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ABSTRACT 
 
Photonic crystals are a class of synthetic materials which can control the absorption, emission and 
propagation of light to an unprecedented degree. In order to fully utilize their properties defect must be 
added to photonic crystals to direct the flow of light, and light emitting structures must be incorporated 
that have the ability to be electrically pumped. In pursuit of these goals, the coupling of photons into 3D 
photonic crystals was studied for template-based fabrication methods. A complete lack of coupling was 
demonstrated for frequencies within and around the photonic band gap due to a surface resonance. The 
cause of this behavior was studied using experiment and finite-difference time-domain calculations, and a 
solution developed. The incorporation of defects was studied next and advanced to allow for simultaneous 
imaging and defect writing using a fluorescent dye and two-photon sensitive photoinitiator. Complete 
spatial alignment of defects with respect to photonic crystal lattice was achieved using this method.  
While fabrication techniques such as phase mask lithography may be used to create a large 
variety of 3D structures, they are typically formed in SU-8 photoresist which cannot survive high 
temperature processes such as chemical vapor deposition. In order to make these structures accessible for 
future photonic crystal research a technique was developed to impart thermal stability to polymer 
templates using ceramic coatings deposited by atomic layer deposition and subsequent high-temperature 
growth of silicon was performed on the templates. Finally, a method was developed to create 3D photonic 
crystals from III-V semiconductors using a template based approach and metal-organic vapor phase 
epitaxy. The result of this work was the fabrication of 3D photonic crystals from high-quality GaAs and 
the demonstration of the first electrically driven 3D photonic crystal LED. 
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CHAPTER 1. 
INTRODUCTION TO PHOTONIC CRYSTALS 
 
There are a significant number of challenges currently facing scientists ranging from understanding 
the molecular biology of dangerous infectious diseases to improving alternative sources of energy and 
reducing energy consumption. The latter two challenges go hand in hand, as our world’s rapidly 
diminishing energy reserves necessitate research into both. Photovoltaics are widely considered an 
integral component of a broad, long-term solution to our energy demands (1). Reduced energy costs of 
lighting, one of the largest consumers of energy on the planet (22% of all electricity in the U.S. in 2001) 
(2), as well as energy reductions in telecommunications will play significant roles in reducing global 
energy demands. In each of these areas light plays a fundamental role in device operation in absorption, 
emission or the controlled or directed flow of light. The ability to manipulate and control light in such 
devices is paramount in meeting this scientific challenge. Photonic band gap materials have been 
suggested as a potentially powerful solution to this challenge, offering the ability to control light in an 
unprecedented manner. It is with this goal in mind that I undertook the work in this thesis  
1.1 Photonic Band Gap Materials 
Photonic band gap materials, or photonic crystals (PhCs) are the optical analog of semiconductors, 
possessing a photonic band gap (PBG), as opposed to an electronic band gap, where the propagation of 
photons is prohibited for energies that lie within the gap (3-5). They are characterized by a periodic 
modulation of their dielectric constant in one, two or three spatial dimensions (shown schematically in 
Fig. 1), on a length-scale on the order of the wavelength of light they are intended to manipulate. This 
periodic variation of dielectric constant is achieved using a structure formed from two materials, typically 
a dielectric and air. The periodicity is on the order of the wavelength of light, therefore the waves scatter 
from the periodic structure much like x-rays scattering from atoms within a crystalline solid. The periodic 
nature of the crystal leads to coherent scattering for certain directions as determined by the particular 
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crystal symmetry, with an intensity that is dependent upon the constituent material properties (6). The 
scattering strength in the crystal may be assessed qualitatively by the refractive index contrast between 
the two materials, specifically the ratio of their refractive indices. The existence and size (FWHM/ωPBG) 
of a PBG in a PhC is therefore dictated by the symmetry of the crystal and the magnitude of the difference 
in refractive index between the constituent materials in the system. Specifically, for each crystal structure 
there is a minimum refractive index contrast, which opens a PBG. By extension, in order to increase the 
size of the gap the difference in refractive index should be maximized. This imposes important 
restrictions on what PhC structures and constituent materials may be used in order to generate a PBG (5, 
7). 
 
Figure 1.1- Schematic representation of the spatially varying dielectric structure of photonic 
crystals (modified from (5)). 
The photonic band gap may exist only in the direction(s) over which the dielectric constant is 
modulated (e.g. normal to the planes or the rods of Fig. 1.1a and Fig. 1.1b, respectively) and not in 
directions where the dielectric constant is homogeneous (parallel to the planes or rods) and the PhCs 
optical behavior is essentially the same as the constituent materials. Thus, only the 3D case (Fig. 1.1c) 
may possess a complete PBG, a photonic band gap in all directions, which is significant for optical or 
optoelectronic device operation, as discussed below. A 1D photonic crystal is simply a layered structure 
(Fig. 1.1a) such as a dielectric mirror, which may possess a band gap for light entering the structure 
perpendicular to the layers. In 2D (Fig. 1.1b) the photonic crystal could be, for example, an array of air 
holes in silicon, arranged on a square lattice or other symmetry. In 3D (Fig. 1.1c) the structure and crystal 
symmetry may vary significantly as long as the basic requirement of a periodic variation of the dielectric 
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constant in all three spatial dimensions is satisfied. A number of such structures are discussed in later 
chapters.   
1.1.1 Band structure and the density of states 
The physics of PBG materials, or photonic crystals (PhCs), is conveniently described in similar form 
to the solid state physics of electronic materials, where electron wave scattering due to the periodically 
varying electric potential (8) is replaced by scattering of light from the periodic variations in the dielectric 
constant (a detailed theoretical framework can be found in reference (5)). The dispersion relation or band 
structure is used to analyze the properties of PhCs and determine whether PBGs or pseudo PBGs 
(pPBGs), photonic band gaps in a 3D PhC that exist for some directions but not all, are present. A sample 
band structure is shown in Figure 1.2 for an inverse FCC structure consisting of an artificial opal or 
assembly of silica spheres arranged on an fcc lattice. The structure was filled with silicon and the silica 
subsequently removed (this structure will be discussed in detail in later chapters). This structure possesses 
a PBG (yellow highlight) and a pPBG (blue highlight) in the ΓL direction. It is important to note that the 
band structure will scale linearly in frequency by varying the lattice constant of the photonic crystal. For 
this reason the frequency (y-axis, Fig. 1.2a) is represented in dimensionless units, normalized by the 
lattice constant a. 
 
Figure 1.2 – Photonic band structure calculated using the free MIT Photonic Bands (MPB) 
program (9). The band structure is calculated for an inverse fcc structure filled with Si (nSi=3.5) 
via conformal growth (pinch-off occurring with 86% of the pore volume filled). The complete 
band gap is highlighted in yellow. A pseudogap in the ΓL direction is highlighted in blue. 
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The band structure of PhCs not only describes the presence of photonic band gaps, it also lends 
insight into light propagation within the crystal, specifically the group velocity of light as it travels 
through the PhC. Flat bands (seen in the high energy regions of the band structure in Figure 1.2 and near 
the edges of the Brillouin Zone at the high symmetry points shown in the figure) are indicative of low 
group velocities. More specifically, the band structure relates ω to k, and k∂∂ /ω  is proportional to the 
group velocity of light. This is particularly useful if materials that rely on light-matter interaction, such as 
nonlinear optical materials are incorporated into the PhC as their properties should be enhanced due to the 
low group velocity. 
The density of (optical) states (DOS) in PhCs is strongly modified compared to free space (Fig. 1.3) 
(5, 10). In a PBG the DOS goes to zero and in a pPBG it is strongly suppressed, though non-zero. In a 
real system, the DOS does not go to zero because the structures are of finite dimensions, however the 
DOS is expected to be quite small in the frequency range of the PBG. In addition to suppression within 
the PBG, the DOS spikes near the band edges. Both of these properties can be utilized when light emitters 
are added to PhCs, either to enhance emission rates or suppress emitting transitions to, for example, 
reduce lasing thresholds. 
 
Figure 1.3 - Density of States (DOS) plot comparing an inverse fcc photonic crystal to the DOS in 
free space, from (10). The DOS goes to zero in the photonic band gap (PBG) and is reduced below 
the free space value in the pseudo PBG. Spikes in the DOS can be seen on either side of both the 
PBG and pPBG. 
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1.1.2 Defect states in photonic crystals 
Photonic crystals, without further modification, are simply omnidirectional reflectors with a 
potentially large frequency response. While there is use for such materials, this property alone has not 
motivated the large body of research that exists for PhCs. Significant function can be provided to PhCs by 
the incorporation of aperiodic structures, or defects, within the photonic crystal. Adding a defect structure 
to a photonic crystal creates a defect state or states within the PBG (Fig. 1.4). These defect modes are 
unable to couple to freely propagating modes that lie outside the PBG, thus light coupled into such a 
defect is localized to that structure (5, 7). Light localization may occur in a cavity or an extended defect 
such as a waveguide. Photonic crystal waveguides can be comprised of air with light localization 
occurring due to the PBG, in contrast to total internal reflection-based (TIR) waveguides (e.g. fiber 
optics) where the light resides in a high refractive index core. This allows for higher power operation with 
fewer nonlinear optical effects and reduced absorption (7). More importantly, defects in PhCs allow for 
significant miniaturization because the critical angle for TIR is no longer a parameter that must be 
considered. For example, waveguides may be fabricated with bend radii on the order of the wavelength of 
light without significant loss of signal (11). 
 
Figure 1.4 – Band structure calculation for a 2D square lattice. The green circle represents a 
defect mode created by the introduction of a single point defect (inset, middle). Figure is modified 
from (7). 
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1.2 Applications of Photonic Crystals 
There are many proposed applications of photonic crystals, nearly all of which require the 
incorporation of defects in the photonic crystal structure. A number of theoretical studies have been 
published using finite-difference time-domain simulations to investigate add-drop filters based on 
resonant cavities (12-15), waveguide design and optimization (16-21), and other designs. These structures 
are often complex and difficult to fabricate in 3D PhCs, however researchers have begun investigating 
these structures experimentally with the first demonstration of waveguiding in 3D PhCs published in 
2008 by our group (22). In addition to such purely photonic structures, a number of functional 
optoelectronic devices have been designed and fabricated using 2D photonic crystals. The advantages of 
photonic crystals, even in their 2D form, have been clearly demonstrated, most recently in low-threshold 
lasers (23-25) and highly efficient LEDs (26, 27).  
1.3 Fabrication Methods for 3D Photonic Crystals 
Photonic crystals are typically comprised of lossless (or nearly lossless) dielectric materials with 
widely varying refractive indices. While metals and absorbing materials have been used, most of the 
applications discussed herein (as well as in the literature) make use of lossless dielectrics or doped 
semiconductors with some small amount of free-carrier absorption. The low refractive index material in 
photonic crystals is almost always air, since it possesses the lowest refractive index possible for a lossless 
material. As discussed previously, a large contrast in refractive index is required in order to open a PBG, 
generally requiring a refractive index of greater than 2.5 for the high refractive index component and, 
more typically, greater than n=3.0 for most PhC lattices (it is assumed the low refractive index material is 
air). For this reason the high refractive index material is typically one of a set of dielectrics (i.e. TiO2 
(28)) or semiconductors (i.e. silicon (29, 30), Ge (31), CdS (32), InP (33), GaP (34), etc.), as these 
materials generally possess the highest refractive indices of known compounds. Other material systems 
have been explored as well in order to exploit various material properties such as ferroelectric behavior 
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(BaTiO3 (35)) or nonlinear optical response (chalcogenide glasses (36, 37)), however this is often at the 
expense of the PBG, therefore pPBGs are often studied instead for these material systems.  
The required dielectric contrast imposes rather stringent requirements on materials for these 
structures, which in turn imposes limitations on what fabrication techniques may be used for their 
creation. In addition, the fabrication of 3D nanoscale structures is inherently difficult, and only recently 
have robust techniques been developed. It is not surprising that two-dimensional photonic crystals have 
been more widely researched, as they may be fabricated rather easily using conventional 
photolithographic approaches. This typically involves patterning of a hard mask (SiO2, for example) 
followed by dry etching to produce two-dimensional patterns of, typically, air cylinders in a 
semiconductor substrate. For obvious reasons photolithography does not lend itself to the patterning of 
multiple layers without using multiple steps in a layer-by-layer approach. Three-dimensional photonic 
crystal fabrication methods are much more complicated. There are two main approaches for fabricating 
these structures: building the 3D structure in a layer-by-layer fashion and forming a 3D template in a 
single step, followed by conversion of the template to the desired material(s). 
1.3.1 Layer-by-Layer Fabrication 
Layer-by-layer fabrication relies on the well-developed processes of planar device fabrication to 
lithographically pattern each layer of the three-dimensional structure individually (Fig. 1.5). One 
approach for generating the 3D structure pioneered by Noda et. al involves the stacking of the layers after 
patterning and etching. This is accomplished using interferometric techniques to achieve a high degree of 
alignment (38, 39). A number of devices have been fabricated in this manner, demonstrating excellent 
optical properties as well as photoluminescence from embedded light emitters modified by the DOS of 
the PhC (39). The layers are typically chemically bonded after assembly using a technique called wafer 
bonding, where high temperature and pressure are used to generate covalent bonds between the layers. 
However, achieving atomic alignment during wafer bonding in order to prevent the formation of 
unoccupied bonds (carrier traps) is quite difficult. In addition, the surface oxide must be etched prior to 
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wafer bonding in order to create electrically functional interfaces. Gas escape channels are normally 
etched into the material to prevent inclusions of the etchant or other gases at the surface (40). Such 
channels are nearly impossible to include in PhC structures due to the length scales of each component of 
the PhC (the escape channel is on the order of the size of the constituent components of the PhC). In 
addition, the structure cannot be passivated prior to wafer bonding because passivation layers would exist 
between each layer. However, passivation has not been attempted post-assembly, resulting in a lack of 
demonstrated electrical functionality. 
A similar approach to that described above involves prefabrication of layers and subsequent stacking 
(Fig. 1.5) using a “nanorobot”, a piezoelectric manipulator (41, 42). Alignment is achieved using posts 
and corresponding knotches in the prefabricated layers. While this allows for assembly of optically 
interesting structures, including those containing light emitting quantum dots, the structures are 
completely electrically inactive. An alternative layer-by-layer approach involves planar processing to 
generate a silicon/silica layer, followed by a planarization step. The next layer is fabricated on the first, 
and the process repeated to build up the desired number of layers. After a final wet etching step, the SiO2 
is removed and a 3D silicon structure results. This approach was used by Lin et al. (43) in order to create 
a three-dimensional silicon woodpile structure. While precise, these approaches are slow and have 
significant drawbacks from the standpoint of electronic functionality.  
 
Figure 1.5 – A 3D photonic crystal structure formed by stacking pre-fabricated 2D layers using a 
piezoelectric manipulator (41). 
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1.3.2 Template-Based Fabrication 
An alternative approach to the formation of 3D photonic crystals involves a two-step process of 
template formation (Fig. 1.6a) followed by material conversion (Fig. 1.6b). Templates are generally 
formed over large areas (several mm2, sometimes much larger) using one of several processes which are 
very rapid and/or require little to no user input during the fabrication process. Colloidal assembly is a 
template formation process that relies on a natural assembly process of spherical colloids. A suspension of 
typically silica or polystyrene colloids is heated and a substrate is placed vertically in the suspension. The 
solvent evaporates from the meniscus formed at the substrate, drawing additional fluid into this region. 
This flow of suspension into the meniscus results in a packing of spheres and the formation of an fcc 
crystal.  
There are several direct-write approaches for template fabrication including robocasting and direct 
laser writing. In these techniques, the template is written in a serial fashion building one layer at a time. 
Robocasting involves the extrusion of an ink (polyelectrolyte, sol-gel, or others), which rapidly solidifies, 
forming a mechanically stable structure (31, 44). The nozzle through which ink is extruded may be 
rapidly rastered in 3D space to generate a complete three-dimensional structure. Direct laser writing is a 
similar process (45)] where the focal point of a pulsed laser is rastered in 3D space to polymerize a resin 
via multiphoton polymerization (see section 3.1). The photoresist is then developed and a polymeric 3D 
template remains. 
Interference lithography is the last of the common template formation techniques, and perhaps the 
most powerful. It involves recording the interference pattern of multiple intersecting laser beams (Fig. 
1.6a) in a photoresist (Fig. 1.6b-c). The beams may be generated either by splitting the beam from a 
single laser source and redirecting the multiple beams to the photoresist at precise angles (46, 47), or by 
directing a single beam onto a diffractive optical element known as a phase mask which generates a 
known pattern of multiple beams (48-50). The latter, known as phase-mask lithography, uses an 
elastomeric phase mask placed directly on the photoresist, or the phase mask pattern can be imprinted 
onto the surface of the photoresist. When exposed, the phase mask generates multiple beams in the 
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photoresist due the proximity of the resist to the phase mask (i.e. this is a near-field technique). The phase 
mask geometry can be used to calculate the resulting diffraction pattern and structure that will be recorded 
in the resist. The ability to design the diffraction pattern, and consequently the resulting structure, makes 
interference lithography a powerful tool to access a near infinite number of structures. 
 
Figure 1.6 – a) A laser beam incident on a phase mask generates a diffracted beams which 
interfere in the photoresist below. The interference pattern is recorded in the photoresist (b,c). 
After the template is formed it is then converted to a more optically interesting material, usually Si, 
Ge, TiO2 or another high refractive index material. Ceramic templates such as artificial opals made from 
SiO2 spheres can easily survive high temperature processes, allowing for growth of materials using 
chemical vapor deposition processes (29, 30, 51). A number of low-temperature processes exist including 
electrochemical deposition(32), sol-gel synthesis (35), nanoparticle infilling (52), and atomic layer 
deposition(28) among others. Polymeric templates (Fig. 1.7a) require low temperature processing for 
material conversion or an additional processing step to provide thermal stability (see Chapter 4). After 
growth of the desired material the template is removed, or the structure “inverted”, to leave a PhC 
comprised of the optically interesting material and air (Fig. 1.7b). 
 11  
 
 
Figure 1.7 – a) A 3D photonic crystal template formed in SU-8 photoresist using phase 
mask lithography and b) the same template after conversion to silicon and removal of the 
initial template (50). 
1.3.3 Other Forms of Fabrication 
Several other 3D fabrication techniques exist that cannot be classified as layer-by-layer or template-
based approaches. Direct laser writing, for example, has been achieved directly in photosensitive 
chalcogenide glasses (36, 37). These materials possess relatively high refractive indices (n=2.0 to greater 
than 2.8) and high optical nonlinearity, which removes the need for a subsequent material conversion 
step. Another approach involves patterned, angled etching of single crystal substrates using reactive ion 
etching. While the number of accessible PhC geometries is limited due to geometric constrains of the 
etching process, the results are interesting and allow for large-scale fabrication with high precision in 
single-crystal materials (53, 54). Photoelectrochemical etching of silicon provides an interesting method 
of forming 3D structures by spatially modulating the etching rate in a silicon substrate. Light incident on 
the silicon locally increases the carrier density and thus increases the etching rate. Spatial modulation of 
light intensity on the silicon during etching can be used to produce 3D structures (55). While this 
technique is useful in generating single crystal silicon structures for purely optical applications, silicon is 
a poor material from an optoelectronics standpoint due to its indirect band gap. Finally, glancing angle 
deposition (GLAD) can be used to grow 3D structures directly from optically interesting materials (56). 
This approach involves the patterning of short seed posts onto a substrate using lithography followed by 
physical vapor deposition of the desired PhC material onto the substrate at glancing angles. The posts cast 
a “shadow” at large angles, resulting in deposition of material only on the posts and not the rest of the 
substrate. The substrate is rotated continuously during the GLAD process to allow for uniform growth 
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across the sample, which would otherwise be anisotropic due to shadow effects. This technique has been 
used to grow PhCs from a variety of materials, however like most physical vapor deposition techniques 
the resultant material is polycrystalline or amorphous, resulting in minimal electronic functionality. 
1.4 Incorporating Designed Defects in 3D Photonic Crystals 
In order to make use of most of the properties of photonic crystals, aperiodic defects can be 
incorporated into the crystal to provide functionality. The most obvious example is the fabrication of a 
waveguide, as described in the previous section. Another form of functionality can be added by 
fabricating resonant planar or point cavities to which light may couple from outside the crystal. These 
cavities create defect states within the PBG that are resonant for specific frequencies or modes (39, 55, 
57-59). Due to resonance these defect modes have long dwell times in the cavity, making cavities useful 
for materials such as those with nonlinear optical response. 
A number of schemes have been proposed and demonstrated to incorporate defect structures within 
PhCs, the choice of which is highly dependent on the method used to fabricate the PhC. Direct write 
structures such as those fabricated using direct ink writing samples or direct-laser-writing can simply 
leave out a portion of the structure to create a waveguide (Fig. 1.8) (60) or small planar cavity if the 
structure is mechanically stable with a portion of it removed. Point defect structures have been formed by 
the Noda group in their wafer-bonded woodpile structures by creating a rectangular region with lateral 
dimensions greater than the rod width (Fig. 1.9) (39). Defects in the horizontal plane, such as planar 
cavities, can be fabricated by photoelectrochemical etching of silicon (55). Planar cavities have also been 
fabricated in PhCs made from synthetic opals by spin coating a solid film on the opal surface (61) and 
subsequently growing another opal on top (58, 62), effectively embedding the film within the PhC (Fig. 
1.10). Defects were added to opals in a similar manner using photolithography to pattern the defect 
structure followed by growth of a second opal film on top of the defect and base opal (63). While a 
number of methods exist it is clear that most of these are limited in the types and location of defects they 
can fabricate as well as their fabrication speed.  
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Figure 1.8 – Direct write woodpile structure formed by robocasting. A line has been intentionally 
skipped during the writing process to create a line defect in the structure which could be used to 
guide light, from (60). 
 
 
 
Figure 1.9 – Woodpile structure formed by photolithography and wafer bonding. A rectangular 
cavity was patterned in a central layer and incorporated into the 3D structure, from (39). 
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Figure 1.10 – Planar cavity formed inside of an opal photonic crystal by spin coating TiO2 
nanoparticles followed by growth of an upper opal layer, from (62). 
1.4.1 Two-photon polymerization 
Perhaps the most versatile method of incorporating arbitrary defect structures into PhCs and PhC 
templates is two-photon polymerization (TPP) (22, 47, 57, 64, 65). In this process, a photoinitiator is 
excited by the simultaneous absorption of two IR photons (Fig. 1.11a) rather than a single photon of 
higher energy. This process can be thought of as the first photon exciting the photoinitiator into a virtual 
excited state with an extremely short lifetime. If a second photon arrives during that lifetime the 
photoinitiator is excited to a real excited state and polymerization can be initiated. This requires a 
tremendous flux of photons, which translates experimentally into the focal point of a pulsed laser system 
(Fig. 1.10b). This is advantageous because, outside of the small focal volume, polymerization will not 
occur, allowing for the creation of polymer features embedded within a structure, as well as inherently 
small feature sizes.  
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Figure 1.11 - a) The two-photon absorption process is equivalent to the absorption of one photon 
of energy hν. Instead, two photons of energy h(ν/2) are absorbed almost simultaneously, resulting 
in excitation of the absorbing species. In the case of two-photon polymerization, this is a 
photoinitiator that generates a free radical upon excitation. b) The region of a focused beam that 
has sufficient intensity to allow two-photon absorption is described by the red dotted region. This 
region is roughly λ by λ/2. 
The process of defect writing using TPP is typically performed on a laser scanning confocal 
microscope (LSCM). The LSCM uses a laser to collect an image of a sample in either reflectance or 
fluorescence mode by rastering the laser across the sample using a series of mirrors. Reflected or emitted 
light is detected and correlated with the raster point of the laser to form an image of the sample. The 
LSCM can also control a pulsed laser system that can be modulated (switched on and off) at very high 
speed (12ns) using an electro-optic modulator. A region of interest may be defined where the EOM will 
turn the laser on when it is within this ROI during rastering and turn it off when it is outside of ROI, 
allowing for polymerization of the ROI shape. This shape may then be scanned into the depth of the 
image (essentially extruded) to form a 3D object. The focal volume of the beam which can initiate 
polymerization is ellipsoidal with diameters of approximately lambda by one half lambda when the back 
aperture of the microscope objective is filled with the beam. The polymerization volume (often referred to 
as a voxel) can be reduced by adding thresholding agents to the system which have allowed for 
fabrication of features with linewidths of only 65nm (66).  
A TPP resist was developed in our group based on trimethylolpropane triacrylate, a monomer that 
when cross-linked has good thermal stability, up to 325C without decomposing. The details of this TPP 
resist may be found elsewhere (64). The most important aspect of the resist is that it possesses a large 
polymerization window where power and scan speed may be varied without thermal runaway. The scan 
speed is directly related to the field of view. For a fixed raster rate (e.g.pixels/s), a smaller field of view 
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results in a lower effective scan speed (cm/s). The raster rate may only be varied between three closely 
spaced values, necessitating a large polymerization window if the scan field will be varied dramatically. It 
has been shown that the ROI must be defined with as many pixels as possible to achieve high resolution 
of curved features necessitating small scan fields (64). This makes the large polymerization window of 
this resist an essential feature for high resolution defect writing. Defects were written in colloidal PhCs 
using this system, including planar cavities and line defects (22). Other groups have developed similar 
systems including using a hybrid organic/inorganic photoresist which forms a silicate network that is 
converted to SiO2 upon calcination. This system was also used to define line defects in colloidal crystals 
(65), though the features displayed poor edge resolution compared to the TMPTA-based system.  
1.5 Computational Methods Used for Photonic Crystal Design and Analysis 
The distribution and propagation of electromagnetic waves in a given structure may be calculated 
using various approximations and implementations of Maxwell’s equations. Calculations are made 
simpler when periodic structures are used, such as photonic crystals. Different methods of calculation are 
used to calculate the properties of either an infinite medium (e.g. band structure calculations) or a finite 
medium.  
1.5.1 Plane Wave Expansion (PWE) 
One of the most commonly used techniques for calculation of semiconductor band structure is the 
plane wave expansion method. A set of plane waves ( rike ⋅ ) may be used to expand any function in a 
Fourier series given a periodic nature of the function (see reference (8) for more details). The periodic 
nature of PhCs makes them equally well suited to this method of calculation, where the electric field is 
expanded into a sum of plane waves in reciprocal space (Eq. 1.1). The dielectric function of the structure 
is similarly expanded in terms of reciprocal lattice vectors. The electric field may be calculated, along 
with the frequency modes in reciprocal space (the band structure). There are a number of computational 
implementations of this method for arbitrary structures as detailed elsewhere (9). 
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1.5.2 Scalar Wave Approximation (SWA) 
When information is required only for one direction  in the lattice of a periodic structure (shown here 
as the (111) direction) the PWE method may be simplified to use only the first two terms of the plane 
wave expansion (Eq. 1.1) in a method referred to as the Scalar Wave Approximation (SWA) (Eq. 1.2). 
The dielectric function is similarly approximated using the first two terms of the expansion and the 
reciprocal lattice vector of interest, where the first term is simply the average dielectric constant and the 
fourier coefficient of the second term is calculated for the structure of interest (see reference (67)  for 
several examples using spherical atoms) (67, 68).  
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The electric field outside of the periodic medium is simply defined as a plane wave in the appropriate 
direction of propagation. For example, the transmitted field is defined in Equation 1.3. The electric field 
in the PhC can be simplified to Equation 1.4, where η is defined as Equation 1.5 and the Fourier 
coefficient c is the only remaining unknown. The electric field in each region of a computation cell (e.g. 
incident medium, PhC, transmitted medium) is defined in this manner and the coefficients are calculated 
using the fact that the electric field and its spatial derivative are continuous at each boundary. The 
transmittance (or reflectance) spectrum is calculated by solving for the coefficients for various values of 
k. A more detailed analysis of the scalar wave approximation may be found elsewhere (68). 
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1.5.3 Finite-Difference Time-Domain (FDTD) 
The finite-difference time-domain method of computational analysis for electromagnetic systems 
allows for calculation of the time-evolution of electric fields in a given medium or media. The 
calculations are performed by dividing the computation cell into discrete points and solving Maxwell’s 
equations at each point in discrete time steps. This is, of course, an approximation of the real system 
which is improved as the discrete units of space and time are made smaller until a highly accurate 
representation of the true electromagnetic response may be calculated. 
The computation cell is designed to accurately represent the experimental system to which the output 
of the FDTD calculation will be compared. A structure is defined using, for example, simple geometric 
shapes with defined dielectric properties. The dielectric properties of the surrounding environment are 
also specified, and a light source is defined within the system. This may typically be a plane or point 
source which is generated using a current loop or sheet current (in general this is handled by the chosen 
software package). Boundary conditions must also be supplied for each boundary of the computation cell. 
For calculation of photonic crystal properties, the boundaries in the in-plane direction (parallel to the 
substrate) are usually specified as periodic because the PhC is essentially infinite in this direction. 
Periodic boundary conditions refer to a condition where )()( Lxfxf += , which is the case for periodic 
structures such as photonic crystals. In this case, the structure must be defined such that the complete PhC 
would be formed by repeating the computation cell in the x and y directions (where x and y are in-plane, 
and z is the out-of-plane direction). The more complex situation is the out-of-plane direction where the 
structure is finite. In this case, a boundary condition referred to as Perfectly Matched Layers (PML) is 
used. This is essentially an absorbing layer with zero reflection, creating a situation similar to light 
passing out of the cell. Finally, a third boundary condition may be applied which defines the boundary as 
a perfect metal where the fields will go to zero. Such boundary conditions will not be used in this work 
(69). 
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All FDTD simulations in this thesis were performed using a freely available software package, MIT 
Electromagnetic Equation Propagation (MEEP) (69). Sources in MEEP are defined as either single 
frequency, continuous-wave sources or as Gaussian sources in frequency and time. The former are useful 
for mapping the electric-field distribution in a given structure. The software stores the values of the 
electric field at each time-step, allowing for the output of images of the structure and field distribution for 
2D slices of 3D computation cells. The full 3D field distribution may be manipulated in mathematical 
analysis software as well if desired. Gaussian sources are useful for calculating spectral properties of a 
structure. Multiple sources may be defined simultaneously to define a broad spectral range for calculation. 
Reflectance and transmittance spectra may be calculated by measuring the flux for an empty cell (lamp 
normalization) followed by the computation cell of interest. 
1.6 A Brief History of Photonic Crystal Optoelectronic Devices 
In 1987, Eli Yablonovitch and Sajeev John published their seminal work on photonic crystals, 
predicting the existence of the photonic band gap as well as the potential for inhibiting spontaneous 
emission and localizing light within defects in a periodic lattice of appropriate dimensions (3, 4). These 
papers spurred an incredible amount of research in the following decades. Initially researchers developed 
theory and computational tools to determine what structures possess a PBG (70, 71) and soon after others 
raced to demonstrate the first complete photonic band gap, achieved by Yablonovitch et al. in 1991 for 
the microwave regime (72). As theoretical understanding and computational methods to calculate 
photonic band structure improved, researchers were guided to new structures, resulting in the 
demonstration of a complete PBG in the NIR wavelengths using photolithographic methods (38) and self 
assembled colloidal crystals (29).  
During this time, 3D PhC research focused primarily on improving fabrication techniques, defect 
incorporation, proof-of-concept studies modifying spontaneous emission, and other experimental 
demonstrations, rather than the development of optoelectronic devices. Perhaps owing to the obvious 
extension of established microfabrication techniques to 2D photonic crystals, research into 2D PhC 
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optoelectronics was quickly successful. Two-dimensional photonic crystals have dominated the 
optoelectronics space and have even become commercially relevant in the form of photonic crystal fibers. 
Demonstrations of 2D PhC lasers (23-25), LEDs (26, 27), and waveguides (73) have all been reported. 
The drawback to 2D PhCs, however, is the lack of confinement in the direction normal to the substrate. 
While fabrication techniques have improved to the point that they are no longer a fundamental obstacle 
for creation of 3D PhCs, one problem remains: there is no method of fabricating a three-dimensional PhC 
that has both the required photonic and electronic properties (wafer-bonding (38, 39) remains the 
apparent exception, though its limitations are described below; furthermore, to date no wafer-bonded PhC 
has demonstrated electrical pumping of an embedded QW).  
In order to create useful photonic crystal devices with electronic functionality, there is a set of 
requirements that must be satisfied: 
i) The PhC must have a complete photonic bandgap in the wavelength region of interest; 
ii) There must be a method of fabricating a defect state at an arbitrary position within the crystal; 
iii) There must be a method of introducing a light-emitting structure within the crystal; and 
iv) The system must have the ability to be electrically pumped. 
The fourth requirement is often stated as the less restrictive “use of an electrically conductive crystal”, 
however the quality of the crystal and the device geometry can significantly affect electrical performance, 
thus requirement (iv) has been reworded accordingly. Requirements (i) and (ii) have been demonstrated 
by several groups (including ours) to varying degrees (see sections 1.3 and 1.4 ), and can be considered 
achievable. The third requirement has been demonstrated in several ways: dip-coating (74) or DLW of 
quantum dot PhCs (75); wafer fusion of an element containing a quantum well (39); and spin coating dye-
containing polymer layers (61). Unfortunately, each lacks the ability to arbitrarily position the emitter 
within the PhC and most are not commercially relevant. In addition, only the quantum well fabricated by 
wafer fusion can claim to have the potential for electrically pumping. The fourth requirement provides a 
significant obstacle in the fabrication of three-dimensional photonic crystal devices. Three-dimensional 
PhCs have been fabricated in a large variety of materials including semiconductors, dielectrics, 
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ferroelectrics, polymers and others. However, in almost every case the materials are polycrystalline or 
amorphous, severely degrading their electronic properties and some are not relevant to semiconductor 
devices. There are several examples of single-crystal materials being used to make 3D PhCs, (29, 38, 53, 
55) though techniques such as directional etching (53, 54) lead to very specific structures, which often do 
not have ideal optical properties. In addition, such techniques afford no method to incorporate designed 
defects.  
Results achieved by Noda using layer-by-layer assembly and the wafer-fusion technique are the 
closest to creating a practical optoelectronic device using 3D PhCs (38, 39). A number of issues present 
themselves with the wafer-fusion technique, however. It has been reported that, without patterning narrow 
fluid escape channels, the liquids/gases used for native oxide removal may remain trapped at the bonded 
interface causing voids or other defects (40). For photonic crystals in the visible and NIR, patterning such 
escape channels is difficult as the overall dimension of a single block of the woodpile is on the order of 
hundreds of nm and the escape channel would need to be significantly smaller than that. The oxide 
removal step cannot be skipped though, since the electrical performance would be sharply degraded.  In 
addition, the electronic properties are strongly affected by the degree of crystal alignment at the bonded 
interface (40). This is problematic for nanostructures like PhCs because the alignment of each component 
is nontrivial. Finally, the most obvious disadvantage of such a technique is that it is incredibly time 
consuming and impractical for commercial device fabrication or even for fabricating large-scale 
structures for research use. In short, there exists no method of fabricating electrically useful 3D PhCs at 
present. 
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CHAPTER 2. 
AN OPTICAL SURFACE RESONANCE WHICH PREVENTS COUPLING TO PHOTONIC 
CRYSTALS† 
 
Manipulating the flow of light is the overarching goal of photonic crystals (1, 2). When describing a 
particular photonic crystal, the dispersion relation or band structure is of paramount importance since it 
describes the modes to which photons may couple. Despite the tremendous utility, the information 
contained in the band structure has serious limitations. The band structure only describes the behavior of 
light within the structure; it does not provide information about the interaction of photons with interfaces 
between the crystal and its surroundings. This leads to substantial discrepancies between the band 
structure and the data obtained from external light sources and detectors. For example, due to symmetry 
considerations, certain modes in the band structure cannot be excited (3). When a photonic crystal is 
optically probed, it is important to verify that the observed optical features come from the structure and 
are not the consequence of coupling effects. 
2.1 Experimental Evidence for the Photonic Band Gap 
There are a number of characterization techniques used to study photonic crystals, including 
microCT/nanoCT, SEM, Focused-Ion Beam milling, and emission from embedded emitters. Perhaps the 
most rigorous technique that can be used to verify the presence of a photonic band gap is comparison of 
the measured emission from an embedded emitter to that from the same emitter outside of the PhC (4). 
The modified DOS of the photonic crystal will be represented as increases or decreases in the emission 
intensity relative to the unmodified spectrum. In addition, measurement of the excited-state lifetime using 
                                                            
† Significant portions of this chapter were published as:  
Optical surface resonance may render photonic crystals ineffective, Florencio Garcia-Santamaria, Erik C. Nelson 
and Paul V. Braun, Physical Review B, 76, 075132-1-6 (2007) 
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time-resolved photoluminescence can also prove the existence of a photonic band gap. The emission rate, 
and consequently the excited-state lifetime, is directly proportional to the local DOS in the PhC. Angle-
resolved measurement of reflectance and transmittance can also, to some degree, directly map the band 
structure of the photonic crystal. However, such techniques are complicated to implement experimentally 
and cannot access all angles or directions. 
The previous techniques can directly infer the presence of a photonic band gap; however, it is 
nontrivial to add an embedded emitter into a 3D PhC. Instead, 3D PhCs are typically characterized by 
measuring their normal incidence reflectance. These data may be compared to band structure calculations 
or calculated reflectance spectra. While this measurement interrogates only one direction in the crystal, it 
is often used to infer the presence of a PBG without the use of angular resolved measurements simply by 
correlating the location of a strong reflectance peak with the location of a PBG in the band structure (5-8). 
In addition, the magnitude of the reflectance peak is typically used as an indicator of PhC quality (i.e. 
defect density).  
2.2 Anomalous Behavior in Reflectance Measurements 
Artificial opals are an example of a 3D photonic crystal that can be engineered to show a photonic 
band gap (PBG) (9). These PBG structures, known as inverse opals, consist of a face-centered-cubic (fcc) 
lattice of air spheres in a high dielectric matrix, e.g., Si (5, 6), Ge (7), or Sb2S3 (8) . The experimental 
reflectance spectra from these crystals show strong reflectance peaks in the direction normal to the (111) 
planes at energies close to those expected for stop bands, one of which is often associated with the 
existence of a PBG (5-8). Samples of opal photonic crystals were prepared by vertical deposition (6, 10) 
of 925 nm silica spheres on silicon substrates. This gives a lattice parameter a=1.31 μm. A thin layer of 
aluminum oxide, approximately 8 nm, was grown using atomic layer deposition to create the case of 
interpenetrated spheres (11). Approximately 86% of the pore volume was loaded with Si by means of 
chemical vapor deposition (CVD) (12). The optical response of composite opals (SiO2 spheres in Si) and 
Si inverse opals in the ΓL direction, normal to the (111) planes, is very similar. Since composite opals are 
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more mechanically robust and require less processing, they were used rather than inverse opals for this 
study. 
 The measured reflectance spectra from a 9 layer Si-filled opal and a monolayer region of the same 
sample are presented in Figure 2.1a-b. The magnitude of the reflectance peak at 2.9 microns decreases 
significantly as the layers are reduced from 9 to one, as expected. However, the high energy peaks show 
almost no attenuation when the number of layers are decreased, indicating the reflectance is not due to a 
bulk phenomenon, but rather to a surface effect. This is quite significant, as measurements identical to 
those in Figure 2.1a have been used previously (5-8) to infer, as described above, the presence of a 
complete photonic band gap that should appear after etching of the silica spheres. Calculated reflectance 
spectra (13) for the two cases above are plotted in Figure 2.1c-d, and correspond extremely well to the 
measured reflectance data, once again indicating the nature of this reflectance peak is a surface effect. 
 
Figure 2.1 - Reflectance spectra from a SiO2 /Si opal collected at regions of (a) nine layers and (b) 
one layer. The FDTD simulations of each case are shown in (c) and (d). The inset in (d) shows a 
cross-section schematic representation of the model used for the calculations.  
 The surface of a 3D PhC is essentially a 2D diffraction grating with a period defined by the in-plane 
spacing of the spheres. In 1902, Wood (14) discovered anomalies in the optical behavior of diffraction 
gratings that caused abrupt variations of the external observable fields with respect to the wavelength. 
These anomalies were observed as rapid variations in the intensity of the various diffracted spectral orders 
in certain frequency bands that could not be explained by ordinary grating theory. This anomaly is in fact 
caused by light of specific frequencies being coupled into surface guided modes. The high refractive 
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index coating on the PhC surface (grating surface) acts as a slab waveguide, surrounded by the lower 
index grating on one side and air on the other. If the period of the grating is such that guided modes would 
be diffracted, the guided modes are no longer bound and become leaky thus escaping from the waveguide. 
If light of a frequency corresponding to one of these leaky guided modes is incident on the surface, a 
forced resonance occurs resulting in a strong rearrangement of the energy in each diffracted order (see a 
detailed discussion on the physics of Wood’s anomalies in (15)). The spectral positions of the resonances 
are therefore governed by the geometry of the waveguide and the refractive index of the materials 
composing it. For the opal PhC discussed here, the strong reflectance peaks are a particular instance of 
Wood's anomalies. Furthermore, any photonic crystal whose surface presents a 2D grating and a 
waveguiding geometry (high refractive index material surrounded by lower index template or air, and air 
above) is expected to present this result. This is rather significant as template-based approaches to 
photonic crystals are heavily researched and present many advantages as described previously. 
2.3 Inability of Photonic Crystals to Exchange Photons Due to Surface Resonance 
 To better understand the nature of this behavior, the electric field distribution was calculated for two 
photonic crystal geometries (an opal, Fig. 2.2 left, and a woodpile, Fig. 2.2 right) at a frequency where 
the resonance is significant (e.g., where the multilayer and monolayer samples both show reflectance 
greater than 98%), but is outside of the photonic band gap. A 2D cross-section of the three-dimensional 
computation cell for the Si/SiO2 opal is shown in Figure 2.2a, where the blue line represents the location 
of an external, monochromatic, plane-wave light source and the red line represents an internal, 
monochromatic, plane-wave light source. The substrate is silicon and the top layer of silicon is thicker 
than the internal layers (0.12a vs. 0.043a), as observed experimentally (see below). In the case of the 
external light source (a/λ=0.685), the electric-field resonates strongly in the silicon overlayer and is 
reflected; almost no light is observed within the photonic crystal. As noted, the light is of a frequency that 
lies outside the photonic band gap, thus the observed field distributions could not be caused by evanescent 
decay of light into the material due to PBG effects.  Similarly, for the internal light source the light once 
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again resonates within the silicon overlayer and is reflected back into the photonic crystal. Interestingly, 
the location of the resonance differs in the plane of the grating for the two cases of internal and external 
light sources.  
 
Figure 2.2 - (a) Cross section of the 3D cell used for the FDTD calculations of a nine layer SiO2 
/Si fcc structure with a 0.12a thick layer of Si on the surface. After 91 periods, the field 
distribution at a/λ=0.685 (a maximum of the surface resonance) is simulated for the cases of (b) an 
external light source [blue line in (a)] and (c) and an internal source [red line in (a)]. (d–f) The 
same as (a–c) for a woodpile structure of hollow Ge tubes with a 0.056a thick layer of Ge on the 
surface. The electric field distribution in this case is for a frequency a/λ =0.812. 
 
 In order to demonstrate that Wood's anomalies will be manifest in any 3D photonic crystal structure 
that fits the previously mentioned criteria of a surface with a 2D grating and waveguiding structure, the 
electric-field distribution is calculated for a woodpile structure where once again the blue line represents 
the external light source and the red line an internal light source (Fig. 2.2d). The woodpile consists of 
hollow Ge (n=4.1) tubes with a Ge overlayer (a=0.056a). Once again the light resonates strongly with the 
Ge overlayer for both the internal (Fig. 2.2e) and external (Fig. 2.2f) light sources, though some light 
does couple into/out of the photonic crystal for this sample geometry.  
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 The importance of this phenomenon lies in the inability to exchange photons between the photonic 
crystal and an external medium. If 3D PhCs are being used as omnidirectional mirrors, this behavior is 
less problematic. However, the usefulness of 3D PhCs lies in band gap and defect engineering. Such 
resonances prohibit coupling of light to optically active features including resonant cavities or embedded 
defects (16) within the structure since all photons are reflected at the surface. Likewise, slow photon 
propagation, negative refraction, or superprism effects would also be negatively affected since they 
require coupling of photons to specific optical modes (17). For this reason, a solution was required to 
allow external photons to access the PhC, or internal photons to couple out of the PhC. 
2.4 Elimination of the Surface Resonance 
 As discussed, Wood’s anomalies occur in structures whose surfaces present a planar waveguide 
geometry and a grating to allow coupling of incident photons into the waveguide. Therefore, it stands to 
reason that the removal of one of these requirements from a structure would prevent the resonance from 
occurring. By their nature 3D photonic crystals will have a grating structure on their surface due to the 
periodic nature of the lattice. However, the waveguide structure of the surface can be affected by changes 
in the materials at the surface of the PhC, specifically by removing the high refractive index overlayer. 
This surface modification was explored as a method to eliminate the surface resonance. 
 The 2D cross-section in Figure 2.3 is the same as that in Figure. 2.2, only the thick silicon overlayer 
has been removed. In contrast to the case with the overlayer, the electric field now freely propagates from 
the external source into the opal photonic crystal (Fig. 2.3b) and from within the photonic crystal out to 
free-space (Fig. 2.3c). For the case of the woodpile structure, half of the top layer of cylinders is removed 
(Fig. 2.3d) and light freely propagates into and out of the photonic crystal (Fig. 2.3e-f). 
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Figure 2.3 - (a) Cross section of the 3D cell used for the FDTD calculations of a nine layer SiO2 
/Si fcc structure where the overlayer has been completely removed. After 91 periods, the field 
distribution at a/λ=0.685 (a maximum of the surface resonance) is simulated for the cases of (b) an 
external light source [blue line in (a)] and (c) and an internal source [red line in (a)]. (d–f) The 
same as (a–c) for a woodpile structure of hollow Ge tubes with a 0.056a thick layer of Ge on the 
surface. The electric field distribution in this case is for a frequency a/λ=0.812. 
 Experimentally, this surface modification was achieved by anisotropic dry-etching of the silicon 
surface using reactive-ion etching. The reactive plasma was comprised of equal parts oxygen and SF6 at 
flow rates of 20 sccm, pressure of 100mTorr and 70W RF power. The silicon overlayer can be seen 
clearly in the cross-section SEM in Figure 2.4a. After reactive ion etching the overlayer is removed and 
the SiO2 spheres are exposed (Fig. 2.4b) as they were in the computation cell of Figure 2.3a. According 
to the electric field plots of Figure 2.3, light should now be able to couple between the PhC and free-
space, allowing us to interrogate the true optical properties of the structure, including the possible 
presence of a photonic band gap.  
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Figure 2.4 – (a) Scanning electron microscopy (SEM) image of a cross section of the first layer of 
a Si/SiO2 opal. (b) SEM image showing the surface of the opal after performing RIE to remove the 
Si overlayer. 
The band structure of the Si/SiO2 PhC is shown in Figure 2.5e. Three stop bands are highlighted at 
a/λ=0.45, 0.75 and 0.85, with the stop band at a/λ=0.75 corresponding to a complete photonic band gap. 
Calculated and experimentally measured reflectance spectra are shown in Figure 2.5a-d with the stop 
band locations highlighted as in the band structure. The calculated reflectance spectra for the Si/SiO2 opal 
PhC is shown in Figure 2.5a prior to removal of the overlayer. It is clear that while the reflectance is 
nearly equal to one in the frequency range of the stop bands, including the PBG, this high reflectance 
extends well beyond these frequencies due to the resonance. The calculated reflectance spectrum of the 
same PhC is shown in Figure 2.5b after removal of the silicon overlayer. The reflectance peaks are 
significantly narrowed and now correspond perfectly with the frequency range of the stop bands.  This 
data in conjunction with the electric field plots makes it clear that removal of the overlayer results in an 
ability for photons to interact with the PhC and its band structure.  
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Figure 2.5 - FDTD calculated reflectance spectra from a nine layer Si/SiO2 opal with a (a) 157 nm 
thick film of Si on the surface and (b) exposed SiO2 hemispheres. Experimental reflectance spectra 
from a 14 layer Si/SiO2 opal (c) after Si CVD and (d) after a 120 s cycle of RIE. (e) The shadowed 
areas represent the stop bands in the ΓL direction calculated from the band structure. 
 
 It is also worth mentioning that the apparent high reflectance on the high energy side of the stop 
bands is due to Fabry-Perot oscillations. It is important to note that the FDTD computation cell used in 
this work collects 100% of the light emitted by the source no matter in what direction the light is emitted, 
reflected, transmitted or diffracted. This is obviously in contrast to experimental systems where lenses, 
which have a finite numerical aperture and thus cannot collect light diffracted at all angles, are used to 
collect the light. 
 The experimentally-measured reflectance data for the Si/SiO2 PhC prior to (Fig. 2.4a) and after 
etching of the Si overlayer (Fig. 2.4b) is shown in Figure 2.5c-d. Prior to removal of the overlayer, the 
reflectance peaks are broad and correlate well with the calculated reflectance spectra in Figure 2.5a. 
After removal of the Si overlayer, the high energy reflectance peaks narrow, just as in the calculated 
spectrum, and are well-aligned with the highlighted frequencies of the stop bands. The peaks are broader 
than in the calculated spectrum, however this is not surprising – variations in geometry (e.g. sphere size, 
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location variations in growth rate of Si or alumina, etc.) may have a significant effect on the optical 
properties. Similarly, the intensity of the reflectance peaks is lower compared to the calculated 
reflectance. This is likely due to scattering caused by surface roughness, defects and disorder in the PhC, 
the effects of which are more significant at higher energies. Most importantly, though, the effect of the 
surface modification is to remove the resonance and allow access to the PhC. It is interesting to note that 
the magnitude of the reflectance for the PBG is lower than expected, and may indicate that colloidal 
crystals will not be acceptable for use in PhC devices due to template variation and quality issues. 
Removal of the surface resonance and the ability to access the PhC allows clear observation of these 
properties of opal PhCs. It is also interesting to note that removal of the overlayer results in a subtle 
change of the low energy reflectance peak at a/λ=0.45 for both calculation and experiment.  
As demonstrated in the electric field plots in Figure 2.3d-f, the surface modification should attenuate 
the resonance for any 3D PhC geometry in which it is observed. To further explore the generality of this 
approach, reflectance spectra for a monolayer and 12 layer woodpile structure were calculated. The 
computation cell is identical to that used for the electric field maps, with hollow Ge (n=4.1) rods (Fig. 
2.6, schematic). For the case of the monolayer with thick Ge shell, a broad reflectance peak is observed 
spanning a relatively large range of frequencies from 0.78 to 1.0 (Fig. 2.6a) and after removal of half of 
the shell, the reflectance drops to that expected for Fresnel reflection from a Ge surface (Fig. 2.6b). The 
band structure of the woodpile structure is shown in Figure 2.6e, with the PBG highlighted in the 
frequency range a/λ = 0.45 – 0.72. Similar to the opal PhC, the 12 layer woodpile with the Ge overlayer 
shows a broad reflectance peak that extends well beyond the range of the PBG. Once again, after 
modification of the surface the resonance is attenuated and the reflectance peak is narrowed to match the 
width and spectral location of the PBG. It is worth noting that for this geometry the resonance extends 
over a surprisingly large frequency range and may be useful in its own right. Similar geometries have 
been used previously to enhance fluorescence excitation and emission (18).  
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corresponding to the resonance. As the overlayer is thinned the peak shape remains relatively constant in 
both calculation and experiment; however, the peak blue-shifts with decreasing thickness. When the 
spheres are exposed, causing a break in the continuity of the waveguide layer, the peaks begin to show 
more obvious changes. In calculated spectra (Fig. 2.7i), the gap between the double-peaks narrows 
significantly and the intensity minima decreases while the intensity of the double-peaks is reduced.  In the 
experimental reflectance spectrum the intensity of the double-peak is similarly reduced, but the separation 
between the peaks and the intensity minima is not clearly visible. This may be due to the fact that it 
narrows in calculation to such a degree that random variations in sphere size, scattering, or roughness 
smear out the feature in the experimental measurement. Finally, when the silicon is completely removed 
from the upper surface of the spheres the reflectance peak is removed for both calculation and 
experiment. This result indicates that thinning or partial removal of the overlayer is insufficient to 
attenuate the resonance and that only complete removal of the overlayer will allow for communication of 
photons between free space and the photonic crystal. In addition, it is clear that the resonance can be 
spectrally tuned by controlling the overlayer thickness. The effects of overlayer thickness are also 
confirmed by noting that the experimental spectra (Fig. 2.5) were fitted only by using a thick Si overlayer 
on the opal for the calculated spectra. This is unsurprising as the static silicon CVD used for this growth 
typically results in a higher growth rate on the surface than within the 3D structure. Also, after pinch-off 
in the structure growth will typically continue for some short duration on the surface leading to a thicker 
Si layer on top of the PhC. The fact that the experimental and calculated data only fit when accounting for 
this layer in calculation lends further evidence to the spectral shifting behavior of the resonance as a 
function of overlayer thickness. 
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Figure 2.7 -Behavior of the resonance as a function of the overlayer thickness. Comparison of 
reflectance spectra from a monolayer of Si/SiO2 spheres (a) as grown and after (b) 1, (c) 2, (d) 4, 
and (e) 5 cycles of RIE (30s each). FDTD simulations are provided for varying silicon overlayer 
thicknesses on a monolayer of close-packed spheres. The radius of the overlayer is 0.48a and the 
center is offset with respect to the center of the silica spheres by 0.0a, 0.02a, 0.05a, 0.10a, and 
0.48a from (f) to (g), respectively. The insets on the right show a cross section of the cells used for 
the FDTD simulations. 
 In conclusion, it is important to maintain an awareness of the resonance when designing new 
structures and to search for the spectral signature of the resonance when measuring reflectance from new 
structures. It was shown that a surface modification effectively removes the resonances’ behavior and 
may now be used to enable coupling in and out of photonic crystals formed by template-based fabrication 
methods. With the ability to access the optical properties of the photonic crystal a number of properties 
may be explored, beginning with the controlled incorporation of defects and their characterization. 
 
 
 39 
2.6 References 
1. John S (1987) Strong localization of photons in certain disordered dielectric superlattices. Phys. 
Rev. Lett. 58(23):2486-2489. 
2. Yablonovitch E (1987) Inhibited spontaneous emission in solid-state physics and electronics. 
Phys. Rev. Lett. 58(20):2059-2062. 
3. Lopez-Tejeira F, Ochiai T, Sakoda K, & Sanchez-Dehesa J (2002) Symmetry characterization of 
eigenstates in opal-based photonic crystals. (Translated from English) Physical Review B 
65(19):8 (in English). 
4. Lodahl P, et al. (2004) Controlling the dynamics of spontaneous emission from quantum dots by 
photonic crystals. Nature 430(7000):654. 
5. Blanco A, et al. (2000) Large-scale synthesis of a silicon photonic crystal with a complete three-
dimensional bandgap near 1.5 micrometres. Nature 405(6785):437. 
6. Vlasov YA, Bo XZ, Sturm JC, & Norris DJ (2001) On-chip natural assembly of silicon photonic 
bandgap crystals. Nature 414(6861):289. 
7. Miguez H, et al. (2001) Photonic bandgap engineering in germanium inverse opals by chemical 
vapor deposition. (Translated from English) Advanced Materials 13(21):1634-+ (in English). 
8. Juarez BH, Ibisate M, Palacios JM, & Lopez C (2003) High-energy photonic bandgap in Sb2S3 
inverse opals by sulfidation processing. (Translated from English) Advanced Materials 
15(4):319-323 (in English). 
9. Haus JW, Sozuer HS, & Inguva R (1992) PHOTONIC BANDS - ELLIPSOIDAL DIELECTRIC 
ATOMS IN AN FCC LATTICE. (Translated from English) J. Mod. Opt. 39(10):1991-2005 (in 
English). 
10. Jiang P, Bertone JF, Hwang KS, & Colvin VL (1999) Single-Crystal Colloidal Multilayers of 
Controlled Thickness. Chem. Mater. 11(8):2132-2140. 
11. Sechrist ZA, et al. (2006) Modification of opal photonic crystals using Al2O3 atomic layer 
deposition. (Translated from English) Chemistry of Materials 18(15):3562-3570 (in English). 
12. Garcia-Santamaria F, Ibisate M, Rodriguez I, Meseguer F, & Lopez C (2003) Photonic band 
engineering in opals by growth of Si/Ge multilayer shells. Adv. Mater. 15(10):788. 
13. Oskooi AF, et al. (MEEP: A flexible free-software package for electromagnetic simulations by 
the FDTD method. (Translated from English) Comput. Phys. Commun. 181(3):687-702 (in 
English). 
14. Wood RW (1902) On a remarkable case of uneven distribution of light in a diffraction grating 
spectrum. (Translated from English) Philos. Mag. 4(19-24):396-402 (in English). 
15. Hessel A & Oliner AA (1965) A NEW THEORY OF WOODS ANOMALIES ON OPTICAL 
GRATINGS. (Translated from English) Appl. Optics 4(10):1275-& (in English). 
16. Braun PV, Rinne SA, & Garcia-Santamaria F (2006) Introducing defects in 3D photonic crystals: 
State of the art. Adv. Mater. 18(20):2665. 
17. Notomi M (2000) Theory of light propagation in strongly modulated photonic crystals: 
Refractionlike behavior in the vicinity of the photonic band gap. (Translated from English) 
Physical Review B 62(16):10696-10705 (in English). 
18. Ganesh N, et al. (2007) Enhanced fluorescence emission from quantum dots on a photonic crystal 
surface. (Translated from English) Nat. Nanotechnol. 2(8):515-520 (in English). 
 
 
40 
 
CHAPTER 3. 
INCORPORATION OF DESIGNED PHOTONIC CRYSTAL DEFECTS‡ 
 
The usefulness of photonic crystal defects and methods of their incorporation into photonic crystals 
has been discussed in Chapter 1 (sections 1.1.2 and 1.4, respectively). Of all of the available methods of 
defect incorporation in PhC templates, two-photon polymerization offers the most flexibility for defect 
incorporation, specifically the ability to write defects in all three spatial dimensions. Previous 
demonstrations of two-photon defect writing were limited in their ability to orient defects with the 
photonic crystal lattice, an essential requirement for most devices based on embedded defect structures. 
3.1 Two-Photon Polymerization with Fluorescence Imaging 
3.1.1 Limitations in current two-photon writing and the need for defect alignment 
It was previously shown that two-photon polymerization (TPP) allows for the controlled addition of 
high resolution defects into a 3D self-assembled colloidal crystal (1, 2). However, due to the low 
resolution of the reflectance imaging procedure employed during the TPP writing, previous results only 
showed a limited degree of control on the registration of the embedded features with respect to the 
surrounding lattice. The alignment was insufficient to satisfy the demanding requisites of a number of 
optically functional structures (3-6). For example, the confinement power (Q-factor) and resonant 
frequency of certain cavities within 3D PhCs have been shown to be a function of defect position within 
the photonic crystal lattice (5). An advantage of being able to precisely position point defects is that it 
becomes possible to fabricate low-loss waveguides in colloidal crystals (4) and to improve the coupling 
                                                            
‡ Sections 3.1.1 – 3.1.4 of this chapter were published as: 
 Lattice-Registered Two-Photon Polymerized Features within Colloidal Photonic Crystals and Their Optical 
Properties, Erik C.Nelson, F. Garcia Santamaria, Paul V. Braun, Advanced Functional Materials, 18, 1983-9 (2008) 
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efficiency between a cavity and a waveguide or a second cavity (6). Furthermore, obtaining high quality 
images of the colloidal crystal during the TPP would permit avoiding writing the features in areas where 
defects inherent to the self assembly process (e.g., vacancies, cracks, and stacking faults) are present. 
Such unwanted defects degrade the optical properties of the system and their presence has not yet been 
completely eliminated despite the fact that the density of unwanted defects in colloidal crystals has been 
reduced substantially in the past few years (7). 
3.1.2 Reflectance vs. fluorescence imaging in confocal microscopy of 3D photonic crystals 
Reflectance confocal imaging relies on reflections from interfaces to construct an image. By necessity 
for TPP, the monomer, which constitutes roughly 99% of the photpolymerizable resin, is nearly index 
matched to the colloids to minimize light scattering during writing. Therefore reflections from the 
monomer/colloid interface are low, reducing the resolution of the reflectance image. To solve this 
problem I determined that concurrent high resolution imaging and feature writing can be achieved by 
introducing a boron dipyromethene (BODIPY) fluorescent dye for imaging that does not show a negative 
interaction with the TPP process. Unlike other dyes, BODIPY does not quench in the presence of our 
monomer or quench the TPP reaction, photons at its excitation wavelength are not absorbed by the 
photoinitiator, and no energy transfer between the dye and the multiphoton photoinitiator or monomer is 
observed. Consequently, it enables high resolution imaging of the photonic crystal lattice during TPP, 
facilitating exact placement of features in well-ordered regions of a colloidal crystal.  
In order to study this TPP system, colloidal crystals were prepared from 730 and 925nm diameter 
silica particles using a vertical evaporation technique similar to that described elsewhere (7). The opals 
were filled with 6nm of aluminum oxide grown conformally using atomic layer deposition (ALD, 
Cambridge Nanotech Savannah (8) to increase mechanical stability during TPP resin infiltration and 
washing/drying after the TPP process. Colloidal crystals were characterized by FTIR spectroscopy using a 
Bruker Hyperion microscope coupled into a Bruker Vertex 70 FTIR spectrometer equipped with a 4x, 0.1 
NA objective and a collection area of 187.5mm achieved using a spatial aperture. Crystal quality was 
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evaluated by measuring the low energy reflectance peak caused by reflections from opal layers in the 
(111) direction in several locations on the crystal. The crystals used in this study had reflectance values 
ranging from 63–81% for 15 to 22 layers. The TPP solution is composed of trimethylolpropane triacrylate 
(TMPTA) monomer (Sigma–Aldrich) with inhibitor and 0.1 wt%AF-350 photoinitiator (tris[4-(7-
benzothiazol-2-yl-9,9-diethylfluoren-2-yl)phenylamine) donated by the Air Force Research Laboratory 
(9) as described previously (2). In addition, 10 mM Invitrogen BODIPY 630/650-X, SE (6-(((4,4-
difluoro-5-(2-thienyl)-4-bora-3a,4a-diaza-s-indacene-3-yl)styryloxy)acetyl)aminohexanoic acid, 
succinimidyl ester) was added to the solution. The BODIPY dye has an absorption maximum of 625nm 
and an emission maximum of 640nm; neither wavelength causes single-photon excitation of the 
photoinitiator. The TPP resist was infiltrated into samples which were mounted inverted (face down) on a 
glass coverslip by adding a drop of the resist next to the sample and allowing it to enter the template by 
capillary action. 
The colloidal crystals were imaged using a confocal microscope (Leica DMIRBE with an SP2 
scanhead) using a 633nm laser for reflectance and fluorescence excitation and a 63x oil immersion lens 
with a numerical aperture of 1.32. Reflectance and fluorescence-based imaging are equally effective at the 
interface of a strongly reflecting substrate such as silicon (Fig. 3.1a and b). Both images show a line 
defect in the lower right corner of the image. In the reflectance image, the colloids are bright, while in the 
fluorescence image the colloids are dark because the dye is contained in the monomer which infiltrates 
the open volume of the crystal. However, deeper in the crystal, reflectance imaging is not effective due to 
the strong reflections from the colloidal crystal/substrate interface (Fig. 3.1c) which dominate the signal. 
Reflectance images from within the crystal (Fig. 3.1b) show false information, such as the ghost image of 
the line defect in Figure 3.1a. This is in clear contrast with the fluorescence image from the same image 
plane (Fig. 3.1d), where the line defect from the first layer is no longer visible. This demonstrates that the 
line defect in Figure 3.1b is an image artifact from near the substrate surface, and that reflectance 
imaging cannot be relied upon for accurate information in these material architectures. The higher 
resolution of Figure 3.1d also permits observing point defects that are not obvious in the reflectance 
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image. In the case of images corresponding to cross sections perpendicular to the substrate, reflectance 
imaging (Fig. 3.1e) also yields optical artifacts where colloids are observed on both sides of the 
substrate/colloidal crystal interface, even though they only exist on one side of the substrate. Once more, 
fluorescence imaging (Fig. 3.1f) provides a more complete and correct image of the crystal, necessary for 
the positioning of optically functional features. 
 
Figure 3.1 - Laser scanning confocal microscopy images. The first layer of colloids on the 
substrate surface: a) reflectance and b) fluorescence imaging; dotted boxes highlight a line defect. 
Near the midplane of the colloidal crystal, parallel to the substrate: c) reflectance (dotted box 
highlights image artifact of line defect) and d) fluorescence imaging. Cross-section: e) reflectance 
and f) fluorescence imaging. The sphere diameter is 720 nm. 
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3.1.3 Two-photon polymerization of registered features 
In order to characterize the usefulness of this TPP system for aligned defect writing, features were 
written with from within colloidal crystals upward through the top surface of the crystal to allow SEM 
observation. The TPP writing was achieved using a laser scanning confocal microscope (2) equipped with 
a Ti:sapphire laser operating at 780nm and a time-averaged power of around 35mW (measured at the 
objective). Features are written by rastering the beam in a user-defined Region of Interest (ROI) using an 
electro-optic modulator (EOM) to turn the beam on and off (as defined by the ROI) while the beam scans 
the image. It should be noted that imaging is performed with a beam expander to fill the back aperture of 
the objective to improve image quality in the microscope however TPP was performed with the beam 
expander removed. This is because the IR beam is larger than the other beams, causing a loss of power 
when the beam expander is in place due to the lens acting as an aperture. The rotational alignment of the 
ROI was unaffected by the change of beam expanders because the scan field does not rotate. The absolute 
position of the ROI in the x–y plane (parallel to the substrate) varies with the presence of the beam 
expander and is compensated for prior to writing the feature using a distinct feature in the image as a 
reference point. After TPP samples were rinsed in ethanol to remove excess monomer and dried in air. 
TPP features can easily be written through the approximately 17μm thickness of the colloidal crystal 
(Fig. 3.2a–c) using fluorescence imaging (Fig. 3.2a) for alignment. SEM images (Fig. 3.2b and c) 
confirm the high degree of registration seen in the fluorescence image. The segments of the 60 degree 
bend feature in Figure 3.2 follow the orientation of different planes in the colloidal crystal. The SEM 
images also confirm the ability of fluorescence imaging to detect crystalline defects. The fluorescence 
image obtained near the top of the crystal (Fig. 3.2a) shows a bright line defect running between the first 
positively sloped sections of the two features as well as several point defects. The line defect, which 
propagates up to the top surface of the crystal, is also visible in the SEM image (Fig. 3.2b). 
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Figure 3.2 – (a) Laser scanning fluorescence confocal microscopy image parallel to the substrate 
of TPP features. The image plane is within the crystal. Defects can be seen near the TPP feature as 
bright dots or lines. b) SEM image of two TPP features written through the top of the crystal 
showing the high degree of registration with the colloidal crystal lattice. c) SEM image of the 
narrower TPP feature highlighting the registration along two crystallographic directions. The 
sphere diameter is 720 nm. 
In addition to straight line features, point features smaller than 500nm in diameter can also be 
precisely positioned. The novel possibility of creating point defects (Fig. 3.3a) with dimensions 
(approximately 430nm) significantly smaller than the colloid diameter (925 nm) and placing it in a given 
location, such as the interstice formed by three colloids, highlights the enormous potential of this system. 
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A number of designs for optically active structures in PhCs rely on accurate placement of point  defects 
(6, 10-12) including proposed waveguide-cavity resonant structures (11-14) and related channel drop 
filters (15). Due to their small size relative to the PhC structure, precise control over the position of point 
defects is very important. Particularly interesting is the fabrication of low-loss waveguides in colloidal 
crystals by creating arrays of spherical cavities that allow photons to propagate by tunneling from one to 
another as suggested by Lousse et al. (4) Figure 3.3b demonstrates two aligned cavities positioned 
precisely over the intersticial site in the (111) plane of the crystal, an important first step toward a coupled 
cavity waveguide.  
 
Figure 3.3 – a) SEM image of TPP point feature placed at the interstitial space between three 
colloids. b) SEM image of two aligned TPP point features each placed at the interstitial space 
between three colloids. The sphere diameter is 925nm. 
The examples provided in Figures 3.2 and 3.3 show features on the surface of the colloidal crystal 
but, obviously, it is important to achieve similarly accurate registration for embedded features. Figure 
3.4a presents an embedded polymer feature written with lattice registration near two point defects, which 
can be observed as bright spots to the right and left of the middle segment of the feature. While unwanted 
defects may have a negative effect on optical properties, this feature was intentionally written between the 
unwanted defects to demonstrate the control afforded by our technique. The cross-section normal to the 
47 
 
substrate in Figure 3.4b shows that the feature was written within the bulk of the colloidal crystal, not at 
an interface. 
 
Figure 3.4 – Laser scanning fluorescent confocal microscopy images of a polymer feature 
embedded near the midplane of the colloidal crystal. a) Section parallel to the substrate. Two point 
defects in the colloidal crystal are seen as regions of high fluorescent intensity adjacent to the 
feature. b) Cross-section perpendicular to the substrate. The sphere diameter is 720nm. 
3.1.4 Effect of defect placement on optical properties 
While the crystal is effectively infinite in the x–y plane (parallel to the substrate), this is not the case 
in the z-direction (normal to the substrate) where it is expected that the position of the defect relative to 
the substrate, not just its position in the unit cell, will affect the optical properties. This is especially 
important for cases where light is coupling to an embedded cavity. Here I show that the precise placement 
of planar cavities with respect to the crystal thickness has a strong effect on both the spectral width and 
position of the defect mode. For these structures a rectangular ROI was defined when imaging 
perpendicular to the substrate and writing occurred with slices propagating in the direction parallel to the 
substrate. The position of the ROI and the resultant polymer feature are systematically not coincident in 
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the direction of the crystal thickness; the ROI is positioned offset from the desired feature location to 
compensate. 
Planar cavities, approximately 800nm thick, were centered (Fig. 3.5) at 0.25, 0.50, and 0.75 of the 
total crystal thickness (measured from the substrate, Fig. 3.5a) and their optical properties were 
subsequently investigated. To demonstrate the importance of feature placement in the direction of crystal 
thickness on the optics of defects, the reflectance was measured for the planar defects and compared to 
simulations carried out with the Scalar Wave Approximation (SWA) method (16) (Fig. 3.6). Despite its 
simplicity, SWA has been successfully utilized in the past to model planar cavities fabricated (17-21) in 
artificial opals (22, 23). The cavity was modeled as an opal infiltrated with polymer, taking into account 
the Si substrate effects (both the opal/substrate and substrate/air interfaces). The parameters for the SWA 
simulations are: nsilica=1.44, npolymer=1.55,  nair=1; 12 layers above the cavity and 5 below (0.25 cavity), 8 
layers above and 9 below (0.5 cavity) and 4 layers above 13 below (0.75 cavity). The number of layers 
above and below the cavity do not equal exact crystal thickness fractions (given in parentheses) because 
the SWA code requires the crystal thicknesses be integer numbers of layers; the thickness fractions are 
within a few percent and the fits are good. In order to fit the data the SWA simulations required 17 total 
layers of crystal (sum of layers above and below the cavity) for the cases of the defect and 18 layers for 
the bare opal (without a cavity). This can be understood from the fact that the thickness of the total system 
for the bare opal is simply the thickness of the crystal layers, whereas for the cases with the cavity it also 
includes the thickness of the defect. For all defect placements the defect thickness was approximately one 
layer thickness (0.56a for the 0.25 defect and 0.61a for the 0.5 and 0.75 defects, a reasonable difference of 
approximately 64 nm in our experimental system) making the total thickness of the bare opal and opal 
with planar defect approximately the same, just as they are experimentally. The spheres are 
interpenetrated to model the experimental system where a thin ALD layer is grown on the spheres to yield 
interpenetration. The Fourier component of the dielectric constant for the 111 reciprocal lattice vector is 
numerically calculated taking into account the sphere interpenetration. This is more accurate than using 
49 
 
the analytical Rayleigh–Gans expression (16) which assumes the building blocks of the lattice are 
perfectly spherical. 
 
Figure 3.5 - a) Schematic of planar defects written at various locations within a colloidal PhC. b) 
Defects written at 0.75 and 0.50 according to the schematic in (a). c) Defects written at 0.50 and 
0.25 according to the schematic in (a). Magnified images of defects written at 0.75 (d), 0.50 (e), 
and 0.25 (f) – the white arrows are guides for the eye. The sphere diameter is 720nm. 
The measured and calculated reflectance spectra of the three planar cavities are shown in Figure 3.6. 
In each case, the calculated results matched the experimental data quite well. The defect mode moves 
from higher to lower energy as the defect is positioned further from the substrate, both in simulation and 
experiment. The highlighted gray region is the range of frequencies the defect modes occupy for the 
various defect placements. For this cavity thickness, the defect modes appear at the high energy edge of 
the gap (the position of the defect within the gray box is a guide to the eye to see where in the bare opal 
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reflectance peak the defect mode appears). Intuitively, one may expect symmetry in the optical behavior 
across the plane of the center of the crystal yielding identical reflectance for cavities at, for example, 0.75 
and 0.25. This is the case for a crystal surrounded by air on both sides, as seen in Figure 3.7a, where the 
contour plots are defect position versus frequency with the colors representing the reflectance intensity. 
Introducing a substrate in the system breaks the symmetry and cavities placed at 0.75 and 0.25 now 
demonstrate different behavior (Fig. 3.7b–d). The refractive index of the substrate dictates the degree of 
symmetry of the system; for example, a system with a glass substrate (Fig. 3.7b) shows a more symmetric 
behavior than the same case with a silicon substrate (Fig. 3.7c). Photonic crystals designed for in the 
infrared are typically grown on silicon, as would crystals incorporated into an integrated on-chip optical 
system. Therefore, the position of the defect should be accounted for since it will have an important effect 
on the spectral position of the resonant modes.  
The dependence of the optical behavior on cavity placement is most clearly visualized in Figure 3.7c. 
It is clear that the width of the defect modes varies rapidly as the cavity is moved up or down from the 
center of the crystal. This makes defect placement important if a certain mode bandwidth is required, 
which is often the case. The case of a 40 layer crystal was also simulated to show the effects of stronger 
confinement within a cavity (Fig. 3.7d). There are several effects that become clear with this 
configuration. The width of the modes greatly decreases since the confinement power increases with the 
size of the photonic crystal on both sides of the cavity. Also, although the asymmetric behavior of defect 
placement is still present, it becomes more subtle. The broadening of the defect mode for cavities closer 
to the substrate is now greatly reduced. With increased crystal thickness, there is increased tolerance for 
defect placement to achieve the same or a very similar mode width. However, in high quality thin-film 
opals made of silica spheres, typical thicknesses are around 25 layers or less. Hence, defect placement is 
particularly important. 
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Figure 3.6 - Experimental (thick line) and simulated (thin line) reflectance data for a bare opal (a), 
opal with a defect at 0.25 of the crystal thickness (b), defect at 0.50 of the crystal thickness (c), 
and defect at 0.75 of the crystal thickness. The gray box highlights the range of frequencies where 
the various defect modes appear and the arrows point to the defect mode. The lattice parameter is 
1.02μm. 
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Figure 3.7 - Simulated reflected intensity as a function of defect position and normalized 
frequency for 17-layer opals with: a) air substrate; b) glass substrate; c) Si substrate. d) A 40-layer 
opal with Si substrate. All reflectance values are normalized to the maximum and minimum for 
each simulation for the color bar. 
3.2 Waveguiding in Silicon Inverse Opal 3D Photonic Crystals 
The fluorescence-based TPP system described above enables fabrication of many useful 3D photonic 
crystal defects. One of the most commonly discussed capabilities of photonic crystals is low-loss 
waveguides with bend-radii on the order of the wavelength of light, much smaller than is possible using 
total internal reflection-based optics. Shortly after this fluorescence TPP system was developed it was 
used successfully to demonstrate the first waveguides in 3D photonic crystals (8). This work proved to be 
an exciting proof-of-principle demonstration of waveguiding in 3D PhCs, however a number of 
experiments remained, including control waveguides to prove definitively if light was being guided or 
simply coupling through the crystal, demonstration of varying waveguide geometries as well as 
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investigation of losses in the system. To study these properties a series of waveguides were written in 
opal templates. 
Colloidal crystals were fabricated as described previously and waveguides written using TPP with 
fluorescence imaging. The waveguide ROI’s were written in cross-section imaging mode and scanned in 
the in-plane direction to achieve square waveguide cross-sections. Samples were then filled with silicon 
using a custom-built static CVD system. The growth conditions were: base pressure ≈ 8x10-6 mbar, 
disilane pressure of 400 mbar, T = 325°C, time = 15h. The growth was repeated for three cycles to 
completely fill the structure. The temperature was chosen to protect the TMPTA waveguides, which have 
been shown previously to survive processing at 325°C (8). After CVD, the top layer of silicon was 
removed following the procedures outlined in Chapter 2, exposing the silica spheres. The spheres were 
then removed using HF/ethanol/water at a ratio of 5/45/50.  
The optical properties of the photonic crystals were interrogated before, during and after processing 
using reflectance measurements. As mentioned previously, normal incidence reflectance measurements 
reveal information about crystal quality and the presence of photonic band gaps. The reflectance of the 
photonic crystal before and after silicon CVD is shown in Figure 3.8a. The addition of silicon increases 
the average refractive index of the structure, resulting in a red-shift of the low energy reflectance peak 
(from 1.9μm to 2.8μm). Additionally, the Wood’s anomaly peaks become observable in the 1.0μm to 
1.9μm range after silicon infiltration. These peaks are monitored during RIE of the silicon overlayer to 
determine when complete removal of the layer has occurred (Fig. 3.8b). As the RIE time increases the 
peaks decrease in intensity and width. At 190s, the intensity in the wavelength range of the Wood’s 
anomalies has reduced by at least half and the peaks are no longer clearly evident. After removal of the 
silica spheres two reflectance peaks are observed in the high energy wavelengths, at approximately 
1400nm and 1550nm (Fig. 3.8c). The reflectance spectra are nearly identical from the front and backside 
of the sample, with the backside reflectance being relatively uniformly increased due to the reflection 
from the silicon/air interface at the substrate surface. This is important, as incomplete removal of the 
silica spheres will result in reflectance peaks from the silicon/silica PhC as well as the silicon/air PhC. 
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The measured reflectance peaks correspond well to the calculated band structure for this PhC (Fig. 3.8d). 
The peak at 1400nm (a/λ = 0.92) corresponds to a complete photonic band gap (Fig.1.2) 
 
Figure 3.8 – Reflectance spectra of the colloidal crystal used for waveguide studies (a) before and 
after Si CVD, (b) after varying RIE etch times and (c) after removal of the silica spheres. (d) 
Photonic band structure in the ΓL direction for a silicon inverse opal photonic crystal. 
The presence of two, closely-spaced band gaps in this structure, one complete and one only in ΓL, 
allows for additional verification of waveguiding behavior by measuring light output at both wavelengths. 
While 1400nm light should be confined to the waveguide in three-dimensions, light at 1550nm should not 
be and waveguide behavior should not be observed. This measurement is accomplished using narrow 
band-pass filters at the two wavelengths. Experiments are performed on a Bruker Hyperion microscope 
using a tungsten halogen lamp as an illumination source. The microscope is configured for transmission 
measurements and an IR camera mounted at the top of the microscope along the optical axis. A band-pass 
filter is placed between the lamp and the condenser lens and the sample illuminated from the backside. A 
matched objective lens is used to observe the samples and direct the light to the IR camera. Two IR 
cameras were used for these measurements: an Alpha NIR camera with one-stage thermoelectric cooling 
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and a Xenics Xeva 1.7-320 with three-stage thermoelectric cooling. Due to the long integration times 
required for the measurements, the optimal focus of the objective was determined by removing the band-
pass filter to increase the intensity reaching the IR camera, allowing for short integration times. After 
focus was achieved the filter was replaced. It was determined that the filter did not appreciably alter the 
focus of the image.  
Two waveguide geometries, a “z-bend” (Fig. 3.10a) and a “y-splitter” (Fig. 3.14b), were 
investigated. To investigate whether light was being guided through the waveguide, control geometries of 
the two preceding cases were studied. These structures are identical waveguides without the bottom 
portion of the structure (Fig. 3.10c-d). If light is coupling to the in-plane portion of the waveguides 
(horizontal, in Fig 3.10d) and then propagating upward through the remainder of the waveguide, this 
should be seen by comparing the light output of controls to the complete waveguides. Additionally, 
waveguides of varying in-plane segment length (Fig. 3.10b, d) were fabricated. The opal thickness is 
fixed, therefore positioning the in-plane segment closer to or further from the PhC surface may alter the 
confinement of the waveguide. Therefore, in order to study propagation losses, the in-plane segment 
length is varied to alter the total propagation distance before light exits the waveguide without altering the 
confinement by changing the waveguide geometry. 
The z-bend waveguide geometry is shown in Figure 3.10. The square cross-section of the 
waveguides can be seen in both SEM (Fig. 3.10a) and confocal (Fig. 3.10b) micrographs. The polymer is 
not removed prior to silica etching however the polymer waveguide at the surface of the PhC has been 
detached, likely due to capillary forces, because the polymer extended beyond the top surface of the PhC. 
The result is an air waveguide near the surface (Fig. 3.10a, inset), while the rest of the waveguide retains 
the polymer. This should not significantly affect the waveguide behavior however it may impact the 
output coupling (this was not explored). Cross-section fluorescence confocal micrographs are shown in 
Figure 3.10c-d. The control waveguides are on the left of the images and do not possess the bottom 
segment of the waveguide. From the top of Figure 3.10b to the bottom, the length of the in-plane 
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segment of the waveguides is 2μm (the width of the waveguide, Fig. 3.10c), 5μm, 10μm, 15μm and 20μm 
(Fig. 3.10d).  
 
Figure 3.10 – a) SEM. Fluorescence confocal micrographs of the z-bend waveguides in plan view 
(b) as well as cross-section view (c, d) for the first (c) and last (d) of the series of waveguides. 
The transmitted-light images of the z-bend waveguides are shown in Figure 3.11 for 1400nm band 
pass (Fig. 3.11a) and 1550nm band pass (Fig. 3.11b) filters. The square outline around each image is a 
polymer square written in order to find the waveguides viewing on the optical microscope. The IR images 
of the waveguides at 1400nm show clear and distinct light output from the waveguides as expected 
because of the complete photonic band gap at this wavelength. It is also apparent that both the normal and 
control waveguides show measurable light output. The confocal micrographs of this structure (Fig. 3.10b) 
show a number of defects in the colloidal crystal (point and line defects indicated by regions of high 
brightness) which likely act as scattering centers, and photonic defects which allow light to couple 
through the structure and eventually into the waveguide, as described for the 1550nm band pass data. If 
this is the case, there should be a greater light intensity from the control waveguides compared to the 
complete waveguides if there is in fact 3D guiding of light through the complete waveguides.  
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Figure 3.15 - Line scan of pixel intensity at the waveguide outputs (scan is through a horizontal 
line in Figure 3.14b). The black curves are the complete waveguides and the red are the control 
waveguides. 
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CHAPTER 4. 
MATERIAL CONVERSION OF POLYMER PHOTONIC CRYSTALS USING HIGH 
TEMPERATURE PROCESSES§ 
 
4.1 Conversion of Polymeric Photoresist Templates to High Refractive Index Materials 
Multi-beam interference lithography and phase-mask lithography have been shown to be 
powerful methods of forming complex, 3D structures with excellent uniformity and quality. Structures are 
typically formed in SU-8, a commercially available negative-tone photo resist based on cross-linking of 
epoxy groups. While there are applications where the resultant polymer structure may be immediately 
useful (1), for photonic crystal applications a high refractive index contrast is required, necessitating 
conversion of the polymer structure into other materials. Template-based fabrication of 3D PhCs typically 
                                                            
§ Significant portions of this chapter were published as:  
Three dimensional silicon photonic crystals fabricated by two photon phase mask lithography, D. Shir, E. C. 
Nelson, Y. C. Chen, A. Brzezinski, H. Liao, P. V. Braun, P. Wiltzius, K. H. A. Bogart and J. A. Rogers, Applied 
Physics Letters, 94, 011101-1-3 (2009). 
Three dimensional silicon-air photonic crystals with controlled defects using interference lithography, V. Ramanan, 
E. Nelson, A. Brzezinski, P. V. Braun and P. Wiltzius, Applied Physics Letters, 92, 173304-1-3 (2008). 
Dual exposure, two-photon, conformal phase mask lithography for three dimensional silicon inverse woodpile 
photonic crystals, Daniel J. Shir, Erik C. Nelson, Debashis Chanda, Andrew Brzezinski, Paul V. Braun and John A. 
Rogers, Journal of Vacuum Science and Technology B, 28, 783-8 (2010). 
Structures formed by multi-beam interference lithography were fabricated by Dr. Vinayak Ramanan. 
Those formed by phase mask lithography were fabricated by Dr. Daniel Shir. Some reflectance 
measurements and the SEM of the structures were collected by Drs. Ramanan and Shir. 
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relies on one of a small set of techniques for material conversion: chemical vapor deposition, 
electrodeposition, sol-gel infiltration or nanoparticle infiltration. Chemical vapor deposition is the most 
common material conversion technique due to the large variety of high refractive index materials that 
may be formed using this method as well as the ability to fill complex structures with dense material. 
However, CVD, as well as some sol-gel and electrodeposition schemes, requires high temperatures, 
typically in excess of 250°C and often substantially higher. While the Tg of SU-8 is reported to be around 
235°C, it typically softens around 100°C resulting in an irrecoverable loss of the 3D structure.  
4.1.1 Thermal stability of SU-8 templates 
A representative SU-8 structure is shown in Figure 4.1a which possesses fcc symmetry and a 
pseudo gap at 1.1μm. The thermal stability of the structure was characterized by measuring the 
reflectance of the sample mounted on a heating stage (Linkam THMS600). The sample was heated 
beginning at room temperature and proceeding to a series of set points that were maintained for several 
minutes each to allow the sample reflectance to be measured. Upon reaching 325°C the sample was held 
at that temperature for ten minutes, followed by cooling to room temperature. The measured reflectance 
spectra (Fig. 4.1b) remained relatively unchanged up to 120°C, however the peak red-shifted and its 
intensity began to drop rapidly at higher temperatures. At 325°C the sample structure is significantly 
altered, seen as a large blue-shift in reflectance, and does not recover upon cooling. These results set an 
upper limit on temperature for SU-8 processing at approximately 120°C. It should be noted that this 
structure was formed using a two-photon absorption exposure process which results in a higher cross-
linking density than single photon absorption exposures. This makes 120°C a generous limit and in 
practice lower temperatures should be used when possible, particularly for single photon absorption 
exposures. 
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Figure 4.1 – a) Polymer photonic crystal of fcc symmetry formed by phase mask lithography. b) 
reflectance spectra of the photonic crystal in (a) as a function of sample temperature. 
A number of ceramic materials may be grown at low temperatures using atomic layer deposition (ALD) 
and highly-reactive precursors. Aluminum oxide in particular may be grown at 80°C using tetrakis-
dimethylamido aluminum and water. It was hypothesized that the addition of a thin shell of aluminum 
oxide may impart sufficient thermal stability to allow heating of SU-8 structures to the temperatures 
required for silicon CVD. This hypothesis was tested by growing alumina shells of 15nm, 30nm, 45nm 
and 55nm on identical SU-8 templates followed by measuring reflectance at elevated temperatures 
(Figure 4.2a-d). The thinnest alumina shell of only 15nm provides a surprisingly good degree of 
protection to the template. The sample reflectance after cooling from 325°C is only slightly blue-shifted 
from the peak prior to heating however the peak shape is clearly distorted (Fig. 4.2a). While promising, 
this level of protection is still insufficient to maintain structural integrity throughout CVD processes 
which may be hours to tens of hours long. Doubling the shell thickness to 30nm resulted in a marked 
improvement in the structural recovery after cooling, with the initial and cooled reflectance peaks 
overlapping (Fig. 4.2b). It should be noted that the measurement taken after cooling was collected when 
the sample was approximately 40°C. While the reflectance peak measured after cooling indicates the 
sample structure was maintained after the thermal cycle, the reflectance measured at 325°C shows a 
significant decrease in intensity. Since the CVD process occurs at these high temperatures, this structure 
will likely be “frozen” and the poor optical properties will persist through to the converted sample. 
Increasing the shell thickness to 45nm (Fig. 4.2c) and 55nm (Fig. 4.2d) further improves the thermal 
stability of the structures. There is not a marked improvement when increasing the shell thickness from 
65 
 
30nm to 45nm, though the peak shape does remain more similar to the peak shape prior to heating, and 
there is a slight reduction in the intensity reduction of the reflectance peak upon heating. At 55nm shell 
thickness the intensity of the reflectance peak remains relatively unchanged when the sample is heated to 
325°C. The peak does red-shift, likely due to thermal expansion. However this should be a relatively 
isotropic change in the structure which would linearly alter the photonic properties (photonic band 
structure is in units of a/λ and in this case a is increasing; see Chapter 1.1.1). Based on these results, 
55nm of ALD-deposited aluminum oxide should provide a significant increase in thermal stability 
suitable for CVD material conversion processes. 
 
Figure 4.2 – Reflectance measurements of polymer photonic crystals as a function of temperature 
for samples with (a) 15nm ALD, (b) 30nm ALD, (c) 45nm ALD, (d) 55nm ALD coatings. 
4.1.2 Conversion of SU-8 templates to silicon using protective alumina shells 
 Thermal stability at 325°C allows for conversion of SU-8 templates to silicon using the 
aforementioned custom-built, static CVD system. Growth requires three cycles of fifteen hours each in 
order to completely fill the structure. Initial demonstrations of silicon conversion of polymer templates 
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some loss of structural quality likely occurred during the high-temperature processing. At this time the 
previously described characterization of thermal stability as a function of alumina shell thickness was 
conducted in order to improve the conversion process. 
 
Figure 4.4 - a) Spectra showing strong reflectance peak of SU8-air and SU-8-alumina-air crystals. 
b) Peak shift observed upon removal of alumina and SU8. The resonance peak at 1.18μm 
disappears when Si overlayer on surface is removed. 
After characterization of alumina protection layers, a coating thickness of 55nm was chosen to 
improve the structural quality of the resultant silicon/air PhCs as described in section 4.1. In addition to 
improvements in the template conversion processing, SU-8 structures formed by two-photon (TP) phase 
mask lithography were used, which were expected to possess a greater degree of uniformity compared to 
those formed using multi-beam interference lithography. Additionally, computational methods were 
employed to analyze the experimental optical measurements and compare them to the expected results for 
a given structure. It is not clear from reflectance measurements alone that the resultant structure is that 
which was expected. It is important to be able to maintain the structure through the conversion process in 
order to accurately predict the properties of the final structure, as well as rationally design the starting 
template for a given application. Photonic crystals are sensitive not only to the structural ordering but also 
to the filling fraction of the constituent materials, which may open or close the PBG. The filling fraction 
of the SU-8 template may be varied to some extent in order to accommodate the required alumina shell 
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for thermal stability at 325°C without closing the PBG in the resultant silicon/air structure. However, an 
accurate, predictive calculation is required in order to optimize these parameters. 
Computational techniques such as finite-difference time-domain (FDTD) can calculate the optical 
response of a given structure, including its reflectance (see Chapter 1.5.3). The calculation requires a 
three-dimensional matrix containing the dielectric constant of the structure as a function of position. This 
may be created for structures formed by phase mask lithography by first calculating the spatial intensity 
distribution of the interfering beams generated by exposing the phase mask to a laser beam. The resultant 
intensity distribution can then be binarized to indicate polymer or air at each pixel according to a chosen 
intensity threshold. The threshold value is chosen by assuming a given input laser beam power and 
knowledge of the SU-8 development process to approximate the structure that is experimentally realized. 
The resultant files are accurate representations of the SU-8 template (Fig. 4.5) (4). The matrices generated 
represent a single unit-cell of the PhC and are repeated in the thickness direction in the FDTD software 
with the cell terminating with perfectly matched layer boundary conditions (see Chapter 1.5.3). The unit-
cell is repeated in space infinitely in the in-plane direction (periodic boundary conditions). For calculation 
of the properties of the polymer template each value of "1" (polymer) is converted to the dielectric 
constant of SU-8 (ε=2.25) and each value of "0" is converted to the dielectric constant of air (1). For 
calculation of the silicon/air PhC, each value of "1" remains unchanged (dielectric constant of air), and 
each value of "0" is converted to the dielectric constant of silicon (ε=12.25). This assumes, inaccurately, 
that silicon completely fills the air region of the SU-8 template. Due to the conformal nature of the 
growth, the structure will close prior to complete filling (5). However, the filling is nearly complete for 
this structure and modeling the conversion process in this way is fairly accurate. 
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Figure 4.5 - Computed 3D intensity distributions viewed after application of a binary cutoff filter 
to simulate the exposure and development process.(4) 
The fcc-symmetry PhCs formed by phase mask lithography are shown in Figure 4.6a-b. The 
quality of these PhCs was interrogated using reflectance and transmittance measurements (Fig. 4.6c) with 
a 10x objective lens and 450μm spatial aperture. Due to the Gaussian intensity profile of the exposure 
laser beam, the sample experienced different exposure doses at different locations, leading to different 
shrinkage and fill fractions. These differences lead to variations in the strength of reflection peak and 
location of the center wavelength, as shown in the insets in Figs. 4.6c and 4.7c. Due to this effect, and 
possibly other sources of slight non-uniformity, increasing the spot size to 110μm led to reductions in 
reflectance by ~0.1. Despite this, the polymer structure exhibited a strong reflection peak (R=0.65) 
comparable to the best results obtained with the most advanced forms of interference lithography (6), and 
much better than previous reports (R=0.30) (3, 7-10). In addition, the measured values of reflectance and 
transmittance correlate extremely well with those calculated using FDTD, not only in spectral position but 
also magnitude of the peaks. This implies that the structures are of extremely high quality, achieving 
nearly the theoretical maximum reflectance/transmittance, and that the computational model employed is 
accurate. The width of the peaks is slightly broader in experiment than calculation, however, which is 
likely due to sample inhomogeneities, light scattering due to surface roughness, and distortion associated 
with the fabrication process.  
70 
 
 
Figure 4.6 - SEM images of representative 3D structures formed in a photopolymer showing (a) 
large area top view with high resolution inset and (b) cross section view. (c) Measured and 
simulated normal incidence reflectance/transmittance spectra of the structures from (a) and (b). 
 
The increase in alumina thickness resulted in a significantly higher fidelity conversion process 
than that previously discussed using 30nm alumina coatings. The resultant silicon/air structure exhibited 
excellent quality over large areas as observed in SEM (Fig. 4.7a-b). The reflectance data (Fig. 4.7c) from 
this PhC confirms the high quality observed in SEM, demonstrating significantly higher reflectance 
(R~0.80) than the best previous reports (R=0.30 – 0.50) of silicon 3D photonic crystals formed by 
interference lithography (3, 8). In addition, reflectance spectra of the inverted silicon structure were 
calculated using FDTD based on the calculated fill fraction of the polymer structure (determined using 
Fabry-Perot fringes and SEM). The measured and calculated spectra fit surprisingly well. The spectral 
position of the reflectance peak at 1050nm was matched well by the calculated spectra. In addition, the 
Fabry-Perot fringes (between 1200nm and 1800nm) in the experimental and calculated spectra 
demonstrate nearly identical spacing, indicating the approximation of complete silicon infilling during 
inversion is fairly accurate for this case. Similar to the pristine SU-8 template, the reflectance peak is 
somewhat broader in experiment than in calculation. This is likely due to structural variations of the 
initial template since the broadening is observed prior to the conversion process. 
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Figure 4.7 - SEM images of representative 3D structures formed in a photopolymer and converted 
to silicon/air showing (a) large area top view with high resolution inset and (b) cross section view. 
(c) Measured and simulated normal incidence reflectance/transmittance spectra of the structures 
from (a) and (b). 
This conversion process was also demonstrated for a woodpile PhC which is expected to possess 
a large PBG at low energies (low a/λ), making it less susceptible to degradation of optical properties due 
to structural defects and scatter. Scanning electron micrographs are shown in Figure 4.8 for both SU-8 
(top view, Fig. 4.8a, cross-section view, Fig. 4.8b) and silicon (top view, Fig. 4.8c, cross-section view, 
Fig. 4.8d) woodpile photonic crystals. Due to variations in vertical shrinkage, inhomogeneities are 
observed in the sample thickness which tends to degrade the optical properties. This is, however, a result 
of the exposure and development process and not the conversion process (note these structural variations 
are observed in the SU-8 structure, Figs. 4.7a-b, which has not undergone any high temperature 
processing). The optical properties of these structures were characterized by measuring their reflectance, 
once again using a 10x objective and, in this case, a 300μm spatial aperture. The SU-8 structures 
demonstrated much higher reflectance (R~0.60) (Fig. 4.9a) than previously reported structures of this 
symmetry (R~0.25 – 0.30) that were fabricated using interference lithography. However, FDTD 
calculations show (Fig. 4.9a) that these structures are expected to exhibit much higher values of 
reflectance. This discrepancy is likely due to sample inhomogeneity as seen in SEM. After silicon 
infiltration the samples exhibited a broad reflectance peak (Fig. 4.8b) with intensity around R=0.62. In 
addition, the reflectance peak red-shifts from around 950nm to 1100nm, as expected from band structure 
calculations (11). The spatial variation of sample quality and structure are more clearly observed after 
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conversion to silicon due to the significantly increased optical response of the high refractive index 
materials. The width of the measured reflectance peak is much broader than that calculated by FDTD, and 
the intensity around 40% lower. However, based on SEM, the initial structure appears to be maintained 
through the material conversion process, and the silicon conversion does not appear to degrade the optical 
properties of the photonic crystal.  
 
Figure 4.8 – SEM images of representative polymer woodpile structure in plan view (a) and 
cross-section (b) view. Identical images of a woodpile after conversion to silicon for plan view (c) 
and cross-section view (d). 
 
Figure 4.9 – Measured and simulated normal incidence (ΓZ) reflection spectra of the polymer 
woodpile (a) and corresponding Si inverse woodpile (b) structure.  
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4.2 TPP Writing in SU-8 Templates and Subsequent Conversion to Silicon 
While two-photon polymerization has been shown to be a powerful method of defect 
incorporation for inorganic PhC templates, it would be potentially more useful in templates formed using 
interference lithography. Visualization of the PhC is required for useful TPP defect writing (see Chapter 
3), which is potentially more difficult using organic templates. It has been shown previously that 
reflectance imaging may be used to image an SU-8 PhC during two-photon writing by taking advantage 
of the refractive index change that occurs during the post-exposure bake of SU-8 (12). This slight 
variation in refractive index allows basic imaging and alignment of features during TPP writing. As 
mentioned previously (Chapter 3), however, reflectance imaging has inherent limitations. Acid-sensitive 
dyes have been used to visualize the PhC lattice by imaging fluorescence from the regions containing 
photo-generated acid due to the multibeam exposure. This allows for precise imaging of the PhC structure 
during defect writing. Defect writing in pre-formed (developed photoresist) templates has certain 
advantages over defect writing during template formation, such as template characterization prior to 
further processing for quality control purposes or use of materials with different thermal or chemical 
stability for template and defect. To satisfy this need, the fluorescence imaging TPP system developed in 
Chapter 3 was applied to structures formed using multi-beam interference lithography. 
Samples were formed as described in Chapter 4.1.2 and mounted inverted on a Leica confocal 
microscope. The TPP solution was deposited adjacent to the PhC and allowed to enter the structure by 
capillary action as described previously (Chapter 3). Fluorescence confocal micrographs of the top (Fig. 
4.10a) and cross-section (Fig. 4.10b) of the PhC show there is no discernable intensity difference between 
the SU-8 and void regions of the PhC (the defect structure is black, as observed previously). This is most 
likely due to the dye easily diffusing into the SU-8, resulting in a relatively uniform distribution of dye 
and fluorescence in the images. The substrate and bulk dye solution are both distinct in the image, which 
allows for determination of the upper and lower surfaces of the PhC. This was used for alignment of the 
features through the thickness of the sample. It is possible that alignment may be improved by coating the 
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template with a thin shell of aluminum oxide to function as a barrier to the dye, creating contrast between 
the structure and the open volume, however this was not explored. 
The templates with defect structures could also be protected using an alumina shell and converted 
into silicon. The template and defect were subsequently removed, leaving a silicon air PhC with an air 
defect structure (Fig. 4.10c-e). Defects written through the thickness of the PhC show fairly sharp edges 
at the boundary of the defect (Fig. 4.10c). The small cylindrical defects are also transferred into the final 
structure through the conversion process, though there is some loss of fidelity. It appears that the TMPTA 
feature pulled away from the SU-8 at some point during the conversion process. This may be due to poor 
adhesion between the polymers which could possibly be prevented by a thin alumina coating prior to TPP 
writing. The alumina would present a hydroxylated surface that would be very similar to the surface the 
TMPTA encounters during TPP writing in silica templates. However, the separation of the defect from 
the SU-8 may also be due to differences in thermal expansion of the polymers. This could be improved by 
increasing the alumina shell thickness to 45 or 55nm in order to minimize the degree of expansion of the 
template during the silicon CVD process (Figs. 4.1 - 4.2). In this way, the SU-8 would not be allowed to 
expand significantly beyond the TMPTA, maintaining close contact of the materials during silicon 
growth. 
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Figure 4.10 - Fluorescence confocal micrographs of (a) the crystal parallel to the substrate 
showing embedded channels between darker block features and (b) the crystal perpendicular to the 
substrate showing the channels are in fact embedded. c) SEM of a 4μm block feature and SEM of 
a FIB exposed cross section of (d) a 1μm embedded channel, and (e) a 0.5μm embedded channel. 
All SEM images depict silicon-air crystals. 
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CHAPTER 5. 
3D PHOTONIC CRYSTAL OPTOELECTRONIC DEVICES 
5.1 Epitaxy of III-V Semiconductors 
Epitaxy is a process by which a material is grown on another, either of identical or different chemical 
composition, in such a way that the material grows with the same atomic arrangement as the underlying 
material. Though it was first observed in the growth of naturally occurring crystals on one another, 
epitaxy is now a process that may be controlled in research and manufacturing settings to grow high-
quality films with complete atomic registration to the underlying substrate (1). For electronics and 
optoelectronic applications such control is essential, as defects such as grain boundaries, dislocations and 
inclusions result in unoccupied bonds which act as carrier traps, severely degrading device performance. 
The development of epitaxial growth processes, particularly for III-V semiconductors, has led to the 
development of devices such as LEDs and semiconductor lasers that are pervasive in society today. 
5.1.1 Liquid Phase Epitaxy (LPE) 
Early results in the area of III-V epitaxy were based on liquid phase epitaxy (LPE). This technique 
involves contacting the substrate to a supersaturated solution containing the constituent components of the 
III-V material to be grown. When the substrate is placed into contact with the solution III-V material is 
precipitated at the substrate surface and the material may grow by epitaxy. The process is repeated 
numerous times by, for example, dipping the substrate in and out the solution. This process was advanced 
to allow growth of heterostructures by implementing a multi-crucible design with a sliding substrate 
carrier (1, 2). One material could be grown by repeatedly contacting the substrate to one of the solutions, 
as described above, followed by growth of another material by repeating the process with an adjacent 
crucible in the system. This technique was successfully implemented for early research on GaAs/AlGaAs 
lasers (1, 3, 4). 
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The quality of material grown by LPE can be quite high due to the ability to carefully control the melt 
composition as well as the inherent scavenging of impurities (for example, Al in the melt rapidly reacts 
with oxygen to precipitate Al2O3 which will not react with the substrate). However, there are obvious 
drawbacks to LPE. The LPE process occurs near thermodynamic equilibrium, which may result in 
intermixing between the solid and liquid phases, making it difficult to form abrupt interfaces during 
growth of heterostructures. It is also not straightforward to control the thickness of deposited layers to 
atomic-layer precision. Finally, the morphology of the material may be affected significantly by the 
methods used to introduce the substrate to the melt. The development of LPE though, made clear the 
importance and potential of epitaxy of III-V materials (1).  
5.1.2 Vapor-Phase Epitaxy (VPE) 
While the pioneering work on LPE of III-V semiconductors led to a variety of important results in the 
development of III-V devices, it was eventually replaced by vapor-phase epitaxy. There are currently two 
vapor-phase techniques which dominate the research and production spaces, molecular beam epitaxy 
(MBE) and metal-organic vapor phase epitaxy (MOVPE), and allow for highly controlled growth of III-V 
semiconductors with near-atomic layer precision. Molecular beam epitaxy is an ultra-high vacuum (UHV) 
technique that typically utilizes solid phase sources which are heated, causing them to evaporate at a 
controlled rate (2), in a background pressure of the group V material. The sources are placed behind 
shutters which are opened and closed in a predetermined fashion in order to grow materials of a desired 
composition. This technique is extremely precise with the capability of growing materials one atomic 
layer at a time. However, the requirement of UHV adds increased complexity and cost, and significantly 
increases production times, limiting the ability to perform high-throughput batch processing (1, 2). 
In contrast to molecular beam epitaxy, MOVPE is typically performed at or slightly below 
atmospheric pressure in a controlled atmosphere (oxygen-free, typically hydrogen) due to the pyrophoric 
precursors employed. Reactor designs vary, but generally consist of a heating source (either RF induction 
coils or IR lamps) and a rotating graphite susceptor. The system may operate at atmospheric or reduced 
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pressure.  There is generally a background flow of the group V source (e.g. arsine or phosphine) and the 
group III sources and dopants are introduced into the reactor via an inlet manifold where often the group 
III and V sources are kept separate until introduced into the reactor. The molar flow of the group III 
source controls the growth rate and the relative molar flow of the group III sources will determine alloy 
composition (1, 2). It should be noted, however, that the alloy composition will typically not be 
equivalent to the ratio of the molar flows. 
5.1.3 Selective Area Epitaxy (SAE) 
The patterning of planar semiconductor materials may be achieved using one of two general 
approaches – top down patterning and etching, or bottom up patterning and selective growth. The former 
is based upon etching a pattern into the surface after growth of material has occurred. This is typically 
achieved using a hard mask and dry etching (e.g. reactive ion etching). However, in III-V devices a more 
versatile technique referred to as selective area epitaxy (SAE) may be used whereby the surface is 
patterned with a dielectric material (typically SiO2 or W (5)) and growth of the III-V material is 
performed by epitaxy in the exposed regions of the substrate (5-7). In this manner complex patterns may 
be formed on the planar substrate and the growth mask may be removed in a subsequent wet etching step. 
In theory the spatial resolution of this technique is limited only by the techniques employed to pattern the 
mask. For example, quantum dots with dimensions around 50nm have been patterned using e-beam 
lithography and SAE (8-10). 
It should be noted that the growth rate during SAE is increased due to the conservation of mass. 
Assuming the entirety of the flux of precursors reaching the substrate is consumed (which is generally the 
case), the reduction in available area for growth results in an increase in reactant concentration at the 
exposed semiconductor surfaces, increasing the growth rate. In addition, the growth rate across the 
exposed area is not uniform. The reactants above the mask material diffuse toward the exposed 
semiconductor surface due to the concentration gradient that is established by the consumption of 
reactants at the growth surface. These molecules typically react quickly when they reach the exposed 
80 
 
semiconductor, resulting in an increased growth rate near the mask edges. The growth rate in this area is 
also increased by reactants which arrive via surface diffusion after sticking to the mask. The profile across 
an exposed growth area is generally flat in the center with rapidly increasing thickness near the mask 
edge. Thus, small features may be strongly affected by so-called selective-area effects (6, 9, 11, 12). 
Furthermore, depending on the mask dimensions and reactor conditions, a portion of the reactant 
molecules may be unable to leave the mask surface prior to decomposing and reacting, resulting in 
formation of polycrystalline nuclei on the mask. This may be controlled by a variety of factors as 
described in section 5.8, such as temperature, pressure and V/III ratio (2, 13).  
5.2 An Opening Comment on the Development of This Work 
There have been primarily two approaches to 3D photonic crystal fabrication. The first involves the 
use of traditional microfabrication techniques such as lithography, wafer bonding and etching. The 
precision afforded by these techniques makes them quite desirable however they were not developed for 
three-dimensional patterning, requiring stacking approaches which are tedious and time-consuming. The 
alternative approach is the direct fabrication of 3D structure using templates. These templates may be 
formed using a variety of techniques (see Chapter 1.3) and may be converted into other, more interesting 
optical materials. Neither approach has resulted in electrically useful PhCs. Wafer-bonded photonic 
crystals likely suffer from a significant number of defects at the bonded interface, as well a lack of surface 
passivation, making them electrically inactive (see Chapter 1.3.1). Similarly, PhCs formed by template-
based approaches are polycrystalline or amorphous which renders them useless for electronics 
applications due to the tremendous number of carrier traps and scattering sites in the material. 
The use of templates requires material conversion which is commonly achieved using gas phase 
methods such as chemical vapor deposition or atomic layer deposition. These techniques result in 
conformal growth of material on a template, allowing for multi-shell structures to be grown, or simply 
filling of template with one material, such as silicon. This conformal growth approach had become so 
pervasive in the photonic crystal community that the concepts and results of this chapter were almost 
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ignored for exactly this reason. In order to frame this work in the context of the past results in the 
community, as well as guide the reader through the interesting and unique problems that presented 
themselves during the development of this work, this chapter will be presented primarily in chronological 
order.  
In 2007 I was fabricating 3D PhCs from nonlinear optical materials. I had constructed a CVD system 
to grow GeS2, a nonlinear optical material, and had considered using silicon, which also possesses some 
interesting nonlinear optical properties. I eventually required different materials and settled on GaAs as 
the material of choice, leading to a collaboration between my advisor and Professor Coleman in the 
Department of Electrical and Computer Engineering. The Coleman group operates an MOVPE system for 
growth of GaAs and related alloys. After some discussion with the Coleman group conditions were 
chosen and we attempted to grow GaAs shells on an opal template, following the pattern of conformal 
growth initiated in the photonic crystal community over a decade earlier. The opal was grown on a silicon 
substrate and, to our dismay, the GaAs growth resulted in a numerous small particles on the opal surface 
(Fig 5.1) rather than the conformal shell we were hoping to grow. I later observed several examples in the 
literature of III-V growth in opals, where reactor conditions were chosen increase the density of these 
particles to a degree that they would eventually coalesce and form a continuous shell on the template.  
However at the time it was decided that, while it would not result in the shell structure we wanted, 
perhaps we could grow on a GaAs substrate and get selective area growth into the template. When this 3D 
epitaxy proved successful we realized that we had begun the development of a powerful new technique 
for the growth of three-dimensional material architectures from single crystal III-V semiconductors. From 
a chronological perspective the remainder of the chapter begins at this point of the project development. 
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Figure 5.1 – Plan view SEM of an opal surface after attempted conformal growth of GaAs. Small 
GaAs particles are seen scattered over the opal due to rapid nucleation events. 
5.3 MOVPE Growth of 3D Photonic Crystals 
The first experiments into growth of III-V semiconductors through 3D templates were performed in 
collaboration with the Coleman group on their MOVPE reactor. The Coleman group reactor is a Thomas 
Swan vertical flow MOVPE system (Fig. 5.2) that utilizes RF heating of a 2” graphite susceptor (Fig. 5.2 
inset). The susceptor sits on a rotating quartz pedestal which can support a maximum thermal gradient of 
900°C (temperature of susceptor minus room temperature). All experiments utilize GaAs(001) substrates 
which were cleaved in the Micro and Nanotechnology Laboratory (MNTL) clean room and taken to the 
Braun group wet lab for growth of opals from a suspension of silica spheres in ethanol (see Chapters 1-3 
for examples). The initial growth conditions were chosen as a temperature 800°C and a TMGa flow of 10 
sccm (4.88% TMGa in hydrogen). All growths on the Thomas Swan reactor were performed under our 
“standard conditions” which consist of 200 sccm arsine and 5,000 sccm H2.  
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Figure 5.2 – Thomas Swann vertical flow MOVPE reactor with graphite susceptor (T=800°C). 
The susceptor is heated using an RF induction coil (inset). 
The GaAs-filled template is shown in Figure 5.3. In cross-section (Fig. 5.3a-b) it is clear that the 
sample has been completely filled GaAs. It appears the growth is from the substrate upward as the spheres 
on the top are not encapsulated with material. Assuming this is the case, the thickness of GaAs grown is 6 
microns. On a bare substrate the molar flows used for this growth would grow a film of approximately 
2μm thickness, indicating significant growth rate enhancement due to selective area effects, as expected. 
Plan view images of the opal surface (Fig. 5.3c-d) show pristine opal which, again, indicates that the 
growth is substrate initiated, rather than conformal. Gallium arsenide is seen to penetrate upward from the 
layer below in Figure 5.3c and then spread laterally. Additionally Figure 5.3d shows an almost entirely 
growth free surface where GaAs grew only to several layers below the top. Near the center and center-
right of the image GaAs is observed because several layers of colloids have been (unintentionally) 
removed. In thinner regions of the sample (compared to Fig. 5.3c) the GaAs grew through the entire 
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thickness of template (Fig. 5.3e). The GaAs initially grew out of the interstices and then began to 
coalesce, forming the initial stages of a solid film.  
 
Figure 5.3 – GaAs growth through an opal template (d=920nm) shown in cross-section (a-b) and 
plan-view (c-e). 
We also observed large particles on the sample surface (Fig. 5.3f), which were thought to be regions 
of rapid growth (GaAs that grew upward through the surface and then bloomed) or particles that were 
blown from elsewhere in the reactor or on the substrate. It later became clear that these were actually 
particles that nucleated on the template surface, termed surface nuclei, which are discussed below. 
Removal of the silica opal template is typically achieved using dilute hydrofluoric acid (HF) which is 
compatible with these structures because GaAs is not etched in HF. The sample from Figure 5.3 was 
etched for 15m in 5% HF (5:45:50 of HF:ethanol:water) to remove the colloids (Fig. 5.4). While the 
colloids were not completely removed it can still be observed that the GaAs structure remains unchanged 
by the etch process and complete template removal should be trivial. 
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Figure 5.4 – Cross-section SEM of an opal filled with GaAs that had the spheres partially etched 
in HF. The micrographs in (a) and (b) are of the same region at different magnification. 
A second sample was grown at half the previous TMGa flow rate in order to demonstrate that the 
growth is surface initiated. Growth occurred through the first two to three layers of the sample (Fig. 5.5) 
while the layers above remain pristine. This demonstrates that the growth does in fact occur from the 
substrate upward. Interestingly, it can also be observed (Fig. 5.5) that the growth front is not flat, but 
rather neighboring regions may be nearly a half-layer or layer different in thickness. This is not surprising 
if one thinks about how the growth front must propagate through the template. This is visualized clearly 
in the FIB cross-section shown in Figure 5.6. When the growth front reaches the sphere above it must 
begin to grow laterally. Due to the ABCABC stacking of the fcc colloidal crystals, GaAs passing upward 
through an interstice will not encounter a sphere in the same layer as a neighboring interstice. If the 
growth rate were constant throughout the process this would average out as the growth continued through 
many layers because the neighboring growth fronts would alternate between having to grow laterally 
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when they encounter a sphere or being able to grow straight upward. However, the growth rate increases 
as the template thickness decreases (and as the growth proceeds the template thickness effectively 
decreases), which results in a non planar growth front. One potential area of future research is in template 
designs to minimize this effect, perhaps by designing the structure to grow only in high growth-rate 
crystallographic directions. 
 
Figure 5.5 – Cross-section SEM of an opal that has been only partially filled with GaAs by 
epitaxy. The growth terminates after 2 layers, indicating this is a substrate initiated process. The 
images in (a) and (b) are of the same region at different magnification. 
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Figure 5.6 – FIB cross-section of a an opal with 1 layer of GaAs growth. The shape of the growth 
front can be observed as the GaAs begins to grow around the sphere. 
5.4 Surface Nucleation 
In an effort to understand the nature of the large particles on the sample surface, a focused ion-beam 
cut was made through one such particle in order to image it in cross-section view. The opal surface is 
show in Figure 5.7a with a red box indicating the location of the FIB cut. The cross-section images (Fig. 
5.7b-c) were taken in the direction indicated by the arrow in Figure 5.7a. The surface nuclei appear to 
penetrate into the template, much like an iceberg (Fig. 5.7b). Growth can be seen from the substrate 
surface upward as well as from the sample surface (base of the nuclei) downward (Fig. 5.7c). When these 
two growth fronts merge the nuclei will become attached to the underlying structure. The nuclei possess a 
random crystal orientation with respect to the GaAs substrate. When the 3D PhC is grown and the nuclei 
become incorporated into the final structure, the result will be a polycrystalline film which will severely 
degrade the electrical performance of the structure. In addition, the nuclei cannot be removed by 
mechanical means, such as sonication, once they have merged with the upward propagating growth front. 
Therefore, the formation of surface nuclei must be prevented during the growth process in order to grow 
3D structures from single-crystalline material. 
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Figure 5.7 – a) Plan view SEM of the surface of an opal that has numerous surface nuclei 
generated during the MOVPE growth process. An FIB cross-section (b, c show different 
magnification) shows that the surface nuclei grow downward into the template. 
5.4.1 Early attempts at reducing surface nucleation 
The first parameter that was changed in order to prevent nucleation was the growth temperature, 
which was reduced to 600°C with the idea there would be fewer reactive species (cracked molecules) in 
the gas phase, allowing the precursors to reach the substrate before reacting. This proved to have the 
opposite effect, resulting in a solid GaAs film on the surface of the template (Fig. 5.8a). During cooling 
the film contracted and peeled off the substrate, removing the majority of the template with it (Fig. 5.8b). 
Interestingly, small nuclei can be seen in the first few layers of the template, gradually decreasing in 
number density with increasing distance from the template surface. This suggests that the concentration of 
reactants decreases with increasing depth into the opal, resulting in reduced nucleation density. The gas-
phase diffusion scales with temperature which may have led to increased growth near the upper surface of 
the opal as the reactants were unable to rapidly reach the substrate. Additionally, the sticking coefficient 
will scale with temperature which may be the largest contributor to the dramatic increase in surface 
growth. 
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Figure 5.8 – a) Cross-section SEM of an opal template that has detached from the substrate. A 
solid film of GaAs is observed on the opal surface. b) Cross-section SEM of the film showing 
curvature likely due to thermal expansion mismatch which led to peeling of the film.  
At this point it was postulated that the precursor builds up in the opal whie waiting for a site to 
nucleate or react. Once such a site is found a concentration gradient is established and additional 
precursor diffuses toward the growth site. Ideally this location would be the substrate surface, however if 
a nuclei forms on the surface and begins to rapidly expand eventually it will consume the precursors 
before they can reach the substrate. To counteract this effect, the temperature was increased back to 
800°C and the sources pulsed for 5 seconds followed by holding the reactor static for 5s. Ideally this 
would give the precursors sufficient time to reach the substrate and react before additional precursor 
enters the reactor, preventing a buildup of precursor at the sample surface and minimizing the likelihood 
of nucleation. The results of this growth are shown in Figure 5.9. While there is improvement over the 
previous results, the nucleation is still significant and this approach was deemed unsuccessful. 
Interestingly, this approach is similar to using low precursor flow rates and results in a reduced partial 
pressure of the precursors. The analysis below demonstrates that this is in fact the correct approach 
however the reduction in partial pressure in this particular experiment was not significant enough to 
realize this at the time. 
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Figure 5.9 – Plan view SEM of the opal surface after growth of GaAs using precursor pulses (5s) 
and holds (5s) 
Having altered the concentration of the precursor with little effect on surface nucleation, the final 
attempt made at reducing this phenomenon was focused on reducing the sticking coefficient of the 
precursors. The temperature was increased to 900°C and two samples were grown simultaneously, one 
normal and one with a thin (few nm) coating of platinum on which the group III sources are known to 
have a low sticking coefficient. The uncoated sample was grown through several layers of the opal (Fig. 
5.10a) and exhibited significant surface nucleation (Fig. 5.10b). While a quantitative analysis did indicate 
a slight reduction in the nucleation density, the effect was minor and insufficient to achieve nucleation-
free growth. Interestingly, the effect of increased temperature (above 800°C) was far less significant than 
the effect of decreased temperature (Fig. 5.8), indicating that the effects of temperature are nonlinear in 
this regime. 
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Figure 5.10 – a) Cross-section SEM of an opal template partially filled with GaAs at 900°C. b) 
SEM of the sample edge and surface displaying significant surface nucleation. 
The Pt coated sample displayed an even greater density of surface nuclei (Fig. 5.11a) and a slightly 
different morphology (slight rounding of some of the facets). Interestingly, hair-like growth was observed 
on the surface of the spheres (Fig.5.11b), possibly due to Pt catalyzed NW growth. If NW growth occurs 
it will likely impair any attempt at preventing nucleation on the surface. Large nuclei formed on top of the 
NW growth areas as well (Fig. 5.11c), resulting, in a thick surface layer of GaAs. Both the coated and 
uncoated samples grown at 900°C failed to prevent nucleation of polycrystalline GaAs on the template 
surface. 
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Figure 5.11 – a) Plan view SEM of Pt-coated opal after GaAs growth at 900°C. Significant 
surface nucleation is observed. At higher magnification (b) hair-like growth of GaAs, is observed 
on the sphere surfaces. c) Cross-section SEM shows large nuclei on top of the hair-like GaAs. 
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5.4.2 The nucleation threshold 
Polycrystalline nucleation on selective area epitaxy masks is an area of concern for 2D patterning as 
well. A number of papers have been written on the subject, however one particular study by Sugiyama et. 
al is particularly insightful (13). In this work the authors fabricated 1mm and 2mm wide SiO2 masks on 
GaAs substrates. The samples were then loaded into an MOVPE reactor and 200nm GaAs was grown at 
100mBar reactor pressure. The 1mm mask was nucleation free however the 2mm mask showed 
significant nucleation in the center of the mask (Fig. 5.12a, top row). The authors state that because the 
reactants are consumed at the exposed GaAs but not over the mask, a parabolic concentration profile will 
be formed across the mask. To verify this supposition the authors analyzed the concentration profile using 
finite element modeling and the Chapman-Enskog theory of diffusion for binary gas mixtures. The 
authors found that the partial pressure (concentration) profile over the mask (Fig. 5.12b) was parbolic and 
peaked over the center of the mask. This curve was then compared to a profilometer line scan across the 
mask (Fig. 5.12c) which was used to plot the location of the nuclei. By comparing the position the 
substrate at which nucleation ceased to the partial corresponding partial pressure of TMGa (see dashed 
lines, Fig. 5.12b-c) a threshold partial pressure was defined below which nucleation was not expected to 
occur. The authors calculated the same partial pressure profile for a reactor pressure of 50mBar, which 
resulted in the partial pressure over the mask lying below the nucleation threshold at all points. This is 
due to the increased gas-phase diffusion (longer mean free path) at lower pressure. Growth on substrates 
patterned identically to the previous samples resulted in nucleation free growth, verifying the nucleation 
threshold analysis. 
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Figure 5.12 – a) Optical micrographs of 1mm (left) and 2mm (right) silica masks on GaAs 
substrates. Growth of 200nm GaAs was performed on each substrate at 100mbar (top row) or 
50mbar (bottom row). b) Calculated partial pressure of MMGa over the mask surface. c) 
Profilometer measurement of nuclei on mask surface for 2mm mask used for GaAs at 100mbar. 
Figure modified from (13). 
The finite-element modeling approach of Sugiyama et. al (13) was applied to the Coleman group 
atmospheric pressure reactor and the 3D templates. In order to perform this modeling several variables 
must be determined in order to construct the computation cell shown in Figure 5.13. The inlet 
concentration (C0) is calculated based on the growth conditions (the inlet concentration of the group III 
source, typically TMGa). The height of the calculation cell is determined by testing several values to 
determine which is large enough that it does not affect the calculated partial pressure at the sample 
surface. The gas-phase diffusion of TMGa is calculated using the Chapman-Enskog theory for binary gas 
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mixtures (14). The form of the diffusion constant is shown in Equation 5.1, and is dependent on the 
molar mass of the diffusing species, the temperature, collision cross-section (Eq. 5.2), collision integral 
(Eq. 5.3), reduced temperature (Eq. 5.4) and Leonard-Jones parameters (Eq. 5.5). These values may be 
found in the literature and the diffusion constant of monomethylgallium (TMGa quickly decomposes into 
MMGa, which is the dominant reacting species) is calculated to be 3.676x10-4 m2/s at 800°C. The final 
variable to be determined is the reaction constant, ks. It was shown previously (11) that measuring the 
growth rate enhancement for a known geometry allows for an estimation of the reaction constant of the 
precursors at the substrate. This measurement was performed in our reactor at 1000mBar and a flow rate 
of 10 sccm TMGa; ks was determined to be approximately 50 m/s. 
 
 
Figure 5.13 – Computation cell for finite element modeling of steady-state diffusion behavior in 
MOVPE reactor, modified from (11). 
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The nucleation threshold for our growth conditions was analyzed according to the previously 
discussed procedure. Samples were patterned with 2mm wide SiO2 strips, loaded into the reactor and 
growth of GaAs proceeded at 10sccm TMGa for a 200nm film.  The measured profilometer line scan and 
calculated partial pressure profile for our reactor conditions are shown in Figure 5.14. Not surprisingly 
the nucleation occurs much closer to the sample edge than for the low pressure reactor used by Sugiyama 
et. al; the mean free path in our system is an order of magnitude smaller than in their system. An optical 
micrograph of this sample is seen in Figure 5.15a with the nuclei clearly residing near the center third of 
the mask with a well-defined nucleation-free region along the border of the sample. Several nucleation 
thresholds were drawn from the data in Figure 5.14 and the most conservative was used even though the 
nuclei in this region were likely outliers in the dataset. The data suggest a TMGa flow rate of 2.362 sccm 
(all other flows fixed) to achieve a TMGa parial pressure below the nucleation threshold. The samples 
were grown again at a flow rate of 1.5 sccm (chosen to once again be conservative in the parameter 
selection) and resulted in relatively nucleation-free masks (Fig.5.15b). The particles observed on the 
mask surface were thought to be due to contamination or an improperly cleaned surface because they 
seemed relatively localized to specific regions of the mask.  
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Figure 5.14 – a) Partial pressure profile over 2mm mask calculated using FEM. Reactor 
conditions were 1000mbar, 10 sccm TMGa, and standard arsine and hydrogen flows. b) 
Profilometer scan over 2mm mask. 
Following this positive result a nucleation test was performed on an opal at 1.5 sccm TMGa. The opal 
was assembled from 920nm spheres. Optical micrographs of the opal surface show significant nucleation 
at an 11 layer region of the sample (Fig. 5.15c). However, when the number of layers is reduced to nine 
the nucleation is also reduced (Fig. 5.15d) and at 6 layers nucleation is no longer visible (Fig. 5.15e). 
This result is intuitive – the thicker the template the greater the distance the reactants must diffuse to 
reach the growing surface. Diffusion through the template is almost certainly slower than in the bulk gas-
phase, therefore longer diffusion lengths will result in an increase in reactant concentration over the opal. 
This is similar to the concentration increase over the planar SiO2 masks.  
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Figure 5.15 – Optical micrographs of 2mm masks after 200nm of GaAs growth at (a) 10 sccm 
TMGa and (b) 1.5 sccm TMGa.  Optical micrographs of the surface of an opal after 200nm GaAs 
growth at the conditions from (b) for a 11 layer (c), 9 layer (d) and 6 layer (e) region of the opal. 
d) The calculated partial pressure over the opal surface as a function of the number of layers for 
1.5 sccm TMGa and 0.5 sccm TMGa. Arsine and hydrogen flows are standard conditions. 
The data in Figures 5.15c-e can be used much like the broad, planar masks in order to define a 
nucleation threshold for the opal. In order to model the concentration profile for the opal system the 
diffusion constant of MMGa through the opal must be calculated. This was accomplished using Knudsen 
and Enskog diffusion models. First, the Knudsen diffusion constant for gas moving through a long 
cylindrical pore is calculated according to Equation 5.6 where Dk is the Knudsen diffusion constant, r is 
the pore radius, R is the gas constant, T is temperature and M is the molar mass of the molecule that is 
diffusing. For diffusion through densely packed spheres it has been shown that the radius used in 
Equation 5.6 should be that calculated in Equation 5.7, where rs is the radius of the spheres. The Enskog 
diffusion constant is a modification to the Knudsen model which accounts for the tortuosity of the 
structure (Eq. 5.8). In this equation ε is the porosity of the structure, Dk is the Knudsen diffusion constant 
calculated from Equation 5.6 and τ is the tortuosity. For spheres packed to a porosity of ~0.32-0.35 
(close-packed is 0.24) the tortuosity was measured to be roughly 2 (15). The diffusion constant for 
MMGa through the opal template at 800°C was calculated to be 5x10-6 m2/s, approximately two orders of 
magnitude smaller than the bulk diffusion constant. 
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Finite element modeling was performed for opals of varying thickness (defined as rectangular regions 
of space with the Enskog diffusion constant calculated above). The bulk gas phase diffusion constant was 
set as that calculated using the Chapman-Enskog binary diffusion model. The concentration of MMGa 
above 11, 9 and 6 layer regions of the opal using an TMGa flow rate of 1.5 sccm is shown as the red data 
points in Figure 5.15f. The nucleation threshold is assumed to be in the vicinity of the 6 layer data point 
where nucleation was not visible by optical microscopy. Calculating the same data using a TMGa flow 
rate of 0.5 sccm shows that the MMGa concentration over the template is below the nucleation threshold 
for each data point (black data points, Fig. 5.15f). This indicates that a flow rate of 0.5 sccm TMGa 
should be sufficient for nucleation suppression over the 3D template. 
Growth of 200nm GaAs at 0.5 sccm TMGa, and standard AsH3/H2 was performed through a similar 
opal template (Fig. 5.16a), resulting in effectively nucleation free growth. Plan view SEM (Fig. 5.16b) 
shows a completely nucleation free surface after growth, even over large areas (Fig. 5.16c).  Thus, surface 
nucleation on 3D templates was effectively suppressed by control of the reactant partial pressure using 
finite-element modeling and mathematical diffusion models to determine the correct reactor conditions. 
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Figure 5.16 – a) Cross-section SEM of an 8 layer opal template after 200nm of GaAs growth. 
Plan view images (b,c) of the opal surface show pristine surfaces free of nuclei. 
5.5 Verifying Epitaxy of 3D III-V Photonic Crystals 
While epitaxy is a surface-initiated growth process, and we have observed that this growth is also 
suface-initiated, this result alone does not indicate whether or not epitaxy is occurring. Analysis of plan-
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view images of a GaAs PhC after template removal indicates significant, oriented faceting of the GaAs on 
the surface (Fig. 5.17). The crystal facets which are observed are naturally selected based on the surface 
energy of various crystallographic planes, thus all of the growth fronts should present the same facets as 
they reach the surface and spread outward if the structure is single crystalline. This is observed in Figure 
5.17 where a common orientation of the surface GaAs is clearly visible. These results suggest the 3D 
structures are single crystalline and let to further characterization using x-ray and electron diffraction. 
 
Figure 5.17 – Plan view SEM of an opal template where GaAs growth proceeded through the top 
surface of the template. The facets of the GaAs share common orientations. 
In order to verify epitaxy of a film the crystal orientation must be measured for both surface normal 
and in-plane directions. The former is easily measured using a basic 2θ/ω scan. Thick samples (4-6 layers 
of GaAs growth) were grown at flow rates to suppress nucleation and subsequently inverted. The surface-
normal lattice constant was then measured using 2θ/ω measurements. The crystal structure of gallium 
arsenide is diamond, therefore the allowed reflections are h, k, l all odd or all even, but not mixed 
odd/even indices. For single-crystal GaAs the (002), (004) and (006) peaks should be observed in the 
measurement range used. The strongest reflection for GaAs (001) is the (004) reflection. The 2θ/ω scan is 
shown in Figure 5.18a for two samples with different levels of nucleation. The (006), (004) and (002) 
peaks clearly observable (from right to left) in both scans. The expected location of polycrystalline peaks 
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are highlighted in red and are not observed in the scan. There is a small peak at the (220) reflection for the 
lower scan (higher nucleation density), however the intensity is extremely low (note the y-axis is log 
scale) and this is likely due to the presence of a small number of surface nuclei on this sample and not the 
film itself. While the film and substrate have diffraction peaks that overlap, the diffraction intensity from 
the film is far greater than this weak polycrystalline peak as observed in texture scans below. 
 
 
Figure 5.18 – a) 2θ/ω measurements from opal films with near zero (top) and slightly higher 
(bottom) surface nucleation density. b) TEM micrograph of a piece of opal film used for electron 
diffraction measurements (c). d) Pole figure measurement of the (220) planes of an opal film. 
Rocking curve measurements of an undoped bare film (e) and an undoped opal film (f) on  n-type 
GaAs:Si substrates. 
Because the film and substrate will be of the same orientation and material (lattice constant) if it is 
single-crystalline, the presence of a signal from the film cannot be verified with this measurement alone 
due to complete overlap of the substrate and film peaks. Therefore, based on this data the film is either 
oriented in the (001) direction (overlapping peaks) or it could be amorphous (no film peak). The films 
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were verified to be crystalline using electron diffraction performed on a transmission electron microscope 
(16). A portion of the inverse opal was scraped from the substrate using a sharp pair of tweezers and the 
resultant material collected in a solution of ethanol. This suspension was then dripped onto a TEM grid 
and dried. The TEM images of one such particle is shown in Figure 5.18b (two additional pieces are 
shown in Figure 5.19a and c). The structure of the inverse opal is clearly observable in TEM, verifying 
that the measured particles are from the film and not the substrate. Electron diffraction of the particle is 
shown in Figure 5.19c (also Fig. 5.19b and d), to the right of the corresponding TEM images. The film is 
clearly crystalline, generating obvious diffraction patterns. This indicates that there is in fact identical 
orientation in the surface-normal direction between film and substrate and that the peaks simply overlap. 
 
Figure 5.19  - TEM micrographs of pieces of a GaAs opal film (a, c) and the corresponding 
electron diffraction patterns (b, d). 
The in-plane orientation must also be characterized in order to verify that textured growth is not 
occurring. Textured growth is described by a film with shared orientation to the substrate in the surface-
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normal direction, but comprised of grains that are twisted or rotated about the surface normal with respect 
to the substrate. Textured growth would appear identical to epitaxial growth in 2θ/ω measurements of the 
surface-normal planes. However, measurement of planes that are not perpendicular to the surface (001) 
will provide the required information about the in-plane lattice constant and orientation. Both (111) and 
(220) planes provide strong reflections in GaAs and were measured for texture analysis, however only the 
(220) data will be presented here (the (111) data displayed the same results). Pole figure measurements 
were performed by fixing 2θ and ω at the proper angle for (220) reflections after an alignment procedure 
using (004) diffraction. Samples were then scanned from 0 to 360 degrees rotation (Phi angle) for a 
number of tilt angles (Psi angle) ranging from 0 to 85 degrees in 5 degree steps. Single-crystal material 
will present four peaks at a particular Psi angle, evenly spaced in Phi, corresponding to the four (220) 
planes accessed by this sample orientation. Polycrystalline or textured material, however, would present a 
bright ring at the same Psi value corresponding to the random distribution of plane orientations in such 
material. The (220) pole figure is shown in Figures 5.18d. It is immediately clear that the samples do not 
present a ring feature in the scan but rather show four intense peaks at 45 degrees [(220) peaks], making 
clear that the samples are in fact single-crystalline.  
There are additional peaks in the scan as well. Several crystallographic orientations and the angle they 
make with the (004) plane (the Psi angle) are listed in Table 5.1. The peaks in the (220) scan correspond 
exactly to the {228} family of planes. Similar results were obtained for the (111) pole figure with 
additional peaks corresponding to the {115} family of planes. It was determined that these extra peaks 
were due to twinning during MOVPE. Twinning is a crystal defect whereby a plane is reflected across a 
mirror plane (the surface normal of the twin plane), shown schematically in Figure 5.20. This results in 
the initial plane possessing a new orientation which may be calculated by a mathematical transform 
according to Equation 6.9, where [A] is the conversion matrix calculated according to Equation 6.10 
(17). The indices h, k, l correspond to the twin plane. Interestingly, transforms of the (220) and (111) 
planes assuming (111) twinning result in the {228} and {115} family of planes (Table 5.1), exactly as 
observed in the pole figures. This indicates that (111) twinning is occurring during the growth process. 
105 
 
This is not entirely surprising based on the geometry of the opals. The FIB cross-section in Figure 5.6 
shows that the growth front must propagate in directions other than the {001} family in order to grow 
around the spheres. It is likely that the twinning is occurring to allow growth of the material in a low-
energy crystallographic direction which may not initially be oriented in the required growth direction. 
Experiments to verify this hypothesis are a subject for future work. Use of a woodpile structure may be 
ideal for such experiments. The rows of the woodpile may be oriented along the (010) direction and 
systematically rotated about (001) to study the effect of changing growth direction relative to the [001] 
directions. 
Conversion for (111) Twinning 
Initial Angle to (004) Twinned Angle to (004)
{111} 54.74 {115} 15.79, 78.90 
{220} 45 {228} 19.47, 76.37 
Table 5.1 
 
Figure 5.20 – Schematic illustration of twinning defect. The twin plane is labeled K1 and the 
twinning occurs about the surface normal, n(hkl) (17). 
The final XRD characterization performed was w-rocking curve measurements of the (004) 
diffraction peak. Rocking curves are scans of omega at a fixed 2theta which can describe crystal quality. 
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Crystallographic defects result in slight distortion of the crystal, which manifests as broadening of the 
rocking curve peak. A bare GaAs film on a substrate (Fig. 5.18e) was compared to a 3D GaAs structure 
(Fig. 5.18f). Both films were undoped and grown on n-type GaAs (Si-doped, ~1018/cm3). The addition of 
of silicon increases the lattice constant of the substrate, shifting the peak to larger angles. This results in 
separation of the film and substrate peaks, allowing for analysis of the film quality without convolution 
with the substrate signal. The unpatterned film had a rocking curve FWHM of 28.51 arcsec while the 
FWHM of the 3D PhC was slightly larger at 65.05 arcsec, indicating that the 3D structure was of good 
quality. 
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5.6 Surface Passivation 
Optoelectronic devices require that charge carriers, electrons and holes, travel through the device and 
typically either recombine at a light emitting region (LEDs, lasers) or are collected by electrodes after 
being generated by incoming light (photodiodes, photovoltaics). The efficiency of the device will be 
dependent on how many carriers reach the specified location without becoming trapped or recombining 
non-radiatively (typically by losing energy to the lattice as heat). In semiconductor devices the exposed 
surface possesses a number of unoccupied or “dangling” bonds which act as carrier traps. Once trapped, 
carriers tend to recombine via non-radiative pathways necessitating passivation of dangling bonds to 
minimize the number of surface states. This is typically accomplished by growth of a wider band gap 
material on the exposed semiconductor material. The 3D structures fabricated by 3D SAE present a 
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smooth curvature rather than a single crystallographic direction. It was not immediately clear how a 
subsequent epitaxial growth step would proceed on this surface. However, the high surface area of these 
structures makes the passivation step significantly more important than for typical planar devices.  
Passivation, or capping, was tested on a sample that had been grown 200nm through an opal (920nm 
spheres) and the template removed (Figure 5.21a-b). The GaAs exhibited smooth curvature due to the 
spheres of the opal. Upon growth of AlxGa1-xAs (targeted at x=0.3) the template exhibited a faceted 
morphology (Fig. 5.21c). While the template forces the GaAs to grow with smooth curvature, it is 
energetically more favorable for the GaAs to present the lowest energy crystallographic directions. The  
faceting observed in Figure 5.21c is likely due to more rapid growth of these energetically favorable 
planes. In addition, the faceting is identical in each spherical void which is a strong indicator of epitaxy in 
the AlGaAs growth. The same behavior is observed in structures grown through multiple layers (Fig. 
5.22). The effectiveness of AlGaAs passivation was determined by measuring photoluminescence from 
samples before and after growth of the cap. A sample with an embedded InGaAs layer (see section 5.8.2) 
was measured and exhibited a 20x increase in PL intensity after surface passivation (Fig. 5.23), indicating 
that surface passivation was effective in this system. 
 
Figure 5.21 –Cross-section (a) and plan view (b) SEM of an uncapped GaAs film grown through 
half of the first sphere of an opal. The same structure after capping with AlGaAs (c,d) exhibits 
obvious faceting of the previously smooth curvature of the structure. 
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Figure 5.22 – SEM micrographs of a multiple layer structure prior to capping (a, c) and after 
growth of an AlGaAs cap (b,d). 
 
Figure 5.23 – Photoluminescence of an InGaAs QW embedded in a 600nm thick film grown 
through an opal template (see Fig. 5.40, section 5.8.2). The black curve is after growth of an 
AlGaAs cap and the red curve is prior to the cap growth. 
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It was expected that the nucleation behavior would be different for AlGaAs or InGaAs compared to 
GaAs requiring nucleation experiments and finite element modeling. A 2mm wide SiO2 stripe was 
patterned on a GaAs wafer and AlGaAs grown at 0.5 sccm TMGa and TMAl flow targeting 30% 
aluminum in the alloy. An optical micrograph of the SiO2 stripe is shown in Figure 5.25. The nucleation 
is extremely dense (Fig. 5.25, inset) and extends virtually to the edge of the mask region. It is expected 
that the few tens of microns nearest the exposed GaAs will not exhibit much nucleation due to the 
diffusion of precursors to the growing interface near the mask edge. It is known that TMAl has a high 
sticking coefficient to most mask materials and based on this experiment it is unlikely that 3D SAE can 
ever be achieved using TMAl. The alternative is the formation of InGaAs quantum wells in a GaAs 
structure. The same nucleation test was performed with growth of InGaAs at 1.5sccm TMGa and 15 sccm 
TMIn (estimated at 20% indium) at 625°C. Nucleation was significant once again, however it was 
improved compared to AlGaAs. The nucleation density clearly decreased from the mask center toward 
the edge and an estimate of the nucleation threshold could be made as 0.06 sccm TMGa and 0.6 sccm 
TMIn.  
 
Figure 5.25 – Optical micrograph of SiO2 stripe on GaAs substrate after growth of 200nm 
AlGaAs (stripe is 2mm wide). 
 
Figure 5.26 – Optical micrograph of SiO2 stripe on GaAs substrate after growth of 200nm 
AlGaAs (stripe is 2mm wide). 
111 
 
A structure was grown through an opal of 920nm spheres with a GaAs base layer followed by an 
InGaAs emitting layer and 100nm of GaAs above the InGaAs (Fig. 5.27a). The structure was inverted 
and capped with 20nm of AlGaAs (Fig. 5.27a-b). The sample thickness varies with sample location due 
to growth rate variation as described previously. The sample was grown thin with the QW near the upper 
surface due to the short penetration depth of the 488nn laser that is typically used for photoluminescence 
(PL) measurements of these materials. Photoluminescence of the sample at 77K is shown in Figure 5.27c. 
The GaAs band edge emission is clearly observed at 845nm and a broad peak from 900nm to greater than 
1000nm is also present. It was believed at this time that the InGaAs regions were of widely varying size 
(due to their varying position relative to the thickness of the sample) and composition, resulting in a 
weak, broad PL spectrum. However, no PL could be observed at room temperature, which was fairly 
surprising and suggested that there may be a fundamental problem with the InGaAs growth. The flow 
rates employed were nearing the minimum reliable flow rates of the mass flow controllers so a nucleation 
test was performed on an opal at 0.2 sccm TMGa and 2 sccm TMIn for an estimated 10nm of InGaAs, 
followed by 200nm of GaAs. While these flow rates are above the nucleation threshold for InGaAs 
calculated by FEM, the duration of the growth appeared to be short enough that nucleation did not occur 
(Fig. 5.28). 
 
Figure 5.27 – SEM images of a GaAs structure with an embedded InGaAs layer shown in cross-
section (a) and plan view (b). c) The photoluminescence spectrum taken at 77K. 
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Figure 5.28 – SEM of the opal containing a GaAs/InGaAs heterostructure gprior to template 
removal. InGaAs growth was performed at 0.2 sccm TMGa and 2 sccm TMIn, above the 
calculated nucleation threshold. Two nuclei are seen near the center of the image, otherwise the 
sample is nucleation free (objects on upper right surface are contamination, not nucleation). 
The growth of InGaAs was verified by reciprocal lattice mapping performed using XRD. A planar, 
200nm InGaAs layer was grown on GaAs at 0.25 sccm TMGa and 4.3 sccm TMI, which resulted in a 
relaxed film due to the significant lattice mismatch. The InGaAs peak was clearly observable in the 
reciprocal lattice map (Fig. 5.29) and indicated the InGaAs layer was relaxed and had an indium content 
of 22.5%. Subsequent XRD 2θ/ω measurements of planar (not grown through 3D templates) InGaAs QW 
layers (targeted at 10nm) reveal a clear peak due to the InGaAs in the film (Fig. 5.30a-b). However it 
appears that for both 4 sccm TMIn and 7 sccm TMIn (fixed TMGa flow rate of 0.2 sccm) the indium 
content is much less than expected. The quantum well in Figure 5.30b was grown at a significantly higher 
TMIn/TMGa ratio than the film in Figure 5.29, however the indium content is significantly lower. There 
are a number of papers in the literature that describe the effect of strain on indium incorporation and 
evaporation. Briefly, there is an energy an energy barrier which must be overcome in order to incorporate 
indium into the growing material due to the lattice mismatch between InGaAs and GaAs. This was shown 
clearly by Mashita et. al (18) by growing InGaAs on InP and GaAs substrates where the lattice mismatch 
of the InGaAs grown was 0.22% and 1.1%, respectively. The indium incorporation fraction (indium 
fraction in the film divided by the indium fraction in the gas phase) was 50% greater for the lower lattice 
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mismatch. The authors describe this as a reduced energy barrier to indium evaporation with increased 
strain. The two approaches to increasing indium content in pseudomorphic films are decreasing 
temperature to minimize the loss of indium from the growing surface or increasing the indium fraction in 
the gas-phase (increase the TMIn/TMGa ratio). The former was tested on a bare substrate at 0.15 sccm 
TMGa, 3sccm TMIn and a temperature of 580°C which resulted in a strong QW emission peak at 950nm 
(Fig. 5.31). 
 
 
 
Figure 5.29 – Reciprocal lattice map of GaAs and InGaAs about (224) diffraction peak.  
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Figure 5.30 - 2θ/ω scans of InGaAs QW layers on bare substrates at 4 sccm (a) and 7 sccm (b) 
TMIn with a target thickness of 10nm. The InGaAs layer results in the strong shoulder on the left 
side of the scans. The zero second point is at the (004) reflection. 
While decreasing the growth temperature was successful at improving the QW growth and 
photoluminescence behavior, it will also likely exacerbate nucleation. Additionally the GaAs layer above 
the QW will be grown at higher temperatures which may result in diffusion of indium. If GaAs is also 
grown at 580°C nucleation will certainly be an issue even if the InGaAs nucleation is not significant. 
Therefore, growth of the QW was characterized at 625°C using higher TMIn flow rates. Two TMGa flow 
rates were studied, 0.2 sccm (Fig. 5.32) and 0.05 sccm (Fig. 5.33), at different TMGa/TMIn ratios. The 
higher TMGa flow rates resulted in emission around 920nm to 930nm. The higher TMIn ratios (Fig. 
5.32b, 5.33b) presented a somewhat red-shifted peak, however the change was not significant. The low 
TMGa flow rate resulted in an emission peak near 1250nm for both TMI/TMGa ratios. Once again the 
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variation in emission wavelength was small with the change in TMIn ratio. Comparison of PL from 
quantum wells with identical TMIn/TMGa flow rate ratios (R=50) but different TMGa flow rates 
demonstrates an interesting result. The high TMGa flow rate sample (0.12 sccm TMGa) has an emission 
peak near 960nm (Fig. 5.34a) much like Figure 5.33a while the low TMGa flow rate sample (0.05 sccm 
TMGa) has an emission peak near 1250nm (Fig. 5.34b), similar to Figure 5.33b.  
 
Figure 5.31 – Photoluminescence spectrum of an InGaAs QW grown at 580°C on a bare 
substrate. 
 
Figure 5.32 – Photoluminescence data from InGaAs layers grown in 3D templates at 0.2 sccm 
TMGa and flow rate fractions (TMI/TMGa) of 20 (a) and 35 (b).  
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Figure 5.33 – Photoluminescence data from InGaAs layers grown in 3D templates at 0.05 sccm 
TMGa and flow rate fractions (TMI/TMGa) of 50 (a) and 100 (b). 
 
Figure 5.34 – Photoluminescence data from InGaAs layers grown in 3D templates at 
TMI/TMGa=50 for TMGa flow rates of 0.12 sccm (a) and 0.05 sccm (b). 
It has been shown previously (19) that low growth rates tend to lead to island formation rather than a 
layer-by-layer growth mode. These islands were found to be In-rich, and may be present in our growth. In 
addition, V/III ratio is known to affect In incorporation as well by decreasing the incorporation rate at 
high V/III ratio (19). The V/III ratio in the reactor is extremely high due to the inability of the arsine MFC 
to decrease below 100 sccm (this is a typical flow for standard MOVPE growth conditions – our growth 
is at least 50 times lower group III flow rate than typical conditions). Finally, it is possible that the flow 
rates of the group III sources are not the expected values. This could result in little to no TMGa flow, or 
unexpectedly high TMIn flow. An analysis of the reactor dilution lines resulted in an obvious problem 
with the previous growths. Each dilution line is comprised of a source MFC which runs through the 
source bubbler, a dilution MFC which mixes with the output of the bubbler and an injector MFC which 
sends a specified flow rate of this mixture into the reactor (Figure 5.35). If the flow rate behind the 
injector MFC is less than the specified flow rate of the injector MFC there is insufficient pressure behind 
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the injector to reach this flow rate. As a result the injector MFC will remain completely open in an 
attempt to achieve the set point and the flow will be erratic. In order to achieve the extremely low molar 
flows required for nucleation free growth the dilution and source MFCs were set quite low. However, 
initially the MFC’s had been set in such a way that the source MFC was extremely low and the dilution 
MFC quite low as well, resulting in a sum total less than the injector set point. Alternatively, the source 
MFC could be increased while simultaneously increasing the dilution MFC until their sum total is greater 
than the injector MFC setpoint. While the results of Figure 5.27-5.34 were largely due to irregularities of 
the MFC output rather than a growth phenomenon, this is an important point to address. Three-
dimensional SAE requires flow rates much lower than typical planar SAE, so this situation may be 
encountered by operators of MOVPE systems for the first time and the same error repeated. In addition, 
the data from Figures 5.27 - 5.34 serves to elucidate the difficulties of indium incorporation in InGaAs 
growth. 
 
Figure 5.35 – Schematic of a typical dilution line in an MOVPE reactor. 
Planar test structures were fabricated for PL by growing AlGaAs/GaAs/InGaAs/GaAs/AlGaAs at 
thicknesses of 400/30/10/30/200nm using corrected source and dilution MFC flows. The resultant PL data 
(Figure 5.36) exhibits a red shift of the QW emission wavelength with increasing growth time, as 
118 
 
expected. In addition the PL from the QW is extremely bright (aided by the additional AlGaAs barriers), 
indicating good material quality. A series of samples were grown with fixed composition/varying time 
and fixed time/varying composition in order to calibrate the InGaAs growth (not shown). Simultaneous 
fitting of the curves proved difficult, however, and appropriate flow rates for desired emission 
wavelengths were determined empirically. 
 
Figure 5.36 – Photoluminescence data from planar test structures of different InGaAs composition (inset). 
5.8 Low-Pressure MOVPE 
The emission wavelength from InGaAs can range from roughly 900nm to 1050nm for a 
psueomorphic (strained, not relaxed) quantum well (20). This requires a sphere size of 520-630nm in 
order to align the complete photonic band gap of a GaAs inverse opal with the emission wavelength. 
Nucleation tests using 630nm spheres on the Thomas Swan reactor resulted in massive nucleation on the 
samples. The flow rates calculated for nucleation suppression are difficult or impossible to achieve on the 
reactor, and would require prohibitively long growths to fill the structures (>100 hours). This necessitated 
a method of inhibiting surface nucleation besides simply reducing the flow rate of the group III sources. 
The solution to these problems was transferring all growth to a recently activated Aixtron200/4 low 
pressure MOVPE reactor (Fig. 5.37). 
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Figure 5.37 – Aixtron 200/4 low pressure MOVPE reactor. The reactor has a glovebox and 
antechamber that is continuously purged with nitrogen. The reactor is heated using a series of IR 
lamps and is computer controlled. 
Low-pressure MOVPE offers a number of advantages for 3D SAE. First, at low pressure (50mBar 
compared to 1000mBar) the molar flow rate of TMGa can be more than 30 times greater while 
maintaining the same partial pressure of TMGa. In effect nucleation can be suppressed while increasing 
the growth rate 30x. In addition, the bulk gas-phase diffusion constants of the precursors will increase 
linearly with decreasing pressure resulting in decreased pressure over the template as molecules will be 
able to more rapidly diffuse toward any exposed GaAs. The supersaturation required for heterogeneous 
nucleation also increases with decreasing pressure which will serve to minimize nucleation at a given 
group III partial pressure (2). Many decomposition reactions for group III precursors are heterogeneous 
reactions, requiring an additional species to initiate the decomposition. For example, TMGa is believed to 
decompose according to Equation 5.11 where a hydrogen radical reacts with TMGa to form MMGa, 
methane and a methyl radical. Decreasing the reactor pressure results in fewer gas molecules in the 
reactor as well as fewer collisions, effectively reducing gas-phase pyrolysis. The pyrolized precursor 
often has a significantly greater sticking coefficient compared to the initial state. Therefore reducing gas-
phase pyrolysis should result in a decrease in the number of precursors sticking to the template. Surface-
mediated decomposition occurs at the substrate allowing growth to proceed with enhanced selectivity (2). 
In addition to low pressure, the Aixtron reactor allows for far greater control of the V/III ratio during 
growth. This is significant, as the V/III ratio can affect morphology by altering group III surface 
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migration, prevent carbon incorporation, and lead to As-like intersticial defect formation at low V/III 
ratios (2, 21). Finally, the Aixtron reactor has a load-locked glove box which is useful for dry, oxygen 
free sample preparation and a large susceptor capable of holding a 4” wafer. 
( ) 33433 CHGaCHCHGaCHH ++→+  (5.11) 
5.8.1 Nucleation testing using LP-MOVPE 
Growth conditions for the Thomas Swan atmospheric pressure reactor are shown in the first row of 
Table 5.2. These conditions are for a typical nucleation-free growth on an opal fabricated from 920nm 
spheres. Growth using these conditions for an opal fabricated form 630nm spheres will result in 
significant surface nucleation. The conditions in the second row of Table 5.2 are for the Aixtron reactor 
at 50mBar. The partial pressure of TMGa is identical between the two conditions however the molar flow 
of TMGa is 30x greater on the Aixtron reactor. In addition, the arsine partial pressure is significantly 
decreased on the Aixtron reactor, resulting in a V/III ratio of 38.1 (compared to >1000) which is typical 
for planar III/V growth. The Aixtron conditions were used to grow through opals fabricated with 630nm 
spheres for 30m, resulting in nucleation-free growth. This is quite significant as this result could not be 
achieved on the previous reactor, even at significantly lower flow rates, indicating the necessity of low 
pressure growth for 3D SAE. The sample grown in the Aixtron reactor is shown in the SEM in Figure 
5.38; nuclei are not observed in the cross-sectional images.  
Reactor Pressure 
(mBar) 
pTMG 
(mBar)
TMGa 
(mol/m)
pAsH3 
(mBar)
AsH3 
(mol/m) 
V/III 
Swan 1000 0.00186 8.6e-7 1.96 8.93e-4 1038 
Aixtron 50 0.00188 2.7e-5 0.0719 1.03e-3 38.1 
Aixtron 50 0.00566 8.09e-5 0.2157 3.08e-3 38.1 
Table  5.2 – Reactor Conditions for Thomas Swan (atmospheric pressure) and Aixtron (low 
pressure) MOVPE reactors 
The growth rate observed in Figure 5.38 varies significantly depending on the thickness of the 
template. This is unsurprising due to the variation in diffusion distance from bulk gas-phase to the 
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growing surface. However this does present some difficulties in determining the time for complete filling 
of a template based on a single measured thickness from a calibration growth. As the growth proceeds the 
remaining thickness of the template decrease, resulting in an increasing growth rate. These effects 
compound as the growth continues resulting in a nonlinear increase in growth rate. Thus the first two 
hours of growth, for example, will result in significantly less material grown than the final two hours. The 
time to fill a template was determined by fitting the growth rate to Equation 5.12. An exponential form 
was used to describe the compounding increase in growth rate. The variables A, B and C are fit 
parameters and S(t) is the remaining thickness at time t. The thickness measured in SEM for a given set of 
growth conditions is used to numerically fit Equation 5.12 and the time for complete filling of a desired 
number of layers was calculated. For the growth conditions shown in Figure 5.38 the time for complete 
filling of an 8 layer region of the template is approximately 10 hours. An attempted increase of TMGa 
molar flow rate by a factor of 3 (Table 5.2, row 3) resulted in nucleation on the sample (Fig. 5.39), 
though the growth rate did increase by the amount expected. 
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Figure 5.38 – Cross-section SEM of growth of GaAs through an opal template with 630nm 
spheres at the conditions from Table 5.2, row 2. Growth is shown through 1 (a), 2 (b), 4 (c), 5 (d), 
7 (e) and 10 (f) layer regions of the template. 
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Figure 5.39 – Cross-section SEM micrographs of growth of GaAs through an opal template with 
630nm spheres at the conditions from Table 5.2, row 3. Growth is shown through 2 (a), 3 (b), 4 
(c), 5 (d), 7 (e) and 10 (f) layer regions of the template. Nucleation is observed in the SEM and 
optical (g, h) micrographs.  
5.8.2 Growth of heterostructures using LP-MOVPE 
A series of growths were performed in order to determine the growth parameters to fabricate 
embedded quantum wells in 3D structures at desired emission wavelengths. While the target structure for 
this work is a GaAs inverse opal of approximately 8 layers with an embedded InGaAs QW (Fig. 5.40a), 
the 488nm laser light used for PL characterization cannot penetrate more than about 100nm into the 
structure. Therefore test structure such as those shown in Figure 5.40b are required to position the QW 
near the upper surface where carriers may be excited by the 488nm excitation wavelength. However, from 
a perspective of diffusion, nucleation and growth the starting structure of Figure 5.40c is equivalent to the 
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center image of Figure 5.40b, where the remaining template thickness in both cases is 4 layers. By 
removing the initial growth step of Figure 5.40b, significant amounts of time can be saved while still 
learning the necessary information about the QW growth. Quantum well growth tests were therefore 
performed on 4 layer opals (630nm spheres) growing an initial GaAs layer followed by InGaAs and a 
GaAs upper cladding. Templates are then removed using buffered HF and the samples capped with 
GaAs/AlGaAs/GaAs prior to PL measurements. 
 
Figure 5.40 – a) Model representation of the target structure for this work, a 3D photonic crystal 
with embedded quantum well layer. Photoluminescence test structures may be grown by filling an 
8 layer opal through 4 layers (b), growing the QW and GaAs cladding (c) followed by inversion 
(d). An equivalent structure can be fabricated by using a 4 layer opal (e), growing the QW and 
GaAs cladding (f) and inverting the structure. 
The first growth was performed with the lower GaAs cladding grown at 800°C followed by cooling to 
680°C and growth of the QW. The upper GaAs cladding was then grown during a 5m ramp from 680°C 
to 800°C, followed by an additional 30m of GaAs growth. The sample displayed some slight nucleation 
in SEM (Fig. 5.41a) and optical microscopy (Fig. 5.41b), though not enough to cause significant concern. 
The growth thickness was just under one layer (~500nm) in the four layer region of the sample (Fig. 
5.41c) and inversion revealed a relatively flat growth front (Fig. 5.41d) based on observation of the 
sphere diameter. Samples were etched in 1:1 HCl:water prior to loading into the reactor. The cap 
proceeded with GaAs/AlGaAs/GaAs layers in order to initially form a smooth interface with the GaAs 
template as regrowth was initiated, followed by growth of the ternary AlGaAs and ending with a thin 
layer of GaAs to protect the AlGaAs from oxidation. The resultant structure is shown in Figure 5.42a and 
exhibits similar faceting to that seen previously. The bottom of the spherical well where the QW resides 
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appears to be damaged or degraded in some manner for many the wells. This turned out to be the result of 
an old HF solution that was saturated and leaving insoluble etch product at the bottom of the wells prior 
to capping. This problem was solved for subsequent samples however its effects should be noted when 
analyzing the PL from this particular sample.  
The PL spectra for this growth is shown in Figure 5.42b. The GaAs band edge emission is clearly 
visible, as is a small peak at 950nm. A peak deconvolution was performed using OriginLab software 
which resulted in three distinct peaks at the GaAs band edge (870nm), 950nm and a broad peak across 
most of the measurement range. The broad peak is likely due to defect states which is understandable 
based on the SEM of the sample (Fig. 5.42a). The defects also likely decrease the emission at 950nm 
(which is likely from the InGaAs) by trapping carriers. Therefore, this result is promising while leaving 
much room for improvement. 
 
Figure 5.41 – Plan view SEM (a) and optical (b) micrographs displaying slight surface nucleation. 
Cross-section (c) and plan view (d) SEM show the sample was just under a half layer thick.  
Analysis of the sample by XRD (Fig. 5.43a) indicates a clear diffraction signal from the InGaAs 
layer, supporting the suggestion that the emission at 950nm is from the InGaAs. A small shoulder on the 
GaAs diffraction peak is also observed which is suspected as an AlGaAs peak (GaAs and AlGaAs are 
nearly lattice matched resulting in closely spaced peaks which may not be resolved for thin layers where 
peak broadening occurs). A fit of the XRD data is shown in Figure 5.43b with similar features from 
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AlGaAs and InGaAs layers. The AlGaAs is distributed pseudo-conformally in the 3D structure however it 
must be defined as a single layer in the fitting. This may result in some discrepancy of the fitted curve 
versus the experimental curve. According to the fit parameters the InGaAs is 11% indium and 14nm 
thick, while the AlGaAs is around 50% aluminum (thickness of the fit does not translate to a physically 
realistic quantity for the reasons described above). This InGaAs composition and thickness would yield 
emission at 935nm, close to the measured PL. It is therefore assumed that a light-emitting InGaAs layer 
was formed in the structure and optimization of growth could be performed.  
 
Figure 5.42 – SEM micrograph of the first QW test sample. Significant quantities of debris are 
seen in the spherical voids. b) The PL spectra of the sample is shown along with a multi-peak fit 
calculated in OriginLab software. 
 
Figure 5.43 – Measured (a) and calculated (b) x-ray diffraction pattern from the sample in Figure 
5.42 consisting of a GaAs film with an embedded InGaAs layer andAlGaAs cap layer. 
Several parameters were changed for the second growth including reducing the QW growth time to 
achieve a 10nm InGaAs layer, adding a GaAs layer at the QW growth temperature prior to growth, and 
reducing the group III partial pressure. In addition, the cap procedure was changed to a 1:10 
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ammonia:water etch performed in the Aixtron glovebox in order to minimize oxidation of the samples 
between the surface preparation and loading into the reactor. The first GaAs layer of the cap was also 
grown beginning at 600°C as the temperature was ramped from 600°C to 680°C in order to prevent 
indium evaporation or diffusion during the ramp. This resulted in a PL peak near 1250nm prior to capping 
(Fig. 5.44b) and a double peak at 1050nm and 1250nm after capping (Fig. 5.44c). It was assumed at the 
time that the long wavelength peaks were simply defect states due to red-shifted trap states. However, it is 
now known that this long wavelength emission is very likely due to quantum dot formation during the 
growth, which will be discussed in section 5.10.3.  
 
Figure 5.44 – Plan view SEM micrograph of a QW test sample with improved etching solution (spherical 
pores no longer contain debris). PL spectra are shown before (b) and after (c) capping the sample. The spectra 
after capping (c) also shows a multi-peak fit calculated in OriginLab. 
The dramatic change in PL between the two growths led to an analysis of the parameters that were 
changed. The key changes that were suspected of leading to this variation were a long growth interruption 
prior to the QW in the first growth (15s interruption in the second) and a 15s growth interruption after the 
QW in the first growth (30s in the second). It has been reported previously (22) that the growth 
interruption time during QW growth can play a significant role in the peak width (material quality) and 
intensity during PL characterization. In addition, both samples were deemed to have certain issues such as 
growth of InGaAs at too high a temperature (680°C, should be 625°C or less) and an increase in growth 
temperature after the QW. The first growth was therefore repeated only a proper oxide etch was used for 
sphere removal to prevent the damage in the bottom of the spherical wells. In addition, the InGaAs layer 
was grown at 625°C and growth was isothermal after the QW (GaAs at 625°C). The result is shown as the 
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black curve in Figure 5.45. The InGaAs peak became more prominent and blue-shifted slightly. An 
increase in the TMI flow for a subsequent growth resulted in the blue curve which exhibits InGaAs 
emission at 985nm. At this point it was apparent that light emitting layers could be grown in 3D templates 
and that control over the TMIn/TMGa ratio resulted in the expected control over the emission 
wavelength. In an attempt to improve the PL intensity the V/III ratio was increased from 34.1 to 51.9 
(21). The red curve is the high V/III ratio and was grown using otherwise identical conditions to the blue 
curve. The ratio of the InGaAs to GaAs PL intensity (an indicator of quality of the QW) was increased 
slightly by the increase in V/III ratio.  
 
Figure 5.45 – Photoluminescence data from three QW test structures. An increased TMI content 
and higher V/III ratio resulted in the strongest PL (red curve). 
With a set of conditions established for InGaAs growth, the sphere size of the opals used was further 
scaled down from 630nm to 520nm in order to align the PBG with the InGaAs emission. The growth rate 
was severely depressed by this smaller sphere size, resulting in very shallow spherical wells upon 
inversion (Fig. 5.46a) and capping (Fig. 6.46b). This suggests that the length of the unobstructed path 
through the opal has been decreased below the mean free path of the gas molecules. The gas molecules 
travel approximately 750nm before a collision with the template will occur. At 625°C and 50mBar the 
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mean free path of MMGa is approximately 5μm. The template scattering length is significantly smaller 
than the mean free path in the bulk gas phase, therefore reducing the lattice constant of the template 
dimensions will directly reduce the diffusion constant. The PL from this sample showed two distinct 
peaks, one at 950nm and the other at 1250nm (Fig. 5.46c). At the time it was believed this was a QW 
peak (950nm) and PL from defect states (1250nm). Since the only major difference between this sample 
and the previous samples is the reduction in growth rate and consequent decrease in upper cladding 
thickness, a sample was grown with 520nm spheres and a 3x increase in upper cladding growth time (Fig. 
5.47). The PL for this sample exhibited a narrow QW emission peak at 950nm with no significant peak in 
the longer wavelength range (Fig. 5.47a).  
 
Figure 5.46 – SEM micrographs of a quantum well test structure grown through 520nm spheres 
after inversion (a) and capping (b). The photoluminescence spectra are shown for two regions of 
the sample. 
 
Figure 5.47 – Quantum well test structure grown with 3x greater upper cladding thickness 
compared to Figure 5.46. PL data (a) and SEM for two cap thicknesses, 8nm  (b)and 12nm (c) of 
AlGaAs. 
129 
 
Two cap growths were tested on this sample, estimated at 8nm (Fig. 5.47b) and 12nm (Fig. 5.47c) 
AlGaAs, order to determine whether or not there was an effect of insufficient passivation. However the 
emission from both samples was identical (Fig. 5.47a). This proved important because it was found that 
the cap can rapidly reduce and close the PBG for this structure. Band structures for GaAs inverse opals 
with varying cap thickness are shown in Figure 5.48. The structure without a cap layer possesses a PBG 
at a/λ=0.83. The PBG shifts to lower energy with increasing cap thickness and begins to narrow, 
completely closing at the W point at a cap thickness of only 20nm. The thinnest cap that still achieves 
complete passivation should therefore be used. 
 
Figure 5.48 – A portion of the photonic band structure which includes the PBG for a GaAs 
inverse opal. The band structure is calculated for various AlGaAs cap thicknesses. 
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The relative height of the QW emission versus the GaAs band edge emission remained relatively low 
in samples grown in 520nm spheres despite attempts at optimizing growth conditions. Comparing the 
520nm sphere sample (Fig. 5.49, red curve) to a representative growth using 630nm spheres (Fig. 5.49, 
blue curve) the difference is clear, with the InGaAs emission about 5x lower in the smaller sphere sample, 
though the GaAs emission is actually greater for the small sphere size. While the reason for this remains 
somewhat unclear, it is speculated that the smaller sphere samples may be more susceptible to surface 
defects than the larger spheres due to the increased surface to volume ratio, which scales as 1/r. In 
addition, the surface preparation etch (ammonia:water) was initially used at 1:1 ratio, which is highly 
corrosive and likely damaged the surface. Some improvement was made by correcting this etch procedure 
(not shown). In addition, there are some gallium oxides which are not etched by ammonia:water, therefore 
a short bakeout was employed during the cap growth (23). This, however, resulted in no significant 
improvement of PL intensity. The etch procedure was eventually switched to the same HCl:water etch 
used for initial surface preparation due to discussion with students in the Coleman group. Samples were 
etched in HCl:water and placed into a container of IPA and sealed. This container was brought into the 
Aixtron glovebox and samples dried in the nitrogen atmosphere of the glovebox. The effect on PL 
intensity was not characterized, however. 
 
Figure 5.49 – Photoluminescence from representative samples based on templates from 520nm 
and 630nm spheres. 
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While growth of thin layers at the bottom of a 4 layer structure allows for high throughput 
characterization of QW growth, it is not an entirely accurate representation of the growth in thick 
samples. The observed uneven growth front will result in different growth rates, size and position of the 
InGaAs layer as a function of in-plane location, which will likely affect the PL spectrum. A QW test 
sample grown through the first layer of the template is shown in Figure 5.50a and c. A similar sample 
with the QW grown at the bottom of the template using otherwise identical conditions is shown in Figure 
5.50b. The PL spectrum of the thick sample (Fig. 5.50d, blue curve) is significantly broadened and red- 
shifted compared to the spectrum from the thin sample (Fig. 5.50d, red curve). The broadening is 
unsurprising, due to the likelihood of significant geometrical variation. The red-shift is likely due to the 
formation of quantum dots during growth, though this was not considered at the time the data was 
collected. 
 
Figure 5.50 – a) Cross-section SEM of a GaAs inverse opal with passivation that was grown 
through multiple layers of an opal. b) Cross-section SEM GaAs growth through 200nm of an opal 
template. c) Plan view SEM of the surface of the opal from (a) showing that the sample is in fact 
grown through several layers. d) Comparison of PL from the multilayer (blue) and thin, single 
layer structure (red). 
5.9 Partial Pressure and Growth Rate Variation Caused by Varying Sample Geometry 
During the investigations of InGaAs growth in 3D structure it was observed that nucleation may be 
more significant on thinner areas than on thick areas in some samples. An example is shown in Figure 
132 
 
5.51a, where the red box on the optical micrograph encloses a thick region of the opal and the blue box 
encloses a thin region. The corresponding SEM (Fig. 5.51b-c) micrographs show very little nucleation on 
the thick region of the sample and a moderate nucleation on the thin region. This is in contrast to previous 
studies of the partial pressure over varying template thicknesses which indicated an increased partial 
pressure over the thicker regions of the template. To investigate this behavior FEM was performed to 
calculate the partial pressure over the length of the sample, taking into account the entire sample 
geometry. The number of layers of the template was accounted for as was the exposed GaAs of the 
substrate lying above and below the template. The partial pressure profile over the template is shown in 
Figure 5.52 with the curve colored according to the number of layers. Surprisingly, the effect of the bare 
GaAs above and below the template is more significant than the number of layers of the template in 
determining the partial pressure over the mask. The partial pressure curve is parabolic as seen for the solid 
SiO2 masks. This is not particularly surprising due to the rapid diffusion of precursors in the bulk gas-
phase. However, this will lead to variation in nucleation behavior due to the varying size of the opal on 
each substrate.  
 
Figure 5.51 – a) Optical micrograph of an opal template filled with 500nm of GaAs. Plan view 
SEM of the surface of a thick region (red box) shows little nucleation (b) however the SEM from a 
thin region (blue box) shows several nuclei in the field of view (c). 
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Figure 5.52 – Calculated partial pressure profile over the opal in Figure 5.51. Inset shows the 
computation cell and TMGa partial pressure profile. 
Controlling the dimensions of the opal (length, width is fixed by substrate width) should create a 
relatively uniform partial pressure profile over the mask. The effect of opal length is shown in Figure 
5.53. The peak partial pressure over the opal varies dramatically with the length of the opal due to the 
slow diffusion through the opal and the exposed GaAs acting a sink of the precursors. This presents an 
additional mechanism to reduce the partial pressure over the opal, in addition to improving batch-to-batch 
uniformity. It should also be noted that the partial pressure decreases rapidly near the edges of the opal, 
which will lead to a reduced growth rate in these regions. The effect of the GaAs length was also 
explored, however increasing the length of the GaAs proved to have only a subtle effect. Based on these 
data samples were hereafter cleaved to approximately1mm x (substrate width) and GaAs dummy wafers 
of 1mm x 20mm were placed along the cleaved edges of the opal. This led to a relative degree of 
uniformity of growth conditions between samples and batches. It was however observed however that the 
template tended to delaminate during growth when using the cleaved samples. This problem was solved 
by performing the surface preparation prior to sample cleaving based on the hypothesis that the opals 
were being undercut or that the opal adhesion was damaged slightly during cleaving and the water 
exacerbated this issue. When cleaving is performed after the oxide etch any delamination that will occur 
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during growth occurs during the cleaving process, allowing for heavily damaged samples to be discarded 
prior to growth. 
 
Figure 5.53 – Calculated partial pressure profile over an opal of varying length surrounded by 
1mm of GaAs on each side. 
5.10 3D Photonic Crystal Optoelectronic Devices 
With the ability to fabricate 3D, single-crystal GaAs photonic crystals and incorporate light-emitting 
InGaAs layers during the growth process, functional electronic devices were the next to be developed. 
Creation of an optoelectronic device from these structures requires an ability to add electronic dopants, a 
device design and fabrication scheme compatible with the 3D structure, and an appropriate means of 
characterization.  
5.10.1 Electronic doping of single-crystal, 3D photonic crystals 
In order to investigate the doping behavior opals were fabricated on semi-insulating (SI) GaAs 
substrates. Both n-type GaAs:Si and p-type GaAs:C were grown through such opals, yielding a 
conductive 3D structure on a semi-insulating substrate. This allowed for conductivity measurements 
where the only current path was through the template. While characterization of doping is most 
commonly performed using Hall Effect measurements, the unique geometry of these materials does not 
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allow for such a characterization. An empirically determined "scattering factor" would likely be required 
to fit these data due to the collisions with the surfaces of the 3D structure. However, a simple series of 
measurements referred to as transmission line measurements (TLM) allows for determination of material 
resistivity. While the carrier type (donor or acceptor) and the mobility are not directly measured, we can 
assume with a high degree of certainty that we know the carrier type and for the proof-of-concept devices 
shown here we only need know the resistance of the material to verify we can grow conductive GaAs. 
Further optimization of the growth conditions to maximize mobility and accurately achieve a given carrier 
concentration are an engineering exercise which need not be explored at this time. 
Transmission line measurements are two-point resistance measurements between a series of electrical 
contacts, or pads, of varying spacing. The resistance can then be plotted as a function of length, allowing 
determination of the contact resistance (y-intercept) and resistivity per unit cross-sectional area. If the 
area of the conductor is known, the resistivity may be calculated. The TLM pattern used for 
characterization of the GaAs inverse opal structures is shown in Figure 5.54a. The Ti/Au coating on the 
inverse opal (Fig. 5.54d) is clearly observed in SEM, though the film is not solid due to the morphology 
of the PhC surface. It is important to note that while the measurements are taken between pads in the 
horizontal direction, if there is a current pathway of lower resistance this will dominate the measurement. 
For this reason care must be taken to design the TLM pattern without such current pathways, or only 
measure between the pads that do not have such low resistance alternate pathways. In the case of this 
TLM pattern, the pathways shown are used for determination of resistivity while others pads above (not 
shown in Figure 5.54) are not used due to the close proximity of neighboring pads. 
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Figure 5.54 – a) SEM of Ti/Au pads on inverse opal surface. The horizontal pad spacing is 
labeled. SEM of the uncoated (b) and Ti/Au coated (d) inverse opal surface at the corresponding 
circle in (a). c) The calculated resistance as a function of effective length between pads. 
For wires or planar substrates the pad separation and cross-sectional area are easily determined. 
However, for the 3D structures investigated here these properties are not straightforward. Due to the 
unconventional geometry of the structure and the size scale of the structure, quantum size effects (QSE) 
will likely play a significant role in determining what volume is occupied by the carriers. A 3D model of 
an inverse opal is shown in Figure 5.55. The structure is divided into three repeated regions based on the 
number of spatial dimensions in which carriers will feel QSE. Charge carriers will likely not occupy 
certain volumes of the material due to these potential barriers, making the structure essentially a network 
of wires with spheres of slightly larger diameter than the wires occupying the intersection points (at the 
interstices). This ball and stick model is the basis for the subsequent analysis. 
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Figure 5.55 – Schematic representation of an inverse opal PhC. The various regions of the 
structure are highlighted and the approximate energy of carriers in each region is shown. 
The pad separation will be greater than the linear distance between pads because the carriers must 
follow a curvilinear path through the 3D structure. This is shown schematically in Figure 5.56a, where 
the arrow shows a possible carrier pathway through the GaAs as the carrier travels around the spherical 
void in the template. This pathway, to a first approximation, may be thought of as a sinusoid, thereby 
creating an effective pad separation Leff, which may calculated by Leff = 1.23L where 1.23 is the 
approximate scaling factor of the linear distance between two points for a sinusoid with amplitude one 
averaged over a large distance (40 periods or more). The cross-sectional area to be used for TLM 
calculations is also not obvious. There are several different connecting pathways through the structure 
which each possess a different cross-sectional area. The (100) face is shown in Figure 5.56b and will be 
used for the following calculation. The length scales in the cross-section are tens of nanometers, with 
significant portions of the area tapering down much smaller than that as seen in Figure 5.56b. The 
regions indicated by red are less likely to be occupied by electrons or holes due to a potential barrier 
caused by quantum size effects. As an approximation, the unshaded circles are used as the cross-sectional 
area of a unit cell. The total area is taken as the product of the sample width and thickness (Fig. 5.56c) 
times the fraction of the unit cell area occupied by the circles. These two approximations for length and 
area allow an estimation of material resistivity. The resistance was plotted as a function of the effective 
length in order to determine the contact resistance and the resistance per unit length (Fig. 5.55c). The 
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latter was multiplied by the area calculated according to Figure 5.56b to estimate the resistivity. The 
results of three n-type and two p-type doping tests are shown in Table 5.3 where the dopant flow rate 
increases down the table. The values for a commercial GaAs:Si wafer are shown in the bottom row for 
comparison. The conductivity of silicon doped GaAs wafer is approximately an order of magnitude 
greater than the highest conductivity n-type 3D film. This is not surprising considering the scattering 
events which likely occur due to the geometry of the film.   
 
Figure 5.56 – a) Curvilinear path carriers must follow in order to traverse the inverse opal 
geometry. b) Cross-sectional area occupied by charge carriers; red regions are of high energy and 
less likely to be occupied. c) The cross-sectional area is the total cross-sectional area of the sample 
reduced by a occupation fraction calculated from (b). 
Type Dopant ρ  (ohm-cm) σ (ohm-cm)-1
n-type Si 8.1x10-1 1.23 
n-type Si 9.02x10-2 11.09 
n-type Si 2.63x10-2 38.02 
p-type C 4.64x10-2 21.55 
p-type C 3.03x10-3 330 
n+ wafer Si 2.65x10-3 377 
Table 5.3 – Calculated resistivity/conductivity for various doping tests in 3D structures. 
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5.10.2 Device design and fabrication 
A light-emitting semiconductor device may be designed with one of two emission directions, vertical 
(surface-emitting) or horizontal (edge-emitting). Two common surface emitting designs are shown in 
Figure 5.57a and b, an offset electrode design for a GaN LED and a ring-electrode design for a vertical 
cavity surface emitting laser (VCSEL), respectively. The offset electrodes require a transparent conductor 
for current spreading over the entire device area. Additionally, the device must be fabricated in such a 
way as to expose the highly doped first layer of GaN to which the back contact will be formed. The ring 
electrode is a fundamentally simpler design and is ideal for devices which require or tolerate an aperture, 
such as a laser. In a VCSEL the ring electrode is formed an a mesa etched around the ring to electrically 
isolate the structure from the rest of the substrate in order to prevent carrier spreading and a reduced 
optical output at the center of the ring. An oxide aperture is then formed by oxidation in a heated, wet 
environment in order to force carrier recombination to occur at the center of the ring in the active 
material, rather than under the ring itself. Edge emitting designs are by far the easiest to fabricate, 
requiring only two large area electrodes, one each on the top and bottom of the sample (Fig. 5.57c).  
 
Figure 5.57 – (a) Vertically emitting devices including a GaN LED with current spreading layer 
(24) and (b) a VCSEL with a ring electrode (25). (c) Edge-emitting laser with complete top and 
bottom contacts (26). 
While choosing the device geometry for the first demonstration of a 3D PhC optoelectronic device, 
several design requirements were considered: 
i) Maximize light output 
ii) Fewest number of processing steps possible 
iii) Minimal or no photolithography  
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iv) Simplify data collection 
It is not entirely known how much scattering will occur as light propagates laterally (parallel to the 
substrate) through a photonic crystal. It was assumed that this could be significant; therefore a vertically 
emitting structure was chosen. A vertical emitter also allows for simplified data collecting using a 
standard upright microscope. A ring electrode design was adopted to avoid the use of a current spreading 
layer which would increase the absorption of the sample and reduce light output. Test patterning was 
performed on silicon inverse opals to determine if photolithography would be feasible. It was suspected 
that the topography and large-scale porosity of the structure may interfere with metal lift-off and that 
diffraction of the UV lamp may lead to broadening of features. Optical micrographs of gold lines 
patterned on an inverse opal using lift-off shown good fidelity in some regions (Fig. 5.58a). However in 
many cases the gold does not lift-off due to difficulties in removing the resist and metal from the porous 
3D structure, instead leaving large metal deposits (Fig. 5.58b). The use of a shadow mask would allow 
for patterning without photolithography and would reduce the number of processing steps. A closed ring 
may not be deposited using a shadow mask therefore a split ring was implemented. 
 
Figure 5.58 – Optical micrographs of gold lines patterned by lift-off on silicon inverse opals. In 
some regions lift-off was successful (a) however more often the gold could not be removed from 
the surface during lift-off (b). 
The process flow for fabricating 3D PhC LEDs is shown in Figure 5.59 and will be described here in 
detail. After AlGaAs passivation the n-type contact is deposited on the back of the sample. In order to 
avoid contamination on the PhC from adhesives samples are mounted backside down using carbon tape 
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onto two small dummy substrate with only slight overlap of the sample and the dummy. Two additional 
dummy substrates are then mounted to a glass slide and carbon tape mounted on top of them. The spacing 
is such that the sample will fit between the dummy substrates on the glass slide so that the two pairs of 
dummy substrates may be brought into contact with the PhC surface facing the glass slide. The n-type 
contact is then evaporated (Ge/Au/Ni/Au at 200/500/300/500Å) and annealed at 350°C in hydrogen. The 
back surface of the sample was then cleaned of carbon tape residue and the sample mounted backside 
down onto a glass slide using carbon tape. A kapton shadow mask was fabricated and fixed in place with 
the ring electrodes aligned to the center of the sample. The p-type contacts (Ti/Au at 150/1500Å) were 
then deposited onto the sample surface through the ring electrode pattern in the shadow mask (Fig. 
5.60a).  
Mesas are commonly patterned in GaAs devices to increase the current density in a device, given a 
fixed current, by localizing charge carriers to the region of interest on the chip. This serves to increase 
light output from a specified region of the substrate or device. Typically a hard mask such as SiO2 is 
patterned on a substrate surface and an inductively-coupled plasma reactive-ion etch (ICP-RIE) is used to 
remove the GaAs. A 900nm SiO2 layer was grown by PECVD, which has the added benefit of sealing the 
large-scale porosity of the inverse opal, allowing for photolithographic patterning of the surface. The 
PECVD layer is not a flat, dense film, but is comprised of nodules (Fig. 5.60b) likely formed as small 
nuclei which grew and coalesced during the PECVD process. Testing confirmed however that this film 
protects the underlying GaAs from the later ICP-RIE steps despite the porosity. The samples are next 
mounted to a 1cm x 1cm GaAs substrate by placing the sample on the wafer and tacking the corners with 
crystal bond, a low melting point paraffin wax used to mount samples during TEM sample preparation. 
The larger carrier substrates allow for easier handling during photolithography and allow the samples to 
be mounted on the spinner chuck (the small samples used are too small to be held by the vacuum chuck). 
The samples are coated with AZ4620 photoresist using 500rpm for 5s followed by 5000rpm for 30s. This 
photoresist is much thicker (~8 microns) than that typically used for microelectronics patterning. 
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However, subsequent dry etching of SiO2 necessitates a thick photoresist to withstand the long etch time. 
Circular patterns are formed in the photoresist over the contacts (Fig. 5.60c) to protect the contact during 
the mesa etch.  
 
Figure 5.59 – Fabrication scheme for 3D photonic crystal LEDs. 
The samples are next etched in an RIE system using CF4 (20 sccm) and O2 (1.2 sccm) at 50mTorr, 
150W for 38 minutes. The etch time was calibrated using planar substrates with identical SiO2 films 
grown by PECVD in order to prevent overetching. The patterned samples are then dipped in buffered HF 
(Transene Buffered HF Improved) for 20s to remove any small SiO2 deposits within the opal that were 
not etched by RIE (the dry etch is generally line-of-sight, whereas the PECVD may have resulted in some 
material deposition below the first layer of the structure). The samples are then soaked in acetone to 
remove the photoresist and crystalbond and finally degreased in O2 plasma (500mTorr) for 1m30s at 
300W.  
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Figure 5.60 – a) Optical micrograph of a Ti/Au ring electrode on a GaAs inverse opal. b) SEM micrograph 
of SiO2 deposited on the inverse opal by PECVD. c) Photoresist (AZ4620) patterned over ring electrode. d) 
Cylindrical mesa etched using ICP-RIE. 
Before samples are loaded into the ICP-RIE a descum is performed on the chamber (with the platter 
loaded) at either 300W DC / 500W RF or 200W DC / 300W RF depending on the temperature of the 
chamber and the ability of the matching network to minimize the reflected power. When the reflected 
power tends to rise above several watts the lower of the two power combinations is chosen to minimize 
heating of the platter. The descum is run for 15 minutes followed by the GaAs etch conditions for 15 
minutes (1.2 mTorr + base pressure, 2.0 sccm SiCl4, 2.5 sccm Ar, 35W DC, 105W RF). The platter is 
then moved to the loadlock and the samples loaded. Samples are surrounded by dummy wafers to prevent 
them from shifting during the transfer of the platter into the chamber due to the large pressure differential 
between loadloack and chamber. The samples are then etched for 26 minutes to create the mesas (Fig. 
5.60d). After ICP-RIE samples are etched for 5 minutes in buffered HF to complete the processing. 
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5.10.3 3D Photonic crystal devices 
Device growths are separated into two runs, the first of which is the base structure. Estimates for the 
time to grow through half the template thickness are made using previously described empirical fitting. 
The base structure is the lower n-type layer grow up to just below half the template thickness as seen in 
Figure 5.61a. For each base structure growth one sample is removed and the thickness measured to 
determine the height of the growth front prior to the second growth. The base structure is typically grown 
for several samples simultaneously due to the duration of the growth (~12 hours). Subsequent devices can 
be grown individually, varying the parameters of the light emitting layer and p-type doping, however they 
each share a common base structure. A completed structure is shown in Figure 5.61b, where around 6 
layers have been filled. Reflectance spectra of the sample are collected from the backside through the 
substrate due to the significant scatter from the top surface. The spectra after inversion (black curve) and 
capping (blue curve) are shown in Figure 5.61c. The two high energy band gaps in ΓL are centered 
around 940nm and 1050nm.   
 
Figure 5.61 – Representative SEM of a device structure after growth of the base halfway through 
the template (a) and after complete growth of the device (b). c) Reflectance spectra before (black) 
and after (blue) capping. 
The first device grown (sample D1Q1) is shown in Figure 5.62a. The structure consists of n-type 
layers in the base structure, the InGaAs QW, p-type layers above and terminates in a highly doped p+ 
layer to achieve ohmic contact. This particular sample had an undoped region in the p+ layer due to an 
MFC error. This unintended layer had the positive result of elucidating the effects of current spreading, as 
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demonstrated below. A current-voltage (IV) curve of the device shows excellent rectification (Fig. 
5.62b), indicating the device is in fact a fully-functioning 3D photonic crystal diode! The light-emitting 
behavior of the diodes was measured using the XenICs IR camera described previously. A carbon-steel 
plate with magnetically mounted electrical probe manipulators was positioned on a microscope with long 
working distance microscope objectives. The IR camera was mounted on top of the microscope and a 
semiconductor parameter analyzer used to maintain constant voltage control of the diodes. Devices were 
placed on an Au-coated slide which made contact with the back of the sample (the n-type contact) and 
one of the probes was contacted to the Au-coated slide while the other contacted the ring electrode. 
 
Figure 5.62 – a) Device structure outlining the doping profile of the structure. b) I-V curve for a 
representative device which exhibits excellent rectification. 
Electrically driven emission from a single-crystal 3D photonic crystal device is shown in Figure 5.63. 
Images are collected using a 3s integration time and 10x microscope objective. As the voltage applied to 
the LEDs is increased the brightness is correspondingly increased. The emitted light is seen to scatter 
from the rough surface etched by ICP-RIE. Strangely, it appears that the light is being emitted primarily 
from a region underneath the contact. While the contact is not transparent, the pores in the structure are 
larger than the thickness of metal deposited, allowing light emitted from underneath the contact to escape 
(for example, see Fig. 5.54d). Therefore, the observed emission is either due to light emitting from under 
the contact, or blackbody radiation due to heating of the contact. Contact heating would be nonlinear as a 
function of current, while emission from the QW would be linear with current. The images from Figure 
5.63 were collected again only with a 1s integration time (Fig. 5.64) to reduce saturation in the images 
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and allow for quantitative analysis of the pixel intensity. The light output as a function of current was 
evaluated by measuring the pixel intensity in two areas of each image, defined by the boxes in Figure 
5.65a. The resulting L-I curves from these two locations are linear (Fig. 5.65b), indicating the emission is 
likely not thermal emission.  
 
Figure 5.63 – IR camera images of electroluminescence from the 3D photonic crystal LED in 
Figure 5.62. Images were captured with 3s integration time. 
 
Figure 5.64 – IR camera images of electroluminescence from the 3D photonic crystal LED in 
Figure 5.62. Images were captured with 1s integration time. 
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An analysis of images taken at a 1s integration time (Fig. 5.64) also shows that the light is emitting 
the brightest from the edge of the contact and center of the ring electrode (Fig. 5.64, 1.1V). As the voltage 
is increased this region saturates in the image and eventually the contact brightness reaches saturation as 
well. This likely indicates that there is poor current spreading in the devices. For adequate current 
spreading in this 3D geometry the highly doped layer must have lateral interconnects between unit cells as 
described in section 5.10.1. The unintentional undoped layer in the p+ region of the device likely resulted 
in the lateral interconnects being grown with undoped material. Thus, while not an ideal result, this device 
does serve to emphasize the importance of current spreading and adequate thickness of the current 
spreading layer in these structures.  
 
Figure 5.65 – a) Representative IR camera image with two measurement locations outlined in 
white and red. b) The calculated L-I curves for the red and white locations in (a). 
The second device (sample label D1Q2) was grown identical to the previous device only the p-type 
layers were grown without the unintentional undoped layer. Images of the LEDs are shown in Figure 
5.66 (as a function of current in this case, which will be the way this data is presented for the remainder of 
this thesis). It is immediately clear in the first row of images that current spreading is improved and light 
emission is occurring from the entire mesa. The intensity of the emission is still greater at the edge of the 
contact, however this is reasonable considering many carriers are generated from the back edge of the 
contact and would have to diffuse the entire distance of the contact before they reach the exposed regions 
of the device. The emission from the center of the ring electrode however is particularly bright. As the 
current is increased the emission intensity appears to increase linearly as observed in the previous sample. 
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At this point the 3D photonic crystal LEDs were considered to be functioning properly and further optical 
characterization was performed. 
 
Figure 5.66 – Electroluminescence images from the second device (D1Q2) with improved current 
spreading. 
The next step in the evaluation of these devices was to collect the emission spectrum and determine 
whether or not it was modified by the photonic crystal. This was attempted initially using a setup in 
Professor Choquette’s group in the ECE department that is used to measure emission from VCSELs. This 
proved unsuccessful though, likely due to the small acceptance angle of the fiber used for light collection 
from the sample. The system used for all previously discussed PL measurements uses a series of lenses to 
couple emitted light into a spectrometer. The spectrometer has an InGaAs detector and a Si CCD which 
can be used to measure the signal. This setup was modified include a vertical plate to mount probe 
manipulators to contact the sample. A Keithley source meter was used as the power source for the LEDs 
(Fig. 5.67). The emission spectra from D1Q2 and D1Q3 (the third device, QW growth time was increased 
from 7m30s to 9m) are shown in Figure 5.68a and b. Both spectra show a broad peak from 900nm to 
1100nm with several pronounced dips in emission intensity. Comparison to the band structure for this 
PhC (Fig. 5.68c) show good correlation with band gaps and band edges (DOS peaks). The emission dips 
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at 940nm and 980nm match well with the PBGs at a/λ=0.84 and 0.76, respectively. In addition the 
emission peak at 1012nm lies at the band edge of one of the two PBGs, correlating with the DOS spike 
caused by van Hove singularities (27). However, infiltration of these samples with petroleum jelly 
resulted in no change in the spectra. If the spectral regions of emission suppression and enhancement 
were in fact due to the PhC infiltration of a material with refractive index greater than air would result in a 
spectral shift of these features.  
 
Figure 5.67 – Modified PL setup used for electroluminescence data collection. A Keithley source 
meter (left) was used to power the devices. A steel plate was machined and mounted vertically on 
the optical table with the probes magnetically attached (middle) and aligned over the sample stage 
(right). 
Further analysis revealed that the spectrometer setup had not been calibrated for the detector response 
at these wavelengths, resulting in the software producing significant measurement artifacts. The raw data 
from D1Q2 is shown in Figure 5.69a (black curve) along with the same curve corrected for the detector 
response (blue curve) using a tungsten calibration lamp. The result is an emission peak that lies beyond 
the detection range of the Si CCD. Additionally the peaks and valleys in the raw data are no longer 
present after calibration. It was particularly unlucky that the detector response curve so closely mimicked 
the band structure of this particular PhC. The EL data is plotted along with the PL data from the thick QW 
calibration sample (Fig. 5.50) in Figure 5.69b. The EL peak appears to lie significantly further into the 
infrared than the PL test sample.  
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Figure 5.68 – Electroluminescence measurements from D1Q2 (a) and D1Q3 (b) for several drive 
currents. c) Photonic band structure calculation for the ΓL direction of a GaAs inverse opal with 
10nm passivation layer. 
 
 
Figure 5.69 – a) Electroluminescence data from D1Q2 showing raw (black) and normalized (blue) 
spectra. b) Comparison of PL data from the multilayer structure of Figure 5.50 to the EL data from 
D1Q2. 
Attempts were made to use the InGaAs detector attached to the same spectrometer as the Si CCD 
used above, however there was no measurable output from the detector. Instead, a TE cooled fiber-
coupled spectrometer with a linear InGaAs array was used to collect the spectra from 900nm – 1600nm. 
A fiber was run from the spectrometer to a fiber collimator, which was then connected to a c-mount 
adapter. The fiber collimator was attached to the c-mount receptacle on the microscope previously used 
for IR imaging. The coupling of light into and out of the fiber is likely quite lossy, however it was 
sufficient to determine the spectral properties of the LEDs. The EL from a device sample (D1Q4) is 
shown in Figure 5.70 along with the PL from the thick QW test sample (Fig. 5.50). The EL is centered at 
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1250nm, significantly red-shifted from the PL data. Interestingly, D1Q4 showed essentially the same QW 
emission peak wavelength as D1Q2 and D1Q3 even though the QW growth time was 20% greater. 
 
Figure 5.70 – Comparison of PL sample and device (D1Q4) with identical InGaAs layer growth parameters. 
It is known that self-assembled quantum dots (QD) can be formed using MOVPE by growing InAs on 
GaAs, or InGaAs at extremely low TMGa flow rates. This results in highly strained InAs (or InGaAs) 
which relaxes and islands (QD) form. It is likely that the low TMGa flow rates used for the InGaAs layers 
in these growths are resulting in quantum dot formation in these samples. The emission wavelength for 
self-assembled InGaAs QD is typically 1200 to 1300nm, precisely where our emission peak lies. In 
addition, the significant broadening of the emission peak observed in samples that possess this long 
wavelength emission is another likely indicator of the presence of self-assembled QD since they will 
likely have a broad size distribution. It is interesting to note that identical conditions result in QD for the 
device growths and a QW for a growth of shorter duration (thick PL sample), perhaps indicating that the 
extended thermal cycle may be a cause of QD self-assembly. More likely, perhaps, is that the growth 
front variation becomes far more significant after growing through four layers, resulting in a state in 
which the InGaAs is more likely to relax. This may be due to growth in unfavorable crystallographic 
directions (in order to grow around the spheres as discussed in sections 5.3 and 5.5) where surface energy 
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is increased and InGaAs relaxation is more likely. This is a subject for further study and has not been 
explored in this work.   
While the emission cannot be modified by the PBG due to the misalignment of the emission and the 
band gap, the electroluminescence behavior of the samples may still be studied. In particular, the 
relationship between EL intensity and current can be established more accurately than the image analysis 
method applied earlier. The electroluminescence from sample D1Q2 is shown in Figure 5.71a for three 
current levels. The peak shape remains the same as the current injection is increased. The L-I plot for the 
sample (Fig. 5.71b) shows that the EL intensity varies linearly with current, as expected for an LED 
under normal operating conditions.  
 
Figure 5.71 – Electroluminescence measurements from D1 series sample with the a PBG that is not aligned 
with the InGaAs emission. The  
It was assumed that quantum dot formation could not be prevented without further study of the 
growth mechanisms and behavior of InGaAs in thick, 3D templates. Therefore, PhCs were fabricated 
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from 760nm spheres (now the D2 prefix), shifting the PBG to around 1300nm, on the long wavelength 
side of the emission peak. The larger spheres present several benefits, namely increased gas-phase 
diffusion rates through the template and larger cross-sectional area for carrier transport (resistance should 
be reduced and the current carrying capacity should increase). At this time the fabrication was altered to 
move from 5 mesas per substrate to approximately 72 mesas per substrate to allow for a greater sample 
size to compare device performance and behavior.  The IV characteristics of a several devices grown 
through the 760nm spheres are shown in Figure 5.72 and demonstrate consistent results between devices. 
Additionally, the ring electrode deposition was increased from 150nm to 200nm in order to better seal the 
pores and prevent light from leaking through the contact area. Representative EL images are shown in 
Figure 5.73 for device D2Q3. The device demonstrates excellent current spreading behavior and no light 
is observed leaking through the electrode area. 
 
Figure 5.72 – IV curves for several devices (D2Q4) demonstrating consistent behavior between 
devices. 
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Figure 5.73 – Electroluminescence images of a device (D2Q3) with larger spheres (720nm) and 
increased ring electrode thickness. 
Spectroscopy was performed on D2 series samples using the same fiber-coupled spectrometer as used 
previously. In order to improve the coupling of light into the fiber a lens (f=125mm) was added at the c-
mount in order to collimate the beam which was diverging at the image plane of the c-mount. 
Measurement of D2Q3 samples resulted in modest but apparent fluctuations in the emission spectrum 
when the long chain alkane dodecane was added to the sample (Fig. 5.74a). The fluctuation is more 
clearly observed by calculating a difference spectrum (subtracting the original spectrum from that 
measured after the addition of dodecane), presented in Figure 5.74b. There is an obvious decrease in 
intensity around 1100nm and an increase at 1340nm. This corresponds well to the movement of the band 
structure with the addition of dodecane. The PBG near 1340nm (a/λ=0.79) (Fig. 5.68c) will move when 
dodecane is added, resulting in the increased intensity observed in this wavelength range. The decrease in 
intensity at 1100nm is more difficult to explain and is discussed below. 
 
Figure 5.74 – a) Electroluminescence spectra of a D2Q3 device before (black) and after (red) the 
addition of dodecane. b) The difference spectrum of the spectra in (a) (red-black). 
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While this data is quite promising, the data is rather noisy and the fluctuations in the emission 
spectrum are fairly subtle. This was likely due to the sample thickness which was as thin as 4-5 layers in 
some regions. Improvement was sought by significantly increasing the growth time (~30% increase) in 
order to generate samples completely filled through 7 layers of the template. These devices (D2Q4) were 
measured in the same manner as the previous devices, however the infiltration fluid was changed to o-
Xylene, which has a relatively high refractive index (n=1.5054) and a boiling point of only 140°C which 
allowed for the solvent to evaporate between measurements. The emission from the devices was much 
more strongly modified by the PBG than in the previous sample, with the peak red-shifting by 70nm and 
the peak shape changing significantly with the addition of o-Xylene (Fig. 5.75a). The difference spectrum 
shows a decrease in EL intensity at around 1080nm and an increase at 1300nm, approximately the same 
values as observed for D2Q3 only the modulation is significantly stronger in this case. The corroboration 
of the previous data provides evidence that the behavior around 1050-1150nm is a PhC effect rather than 
an artifact in one sample.   
 
Figure 5.75 – a) Electroluminescence spectra of a D2Q4 device before (black) and after (red) the 
addition of dodecane. b) The difference spectrum of the spectra in (a) (red-black). 
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The increase in emission at 1300nm can be explained by comparing the band structure of 
the GaAs/air PhC to that of the sample after o-Xylene infiltration. The PBGs at a/λ=0.78/0.71 in 
the GaAs/air PhC red shift to a/λ=0.72/0.68 when o-Xylene is added to the samples. This shift 
positions the PBG at the long wavelength edge of the emission, with the PBG lying almost 
entirely beyond the emission curve. The lack of suppression in the GaAs/o-Xylene PhC leads to 
the increase in measured intensity. The decrease in EL intensity at 1080nm can be explained 
similarly. First, the shortest wavelength emission will be lost to diffraction because the o-Xylene 
forms a drop on the sample which makes the refractive index of the external medium next=1.505. 
The wavelength at which diffraction will begin can be calculated according to Equation 5.12, 
and is around 980nm in this structure (28). The remainder of the peak may be explained by a 
PBG that opens at a/λ=0.86 (the PBG was present in the GaAs/air structure, however the width of 
the gap was quite small). While this peak is slightly misaligned with and narrower than the 
measured emission suppression, this may be explained in several ways. First, the samples are not 
infinite, resulting in broadening of the features seen in the band structure. Second, the refractive 
index of the samples may vary significantly through the thickness, altering the PBG center 
wavelength. The samples are doped either n-type and p-type for most of their thickness and it is 
known that both types of doping alter the refractive index of GaAs, though in opposite directions 
(p-type doping increase the refractive index until it eventually decreases above doping a level of 
approximately 1018/cm3) (29). The change in center wavelength of the PBGs as a result of the 
varying refractive index may account for this discrepancy between experiment and calculation. It 
should be noted that the increase in emission intensity at longer wavelengths is also slightly 
misaligned with the calculated frequency in the same direction as the emission decrease at shorter 
wavelengths (calculated PBG is red-shifted from measured peak), further supporting this theory. 
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Figure 5.76 – Calculated photonic band structure for a (a) GaAs/air photonic crystal with 
10nm passivation layer and (b) the same structure after infiltration with o-Xylene. 
extn
a 633.1/ ≅λ  (5.12) 
While research remains into the specific details of the modulation of the emission spectrum, it can be 
safely said that this data does in fact demonstrate the first electrically-driven emission from a 3D photonic 
crystal device. This presents an amazing opportunity to begin to practically implement the wide variety of 
PhC designs that have been developed theoretically and explored in passive systems. Furthermore, this 
technique may be widely applicable outside of the photonic crystal community. There are many 
applications where controlling the nanoscale geometry of a material in three-dimensions while 
simultaneously possessing electronic functionality could be tremendously useful (in photovoltaics, for 
example). It is my hope, and belief, that this work will mark the beginning of a direction of new research 
involving 3D selective area epitaxy. 
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APPENDIX A. 
METAL/DIELECTRIC COMPOSITES FOR ENHANCED THIRD ORDER OPTICAL 
NONLINEARITY 
 
A.1 Nonlinear Optics 
Under normal conditions, the response of a material to electromagnetic radiation may be described by 
its linear susceptibility, χ(1). The linear susceptibility is named as such due to its linear relationship to the 
polarization (dipole moment per unit volume) (Eq. A.1). In addition, χ(1) is related to the refractive index 
according to Equation A.2, which is the optical property typically observed in lossless dielectrics via 
refraction. However, when the incident field strength becomes very large, on the order of the crystal field 
(1012 V/m), higher order terms of the susceptibility become non-negligible and new behaviors are 
observed, termed nonlinear optical phenomena due to the nonlinear relationship between polarization and 
electric field. There are a number of nonlinear optical properties that can be observed including harmonic 
generation where incident photons are converted to photons of different energy, such as the second 
harmonic or third harmonic of the fundamental (incident) wavelength. Mixing these photons with the 
fundamental photons allows for generation of photons with the sum or difference energy, or some 
combination of these energies in a process known as frequency mixing. These phenomena are quite 
sensitive to the electronic structure of the material, making them useful as high-resolution probes. For 
example, SHG can only occur in non-centrosymmetric crystals, however at surfaces where symmetry is 
broken SHG may occur (1). This has been used to probe the angle of self-assembled monolayers on 
surfaces by monitoring the intensity of the SHG signal as a function of incident angle for p-polarized light 
(2).  
)()( )1( tEtP χ=   (A.1) 
( ) 21)1(41 πχ+=n  (A.2) 
160 
 
...)()()()( 3)3(2)2()1( +++= tEtEtEtP χχχ  (A.3) 
 Another important nonlinear optical phenomenon is the intensity dependent refractive index. 
While materials typically exhibit a fixed refractive index which usually varies only as a function of 
wavelength, at high optical power the refractive index may change with the intensity of the incident light 
according to Equation A.4. This process is referred to as a third order process and depends on χ(3). For a 
given frequency ω, the polarization in a material at high incident power is shown in Equation A.5 for a 
material where we can ignore χ(2). Using Equations A.1 and A.2 we can write the refractive index as a 
function of χeff (Eq. A.5) and using the definition of n in Equation A.4, we can solve for the intensity 
dependent term of the refractive index (Eq. A.6). The intensity dependent term of the refractive index is 
directly proportional to χ(3) (1). 
2
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While observable, the intensity dependent refractive index is generally weakly modulated by even 
strong input fields. For an input field of 30GW/cm2, carbon disulfide, a common standard for 
measurements of nonlinear refraction, exhibits a change in refractive index of 0.001. This field is quite 
large and realistically is only achieved using a pulsed laser, discussed in section A.2. Other materials such 
as conjugated polymers, metals, some semiconductors, and chalcogenide glasses may exhibit values of n2 
that are orders of magnitude higher (1). These materials have led to devices whose operation is based on 
the nonlinear refractive index, typically as modulators. An optical path length for a traveling laser beam 
may be altered by varying the refractive index of the material. This allows for modulation, or optical 
switching, based entirely on light. The time scale of the refractive index change is on the order of 
femtoseconds, making this property ideal for high-speed optical switching (1). The large power 
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requirements, however, limit the application of these materials and set a lower limit on power 
consumption. There are two approaches to improving nonlinear optical response – using new materials 
and artificially enhancing the nonlinear response of known materials. The former is difficult and often 
based on guesswork. In addition, polymers are typically the only materials which may be designed for 
improved response (most inorganic crystals have been characterized and their nonlinear optical properties 
understood). Methods to artificially enhance the nonlinear optical properties of a material are, therefore, 
desirable. 
A.2 Nonlinear Optical Composites 
Optical composite materials are formed from layers or particle inclusions that are smaller than the 
wavelength of light, preventing diffraction and allowing broadband operation. Such composites can be 
treated as an effective medium with properties determined by the bulk linear and nonlinear susceptibilities 
of the constituent materials. The first work in this area was conducted by Maxwell Garnett in 1906, 
describing spherical inclusions in an otherwise homogeneous media (3). A generalized correction of this 
theory for nonlinear optical response was formulated by Boyd and Sipe in 1992 (4), and later extended to 
planar composites (5). Importantly, they found that the nonlinear susceptibility of a composite comprised 
of two materials possessing different refractive indices may be greatly enhanced due to local field effects. 
For light polarized parallel to the layers of a composite the effective dielectric constant of the composite 
is given in Equation A.7 as a volume average of the constituent values. The effective third order 
nonlinear optical susceptibility is similarly a volumetric average of the constituent values. This is due to 
the fact that the normal component of the electric field must be continuous for this polarization. However, 
for the case where light is polarized perpendicular to the layers (p-polarized) it is not the electric field but 
rather the normal component of the displacement field (Eq. A.9) which must be continuous at the material 
interfaces. The difference in refractive index (thus dielectric constant) of the materials results in a field 
concentration in the lower refractive index material, effectively increasing its contribution to the 
composite properties. The dielectric constant for p-polarized light is given by Equation A.10. Boyd and 
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Sipe developed a mathematical expression for the third order susceptibility of the layered composite, 
shown in Equation A.11 (5).  In the limit that the nonlinear susceptibility of one component of the 
composite is negligible (chosen as component B, which does not experience electric field concentration), 
Equation A.11 is equivalent to Equation A.12 (6). Plotting )3(aeff χχ  as a function of volume fraction 
for different combinations of materials (Fig. A.1) demonstrates a clear trend (constituent a has the lower 
refractive index). As the ratio of the dielectric constants of the materials is increased the effective 
nonlinear susceptibility increases super-linearly, making the difference in dielectric constants extremely 
important when choosing materials for such a composite. 
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This theory was demonstrated experimentally using TiO2 (n=2.2) as the high refractive index material 
and poly (p-phenylene-benzobisthiazole) (PBZT, n=1.8), a nonlinear optical polymer, as the low 
refractive index material. The theoretical enhancement of χ(3) for these materials is 35% (6). It is 
important to note, however, that light incident on the surface of a planar composite will only have a 
component of the electric field perpendicular to the layers for p-polarized light, and that the magnitude 
this component will depend on the angle of incidence. The authors measured nonlinear optical response 
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fit exceptionally well to the theoretical predictions. This is quite promising, indicating that composite 
materials may be a useful route to enhanced optical nonlinearity if materials with sufficiently different 
refractive index are available.  
 
Figure A.1 – Calculated enhancement as a function of filling fraction of material a for several 
combinations of materials with various dielectric constants (6). 
A.3  Metal/Dielectric Nonlinear Optical Composites 
The minimum refractive index for a dielectric material, without sacrificing volume (e.g. without 
adding porosity), is around n=1.35. The high refractive index component may possess a refractive index 
around n=4.0, however these materials are typically semiconductors and absorb in the visible and NIR. 
Gallium phosphide possesses a high refractive index (n=3.25 at 700nm) and transparency down to 560nm 
(7). For complete visible light transparency, the most commonly used material is TiO2 with a refractive 
index as high at n=2.9 for the rutile phase. This fundamentally limits the ratio of dielectric constants to, at 
best, 16, and more commonly to around 4 for materials with transparency in the NIR or visible. 
Metals present a number of interesting optical properties. The real part of their refractive index may 
be quite small, and in many cases n<1. In addition, metals possess extremely large third order 
susceptibilities. However, they are also strongly absorbing making it difficult to use them as active 
components of optical devices. Ignoring their absorption, metals would make an ideal component of a 
layered nonlinear optical composite due to their low refractive index and high optical nonlinearity. The 
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theoretical framework of Boyd and Sipe can be extended to calculate the properties of such 
metal/dielectric composites. The extension of this theory was proposed and performed by Dr. Joe Geddes, 
a Beckman Institute postdoctoral fellow. All subsequent calculations of predicted composite behavior 
were performed by Dr. Geddes. It was determined that metal/dielectric composites have the potential for 
effective χ(3) values almost 1,000,000 times greater than the constituent values! 
While the enhancement of χ(3) in these structures should be tremendous, the absorption of the metal 
component must be accounted for. The loss in metal/dielectric composites (MDCs) is also modified by 
the effective medium theory, resulting in some cases in increased loss, and in other cases in suppressed 
loss. A calculated plot of the real (blue) and imaginary (red) components of the refractive index of a 
Cu/TiO2 composite is shown in Figure A.2. The dashed lines represent the values for Cu (constituent a). 
The loss is due to the imaginary component of the refractive index, which is enhanced above fa=0.76. 
However, below fa=0.76 the imaginary component is rapidly suppressed (much more than expected from 
volumetric averaging). The effective values of χ(3), both  real (blue) and imaginary (red) components, are 
shown in Figure A.3. Both components are enhanced and suppressed depending on the value of fa. 
However, it should be noted that the maximum in Re(χ(3)) lies on a portion of the Imag(n) curve that is 
also enhanced. While this will results in an increased nonlinear optical response, the increased loss will 
reduce the output signal and likely the nonlinear optical response as the field is attenuated. Therefore, a 
more sensible figure of merit (FOM) would be χ(3) divided by the imaginary component of the refractive 
index. The FOM is plotted in Figure A.4 for this material system. The maximum in the FOM occurs at 
fa=0.795, slightly higher than the maximum in )3(effχ . It is also important to note that the imaginary part of 
the nonlinear susceptibility is also enhanced. Thus, a balance may be required to maximize the desired 
nonlinear response while minimizing nonlinear absorption. 
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Figure A.2 – Calculated effective refractive index, real (blue) nd imaginary (red), of Cu/TiO2 
composite. 
 
Figure A.3 –Calculated effective χ(3), real (blue) and imaginary (red),for Cu/TiO2 composite. 
 
Figure A.4 – Calculated FOM, real (blue) and imaginary (red), for Cu/TiO2 composite 
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The refractive index for several metals is shown in Table A.1, along with the FOM for a composite of 
the metal with TiO2. Exceptionally large enhancements of the FOM are calculated for composites using 
gold and copper. From a manufacturing standpoint, copper is significantly less expensive than gold, 
therefore copper/TiO2 composites were chosen to experimentally verify this theory. 
 
Table A.1 – Optical properties of metals and the figure of merit calculated for a composite of the 
metal and TiO2. 
A.4 Z-Scan Measurements 
There are a number of techniques used to measure nonlinear optical properties including degenerate 
four-wave mixing (8), nonlinear interferometry (9), and z-scan (10). Most techniques are quite complex, 
requiring precise alignment of multiple laser beams and/or high-sensitivity detectors. However, a simple 
measurement referred to as a z-scan may be performed to measure the intensity dependent refractive 
index and extract χ(3) for the material. The basic principle underlying the z-scan technique that of self-
lensing. When a Gaussian beam of sufficient intensity is incident upon a material the refractive index 
profile of the sample will vary spatially according to the beam profile, functioning like a lens.  
Z-scan measurements are performed by focusing the Gaussian beam and measuring the beam power 
through an aperture in the far-field, away from the point of focus. The sample is translated along the axis 
of the beam through the point of focus. Initially the unfocused beam has insufficient intensity to cause 
appreciable nonlinear refraction. As the sample moves closer to the point of focus nonlinear refraction 
and self-lensing begin to occur. For a sample with a positive value of n2 positive lensing will occur, 
resulting in more rapid focus and a decrease in intensity at the far-field detector (the beam is now 
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diverging faster, less intensity pass through the aperture). After the sample passes through the point of 
focus the diverging beam will undergo positive lensing and the divergence angle will decrease resulting in 
an increase in the measured signal. A material with the opposite sign of n2 will result in an inverted curve. 
Examples of both positive and negative refraction are shown in Figure A.5, which is a plot of normalized 
transmittance at the far-field detector (normalized to the transmittance when the sample is far from the 
point of focus). Due to the obvious peak-valley or valley-peak configurations the sign of the nonlinearity 
is immediately apparent.  
 
Figure A.5 – A representative z-scan. The measured data is the normalized transmittance as a 
function of sample position (in the z-direction, or along the axis of the beam) (10). 
The value of n2 can be extracted from the curve by fitting Equation A.13. The difference between the 
peak and valley intensity (ΔTp-v) is extracted from the transmittance measurement. This is then fit to the 
aperture linear transmittance (S) (Eq. A.14) and the phase distortion (ΔΦ0) (Eq. A.15). The known 
variables are the radius of the aperture (ra), the beam radius at the aperture (wa), the linear refractive index 
of the material (n), the laser wavelength (λ) and the effective length of the sample (Leff). The effective 
sample length is calculated according to Equation A.16 using the known sample length and absorption. 
The beam intensity at focus, I0, is measured using a standard material (typically CS2) with known value of 
n2, leaving I0 as the only unknown variable (10). Subsequent tests on new materials use the 
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experimentally measured value of I0 allowing for calculation of n2. There are several important conditions 
that must be satisfied for accurate application of Equation A.13. First, ΔΦ0 ≤ π and second, Leff  << z0/Δϕ. 
The latter condition requires that the sample be thin enough that changes in the beam diameter due to 
diffraction or refraction are negligible. The diffraction length of the beam, z0, is calculated according to 
Equation A.17, where k is the beam wave vector (k=2π/λ) and w0 is the beam waist at focus (10). 
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Many materials exhibit not only nonlinear refraction but also nonlinear absorption. The case  where 
the imaginary component of χ(3) is positive this manifests as a decrease in transmittance as the sample 
approaches the laser beam focus, resulting in a disorted z-scan (Fig. A.6a). However, an identical scan 
with the aperture removed (all far-field light collected) results in a measurement of the nonlinear 
absorption (Fig. A.6b). Dividing the closed aperture scan by the open aperture scan results in a corrected 
z-scan plot that is undistorted (Fig. A.6c). It should be noted, however, that this procedure is only valid if 
Re(χ (3)) > Im(χ(3)) (10).  
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Figure A.6 – Z-scan data of a ZnSe sample measured at 532nm. Scans shown are closed aperature 
(a), open aperture (b) and the closed aperture scan divided by the open aperture scan (c) (10). 
A.5 Cu/TiO2 Composites 
Due to the exceptional properties of Cu/TiO2 composites outlined in section A.4 this material system 
was chosen to study the experimental behavior of metal dielectric composites for nonlinear optical 
applications. Copper/TiO2 composites were fabricated on glass substrates using ebeam evaporation. The 
base pressure of the evaporator was in the low 10-6 torr range, with the pressure increasing into the low to 
mid 10-5 torr range during evaporation of TiO2. The reading from the quartz crystal microbalance (QCM)  
varied dramatically during deposition of the TiO2, and remained somewhat unstable even during Cu 
deposition after the oxide had been deposited. This may be due to the substantial heating of the reactor 
and the thermal insulating properties of the TiO2 which resulted in a long transient before the QCM 
temperature stabilized. Early attempts to measure the composites using the z-scan technique resulted in 
ablation of the film. This was attributed to rapid temperature rise caused by the poor thermal conductivity 
of the glass substrate (κ=1 w/mK), which acted as an ineffective heat sink. Samples were then fabricated 
on sapphire (κ =35 w/mK) which prevented film ablation. 
A z-scan setup was constructed using a Ti:sapphire laser with 300mW average power and two Si 
photodiodes as detectors. The peak intensity of the Ti:sapphire laser was calcuated to be 0.8 GW/cm2 by 
analyzing a z-scan of CS2 in a 1mm path length cuvette (Fig. A.7). A representative z-scan measurement 
of a Cu/TiO2 composite (fCu=0.60) sample is shown in Figure A.8. Repeated measurements exhibited 
similar scan shapes however the traditional peak-valley configuration was not visible. Scans showed a 
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steadily decreasing intensity with increasing z (Fig. A.8) for all Cu/TiO2 samples. In each scan there were 
typically features such as slight peaks near the center of the scan, however the features were never 
significantly greater than the noise. The z-scans of the CS2 standard behaved as expected indicating the 
measurement setup is most likely functioning properly, suggesting that there is a problem with the 
composite films. This was a reasonable hypothesis due to the likely error in the film thickness due to the 
fluctuating QCM as well as the high pressures during evaporation which may lead to poor film quality. 
This was also supported by z-scan results from a pure copper film (Fig. A.9) which exhibited a valley-
peak-valley type behavior known to be associated with rough films (10). 
 
Figure A.7 – Z-scan measurement of CS2 in a 1mm path length cuvette. 
 
Figure A.8 – Representative z-scan measurement of a Cu/TiO2 composite (fCu=0.60). 
171 
 
In order to determine if the z-scan results were caused by a problem with the material deposition the 
composites were characterized using x-ray reflectivity, which allows for determination of thin film 
thickness, density and roughness. The measurement is performed by illuminating the sample with a 
monochromatic x-ray beam at very small angles (0-3°, where the x-ray beam is incident on the edge of 
the sample at 0 degrees). Reflections from the electron density variation at material interfaces results in 
the measurement of a series of peaks and valleys due to interference effects (similar to interference effects 
in optical coatings). These features may be fit using computer modeling software in order to determine 
the layer thickness and density (porosity). An XRR scan of a Cu/TiO2 composite (black curve) (fCu=0.60) 
and the corresponding fit (red curve) are shown in Figure A.10.  The fit was calculated using the 
expected structure as the starting conditions for a fitting algorithm in the software package (Philips Xpert 
Reflectivity). The best fit required a density for TiO2 that was greater than the known density and reduced 
density for the Cu layer. This suggests intermixing of the layers which may also explain why the fine 
features of the fit are not represented in the experimental scan. A second sample was fabricated with 
thicker layers of TiO2 while the Cu layers were decreased. This resulted in increased definition of the fine 
features of the XRR scan (Fig. A.11), however the fit parameters still suggested intermixing was 
occurring.  
 
 
Figure A.9 – Z-scan of a pure Cu sample on sapphire. 
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Figure A.10 – XRR scan of a Cu/TiO2 composite. Layer thicknesses were expected to be 27nm 
Cu, 2.7nm TiO2 with a total of 5 bilayers. 
 
Figure A.11 – XRR scan of a Cu/TiO2 composite. Layer thicknesses were expected to be 20nm 
Cu, 5nm TiO2 with a total of 5 bilayers. 
The difficulty in obtaining a proper z-scan from Cu or Cu/TiO2 composites led to a search though the 
literature for successful z-scans of thin metal films. There were successful demonstrations of Au and Fe z-
scans in the literature (11, 12), therefore a10nm Au film was grown on glass coated with 1m of Ti (as an 
adhesion layer). The z-scan from this film (Fig. A.12a) was normalized by the open aperture z-scan (Fig. 
A.12b) yielding a curve with the expected peak valley arrangement (Fig. A.12c). While this result was 
positive, z-scan measurements of Au films proved difficult to reproduce, particularly with thicker films (a 
greater metal content is required for the composites based on the minimum thickness which may be 
deposited per layer and the minimum number of layers required to achieve homogenized composite 
behavior). Two additional materials were tested, nickel (50nm) and iron (10nm). The z-scans from these 
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films are shown in Figures A.13a and A.13b, respectively. The z-scans from both films were clear and 
reproducible. Comparing the optical properties of the metals which failed to reproducibly produce clear z-
scans (Cu, Au) to those that did (Ni, Fe) it is observed that the problematic metals have a real part of the 
refractive index that is less than one. It was assumed, though not proved theoretically, that z-scans of 
materials with n<1 may have reduced sensitivity, decreasing the tolerance for alignment errors and 
requiring thicker films which would result in uncontrollable heating, or that they do not satisfy some of 
the various conditions which are required for the approximations in the z-scan theoretical framework.  
The choice of metals was therefore limited to those with n>1, of which tantalum possesses the lowest 
refractive index (n=1.1) and should still yield significant enhancements of nonlinear optical properties 
(Table A.1). 
 
Figure A.12 – Z-scan measurements of a Ti/Au (1nm/10nm) film. The film was scanned with a 
closed aperture (a) and the data normalized by an open aperture scan (b) in order to approximate 
the z-scan without nonlinear absorption (c). 
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Figure A.13 – Z-scan measurements (black) and calculated fits (red) of a 50nm Ni film (a) and a 
10nm Fe film with 1nm Au top layer (b). 
A.6 Tantalum-Based Composites 
While metals with n’>1 will exhibit a reduced enhancement compared to those with n’<1, the 
expected enhancement should still far exceed that of dielectric/dielectric composites for certain metals. In 
addition, the concept of metal/dielectric composites may be evaluated with these metals in order to 
determine whether the use of more complex nonlinear optical characterization techniques is warranted for 
Cu or Au-based composites. Tantalum was selected from a series of candidate metals (Table A.1) 
because the real component of its refractive index is greater than one though only slightly, allowing for 
significant nonlinear optical enhancement. Additionally, its complex refractive index is comprised of 
relatively small real and imaginary components, leading to reduced loss.  
A.6.1 Fabrication of Ta-based metal dielectric composites 
Tantalum is a refractory metal, making it difficult to evaporate due to heating of the evaporation 
chamber and QCM as well as significant increases in pressure. Sputtering was therefore employed for 
both Ta and TiO2 in order to form the nonlinear optical composites. Tantalum films were sputtered to 
15nm and 25nm thickness and z-scan measurements performed. The z-scans yielded values of n2=9x10-9 
cm2/W and n2=1x10-8 cm2/W for the 15nm (Fig. A.14a) and 25nm (Fig. A.14b) films, respectively. In 
order to verify that the scans were due to optical nonlinearity and not heating of the sample the beam was 
chopped to reduce the time-averaged power (but not the peak power) and the z-scan repeated for the 
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25nm film (Fig. A.14c). The calculated value of n2 remained unchanged, indicating the results are in fact 
due to nonlinear optical effects.  
 
Figure A.14 – Z-scan measurements of 15nm Ta (a), 25nm Ta (b) and 25nm Ta with the beam 
chopped (c) to reduce the time average power.  
Due to the previous issues with layer intermixing (roughness) an improved deposition system was 
sought in order create extremely abrupt interfaces and flat layers. There are two growth modes by which 
films may form during sputter deposition: island growth and layer-by-layer growth. A custom-built 
sputtering chamber in the Petrov lab at UIUC was used to achieve layer-by-layer growth for the 
metal/dielectric composites. The chamber (Fig. A.15) is a load-locked, dual magnetron system with the 
capability to heat the substrate to over 800°C during growth using a tungsten ribbon heater. Most 
importantly, this chamber uses a 25cm diameter coil (a “Helmholtz coil”) to magnetically unbalance the 
plasma discharge. A constant current of 3A is maintained through the coil, resulting in a field strength of 
80G, which adds to the field generated by each magnetron. This serves to focus the plasma onto the 
substrate, significantly increasing the local plasma density, while having a minimal effect on the target 
sputtering rate. The increase in plasma density results in an increased energy for adatoms on the substrate 
surface, allowing them to migrate until a step edge of the growing film is reached. This leads to a layer-
by-layer growth mode, rather than island growth, resulting in nearly atomically flat films. 
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Figure A.15 – Sputter chamber in Professor Ivan Petrov’s lab at UIUC.  
The chamber has a base pressure of 6x10-6 torr and two water-cooled magnetrons with 2” targets. 
Sputtering was performed with ultra-high purity Ar, or Ar/O2 for reactive sputtering of metal-oxides. 
Reactive sputtering allows for control over the metal-oxide stoichiometry (discussed below) which may 
vary during sputtering of a metal-oxide target.  Growth pressure was monitored using a capacitance 
manometer and maintained at 3 mtorr for growth of Ta metal and 3.75 mtorr for the metal-oxide. 
Substrates were mounted on a resistively heated tungsten ribbon and held in place using molybdenum 
wires. Upon introduction into the growth chamber samples were degassed at 800°C for two hours, then 
the temperature was reduced to 325°C for growth. Substrates were allowed to cool prior to removal from 
the growth chamber. 
When depositing complex materials such as transition metal oxides it is important to assure correct 
stoichiometry. Improper stoichiometry can result in increased absorption and within the material. 
Previous work by Petrov et. al demonstrated a straightforward method of determining when a film has 
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achieved proper stoichiometry (13). The target voltage of the transition metal target is plotted as a 
function of the reactive gas partial pressure (nitrogen, oxygen, etc.). A representative curve is shown in 
Figure A.16. Initially the target voltage is low however it begins to increase around a nitrogen fraction of 
0.035 (argon balance) and plateaus at roughly 0.06.  As the nitrogen fraction is increased the target 
voltage eventually increases once again as the surface of the target becomes more completely passivated 
with the metal-nitride. Using RBS was determined that the material deposited at nitrogen fractions below 
0.035 (below the first increase in VT) was substochiometric. However, when the nitrogen fraction 
increases above 0.035 the film was found to be stoichiometric.  
 
Figure A.16 – Measured target voltage of a Ti target as a function of nitrogen fraction from Petrov 
et. al (13). 
Reactive sputtering of TiO2 using a Ti source and oxygen/argon gas was characterized as described 
above. A plot of the target voltage as a function of oxygen partial pressure is shown in Figure A.17 for 
100W and 130W target power measured as the oxygen fraction was increased (Fwd) and then as it was 
decreased (Rev). The curves exhibits a similar shape to Figure A.16, however the measurement was not 
performed to high oxygen fractions where the curves are expected to continuously increase. For 
sputtering of stoichiometric TiO2 at each power an oxygen fraction was used that was greater than the 
oxygen fraction where the initial increase of the curve nearly reached a maximum (0.05 for 100W, 0.075 
for 130W).  
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Figure A.17 – Measured target voltage of a Ti target as a function of oxygen fraction 
Individual films of Ta and TiO2 were grown on c-plane sapphire substrates to characterize the growth 
rate of the deposited material. The thickness of the films was measured using Rutherford backscattering 
and fitting to the data using freely available software SIMRA. The thickness was also confirmed using x-
ray reflectivity. Titanium dioxide samples were grown with the Helmholtz coil current set to zero after 
initial growths with the coil active resulted in opaque, white films. The growth parameters, film 
thicknesses, and calculated growth rates are shown in Table A.2. During growth a shutter must be opened 
manually after pre-sputtering which can result in an initial transient of several seconds during which time 
the growth rate is unknown. The effect of this transient is minimized by choosing slow growth rates such 
that the transient time is negligible compared to the growth time. Samples grown under identical 
conditions at a low growth rate are highlighted in red for Ta and blue for TiO2. The measured growth rate 
is very similar for both sample of each material, indicating a high degree of reproducibility during film 
growth. 
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Material PAr PO2 PTot WT 
(Watts) 
VT (Volts) Time 
(min)
Thickness 
(nm) 
Growth rate 
(nm/min) 
IC (A) IH (A)
TiO2 3.65 0.35 4.0 100 489, 490, 493 30 10.2 0.34 ---  
Ta 4.0 0 4.0 50 387, 384, 381 15 73.8 4.92 3.0 10 
TiO2 3.65 0.35 4.0 200 445, 514, 527 30 139 4.63 --- 10 
Ta 8.0 0 8.0 50 332, 331, 329 15 75.8 5.05 3.0 10 
Ta 8.0 0 8.0 20 306, 308, 306 15 45.5 3.03 3.0 10 
Ta 8.0 0 8.0 20 307, 307, 306 5 15.1 3.02 3.0 10 
TiO2 3.65 0.35 4.0 100 410, 486, 492 22 6.5 0.30 --- 10 
Table A.2 – Conditions for Ta and TiO2 sputtering. Target voltages (VT) are listed when the shutter is 
closed, open, and at the end of the layer growth. 
A simple multilayer film consisting of a sapphire substrate/tantalum/TiO2 was grown in order to test 
interface abruptness and roughness using XRR. Surprisingly the data could not be fit with reasonable 
accuracy. The initial decrease in intensity of the XRR signal at 0.5° does indicate fairly abrupt interfaces 
though, as desired. The suspected source of error was oxidation of the tantalum film during the sputtering 
process. The film is held at 325°C during the sputtering process and is exposed to oxygen at this 
temperature for several minutes during TiO2 pre-sputtering. Tantalum forms a native oxide of Ta2O5 
which would create a third layer in the structure and may explain the poor fit to the data.  
 
 PAr  PO2  PT WT  t  Rate  T  
Ta  8  0  8  20W  8m  3.03nm/m 24.2nm  
TiO2  3.65  0.35 4  100W 20m 0.34nm/m 6.8nm  
Table A.3 – Sputtering conditions for a bilayer Ta/TiO2 film. 
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Figure A.18 – Measured (blue) and simulated (red) X-ray reflectivity data from a Ta/TiO2 bilayer 
(shown schematically, inset). 
The oxidation of tantalum was characterized using XPS measurements (14). The electronic state of an 
atom may determined using XPS, allowing for explicit determination of the chemical state (e.g. Ta-Ta 
versus Ta-O bonding). In addition, the signal intensity from a particular chemical state may be used to 
calculate layer thicknesses for layers less than a few nanometers. Tantalum films were sputtered and 
subsequently exposed to oxygen in the sputter chamber. One sample was exposed to oxygen at the growth 
temperature and another was removed to atmosphere after the sample had been allowed to cool to room 
temperature. Exposure time for the first sample was 5 minutes. This is the same time each Ta layer is 
exposed to oxygen during growth of composites because of the Ti pre-sputtering step. Analysis of the 
XPS data showed the thickness of Ta2O5 was determined to be 1.8nm and 1.3nm for the high temperature 
and room temperature exposures, respectively. This is around 5% of the typical Ta thickness per layer. 
More significantly, a thickness of 1-2nm will noticeably affect the XRR data, particularly when this 
material variation is at the interface. 
Two solutions to Ta oxidation were investigated. The first was growth of a Ti layer on the Ta prior to 
introducing oxygen to the chamber. The Ti layer would oxidize and protect the Ta layer below from 
oxidation. This proved difficult as oxidation of the Ta occurred through the 0.94nm Ti layer that was 
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tested. While the Ti thickness could be increased, it would likely be difficult to determine what thickness 
is required to prevent Ta oxidation without leaving metallic Ti in the sample. A simpler alternative is the 
use of Ta2O5 as the dielectric material. The Ta layer could be grown thicker than required to account for 
the oxidation and Ta2O5 could subsequently be reactively sputtered to grow the remainder of the oxide 
layer. A series of oxidation tests were performed on Ta at the growth temperature to determine if the 
oxide thickness was consistent from sample to sample. The samples showed an oxide thickness of 1.4nm 
+/- 0.05nm. Using the density and stoichiometry of the materials it was calculated that there is a thickness 
loss of 0.63nm of Ta in order to generate 1.4nm of Ta2O5. This was taken into account when determining 
growth time for all subsequent layers. The reactive sputtering behavior of Ta2O5 was characterized as 
described previously. The plot of target voltage versus oxygen fraction (Fig. A.19) suggests an oxygen 
fraction of 0.10 for 30W and 0.13 for 50W target power. 
 
Figure A.19 – Measured target voltage of a Ti target as a function of oxygen fraction 
A.6.2 Ta/Ta2O5 metal dielectric composites 
The refractive index of Ta2O5 was measured as n=2.0688 using a Woolam variable angle 
spectroscopic ellipsometer and was used for the theoretical calculations. The peak in the FOM (Fig. A.20) 
is at a tantalum fraction of approximately fTa=0.735. Composite films were fabricated with fTa=0.735 and 
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fTa=1.0 for identical total tantalum thickness of 54nm and 80nm. Films were grown with six Ta2O5 layers 
and five Ta layers in order to present each Ta layer with an identical interface on both sides of the layer. 
The results of z-scan measurements of the four samples at an angle of 45 degrees (p-polarized light) are 
shown in Table A.4. The two Ta samples exhibit relatively similar values of χ(3), 3.07 and 3.38 x10-8esu. 
However, the composite samples show a fairly significant difference, with the thicker sample exhibiting a 
more than 70% higher effective χ(3). It was suspected that this may be due to a greater degree of field 
localization in the thicker Ta layers than for the thin layer sample. However, it is important to note that in 
both samples the measured value of χ(3) exceeded that of the bare Ta film, by a factor of 2.32 for the 54nm 
Ta composite and 3.61 for the 80nm Ta composite. 
 
Figure A.20 – Figure of merit calculation for Ta/Ta2O5 composite 
fTa tTa Angle χ(3) (10-8 esu) Enhancement 
1 54nm 45° 3.07  
0.735 54nm 45° 7.13 2.32 
1 80nm 45° 3.38  
0.735 80nm 45° 12.2 3.61 
Table A.4 – Measured values of χ(3) for composites and pure Ta films. Enhancement values are 
calculated by dividing χ(3) for the composite by that for the pure Ta film of identical thickness. 
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The measured value of enhancement are promising, however they are lower than predicted 
theoretically. The significant number of layers of the composites makes them difficult to analyze using x-
ray reflectivity, therefore a real-space analysis of the structure was performed by SEM. An SEM image of 
a composite sample is shown in Figure. A.21a and of a bare Ta film in Figure A.12b. The layers of the 
composite are expected to be 16nm (Ta) and 6.42nm (Ta2O5), however the measured thickness of the 
layers was 10nm (Ta) and 4.6nm (Ta2O5). The percentage decrease in growth rate is different for Ta and 
Ta2O5, therefore the sample composition is varied from that which is expected. Analysis of bare Ta and 
Ta2O5films using XRR found the growth rate had changed from 2.76nm/m to 1.1nm/m (Ta) and 
0.91nm/m to 0.76nm/m (Ta2O5). Testing throughout subsequent sample growths verified that the growth 
rates remained unchanged from this point forward. Based on these results the previous samples with 
expected composition fTa=0.735 were actually fTa=0.61, perhaps explaining the reduced measured 
enhancement. 
 
Figure A.21 – SEM micrographs of a Ta/ Ta2O5 composite (a) and a pure Ta film (b). 
At this time the z-scan setup was modified to use diodes that can operate at higher incident power 
because the previous diodes were operating above their saturation current. Rather than collecting the 
diode current, an oscilloscope was used to collect the voltage across a resistor which was placed between 
the leads of the photodiode. Signals could be collected averaged to reduce random fluctuations in the data. 
In addition, NIR neutral density filters were added to attenuate the laser after the sample but before the 
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detectors in order to ensure the detector response was in its linear regime. Finally, the setup was moved to 
a higher power laser that also exhibits greater stability. 
The new z-scan setup was used to measure a CS2 standard as described previously. The scans shows 
significant peak-valley transmittance changes compared to previous scans, indicating a large increase in 
peak power of the laser. The scan becomes asymmetric at 1W incident power which occurs when the 
nonlinear phase shift exceeds pi (15). In addition, the scan at 420mW was noisier than desired, making 
600mW the ideal power for calibration of the system with CS2. More importantly, it was realized at this 
time that the z-scan of CS2 at 780nm is the result of a thermal nonlinearity, rather than an electronic 
nonlinearity. The absorption of CS2 is small compared to that of the composite therefore it is very likely 
that the z-scans from the composite samples is also due to a thermal nonlinearity. This may explain the 
unexpectedly low enhancement factor compared to the bare Ta samples. There is likely still an increase in 
heating of the composites compared to the bare Ta due to field localization, however the enhancement of 
the thermal nonlinearity may not be as great as for the electronic nonlinearity. This was not explored 
theoretically.  
The time-scale of the various nonlinear optical processes is shown in Table A.5. Electronic effects 
typically occur in femtoseconds whereas thermal effects occur over milliseconds. This large variation in 
response time allows for separation of the effects by measuring nonlinear refraction as a function of time. 
Gomes et. al demonstrated that a chopper wheel could be added to a traditional z-scan configuration in 
order to achieve time resolution of a few microseconds (16). The chopper consists of two narrow slits 
with a duty cycle of 2%. The beam is focused to a small spot at the plane of the chopper to minimize rise 
and fall time of the beam (Fig. A.23). The far-field transmittance is recorded as a function of time at each 
z-point using an oscilloscope and the z-scan curves plotted as a function of time during post-processing of 
the data.  
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Figure A.22 – Z-scan measurements of a CS2 standard in a 1mm path length cuvette taken at laser 
power of (a) 1W, (b) 600mW, and (c) 420mW measured at the output of the laser. 
 
Mechanism 
n2 
(cm2/W) 
X(3) 
(esu) Response time (sec) 
Electronic polarization 10-16 10-14 10-15 
Molecular orientation 10-14 10-12 10-12 
Electrostriction 10-14 10-12 10-9 
Sat. atomic absorption 10-10 10-8 10-8 
Thermal effect 10-4 10-4 10-3 
Photorefractive effect large large (intensity-dep.) 
Table A.5 – Time scales of various nonlinear optical processes (1). 
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Figure A.23 – Chopper wheel used for time-resolved z-scan (left). A large beam has a long rise 
and fall time (middle) however a focused beam has a short rise time (right). 
An example series of time-resolved z-scans is show in Figure A.24a along with a plot of the 
transmittance at the prefocal and postfocal peaks in Figure A.24b. The sign change of the nonlinearity is 
clearly evident in the time-resolved z-scan as the configuration of the curves changes from peak-valley to 
valley-peak, indicating a transition from electronic to the much greater thermal nonlinearity. It was shown 
that the peak-valley transmittance at time zero can be calculated by extrapolating the prefocal and 
postfocal transmittance peaks to time zero using a single exponential fit. Finally, the duty cycle of the 
chopper is defined by the rate of heat spreading and sample dimensions. An appropriate on-time must be 
determined such that the heat (temperature rise) does not reach the sample boundaries because the 
assumptions that allow for an exponential fit to the transmittance peaks will no longer be valid. In 
addition, the beam must be off for a sufficient length of time to allow the sample to cool. Based on these 
criteria a chopper wheel was designed to perform time-resolved z-scan measurements on the 
metal/dielectric composites. The photodiodes were also replaced with high-speed photodiode modules 
(rise time of several ns).  
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Figure A.24 – a) Time-resolved z-scan measurements of CS2. b) Normalized transmittance 
measured at the prefocal and postfocal peak/valley as a function of time (16). 
The first time-resolved z-scan measurement was performed on a CS2 standard to verify the alignment 
and behavior of the system. The pre-focal and post-focal curves show the appropriate shape and trends 
(Fig. A.25) however the pre-focal curve is significantly flatter than the post-focal curve. The optics of the 
system were completely re-aligned in an effort to correct this issue however the behavior persisted (Fig. 
A.26). The laser power was reduced and the focal length of the lens focusing on the sample was varied to 
reduce the nonlinear phase shift and verify the thin sample condition (10) was satisfied, however this did 
not correct the asymmetry of the curves. Another possible issue is beam distortion due to alignment of the 
lenses used to focus the beam onto the chopper and subsequently recollimate the beam. The second of the 
two lenses typically had to be rotate about the axis of the post by 10 degrees or more in order to maintain 
the beam direction. The system was re-aligned numerous times using multiple apertures to verify the 
188 
 
beam path however the two lenses around the chopper always appeared to distort the beam slightly due to 
the required rotation the lens. The origin of this issue was never elucidated and the distorted beam was 
used for the measurements. 
 
Figure A.25 – Normalized transmittance of a CS2 in 1mm path length cuvette measured at the pre-
focal (red) and post-focal (black) positions as a function of time. 
 
Figure A.26 – Normalized transmittance of a CS2 in 1mm path length cuvette measured at the pre-
focal (red) and post-focal (black) positions as a function of time; measurement was taken after re-
alignment of the z-scan setup. 
Despite these issues time-resolved z-scan measurements were taken on a composite sample at 
290mW (Fig. A.27a) and 500mW (Fig. A.27b) laser power. In both cases the time-evolution was strange, 
with no sign change occurring even after very long exposure time (840ms). In fact, the peak-valley height 
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appeared to decrease with time. The time-resolved scans were never improved beyond this level of signal 
to noise and the source of the lack of sign change was not determined. It is possible the significant 
absorption and thermal conductivity of the metals results in an extremely fast crossover from electronic to 
thermal nonlinearity which exceeds the temporal resolution of the detectors and chopper wheel. Future 
work should include more rigorous calculation of the temporal requirements and perhaps use of an 
acousto-optic or electro-optic modulator for extremely high temporal resolution. The data presented is 
promising, indicating a clear enhancement caused by the layered structure of the composite and future 
work in this area is certainly warranted. 
 
Figure A.27 – Z-scan measurements of a Ta/Ta2O5 composite at 40ms, 440ms and 840ms 
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