Parasites may be expected to become locally adapted to their hosts. However, while many empirical studies have demonstrated local parasite adaptation, others have failed to demonstrate it, or have shown local parasite maladaptation. Researchers have suggested that gene flow can swamp local parasite-host dynamics and produce local adaptation only at certain geographical scales; others have argued that evolutionary lags can account for both null and maladaptive results. In this paper, we use item response theory (IRT) to test whether host range influences the likelihood of parasites locally adapting to their hosts. We collated 32 independent experiments testing for local adaptation, where parasites could be assigned as having either broad or narrow host ranges (BHR and NHR, respectively). Twenty-five tests based on BHR parasites had a significantly lower average effect size than seven NHR tests, indicating that studies based on BHR parasites are less likely to demonstrate local parasite adaptation. We argue that this may relate to evolutionary lags during diffuse coevolution of BHR parasites with their hosts, rather than differences in experimental approaches or other confounds between BHR and NHR studies.
INTRODUCTION
Parasites may be expected to become adapted to their local hosts, because parasites are often more numerous and have shorter generation times than their hosts (Hamilton et al. 1990; Ebert 1994; Ebert & Hamilton 1996; Imhoof & Schmid-Hempel 1998) . Thus, parasites should evolve faster than hosts in ways to increase their fitness at the expense of local hosts. Although parasite local adaptation is common, many studies fail to demonstrate it (Strauss 1997; Koskela et al. 2000) , whereas others detect local parasite maladaptation (Kaltz et al. 1999; Oppliger et al. 1999) . Some researchers have thus concluded that parasite local adaptation occurs only on average (see Kaltz & Shykoff 1998; Van Zandt & Mopper 1998) . Recently, Lively (1999) suggested that short generation times of parasites are neither necessary nor sufficient for local adaptation. It is known that some parasites are not locally adapted despite having much shorter generation times than their hosts (Memmott et al. 1995; Kimberling & Price 1996; Alstad 1998) .
Collectively, these studies suggest that other aspects of parasite natural history may be important determinants of local adaptation. Evolutionary lags between parasite genotypes tracking host genotypes may account for some parasites being able to exploit allopatric hosts better than sympatric hosts (Morand et al. 1996) . Additionally, migration events may swamp local parasite-host dynamics (Ebert 1994; Gandon et al. 1996; Lively 1999; Nuismer et al. 1999) , such that parasite adaptation is evident only at particular geographical scales (Hanks & Denno 1994; Imhoof & Schmid-Hempel 1998) . However, comparative migration data across diverse parasite-host associations are scant, making it difficult to test for the effects of gene flow.
Another possible predictor is host range or the number of host species exploited by the parasite. Documenting host range and/or the degree to which particular host species are exploited requires detailed field investigation or published accounts. For instance, the hen flea (Ceratophyllus gallinae) is known to parasitize at least 75 bird species (Tripet & Richner 1997 ; table 1). Our contention is that exposure to several host species may weaken species-specific selection, such that the parasite's ability to adapt to any particular host is depressed (both at the population and at the species level). For parasites with broad host ranges (BHR) (such as the hen flea), various hosts species might influence the coevolutionary trajectory (and lags) of the parasite. As such, host range would make the exhibition of local adaptation difficult or non-apparent at certain scales (Gomulkiewicz et al. 2000) , or problematic when non-tracked hosts are chosen for experimentation. We hypothesize that host range variation contributes to the disparity of results for tests of local adaptation.
To explore this, we compare strengths of differences in fitness for local and non-local parasites from transplant experiments, for parasites differing in host range. We also consider different types of parasite-host associations (plants and plant pathogens, invertebrates and their parasites, etc). Transplant experimentation is the most common method for comparing 'performance' of parasites (infectivity or within-host growth rate and survival) on local and non-local hosts, usually from different host populations (Kaltz & Shykoff 1998; Van Zandt & Mopper 1998 ). This study provides, to our knowledge, the first general test of whether host range relates to local adaptation, using analyses based on item response theory (IRT). We show that parasites with a few to several well-documented hosts (to many such hosts) are less likely to support local adaptation than parasites with principally one well-documented host, most probably because such parasites enter into diffuse coevolutionary interactions. Such findings have implications for studies on predicted impacts of parasitic or disease organisms on existing and novel hosts. Table 1 . Local adaptation studies in host-parasite systems. (Presented is information on the total number of known hosts (host range) and sample sizes (n S and n A , sympatric and allopatric respectively). Also presented is whether the study showed the parasite to be locally adapted (1), maladapted (Ϫ1), or showed no effect (0). Common garden experiments were either done (y) or not done (n). The type of experiment is also listed as coded in figure 1 
METHODS (a) Data collection and selection criteria
We collated information from 32 independent tests from papers published on local adaptation and references cited in review papers (Boecklen & Mopper 1998; Gandon 1998; Kaltz & Shykoff 1998 ; Van Zandt & Mopper 1998). Our search was exhausProc. R. Soc. Lond. B (2002) tive, but limited to published accounts (literature searches from . Many papers failed to show local adaptation. In fact, there were nearly as many null as positive results (table 1), indicating that poor representation of null results did not occur. Thus, we would run into the associated 'file drawer problem' (Arnqvist & Wooster 1995) only if null studies based on parasites with narrow host ranges (NHR) were less likely to be pub- Garr et al. (1997) . b Found in two biotypes; one specific to B. frutescens and the other exclusive on two other host species (Stiling et al. 1999 ). c Downie et al. (2000) . d Alstad (1998) . e Hanks & Denno (1994) . f Powell & Wright (1988) . g Pantelouris (1965) . h Tripet & Richner (1997) . i Friedmann et al. (1977) . j Did not conduct all potential reciprocal transfers.
lished than null studies based on parasites with BHR; see Van Zandt & Mopper (1998) for similar rationales. Although less represented in the literature, negative results (local maladaptation) were also available for analysis. We used IRT to estimate effect sizes (detailed below) rather than meta-analysis. Meta-analysis requires that a common currency is either measured or can be readily computed (see Goldberg et al. 1999) . Metrics of parasite fitness were extremely variable among studies (e.g. parasite infection rates, growth rate, survival, spore production), and even included host-centred measures (e.g. condition, survival; cf. Mutikainen et al. 2000) . While all measures are (thought to be) surrogates of fitness, they are not linearly equatable across studies as required by metaanalysis (Hedges & Olkin 1985) . As such, measures of parasite performance were comparable only within studies. This general problem of using meta-analysis was further exacerbated by the variable reporting of means, standard deviations, and test statistics that reflected, in part, nuances of experiments, but that made computing traditional effect sizes and statistical conversions difficult (e.g. Arnqvist & Wooster 1995) . We felt that many studies, where host ranges were obtainable, would have to be omitted if we used meta-analysis. Finally, IRT and meta-analysis compute similar effect sizes, based on published examples of meta-analysis, recomputed using IRT (M. J. Lajeunesse, personal observation).
To be included in our analyses, tests had to compare metrics of parasite fitness (either parasite-or host-centred) for parasites exploiting local and non-local hosts of the same species, using a transplant or reciprocal transplant experiment (figure 1). In the latter case, this would produce two local-local controls and two local-non-local experimental groups (figure 1a). Studies that compared the performance of parasites on different host species (one local and one non-local) were excluded if they did not complete the reciprocal comparison among populations of the same host species (e.g. Akimoto 1990; Via 1991) . This exclusion was necessary because parasites with NHRs (see below) were not likely to be tested on different host species. Metrics of parasite fitness also had to be compared among groups, preferably in a common garden setting (i.e. all experimental treatments were exposed to similar environments; see Lively (1989) ; table 1), although this was not always possible for practical reasons (e.g. Briskie et al. 1992 ). Additionally, repliProc. R. Soc. Lond. B (2002) cation had to be indicated such that sample sizes for comparisons of allopatric and sympatric associations could be assigned. We also required that two-tailed tests (alpha 0.05) for parasite/host performance between sympatric and allopatric associations were reported, given null outcomes and local maladaptation were possible. Only empirical studies were included (i.e. not theoretical treatments, e.g. Kraaijeveld & Godfray 2001) . Finally, we only included studies if parasites could be assigned a host range (e.g. excluding studies like Oppliger et al. (1999) ). Host range was assigned by detailed literature searches; we did not rely on labels such as 'specialists' or 'generalists'.
Parasites with a NHR were those that have a single welldocumented host species, or a single host species at the stage of their life cycle being studied (i.e. for macrocyclic trematodes, fungi, etc.). In some cases, there were reports of anecdotal associations between parasites and novel hosts (i.e. hosts not normally encountered in nature). We treated these as NHR parasites (albeit described as having two hosts; table 1), while recognizing that such unnatural associations would also occur for parasites with BHR. Parasites with BHR had at least three (and most often many more) well-documented hosts for the life stage being considered (table 1). This classification of NHR and BHR parasites may seem somewhat artificial because NHR parasites in our study may be shown to have more hosts through more detailed parasitological work. Likewise, BHR parasites may have rather narrow host ranges over much of their geographical range, and thus could be treated as NHR parasites should this degree of spatial variation in host use become available. However, we do feel that this classification reflects the degree to which parasites considered herein enter 'diffused' coevolutionary relationships with hosts. Finally, we treated results for different host-parasite associations as independent, even if either the host or the parasite was shared with another association; see Poulin (1996) and Schalk & Forbes (1997) for similar rationale(s).
(b) Analyses
To estimate effect size for NHR and BHR studies, we used IRT (Lord 1980; van der Linden & Hambleton 1997; Appendix A) . In this study, a data point (k) resulted from a two-tailed test (or multiple tests) for differences in parasite performance on sympatric versus allopatric hosts. Data points were scored as either '0' if there was no significant difference in parasite performance on local versus non-local hosts, '1' if there was significant effect indicating parasite local adaptation, or 'Ϫ1' if parasites showed local maladaptation (see table 1 ). We scored a study's research outcome by evaluating whether all tests showing significance in a particular direction (either towards local adaptation or maladaptation) were not attributable by chance, after adjusting for the total number of tests examined in that particular study using binomial expansion (see Appendix A). Here, the probability that such results could be due to chance decreased as the number of significant test results increased. No study showed evidence for local adaptation on one metric and evidence for local maladaptation on another. Studies showing no effects on all metrics were categorized as null studies. While this approach biases towards concluding local adaptation, we note that that it should not be more likely for researchers testing NHR versus BHR parasites. As mentioned, many researchers did not conclude local adaptation and we wanted to know whether those researchers more often dealt with BHR parasites. We further contend that the use of p-values to help score outcomes of studies is valid based on IRT (despite not being valid for typical meta-analyses; Gurevitch & Hedges 1999; Osenberg et al. 1999) . We note that results are weighted by corrections based on sample sizes (see below), so significant results based on small samples are given low weight, avoiding the funnel probProc. R. Soc. Lond. B (2002) lem often seen in meta-analysis. Moreover, research outcomes are not directly based on p-values, but on the relative probability that all significant tests were not due to random effects. IRT was initially developed to adjust psychometric test scores for the effects of 'nuisance' properties (such as liability to guessing, or question difficulty; van der Linden & Hambleton 1997). However, if the probability of answering test questions correctly (influenced by their 'difficulty') and the responses from a testee are known, then IRT permits the estimation of that testee's 'ability'. We use IRT to estimate the effect (analogous to 'ability') of BHR and NHR studies to show local adaptation (Appendix A).
We recorded a vector of research outcomes for NHR and BHR studies (scoring method above), and assigned a 'likelihood' of exhibiting local adaptation to each constituent study (weighted by sample sizes and adjusted for multiple tests; Appendix A). Here, effect sizes are scale-free estimates of the average degree to which particular types of studies support local adaptation. Local maladaptation outcomes lower average responses more than null outcomes. We feel this is appropriate, as the main prediction is that parasites should do better on local hosts; if they do worse, this should be reflected in scores. In summary, this procedure allows estimation of effect sizes and confidence limits for groups of studies, where studies have polytomous outcomes and unequal sample sizes (Appendix A).
Our main test was whether BHR and NHR parasites differ in likelihood of showing local adaptation. Thus, we partitioned the dataset into NHR and BHR tests and computed effect sizes and confidence limits for these two types of studies. We then excluded certain parasite-host associations to ascertain whether any overall results might be ascribed to just one or a few types of associations. Some associations have figured prominently in tests of local adaptation (e.g. the adaptive deme formation of phytophagous insects; see Mopper & Strauss 1998 ).
RESULTS
The overall effect size did not significantly differ from zero (table 2), denoting a general likelihood of showing local adaptation for half the time, as concluded by others (cf. Kaltz & Shykoff 1998; Van Zandt & Mopper 1998) . Studies based on BHR and NHR parasites differed in the degree to which they supported local adaptation (Scheffé's contrast: 2 = 6.06, d.f. = 1, p = 0.014). Specifically, studies examining BHR parasites had a negative effect significantly different from zero, while studies examining NHR parasites showed a weak positive effect (table 2). These differences were not attributable to differences in sample sizes between BHR and NHR studies ( 2 = 0.46, d.f. = 1, p = 0.49), nor influenced by a U-shaped trend in sample sizes versus research outcome (i.e. 1, 0, Ϫ1) (F = 0.65, d.f. = 2,29, p = 0.53).
The difference between BHR and NHR parasites was maintained after excluding six plant-pathogen associations ( 2 = 5.01, d.f. = 1, p = 0.025), two plant-plantparasite associations ( 2 = 5.32, d.f. = 1, p = 0.021) and five vertebrate-parasite associations ( 2 = 4.76, d.f. = 1, p = 0.029; table 2). The difference between NHR and BHR studies was no longer significant after excluding 13 tests on plant-herbivore associations or six tests on invertebrate-parasite associations (table 2; 2 = 2.32, d.f. = 1, p = 0.127 and 2 = 2.56, d.f. = 1, p = 0.109, respectively). Studies using BHR parasites were more likely to produce Table 2 . The number of independent experiments (k), estimated effect sizes and 95% confidence intervals (CI) for tests on local adaptation for parasites with narrow host ranges (NHR) or broad host ranges (BHR). null or negative outcomes than research based on NHR parasites, although this general result depended somewhat on the types of parasite-host associations chosen for retention in our analyses.
DISCUSSION
Host range appears an important predictor of local adaptation. BHR parasites (78% of 32 tests) were more likely to show 'no effect' or local maladaptation (68% of 25 tests) than NHR parasites (28.5% of seven tests). Significant differences in effect sizes between studies based on BHR and NHR parasites were obvious overall, and after excluding three of five parasite-host associations. This general result was sensitive to loss of certain wellrepresented parasite-host associations, such as plants and their herbivorous insects (13 tests). However, IRT has a limited ability to estimate effect size with such small samples (van der Linden & Hambleton 1997). The loss of significance when six tests based on invertebrate hosts and their parasites and pathogens were excluded is also not surprising, as this reduced sample size for NHR tests from seven to five.
Host range does have confounds. It relates to the parasite-host associations under study (e.g. all plant parasites and all vertebrate parasites have BHR). However, loss of these associations had no effect on the general result. Parsing data into phylogenetic groupings may reveal effects of evolutionary non-independence of certain taxonomic groups; but inability to properly estimate effects of small samples, coupled with deficiencies in the literature (i.e. lack of research on NHR parasites of vertebrates), prevent a thorough exploration of phylogenetic constraints on research outcomes. We also did not test whether respective BHR parasites have higher dispersal ability than NHR parasites (relative to their hosts). Nor did we test whether geographical scale is similar between studies Proc. R. Soc. Lond. B (2002) based on NHR versus BHR parasites, because geographical scale would itself have to be scaled for relative dispersal abilities of different parasites and their hosts.
We do contend that BHR parasites should show spatial evolutionary lags more than NHR parasites because BHR parasites undergo diffuse coevolution with multiple hosts (Futuyma & Slatkin 1983; Thompson 1994) . We found that a large proportion of local adaptation studies was based on BHR parasites. Parasites with BHR appear more common than rare in nature. Progress will not be made in testing local adaptation and other coevolutionary hypotheses if these parasites continue to be treated as interacting with single species of hosts.
Future research should compare the ability of local BHR parasites on single species from two or more sites, where the suite of host species exploited differs between sites. Fitness performance on local hosts will probably depend on the suite of other potential hosts being exploited locally (further influenced by differences in local abundances). We predict that such parasites will be less likely to show high fitness on any given species locally, if confronted with a broad rather than a narrower host species pool.
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APPENDIX A
Effect size was estimated using a technique in IRT known as the one-parameter normal ogive model for polytomous responses. Consider a collection of k studies testing local adaptation, each of which compare the outcomes of local 'sympatric' transplants (S) with non-local 'allopatric' transplants (A) of parasites and hosts (in a complete reciprocal transfer experiment, this would result in two sympatric and two allopatric comparisons). In such experiments, sample sizes are taken as the sum of all n for sympatric or allopatric tests (resulting in n A and n S , respectively; note these sample sizes can differ). For the ith study, we wish to observe whether the sample mean Y i A of the allopatric group exceeds the sample mean Y i S of the sympatric group (e.g. we observe whether Y i A Ϫ Y i S Ͼ 0 for each study; Hedges & Olkin 1985) . If the expected effect sizes (␦ i ) for each study share a common effect (that is, ␦ 1 = % = ␦ k = ␦), our model implies that
where i is the common population standard deviation for the ith experimental group ᏺ indicates that the model is based on a normal distribution and
The probability of a particular study exhibiting local parasite adaptation can be expressed as function of both effect and sample size, and thus becomes
where ⌽(x) is the standard normal cumulative distribution function and ͱñ i ␦, is the noncentrality parameter used to estimate the sampling distribution of a particular study. Because the sample sizes are known, it should be possible to estimate ␦ with an outcome for each study. A research outcome, X (see below), was assigned to each study by calculating the probability of all its test(s) to exhibit local adaptation (or maladaptation), relative to the total number of tests performed. Specifically, if B number of tests were conducted in a study, then the probability of b tests showing significant evidence for a particular research outcome (either local adaptation or maladaptation) is
where B C b is the binomial coefficient that expresses the number of ways b significant tests can be arranged within all the non-significant tests (B Ϫ b), p is the probability of a test yielding significant relations at the alpha level (p = ␣), whereas q is the probability of a test showing nonsignificant relations (1 Ϫ ␣). For example, consider a study that examined eight metrics of parasite performance on sympatric and allopatric hosts (i.e. conducted eight two-tailed t-tests), but found that only one test showed significant evidence for parasites performing better on local than non-local hosts. Then the resultant probability P(b), derived from the binomial expansion (equation (A 1)), is 0.28. Because this probability was greater than ␣, this test result may have resulted from random chance. Thus in this case, we summarized the study as showing no evidence for local adaptation (assigning zero to X). In other words we defined By uniting the outcomes X for each study into a response vector, we can estimate their gross effect size. However, because the effect cannot be solved explicitly in a formula, the effect size estimate must be expressed solely as a solution to a maximum likelihood equation, defined as L(␦͉X 1 ,...,X k ) = Because the data X 1 ,...,X k are observed and the sample sizes are known, the likelihood L(␦͉X 1 ,...,X k ) is a function of ␦ alone, where it can be maximized over ␦ to obtain a maximum likelihood estimate (␦) (Hedges & Olkin 1985; van der Linden & Hambleton 1997) . Using this method for estimating an effect has the advantage that it reaches the true value of the effect as the number of studies increases (Hedges & Olkin 1985) . Specifically, ␦ must be obtained numerically by calculating the value of L(␦͉X 1 ,...,X k ) for an array of possible ␦ values in equation (A 2) . From this array, we selected our effect size (␦) as the estimate that gave the greatest value of likelihood. Confidence intervals were calculated using the large sample variance method derived from ␦ (Hedges & Olkin 1985, p. 70 ).
