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Abstract
Recently, there has been growing inter-
est in using question-answering (QA) mod-
els to evaluate the content quality of sum-
maries. While previous work has shown ini-
tial promising results in this direction, their
experimentation has been limited, leading to
a poor understanding of the utility of QA in
evaluating summary content. In this work,
we perform an extensive evaluation of a
QA-based metric for summary content qual-
ity, calculating its performance with today’s
state-of-the-art models as well as estimating
its potential upper-bound performance. We
analyze a proposed metric, QAEval, which is
more widely applicable than previous work.
We show that QAEval already achieves state-
of-the-art performance at scoring summariza-
tion systems, beating all other metrics in-
cluding the gold-standard Pyramid Method
(Nenkova and Passonneau, 2004), while its
performance on individual summaries is at
best competitive to other automatic metrics.
Through a careful analysis of each compo-
nent of QAEval, we identify the performance
bottlenecks and estimate that with human-
level performance, QAEval’s summary-level
results have the potential to approach that of
the Pyramid Method.1
1 Introduction
Evaluating the content quality of a summary is a
fundamental task of text summarization. As such,
it has received the attention of researchers for the
past two decades (Lin, 2004; Nenkova and Passon-
neau, 2004; Hovy et al., 2006; Louis and Nenkova,
2013; Zhao et al., 2019, i.a.). The most popular ap-
proaches are reference-based metrics, which treat
a human-written reference summary as the gold
standard and score a candidate summary based on
how similar its content is to the reference.
1Code will be available at https://github.com/
CogComp/qaeval-experiments
Recently, there has been growing interest in
representing semantic information in the form of
question-answer (QA) pairs for evaluating different
aspects of summaries (Eyal et al., 2019; Scialom
et al., 2019; Wang et al., 2020; Durmus et al., 2020).
In particular, Eyal et al. (2019) represent the infor-
mation in a reference using a set of fill-in-the-blank
QA pairs, which are generated by removing men-
tions of named entities from the summary. They es-
timate the content quality of a candidate summary
by calculating the portion of questions answered
correctly by a QA model using the summary as its
context.
While Eyal et al. (2019) report promising initial
results, their experiments are limited to evaluat-
ing their metric on a small number of examples,
which leaves many unanswered questions about
the utility of QA in evaluating the content quality
of summaries. This is in part because their method
is inherently limited in its applicability due to its
reliance on summaries having a sufficient number
of named entities.
In this work, we perform an extensive analy-
sis of a QA-based metric for evaluating the con-
tent quality of summaries, including calculating
its performance with current state-of-the-art mod-
els, identifying performance bottlenecks, as well as
estimating its potential upper-bound performance.
First, we propose a QA-based metric, called
QAEval, which generates wh-questions that tar-
get noun phrases in reference summaries, thereby
alleviating the restriction to named entity dense
summaries (§3). Then, a pre-trained QA model an-
swers the questions against a candidate summary,
the answer is verified as being correct or incorrect,
and a final content quality score is calculated based
on what portion of the questions were answered
correctly by the model.
We show that with current question-generation
and question-answering models, QAEval achieves
state-of-the-art correlations to human judgments
ar
X
iv
:2
01
0.
00
49
0v
1 
 [c
s.C
L]
  1
 O
ct 
20
20
on benchmark datasets when used to evaluate
summarization systems (by averaging scores over
dozens of summaries), outperforming all other met-
rics, including the gold-standard Pyramid Method
(Nenkova and Passonneau, 2004, §8). However,
when the metric is used to score individual sum-
maries, its performance is at best competitive to
other automatic metrics.
Through a careful analysis of each component
of QAEval (§5-§7), we identify the QA model and
answer verification step as the performance bottle-
necks (§7), whose noise likely explains the lower
summary-level performance. Based on a manu-
ally annotated set of 3k QA pairs, we show that
with human-level QA and answer verification per-
formance, the summary-level upper-bound correla-
tions of QAEval are better than all other automatic
metrics and approach the gold-standard Pyramid
Method. This strongly indicates that QA-based
evaluation metrics are a promising direction for
future research.
The contributions of this work include (1)
proposing a more general QA-based metric for
evaluating the content of summaries, (2) demon-
strating its state-of-the-art performance on bench-
mark datasets, (3) an analysis that identifies the
QA model and answer verification as the per-
formance bottlenecks, and (4) demonstrating the
upper-bound performance of QAEval is very high,
approaching that of the gold-standard manual eval-
uation metric, the Pyramid Method.
2 Related Work
The gold standard method for comparing the in-
formation content of two summaries is the Pyra-
mid Method (Nenkova and Passonneau, 2004).
The Pyramid Method is a fully manual evalua-
tion that uses a domain-expert to identify spans
of text across reference summaries that express the
same information, known as semantic content units
(SCUs). The expert then identifies occurrences of
the SCUs in the candidate summary and calculates
the Pyramid Score based on the number of SCUs
that appear and how many references contain those
SCUs. The set of SCUs in a summary represents
its semantic content.
While there have been efforts to crowd source
Pyramids (Shapira et al., 2019), two recent ap-
proaches, PEAK (Yang et al., 2016) and PyrEval
(Gao et al., 2019), attempt to fully automate the
Pyramid Method, with PyrEval reporting supe-
rior performance to PEAK. PyrEval identifies
and matches SCUs by decomposing sentences
into clauses, then calculating the similarity of the
clauses based on their phrase embeddings. We com-
pare the performance of QAEval metric to PyrEval
in §8.
By far the most popular automatic method for
evaluating the content of a summary is ROUGE
(Lin, 2004). ROUGE represents the information
of a summary using a bag-of-words approach, and
calculates precision and recall scores on the num-
ber of n-grams the candidate and reference sum-
maries have in common. ROUGE is the de-facto
evaluation metric for summarization, and we sub-
sequently use it as a baseline metric.
One weakness of ROUGE is that its token com-
parison is based on lexical matching. BERTScore
(Zhang et al., 2019) and MoverScore (Zhao et al.,
2019) address this problem by comparing tokens
based on their contextual word embeddings. The
similarity of two summaries then is calculated by
creating a hard or soft alignment between the token
embeddings, respectively. To the best of our knowl-
edge, MoverScore reports the highest summary-
level correlations to human judgments, and we
compare against it in our experiments (§8).
In contrast to representing semantic content via
SCUs, tokens, or word embeddings, this work rep-
resents semantic content through QA pairs. FEQA
(Durmus et al., 2020) and QAGS (Wang et al.,
2020) also use QA as representations for seman-
tic content, but instead try to evaluate the faith-
fulness of a summary. Faithfulness and content
quality are related, yet distinct, concepts. Quality
is a measure of whether the correct information
is included in a summary, whereas faithfulness is
a measure of whether the information is factually
correct with respect to the input, regardless of its
importance. FEQA and QAGS generate questions
from the candidate summaries and answer them
against the input documents, whereas we generate
questions from reference summaries and answer
them against the candidate summary. However,
because the methodologies are similar, we reuse
some of their components for our task. Since the
benchmark datasets for evaluating content quality
metrics consist of extractive summaries, we assume
faithfulness is not an issue.
The most-related work to ours is Eyal et al.
(2019), who also use QA to evaluate the content
of summaries. There are important differences be-
tween their work and ours. The questions they use
are fill-in-the-blank in which entity names are al-
ways the answer. Subsequently, their QA model
is trained only to predict entities, and therefore,
as Eyal et al. (2019) point out, their metric is re-
stricted to summaries with a sufficient number of
named entities. Our QA model can predict any
noun-phrase as an answer and is thus more widely
applicable. Further, we demonstrate in §5 that only
using named-entity answers is a sub-optimal se-
mantic representation.
Then, the evaluation of the metric proposed by
Eyal et al. (2019) is limited to calculating its cor-
relation to human responsiveness judgments on
8 input instances which had a sufficient number
of named-entities. In contrast, our work is more
comprehensive: We run experiments on bench-
mark summarization evaluation datasets using 92
instances, perform extensive experimentation on
the metric and its individual components, and esti-
mate the metric’s upper-bound performance.
Finally, there are some initial promising results
from BLEURT (Sellam et al., 2020) on learning to
score machine translation output using large-scale
language models, but it has not yet been shown to
be effective for evaluating summaries.
3 A QA-Based Evaluation Metric
At the core of this work is a reference-based sum-
marization evaluation metric that estimates the con-
tent quality of a summary, which we call QAEval.
The metric represents the information of a refer-
ence summary by a set of question-answer pairs
that are generated from the reference. Then, QA-
Eval estimates how much of this information is
in a candidate summary by using a QA model to
answer the questions against the candidate. The
predictions from the QA model are verified as cor-
rect or incorrect, then the final score of the metric
calculates what portion of the questions were an-
swered correctly.
Below, we describe the individual steps of the
evaluation metric in more detail. Then, each com-
ponent of QAEval is analyzed individually in Sec-
tions 5, 6, and 7 in order to identify any perfor-
mance bottlenecks, followed by an overall evalua-
tion of the metric in Section 8.
Answer Selection The first step in generating
questions from the reference summary is to pick a
set of phrases that represents answers to questions
that will later be generated. The answers should be
chosen such that they will generate questions that
cover as much of the information of the summary as
possible. We evaluate how much semantic content
is represented by several different answer selection
strategies in §5.
Question Generation Once the answers have
been selected, a learned model is used to generate a
question for each answer. The input to the question-
generation model is a sentence which contains an
answer phrase that is demarcated by special tokens.
The output is a question which is answerable by
that phrase.
Following Durmus et al. (2020), the genera-
tion model is a fine-tuned BART model (Lewis
et al., 2020) trained on 55k human-written question-
answer pairs collected by Demszky et al. (2018).
The quality of the generated questions and the im-
pact of using model-generated questions instead of
human-written questions on downstream correla-
tions is measured in §6.
Question Answering Given a set of QA pairs
generated from the reference summary, a QA
model is used to answer the questions against the
candidate summary. Since there are no summariza-
tion datasets with labeled QA pairs, the QA model
must be trained on a different dataset. Further, be-
cause it is almost always the case that the candidate
summary will not contain some reference summary
information, it is necessary for the model to decide
whether a question is answerable to reduce noise
from spurious answers. Therefore, the QA model is
trained on the SQuAD 2.0 dataset (Rajpurkar et al.,
2018) which contains unaswerable questions.
The QA model is a pre-trained ELECTRA-Large
model (Clark et al., 2020) fine-tuned on SQuAD
2.0. The input to the model is the candidate sum-
mary and a question. The output is a span of text
which contains the answer or a null string if the
question is not answerable, depending on which is
more probable under the model. We estimate the
QA model’s answering performance on the sum-
marization data and estimate the improvement in
downstream correlations that would be expected if
the QA model had human-level performance in §7.
Answer Verification & Scoring Finally, once
the QA model has output predictions for all of
the questions generated from a reference summary,
they are verified as being correct or incorrect with
respect to the ground-truth answers that were used
to generate the questions. We employ the two stan-
dard answer verification methods used by SQuAD,
exact match (EM) and F1 (Rajpurkar et al., 2016).
If the QA model outputs the null string, the score
for that answer is 0. We estimate whether these
imperfect answer comparison strategies negatively
impact downstream correlations in §7.
Finally, the metric produces two final scores that
are the total EM and F1 scores divided by the num-
ber of questions, thus calculating the portion of
questions answered correctly. If multiple refer-
ence summaries are available, the scores are macro-
averaged. We refer to the metrics as QAEval-EM
and QAEval-F1.
4 Experimental Methodology
We briefly review the experimental methodology
that is used to evaluate metrics.
Evaluation metrics are used to estimate some
property of a summary that is difficult to directly
measure, such as the quality of its content. In order
to estimate how well the metric approximates the
desired property (i.e., evaluate the evaluation met-
ric), a set of summaries that have been annotated
by human judges for that property is scored by the
metric, and then the correlation between the two
sets of scores is calculated. The summaries are
typically the outputs from multiple summarization
models for the same set of inputs.
There are two standard ways to calculate correla-
tions in the summarization literature: summary-
level and system-level. Assume xji and y
j
i are
two scores of metrics X and Y for the summary
output by system i ∈ {1, . . . , N} on input j ∈
{1, . . . ,M}. The summary-level correlation is cal-
culated between the scores for each summary for
the same input, then averaged across inputs:
ρSUM =
1
M
∑
j
CORR
({(
xji , y
j
i
)}N
i=1
)
where CORR(·) calculates some correlation coeffi-
cient, typically Pearson r, Spearman ρ, or Kendall
τ . Summary-level correlation measures how simi-
larly X and Y rank summaries per-input. In con-
trast, the system-level correlation is calculated be-
tween the scores for each system (typically the av-
erage score across the inputs):
ρSYS = CORR


 1
M
∑
j
xji ,
1
M
∑
j
yji

N
i=1

It measures how similarly X and Y rank summa-
rization systems.
Several churches in Baghdad have been attacked.
Maximal NPs NP Chunks NER
Q2 SCU4Q1 SCU4 ;Q3
SCU4: “several churches have been attacked” 
Q1: What has been attacked? Several churches in Baghdad
Q2: What has been attacked in Baghdad? Several churches
Q3: Where have several churches been attacked? Baghdad
Figure 1: Example answers selected by the three strate-
gies. The only SCU marked by annotators for this
sentence is SCU4, which does not include informa-
tion about the location of the attacks. Therefore, an
answer selection strategy that chooses “Baghdad” en-
ables generating a question such as Q3, which probes
for information not included in the Pyramid annotation.
In this work, we examine how well evaluation
metrics estimate the content quality of a summary.
The benchmark datasets for this task are TAC’08
and ’09 (Dang and Owczarzak, 2008, 2009), which
consist of 48/44 multi-document summarization
instances, each with 4 reference summaries written
by human annotators. Domain-expert judges rated
the summaries output by 58/55 models for each
input on a scale of 1 to 5 based on how well they
respond to an information need included in the
task description. Our experiments calculate the
correlations of the metrics to this responsiveness
score for the 58/55 model summarizers and 48/44
instances.
5 Answer Selection
In order for a QA-based evaluation metric to be
successful, the QA pairs it uses to probe the candi-
date summary must represent a significant portion
of the reference summary’s information. Therefore,
in this Section, we aim to understand how much in-
formation the QA pairs in QAEval do represent and
whether that may limit the metric’s performance.
We explore three different answer selection
strategies which pick phrases that are (1) named-
entities, (2) noun phrase chunks, (3) or maximally-
sized noun phrases. The maximally-sized noun
phrases in a sentence are identified by traversing
the dependency tree down from the root until a
noun is reached, then selecting the entire subtree
for that noun. Example answers selected by each
strategy are presented in Figure 1.
Since there is no well-established method of
measuring how much semantic content is repre-
sented by a set of QA pairs, we compare the content
covered by the QA pairs to that of another seman-
tic representation, the Pyramid Method SCUs (see
§2 for details). This approach allows us to com-
pare answer selection strategies to a common point
of reference as well as understand what types of
information are represented by each formalism.
In order to compare the content covered by QA
pairs and SCUs, each QA pair is manually mapped
to an SCU based on whether the information that
is being probed by the QA pair is included in the
SCU description. For instance, in Figure 1, Q1
and Q2 map to SCU4 because they target what was
attacked, which is included in the SCU description,
whereas Q3 would not because the SCU does not
describe the location of the attacks. This mapping
allows us to calculate the portion of QA pairs that
map to some SCU, called the QA precision, and the
portion of SCUs that are mapped to by some QA
pair, called the SCU coverage.
To ensure the generated questions are of high-
quality, one of the authors manually wrote ques-
tions for every answer selected by each strategy
for 20 reference summaries across 10 input doc-
ument sets from TAC’08, totaling 801 questions.
The same author further mapped every QA pair to
SCUs. The results (averaged over reference sum-
mary) are presented in Table 1.
The most significant result we find is that the
NP chunks strategy covers 91% of the semantic
information included in the Pyramid Method, with
an additional 21% of the questions targeting new
information the Pyramid Method does not repre-
sent. The other two strategies have much lower
SCU coverages, likely because they result in fewer
generated questions since their QA precisions are
approximately equal to that of NP chunks.
This result is very promising for QA-based evalu-
ation metrics because it indicates that the QA pairs
cover nearly all of the information that is used by
the Pyramid Method, the best-performing manual
content quality evaluation. Further, they even cover
information the Pyramid Method does not, sug-
gesting the potential for even better downstream
correlations. Therefore, we conclude that the infor-
mation represented by the QA pairs generated from
selecting noun chunk answers is unlikely to be a
factor which limits QAEval’s performance, and we
subsequently use that selection strategy for the rest
of our experiments.
Strategy Avg #QAs QA Precision SCU Coverage
NER 11.7 83% 57%
NP Chunks 28.8 79% 91%
Max. NPs 17.3 82% 77%
Table 1: The NP chunks answer selection strategy cov-
ers 91% of the information represented by the Pyramid
Method (SCU Coverage) with 21% of the questions
representing new information. From this, we conclude
that the QA pairs generated from selecting noun chunk
answers provides a semantic representation of the refer-
ence summary with very high-coverage.
Comparing QA Pairs & SCUs Upon compar-
ing the information that is represented by one for-
malism and not the other, there are some key differ-
ences. The QA pairs miss information represented
by nominal and adjectival modifiers because that
information is contained within the answer noun
phrase. For instance, for sentence [A Turkish nov-
elist] was arrested, the question asks about who
was arrested, and not about the nationality of the
novelist, which the SCUs do include.
In contrast, the SCUs often miss specific de-
tails and generalize over information that the QA
pairs do not. For instance, in Figure 1, although
the SCUs do represent that the church attacks hap-
pened, it does not include information about their
location, whereas this information is targeted by
the QAs pairs.
6 Question Generation
An ideal question generation model should gener-
ate questions that are high enough quality that they
do not impact the overall performance of the metric.
In this Section, we compare questions generated by
the learned model to expert-written questions, both
empirically and extrinsically through downstream
correlations to human judgments.
Empirical Analysis Upon comparing the expert-
written questions from §5 to model-generated ques-
tions for the same set of answers, we observe that
a major difference between questions written by
an expert versus a model is the level of verbosity.
The model-generated questions often copy most of
the input sentence over to the question, including
parts of the sentence which may not be relevant to
answering the question. In contrast, the questions
written by an expert are more concise and remove
the irrelevant details. Examples of this difference
can be seen in Figure 2.
Input: On Jan. 7, 2005, with inauguration scheduled for 
Jan. 12, [Rossi] filed a lawsuit seeking a new election.
Expert: Who filed a lawsuit seeking a new election?
Model: On Jan. 7, 2005, with inauguration scheduled for 
Jan. 12, who filed a lawsuit seeking a new election?
Figure 2: A typical example of expert-written and
model-generated questions answerable by the phrase
in red. The model questions are often significantly more
verbose than the expert questions, typically copying the
majority of the input sentence.
Despite the verbosity, nearly all of the model-
generated questions are understandable to the au-
thors. However, because they are rather formulaic,
the questions sometimes sound unnatural and could
be confusing to a layman. We did not find any ex-
amples in which the answer was included in the
question.
Downstream Correlation Ideally, a QA-based
evaluation metric would use an expert to write the
questions to ensure they are all high-quality. Un-
fortunately, this does not scale and is very expen-
sive and time consuming, so the questions must be
model-generated. However, it is important to quan-
tify any drop in performance caused by generating
questions from a model rather than a domain-expert
to understand the impact of using a less-than-ideal
approach.
In order to measure any potential drop in per-
formance, we compared the downstream correla-
tions of the QA-based metrics to responsiveness
judgments when using expert-written and model-
generated questions. In both cases, the question-
answering component was done using the learned
model described in §3.
This experiment was performed on the subset of
the TAC’08 dataset for which we collected expert-
written questions (see §5). That is, the summaries
from 58 different systems across 10 input instances
with 2 references each were scored using the two
setups, and the respective correlations were com-
puted.2 We further simulated having a smaller num-
ber of input instances by downsampling the data
to observe any emerging trends. The results are
plotted in Figure 3.
The downstream summary-level correlations ap-
pear near-identical between the two approaches.
2Since we do not have expert-written questions for all 4
references across all 48 input clusters, these results are not
strictly comparable to later experiments (e.g., §8).
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Figure 3: A comparison of the correlations of QAEval-
F1 on a subset of TAC’08 using expert-written and
model-generated questions. Each point represents the
average correlation calculated using 30 samples of
k ∈ {2, 4, 6, 8, 10} instances, plotted with 95% error
bars. System-level correlations were calculated against
the summarizers’ average responsiveness scores across
the entire TAC’08 dataset. We hypothesize the model
questions perform better due to their verbosity, which
causes more keywords to be included in the question
that the QA model can match against the summary.
However, surprisingly, the model-generated ques-
tions appear to result in better downstream corre-
lations at the system-level than the expert-written
questions. As soon as around 6 input instances are
available, the two curves separate from each other’s
margins of error, with the model-generated ques-
tions clearly trending with a Spearman correlation
of at least 0.05 higher.
It is not clear from examining the data why this
is the case; There is no clear pattern that emerges
which could explain why the model-generated ques-
tions result in higher correlations. Our best hypoth-
esis is that the verbosity of the generated questions
helps the QA model by including more keywords
that can be matched against the summaries to find
an answer.
From these unexpected results, we can conclude
that the model-generated questions do not harm
the downstream correlations of QAEval at either
the summary- or system-levels. The rest of the
experimentation in this paper will only use model-
generated questions.
7 Question Answering & Verification
The task of the QA model and answer verification
step are to determine whether a question is answer-
able against a summary, predict an answer if it is,
Summary: The killing of Lebanon’s former PM Rafiq Hariri 
renewed calls for Syria to abide by UN Security Council 
Resolution 1559 and end its dominance of Lebanon…
Question: What event put Syria under renewed pressure 
from the international community to abide by UN Security 
Council Resolution 1559 and withdraw its troops from 
Lebanon?
Prediction: The killing of Lebanon’s former PM Rafiq Hariri
Answer: The February assassination
Figure 4: An example correct answer predicted by the
model that is scored poorly by the EM or F1 QA metrics
(both would assign a score of 0 or near 0). This occurs
because the answer and prediction are drawn from two
different summaries, and the same event is referred to
in different ways in each one.
then compare the prediction to the ground-truth
answer to determine if it is correct. In this Section,
we evaluate the performance of both components
on the summarization data, first by calculating the
QA performance (§7.1) and then by estimating the
downstream correlation of QAEval if both compo-
nents had human-level performance (§7.2).
7.1 Question-Answering Model Performance
Since the QA model is trained on the SQuAD 2.0
dataset and used to answer questions generated
from the TAC data, it is expected that the QA per-
formance on the TAC data will be worse than on the
original training data. This is typical when the eval-
uation data is not drawn from the same distribution
as the training data.
In order to quantify the size of such a drop, one
of the authors manually answered the questions
generated from 20 reference summaries across 10
input clusters against 4 different peer summarizers,
totaling 2,900 QA pairs. For each question and
summary pair, it was first determined whether the
summary contained the answer to the question, then
if it did, a span of text was selected as the answer.
Then, the selected answer was manually verified as
correctly or incorrectly answering the question.
We compare the QA model’s ability to both iden-
tify if a question is answerable and to select the
correct answer if one exists separately on SQuAD
2.0 and TAC. This is done to measure any perfor-
mance decrease on each problem in isolation. We
calculated the F1 score on the model’s predictions
on whether the question is answerable, plus the
standard SQuAD EM and F1 metrics on only the
subset of QA pairs for which the ground-truth and
Dataset %IsAns IsAns-F1
Given IsAns
EM F1 Acc
SQuAD 2.0 50.0% 92.0 88.0 94.5 -
TAC’08 14.2% 52.4 56.5 69.5 84.3
Table 2: The QA performance on SQuAD 2.0 and the
annotated TAC 2008 instances reveal a large drop in
performance on TAC on IsAns-F1, EM, and F1. The
EM and F1 numbers drop even further if the answerable
and unaswerable questions are weighted equally (as they
are in SQuAD) since the metrics give full credit if the
model correctly predicts the question is unanswerable.
model agree that the question is answerable. We do
not want to measure the quality of the predicted an-
swer if the question is not answerable or the model
outputs no answer.
In addition to EM and F1, we also report the
correct answer accuracy according to the human
annotator. EM and F1 are imperfect answer com-
parison strategies because they may fail to identify
an answer as correct if it is a paraphrase of the
ground-truth. Unlike SQuAD, the ground-truth an-
swer and model prediction come from different
source texts, increasing the likelihood that both an-
swers will be expressed differently (see Figure 4).
Comparing the human annotator accuracy to EM
and F1 will quantify how well the automatic answer
verification methods work on this dataset.
The results are presented in Table 2. First, we
see that the drop in IsAns-F1 is rather significant,
amounting to decreasing by nearly 40 points from
92.0 on SQuAD compared to 52.4 on TAC. This
result indicates that identifying if a question is an-
swerable is very challenging for the model on the
TAC data.
The EM and F1 results across datasets also see a
rather significant drop of around 25-30 points each,
pointing to a much worse answering performance
by the model when the model correctly predicts
that an answer exist. However, the accuracy ac-
cording to the human annotations is much higher
than the EM or F1 values at 84.3, much closer to
the performance on SQuAD, implying the drop in
performance is actually not as significant. Because
there is a large disagreement between EM/F1 and
human judgments, it means the model’s predictions
are frequently correct, but EM and F1 fail to iden-
tify them as such in a significant number of cases,
thereby implying they are noisy answer verification
methods.
From this experiment, we conclude that the QA
model (especially its ability to identify whether
a question is answerable) and the EM/F1 answer
verification methods are potential performance bot-
tlenecks for QAEval.
7.2 Human-Level Performance Comparison
After identifying QA and answer verification as
potentially problematic for QAEval’s performance,
we now estimate the size of any potential drop in
downstream correlation compared to using human-
level performance for both of those components.
Using the same 2.9k human-annotated QA pairs
from the previous Section, we calculated the
summary-level correlations of QAEval when it uses
either human annotations for the QA model, human
annotations for the answer verification, or both.
The correlations for these QAEval variants and sev-
eral other metrics (discussed in §2) are in Table 3.
Since this experiment only uses 10 input clusters
and 4 summarizers, none of the correlations differ
by a statistically significant margin, so coming to
definitive conclusions is difficult. However, clear
trends emerge from the data.
Using a learned QA model and F1 verification,
QAEval is competitive to the other evaluation met-
rics. Then, human-level performance for both
QA and answer verification provide large improve-
ments in the downstream correlations, both inde-
pendently and when combined. For instance, hu-
man QA annotations improve QAEval by 0.12 and
0.13 Pearson with F1 and human verification, re-
spectively. Human annotations for answer verifica-
tion improve QAEval with model and human QA
components by 0.22 and 0.29 Spearman, respec-
tively. When both components use human annota-
tions, the correlations are significantly better than
any of the other automatic metrics and approach
those of the Pyramid Method.
This is a very promising result for the future
potential of QAEval. While the current summary-
level results may be competitive to other metrics,
the metric’s upper-bound performance is very high
and is approaching the gold-standard manual eval-
uation, the Pyramid Method.
8 Overall Metric Analysis
After analyzing each component of QAEval, we
now turn to calculate the metric’s correlations to
human responsiveness judgments on TAC’08 and
System r ρ τ
Pyramid Score .63 .69 .65
ROUGE-1 .27 .27 .26
ROUGE-2 .34 .40 .38
MoverScore .41 .28 .28
QAEval
QA Verif.
Model F1 .31 .28 .26
Human F1 .43 .33 .30
Model Human .45 .50 .47
Human Human .58 .62 .59
Table 3: Summary-level correlations calculated using 4
systems across 10 inputs comparing using answers from
a model or a human and verifying if the answer is correct
using F1 or a human. Because the results are on a small
sample of the dataset, the results are not statistically
significant. However, there is a clear trend that human-
level performance greatly improves the results, reaching
potential correlations higher than the other automatic
methods and approaching the Pyramid Method.
’09 (see §4 for more details).3 For this experiment,
QAEval uses the NP chunks answer selection strat-
egy and learned question-generation and question-
answering models and is therefore a fully automatic
metric.
In addition to the QAEval correlations, we also
report those of several baselines and state-of-the-
art metrics, including the Pyramid score, ROUGE-
1 and -2, PyrEval, and MoverScore. See §2 for
descriptions of these metrics.
The correlations are presented in Table 4. First,
we see that the summary-level correlations for the
QAEval metrics are lower than or competitive to
the other automatic metrics. For example, the
TAC’08 Pearson’s r for QA-EM is 0.33, whereas
the r values for QAEval-F1 and ROUGE-2 are 0.46
and 0.48. Given that the QA model and answer
verification components introduce noise into the
metric, this result is consistent with the analysis in
§7.2 and unsurprising.
However, the system-level results are quite sur-
prising. The QAEval metrics achieve state-of-the-
art system-level performance on nearly every cor-
relation coefficient across both datasets, reaching
higher correlations than even the Pyramid Method
itself. For instance, on TAC’08, QA-EM has a
3Extra analyses about the overall behavior of QAEval are
included in Appendices A and B.
TAC 2008
Metric System-Level Summary-Level
r ρ τ r ρ τ
Pyramid Score .90 .88 .70 .59 .59 .50
ROUGE-1 .79 .80 .60 .49 .48 .39
ROUGE-2 .83 .87 .67 .48 .48 .39
PyrEval .81 .79 .59 .31 .31 .25
MoverScore .83 .82 .61 .50 .49 .40
QAEval-EM .93 .91 .76 .33 .33 .27
QAEval-F1 .90 .88 .71 .46 .45 .36
TAC 2009
Metric System-Level Summary-Level
r ρ τ r ρ τ
Pyramid Score .90 .87 .70 .59 .57 .48
ROUGE-1 .83 .78 .60 .54 .47 .38
ROUGE-2 .76 .84 .67 .50 .50 .40
PyrEval .86 .82 .64 .39 .35 .28
MoverScore .82 .80 .63 .51 .52 .42
QAEval-EM .70 .87 .69 .42 .38 .30
QAEval-F1 .81 .89 .72 .50 .45 .36
Table 4: The Pearson r, Spearman ρ, and Kendall τ correlation coefficients calculated between the metrics’ scores
and expert responsiveness judgments on the TAC’08 (left) and TAC’09 (right) datasets. The QA-based metrics have
the highest system-level correlations, even better than the fully manual Pyramid Score, whereas the summary-level
correlations are lower (EM) or competitive (F1) with other metrics. We believe this supports our hypothesis that
the QA model and answer verification are noisy (causing lower summary-level correlations) but average out to a
high-quality metric given enough QA pairs (causing high system-level correlations). On TAC’09, the QA r values
are much lower because of an outlier, and r is sensitive to outliers. If the outlier is removed, the r values become
0.92 and 0.93 for EM and F1.
Kendall’s τ of 0.76 compared to 0.70 for the Pyra-
mid Method and 0.67 for the next-highest auto-
matic metric, ROUGE-2. This pattern largely holds
for TAC’09, with the exception of Pearson’s r due
to an outlier.4
It is unexpected that QAEval should achieve
both state-of-the-art system-level results and lower
summary-level results simultaneously and that the
system-level results are even better than the Pyra-
mid Method’s.
We believe the discrepancy between the
summary- and system-level results can be ex-
plained by the number of questions that is used in
the each evaluation. QAEval estimates the quality
of an individual summary using around 110 ques-
tions. In contrast, the system-level scores are based
over 5,000 QA pairs across 48 or 44 instances. We
suspect that when QAEval’s scores are averaged
over such a large number of questions, the metric
is able to overcome any noise introduced by the
QA model or answer verification, resulting in a
high-quality evaluation.
Then, it is likely the good semantic coverage
of the QA pairs (§5) is the reason for QAEval’s
superior system-level performance to the Pyra-
mid Method. The QA model and answer verifi-
cation largely perform the same task as the Pyra-
mid Method annotators – identify a span of text in
the candidate summary which expresses a specific
4Once removed, the r values are 0.92 and 0.93 for QAEval-
EM and QAEval-F1, higher than any other metric.
piece of information. It is unlikely the models do
this better than a human, even after the noise is aver-
aged out across thousands of examples. Therefore,
it must be the case that the semantic representation
of the QA pairs provides better coverage of the
reference summary than the SCUs do, resulting in
better overall performance.
Then, since the performance of QAEval using
EM and F1 is roughly equal at the system-level,
but F1 is clearly better at the summary-level, we
recommend that future work which evaluates with
QAEval use the F1 variant.
Overall, since evaluation metrics are most com-
monly used in the summarization community to
rank summarization systems, these experimental
results suggest that QAEval is the most effective
evaluation metric to date.
9 Conclusion
In this work, we proposed and analyzed QAEval,
a QA-based metric for evaluating the content qual-
ity of a summary. Though extensive experimenta-
tion, we demonstrated that with current question-
generation and question-answering models, QA-
Eval achieves state-of-the-art system-level correla-
tions to human judgments while lagging slightly
behind other metrics at the summary-level. How-
ever, based on our manual annotations, we estimate
that QAEval’s upper-bound summary-level perfor-
mance can approach that of the gold-standard Pyra-
mid Method with improved QA and answer verifi-
cation components. We believe that these results
are strong evidence that QA-based evaluation met-
rics are a promising direction for future research
on summarization evaluation.
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A Number of References Learning Curve
There are many significant differences between the
TAC datasets and the modern large-scale datasets
most frequently used today, but one of the most
relevant differences to this work is the number
of reference summaries provided per input. The
TAC datasets have four human-written references,
whereas datasets such as CNN/DailyMail (Nallap-
ati et al., 2016) or XSum (Narayan et al., 2018) only
provide one. Generally, evaluation metrics corre-
late to responsiveness judgments better when there
are more references. Therefore, it is important to
understand the behavior of the QAEval when only
one reference summary is available.
In order to simulate only having one reference
summary, for each input document set, we ran-
domly sample one reference, score all of the peer
summaries against only that reference, and calcu-
late the correlation to the responsiveness scores.
We collect 30 such samples and report the average
correlation. This procedure is also repeated for two
and three references to understand the impact of
each additional reference. The results are plotted
in Figure 5.
At the system level, the Pearson correlations are
largely the same when the metrics are provided
with one or four references. However, QAEval-F1
does see the largest drop in performance at 0.85
with one reference compared to 0.90 with four. De-
spite the drop in performance, QAEval-F1 is still
better than ROUGE even with four references at
0.79.
When the metrics are compared at the summary
level, it is clear that nearly all of them (except
PyrEval) greatly benefit from additional references.
Pyramid Score improves by 0.09 (+19%), ROUGE
by 0.08 (+18%), and QAEval-F1 by 0.15 (+49%).
The large improvement by QAEval-F1 is further
evidence that the noisy question-answering model
averages out to a high-quality responsiveness esti-
mator when provided with a large number of QA
pairs.
Overall, QAEval does incur a significant perfor-
mance drop at the summary-level, but since most
comparison of summarization systems is done at
the system-level, these results suggest that the num-
ber of reference summaries should not greatly im-
pact how well they rank summarizers on modern
datasets.
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Figure 5: The system- and summary-level Pearson corre-
lations as the number of available reference summaries
increases. 95% confidence error bars shown, but may
be too small to see. PyrEval is missing data because the
official implementation requires at least two references.
Even with one reference summary, QAEval-F1 main-
tains a higher system-level correlation than ROUGE.
B Analyzing the Metric Gap
One of the known problems with ROUGE is that
it does not reflect the large gap in responsiveness
scores that separates peer and human summarizers,
known as the metric gap (Conroy and Dang, 2008).
That is, expert judges rate all human summariz-
ers significantly higher than all peer summarizers
in terms of their average responsiveness scores,
whereas the gap between their ROUGE scores is
much smaller or non-existent. This is a problem
because it means ROUGE assigns similar scores
to summarizers with significantly different respon-
siveness values. This Section examines the extent
to which this problem exists with the QAEval.
In order to quantify the metric gap, we define the
peer-reference margin for a metric as the difference
between the lowest-scoring reference summarizer
and the highest-scoring peer summarizer after the
scores have been scaled to be in the range 0 to
1. The larger the value of the margin, the more
the metric separates reference and peer summariz-
ers. If the value is negative, that means the metric
scores some peer summarizer higher than a refer-
ence summarizer. This is represented graphically
in Figure 6.
Then in Table 5, we report the margin values for
responsiveness and several different evaluation met-
rics on the TAC’08 dataset. A perfect metric would
have a margin equal to the responsiveness score’s
margin of 0.46. The Pyramid Score is closest with
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Figure 6: A visualization of the peer-reference mar-
gins (§B) on TAC’08 of QAEval-F1 and ROUGE-1.
Each point is a summarizer and appears once for each
metric. The solid and dashed lines mark the scores
of lowest-scoring reference summarizer and highest-
scoring peer summarizer based on the automatic metric,
respectively. The margin is the difference between the
solid and dashed lines. A perfect metric would match
the equivalent margin for responsiveness on the y-axis
(not shown above). The QAEval-F1 margin is much
closer to the ideal value, whereas the ROUGE margin is
actually negative, implying it ranks a peer summarizer
higher than a human summarizer.
Resp. Pyr. R1 R2 QA-EM QA-F1
0.46 0.22 -0.04 -0.03 0.14 0.16
Table 5: The peer-reference margins (§B) for responsive-
ness, Pyramid Score, ROUGE-1, ROUGE-2, QAEval-
EM and QAEval-F1. A perfect metric would have a mar-
gin equal to the reponsiveness score’s margin. A neg-
ative value means that metric scored some peer higher
than a human. The QA-based metrics have significantly
better margins than ROUGE.
a value of 0.22, followed by the QAEval-EM and
-F1 at 0.14 and 0.16. These scores are significantly
higher than ROUGE-1 and -2’s margins, which
are actually slightly negative at -0.04 and -0.03.
These results indicate that, while QAEval does not
perfectly match the responsiveness score’s gap, it
does a much better job at separating summarizers
that have large differences in responsiveness scores
than ROUGE. This is further evidence that QAEval
is a better evaluation metric than ROUGE.
