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About dual two-dimensional oscillator and Coulomb-like
theories on pseudosphere
G.V. Grigoryan∗, R.P. Grigoryan†I.V. Tyutin‡
Abstract
We present a mathematically rigorous quantum-mechanical treatment of a two-
dimensional nonrelativistic quantum dual theories (with oscillator and Coulomb like
potentials) on pseudosphere and compare their spectra and the sets of eigenfunctions.
We construct all self-adjoint Schrodinger operators for these theories and represent
rigorous solutions of the corresponding spectral problems. Solving the first part of the
problem, we use a method of specifying s.a. extensions by (asymptotic) s.a. boundary
conditions. Solving spectral problems, we follow the Krein’s method of guiding func-
tionals. We show, that there is one to one correspondence between the spectral points
of dual theories in the planes energy-coupling constants not only for discrete, but also
for continuous spectra.
1 Introduction
It is well known [1], that if one introduces in a radial part of the D dimensional oscillator
(D > 2)
d2R
du2
+
D − 1
u
dR
du
− L (L+D − 2)
u2
R +
2µ
~2
(
E − µω
2u2
2
)
R = 0 (1.1)
(here R is the radial part of the wave function for the D dimensional oscillator (D > 2) and
L = 0, 1, 2, ... are the eigenvalues of the global angular momentum ) r = u2 then equation
(1.1) transforms into
d2R
dr2
+
d− 1
r
dR
dr
− l (l + d− 2)
r2
R +
2µ
~2
(
E + α
r
)
R = 0 (1.2)
where d = D/2+1 l = L/2 E = −µω2
8
α = E/4, which formally is identical to the radial
equation for d-dimensional hydrogen atom.
Equations (1.1) and (1.2) are dual to each other and the duality transformation is r = u2.
For discreet spectrum of these equations (and wave fuctions regular at the origin) it was
proved, that to each state of equation (1.1) corresponds a state in (1.2), and visa versa [2, 3].
However the correspondence of the states in general (for discrete, as well as continuous
spectra and for all values of the parameters of the theory) the problems was not considered.
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In [4] we constructed all self-adjoint Schrodinger operators for nonrelativistic one-dimen-
sional quantum dual theories and represented rigorous solutions of the corresponding spectral
problems. We have shown that there is one to one correspondence between the spectra of
dual theories for discreet , as well as continuous spectra.
In this paper will solve the quantum problem of two dimensional quantum dual theories
(with oscillator and Coulomb like potentials ) on pseudosphere and compare their spectra and
the sets of eigenfunctions. As it was in one dimensional case, we again have a correspondence
of the states for all values of the parameters EO, λ, EC , and g, except when the angular
momentum m = 1, when the duality is one-to-one only in the case of parameter of s.a.
extension ζ = π/2 (see below in coulomb case). The interest to these models was stimulated
also by the fact that among the theorists dealing with similar problems exists a notion, that
the ”Hamiltonian isn’t self adjoit at high energies” [5]. In section 2 we will consider the
quantum problem for the oscillator, will find solutions of the equation for all values of the
variable and parameters. In Section 3 we will consider the quantum problem for Coulomb-
like system. The results will be compared in section 4, where we will show the one-to one
correspondense of the spectra and proper functions of the Hamiltonians of both problems.
2 Quantum two-dimentional oscillator-like interaction
on pseudosphere
2.1 Preliminaries
Here, we consider the QM of a paticle moving on pseudosphere (two-sheet hyperboloid) in
an “oscillator” potential. We describe the pseudosphere by the coordinates u = {u1, u2} of
its stereographic projection on the plane, such that the coordinate s = {s1, s2, s3} of the
ambient space, (s3)2 − (s1)2 − (s2)2 = R2 are
s1 =
2R2u1
R2 − r2 , s
2 =
2R2u2
R2 − r2 , s
3 = R
R2 + r2
R2 − r2 , r =
√
(u1)2 + (u2)2,
where R is a radius of the pseudosphere.The disc r < R describes the upper sheet s3 > R, the
exterior of the disc r > R describes the lower sheet s3 < −R. There is an useful one-to-one
map P , P 2 = 1, of the interior of disc onto the exterior of disc and inversely:
Pu = uP = {u1P , u2P} =
{
R2
r2
u1,
R2
r2
u2
}
, rP =
R2
r
, P 2u = u,
We will call this map by the parity transformation and the operator P by the parity operator.
Note that P -transformation commutes with the rotation of u-plane around origin.
The metric gjk(u), the invariant volume element dΛ(u), and the Beltrami-Laplace oper-
ator ∆BL(u) have the following form in the coordinates u:
gjk(u) =
R4
(R2 − r2)2 δjk, g
jk(u) =
(R2 − r2)2
R4
δjk,
√
g(u) =
R4
(R2 − r2)2 ,
dΛ(u) =
R4
(R2 − r2)2d
2u, ∆BL(u) =
(R2 − r2)2
R4
∆(u), ∆(u) = ∂uk∂uk , j, k = 1, 2.
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The wave functions Ψ(u) of the QM-problem under consideration belong to the Hilbert space
H = L2Λ(R
2) with the scalar product
(Ψ1,Ψ2) =
∫
R2
Ψ1(u)Ψ2(u)dΛ(u), ∀Ψ1,Ψ2 ∈ H,
and the s.a. Hamiltonians are associated with a differential operation Hˇ ,
Hˇ = Hˇ(u) = −∆BL(u) + V (u), V (u) = 4(q − 1)r
2
(R2 + r2)2
, q =
R4
4
λ,
where V (u) is an “oscillator” potential and q is a coupling constant (λ is a coupling constant
in the plane limit R → ∞) . We note that the introduced invariant volume element, the
Beltrami-Laplace operator, “oscillator” potential, differential operation and scalar product
are invariant under parity transformation:
PdΛ(u) = dΛ(uP ) = dΛ(u), P∆BL(u)P = ∆BL(uP ) = ∆BL(u),
PV (u) = V (uP ) = V (u), P Hˇ(u)P = Hˇ(uP ) = Hˇ(u), (Ψ1P ,Ψ2P ) = (Ψ1,Ψ2) ,
where ΨP (u) = PΨ(u) = Ψ(uP ). Furthermore, a relation holds:∫
r<<R
Ψ1(u<)Ψ2(u<)dΛ(u<) =
∫
r>>R
Ψ˜1(u>)Ψ˜2(u>)dΛ(u>),
where u< = Pu>, Ψ˜k(u<) = ΨkP (u>) = Ψk(Pu>).
2.1.1 Polar coordinates r, ϕ
Rewrite the above introduced quantities in the polar coordinates r, ϕ, u1 = r cosϕ, u2 =
r sinϕ. We have:
dΛ(u) = dω(r)dϕ, dω(r) =
R4r
(R2 − r2)2dr,
Hˇ = −∆BLr −∆BLϕ + V (r), ∆BLϕ = (R
2 − r2)2
R4r2
∂2ϕ, V (r) =
4(q − 1)r2
(R2 + r2)2
,
∆BLr =
(R2 − r2)2
R4
∆r, ∆r =
1
r
∂rr∂r,
Ψ(u) =
∑
m∈Z
Λm(u), Λm(u) =
1√
2π
eimϕΨm(r),
(Λ1m1 ,Λ2m2) = δm1m2 (Λ1m1Λ2m1) , (Λ1m,Λ2m) =
∫ ∞
0
Ψ1m(r)Ψ2m(r)dω(r)
HˇΨ(u) =
∑
m∈Z
1√
2π
eimϕHˇmΨm(r), Hˇm = −∆BLr + m
2(R2 − r2)2
R4r2
+ V (r).
Represent Ψm(r) in the form
Ψm(r) =
|R2 − r2|
R2
√
r
ψm(r).
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Then we have
(Λ1m,Λ2m) = 〈ψ1m, ψ2m〉 =
∫ ∞
0
ψ1m(r)ψ2m(r)dr,
HˇmΨm(r) =
|R2 − r2|
R2
√
r
hˇmψm(r),
hˇm =
√
r
R2 − r2 Hˇm
R2 − r2√
r
=
= −∂rp0(r)∂r + 10R
2r2 − 9r4 −R4 + 4m2(R2 − r2)2
4R4r2
+ V (r), p0(r) =
(R2 − r2)2
R4
. (2.1)
2.1.2 P -transformation
In the polar coordinates, we have
Pr = rP =
R2
r
, Pϕ = ϕP = ϕ.
Pr∂r = rP∂rP = −
R2
r
r2∂r
R2
= −r∂r, P dr
r
=
drP
rP
= − r
R2
R2dr
r2
= −dr
r
,
I±(r) =
(R2 ± r2)2
R4r2
, P I±(r) = I±(rP ) = I±(r),
dω(r) =
1
I−(r)
dr
r
, Pdω(r) = dω(r), dΛ(u) =
1
I−(r)
dr
r
dϕ, PdΛ(u) = dΛ(u),
∆BLr =
1
4
I−(r)(r∂r)2, P∆BLr(r) = ∆BLr(rP ) = ∆BLr(r),
∆BLϕ = I−(r)∂2ϕ, P∆BLϕ(u) = ∆BLϕ(uP ) = ∆BLϕ(u),
V (r) =
4(q − 1)
R4I+(r)
, PV (r) = V (rP ) = V (r),
P Hˇ(u)P = Hˇ(uP ) = Hˇ(u), P Hˇm(r)P = Hˇm(rP ) = Hˇm(r).
Operator P acts on the radial wave finctions by the following way (subscript “m” is omitted),
PΨ(r) = Ψ(rP (r)) = Ψ(R
2/r).
It is convenient to introduce some notation:
r = {ρ, ξ}, 0 ≤ ξ ≤ R, R ≤ ρ <∞,
Pρξξ = ρP =
R2
ρ
, Pξρρ = ξP =
R2
ξ
, Ψ(r) =
(
Ψ>(ρ)
Ψ<(ξ)
)
,
PρξPξρρ = PρξξP = Pρξ
R2
ξ
=
R2
ρP
= ρ, PξρPρξξ = ξ,
PρξΨ
<(ξ) = Ψ<(R2/ρ), PξρΨ
>(ρ) = Ψ>(R2/ξ), Hˇ(r) =
(
Hˇ>(ρ) 0
0 Hˇ<(ξ)
)
,
PΨ(r) = ΨP (r) =
(
Ψ
|>
P (ρ)
Ψ
|<
P (ξ)
)
=⇒ Ψ|>P (ρ) = Ψ<(R2/ρ) = Ψ<(ρP ),
Ψ
|<
P (ξ) = Ψ
>(R2/ξ) = Ψ>(ξP ) =⇒ P =
(
0 Pρξ
Pξρ 0
)
,
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where Ψ
|>
P (ρ) ≡ (ΨP )>(ρ) and so forth.
Checking:
Hˇ(r) = PHˇ(r)P =
(
PρξHˇ
<(ξ)Pξρ 0
0 PξρHˇ
>(ρ)Pρξ
)
=
=
(
Hˇ<(ρP ) 0
0 Hˇ>(ξP )
)
= Hˇ(rP ) = Hˇ(r).
Turn out to the “h-space”. We have
Ψ(r) =
|R2 − r2|
R2
√
r
ψ(r), PΨ(r) =
|R2 − r2P |
R2
√
rP
ψ(rP ) =
|R2 − r2|
Rr3/2
ψ(rP ) =
=
|R2 − r2|
R2
√
r
P˜ψ(r) =⇒ P˜ψ(r) = R
r
ψ(rP ) = P
r
R
ψ(r) =⇒
=⇒ P˜ = R
r
P =
rP
R
P = P
r
R
= .
(
0 R
ρ
Pρξ
R
ξ
Pξρ 0
)
=
=
(
0 ρP
R
Pρξ
ξP
R
Pξρ 0
)
=
(
0 Pρξ
ξ
R
Pξρ
ρ
R
0
)
.
P˜ 2ψ(r) =
( R
ρ
R
ρP
PρξPξρ 0
0 R
ξ
R
ξP
PξρPρξ
)(
ψ>(ρ)
ψ<(ξ)
)
=
(
ψ>(ρ)
ψ<(ξ)
)
= ψ(r),
P˜ hˇ(r)P˜ =
R
r
hˇ(rP )
r
R
=
R
r
P
√
r
R2 − r2 Hˇm(r)
R2 − r2√
r
P
r
R
=
=
R
r
r3/2
R(R2 − r2)Hˇm(r)
R(R2 − r2)
r3/2
r
R
=
√
r
R2 − r2 Hˇm(r)
R2 − r2√
r
= hˇ(r), (2.2)
ψ(r) =
(
ψ>(ρ)
ψ<(ξ)
)
, P˜ψ(r) = P
r
R
ψ(r) = ψP˜ (r) =
(
ψ
|>
P˜
(ρ)
ψ
|<
P˜
(ξ)
)
=⇒
=⇒ ψ|>
P˜
(ρ) = Pρξ
ξ
R
ψ<(ξ) =
ρP
R
ψ<(ρP ),
ψ
|<
P˜
(ξ) = Pξρ
ρ
R
ψ>(ρ) =
ξP
R
ψ>(ξP ).
hˇ(r) = .
(
hˇ>(ρ) 0
0 hˇ<(ξ)
)
, hˇ>(ρ) =
R
ρ
hˇ<(ρP )
ρ
R
, hˇ<(ξ) =
R
ξ
hˇ>(ξP )
ξ
R
, (2.3)
two last equalities follow from eq. (2.2),
hˇ>(ρ)ψ
|>
P˜
(ρ) =
R
ρ
hˇ<(ρP )
ρ
R
ρP
R
ψ<(ρP ) =
R
ρ
hˇ<(ρP )ψ
<(ρP ) =
R
ρ
Pρξhˇ
<(ξ)ψ<(ξ), (2.4)
[hˇ<(ξ)−W ]ψ<(ξ) = 0 =⇒ [hˇ>(ρ)−W ]ψ|>
P˜
(ρ) = 0 (2.5)
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2.1.3 Some relations
Any functions Λm(u) =
1√
2pi
eimϕuΨm(r) can be represented in the form
Λm(u) =
1√
2π
eimϕuΨm,+(r) +
1√
2π
eimϕuΨm.−(r),
Ψm,ζ(r) =
1 + ζP
2
Ψm(r), PΨm,ζ(r) = ζΨm,ζ(r), ζ = ±,
Ψm,ζ(r) =
(
Ψ>m,ζ(ρ)
Ψ<m,ζ(ξ)
)
, Ψ<m,ζ(ξ) =
1
2
[Ψ<m(ξ) + ζΨ
>
m(ξP )] ,
Ψ>m,ζ(ρ) =
1
2
[Ψ>m(ρ) + ζΨ
<
m(ρP )] = ζPρξΨ
<
m,ζ(ξ) = ζΨ
<
m,ζ(ρP ).
As a consequence, we have
Λm(u) =
1√
2π
eimϕu
|R2 − r2|
R2
√
r
ψm(r) =
1√
2π
eimϕu
|R2 − r2|
R2
√
r
ψm,+(r)+
+
1√
2π
eimϕu
|R2 − r2|
R2
√
r
ψm,−(r), Ψm,ζ(r) =
|R2 − r2|
R2
√
r
ψm,ζ(r),
ψm,ζ(r) =
(
ψ>m,ζ(ρ)
ψ<m,ζ(ξ)
)
, ψ<m,ζ(ξ) =
1
2
[
ψ<m(ξ) + ζ
ξP
R
ψ>m(ξP )
]
,
ψ>m,ζ(ρ) =
1
2
[
ψ>m(ρ) + ζ
ρP
R
ψ<m(ρP )
]
= ζPρξ
ξ
R
ψ<m,ζ(ξ) =
= ζ
ρP
R
ψ<m,ζ(ρP ) = ζψ
|>
P˜m,ζ
(ρ), P˜ ψm,ζ(r) = ζψm,ζ(r).
Below we omit the subscript “ζ” for the lower component of functions Ψm,ζ(r) and
ψm,ζ(r), that is,
Ψm,ζ(r) =
(
Ψ>m,ζ(ρ)
Ψ<m(ξ)
)
, Ψ>m,ζ(ρ) = ζΨ
<
m(ρP ),
ψm,ζ(r) =
(
ψ>m,ζ(ρ)
ψ<m(ξ)
)
, ψ>m,ζ(ρ) = ζ
ρP
R
ψ<m,ζ(ρP ), (2.6)
PΨm,ζ(r) = ζΨm,ζ(r), P˜ψm,ζ(r) = ζψm,ζ(r).
Let hˇ(r)ψm,ζ(r) ≡ ψh,m,ζ(r). Then we have
P˜ψh,m,ζ(r) =
(
P˜ hˇ(r)P˜
)(
P˜ψm,ζ(r)
)
= ζhˇ(r)ψm,ζ(r) = ζψh,m,ζ(r)
Note the relation (ζ is fixed)∫ ∞
0
|ψm,ζ(r)|2dr = 2
∫ R
0
|ψ<m(r)|2dr,∫ ∞
0
ψ1m,ζ(r)hˇ(r)ψ2m,ζ(r)dr = 2
∫ R
0
ψ<1m(r)hˇ(r)ψ
<
2m(r)dr.
Let
ψ(>)(r) =
(
ψ>(ρ)
0
)
, ψ(<)(r) =
(
0
ψ<(ξ)
)
.
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Then:
P˜ψ(>)(r) =
(
0
ψ
|<
P˜
(ξ)
)
, P˜ψ(<)(r) =
(
ψ
|>
P˜
(ρ)
0
)
,
∫ ∞
R
ψ
|>
1P˜
(ρ)ψ
|>
2P˜
(ρ)dρ =
∫ ∞
R
ψ<1 (ρP )ψ
<
2 (ρP )
R2dρ
ρ2
=
= −
∫ ∞
R
ψ<1 (ρP )ψ
<
2 (ρP )d
R2
ρ
=
∫ R
0
ψ<1 (ρP )ψ
<
2 (ρP )dρP =
∫ R
0
ψ<1 (ξ)ψ
<
2 (ξ)dξ,∫ R
0
ψ
|<
1P˜
(ξ)ψ
|<
2P˜
(ξ)dξ =
∫ ∞
R
ψ>1 (ρ)ψ
>
2 (ρ)dρ,∫ ∞
0
ψ1P˜ (r)ψ2P˜ (r)dr =
∫ ∞
0
ψ1(r)ψ2(r)dr.
2.2 Reduction to radial problem
In the case under consideration, the Hilbert space H is a direct orthogonal sum of subspaces
Hm,ζ, that are the eigenspaces of the rotation operator UˆS and the parity operator P ,
H =
∑⊕
m∈Z,ζ=±
Hm,ζ, UˆSHm,ζ = e
−imθHm,ζ , PHm,ζ = ζHm,ζ,
Hm,ζ = Pˆm,ζH,
where θ is the rotation angle corresponding to S, and Pˆm,ζ is an orthohonal projector on
subspace Hm,ζ . Hm,ζ consists of eigenfunctions Ψm,ζ(u) of angular momentum operator
Lˆz = −i~∂/∂ϕu and parity operator P , Ψm,ζ(u) = 1√2pi eimϕu
|R2−r2|
2R2
√
r
ψm,ζ(r), where
P˜ψm,ζ(r) = ζψm,ζ(r),
and ψm,ζ(r) ∈ hm,ζ = L2(R+), hm,ζ is the Hilbert space of s.-integrable functions on the
semi-axis R+ with scalar product
〈f1, f2〉 =
∫
R+
f1 (r)f2 (r) dr.
We define an initial symmetric operator Hˆ associated with Hˇ as follows:
Hˆ :
{
DH = {ψ(u) : ψ ∈ D(R2\{r = R})}
Hˆψ = Hˇψ, ∀ψ ∈ DH ,
where D(R2\{r = R}) is the space of smooth and compactly supported functions vanishing
in a neighborhood of origin and of the circle r = R. The domain DH is dense in H and the
symmetricity of Hˆ is obvious. It is also obvious that the operator Hˆ commutes1 with the
unitary operators UˆS and the s.a. operator P ,
Hˆ =
∑⊕
m∈Z,,ζ=±
Hˆm,ζ, Hˆm,ζ = Pˆm,ζHˆ, DHm,ζ = Pˆm,ζDH ,
1We remind the reader of the notion of commutativity in this case (where one of the operators, US or P ,
is bounded and defined everywhere): we say that the operators Hˆ and US commute if USHˆ ⊆ HˆUS , i.e., if
ψ ∈ DH , then also USψ ∈ DH and USHˆψ = HˆUSψ, and analogously for P .
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HˆΨm,ζ(u) = Hˆm,ζΨm,ζ(u) = HˇmΨm,ζ(u) =
=
1√
2π
eimϕu
|R2 − r2|
R2
√
r
hˆm,ζψm,ζ (r) ,
where hˆm,ζ is a symmetric operator defined in the Hilbert space hm,ζ = L
2.ζ(R+), L
2.ζ(R+) =
PˆζL
2(R+), Pˆζ = (1 + ζP˜ )/2:
hˆm,ζ :
{
Dhm,ζ = Dζ(R+\{R})
hˆm,ζψm,ζ = hˇmψm,ζ , ∀ψm,ζ ∈ Dhm,ζ ,
, (2.7)
the differential operation hˇm is given by eq. (2.1) and Dζ(R+\{R}) = PˆζD(R+\{R}).
In what follows, the s.a. operators fˆ which commute with the operators UˆS and P , we
will call rotationally- and parity-invariant. Such operators can be represented in the form
fˆ =
∑⊕
m∈Z,,ζ=±
fˆm,ζ , fˆm,ζ = Pˆm,ζ fˆ ,
and fˆm,ζ are s.a. operators in sufspaces Hm,ζ .
Let hˆem,ζ is a s.a.operator associated with the differential operation hˇm in the Hilbert
space hm,ζ. Then the operator Hˆem,ζ,
Hˆem,ζΨm,ζ(u) =
1√
2π
eimϕu
|R2 − r2|
R2
√
r
hˆem,ζψm,ζ (r) , ψm,ζ (r) ∈ Dhem,ζ , (2.8)
is a s.a. operator associated with Hˇm in the Hilbert space Hm,ζ and operator Hˆe,
Hˆe =
∑⊕
m∈Z,ζ=±
Hˆem,ζ, (2.9)
is a s.a. operator in the Hilbert space H.
Conversely, let Hˆe be a rotationally- and parity-invariant s.a. extension of Hˆ . Then it has
the form (2.9), where Hˆem,ζ are s.a. operators in Hm,ζ. The operator Hˆem,ζ acts in subspace
Hm,ζ by the rule (2.8) with some operator hˆem,ζ which is obviously a s.a. operator associated
with the symmetric operator hˆm,ζ in the Hilbert space hm,ζ.
In what follows, we restrict ourselves to the consideration of the s.a. operators Hˆe which
are the rotationally- and parity-invariant s.a. extension of Hˆ . As it was explained above,
this means that Hˆe has a structure of eq. (2.9), acts by the rule (2.8) and hˆem,ζ is an s.a.
extension of the symmetric operator hˆm.
Thus, the problem of constructing a rotationally-invariant s.a. Hamiltonian Hˆe is reduced
to constructing s.a. radial Hamiltonians hˆem,ζ .
2.3 |m| ≥ 1
2.3.1 Useful solutions, r < R
We need solutions of an equation
(hˇOm −WO)ψ<Om(r) = 0, (2.10)
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where hˇm is given by eq. (2.1) and WO =W is complex energy,
W = |W |eiϕW , 0 ≤ ϕW ≤ π, ImW ≥ 0.
It is convenient for our aims first to consider solutions more general equation
(hˇOm,δ −WO)ψm,δ(r) = 0, hˇOm,δ = hˇm,δ = hˇm
∣∣
m→m+δ = (2.11)
=
√
r
R2 − r2 Hˇm,δ
R2 − r2√
r
, Hˇm,δ = Hˇm
∣∣
m→m+δ , |δ| < 1;
(Hˇm,δ −W )Ψm,δ = 0. Ψm,δ(r) = R
2 − r2
R2
√
r
ψm,δ(r). (2.12)
Introduce a new variable x,
x =
4R2r2
(R2 + r2)2
, r = R
1−√1− x√
x
, r∂r = 2x
√
1− x∂x,
R2 + r2 = 2R2
1−√1− x
x
, R2 − r2 = 2R2
√
1− x(1−√1− x)
x
,
V (r) =
4(q − 1)r2
(R2 + r2)2
=
(q − 1)x
R2
,
(R2 − r2)2
R4r2
=
4(1− x)
R2x
,
∆BLr =
(R2 − r2)2
R4
1
r
∂rr∂r =
16(1− x)3/2
R2
∂xx
√
1− x∂x,
and new function φξµξνδ(x),
ψm,δ(r) =
R2
√
r
R2 − r2x
ξµµδ(1− x)1/4+ξννφξµξνδ(x),
Ψm,δ(r) = x
ξµµδ(1− x)1/4+ξννφξµξνδ(x),
µδ =
1
2
|m+ δ|, ν = 1
4
√
q − w, w = R2W, ξµ, ξν = ±1,
and
√
q − w is understood as the principal value, real q is understood as the limit Im q → −0.
Note that Re ν > 0. Im ν < 0 for ImW > 0.
Then we obtain
[x(1− x)∂2x + (γξµδ − (1 + αξµξνδ + βξµξνδ)x)∂x − αξµξνδβξµξνδ]φξµξνδ(x) = 0, (2.13)
αξµξνδ = 1/2 + ξµµδ + ξνν + σ, βξµξνδ = 1/2 + ξµµδ + ξνν − σ,
γξµδ = 1 + 2ξµµδ, σ =
{
1
4
√
q, q ≥ 0
iκ/4, κ =
√|q|, q < 0 .
Eq. (2.13) is the equation for hypergeometric functions, in the terms of which we can
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express solutions of eq. (2.11). We will use the following solutions:
O<1,m,δ(r;W ) =
R2
√
r
R2 − r2x
µδ(1− x)1/4+νF(α1δ, β1δ; γ1δ; x) =
= Q1,m,δ(W )O
<
3,m,δ(r;W ) +Q2,m,δ(W )v
<
m,δ(r;W ) =
= O<1,m,δ(r;W )
∣∣
σ→−σ = O
<
1,m,δ(r;W )
∣∣
ν→−ν ,
Q1,m,δ(W ) =
Γ(γ1δ)Γ(−2ν)
Γ(α4δ)Γ(β4δ)
, Q2,m,δ(W ) =
Γ(γ1δ)Γ(2ν)
Γ(α1δ)Γ(β1δ)
= Q1,m,δ(W )|ν→−ν ,
O<2,m,δ(r;W ) =
1
Γ(γ2δ)
R2
√
r
R2 − r2x
−µδ(1− x)1/4+νF(α2δ, β2δ; γ2δ; x) =
=
1
Γ(γ2δ)
O<1,m,δ(r;W )
∣∣
µδ→−µδ = O
<
2,m,δ(r;W )
∣∣
σ→−σ = O
<
2,m,δ(r;W )
∣∣
ν→−ν ,
(r;W ) =
R2
√
r
R2 − r2x
µδ (1− x)1/4+νF(α1δ, β1δ; γ3; 1− x),
v<m,δ(r;W ) =
R2
√
r
R2 − r2x
µδ(1− x)1/4−νF(α4δ, β4δ; γ4; 1− x) = O<3,m,δ(r;W )
∣∣
ν→−ν ,
α1δ,2δ = 1/2± µδ + ν + σ, β1δ,2δ = 1/2± µδ + ν − σ,
α4δ = 1/2 + µδ − ν + σ, β4δ = 1/2 + µδ − ν − σ,
γ1δ,2δ = 1± 2µδ, γ3,4 = 1± 2ν.
Note that O<1,m,δ(r;W ) and O
<
2,m,δ(r;W ) are real-entire in W solutions of eq. (2.11).
Represent O<3,m,δ in the form
O<3,m,δ(r;W ) = Bm,δ(W )O
<
1,m,δ(r;W ) +Q3,m,δ(W )O
<
4,m,δ(r;W ),
O<4,m,δ(r;W ) = Γ(γ2δ)
[
O<2,m,δ(r;W )−Am,δ(W )O<1,m,δ(r;W )
]
,
Q3,m,δ(W ) =
Γ(γ3)Γ(2µδ)
Γ(α1δ)Γ(β1δ)
, Am,δ(W ) =
Γ(α1)Γ(β1)
Γ(α2)Γ(β2)Γ(γ1δ)
,
Bm,δ(W ) =
Γ(γ3)Γ(−2µδ)
Γ(α2δ)Γ(β2δ)
+
Γ(γ3)Γ(2µδ)Γ(γ2δ)
Γ(α1δ)Γ(β1δ)
Am,δ(W ) =
=
Γ(γ3)Γ(−2µδ)
Γ(α2)Γ(β2)
[
Γ(α2)Γ(β2)
Γ(α2δ)Γ(β2δ)
− Γ(α1)Γ(β1)
Γ(α1δ)Γ(β1δ)
]
,
α1,2 = 1/2± µ+ ν + σ, β1,2 = 1/2± µ+ ν − σ, µ = |m|/2,
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where we used eq.9.131.2 in [6]. The function Am,δ(W ) can be represented in the form
Am,δ(W ) =
1
Γ(γ1δ)
Am(W ),
Am(W ) = Γ(α1)Γ(β1)
Γ(α2)Γ(β2)
=
|m|∏
k=1
(α1 − k)(β1 − k) =
=
1
Γ(γ1δ)
{
(v2 − σ2)Ip(ν, σ2)Ip(−ν, σ2), |m| = 2p− 1
Jp(ν, σ
2)Jp(−ν, σ2), |m| = 2p ,
p = 1, 2, ..., I1(z) = 1, Ip(z, σ
2) =
p−1∏
k=1
[
(k + z)2 − σ2] , p ≥ 2,
Jp(z) =
p−1∏
k=0
[
(k + 1/2 + z)2 − σ2] ,
i.e., Am,δ(W ) is a polynomial in W with real coefficients, and, therefore, O
<
4,m,δ(r;W ) is
real-entire in W .
We obtain the solution of eq.(2.10) as the limit δ → 0 of the solution of eq. (2.11):
O<1,m(r;W ) = O
<
1,m,0(r;W ) =
R2
√
r
R2 − r2x
µ(1− x)1/4+νF(α1, β1; γ1; x) =
(for = ImW > 0) = Q1(W )O
<
3,m(r;W ) +Q2(W )v
<
m(r;W ), γ1 = 1 + 2µ,
Q1(W ) = Q10(W ) =
Γ(γ1)Γ(−2ν)
Γ(α4)Γ(β4)
, Q2(W ) = Q20(W ) =
Γ(γ1)Γ(2ν)
Γ(α1)Γ(β1)
,
v<m(r;W ) = v
<
m,0(r;W ) =
R2
√
r
R2 − r2x
µ(1− x)1/4−νF(α4, β4; γ4; 1− x),
O<4,m(r;W ) = lim
δ→0
O<4,m,δ(r;W ),
O<3,m(r;W ) =
R2
√
r
R2 − r2x
µ(1− x)1/4+νF(α1, β1; γ3; 1− x) =
= Bm(W )O
<
1,m(r;W ) + Cm(W )O
<
4,m(r;W ), Cm(W ) =
Γ(γ3)Γ(|m|)
Γ(α1)Γ(β1)
,
Bm(W ) = Bm,0(W ) =
(−1)|m|+1Γ(γ3)
2Γ(α2)Γ(β2)Γ(γ1)
[ψ(α1) + ψ(α2) + ψ(β1) + ψ(β2)] ,
where we used relations.
|m+ δ| = |m|+ δm, δm = δsignm, Γ(−|m+ δ|) = (−1)
|m|+1
Γ(γ1)
1
δm
,
O<2,m,0(r;W ) =
Γ(α1)Γ(β1)
Γ(α2)Γ(β2)Γ(γ1)
O<1,m(r;W )
Γ(α1)
Γ(α1,δ)
= 1− 1
2
δmψ(α1),
Γ(α2)
Γ(α2,δ)
= 1 +
1
2
δmψ(α2),
Γ(β1)
Γ(β1,δ)
= 1− 1
2
δmψ(β1),
Γ(β2)
Γ(β2,δ)
= 1 +
1
2
δmψ(β2).
Note that O<1,m(r;W ) and O
<
4,m(r;W ) are real-entire in W .
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2.3.2 Asymptotics, r → 0 (x→ 0)
We have
x =
4r2
R2
(1 +O(r2)), p0(r) = 1 +O(r
2),
O<1,m(r;W ) = (2/R)
|m|r1/2+|m|(1 +O(r2)),
O<4,m(r;W ) = (R/2)
|m|r1/2−|m|
(
1 +
{
O(r2), |m| ≥ 2
O(r2 ln r), |m| = 1
)
,
O<3,m(r;W ) = .
Γ(γ3)Γ(2µ)
Γ(α1)Γ(β1)
(R/2)|m|r1/2−|m|
(
1 +
{
O(r2), |m| ≥ 2
O(r2 ln r), |m| = 1
)
,
ImW > 0 or W = 0.
2.3.3 Asymptotics, ∆ = R − r → 0 (δ = 1− x→ 0)
We have
δ =
∆2
R2
(1 +O(∆)), p0(r) =
4∆2
R2
(1 +O(∆)),
O<3,m(r;W ) =
1
2
R1−2ν∆−1/2+2ν(1 +O(∆)),
O<1,m(r;W ) =
Γ(γ1)Γ(2ν)
2Γ(α1)Γ(β1)
R1+2ν∆−1/2−2ν(1 +O(∆)),
ImW > 0 or W = 0.
2.3.4 Wronskian
The Wronskian Wr(U, V ) of two functions U(r) and V (r) is equal to
Wr(U, V ) = p0(r)[U(r)∂rV (r)− V (r)∂rU(r)].
We have
Wr(O<1,m, O
<
3,m) = −2
Γ(γ1)Γ(γ3)
Γ(α1)Γ(β1)
= −ωm(W ) = −2|m|Cm(W ).
2.3.5 Useful solutions, r > R
We need solutions of eq. (2.10) for r > R. As two independent solutions, we choose the
following functions:
O>1,m(r;W ) =
R
r
O<1,m(R
2/r;W ), (2.14)
O>3,m(r;W ) =
R
r
O<3,m(R
2/r;W ) (2.15)
According to eq. (2.5), the functions (2.14) and (2.15) satisfy really eq. (2.10) for r > R.
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2.3.6 Asymptotics, ∆ = r − R → 0
We have
O>3,m(r;W ) =
1
2
R1−2ν∆−1/2+2ν(1 +O(∆)), ∆ = R− r,
O<1,m(r;W ) =
Γ(γ1)Γ(2ν)
2Γ(α1)Γ(β1)
R1+2ν∆−1/2−2ν(1 +O(∆)),
ImW > 0 or W = 0.
2.3.7 Asymptotics, r →∞
We have
O>1,m(r;W ) = 2
|m|R2+|m|r−3/2−|m|(1 +O(r−2)),
O>3,m(r;W ) =
Γ(γ3)Γ(2µ)
Γ(α1)Γ(β1)
2−|m|R2−|m|r−3/2+|m|
(
1 +
{
O(r−2), |m| ≥ 2
O(r−2 ln r), |m| = 1
)
,
ImW > 0 orW = 0.
We see that eq. (2.10) has no s.-integrable silutions for ImW > 0. This means that the
deficiency indices of the symmetric operator (see below) are equal to (0, 0).
2.3.8 Symmetric operator hˆm,ζ
For given a differential operation hˇm, the symmetric operator hˆm,ζ is given by eq. 2.7.
2.3.9 Isometry
We remind that the functions ψm,ζ(r) ∈ hm,ζ = L2(R+) have the structure, see eqs. (2.6),
(2.3) and (2.4),
ψm,ζ(r) =
(
ψ>m,ζ(ρ)
ψ<m(ξ)
)
, ψ>m,ζ(ρ) = ζ
ρP
R
ψ<m(ρP ) = ζPρξ
ξ
R
ψ<m(ξ),
hˆm,ζ(r)ψm,ζ(r) = hˇm(r)ψm,ζ(r) =
(
hˇ>m(ρ)ψ
>
m,ζ(ρ)
hˇ<m(ξ)ψ
<
m(ξ)
)
=
=
(
ζPρξ
ξ
R
hˇ<m(ξ)ψ
<
m(ξ)
hˇ<m(ξ)ψ
<
m(ξ)
)
, ψ<m(ξ) ∈ D(0, R).
Let us untroduce an isometric map T (ζ is fixed),
ψm,ζ(r) ∈ hm,ζ = L2,ζ(R+) T↔ ψT,m,ζ(ξ) =
√
2ψ<m(ξ) ∈ h(1/2)m = L2(0, R),
Dhm,ζ = Dζ(R+\{R}) T↔ Dh(1/2)m = D(0, R)
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hˆm,ζ(r)ψm,ζ(r) =
(
ζPρξ
ξ
R
hˇ<m(ξ)ψ
<
m,ζ(ξ)
hˇ<m(ξ)ψ
<
m,ζ(ξ)
)
T↔ hˆ(1/2)m,ζ (ξ)ψT,m,ζ(ξ) =
=
√
2hˆ<m(ξ)ψ
<
m(ξ), hˆ
(1/2)
m,ζ = hˆ
(1/2)
m = hˆ
<
m(ξ), ψm,ζ ∈ Dhm,ζ , ψT,m,ζ ∈ Dh(1/2)m,ζ .
Let hˆ
(1/2)
em,ζ be an s.a. extension of the symmetric operator hˆ
(1/2)
m . Then the corresponding
s.a. operator Hˆem,ζ , an s.a. extension of symmetric operator Hˆm,ζ , can be reconstructed by
the rule (2.8) with hˆem,ζ be given by the expression (see eq. (2.3)),
hˆem,ζ(r) = .
(
hˆ>em,ζ(ρ) 0
0 hˆ
(1/2)
em,ζ (ξ)
)
, hˆ>em,ζ(ρ) =
R
ρ
hˆ
(1/2)
em,ζ (ρP )
ρ
R
.
Pass to the construction of s.a. operators hˆ
(1/2)
em,ζ which are s.a. extensions of the symmetric
operators hˆ
(1/2)
m,ζ = hˆ
<
m,ζ(ξ) associated with the differential operations hˇ
<
m(ξ) in the Hilbert
space h
(1/2)
m,ζ = L
2(0, R).
2.3.10 Adjoint operator hˆ+m = hˆ
∗
m
We will omit the superscript (1/2).and will write r for ξ, 0 ≤ r ≤ R.
It is easy to prove by standard way that the adjoint operator hˆ+m coincides with the
operator hˆ∗m,
hˆ+m :
{
Dh+m = D
∗
hˇm
(0, R) = {ψ∗, ψ′∗ are a.c. in (0, R), ψ∗, hˆ+mψ∗ ∈ L2(0, R)}
hˆ+mψ∗(r) = hˇmψ∗(r), ∀ψ∗ ∈ Dh+m
.
2.3.11 Asymptotics
Because hˇmψ∗ ∈ L2(0, R), we have
hˇmψ∗(r) = η(r), η ∈ L2(0, R),
and we can represent ψ∗ in the form
ψ∗(r) = c1O<1,m(r; 0) + c2O
<
3,m(r; 0) + I(r),
ψ′∗(r) = c1∂rO
<
1,m(r; 0) + c2∂rO
<
3,m(r; 0) + I
′(r),
where
I(r) =
O<1,m(r; 0)
ωm(0)
∫ R
r
O<3,m(y; 0)η(y)dy +
O<3,m(r; 0)
ωm(0)
∫ r
0
O<1,m(y; 0)η(y)dy,
I ′(r) =
∂rO
<
1,m(r; 0)
ωm(0)
∫ R
r
O<3,m(y; 0)η(y)dy+
∂rO
<
3,m(r; 0)
ωm(0)
∫ r
0
O<1,m(y; 0)η(y)dy.
I) r → 0
We obtain with the help of the Cauchy-Bunyakovskii inequality (CB-inequality):
I(r) =
{
O(r3/2), |m| ≥ 2
O(r3/2
√
ln r), |m| = 1 , I
′(r) =
{
O(r1/2), |m| ≥ 2
O(r1/2
√
ln r), |m| = 1 ,
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such that we have
ψ∗(r) = c2cr1/2−|m|
(
1 +
{
O(r2), |m| ≥ 2
O(r2 ln r), |m| = 1
)
+
+
{
O(r3/2), |m| ≥ 2
O(r3/2
√
ln r), |m| = 1 , c = (R/2)
|m|Γ(γ3)Γ(2µ)
Γ(α1)Γ(β1)
.
The condition ψ∗ ∈ L2(0, R) gives c2 = 0, such that we find finally
ψ∗(r) =
{
O(r3/2), |m| ≥ 2
O(r3/2
√
ln r), |m| = 1 , ψ
′
∗(r) =
{
O(r1/2), |m| ≥ 2
O(r1/2
√
ln r), |m| = 1 ,
[ψ∗, χ∗]0 = 0, ∀ψ∗, χ∗ ∈ Dh+m. (2.16)
II) r → R
In this case, we prove that [ψ∗, χ∗]R = 0, ∀ψ∗, χ∗ ∈ Dh+m . Indeed, consider the Hilbert
space hc,m = L
2(c, R), c is an interior point of the interval (0, R). and an symmetric operator
hˆc,m, Dhc,m = D(c, R), acting as hˇm. We choose the functions O<1,m(r;W ) and O<3,m(r;W ) as
the independent solutions of eq. (2.10) for ImW > 0. The left end c of the interval (0, R) is
regular and both solutions O<1,m and O
<
3,m are s.-interable on the end c. The right end R is
singular. On the right end R, the solution O<3,m is s.-integrable, but O
<
1,m is not. Thus, there
is only one s. integrable solution of eq. (2.10) on the interval (c, R) for ImW > 0 and the
deficient indexes of the symmetric operator hˆc,m are equal to (1, 1). In this case, according
to [[7], Lemma on the page 213], we have [ψ∗, χ∗]R = 0, ∀ψ∗, χ∗ ∈ Dh+c,m. Because the
restriction ψc∗ on the interval (c, R) of any function ψ∗ ∈ Dh+m belongs to Dh+c,m , ψc∗ ∈ Dh+c,m.
∀ψ∗ ∈ Dh+m, we obtain that [ψ∗, χ∗]R = 0, ∀ψ∗, χ∗ ∈ Dh+m .
2.3.12 Self-adjoint hamiltonian hˆem,ζ
Because ωh+m(χ∗, ψ∗) = ∆h+m(ψ∗) = 0 (and also because O
<
1,m(r;W ) and O
<
3,r(u;W ) and any
their linear combinations are not s.-integrable on the interval (0, R) for ImW 6= 0), the
deficiency indices of initial symmetric operator hˆm are zero, which means that hˆem,ζ = hˆem =
hˆ+m is a unique s.a. extension of the initial symmetric operator hˆm:
hˆem :
{
Dhem = D
∗
hˇm
(0, R)
hˆemψ∗(r) = hˇmψ∗(r), ∀ψ∗ ∈ Dhem
.
2.3.13 The guiding functional Φ(ξ;W )
As a guiding functional ( see [8, 7])Φ(ξ;W ) we choose
Φ(ξ;W ) =
∫ R
0
O<1,m(r;W )ξ(r)dr, ξ ∈ D = Dr(0, R) ∩Dhem . (2.17)
Dr(0, R) = {ξ(u) : suppξ ⊆ [0, βξ], βξ < R}.
The guiding functional Φ(ξ;W ) is simple. It has, obviously, the properties 1) and 3) and
we should prove the properties 2) only. (see [7], pages 245-246). Let Φ(ξ0;E0) = 0, ξ0 ∈ D,
E0 ∈ R. As a solution ψ(r) of equation
(hˇm − E0)ψ(r) = ξ0(r),
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we choose
ψ(r) = O<1,m(r;E0)
∫ R
r
U(r)ξ0(r)dr + U(r)
∫ r
0
O<1,m(r;E0)ξ0(r)dr,
where U(r) is any solution of eq. (hˇm−E0)U(r) = 0 satisfying the condition Wr(O<1,m, U) =
−1. Because ξ0 ∈ Dr, the function ψ(r) is well determined. Because ξ0 ∈ Dr and∫ r
0
O<1,m(r;E0)ξ0(r) = 0 for r > βξ0 , we have ψ(r) = 0 for u > βξ0. Using the CB-inequality
we show that ψ(r) satisfies the boundary condition (2.16), that is, ψ ∈ D. Thus, the guiding
functional Φ(ξ;W ) is simple and the spectrum of hˆem is simple.
2.3.14 Green function Gm(r, y;W ), spectral function σm(E)
We find the Green function Gm(r, y;W ) as the kernel of the integral representation
ψ(r) =
∫ R
0
Gm(r, y;W )η(y)dy, η ∈ L2(0, R),
of unique solution of an equation
(hˆem −W )ψ(r) = η(r), ImW > 0, (2.18)
for ψ ∈ Dhem . General solution of eq. (2.18) can be represented in the form
ψ(r) = a1O
<
1,m(r;W ) + a3O
<
3,m(r;W ) + I(r),
I(r) =
O<1,m(r;W )
ωm(W )
∫ R
r
O<3,m(y;W )η(y)dy+
O<3,m(r;W )
ωm(W )
∫ r
0
O<1,m(y;W )η(y)dy,
I(r) =
{
O(r3/2), |m| ≥ 2
O(r3/2
√
ln r), |m| = 1 , r → 0, I(r) = O
(
∆−1/2
)
, r → R.
A condition ψ ∈ L2(0, R) gives a1 = a3 = 0, such that we find
Gm(r, y;W ) =
1
ωm(W )
{
O<3,m(r;W )O
<
1,m(y;W ), r > y
O<1,m(r;W )O
<
3,m(y;W ). r < y
=
= πΩm(W )O
<
1,m(r;W )O
<
1,m(y;W ) +
1
2|m|
{
O<4,m(r;W )O
<
1,m(y;W ), r > y
O<1,m(r;W )O
<
4,m(y;W ), r < y
, (2.19)
Ωm(W ) ≡ Bm(W )
πωm(W )
=
(−1)|m|+1[ψ(α1) + ψ(α2) + ψ(β1) + ψ(β2)]Am(W )
4πΓ2(γ1)
.
Note that the last term in the r.h.s. of eq. (2.19) is real for W = E. From the relation
[O<1,m(r0;E)]
2σ′m(E) =
1
π
ImGm(r0 − 0, r0 + 0;E + i0),
where f(E + i0) ≡ limε→+0 f(E + iε), ∀f(W ), we find
σ′m(E) = ImΩm(E + i0). (2.20)
Consider Ωm(W ) in more details.
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Using relations
ψ(α2) = ψ(α1)− T(α), T(α) =
|m|∑
k=1
1
α1 − k =
=
|m|∑
k=1
1(
1
2
+ |m|
2
+ ν − k
)
+ σ
=
|m|∑
k=1
1
ν +
(
1
2
+ |m|
2
+ σ − k
) ,
ψ(β2) = ψ(β1)− T(β), T(β) =
|m|∑
k=1
1
β1 − k =
=
|m|∑
k=1
1(
1
2
+ |m|
2
+ ν − k
)
− σ
=
|m|∑
k=1
1
ν −
(
1
2
+ |m|
2
+ σ − k
) ,
T(α,β)(W ) = T(α) + T(β) =
|m|∑
k=1
1 + |m|+ 2ν − 2k(
1
2
+ |m|
2
+ ν − k
)2
− σ2
=
= 2ν
|m|∑
k=1
1
ν2 −
(
1
2
+ |m|
2
+ σ − k
)2 =⇒
=⇒ T(α,β)(W ) = 2νBm(W )Am(W ) ,
where Bm(W ) is an polinomoal in ν and σ, even in both ν and σ, and therefore, is a real-entire
polynomial in W , we can represent Ωm(W ) in the form
Ωm(W ) = Ω1m(W ) + Ω2m(W ),
Ω1m(W ) =
(−1)|m|+1Am(W )
2πΓ2(γ1)
[ψ(α1) + ψ(β1)] ,
Ω2m(W ) = −νΩ˜2m(W ), Ω˜2m(W ) = (−1)
|m|+1Bm(W )
2πΓ2(γ1)
.
2.3.15 Spectrum
2.3.16 w = R2E > q
In this case, we have α1 = 1/2+ |m|/2+ σ− i√w − q/4, β1 = 1/2+ |m|/2− σ− i√w − q/4
and it is easy to prove that α1, β1 /∈ Z−, such that Ωm(E) is finite complex function of E
and we have
σ′m(E) = ImΩm(E) ≡ ̺2m(E) > 0. (2.21)
The spectrum of hˆem is simple and continuous, spechˆem = [q/R
2,∞). Note that
lim
∆→+0
̺m(E) =
{
0, q 6= qm,k
O(∆1/4), q = qm,k,
, (2.22)
∆ = E − q/R2 → +0, qm,k = 4N2m,k, Nm,k = 1 + |m|+ 2k.
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2.3.17 w = R2E ≤ q
q > 0, σ > 0 In this case, we have Im ν|W=E = Imα1|W=E = Im β1|W=E = 0,
Im ψ(α1)|W=E = 0, and
σ′m(E) =
(−1)|m|+1Am(E)
2πΓ2(γ1)
Im ψ(β1)|W=E+i0 .
σ′m(E) can be different from zero in the points Em,n when β1 = −n, n = 0, 1, 2, ..., i.e., Em,n
satisfy the equations√
q − wm,n = √q − 2Nm,n, Nm,n = 1 + |m|+ 2n =⇒ (2.23)
=⇒ Em,n = q
R2
−
(√
q − 2Nm,n
)2
R2
=
4
√
qNm,n
R2
− 4N
2
m,n
R2
.
Eq. (2.23) has solutions only if q ≥ qm,0, qm,0 = 4N2m,0 = 4(1 + |m|)2. With property
(2.23) taken into account, we have: n = 0, 1, ..., nmax, Em,n > Em,n−1, n = 1, ..., nmax,
0 < Em,n ≤ q/R2, where {
q ≤ qm,0, no levels
nmax = k,
√
q = 2(1 + |m|+ 2(k + δ) ,
k = 0.1, ..., 0 < δ ≤ 1,
σ′m(E) =
nmax∑
n=0
Q2m,nδ(E − Em,n), Qm,n =
2
√
(−1)|m|Am(Em,n)√q − wm,n
RΓ(γ1)
..
We note that the nonexistence of the level Em,nmax+1 = Em,k+1 = q/R
2 for q = qm,k+1.follows
from the fact that Qm,k+1 = 0. Thus, the discrete part of the spectrum of hˆem is simple and
has the form
spechˆem = {Em,n, 0 < Em,n < q/R2, n = 0, 1, ..., nmax},
nmax = k for
1
4
√
q =
1 + |m|
2
+ k + δ, 0 < δ ≤ 1, k ∈ Z+
The discrete part of the spectrum is absent for q ≤ qm,0.
q = 0, σ = 0 We have in this case for W = E: α1 = β1 = 1/2 + |m| +
√|w|, Im ν = 0,
Imα1 = 0, α1 > 0, , and σ
′
m(E) = 0, the spectrum points are absent.
q < 0, σ = iκ, κ =
√|q| In this case, we have for W = E: ν = √|w| − |q| > 0, α1 =
1/2+|m|/2+ν+iκ, β1 = 1/2+|m|/2+ν−iκ = α1, such that [Imψ(α1) + Imψ(β1)]W=E = 0,
and
σ′m(E) = 0.
Finally, we find for fixed m, |m| ≥ 1:
The spectrum of hˆem is simple, spechˆem = [q/R
2,∞) ∪ {Em,n, n = 0, 1, ...nmax}, the
discrete part of spectrum is present for q > qm,0. The set of functions{
Um(r;E) = ̺m(E)O
<
1m(r;E), E ≥ q/R2; Um,n(r) = Qm,nO<1m(r;Em,n), n = 0, 1, ...nmax
}
forms a complete orthogonalized system in L2(0, R).
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2.4 m = 0
In this case, we have: µδ = δ/2, δ ≥ 0; µ = 0; α1 = 1/2 + ν + σ, β1 = 1/2 + ν − σ.
2.4.1 Useful solutions, r < R
We need solutions of an equation
(hˇ0 −W )ψ<0 (r) = 0, (2.24)
where hˇ0 is given by eq. (2.1).
It is convenient for our aims first to consider solutions more general equation
(hˇ0,δ −W )ψδ(r) = 0, hˇ0,δ = hˇm
∣∣
m→δ . (2.25)
Introduce a new function φξµδ(x),
ψδ(r) =
R2
√
r
R2 − r2x
ξµδ/2(1− x)1/4+νφξµδ(x).
Then we obtain
[x(1 − x)∂2x + (γξµδ − (1 + αξµδ + βξµδ)x)∂x − αξµδβξµδ]φξµδ(x) = 0, (2.26)
αξµδ = 1/2 + ξµδ/2 + ν + σ, βξµδ = 1/2 + ξµδ/2 + ν − σ, γξµδ = 1 + ξµδ.
Eq. (2.26) is the equation for hypergeometric functions, in the terms of which we can
express solutions of eq. (2.25). We will use the following solutions:
O<1,0,δ(r;W ) =
R2
√
r
R2 − r2x
δ/2(1− x)1/4+νF(α1δ, β1δ; γ1δ; x) =
=
Γ(γ1δ)Γ(−2ν)
Γ(α4δ)Γ(β4δ)
O<3,0,δ(r;W ) +
Γ(γ1δ)Γ(2ν)
Γ(α1δ)Γ(β1δ)
v<0,δ(r;W ) =
= O<1,0,δ(r;W )
∣∣
σ→−σ = O
<
1,m,δ(r;W )
∣∣
ν→−ν ,
O<2,0,δ(r;W ) =
R2
√
r
R2 − r2x
−δ/2(1− x)1/4+νF(α2δ, β2δ; γ2δ; x) =
= O<1,0,−δ(r;W ) = O
<
2,0,δ(r;W )
∣∣
σ→−σ = O
<
2,0,δ(r;W )
∣∣
ν→−ν ,
O<3,0,δ(r;W ) =
R2
√
r
R2 − r2x
δ/2(1− x)1/4+νF(α1δ, β1δ; γ3; 1− x) = R
2
√
r
R2 − r2x
δ/2(1− x)1/4+ν×
×
[
Γ(γ3)Γ(−δ)
Γ(α2δ)Γ(β2δ)
F(α1δ, β1δ; γ1δ; x) + x−δ Γ(γ3)Γ(δ)
Γ(α1δ)Γ(β1δ)
F(α2δ, β2δ; γ2δ; x)
]
=
=
Γ(γ3)Γ(γ1δ)
Γ(α2δ)Γ(β2δ)
O<1,0,δ(r;W ) +
Γ(γ3)Γ(δ)
Γ(α1δ)Γ(β1δ)
O<2,0,δ(r;W ),
v<0,δ(r;W ) =
R2
√
r
R2 − r2x
δ/2(1− x)1/4−νF(α4δ, β4δ; γ4; 1− x) = v0,δ(r;W )|ν→−ν ,
α1δ,2δ = 1/2± δ/2 + ν + σ, β1δ,2δ = 1/2± δ/2 + ν − σ,
α4δ = 1/2 + δ/2− ν + σ, β4δ = 1/2 + δ/2− ν − σ,
γ1δ,2δ = 1± δ, γ3,4 = 1± 2ν.
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Note that O<1,0,δ(r;W ) and O
<
2,0,δ(r;W ) are real-entire in W solutions of eq. (2.25).
Represent O<3,0,δ in the form
O<3,0,δ(r;W ) = B0,δ(W )O
<
1,0,δ(r;W )−
Γ(γ3)
Γ(α1δ)Γ(β1δ)
O<4,0,δ(r;W ),
O<4,0,δ(r;W ) = Γ(δ)
[
O<1,0,δ(r;W )− O<1,0,−δ(r;W )
]
,
B0,δ(W ) =
Γ(γ3)Γ(−δ)
Γ(α2δ)Γ(β2δ)
+
Γ(γ3)Γ(δ)
Γ(α1δ)Γ(β1δ)
.
We obtain the solution of eq.(2.24) as the limit δ → 0 of the solution of (2.25):
O<1,0(r;W ) = O
<
1,0,0(r;W ) =
R2
√
r
R2 − r2 (1− x)
1/4+νF(α1, β1; 1; x) =
(for ImW > 0) =
Γ(−2ν)
Γ(α4)Γ(β4)
O<3,0(r;W ) +
Γ(2ν)
Γ(α1)Γ(β1)
v<0 (r;W ),
v<0 (r;W ) = v
<
0,0(r;W ) =
R2
√
r
R2 − r2 (1− x)
1/4−νF(α4, β4; γ4; 1− x),
O<4,0(r;W ) = lim
δ→0
O<4,0,δ(r;W ) = 2 lim
δ→0
∂δO
<
1,0,δ(r;W ),
O<3,0(r;W ) =
R2
√
r
R2 − r2 (1− x)
1/4+νF(α1, β1; γ3; 1− x) =
= B0(W )O1,0(r;W )− C0(W )O4,0(r;W ), C0(W ) = Γ(γ3)
Γ(α1)Γ(β1)
,
B0(W ) = B0,0(W ) = C0(W )f0(W ), f0(W ) = [2ψ(1)− ψ(α1)− ψ(β1)] .
Note that O<1,0(r;W ) and O
<
4,0(r;W ) are real-entire in W .
2.4.2 Asymptotics, r → 0 (x→ 0)
We have
O<1,0(r;W ) = u1as(r)(1 +O(r
2)), O<4,0(r;W ) = u4as(r)
(
1 +O(r2)
)
,
u1as(r) = r
1/2, u4as(r) = r
1/2 ln
(
4r2
R2
)
.
O<3,0(r;W ) = .C0(W ) [f0(W )u1as(r)− C0(W )u4as(r)]
(
1 +O(r2)
)
,
ImW > 0 orW = 0.
2.4.3 Asymptotics, ∆ = R − r → 0 (δ = 1− x→ 0)
We have
O<3,0(r;W ) =
1
2
R1−2ν∆−1/2+2ν(1 +O(∆)),
O<1,0(r;W ) =
Γ(2ν)
2Γ(α1)Γ(β1)
R1+2ν∆−1/2−2ν(1 +O(∆)),
ImW > 0 orW = 0.
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2.4.4 Wronskian
We have
Wr(O<1,0, O
<
4,0) = 2,
Wr(O<1,0, O
<
4,0) = −
2Γ(γ3)
Γ(α1)Γ(β1)
= −2C0(W ).
Note that any solutions of eq. (2.24) are s.-integrable in the origin and only one solution
(O<3,0) is s.-integrable on the right end R (for ImW > 0), such that there is one solution (O
<
3,0)
belonging to L2(R+) for ImW > 0 and the deficiency indexes of the symmetric operator hˇ0
(see below) are equal to (1, 1).
2.4.5 Symmetric operator hˆ0,ζ
For given a differential operation hˇ0, the symmetric operator hˆ0,ζ is given by eq. 2.7 with
substitution 0 for m.
2.4.6 Isometry
All considerations of subsec 2.4 retain hold with substitution 0 for m. Further, we consider
the interval (0, R).
2.4.7 Adjoint operator hˆ+0 = hˆ
∗
0
We will omit the superscript (1/2).and will write r for ξ, 0 ≤ r ≤ R.
It is easy to prove by standard way that the adjoint operator hˆ+0 coincides with the
operator hˆ∗0,
hˆ+0 :
{
Dh+0 = D
∗
hˇ0
(0, R) = {ψ∗, ψ′∗ are a.c. in (0, R), ψ∗, hˆ+0 ψ∗ ∈ L2(0, R)}
hˆ+0 ψ∗(r) = hˇ0ψ∗(r), ∀ψ∗ ∈ Dh+0
.
2.4.8 Asymptotics
Because hˇ0ψ∗ ∈ L2(0, R), we have
hˇ0ψ∗(r) = η(r), η ∈ L2(0, R),
and we can represent ψ∗ in the form
ψ∗(r) = c1O<1,0(r; 0) + c2O
<
3,0(r; 0) + I(r),
ψ′∗(r) = c1∂rO
<
1,0(r; 0) + c2∂rO
<
3,0(r; 0) + I
′(r),
where
I(r) =
O<3,0(r; 0)
2C0(0)
∫ r
0
O<1,0(y; 0)η(y)dy−
O<1,0(r; 0)
2C0(0)
∫ r
0
O<3,0(y; 0)η(y)dy,
I ′(r) =
∂rO
<
3,0(r; 0)
2C0(0)
∫ r
0
O<1,0(y; 0)η(y)dy−
∂rO
<
1,0(r; 0)
2C0(0)
∫ r
0
O<3,0(y; 0)η(y)dy.
21
I) r → 0
We obtain with the help of the CB-inequality:
I(r) = O(r3/2 ln r), I ′(r) = O(r1/2 ln r),
such that we have
ψ∗(r) = c1u1as(r) + c2u4as(r) +O(r3/2 ln r),
ψ′∗(r) = c1u
′
1as(r) + c2u
′
4as(r) +O(r
1/2 ln r).
II) r → R
In this case, we prove that [ψ∗, χ∗]R = 0, ∀ψ∗, χ∗ ∈ Dh+m.
2.4.9 Self-adjoint hamiltonians hˆ0θ
The calculation of the asymetry form ∆h+0 (ψ∗) gives
∆h+m(ψ∗) = −[ψ∗, ψ∗]0 = p0(r)
[
ψ∗(r)ψ′∗(r)−ψ′∗(r)ψ∗(r)
]∣∣∣
r→0
=
= 2(c1c2 − c2c1) = −i(.c+c+ − c−c−), c± = c1 ± ic2.
The condition ∆h+0 (ψ) = 0 gives
c− = −e2iθc+, |θ| ≤ π/2, θ = −π/2 ∼ θ = π/2, =⇒
=⇒ c1 cos θ = c2 sin θ,
or
ψ(r) = Cψθas(r) +O(r
3/2 ln r), ψ′(r) = Cψ′θas(r) +O(r
1/2 ln r), (2.27)
ψθas(r) = u1as(r) sin θ + u4as(r) cos θ
(in this section we write θ instead of more right but more cumbersome θζ). We thus have a
family of s.a. hamiltohians hˆ0θ,
hˆ0θ :
{
Dh0θ = {ψ ∈ Dh+0 , ψ satisfy the boundary condition (2.27)
hˆ0θψ = hˇ0ψ, ∀ψ ∈ Dh0θ
. (2.28)
2.4.10 The guiding functional
As a guiding functional Φθ(ξ;W ) we choose
Φ0θ(ξ;W ) =
∫ R
0
U0θ(r;W )ξ(r)dr, ξ ∈ Dθ = Dr(0, R) ∩Dh0θ . (2.29)
.U0θ(r;W ) = O
<
1,0(r;W ) sin θ +O
<
4,0(r;W ) cos θ,
U0θ(r;W ) is real-entire solution of eq. (2.24) satisfying the boundary condition (2.27).
The guiding functional Φ0θ(ξ;W ) is simple and the spectrum of hˆ0θ is simple.
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2.4.11 Green function G0θ(r, y;W ), spectral function σ0θ(E)
We find the Green function G0θ(r, y;W ) as the kernel of the integral representation
ψ(r) =
∫ ∞
0
G0θ(r, y;W )η(y)dy, η ∈ L2(R+),
of unique solution of an equation
(hˆ0θ −W )ψ(r) = η(r), ImW > 0, (2.30)
for ψ ∈ Dh0θ . General solution of eq. (2.30) (under condition ψ ∈ L2(0, R)) can be repre-
sented in the form
ψ(r) = aO<3,0(r;W ) +
O<1,0(r;W )
2C0(W )
η3(W ) + I(r), η3(W ) =
∫ R
0
O<3,0(y;W )η(y)dy,
I(r) =
O<3,0(r;W )
2C0(W )
∫ r
0
O<1,0(y;W )η(y)dy −
O<1,0(r;W )
2C0(W )
∫ r
0
O<3,0(y;W )η(y)dy,
I(r) = O
(
r3/2 ln r
)
, r → 0.
A condition ψ ∈ Dh0θ , (i.e.ψ satisfies the boundary condition (2.27)) gives
a = − cos θ
2C20 (W )ωθ(W )
η3(W ), ωθ(W ) = f0(W ) cos ζ + sin ζ,
G0θ(r, y;W ) = πΩ0θ(W )U0θ(r;W )U0θ(y;W )+
+
1
2
{
U˜0θ(r;W )U0θ(y;W ), r > y
U0θ(r;W )U˜0θ(y;W ), r < y
, (2.31)
Ω0θ(W ) =
ω˜θ(W )
2πωθ(W )
, ω˜θ(W ) = f0(W ) sin θ − cos ζ,
U0θ(y;W ) = O
<
1,0(r;W ) sin θ +O
<
4,0(r;W ) cos θ,
U˜0θ(r;W ) = O
<
1,0(r;W ) cos θ − O<4,0(r;W ) sin θ,
where we used an equality
O<3,0(r;W ) = C0(W )[ω˜θ(W )U0θ(r;W ) + ωθ(W )U˜0θ(r;W )].
Note that the functions U0θ(r;W ) and U˜0θ(r;W ) are real-entire in W and the last term in
the r.h.s. of eq. (2.31) is real for W = E. For σ′0θ(E), we find
σ′0θ(E) = ImΩ0θ(E + i0). (2.32)
2.4.12 Spectrum
2.4.13 θ = π/2
First we consider the case θ = π/2.
In this case, we have U0pi/2(r;W ) = O
<
1,0(r;W ) and
σ′0pi/2(E) =
1
2π
Im f(W )|W=E+i0 .
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w = R2E > q In this case, we have α1 = 1/2 + σ − i√w − q, β1 = 1/2 − σ − i√w − q,
and it is easy to prove that α1, β1 /∈ Z−, such that f(E) is finite complex function of E,
f(E) = U(E) + iV(E), U(E) = Re f(E), V(E) = Im f(E) > 0, and we find
σ′0pi/2(E) =
1
2π
V(E) ≡ ρ20pi/2(E) > 0
spechˆ0pi/2 = [q/R
2,∞),
where f0(E) = U0(E) + iV0(E), U0(E) = Re f0(E), V0(E) = Im f0(E) > 0. Note that
lim∆→0 ̺0pi/2(E) = 0 for q 6= q0,k and ̺0pi/2(E) = O(∆1/4) for q = q0,k, ∆ = E − q/R2 → +0,
q0,k = 4N
2
0,k, N0,k = 1 + 2k
w = R2E = q +∆, ∆ ∼ 0 In this case, we have ν = √−∆,
q ≥ 0 In this case, we have
Imψ(α1) =
{ −O(√∆). ∆ > 0
0, ∆ < 0
.
i) q 6= q0,k
Imψ(β1) =
{ −O(√∆). ∆ > 0
0, ∆ < 0
=⇒
σ′0pi/2(E) =
{
O(
√
∆). ∆ > 0
0, ∆ < 0
.
ii) q = q0,k, β1 = −k +
√−∆/4, k = 0, 1, ...
Imψ(β1) =
{ − 1
2R
√
∆
+O(
√
∆). ∆ > 0
0, ∆ < 0
=⇒
σ′0pi/2(E) =
{ − 1
2R
√
∆
+O(
√
∆). ∆ > 0
0, ∆ < 0
.
q < 0 In this case, we have α1 = 1/2 +
√−∆+ iκ, β1 = 1/2 +
√−∆− iκ, and
σ′0pi/2(E) =
{
O(
√
∆). ∆ > 0
0, ∆ < 0
.
w = R2E < q In this case, we have Im ν|W=E = 0, .ν|W=E > 0.
q > 0 In this case, we have Imα1|W=E = Im β1|W=E = 0, Im ψ(α1)|W=E = 0, and
σ′0pi/2(E) = −
1
2π
Im ψ(β1)|W=E+i0 .
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σ′0pi/2(E) can be different from zero in the points E0n when β1 = −n, n = 0, 1, 2, ..., i.e., E0n
satisfy the equations√
q − w0pi/2,n = √q − 2N0,n, N0,n = 1 + 2n =⇒ (2.33)
=⇒ E0n = q
R2
−
(√
q − 2N0,n
)2
R2
=
4
√
qN0,n
R2
− 4N
2
0,n
R2
.
Eq. (2.33) has solutions only if q ≥ q0,0, q0,0 = 4N20,0 = q. Then we have: n =
0, 1, ..., nmax, E0n > E0n−1, n = 1, ..., nmax, 0 < E0n ≤ q/R2, where
σ′0pi/2(E) =
nmax∑
n=0
Q20pi/2,nδ(E − En), Q0pi/2,n = 2R−1
(
q − w0pi/2,n
)1/4
..
{
q ≤ q0,0, no levels
nmax = k,
√
q = 4[1/2 + k + δ)
, k = 0.1, ..., 0 < δ ≤ 1,
The level E0nmax+1 = E0k+1 would be equal to q/R2 for q = q0,k+1 = 4N20,k+1. But, in this case,
we have Q0pi/2,k+1 = 0, such that the level E0nmax+1 = E0k+1 is factually absent. Analogously,
we see that the level E00 for q = q0,0 is factually absent. Thus, the discrete part of the
spectrum of hˆ0pi/2 is simple and has the form
spechˆ0pi/2 = {E0n, 0 < E0n < q/R2, n = 0, 1, ..., nmax},
nmax = k for
√
q = 4[
1
2
+ k + δ], 0 < δ ≤ 1, k ∈ Z+
The discrete part of the spectrum is absent for q ≤ q0,0.
q ≤ 0 In this case, we have α1 = 1/2 + ν + iκ, .β1 = 1/2 + ν − iκ, and
σ′0pi/2(E) = 0.
Finally, we find.
The spectrum of hˆ0pi/2 is simple, spechˆ0pi/2 = [q/R
2,∞) ∪ {E0n, n = 0, 1, ...nmax}, the
discrete part of spectrum is present for q > q0,0. The set of functions{
U0pi/2(r;E) = ̺0pi/2(E)O
<
10(r;E), E ≥ q/R2; U0pi/2,n(r) = Q0pi/2,nO<10(r; E0n), n = 0, 1, ...nmax
}
forms a complete orthogonalized system in L2(R+).
Note that these results for spectrum and the set of eigenfunctions can be obtained from
the corresponding results of sec. 3 by formal substitution |m| → 0.
The same results we obtain for the case ζ = −π/2.
2.4.14 |θ| < π/2
Now we consider the case |θ| < π/2.
In this case, we can represent σ′θ(E) in the form
σ′0θ(E) = −
1
2π cos2 θ
Im
1
fθ(E + i0)
, f0θ(W ) = f0(W ) + tan θ.
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w > q In this case, we have
σ′0θ(E) =
1
2π
V0(E)
[U0(E) cos θ + sin θ]2 + V20 (E) cos2 θ
≡ ρ20θ(E).
The spectrum of hˆ0θ is simple and continuous, spechˆ0θ = [q/R
2,∞).
w = q + ∆˜, ∆˜ = ∆ + iε ∼ 0, Im∆ = 0 In this case, we have α1 = 1/2 + σ +
√−∆/4,
β1 = 1/2− σ +
√−∆/4,
√−∆ =
{ −i√∆, ∆ ≥ 0√|∆|, ∆ ≤ 0 , σ =
{ √
q/4, q ≥ 0
i
√|q|/4, q ≤ 0 .
A direct estimation gives
σ′0θ(E) =


{
O(
√
∆), q = q0k or q 6= q0k, θ 6= θ0
O(1/
√
∆), θ = θ0, q 6= q0k , ∆ > 0
0, ∆ < 0
,
where tan θ0 = ψ(α10) + ψ(β10)− 2ψ(1), α10 = 1/2 + σ, β10 = 1/2− σ
w < q In this case, we have Im ν|W=E = 0, ν|W=E > 0,
α1 = 1/2 + ν +
√
q/4, β1 = 1/2− ν +√q/4, q ≥ 0,
α1 = 1/2 + ν + i
√
|q|/4, β1 = α1, q ≤ 0.
Thus, we have: the function [f0θ(E)]
−1 is real except the points E0n(θ),
f0θ(E0n(θ)) = 0, (2.34)
such that we obtain
σ′0θ(E) =
∑
n∈N
Q20θ,nδ(E −E0n(θ)), Q0θ,n =
1√
2∂Ef0θ(E0n(θ)) cos θ
,
∂Ef(E) =
R2[ψ′(α1) + ψ′(β1)]
8
√
q − w > 0, (2.35)
where N is a subset of Z to be described below. Furthermore, we find
∂θE0n(θ) = −[∂Ef0θ(E0n(θ)) cos2 θ]−1 < 0.
q0,k < q ≤ q0,k+1, √q/4 = 1/2+k+δ, 0 < δ ≤ 1, k ∈ Z+ In this case, the function f0(E)
has the properties: f0(E) → −∞ as E → −∞; f0(E0n ± 0) = ∓∞ n = 0, 1, ..., nmax = k;
f0(E) → − tan θ0 = 2ψ(1)− ψ(1 + k + δ) − ψ(−k − δ) − 0 as E → q/R2 − 0. We find: in
each interval (E0n−1, E0n), n = 0, ..., k (we set E0−1 = −∞), for any fixed θ ∈ (−π/2, π/2),
there is one level E0n(θ) which run monotonocally from E0n−1 + 0 to E0n − 0 as θ run from
π/2− 0 to -π/2+ 0; in the interval (E0k, q/R2), for any fixed θ ∈ (θ0, π/2), there is one level
E0k+1(θ) which run monotonocally from E0k +0 to q/R2− 0 as θ run from π/2− 0 to θ0+0;
eq. (2.34) has no solutions in the interval (E0k, q/R2) for θ ∈ (−π/2, θ0). Formally, eq. (2.34)
has solution E0k+1(θ0) = q/R
2 for θ = θ0. However, in this case Q0θ0,k = 0, as it is follows
from eq. (2.35).We find also
N = N0k(θ) =
{ {0, 1, ..., k}, θ ∈ (−π/2, θ0]
{0, 1, ..., k + 1}, θ ∈ (θ0, π/2) .
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.q ≤ q0,0 = 4 In this case, the function f0(E) has the properties: f0(E) → −∞ as
E → −∞; f0(E)→ − tan θ0−0 = 2ψ(1)−ψ(α1)−ψ(β1)−0 as E → q/R2−0;.f(E) increases
monotonocally on the interval (−∞, q/R2). Then we find: in the interval (−∞, q/R2], for any
fixed θ ∈ (θ0, π/2), there is one level E0−1(θ) which run monotonocally from −∞ to q/R2−0
as θ run from π/2− 0 to θ0 + 0; there are no discrete levels on the interval (−∞, q/R2] for
θ ∈ (−π/2, θ0]. We find also
N = N0−1(θ) =
{
∅, θ ∈ (−π/2, θ0]
{−1}, θ ∈ (θ0, π/2) .
Finally, we obtain. The spectrum of hˆ0θ is simple and spechˆ0θ = [q/R
2,∞)∪{E0n(θ), n ∈
N}. The set of functions{
U0θ(r;E) = ̺0θ(E)O
<
10(r;E), E ≥ q/R2; U0θ,n(r) = Q0θ,nUθ(r;En(θ), ), n ∈ N
}
forms a complete orthogonalized system in L2(0, R).
2.5 S.a. operators Hˆem,ζ
Then s.a. operator Hˆem,ζcan be reconstructed by the rules of subsec. 4 Isometry of sec. 3
from operators hˆ
(1/2)
m,ζ which are equal to the operators hˆem of sec. 3 for |m| ≥ 1 and to the
operators hˆ0θ of sec. 4 for m = 0. We do not write explicitly the corresponding formulas and
note only that the parameter θ of s.a. hamiltonians hˆ0θ should be dependent of ζ , θ = θ(ζ).
Note also that a QM-systems obtained can be considered (for fixed Hm,ζ and θζ) as union of
two isomorphic noninteracting systems placed on two sheets of the huperboloid. The absent
of interaction is due to the vanishind of the current density through the boundary (through
the points r = 0, R− 0, R + 0, r =∞).
3 Quantum two-dimensional Coulomb-like interaction
on pseudosphere
Consider a space with coordinates ρ, 0 < ρ < ∞, and φ, 0 ≤ φ ≤ 4π, φ = 0 ∼ φ = 4π. Let
a differential operation HˇC = Hˇ ,
Hˇ = −∆BLρ −∆BLφ + VC , ∆BLρ = (R
2
C − ρ2)2
R4C
1
ρ
∂ρρ∂ρ, (3.1)
∆BLφ =
(R2C − ρ2)2
R4C
1
ρ2
∂2φ, VC =
g(RC + ρ)
2
R2Cρ
,
be given. Consider the equation
(Hˇ −WC)Ψ(ρ, φ) = 0, ρ < RC ,
Ψ(ρ, φ) =
∑
m∈Z
Λm(ρ, φ), Λm(ρ, φ) =
1√
4π
eimφ/2Ψm(ρ) =⇒
(
HˇCm −WC
)
Ψm(ρ) = 0, HˇCm = Hˇm = −∆BLρ + m
2(R2C − ρ2)2
4R4Cρ
2
+ VC (3.2)
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Represent Ψm(ρ) in the form
Ψm(ρ) = x
µ˜(1− x)1/4+ν˜Φm,ξµ,ξν(x), µ˜ = ξµµ, ν˜ = ξνν, ξµ, ξν = ±1,
where
xC = x =
4RCρ
(RC + ρ)2
, ρ = RC
(1−√1− x)2
x
,
∂ρ
∂x
=
ρ
x
√
1− x,
ρ∂ρ = x
√
1− x∂x, (R
2
C − ρ2)2
R4Cρ
2
=
16(1− x)
R2Cx
2
, VC =
16(1− x)
R2Cx
gRC
4(1− x) ,
∆BLρ =
16(1− x)3/2
R2Cx
∂xx
√
1− x∂x = 1
x
∆BLr, ∆BLφ =
16(1− x)
R2Cx
(
−(m+ δ)
2
4x
)
.
Then we have[
x(1− x)∂2x + (γξµ − (1 + αξµ,ξν + βξµ,ξν )x)∂x − αξµ,ξνβξµ,ξν
]
Φm,ξµ,ξν = 0,
αξµ,ξν = 1/2 + µ˜+ ν˜ + σ, βξµ,ξν = 1/2 + µ˜+ ν˜ − σ, γξµ = 1 + 2µ˜,
µ =
|m|
2
, ν =
1
4
√
1 + 4RCg − wC , σ = 1
4
√
1− wC ,
wC = R
2
CWC .
It is convenient to solve first more general equation
(
HˇCm,δ −WC
)
ΨCm,δ(ρ) = 0.HˇCm,δ = Hˇm,δ = −∆BLρ + (m+ δ)
2(R2C − ρ2)2
4R4Cρ
2
+ VC (3.3)
Represent ΨCm,δ(ρ) = Ψm,δ(ρ) in the form
Ψm,δ(ρ) = x
µ˜δ(1− x)1/4+ν˜Φm,ξµ,ξν ,δ(x), µ˜ = ξµµ, ν˜ = ξνν, ξµ, ξν = ±1,
where
µ˜δ = ξµµδ, µδ =
|m+ δ|
2
.
Then we have[
x(1− x)∂2x + (γξµ,δ − (1 + αξµ,ξν ,δ + βξµ,ξν ,δ)x)∂x − αξµ,ξν ,δβξµ,ξν ,δ
]
Φm,ξµ,ξν ,δ = 0,
αξµ,ξν ,δ = 1/2 + µ˜δν˜ + σ, βξµ,ξν ,δ = 1/2 + µ˜δ + ν˜ − σ, γξµ,δ = 1 + 2µ˜δ.
3.1 Scalar product
Differential operation (3.1) is s.a. for the standard scalar product on the pseudosphere
dΛ(ρ, φ) = dω(ρ)dφ, dω(r) =
R4Cρ
(R2C − ρ2)2
dρ,
(Λ1m1 ,Λ2m2) = δm1m2 (Λ1m1Λ2m1) , (Λ1m,Λ2m) =
= (Ψ1m,Ψ2m) =
∫ RC
0
Ψ1m(ρ)Ψ2m(ρ)dω(ρ)
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Represent Ψm(r) in the form
Ψm(r) =
R2C − ρ2
R2C
√
ρ
ψm(ρ).
Then we have
(Λ1m,Λ2m) = 〈ψ1m, ψ2m〉 =
∫ RC
0
ψ1m(ρ)ψ2m(ρ)dρ,
HˇmΨm(r) =
R2C − ρ2
R2C
√
ρ
hˇmψm(ρ),
hˇm =
√
ρ
R2C − ρ2
Hˇm
R2C − ρ2√
ρ
= −∂ρp0(ρ)∂ρ+
+
10R2Cρ
2 − 9ρ4 −R4C +m2(R2C − ρ2)2
4R4Cr
2
+ V (ρ), p0(ρ) =
(R2C − ρ2)2
R4C
. (3.4)
We introduce also the differential operation hˇm,δ,
hˇm,δ =
√
ρ
R2C − ρ2
Hˇm,δ
R2C − ρ2√
ρ
= hˇm,δ
∣∣
m→m+δ ,
and corresponding the Shroedinger equations
(hˇm −W )ψm(ρ) = 0, (3.5)
(hˇm,δ −W )ψm,δ(ρ) = 0. (3.6)
3.2 Connections and coincidences
In this section, we describe a connection of the oscillator and Coulomb problems on the
two-dimensional pseudospheres.
The duality of these theories was demonstrated in [9].
The coordinates of two pseudospheres are connected by so called Levi-Civita–Bohlini
transformation
ρ = κ0r
2, r =
√
ρ/κ0, RC = κ0R
2, φ = 2ϕ,
and the parameters of two problems satisfy the relations
WO = −4κ0g, g = −WO
4κ0
, q = 1− R2CWC , WC =
1− q
R2C
=
1
R2C
− λ
4κ20
.
We have
∆BLr = R∆BLρ, R = 4κ
2
0R
4r2
(R2 + r2)2
=
4κ0R
2
Cρ
(RC + ρ)2
, ∆BLϕ = R∆BLφ,
WO − VO(r) = R [WC − VC(ρ)] , HˇO −WO = R
[
HˇC −WC
]
,
HˇOm −WO = R
[
HˇCm −WC
]
, HˇOm,δ −WO = R
[
HˇCm,δ −WC
]
,
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4gRC = −R2WO = −wO, wC = 1− q,
µC = µO, µC,δ = µO,δ, νC = νO, σC = σO,
αCξµ,ξν ,δ = αO,ξµ,ξν ,δ, βC,ξµ,ξν ,δ = βO,ξµ,ξν ,δ, γCξµ,δ = γO,ξµ,δ,
xC =
4RCρ
(RC + ρ)2
=
4R2r2
(R2 + r2)2
= xO.
ACm,δ(WC) = AOm,δ(WO), BCm(WC) = BOm(WO), |m| ≥ 1,
CCm(WC) = COm(WO), ωCm(WC) = ωOm(WO), |m| ≥ 1.
Connection of functions C(ρ) and O(r):
C(ρ) = A(ρ)O(r), A(ρ) =
R2Cρ
1/2
R2C − ρ2
R2 − r2
R2r1/2
=
R2(κ0r)
1/2
R2 + r2
=
RC(κ0ρ)
1/4
RC + ρ
, (3.7)
O(r) = B(r)C(ρ), B(r) =
R2r1/2
R2 − r2
R2C − ρ2
R2Cρ
1/2
=
RC + ρ
RC(κ0ρ)1/4
=
R2 + r2
R2(κ0r)1/2
,
Wrρ(C1, C2) =
1
2
Wrr(O1, O2)
Connections of asymptotics of functions C(ρ) and O(r):
i) r → 0, ρ→ 0
C(ρ) = (κ0r)
1/2O(r), O(r) = (κ0ρ)
−1/4C(ρ).
ii) R− r = ∆O → 0, RC − ρ = ∆C → 0
∆C = 2κ0R∆O, ∆O = (4κ0RC)
−1/2∆C ,
C(ρ) =
1
2
(κ0R)
1/2O(r), O(r) = 2(κ0RC)
−1/4C(ρ).
One of the results of these considerations is the following.
Let ΨOm(r) = x
µ˜O
O (1− xO)1/4+ν˜OΦm(xO) is the solution of equation
(HˇOm −WO)ΨOm(r) = 0.
Then the function ΨCm(ρ) = x
µ˜C
C (1 − xC)1/4+ν˜CΦm(xC) is the solution of eq. (3.2) and
reverse.
Let ΨOmδ(r) = x
µ˜Oδ
O (1−xO)1/4+ν˜OΦmδ(xO) is the solution of eq. (2.12). Then the function
ΨCmδ(ρ) = x
µ˜Cδ
C (1− xC)1/4+ν˜CΦmδ(xC) is the solution of eq. (3.3) and reverse.
Let ψOm(r),
ψOm(r) =
R2
√
r
R2 − r2ΨOm(r) =
R2
√
r
R2 − r2x
µ˜O
O (1− xO)1/4+ν˜OΦm(xO), (3.8)
is the solution of eq. (2.10). Then the function ψCm(ρ),
ψCm(ρ) =
R2C
√
ρ
R2C − ρ2
ΨCm(ρ) =
R2C
√
ρ
R2C − ρ2
xµ˜CC (1− xC)1/4+ν˜CΦm(xC), (3.9)
is the solution of eq. (3.5) and reverse.
Let ψOmδ(r) =
R2
√
r
R2−r2ΨOmδ(r) =
R2
√
r
R2−r2x
µ˜Oδ
O (1 − xO)1/4+ν˜OΦmδ(xO) is the solution of eq.
(2.11). Then the function ψCmδ(ρ) =
R2C
√
ρ
R2C−ρ2
ΨCmδ(ρ) =
R2C
√
ρ
R2C−ρ2
xµ˜CC (1 − xC)1/4+ν˜CΦmδ(xC) is
the solution of eq. (3.6) and reverse.
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3.3 |m| ≥ 2
3.3.1 Useful solutions, ρ < RC
We construct the solutions of eq. (3.5) with the help of correspondence formulas (3.7), (3.8),
and (3.9). We have
C1,m(ρ;W ) =
R2C
√
ρ
R2C − ρ2
xµ(1− x)1/4+νF(α1, β1; γ1; x) =
(for ImW > 0) = Q1(W )C3,m(ρ;W ) +Q2(W )vm(ρ;W ), γ1 = 1 + 2µ,
Q1(W ) =
Γ(γ1)Γ(−2ν)
Γ(α4)Γ(β4)
, Q2(W ) =
Γ(γ1)Γ(2ν)
Γ(α1)Γ(β1)
,
vm(ρ;W ) =
R2C
√
ρ
R2C − ρ2
xµ(1− x)1/4−νF(α4, β4; γ4; 1− x),
C4,m(ρ;W ) =
R2C
√
ρ
R2C − ρ2
R2 − r2
R2r1/2
O<4,m(r;W ) =
=
R2C
√
ρ
R2C − ρ2
(1− x)1/4+ν lim
δ→0
[x−µδF(α2δ, β2δ; γ2δ; x)−
−Am,δ(W )Γ(γ2δ)xµδF(α1δ, β1δ; γ1δ; x)],
Am,δ(W ) =
Γ(α1)Γ(β1)
Γ(α2)Γ(β2)Γ(γ1δ)
,
C3,m(r;W ) =
R2C
√
ρ
R2C − ρ2
xµ(1− x)1/4+νF(α1, β1; γ3; 1− x) =
= Bm(W )C1,m(ρ;W ) + Cm(W )C4,m(ρ;W ), Cm(W ) =
Γ(γ3)Γ(|m|)
Γ(α1)Γ(β1)
,
Bm(W ) =
(−1)|m|+1Γ(γ3)
2Γ(α2)Γ(β2)Γ(γ1)
[ψ(α1) + ψ(α2) + ψ(β1) + ψ(β2)] ,
α1,2 = 1/2± µ+ ν + σ, β1,2 = 1/2± µ+ ν − σ,
α4 = 1/2 + µ− ν + σ, β4 = 1/2 + µ− ν − σ,
γ1 = 1 + 2µ, γ3,4 = 1± 2ν, µ = |m|/2, σ = 1
4
√
1− wC ,
ν =
1
4
√
1 + 4gRC − wC , wC = R2CWC .
C1,m(ρ;W ) and C4,m(ρ;W ) are real-entire in W .
3.3.2 Asymptotics, ρ→ 0 (x→ 0)
We have
x =
4ρ
RC
(1 +O(ρ)), p0(ρ) = 1 +O(ρ
2),
C1,m(ρ;W ) = (4/RC)
|m|/2ρ1/2+|m|/2(1 +O(ρ)),
C4,m(ρ;W ) = (RC/4)
|m|/2ρ1/2−|m|/2 (1 +O(ρ)) ,
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C3,m(ρ;W ) = .
Γ(γ3)Γ(|m|)
Γ(α1)Γ(β1)
(RC/4)
|m|/2ρ1/2−|m|/2 (1 +O(ρ)) ,
ImW > 0 or W = 0.
3.3.3 Asymptotics, ∆ = RC − ρ→ 0 (δ = 1− x→ 0)
We have
δ =
∆2
4R2C
(1 +O(∆)), p0(r) =
4∆2
R2C
(1 +O(∆)),
C3,m(ρ;W ) = 2
−3/2−2νR1−2νC ∆
−1/2+2ν(1 +O(∆)),
C1,m(ρ;W ) =
Γ(γ1)Γ(2ν)
Γ(α1)Γ(β1)
2−3/2+2νR1+2νC ∆
−1/2−2ν(1 +O(∆)),
ImW > 0 orW = 0.
3.3.4 Wronskian
Wr(C1,m, C3,m) = −Γ(γ1)Γ(γ3)
Γ(α1)Γ(β1)
= −ωm(W ) = −|m|Cm(W ).
We see that eq. (3.5) has no s.-integrable silutions for ImW > 0. This means that the
deficiency indices of the symmetric operator (see below) are equal to (0, 0).
3.3.5 Symmetric operator hˆm
A symmetric operator hˆm is defined in the Hilbert space hm = L
2.(0, RC) by equation
hˆm :
{
Dhm = D(0, RC)
hˆmψm = hˇmψm, ∀ψm ∈ Dhm,
, (3.10)
the differential operation hˇm is given by eq. (3.4).
3.3.6 Adjoint operator hˆ+m = hˆ
∗
m
It is easy to prove by standard way that the adjoint operator hˆ+m coincides with the operator
hˆ∗m,
hˆ+m :


Dh+m = D
∗
hˇm
(0, RC) = {ψ∗, ψ′∗ are a.c. in (0, RC),
ψ∗, hˆ+mψ∗ ∈ L2(0, RC)}
hˆ+mψ∗(ρ) = hˇmψ∗(ρ), ∀ψ∗ ∈ Dh+m
.
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3.3.7 Asymptotics
Because hˇmψ∗ ∈ L2(0, RC), we have
hˇmψ∗(ρ) = η(ρ), η ∈ L2(0, RC),
and we can represent ψ∗ in the form
ψ∗(ρ) = c1C1,m(ρ; 0) + c2C3,m(ρ; 0) + I(ρ),
ψ′∗(ρ) = c1∂ρC1,m(ρ; 0) + c2∂ρC3,m(ρ; 0) + I
′(ρ),
where
I(ρ) =
C1,m(ρ; 0)
ωm(0)
∫ RC
ρ
C3,m(y; 0)η(y)dy+
C3,m(ρ; 0)
ωm(0)
∫ ρ
0
C1,m(y; 0)η(y)dy,
I ′(ρ) =
∂ρC1,m(ρ; 0)
ωm(0)
∫ R
ρ
C3,m(y; 0)η(y)dy+
∂ρC3,m(ρ; 0)
ωm(0)
∫ ρ
0
C1,m(y; 0)η(y)dy.
I) ρ→ 0
We obtain with the help of the Cauchy-Bunyakovskii inequality (CB-inequality):
I(ρ) =
{
O(ρ3/2), |m| ≥ 3
O(ρ3/2
√
ln ρ), |m| = 2 , I
′(ρ) =
{
O(ρ1/2), |m| ≥ 3
O(ρ1/2
√
ln ρ), |m| = 2 ,
such that we have
ψ∗(ρ) = c2cρ1/2−|m|/2 (1 +O(ρ)) +
{
O(ρ3/2), |m| ≥ 3
O(ρ3/2
√
ln ρ), |m| = 2 ,
c = (RC/4)
|m|/2Γ(γ3)Γ(2µ)
Γ(α1)Γ(β1)
.
The condition ψ∗ ∈ L2(0, RC) gives c2 = 0, such that we find finally
ψ∗(ρ) =
{
O(ρ3/2), |m| ≥ 3
O(ρ3/2
√
ln ρ), |m| = 2 , ψ
′
∗(ρ) =
{
O(ρ1/2), |m| ≥ 3
O(ρ1/2
√
ln ρ), |m| = 2 ,
[ψ∗, χ∗]0 = 0, ∀ψ∗, χ∗ ∈ Dh+m .
II) ρ→ RC
In this case, we prove that [ψ∗, χ∗]RC = 0, ∀ψ∗, χ∗ ∈ Dh+m. Indeed, consider the Hilbert
space hc,m = L
2(c, RC), c is an interior point of the interval (0, RC). and an symmetric
operator hˆc,m, Dhc,m = D(c, RC), acting as hˇm. We choose the functions C1,m(ρ;W ) and
C3,m(ρ;W ) as the independent solutions of eq. (3.5) for ImW > 0. The left end c of the
interval (0, RC) is regular and both solutions C1,m and C3,m are s.-interable on the end c.
The right end RC is singular. On the right end RC , the solution C3,m is s.-integrable, but
C1,m is not. Thus, there is only one s. integrable solution of eq. (3.5) on the interval (c, RC)
for ImW > 0 and the deficient indexes of the symmetric operator hˆc,m are equal to (1, 1). In
this case, according to [[7], Lemma on the page 213], we have [ψ∗, χ∗]RC = 0, ∀ψ∗, χ∗ ∈ Dh+c,m.
Because the restriction ψc∗ on the interval (c, RC) of any function ψ∗ ∈ Dh+m belongs toDh+c,m,
ψc∗ ∈ Dh+c,m. ∀ψ∗ ∈ Dh+m, we obtain that [ψ∗, χ∗]RC = 0, ∀ψ∗, χ∗ ∈ Dh+m .
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3.3.8 Self-adjoint hamiltonian hˆem
Because ωh+m(χ∗, ψ∗) = ∆h+m(ψ∗) = 0 (and also because C1,m(ρ;W ) and C3,r(u;W ) and any
their linear combinations are not s.-integrable on the interval (0, RC) for ImW 6= 0), the
deficiency indices of initial symmetric operator hˆm are zero, which means that hˆem = hˆ
+
m is
a unique s.a. extension of the initial symmetric operator hˆm:
hˆem :
{
Dhem = D
∗ˇ
hm
(0, RC)
hˆemψ∗(ρ) = hˇmψ∗(ρ), ∀ψ∗ ∈ Dhem
.
3.3.9 The guiding functional Φ(ξ;W )
As a guiding functional Φ(ξ;W ) we choose
Φ(ξ;W ) =
∫ RC
0
C1,m(y;W )ξ(y)dy, ξ ∈ D = Dr(0, RC) ∩Dhem .
Dr(0, RC) = {ξ(u) : suppξ ⊆ [0, βξ], βξ < RC}.
The guiding functional Φ(ξ;W ) is simple and the spectrum of hˆem is simple.
3.3.10 Green function Gm(ρ, y;W ), spectral function σm(E)
We find the Green function Gm(ρ, y;W ) as the kernel of the integral representation
ψ(ρ) =
∫ RC
0
Gm(ρ, y;W )η(y)dy, η ∈ L2(0, RC),
of unique solution of an equation
(hˆem −W )ψ(ρ) = η(ρ), ImW > 0, (3.11)
for ψ ∈ Dhem . General solution of eq. (3.11) can be represented in the form
ψ(ρ) = a1C1,m(ρ;W ) + a3C3,m(ρ;W ) + I(ρ),
I(ρ) =
C1,m(ρ;W )
ωm(W )
∫ RC
ρ
C3,m(y;W )η(y)dy+
C3,m(ρ;W )
ωm(W )
∫ ρ
0
C1,m(y;W )η(y)dy,
I(ρ) =
{
O(ρ3/2), |m| ≥ 3
O(ρ3/2
√
ln ρ), |m| = 2 , ρ→ 0, I(ρ) = O
(
∆−1/2
)
, ρ→ RC .
A condition ψ ∈ L2(0, ρ) gives a1 = a3 = 0, such that we find
Gm(ρ, y;W ) =
1
ωm
{
C3,m(ρ;W )C1,m(y;W ), ρ > y
C1,m(ρ;W )C3,m(y;W ). ρ < y
=
= πΩm(W )C1,m(ρ;W )C1,m(y;W ) +
1
|m|
{
C4,m(ρ;W )C1,m(y;W ), ρ > y
C1,m(ρ;W )C4,m(y;W ), ρ < y
, (3.12)
Ωm(W ) ≡ Bm(W )
πωm(W )
=
(−1)|m|+1[ψ(α1) + ψ(α2) + ψ(β1) + ψ(β2)]Am(W )
2πΓ2(γ1)
,
Am(W ) = Γ(α1)Γ(β1)
Γ(α2)Γ(β2)
.
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Note that the last term in the r.h.s. of eq. (3.12) is real for W = E. From the relation
[C1,m(ρ0;E)]
2σ′m(E) =
1
π
ImGm(ρ0 − 0, ρ0 + 0;E + i0),
where f(E + i0) ≡ limε→+0 f(E + iε), ∀f(W ), we find
σ′m(E) = ImΩm(E + i0).
Consider Ωm(W ) in more details.
Using relations
ψ(α2) = ψ(α1)− T(α), T(α) =
|m|∑
k=1
1
α1 − k ,
ψ(β2) = ψ(β1)− T(β), T(β) =
|m|∑
k=1
1
β1 − k ,
T(α,β)(W ) = T(α) + T(β) =
2νBm(W )
Am(W ) ,
where Bm(W ) is an polinomial in ν and σ, even in both ν and σ, and therefore, is a real-entire
polynomial in W , we can represent Ωm(W ) in the form
Ωm(W ) = Ω1m(W ) + Ω2m(W ),
Ω1m(W ) =
(−1)|m|+1Am(W )
πΓ2(γ1)
[ψ(α1) + ψ(β1)] ,
Ω2m(W ) = −νΩ˜2m(W ), Ω˜2m(W ) = (−1)
|m|+1Bm(W )
πΓ2(γ1)
.
3.3.11 Spectrum
3.3.12 W = (1 + 4RCg)/R
2
C + ∆˜, ∆˜ ∼ 0
A direct estimation gives
Ωm(W ) =
{
Ωm(W0) +O(
√
∆˜), g 6= gm,k
O(1/
√
∆˜), g = gm,k,
,
RCgm,k = −N2m,k, Nm,k = 1 + |m| + 2k,W0 = (1 + 4RCg)/R2C , Im[Ωm(W0)] = 0. This result
means that the levels with E = E0 are absent.
3.3.13 w = R2CE > 1 + 4RCg
In this case, we have α1 = 1/2 + |m|/2 + σ − i
√
w − 1− 4RCg/4, β1 = 1/2 + |m|/2 −
σ − i√w − 1− 4RCg/4 and it is easy to prove that α1, β1 /∈ Z−, such that Ωm(E) is finite
complex function of E and we have
σ′m(E) = ImΩm(E) ≡ ̺2m(E) > 0.
The spectrum of hˆem is simple and continuous, spechˆem = [(1 + 4RCg)/R
2
C ,∞). Note that
σ′m(E)|∆→+0 =
{
O(
√
∆˜), g 6= gm,k
O(1/
√
∆˜), g = gm,k
, (3.13)
∆ = E − (1 + 4RCg)/R2C → +0.
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3.3.14 w = R2CE ≤ 1 + 4RCg
E < 1/R2C In this case, we have Im ν|W=E = Im σ|W=E = Imα1|W=E = Im β1|W=E = 0,
Im ψ(α1)|W=E = 0, and
σ′m(E) =
(−1)|m|+1Am(E)
πΓ2(γ1)
Im ψ(β1)|W=E+i0 .
σ′m(E) can be different from zero in the points Em,n when β1 = −n, n = 0, 1, 2, ..., i.e., Em,n
satisfy the equations√
1− wm,n =
√
1− wm,n + 4RCg + 2Nm,n, Nm,n = 1 + |m|+ 2n. (3.14)
Eq. (3.14) has solutions only if g < 0 and only one inequality
wm,n ≤ 1− 4RC |g| (3.15)
must be satisfied It follows from eq.(3.14) that
Nm,n
√
1− wm,n − 4RC |g| = RC |g| −N2m,n, (3.16)
and we obtain one more inequality
RC |g| ≥ N2m,n. (3.17)
It follows from eq.(3.16) that
wm,n = 1− (RC |g|/Nm,n +Nm,n)2 =
= 1− 4RC |g| −RC |g|
[
(a + a−1)2 − 4] ,
Em,n = wm,n/R
2
C , a = Nm,n/
√
RC |g|,
so that inequality (3.15) is satisfied. It follows from inequality (3.17) and eq. (3.13) that
there are no levels for g ≥ gm,0 = −N2m,0/RC = −(1+ |m|)2/RC and there are nmax+1 levels
n = 0, 1, ..., nmax = k for
√
RC |g| = 1 + |m| + 2(k + δ), k = 0, 1, ..., 0 < δ ≤ 1. Note that
1− 4RC |g| > Em,n > Em,n−1, n = 1, ..., nmax.
We have
σ′m(E) =
nmax∑
n=0
Q2m,nδ(E − Em,n), Qm,n =
√
(−1)|m|4Am(Em,n)(R2Cg2 −N4m,n)
Γ2(γ1)N3m,nR
2
C
..
The discrete part of the spectrum of hˆem is simple and has the form
spechˆem = {Em,n, Em,n < 1− 4RC |g|, n = 0, 1, ..., nmax}.
The discrete part of the spectrum is absent for g ≥ gm,0.
w = 1, σ = 0 We have in this case for W = E = R−2C : g ≥ 0, α1 = β1 = 1/2 + |m|/2 +√
RCg/2, Im ν = 0, Imα1 = 0, α1 > 0, , and σ
′
m(R
−2
C ) = 0.
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w > 1, σ = iκ/4, κ =
√
w − 1 In this case, we have for W = E:Im ν = 0, α1,2 = 1/2 ±
|m|/2+ν+iκ/4, β1,2 = 1/2±|m|/2+ν−iκ/4 = α1, such that [Imψ(α1,2) + Imψ(β1,2)]W=E =
0, and
σ′m(E) = 0.
Finally, we find for fixed m, |m| ≥ 2:
The spectrum of hˆem is simple, spechˆem = [1+4RCg)/R
2
C,∞)∪{Em,n, n = 0, 1, ...nmax},
the discrete part of spectrum is present for g < gm,0. The set of functions{
Um(ρ;E) = ̺m(E)C1m(ρ;E), E ≥ 1 + 4RCg)/R2C; Um,n(ρ) = Qm,nC1m(ρ;Em,n), n = 0, 1, ...nmax
}
forms a complete orthogonalized system in L2(0, RC).
3.4 m = 1
3.4.1 Useful solutions, ρ < RC
We construct again the solutions of eq. (3.5) with the help of correspondence formulas (3.7),
(3.8), and (3.9). We have
C1,1(ρ;W ) =
R2C
√
ρ
R2C − ρ2
x1/2(1− x)1/4+νF(α1, β1; 2; x) =
(for ImW > 0) = Q1(W )C3,1(ρ;W ) +Q2(W )v1(ρ;W ),
Q1(W ) =
Γ(−2ν)
Γ(α4)Γ(β4)
, Q2(W ) =
Γ(2ν)
Γ(α1)Γ(β1)
,
v1(ρ;W ) =
R2C
√
ρ
R2C − ρ2
x1/2(1− x)1/4−νF(α4, β4; γ4; 1− x),
C4,1(ρ;W ) =
R2C
√
ρ
R2C − ρ2
R2 − r2
R2r1/2
O<4,1(r;W ) =
=
R2C
√
ρ
R2C − ρ2
(1− x)1/4+ν lim
δ→0
[x−µδF(α2δ, β2δ; γ2δ; x)−
−A1,δ(W )Γ(γ2δ)xµδF(α1δ, β1δ; γ1δ; x)],
A1,δ(W ) =
Γ(α1)Γ(β1)
Γ(α2)Γ(β2)Γ(γ1δ)
,
C3,1(r;W ) =
R2C
√
ρ
R2C − ρ2
x1/2(1− x)1/4+νF(α1, β1; γ3; 1− x) =
= B1(W )C1,1(ρ;W ) + C1(W )C4,1(ρ;W ), C1(W ) =
Γ(γ3)
Γ(α1)Γ(β1)
,
B1(W ) = C1(W )f1(W ), f1(W ) =
RCg
4
[ψ(α1) + ψ(β1)]− ν,
α1,2δ = 1/2± (1 + δ)/2 + ν + σ, β1,2δ = 1/2± (1 + δ)/2 + ν − σ,
γ1,2δ = 1± (1 + δ)
α1,2 = 1/2± 1/2 + ν + σ, β1,2 = 1/2± 1/2 + ν − σ,
α4 = 1− ν + σ, β4 = 1− ν − σ, γ3,4 = 1± 2ν.
C1,1(ρ;W ) and C4,1(ρ;W ) are real-entire in W .
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3.4.2 Asymptotics, ρ→ 0 (x→ 0)
We have
C1,1(ρ;W ) = C1,1as(ρ)(1 +O(ρ)),
C4,1(ρ;W ) = C4,1as(ρ) (1 +O(ρ ln ρ)) ,
C3,1(ρ;W ) = C1(W )[f1(W )C1,1as(ρ) + C4,1as(ρ)](1 +O(ρ ln ρ),
ImW > 0 orW = 0.
C1,1as(ρ) = (4/RC)
1/2ρ,
C4,1as(ρ) = (RC/4)
1/2 [1 + gρ (ln(4ρ/RC) + 2C)]
3.4.3 Asymptotics, ∆ = RC − ρ→ 0 (δ = 1− x→ 0)
We have
C3,1(ρ;W ) = 2
−3/2−2νR1−2νC ∆
−1/2+2ν(1 +O(∆)),
C1,1(ρ;W ) =
Γ(2ν)
Γ(α1)Γ(β1)
2−3/2+2νR1+2νC ∆
−1/2−2ν(1 +O(∆)),
ImW > 0 or W = 0.
3.4.4 Wronskians
Wr(C1,1, C4,1) = −1,
.Wr(C1,1, C3,1) = − Γ(γ3)
Γ(α1)Γ(β1)
= −ω1(W ) = −C1(W )
We see that any solutions of eq. (3.5) are s.-integrable at ρ = 0 and there is one (and only
one) silution, C3,1, which is s.-integrable on the interval (0, RC) for ImW > 0. This means
that the deficiency indices of the symmetric operator (see below) are equal to (1, 1).
3.4.5 Symmetric operator hˆ1
A symmetric operator hˆ1 is defined by eq. (3.10) with m = 1.
3.4.6 Adjoint operator hˆ+1 = hˆ
∗
1
It is easy to prove by standard way that the adjoint operator hˆ+1 coincides with the operator
hˆ∗1,
hˆ+1 :


Dh+1 = D
∗
hˇ1
(0, RC) = {ψ∗, ψ′∗ are a.c. in (0, RC),
ψ∗, hˆ+1 ψ∗ ∈ L2(0, RC)}
hˆ+1 ψ∗(ρ) = hˇ1ψ∗(ρ), ∀ψ∗ ∈ Dh+1
.
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3.4.7 Asymptotics
Because hˇ1ψ∗ ∈ L2(0, RC), we have
hˇ1ψ∗(ρ) = η(ρ), η ∈ L2(0, RC),
and we can represent ψ∗ in the form
ψ∗(ρ) = c1C1,1(ρ; 0) + c2C4,1(ρ; 0) + I(ρ),
ψ′∗(ρ) = c1∂ρC1,1(ρ; 0) + c2∂ρC4,1(ρ; 0) + I
′(ρ),
where
I(ρ) = C4,1(ρ; 0)
∫ ρ
0
C1,1(y; 0)η(y)dy− C1,1(ρ; 0)
∫
ρ
0
C4,1(y; 0)η(y)dy,
I ′(ρ) = ∂ρC4,1(ρ; 0)
∫ ρ
0
C1,1(y; 0)η(y)dy− ∂ρC1,1(ρ; 0)
∫ ρ
0
C4,1(y; 0)η(y)dy.
I) ρ→ 0
We obtain with the help of the Cauchy-Bunyakovskii inequality (CB-inequality):
I(ρ) = O(ρ3/2), I ′(ρ) = O(ρ1/2),
such that we have
ψ∗(ρ) = c1C1,1as(ρ) + c2C4,1as(ρ) +O(ρ3/2),
ψ′∗(ρ) = c1C
′
1,1as(ρ) + c2C
′
4,1as(ρ) +O(ρ
1/2).
II) ρ→ RC
In this case, we prove that [ψ∗, χ∗]RC = 0, ∀ψ∗, χ∗ ∈ Dh+m, such that we obtain
∆h+1 = c2c1 − c1c2) =
i
2
(c+c+ − c−c−), c± = c1 ± ic2.
3.4.8 Self-adjoint hamiltonians hˆ1ζ
The condition ∆h+1 (ψ) = 0 gives
c− = −e2iζc+, |ζ | ≤ π/2, ζ = −π/2 ∼ ζ = π/2, =⇒
=⇒ c1 cos ζ = c2 sin ζ,
or
ψ(ρ) = Cψζas(ρ) +O(ρ
3/2), ψ′(ρ) = Cψ′ζas(ρ) +O(ρ
1/2), (3.18)
ψζas(ρ) = C1,1as(ρ) sin ζ + C4,1as(ρ) cos ζ.
Thus we have a family of s.a. hamiltohians hˆ1ζ ,
hˆ1ζ :
{
Dh1ζ = {ψ ∈ Dh+1 , ψ satisfy the boundary condition (3.18)
hˆ1ζψ = hˇ1ψ, ∀ψ ∈ Dh1ζ
. (3.19)
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3.4.9 The guiding functional
As a guiding functional Φ1ζ(ξ;W ) we choose
Φ1ζ(ξ;W ) =
∫ RC
0
U1ζ(ρ;W )ξ(ρ)dρ, ξ ∈ D1ζ = Dr(0, RC) ∩Dh1ζ .
.U1ζ(ρ;W ) = C1,1(ρ;W ) sin ζ + C4,1(ρ;W ) cos ζ,
U1ζ(ρ;W ) is real-entire solution of eq. (3.5) satisfying the boundary condition (3.18).
The guiding functional Φ1ζ(ξ;W ) is simple and the spectrum of hˆ1ζ is simple.
3.4.10 Green function G1ζ(ρ, y;W ), spectral function σ1ζ(E)
We find the Green function G1ζ(ρ, y;W ) as the kernel of the integral representation
ψ(ρ) =
∫ ∞
0
G1ζ(ρ, y;W )η(y)dy, η ∈ L2(R+),
of unique solution of an equation
(hˆ1ζ −W )ψ(ρ) = η(ρ), ImW > 0, (3.20)
for ψ ∈ Dh1ζ . General solution of eq. (3.20) (under condition ψ ∈ L2(0, R)) can be repre-
sented in the form
ψ(ρ) = aC3,1(ρ;W ) +
C1,1(ρ;W )
C1(W )
η3(W ) + I(ρ), η3(W ) =
∫ R
0
C3,1(y;W )η(y)dy,
I(ρ) =
C3,1(ρ;W )
C1(W )
∫ ρ
0
C1,1(y;W )η(y)dy− C1,1(ρ;W )
C1(W )
∫ ρ
0
C3,1(y;W )η(y)dy,
I(ρ) = O
(
ρ3/2
)
, ρ→ 0.
A condition ψ ∈ Dh1ζ , (i.e.ψ satisfies the boundary condition (3.18)) gives
a = − cos ζ
C21 (W )ωζ(W )
η3(W ), ωζ(W ) = f1(W ) cos ζ − sin ζ,
G1ζ(ρ, y;W ) = πΩ1ζ(W )U1ζ(ρ;W )U1ζ(y;W )−
−
{
U˜1ζ(ρ;W )U1ζ(y;W ), ρ > y
U1ζ(ρ;W )U˜1ζ(y;W ), ρ < y
, (3.21)
Ω1ζ(W ) = − ω˜ζ(W )
πωζ(W )
, ω˜ζ(W ) = f1(W ) sin ζ + cos ζ,
U1ζ(y;W ) = C1,1(ρ;W ) sin ζ + C4,1(ρ;W ) cos ζ,
U˜1ζ(ρ;W ) = C1,1(ρ;W ) cos ζ − C4,1(ρ;W ) sin ζ,
where we used an equality
C3,1(ρ;W ) = ω˜ζ(W )Uζ(ρ;W ) + ωζ(W )U˜1ζ(ρ;W ).
Note that the functions U1ζ(ρ;W ) and U˜1ζ(ρ;W ) are real-entire in W and the last term in
the r.h.s. of eq. (3.21) is real for W = E. For σ′1ζ(E), we find
σ′1ζ(E) = ImΩ1ζ(E + i0).
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3.4.11 Spectrum
3.4.12 W = (1 + 4RCg)/R
2
C + ∆˜, ∆˜ ∼ 0
A direct estimation gives
Ω1ζ(W ) =
{
Ω1ζ(W0) +O(
√
∆˜), g = g1k or g 6= g1k, ζ 6= ζ1
O(1/
√
∆˜), g 6= g1k, ζ = ζ1
,
RCg1,k = −N21,k, N1,k = 2(1 + k), Im[Ω1ζ(W0)] = 0, tan ζ1 = f1|0 = f1(W )|∆˜=0. This result
means that the levels with E = E0 are absent.
3.4.13 ζ = π/2
First we consider the case ζ = π/2.
In this case, we have U1pi/2(ρ;W ) = C1,1(ρ;W ) and
σ′1pi/2(E) =
1
π
Im f1(W )|W=E+i0 .
All results for spectrum ang spectral function can be obtained from the corresponding results
of previous section by setting there m = 1.
w = R2CE > 1 + 4RCg In this case, f1(E) is a finite complex function and we find
σ′1pi/2(E) =
1
π
ImV1(E) ≡ ̺21pi/2(E) > 0.
where f1(E) = U1(E) + iV1(E), U1(E) = Re f1(E), V1(E) = Im f1(E) > 0. The spectrum of
hˆ1pi/2 is simple and continuous, spechˆ1pi/2 = [(1 + 4RCg)/R
2
C ,∞), and
σ′1pi/2(E) =
{
O(
√
∆), g 6= g1,k
O(1/
√
∆), g = g1,k
, ∆→ +0,
∆ = E − (1 + 4RCg)/R2C .
w = R2CE ≤ 1 + 4RCg, w < 1 In this case, we have
σ′1pi/2(E) =
nmax∑
n=0
Q21pi/2,nδ(E − E1,n), Q1pi/2,n =
√
|g|(R2Cg2 −N41,n)
N31,nRC
,
E1,n = .1− (RC |g|/N1,n +N1,n)
2
R2C
, RCg < RCg1,0 = −N21,0 = −4.
The spectrum of hˆ1pi/2 is discrete and simple and has the form
spechˆ1pi/2 = {E1,n, E1,n < 1− 4RC |g|, n = 0, 1, ..., nmax},
nmax = k for
√
RC |g| = 2(1+ k+ δ), 0 < δ ≤ 1. The discrete part of the spectrum is absent
for g ≥ g1,0 = −N21,0/RC = −4/RC .
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w = 1, σ = 0 We have in this case for W = E = R−2C : g ≥ 0, α1 = β1 = 1 +
√
RCg/2,
Im ν = 0, Imα1 = 0, α1 > 0, , and σ
′
m(R
−2
C ) = 0.
w > 1, σ = iκ/4, κ =
√
w − 1 In this case, we have forW = E:Im ν = 0, α1 = 1+ν+iκ/4,
β1 = 1 + ν − iκ/4 = α1, such that [Imψ(α1) + Imψ(β1)]W=E = 0, and
σ′m(E) = 0.
Finally, we find.
The spectrum of hˆ1pi/2 is simple, spechˆ1pi/2 = [1+4RCg)/R
2
C,∞)∪{E1,n, n = 0, 1, ...nmax},
the discrete part of spectrum is present for g < g1,0. The set of functions
U1pi/2(ρ;E) = ̺1,pi/2(E)C1,1(ρ;E), E ≥ 1 + 4RCg)/R2C ;
U1pi/2,n(ρ) = Q1pi/2,nC1,1(ρ; E1,n), n = 0, 1, ...nmax
forms a complete orthogonalized system in L2(0, RC).
The same results for spectrum and eigenfunctions are obtained for the case ζ = −π/2.
3.4.14 |ζ | < π/2
Now we consider the case |ζ | < π/2.
In this case, we can represent σ′1ζ(E) in the form
σ′1ζ(E) = −
1
π cos2 ζ
Im
1
f1ζ(E + i0)
, f1ζ(W ) = f1(W )− tan ζ.
E > (1 + 4RCg)/R
2
C In this case, we have
σ′1ζ(E) =
1
π
V1(E)
[U1(E) cos ζ − sin ζ ]2 + V21 (E) cos2 ζ
≡ ρ20ζ(E).
The spectrum of hˆ1ζ is simple and continuous, spechˆ1ζ = [(1 + 4RCg)/R
2
C,∞).
w = 1 + 4RCg +∆, ∆ ∼ 0 In this case, we have
4ν =
√−∆ =
{ −i√∆, ∆ ≥ 0√|∆|, ∆ ≤ 0 , σ =


−i√RCg/2 +O(∆), g > 0
ν, g = 0√
RC |g|/2 +O(∆), , g < 0
,
α1 = 1 +


−i√RCg/2 + ν +O(∆), g > 0
2ν, g = 0√
RC |g|/2 + ν +O(∆), , g < 0
,
β1 = 1 +


i
√
RCg/2 + ν +O(∆), g > 0
0, g = 0
−√RC |g|/2 + ν +O(∆), , g < 0 .
A direct estimation gives
σ′1ζ(E) =


{
O(
√
∆), g = g1k or g 6= g1k, ζ 6= ζ1
O(1/
√
∆), g 6= g1k, ζ = ζ1 , ∆ > 0
0, ∆ < 0
,
where tan ζ1 = f1|0 = f1(E)|∆=0. Note that the discrete level with E = (1 + 4RCg)R2C is
absent.
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E < (1 + 4RCg)R
2
C In this case, we have Im ν|W=E = 0, ν|W=E > 0,
α1 = 1 + ν − i
√
w − 1/4, β1 = α1, w ≥ 1,
α1 = 1 + ν +
√
1− w/4, β1 = 1 + ν −
√
1− w/4, w < 1.
Thus, we have: the function [f1ζ(E)]
−1 is real except the points E1n(ζ),
f1ζ(E1n(ζ)) = 0, (3.22)
such that we obtain
σ′1ζ(E) =
∑
n∈N1
Q21ζ,nδ(E −E1n(ζ)), Q1ζ,n =
1√
∂Ef1ζ(E1n(ζ)) cos ζ
,
∂Ef1(E) > 0,
where N1 is a subset of Z to be described below. Furthermore, we find
∂ζE1n(ζ) = [∂Ef1(En(ζ)) cos
2 ζ ]−1 > 0.
g ≥ g1,0 = −4/RC In this case, the function f1(E) has the properties: f1(E) → −∞
as E → −∞; f1(E) → tan ζ1 − 0 = f1|0 − 0 as E → (1 + 4RCg)R2C − 0;.f1(E) increases
monotonocally on the interval (−∞, (1+4RCg)R2C). Then we find: in the interval (−∞, (1+
4RCg)R
2
C), for any fixed ζ ∈ (−π/2, ζ1), there is one level E1,−1(ζ) which run monotonocally
from −∞ to (1+4RCg)R2C − 0 as ζ run from −π/2− 0 to ζ1− 0; there are no discrete levels
on the interval (−∞, (1 + 4RCg)R2C) for ζ ∈ (ζ1, π/2). Formally, eq. (3.22) has solution
E1,−1(ζ1) = (1 + 4RCg)R2C for ζ = ζ1. However, as was noted above, such levels are absent
We find also
N1 = N1,−1(ζ) =
{
∅, ζ ∈ [ζ1, π/2)
{−1}, ζ ∈ (−π/2, ζ1) .
g1,k+1 ≤ g < g1,k,
√
RC |g| = 2(1 + k + δ), 0 < δ ≤ 1, k ∈ Z+ In this case, the function
f1(E) has the properties: f1(E)→ −∞ asE → −∞; f(E1n±0) = ∓∞ n = 0, 1, ..., nmax = k;
f1(E) → tan ζ1 − 0 = f1|0(E) − 0 as E → (1 + 4RCg)/R2C − 0. We find: in each interval
(E1n−1, E1n), n = 0, ..., k (we set E1,−1 = −∞), for any fixed ζ ∈ (−π/2, π/2), there is one
level E1n(ζ) which run monotonocally from En−1 + 0 to En − 0 as ζ run from −π/2 + 0 to
π/2 − 0; in the interval (Ek, (1 + 4RCg)R2C); for any fixed ζ ∈ (−π/2, ζ1), there is one level
Ek+1(ζ) which run monotonocally from Ek+0 to (1+4RCg)/R2C −0 as ζ run from −π/2+0
to ζ1− 0; thare are no levels in the interval (Ek, (1 + 4RCg)/R2C) for ζ ∈ (ζ1, π/2). Formally,
eq. (3.22) has solution E1,k+1(ζ1) = (1+4RCg)/R
2
C for ζ = ζ1. However, as was noted above,
such levels are absent.. We find also
N1 = N1,k(ζ) =
{ {0, 1, ..., k}, ζ ∈ [ζ1, π/2)
{0, 1, ..., k + 1}, ζ ∈ (−π/2, ζ1) .
Finally, we obtain. The spectrum of hˆ1ζ is simple and spechˆ1ζ = [(1 + 4RCg)/R
2
C ,∞) ∪
{E1n(ζ), n ∈ N1}. The set of functions{
U1ζ,E(ρ) = ̺1ζ(E)U1ζ(ρ;E), E ≥ (1 + 4RCg)/R2C ; U1ζ,n(ρ) = Q1ζ,nU1ζ(ρ;E1n(ζ), ), n ∈ N
}
forms a complete orthogonalized system in L2(0, RC).
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3.5 m = −1
Only modification which we must do is the following: the extension parameter for the case
m = −1 should be considered as indendent of the extension parameter for the case m = 1.
It is convenient to denote the extension parameter for the case m = 1 as ζ(1) and for the
case m = −1 as ζ(−1).
3.6 m = 0
In this case, we have µ = 0; α1 = 1/2 + ν + σ, β1 = 1/2 + ν − σ.
3.6.1 Useful solutions
We need solutions of an equation
(hˇ0 −W )ψ<0 (ρ) = 0, (3.23)
where hˇ0 is given by eq. (3.2) with m = 0.
We use the following solution of eq.(3.23)
C1,0(ρ;W ) =
R2C
√
ρ
R2C − ρ2
(1− x)1/4+νF(α1, β1; 1; x) =
(for ImW > 0) =
Γ(−2ν)
Γ(α4)Γ(β4)
C3,0(ρ;W ) +
Γ(2ν)
Γ(α1)Γ(β1)
v0(ρ;W ),
v0(ρ;W ) =
R2C
√
ρ
R2C − ρ2
(1− x)1/4−νF(α4, β4; γ4; 1− x),
C4,0(ρ;W ) = 2 lim
δ→0
∂δC
<
1,0,δ(ρ;W ),
C1,0,δ(r;W ) =
R2C
√
r
R2C − r2
xδ/2(1− x)1/4+νF(α1δ, β1δ; γ1δ; x),
C3,0(ρ;W ) =
R2C
√
ρ
R2C − ρ2
(1− x)1/4+νF(α1, β1; γ3; 1− x) =
= B0(W )C1,0(ρ;W )− C0(W )C4,0(ρ;W ), C0(W ) = Γ(γ3)
Γ(α1)Γ(β1)
,
B0(W ) = C0(W )f0(W ), f0(W ) = [2ψ(1)− ψ(α1)− ψ(β1)] .
α1δ = 1/2 + δ/2 + ν + σ, β1δ = 1/2 + δ/2 + ν − σ, γ1δ = 1 + δ
α1 = 1/2 + ν + σ, β1 = 1/2 + ν − σ,
α4 = 1/2− ν + σ, β4 = 1/2− ν − σ.
Note that C<1,0(ρ;W ) and C
<
4,0(ρ;W ) are real-entire in W .
3.6.2 Asymptotics, ρ→ 0 (x→ 0)
We have
C1,0(ρ;W ) = C1,0as(ρ)(1 +O(ρ)), C4,0(ρ;W ) = C4,0as(ρ) (1 +O(ρ)) ,
C1,0as(ρ) = ρ
1/2, C4,0as(ρ) = ρ
1/2 ln
(
4ρ
RC
)
.
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C3,0(ρ;W ) = .C0(W ) [f0(W )C1,0as(ρ)− C4,0as(ρ)]
(
1 +O(ρ2)
)
,
ImW > 0 or W = 0.
3.6.3 Asymptotics, ∆ = R − ρ→ 0 (δ = 1− x→ 0)
We have
C3,0(ρ;W ) = 2
−3/2−2νR1−2νC ∆
−1/2+2ν(1 +O(∆)),
C1,0(ρ;W ) =
Γ(2ν)
Γ(α1)Γ(β1)
2−3/2+2νR1+2νC ∆
−1/2−2ν(1 +O(∆)),
ImW > 0 or W = 0.
3.6.4 Wronskian
We have
Wr(C1,0, C4,0) = 1,
Wr(C1,0, C3,0) = − Γ(γ3)
Γ(α1)Γ(β1)
= −C0(W ).
Note that any solutions of eq. (3.23) are s.-integrable in the origin and only one solution
(C3,0) is s.-integrable on the right end RC (for ImW > 0), such that there is one solution
(C3,0) belonging to L
2(0, RC) for ImW > 0 and the deficiency indexes of the symmetric
operator hˇ0 (see below) are equal to (1, 1).
3.6.5 Symmetric operator hˆ0
A symmetric operator hˆ0 is defined by eq. (3.10) with m = 0.
3.6.6 Adjoint operator hˆ+0 = hˆ
∗
0
It is easy to prove by standard way that the adjoint operator hˆ+0 coincides with the operator
hˆ∗0,
hˆ+0 :
{
Dh+0 = D
∗ˇ
h0
(0, RC) = {ψ∗, ψ′∗ are a.c. in (0, RC), ψ∗, hˆ+0 ψ∗ ∈ L2(0, RC)}
hˆ+0 ψ∗(ρ) = hˇ0ψ∗(ρ), ∀ψ∗ ∈ Dh+0
.
3.6.7 Asymptotics
Because hˇ0ψ∗ ∈ L2(0, R), we have
hˇ0ψ∗(ρ) = η(ρ), η ∈ L2(0, RC),
and we can represent ψ∗ in the form
ψ∗(ρ) = c1C1,0(ρ; 0) + c2C3,0(ρ; 0) + I(ρ),
ψ′∗(ρ) = c1∂ρC1,0(ρ; 0) + c2∂ρC3,0(ρ; 0) + I
′(ρ),
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where
I(ρ) =
C3,0(ρ; 0)
C0(0)
∫ ρ
0
C1,0(y; 0)η(y)dy− C1,0(ρ; 0)
C0(0)
∫ ρ
0
C3,0(y; 0)η(y)dy,
I ′(ρ) =
∂ρC3,0(ρ; 0)
C0(0)
∫ ρ
0
C1,0(y; 0)η(y)dy− ∂ρC1,0(ρ; 0)
C0(0)
∫ ρ
0
C3,0(y; 0)η(y)dy.
I) ρ→ 0
We obtain with the help of the CB-inequality:
I(ρ) = O(ρ3/2 ln ρ), I ′(ρ) = O(ρ1/2 ln ρ),
such that we have
ψ∗(ρ) = c1C1,0as(ρ) + c2C4,0as(ρ) +O(ρ3/2 ln ρ),
ψ′∗(ρ) = c1C
′
1,0as(ρ) + c2C
′
4,0as(ρ) +O(ρ
1/2 ln ρ).
II) ρ→ RC
In this case, we prove that [ψ∗, χ∗]RC = 0, ∀ψ∗, χ∗ ∈ Dh+m, such that we have
∆h+0 (ψ∗) = (c1c2 − c2c1) = −
i
2
(.c+c+ − c−c−), c± = c1 ± ic2.
3.6.8 Self-adjoint hamiltonians hˆ0θ
The condition ∆h+0 (ψ) = 0 gives
c− = −e2iθc+, |θ| ≤ π/2, θ = −π/2 ∼ θ = π/2, =⇒
=⇒ c1 cos θ = c2 sin θ,
or
ψ(ρ) = Cψθas(ρ) +O(ρ
3/2 ln ρ), ψ′(ρ) = Cψ′θas(ρ) +O(ρ
1/2 ln ρ), (3.24)
ψθas(ρ) = C1,0as(ρ) sin θ + C4,0as(ρ) cos θ
We thus have a family of s.a. hamiltohians hˆ0θ,
hˆ0θ :
{
Dh0θ = {ψ ∈ Dh+0 , ψ satisfy the boundary condition (3.24)
hˆ0θψ = hˇ0ψ, ∀ψ ∈ Dh0θ
.
3.6.9 The guiding functional
As a guiding functional Φ0θ(ξ;W ) we choose
Φ0θ(ξ;W ) =
∫ R
0
U0θ(ρ;W )ξ(ρ)dρ, ξ ∈ Dθ = Dr(0, RC) ∩Dh0θ .
.U0θ(ρ;W ) = C1,0(ρ;W ) sin θ + C4,0(ρ;W ) cos θ,
U0θ(ρ;W ) is real-entire solution of eq. (3.23) satisfying the boundary condition (3.24).
The guiding functional Φ0θ(ξ;W ) is simple and the spectrum of hˆ0θ is simple.
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3.6.10 Green function G0θ(ρ, y;W ), spectral function σ0θ(E)
We find the Green function G0θ(ρ, y;W ) as the kernel of the integral representation
ψ(ρ) =
∫ RC
0
G0θ(ρ, y;W )η(y)dy, η ∈ L2(R+),
of unique solution of an equation
(hˆ0θ −W )ψ(ρ) = η(ρ), ImW > 0, (3.25)
for ψ ∈ Dh0θ . General solution of eq. (3.25) (under condition ψ ∈ L2(0, R)) can be repre-
sented in the form
ψ(ρ) = aC3,0(ρ;W ) +
C1,0(ρ;W )
C0(W )
η3(W ) + I(ρ), η3(W ) =
∫ RC
0
C3,0(y;W )η(y)dy,
I(ρ) =
C3,0(ρ;W )
C0(W )
∫ ρ
0
C1,0(y;W )η(y)dy− C1,0(ρ;W )
C0(W )
∫ ρ
0
C3,0(y;W )η(y)dy,
I(ρ) = O
(
ρ3/2 ln ρ
)
, ρ→ 0.
A condition ψ ∈ Dh0θ , (i.e.ψ satisfies the boundary condition (2.27)) gives
a = − cos θ
C20 (W )ωθ(W )
η3(W ), ωθ(W ) = f0(W ) cos ζ + sin ζ,
G0θ(ρ, y;W ) = πΩ0θ(W )U0θ(ρ;W )U0θ(y;W )+
+
{
U˜0θ(ρ;W )U0θ(y;W ), ρ > y
U0θ(ρ;W )U˜0θ(y;W ), ρ < y
, (3.26)
Ω0θ(W ) =
ω˜θ(W )
πωθ(W )
, ω˜θ(W ) = f0(W ) sin θ − cos ζ,
U˜0θ(ρ;W ) = C
<
1,0(ρ;W ) cos θ − C<4,0(ρ;W ) sin θ,
where we used an equality
C<3,0(ρ;W ) = C0(W )[ω˜θ(W )U0θ(ρ;W ) + ωθ(W )U˜0θ(ρ;W )].
Note that the functions U0θ(ρ;W ) and U˜0θ(ρ;W ) are real-entire in W and the last term in
the r.h.s. of eq. (3.26) is real for W = E. For σ′0θ(E), we find
σ′0θ(E) = ImΩ0θ(E + i0).
3.6.11 Spectrum
3.6.12 W = (1 + 4RCg)/R
2
C + ∆˜, ∆˜ ∼ 0
A direct estimation gives
Ω0ζ(W ) =
{
Ω0ζ(W0) +O(
√
∆˜), g = g0k or g 6= g0k, ζ 6= ζ0
O(1/
√
∆˜), g 6= g0k, ζ = ζ0
,
RCg0,k = −N20,k, N0,k = 1 + 2k, tan θ0 = −f0|0 = f0(W )|∆˜=0 , Im[Ω0ζ(W0)] = 0. This result
means that the levels with E = E0 are absent.
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3.6.13 θ = π/2
First we consider the case θ = π/2.
In this case, we have U0pi/2(ρ;W ) = C1,0(ρ;W ) and
σ′0pi/2(E) =
1
π
Im f0(E + i0).
All results for spectrum and spectral function can be obtained from the corresponding results
of subsec. 4.7 by setting there m = 0.
w = R2CE > 1 + 4RCg In this case, f0(E) is a finite complex function and we find
σ′0pi/2(E) =
1
π
ImV0(E) ≡ ̺20pi/2(E) > 0.
where f0(E) = U0(E) + iV0(E), U0(E) = Re f0(E), V0(E) = Im f0(E) > 0. The spectrum of
hˆ0pi/2 is simple and continuous, spechˆ0pi/2 = [(1 + 4RCg)/R
2
C ,∞), and
σ′0pi/2(E) =
{
O(
√
∆), g 6= g0,k
O(1/
√
∆), g = g0,k
, ∆→ +0,
∆ = E − (1 + 4RCg)/R2C .
w = R2CE ≤ 1 + 4RCg, w < 1 In this case, we have
σ′0pi/2(E) =
nmax∑
n=0
Q20pi/2,nδ(E − E0,n), Q0pi/2,n =
2
RC
√
R2Cg
2 −N40,n
N30,n
,
E0,n = .1− (RC |g|/N0,n +N0,n)
2
R2C
, RCg < RCg0,0 = −N21,0 = −1.
The spectrum of hˆ0pi/2 is discrete and simple and has the form
spechˆ0pi/2 = {E0,n, E0,n < 1− 4RC |g|, n = 0, 1, ..., nmax},
nmax = k for
√
RC |g| = 1+ 2(k+ δ), 0 < δ ≤ 1. The discrete part of the spectrum is absent
for g ≥ g0,0 = −N20,0/RC = −1/RC .
w = R2CE ≤ 1 + 4RCg, w ≥ 1 In this case, we have σ′0pi/2(E) = 0.
Finally, we find.
The spectrum of hˆ0pi/2 is simple, spechˆ0pi/2 = [1+4RCg)/R
2
C,∞)∪{E0,n, n = 0, 1, ...nmax},
the discrete part of spectrum is present for g < g0,0. The set of functions{
U0pi/2,E(ρ) = ̺0,pi/2(E)C1,0(ρ;E), E ≥ (1 + 4RCg)/R2C;U0pi/2,n(ρ) = Q0pi/2,nC1,0(ρ; E0,n),
n = 0, 1, ...nmax}
forms a complete orthogonalized system in L2(0, RC).
The same results we obtain for the case ζ = −π/2.
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3.6.14 |θ| < π/2
Now we consider the case |θ| < π/2.
In this case, we can represent σ′θ(E) in the form
σ′0θ(E) = −
1
π cos2 θ
Im
1
f0θ(E + i0)
, f0θ(W ) = f0(W ) + tan ζ.
E > (1 + 4RCg)/R
2
C/ In this case, we have
σ′0θ(E) =
1
π
V0(E)
[U0(E) cos θ + sin θ]2 + V20 (E) cos2 θ
≡ ρ20θ(E).
The spectrum of hˆ0θ is simple and continuous, spechˆ0θ = [(1 + 4RCg)/R
2
C,∞).
w = 1 + 4RCg +∆, ∆ ∼ 0 In this case, we have
α1 = 1/2 +


−i√RCg/2 + ν +O(∆), g > 0
2ν, g = 0√
RC |g|/2 + ν +O(∆), , g < 0
,
β1 = 1/2 +


i
√
RCg/2 + ν +O(∆), g > 0
0, g = 0
−√RC |g|/2 + ν +O(∆), , g < 0 .
A direct estimation gives
σ′0θ(E) =


{
O(
√
∆), g = g0k or g 6= g0k, θ 6= θ0
O(1/
√
∆), g 6= g0k, θ = θ0 , ∆ > 0
0, ∆ < 0
,
where tan θ0 = −f0|0 = − f0(E)|∆=0. Note that the discrete level with E = (1 + 4RCg)R2C
is absent.
E < (1 + 4RCg)/R
2
C In this case, we have Im ν|W=E = 0, ν|W=E > 0,
α1 = 1/2 + ν − i
√
w − 1/4, β1 = α1, w ≥ 1,
α1 = 1/2 + ν +
√
1− w/4, β1 = 1/2 + ν −
√
1− w/4, w < 1.
Thus, we have: the function [f0θ(E)]
−1 is real except the points E0n(θ),
f0θ(E0n(θ)) = 0, (3.27)
such that we obtain
σ′0θ(E) =
∑
n∈N0
Q20θ,nδ(E −E0n(θ)), Q0θ,n =
1√
∂Ef0θ(Eon(θ)) cos θ
,
∂Ef0(E) > 0,
where N0 is a subset of Z to be described below. Furthermore, we find
∂θE0n(θ) = −[∂Ef0(E0n(θ)) cos2 θ]−1 < 0.
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g ≥ g0,0 = −1/RC In this case, the function f0(E) has the properties: f0(E) → −∞
as E → −∞; f0(E) → f0|0 − 0 = − tan θ0 − 0 as E → (1 + 4RCg)R2C − 0;.f0(E) increases
monotonocally on the interval (−∞, (1+4RCg)R2C). Then we find: in the interval (−∞, (1+
4RCg)R
2
C), for any fixed θ ∈ (θ0.π/2), there is one level E0,−1(θ) which run monotonocally
from −∞ to (1 + 4RCg)R2C − 0 as θ run from π/2− 0 to θ0 + 0; there are no discrete levels
on the interval (−∞, (1 + 4RCg)R2C) for θ ∈ (−π/2, θ0). Formally, eq. (3.27) has solution
E0,−1(θ0) = (1 + 4RCg)R2C for θ = θ0. However, as was noted above, such levels are absent
We find also
N0 = N0,−1 =
{ {−1}, θ ∈ (θ0, π/2)
∅, θ ∈ (−π/2, θ0] .
g0,k+1 ≤ g < g0,k+1,
√
RC |q| = 1/2+k+ δ, 0 < δ ≤ 1, k ∈ Z+ In this case, the function
f0(E) has the properties: f0(E)→ −∞ asE → −∞; f(E0n±0) = ∓∞ n = 0, 1, ..., nmax = k;
f0(E) → f0|0(E) − 0 = − tan θ0 − 0 as E → (1 + 4RCg)/R2C − 0. We find: in each interval
(E0n−1, E0n), n = 0, ..., k (we set E0,−1 = −∞), for any fixed θ ∈ (−π/2, π/2), there is one
level E0n(θ) which run monotonocally from En−1 + 0 to En − 0 as ζ run from π/2 − 0 to
-π/2 + 0; in the interval (Ek, (1 + 4RCg)R2C), for any fixed θ ∈ (θ0, π/2), there is one level
E0k+1(θ) which run monotonocally from Ek+0 to (1+4RCg)R2C−0 as ζ run from π/2−0 to
θ0 + 0; thare are no levels in the interval (Ek, (1 + 4RCg)/R2C) for θ ∈ (−π/2, θ0). Formally,
eq. (3.22) has solution E0,k+1(θ0) = (1 + 4RCg)/R
2
C for θ = θ0. However, as was noted
above, such levels are absent.. We find also
N0 = N0,k(θ) =
{ {0, 1, ..., k}, θ ∈ (−π/2, θ0]
{0, 1, ..., k + 1}, ζ ∈ (θ0, π/2) .
Finally, we obtain. The spectrum of hˆ0θ is simple and spechˆ0θ = [(1 + 4RCg)/R
2
C ,∞) ∪
{E0n(θ), n ∈ N0}. The set of functions{
U0θ,E(ρ) = ̺0θ(E)U0θ(ρ;E), E ≥ (1 + 4RCg)/R2C ; U0θ,n(ρ) = Q0θ,nU0θ(ρ;E0θ(ζ), ), n ∈ N0
}
forms a complete orthogonalized system in L2(0, RC).
4 Conclusions
As we found, two dimensional oscillator and coulomb problems on pseudoshpere are described
by the same equations in terms of the variables α and β This means that each point of the
spectra of one of these theories corresponds a point of the spectra of the other theory, i.e.
there is one-to-one correspondence between points of the the planes EO, λ and EC , g.
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