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Abstract – Place and transition refinements provide a
convenient method of structuring complex net models
by replacing single elements (places and transitions) at
a ‘higher–level’ of abstraction with ‘lower–level’, more
detailed, subnets. The concepts of static and dynamic
place/transition refinements are introduced. Dynamic re-
finements do not increase the size of the (refined) model
because no ‘expansion’ of the model is performed; instead,
only a ‘logical’ association of higher–level elements with
lower-level subnets is maintained and used in model anal-
ysis. Multiple applications of place/transition refinements
results in hierarchical net models. The paper formalizes
the concept of hierarchies of refinements in Petri nets and
shows simple applications of the hierarchical approach to
modeling of manufacturing cells.
1. INTRODUCTION
Petri nets are popular formal models of discrete–event
systems in which events can occur concurrently, but which
contain constraints on precedence and frequency of such
occurrences [7, 6]. Multiprocessing systems, computer
networks and distributed databases, as well as manufac-
turing systems are a few example of such systems. Like
any formal models, Petri nets can be used for specifica-
tion, modeling and analysis of concurrent systems; the
popularity of Petri net models is due to a simple and
accurate representation of concurrency. However, since
the realistic systems tend to be complex, their models
easily become too complicated to be handled efficiently.
Therefore, an abstraction mechanism is needed to sim-
plify large models by identifying submodels and replac-
ing them by simple elements in a way that preserves the
most important properties of the original models. Also, a
refinement mechanism must be provided to enhance the
general ‘higher–level’ models with more specific ‘lower–
level’ details by substituting lower–level subnets for simple
elements of the higher–level models. This second mech-
anism, refinement of places and transitions in Petri net
models, is discussed in this paper in greater detail.
First approaches to structuring of Petri nets were pro-
posed in late eighties [2, 4, 9]. The intention of these
methods was to reduce the complexity of the model by
dividing it into a number of submodels. For colored
(hierarchical) nets [4] used in modeling of complex sys-
tems (CPN/Design system), five structuring constructs
were proposed: transition substitution, place substitu-
tion, transition invocation, place fusion and transition fu-
sion. The first two of them, transition and place sub-
stitutions, are similar to transition and place refinements
disussed in this paper, but they assume a different mech-
anism for interaction with the refinement environment.
The remaining structuring constructs are used for com-
posing several models into a single one.
This paper formalizes and unifies several informal meth-
ods proposed for net refinements with a variety of hierar-
chical and modular net models. The interaction between
a refining (sub)net and its environment is described in
a very general way by a pair of mappings; specialized
versions of these mappings correspond to specific cases of
place and transition refinements. The proposed mappings
can easily be extended to cover a more general case of net
refinements.
Place and transition refinements can be static or dy-
namic. In the static case, a simple element (place or
transition) is actually replaced by a more detailed sub-
net, creating a new net model, usually much larger than
the original one. In dynamic replacement the expansion of
the model does not take place, so the original model does
not change; dynamic replacements only introduce associ-
ations of (higher-level) elements with their (lower–level)
expansions, so the same refining subnet can be associated
with any number of elements without any increase in the
model size. Moreover, the refining subnets can also con-
tain further refinements, so a typical hierarchical structure
of models is created.
2. PETRI NETS
A place/transition, marked Petri net N [6, 7] can be
defined as a quadruple N = (P, T,A,m0), where:
P is a finite, nonempty set of places,
T is a finite, nonempty set of transitions,
A is a set of directed arcs which connect places with
transitions and transition with places, A ⊆ P × T ∪
Hierarchies of place/transition refinements in Petri nets 356
T × P , such that for each transition these exists at
least one place connected with it,
m0 is an initial marking function which assigns a (non-
negative) number of tokens to each place of the net,
m0 : P → {0, 1, ...}.
For each place p ∈ P , its input set Inp(p) contains all
transitions connected to p by directed arcs, Inp(p) = {t ∈
T | (t, p) ∈ A}, while its output set is Out(p) = {t ∈
T | (p, t) ∈ A}. Input and output sets of transitions are
defined similarly.
Let any function m : P → {0, 1, ...} be called a marking
in a net N = (P, T,A,m0).
A transition t is enabled by a marking m iff every input
place of t is assigned at least one token by m. Every tran-
sition enabled by a markingm can fire. When a transition
fires, a single token is removed (simultaneously) from each
of its input places and a token is added to each of its out-
put places. This determines a new marking in a net, a
new set of enabled transitions, and so on. The set of all
markings that can be derived from the initial marking is
called the set of reachable markings of a net.
Net models of many real–life systems, like communica-
tion networks or multiprocessor systems, are quite compli-
cated, and contain numerous simpler subnets (e.g., models
of processors in a multiprocessor system). In such cases,
it is usually advantageous to disregard many low–level de-
tails of the model (which do not affect its more significant
properties) and to analyze an approximate model at a
higher level of abstraction. A systematic conversion from
such higher levels of abstraction into more detailed models
can be done by place and/or transition refinements.
3. PLACE/TRANSITION REFINEMENTS
The concept of place/transition refinements can be for-
malized as a refinement system. A refinement system R
is defined as a 5–tuple, R = (N0,N , ρ, φ, ψ), where:
N0 is a place/transition (initial) marked net, N0 =
(P0, T0, A0,m0,0),
N is a family of place/transition (refinement) nets, N =
{N1, ...,Nk},
ρ is a (partial) refinement function which associates ele-
ments of P0 (place refinements) and T0 (transition re-
finements) with nets from N , ρ : P0∪T0 → {1, ..., k},
so each place p ∈ P0 is refined by the net Nρ(p) (if
p ∈ Dom(ρ), otherwise p remains a simple place),
and each transition t ∈ T0 is refined by Nρ(t) (if
t ∈ Dom(ρ)).
φ and ψ are (input and output) interface functions
which define the interconnections between the in-
put and output sets of a place (or transition) and
its refinement determined by ρ; for each p ∈ P0, if
p ∈ Dom(ρ), then φ(p) : T0 → 2
Pρ(p) and ψ(p) :
T0 → 2
Pρ(p) ; similarly, for each t ∈ T0, if t ∈ Dom(ρ),
then φ(t) : P0 → 2
Tρ(t) and ψ(t) : P0 → 2
Tρ(t) .
A refinement system R defines a Petri net N =
(P, T,A,m0) such that:
• P = {pi ∈ P0 | pi /∈ Dom(ρ)} ∪
{pi,j | pi ∈ Dom(ρ) ∧ pj ∈ Pρ(pi)},
• T = {ti ∈ T0 | ti /∈ Dom(ρ)} ∪




{aℓ,i | ai ∈ Aρ(ℓ)} ∪
{(tℓ, pi,j) | pi ∈ Dom(ρ)∧tℓ ∈ Inp(pi)∧pj ∈ φ(pi, tℓ)} ∪
{(pi,j , tℓ) | pi ∈ Dom(ρ)∧tℓ ∈ Out(pi)∧pj ∈ ψ(pi, tℓ)} ∪
{(pℓ, ti,j) | ti ∈ Dom(ρ)∧pℓ ∈ Inp(ti)∧ tj ∈ φ(ti, pℓ)} ∪
{(ti,j , pℓ) | ti ∈ Dom(ρ) ∧ pℓ ∈ Out(ti) ∧ tj ∈ ψ(ti, pℓ)},
• ∀(p ∈ P ) m0(p) =
{
m0,0(p), if p /∈ Dom(ρ);
mρ(pi),0(pj), if p = pi,j .
An illustration of place and transition refinements is
shown in Fig.1 for a very simple net model. Fig.1(a) shows
a high–level model containing a simple cycle composed of
two steps; for example, this net can model a “producer”
(or a production system) that cyclically produces an item
(t1) and stores it (t2); the place p2 represents the condition
“ready to produce another item” and the place p2 the
condition “a new item is produced”.
The net shown in Fig.1(b) is a simple free–choice net
N1 that can be used as a refinement of the place p1. It can
represent a more elaborate additional phase of producing
an item, which in some cases involves operation repre-
sented by t3 and in other cases operation represented by
t4. Moreover, Fig.1(c) shows a cyclic net N2 which can
represent a “consumer”; it is also composed of two steps:
t5 representing fetching an item and t6 representing con-
suming it. This net can be used as a refinement of tran-
sition t2 of the net shown in Fig.1(a), creating a simple
producer–consumer model (with no buffering; the buffer
can easily be introduced as another refinement of t2 in
Fig.1(a)). The net with both refinements (performed in
any order) is shown in Fig.1(d).
For this example, the refinement function ρ is:





and the interface functions φ and ψ are:
φ t1 t2 p1 p2
p1 {p1.3} Φ Φ Φ
t2 Φ Φ {t2.5} Φ
ψ t1 t2 p1 p2
p1 Φ {p1.4} Φ Φ
t2 Φ Φ Φ {t2.5}






















Fig.1. Place/transition refinements of a simple model.
In a refinement system R, each net Ni ∈ N can be an-
other refinement system, Ni = Ri = (Ni,0,Ni, ρi, φi, ψi),
so a hierarchical Petri net model can be derived from the
concept of a refinement system. For example, the net
shown in Fig.1(a) can be obtained from an “elementary”
net, containing just one place and one transition, shown
in Fig.2(a), by using the net shown in Fig.2(b) as a re-







Fig.2. Transition refinement in a basic net.
A hierarchy of models can be represented by a lattice
in which the collection of (partially refined) models is the
set of elements, the top (the least upper bound) is the
most abstract model (usually it is a trivial, elementary
net), while the bottom (the greatest lower bound) is the
most detailed, fully expanded model. Moving ‘top–down’
in this lattice corresponds to the refinement operations,
while moving ‘bottom–up’ corresponds to the operation of
abstraction. The structure of the lattice reflects different
ways (i.e., different orders) of refinements which result in
the same model.
For the nets shown in Fig.1 and Fig.2, such a hierarchy
of models is shown in Fig.3(a,) where the top element, n0,
is the net of Fig.2(a), the bottom one, n5, is the net of
Fig.1(d), the net corresponding to n1 is obtained by the
refinement of p1 in the net shown in Fig.2(a) using the net
of Fig.1(b), the net n2 is obtained by the refinement of t3
using the net of Fig.2(b) (n2 is isomorphic with the net
shown in Fig.1(a)), and the net n3 is shown in Fig.3(b).
4. HIERARCHICAL MODELING
The idea of hierarchical modeling can be applied very
conveniently to systematic development of Petri net mod-
els of manufacturing cells [3]. It is known that for a
manufacturing cell with m machines there are m! simple
schedules [8]. One of these schedules is optimal for any
given set of temporal specifications [11]. Petri net models
of these schedules can be systematically derived from a
state–based analysis of the cell [10]. On the other hand,
the same models can also be systematically derived by a
series of place/transition refinements.
The net shown in Fig.4(a) is the simplest possible model
of a cyclic process which (at a very high level of abstrac-
tion) represents processing of consecutive parts in a man-
ufacturing cell. This ‘elementary’ net can be expanded
using the subnet shown in Fig.4(b) as a refinement of the
transition t1; the resulting net, shown in Fig.4(d), is a
more detailed model of a one–machine cell; the transi-
tion t1.1 represents the machine performing its operation,
while t1.2 and t1.3 model the operations performed by the

















Fig.3. Hierarchy of place/transition refinements.
robot: it picks a new part from an input conveyor, carries
it to the machine and loads it; the place p1.1 represents
the condition “part loaded” (so the machine can begin its
operation), and p1.2 represents the condition “machine op-
eration finished”, so the robot (‘waiting’ in place p1.3) can
unload the part, carry it to the output conveyor and drop
it (the transition t1.3). In order to represent the move of
the robot from the output (t1.3) to the input (t1.2) of the
cell, the place p1 is further refined using the subnet shown
in Fig.4(b). The resulting net (after renaming the tran-
sitions and places) is shown in Fig.4(e); it clearly shows
the cyclic behavior of the robot (t01, p11, t12, p20, t20, p02,
t01) as well as the path followed by each part entering the
cell (t01, p10, t1, p12, t12).
The model of a one–machine cell (Fig.4(e)) can be fur-
ther refined into a model of a two–machine cell by us-
ing the same subnet from Fig.4(b) as a refinement of the
transition t12 in Fig.4(e). The resulting net is shown in
Fig.5(a). It should be observed than an identical (in fact,
isomorphic) model is obtained if the same subnet is used
as a refinement of the transition t01 in Fig.4(e).
A different model of a two–machine cell, shown in
Fig.5(b), is obtained by refining the transition t12 in the
net shown in Fig.4(e) using the subnet shown in Fig.4(f).




























Fig.4. Refinements of models of a manufacturing cell.
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net shown in Fig.4(c), produces the net shown in Fig.5(c).
This model represents a more complicated cycle of the
robot, when an attempt is made to use the two machines
of the cell concurrently. The cycle of the robot is com-
posed of the following operations:
ti operations
t01 pick from input, move to machine–1 and load
t11.1 move from machine–1 to machine–2
t12.2 unload machine–1, move to machine–2, load
t12.3 unload machine–2, move to output and drop
t12.4 move from output to machine–1































Fig.5. Models of two–machine manufacturing cells.
Petri net models of manufacturing cells with three ma-
chines can be obtained by (similar) refinements of two–
machine models. Fig.6(a) shows one such model which
can be obtained by the refinement of any one of tran-
sitions t12.3, t12.2 or t01 in Fig.5(a) using the subnet of
Fig.4(b). Similarly, the model shown in Fig.6(b) is ob-
tained by using subnet shown in Fig.4(f) as a refinement
of t12.3 in Fig.5(a), while Fig.6(c) shows the result of re-
finement of t12.3 in Fig.5(c) using the subnet shown in
Fig.4(b).
It is expected that place/transition refinements can be
used for a systematic derivation of models of composite
schedules [11], i.e., schedules in which more than one part
enters (and leaves) the cell in one cycle. It has been shown
that models of such schedules can be systematically de-
rived from simple schedules [11]; since simple schedules
can be obtained by place and transition refinements, a
combination of such refinments with a composition of sim-
ple schedules should provide an alternative method of de-
riving composite schedules.
5. CONCLUDING REMARKS
The hierarchical structure of place and transition re-
finements can be used for very efficient analysis of net
models, especially in the case of structural methods; in
this case the properties of a more abstract, simpler model
are combined with the properties of the refining subnet.
A number of general properties (liveness, boundedness)
are preserved for large classes of the refining subnets.
The class of net refinements can easily be extended to
more general subnet refinements (rather than just refine-
ments of a place or transition) by appropriate modifica-
tions of the interface functions φ and ψ in the definition
of the refinement system.
An implementation of hierarchical modeling with dy-
namic refinement of places and transitions as an extension
of an existing set of software tools for analysis of Petri net
models is being investigated.
The concept of hierarchical refinements applied to the
class of timed net models, i.e., net models in which the
duration of activities is also taken into account, opens an
interesting area of hierarchical performance analysis [1, 5].
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