Data limited, partial, or incomplete are known as an ill-posed problem. If the data with ill-posed problems are analyzed by traditional statistical methods, the results obviously are not reliable and lead to erroneous interpretations. To overcome these problems, we propose a dual generalized maximum entropy (dual GME) estimator for panel data regression models based on an unconstrained dual Lagrange multiplier method. Monte Carlo simulations for panel data regression models with exogeneity, endogeneity, or/and collinearity show that the dual GME estimator outperforms several other estimators such as using least squares and instruments even in small samples. We believe that our dual GME procedure developed for the panel data regression framework will be useful to analyze ill-posed and endogenous data sets.
Introduction
The amount of recorded data in the world has exploded. Managing and analyzing data(especially nonexperimental data) have always offered the greatest challenges for statisticians and econometricians. One of the reasons is that data are limited, partial, or incomplete in most of the cases, which is called an ill-posed problem (Golan et al., 1996a) . For example, in regression models, ill-posed problems can result from a variety of causes, including non-stationarity, model misspecification, and collinearity. If the data with ill-posed problems are analyzed by traditional estimation and inference procedures, the results obviously are not reliable and lead to erroneous interpretations. Even it is highly unlikely to find feasible solutions. Shannon (1948) initially applied the entropy concept, which is the quantitative measure of disorder in physics, to the theory of communication and transmission of information. Since then, Jaynes (1957a, b) developed the maximum entropy methodology that can be applied to predicting probability distribution in situations, where he only knew what the possible outcome values are and that the sum of corresponding probabilities is unity. Golan et al. (1994) , Golan and Judge (1996) , and Golan et al. (1996b Golan et al. ( , 1997 coped with the ill-posed and underdetermined problems in economics.
For the classical maximum entropy formalism, Golan et al. (1996a) considered a finite and discrete linear model
where y is a T -dimensional vector and the linear operator X is a T × K(K > T ) non-invertible matrix.
Here the unknown and unobservable frequencies p = (p 1 , . . . , p K ) ′ satisfy the conditions ∑ K k=1 p k = 1 and p k ≥ 0. Given this specification, determining the unknown probabilities p is often difficult because the number of data points are less than the number of unknowns. To solve these undetermined problems, Shannon (1948) used an axiomatic method of probability to define a unique function to measure the uncertainty of a collection of events.
Suppose that X be a random variable with possible outcome values x k , k = 1, . . . , K and probabilities p k such that ∑ k p k = 1. Shannon defined the entropy of the distribution of probabilities, p = (p 1 , . . . , p K ) ′ as the measure H(p) = − ∑ K k=1 p k ln(p k ) where 0 · ln(0) = 0. This measure H obtains a maximum when p 1 = · · · = p K = 1/K; i.e., the probabilities are uniform. Jaynes (1957a, b) proposed making use of the entropy concept in choosing the unknown distribution of probabilities in (1.1). Under the above maximum entropy principle studied by Jaynes, we choose the distribution for which the information(data) is sufficient to determine the probability assignment.
The definition of the principle of maximum entropy (ME; Jaynes, 1957a, b; Golan et al., 1996a ) about p is given by
subject to data consistency and normalized-additivity requirements y = X p and p ′ 1 = 1 where 1 is a K × 1 vector of ones and ln p is a K × 1 vector. This maximum entropy formulation is based on the work of Shannon (1948) and Jaynes (1957a Jaynes ( , b, 1984 and extended by Kullback (1959) , Levine (1980) and Levine and Tribus (1979) . The solution to the maximization problem (1.2) can be obtained from the Lagrangian function
where λ and µ are Lagrangian multipliers. For panel data regression models with strict exogeneity of the regressors, Song and Cheon (2006) proposed a generalized maximum entropy(GME) approach and showed that their approach provides a better alternative to classical least squares approaches such as ordinary least squares(OLS), generalized least squares(GLS), and feasible generalized least squares(FGLS).
However, their approach has several disadvantages since they did not use a constrained or unconstrained numerical method as in Golan et al. (1996a) even though the objective function has no closed-form solution. Their estimates computed by a least squares method do not satisfy one among the optimal conditions. In their simulation studies, their new design matrix using the modified singular value decomposition is not appropriate in panel data regression models. Finally, their iterative method is too sensitive to the choice of starting values compared with our new methodology.
In this paper, we overcome the drawback of Song and Cheon (2006) by adopting Golan et al. (1996a) 's unconstrained dual GME procedures so that all the assumptions stated in Golan et al. (1996a) are satisfied. We consider panel data regression models with strict exogeneity as well as collinearity and endogeneity.
The rest of this paper is organized as follows. Section 2 gives the definition of a panel data regression model and introduces existing estimation methodologies. In Section 3, we describe the dual GME methodology for a panel data regression model. Section 4 provides computational details and considers the performance of several different estimation methods throughout Monte Carlo simulations, and the last section provides a final remark of the main results.
Panel Data Regression Models
As a point of departure, consider the following panel data regression model (Hsiao, 1986; Baltagi, 2001) ,
where y nt is the observation on a dependent variable for the nth cross sectional unit (e.g., individuals, firms, countries) at the t th time period, x nt and β denote the K × 1 vectors of independent variables and regression coefficients, respectively, and u nt is the regression disturbance. The prime symbol also indicates the transpose of a matrix or vector.
The regression disturbance u nt follows an error components structure
where µ n denotes the n th individual specific effect assumed to be i. 
where y is now of dimension NT × 1, X is NT × K where the constant is absorbed into X, β is K × 1, and u is NT × 1. The error term u can be written in vector form as
3)
, and ε ′ = (ε 11 , . . . , ε 1T , . . . , ε N1 , . . . , ε NT ), where I N is a N × N identity matrix,ι T is a T × 1 vector of ones, and ⊗ denotes the Kronecker product.
Under these assumptions, the variance-covariance matrix for u is
where J T is a T × T matrix of all ones,
, and B = (I NT − I N ⊗J T ) . In (2.4), two matrices A and B are orthogonal to each other and idempotent, and they sum up to the identity matrix. Therefore, the inverse of Σ is, as devised by Wansbeek and Kapteyn (1989) ,
As classical least squares estimators for the panel data regression model, an OLS estimator isβ OLS = (X ′ X) −1 Xy, which is consistent when N goes to infinity but T remains finite as well as asymptotically normally distributed under the above assumptions. Knowing the value of Σ in (2.4), a GLS estimator is given byβ GLS = (X ′ Σ −1 X) −1 XΣ −1 y. Given the assumptions stated above the GLS estimator is unbiased and efficient; moreover, it is consistent, asymptotically efficient, and normally distributed for N going to infinity with finite T .
In practice, Σ is unknown and has to be estimated. A FGLS estimator is obtained by a consistent estimator of Σ, sayΣ. That is,β FGLS = (X ′Σ −1 X) 
By], where X −1 indicates a design matrix which does not include a column of ones for the intercept.
So far, we assume that E(µ n |x n ) = 0 for every n as well as E(ε nt |x n ) = 0 for every n and t; that is, we consider a panel data model with strictly exogeneous regressors. However, the endogeneity can be caused by omitted variables, measurement error, and simultaneous equations. Since the effect of endogeneity is biased in estimates and two types of errors (Type I and Type II) occur in testing hypotheses, the endogeneity is one of the most major challenges in econometric analysis, especially in panel data analysis. All of the solutions require finding an instrumental variable; for example, a two-stage least squares(2SLS) or a generalized method of moments(GMM) estimation as appropriate.
As estimators using instruments, Im et al. (1999) uses the instruments Z n ≡ I T ⊗ x o n in order to estimate β under the assumption E(X n ⊗u n ) = 0, where X n is the T ×K matrix of explanatory variables for the n th individual; u n is the T × 1 vector of the disturbances for this individual; and x o n is the row vector containing every row of X n . Then the three-stage least squares(3SLS) estimator of β is defined asβ
n , andû n = y n − X nβ , andβ is the two-stage least squares estimator of β. Wooldridge (2003) stated that the 3SLS estimator above is a bit different from the usual 3SLS estimator that appeared in most textbooks and called it a traditional 3SLS estimator(T3SLS). T3SLS is defined asβ
He also noted that the 3SLS estimator is consistent under three assumptions, which are
Since a generalized methods of moments(GMM) estimation was formalized by Hansen (1982) , a GMM has become the most recently popularized estimation techniques in many fields such as economics and finance. A GMM estimator, which also leads to consistency and efficiency under some regularity conditions , iŝ
n Z n andû n is the two-stage least squares estimator as before. Ahn and Schmidt (1999) mentioned that this GMM estimator is asymptotically identical to the 3SLS estimator under
However, the GMM estimator is more efficient than the 3SLS estimator when the condition is not satisfied.
Other instrumental variables estimators, the filtered instrumental variables(FIV) estimator and the generalized instrumental variables(GIV) estimator, are popular in the panel data analysis as well. FIV and GIV estimators are defined by, respectively. Refer to Ahn and Schmidt (1999) and Im et al. (1999) for more details.β
Baltagi (2001) 
A Dual Generalized Maximum Entropy Estimator

A review of the GME problem
We first describe the GME methodology for a panel data regression model, introduced by Song and Cheon (2006) . First of all, let reparameterize β and u in (2.2) as in Judge and Golan (1992) .
where
where V is a NT × NT J matrix, w is a NT J × 1 vector, ε nt = ∑ j v nt j w nt j for every n and t, v ′ nt = (v nt1 , . . . , v ntJ ), and w ′ nt = (w nt1 , . . . , w ntJ ). Then, we can rewrite (2.2) as a generic linear model
Therefore, the generic GME problem selects p, g, w(∈ (0, 1)) to maximize
Taking the gradient of L to derive the first-order conditions, we have
After some algebra, we obtain
where ⊙ denotes the Hadamard product.
where ⊙(−1) means the Hadamard inverse; that is, the elementwise reciprocation. In a similar way, (3.6) and (3.7) can be rewritten, respectively, as
A dual version of the GME problem
Now we describe a dual version of the GME problem which may be solved with simpler and more widely available unconstrained numerical methods, and then propose a dual generalized maximum entropy(dual GME, D-GME) estimator. Building on the Lagrangian function (3.4) and the solutions (3.8) through (3.10), the dual objective is
More specifically, L can be written by
. Then, the dual GME estimator of β is defined aŝ β D-GME = Zp, (3.13) 
where λ * is between λ and λ 0 . Replacing λ byλ in (3.14) and noting that
and F(u) satisfies the Lindeberg condition and lim
Now, by the continuity of β and the delta-method, the limiting distribution forβ D-GME is
Refer to Golan et al. (1996a) for large sample properties of more general GME estimators. 
Simulated Examples
In this study, we carried out four different simulation studies to assess the performance of our dual GME estimator.
In the first study, data came from a classical panel data regression model(Model 1). As introduced by Nerlove (1971) and used by many authors (Arora, 1973; Baltagi, 1981; Heckman, 1981; Wansbeek and Kapteyn, 1989) , the exogenous variables were generated by x nt = 0.1t + 0.5x n,t−1 + w nt , where w nt is uniformly distributed on the interval [-0.5, 0.5] and x n0 = 5 + 10w n0 . Furthermore, x 11 , . . . , x NT were independently drawn K − 1 times and then we constructed a design matrix X.
In the error term, µ n and ε nt were independently generated from N(0, σ As for the formation of support matrices (Z, F, and V in Section 3) for parameter β, individual effect µ, and error ε, we assumed that the diagonal elements of each support matrix are the same; that is,
We first computedβ OLS and then the plausible upper and lower bounds of z were computed by ±3 × ⌈max |β OLS |⌉, where ⌈·⌉ indicates min{c ∈ Z|c ≥ · }. Likewise, to find the reasonable upper and lower bounds of f and v, we usedσ 2 µ andσ 2 ε of Swamy and Arora (1972) . We also assumed that all support vectors, z, f , and v, consist of equally distanced discrete points and are centered at zero. We fixed M = 5 for the number of support points since Golan et al. (1996a) showed that the variance of the point estimator decreases as M increases but the empirical prediction risk as well as computational burden also increase; additionally, they argued that using M = 5 gave the greatest improvement in precision through empirical studies; see Section 8.7 in Golan et al. (1996a) for more details. The dual GME estimation can be performed using any standard nonlinear optimization methods. Here, we used a Newton-type algorithm for our computation. We used R software, invoking the nonlinear minimization(nlm; Dennis and Schnabel, 1983; Schnabel et al., 1985) routine to calculate the dual GME estimates. The nlm function carries out a minimization of an objective function using a Newton-type algorithm. For numerical optimizations involving Newton-type algorithms, the choice of initial values is critical. For our dual GME procedure, extensive preliminary simulations indicated that the estimation is not sensitive to the choice of initial values at all. In fact, we conducted simulations where the initial values were randomly chosen from a normal distribution.
For the second study we considered a panel data regression model with endogenous explanatory variables (Model 2). We followed the simulation scheme given by Everaert and Pozzi (2014) of setting endogeneity which ε nt is expected to be contemporaneously correlated with some regressors. Especially, in our design matrix, the fourth regressor was computed by x 4nt + 0.4ε nt , which results in an inconsistent estimator. Other settings are the same as in Model 1.
The third simulation study examined the collinearity problem in a panel data regression model (Model 3). Song and Cheon (2006) proposed the GME estimator to handle collinearity in a panel regression model with strictly exogenous explanatory variables. In order to form a design matrix in which there is a linear relationship among one or more of the independent variables, as in Golan et al. (1996a) they created a new design matrix by replacing the singular values of X with (
where κ is a condition number of X ′ X. However, their methodology has some imitations. First, they used a least squares method to compute the GME estimates, instead of a dual Lagrange multiplier method suggested by Golan et al. (1996a) . Consequently, their estimates computed by a least squares method do not satisfy one among the optimal conditions of Lagrangian function in (3.4) of the Section 3; i.e., ∇ λ L = y − XZ p − (I N ⊗ι T )F g − Vw = 0. Second, their new design matrix using the modified singular value decomposition is appropriate only in classical regression models. That is, in panel data regression models their formation of a design matrix with a desired condition number causes the nature of time series to be lost. Finally, their iterative method for solving the least squares problem is highly sensitive to the choice of initial values.
In contrast, we solved a unconstrained dual GME problem and found more efficient estimates. In order to construct collinear panel data series, as in Belsley (1991, Chapter 4) , the fourth regressor(X 4 ) was constructed as X 4 = 0.2X 2 + ε, where ε nt ∼ N(0, 10 −2 Var(0.2X 2 )I). Once again, we used normaldistributed random numbers for starting points to compute our dual GME estimates.
In the last study, we considered an integrated model with Model 2 and 3; a collinear panel data regression model with endogenous explanatory variables (Model 4). As in Model 2 and 3, we replaced the fourth regressor with x 4nt + 0.4ε nt and the third regressor with 0.2x 2nt + ε nt , where ε nt ∼ N(0, 10 −2 Var(0.2x 2nt )I). In order to assess the performance ofβ D-GME , we considered β ′ = (β 1 , β 2 , β 3 , β 4 ) = (1, 2, 3, 4). We implemented our dual GME computational algorithm described above with 1000 Monte Carlo replications. In order to avoid any sampling bias and ensure fair comparison between our estimate and others, we computed each of the ten estimates (OLS, GLS, FGLS(AM), FGLS(SA), 3SLS, T3SLS, GMM, FIV, GIV, and D-GME) using the same generated data set in each replication. We reported the mean squared error of each estimator(β) and the root mean squared error(RMSE) of predicted values(ŷ) for each model. MSE and RMSE were estimated by (
2 and RMSE i = √ MSE i (β) for i, . . . , K. In this simulation, we set K = 10. For ease of comparison, the smallest MSE and RMSE were identified in bold.
Tables and Figures 1 and 3 show that for Model 1, the dual GME is more efficient than the other estimators and the dual GME prediction risk is smaller than the others. For Models 2, 3, and 4, as expected, the performance of all estimators worsen compared to Model 1 (Tables and Figures  2 through 8) . Interestingly, all estimates except for the dual GME are worse, and the dual GME once again is more efficient than the others. When there are severe problems with collinearity and endogeneity like Models 3 and 4, which their condition numbers are more than 100, the dual GME is superior in comparison with the others (Tables and Figures 5 and 7) . In summary, these simulation results show that the dual GME is a preferred choice over the OLS, GLS, FGLS, 3SLS, GMM, FIV, and GIV in simple, endogenous, as well as collinear panel models.
Conclusion
In this paper we have introduced a new dual GME estimator for panel data regression models under the assumption of exogeneity, endogeneity, or/and collinearity of the regressors. A GME estimator was initially introduced by Song and Cheon (2006) for the panel data model with strict exogeneity assumption, but we have modified their critical limitations. As compared to Song and Cheon's GME estimator, our dual GME estimator is easy to compute because we applied unconstrained numerical method rather than constrained one and turned out to be less sensitive to the choice of initial values through the simulation studies. Our estimates were obtained using truly simulated panel data; however, Song and Cheon's estimates were not. It is known that the dual GME methodology is applicable when the underlying sampling model is incompletely or incorrectly known and the data are limited, partial or incomplete; however, such situations are not entirely avoidable in econometrics. With Monte Carlo simulations, we have shown that the dual GME estimator is a better alternative to classical least squares estimators, instrumental estimators and GME estimator, especially in a small set of data, to handle ill-posed problems in panel data and some violations of panel data regression assumptions. Hence, the entropy metric and the maximum entropy formalism can be extended to more complicated econometric models.
