Abstract. An efficient three-dimensional unstructured Euler solver is parallelized on a CRAY Y-MP C90 sharedmemory computer and on an Intel Touchstone Delta distributed-memory computer. This paper relates the experiences gained and describes the software tools and hardware used in this study. Performance comparisons between the two differing architectures are made.
Introduction
In the past ten years, supercomputer performance has steadily increased more than a hundredfold. This has allowed computational aerodynamicists to simulate increasingly more complex mathematical models of fluid flow and compute the flow over more complicated geometries. Most aircraft manufacturers are today solving the inviscid form of the NavierStokes equations in a production environment. The production use of such codes is limited, however, by the difficulty of generating a suitable mesh and by the speed and size of the computation.
The mesh generation issue has been addressed by many researchers with varying degrees of success [Benek et al. 1985; Thompson 1987] . One of the approaches is to discretize space into tetrahedral elements [Jameson et al. 1986; Mavriplis 1991; Peraire et al. 1992] . For a mesh of tetrahedral elements with N vertices, we have txN elements, where it is possible for ~ to be lineraly related to N [Preparata and Shamos 1985] . In practice, however, most suitable meshes contain 5 < ~ < 6, and this could be made a grid generation constraint.
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Tetrahedral meshes with N vertices yield aN cells, 2aN triangular faces, and approximately (or + 1)N edges. These meshes provide a great deal of geometric flexibility so that highly complex shapes can be modeled accurately. A further property of tetrahedral meshes is that they are fully connected; that is, each vertex within an element is connected to every other vertex of the element by an edge. Several automatic mesh generation methods are being developed that will allow engineers to more easily construct a mesh around a complex aircraft configuration [Baker 1987; Gumbert et al. 1989; Weatherill 1990] .
The time to solution is influenced by the efficiency of the algorithm and the sustained computation rate of the supercomputer. The unstructured Euler solver used in this study, EUL3D, is numerically efficient. A basic data structure is required in order to gather and scatter information back and forth between neighboring vertices throughout the solution process. An element-based data structure would require 4aN pointers (i.e., four vertices per element), a (triangular) face-based data structure, 6o~N pointers; and an edge-based data structure, 2(or + 1)N pointers. Thus the edge-based data structure is the most compact of all. In fact, this structure, defined by a list of edges with the addresses of the two vertices delimiting each edge, represents the minimum amount of information required to describe the unstructured mesh. The solver EUL3D, which uses an edge-based data structure, reduces the memory overhead and minimizes the amount of gather/scatter that results from the use of indirect addressing on vector machines. The solver provides a rapid convergence to the steady state solution. Accelerated convergence rates have been achieved through the use of a multigrid algorithm specifically designed to work effectively on unstructured grids [Mavriplis 1991] .
EUL3D was developed on a CRAY Y-MP shared-memory vector/parallel computer and ported to an Intel Touchstone Delta distributed-memory parallel computer. These machines allow solutions of large models to be computed in a matter of minutes, making production use viable and attractive. In fact, solution times are currently fast enough to effectively use this code in a design loop, allowing engineers to optimize aircraft shapes for best performance. In the next few years, as supercomputers again increase sustained performance levels, such codes may be used as design tools in a production environment. This paper relates the experience gained in parallelizing EUL3D on shared-and distributed-memory platforms. A comparison of the two approaches is also presented. A number of researchers have reported successful efforts to develop unstructured fluids codes for distributed-memory and SIMD architectures [Farhat et al. 1993; Hammond 1992; Johan 1992; Venkatakrishnan 1992] . Some of the authors of this paper provide a detailed description of our distributed-memory parallelization effort in [Das et al. 1992] . The software tools and hardware used in this study are also described, and performance comparisons between the Intel Touchstone Delta and the CRAY Y-MP C90 supercomputers are given.
Three-Dimensional Unstructured Solver

Data Structure
Complex aerodynamic shapes require high-resolution meshes and consequently large numbers of grid points. In order to keep massive problems such as this tractable, one must avoid incurring excessive memory and CPU overheads by using efficient data structures that map effectively onto the machine architecture. Parallelization issues become challenging, since unstructured solvers operate on random data sets, which result in large sparse matrices.
EUL3D uses a compact vertex-based scheme, with an edge-based data structure. The flow variables are stored at each vertex in the mesh, and the residuals are assembled using loops over the list of edges that define the connectivity of the vertices. By partitioning the mesh or by ordering the lists of edges appropriately, work can be spread effectively over multiple processors.
The data access pattern is input-dependent and hence it is impossible to predict the access pattern during compile time. Further, during parallelization the communication pattern and volume of data communicated by each processor is dependent on the type of partitioning scheme used. Both data and work must be partitioned. Since the data access pattern is random, whatever partitioning scheme is used, the chances are that each processor has to communicate with every other processor.
Single Grid Solver
Since a complete mathematical derivation and description of the solver has been previously documented by Mavriplis [1991] , we will present an abbreviated description of the base solver that drives the multigrid algorithm.
A Galerkin finite element approach, using piecewise linear flux functions over each individual tetrahedron, is used to spatially discretize the domain. This type of discretization corresponds to a central differencing approach often used on structured meshes and therefore requires additional artificial dissipation to maintain stability. This is constructed as a blend of Laplacian and biharmonic operators on the conserved variables. The biharmonic operator acts everywhere in the flow field except near shock waves, where the Laplacian operator is turned on to prevent oscillations in the solution.
The spatially discretized equations form a system of coupled ordinary differential equations that are then integrated in time to obtain a steady state solution. A five-stage RungeKutta scheme is used for the time integration, for which the convective terms are evaluated at each stage of the time-stepping scheme, and the dissipative terms are evaluated only at the first two stages and then frozen for the remaining stages. A complete multistage time step, in which the solution is advanced from time level n to n + 1 can be written as
], where 0 < k < 5, w "+~ = w(5), with a(1) = 14, a(2) = 16, a(3) = 38, a(4) = 12, a(5) = 1, where w represents the conserved variables, Q(w) is the convective operator, D(w) is the dissipative operator and Dt represents the discrete time step. The convective and dissipative terms are computed separately. Q(w) is computed in a single loop over the edges, whereas D(w) requires a two-pass loop over the edges to assemble the biharmonic dissipation.
To accelerate convergence of the base solver, locally varying time steps and implicit residual averaging are used.
The above scheme has been designed to rapidly damp out high-frequency error components, which is a necessary attribute for a good multigrid driving scheme.
Multigrid Solver
The multigrid solver uses a set of progressively coarser meshes to calculate corrections to a solution on the fine mesh. The advantages of time stepping on the coarser meshes are twofold: First, the permissible time step is much greater, since it is proportional to the cell size, and secondly, the computational work is much smaller due to the decrease in the number of tetrahedra.
On the finest grid the flow variables are updated using the five-stage Runge-Kutta scheme. The residuals and flow variables are then transferred to the next coarser grid. If R' represents the transferred residuals and w' the transferred flow variables, then a forcing function on the coarse grid can be defined as
P = R' -R(w').
Now on the coarse grid, time stepping proceeds as follows:
for the q-th stage. In the first stage, w q-1 reduces to the transferred flow variable w'. Therefore, the computed residuals on the coarse grid are canceled by the second term in the forcing function P, leaving only the R' term. This indicates that the solution on the coarse grid is driven by the residuals on the fine grid, so that as the residuals are driven to zero on the fine grid, no corrections will be generated by the coarse grid. This procedure is repeated successively on coarser grids. When the coarsest grid is reached, the corrections are transferred back to the finer grids.
EUL3D uses a sequence of completely unrelated coarse and fine grids. In this manner, coarse grids can be designed to optimize the speed of convergence, whereas the fine grid can be constructed to provide the most accurate solution. Furthermore, since no relation is assumed between the various meshes in the multigrid sequence, new finer meshes can be introduced by adaptive refinement.
Information is interpolated between the fine and coarse grids by the use of four interpolation addresses and four interpolation weights for each vertex. Since these values are static, they are calculated in a preprocessing phase using an efficient graph traversal search algorithm. The cost of preprocessing is roughly equivalent to one or two flow solution cycles on the finest mesh.
The storage overhead incurred by the multigrid strategy corresponds to a roughly 33 % increase in memory over the single-grid scheme, which includes the storage of all the coarser grid levels, and the intergrid transfer coefficient. Various multigrid strategies are possible. In this work, both V and W multigrid cycle strategies have been examined. The two cycles are illustrated in Figure 1 .
In the case of a V cycle, a time step is first performed on the finest grid of the sequence. The flow variables and residuals are then transferred to the next coarser grid, where a new time step is performed. The process is repeated until the coarsest grid of the sequence is reached, and the resulting corrections are then interpolated back down to the finest grid. Thus, within a multigrid V cycle, a single time step is performed on each grid level. The W-cycle strategy, as depicted in Figure 1 , is a recursive approach that weights the coarse grids more heavily. The convergence histories of all three solution strategies for the problem described in the next section are displayed in Figure 2 . Table 1 provides the convergence rates of the three solution strategies.
Each multigrid W cycle requires more operations than a V cycle, since more coarse grid visits are effected. In a purely sequential environment, a multigrid W cycle requires approximately 90% more CPU time than a single-grid cycle, whereas a multigrid V cycle requires 75 % more CPU time. However, both multigrid strategies provide close to an order of magnitude increase in convergence, as can be seen from Figure 2 , thus greatly outweighing their increased cost per cycle. The W cycle has most often been found to provide sufficient increases in convergence over the V-cycle strategy in order to justify its extra cost. However, in a distributed-memory parallel environment, the extra coarse-grid work is accompanied by an increased ratio of communication to computation, since the coarser grids represent smaller data sets spread over an equally large number of processors. The issue of which multigrid cycle constitutes the most efficient overall solution strategy may then become an architecture-dependent problem.
Preprocessing Operations
Prior to the flow solution operation, an unstructured mesh must be generated. In the event that a multigrid solution strategy is to be used, additional coarse grids must also be generated. These are constructed using an advancing front grid generator [Gumbert 1989 ] run sequentially on a single CRAY Y-MP processor. Each grid must then be transformed into the appropriate edge-based data structure for the flow solver, which entails constructing a list of edges with the addresses of the two end vertices for each edge, and a set of coefficients associated with each edge. For use on vector architectures, a coloring algorithm is then used to divide the edge loop into multiple noncontiguous groups, such that within each group no data recurrences occur (i.e., no two edges access the same vertex). For use on distributed-memory parallel architectures, the mesh must be partitioned and each partition assigned to an individual processor. The partitioning strategy must ensure load balancing and minimize communication by creating partitions of approximately equal size and by minimizing the partition surface-to-volume ratios. In the multigrid strategy the patterns for transferring data between the various meshes of the multigrid sequence must be determined. This is done using an efficient graph traversal search routine in a preprocessing operation. The result is a set of four addresses and four weights for each vertex of the mesh determining the interpolation of data from the current mesh to the next mesh in the sequence.
All of these preprocessing operations are performed sequentially on a single CRAY Y-MP processor. Apart from the grid generation and the partitioning problem, all operations are relatively inexpensive when implemented appropriately, usually requiring no more than the equivalent of one or two flow solution cycles. However, the particular partitioning strategy currently used [Pothen et al. 1990 ] was found to require CPU times comparable to the amount of time required for the entire flow solution procedure. Furthermore, the sequential implementation of all these preprocessing operations will inevitably lead to a bottleneck as the flow solution procedure becomes increasingly efficient with machines involving higher degrees of parallelism.
On the other hand, the preprocessing may be amortized over a large number of flow solutions. A set of grids may be generated, preprocessed and partitioned or colored and then used to solve the flow over the particular geometry for a whole range of Mach number and incidence conditions, as is sometimes required in an industrial setting.
Shared-Memory Implementation
Approach
The majority of the computations made in EUL3D are in loops over the edges of the mesh and there are typically well over one million edges in a mesh around a complex geometry. These loops move randomly through memory using indirect addressing. On a sharedmemory, vector/parallel machine like the CRAY Y-MP C90, it is easiest to split the loops into groups or colors such that within each group, no recurrences occur. Each group can then be vectorized by either adding an argument to the compile statement or by inserting a compiler directive at the beginning of each loop.
A simple parallelization strategy is to further divide the colorized groups into subgroups that can be computed in parallel. This is automatically done at compile time by the autotasking compiler. The subgroups are then distributed over all processors, taking advantage of the complete vector and parallel power of the machine.
For the problem used in this work, the number of fine grid edges was about 5.5 million. Since the typical number of groups is not high, say 20 to 30, the vector lengths within each subgroup are still large enough to fully realize the vector speedup of the machine. However, as the number of processors continues to increase, the vector lengths decrease, and this method becomes less efficient for a fixed problem size. For the case run in this study, the hypothetical use of 128 processors would still yield vector lengths on the order of 2000 elements, which is sufficient to mask slave CPU start-up overhead while achieving good vector performance. Figure 3 illustrates an unstructured mesh generated over a three-dimensional aircraft configuration. The mesh contains a total of 106,064 points and 575,986 tetrahedra and is the second finest mesh used in the multigrid sequence. The finest mesh, which is not shown due to printing resolution limitations, contains 804,056 points and approximately 4.5 million tetrahedra. The inviscid flow was calculated using EUL3D on a 16-processor Y-MP C90 with 256 megawords of memory. Four meshes were used in the multigrid sequence.
Performance Results
The freestream Mach number for this case was 0.768 and the angle of attack was 1.116 degrees. The computed Mach contours are shown in Figure 4 . Good shock resolution is observed, due to the large number of grid points used. The convergence rates for this case using the single-grid and the two multigrid strategies are shown in Figure 2 . The W-cycle multigrid strategy yields the fastest convergence rate on a per-cycle basis. After 100 W cycles, the residuals were reduced by nearly six orders of magnitude. This run took 242 seconds of wall clock time running in dedicated mode, including the time to read all grid files, write out the solution, and monitor the convergence by summing and printing out the average residual throughout the flow field at each multigrid cycle. The run required 94 million words of memory. The average speed of the calculation was 3.1 gigaflops, as measured by the Cray hardware performance monitor [Cray Research 1992] .
These results are documented in Table 2 , including the performance for runs using 1, 2, 4, and 8 processors. In Tables 3 and 4 similar statistics are documented for the singlegrid and the V-cycle multigrid runs. In all cases, a high degree of parallelism is achieved, yielding on the average a CPU to wall clock time ratio of 15.4 for 16 processors. This indicates that the algorithm has achieved greater than 99 % parallelism. However, total CPU time increases are observed as the number of concurrent CPUs increases (approximately a 20% increase for 16 CPUs). This is due to the overhead associated with multitasking. The overall speedup achieved on 16 CPUs is thus 12.4 times the single CPU speed for the W cycle in Table 2 . Another characteristic of these runs is the relative insensitivity of the overall computational rates to the solution strategy. The single-grid and the two multigrid strategies all achieve similar computational rates on 16 CPUs. This is attributed to the high memory bandwidth capacity of the CRAY Y-MP C90. Under these circumstances, just as in the sequential case, the W-cycle multigrid strategy is the most effective overall. A solution converged to within six orders of magnitude is obtained in 242 seconds using all 16 processors. A similar level of convergence using the V cycle would require roughly 360 seconds, and the single-grid strategy would require approximately 1 hour.
Distributed-Memory Implementation
Approach
The implementation of EUL3D on the distributed-memory MIMD architecture of the Intel Touchstone Delta machine was carried out using a set of software primitives known as PARTI (Parallel Automated Runtime Toolkit at ICASE). These tools have been designed to ease the implementation of computational problems on parallel architecture machines by relieving the user of low-level machine-specific issues. The design philosophy has been to leave the original (sequential) source code essentially unaltered, with the exception of the introduction to various calls to the PARTI primitives, which are embedded in the code at the appropriate locations. These primitives allow the distribution and retrieval of data from the numerous processors' local memories. Eventually, a parallel compiler is planned that should be capable of automatically embedding the primitives at the appropriate locations in the source code [Saltz et al. 1991] . This implementation formed part of a research project aimed at demonstrating the effectiveness of these tools while providing valuable input to the design and formulation of such tools [Das et al. 1992] .
In distributed-memory machines the data and the computational work must be divided between the individual processors. The criteria for this partitioning is to reduce the volume of interprocessor data communciation and also to ensure good load balancing. For the case described in this paper, this corresponds to partitioning each mesh of the multigrid sequence assigning each partition to a particular processor. Since most of the computation is performed as loops over edges of the mesh, an edge that has both end points inside the same partition (processor) requires no outside information. On the other hand, edges that cross partition boundaries require data from other processors at each loop.
In this work, partitioning is done sequentially using a recursive spectral approach [Pothen et al. 1990 ]. This method is known to deliver good load balancing and to minimize interpartition surface area (and thus communication requirements). However, the expense of the partitioning operation has been found to be comparable to the cost of a sequential flow solution. If multiple flow solutions are required on the same mesh, this work can be amortized over a large number of flow solutions, since this is a preprocessing operation. The development of more efficient partitioning strategies is still an important concern. After the input data has been partitioned, a data f'de is created for each processor to read. Although the processors execute the same code, the partitioning of the input data causes each of the processors to perform the computation on a separate part of the mesh.
In distributed-memory MIMD architectures, there is typically a nontrivial communications latency or start-up cost. For efficiency reasons, information to be transmitted should be collected into relatively large messages. The cost of fetching array elements can be reduced by precomputing what data each processor needs to send and to receive. In irregular problems, such as those resulting from unstructured mesh problems, this is inferred by the subset of all mesh edges that cross partition boundaries. The communications pattern depends on the input data (i.e., the mesh). In this case it is not possible to predict at compile time what data must be prefetched. We work around this problem by transforming the original loop into two constructs called inspector and executor [Mirchandaney et al. 1988] . During program execution the inspector examines the data references made by a processor and calculates what off-processor data needs to be fetched. The executor loop then uses the information from the inspector to implement the actual computation. The PARTI primitives can be used directly by programmers to generate inspector/executor pairs. Each inspector produces a communications schedule, which is essentially a pattern of communication for gathering or scattering data.
The executor has embedded PARTI primitives to gather or scatter data. The primitives are designed to minimize the effect on the source code, such that the final parallel code remains as close as possible to the original sequential code. Latency or start-up cost is reduced by packing various small messages with the same destinations into one large message.
We performed two types of optimization, both of which contribute to improve the total computational rate. We improve the single processor computation rate by reordering both the nodes and the edges that constitute the mesh. Next, we perform communication optimizations to reduce the volume of data that must be transmitted between processors. The communication optimizations are built into the software primitives.
Node and Edge Reordering
When the data access pattern is irregular, as it is in this case, the i860 (the Delta processor) memory hierarchy causes low computational rates. The i860 has three levels of memory. The first level is the registers, followed by the data cache and in the end the main memory. If the data access pattern is such that most of the time the data residing in the registers and the cache is utilized, then very high computational rates can be achieved. Irregular data access patterns cause excessive cache misses, which result in performance degradation.
Most of the computational work in EUL3D appears as loops over mesh edges. The edge list was therefore reordered such that all the edges incident on a vertex are listed consecutively. In this manner, once the data for a vertex is brought into the cache it can be used a number of times before it is removed. Clearly, this causes better cache utilization. We also performed node renumbering, which causes data associated with nodes linked by mesh edges to be stored in nearby memory locations. These optimizations alone improved the single-node computational rate by a factor of two.
Communications Optimizations
In EUL3D we encounter a variety of situations in which the same data is accessed by several consecutive loops. For instance, consider a step of the Runge-Kutta integration. Flow variables are used in a sequence of three loops over edges followed by a loop over boundary faces. The flow variables are only updated at the end of each of the Runge-Kutta steps. We can obtain all of the off-processor flow variables needed at the beginning of the step. This makes it advantageous to develop methods that avoid bringing in the same data more than once.
We have developed optimizations that make it possible to track and reuse off-processor data copies. We do this by modifying our software so that we are able to generate incremental communications schedules. Incremental schedules obtain only those off-processor data not requested by a given set of preexisting schedules. Hash tables are used to omit duplicate off-processor data references. Using these incremental schedules we can significantly reduce the volume of communication.
Performance Results
The flow calculations performed on the CRAY Y-MP C90 were repeated on the Intel Touchstone Delta machine. The single-grid and V-cycle multigrid strategies were run on 256 and 512 processors. The W-cycle multigrid results are scaled from experience on a smaller grid. The solution and convergence rates obtained were, of course, identical to those displayed in Figures 2 and 4 . Tables 5-7 depict the performance statistics obtained for these runs. The total wall clock time required to run 100 cycles for each solution strategy is given. This time is then broken down into computation and communication time. The computational rate (megaflops) obtained by counting the number of operations in each loop is also given. These rates are about 10% more conservative than those based on the Cray hardware performance monitor [Cray Research 1992] (using a simple time scaling of the Cray performance numbers). The single-grid solution strategy yields the highest computational rates, achieving 1.5 gigaflops on 512 Delta processors. However, this method is also the slowest to converge. The multigrid V-cycle procedure exhibits a degradation in computational rates of about 10 to 15% over the single-grid case, whereas the W-cycle rates are 25 to 30% lower. This is due to the increased amount of work performed on the coarse-grid levels, which represent smaller data sets distributed over the same number of processors, thus increasing the communication to computation ratio. The communication required for intergrid transfers (between coarse and fine grids of the multigrid sequence) has been found to constitute a small fraction of the total communication costs.
The reduced computational efficiency of the multigrid strategies and the additional work required at each cycle are more than outweighed by the faster convergence rates of these methods over the single-grid strategy. A single-grid solution converged to six orders of magnitude on 512 Intel Delta processors would require approximately 1 hour of wall clock time, whereas the V-cycle and estimated W-cycle multigrid strategies would required 1083 and 843 seconds, respectively. For certain cases the V cycle may be the most effective strategy for the Intel Delta.
5. Shared vs. Distributed Memory--A Comparison
From the preceding sections, it is evident that the performance of EUL3D on both machines is comparable, with the Y-MP C90 outperforming the Touchstone Delta by roughly a factor of three. Table 8 presents a comparison of the solution times on the two machines. The 512 Intel Delta machine appears to be roughly equivalent to a five-processor CRAY Y-MP C90. The full CRAY Y-MP C90 achieved roughly 21% of its peak rated performance, whereas the Intel Delta achieved 5 % of its theoretical peak. Both machines miss the mark on peak performance, mainly due to indirect addressing and the random nature of the data sets. Such low utilization on the Intel i860 processors is rather common and can be attributed to the small cache and low memory bandwidth of the processors. More significant, perhaps, is the ratio of computation to communication achieved on the 512-processor Delta machine, which is on the order of 50% for this problem, thus implying a relatively efficient implementation. This ratio, however, varies significantly with the size of the problem, the number of processors used, and the particular solution strategy chosen. On the other hand, the computational rates achieved on the CRAY Y-MP C90 are relatively insensitive to problem size and solution strategy, a fact which is attributable to the shared-memory architecture of the machine and the large bandwidth to memory.
Parallelizing EUL3D on the CRAY Y-MP C90 was a relatively simple task, whereas the implementation on the Intel Touchstone Delta machine formed the basis of a research project [Das et al. 1992] . The main reason for this disparity in effort is the existence of sophisticated software tools such as automatic vectorizing and parallelizing compilers for the CRAY Y-MP series machines. While such tools are currently unavailable for distributedmemory architectures, the current implementation was carried out using a set of experimental tools (i.e., the PARTI primitives) with the aim of demonstrating the effectiveness of such tools as well as aiding in their formulation and development. The situation can be likened to the early days of vector supercomputing, when considerable programming effort was required to achieve the full vector potential of such machines. We believe that software tools will be critically important in determining the success of various parallel architectures in the future.
Conclusions
We have shown that a numerically efficient computational fluid dynamics code can be parallelized on both shared-memory and distributed-memory machines. Both machines yield comparable performance rates. However, the availability of sophisticated software tools enabled the parallelization of EUL3D on the shared-memory vector/parallel CRAY Y-MP C90 with minimal user input. On the other hand, the implementation on the distributedmemory, massively parallel architecture of the Intel Touchstone Delta machine is considerably more involved. As massively parallel software tools become more mature, the task of developing or porting software to such machines should diminish.
We have also shown that with today's supercomputers, and with efficient codes such as EUL3D, the aerodynamic characteristics of complex vehicles can be computed in a matter of minutes, making design use feasible.
With the availability of rapid solution procedures, grid generation and preprocessing operations, which are presently executed sequentially, become the bottlenecks. In particular, the partitioning strategy used for the distributed-memory parallel implementation, although effective, is excessively costly. We have to use more efficient parallel partitioners [Pothen et al. 1992 ] in our implementation. Finally, the issues involved in parallel mesh generation and parallel adaptive mesh refinement must also be investigated in order to develop a complete and effective solution package.
