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Abstract
Web search engines today return a ranked list
of document links in response to a user’s query.
However, when a user query is vague, the re-
sultant documents span multiple subtopics. In
such a scenario, it would be helpful if the
search engine provided clarification options to
the user’s initial query in a way that each clar-
ification option is closely related to the docu-
ments in one subtopic and is far away from the
documents in all other subtopics. Motivated
by this scenario, we address the task of con-
trastive common question generation where
given a “positive” set of documents and a “neg-
ative” set of documents, we generate a ques-
tion that is closely related to the “positive”
set and is far away from the “negative” set.
We propose Multi-Source Coordinated Ques-
tion Generator (MSCQG), a novel coordina-
tor model trained using reinforcement learn-
ing to optimize a reward based on document-
question ranker score. We also develop an ef-
fective auxiliary objective, named Set-induced
Contrastive Regularization (SCR) that draws
the coordinator’s generation behavior more
closely toward “positive” documents and away
from “negative” documents. We show that
our model significantly outperforms strong re-
trieval baselines as well as a baseline model
developed for a similar task, as measured by
various metrics.
1 Introduction
User queries on web search engines can sometimes
be vague and abstract. In such a scenario, the doc-
ument set returned by a search engine could span
several different unrelated subtopics making the
user search experience difficult and tedious. One
way of resolving such an ambiguity is for the web
search engine to suggest clarification options back
to the user in the form of questions each of which
relate to a different subtopic. For example, given
the user’s initial query “planet Jupiter”, the search
Positive set about: number of saturn’s moons
Negative set about: uranus how many moons
Q. Gen what is the largest moon
Contrastive Q. Gen how many moons are there in saturn
Figure 1: System Architectures for Unsupervised Com-
mon Question Generation. Left figure describes the
common question generation architecture that takes in-
put as a set of positive documents. However, generated
common questions are often not specific to the input
documents, rather generic and relevant to other non-
input documents. Our proposed architecture, on the
right, considers both positive and negative document
sets, and learns to generate common questions that are
more grounded on the positive document set.
engine can suggest clarification options such as
“how many moons does Jupiter have?”, “how far
away is Jupiter from Earth?”, etc.
To achieve this, the web search engine will have
to partition the initial set of documents (returned
by the initial query) into subsets based on topics
and generate a clarification option for each of the
subsets. Previous work (Cho et al., 2019b) pro-
pose a Multi-Source Question Generator (MSQG)
model to address this task where they look at each
subset in isolation and generate a “common” ques-
tion that relates to all documents in one subset. In
this work, we hypothesize that a model that makes
use of the “negative” documents (documents in
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other subsets) in addition to the “positive” docu-
ments (documents in the subset for which we want
to generate a clarification option) can generate a
more useful clarification option since it will be
both close to the current subset and far away from
other subsets. To this end, we define our task as
contrastive common question generation where the
task is given 10 positive documents D+ and 10
negative D− documents, generate a question that
is more answerable by D+ than D−.
This task is particularly challenging because
there does not exist a dataset with ground-truth
common question given positive and negative set
of documents. Therefore, similar to previous work
(Cho et al., 2019b), we look at this as an unsu-
pervised problem. (Cho et al., 2019b) propose a
Multi-Source Question Generator (MSQG) model
to generate a common question that is answer-
able by all 10 input documents |D|= 10. They
train their model using the MS-MARCO dataset
(Nguyen et al., 2016) that consists of Bing search
query and top-10 retrieved documents for that
query1. For training our contrastive common ques-
tion generator, we use the same dataset where for
the Bing search query q, we consider the top-10
retrieved documents as our positive set D+. To
get our negative set D−, we use the MS-MARCO-
Conversational Search2 dataset to first find a query
q′ that is similar to q yet not a paraphrase and con-
sider the top-10 documents retrieved for q′ as our
negative set D−.
We train our question generator system using re-
inforcement learning (RL) to optimize a reward
based on retrieval statistics from a document-
question ranker. However, we find that using RL
to train the entire generating pipeline yields large
variance since the action space is large and the auto-
regressive nature of the generation process further
amplifies such variance. Therefore, we first pre-
train the underlying generator component using the
GPT-2 model (Radford et al., 2019) and then on
top of multiple instances of the underlying genera-
tor, we stack our transformer-based (Vaswani et al.,
2017) coordinator model which is trained using
RL in isolation. In such a coordination approach,
the variance can be much better controlled. This
is conceptually related to model ensembling and
voting schemes. For relevant work, see Section 2.
1Since not all 10 documents necessarily answer the input
query, they consider this as noisy supervision for their task.
2https://github.com/microsoft/MSMARCO-
Conversational-Search
We also develop an auxiliary objective, Set-
induced Contrastive Regularization (SCR) (Sec-
tion 4) that drives the coordinator’s generation be-
havior more closer towards D+ by minimizing
the KL divergence between aggregated contrastive
word distributions and distributions induced byD+.
And likewise drives it away from D− by maximiz-
ing the KL divergence but limiting this effect by
monitoring how similar the two sets of distributions
are.
In Section 5, we show that our proposed model
significantly outperforms existing baseline models,
as well as retrieval baseline models, in various mea-
sures. Figure 1 illustrates the comparison between
the baseline and our model for the task.
Contributions: Our contributions are two-
fold. i) we develop a novel Multi-Source Co-
ordinated Question Generator (MSCQG) model
that is trained using reinforcement learning. ii)
we introduce Set-induced Contrastive Regulariza-
tion (SCR), an auxiliary regularizer that pushes
MSCQG towardD+ relative toD− while limiting
the effect of D− in a principled manner.
2 Related Work
Large-scale Pretrained Language Model:
Recent advances in large-scale pre-training
using transformer-based architectures (Radford
et al., 2019; Devlin et al., 2018a; Raffel et al.,
2019) have achieved great empirical success
in text generation. OpenAI’s GPT-2 (Radford
et al., 2019), for example, has demonstrated that
transformer models trained on very large datasets
can capture long-term dependencies in textual data
and generate text that is fluent, lexically diverse,
and rich in content. Our model leverages the
power of large-scale pretrained model (GPT-2) to
produce realistic-looking questions from multiple
documents.
Multi-Source Encoder-Decoder : Ensemble set
induction mechanism (Rokach, 2010) that has
been widely applied to neural machine translation
tasks (NMT) (Bojar et al., 2014). Firat et al.
(2016) introduced a new type of ensemble of NMT
systems which take inputs as multiple sentences in
different languages and output a translation into a
single language. Each NMT system is trained on a
mono-lingual source to target language translation
dataset. Garmash and Monz (2016) further
developed the multi-source encoder-decoder
framework for the multi-lingual neural machine
translation task, by learning to assign uneven
attention weights, called expert combination
weights among multi-lingual NMT systems. For
such multi-lingual translation tasks, the target
translation is available. However, in this task of
generating common questions, the target does not
exist which makes it more challenging. To handle
multi-source input, We take a similar multi-source
encoder-decoder approach for our coordinator
model, which is trained via reinforcement learning,
rather than supervised learning.
Question Generation : Most prior work on ques-
tion generation has been on single document i.e.
given a document and an answer phrase in the
document, generate a question that is answered
by the answer phrase (Heilman, 2011; Rus et al.,
2010). However, in our work, we aim to generate a
common question is answerable by multiple input
documents. Recently, sequence-to-sequence based
neural network models have defined the state-of-
the-art for question generation (Du et al., 2017a;
Duan et al., 2017a). Our generator model, on the
other hand, is based on the more recent GPT-2
(Radford et al., 2019) generation model, and this
forms the underlying component of our question
generating system. Fan et al. (2018) propose a vi-
sual question generation model to generate natural
questions about images using reinforcement learn-
ing where they use naturalness and human-like as
reward signals. In our work, we use retrieval statis-
tics, similar to Nogueira and Cho (2017), derived
from a document-question ranker as the reward for
training our coordinator model in isolation, rather
than the entire generating pipeline.
3 Preliminary
Unsupervised Common Question Generation:
Cho et al. (2019b) introduced a task of generat-
ing common questions that can be answered by all
the input documents. No target common question
is available, thus not allowing maximum-likelihood
based training for the generator model. Initially, a
recurrent neural network (Werbos, 1990; Rumel-
hart et al., 1988) sequence-to-sequence (Seq2Seq)
model (Sutskever et al., 2014; Bahdanau et al.,
2014) is trained from a single document as an in-
put and a single question as an output that is an-
swerable by the input document. Using multiple
instances of the Seq2Seq model, individual infer-
Figure 2: System overview. The example is an illus-
tration using fictitious tokens for ease of understanding.
Our MSCQG model learns to attend different weights
and form a final aggregated distribution at each decod-
ing time, given the input embeddings and distributions.
The decision to enforce or penalize the negative set dis-
tributions to the aggregated distribution is controlled in
a principled manner. For details, see Section 4.
ence is made from input documents after which
decoding distributions are averaged to generate
a common question. Finally, they evaluate exist-
ing multi-source encoder-decoder models and their
variant on the unsupervised common questions gen-
eration, and show good performance, as measured
by automatic metrics and human evaluation.
4 Model
Figure 2 shows the system overview of our model.
4.1 Document-specific Generator and
Pre-Training
We load the publicly available small-version of the
GPT-2 (Radford et al., 2019) model (124M parame-
ters) as our underlying generator. For configuration
details, see https://github.com/openai/gpt-2.
First, we further fine-tune the language model on
MS-MARCO (Nguyen et al., 2016) selected docu-
ment followed by a special separator and the corre-
sponding question. From each document i, the gen-
erator yields its final layer hidden state hi ∈ R768
and a discrete decoding distribution pii from the
learned language model head. Initially, there are
20 decoding distributions as well as 20 hidden state
vectors from 10 documents in D+ and 10 docu-
ments in D−. As the coordinator generates com-
mon question words, the generated words are at-
tached to all the documents into the generator and
yields updated hidden states and decoding distribu-
tions for the next common word generation.
4.2 Rewards for Unsupervised Generation
Since there is no target common question for the
multi-document input sets, in particular, the pos-
itive document set, we are not able to train the
coordinator via MLE methods. Rather, the com-
mon question generation system is trained through
reinforcement learning to maximize a reward from
a ranker.
The BERT-based (Devlin et al., 2018a) ranker
(Nogueira and Cho, 2019) (franker) is trained to
rank (document, question) pairs, and in fact, trained
on the same MS-MARCO dataset (Nguyen et al.,
2016) used in our experiments. This ranker is
trained to achieve high scores for true positive doc-
ument and question pairs. The trained model is
publicly available and achieved state-of-the-art re-
sults in the MS-MARCO Passage Retrieval task
as of April 1, 20193. For evaluating the generated
questions, we assume the ranker as the oracle since
it achieves good performance on the challenging
retrieval task.
Let q˜ be the generated question from the under-
lying generator block and coordinator with the 10-
document positive set D+ and 10-document nega-
tive set D− as the input.
franker(d, q˜) = score ∈ (0, 1) (1)
∀d ∈ D+,D−
We pair q˜ with each of the documents in the positive
and negative set, and evaluate the 20 pairs through
the ranker for answer-relevancy: how much the
document is relevant to answering the question,
and vice versa. These 20 scores that lie in (0, 1)
are sorted in descending order and we know in
advance which scores are from the positive setD+
or the negative setD−. From this, we can compute
retrieval statistics, such as Precision@10 and mean-
Average-Precision (mAP) (Zhu, 2004) which are
candidate non-differentiable rewards.
4.3 Coordinator
The coordinator is a transformer-based (Vaswani
et al., 2017) model with damped contrastive distri-
bution. Our goal is to train a coordinator model
using all the inputs to produce a single common
decoding distribution for generating the next word.
Unlike Transformer Decoder (Liu et al., 2018),
there is no causal mask. Instead, the coordina-
tor model uses the hidden states updated every de-
coding time from the underlying fine-tuned GPT-2
3http://www.msmarco.org/leaders.aspx
(Radford et al., 2019) language model generators.
One important point when training the coordinator
is that this fine-tuned generator’s parameters are
fixed. In other words, there is no back-propagation
through the GPT-2 (Radford et al., 2019) model.
Reason being, we did not want a single scalar re-
ward to control the system and would like to main-
tain the language modeling power of the underlying
generator block.
We add learned cluster embedding ci to the input
hidden states hi, similar to learned positional em-
bedding (Devlin et al., 2018a), to indicate whether
the source document i is in D+ or D−.
x0i = hi + ci (2)
The coordinator model consists of n recurrent trans-
formers blocks (Vaswani et al., 2017), followed by
three different feed-forward layers (FFw,FFv, and
FFz) to output w, v, and z.
xk = Add-Norm(u,FFx(u)) (3)
u = Add-Norm(xk−1,MultiHead(xk−1)) (4)
for k = 1, . . . , n
w = FFw(xn) (5)
v = FFv(xn) (6)
z = FFz(xn) (7)
w and v are the attention weights among the posi-
tive documents D+, and negative documents D−.
We weight the documents unevenly because often
times not all the top-10 documents in the set share
the same content. Thus, we leave to the model to
learn the optimal attention weights among positive
and negative sets that produce a more grounded
common question.
z parametrizes η in how much the coordina-
tor model penalizes, or sometimes reinforces,
weighted average of decoding distributions from
the negative set D−. η is a simple heuristic varia-
tion of tanh such that the image lies in (−1, 0.5)
for all real numbers R. Thus η is a damped penal-
ization coefficient.
η(z) = −e
2z − 0.5
e2z + 1
∈ (−1, 0.5) ∀z ∈ R (8)
Given w, v, and z, we obtain the final common
question decoding distribution at every test time.
piθ =
1
C
[ ∑
i∈D+
wi,θpii−η(zθ) ·
∑
i∈D−
vi,θpii
]+
(9)
where the superscript operator + selects non-
negative weighted tokens and C, the normalizing
factor into a distribution. The sequentially decoded
common question words (partial sequence) are con-
catenated to all input documents in D+ and D−
followed by EOS token, to obtain new hidden states
and decoding distributions. The decoding process
is repeated until the generation is complete.
4.4 Policy Gradient Loss
The policy gradient loss is defined as follows:
LPG(θ) = −E
[
(R(q˜|D+,D−)−Rbaseline)
·
∑
t
log piθ(wt|q˜<t, G,D+,D−)
]
(10)
A reward is given after a complete generation
given the positive and negative sets, noted as
R(q˜|D+,D−). This reward weights the sum of log-
likelihoods of producing the next word wt given
the generation so far q˜<t, the underlying generator
G, and the two document sets. Notice that the final
decoding distribution (or policy) piθ is a function
of the coordinator model’s parameters θ and no
generator G parameters.
4.5 Set-induced Contrastive Regularization
We propose an auxiliary regularizing function to
provide richer signals when optimizing the coordi-
nator model. The intuition is that we would like to
push the coordinator model to generate common
questions toward the positive set D+ relative to
the negative set D−. We name the regularizer as
Set-induced Contrastive Regularization (SCR) be-
cause the decoding distributions from the positive
set and negative set guide the coordinator to learn
to make contrasts between the two sets, however,
they are not the gold supervision to generate a com-
mon question. The former idea can be formulated
as minimizing the KL-divergence, evaluated at time
step t:
(11)
min
θ
LposKL,t(θ) = min
θ
∑
i∈D+
[
DKL(pi
t
θ||piti)
+DKL(pi
t
i ||pitθ)
]
We minimize both the forward and the reverse KL
divergence since the forward KL does not penalize
high mass of piθ where pii does not. Likewise for the
reverse KL. On the other hand, the latter idea can
be formulated as maximizing the KL-divergence
against the negative set, evaluated at time step t:
(12)
max
θ
LnegKL,t(θ) = max
θ
∑
i∈D−
[
DKL(pi
t
θ||piti)
+DKL(pi
t
i ||pitθ)
]
However, we need to cap the negative set penalty
rather than naïvely maximizing it, more restric-
tively if the positive set and the negative sets are
semantically close. Intuition is that if the KL diver-
gence against the negative set is too large, then we
do not penalize further. Therefore, we define our
contrast regularization function as follows:
(13)
LSCR(θ) = 1
T
T∑
t=1
[
LposKL,t(θ)− LnegKL,t(θ)
· 1
νt·LnegKL,t(θ)>L
pos
KL,t(θ)
]
where T is the length of the completed generation,
and νt is the similarity measure between positive
and negative sets at decoding time t. Specifically,
νt = cos sim
(
1
|D+|
∑
i∈D+
piti ,
1
|D−|
∑
i∈D−
piti
)
(14)
4.6 Entropy Loss
Optionally, we add a small entropy loss LH across
the attention weights w and v to encourage the
model attend to all the documents rather than
attend to a small subset of the documents and risk
losing positive or negative set representational
power.
We finally optimize for the following loss:
Lmodel(θ) = λ1LPG(θ) + λ2LSCR(θ) + λ3LH(θ)
(15)
5 Experiments
5.1 Data
We motivated our research problem from the
need to make generated common questions
more grounded and specific to its input multiple
documents D+. To this end, we introduce
another set of similar documents as negative
documentsD− from which the generation should
be remotely grounded on. We pre-process datasets
Table 1: Retrieval performance. Out-Sample IR refers to the evaluation data sample that consists of 10+10 doc-
uments D+ and D−. Search-Engine Augmented IR refers to augmenting the out-sample into 100 documents in
total through Lucene. Our proposed model performs better than the benchmark MSQG, and retrieval systems. This
dataset comes with questions that initially clustered the documents. However, most unsupervised applications of
this task does not have such questions. For simplicity, we abuse the term oracle by calling the question that clus-
tered D+ as the oracle question. However, these questions are not ground-truth questions. Nevertheless, we can
measure relative performance of our model MSCQG. The numbers show that there remains room for improvement.
For reader’s reference, we take the experiment results for the RNN-based MSQG directly from Cho et al. (2019b).
Out-Sample IR Search-Engine Augmented IR
Model mAP RPrec MRR (=MRR@10) nDCG mAP RPrec MRR MRR@10 nDCG
Top-TFIDF @100 0.416 0.533 0.696 0.545 0.113 0.0588 0.0260 0.0050 0.181
Top-Frequent @100 0.680 0.742 0.921 0.779 0.171 0.129 0.0404 0.0119 0.204
MSQG (Cho et al. ’19) - - - - - - 0.0704 0.0441 0.234
MPQGGPT2 0.713 0.763 0.945 0.804 0.245 0.217 0.0714 0.0400 0.240
MSCQGSCR 0.751 0.790 0.974 0.836 0.258 0.234 0.0745 0.0420 0.245
MSCQGPG 0.753 0.791 0.978 0.838 0.256 0.232 0.0742 0.0421 0.244
MSCQGPG+SCR 0.767 0.803 0.981 0.849 0.265 0.242 0.0748 0.0420 0.245
MSCQGPG+SCR+H 0.765 0.800 0.976 0.847 0.262 0.239 0.0759 0.0434 0.246
Oracle Questions for D+ 0.759 0.797 0.976 0.842 0.292 0.273 0.0846 0.0495 0.256
Table 2: Comparison against the oracle MARCO questions for D+. Since retrieval scores cannot give a complete
picture of the generation, we aim to understand how close the generations are in terms of various metrics. The
numbers show that our proposed model generates common questions similar to the oracle MARCO questions.
Notations: BL for BLEU; ST for Skip-Thought similarity; EM for Embedding Mean similarity; VE for Vector
Extrema similarity; and GM for Greedy Matching.
BL-1 BL-2 BL-3 BL-4 METEOR ROUGE_L CIDEr ST EM VE GM
Oracle Question for D− 0.449 0.291 0.177 0.100 0.215 0.428 1.076 0.547 0.766 0.617 0.697
Top-TFIDF @100 0.253 0.157 0.104 0.075 0.195 0.339 1.174 0.470 0.747 0.575 0.671
Top-Frequent @100 0.438 0.328 0.260 0.217 0.281 0.476 2.684 0.573 0.799 0.682 0.735
MPQGGPT2 0.457 0.313 0.207 0.139 0.282 0.494 1.993 0.563 0.814 0.705 0.768
MSCQGSCR 0.501 0.363 0.260 0.193 0.303 0.535 2.533 0.604 0.829 0.729 0.786
MSCQGPG 0.562 0.418 0.310 0.234 0.304 0.565 2.702 0.630 0.844 0.734 0.798
MSCQGPG+SCR 0.589 0.449 0.339 0.262 0.323 0.591 2.994 0.647 0.858 0.759 0.815
MSCQGPG+SCR+H 0.573 0.436 0.330 0.255 0.321 0.583 2.946 0.641 0.851 0.752 0.808
from MS-MARCO Q&A (Nguyen et al., 2016)
and MS-MARCO-Conversational Search4 to
gather 100K/10K/10K training, development, and
evaluation data points5. We simplify the research
problem with one positive set of 10 documents
D+, and one negative set of 10 documents D−
as inputs to generate a single common question,
grounded on D+. Details of the pre-processing
procedures and experimental configuration are in
the Supplementary Materials (SM).
5.2 Evaluation Measures
The generated common questions are evaluated
through retrieval-based metrics: MRR and MRR10
(Voorhees, 1999; Radev et al., 2002a) as done in
Cho et al. (2019b) for comparative reasons, nDCG
4https://github.com/microsoft/MSMARCO-
Conversational-Search
5We plan on releasing the dataset upon publication.
(Järvelin and Kekäläinen, 2002), precision, mAP.
These metrics are computed from the 10 posi-
tive and 10 negative document sets (Out-Sample
IR). In addition, for each generated question, we
use Lucene6 to retrieve the most challenging 100
MARCO documents via BM25 (Robertson and
Zaragoza, 2009), and compute the same retrieval
statistics (Search-Engine Augmented IR).
The generated questions are also evaluated with
respect to the human reference questions, in terms
of BLEU (Papineni et al., 2002), ROUGE (Lin
and Hovy, 2003), METEOR (Banerjee and Lavie,
2005), CIDEr (Vedantam et al., 2015), Skip-
Thought cosine similarity (Kiros et al., 2015), Em-
bedding Average cosine similarity (Kenter et al.,
2016), Vector Extrema cosine similarity (Forgues
et al., 2014), and Greedy Matching score (Rus and
Lintean, 2012).
6https://lucene.apache.org/
Figure 3: Out-Sample IR: mAP among D+ and D− Figure 4: Search-Engine Augmented IR: mAP
Figure 3 shows that our model MSCQGPG+SCR+H outperforms the oracle questions by a small margin on the
Out-Sample IR. In the larger retrieval evaluation using Lucene, it performs subpar against the oracle questions, but
performs significantly better than all the considered baseline models, shown in Figure 4.
5.3 Baseline models
Mean-Pooled Question Generator: This model
MPQGGPT2 is similar to MSQG in Cho et al.
(2019b). It processes individual documents in par-
allel through the fine-tuned GPT-2 generator, rather
than RNN-based Seq2Seq model in MSQG, and
averages the decoding distributions at test time t.
pitMPQGGPT2 =
1
|pos|
pos∑
i
piti (16)
No further modifications are made, unlike the
MSQG model.
Top-TFIDF@K: Why do we not simply retrieve
the top question implied by the 10 positive docu-
ments? To this end, we design a retrieval baseline
using the learned TF-IDF (Luhn, 1957; Jones,
1972; Salton and McGill, 1983) weights. This
baseline re-evaluates the collection of retrieved
questions against all documents in D+ using
TF-IDF, and retrieves the most relevant question.
For details, see SM.
Algorithm 1 Top-TFIDF@K
Input: D+,Corpus C
For each d ∈ D+, retrieve top-K questions in C;
Using all unique questions Q, compute TF-IDF;
Let Ψ be the TF-IDF transform operator;
q∗ = arg max
q∈Q
∑
d∈D+
cos sim (Ψq,Ψd);
Output: q∗
Top-Frequent@K: Another retrieval baseline
model we experimented was to find the intersecting
subset among all the 10 top-k question sets. For
details, see SM.
Algorithm 2 Top-Frequent@K
Input: D+,Corpus C
For each d ∈ D+, retrieve top-K questions in C;
Let Sd be the retrieved set for each d;
q∗ = arg max
q∈Q
∑
d∈D+
1q∈Sd ;
Output: q∗
The retrieved questions from Top-TFIDF@K
and Top-Frequent@K baselines are evaluated in
the same manner as the generated ones.
5.4 Analysis
Q. Do models learn to dynamically penalize D−?
Visualization of w, v, and z: Figures 5 and 6
show that our model MSCQG learns to grad-
ually penalize D− as it sequentially generates
words that are more grounded on D+. Notice
the roughly uniform weights across D+ but
increasing penalization weights across D−, in
decoding time. Another interesting observation
is that η as controlled by the z is learned to
encourage, rather than discourage, common
words at specific decoding positions. It is
common for words that do not have semanti-
cally distinguishing between D+ and D−, and
Figure 5: Example attention weights #1 Figure 6: Example attention weights #2
Visualization of sequential attention weights. In the vertical axis, 0-9 indices indicate documents inD+, and 10-19
inD−. The displayed negative weights v are adjusted by η(z), see equation 9. Figure 5 shows that the model learns
to push the sequential generation semantics more toward D+ by gradually penalizing D−. Figure 6 shows that
frequent and semantically less distinguishing words such as ‘of’ are encouraged even by D−, which empirically
aligns with our intuition for TF-IDF.
are encouraged by both sets to maintain readability.
Q. How is the retrieval performance of different
models across a range ofD+ andD− similarities?
Retrieval in range 0.7 ≤ cos sim(D+,D−) ≤
0.85: cos sim(D+,D−) is approximated using
the oracle questions that are available in the dataset.
The similarity is computed by the cosine similarity
of the two GEN-Encoder (Zhang et al., 2019) repre-
sentations. However, in practice, one may employ
efficient heuristics such as computing the norm of
the similarity matrix between D+ and D−.
Figures 3 and 4 show that our model generated
common questions are more grounded on the
positive documents than the baseline model
generations. The more similar the two sets D+
and D−, the more difficult for the models, even
humans, to distinguish which document is more
relevant, if not answerable, given the generated
question. The model outperforms the baseline
model uniformly across different similarities
between D+ and D−.
Q. How do different models compare in terms of
retrieval? What about ablation analysis of multiple
losses?
Table 1 shows that our proposed model is effective
at generating common questions given multiple
documents. We clearly see that policy gradient
or set-induced contrastive regularization alone is
effective in improving performance. Next, the co-
ordinator performs better when it is optimized for
both objectives.
The retrieval results for the oracle MARCO
questions are shown. These are the questions that
initially clusteredD+ sets. However, these are not
oracle questions because not all the retrieved doc-
uments in D+ answer the questions. For clarify
of our presentation, we abuse the term and name
such questions as oracle questions. Results show
that our methods are upper-bounded by the oracle
MARCO questions.
It shows that the entropy regularization im-
proves the search-engine augmented IR scores,
in particular, MRR. However it is not a crucial
regularization, as supplemented in Table 2.
Q. Do models perform better than retrieval
systems?
We experimented retrieval baselines to frame the
task into a reverse-generation task. However, poor
performance of retrieval baselines validated that
this unsupervised task is inherently challenging,
and requires more careful design of trained mod-
els to generate common questions grounded on the
positive documents. In overall, the performance
has improved significantly measured by various
metrics. We also see that there remains room for
improvement, and in the near future, hopefully out-
perform the oracle questions which do not exist in
many practical applications of this task7.
6 Conclusion
We propose a novel coordinator model that can gen-
erate common questions that are more grounded
on documents of interest. This coordinator model
consists of transformer blocks, and is trained
through reinforcement learning and an effective
auxiliary loss: Set-induced Contrastive Regular-
ization (SCR). Experiment results show that our
model significantly outperforms the previous base-
line model as well as strong retrieval baselines, in
various metrics. Comparison against the oracle
questions show that there remains room for im-
provement.
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Supplementary Materials
A Data Pre-processing Details
Data Pre-processing: MS-MARCO Q&A data-
set (Nguyen et al., 2016) contains 1,010,916 ques-
tions, in which each question is associated with top-
10 documents. Each data point contains a question
and its top-10 returned documents from the Bing
search engine8. This question is not a target itself
since not all the top-10 retrieved documents answer
the question. However, it can give relative evalua-
tion against a model-generated common question
based on the top-10 retrieved documents. We target
a broader class of problems where only document
groups are available but no such group-inducing or
oracle questions.
In fact, among the top-10 retrieved documents,
often one document is labeled ‘selected’ by human
annotators to indicate that the document answers
the question (true positive), and left unknown or
unlabeled for the rest of the documents, implying
they may or may not answer the question (true
negative or false negative). This label information
is used to train the underlying generator block of
their MSQG model (Cho et al., 2019b). A sin-
gle selected MS-MARCO (Nguyen et al., 2016)
document is fed into a long short-term memory-
based sequence-to-sequence model to output the
corresponding question. An example of the input
selected document is: The House of Representa-
tives shall be composed of Members chosen every
second Year by the People of the several States....
Article I, Section 2, Clause 1, and the correspond-
ing question is: how long is a term for a member
of the house of representatives.
We chose this dataset since the question that
retrieve the top-10 documents can shed light to rel-
ative performance of our model. However, such
labeled questions are not available in most applica-
tions this task concerns, and similar documents are
grouped by unsupervised techniques.
To find two 10-document sets D+ and D− that
are similar, we find a pair of questions that are se-
mantically similar. However, computing pair-wise
similarities among roughly 1 million questions is
computationally intractable. Therefore, we lever-
age another dataset: MS-MARCO-Conversational
Search9: an artificially constructed public dataset
that simulate user search sequences.
8https://www.bing.com
9https://github.com/microsoft/MSMARCO-
Conversational-Search
Each data point or session is an artificial se-
quence of similar questions grounded on true
user behavior. Since many similar questions are
grouped together, we can reduce the search space
for finding pairs of similar questions. Then we take
pairs of high semantic similarity (≥ 0.7) yet not a
paraphrase (≤ 0.85 following their classification
criteria) using GEN-Encoder (Zhang et al., 2019)
which two associated 10-document sets do not have
overlaps, primarily for prototype evaluation conve-
nience. For deployment models, one may choose to
allow overlaps between two sets for more challeng-
ing learning. From the two similar 10-document
sets, either one is set to positive D+ or negative
D−, yielding two data points for the our derived
dataset.
These pre-processing steps yield 346,215 data
points, each of which contains a pair of positive
and negative questions, and positive and negative
10-document sets. Training MSCQG on the
entire dataset requires processing about 7 million
MARCO documents. This is computationally
intensive and takes about two days on 8 Nvidia
Tesla V100 GPU cards for a single epoch. There-
fore, for building small research prototypes and
benchmarks, we will also release a subset of the
data, that consists of 100K/10K/10K training,
development, and evaluation data points.
Data Example:
Oracle question for D+:
number of saturn’s moons
Oracle question for D−:
uranus how many moons
Positive Set D+ :
1. moons of saturn. there are 62 moons orbiting
saturn. the moons of saturn vary not only in size
but also in composition and shape. the largest of
the moons of saturn is the aptly named titan, more
than 5,000 km across and is bigger than mercury.
there are 7 major moons of saturn and the rest are
grouped based on the mythology from which it is
taken.
2. iapetus with a diameter of 1,470 km, it is the
3rd largest moon of saturn. it was discovered by
giovanni cassini in 1671. it has a distinct feature
of having a bright and dark hemisphere. dione the
4th largest moon of saturn named after a vague
character in greek mythology.
3. titan is the largest of saturn’s moons and
the first to be discovered. titan is the only moon
in the solar system known to have a significant
atmosphere. nitrogen and methane extend around
the moon 10 times as far into space as earth’s
atmosphere, sometimes falling to the surface in the
form of methane rain.
4. saturn has at least 150 moons and moonlets,
53 of which have formal names. titan, the largest,
comprises more than 90% of the mass in orbit
around saturn, including the rings. saturn’s
second-largest moon, rhea, may have a tenuous
ring system of its own, along with a tenuous
atmosphere.
5. their journeys around the ringed planet average
from half an earth day to just over four earth years.
saturn’s moons formed early in the history of the
solar system. one of the moons, titan, makes up 96
percent of the mass orbiting the planet. scientists
think that the system may have originally housed
two such moons, but the second broke up, creating
the debris that formed the rings and smaller, inner
moons.
6. saturn has a prominent ring system that
consists of nine continuous main rings and three
discontinuous arcs and that is composed mostly of
ice particles with a smaller amount of rocky debris
and dust. sixty-two moons are known to orbit
saturn, of which fifty-three are officially named.
7. sixteen of the moons are tidally locked, with
one face permanently turned toward saturn. the
first moon was discovered in 1655. over the next
200 years, the other seven major satellites were
spotted. by 1997, astronomers on earth had found
18 moons in orbit around the planet.
8. saturn is the sixth planet from the sun and the
second-largest in the solar system, after jupiter. it
is a gas giant with an average radius about nine
times that of earth. although only one-eighth the
average density of earth, with its larger volume
saturn is just over 95 times more massive.
9. this temporary name usually consists of the
year of discovery and a number indicating the
order of discovery in that year. in the case of
saturn’s moons, these provisory names follow the
format s/2005-s1, s/2005-s2 etc. the first s (before
the slash) is for saturn. the second s (after the
dash) is for satellite.
10. this does not include the hundreds of moonlets
comprising the rings. titan, saturn’s largest moon,
and the second-largest in the solar system, is
larger than the planet mercury, although less
massive, and is the only moon in the solar system
to have a substantial atmosphere.
Negative Set D−:
11. uranus has 27 moons that we know of. five
of the moons are large and the rest are much
smaller. the five large moons are called miranda,
ariel, umbriel, titania, and oberon. titania is the
largest moon of uranus and it is covered with
small craters, a few large craters, and very rough
rocks. ariel is the brightest moon of uranus and
has canyons and valleys as well as a lot of craters.
umbriel is very dark.
12. uranus can’t seem to catch a break these days.
besides spinning on its side like the drunkard of
the solar system and being the butt of everyone’s
jokes, new research suggests several of its tiny
moons will collide in a million years. uranus can’t
seem to catch a break these days.
13. the gas giant uranus is the third largest planet
in our solar system, has many moons, a ring
system, and composed of gases and ices. universe
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14. the researchers used cressida’s mass and orbit
to determine its possible doom. since uranus’ 27
moons are tightly packed together, the team posits
that in a million years, cressida will likely have
a deadly encounter with one of its neighboring
moons, called desdemona. previous research and
simulations suggest cupid and belinda will also
probably smack into each other some time between
1,000 and 10 million years from now.
15. puck, at 162 km, is the largest of the inner
moons of uranus and the only one imaged by
voyager 2 in any detail while puck and mab are
the two outermost inner satellites of uranus. all
inner moons are dark objects.
16. uranus, which takes its name from the greek
god of the sky, is a gas giant and the seventh
planet from our sun. it is also the third largest
planet in our solar system, ranking behind jupiter
and saturn. like its fellow gas giants, it has many
moons, a ring system, and is primarily composed
of gases that are believed to surround a solid core.
17. in 1986, the voyager 2 spacecraft hit the
jackpot while studying uranus and discovered 10
other moons, including desdemona and cressida.
since then, hubble observations have helped bring
that number up to 27 for now.
18. at an average distance of 3 billion km from the
sun, it takes uranus roughly 84 years (or 30,687
days) to complete a single orbit of the sun. 1 the
rotational period of the interior of uranus is 17
hours, 14 minutes. as with all giant planets, its
upper atmosphere experiences strong winds in the
direction of rotation.
19. uranus’ size, mass and orbit: with a mean
radius of approximately 25,360 km, a volume of
6.833—1013 km3, and a mass of 8.68 — 1025 kg,
uranus is approximately 4 times the sizes of earth
and 63 times its volume.
20. uranus has 27 known satellites, which are
divided into the categories of larger moons, inner
moons, and irregular moons (similar to other gas
giants). the largest moons of uranus are, in order
of size, miranda, ariel, umbriel, oberon and titania.
B Retrieval Baselines
Top-TFIDF@K and Top-Frequent@K
The retrieval baselines are designed to give a rel-
ative sense of MSQG in Cho et al. (2019b) and our
novel coordinator model. We use Lucene to retrieve
questions instead of documents from a corpus com-
posed of the 1,010,916 MS-MARCO questions.
For the intersection to be non-empty, k should
be sufficiently large. However, even for k = 1000,
there were no intersecting subset questions for al-
most all cases. Therefore, we relax the intersection
among all 10 retrieved sets, into finding the most
frequently occurring question among the 10 top-k
retrieved sets. k = 100 was an appropriate value
that is not too large to retrieve remotely relevant
questions, and not too small to yield vastly differ-
ent retrieval sets. If there are multiple questions
with the same count, we randomly choose one.
C Experiment Configurations
Coordinator: The input size is 20 with the
dimensionality of the embeddings and hidden
states as 768. The number of recurrent layers
is 2, with 4 attention heads in each layer. The
epsilon value used in the layer normalization is
set to 1e−5. The number of cluster embeddings
is 2 (positive or negative). The standard deviation
of the truncated normal initializer for weight
matrices is 0.02. λ1, λ2, λ3 = 1.0, 100.0, 0.1.
Maximum generation length is 20 tokens. We
use the BERT (Devlin et al., 2018a) version of
Adam optimizer (Kingma and Ba, 2014) with
weight decay of 0.01 and learning rate of 1e−5.
We trained the coordinator model by maximizing
Precision@10. Conceptually, the coordinator
model would generate a common question that can
better retrieve the documents from the positive set,
aided by the negative set.
