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Abstract
In this paper we present the design and implementation of POSH, an Open-Source implemen-
tation of the OpenSHMEM standard. We present a model for its communications, and prove
some properties on the memory model deﬁned in the OpenSHMEM speciﬁcation. We present
some performance measurements of the communication library featured by POSH and com-
pare them with an existing one-sided communication library. POSH can be downloaded from
http://www.lipn.fr/~coti/POSH.
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1 Introduction
The drive toward many-core architectures has been tremendous during the last decade. Along
with this trend, the community has been searching, investigating and looking for programming
models that provide both control on the data locality and ﬂexibility of the data handling.
SHMEM was introduced by Cray [8] in 1994, followed shortly later by SGI [19]. In an eﬀort
to provide a homogeneous, portable standard for the language, the OpenSHMEM consortium
released a speciﬁcation for the application programming interface [16]. The ﬁnal version of
OpenSHMEM 1.0 was released in January 2012.
The OpenSHMEM standard is a programming paradigm for parallel applications that uses
single-sided communications. It opens gates for exciting research in distributed computing on
this particular communication model.
This paper presents Paris OpenSHMEM (POSH), which is a portable, open-source im-
plementation of OpenSHMEM. It uses a high-performance communication engine on shared
∗Some experiments presented in this paper were carried out using the Grid’5000 experimental testbed, being
developed under the INRIA ALADDIN development action with support from CNRS, RENATER and several
Universities as well as other funding bodies (see https://www.grid5000.fr).
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memory based on the Boost library [10], and beneﬁts from the template engine provided by
current C++ compilers.
This paper describes the implementation choices and the algorithms that have been used in
POSH in order to ﬁt with the memory model and the communication model while obtaining
good performance and maintaining portability.
This report is organized as follows; section 2 gives a short overview of the related litera-
ture about parallel programming paradigms and distributed algorithms on shared memory and
one-sided communication models. Section 3 gives details about the memory model and the com-
munication model which are considered here. Section 4 describes the implementation choices
that were made in POSH. Section 5 presents some performance results that were obtained by
the current version of POSH. Last, section 6 concludes the report and states some open issues
and future works that will be conducted on POSH.
2 Related works
Traditionally, distributed systems are divided into two categories of models for their commu-
nications: those that communicate by sending and receiving messages (i.e., message-passing
systems) and those that communicate using registers of shared memory where messages are
written and read from (i.e., shared memory systems) [21, 11].
Along with the massive adoption of the many-core hardware architecture, researchers and
engineers have tried to ﬁnd the most eﬃcient programming paradigm for such systems. The
idea is to take advantage of the fact that processing units (processes or threads) have access
to a common memory: those are shared memory systems. Unix IPC V5 and posix threads are
the most basic programming tools for that. OpenMP [9] provides an easy-to-use programming
interface and lets the programmer write programs that look very similar to sequential ones,
and the parallelization is made by the compiler. Therefore, the compiler is in charge with
data decomposition and accesses. Several data locality policies have been implemented to try
to make the best possible guess about where it must be put to be as eﬃcient as possible
[22]. OpenMP performs well on regular patterns, where the data locality can be guessed quite
accurately by the compiler. Cilk [2] and TBB [18] can also be cited as programming techniques
for shared-memory systems.
MPI [12, 14] has imposed itself as the de facto programming standard for distributed-memory
parallel systems. It is highly portable, and implementations are available for a broad range of
platforms. MPICH [15] and Open MPI [13] must be cited among the most widely used open-
source implementations. It can be used on top of most local-area communication networks,
and of course most MPI implementations provide an implementation on top of shared memory.
MPI is often referred to as “the assembly language of parallel computing”: the programmer has
total control of the data locality, however all the data management must be implemented by
hand by the programmer. Moreover, it is highly synchronous: even though speciﬁc one-sided
communications have been introducted in the MPI2 standard [14], the sender and the receiver
must be in matching communication routines for a communication to be performed.
Hence, there exists two opposing trends in parallel programming techniques: programming
easiness versus data locality mastering. A third direction exists and is becoming pertinent
with many-core architectures: making data locality mastering easier and more ﬂexible for the
programmer. UPC can be cited as an example of programming technique that is part of that
third category [7]. It provides compiler-assisted automatic loops, automatic data repartition in
(potentially distributed) shared memory, and a set of one-sided communications.
One-sided communications are natural on shared memory systems, and more ﬂexible than
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two-sided communications in a sense that they do not require that both of the processes involved
in the communication (origin and destination of the data) must be in matching communication
routines. However, they require a careful programming technique to maintain the consistency
of the shared memory and avoid race conditions [5].
SHMEM was introduced by Cray [8] as part of its programming toolsuite with the Cray T3
series, and SGI created its own dialecte of SHMEM [19].
Some implementations also exist for high-performance RDMA networks: Portals has been
working on a speciﬁc support for OpenSHMEM by their communication library [1]. Some other
implementations are built on top of MPI implementations over RDMA networks, such as [4]
for Quadrics networks or [17] over InﬁniBand networks.
In this paper, we propose to use a shared memory communication engine based on the
Boost.Interprocess library [10], which is itself using the POSIX shm API.
3 Memory model
OpenSHMEM considers a memory model where every process of the parallel application owns
a local bank of memory which is split into two parts:
• Its private memory, which is accessible by itself only; no other process can access this
area of memory.
• Its public memory, that can be accessed by any process of the parallel application, in
read/write mode.
3.1 Symmetric objects
The public memory of each process is deﬁned as a symmetric heap. This notion of symmetry is
important because it is a necessary condition for some helpful memory-management properties
in OpenSHMEM (see section 4.1.2 and 4.5.2). It means that for any object which is stored in
the symmetric heap of a process, there exists an object of the same type and size and the same
address, in the symmetric heap of all the other processes of the parallel application.
Dynamically-allocated variables, i.e., variables that are allocated explicitely at run-time,
are placed in the symmetric heap. OpenSHMEM provides some functions that allocate and
deallocate memory space dynamically in the symmetric heap.
Another kind of data is put into processes’ public memory: global, static variables (in
C/C++).
All the data that is placed in the processes’ symmetric heap and all the global, static variables
are remotely accessible by all the other processes. These two kinds of variables are represented
in ﬁgure 1. The gray areas prepresent the public memory of each process; composed with global
static variables and the symmetric heap. The white areas represent the private memory of each
process.
3.2 One-sided communications
Point-to-point communications in OpenSHMEM are one-sided : a process can reach the memory
of another process without the latter knowing it. It is very convenient at ﬁrst glance, because
no synchronization between the two processes is necessary like with two-sided communications.
However, such programs must be programmed very carefully in order to maintain memory
consistency and avoid potential bugs such as race conditions.
Point-to-point communications in OpenSHMEM are based on two primitives: put and get.
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Figure 1: Memory organization with global static objects and data in the symmetric heap.
Static objects are remotely accessible, dynamic objects are located in the symmetric heap.
• A put operation consists in writing some data at a speciﬁc address of remote process’s
public memory.
• A get operation consists in reading some data, or fetching it, from a speciﬁc address of a
remote process’s public memory.
Data movements are made between the public memory of the local process and the private
memory of the remote process: a process reads a remote value and stores it in its own private
memory, and it writes the value of a variable located in its own private memory into the public
memory of a remote process. That memory model and one-sided communications performed
on this model have been described more thoroughly in [5].
4 Implementation details
4.1 Shared memory communication engine
POSH relies on Boost’s library for inter-process communications Boost.Interprocess. In
particular, it is using the managed shared memory class.
Basically, each process’s shared heap is an instance of managed shared memory. Data is put
into that heap by an allocation method provided by this class followed by a memory copy. Locks
and all the manipluation functions related to the shared memory segment are also provided by
Boost.
4.1.1 Memory management
Allocation and deallocation Memory can be allocated in the symmetric heap with the
shmalloc function. Internally, that function calls the allocate function of the managed shared memory
class on the process’s shared heap. That class also provides an allocate aligned routine which
is called by the shmemalign routine. Memory is freed by shfree by using a call to the function
deallocate provided by managed shared memory.
Remote vs local address of the data These three SHMEM functions are deﬁned as sym-
metric functions: all the processes must call them at the same time. They are required by
the OpenSHMEM standard to perform a global synchronization barrier before returning. As a
consequence, if all the memory allocations and deallocations have been made in a symmetric
way, a given chunk of data will have the same local address in the memory of all the processes.
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Hence, we can access a chunk of data on process A using the address it has on process B. That
property is extremely useful for remote data accesses.
4.1.2 Access to another process’s shared heap
Fact 1. If all the processing elements are running on the same architecture, the oﬀset between
the beginning of a symmetric heap and a symmetric object which is contained by this heap is
the same on each processing element.
Sketch of Proof: Memory allocations which are performed in the symmetric heaps end by a call
to a global synchronization barrier. As a consequence, when some space is allocated in a sym-
metric heap, all the processing elementsmust allocate space (paragraph 6.4 of the OpenSHMEM
standard).
Corollary 1. As a consequence of fact 1, each processing element can compute the address of a
variable located in another processing element’s symmetric heap by using the following formula:
addrremote = heapremote + (addrlocal − heaplocal) (1)
4.2 Symmetric static data
The memory model speciﬁes that global, static variables are made accessible for other processes.
In practice, these variables are placed in the BSS segment if they are not initialized at compile-
time and in the data segment if they are initialized. Unfortunately, there is no simple way to
make these areas of memory accessible for other processes.
Therefore, POSH uses a small trick: we put them into the symmetric heap at the very
beginning of the execution of the program, before anything else is done.
A speciﬁc program, called the pre-parser, parses the source code and searches for global
variables that are declared as static. It ﬁnds out how they must be allocated (size, etc) and
generates the appropriate allocation/deallocation code lines.
When the OpenSHMEM library is initialized (i.e., when the start pes routine is called),
it dumps the allocation code into the source code. When the program exits (i.e., when the
keyword return is found in the main function), the deallocation code lines are inserted before
each return keyword.
4.3 Datatype-speciﬁc routines
OpenSHMEM deﬁnes a function for each data type. A large part of this code can be factorized
by using an extremely powerful feature of the C++ language: templates. The corresponding
code is written only once, and then the template engine instanciates one function for each data
type. Hence, only one function needs to be written.
That function is called by each of the OpenSHMEM shmem * ... functions. Each call
is actually a call to the compiler-generated function that uses the adequate data type. That
function is generated at compile-time, not at run-time: consequently, calling that function is
just as fast as if it had been written manually.
4.4 Peer-to-peer communications
Peer-to-peer communications are using memory copies between local and shared buﬀers. As
a consequence, memory copy is a highly critical matter of POSH. Several implementations of
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memcpy are featured by POSH in order to make use of low-level hardware capabilities.One of
these implementations is activated by using a compiler directive. In order to minimize the
number of conditional branches, selecting one particular implementation is made at compile-
time rather than at run-time.
4.5 Collective communications
Collective communications rely on point-to-point communications that perform the actual inter-
process data movements. Two options are available for these point-to-point communications:
• Put-based communications push the data into the next processes;
• Get-based communications pull the data from other processes.
4.5.1 Progress of a collective operation
The communication model used by OpenSHMEM and its point-to-point communication engine
is particular in a sense that it is using one-sided operations. As a consequence, a process
can access in read or write mode another process’s memory without the knowledge of the
latter process. One consequence of this fact is that a process can be involved in a collective
communication without having actually entered the call to the corresponding routine yet.
Hence, if a process A must access the symmetric heap of a process B, the former process
must check whether or not the latter has entered the collective communication yet. A boolean
variable is included in the collective data structure for this purpose.
If the remote process has not entered the collective communication yet, its collective data
structure must be initialized remotely.
If some data must be put into a remote process that has yet to initialize its collective data
structure, we only copy the pointer to the shared source buﬀer. The actual memory allocation
will be made later. However, only temporary memory allocations are made within collective
operations. Buﬀers that are used as parameters of a collective operation (source, target and
work arrays) must be allocated before the call to this operation. Since memory allocations end
by a global barrier, no processing element can enter a collective operation if not all of them
have ﬁnished their symmetric memory allocations.
When a process enters a collective operation, it checks whether the operation is already
underway, i.e., whether its collective data structure has already been modiﬁed by a remote
process. If so, we need to make the actual memory allocation for the local data and copy what
has already been put somewhere in another shared memory area.
A process exits the collective communication as soon as its participation to the communi-
cation is over. Hence, no other process will access its collective data structure. It can therefore
be reset.
4.5.2 Temporary allocations in the shared heap
With some collective communication algorithms, it can be necessary to allocate some tempo-
rary space in the shared heap of a given processing element. However, if we allocate some
memory in one heap only, we break the important symmetry assumption made in section 4.1.1.
Nevertheless, we will see here that actually, they have no impact in the symmetry of the shared
heaps outside of the aﬀected collective operation.
Lemma 1. Non-symmetric, temporary memory allocations in the heap of a subset of the pro-
cessing elements that are performed during collective operations do not break the symmetry of
the heaps outside of the concerned collective operation.
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Sketch of Proof: Semantically, collective operations are symmetric, in a sense that all the con-
cerned processing elements must take part of them. As a consequence, if all the heaps are
symmetric before they enter the collective operation and if there is no diﬀerence between the
state of each heap at the beginning and at the end of the collective operation, hence, the
symmetry is not broken.
If, at some point of the progress of a collective operation, a non-symmetric memory allo-
cation is performed in a shared heap, it is only temporary and will be freed by the time the
corresponding PE exits the collective operation, receovering the symmetry between the heaps.
4.6 Locks and atomic operations
Boost provides named mutexes for locking purpose. These locks are interesting, because they
can be speciﬁc for a given symmetric heap. Each process uses the same given name for a given
chunk of data on a given symmetric heap. Using a mutex that locally has the same name as
all the other local mutexes, processes ensure mutual exclusion. Hence, we can make sure that
a chunk of data is accessed by one process only.
Boost also provides a function that executes a given function object atomically on a managed
shared memory segment such as the one that is used here to implement the symmetric heap.
Hence, we can perform atomic operations on a (potentially remote) symmetric heap.
5 Performance and experimental results
This section presents some evaluations of the performance achieved by POSH. Time mea-
surements were done using clock gettime() on the CLOCK REALTIME to achieve nanosecond
precision. All the programs were compiled using -Ofast if available, -O3 otherwise. Each ex-
periment was repeated 20 times after a warm-up round. We measured the time taken by data
movements (put and get operations) for various buﬀer sizes.
5.1 Memory copy
Since memory copy (memcpy-like) is a highly critical function of POSH, we have implemented
several versions of this routine and evaluated them in a separate micro-benchmark. The com-
pared performance of these various implementations of memcpy() is out of the scope of this
paper. A good description of this challenge, the challenges that are faced and the behavior of
the various possibilities can be found in [20].
The goal of POSH is to achieve high-performance while being portable. As a consequence,
the choice has been made to provide diﬀerent implementations of memcpy and let the user choose
one at compile-time, while providing a default one that achieves reasonably good performance
across platforms.
We have compared several implementations of memcpy on various platforms that feature
diﬀerent CPUs: an Intel Core i7-2600 CPU running at 3.40GHz (Maximum), a Pentium Dual-
Core CPU E5300 running at 2.60GHz (Caire), an AMD Athlon 64 X2 Dual Core Processor
5200+ (Jaune), a large NUMA node featuring 4 CPUs with 10 physical cores each (20 logical
cores with hyperthreading), Intel Xeon CPU E7-4850 running at 2.00GHz (Magi10) and a
NUMA node featuring 2 CPUs with 2 cores each, Dual-Core AMD Opteron Processor 2218
running at 2.60GHz (Pastel[6]). All the platforms are running Linux 3.2, except Jaune (2.6.32)
and Maximum (3.9). The code was compiled by gcc 4.8.2 on Maximum, Caire and Jaune, gcc
4.7.2 on Pastel and icc 13.1.2 on Magi10.
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5.2 POSH communication performance
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Figure 2: Communication performance of Paris OpenSHMEM on Maximum.
We evaluated the communication performance obtained with POSH. On Caire, Magi10 and
Pastel, we used the stock memcpy for data movements. On Jaune and Maximum, we used
both the SSE-based implementation and the sock memcpy. Table 1 present the latency and
bandwidth obtained by put and get operations with POSH. Figure 2 plots the latency and
bandwidth obtained on Maximum.
On the ”fast” machines (Caire, Magi10 and Maximum), the latency is too small to be
measured precisely by our measurement method. We can see on table 1 that the latency has
the same order of magnitude as the one obtained by a memcpy within the memory space of a
single process. However, measuring the latency on regular communication patterns gives an
indication on the overall latency of the communication engine, but may be diﬀerent from what
would be obtained on more irregular patterns, where the segment of shared memory is not in
the same cache memory as the process that performs the data movement. In the latter case,
the kernel’s scheduling performance is highly critical.
Similarly, the bandwidth obtained by POSH has little overhead compared with the one
obtained by a memcpy within the memory space of a single process. We can conclude here that
our peer-to-peer communication engine adds little overhead, no to say a negligible one, and
inter-process communications are almost as fast as local memory copy operations.
Table 1: Comparison of the performance observed by put and get operations with POSH
SHMEM latency (ns)
Best copy memcpy
get put get put
Caire 38.40 38.40 38.40 38.40
Jaune 1741.85 1665.90 1667.90 1663.90
Magi10 38.40 38.40 38.40 38.40
Maximum 38.40 38.40 38.40 38.40
Pastel 1830.40 1689.60 1830.40 1689.60
SHMEM bandwidth (Gb/s)
Best copy memcpy
get put get put
Caire 18.36 18.38 18.36 18.38
Jaune 17.62 17.55 10.52 10.59
Magi10 20.46 20.16 20.46 20.16
Maximum 74.09 76.15 68.51 69.28
Pastel 26.07 25.50 26.07 25.50
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5.3 Comparison with another communication library
We used a similar benchmark to evaluate the communication performance of Berkeley UPC,
whose communication engine, GASNet [3], uses memcpy to move data. As a consequence, the
results obtained here must be compared to those obtained in the previous sections with the
stock memcpy. Here again, we can see that BUPC inter-process data movement operations have
little overhead compared to a memory copy that would be performed within the memory space
of a single process.
Table 2: Comparison of the performance observed by put and get operations with UPC
UPC latency (ns)
get put
Caire 39.40 37.55
Jaune 1623.90 1623.90
Magi10 73.80 54.90
Maximum 26.75 25.00
Pastel 2025.10 1689.95
UPC bandwidth (Gb/s)
get put
Caire 18.03 18.45
Jaune 9.95 10.63
Magi10 18.64 16.33
Maximum 67.45 68.86
Pastel 23.52 25.06
We can see here that both POSH and another one-sided communication library (Berkeley
UPC) have performance that are close to a memory copy within the address space of a single
process. Besides, we have seen how the performance can beneﬁt from a tuned memory copy
routine.
6 Conclusion and perspective
In this paper, we have presented the design and implementation of POSH, an OpenSHMEM
implementation based on a shared memory engine provided by Boost.Interprocess, which is
itself based on the POSIX shm API. We have presented its architecture, a model for its com-
munications and proved some properties that some implementation choices rely on. We have
presented an evaluation of its performance and compared it with a state-of-the-art implementa-
tion of UPC, another programming API that follows the same communication model (one-sided
communications).
We have seen that POSH achieves a performance which is comparable with this other library
and with simple memory copies. We have also shown how it can be tuned in order to beneﬁt
from optimized low-level routines.
That communication model opens perspectives on novel work on distributed algorithms.
The architectural choices that were made in POSH make it possible to use it as a platform
for implementing and evaluating them in practice. For instance, locks, atomic operations and
collective operations are classical problems in distributed algorithms. They can be reviewed
and re-examined in that model in order to create novel algorithms with an original approach.
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