Abstract. This paper focuses on the quantification of the green -vegetation related -water flux of forest stands in the temperate lowland of Flanders. The underlying reason of the research was to develop a methodology for assessing the impact of forests on the hydrologic cycle in comparison to agriculture. The tested approach for calculating the water use by forests was based on the application of the soil water balance model WAVE. The study involved the collection of data from 14 forest stands, the calibration and validation of the WAVE model, and the comparison of the water use (WU) components -transpiration, soil and interception evaporation -between forest and cropland.
Introduction
Knowledge on forest hydrology and particularly on the water use (WU) of forest ecosystems in Flanders is scarce. To assess the impact of forests on the hydrology of catchments, a modelling approach was applied using as input meteorological parameters and information of the forest stand. The approach to calculate WU or actual evapotranspiration (ET act ), i.e. the sum of plant transpiration (T act ), soil evaporation (E act ) and canopy interception evaporation (INT), consisted in reconstructing the water balance of the forest stand applying a 1-dimensional soil water balance model. The aim of this study was to evaluate if this approach enables a reasonably accurate estimate of ET act . A modelling based approach for estimating the WU of forest ecosystems was preferred since forests in Flanders are very fragmented with forest patches frequently smaller than one hectare. Representative flux tower measurements (Bowen ratio) require large homogeneous stands. Given the fragmented stand, the strong boundary effects and the relatively low material cost of soil water mass flux measurements, preference was given to use a 1-dimensional atmosphere-crop-soil water balance model. An additional advantage of this approach is that other processes linked to the water cycle such as transport of nitrate, sulphur and phosphorus in soils and plants can be modelled as well, given that the input data for the cycles of these minerals are available.
The study was funded by the Flemish Government who plans the afforestation of 10 000 ha of agricultural land in the period [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] . Previous justifies examination of the effect of this policy on the water balance of watersheds. At this moment, forested land represents only a small fraction (11%) of Flanders in contrast to the land classified as agricultural area (56%). A drastic change in land use, i.e. a shift from agricultural to forest land might considerably affect the surface water and groundwater resource systems.
Given the atmospheric water demand of a region, it is commonly accepted that differences exist in water use between agricultural crops and forest vegetation. It is generally assumed that the evapotranspiration from forests is larger than for any crop compared (Ladekarl, 1998) . Bosch and Hewlett (1982) demonstrated an average reduction of water yield of approximately 25 mm per year for every 10% of catchment area covered with mature deciduous trees, compared to grassland or pioneer vegetation. For coniferous forests this would correspond with an average reduction of roughly 40 mm per year. But, Hall and Roberts (1990) demonstrated that the total water use of beech and ash forests on chalk and clay formations in southern Britain was lower than that of grassland. The annual stand transpiration for ash forest was 372 mm as opposed to 355 mm for beech forest (Roberts and Rosier, 1994) . Also from satellite remote sensing (Landsat TM) in the Netherlands, during the summer of 1995, Bastiaanssen et al. (2001) found that evapotranspiration from land surfaces covered with coniferous and deciduous vegetation was lower than the water use of agricultural crops on all the assumed dates. Their figures reveal an average daily evapotranspiration of respectively 3.5, 4 and 3.5 mm for crops and 2, 3 and 2.5 mm for forests. These examples from literature show that the effect of temperate forests on the hydrological balance is not unambiguous.
The overarching objective of this study was to assess for the soil and climatic conditions of Flanders the difference in water use of forests in comparison to agricultural land, using experimental data and the 1-dimensional field water balance WAVE (Vanclooster et al., 1994 (Vanclooster et al., , 1996 . Fourteen forest stands in Flanders, representing the main forest and soil types, were equipped with hydrological measuring equipment in order to derive tree transpiration and soil and canopy interception evaporation. Data on cropland were derived from literature. The experimental work served for the characterization of the model input and the state variables for calibrating and validating the model. The parameters for modelling the water use of forest and agricultural land were derived indirectly, through model calibration. After calibration and validation, the WAVE model was used to estimate the components of the water balance of forest stands and agricultural land for a 30-year period (1971-2000) . In the scenarioanalysis the WU of 10 forest stands and 10 agricultural fields were generated. The time series of the different WU components of forest stands and agricultural fields were examined using the Profile Analysis method.
Materials and methods

Model description
The atmosphere-crop-soil water balance model WAVE (Water and Agrochemicals in soil, crop and Vadose Environment) was developed by Vanclooster et al. (1994 and and extensively calibrated and validated for the climatic conditions of Flanders and crops such as wheat, barley, maize, potato, sugar beet and grassland (Vanclooster et al., 1995; Ducheyne et al., 2001; Timmerman et al., 2001) . WAVE is a physically based deterministic model that simulates the 1-dimensional transport of water and energy in the variably saturated root zone of the soil profile. For the crops listed above the model contains modules for simulating simultaneously the nitrogen balance and the crop response to water and nitrogen availability in the root zone. In Flanders, until recently the model has been sporadically used for the simulation of forest water fluxes of a poplar (Meiresonne et al., 1999 ) and a Scots pine stand , with both applications being validated by sap flow measurements.
The water transport module of WAVE is based on the well-known Richards equation for homogeneous, isotropic, isothermal, rigid and porous media. The soil parameters needed in this module are the water retention curve and the hydraulic conductivity function for the different horizons explored by the root system. Several parametric models exist for describing the soil hydraulic functions. In this paper the retention curve of van Genuchten (van Genuchten, 1980) and the hydraulic conductivity function of Mualem (1976) were used. The model parameters of the soil hydraulic functions were derived from laboratory measurements using undisturbed soil samples.
A Neuman boundary condition was assumed at the top of the soil profile, whereby the flux at the soil surface is the result of the infiltration and the evaporative flux. As long as the soil water conditions are not limiting, the flux is calculated as a balance of potential evaporation, rain, interception and ponding. However, when the soil is saturated by excess of rainfall or when prolonged soil evaporation occurs, the flux condition is changed to a pressure or Dirichlet condition. To solve the soil moisture equation at the bottom of the soil compartment the lower boundaries must be known. In this study, the applied bottom boundary conditions are time series of depth of the water table, pressure heads or in case of a very deep water table, the assumption of free drainage.
The procedure to asses actual evapotranspiration in WAVE is based on the maximum outgoing water flux of the upper boundary condition of the Richards equation. First the potential evapotranspiration of a specific crop (ET c ) is calculated as the product of the reference evapotranspiration (ET 0 ) and the crop coefficient (K c ), as outlined in the Eqs. (1) and (2) (Doorenbos and Pruitt, 1977; Allen et al., 1998) :
with
where ET 0 [mm d −1 ] is the reference crop evapotranspiration corresponding to water consumption of a full grown short grass cover without restriction of water and nutritional elements uptake (Choisnel et al., 1992) . ET 0 expresses the amount of water transferred from the vegetation-soil system to the atmosphere governed by meteorological and plant factors. Time series of ET 0 is input in the WAVE model and can be calculated with Eq. (2) where R n is the net radiation (Allen et al., 1998) .
K c is the crop factor converting the reference evapotranspiration (ET 0 ) to the potential evapotranspiration (ET c ) of the crop under consideration and depends on and varies with the crop development stage, which often is related to the Leaf Area Index (LAI). The crop factor lumps together resistance to transpiration, crop height, crop roughness, reflection and crop rooting. The K c series of for instance broadleaf species are low in winter and high in summer. The K c series of evergreen conifer species vary less during the year. The K c factor, using LAI measurements, was interpolated between its minimum (wintertime) and maximum (summertime) value during spring and between its maximum and minimum value during autumn.
ET c refers to the evaporation demand of crops growing in large fields under optimum soil water, management and environmental conditions. It is a lumped parameter including potential transpiration (T p ), potential soil evaporation (E p ) and canopy interception evaporation (INT). Since forest canopy interception water will evaporate before soil evaporation occurs, E p is calculated as a fraction of (ET c −INT). This fraction is a function of the Leaf-Area Index (LAI) based on light extinction in canopies, or:
where c is a parameter accounting for the interception of incoming solar radiation by the vegetation set equal to 0.6, a value very much in agreement with the value given by Huygen et al. (1997) . Generally, the higher the LAI, the less radiation can reach the soil surface and thus the lower the soil evaporation.
The potential crop transpiration (T p ) is then calculated as ET c reduced by evaporation of the intercepted water and the soil evaporation, or:
where INT is the canopy water evaporation. T p is reduced to an actual level (T act ) based on the prevailing moisture conditions in the root zone between surface (0) and the maximum root depth (L). The maximum root water uptake rate, S max (z), at a given depth z was defined according to Feddes et al. (1978) . The soil pressure head (h) and saturation level will reduce S max with a factor α(h) resulting in the actual water extraction function S(h, z). S max (z) is based on the crop root distribution in the soil profile and was determined from visual observations on the root distribution in soil profile pits. The root distribution function for water extraction in each soil layer was put directly proportional to the root density and the soil water content in that layer. The reduction function α(h) is written as (Belmans et al., 1983) :
where h WP , h F C , h c and h 0 are respectively the soil water pressure head at wilting point, field capacity, critical point where water extraction starts to reduce and saturation. a is a shape parameter determining the linearity or hyperbolic form of the reduction function α(h). For broadleaf and conifer forest species, h c was put respectively equal to −1000 and −2000 cm. T act was calculated as:
The actual soil evaporation (E act ) is the reduction of E p taking into account the soil water pressure head in the upper soil layer. Since in this study it is assumed that ET act , the sum of the actual transpiration and actual evaporation, and the evaporation of the water intercepted by the canopy, stands for the water use (WU) of the vegetation, the latter is given by: 
where O i is the i th measured value, P i is i th simulated value, n is the total amount of available measurements in the considered time interval, and O is the average of the observations. RMSE is a measure of the residual standard deviation and should be as small as possible (optimally 0). The RMSE is a maximum likelihood estimator under the assumption that the measurement errors are normally distributed with a mean value equal to zero and a constant variance. ME measures the correlation between observed and simulated data and should optimally be one. If 0<ME<1, then the modelling results are acceptable; if ME=0, then the average of the observed values is as good as the model; and if ME<0, then taking the average of the observed values gives better results and the model should be rejected.
CD deals with the proportion of the total variance of observed data that is explained by the simulated data and should optimally be one. CD indicates the performance related to the simulation of extreme values in the time series. As such, CD is considered as an indicator of the quality of the simulation of extreme values in soil water content, occurring when the evapotranspiration demand is highest, or after a dry period when intensive rainfalls are observed. The model over-or underestimates the observed values if respectively 0≤CD<1, and if CD>1.
The calibration and validation procedures described in this paper consist of a sensitivity analysis of the model parameters, manual model calibration using simulated and measured time series of soil water content at different depths of the soil profile (March 2000-August 2001) and multi-site validations, i.e. using the calibrated parameters from one site at other experimental sites during the same time period.
The selection of the model calibration parameters was based on the sensitivity analysis of the WAVE model parameters by Ducheyne et al. (2001) . Those parameters are the crop factor (K c ), the saturated hydraulic conductivity (K sat ), the root distribution function and the saturated volumetric soil water content (SMC s ). The measured saturated hydraulic conductivity K sat is highly variable and site dependent ( Vanderborght et al., 2001; Verstraeten et al., 2001 ) and can rarely taken as the hydraulic conductivity measured in the laboratory on undisturbed Kopecky ring samples. In reality, this parameter is 5-10% lower than the conductivity measured in laboratory, which according to van Genuchten et al. (1991) is due to the non-continuity of macro pores and/or the enclosures of air in the soil pore network. The crop factor (K c ) of forest stands cannot be determined with the approach commonly used for agricultural crops. Lysimeter experiments are inappropriate for large trees. Before tuning the K c parameter series, representative K c values ought to be defined for the different forests stands. The procedure of Gochis and Cuenca (2000) was implemented. Weekly K c values were calculated from weekly evapotranspiration values derived as a residual value in the soil water balance (with water flux components measured at the experimental sites) and the reference evapotranspiration derived using the FAO 56 approach (Allen et al., 1998) . It was assumed that the tree crop factor is in the same order as the crop factor for agricultural crops given that the root density of water extracting roots of agricultural crops and forest per unit land surface are similar. In general the root density in the X-Y plane of agricultural crops is larger than the spatial root densities of forest tree roots, however the root system of forest trees is much deeper (Mohren and van de Veen, 1995) . The manual calibration procedure involved the following steps:
(i) SMC s , measured under laboratory conditions, was lowered to the soil moisture values measured during the wettest period in winter with TDR sensors fixed at different depths in the soil profile;
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(ii) The time series of K c was tuned by comparing measured with simulated soil moisture profiles; and (iii) To derive the root water uptake function, a soil root profile description (based on observations in a soil profile pit) was conducted to obtain qualitative root density data and hence measured and simulated soil water contents were compared at different soil depths.
These steps are not strictly separated, taking into account the strong mutual interactions between the model parameters. Per diagnostic soil horizon six undisturbed soil samples were taken (Kopecky rings, 5.1 cm height, 5 cm diameter, 100 cm 3 volume) for the determination of the water retention curve and the hydraulic conductivity relation using standard laboratory methods (Klute, 1986) . To monitor the soil moisture content (SMC) of each soil layer, two Time Domain Reflectometery sensors (TDR, 3 pins, 50 cm) (Topp et al., 1980) were installed horizontally 50 cm apart. Gravimetric soil samples in each soil layer were taken to calibrate the TDR sensors. Ten throughfall collectors (a funnel positioned 1 m above the surface connected with a bottle buried in the soil), each ten meters apart and positioned in a cross pattern (six collectors and four perpendicular to the six) (ICPforests conformity), two tensiometers (at the bottom of the root zone) or, if a groundwater table is present within the 2 to 4 m one groundwater level tube was installed. A standard setup of the instrumentation is depicted in Fig. 1 .
The WAVE model was calibrated using the monitored data of eight experimental plots (plots 1-8). Six plots were used for validation purposes. In the forest stands used for calibration, stemflow devices were installed on three representative trees. The model trees were selected based on the average and the average plus and minus the standard deviation stem diameters at breast height, calculated on all the trees within a 100 m 2 plot. Total rainfall (tipping bucket, Ecotechnic, the Netherlands), throughfall (TF), stemflow (SF) (only on the calibration plots), SMC profile (Tektronix 1502B, Redmond, USA) and the groundwater level (Eijkelkamp, the Netherlands) or soil water pressure head in the bottom compartment (Thies CLIMA, Germany) were measured weekly. During the dormant season (1 November till 28 February) the mea- surements were made fortnightly. Total rainfall was measured in nearby open field plots such that neither vegetation nor any obstacle did intercept rain. SF was measured using a stemflow water collection system, consisting of a coiled gutter configured around the stem. To construct seasonal Plant Area Index (PAI) time series, canopy images were taken using a hemispherical lens (Nikon Fisheye Converter FC-E8), mounted on a digital camera (Nikon digital camera COOLPIX 950). Special attention was given to leaf clumping when calculating Leaf Area Index (LAI) from digital imagery with LICOR type formulas. These formulas calculate the gap fraction, using light extinction models to describe the probability of interception of radiation within canopy layers, as well as the probability of sun flecks at the bottom of the canopy. The Poisson model was used assuming that projections of leaves are randomly located in the plane of the projection. Corrections for stems and branches were not performed, therefore we further use the term Plant Area Index (PAI). Further details of data analysis are given in Sect. 2.4.
The measured data and applied models were assumed to be representative at field level. During the campaign, almost two measurements a week were conducted at plot 1, 2 and 3 (see also Table 1 ). The soil physical characteristics of the 14 plots can be found in Verstraeten et al. (2001) . The reference evapotranspiration was calculated using the PenmanMonteith method as described by Allen et al. (1998) . Meteorological data of the nearest weather station of the Royal Meteorological Institute of Belgium were used. 
Canopy interception and Leaf Area Index determination
The amount of water intercepted by the canopy was derived from the canopy water balance. Daily total rainfall, weekly throughfall (TF) and stemflow (SF) were measured in situ. Because of the large sampling interval, the distance between the total rainfall collector and the forest stand (2 to 10 km) and the impacts of obstacles such as hedges, fences, trees and houses on the measurements, negative interception amounts were occasionally obtained. Hence, the weekly values were disaggregated with a similar technique as used for the disaggregation of rainfall data. In a first step splits weekly measurements of TF and SF were split into daily values using linear interpolation with daily total rainfall. Then linear regression coefficients (intercept set to zero) were derived from the (interpolated) daily TF and SF with daily total rainfall for different periods according to the evolution of LAI. Four periods were delineated: i=1 from 15 November to 30 March; i=2 from 1 April to 14 June; i=3 from 15 June to 14 September; and i=4 from 15 September to 14 November. The resulting correlation coefficients (slopes) were used to derive daily interception amounts by implementing the canopy water balance formula (Eq. 11):
where TF i is the throughfall coefficient (−) for period i, SF i the stemflow coefficient (−) for period i, TR d is the daily total rainfall (mm) and INT id the daily interception depth (mm) derived with coefficients for period i. The subscript i refers to one of the four periods cited earlier.
The LAI derived from hemispherical digital canopy photograph images (HDP). In fact, HDP provides Plant Area Indices (PAI) because leaves, stems and branches are imaged without distinction. Standard methods were used to determine the PAI from the HDP imagery (extracting the blue channel of the optical spectrum, determining threshold values to distinguish plant area from sky fractions) (Jonckheere et al., 2004a, b; Weiss et al., 2004 ). An automated procedure to analyze hundreds of hemispherical digital images was developed by Nackaerts (2002) . Clumping of biomass was dealt with by applying the fractal dimension of the canopy image as correction factors (Nackaerts, 2002) . The implementation of fractal dimension in LAI estimation resulted in a model able to explain 88% of the variation in indirectly measured LAI, as reported by Nackaerts et al. (2001) for an experiment in a pine forest. Jonckheere et al. (submitted) 1 have tested the fractal dimension as a correction parameter for the deviation of forest canopies from assumed theoretical foliage distributions and improved the goodness of fit with more than 10%.
Scenario analysis: comparison of the water use of agricultural crops and forest stands in Flanders
ET time series from model simulations of forests and agricultural crops were compared using the Profile Analysis (PA) module in the SAS-software (SAS Institute Inc. 1992). PA with repeated measurements (Johnson and Wichern, 1992; Jobson, 1992 ) is a statistical method that compares the ET of different groups g (forest and agricultural species) subject to the same set of p measurements (30 years) by examining the p−1 slopes between the adjacent coordinate values for the mean vectors of the groups. The null hypothesis H 0 is that the population mean profiles are similar. If the g profiles are horizontal there are no condition effects, whereas if the g profiles are equal there are no group effects. If the g profiles are neither horizontal nor equal they still may be parallel, which is an indication that there is no interaction between the group effects and the condition effects. So, first the test of parallel profiles was conducted, followed by the test of equal profiles and finally the profiles were tested whether they were horizontal. It is important to note that a metaanalysis of simulated data and not of observed measurements was performed.
For the derivation of the water use of agriculture and forested land ten agricultural fields (Lolium perenne L., Triticum aestivum L., Hordeum vulgare L., Zea mays L., Beta vulgaris L., each twice) fields with crops on which the WAVE model was calibrated and validated (Vanclooster et al., 1995; Ducheyne et al., 2001; Timmerman et al., 2001 ) and a selection of 10 forest stands from the calibration and validation exercise (see Sect. Concerning the agricultural plots, two crops (a main crop followed by a green cover crop) were considered for each simulation year: wheat, barley, maize and sugar beet, respectively. Pasture was assumed to cover the plot permanently. (Plot 3, 4, 5, 6, 7, 9) and Anthrosol (Plot 1) soils (see also Fig. 4) . The main crops wheat and barley were followed by white mustard (Sinapis alba L.), whereas maize was cultivated in combination with grass and sugar beet was followed by fallow land. This means that annual simulation values were the result of two crops, except for pasture. Characteristics of agricultural crops can be found in van Keulen et al. (1982) , Penning de Vries and Van Laar (1982), Spitters (1986) , Spitters et al. (1986 Spitters et al. ( , 1988 , among others. Canopy interception was not taken in consideration for agricultural crops since it only represents a small fraction of the total water use. According to White (1999) the canopy interception amounts 3-10% of the total rainfall, against 18-30% for forests (Dolman et al., 1998 (Dolman et al., , 2000 . Kang et al. (2005) reported a canopy interception of 1.3% with respect to the total irrigation amount for winter wheat in Beijing. Zhao et al. (2004) assumes that the water interception for alfalfa is close to zero.
To compare the WU of agricultural crops and forest vegetation the same atmospheric conditions were considered for all plots in using the climate data of the Ukkel meteorological station (50 • 51 00 N, 4 • 20 00 E, 100 m above sea level), being the main meteorological station of the Royal Meteorological Institute of Belgium. 30 years of meteorological data, 1971-2000, were selected to be sure that the climate time series encompassed the complete temporal variation of Flanders climate. In summary the WAVE model for each plot was run for a 30-year period using the same climate data, and site specific crop, soil and bottom boundary conditions. The most common lower boundary condition was the representation of a groundwater table near the soil surface (maximally 2 m below the soil surface) and a very deep groundwater table (free drainage condition). Since long time series of groundwater levels were rarely available, time series of groundwater levels were generated using the physically based autoregressive exogenous variable model (ARX) developed by Knotters and Bierkens (2000) . This model correlates the fluctuations of the water table to the temporal variation of the rainfall based on short term time series of observed rainfall and water table depth. The calibrated ARX model was then used to generate the time series of the water table depth for the 30-year period using the 30-year daily rainfall time series as input.
Results and discussion
Model calibration
A graphical presentation of time series of measured and simulated volumetric SMC at different depths for plot 1 (a calibration plot with pine cover) is depicted in Fig. 2 . The simulation statistics of the calibration plots (1-8) are listed in Table 1 (upper section). Most of the plots yielded an acceptable agreement between simulated and observed SMC (see the corresponding values for the statistical criteria). An in-depth analysis of the simulation results of the calibration plots is given in the following, and consists of a discussion of the simulated total soil water depth (depth of the soil profile equipped with TDR sensors, tensiometers or groundwater tubes) followed by the analysis of the simulated water content per soil layer (equipped with TDR sensors).
Considering the whole soil profile, a slight underestimation occurred for plot 2 (CD=1.51), and a large overestimation for plot 5 (CD=4.01). The presence of a heavy clay layer (67% of the soil particles smaller than 2 µm) at a depth of 55 cm negatively affected the TDR readings. Previous is reflected in the high CD values (peak values are not well represented). The other soil layers were accurately simulated. Unrealistic TDR readings (SMC larger and smaller than the saturated and residual volumetric SMC) are responsible for the high CD values in plots 2 and 3.
Concerning the ME statistics all calibration plots were simulated satisfactorily except for some soil layers in plots 1, 6, 7 and 8. The negative ME values in Table 1 are frequently observed in the deeper layers. To explain this, four possible reasons are mentioned for plot 1, 6, 7, 8 but also for the validation plots 2, 9, 11, 12, 13 and 14. The combination of hydrological characteristics and the used statistical measure is involved. Firstly, SMC time series in deeper soil layers (especially when shallow ground water tables are involved) are less sensitive to seasonal variations than SMC time series in the near surface layers. Hence, the individual observed SMC values (O i ) are nearly constant (horizontal line) -as is illustrated for plot 1 at 175 cm depth in Fig. 2 -and O i values are nearly equal to the averaged observed value (O). Since the summed squared differences between O i and O are very small, the ratio in Eq. (9) is large and result in negative ME values. The second reason might be measurements errors of observed SMC values in soil layers with a static SMC behaviour (plot 11, 13). The SMC values vary around O, while the P i values do not change much over time. If the averaged predicted SMC is slightly larger than O, negative ME values are obtained. A third reason might be the occurrence of very high short term SMC variations (due to rainfall and soil evaporation) near the surface layer (plot 14) not well captured by the model. Finally, if the modelled water uptake by roots is underestimated, the averaged P i values tend to be larger than O. This results again in negative ME figures.
The RMSE for the profiles is acceptable with values smaller than 2.00, except for plot 4. Plots 4 and 5 are good examples to illustrate why multi-criteria statistics should be used. The CD of plot 4 indicates good simulation results, while the ME suggests that peaks are not well represented by the model. The RMSE is rather large taking into account that the change in SMC between summer and winter is maximal 0.10 cm 3 cm −3 . For plot 5 the CD is indicating that the measured values are much higher than the simulated ones. The groundwater table is located at less than 70 cm below surface for the whole year. Therefore very little variation in SMC is observed and the CD values become large.
In plot 1 (see also Fig. 2 ) very low RMSE's were observed in contrast to the high changes in SMC (more than 0.15 cm 3 cm −3 between summer and winter at 25, 50, 75 and 100 cm depth). The ME of the above mentioned soil layers is very good, indicating that most observed peaks are well simulated. Below 100 cm, ME indicates an unacceptable result notwithstanding that the soil water profile is in general well simulated. The CD value at 100 cm indicates model underestimations, meaning that the simulated water extraction from this soil layer is too low. Keeping in mind the large changes of SMC of 0.10 to 0.30 cm 3 cm −3 , the RMSE value of plot 3 is acceptable. The ME at the different soil depths indicates a representative simulation of the peaks in soil water content, whereas the CD indicates that the model significantly underestimates the average course of soil water content.
Model validation
In Table 1 (bottom section) the range of the statistics of the measured and simulated volumetric SMC of the soil profile, as derived for different depths of the soil profile of the validation plots (9 to 14) are given. The SMC of the beech stands in plots 9 and 12 were simulated using the calibrated values of plot 7. The whole soil profile of plot 9 was well simulated, in contrast to the water content at 96 and 128 cm depth (RMSE=7.86 and 3.56; ME=−0.42 and −9.50, respectively). At a depth of 96 cm the CD values 2.85, indicating an overestimation of the modelled SMC (thus, the observed SMC over the specific period is lower). It might be due to the effect of the presence of fine roots in this layer of which the effect was incorrectly mimicked with the WAVE model. The underestimation of the modelled SMC in the layer below (128 cm) is most likely the consequence of overemphasizing in WAVE the effect of the thin clay layer, 3 cm in thickness, on top of this layer. The layer restricts the redistribution of the excess infiltration water, resulting in an underestimation of the modelled SMC beneath the restricting thin layer.
The beech stand of plot 12 illustrates poor statistics (especially ME) at 15, 65 and 140 cm depth. This plot is a well drained loamy soil characterized by thin fingered soil layers. This hampered seriously the collection of representative undisturbed soil cores for the measurement in the laboratory of the soil hydraulic properties. Moreover, due to the overall dry conditions of the soil profile determination of the bottom boundary condition with tensiometers was inaccurate. On the other hand, at plot 12, water content changes larger than 0.15 cm 3 cm −3 were observed at 5, 15 and 25 cm soil depths, being responsible for a profile RMSE of 2.78. Problems however did appear in constructing an accurate water extraction function for the root system. The oak forest of plot 10 was simulated using the calibration results of plot 8. Again model underestimation is observed. The RMSE of 4.02 is acceptable because of the observed water content changes over the season of 0.30 cm 3 cm −3 . Model underestimation may result from lateral water flows, since this plot is located in a former swamp. The drainage to the catchment of the Scheldt River is man controlled. Sudden drainage of water may occur, lowering the SMC. Especially, during the growing season, when the water demand for evapotranspiration is large, the WAVE model is simulating less water extraction than observed.
The poplar stand of plot 3 was validated using the parameters derived for plot 11. Again, the occurrence of a clay layer, situated at a depth of 120 cm, hindered seriously the interpretation of the TDR readings. TDR readings above saturated and below residual soil moisture levels were observed, despite the shallow water table. The calibration values of plots 1 and 2 were validated using plots 13 and 14. The results of plot 14 are acceptable, despite the poor ME values. Apart from the simulations at a soil depth of 3 cm very few changes in SMC are observed (less than 0.1 cm 3 cm −3 ) at larger depths. The surface layer of plot 14 is very thin with a high organic matter content (4.7%), affecting significantly the TDR readings. The poor ME is the result from simulated small peak values, which were not recorded. The high iron content of the soil in plot 13 is very likely responsible for the poor TDR readings. Gravimetric cross-calibration at 6 moments in time of the TDR readings did not improve the reliability of the readings. The RMSE values are better because of the low level of observed soil water dynamics.
3.3 Water balance in relation to forest stand characteristics 3.3.1 PAI Table 2 summarizes the stand characteristics of the calibration and validation plots: minimum and maximum PAI, TF and SF coefficients for the winter and summer season, minimum and maximum K c , and the average ratio between the actual and potential crop evapotranspiration ET act /ET c , for the period 2000-2001, respectively.
Maximum PAI values (m 2 m −2 ) vary between 1.80 (pine) and 5.50 (ash); minimum values between 0.10 (beech) and 2.60 (m 2 m −2 ) (pine). As a consequence of the evergreen character, little variation in PAI values is found for the pine stands. The mixed stands show higher peak variations in PAI. In comparison to our results, Dolman et al. (1998 Dolman et al. ( , 2000 report higher maximal LAI values for pine and mixed broadleaf forests (respectively 1.90 and 3.80). Probably this is both due to different stand characteristics (stand age, tree density, and site quality) and a different LAI determination method (PAI includes stems and branches). The ratios of the original PAI over the corrected PAI for clusters are 0.56, 0.54, 0.56, 0.58, 0.57, 0.54, 0.53, 0.57, 0.59 and 0.59 for plot 1 to 10. For poplar Dolman et al. (1998 Dolman et al. ( , 2000 reported 3.70, which is (*) Reference surface is grass (Doorenbos and Pruitt, 1977) smaller than 4.80 at plot 3. Plot 3 was the only forest stand where the LAI was not determined using digital hemispherical imagery. Instead, net radiation inside and outside the forest stand was measured (Meiresonne et al., 1999) . For plots 9 and 10, Samson (2001) cited an upper LAI value of 4.35. In uniform stands of ash, oak and beech, Samson et al. (1997) reported LAI values of 2.49, 4.37 and 5.87.
Crop factor
The K c of trees, apart from poplar, is generally less than one. This is in contrast to values reported by Doorenbos and Pruitt (1977) for full grown agricultural crops as barley (K c =1.1), wheat (1.1), sugar beet (1.1), maize (1.15) in similar climatologic conditions, but under optimum soil water, management and environmental conditions. Fruit trees have maximum K c values between 0.95 and 1.2 and minimum K c values between 0.40 and 0.80 as reported by Allen et al. (1998) . Meiresonne et al. (2003) gave minimum and maximum K c values for Scots pine between 0.70, whereas this study yielded values between 0.71 and 0.97. However, Hupet and Vanclooster (2004) commented the ET c (K c .ET 0 ) derived by Meiresonne et al. (2003) and explained why ET c was overestimated. Schaap et al. (1997) cited crop factors of 0.75 before bud break to 1.0 after shoot extension implemented for a Douglas fir forest in the centre of the Netherlands. Edraki et al. (2004) reported crop factors of 0.79 for Rhodos grass and 0.85 for Eucalypt (calculated with pan evapotranspiration) in Australia, values which were found statistically not different (0.95%). Forests seem to consume more water, which may indicate that trees have more impact on groundwater tables than crops (Dolman et al., 1998 (Dolman et al., , 2000 .
Root water uptake
The vertical distribution of the semi-empirical root water uptake function, α(h).S max (z), was evaluated comparing for each soil layer the modelled with observed SMC time series. This macroscopic sink term approach was recently used for instance by Homaee et al. (2002a, b) . An illustration of the non-linear release of soil water due to plant water uptake was given by Warren et al. (2005) . They studied the vertical distribution of soil water storage and release dynamics in Pacific Northwest coniferous forests. 40-60% of the fine roots were located in the upper 20 cm of the soil. However, the soil layer only accounted for 20 % of the total water depletion from the upper 2 m at peak uptake, declining to 4-6% later in the season. This illustrates the contribution of deeper roots to water uptake. Nevertheless, Warren et al. (2005) pointed out that the water uptake from the entire 2 m soil profile strongly depends on the water potential at 20 cm which is an indication that fine roots in the upper soil may play an important role in regulating water uptake. Brauda et al. (2005) compared different root uptake models and found out that the SMC in deeper soil layers (1 m) was simulated with close to zero and negative ME values. In this study on some calibration and validation plots similar less optimal ME values in deeper soil layers were found. Coners and Leuschner (2005) observed a very high temporal and spatial heterogeneity of root water uptake which could be caused by contrasting and variable hydraulic properties of individual roots or root segments. Coefficients of variation ranged between 25% and 150% for 4-6 roots of a species in a soil horizon. Errors in the water up take function of 17% in a corn field in Portugal (observed versus simulated values) were reported by Cameira et al. (2005) . Although the dynamics of root systems of large trees are difficult to assess. Techniques such as ground-penetrating radar combined with sap flow measurements performed on individual root branches may assess the water uptake as illustrated by Nadezhdina and Cermák (2003) .
Water use components (ET act , T act , E act , INT)
The ratio ET act to ET c varies from 77.6 to 99.6% for the calibration plots and from 92.8 to 98.9% for the validation plots. For oak forests, Cermák et al. (1982) and Nizinski et al. (1989) found a transpiration ratio of 80%. Ladekarl (1998) found a ratio of 90%, corresponding well with the values listed in Table 2 . The water balance data of the calibration and validation plots for 2000 and part of 2001 (Rainfall, T act , E act and INT) are given in Table 3 .
The ratios INT/Rainfall, E act /Rainfall and T act /Rainfall of the calibration plots range between 5.9-31.0%, 0.4-26.0%, 19.3-74.4%, respectively. For the validation plots the ratios are between 9.9-37.4%, 1.6-12.3% and 22.9-74.6%. Average values for INT/Rainfall are 22% in the growing season and 14% in the dormant season. Dolman et al. (1998 Dolman et al. ( , 2000 report for a poplar, a pine and a mixed broadleaf forest in similar climatologically conditions a ratio of INT/Rainfall of 18, 27 and 30%. Mixed forests have interception losses of 24-30% (Dolman et al., 1998 (Dolman et al., , 2000 .
Annual transpiration values of 407.2 mm for poplar, 317.4 mm for oak, 171.5-223.7 mm for pine, 358.4 mm for beech and 264.4-271.4 mm for beech/oak were modelled with WAVE using in situ measurements gathered in the period 2000-2001 (Verstraeten et al., 2001) . These values are in the same range as those reported by Dolman et al. (1998 Dolman et al. ( , 2000 .
For the seasonal T act of different uniform forests (oakbeech and ash), calculated from basal sap flow density measurements using LAI as a scaling factor, Samson (2001) reports annual values of 376 and 188 mm, respectively. This author also cites Peck and Mayer (1996) who concluded a mean annual T act of 363 mm based on data of evaporation studies in 9 European beech forests. Meiresonne et al. (1999) found by applying the WAVE model a seasonal T act of 311 mm for a mature hybrid poplar stand. A Scots pine stand showed a higher annual T act when the growing season was dry and warm (295 mm) in comparison with a wet and cold summer (226 mm) . Larcher (1995) reported interception losses in temperate zone deciduous woodland typically ranging between 15 and 30% of the precipitation. If the interception losses are calculated as a percentage of the total WU, values of 18.5% for the poplar stand (plot 3) and 29.1% for the pine stand (plot 1) are found. These values are acceptable with a maximum LAI of 1.8 for plot 1.
For the pine stand (plot 1) the contributions of T act , INT and E act in the total WU for dry months (rainfall of 61. Sap flow measurements carried out on plots 1, 2 and 3 in the period 28 May-15 September 2000, using the sensors developed by Cermák and Nadezhdina (1998) , resulted in T act values of 132, 113 and 201 mm, respectively (Verstraeten et al., 2001) . WAVE simulations for T act for the same plots and period were 136, 111 and 280 mm. For plot 1 and 2 both methods yielded similar values, in contrast to plot 3. A possible explanation could be that the contribution of E act in plot . ET act is the sum of T act and E act (period: 1971-2000) .
3 in the total WU is too small compared to the T act because of the high LAI of the forest stand in this plot. On the other hand, in order to obtain modelled T act values which are similar to the measured using sap flow sensors, the LAI must be smaller than 3. Meiresonne et al. (1999) carried out sap flow measurements in plot 3 in the period 8 August-3 September 1997, and found at maximal developed LAI a correlation between the transpiration measured with sap flow (T sapfl ) and ET c of T sapfl =0.86×ET c with a correlation coefficient of 0.77. The same correlation was derived when the simulated T act was plotted against ET c for the period 1 July-31 August 2000 with a correlation coefficient of 0.78. If these correlations are applied, the underestimation of the measured sap flow versus the simulated transpiration in 2000 is probably due to up-scaling errors.
Scenario analysis
The annual WU components for each plot averaged over 30-years are depicted in Fig. 3 for forests and Fig. 4 for agricultural crops. Notice that the same species can have different WU amounts despite the same atmospheric conditions. This is due to different soil and environmental characteristics. Stand characteristics can be highly variable for the same tree species as shown in For the period 1997-2000, the WU values of respectively 10 forest and 10 agricultural plots were averaged (see Fig. 5 ). The ET act and T act time series indicate some evidence of parallelism. However, the time series for forests depict more and sharper peak values while agricultural fields respond less to variations in the atmospheric water demand. From the results of the Multiple Analysis Of Variance (MANOVA) (Profile Analysis method) and the F-statistics it is concluded that the hypothesis "of no land use effect on the ET act " does not apply in favour of the alternative hypothesis. Clearly, this means that forests show different water use behaviour than agricultural crops. For the sake of completeness one has to be aware that no interception evapotranspiration of the agriculture crops has been taken into account (3-10%). In addition, the statistical analyses revealed that the assumption "of no overall effect of the different years (30 conditions)" is not valid. Again, this means that different years influence the water use. This is consistent with the results obtained with the Mixed General Linear Model method; see Wolfinger and Chang (1995) for more details on the technique. This study clearly shows that the overall water use is higher for forest. This is in concordance with results as reported by Ladekarl (1998) , Bosch and Hewlett (1982) , but not with results reported as by Bastiaanssen et al. (2001) . This might be due to the snapshot sample of water use during summer (maximum crop growth), not integrated on annual basis. Soil evaporation is considerably lower in forests compared to cropland. It is important to note that the results of these analyses were carried out irrespective of the precondition of normality for all time series.
Average E act distribution of forests and agricultural fields in Flanders is not normally distributed. Additional analysis shows that the distribution is lognormal, primarily due to the extremes observed in plot 1, a very sparse pine forest (PAI max is 1.80) with an E act which is much larger than for the other forest sites (PAI max ranges from 3.20 to 5.46). The results of the t-test for the assumption of two distributions having the same variance (homoscedastic), or unequal vari- the atmospheric conditions of the year (wet versus dry years). The study also reveals that the time-land use interaction affects the WU components. The average annual simulated ET act is 491 mm for forest stands and 398 mm for crops; T act is respectively 315 and 261 mm. The annual E act under forest vegetation is estimated at 47 mm and 131 mm for cropland. The average annual INT in forest is 126 mm. The interception of agriculture crops is assumed to be very small and is set to zero although literature applied values state that interception losses of agricultural crops can vary between 25 and 82 mm.
Although the study yielded a good picture of the ratio between the annual water fluxes in forest stands and cropland, future research should focus on the experimental determination of the different contributing mass fluxes in evapotranspiration, as to improve current modelling tools. Sap flow measurements provide accurate daily tree transpiration estimates, whereas measurements of soil heat fluxes could be used to measure soil evaporation. The Bowen Ratio method (Verma, 1990 ) applied on fluxes measured in and above the canopy together with footprint analyses, and scintillometer experiments (De Bruin et al., 1995) are all useful methods to collect time series of the WU components necessary for model development, calibration and application. Determination of the temporal variation of ET must also proceed with the modelling of its spatial variation.
Concerning the effect of land use on WU, further studies should focus also on the regional scale, either by using a GISmodelling approach or applying remote sensing techniques (Verstraeten et al., 2005) . Nevertheless as illustrated in this study stand scale models can deliver major support to the interpretation of remotely sensed derived WU values, both in space and time.
