Let Γ be an anisotropic fractal. The aim of the paper is to investigate the distribution of the eigenvalues of the fractal differential operator
Introduction
Motivated by some aspects of boundary value problems for partial differential equations, several authors have recently been concerned with the study of function spaces on and of fractals. We refer mainly to the papers by A. Jonsson and H. Wallin [7] [8] [9] [10] and to the book [16] where complete references to this topic are given.
Let Ω be a bounded domain in # having C _ boundary cΩ and let 0 d A 2. An anisotropic d A -set Γ 9 Ω having anisotropic deviation 0 a 1 is, roughly speaking, a compact set which can be covered for any j ? ! with N j " 2 jd A rectangles R jl (l l 1, … , N j ) with vol R jl " 2 −#j , having sides parallel to the axes and side lengths r j,l " , r j,l # satisfying 2 −j("+a) r j,l # r j,l " 2 −j("−a)
for any l l 1, … , N j . This concept was introduced in [16, 5.2] . If Γ is such an anisotropic d A -set then there exists a uniquely determined Radon measure µ in # with supp µ l Γ and µ(ΓER jl ) l (vol R jl ) d A /# if j ? ! and l l 1, … , N j (see [16, 5.5] ). Let (k∆) −" be the inverse of the Dirichlet Laplacian in Ω. makes sense as a mapping from W b " # (Ω) into Dh(Ω) and it turns out that the fractal differential operator T l (k∆) −" @ tr Γ generates a compact, non-negative, self-adjoint operator in W b " # (Ω). Furthermore, as proved in [16, 30.7] , there exist positive constants c " 0 and c # 0 such that for the positive eigenvalues λ k (T ) of T c "
The study of operators of type (k∆) −" @ tr Γ is motivated in a natural way by the so-called fractal drums : the problem of finding the eigenfrequencies of a vibrating membrane (interpreted as a bounded domain Ω in the plane #), fixed at its boundary, having the whole mass concentrated on some fractal compact set Γ 9 Ω, can be reduced to the study of eigenvalues of operators of that type. More information about this subject is given in [16] , especially in Sections 26.2 and 30.1-30.5, where one can find some modifications and a detailed discussion about this topic as well as further references extending the problem.
The aim of this paper is to discuss the sharpness of (1.2) and to shed some new light on these estimates. Restricting ourselves to the class of regular anisotropic fractals (anisotropic generalisations of the Cantor set in the plane) we prove that there exist two constants C "
, C # 0 such that for all k ? ,
. This means, in particular, that the estimates in (1.2) are not sharp in general. Furthermore, we will indicate a large class of regular anisotropic fractals for which λ k (T ) " k −" , the so-called strongly regular anisotropic fractals.
In Section 2 we present the basic facts concerning regular anisotropic fractals. The main result, containing the precise formulation of (1.3), is presented with comments in Section 3. The proof is in Section 5, whereas Section 4 contains some preparatory facts for the proof.
All unimportant positive constants are denoted with c, occasionally with additional subscripts within the same formulae. The equivalence ' term " " term # ' means that there exist two constants c "
, c # 0 independent of the variables in the two terms such that c "
term
Preliminaries

Regular anisotropic fractals
Let denote the natural numbers and let ! l Do0q. Let Q l [0, 1]i[0, 1] and let the log be taken with respect to the base 2, let 1 K " K # be natural numbers, let
be N 2 contractions of # into itself specified by
vol A m Q 1. We suppose, in addition, that the rectangles A m Q are located in the columns as indicated in Figure 1 . Let
    
This sequence of sets is monotonically decreasing and by [5, Theorem 8.3 ] its limit
is the uniquely determined fractal generated by the contractions (A m ) N m="
. Fractals constructed in this way are anisotropic generalisations of the Cantor set in # and were called generalised Sierpinski carpets in [11] (since Sierpinski's universal curve is a special case of this construction) and regular anisotropic fractals in [16, 4.18] .
Let n l denote the number of rectangles A m Q in the lth column, l l 1, … , K " . Throughout this paper we will assume that n l 1 for any l l 1, … , K " (in each column at least one rectangle A m Q is located).
The Hausdorff dimension (see [6, 2.2] 
and the box-counting dimension (see [6, 3.1] 
Proofs of (2.2) and (2.3) are given in [11] ; see also [6, Example 9.11] . Notice that in this type of example the Hausdorff dimension depends not only on the number of rectangles selected at each stage but also on their relative position. Moreover, it is clear that dim H Γ and dim B Γ are not, in general, equal.
be the N 2 affine maps introduced in (2.1). The affine dimension of Γ l (AQ)
_ (see [16, 4.12] ) is the uniquely determined positive number
(in any column there is the same number of rectangles) then we call Γ a strongly regular anisotropic fractal.
as a simple consequence of (2.2), (2.3) and (2.4). Furthermore, Γ is an isotropic d-set (see [16, 3.1] for definition) where (2.4) . Then there exists a Radon measure µ in # uniquely determined with supp µ l Γ and
Then there exist two numbers λ + 0 and λ − 0 such that
We call λ + the upper mass concentration factor of Γ and λ − the lower mass concentration factor of Γ since these numbers give information about the distribution of the rectangles in Figure 1 and about the structure of Γ.
R 2.5. Clearly λ + 1 since we assumed that n l 1 for every l ? o1, … , K " q. Note also that if λ + l λ − l 0 then Γ is strongly regular according to Definition 2.1.
It is clear that for any
The rectangles E jl are almost squares ; it is immaterial for what follows to assume that E jl are squares, which means that
The lemma below gives information about the mass concentration in E jl (l l 1, … , 2 j κ #a).
L 2.6. There exist constants c "
, c # 0 such that the measure of any square E jl can be estimated by
rectangles R ν with side lengths 2 − νκ ("−a) , 2 − νκ ("+a) belonging to (AQ) ν which are obtained from R j after νkj steps of iteration.
Hence any square E jl contains at most n ν −j max of the rectangles R ν ; see Figure 2 . Clearly µ(ΓEE jl ) cn ν −j max µ(ΓER ν ). By (2.4), (2.5), (2.6) and ν(1ka) l j(1ja) the estimate from above in (2.8) follows from
The estimate from below can be obtained in the same way.
As a simple consequence of ν(1ka) l j(1ja) we obtain the following corollary.
C 2.7. There exist constants c " , c # 0 such that for any square E jl of side length 2 − νκ ("−a) we ha e c " 2
R 2.8. In the situation in Figure 1 , by changing the roles of columns and rows we may suppose that in each column precisely one rectangle A m Q is located ; then 1 a " 2 (which is equivalent to K " K # ). Let
be an odd natural number and let the rectangles A m Q be arranged as depicted in Figure 3 where we choose in the counterpart of (2.1) always η m # l 1 and we choose η m " l 1 in the first K # columns, η m " lk1 in the second K # columns (additional reflection), then again η m " l 1 in the third K # columns and so on. Under these assumptions the resulting anisotropic fractal Γ is the graph of a continuous function ; for a proof see [16, 4.21] . It is clear that Γ may be interpreted as a generalisation of Hironaka's curve (briefly presented in [11] ). The Hausdorff dimension of Γ is dim H Γ l 2ka # \a " ; see [16, 4.22] . It is not difficult to see that Γ is a strongly regular anisotropic fractal with affine dimension d A l a " l 1ka.
The spaces L p (Γ)
Some preliminaries. We recall here the definition of Besov spaces on #. Let ! be a C _ function on #, ! (x) l 1 if QxQ 1 ; supp ! 9 ox ? # : QxQ 2q and let
(with the usual modification if q l _) is finite. Here gV l Fg and g\ l F −" g are respectively the Fourier and inverse Fourier transform on S h(#). These are quasiBanach spaces (Banach spaces if p 1 and q 1) which are independent of the choice of ( j ) (#) spaces may be found in [14] and [15] ; for a more recent account we refer also to [4] and [12] . These two scales of function spaces include many well-known classical spaces such as Sobolev spaces, Ho$ lder-Zygmund spaces and inhomogeneous Hardy spaces. Let Γ be the regular anisotropic fractal constructed above. The L p -spaces on Γ, 0 p _, are introduced in the usual way with respect to the underlying Radon measure µ on Γ according to Theorem 2.3. 
Moreo er, if Γ is strongly regular and if 1 p _ then (in the sense of (2.10))
Proof. We consider a square Q(x, t) centred at x ? # and with side length 2 − νκ ("−a) ; by the right-hand side of (2.9) we have µ (ΓEQ(x, t) Theorems 2.9 and 2.10 pave the way to our main result (which is presented in the next section) but we hope they are also of independent interest. They are the anisotropic counterparts of [17, Theorems 2 and 3] (see also [16, 18.2, 18 .6]), and complement the results from [16, 18.15, 18 .17]. 
Moreo er, if Γ is strongly regular and if 1 p _ then
tr Γ B (#−d)/p p" (#) l L p (Γ), d l d A j2a 1ja . (2.14) Proof. If p l _ we have B! _ " (#) -C(#)
The main result
where the infimum is taken over all g ? B s pq (#) such that its restriction to Ω, denoted by g Q Ω, coincides in Dh(Ω) with f. In particular B"
In the sequel Γ 9 Ω will be a regular anisotropic fractal and we shall not distinguish between f Γ as an element of some L p (Γ) and as the distribution belonging to some B −s p _ (Ω) according to (2.11) . To avoid any misunderstanding we emphasise that the trace operator has two different meanings which we distinguish by tr Γ and tr Γ if extra clarity is desirable. If, for example, 1 p _, then
(3.1) by (2.13) and tr
if one also applies (2.11). The latter can be rephrased by asking for an optimal extension of tr Γ considered as a mapping from D(Ω) into Dh(Ω) given by (1.1). Recall that (k∆) −" stands for the inverse of the Dirichlet Laplacian in Ω. (2.4) . Let
Let tr Γ be the trace operator in the interpretation (3.2) and (1.1), whereas tr Γ stands for the trace operator according to (3.1) .
(
and is generated by the quadratic form in 
Furthermore, if Γ is strongly regular then there are constants c "
The proof of the theorem is in Section 5 but here we make some comments. If T has only m( _) distinct eigenvalues and M is the sum of their algebraic multiplicities, we put λ k (T ) l 0 for k M.
Perhaps the most useful connection for our purposes between the eigenvalues of the operator T and its entropy numbers is the following theorem. 
