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Notations
Notations mathe´matiques ge´ne´rales
[[a, b]] Ensemble des entiers dans l’intervalle [a, b], c’est [a, b] ∩ Z.
11A Fonction indicatrice de A dans {0, 1}, 11A(x) = 1 ssi x ∈ A.
exp(x) Fonction exponentielle exp(x) = ex
K Ensemble quelconque, pouvant eˆtre N,Z,Q,R ou R+.
K∗ K∗ = K − {0}.
K+ K+ = {k ∈ K, k > 0}.
Kp Ensemble des vecteurs de dimension p ∈ N a` coefficients dans K.
Mm,n(K) Ensemble des matrices a` m ∈ N lignes et n ∈ N colonnes a` coefficients dans K.
N = Z+ Ensemble des nombres entiers positifs.
R Ensemble des nombres re´els.
z+ z+ = max(0, z) pour z ∈ R.
Notations communes pour UCP et UCPd
U Ensemble des unite´s de production.
T Ensemble des pas de temps. On note T = [[1, T ]], t = 0 est l’instant initial
lu Dure´e minimale d’arreˆt de l’unite´ u.
Lu Dure´e minimale de fonctionnement de l’unite´ u.
DPt Demande (pre´visionnelle) de puissance a` la date t.
DR1t Demande de re´serve primaire a` la date t.
DR2t Demande de re´serve secondaire a` la date t.
Cdemu Couˆt de de´marrage de l’unite´ u.
Cfixu Couˆt de production fixe lorsque l’unite´ u est active.
Cprpu Couˆt de production proportionnel a` la puissance produite de l’unite´ u.
Notations spe´cifiques pour UCPd
Iu Ensemble des points de fonctionnement de la tranche u. (0 pour un arreˆt).
Nu Nombre de points de fonctionnement de l’unite´ u.
i
(0)
u Point de fonctionnement initial, avant l’optimisation.
Pu,i Puissance produite par l’unite´ u au point de fonctionnement i.
R1u,i Capacite´ maximale en re´serve primaire de l’unite´ u au point de fonctionnement i.
R2u,i Capacite´ maximale en re´serve secondaire de l’unite´ u au point de fonctionnement i.
∆+u,i Dure´e minimale au point i de l’unite´ u avant une monte´e de puissance.
∆−u,i Dure´e minimale au point i de l’unite´ u avant une baisse de puissance.
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Notations pour le proble`me de planification des rechargements nucle´aires
Ensembles et indexations
t ∈ T = [[1, T ]] Ensemble des pas de temps, chaque pe´riode correspondant a` [t, t+ 1]
w ∈ W = [[1,W ]] Ensemble des semaines de l’horizon d’optimisation.
j ∈ J = [[1, J ]] Ensemble des moyens de production dits de type I).
i ∈ I = [[1, I]] Ensemble des re´acteurs nucle´aires (moyens de production de type II).
k ∈ Ki = [[0,Ki − 1]] Ensemble des cycles d’un re´acteur nucle´aire i .
s ∈ S = [[1, S]] Ensemble des sce´narios stochastiques du challenge ROADEF.
δ ∈ ∆ Ensemble des sce´narios de prolongation d’arreˆt
m ∈Mi,k = [[1,Npi,k]] Ensemble des points de la courbe de stretch du re´acteur i pour le cycle (i, k)
Notations temporelles
Demt,s Demande en puissance au pas de temps t pour le sce´nario s
Dt amplitude de temps entre les pas de temps t et t+ 1
tw Premier pas de temps de la semaine w
wt Semaine auquel appartient le pas de temps t
Notations pour toute unite´ thermique j (type 1)
Csjt Couˆt de production proportionnel a` la puissance produite a` t au sce´nario s.
Pminsjt Puissance minimale au pas de temps t et au sce´nario s.
Pmaxsjt Puissance maximale au pas de temps t et au sce´nario s.
Notations pour toute unite´ nucle´aire i (type 2)
Amaxi,k Anticipation maximale pour de´marrer le cycle k + 1.
Boi,k Niveau de fuel au Bore nul du cycle k
Ci Valorisation dans l’objectif des niveaux de combustible finaux.
ci,k,m Ordonne´e des points de la courbe de profil stretch au mode m, ccyle k.
Dai,k Nombre de semaines nominal de l’arreˆt du cycle k.
Dai,k Nombre de semaines de l’arreˆt du cycle k en cas de prolongation.
fi,k,m Abscisse des points de la courbe de profil stretch au mode m, ccyle k.
Mmaxi,k Modulation maximale globale sur le cycle de production k.
Pmaxti Puissance maximale au pas de temps t .
Qi,k Coefficient de pertes en rechargement au cycle k.
Rminik Rechargement minimal a` l’arreˆt du cycle k.
Rmaxik Rechargement maximal a` l’arreˆt du cycle k.
Smaxi,k Niveau maximal de combustible sur le cycle de production k.
Xii Niveau de combustible initial.
Glossaire
ACO Algorithme des colonies de fourmis
ASN Autorite´ de Suˆrete´ Nucle´aire
ASR Arreˆt pour Simple Rechargement
B&B Branch&Bound
Cplex Solveur de PLNE de´veloppe´ par Ilog.
CSP Cutting Stock Problem, proble`me de de´coupe de rouleaux de papier
CSP Constraint Satisfaction Problem, proble`me de satisfaction de contraintes
EDF Electricite´ de France.
EJP Effacements Jours de Pointe
EURO Association Europe´enne de Recherche Ope´rationnelle.
FP Feasibility Pump
GRASP Greedy Randomized Adaptive Search Procedure
GUB Generalized Upper Bound, contraintes de type
∑
xi 6 1.
INRIA Institut National de Recherche en Informatique et en Automatique
JPOC Journe´es Polye`dres, Optimisation Combinatoire
OPL Modeleur et interface de Cplex de´veloppe´e par IBM Ilog.
ORION Algorithme de placement des arreˆts nucle´aires en exploitation a` EDF
PL Programmation Line´aire ou Programme Line´aire.
PLNE Programmation (ou Programme) Line´aire en Nombres Entiers.
PAN Plannification des Arreˆts Nucle´aires (pour maintenances et rechargement)
PMR Proble`me Maˆıtre Restreint.
POPMUSIC Partial Optimization Metaheuristic under Special Intensification Conditions
PPC Programmation Par Contraintes.
PSO Particle Swarm Optimization, algorithme par essaims particulaires
Matheuristique Heuristique utilisant la programmation mathe´matique
RINS Relaxation Induced Neighborhood Search, heuristique pour la PLNE.
RTE Re´seau de Transport d’Electricite´.
RO Recherche Ope´rationnelle.
ROADEF Association Franc¸aise de Recherche Ope´rationnelle et d’Aide a` la De´cision.
SOS Special Ordered Sets.
Stretch Courbe de production de´croissante nucle´aire en fin de cycle
TANNAT Mode`le de re´solution PLNE de´veloppe´ a` EDF R&D pour PAN
UCP Unit Commitment Problem.
UCPd Unit Commitment Problem avec des puissances de productions discre`tes.
VND Variable Neighborhood Descent, variante de´terministe de VNS
VNS Variable Neighborhood Search
VRPTW Vehicle Routing Problem with Time Windows
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Re´sume´
Mode´lisation et re´solution de grands proble`mes stochastiques combina-
toires : application a` la gestion de production d’e´lectricite´
Le formalisme de la Programmation Line´aire en Nombres Entiers (PLNE) est couramment utilise´ dans
le monde industriel pour mode´liser des proble`mes d’optimisation complexes. Ce succe`s provient de la
facilite´ a` mode´liser globalement des proble`mes d’optimisation avec de nombreux jeux de contraintes et de
variables de´cisionnelles dont des variables discre`tes. La re´solution ge´ne´rique en PLNE par l’algorithme de
Branch&Bound permet de concentrer le travail sur les questions de mode´lisation, pour une re´solution de
type boˆıte noire. Malgre´ les importants progre`s re´alise´s par la PLNE ces dernie`res de´cennies, la re´solution
est souvent limite´e pour des proble`mes de taille re´elle. Les me´thodes heuristiques sont alors utilise´es pour
trouver des solutions de bonne qualite´ sans preuve d’optimalite´, ni meˆme de majoration de l’e´cart a` la
solution optimale.
Il e´tait question d’e´tudier les limites de la re´solution exacte et des heuristiques sur des proble`mes
industriels d’optimisation d’EDF R&D a` mode´liser en PLNE, en vue de leur insertion dans le processus
de´cisionnel ope´rationnel. L’application principale concerne la planification des arreˆts de maintenance et de
rechargement des centrales nucle´aires, qui a fait l’objet du Challenge EURO/ROADEF 2010. Nous avons
aussi traite´ un proble`me discre´tise´ de production journalie`re d’un parc thermique a` flamme. Ces deux
proble`mes d’applications ont des structures et des caracte´ristiques de re´solution frontale Branch&Bound
tre`s diffe´rentes.
La me´thodologie suivie est analogue pour les deux cas. On mode´lise tout d’abord le proble`me avec une
formulation compacte PLNE, pour en analyser les limites de la re´solution frontale par Branch&Bound.
Des me´thodes de de´composition peuvent alors eˆtre e´tudie´es. On de´rive ensuite les me´thodes exactes en
matheuristiques pour re´soudre des instances de taille re´elle. Dans cette optique, l’hybridation de Variable
Neighborhood Search (VNS) avec des voisinages de´finis par PLNE a donne´ des re´sultats tre`s probants sur
les deux proble`mes en termes de qualite´s de solutions.
Le fait d’avoir travaille´ avec des me´thodes exactes a permis e´galement de chiffrer l’impact d’hypothe`ses
de re´solution, de re´pondre a` des conside´rations ope´rationnelles, mais e´galement d’obtenir des bornes
infe´rieures. Pour le proble`me du Challenge EURO/ROADEF 2010, nous avons pu obtenir des bornes
qui ame´lioraient les meilleurs bornes de l’e´tat de l’art.
Mots-cle´s : Recherche Ope´rationnelle, Programmation Line´aire en Nombres Entiers (PLNE), Pro-
grammation Mathe´matique, Matheuristiques, Variable Neighborhood Search (VNS), Optimisation sous in-
certitude, Gestion de production d’e´lectricite´, Unit Commitment Problem, Planification des maintenances
et des rechargements des centrales nucle´aires, Challenge EURO/ROADEF 2010.
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Abstract
MILP Modelling and resolution of industrial stochastic and combinato-
rial optimization problems : application to energy management problems
Mixed Integer Linear Programming (MILP) is a very popular and useful framework to model indus-
trial optimization problems. This success is due to the facility to model complex optimization problems,
with numerous sets of constraints and variables, including discrete variables. The work can be focused on
modeling, with a black box generic resolution to optimality with Branch&Bound (B&B) algorithm, or with
a specialized decomposition algorithm. If MILP made lots of progresses on the last decades, it is often
not sufficient to tackle real world size instances. In such cases, heuristic methods are commonly used to
find good quality solutions, without any guarantee to reach the optimum and any proven bound to the
optimum.
Our work focus on two complex industrial problems from energy management optimization, with
different structures and resolution characteristics. First application is a discretized daily Unit Commit-
ment Problem of thermal units with specific dynamic constraints. Second application comes from the
EURO/ROADEF 2010 challenge, scheduling problem of nuclear power plants’ outages for maintenances
and refueling.
In both cases the methodology was first to model efficiently the considered problem with a MILP
compact formulation, and analyze the frontal resolution’s limits with B&B. Decomposition methods could
also be investigated, before the exact methods are derived in a matheuristic, to be able to tackle real size
instances. In particular, Variable Neighborhood Search (VNS) with MILP neighbourhoods gave outstanding
results on our problems. Our work allowed to answer natural modeling questions, estimating the impacts
of usual hypothesis. Furthermore, we derived dual bounds for these optimizations problems.
Keywords : Operations Research, Optimization, Mathematical Programming, Mixed Integer Linear
Programming (MILP), Matheuristics, Variable Neighborhood Search(VNS), Unit Commitment Problem,
Maintenance scheduling of Nuclear Outages, Challenge EURO/ROADEF 2010.
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Introduction
Cette the`se a e´te´ initie´e sous l’impulsion d’EDF R&D, pour combiner des me´thodes de re´solution
exacte de programmation mathe´matique (INRIA Bordeaux) avec des techniques de re´solution heuristique
(INRIA Lille), sur des proble`mes d’applications d’EDF R&D. Il en re´sultait un partenariat EDF/INRIA
Lille/INRIA Bordeaux pour un montage CIFRE de the`se industrielle. Avec l’accord de la DGA, j’ai pu
m’engager dans ce projet comme ”formation par la recherche”, pour un montage DGA/EDF/INRIA ou`
la DGA a la charge de mon financement tandis qu’EDF R&D financ¸ait le contrat d’accompagnement avec
l’INRIA, et mes de´placements dans le cadre de la the`se.
L’application majeure ple´biscite´e par EDF R&D e´tait le proble`me de planification des arreˆts de main-
tenance et de rechargement des centrales nucle´aires. La the`se faisait suite a` un travail de mode´lisation pour
le challenge EURO/ROADEF 2010. Le besoin ope´rationnel n’e´tait pas comple`tement de´fini et bien que le
proble`me du challenge ROADEF comporte suffisamment de difficulte´s, avec divers jeux de variables et de
contraintes. Les objectifs de mode´lisation d’EDF R&D e´taient encore plus ambitieux.
Le but premier de cette the`se e´tait d’e´tendre la formulation du challenge ROADEF en inte´grant les
proble´matiques de robustesse lie´es a` des ale´as de prolongation d’arreˆts. Le besoin ope´rationnel pre´conisait
des solutions robustes vis a` vis des contraintes d’ordonnancement. En outre, la re´optimisation mensuelle
des plannings de rechargements nucle´aires engendrait un besoin de stabilite´ du planning au fil du temps.
La volonte´ d’EDF e´tait de se baser sur des approches de re´solution exacte. Le choix des me´thodes de
re´solution pour la formulation PLNE du proble`me e´tait une question a` muˆrir, les approches utilise´es a`
EDF e´tant principalement des me´thodes d’optimisation continue telles que la de´composition par les prix.
Les me´thodes de mode´lisation PLNE et d’hybridations avec des me´taheuristiques e´tant ge´ne´riques,
il s’agissait d’e´tudier dans quelle mesure ces me´thodes pouvaient s’appliquer a` d’autres proble´matiques
d’EDF mode´lisables en PLNE. Le proble`me journalier d’optimisation de la production e´lectrique en est un
cadre adapte´. Cette proble´matique ayant fait l’objet de mon projet de fin d’e´tude a` EDF R&D dans les
cas du parc thermique a` flammes, cette mode´lisation a ainsi e´te´ re´utilise´e. Une de mes motivations initiales
pour approfondir ce travail e´tait d’imple´menter un sche´ma de ge´ne´ration de colonne sur ce proble`me.
Cette the`se est organise´e en quatre parties. La premie`re partie introduit le contexte acade´mique de
Recherche Ope´rationnelle et le contexte national de la gestion de production d’e´lectricite´. La seconde
partie s’applique sur un proble`me de l’optimisation journalie`re du parc thermique a` flammes, analysant
tout d’abord la re´solution exacte par PLNE et de´composition, avant de de´river les formulations PLNE en
matheuristiques. La troisie`me partie s’applique au proble`me de planification des arreˆts de maintenance et
de rechargement des centrales nucle´aires, suivant la meˆme me´thodologie. De plus, nous avons e´tudie´ sur
ce proble`me l’introduction de conside´rations de robustesse. La dernie`re partie de´taille les conclusions et
apports de cette the`se, ainsi que les perspectives ouvertes pour la suite.
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Chapitre 1
PLNE, mode´lisation et re´solution
Re´sume´ : Ce chapitre re´introduit les bases de mode´lisation mathe´matique et de re´solution ne´cessaires
a` la compre´hension des de´veloppements de la the`se. Le formalisme de la Programmation Line´aire en
Nombres Entiers est pre´sente´ en de´veloppant les aspects the´oriques et pratiques de la re´solution. Les
techniques de de´composition de Benders et de Dantzig-Wolfe sont de´veloppe´es avec leurs algorithmes
de re´solution exacte par ge´ne´ration de coupes et de colonnes. Pour les proble´matiques d’optimisation
sous incertitude, nous pre´sentons les formalismes de la programmation stochastique et de l’optimisation
robuste. Enfin, nous pre´sentons les approches heuristiques, en insistant sur leur potentiel d’hybridation
avec des approches exactes.
La Recherche Ope´rationnelle (RO) se de´finit comme l’ensemble des me´thodes rationnelles traitant
de proble`mes de´cisionnels du monde re´el. En particulier, les formalismes d’optimisation sous contraintes
permettent de mode´liser des proble´matiques de´cideurs confronte´s a` des prises de de´cisions face a` un grand
nombre d’informations, de contraintes, et d’ale´as, que la puissance informatique traite plus aise´ment que
des ope´rateurs humains. Ce chapitre re´introduit les bases de RO ne´cessaires pour la suite de la the`se.
1.1 Programmation Line´aire en Nombres Entiers (PLNE)
Le cadre de la Programmation Line´aire en Nombres Entiers (PLNE) est couramment utilise´ pour
mode´liser et re´soudre des proble`mes industriels. Un tel succe`s provient d’une part de la facilite´ a` mode´liser
des proble`mes d’optimisation complexes, et d’autre part de l’existence d’algorithmes efficaces de re´solution.
Cette section introduit le cadre de la PLNE, dans l’optique de de´finir un cadre the´orique mais aussi pratique,
pour donner les cle´s d’une re´solution efficace de proble`mes mode´lise´s en PLNE.
1.1.1 De´finitions et premiers exemples
La PLNE traite des proble`mes qui s’e´crivent mathe´matiquement de la forme suivante :
min
x∈Nm×Rp+
cx
s.c : Ax = b
Mx > d
(1.1)
Le vecteur de´cisionnel x comprend des de´cisions discre`tes et des variables continues. On lui associe
un couˆt line´aire c ∈ Rm+p. L’ensemble de re´alisabilite´ est de´crit par des contraintes line´aires d’e´galite´ et
d’ine´galite´, repre´sente´es par les matrice A ∈Mn,m+p(R), M ∈Mn′,m+p(R) et des second membres b ∈ Rn,
d ∈ Rn′ . Dans le cas ou` toutes les variables x sont continues, on parle de Programme Line´aire (PL). Dans
le cas ou` l’ensemble de re´alisabilite´ de´fini par Ax = b et Mx > d est borne´ et non vide, il est compact et
l’existence d’une solution atteignant le minimum global est assure´e.
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On note que l’on peut se ramener a` l’e´criture (1.1) par transformations d’e´criture. Pour des variables
x 6 0, on utilise le changement de variable y = −x > 0. Pour des variables x non signe´es, on de´finit
y(+), y(−) > 0 et on remplace les occurrences de x par y(+) − y(−). Pour un proble`me de maximisation,
on se rame`ne a` une minimisation en conside´rant (−c)x comme fonction objectif. Les contraintes d’e´galite´
Ax = b peuvent s’e´crire duplique´es Ax 6 b et (−A)x 6 −b. Inversement, les contraintes d’ine´galite´s
Mx > d s’e´crivent Mx = d + s en rajoutant des variables s > 0. De nombreux proble`mes quadratiques
se line´arisent en PLNE, nous re´fe´rons a` [5], [6]. Les contraintes logiques et/ou/implication se line´arisent
e´galement en PLNE, nous re´fe´rons a` [71]. Nous re´fe´rons e´galement a` [66] pour une introduction pe´dagogique
a` la mode´lisation PLNE.
Le cadre de la PLNE permet de mode´liser de nombreux proble`mes complexes d’optimisation, ce qui
a contribue´ a` sa popularite´ dans le monde industriel. On pourra se reporter a` [24] pour des applications
industrielles de la PLNE. L’exemple canonique de la PLNE est le proble`me de sac a` dos : disposant de N
objets, chaque objet i ayant une masse mi et une valeur ci, d’un sac a` dos de contenance maximale M , il
s’agit de remplir le sac a` dos en maximisant la valeur totale. Cela donne la formulation PLNE suivante :
max
x∈{0,1}N
N∑
i=1
cixi
s.c :
N∑
i=1
mixi 6M
(1.2)
De´finition 1.1.1 (Borne primale, solution primale) Tout x ∈ Nm × Rp+ ve´rifiant les contraintes, ie
tel que A.x = b et M.x > d, est appele´ solution primale. La valeur c.x est alors un majorant de la solution
optimale (avec l’e´criture en tant que proble`me de minimisation), on parle ge´ne´riquement de borne primale.
De´finition 1.1.2 (Borne duale) Tout majorant (resp minorant) de la solution optimale d’un proble`me
de maximisation (resp minimisation) est appele´e borne duale.
Les bornes primales s’obtiennent en exhibant des solutions re´alisables, ce qui peut eˆtre obtenu a` l’aide
des me´thodes heuristiques, nous re´fe´rons a` la section 1.5. Les bornes duales s’obtiennent par des relaxations
du proble`me, et ne´cessitent des preuves mathe´matiques.
De´finition 1.1.3 (Polye`dre, Polytope) Un polye`dre est une intersection d’un nombre fini de demi es-
paces affines ferme´s. En d’autres termes P ⊂ Rn est un polye`dre s’il existe un entier p ∈ N et une matrice
de taille p × n, b ∈ Rp tels quel P = {x ∈ Rn, A.x 6 b}. Un polye`dre est donc un sous-ensemble ferme´ de
Rn. Un polytope est un polye`dre borne´.
Les polye`dres interviennent en PLNE, les e´quations de contraintes A.x 6 b ou A.x = b de´finissant des
polye`dres. La fonction objectif c.x de´finit par le vecteur c une direction d’optimisation. Les lignes de niveau
de meˆme valeur c.x sont des hyperplans, et comme illustre´ sur la figure 1.1, l’optimum d’un PL est atteint
soit en un point unique, point extreˆme du polye`dre, soit sur toute une facette. A fortiori un point extreˆme
est solution, minimiser sur un polye`dre, ensemble continu et non de´nombrable, revient a` minimiser sur
nombre fini de points, les points extreˆmes du polye`dre. Lorsque des variables discre`tes interviennent, les
solutions optimales peuvent eˆtre a` l’inte´rieur strict du polye`dre de´fini par les e´quations, point extreˆme du
polye`dre correspondant l’enveloppe convexe des solutions entie`res.
De´finition 1.1.4 (Enveloppe convexe) Soit A ⊂ Rn. L’enveloppe convexe de A est le plus petit convexe
de Rn contenant A : conv(A) =
⋂
A⊂B⊂Rn
B. conv(A) est l’ensemble des combinaisons convexes de familles
finies d’e´le´ments de A : conv(A) = {x ∈ Rn|x = ∑mi=1 λiai} avec m ∈ N et des familles (a1, . . . , am) ∈ Am
et (λ1, . . . , λm) ∈ Rm+ telles que
∑
i λi = 1. L’enveloppe convexe d’un nombre fini de points est un polytope.
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Figure 1.1 – Point de vue ge´ome´trique d’un programme line´aire
1.1.2 Programmation Line´aire
Un cas particulier majeur de la PLNE est le cas de la Programmation Line´aire (PL), ne comprenant
aucune variable discre`te. Dans ce cas, le calcul de la solution (ou la preuve de non existence de solution
re´alisable) est un proble`me polynomial, la solution se calcule ex nihilo en temps polynomial.
Dualite´ en programmation line´aire On associe a` tout PL, son PL dual selon les re`gles suivantes :
Programme primal, version syme´trique
max
x>0
cT .x
s.c : A.x 6 b
(1.3)
Programme dual, version syme´trique
min
y>0
bT .y
s.c : AT .y > c
(1.4)
Programme primal, version asyme´trique
miny>0 c.y
s.c : B.y = d
(1.5)
Programme dual, version asyme´trique
max
x∈Rn
dT .x
s.c : BT .x 6 cT
(1.6)
Par transformation d’e´critures, on peut toujours se ramener a` une de ces e´critures, suivant les trans-
formations qui ont de´ja` e´te´ mentionne´es a` la section 1.1.
The´ore`me 1.1.1 (The´ore`me de dualite´ faible) La valeur du programme dual est toujours infe´rieure
a` celle du programme primal.
The´ore`me 1.1.2 (The´ore`me de dualite´ forte) Les proprie´te´s suivantes sont e´quivalentes :
(i) les programme primal et dual sont re´alisables.
(ii) le programme primal a une solution.
(iii) le programme dual a une solution.
Dans ce cas, les valeurs des programmes dual et primal sont e´gales.
Algorithmes de re´solution d’un PL La premie`re re´solution efficace et ge´ne´rique d’un PL a e´te´
l’algorithme du simplexe, utilisant que les solutions d’un PL sont des points extreˆmes du polye`dre de´fini
par les contraintes. Il s’agit d’un proce´de´ de descente en parcourant ces points extreˆmes partant d’un point
extreˆme initial ([33]). Cet algorithme est exponentiel dans de rares cas, polynomial en moyenne.
L’algorithme du simplexe dual effectue l’algorithme du simplexe sur le proble`me dual. Le premier inte´reˆt
est de gagner en temps de calcul dans le cas ou` le nombre de variables du primal est infe´rieur au nombre
de contraintes, l’algorithme du simplexe e´tant plus efficace avec moins de contraintes. Le second inte´reˆt
du simplexe dual vient lorsqu’on re´alise une succession de calculs de PL en rajoutant des contraintes, la
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solution obtenue par le pre´ce´dent PL est encore dual-re´alisable, et peut initialiser un de´marrage a` chaud
du simplexe de l’ite´ration suivante, pour un fort gain en temps de calculs.
Des algorithmes de points inte´rieurs ont e´te´ e´labore´s, ne fournissant de solutions re´alisables qu’a` la
dernie`re ite´ration. Ces algorithmes sont polynomiaux, mais e´taient pendant longtemps plus lents que les
simplexes. De re´cents de´veloppements ont ame´liore´ ces me´thodes en pratique, nous re´fe´rons a` [33].
Relaxation line´aire d’un PLNE
De´finition 1.1.5 (Relaxation line´aire) La relaxation line´aire d’un PLNE est le programme line´aire
obtenu en changeant le domaine de de´finition des variables entie`res par R+.
Minimiser sur le polye`dre de relaxation continue revient a` minimiser sur un ensemble plus grand con-
tenant les points entiers, et donc donne une borne infe´rieure :
Proposition 1.1.1 La relaxation line´aire d’un PLNE donne une borne duale, calculable en temps polyno-
mial. Dans le cas d’un proble`me de minimisation :
min
x>0
c.x min
x∈Nm×Rp+
c.x
s.c : A.x = b 6 s.c : A.x = b
(1.7)
Relaxation lagrangienne On conside`re un PLNE sous l’e´criture suivante :
v(x) = min
x∈Nn
cx
s.c : Ax > a
s.c : Bx > b
(1.8)
Les contraintes Ax > a sont dans l’usage les contraintes ”difficiles”, la` ou` les e´quations Bx > b perme-
ttent une re´solution plus facile, par la reconnaissance d’un proble`me connu, ou pre´sentant des proble`mes
de´couple´s et inde´pendants. Dans ce dernier cas, les contraintes Ax > a sont les contraintes couplantes. La
relaxation lagrangienne dualise les contraintes couplantes en les faisant porter dans la fonction objectif :
v(x) = min
x∈Nn,Bx>b
max
λ>0
cx+ λ(a−Ax) (1.9)
Par inversion min-max, v(x) > max
λ>0
minx∈Nn,Bx>b cx+ λ(a−Ax)
(1.10)
Pour tout λ > 0, on note
l(λ) = min
x∈Nn,Bx>b
cx+ λ(a−Ax) (1.11)
De´finition 1.1.6 (Bornes lagrangiennes, borne lagrangienne) Pour tout λ > 0, l(λ) est une borne
duale, dite borne lagrangienne. La borne lagrangienne est maxλ l(λ).
Si la borne lagrangienne est plus difficile a` calculer que la relaxation continue, elle a l’avantage the´orique
d’eˆtre toujours de meilleure qualite´ (on fournira une preuve de ce the´ore`me section 1.3) :
The´ore`me 1.1.3 (The´ore`me de Geoffrion) La borne lagrangienne est toujours meilleure que la borne
de relaxation continue.
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Plusieurs algorithmes permettent de calculer des bornes lagrangiennes. Utilisant la convexite´ de l, une
me´thode de descente de sous gradient ([33]) peut eˆtre utilise´e. La me´thode des volumes ([19]) en est une
variante efficace. La me´thode des faisceaux, cf [86] re´sout le proble`me de maximisation par ge´ne´ration de
coupes, tandis que la reformulation de Dantzig-Wolfe utilise la ge´ne´ration de colonnes (cf section 1.3). Ces
quatre me´thodes sont ite´ratives et pre´sentent des similitudes. A` chaque ite´ration, un signal de variables
duales λ est re´actualise´ dans ces me´thodes. Des calculs d’optimisation sur le domaine de´fini par Bx > b
sont effectue´s, et permettent de de´duire une borne lagrangienne l(λ). Les difficulte´s dans les cas proviennent
de la stabilisation des variables duales λ, qui ont un comportement tre`s erratique. Ces me´thodes peuvent
eˆtre compare´es et combine´es collaborativement, on pourra se reporter a` [36].
1.1.3 Coupes d’inte´grite´
Avant l’ajout de coupe d’inte´grite´ Apre`s l’ajout de coupe d’inte´grite´
Figure 1.2 – Illustration des actions de coupes d’inte´grite´ sur les domaines des solutions continues
De´finition 1.1.7 (Coupe d’inte´grite´) Une coupe d’inte´grite´ est une contrainte satisfaite par les points
entiers d’un PLNE, permettant de re´duire l’ensemble des solutions continues re´alisables.
On de´taille ici les types de coupes qui ont une utilisation directe dans la the`se. Pour une pre´sentation
plus exhaustive, on pourra se reporter a` [31], [89], [65] et [88].
Coupes d’arrondis de Chvatal La proce´dure d’arrondi de Chvatal est base´e sur le principe suivant.
Pour des questions de granularite´, si x1, x2 ∈ {0, 1} une e´quation du type 2x1 + 3x2 6 4.9 de´finit le meˆme
ensemble de points re´alisables que 2x1 + 3x2 6 4. Cette dernie`re contrainte, plus forte, re´duit l’ensemble
des solutions admissibles en pre´servant les solutions entie`res, et donc ame´liore la qualite´ de la borne duale
obtenue par relaxation continue. Ce processus est utilise´ pour ge´ne´rer les coupes de Gomory dans le cadre
d’un PLNE avec des variables discre`tes, et les coupes mixtes de Gomory dans le cas ge´ne´ral. Ces coupes
sont ge´ne´riques pour tout PLNE, sans utiliser de structure particulie`re. Leur inconve´nient est leur efficacite´
souvent limite´e. La proce´dure d’arrondi de Chvatal peut s’effectuer sur une combinaison line´aire bien choisie
de contraintes. C’est le cas des Coupes ”zero Half Cuts” (terminologie de Cplex), qui applique le processus
d’arrondi sur la moyenne de deux contraintes. Ainsi, des ine´galite´s x1 +4x2 6 5 et 3x1 +2x2 6 4, on obtient
par moyenne 2x1 + 3x2 6 4.5, ce qui donne la coupe 2x1 + 3x2 6 4.
Coupes de couvertures Les coupes de couvertures s’appliquent pour des contraintes
∑
i aixi 6 d, ai >
0, dites de sac a` dos. Si on a un sous ensemble de variables C, dite couverture, telle que
∑
i∈C ai > d, tous
les objets de C ne peuvent eˆtre pris en meˆme temps, et cela impose la coupe
∑
C xi 6 |C| − 1. Ces coupes
peuvent eˆtre renforce´es avec des contraintes GUB (Generalized Upper Bound), de type
∑
xi 6 1. Dans ce
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cas, le proble`me associe´ est un proble`me de sac a` dos a` choix multiple, ou` on ne peut prendre un seul objet
d’un sous ensemble de´fini, les coupes de couvertures renforce´es sont dites coupes de couvertures GUB.
Coupes de cliques Les coupes de cliques explicitent des relations d’incompatibilite´s entre variables. Un
graphe, dit graphe de de´pendance, est construit lors du pre´traitement des solveurs de PLNE, associant
un nœud pour chaque variable binaire x et sa comple´mentaire x¯ = 1 − x. Deux nœuds sont relie´s si et
seulement si les variables associe´es sont incompatibles. En particulier x et x¯ sont relie´es dans le graphe de
de´pendance. Une contrainte de type x1 + x2 6 1 exprime l’incompatibilite´ entre x1 et x2 : une variable
a` 1 fixe l’autre variable a` 0, et les e´ve´nements x1 = 1 et x2 = 1 sont incompatibles. Sur une contrainte
du type x1 6 x2, on peut se ramener au cas pre´ce´dent d’incompatibilite´ par la transformation suivante :
x1 6 x2 ⇐⇒ x1 + 1 − x2 6 1 ⇐⇒ x1 + x¯2 6 1. Il s’agit alors d’une incompatibilite´, donc un arc trace´
entre x1 et x¯2. De manie`re ge´ne´rale, des relations d’incompatibilite´s entre variables binaires sont e´crites
lorsqu’une contrainte formalise une des quatre configurations d’implication suivante : x1 = 0 =⇒ x2 = 0,
x1 = 1 =⇒ x2 = 0, x1 = 0 =⇒ x2 = 1 ou x1 = 1 =⇒ x2 = 1.
Une clique C du graphe de de´pendance permet d’e´crire la coupe :
∑
x∈C
x 6 1.
1.1.4 Re´solution ge´ne´rique d’un PLNE : algorithme de Branch&Bound
Une raison du succe`s applicatif de la PLNE est l’existence d’une re´solution ge´ne´rique par l’algorithme de
Branch&Bound (B&B). Dans la suite, nous explicitons l’algorithme B&B sur un proble`me de minimisation,
en de´veloppant les aspects pratiques pour une re´solution efficace.
Points ge´ne´raux Il n’est pas envisageable en ge´ne´ral d’e´nume´rer toutes les solutions d’un PLNE. L’al-
gorithme B&B consiste a` e´nume´rer par un parcours d’arbre un nombre re´duit de solutions guide´ par une
relaxation. Lorsque l’algorithme B&B converge, la solution retourne´e est prouve´e optimale.
L’exploration ne´cessite une fonction d’e´valuation donnant une borne infe´rieure pour tout sous-proble`me
obtenu en cours d’exploration, comme les relaxations line´aire et lagrangienne. L’e´valuation est combine´e
a` des e´tapes de ”se´paration”, partitionnant l’ensemble re´alisable d’un proble`me en sous-proble`mes plus
faciles. L’algorithme ite`re avec une liste de sous-proble`mes, la valeur de la meilleure solution trouve´e, et la
valeur de la borne infe´rieure prouve´e du proble`me. Le crite`re d’arreˆt prouvant l’optimalite´ de la meilleure
solution trouve´e est d’avoir l’e´galite´ de ces deux bornes.
Lors d’une ite´ration, on conside`re un sous-proble`me et on calcule la borne infe´rieure a` l’aide de la
fonction d’e´valuation. Si le proble`me est infaisable ou donne une valeur supe´rieure a` la meilleure solution
trouve´e, il est inutile d’explorer ce sous-proble`me comme l’optimum ne s’y trouve pas. Si la solution duale
est entie`re et re´alisable, la valeur duale est une solution primale donnant le minimum du sous proble`me,
on actualise la meilleure solution courante et on supprime le sous proble`me. Enfin, dans les autres cas, on
effectue une se´paration en sous-proble`mes que l’on rajoute a` la liste a` traiter, et on actualise la valeur de
la borne infe´rieure. Dans ces trois cas, on a fini d’ite´rer, et on peut commencer une nouvelle ite´ration en
conside´rant un nouveau sous-proble`me, tant que le test d’arreˆt n’est pas ve´rifie´.
Algorithmes de branchement La se´paration usuelle se fait de part et d’autre d’un hyperplan, ce qui
pre´serve la structure PLNE apre`s branchement en ajoutant une contrainte line´aire. En utilisant le simplexe
dual, la solution PL pre´ce´dente est dual-re´alisable apre`s l’ajout de la contrainte pour un de´marrage a` chaud
efficace. Le simplexe dual est ainsi adapte´ a` la re´solution de PL a` chaque nœud de l’arbre de B&B. La
se´paration canonique, branchement sur la variable x, fixe une variable x fractionnaire dans la relaxation
continue, en regardant les sous-proble`mes avec x 6 bx˜c et x > dx˜e. Ce type de se´paration n’est pas
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toujours efficace, comme sur l’exemple des contraintes GUB de la forme
∑
i∈I xi 6 1. Par branchement sur
les variables binaires, le nombre de nœuds visite´s est en O(2n) dans le pire des cas ou` n = |I|. Dans ce
cas, on applique un algorithme de se´paration spe´cifiques (dit SOS de type 1, nous re´fe´rons a` [20] et [124]) :
on conside`re I1 et I2 une partition de I, de cardinaux
⌊
n
2
⌋
et
⌈
n
2
⌉
. Les sous-proble`mes sont construits en
ajoutant les contraintes
∑
i∈I1
xi 6 1 et
∑
i∈I2
xi 6 0 et
∑
i∈I2
xi 6 1 et
∑
i∈I1
xi 6 0. Cette strate´gie “diviser pour
re´gner” engendre un arbre de recherche e´quilibre´, visitant O(n) nœuds.
Parame´trisations avance´es L’algorithme de B&B regorge de parame`tres a` connaˆıtre pour utiliser au
mieux un solveur sur un proble`me spe´cifique. On utilise dans cette the`se Cplex d’IBM Ilog par l’interface
de mode´lisation OPL. On de´taille ici les parame`tres avec leur nom dans l’interface OPL.
Les solveurs modernes imple´mentent en fait un ”Branch&Cut”, des coupes d’inte´grite´ sont ajoute´es aux
nœuds de l’arbre de branchement pour ame´liorer les bornes duales et explorer moins de nœuds. L’allonge-
ment des temps de calcul des bornes duales duˆ a` l’ajout de coupes doit eˆtre ne´gligeable devant la diminution
du nombre de nœuds explore´s. Cela peut eˆtre parame´tre´ sous Cplex. La majeure partie des coupes sont
ge´ne´re´es au nœud racine, coupes valides pour tous les nœuds. Le parame`tre cutpass peut limiter le nombre
d’ite´rations d’ajouts de coupes a` la racine. Pour chaque type de coupe, on peut parame´trer l’intensite´ de la
ge´ne´ration de coupes. Connaissant les structures spe´cifiques d’un proble`me, on peut de´sactiver les coupes
les moins pertinentes. Il s’agit respectivement des parame`tres gubcovers, cliques et zerohalfcuts pour
les coupes de couverture GUB, de cliques, et ”zero half cuts”.
De meˆme, ame´liorer les bornes primales permet de couper plus toˆt des branches de l’arbre de B&B. Des
heuristiques de calcul de solution primale a` chaque nœud ont e´te´ e´labore´es, nous y reviendrons plus loin.
La fre´quence d’appel de ses heuristiques peut eˆtre parame´tre´e, avec les parame`tres heurfreq ou rinsfreq.
Ces dernie`res fonctionnalite´s permettent d’utiliser Cplex dans un mode de re´solution heuristique, juste dans
le but de fournir d’excellentes solutions. Dans cette optique, les parame`tres tilim et nodelim permettent
de stopper le calcul en temps ou nombre de noeuds limite´s. En temps limite´, les calculs de preprocessing
et de ge´ne´ration de coupes d’inte´grite´ peuvent eˆtre de´sactive´s, pour concentrer le temps de calcul sur la
recherche et l’ame´lioration de solutions primales. En outre, des parame´trages automatiques sont disponibles
avec Cplex selon que l’on veuille favoriser la recherche de solutions primales, la croissance de la borne duale,
ou une strate´gie mixte. Cela se fait par le parame`tre mipemphasis. Il est e´galement possible et souvent
tre`s inte´ressant de fournir a` Cplex une bonne solution initiale pour un de´marrage a` chaud, ce qui active
de`s le de´but les heuristiques de recherche locale de Cplex ne´cessitant une premie`re solution.
Notons que le crite`re d’arreˆt de Cplex n’est pas exact, une tole´rance est applique´e, par de´faut 0, 01%
entre la borne duale prouve´e et la meilleure solution primale, ie Cplex s’arreˆte quand la solution trouve´e
est prouve´e a` moins de 0, 01% de l’optimum. Cela peut se modifier avec le parame`tre epgap, crite`re d’e´cart
relatif. Un crite`re d’e´cart absolu peut aussi eˆtre de´fini avec le parame`tre epagap, ce qui peut eˆtre inte´ressant
lorsque l’on connaˆıt la granularite´ des solutions. Ainsi, pour un proble`me a` valeurs entie`res, avoir prouve´e
une borne duale a` 11, 01 et avoir une solution primale a` 12 permet d’avoir exactement prouve´ que la solution
du PLNE est 12. La granularite´ connue du proble`me se parame´trise alors avec epagap=1.
1.1.5 Re´solutions spe´cifiques
Avec un algorithme de type Branch&Bound, la re´solution d’un PLNE a une complexite´ exponentielle.
Sur des cas particuliers, des re´solutions spe´cifiques peuvent eˆtre plus adapte´es, et mener a` une complexite´
polynomiale, et e´galement permettre une re´solution sans passer par un solveur de PLNE, ne´cessitant une
licence commerciale. De tels cas particuliers sont de´taille´s dans cette section.
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Algorithmes de graphes spe´cifiques Historiquement, les proble`mes d’optimisation issus de la the´orie
des graphes ont e´te´ activement e´tudie´s dans la litte´rature, fournissant de nombreux algorithmes polyno-
miaux pour des proble`mes d’optimisation base´s sur des graphes. Nous citerons le proble`me de plus court
chemin entre deux nœuds d’un graphe (algorithme de Dijkstra), le proble`me de l’arbre de poids couvrant
minimum (algorithme de Kruskal), le proble`me de flot maximal (resp de coupes minimale) dans un graphe
avec l’algorithme de Ford-Fulkerson (resp l’algorithme d’Edmonds-Karp), ou le proble`me d’affectation d’un
graphe biparti avec l’algorithme hongrois. Nous re´fe´rons a` [61] pour plus de de´tails.
Algorithme de programmation dynamique La programmation dynamique s’applique a` des proble`mes
compose´s de plusieurs sous-proble`mes de meˆme nature. La programmation dynamique s’appuie sur le
principe d’optimalite´ de Bellman : toute solution optimale combine des solutions optimales d’une se´rie de
sous-proble`mes selon une strate´gie ”diviser pour mieux re´gner”. Le proble`me de plus court chemin dans
un graphe rentre dans ce cadre, l’algorithme de Dijkstra e´tant une programmation dynamique ([32]). La
programmation dynamique s’applique aussi en ordonnancement, nous re´fe´rons a` [41],[50].
Programmation par contraintes Dans le cas ou` un PLNE a` valeurs entie`res borne´es n’a pas de fonction
objectif, on se trouve dans le cadre des proble`mes de satisfaction de contraintes (CSP pour Constraint
Satisfaction Problem en Anglais). Un CSP se mode´lise formellement par un triplet (X,D,C) tel que
X = {X1, X2, . . . , Xn} de´signe l’ensemble des variables (a` valeurs discre`tes) du proble`me,D est une fonction
qui associe a` chaque variable Xi son domaine D(Xi), l’ensemble (fini) des valeurs que peut prendre Xi,
C = {C1, C2, . . . , Ck} est l’ensemble des contraintes. Chaque contrainte Cj est une relation entre un sous
ensemble de variables de X, restreignant les valeurs que ces variables peuvent prendre simultane´ment. Le
cadre des contraintes de CSP est bien plus ge´ne´ral que les contraintes line´aires de la PLNE. Comme en
PLNE, un proble`me est mode´lise´ globalement, avec une re´solution ge´ne´rique par la Programmation Par
Contraintes (PPC) permettant une de´marche ”model&run”. La PPC garantit de trouver une solution,
quand elle existe, et prouve qu’il n’existe pas de solution a` un proble`me lorsque la recherche exhaustive se
termine sans avoir de solution.
La PPC est une recherche arborescente, pre´sentant les meˆmes types de branchements que l’algorithme
de Branch&Bound. Le filtrage ou propagation de contraintes e´vite l’e´nume´ration exhaustive, en re´duisant
les domaines des variables a` l’aide des contraintes et des valeurs de´ja` fixe´es. On peut alors aboutir a` une
preuve d’absence de solution lorsqu’une variablen’a plus de valeur admissible. Les calculs de relaxation
continue du B&B font office de filtrage. Les algorithmes de filtrages de la PPC sont en ge´ne´ral moins
gourmand en espace me´moire et en temps de calcul, ce qui permet d’envisager des re´solutions sur des
proble`mes de plus grande taille que la PLNE. De meˆme que pour le B&B, la parame´trisation efficace de la
PPC tient d’un bon compromis a` trouver entre le temps ne´cessaire au filtrage et son efficacite´.
La PPC s’est retrouve´e eˆtre une approche alternative a` la PLNE pour des proble`mes d’optimisation
tre`s contraints et/ou de grande taille, nous re´fe´rons par exemple a` [35],[70]. La PPC a permis des avance´es
sur la re´solution PLNE par Branch&Bound, mise en e´vidence dans [2], notamment en y incorporant des
algorithmes de propagation de contraintes de la PPC.
1.2 De´composition de Benders
Cette section pre´sente le cadre de la de´composition de Benders, avec sa re´solution par ge´ne´ration de
coupes. Deux types d’hypothe`ses sur le PLNE initial sont envisage´s : le cadre ou` le variables de second
niveau sont continues et les variables de premier niveau quelconques, et le cadre ou` les variables de premier
niveau sont binaires.
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1.2.1 Ge´ne´ration de coupes
Certains proble`mes peuvent se formuler en PL/PLNE avec un nombre exponentiel de contraintes,
comme le proble`me du voyageur de commerce ([68]). Une ge´ne´ration dynamique de coupes permet d’ajouter
dynamiquement des contraintes afin de traiter une succession de proble`mes de taille raisonnable :
Algorithme de ge´ne´ration de coupes
Initialisation : on se´lectionne un ensemble initial de contraintes (de taille raisonnable)
E´tape 1 : On calcule une solution du PL ou PLNE avec les contraintes se´lectionne´es.
E´tape 2 : Existe-t’il une contrainte non e´crite qui viole la solution partielle ?
E´tape 3 : Si oui, on exhibe et on ajoute la contrainte dans la se´lection et on revient a` l’e´tape 1.
E´tape 4 : Si non, l’algorithme s’arreˆte, la solution partielle est la solution du proble`me global.
Par ce processus incre´mental, a` chaque calcul interme´diaire, on obtient une borne duale, croissante pour
un proble`me de minimisation. La valeur de la borne duale peut eˆtre constante d’une ite´ration a` l’autre, il
s’agit de cas de de´ge´ne´rescence, en aucun cas cela ne garantit la terminaison de l’algorithme.
Le point crucial est l’e´tape 2 : savoir de´celer rapidement dans un nombre exponentiel de contraintes si
elles seront toutes re´alise´es dans la solution courante ou sinon savoir de´tecter et exhiber rapidement parmi
un nombre exponentiel de contraintes une coupe viole´e a` ajouter. Il s’agit de l’algorithme de se´paration :
De´finition 1.2.1 (Algorithme de se´paration) L’algorithme de se´paration est l’algorithme qui garantit
qu’aucune contrainte non e´crite est satisfaite par la solution partielle et qui dans le cas contraire exhibe
une coupe viole´e a` ajouter.
The´ore`me 1.2.1 (The´ore`me de Lovasz-Schrijver-Gro¨tschel) Pour un PL au nombre exponentiel de
contraintes, si il existe un algorithme de se´paration polynomial, le calcul du PL est aussi polynomial.
1.2.2 Reformulation de Benders en Programmation Line´aire mixte
On pre´sente ici la de´composition de Benders dans le cadre de la PLNE. Pour un cadre plus ge´ne´ral, on
pourra se reporter a` [32]. On ope`re une partition des variables, X = {x ∈ Np ×Rn−p|Ax > a} comprenant
toutes les variables discre`tes. On re´e´crit le proble`me sous la forme suivante avec une variable de couˆt α > 0 :
min
x∈X,y>0
cx+ dy = min
x∈X,y>0
cx+ α
s.c : Ax > a s.c : Ax > a
Tx+Wy > h Tx+Wy > h
By > b By > b
dy 6 α
(1.12)
A (x, α) fixe´, la question de faisabilite´ des contraintes se rame`ne a` un calcul de PL, donc polynomial,
en ajoutant a` chaque contrainte originelle une variable positive η, chiffrant la pe´nalisation des contraintes
a` satisfaire, et en minimisant la pe´nalisation :
η∗ = min
y,η>0
η
s.c : Wy + η11 > h− Tx (λ1)
By + η11 > b (λ2)
−dy + η11 > −α (λ3)
(1.13)
La faisabilite´ des contraintes e´quivaut a` η∗ = 0. Avec la dualite´ forte :
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η∗ = max
λ1,λ2,λ3>0
λ1(h− Tx) + λ2b− λ3α
s.c : λ1W + λ2B − λ3d 6 0
λ111 + λ211 + λ311 6 1
(1.14)
Soit J l’ensemble des directions extreˆmes de (WBd)T . η∗ = 0 e´quivaut a` :
∀(λ1, λ2, λ3) ∈ J, λ1(h− Tx) + λ2b− λ3α 6 0 (1.15)
On remarquera que l’on retrouve des coupes de faisabilite´ si λ3 = 0, et des coupes d’optimalite´ sinon.
Le proble`me initial est alors e´quivalent a` la reformulation de Benders suivante :
min
x∈X,α>0
cx+ α
s.c : Ax > a
∀(λ1, λ2, λ3) ∈ J, λ1(h− Tx) + λ2b− λ3α 6 0
(1.16)
Il s’agit d’une formulation ayant un nombre exponentiel de contraintes, portant uniquement sur les
variables en x. La re´solution se fait ainsi par ge´ne´ration de coupes.
Proble`me maˆıtre de Benders Le Proble`me Maˆıtre Restreint (PMR) est la reformulation de Benders
avec les coupes de´ja` ge´ne´re´es :
min
x∈X,α>0
cx+ α
s.c : Ax > a
∀(λ1, λ2, λ3) ∈ J, λ1(h− Tx) + λ2b− λ3α 6 0
(1.17)
La valeur du PMR est une borne infe´rieure du proble`me. Pour la solution partielle x, on peut calculer
une borne supe´rieure par un calcul de PL, donc polynomialement par :
cx+ min
y>0
dy
s.c : Tx+Wy > h
By > b
(1.18)
Proble`me esclave, se´paration de Benders La se´paration de Benders, proble`me esclave, se formule
comme la question : A une solution partielle (x, α), peut on ge´ne´rer des coupes viole´es ?
η∗ = min
y,η>0
η
s.c : Wy + η11 > h− Tx (λ1)
By + η11 > b (λ2)
−dy + η11 > −α (λ3)
(1.19)
Les contraintes du proble`me sont re´alisables pour la solution partielle (x, α) si et seulement si η∗ = 0.
Dans le cas contraire, les valeurs duales donnent une coupe viole´e, a` ajouter au PMR :
λ1(h− Tx) + λ2b− λ3α 6 0 (1.20)
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Pour la de´composition de Benders Pour la reformulation de Danzig-Wolfe
Figure 1.3 – Structures matricielles privile´gie´es pour les reformulations de Benders et de Danzig-Wolfe
1.2.3 Cas partiellement bloc diagonal
Le cadre d’application naturel pourla reformulation de Benders est sur un proble`me comme illustre´ sur
la figure 1.3, ou` des variables liantes x couplent K sous-proble`mes inde´pendants a` variables yk :
min
x,yk>0
cTx+
∑
k∈K
qkyk
s.t : Ax > a
∀k ∈ K, T kx+W kyk > hk
∀k ∈ K, Bkyk > bk
x ∈ Nm × Rn+
(1.21)
Approche classique de ge´ne´ration de coupes Dans l’approche historique, issue de la de´composition
de Benders e´crite comme dans la section 2, la se´paration se de´roule par ope´rations successives. On regarde
d’abord si les sous-proble`mes pour k ∈ K sont re´alisables. Si ce n’est pas le cas, on ge´ne`re pour chaque
sous-proble`me irre´alisable une coupe de faisabilite´ en calculant le PL suivant :
η∗k = miny,η>0 η
s.c : W ky + η11 > hk − T kx (λk1)
Bkyk + η11 > bk (λk2)
(1.22)
La coupe d’infaisabilite´ du sous bloc k tel que η∗k > 0 s’e´crivant alors :
λk1(h− T kx) + λk2bk 6 0 (1.23)
Sinon, on regarde si on doit ge´ne´rer une coupe d’optimalite´ par le PL :
η∗ = minyk,η>0 η
s.c : −∑k∈K qkyk + η > −α (λ3)
∀k ∈ K, W kyk > hk − T kx (λk1)
∀k ∈ K, Bkyk > bk (λk2)
(1.24)
Si η∗ = 0, la solution courante est l’optimum. Sinon, on rajoute la coupe d’optimalite´ :
∑
k
λk1(h
k − T kx) +
∑
k
λk2b
k − λ3α 6 0 (1.25)
Version multi-coupes Pre´ce´demment, on ge´ne´rerait soit autant de coupes de faisabilite´s que de sce´narios
irre´alisables,soit une seule coupe d’optimalite´. Une approche multi-coupes permet de ge´ne´rer a` toute
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ite´ration autant de coupes que de sous bloc k. La reformulation du proble`me s’e´crit en introduisant pour
tout sous bloc k une variables zk ∈ R+ :
min
x,yk>0
cTx+
∑
k∈K
zk
s.t : Ax > a
∀k ∈ K, T kx+W kyk > hk
∀k ∈ K, Bkyk > bk
∀k ∈ K, qkyk > zk
x ∈ Nm × Rn+
(1.26)
La de´composition de Benders conside`re les variables x et zk comme variables de premier niveau, ce qui
rame`ne le proble`me a` une question de faisabilite´ :
η∗ = min
yk,η>0
η
∀k ∈ K, W kyk + η > hk − T kx (λk1)
∀k ∈ K, Bkyk > bk (λk2)
∀k ∈ K, qkyk + η > zk (λk3)
(1.27)
La faisabilite´ de tous les sous-proble`mes e´quivaut a` η∗ = 0. On remarque qu’on a η∗ = 0, si et seulement
tous les sous-proble`mes en k sont satisfaits inde´pendamment les uns des autres. Cela se de´compose en K
proble`mes inde´pendants, avec η∗ = mink η∗k :
η∗k = min
η,yk>0
η
s.c : W ky + η > hk − T kx (λk1)
Bkyk > bk (λk2)
qkyk + η > zk (λk3)
(1.28)
Si pour tout k, η∗k = 0, la valeur courante x, z
k fournit l’optimum. Sinon, pour chaque sous bloc k tel
que η∗k > 0, la coupe a` ge´ne´rer s’e´crit :∑
k
λk1(h
k − T kx) +
∑
k
λk2b
k − λk3zk 6 0 (1.29)
1.2.4 Points d’imple´mentation
Cette section traite de points spe´cifiques d’imple´mentations de la de´composition de Benders. Trois types
d’imple´mentations sont de´crits, l’imple´mentation se´quentielle, l’imple´mentation Branch&Cut dans le cas
d’un PLNE, et l’imple´mentation heuristique tronque´e.
Imple´mentation se´quentielle L’imple´mentation se´quentielle d’une de´composition de Benders calcule a`
l’optimalite´ le PMR a` chaque ite´ration avec les coupes de´ja` ge´ne´re´es. La se´paration s’applique a` la solution
optimale x obtenue, calculant autant de PL que de proble`me esclaves. Si des coupes viole´es peuvent eˆtre
ajoute´es, on re´ite`re le processus en recalculant le proble`me maˆıtre avec les coupes ge´ne´re´es, sinon la solution
obtenue est prouve´e optimale, l’algorithme s’arreˆte. Chaque ite´ration fournit une borne duale du proble`me
apre`s un calcul de PMR. La borne duale est croissante au cours des ite´rations, pas toujours strictement.
A` partir de la solution optimale du PMR obtenue x, on peut reconstituer une solution primale par (1.18).
Dans le cas ou` le PMR est continu, une succession PL est calcule´e, les PMR s’obtenant en rajoutant
un petit nombre en contraintes. Une telle imple´mentation est efficace en calculant l’algorithme le PMR par
simplexe dual avec un de´marrage a` chaud utilisant de la dernie`re solution, toujours dual-re´alisable. Dans
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le cas ou` le PMR est entier, chaque ite´ration demande un calcul a` l’optimalite´ d’un PLNE. Un tel sche´ma
n’est envisageable en pratique que si le PMR se re´sout aise´ment.
Imple´mentation Branch&Cut Quand le PMR est entier, une imple´mentation en Branch&Cut permet
de parcourir un seul arbre de Branch&Bound sur les variables du PMR. L’algorithme de se´paration est
valide pour une solution x fractionnaire, comme dans la de´composition de Benders du relaˆche´ continu.
L’ide´e est alors d’ajouter a` chaque nœud toutes les coupes de Benders viole´es par la solution fractionnaire
en cours. Quand la solution fractionnaire d’un nœud ne viole plus de coupes de Benders, on effectue des
branchements, pour aboutir a` des solutions entie`res. Lorsqu’une solution entie`re trouve´e ne viole pas de
coupe de Benders, c’est une solution re´alisable du proble`me, on a une borne primale. Les bornes duales
obtenues par relaxation continue et de´composition de Benders a` chaque nœud fournissent des bornes duales
du proble`me conditionnellement aux branchements re´alise´s. Les ite´rations de de´composition de Benders
portent alors sur des proble`mes continus, ou` l’imple´mentation se´quentielle avec un de´marrage a` chaud par
l’algorithme de simplexe dual est efficace.
Potentiellement, un nombre important de coupes de Benders peut eˆtre ge´ne´re´, ce qui peut devenir
prohibitif en terme d’espace me´moire. Pour e´viter cela, une imple´mentation classique en Branch&Cut
de´finit des coupes locales : une coupe de Benders ge´ne´re´e a` un nœud n’est e´crite que pour les nœuds
successeurs. Cette approche a e´te´ utilise´e dans [17], ou` l’imple´mentation est re´alise´e sous cplex a` l’aide
de callbacks. Des coupes de Benders non utilise´es depuis un grand nombre d’ite´rations sont retire´es pour
libe´rer de l’espace me´moire. Un tel algorithme de Branch&Cut est compatible avec la ge´ne´ration de coupes
d’inte´grite´ a` chaque nœuds de l’arbre de Branch&Cut, similairement a` la section 1.1.4.
Approche heuristique tronque´e Dans le cas d’un PLNE, l’approche se´quentielle est limitante en
temps de calculs quand l’approche Branch&Cut est limitante en espace me´moire. Dans les deux cas, les
tailles des proble`mes re´solubles a` l’optimalite´ sont limite´es. Un compromis est souvent e´labore´ sur de grands
proble`mes, par exemple dans [101] et [91], aboutissant a` des heuristiques base´es sur la de´composition de Ben-
ders. La relaxation continue est calcule´e exactement par de´composition de Benders suivant l’imple´mentation
se´quentielle, et le calcul de PLNE est poursuivi avec les coupes ge´ne´re´es sur la relaxation PL, sans ge´ne´ration
de nouvelles coupes de Benders, pour une approche Cut&Branch. Les bornes duales obtenues par l’approche
Cut&Branch fournissent des bornes duales du proble`me complet.
Ge´ne´ration de coupes de Benders Pour ge´ne´rer des coupes de Benders, seule une solution partielle
(x, α) est ne´cessaire. Le calcul a` l’optimalite´ du PMR permet de prouver que la solution partielle est opti-
male si elle respecte toutes les coupes de Benders. Ainsi, pour les premie`res ite´rations de la de´composition
de Benders, le calcul a` l’optimalite´ est facultatif. Lorsque le PMR est un PLNE, pour e´conomiser du temps
de re´solution sur les premie`res ite´rations d’une imple´mentation se´quentielle. Dans un tel cadre, la PPC a
e´te´ utilise´e pour fournir des re´solutions acce´le´re´s de PMR dans [70].
Dans le cas de sous-proble`mes inde´pendants, on peut acce´le´rer les temps de calcul en re´solvant un
nombre de´termine´ de sous-proble`mes aux premie`res ite´rations. Cela permet aussi de ne pas ge´ne´rer de
coupes redondantes. En effet, dans le cas ou` deux sous blocs sont identiques, les coupes de Benders ge´ne´re´es
sont identiques. L’application associant aux coefficients matriciels et a` la solution de premier niveau la coupe
de Benders associe´e est line´aire et donc continue. Pour une solution de premier niveau donne´e, des valeurs
de coefficients matriciels ”proches” induisent des coupes de Benders ”proches”.
Un point crucial pour acce´le´rer la terminaison d’un algorithme de ge´ne´ration de coupes est la stabili-
sation, diminuer le nombre d’ite´rations ne´cessaires. La stabilisation d’une de´composition de Benders a e´te´
peu e´tudie´e spe´cifiquement dans la litte´rature. Nous re´fe´rons a` [21] pour des techniques ge´ne´rales de stabil-
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isation de ge´ne´ration de coupes ou de colonnes, et a` [76] pour des techniques de stabilisation de coupes de
Benders avec une application a` un proble`me d’ordonnancement. Nous notons enfin que la PPC peut eˆtre
utile pour fournir des coupes de Benders renforce´es, en nous re´fe´rant a` [110].
Instabilite´ nume´rique et coupes de Benders Un point crucial pour imple´menter la de´composition
de Benders est que les coupes de Benders de´pendent des solutions duales. Les erreurs d’arrondis nume´riques
s’accumulent dans le PMR avec l’ajout de coupes de Benders, un grand soin doit eˆtre apporte´ aux arrondis
nume´riques : une coupe λ1(h − Tx) + λ2b 6 λ3α avec λ3 tre`s petit, se trouvant arrondi a` 0, devient une
coupe de faisabilite´ fausse. Pour minimiser les instabilite´s nume´riques d’arrondis, il est souhaitable d’avoir
des coefficients de meˆme ordre de grandeur. Pour ce faire, on peut tut d’abord normaliser les variables. Il
est e´galement souhaitable que les variables duales des sous-proble`mes aient le meˆme ordre de grandeur. La`
encore, on peut ope´rer une ope´ration de normalisation. Pour e´crire les variables duales, on avait introduit η
pour mesurer les violations de contraintes sans avoir normalise´. Pour chaque contrainte j, cela on remplace
1× ηj par η˜j = Mjηj ou` Mj > 0 indique l’ordre de grandeur de la contrainte j.
1.2.5 Cas des sous-proble`mes entiers
Pour des applications pratiques, des variables binaires peuvent apparaˆıtre dans le second membre y.
Une possibilite´ est d’appliquer la de´composition de Benders pre´ce´dente en ajoutant les variables binaires
dans le proble`me maˆıtre. Un sche´ma de de´composition alternatif peut eˆtre propose´ quand les variables x
sont toutes binaires (un proble`me entier a` valeurs borne´es peut toujours se ramener a` ce cas).
min
x,y
cx+ dy
s.c : Ax > a
Tx+Wy > h
By > b
x ∈ {0, 1}m, y ∈ Nn × Rp+
(1.30)
Soit D = {x ∈ {0, 1}m, Ax > a}. Pour tout x ∈ D, on de´finit :
Q(x) = min
y∈Nn×Rp+
dy
x+Wy > h
By > b
(1.31)
Le proble`me se re´e´crit comme minx∈DQ(x). On suppose disposer pour Q d’un minorant L :
∀x ∈ D, Q(x) > L (1.32)
Soit x0 ∈ D. On distingue les cas sur la re´alisabilite´ de sous-proble`mes associe´s a` x0, pour en de´duire
des contraintes valides pour tout x ∈ D. Si x0 ∈ D ne fournit pas de solution re´alisable, ie Q(x0) n’est pas
de´fini, une premie`re condition ne´cessaire pour que x ∈ D est qu’une de ses variables au moins a une valeur
diffe´rente dans x0. Cela s’e´crit avec la contrainte line´aire :
∀x ∈ D, ψx0(x) =
∑
i:x0i=0
xi +
∑
i:x0i=1
(1− xi) > 1 (1.33)
Ces coupes sont analogues a` des coupes de faisabilite´s. On notera la faiblesse de ces coupes. Si on sait
de´tecter qu’un sous ensemble de variables me`ne a` une infaisabilite´ quelque soient les valeurs des autres
variables, on a une contrainte renforce´e en conside´rant dans une coupe (1.33) un ensemble de cardinalite´
minimale induisant une contradiction. Un tel point est crucial pour ne pas induire de coupes trop faibles.
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Si x0 ∈ D fournit une solution re´alisable, ie Q(x0) est bien de´fini, on de´finit φd0 par l’e´galite´ suivante :
φLx0(x) = Q(x0) +
(
L − Q(x0)
) ∑
i:x0i=0
xi +
∑
i:x0i=1
(1− xi)
. On remarque alors que φLx0(x0) = Q(x0)
et φx0(x
0) 6 L pour x ∈ D \ {x0}. De manie`re ge´ne´rale, pour tout x ∈ D, tel que Q(x) est de´fini,
Q(x) = maxx0∈D φLx0(x). La distinction de cas permet de reformuler le proble`me comme :
min
x,Θ
cx+ Θ
A.x > a
Θ > L
∀d0 ∈ D,Q(d0) <∞, φd0(x) 6 Θ
∀d0 ∈ D,Q(d0) =∞, ψd0(x) > 1
(1.34)
Les coupes φd0(x) 6 Θ sont analogues aux coupes d’optimalite´, tandis que les coupes ψd0(x) > 1 sont
analogues aux coupes de re´alisabilite´. Un algorithme similaire a` la de´composition de Benders peut eˆtre
imple´mente´, ou` on ite`re entre un proble`me maˆıtre PLNE en conside´rant un nombre restreint de coupes,
avec des calculs de PLNE, Q(x) pour x solution du proble`me maˆıtre, pour ge´ne´rer des coupes viole´es.
1.3 Formulation de Dantzig-Wolfe et ge´ne´ration de colonne
La reformulation de Dantzig-Wolfe transforme un PLNE compact sous une forme e´tendue avec un
grand nombre de variables, permettant de calculer de meilleures bornes duales que la relaxation continue
du PLNE compact. La re´solution de telles bornes duales se fait par ge´ne´ration de colonnes. Cette approche
a fournit d’excellents re´sultats sur les proble`mes de de´coupe de rouleaux de papiers ([40]), de proble`mes de
tourne´es de ve´hicules ([52]), de Bin-Packing ([43]) et de Lot-sizing ([123]).
1.3.1 Ge´ne´ration de colonne
L’algorithme de ge´ne´ration de colonne s’applique a` un PL, ou` le nombre de colonnes est tre`s grand
devant le nombre de contraintes, exponentiel en ge´ne´ral, et parfois non e´nume´rable dans sa totalite´. On
conside`re un PL de la forme suivante, ou` A ∈Mm,n(R), x, c ∈Mn,1(R), b ∈Mm,1(R), avec m << n :
min
x>0
cT .x
s.c : A.x > b
(1.35)
Algorithme de ge´ne´ration de colonne Dans la re´solution d’un tel PL, la majorite´ des variables est
hors base et donc nulle sur les points extreˆmes. L’ide´e est de conside´rer le proble`me restreint a` un nombre
de variables raisonnable, et de ge´ne´rer dynamiquement les variables selon le besoin. A` chaque e´tape, on a
une solution re´alisable du proble`me complet en conside´rant les autres variables comme nulles. Le point cle´
est de savoir comment ajouter des variables, et prouver avoir atteint l’optimum du proble`me complet avec
un nombre restreint de variables. Pour cela, le couˆt re´duit interviendra :
De´finition 1.3.1 Le couˆt re´duit associe´ a` la variable xi est de´fini par CR(xi) = ci −
m∑
j=1
λjAi,j.
Pour contrer des arrondis nume´riques, le crite`re d’arreˆt est miniCR(xi) 6 −ε avec une tole´rance ε > 0.
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Algorithme de ge´ne´ration de colonnes
Initialisation : on se´lectionne un ensemble initial de variables
E´tape 1 : On calcule une solution du proble`me avec les variables se´lectionne´es.
E´tape 2 : Existe-t’il une variable au couˆt re´duit strictement ne´gatif ? ie, a-t’on miniCR(xi) < 0 ?
E´tape 3 : Si oui, on exhibe et on ajoute la variable dans la se´lection de variables et on revient a` l’e´tape 1.
E´tape 4 : Si non, l’algorithme s’arreˆte, la solution partielle est la solution du proble`me global.
Justification, pourquoi le couˆt re´duit ? On justifie ici la validite´ de l’algorithme. Dans le cadre de la
dualite´ forte, le PL pre´ce´dent a la meˆme valeur que son dual, qui s’e´crit :
max
λ>0
m∑
j=1
bjλj
s.c : ∀i ∈ [[1, n]]
M∑
j=1
Ai,jλj 6 ci
(1.36)
Le dual comprend un grand nombre de contraintes (n >> m), ge´ne´rer une variable dans le primal
restreint revient a` ge´ne´rer une contrainte dans le dual. Le dual se calcule par ge´ne´ration de coupes, comme
pre´ce´demment, et une contrainte doit eˆtre rajoute´e si et seulement si il y a violation, ie il existe i ∈ [[1, n]],
tel que
m∑
j=1
λjAi,j > ci, autrement dit CR(xi) = ci −
∑m
j=1 λjAi,j < 0. On a ainsi retrouve´ le couˆt re´duit.
La ge´ne´ration de coupe dans le dual produit des contraintes a` ajouter tant que miniCR(xi) < 0. Quand
miniCR(xi) > 0, la solution dans le dual restreint est la solution du dual comprenant toutes les contraintes.
Par passage a` la dualite´, le primal restreint a la meˆme valeur que le primal complet.
1.3.2 Reformulation de Dantzig-Wolfe
La reformulation de Dantzig-Wolfe se de´finit litte´ralement comme une reformulation e´tendue d’un
PLNE, obtenue par dualisation lagrangienne, et permettant de calculer e´galement des bornes lagrangiennes.
La relaxation continue de cette formulation se calcule par ge´ne´ration de colonne. Mathe´matiquement, on
conside`re un PLNE de la forme suivante ou` on dualise les contraintes difficiles ou liantes Ax > a :
v(x) = min
x∈Nn×Rp+
cx
s.c : Ax > a
s.c : Bx > b
(1.37)
Comme cadre suffisant pour la suite, on traite ici le cas des proble`mes discrets, ie x ∈ Nn, ou` P =
{x ∈ Nn, Bx > b} est non vide et borne´. Pour le cas ge´ne´ral, on se reportera a` [112]. En e´nume´rant les
points de P , {x ∈ Nn, Bx > b} = {xq}q∈Q, un point entier de P s’e´crit x =
∑
q
λqxq, avec λq ∈ {0, 1}|Q|
et
∑
q
λq = 1. La reformulation de Dantzig Wolfe est la formulation suivante, indexe´e sur les points entiers
de P :
v(x) = min
λ∈{0,1}|Q|
∑
q
λq(cxq)
s.c :
∑
q
λq(Axq) > a∑
q
λq = 1
(1.38)
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Mise en œuvre de la proce´dure de ge´ne´ration de colonne La relaxation continue de la reformula-
tion de Dantzig-Wolfe se calcule par ge´ne´ration de colonne. On de´finit alors le Proble`me Maˆıtre Restreint
(PMR) comme le proble`me limite´ a` un nombre restreint de points extreˆmes de colonnes :
v(x) = min
λ∈R|Q0|+
∑
q
λq(cxq)
s.c :
∑
q λq(Axq) > a (pi)∑
q λq = 1 (σ)
(1.39)
σ est alors une variable duale non signe´e, contrairement a` pi > 0. Le couˆt re´duit d’une colonne q est
CRq = cxq + σ − piAxq et le sous-proble`me de ge´ne´ration de colonne est ainsi :
min
x∈Nn
σ + (c− piA)x
s.c : Bx > b
(1.40)
Il s’agit d’un PLNE, qui reste difficile (non polynomial) en ge´ne´ral, une re´solution spe´cifique est
inte´ressante. Dans le cas ou` le sous-proble`me est polynomial, le the´ore`me de Lovasz permet d’affirmer
que le calcul de la relaxation continue de la formulation e´tendue reste polynomial.
Points d’imple´mentation L’imple´mentation de la ge´ne´ration de colonne ne´cessite des pre´cautions. Tout
d’abord, il est ne´cessaire d’initialiser l’algorithme avec un ensemble de colonnes garantissant l’existence
d’une solution re´alisable. Dans le cas contraire, le premier proble`me maˆıtre est infaisable, et cela ne permet
pas de poursuivre l’algorithme. On pourra contourner ces difficulte´s en ajoutant des pe´nalisations pour
garantir la re´alisabilite´ du PMR.
Les instabilite´s nume´riques provenant d’erreurs d’arrondis nume´riques peuvent survenir avec les vari-
ables duales pi et σ. Une erreur d’arrondi perturbe uniquement la fonction objectif des sous-proble`mes
et donc le crite`re d’arreˆt. Les instabilite´s nume´riques sont contourne´es en ge´ne´rant les colonnes avec une
tole´rance ε > 0, ie en changeant le crite`re d’arreˆt et de ge´ne´ration de colonne a` CR(xi) 6 −ε.
Le calcul a` l’optimalite´ du sous-proble`me n’est pas ne´cessaire lorsque des colonnes de couˆt re´duits
ne´gatif sont exhibe´es, l’optimalite´ du sous-proble`me servant uniquement a` la dernie`re e´tape pour prouver
l’optimalite´ du PMR. Ce constat permet de diminuer les temps de calcul des premie`res ite´rations.
Un point crucial de l’imple´mentation est la stabilite´ de la convergence, faire converger l’algorithme
en un nombre le plus restreint d’ite´rations. En effet, sur les premie`res e´tapes, on observe en ge´ne´ral un
comportement erratique des variables duales, ce qui est propre aux me´thodes lagrangiennes. Cela conduit a`
ge´ne´rer aux premie`res ite´rations de mauvaises colonnes au final, car base´es sur un mauvais signal de valeurs
duales. Ge´ne´rer plusieurs colonnes de couˆt re´duit ne´gatif ou partir d’un bon ensemble initial de colonnes
peut aider a` stabiliser la convergence. Le fond du proble`me reste que le calcul a` l’optimalite´ du PMR,
Programme Line´aire, conduit a` des signaux de variables duales extreˆmes. Le point cle´ est la stabilisation
des variables duales. Pour ce faire, la me´thode des ”Box Step” ([93]) contraint les variables duales. D’autres
me´thodes de stabilisation basent la ge´ne´ration de colonne sur des signaux de variables duales ponde´re´s, on
citera [21],[22],[102]. Conceptuellement proche, la ge´ne´ration de colonne ”primale-duale” ([63]), calcule le
PMR par une me´thode de points inte´rieurs, sans aller a` l’optimalite´ pour les premie`res ite´rations.
Nous terminons par quelques ide´es rec¸ues fre´quentes sur la ge´ne´ration de colonne. L’algorithme de
ge´ne´ration de colonne s’applique uniquement a` des PL, en utilisant la dualite´ forte. Dans le cas de PLNE,
c’est la relaxation line´aire qui est calcule´e. Les colonnes ge´ne´re´es pour calculer la relaxation continue d’un
PLNE ne fournissent pas l’optimum du PLNE, juste une borne primale. Notons e´galement que si d’une
ite´ration a` la suivante, la valeur du PMR ne varie pas, il s’agit d’un cas de de´ge´ne´rescence, et en aucun cas
il s’agit d’un crite`re de terminaison de l’algorithme de ge´ne´ration de colonne.
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1.3.3 Bornes lagrangiennes et de´composition de Dantzig Wolfe
Formulation compacte Reformulation de Danzig-Wolfe
Figure 1.4 – Illustration ge´ome´trique de la reformulation de Dantzig-Wolfe sur les polytopes projete´s
La reformulation de Danzig-Wolfe permet d’obtenir des bornes duales de meilleure qualite´ que la relax-
ation continue du PLNE compact d’origine. Comme illustre´ sur la figure 1.4, en convexifiant le polye`dre
Bx > b des solutions fractionnaires sont e´limine´es. Plus formellement : {x ∈ Rn, Bx > b} ⊂ {x ∈
Rn|∃λq ∈ [0, 1]|Q|,
∑
q λq = 1, x =
∑
q λqxq} ⊂ {x ∈ Nn, Bx > b}. Par cette inclusion, il s’en suit que
ZcompactLP 6 ZDWLP , en notant Z
compact
LP la borne de relaxation continue de la formulation compacte originelle,
et ZDWLP la borne de relaxation continue de la reformulation de Dantzig Wolfe. Dans le cas ou` on a l’e´galite´
{x ∈ Rn, Bx > b} = {x ∈ Rn|∃λq ∈ [0, 1]|Q|,
∑
q λq = 1, x =
∑
q λqxq}, les bornes duales ZcompactLP et ZDWLP
sont identiques. Cela se produit quand les points extreˆmes du polytope {x ∈ Rn, Bx > b} sont entiers.
Reformulation de Dantzig-Wolfe et relaxation lagrangienne sont lie´es, la reformulation de Dantzig-Wolfe
permettant de calculer des bornes lagrangiennes. On applique la dualisation lagrangienne a` la formulation
e´tendue, de meˆme valeur sur les points entiers, et on obtient les bornes lagrangiennes suivantes :
l(x, pi) = min
λ∈{0,1}|Q|
∑
q
λq(cxq) + pi(a−
∑
q
λq(Axq))
s.c :
∑
q λq = 1
(1.41)
Cette expression est similaire a` la valeur optimale du proble`me esclave a` chaque ite´ration : en notant
ξ(pi) = minx∈Nn,Bx>b σ+(c−piA)x la valeur optimale du proble`me esclave, on a l(x, pi) = pia+ξ(pi)−σ. En
calculant le proble`me esclave a` l’optimalite´ a` une ite´ration, on peut donc en de´duire une borne lagrangienne.
1.3.4 Cas partiellement bloc diagonal
La reformulation de Dantzig Wolfe s’applique usuellement au cas ou` la matrice B est bloc diagonale,
les contraintes Ax > a comprenant alors les contraintes couplantes. Pour une meilleure convergence de la
ge´ne´ration de colonne, on utilise une autre reformulation base´e sur la convexification des sous blocs F k.
Pour tout k, on e´nume`re les solutions {x ∈ Nn, F kx > bk} = {xkq}q∈Q, une solution du proble`me complet se
recre´e en combinant des colonnes issus de chaque sous-proble`me. On conside`re la reformulation suivante :
v(x) = min
λkq∈{0,1}
∑
k
∑
q
λkq (c
kxkq )
s.c :
∑
k
∑
q λ
k
q (D
kxkq ) > a (pi)
∀k, ∑q λkq = 1 (σ)
(1.42)
Les colonnes des diffe´rents sous-proble`mes inde´pendants se combinent pour former une colonne du
proble`me complet. Pour chaque bloc k, on a le sous-proble`me de ge´ne´ration de colonne suivant :
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minx σ
k + (ck − piDk)x
s.c : F kx > bk
x ∈ Nn
(1.43)
Pour chaque sous-proble`me de valeur strictement ne´gative, on introduit la colonne partielle ge´ne´re´e. Si
tous ces proble`mes ont une valeur positive, les ite´rations s’ache`vent, l’optimum e´tant donne´ par le PMR.
1.3.5 Re´solution en nombres entiers
Me´thode de Branch&Price Pour la re´solution d’un PLNE en utilisant la reformulation de Dantzig
Wolfe, l’algorithme B&B peut eˆtre adapte´, en obtenant les bornes a` chaque nœud par ge´ne´ration de
colonnes, on parle alors de Branch&Price. A chaque nœud, les colonnes de´ja` ge´ne´re´es sur les nœuds
anceˆtres sont valides et permettent un de´marrage a` chaud. Le choix d’une re´solution par Branch&Bound ou
Branch&Price est une affaire de compromis : le gain en qualite´ de borne duale sur la formulation e´tendue
et ses implications sur le nombre de branchements doivent compenser le temps de calcul de relaxation
continue a` chaque nœud, supe´rieur sur la formulation e´tendue.
Branchements en Branch&Price Les branchements en Branch&Price ne´cessitent un soin particulier.
Tout d’abord, des difficulte´s viennent du fait qu’apre`s branchement, les colonnes restantes apre`s branche-
ments peuvent mener a` un calcul de PMR infaisable, sans que le nœud soit irre´alisable, et cela ne permet
pas de ge´ne´rer de colonnes en suivant l’algorithme. De meˆme que pour l’initialisation d’une de´composition
de Dantzig Wolfe, l’ajout de pe´nalisations permet de contourner de telles difficulte´s. Les re`gles de branche-
ments sont cruciales sur la convergence. Brancher sur les variables de la reformulation de DW me`ne a`
des arbres de branchement non e´quilibre´s. La strate´gie usuelle efficace est de brancher sur l’e´quivalent des
variables de la formulation compacte. Pour une variable compacte qui s’e´crit zi =
∑
q zi,qλq, de valeur frac-
tionnaire calcule´e z˜i, le branchement est re´alise´ en ajoutant la contrainte
∑
q zi,qλq > dz˜ie ou la contrainte∑
q zi,qλq 6 bz˜ic. Pour plus de de´tails sur les branchements en Branch&Price, on se reportera a` [122].
Me´thode de Branch&Cut&Price De meˆme que pour le Branch&Bound, l’ajout de coupes d’inte´grite´
spe´cifiques peut eˆtre inte´ressant pour ame´liorer les bornes duales et couper plus pre´mature´ment des nœuds
de l’arbre de branchement. Une telle me´thode de ge´ne´ration de colonnes et de coupes est alors qualifie´e de
Branch&Cut&Price. Comme explique´ dans [52], cela pose des difficulte´s lorsque les sous-proble`mes sont
calcule´s par un algorithme spe´cifique, les coupes ge´ne`rent des variables duales qui doivent eˆtre remonte´es
dans les sous-proble`mes, et cela peut changer la nature du sous-proble`me (qui reste un PLNE). Cela vaut
e´galement pour les strate´gies de branchement.
1.4 Optimisation line´aire dans l’incertain
En pratique, les coefficients d’un PLNE sont souvent mal incertains, issues de mesures physiques ou
d’estimations statistiques. Ces incertitudes peuvent avoir de fortes incidences sur la solution optimale
d’un PLNE, qui peut se retrouver infaisable ou avec un couˆt re´dhibitoire dans le proble`me re´el. Cette
section fournit les outils d’optimisation dans l’incertain utilise´s dans la suite, les approches stochastiques
et robustes. Les formalismes de logique floue et de contraintes en probabilite´ ne sont pas traite´es, nous
re´fe´rons a` [8] et [13].
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1.4.1 Programmation Line´aire Stochastique avec recours
Dans cette section, on supposera connaˆıtre la distribution de probabilite´ des ale´as. Nous expliciterons
ces approches dans le cas de sce´narios probabilistes discrets S ou` chaque sce´nario S a une probabilite´ pis.
Dans un tel cadre, la structure de PLNE est pre´serve´e, pour le cas ge´ne´ral, on se reportera a` [78]. On
conside`re un PLNE de´terministe de la forme suivante, ou` les variables y sont soumises aux incertitudes :
min
x,y
cx+ qy
s.t : Ax > a
Tx+Wy > h,
x ∈ Nm × Rn+, y > 0
(1.44)
Cela intervient naturellement pour des proble`mes a` deux niveaux. Le premier niveau des variables
x est un niveau strate´gique, correspondant aux de´cisions ”here and now” soumises aux incertitudes et
imple´mente´es avant la connaissance de l’ale´a. Le second niveau des variables y correspond aux de´cisions
”wait and see” ope´rationnelles re´alise´es apre`s connaissance de l’incertitude, agissant comme recours aux
de´cisions de premier niveau. Le second niveau adresse des questions de couˆt et de faisabilite´, implique´es
par les de´cisions de premier niveau. Le proble`me stochastique avec recours s’e´crit :
min
x,ys>0
cTx+
∑
s∈S
pisq
sys
s.t : Ax > a
∀s ∈ S, T sx+W sys > hs
x ∈ Nm × Rn+
(1.45)
La de´cision de premier niveau minimise l’espe´rance probabiliste des couˆts attendus sur le second niveau.
Au niveau des contraintes, cela induit la faisabilite´ des de´cisions de premier niveau pour tous les ale´as. La
re´solution d’un tel proble`me rentre dans le cadre de la de´composition de Benders a` la section 1.2.3, avec des
sous blocs forme´s par les diffe´rents sce´narios. Cette me´thode dans le cadre stochastique est aussi appele´e
algorithme L-shaped ([83]). Dans le cadre ou` des variables de second niveau sont entie`res, et ou` toutes les
variables de premier niveau sont entie`res, l’algorithme de re´solution ”integer L-shaped” ([39]) correspond
a` l’algorithme de´veloppe´ a` la section 1.2.6.
1.4.2 Robustesse en Programmation Line´aire
L’optimisation robuste est une approche alternative de gestion de l’incertain, ne ne´cessitant pas la
connaissance de densite´s de probabilite´. Le terme ”robuste” pre´sente des ambigu¨ıte´s dans le langage courant,
”robuste” est souvent employe´ pour qualifier une solution re´sistante a` des ale´as. Suivant le contexte, la
de´finition de robustesse se doit d’eˆtre pre´cise´e pour e´viter les ambigu¨ıte´s. Dans le cadre de la programmation
mathe´matique, nous qualifions de robuste une solution re´alisable pour toutes les re´alisations conside´re´es
des ale´as, et dont le couˆt est optimise´ sur la pire re´alisation de l’ale´a pouvant survenir dans un ensemble
d’incertitude. La description des incertitudes se restreint au domaine de re´alisation pre´visionnel des ale´as,
appele´ ensemble d’incertitude note´ Ω.
Formalisation dans le cadre de la Programmation Line´aire Dans le cadre de la programmation
line´aire, nous conside´rons un PL de la forme suivante :
Pdet = min
x>0
cTx
s.c : Ax 6 b
(1.46)
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ou` x est un vecteur colonne de taille n qui repre´sente les variables du proble`me. Le couˆt c est un vecteur
ligne de taille n, le second membre b est un vecteur colonne de taille m et la matrice A des contraintes de
taille m× n. La de´finition de robustesse invoque´e me`ne au proble`me min-max suivant :
Prob = min
x>0
max
ω∈Ω
cTx
s.c : ∀ω ∈ Ω, A(ω)x 6 b(ω)
(1.47)
Cela s’interpre`te comme un paradigme de the´orie des jeux, comme si un adversaire fictif choisissait la
re´alisation ale´atoire apre`s la prise de la de´cision des variables x. Le proble`me ci dessus correspond au choix
optimal en x, en conside´rant que l’adversaire fictif choisira la re´alisation dans Ω la plus de´favorable.
En toute ge´ne´ralite´, on peut supposer que l’incertitude porte uniquement sur la matrice des contraintes
A. On peut se ramener a` un tel cas en ajoutant les variables xn+1 et xn+2, avec l’e´criture suivante :
Pdet = min
x>0
xn+2
s.t : xn+1 = 1
∀i ∈ [[1,m]], ∑nj=1Ai,jxj − bixn+1 6 0∑n
j=1 cjxj − xn+2 6 0
(1.48)
Approche robuste de Soyster L’approche de Soyster, introduite en 1973 dans [115], est l’une des
premie`res approches historiques de de´termination de solutions robustes d’un PL. L’incertitude est e´crite
sur la matrice des contraintes A, avec l’hypothe`se que les colonnes Aj de´crivent des domaines Kj ⊂ Rm
convexes. Le proble`me robuste est alors e´quivalent au proble`me suivant, ou` A¯j = maxAj∈Kj Ai,j :
min
x>0
cx
s.t :
∑
j A¯j .xj 6 b
(1.49)
On est alors ramene´ au cas de´terministe, dans le cas ou` l’on sait calculer aise´ment maxAj∈Kj Ai,j . Un
cas particulier est le cas d’un produit d’intervalle, ie pour tout (i, j), Ai,j ∈
[
Ai,j , A¯i,j
]
, cela s’e´crit :
min
x>0
cx
s.t :
∑
j A¯i,j .xj 6 bi, ∀i
(1.50)
Approches parame´triques Les solutions robustes selon l’approche de Soyster sont qualifie´es de so-
lutions “conservatives” dans la litte´rature. En effet, la de´cision est base´e sur le cas le plus de´favorable,
avec une probabilite´ d’occurrence potentiellement tre`s faible. Des approches parame´triques ont alors e´te´
de´veloppe´es pour controˆlerle degre´ de “conservatisme” de la solution robuste tout en garantissant une forte
probabilite´ de satisfaction des contraintes.
L’ensemble d’incertitude adopte´ pour mode´liser les coefficients de la matrice A est un mode`le par
intervalles : pour tout i ∈ [[1;m]] et j ∈ [[1;n]], le parame`tre Ai,j appartient a` [A˚i,j − Aˆi,j , A˚i,j + Aˆi,j ] , ou`
A˚i,j repre´sente la valeur nominale du coefficient Ai,j et Aˆi,j > 0 est sa de´viation maximale. En d’autres
termes, Ai,j = A˚i,j+ξi,jAˆi,j avec ξi,j ∈ [−1, 1]n×m. L’approche parame´trique de Bertsimas et Sim introduite
dans [30] introduit des parame`tres Γi pour chacune des contraintes i ∈ [[1;m]], qui repre´sentent la somme des
de´viations totales par rapport aux valeurs nominales de tous les coefficients incertains de la meˆme contrainte
i. Il s’agit d’un mode`le d’incertitude en lignes, la` ou` l’approche de Soyster e´tait un mode`le d’incertitude
en colonnes. L’ensemble d’incertitude note´ ΦBSi (Γi) est alors Φ
BS
i (Γi) = {ξi,j ∈ [−1, 1]n|
∑
j
|ξi,j | 6 Γi}. Le
proble`me robuste s’e´crit alors :
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Prob = min
x>0
n∑
j=1
cjxj
s.c : ∀i ∈ [[1,m]],
n∑
j=1
A˚i,jxj + max
ξi,j∈ΦBSi (Γi)
n∑
j=1
ξi,jAˆi,jxj 6 bi
(1.51)
Ainsi, pour une contrainte i, la valeur de Γi permet de controˆler la de´viation totale des parame`tres
incertains de leur valeur nominale. Notons que Γi n’est pas ne´cessairement un entier, mais a` valeurs dans
l’intervalle [0, n]. Pour Γi = 0, aucune de´viation n’est autorise´e sur les coefficients de la contrainte i et
celle-ci est e´quivalente a` la contrainte nominale. Par contre, si Γi = n tous les parame`tres sont susceptibles
de de´vier, et l’on revient a` la formulation pire cas de Soyster. En dualisant le proble`me de maximisation
pre´sent dans la matrice des contraintes, il est prouve´ dans [30] que l’on se rame`ne au PL suivant :
Prob = min
x,pi,λ>0
n∑
j=1
cjxj
s.c : ∀i ∈ [[1,m]],
n∑
j=1
A˚i,jxj + piiΓi +
n∑
j=1
λi,j 6 bi
∀i ∈ [[1,m]], ∀j ∈ [[1, n]], piiλi,j > Aˆi,jxj
(1.52)
L’approche ”Multiband Robust Optimization” introduite dans [37] a permis d’e´tendre les re´sultats et
la mode´lisation de Bertsimas et Sim, en conside´rant des mode`les d’incertitude base´s sur des histogrammes.
Cas particuliers Si on a un cadre commun, les proble´matiques spe´cifiques de robustesses peuvent eˆtre
mises a` profit. Dans le cas ou` seule la fonction objectif pre´sente des incertitudes, le domaine de faisabilite´
robuste est le meˆme que le proble`me de´terministe. Dans un tel cas, d’autres crite`res que le pire cas ont e´te´
de´veloppe´s avec une re´solution efficace, on citera le crite`re de regret maximal, cf [16].
Dans de nombreuses applications, l’incertitude affecte uniquement le second membre, via des contraintes
de demandes ou de ressources. Dans ce cas, l’approche robuste naturelle est l’approche d’incertitude en
colonnes de Soyster, ou` seule la colonne du au second membre de´finit une incertitude non nulle. Re´duire le
conservatisme en appliquant l’approche de Bertsimas et Sim est sans issue : le budget d’incertitude de la
ligne e´tant consomme´ uniquement sur le second membre, cela revient a` re´duire directement l’incertitude
correspondant au second membre. Ce cas applicatif courant a conduit a` des travaux spe´cifiques dans [106].
1.4.3 Approches robustes sur des proble`mes discrets
Les progre`s re´alise´s par la re´solution PLNE ces dernie`res de´cennies, ont permis d’envisager l’extension
de l’optimisation robuste aux PLNE. Le mode`le d’incertitude robuste de Bertsimas et Sim a e´te´ e´tendu
dans l’article [29] aux proble`mes discrets. Le mode`le robuste correspondant a` un PLNE de´terministe est
toujours un PLNE, utilise´ pour une imple´mentation ge´ne´rique dans [79]. Sur le cas particulier l’incertitude
porte uniquement sur la fonction de couˆt et ou` les n variables sont toutes binaires, la re´solution se rame`ne
a` re´soudre n + 1 instances du proble`me d’origine. Il en re´sulte que si le proble`me de´terministe est poly-
nomial avec un algorithme spe´cifique, le proble`me robuste est e´galement polynomial. [14] s’est inte´resse´
a` des reformulations renforce´es dans un tel cadre. Ces re´sultats sont e´galement valables avec l’extension
Multiband Robust Optimization de [37].
Auparavant, l’article [82] avait e´tudie´ l’e´tat de l’art des proble`mes robustes discrets avec des mode`les
d’incertitudes base´s sur des sce´narios discrets. Dans un tel cadre, la majorite´ des proble`mes discrets poly-
nomiaux ont une extension robuste devient NP-difficile.
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1.4.4 Approches robustes multi-e´tapes
Dans le contexte multi-e´tapes, les de´cisions du proble`me sont fractionne´es en plusieurs groupes, suivant
l’instant ou` l’incertitude est re´ve´le´e. Les approches robustes bi-e´tapes, introduites de manie`re ge´ne´rales
dans [23], [95] et [96], sont fortement inspire´es de l’optimisation stochastique avec recours. Les de´cisions
de la premie`re e´tape sont de´finies telles qu’il existe toujours un recours a` la seconde e´tape. Le proble`me de
recours est dans ce cas base´ sur la pire e´valuation du proble`me compte tenu des incertitudes, donnant un
proble`me de type min max min. Les approches robustes bi-e´tapes s’e´crivent sur des proble`mes de´terministes
de la forme suivante, ou` les de´cisions relatives aux variables x sont mises en œuvre avant la re´alisation de
l’ale´a, tandis que les variables y sont mises en œuvres apre`s la re´alisation de l’ale´a :
min
x∈Nm×Rn+,y>0
cx+ qy
s.t : Ax > a
Tx+Wy > h
(1.53)
En de´finissant Ω l’ensemble d’incertitude, le proble`me robuste a` deux e´tapes s’e´crit :
min
x∈Nm×Rn+
cx+Q(x) avec Q(x) = max
ω∈Ω
min
y>0
q(ω)y
s.c : Ax > a s.c : T (ω)x+W (ω)y > h(ω)
(1.54)
Cela s’interpre`te a` nouveau comme un paradigme de the´orie des jeux, comme s’il existait un adversaire
fictif qui choisissait la re´alisation ale´atoire qui serait la plus de´favorable apre`s la prise de la de´cision des
variables x, sachant que nous pourrions re´agir au coup suivant avec le recours en jouant une re´alisation
des variables y. Le proble`me Q(x) de calcul de perturbation maximale de l’adversaire fictif est ainsi un
proble`me de type max-min. Le proble`me ci-dessus correspond au choix optimal en x, au premier coup de
ce jeu, avant que les de´cisions suivantes soient prises de manie`re optimale apre`s la de´cision x.
Le cadre applicatif usuel de la litte´rature est un ensemble d’incertitude polye´dral, avec l’incertitude
portant uniquement sur le second membre. Ce formalisme se retrouve ainsi en ordonnancement PERT [95],
dans [106] pour une application a` un proble`me de localisation-transport, dans [15] pour un proble`me de
design de re´seau te´le´com, et dans [28] pour un proble`me de type Unit Commitment Problem.
Pour ce type de proble`me, une me´thode de re´solution est propose´e dans [120] avec les hypothe`ses que
seul le second membre est soumis a` des ale´as, et que l’incertitude prend des valeurs continues, dans Ω un
polye`dre, et ou` les variables du second niveau sont aussi continues. Cette approche consiste alors a` utiliser
la dualite´ pour transformer le dernier proble`me de minimisation en proble`me de maximisation, et a` traiter
le proble`me min-max par une approche de plan coupant en utilisant l’algorithme de Kelley. Cette approche
revient a` une ge´ne´ration dynamique de sce´narios, sur les points extreˆmes du domaine d’incertitude. Si le
nombre de sce´narios e´tait fixe´, cela serait analogue a` la de´composition de Benders.
1.4.5 Autres approches robustes en ordonnancement
Dans un contexte ope´rationnel, ”robuste” signifie souvent eˆtre re´sistant en terme de faisabilite´ aux
ale´as conside´re´s dans l’ensemble d’incertitude. En ce sens, des solutions issues de l’approche stochastique,
garantissent la re´alisabilite´ de la solution sur tous les sce´narios stochastiques. La robustesse est aussi souvent
interpre´te´e comme le pre´sence de marges dans des contraintes. La de´finition de robustesse se doit d’eˆtre
syste´matiquement de´finie avec pre´cision pour lever toute ambigu¨ıte´.
De nombreux travaux ont introduit un tel cadre de robustesse pour des proble`mes d’ordonnancement,
on se reportera a` [69]. La robustesse est utilise´e souvent dans le cadre de la re´optimisation dynamique d’un
proble`me d’ordonnancement selon l’avance´e du temps et de la re´alisation d’ale´as. Les approches proactives
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se basent sur une solution courante de fil rouge calcule´e de manie`re robuste, de manie`re a` eˆtre le plus
re´sistante possible a priori, avant de s’adapter a` la re´alisation d’ale´as. Une approche robuste suivant l’e´tat
de l’art de 1.4.3 ou 1.4.4 s’ave`re souvent limite´e sur les contraintes de temps de calcul et sur les tailles de
proble`mes exige´es. L’enjeu est alors de de´velopper des approches robustifie´es praticables, fournissant des
solutions plus robustes que la solution de´terministe sans ale´as. Nous re´fe´rons a` [56] pour un tel travail dans
le cadre de la planification des horaires de train.
De manie`re ge´ne´rale, la notion de ”Light robustness” de´veloppe´e dans [55], re´pond a` de telles con-
side´rations. Conside´rant la solution de´terministe sans ale´a, il s’agit pour un couˆt de solution donne´
supe´rieur, de fournir la solution de couˆt infe´rieur a` ce seuil la plus robuste, ie maximisant les marges sur la
faisabilite´, e´crites des variables d’e´carts supple´mentaires. Cela peut s’interpre´ter comme une de´composition
hie´rarchique du proble`me min-max de 1.4.2, avec des re´solutions similaires au proble`me de´terministe.
Dans le cas ou` un algorithme de programmation dynamique est utilise´ pour la re´solution de´terministe,
une de´finition robuste analogue a` la section 1.4.2 suivant un formalisme min-max peut eˆtre re´solu en
e´tendant la programmation dynamique, comme explique´ dans l’article [72]. Cela permet de traiter le cas
non conside´re´ pre´ce´demment, ou` les incertitudes ne prennent que des valeurs discre`tes. Des applications a`
un tel formalisme se trouvent en pratique dans la planification des horaires de trains traite´e dans [7], ou
dans l’ordonnancement de pistes d’ae´roports, nous re´fe´rons alors a` [41].
1.5 Heuristiques
Les me´thodes heuristiques s’utilisent pour trouver des solutions primales de bonne qualite´ sans preuve
d’optimalite´, ni meˆme de majoration de l’e´cart a` la solution optimale. Il existe une large taxonomie d’heuris-
tiques, nous en faisons un aperc¸u ge´ne´ral dans cette section. On distingue tout d’abord les heuristiques
constructives, des heuristiques perturbatives, suivant que l’on dispose ou non d’une solution initiale. Enfin,
on analysera le lien et les hybridations entre approches heuristiques et exactes.
1.5.1 Heuristiques constructives
Les heuristiques constructives fournissent rapidement une solution re´alisable pour toutes les contraintes
sans partir d’une solution re´alisable. On traite dans cette section des algorithmes gloutons et de la variante
GRASP, ainsi que des techniques de clustering. L’algorithme des colonies de fourmis (ACO) est e´galement
constructif, et sera traite´ dans la section 1.5.3.
Algorithme glouton L’algorithme glouton construit progressivement une solution, par choix locaux
optimaux pour ajouter un morceau de solution a` la solution partielle courante. Cela ne garantit pas en
ge´ne´ral de construire une solution globalement optimale, ni meˆme in fine une solution re´alisable. Dans le
cas du proble`me du sac a` dos de´fini par (1.2), l’algorithme glouton trie les objets suivant leur rapport
utilite´/masse de´croissant, et ajoute des objets le long de la liste ordonne´e tant que la capacite´ M du sac a`
dos le permet. Pour le calcul de la relaxation continue, en conside´rant l’objet i′ limite, ie le premier objet
qui ne rentre plus entie`rement dans le sac a` dos, ie mi′ de´passe la capacite´ re´siduelle du sac a` dos, en
affectant a` la variable xi′ la valeur fractionnaire maximale pour respecter la contrainte de capacite´, et des
valeurs nulles aux autres variables, l’algorithme glouton a fourni une solution optimale du proble`me, en
temps line´aire. Dans la version PLNE, en affectant les objets qui peuvent rentrer dans la capacite´ re´siduelle
du sac a` dos selon les rapports ci/mi de´croissants, on obtient une heuristique gloutonne non optimale.
Algorithme GRASP L’algorithme GRASP (Greedy Randomized Adaptive Search Procedure) est une
me´taheuristique qui combine les me´thodes gloutonnes et ale´atoires. La construction d’une solution se
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de´roule par e´tapes et a` chacune de celles-ci, l’ensemble des solutions partielles qu’il est possible d’ajouter
est place´ dans une liste appele´e RCL (Restricted Candidate List). Cette liste est trie´e, c’est la partie
gloutonne de l’algorithme. Ce n’est pas ne´cessairement la meilleure solution partielle qui est ajoute´e a` la
solution courante, on tire ale´atoirement parmi les meilleurs possibilite´s celle qui sera se´lectionne´e.
Heuristiques de preprocessing/clustering La taille des instances peut s’ave´rer re´dhibitoire pour des
me´thodes exactes comme pour des heuristiques constructives, pour de grands proble`mes d’optimisation.
Des techniques de preprocessing/clustering permettent de re´duire la taille des instances a` des proble`mes
re´solubles avec un algorithme constructif. Les techniques de preprocessing permettent de re´duire les in-
stances, en fixant des variables. Une approche exacte de preprocessing a de´ja` e´te´ cite´e dans [113], fixant des
variables a` leur valeur a` l’optimum. Une fixation de variables peut eˆtre heuristique, comme dans [51] et [91].
Les techniques de clustering morcellent un grand proble`me en plus petits sous-proble`mes inde´pendants,
sur lesquels la re´solution est envisageable par un algorithme constructif. La solution est obtenue en recol-
lant les diverses solutions partielles engendre´es par les sous-proble`mes. L’algorithme POPMUSIC (Partial
Optimization Metaheuristic under Special Intensification Conditions ([116]) rentre dans un tel cadre.
1.5.2 Recherche locale
Un algorithme de recherche locale part d’une solution initiale et la de´place de fac¸on ite´rative vers une
solution voisine, jusqu’a` la re´alisation d’un crite`re d’arreˆt. Ces algorithmes s’articulent autour de notions
communes : les voisinages, la diversification, l’intensification, et des me´canismes de me´moire. Le voisinage
d’une solution est le sous-ensemble de solutions atteignables par transformations locale, obtenues en ge´ne´ral
par permutations, e´jections ou optimisations partielles. Le point crucial de la de´finition d’un voisinage
est de pouvoir calculer rapidement les couˆts des solutions du voisinage, la capacite´ d’exploration d’une
recherche locale en de´pend fortement. Les notions d’intensification et de diversification sont cruciales dans
la conception des me´ta-heuristiques, pour atteindre un e´quilibre entre ces deux dynamiques de recherche.
La diversification (ou exploration) re´colte de l’information sur le proble`me, tandis que l’intensification
(ou exploitation) vise a` utiliser l’information re´colte´e pour parcourir les zones inte´ressantes de l’espace de
recherche. La me´moire est le support de l’apprentissage, pour e´viter les zones ou` l’optimum global n’est
pas susceptible de se trouver. A un voisinage donne´, ”hill climbing” (escalade de colline) ou ”steepest
descent” (descente la plus abrupte) proce`dent en maximisant (ou minimisant) le crite`re sur le voisinage,
sans me´moire ni diversification, convergeant vers un optimum local, aucune solution du voisinage ne permet
d’ame´liorer le crite`re. Dans un tel cadre, utiliser de grands voisinages permet d’avoir des optimums locaux
de meilleure qualite´.
Recherche avec tabous La recherche avec tabous a e´te´ introduite en 1986 dans l’article [59] et de´veloppe´e
par la suite, on citera [60] comme ouvrage de re´fe´rence. La recherche avec tabous se distingue de l’heuris-
tique hill climbing par la notion de me´moire, qui permet de sortir et de ne pas revenir dans des extrema
locaux. Les positions de´ja` explore´es sont conserve´es dans une file FIFO (appele´e liste tabou) d’une taille
donne´e (parame`tre ajustable). L’ide´e de la recherche tabou consiste, a` partir d’une position donne´e, a` en
explorer le voisinage et a` choisir la position non interdite par la liste tabou dans ce voisinage qui minimise
la fonction objectif. Dans le cas ou` tous les points admissibles du voisinage ont une valeur plus e´leve´e, la
valeur du crite`re est de´grade´e. C’est a` partir de ce me´canisme que l’on sort d’un minimum local.
Algorithme de recuit simule´ L’algorithme de recuit simule´ a e´te´ introduit dans l’article [81] par analo-
gie au refroidissement naturel en side´rurgie. La tempe´rature est utilise´e comme parame`tre de commande,
le recuit consiste a` chauffer le mate´riau, lui confe´rant une e´nergie e´leve´e, avant de refroidir lentement le
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Figure 1.5 – Algorithme de recuit simule´
mate´riau. A` la tempe´rature T , l’algorithme de recuit utilise que la probabilite´ pour un syste`me physique
de posse´der l’e´nergie donne´e E est proportionnelle au facteur de Boltzmann exp
(
− EkBT
)
, kB e´tant la con-
stante de Boltzmann. Le recuit simule´ progresse comme illustre´ sur la figure 1.5. A` l’ite´ration k, ou` la
solution courante a` une valeur H, on actualise la tempe´rature Tk, et on tire ale´atoirement une solution
y dans le voisinage de la solution courante. Si H(y) 6 H, y devient la solution courante. Sinon, on ef-
fectue un tirage ale´atoire de loi binomiale de parame`tre p =exp
(
H−H(y)
Tk
)
. Si la re´alisation ale´atoire est
1, la solution courante est accepte´e, ce qui fait remonter le couˆt de solution et diversifie la recherche. Les
phases de recuits et de descente de tempe´rature sont parame´tre´es par la loi d’e´volution de Tk. A haute
tempe´rature, exp
(
H−H(y)
Tk
)
≈ 1 , la plupart des mouvements sont accepte´s, l’algorithme e´quivaut a` une
marche ale´atoire. A` basse tempe´rature, exp
(
H−H(y)
Tk
)
≈ 0, la plupart des mouvements augmentant l’e´nergie
sont refuse´s, l’algorithme se rame`ne a` des ite´rations ”hill climbing”. Le recuit stimule´ converge en proba-
bilite´ vers un optimum global, sous les hypothe`ses d’ergodicite´ (toute solution peut eˆtre atteinte avec une
probabilite´ non nulle sur une marche ale´atoire base´e sur les voisinages), avec une loi de tempe´rature ou` Tk
de´croissant au plus vite en O
(
1
log(k)
)
. La loi de de´croissance logarithmique de la tempe´rature n’est pas
utilise´e en pratique, car inefficace. Plusieurs types de paralle´lisation ont e´te´ envisage´s pour le recuit simule´,
on se reportera a` [1] et [108]. L’inte´reˆt de la paralle´lisation est qu’a` basse tempe´rature, les mouvements
accepte´s deviennent rares, et aucune acceptation peut survenir sur des processus inde´pendants.
Algorithme VNS Les heuristiques VNS (Variable Neighbourhood Search), ont e´te´ introduites en 1997
dans [97], et se sont rapidement de´veloppe´es avec succe`s, nous nous re´fe´rons a` [98] et [67] pour une revue
de´taille´e des variantes de VNS de´veloppe´es et des proble`mes d’applications. L’ide´e de l’algorithme VNS
est de conside´rer diffe´rents types de voisinages et d’en changer syste´matiquement au cours de la recherche
locale. On sort d’un extremum local pour un voisinage donne´ en changeant de voisinage, la solution courante
n’e´tant plus force´ment un extremum local du nouveau voisinage conside´re´. Par cette me´thode, un extremum
local est un extremum local de tous les voisinages conside´re´s. Cela induit donc moins d’extremums locaux
et de meilleure qualite´ que dans le cas d’une recherche locale simple.
La variante la plus simple est Variable Neighborhood Descent (VND), une exploration de´terministe sans
diversification, ou` l’on choisit toujours la meilleure solution du voisinage courant, le choix des voisinages
e´tant e´galement impose´ par une re`gle de´terministe. Il s’agit d’un algorithme de type ”steepest descent”. Le
crite`re d’arreˆt de la recherche locale peut eˆtre qu’aucun voisinage ne permettent d’ame´liorer la solution, si
bien que la solution courante est un optimum local pour tous les types de voisinages.
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1.5.3 Me´taheuristiques de populations
Dans cette section, nous introduisons des me´taheuristiques manipulant des populations de solutions.
Ces approches permettent un haut degre´ de diversification, et une paralle´lisation naturelle. Un autre inte´reˆt
de ces approches est de pouvoir aboutir a` un front de Pareto de solutions dans le cadre de l’optimisation
multicrite`re. Nous pre´sentons les algorithmes e´volutionnaires, et l’algorithme de colonie de fourmis.
Algorithmes e´volutionnaires Les algorithmes e´volutionnaires s’inspirent de la the´orie de l’e´volution
des eˆtres vivants, en conside´rant que la nature tend a` produire et se´lectionner des organismes les plus
adapte´s a` leur environnement. Un algorithme e´volutionnaire doit eˆtre initialise´ avec une premie`re popu-
lation d’individus, pour ite´rer selon des e´tapes et ope´rateurs de se´lection, croisements, mutations, suivant
des processus ale´atoires. La premie`re e´tape de se´lection permet de se´parer les individus qui participeront
a` la reproduction de ceux qui n’y participeront pas. Les individus se´lectionne´s (les ”parents”) se repro-
duisent (on dit aussi que l’on effectue des croisements), donnant un ensemble d’”enfants” partageant
une partie des caracte´ristiques de leurs ascendants. Ces enfants subissent alors une e´tape de mutation,
qui modifie ale´atoirement leur ge´notype. Les nouveaux individus sont alors e´value´s par la fonction objec-
tif. Enfin, on choisit un nombre d’individus de´termine´ parmi l’ensemble parents + enfants, pour former la
ge´ne´ration suivante. Dans le cadre des algorithmes e´volutionnistes, nous citerons les algorithmes ge´ne´tiques,
les strate´gies d’e´volution, les algorithmes a` e´volution diffe´rentielle, les algorithmes a` estimation de distri-
bution, les syste`mes immunitaires artificiels, et l’algorithme BAO (Bayesian Optimization Algorithm).
Colonies de fourmis L’algorithme par optimisation de colonies de fourmi (en anglais ACO, Aint Colony
Optimization) a e´te´ introduit en 1996 dans [47], sur un proble`me de plus court chemin dans un graphe, et
a depuis e´te´ e´tendu comme une me´ta-heuristique naturellement paralle´lisable pour de nombreux proble`mes
d’optimisation, nous re´fe´rons a` [48] et [119]. L’ide´e originale vient de l’observation de l’exploitation des
ressources alimentaires chez les fourmis. Une colonie de fourmis ayant le choix entre plusieurs chemins
menant a` une source de nourriture a tendance a` utiliser le chemin le plus court. L’algorithme ACO est a`
la fois constructif et une recherche locale perturbative suivant une cartographie de phe´romones. ACO se
base sur la collaboration des individus entre eux, et s’appuie sur le concept d’auto-organisation, un groupe
d’individus peu intelligents peut posse´der une organisation globale complexe. Ce syste`me repose sur des
re´troactions positives (le de´poˆt de phe´romone attire d’autres fourmis qui vont la renforcer a` leur tour) et
ne´gatives (la dissipation de la piste par e´vaporation empeˆche le syste`me de s’emballer).
La me´thode ACO construit des solutions a` partir des e´le´ments qui ont e´te´ explore´s par d’autres in-
dividus. Pour reprendre la de´nomination naturelle, les fourmis se de´placent a` la recherche de solutions
et se´cre`tent des phe´romones, qui indiqueront a` leurs conge´ne`res si un chemin est inte´ressant ou non. En
effet, les chemins fortement phe´romone´s indiquent les chemins vers de bonnes solutions, car traverse´s a`
une fre´quence plus importante. Chaque fois qu’un individu de´couvre une solution, bonne ou mauvaise, il
enrichit la connaissance collective de la colonie. Un tel sche´ma se classe dans les techniques d’exploration.
Une diversification est incorpore´e au mode`le pour diminuer le risque d’enfoncer la colonie dans un
minimum local, via un mode`le d’e´vaporation des phe´romones. Cela permet d’explorer des solutions moins
marque´es que la solution courante, pour rehausser l’inte´reˆt des autres chemins. Le taux d’e´vaporation est
un premier parame`tre de diversification. On peut aussi controˆler le niveau de phe´romone de chaque chemin
pour le maintenir entre des bornes minimum et maximum, et e´viter l’existence de chemins inonde´s de
phe´romones ou totalement invisibles, fournissant de nouveaux parame`tres de diversification.
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1.5.4 Heuristiques hybrides
On parle d’hybridation quand une me´ta-heuristique est compose´e de plusieurs me´thodes qui se re´partissent
les taˆches de recherche locale. Les me´ta-heuristiques sont propices aux hybridations, pour combiner les avan-
tages de diverses me´thodes. La taxonomie des me´ta-heuristiques hybrides se se´pare en deux parties : une
classification hie´rarchique et une classification plate. On se reportera a` [118] comme ouvrage de re´fe´rence
sur les hybridations des me´ta-heuristiques.
Figure 1.6 – Taxonomie des me´ta-heuristiques hybrides
La classification hie´rarchique se fonde sur le niveau (bas ou haut) de l’hybridation et sur son application
(en relais ou concurrente). Une hybridation de bas niveau remplace une fonction donne´e d’une me´ta-
heuristique. Dans le cas du haut niveau, le fonctionnement interne des me´ta-heuristiques n’est pas modifie´.
Dans une hybridation en relais, les me´ta-heuristiques sont lance´es les unes apre`s les autres, chacune prenant
en entre´e la sortie produite par la pre´ce´dente. Dans la concurrence (ou coe´volution), chaque algorithme
utilise une se´rie d’agents coope´rants ensembles. Au bilan, quatre classes ge´ne´rales sont de´gage´es : les
hybridations bas niveau et relais (abre´ge´ LRH en anglais), les hybridations bas niveau et coe´volution (abre´ge´
LCH), les hybridations haut niveau et relais (HRH) et les hybridations haut niveau et coe´volution (HCH).
Une seconde classification des hybridations peut eˆtre re´alise´e sur les caracte´ristiques d’homoge´ne´ite´, de
globalite´ ou de spe´cialisation. Si l’hybridation se fait entre plusieurs instances d’une meˆme me´ta-heuristique,
elle est dite homoge`ne, sinon elle est dite he´te´roge`ne. Si les me´thodes recherchent dans tout l’espace de
recherche, on parlera d’hybridation globale, si elles se limitent a` des sous-parties de l’espace, d’hybridation
partielle. Si les algorithmes mis en jeu traitent tous le meˆme proble`me, on parlera d’hybridation ge´ne´rale,
s’ils sont lance´s sur des proble`mes diffe´rents, d’hybridation spe´cialise´e.
1.5.5 Heuristiques et me´thodes exactes en PLNE
Les me´thodes exactes et heuristiques sont des approches comple´mentaires qui permettent de s’enrichir
mutuellement : les me´thodes exactes peuvent eˆtre utilise´es avec succe`s dans un sche´ma d’hybridation,
tandis que les heuristiques peuvent acce´le´rer la convergence de me´thodes exactes. De telles hybridations
ont e´te´ engendre´ le terme de matheuristique. Nous traitons dans cette section les hybridations entre des
me´ta-heuristiques et des me´thodes de PLNE intervenant dans la suite de la the`se. La programmation
dynamique pre´sente e´galement un potentiel hybride, nous re´fe´rons a` [44]) et [73].
Heuristiques primales en Branch&Bound L’ame´lioration des heuristiques primales a permis des
avance´es pratiques. Trouver plus rapidement d’excellentes solutions permet de couper plus toˆt des branches
de l’arbre de Branch&Bound, ce qui acce´le`re la convergence. En outre, un solveur de PLNE peut alors eˆtre
utilise´ dans une vise´e heuristique en temps contraint. Les heuristiques primales du Branch&Bound sont a`
la fois constructives et perturbatives. On pourra se reporter a` [27] pour plus de de´tails. Ces ide´es ont e´te´
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depuis e´tendues en Branch&Price dans [75].
La construction naturelle de solutions en Branch&Bound est d’effectuer des branchements jusqu’a`
obtenir une solution entie`re, ce qui revient a` plonger dans l’arbre de Branch&Bound jusqu’a` obtenir
une feuille. Des telles heuristiques de plongements ”diving heuristics”, sont incorpore´es dans les re`gles
de branchements, la fre´quence de recherche de solutions par plongement est un parame`tre de la re´solution
Branch&Bound. Les dernie`res versions de Cplex utilisent la paralle´lisation pour se´lectionner les meilleurs
branchements a` conside´rer a` partir d’une meˆme situation, en permettant de collecter les meilleures in-
formations des diffe´rentes explorations. En particulier, en utilisant des re`gles de branchements oriente´es
sur la recherche de solutions en paralle`le de branchements plus e´quilibre´s pour la convergence globale
permet de mieux utiliser les heuristiques de plongements. De telles heuristiques sont insuffisantes, il est
avantageux d’avoir des bonnes solutions avant tout branchement. Disposer initialement d’une bonne so-
lution, est souvent inte´ressant comme de´marrage a` chaud, ce qui fournit une premie`re hybridation me´ta-
heuristique/Branch&Bound.
Les heuristiques constructives ”rounding heuristics” s’appuient sur la relaxation continue, pour de´duire
du PLNE initial un petit PLNE apre`s avoir fixe´ toutes les variables entie`res (ou suffisamment proches d’en-
tiers a` la de´finition d’un seuil pre`s) de la relaxation continue, pour lequel un petit calcul de Branch&Bound
permet d’obtenir rapidement une solution. Une telle approche est souvent inefficace, en particulier en
menant a` des PLNE infaisables. Une variante plus e´labore´e, ”Feasibility Pump” (FP), a e´te´ introduite
introduite dans [53] pour des PLNE a` variables binaires, ame´liore´e dans [4], et ge´ne´ralise´e a` tous les PLNE
dans [26]. Feasibility Pump cherche a` partir du vecteur de solution continue la solution entie`re la plus
proche (au sens d’une distance de´finie avec la norme 1). Mathe´matiquement, pour le PLNE minAx>b cx
ou` les variables x sont binaires de solution relaˆche´e continue x˜, on conside`re le proble`me d’optimisation
minAx>b ∆(x, x˜, ou` ∆(x, x˜) =
∑
i
|xi−x˜i|. Si un tel PLNE ne re´duit pas l’ensemble des solutions re´alisables,
l’orientation de la fonction objectif rend la re´solution Branch&Bound bien plus efficace, avec une exploration
guide´e autour de la solution continue. La line´arisation de´finit pour tout indice j ∈ J tel que 0 < x˜j < 1,
des variables x+j , x
−
j > 0, telles que xj = x˜j + x+j − x−j :
min
x∈{0,1}m,x+j ,x−j >0
∑
i:x˜i=0
xi +
∑
i:x˜i=1
(1− xi) +
∑
j∈J
(x+j + x
−
j )
s.c : Ax > b
∀j ∈ J xj = x˜j + x+j − x−j
(1.55)
Une fois qu’une solution primale est connue, des heuristiques perturbatives permettent d’ame´liorer
la solution courante, a` tout nœud de l’arbre de Branch&Bound. Nous citons tout d’abord l’heuristique
Relaxation Induced Neighborhood Search (RINS) introduite dans [46]). L’ide´e est d’utiliser non seulement
la solution de la relaxation continue, mais e´galement la meilleure solution trouve´e. Les variables communes
a` ces deux vecteurs sont fixe´es, et un petit calcul de PLNE est effectue´ sur les variables restantes, avec
un faible temps de calcul alloue´. L’heuristique ”Local branching”, introduite dans [54], est une recherche
locale utilisant uniquement la solution courante. Les voisinages sont de´finis par une distance a` la solution
courante, en conside´rant un parame`tre k ∈ N indiquant le nombre maximal de modifications par rapport
a` la solution courante. Similairement a` l’approche ”Feasibility Pump”, cela se rame`ne a` une formulations
PLNE ou` la combinatoire est re´duite par rapport au proble`me initial. Dans le cas d’un PLNE avec des
variables binaires xi for i ∈ I ayant la valeur x0i dans la solution courante, les voisinages sont de´finis en
ajoutant les contraintes line´aires :
∑
i:x0i=1
xi +
∑
i:x0i=0
(1 − xi) 6 k. Ces voisinages parame´triques ont pu eˆtre
incorpore´s dans une VNS pour une meilleure efficacite´ dans [99]. Variable Neighborhood Decomposition
Search (VNDS) a e´galement abouti a` des heuristiques primales efficaces, nous re´fe´rons a` [84].
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Apport d’heuristiques dans la stabilisation d’une me´thode de de´composition Dans le cadre
d’une imple´mentation d’un sche´ma de de´composition, les approches heuristiques peuvent fournir des ap-
ports conside´rables en terme de temps de calcul (en re´duisant les temps de calcul pour chaque ite´ration)
et de stabilisation (en diminuant le nombre d’ite´rations ne´cessaires a` la preuve de la convergence).
Dans le cas d’un sche´ma de ge´ne´ration de colonne, les premie`res ite´rations servent uniquement a` ge´ne´rer
des colonnes de couˆt re´duit ne´gatif. Une heuristique fournissant rapidement de telles colonnes permet de
limiter le temps de calcul des proble`mes esclaves, pre´ponde´rants dans le temps de calcul de l’algorithme
complet. Les heuristiques permettent e´galement de diminuer le nombre d’ite´rations ne´cessaires, en ge´ne´rant
plusieurs colonnes de couˆt re´duit ne´gatif. Une telle stabilisation est re´alise´e dans [94]. Dans ce cas, l’util-
isation de me´ta-heuristiques de populations est e´galement inte´ressante, Fournir de meilleures solutions
initiales dans le processus de ge´ne´ration de colonne, avoir une population de solutions initiales re´alisables
permet d’avoir une meilleure approximation du dual.
Dans le cadre de la de´composition de Benders, l’utilisation de la PPC peut remplacer avantageusement
un solveur de PLNE dans le calcul du proble`me maˆıtre, suivant l’approche mise en œuvre dans [25] pour
un proble`me d’ordonnancement ou` les question de faisabilite´s s’ave`rent pre´ponde´rantes. La PPC peut aussi
eˆtre utilise´e avantageusement pour renforcer des coupes de Benders, notamment pour de´tecter un ensemble
minimal de variables engendrant un conflit, comme dans l’e´quation (1.33). On se reportera a` [110] pour de
telles applications applique´es a` des coupes de Benders, et a` [3] pour un cadre plus ge´ne´ral en PLNE.
Apport de me´thode exactes de PL/PLNE dans une me´ta-heuristique Les approches exactes
peuvent se de´river en une me´ta-heuristique de multiples manie`res. Une premie`re possibilite´ pour repousser
les limites de calcul des approches exactes est de fixer pre´alablement des variables de manie`re heuristique
pour de´river un calcul heuristique ou` l’approche exacte est envisageable, comme dans [51]. Les approches
exactes sont aussi tre`s bien adapte´es pour une hybridation de bas niveau interne a` une me´ta-heuristique,
pour traiter des plus petits sous-proble`mes. Les approches de type POPMUSIC ([116]) permettent de
re´duire les espaces de recherches a` fournir a` une approche exacte, ce qui fournit naturellement une hy-
bridation partielle. Tout ope´rateur d’une me´ta-heuristique peut eˆtre remplace´ par une recherche optimale
re´alise´e par une me´thode exacte, pour fournir des hybridations spe´cialise´es. [45] remplace des ope´rateurs
d’algorithmes e´volutionnaires par de la recherche de solutions B&B. L’article [114] ope`re le B&B dans une
recherche locale VNS, ce qui permet de de´finir de grands voisinages.
Les relaxations fournies par des me´thodes exactes peuvent aussi servir a` guider des me´ta-heuristiques. La
relaxation lagrangienne e´tait ainsi souvent utilise´e dans un tel objectif, avant les progre`s des capacite´s de cal-
culs et algorithmiques permettant l’imple´mentation de Branch&Price efficaces. On parle alors d’heuristique
lagrangienne, on re´fe´rera a` [18] pour une hybridation avec un algorithme particulaire PSO. Plus re´cemment,
il a e´te´ de´veloppe´ dans [104] un algorithme ge´ne´tique pour le proble`me d’affectation ”generalized assign-
ment”, ou` la relaxation continue est exploite´e pour cre´er une population de solutions initiales par une
proce´dure d’arrondis et apre`s des proce´dures de re´paration et d’ame´liorations locales.
Chapitre 2
Gestion de production e´lectrique
Re´sume´ : Ce chapitre introduit le contexte industriel de la gestion de production d’e´lectricite´, et le
contexte acade´mique de l’Unit Commitment Problem, avant de pre´senter les proble`mes d’applications de
la the`se et leur e´tat de l’art spe´cifique. Le premier proble`me d’application, UCPd, se distingue de l’UCP
acade´mique par les contraintes de dure´es minimales sur des paliers et des puissances discre`tes. Le second
proble`me d’application s’inte´resse a` la planification des arreˆts de maintenance et de rechargement des
centrales nucle´aires. Ce dernier proble`me a fait l’objet du challenge EURO/ROADEF 2010.
Ce chapitre introduit le contexte industriel et acade´mique de gestion de production d’e´lectricite´, dans
lequel s’inscrivent les proble`mes d’application de la the`se. Apre`s avoir de´crit le contexte national de pro-
duction d’e´lectricite´, nous introduisons l’Unit Commitment Problem (UCP), le proble`me acade´mique d’op-
timisation de la production d’e´lectricite´, et l’e´tat de l’art de sa re´solution. Nous de´finissons ensuite les
proble`mes d’applications de la the`se : un UCP discret mode´lisant des unite´s thermiques a` horizon jour-
nalier et la planification des arreˆts de maintenances et de rechargement des centrales nucle´aires a` un horizon
pluriannuel.
2.1 Contexte national de production d’e´lectricite´
Pour cerner les besoins de mode´lisation des proble`mes d’applications, nous introduisons dans cette
section le contexte national de la production d’e´lectricite´, et les processus de´cisionnels associe´s.
Figure 2.1 – Evolution annuelle de la con-
sommation d’e´lectricite´ en France Figure 2.2 – E´volution de la demande au cours d’une anne´e
2.1.1 Demandes en e´lectricite´
Comme l’e´lectricite´ ne se stocke pas aux e´chelles de la consommation nationale , la production doit suivre
la consommation e´lectrique sur le re´seau. De bonnes estimations de la demande sont ainsi indispensables
pour re´aliser un planning pre´visionnel, ainsi que des me´canismes de re´serve en cas d’e´cart entre le re´alise´
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et le pre´visionnel. Les re´serves se caracte´risent par leur nature physique et leur de´lai de mise en œuvre. Le
re´glage primaire est un dispositif de commande automatique, pour une mise en action presque instantane´e,
re´partie sur les unite´s de production. Le re´glage primaire entraˆıne un e´cart de la fre´quence du re´seau
avec la re´fe´rence a` 50Hz. Pour la se´curite´ du syste`me, l’e´cart de fre´quence est limite´ a` 1Hz. La re´serve
secondaire (”te´le´re´glage”) permet de re´tablir la fre´quence a` 50Hz, pour reconstituer la re´serve primaire
selon un processus automatise´. Le temps de re´action est d’au maximum 13 minutes.
En pratique, les demandes sont tre`s variables sur diffe´rentes e´chelles de temps. La figure 2.1 illustre
l’e´volution de la consommation annuelle d’e´lectricite´ de 2001 a` 2010. Si une tendance globale a` la hausse
de consommation se dessine, la forme de cette courbe est assez impre´dictible. L’e´volution de la courbe
de charge sur l’anne´e 2010 a` la figure 2.2 est plus pre´dictible. La saison et le climat sont directement
relie´s a` la consommation d’e´lectricite´. De plus, les jours non travaille´s causent des points anguleux, avec
la re´duction d’activite´ d’entreprises grandes consommatrices d’e´lectricite´, cela impacte la consommation a`
l’e´chelle globale du pays. Les graphes de la figure 2.7 pre´cisent cela a` l’e´chelle de la journe´e.
Figure 2.3 – Jour ouvre´ en hiver Figure 2.4 – Jour fe´rie´ en hiver
Figure 2.5 – Jour ouvre´ de printemps Figure 2.6 – Jour fe´rie´ de printemps
Figure 2.7 – Donne´es de RTE de la consommation d’e´lectricite´ en France
On observe une variabilite´ importante a` l’e´chelle journalie`re. La demande est basse de 22h30 a` 5h30,
un premier pic apparaˆıt de 9h a` midi, la demande de´croit jusqu’a` 18h ou` un second pic apparaˆıt, avant une
de´croissance re´gulie`re jusqu’a` la fin de la journe´e. Cette forme de courbe est pre´visible, suivant l’activite´
humaine. Une diffe´rence apparaˆıt entre jours ouvre´s et fe´rie´s : le premier pic apparaˆıt plus toˆt sur un jour
ouvre´. La saisonnalite´ influence la valeur et l’amplitude des pics de la courbe de charge, encore plus marque´s
en hiver. Cela pose des difficulte´s comme de nombreux moyens de production ne peuvent pas facilement
moduler la production.
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2.1.2 Parc de production national
Cette section pre´sente les diffe´rentes unite´s de production avec leurs caracte´ristiques de fonctionnement.
Parc hydraulique Le parc hydraulique est constitue´ d’unite´s dans les re´gions montagneuses, qui trans-
forment l’e´nergie me´canique produite en e´nergie e´lectrique, a` partir des apports hydrauliques. Ces apports
proviennent de la pluie ou stocke´s suite a` la fonte des neiges, ce qui introduit de la stochasticite´ dans la
gestion de production a` moyen terme. Le parc hydraulique franc¸ais comporte plus de 100 usines organise´es
dans 20 valle´es nationales, et contribue a` 10% de la production d’EDF. L’eau turbine´e par une usine ar-
rive dans son re´servoir aval avec un certain de´lai de parcours. Certaines usines permettent d’effectuer du
pompage d’eau du re´servoir aval vers le re´servoir amont, en consommant de l’e´lectricite´ sur le re´seau. La
production hydraulique est un moyen de production T1 et re´actif, mais disponible en quantite´ limite´e selon
les niveaux d’eau dans les re´servoirs. Il est primordial de l’utiliser de fac¸on optimise´e pour re´ajuster la
production a` la demande quand les couˆts marginaux du syste`me sont les plus e´leve´s.
Parc thermique classique Le parc thermique classique est constitue´ de 50 unite´s thermiques repre´sentant
environ 4% de la production nationale. Les combustibles sont le charbon, la houille, le fioul et le gaz. Les
unite´s thermiques fonctionnent inde´pendamment les unes des autres. Leur structure de couˆt comprend des
couˆts de de´marrage, des couˆts fixes et des couˆts proportionnels a` la production. Le couˆt de de´marrage
de´pend de la dure´e d’arreˆt qui pre´ce`de, un de´marrage a` chaud e´tant moins couˆteux. La production est
comprise entre une puissance minimale Pmin et une puissance maximale Pmax ou` aucune participation
a` la re´serve n’est possible. La plage de production ou` la participation a` la re´serve est possible se situe
entre PCoMin > PMin et PCoMax < PMax. Les contraintes dynamiques de production comprennent
des dure´es minimales de fonctionnement, d’arreˆt, des dure´es minimales sur les paliers de production, une
courbe de de´marrage.
Figure 2.8 – Re´partition des diffe´rents types de production a` l’e´chelle de la semaine
Parc nucle´aire Le parc franc¸ais compte ainsi 58 re´acteurs nucle´aires (63 100 MW), re´partis sur 19
centrales nucle´aires en exploitation, dont 34 re´acteurs d’une puissance de 900 MW, 20 re´acteurs de 1 300
MW et 4 re´acteurs de 1 450 MW. La production d’origine nucle´aire est pre´dominante dans la produc-
tion franc¸aise d’EDF, environ 80% de la production totale. C’est le mode de production le plus rentable
e´conomiquement (sans compter les couˆts d’investissement) permettant de produire a` grande e´chelle.
Les re´acteurs nucle´aires sont soumis aux meˆmes contraintes que les autres unite´s thermiques. Des
contraintes additionnelles sont a` conside´rer pour les re´acteurs nucle´aires. La production nucle´aire se fait
majoritairement a` puissance maximale, les possibilite´s de modulations sont plus limite´es. Ainsi, un nombre
de baisses par jour est conside´re´, ainsi qu’une dure´e maximale de modulation. La spe´cificite´ majeure du
nucle´aire en terme de production vient du taux de disponibilite´ du parc nucle´aire, de l’ordre de 80%. Lors
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d’ope´rations de maintenance ou de rechargement, la production est comple`tement arreˆte´e sur des pe´riodes
conse´quentes, ce qui est dimensionnant sur la gestion de production globale d’EDF.
Il existe trois types diffe´rents d’arreˆts de tranche. Les arreˆts pour simple rechargement (ASR), tous les
12 a` 18 mois durent 30 jours environ, servent a` renouveler un tiers du combustible du re´acteur. Les visites
partielles (VP), durant 60 jours environ, sont effectue´es en alternance avec les ASR. Il s’agit non seulement
de renouveler du combustible mais aussi d’effectuer des ope´rations de maintenance plus avance´es. Les visites
de´cennales (VD) durent une centaine de jours, re´glementaires tous les dix ans pour un controˆle technique
plus approfondi. Elles permettent a` l’Autorite´ de Suˆrete´ Nucle´aire (ASN) de valider une prolongation de
dix ans supple´mentaires l’exploitation des re´acteurs ou d’arreˆter de´finitivement un re´acteur.
E´nergies renouvelables Du fait de la pre´ponde´rance du nucle´aire, la France a pris du retard en matie`re
d’e´nergies renouvelables. Le bilan RTE 2012 indique une production en France de 757 MW e´oliens et 1012
MW photovolta¨ıques. Un parc renouvelable introduit des ale´as sur la production, via l’ensoleillement ou la
force des vents, qui se combinent aux ale´as sur la demande, ce qui ne´cessite des re´serves plus importantes.
Actifs financiers EDF utilise la tarification et des contrats spe´cifiques comme levier pour re´partir la
consommation dans le temps. Ceci se traduit des contrats pre´sentant deux types de tarification : une
tarification plus faible que la moyenne sur des pe´riodes avantageuses pour EDF et une tarification bien plus
e´leve´e le reste du temps, ou` les clients concerne´s seront amene´s a` diminuer leur consommation e´lectrique.
Pour des gros clients comme des entreprises, des contrats tarifaires EJP (Effacements Jours de Pointe)
permettent une tarification faible la grande majorite´ de l’anne´e, et un pre´avis de quelques heures pour les
journe´es a` tarification e´leve´e, choisis unes a` unes par EDF entre novembre et mars inclus. Cette quantite´
d’e´nergie peut eˆtre vue comme un stock d’e´nergie disponible, que l’on peut estimer a` 5000MW . D’autres
actifs financiers viennent des marche´s d’e´lectricite´, comme le marche´ spot.
2.1.3 Processus de´cisionnels et proble`mes d’optimisation
Figure 2.9 – Echelle des proble`mes d’optimisation a` EDF
Pour utiliser au mieux les grands stocks et assurer un couˆt de production global minimal, la gestion de
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production d’EDF segmente les de´cisions sur divers horizons de temps. A` long terme (10 a` 20 ans), cela con-
cerne les de´cisions d’investissements d’infrastructures (renouvellement du parc, nouvelles technologies . . .).
Sur un horizon pluriannuel de 3 a` 5 ans, on planifie les arreˆts des tranches nucle´aires pour les maintenances
et les rechargements du combustible. Sur l’horizon annuel, les valeurs d’usage des stocks hydraulique et
nucle´aire sont calcule´es, pour de´finir la strate´gie de passage de l’hiver prochain, et ne´gocier si ne´cessaire des
contrats d’approvisionnement comple´mentaires. A` l’horizon hebdomadaire (7 a` 12 jours), des simulations
sont effectue´es, en vue de de´clencher des options tarifaires comme les EJP. L’horizon journalier (1 a` 2
jours) de´termine le programme de production court terme pour RTE, tandis que l’horizon infra-journalier
sert a` adapter la production presque en temps continu suivant les e´volutions re´elles.
Plus l’horizon de temps se rapproche du temps re´el, plus les pas de temps des proble`mes d’optimisation
se sont fins, induisant des mode´lisations de contraintes de plus en plus fines. A` plus long terme, on peut
s’autoriser des agre´gations pour calculer des indicateurs globaux. Sur les proble`mes journaliers, les pas de
temps sont de 30 minutes, alors qu’ils sont de l’ordre de la journe´e pour les proble`mes des horizons de
temps plus lointains. Les contraintes dynamiques de production sur le parc thermique doivent figurer sur
des pas de temps de 30 minutes, la` ou` elles ne seraient pas visibles sur un pas de temps d’une journe´e.
Inversement, plus l’horizon de temps est lointain, plus les ale´as a` conside´rer sont importants. Le proble`me
court terme est de´terministe, graˆce a` des estimations de demandes fiables, et par le placement de re´serves.
2.2 Unit Commitment Problem
Le Unit Commitment Problem (UCP), proble`me acade´mique de re´fe´rence, se de´finit comme le proble`me
de´cisionnel de se´lection d’unite´s de production, et de placement de la production des centrales e´lectriques
pour satisfaire une demande pre´visionnelle. UCP pre´sente naturellement une structure a` deux niveaux,
exploite´e dans [28] et [117]. Les de´cisions de premier niveau sont les de´cisions d’arreˆt et de fonctionnement,
relie´es aux contraintes d’inertie de de´marrage et d’arreˆt des centrales. Le second niveau plus re´actif, place
la production une fois que les unite´s actives ont e´te´ se´lectionne´es.
2.2.1 Mode´lisation en PLNE de l’Unit Commitment Problem
On fournit ici la mode´lisation PLNE de l’UCP acade´mique. On conside`re des couˆts de de´marrages dans
la formulation e´ventuellement nuls si ce n’est pas ainsi mode´lise´. On introduit tout d’abord les variables
binaires xu,t (dites de ”set up”) pour de´crire le fonctionnement d’une centrale u au pas de temps t. Ces
variables sont ne´cessaires pour e´crire les couˆts fixes dans la fonction objectif, mais aussi dans les contraintes
de bornes de puissance et imposer une puissance produite nulle si xu,t = 0. Pour les couˆts de de´marrage,
on introduit e´galement des variables binaires de de´marrages yu,t, dites de ”start up”, pour indiquer si la
centrale u est de´marre´e a` l’instant t. Si ces variables de´pendent uniquement des variables xu,t, avec la
formule yu,t = max(xu,t − xu,t−1, 0), le proce´de´ de line´arisation revient en fait exactement a` introduire ces
variables. Pour les puissances et les re´serves de puissance, on introduit pour toute centrale a` chaque pas de
temps des variables continues Pu,t et Ru,t. Avec une telle mode´lisation, nous avons la formulation PLNE
ci dessous.
Le crite`re a` minimiser (2.1) comprend les couˆts fixes de fonctionnement Cfixu , les couˆts proportionnels
a` la puissance produite Cprpu , et les couˆts de de´marrages Cdemu (les couˆts d’arreˆt sont nuls). Les contraintes
(2.2) couplent les variables binaires, de´finissant les variables de de´marrages sur une variation des variables
x. Les contraintes (2.3) et (2.4), contraintes de dure´es minimales de fonctionnement et d’arreˆt seront
explique´es a` la section 2.2.3. Les contraintes (2.5) codent les conditions initiales en puissance. Les conditions
initiales de dure´es fonctionnement ou d’arreˆt a` l’instant 0 sont reporte´es par extension de (2.3) et (2.4). Les
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contraintes (2.6) et (2.7) expriment les contraintes de demandes en puissances et en re´serves a` tout instant.
Les contraintes (2.8) et (2.9) expriment les bornes de puissance produites et le couplage entre variables
binaires et variables continues, la puissance produite est nulle pour une unite´ arreˆte´e.
min
x,y,P>0
∑
u∈U
∑
t∈T
Cprpu Pu,t + C
fix
u xu,t + C
dem
u yu,t (2.1)
∀u ∈ U , ∀t ∈ T , xu,t − xut−1 6 yu,t (2.2)
∀u ∈ U , ∀t ∈ T ,
t∑
t′=t−Lu+1
yu,t′ 6 xu,t (2.3)
∀u ∈ U , ∀t ∈ T ,
t∑
t′=t−lu+1
yu,t′ 6 1− xut−lu (2.4)
∀u ∈ U , P u0 = P initu (2.5)
∀t ∈ T , ∑u∈U Pu,t = DPt (2.6)
∀t ∈ T , ∑u∈U Ru,t = DRt (2.7)
∀u ∈ U , ∀t ∈ T , xu,t.Pminu +Ru,t 6 Pu,t (2.8)
∀u ∈ U , ∀t ∈ T , Pu,t 6 xu,t.Pmaxu −Ru,t (2.9)
∀u ∈ U , ∀t ∈ T , 0 6 Ru,t 6 Rmaxu (2.10)
∀u ∈ U , ∀t ∈ T , xu,t, yu,t ∈ {0, 1} (2.11)
La porte´e de ce mode`le est limite´e en pratique. Les unite´s ont ici un fonctionnement inde´pendant les
unes des autres, ce qui n’est pas valide pour des unite´s hydrauliques, ou` les couplages entre unite´s d’une
valle´e sont tre`s dimensionnants. Cette mode´lisation est plus utilise´e comme aide a` la de´cision pour des
mode`les macroscopiques, a` assez long terme, ou` l’hydraulique doit eˆtre agre´ge´ ou de´falque´ de la demande.
2.2.2 Re´solution de proble`mes de type UCP, e´tat de l’art
La famille des proble`mes UCP est vaste, les mode´lisations diffe´rant suivant le contexte ope´rationnel.
On re´sume ici quelques approches utilise´es avec succe`s sur des variantes d’UCP.
Approches base´es sur des me´thodes exactes L’article [11] fournit une mode´lisation acade´mique de
l’UCP en programmation mixte en nombres entiers, ou` les courbes de de´marrages sont calcule´es finement,
ce qui est dimensionnant pour le fonctionnement re´el, la` ou` la mode´lisation pre´ce´dente ne´glige l’inertie des
de´marrages, et les diffe´rentes courbes de de´marrages possibles. L’approche est frontale en PLNE, tirant
partie d’une diminution judicieuse du nombre de variables binaires. En effet, le fait que les variables xu,t
soient entie`res et que la minimisation en yu,t soit avec des coefficients strictement positifs implique que
le proble`me avec la relaxation continue des yu,t a la meˆme valeur que le proble`me avec des variables de
de´marrage entie`res.
Sur le proble`me de production journalie`re de´fini avec les contraintes mentionne´es a` la section 2.1.3,
cela ne´cessite d’introduire des variables binaires pour mode´liser le fonctionnement des centrales thermiques
et les unite´s hydrauliques. L’approche industrialise´e est pre´sente´e dans [107], [49] et [87]. La me´thode est
base´e sur une me´thode exacte, par relaxation lagrangienne des contraintes de demandes. Des sous blocs
inde´pendants sont forme´s par les unite´s nucle´aires, ou par une valle´e hydraulique comprenant de nombreuses
usines. C’est en fait la relaxation line´aire qui est calcule´e par une me´thode de faisceaux (pour permettre
une re´solution en 15 minutes, temps imparti dans le processus ope´rationnel). Les variables duales sont
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calcule´es a` cette e´tape et sont interpre´te´es e´conomiquement comme des couˆts marginaux qui permettent
de calculer des solutions entie`res dans un second temps, sur des proble`mes de´couple´s.
Approches heuristiques Pour re´soudre des proble`mes d’UCP sur de grandes tailles de donne´es, de nom-
breuses approches ont e´te´ de´veloppe´es. De nombreuses publications ont utilise´ des approches e´volutionnistes
et plus particulie`rement ge´ne´tiques. Nous mentionnons [12] pour une approche paralle´lisable, [42] pour une
hybridation avec un algorithme ge´ne´tique guide´e par une heuristique lagrangienne, et [92] pour une hy-
bridation avec un algorithme de recherche tabou. Re´cemment, le formalisme VNS a donne´ d’excellents
re´sultats sur un proble`me de type Unit Commitment dans [121].
2.2.3 Contraintes dynamiques
Les articles [105] et [85] de´veloppent une mode´lisation efficace du polye`dre forme´ par les variables de
set up xut avec les contraintes de dure´e minimale d’arreˆt l
u, et de dure´e minimale de fonctionnement Lu.
La formulation de [85] se base uniquement sur les variables de set up xut .
The´ore`me 2.2.1 Les contraintes de dure´es minimales d’arreˆt et de fonctionnement peuvent s’e´crire re-
spectivement de la manie`re suivante avec les variables xut :
∀u ∈ U , ∀1 6 t < τ 6 min(T, t+ Lu), xut − xut−1 6 xuτ (2.12)
∀u ∈ U ,∀1 6 t < τ 6 min(T, t+ lu), xut−1 − xut 6 1− xuτ (2.13)
Pour toute tranche fixe´e, ces contraintes ne suffisent pas a` de´crire le polye`dre entier correspondant
PT (l, L). Pour ame´liorer la description et le relaˆche´ continu, leur article expose des coupes valides, qui de
plus permettent de de´crire le polye`dre entier, pour une application dans un algorithme de type Branch&Cut :
The´ore`me 2.2.2 Soit k ∈ N∗ un entier non nul. On conside`re un ensemble d’entiers disjoints de T :
ϕ(1) < ψ(1) < ϕ(2) < ψ(2) < · · · < ϕ(k) < ψ(k) < ϕ(k + 1) tels que ϕ(k + 1)− ϕ(1) 6 L (resp 6 l). On a
les coupes suivantes valides pour le polye`dre PT (l, L) :
−
k+1∑
j=1
xϕ(j) +
k∑
j=1
xψ(j) 6 0
resp k+1∑
j=1
xϕ(j) −
k∑
j=1
xψ(j) 6 1
 (2.14)
Ces coupes ge´ne`rent exactement une description line´aire de PT (l, L).
Dans l’article [105], on rajoute les variables yut de de´marrage, utiles a` la mode´lisation des couˆts de
de´marrage. L’article [105] prouve tout d’abord que les ine´galite´s de couplage e´crites entre xu,t et yu,t forment
une facette du polye`dre correspondant. De plus, il est remarque´ qu’il existe une relation line´aire entre zu,t,
variables binaires indiquant si l’unite´ u est arreˆte´e a` l’instant t, avec xu,t et yu,t : zu,t = yu,t + xu,t−1− xu,t.
Les contraintes de de´marrage et d’arreˆt qui couplent les xut et y
u
t sont e´crites comme suit :
∀u ∈ U ,∀t ∈ [[Lu + 1, T ]],
t∑
t′=t−Lu+1
yu,t′ 6 xu,t (2.15)
∀u ∈ U ,∀t ∈ [[lu + 1, T ]],
t∑
t′=t−lu+1
yu,t′ 6 1− xut−lu (2.16)
On peut obtenir la formulation [105] par le processus de coupes de cliques (cf [113]). Les contraintes
peuvent s’e´crire avec des yu,t′ 6 xu,t, correspondant a` l’implication qu’un de´marrage entraˆıne sur les vari-
ables de fonctionnement suivantes. De plus, deux de´marrages sont espace´s d’au moins lu+Lu pas de temps,
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par les contraintes de dure´es minimales d’arreˆt. En conside´rant la contrainte implicite
∑t0+lu+Lu
t=t0
yut 6 1,
comprise dans les e´quations pre´ce´dentes, on obtient alors la formulation de [105] par regroupement sur des
cliques. On note CT (l, L) l’enveloppe convexe des points re´alisables entiers a` tranche u fixe´e. La force de
cette formulation re´side dans la description du polye`dre :
The´ore`me 2.2.3 Les familles d’ine´galite´s (2.15) et (2.16) dominent les coupes (2.14). Enfin, les familles
d’ine´galite´s (2.15) et (2.16) associe´e aux ine´galite´s triviales yt > 0 et xu,t − xu,t−1 > yu,t fournissent une
description de CT (l, L). De plus, la projection sur l’espace des xt de CT (l, L) est exactement PT (l, L).
Il est e´galement prouve´ dans l’article [105] que cette formulation contient les coupes de l’article [85], par
projection sur l’espace des xut . Avec la positivite´ des variables et la contrainte (0.1), on a une description
exacte de l’enveloppe convexe du polytope min up-min down avec les variables de de´marrages.
2.3 UCPd un UCP discret pour un parc thermique
Un premier proble`me d’application de la the`se poursuit mes travaux de master de [51], sur une
proble´matique de production journalie`re, avec les contraintes discre`tes du parc thermique a` flamme d’EDF.
Nous rappelons ici la de´finition du proble`me, les formulations PLNE obtenues et les jeux de donne´es.
2.3.1 Description du proble`me UCPd
Figure 2.10 – Dure´es de paliers Figure 2.11 – Contraintes de paliers d’UCPd
Pour mode´liser le fonctionnement des centrales thermiques, nous incorporons des contraintes de paliers
sur des points de fonctionnement, ou` la puissance doit eˆtre stationnaire sur une dure´e minimale de palier
comme illustre´ sur la figure 2.3.1. L’UCP acade´mique ne comprend pas de telles contraintes. Cela donne
naissance au proble`me UCPd, un UCP discret ou` la production des centrales est mode´lise´e uniquement sur
des points de fonctionnement, pour un fonctionnement discret. Les contraintes techniques d’une centrale
thermique sont discre´tise´es en conse´quence. En particulier, les transitions possibles entre deux pas de temps
se font uniquement vers un point voisin. Les contraintes de gradients limite´s et de paliers sur des points de
fonctionnement s’agre`gent comme des dure´es de paliers minimales, qui diffe`rent suivant que le palier soit
suivi par une hausse ou une baisse de puissance, comme illustre´ sur la figure 2.10.
2.3.2 Formulations PLNE
De´finition des variables Les puissances de production e´tant discre`tes, UCPd comprend uniquement
des variables binaires. Deux variantes de variables ont e´te´ envisage´es, compare´es sur les figure 2.12 et 2.3.2.
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Figure 2.12 – Variables d’e´tats Figure 2.13 – Variables de paliers
Les variables d’e´tat sont note´es s
(i)
u,t ∈ {0, 1} avec s(i)u,t = 1 si la centrale u produit exactement au point i
a` l’instant t. L’autre formulation utilise des variables de niveaux, x
(i)
u,t ∈ {0, 1} ou` x(i)u,t = 1 si la centrale
u produit au moins au point i a` l’instant t. Dans les deux cas, ces variables de´sagre´ge´es contiennent les
variables de set up xu,t de l’e´tat de l’art par xu,t = x
(1)
u,t =
∑
i s
(i)
u,t. On utilisera les extensions x
(0)
u,t = 1,
x
(N(u)+1)
u,t = 0 , s
(N(u)+1)
u,t = 0, s
(0)
u,t = 1 −
∑
i s
(i)
u,t. Dans les deux cas, on introduit des variables binaires de
de´marrages pour chaque point de fonctionnement, y
(i)+
u,t et y
(i)−
u,t , qui correspondent au de´marrage du palier
i apre`s une monte´e (et respectivement une baisse) de puissance. On utilisera par commodite´ les extensions
y
(0)+
u,t = y
(N(u)−)
u,t = 0.
Formulation par e´tats Les variables d’e´tat permettent de mode´liser naturellement UCPd en PLNE :
min
s,y
∑
u,t
+Cstrtu y
(1)+
u,t +
∑
i
(
CPropu Pu,i + C
fix
u
)
s
(i)
u,t (2.17)
∀u, i s(i)u,0 = 1 i0(u)=i (2.18)
∀u, t, , ∑i s(i)u,t 6 1 (2.19)
∀u, t, i, s(i)u,t + s(i−1)u,t−1 − 1 6 y(i)+u,t (2.20)
∀u, t, i, s(i)u,t + s(i+1)u,t−1 − 1 6 y(i)−u,t (2.21)
∀u, t, −1 6∑i i(s(i)u,t − s(i)u,t−1) 6 1 (2.22)
∀u, t, i, ∑t+∆+u,it′=t+1 y(i+1)+u,t′ 6 s(i)u,t (2.23)
∀u, t, i, ∑t+∆−u,it′=t+1 y(i−1)−u,t′ 6 s(i)u,t (2.24)
∀u, t, ∑tt′=t−Lu+1 y(1)+u,t′ 6∑i s(i)u,t (2.25)
∀u, t, ∑tt′=t−lu+1 y(1)+u,t′ 6 1−∑i s(i)u,t−lu (2.26)
∀t, ∑u,i Pu,i s(i)u,t > DPt (2.27)
∀t, ∑u,iR1u,i s(i)u,t > DR1t (2.28)
∀t, ∑u,iR2u,i s(i)u,t > DR2t (2.29)
∀u, t, i, y(i)+u,t , y(i)−u,t , s(i)u,t ∈ {0, 1} (2.30)
Le crite`re a` minimiser (2.17) est analogue a` celui de l’UCP. Les contraintes (2.18) expriment les condi-
tions initiales en puissance. Les conditions initiales de dure´es fonctionnement ou d’arreˆt a` l’instant 0 sont
e´galement ne´cessaires, elles se trouvent reporte´es par extension de (2.25) et (2.26). Les contraintes (2.19)
sont ne´cessaires a` la de´finition des variables s, contraintes GUB pour imposer le fonctionnement sur un
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unique point de fonctionnement. Les contraintes (2.22) de´finissent les sauts de transitions entre deux pas
de temps, un changement de point de fonctionnement ne peut se faire uniquement vers un point voisin.
Les contraintes (2.20) et (2.21) couplent les variables binaires, de´finissant les variables de de´marrages sur
une variation des variables x. Les contraintes (2.25) et (2.26), sont les contraintes ”min-up, min-down” de
la section 2.2.3 e´crites avec les variables s. Les contraintes (2.23) et (2.24), sont les contraintes de dure´es
minimales de paliers sur les points de fonctionnement, adapte´es de [105]. Les contraintes (2.27), (2.28) et
(2.29) expriment les contraintes de satisfaction des demandes en puissances et des re´serves primaires et
secondaires a` tout instant, il s’agit de contraintes d’ine´galite´s meˆme pour les demandes dans ce mode`le.
Formulation par niveaux La formulation par niveaux s’e´crit de manie`re analogue en associant a` chaque
variable de niveau l’e´cart induit par rapport au point infe´rieur :
min
x,y
∑
u,t
(
Cfixu x
(1)
u,t + C
strt
u y
(1)+
u,t +
∑
i
CPropu (Pu,i − Pu,i−1)x(i)u,t
)
(2.31)
∀u, i, x(i)u,0 = 1 i0(u)>i (2.32)
∀u, t, i, x(i)u,t 6 x(i−1)u,t (2.33)
∀u, t, i, x(i)u,t 6 x(i−1)u,t+1 (2.34)
∀u, t, i, x(i)u,t > x(i+1)u,t+1 (2.35)
∀u, t, i, x(i)u,t − x(i)u,t−1 6 y(i)+u,t (2.36)
∀u, t, i, x(i+1)u,t−1 − x(i+1)u,t 6 y(i)−u,t (2.37)
∀u, t, ∑tt′=t−Lu+1 y(1)+u,t′ 6 x(1)u,t (2.38)
∀u, t, ∑tt′=t−lu+1 y(1)+u,t′ 6 1− x(1)u,t−lu (2.39)
∀u, t, i, ∑t+∆+u,it′=t+1 y(i+1)+u,t′ 6 x(i)u,t (2.40)
∀u, t, i, ∑t+∆+u,it′=t+1 y(i+1)+u,t′ 6 1− x(i+1)u,t (2.41)
∀u, t, i, ∑t+∆−u,it′=t+1 y(i−1)−u,t′ 6 x(i)u,t (2.42)
∀u, t, i, ∑t+∆−u,it′=t+1 y(i−1)−u,t′ 6 1− x(i+1)u,t (2.43)
∀t, ∑u,i(Pu,i − Pu,i−1) x(i)u,t > DPt (2.44)
∀t, ∑u,i(R1u,i −R1u,i−1) x(i)u,t > DR1t ) (2.45)
∀t, ∑u,i(R2u,i −R2u,i−1) x(i)u,t > DR2t ) (2.46)
∀u, t, i, y(i)+u,t , y(i)−u,t , x(i)u,t ∈ {0, 1} (2.47)
Les contraintes (2.32) expriment les conditions initiales en puissance. Les contraintes (2.36) et (2.37)
couplent les variables binaires, de´finissant les variables de de´marrage sur une variation des variables x. Les
contraintes (2.33) sont lie´es a` la de´finition des variables x, pour qu’un point soit actif, cela impose que
les points infe´rieurs soient aussi active´s. Les contraintes (2.34) et (2.35) de´finissent les sauts de transitions
entre deux pas de temps illustre´es figure 3.1. Les contraintes (2.38) et (2.39) sont les contraintes ”min-up,
min-down” de la section 2.2.3 e´crites avec les variables de niveaux x. Les contraintes (2.40),(2.41),(2.42)
et (2.43) sont les contraintes de dure´es minimales de paliers, adapte´es sur les points de fonctionnement.
Les contraintes (2.44), (2.45) et (2.46) expriment les contraintes de demandes en puissances et en re´serves
primaires et secondaires.
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2.3.3 Jeux de donne´es
Les jeux de donne´es ont e´te´ construits pour eˆtre repre´sentatifs du monde re´el, avec un horizon de 2
jours discre´tise´s en 96 pas de temps, et un parc de production allant jusqu’a` 80 centrales. L’influence
de la saisonnalite´ et des jours fe´rie´s observe´e sur la figure 2.7, incite a` effectuer des tests sur quatre
configurations : D80a sur un jour travaille´ de printemps D80b sur un jour non travaille´ de printemps, D82a
sur un jour travaille´ d’hiver, D82b sur un jour non travaille´ d’hiver. En fait, ces jeux de donne´es s’ave´raient
plus difficiles que les donne´es re´elles, du fait d’imposition/pannes . . .. Des donne´es plus repre´sentatives du
parc thermique a` flamme ont e´te´ obtenues avec un pre´fixe dat. Des donne´es tronque´es sur un sous ensemble
de tranches issues du jeu de donne´es D80a, le suffixe indiquant alors le nombre de tranches. L’ instances D67
correspond au jeu partiel en conside´rant le parcs Fuel/Gaz. Le tableau 2.1 fournit le nombre de centrales
totales et initialement actives, et les nombres de variables binaires avant preprocessing pour indiquer la
combinatoire des instances.
Data Units Init var bin
Dat6 6 4 4 050
Dat16 16 5 10 800
Dat35 35 10 23 630
Dat57 57 16 38480
Dat67 67 12 45 230
D80a 80 21 54 000
D80b 80 12 54 000
D82a 82 31 56 000
D82b 82 29 56 000
Table 2.1 – Caracte´ristiques des donne´es d’UCPd
2.3.4 Etat de l’art de la re´solution PLNE
Il n’y avait pas de re´solution spe´cifique a` UCPd a` EDF avant [51], le proble`me e´tant traite´ globalement,
avec les unite´s hydrauliques qui concentrent les difficulte´s de la re´solution. L’approche en exploitation [49]
est applicable a` la restriction au parc thermique a` flamme, avec les meˆmes hypothe`ses que le proble`me
UCPd, il s’agit dans ce cas d’une de´composition lagrangienne avec dualisation des contraintes de demandes,
ou` les sous-proble`mes de´couple´s des productions pour chaque unite´ thermique sont re´solus par program-
mation dynamique. Une motivation de l’e´tude de [51] e´tait d’investiguer si une re´solution frontale est
envisageable sur le pe´rime`tre du parc thermique a` flammes.
Le travail mene´ dans [51] a mode´lise´ et formule´ le proble`me en PLNE, en comparant empiriquement
les diverses formulations envisage´es. Les re´sultats de la convergence ont e´te´ tre`s satisfaisants dans cette
optique, des heuristiques de fixation de variable ont encore acce´le´re´ la re´solution. La formulation par niveaux
est plus efficace a` ce stade, avec une meilleure utilisation des structures de coupes de cliques offertes par
Cplex, ce que les contraintes (2.33), (2.34) et (2.35) permettent d’activer. Les autres coupes cruciales
dans la re´solution sont les coupes de couvertures, active´es par les contraintes de demandes. En travaillant
contraintes par contraintes, les contraintes de transitions (2.34) et (2.35) semblent empiriquement plus
efficaces que les contraintes (2.22), en plus grands nombres mais fournissant de meilleurs relaˆche´s continus.
Cela compense la taille me´moire supe´rieure et les temps de calculs supe´rieurs pour les algorithmes tels
que le simplexe. La mode´lisation des contraintes de dure´es minimales de paliers a donne´ lieu a` plusieurs
types de formulations. Si on pouvait se passer de toutes les variables de de´marrages y, en e´tendant [85],
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la qualite´ de la relaxation continue s’ave´rait meilleure avec toutes les variables y, pour un avantage de´cisif
sur la convergence Branch&Bound, avec des re´sultats empiriques similaires a` [105]. Dans le cas courant ou`
les dure´es de paliers ∆−u,i et ∆
+
u,i sont identiques, une formulation particulie`re pouvait eˆtre envisage´e, pour
pour une meilleure efficacite´ empirique.
2.4 Planification des arreˆts des re´acteurs nucle´aires
Notre second proble`me d’application est la planification des arreˆts des centrales nucle´aires pour mainte-
nance et rechargement. Il s’agit de planifier les dates d’arreˆts et les quantite´s de combustibles a` recharger,
sur un horizon de 3 a` 5 ans. Sur un tel horizon et de tels pas de temps, la mode´lisation se doit de conside´rer
de l’incertitude dans l’optimisation, en s’autorisant des simplifications des mode´lisations des contraintes
de fonctionnement des centrales. Ce proble`me a fait l’objet du challenge EURO/ROADEF 2010 propose´
par EDF R&D. Le principe du challenge est qu’EDF fournit une spe´cification du proble`me et des jeux
de donne´es publics, sur lesquels des e´quipes participantes de´couvrant le sujet confrontent leurs approches,
e´labore´es en 9 mois environ. Cela a fourni un e´tat de l’art de grande qualite´, que nous pre´sentons ici.
Les temps de calcul impartis pour le challenge sur des instances de taille re´elle e´taient de 1h, avec des
contraintes d’espace me´moire limite´s, ce ne sont pas des contraintes ope´rationnelles.
2.4.1 De´finition du proble`me du challenge ROADEF
Pour le challenge ROADEF, le proble`me a e´te´ mode´lise´ dans [103] comme un proble`me d’optimisation
stochastique avec recours. Le challenge mode´lise deux types de centrales. Le type 1 (T1) correspond aux
unite´s qui ne ne´cessitent pas d’arreˆts pour leur maintenances, indice´es par j ∈ J , mode´lisant le parc
thermique a` flamme mais aussi les marche´s. Le type 2 (T2) correspond aux re´acteurs nucle´aires, indice´s
par i ∈ I, ne´cessitant de longues phases de maintenances ou` la production est arreˆte´e. Un ensemble discret
de sce´narios mode´lise l’incertitude sur les demandes, les capacite´s de production et les couˆts de productions
des unite´s T1. Le premier niveau est de´fini avec les de´cision principales communes a` tous les sce´narios, les
dates d’arreˆts et les niveaux de rechargement des unite´s T2, avec des contraintes propres d’ordonnancement
et de couplage entre les dates d’arreˆts et les bornes de rechargements. Le second niveau correspond aux plans
de productions re´alise´s sur tous les sce´narios des unite´s T1 et T2, pour remonter des contraintes techniques
et calculer le couˆt de productions associe´s a` chaque sce´nario. Les notations sont re´introduites au fur et a`
mesure de cette section. Nous insistons sur la convention qu’un cycle de production (i, k) de´bute avec une
pe´riode d’arreˆt de longueur Dai,k en semaines, ou` les ope´rations de maintenance et de rechargement sont
effectue´es a` production arreˆte´e, et se poursuit alors avec la campagne de production (i, k), ou` le re´acteur
nucle´aire produit selon les contraintes techniques de fonctionnement, et se termine avec le de´but de l’arreˆt
(i, k + 1). Les conditions initiales sont incorpore´es dans un cycle fictif k = 0, de´marrant a` la premie`re
semaine avec le stock de combustible re´siduel et une dure´e d’arreˆt nulle si le cycle de production e´tait en
cours.
Fonction objectif La fonction objectif conside´re´e pour le challenge ROADEF comprend les couˆts
de rechargement, Crldi,k proportionnels pour chaque cycle (i, k) a` la quantite´ de combustible recharge´e,
l’espe´rance sur les sce´narios des couˆts de production des unite´s T1 a` tout instant, Cprdj,s,t, proportionnels
a` la puissance de production, ainsi qu’une valorisation Cvali,s du stock final de combustible nucle´aire pour
tout re´acteur i (qui se calcule e´galement en espe´rance sur les diffe´rents sce´narios). Sans la valorisation du
stock final, cela tendrait a` pre´voir un maximum d’arreˆts juste apre`s la fin de l’horizon de temps.
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Contrainte Description
CT1 Contraintes de demandes en puissance
CT2 Bornes de production des unite´s T1
CT3 Production nulles des T2 sur les arreˆts
CT4-5 Bornes de production des unite´s T2
CT6 Contraintes de stretch
CT12 Contraintes de modulation
CT7 Bornes de rechargement
CT8 Niveaux de combustibles initiaux
CT9 Lien production/consommation de combustible
CT10 pertes de combustibles au rechargement
CT11 Bornes de combustibles
CT13 Feneˆtre de temps des dates d’arreˆts
CT14-18 Contraintes d’espacements entre arreˆts
CT19 Contraintes d’ordonnancement des arreˆts lie´s a` une ressource limite´e
CT20 Nombre maximal d’arreˆts simultane´s
CT21 Puissance maximale arreˆte´e.
Table 2.2 – Description des contraintes ROADEF
Contraintes de demande La contrainte CT1 du challenge ROADEF impose que la production totale
des unite´s T1 et T2 satisfait exactement la demande Demt,s a` tout instant pour tous les sce´narios con-
side´re´s. Dans les donne´es, la production hydraulique estime´e est retire´e de la demande Demt,s. Dans la
mode´lisation, un groupe de de´faillance est ajoute´, comme un moyen de production T1 au couˆt de production
tre`s e´leve´ et a` la capacite´ de production infinie, garantissant la faisabilite´ de ces contraintes.
Contraintes de production des unite´s T1 Les unite´s T1 ont des bornes de production de´finies entre
Pminsj,t et Pmax
s
j,t par les contraintes CT2. Ces donne´es sont stochastiques, ce qui permet d’introduire
des sce´narios de pannes sur des unite´s thermiques, Pmaxsj,t = 0 pour une indisponibilite´ totale.
Contraintes de stocks des unite´s T2 Les contraintes CT7 bornent les valeurs des rechargements
des arreˆts effectue´s entre Rmini,k et Rmaxi,k. Les contraintes CT11 bornent les stocks re´siduels a` tout
instant. Le stock nucle´aire est une grandeur positive dans l’unite´ du challenge (diffe´rente du syste`me
d’unite´s historique a` EDF), et doit toujours eˆtre infe´rieur a` Smaxi,k. La contrainte d’anticipation maximale
donne une borne supe´rieure Amaxi,k+1 au stock re´siduel en fin de cycle i, k pour pouvoir entamer le
cycle suivant i, k + 1. La quantite´ initiale de combustible est fixe´e et connue Xii par les contraintes CT8.
L’e´volution temporelle du stock est de´termine´e par les puissances et rechargement passe´s : dans un cycle de
production, les contraintes CT9 donnent le lien entre la puissance de production et la de´croissance du stock
de combustible re´sultant, tandis que les contraintes CT10 donnent le lien entre le stock apre`s rechargement
et le stock avant rechargement, en tenant compte des pertes au rechargement, mode´lise´s par un facteur
multiplicatif Qi,k.
Contraintes de production pour les re´acteurs nucle´aires Pour les re´acteurs nucle´aires, les con-
traintes de bornes de productions sont tout d’abord que la production est nulle pendant les arreˆts. La
puissance maximale de production d’une unite´ i est Pmaxti, de´pendant du temps, mais pas des sce´narios
stochastiques. Il n’y a pas de puissance minimale autre que 0 dans le mode`le, il s’agit d’une simplification.
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Instances I J K S T W varBin Troncat. varBin
A1 10 11 6 10 1750 250 3892 A1 3 120 245
A2 18 21 6 20 1750 250 7889 A2 3 120 663
A3 18 21 6 20 1750 250 8162 A3 3 120 568
A4 30 31 6 30 1750 250 17465 A4 3 120 1305
A5 28 31 6 30 1750 250 15357 A5 3 120 1868
B6 50 25 6 50 5817 277 24563 B6 3 120 1519
B7 48 27 6 50 5565 265 35768 B7 3 120 4658
B8 56 19 6 121 5817 277 69653 B8 3 120 11057
B9 56 19 6 121 5817 277 69306 B9 3 120 11146
B10 56 19 6 121 5565 265 29948 B10 3 120 1816
X11 50 25 6 50 5817 277 20081 X11 3 120 1470
X12 48 27 6 50 5523 263 27111 X12 3 120 1927
X13 56 19 6 121 5817 277 30154 X13 3 120 2838
X14 56 19 6 121 5817 277 30691 X14 3 120 2844
X15 56 19 6 121 5523 263 27233 X15 3 120 1784
Table 2.3 – Caracte´ristiques des instances ROADEF et leur troncature
Quand le stock de combustible est en dec¸a` du niveau de bore nul, Boi,k, la production est impose´e par
les contraintes CT6 suivant un profil de´croissant, ”stretch”. m ∈ Mi,k = [[1,Npi,k]] de´signe l’ensemble des
”modes” de production du re´acteur i pour le cycle (i, k) du profil de´croissant en fin de cycle. Le mode de
production nominal, m = 1, correspond a` un stock de combustible supe´rieur a` Boi,k. Une fois le niveau de
bore nul Boi,k atteint, la production n’est plus modulable et suit un profit de´croissant, mode´lise´ par une
fonction line´aire par morceaux, dont les points anguleux sont note´s (fi,k,m, ci,k,m).
La capacite´ des unite´s T2 a` ”moduler”, ie ne pas produire a` la puissance maximale, est limite´e par
la contrainte CT12, avec un volume maximal de modulation par cycle Mmaxi,k. Les contraintes re´elles
sont des dure´es maximales de modulation, et des dure´es minimales aux puissances maximales apre`s une
modulation.
Contraintes d’ordonnancement des arreˆts Tout d’abord, les contraintes de feneˆtres de temps CT13
imposent que l’arreˆt (i, k) commence au plus toˆt a` la semaine Toi,k et au plus tard a` Tai,k. Ces contraintes
peuvent provenir de contraintes de se´curite´, dates au plus tard de visites de´cennales par exemple, ou a` des
exigences contractuelles, les ope´rations contractualise´es imposant de ne pas trop modifier l’organisation du
sous traitant. Les contraintes CT14 de´finissent pour un ensemble donne´ d’unite´s T2 concerne´es A14, un
nombre de semaines Se14. Si Se14 > 0, deux arreˆts (i, k) et (i, k) doivent eˆtre espace´s de Se14 semaines
entre la fin du premier arreˆt et le de´but de l’arreˆt suivant. Si Se14 < 0, les plages d’arreˆts ne peuvent se
recouvrir que sur −Se14 semaines. les contraintes CT15 sont identiques a` CT14, s’exerc¸ant sur une feneˆtre
de temps fixe´e. Les contraintes CT16 du challenge ROADEF imposent une dure´e minimale Se16 > 0 entre
les dates de de´but d’arreˆts des centrales dans un ensemble A16. Les contraintes CT17 imposent une dure´e
minimale Se17 > 0 entre les dates de de´but des cycles de production des centrales dans un ensemble A17.
Les contraintes, CT18 imposent que les unite´s d’un ensemble A18 doivent eˆtre espace´s d’au moins Se18
semaines entre la fin d’arreˆt et le de´but d’un autre arreˆt de cet ensemble de centrales. Des contraintes
d’utilisation de ressources pendant un arreˆt sont mode´lise´es dans CT19, portant sur l’utilisation d’une
ressource (e´quipe de maintenance, outil, . . .), en quantite´ limite´e Q19. Cette ressource est utilise´e pour
un arreˆt (i, k) entre la semaine L19i,k et L19i,k + Tu19i,k, de l’arreˆt ou` Tu19i,k est la dure´e d’utilisation
de la ressource en semaine. Enfin, les contraintes CT20 et CT21 limitent le nombre d’arreˆts en paralle`le,
CT20 par un nombre maximal d’arreˆts en paralle`le, CT21 avec une puissance maximale d’indisposition.
La contrainte CT20 impose pour toute semaine w un nombre maximal d’arreˆt en paralle`le N20w sur un
ensemble de re´acteurs A20w.
2.4.2 Jeux de donne´es du challenge ROADEF
Les jeux de donne´es du challenge ROADEF sont non confidentiels et publics, repre´sentatifs du proble`me
re´el a` EDF. Les jeux de donne´es A1−A5 correspondent a` des instances re´duites pour la phase qualificative.
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Equipe S22 S24 J06 J08 S23 S17 S10 S21 Brnd J16 S04 S08 S11 S16
Type rls rls rls aco ext ext ext hrc hrc hrc dcp dcp dcp dcp
B&Bnd X X X X X X
Coupes X X X
PL X X X X X X
PPC X X X X
Pr Dyn X X
Hie´rar. X X X X X X
Repar. X X X X
Greedy X X X X X X X X
R. loc. X X X X X X X X
Popul. X
B6 0,59 0,00 2,50 2,64 1,54 19,4 7,39 4,14 5,37 11,1 8,79 11,4 9,02 4,55
B7 0,00 0,20 0,95 1,80 0,88 25,2 32,2 3,15 4,20 13,7 6,85 15,5 7,24 3,46
B8 0,05 0,00 NS 9,16 1,31 39,7 NS 6,30 5,35 NS 15,6 81,6 NS NS
B9 0,13 1,06 2,12 11,2 2,28 56,7 NS 6,3 6,53 NS 27,3 24,6 NS 68,7
B10 0,30 0,00 3,11 2,25 1,24 34,5 61,2 3,70 4,91 12,3 8,51 51,8 9,62 7,22
Moyen 0,21 0,25 NS 5,44 1,45 35,1 NS 4,73 5,3 NS 13,5 36,8 NS NS
Table 2.4 – Caracte´ristiques des approches des e´quipes du challenge ROADEF
Apre`s qualification, les e´quipes recevaient les instances B6 − B10, correspondant a` la taille re´elle des
proble`mes traite´s par EDF. Les instances X11−X15 e´taient des donne´es secre`tes, utilise´es pour l’e´valuation
des approches du challenge sur des instances non connues a priori. Les pas de temps dans les instances
e´taient de 24h pour les jeux d’instances A, et de 8h pour les jeux d’instances B et X. Si les instances X
devaient avoir les meˆmes caracte´ristiques que les instances B, on s’aperc¸oit que cela n’est ve´rifie´ que sur les
caracte´ristiques I, J,K, T, S. Cela n’est pas le cas sur l’amplitude globale des feneˆtres de temps, parame`tre
majeur la combinatoire du proble`me, cf tableau 2.3 . Ainsi, les instances B8 − B9 ont de loin les plus
fortes combinatoires, ne conside´rant pas de contraintes de feneˆtres de temps au-dela` du second cycle. Ces
instances semblent plus repre´sentatives du proble`me complet d’EDF, les feneˆtres de temps pour les cycles
lointains e´tant impose´es pour restreindre la combinatoire. Pour traiter des instances de taille plus petites,
on a tronque´ les instances pre´ce´dentes en ne conside´rant au plus que 3 arreˆts et un horizon de temps de 120
semaines. Les nombres de contraintes d’ordonnancement de chaque type sont en annexe dans le tableau 8.2.
Les contraintes d’ordonnancement principales sont les contraintes d’espacement/recouvrement maximaux
CT14 et CT15, et les nombres maximaux d’arreˆts en paralle`le par CT20. Il est a` noter que les contraintes
CT18, CT19 et CT16 sont peu utilise´es sur les jeux de donne´es B et X.
2.4.3 E´tat de l’art du challenge ROADEF
Les e´quipes du challenge ROADEF, bien que travaillant inde´pendamment, ont eu des ide´es communes
que nous pre´cisons ici, lie´es a` la structure du proble`me,. Beaucoup d’approches utilisaient un preprocessing
pour re´duire les feneˆtres de temps. Un preprocessing exact des feneˆtres de temps peut eˆtre obtenu en
actualisant les contraintes de de´but de feneˆtre de temps, en propageant les contraintes de stocks initiaux,
rechargements minimaux et de productions et d’anticipations maximales. Le stock initial conditionne le
stock minimal a` tout instant, obtenu a` production maximale sans modulation et a` rechargement minimal,
ce qui impose des dates au plus toˆt pour de´marrer les arreˆts. Par un tel proprocessing, des arreˆts peuvent
eˆtre retire´s lorsque leur date de re´alisation au plus toˆt de´passe l’horizon de temps conside´re´.
Du fait de l’absence de longueur maximale d’un cycle de production avec des phases admissibles de
production nulle apre`s les phases de stretch, il n’existe pas de propagation de dates au plus tard. Cependant,
de telles situations ne sont pas e´conomiquement rentables, comme le couˆt de production nucle´aire est
infe´rieur au couˆt de production thermique, et ces situations sont tre`s marginales. En interdisant de telles
situations, ou en bornant un nombre de semaine maximal a` production nulle, propager les contraintes
permet e´galement de de´finir de nouvelles dates au plus tard de feneˆtres de temps. Ce preprocessing est en
toute rigueur heuristique, et e´limine des solutions de couˆts e´conomique a priori peu rentable, comme la
production nucle´aire est plus rentable que la production T1/ En contrepartie, pour une re´solution facilite´e
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de manie`re significative.
Une des grandes difficulte´s du challenge est la grande taille des donne´es. Les agre´gations naturelles des
pas de temps de production a` la semaine ont ainsi souvent e´te´ utilise´es. De meˆme, l’agre´gation des sce´narios
stochastiques sur le sce´nario moyen a e´te´ souvent utilise´e. Pour re´duire le nombre de sce´narios, l’approche
[58] s’est inte´resse´e a` la re´duction a` 3 sce´narios comprenant le sce´nario moyen, et les sce´narios ayant les
demandes cumule´es minimales et maximales. Leurs tests concluent qu’il s’agit d’un bon compromis de
re´duction des sce´narios pour ne pas de´grader la qualite´ des solutions.
En l’absence de contraintes dynamiques sur la production T1, le placement de la production T1 a`
production T2 fixe´e est un programme line´aire. Mieux, a` chaque pas de temps, on a des proble`mes de sac a`
dos inde´pendants. La re´solution exacte est alors un algorithme glouton en triant sur les couˆts marginaux de
production e´tant optimale. Les unite´s T1 sont e´quivalentes a` conside´rer une unite´ T1 agre´ge´e, de capacite´
de production e´gale a` la somme des capacite´s de production et dont le couˆt de production suit une courbe
convexe line´aire par morceaux dont les pentes sont les couˆts de production de chaque unite´ trie´s par ordre
croissant, et l’amplitude de l’intervalle correspond aux capacite´s de production des unite´s correspondantes.
On distingue trois grands types d’approches pour le challenge ROADEF comme analyse´ dans le tableau
2.4 : les approches exactes (ext) utilisant des re´solutions exactes sur des mode`les simplifie´s, les approches
de recherche locale simple (rls), sans simplification ni de´composition, et les approches heuristiques de
de´composition (dcp) qui ite´rant suivant la structure a` deux niveaux du proble`me. Les re´sultats globaux du
challenge montrent que les approches heuristiques rls sont les plus efficaces dans la recherche de solutions
primales, les autres approches e´taient limite´es par les temps de re´solution des sous-proble`mes.
Approche TU Denmark, de´composition de Benders L’approche de´veloppe´e dans [91] est la seule
approche exacte du challenge qui n’agre´geait pas les sce´narios stochastiques, pour une re´solution par
de´composition de Benders. Pour rentrer dans le cadre d’hypothe`se de la de´composition de Benders, et ne pas
avoir de variables binaires dans les sous-proble`mes, les contraintes de stretch et de modulations maximales
(CT12 et CT6) ont e´te´ omises. Le proble`me maˆıtre de la de´composition comprend comme variables liantes
les dates d’arreˆts et les quantite´s de rechargement, tandis que les sous-proble`mes inde´pendants pour chaque
sce´nario stochastique comprennent les variables de´pendant des sce´narios, les productions et les niveaux de
combustible. L’approche s’est ave´re´e inefficace sur les instances de tailles re´elles B et X, pour des raisons de
temps de calcul, mais aussi de consommation d’espace me´moire. Ce travail pre´sente un preprocessing exact
sur les de´buts de feneˆtres de temps, et un preprocessing heuristique pour une acce´le´ration conse´quente des
temps de calcul pour peu de perte de performances. Pour des raisons de taille de calcul et d’espace me´moire,
les pas de temps de production ont e´te´ agre´ge´s a` la semaine. La re´solution est une heuristique de´rive´e de la
de´composition de Benders : seule la relaxation continue est calcule´e de manie`re exacte. Les coupes ge´ne´re´es
servent alors a` calculer le proble`me maˆıtre sans rajouter de coupes par la suite. Une population de solutions
est re´cupe´re´e, pour e´valuation et re´paration avec CT6, CT12 et les pas de temps en de´sagre´ge´s.
Approche LIPN, ge´ne´ration de colonnes L’approche [109] est une approche hie´rarchique dont les
de´cisions majeures sont prises sur une formulation e´tendue du proble`me de´terministe en agre´geant les
sce´narios sur un sce´nario moyen. Cette approche a e´te´ la mieux classe´e des approches exactes dans le
classement du challenge, a` 2% des meilleures solutions. La premie`re phase de´terministe, sur pas de temps
et sce´narios stochastiques agre´ge´s fixe pour toute la suite les dates d’arreˆts et les semaines d’entre´e au bore
nul. La formulation e´tendue pour une re´solution par ge´ne´ration de colonne se base sur la de´composition de
Dantzig-Wolfe naturelle en dualisant les contraintes couplantes CT1 et CT14-CT21. Les sous-proble`mes
ont alors pour but de ge´ne´rer un planning complet d’un re´acteur donne´. Les contraintes de stretch sont
mode´lise´es exactement, et le sous-proble`me se calcule par programmation dynamique comme un proble`me
2.4. PLANIFICATION DES ARREˆTS DES RE´ACTEURS NUCLE´AIRES 65
de plus court chemin dans un graphe de´fini par des e´tat discre´tise´s de production. Pour des raisons de limi-
tation de temps de calcul, l’approche usuelle de Branch&Price ne pouvait pas eˆtre de´ploye´e. L’approche de
ge´ne´ration de colonne n’est de´ploye´e que pour calculer la relaxation continue sans les contraintes couplantes
d’ordonnancement. Une fois la relaxation line´aire de la formulation e´tendue calcule´e, la re´solution entie`re se
base sur le PMR avec les contraintes d’ordonnancement et les colonnes ge´ne´re´es, sans ge´ne´ration ulte´rieure
de nouvelles colonnes. Les dates d’arreˆts et les semaines d’entre´e dans le bore nul obtenues ne seront plus
remises en question, ce qui semble de nature a` de´grader la qualite´ de solutions trouve´es. Cela aboutit a` des
proble`mes de´couple´s sce´narios par sce´narios, ou` les profils de´croissants sont fixe´s, la re´solution e´tant alors
par PL.
Approches heuristiques constructives Les approches heuristiques ne´cessitaient au moins une phase
constructive pour obtenir une solution initiale, non fournie par le challenge. Les heuristique constructive
e´taient base´es sur des strate´gies gloutonnes, ou sur une de´composition hie´rarchique du proble`me. Les
approches heuristiques purement constructives (J16 et S21), sans recherche locale, ont eu des re´sultats
bien moins bons que les approches comple´tant avec une recherche locale. S21 a ne´anmoins e´te´ l’approche
gagnante du challenge, duˆ a` sa robustesse la` ou` les approches plus performantes ont chute´ sur des instances
du jeu secret X. Cette approche avait l’avantage de donner rapidement des solutions. La premie`re e´tape
calcule les dates d’arreˆts par PLNE avec en conside´rant les contraintes d’ordonnancement CT13-21, incitant
par la fonction objectif a` avoir un nombre maximal de re´acteurs actifs. Afin de ne pas avoir d’infaisabilite´s,
des ite´rations sont effectue´es pour remonter des infaisabilite´s cause´es par les contraintes de stock CT11,
en ajoutant des coupes viole´es. Les dates d’arreˆts calcule´es ne sont plus remises en question. Les recharges
sont affecte´es a` leur plus hautes valeurs permettant de ve´rifier les contraintes de stocks et les besoins
en modulation. La production est enfin place´e par un algorithme glouton, ou` des modulations ne sont
effectue´es que quand la puissance nucle´aire disponible est supe´rieure a` la demande.
Approches de recherche locale simple Les deux approches qui se de´marquaient en donnant les
meilleurs re´sultats e´taient des approches de recherche locale simple, S24, sur une approche de recuit simule´
et S22 selon [57] et l’approche de recherche locale du Local Solver. Les points cruciaux de ce type d’ap-
proche sont les choix des voisinages, et la possibilite´ de calculer rapidement le couˆt de la solution modifie´e
localement. De telles approches peuvent se de´placer dans des ensembles de solutions non re´alisables, en
pe´nalisant la violation de contraintes dans la fonction objectif. Sur la premie`re phase, S24 obtenait des
re´sultats me´diocres, en conside´rant comme voisinage un unique de´placement d’un arreˆt, de 1 semaine. De
tels voisinages donnaient des minimas locaux de mauvaise qualite´. Pour expliquer cela, de tels voisinages
ne remettent pas en question les ordres des arreˆts lorsque les contraintes d’ordonnancement CT14-CT21
s’appliquent. Des voisinages multiples apparaissaient, pour une approche VNS utilisant des types de voisi-
nages permettant d’ajouter ou d’enlever un dernier arreˆt du planning, de de´placer un seul arreˆt choisi
ale´atoirement, et de pouvoir e´changer l’ordre de de´but de 2 arreˆts. Pour l’approche finale de [57], les voisi-
nages e´taient les suivants, pour permettre de calculer rapidement les couˆts associe´s a` de tels de´placements
e´le´mentaires :
− ”k-moveOutagesRandom” : k arreˆts sont se´lectionne´s ale´atoirement et bouge´s ale´atoirement dans
des domaines re´alisables vis a` vis des contraintes de stock CT11 et des feneˆtres de temps CT13.
− ”k-moveOutagesConstrained” : k arreˆts sont se´lectionne´s et bouge´s ale´atoirement parmi des unite´s
T2 implique´es dans les sous ensembles des contraintes d’ordonnancement CT14-CT21.
− ”k-moveOutagesConsecutive” : Pour une unite´ T2 se´lectionne´e ale´atoirement, k arreˆts conse´cutifs
sont se´lectionne´s ale´atoirement et de´place´s ale´atoirement a` des dates d’arreˆt re´alisables.
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Approches heuristiques de de´composition De nombreuses heuristiques sont base´es sur la de´composition
naturelle du proble`me a` deux niveaux. Ce type d’approche, effectue des ite´rations entre un proble`me d’or-
donnancement des arreˆts, re´solus par PLNE, Programmation par Contraintes ([35]) ou recherche locale
pour fournir des dates d’arreˆts, avec des proble`mes de production a` planning d’arreˆt fixe´, souvent re´solu
par un algorithme glouton ou a` l’aide de Programmation Line´aire. On peut remarquer que ce processus de
de´composition est pre´sente des analogies avec la de´composition de Benders. Du proble`me de production,
des coupes de Benders ”no good cut” peuvent eˆtre remonte´es dans le proble`me d’ordonnancement, ce qui
a e´te´ imple´mente´ par l’e´quipe S16. De telles approches de de´composition e´taient handicape´es par les temps
de calcul ne´cessite´s a` chaque ite´ration. Dans le temps imparti pour le challenge ROADEF, les approches de
recherche locale simples, permettant des ite´rations plus rapides et d’explorer plus de solutions s’ave´raient
alors bien plus efficaces.
Approche heuristique de population Une seule approche du challenge a utilise´ une approche heuris-
tique avec des populations de solution, il s’agissait de J08, construisant une premie`re solution re´alisable
avec l’algorithme de colonies de fourmis. Cette approche fournissait des re´sultats en utilisant des capacite´s
me´moires bien plus e´leve´es que celle alloue´e pour le challenge ROADEF. Le caracte`re limitant de l’espace
me´moire pour le challenge ont ainsi peut eˆtre mis de coˆte´ les approches heuristiques de populations.
Instances Primal Brandt1 % Gap Brandt2 % Gap
A1 169538 160847 5,13 165560 2,35
A2 146048 130148 10,89 139991 4,15
A3 154429 137744 10,80 148454 3,87
A4 111591 82428 26,13 102326 8,30
A5 125822 94379 24,99 112467 10,61
Total A 707428 605546 14,40 % 668798 5,46%
B6 83424 36338 56,44 69592 16,58
B7 81174 38263 52,86 68528 15,58
B8 81926 28410 65,32 62594 23,60
B9 81750 30000 63,30 63991 21,72
B10 77767 30389 60,92 63747 18,03
X11 79116 33377 57,81 66931 15,40
X12 77589 36740 52,65 66558 14,22
X13 76449 25789 66,27 62155 18,70
X14 76172 26903 64,68 63045 17,23
X15 75101 28444 62,13 61866 17,62
Total B et X 790468 314653 60,19% 649007 17,90%
Total 1497896 920199 38,57% 1317805 12,02%
Table 2.5 – Meilleures solutions primales et bornes duales du challenge ROADEF
Meilleures bornes primales et duales Le tableau 2.5 recense les meilleures bornes primales ame´liore´es
apre`s le challenge. Il se posait e´galement les questions du calcul de bornes duales. Seul [35] a fourni des
bornes duales. La colonne Brandt1 fournit des bornes duales obtenues rapidement, tandis qu’en s’autorisant
de longs temps de calculs, leur approche fournissait les valeurs de la colonne Brandt2. Les approches base´es
sur les approches exactes n’ont pas fourni de bornes duales. Garantir des bornes infe´rieures du challenge
ROADEF e´tait incompatible avec certaines hypothe`ses restrictives du proble`me. Ainsi, les approches de
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type ge´ne´ration de colonne en discre´tisant la production dans le calcul des sous-proble`mes ne permet-
tent pas d’avoir des bornes infe´rieures valables pour le proble`me ROADEF, en restreignant le domaine
re´alisable. L’approche de [91] sans preprocessing heuristique pourrait the´oriquement fournir des bornes
duales, l’approche se heurtait alors a` des limites de temps de calcul et d’espace me´moire.
2.4.4 Etat de l’art de la re´solution a` EDF
Cette section retrace l’e´tat de l’art existant a` EDF R&D sur le proble`me, l’outil de´ploye´ a` l’ope´rationnel
ORION, et les travaux de recherches mene´s en interne ou en partenariat.
Le pre´traitement FUSCOU Pour des raisons de taille et de temps de calcul, un pre´traitement est
utilise´ a` l’ope´rationnel pour aboutir a` des instances tractables. Le pre´traitement FUSCOU se rame`ne a`
une situation de´terministe, agre´geant les sce´narios stochastiques de demandes, pannes et prix de marche´s.
De plus, l’optimisation est re´alise´e sur une granularite´ hebdomadaire pour les niveaux de production, les
donne´es de demandes sont ainsi agre´ge´es a` la semaine. Un des enjeux de la formulation du challenge
ROADEF e´tait de pouvoir chiffrer l’approximation engendre´e par l’agre´gation de FUSCOU.
ORION, l’algorithme en exploitation ORION, l’approche en exploitation a` EDF est une approche
analogue aux heuristiques de de´compositions du challenge ROADEF. PLAFIGE re´sout le proble`me de
placement de la production nucle´aire a` planning d’arreˆt fige´, selon une approche exacte de type de´composition
lagrangienne. ORION LOCAL modifie localement le planning d’arreˆts autours de la solution courante.
ORION faisant l’objet de modifications continues en internes, et ayant e´volue´ pendant la the`se, nous n’en
donnons que les lignes ge´ne´rales. ORION ne´cessite une solution initiale, qui est fournie par le processus de
re´optimisation dynamique du processus ope´rationnel a` EDF.
Cette approche pre´sentait de nombreux axes d’ame´liorations. Pendant longtemps, ORION ne compre-
nait pas de gestion des contraintes d’ordonnancement (de CT14 a` CT21), ce qui a motive´ les travaux
de [80] pour incorporer de la faisabilite´ de certaines contraintes d’ordonnancement, a` l’aide de la PPC.
Les contraintes de Stretch n’e´taient e´galement pas mode´lise´es initialement, et il se posait la question de
savoir si cette simplification est impactante sur les solutions trouve´es. Depuis, une mode´lisation analogue
a` celle de la the`se a e´te´ incorpore´e, pour des sous contraintes inte´ressantes pour les contraintes de stretch,
fournissant uniquement la borne supe´rieure. Enfin, dans la mode´lisation d’ORION, la possibilite´ de faire
varier les recharges n’e´tait pas prise en compte.
L’inconve´nient majeur de la recherche locale d’ORION est qu’elle conside`re de petits voisinages, ce qui
se traduit par l’existence de beaucoup de minimums locaux, ce qui nuit a` la qualite´ de la solution finale, la
configuration finale est assez proche de la configuration initiale. Derrie`re cela, se cache aussi une volonte´
de peu de´sorganiser le planning et de rechercher des plannings stables. Pendant longtemps, les voisinages
d’ORION e´taient de ne conside´rer que des de´placements e´le´mentaires d’un seul arreˆt, de´placement de
1 semaine. Ce type de voisinage, lorsqu’il e´tait utilise´ par les approches du challenge est connu pour
donner beaucoup de minima locaux de pie`tre qualite´. Une proble´matique qui inte´ressait a` EDF R&D
e´tait d’ autoriser des situations d’interversions d’arreˆts ou des ”sauts d’hiver”, changements radicaux de
planification d’un arreˆt permettant de le de´placer de l’automne au printemps sans passer par l’hiver ou` les
couˆts de substitution du nucle´aire sont les plus e´leve´s.
TANNAT, approche frontale PLNE Une approche frontale en PLNE a de´ja` e´te´ e´tudie´e a` EDF R&D,
par le projet TANNAT ([90]). La re´solution se basait e´galement sur les sorties du preprocessing de FUSCOU,
traitant ainsi un proble`me de nature de´terministe apre`s agre´gation. La mode´lisation fournie permettait
de prendre en compte toutes les contraintes d’ordonnancement des arreˆts, de mode´liser des contraintes
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de stretch, en se passant des approximations hie´rarchiques de l’approche ORION. L’inconve´nient d’une
telle approche e´tait les temps de calculs et la combinatoire limite´e que pouvait ge´rer l’approche. Ainsi,
l’utilisation pre´conise´e e´tait de limiter la recherche autour d’un planning initial, et d’ite´rer des ite´rations
d’ame´liorations locales avec des feneˆtres de temps tre`s restreintes. De tels voisinages locaux ne permettaient
pas les ”sauts d’hiver”, ou limitaient les possibilite´s d’interversions d’ordres d’arreˆts. Ce projet n’a pas e´te´
poursuivi et incorpore´ dans la re´solution ope´rationnelle. Avec les progre`s faits depuis sur l’algorithmie et
les capacite´s de calculs, de forts progre`s s’en suivraient sur une telle approche.
Approche INRIA Bordeaux L’INRIA Bordeaux a de´marre´ le challenge et participe´ a` la phase quali-
ficative avant de s’en e´carter, comme un contrat e´tait en cours d’eˆtre signe´ avec EDF ce qui ne permettait
pas de participer au challenge. Des travaux pre´paratoires se retrouvent publie´s en annexe de la the`se [74].
Ce travail fournit d’abord une mode´lisation compacte du proble`me avec toutes les contraintes, au prix de
nombreuses variables binaires qui rendent la formulation intractable pour une re´solution frontale. L’ap-
proche envisage´e pour le challenge et poursuivie par la suite e´tait a` l’instar de l’approche du LIPN, de
placer les dates d’arreˆts sur une formulation de´terministe sur les sce´narios agre´ge´s a` la moyenne, et en
agre´geant les pas de temps, suivant une formulation e´tendue par ge´ne´ration de colonne permettant de
mode´liser exactement le stretch. Les conside´rations d’espace me´moire s’ave´raient critiques meˆme sur un
mode`le agre´ge´, de´ja` pour le calcul de la relaxation continue, avec des graphes de grande taille pour les
sous-proble`mes, et une ge´ne´ration de grand nombres de colonnes pour le calcul de la relaxation continue.
Des travaux en cours en paralle`le de la the`se et en partenariat avec EDF R&D consistaient a` incorporer de
la robustesse dans la mode´lisation vis a` vis de prolongations d’arreˆt. Contrairement a` notre mode´lisation de
la robustesse du chapitre 8, leur mode´lisation approche´e ne conside´rait que des questions de couˆts lie´s aux
prolongations d’arreˆt, en ne´gligeant les questions de faisabilite´s, ce que notre approche robuste a respecte´,
cela correspondant au besoin ope´rationnel.
Autres travaux de recherche mene´s par EDF R&D Le proble`me de placement des arreˆts nucle´aires,
au vu de ses enjeux financiers pour EDF, concentre beaucoup d’efforts de recherche. Plusieurs the`ses CIFRE
ont e´te´ motive´es par la proble´matique, pour explorer plusieurs types d’approches. La Programmation Par
Contraintes a e´te´ investigue´ dans [80] dans le but d’introduire dans ORION la faisabilite´ de contraintes
d’ordonnancement. Le proble`me traite´ e´tait assez analogue au proble`me d’ordonnancement traite´ dans
[77], contenant les contraintes d’ordonnancement, et essayant de remonter des contraintes induites par la
production. La programmation conique, semi-de´finie positive (SDP), a e´te´ investigue´e dans [64]. L’ide´e
e´tait que le formalisme SDP pouvait bien mode´liser des contraintes disjonctives (l’arreˆt A est avant l’arreˆt
B de s semaines ou re´ciproquement). Une telle approche n’est pas mature pour une re´solution d’un si gros
proble`me industriel, la SDP ne disposant pas de solveurs industriels comme pour la PLNE.
Deuxie`me partie
Proble`me de planification journalie`re de
la production
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Chapitre 3
Re´solution exacte d’UCPd en PLNE
Re´sume´ : Ce chapitre ame´liore les formulations compactes du proble`me UCPd obtenues a` l’issue de
[51]. Les contraintes de dure´es minimales de paliers sont renforce´es avec des conside´rations de coupes
de cliques. Une comparaison polye´drale est re´alise´e a` l’aide d’un isomorphisme permettant de plonger
et comparer les formulations de contraintes, et enfin de renforcer des contraintes par projection. Les
imple´mentations comparent la convergence pratique des formulations polye´dralement e´quivalentes par
l’algorithme de Branch&Bound suivant la de´tection de structures spe´cifiques par Cplex, pour aboutir au
choix de formulation compacte le plus adapte´. La reformulation e´tendue de Dantzig-Wolfe par dualisation
des contraintes de demandes est e´galement investigue´e avec sa re´solution par ge´ne´ration de colonnes. Ce
travail a fait l’objet de communications aux congre`s COPI 2010, JPOC 2010 et d’une soumission a` la
revue EJCO (EURO Journal of Combinatorial Optimization).
On a de´fini a` la section 2.3 deux formulations PLNE compactes du proble`me UCPd suivant la de´finition
des variables, par niveaux ou par e´tats. A` l’issue de [51], la comparaison des formulations e´tait empirique,
et il a e´te´ observe´ que la formulation par niveaux qui donnait les convergences les plus rapides. De plus,
les reformulations e´tendues de ge´ne´ration de colonnes n’avaient pas e´te´ e´tudie´es, reporte´es aux travaux de
cette the`se. Un premier travail a e´te´ d’investiguer le choix de formulation PLNE ade´quat pour la re´solution
exacte d’UCPd. Dans un premier temps, la formulation par niveaux a pu eˆtre encore renforce´e. Dans un
second temps, on a pu obtenir des re´sultats the´oriques sur la comparaison des formulations par niveaux et
par e´tats, et renforcer la formulation par e´tats. Dans un troisie`me temps, la reformulation de Dantzig-Wolfe
a e´te´ imple´mente´e. Ce chapitre fournit des re´sultats a` la fois pratiques et the´oriques.
3.1 Renforcements de la formulation par niveaux
La formulation par niveaux a pu eˆtre encore renforce´e par rapport a` ce qui avait e´te´ obtenu dans
[51], avec la formulation rappele´e a` la section 2.3. Les contraintes de dure´es minimales sur les points de
fonctionnement ont pu eˆtre renforce´es, et un couplage a e´te´ exhibe´ entre les variables de de´marrage.
3.1.1 Formulation renforce´e par regroupement sur des cliques
Avec les variables de niveaux, quatre jeux de contraintes exprimaient les contraintes de dure´es minimales
sur les points de fonctionnement, (2.40),(2.41),(2.42) et (2.43). On arrivera a` exhiber un jeu de contraintes
renforce´es comprenant toutes ces contraintes.
Lemme 3.1.1 Les de´marrages des membres de gauche de (2.40) et (2.41) sont incompatibles :
∀u ∈ U ,∀t ∈ T ,∀i ∈ Iu,
t+∆
(i)+
u∑
t′=t+1
y
(i+1)+
u,t′ +
t+∆
(i)−
u∑
t′=t+1
y
(i−1)−
u,t′ 6 1 (3.1)
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Preuve : Soit u ∈ U , t ∈ T , i ∈ Iu. Soit t′ ∈ [[t+1, t+∆(i)+u ]], soit t′′ ∈ [[t+1, t+∆(i)−u ]]. Il s’agit de montrer
que y
(i+1)+
u,t′ + y
(i−1)−
u,t′′ 6 1. Dans le cas ou` t′ = t′′, le re´sultat est acquis, il ne peut y avoir simultane´ment
de´marrage du palier i− 1 et du palier i+ 1. On supposera t′ < t′′, l’autre cas e´tant analogue. On suppose,
par l’absurde que y
(i+1)+
u,t′ + y
(i−1)−
u,t′′ = 2. Le palier i− 1 est atteint apre`s une baisse de puissance a` partir du
palier i. La puissance a ainsi duˆ eˆtre stabilise´e sur le palier i pendant au moins ∆u(i, i− 1) pas de temps.
Il en re´sulte que t′+ ∆(i)−u 6 t′′. On a alors t+ 1 + ∆(i)−u 6 t′′ ce qui est exclu. On a ainsi montre´ pour tout
u ∈ U , t ∈ T , i ∈ Iu : ∀t′ ∈ [[t+ 1, t+ ∆(i)+u ]], ∀t′′ ∈ [[t+ 1, t+ ∆(i)−u ]], y(i+1)+u,t′ + y(i−1)−u,t′′ 6 1. Ainsi, dans le
graphe de de´pendance, toutes les variables de de´marrages conside´re´es sont dans une clique. Il s’en de´duit
du regroupement sur cette clique : ∀u ∈ U , ∀t ∈ T , ∀i ∈ Iu,
t+∆+u,i∑
t′=t+1
y
(i+1)+
u,t′ +
t+∆−u,i∑
t′′=t+1
y
(i−1)−
u,t′′ 6 1 
Proposition 3.1.1 Les contraintes suivantes fournissent une formulation renforce´e des contraintes de
paliers sur les points de fonctionnement. Pour la formulation avec les variables d’e´tat :
∀u ∈ U ,∀t ∈ T ,∀i ∈ Iu,
t+∆+u,i∑
t′=t+1
y
(i+1)+
u,t′ +
t+∆−u,i∑
t′=t+1
y
(i−1)−
u,t′ 6 s
(i)
u,t (3.2)
Avec la formulation de variables de niveaux, on a les contraintes suivantes, qui comprennent e´galement
les contraintes de pre´ce´dence (2.33) :
∀u ∈ U , ∀t ∈ T ,∀i ∈ Iu,
t+∆+u,i∑
t′=t+1
y
(i+1)+
u,t′ +
t+∆−u,i∑
t′=t+1
y
(i−1)−
u,t′ + x
(i+1)
u,t 6 x
(i)
u,t (3.3)
Preuve : A` partir des ine´galite´s (2.40), (2.42) et (3.1), et respectivement (2.41), (2.43) et (3.1), l’argument
de regroupement de ces trois cliques de´ja` utilise´ permet d’e´crire des contraintes plus fortes :
∀u ∈ U ,∀t ∈ T ,∀i ∈ Iu,
t+∆+u,i∑
t′=t+1
y
(i+1)+
u,t′ +
t+∆−u,i∑
t′′=t+1
y
(i−1)−
u,t′′ 6 x
(i)
u,t
∀u ∈ U , ∀t ∈ T ,∀i ∈ Iu,
t+∆+u,i∑
t′=t+1
y
(i+1)+
u,t′ +
t+∆−u,i∑
t′′=t+1
y
(i−1)−
u,t′′ 6 1− x(i+1)u,t
Il reste a` pre´sent a` remarquer que les variables x
(i)
u,t et 1 − x(i+1)u,t sont incompatibles par la contrainte
de pre´ce´dence (2.33). Les deux cliques pre´ce´dentes sont alors en fait incluses dans une meˆme clique, et on
a alors l’e´criture suivante obtenue par renforcement :
∀u ∈ U ,∀t ∈ T ,∀i ∈ Iu,
t+∆+u,i∑
t′=t+1
y
(i+1)+
u,t′ +
t+∆−u,i∑
t′=t+1
y
(i−1)−
u,t′ + x
(i+1)
u,t 6 x
(i)
u,t (3.4)
L’ e´quation (3.4) donne alors une caracte´risation renforce´e qui remplace les contraintes de paliers (2.40),
(2.41), (2.42) et (2.43) et des contraintes d’ordres (2.33).
3.1.2 Couplages entre variables binaires et de´marrages
En fait de manie`re analogue a` la relation d’e´galite´ observe´e dans [105] entre variables de fonctionnement,
de de´marrage et d’arreˆts d’une centrale, zut = y
u
t + x
u
t−1− xu,t, on a avec la structure de paliers superpose´s
une relation analogue :
∀u ∈ U , ∀t ∈ T , ∀i ∈ Iu, y(i−1)−u,t = y(i)+u,t + x(i)u,t−1 − x(i)u,t (3.5)
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La contrainte (3.5) peut alors remplacer les contraintes (2.36) et (2.37) pour un couplage renforce´. On
remarque alors que la famille des y
(i)−
u,t est inutile, les y
(i)−
u,t peuvent eˆtre remplace´s par leur expression (3.5)
dans toutes les contraintes. La contrainte (2.37) est alors inutile et peut eˆtre enleve´e.
3.1.3 Formulation renforce´e
A l’issue du travail de cette section, les formulations avec les variables de paliers ont e´te´ renforce´es. La
formulation renforce´e avec les variables de paliers s’e´crit a` pre´sent :
min
x,y
∑
u,t
(
Cfixu x
(1)
u,t + C
dem
u y
(1)+
u,t +
∑
i
Cprpu (Pu,i − Pu,i−1)x(i)u,t
)
∀u, i, x(i)u,t = 1 i(0)u >i
∀u, t, i, x(i)u,t 6 x(i−1)u,t+1
∀u, t, i, x(i)u,t > x(i+1)u,t+1
∀u, t, i, y(i−1)−u,t = y(i)+u,t + x(i)u,t−1 − x(i)u,t
∀u, t, i, ∑t+∆+u,it′=t+1 y(i+1)+u,t′ +∑t+∆−u,it′=t+1 y(i−1)−u,t′ + x(i+1)u,t 6 x(i)u,t
∀u, t, ∑tt′=t−Lu+1 y(1)+u,t′ 6 x(1)u,t
∀u, t, ∑tt′=t−lu+1 y(1)+u,t′ 6 1− x(1)u,t−lu
∀t, ∑u,i(Pu,i − Pu,i−1) x(i)u,t > DP (t)
∀t, ∑u,i(R1u,i −R1u,i−1) x(i)u,t > DR1t
∀t, ∑u,i(R2u,i −R2u,i−1) x(i)u,t > DR2t
∀u, t, i, y(i)+u,t , y(i)−u,t , x(iu,t) ∈ {0, 1}
(3.6)
3.2 Comparaison polye´drale et renforcements
Cette section va permettre de comparer de manie`re the´orique les formulations de contraintes dans les
mode´lisations avec les variables d’e´tat et de niveaux, en passant d’une formulation a` l’autre par isomor-
phisme en comparant les descriptions polye´drales engendre´es en projetant dans un meˆme espace.
3.2.1 Transformation des variables d’e´tats en variables de paliers
Soit n ∈ N, et soit ϕ :
(
x1, ..., xj , ..., xn
)
7−→
 n∑
i=1
xi, ...,
n∑
i=j
xi, ..., xn
. ϕ est une application line´aire
de Rn dans Rn qui permet de transformer les variables d’e´tats en variables de paliers. ϕ a des proprie´te´s
inte´ressantes pour la suite :
Proposition 3.2.1 ϕ est bijective, c’est donc un automorphisme Rn.
Sa re´ciproque est ψ :
(
x1, ..., xj , ..., xn
)
7−→ (x1 − x2, ..., xj − xj+1, ..., xn).
Preuve : En regardant ϕ comme une matrice de passage, c’est une matrice triangulaire supe´rieure, dont
les e´le´ments diagonaux sont tous des 1. 1 est donc la seule valeur propre de ϕ, qui est aussitoˆt inversible.
Il est aise´ de ve´rifier que ϕ ◦ ψ = ψ ◦ ϕ = Id.
Proposition 3.2.2 Soit H =
{
x ∈ Rn|
n∑
i=1
aixi 6 d
}
un hyperplan. ϕ(H) est hyperplan, dont la descrip-
tion line´aire est : ϕ(H) =
{
x ∈ Rn|a1x1 +
n∑
i=2
(ai − ai−1)xi 6 d
}
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Preuve : ϕ e´tant un isomorphisme, ϕ(H) est un hyperplan. Soit y ∈ ϕ(H). y = ϕ(x) et
n∑
i=1
aixi 6 d. Nous
avons les relations xi = yi− yi+1 pour i < n et xn = yn. En re´e´crivant l’e´quation de l’hyperplan avec yi, et
en re´indexant la sommation, nous avons :
anxn +
n−1∑
i=1
ai(yi − yi+1) = a1y1 +
n∑
i=2
(ai − ai−1)yi 6 d
Cela prouve ϕ(H) ⊂
{
y ∈ Rn|a1y1 +
n∑
i=2
(ai − ai−1)yi 6 d
}
. Comme ϕ est un isomorphisme, ϕ(H) est
un hyperplan. L’inclusion re´ciproque est alors ve´rifie´e par l’e´galite´ des dimensions.
Proposition 3.2.3 Soit S =
{
s ∈ [0, 1]n
∣∣∣ n∑
i=1
si 6 1
}
, L =
{
l ∈ [0, 1]n
∣∣∣ ∀i, li+1 6 li}. ϕ se restreint a`
une bijection de S dans L, ϕ (S) = L. les variables d’e´tat sont transforme´es par ϕ en variables de paliers.
Preuve : S est de´finie comme une intersection d’hyperplans. On calcule l’image de ces hyperplans a` l’aide
de la proposition pre´ce´dente. L’hyperplan H = ∑i=1 si 6 1, avec (ai) = 1 a pour image l’hyperplan l1 6 1.
Les hyperplans si > 0 avec i < n et (aj) = 11j=i, ont pour image les hyperplans li+1 6 li. L’hyperplan
sn > 0 avec (aj) = 11j=n, a pour image l’hyperplan 0 6 ln. L’image d’une intersection d’hyperplans e´tant
l’intersection des hyperplans images, le re´sultat est prouve´.
3.2.2 Comparaison polye´drale des formulations
Contraintes de la formulation par niveaux :
x
(i)
u,t > x
(i+1)
u,t+1 et x
(i)
u,t 6 x
(i−1)
u,t+1
Contraintes de la formulation par e´tats :
−1 6
∑
i
(s
(i)
u,t − s(i)u,t+1) 6 1
Figure 3.1 – Contraintes de transitions re´alisables
On de´finit les polye`dres suivants, selon les descriptions de contraintes de la section 2.3 sur les deux
formulations de variables apre`s renforcement des contraintes de dure´es minimales de paliers. L’objectif de
cette section est de comparer ces descriptions polye´drales.
Pstt =
{(
s
(i)
u,t, y
(i)+
u,t , y
(i)−
u,t
)
u,t,i
∈ [0, 1]
∣∣∣∣∣ , (2.19− 2.29− 2.26), (2.22), (3.2)
}
P lvl =
{(
l
(i)
u,t, y
(i)+
u,t , y
(i)−
u,t
)
u,t,i
∈ [0, 1]
∣∣∣∣∣ (2.32), (8.3), (2.44− 2.35), (3.3)
}
Soit Φ :
(
x
(i)
u,t, y
(i)+
u,t , y
(i)−
u,t
)
7−→
(
ϕ(x
(i)
u,t), y
(i)+
u,t , y
(i)−
u,t
)
.
Proposition 3.2.4 Φ he´rite des proprie´te´s de ϕ :
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(1) Φ est bijective, et re´alise ainsi un automorphisme de Rn. Sa re´ciproque est :
Φ−1 :
(
x
(i)
u,t, y
(i)+
u,t , y
(i)−
u,t
)
7−→
(
ϕ−1(x(i)u,t), y
(i)+
u,t , y
(i)−
u,t
)
(2) L’image par Φ de l’hyperplan
∑
u
∑
t
∑
i
(
a
(i)
u,tx
(i)
u,t + b
(i)
u,ty
(i)+
u,t + c
(i)
u,ty
(i)−
u,t
)
6 d est l’hyperplan∑
u
∑
t
∑
i
(
(a
(i)
u,t − a(i−1)u,t )x(i)u,t + b(i)u,ty(i)+u,t + c(i)u,ty(i)−u,t
)
6 d avec l’extension a(0)u,t = 0.
Preuve : (1) de´coule directement du fait que ϕ est un automorphisme de Rn. (2) se prouve de manie`re
similaire que pour la proposition 3.2.2.
The´ore`me 3.2.1 La formulation avec les variables de niveaux est plus forte : P lvl ⊂ Φ(Pstt).
En projetant les hyperplans des contraintes de la formulation par niveaux en hyperplans dans l’espace
des variables d’e´tat a` l’aide de Φ−1, on obtient des contraintes plus fortes dans la formulation par niveaux.
Pour lier les variables de de´marrages aux variables de fonctionnement, on a les contraintes suivantes :
∀u ∈ U ,∀t ∈ T ,∀i ∈ Iu, y(i−1)−u,t +
∑
j>i
(
s
(j)
u,t − s(j)u,t−1
)
= y
(i)+
u,t (3.7)
Les contraintes suivantes fournissent des contraintes plus fortes pour les transitions re´alisables :
∀u ∈ U ,∀t ∈ T ,∀i ∈ Iu,
∑
j>i
s
(j)
u,t 6
∑
j>i−1
s
(j)
u,t+1 (3.8)
∀u ∈ U ,∀t ∈ T ,∀i ∈ Iu,
∑
j>i
s
(j)
u,t >
∑
j>i+1
s
(j)
u,t+1 (3.9)
Avec ces contraintes dans la formulation par e´tat, les deux formulations sont polye´dralement e´quivalentes.
Preuve : En appliquant le point(2) de la proposition pre´ce´dente a` des (a
(j)
u,t, b
(j)
u,t, c
(j)
u,t+1) bien choisis, on
peut prouver que les hyperplans (2.32),(2.33),(2.44), (2.45), (2.46),(2.38),(2.39),(3.3) (3.5),(2.34),(2.35) sont
respectivement les images par Φ des hyperplans (2.18),(2.19),(2.27), (2.28), (2.29), (2.25),(2.26) et (3.2),
(3.7),(3.8),(3.9)
On de´finit Pstt2 =
{(
s, y+, y−
) ∈ [0, 1]N ∣∣∣(2.18), (2.19), (2.25), (2.26), (2.27− 2.29), (3.2), (3.7− 3.9)}.
On e´crit Pstt2 =
⋂
j Hj , comme une intersection de demi-espaces. Φ(Pstt2 ) = Φ
(⋂
j Hj
)
=
⋂
j Φ(Hj). Cela
prouve ainsi Φ(Pstt2 ) = P lev. Dans la suite, nous montrons donc Pstt2 ⊂ Pstt, ce qui induit Φ(Pstt) ⊂
Φ(Pstt2 ) = P lev. Soit (s, y+, y−) ∈ Pstt2 , nous devons prouver que (s, y+, y−) ve´rifie (2.20),(2.21),(2.22).
y
(i−1)−
u,t +
∑
j>i
(
s
(j)
u,t − s(j)u,t−1
)
= y
(i)+
u,t , donc
∑
j>i
(
s
(j)
u,t − s(j)u,t−1
)
6 y(i)+u,t ie s
(i)
u,t +
∑
j>i+1 s
(j)
u,t 6 y
(i)+
u,t +∑
j>i s
(j)
u,t−1 s
(i−1)
u,t−1 + s
(i)
u,t 6 s
(i−1)
u,t−1 +
∑
j>i s
(j)
u,t−1 −
∑
j>i+1 s
(j)
u,t−1 + y
(i)+
u,t . Avec (2.19), s
(i−1)
u,t−1 +
∑
j>i s
(j)
u,t−1 =∑
j>i−1 s
(j)
u,t−1 6 1, so s
(i−1)
u,t−1 + s
(i)
u,t 6 1 −
∑
j>i+1 s
(j)
u,t−1 + y
(i)+
u,t 6 1 + y
(i)+
u,t ie (2.20) est ve´rifie´. On prouve
de manie`re analogue que (s, y+, y−) ve´rifie (2.21).
Prouvons a` pre´sent que s ve´rifie (2.22). s
(i−1)
u,t+1 + s
(i)
u,t+1 + s
(i+1)
u,t+1 =
∑
j>i−1 s
(j)
u,t+1 −
∑
j>i+2 s
(j)
u,t+1.
Avec (3.8),(3.9)
∑
j>i−1 s
(j)
u,t+1 >
∑
j>i s
(j)
u,t et
∑
j>i+2 s
(j)
u,t+1 6
∑
j>i+1 s
(j)
u,t. Donc s
(i−1)
u,t+1 + s
(i)
u,t+1 + s
(i+1)
u,t+1 >∑
j>i
s
(j)
u,t −
∑
j>i+1
s
(j)
u,t = s
(i)
u,t, s ve´rifie (2.22).
A l’issue de ce travail, on a prouve´ que la formulation de la section 3.1.3 est e´quivalente ou domine les
autres formulations. La projection cette formulation sur l’espace des variables d’e´tat permet d’obtenir la
formulation e´quivalente :
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min
x,y
∑
u,t
Cdemu y
(1)+
u,t +
∑
i
(
Cprpu P (u, i) + C
fix
u
)
s
(i)
u,t
∀u, i s(i)u,0 = 1 i(0)u =i
∀u, t, , ∑i s(i)u,t 6 1
∀u, t, i, y(i−1)−u,t +
∑
j>i
(
s
(j)
u,t − s(j)u,t−1
)
= y
(i)+
u,t
∀u, t, ∑j>i s(j)u,t 6∑j>i−1 s(j)u,t+1
∀u, t, ∑j>i s(j)u,t >∑j>i+1 s(j)u,t+1
∀u, t, i, ∑t+∆+u,it′=t+1 y(i+1)+u,t′ +∑t+∆−u,it′=t+1 y(i−1)−u,t′ 6 s(i)u,t
∀u, t, ∑tt′=t−Lu+1 y(1)+u,t′ 6∑i s(i)u,t
∀u, t, ∑tt′=t−lu+1 y(1)+u,t′ 6 1−∑i s(1)u,t−lu
∀t, ∑u,i P (u, i) s(i)u,t > DP (t)
∀t, ∑u,iR1(u, i) s(i)u,t > DR1t
∀t, ∑u,iR2(u, i) s(i)u,t > DR2t
∀u, t, i, y(i)+u,t , y(i)−u,t , s(i)u,t ∈ {0, 1}
(3.10)
3.3 Reformulation e´tendue de Dantzig Wolfe
La structure des contraintes du proble`me se preˆterait a` une de´composition de Dantzig-Wolfe : en
dualisant les contraintes couplantes de demandes en puissance et en re´serves, le proble`me est alors de´couple´
avec des blocs inde´pendants unite´ par unite´. On investigue ici pour UCPd la reformulation e´tendue de
Dantzig-Wolfe et le sche´ma de re´solution par ge´ne´ration de colonne correspondant comme de´crits page 36.
3.3.1 Formulation e´tendue pour UCPd
Pour une formulation e´tendue, on de´finit P comme e´tant l’ensemble des plans de productions re´alisables
pour chaque unite´, Pu l’ensemble des plans de production de l’unite´ u, P = ⋃u Pu. Les variables de´cisionnelles
sont alors λp ∈ {0, 1} indiquant si le plan p ∈ P est choisi dans le plan de production global. Pour tout plan
p ∈ P, on de´finit P (p, t), R1(p, t), R2(p, t) les productions et re´serves primaires et secondaires ge´ne´re´es par
p a` tout instant t. On a alors la formulation e´tendue suivante pour UCPd :
min
λ
∑
p∈P cpλp (3.11)
∀t ∈ T , ∑p∈P P (p, t)λp > DP (t) (3.12)
∀t ∈ T , ∑p∈P R1(p, t)λp > DR1t (3.13)
∀t ∈ T , ∑p∈P R2(p, t)λp > DR2t (3.14)
∀u0 ∈ U ,
∑
p∈Pu0 λp = 1 (3.15)
∀p ∈ P, λp ∈ {0, 1} (3.16)
3.3.2 Proble`me maˆıtre restreint
On calcule la relaxation continue de la formulation e´tendue par ge´ne´ration de colonne. On e´crit ici la
formulation du PMR, en conside´rant e´ventuellement des branchements pre´ce´dents. Le branchement choisi
est le branchement sur les variables de niveaux de la formulation compacte (justifie´ par les re´sultats sur
la formulation compacte). Un branchement b ∈ N brchund ∪N brchovr se caracte´rise alors par le choix d’un pas de
temps tb, d’une unite´ u et d’un point de fonctionnement repre´sente´ par sa puissance Pb. Pour N brchund (resp
N brchovr ), le branchement se caracte´rise par une production de l’unite´ u infe´rieure (resp supe´rieure) a` Pb.
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Du fait des contraintes (3.15), la relaxation line´aire e´crit uniquement λp > 0, les contraintes de type
λp 6 1 e´tant redondantes avec (3.15), et donc ne sont pas e´crites de manie`re a` ne pas ajouter de variables
duales. Pour de´marrer l’algorithme de ge´ne´ration de colonnes, il est ne´cessaire d’initialiser avec un PMR
re´alisable lorsque des solutions existent. Pour l’initialisation sans branchements, de´finir un ensemble initial
avec les productions minimales et maximales pour chaque tranche avec l’inertie des conditions initiales.
Avec les branchements, les heuristiques du chapitre suivant peuvent aider a` fournir des solutions ve´rifiant
des branchements quand cela est re´alisable, une re´solution PLNE frontale pourra de´tecter tre`s rapidement
si les branchements me`nent a` une infaisabilite´.
min
λp>0
∑
p∈P
cpλp
∀t ∈ T , ∑p∈P P (p, t)λp > DP (t) (piP )
∀t ∈ T , ∑p∈P R1(p, t)λp > DR1t (piR1)
∀t ∈ T , ∑p∈P R2(p, t)λp > DR2t (piR2)
∀b ∈ N brchund ,
∑
p∈Pu(b),P (p,tb)>Pb λp > 1 (pi
brch
und )
∀b ∈ N brchovr ,
∑
p∈Pu(b),P (p,tb)6Pb λp > 1 (pi
brch
ovr )
∀u0 ∈ U ,
∑
p∈Pu0 λp = 1 (σ)
(3.17)
3.3.3 Ge´ne´ration de colonne
Les sous-proble`mes se de´composent unite´ par unite´ et s’e´crivent pour tout u, CR(u).
CR(u) = min
x,y
f coutu (x, y) + f
dual
u (x) + f
brch
u
∀t, i, x(i)u,t 6 x(i−1)u,t+1
∀t, i, x(i)u,t > x(i+1)u,t+1
∀t, ∑tt′=t−Lu+1 y(1)+u,t′ 6 x(1)u,t
∀t, ∑tt′=t−lu+1 y(1)+u,t′ 6 1− x(1)u,t−lu
∀t, i, ∑t+∆+u,it′=t+1 y(i+1)+u,t′ +∑t+∆−u,it′=t+1 y(i−1)−u,t′ + x(i+1)u,t 6 x(i)u,t
∀b ∈ N brchund ,∀i, P (ub, i) > Pb x(i)u,t 6 0
∀b ∈ N brchovr ,∀i, P (ub, i) 6 Pb x(i)u,t > 1
∀t, i, y(i)+t , y(i)−t , x(it ∈ {0, 1}
(3.18)
fdualu (x) = σu −
∑
u,i,t
(
piPt (Pu,i − Pu,i−1) + piR1t (R1u,i −R1u,i−1) + piR2t (R2u,i −R2u,i−1)
)
x
(i)
t
f brchu (x) = −
∑
b∈N brchund
pibrchund x
(ib)
tb
−
∑
b∈N brchovr
pibrchovr x
(ib)
tb
f coutu (x, y) =
∑
t
(
Cfixu x
(1)
t + C
dem
u y
(1)+
t +
∑
i
Cprpu (Pu,i − Pu,i−1)x(i)t
)
Pour la re´solution, de tels sous-proble`mes, nous avons utilise´ une re´solution frontale par Branch&Bound.
Une re´solution par programmation dynamique aurait e´galement e´te´ envisageable.
3.4 Re´sultats d’imple´mentation
Les imple´mentations ont e´te´ re´alise´es avec Cplex, a` l’aide du modeleur OPL dans leur version 12.2. Les
re´sultats pre´sente´s ici ont e´te´ calcule´s avec un processeur Intel Core2 Duo de 2.80GHz. Les formulations
compactes suivantes ont e´te´ imple´mente´es et compare´es : La formulation Etat0 est la formulation avec les
variables d’e´tats de la section 2.3.2. La formulation Niv0 est la formulation avec les variables de niveaux
de la section 2.3.2. La formulation EtatRenf est directement la formulation avec les variables d’e´tats de
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la section 3.1.3. La formulation NivRenf est directement la formulation avec les variables de niveaux de
la section 3.1.3. La formulation NivRenf2 est la formulation de la section 2.3.2 ou` les variables y
(i)−
u,t ont
e´te´ remplace´es par leur expression line´aire des autres variables dans (8.3). La formulation Mixte comprend
les variables de niveaux et de paliers, ainsi que toutes les variables y
(i)−
u,t et y
(i)+
u,t . Les contraintes sont
celles de 3.1.3 avec les variables de niveaux. Les contraintes (u, t),
∑j
i=1 s
(i)
u,t = l
(j)
u,t sont ajoute´es pour relier
les variables de niveaux aux variables d’e´tat. Des contraintes sur les variables d’e´tat sont ajoute´es, non
ne´cessaires a` la description du proble`me, en vue de la ge´ne´ration de coupes duˆes a` la reconnaissance par
Cplex de structures spe´cifiques. Il s’agit des contraintes de demandes 2.27, 2.28, 2.29, de flots (2.22) et les
contraintes GUB (2.19).
3.4.1 Relaxation line´aire des formulations compactes
Le tableau 3.1 compare les qualite´s des relaxations continues des formulations compactes pre´ce´demment
de´taille´es. Comme la the´orie le pre´voyait, les formulations EtatRenf, NivRenf, NivRenf2 et Mixte ont des
bornes duales de relaxation continue identiques, renseigne´es dans la colonne ”Renf”. Un gain tre`s significatif
a ainsi e´te´ obtenu sur les qualite´s de relaxation continue, ce qui aura de fortes implications sur les qualite´s
de re´solution exacte par Branch&Bound.
Instance Valeur Etat0 Niv0 Renf
Dat6 9 209 926 5,96% 3,56% 3,53%
Dat16 6 895 604 5,29% 4,50% 4,46%
Dat35 17 007 286 3,79% 1,43% 1,40%
Dat57 648 940 734 4,81% 2,68% 1,84%
Dat67 6 55 911 670 4,03% 2,00% 0,88%
D80a 651 087 946 4,94% 2,33% 1,77%
D80b 624 427 355 8,41% 2,27% 0,39%
D82a 6124 194 907 5,74% 1,46% 0,72%
D82b 6124 481 919 6,54% 1,71% 0,70%
Table 3.1 – Bornes duales de relaxation continue
3.4.2 Convergence Branch&Bound des formulations compactes
On a compare´ la convergence des formulations sur les tableaux 3.2, 3.3 et 3.4. Les crite`res compare´s sont
la valeur du relaˆche´ continu, les e´carts des bornes primales et duales a` l’optimum avant les branchements,
le nombre de lignes et de colonnes apre`s les presolve de Cplex, ainsi que le nombre de nœuds ne´cessaires a`
la convergence et le temps de calcul.
La structure de convergence est assez globale pour ces formulations, suivant les convergences des figures
3.2 et 3.3. L’algorithme est tre`s efficace sur les premiers stades, que ce soit dans le traitement du nœud
racine ou aux premiers branchements. D’excellentes solutions sont trouve´es rapidement, et cela est suivi par
une longue phase ou` la borne primale est peu ame´liore´e pour enfin prouver l’optimalite´ de la solution. En
parame´trant Cplex pour favoriser la croissance des bornes duales (a` l’aide du parame`tre mipemphasis), on
ame´liore l’efficacite´ de la formulation NivRenf2 pour le calcul exact, ce qui n’est pas le cas pour NivRenf.
Le grand nombre de branchements sur les grandes instances s’expliquent par la structure sous jacente de
sac a` dos entiers, et aux fortes syme´tries entre solutions. Pour une application industrielle, cette structure
de convergence s’ave`re tre`s utile pour obtenir de tre`s bonnes solutions avec du calcul arreˆte´ en PLNE.
Malgre´ le faible e´cart de relaxation continue entre les formulations, on observe de nettes diffe´rences
en temps de calcul. L’avantage des variables de niveaux sur les variables de paliers se situe dans une
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Figure 3.2 – Convergence Branch&Bound sur Dat16 avec la formulation EtatRenf
Figure 3.3 – Convergence Branch&Bound sur Dat16 avec la formulation Mixte
meilleure efficacite´ des branchements. Brancher sur une variable de niveau revient en effet a` la se´paration
efficace des contraintes GUB sur les variables d’e´tat. Comme OPL ne permettait pas de de´claration Special
Ordered Sets, les branchements avec les variables d’e´tats e´taient connus peu efficaces car menant a` des
arbres de Branch&Bound de´se´quilibre´s. Cependant, activer la se´paration SOS (re´alisable avec Concert) est
incompatible avec la ge´ne´ration de coupes de couverture GUB, ce qui est pourtant utilise´ abondamment
avec les variables d’e´tat et est tre`s utile, ce qui n’est donc pas une solution d’imple´mentation adapte´e. La
formulation EtatRenf peut en effet surpasser la re´solution par NivRenf (cf data16) malgre´ une mauvaise
strate´gie de branchements, graˆce a` des bornes duales de meilleure qualite´ au nœuds racine. Cela s’explique
par la ge´ne´ration de coupes de couvertures GUB renforce´es, active´e par les contraintes (2.19), (2.27), (2.28)
ou (2.29).
Sur la question de la suppression de variables par la relation (8.3), on observe que le ratio de 23 sur
le nombre de variables est conserve´ par le presolve de Cplex. Cplex ne se sert donc pas de la relation
(8.3) pour supprimer des variables, comme pour NivRenf2. Sur les plus petites instances, il s’ave`re plus
efficace de supprimer manuellement des variables, pour ge´rer des matrices de contraintes plus petites et
acce´le´rer les algorithmes matriciels tels que le simplexe ou les ge´ne´rations de coupes. Sur les instances ou`
de nombreux branchements sont ne´cessaires, la tendance s’inverse. En effet, les variables supple´mentaires
NivRenf offrent plus de choix de branchements, pour une meilleure efficacite´ des branchements de Cplex.
Cela s’explique par les re`gles de branchement implemente´es dans Cplex. Garder toutes les variables permet
de brancher sur les variables y
(i)−
u,t , alors que Cplex ne de´tecte pas que l’expression line´aire y
(i)+
u,t +l
(i)
u,t−1−l(i)u,t
est binaire, et donc que des branchements peuvent eˆtre re´alise´s sur de tels hyperplans.
Les constats pre´ce´dents ont incite´ a` expe´rimenter la formulation Mixte. Nous avons obtenu une conver-
gence comme sur la figure 3.2, pouvant combiner les avantages de deux formulations de variables. Un fait
paradoxal, malgre´ une formulation lourde en variables, cela pouvait permettre d’acce´le´rer nettement les
temps de calcul. Meˆme des contraintes domine´es polye´dralement pouvaient avoir un apport non ne´gligeable,
ainsi rajouter les contraintes de flots (2.22), bien que domine´es par les contraintes (2.34) et (2.35) pre´sentes
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Form. Relax Inf0 Sup0 Col. Lign. Noeuds Temps
Etat0 5,96% 0,67% 1,29% 4.439 8.601 2385 366s
Niv0 3,56% 0,35% 0,21% 4.449 11.392 328 65 s
NivRenf2 3,53% 0,42% 0,12% 2.942 6.084 192 16 s
NivRenf 3,53% 0,31% 0,13% 4.426 6.101 307 19 s
EtatRenf 3,53% 0,56% 0,30% 4.435 6.869 1191 143 s
Mixte 3,53% 0,27% 0,30% 5.756 8.647 270 47 s
Table 3.2 – Caracte´ristiques de convergence Branch&Bound sur Dat6
Form. Relax Inf0 Sup0 Col. Lign. Noeuds Temps
Etat0 5,29% 0,78% 5,40% 9.392 17.555 13.665 2692s
Niv0 4,50% 1,93% 0,37% 10.855 25.228 11.978 5306s
NivRenf2 4,46% 2,33% 0,50% 7.576 14.160 199.372 50099s
NivRenf 4,46% 1,83% 0,50% 11.165 14.984 12.810 1907 s
EtatRenf 4,46% 0,78% 3,30% 16.704 11.179 5.241 591 s
Mixte 4,46% 0,26% 0,89% 14.783 21.190 524 256 s
Table 3.3 – Caracte´ristiques de convergence Branch&Bound sur Dat16
Form. Relax Inf0 Sup0 Col. Lign. Noeuds Temps
Etat0 3,79% 0,35% 0,02% 22.123 41.046 2008 488 s
Niv0 1,43% 0,57% 0,01% 24.066 58.955 865 580 s
NivRenf2 1,40% 0,71% 0,0% 16.509 31.071 850 381 s
NivRenf 1,40% 0,50% 0,0% 23.887 31.445 870 330 s
EtatRenf 1,40% 0,28% 0,02% 23.911 35.625 2434 271 s
Mixte 1,40% 0,53% 0,13% 31.445 44.345 753 533 s
Table 3.4 – Caracte´ristiques de convergence Branch&Bound sur Dat35
dans le mode`le , permettaient de ge´ne´rer des coupes spe´cifiques lie´s a` une structure de flot, pour une
ame´lioration des bornes duales apre`s les passes de ge´ne´ration de coupes au nœud racine.
Comme nous ne sommes pas sortis du cadre d’OPL, nous n’avons pas pu imple´menter une meilleure
formulation mixte, pour mieux combiner les avantages de diffe´rentes formulations, sans alourdir les calculs
avec un nombre trop important de variables et de contraintes tout le long de la re´solution. Avec une
imple´mentation de plus bas niveau, avec Concert, l’imple´mentation que les constats pre´ce´dents nous sugge`re
serait de faire une ge´ne´ration de coupes au nœud racine avec la formulation Mixte, pour des coupes duales
de meilleure qualite´. L’ide´e est de re´cupe´rer ces coupes et finir la re´solution avec la phase de branchements
sur la formulation NivRenf, qui permet d’avoir les branchements et les calculs de borne duales a` chaque
nœud les plus efficaces. Pour ce faire, il faut projeter les coupes obtenues a` la racine avec les variables
s et x en coupes polye´dralement e´quivalentes sur les variables x ce que permet la transformation de la
proposition 3.2.2.
3.4.3 Re´sultats de la formulation e´tendue
La reformulation de Dantzig-Wolfe, n’a pas permis d’ame´liorer les bornes duales, avec une re´solution
facile des sous-proble`me par PLNE. Cela laisse pre´sager que la description polye´drale des contraintes de
fonctionnement thermique pre´sente´e a des points extreˆmes entiers, e´tendant les re´sultats de [105]. Il n’y
aurait donc dans ce cas aucun inte´reˆt a` conside´rer une re´solution par Branch&Price du proble`me UCPd,
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Figure 3.4 – Production globale/ Demande de solutions du proble`me UCPd
comme la description des contraintes des sous-proble`mes pre´sente de bonnes proprie´te´s polye´drales. De
plus, on observait une convergence tre`s lente de l’algorithme de ge´ne´ration de colonnes, avec un dual tre`s
instable. On observait des vecteurs duaux avec tre`s peu de valeurs non nulles, et un comportement tre`s
e´ratique, qui avait alors tendance a` ge´ne´rer comme colonnes des plannings de production correspondant
a` un de´marrage et un arreˆt autour de ces pics de dualite´s, qui sont e´conomiquement de tre`s mauvaises
solutions.
Les tentatives de stabilisation de la convergence avec l’ajout initial d’excellentes solutions primales (dont
l’optimum entier) ne re´solvait pas ce proble`me, les solutions finales de la relaxation continue comportaient
ce type de solutions assemble´s par combinaison line´aires. Cela est duˆ au fait que les plannings de production
re´alisables ne prennent que des valeurs discre`tes avec de forts e´carts, et que les contraintes de demandes
par assemblement de blocs de puissances discrets sont des ine´galite´s cruciales que sur quelques points,
et les contraintes d’inertie de production lie´es a` chaque unite´ rendent les contraintes de demandes moins
pre´gnantes sur ces points par rapport des solutions entie`res s’ave´rait plus rentable, pour mieux satisfaire la
contrainte de demande en continue et ne pas avoir une production couˆteuse non demande´e. Ce dernier point
enlevait e´galement les velle´ite´s de de´river la formulation en matheuristique pour ge´ne´rer des plannings de
solutions inte´ressants pour ame´liorer une bonne solution existante.
3.5 Conclusions et perspectives
Dans ce chapitre, plusieurs formulations compactes en PLNE ont permis de mode´liser le proble`me
UCPd. Des conside´rations polye´drales et de coupes de clique ont permis d’ame´liorer et de comparer les
formulations. Cela a implique´ des progre`s conse´quents sur la re´solution en nombres entiers.
Si a` l’issue du travail polye´dral, trois formulations e´taient e´quivalentes en terme de description polye´drale
et ainsi de relaxation continue, la de´tection de structure spe´cifique par Cplex s’ave´rait cruciale dans la
re´solution en nombres entiers. On a pu exhiber l’imple´mentation ade´quate pour tirer au mieux parti des
diffe´rentes structures spe´cifiques : une ge´ne´ration de coupes au nœud racine de Branch&Bound selon la
formulation Mixte, pour projeter ces coupes dans l’espace des variables de niveaux uniquement, et terminer
la re´solution avec la phase de branchements selon la formulation NivRenf.
La reformulation de Dantzig-Wolfe, n’a pas permis d’ame´liorer les bornes duales, avec une re´solution
facile des sous-proble`me par PLNE. Cela laisse pre´sager que la description polye´drale des contraintes de
fonctionnement thermique pre´sente´e a des points extreˆmes entiers, e´tendant les re´sultats de [105]. Une
perspective serait de le de´montrer, suivant le sche´ma de preuve de [105]. Il n’y a donc aucun inte´reˆt a`
conside´rer une re´solution par Branch&Price du proble`me UCPd.
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Une autre perspective de ce travail est d’acce´le´rer la convergence des bornes primales dans un but
ope´rationnel. Le temps de calcul est principalement de´die´ a` la preuve d’optimalite´, pour une application
industrielle, seules les bornes primales comptent. Le chapitre suivant suit ces perspectives, en de´rivant des
matheuristiques du travail pre´ce´dent.
Chapitre 4
Matheuristiques de´rive´es pour UCPd
Re´sume´ : Ce chapitre de´rive du travail de re´solution PLNE du chapitre 3 des matheuristiques pour la
re´solution de proble`mes UCPd en temps contraints. On e´labore des heuristiques constructives efficaces,
par fixation judicieuse de variables ou suivant des processus hie´rarchiques de fixation de variables. Les
solutions construites sont ame´liore´es par recherche locale, avec un algorithme de VND ou` de multiples
voisinages sont de´finis en re´optimisant autour de la meilleure solution courante. De telles approches ont
ame´liore´ significativement les solutions obtenues en temps contraints.
Le travail du chapitre pre´ce´dent a fourni une formulation PLNE pour la re´solution efficace de proble`mes
UCPd. En pratique, les temps de calculs pour la re´solution ope´rationnelle sont tre`s limite´s, 15 minutes pour
la re´solution du proble`me de production journalie`re a` EDF pour le parc complet. Meˆme sur la restriction
du parc aux unite´s thermiques, de tels temps de calculs ne permettent pas la convergence Branch&Bound
a` l’optimalite´. La proble´matique est alors de trouver les meilleures solutions primales en temps restreint.
L’approche exacte par Branch&Bound permet d’obtenir des solutions primales en tronquant le temps de
re´solution. Ce chapitre e´tudie la possibilite´ d’ame´liorer la convergence des bornes primales de l’approche
exacte, graˆce a` l’intuition et la connaissance que l’on peut avoir du proble`me. On se basera sur le travail de
mode´lisation PLNE pour en de´river des matheuristiques efficaces. Une premie`re partie est consacre´e aux
heuristiques constructives base´es sur la formulation exacte du chapitre pre´ce´dent, tandis que la seconde
partie cherchera a` ame´liorer rapidement des solutions existantes en adaptant l’algorithme VNS a` des
voisinages de´finis par des fixations de variables dans le PLNE. Dans tout ce chapitre, on utilisera la
formulation d’UCPd avec les variables de paliers x
(i)
u,t, pour ses proprie´te´s aux branchements, inte´ressantes
lorsqu’il s’agira de fixer des variables.
4.1 Heuristiques constructives
Dans cette section, on cherche a` construire rapidement des bonnes solutions du le proble`me d’UCPd,
en utilisant le travail de formulation PLNE du chapitre 3. Des PLNE plus petits sont calcule´s en fixant
des variables. L’acce´le´ration escompte´e de la convergence des bornes primales doit alors contrebalancer la
de´gradation de la fonction objectif pour une re´solution efficace en temps contraint.
4.1.1 Heuristiques par fixation de variables
Une premie`re ide´e d’heuristique constructive est de re´soudre frontalement un plus petit PLNE apre`s
avoir fixe´ des variables, en espe´rant que les de´cisions fige´es correspondent a` de bonnes solutions. Pour cela,
l’intuition et la connaissance du proble`me peuvent donner une ide´e de variables a` fixer. L’excellente qualite´
de la relaxation continue d’UCPd pre´ce´demment mise en e´vidence peut eˆtre utilise´e, en espe´rant que la
solution continue est proche de bonnes solutions entie`res et ou contient des informations caracte´risant
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de bonnes solutions entie`res. On notera x˜
(i)
u,t la solution de la relaxation continue. Fixer toutes les vari-
ables entie`res dans la relaxation continue permettait d’avoir une re´solution tre`s rapide, mais les solutions
s’ave´raient assez mauvaises. On a ainsi imple´mente´ des strate´gies plus flexibles. Les strate´gies les plus
efficaces e´taient les suivantes :
– strate´gie hSelect : on identifie les centrales u a` production syste´matiquement nulles dans le relaˆche´
continu, ie telles que pour tout t, x˜
(i)
u,t = 0 et on les retire du PLNE final. Intuitivement, ces centrales
ont des couˆts marginaux de production prohibitifs, et ne sont pas active´es au vue de la demande, des
centrales e´conomiquement plus rentables e´tant pre´fe´re´es.
– strate´gie hTube : on supprime d’abord des centrales selon hSelect. Pour les autres centrales, on fixe
les variables autour d’un voisinage en tube de la trajectoire de la solution continue : si x˜
(i+1)
u,t =
x˜
(i)
u,t−1 = x˜
(i)
u,t = x˜
(i)
u,t+1 = 1 (resp 0), on utilisera la fixation de variable x
(i)
u,t = 1 (resp 0).
– strate´gie hTube3 : on conside`re trois sce´narios de demandes : la demande re´elle, une demande majore´e
et une demande minore´e (ce que l’on a imple´mente´ a` l’aide d’un facteur multiplicatif). On calcule
le relaˆche´ continu obtenu pour ces trois sce´narios, et on fixe les variables communes de la strate´gie
hTube sur ces trois sce´narios.
4.1.2 Approches de construction hie´rarchique
On peut de´composer les de´cisions par e´tapes hie´rarchiques, par re´solution se´quentielle de PLNE moins
combinatoires. Les calculs successifs sont arreˆte´s suivant des crite`res d’arreˆts (temps, e´carts relatifs) a`
parame´trer. L’algorithme de re´solution Branch&Bound e´tant exponentiel, re´soudre deux proble`mes com-
prenant 50% des variables est plus rapide que re´soudre le proble`me complet, ce qui justifie la me´thode.
Pour re´soudre un PLNE, on ope`re une partition des variables, conside´rant un ensemble de variables
binaires sur lequel on figera la de´cision pour la suite, tandis que les autres variables calcule´es ulte´rieurement
seront relaˆche´es continuˆment, en espe´rant que cette simplification ne de´grade ni la qualite´ des solutions, ni
la faisabilite´. Apre`s fixation des variables, Il reste alors un PLNE restreint a` traiter, sur lequel on ite`re le
processus, ou on ope`re un calcul final. Les strate´gies teste´es rentrant dans ce cadre sont les suivantes :
– La strate´gie dcpJour fixe d’abord le planning sur la premie`re journe´e, en estimant l’impact des
de´cisions prises avec les variables continues de la seconde journe´e. avant de re´soudre le PLNE sur la
seconde journe´e en fixant la premie`re journe´e. Une telle se´paration du PLNE divise la combinatoire
par deux.
– La strate´gie dcpPal proce`de paliers par paliers, calculant a` chaque ite´ration i′, les variables x(i
′)
u,t
une fois que les variables x
(i)
u,t pour i < i
′ ont e´te´ fixe´es, les variables correspondant a` i > i′ e´tant
alors relaˆche´es. Le premier proble`me fixe les les de´cisions de fonctionnement, id les variables x
(1)
u,t . Les
derniers proble`mes se retrouvaient alors avec une combinatoire tre`s amoindrie du fait des contraintes
dynamiques, qui imposaient alors peu de flexibilite´.
– La strate´gie dcpMid proce`de e´galement par partition des variables sur l’indice i, mais en figeant
initialement le palier du milieu, ie pour une unite´ u avec Nfct(u) points de fonctionnement, on
conside`re le palier Mid(u) = bNfct(u)
2
c. Une variable fixe´e a` 0 (resp 1) implique que les variables
supe´rieures (resp infe´rieures) sont aussi fixe´es et entie`res, ce qui induit une approche de fixation plus
e´quilibre´e que dcpPal.
Pour assouplir les de´cisions prises a` chaque e´tape et gagner en qualite´ de solutions finales (ou ne pas
mettre en pe´ril la faisabilite´ finale), on peut s’autoriser de petites modifications par rapport aux de´cisions
pre´ce´demment prises. Dans le cas de la de´composition temporelle dcpJour, cela pourra se traduire par un
premier calcul avec des variables binaires sur les pas de temps [[1, 54]], et une fixation des variables sur
[[1, 42]]. Dans le cas des de´compositions par paliers, on pourra fixer les variables x
(i)
u,t que l’on notera 1-
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stable, telles que x
(i)
u,t = x
(i)
u,t−1 = x
(i)
u,t+1.
4.1.3 Approche constructive paralle´lisable de type POPMUSIC
Les strate´gies pre´ce´dentes peuvent eˆtre cumule´es. La strate´gie hMixte suivante cumule les strate´gies
hSelect, dcpJour et dcpMid, pour permettre de ge´rer des sous-proble`mes encore plus petits. Cela donne
l’algorithme suivant ou` les fixations sont hie´rarchise´es, chaque e´tape comprenant des calculs inde´pendants
qui peuvent eˆtre paralle´lise´s. Un soin particulier a e´te´ pris aux interfaces des fixations.
Etape 1 : Apre`s calcul de la relaxation continue, on supprime des unite´s a` l’aide de la strate´gie de fixation
de variables hSelect.
Etape 2 : Deux PLNE inde´pendants sont calcule´s, premie`re e´tape de dcpMid sur les deux journe´es :
1. PLNE 2.1 : Les variables binaires sont les x
Mid(u)
u,t pour t ∈ [[1, 48]] .
2. PLNE 2.2 : Les variables binaires sont les x
Mid(u)
u,t pour t ∈ [[49, 96]].
Etape 3 : Trois PLNE inde´pendants sont calcule´s, calculant des plannings complets sur les feneˆtres tem-
porelles t ∈ [[1, 32]] et t ∈ [[65, 96]], et fusionnant les solutions de PLNE 2.1 et PLNE 2.2 :
1. PLNE 3.1 : Seules les variables x
(i)
u,t sont binaires pour t ∈ [[1, 32]], en ayant fixe´ les solutions
”1-stable” du PLNE 2.1 a` leur valeur.
2. PLNE 3.2 : Seules les variables x
(i)
u,t sont binaires pour t ∈ [[65, 96]], en ayant fixe´ les solutions
”1-stable” du PLNE 2.2 a` leur valeur.
3. PLNE 3.3 : Toutes les variables x
Mid(u)
u,t sont binaires, en ayant fixe´ les solutions de PLNE 2.1
(resp PLNE 2.2) pour t ∈ [[1, 36]] (resp t ∈ [[65, 96]]).
Etape 4 : On calcule un PLNE final avec les fixations suivantes :
– Les variables x
(i)
u,t pour t ∈ [[1, 24]] (resp [[79, 96]]) sont fixe´es a` leur valeur dans PLNE 3.1 (resp 3.2).
– Les variables x
(Mid(u))
u,t for t ∈ [[25, 32]] (resp [[65, 78]]) sont fixe´es si leur valeur est 1-stable et
commune dans PLNE 3.1 (resp 3.2) et PLNE 3.3.
– Les variables x
(Mid(u))
u,t pour t ∈ [[33, 64]] 1-stable dans PLNE 3.3.
4.1.4 Re´sultats
Les re´sultats des heuristiques illustrent le compromis a` trouver entre temps de calcul et qualite´ de la
solution. La figure 4.3 compare les convergences des bornes primales lors de l’algorithme de Branch& Bound
pour la formulation exacte avec les fixations de variables hSelect, hTube et hTube3 sur 15 minutes. Sur
de tels temps de calculs, les approches de fixation convergent vers de meilleures solutions. Pour expliquer
cela, il s’ave`re que les fixations de variables de´gradent peu la qualite´ des solutions, et ont des valeurs de
convergence proches de l’optimum. L’acce´le´ration engendre´e par la diminution de la combinatoire permet
ainsi d’obtenir en temps contraint de meilleures solutions que la re´solution exacte.
hSelect permettait en moyenne d’e´liminer 50% des variables sur nos instances, pour une approximation
quasi nulle. Pour hTube3, cela atteignait 70%, et 80% pour hTube, pour une tre`s faible approximation. Si
hTube est la plus grande approximation, pour des temps arreˆte´s de 15 minutes qui restent courts, c’est
l’approche qui donne la meilleure valeur arreˆte´e alors que la convergence se fait vers une valeur plus e´leve´e.
Pour un temps de calcul tre`s longs (plusieurs journe´es) en vue d’e´tablir d’excellente bornes primales,
l’approche exacte e´tait fre´quemment surpasse´e par les approches heuristiques aboutissant a` une convergence
plus avance´e de l’algorithme de Branch&Bound. La strate´gie hTube3 s’ave`re eˆtre un excellent compromis.
Les heuristiques hie´rarchiques de´gradent plus la fonction objectif que les approches frontales, mais
convergent bien plus vite. Les tableaux 4.2 comparent les valeurs obtenues par les diffe´rentes heuristiques
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Figure 4.1 – Sur l’instance Data80Spring Figure 4.2 – Sur l’instance Data80WinterWE
Figure 4.3 – Comparaison de la convergence des heuristiques avec la re´solution exacte
aux solutions fournies par l’approche exacte tronque´e en se donnant des temps de calculs de 1 et 5 min-
utes. dcpJour pouvait amener a` des infaisabilite´s ou des couˆts prohibitifs, dcpMid et hMixte s’ave´raient
tre`s compe´titives en moyenne, dcpPal fournissant des re´sultats de qualite´ variables. En moyenne, hMixte
et hTube donnent les meilleurs re´sultats, mais n’e´taient pas syste´matiquement les meilleures approches.
qui donnaient les meilleurs re´sultats. Avoir diffe´rentes strate´gies heuristiques sans hie´rarchie nette dans
les re´sultats laisserait a` penser que pour une utilisation ope´rationnelle, conside´rer inde´pendamment et
paralle`lement ces diffe´rentes strate´gies permettrait d’obtenir des gains conse´quents.
Pour hMixte, les valeurs a` 5 minutes e´taient le plus souvent les valeurs de convergence de la me´thode.
Une troncature de la convergence des sous-proble`mes a peu d’incidences. Cela permettrait de traiter des
tailles de donne´es encore plus grandes, la` ou` les strate´gies de re´solution frontale apre`s fixations pourraient
avoir des convergences moins bonnes.
4.2 Ame´lioration de solutions par descente VNS
Dans cette section, on cherchera a` ame´liorer une solution initiale par une recherche locale, avec un
algorithme de VND ou` de multiples voisinages sont de´finis par fixation de variables sur des PLNE, en
re´optimisant autour de la meilleure solution courante. Notre algorithme s’est inspire´ du travail effectue´
dans [84], faisant un pont entre la PLNE et les heuristiques de recherche locale VNS. Dans le cas d’UCPd,
la diversite´ des voisinages, et le travail de formulation et la re´flexion sur les fixations de variables rendait
l’application de la me´thode particulie`rement inte´ressante.
4.2.1 L’algorithme ge´ne´ral de descente VNS par PLNE
La me´thode ne´cessite une solution initiale, que les approches pre´ce´dentes peuvent fournir. Il s’agit
de proce´der par ite´rations de recherche locale, ou` a` chaque ite´ration, on re´optimise des morceaux de
la solution courante par des petits PLNE, en fixant des variables de la solution courante. La solution
courante est solution d’un tel PLNE, et peut eˆtre fournie comme de´marrage a` chaud. Une telle me´thode
est une me´thode de descente pure, sans remise en cause de la meilleure solution, variante VND de VNS.
L’algorithme progresse toujours avec des solutions re´alisables, de´finies par les contraintes en PLNE, et dont
les couˆts sont donne´s par la re´solution PLNE. Le crite`re d’arreˆt est un nombre d’ite´rations maximal, ainsi
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Instance Valeur Exact hSelect hTube hTube3 dcpPal dcpMid sMixte
Data57 48 940 734 3,18% 1,76% 1,73% 1,64% 1,60% 1,84% 1,86%
Data67 55 911 670 2,24% 1,81% 1,59% 1,60% 1,87% 1,99% 1,97%
Data80Spring 51 087 946 1,20% 0,57% 0,25% 0,28% 0,16% 0,42% 0,42%
Data80SprgWE 24 427 355 0,70% 0,66% 0,69% 0,52% 0,78% 0,93% 0,97%
Data80WtrWE 124 481 919 1,39% 0,76% 0,33% 0,27% 3,05% 0,64% 0,21%
Data80Winter 124 194 907 0,89% 0,87% 0,16% 0,89% 0,20% 0,38% 0,16%
Total 429 044 531 1,50% 1,01% 0,62% 0,79% 1,43% 0,87% 0,68%
Table 4.1 – Comparaison des solutions obtenues en temps restreint a` 5 minutes
Instance Valeur Exact hSelect hTube hTube3 dcpPal dcpMid sMixte
Data57 48 940 734 4,74% 3,01% 1,76% 2,02% 1,55% 1,86% 1,86%
Data67 55 911 670 4,22% 3,20% 1,59% 2,16% 2,08% 1,79% 1,97%
Data80Spring 51 087 946 1,11% 0,38% 0,68% 0,28% 0,32% 0,38% 0,42%
Data80SpgWE 24 427 355 1,70% 0,77% 0,89% 0,77% 0,81% 1,07% 1,05%
Data80WtrWE 124 481 919 2,82% 1,03% 1,75% 3,55% 0,53% 1,07% 0,97%
Data80Winter 124 194 907 1,13% 0,35% 1,39% 0,36% 0,45% 0,54% 0,23%
Total 429 044 531 2,67% 2,13% 0,90% 1,55% 1,65% 1,02% 0,93%
Table 4.2 – Comparaison des solutions obtenues en temps restreint a` 1 minute
Table 4.3 – Comparaison des heuristiques primales constructives
qu’un nombre d’ite´rations sans ame´liorations.
A chaque ite´ration, les voisinages sont de´finis et parame´tre´s par :
– Un ensemble de variables de la solution courante a` fixer.
– Un crite`re d’arreˆt a` la re´solution PLNE, conside´rant temps de calcul ou branchements limite´s, . . .
– Une parame´trisation de la re´solution Branch&Bound.
Il s’agit de parame´trer le solveur de PLNE pour tirer profit de ses forces. Nous utilisons la re´solution
PLNE a` ses premiers stades, ou` la convergence est la plus efficace. La parame´trisation privile´gie alors forte-
ment les heuristiques primales au de´triment de la convergence des bornes duales. Le parame`tre ge´ne´rique
mipEmphasis est utilise´, et peut eˆtre combine´ a` une limitation des ge´ne´ration de coupes a` la racine, ou a`
une augmentation de la fre´quence d’appel des heuristiques primales.
Cplex est adapte´ pour une telle utilisation, le preprocessing et l’agre´gateur permettent de propager les
fixations de variables pour se ramener a` des petits PLNE. Le fait d’avoir une solution initiale a` tout calcul
de PLNE permet un de´marrage a` chaud efficace, activant de`s le de´but les heuristiques perturbatives de
type RINS, la` ou` la re´solution PLNE est souvent handicape´e dans la recherche de premie`res solutions.
Par une telle recherche locale, de grands voisinages peuvent eˆtre explore´s sur des temps de calculs faible,
en se basant sur les forces de la re´solution PLNE, le travail de formulation compacte, et la connaissance
du proble`me du proble`me par les fixations de variables ade´quates. En conside´rant de grands voisinages,
on a alors peu de minimums locaux. La facilite´ et la ge´ne´ricite´ d’imple´mentation permet de conside´rer un
grand nombre de voisinages, rentrant dans le cadre des heuristiques VNS : on compte sortir d’un extremum
local pour un type de voisinages en changeant de type de voisinage. Les sections suivantes fourniront des
exemples de voisinages spe´cifiques aux proble`me UCPd. Des voisinages ge´ne´riques peuvent eˆtre envisage´s.
Similairement aux heuristiques primales Local Branching [54], on peut envisager des voisinages variables de
la solution courante ou` k variables au plus peuvent eˆtre modifie´es. Si on dispose d’un calcul de relaxation
continue, on peut de´finir un voisinage RINS suivant la fixation de [46] : les variables communes dans la
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solution courante et dans une relaxation continue sont fixe´es.
La me´thode est naturellement paralle´lisable, en conside´rant a` chaque ite´ration plusieurs types de voisi-
nages diffe´rents sur une meˆme limite de temps de calcul, et en choisissant la meilleure solution obtenue par
les diffe´rents calculs paralle`les.
4.2.2 De´finition des voisinages pour UCPd
Voisinages base´s sur la fixation d’un indice
Figure 4.4 – Fixation autour de feneˆtres de temps
Figure 4.5 – Fixation du palier interme´diaire
Figure 4.6 – Illustrations de voisinages par fixation d’indices
Une ide´e naturelle lorsque l’on manipule des variables a` plusieurs indice est de fixer les de´cisions prises
sur un indice. On retrouve alors des fixations et des re´optimisations naturelles :
– Sur l’indice u : retirer les unite´s a` la production syste´matiquement nulle (similaire a` hSelect).
– Sur l’indice i, figer les variables d’un point de fonctionnement donne´. Pour i = 1, cela fige les de´cisions
d’arreˆts et de de´marrages. Sur un palier interme´diaire, comme il a e´te´ remarque´ pre´ce´demment, cela
induit un branchement e´quilibre´.
– Sur l’indice t, on peut figer les de´cisions en dehors d’une feneˆtre de temps. Les pe´riodes de pics de
demande sont bien connues par exemple, il est inte´ressant de chercher juste a` re´optimiser.
La figure 4.6 illustre de telles fixations, et l’impact en terme de variables fixe´es par propagation des
contraintes dynamiques.
Voisinages base´s sur la structure dynamique du proble`me
Le proble`me UCPd a une structure dynamique spe´cifique, lie´e aux contraintes d’inertie sur les points
de fonctionnement. Suivant les indices i et t, il y a peu de changements de valeur. On peut alors de´finir un
voisinage en tube autour de la solution courante, ou` les de´cisions sont stables :
– Voisinage par stabilite´ temporelle : On fixe une variable x
(i)
u,t si dans la solution courante x
(i)
u,t =
x
(i)
u,t−1 = x
(i)
u,t+1.
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Figure 4.7 – Fixation temporelle autour des changements de paliers
Figure 4.8 – Fixation similaire a` hTube
Figure 4.9 – Illustrations de voisinages utilisant la structure dynamique du proble`me
– Voisinage par stabilite´ de niveau de puissance : On fixe une variable x
(i)
u,t si dans la solution courante
x
(i)
u,t = x
(i−1)
u,t = x
(i+1)
u,t . Cela revient exactement a` la fixation de hTube sur la solution courante.
On remarque que la stabilite´ des niveaux de puissance implique la stabilite´ temporelle.
Voisinages mixtes
Pour assouplir les de´cisions de fixation, on peut combiner les deux types de voisinages pre´ce´dents.
La figure 4.10 illustre cela, en fixant les variables communes a` la fixation sur le palier interme´diaire, en
assouplissant avec la stabilite´ temporelle.
Figure 4.10 – Fixation assouplie du palier interme´diaire
Voisinages base´s sur la relaxation continue
Un autre crite`re de fixation de variables se base sur une solution de la relaxation continue du proble`me,
calcule´e se´pare´ment et sans fixation de variables. D’autres solutions relaˆche´es peuvent e´galement eˆtre con-
side´re´es, comme la relaxation continue avec les coupes du noeuds racine de l’algorithme de Branch&Bound.
Les strate´gies de fixations de variables de la section 4.1.1 restent toujours valables. On peut ainsi utiliser
les fixations hSelect et hTube. Ces dernie`res fixations se basent alors uniquement sur la solution continue,
90 CHAPITRE 4. MATHEURISTIQUES DE´RIVE´ES POUR UCPD
sans utiliser la solution courante autrement que dans le de´marrage a` chaud du PLNE.
En recoupant des informations issues de la solution courante et de la relaxation continue, on obtient
un voisinage vRINS similairement a` l’heuristique RINS, ou` les variables fixe´es sont les variables entie`res
communes dans la solution courante et dans la relaxation continue. Cela donne alors un voisinage tre`s
diffe´rents des voisinages classiques, car non intuitif.
4.2.3 Re´sultats
L’imple´mentation a e´te´ re´alise´e a` partir du mode`le compact en OPL, en appelant les diffe´rents PLNE a`
l’aide d’OPL script. L’imple´mentation e´tait se´quentielle, pour valider uniquement les proprie´te´s mathe´matiques
des diffe´rents voisinages et leur impact sur la convergence. Le temps de re´solution maximal pour les grands
voisinages est de 30s, contre moins de 10s pour les voisinages ou` la re´solution e´tait la plus facile. L’ordre de
se´lection des voisinages imple´mente´ est de´terministe, base´ sur la connaissance empirique et l’observation
des diffe´rents types de voisinages.
Dans un premier temps, il est efficace de privile´gier les plus petits voisinages pour une convergence
rapide, et de n’utiliser les grands voisinages que dans un second temps pour affiner les solutions. La
diversite´ des types de voisinages doit eˆtre privile´gie´e pour ne pas rester dans un minimum local. Dans cette
optique, la fixation RINS fournissait des voisinages tre`s comple´mentaires des autres fixations.
Les voisinages de la section 4.2.2, permettaient de sortir d’excellents minimums locaux pour affiner
de bonnes solutions, au prix de temps de calculs plus importants. Lorsque peu de grands voisinages
ame´liorent la solution courante au prix de lourds temps de calculs, une paralle´lisation serait un atout dans
l’imple´mentation. En partant d’une mauvaise solution obtenue rapidement par la formulation frontale,
l’approche est tout a` fait compe´titive dans un temps de calcul de 5 minutes, comme le montre le tableau
4.11. Dans certains cas, la descente VNS permet d’obtenir des solutions qui ame´liorent meˆme les meilleures
valeurs obtenues apre`s des temps de calculs tre`s longs (plusieurs journe´es avec les heuristiques de la section
4.1.1). De tels faits montrent que les solutions obtenues par un calcul tronque´ sur des temps de calculs
courts suivant les heuristiques aveugles d’un solveur de PLNE peuvent eˆtre ame´liore´es par des modifications
locales base´es sur la connaissance du proble`me.
Instance Valeur Frontal hSelect hTube VNS
dataCharbon 16445498 0,93% 0,44% 0,21% -0,02%
dataFuel 55911670 2,24% 1,81% 1,59% 1,57%
data48 34767116 3,23% 1,64% 1,87% 1,56%
data57 48940734 3,18% 1,76% 1,73% 1,75%
dataSpring 51087946 1,2% 0,57% 0,25 0,24%
dataSpringWE 24427355 0,7% 0,66% 0,69 0,76%
dataWinterWE 124481919 1,39% 0,76% 0,33% 0,29%
dataWinter 124194907 0,89% 0,87% 0,16% 0,19%
datSpring 17407479 0,42% 0,31% 0,06% 0,03%
datWinterWE 38837637 1,02% 1,31% 0,65% 0,21%
datWinter 34852129 0,5% 0,49% 0,24% -0,06%
Total 520141776 1,36% 0,98% 0,58% 0,52%
Figure 4.11 – Comparaison des matheuristiques sur UCPd en temps de re´solution de 5 minutes
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4.3 Synthe`se des re´sultats et perspectives
La question initiale e´tait d’investiguer si la connaissance et l’intuition du proble`me spe´cifique permet
d’ame´liorer la convergence des bornes primales par Branch&Bound, approche ge´ne´rique, sur des grands
proble`mes ou` l’approche exacte ne peut converger entie`rement. Nous avons re´pondu par l’affirmative a`
cette question par trois types approches.
Fixer des variables selon l’intuition et la connaissance du proble`me pour une re´solution frontale ulte´rieure
permet d’acce´le´rer la convergence des bornes primales en temps limite´ lorsque les fixations sont judicieuses
et ne de´gradent que tre`s peu la fonction objectif. Dans le cas pre´sent, les fixations hSelect et hTube sont
inte´ressantes. Sur des temps tre`s courts comme exige´ par les contraintes ope´rationnelles, de´composer heuris-
tiquement le PLNE en sous-proble`mes avec une re´solution hie´rarchique engendre de plus fortes approxima-
tions. Les bornes primales de convergence e´tant alors plus e´leve´e, mais la convergence y est plus rapide que
les approches de re´solution frontale. De telles approches permettraient de traiter de plus grandes tailles de
donne´es avec moins de limitations que les approches de fixation et de re´solution frontale pre´ce´dentes.
Une fois une premie`re solution construite, une recherche locale de descente VND par ite´rations de PLNE
successifs pre´sentait de nombreux avantages : imple´mentation facile et ge´ne´rique a` partir d’une formulation
PLNE, ou` les questions de couˆts et de faisabilite´ sont garantis par la PLNE, avec de nombreuses manie`res
de de´finir des voisinages de grande taille pour avoir des minimas locaux de tre`s bonne qualite´. Les VND
ont pu surpasser les autres heuristiques en contexte de temps de calcul restreint, mais aussi en temps plus
long.
De tels re´sultats laissent a` penser que ces approches pourraient eˆtre utilise´es sur des proble`mes plus
grands ou plus difficiles, ou` la re´solution frontale serait moins performante. Le proble`me UCPd e´tant un
proble`me de travail, de telles ide´es pourraient eˆtre reprises pour le proble`me de production journalier d’EDF,
bien plus difficile avec un parc de production plus important. Sur la suite de la the`se, nous nous sommes
consacre´s au proble`me de planification des arreˆts de maintenances des centrales nucle´aires du challenge
ROADEF, en fournissant des re´ponses a` ces perspectives me´thodologiques d’utilisation de matheuristiques.
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Troisie`me partie
Planification des arreˆts nucle´aires pour
maintenances et rechargements
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Chapitre 5
Formulations PLNE compactes pour le
challenge ROADEF
Re´sume´ : Ce chapitre pose les mode´lisations PLNE adapte´es pour le proble`me de planification des
maintenances et des rechargements des centrales nucle´aires. Par rapport au challenge ROADEF, toutes
les contraintes autres que CT6 et CT12 ont e´te´ mode´lise´es exactement, avec une formulation PLNE ou`
les seules variables discre`tes concernent les dates d’arreˆt. Pour les contraintes de stretch, des contraintes
moins fortes ont e´te´ propose´es. En outre, l’extension du mode`le du challenge ROADEF pour conside´rer
un planning initial, un nombre maximal de modifications et/ou une pe´nalisation de la de´viation au
planning initial. Un effort a e´te´ re´alise´ pour re´duire le nombre de variables continues dans le mode`le. Ce
travail a fait l’objet d’une communication au congre`s PGMO 2013.
Le proble`me d’application est dans la suite le proble`me de planification des arreˆts de maintenances
et rechargement des centrales nucle´aires, de´fini a` la section 2.4, dont les travaux pre´paratoires et l’e´tat
de l’art majeurs de cette the`se sont issus du Challenge EURO/ROADEF 2010. Ce chapitre fournit la
mode´lisation PLNE compacte utilise´e dans la suite. En omettant les contraintes CT6 et CT12 du Challenge
ROADEF (stretch et modulation), on a une mode´lisation compacte en PLNE exacte. Les contraintes de
modulations sont omises dans toute la suite. En ce qui concerne le stretch, on assouplit le domaine de
production, en autorisant des modulations pendant le stretch. La justification de cette hypothe`se est que
pour des raisons e´conomiques, il est souvent plus rentable d’avoir une production nucle´aire maximale, et
les contraintes impactantes sont les contraintes majorant la production. Avec ce domaine de production,
on pourra aboutir a` une formulation en programmation line´aire mixte ou` les seules variables discre`tes
sont les variables de´cisionnelles du proble`me, le placement des dates d’arreˆt. Par rapport a` la mode´lisation
du challenge ROADEF, on permettra des extensions, avec la possibilite´ d’ajouter et de parame´trer des
contraintes de longueur minimale et maximale d’une cycle de production ou une pe´nalisation par rapport
a` un planning initial.
5.1 De´finition des variables et de la fonction objectif
Cette section de´finit les variables utilise´es dans la mode´lisation PLNE, et e´crit la fonction objectif
avec ces variables. On re´alisera une premie`re extension du challenge ROADEF en conside´rant des couˆts
de stabilite´ de planning, en pe´nalisant les e´carts a` un planning initial, la fonction objectif du challenge
ROADEF se retrouvant alors avec des pe´nalisation nulles a` un planning initial.
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5.1.1 De´finition des variables
Variables de de´cisions d’arreˆt Les variables de de´cisions d’arreˆts sont les seules variables discre`tes du
proble`me. di,k,w ∈ {0, 1} est une famille de variables binaires pour indiquer les dates d’arreˆts, di,k,w = 1 si
l’arreˆt du cycle k du re´acteur nucle´aire i a e´te´ commence´ avant la semaine w. Cette de´finition de variables
implique les contraintes couplantes suivantes :
∀i, k, w, di,k,w−1 6 di,k,w (5.1)
∀i, k, w, di,k,w 6 di,k−1,w−1 (5.2)
On utilisera les conventions suivantes pour e´crire plus simplement certaines contraintes, di,k,w = 0 pour
k > Ki,di,−1,w = 1 pour w < 0, di,k,w = 0 pour w < 0 et k > −1.
Figure 5.1 – De´finition des variables d’arreˆt
La de´finition des variables binaires est illustre´e a` la figure 5.1. On peut exprimer comme combinaison
line´aire de variables di,k,w les grandeurs suivantes :
– di,k,w−Dai,k indique si le cycle de production (i, k) a de´ja` de´bute´.
– di,k,w − di,k,w−1 ∈ {0, 1} vaut 1 si et seulement si l’arreˆt (i, k) de´bute a` la semaine w. De meˆme
di,k,w−Dai,k −di,k,w−1−Dai,k ∈ {0, 1} vaut 1 si et seulement si la campagne de production (i, k) de´bute
a` la semaine w.
– di,k,w − di,k,w−Dai,k ∈ {0, 1} vaut 1 uniquement pendant l’arreˆt du cycle (i, k).
– di,k,w − di,k+1,w ∈ {0, 1} vaut 1 uniquement sur le cycle k du re´acteur i.
– di,k,w−Dai,k − di,k+1,w ∈ {0, 1} vaut 1 uniquement sur la campagne de production k du re´acteur i.
Variables continues Les autres variables du proble`me sont des variables continues :
– ri,k : quantite´ de carburant a` recharger pour le cycle k du re´acteur i ∈ I.
– pi,k,s,t : puissance produite par le re´acteur i ∈ I sur le cycle k, au pas de temps t sur le sce´narios
s ∈ S.
– pj,s,t puissance produite par l’unite´ j ∈ J , au pas de temps t sur le sce´narios s ∈ S.
– xi,s, niveau de carburant du re´acteur i ∈ I, au dernier pas de temps t, pour le sce´nario s. Ces
variables sont ne´cessaires comme exprime´es dans la fonction objectif, pour la valorisation du stock
final, mais ne sont pas des variables de´cisionnelles du proble`me : les variables de rechargement et
les productions nucle´aires de´terminent les stocks finaux. Pour la line´arisation du proble`me, il e´tait
ne´cessaire d’introduire ces variables, la line´arisation est propose´e plus bas.
5.1. DE´FINITION DES VARIABLES ET DE LA FONCTION OBJECTIF 97
Remarque 1 On remarquera que l’e´criture des contraintes du proble`me a ne´cessite´ de distinguer les puis-
sances de productions nucle´aires sur chaque cycle pour les re´acteurs nucle´aires. La combinatoire des vari-
ables continues est de ce fait majoritairement porte´ par les variables de production nucle´aire.
Variables redondantes Les variables pre´ce´demment de´finies sont les seules variables de´cisionnelles du
proble`mes. Les autres quantite´s sont directement relie´es a` ces notions. Ainsi pour une centrale nucle´aire, la
donne´e du fuel initial et de toutes les de´cisions de production, d’arreˆts et les quantite´s recharge´es impliquent
directement la connaissance du stock de combustible a` tout instant.
– xiniti,k,s, les niveaux de carburant du re´acteur i ∈ I, pour le sce´nario s, apre`s le rechargement au cycle
k, sont de´termine´s par les rechargements ri,k et les production pi,k′,s,t pour k
′ < k.
– xfini,k,s, les niveaux de carburant du re´acteur i ∈ I, pour le sce´nario s, avant le rechargement du cycle
k + 1. sont de´termine´s par les rechargements ri,k et les productions pi,k,s,t pour k
′ 6 k.
Dans un mode`le initial, et de meˆme que [91], on avait de´clare´ ces quantite´s comme des variables.
L’e´criture de contraintes donnant des contraintes d’e´galite´ permettait alors de supprimer ces variables. Il
s’agit des contraintes suivantes :
– stock initial (CT8) : xiniti,0,s = Xii
– e´quation de consommation (CT9) xfini,k,s = x
init
i,k,s −
∑
t
Dt pi,k,w
– pertes au rechargement (CT10) : xiniti,k,s −Boi,k = ri,k +
Qi,k − 1
Qi,k
(
xfini,k−1 −Boi,k−1
)
On en de´duit la formule de re´currence sur les xiniti,k,s : x
init
i,k,s−Boi,k = ri,k+Qi,k−1Qi,k (xiniti,k−1,s−
∑
w D
wpi,k−1,s,w−
Boi,k−1)
Ou` la condition initiale est xiniti,0,s = Xii. Il s’agit d’une formule de re´currence du type x
init
i,k,s = ai,k−1,sx
init
i,k−1,s+
bi,k−1,s avec ai,k,s =
Qi,k+1 − 1
Qi,k+1
et bi,k,s = ri,k+1 − Qi,k+1 − 1
Qi,k+1
(
∑
w D
w pi,k,s,t −Boi,k)
Lemme 5.1.1 Soit (un)n∈N, la suite re´elle re´currente de´finie par la formule de re´currence un+1 = anun+
bn, ou` (an)n∈N et (bn)n∈N sont deux familles de re´elles. Alors :
un =
(
n−1∏
l=0
al
)
uo +
n−1∑
l=0
(
n−1∏
m=l+1
am
)
bl
Preuve : Le re´sultat se pruve par re´currence sur n ∈ N. Pour n = 0 ou n = 1, le re´sultat est acquis,
comme la somme (resp le produit) sur un ensemble vide vaut 0 (resp 1).
On suppose n > 1 et le re´sultat ve´rifie´ au rang n. Montrons que le re´sultat reste valide au rang n+ 1.
un+1 = anun + bn, avec l’hypothe`se de re´currence
un+1 = an
((
n−1∏
l=0
al
)
uo +
n−1∑
l=0
(
n−1∏
m=l+1
am
)
bl
)
+ bn = an
(
n−1∏
l=0
al
)
uo +
n−1∑
l=0
an
(
n−1∏
m=l+1
am
)
bl + bn
un+1 =
(
n∏
l=0
al
)
uo +
n−1∑
l=0
(
n∏
m=l+1
am
)
bl + bn
(
n∏
m=n+1
am
)
=
(
n∏
l=0
al
)
uo +
n∑
l=0
(
n∏
m=l+1
am
)
bl
Ce qui est bien le re´sultat annonce´ pour n+ 1, et le lemme est prouve´ par re´currence.
En appliquant le lemme, on a la relation suivante, en de´finissant pour tout ∀(m,n) ∈ K, qm,n =∏n
l=m
Qi,l − 1
Qi,l
, avec l’extension qm,n = 1 si m > n et qm,m =
Qi,m − 1
Qi,m
;
xiniti,k,s = q1,kXii +
k−1∑
l=0
ql+2,k
(
ri,l+1 − ql+1,l+1
(∑
t
Dt pi,l,s,t −Boi,l
))
(5.3)
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xfini,k,s = q1,kXii +
k−1∑
l=0
ql+2,k
(
ri,l+1 − ql+1,l+1
(∑
t
Dt pi,l,s,t −Boi,l
))
−
∑
t
Dt pi,k,s,t (5.4)
Pour la lisibilite´ de la suite, on gardera les expressions xiniti,k,s et x
fin
i,k,s , en gardant a` l’esprit que ce ne
sont pas directement de nouvelles variables, mais des expressions line´aires des variables de rechargement
ri,k et des puissances de production nucle´aire pi,k,s,w.
Line´arisation du stock final On s’attache ici a` fournir les contraintes permettant de line´ariser et de
de´finir les variables de stock de combustibles re´siduels au dernier pas de temps : xi,s, niveau de carburant
du re´acteur i ∈ I de´termine´es par les variables de rechargement et les productions nucle´aires. Une relation
non line´aire pourrait s’obtenir ainsi, en remarquant que xi,s est le stock final sur le dernier cycle en cours,
ie tel que au dernier pas de temps W , di,k,W − di,k−1,W = 1, xi,s =
∑
k x
fin
i,k,s(di,k,W − di,k−1,W ).
La line´arisation de ces contraintes quadratiques peut eˆtre e´crite en introduisant xi,s 6 Mi ou` Mi est
une constante suffisamment grande pour qu’on ait toujours xfini,s 6 Mi. On peut prendre par exemple
Mi = maxk Smaxi,k (CT 11).
∀i, k, s, xi,s 6 xfini,k,s +Mi(di,k,W − di,k+1,W ) (5.5)
En effet, si di,k,wt − di,k−1,wt = 1, t est bien dans le cycle k, et la contrainte active est xi,s,t 6 xiniti,k,s −∑
t′<t D
t′ pi,k,s,t′ , les autres contraintes e´tant xi,s 6 xfini,k,s +Mi, ve´rifie´es comme xi,s 6Mi et x
fin
i,k,s > 0.
5.1.2 Conside´rations de planning initial
Cette section fournit des re´ponses sur les proble´matiques de re´optimisation dynamique en usage a`
l’ope´rationnel, ou` les planning d’arreˆts sont recalcule´s tous les mois. La solution courante calcule´e le mois
pre´ce´dent est impactante sur le calcul du nouveau planning. Certains arreˆts ne´cessitent des contractualisa-
tions et des organisations lourdes et ne peuvent pas eˆtre de´place´s facilement. Fixer un arreˆt individuellement
peut se faire via des contraintes de feneˆtre de temps tre`s restreintes voire fige´es.
Une approche permettant de ne pas trop perturber le planning initial globablement est d’introduire
dans la fonction objectif pour chaque arreˆt une pe´nalisation des e´carts a` la solution initiale. On de´finit alors
Cpeni,k,w correspondant a` la pe´nalisation paye´e par rapport a` la solution initiale si l’arreˆt (i, k) est planifie´ a`
la semaine w, alors que la solution initiale e´tait W 0i,k. La pe´nalisation s’e´crit line´airement :
Cdesorg =
∑
i,k,w
Cpeni,k,w(di,k,w − di,k,w−1) (5.6)
N’importe quelle fonction de pe´nalisation peut eˆtre utilise´e. On pourra par exemple prendre en compte
un couˆt proportionnel a` l’amplitude du de´placement, alors Cpeni,k,w = |w −W 0i,k| ou a` son carre´ Cpeni,k,w =
(w −W 0i,k)2, ou un couˆt constant alloue´ si il y a un de´placement de la date pre´vue, inde´pendamment de
l’amplitude de de´placement Cpeni,k,w =i,k 11w 6=Wi,k .
Nous pouvons e´galement e´crire des contraintes pour limiter le nombre de modifications autorise´es par
rapport au planning de re´fe´rence. Soit C un sous ensemble d’arreˆts, on de´finit NmaxC le nombre maximal
de modifications pour ce sous ensemble C. Les contraintes a` ajouter sont alors les suivantes :
∑
(i,k)∈C
(1 + di,k,W 0(i,k)−1 − di,k,W 0(i,k)) 6 NmaxC (5.7)
Dans les deux cas, il s’agit d’une adaptation mineure du proble`me, qui ne change pas le nombre de
variables du proble`me. Dans le cas des jeux de donne´es ROADEF, on n’avait pas de solution initiale, cela
revient a` de´finir Cpeni,k,w = 0, et C = ∅.
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5.1.3 Fonction objectif
La fonction objectif comprend les couˆts de rechargement, des couˆts pe´nalisant l’e´cart a` une solution
initiale, et les couˆts de production associe´s au planning. Cela s’e´crit comme l’expression line´aire :
∑
i,k
Crldi,k ri,k +
∑
i,k,w
Cpeni,k,w(di,k,w − di,k,w−1)
∑
j,s,t
pisC
prd
j,s,tD
t pj,s,t −
∑
i,s
pisC
val
i,s xi,s (5.8)
5.2 Ecriture des contraintes
5.2.1 Contraintes sur les niveaux de production
Comme la contrainte CT1 du challenge ROADEF, la production totale doit satisfaire exactement la
demande Demt,s a` tout instant pour tous les sce´narios conside´re´s :
∀s, t,
∑
i,k
pi,k,s,t +
∑
j
pj,s,t = Dem
t,s (5.9)
Suivant les contraintes CT2, les unite´s flexibles ont les bornes de production suivantes :
∀j, s, t, Pminsj,t 6 pj,s,t 6 Pmaxsj,t (5.10)
Pour les re´acteurs nucle´aires, les contraintes de bornes de productions sont les suivantes, avec une
production nulle pendant les arreˆts, et en dehors de leur cycle de production propre. Cela mode´lise les
contraintes CT3, CT4 et CT5.
∀i, k, s, t, 0 6 pi,k,s,t 6 Pmaxti(di,k,wt−Dai,k − di,k+1,wt) (5.11)
Les autres contraintes techniques de productions nucle´aires (CT6 et CT12) sont relaˆche´es. Des expres-
sions de contraintes moins fortes que les contraintes du challenge seront investigue´es plus bas.
5.2.2 Contraintes lie´es aux quantite´s de combustible
On e´crit a` pre´sent les contraintes portant sur les niveaux de combustibles et de recharges. La premie`re
contrainte vient des bornes de rechargement, qui s’e´crivent conditionnellement a` re´alisation de l’arreˆt k
conside´re´ dans l’horizon de temps. Cela fait intervenir alors les variables di,k,W , pour un rechargement nul
sur un arreˆt non re´alise´ ie di,k,W = 0, et avec les bornes Rmini,k et Rmaxi,k si di,k,W = 1 :
∀i, k, Rmini,k di,k,W 6 ri,k 6 Rmaxi,k di,k,W (5.12)
Notre de´finition des variables a de´ja` fait porter les e´quations de stocks initial (CT8), de consommation
de combustible liant stocks et productions (CT9) et l’e´quation de perte de combustible a` un arreˆt dans la
de´finition des xiniti,k,s et x
fin
i,k,s comme expression line´aire des puissances et des recharges.
Les contraintes restant a` e´crire sont les contraintes de positivite´ du stock, de stock maximal, d’antici-
pation maximale (stock maximal avant un rechargement). Ces contraintes porteront sur les xiniti,k,s et x
fin
i,k,s.
Par l’e´quation de consommation, les stocks de combustibles sont de´croissants au cours d’un cycle. Les
contraintes de stock maximal ne s’e´crivent donc uniquement sur les valeurs en de´but de cycle :
∀i, k, s, xiniti,k,s 6 Smaxi,k (5.13)
De meˆme, la positivite´ du stock ne doit eˆtre re´alise´e qu’en fin de cycle, la de´croissance du combustible
impliquant alors la positivite´ du stock a` tout instant :
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∀i, k, s, 0 6 xfini,k,s (5.14)
On rappelle que xiniti,k,s et x
fin
i,k,s sont des expressions line´aires des autres variables, l’e´quation (5.14) doit
eˆtre e´crite car non comprise dans la de´finition et la positivite´ des variables.
La contrainte d’anticipation maximale n’autorise l’arreˆt d’un cycle i, k que si le niveau de combustible
est infe´rieur a` Amaxi,k+1. Ces contraintes portent sur les stocks en fin de cycle. Toutefois, cette contrainte
n’est pas toujours xfini,k,s 6 Amaxi,k+1 : pour le dernier cycle cours, arreˆte´ a` la fin de l’horizon de temps, la
contrainte n’est pas active. Cette distinction donne lieu a` l’e´criture suivante :
∀i, k, s, xfini,k,s 6 Amaxi,k+1 di,k+1,W + (Smaxi,k −Amaxi,k+1) (1− di,k+1,W ) (5.15)
En effet, pour un cycle acheve´ k, on a di,k+1,W = 1, et la contrainte est l’anticipation maximale x
fin
i,k,s 6
Amaxi,k+1. Dans le cas contraire, pour un arreˆt inacheve´, ie di,k+1,W = 0, on a la contrainte de stock
maximal xfini,k,s 6 Smaxi,k automatiquement satisfaite. Dans la suite, on condense l’e´criture en e´crivant les
contraintes (5.12), (5.13),(5.14),(5.15), dans le syste`me matriciel T stockld d+ T
stock
r r +W
stockp > hstock.
5.2.3 Contraintes d’ordonnancement sur les dates d’arreˆts
Il s’agit ici de traiter les contraintes couplantes sur les dates d’arreˆts, et donc ne faisant intervenir que
les variables di,k,w. Les contraintes de de´finition (5.1) rentraient de´ja` dans ce cadre. Les contraintes CT13 de
feneˆtres de temps rentrent e´galement dans ce cadre. Les autres contraintes concerne´es sont les contraintes
de CT14 a` CT19, contraintes d’ordonnancements induisant des espacements minimaux et chevauchements
maximaux entre arreˆts ou les contraintes CT20 et CT21 induisant un nombre maximal d’arreˆt en paralle`le.
En outre, on introduit des contraintes additionnelles non pre´sentes dans le challenge ROADEF, de longueur
minimum ou maximale d’un cycle de production, qui se comple`tent bien de la connaissance ope´rationnelle
du proble`me, de telles contraintes e´taient d’ailleurs mode´lise´es dans TANNAT.
Contraintes de feneˆtres de temps Tout d’abord, des contraintes de feneˆtres de temps impose´es, l’arreˆt
(i, k) commence au plus toˆt a` la semaine Toi,k et au plus tard a` Tai,k.
∀i, k, w < Toi,k, di,k,w 6 0 (5.16)
∀i, k, w > Tai,k, di,k,w > 1 (5.17)
Contraintes d’espacements entre arreˆts conse´cutifs On conside`re ici des contraintes d’espacements
entre arreˆts conse´cutifs, de longueur minimum ou maximale d’un cycle de production, non pre´sentes dans
le challenge ROADEF :
∀i, k, w, di,k+1,w 6 di,k,w−Lmini,k (5.18)
∀i, k, w, di,k+1,w > di,k,w−Lmaxi,k (5.19)
On notera que l’on a de´fini Lmini,k, Lmaxi,k comme les longueurs d’espacement entre deux arreˆts
conse´cutifs. S’il s’agissait de bornes de la longueur du cycle de production, on aurait alors dans ces e´quations
Lmini,k + Dai,k et Lmaxi,k + Dai,k .
Les contraintes de bornes de rechargement et d’anticipation maximales impliquent des bornes sur la
longueur minimale des cycles de production. Du fait de la positivite´ du stock, le stock minimal au de´but du
cycle (i, k) est Rmini,k. En de´finissant Pi = maxt Pmaxi,t la puissance maximale de l’unite´ i, l’e´quation
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de variation du stock impose au minimum Lmini,k =
⌈
Rmini,k−Amaxi,k
DwPi
⌉
semaines pour attendre le niveau
d’anticipation maximale et pouvoir passer a` l’arreˆt suivant.
Pour les contraintes de longueurs maximale, on se rame`ne au challenge ROADEF en omettant ces
contraintes, ou en posant Lmaxi,k = W . L’inte´reˆt de telles contraintes est que pour ces donne´es sont bien
connues des praticiens pour les meilleures solutions, ce qui permet de restreindre l’espace de recherche.
Contraintes limitant le nombre d’arreˆts en paralle`le Les contraintes CT20 et CT21 limitent le
nombre d’arreˆts en paralle`le, CT20 par un nombre maximal d’arreˆts en paralle`le, CT21 avec une puissance
maximale d’indisposition. On rappelle qu’avec notre de´finition des variables di,k,w, un re´acteur i est arreˆte´e
par l’arreˆt (i, k) a` la semaine w si et seulement si di,k,w−di,k,w−Dai,k = 1. La contrainte CT20 impose pour
toute semaine w un nombre maximal d’arreˆt en paralle`le N20w sur un ensemble de re´acteurs A20w. Il
s’agit d’une contrainte de ressources sur les expressions binaires di,k,w − di,k,w−Dai,k :
∀w,
∑
(i,k)∈A20w
(di,k,w − di,k,w−Dai,k) 6 N20w (5.20)
Pour la contrainte CT21, la ressource est la puissance indisponible pour l’arreˆt, ce qui est analogue :
∀IT21
∑
i∈C21
∑
w∈IT21
(
tw+1−1∑
t=tw
Pmaxti
)∑
k
(di,k,w − di,k,w−Dai,k) 6 Imax (5.21)
Contraintes de chevauchements maximal, CT14, CT15 Pour les contraintes CT14, de´finissent
pour un ensemble donne´ de re´acteurs concerne´s A14, un nombre de semaines Se14. Si Se14 > 0, deux
arreˆts (i, k) et (i, k) doivent eˆtre espace´s de Se14 semaines entre la fin du premier arreˆt et le de´but de
l’arreˆt suivant. Si Se14 < 0, les plages d’arreˆts ne peuvent se recouvrir que sur −Se14 semaines. En
notant Wi,k la semaine ou` de´bute l’arreˆt (i, k), cela peut s’e´crire avec des contraintes disjonctives, pour
tout (i, k), (i′, k′), on a Wi,k 6 Wi′,k′ + Dai′,k′ + Se14 ou Wi′,k′ 6 Wi,k + Dai,k + Se14 Il s’agit d’une
contrainte conjonctive, qui peut se line´ariser en ajoutant des variables binaires. Outre le fait d’ajouter des
variables binaires, cette line´arisation forunit des relaxations continues de mauvaise qualite´.
La formulation alternative se base sur la situation e´quivalente ou` chaque arreˆt (i, k) tel que Dai,k +
Se14 > 0 consomme une ressource fictive entre Wi,k et Wi,k + Dai,k + Se14. On formule l’espacement
en disant que cette ressource fictive est limite´e a` 1, et donc aucune autre centrale ne pourra consommer
cette ressource sur ces semaines la`, ce qui correspond exactement a` interdire un de´but d’arreˆt ou un
chevauchement sur cette pe´riode. En remarquant que la ressource consomme´e a` la semaine w pour le cycle
(i, k) est Ri,k,w = di,k,w−di,k,w−Dai,k+Se14) si Dai,k+Se14 > 0. Cela correspond a` l’e´criture de contraintes,
avec la notation x+ = max(0, x) :
∀w,
∑
(i,k)∈A14
(di,k,w − di,k,w−(Dai,k+Se14)+) 6 1 (5.22)
On remarquera que cela fait indicer les contraintes sur les semaines, donnant plus de contraintes, mais
donnant des meilleurs relaˆche´s continus. Les contraintes CT15 sont analogues, sur des plages de de´finition
[ID15, IF15]. Avec une telle formulation des contraintes CT14, on a la meˆme e´criture pour CT15 en se
restreignant a` [ID15, IF15] :
∀w ∈ [ID15, IF15],
∑
(i,k)∈A15
(di,k,w − di,k,w−(Dai,k+Se15)+) 6 1 (5.23)
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Contraintes d’espacement entre de´buts d’arreˆts Les contraintes CT 16 du challenge ROADEF
imposent une dure´e minimale Se16 > 0 entre les dates de de´but d’arreˆts des centrales dans un ensemble
A16. On peut e´crire ces contraintes comme pre´ce´demment en introduisant une ressource fictive, un arreˆt
(i, k) de´marre´ a` la semaine Wi,k consommant la ressource sur [Wi,k,Wi,k + Se16]. Cela donne l’e´criture de
contraintes suivantes, identique a` [74] :
∀w,
∑
(i,k)∈A16
(di,k,w − di,k,w−Se16) 6 1 (5.24)
Contraintes d’espacement entre dates de fin d’arreˆt Les contraintes CT17 du challenge ROADEF
imposent une dure´e minimale Se17 > 0 entre les dates de de´but des cycles de production des centrales dans
un ensemble A17. Ces contraintes d’espacement sont analogues, en portant sur di,k,w−Dai,k , qui de´pend de
s ici. Tout sce´nario de prolongation d’arreˆt, doit respecter ces contraintes, qui s’e´crivent :
∀w,
∑
(i,k)∈A17
(di,k,w−Dai,k − di,k,w−Dai,k−Se17) 6 1 (5.25)
Contraintes d’espacement entre dates de fins et de de´buts d’arreˆts. Pour ces contraintes, CT18
dans le challenge ROADEF, les unite´s d’un ensemble A18 doivent eˆtre espace´s d’au moins Se18 semaines
entre la fin d’arreˆt et le de´but d’un autre arreˆt de A18. Cela s’e´crit de manie`re analogue :
∀w,
∑
(i,k)∈A18
(di,k,w − di,k,w−Se18) + (di,k,w−Dai,k − di,k,w−Dai,k−Se18) 6 1 (5.26)
Contraintes d’utilisation de ressources pendant un arreˆt Les contraintes CT19 du challenge
ROADEF portent sur l’utilisation d’une ressource, en quantite´ limite´e Q19, utilise´e pour un arreˆt (i, k)
entre la semaine L19i,k et L19i,k + Tu19i,k, de l’arreˆt ou` Tu19i,k est la dure´e d’utilisation de la ressource
en semaine. La variable binaire indiquant si la ressource est utilise´e a` la semaine w est ainsi di,k,w−L19i,k −
di,k,w−L19i,k−Tu19i,k On a alors l’e´criture suivante de contrainte de ressources de meˆme que pre´ce´demment :
∀w,
∑
(i,k)∈A19
(di,k,w−L19i,k − di,k,w−L19i,k−Tu19i,k) 6 Q19 (5.27)
5.2.4 Gestion des contraintes de stretch CT6
Formulation continue du stretch En fin de campagne, c’est a` dire quand le stock de combustible est
en dec¸a` du niveau de bore nul, Boi,k, la production est dans la re´alite´ impose´e suivant un profil de´croissant,
”stretch”, comme repre´sente´ sur la figure 5.2. La mode´lisation exacte du stretch, re´alise´e dans [74] ne´cessite
l’introduction de variables binaires a` chaque pas de temps, chaque cycle et chaque mode de production
m ∈ M pour indiquer le mode exact de production par rapport a` cette courbe de profil de´croissant. Pour
notre mode´lisation, les seules variables binaires sont uniquement les variables de´cisionnelles du proble`me,
les dates d’arreˆt. On assouplit la de´finition du domaine de production, repre´sente´ sur la figure 5.3. Au plan
me´tier, cette approximation est justifie´e comme faible, l’optimum e´conomique tendant a` placer la production
nucle´aire au maximum. On utilise que la courbe de Stretch est concave, le domaine de production est de´fini
par l’intersection des demis plans infe´rieurs de´finis par ces e´quations. L’e´quation de droite correspondant
au segment de droite entre les modes m− 1 et m est :
Y =
ci,k,m−1 − ci,k,m
fi,k,m−1 − fi,k,m (X − fi,k,m) + ci,k,m
5.2. ECRITURE DES CONTRAINTES 103
Figure 5.2 – Domaine de production pour la mode´lisation ROADEF
Figure 5.3 – Domaine de production pour notre mode´lisation du stretch
ou` Y est le rapport de la puissance maximale disponible due au stretch sur la puissance maximale re´elle,
et X est le stock de carburant. On introduit alors des variables xi,s,t de´finies par :
∀i, k, s, t, xi,s,t 6 xiniti,k,s −
∑
t′6t
Dt
′
pi,k,s,t′ +Mi (1− di,k,wt + di,k−1,wt) (5.28)
ou` Mi est une constante suffisamment grande pour qu’on ait toujours xi,s,t 6Mi. On peut prendre par
exemple Mi = maxk Smaxi,k. En effet, si di,k,wt − di,k−1,wt = 1, t est bien dans le cycle k, et la contrainte
active est xi,s,t 6 xiniti,k,s −
∑
t′<t D
t′ pi,k,s,t′ , les autres contraintes e´tant xi,s,t 6Mi, ve´rifie´es par de´finition
de Mi. La line´arisation est alors :
∀i, k, s, t, xi,s,t 6 xiniti,k,s −
∑
t′6t
Dt
′
pi,k,s,t′ + Smaxi,k(1− di,k,wt + di,k−1,wt) (5.29)
On notera qu’il s’agit d’une contrainte d’ine´galite´ dans la line´arisation, l’e´galite´ e´tant assure´e a` l’opti-
mum. Les contraintes de stretch s’e´crivent ainsi :
∀i, k, s, t,m > 0, pi,k,s,t
Pmaxti
6 ci,k,m−1 − ci,k,m
fi,k,m−1 − fi,k,m (xi,s,t − fi,k,m) + ci,k,m (5.30)
Dans la formulation pre´ce´dente, on aboutit a` une formulation des contraintes de stretch indexe´e sur 5
indices, ce qui donne un nombre de contraintes bien plus important que pour les autres types de contraintes.
Une premie`re manie`re de re´duire le nombre de contraintes est d’ope´rer un preprocessing, en remarquant que
les contraintes de stretch ne peuvent eˆtre actives que sur un ensemble de pas de temps plus restreint, en fin
de cycle ou` le stock est infe´rieur a` Boi,k. Les bornes de production, de dates d’arreˆts et de rechargements
induisent de telles restrictions. On peut escompter que le preprocessing des solveurs de PLNE modernes
comme Cplex re´alisent de telles ope´rations. Une seconde manie`re de diminuer le nombre de contraintes est
de les e´crire en conside´rant moins de points dans la courbe de stretch. L’inte´reˆt de ces contraintes e´tant
avant tout d’estimer les pertes engendre´es des cycles de productions longs qui ne´cessitent du stretch. Dans
le cas le plus extreˆme, e´crire un seul mode de stretch permet cela. Une dernie`re relaxation raisonnable est
de conside´rer de telles contraintes sur un horizon de temps ou sur un nombre de cycle restreint.
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Cas particulier Dans la formulation pre´ce´dente du stretch, on peut supprimer l’indice k quand les
coefficients ci,k,m, fi,k,m−1 ne de´pendent pas du cycle k, caracte´ristique propre a` un re´acteur nucle´aire,
et invariant dans le temps. Une telle hypothe`se n’est pas toujours ve´rifie´e dans les donne´es ROADEF,
quelques variations apparaissant dans des cycles lointains pour quelques rares unite´s. En toute rigueur,
on peut utiliser la formulation suivante pour les unite´s ou` cette hypothe`se d’invariance est re´alise´e. Pour
une application ope´rationnelle, e´tendre une telle hypothe`se a` tout le parc nucle´aire semble raisonnable
ope´rationnellement, la` encore, il s’agit d’estimer les impacts du stretch sur le planning. L’e´criture de telles
contraintes porte alors sur la puissance globale
∑
k pi,k,s,t, distinction de cycles :
∀i, s, t,m > 0
∑
k
pi,k,s,t
Pmaxti
6 ci,m−1 − ci,m
fi,m−1 − fi,m (xi,s,t − fi,m) + ci,m (5.31)
5.3 Bilan des formulations
A l’issue de ce chapitre, nous avons mode´lise´ de manie`re exacte toutes contraintes e´crites du challenge
ROADEF sauf les contraintes CT6 et CT12 (stretch et modulation). Cette restriction venait du choix de
restreindre le nombre de variables binaires pour une re´solution efficace, les variables seules binaires e´tant
lie´es au dates d’arreˆt, et amenait a` se focaliser sur ces variables de´cisionnelles du proble`me.
Avec une telle mode´lisation, nous avons pu fournir des extensions inte´ressantes du point de vue
ope´rationnel : contraintes de longueurs minimales ou maximales d’un cycle de production, et des con-
side´rations de planning initial, en pe´nalisant les e´carts a` une solution initiale (non fournie pour le chal-
lenge ROADEF, mais utilise´e et importantes pour des conside´rations ope´rationnelles), ou en e´crivant des
contraintes indiquant un nombre maximal de modifications par rapport a` la solution courante. Pour les
contraintes CT6 de stretch, des formulations moins fortes ont e´te´ propose´es, donnant la distinction des
formulations obtenues. Ces formulations ont e´te´ e´crites dans le cas ge´ne´ral, en conside´rant des sce´narios
stochastiques et des pas de temps de production diffe´rents des pas de temps semainiers de de´cisions d’arreˆt.
Pour le cas de´terministe, cela revient a` conside´rer un seul sce´nario stochastique, S = {s} ou a` omettre les
indices s. Pour une formulation sur pas de temps agre´ge´, il suffit de conside´rer t = w.
5.3.1 Formulation sans stretch
Notre formulation du proble`me sans les contraintes CT6 et CT12 est la suivante. Cette formulation
donne des bornes infe´rieures du challenge ROADEF en retirant les extensions de contraintes de´veloppe´es.
Notre formulation en omettant les contraintes CT6 et CT12 pre´sente de nombreuses similitudes avec la
formulation de [91], mode´lisant les meˆmes contraintes, en ayant uniquement des variables binaires pour
les dates d’arreˆt. La diffe´rence majeure vient de la de´finition des variables, leur formulation utilisant
yi,k,w = di,k,w − di,k,w−1, avec yi,k,w = 1 si et seulement si l’arreˆt (i, k) commence exactement a` la semaine
w. De telles es variables binaires indiquent directement la date d’arreˆt. On a la contrainte de mode´lisation∑
w yi,k,w 6 1, et les contraintes s’obtiennent d’une formulation a` l’autre par di,k,w =
∑
w′6w yi,k,w′ . Il
s’agit en fait de la meˆme distinction que pour le chapitre 4, entre les variables de paliers et les variables de
niveaux, formulations e´quivalentes et relie´es par un isomorphisme. Un tel choix est justifie´ par la re´solution
des solveurs. L’autre diffe´rence et ame´lioration par rapport a` la mode´lisation de [91] vient de la suppression
de variables ope´re´e a` la premie`re section de ce chapitre, e´liminant les variables xfini,k,s et x
init
i,k,s a` l’aide des
contraintes CT8, CT9, et CT10.
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min
∑
i,k
Crldi,k ri,k +
∑
i,k,w
Cpeni,k,w(di,k,w − di,k,w−1) +
∑
j,s,t
pisC
prd
j,s,tD
t pj,s,t −
∑
i,s
pisC
val
i x
fin
i,s
Mordod > bordo
T stockld d+ T
stock
r r +W
stockp > hstock
∀j, s, t, Pminsj,t 6 pj,s,t 6 Pmaxsj,t
∀i, k, s, t, pi,k,s,t 6 Pmaxti(di,k,wt−Dai,k − di,k+1,wt)
∀s, t, ∑i,k pi,k,s,t +∑j pj,s,t = Demst
∀i, k, s, xfini,s 6 xfini,k,s +Mi(di,k,W − di,k+1,W )
d ∈ {0; 1}M , r, p, xfin > 0
5.3.2 Formulation avec bornes supe´rieures du Stretch
Pour introduire des contraintes de stretch dans la formulation pre´ce´dente sans devoir rajouter des
variables binaires, nous avons conside´re´ uniquement des bornes supe´rieures de la production en cas de
stretch, comme sche´matise´ sur la figure 5.3. La concavite´ de la courbe de profil de´croissant permet d’e´crire
des contraintes line´aires reliant la borne maximale de puissance en stretch au stock re´siduel. Cela ne´cessite
ainsi d’introduire des variables continues xi,s,t indiquant le stock a` tout instant. De telles variables ne
s’obtiennent pas comme combinaison line´aire des variables pre´ce´demment introduites, et sont effectivement
rajoute´es, de meˆme que des contraintes line´aires permettant de les de´finir exactement en fonction des autres
variables. On a alors la formulation suivante, qui donne toujours des bornes infe´rieures du proble`me complet
du challenge ROADEF :
min
∑
i,k
Crldi,k ri,k +
∑
i,k,w
Cpeni,k,w(di,k,w − di,k,w−1) +
∑
j,s,t
pisC
prd
j,s,tD
t pj,s,t −
∑
i,s
pisC
val
i x
fin
i,s
Aordod > aordo
T stockld d+ T
stock
r r +W
stockp > hstock
∀j, t, Pminsj,t 6 pj,s,t 6 Pmaxsj,t
∀i, k, s, t,m, pi,k,s,t
Pmaxti
6 ci,k,m−1−ci,k,mfi,k,m−1−fi,k,m (xi,k,t − fi,k,m) + ci,k,m
∀i, k, s, t, xi,s,t 6 xiniti,k,s −
∑
t′6t D
t′ pi,k,s,t′ +Mi(1− di,k,wt + di,k−1,wt)
∀i, k, s, t, pi,k,s,t 6 Pmaxti(di,k,wt−Dai,k − di,k+1,wt)
∀s, t, ∑i,k pi,k,s,t +∑j pj,s,t = Demst
∀i, k, s, xfini,s 6 xfini,k,s +Mi(di,k,W − di,k+1,W )
d ∈ {0; 1}M , r, p, xfin, x > 0
Les contraintes de stretch sont alors indexe´es sur 5 indices, ce qui donne un nombre de contraintes bien
plus important que pour les autres types de contraintes.
5.3.3 Formulation sur un cas particulier de stretch
Dans la formulation pre´ce´dente des contraintes de stretch, on peut supprimer l’indice k dans le cas
ou` la courbe de profil de´croissant (ie les coefficients ci,k,m, fi,k,m) ne de´pend pas du cycle k et est une
caracte´ristique propre a` un re´acteur nucle´aire, et invariant dans le temps. Une telle hypothe`se n’est pas
toujours ve´rifie´e dans les donne´es du challenge ROADEF (quelques variations apparaissant dans des cycles
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lointains pour quelques rares unite´s). Pour une application ope´rationnelle, e´tendre une telle hypothe`se a`
tout le parc nucle´aire semble raisonnable ope´rationnellement.
min
∑
i,k
Crldi,k ri,k +
∑
i,k,w
Cpeni,k,w(di,k,w − di,k,w−1) +
∑
j,s,t
pisC
prd
j,s,tD
t pj,s,t −
∑
i,s
pisC
val
i x
fin
i,s
Aordod > aordo
T stockd d+ T
stock
r r +W
stockp > hstock
∀j, s, t, Pminsj,t 6 pj,s,t 6 Pmaxsj,t
∀i, s, t, 0 6 pi,k,s,t 6 Pmaxti(di,k,wt−Dai,k − di,k+1,wt)
∀i, s, t,m, ∑k pi,k,s,tPmaxti 6 ci,m−1−ci,mfi,m−1−fi,m (xi,s,t − fi,m) + ci,m
∀s, t, ∑i,k pi,k,s,t +∑j pj,s,t = Demst
∀i, k, s, t, xi,s,t 6 xiniti,k,s −
∑
t′6t D
t′ pi,k,s,t′ +Mi(1− di,k,wt + di,k−1,wt)
d ∈ {0; 1}M , r, p, xfin, x > 0
Les contraintes de stretch sont alors indexe´es sur 4 indices. Les contraintes de stretch ajoute´es sont
toujours pre´ponde´rantes dans la combinatoire des contraintes.
Chapitre 6
Re´solution exacte et bornes duales du
challenge ROADEF
Re´sume´ : Ce chapitre e´tudie la re´solution exacte des formulations obtenues au chapitre 5. On analyse
les structures de convergences et les limites de la re´solution frontale par Branch&Bound. Les diffe´rentes
formulations sont e´tudie´es, avec ou sans stretch, avec ou sans pe´nalisation d’e´cart a` une solution initiale.
On a pu de´duire des bornes duales calculables pour le challenge ROADEF en prouvant que les agre´gations
ne´cessaires a` la calculabilite´ permettent encore d’obtenir des bornes duales valides. Cela a ame´liore´ les
meilleures bornes de la litte´rature sur toutes les instances du challenge ROADEF. Ce travail a fait l’objet
de communications au congre`s ROADEF 2015.
A l’issue du chapitre pre´ce´dent, une mode´lisation PLNE du proble`me de planification des arreˆts et de
maintenances des centrales nucle´aires a e´te´ fournie. Il s’agit ici d’analyser les caracte´ristiques de la re´solution
frontale, dans le cadre de´terministe sur sce´nario moyen, en agre´geant les pas de temps de production a` la
semaine. Il s’agit du cadre de la re´solution de l’e´tat de l’art a` EDF, dont les limites ont e´te´ analyse´es dans
l’e´tat de l’art du chapitre 2. Une attention toute particulie`re sera porte´e a` la re´solution des instances B8
et B9, les plus difficiles de par leur combinatoire avec peu de contraintes de feneˆtres de temps au dela`,
mais aussi les plus repre´sentatives du besoin ope´rationnel. La premie`re partie analyse les caracte´ristiques
et les limites de la re´solution frontale, et fournit des premiers re´sultats de mode´lisation. La seconde partie
cherchera a` de´river du travail pre´ce´dent un mode de calcul de bornes duales pour le proble`me complet du
challenge ROADEF et les confronter a` l’e´tat de l’art de [35].
6.1 Re´sultats de re´solution frontale exacte
Nous analysons ici les re´sultats obtenus par la re´solution frontale en PLNE, nous avons utilise´ Cplex
version 12.5, appele´ via l’interface de mode´lisation OPL.
6.1.1 Preprocessing exact des feneˆtres de temps
On s’inte´resse ici au preprocessing des feneˆtres de temps. Connaˆıtre des longueurs minimales d’arreˆts
Lmini,k permet la propagation de contraintes de feneˆtres de temps. Pour une borne infe´rieure w0 du
de´but de l’arreˆt (i, k), cela propage borne infe´rieure sur la date de l’arreˆt suivant (i, k + 1), aussitoˆt
w0 + Dai,k + Lmini,k. Si un arreˆt (i, k) a une date au plus tard w1 de´finie sur l’horizon de temps (au plus
tard w1 < W + 1), l’arreˆt pre´ce´dent (i, k− 1) devait eˆtre planifie´ au plus tard a` la semaine w1−Dai,k−1−
Lmini,k−1.
Pour un preprocessing exact, on peut utiliser la minoration de Lmini,k pre´ce´demment mentionne´e, en
utilisant Lmini,k =
⌈
Rmini,k−Amaxi,k
DwPi
⌉
ou` Pi = maxw Pmaxi,w. Ce preprocessing simple apporte une plus
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value au preprocessing de Cplex, pour un gain en termes de nombre de variables binaires qui se re´percute
par de forts gains en temps de calculs. Sur les instances B8 et B9, les preprocessing sont moins efficaces
que sur les autres instances, cela s’explique par le fait qu’il y a moins de contraintes de feneˆtres de temps
a` propager. Il en re´sulte ne´anmoins une nette diminution du nombre de variables.
Instances Sans PP Avec PP Gain PP Sans PP Avec PP Gap
PP cplex PP cplex
A1 3892 463 88,10% 483 424 12,22%
A2 7889 961 87,82% 892 761 14,69%
A3 8162 875 89,28% 841 698 17,00%
A4 17465 1798 89,71% 1998 1493 25,28%
A5 15357 2797 81,79% 2750 2494 9,31%
B6 24563 3466 85,89% 3467 3054 11,91%
B7 35768 6435 82,01% 9052 5846 35,42%
B8 69653 22482 67,72% 30626 20763 32,20%
B9 69306 25351 63,42% 35307 23675 32,95%
B10 29948 4236 85,86% 5084 3790 25,45%
X11 20081 3478 82,68% 3499 3216 8,09%
X12 27111 4348 83,96% 5321 4035 24,17%
X13 30154 4697 84,42% 4403 4104 6,79%
X14 30691 5378 82,48% 6088 4879 19,86%
X15 27233 3992 85,34% 4372 3618 17,25%
Total 417273 90757 78,25% 114183 82850 27,44%
Table 6.1 – Impact de notre preprocessing et du preprocessing de Cplex sur le nombre de variables binaires
6.1.2 Re´sultats de la formulation sans stretch
Nous analysons ici les re´sultats obtenus par la formulation de la section 5.3.1 sans contraintes de stretch.
Nos choix de formulation se sont ave´re´s plus judicieux que la mode´lisation de [91]. Nos variables binaires
ont mene´ a` des branchements plus efficaces avec Cplex que les variables SOS naturelles. Le choix d’e´liminer
les variables continues de´finies par des contraintes d’e´galite´ e´tait e´galement judicieux.
La re´solution frontale en PLNE est inefficace sur les instances B8 et B9 a` plus forte combinatoire. En 1h,
Cplex 12.3 e´tait incapable de calculer le relaˆche´ continu par simplexe dual en vue d’une re´solution ulte´rieure
par Branch & Bound. La relaxation continue e´tait ne´anmoins calculable en 1h avec l’algorithme barrie`re. De
nettes ame´liorations ont e´te´ observe´es en passant de Cplex 12.3 a` 12.5, ce que la comparaison des tableaux
8.2 et 6.2 met en e´vidence. De telles limites justifient d’avoir agre´ge´ les pas de temps de production a` la
semaine, les limites de re´solution sont fortement contraintes par les relaxations continues. La relaxation
continue est de bien moins bonne qualite´ sur les instances B8, B9 et leurs troncatures, par rapport aux
autres instances. Une explication a` cela est l’absence de fin de feneˆtres de temps pour les derniers cycles sur
ces instances, qui font apparaˆıtre des solutions de relaxation continue fractionnaires pour tous les derniers
arreˆts sans fin de feneˆtre de temps. Cela revient sur la solution fractionnaire a` ignorer les arreˆts et produire
continuellement. Dans de tels cas, la relaxation line´aire est pe´nalise´e en temps de calcul comme en qualite´.
De telles situations sont ame´liore´es avec l’ajout de contraintes de longueur maximale de cycle de production
impose´e. Dans les autres cas, particulie`rement quand plusieurs arreˆts d’une tranche ne peuvent avoir lieu
a` une semaine donne´e, les temps de calcul de relaxation continue ne sont pas critiques, et la convergence
a de bonnes proprie´te´s : de`s le noeud racine, les coupes et les heuristiques primales permettent d’atteindre
des valeurs proches de l’optimum.
Des bornes primales sont trouve´es de`s le noeud racine, sauf pour les instances B7, B8 et B9. Sur
les solutions trouve´es a` la racines, on se situe a` 0, 3% des meilleures solutions trouve´es en moyenne. En
revanche, les premie`res solutions trouve´es ont un couˆt tre`s e´leve´ : l’heuristique de Cplex a tendance a` aller
vers les fins de feneˆtres de temps, et donc utilise beaucoup de production non nucle´aire et couˆteuse. Avec la
structure de relaxation continue des instances B8 et B9, une heuristique de type RINS ne fixe que tre`s peu
de variables binaires, et donc ne peut trouver des bornes primales facilement. Un constat marquant sur la
fin de convergence par Cplex, confirme´ avec les heuristiques du chapitre 7, est que beaucoup de solutions
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ont des couˆts tre`s proches et en dec¸a` du seuil de tole´rance de cplex de 0, 01%. Pour la convergence par
Branch&Bound, cela pre´sente les meˆmes de´sagre´ments que des syme´tries, en ralentissant la convergence et
en ne´cessitant de nombreux branchements. Enfin, on notera sur le tableau 6.4 les forts impacts preprocessing
et des restrictions de feneˆtre de temps, de l’ajout des contraintes de longueur minimales et maximales de
cycles, et du de´marrage a` chaud avec une bonne solution re´alisable pour la re´solution en nombre entiers.
Valeur LP temps inf0 sup0 temps inf sup temps
A1 152170M 0,17% 0,09 0,00% 0,00% 1,1 0,00% 0,00% 1,1
A2 145201M 0,22% 0,4 0,02% 0,00% 3,8 0,00% 0,00% 4,9
A3 152582M 0,36% 0,11 0,05% 0,00% 4,4 0,00% 0,00% 3
A4 102421M 0,95% 3,1 0,42% 0,09% 21,4 0,00% 0,00% 334
A5 119785M 0,90% 7,5 0,53% 0,44% 55 0,15% 0,00% 3600
B6 76966M 2,23% 11,2 0,61% 0,51% 64 0,13% 0,00% 3600
B7 74233M 2,90% 66,7 0,78% 1,99% 346 0,52% 0,98% 3600
B8 73239M 9,47% 244 7,95% NS 3320 7,95% NS 3600
B9 72812M 8,51% 350 6,69% NS 3600 6,69% NS 3600
B10 69501M 3,45% 14,7 0,66% 0,27% 77 0,07% 0,00% 3600
X11 73018M 1,65% 12,1 0,58% 0,46% 124 0,37% 0,01% 3600
X12 70604M 2,98% 21,6 0,58% 0,35% 145 0,20% 0,00% 3600
X13 69230M 2,61% 17 1,30% 1,56% 411 1,09% 0,22% 3600
X14 68395M 3,09% 25 1,22% 0,81% 267 0,89% 0,04% 3600
X15 66028M 3,60% 13,4 0,47% 0,45% 100 0,10% 0,00% 3600
Table 6.2 – Structure de convergence avec Cplex 12.5
6.1.3 Re´sultats de la formulation avec stretch
Figure 6.1 – Solution de production avec contraintes de stretch
Figure 6.2 – Solution de production sans contraintes de stretch
Figure 6.3 – Impact des contraintes de stretch
La premie`re question e´tait la pertinence des contraintes de stretch propose´e, en imposant uniquement
des bornes supe´rieures. Si notre mode´lisation n’interdit pas des modulations sur les pe´riodes de stretch,
ces situations ne sont pas apparues. La production nucle´aire e´tant e´conomiquement plus rentable, les
modulations e´taient en fait assez rares. En fait, les situations ou` le stretch e´tait active´ se trouvaient
assez rares, quand c’e´tait ine´vitable de par les contraintes de feneˆtres de temps, l’optimum e´conomique
privile´giant de ne passant franchir le bore nul pour ne pas avoir de pertes de puissances dues au stretch.
Avec la formulation ge´ne´rale du stretch, aucun calcul n’e´tait re´alisable sur les instances de taille re´elle,
ge´ne´rant des de´passements de me´moire, contrairement aux variantes de formulations du stretch. La combi-
natoire des contraintes ajoute´es s’ave´rait alors re´dhibitoire (4 fois plus e´leve´ que la formulation sans stretch,
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rapport peu ame´liore´ par le preprocessing de Cplex). Il se posait alors la question de l’incidence des con-
traintes de stretch sur les dates d’arreˆts optimales. En calculant a` partir des dates d’arreˆt optimales d’une
formulation simplifie´e du stretch, leur couˆt associe´ dans la formulation comple`te, cela permet de chiffrer la
de´gradation de la qualite´ des solutions. Dans le cas de la formulation sans stretch, un faible surcouˆt (0,3
% environ) est observe´ apre`s projection. De plus, de petites ame´liorations locales (formulations issues de
la partie 3) de ces solutions engendrent des solutions tre`s proches de l’optimum avec stretch. En terme de
qualite´ de relaxation continue, l’ajout de contraintes de stretch ne fournit pas d’ame´lioration significative,
pour des temps de calculs bien plus e´leve´s. Ces constats permettent de justifier l’hypothe`se simplificatrice
re´alise´e dans [91] de ne´gliger les contraintes de stretch dans un premiers temps. La suite de la the`se se
focalisera ainsi sur la formulation sans contraintes CT6.
valeur Sans stretch projete´ +VNS
A1 3 120 76,12310958 0,01% 0,00%
A2 3 120 72,13777662 0,01% 0,00%
A3 3 120 76,387054383 0,02% 0,00%
A4 3 120 51,228177864 0,05% 0,00%
A5 3 120 58,523291982 0,08% 0,03%
B6 3 120 31,950404108 0,10% 0,00%
B7 3 120 30,364564916 0,18% 0,06%
B8 3 120 29,438125651 0,14% 0,13%
B9 3 120 29,238678231 0,18% 0,00%
B10 3 120 27,956624692 0,34% 0,06%
X11 3 120 30,198904154 0,20% 0,00%
X12 3 120 29,668888103 0,25% 0,00%
X13 3 120 29,1479638997 0,36% 0,00%
X14 3 120 28,438386747 0,23% 0,00%
X15 3 120 27,721548326 0,37% 0,00%
Table 6.3 – Projection des couˆts des solutions optimales sans stretch en conside´rant le stretch
6.1.4 Influence de la solution initiale
Instances Toutes var Frontal warmstart penal
A1 3 120 0,12 0,12 0,04 0,13
A2 3 120 0,31 0,29 0,27 0,58
A3 3 120 0,23 0,21 0,21 0,14
A4 3 120 1,55 0,89 0,45 0,39
A5 3 120 127 82 70,86 15,3
Sous Total A 129,21 83,51 71,83 16,54
B6 3 120 32,3 17 13,8 4,98
B7 3 120 916,9 512 437,9 20,1
B8 3 120 3600 1483 1461 45
B9 3 120 3600 3600 3600 264
B10 3 120 60,8 52 43,8 5,4
Sous Total B 8210 5664 5556,5 339,48
X11 3 120 60,5 40,7 21,75 5,7
X12 3 120 111 69,4 43,6 17,2
X13 3 120 27,6 22 16,2 5,98
X14 3 120 98,8 56,1 53,2 16,3
X15 3 120 79,3 14 8,7 15,4
Sous Total X 377,2 202,2 143,45 60,58
Total 8716,41 5949,71 5771,78 416,6
Table 6.4 – Tableau des temps de calculs de la formulation sans stretch
La solution initiale utilise´e provient de la section 7.1.2, de qualite´ moyenne et pas force´ment re´alisable.
L’introduction d’une pe´nalisation dans la fonction objectif s’est ave´re´e be´ne´fique pour les temps de calculs,
comme le montre le tableau 6.4. Les temps de calculs sont d’autant plus bas que la pe´nalisation est forte. La
pe´nalisation a` la solution initiale casse en effet la structure pe´nalisante pour les branchements ou` beaucoup
de solutions ont des couˆts proches, ne permettant pas de couper facilement des branches de l’arbre de
Branch&Bound.
Une premie`re application est de re´parer une solution : en fournissant au mode`le une solution initiale
potentiellement infaisable avec une pe´nalisation forte, on obtient un calcul cherchant la solution re´alisable
la plus proche, qui pre´sente des analogies avec l’heuristique ”feasibility pump”. Nous avons ainsi utilise´
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ce mode`le pour re´parer des solutions heuristiques constructives ne garantissant pas de respecter toutes
les contraintes. L’acce´le´ration de convergence obtenue permettait d’obtenir des solutions pour toutes les
instances, y compris les instances B8, B9 les plus difficiles.
Une autre application est de faire varier les ponde´rations de la fonction objectif, et de tracer des
courbes de Pareto arbitrant le couˆt de la solution sans pe´nalisation a` l’e´cart a` une solution initiale donne´e.
De telles courbes sont potentiellement inte´ressantes a` l’ope´rationnel. Pour un faible surcouˆt sur la fonction
objectif, des plannings ne´cessitant peu de re´organisation sont pre´fe´rables. Dans notre imple´mentation, les
pe´nalisations e´taient identiques pour tous les arreˆts. Distinguer des cate´gories de pe´nalisations selon les
arreˆts, indique´s par l’ope´rateur re´pondrait plus au besoin ope´rationnel.
Figure 6.4 – Instance B7-3-120 Figure 6.5 – Instance X11-3-120
Figure 6.6 – Courbes de Pareto couˆts de solution/e´cart a` la solution initiale
6.1.5 Bilan des re´sultats de formulation frontale
A ce stade, l’analyse de la re´solution exacte nous a fourni des enseignements sur la convergence. Le
preprocessing manuel des feneˆtres de temps s’ave`re primordial pour une re´solution efficace, se comple´tant
avec la de´tection de structures et les algorithmes sophistique´s de Cplex. Les temps de relaxation continues
s’ave`rent critiques meˆme sans les contraintes CT6 et CT12, posant des difficulte´s en 1h sur les instances B8
et B9 a` plus fortes combinatoires, et ne permettant pas d’aboutir a` des solutions primales de couˆt acceptable.
La structure de convergence des branchements est exploitable ope´rationnellement pour les combinatoires
des instances autres que B8 et B9. L’ajout de stretch impacte fortement les temps et capacite´s de re´solution,
pour une faible plus value sur les qualite´s de relaxation continue ou en surcouˆt de la qualite´s des solutions de
dates d’arreˆts. Ces constats permettent de justifier l’hypothe`se simplificatrice re´alise´e dans [91] de ne´gliger
les contraintes de stretch CT6. Nous notons e´galement un fort impact a` conside´rer une solution initiale
dans la capacite´ de re´solution, en supprimant des syme´tries et pseudo-syme´tries (solutions de couˆts tre`s
proches vu du Branch&Bound).
6.2 Bornes duales pour le challenge ROADEF
Cette section a pour but de de´river du travail des chapitres pre´ce´dents pour calculer des bornes duales
du challenge ROADEF, a` comparer avec les meilleures de la litte´rature publie´es dans [34]. La mode´lisation
du chapitre 5 proce´dait par conditions ne´cessaires en partant des contraintes du challenge ROADEF, sans
simplifications autres que des relaxations. Lorsqu’on omet les contraintes CT6 et CT12, et en ne conside´rant
pas les extensions de solutions initiales et de longueur minimales et maximales de cycles, toute borne duale
obtenue fournit une borne duale du proble`me du challenge ROADEF. Face aux limites de la re´solution
exacte en terme de capacite´s et temps de calcul pre´ce´demment mises en e´vidence, amenant a` restreindre
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des mode`les agre´ge´s pour les pas de temps de production a` la semaine, et sur un sce´nario de´terministe.
Dans cette section, nous allons prouver que l’on peut calculer des bornes du challenge ROADEF en se
ramenant a` des calculs de cette taille. Par facilite´ d’e´criture pour les preuves, nous e´crirons la formulation
exacte sans les contraintes CT6 et CT12 suivant la formulation vante, en de´finissant xiniti,k,s et x
fin
i,k,s comme
des variables :
v0 = min
∑
i,k C
rld
i,k ri,k +
∑
j,s,t pisC
prd
j,t D
t pj,s,t −
∑
i,s pisC
val
i x
fin
i,s (6.1)
Mordod > bordo (6.2)
Rmini,k di,k,W 6 ri,k 6 Rmaxi,k di,k,W (6.3)
∀i, s, xiniti,0,s = Xii (6.4)
∀i, k, s, xiniti,k,s 6 Smaxi,k (6.5)
∀i, k, s, xfini,k,s = xiniti,k,s −
∑
t D
t pi,k,s,t (6.6)
∀i, k, s, xfini,k,s 6 Amaxi,k+1 + (Smaxi,k −Amaxi,k+1) (1− di,k+1,W ) (6.7)
∀i, k, s, xiniti,k,s −Boi,k = ri,k + Qi,k−1Qi,k (x
fin
i,k−1 −Boi,k−1) (6.8)
∀i, k, s, xfini,s 6 xfini,k,s + Smaxi(di,k,W − di,k+1,W ) (6.9)
∀j, s, t, Pminsj,t 6 pj,s,t 6 Pmaxsj,t (6.10)
∀i, k, s, t, pi,k,s,t 6 Pmaxi,t(di,k,wt−Dai,k − di,k+1,wt) (6.11)
∀s, t, ∑i,k pi,k,s,t +∑j pj,s,t = Demt,s (6.12)
d ∈ {0, 1}N , r, p, x > 0 (6.13)
v0 est bien une borne infe´rieure du proble`me ROADEF, toute solution du challenge ROADEF ve´rifie
ces contraintes, le couˆt d’une solution optimale ROADEF est donc supe´rieur a` ce proble`me de minimisation
comme les fonctions objectifs sont identiques. Le preprocessing exact est toujours valide pour les solutions
du challenge ROADEF, il est conserve´ dans la suite.
6.2.1 Bornes duales par agre´gation des pas de temps
A` pre´sent, nous prouvons que le proble`me obtenu par agre´gation des pas de temps a` la semaine donne des
bornes infe´rieures du proble`me de´sagre´ge´. On de´finitD
w
=
∑
t,wt=w
Dt,Dem
t,s
=
∑
t,wt=w
Dt
D
wDem
t,s, Pmin
s
j,w =∑
t,wt=w
Dt
D
wPmin
s
j,t, Pmax
s
j,w =
∑
t,wt=w
Dt
D
wPmax
s
j,t.
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v1 = min
∑
i,k C
rld
i,k ri,k +
∑
j,s,t pisC
prd
j,wD
w
Pj,s,w −
∑
i,s pisC
val
i x
fin
i,s (6.14)
Mordod > bordo (6.15)
Rmini,k di,k,W 6 ri,k 6 Rmaxi,k di,k,W (6.16)
∀i, s, xiniti,0,s = Xii (6.17)
∀i, k, s, xiniti,k,s 6 Smaxi,k (6.18)
∀i, w, s, xfini,k,s = xiniti,k,s −
∑
tD
w
Pi,k,s,w (6.19)
∀i, k, xfini,k,s 6 Amaxi,k+1 + (Smaxi,k −Amaxi,k+1) (1− di,k+1,W ) (6.20)
∀i, k, s, xiniti,k,s −Boi,k = ri,k + Qi,k−1Qi,k (x
fin
i,k−1,s −Boi,k−1) (6.21)
∀i, k, s, xfini,s 6 xfini,k,s + Smaxi(di,k,W − di,k+1,W ) (6.22)
∀j, s, w, Pminsj,w 6 pj,s,w 6 Pmaxsj,w (6.23)
∀i, s, w, Pi,k,s,w 6 Pmaxsj,w(di,k,w−Dai,k − di,k+1,w) (6.24)
∀s, w, ∑i,k Pi,k,s,w +∑j Pj,s,w = Demw,s (6.25)
d ∈ {0, 1}N , r, p, x > 0 (6.26)
Lemme 6.2.1 L’agre´gation des pas de temps de production a` la semaine donne une borne infe´rieure du
proble`me de´sagre´ge´. Mathe´matiquement, v1 6 v0.
En particulier, toute borne infe´rieure de v1 est une borne infe´rieure du proble`me du challenge ROADEF.
Preuve : Soit (d∗, r∗, p∗, x∗) une solution optimale du PLNE de´finissant v0. On de´finit :
P ∗j,s,w =
∑
t,wt=w
Dt
D
w p
∗
j,s,t, P
∗
i,k,s,w =
∑
t,wt=w
Dt
D
w p
∗
i,k,s,t. Montrons que (d
∗, r∗, P ∗, x∗) est alors une solution
re´alisable du PLNE de´finissant v1. Les e´quations (6.15), (6.16), (6.17), (6.18), (6.20), (6.21), (6.22) sont triv-
ialement ve´rifie´es comme inchange´es. Les autres contraintes s’obtiennent en regroupant les pas de temps t
suivant leur semaine de re´alisation wt.
xfin ∗i,k,s = x
init ∗
i,k,s −
∑
t
Dt p∗i,k,s,t = x
init
i,k,s −
∑
w
∑
t:wt=w
Dt p∗i,k,s,t = x
fin ∗
i,k,s = x
init ∗
i,k,s −
∑
w
D
w
P ∗i,k,s,w,
(6.19) est ainsi prouve´e. Les e´quations (6.23), (6.24), (6.25) s’obtiennent pour tout w en additionnant les
contraintes pour tout t tel que wt = w. Toutes les e´quations de´finissant v1 sont ve´rifie´es, (d
∗, r∗, P ∗, x∗) est
une solution re´alisable du PLNE de´finissant v1. La valeur de l’objectif est donc minimise´e par l’optimum
v1 : v1 6
∑
i,k
Crldi,k r
∗
i,k +
∑
j,s,t
pisC
prd
j,wD
w
P ∗j,s,w −
∑
i,s
pisC
val
i x
fin ∗
i,s = v0
6.2.2 Bornes duales en de´composant par sce´narios
A la suite de la section pre´ce´dente, on a pu justifier que la re´duction du proble`me sur pas de temps de
production agre´ge´s a` la semaine donnait toujours des bornes infe´rieures du challenge ROADEF. L’objet de
cette section est de re´duire le nombre de sce´narios, autre point limitant dans la re´solution. Dans un premier
temps, on se rame`nera a` un calcul de bornes base´ sur des proble`mes de´terministes, avant de ge´ne´raliser
en conside´rant des re´solutions frontales pour un faible nombre de sce´narios. On de´finit pour tout sce´nario
s ∈ S, le proble`me de´cisionnel ou` les de´cisions sont base´es uniquement sur le sce´nario s :
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vdets = min
∑
i,k C
rld
i,k ri,k +
∑
j,t C
prd
j,wD
w
Pj,w −
∑
i C
val
i x
fin
i
Mordod > bordo
∀i, k, Rmini,k di,k,W 6 ri,k 6 Rmaxi,k di,k,W
∀i, xiniti,0 = Xii
∀i, k, xiniti,k 6 Smaxi,k
∀i, w, xfini,k = xiniti,k −
∑
tD
w
Pi,k,w
∀i, k, xfini,k 6 Amaxi,k+1 + (Smaxi,k −Amaxi,k+1) (1− di,k+1,W )
∀i, k, xiniti,k −Boi,k = ri,k + Qi,k−1Qi,k (x
fin
i,k−1 −Boi,k−1)
∀i, k, xfini 6 xfini,k + Smaxi(di,k,W − di,k+1,W )
∀j, w, Pminsj,wt 6 Pj,w 6 Pmaxsj,w
∀i, w, Pi,k,w 6 Pmaxi,t(di,k,w−Dai,k − di,k+1,w)
∀w, ∑i,k Pi,k,w +∑j Pj,w = Demw,s
d ∈ {0, 1}N , r, P, x > 0
Proposition 6.2.1 On a
∑
s∈S pisv
det
s 6 v1 6 v0. Autrement dit, on peut calculer des bornes infe´rieures
du proble`me ROADEF en se ramenant a` S calculs de bornes infe´rieures de types de´terministes sur les
diffe´rents sce´narios, avec pas de temps agre´ge´s a` la semaine.
Preuve : On re´e´crit le proble`me en dupliquant des variables ds = d, rs = r, xfini,s = x
fin
i et en utilisant∑
s∈S pis = 1 :
v1 = min
∑
i,k
∑
s pisC
rld
i,k ri,k +
∑
j,s,t pisC
prd
j,wD
w
Pj,s,w −
∑
i,s pisC
val
i x
fin
i,s
∀s, ds = d
∀s, rs = r
∀i, s, xfini,s = xfini
∀s, Mordods > bordo
∀i, k, s, Rmini,k dsi,k,W 6 rsi,k 6 Rmaxi,k dsi,k,W
∀i, s, xiniti,0,s = Xii
∀i, k, s, xiniti,k,s 6 Smaxi,k
∀i, w, s, xfini,k,s = xiniti,k,s −
∑
tD
w
Pi,k,s,w
∀i, k, s, xfini,k,s 6 Amaxi,k+1 + (Smaxi,k −Amaxi,k+1) (1− di,k+1,W )
∀i, k, s, xiniti,k,s −Boi,k = ri,k + Qi,k−1Qi,k (x
fin
i,k−1,s −Boi,k−1)
∀i, k, s, xfini,s 6 xfini,k,s + Smaxi(di,k,W − di,k+1,W )
∀j, s, w, Pminsj,w 6 Pj,s,w 6 Pmaxsj,w
∀i, s, t, 0 6 Pi,k,s,t 6 Pmaxi,t(di,k,wt−Dai,k − di,k+1,wt)
∀s, w, ∑i,k Pi,k,s,w +∑j Pj,s,w = Demw,s
d ∈ {0, 1}N , r, P, x > 0
En relaˆchant les contraintes xfini,s = x
fin
i , d
s = d et rs = r, on obtient une borne infe´rieure de v1.
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v1 > min
∑
i,k
∑
s pisC
rld
i,k ri,k +
∑
j,s,t pisC
prd
j,wD
w
Pj,s,w −
∑
i,s pisC
val
i x
fin
i,s
∀s, Mordods > bordo
∀i, k, s, Rmini,k dsi,k,W 6 rsi,k 6 Rmaxi,k dsi,k,W
∀i, s, xiniti,0,s = Xii
∀i, k, s, xiniti,k,s 6 Smaxi,k
∀i, w, s, xfini,k,s = xiniti,k,s −
∑
tD
w
Pi,k,s,w
∀i, k, s, xfini,k,s 6 Amaxi,k+1 + (Smaxi,k −Amaxi,k+1) (1− di,k+1,W )
∀i, k, s, xiniti,k,s −Boi,k = ri,k + Qi,k−1Qi,k (x
fin
i,k−1,s −Boi,k−1)
∀i, k, s, xfini,s 6 xfini,k,s + Smaxi(di,k,W − di,k+1,W )
∀j, s, w, Pminsj,w 6 Pj,s,w 6 Pmaxsj,w
∀i, s, t, 0 6 Pi,k,s,t 6 Pmaxi,t(di,k,wt−Dai,k − di,k+1,wt)
∀s, w, ∑i,k Pi,k,s,w +∑j Pj,s,w = Demw,s
d ∈ {0, 1}N , r, P, xfin > 0
Ce dernier proble`me de minimisation se de´compose alors blocs par blocs selon les sce´narios, la valeur
obtenue pour chaque sce´nario e´tant exactement pisv
det
s . On remarque que la preuve pre´ce´dente peut se
ge´ne´raliser en conside´rant plusieurs sce´narios (en faible nombre de manie`re a` garantir la calculabilite´
de bornes infe´rieures sur le nombre restreint de sce´narios). Soit S0 ⊂ S. On note v2(S0) le proble`me
stochastique suivant restreint aux sce´narios s ∈ S0 :
v2(S
0) = min
∑
i,k
∑
s∈S0
pisC
rld
i,k ri,k +
∑
s∈S0
∑
j,t
pisC
prd
j,wD
w
Pj,s,w −
∑
i
∑
s∈S0
pisC
val
i x
fin
i,s
Mordod > bordo
Rmini,k di,k,W 6 ri,k 6 Rmaxi,k di,k,W
∀i, s ∈ S0, xiniti,0,s = Xii
∀i, k, s ∈ S0, xiniti,k,s 6 Smaxi,k
∀i, w, s ∈ S0, xfini,k,s = xiniti,k,s −
∑
tD
w
Pi,k,s,w
∀i, k, s ∈ S0, xfini,k,s 6 Amaxi,k+1 + (Smaxi,k −Amaxi,k+1) (1− di,k+1,W )
∀i, k, s ∈ S0, xiniti,k,s −Boi,k = ri,k + Qi,k−1Qi,k (x
fin
i,k−1,s −Boi,k−1)
∀i, k, s ∈ S0, xfini,s 6 xfini,k,s + Smaxi(di,k,W − di,k+1,W )
∀w, j, s ∈ S0, Pminsj,t 6 Pj,s,w 6 Pmaxsj,w
∀w, i, s ∈ S0, Pi,k,s,w 6 Pmaxsj,w(di,k,w−Dai,k − di,k+1,w)
∀w, s ∈ S0, ∑i,k Pi,k,s,w +∑j Pj,s,w = Demw,s
d ∈ {0, 1}N , r, p, x > 0
On peut calculer des bornes infe´rieures du proble`me ROADEF en se ramenant a` des calculs de bornes
infe´rieures avec un nombre restreint de sce´narios, avec pas de temps agre´ge´s a` la semaine :
Proposition 6.2.2 Soit Si pour i ∈ I une partition de S, ie S =
⋃
i∈I Si et
⋂
i∈I Si = ∅. On a :∑
s∈S
pisv
det
s 6
∑
i∈I
v2(Si) 6 v1 6 v0 (6.27)
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La preuve de
∑
i∈I v2(Si) 6 v1 est identique au cas de´terministe de la section pre´ce´dente, en ope´rant
la relaxation des contraintes xfini,s = x
fin
i,s′ , d
s = ds
′
et rs = rs
′
pour s et s′ dans un ensemble diffe´rent de
la partition de S. La de´composition sce´nario par sce´nario est en fait le cas particulier ou` la partition des
sce´narios se fait suivant les singletons de sce´narios, S = ⋃s∈S{s}, ce qui s’obtient par une nouvelle relax-
ation, en conside´rant toutes les relaxations conside´re´es a` la section pre´ce´dente. En pratique, on conside´rera
les partitions en prenant un nombre fixe de sce´narios et en les conside´rant successivement selon leur ordre
d’indexation. Un tel re´sultat permet d’avoir un ordre de grandeur des pertes engendre´es par la relaxation
sce´nario par sce´narios, en fixant les de´cisions r et d sur un unique sce´nario.
6.2.3 Bornes infe´rieures par relaxation de contraintes
A` pre´sent, le calcul de bornes du proble`me ROADEF peut se ramener a` des calculs de bornes infe´rieures
de types de´terministes sur les diffe´rents sce´narios, avec pas de temps agre´ge´s a` la semaine, on dispose donc
de bornes calculables. Pour acce´le´rer les temps de calculs de bornes ou de´passer les limites en terme de
nombre de sce´narios simultane´ment conside´re´s dans les sous proble`mes d’optimisation, on peut envisager
de calculer des bornes sur des relaxations plus faciles a` calculer que des proble`mes de´terministes, avec
significativement moins de variables et de contraintes. Relaˆcher des contraintes comme des contraintes
d’ordonnancement CT14 a` CT21, relaˆcher les contraintes d’anticipation maximales fournit toujours des
bornes, sans diminuer significativement la combinatoire des variables et des contraintes. On envisage ici
des relaxations plus importantes, convergeant plus facilement vers des bornes infe´rieures de moins bonne
qualite´ que les bornes obtenues avec la formulation comple`te. Comme pour les heuristiques primales de
fixation de variables, le choix se fera selon le compromis entre de´gradation de la qualite´ des bornes et
l’acce´le´ration de la convergence et les stades de convergence qu’il est possible d’atteindre.
Relaxation des arreˆts Une premie`re simplification drastique revient a` ne´gliger comple`tement les arreˆts
des centrales nucle´aires, en se disant que le couˆt de la solution est majoritairement le re´sultat d’un grand
Unit Commitment Problem ou` il faut juste pouvoir minorer le couˆt de la production nucle´aire. La formu-
lation de´finissant v3(S
0) pour tout S0 ⊂ S se passe ainsi des variables de stocks autres que les xfini,s , et
n’utilise comme variables binaires que la famille di,k correspondant aux variables pre´ce´dentes di,k,W pour
chiffrer le nombre et les quantite´s de rechargement effectue´s, directement lie´s aux couˆts de productions
nucle´aires.
v3(S
0) = min
∑
i,k
∑
s∈S0
pisC
rld
i,k ri,k +
∑
s∈S0
∑
j,t
pisC
prd
j,wD
w
Pj,s,w −
∑
i
∑
s∈S0
pisC
val
i x
fin
i,s (6.28)
∀i, k, di,k+1 6 di,k (6.29)
∀i, k, Rmini,k di,k 6 ri,k 6 Rmaxi,k di,k (6.30)
∀w, j, s ∈ S0, Pminsj,w 6 pj,s,w 6 Pmaxsj,w (6.31)
∀w, s ∈ S0, ∑i pi,s,w +∑j pj,s,w = Demw,s (6.32)
∀i, s ∈ S0, xfini,s 6 Boi,k −Boi,0 + Xii +
∑
k ri,k −
∑
w D
w pi,s,w (6.33)
∀i, k, s ∈ S0, xfini,s 6 Smaxi,k (di,k − di,k+1) (6.34)
Proposition 6.2.3 Soit S0 ⊂ S, v3(S0) 6 v2(S0).
Preuve : S0 ⊂ S, soit (d∗i,k, r∗i,k, p∗i,k,s,w, p∗j,s,w, x∗) une solution optimale du PLNE de´finissant v2(S0).
Montrons que (d∗i,k,W , r
∗
i,k,
∑
k p
∗
i,k,s,w, p
∗
j,s,w, x
fin ∗) est alors une solution re´alisable du PLNE de´finissant
v3(S
0). Seules les e´quations (6.33) ne sont pas trivialement ve´rifie´es, elles re´sultent du fait que
Qi,k−1
Qi,k
6 1
en additionnant de proche en proche les ine´galite´s obtenues a` chaque rechargement.
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Formulation parame´trique Pour ame´liorer la qualite´ de la pre´ce´dente relaxation, on envisage une
formulation mixte parame´trique : pour des arreˆts infe´rieurs a` l’indice k0, on prend la mode´lisation exacte,
la relaxation des arreˆts portant sur les arreˆts poste´rieurs, le niveau de puissance nucle´aire e´tant alors donne´
par pi,k0,w. La contrainte de positivite´ des stocks finaux est valables pour les cycles d’indice infe´rieurs
a` k0. Cela donne la formulation suivante ou` les contraintes Mordok0 d > bordok0 regroupent les contraintes
d’ordonnancement tronque´es en ne conside´rant que les variables d’indice k 6 k0 :
v3(S
0, k0) = min
∑
i,k
∑
s∈S0
pisC
rld
i,k ri,k +
∑
s∈S0
∑
j,t
pisC
prd
j,wD
w
Pj,s,w −
∑
i
∑
s∈S0
pisC
val
i x
fin
i,s
∀i, k, di,k+1 6 di,k
∀i, k 6 k0, di,k = di,k,W
Mordok0 d > bordok0
∀i, k, Rmini,k di,k 6 ri,k 6 Rmaxi,k di,k
∀i, s ∈ S0, xiniti,0,s = Xii
∀i, k 6 k0, s ∈ S0, xiniti,k,s 6 Smaxi,k
∀i, k 6 k0, w, s ∈ S0, xfini,k,s = xiniti,k,s −
∑
tD
w
pi,k,s,w
∀i, k < k0, s ∈ S0, xfini,k,s 6 Amaxi,k+1 + (Smaxi,k −Amaxi,k+1) (1− di,k+1,W )
∀i, k 6 k0, s ∈ S0, xiniti,k,s −Boi,k = ri,k + Qi,k−1Qi,k (x
fin
i,k−1,s −Boi,k−1)
∀i, k 6 k0, s ∈ S0, xfini,s 6 xfini,k,s + Smaxi(di,k,W − di,k+1,W )
∀w, j, s ∈ S0, Pminsj,w 6 pj,s,w 6 Pmaxsj,w
∀w, i, k 6 k0, s ∈ S0, pi,k,s,w 6 Pmaxsj,w(di,k,w−Dai,k − di,k+1,w)
∀w, s ∈ S0, ∑i,k6k0 pi,k,s,w +∑j pj,s,w = Demw,s
∀i, k 6 k0, s ∈ S0, xfini,s 6 Boi,k −Boi,0 + xiniti,k,s −
∑
w D
w pi,k,w + Smaxi,k (1 + di,k+1 − di,k)
∀i, s ∈ S0, xfini,s 6 xiniti,k0,s +
∑
k>k0 ri,k −
∑
w D
w pi,k0,w + Smaxi,k (1− di,k0+1)
d ∈ {0, 1}N , r, p, x > 0
6.2.4 Re´sultats
Nous comparons les bornes obtenues suivant diffe´rents approches avec les seules bornes publie´es dans la
litte´rature dans [35], ou` deux types de bornes sont publie´es. Nous noterons Brandt1 leurs bornes obtenues
en temps de calculs courts, et Brandt2 leurs bornes obtenues en s’autorisant de longs temps de calculs.
L’imple´mentation a e´te´ re´alise´e avec OPL, en utilisant Cplex 12.5, avec des temps de calculs limite´s a` 1h
pour les calculs par sce´narios. Au vu du temps de calcul ne´cessaire, plusieurs ordinateurs portables ont
e´te´ utilise´s. Les calculs les plus critiques ont e´te´ re´alise´s avec un ordinateur portable de processeur Intel
Core2 Duo processor, 2.80GHz, avec Linux Ubuntu 12.04, pour les calculs plus petits ou` la convergence
e´tait assure´e, des ordinateurs portables moins puissants ont e´te´ utilise´s. Le preprocessing exact du chapitre
6 e´tait e´galement utilise´ sur les feneˆtres de temps, facilitant grandement les calculs. Les contraintes CT19
ont e´galement e´te´ relaˆche´es dans nos tests, ce qui est sans doute peu impactant en terme de bornes, cela
concernait au plus une seule contrainte d’ordonnancement comme le montre le tableau 8.2. Notons que des
tests ont e´te´ fait sur les petites instances en incorporant les contraintes de bornes supe´rieures de productions
dues au stretch, leur impact e´tait quasi nul sur la qualite´ des bornes obtenues, pour une de´gradation nette
des temps et capacite´s de calculs.
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Bornes duales obtenues sur des temps de calculs tre`s rapides Le tableau suivant compare les
bornes obtenues par notre approche en temps tre`s rapides, en conside´rant la formulation parame´trique
de la section 7.3.2 avec comme parame`tre maximal k0 = 2, en conside´rant un seul sce´nario dans les
sous proble`mes. La re´solution d’un sous proble`me e´tait instantane´e pour k0 = 0, de quelques secondes
pour k0 = 1 sauf sur B8, B9 ou` la convergence exacte e´tait atteinte en une minute, et pour k0 = 2, la
convergence e´tait comple`te en 1 minute pour toutes les instances sauf sur B8, B9 ou` le calcul e´tait tronque´
a` 600s. A ce stade, on observe de´ja` une ame´lioration des bornes de [35].
Instances Primal Brandt1 Brandt2 k0 = 0 k0 = 1 k0 = 2
A1 169538 5,13% 2,35% 2,22% 1,73% 1,48%
A2 146048 10,89% 4,15% 3,87% 3,09% 2,4%
A3 154429 10,8% 3,87% 4,1% 3,16% 2,4%
A4 111591 26,13% 8,3% 8,54% 6,62% 4,65%
A5 125822 24,99% 10,61% 10,33% 8,24% 6,83%
Total A 707428 14,4% 5,46% 5,41% 4,25% 3,32%
B6 83424 56,44% 16,58% 19,18% 15,12% 11,68%
B7 81174 52,86% 15,58% 16,31% 13,73% 11,18%
B8 81926 65,32% 23,6% 23,82% 20,21% 17,06%
B9 81750 63,3% 21,72% 22,51% 18,74% 15,45%
B10 77767 60,92% 18,03% 19,58% 16,71% 13,43%
Total B 315586 59,76% 19,11% 20,29% 16,9% 13,76%
X11 79116 57,81% 15,4% 15,27% 13,12% 11,07%
X12 77589 52,65% 14,22% 14,79% 12,43% 10,32%
X13 76449 66,27% 18,7% 18,56% 16,12% 14,11%
X14 76172 64,68% 17,23% 17,63% 15,18% 13,11%
X15 75101 62,13% 17,62% 19,02% 16,5% 13,5%
Total X 384427 60,65% 16,61% 17,03% 14,65% 12,4%
Table 6.5 – Bornes duales obtenues rapidement pour le proble`me du challenge ROADEF
Bornes sce´narios par sce´narios En limitant la convergence a` 1h pour les calculs de bornes pour
chaque sce´nario, les bornes pre´ce´dentes ont pu eˆtre ame´liore´es nettement. La formulation parame´trique
de la section 7.3.2 avec comme parame`tre k0 = 5 permettait une le´ge`re de´gradation de la borne duale
de convergence, pour une nette acce´le´ration de la convergence. Ainsi, sur les instances les plus difficiles
(B7, B8, B9), les valeurs obtenues en 1h e´taient bien meilleures avec la formulation parame´trique qu’en
conside´rant le formulation exacte. Un tel re´sultat est le pendant en heuristiques duales des fixations de
variables sur les heuristiques primales du chapitre 4, sur des temps de calculs de´finis, il peut eˆtre rentable
de conside´rer une formulation avec moins de variables convergeant vers une valeur de moins bonne qualite´
que la formulation exacte, mais en convergeant plus rapidement.
Instances Primal Brandt1 Brandt2 k=4 k=5 PL+cuts PLNE
A1 169538 5,13% 2,35% 0,89% 0,79% 0,8% 0,75%
A2 146048 10,89% 4,15% 1,13% 0,84% 0,82% 0,73%
A3 154429 10,8% 3,87% 1,1% 0,85% 0,94% 0,85%
A4 111591 26,13% 8,30% 2,2% 1,77% 2,2% 1,67%
A5 125822 24,99% 10,61% 3,99% 3,62% 3,91% 3,56%
Total A 707428 14,4% 5,46% 1,74% 1,47% 1,61% 1,41%
B6 83424 56,44% 16,58% 6,85% 5,36% 5,72% 5,3%
B7 81174 52,86% 15,58% 7,23% 6,31% 8,94% 7,64%
B8 81926 65,32% 23,60% 14,52% 12,39% 15,51% 15,51%
B9 81750 63,3% 21,72% 12,71% 11,65% 15,21% 15,21%
B10 77767 60,92% 18,03% 8,33% 7,32% 8,27% 7,71%
Total B 406041 59,76% 19,11% 9,94% 8,61% 10,74% 10,28%
X11 79116 57,81% 15,40% 6,45% 6,01% 5,86% 5,58%
X12 77589 52,65% 14,22% 7,42% 6,68% 7,49% 7,06%
X13 76449 66,27% 18,70% 10,17% 8,09% 8,12% 7,78%
X14 76172 64,68% 17,23% 9,64% 7,85% 8,79% 8,36%
X15 75101 62,13% 17,62% 10,02% 8,98% 9,67% 9,18%
Total X 384427 60,65% 16,61% 8,72% 7,5% 7,96% 7,57%
Total 1497896 38,57% 12,02% 5,75% 4,95% 5,71% 5,4%
Table 6.6 – Bornes duales obtenues sce´narios par sce´narios pour le proble`me du challenge ROADEF
Bornes en conside´rant des sce´narios multiples En conside´rant plusieurs sce´narios simultane´ment
dans l’optimisation, on a pu observer de le´ge`res ame´liorations des bornes pre´ce´dentes, suivant la section
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7.2.2. En faisant augmenter les nombres de sce´narios, on s’approchait des limites de re´solution, et il s’ave´rait
plus souvent rentable d’utiliser la formulation parame´trique de la section 7.3.2 avec comme parame`tre
k0 = 5. Il est a` noter que dans notre imple´mentation, on a conside´re´ et regroupe´ les sce´narios suivant leur
ordre d’indexation. D’autres strate´gies de partition seraient a` tester, par exemple en triant les sce´narios
suivant les demandes cumule´es (et les couˆts escompte´s), pour conside´rer des calculs interme´diaires ou` les
sce´narios conside´re´s ont des demandes tre`s diffe´rentes, menant a priori se´pare´ment a` des solutions en d et
r bien diffe´rentes.
Meilleurs re´sultats Le tableau 6.7 synthe´tise les meilleurs re´sultats de bornes obtenues sur les diffe´rentes
instances, en pre´cisant le mode de calcul menant a` la meilleure borne duale. De nettes ame´liorations sont
alors re´alise´es par rapport aux bornes duales fournies par [35].
Instances Primal Brandt2 Gap These Gap k nbScenar
A1 169538 165560 2,34% 168319 0,72% ∞ 10
A2 146048 139991 4,15% 145073 0,67% ∞ 20
A3 154429 148454 3,87% 153186 0,80% ∞ 20
A4 111591 102326 8,30% 110029 1,40% ∞ 10
A5 125822 112467 10,61% 122239 2,85% 5 15
Total A 707428 668798 5,46% 698845 1,21%
B6 83424 69592 16,58% 79205 5,06% 5 3
B7 81174 68528 15,58% 76356 5,94% 5 3
B8 81926 62594 23,60% 72023 12,09% 5 3
B9 81750 63991 21,72% 72437 11,39% 5 3
B10 77767 63747 18,03% 72378 6,93% 5 5
Total B 406041 328452 19,11% 372399 8,29%
X11 79116 66931 15,40% 74715 5,56% ∞ 5
X12 77589 66558 14,22% 72768 6,21% 5 5
X13 76449 62155 18,70% 70840 7,34% ∞ 3
X14 76172 63045 17,23% 70373 7,61% ∞ 3
X15 75101 61866 17,62% 68700 8,52% 5 5
Total X 384427 320555 16,61% 357396 7,03%
Total 1497896 1317805 12,02% 1428640 4,62%
Table 6.7 – Meilleures bornes duales obtenues pour le proble`me du challenge ROADEF
6.3 Conclusions et perspectives
A` ce stade, nous avons analyse´ les caracte´ristiques de la re´solution frontale avec l’algorithme de
Branch&Bound imple´mente´ dans Cplex. Nous avons tout d’abord justifie´ l’importance d’un preprocessing
manuel des feneˆtres de temps pour comple´ter le preprocessing de Cplex. Meˆme en omettant les contraintes
de stretch (CT6 selon la de´nomination du challenge ROADEF), la re´solution s’ave`re limite´e pour des raisons
de trop grandes tailles de donne´es. En re´duisant les instances sur un unique sce´nario stochastique agre´ge´,
et en agre´geant les pas de temps de production a` la semaine, les temps de relaxation continues s’ave`raient
toujours critiques, posant des difficulte´s en 1h sur les instances B8 et B9 a` plus fortes combinatoires.
La structure de convergence des branchements est exploitable ope´rationnellement pour les combinatoires
des instances autres que B8 et B9, ou` une re´duction des amplitudes de feneˆtres de temps a e´te´ re´alise´es.
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On est alors dans les hypothe`ses de la re´solution d’EDF a` l’ope´rationnel, dans le meˆme cadre d’hypothe`ses
qu’ORION et TANNAT au stretch pre`s, apre`s le preprocessing FUSCOU. Les progre`s re´alise´s par les
solveurs de PLNE depuis TANNAT permettent actuellement une re´solution frontale efficace en 1h de
temps de calcul.
Une conside´ration ope´rationnelle qui justifiait ORION, e´tait la volonte´ d’avoir des plannings proches de
la solution courante calcule´e le mois pre´ce´dent. Suivant ce besoin, nous avons propose´ une mode´lisation de
la pe´nalisation de l’e´cart a` une solution initiale par la fonction objectif, sans rajouter de nouvelle variables,
ou d’ajouter des contraintes de nombre maximal de modifications sans rajouter de nouvelles variables,
alternative a` la stabilisation par restriction des contraintes de feneˆtres de temps. En termes de temps
de calcul, cela facilite meˆme la re´solution frontale par Branch&Bound, en orientant la recherche autour
de la solution courante, et en explorant moins de noeuds par Branch&BOund en coupant plus toˆt des
branches e´loigne´es de la solution courante. Une application d’un tel mode`le pouvait aussi eˆtre de tracer
des courbes de Pareto pour arbitrer deux objectifs potentiellement contradictoires : optimiser le couˆt de
la solution et minimiser l’e´cart a` la solution courante. De telles courbes de Pareto peuvent appuyer une
de´cision ope´rationnelle humaine, pour un choix de bon compromis. Pour chiffrer de telles conside´rations,
les donne´es re´elles d’EDF et la donne´e de la solution courante sont ne´cessaires.
L’ajout de stretch impacte fortement les temps et capacite´s de re´solution, pour une faible plus value sur
les qualite´s de relaxation continue ou en surcouˆt de la qualite´s des solutions de dates d’arreˆts. Ces constats
permettent de justifier l’hypothe`se simplificatrice re´alise´e dans [91] de ne´gliger les contraintes de stretch
CT6 pour un mode`le acade´mique. A l’ope´rationnel, il s’agit d’une question ouverte a` ce chapitre de savoir
si l’ajout de nos contraintes simplifie´es de stretch (qui sont en fait les meˆmes que les contraintes ajoute´es
dans ORION), impactent la qualite´ des solutions, ou si la relaxation de toute contrainte de stretch fournit
au final des solutions de couˆt acceptable.
Enfin, ce chapitre a permis d’appliquer le travail pre´ce´dent pour de´duire des bornes duales du challenge
ROADEF, en prouvant que certaines agre´gations permettent toujours de calculer des bornes. On a ame´liore´
les bornes duales de l’e´tat de l’art, le sujet e´tant peu e´tudie´ auparavant comme les e´quipes se consacraient
a` la recherche de meilleures bornes primales. De plus, pour un tel travail, nous avons re´alise´ des calculs
sur plusieurs sce´narios et observe´ que ces calculs e´taient toujours re´alisables avec un ordinateur portable
avec la dernie`re version de Cplex. De telles conside´rations laissent a` penser qu’avec des serveurs de calculs
performants, des calculs sur un nombre conse´quent de sce´narios pourrait eˆtre re´alisable.
A ce stade, on pourrait remarquer qu’une approche de reformulation de Dantzig-Wolfe par dualisation
des contraintes couplant les re´acteurs et une re´solution par ge´ne´ration de colonnes pourrait eˆtre envisage´e.
En fait, les sous proble`mes se retrouveraient alors eˆtre continus, ce qui ne fournirait pas d’ame´lioration de
borne duale que la formulation compacte et sa re´solution frontale. Une telle perspective est ainsi e´carte´e.
Dans la suite de la the`se, les efforts seront porte´s sur le mode`le sans stretch et sans condition initiale.
Un premier objectif est d’avoir des approches constructives pour exhiber des solutions re´alisables pour les
donne´es B8 et B9 a` plus fortes combinatoire.
Chapitre 7
Re´solutions de´terministes heuristiques
Re´sume´ : Ce chapitre de´rive du travail de re´solution PLNE des chapitres 5 et 6 des matheuristiques
pour le proble`me de planification des maintenances et des rechargements des centrales nucle´aires. On
e´labore des heuristiques constructives par processus hie´rarchiques de fixations de variables. Les solutions
construites sont ame´liore´es par recherche locale, en adaptant l’algorithme de VND propose´ au chapitre
4. Outre l’obtention d’approches performantes de re´solution, l’approche de VND chiffre l’impact de
diffe´rents voisinages sur le design d’une me´taheuristique pour re´soudre le proble`me de planification des
maintenances et des rechargements des centrales nucle´aires. Ce travail a fait l’objet de communications
au congre`s PGMO 2013, META 2014.
A l’issue du chapitre pre´ce´dent, on a pu analyser les caracte´ristiques et les limites de la re´solution
frontale sur le proble`me de´terministe, ou` les instances B8 et B9 les plus difficiles de par leur combinatoire ne
permettaient pas d’avoir des solutions primales. La priorite´ de ce chapitre est de de´river de la formulation
PLNE des matheuristiques permettant d’une part d’avoir des solutions sur B8 et B9, et d’autres part
fournir des approches de re´solution rapides et efficaces. La formulation PLNE retenue pour ce chapitre est
la formulation PLNE sans stretch ni modulation. La premie`re partie cherchera a` de´river des heuristiques
constructives de la formulation PLNE. La seconde partie de´veloppera une approche de recherche locale
suivant le formalisme VNS en utilisant la formulation PLNE.
7.1 Heuristiques constructives
Les heuristiques constructives de cette section utilisent la PLNE par des strate´gies de fixation de
variables sur la formulation frontale, par une formulation simplifie´e avec peu de variables continues, et
enfin suivant des strate´gies gloutonnes.
7.1.1 Fixation de variables sur la relaxation continue
Avec notre structure de variables, fixer une variable di,k,w revient a` restreindre les feneˆtres de temps.
Une premie`re strate´gie heuristique est de fixer toutes les variables entie`res dans la relaxation continue a`
leur valeur dans la relaxation continue. Les questions qui se posent a` ce stade sont de savoir si un tel
preprocessing de fixation de variable de´grade faiblement la fonction objectif, et si le gain en temps de
calcul permet une nette ame´lioration de la re´solution frontale. Le tableau 7.1 donne les re´sultats obtenus
en terme de qualite´ de solution apre`s 1h de temps de calcul apre`s fixation, en les confrontant au gain de
variables binaires correspondant.
Il est a` noter que pour ces re´sultats, nous avons active´ les contraintes de longueur maximale de cycle
(avec une valeur Lmaxi,k = 90, transparente sur la qualite´ des solutions) et qui aidait bien la fixation
de variables dans le cas des instances B8 et B9 sans feneˆtres de temps. Dans le cas contraire, on se
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Instances Valeur Valeur Gap Nb var Nb var % var
heur Frontl heur
A1 152170M 152179M 0,01% 424 131 30,90%
A2 145201M 145204M 0,00% 761 219 28,78%
A3 152582M 152610M 0,02% 698 323 46,28%
A4 102421M 102444M 0,02% 1493 1124 75,28%
A5 119785M 119822M 0,03% 2494 1579 63,31%
Sous total A 672162M 672259M 0,01% 5870 3376 57,51%
B6 76966M 76991M 0,03% 3054 1455 47,64%
B7 74233M 74303M 0,09% 5846 2840 48,58%
B8 73239M 96565M 31,85% 20763 7179 34,58%
B9 72812M 76210M 4,67% 23675 8564 36,17%
B10 69501M 69549M 0,07% 3790 1138 30,03%
Sous Total B 366753M 393619M 7,33% 57128 21176 37,07%
X11 73018M 73063M 0,06% 3216 1025 31,87%
X12 70604M 70657M 0,07% 4035 1363 33,78%
X13 69230M 69340M 0,16% 4104 1462 35,62%
X14 68395M 68489M 0,14% 4879 1980 40,58%
X15 66028M 66089M 0,09% 3618 1076 29,74%
Sous Total X 347277M 347638M 0,10% 19852 6906 34,79%
Total 1386195M 1413516M 1,97% 82850 31458 37,97%
Table 7.1 – Re´sultat de la fixation de variable sur la relaxation PL
retrouvait dans des situations de relaxation continues comme analyse´ a` la section 6.1.2, engendraient une
faible re´ductions de variables sur les derniers pas de temps des instances B8 et B9, et cela ne permettaient
toujours pas d’acce´le´rer suffisamment la convergence pour avoir des solutions primales de valeur raisonnable.
Si les re´sultats de la fixation LP en terme de qualite´s de solutions sont plutoˆt bons, cette approche n’a
pas e´te´ retenue dans la suite. Sur les instances hors B8, B9, la formulation frontale fournit toujours des
meilleures solutions, la fixation de variables n’apporte pas de nette plus value sur la convergence comme ce
fut le cas au chapitre 4 pour le proble`me UCPd. Dans le cas des instances B8 et B9, les temps de calculs
longs ne´cessaire au preprocessing et apre`s convergence ne s’ave´rait pas compe´titif par rapport aux autres
approches de´veloppe´es dans la suite.
7.1.2 Formulation sans variables de production nucle´aire
Une ide´e pour simplifier la mode´lisation PLNE e´tait de faire l’approximation que la puissance des unite´s
nucle´aires e´tait toujours la puissance maximale sur les cycles de production. Une justification de ce fait
est que la production nucle´aire est e´conomiquement plus rentable que la production flexible, et pour un
pas de temps donne´ ou` la demande est supe´rieure a` la puissance nucle´aire totale disponible, le proble`me
d’optimisation locale a` ce pas de temps utilise toutes les centrales nucle´aires a` leur maximum, avant de
faire appel aux unite´s non nucle´aires, selon les ordres croissants de couˆts marginaux.
Mathe´matiquement, cela revient a` imposer pi,k,t = Pmaxi,t(di,k,wt−Dai,k − di,k+1,wt), permettant de se
se´parer des variables de production nucle´aire. Tel quel, cela me`ne a` des formulations irre´alisables la plupart
du temps. Avec une production a` puissance maximale, la consommation de combustible est maximale, et
cela va en porte a` faux avec les contraintes de positivite´ du stock sur les cycles de production longs, ou` des
feneˆtres de temps lointaines imposent de devoir moduler la production. Pour e´viter de telles infaisabilite´s,
on introduit ∆i,k comme une quantite´ de stock additionnelle en fin de cycle, pour permettre la positivite´ du
stock en fin de cycle. Ces violations de contraintes sont pe´nalise´es proportionnellement au stock additionnel
utilise´, avec un coefficient C∆i,k e´leve´, pour se rapprocher au plus d’une solution re´alisable a` production
maximale. De plus, la contrainte de demande est e´crite comme une ine´galite´, pour rester faisable dans les
cas ou` la demande est plus basse. Cela donne ainsi la formulation simplifie´e suivante :
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vsimpl = min
∑
i,k C
rld
i,k ri,k +
∑
j,t C
prd
j,t D
t pj,t −
∑
i C
val
i x
fin
i +
∑
iC
∆
i,k∆i,k
Aordod > aordo
Rmini,k di,k,W 6 ri,k 6 Rmaxi,k di,k,W
∀i, k, xiniti,k 6 Smaxi,k
∀i, k, xfini,k = xiniti,k −
∑
t D
t pi,k,t + ∆i,k
∀i, k, xfini,k 6 Amaxi,k+1 + (Smaxi,k −Amaxi,k+1) (1− di,k+1,W )
∀i, k, xiniti,k −Boi,k = ri,k + Qi,k−1Qi,k (x
fin
i,k−1 −Boi,k−1)
∀i, k, xfini 6 xfini,k + Smaxi(di,k,W − di,k+1,W )
∀j, t, Pminsj,t 6 pj,t 6 Pmaxsj,t
∀i, t, pi,k,t = Pmaxi,t(di,k,wt−Dai,k − di,k+1,wt)
∀t, ∑i,k pi,k,t +∑j pj,t > Demt
d ∈ {0, 1}N , r, p, x,∆ > 0
De telles solutions ne permettent pas toujours de fournir des dates d’arreˆts fournissant une solution
re´alisable apre`s un calcul de production selon la formulation 5.3.1. Une re´paration de solution est alors
utilise´e en post traitement en pe´nalisant les e´carts d’une solution re´alisable a` la solution construite par le
mode`le simple. Un tel processus permettait d’obtenir des solutions primales pour toutes les instances en
temps limite´. Pour B8 et B9, 15 minutes de temps de calculs e´taient suffisant pour obtenir des solutions.
L’avantage d’une telle formulation est qu’en se concentrant sur les variables binaires, la re´solution e´tait
acce´le´re´e, et se concentrait vite sur la phase de branchements, ge´ne´rant beaucoup de solutions primales
rapidement. Ce constat incite a` utiliser cette formulation pour ge´ne´rer des populations de solutions.
7.1.3 Algorithmes de type gloutons/Relax and Fix
Des algorithmes gloutons ont e´te´ imple´mente´s en construisant une solution par re´solution successive de
petits PLNE d’optimisation locale. Contrairement aux gloutons classiques, ces proble`mes d’optimisations
vont placer plusieurs arreˆts a` la fois, garantissant une optimisation de meilleure qualite´. Deux variantes de
construction ont e´te´ conside´re´es, construire la solution unite´s par unite´s, ou cycles par cycles.
Algorithme glouton unite´s par unite´s La strate´gie gloutonne ”par unite´s” conside`re autant de
proble`mes que d’unite´s nucle´aires, en optimisant simultane´ment les arreˆts d’un meˆme re´acteur. Une premie`re
imple´mentation conside´rait se´quentiellement les planning a` optimiser. Les unite´s non conside´re´es dans l’op-
timisation courante et qui n’ont pas e´te´ de´ja` traite´es e´taient alors conside´re´es comme des unite´s de type
1, en leur affectant un couˆt de production d’une unite´ de type 1 existante. Les unite´s de´ja` optimise´es
pre´ce´demment avait alors leur planning fige´ a` la valeur de l’optimisation re´alise´e. Les plannings traite´s
e´taient alors fige´s dans la suite a` la valeur de leur optimisation via les contraintes de feneˆtres de temps,
les variables conside´re´es de production nucle´aires non fige´es a` 0 e´tant alors de cardinalite´ infe´rieure aux
variables de production. On peut alors utiliser directement la formulation de la section 5.3.1 avec de telles
modifications.
Avec cette me´thode, on fige successivement des dates d’arreˆts, telles que les contraintes couplantes
d’ordonnancement (CT14 a` CT21) soient ve´rifie´es avec les pre´ce´dentes de´cisions, sans pouvoir les remettre
en question. Il pouvait ainsi arriver qu’un proble`me de planification des arreˆts d’une unite´ soit infaisable, a`
cause des contraintes d’ordonnancement et des arreˆts pre´ce´demment fige´s. Pour avoir une me´thode robuste,
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il s’ave´rait alors ne´cessaire de relaˆcher les contraintes couplantes d’ordonnancement de CT14 a` CT21, et
de re´parer les violations des contraintes d’ordonnancement comme pre´ce´demment en conside´rant le PLNE
frontal de la section 5.3.1 avec un fort poids de minimisation de l’e´cart a` la solution ainsi construite.
Face a` ces de´sagre´ments, et pour re´duire l’asyme´trie provoque´e par le choix de l’ordre de fixation,
une approche paralle´lisable en conside´rant des sous proble`mes inde´pendants de fixation des variables
s’ave´rait adapte´. Le proble`me d’optimisation pour chaque re´acteur conside`re alors la formulation 5.3.1
en agre´geant toutes les autres unite´s en une unite´ de type 1. Il s’agit d’un planning ide´al de l’unite´
conside´re´e inde´pendamment des autres, l’arbitrage des modifications pour respecter les contraintes d’or-
donnancement e´tant alors effectue´ par la re´paration. Par une telle construction, des solutions sont ge´ne´re´es
tre`s rapidement, les proble`mes de re´solution par unite´s e´tant instantane´s.
Algorithme glouton cycles par cycles Une autre strate´gie gloutonne est de proce´der cycles par cycles
planifiant successivement les arreˆts. De manie`re a` avoir des calculs interme´diaires plus faciles a` re´soudre,
on utilise une formulation tronque´e ne conside´rant que les Ko premiers arreˆts, la production e´tant alors
proche du type 1 apre`s l’arreˆt Ko :
vKo = min
∑
i,k C
rld
i,k ri,k +
∑
j,t C
prd
j,t D
t pj,t
AordoKo d > aordoKo
∀i, k < Ko, Rmini,k di,k,W 6 ri,k 6 Rmaxi,k di,k,W
∀i, k 6 Ko, xiniti,k 6 Smaxi,k
∀i, k < Ko, xfini,k = xiniti,k −
∑
t D
t pi,k,t + ∆i,k > 0
∀i, k < Ko, xfini,k 6 Amaxi,k+1 + (Smaxi,k −Amaxi,k+1) (1− di,k+1,W )
∀i, k 6 Ko xiniti,k −Boi,k = ri,k + Qi,k−1Qi,k (x
fin
i,k−1 −Boi,k−1)
∀j, t, Pminsj,t 6 pj,t 6 Pmaxsj,t
∀t, ∑i,k pi,k,t +∑j pj,t > Demt
d ∈ {0, 1}N , r, p, xinit,> 0
Les contraintes AordoKo d > aordoKo sont les contraintes d’ordonnancement restreintes aux variables di,k,w
pour k 6 Ko. Dans cette formulation, on a duˆ relaˆcher la contrainte de positivite´ du stock du cycle Ko
pour que la production nucle´aire puisse se faire jusqu’au dernier pas de temps a` puissance maximale, et en
espe´rant que les arreˆts suivants soient suffisamment loin pour ne pas perturber la de´cision prise localement.
En outre, la valorisation du stock final est supprime´e, comme cela n’a plus de sens.
Un premier algorithme glouton proce´derait en calculant a` chaque ite´ration k ou` les k−1 premiers cycles
ont e´te´ fixe´s le proble`me vk apre`s avoir fixe´ les feneˆtres de temps des k − 1 premiers cycles sur les valeurs
calcule´es aux ite´rations pre´ce´dentes, fixant les solutions obtenues comme valeur de´finitive des k premiers
cycles avant de passer a` l’ite´ration k + 1.
Une telle approche est se´quentielle, non paralle´lisable, chaque sous-proble`me ne´cessitant la sortie du
pre´ce´dent. Dans le cas ou` un sous proble`me se trouve irre´alisable ou qu’aucune solution primale n’a e´te´
exhibe´e, la re´solution s’en trouve arreˆte´e, et il n’y a aucun me´canisme de re´paration d’imple´mente´. Cette
approche ne garantit donc pas de fournir une solution en temps contraint. De nombreuses irre´alisabilite´s
apparaissaient, pas manque d’anticipation. Les arreˆts d’un cycle k sont fige´s sans conside´rer de re´alisabilite´
des cycles suivants : des infaisabilite´s pouvant apparaˆıtre suite a` une mauvaise fixation d’un cycle k avec les
contraintes d’anticipation maximales, des feneˆtres de temps des cycles suivants, et des ordonnancements
restreignant la faisabilite´.
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Pour ce faire, on a donc conside´re´ un cycle supple´mentaire, pour garantir l’existence de solutions futures
au cycle suivant. A` chaque ite´ration k ou` les k−1 premiers cycles ont e´te´ fixe´s, on conside`re alors le proble`me
vk+1 apre`s avoir fixe´ les feneˆtres de temps des k− 1 premiers cycles sur les valeurs calcule´es aux ite´rations
pre´ce´dentes, fixant les solutions obtenues comme valeur de´finitive des k premiers cycles avant de passer a`
l’ite´ration k+1. Par une telle approche, les proble`mes d’optimisation conside`rent le placement de 2I arreˆts,
contre K pour l’approche de construction unite´s par unite´s. Cela ge´ne`re des proble`mes d’optimisation qui
ne se re´solvent pas instantane´ment, mais avec une convergence suffisamment acce´le´re´e pour que toutes
les instances soient calculables. Les temps de calculs a` l’optimalite´ e´taient infe´rieurs a` 5 minutes pour les
instances des jeux B et X hors B8 et B9.
La re´solution en temps fixe´, avec un parame`tre de re´solution activant les heuristiques (mipemphasis
=4) e´tait tre`s bien adapte´. La variabilite´ des temps de calculs suivant les cycles (par l’interme´diaire des
amplitudes des feneˆtres de temps) a e´te´ prise en compte dans les temps de calculs impartis. Pour les
instances B8 et B9, 10 minutes e´tait un temps de convergence insuffisant, les ite´rations les plus critiques
ne´cessitant 20 minutes pour fournir une solution primale d’un ordre de grandeur acceptable.
On remarque que l’on pourrait re´utiliser de l’information pour un de´marrage a` chaud. Pour le placement
du cycle k, la boucle pre´ce´dente avait donne´ une solution re´alisable pour les variables d’arreˆt du cycle k.
En fixant ces valeurs dans vk+1, on a un proble`me de taille I, qui peut fournir des solutions initiales pour
un de´marrage a` chaud de l’ite´ration k, et ainsi faciliter la convergence du PLNE.
7.1.4 Re´sultats des approches constructives
Les re´sultats des heuristiques primales constructives sont re´fe´rence´s sur le tableau 7.2. A ce stade, les
heuristiques primales ont pu fournir des solutions pour toutes les instances, ce qui e´tait le but premier de
cette e´tude. L’approche par calcul PLNE simplifie´ a des re´sultats proches de l’algorithme glouton ”unite´s
par unite´s”, pour des temps de calculs courts on obtient des solutions assez moyennes, les temps de calcul
e´tant quasi instantane´s pour le glouton par unite´s. Le glouton cycles par cycles fournit des solutions
d’excellente qualite´, au prix de temps de calculs bien plus longs.
Instances Meilleure Frontal PLNE Glouton Glouton
Valeur 1h simplifie´ Unite´s Cycle
B6 76966 0,00% 3,22% 3,8% 0,34%
B7 74234 0,02% 3,68% 0,75% 0,25%
B8 73240 NS 52,54% 52,21% 2,02%
B9 72812 NS 27,46% 28,95% 1,15%
B10 69501 0,02% 0,21% 0,2% 0,21%
X11 73018 0,00% 0,45% 0,53% 0,38
X12 70604 0,00% 0,25% 0,24% 0,31%
X13 69231 0,04% 7,37% 9% 0,71%
X14 68395 0,02% 6,02% 1,21% 0,54%
X15 66029 0,06% 0,12% 0,12% 0,38%
Total 714031 NS 10,31% 9,89% 0,63%
Table 7.2 – Re´sultats des heuristiques primales constructives
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7.2 Ame´lioration de solutions par descente VNS
A ce stade, des solutions ont e´te´ exhibe´es pour toutes les instances, en temps de calcul brefs. L’objet
de cette section est d’appliquer les ide´es ge´ne´riques de la section 4.2.1 de´ja` applique´es au proble`me UCPd,
avec une recherche locale base´e sur des calculs interme´diaires de PLNE re´duits.
7.2.1 De´ploiement et enjeux des VNS avec voisinages PLNE
Fixer des variables binaires sur ce proble`me revient exactement a` re´duire les feneˆtres de temps. Les voisi-
nages sont de´finis directement sur les dates d’arreˆt, structure naturelle des voisinages locaux, la re´solution
PLNE prenant alors en charge les conside´rations de couˆts et de faisabilite´ issues des variables continues.
Cette e´tude pre´sente deux enjeux. Tout d’abord, il s’agit de pouvoir de´river une heuristique VNS
donnant de bons re´sultats sur le proble`me, et d’obtenir des minimas locaux d’excellente qualite´ pour la
VNS. Le temps de calcul n’e´tant pas limite´ dans cette application, contrairement au chapitre 4 sur le
proble`me UCPd. Le parame´trage tronque moins la re´solution aux tous premiers stades de re´solution PLNE
pour une recherche agressive de solutions, et nous nous concentrons sur des valeurs de convergence, sans
optimiser la vitesse de convergence (assez rapide dans le cas pre´sent de toute fac¸on). Une autre application
de l’algorithme utilise´ est de chiffrer inde´pendamment les effets des diffe´rents choix de voisinages, calculant
les minimas locaux obtenus en ne conside´rant qu’un seul type de voisinage. La PLNE fourni des grands
voisinages, dans lequel les voisinages utilise´s par les diffe´rentes approches de recherche locale peuvent se
plonger.
7.2.2 De´finition des voisinages
Autour d’un planning initial, on re´optimise suivant les fixations de variables suivantes :
– voisinage N-Universel : on de´finit des feneˆtres de temps dans un rayon de N semaines autour de la
solution courante.
– voisinage universel v(a, b) : on de´finit des feneˆtres de temps dans un rayon de ak + b avec, a, b > 0
semaines autour de la solution courante. Le voisinage N-universel correspond alors a` v(O,N).
– voisinage k-Cycle : On re´optimise juste les placements d’arreˆts des k ie`mes cycles. Cela permet
d’e´changer les ordres des arreˆts de mee inide.
– voisinage k-Pairs : On re´optimise juste les placements d’arreˆts des cycles k et k + 1. Cela permet
d’e´changer les ordres de plus d’arreˆts encore.
– voisinage i-planning : on re´optimise tout le planning d’arreˆt d’un re´acteur donne´ i.
– voisinage i-planning(N) : on re´optimise tout le planning d’arreˆt des N re´acteurs d’indice i′ tel que
i 6 i′ 6 i+N − 1. Le voisinage i-planning pre´ce´dent est alors par extension i-planning(1).
7.2.3 Re´sultats des voisinages se´pare´s
On conside`re dans cette section les re´sultats obtenus en conside´rant les diffe´rents type de voisinages
se´pare´ment, pour analyser les minimas locaux correspondant. Le crite`re d’arreˆt de la convergence est que le
voisinage choisi ne permet plus d’ame´liorations locales. Une telle approche permet de comparer la qualite´
des minimums locaux en partant d’une meˆme solution de de´part, donne´e par la formulation de la section
5.3.1 dans nos expe´rimentations nume´riques.
Voisinages a` rayon universel Pour chiffrer les minimas locaux des approches a` rayon universel, on
conside`re toujours le meˆme type de voisinage. Le voisinage 1-universel, v(0, 1), comprend entre autres les
voisinages en conside´rant un unique de´placement d’un arreˆt nucle´aire de 1 semaine, ce qui est un voisinage
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utilise´ naturellement, ou encore les translations de tous les arreˆts d’une centrale de 1 semaine. La qualite´
du minimum local obtenu par un tel voisinage s’ave´rait me´diocre, le minimum local obtenu avec le sous
voisinage ne conside´rant qu’un seul de´placement de la solution courante serait donc encore plus mauvaise.
Une telle structure de voisinage me`ne alors a` de nombreux minimums locaux.
En augmentant la taille du voisinage, on ame´liore la qualite´ des minimas locaux, en restant toutefois
toujours e´loigne´ des meilleures solutions trouve´es. Cela justifie de devoir utiliser d’autres type de voisinages
que des optimisations locales autours de la solution courante. Sur la qualite´ des minimas locaux, on notera
qu’une structure de voisinage ”en entonnoir” v(a, b) avec a > 0 permettant d’avoir plus de marges de
manœuvre sur les derniers cycles est souhaitable. En prenant v(0, 5), la qualite´ des solutions e´tait perturbe´e
par les temps de calculs limites de 30s, suffisants pour les voisinages plus petits.
Instances Valeur Frontal Init v(0,1) v(1,2) v(0,3) v(1,3) v(0,5)
B6 76966M 0 3,22 0,54 0,13 0,26 0,13 0,13
B7 74233M 0,02 3,68 1,14 0,41 0,47 0,35 0,19
B8 73239M NS 52,54 38,34 19,70 31,12 16,05 26,73
B9 72812M NS 27,46 15,91 7,54 12,35 7,54 8,89
B10 69501M 0,02 0,21 0,1 0,05 0,06 0,02 0,05
Total B 366753M NS 17,40 11,18 5,55 8,83 4,80 7,18
X11 73018M 0 0,45 0,31 0,10 0,26 0,22 0,27
X12 70604M 0 0,25 0,13 0,10 0,09 0,07 0,06
X13 69230M 0,04 7,37 2,23 1,30 1,47 0,93 1,01
X14 68395M 0,02 6,02 1,64 0,48 0,61 0,45 0,54
X15 66028M 0,06 0,12 0,08 0,06 0,07 0,06 0,06
Total X 347277M 0,02 2,82 0,87 0,41 0,50 0,34 0,39
Total B et X 714030M NS 10,31 6,17 3,05 4,78 2,63 3,87
Table 7.3 – Re´sultats des voisinages a` rayon universel
Voisinages re´optimisant par cycles Le minimum local ”par cycle” est obtenu lorsque les voisinages
k-cycles pour 1 6 k 6 K ne donnent pas d’ame´liorations de la solution courante, tandis que le minimum
local ”par 2 cycles” conside`re tous les voisinages. Ces voisinages permettent d’e´changer les ordres entre des
arreˆts soumis aux contraintes d’espacement CT14-CT15, ce que les voisinages universels ne permettaient
pas de faire, avec des parame`tres petits. Cependant, la qualite´ des minima locaux obtenus reste toujours
loin des meilleures valeurs.
Instances Valeur Frontal 1h Init Par cycles Par 2 cycles
B6 76966M 0 3,22 0,31 0,13
B7 74233M 0,02 3,68 0,55 0,40
B8 73239M NS 52,54 35,79 27,63
B9 72812M NS 27,46 14,48 12,12
B10 69501M 0,02 0,21 0,08 0,03
Total B 366753M NS 17,40 10,21 8,04
X11 73018M 0 0,45 0,30 0,26
X12 70604M 0 0,25 0,15 0,10
X13 69230M 0,04 7,37 2,43 0,28
X14 68395M 0,02 6,02 1,40 0,60
X15 66028M 0,06 0,12 0,10 0,08
Total X 347277M 0,02 2,82 0,87 0,26
Total B et X 714030M NS 10,31 5,67 4,26
Table 7.4 – Re´sultats des voisinages re´optimisant par cycles
Voisinages reoptimisant par unite´s Contrairement aux situations pre´ce´dentes, re´optimiser tout le
planning d’une unite´ permet des re´optimisations radicales de plannings d’arreˆts qui ont une justification
applicative. Globalement, la planification des arreˆts est plus rentable l’e´te´, ou` le couˆt de substitution a` la
production nucle´aire est le moins e´leve´. De grands de´placements sont utiles dans la de´finition des voisinages
pour permettre de passer de part et d’autre de l’hiver. De tels voisinages permettent aussi d’ajouter ou
d’enlever des arreˆts en fin de planning.
En utilisant les voisinages re´optimisant tout le planning d’une unite´, on a des calculs tre`s rapides,
et la convergence donne des extremums locaux en conside´rant toutes ces re´optimisations tre`s proches
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des meilleurs valeurs. Conside´rer plusieurs unite´s dans la re´optimisation ame´liorait encore la qualite´ des
minimas locaux obtenus, en autorisant des interversions de l’ordre des arreˆts des unite´s re´optimise´es. L’ordre
des voisinages e´tait de´terministe, en conside´rant toujours les unite´s adjacentes. Afin de faire diminuer les
valeurs des minimas locaux, et de mieux ge´rer les possibilite´s de re´organisations sur un meˆme site (avec les
contraintes CT14 et CT15 qui vont avec), les regroupements se font suivant deux se´quences interverties.
Si n est le nombre d’unite´s re´optimise´es simultane´ment, on conside`re les se´quences d’unite´s d’index entre
mn+ 1 et mn+ n puis les regroupements suivants les se´quences mn+
⌊
n
2
⌋
+ 1 et mn+
⌊
n
2
⌋
+ n.
Instances Valeur Frontal 1h Init 1 unite´ 5 unite´s 8 unite´s
B6 76966M 0,00% 3,22% 0,26% 0,03% 0,04%
B7 74233M 0,02% 3,68% 0,34% 0,06% 0,02%
B8 73239M NS 52,54% 1,18% 0,36% 0,36%
B9 72812M NS 27,46% 1,31% 0,05% 0,05%
B10 69501M 0,02% 0,21% 0,05% 0,03% 0,03%
Total B 366753M NS 17,40% 0,63% 0,11% 0,10%
X11 73018M 0,00% 0,45% 0,16% 0,09% 0,09%
X12 70604M 0,00% 0,25% 0,08% 0,05% 0,05%
X13 69230M 0,04% 7,37% 0,51% 0,07% 0,07%
X14 68395M 0,02% 6,02% 0,28% 0,13% 0,13%
X15 66028M 0,06% 0,12% 0,09% 0,05% 0,05%
Total X 347277M 0,02% 2,82% 0,22% 0,08% 0,08%
Total B et X 714030M NS 10,31% 0,43% 0,09% 0,09%
Table 7.5 – Re´sultats des voisinages re´optimisant par unite´s
7.2.4 Re´sultats de l’approche VNS
Figure 7.1 – Convergence VNS
En combinant les diffe´rents types de voisinages, on obtient des graphiques de convergence analogue a` la
figure 7.1, sur l’instance difficile B8, avec des phases marque´es suivant les types de voisinages. Si l’utilisation
de certains voisinages semble eˆtre moins efficace en rapport ame´lioration/temps de calcul, ces voisinages
permettent ne´anmoins d’ame´liorer significativement les qualite´s des extremums locaux. Les temps de calcul
n’e´tant pas dimensionnant sur ces calculs, et assez courts qui plus est, c’est bien la recherche de minimas
locaux de la meilleure qualite´ possible qui doit guider la parame´trisation et le choix des voisinages.
Les tableaux 8.3 et 7.6 illustrent en terme de qualite´ de minimas locaux, l’inte´reˆt de croiser les diffe´rents
voisinages. Dans notre cas applicatif et avec les jeux de donne´es ROADEF, la combinaison de voisinages
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qui donnait les meilleurs extremums locaux e´taient les i− planning(8), tous les k− Pairs et v(1, 3). Avec
de tels voisinages, on retrouvait dans tous les cas (test effectue´ e´galement sur les instances tronque´es) une
valeur dans les 0, 01% de l’optimum quand il e´tait prouve´, ou de la meilleure solution courante trouve´e. En
fait, on obtenait tre`s souvent une ame´lioration de l’ancienne meilleure valeur connue, ce type d’approche
semblait mieux faire la diffe´rence entre les solutions dans les 0, 01% de tole´rance du solveur PLNE. En
fin de compte, avec cette VNS, l’approche la plus inte´ressante est d’avoir tre`s rapidement une premie`re
solution primale et de l’ame´liorer par VNS plutoˆt que de partir d’une solution primale de tre`s bonne qualite´
obtenue dans un temps de calcul conse´quent.
Instances Valeur Frontal 1h Init v(1,3) Pairs 8 sautsHiv VNS
B6 76966M 0,00% 3,22% 0,13% 0,13% 0,04% 0,00%
B7 74233M 0,02% 3,68% 0,35% 0,4% 0,02% 0,00%
B8 73239M NS 52,54% 16,05% 27,63% 0,36% 0,00%
B9 72812M NS 27,46% 7,54% 12,12% 0,05% 0,00%
B10 69501M 0,02% 0,21% 0,02% 0,03% 0,03% 0,00%
Total B 366753M NS 17,4% 4,8% 8,04% 0,1% 0,00%
X11 73018M 0,00% 0,45% 0,22% 0,26% 0,09% 0,00%
X12 70604M 0,00% 0,25% 0,07% 0,1% 0,05% 0,00%
X13 69230M 0,04% 7,37% 0,93% 0,28% 0,07% 0,00%
X14 68395M 0,02% 6,02% 0,45% 0,6% 0,13% 0,00%
X15 66028M 0,06% 0,12% 0,06% 0,08% 0,05% 0,00%
Total X 347277M 0,02% 2,82% 0,34% 0,26% 0,08% 0,00%
Total B et X 714030M NS 10,31% 2,63% 4,26% 0,09% 0,00%
Table 7.6 – Re´sultats VNS finaux
7.3 Synthe`se des re´sultats et perspectives
Les re´sultats des heuristiques primales constructives ont pu fournir des solutions pour toutes les in-
stances, ce qui e´tait le but premier de cette e´tude. L’approche par calcul PLNE simplifie´ a des re´sultats
proches de l’algorithme glouton ”unite´s par unite´s”, pour des temps de calculs courts on obtient des solu-
tions assez moyennes, les temps de calcul e´tant quasi instantane´s pour le glouton par unite´s. Le glouton
cycles par cycles fournit des solutions d’excellente qualite´, au prix de temps de calculs bien plus longs.
Partant de telles solutions initiales, l’approche VNS de´ja` introduite au chapitre 4 a e´galement donne´
d’excellents re´sultats. Un premier apport est d’avoir chiffre´ les impacts individuels de diffe´rents types de
voisinages, et justifie´ l’importance pressentie a` l’ope´rationnel de voisinages de ”sauts d’hiver”, ou retrouve´
que l’utilisation de voisinages avec un de´calage de 1 semaine au plus donnait des minimums locaux de
mauvaises qualite´. Sous le formalisme VNS, on a pu choisir un sous ensemble de voisinages donnant selon
l’approche VND des re´sultats qui e´galaient les meilleurs re´sultats connus, dans les 0, 01% de tole´rance de
Cplex, fournissant meˆme souvent des ame´liorations par rapports aux solutions obtenues par Cplex, meˆme a`
terminaison. En fin de compte, avec cette VNS, l’approche la plus inte´ressante est d’avoir tre`s rapidement
une premie`re solution primale et de l’ame´liorer par VNS plutoˆt que de partir d’une solution primale de
tre`s bonne qualite´ obtenue dans un temps de calcul conse´quent.
Ce travail et ces constats ouvrent des perspectives. Tout d’abord, les solutions obtenues n’ont pas e´te´
projete´es et calcule´es suivant l’espace et le crite`re d’optimisation du challenge ROADEF. Un tel travail
serait inte´ressant pour e´tudier l’impact des simplifications d’agre´gations des sce´narios stochastiques et des
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pas de temps de production a` la semaine. De plus, les temps de calculs e´tant tre`s faibles avec l’approche
VNS, conside´rer des sce´narios stochastiques, a` minimum 3 le sce´nario moyen et les extreˆmes de demande
cumule´e, et meˆme pour un nombre de sce´narios bien supe´rieur semble accessible avec la me´thode au vu de
la facilite´ de re´solution des sous-proble`mes restreints.
Chapitre 8
Planification robuste des arreˆts
nucle´aires
Re´sume´ : Ce chapitre introduit des ale´as sur les dure´es des arreˆts de maintenance. Un cadre de
mode´lisation robuste est privile´gie´ pour des raisons ope´rationnelles. Ce chapitre introduit la robustesse
dans la mode´lisation du challenge ROADEF tout en conservant les ale´as stochastiques du challenge, pour
de´velopper un algorithme de re´solution ge´ne´rique par de´composition de Benders. Des mode´lisations plus
souples de la robustesse ont e´galement e´te´ propose´es. Une approche parame´trique de la robustesse fournit
des fronts de Pareto arbitrant niveaux de robustesse et surcouˆts de solutions duˆs a` la couverture robuste
d’ale´as. Ce travail a fait l’objet de communications aux congre`s ISCO 2012 et EURO 2012.
Les ale´as conside´re´s pour le challenge ROADEF conside´raient les demandes, les couˆts et les capacite´s
de production des unite´s T1 non nucle´aires. Ces ale´as e´taient surtout impactants en termes de couˆts
de solution, plus qu’en termes de faisabilite´ du planning nucle´aire. Une mode´lisation de programmation
stochastique s’ave´rait alors bien adapte´e. Ce chapitre conside`re suivant le besoin ope´rationnel des ale´as
de prolongations d’arreˆt. De tels ale´as peuvent impacter la faisabilite´ du proble`me tel que de´fini par le
challenge ROADEF. On e´tudie ici l’inte´gration d’une gestion robuste de tels ale´as dans le mode`le.
8.1 Conside´rations de robustesse dans le mode`le
Dans cette section, nous introduisons une gestion robuste d’ale´as non conside´re´s dans le challenge
ROADEF, de la mode´lisation aux techniques de re´solutions associe´es.
8.1.1 Mode´lisation des ale´as
Prolongations des arreˆts Les arreˆts des re´acteurs nucle´aires pour maintenance et rechargement sont
des ope´rations industrielles complexes soumises a` des ale´as, des retards peuvent alors survenir. La grandeur
Dai,k, est ainsi soumise a` des ale´as. De tels ale´as peuvent perturber la faisabilite´ du planning, directement
via les contraintes d’ordonnancement des arreˆts, ou indirectement via la production et les contraintes
d’anticipations maximales. Le besoin ope´rationnel pre´conisait une gestion robuste de tels ale´as, sur un
ensemble d’incertitude a` de´finir. Une tel besoin ope´rationnel pre´sente des diffe´rences majeures avec l’e´tat
de l’art en optimisation robuste. D’une part, l’incertitude porte sur une quantite´ discre`te Dai,k, la` ou` l’e´tat
de l’art conside`re des ensembles d’incertitudes continus. De plus, dans le mode`le en PLNE, les dates d’arreˆt
interviennent de manie`re non line´aire, puisque les Dai,k se trouvent en indice de certaines contraintes.
Ensemble d’incertitude conside´re´ Du fait de la non line´arite´ de notre formulation PLNE, il nous a
e´te´ ne´cessaire pour garder une structure line´aire d’e´nume´rer un nombre discret de sce´narios de prolongation
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d’arreˆts. On notera Ω, l’ensemble d’incertitude, ensemble de sce´narios discrets.
Pour tout δ ∈ Ω, on associe la prolongation d’arreˆt du cycle (i, k), δi,k, la longueur de l’arreˆt (i, k)
pour le sce´nario de prolongation d’arreˆt (i, k) est a` pre´sent Dai,k,δ = Dai,k + δi,k. On notera Dai,k =
maxδ∈Ω Dai,k,δ la prolongation maximale de l’arreˆt (i, k). Les sce´narios de prolongation d’arreˆt conside´re´s
privile´gie´s correspondent aux sce´narios ou` un seul arreˆt peut prendre un retard extreˆme, tandis que les
autres arreˆts n’ont pas de prolongation (ou une prolongation moyenne incorpore´e dans Dai,k).
On peut conside´rer uniquement des prolongations non nulles pour les premiers arreˆts, en pensant que les
arreˆts plus lointains pourront eˆtre re´optimise´s, et donc que les exigences de robustesse sont plus fortes sur
les premiers arreˆts. Cela permet de de´finir des ensembles d’incertitudes parame´triques Ω(k0, w0), ensemble
ou` des incertitudes ne portent que sur les k0 premiers arreˆts, un sce´nario comportant une prolongation non
nulle sur un unique arreˆt, ou` la prolongation est de w0 semaines.
8.1.2 E´criture ge´ne´rique des proble`mes de´terministes
Pour toutes les formulations MIP conside´re´es, le proble`me s’e´crit sous la forme ge´ne´rique suivante :
min
x∈{0,1}n×Rm+ ,y>0
cx+ q y (8.1)
A x 6 a (8.2)
Tδ x+W y 6 h (8.3)
B y 6 b (8.4)
Le vecteur x comprend les jeux de variables di,k,w et ri,k, dates d’arreˆts et les niveaux de rechargements.
Le vecteur y correspond aux variables de second niveau, variables de productions et de stocks nucle´aires.
correspondant a` toutes les de´cisions relatives au plan de production une fois que les de´cisions de premier
niveau x ont e´te´ fixe´es, de´cisions de production et variables auxiliaires ne´cessaires (e´ventuellement pour
tout sce´nario stochastique s). Ce sont uniquement des variables continues.
Les contraintes couplantes entre les variables de premier niveau ou` les dure´es d’arreˆt et donc les pro-
longations δ n’interviennent pas sont e´crites avec l’ensemble de contraintes (8.2). Il s’agit des contraintes
(5.11). Les contraintes (8.4) regroupent les contraintes de bornes de production flexibles et les demandes,
et e´ventuellement les contraintes dues a` une mode´lisation du stretch. Les contraintes (8.3) comprennent
les autres contraintes, faisant intervenir les dure´es d’arreˆt et/ou couplant variables de premier et de second
niveau. Il s’agit des contraintes d’ordonnancement sauf CT16 et CT19, des contraintes (5.11) et aussi des
contraintes (5.13), (5.14), (5.15) comme elles font intervenir les variables ri,k couplantes.
8.1.3 Sche´ma robuste a` 2 e´tapes
La structure du proble`me se preˆtait bien a` une mode´lisation robuste a` deux e´tapes, les ale´as sont surtout
de´finis sur des ensembles d’incertitudes. Les variables sont de deux types : les variables x sont de´cide´es
sans connaˆıtre les ale´as, tandis que les ajustements de production (et les niveaux de stocks de´pendants) ne
sont mis en oeuvre et connus qu’apre`s connaissance des ale´as. Bien qu’e´tant dans un cadre mathe´matique
diffe´rent de l’e´tat de l’art, on adapte le formalisme robuste a` deux niveaux en conside´rant les proble`mes :
min
x,y>0
cx+Q(x) ou` Q(x) = maxδ∈Ω miny qy
s.c : Ax 6 a s.c : Tδ x+W y 6 h
x ∈ {0, 1}n × Rm+ B y 6 b
(8.5)
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Un tel paradigme adresse des questions de faisabilite´s et d’optimalite´. Le choix d’une solution x est
conditionne´ par la faisabilite´ pour toute occurrence δ ∈ Ω d’une solution de second niveau re´alisable y. Dans
le cas contraire, le proble`me de maximisation de l’adversaire fictif donnerait Q(x) = +∞ en choisissant le
sce´nario d’irre´alisabilite´. De plus, le choix de x est conditionne´ par la meilleure valeur de l’objectif apre`s
le recours, dans le pire des cas pouvant survenir suite a` la re´alisation de l’ale´a.
Line´arisation du proble`me min-max-min robuste Pour line´ariser le proble`me min-max-min, on
e´nume`re les valeurs possibles des variables y sur les diffe´rents sce´narios e´nume´re´s δ, ce qui donne des
variables yδ relie´s par les blocs matriciels Tδ x + W yδ 6 d et on introduit la variable continue C, qui
repre´sentera C = maxδ∈δ min q(δ)y. Le proble`me se line´arise alors en :
min
x∈{0,1}n×Rm+ ,yδ>0
cx+ Crob (8.6)
A x 6 a (8.7)
∀δ Tδ x+W yδ 6 h (8.8)
∀δ B yδ 6 b (8.9)
∀δ q yδ 6 Crob (8.10)
La contrainte (8.10) e´crit le couˆt robuste comme le pire couˆt sur les sce´narios conside´re´s. On conside`re
la variable Crob comme une variable de premier niveau. Dans le cas de l’approche de´terministe robustifie´e,
on a q = 0, et l’e´criture reste valide. La structure matricielle obtenue est alors assez analogue au cadre
de l’optimisation stochastique avec recours, avec comme variables couplantes x, C. On a alors des sous
blocs inde´pendants pour chaque δ. Le pre´requis d’une telle line´arisation est de disposer d’un ensemble
d’incertitude discret e´nume´rable, ce qui est notre cas particulier.
Coupes de Benders
Sur la structure matricielle ge´ne´rique pre´ce´demment de´finie, on peut adapter les coupes de Benders.
Lorsque les variables de premier niveau Crob et x sont fixe´es, il ne reste qu’une question de faisabilite´ :
Existe t’il pour tous les sce´narios δ un plan de production yδ, satisfaisant les contraintes du proble`me et
dont le couˆt se retrouve infe´rieur a` Crob. Cela fait autant de questions de faisabilite´s qu’il y a de sce´narios
et les sous proble`mes sont de´compose´s. La question de la faisabilite´ des ensembles de contraintes (8.3),
(8.4) et (8.10), peut se reformuler comme le proble`me d’optimisation :
η∗ = min
η,yδ>0
η (= −max−η)
W yδ 6 η11 + h− Tδ x (α)
B yδ 6 η11 + b (β)
q yδ 6 η + Crob (γ)
(8.11)
11 e´tant un vecteur colonne compose´ uniquement de 1. La re´alisabilite´ de (8.3), (8.4) et (8.10) se rame`ne
alors a` η∗ = 0. Le calcul d’optimisation correspondant au calcul de η∗ est bien re´alisable. On est alors dans
les hypothe`ses du the´ore`me de dualite´ forte. Le calcul de η∗ se rame`ne alors a` :
−η∗ = min
α,β,γ>0
α.(h− Tδx) + β.b+ γ.Crob (8.12)
α.W + β.b+ γ.q > 0 (yδ) (8.13)
−α.11− β.11− γ.11 > −1 (η) (8.14)
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On reconnaˆıt alors qu’il s’agit de la recherche de directiosn extreˆmes de la matrice forme´e par les
contraintes de (8.13), la contrainte (8.14) permettant la convexification. Cette matrice est non seulement
inde´pendante des de´cisions de premiers niveaux, mais e´galement inde´pendante de δ. Cela permet de re-
formuler le proble`me, pour tout x satisfaisant les contraintes (8.2), pour toute direction extreˆme (α, β, γ)
de´finie par (8.13), on a :
α.(h− Tδx) + β.b+ γ.Crob > 0 (8.15)
Cela permet d’e´crire ainsi le proble`me uniquement avec les variables x et Crob, avec les contraintes (8.17)
et toutes les coupes pre´ce´dentes. Cette formulation comporte ainsi un nombre exponentiel de contraintes :
min
x∈{0,1}n×Rm+ ,Crob>0
cx+ Crob (8.16)
A x 6 a (8.17)
∀(α, β, γ) α.(h− Tδx) + β.b+ γ.Crob > 0 (8.18)
De plus, cette section a fourni un algorithme de se´paration pour ge´ne´rer une coupe pour toute solution
partielle x. Dans un tel cadre robuste, la de´composition de Benders permet de ge´ne´rer une coupe pour
chaque sce´nario. A une ite´ration de ge´ne´ration de coupes, on peut explorer un nombre restreint de sce´narios
δ tant que cela ge´ne`re des coupes. Ce n’est que pour prouver la convergence que le calcul de tous les sous-
proble`mes sur les diffe´rentes valeurs de δ est ne´cessaire.
8.1.4 Formulation mixte robuste et stochastique
On peut ge´ne´raliser la formulation pre´ce´dente en conside´rant des sce´narios stochastiques s doivent eˆtre
optimise´s suivant l’espe´rance sur le second niveau, tandis que certains ale´as δ doivent eˆtre traite´s de manie`re
robuste, suivant un crite`re de pire cas. L’ensemble des sce´narios est ici en fait δ×S, on croise ces diffe´rents
sce´narios inde´pendants. Le pire cas, est alors calcule´ sur l’espe´rance des sce´narios S :
min
x,C,ysδ>0
(
cx+ C
)
s.t : Ax 6 a (8.19.1)
∀δ ∈ Ω, ∑s pisqsysδ 6 C (8.19.2)
∀(s, δ) ∈ S × Ω, Tδx+Wysδ 6 h (8.19.3)
∀(s, δ) ∈ S × Ω, B ysδ 6 bs (8.19.4)
x ∈ Nm × Rn+, C
(8.19)
Cette e´criture ge´ne´ralise le cas uniquement robuste, en ne conside´rant qu’un seul sce´nario stochastique s,
et pour un seul sce´nario δ, il s’agit bien d’une reformulation. Les grandeurs stochastiques e´tant uniquement
les couˆts de production des unite´s non nucle´aires, et leurs bornes de production, seul les vecteurs bs et qs
de´pendent des sce´narios stochastiques.
Reformulation de Benders En adaptant la de´composition de Benders comme pre´ce´demment, avec les
C et x comme variables de premier niveau, les coupes de Benders s’obtiennent en re´pondant la question
de faisabilite´ suivante : Pour ces variables x, existe-t’il pour tout scenario δ des variables de second niveau
ysδ , satisfaisant les contraintes (8.19.3) et (8.19.4) avec un couˆt stochastique infe´rieur a` C ? Cela se rame`ne
au proble`me d’optimisation suivant pour tout δ ∈ Ω :
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η∗ = min
η,ys>0
η (= −maxη,ys −η)
∀s ∈ S, W ys 6 η11 + h− Tδ x (αs)
∀s ∈ S, B ys 6 η11 + bs (βs)∑
s pisqsy
s
δ 6 η + C (γ)
(8.20)
La question de faisabilite´ se ramenant a` η∗ = 0. Par dualite´ forte :
−η∗ = min
αs,βs>0,γ>0
∑
s
αs.(h− Tδx) +
∑
s
βs.bs + γ.C∑
s αs.W +
∑
s βs.B +
∑
s pisγ.qs > 0 (ys) (8.21.1)
−∑s αs.11−∑s βs.11− γ.11 > −1 (η) (8.21.2)
(8.21)
On note Dδ l’ensemble des directions extreˆmes du coˆne de´fini par les contraintes (8.21.1). La car-
acte´risation des points re´alisables x,C pour le sce´nario δ, pour tout (αs, βs, γ) ∈ Dδ, nous avons :
ϕδ(α
s, βs, γ) =
∑
s
αs.(h− Tδx) +
∑
s
βs.bs + γ.C > 0 (8.22)
Cela donne la reformulation de Benders suivante :
min
x∈Nm×Rn+,C>0
cx+ C
A x 6 a
∀(αs, βs, γ) ∈ Dδ, ϕδ(αs, βs, γ) > 0
(8.23)
Avec cette reformulation, on de´compose selon les sce´narios de prolongations d’arreˆt δ, mais pas selon
les sce´narios stochastiques s. La se´paration traite un proble`me non de´compose´ selon s, une telle taille de
proble`me ne doit pas eˆtre re´dhibitoire.
Variante multicoupe De manie`re a` e´laborer une de´composition selon les sce´narios stochastiques, on
proce`de de similairement a` la section 1.2.3. La reformulation est alors la suivante, en scindant dans l’objectif
C les contributions de chaque sce´nario :
min
x,C,ysδ>0
(
cx+
∑
s
Cs
)
s.t : Ax 6 a (8.19.1)
∀(s, δ) ∈ S × Ω pisqsysδ 6 Cs (8.24.2)
∀(s, δ) ∈ S × Ω, Tδx+Wysδ 6 h (8.24.3)
∀(s, δ) ∈ S × Ω, B ysδ 6 bs (8.24.4)
x ∈ Nm × Rn+
(8.24)
La structure en ayant fixe´e le premier niveau x est alors bloc diagonale avec des blocs inde´pendants
selon les sce´narios stochastiques et robustes. De manie`re analogue, les coupes de Benders pour une solution
de premier niveau fixe´e (x,Cs), et un couple de sce´narios (s, δ) ne´cessitent de calculer les sous-proble`mes :
η∗ = min
η,y>0
η (= −maxη,y −η)
W y 6 η11 + h− Tδ x (α)
B y 6 η11 + bs (β)
pisqsy 6 η + Cs (γ)
(8.25)
Si η∗ = 0 pour tout (s, δ), la solution partielle (x,Cs) est prouve´e optimale. Dans le cas contraire, les
coupes suivantes sont ajoute´es :
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α.(h− Tδx) + β.bs + γ.Cs > 0 (8.26)
8.2 De´composition de Benders de´ploye´e sur le mode`le robuste
Il s’agit a` pre´sent d’expliciter les coupes de Benders obtenues sur le mode`le robuste. Nous conside´rons
ici et dans la suite de ce chapitre le proble`me obtenu apre`s agre´gation des pas de temps a` la semaine.
8.2.1 Contraintes d’ordonnancement en environnement robuste
On explicite tout d’abord les contraintes d’ordonnancement en environnement robuste. Pour les con-
traintes d’espacement CT16, la dure´e d’arreˆt et donc les prolongations n’interviennent pas. Ces contraintes
sont ainsi place´es naturellement dans le proble`me maˆıtre. Dans le cas des contraintes des ressources CT19, il
faudrait en toute rigueur savoir comment les prolongations d’arreˆt impactent le temps d’utilisation Tu19i,k
ou le de´but d’utilisation L19i,k. Pour ne pas compliquer inutilement le mode`le, on supposera que les pro-
longations d’arreˆt n’ont pas d’incidence, les retards e´tant pris apre`s l’utilisation de la ressource. Ces deux
types de contraintes s’e´crivent donc toujours :
∀w,
∑
(i,k)∈A16
(di,k,w − di,k,w−Se16) 6 1
∀w,
∑
(i,k)∈A19
(di,k,w−L19i,k − di,k,w−L19i,k−Tu19i,k) 6 Q19
Pour les autres contraintes d’ordonnancement, la dure´e d’arreˆt intervient. Cela ne´cessite d’e´crire de
telles contraintes pour tous les sce´narios de prolongations d’arreˆt pouvant survenir. On a ainsi les jeux de
contraintes suivants pour les contraintes CT17, CT18, CT20 et CT21 :
∀w, δ,
∑
(i,k)∈A17
(di,k,w−Dai,k,δ − di,k,w−Dai,k,δ−Se17) 6 1
∀w, δ,
∑
(i,k)∈A18
(di,k,w − di,k,w−Se18) + (di,k,w−Dai,k,δ − di,k,w−Dai,k,δ−Se18) 6 1
∀w, δ,
∑
(i,k)∈A20w
(di,k,w − di,k,w−Dai,k,δ) 6 N20w
∀w, δ,
∑
i,k
Pmaxwi (di,k,w − di,k,w−Dai,k,δ) 6 Imax
La de´pendance en δ inciterait a` e´crire toutes ces contraintes dans le proble`me esclave. Le fait que
ces contraintes soient tre`s redondantes du fait de sce´narios de prolongations d’arreˆt tre`s proches incite a`
conside´rer dans le proble`me maˆıtre un de ces jeux de contraintes pour un sce´nario δ fixe´. On pourra prendre
le sce´nario nominal sans prolongation d’arreˆt.
Le cas des contraintes d’espacement CT14 et CT15 est spe´cifique. A premie`re vue, ces contraintes
ne´cessitent comme pre´ce´demment de les dupliquer sur tous les sce´narios de prolongations, en fait, on
pourra se ramener a` un cas de´terministe pour ces contraintes. Comme il a e´te´ de´veloppe´ dans le chapitre
5, CT14 s’e´crit en notant Wi,k la semaine ou` de´bute l’arreˆt (i, k) avec des contraintes disjonctives du type :
∀δ, (i, k), (i′, k′), Wi,k 6Wi′,k′ + Dai′,k′,δ + Se14 ou Wi′,k′ 6Wi,k + Dai,k,δ + Se14
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Ces ine´galite´s e´tant vraies pour tout les sce´nario δ, en particulier, en conside´rant les sce´narios donnant
la prolongation maximale de l’arreˆt (i, k) et de l’arreˆt (i′, k′) :
∀(i, k), (i′, k′), Wi,k 6Wi′,k′ + Dai′,k′ + Se14 ou Wi′,k′ 6Wi,k + Dai,k + Se14
De tels jeux d’ine´galite´s dominent toutes les re´alisations possibles. On est alors ramene´ au cas de´terministe
en conside´rant toujours les prolongations maximales, et on a l’e´criture suivante pour les contraintes CT14 :
∀w,
∑
(i,k)∈A14
(di,k,w − di,k,w−(Dai,k+Se14)+) 6 1 (8.27)
Pour les contraintes CT15, les contraintes sont identiques, restreintes aux feneˆtres de temps :
∀w ∈ [d15, f15],
∑
(i,k)∈A15
(di,k,w − di,k,w−(Dai,k+Se15)+) 6 1 (8.28)
Un tel re´sultat pre´sente des analogies avec l’approche robuste de Soysters, dans ce cas, les contraintes
robustes se rame`nent au cas de´terministe en conside´rant tous les pires cas individuels.
8.2.2 Re´e´criture du mode`le
Pour appliquer directement les coupes de Benders de la section 8.1.3, une re´e´criture des contraintes
du proble`me en ine´galite´s s’ave`re ne´cessaire. Lors du chapitre 5, les contraintes d’e´galite´ impliquant les
contraintes de stocks ont de´ja` e´te´ transforme´es en ine´galite´s, en supprimant les variables de stocks re´siduels
de fin et de de´but de cycle, les de´finissant comme des combinaisons line´aires des variables de rechargement
ri,k et des puissances. On gardera les notations x
init
i,k,δ et x
fin
i,k,δ, en gardant a` l’esprit qu’il s’agit d’expressions
line´aires. Il reste alors les contraintes de demandes pour tout w, δ, ∀
∑
i,k
pi,k,δ,w +
∑
j
pj,δ,w = Dem
w.
Pour avoir des contraintes d’ine´galite´, on supprime les variables associe´es a` la premie`re unite´ thermique
p0,δ,w = Dem
w−∑i,k pi,k,δ,w−∑j>0 pj,δ,w que nous conside´rerons alors comme une expression line´aire. De
meˆme que pour les stocks re´siduels, on conservera la notation p0,δ,w en gardant a` l’esprit qu’il s’agit d’une
expression line´aire. La positivite´ de p0,δ,w est e´crite ou domine´e par la contrainte de puissance minimale.
Le proble`me robuste a` 2 e´tapes a alors l’e´criture suivante :
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min
d∈{0;1}M ,r,p,s>0
∑
i,k
Crldi,k ri,k +
∑
i,k,w
Cpeni,k,w(di,k,w − di,k,w−1) + Crob
∀i, k, w, di,k,w−1 − di,k,w 6 0
∀i, k, w < Toi,k, di,k,w 6 0
∀i, k, w > Toi,k, −di,k,w 6 −1
∀i, k, Rmini,k di,k,W − ri,k 6 0
∀i, k, ri,k −Rmaxi,k di,k,W 6 0
∀i, k, w, di,k+1,w − di,k,w−Lmini,k 6 0
∀i, k, w, di,k,w−Lmaxi,k − di,k+1,w 6 0
∀w, ∑(i,k)∈A14(di,k,w − di,k,w−(Dai,k+Se14)+) 6 1
∀w ∈ [d15, f15],
∑
(i,k)∈A15(di,k,w − di,k,w−(Dai,k+Se15)+) 6 1
∀w, ∑(i,k)∈A16(di,k,w − di,k,w−Se16) 6 1
∀w, ∑(i,k)∈A19(di,k,w−L19i,k − di,k,w−L19i,k−Tu19i,k) 6 Q19
∀w, δ, ∑i,k Pmaxwi (di,k,w − di,k,w−Dai,k,δ) 6 Imax
∀w, δ, ∑(i,k)∈A20w (di,k,w − di,k,w−Dai,k,δ) 6 N20w
∀w, δ, ∑(i,k)∈A18(di,k,w − di,k,w−Se18) + (di,k,w−Dai,k,δ − di,k,w−Dai,k,δ−Se18) 6 1
∀w, δ, ∑(i,k)∈A17(di,k,w−Dai,k,δ − di,k,w−Dai,k,δ−Se17) 6 1
∀δ, ∑j,w Cprdj,wDw pj,δ,w −∑i Cvali sfini,δ 6 Crob
∀i, w, δ, pi,k,δ,w −Pmaxwi (di,k,w−Dai,k,δ − di,k+1,w) 6 0
∀i, k, δ, −xfini,k,δ 6 0
∀i, k, δ, xiniti,k,δ 6 Smaxi,k
∀i, k, δ, xfini,k,δ + (Smaxi,k −Amaxi,k+1) di,k+1,W 6 Amaxi,k
∀i, k, δ, sfini,δ 6 xfini,k,δ + Mi (1 + di,k+1,W − di,k,W )
∀j > 0, w, δ, −pj,δ,w 6 −Pminj,w
∀j > 0, w, δ, pj,δ,w 6 Pmaxj,w
∀w, δ, ∑i,k pi,k,δ,w +∑j>0 pj,δ,w 6 Demw
∀w, δ, −∑i,k pi,k,δ,w −∑j>0 pj,δ,w 6 Pmax0,w −Demw
8.2.3 Proble`me maˆıtre
Le proble`me maˆıtre de la de´composition de Benders comprend les contraintes portant sur les variables
r, d, ou` les prolongations d’arreˆt δ n’interviennent pas. Avec la notation Aordod > aordo pour les contraintes
de´terministes d’ordonnancement a` prolongations nulles, le proble`me maˆıtre sans coupes de Benders s’e´crit :
8.2. DE´COMPOSITION DE BENDERS DE´PLOYE´E SUR LE MODE`LE ROBUSTE 139
min
d∈{0;1}M ,r,Crob>0
∑
i,k C
rld
i,k ri,k +
∑
i,k,w C
pen
i,k,w(di,k,w − di,k,w−1) + Crob
Aordod > aordo
∀i, k, Rmini,k di,k,W 6 ri,k 6 Rmaxi,k di,k,W
∀w, ∑(i,k)∈A14(di,k,w − di,k,w−(Dai,k+Se14)+) 6 1
∀w ∈ [d15, f15],
∑
(i,k)∈A15(di,k,w − di,k,w−(Dai,k+Se15)+) 6 1
8.2.4 Coupe de Benders sans stretch
Suivant les calculs de la section 8.1, pour une solution partielle d, r, Crob du proble`me maˆıtre et un
sce´nario de prolongation δ, le proble`me de ge´ne´ration de coupes se rame`ne a` la re´solution du PL :
min
η,p>0
η
∀i, k, w, pi,k,w −Pmaxwi (di,k,w−Dai,k,δ − di,k+1,w) 6 Pmaxwi η (α1)
∀i, k, sfini,δ 6 xfini,k,δ + Smaxi,k (1 + di,k+1,W − di,k,W ) + Smaxi,kη (α2)
∀i, k, xfini,k − (Smaxi,k −Amaxi,k+1) di,k+1,W 6 Smaxi,k + Smaxi,kη (α3)
∀i, k, −xfini,k,δ 6 Smaxi,kη (α4)
∀i, k, xiniti,k 6 Smaxi,k + Smaxi,kη (α5)
∀w, ∑(i,k)∈A17(di,k,w−Dai,k,δ − di,k,w−Dai,k,δ−Se17) 6 1 + η (α17)
∀w, ∑(i,k)∈A18(di,k,w − di,k,w−Se18) + (di,k,w−Dai,k,δ − di,k,w−Dai,k,δ−Se18) 6 1 + η (α18)
∀w, ∑(i,k)∈A20w (di,k,w − di,k,w−Dai,k,δ) 6 N20w(1 + η) (α20)
∀w, ∑i,k Pmaxwi (di,k,w − di,k,w−Dai,k,δ) 6 Imax(1 + η) (α21)
∀j > 0, w, −pj,w 6 −Pminj,w + Pmaxj,wη (β1)
∀j > 0, w, pj,w 6 Pmaxj,w + Pmaxj,wη (β2)
∀w, ∑i,k pi,k,w +∑j>0 pj,w 6 Demw + Pmax0,wη (β3)
∀w, −∑i,k pi,k,δ,w −∑j>0 pj,δ,w 6 Pmax0,w(1 + η)−Demw (β4)
∑
j,w C
prd
j,wD
w pj,w −
∑
i C
val
i s
fin
i 6 Crob + κη (γ)
On notera que pour cette e´criture, on a ponde´re´ les η par des valeurs positives connues de l’ordre des
valeurs des membres de la contrainte, sauf pour la contrainte de couˆt, ou` κ est a` de´finir empiriquement
(par exemple, la valeur d’une bonne solution du proble`me de´terministe calcule´e avec les heuristiques du
chapitre 6). De tels choix permettent de ne pas survaloriser l’importance de certains jeux de contraintes
dans la ge´ne´ration de coupe de Benders. Le crite`re d’arreˆt est d’avoir pour tout δ, une valeur nulle au PL
pre´ce´dent. Dans le cas contraire, les variables duales optimales ge´ne´re´es par le calcul de PL fournissent les
coupes de Benders suivantes ou` on rappelle la notation am,n =
n∏
l=m
Qi,l − 1
Qi,l
. :
∑
i,k,w
α
(1)
i,k,wPmax
w
i (di,k,w−Dai,k,δ − di,k+1,w)
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+
∑
i,k
α
(2)
i,k
(
Smaxi,k (1 + di,k+1,W − di,k,W ) + q0,k−1Xii +
k−1∑
l=0
ql+1,k−1(ri,l+1 −Boi,l)
)
+
∑
i,k
α
(3)
i,k
(
Smaxi,k − (Smaxi,k −Amaxi,k+1) di,k+1,W − q0,k−1Xii −
k−1∑
l=0
ql+1,k−1(ri,l+1 −Boi,l)
)
+
∑
i,k
α
(4)
i,k
(
q0,k−1Xii +
k−1∑
l=0
ql+1,k−1(ri,l+1 −Boi,l)
)
+
∑
i,k
α
(5)
i,k
(
Smaxi,k − q0,k−1Xii −
k−1∑
l=0
ql+1,k−1(ri,l+1 −Boi,l)
)
+
∑
w
α(17)w
1− ∑
(i,k)∈A17
(di,k,w−Dai,k,δ − di,k,w−Dai,k,δ−Se17)

+
∑
w
α(18)w
1− ∑
(i,k)∈A18
(di,k,w − di,k,w−Se18) + (di,k,w−Dai,k,δ − di,k,w−Dai,k,δ−Se18)

+
∑
w
α(20)w
N20w − ∑
(i,k)∈A20w
(di,k,w − di,k,w−Dai,k,δ)
+∑
w
α(21)w
Imax−∑
(i,k)
Pmaxwi (di,k,w − di,k,w−Dai,k,δ)

−
∑
w
β(1)w Pminj,w +
∑
w
β(2)w Pmaxj,w +
∑
w
β(3)w Dem
w +
∑
w
β(4)w (Pmax0,w −Demw) + γCrob > 0
8.3 Formulations ”robustifie´es”
Face a` la complexite´ de la formulation de la section 8.2, d’autres formulations robustes ont e´te´ envisage´es.
Ces formulation robustes peuvent fournir un comparatif sur les solutions obtenues, ou des solutions partielles
et des coupes qui peuvent aider l’approche pre´ce´dente.
8.3.1 Formulations de faisabilite´ d’ordonnancement robustes
La question originelle e´tait d’incorporer d’avoir un ordonnancement robuste, que le planning des dates
d’arreˆt re´siste au prolongations d’arreˆt vis a` vis des contraintes d’ordonnancement. Une telle formulation
robustifie´e permet de n’avoir des variables de puissances que sur un sce´nario, ce que les re´sultats du chapitre
7 pre´conisent, le nombre de variables continues e´tant un facteur limitant :
min
∑
i,k
Crldi,k ri,k +
∑
i,k,w
Cpeni,k,w(di,k,w − di,k,w−1) +
∑
j,w
Cprdj,t D
w pj,w −
∑
i
Cvali x
fin
i
Mordod > bordo
∀i, k, Rmini,k di,k,W 6 ri,k 6 Rmaxi,k di,k,W
∀w, c ∈ CT14 ∑(i,k)∈A14c(di,k,w − di,k,w−(Dai,k+Se14)+) 6 1
∀c ∈ CT15, w ∈ [dc15, f c15],
∑
(i,k)∈A15c(di,k,w − di,k,w−(Dai,k+Se15)+) 6 1
∀i, k, xfini 6 xfini,k +Mi(di,k,W − di,k+1,W )
∀j, w, Pminsj,w 6 pj,w 6 Pmaxsj,w
∀i, w, 0 6 pi,k,δ,w 6 Pmaxwi (di,k,w−Dai,k,δ − di,k+1,w)
∀w, δ, ∑i,k pi,k,δ,w +∑j pj,δ,w = Demw
∀i, k, δ, 0 6 xiniti,k,δ 6 Smaxi,k
∀i, k, δ, xfini,k,δ 6 Amaxi,k+1 + (Smaxi,k −Amaxi,k+1) (1− di,k+1,W )
∀w, δ, ∑i,k Pmaxwi (di,k,w − di,k,w−Dai,k,δ) 6 Imax
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Pour la re´solution d’une telle formulation, une approche frontale est envisageable pour un faible nom-
bre de sce´narios de prolongations d’arreˆt. Une ge´ne´ration dynamique des contraintes d’ordonnancement
robustes viole´es est aussi envisageable, d’autant que ces contraintes peuvent avoir de tre`s fortes redondances
dans le cas ou` le sce´nario de prolongations d’arreˆt sont tre`s proches (ce qui est le cas avec notre de´finition
d’ensemble d’incertitude). La de´composition de Benders fournit une se´paration, et les coupes de Benders
ge´ne´re´es sont valides pour la formulation de la section 8.2.
Au vu des faibles nombres de contraintes CT17,CT18,CT20 et CT21 et de leur importance moindre
ope´rationnellement par rapport aux contraintes CT14 et CT15, conside´rer de la robustesse sur les con-
traintes CT14 et CT15 permet d’obtenir une formulation de taille similaire au proble`me de´terministe. Les
techniques de re´solution frontale exactes et heuristiques du chapitre 6 s’y appliquent e´galement, permettant
de fournir une approche calculable pour les tailles d’instances re´elles.
8.3.2 Anticipations maximales robustes
Dans la section pre´ce´dente, l’accent avait e´te´ mis sur l’ordonnancement robuste, et sur la faisabilite´ des
contraintes de CT14 a` CT21 aux prolongations d’arreˆt, en ne´gligeant les impacts des niveaux de production
sur la faisabilite´ globale du planning. Une infaisabilite´ que les variables et contraintes de premier niveau
ne peuvent pas voir est lie´e aux contraintes d’anticipation maximales : si le planning entre deux arreˆts
conse´cutifs (i, k) et (i, k + 1) est trop serre´, la consommation de combustible nucle´aire sera insuffisante,
meˆme a` puissance maximale pour atteindre un niveau de fuel avant le rechargement infe´rieur au niveau
Amaxi,k+1. On peut e´crire de telles contraintes uniquement avec les variables d et r, le cas le plus critique
e´tant a` puissance maximale. On va e´crire ici des contraintes pour exprimer qu’a` puissance maximale,
les variables d et r doivent garantir le respect de l’anticipation maximale. Mathe´matiquement, cela se
prouve par minorations successives. La contrainte d’anticipation maximale porte sur les stocks en fin
de cycles, conditionnellement au de´but de l’arreˆt suivant sur l’horizon de temps : xfini,k,δ + (Smaxi,k −
Amaxi,k+1) di,k+1,W 6 Smaxi,k. On rappelle l’expression de xfini,k,δ en fonction des variables de puissances
et de rechargement :
xfini,k,δ = q0,k−1Xii +
k−1∑
l=0
ql+1,k−1 (ri,l+1 − ql+1,l+1pi,l,δ,w −Boi,l)−
∑
w
Dw pi,k,δ,w
Or pi,l,δ,w 6 Pmaxwi (di,l,w−Dai,l,δ −di,l+1,w). Comme qm,n > 0, on a la minoration suivante, ou` l’e´galite´
est obtenue pour une production toujours e´gale a` la puissance maximale, qui nous inte´resse particulie`rement
pour avoir les domaines critiques pour la contrainte d’anticipation maximale :
xfini,k,δ > q0,k−1Xii −
∑
w
Dw Pmaxwi (di,k,w−Dai,k,δ − di,k+1,w)
+
k−1∑
l=0
ql+1,k−1
(
ri,l+1 −Boi,l − ql+1,l+1Pmaxwi (di,l,w−Dai,l,δ − di,l+1,w)
) (8.29)
En combinant (5.15) et (8.29), on obtient la minoration suivante pour tout (i, k, δ), qui fournit des
coupes sur les variables d et r permettant de remonter des infaisabilite´s vue des contraintes d’anticipation
maximale :
Smaxi,k > (Smaxi,k −Amaxi,k+1) di,k+1,W −
∑
w
Dw Pmaxwi (di,k,w−Dai,k,δ − di,k+1,w)
+q0,k−1Xii +
k−1∑
l=0
ql+1,k−1
(
ri,l+1 −Boi,l − ql+1,l+1Pmaxwi (di,l,w−Dai,l,δ − di,l+1,w)
)
(8.30)
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On remarque que ces coupes ne doivent eˆtre e´crites pour (i, k) donne´s que sur les sce´narios ou` une
prolongation non nulle est conside´re´e pour un arreˆt de la centrale i sur un cycle ante´rieur a` k, ce qui limite
la combinatoire des contraintes a` ajouter. Dans le cas ou` on conside`re que des sce´narios ou` un unique arreˆt
a une prolongation non nulle (comme introduit section 8.1.1), le nombre de telles contraintes est de l’ordre
de |IK2|, ne´gligeable devant les jeux de contraintes ne´cessitant d’e´crire plus de contraintes.
Ces contraintes peuvent introduire de la robustesse induite de contraintes de production, dans les
formulations de la section 8.3.2 sans trop perturber la combinatoire et les capacite´s de re´solution. Ces
coupes sont de plus utiles a` incorporer dans le proble`me maˆıtre de la de´composition de Benders de la
section 8.2 ou 8.3.1, pour re´duire le nombre de coupes d’infaisabilite´s ge´ne´re´es.
8.3.3 Parame´trisation de la robustesse des contraintes CT14 et CT15
Sur les formulations pre´ce´dentes, l’ensemble des solutions re´alisables se devaient d’eˆtre robustes a` toutes
les prolongations d’arreˆt. Une telle approche peut ainsi fournir des solutions optimales tre`s conservatives,
au couˆt prohibitif (ou dans le cas le plus de´favorable, il se pourrait que le proble`me soit infaisable),
de manie`re similaire a` l’approche robuste de Soyster. Similairement a` la mode´lisation robuste de Ben-
Tal et Nemirowski, on cherche a` parame´trer le niveau de robustesse. On conside`re de la robustesse que
sur les contraintes CT14 et CT15, ce qui fournit un mode`le de taille similaire au mode`le de´terministe.
Les contraintes robustes sont e´crites en ajoutant des variables continues positives pour toute contrainte
c ∈ CT14 z(14)c,w (et respectivement z(15)c,w pour c ∈ CT15), permettant de violer la contrainte e´crite avec les
prolongations d’arreˆt, au prix d’une pe´nalisation dans la fonction objectif de Cpenrob. On aboutit alors a`
la formulation suivante :
min
∑
w
Cpenrob(z(14)c,w + z
(15)
c,w ) + f
det
obj (8.31)
Mordod > bordo (8.32)
∀i, k, Rmini,k di,k,W 6 ri,k 6 Rmaxi,k di,k,W (8.33)
∀j, t, Pminj,t 6 pj,t 6 Pmaxj,t (8.34)
∀i, t, 0 6 pi,k,t 6 Pmaxti(di,k,wt−Dai,k − di,k+1,wt) (8.35)
∀t, ∑i,k pi,k,t +∑j pj,t = Demt (8.36)
∀i, k, xfini 6 xfini,k +Mi(di,k,W − di,k+1,W ) (8.37)
∀w, c ∈ CT14 ∑(i,k)∈A14c(di,k,w − di,k,w−(Dai,k+Se14)+) 6 1 + z(14)c,w (8.38)
∀c ∈ CT15, w ∈ [dc15, f c15],
∑
(i,k)∈A15c(di,k,w − di,k,w−(Dai,k+Se15)+) 6 1 + z
(15)
c,w (8.39)
z
(15)
c,w , z
(14)
c,w > 0 (8.40)
ou` fdetobj =
∑
i,k
Crldi,k ri,k +
∑
i,k,w
Cpeni,k,w(di,k,w − di,k,w−1) +
∑
j,t
Cprdj,t D
t pj,t −
∑
i
Cvali x
fin
i est la fonction
objectif du mode`le de´terministe.
Un tel mode`le peut fournir deux types d’approches d’imple´mentation. En faisant varier le coefficient
Cpenrob, on oriente la robustesse des solutions, la robustesse des solutions optimales et d’autant plus forte
(ie le nombre de violations robustes est d’autant plus faible) que le coefficient Cpenrob est e´leve´. Cela
permet de tracer des courbes de Pareto arbitrant les surcouˆts de solutions au niveau de robustesse, et de
permettre a` un ope´rateur la solution de bon compromis.
Une seconde application permet de mettre en oeuvre l’approche ”light robustness”. Une premie`re e´tape
est de calculer la valeur Cdet du proble`me de´terministe (une excellente solution fournie de manie`re heuris-
tique suffit pour les grandes instances, l’approche VNS du chapitre 6 est alors utilise´e pour ce faire).
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En se donnant un surcouˆt maximum α (par exemple 0, 1%) autorise´ par rapport au couˆt de la solution
de´terministe pre´ce´demment calcule´e, on recherche alors la solution la plus robuste avec un surcouˆt infe´rieur
a` α. Dans le mode`le pre´ce´dent, on prend un parame`tre Cpenrob tre`s e´leve´, et on ajoute la contrainte
fdetobj 6 (1 + α)Cdet.
8.4 Re´sultats, conclusions et perspectives
nbVar nbContr temps gap opt Non satisfaites
A1 3 120 2787 825 0,08 0,04% 0
A2 3 120 5107 1307 0,25 0,10% 4
A3 3 120 4930 1208 0,41 0,13% 4
A4 3 120 7920 1878 0,41 0,16% 9
A5 3 120 9240 4497 86,9 0,21% 0
B6 3 120 9698 2708 7,5 0,70% 5
B7 3 120 11292 4902 133 0,19% 0
B8 3 120 13570 9198 891 0,48% 8
B9 3 120 14688 11000 3600 0,60% 3
B10 3 120 10474 3685 8,8 0,74% 3
X11 3 120 9932 2912 43,2 0,29% 6
X12 3 120 10909 4092 63 0,41% 0
X13 3 120 10432 3995 13,9 0,26% 1
X14 3 120 10775 4384 43,9 0,21% 2
X15 3 120 10709 3967 12,2 0,28% 2
A1 6014 2152 1,8 0,04% 0
A2 11520 4313 2,8 0,13% 6
A3 10973 3885 2,6 0,14% 4
A4 18844 7553 74,1 0,13% 9
A5 20543 11622 3600 0,19% 1
Table 8.1 – Caracte´ristiques de la convergence du mode`le robuste 8.3.3 en minimisant les violations
robustes
Les premiers re´sultats sur la formulation robuste de la section 8.3.1 donnaient beaucoup d’infaisabilite´s,
meˆme en conside´rant l’ensemble d’incertitude minimaliste de |I| sce´narios de prolongations, ou` juste le
premier arreˆt d’une tranche nucle´aire a une prolongation d’une semaine, comme le montre le tableau 8.1.
Les contraintes d’ordonnancement sont ainsi trop dimensionnantes pour conside´rer un mode`le robuste a`
100%. Ce constat a ainsi incite´ l’e´laboration de la mode´lisation de la section 8.3.3.
Un tel constat rendait la mode´lisation de la section 8.2 e´galement voue´es a` de trop nombreuses infais-
abilite´s. Relaxer la robustesse des contraintes d’ordonnancement ne re´pond pas au besoin ope´rationnel, les
conside´rations de robustesse e´taient surtout introduites pour des raisons de faisabilite´, les surcouˆts robustes
e´tant une question secondaire sans les contraintes d’ordonnancement, les surcouˆts e´tant meˆme a priori tre`s
faibles. Ces raisons ont conduit a` ne pas poursuivre l’imple´mentation de la de´composition de Benders de
8.2.
Notons toutefois les proble`mes d’instabilite´s nume´riques lie´s a` la me´thode de la de´composition de
Benders. De tels proble`mes sont apparus sur un mode`le jouet tre`s simplifie´, meˆme sur des instances de tre`s
petites tailles. Les instabilite´s nume´riques portant sur les arrondis des variables duales donne´es par les sous-
proble`mes se reportent dans le proble`me maˆıtre et s’ajoutent. Ainsi, pour des variables duales engendrant
des coefficients tre`s petits dans les coupes de Benders (infe´rieurs a` 10−6), ces coefficients e´taient arrondis
a` 0, et donc non e´crits dans le proble`me maˆıtre. Cela est particulie`rement critique lorsque cela arrive sur
le coefficient de la variable Crob, toujours tre`s petits par rapports aux autres coefficients des variables de
de´cision d’arreˆt, des coupes d’optimalite´ devenaient alors des coupes de faisabilite´, coupant des solutions
re´alisables du proble`me au lieu d’impliquer une minoration du couˆt de solution.
Pour contourner de telles difficulte´s, l’ide´e e´tait de changer l’e´chelle des unite´s des couˆts et des recharges
en les normalisant, pour ne pas avoir de trop fortes disparite´s dans les ordres de grandeur des coefficients.
Cela amenait a` conside´rer alors les variables r˜i,k et C˜
rob telles que r˜i,k = Rmaxi,kri,k et C
rob = C0C˜rob
ou` C0 est repre´sentative de l’ordre de grandeur du couˆt de la solution, assez bien connu en pratique ou on
peut prendre le couˆt donne´ par une bonne solution heuristique donne´e par le chapitre 5.
L’approche parame´trique de robustesse des contraintes d’ordonnancement, plus simple conceptuelle-
ment et dans sa re´solution fournit des re´sultats plus utilisables pour une application industrielle. Tout
d’abord, les caracte´ristiques de la re´solution frontale sont peu diffe´rentes du mode`le frontal de´terministe
comme l’analyse le tableau 8.1. La re´solution des instances de taille re´elle (jeux B et X non tronque´s) est
ainsi re´alisable a` l’aide des heuristiques VNS du chapitre 6, en partant d’une solution re´alisable que les
heuristiques du chapitre 6 peuvent aussi fournir. Les solutions obtenues par l’approche robuste parame´trique
avec une tre`s forte ponde´ration sur la robustesse fournit des solutions avec un tre`s faible surcouˆt par rapport
a` l’optimum de´terministe comme le montre le tableau 8.1. Nous avions de´ja` remarque´ que de nombreuses
solutions du mode`le de´terministe avaient des solutions proches, la re´solution robuste parame´trique per-
met d’orienter le choix parmi les solutions les plus robustes. Un tel proce´de´ casse des pseudo syme´tries,
implique´es par des solutions de couˆt proches, ce qui est toujours be´ne´fique pour une re´solution de type
Branch&Bound.
En faisant varier les parame`tres de la fonction objectif valorisant la robustesse, on a pu tracer des
courbes de Pareto arbitrant le surcouˆt de solutions au niveau de robustesse mesure´ en nombre de violations
des contraintes d’ordonnancement robustes, comme sur la figure 8.1. Trois configurations bien distinctes
sont apparues. Sur l’instance B7_3_120, une solution d’ordonnancement robuste a` 100% existe et pre´sente
un faible surcouˆt (0,2% par rapport a` l’optimum sans robustesse). La de´croissance est re´gulie`re, un choix de
solution ope´rationnel est alors guide´ sur le seuil de surcouˆt autorise´. Sur l’instance X11_3_120, une solution
d’ordonnancement robuste a` 100% existe et pre´sente un surcouˆt de 0,3% par rapport a` l’optimum sans
robustesse. La de´croissance est tre`s irre´gulie`re, s’autoriser jusqu’a` 6 violations robustes n’a que tre`s peu
d’effet sur le couˆt de solution, a` partir de 7, la diminution du surcouˆt est nette avec une de´croissance plus
re´gulie`re. Sur l’instance X12_3_120, une solution d’ordonnancement robuste a` 100% n’existe pas, la solution
la plus robuste pre´sente un surcouˆt de 0,4% par rapport a` l’optimum sans robustesse. La de´croissance est
ensuite tre`s rapide, en s’autorisant peu de violations robustes supple´mentaires, le surcouˆt de solution
diminue nettement, ce qui ferait pre´coniser de telles solutions. Dans tous ces cas, de telles courbes de
Pareto s’ave`rent inte´ressantes pour orienter le choix de solutions a` imple´menter ope´rationnellement, pour
arbitrer le niveau de robustesse imple´mente´. On remarque que les surcouˆts de robustesse sont tre`s faibles.
Les enjeux lie´s aux techniques de re´solutions et choix de voisinages de recherche locale fournissent des
surcouˆts bien plus importants. Une approche pre´conise´e serait donc de calculer d’abord une solution du
proble`me de´terministe avec la VNS du chapitre 6 pour ensuite utiliser le mode`le de la section 8.3.4 pour
chercher des solutions robustifie´es autour de la solution de´terministe, et arbitrer le niveau de robustesse
souhaite´ en fonction des surcouˆts.
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Figure 8.1 – Courbes de Pareto couˆts de solution/niveau de robustesse sur les instances B7-3-120, X11-
3-120 et X12-3-120
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Conclusions
Cette the`se a e´te´ fructueuse tant au plan me´thodologique que sur les proble`mes d’applications. Nous
synthe´tisons ici les diffe´rents apports de la the`se.
Contributions ge´ne´rales
EDF ayant une forte culture de l’optimisation continue, une motivation initiale de la the`se e´tait d’e´tudier
les approches pre´sente´es au chapitre 1 et de les appliquer aux proble`mes d’EDF. Cette the`se a aussi eu des
apports non quantifiables dans les discussions internes a` EDF, pour y faire avancer la re´flexion collective,
mais aussi par des pre´sentations en interne des me´thodologies du chapitre 1. Un pie`ge de la PLNE est la
facilite´ de mode´lisation, qui occulte la complexite´ de calcul engendre´e ou l’impact de la taille de donne´es.
Ainsi, meˆme un proble`me polynomial pre´sente des limites quand la taille des donne´es augmente. Dans
l’esprit de ma the`se, il n’e´tait pas question de faire des approximations suivant un besoin de me´thode autre
que la PLNE, pour faire rentrer un proble`me dans le canevas d’une me´thode tre`s spe´cifique.
Un e´cueil est de voir les me´thodes de de´composition de Benders et de Dantzig-Wolfe comme des solutions
miracles et ge´ne´riques, la` ou` leur cadre d’application ou d’utilisation efficace admet des hypothe`ses pre´cises.
La reformulation de Dantzig-Wolfe n’est pas une me´thode universelle pour des proble`mes ou` des contraintes
couplent des sous-proble`mes inde´pendants, de´pendant du compromis entre temps de calcul et valeurs des
bornes duales. La de´composition de Benders pre´sente de grands challenges en espace me´moire et en arrondis
nume´riques comme nous l’avons expe´rimente´ au chapitre 8. Finalement, l’approche qui a eu les meilleurs
re´sultats sur cette the`se a e´te´ de conception simple, en hybridant VNS et petits calcul de PLNE, une
pratique naturelle pour des inge´nieurs en Recherche Ope´rationnelle.
Contributions spe´cifiques sur le proble`me UCPd
Cette the`se a fourni des contributions pour le proble`me UCPd, poursuivant des pistes de recherches
entrevues avec [51]. Le travail de reformulation des formulations compactes, uniquement empirique dans
le cadre de [51], a e´te´ poursuivi avec des re´sultats the´oriques pour expliquer les qualite´s des descriptions
polye´drales. Ce travail a permis d’obtenir trois formulations polye´dralement e´quivalentes. Les compara-
isons empiriques de leur convergence Branch&Bound ont fourni des re´sultats sur l’imple´mentation effi-
cace, la re´solution frontale Branch&Bound pre´conise´e combinant les avantages de ces trois formulations
polye´dralement e´quivalentes.
Les re´sultats nume´riques de la de´composition de Dantzig-Wolfe sur le proble`me UCPd ont e´te´ de´cevants,
il en reste que ce travail m’a permis de mieux comprendre la me´thode et de nourrir un questionnement.
De tels re´sultats sont duˆs a` la mode´lisation des contraintes du parc thermique a` flamme. L’utilisation de la
PLNE en matheuristiques s’ave`re plus efficace pour une re´solution en temps contraint. Avoir une intuition
des bonnes solutions d’un proble`me permet d’ame´liorer la re´solution aveugle et sophistique´e que sont les
heuristiques primales de Branch&Bound.
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Contributions sur le proble`me de planification des arreˆts de mainte-
nances et rechargement des centrales nucle´aires
Une premie`re e´tape de la the`se a mode´lise´ en PLNE le proble`me de planification des arreˆts de mainte-
nances et rechargement des centrales nucle´aires conforme´ment au besoin ope´rationnel a` EDF. La mode´lisation
du challenge ROADEF pre´sentait a posteriori de nombreuses faiblesses vis-a`-vis du besoin re´el, de longs
travaux pre´paratoires ont e´te´ ne´cessaires pour arriver a` maturite´ dans la mode´lisation. Dans notre mode´lisation,
on a de´clare´ des variables binaires uniquement pour les dates d’arreˆts. Les contraintes de stretch sont alors
approxime´es, et de conside´rer uniquement une borne supe´rieure. Cette dernie`re approximation ne s’est pas
ave´re´e critique, la production nucle´aire e´tant plus rentable que les autres productions thermiques. L’impact
sur les couˆts de solution en ne´gligeant le stretch a pu eˆtre chiffre´.
Le choix des me´thodes de re´solution e´tait une question a` maturer. La de´composition de Dantzig-Wolfe
n’est pas adapte´e a` un tel cadre de programmation stochastique. Meˆme dans le cadre de´terministe, notre
mode´lisation rentre dans le cadre the´orique ou` la ge´ne´ration de colonnes n’apporte pas de gain de qualite´
des bornes duales. Une approche frontale Branch&Bound est alors plus adapte´e avec un temps de calcul
de bornes plus faibles, tout en permettant d’utiliser l’intelligence de´veloppe´e dans Cplex.
La mode´lisation compacte en PLNE a e´te´ travaille´e pour repousser les limites des calculs re´alisables.
L’utilisation de variables binaires diffe´rentes des SOS naturelle s’est ave´re´e plus judicieuse, menant a` des
branchements plus efficaces avec Cplex. Notre travail a aussi chiffre´ l’inte´reˆt de supprimer des variables
binaires par preprocessing, ou de fournir une solution initiale re´alisable comme de´marrage a` chaud de
l’algorithme de Branch&Bound. La taille des donne´es est critique pour le calcul de relaxation continue
malgre´ l’agre´gation des sce´narios et des pas-de-temps. Notre travail de reformulation et les ame´liorations
de Cplex au cours de la the`se ont permis de repousser ces limites pour aboutir a` des calculs abordables en
PLNE sur les donne´es de taille re´elle, utilise´es ope´rationnellement a` EDF avec l’outil ORION. L’algorithme
de VNS introduit pour le proble`me UCPd reposant sur une formulation PLNE s’est ave´re´ d’une efficacite´
redoutable sur toutes les instances. Nos de´veloppements sur la VNS ont e´galement une porte´e ope´rationnelle
en permettant de chiffrer les impacts des diffe´rents choix de voisinages sur les minimums locaux de la
recherche locale. On a ainsi justifie´ et chiffre´ la ne´cessite´ d’avoir des voisinages ”de saut d’hiver” dans la
recherche locale.
Comme il a e´te´ remarque´ au cours du challenge ROADEF, beaucoup de solutions ont des couˆts tre`s
proches. Il est inte´ressant de savoir favoriser les solutions qui seraient pre´conise´es ope´rationnellement, en
exhibant des crite`res de choix pre´conise´s et en de´veloppant une approche multi-crite`re. Pour ce faire, deux
crite`res ont e´te´ analyse´s dans cette the`se, un crite`re de stabilite´ pe´nalisant la distance a` la solution courante
issue de l’optimisation pre´ce´dente, et une approche favorisant des solutions plus robustes. Des courbes de
Pareto ont e´te´ trace´es pour arbitrer le ”couˆt de stabilite´” ou le “surcout du a` la robustesse” d’un planning.
La robustesse a e´te´ incorpore´e initialement avec la de´finition acade´mique usuelle, et cela a mene´ a` des
re´sultats trop conservatifs et souvent a` la non existence de solutions robustes. Une de´finition robuste plus
proche des conside´rations ope´rationnelles a alors e´te´ exhibe´e, avec une re´solution traitant des proble`mes
de taille similaire au proble`me de´terministe, et permettant de parame´trer le niveau de robustesse. Des
courbes de Pareto arbitrant le surcouˆt de solution face au niveau de robustesse ont e´te´ trace´es, permettant
de guider des choix ope´rationnels de bon compromis.
Si notre travail a e´te´ guide´ par les conside´rations ope´rationnelles et a ainsi pris des distances par rapport
au challenge ROADEF, cette the`se a toutefois pu s’y appuyer et y revenir. Nous avons ainsi pu ame´liorer
significativement les meilleures bornes duales de la litte´rature sur le proble`me et les instances du challenge
ROADEF.
Perspectives ouvertes par la the`se
Apre`s mes contributions par cette the`se, de nombreuses perspectives sont ouvertes. Tout d’abord,
les progre`s continuels des algorithmes de re´solution PLNE et les augmentations des capacite´s de calcul
engendrent une continuelle ame´lioration des performances ou des tailles de proble`mes pouvant eˆtre re´solus.
Ce qui n’est pas re´alisable a` l’heure actuelle pourrait devenir une re´alite´ d’ici quelques anne´es, de tels
progre`s se sont ave´re´s de´cisifs pendant ma the`se. Des perspectives plus spe´cifiques restent ouvertes.
Perspectives me´thodologiques ge´ne´rales
L’approche ge´ne´rique induite par l’utilisation de VNS sur des voisinages PLNE est tre`s efficace sur
les deux applications de la the`se, malgre´ des structures et des caracte´ristiques de convergence PLNE tre`s
diffe´rentes. L’avantage d’une telle approche est sa facilite´ d’imple´mentation a` partir d’une mode´lisation
PLNE quelconque, ce qui est inte´ressant pour une application industrielle de la PLNE. Une perspective
serait d’e´largir a` de nouveaux proble`mes d’application, pour tester les limites de la me´thode sur des
proble`mes plus banalise´s de la litte´rature avec des jeux de donne´es e´prouve´s. VND, la variante la plus
simple de VNS, e´tait suffisante sur nos applications, convergeant vers des minimums locaux d’excellente
qualite´. Sur des applications ou` cela ne serait pas le cas, des me´canismes de diversification et de me´moire
serait indispensables dans la me´thode.
Perspectives pour l’UCP a` court terme
Sur la proble´matique de la production court terme, les re´sultats montrent que l’on peut aller plus
loin dans la mode´lisation en conservant une re´solution efficace. Dans le cadre du stage de master, il avait
de´ja` e´te´ remarque´ que l’on pouvait ajouter et de´sagre´ger des points de fonctionnements. Les points de
fonctionnements extreˆmes de nos donne´es e´taient en effet a` PCoMax et PCoMin, les points Pmin, Pmax
n’e´taient pas dans nos donne´es. De meˆme, l’extension a` la re´serve tertiaire s’ave´rait limitante avec les
heuristiques frontales de PLNE. Une utilisation des VNS dans un tel cadre serait sans doute inte´ressant.
Enfin, notre travail n’a jamais mode´lise´ d’unite´s hydrauliques, qui fournissent les contraintes les plus
difficiles et handicapantes pour les solveurs de PLNE. Il serait inte´ressant d’envisager l’approche VNS
a` voisinages PLNE sur un tel proble`me d’application.
Perspectives pour la planification des maintenances nucle´aires
Sur la proble´matique de planification des maintenances et des rechargements des centrales nucle´aire,
les premiers tests montraient des limites en mode de´terministe, avec un seul sce´nario stochastique. Les
derniers tests mene´s ont montre´ que l’on pouvait conside´rer plusieurs sce´narios, au moins trois, sur toutes
les instances B8 et B9 comprises. En particulier, envisager un sce´nario moyenne´ et les sce´narios de plus
grande/plus basse demande cumule´e serait sans doute inte´ressant pour planifier les dates d’arreˆts.
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Notre travail a chiffre´ l’impact d’hypothe`ses comme la relaxation du stretch ou comme la prise en
compte de la robustesse et d’une solution initiale en termes de qualite´ de solution finale et d’impact de
re´solution. Toutefois, cela a e´te´ e´value´ sur des donne´es non confidentielles, volontairement modifie´es pour
des raisons de confidentialite´. Notre travail a fourni une me´thodologie pour chiffrer de tels impacts, offrant
une perspective pour EDF R&D de les chiffrer sur donne´es re´elles.
Enfin, notre approche n’a pas fourni de bornes primales pour le challenge ROADEF, il serait inte´ressant
de projeter nos solutions de dates d’arreˆts et de rechargements avec le crite`re de couˆt du challenge ROADEF.
Une telle perspective fait office de validation the´orique.
Comme perspectives ope´rationnelles, la validation de notre mode`le dans un contexte simule´ de re´optimisation
dynamique n’a pas e´te´ effectue´. Analyser l’impact de notre de´finition de la robustesse dans un tel processus
simule´ est une perspective ope´rationnelle majeure ouverte par cette the`se, a` valider sur donne´es re´elles.
Perspectives pour la DGA
Ma the`se a e´te´ au final majoritairement finance´e par la DGA, en tant que parcours de formation par
la recherche. Une telle politique s’inscrit dans une de´marche de long terme, ou` je suis engage´ envers l’e´tat
permettant un retour sur l’investissement, et il me tient a` coeur que la DGA puisse tirer profit de ma
formation par la recherche.
Tout d’abord, la formation par la recherche est assure´ment un projet humain de formation qui m’a
beaucoup apporte´, et dont la DGA pourra tirer profit. La dimension humaine de la the`se, a` mener a` bien
un projet pendant 3-4 ans, avec des hauts, des bas avec des moments de doutes, la difficulte´ de finaliser en
temps au final assez court, est assure´ment une formation ade´quate pour des personnes amene´es a` eˆtre des
gestionnaires de projets complexes. Au plan me´thodologique, la de´marche de recherche scientifique diffe`re de
la formation classique d’inge´nieur, apportant une formation tre`s comple´mentaire, et des nouveaux re´flexes
d’e´tudes et de comparaison a` l’e´tat de l’art. Au vue de la dimension internationale des grands projets
industriels, la DGA a tout inte´reˆt a voir en son sein des docteurs pour collaborer avec des nations ou` le
doctorat a eu reconnaissance plus e´leve´e qu’en France. Il me paraˆıt important de souligner la dimension
internationale d’une the`se de doctorat. Le fait de participer a` des congre`s internationaux, de faire des
pre´sentations orales en Anglais, de re´diger en anglais des re´sume´s pour les confe´rences et des articles
pour des revues spe´cialise´es e´tait aussi tre`s formateur, cette dimension internationale me sera assure´ment
profitable pour la suite de mon parcours a` la DGA.
Outre ces aspects universels de la formation par la recherche, des perspectives se dessinent spe´cifiquement
en Recherche Ope´rationnelle dans la suite de mon parcours a` la DGA. Ces perspectives sont de´ja` entame´es
comme j’ai re´dige´ ma the`se cette dernie`re anne´e en paralle`le de mon nouveau poste a` la DGA, ce qui me
permet d’y voir plus clair. Tout d’abord, mes connaissances en Recherche Ope´rationnelle sont mises a` profit
du service de la DGA effectuant des e´tudes technico-ope´rationnelle pour de l’enseignement en formation
interne en recherche ope´rationnelle, ce dont les service a un fort besoin. Mon poste actuel est en unite´s
de gestion de projet, ou` l’Inge´nierie Syste`me est de´ploye´e pour mode´liser dessinent syste`mes industriels
complexes et les processus humains associe´s. La RO et l’Inge´nierie Syste`me comportent des interfaces na-
turelles, la RO apportant des outils de mode´lisation et de re´solutions pour des proble´matiques concre`tes
industrielles. En particulier, sur les proble´matiques courantes de la gestion de projet a` la DGA, ou` des
de´cisions complexes sont prises face a` de nombreuses incertitudes, les me´thodologies de´veloppe´es pour ma
the`se en ordonnancement robuste pourraient s’appliquer.
Cinquie`me partie
Annexes
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Re´sultats annexes des chapitres 5 a` 7
Cet annexe regroupe des tableaux de re´sultats et illustrations relatifs au challenge ROADEF et aux
de´veloppements des chapitre 5, 6 et 7.
Instances Valeur Rco Inf0 Sup0 temps temps temps
Rco racine total
A1 3 120 76,03 0,00% 0,00% 0,00% 0,01 0,1 0,1
A2 3 120 71,96 0,04% 0,00% 0,01% 0,03 0,4 0,4
A3 3 120 76,18 0,10% 0,00% 0,00% 0,02 0,2 0,2
A4 3 120 50,93 0,05% 0,01% 0,01% 0,08 1,25 2,2
A5 3 120 58,15 0,91% 0,53% 0,28% 0,92 8,3 55,4
B6 3 120 31,61 2,08% 0,32% 0,19% 0,28 2 24,9
B7 3 120 29,63 3,48% 1,48% 0,24% 0,78 6,1 2016
B8 3 120 29,107 11,79% 3,89% 1,25% 4,65 19,3 3600
B9 3 120 28,84 11,89% 5,62% 2,01% 8,5 35,3 3600
B10 3 120 26,9 2,57% 0,26% 0,15% 0,43 3,7 3600
A1 152,17 0,17% 0,09% 0,00% 0,06 0,75 0.9
A2 145,2 0,21% 0,08% 0,02% 0,16 1,8 5,4
A3 152,58 0,35% 0,12% 0,01% 0,11 1,55 2,6
A4 102,42 0,95% 0,53% 0,09% 2,1 11 323,6
A5 119,78 0,90% 0,63% 0,51% 9,6 46 3600
B6 76,97 2,23% 0,61% 0,51% 9,65 45,5 3600
B7 73,53 2,90% 1,54% - 123,5 317 3600
B8 - - - - 3600 - 3600
B9 - - - - 3600 - 3600
B10 69,5 3,45% 1,35% 0,27% 12,5 41,8 3600
Table 8.2 – Structure de convergence Branch&Bound sans stretch en 1h avec Cplex 12.3
Instances Valeur Frontal 1h HeurSimpl u(3,1) Cycle 1 sautsHiv VNS
B6 76966M 0 3,22 0,13 0,31 0,26 0,04
B7 74233M 0,02 3,68 0,35 0,55 0,34 0,01
B8 73239M NS 52,54 16,05 35,79 1,18 0,91
B9 72812M NS 27,46 7,54 14,48 1,31 0,78
B10 69501M 0,02 0,21 0,02 0,08 0,05 0,03
Total B 366753M NS 17,4 4,8 10,21 0,63 0,41
X11 73018M 0 0,45 0,22 0,30 0,16 0,04
X12 70604M 0 0,25 0,07 0,15 0,08 0,04
X13 69230M 0,04 7,37 0,93 2,43 0,51 0,12
X14 68395M 0,02 6,02 0,45 1,40 0,28 0,16
X15 66028M 0,06 0,12 0,06 0,10 0,09 0,05
Total X 347277M 0,02 2,82 0,34 0,87 0,22 0,08
Total B et X 714030M NS 10,31 2,63 5,67 0,43 0,25
Table 8.3 – Re´sultats d’une premie`re VNS avec des petits voisinages
Instances CT14-15 CT16 CT17 CT18 C19 CT20 CT21
A1 7 1 3 0 1 1 1
A2 13 1 3 0 1 1 1
A3 12 1 3 2 1 1 1
A4 19 1 3 0 1 1 1
A5 18 1 3 0 1 1 3
B6 73 1 3 0 1 50 5
B7 66 1 3 0 1 50 5
B8 82 1 3 0 1 50 5
B9 82 1 3 0 1 50 5
B10 82 1 3 0 1 50 5
X11 73 1 3 0 1 50 5
X12 66 1 3 0 1 50 5
X13 82 1 3 0 1 50 5
X14 82 1 3 0 1 50 5
X15 82 1 3 0 1 50 5
Figure 8.2 – Contraintes d’ordonnancement du challenge ROADEF
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Figure 8.3 – Structure de convergence exacte sur B6-3-120
Figure 8.4 – Re´sultats du challenge ROADEF sur les grandes instances publiques
Figure 8.5 – Re´sultats de la phase qualificative du challenge ROADEF
Communications et publications re´alise´es
Re´daction et soumission d’articles scientifiques
– N. Dupin, Integer Linear Programming reformulations of the Unit Commitment Problem with mini-
mum stop constraints. Soumis a` EJCO. Contenu : chapitre 3
– N. Dupin, E.G. Talbi, Solving industrial problems with VNS and MILP neighborhoods. Application
to energy management problems. Preprint. Contenu : chapitres 4 et 7.
– En preparation N. Dupin, E.G. Talbi, MILP formulation and new dual bounds for the EURO/ROADEF
2010 challenge. Preprint. Contenu : chapitre 6.
– En preparation N. Dupin, E.G. Talbi, Adjustable Robust Scheduling to maintain and refuel French
nuclear power plants. Preprint. Contenu : chapitre 8.
– En preparation N. Dupin, E.G. Talbi, MILP matheuristics and VNS to solve a very constrained
mutiple depot VRPTW. Re´sultats de JPOC8 et applications VNS. Preprint.
Communications dans des congre`s
– ROADEF 2010 congre`s de l’Association Franc¸aise de Recherche Ope´rationnelle et d’Aide a` la
De´cision, Saint Etienne, 2-4 mars. N. Dupin, P. Bendotti, T. Simovic, Proble`me d’ordonnancement
de la production d’e´lectricite´ des centrales thermiques, mode´lisation PLNE.
Communication re´compense´e avec le Prix ROADEF Jeune chercheur.
– 7e`mes Journe´es Polye`dres et Optimisation Combinatoire (JPOC7), Valenciennes, 8 - 10
juin 2011. N. Dupin, P. Bendotti, Reformulation en PLNE des contraintes de dure´es minimales de
paliers des centrales e´lectriques.
– Conference on Optimization and Practices in Industry (COPI’11) , Clamart, 23-25 nov
, 2011. N. Dupin, P. Bendotti, ILP resolution of Unit Commitment problem with minimum stop
constraints.
– ROADEF 2011, congre`s de l’Association Franc¸aise de Recherche Ope´rationnelle et d’Aide a` la
De´cision, Angers, 11-13 avril. N. Dupin, P. Bendotti, M. Porcheron, Planification des Arreˆts des
Re´acteurs nucle´aires : Extensions du Challenge EURO/ROADEF 2010.
– 2nd International Symposium on Combinatorial Optimization (ISCO), Athens, avril 17-21
2012 N. Dupin, A 2-stage robust optimization model for planning nuclear maintenances with uncertain
durations on the maintenance.
– European Conference on Operations Research (EURO 2012), Vilnius 8-11 juillet 2012, N.
Dupin, P. Bendotti, M. Porcheron, Towards a multi stage Robust Formulation for the Nuclear Reactor
Outage Scheduling Problem.
– International Conference on Metaheuristics and Nature Inspired Computing (META
2012), Port El-Kantaoui, 27-31 Oct 2012, A parallel VNS scheme with ILP neighbourhoods. Appli-
cation to a discrete Unit Commitment Problem.
– 8e`mes Journe´es Polye`dres et Optimisation Combinatoire (JPOC8), Clermont-Ferrand, 26
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- 28 juin 2013. N. Dupin, ILP formulations of a variant of mutiple depot VRPTW, using modern
Branch&Bound solvers..
– Conference PGMO , Palaiseau, 4 oct 2013. N. Dupin, F. Clautiaux, Formulations et re´solutions
pour le proble`me de´terministe de placement des arreˆts de rechargement et maintenance des tranches
nucle´aires.
– ROADEF 2014, congre`s de l’Association Franc¸aise de Recherche Ope´rationnelle et d’Aide a` la
De´cision, Bordeaux, 26 - 28 mars. N. Dupin, A parallel VNS scheme with ILP neighbourhoods. Ap-
plication to industrial problems : Unit Commitment Problems and VRPTW.
– International Conference on Metaheuristics and Nature Inspired Computing (META
2014), Marrakech, 27-31 Oct 2014, N. Dupin, F. Clautiaux, E.G.Talbi Applying VNS with ILP
neighbourhoods on EURO/ROADEF 2010’s challenge scheduling problem of nuclear power plants’
outages and refuelings.
– ROADEF 2015, congre`s de l’Association Franc¸aise de Recherche Ope´rationnelle et d’Aide a` la
De´cision, Marseille, 25 - 27 fe´vrier. N. Dupin, E.G.TalbiE´le´ments de re´ponses me´thodologiques et
ope´rationnelles pour le challenge EURO/ROADEF 2010. S
Pre´sentations en interne dans le cadre de la the`se
– INRIA Bordeaux, groupe de travail RO, 10 novembre 2011, Modeling Uncertainty in Linear Pro-
grams : Stochastic and Robust Programming
– INRIA Bordeaux, groupe de travail RO, 6 de´cembre 2011, ILP resolution of Unit Commitment
Problem with minimum stop constraints
– INRIA Lille, 7 fe´vrier 2012, PhD Thesis Presentation : Scheduling nuclear plants outages, mixing
exact and heuristic methods
– EDF, R&D-OSIRIS, Clamart, 11 de´cembre 2012, De´composition de Benders et applications a` la
re´solution de programmes line´aires incertains
– EDF, R&D-OSIRIS, Clamart, 11 de´cembre 2012, Programmation line´aire, De´composition de Dantzig-
Wolfe et re´solution de programmes line´aires en nombre entiers.
– Se´minaire des doctorants de maths de Bordeaux, 19 de´cembre 2012, Polye`dres, optimisation combi-
natoire, et applications pratiques.
– Confe´rence de maths au Lyce´e Henri IV, Paris, 4 juin 2013, Applications industrielles des maths, que
faire apre`s la pre´pa ?.
Vie de the´sard
Derrie`re des e´quations froides et interminables, on se rend rarement compte de l’aventure humaine que
repre´sente une the`se, je tenais a` donner un visage humain du the´sard dans mon manuscrit. Pour partager
des e´tats d’aˆme universels comme des moments de doutes, des hauts et des bas, des questionnements, de
la solitude et de l’espe´rance, je partage ces quelques vers e´crits en de´placements de the`se pour m’e´vader.
The´sard, hante´ par le temps qui passe et qui passe,
Tout en train d’e´couter tristement la trotteuse,
Tes arts, rendent et parlent tant, qu’ils passent et qu’ils passent !
Tout entrain de´gouˆte´, triste ment la trotteuse.
The´sard, tu pensais avoir du temps en trois ans,
De´finir ton sujet, faire un e´tat de l’art,
Puis tes contributions. Mais la` tu es bizarre,
Tu re´alises, tu avances trop lentement.
The´sard, dans ta tour d’ivoire, tu broies du noir.
Tes arts ? Mathe´matiques. Tes armes ? Polygones.
Tu veux eˆtre rockstar ? Mais tu es antistar !
Et tu attends Godot ? Mais va, cherche Antigone !
The´sard, perdu sans ton phare, tu as le cafard.
Sur le grand tableau noir, pourquoi la craie crisse-t’elle ?
Souris a` tes e´le`ves, et pre´sente toi sans fard.
Pourquoi bats tu de l’aile ? Enfin, la vie est belle !
The´sard mathe´maticien, pourquoi tant de doutes ?
Face a` l’inconnu(e), la peur, rien ne te rassure.
The´sard dans le brouillard, malgre´ ce soleil d’aouˆt,
Tu dois te de´passer. Aie confiance, sois suˆr !
The´sard, chercheur en Recherche Ope´rationnelle,
Cela n’est peu parlant. C’est suˆr, tu n’es pas beˆte.
Qui peut dire que le domaine ou` tu excelles,
Ce sont les polye`dres a` multiples facettes ?
The´sard polytechnicien, c’est une e´tiquette,
et des pre´juge´s qu’assure´ment tu de´testes,
Machine a` calculer sans sensibilite´ ?
A cela me`ne la superficialite´.
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The´sard, vois tu comment sont reconnus tes arts ?
Pour l’informaticien, ils sont mathe´matiques.
Mais finalement, ton domaine est bien baˆtard,
Car pour le matheux pur, c’est de l’informatique !
The´sard de´senchante´, et ce soir tu enrages,
Tu veux tout arreˆter, maintenant, tu y penses.
Ce cri de de´sespoir qu’autour de toi tu lances
Est bien inutile, tu cherches du courage !
The´sard, rappelle toi quel fut ton enthousiasme,
Lorsque tu appris que tu de´crochais ta the`se.
Face au renoncement, sors toi de ce marasme,
Tu l’avais tant de´sire´, cette noble asce`se.
The´sard, ton histoire a commence´ a` Clamart,
Puis de gare en gare, Paris-Lille-Bordeaux,
Ton entrain pour les confe´rences t’accapare,
Si bien que partout, tu te sens dans ton bureau.
The´sard reˆveur, tu me`nes la vie de bohe`me.
Tu voyages avec du papier et un crayon.
Quand meˆme ! Ces voyages, cette vie, tu l’aimes !
La liberte´, guide´e par le son du violon.
The´sard solitaire, et libre comme l’air.
Alors au gre´ du vent, de tes de´placements,
Ton imaginaire de reˆveur reˆve en vers,
D’une utopie qui se dessine tout doucement.
The´sard oisif, la baie d’Arcachon te ressource.
Et si tu es amer, la mer se`che tes larmes,
Protectrice, telle une me`re qui s’alarme
Pre`s de Royan, ta me`re, c’est un retour aux sources.
The´sard amoureux, c’est ta plus grande richesse,
L’amour des maths, du travail bien fait, Notre Dame !
Le doctorat, c’est bien l’amour de la sagesse,
Et qui existe graˆce a` l’amour d’une Femme !
The´sard, va de l’avant, il ne reste qu’un an !
Tes contributions maintenant bien en place,
Expe´rimente ! Publie ! Ecris bravement
Ces fastidieux chapitres et que rien ne te lasse !
Doctorant, ton labeur et tes doctes erreurs,
Te font avancer, et combler tes espe´rances.
Il est grand temps de penser a` ta soutenance,
Doucement, tu te me´tamorphoses en Docteur !
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