Based on the experiment of austenite SMA wire properties, the influence of strain amplitude on the dynamic properties of SMA wire is studied, and a constitutive model of SMA wire based on a chaotic Gaussian bat (GS-BA) optimized wavelet neural network (GS-BA-WNN) is proposed. In view of such shortcomings as easy early-maturing and low diversity in late period of the basic bat algorithm (BA), the Gaussian disturbance is used to enhance algorithm's ability to escape local optimum and promote the bat population chaos optimization to improve the population diversity. GS-BA is combined with wavelet neural network to obtain the initial parameter configuration of WNN, and the model of GS-BA-WNN is used to simulate the constitutive relationship of SMA wire under different amplitudes of strain, and at the same time it is compared with the model of WNN and model of WNN (BA-WNN) optimized by BA. The results show that the GS-BA-WNN model established using experimental data as model training data has higher prediction precision and smaller error than other models and has advantages in predicting the constitutive relationship of SMA wire.
Introduction
Shape Memory Alloy (SMA) is a kind of intelligent material which can respond or drive to the change of external environment, whose phase transition mechanism and basic characteristics provide technical guarantee for its application to the antiseismic design of civil engineering structure. The study of its high damping characteristics and the thermodynamic characteristics during its phase transition process has become the basic theory and method of the structural anti-seismic control. Since Muller (1979) constructed the hyperelastic phase transition model, the researchers deduced the constitutive models of SMA from thermodynamics, kinetics of phase boundary motion, phenomenological theory and meso-mechanics. Among them, the Tanaka model (Tanaka and Nagaki, 1982) , Liang-rogers model (Liang and Rogers, 1990) and Brinson model (Brinson, 1993) established on the phase transition process of SMA volume fraction are widely used in practice. The Graesser model based on the characteristics of plastic theory has a relatively simple form suitable for the vibration control of civil engineering structures (Cui et al., 2018; Huang et al., 2017; Jian et al., 2015; Shen and Zhang, 2017) . Li et al., (2001) studied the relationship between stress increment and strain rate of SMA and proposed to describe the strain rate-related characteristics of SMA. Wang et al. (1998) proposed a multi-dimensional constitutive model of shape memory alloys for full scale loading. In short, scholars have conducted large-scale theoretical and experimental studies on SMA materials for decades, and successively proposed a series of constitutive models that include parameters such as stress, strain, temperature, and loading frequency. The above researches mainly focused on the influence of temperature and loading rate on the SMA constitutive model, but less on the constitutive relations generated under different strain amplitudes.
Although the theoretical starting points of the above SMA constitutive models are all different, they are based on mathematical derivation to simulate their mechanical properties and the model contains more parameters to be determined. SMAs affected by factors such as temperature, loading rate, strain amplitude and other factors are difficult to get accurate mathematical descriptions when constructing constitutive models, and artificial neural networks modeled using nonlinear methods just make up for deficiencies. Neural networks based on biological neuron simulation have a high degree of nonlinear mapping and selforganization, self-learning, and self-adaptability (Wang et al., 1998 ). He Yong et al., (2008 established a high-precision network model of true stress and true strain, strain rate and deformation temperature of Ti-50.5Ni alloy during compression deformation at high temperature; Zhou et al. (2016) established the BP neural network constitutive model of austenite SMA (Wang and Xie, 2016) ; Ren et al., (2012) used BP neural network to construct the stress-strain relationship of austenitic NiTiSMA wire at different ambient temperatures and loading speeds.
The purpose of this article is to study the mechanical properties of SMA when its strain reaches different amplitudes, and to establish a wavelet neural network model based on SMA test data. However, the simulation ability of wavelet neural network is greatly influenced by the initial weight, scale and translation factors of the network. The new search algorithm bat algorithm (BA) provides a new approach for the optimization of complex parameters, but BA has the disadvantages of falling into local optimum and poor diversity in late period. Therefore, the present study proposes a chaotic Gaussian bat optimized algorithm (GS-BA), GS-BA model which combines WNN model to improve the precision of wavelet neural network. In addition, based on the SMA test data, three constitutive prediction models of SMA wire, GS-BA-WNN, BA-WNN and WNN, are established respectively, and the prediction precision of the three constitutive models is compared.
Loading and Unloading Test of Super-elastic SMA Wire
In this test, a super-elastic SMA with a diameter of 1.0 mm is unloaded and stretched, with loading rates of 10 mm/min, 30 mm/min, 60 mm/min, and 90 mm/min, respectively. The average loading is adopted each time. It is considered as the termination condition of the loading when SMA wire strain reaches its amplitudes, including 3%, 6% and 8%, respectively; and it is considered as the termination condition of the unloading when the axial force of the wire rod is less than 5N. In order to obtain accurate and stable test data, the material's displacement loading and unloading cycle is performed for 30 times (Zhen et al., 2013) , and the specimen is kept in a straightened and taut state. Figure 1 shows the relationship between stress increment and strain rate at different strain amplitudes for SMA wire at a loading rate of 10 mm/min. Figure 2 shows the stress-strain curve of SMA wire with a strain amplitude of 3% and loading rates of 10 mm/min, 30 mm/min, 60 mm/min, and 90 mm/min, respectively. As can be seen in the Figures, the constitutive shapes of the SMA wires exhibited by the different strain amplitudes are quite different at the same loading speed; the energy dissipation capacity of the SMA wire is significantly enhanced with the increase of the loading strain amplitude; the strain amplitude is an important factor affecting the stress-strain curve of the SMA wire, while the loading rate has less effect.
Wavelet Neural Network

Wavelet theory
The Fourier series performs well when processing waveform signals with approximately periodicity, while it does not work for nonstationary signals with significant local characteristics. A wavelet is a function defined in a finite time interval with an average value of zero. This function usually has abrupt amplitudes and frequencies for a limited time, but its amplitude average is zero over the entire duration. The time information and frequency characteristics of the wavelet signal are obtained by shifting the mother wavelet and scaling wavelet scale respectively.
A function constructed from the basic wavelet function ψ(x), also referred to as mother wavelet, which is defined in a finite interval is called a wavelet. A set of wavelet basis functions is formed by the scaling and translation operations of the basic wavelet/mother wavelet, as follows:
Where, a is a zooming parameter for performing a scaling operation, representing the width (scale) of a specific basis function, and b is a translation parameter in the translation operation, representing a position of translation along the x axis.
Wavelet neural network model
Taking the prototype structure and function mechanism of biological nerve cell, neural network and biological nervous system as the main research object, modern biology has laid a foundation for the development of artificial neural network (Grandpierre and Attila, 2013) . Artificial neurons simulating biological neurons are the basic units of artificial neural networks, and directional weighted arcs among artificial neurons are the simulation of axon-synapsedendritic pairs, which jointly realize the abstraction of human brain from microstructure and function. Bionic biological neural network information processing mechanism can perform complex logic operations and establish nonlinear relationships. A great deal of research shows that neural network is an effective tool for human intelligent simulation. It has strong self-learning, self-adaptation, robustness, fault tolerance and generalization abilities.
The core idea of wavelet neural network proposed by Zhang et al. (1992) is to replace the usual neuron nonlinear excitation function with nonlinear wavelet basis, which has the nonlinear mapping capability of neural networks and the time-frequency characteristics of wavelet analysis. Wavelet neural network is the use of wavelet basis function as the transfer function of hidden layer nodes in the neural network structure. Due to the introduction of scaling and translation parameters of the wavelet basis function, the nonlinear approximation capability of the wavelet neural network is superior to that of the traditional neural network (Pan et al., 2012) and has a faster learning speed, whose structure is as shown in Figure 3 .
The network has 3 layers: input layer, hidden layer, and output layer. In this study, the topological structure of wavelet neural network is adopted. The neuron excitation function of hidden layer is Morlet wavelet, which is shown in Formula (2): In Figure 3 , Xi is the network input (i = 1, 2,..., n), and n is the input dimension; Y is the predicted output of the network, corresponding to the stress of the SMA wire output; f is the wavelet basis function (j = 1,2,... m), m is the number of wavelet neurons in hidden layer; Wij is the connection weight between the input layer and the hidden layer, and Wjk is the connection weight between the hidden layer and the output layer.
Bat Optimization Algorithm
Basic bat algorithm The Bat Optimization Algorithm (BA) proposed by YANG in 2010 is a new heuristic search algorithm, which is a bionic method for ultrasonic positioning in bat flight. In the dark environment, the bat emits an ultrasonic wave of higher intensity and lower velocity for preliminary positioning. As the search range is reduced, the bat will gradually reduce its pulse intensity and increase its pulse rate. In this way, the bat can grasp information such as the distance and direction between the target and itself, so as to accurately locate the target. The mechanism of bat's searching process has been applied to practical optimization problems by many scholars.
The pulse rate, speed, and position of bats during flight are updated as follows:
In the Formula (3), Fi indicates the frequency of sound waves emitted by the i th bat in the population during this iteration, Fmax and Fmin respectively represent the maximum and minimum sound wave frequencies emitted by bats, and β∈(0,1) is random number; Formula (4) represents the update of speed v t i of the i-th bat at time t, where x* is the optimal global solution currently obtained; Formula (5) represents the update of the position of the i-th bat at time t.
As bats fly, they gradually approach the target by continuously adjusting their pulse rate and intensity. Initially, the bat emits a strong and low-emission ultrasonic wave. When it is approaching the target at a later stage, the bat will gradually increase the pulse emission rate and decrease the intensity. The updates are shown in Formulas (6) and (7).
From the above analysis, it is known that the constant coefficients α∈(0,1), γ>0 only when t⟶∞, then A t (i)⟶0 and R t (i)⟶R 0 (i).
GS-BA algorithm
The bat intelligent optimization algorithm has its own defects: it is easy to fall into local optimum because of the premature convergence, and the diversity of population will decrease in the later stage of iteration. This study improves the bat algorithm from the aspects of increasing population diversity and avoiding falling into local optimum.
(1) Chaotizing initial population Chaos is a relatively common phenomenon in non-linear systems, which is seemingly chaotic but actually possesses an internal refined structure. The randomness, ergodicity and regularity of chaotic variables make it possible to optimize the search. Chaotic optimization uses its ergodicity to randomly and uniformly map chaotic variables to the value space of optimized variables. The introduction of chaos optimization into the construction of initial bats population does not change the randomness of the initial population, but can increase the individual diversity of the population, so as to improve the quality of the initial solution, thus the initial population can avoid falling into the trapped state of local extremum and can be evenly distributed in the search space.
Although the sequences generated by the Logistic map and the logical self-mapping function are both in a chaotic state, the uniformity of the sequences differs greatly. The distribution of the sequence generated by Logistic map is very uneven, which features big at both ends but small in the middle. Relatively speaking, the sequence generated by the logic self-mapping function will be uniformly distributed throughout the entire range. In this paper, logical self-mapping function is used to chaotize the initial population of bats. The specific formula is as follows:
Where, n=0, 1, 2, …, -1<x(n)<1. The chaotic initial bat population algorithm is designed as follows:
Step 1 Firstly, a bat individual in ndimensional space is randomly generated, and this bat individual is used as the initial value (to avoid taking the initial value of iteration X=0);
Step 2 The position of the initial bat is mapped to (-1, 1) , and the remaining M-1 bat individuals in n-dimensional space are generated through iterations according to Formula (14);
Step 3 If the iteration reaches the maximum number of times then go to step 5; if the generated individual cannot be iterated, then go to step 4, otherwise skip to step 2;
Step 4 changing the initial value of iteration.
Xi=Xi+ε.
Step 5 At the end of the program, the generated X sequence is saved as the M bat individuals in the population;
Step 6 The generated chaotic sequence is mapped into the solution search space. Since the chaos phenomenon cannot be generated when the initial value of the iteration X is 0, there are two kinds of mapping:
When xi<0, then xi=ai-(bi-ai)*xi; When xi>0, then xi=ai+(bi-ai)*xi; In that above 2 formulas, a and b represent the range of d-dimensional variables of the i-th bat, respectively.
(2) Bat speed update The basic BA algorithm is easy to fall into local optimum and has the problems of slow convergence speed and low convergence precision in the later stage of evolution. In the Formula (10), the inertia weight of the bat speed update is a fixed value, so that good effect cannot be produced at the initial and late stage of the algorithm. Shi and Ebehart (1998) believe that, a larger inertia weight in the global search is conducive to the departure from the local optimum, and it is more suitable to search for local values and improve the convergence speed of the algorithm when the inertia weight is small. Therefore, in this study, inertia weights are adjusted by varying the number of iterations. Krohling RA proposes to use Gaussian disturbance strategies to enhance the ability of the algorithm to escape from local optimum (Krohling, 2004) . Therefore, in this study, the adjustment of inertia weights and Gaussian disturbance is introduced into the bat individual location update, which can solve the loss of space exploration capabilities brought about by smaller and smaller bat speed updates and reduce the probability of falling into the local optimum by the disturbance search in other regions of the solution space, so as to ensure the convergence speed and precision of the algorithm.
In this study, the update formula for the global search speed of the individual bat is changed to:
As can be seen from Formula (9), the bat individual speed updating formula consists of the first item that represents the current speed state of the bat individual and the second item that references the social experience value of the current optimal bat. As the iteration advances and the bats in the population gradually converge to the global optimum, the individual bats fall into the current global extreme position. The global extreme position is only a local optimal solution of the problem to be optimized, so it is very difficult for the individual bat to jump out of the local extreme position. In order to make that individual bat regain the ability to move and guarantee the global convergence of the algorithm, a Gaussian disturbance factor is introduced to ensure that the individual bat is kept in a state of motion all the time in Formula (9), so as to enhance the searching ability of the bat in different searching stages. The GS-BA algorithm is as follows:
Step 1 Setting bat algorithm parameters, let bat number m, search pulse frequency range [fmin, fmax], the maximum pulse frequency r0, a maximum pulse sound A, and an acoustic attenuation coefficient a;
Step 2 Initializing the bat population in the search space using the logic self-mapping function;
Step 3 Calculating the fitness value of each bat and locating the current optimal bat;
Step 4 Updating the speed and position of each bat according to Formulas (3), (9) and (5);
Step 5 A random number rand1 is generated, if rand1 > ri, the position of the optimal bat in the current population is randomly disturbed, and the position of the current bat is replaced with the new position generated after the disturbance;
Step 6 A random number rand2 is generated, if rand2> Ai, and the current position of the bat is improved, then move it to a new position;
Step 7 If f(xid), the fitness of the bat individual i, is superior to f(Pgd), the fitness of the global optimum Pgdin the current iteration, the current position Pgd is replaced by the new position Xid of the bat i, otherwise the Pgd is not updated;
Step 8 Updating the pulse frequency r and the pulse intensity A according to the Formulas (6) and (7);
Step 9 If the number of running iterations reaches the preset maximum value, the search stops, the global optimal solution Pgd is output, and the corresponding objective function f(Pgd) is obtained; otherwise, the process returns to Step 3 for the next search.
Wavelet Neural Network Based on GS-BA Optimization
The parameter initialization of wavelet neural network is the key factor affecting the whole network learning process. As a new heuristic swarm intelligence algorithm, GS-BA realizes the dynamic control of the transformation between local search and global search by using the characteristics of echo location, avoids the defect of local optimization, and has better convergence (Yang, 2010; Yang, 2011; Yang, 2012) , which provides a new idea for parameter determination and optimization of wavelet neural network.
The process of GS-BA optimization wavelet neural network is as follows: Based on the input and output of the sample, the wavelet neural network structure is preliminarily determined. The GS-BA algorithm is used to optimize the network weight, scale and translation factors to obtain the ideal network parameters. The optimized network is trained and predicted. In this study, the Bat algorithm is used to train the weight strategy of wavelet neural network to establish the constitutive model reflecting SMA characteristics, and the stress-strain relationship is predicted based on the constructed GS-BA-WNN model. The concrete flow is shown in Figure 4 .
Simulation of SMA Wire Constitutive Model Based on Wavelet Neural Network
In this study, a three-layer wavelet neural network is used. The input layer is composed of 6 input neurons, which are the rate, strain at the current moment, and stress and strain at the previous moment and the preceding moment. The output layer is the stress at the current moment.
The hidden layer wavelet basis function is Morlet wavelet. According to the commonly used method for determining the number of neurons, the number of hidden neurons is taken as 10; the output layer is calculated with linear weighting, and the network structure is finally determined to be 6-10-1. In wavelet neural network, the learning rate is 0.01, and the maximum number of iterations is 1,000. The training data of wavelet neural network constitutive model are obtained from SMA loading and unloading test in the previous section. There are 12 kinds of working conditions in this experiment, and the training data corresponding to the strain amplitudes of 3% and 8% respectively are selected as the model, and the working conditions with strain amplitude of 6% are predicted. 
Parameter initialization of GA-BA algorithm
The input layer and hidden layer weights of wavelet neural network, the translation factor and expansion factor of wavelet function, and the weights of hidden layer and output layer constitute the parameters to be optimized by the GS-BA algorithm. Through this optimization algorithm, the initial parameters of the wavelet neural network are optimized. According to the wavelet neural network structure, the number of weights to be optimized is 6*10+10=70, the number of wavelet function parameters to be optimized is 10+10=20, and the total number of optimization parameters to be optimized is 90.
The GS-BA algorithm first uses a logical self-mapping function to chaoticize the initial bat eISSN 1303-5150 www.neuroquantology.com 576 population to obtain a uniform initial population. In the bat algorithm, the population size is 30, the individual dimension is the total numb of parameters to be optimized, the maximum number of iterations is 200, the search pulse frequency range is [-1, 1], the maximum pulse intensity A = 0.25, the maximum pulse frequency is 0.75, and the increasing coefficient of the pulse frequency is 0.05, and the attenuation coefficient of pulse intensity is 0.95. The target value of the improved bat optimization algorithm is set to 1.0×10-5. Figure 5 shows the training process of the initial parameters of the wavelet neural network optimized by the GS-BA algorithm.
Comparison of prediction simulation results of three constitutive models
After the parameters optimized by the GS-BA algorithm are determined, the working conditions corresponding to the amplitudes of 3% and 8% respectively are input into the network as training data, so the output value of the network is obtained, then the output error of the network is, ei=ti-yi Where, ti and yi are the expected output and the predicted output of network, respectively. In the network training process, weights and wavelet basis function parameters are constantly adjusted to gradually reduce the error function value. In the prediction experiment, mean absolute error (MAE), root mean square error (RMSE) and mean absolute relative error (MAPE) are adopted as performance evaluation indexes, that is:
The statistical results of prediction errors are shown in As can be seen from Table 1 , the MAE, RMSE and MAPE of the chaotic Gaussian bat optimized wavelet neural network prediction model constructed in this study are obviously smaller than those of the non-optimized wavelet neural network prediction model. Moreover, its error distribution is more concentrated and prediction results are closer to the measured data, thus this model is more stable and has higher precision. The overall simulation contrast between the three models of stress---strain prediction and measured stress---strain is shown in Figure 6 . Figure 7 shows the model error curve. Figures 6 and 7 clearly show that the prediction model presented in this paper is more stable than the BA-WNN and WNN models and has less error with the actual stress-strain curve and higher precision.
Conclusions
(1) The basic bat optimization algorithm is easy to mature early and the sample diversity is gradually decreased in the later period, so the chaotic Gaussian bat optimized algorithm is proposed, with a purpose to improve bat algorithm from two aspects, increasing population diversity and avoiding falling into local optimum.
(2) Due to improper selection of initial weights and parameters of wavelet basis function, network oscillation may occur to wavelet neural network during learning, thus non-convergence appears. Therefore, chaotic Gaussian bat optimized algorithm is used to optimize the initial parameters of wavelet neural network.
(3) Based on the experiment of austenite SMA, the relationship between stress and strain curve under different amplitudes of strain is studied. The prediction model of SMA constitutive relationship is established by using MATLAB. After training, the relationship between stress increment and strain rate under different strain amplitudes is predicted and the validity and superiority of the proposed model are verified. The simulation results show as follows. The MAE, RMSE, and MAPE of the GS-WNN model prediction results are all the smallest, with the best prediction precision. Therefore, the initial parameters of the WNN optimized by GS-WNN model can effectively reflect the influence of the loading amplitude on the SMA super-elastic performance and improve the model prediction precision and stability.
