Abstract. The Chen groups of a group G are the lower central series quotients of the maximal metabelian quotient of G. Under certain conditions, we relate the ranks of the Chen groups to the first resonance variety of G, a jump locus for the cohomology of G. In the case where G is the fundamental group of the complement of a complex hyperplane arrangement, our results positively resolve Suciu's Chen ranks conjecture. We obtain explicit formulas for the Chen ranks of a number of groups of broad interest, including pure Artin groups associated to Coxeter groups, and the group of basis-conjugating automorphisms of a finitely generated free group.
Introduction
Let G be a group, with commutator subgroup G ′ = [G, G], and second commutator subgroup
. The Chen groups of G are the lower central series quotients gr k (G/G ′′ ) of G/G ′′ . These groups were introduced by K.T. Chen in [4] , so as to provide accessible approximations of the lower central series quotients of a link group. For example, if G = F n is the free group of rank n (the fundamental group of the n-component unlink), the Chen groups are free abelian, and their ranks, θ k (G) = rank gr k (G/G ′′ ), are given by
While apparently weaker invariants than the lower central series quotients of G itself, the Chen groups sometimes yield more subtle information. For instance, if G = P n is the Artin pure braid group, the ranks of the Chen groups distinguish G from a direct product of free groups, while the ranks of the lower central series quotients fail to do so, see [6] . In this paper, we study the Chen ranks θ k (G) for a class of groups which includes all arrangement groups (fundamental groups of complements of complex hyperplane arrangements), and potentially fundamental groups of more general smooth quasi-projective varieties. We relate these Chen ranks to the first resonance variety of the cohomology ring of G. For arrangement groups, our results positively resolve Suciu's Chen ranks conjecture, stated in [35] .
Let A = ℓ k=0 A k be a finite-dimensional, graded, graded-commutative, connected algebra over an algebraically closed field k of characteristic 0. For each a ∈ A 1 , we have a 2 = 0, so right-multiplication by a defines a cochain complex In the context of arrangements, with A the cohomology ring of the complement, the complex (A, a) was introduced by Aomoto [1] , and subsequently used by EsnaultSchechtman-Viehweg [13] and Schechtman-Terao-Varchenko [32] in the study of local system cohomology. In this context, if a ∈ A 1 is generic, the cohomology of (A, a) vanishes, except possibly in the top dimension, see Yuzvinsky [37] .
In general, the resonance varieties of A, or of G in the case where A = H * (G; k), are the cohomology jump loci of the complex (A, a),
homogeneous algebraic subvarieties of A 1 . These varieties, introduced by Falk [14] in the context of arrangements, are isomorphism-type invariants of the algebra A. They have been the subject of considerable recent interest in a variety of areas, see, for instance, Dimca-Papadima-Suciu [11] , Yuzvinsky [38] , and references therein. We will focus on the first resonance variety of the group G,
Assume that G is finitely presented. The group G is 1-formal if the Malcev Lie algebra of G is quadratic (see [28] for details), and is said to be a commutatorrelators group if it admits a presentation G = F/R, where F is a finitely generated free group and R is the normal closure of a finite subset of [F, F ] . For any finitely generated 1-formal group, Dimca-Papadima-Suciu [11] show that all irreducible components of the resonance variety R 1 d (H * (G; k)) are linear subspaces of H 1 (G; k). For a finitely presented, commutator-relators group, the resonance variety R 1 (G) may be realized as the variety defined by the annihilator of the linearized Alexander invariant B of G, a module over the polynomial ring S = Sym(H 1 (G; k)), R 1 (G) = V (ann(B)), see Section 2 below. We can thus view R 1 (G) as a scheme. Let A = H * (G; k), and let µ : A 1 ∧ A 1 → A 2 be the cup product map, µ(a ∧ b) = a ∪ b. A non-zero subspace U ⊆ A 1 is said to be p-isotropic with respect to the cup product map if the restriction of µ to U ∧ U has rank p. For instance, A 1 is 0-isotropic if G is a free group, while A 1 is 1-isotropic if G is the fundamental group of a closed, orientable surface. Call subspaces U and V of A 1 projectively disjoint if they meet only at the origin, U ∩ V = {0}. In the formulas below, we use the convention n m = 0 if n < m. Our main result is as follows. Theorem A. Let G be a finitely presented, 1-formal, commutator-relators group. Assume that the components of R 1 (G) are (i) 0-isotropic, (ii) projectively disjoint, and (iii) reduced (viewing R 1 (G) as a scheme). Then, for k ≫ 0,
where h m denotes the number of m-dimensional components of R 1 (G). (a) The Heisenberg group
Since G is nilpotent, the Chen groups of G are trivial. See [11] .
(b) The fundamental group G of a closed, orientable surface of genus g ≥ 2 is 1-formal. But R 1 (G) = H 1 (G; k) is not 0-isotropic, and θ k (G) = θ k (F 2g ). See [28] .
(c) Let G = G Γ be the right-angled Artin group corresponding to the graph Γ with vertex set V = {1, 2, 3, 4, 5} and edge set E = {12, 13, 24, 34, 45}. The resonance variety R 1 (G) is the union of two 3-dimensional subspaces in H 1 (G; k) which are not projectively disjoint, and θ k (G) = 2θ k (F 3 ). See [29] .
As a variety,
is not reduced, and θ k (G) = θ k (F 2 ). We do not know if this group is 1-formal. See Example 3.3.
Groups which satisfy the hypotheses of Theorem A include all arrangement groups. More generally, let X be a smooth quasi-projective variety, and assume that G = π 1 (X) is a commutator-relators group. If X admits a smooth compactification with trivial first Betti number, work of Deligne [10] and Morgan [25] implies that G is 1-formal. In this instance, Dimca-Papadima-Suciu [11] show that the irreducible components of R 1 (G) are all projectively disjoint and 0-isotropic. Thus, Theorem A applies when the components of R 1 (G) are reduced. Another interesting example is provided by the "group of loops." Let F n be the free group of rank n. The basis-conjugating automorphism group, or pure symmetric automorphism group, is the group PΣ n of all automorphisms of F n which send each generator x i to a conjugate of itself. Results of Dahm [9] and Goldsmith [18] imply that this group may also be realized as the "group of loops," the group of motions of a collection of n unknotted, unlinked oriented circles in 3-space, where each circle returns to its original position.
Theorem B. For k ≫ 0, the ranks of the Chen groups of the basis-conjugating automorphism group PΣ n are
Our interest in the relationship between Chen ranks and resonance stems from the theory of hyperplane arrangements. Let A = {H 1 , . . . , H n } be an arrangement in C ℓ , with complement M = C ℓ n i=1 H i . It is well known that the fundamental group G = π 1 (M ) is a commutator-relators group, and is 1-formal. Furthermore, in low dimensions, the cohomology of G is isomorphic to that of M , [23] . Consequently, the first resonance varieties of G and of the Orlik-Solomon algebra A = H * (M ; k) coincide. Falk [14] showed that the irreducible components of R 1 (G) are 0-isotropic, and Libgober-Yuzvinsky [21] showed that these components are projectively disjoint. In Section 5 below, we show that the components of R 1 (G) are reduced. Thus, Theorem A yields a combinatorial formula for the Chen ranks of the arrangement group G in terms of the Orlik-Solomon algebra of A. In [35] , Suciu conjectured that this formula, the Chen ranks conjecture, holds.
Theorem A facilitates the explicit calculation of the Chen ranks of a number of arrangement groups of broad interest. For example, let W be a finite reflection group, and A W the arrangement of reflecting hyperplanes. The fundamental group P W of the complement of A W is the pure braid group associated to W . If W = A n is the type A Coxeter group, then P W = P A n = P n+1 is the classical Artin pure braid group on n+1 strings, whose Chen ranks were determined in [6] . We complete the picture for the remaining infinite families. Theorem C. Let P A n , P B n and P D n be the pure braid groups associated to the Coxeter groups A n , B n and D n . For k ≫ 0, the ranks of the Chen groups of these pure braid groups are
2. Preliminaries 2.1. Alexander invariant. Let G be a finitely presented group, with abelianization G/G ′ and a : G → G/G ′ the natural projection. Let ZG be the integral group ring of G, and let J G = ker(ǫ) be the kernel of the augmentation map ǫ : ZG → Z, given by ǫ m g g) = m g . Classically associated to the group G are the
The Alexander module A G is induced from J G by the extension of the abelianization map a to group rings. The action of G/G ′ on the Alexander invariant B G is given on cosets of G ′′ by gG
These modules, and the augmentation ideal of Z(G/G ′ ), comprise the Crowell exact sequence
A basic observation of Massey [22] shows that
for k ≥ 2, where the associated graded on the left is taken with respect to the lower central series filtration. Consequently, the Chen ranks of G are given by
for any field k of characteristic zero. Now assume that G = g 1 , . . . , g n | r 1 , . . . , r m admits a commutator-relators presentation with n generators, and let p : F n → G be the natural projection, where
With this identification, the augmentation ideal is given by J = (t 1 − 1, . . . , t n − 1).
Presentations for the Alexander module A G and Alexander invariant B G may be obtained using the Fox calculus [17] . For 1 ≤ i ≤ n, let ∂ i = ∂ ∂gi : F n → ZF n be the Fox free derivatives. The Alexander module has presentation
is the Alexander matrix of (abelianized) Fox derivatives. Let (C * , d * ) be the standard Koszul resolution of Z over Λ, where C 0 = Λ, C 1 = Λ n with basis e 1 , . . . , e n , and
r+k (t ir − 1)e I {ir} , where 
Basic homological algebra insures the existence of the map α satisfying
Analysis of the mapping cone of this chain map as in [22, 7] then yields a presentation for the Alexander invariant
n ] may be viewed as a subring of the formal power series ring P = Z[[x 1 , . . . , x n ]] via the Magnus embedding, defined by ψ(t i ) = 1 + x i . Note that the augmentation ideal J = (t 1 − 1, . . . , t n ) is sent to the ideal m = (x 1 , . . . , x n ). Passing to associated graded rings, with respect to the filtrations by powers of J and m respectively, the homomorphism gr(ψ) identifies gr(Λ) with the polynomial ring S = gr(P ) =
For q ≥ 0, let ψ For the n-generator, commutator-relators group G, the polynomial ring S = Z[x 1 , . . . , x n ] may be identified with the symmetric algebra on H 1 (G) = G/G ′ = Z n . Let E = H 1 (G) be the exterior algebra (over Z), and let (E ⊗S, ∂ * ) be the Koszul complex of S. Observe that ∂ k = ψ (1) (d k ), in particular, ∂ 1 is the matrix of variables of S, with image the ideal m = (x 1 , . . . , x n ). Note also that
Theorem 2.1 (Papadima-Suciu [28] Cor. 9.7). Let G be a 1-formal, commutatorrelators group with associated linearized Alexander invariant B Z , and let k be a field of characteristic zero. Then
A presentation for the linearized Alexander invariant may be obtained by a procedure analogous to that used to obtain one for the Alexander invariant itself. Linearizing the equality
, the entries of which are in S/m. Thus, α 2 is induced by a map Z m → Z ( n 2 ) , which we denote by the same symbol. These considerations yield a chain map
. Analysis of the mapping cone of this chain map then yields a presentation for the linearized Alexander invariant:
Resonance. In the case where G is an arrangement group, it is known [8] that the annihilator of the linearized Alexander invariant defines the first resonance variety. We show that this holds for an arbitrary commutator-relators group. Let k be a field of characteristic zero, and consider B := B Z ⊗ k, the linearized Alexander invariant with coefficients in k. Abusing notation, let
Theorem 2.2. Let G be an n generator, commutator-relators group. The resonance variety R 1 (G) is the variety defined by the annihilator of the linearized Alexander invariant B,
Proof. Let X be the 2-dimensional CW-complex corresponding to a commutatorrelators presentation of G with n generators, and let R 1 (X) ⊂ k n be the first resonance variety of the cohomology ring H * (X; k). We first show that
A K(G, 1) space may be obtained from X by attaching cells of dimension at least 3. The resulting inclusion map X ֒→ K(G, 1) induces an isomorphism between H 1 (G; k) and H 1 (X; k). Identify these cohomology groups. Dualizing the Hopf exact sequences reveals that
For f a map of free S-modules and a ∈ k n , denote the evaluation of f at a by f (a). The resonance variety R 1 (G) = R 1 (X) may be realized as the variety in H 1 (G; k) = k n defined by the vanishing of the (n − 1) × (n − 1) minors of the linearized Alexander matrix D (1) , see [23, 36] . In other words,
An exercise with the mapping cone of (2.2) reveals that rank
Over the field k, the presentation (2.3) of the linearized Alexander invariant may be simplified. Recall that X is the presentation 2-complex corresponding to an n-generator, commutator-relators presentation of G. [23] . The cohomology ring E = H * (H; k) is an exterior algebra. Let I ⊂ E be the ideal generated by ker(µ :
, we obtain a short exact sequence of cochain complexes 0 
If e 1 , . . . , e n ∈ E 1 generate the exterior algebra E, let
Tensoring the exact sequence 0 → I → E → A → 0 with S, we obtain a commutative diagram of cochain complexes, with exact columns 
is trivial on this kernel, letD (1) denote the induced map on the quotient. Then the linearized Alexander invariant may be realized as B = ker(∂ 1 )/ im(D (1) ), and the map δ
2
A is dual toD (1) . Dualizing the diagram (2.4), we obtain an exact sequence of chain complexes
where
, yielding the following presentation for B:
Chen ranks from resonance
In this section, we prove Theorem A. For a group G satisfying the hypotheses of Theorem A, we determine the ranks of the Chen groups of G from the resonance variety R 1 (G), Let G be a finitely presented, 1-formal, commutator-relators group. These assumptions on G insure (i) that the ranks of the Chen groups are given by the Hilbert series of the linearized Alexander invariant B of G (with coefficients in k):
see Papadima-Suciu [28, Cor. 9.7] ; and (ii) that all irreducible components of
Assume that these components of R 1 (G) are 0-isotropic, projectively disjoint, and reduced. Let L be an irreducible component of R 1 (G), and let {l 1 , . . . , l m } be a basis for L, where the l i are linearly independent elements of
2 is a subideal of the ideal I generated by ker(µ :
2 ), where A 2 = H 2 (X; k) and X is the presentation 2-complex corresponding to an n-generator, commutator-relators presentation of G as in the previous section. Corresponding to L, we have a "local" linearized Alexander invariant B L , presented in analogy with (2.5) by
The inclusion I L ⊆ I yields a short exact sequence of cochain complexes of free S-modules
where ψ is the induced map. Dualizing and passing to homology yields a surjection
. . , L k be the irreducible components of the resonance variety R 1 (G), and define π :
Let m = x 1 , . . . , x n be the maximal ideal in the polynomial ring S. We will show that the modules K = ker π and C = coker π are supported only at m.
Since localization is an exact functor, the sequence (3.4) remains exact after localizing at any ideal q such that V (q) ∈ R 1 (G). The assumption that the components of R 1 (G) are projectively disjoint implies that (B Li ) qj = 0 if i = j. This implies that C qj = 0 for 1 ≤ j ≤ k. For an embedded prime p for R 1 (G), different from m, the same argument shows that C p = 0. Thus C can be supported only at the maximal ideal. In the case where G is an arrangement group, this yields the lower bound on the Chen ranks found in [34] ; however the proof there relies on a result of Eisenbud-Popescu-Yuzvinsky [12] which is special to the case of arrangements.
To establish Theorem A, it remains to show that the kernel K in (3.4) is supported only at the maximal ideal.
Proof. Choose a basis for E 1 so that L = span{e 1 , . . . , e m } and
. . , e m , so we may choose a basis {f 1 , . . . , f r } for I 2 /I 2 L such that the initial terms in(f i ) = g i are distinct elements of e m+1 , . . . , e n 2 . Note that {e 1 f 1 , . . . , e 1 f r } are independent in I 3 , for if not, then 
x i e i . Let M be the submatrix of (the matrix of) ψ 3 with rows corresponding to e 1 f 1 , . . . , e 1 f r ∈ I 3 . Then
where id is the identity matrix of size r = dim I 2 /I 2 L . To see this, note that
x i e i f j .
While there can be syzygies with e i f j = e 1 f k +· · · , for such a relation we have i ≥ 2, hence only x i with i ≥ 2 will appear. Thus, det(M ) = x r 1 + h, with deg x1 (h) < r. In the localization S q , since x 1 ∈ q = x m+1 , . . . x n , det(M ) is a unit. This implies that the maximal Fitting ideal Fitt 0 ((ψ 3 ) q ) contains a unit. Consequently, after localizing, the cokernel of ψ 3 vanishes. From the long exact sequence arising from the dual of (3.2), this cokernel is the kernel of the map (
, assume as above that L has basis {e 1 , . . . , e m }, and write L * = span{e m+1 , . . . , e n }. Note that g is indecomposable, for if
intersects L in a line, contradicting the assumption that the components of R 1 (G) are projectively disjoint. Denote the ideal I L +g in the exterior algebra E by K L , and let δ
First, consider the cochain complex
. Continuing in this manner, multiplication by x m+j+1 induces a chain map C
• (j) → C • (j), and the resulting mapping cone C
• (j + 1) is acyclic. Thus,
• ) be the chain complex dual to C
• . Since C • is acyclic and free, the dual complex C • gives a free resolution of the module B L ,
x i e i g induces a chain map
• be the mapping cone of this chain map. Then we have a short exact sequence of cochain complexes 0 → C
• are acyclic and free, K • is acyclic and free. It is readily checked that the map δ Recall that q = x m+1 , . . . , x n . The above considerations yield a short exact sequence of chain complexes 0
• , and is a free resolution of S/q. We thus have a short exact sequence of S-modules
Since the localization (S/q) q is nontrivial, we have ( . Consequently, to complete the proof of Theorem A, it suffices to prove the following. 
by Proposition 3.1, and localization commutes with taking annihilators, it follows that L is reduced in this instance.
For the other direction, we show that
Changing bases in L and L * = span{e m+1 , . . . , e n }, we may assume that g = e 1 e m+1 + · · · + e k e m+k for some k, 2 ≤ k ≤ m. To see that L is not reduced, it suffices to exhibit an element β in the module B KL which is not annihilated by q = x m+1 , . . . , x n .
Choose ordered bases for K above, we must have u = e 1 e 2 e m+1 +v for some v ∈ K 3 L ⊗ S. Since the coefficient of e 1 e 2 e m+1 in δ 3 KL (g) is −x 2 , the transpose of the column of [∂ KL 3 ] corresponding to e 1 e 2 e m+1 is x m+1 0 · · · 0 −x 2 . In other words, ∂ KL 3 (e 1 e 2 e m+1 ) = x m+1 e 1 e 2 − x 2 g. Thus, ∂ KL 3 (v) = ∂ KL 3 (u − e 1 e 2 e m+1 ) = x 2 g, and the assumption that x m+1 e 1 e 2 ∈ im(∂ KL 3 ) implies that x 2 g ∈ im(∂ KL 3 ) as well. This in turn implies that the kernel of the map B KL ։ B L is annihilated by x 2 , a contradiction since this kernel is S/q = S/ x m+1 , . . . , x n , see (3.7). Example 3.3. For the group G in Example 1.1(d), I = e 1 e 2 , e 1 e 3 + e 2 e 4 , and
Since J L = I = I L , the resonance component L is not reduced. A calculation reveals that the Chen ranks of G are given by θ k (G) = 2(k − 1), which of course differ from θ k (F 2 ) = k − 1 for k ≥ 2.
Basis-conjugating automorphism groups
As a first application of Theorem A, we compute the Chen ranks of the basisconjugating automorphism group G = PΣ n , proving Theorem B.
Let F n be the free group generated by x 1 , . . . , x n . The basis-conjugating automorphism group PΣ n is the group of all automorphisms of F n which send each generator x i to a conjugate of itself. As noted in the introduction, this group may be realized as the group of motions of a collection of n unknotted, unlinked oriented circles in 3-space, where each circle returns to its original position. McCool [24] found the following presentation for the basis-conjugating automorphism group:
where [u, v] = uvu −1 v −1 , the indices in the relations are distinct, and the generators β i,j are the automorphisms of F n defined by
The integral cohomology of PΣ n was determined by Jensen-McCammond-Meier [20] , resolving a conjecture of Brownstein-Lee [3] . We rephrase their result for a field k of characteristic zero. Let E be the exterior algebra over k generated by degree one elements e p,q , 1 ≤ p = q ≤ n, and let I be the two-sided ideal in E generated by e i,j e j,i , 1 ≤ i < j ≤ n, (e k,i − e j,i )(e k,j − e i,j ), 1 ≤ i, j, k ≤ n, i < j, k / ∈ {i, j}.
Then the cohomology algebra of the basis-conjugating automorphism group PΣ n is isomorphic to the quotient of E by I, H * (PΣ n ; k) ∼ = E/I. Using this description of the cohomology, Cohen [5] computed the first resonance variety of PΣ n :
where C i,j = span{e i,j , e j,i } and C i,j,k = span{e j,i − e k,i , e i,j − e k,j , e i,k − e j,k }.
Proof of Theorem B. From work of Berceanu-Papadima [2] , it is known that PΣ n is 1-formal. And it is clear from (4.1) that PΣ n is a commutator-relators group. Checking that the components C i,j , C i,j,k from (4.2) are all projectively disjoint, and are all 0-isotropic, the Chen ranks of PΣ n are given by Theorem A provided that all these components are reduced. The symmetric group on n letters acts on PΣ n by permuting indices, σ(β i,j ) = β σ(i),σ(j) , and hence on the cohomology and resonance variety of PΣ n . In light of this action, it suffices to show that the resonance components C 1,2 and C 1,2,3 are reduced. We establish this using Proposition 3.1.
Let L = C 1,2,3 = span{e 2,1 − e 3,1 , e 1,2 − e 3,2 , e 1,3 − e 2,3 }, and let g ∈ I 2 , where I is the ideal in the exterior algebra E defining the cohomology of PΣ n . Write 
Comparing coefficients of e 2,1 e i,j e j,i in the left-and right-hand sides of (4.3) reveals that a i,j = 0 for {i, j} ⊂ {1, 2, 3}. Similarly, if k / ∈ {1, 2, 3} and i < j, by considering the coefficients of e 2,1 e k,i e k,j , e 2,1 e k,i e j,k , and e 2,1 e k,j e i,k in (4.3), we see that b These considerations imply that h = 1≤i<j≤3 a i,j (e 2,1 − e 3,1 )e i,j e j,i . Using (4.3) again, comparing coefficients of e i,j e 1,2 e 1,3 , e i,j e 2,1 e 2,3 and e i,j e 3,1 e 3,2 reveals that x i,j = 0, y i,j = 0, and z i,j = 0 for {i, j} ⊂ {1, 2, 3}. So, for instance, c e 1,2 e 2,3 e 3,2 : x 1,2 = 0 e 1,3 e 2,3 e 3,2 : x 1,3 = 0 e 2,1 e 2,3 e 3,2 : x 2,1 + y 3,2 + z 2,3 = a 2,3 e 1,2 e 1,3 e 2,3 : x 2,3 = 0 e 1,2 e 1,3 e 3,2 : x 3,2 = 0 e 3,1 e 2,3 e 3,2 :
It follows that x 2,1 + x 3,1 = 0, and c a i,j (e 2,1 − e 3,1 )e i,j e j,i = λ(e 2,1 − e 3,1 )(e 1,2 − e 3,2 )(e 1,3 − e 2,3 ), where λ = x + y + z. Comparing coefficients of, for instance, e 1,3 e 1,2 e 2,1 here yields λ = 0, which implies that a i,j = 0 for all i, j. Hence, we have 1,2 (e 3,1 −e 2,1 )(e 3,2 −e 1,2 ) and g ∈ I L . Thus, I L = J L , and the component L = C 1,2,3 of R 1 (PΣ n ) is reduced. A similar (easier) argument, which we leave to the reader, shows that the component C 1,2 of R 1 (PΣ n ) is also reduced. Thus, Theorem A may be used to compute the Chen ranks of PΣ n . Noting that R 1 (PΣ n ) has n 2 two-dimensional components and n 3 three-dimensional components completes the proof of Theorem B.
Hyperplane arrangements
Let A = {H 1 , . . . , H n } be a hyperplane arrangement in C ℓ , with complement
We assume that A is a central arrangement, i.e., that each hyperplane of A passes through the origin. Let L(A) = { H∈B H | B ⊆ A} be the intersection lattice of A, with rank function given by codimension. We refer to elements of L(A) as flats. Recall that k is a field of characteristic zero. A well known theorem of Orlik-Solomon [26] yields a presentation for the cohomology ring A = H * (M (A); k), the Orlik-Solomon algebra, in terms of the lattice L(A). Let G = π 1 (M (A)) be the fundamental group of the complement. As noted in the introduction, the arrangement group G is a 1-formal, commutator-relators group, and the resonance varieties R 1 (G) and R 1 (A) coincide. In this context, we denote this variety by R 1 (A), the first resonance variety of the arrangement A. Falk [14] initiated the study of resonance varieties in the context of arrangements. Among his main innovations was the concept of a neighborly partition. A partition Π of A is neighborly if, for any rank two flat Y ∈ L 2 (A) and any block π of Π,
Partitions with a single block will be called trivial, others nontrivial. Flats contained in a single block of Π will be referred to as monochrome, others polychrome. Flats of multiplicity two are necessarily monochrome.
Falk showed that all components of R 1 (A) arise from nontrivial neighborly partitions of subarrangements of A, and conjectured that R 1 (A) was a subspace arrangement. This was proved simultaneously by Cohen-Suciu in [8] and LibgoberYuzvinsky in [21] , and the latter also showed that the irreducible components of R 1 (A) are projectively disjoint. Falk's work additionally reveals that these components are 0-isotropic. Arrangements which admit nontrivial neighborly partitions, and corresponding resonance components, include all central arrangements in C 2 , the rank 3 braid arrangement, the Pappus, Hessian, and type B Coxeter arrangements in C 3 , etc., see [8, 14, 31, 35] among others. Let Π be a neighborly partition of a subarrangement A ′ of A. Following [14, 15, 21] , we explicitly describe the corresponding component L Π of R 1 (A). Let E be the exterior algebra over k, with generators e 1 , . . . , e n corresponding to the hyperplanes of A. The Orlik-Solomon algebra is given by H * (M (A); k) = A = E/I, where I is the Orlik-Solomon ideal of A. This ideal is generated by boundaries of circuits, ∂e i1 · · · e i k , where {H i1 , . . . , H i k } is a minimally dependent set of hyperplanes in A and ∂ : E → E is defined by ∂1 = 0, ∂e i = 1, and ∂(uv) = (∂u)v + (−1) |u| u(∂v), |u| denoting the degree of u, see [27, Ch. 3] . For u = n i=1 u i e i ∈ E 1 , write ∂ i u = u i , and ∂ X u = X⊂Hi u i for a rank 2 flat X. Let poly(Π) denote the set of rank two flats X which are polychrome with respect to Π. Then the resonance component corresponding to the neighborly partition Π of A ′ ⊂ A is given by
Since the irreducible components of R 1 (A) are 0-isotropic and projectively disjoint, to bring Theorem A to bear in the context of arrangement groups, it suffices to establish the following result. Proof. Let L ⊂ R 1 (A) be an irreducible component. By Propositions 3.1 and 3.2, it suffices to show that the ideals
The component L corresponds to a neighborly partition Π of a subarrangement A ′ of A. Write A ′ = {H 1 , . . . , H m }, let E ′ be the subalgebra of E with generators corresponding to the hyperplanes of A ′ , and assume that dim L = ℓ. Choose generators ξ 1 , . . . , ξ n for E so that E ′ is generated by ξ 1 , . . . , ξ m and L = span{ξ 1 , . . . , ξ ℓ }.
. . , ξ n }, and g 3 ∈ 2 span{ξ m+1 , . . . , ξ n }. Then, the condition xg ∈ I L for all x ∈ L implies that g 2 = g 3 = 0. Thus, the generators of J L are elements of the subalgebra E ′ of E. Consequently, we can assume without loss that
We can assume without loss that
Let X ∈ L 2 (A) be a rank two flat which is polychrome with respect to Π. Then X meets each block of Π, see [21, Rem. 3.10] . We can assume that X is contained in the hyperplanes H 1 , . . . , H ℓ+1 (and possibly others), and that H j ∈ β j for 1 ≤ j ≤ ℓ + 1. We can also assume that, for each j, ν j,j = 1, that is,
An exercise in linear algebra using (5.2) and (5.3) reveals that {y 1 , . . . , y k } is linearly independent. We now show that g =
we have ∂x i = 0. Similarly, since g is in the Orlik-Solomon ideal I, we have ∂g = 0. Computing ∂g = −x 1 ∂u 1 −· · ·−x k ∂u k , the fact that {x 1 , . . . , x k } is linearly independent implies that ∂u 1 
Since x i ∈ L = L Π and X is a polychrome flat for Π, we have ∂y i = ∂ X x i = 0 for each i. Consequently, since {y 1 , . . . , y k } is linearly independent, we have ∂v 1 = · · · = ∂v k = 0, that is, ∂ X u i = 0 for each i. But the polychrome flat X was arbitrary, so u 1 , . . . , u k satisfy ∂ X u i = 0 for each i and every flat X which is polychrome with respect to Π. This implies that u 1 , . . . , u k ∈ L, see (5.1).
Thus, Theorem A provides a formula for the ranks of the Chen groups of G in terms of the resonance variety R 1 (A). This formula, θ k (G) = m≥2 h m θ k (F m ) for k ≫ 0, where h m is the number of irreducible components of R 1 (A) of dimension m, for the Chen ranks was conjectured by Suciu [35] . In [34] , Schenck-Suciu proved that θ k (G) ≥ m≥2 h m θ k (F m ) for k ≫ 0. Suciu's original conjecture predicted equality in this Chen ranks formula for all k ≥ 4, but in [34] it is shown the value for which θ k (G) is given by a fixed polynomial in k depends on the CastelnuovoMumford regularity of the linearized Alexander invariant of G.
Example 5.2. Let A be the Hessian arrangement in C 3 , defined by the polynomial Q = xyz 1≤i,j≤3 (x + ω i z + ω j z), where ω = exp(2πi/3). The projectivization of A consists of the twelve lines in CP 2 passing through the nine inflection points of a smooth plane cubic curve. Four lines meet at each of the nine inflection points, yielding nine rank 2 flats in L(A) of cardinality 4, and associated 3-dimensional components of R 1 (A). The arrangement A has 54 subarrangements lattice-isomorphic to the rank 3 braid arrangement. Each of these contributes a 2-dimensional component to R 1 (A). The arrangement A itself admits a nontrivial neighborly partition, and has a corresponding 3-dimensional component of R 1 (A). A calculation reveals that these (10 3-dimensional and 54 2-dimensional) components constitute all irreducible components of R 1 (A). Consequently, if G is the fundamental group of the complement of A, by Theorem A we have θ k (G) = 10(k 2 − 1) + 54(k − 1) for k ≫ 0.
Coxeter arrangements
In this section, we use Theorem A to determine the Chen ranks of the pure braid groups associated to the Coxeter groups of types A, B, and D, proving Theorem C.
Example 6.1. Let A n be the braid arrangement, the type A Coxeter arrangement in C n with hyperplanes ker(x i − x j ), 1 ≤ i < j ≤ n. The complement of A n is the configuration space of n ordered points in C, with fundamental group the Artin pure braid group G = P n . The resonance variety R 1 (A n ) has n+1 4 two-dimensional irreducible components, see [8, 30] . Theorem A yields θ k (P n ) = (k−1)
for k ≫ 0, as first calculated in [6] .
More generally, let Γ be a simple graph on vertex set {1, . . . , n}, and let A Γ be the corresponding graphic arrangement in C n , consisting of the hyperplanes ker(x i − x j ) for which {i, j} is an edge of Γ. The resonance variety R 1 (A Γ ) has κ 3 + κ 4 two-dimensional irreducible components, where κ m denotes the number of complete subgraphs on m vertices in Γ, see [34] . If G is the fundamental group of the complement of A Γ , Theorem A yields θ k (G) = (k − 1)(κ 3 + κ 4 ) for k ≫ 0, as first calculated in [34] . 
where 1 ≤ i < j < k ≤ n, 1 ≤ p < q ≤ n, 1 ≤ r < s ≤ n, and {p, q} ∩ {r, s} = ∅. Note that D n has 4 n 3 rank two flats of multiplicity 3, and n 2 + 12 n 4 rank two flats of multiplicity 2. We determine the structure of the variety
Recall that A n is the type A Coxeter arrangement in C n . Denote the hyperplanes of A n by H − i,j = ker(x i − x j ), 1 ≤ i < j ≤ n. Note that A 4 is lattice-isomorphic to D 3 . It is well known that A 3 and A 4 subarrangements give rise to two-dimensional components of the first resonance variety, see Falk [14] . It is also known that D 4 subarrangements also yield two-dimensional components of the first resonance variety, see Pereira-Yuzvinsky [31] . These facts yield a number of components of R 1 (D n ), which we record explicitly. Each triple 1 ≤ i < j < k ≤ n yields four A 3 subarrangements of D n :
Denote the corresponding components of
Theorem 6.2. The first resonance variety of the arrangement D n is given by
Proof. The inclusion of the union in R 1 (D n ) follows from the preceding discussion, so it suffices to establish the opposite inclusion. For this, it is enough to show that a subarrangement of D n not isomorphic to A 3 , A 4 , or D 4 does not contribute a component to R 1 (D n ). Let B be such a subarrangement. We show that B does not admit a nontrivial neighborly partition.
If B ⊂ D n is a subarrangement of cardinality at most 3 that is not isomorphic to A 3 , then B is in general position, and admits no nontrivial neighborly partition. So we may assume that |B| ≥ 4.
Let Π be a neighborly partition of B. If B contains 3 hyperplanes H If |{i, j, k, l, r, s}| = 5, permuting indices if necessary, we can assume that {i, j} = {1, 2}, {k, l} = {3, 4}, and {r, s} = {4, 5}. Let Π 0 be the block of Π containing H There is a multiplicity 3, rank 2 flat Consequently, we may assume that there is more than one pair of indices k < l with |{H 
Since H A similar argument shows that Π is trivial if a = −, completing the proof.
6.2.
Resonance of the Coxeter arrangement of type B. Let B n be the type B Coxeter arrangement in C n , consisting of the n 2 hyperplanes H i = ker(x i ), 1 ≤ i ≤ n, and H where 1 ≤ i < j < k ≤ n, 1 ≤ p < q ≤ n, 1 ≤ r < s ≤ n, and {p, q} ∩ {r, s} = ∅. Note that B n has n 2 rank two flats of multiplicity 4, 4 n 3 rank two flats of multiplicity 3, and 6 n 3 + 12 n 4 rank two flats of multiplicity 2. We determine the structure of the variety R 1 (B n ) ⊂ k n 2 . Since D n ⊂ B n , there is an inclusion R 1 (D n ) ⊂ R 1 (B n ). As noted previously, A 3 and A 4 subarrangements give rise to two-dimensional components of the first resonance variety. It is also known that B 2 and B 3 subarrangements yield resonance components, of dimensions 3 and 2 respectively, see [14] . These facts yield a number of components of R 1 (B n ), which we now specify. Each 2-tuple 1 ≤ i < j ≤ n yields a subarrangement B 2 (i, j) of B n , isomorphic to B 2 , and a corresponding rank two flat H i ∩H j ∩H − i,j ∩H + i,j . Let L i,j be the threedimensional component of R 1 (B n ) corresponding to this flat (resp., to B 2 (i, j)). Each 3-tuple 1 ≤ i < j < k ≤ n determines a subarrangement B 3 (i, j, k) of B n , defined by x i x j x k (x Theorem 6.3. The first resonance variety of the arrangement B n is given by
Hence, R 1 (B n ) ⊂ k Proof. The inclusion of the union in R 1 (B n ) follows from the preceding discussion, so it suffices to establish the opposite inclusion. For this, it is enough to show that a subarrangement of B n not isomorphic to A 3 , A 4 , B 2 , B 3 , or D 4 does not contribute a component to R 1 (B n ). Let A be such a subarrangement. We show that A does not admit a nontrivial neighborly partition.
In light of Theorem 6.2, we may assume that A is not contained in any D k subarrangement of B n for k ≤ n. Thus, A = A ′ ∪ A ′′ , where A ′ ⊂ {H i } is nonempty, and A ′′ ⊂ {H 
