Abstract-Tracking is a common topic in various areas of robotics research. Motivated by the hunting behavior of predators in nature, we propose a prey-predator model for efficient robot tracking. The head direction and speed of the pursuer is automatically adjusted according to the position and velocity of the prey. Under the situation with perception uncertainty, where the actual location of the prey is not observable, the pursuer predicts the location of the prey according to simple inference, an online adaptive autoregressive model, or an online adaptive echo state network. Simulation results demonstrate that the proposed prey-predator model is able to control the pursuer and to track the prey efficiently, even under perception uncertainty. Simple inference gives better results when the motion of the target is piecewise linear, while echo state network is more suitable when the dynamics of the target are more complex. The proposed prey-predator model thus provides an efficient method tracking targets with various statistical nature of trajectories for applications such as underwater robot tracking, human tracking and team formation.
I. INTRODUCTION
Target tracking problem, which is the problem of tracking a moving target by an autonomous robotic vehicle, has received considerable attention in robotics, computer vision and other related research areas. The moving target can be another robot, human being, or other animals [1] . Tracking animals is, generally, more difficult than tracking robotic vehicles, since the dynamics of the animal movement are more flexible and hard to model.
One practical example of the tracking problem is to track an Autonomous Underwater Vehicle (AUV). With increasing demand to explore the ocean, AUVs become increasingly popular in ocean science research, such as observation and mapping. Manned support boats are traditionally deployed to follow the AUVs continuously in order to monitor the status of the AUV, or to provide information to the AUV via acoustic communications. However, as the navigation range and the duration of the missions of the AUVs extend longer in recent years, the staffing and the cost required to fulfill the task increase tremendously. Therefore, it is necessary to develop unmanned tracking methods for Autonomous Surface Vechiles (ASVs) to achieve efficient tracking autonomously at low cost. For example, in [1] , an AUV navigation trajectory tracking loop control method was proposed. In large scale applications, it is desirable to deploy multiple robots in a group to finish the task cooperatively, which requires tracking other robots and maintaining certain team formation [2] .
In the literature of target tracking and pursuing, Kalman filters are, most commonly, used to estimate the pose of the target. In [3] a switched logic-based tracking control strategy is proposed, in which the pursuer robot used a Kalman filter to estimate the linear velocity of the target. Similarly, a Kalman filter with a second-order motion model is implemented to predict the state of the target and select candidate patches for their compressive tracking system [4] . In the tracking strategy for an intelligent wheelchair robot in indoor environments [5] , an Extended Kalman filter is proposed to estimate robot pose based on Haar-like features, followed by obstacle avoidance navigation approach based on spline trajectory planning and optimization. An Extended Kalman filter based vision feedback controller to compensate for the positioning error is implemented for visual object tracking by autonomous vehicles in [6] . However, Kalman filters works only for linear systems with Gaussian noise as stated in [7] . Particle filter algorithms are also applied to track moving targets. In [8] , a mean shift tracking algorithm is applied in a system for tracking and shooting moving targets in real time. Filtering algorithms require models of the dynamics of the movement of the target. However, the dynamics of the movement of the target are generally nonlinear and time-varying, and therefore are hard to model.
In this paper, we propose a novel prey-predator model to solve the robotic tracking problem. The proposed model is motivated by the hunting strategies of predators such as cheetah. Research in [9] , [10] shows that, instead of a simple high-speed chase, predators start with a period of rapid acceleration resulting in high speed to quickly catch up with the prey, and then decelerate as their distance becomes close, so as to facilitate rapid turns to match the turns instigated by the prey. The hunting behavior of predators is a result of natural evolution, and may be optimal in maximizing the hunting success under the constraint of energy consumption. In the proposed tracking algorithm, the pursuer automatically adapts its velocity according to the position and the velocity of the target, and reproduces hunting behaviors similar to those of predators in nature. Thus, the proposed tracking algorithm is supposed to be efficient in terms of energy consumption.
Moreover, we explicitly take the perception uncertainty into account for robust application of the proposed method in realistic situations. In hunting, the vision of the predator is occasionally occluded by objects or plants. Similarly, the perception is not always reliable in robotic tracking. For instance, the acoustic communication between the AUV and the ASV can be often blocked due to transmission failure, lasting even for several minutes under extreme aversive conditions, and the laser beans emitted by mobile robots can be corrupted by pedestrians. It is therefore crucial to be capable of tracking the target when the perception is precluded temporarily. Thus, in the proposed prey-predator model we equip the pursuer with three methodologies to model the trajectory of prey, so that the pursuer is able to predict the location of the target even if the target is obstructed from perception temporarily. The three models are: (i) simple inference, assuming that the prey performs linear motion with constant velocity during the sensor blockage, (ii) linear online adaptive autoregressive model, and (iii) nonlinear online adaptive echo state network.
We do not intend to focus on particular types of robot platforms or specific types of sensors. Instead, we make as few assumptions as possible. We only assume that the pursuer is able to perceive the location and the velocity of the prey, e.g. by acoustic communications between the AUV (the target) and the ASV (the pursuer), or by the laser range finders and the vision systems of mobile robots. The proposed method is applicable in various tracking tasks, from robot tracking, human following to multi-robot team formations.
This paper is organized as follows: Section II describes the target tracking problem. Section III introduces the biologically inspired prey-predator tracking model. Section IV is devoted to trajectory prediction under perception uncertainty. Simulation results are presented in Section V. Finally, the paper is concluded and summarized in Section VI.
II. PROBLEM DEFINITION
We formally define the tracking task as an active control problem. In the task, an autonomous robotic vehicle is supposed to follow and keep a certain distance to a moving target. The distance should be appropriate such that it is close enough for effective communication or perception, and simultaneously far enough to avoid collision into the target. Additionally, the vehicle should keep a safe distance to other obstacles in the environment. However, obstacle avoidance is not the main interest of this paper. Therefore we assume both the pursuer vehicle and the target are traveling within the safe area S defined by the obstacles in the environment.
Consider a moving target (prey) with configuration (x, y, ψ), where Q = (x, y) T ∈ S is its position and ψ ∈ (−π, π] is the heading direction or orientation, which is the angle from North (x-axis) (see Fig. 1 ), traveling in the horizontal plane according to the following motion equations:
where V is its linear speed 1 .
1 The angular velocity is not explicitly included. For simplicity, we assume it could be changed instantaneously.
Consider an autonomous robot (pursuer) configured by position P = (x u , y u )
T ∈ S and orientation ψ u , equipped with the same motion equations under speed V u and capable of sensing the position, orientation, and speed of the target (This can be realized by communicating with the target vehicle, which has the ability of self-localization, via wireless or acoustic pulse [11] , inferring via pattern recognition algorithm [12] , or simply installing GPS).
The tracking task considered in this paper is to dynamically choose control command u = (ψ u , V u ) such that for every initial condition in a predefined set I ⊂ S, the vehicle's position P = (x u , y u )
T converges to the following distance relation to the target:
T is an aiming location close to the target 2 , d(P , A) represents its Euclidean distance to the aiming location, and R is the maximal admissible distance for reliable perception. Note d(P , A) needs to be greater than 0 in order to avoid collision into the target.
Here, a location near the target rather than the position of the target itself is chosen as the aiming location of the pursuer vehicle, for the purpose of easy extension of our tracking problem to multi-robot formation tracking problem, where a group of robots organized in a formation are tracking the same target, by choosing different aiming locations according to the formation. For predators in nature, the aiming location may be in front of the prey for the purpose of capture.
III. PREY-PREDATOR MODEL
In this section, we present our prey-predator tracking scheme, which is inspired by the hunting strategy of predators in nature [9] . During the hunting process, the predator keeps a close track of its prey and seeks chance to catch it. To mimic this hunting strategy of natural predators into robot tracking, we propose a method to dynamically adjust the velocity of the pursuer according to its distance to, as well as the velocity of, the prey, inferred by perception.
A. The Determination of the Orientation
During tracking, the pursuer aims at location A = (x a , y a ) T , with fixed relation to the location of the prey Q = (x, y) T ( Fig. 1 ):
R d and θ represent the distance and direction from the prey to the aiming location, respectively. Note that if we choose R d = 0, then the aiming location is the prey itself. R d and θ once chosen are fixed during tracking. The heading direction of the pursuer at time t is determined by the angle between the pursuer and the aiming location:
where atan2(·, ·) is the standard extension of arctan to the range of (−π, π].
The setup for the tracking control problem. During tracking, the pursuer chooses its heading direction by aiming at a fixed location relative to the prey.
Note that different R d and θ give different heading directions of the pursuing vehicles, allowing multiple robots to form a tram tracking the same leading robot. This method is therefore readily to be applied for multirobot team formation.
B. The Determination of the Speed
Since the pursuer will move along the direction specified in Section III-A, the pursuer only needs to adjust its speed depending on its relative position to the target.
Suppose the maximal magnitude 3 of the pursuer's acceleration a = Δ Δt . Δt is the time interval between two consecutive control steps. To guarantee that the pursuer will not collide into the prey, we introduce a safety distance r (0 < r < R), so that when the distance between the pursuer and the prey is smaller than r, the pursuer should decelerate by Δ to enlarge their distance quickly.
The velocity is then adjusted differently according to the following three conditions:
In this situation, the distance from the pursuer to the prey is very large, which often happens in the initial phase of tracking, the pursuer needs to chase the prey by accelerating. The pursuer's speed will increase sharply by Δ at each step to achieve a quick distance reduction. Due to the constraint of the maximal change of speed, the maximal speed of the pursuer should be constrained to avoid collision into the target: 3 We restrict the pursuer's acceleration for the reason that the power of the vehicle's engine is limited.
where d denotes the distance d(P (t), A). These conditions mean that during the time period [t, t + T ], the pursuer decreases its velocity by its maximum change Δ to match the prey's velocity V . During this time period, the distance it covers is smaller than d− r, thus keeping distant from the aiming location at least by r. Eq. (7) and (6) lead to
This condition defines the an upper bound w on the change of the speed between two steps, in order to avoid collision
• r ≤ d(P , A) ≤ R. This is the desired state of the pursuer. Since the pursuer is already in the safe range to the prey, it only need to follow the prey by matching its velocity with the velocity of the prey.
• d(P , A) < r. In this case, the pursuer stays too close to the prey. The pursuer therefore decreases its velocity by its maximum Δ m/s to gain larger maneuverability for safety. The algorithm 1 summarizes the proposed prey-predator tracking scheme.
Algorithm 1 Prey-predator model for robot tracking
Input parameters: Δ, R, r; Input data: the navigation state of the predator P (t − 1), ψ u (t − 1), V u (t − 1) and the navigation state of the prey Q(t), ψ(t), V (t); Determine the aiming location A by (3) and (4); Calculate the heading direction of the predator by (5); Calculate the distance to the aiming location d ;
IV. PREDICTIVE TRACKING UNDER PERCEPTION UNCERTAINTY
In nature, the predator may occasionally miss sensing the prey due to occlusion. In robotic tracking, the communication between robots may fail from time to time. In these situations with perception uncertainty, the pursuer needs to predict the trajectory of the target in order to continue the tracking task. By predicting the trajectory of the target, the pursuer can approximately track the target under perception uncertainty, and therefore increases the robustness and the continuity in tracking. After the perception recovers into normal state, the pursuer will quickly correct the tracking errors, without undertaking chasing phase, which normally takes longer time.
In this section, we include predictive ability into our tracking scheme (Section III). When the prey is perceived, a predictive model is learned to predict its current position based on its previous behavior. Once the prey is not perceivable, the learnt model is used to predict its unknown position.
We propose three methods: i) simple inference, ii) Autoregressive model, and iii) Echo state networks. Detailed description about these three methods will, then, be described.
A. Simple Inference
When the information of the prey is unavailable for a short period of time, a very simple hypothesis is that it will keep the same trend of linear motion with constant speed. In other words, the last observed speed and heading will work as an estimation of the unknown speed and heading during this period of time. Once the speed and heading are obtained, the corresponding missing position can be computed by (1) and (2).
This assumption is very simple and intuitive. It originates from the natural tracking behaviour of human being. People will continue tracking by assuming the target will continue to travel along the same direction with the same speed when they are not able to see the target. But this assumption is only useful for the situations when the observation is missing for very short time. Another advantage of this method is that no learning is needed thus it is computationally more efficient than the other two prediction methods.
B. Autoregressive model
An alternative assumption is that the future position of the prey depends linearly on a finite number of immediate past positions. An online-adaptive autoregressive (AR) model is adopted to predict the position of the prey when the corresponding observation is missing.
When the prey is perceived, we model the position Q of the prey by an autoregressive model based on the trajectory of the prey in the past m stepŝ
whereQ(t) = [x(t),ŷ(t)]
T is the predicted position of the prey. C is a 2 × (2m + 1) matrix, containing the coefficients of the autoregressive model. H is a (2m + 1) × 1 vector memorizing the trajectory of the target in the past m steps.
The elements of H are defined by
Note that the last element of H is a constant component. The model includes the history of the coordinates in both x and y dimensions. This allows the model to represent trajectories of translation and rotation.
The coefficient matrix C is obtained by minimizing the estimation error quantified by the squared error:
through gradient descent methods. By straight-forward calculation, the gradient of the prediction error with respect to the parameter matrix C is given by
The elements of C are incremented online in proportion to the negative gradients
where η (η = 5 × 10 −5 in this paper) is a small positive learning rate. g = 1/ max(1, H ) is a normalization factor. H is the length of the vector H. Note that the absolute value of gradients can be huge if x or y becomes very big. Therefore, g is included in the learning rule to prevent from divergence due to big steps in gradient decent.
If the true locations of the prey are not available, the pursuer has to predict the locations of the prey iterativelŷ
whereĤ(t − 1) is a (2m + 1) × 1 vector containing the predicted history of the robot trajectory.
C. Echo State Network
In this section, we use a nonlinear model called Echo State Network (ESN) [13] to model the trajectory of the prey. ESN is, essentially, a recurrent neural network with a randomly generated and fixed sparse recurrent sub-network (the reservoir) and a very simple linear readout sub-network. Since only the linear readout needs to be trained, it is computationally very efficient. ESN has been theoretically and empirically proven to possess powerful computational capabilities [13] .
Typically, the reservoir weights and the input weights to the reservoir are randomly generated so that the "Echo State Property" is satisfied. Consequently, the state of reservoir will be an "echo" of the entire input history, where the network depends far more on the recent history of the input. This characteristic of ESN fits well with the task of modeling the trajectory of the prey, in that the current position of the prey is correlated to the recent movement behavior than that of further past. Thus, we propose to predict the trajectory of the prey using this non-linear model.
In this paper, an ESN with the reservoir of size N (we use N = 100) is generated by fixing a random, sparse connection matrix W (the connectivity is 10%, the non-zero weights are sampled from uniform distribution in [−0.5, 0.5], and the resulting matrix is re-scaled to a spectral radius of 0.9 to ensure the echo state property). The input weights W in are sampled from a uniform distribution over [−1, 1] .
The previous position of the prey will function as the input stream s(t) = Q(t − 1) to the network and it will activate the reservoir by:
where the notations(t) = [s(t); 1] is adopted to include a bias term and z(t) is the current state vector that collects neuron activation of the reservoir. A linear transformation of the state vector will gives the prediction of the prey's current position:Q
The Recursive Least Squares (RLS) algorithm is adopted to update the weights W out online. This algorithm is to find W out recursively in time to minimize the exponentially discounted historical square error as follows:
where λ < 1 is the forgetting factor (we used λ = 0.998).
The updating rule is given as follows:
) + k(t) Q(t) −Q(t) .(22)
During the first a few steps (e.g. 100) of the training run, the RLS update was disabled to allow the reservoir network to wash out initial transients resulting from the arbitrary starting state.
Once the position of the prey is obtained, its speed V (t) and heading direction ψ(t) can be calculated by the inverse of (1) and (2).
V. SIMULATION RESULTS
To illustrate the effectiveness and performance of the proposed tracking control scheme, we present simulation results for two scenarios: the target vehicle moves along a piecewise linear trajectory, or the target performs random exploration in a confined environment. In both scenarios, we set R d = 1 and θ = π/180.
A. Target Vehicle Moves Along a Piecewise Linear Trajectory
In this scenario, the target vehicle moves along a piecewise linear trajectory, which is pre-planned and defined by a set of way points (see Fig.2a ), with V = 2 m/s. The safe area is defined as the whole visible range of the plane. We initialized the configuration and velocity of the pursuer to be (−3000, 2000, π/2) and zero, respectively.
We first simulated the situation when the target is fully perceived by the pursuer. The resulting tracking behavior is illustrated in Fig. 2 . In the initial phase (shown in Fig. 2a) , the pursuer was far away from the target, it accelerated rapidly (see speed change in Fig. 2c ) towards the target, showing a chasing behavior. At this stage, the distance between the pursuer and the target was shortened quickly (see the distance change in Fig. 2c ). After the distance decreased to a certain amount, the speed of the pursuer started to decrease quickly to match that of the prey (i.e the first sharp drop of the speed in Fig. 2c ). The speed eventually fluctuated around that of the target, consequently the distance between the pursuer and the prey staying around r (r = 300 m).
The whole trajectory of the pursuer is kept close to the trajectory of the target, demonstrating coherent tracking (Fig. 2b) . This is corroborated in Fig. 2c where the distance between the pursuer and the target converges to a small range, indicating that the position of the pursuer is converging to a neighborhood of target's location. Note that the trajectory of the pursuer is smoother than that of the target, suggesting an energy-saving effect achieved by this tracking scheme.
We then simulated the situation of perception uncertainty. The observation of the target was blocked every 5000 steps and each time lasted for 500 steps. This task is quite challenging, since the period of missing observation is as long as 10%.
An example of the tracking trajectories of our proposed control scheme under perception uncertainty is given in Fig. 3a , where simple inference is used to to estimate the missing information. As for trajectories using AR model and ESN model, please refer to the supplementary video. 4 . The pursuer was able to follow the target, however, when the target changes its heading direction too much, the tracking accuracy of the pursuer was reduced, resulting in elevated distance from the target, and sometimes even above the maximal distance R during the turns of the trajectory (see the distance change in Fig 3b) . With respect to the prediction performance, the simple inference method achieves the minimal cumulative position prediction error among the three estimation methods. This is because the simple inference method captures the piecewise linear movement behavior of the target. Irrespective of the prediction methods adopted, the proposed prey-predator model for robot tracking successfully keeps good tracking of the target at least 94% of the time, as quantified by the low miss hit rate, i.e. the percentage of the time steps when the distance between the pursuer and the prey is larger than the maximal range R. Moreover, the total distance traveled by the pursuer is smaller than the target, and is comparable to the total distance covered by the pursuer in the situation with full observability of the target. 
B. Target Performs Random Exploration in a Confined Environment
We also simulated a robot vehicle tracking a rat. The rat is freely exploring a two dimensional environment of size 50 cm × 50 cm, and its position is recorded every 0.02 seconds (The trajectories of the rat was recorded in the experiment done in [14] ). Its trajectory (see the blue line in Fig. 4a ) is very complicated and its speed spans a wide range ( between 0 and 70 cm/s), indicating this tracking task is very difficult.
Again, we first simulate the pursuer capable of fully sensing the rat. The initial configuration of the pursuer is (0, 0, π 2 ) and speed 0. The tracking trajectory is given in Fig.4a . And then, we test our approach in the situation of missing observation for 50 consecutive steps every 1000 steps. The resulting trajectories are given in Fig. 4b, 4c , and 4d, corresponding to using simple inference, AR model, and ESN to predict the missing information, respectively. From the performance measures given in Fig. 5 , we can see that using the proposed prey-predator model the pursuer was able to keep appropriate distance to the target fairly well, even under the situation with perception uncertainty 5 . When the pursuer was equipped with simple inference method or ESN to predict the position of the target, the pursuer is able to keep the miss hit rate as low as 1%. When the AR model was adopted for prediction of the target position, the cumulative prediction error is larger than the single inference method and the ESN network. Using the AR model, the proposed prey-predator model is able to achieve 2% miss hit rate. The total length of the trajectory is smaller when simple inference method or ESN is used to predict the position of the target.
VI. CONCLUSION
In this paper, we presented a prey-predator model efficient for robot tracking task, motivated by the hunting dynamics of natural predators such as the cheetah. The method automatically adjusts the heading and speed of the pursuer according to the position and velocity of the prey. In order to deal with the perception uncertainty, simple inference, online autoregressive model, and online echo state network are proposed to model the prey's trajectory, based separately on the statistical nature of the motion behavior of the prey, such that the pursuer is able to continuously track the prey by predicting the prey's position. Simulation results demonstrate that the proposed prey-predator model is able to control the pursuer to track the prey efficiently. The proposed tracking schemes with simple inference and echo state network give better results than the case with autoregressive model. The proposed prey-predator model thus provides an efficient method for tracking target with various trajectories in applications such as underwater robot tracking, human tracking and team formation. 
