This report is the third in a series 1, 2) which takes into account the boundary condition in electromagnetic problems such as used by the program POISSON. Here we extend the analysis to permit the use of an elliptical boundary both for two dimensional and axisymmetric cylindrical problems. The use of an elliptical boundary instead of a circular one can reduce the mesh size when using the program POISSON and thereby save computing time. Saving cpu time can be significant for problems such as the 2-in-l dipole proposed for the SSC or other magnets such as solenoids. We therefore expect the use of an elliptical boundary to be more general and the previous spherical boundary solution to be a special case . For the case (~) 2 < 1 we write :
(1 a)
If the outer elliptical curve has a value of u 2 and semi-axes a 2 , b 2 and similarly the inner curve has a value of u l with a l and b l , we have:
Note that out of the four semi-axes only three are independent and the fourth one is determined according to (2a) (this is expressed in relation 2c).
•
In the free space region the vector potential can be expressed as a sum of harmonic terms, each employing powers of e-u .
The vector potential A of mesh point i on the elliptic arc u is expressed in terms of a series of circular functions F . If we now substitute So that the problem will be better defined it is advisable to change our series to "k = k and start from k = 1 or CON 126 = 10. By doing so we have forced the vector potential around the boundary to be averaged out to zero. an internal source system that has cylindrical symmetry of ro - .
V=1T
The explicit form is written The con s tant c is defined as follows:
13
The curves (or surfaces of rotation) of constant u are given by so that we have the semi-major axis a = c Cosh u = c" and the semi-minor axis is
and u
The explicit evaluations of (9) In such a case the values of the O~, as expressed in our earlier formulation, approach zero and therefore would preclude the use of ellipses which approach circularity.
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So that we can avoid such numerical problems we make use of the relation and choose a series constructed from terms (where a prime denotes differentiation with respect to the argument).
NOTE:
The functions I or Q n satisfy the same second-order We now define the function (11 ) for the argument n.
Note that :
We are thus in a position to visualize that
So that we can comply with the same problem in polar coordinates (circular boundary) we normalize with respect to n and substitute Bn for c n c n + 2 n 2 2 and make use of the relations
to arrive 1t :
*
We wish to reduce A~ further into a form such that in the limiting case when a = b (~ .. "' ) it will be identical to the one for a circular boundary condition (Ref. 2) . In order to do so we introduce the function G; which is defined as
We are now in a position to define:
Introducing Hn(n) into the A0 and substituting Dnfor Bn' G n ' we write the vector potential as follows:
If we define :
and if M i s defined in terms of the F, Q, (v) in the manner employed previously (see Initially the condition number in axisymmetrical problems with polar coordinates or prolate speriodal coordinates was found to be of the order of 0.01. We then assumed that this could be improved by readjusting the weights . We further assumed that expressions which conform to those used to calculate the norm in integral form are favorable for numerical inversion.
In accordance therewith we should use terms such as
The element in our M matrix differs from the above by a ·factor sin v. We accordingly have proceeded to adopt a weight function proportional to llsin v in combination with the relative angular spacing 6V between nodal points. The weight function can be expressed as
Such a weight function was tested to give an improvement in the inversion condition (-0 . 5) . A choice of weights proportional to l/sin 2 v or l/ s in l12 v was also tested and shown to give a poorer inversion .
Note that the possible singularities in W when v = 0 or 1f is ren n moved by excluding from the analysis the two points on the axis of rotation .
These two points do not contribute anyway. s ince their vector potential i s always equal to zero .
Concerning the Function Hn(n)
The recursion relation for Hn(n) as derived in Appendix B is as follows.
we note that (n+1)(n+3) = Hn+l(n) -(2n + 1)(2n + 5)
[With the equality signs holding for (15) relations (14) reduce to the identical form derived for circular boundaries.]
In practice, to derive Hn(n), we may commence the recursion relation by adopting some Nmax (rather greater than the largest value of n for which good results are required, e.g. Nmax = 2n) and assigning H Nmax and HNmax-l values that are in about the correct ratio into the recursion relation (15). We then proceed to calculate Hn(n) for decreasing n down to n = 1 (this will result in terms which are correctly related through the recursion relation) .
With the value for Hn at n = 0 known, namely Ho(n) = 1, we can write and define a scale factor
by which all H n (l1) whould now be normalized (multiplied) in order to arrive at their correct absolute values.
The initial values for H(I1) are somewhat arbitrary for large 11 ; however to avoid difficulties (especially when 11 = 1) we have adopted the following (Appendix C) .
and
This has tried out and verified to give good results even for 11=1, (11)1) .
Example
To illustrate the use of an elliptical boundary condition in axisymmetrical problems, we picked eight current loops with strengths such that no symmetry exists across the equatorial plane. The functions P~(X) and Q~(X) satisfy the same recursion relation 1 (2n+1)x p1 (x) -(n+ 1 ) P 1 1 (x) nP n + 1 (x) = n nand
For the functions Q~(X) with x > 1 use of the recursion relation may be stable only for n decreasing ---see Introduction of 'Handbook of Mathematical Functions", Abramowitz ~nd Stegun, Section 7, p. 13 (Dover, New York).
We expect that the functions P~(X) satisfy the differential equation
and similarly the functions Q1 satisfy the equation that we write conven nient1y as
If we make use of relation (10) and the recursion relation (lA) we get:
Concerning the Recursion Relation for Hn(~) We shall need the functions Gn(~)' Go(~) and G~ to arrive at the function Hn(~) as defined in (12).
From (11) n+2
If we now substitute relation (2A). we get 2n + 3 n + 2
Gn(~) satisfies a linear recursion relation vs. n for any possible ~ > 1 .
From (10) we get: 
