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Abstract
Within the framework of complex supergeometry and motivated by two-dimen-
sional genus-zero holomorphic N = 1 superconformal field theory, we define the
moduli space of N = 1 genus-zero super-Riemann surfaces with oriented and or-
dered half-infinite tubes, modulo superconformal equivalence. We define a sewing
operation on this moduli space which gives rise to the sewing equation and normal-
ization and boundary conditions. To solve this equation, we develop a formal theory
of infinitesimal N = 1 superconformal transformations based on a representation of
the N = 1 Neveu-Schwarz algebra in terms of superderivations. We solve a formal
version of the sewing equation by proving an identity for certain exponentials of
superderivations involving infinitely many formal variables. We use these formal
results to give a reformulation of the moduli space, a more detailed description of
the sewing operation, and an explicit formula for obtaining a canonical supersphere
with tubes from the sewing together of two canonical superspheres with tubes. We
give some specific examples of sewings, two of which give geometric analogues of
associativity for an N = 1 Neveu-Schwarz vertex operator superalgebra. We study
a certain linear functional in the supermeromorphic tangent space at the identity
of the moduli space of superspheres with 1 + 1 tubes (one outgoing tube and one
incoming tube) which is associated to the N = 1 Neveu-Schwarz element in an
N = 1 Neveu-Schwarz vertex operator superalgebra. We prove the analyticity and
convergence of the infinite series arising from the sewing operation. Finally, we de-
fine a bracket on the supermeromorphic tangent space at the identity of the moduli
space of superspheres with 1+ 1 tubes and show that this gives a representation of
the N = 1 Neveu-Schwarz algebra with central charge zero.
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CHAPTER 1
Introduction
In this monograph, we give a detailed study of the geometry underlying two-
dimensional genus-zero holomorphic N = 1 superconformal field theory. Conformal
field theory (or more specifically, string theory) and related theories (cf. [BPZ],
[FS], [V], and [S]) are the most promising attempts at developing a physical the-
ory that combines all fundamental particle interactions, including gravity. The
geometry of conformal field theory extends the use of Feynman diagrams, describ-
ing the interactions of point particles whose propagation in time sweeps out a line
in space-time, to one-dimensional “particles” (strings) whose propagation in time
sweeps out a two-dimensional surface. For two-dimensional genus-zero holomorphic
conformal field theory, these surfaces are genus-zero Riemann surfaces with incom-
ing and outgoing half-infinite tubes, and algebraically, the corresponding string
interactions can be described by products of vertex operators or, more precisely, by
means of vertex operator algebras (cf. [Bo], [FLM]). In [H2], Huang studies the
moduli space of genus-zero Riemann surfaces with tubes and provides a rigorous
correspondence between the geometric and algebraic aspects of two-dimensional
genus-zero holomorphic conformal field theory.
In [Fd], Friedan describes the extension of the physical model of conformal field
theory to that of N = 1 superconformal field theory and the notion of a superstring
whose propagation in time sweeps out a supersurface. Whereas conformal field
theory attempts to describe the interactions of bosons, superconformal field theory
attempts to describe the interactions of bosons paired with N fermions, for N =
1, 2, .... Thus N = 1 superconformal field theory describes the interactions of boson-
fermion pairs, N = 2 superconformal field theory describes the interactions of
boson-fermion-fermion triplets, and so on. In this work, we will consider N = 1
superconformal field theory. This theory requires an operator D such that D2 =
∂
∂z . Such an operator arises naturally in N = 1 complex supergeometry. This
is the geometry of manifolds over a complex Grassmann algebra (i.e., complex
supermanifolds) where there is one “even” dimension corresponding to the one
boson and one “odd” dimension corresponding to the N = 1 fermion in the boson-
fermion pairs.
Thus the geometric setting for genus-zero holomorphic N = 1 superconformal
field theory is the moduli space of N = 1 genus-zero super-Riemann surfaces with
oriented and ordered half-infinite tubes (which are superconformally equivalent to
N = 1 superspheres with oriented and ordered punctures, and local superconformal
coordinates vanishing at the punctures), modulo superconformal equivalence. In
this paper, following [S], [V], [H2] and [Fd], we give a rigorous and detailed study
of this moduli space. We define a sewing operation on this moduli space which gives
rise to the sewing equation and normalization and boundary conditions. Physically,
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one can view each equivalence class of superspheres in the moduli space as repre-
senting some superstring interaction and the sewing operation as corresponding to
taking the resulting superstring output of a given interaction as one of the inputs
of another superstring interaction and determining the resulting total interaction.
To determine this resulting total interaction, one must solve the sewing equation.
To solve this equation, we develop a formal theory of infinitesimal N = 1 super-
conformal transformations based on a representation of the N = 1 Neveu-Schwarz
algebra in terms of superderivations. We solve a formal version of the sewing equa-
tion and normalization and boundary conditions by proving an identity for certain
exponentials of superderivations involving infinitely many formal variables. We use
these formal results to give a reformulation of the moduli space and a more detailed
description of the sewing operation. This includes an explicit formula for obtain-
ing a canonical supersphere with tubes from the sewing together of two canonical
superspheres with tubes which we obtain from our formal results by interpreting
the formal solution to the sewing equation in terms of the analytic and geometric
structure of the moduli space and proving the necessary convergence conditions for
this formal solution.
Although this monograph is self-contained as a study of the geometry underly-
ing two-dimensional genus-zero holomorphic N = 1 superconformal field theory, we
next mention an important application of these results to the algebraic aspects of
this theory and the correspondence between the algebraic and geometric aspects.
In [B3], we extended the notion of vertex operator superalgebra (cf. [T], [G],
[FFR], [DL], and [KW]) to be defined over a Grassmann algebra instead of just
C and to include odd formal variables instead of just even formal variables by
introducing the notion of N = 1 Neveu-Schwarz vertex operator superalgebra over a
Grassmann algebra and with odd formal variables. We also proved that the category
of N = 1 Neveu-Schwarz vertex operator superalgebras over a Grassmann algebra
and with odd formal variables is isomorphic to the category ofN = 1 Neveu-Schwarz
vertex operator superalgebras over a Grassmann algebra and without odd formal
variables. However, in a vertex operator superalgebra with odd formal variables,
the fact that the endomorphism G(−1/2) plays the role of the superconformal
operator D = ∂∂θ + θ
∂
∂z (as defined in Chapter 2 below) is made explicit, and the
correspondence with the supergeometry is more natural.
Most of the results contained in this paper and in [B3] were first proved in [B1]
and a research announcement of these results appeared in [B2]. The main result
of [B1] is the introduction of the notion of N = 1 supergeometric vertex operator
superalgebra over a Grassmann algebra and the following isomorphism theorem:
The Isomorphism Theorem: Projectively, the category of N = 1 Neveu-
Schwarz vertex operator superalgebras over a Grassmann algebra with (or without)
odd formal variables and with central charge c ∈ C is isomorphic to the category
of N = 1 supergeometric vertex operator superalgebras over a Grassmann algebra
and with central charge c ∈ C.
This isomorphism theorem provides a rigorous foundation for the correspon-
dence between the algebraic and geometric aspects of two-dimensional genus-zero
holomorphic N = 1 superconformal field theory. The results contained in this pa-
per give the geometric development necessary to establish this correspondence, in
particular, allowing one to introduce the notion of N = 1 supergeometric vertex
operator superalgebra, to prove the isomorphism theorem, and to construct the
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isomorphism explicitly. In addition, in this monograph, we establish certain iden-
tities for representations of the N = 1 Neveu-schwarz algebra which arise from the
geometry but pertain to the general algebraic setting.
The moduli space of N = 1 superspheres with tubes and the sewing operation
is an example of what is known mathematically as a “partial operad”. The notion
of operad was introduced by May [M], and in [HL2], [HL3] it was shown that the
moduli space of spheres with tubes together with the sewing operation defined in
[H1] is a partial operad. Analogously, the moduli space of N = 1 superspheres
with tubes, together with the sewing operation and action of the symmetric groups
defined and studied in this paper, is also a partial operad. The isomorphism theorem
can be reformulated as stating that projectively the category of N = 1 Neveu-
Schwarz vertex operator superalgebras with central charge c ∈ C is isomorphic
to the category of supermeromorphic graded algebras with central charge c ∈ C
over this N = 1 supersphere with tubes partial operad (cf. [H2]). In this sense,
one can think of the isomorphism theorem as associating an n-ary product on an
infinite-dimensional graded vector space V for every equivalence class of N = 1
superspheres with one outgoing tube and n ∈ N incoming tubes in this partial
operad, and showing that with a couple of additional axioms, these n-ary products
define an N = 1 Neveu-Schwarz vertex operator superalgebra structure on V .
The results in this paper are an extension of Huang’s [H1], [H2] work on the
geometry underlying genus-zero holomorphic conformal field theory. In particular,
this paper contains the extension of Chapters 1-4 in [H2] to the N = 1 super case.
Throughout this paper, one may consider the nonsuper case by setting all odd
variables, all “soul” Grassmann terms (see Section 2.1 for the definitions), and all
odd superalgebra elements equal to zero. In other words, this work subsumes the
analogous nonsuper case studied in [H1] and [H2]. In [BMS], Beilinson, Manin
and Schechtman study some aspects of N = 1 superconformal symmetry, i.e., the
N = 1 Neveu-Schwarz algebra, from the viewpoint of algebraic geometry. In this
work our approach is decidedly differential geometric.
The rigorous foundation for the correspondence between the algebraic and geo-
metric aspects of two-dimensional genus-zero holomorphic conformal and N = 1
superconformal field theory developed in [H1], [H2], and [B1] has proved useful in
furthering both the algebraic and geometric aspects of conformal and superconfor-
mal field theory. On the one hand, it is much easier to rigorously construct confor-
mal field theories and study many of their properties using the algebraic formula-
tion of vertex operator (super)algebra (or equivalently, chiral algebra) (e.g., [Wi],
[BPZ], [Za], [FLM], [KT], [FZ], [FFR], [DL], [FF], [DMZ], [Wa], [Zh1], [Zh2]).
In addition, algebraic settings such as orbifold conformal field theory [DHVW1],
[DHVW2], [FLM] and coset models [GKO] allow one to construct new confor-
mal field theories from existing ones. On the other hand, the geometry of (su-
per)conformal field theory can give insight and provide tools useful for studying
the algebraic aspects of the theory, for example: giving rise to general results in
Lie theory [BHL]; giving the necessary foundation for developing a theory of ten-
sor products for vertex operator algebras [HL1], [HL4] – [HL7], [H3]; giving rise
to constructions in orbifold conformal field theory [BDM], [H4]; and providing a
setting for establishing change of variables formulas and other general identities for
vertex operator (super)algebras (cf., [H2], [B1], and Sections 3.6 and 3.7 below).
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Furthermore, the geometric formulation is indispensable for understanding both
the geometric and algebraic aspects of higher genus theory.
This paper is organized as follows. In Chapter 2, within the framework of
complex supergeometry (cf. [D], [Bc1], [Ro2] and [CR]) and motivated by two-
dimensional genus-zero holomorphic N = 1 superconformal field theory, we define
the moduli space of N = 1 genus-zero super-Riemann surfaces with oriented and
ordered punctures, and local superconformal coordinates vanishing at the punc-
tures, modulo superconformal equivalence. We define a sewing operation on this
moduli space by taking two superspheres, cutting out closed discs in the DeWitt
topology around a puncture in each supersphere and appropriately identifying De-
Witt neighborhoods of the boundaries. This then results in a new supersphere with
punctures and local superconformal coordinates vanishing at the punctures and is
well defined on superconformal equivalence classes. This sewing operation on the
moduli space gives rise to the sewing equation and the normalization and boundary
conditions.
In Chapter 3, we develop a formal theory of infinitesimal N = 1 superconformal
transformations based on a representation of the N = 1 Neveu-Schwarz algebra in
terms of superderivations. We show that any local superconformal coordinate can
be expressed in terms of exponentials of these superderivations. We then study the
sewing equation from a purely algebraic viewpoint using this new characterization of
local superconformal coordinates and give a formal solution to the sewing equation
satisfying the normalization and boundary conditions by proving an identity for
certain exponentials of superderivations involving infinitely many formal variables.
We formulate some additional algebraic identities which arise from certain sewings;
prove analogues to the sewing identities for a general representation of the N = 1
Neveu-Schwarz algebra, and show that the infinite series occurring in these identities
have certain nice properties when the representation is a positive-energy module,
for instance, an N = 1 Neveu-Schwarz vertex operator superalgebra [B3].
In Chapter 4, we give a reformulation of the moduli space ofN = 1 superspheres
with tubes using the results of Chapters 2 and 3 and give a detailed analytic study of
the sewing operation in terms of exponentials of representatives of Neveu-Schwarz
algebra elements as formulated algebraically in Chapter 3. We define an action of
the symmetric groups on the moduli space. This action is needed to establish the
fact that the moduli space of superspheres with tubes and the sewing operation is a
partial operad. We define supermeromorphic superfunctions and supermeromorphic
tangent spaces for the moduli space. These supermeromorphic superfunctions on
the moduli space include as examples correlation functions for vertex operators
in the algebraic theory of N = 1 Neveu-Schwarz vertex operator superalgebras
with odd formal variables (see [B1], [B3]). We study the group-like structures
of the moduli space of superspheres with 1 + 1 tubes (i.e., with one incoming
tube and one outgoing tube), and give some specific examples of sewing, two of
which give geometric analogues of associativity for an N = 1 Neveu-Schwarz vertex
operator superalgebra (see [B1], [B3]). We study a certain linear functional in the
supermeromorphic tangent space at the identity of the moduli space of superspheres
with 1 + 1 tubes which is associated to the N = 1 Neveu-Schwarz element in an
N = 1 Neveu-Schwarz vertex operator superalgebra. We then give an explicit
formula for obtaining a canonical supersphere with tubes from the sewing together
of two canonical superspheres with tubes using the results of Chapters 2 and 3. We
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prove the analyticity and convergence of certain series resulting from sewing which
were obtained algebraically in Chapter 3.
Finally, in Chapter 4 we show that there is a representation of the N = 1
Neveu-Schwarz algebra with central charge zero on a subspace of the supermero-
morphic tangent space of the moduli space of superspheres with 1 + 1 tubes at
the identity. Thus, projectively, one can think of this moduli space as the partial
monoid associated to the N = 1 Neveu-Schwarz Lie superalgebra in analogy to the
super Lie group associated to a finite-dimensional Lie superalgebra, (cf. [Ro1]).
We have written this paper in such a way as to parallel the work of Huang [H1],
[H2] in order to accentuate the similarities and differences between the super and
nonsuper cases. The results in this monograph which require significant work or
new methods in extending the analogous results of [H1], [H2] include: Proposition
2.15, Proposition 3.5, Theorem 3.26, Proposition 3.30, Proposition 3.31, Proposition
4.11, Proposition 4.19, and Proposition 4.21. In this monograph, we correct several
misprints which appeared in [B1], [B2], [H1], and [H2], and present a new proof
of Proposition 4.19 which we believe to be more concise and more indicative of the
role of the super structure in the analyticity and convergence of the infinite series
arising from the sewing operation.
We would like to thank James Lepowsky and Yi-Zhi Huang for their advice,
support and expert comments during the writing of the dissertation from which
this paper is derived, and their advice on the presentation of this paper.
Notational conventions
C: the complex numbers.
F: a field of characteristic zero.
N: the nonnegative integers.
Q: the rationals.
R: the real numbers.
R+: the positive real numbers.
Z: the integers.
Z+: the positive integers.
Z2: the integers modulo 2.

CHAPTER 2
An introduction to the moduli space of N = 1
superspheres with tubes and the sewing operation
In this chapter we introduce the moduli space of N = 1 superspheres with
tubes and the sewing operation. We begin in Section 2.1 with some background
material on superalgebras, Grassmann algebras and superanalytic superfunctions
(cf. [D], [Bc1], [Ro2], [CR]). In Section 2.2, we give the definition of N = 1
superconformal superfunction and make note of the power series expansions of
such functions vanishing at zero or infinity. In Section 2.3, we give the definitions
of supermanifold and N = 1 super-Riemann surface and state the uniformization
theorem for N = 1 super-Riemann surfaces from [CR].
In Section 2.4, we study N = 1 superspheres with ordered and oriented tubes,
showing that these are superconformally equivalent to superspheres with ordered
and oriented punctures and local superconformal coordinates vanishing at the punc-
tures, and we define a sewing operation on this space.
In Section 2.5, we define the moduli space of superspheres with tubes and intro-
duce canonical superspheres with tubes. We then show that any supersphere with
tubes is superconformally equivalent to a canonical supersphere with tubes and that
two different canonical superspheres with tubes are not superconformally equiva-
lent. This shows that there is a bijection between the set of canonical superspheres
with tubes and the moduli space of superspheres with tubes.
Finally, in Section 2.6, we define the sewing operation on the moduli space of
superspheres with tubes by showing how to obtain a canonical supersphere from
the sewing together of two canonical superspheres. This gives rise to the sewing
equation and normalization and boundary conditions on the uniformizing function
mapping the two sewn canonical superspheres to the new canonical supersphere.
Solving this sewing equation along with the normalization and boundary conditions
will be the main objectives in Chapters 3 and 4.
2.1. Grassmann algebras and superanalytic superfunctions
Let F be a field of characteristic zero. For a Z2-graded vector space X =
X0⊕X1, define the sign function η on the homogeneous subspaces of X by η(x) = i,
for x ∈ X i and i = 0, 1. If η(x) = 0, we say that x is even, and if η(x) = 1, we
say that x is odd. Note that 0 ∈ X is both even and odd, i.e., the sign function
is double valued for x = 0. However, in practice this is never a problem, e.g., in
property (ii) below.
A superalgebra is an (associative) algebra A (with identity 1 ∈ A), such that
(i) A is a Z2-graded algebra
(ii) ab = (−1)η(a)η(b)ba for a, b homogeneous in A. (supercommutativity)
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We will often write a given element u ∈ A in terms of its vector space grading,
i.e., if u = u0 + u1 for ui ∈ Ai, we write u = (u0, u1) ∈ A0 ⊕ A1. Algebraic
operations will still, of course, be considered to take place in the algebra A, and we
will merely use the vector space decomposition in order to emphasize the Z2-grading
of a given element. Note that when working over a field of characteristic zero or of
characteristic greater than two, property (ii), supercommutativity, implies that the
square of any odd element is zero.
A Z2-graded vector space g = g
0 ⊕ g1 is said to be a Lie superalgebra if it has
a bilinear operation [·, ·] on g such that for u, v homogeneous in g
(i) [u, v] ∈ g(η(u)+η(v))mod 2
(ii) [u, v] = −(−1)η(u)η(v)[v, u] (skew-symmetry)
(iii) (−1)η(u)η(w)[[u, v], w] + (−1)η(v)η(u)[[v, w], u] (Jacobi identity)
+ (−1)η(w)η(v)[[w, u], v] = 0.
Remark 2.1. Given a Lie superalgebra g and a superalgebra A, the space
(A0 ⊗ g0)⊕ (A1 ⊗ g1) is a Lie algebra with bracket given by
(2.1) [au, bv] = (−1)η(b)η(u)ab[u, v]
for a, b ∈ A and u, v ∈ g homogeneous (with obvious notation), where in (2.1) we
have suppressed the tensor product symbol. Note that the bracket on the left-hand
side of (2.1) is a Lie algebra bracket, and the bracket on the right-hand side is a Lie
superalgebra bracket. We will call (A0 ⊗ g0) ⊕ (A1 ⊗ g1) the A-envelope of g. Of
course, given two superalgebras A and Aˆ, we can form the A-envelope of Aˆ given
by (A0⊗ Aˆ0)⊕ (A1⊗ Aˆ1) which is naturally an algebra. In fact, since A⊗ Aˆ is itself
a superalgebra, we see that the A-envelope of Aˆ is equal to the even homogeneous
subspace of A⊗ Aˆ, i.e., (A⊗ Aˆ)0.
For any Z2-graded associative algebra A and for u, v ∈ A of homogeneous sign,
we can define [u, v] = uv − (−1)η(u)η(v)vu, making A into a Lie superalgebra. The
algebra of endomorphisms of A, denoted End A, has a natural Z2-grading induced
from that of A, and defining [X,Y ] = XY −(−1)η(X)η(Y )Y X forX,Y homogeneous
in End A, this gives End A a Lie superalgebra structure. An element D ∈ (End A)i,
for i ∈ Z2, is called a superderivation of sign i (denoted η(D) = i) if D satisfies the
super-Leibniz rule
(2.2) D(uv) = (Du)v + (−1)η(D)η(u)uDv
for u, v ∈ A homogeneous.
Remark 2.2. The above definitions of superalgebra and Lie superalgebra are
the standard definitions used. However, we would like to point out that in analogy
to associative algebra, commutative algebra, and Lie algebra, a more appropriate
definition would have been to define a superalgebra to be a Z2-graded associative al-
gebra, a supercommutative superalgebra to be what we called a superalgebra above,
and retain our definition of Lie superalgebra. Using the criterion that the “su-
per” version of a structure should be one which introduces a minus sign when two
odd elements are exchanged, a Z2-graded associative algebra vacuously satisfies the
criterion for being called a superalgebra. The zero-graded subalgebra of such an
algebra is an associative algebra, and the zero-graded subalgebra of a supercom-
mutative superalgebra is a commutative algebra. In addition, the introduction of
a bracket operation on a Z2-graded associative algebra called a superalgebra (and
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thus with the understanding that a minus sign be introduced when two odd ele-
ments are exchanged) would then naturally define a Lie superalgebra in analogy
to a Lie algebra arising from an associative algebra. However, to avoid confusion
with the literature, we have used the terminology “superalgebra” in the customary
way above to denote a “supercommutative superalgebra” and will continue to do
so throughout the remainder of this work.
Let T (V ) be the tensor algebra over the vector space V , and let J be the ideal
of T (V ) generated by the elements v ⊗ w + w ⊗ v for v, w ∈ V . Then the exterior
algebra generated by V is given by
∧
(V ) = T (V )/J , and ∧(V ) has the structure
of a superalgebra. For L ∈ N, fix VL to be an L-dimensional vector space over C
with fixed basis {ζ1, ζ2, . . . , ζL} such that VL ⊂ VL+1. We denote
∧
(VL) by
∧
L
and call this the Grassmann algebra on L generators. In other words, from now
on we will consider the Grassmann algebras to have a fixed sequence of generators.
Note that
∧
L ⊂
∧
L+1, and taking the direct limit as L→∞, we have the infinite
Grassmann algebra denoted by
∧
∞. Then
∧
L and
∧
∞ are the associative algebras
over C with generators ζi, for i = 1, 2, ..., L and i = 1, 2, ..., respectively, and with
relations:
ζiζj = −ζjζi, ζ2i = 0.
Note that dimC
∧
L = 2
L, and if L = 0, then
∧
0 = C. We use the notation
∧
∗ to
denote a Grassmann algebra, finite or infinite. The reason we take
∧
∗ to be over
C is that we will mainly be interested in complex supergeometry and transition
functions which are superanalytic as described below. However, formally, we could
just as well have takenC to be any field of characteristic zero, and in fact, in Chapter
3 we will consider formal superanalytic functions over a general superalgebra.
Let
IL =
{
(i) = (i1, i2, . . . , i2n) | i1 < i2 < · · · < i2n, il ∈ {1, 2, ..., L}, n ∈ N
}
,
JL =
{
(j) = (j1, j2, . . . , j2n+1) | j1 < j2 < · · · < j2n+1, jl ∈ {1, 2, ..., L}, n ∈ N
}
,
and KL = IL ∪ JL. Let
I∞ =
{
(i) = (i1, i2, . . . , i2n) | i1 < i2 < · · · < i2n, il ∈ Z+, n ∈ N
}
,
J∞ =
{
(j) = (j1, j2, . . . , j2n+1) | j1 < j2 < · · · < j2n+1, jl ∈ Z+, n ∈ N
}
,
and K∞ = I∞ ∪J∞. We use I∗, J∗, and K∗ to denote IL or I∞, JL or J∞, and KL
or K∞, respectively. Note that (i) = (i1, ..., i2n) for n = 0 is in I∗, and we denote
this element by (∅). The Z2-grading of
∧
∗ is given explicitly by∧0
∗ =
{
a ∈ ∧∗ ∣∣ a = ∑
(i)∈I∗
a(i)ζi1ζi2 · · · ζi2n , a(i) ∈ C, n ∈ N
}
∧1
∗ =
{
a ∈ ∧∗ ∣∣ a = ∑
(j)∈J∗
a(j)ζj1ζj2 · · · ζj2n+1 , a(j) ∈ C, n ∈ N
}
.
Note that a2 = 0 for all a ∈ ∧1∗.
We can also decompose
∧
∗ into body, (
∧
∗)B = {a(∅) ∈ C}, and soul
(
∧
∗)S =
{
a ∈ ∧∗ ∣∣ a = ∑
(k) ∈ K∗
k 6= (∅)
a(k)ζk1ζk2 · · · ζkn , a(k) ∈ C
}
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subspaces such that
∧
∗ = (
∧
∗)B ⊕ (
∧
∗)S . For a ∈
∧
∗, we write a = aB + aS for
its body and soul decomposition. Note that for all a ∈ ∧L, we have aL+1S = 0.
However, no such general nilpotency condition holds for the soul of a ∈ ∧∞, i.e.,
there exist a ∈ ∧∞ such that anS 6= 0 for all n ∈ N.
Let U be a subset of
∧
∗, and write U = U
0 ⊕ U1 for the decomposition of U
into even and odd subspaces. Let z be an even variable in U0, i.e., an indeterminate
element of U0, and let θ be an odd variable in U1, i.e., an indeterminate element
of U1. Here we would like to stress that in this context “variable” does not mean
formal variable. We will call a map
H : U −→ ∧∗
(z, θ) 7→ H(z, θ)
a
∧
∗-superfunction in (1,1)-variables on U . Any such superfunction H(z, θ) can
be decomposed as
(2.3) H(z, θ) =
( ∑
(i)∈I∗
H(i)(z, θ)ζi1ζi2 · · · ζi2n ,
∑
(j)∈J∗
H(j)(z, θ)ζj1ζj2 · · · ζj2n+1
)
where each H(k)(z, θ) : U −→ C is a complex function on U in terms of the z(i)’s
and θ(j)’s, for (k) ∈ K∗, (i) ∈ I∗, and (j) ∈ J∗. We will often use the notation
H(z, θ) = (z˜, θ˜) for the decomposition in (2.3) and will call z˜ (resp., θ˜) an even
(resp., odd) superfunction on U . We will also occasionally use the notationH(z, θ) =
(H0(z, θ), H1(z, θ)) for the decomposition of H into even and odd superfunctions.
The set of
∧
∗-superfunctions in (1,1)-variables on a fixed set U is a superalgebra in
the obvious way. We call the complex valued function HB(z, θ) = H(∅)(z, θ) defined
on U the body of H and HS(z, θ) = H(z, θ)−HB(z, θ) the soul of H . Note that if
H(z, θ) is a
∧
∗-superfunction in (1,1)-variables on U , then HB(z, θ) and HS(z, θ)
are also
∧
∗-superfunctions in (1,1)-variables on U .
This notion of superfunction in (1, 1)-variables can be extended in the obvious
way to the notion of a
∧
∗-superfunction in (m,n)-variables, i.e., in m ∈ N even
variables and n ∈ N odd variables.
Remark 2.3. The second “1” in the expression “(1, 1)-variables” refers to the
number of odd variables and is exactly the number “N = 1” in the expression
“N = 1 superconformal field theory”. We also remark that we are following the
conventions in the literature (cf. [Fd], [Bc2]) in calling an even variable z and an
odd variable θ. We caution that this may lead the reader to think of z as being
merely a complex variable. This is far from the case since in fact z ∈ ∧0∗. Recall
that we use the notation zB or z(∅) to denote the complex portion of the variable
z, but z itself represents either a complex 2L−1-tuple if
∧
∗ =
∧
L, or an infinite
number of complex variables, z(i), for (i) ∈ I∞, if
∧
∗ =
∧
∞. If one wishes to
restrict to the nonsuper case, one should think of setting all odd variables equal
to zero and the soul portion of all even variables equal to zero, thus leaving the
“body” portion of the theory giving the nonsuper case.
In developing a notion of superanalyticity, we would like to say that a
∧
∗-
superfunction H is “superanalytic” in an open set U ⊆ ∧∗ in an appropriately
defined topology on
∧
∗ if the appropriately defined partial derivatives
∂
∂θH and
∂
∂zH exist and are well defined on U . For
∧
∗ =
∧
∞ the conditions needed on H
for these partials to exist in a subset of
∧
∞ which is open in an appropriately defined
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topology are very straightforward. However, for a
∧
L-superfunction, there can be
unwanted cancellation for the odd variables. For example, if θ ∈ ∧1L is an odd
variable, and a = ζ1ζ2 · · · ζL ∈
∧
L is a fixed supernumber, then the superfunction
θa is identically zero, and thus the partial with respect to θ of this superfunction
on the one hand should be a, and on the otherhand should be zero. This illustrates
the fact that for ∂∂θH to be well defined for H a
∧
L-superfunction, some conditions
on H must be imposed. One of these conditions is that the Grassmann algebra∧
L be large enough and the coefficients of the supervariables in H restricted to a
suitable subspace so that this unwanted cancellation does not occur (cf. [D], [Bc1],
[Ro2], [CR], [B1]). In fact, one needs the underlying Grassmann algebra to be
generated by a vector space of dimension equal to or greater than the number of
odd variables so that one can restrict the coefficients of the power series expansion
of a
∧
L-superfunction so as to not contain one of the underlying basis elements ζi,
i = 1, ...L, for each of the odd variables. That is, if the number of odd variables
is N ∈ N and well-defined partial derivatives as well as multiple partial derivatives
with respect to these odd variables are desired, then the underlying Grassmann
algebra must be defined over a vector space of dimension L where L is greater than
or equal to N and the coefficients in the power series expansion of the superfunction
must be restricted to a subspace isomorphic to
∧
L−N .
Since the motivation for this work is N = 1 superconformal field theory in
which the fields are N = 1 superanalytic superfunctions and the symmetries of the
theory are N = 1 superconformal transformations, one might expect that we need
only require L ≥ 1. However, in this paper, we will be interested in having well-
defined partials for an infinite number of odd variables. This is because the moduli
space of (1, 1)-dimensional superspheres with tubes has an infinite number of odd
coordinates (see Remark 2.14). In Chapter 4, we will consider the supermeromor-
phic tangent space of this moduli space and partials with respect to the moduli
space coordinates. In order to differentiate with respect to all these variables with
abandon, we must work over an infinite Grassmann algebra, (although in practice,
we never take more than two partials in a row). Thus starting in Section 2.5, for
simplicity, we will begin working over
∧
∞, and until then, we continue to use a
finite or infinite Grassmann algebra
∧
∗ noting the restrictions as needed.
Before defining superanalyticity, we define what it means for a complex analytic
function to be defined for an even element of
∧
∗. Let zB be a complex variable
and h(zB) a complex analytic function in some open set UB ⊂ C. For z a variable
in
∧0
∗, we define
(2.4) h(z) =
∑
n∈N
znS
n!
h(n)(zB),
i.e., h(z) is the Taylor expansion about the body of z = zB + zS. Then h(z) is
well defined (i.e., convergent) in the open neighborhood {z = zB + zS ∈
∧0
∗ | zB ∈
UB} ⊆
∧0
∗. This is because for n ∈ N, znS has terms involving at least 2n of the
ζi’s. Thus any ζi1 · · · ζi2m coefficient in (2.4) will be a finite sum. Since h(z) is
algebraic in each z(i), for (i) ∈ I∗, it follows that h(z) is complex analytic in each
of the complex variables z(i).
For n ∈ N, we introduce the notation ∧∗>n to denote a finite Grassmann alge-
bra
∧
L with L > n or an infinite Grassmann algebra. We will use the corresponding
index notations for the corresponding indexing sets I∗>n, J∗>n and K∗>n.
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Definition 2.4. A superanalytic
∧
∗>0-superfunction in (1, 1)-variables H is a∧
∗>0-superfunction in (1, 1)-variables of the form
H(z, θ) = (f(z) + θξ(z), ψ(z) + θg(z))
=
( ∑
(i)∈I∗−1
f(i)(z)ζi1ζi2 · · · ζin + θ
∑
(j)∈J∗−1
ξ(j)(z)ζj1ζj2 · · · ζj2n+1 ,
∑
(j)∈J∗−1
ψ(j)(z)ζj1ζj2 · · · ζj2n+1 + θ
∑
(i)∈I∗−1
g(i)(z)ζi1ζi2 · · · ζin
)
where f(i)(zB), g(i)(zB), ξ(j)(zB), and ψ(j)(zB) are all complex analytic in some
non-empty open subset UB ⊆ C.
The restriction of the coefficients of the f(i)(z)’s, g(i)(z)’s, ξ(j)(z)’s, and ψ(j)(z)’s
to
∧
∗−1 ⊆
∧
∗>0 is so that the partial with respect to θ of H (as defined below)
is well defined. Actually, we could restrict the coefficients to be in any Grass-
mann subalgebra of
∧
∗>0 on ∗ − 1 generators, but for simplicity we will follow the
convention of restricting to
∧
∗−1 (cf. [Ro2]). If
∧
∗>0 =
∧
∞, then
∧
∗−n =
∧
∞.
Note that if each f(i)(zB), g(i)(zB), ξ(j)(zB), and ψ(j)(zB) is complex analytic
in UB ⊆ C, then f(i)(z), g(i)(z), ξ(j)(z), and ψ(j)(z) are all well defined in {z =
zB + zS ∈
∧0
∗>0 | zB ∈ UB}. Thus H(z, θ) is well defined (i.e., convergent) for
{(z, θ) ∈ ∧∗>0 | zB ∈ UB} = UB × (∧∗>0)S = U . Consider the topology on ∧∗>0
given by the product of the usual topology on (
∧
∗>0)B = C and the trivial topology
on (
∧
∗>0)S . This topology on
∧
∗>0 is called the DeWitt topology. The natural
domain of any superanalytic
∧
∗>0-superfunction is an open set in the DeWitt
topology on
∧
∗>0.
We define the (left) partial derivatives ∂∂z and
∂
∂θ acting on superfunctions
which are superanalytic in some DeWitt open neighborhood U of (z, θ) ∈ ∧∗>0 by
∆z
(
∂
∂z
H(z, θ)
)
+O((∆z)2) = H(z +∆z, θ)−H(z, θ)
∆θ
(
∂
∂θ
H(z, θ)
)
= H(z, θ +∆θ) −H(z, θ)
for all ∆z ∈ ∧0∗>0 and ∆θ ∈ ∧1∗>0 such that z + ∆z ∈ U0 = UB × (∧0∗>0)S and
θ +∆θ ∈ U1 = ∧1∗>0. See for example [B1] for a proof and discussion of the fact
that these partials are in fact well defined. Note that ∂∂z and
∂
∂θ are endomorphisms
of the superalgebra of superanalytic (1, 1)-superfunctions, and in fact, are even and
odd superderivations, respectively.
Let (
∧
∗)
× denote the set of invertible elements in
∧
∗. Then
(
∧
∗)
× = {a ∈ ∧∗ | aB 6= 0}
since
1
a
=
1
aB + aS
=
∑
n∈N
(−1)nanS
an+1B
is well defined if and only if aB 6= 0. In light of this fact, note that the DeWitt
topology on
∧
∗ is non-Hausdorff. Two points a, b ∈
∧
∗ can be separated by disjoint
open sets in the DeWitt topology if and only if aB 6= bB, i.e., if and only if their
difference is an invertible element of
∧
∗. In other words, the DeWitt topology fails
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to be Hausdorff exactly to the extent that the nonzero elements of
∧
∗ fail in general
to be invertible.
If h(zB) is complex analytic in an open neighborhood of the complex plane,
then h(zB) has a Laurent series expansion in zB, given by h(zB) =
∑
l∈Z clz
l
B, for
cl ∈ C, and we have
h(z) =
∑
n∈N
znS
n!
h(n)(zB) =
∑
n∈N
∑
l∈Z
cl
l!
n!(l − n)!z
n
Sz
l−n
B
=
∑
l∈Z
cl(zB + zS)
l =
∑
l∈Z
clz
l(2.5)
where (zB + zS)
l, for l ∈ Z, is always understood to mean expansion in positive
powers of the second variable, in this case zS . Thus if H is a
∧
∗>0-superfunction
in (1, 1)-variables which is superanalytic in a (DeWitt) open neighborhood, H can
be expanded as
(2.6) H(z, θ) =
(∑
l∈Z
alz
l + θ
∑
l∈Z
nlz
l,
∑
l∈Z
mlz
l + θ
∑
l∈Z
blz
l
)
for al, bl ∈
∧0
∗−1 and ml, nl ∈
∧1
∗−1.
In Chapter 4, we will encounter superanalytic superfunctions in more than one
even and more than one odd variable. Let m,n ∈ N, and let U be a subset of
(
∧0
∗)
m ⊕ (∧1∗)n. A ∧∗-superfunction H on U in (m,n)-variables is given by
H : U −→ ∧∗
(z1, z2, ..., zm, θ1, θ2, ..., θn) 7→ H(z1, z2, ..., zm, θ1, θ2, ..., θn)
where zk, for k = 1, ...,m, are even variables in
∧0
∗ and θk, for k = 1, ..., n, are odd
variables in
∧1
∗. Let f((z1)B, (z2)B , ..., (zm)B) be a complex analytic function in
(zk)B , for k = 1, ...,m. For zk ∈
∧0
∗, and k = 1, ..,m, define
(2.7) f(z1, z2, ..., zm) =
∑
l1,...,lm∈N
(z1)
l1
S (z2)
l2
S · · · (zm)lmS
l1!l2! · · · lm!
(
∂
∂(z1)B
)l1
·
(
∂
∂(z2)B
)l2
· · ·
(
∂
∂(zm)B
)lm
· f((z1)B, (z2)B , ..., (zm)B).
Definition 2.5. Let m,n ∈ N. Let U ⊂ (∧0∗>n−1)m ⊕ (∧1∗>n−1)n, and let H
be a
∧
∗>n−1-superfunction in (m,n)-variables defined on U . Let
A0n = {(k) = (k1, k2, ..., k2l) | l ∈ N, kj ∈ {1, ..., n}, k1 < k2 < · · · k2l}
A1n = {(k) = (k1, k2, ..., k2l+1) | l ∈ N, kj ∈ {1, ..., n}, k1 < k2 < · · · k2l+1} .
Then H is said to be superanalytic if H is of the form
H(z1, z2, ..., zm, θ1, θ2, ..., θn)
=
( ∑
(k)∈A0n
θk1 · · · θk2lf(k)(z1, z2, ..., zm) +
∑
(k)∈A1n
θk1 · · · θk2l+1ξ(k)(z1, z2, ..., zm),
∑
(k)∈A0n
θk1 · · · θk2lψ(k)(z1, z2, ..., zm) +
∑
(k)∈A1n
θk1 · · · θk2l+1g(k)(z1, z2, ..., zm)
)
,
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where each f(k) and g(k) is of the form
f(k)(z1, z2, ..., zm) =
∑
(i)∈I∗−n
f(k),(i)(z1, z2, ..., zm)ζi1ζi2 · · · ζi2s ,
each ξ(k) and ψ(k) is of the form
ξ(k)(z1, z2, ..., zm) =
∑
(j)∈J∗−n
ξ(k),(j)(z1, z2, ..., zm)ζj1ζj2 · · · ζj2s+1 ,
and each f(k),(i)((z1)B, (z2)B , ..., (zm)B), ξ(k),(j)((z1)B, (z2)B , ..., (zm)B),
ψ(k),(j)((z1)B , (z2)B, ..., (zm)B), and g(k),(i)((z1)B , (z2)B, ..., (zm)B) is analytic in
(zl)B, for l = 1, ...,m, and ((z1)B , (z2)B, ..., (zm)B) ∈ UB ⊂ Cm.
We require the even and odd variables to be in
∧
∗>n−1, and we restrict the
coefficients of the f(k),(i)’s, ξ(k),(j)’s, ψ(k),(j)’s, and g(k),(i)’s to be in
∧
∗−n ⊆
∧
∗>n−1
in order for the partial derivatives with respect to each of the n odd variables to be
well defined and for multiple partials to be well defined. As in the (m,n) = (1, 1)
case, we could merely require the coefficients to be in any Grassmann subalgebra
of
∧
∗>n−1 on ∗ − n generators, but for simplicity we instead restrict to
∧
∗−n.
Consider the projection
π
(m,n)
B : (
∧0
∗>n−1)
m ⊕ (∧1∗>n−1)n −→ Cm(2.8)
(z1, ..., zm, θ1, ..., θn) 7→ ((z1)B, (z2)B , ..., (zm)B).
We define the DeWitt topology on (
∧0
∗>n−1)
m ⊕ (∧1∗>n−1)n by letting
U ⊆ ((∧0∗>n−1)m ⊕ (∧1∗>n−1)n)
be an open set in the DeWitt topology if and only if U = (π
(m,n)
B )
−1(V ) for some
open set V ⊆ Cm. Note that the natural domain of a superanalytic ∧∗>n−1-
superfunction in (m,n)-variables is an open set in the DeWitt topology.
A superconformal field theory based on “superfields” which are superanalytic
superfunctions in (1, n)-variables would be referred to as an “N = n superconformal
field theory”.
Remark 2.6. Recall that
∧
L ⊂
∧
L+1 for L ∈ N, and note that from (2.7), any
superanalytic
∧
L-superfunction, HL, in (m,n)-variables for L ≥ n can naturally be
extended to a superanalytic
∧
L′-superfunction in (m,n)-variables for L
′ > L and
hence to a superanalytic
∧
∞-superfunction. Conversely, if HL′ is a superanalytic∧
L′-superfunction (or
∧
∞-superfunction) in (m,n)-variables for L
′ > n, then we
can restrict HL′ to a superanalytic
∧
L-superfunction for L
′ > L ≥ n by restricting
(z1, ...zm, , θ1, ..., θn) ∈ (
∧0
L)
m⊕(∧1L)n and setting f(k),(i) ≡ g(k),(i) ≡ 0 if (i) /∈ IL−n
and ξ(k),(j) ≡ ψ(k),(j) ≡ 0 if (j) /∈ JL−n.
2.2. Superconformal (1, 1)-superfunctions and power series
Let z be an even variable in
∧0
∗>0 and θ an odd variable in
∧1
∗>0. Following
[Fd], define D to be the odd superderivation D = ∂∂θ + θ
∂
∂z acting on
∧
∗>0-
superfunctions in (1, 1)-variables which are superanalytic in some DeWitt open
subset U ⊆ ∧∗>0. Then D2 = ∂∂z , and if H(z, θ) = (z˜, θ˜) is superanalytic in some
DeWitt open subset U ⊆ ∧∗>0, then D transforms under H(z, θ) by
(2.9) D = (Dθ˜)D˜ + (Dz˜ − θ˜Dθ˜)D˜2
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where D˜ = ∂
∂θ˜
+ θ˜ ∂∂z˜ with
∂
∂z˜ and
∂
∂θ˜
defined by
∂
∂z
=
∂z˜
∂z
∂
∂z˜
+
∂θ˜
∂z
∂
∂θ˜
and
∂
∂θ
=
∂z˜
∂θ
∂
∂z˜
+
∂θ˜
∂θ
∂
∂θ˜
.
Recall that a complex function f defined on an open set UB in C, of one
complex variable zB, is conformal in UB if and only if
d
dzB
f(zB) exists for zB ∈ UB
and is not identically zero in UB, i.e., if and only if f(zB) = z˜B transforms
d
dzB
by
d
dzB
= f ′(zB)
d
dz˜B
for f ′ not identically zero. Such a transformation of ddzB is said to
be homogeneous of degree one, i.e., f transforms ddzB by a non-zero analytic function
times ddz˜B to the first power with no higher order terms in
d
dz˜B
. Analogously we
define a superconformal superfunction on a DeWitt open subset U of
∧
∗>0 to be a
superanalytic superfunction H under which D transforms homogeneously of degree
one in U . That is, H transformsD by a non-zero superanalytic superfunction times
D˜ to the first power, and no higher terms in D˜. Since a superanalytic function
H(z, θ) = (z˜, θ˜) transforms D according to (2.9), H is superconformal if and only
if, in addition to being superanalytic, H satisfies
(2.10) Dz˜ − θ˜Dθ˜ = 0,
for Dθ˜ not identically zero, thus transforming D by D = (Dθ˜)D˜. If H(z, θ) =
(f(z) + θξ(z), ψ(z) + θg(z)), then the condition (2.10) is equivalent to the condi-
tions
(2.11) ξ = gψ, and g2 = f ′ + ψψ′,
with Dθ˜ = g(z) + θψ′(z) not identically zero. Thus a superconformal function H
is uniquely determined by f(z), ψ(z) and a choice of a well-defined square root for
the function f ′ + ψψ′, and H must have the form
(2.12) H(z, θ) =
(
f(z) + θψ(z)
√
f ′(z) + ψ(z)ψ′(z),
ψ(z) + θ
√
f ′(z) + ψ(z)ψ′(z)
)
,
with f ′ or ψ′ not identically zero. Note that
√
f ′ + ψψ′ is a solution to (2.11), if and
only if −√f ′ + ψψ′ is also a solution. Thus H given by (2.12) is superconformal, if
and only if H(z,−θ) is superconformal. Hence for every even superfunction f and
odd superfunction ψ with f ′ + ψψ′ 6= 0 and with a given well-defined square root
for f ′ + ψψ′, there are exactly two distinct superconformal functions H satisfying
θH(z, θ) = θ(f(z), ψ(z)).
By definition, if f ′B(zB) 6= 0 then
√
f ′(z) + ψ(z)ψ′(z) is the Taylor expansion of
the square root about f ′B(zB), and thus a well-defined square root for f
′+ψψ′ only
depends on a well-defined square root for f ′B(zB). In addition, in the case f
′(z) 6= 0,
since the square of any odd superfunction is zero, (2.12) can be simplified to
(2.13) H(z, θ) =
(
f(z) + θψ(z)
√
f ′(z), ψ(z) + θ
√
f ′(z) + ψ(z)ψ′(z)
)
.
Remark 2.7. By “square root of f ′ + ψψ′”, we mean a solution to (2.11)
and not necessarily a square root defined for some open subset of
∧
∗. For instance,
H(z, θ) = (z3/3, θz) and H(z, θ) = (z3/3,−θz) are both superconformal for (z, θ) ∈∧
∗>0, i.e., z is a valid solution to
√
z2, as is −z. We could also choose a branch
cut for the complex logarithm, thus defining a square root in the complex plane,
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and then let H(z, θ) = (z3/3, θ
√
z2) where
√
z2 is the Taylor expansion about
zB using this complex square root. However, then H is superconformal only for
supernumbers with body in the complement of the branch cut being used. For
instance, H would not be superconformal in a neighborhood of 0 ∈ ∧∗>0.
Note that the space of superconformal functions on
∧
∗>0 is closed under com-
position when defined. However, the sum of two superconformal functions is not in
general superconformal.
Remark 2.8. The above notion of superconformal is based on the operator
D = ∂∂θ + θ
∂
∂z . But the crucial property of D is that it satisfies D
2 = ∂∂z . Thus we
could just as well have used the operator Ds = s
∂
∂θ +
1
sθ
∂
∂z for any s ∈ (
∧0
∗−1)
×
for (z, θ) ∈ ∧∗>0. This is equivalent to transforming θ by θ ↔ 1sθ. Then a Ds-
superconformal superfunction Hs is of the form
(2.14) Hs(z, θ) =
(
f(z) +
1
s
θψ(z)
√
f ′(z), ψ(z) +
1
s
θ
√
f ′(z) + ψ(z)ψ′(z)
)
,
for f and ψ superanalytic in z. Note that given a Ds-superconformal function
Hs, the transformation s ↔ −s transforms the square root of f ′ + ψψ′ that Hs
defines to the corresponding negative square root and visa versa. Thus (2.14) can
be thought of as defining a continuous deformation from a superconformal function
Hs=1(z, θ) using a given well-defined square root of f
′+ψψ′ to the superconformal
function Hs=−1(z, θ) = Hs=1(z,−θ) using the negative of this square root. This
deformation and the issue of alternate notions of superconformality will be studied
in a subsequent paper.
In Section 2.4, we will study “super-Riemann spheres with punctures and local
superconformal coordinates vanishing at the punctures”. These punctures can be
thought of as being at 0 ∈ ∧∗>0, a non-zero point in ∧∗>0, or at a distinguished
point on the supersphere we denote by “∞”. As will be shown in Section 2.4, we
can always shift a non-zero point in
∧
∗>0 (or on the super-Riemann sphere) to
zero via a global superconformal transformation. Thus all local superconformal
coordinates vanishing at the punctures can be expressed as power series vanishing
at zero or vanishing as (z, θ) = (zB + zS, θ) −→ (∞+ 0, 0) =∞.
If the puncture is at zero, we are interested in invertible superconformal func-
tions H(z, θ) defined in a neighborhood of zero vanishing at zero. Such an H is
of the form (2.13) where f(z) and ψ(z) are even and odd superanalytic functions,
respectively, with f(0) = 0, f ′(0) ∈ ∧×∗−1 and ψ(0) = 0. Thus by (2.5), f and ψ
can be expanded as
f(z) =
∑
j∈N
ajz
j+1, for aj ∈
∧0
∗−1 and a0 ∈ (
∧0
∗−1)
×,
ψ(z) =
∑
j∈N
mjz
j+1, for mj ∈
∧1
∗−1.
Then by (2.11),
g2(z) =
∑
j∈N
aj(j + 1)z
j +
∑
j,k∈N
mjmk(k + 1)z
j+k+1.
The condition that a0 be invertible is necessary and sufficient for H to be invertible
in a neighborhood of zero, and in this case, we can factor a0 out of the expression
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above so that
(2.15) g2(z) = a0
(
1 +
∑
j∈Z+
aj
a0
(j + 1)zj +
∑
j,k∈N
mjmk
a0
(k + 1)zj+k+1
)
.
Fix a branch of the complex logarithm, and let
√
(a0)B be the corresponding square
root of (a0)B . Then solving (2.15), we have
g(z) = ±√a0
(
1 +
∑
j∈N
cjz
j+1
)
where 1 +
∑
j∈N cjz
j+1 is the expansion about zero of the square root of the term
in parenthesis on the right-hand side of (2.15) using the principal branch of log,
and
√
a0 is by definition the expansion about
√
(a0)B .
Thus if H is superconformal and invertible in a neighborhood of zero, and
vanishing at zero, H can be expanded as
(2.16) H(z, θ) =
(∑
j∈N
ajz
j+1 + θa(
∑
j∈N
mjz
j+1)(1 +
∑
j∈N
cjz
j+1),
∑
j∈N
mjz
j+1 + θa(1 +
∑
j∈N
cjz
j+1)
)
where a ∈ (
∧0
∗−1)
× such that a2

= a0. In other words, a superconformal function
vanishing at zero and invertible in a neighborhood of zero is uniquely determined
by
∑
j∈N ajz
j+1,
∑
j∈Nmjz
j+1 and a ∈ (
∧0
∗−1)
× satisfying a2

= a0. Note that
by giving the data a ∈ (
∧0
∗−1)
×, we need not specify a branch of the complex
logarithm.
Remark 2.9. In [B1] and [B2], instead of specifying a ∈ (
∧0
∗−1)
× such that
a2

= a0 in the data describing a power series about zero, we fixed a branch cut
for the complex logarithm and then specified whether we were using the positive
or negative square root with respect to this branch cut for the square root of a0.
However, it is more natural to not specify a square root and instead specify the
value of a whose square is a0. We take this more natural approach throughout
this paper.
Similarly, we would like to express a superconformal function vanishing as
(z, θ)→ (∞, 0) =∞ as a power series in z and θ. The superfunction
I :
∧×
∗>0 −→
∧×
∗>0
(z, θ) 7→
(1
z
,
iθ
z
)
is superconformal, well defined and vanishing as (z, θ) → ∞. In fact, H is super-
conformal, well defined and invertible in a neighborhood of ∞ and vanishing at ∞
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if and only if H(1/z, iθ/z) is of the form (2.16), i.e.,
(2.17) H(z, θ) =
(∑
j∈N
ajz
−j−1 +
iθ
z
a(
∑
j∈N
mjz
−j−1)(1 +
∑
j∈N
cjz
−j−1),
∑
j∈N
mjz
−j−1 +
iθ
z
a(1 +
∑
j∈N
cjz
−j−1)
)
where 1 +
∑
j∈N cjz
−j−1 is the power series expansion of
(2.18)
(
1 +
∑
j∈Z+
aj
a0
(j + 1)z−j +
∑
j,k∈N
mjmk
a0
(k + 1)z−j−k−1
)1/2
about ∞, and a ∈ (
∧0
∗−1)
× such that a2

= a0. Thus a superconformal function
vanishing at ∞ and invertible in a neighborhood of ∞ is uniquely determined by∑
j∈N ajz
−j−1,
∑
j∈Nmjz
−j−1 and a ∈ (
∧0
∗−1)
× satisfying a2

= a0.
2.3. Complex supermanifolds and super-Riemann surfaces
A DeWitt (m,n)-dimensional topological superspace over
∧
∗ is a topological
space X with a countable basis which is locally homeomorphic to an open subset of
(
∧0
∗)
m ⊕ (∧1∗)n in the DeWitt topology. A DeWitt (m,n)-chart on X over ∧∗ is a
pair (U,Ω) such that U is an open subset of X and Ω is a homeomorphism of U onto
an open subset of (
∧0
∗)
m ⊕ (∧1∗)n in the DeWitt topology. A superanalytic atlas
of DeWitt (m,n)-charts on X over
∧
∗>n−1 is a family of charts {(Uα,Ωα)}α∈A
satisfying
(i) Each Uα is open in X , and
⋃
α∈A Uα = X .
(ii) Each Ωα is a homeomorphism from Uα to a (DeWitt) open set in
(
∧0
∗>n−1)
m ⊕ (∧1∗>n−1)n,
such that
Ωα ◦Ω−1β : Ωβ(Uα ∩ Uβ) −→ Ωα(Uα ∩ Uβ)
is superanalytic for all non-empty Uα ∩ Uβ , i.e., Ωα ◦ Ω−1β = (z˜1, ..., z˜m, θ˜1, ..., θ˜n)
where z˜i is an even superanalytic
∧
∗>n−1-superfunction in (m,n)-variables for i =
1, ...,m, and θ˜j is an odd superanalytic
∧
∗>n−1-superfunction in (m,n)-variables
for j = 1, ..., n.
Such an atlas is called maximal if, given any chart (U,Ω) such that
Ω ◦ Ω−1β : Ωβ(U ∩ Uβ) −→ Ω(U ∩ Uβ)
is a superanalytic homeomorphism for all β, then (U,Ω) ∈ {(Uα,Ωα)}α∈A.
A DeWitt (m,n)-supermanifold over
∧
∗>n−1 is a DeWitt (m,n)-dimensional
topological spaceM together with a maximal superanalytic atlas of DeWitt (m,n)-
charts over
∧
∗>n−1.
Given a DeWitt (m,n)-supermanifold M over
∧
∗>n−1, define an equivalence
relation ∼ on M by letting p ∼ q if and only if there exists α ∈ A such that p, q ∈ Uα
and π
(m,n)
B (Ωα(p)) = π
(m,n)
B (Ωα(q)) where π
(m,n)
B is the projection given by (2.8).
Let pB denote the equivalence class of p under this equivalence relation. Define the
body MB of M to be the m-dimensional complex manifold with analytic structure
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given by the coordinate charts {((Uα)B, (Ωα)B)}α∈A where (Uα)B = {pB | p ∈ Uα},
and (Ωα)B : (Uα)B −→ Cm is given by (Ωα)B(pB) = π(m,n)B ◦ Ωα(p).
Note that M is a complex fiber bundle over the complex manifold MB. The
fiber is (
∧0
∗>n−1)
m
S ⊕ (
∧1
∗>n−1)
n, a possibly infinite-dimensional vector space over
C. This bundle is not in general a vector bundle since the transition functions are
not in general linear.
For any DeWitt (1, n)-supermanifold M , its body MB is a Riemann surface.
A super-Riemann surface over
∧
∗>0 is a DeWitt (1, 1)-supermanifold over
∧
∗>0
with coordinate atlas {(Uα,Ωα)}α∈A such that the coordinate transition functions
Ωα ◦ Ω−1β in addition to being superanalytic are also superconformal for all non-
empty Uα ∩ Uβ. Since the condition that the coordinate transition functions be
superconformal instead of merely superanalytic is such a strong condition (unlike
in the nonsuper case), we again stress the distinction between a supermanifold
which has superanalytic transition functions versus a super-Riemann surface which
has superconformal transition functions. It would be perhaps more appropriate to
refer to the later as a “superconformal super-Riemann surface” in order to avoid
confusion. In fact, in the literature one will find the term “super-Riemann surface”
or “Riemannian supermanifold” used for both merely superanalytic structures (cf.
[D]) and for superconformal structures (cf. [Fd], [CR]). However, we will follow the
terminology of [Fd] and refer to a superconformal super-Riemann surface simply
as a super-Riemann surface.
Next we show that if M is a DeWitt (1, 1)-supermanifold over
∧
∞, then for
L ∈ N we can define a DeWitt (1, 1)-supermanifoldML over
∧
L which can in some
sense be thought of as a sub-supermanifold of M . In addition, we can define a
DeWitt (1, 1)-dimensional topological superspace MCL over
∧
L for L ∈ N which as
a 2L-dimensional complex manifold embeds in M .
Recall that
∧
L ⊂
∧
∞ for L ∈ N. Let {ζi}i∈N be the fixed basis for
∧
∞, and
let iL,∞ :
∧
L −→
∧
∞ be the inclusion map. Denote the corresponding projection
by
p∞,L :
∧
∞ −→
∧
L
ζi 7→
{
ζi for i ≤ L
0 for i > L
.
Let H be a superanalytic
∧
∞-superfunction in (1, 1)-variables defined on some
DeWitt open set U ⊆ ∧∞ with Laurent expansion in z ∈ ∧0∞ given by
H(z, θ) =
∑
j∈Z
ajz
j + θ
∑
j∈Z
bjz
j
for some aj , bj ∈
∧
∞. Define the superanalytic
∧
L-superfunction HL in (1, 1)-
variables on UL = p∞,L(U) ⊂
∧
L by
HL(z, θ) =
∑
j∈Z
p∞,L−1(aj)z
j + θ
∑
j∈Z
p∞,L−1(bj)z
j .
Let M be a DeWitt (1, 1)-supermanifold over
∧
∞ with local coordinate atlas
(Uα,Ωα)α∈A. Define
ML =
( ⊔
α∈A
p∞,L ◦ Ωα(Uα)
)
/ ≈
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where p ∈ p∞,L◦Ωα(Uα) and q ∈ p∞,L◦Ωβ(Uβ) are equivalent under the equivalence
relation ≈ if and only if
q = (Ωβ ◦ Ω−1α )L(p).
ThenML is a DeWitt (1, 1)-supermanifold over
∧
L. Note however thatML can not
in general be embedded as a submanifold ofM ; the coordinate transition functions
ofM do not restrict toML since (Ωβ ◦Ω−1α )L is not a simple restriction of Ωβ ◦Ω−1α
to
∧
L. If we instead form
(2.19) MCL =
( ⊔
α∈A
p∞,L ◦ Ωα(Uα)
)
/ ≈′
where p ∈ p∞,L◦Ωα(Uα) and q ∈ p∞,L◦Ωβ(Uβ) are equivalent under the equivalence
relation ≈′ if and only if
q = p∞,L ◦ Ωβ ◦ Ω−1α ◦ iL,∞(p),
then MCL is a DeWitt (1, 1)-dimensional topological superspace over
∧
L which
naturally embeds into M . In addition, MCL is a 2
L-dimensional complex analytic
manifold but is not in general a DeWitt supermanifold due to the fact that the
coordinate transition functions are not in general superanalytic.
In addition to embedding into M , any MCL embeds into M
C
L′ for L,L
′ ∈ N with
L′ > L. Thus we have an infinite sequence of complex manifolds
MB =M
C
0 →֒MC1 →֒MC2 →֒ · · · →֒MCL−1 →֒MCL →֒MCL+1 →֒ · · · ,
and taking the direct limit of this sequence, we recover M , the DeWitt (1, 1)-
supermanifold over
∧
∞ (cf. [Ro2]). This construction can be extended to DeWitt
(m,n)-supermanifolds for general m,n ∈ N in the obvious way.
2.4. Superspheres with tubes and the sewing operation
By N = 1 supersphere we will mean a (superconformal) super-Riemann surface
over
∧
∗>0 such that its body is a genus-zero one-dimensional connected compact
complex manifold. From now on we will refer to such an object as a supersphere.
A supersphere with 1 + n tubes for n ∈ N, is a supersphere S with 1 negatively
oriented point p0 and n positively oriented points p1, ..., pn (we call them punctures)
on S which all have distinct bodies (i.e., pi is not equivalent to pj for i 6= j under
the equivalence relation ∼ defined in Section 2.3) and with local superconformal
coordinates (U0,Ω0), ..., (Un,Ωn) vanishing at the punctures p0, ..., pn, respectively.
We denote this structure by
(S; p0, ..., pn; (U0,Ω0), ..., (Un,Ωn)).
We will always order the punctures so that the negatively oriented puncture is p0.
Remark 2.10. The reason we call a puncture with local superconformal co-
ordinate vanishing at the puncture a “tube” is that such a structure is indeed
superconformally equivalent to a half-infinite superconformal tube representing an
incoming (resp., outgoing) “superparticle” or “superstring” if the puncture is pos-
itively (resp., negatively) oriented. For r ∈ R+, denote by
BrzB = {wB ∈ C | |wB − zB| < r} (resp., B¯rzB = {wB ∈ C | |wB − zB| ≤ r})
an open (resp., closed) ball in the complex plane about the point zB with radius r.
Denote a DeWitt open (resp., closed) ball in
∧
∗>0 about (z, θ) of radius r by
Brz = BrzB × (
∧
∗>0)S (resp., B¯rz = B¯rzB × (
∧
∗>0)S).
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(Note that Brz depends only on zB and r.) Let p be a positively oriented puncture
with a local coordinate neighborhood U and superconformal local coordinate map
Ω : U → ∧∗>0 vanishing at the puncture. Then for some r ∈ R+, we can find a
DeWitt open disc Br0 such that Ω−1(Br0) ⊂ U . Define the equivalence relation ∼
on
∧
∗>0 by (z1, θ1) ∼ (z2, θ2) if and only if (z1)B = (z2)B + 2πik for some integer
k. Then the set τr of all equivalence classes of elements of (z, θ) ∈
∧
∗>0 satisfying
Re(zB) < log r (where Re(zB) is the real part of the complex number zB) together
with the metric induced from the DeWitt metric on
∧
∗>0 is a half-infinite tube in
the body and is topologically trivial in the soul. Letting H(z, θ) = (log z, θ
√
1/z),
the map q 7→ H(Ω(q)) from Ω−1(Br0) to τr is a well-defined invertible superconfor-
mal map. A closed curve on the supersphere shrinking to p corresponds to a closed
loop or “superstring” around this half-infinite super-cylinder tending towards mi-
nus infinity in the body coordinate. We can perform a similar superconformal
transformation for the negative oriented puncture.
Remark 2.11. In superconformal field theory, one generally wants to consider
superspheres and higher genus super-Riemann surfaces with m ∈ Z+ negatively
oriented (i.e., outgoing) tubes and n ∈ N positively oriented (i.e., incoming) tubes.
However, for the purposes of this work, we restrict to genus zero and m = 1.
Let
(S1; p0, ..., pm; (U0,Ω0), ..., (Um,Ωm))
be a supersphere with 1 +m tubes, for m ∈ N, and let
(S2; q0, ..., qn; (V0,Ξ0), ..., (Vn,Ξn))
be a superspheres with 1 + n tubes, for n ∈ N. A map F : S1 → S2 will be said to
be superconformal if Ξβ ◦F ◦Ω−1α is superconformal for all charts (Uα,Ωα) of S1, for
all charts (Vβ ,Ξβ) of S2, and for all (w, ρ) ∈ Ωα(Uα) such that F ◦Ω−1α (w, ρ) ∈ Vβ .
If m = n and there is a superconformal isomorphism F : S1 → S2 such that for
each j = 0, ..., n, F (pj) = qj and
Ωj |Wj = Ξj ◦ F |Wj ,
for Wj some DeWitt neighborhood of pj , then we say that these two superspheres
with 1 + n tubes are superconformally equivalent and F is a superconformal equiv-
alence from
(S1; p0, ..., pn; (U0,Ω0), ..., (Un,Ωn))
to
(S2; q0, ..., qn; (V0,Ξ0), ..., (Vn,Ξn)).
Thus the superconformal equivalence class of a supersphere with tubes depends
only on the supersphere, the punctures, and the germs of the local coordinate maps
vanishing at the punctures.
We now describe the sewing operation for two superspheres with tubes. For the
bodies of the two superspheres, the sewing will be identical to the sewing operation
defined in [H1], [H2] for spheres with tubes when the two superspheres can be
sewn. In general, however, it is not true that if the bodies of two superspheres
can be sewn then the two superspheres can be sewn since, as we shall see below,
whether two superspheres (or spheres) can be sewn together depends on the radius
of convergence of the local coordinates of the punctures where the sewing is taking
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place. But in general, the radius of convergence of a superfunction may be smaller
than the radius of convergence of its body component.
Let
(S1; p0, ..., pm; (U0,Ω0), ..., (Um,Ωm))
be a supersphere with 1 +m tubes, for m ∈ Z+, and let
(S2; q0, ..., qn; (V0,Ξ0), ..., (Vn,Ξn))
be a superspheres with 1 + n tubes, for n ∈ N. Assume that there exists a positive
number r such that the closed DeWitt ball about the origin of radius r satisfies
(2.20) B¯r0 = (B¯r0 × (
∧
∗>0)S) ⊂ Ωi(Ui), for some 0 < i ≤ m,
and the closed DeWitt ball about the origin of radius 1/r satisfies
(2.21) B¯1/r0 = (B¯1/r0 × (
∧
∗>0)S) ⊂ Ξ0(V0),
and also such that pi and q0 are the only punctures in Ω
−1
i (B¯r0) and Ξ−10 (B¯1/r0 ),
respectively. In this case, we say that the i-th puncture of the first supersphere
with tubes, S1, can be sewn with the 0-th puncture of the second supersphere with
tubes, S2. From these two superspheres with tubes, we obtain a supersphere with
1+(m+n−1) tubes, i.e., with one negatively oriented tube andm+n−1 positively
oriented tubes. We denote this supersphere by S1 i∞0 S2, and it is obtained in the
following way:
(i) By (2.20) and (2.21), there exist r1, r2 ∈ R+ satisfying 0 < r2 < r < r1
such that B¯r10 ⊂ Ωi(Ui) and B¯1/r20 ⊂ Ξ0(V0). Then the DeWitt open subsets
S1 rΩ
−1
i (B¯r20 ) and S2 r Ξ−10 (B¯1/r10 ) of S1 and S2, respectively, are super-Riemann
submanifolds of S1 and S2, respectively. Let(
S1 r Ω
−1
i (B¯r20 )
) ⊔ (S2 r Ξ−10 (B¯1/r10 ))
be the disjoint union of S1rΩ
−1
i (B¯r20 ) and S2rΞ−10 (B¯1/r10 ). On this disjoint union
we define the equivalence relation ∼ by setting p ∼ q for p, q ∈ (S1 r Ω−1i (B¯r20 )) ⊔
(S2rΞ
−1
0 (B¯1/r10 )) if and only if p = q or p ∈ Ω−1i (Br10 rB¯r20 ), q ∈ Ξ−10 (B1/r20 rB¯1/r10 ),
and
(2.22) Ξ−10 ◦ I ◦ Ωi(p) = q
for I(z, θ) = (1/z, iθ/z). Define the super-Riemann surface S1 i∞0 S2 to be the
topological superspace((
S1 r Ω
−1
i (B¯r20 )
) ⊔ (S2 r Ξ−10 (B¯1/r10 )))/ ∼
with the superconformal structure determined by the superconformal structures on
S1 r Ω
−1
i (B¯r20 ) and S2 r Ξ−10 (B¯1/r10 ) and the superconformal transition map
Ξ−10 ◦ I ◦Ωi : Ω−1i (Br10 r B¯r20 ) −→ Ξ−10 (B1/r20 r B¯1/r10 ).
In other words, S1 i∞0 S2 is the union of S1 r Ω−1i (B¯r20 ) and S2 r Ξ−10 (B¯1/r10 )
with the super-annulus Ω−1i (Br10 r B¯r20 ) ⊂ S1rΩ−1i (B¯r20 ) identified with the super-
annulus Ξ−10 (B1/r20 rB¯1/r10 ) ⊂ S2rΞ−10 (B¯1/r10 ) via the super-inversion map I(z, θ) =
(1/z, iθ/z). Note that S1 r Ω
−1
i (B¯r20 ) and S2 r Ξ−10 (B¯1/r10 ) are super-Riemann
submanifolds of S1 i∞0 S2 and that S1 i∞0 S2 is a supersphere with 1+(m+n−1)
tubes.
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(ii) The 1 + (m+ n− 1) ordered punctures of S1 i∞0 S2 are
p0, p1, ..., pi−1, q1, ..., qn, pi+1, ..., pm
where p0 is negatively oriented and the rest of the punctures are positively oriented.
(iii) The local coordinates vanishing at these punctures are(
Uk r Ω
−1
i (B¯r0),Ωk|UkrΩ−1i (B¯r0)
)
, k 6= i,
(
Vl r Ξ
−1
0 (B¯1/r0 ),Ξl|VlrΞ−10 (B¯1/r0 )
)
, l 6= 0.
The above procedure to obtain a supersphere with 1 + (m+ n− 1) tubes from
a supersphere S1 with 1+m tubes and a supersphere S2 with 1+ n tubes is called
the sewing operation for superspheres with tubes.
Remark 2.12. As in the non-super case of spheres with tubes, only the local
coordinate neighborhoods on the sewn supersphere S1 i∞0 S2 might depend on the
positive number r. Thus from the definition of superconformal equivalence, we see
that the superconformal equivalence class of this supersphere with 1 + (m+ n− 1)
tubes is independent of r. It is also easy to see that this superconformal equivalence
class only depends on the superconformal equivalence classes of
(S1; p0, ..., pm; (U0,Ω0), ..., (Um,Ωm))
and
(S2; q0, ..., qn; (V0,Ξ0), ..., (Vn,Ξn)).
2.5. The moduli space of superspheres with tubes
The collection of all superconformal equivalence classes of superspheres over∧
∗>0 with 1 + n tubes, for n ∈ N, is called the moduli space of superspheres over∧
∗>0 with 1 + n tubes. The collection of all superconformal equivalence classes of
superspheres over
∧
∗>0 with tubes is called the moduli space of superspheres over∧
∗>0 with tubes.
Let SCˆ be the supersphere with superconformal structure given by the covering
of local coordinate neighborhoods {U∆, UΥ} and the local coordinate maps
∆ : U∆ −→
∧
∗>0
Υ : UΥ −→
∧
∗>0
which are homeomorphisms of U∆ onto
∧
∗>0 and UΥ onto
∧
∗>0, respectively, such
that
∆ ◦Υ−1 : ∧×∗>0 −→ ∧×∗>0
(w, ρ) 7→
( 1
w
,
iρ
w
)
= I(w, ρ).
Thus the body of SCˆ is the Riemann sphere, (SCˆ)B = Cˆ = C ∪ {∞}, with coor-
dinates wB near 0 and 1/wB near ∞. We will call SCˆ the super-Riemann sphere
and will refer to Υ−1(0) as the point at (∞, 0) or just the point at infinity and to
∆−1(0) as the point at (0, 0) or just the point at zero.
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The Lie supergroup of superconformal isomorphisms of SCˆ is isomorphic to the
connected component of OSP (1|2) containing the identity (see [D], [CR]). This is
the group of superprojective transformations and is given by{(
aw + b
cw + d
+ ρ
γw + δ
(cw + d)2
,
γw + δ
cw + d
+ ρ
1 + 12δγ
cw + d
) ∣∣∣∣∣ a, b, c, d ∈
∧0
∗−1,
γ, δ ∈ ∧1∗−1, ad− bc = 1
}
.
For such a superprojective transformation T , define
T∆ :
∧
∗>0 r
({(−d/c)B} × (∧∗>0)S) −→ ∧∗>0 r ({(a/c)B} × (∧∗>0)S)
(w, ρ) 7→
(
aw + b
cw + d
+ ρ
γw + δ
(cw + d)2
,
γw + δ
cw + d
+ ρ
1 + 12δγ
cw + d
)
,
and
TΥ :
∧
∗>0 r
({(−a/b)B} × (∧∗>0)S) −→ ∧∗>0 r ({(d/b)B} × (∧∗>0)S)
(w, ρ) 7→
(
c+ dw
a+ bw
− iρ γ + δw
(a+ bw)2
,−iγ + δw
a+ bw
+ ρ
1 + 12δγ
a+ bw
)
,
i.e., TΥ(w, ρ) = I
−1 ◦ T∆ ◦ I(w, ρ) for (w, ρ) ∈
∧×
∗>0r({(−a/b)B} × (
∧
∗>0)S).
Define
(2.23) T (p) =
{
∆−1 ◦ T∆ ◦∆(p) if p ∈ U∆ r∆−1({(−d/c)B} × (
∧
∗>0)S),
Υ−1 ◦ TΥ ◦Υ(p) if p ∈ UΥ rΥ−1({(−a/b)B} × (
∧
∗>0)S) .
This defines T for all p ∈ SCˆ unless
(i) aB = 0 and p ∈ Υ−1({0} × (
∧
∗>0)S). In which case we define
(2.24) T (p) = ∆−1
(
a+ bw
c+ dw
+ iρ
γ + δw
(c+ dw)2
,
γ + δw
c+ dw
+ iρ
1 + 12δγ)
c+ dw
)
,
for Υ(p) = (w, ρ) = (wS , ρ); or
(ii) dB = 0 and p ∈ ∆−1({0} × (
∧
∗>0)S). In which case we define
(2.25) T (p) = Υ−1
(
cw + d
aw + b
− ρ γw + δ
(aw + b)2
,−iγw + δ
aw + b
− iρ1 +
1
2δγ
aw + b
)
for ∆(p) = (w, ρ) = (wS , ρ).
Note that with this definition, T is uniquely determined by T∆, i.e., by its value
on ∆(U∆).
In [CR], Crane and Rabin prove the uniformization theorem for super-Riemann
surfaces. We state the result for super-Riemann surfaces with genus-zero compact
bodies.
Theorem 2.13. ([CR] Uniformization) Any super-Riemann surface with genus-
zero compact body is superconformally equivalent to the super-Riemann sphere SCˆ.
Note that in our definition of the super-Riemann sphere SCˆ, we have chosen
the transition function ∆ ◦ Υ−1 = I(z, θ) = (1/z, iθ/z), but we could just as
well have chosen this transition to be I(z,−θ) = (1/z,−iθ/z). We will denote
the latter super-Riemann surface with genus-zero body by (SCˆ)− with coordinate
charts {(U−∆ ,∆−), (U−Υ ,Υ−)} such that ∆− ◦ (Υ−)−1(z, θ) = I(z,−θ). These two
superspheres are of course superconformally equivalent via F : SCˆ→ (SCˆ)− defined
by
F (p) =
{
(∆−)−1 ◦ J ◦∆(p) for p ∈ U∆
(Υ−)−1 ◦Υ(p) for p ∈ UΥ
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where J :
∧
∗>0 →
∧
∗>0 is given by J(z, θ) = (z,−θ). In [B1] and [B2], we discuss
the “moduli space of superspheres with tubes with positive versus negative square
root structure”. In this paper, we do not deal with the change of variables related
to this symmetry, but rather leave that discussion for another paper.
Remark 2.14. In Chapter 4, we will want to consider functions on the moduli
space of superspheres with tubes which are superanalytic or supermeromorphic.
These superfunctions will in general involve an infinite number of odd variables —
not only the odd part of the coordinate for the finite number of punctures but also
the possibly infinite amount of odd data involved in describing the local coordinates
about the punctures. (See Remarks 2.16 and 2.17 below.) In this case, we need
to work over
∧
∞ if we want all multiple partial derivatives with respect to these
odd variables to be well defined. However, in this work, it turns out that we only
take up to two partial derivatives at a time with respect to odd variables before
evaluating. Thus we could work over a finite Grassmann algebra that allows us two
extra degrees of freedom at any given time (or a few extra degrees of freedom just
in case the need were to arise to take a few more partial derivatives in a row before
evaluating). On the other hand, it is no harder to work over an infinite Grassmann
algebra; the results we are interested in still hold, and then we may take partial
derivatives without concern. One may always later restrict to some
∧
L for L ∈ N
when substituting for these variables in the functional part of the theory or restrict
to the supermanifold substructure defined in Section 2.3 for geometric aspects of
the theory. Thus for the remainder of this paper, we will mainly work over an
infinite Grassmann algebra.
Let
Br∞ =
{
(w, ρ) ∈ ∧∞ ∣∣ ∣∣∣ 1wB
∣∣∣ < r}.
Proposition 2.15. Any supersphere over
∧
∞ with 1 + n tubes for n ∈ Z+ is
superconformally equivalent to a supersphere with 1 + n tubes of the form
(2.26)
(
SCˆ; Υ−1(0),∆−1(z1, θ1), .....,∆
−1(zn−1, θn−1),∆
−1(0);(
Υ−1(B1/r00 ),Ξ0
)
,
(
∆−1(Br1z1 ), H1 ◦∆
)
, ...,(
∆−1(Brn−1zn−1), Hn−1 ◦∆
)
,
(
∆−1(Brn0 ), Hn ◦∆
))
,
where
(2.27) Ξ0|∆−1(Br0∞ ) = H0 ◦∆,
(2.28) (z1, θ1), ...., (zn−1, θn−1) ∈
∧×
∞, and (zi)B 6= (zj)B for i 6= j,
r0, ..., rn ∈ R+ = {r ∈ R | r > 0},
and H0, H1, ..., Hn−1, Hn are superconformal functions on Br0∞, Br1z1 ,..., B
rn−1
zn−1 , Brn0 ,
respectively, such that if we let H0(w, ρ) = (w˜0, ρ˜0), then
(2.29) lim
w→∞
H0(w, ρ) = 0, and lim
w→∞
∂
∂ρ
∂
∂( 1w )
ρ˜0(w, ρ) = lim
w→∞
∂
∂ρ
wρ˜0 = i;
(2.30) Hj(zj , θj) = 0, and
∂
∂w
Hj(w, θj)
∣∣∣
w=zj
= lim
w→zj
Hj(w, θj)
w − zj ∈
∧×
∞,
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for j = 1, ..., n− 1; and
(2.31) Hn(0) = 0, and
∂
∂w
Hn(w, 0)
∣∣∣
w=0
= lim
w→0
Hn(w, 0)
w
∈ ∧×∞.
Proof. By the uniformization theorem for super-Riemann surfaces, Theorem
2.13, any supersphere is superconformally isomorphic to the supersphere SCˆ. Let
(2.32) (S; p0, ..., pn; (U0,Ω0), ..., (Un,Ωn))
be a supersphere with 1+n tubes and F : S → SCˆ a superconformal isomorphism.
We have a supersphere with 1 + n tubes
(2.33) (SCˆ;F (p0), ..., F (pn); (F (U0),Ω0 ◦ F−1), ..., (F (Un),Ωn ◦ F−1))
which is superconformally equivalent to (2.32). Let
Ω0 ◦ F−1 ◦∆−1(w, ρ) = ((Ω0 ◦ F−1 ◦∆−1)0(w, ρ), (Ω0 ◦ F−1 ◦∆−1)1(w, ρ)).
We have three cases:
(i) If F (p0), F (pn) ∈ U∆, let
∆(F (p0)) = (u0, v0) ∈
∧0
∞ ⊕
∧1
∞
∆(F (pn)) = (un, vn) ∈
∧0
∞ ⊕
∧1
∞.
Then
lim
v0→0
∂
∂ρ
Ω0 ◦ F−1 ◦∆−1(u0, ρ) = a
uniquely determines a ∈ (∧0∞)×. In this case, let T : SCˆ→ SCˆ such that
∆ ◦ T ◦∆−1(w, ρ) = T∆(w, ρ)
=
( −1
a2(un − u0 − vnv0) ·
w − un
w − u0 − ρ
(v0 − vn)w + vnu0 − unv0
a2(un − u0)(w − u0)2 ,
− i (v0 − vn)w + vnu0 − unv0
a(un − u0)(w − u0) −
iρ
a(w − u0)
)
.
(ii) If F (pn) /∈ U∆, i.e., Υ(F (pn)) = (u′n, v′n) ∈
∧
∞ with (u
′
n)B = 0, let
∆(F (p0)) = (u0, v0) ∈
∧
∞. Then
lim
v0→0
∂
∂ρ
Ω0 ◦ F−1 ◦∆−1(u0, ρ) = a
uniquely determines a ∈ (∧0∞)×. In this case, let
T∆(w, ρ)
=
( −1
a2(1− u′nu0 − iv′nv0)
· u
′
nw − 1
w − u0 − ρ
(u′nv0 − iv′n)w + iv′nu0 − v0
a2(1− u′nu0)(w − u0)2
,
− i (u
′
nv0 − iv′n)w + iv′nu0 − v0
a(1− u′nu0)(w − u0)
− iρ
a(w − u0)
)
.
(iii) If F (p0) /∈ U∆, i.e., Υ(F (p0)) = (u′0, v′0) ∈
∧
∞ with (u
′
0)B = 0, let
∆(F (pn)) = (un, vn) ∈
∧
∞. Then
lim
v′0→0
∂
∂ρ
Ω0 ◦ F−1 ◦Υ−1(u′0, ρ) = a′
2.5. THE MODULI SPACE OF SUPERSPHERES WITH TUBES 27
uniquely determines a′ ∈ (∧0∞)×. In this case, let
T∆(w, ρ)
=
(
1
(a′)2(1− unu′0 + ivnv′0)
· −w + un
u′0w − 1
+ ρ
(−iv′0 + u′0vn)w − vn + iunv′0
(a′)2(1− unu′0)(u′0w − 1)2
,
(−iv′0 + u′0vn)w − vn + iunv′0
a′(1− unu′0)(u′0w − 1)
+
ρ
a′(u′0w − 1)
)
.
Then in each case (i) - (iii), T∆ uniquely defines T : SCˆ → SCˆ by (2.23) -
(2.25), and the supersphere with tubes (2.33) is superconformally equivalent to
(2.34) (SCˆ; Υ−1(0),∆−1(z1, θ1), .....,∆
−1(zn−1, θn−1),∆
−1(0);
(T ◦ F (U0),Ω0 ◦ F−1 ◦ T−1), ..., (T ◦ F (Un),Ωn ◦ F−1 ◦ T−1))
where
(zj , θj) = ∆ ◦ T ◦ F (pj),
for j = 1, ..., n− 1. Choose r0, ..., rn ∈ R+ such that
Br0∞ ⊂ ∆ ◦ T ◦ F (U0)
Brjzj ⊂ ∆ ◦ T ◦ F (Uj), j = 1, ..., n− 1,
Brn0 ⊂ ∆ ◦ T ◦ F (Un).
Then the supersphere with tubes (2.34) is superconformally equivalent to(
SCˆ; Υ−1(0),∆−1(z1, θ1), .....,∆
−1(zn−1, θn−1),∆
−1(0);(
∆−1(Br0∞) ∪Υ−1({0} × (
∧
∞)S),Ω0 ◦ F−1 ◦ T−1
)
,(
∆−1(Br1z1),Ω1 ◦ F−1 ◦ T−1
)
, ...,
(
∆−1(Brn−1zn−1),Ωn−2 ◦ F−1 ◦ T−1
)
,(
∆−1(Brn0 ),Ωn ◦ F−1 ◦ T−1
))
where
H0 = Ω0 ◦ F−1 ◦ T−1 ◦∆−1
∣∣
B
r0
∞
,
Hj = Ωj ◦ F−1 ◦ T−1 ◦∆−1
∣∣
B
rj
zj
, j = 1, ..., n− 1,
Hn = Ωn ◦ F−1 ◦ T−1 ◦∆−1
∣∣
Brn0
satisfy (2.29), (2.30), and (2.31), respectively. 
A supersphere with 1 + n tubes, for n ∈ Z+, of the form (2.26) is called a
canonical supersphere with 1 + n tubes.
Remark 2.16. A canonical supersphere with 1 + n tubes, for n ∈ Z+, is
determined by the punctures (z1, θ1), ..., (zn−1, θn−1) ∈
∧×
∞ with (zi)B 6= (zj)B
if i 6= j, the radii r0, ..., rn ∈ R+ and the superconformal functions H0, ..., Hn
satisfying (2.29), (2.30), and (2.31), respectively. Consider the superconformal
power series obtained by expanding the superconformal functions H0, ..., Hn around
Υ−1(0) = ∞, (z1, θ1), ..., (zn−1, θn−1), and 0, respectively. We will denote by Hi
both the superconformal function and its power series expansion. By (2.16) and
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(2.17), the conditions (2.29), (2.30), and (2.31) and the fact that the Hj ’s are
one-to-one as superanalytic functions on their domains, we have
(2.35) H0(w, ρ) =
(
1
w
+
∑
j∈Z+
a
(0)
j w
−j−1 +
iρ
w
(∑
j∈N
m
(0)
j w
−j−1
)
×
(
1 +
∑
j∈N
c
(0)
j w
−j−1
)
,
∑
j∈N
m
(0)
j w
−j−1 +
iρ
w
(
1 +
∑
j∈N
c
(0)
j w
−j−1
))
,
(2.36) Hi(w, ρ) =
(
(a
(i)

)2
(
w +
∑
j∈Z+
a
(i)
j w
j+1 + ρ
(∑
j∈N
m
(i)
j w
j+1
)
×
(
1 +
∑
j∈N
c
(i)
j w
j+1
))
, a
(i)

(∑
j∈N
m
(i)
j w
j+1 + ρ
(
1 +
∑
j∈N
c
(i)
j w
j+1
)))∣∣∣∣∣∣(w, ρ) = (w − zi
−ρθi, ρ− θi)
for i = 1, ..., n, where (zn, θn) = 0, a
(i)

∈ (∧0∞)×, a(i)j ∈ ∧0∞, for j ∈ Z+, m(i)j ∈∧1
∞, for j ∈ N, and where
(
1 +
∑
j∈N c
(0)
j w
−j−1
)
is the power series expansion
about infinity of(
1 +
∑
j∈Z+
(j + 1)a
(0)
j w
−j +
∑
j,k∈N
(k + 1)m
(0)
j m
(0)
k w
−j−k−1
)1/2
,
and
(
1 +
∑
j∈N c
(i)
j w
j+1
)
is the power series expansion about zero of
(
1 +
∑
j∈Z+
(j + 1)a
(i)
j w
j +
∑
j,k∈N
(k + 1)m
(i)
j m
(i)
k w
j+k+1
)1/2
.
Thus a canonical supersphere with 1 + n tubes, for n ∈ Z+, can be denoted by
(2.37) ((z1, θ1), ..., (zn−1, θn−1); r0, ..., rn;H0, ..., Hn)
where H0, ..., Hn are power series of the form (2.35) and (2.36).
Remark 2.17. From the Remark 2.16 above, we can readily see that a point
in the moduli space of superspheres with 1 + n tubes, for n ∈ Z+, will in general
depend on an infinite number of odd variables — the θ1, ..., θn−1 and them
(i)
j ∈
∧1
∞,
for i = 0, ..., n, and j ∈ N.
Remark 2.18. In (2.36), we have factored out (a
(i)

)2 from the even part of
Hi and a
(i)

from the odd part (cf. equation (2.16)). This is due to the unique
role that the a
(i)

’s play, not only in determining which square root is involved in
the superconformal structure of Hi (see Remark 2.9), but also in determining the
scaling of the local coordinate. Factoring out this scaling operator is necessary
if one wants to achieve a certain symmetry in expressing the infinitesimal local
coordinate transformations at the punctures (see Remark 3.24).
Proposition 2.19. Two canonical superspheres with 1+n tubes, for n ∈ Z+,
(2.38) ((z1, θ1), ..., (zn−1, θn−1); r0, ..., rn;H0, ..., Hn)
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and
(2.39) ((zˆ1, θˆ1), ..., (zˆn−1, θˆn−1); rˆ0, ..., rˆn; Hˆ0, ..., Hˆn)
are superconformally equivalent if and only if (zj, θj) = (zˆj , θˆj) for j = 1, ..., n− 1,
and Hj = Hˆj, for j = 0, ..., n, as superconformal power series.
Proof. Let F be a superconformal equivalence from (2.38) to (2.39). The
conclusion of the proposition is equivalent to the assertion that F must be the
identity map on SCˆ. By definition F is a superconformal automorphism of SCˆ,
i.e., a superprojective transformation. Also by definition we have
(2.40) F∆(0) = ∆ ◦ F ◦∆−1(0) = 0,
(2.41) FΥ(0) = Υ ◦ F ◦Υ−1(0) = 0,
(2.42) Hˆ0|Bmin(r0,rˆ0)∞ = H0 ◦ F
−1
∆ |Bmin(r0,rˆ0)∞ .
From (2.40) and (2.41) and the fact that F is a superprojective transformation, we
obtain
(2.43) F∆(w, ρ) = (a
2w, aρ)
for some a ∈ (∧0∞)×. Let H0(w, ρ) = (w˜0, ρ˜0) and Hˆ0(w, ρ) = (wˆ0, ρˆ0). From
(2.29), we know that
lim
w→∞
∂
∂ρ
wρ˜0(w, ρ) = lim
w→∞
∂
∂ρ
wρˆ0(w, ρ) = i.
Thus by (2.42) and (2.43)
i = lim
w→∞
∂
∂ρ
wρˆ0(w, ρ) = lim
w→∞
∂
∂ρ
w(H0 ◦ F−1∆ )1(w, ρ)
= lim
w→∞
∂
∂ρ
wρ˜0
( w
a2
,
ρ
a
)
=
i
a
,
i.e., a = 1. Thus F must be the identity map of SCˆ. 
For superspheres with one tube, we have:
Proposition 2.20. Any supersphere with one tube is superconformally equiv-
alent to a supersphere with one tube of the form
(2.44)
(
SCˆ; Υ−1(0); (Υ−1(B1/r00 ),Ξ0)
)
where Ξ0|(∆−1(Br0∞ ) = H0 ◦ ∆, and H0 can be expanded in a power series about
infinity of the form (2.35) with a
(0)
1 = m
(0)
0 = 0, i.e., such that the even coefficient
of w−2 and the odd coefficient of w−1 in H0 are zero.
Proof. Given a supersphere with one tube
(2.45) (S; p; (U,Ω)),
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by the uniformization theorem for super-Riemann surfaces, Theorem 2.13, there
exists a superconformal isomorphism F : S → SCˆ such that
(2.46) (SCˆ;F (p); (F (U),Ω ◦ F−1))
is superconformally equivalent to (2.45). By cases (i) and (ii) in the proof of
Proposition 2.15, we know there exists a (non-unique) superprojective transfor-
mation T from (2.46) to (SCˆ;T ◦ F (p); (T ◦ F (U),Ω ◦ F−1 ◦ T−1)) such that
Υ ◦ T ◦ F (p) = 0, and there exists r ∈ R+ satisfying ∆−1(Br∞) ⊆ T ◦ F (U),
and Ω ◦ F−1 ◦ T−1 ◦∆−1∣∣
Br
∞
= H where H(w, ρ) satisfies (2.29), i.e., has a power
series expansion of the form (2.35).
Let Tˆ∆(w, ρ) = (w − a1 − iρm0,−im0 + ρ) where a1 is the even coefficient of
w−2 and m0 is the odd coefficient of w
−1 in the power series expansion of H about
infinity. Then H0 = Ω ◦F−1 ◦T−1 ◦ Tˆ−1 ◦∆−1 has a power series expansion of the
form (2.35) with the even coefficient of w−2 and the odd coefficient of w−1 equal
to zero, and there exists some r0 ∈ R+ such that H0 is convergent in Br0∞. 
A supersphere with one tube of the form (2.44) is called a canonical supersphere
with one tube. A canonical supersphere with one tube is determined by r0 ∈ R+
and a superconformal power series H0 satisfying (2.35) with a
(0)
1 = m
(0)
0 = 0, and
can be denoted by (r0;H0). The following proposition can be proved similarly to
Proposition 2.19:
Proposition 2.21. Two canonical superspheres with one tube (r0;H0) and
(rˆ0; Hˆ0) are superconformally equivalent if and only if H0 = Hˆ0.
From Propositions 2.15, 2.19, 2.20, and 2.21 we have the following corollary.
Corollary 2.22. There is a bijection between the set of canonical superspheres
with tubes and the moduli space of superspheres with tubes. In particular, the moduli
space of superspheres with 1 + n tubes, for n ∈ Z+, can be identified with all 2n-
tuples ((z1, θ1), ..., (zn−1, θn−1);H0, ..., Hn) satisfying (zi, θi) ∈
∧×
∞, with (zi)B 6=
(zj)B if i 6= j, for i, j = 1, ..., n − 1, and such that H0, ..., Hn are of the form
(2.35) and (2.36), respectively, and are absolutely convergent in neighborhoods of
∞, (z1, θ1), ..., (zn−1, θn−1), and 0, respectively. The moduli space of superspheres
with one tube can be identified with the set of all power series H0 of the form
(2.35) such that a
(0)
1 = m
(0)
0 = 0 and such that H0 is absolutely convergent in a
neighborhood of ∞. 1
2.6. The sewing equation
Let
C1 =
(
(z1, θ1), ..., (zm−1, θm−1);H0, ..., Hm
)
and
C2 =
(
(zˆ1, θˆ1), ..., (zˆn−1, θˆn−1); Hˆ0, ..., Hˆn
)
1There is a misprint in the nonsuper analogue of Corollary 2.22 in [H2]. Proposition 1.3.8
in [H2] should state that the local coordinate f0(w) (where here w is simply a complex variable)
is absolutely convergent in a neighborhood of w = ∞, not w = 0 as stated. In addition, it
should state that fn(w) is absolutely convergent in a neighborhood of w = 0; it is stated as being
absolutely convergent in a neighborhood of w = zn. Corrected, the statements correspond to
(H0)B(wB , 0) being convergent in a neighborhood of wB =∞ and (Hn)B(wB, 0) being convergent
in a neighborhood of wB = 0 in Corollary 2.22 above.
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represent canonical superspheres with 1+m tubes and 1+n tubes, respectively, for
m ∈ Z+ and n ∈ N. Suppose that it is possible to sew the 0-th puncture of C2 to the
i-th puncture of C1 as described in Section 2.4. Then the resulting sewn supersphere
C1 i∞0 C2 is superconformally equivalent to some canonical supersphere 2
C3 =
(
(z∗1 , θ
∗
1), ..., (z
∗
m+n−2, θ
∗
m+n−2);H
∗
0 , ..., H
∗
m+n−1
)
.
Since C1 and C2 correspond to canonical superspheres,Hi is a convergent power
series in some neighborhood Ui of (zi, θi), and Hˆ0 is a convergent power series in
some neighborhood V0 of ∞. According to the definition of sewing, since C2 can
be sewn to the i-th puncture of C1, there exists r ∈ R+ such that B¯r0 ⊂ Hi(Ui) and
B¯1/r0 ⊂ Hˆ0(V0) and such that ∆−1 ◦H−1i (B¯r0) contains only the puncture at (zi, θi)
and ∆−1 ◦ Hˆ−10 (B¯1/r0 r ({0}× (
∧
∞)S)) contains no punctures. Furthermore, there
exist r1, r2 ∈ R+ such that 0 < r2 < r < r1, and letting U ⊂ C2 be given by
U = ∆−1 ◦ Hˆ−10
(B¯1/r10 r ({0} × (∧∞)S)) ∪Υ−1({0} × (∧∞)S),
we have
C1 i∞0 C2 =
((
C1 r∆
−1 ◦H−1i (B¯r20 )
) ⊔ (C2 r U))/ ∼
where p, q ∈ (C1 r∆−1 ◦H−1i (B¯r20 )) ⊔ (C2 r U) are equivalent if and only if p = q
or p ∈ ∆−1 ◦H−1i (Br10 r B¯r20 ), q ∈ ∆−1 ◦ Hˆ−10 (B1/r20 r B¯1/r10 ), and
(2.47) ∆−1 ◦ Hˆ−10 ◦ I ◦Hi ◦∆(p) = q.
Let F be the unique superconformal equivalence taking C1 i∞0 C2 to C3. Then
we can express F as two functions, one F (1) from C1 r∆
−1 ◦H−1i (B¯r20 ) to C3 and
the other F (2) from C2 r U to C3 such that
F : C1 i∞0 C2 −→ C3(2.48)
q 7→
{
F (1)(q) for q ∈ C1 r∆−1 ◦H−1i (B¯r20 )
F (2)(q) for q ∈ C2 r U.
From the definitions of the sewing operation and canonical supersphere with tubes,
the maps F (1) and F (2) must satisfy the following:
(i) For p ∈ ∆−1 ◦H−1i (Br10 r B¯r20 ) ⊂ C1 and q ∈ ∆−1◦Hˆ−10 (B1/r20 r B¯1/r10 ) ⊂ C2,
if p ∼ q in C1 i∞0 C2, then we must have F (p) = F (q) in C3. Thus by (2.47), we
must have
(2.49) F (1)(p) = F (2) ◦∆−1 ◦ Hˆ−10 ◦ I ◦Hi ◦∆(p).
Equation (2.49) is called the sewing equation, and the function F is called the uni-
formizing function. In terms of the local coordinate chart (U∆,∆) of SCˆ, equation
(2.49) is equivalent to
(2.50) F
(1)
∆ (w, ρ) = F
(2)
∆ ◦ Hˆ−10 ◦ I ◦Hi(w, ρ)
for F
(1)
∆ = ∆ ◦ F (1) ◦∆−1, F (2)∆ = ∆ ◦ F (2) ◦∆−1, and (w, ρ) ∈ H−1i (Br10 r B¯r20 ).
(ii) In order for C3 to be canonical, the first puncture of C3 must be at Υ
−1(0),
i.e., at infinity, the last puncture must be at ∆−1(0), i.e., at zero, and the coordi-
nates at the punctures must satisfy the conditions (2.29) - (2.31). If i = m, that
2There is a misprint in [H2] on p.28 in the nonsuper analogue to this statement. The
resulting sewn sphere C1 i∞0 C2 should have local coordinates g0, ..., gm+n−1 vanishing at the
1+(m+n−1) punctures, not g1, ..., gm+n−1 as stated. Corrected, this corresponds to the bodies
of the local coordinates, denoted (H∗0 )B , ..., (H
∗
m+n−1)B in our notation, in the super case.
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is if the second supersphere is being sewn into the last puncture of the first super-
sphere which is the puncture at zero, and if n 6= 0, then requiring that the resulting
supersphere be canonical is equivalent to the conditions
F
(1)
Υ (0) = 0(2.51)
lim
w→∞
∂
∂ρ
(F
(1)
∆ )
1(w, ρ) = 1(2.52)
F
(2)
∆ (0) = 0(2.53)
where F
(1)
Υ = Υ◦F (1)◦Υ−1. Conditions (2.51) - (2.53) are called the normalization
conditions for F .
If i = m and n 6= 0, then the resulting canonical supersphere F (C1 i∞0 C2)
= C3 is represented by
C3 =
(
F
(1)
∆ (z1, θ1), ..., F
(1)
∆ (zm−1, θm−1), F
(2)
∆ (zˆ1, θˆ1), ..., F
(2)
∆ (zˆn−1, θˆn−1);
H0 ◦ (F (1)∆ )−1, ..., Hm−1 ◦ (F (1)∆ )−1, Hˆ1 ◦ (F (2)∆ )−1, ..., Hˆn ◦ (F (2)∆ )−1
)
.
Conditions (i) and (ii) completely determine F , and if i = m, and n 6= 0,
then F (C1 i∞0 C2) = C3 is a canonical supersphere with 1 + (m + n − 1) tubes.
If i 6= m or n = 0, we can still use F determined by conditions (i) and (ii) to
map C1 i∞0 C2 to a super-Riemann sphere C3, but this supersphere might not be
canonical. If n = 0 and i = m with m > 1, or if n 6= m, the last puncture of the
supersphere will not be at zero since F sends the zero of the second supersphere
to zero. And if n = 0 and m = 1 the resulting sewn supersphere will have only
one puncture (the outgoing or negatively oriented puncture at Υ−1(0) = ∞), and
the coordinate at∞ might not satisfy the extra condition given in Proposition 2.20
which specifies that the even coefficient of w−2 and the odd coefficient of w−1 be
zero for the power series expansion of the local coordinate at infinity for a canonical
supersphere with only one tube. In order to account for these discrepancies one
must transform C3 to a canonical supersphere via a superprojective transformation
as specified in the proofs of Propositions 2.15 and 2.20. In other words, if n and
i do not satisfy the conditions that i = m and n 6= 0, we can still use the unique
F determined by the sewing equation and the normalization conditions above, but
then we must compose F with an easily determined superprojective transformation
in order to obtain a canonical supersphere.
Thus the real work needed to obtain a canonical supersphere from the sewing
of two canonical superspheres is in solving for F using the sewing equation and the
normalization conditions. The existence and uniqueness of a solution for F , i.e., a
solution to the sewing equation and the normalization conditions, are guaranteed
by Propositions 2.15 and 2.20.
We give two special examples. Define the superconformal shift
s(zi,θi) :
∧
∞ −→
∧
∞
(w, ρ) 7→ (w − zi − ρθi, ρ− θi).
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If Hˆ0(w, ρ) = I(w, ρ) = (1/w, iρ/w), then
3
F
(1)
∆ (w, ρ) = s(zi,θi)(w, ρ)(2.54)
F
(2)
∆ (w, ρ) = s(zi,θi) ◦H−1i (w, ρ).(2.55)
If Hi(w, ρ) = (a
2

(w − zi − ρθi), a(ρ− θ)) for a ∈ (
∧0
∞)
×, then
F
(1)
∆ (w, ρ) =
(
a−2

(
Hˆ−10 ◦ I(a2(w − zi − ρθi), a(ρ− θ))
)0
,(2.56)
a−1

(
Hˆ−10 ◦ I(a2(w − zi − ρθi), a(ρ− θ))
)1)
F
(2)
∆ (w, ρ) =
(
a−2

w, a−1

ρ
)
.(2.57)
We call the conditions (2.54) – (2.57) the boundary conditions for F .
As with the nonsuper case (see [H2]), this naturally leads to several questions:
How does F depend on the local coordinates at the punctures being sewn, i.e., how
does F depend on Hˆ0 and Hi? Is this dependence analytic or even algebraic in some
sense? In this case is it possible to find a solution for F directly and explicitly using
the sewing equation, the normalization conditions, and the boundary conditions?
The answers to these last two questions is yes as will be shown in Chapters 3
and 4. In fact in Chapter 3, in a certain formal algebraic setting, we will solve for F
directly and explicitly by showing that F depends on Hˆ0 and Hi algebraically in a
certain sense, and that formally, F can be obtained uniquely using the sewing equa-
tion, the normalization conditions and the boundary conditions. Then in Chapter
4, we will prove that this dependence is also analytic in a certain sense, and that if
the local coordinates Hˆ0 and Hi are convergent superconformal local coordinates,
then F is a convergent superconformal function on the appropriate domain.
3There is a misprint in the analogous nonsuper case to equations (2.54) and (2.55) given
in [H2]. Equations (1.4.9) and (1.4.10) in [H2] should be F (1)(w) = w − zi and F (2)(w) =
f−1i (w) − zi, respectively, not F
(1)(w) = w and F (2)(w) = f−1i (w) as stated. The correction is
necessary if F (2) is to satisfy the normalization condition (1.4.3) in the case that zi 6= 0.

CHAPTER 3
A formal algebraic study of the sewing operation
In this chapter, we develop a formal theory of infinitesimal N = 1 superconfor-
mal transformations based on a representation of the N = 1 Neveu-Schwarz algebra
of superconformal symmetries in terms of superderivations, and we use these results
to solve a formal version of the sewing equation along with the normalization and
boundary conditions introduced in Chapter 2, thus answering several of the ques-
tions posed in Chapter 2 regarding the sewing equation. This solution to the formal
sewing equation and the normalization and boundary conditions gives an identity
for certain exponentials of superderivations involving infinitely many formal vari-
ables. In addition, we prove two other identities which are related to certain sewings
and which also involve certain exponentials of superderivations. These superderiva-
tions give a representation of the N = 1 Neveu-Schwarz algebra with central charge
zero, and we use these identities for this representation to prove similar identi-
ties for the Neveu-Schwarz algebra itself and hence for any representation of the
Neveu-Schwarz algebra. Thus we obtain a correspondence between the supergeo-
metric sewing operation of Chapter 2 and certain identities on representations of
the Neveu-Schwarz algebra.
The material in this chapter is algebraic and independent of the supergeometry
studied in Chapter 2. However, the results of this chapter do of course have geo-
metric motivation and meaning, and will be applied to the supergeometric setting
in Chapter 4.
This chapter is organized as follows. In Section 3.1, we give some prelimi-
nary definitions and give two generalizations of the “automorphism property” from
[FLM]. In Section 3.2, we develop a formal supercalculus, define what is meant
by a formal N = 1 superconformal power series, and study the formal theory
of superconformal local coordinate maps for a super-Riemann surface. Using for-
mal exponentiation, we characterize certain formal superconformal local coordinate
maps in terms of exponentials of superderivations with infinitely many formal vari-
able coefficients. The proof of this characterization relies on the generalizations of
the automorphism property proved in Section 3.1.
In Section 3.3, we introduce the formal sewing equation and solve this equation
along with the formal normalization and boundary conditions in terms of exponen-
tials of infinite series of certain superderivations. This answers in the affirmative
some of the questions posed in Chapter 2. That is, we show that formally the
uniformizing function giving a canonical supersphere with tubes from the sewing
together of two canonical superspheres with tubes does depend on the local coor-
dinates at the punctures where the two superspheres are being sewn, and that in
a certain sense, this dependence is algebraic. In addition, we show that formally,
this solution to the sewing equation gives an explicit solution for the uniformizing
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function. We do this by interpreting the sewing equation as a product of exponen-
tials of certain infinite series of superderivations with formal variable coefficients
and by showing that this product is equal to a different product of exponentials
of superderivations with coefficients involving these formal variables. In addition,
in Section 3.3, we prove two other identities expressing the exponentials of cer-
tain infinite series of superderivations with formal variable coefficients as a product
of certain other exponentials. These identities relate to determining the resulting
local coordinates of two particular sewings and are needed in [B1] to prove the
isomorphism theorem.
In Section 3.4, we define the N = 1 Neveu-Schwarz algebra and point out
that the superderivations we used in Sections 3.2 and 3.3 give a representation of
the Neveu-Schwarz algebra with central charge zero. This shows that the Neveu-
Schwarz algebra is the algebra of infinitesimal superconformal transformations. We
briefly discuss the subalgebra of the Neveu-Schwarz algebra consisting of infini-
tesimal global superconformal transformations (i.e., infinitesimal superprojective
transformations). In Section 3.5, we discuss modules for the Neveu-Schwarz alge-
bra.
In Section 3.6, we generalize the identities obtained in Section 3.3 to general
representations of the Neveu-Schwarz algebra. We obtain an additional formal se-
ries in infinitely many formal variables which is related to the central charge of
the Neveu-Schwarz algebra. In Section 3.7, we give the corresponding identities
for positive-energy representations of the Neveu-Schwarz algebra showing that the
resulting series have certain nice properties. Thus we obtain a correspondence
between the sewing identities occurring in the supergeometric setting and the anal-
ogous identities occurring in the algebraic setting of a positive-energy representa-
tion of the Neveu-Schwarz algebra, for instance an N = 1 Neveu-Schwarz vertex
operator superalgebra (cf. [B1], [B3]).
3.1. An extension of the automorphism property
In this section we work over a field F of characteristic zero. Recall that the
space Der A of all superderivations of A is a Lie sub-superalgebra of End A. Note
that (Der A)0 consists of ordinary derivations. Thus the following “automorphism
property” (8.2.10) in [FLM] holds.
Proposition 3.1. ([FLM]) Let A be a superalgebra, u, v ∈ A, T ∈ (Der A)0,
and y a formal variable commuting with A. Then
(3.1) eyT · (uv) = (eyT · u)(eyT · v).
An expression of the form ex denotes the formal exponential series. In the proof
of Proposition 3.5, we will need the following proposition which is a generalization
of the automorphism property (3.1).
Proposition 3.2. Let A be a superalgebra, a ∈ A0, u, v ∈ A, T ∈ (Der A)0,
and y a formal variable commuting with A. Then
ey(a+T ) · (uv) = (eyT · u)(ey(a+T ) · v)(3.2)
= (ey(a+T ) · u)(eyT · v).(3.3)
Proposition 3.2 can be proven directly by expanding both sides of (3.3) and
(3.2) as power series in y, comparing coefficients of yn for each n ∈ N, and using
3.2. FORMAL SUPERCALCULUS 37
induction on n. This proof is given in [B1]. However, here we present the following
alternate proof which is more Lie theoretic and which also appeared in [B1]. This
approach was suggested by J. Lepowsky.
Proof. Let X1, X2, ..., Xk ∈ (End A[[y]])0. Set
[X1, X2, ..., Xk] = [X1, [X2, · · · , [Xk−1, Xk] · · · ]],
and let [X
(i1)
1 X
(i2)
2 · · ·X(ik)k ] denote the iterated bracket starting with the sequence
of i1 of the X1’s then i2 of the X2’s, etc. Then, if well defined, the Campbell-Baker-
Hausdorff formula gives eX1eX2 = eC(X1,X2) where
C(X1, X2) =
∑
k∈Z+
∑
i1, ..., ik, j1, ..., jk ∈ N
ir + jr ≥ 1
(−1)k−1[X(i1)1 X(j1)2 · · ·X(ik)1 X(jk)2 ]
k((i1 + j1) + · · ·+ (ik + jk))(i1!j1! · · · ik!jk!) ,
(cf. [Re]). For any b ∈ A0, let lb : A → A be left multiplication by b. Then for
b, c ∈ A0
[lb, T ] = −lTb, and [lb, lc] = 0.
Thus for ik, jk ∈ {0, 1}, we have
[(la + T )
(i1)T (j1) · · · (la + T )(ik)T (jk)] = lT i1+j1+···+ik+jka,
and
ey(la+T )e−yT = eylb
where
b =
∑
k∈Z+
dky
k−1(T k−1a)
for some dk ∈ A0 with d1 = 1. Using the automorphism property (3.1), we have
ey(a+T ) · (uv) = ey(a+T )e−yT eyT · (uv)
= eylbeyT · (uv)
= eylb(eyT · u)(eyT · v) = (ey(a+T ) · u)(eyT · v)
= (eyT · u)eylb(eyT · v) = (eyT · u)(ey(a+T ) · v),
as desired. 
3.2. Formal supercalculus and formal superconformal power series
LetR be a superalgebra overQ (with identity). Let x be a formal variable which
commutes with all elements of R, and let ϕ be a formal variable which commutes
with x and elements of R0 and anti-commutes with elements of R1 and itself. In
general, we will use the term even formal variable to denote a formal variable
which commutes with all formal variables and with all elements in any coefficient
algebra. We will use the term odd formal variable to denote a formal variable which
anti-commutes with all odd elements and commutes with all even elements in any
coefficient algebra, and in addition, odd formal variables will all anti-commute with
each other. Consequently, an odd formal variable has the property that its square
is zero.
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For a vector space V , and for even formal variables x1, x2,..., and odd formal
variables ϕ1, ϕ2,..., consider the spaces
V [[x1, ..., xm]][ϕ1, ..., ϕn]
=
{ ∑
k1, ..., km ∈ N
l1, ...ln ∈ Z2
ak1,...,km,l1,...,lnx
k1
1 · · ·xkmm ϕl11 · · ·ϕlnn
∣∣∣ ak1,...,km,l1,...,ln ∈ V }
and
V ((x))[ϕ] =
{ ∞∑
n=N
anx
n + ϕ
∞∑
n=N
bnx
n
∣∣∣ N ∈ Z, an, bn ∈ V } ⊂ V [[x, x−1]][ϕ].
Then R[[x1, ..., xm]][ϕ1, ..., ϕn] is a Z2-graded vector space with sign function given
by
η(axk11 · · ·xkmm ϕl11 · · ·ϕlnn ) = (η(a) + l1 + · · ·+ ln) mod 2,
and R((x))[ϕ] is a superalgebra as is R((x−1))[ϕ].
Define
(3.4) D =
∂
∂ϕ
+ ϕ
∂
∂x
.
ThenD is an odd derivation in both Der(R((x))[ϕ]) and Der(R((x−1))[ϕ]). Further-
more, D satisfies the super-Leibniz rule (2.2) for the product of any two elements
in R[[x, x−1]][ϕ] if that product is well defined. Note that
D2 =
∂
∂x
.
Recall that a superanalytic (1, 1)-superfunction over
∧
∗>0, H(z, θ), has a Lau-
rent expansion about z and θ (2.6) which is an element of
∧
∗>0[[z, z
−1]][θ]. Taking
a general coefficient superalgebra R, we can write a formal superfunction in one
even formal variable and one odd formal variable over R as
H(x, ϕ) = (f(x) + ϕξ(x), ψ(x) + ϕg(x)) ∈ (R[[x, x−1]][ϕ])0 ⊕ (R[[x, x−1]][ϕ])1
where f(x), g(x) ∈ R0[[x, x−1]], and ξ(x), ψ(x) ∈ R1[[x, x−1]].
In Chapter 2, the operator D = ∂∂θ + θ
∂
∂z was used to define the notion
of superconformal (1, 1)-superfunction over
∧
∗>0 which is a superanalytic (1, 1)-
function with the condition that it transform D homogeneously of degree one.
This is equivalent to the conditions (2.11). Thus formally, we define a series
H(x, ϕ) = (f(x) + ϕξ(x), ψ(x) + ϕg(x)) in R[[x, x−1]][ϕ] to be formally super-
conformal if
(3.5) ξ(x) = g(x)ψ(x), and g(x)2 =
∂
∂x
f(x) + ψ(x)
∂
∂x
ψ(x)
with g(x) + ϕψ′(x) not identically zero. Therefore a formal superconformal se-
ries is uniquely determined by an even formal series f(x), an odd formal series
ψ(x) and a square root of the formal power series f ′(x) + ψ(x)ψ′(x). Since a
formal series H(x, ϕ) = (f(x)+ϕξ(x), ψ(x)+ϕg(x)) in R[[x, x−1]][ϕ] has the prop-
erty that ϕH(x, ϕ) = ϕ(f(x), ψ(x)), any formal superconformal series H(x, ϕ) ∈
R[[x, x−1]][ϕ] can be uniquely expressed by the formal series ϕH(x, ϕ) ∈ ϕR[[x, x−1]]
and a square root for f ′(x) + ψ(x)ψ′(x) ∈ (R[[x, x−1]][ϕ])0.
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We introduce the notation x˜ = H0(x, ϕ) = f(x)+ϕξ(x) for the even part of H
and ϕ˜ = H1(x, ϕ) = ψ(x)+ϕg(x) for the odd part of H . Then for H(x, ϕ) = (x˜, ϕ˜),
the condition (3.5) for H to be superconformal is equivalent to the condition
(3.6) Dx˜ = ϕ˜Dϕ˜.
In Chapter 2, we began the study of the moduli space of superspheres with
punctures and local superconformal coordinates vanishing at the punctures. The
punctures on a supersphere with tubes can be thought of as being at 0 ∈ ∧∞, a non-
zero point in
∧
∞, or at a distinguished point on the supersphere we denote by ∞.
Since we can always shift a non-zero point in
∧
∞ to zero, all local superconformal
coordinates vanishing at the punctures can be expressed as power series vanishing
at zero composed with a shift or at infinity. Thus we want to study in more detail
certain formal superconformal power series in (xR[[x]] ⊕ ϕR[[x]]) ⊂ R[[x]][ϕ] or in
x−1R[[x−1]][ϕ] since these will include the formal superconformal coordinates over
a superalgebra R vanishing at (x, ϕ) = 0 and (x, ϕ) = (∞, 0), respectively.
First restricting our attention to formal superconformal power series in xR[[x]]⊕
ϕR[[x]], we note that if H(x, ϕ) ∈ (xR[[x]] ⊕ ϕR[[x]]) is superconformal and the
even part of the x coefficient in H(x, ϕ) is one, i.e., if ϕH(x, ϕ) = ϕ(f(x), ψ(x))
for f(x) ∈ xR0[[x]] and ψ(x) ∈ R1[[x]] such that f(x) is of the form f(x) =
x+
∑∞
j=1 ajx
j+1, then f ′ + ψψ′ ∈ {1 +∑∞n=1 cnxn | cn ∈ R0}. We define
√
:
{
1 +
∞∑
n=1
cnx
n
∣∣∣ cn ∈ R} −→ {1 + ∞∑
n=1
cnx
n
∣∣∣ cn ∈ R}(3.7)
h(x) 7→
√
h(x)
to be the Taylor expansion of
√
h(x) about x = 0 such that
√
1 = 1. Note that
√
as defined here is the unique square root defined on {1+∑∞n=1 cnxn | cn ∈ R} with
range contained in {1+∑∞n=1 cnxn | cn ∈ R}, and −√ is the unique square root
defined on {1 +∑∞n=1 cnxn | cn ∈ R} mapping into {−1−∑∞n=1 cnxn | cn ∈ R}.
Any superconformal H ∈ R[[x]][ϕ] with ϕH(x, ϕ) = ϕ(f(x), ψ(x)) (i.e., deter-
mined by f(x) and ψ(x)) for some f(x), ψ(x) ∈ xR[[x]] and with the coefficient of
x in f(x) equal to one must have the form
(3.8) H(x, ϕ) =
(
f(x)± ϕψ(x)
√
f ′(x), ψ(x)± ϕ
√
f ′(x) + ψ(x)ψ′(x)
)
.
We can distinguish between these two by specifying the even coefficient of ϕ. That
is if H is superconformal, vanishing at zero and ϕH(x, ϕ) = ϕ(f(x), ψ(x)) with the
coefficient of x in f(x) equal to one and the even coefficient of ϕ equal to one (resp.,
-1), then H must be of the form (3.8) with the positive (resp., negative) sign.
Note that from (3.8) it is clear that any superconformal function H is also
completely determined by its even (or odd) part and a specification of square root.
That is, given x˜ = H0(x, ϕ) (or ϕ˜ = H1(x, ϕ)) and a specification of square root,
one can recover f and ψ.
We wish to express any formal superconformal series vanishing at zero in terms
of a formal exponential of an infinite sum of certain superderivations. For any
even formal series f(x) ∈ xR0[[x]] with x coefficient one, and any odd formal series
ψ(x) ∈ xR1[[x]], we first express ϕ(f(x), ψ(x)) ∈ ϕxR[[x]] in terms of ϕ times the
exponential of an infinite sum of superderivations in Der(R((x))[ϕ]) acting on (x, ϕ).
Then we prove that this exponential of superderivations is in fact superconformal
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with even coefficient of ϕ equal to one and that there is a one-to-one correspondence
between such exponential expressions and formal superconformal power series in
R[[x]][ϕ] vanishing at (x, ϕ) = 0 with even coefficient of the x and ϕ terms equal
to one. To do this, we will want to introduce more formal variables.
Let Aj , for j ∈ Z+, be even formal variables, and let Mj−1/2, for j ∈ Z+, be
odd formal variables. Let A = {Aj}j∈Z+ and M = {Mj−1/2}j∈Z+ , and consider
the Q-superalgebra Q[A,M] of polynomials in the formal variables A1,A2, ... and
M1/2,M3/2, ..... Consider the even superderivations
(3.9) Lj(x, ϕ) = −
(
xj+1
∂
∂x
+
(j + 1
2
)
ϕxj
∂
∂ϕ
)
and the odd superderivations
(3.10) Gj− 12 (x, ϕ) = −x
j
(
∂
∂ϕ
− ϕ ∂
∂x
)
in Der(R((x))[ϕ]), for j ∈ Z+. We define the sequences
E0(A,M) = {Ej(A,M)}j∈Z+ and E1(A,M) =
{
Ej− 12 (A,M)
}
j∈Z+
of even and odd elements, respectively, in Q[A,M] by
(3.11) ϕ
(
x+
∑
j∈Z+
Ej(A,M)xj+1,
∑
j∈Z+
Ej− 12 (A,M)x
j
)
= ϕ exp
(
−
∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 1
2
Gj− 1
2
(x, ϕ)
))
· (x, ϕ).
As usual, “exp” denotes the formal exponential series, when it is defined, as it is in
the case of the above exponential of the derivation in Der (Q[A,M][[x]][ϕ]). The
reason for the ϕ multiplier in (3.11), is that we are in fact uniquely defining a series
(f(x), ψ(x)) =
(
x+
∑
j∈Z+
Ej(A,M)xj+1,
∑
j∈Z+
Ej− 12 (A,M)x
j
)
in xQ[A,M][[x]] by means of ϕ times a certain series in Q[A,M][[x]][ϕ]. From
(3.11), we see that, for j ∈ Z+,
(3.12) Ej(A,M) = Aj + r0j (A1, ...,Aj−1,M 12 ...,Mj− 32 ),
and
(3.13) Ej− 12 (A,M) =Mj− 12 + r
1
j (A1, ...,Aj−1,M 12 , ...,Mj− 32 )
where r0j (A1, ...,Aj−1,M1/2, ...,Mj−3/2), and r1j (A1, ...,Aj−1,M1/2, ...,Mj−3/2)
are in Q[A1, ...,Aj−1,M1/2, ...,Mj−3/2], both with constant term zero.
Let R be a superalgebra over Q. Let (R0)∞ be the set of all sequences {Aj}j∈Z+
of even elements in R, let (R1)∞ be the set of all sequences {Mj−1/2}j∈Z+ of odd
elements in R, and let R∞ = (R0)∞ ⊕ (R1)∞. Given any
(A,M) =
({Aj}j∈Z+ , {Mj− 12 }j∈Z+) = {(Aj ,Mj− 12 )}j∈Z+ ∈ R∞,
we have a well-defined sequence E(A,M) = (E0(A,M), E1(A,M)) in R∞ by sub-
stituting A andM into E0(A,M) and E1(A,M), respectively, since Ej(A,M) and
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Ej− 12 (A,M) are in Q[A,M] for j ∈ Z+. This defines a map
E : R∞ −→ R∞ = (R0)∞ ⊕ (R1)∞
(A,M) 7→ E(A,M) = (E0(A,M), E1(A,M)).
Proposition 3.3. The map E is a bijection. In particular, E has an inverse
E−1.
Proof. Given (a,m) ∈ R∞ consider the infinite system of equations
(3.14) (E0(A,M), E1(A,M)) = (a,m)
for the unknown sequence (A,M) = {(Aj ,Mj−1/2)}j∈Z+ . Define E2l(A,M) =
El(A,M), and E2l+1(A,M) = El− 12 (A,M) for l ∈ Z+. Then the infinite system of
equations (3.14) becomes a system of equations for Ek(A,M), and using (3.12) and
(3.13), it is easy to show by induction on k = 1, 2, ..., that this system of equations
has a unique solution, i.e.,
(A,M) = E−1(a,m) =
(
(E−1)0(a,m), (E−1)1(a,m)
)
=
({
(E−1)j(a,m)
}
j∈Z+
,
{
(E−1)j− 12 (a,m)
}
j∈Z+
)
∈ R∞.
The proposition follows immediately. 
Corollary 3.4. For any formal power series of the form
(3.15) (f(x), ψ(x)) =
(
x+
∑
j∈Z+
ajx
j+1,
∑
j∈Z+
mj− 12 x
j
)
∈ x (R0[[x]]⊕R1[[x]]) ,
we have
ϕf(x) = ϕ exp
(
−
∑
j∈Z+
(
E−1j (a,m)Lj(x, ϕ) + E
−1
j− 12
(a,m)Gj− 12 (x, ϕ)
))
· x,
and
ϕψ(x) = ϕ exp
(
−
∑
j∈Z+
(
E−1j (a,m)Lj(x, ϕ) + E
−1
j− 12
(a,m)Gj− 12 (x, ϕ)
))
· ϕ
where E−1j (a,m) and E
−1
j−1/2(a,m), for j ∈ Z+, denote the even and odd compo-
nents of the series E−1(a,m) = {E−1j (a,m), E−1j−1/2(a,m)}j∈Z+ ∈ R∞, respectively.
Proof. Using equation (3.11) and the fact that E is a bijection, we have
(ϕf(x), ϕψ(x))
= ϕ
(
x+
∑
j∈Z+
ajx
j+1,
∑
j∈Z+
mj− 12 x
j
)
= ϕ
(
x+
∑
j∈Z+
Ej(E
−1(a,m))xj+1,
∑
j∈Z+
Ej− 12 (E
−1(a,m))xj
)
= ϕ exp
(
−
∑
j∈Z+
(
E−1j (a,m)Lj(x, ϕ) + E
−1
j− 12
(a,m)Gj− 12 (x, ϕ)
))
· (x, ϕ).

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Proposition 3.5. Let R be a superalgebra and
(A,M) = {(Aj ,Mj−1/2)}j∈Z+ ∈ (R0)∞ ⊕ (R1)∞ = R∞.
Then
H(x, ϕ) = exp
(
−
∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 12Gj−
1
2
(x, ϕ)
))
· (x, ϕ)(3.16)
= exp
(∑
j∈Z+
(
Aj
(
xj+1
∂
∂x
+
(j + 1
2
)
ϕxj
∂
∂ϕ
)
+Mj− 12 x
j
(
∂
∂ϕ
− ϕ ∂
∂x
)))
· (x, ϕ)
is superconformal and is the unique formal superconformal power series in R[[x]][ϕ]
with even coefficient of ϕ equal to one such that
ϕH(x, ϕ) = ϕ
(
x+
∑
j∈Z+
Ej(A,M)x
j+1,
∑
j∈Z+
Ej− 12 (A,M)x
j
)
.
Proof. Let
(3.17) T = −
∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 12Gj−
1
2
(x, ϕ)
)
.
Then T ∈ (Der(R[[x]][ϕ]))0, i.e., T is even, and thus
eT · (x, ϕ) = (eT · x, eT · ϕ) ∈ (R[[x]][ϕ])0 ⊕ (R[[x]][ϕ])1.
Let
h(x, ϕ) =
∑
j∈Z+
(
Aj
(j + 1
2
)
xj + ϕMj− 12 jx
j−1
)
.
Then h ∈ (R[[x]][ϕ])0, i.e., h is even, and we have
[D,T ] = h(x, ϕ)D.
Thus
DeT · x = e(h+T ) ·D · x = e(h+T ) · ϕ.
By Proposition 3.2,
(3.18) ey(h+T ) · ϕ = ey(h+T ) · (ϕ1) = (eyT · ϕ) (ey(h+T ) · 1).
But in this case, the coefficient of yn for a fixed n ∈ N has terms with powers of
x greater than or equal to n− 1. Thus we can set y = 1, and each power series in
equation (3.18) has only a finite number of xj terms for a given j ∈ N, i.e., each
term is a well-defined power series in x. Therefore
e(h+T ) · ϕ = (eT · ϕ) (e(h+T ) · 1).
Thus writing H(x, ϕ) = (eT · x, eT · ϕ) = (x˜, ϕ˜), we have
Dx˜ = e(h+T ) · ϕ = (eT · ϕ) (e(h+T ) · 1)
=
(
eT · ϕ) (e(h+T ) ·D · ϕ) = (eT · ϕ) (DeT · ϕ)
= ϕ˜Dϕ˜
which proves that H satisfies the superconformal condition (3.6). The uniqueness
follows from Proposition 3.3, the uniqueness of
√
on {1 +∑n∈Z+ cnxn | cn ∈
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R}, and the fact that if we write H = (f(x) + ϕξ(x), ψ(x) + ϕg(x)) then from
equation (3.16), we can directly observe that g(x) is of the form g(x) = 1 +∑
j∈Z+
Aj
(
j+1
2
)
xj+ (terms in powers of x strictly greater than 1), i.e., g(x) ∈
{1 +∑n∈Z+ cnxn | cn ∈ R}. 
Remark 3.6. Here we note a difference between the super and nonsuper cases.
In the nonsuper case (see [H2]), the fact that
exp
(∑
j∈Z+
Ajx
j+1 ∂
∂x
)
· x,
for Aj ∈ C, gives a formal analytic function is trivial. However, in the super case, as
one can observe from the necessary machinery involved in the proof of Proposition
3.5, the proof that the analogous expression involving superderivations (3.16) is
superconformal is highly nontrivial.
Remark 3.7. That T as defined by (3.17) is an even superderivation is due to
the fact that T exists in the R-envelope of Der(C[[x]][ϕ]); see Remark 2.1. Indeed
in the work that follows, much of our ability to extend Huang’s methods in [H1]
and [H2] to the N = 1 super case relies on this fact – that we are working in the
envelope of a Lie superalgebra which, by definition, is an ordinary Lie algebra.
Now we would like to include formal superconformal power series vanishing at
zero with the even part of the coefficient of x not necessarily one. For b ∈ R0, we
define the linear operators b2x
∂
∂x and bϕ
∂
∂ϕ from R[x, x−1, ϕ] to itself by
b2x
∂
∂x · cϕmxn = cϕmb2nxn
bϕ
∂
∂ϕ · cϕmxn = cbmϕmxn
for c ∈ R, m ∈ Z2, and n ∈ Z. Then the operator b(2x ∂∂x+ϕ ∂∂ϕ ) = b2x ∂∂x bϕ ∂∂ϕ is
a well-defined linear operator on R[x, x−1, ϕ]. These operators can be extended
to operators on R[[x, x−1]][ϕ] in the obvious way. We note that for H(x, ϕ) ∈
R[[x, x−1]][ϕ], we have
(3.19) b(2x
∂
∂x+ϕ
∂
∂ϕ ) ·H(x, ϕ) = H(b(2x ∂∂x+ϕ ∂∂ϕ ) · (x, ϕ)) = H(b2x, bϕ).
If H is of the form (3.16), in order for H(b2x, bϕ) to correspond to an invertible
local coordinate chart vanishing at zero, we must have b ∈ (R0)×, i.e., b must be
an invertible even element of the underlying superalgebra R.
Remark 3.8. The operation b(2x
∂
∂x+ϕ
∂
∂ϕ ) ·H(x, ϕ) for H a power series of the
form (3.16), results in a formal power series vanishing at zero with the even part
of the coefficient of x equal to b2 and the even part of the coefficient of ϕ equal to
b. Thus, in keeping with the notation that the even coefficient of xj+1 in f(x) is
denoted by aj , the coefficient b
2 can be thought of as a0 and b can be thought of
as a square root of a0. In [B1] and [B2], we assumed a well-defined square root
on (R0)×, which is equivalent to choosing a branch cut for the complex logarithm
when R =
∧
∗ (cf. Remark 2.9). We used the notation a0 and
√
a0, making it
necessary to keep track of what square root was being used, or we used “
√
a0” as
a composite symbol to denote a specified element of (R0)× such that
√
a0
2 = a0.
However, it is more natural to give
√
a0 = b, an invertible even element of R, as the
basic data avoiding the need to keep track of a well-defined square root on (R0)×.
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In order to avoid confusion as to whether
√
a0 is a specified element of (R
0)× or
some well-defined square root of an element in (R0)×, we will use the notation
a ∈ (R0)× as our basic data such that a is the even coefficient of ϕ and a2 is
the even coefficient of x in a
(2x ∂∂x+ϕ
∂
∂ϕ )

·H(x, ϕ) for H a power series of the form
(3.16).
Extending the notation (3.9) to j = 0, let
L0(x, ϕ) = −
(
x
∂
∂x
+
1
2
ϕ
∂
∂ϕ
)
,
which is an even superderivation in Der(R[[x, x−1]][ϕ]).
Proposition 3.9. Let a ∈ (R0)×. Then
(3.20) a
−2L0(x,ϕ)

· (x, ϕ) = a(2x
∂
∂x+ϕ
∂
∂ϕ )

· (x, ϕ) = (a2

x, aϕ
)
is superconformal.
Proof. Writing a
−2L0(x,ϕ)

· (x, ϕ) = (x˜, ϕ˜), we have
Dx˜ = D · (a2

x) = ϕa2

= (aϕ)(a) = ϕ˜Dϕ˜.

Note that the operator a
−2L0(x,ϕ)

should not be read as (a−2

)L0(x,ϕ) but as
a
(2x ∂∂x+ϕ
∂
∂ϕ )

thus retaining the basic data a rather than just a
2

; see Remark 3.8.
For any (A,M) ∈ R∞, we define a map E˜ from R∞ to the set of all formal
superconformal power series in xR[[x]][ϕ] with leading even coefficient of ϕ equal
to one, by defining
ϕE˜0(A,M)(x, ϕ) = ϕ
(
x+
∑
j∈Z+
Ej(A,M)x
j+1
)
,(3.21)
ϕE˜1(A,M)(x, ϕ) = ϕ
∑
j∈Z+
Ej− 12 (A,M)x
j ,(3.22)
and letting E˜(A,M)(x, ϕ) be the unique formal superconformal power series with
even coefficient of ϕ equal to one such that
ϕ(E˜(A,M)(x, ϕ)) = ϕ(E˜0(A,M), E˜1(A,M)).
For a ∈ (R0)×, we define a map Eˆ from (R0)× × R∞ to the set of all formal
superconformal power series in xR[[x]][ϕ] with invertible leading even coefficient of
ϕ, by defining
Eˆ0(a, A,M)(x, ϕ) = a
2

E˜0(A,M)(x, ϕ),
Eˆ1(a, A,M)(x, ϕ) = aE˜
1(A,M)(x, ϕ),
and setting
Eˆ(a, A,M)(x, ϕ) = (Eˆ
0(a, A,M)(x, ϕ), Eˆ
1(a, A,M)(x, ϕ)).
Then Eˆ(a, A,M)(x, ϕ) is the unique formal superconformal power series satisfying
ϕ(Eˆ(a, A,M)(x, ϕ)) = ϕ(Eˆ
0(a, A,M), Eˆ
1(a, A,M))
with even coefficient of ϕ equal to a. The following proposition is an immediate
consequence of Propositions 3.3, 3.5, and 3.9.
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Proposition 3.10. The map Eˆ from (R0)× × R∞ to the set of all formal
superconformal power series H(x, ϕ) of the form
(3.23) ϕH(x, ϕ) = ϕ
(
a2

(
x+
∑
j∈Z+
ajx
j+1
)
, a
∑
j∈Z+
mj− 12x
j
)
and with even coefficient of ϕ equal to a for (a, a,m) ∈ (R0)××R∞, is a bijection.
The map E˜ from R∞ to the set of formal superconformal power series of the
form (3.23) with a = 1 and even coefficient of ϕ equal to 1 is also a bijection.
In particular, we have inverses E˜−1 and Eˆ−1.
We will use the notation:
TH(x, ϕ) = −
∑
j∈Z+
(
E−1j (a,m)Lj(x, ϕ) + E
−1
j− 12
(a,m)Gj− 12 (x, ϕ)
)
for H(x, ϕ) formally superconformal of the form (3.23) with even coefficient of ϕ
equal to a. Thus any superconformal power series H(x, ϕ) of this form can be
written uniquely as
(3.24) H(x, ϕ) = eTH(x,ϕ) · a−2L0(x,ϕ)

· (x, ϕ).
Recalling (2.36), we know that a local superconformal coordinate map van-
ishing at 0 ∈ ∧∗>0 with ρH(w, ρ) = ρ(f(w), ψ(w)) is completely determined by
f(w), ψ(w) and a choice of square root for f ′(w) + ψ(w)ψ′(w), where f(w) can
be expanded in a power series of the form a2

(w +
∑
j∈Z+
ajw
j+1) with aj ∈
∧0
∗>0
and a ∈ (
∧0
∗>0)
×, and ψ(w) can be expanded in a power series of the form
a
∑
j∈Z+
mj−1/2w
j with mj−1/2 ∈
∧1
∗, such that these power series are absolutely
convergent to f(w) and ψ(w), respectively, in some neighborhood of zero. Thus
we see that formal superconformal power series H(x, ϕ) of the form (3.24) can
be thought of as the “local formal superconformal coordinate maps vanishing at
zero” or the “local formal superconformal coordinate transformations fixing the co-
ordinates of a fixed point to be zero”. From (3.24), we see that the “local formal
superconformal transformations superanalytic and vanishing at zero” are generated
uniquely by the “infinitesimal formal superconformal transformations” of the form
(log a)2L0(x, ϕ) +
∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 12Gj−
1
2
(x, ϕ)
)
(except for single-valuedness), for a ∈ (R0)×, and {(Aj ,Mj−1/2)}j∈Z+ ∈ R∞.
Proposition 3.10 states that these “infinitesimal superconformal transformations”
can be identified with elements in (R0)× ×R∞.
Proposition 3.11. Let u, v ∈ R((x))[ϕ]; let (A,M) ∈ R∞; and let
T = −
∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 12Gj−
1
2
(x, ϕ)
)
(3.25)
=
∑
j∈Z+
(
Aj
(
xj+1
∂
∂x
+
(j + 1
2
)
ϕxj
∂
∂ϕ
)
+Mj− 12x
j
(
∂
∂ϕ
− ϕ ∂
∂x
))
.
Then
(3.26) eT · (uv) = (eT · u) (eT · v) .
46 3. AN ALGEBRAIC STUDY OF THE SEWING OPERATION
In other words, for T , u, and v given above, the automorphism property, Propo-
sition 3.1, holds if y is set equal to 1.
Proof. For i ∈ Z, the term ynTnn! · xi has powers in x greater than or equal to
i+ n− 1 for n ∈ Z+, and y
nTn
n! ·ϕxi has powers in x greater than or equal to i+ n
for n ≥ 0. Thus setting y = 1 in equation (3.1) of Proposition 3.1 applied to this
case, each power series in equation (3.26) has only a finite number of xj terms for
a given j ∈ Z, i.e., each term is a well-defined power series in R((x))[ϕ]. 
Proposition 3.12. Let H(x, ϕ) ∈ R((x))[ϕ], and H(x, ϕ) = eTH(x,ϕ) · (x, ϕ).
Then
(3.27) H(H(x, ϕ)) = H(eTH (x,ϕ) · (x, ϕ)) = eTH(x,ϕ) ·H(x, ϕ).
Proof. Write H(x, ϕ) = eTH · (x, ϕ) = (eTH · x, eTH · ϕ) = (x˜, ϕ˜). Equation
(3.27) is trivial for H(x, ϕ) = 1, H(x, ϕ) = x, and H(x, ϕ) = ϕ.
(i) We prove the result for H(x, ϕ) = xn, with n ∈ N and n > 1, by induction
on n. Assume eTH · xk = (eTH · x)k for k ∈ N, k < n. Let H(x, ϕ) = xn. Then by
Proposition 3.11,
eTH ·H(x, ϕ) = eTH · (xxn−1) = (eTH · x) (eTH · xn−1)
=
(
eTH · x) (eTH · x)n−1 = x˜x˜n−1 = x˜n = H(H(x, ϕ)).
(ii) We next prove the result for H(x, ϕ) = x−n, n ∈ Z+. Again by Proposition
3.11,
1 = eTH · (xx−1) = (eTH · x)(eTH · x−1).
Thus
eTH · x−1 = (eTH · x)−1.
Assume eTH · x−k = (eTH · x)−k for k ∈ N, k < n. Let H(x, ϕ) = x−n. Then
by Proposition 3.11,
eTH ·H(x, ϕ) = eTH · (x−1x−(n−1)) = (eTH · x−1) (eTH · x−(n−1))
=
(
eTH · x)−1 (eTH · x)−(n−1) = x˜−1x˜−(n−1) = x˜−n
= H(H(x, ϕ)).
Thus the result is true for H(x, ϕ) = xn, n ∈ Z.
(iii) For H(x, ϕ) = ϕxn, n ∈ Z, we note that by Proposition 3.11, and the
above cases for H(x, ϕ) = xn, n ∈ Z, and H(x, ϕ) = ϕ,
eTH ·H(x, ϕ) = eTH · (ϕxn) = (eTH · ϕ) (eTH · xn)
=
(
eTH · ϕ) (eTH · x)n = ϕ˜x˜n = H(H(x, ϕ)).
Since eTH · ϕixn ∈ R((x))[ϕ], for i = 0, 1 and n ∈ Z, the result follows by
linearity. 
Proposition 3.13. Any formal superconformal power series H(x, ϕ) of the
form (3.24) has a unique inverse with respect to composition of formal power series,
and this inverse is superconformal. That is, there exists a formal superconformal
power series H−1(x, ϕ) of the form (3.24) such that
H(H−1(x, ϕ)) = (x, ϕ), and H−1(H(x, ϕ)) = (x, ϕ).
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If Eˆ−1(H(x, ϕ)) = (a, A,M), i.e.,
(3.28)
H(x, ϕ) = exp
(
−
∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 12Gj−
1
2
(x, ϕ)
))
· a−2L0(x,ϕ)

· (x, ϕ),
then
H−1(x, ϕ)(3.29)
= exp
(∑
j∈Z+
(
a−2j

AjLj(x, ϕ) + a
−2j+1

Mj− 12Gj−
1
2
(x, ϕ)
))
·
·a2L0(x,ϕ)

· (x, ϕ)
= a
2L0(x,ϕ)

· exp
(∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 12Gj−
1
2
(x, ϕ)
))
· (x, ϕ)
= a
2L0(x,ϕ)

· exp (−TH(x, ϕ)) · (x, ϕ) ∈ R[[x]][ϕ].
Proof. from (3.29) and Proposition 3.12, we have
H(H−1(x, ϕ))
= H(H−1(a2

x1, aϕ1))
∣∣
(x1,ϕ1)=(a
−2

x,a−1

ϕ)
= H
(
exp
(∑
j∈Z+
(
AjLj(x1, ϕ1) +Mj− 12Gj−
1
2
(x1, ϕ1)
))
·
· (x1, ϕ1)
)∣∣∣∣∣
(x1,ϕ1)=(a
−2

x,a−1

ϕ)
= H(exp (−TH(x1, ϕ1)) · (x1, ϕ1))|(x1,ϕ1)=(a−2 x,a−1 ϕ)
= exp (−TH(x1, ϕ1)) ·H(x1, ϕ1)|(x1,ϕ1)=(a−2

x,a−1

ϕ)
= exp (−TH(x1, ϕ1)) · exp (TH(x1, ϕ1)) · a−2L0(x1,ϕ1) ·
·(x1, ϕ1))
∣∣
(x1,ϕ1)=(a
−2

x,a−1

ϕ)
= (a2

x1, aϕ1)
∣∣
(x1,ϕ1)=(a
−2

x,a−1

ϕ)
= (x, ϕ).
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Similarly,
H−1(H(x, ϕ))
= H−1(H(a−2

x1, a
−1

ϕ1))
∣∣
(x1,ϕ1)=(a2x,aϕ)
= H−1
(
exp
(
−
∑
j∈Z+
(
a−2j

AjLj(x1, ϕ1) + a
−2j+1

Mj− 12Gj−
1
2
(x1, ϕ1)
))
·
·(x1, ϕ1)
)∣∣∣∣∣
(x1,ϕ1)=(a2

x,aϕ)
= H−1
(
a
2L0(x1,ϕ1)

· exp (TH(x1, ϕ1)) · a−2L0(x1,ϕ1) · (x1, ϕ1)
)∣∣∣
(x1,ϕ1)=(a2

x,aϕ)
= a
2L0(x1,ϕ1)

· exp (TH(x1, ϕ1)) · a−2L0(x1,ϕ1) · H−1(x1, ϕ1)
∣∣
(x1,ϕ1)=(a2x,aϕ)
= a
2L0(x1,ϕ1)

· exp (TH(x1, ϕ1)) · a−2L0(x1,ϕ1) · a2L0(x1,ϕ1) ·
· exp (−TH(x1, ϕ1)) · (x1, ϕ1))
∣∣
(x1,ϕ1)=(a2x,aϕ)
= a
2L0(x1,ϕ1)

· (x1, ϕ1)
∣∣
(x1,ϕ1)=(a2x,aϕ)
= (x, ϕ).
Since the formal composition of two formal superconformal power series is again
superconformal, by Propositions 3.5 and 3.9, H−1(x, ϕ) is superconformal. 
Remark 3.14. from the proposition above, we see that the set of all formal
superconformal power series of the form (3.24) with a = 1 is a group with com-
position as the group operation. This is the group of “formal superconformal local
coordinate transformations fixing the coordinates of a fixed point to be zero with
leading even coefficient of ϕ equal to one” or the group of “formal superconformal
transformations vanishing at zero with leading even coefficient of ϕ equal to one”.
Given (A,M), (B,N) ∈ R∞, let H(x, ϕ) and H(x, ϕ) be two formal supercon-
formal power series of the form (3.16) such that
(3.30) E˜−1(H(x, ϕ)) = (A,M) and E˜−1(H(x, ϕ)) = (B,N).
We define the composition (A,M) ◦ (B,N) of (A,M), and (B,N) by
(3.31) (A,M) ◦ (B,N) = E˜−1((H ◦H)(x, ϕ))
where (H ◦H)(x, ϕ) is the formal composition of H(x, ϕ) and H(x, ϕ).
Proposition 3.15. The set R∞ is a group with the operation ◦. Let (A,M) =
{(Aj ,Mj−1/2)}j∈Z+ ∈ R∞, and for any t ∈ R0, define
t(A,M) = {(tAj , tMj−1/2)}j∈Z+ .
Then for s, t ∈ R0,
(3.32) (s(A,M)) ◦ (t(A,M)) = (s+ t)(A,M).
That is the map t 7→ t(A,M) is a homomorphism from the additive group of R0 to
R∞. In addition, (R0)∞ and (R1)∞ are subgroups of R∞.
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Proof. Since the set of all formal superconformal power series of the form
(3.16) is a group with composition as its group operation, it is obvious from the
definition of ◦ that R∞ is a group with this operation. Let Ht(x, ϕ) = E˜(t(A,M)).
By Proposition 3.12
Ht(Hs(x, ϕ)) = e
THs (x,ϕ) ·Ht(x, ϕ)
= eTHs (x,ϕ) · eTHt (x,ϕ) · (x, ϕ)
= esTH1 (x,ϕ) · etTH1 (x,ϕ) · (x, ϕ)
= e(s+t)TH1 (x,ϕ) · (x, ϕ)
= H(s+t)(x, ϕ)
= E˜((s+ t)(A,M)).
Or equivalently,
E˜−1(Ht(Hs(x, ϕ)) = (s+ t)(A,M).
But then from the definition of s(A,M) ◦ t(A,M),
E˜−1(Ht(Hs(x, ϕ)) = s(A,M) ◦ t(A,M).
Thus we obtain equation (3.32). Letting 0 = (0,0) be the sequence consisting of
all zeros in R∞, it is clear that (R0)∞ ⊕ {0} and (R1)∞ ⊕ {0} are subgroups of
R∞. 1 
We can extend the composition ◦ defined by (3.31) to (R0)× × R∞. Given
(a, A,M), (b, B,N) ∈ (R0)× × R∞, let H(x, ϕ) and H(x, ϕ) be two formal su-
perconformal power series of the form (3.28) such that
Eˆ−1(H(x, ϕ)) = (a, A,M) and Eˆ
−1(H(x, ϕ)) = (b, B,N).
Define
(3.33) (a, A,M) ◦ (b, B,N) = Eˆ−1((H ◦H)(x, ϕ)).
Then in terms of the composition defined on R∞ by (3.31), we have
(3.34) (a, A,M) ◦ (b, B,N) =
(
ab, (A,M) ◦
{
a2j

Bj , a
2j−1

Nj− 12
}
j∈Z+
)
.
Remark 3.16. With the composition operation defined above, (R0)× ×R∞ is
a group naturally isomorphic to the group of all formal superconformal power series
of the form (3.28). The subset R∞ is a subgroup of (R0)××R∞ isomorphic to the
group of all formal superconformal power series of the form (3.16). The fact that we
can define a group action on (R0)××R∞ allows us to study the group (R0)××R∞
instead of the group of “formal superconformal local coordinate transformations
fixing the coordinates of a fixed point to be zero”.
We now want to consider the “formal superconformal coordinate maps vanish-
ing at infinity.” Let H(x, ϕ) ∈ x−1R[[x−1]][ϕ] be superconformal with
(3.35) ϕH(x, ϕ) = ϕ
(
1
x
+
∑
j∈Z+
ajx
−j−1,
∑
j∈Z+
mj− 12 x
−j
)
= ϕ(f(x), ψ(x)).
1There is a misprint in the analogous proof to Proposition 3.15 for the nonsuper case given
in [H2]. In the proof of Proposition 2.1.14 in [H2], factoring out the t1 and t2 in the expressions
e
lft1 (x) and e
lft2 (x) on the bottom line of p.46, one should obtain et1lf1(x) and et2lf1(x) , not
e
t1lf0(x) and e
t2lf0(x) as stated.
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Then H must define a square root for
f ′(x) + ψ(x)ψ′(x) ∈
{
−x−2 −
∞∑
n=3
cnx
−n
∣∣∣ cn ∈ R}.
Let
1 +
∑
m∈Z+
dmx
m =
(
1 +
∞∑
n=3
cnx
n−2
)1/2
as defined by (3.7). The two possibilities for the square root that H must define
for f ′(x) + ψ(x)ψ′(x) = −x−2 −∑∞n=3 cnx−n are given by(
−x−2 −
∞∑
n=3
cnx
−n
)1/2
= ± i
x
(
1 +
∑
m∈Z+
dmx
−m
)
.
That is, if H ∈ x−1R[[x−1]][ϕ] is superconformal with leading even coefficient of
x−1 equal to one, then
(3.36) H(x, ϕ) =
(
1
x
+
∑
j∈Z+
ajx
−j−1 ± iϕ
x
(∑
j∈Z+
mj− 12 x
−j
)(
1 +
∑
m∈Z+
dmx
−m
)
,
∑
j∈Z+
mj− 12 x
−j ± iϕ
x
(
1 +
∑
m∈Z+
dmx
−m
))
.
Thus we can specify H of the form (3.36) by specifying f(x), ψ(x) and whether the
even coefficient of ϕx−1 is i or −i.
Define
(3.37) I(x, ϕ) =
( 1
x
,
iϕ
x
)
∈ x−1R[[x−1]][ϕ].
Then I is superconformal of the form (3.36) with leading even coefficient of ϕx−1
equal to i, and I−1 = (1/x,−iϕ/x) is superconformal of the form (3.36) with even
coefficient of ϕx−1 equal to −i.
We now want to use the results we have developed about formal superconformal
series vanishing at zero to express any formal superconformal series vanishing at
infinity and with even coefficient of ϕx−1 equal to i in terms of superderivations in
Der(R((x−1))[ϕ]).
Let H(x, ϕ) be superconformal of the form (3.36) with leading even coefficient
of ϕx−1 equal to i, and let H−1(x, ϕ) = H ◦I−1(x, ϕ). Then H−1 is superconformal
satisfying (3.23) with a = 1 and leading even coefficient of ϕ equal to one. Thus
H−1 is of the form (3.24) with a = 1 and has a well-defined compositional inverse
H−1−1 (x, ϕ).
Note thatH◦I−1◦H−1−1 (x, ϕ), and I−1◦H−1−1◦H(x, ϕ) are well-defined formal su-
perconformal series in R[[x]][ϕ] and xR[[x−1]][ϕ], respectively. Moreover, it is clear
that the compositional inverse of H is H−1(x, ϕ) = I−1 ◦H−1−1 (x, ϕ) ∈ x−1R[[x]][ϕ].
Recall the even and odd superderivations introduced in (3.9) and (3.10). Ex-
tending these definitions to include L−j(x, ϕ) and G−j+1/2(x, ϕ), for j ∈ Z+, we
see that these are superderivations in Der(R((x−1))[ϕ]).
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Proposition 3.17. Given H(x, ϕ) superconformal of the form (3.36) with even
coefficient of ϕx−1 equal to i, we have
H(x, ϕ) = exp
(∑
j∈Z+
(
E−1j (a,m)L−j(x, ϕ)(3.38)
+ iE−1
j− 12
(a,m)G−j+ 12 (x, ϕ)
))
·
( 1
x
,
iϕ
x
)
= exp
(
−
∑
j∈Z+
(
E−1j (a,m)
(
x−j+1
∂
∂x
+
(−j + 1
2
)
ϕx−j
∂
∂ϕ
)
+ iE−1
j− 12
(a,m)x−j+1
(
∂
∂ϕ
− ϕ ∂
∂x
)))
·
(1
x
,
iϕ
x
)
= exp
(
TH−1
( 1
x
,
iϕ
x
))
·
( 1
x
,
iϕ
x
)
.
In addition, H−1(x, ϕ) = I−1 ◦H−1−1 (x, ϕ) as defined above is the inverse of H(x, ϕ)
with respect to composition. That is,
H(H−1(x, ϕ)) = H−1(H(x, ϕ)) = (x, ϕ).
Moreover,
H−1 ◦ I(x, ϕ) = H−1
( 1
x
,
iϕ
x
)
(3.39)
= exp
(
−
∑
j∈Z+
(
E−1j (a,m)L−j(x, ϕ)
+ iE−1
j− 12
(a,m)G−j+ 12 (x, ϕ)
))
· (x, ϕ)
= exp
(
−TH−1
( 1
x
,
iϕ
x
))
· (x, ϕ).
Proof. Since H is superconformal satisfying (3.36) with even coefficient of
ϕx−1 equal to i, the power series H−1(x, ϕ) = H ◦ I−1(x, ϕ) ∈ R[[x]][ϕ] is super-
conformal with
ϕH−1(x, ϕ) = ϕ
(
x+
∑
j∈Z+
ajx
j+1,
∑
j∈Z+
mj− 12 x
j
)
and with the even coefficient of ϕ equal to one. Thus by Proposition 3.5, we have
H−1(x, ϕ) = exp
(
−
∑
j∈Z+
(
E−1j (a,m)Lj(x, ϕ)
+ E−1
j− 12
(a,m)Gj− 12 (x, ϕ)
))
· (x, ϕ)
= exp(TH−1(x, ϕ)) · (x, ϕ).
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Write I(x, ϕ) = (1/x, iϕ/x) = (x˜, ϕ˜). By the chain rule
ix−1
∂
∂ϕ˜
=
∂ϕ˜
∂ϕ
∂
∂ϕ˜
=
∂
∂ϕ
− ∂x˜
∂ϕ
∂
∂x˜
=
∂
∂ϕ
and
−x−2 ∂
∂x˜
=
∂x˜
∂x
∂
∂x˜
=
∂
∂x
− (−∂ϕ˜
∂x
∂
∂ϕ˜
) =
∂
∂x
+ ϕx−1
∂
∂ϕ
.
Therefore
H(x, ϕ) = H ◦ I−1 ◦ I(x, ϕ) = H ◦ I−1(x˜, ϕ˜) = H−1(x˜, ϕ˜)
= exp(TH−1(x˜, ϕ˜)) · (x˜, ϕ˜)
= exp
(∑
j∈Z+
(
E−1j (a,m)
(
x−j−1
(
−xϕ ∂
∂ϕ
− x2 ∂
∂x
)
+
(j + 1
2
) iϕ
x
x−j
(
−ix ∂
∂ϕ
))
+ E−1
j− 12
(a,m)x−j
(
−ix ∂
∂ϕ
− iϕ
x
(
−xϕ ∂
∂ϕ
− x2 ∂
∂x
))))
·
(1
x
,
iϕ
x
)
= exp
(
−
∑
j∈Z+
(
E−1j (a,m)
(
x−j+1
∂
∂x
+
(−j + 1
2
)
ϕx−j
∂
∂ϕ
)
+ E−1
j− 12
(a,m)ix−j+1
(
∂
∂ϕ
− ϕ ∂
∂x
)))
·
( 1
x
,
iϕ
x
)
which gives (3.38).
By Proposition 3.13, we know that H−1(x, ϕ) has a unique inverse H
−1
−1 (x, ϕ)
with
H−1−1 (x, ϕ) = exp(TH−1
−1
(x, ϕ)) · (x, ϕ)
= exp
(
−
∑
j∈Z+
(
E−1j (a,m)
(
xj+1
∂
∂x
+
( j + 1
2
)
ϕxj
∂
∂ϕ
)
+ E−1
j− 12
(a,m)xj
(
∂
∂ϕ
− ϕ ∂
∂x
)))
·(x, ϕ)
= exp(−TH−1(x, ϕ)) · (x, ϕ).
Setting H−1(x, ϕ) = I−1 ◦H−1−1 (x, ϕ), and since H(x, ϕ) = H−1 ◦ I(x, ϕ), we
have
H ◦H−1(x, ϕ) = H−1 ◦ I ◦ I−1 ◦H−1−1 (x, ϕ) = (x, ϕ)
H−1 ◦H(x, ϕ) = I−1 ◦H−1−1 ◦H−1 ◦ I(x, ϕ) = (x, ϕ).
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Moreover, by Proposition 3.12, with H(x, ϕ) = I−1(x, ϕ) and H(x, ϕ) in the Propo-
sition replaced by H−1−1 (x, ϕ), we have
H−1 ◦ I(x, ϕ) = I−1 ◦H−1−1 ◦ I(x, ϕ) = I−1 ◦H−1−1
( 1
x
,
iϕ
x
)
= I−1 ◦ exp
(
−TH−1
( 1
x
,
iϕ
x
))
·
(1
x
,
iϕ
x
)
= exp
(
−TH−1
( 1
x
,
iϕ
x
))
· I−1
( 1
x
,
iϕ
x
)
= exp
(
−TH−1
( 1
x
,
iϕ
x
))
· (x, ϕ)
which gives (3.39). 
Remark 3.18. The formal superconformal power series of the form (3.38) can
be thought of as the “formal superconformal local coordinate maps vanishing at
∞ = (∞, 0)”.
The following two propositions are analogous to Proposition 3.11 and Proposi-
tion 3.12, respectively.
Proposition 3.19. Let u, v ∈ R((x−1))[ϕ]; let (B,N) ∈ R∞; and let
T¯ = −
∑
j∈Z+
(
BjL−j(x, ϕ) +Nj− 12G−j+
1
2
(x, ϕ)
)
(3.40)
=
∑
j∈Z+
(
Bj
(
x−j+1
∂
∂x
+
(−j + 1
2
)
ϕx−j
∂
∂ϕ
)
+ Nj− 12x
−j+1
(
∂
∂ϕ
− ϕ ∂
∂x
))
.
Then
(3.41) eT¯ · (uv) =
(
eT¯ · u
)(
eT¯ · v
)
.
In other words, for T¯ , u, and v given above, the automorphism property, Propo-
sition 3.1, holds if y is set equal to 1.
Proof. For i ∈ Z, and j = 0, 1, each ynT¯nn! · ϕjxi has powers in x less than or
equal to i − n for n ∈ N. Thus setting y = 1 in equation (3.1) of Proposition 3.1
applied to this case, each power series in equation (3.41) has only a finite number
of xj terms for a given j ∈ Z, i.e., each term is a well-defined power series in
R((x−1))[ϕ]. 
Proposition 3.20. Let H(x, ϕ) = eT¯ · (x, ϕ) with T¯ given by (3.40), and let
H(x, ϕ) ∈ R((x−1))[ϕ]. Then
(3.42) H(H(x, ϕ)) = H(eT¯ · (x, ϕ)) = eT¯ ·H(x, ϕ).
Proof. The proof is identical to steps (i), (ii), and (iii) in the proof of Proposi-
tion 3.12. To finish the proof, we only need note that since eT¯ ·ϕixn ∈ R((x−1))[ϕ]
for i = 0, 1 and n ∈ Z, the result follows by linearity. 
Generalizing Propositions 3.12 and 3.20, we have the following proposition.
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Proposition 3.21. If H,H ∈ R[[x, x−1]][ϕ] with H(x, ϕ) = eT · (x, ϕ) for
some even superderivation T ∈ Der(R[[x, x−1]][ϕ]) such that Ta = 0 for a ∈ R,
and if either H ◦H(x, ϕ) or eT ·H(x, ϕ) exist in R[[x, x−1]][ϕ], then both exist in
R[[x, x−1]][ϕ] and are equal.
Proof. We need only define the existence of the necessary expressions since
the proof of equality is the same as that for Propositions 3.12 and 3.20.
Suppose H(x, ϕ) = eT · (x, ϕ), H(x, ϕ) and eT ·H(x, ϕ) exist in R[[x, x−1]][ϕ].
Writing
H(x, ϕ) =
∑
n∈Z
anx
n + ϕ
∑
n∈Z
bnx
n
for an, bn ∈ R, then
eT ·H(x, ϕ) =
∑
n∈Z
ane
T · xn +
∑
n∈Z
bne
T · ϕxn.
Thus since eT ·H(x, ϕ) exists in R[[x, x−1]][ϕ], and
eT · xn =
∑
m∈N
1
m!
Tmxn
eT · ϕxn =
∑
m∈N
1
m!
Tmϕxn =
∑
m∈N
1
m!
∑
k∈Z
(
m
k
)
(Tm−kϕ)(T kxn),
this implies that Tm ·xn, for an 6= 0, and Tm ·ϕxn for bn 6= 0, exist in R[[x, x−1]][ϕ].
By definition, for n ∈ Z+
Tmxn =
∑
j1+···+jn=m
m!
j1! · · · jn!
n∏
l=1
(
T jlx
)
(3.43)
Tm · ϕxn =
∑
k∈N
(
m
k
)
(Tm−kϕ)(T kxn)(3.44)
=
∑
j1+···+jn+1=m
m!
j1! · · · jn+1! (T
jn+1ϕ)
n∏
l=1
(
T jlx
)
,
and thus the right-hand sides of (3.43) and (3.44) must exist in R[[x, x−1]][ϕ] for
an 6= 0 and bn 6= 0, respectively. But then
(eT · x)n =
∑
j1,...,jn∈N
n∏
l=1
(
1
jl!
T jlx
)
(3.45)
=
∑
m∈N
1
m!
∑
j1+···+jn=m
m!
j1! · · · jn!
n∏
l=1
(
T jlx
)
= eT · xn
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and
(eT · ϕ)(eT · x)n(3.46)
=
(∑
m∈N
1
m!
Tmϕ
)(∑
m∈N
1
m!
∑
j1+···+jn=m
m!
j1! · · · jn!
n∏
l=1
(
T jlx
))
=
∑
m∈N
1
m!
∑
j1+···+jn+1=m
m!
j1! · · · jn+1! (T
jn+1ϕ)
n∏
l=1
(
T jlx
)
= eT · ϕxn
must also exist in R[[x, x−1]][ϕ] for an 6= 0 and bn 6= 0, respectively. Now note that
equations (3.43) and (3.44) hold if we replace x by x−1, and that these equations
exist in R[[x, x−1]][ϕ] for a−n 6= 0 and b−n 6= 0, respectively. In this case (3.45)
and (3.46) also exist in R[[x, x−1]][ϕ] if we replace x by x−1, i.e., if a−n 6= 0 then
eT · x−n = (eT · x−1)n exists in R[[x, x−1]][ϕ], and if b−n 6= 0 then eT · ϕx−n =
(eT · ϕ)(eT · x−1)n exists in R[[x, x−1]][ϕ].
But since xnx−n = 1 and eT ·1 = 1, by the automorphism property Proposition
3.1, we have that eT · x−1 = (eT · x)−1 which exists in R[[x, x−1]][ϕ], and thus
(eT · x)−n and (eT · ϕ)(eT · x)−n exist in R[[x, x−1]][ϕ] for a−n 6= 0 and b−n 6= 0,
respectively. Therefore
H(eT · (x, ϕ)) =
∑
n∈Z
an(e
T · x)n +
∑
n∈Z
bn(e
T · ϕ)(eT · x)n
exists in R[[x, x−1]][ϕ].
In the case that H(x, ϕ) = eT · (x, ϕ), H(x, ϕ) and H(eT · (x, ϕ)) exist in
R[[x, x−1]][ϕ], by reversing the steps of the argument above, we conclude that
eT ·H(x, ϕ) exists in R[[x, x−1]][ϕ]. 
3.3. The formal sewing equation and formal sewing identities
from the previous section, we see that in general the “formal infinitesimal su-
perconformal transformations” are of the form
(3.47)
∑
j∈Z+
(
BjL−j(x, ϕ) +Nj− 12G−j+
1
2
)
+ (log a)2L0(x, ϕ)
+
∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 12Gj−
1
2
(x, ϕ)
)
for a ∈ (R0)×, Aj , Bj ∈ R0, and Mj−1/2, Nj−1/2 ∈ R1. In this section, we will
use these infinitesimal superconformal transformations to solve a formal version of
the sewing equation along with the normalization and boundary conditions defined
in Chapter 2. Recall that when one supersphere is being sewn with another at the
i-th puncture of the first supersphere, the sewing equation is given by
F
(1)
∆ (w, ρ) = F
(2)
∆ ◦ Hˆ−10 ◦ I ◦Hi(w, ρ)
where Hˆ0 is the local coordinate vanishing at ∞ of the second supersphere being
sewn and Hi is the local coordinate vanishing at the i-th puncture, (zi, θi) ∈
∧
∞, of
the first supersphere being sewn. Thus formally we can write Hi and Hˆ0 in terms of
exponentials of infinitesimal superconformal transformations and then try to solve
for formal versions of F
(1)
∆ and F
(2)
∆ . To do this formally and algebraically without
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having to address issues of convergence, we will use additional formal variables such
that certain formal infinite sums are well defined. The geometric interpretation of
this formal algebraic solution and questions of convergence will be addressed in
Chapter 4.
LetA = {Aj}j∈Z+ and B = {Bj}j∈Z+ be two sequences of even formal variables,
and let α
1/2
0 be another even formal variable. Let M = {Mj−1/2}j∈Z+ and N =
{Nj−1/2}j∈Z+ be two sequences of odd formal variables. Take the algebra R of
Section 3.2 to be
C[α
1
2
0 , α
− 12
0 ][[A,B]][M,N ]
= C[α
1
2
0 , α
− 12
0 ][[A1,A2, ...,B1,B2, ...]][M 12 ,M 32 , ...,N 12 ,N 32 , ...].
Let
(3.48) H
(1)
α
1/2
0 ,A,M
(x, ϕ)
= exp
(
−
∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 12Gj− 12 (x, ϕ)
))
· (α 120 )−2L0(x,ϕ) · (x, ϕ),
(3.49) H
(2)
B,N (x, ϕ) = exp
(∑
j∈Z+
(
BjL−j(x, ϕ) +Nj− 12G−j+ 12 (x, ϕ)
))
·
( 1
x
,
iϕ
x
)
.
The formal power series H
(2)
B,N (x, ϕ) ∈ x−1R[[x−1]][ϕ] is superconformal of the
form (3.38). By Proposition 3.17, its compositional inverse (H
(2)
B,N )
−1(x, ϕ) is a
well-defined element of x−1R[[x]][ϕ], and by (3.39) we have
(3.50) (H
(2)
B,N )
−1
(1
x
,
iϕ
x
)
= exp
(
−
∑
j∈Z+
(
BjL−j(x, ϕ) +Nj− 12G−j+ 12 (x, ϕ)
))
· (x, ϕ).
Proposition 3.22. In R[[x, x−1]][ϕ], we have
(3.51) (H
(2)
B,N )
−1 ◦ I ◦H(1)
α
1/2
0 ,A,M
(x, ϕ)
= exp
(
−
∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 12Gj− 12 (x, ϕ)
))
· (α 120 )−2L0(x,ϕ)·
exp
(
−
∑
j∈Z+
(
BjL−j(x, ϕ) +Nj− 12G−j+ 12 (x, ϕ)
))
· (x, ϕ)
where we always expand formal series in nonnegative powers of Aj ,Bj,Mj−1/2,
and Nj−1/2, for j ∈ Z+.
3.3. THE FORMAL SEWING EQUATION AND FORMAL SEWING IDENTITIES 57
Proof. Let
(H
(2)
B,N )
−1 ◦ I(x, ϕ)
= (x, ϕ) +
∑
n, l ∈ N
(n, l) 6= (0, 0)
∑
j1 > ... > jn > 0
k1 > ... > kl > 0
∑
m1,...,mn∈Z+
Hj1,...,jn;k1,...,klm1,...,mn (x, ϕ)·
· Bm1j1 · · · Bmnjn iNk1− 12 · · · iNkl− 12 .
from (3.50), we see that Hj1,...,jn;k1,...,klm1,...,mn (x, ϕ) ∈ Q((x))[ϕ]. Then by Proposition
3.12, we have
Hj1,...,jn;k1,...,klm1,...,mn (H
(1)
α
1/2
0 ,A,M
(x, ϕ))
= exp
(
−
∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 12Gj− 12 (x, ϕ)
))
· (α 120 )−2L0(x,ϕ)·
·Hj1,...,jn;k1,...,klm1,...,mn (x, ϕ).
Therefore
(H
(2)
B,N )
−1 ◦ I ◦H(1)
α
1/2
0 ,A,M
(x, ϕ)
= exp
(
−
∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 12Gj− 12 (x, ϕ)
))
· (α 120 )−2L0(x,ϕ)·
· (H(2)B,N )−1 ◦ I(x, ϕ).
Using (3.50), we obtain (3.51). 
Remark 3.23. From Proposition 3.22, we see that the composition
(H
(2)
B,N )
−1 ◦ I ◦H(1)
α
1/2
0 ,A,M
(x, ϕ)
is generated by the formal infinitesimal superconformal transformations given by
(3.47). As shown in Chapter 2, geometrically this composition is the formal su-
perconformal transition function of the sewn neighborhoods of a supersphere with
tubes sewn from two canonical superspheres with tubes (see equation (2.47)). This
is why we construct the formal superconformal transformations from the formal
infinitesimal superconformal transformations in this way. Of course, in the for-
mal version of the superconformal transition function (3.51), we have assumed that
the puncture on the first supersphere into which the second supersphere is being
sewn is at zero. In general this will be at some point p ∈ U∆ corresponding to
(zi, θi) = ∆(p). Of course this discrepancy can be rectified by appropriately incor-
porating the superconformal shift s(zi,θi)(x, ϕ) = (x− zi − ϕθi, ϕ− θi).
Remark 3.24. Note the symmetry in the operators acting on (x, ϕ) on the
right-hand side of equation (3.51). Replacing (x, ϕ), (A,M), and (B,N ) with
I(x, ϕ) = (x−1, iϕx−1), (B,−iN ), and (A,−iM), respectively, for this operator,
we obtain its inverse. If we had not factored out a as we did (see Remark 2.18),
this symmetry would be broken.
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Proposition 3.25. For H(x, ϕ) ∈ R[x, x−1, ϕ], we have
H
(
exp
(
−
∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 12Gj− 12 (x, ϕ)
))
· (α 120 )−2L0(x,ϕ)·
exp
(
−
∑
j∈Z+
(
BjL−j(x, ϕ) +Nj− 12G−j+ 12 (x, ϕ)
))
· (x, ϕ)
)
= exp
(
−
∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 12Gj− 12 (x, ϕ)
))
· (α 120 )−2L0(x,ϕ)·
exp
(
−
∑
j∈Z+
(
BjL−j(x, ϕ) +Nj− 12G−j+ 12 (x, ϕ)
))
·H(x, ϕ)
Proof. The result follows from Propositions 3.12 and 3.20. 
For the theorem below, it will be convenient to fix the following notation. Let
gA =
∑
j∈Z+
Ajxj+1, gM =
∑
j∈Z+
Mj− 12x
j ,
gB =
∑
j∈Z+
Bjx−j+1, gN =
∑
j∈Z+
Nj− 12x
−j+1.
Let (0,0) = 0 ∈ R∞ be the sequence consisting of all zeros. Let R˜ be any superal-
gebra. For p(x) ∈ R˜[[x, x−1]], we let (p(x))− and (p(x))+ be the unique series such
that (p(x))− ∈ R˜[[x−1]], (p(x))+ ∈ xR˜[[x]], and
p(x) = (p(x))− + (p(x))+.
Theorem 3.26. There exist formal series
F¯ (1) ∈ xC[α 120 , α−
1
2
0 ][x
−1, ϕ][[A,B]][M,N ]
and
F¯ (2) ∈ xC[α 120 , α−
1
2
0 ][x, ϕ][[A,B]][M,N ]
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which are superconformal in (x, ϕ) satisfying the “formal boundary conditions”
F¯ (1)(x, ϕ)
∣∣∣
(A,M)=0
= (α
1
2
0 )
2L0(x,ϕ) · exp
(
−
∑
j∈Z+
(BjL−j(x, ϕ)(3.52)
+ Nj− 12G−j+ 12 (x, ϕ)
))
· (α 120 )−2L0(x,ϕ) · (x, ϕ)
F¯ (1)(x, ϕ)
∣∣∣
(B,N )=0
= (x, ϕ)(3.53)
F¯ (2)(x, ϕ)
∣∣∣
(A,M)=0
= (α−10 x, α
− 12
0 ϕ)(3.54)
F¯ (2)(x, ϕ)
∣∣∣
(B,N )=0
= (α
1
2
0 )
2L0(x,ϕ) · exp
(∑
j∈Z+
(AjLj(x, ϕ)(3.55)
+Mj− 12Gj− 12 (x, ϕ)
))
· (x, ϕ),
and the conditions
(3.56) ϕF¯ (1)(x, ϕ) = ϕ F¯ (1)(x, ϕ)
∣∣∣
(A,M)=0
+ ϕ
((
α−10 gA(x)
∂
∂x
gB(α0x)
− α−10 gB(α0x)
∂
∂x
gA(x)
)−
+ 2α
− 12
0 (gM(x)gN (α0x))
−
,
α
− 12
0
(
gA(x)
∂
∂x
gN (α0x)− 1
2
gN (α0x)
∂
∂x
gA(x)
)−
+ α−10
(1
2
gM(x)
∂
∂x
gB(α0x)− gB(α0x) ∂
∂x
gM(x)
)−)
+ ϕR(1)
(3.57) ϕF¯ (2)(x, ϕ) = ϕ F¯ (2)(x, ϕ)
∣∣∣
(B,N )=0
+ ϕ
((
gB(x)
∂
∂x
gA(α
−1
0 x)
− gA(α−10 x)
∂
∂x
gB(x)
)+
− 2α− 120 (gM(x)gN (α0x))+ ,
+ α
1
2
0
(1
2
gN (x)
∂
∂x
gA(α
−1
0 x)− gA(α−10 x)
∂
∂x
gN (x)
)+
+
(
gB(x)
∂
∂x
gM(α
−1
0 x)−
1
2
gM(α
−1
0 x)
∂
∂x
gB(x)
)+)
+ ϕR(2)
where R(1) and R(2) are elements in
C[α
1
2
0 , α
− 12
0 ][[A,B]][M,N ][[x−1]]
and
C[α
1
2
0 , α
− 12
0 ][[A,B]][M,N ][[x]],
respectively, containing only terms with the total degree in the Aj’s and Mj−1/2’s
at least one, total degree in the Bj’s and Nj−1/2’s at least one, and total degree in
the Aj’s, Mj−1/2’s, Bj’s and Nj−1/2’s at least three.
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Then F¯ (2) ◦ (H(2)B,N )−1 ◦ I ◦H(1)α1/20 ,A,M(x, ϕ) exists in
xC[α
1
2
0 , α
− 12
0 ][x
−1, ϕ][[A,B]][M,N ],
and there exist unique F¯ (1) and F¯ (2) satisfying the above such that
(3.58) F¯ (1)(x, ϕ) = F¯ (2) ◦ (H(2)B,N )−1 ◦ I ◦H(1)α1/20 ,A,M(x, ϕ).
We call equation (3.58) the “formal sewing equation”. 2
Proof. Write
ϕF¯ (1)(x, ϕ) = ϕ
(
x+
∑
m,s,n,t∈N
h0msnt(x),
∑
m,s,n,t∈N
h1msnt(x)
)
(3.59)
ϕF¯ (2)(x, ϕ) = ϕ
(
α−10 x+
∑
m,s,n,t∈N
k0msnt(x),
∑
m,s,n,t∈N
k1msnt(x)
)
(3.60)
where F¯ (2) is superconformal, and
(h0msnt(x), h
1
msnt(x)) = hmsnt(x) ∈ C[α
1
2
0 , α
− 12
0 ][[A,B]][M,N ][[x−1]]
(k0msnt(x), k
1
msnt(x)) = kmsnt(x) ∈ xC[α
1
2
0 , α
− 12
0 ][[A,B]][M,N ][[x]],
are both homogeneous of degree m in the Aj ’s, degree s in the Mj−1/2’s, degree
n in the Bj ’s, and degree t in the Nj−1/2’s, for j ∈ Z+. The fact that F¯ (2) is
superconformal implies that
F¯ (2)(x, ϕ) = (x˜, ϕ˜)
=
(
α−10 x+
∑
m,s,n,t∈N
(
k0msnt(x) + ϕq
1
msnt(x)
)
,
∑
m,s,n,t∈N
(
k1msnt(x) + ϕq
0
msnt(x)
))
where each qmsnt = (q
0
msnt, q
1
msnt) is homogeneous of degree m in the Aj ’s, degree
s in the Mj−1/2’s, degree n in the Bj ’s, and degree t in the Nj−1/2’s, for j ∈ Z+,
and where F¯ (2)(x, ϕ) = (x˜, ϕ˜) satisfies Dx˜ = ϕ˜Dϕ˜ for D = ∂∂ϕ + ϕ
∂
∂x . (Of course
hmsnt = h
0
msnt for s+ t even, hmsnt = h
1
msnt for s+ t odd, and similarly for kmsnt
and qmsnt.)
2There is a misprint in the formulas (2.2.11) and (2.2.12) of Theorem 2.2.4 in [H2] giving
the analogous nonsuper case to our Theorem 3.26. The first two terms in the right-hand side of
(2.2.11) should be replaced by α−10 (f
(2)
B )
−1( 1
α0x
) and the first two terms in the right-hand side of
(2.2.12) should be replaced by (f
(1)
A,α0
)−1(x). Similar misprints occurred in [H1] and [B1]. These
misprints were first corrected in [BHL].
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Thus letting (H
(2)
B,N )
−1 ◦ I ◦H(1)
α
1/2
0 ,A,M
(x, ϕ) = (H0(x, ϕ), H1(x, ϕ)), equation
(3.58) gives
(3.61) ϕ
(
x+
∑
m,s,n,t∈N
h0msnt(x),
∑
m,s,n,t∈N
h1msnt(x)
)
= ϕ
(
α−10 H
0(x, ϕ) +
∑
m,s,n,t∈N
(
k0msnt(H
0(x, ϕ)) +H1(x, ϕ)q1msnt(H
0(x, ϕ))
)
,
∑
m,s,n,t∈N
(
k1msnt(H
0(x, ϕ)) +H1(x, ϕ)q0msnt(H
0(x, ϕ))
))
.
from the boundary conditions (3.52) - (3.55), we have
ϕ
(
x+
∑
n,t∈N
h000nt(x),
∑
n,t∈N
h100nt(x)
)
= ϕ
(
α−10
(
(H
(2)
B,N )
−1◦ I(α0x, α
1
2
0 ϕ)
)0
, α
− 12
0
(
(H
(2)
B,N )
−1 ◦ I(α0x, α
1
2
0 ϕ)
)1)
= ϕ(α
1
2
0 )
2L0(x,ϕ) · exp
(
−
∑
j∈Z+
(
BjL−j(x, ϕ) +Nj− 12G−j+ 12 (x, ϕ)
))
·
·(α 120 )−2L0(x,ϕ) · (x, ϕ),
ϕ
(
x+
∑
m,s∈N
h0ms00(x),
∑
m,s∈N
h1ms00(x)
)
= ϕ(x, 0),
ϕ
(
α−10 x+
∑
n,t∈N
k000nt(x),
∑
n,t∈N
k100nt(x)
)
= ϕ(α−10 x, 0),
ϕ
(
α−10 x+
∑
m,s∈N
k0ms00(x),
∑
m,s∈N
k1ms00(x)
)
= ϕ(H
(1)
α
1/2
0 ,A,M
)−1(x, ϕ)
= ϕ(α
1
2
0 )
2L0(x,ϕ) · exp
(∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 12Gj− 12 (x, ϕ)
))
· (x, ϕ).
These equations give hms00, h00nt, kms00, and k00nt uniquely for all m, s, n, t ∈ N.
By the superconformal condition Dx˜ = ϕ˜Dϕ˜ for F¯ (2)(x, ϕ) = (x˜, ϕ˜) and the
boundary conditions, we see that
∑
m,s,n,t∈N
q0msnt(x) = α
− 12
0
(
1 + α0
( ∑
m,s,n,t∈N
k0msnt(x)
)′
+ α0
( ∑
m,s,n,t∈N
k1msnt(x)
)( ∑
m,s,n,t∈N
k1msnt(x)
)′)1/2
∑
m,s,n,t∈N
q1msnt(x) = α
− 12
0
( ∑
m,s,n,t∈N
k1msnt(x)
)(
1 + α0
( ∑
m,s,n,t∈N
k0msnt(x)
)′)1/2
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where the square root is defined to be the Taylor series expansion about x = 0 and
A =M = B = N = 0 with √1 = 1. Note that each qmsnt is determined by kijlp for
0 ≤ i ≤ m, 0 ≤ j ≤ s, 0 ≤ l ≤ n, and 0 ≤ p ≤ t. Thus the hms00, h00nt, kms00, and
k00nt that we have determined from the boundary conditions for all m, s, n, t ∈ N,
uniquely determine qms00 and q00nt for all m, s, n, t ∈ N. from (3.61), it is clear that
the hmsnt term on the right-hand side only depends on H
0, H1, and kijlp(H
0(x, ϕ))
for 0 ≤ i ≤ m, 0 ≤ j ≤ s, 0 ≤ l ≤ n, and 0 ≤ p ≤ t.
Note that for all kms00, k00nt, qms00, and q00nt the coefficient of a given term
Aj1 · · ·AjmMi1−1/2 · · ·Mis−1/2 or Bj1 · · · BjnNi1−1/2 · · ·Nit−1/2 is in C[x], i.e.,
kms00, k00nt, qms00, q00nt ∈ C[α
1
2
0 , α
− 12
0 ][x][[A,B]][M,N ].
Thus by Propositions 3.22 and 3.25, we have
kms00(H
0(x, ϕ))
=
∑
j1 ≤ ... ≤ jm
i1 < ... < is
pj1...jmi1...is (H
0(x, ϕ))Aj1 · · ·AjmMi1− 12 · · ·Mis− 12
=
∑
j1 ≤ ... ≤ jm
i1 < ... < is
pj1...jmi1...is

exp
(
−
∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 12Gj− 12 (x, ϕ)
))
·
(α
1
2
0 )
−2L0(x,ϕ) · exp
(
−
∑
j∈Z+
(
BjL−j(x, ϕ) +Nj− 12G−j+ 12 (x, ϕ)
))
· x


Aj1 · · ·AjmMi1− 12 · · ·Mis− 12
=
∑
j1 ≤ ... ≤ jm
i1 < ... < is
exp
(
−
∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 12Gj− 12 (x, ϕ)
))
· (α 120 )−2L0(x,ϕ) ·
exp
(
−
∑
j∈Z+
(
BjL−j(x, ϕ) +Nj− 12G−j+ 12 (x, ϕ)
))
· pj1...jmi1...is (x)
=
∑
j1 ≤ ... ≤ jm
i1 < ... < is
exp
(
−
∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 12Gj− 12 (x, ϕ)
))
· (α 120 )−2L0(x,ϕ) ·
exp
(
−
∑
j∈Z+
(
BjL−j(x, ϕ) +Nj− 12G−j+ 12 (x, ϕ)
))
· kms00(x).
And similarly for k00nt, qms00, q00nt, and in fact for any
p(x) ∈ C[α 120 , α−
1
2
0 ][x][[A,B]][M,N ].
Now we can solve equation (3.61) for hmsnt(x) and kmsnt(x) by induction on
m, s, n, and t. In fact, if we compare terms which are homogeneous of degree m
in the Aj ’s, degree s in the Mj−1/2’s, degree n in the Bj’s, and degree t in the
Nj−1/2’s, for j ∈ Z+, on both sides of (3.61), we have
(3.62) hmsnt(x) = kmsnt(α0x) + k˜
(msnt)(x) + q˜(msnt)(x)
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where k˜(msnt)(x) and q˜(msnt)(x) are homogeneous of degree m in the Aj ’s, degree s
in theMj−1/2’s, degree n in the Bj’s, and degree t in the Nj−1/2’s, for j ∈ Z+, and
depend only on hijlp and kijlp for 0 ≤ i ≤ m, 0 ≤ j ≤ s, 0 ≤ l ≤ n, and 0 ≤ p ≤ t,
where (i, j, l, p) 6= (m, s, n, t). Assume hijlp and kijlp (and thus qijlp) have already
been obtained for 0 ≤ i ≤ m, 0 ≤ j ≤ s, 0 ≤ l ≤ n, and 0 ≤ p ≤ t, where
(i, j, l, p) 6= (m, s, n, t), and assume that we have shown that each kijlp and qijlp is
in C[α
1
2
0 , α
− 12
0 ][x][[A,B]][M,N ]. Then by using Proposition 3.25 on each polynomial
coefficient of each kijlp (as we did for kms00(x)), we can determine k˜
(msnt)(x) and
q˜(msnt)(x). Then from (3.62), we have
hmsnt(x) = (k˜
(msnt)(x))− + (q˜(msnt)(x))−
kmsnt(α0x) = −(k˜(msnt)(x))+ − (q˜(msnt)(x))+
where
(k˜(msnt)(x))−, (q˜(msnt)(x))− ∈ C[α 120 , α−
1
2
0 ][[A,B]][M,N ][[x−1]]
and
(k˜(msnt)(x))+, (q˜(msnt)(x))+ ∈ C[α 120 , α−
1
2
0 ][[A,B]][M,N ][[x]]
such that
(k˜(msnt)(x))− + (k˜(msnt)(x))+ = k˜(msnt)(x),
and
(q˜(msnt)(x))− + (q˜(msnt)(x))+ = q˜(msnt)(x).
By the principle of induction, we obtain hmsnt(x) and kmsnt(α0x) for all m, s, n, t ∈
N, and thus we obtain ϕF¯ (1)(x, ϕ) and ϕF¯ (2)(x, ϕ). It is clear from the procedure to
solve (3.61) that the solutions ϕF¯ (1)(x, ϕ) and ϕF¯ (2)(x, ϕ) are unique. Furthermore
note that the even coefficient of ϕ in F¯ (1)(x, ϕ) is one and the even coefficient of ϕ
in F¯ (2)(x, ϕ)
∣∣
(A,M)=0
is α
−1/2
0 . Let F¯
(1)(x, ϕ) and F¯ (2)(x, ϕ) be the unique formal
superconformal series satisfying ϕF¯ (1)(x, ϕ) and ϕF¯ (2)(x, ϕ) such that the even co-
efficient of ϕ in F¯ (1)(x, ϕ) is one and the even coefficient of ϕ in F¯ (2)(x, ϕ)
∣∣
(A,M)=0
is α
−1/2
0 .
To complete the proof, we note that
h1010(x) = k1010(α0x) + α
−1
0 gB(α0x)
∂
∂x
k1000(α0x) + gA(x)
∂
∂x
k0010(α0x)
+α−10 gA(x)
∂
∂x
gB(α0x)
= k1010(α0x)− α−10 gB(α0x)
∂
∂x
gA(x) + α
−1
0 gA(x)
∂
∂x
gB(α0x).
Thus
h1010(x) =
(
α−10 gA(x)
∂
∂x
gB(α0x)− α−10 gB(α0x)
∂
∂x
gA(x)
)−
,
and
k1010(x) =
(
gB(x)
∂
∂x
gA(α
−1
0 x)− gA(α−10 x)
∂
∂x
gB(x)
)+
.
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We note that
h1001(x) = k1001(α0x) + gN (α0x)q1000(α0x) + gA(x)
∂
∂x
k0001(α0x)
+α
− 12
0 gA(x)
∂
∂x
gN (α0x)
= k1001(α0x)− α
− 12
0
2
gN (α0x)
∂
∂x
gA(x) + α
− 12
0 gA(x)
∂
∂x
gN (α0x).
Thus
h1001(x) = α
− 12
0
(
gA(x)
∂
∂x
gN (α0x)− 1
2
gN (α0x)
∂
∂x
gA(x)
)−
,
and
k1001(x) = α
1
2
0
(
1
2
gN (x)
∂
∂x
gA(α
−1
0 x)− gA(α−10 x)
∂
∂x
gN (x)
)+
.
We note that
h0110(x) = k0110(α0x) + α
−1
0 gB(α0x)
∂
∂x
k0100(α0x) + α
1
2
0 gM(x)q0010(α0x)
+
α−10
2
gM(x)
∂
∂x
gB(α0x)
= k0110(α0x)− α−10 gB(α0x)
∂
∂x
gM(x) +
α−10
2
gM(x)
∂
∂x
gB(α0x).
Thus
h0110(x) = α
−1
0
(
1
2
gM(x)
∂
∂x
gB(α0x)− gB(α0x) ∂
∂x
gM(x)
)−
,
and
k0110(x) =
(
gB(x)
∂
∂x
gM(α
−1
0 x)−
1
2
gM(α
−1
0 x)
∂
∂x
gB(x)
)+
.
And finally, we note that
h0101(x) = k0101(α0x) + gN (α0x)q0100(α0x) + α
1
2
0 gM(x)q0001(α0x)
+α
− 12
0 gM(x)gN (α0x)
= k0101(α0x)− α−
1
2
0 gN (α0x)gM(x) + α
− 12
0 gM(x)gN (α0x).
Thus
h0101(x) = 2α
− 12
0 (gM(x)gN (α0x))
−
,
and
k0101(x) = −2α−
1
2
0 (gM(x)gN (α0x))
+ .
Substituting these into (3.59) and (3.60), we obtain (3.56) and (3.57). 
Remark 3.27. We noted in Remark 3.23 that the geometric meaning of the
left-hand side of (3.51) is the formal superconformal coordinate transition function
of the sewn neighborhoods of a supersphere with tubes sewn from two canonical
superspheres with tubes. If we denote the two canonical superspheres being sewn
by SCˆ =
∧
∞ ∪({∞} × (
∧
∞)S) with the i-th (i ∈ Z+) puncture (zi, θi) of the
first supersphere being sewn with the puncture at ∞ of the second supersphere,
then geometrically F¯ (1) ◦ s(zi,θi) and F¯ (2) are formal versions of the two halves
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F
(1)
∆ and F
(2)
∆ of the uniformizing function F which maps the genus-zero super-
conformal surface resulting from the sewn canonical superspheres with tubes to
a super-Riemann sphere with tubes. Then this super-Riemann sphere with tubes
can be mapped to a canonical supersphere with tubes via a global superconfor-
mal transformation, i.e., a superprojective transformation. Thus the meaning of
F¯ (1) ◦ s(zi,θi)(x, ϕ) is the “formal superconformal coordinate transition function of
the first canonical supersphere taking ∞ of the first canonical supersphere to ∞
of the resulting super-Riemann sphere”, and the geometric meaning of F¯ (2)(x, ϕ)
is the “formal superconformal coordinate transition function of the second canoni-
cal supersphere taking 0 of the second canonical supersphere to 0 of the resulting
super-Riemann sphere”. Furthermore Theorem 3.26 shows that the uniformizing
function (2.48) which is a solution to the sewing equation along with the normal-
ization and boundary conditions (2.49) – (2.57) does in fact depend algebraically
on the local coordinate charts at the i-th puncture for the first supersphere being
sewn and at infinity for the second supersphere being sewn. Moreover, this uni-
formizing function is uniquely determined by the formal sewing equation (3.58),
the formal boundary conditions (3.52) - (3.55), and (3.56) and (3.57) which contain
the normalization conditions.
Since F¯ (1) and F¯ (2) are superconformal with
F¯ (1) ∈ xC[α 120 , α−
1
2
0 ][[A,B]][M,N ][[x−1]][ϕ]
where the even coefficient of ϕ in F¯ (1) is equal to one, and
F¯ (2) ∈ xC[α 120 , α−
1
2
0 ][[A,B]][M,N ][[x]][ϕ],
where the even coefficient of ϕ in F¯ (2)
∣∣
(A,M)=0
is equal to α
−1/2
0 , by Propositions
3.10 and 3.17, there exist a unique pair of sequences
(3.63) (Ψj ,Ψj− 12 ) = (Ψj ,Ψj−
1
2
)(α
1
2
0 ,A,M,B,N )
in C[α
1/2
0 , α
−1/2
0 ][[A,B]][M,N ] for j ∈ Z, such that
(3.64) F¯ (1)(x, ϕ) = exp
(∑
j∈Z+
(
Ψ−jL−j(x, ϕ) + Ψ−j+ 12G−j+
1
2
(x, ϕ)
))
· (x, ϕ)
and
(3.65) F¯ (2)(x, ϕ) = exp (−Ψ02L0(x, ϕ)) · (α
1
2
0 )
2L0(x,ϕ)·
exp
(
−
∑
j∈Z+
(
ΨjLj(x, ϕ) + Ψj− 12Gj−
1
2
(x, ϕ)
))
· (x, ϕ),
i.e.,
I ◦ F¯ (1) ◦ I−1(x, ϕ) = E˜
({
Ψ−j,−iΨ−j+ 12
}
j∈Z+
)
(x, ϕ)
= Eˆ
(
1,
{
Ψ−j ,−iΨ−j+ 12
}
j∈Z+
)
(x, ϕ)
F¯ (2)(x, ϕ) = Eˆ
(
eΨ0α
− 12
0 ,
{
Ψj,Ψj− 12
}
j∈Z+
)
(x, ϕ).
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Proposition 3.28. For j ∈ Z+, we have 3
(Ψj ,Ψj− 12 ) = (−Aj ,−Mj− 12 ) + Pj(α
1
2
0 ,A,M,B,N ),(3.66)
(Ψ−j ,Ψ−j+ 12 ) = (−α
−j
0 Bj,−α−j+
1
2
0 Nj− 12 ) + P−j(α
1
2
0 ,A,M,B,N ),(3.67)
Ψ0 = 0 + P0(α
1
2
0 ,A,M,B,N ),(3.68)
where each Pj(α1/20 ,A,M,B,N ), for j ∈ Z, contains only terms with total degree
at least one in the Ak’s and Mk−1/2’s, for k ∈ Z+, and with total degree at least
one in the Bk’s and Nk−1/2’s, for k ∈ Z+. Both
(3.69) exp
(∑
j∈Z+
(
Ψ−jL−j(x, ϕ) + Ψ−j+ 12G−j+
1
2
(x, ϕ)
))
and
(3.70) exp
(∑
j∈Z+
(
ΨjLj(x, ϕ) + Ψj− 12Gj−
1
2
(x, ϕ)
))
are in the algebra ((End C[x, x−1, ϕ])[α
1/2
0 , α
−1/2
0 ][[A,B]][M,N ])0, and in this al-
gebra we have
(3.71) exp
(
−
∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 12Gj− 12 (x, ϕ)
))
· (α 120 )−2L0(x,ϕ)·
exp
(
−
∑
j∈Z+
(
BjL−j(x, ϕ) +Nj− 12G−j+ 12 (x, ϕ)
))
= exp
(∑
j∈Z+
(
Ψ−jL−j(x, ϕ) + Ψ−j+ 12G−j+
1
2
(x, ϕ)
))
·
exp
(∑
j∈Z+
(
ΨjLj(x, ϕ) + Ψj− 12Gj−
1
2
(x, ϕ)
))
·
(α
1
2
0 )
−2L0(x,ϕ) · exp
(
Ψ02L0(x, ϕ)
)
.
Proof. Equations (3.66), (3.67), and (3.68) follow immediately from (3.56),
(3.57), (3.64) and (3.65). By (3.63), we know that (3.69) and (3.70) are in the
algebra ((End C[[x, x−1]][ϕ])[α
1/2
0 , α
−1/2
0 ][[A,B]][M,N ])0. By definition, (3.69) and
(3.70) applied to (x, ϕ) are in
xC[α
1
2
0 , α
− 12
0 ][x
−1, ϕ][[A,B]][M,N ] and xC[α 120 , α−
1
2
0 ][x, ϕ][[A,B]][M,N ],
respectively, and we have
F¯ (1)
∣∣
(A,M)=(B,N )=0
= (x, ϕ)
F¯ (2)
∣∣
(A,M)=(B,N )=0
= (α−10 x, α
− 12
0 ϕ).
3There is a misprint in equation (2.2.27) of Proposition 2.2.5 in [H2] which gives the nonsuper
version of equation (3.67) above. The first term in the right-hand side of (2.2.27) should be
−α−j0 Bj , not −α
j
0Bj as stated.
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Thus for any H(x, ϕ) ∈ C[α1/20 , α−1/20 ][x, x−1, ϕ][[A,B]][M,N ], we have
(3.72) H
(
exp
(∑
j∈Z+
(
Ψ−jL−j(x, ϕ) + Ψ−j+ 12G−j+
1
2
(x, ϕ)
))
·(x, ϕ)
)
and
(3.73) H
(
exp
(∑
j∈Z+
(
ΨjLj(x, ϕ) + Ψj− 12Gj−
1
2
(x, ϕ)
))
· (x, ϕ)
)
are in C[α
1/2
0 , α
−1/2
0 ][x, x
−1, ϕ][[A,B]][M,N ] . Then by Proposition 3.12, (3.72) is
equal to
exp
(∑
j∈Z+
(
Ψ−jL−j(x, ϕ) + Ψ−j+ 12G−j+
1
2
(x, ϕ)
))
·H(x, ϕ),
and by Proposition 3.20, (3.73) is equal to
exp
(∑
j∈Z+
(
ΨjLj(x, ϕ) + Ψj− 12Gj−
1
2
(x, ϕ)
))
·H(x, ϕ).
Thus the above expressions are also in
xC[α
1
2
0 , α
− 12
0 ][x
−1, ϕ][[A,B]][M,N ] and xC[α 120 , α−
1
2
0 ][x, ϕ][[A,B]][M,N ],
respectively. Since H(x, ϕ) was arbitrary, (3.69) and (3.70) are in
(End C[x, x−1, ϕ])[α
1
2
0 , α
− 12
0 ][[A,B]][M,N ].
Furthermore, they are obviously even.
To prove (3.71), we note that using Propositions 3.12 and 3.20 repeatedly and
by (3.65), we have
F¯ (2) ◦ (H(2)B,N )−1 ◦ I ◦H(1)α1/20 ,A,M(x, ϕ)
= exp
(
−
∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 12Gj− 12
))
· (α 120 )−2L0(x,ϕ)·
exp
(
−
∑
j∈Z+
(
BjL−j(x, ϕ) +Nj− 12G−j+ 12 (x, ϕ)
))
· (α 120 )2L0(x,ϕ)·
exp (Ψ02L0(x, ϕ)) exp
(
−
∑
j∈Z+
(
ΨjLj(x, ϕ) + Ψj− 12Gj−
1
2
(x, ϕ)
))
· (x, ϕ)
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in C[x, x−1, ϕ][α
1/2
0 , α
−1/2
0 ][[A,B]][M,N ]. Using Propositions 3.12 and 3.20 again,
we see that for H(x, ϕ) ∈ C[x, x−1, ϕ][α1/20 , α−1/20 ][[A,B]][M,N ], the expressions
exp
(
−
∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 12Gj− 12 (x, ϕ)
))
· (α 120 )−2L0(x,ϕ)·
exp
(
−
∑
j∈Z+
(
BjL−j(x, ϕ) +Nj− 12G−j+ 12 (x, ϕ)
))
· (α 120 )2L0(x,ϕ)·
exp (Ψ02L0(x, ϕ)) exp
(
−
∑
j∈Z+
(
ΨjLj(x, ϕ) + Ψj− 12Gj−
1
2
(x, ϕ)
))
·H(x, ϕ)
and
H

exp
(
−
∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 12Gj− 12 (x, ϕ)
))
· (α 120 )−2L0(x,ϕ)·
exp
(
−
∑
j∈Z+
(
BjL−j(x, ϕ) +Nj− 12G−j+ 12 (x, ϕ)
))
· (α 120 )2L0(x,ϕ)·
exp (Ψ02L0(x, ϕ)) exp
(
−
∑
j∈Z+
(
ΨjLj(x, ϕ) + Ψj− 12Gj−
1
2
(x, ϕ)
))
· (x, ϕ)


exist in C[x, x−1, ϕ][α
1/2
0 , α
−1/2
0 ][[A,B]][M,N ] and are equal. Thus by (3.64), (3.65)
and (3.58), we have
(3.74) exp
(∑
j∈Z+
(
Ψ−jL−j(x, ϕ) + Ψ−j+ 12G−j+
1
2
(x, ϕ)
))
·H(x, ϕ)
= exp
(
−
∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 12Gj− 12 (x, ϕ)
))
· (α 120 )−2L0(x,ϕ)·
exp
(
−
∑
j∈Z+
(
BjL−j(x, ϕ) +Nj− 12G−j+ 12 (x, ϕ)
))
· (α 120 )2L0(x,ϕ)·
exp (Ψ02L0(x, ϕ)) · exp
(
−
∑
j∈Z+
(
ΨjLj(x, ϕ) + Ψj− 12Gj−
1
2
(x, ϕ)
))
·H(x, ϕ).
Taking H(x, ϕ) to be
exp
(∑
j∈Z+
(
ΨjLj(x, ϕ) + Ψj− 12Gj−
1
2
(x, ϕ)
))
· (α 120 )−2L0(x,ϕ)·
exp (Ψ02L0(x, ϕ)) ·H1(x, ϕ)
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where H1 is any element of C[x, x
−1, ϕ], equation (3.74) becomes
exp
(
−
∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 12Gj− 12 (x, ϕ)
))
· (α 120 )−2L0(x,ϕ)·
exp
(
−
∑
j∈Z+
(
BjL−j(x, ϕ) +Nj− 12G−j+ 12 (x, ϕ)
))
·H1(x, ϕ)
= exp
(∑
j∈Z+
(
Ψ−jL−j(x, ϕ) + Ψ−j+ 12G−j+
1
2
(x, ϕ)
))
·
exp
(∑
j∈Z+
(
ΨjLj(x, ϕ) + Ψj− 12Gj−
1
2
(x, ϕ)
))
· (α 120 )−2L0(x,ϕ)·
exp (Ψ02L0(x, ϕ)) ·H1(x, ϕ).
Since H1 is an arbitrary element of C[x, x
−1, ϕ], we obtain (3.71). 
Remark 3.29. The proposition above can be understood algebraically as in
some sense establishing the relation between a “non-normally ordered” product
(the left-hand side of (3.71)) and a “normally ordered” product (the right-hand
side of (3.71)), where by “normally ordered” we mean ordered so that one first acts
by “lowering operators” and then by “raising operators” (cf. [FLM]). Thus if one
thinks of the superderivations in (3.71) as acting on an element in C[x−1, x, ϕ], then
the operators Lj(x, ϕ) and Gj−1/2(x, ϕ) raise the degree of this element in terms of
negative powers of x for j < 0 and lower the degree for j > 0. The significance of
such normal ordering is due to the fact that superconformal field theory is mainly
interested in “positive energy representations” of the N = 1 Neveu-Schwarz algebra
(see Section 3.4 and 3.7), e.g., N = 1 vertex operator superalgebras (cf. [B3]). For
such representations, acting by an expression such as the left-hand side of (3.71) is
not well defined, but acting by an expression such as the right-hand side of (3.71)
is well defined.
The identities proved in the two propositions below can be used to determine ex-
plicitly the resulting canonical supersphere from the sewing together of two canon-
ical superspheres in certain cases [B1]. In addition, in Section 3.6 and 3.7, we show
that these identities give certain analogous identities for any representation of the
N = 1 Neveu-Schwarz algebra and have certain nice properties for positive-energy
representations.
Let 4
(x˜, ϕ˜) = (H
(1)
α
1/2
0 ,A,M
)−1(x, ϕ) ∈ (α−10 x, α−
1
2
0 ϕ) + xC[x, ϕ][α
− 12
0 ][[A]][M].
Let w be another even formal variable and ρ another odd formal variable, and define
s(x,ϕ)(w, ρ) = (w − x− ρϕ, ρ− ϕ).
4There is a misprint in [H2] in the analogous definition of the body of x˜ in the nonsuper
case. On p.58 in [H2], in defining yA,α0 , the function fA,α0 in the expression is f
(1)
A,α0
, i.e.,
yA,α0 = (f
(1)
A,α0
)−1(y).
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Then s(x,ϕ) ◦H(1)
α
1/2
0 ,A,M
◦ s−1(x˜,ϕ˜)(α−10 w,α−1/20 ρ) is in
wC[x, ϕ][α
1
2
0 , α
− 12
0 ][[A]][M][[w]] ⊕ ρC[x, ϕ][α
1
2
0 , α
− 12
0 ][[A]][M][[w]],
is superconformal in (w, ρ), (i.e., letting D = ∂∂ρ + ρ
∂
∂w , then Dw˜ = ρ˜Dρ˜ for
(w˜, ρ˜) = s(x,ϕ) ◦H(1)
α
1/2
0 ,A,M
◦ s−1(x˜,ϕ˜)(α−10 w,α−1/20 ρ)), and the even coefficient of the
monomial ρ is an element in
1 + xC[x][α
1
2
0 , α
− 12
0 ][[A]][M]⊕ ϕC[x][α
1
2
0 , α
− 12
0 ][[A]][M].
Let
Θ
(1)
j = Θ
(1)
j (α
1
2
0 ,A,M, (x, ϕ)) ∈ C[x, ϕ][α
1
2
0 , α
− 12
0 ][[A]][M],
for j ∈ 12N, be defined by
(3.75)
(
exp(Θ
(1)
0 (α
1
2
0 ,A,M, (x, ϕ)),
{
Θ
(1)
j (α
1
2
0 ,A,M, (x, ϕ)),
Θ
(1)
j− 12
(α
1
2
0 ,A,M, (x, ϕ))
}
j∈Z+
)
= Eˆ−1(s(x,ϕ) ◦H(1)
α
1/2
0 ,A,M
◦ s−1(x˜,ϕ˜)(α−10 w,α
− 12
0 ρ)).
In other words, the Θ
(1)
j ’s are determined uniquely by
s(x,ϕ) ◦H(1)
α
1/2
0 ,A,M
◦ s−1(x˜,ϕ˜)(α−10 w,α
− 12
0 ρ)
= exp
(
−
∑
j∈Z+
(
Θ
(1)
j Lj(w, ρ) + Θ
(1)
j− 12
Gj− 12 (w, ρ)
))
·
exp
(
−Θ(1)0 2L0(w, ρ)
)
· (w, ρ)
= exp
(∑
j∈Z+
(
Θ
(1)
j
(
wj+1
∂
∂w
+
( j + 1
2
)
ρwj
∂
∂ρ
)
+Θ
(1)
j− 12
wj
(
∂
∂ρ
− ρ ∂
∂w
)))
·
exp
(
Θ
(1)
0
(
2w
∂
∂w
+ ρ
∂
∂ρ
))
· (w, ρ).
This formal power series in (w, ρ) gives the formal local superconformal coordi-
nate at a puncture of the canonical supersphere obtained from the sewing together
of two particular canonical superspheres with punctures. Specifically, this is the for-
mal power series giving the resulting local coordinate at the n-th puncture, given
formally by (H
(1)
α
1/2
0 ,A,M
)−1(x, ϕ), of the supersphere S1 n∞0 S2 with 1 + (n + 1)
tubes obtained by sewing the supersphere S2 with 1 + 2 punctures given by
S2 = ((z, θ); I(w, ρ), s(z,θ)(w, ρ), (w, ρ))
to the n-th puncture of a supersphere S1 with 1+n tubes where the local coordinate
vanishing at the n-th puncture of S1 is given formally byH
(1)
α
1/2
0 ,A,M
(w, ρ) and where
(x, ϕ) = (z, θ).
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Proposition 3.30. In the C[x, ϕ][α
1/2
0 , α
−1/2
0 ][[A]][M]-envelope of the super-
algebra End C[w,w−1, ρ], i.e., in the algebra
((End C[w,w−1, ρ])[x, ϕ][α
1
2
0 , α
− 12
0 ][[A]][M])0
⊂ (End C[w,w−1, ρ][x, ϕ][α 120 , α−
1
2
0 ][[A]][M])0,
the following identity holds. 5
(3.76) exp
(
−
∞∑
m=−1
∑
j∈Z+
(
j + 1
m+ 1
)
α−j0 x
j−m
((
Aj + 2
(
j −m
j + 1
)
α
1
2
0 x
−1ϕMj− 12
)
· Lm(w, ρ)
+ x−1
((j −m
j + 1
)
α
1
2
0Mj− 12 + ϕ
(j −m)
2
Aj
)
Gm+ 12 (w, ρ)
))
= exp
(
(x˜− α−10 x)L−1(w, ρ) + (ϕ˜− α−
1
2
0 ϕ)G− 12 (w, ρ)
)
·
exp
(
−
∑
j∈Z+
(
Θ
(1)
j Lj(w, ρ) + Θ
(1)
j− 12
Gj− 12 (w, ρ)
))
· exp
(
−Θ(1)0 2L0(w, ρ)
)
,
for (x˜, ϕ˜) = (H
(1)
α
1/2
0 ,A,M
)−1(x, ϕ).
Proof. Taylor’s theorem implies that for any H(w, ρ) ∈ R[[w,w−1]][ρ]
exp
(
x
∂
∂w
+ ϕ
( ∂
∂ρ
− ρ ∂
∂w
))
·H(w, ρ) = H(w + x+ ρϕ, ρ+ ϕ),
i.e.,
e
−xL−1(w,ρ)−ϕG
−
1
2
(w,ρ)
H(w, ρ) = H ◦ s−1(x,ϕ)(w, ρ).
5There is a misprint in the analogous nonsuper version of equation (3.76) in [H2]. Equation
(2.2.31) in [H2] should have no α0 in front of the exponential expression on the left-hand side.
As usual, one can always obtain the nonsuper case from the super case by setting all odd formal
variables equal to zero.
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Thus
s(x,ϕ) ◦H(1)
α
1/2
0 ,A,M
◦ s−1
(α−10 x,α
−1/2
0 ϕ)
(α−10 w,α
− 12
0 ρ)
= s(x,ϕ) ◦H(1)
α
1/2
0 ,A,M
(
α−10 (w + x+ ρϕ), α
− 12
0 (ρ+ ϕ)
)
= s(x,ϕ) ◦H(1)
α
1/2
0 ,A,M
(
α−10 w + x˜+ α
− 12
0 ρϕ˜+ (α
−1
0 x− x˜) + α−
1
2
0 ρ(α
− 12
0 ϕ− ϕ˜),
α
− 12
0 ρ+ ϕ˜+ (α
− 12
0 ϕ− ϕ˜)
)
= exp
(
−(x˜− α−10 x)
∂
∂w
− (ϕ˜− α− 120 ϕ)
( ∂
∂ρ
− ρ ∂
∂w
))
·
s(x,ϕ) ◦H(1)
α
1/2
0 ,A,M
(
α−10 w + x˜+ α
− 12
0 ρϕ˜, α
− 12
0 ρ+ ϕ˜
)
= exp
(
(x˜− α−10 x)L−1(w, ρ) + (ϕ˜− α−
1
2
0 ϕ)G− 12 (w, ρ)
)
·
s(x,ϕ) ◦H(1)
α
1/2
0 ,A,M
◦ s−1(x˜,ϕ˜)(α−10 w,α
− 12
0 ρ)
= exp
(
(x˜− α−10 x)L−1(w, ρ) + (ϕ˜− α−
1
2
0 ϕ)G− 12 (w, ρ)
)
·
exp
(
−
∑
j∈Z+
(
Θ
(1)
j Lj(w, ρ) + Θ
(1)
j− 12
Gj− 12 (w, ρ)
))
·
exp
(
−Θ(1)0 2L0(w, ρ)
)
· (w, ρ).
On the other hand, since
H
(1)
α
1/2
0 ,A,M
(w, ρ)
= exp
(
−
∑
j∈Z+
(
AjLj(w, ρ) +Mj− 12Gj− 12 (w, ρ)
))
· (α 120 )−2L0(w,ρ) · (w, ρ),
by Proposition 3.20, we have
s(x,ϕ) ◦H(1)
α
1/2
0 ,A,M
◦ s−1
(α−10 x,α
−1/2
0 ϕ)
(α−10 w,α
− 12
0 ρ)
3.3. THE FORMAL SEWING EQUATION AND FORMAL SEWING IDENTITIES 73
= s(x,ϕ)
(
exp
(∑
j∈Z+
(
Aj
(
α−j−10 (x+ w + ρϕ)
j+1 ∂
∂α−10 (x+ w + ρϕ)
+
(j + 1)
2
α
−j− 12
0 (ρ+ ϕ)(x+ w + ρϕ)
j ∂
∂α
− 12
0 (ρ+ ϕ)
)
+ Mj− 12α
−j
0 (x+ w + ρϕ)
j
( ∂
∂α
− 12
0 (ρ+ ϕ)
− α− 120 (ρ+ ϕ)
∂
∂α−10 (x+ w + ρϕ)
)))
·
(α
1
2
0 )
2
(
α−10 (x+w+ρϕ)
∂
∂α
−1
0
(x+w+ρϕ)
+ 12α
−1/2
0 (ρ+ϕ)
∂
∂α
−1/2
0
(ρ+ϕ)
)
·
(α−10 (x+ w + ρϕ), α
− 12
0 (ρ+ ϕ))
)
= s(x,ϕ)
(
exp
(∑
j∈Z+
(
Aj
(
α−j0 (x+ w + ρϕ)
j+1 ∂
∂w
+
(j + 1)
2
α−j0 (ρ+ ϕ)(x + w)
j
( ∂
∂ρ
− ϕ ∂
∂w
))
+ Mj− 12α
−j+ 12
0 (x + w + ρϕ)
j
(( ∂
∂ρ
− ϕ ∂
∂w
)
− (ρ+ ϕ) ∂
∂w
)))
·
(x+ w + ρϕ, ρ+ ϕ)
)
= exp
(∑
j∈Z+
(
Aj
(
α−j0 (x + w + ρϕ)
j+1 ∂
∂w
+
(j + 1)
2
α−j0 (ρ+ ϕ)(x + w)
j
( ∂
∂ρ
− ϕ ∂
∂w
))
+ Mj− 12α
−j+ 12
0 (x+ w + ρϕ)
j
( ∂
∂ρ
− (ρ+ 2ϕ) ∂
∂w
)))
· (w, ρ)
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= exp
(∑
j∈Z+
∑
m∈N
(
Ajα−j0
((j + 1
m
)
xj−m+1wm
∂
∂w
+ (j + 1)
(
j
m
)
ρϕxj−mwm
∂
∂w
+
(j + 1)
2
(
j
m
)
(ρ+ ϕ)xj−mwm
∂
∂ρ
− (j + 1)
2
(
j
m
)
ρϕxj−mwm
∂
∂w
)
+ Mj− 12α
−j+ 12
0
(( j
m
)
xj−mwm
∂
∂ρ
+ j
(
j − 1
m
)
ρϕxj−m−1wm
∂
∂ρ
− (ρ+ 2ϕ)
(
j
m
)
xj−mwm
∂
∂w
)))
· (w, ρ)
= exp
(∑
j∈Z+
∞∑
m=−1
((
j + 1
m+ 1
)
α−j0 x
j−m(Aj + 2
(
j −m
j + 1
)
x−1ϕα
1
2
0Mj− 12 )·
wm+1
∂
∂w
+
(
j + 1
m+ 1
)
α−j0 x
j−m(Aj + 2
(
j −m
j + 1
)
x−1ϕα
1
2
0Mj− 12 )
(m+ 1)
2
ρwm
∂
∂ρ
+
(
j + 1
m+ 1
)
α−j0 x
j−m−1
((j −m
j + 1
)
α
1
2
0Mj− 12 + ϕ
(j −m)
2
Aj
)
wm+1
∂
∂ρ
−
(
j + 1
m+ 1
)
α−j0 x
j−m−1
((j −m
j + 1
)
x−1α
1
2
0Mj− 12 + ϕ
(j −m)
2
Aj
)
·
ρwm+1
∂
∂w
))
· (w, ρ).
Thus
exp
(
−
∞∑
m=−1
∑
j∈Z+
(
j + 1
m+ 1
)
α−j0 x
j−m
((
Aj + 2
(
j −m
j + 1
)
α
1
2
0 x
−1ϕMj− 12
)
· Lm(w, ρ)
+ x−1
((j −m
j + 1
)
α
1
2
0Mj− 12 + ϕ
(j −m)
2
Aj
)
Gm+ 12 (w, ρ)
))
· (w, ρ)
= exp
(
(x˜− α−10 x)L−1(w, ρ) + (ϕ˜− α−
1
2
0 ϕ)G− 12 (w, ρ)
)
·
exp
(
−
∑
j∈Z+
(
Θ
(1)
j Lj(w, ρ) + Θ
(1)
j− 12
Gj− 12 (w, ρ)
))
· exp
(
−Θ(1)0 2L0(w, ρ)
)
· (w, ρ).
By Proposition 3.12, this equality implies (3.76). 
Let
(x˜, ϕ˜) = (H
(2)
B,N )
−1 ◦ I(x, ϕ) ∈ (x, ϕ) + C[x−1, ϕ][[B]][N ].
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Let w be another even formal variable and ρ another odd formal variable. Now
write s(x,ϕ)(w, ρ) = (−x + w − ρϕ, ρ − ϕ). We will use the convention that we
should expand (−x+ w − ρϕ)j = (−x+ w)j − jρϕ(−x+ w)j−1 in positive powers
of the second even variable w, for j ∈ Z (cf. [FLM], [FHL]). Then
s(x,ϕ) ◦ I−1 ◦H(2)B,N ◦ s−1(x˜,ϕ˜)(w, ρ) ∈ wC[x−1, ϕ][[B]][N ][[w]]⊕ ρC[x−1, ϕ][[B]][N ][[w]],
is superconformal in (w, ρ), (i.e., letting D = ∂∂ρ + ρ
∂
∂w , then Dw˜ = ρ˜Dρ˜ for
(w˜, ρ˜) = s(x,ϕ) ◦ I−1 ◦H(2)B,N ◦ s−1(x˜,ϕ˜)(w, ρ)), and the even coefficient of the monomial
ρ is an element in 1 + x−1C[x−1, ϕ][[B]][N ].
Let
Θ
(2)
j = Θ
(2)
j (B,N , (x, ϕ)) ∈ C[x−1, ϕ][[B]][N ],
for j ∈ 12N, be defined by
(3.77)
(
exp(Θ
(2)
0 (B,N , (x, ϕ)),
{
Θ
(2)
j (B,N , (x, ϕ)),Θ(2)j− 12 (B,N , (x, ϕ))
}
j∈Z+
)
= Eˆ−1(s(x,ϕ) ◦ I−1 ◦H(2)B,N ◦ s−1(x˜,ϕ˜)(w, ρ)).
In other words, the Θ
(2)
j ’s are determined uniquely by
s(x,ϕ) ◦ I−1 ◦H(2)B,N ◦ s−1(x˜,ϕ˜)(w, ρ)
= exp
(
−
∑
j∈Z+
(
Θ
(2)
j Lj(w, ρ) + Θ
(2)
j− 12
Gj− 12 (w, ρ)
))
·
exp
(
−Θ(2)0 2L0(w, ρ)
)
· (w, ρ)
= exp
(∑
j∈Z+
(
Θ
(2)
j
(
wj+1
∂
∂w
+
(j + 1
2
)
ρwj
∂
∂ρ
)
+Θ
(2)
j− 12
wj
(
∂
∂ρ
− ρ ∂
∂w
)))
·
exp
(
Θ
(2)
0
(
2w
∂
∂w
+ ρ
∂
∂ρ
))
· (w, ρ).
This formal power series in (w, ρ) gives the formal local superconformal coordi-
nate at a puncture of the canonical supersphere obtained from the sewing together
of two particular canonical superspheres with punctures. Specifically, this is the
formal power series giving the resulting local coordinate at the 1-st puncture, given
formally by H
(2)
B,N ◦ I(x, ϕ), of the supersphere S1 2∞0 S2 with 1+2 tubes obtained
by sewing a supersphere S2 with 1+1 tubes to the 2-nd puncture of the supersphere
S1 with 1 + 2 punctures given by
S1 = ((z, θ); I(w, ρ), s(z,θ)(w, ρ), (w, ρ))
where the local coordinate vanishing at the puncture at ∞ of S2 is given formally
by H
(2)
B,N (w, ρ) and where (x, ϕ) = (z, θ).
Proposition 3.31. In the C[x−1, ϕ][[B]][N ]-envelope of End C[w,w−1, ρ], i.e.,
in the algebra
((End C[w,w−1, ρ])[x−1, ϕ][[B]][N ])0 ⊂ (End C[w,w−1, ρ][x−1, ϕ][[B]][N ])0,
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the following identity holds.
(3.78) exp
(
∞∑
m=−1
∑
j∈Z+
(−j + 1
m+ 1
)
x−j−m
((
Bj + 2ϕNj− 12
)
Lm(w, ρ)
+
(
Nj− 12 + ϕx
−1 (−j −m)
2
Bj
)
Gm+ 12 (w, ρ)
))
= exp
(
(x˜− x)L−1(w, ρ) + (ϕ˜− ϕ)G− 12 (w, ρ)
)
·
exp
(
−
∑
j∈Z+
(
Θ
(2)
j Lj(w, ρ) + Θ
(2)
j− 12
Gj− 12 (w, ρ)
))
· exp
(
−Θ(2)0 2L0(w, ρ)
)
,
for (x˜, ϕ˜) = (H
(2)
B,N )
−1 ◦ I(x, ϕ).
Proof. By Taylor’s theorem
s(x,ϕ) ◦ I−1 ◦H(2)B,N ◦ s−1(x,ϕ)(w, ρ)
= s(x,ϕ) ◦ I−1 ◦H(2)B,N (w + x+ ρϕ, ρ+ ϕ)
= s(x,ϕ) ◦ I−1 ◦H(2)B,N (w + x˜+ ρϕ˜+ (x− x˜) + ρ(ϕ− ϕ˜), ρ+ ϕ˜+ (ϕ− ϕ˜))
= exp
(
−(x˜− x) ∂
∂w
− (ϕ˜− ϕ)
( ∂
∂ρ
− ρ ∂
∂w
))
·
s(x,ϕ) ◦ I−1 ◦H(2)B,N (w + x˜+ ρϕ˜, ρ+ ϕ˜)
= exp
(
(x˜− x)L−1(w, ρ) + (ϕ˜− ϕ)G− 12 (w, ρ)
)
·
s(x,ϕ) ◦ I−1 ◦H(2)B,N ◦ s−1(x˜,ϕ˜)(w, ρ)
= exp
(
(x˜− x)L−1(w, ρ) + (ϕ˜− ϕ)G− 12 (w, ρ)
)
·
exp
(
−
∑
j∈Z+
(
Θ
(2)
j Lj(w, ρ) + Θ
(2)
j− 12
Gj− 12 (w, ρ)
))
·
exp
(
−Θ(2)0 2L0(w, ρ)
)
· (w, ρ).
On the other hand, since
I−1 ◦H(2)B,N (w, ρ) = exp
(∑
j∈Z+
(
BjL−j(w, ρ) +Nj− 12G−j+ 12 (w, ρ)
))
· (w, ρ),
by Proposition 3.20, we have
s(x,ϕ) ◦ I−1 ◦H(2)B,N ◦ s−1(x,ϕ)(w, ρ)
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= s(x,ϕ)
(
exp
(
−
∑
j∈Z+
(
Bj
(
(x+ w + ρϕ)−j+1
∂
∂(x+ w + ρϕ)
+
(−j + 1)
2
(ρ+ ϕ)(x + w + ρϕ)−j
∂
∂(ρ+ ϕ)
)
+ Nj− 12 (x+ w + ρϕ)
−j+1
( ∂
∂(ρ+ ϕ)
− (ρ+ ϕ) ∂
∂(x + w + ρϕ)
)))
·
(x+ w + ρϕ, ρ+ ϕ)
)
= s(x,ϕ)
(
exp
(
−
∑
j∈Z+
(
Bj
(
(x+ w + ρϕ)−j+1
∂
∂w
+
(−j + 1)
2
(ρ+ ϕ)(x + w)−j
( ∂
∂ρ
− ϕ ∂
∂w
))
+ Nj− 12 (x + w + ρϕ)
−j+1
(( ∂
∂ρ
− ϕ ∂
∂w
)
− (ρ+ ϕ) ∂
∂w
)))
·
(x+ w + ρϕ, ρ+ ϕ)
)
= exp
(
−
∑
j∈Z+
(
Bj
(
(x+ w + ρϕ)−j+1
∂
∂w
+
(−j + 1)
2
(ρ+ ϕ)(x+ w)−j
( ∂
∂ρ
− ϕ ∂
∂w
))
+ Nj− 12 (x+ w + ρϕ)
−j+1
( ∂
∂ρ
− (ρ+ 2ϕ) ∂
∂w
)))
· (w, ρ)
= exp
(
−
∑
j∈Z+
∑
m∈N
(
Bj
((−j + 1
m
)
x−j−m+1wm
∂
∂w
+ (−j + 1)
(−j
m
)
ρϕx−j−mwm
∂
∂w
+
(−j + 1)
2
(−j
m
)
(ρ+ ϕ)x−j−mwm
∂
∂ρ
− (−j + 1)
2
(−j
m
)
ρϕx−j−mwm
∂
∂w
)
+ Nj− 12
((−j + 1
m
)
x−j−m+1wm
∂
∂ρ
+ (−j + 1)
(−j
m
)
ρϕx−j−mwm
∂
∂ρ
− (ρ+ 2ϕ)
(−j + 1
m
)
x−j−m+1wm
∂
∂w
)))
· (w, ρ)
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= exp
(
−
∑
j∈Z+
∞∑
m=−1
((−j + 1
m+ 1
)
x−j−m(Bj + 2ϕNj− 12 )w
m+1 ∂
∂w
+
(−j + 1
m+ 1
)
x−j−m(Bj + 2ϕNj− 12 )
(m+ 1)
2
ρwm
∂
∂ρ
+
(−j + 1
m+ 1
)
x−j−m
(
Nj− 12 + ϕx
−1 (−j −m)
2
Bj
)
wm+1
∂
∂ρ
−
(−j + 1
m+ 1
)
x−j−m
(
Nj− 12 + ϕx
−1 (−j −m)
2
Bj
)
ρwm+1
∂
∂w
))
· (w, ρ).
Thus
exp
(
∞∑
m=−1
∑
j∈Z+
(−j + 1
m+ 1
)
x−j−m
((
Bj + 2ϕNj− 12
)
Lm(w, ρ)
+
(
Nj− 12 + ϕx
−1 (−j −m)
2
Bj
)
Gm+ 12 (w, ρ)
))
· (w, ρ)
= exp
(
(x˜− x)L−1(w, ρ) + (ϕ˜− ϕ)G− 12 (w, ρ)
)
·
exp
(
−
∑
j∈Z+
(
Θ
(2)
j Lj(w, ρ) + Θ
(2)
j− 12
Gj− 12 (w, ρ)
))
· exp
(
−Θ(2)0 2L0(w, ρ)
)
· (w, ρ).
By Proposition 3.12, this equality implies (3.76). 
3.4. The N = 1 Neveu-Schwarz algebra and a representation in terms of
superderivations
Let v denote the Virasoro algebra with central charge d, basis consisting of the
central element d and Ln, for n ∈ Z, and commutation relations
(3.79) [Lm, Ln] = (m− n)Lm+n + 1
12
(m3 −m)δm+n,0 d,
for m,n ∈ Z. Consider the N = 1 Neveu-Schwarz Lie superalgebra ns which
is a super-extension of v by the odd elements Gn+1/2, for n ∈ Z, such that ns
has a basis consisting of the central element d, Ln, and Gn+1/2, for n ∈ Z, with
supercommutation relations[
Gm+ 12 , Ln
]
=
(
m− n− 1
2
)
Gm+n+ 12(3.80) [
Gm+ 12 , Gn−
1
2
]
= 2Lm+n +
1
3
(m2 +m)δm+n,0 d(3.81)
in addition to (3.79).
It is easy to check that the superderivations in Der(C[x, x−1, ϕ]) given by (3.9)
and (3.10), i.e., the superderivations
Ln(x, ϕ) = −
(
xn+1
∂
∂x
+
(n+ 1
2
)
ϕxn
∂
∂ϕ
)
(3.82)
Gn− 12 (x, ϕ) = −x
n
(
∂
∂ϕ
− ϕ ∂
∂x
)
(3.83)
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for n ∈ Z, satisfy the N = 1 Neveu-Schwarz relations (3.79) - (3.81) with central
charge zero (cf. [Bc2]).
LetW be a Z2-graded vector space over C such that dimW
1 = 1 and dimW 0 =
2. Recall the classical Lie superalgebra ospC(1|2) (cf. [K]) the orthogonal-symplectic
superalgebra
ospC(1|2) =



 0 p qq a b
−p c −a

 ∈ glC(1|2)
∣∣∣∣ a, b, c, d, p, q ∈ C


which is the subalgebra of glC(1|2) leaving the non-degenerate form β on W given
by

 1 0 00 0 1
0 −1 0

 invariant, meaning β(Xu, v) + (−1)η(X)η(u)β(u,Xv) = 0 for
X ∈ glC(1|2), u, v ∈W , and X and u homogeneous. The subalgebra of ns given by
spanC{L±1, L0, G±1/2} is isomorphic to ospC(1|2). The correspondence
 0 0 00 0 1
0 0 0

 ←→ − ∂
∂x
,
1
2

 0 0 00 1 0
0 0 −1

 ←→ −(x ∂
∂x
+
1
2
ϕ
∂
∂ϕ
)
,

 0 0 00 0 0
0 −1 0

 ←→ −(x2 ∂
∂x
+ ϕx
∂
∂ϕ
)
,

 0 0 11 0 0
0 0 0

 ←→ −( ∂
∂ϕ
− ϕ ∂
∂x
)
,

 0 1 00 0 0
−1 0 0

 ←→ −x( ∂
∂ϕ
− ϕ ∂
∂x
)
,
defines a Lie superalgebra isomorphism between ospC(1|2) and the Lie superalgebra
generated by L±1(x, ϕ), L0(x, ϕ), G±1/2(x, ϕ). Let y be an even formal variable and
ξ an odd formal variable. Letting X denote each of the five matrices above, we
observe that
e−yX =

 1 0 00 1 −y
0 0 1

 ,

 1 0 00 e− y2 0
0 0 e
y
2

 ,

 1 0 00 1 0
0 y 1


e−ξX =

 1 0 −ξ−ξ 1 0
0 0 1

 ,

 1 −ξ 00 1 0
ξ 0 1

 ,
respectively. These are all elements in the connected component of the Lie su-
pergroup OSP (1|2) containing the identity with matrix elements in C[[y]][ξ], and
hence have superdeterminant 1, where the superdeterminant is defined as
sdet
(
A B
C D
)
= det(A−BD−1C)(detD)−1
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(cf. [D], [CR]). (In our case, A is a one-by-one matrix, B is two-by-one, C is
one-by-two, and D is two-by-two.) In fact, for R a superalgebra with y ∈ R0 and
ξ ∈ R1, the five matrices above generate the connected component of OSPR(1|2)
containing the identity. Denote this group by G.
G acts on an even and an odd formal variable by the superprojective transfor-
mations, i.e, for g = e−yX and g = e−ξX above, we have
(3.84) g · (x, ϕ) = (x+ y, ϕ), (eyx, e y2ϕ),
( x
1− yx, ϕ
1
1− yx
)
(x + ϕξ, ξ + ϕ), (x+ ϕξx, ξx + ϕ),
respectively. These generate the supergroup of superprojective transformations
which is the group of global superconformal automorphisms of the super-Riemann
sphere studied in Chapter 2.
Thus, ospC(1|2) is the superalgebra of infinitesimal superprojective transforma-
tions. Note that for the representative elements L(±1), L(0), G(±1/2), we have
e−yL(−1) · (x, ϕ) = (x + y, ϕ),
e−yL(0) · (x, ϕ) = (eyx, e y2ϕ),
e−yL(1) · (x, ϕ) =
( x
1− yx, ϕ
1
1− yx
)
,
e−ξG(−
1
2 ) · (x, ϕ) = (x + ϕξ, ξ + ϕ),
e−ξG(
1
2 ) · (x, ϕ) = (x + ϕξx, ξx + ϕ),
as expected.
3.5. Modules for the N = 1 Neveu-Schwarz algebra
Let ns denote the N = 1 Neveu-Schwarz algebra defined above. For any rep-
resentation of ns, we shall use L(m), G(m − 1/2) and c ∈ C to denote the repre-
sentation images of Lm, Gm−1/2 and d, respectively. We can think of the identities
proved in Section 3.3 as identities for the representation of ns given by (3.82), (3.83)
and c = 0. We want to prove the corresponding identities for any representation of
ns and then we will want to prove additional properties related to these identities
for certain representations of ns. We do this by first proving the identities in a
certain extension of the universal enveloping algebra of ns. This extension must be
one such that terms such as (t1/2)kL0 , for any formal variable t1/2 and k ∈ 2Zr{0},
can be well defined.
Consider the two subalgebras of ns
ns+ =
⊕
n∈Z+
CLn ⊕
⊕
n∈Z+
CGn− 12 ,
ns− =
⊕
−n∈Z+
CLn ⊕
⊕
−n∈Z+
CGn+ 12 .
Let U(ns−) be the universal enveloping algebra of the Lie algebra ns−. For any
h, c ∈ C, the Verma module M(c, h) (cf. [KW]) for ns is a free U(ns−)-module
3.5. MODULES FOR THE N = 1 NEVEU-SCHWARZ ALGEBRA 81
generated by an element 1c,h such that
ns+1c,h = 0,
L(0)1c,h = h1c,h,
d1c,h = c1c,h.
Let
(3.85) V =
∐
n∈ 12Z
V(n)
be a module for ns of central charge c ∈ C (i.e., dv = cv for v ∈ V ) such that for
v ∈ V(n),
(3.86) L(0)v = nv.
Let P (n) be the projection from V to V(n). For any formal variable t
1/2 and
k ∈ 2Zr {0}, we define (t1/2)kL(0) ∈ (EndV )[[t1/2, t−1/2]] by
(t
1
2 )kL(0)v = (t
1
2 )knv
for v ∈ V(n), or equivalently
(t
1
2 )kL(0)v =
∑
n∈ 12Z
P (n)(t
1
2 )knv
for any v ∈ V .
Let VP be a vector space over C with basis {Pn | n ∈ 12Z}. Let T (ns⊕ VP ) be
the tensor algebra generated by the direct sum of ns and VP , and let I be the ideal
of T (ns⊕ VP ) generated by{
Ln ⊗ Lm − Lm ⊗ Ln − [Ln, Lm], Lm ⊗Gn− 12 −Gn− 12 ⊗ Lm −
[
Lm, Gn− 12
]
,
Gn+ 12 ⊗Gm− 12 +Gm− 12 ⊗Gn+ 12 −
[
Gn+ 12 , Gm−
1
2
]
, Ln ⊗ d− d⊗ Ln,
Gm− 12 ⊗ d− d⊗Gm− 12 , Pi ⊗ Pj − δi,jPi, Pi ⊗ Lm − Lm ⊗ Pi+m,
Pi ⊗Gm− 12 −Gm− 12 ⊗ Pi+m− 12 , Pi ⊗ d− d⊗ Pi
∣∣ m,n ∈ Z, i, j ∈ 12Z}.
Then UP (ns) = T (ns⊕ VP )/I is an associative superalgebra and the universal
enveloping algebra U(ns) of the Neveu-Schwarz algebra is a subalgebra. Linearly
UP (ns) = U(ns)⊗ VP .
For any even formal variable t1/2 and k ∈ 2Zr {0}, we define
(t
1
2 )kL0 =
∑
n∈ 12Z
Pn(t
1
2 )kn ∈ UP (ns)[[t 12 , t− 12 ]].
Then for k, n ∈ 2Z r {0}, and m ∈ Z,
(t
1
2 )kL0(t
1
2 )nL0 = (t
1
2 )(k+n)L0 ,
(t
1
2 )kL0Lm = Lm(t
1
2 )−km(t
1
2 )kL0 ,
(t
1
2 )kL0Gm− 12 = Gm−
1
2
(t
1
2 )−k(m−
1
2 )tkL0 ,
and (t1/2)kL0 commutes with d.
The following proposition is proved similarly to that for the universal enveloping
algebra of a Lie algebra.
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Proposition 3.32. Let V be a module for ns of the form (3.85) such that (3.86)
holds. Then there is a unique algebra homomorphism from UP (ns) to End V such
that Lj, Gj−1/2, d and Pn are mapped to L(j), G(j−1/2), c and P (n), respectively,
for j ∈ Z and n ∈ 12Z.
If
V(n) = 0 for n sufficiently small,
then we say that V is a positive energy module for the Neveu-Schwarz algebra
and that the corresponding representation is a positive energy representation of the
Neveu-Schwarz algebra.
The Verma module M(c, h) with central charge c ∈ C generated from a lowest
weight vector 1c,h with weight h ∈ Z is an example of a positive energy represen-
tation of the Neveu-Schwarz algebra as is an N = 1 vertex operator superalgebra
(see [KW], [B3]).
3.6. Realizations of the sewing identities for general representations of
the N = 1 Neveu-Schwarz algebra
As mentioned before, the identities proved in Section 3.3 can be thought of as
identities for the representation of the Neveu-Schwarz algebra on C[x, x−1, ϕ] given
by (3.82), (3.83) and c = 0. We now want to prove the corresponding identities
for any representation of the N = 1 Neveu-Schwarz algebra. Since in general, the
central charge c will not be zero, we will have an extra term in these identities
involving c. We first prove the identities for UP (ns) defined in Section 3.5.
Proposition 3.33. Let A and B be two sequences of even formal variables,
M and N two sequences of odd formal variables, α1/20 another even formal vari-
able, and (Ψj ,Ψj−1/2), for j ∈ Z, the canonical sequence of formal series given by
Proposition 3.28. There exists a unique canonical formal series
Γ = Γ(α
1
2
0 ,A,M,B,N ) ∈ (C[α
1
2
0 , α
− 12
0 ][[A,B]][M,N ])0
such that
(3.87) Γ =
∑
j∈Z+
((
j3 − j
12
)
α−j0 AjBj +
(
j2 − j
3
)
α
−j+ 12
0 Nj− 12Mj− 12
)
+ Γ0
where Γ0 contains only terms with total degree at least three in the Aj ’s, Mj−1/2’s,
Bj’s, and Nj−1/2’s for j ∈ Z+ with each term containing at least one of the Aj’s
or Mj−1/2’s and at least one of the Bj’s or Nj−1/2’s such that in 6
(UP (ns)[α
1
2
0 , α
− 12
0 ][[A,B]][M,N ])0,
i.e., in the C[α
1/2
0 , α
−1/2
0 ][[A,B]][M,N ]-envelope of UP (ns), we have
(3.88) e
−
∑
j∈Z+
(AjLj+Mj− 1
2
G
j− 1
2
)
(α
1
2
0 )
−2L0 e
−
∑
j∈Z+
(BjL−j+Nj− 1
2
G
−j+1
2
)
= e
∑
j∈Z+
(Ψ−jL−j+Ψ
−j+1
2
G
−j+1
2
)
e
∑
j∈Z+
(ΨjLj+Ψj− 1
2
G
j− 1
2
)
e2Ψ0L0 (α
1
2
0 )
−2L0 eΓc.
6There is a misprint in the analogous nonsuper case to this proposition given in [H2]. In
Proposition 4.2.1 in [H2], the equality (4.2.2) (which is the nonsuper part of formula (3.88)) takes
place in RΠ = UΠ(L)[α0, α
−1
0 ][[A,B]], not R = U(L)[α0, α
−1
0 ][[A,B]] as stated. Huang’s RΠ is
equivalent to our UP (v)[α0, α
−1
0 ][[A,B]] ⊂ (UP (ns)[α
1/2
0 , α
−1/2
0 ][[A,B]][M,N ])
0.
3.6. REALIZATIONS OF THE SEWING IDENTITIES 83
Proof. We use Huang’s proof of Proposition 4.2.1 in [H2] generalized to the
present situation. The idea is to use the Campbell-Baker-Hausdorff formula and
compare the result with (3.71). However one must first establish the appropriate
algebraic setting in which the Campbell-Baker-Hausdorff formula holds rigorously.
Let C be a sequence of even formal variables, O a sequence of odd formal vari-
ables and C0 another even formal variable. Let W be the Z2-graded vector space
ns[α
1/2
0 , α
−1/2
0 ][[A,B, C, C0]][M,N ,O]. Consider the subspace V spanned by the
elements
LA = −
∑
j∈Z+
AjLj, LB = −
∑
j∈Z+
α−j0 BjL−j , LC = −
∑
j∈Z+
CjLj ,
LC0 = − C0L0, LM = −
∑
j∈Z+
Mj− 12Gj− 12 , LN = −
∑
j∈Z+
α
−j+ 12
0 Nj− 12G−j+ 12 ,
and
LO = −
∑
j∈Z+
Oj− 12Gj− 12 .
Then V ⊂ W0, i.e., V contains only even elements. In other words, letting R =
Q[α
1/2
0 , α
−1/2
0 ][[A,B, C, C0]][M,N ,O], then V is in the R-envelope of ns which is
a Lie algebra; see Remarks 2.1 and 3.7. Thus the same procedure used to prove
Proposition 4.2.1 in [H2] is valid for V where we simply use Proposition 3.28 instead
of Huang’s Proposition 2.2.5 in [H2], and the Neveu-Schwarz algebra relations and
corresponding universal enveloping algebra instead of just the Virasoro algebra
relations and corresponding universal enveloping algebra. 
Remark 3.34. Note that we used Proposition 3.28 to prove Proposition 3.33
above. In [BHL], we give a more straightforward and Lie-theoretic proof of Proposi-
tion 3.33 by proving a certain bijectivity property for the Campbell-Baker-Hausdorff
formula in the theory of Lie algebras. This allows us to prove Proposition 3.33 di-
rectly for the Neveu-Schwarz algebra rather than go through the representation in
terms of superderivations and then lift to the Lie algebra as we have done above.
Let V =
∐
n∈ 12Z
V(n) be a module for the Neveu-Schwarz algebra, and let
L(j), G(j − 1/2) ∈ End V and c ∈ C be the representation images of Lj , Gj−1/2
and d, respectively, such that for v ∈ V(n), L(0)v = nv. Combining Propositions
3.32 and 3.33, we have the following corollary.
Corollary 3.35. In the C[α
1/2
0 , α
−1/2
0 ][[A,B]][M,N ]-envelope of End V , i.e.,
in ((End V )[α
1/2
0 , α
−1/2
0 ][[A,B]][M,N ])0, we have
(3.89)
e
−
∑
j∈Z+
(AjL(j)+Mj− 1
2
G(j− 12 )) · (α 120 )−2L(0) · e
−
∑
j∈Z+
(BjL(−j)+Nj− 1
2
G(−j+ 12 ))
= e
∑
j∈Z+
(Ψ−jL(−j)+Ψ
−j+ 1
2
G(−j+ 12 )) · e
∑
j∈Z+
(ΨjL(j)+Ψj− 1
2
G(j− 12 ))·
· e2Ψ0L(0) · (α 120 )−2L(0) · eΓc.
We also have the following two propositions and corollaries corresponding to
the identities (3.76) and (3.78).
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Proposition 3.36. Let w be another formal even variable and ρ be another
formal odd variable, and for j ∈ 12N, let Θ(1)j = Θ(1)j (α1/20 ,A,M, (x, ϕ)) be the
sequence of formal series in C[x, ϕ][α
1/2
0 , α
−1/2
0 ][[A]][M] given by (3.75). Then in
(U(ns)[x, ϕ][α
1/2
0 , α
−1/2
0 ][[A]][M])0, we have
exp
(
−
∞∑
m=−1
∑
j∈Z+
(
j + 1
m+ 1
)
α−j0 x
j−m
((
Aj + 2
(
j −m
j + 1
)
α
1
2
0 x
−1ϕMj− 12
)
Lm
+ x−1
((j −m
j + 1
)
α
1
2
0Mj− 12 + ϕ
(j −m)
2
Aj
)
Gm+ 12
))
= e
(
(x˜−α−10 x)L−1+(ϕ˜−α
−1/2
0 ϕ)G− 1
2
)
· e
(
−
∑
j∈Z+
(
Θ
(1)
j Lj+Θ
(1)
j− 1
2
G
j− 1
2
))
· e
(
−2Θ
(1)
0 L0
)
,
where (x˜, ϕ˜) = (H
(1)
α
1/2
0 ,A,M
)−1(x, ϕ) with H
(1)
α
1/2
0 ,A,M
(x, ϕ) given by (3.48).
Proof. The proof is the same as that for Proposition 3.33 except that in this
case we only consider the subalgebra with basis Lj , Gj+1/2, for j ≥ −1 and use
Proposition 3.30 instead of Proposition 3.28. 
From Propositions 3.32 and 3.36, we have the following corollary.
Corollary 3.37. In ((End V )[x, ϕ][α
1/2
0 , α
−1/2
0 ][[A]][M])0, we have
(3.90) exp
(
−
∞∑
m=−1
∑
j∈Z+
(
j + 1
m+ 1
)
α−j0 x
j−m
((
Aj + 2
(
j −m
j + 1
)
α
1
2
0 x
−1ϕMj− 12
)
L(m)
+ x−1
((j −m
j + 1
)
α
1
2
0Mj− 12 + ϕ
(j −m)
2
Aj
)
G(m+
1
2
)
))
= e
(
(x˜−α−10 x)L(−1)+(ϕ˜−α
−1/2
0 ϕ)G(−
1
2 )
)
· e
(
−
∑
j∈Z+
(
Θ
(1)
j L(j)+Θ
(1)
j− 1
2
G(j− 12 )
))
·
· e
(
−2Θ
(1)
0 L(0)
)
for (x˜, ϕ˜) = (H
(1)
α
1/2
0 ,A,M
)−1(x, ϕ).
Proposition 3.38. For j ∈ 12N, let Θ(2)j = Θ(2)j (B,N , (x, ϕ)) be the sequence
of formal series in C[x−1, ϕ][[B]][N ] given by (3.77). Then in
(U(ns)[x−1, ϕ][[B]][N ])0,
we have
exp
( ∞∑
m=−1
∑
j∈Z+
(−j + 1
m+ 1
)
x−j−m
((
Bj + 2ϕNj− 12
)
Lm
+
(
Nj− 12 + ϕx
−1 (−j −m)
2
Bj
)
Gm+ 12
))
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= e
(
(x˜−x)L−1+(ϕ˜−ϕ)G
−
1
2
)
· e
(
−
∑
j∈Z+
(
Θ
(2)
j Lj+Θ
(2)
j− 1
2
G
j− 1
2
))
· e
(
−2Θ
(2)
0 L0
)
,
where (x˜, ϕ˜) = (H
(2)
B,N )
−1 ◦ I(x, ϕ) is given by (3.50).
Proof. The proof is the same as that for Proposition 3.33 except that in this
case we only consider the subalgebra with basis Lj , Gj+1/2, for j ≥ −1 and use
Proposition 3.31 instead of Proposition 3.28. 
From Propositions 3.32 and 3.38, we have the following corollary.
Corollary 3.39. In ((End V )[x−1, ϕ][[B]][N ])0, we have
(3.91) exp
( ∞∑
m=−1
∑
j∈Z+
(−j + 1
m+ 1
)
x−j−m
((
Bj + 2ϕNj− 12
)
L(m)
+
(
Nj− 12 + ϕx
−1 (−j −m)
2
Bj
)
G(m+
1
2
)
))
= e((x˜−x)L(−1)+(ϕ˜−ϕ)G(−
1
2 )) · e
(
−
∑
j∈Z+
(
Θ
(2)
j L(j)+Θ
(2)
j− 1
2
G(j− 12 )
))
· e
(
−2Θ
(2)
0 L(0)
)
,
for (x˜, ϕ˜) = (H
(2)
B,N )
−1 ◦ I(x, ϕ).
3.7. The corresponding identities for positive-energy representations of
the N = 1 Neveu-Schwarz algebra
Using positive-energy representations of the Neveu-Schwarz algebra, we study
the formal series Γ, Ψj , for j ∈ 12Z, and Θ(1)j and Θ(2)j , for j ∈ 12N, and will see that
for these representations the identities (3.89), (3.90) and (3.91) become identities
containing only a finite number of formal variables.
Proposition 3.40. The formal series Ψj, for j ∈ 12Z, and Γ are actually in
C[A][M][B][N ][[α− 120 ]].
Proof. Using the Verma modulesM(c, h) defined in Section 3.5 and Corollary
3.35, the proof is completely analogous to the proof of Lemma 4.3.1 in [H2]. 
We have the following immediate corollary of Proposition 3.40.
Corollary 3.41. Let (A,M) and (B,N) be two sequences in
∧∞
∗ ; let a ∈
(
∧0
∗)
×; and let t1/2 be an even formal variable. Then Ψj(t
−1/2a, A,M,B,N), for
j ∈ 12Z, and Γ(t−1/2a, A,M,B,N) are well defined and belong to
∧
∗[[t
1/2]].
Proposition 3.42. Let (A,M), (B,N), a and t
1/2 be as in Corollary 3.41,
and let V be a positive-energy module for the Neveu-Schwarz algebra. Then the
following identity holds in (End (
∧
∗⊗CV ))0[[t1/2]].
(3.92) e
−
∑
j∈Z+
(AjL(j)+Mj− 1
2
G(j− 12 )) · (t− 12 a)−2L(0)·
· e−
∑
j∈Z+
(BjL(−j)+Nj− 1
2
G(−j+ 12 ))·
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= e
∑
j∈Z+
(Ψ−j(t
−
1
2 a,A,M,B,N)L(−j)+Ψ−j+1
2
(t−
1
2 a,A,M,B,N)G(−j+
1
2 ))·
· e
∑
j∈Z+
(Ψj(t
−
1
2 a,A,M,B,N)L(j)+Ψj− 1
2
(t−
1
2 a,A,M,B,N)G(j−
1
2 ))·
· e2Ψ0(t−
1
2 a,A,M,B,N)L(0) · (t− 12 a)−2L(0) · eΓ(t
−
1
2 a,A,M,B,N)c.
Proof. Since V is a positive energy module for ns and by Corollary 3.41
Ψj(t
− 12 a, A,M,B,N), Γ(t
− 12 a, A,M,B,N) ∈
∧
∗[[t
1
2 ]],
for j ∈ 12Z, both the right-hand side and the left-hand side of (3.92) are well-defined
elements in ((End (
∧
∗⊗CV ))[[t1/2]])0. Then by Corollary 3.35, they are equal. 
Proposition 3.43. The formal series Θ
(1)
j (t
−1/2α
1/2
0 ,A,M, (x, ϕ)), for j ∈
1
2N, are in C[x, ϕ][A][M][α−1/20 ][[t1/2]]. 7
Proof. The proof is analogous to the proof of Proposition 3.40 except that
we use Corollary 3.37 instead of Corollary 3.35. 
We have the following immediate corollary of Propositions 3.43.
Corollary 3.44. Let a ∈ (
∧0
∗)
×, and let (A,M) ∈ ∧∞∗ . The series
Θ
(1)
j (t
− 12 a, A,M, (x, ϕ)),
for j ∈ 12N, are well defined and belong to
∧
∗[x, ϕ][[t
1/2]]. 8
Let (x˜(t1/2), ϕ˜(t1/2)) = H
(1)
t−1/2a,A,M
(x, ϕ) where H
(1)
α
1/2
0 ,A,M
(x, ϕ) is given by
(3.48).
Proposition 3.45. Let a ∈ (
∧0
∗)
×; let (A,M) ∈ ∧∞∗ ; and let V be a positive-
energy module for the N = 1 Neveu-Schwarz algebra. Then in
((End (
∧
∗ ⊗C V ))[[t
1
2 ]][[x, x−1]][ϕ])0,
the following identity holds for Θ
(1)
j = Θ
(1)
j (t
−1/2a, A,M, (x, ϕ)).
(3.93) exp
(
−
∞∑
m=−1
∑
j∈Z+
(
j + 1
m+ 1
)
tja−2j

xj−m
((
Aj + 2
(
j −m
j + 1
)
t−
1
2 ax
−1ϕMj− 12
)
L(m)
+ x−1
((j −m
j + 1
)
t−
1
2 aMj− 12 + ϕ
(j −m)
2
Aj
)
G(m+
1
2
)
))
7There is a misprint in the analogous nonsuper case of Proposition 3.43 given in [H2]. The
series Θ
(1)
j (A, t
−1, α0, y) of Lemma 4.3.4 in [H2] are elements in C[y][A][α
−1
0 ][[t]], not C[y][A][[t]]
as stated.
8There is a misprint in the analogous nonsuper case of Corollary 3.44 in [H2]. Corollary
4.3.7 in [H2] should state that the Θj(A, t−1a0, y), for j ∈ N, belong to C[y][[t]], i.e., a0 ∈ C×
and Aj ∈ C, for j ∈ Z+, with A = {Aj}j∈Z+ should be substituted for the formal variables α0
and Aj in Θj(A, t−1α0, y) in the corollary.
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= exp
(
(x˜(t
1
2 )− ta−2

x)L(−1) + (ϕ˜(t 12 )− t 12 a−1

ϕ)G(−1
2
)
)
·
exp
(
−
∑
j∈Z+
(
Θ
(1)
j L(j) + Θ
(1)
j− 12
G(j − 1
2
)
))
· exp
(
−2Θ(1)0 L(0)
)
.
Proof. Since V is a positive energy module for ns and by Corollary 3.44
Θ
(1)
j (t
− 12 a, A,M, (x, ϕ)) ∈
∧
∗[x
−1, ϕ][[t
1
2 ]],
for j ∈ 12N, both the right-hand side and the left-hand side of (3.93) are well-defined
elements in ((End (
∧
∗⊗CV ))[[t1/2]][[x, x−1]][ϕ])0. Then by Corollary 3.37, they are
equal. 
Proposition 3.46. The formal series Θ
(2)
j ({tkBk, tk−1/2Nk−1/2}k∈Z+ , (x, ϕ)),
for j ∈ 12N, are in C[x−1, ϕ][B][N ][[t1/2]].
Proof. The proof is analogous to the proof of Proposition 3.40 except that
we use Corollary 3.39 instead of Corollary 3.35. 
We have the following immediate corollary of Proposition 3.46.
Corollary 3.47. Let (B,N) ∈ ∧∞∗ . The series
Θ
(2)
j ({tkBk, tk−
1
2Nk− 12 }k∈Z+ , (x, ϕ))
are well defined and belong to
∧
∗[x
−1, ϕ][[t1/2]].
Let (x˜(t1/2), ϕ˜(t1/2)) = (H
(2)
{tjBj ,tj−1/2Nj−1/2}j∈Z+
)−1 ◦ I(x, ϕ) where (H(2)B,N )−1 ◦
I(x, ϕ) is given by (3.50).
Proposition 3.48. Let (B,N) ∈ ∧∞∗ , and let V be a positive-energy module
for the N = 1 Neveu-Schwarz algebra. In ((End (
∧
∗⊗CV ))[[t1/2]][[x, x−1]][ϕ])0,
the following identity holds for Θ
(2)
j = Θ
(2)
j ({tkBk, tk−1/2Nk−1/2}k∈Z+ , (x, ϕ)).
(3.94) exp
( ∞∑
m=−1
∑
j∈Z+
(−j + 1
m+ 1
)
x−j−m
((
tjBj + 2ϕt
j− 12Nj− 12
)
L(m)
+
(
tj−
1
2Nj− 12 + ϕx
−1 (−j −m)
2
tjBj
)
G(m+
1
2
)
))
= exp
(
(x˜(t
1
2 )− x)L(−1) + (ϕ˜(t 12 )− ϕ)G(−1
2
)
)
·
exp
(
−
∑
j∈Z+
(
Θ
(2)
j L(j) + Θ
(2)
j− 12
G(j − 1
2
)
))
· exp
(
−2Θ(2)0 L(0)
)
.
Proof. Since V is a positive energy module for ns and by Corollary 3.47
Θ
(2)
j ({tkBk, tk−
1
2Nk− 12 }k∈Z+ , (x, ϕ)) ∈
∧
∗[x
−1, ϕ][[t
1
2 ]],
for j ∈ 12N, both the right-hand side and the left-hand side of (3.94) are well-defined
elements in ((End (
∧
∗⊗CV ))[[t1/2]][[x, x−1]][ϕ])0. Then by Corollary 3.39, they are
equal. 

CHAPTER 4
An analytic study of the sewing operation
In this chapter, we study the moduli space of N = 1 superspheres with tubes
and the sewing operation using the formal calculus developed in Chapter 3. We give
a reformulation of the moduli space and a more explicit description of the sewing
operation on this space including a solution to the sewing equation and normaliza-
tion and boundary conditions. We prove the analyticity and convergence of certain
infinite series arising from the sewing operation. We define a bracket operation on
the N = 1 supermeromorphic tangent space of the moduli space of superspheres
with tubes at the identity element and show that this gives a representation of the
N = 1 Neveu-Schwarz algebra with central charge zero.
This chapter is organized as follows. In Section 4.1, using the characterization of
local superconformal coordinates in terms of exponentials of certain infinite sums
of superderivations proved in Chapter 3, we show that a canonical supersphere
with tubes can be identified with certain data concerning the punctures and the
coefficients of the infinite sums of superderivations appearing in the expressions
for the local coordinates. Thus we can identify the moduli space of superspheres
with tubes with the set of this data. In Section 4.2, we introduce an action of the
symmetric group on n letters on the moduli space of superspheres with 1+n tubes.
This action is used in [B1] and is a property needed to show that the moduli space
with the sewing operation is a partial operad; see Remark 4.4.
In Section 4.3, we define supermeromorphic functions on the moduli space.
We show in [B1], that such functions include the rational function counterparts
to correlation functions for an N = 1 Neveu-Schwarz vertex operator superalgebra
with odd formal variables [B3]. Using this notion of supermeromorphic function,
we define the supermeromorphic tangent space of the moduli space. We show
that any supermeromorphic tangent vector can be expressed as an infinite sum of
supermeromorphic tangent vectors tangent to the coordinate system of the moduli
space defined by the characterization of the moduli space obtained in Section 4.1.
In Section 4.4, we show that any element of the moduli space can be obtained
from three types of elements with one, two and three tubes, respectively. We study
some simple sewings with such elements, and show that the partial monoid of the
moduli space of 1 + 1 tubes has two subgroups which are of interest. Then we
study a certain linear functional in the supermeromorphic tangent space at the
identity of the moduli space of superspheres with 1 + 1 tubes. The results of this
section are used in [B1] and are in fact geometric versions of certain axioms for
an N = 1 vertex operator superalgebra [B3], namely: associativity; the fact that
the N = 1 vertex operator associated with the special element τ is equal to the
formal series with coefficients satisfying the Neveu-Schwarz algebra relations; and
the G(−1/2)-derivative property.
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In Section 4.5, we introduce generalized superspheres with tubes which are
formal analogues of superspheres with tubes in that, in general, the local coordinates
are not necessarily convergent power series. We define two subsets of the moduli
space of generalized superspheres with 1 + 1 tubes and show that they both have
group structures which are isomorphic to the structures discussed in Chapter 3.
In Section 4.6, we give a more detailed description of the sewing operation by
giving a more explicit formula for obtaining a canonical supersphere with tubes
from the sewing of two canonical superspheres with tubes. This involves giving an
explicit description of the transformation from the sewn superspheres to a canonical
supersphere. This transformation consists of the uniformizing function taking the
sewn superspheres to a super-Riemann sphere and a superprojective transforma-
tion taking this super-Riemann sphere to a canonical supersphere with tubes. The
uniformizing component of this transformation satisfies the sewing equation, nor-
malization conditions and boundary conditions introduced in Chapter 2 and studied
formally in Chapter 3. We show that the expansions of the two halves F (1) and
F (2) of this uniformizing function as formal series in terms of the local coordinate
charts correspond to the formal series F¯ (1) ◦ s(zi,θi) and F¯ (2) with F¯ (1) and F¯ (2)
given explicitly by Theorem 3.26, equations (3.64) and (3.65) and Proposition 3.28.
Thus in order to prove the analyticity and convergence of this expansion, we need
only prove the analyticity and convergence of the series Ψj(t
−1/2a, A,M,B,N),
for j ∈ 12Z, arising algebraically from the sewing equation.
Following [H2], we prove the analyticity of the series Ψj(t
−1/2a, A,M,B,N),
for j ∈ 12Z, by deforming one of the superspheres being sewn and then using the
Fischer-Grauert Theorem in the deformation theory of complex manifolds to show
the moduli space is locally trivial under this deformation. However this theorem
only holds for finite-dimensional, compact complex manifolds, e.g., the body of
a supersphere, whereas super-Riemann surfaces over
∧
∞ are infinite-dimensional,
non-compact complex manifolds. In fact they are fiber bundles over the body with
fiber isomorphic to (
∧
∞)S . Therefore, we define two families of global sections of
our supersphere which cover the supersphere. Each section is complex analytically
isomorphic to the body, i.e., to a Riemann sphere. We then use the Fischer-Grauert
Theorem for each section which allows us to prove that the uniformizing function
on each section of the deformed supersphere is analytic in the deformation variable
t1/2. Since the two families of sections completely cover the supersphere, this proves
the analyticity of the uniformizing function, which in turn allows us to prove the
analyticity and convergence of the series Ψj(t
−1/2a, A,M,B,N), for j ∈ 12Z and
t1/2 ∈ C with |t1/2| ≤ 1. This result shows that when two canonical superspheres
can be sewn, the uniformizing function studied algebraically in Chapter 3 converges
and is equal to the geometric uniformizing transformation taking the resulting sewn
superspheres to a super-Riemann sphere. This proof of Proposition 4.19 is different
and more concise in its use of the underlying geometry than the proof originally
given in [B1].
In Section 4.7, we define a bracket operation on the supermeromorphic tangent
space of the moduli space of superspheres with tubes at the identity element and
show that this gives a representation of the N = 1 Neveu-Schwarz algebra with
central charge zero. In proving the N = 1 Neveu-Schwarz algebra relations for this
bracket operation, we use the information about the lower order terms in the solu-
tion to the sewing equation given formally in Theorem 3.26 and Proposition 3.28.
4.1. A REFORMULATION OF THE MODULI SPACE 91
In defining the bracket relations we see that the definition is not as straightforward
as on might initially expect it to be. This is related to the fact that the diffeomor-
phism group of the circle does not have a Lie group complexification, i.e, on the
nonsuper level of the Virasoro Lie algebra, there is no corresponding complex Lie
group (cf. [L]).
4.1. A reformulation of the moduli space of superspheres with tubes
Let
H = {(A,M) ∈ ∧∞∞ | E˜(A,M) is an absolutely convergent power series
in some neighborhood of 0
}
,
and for n ∈ Z+, let
SMn−1 =
{(
(z1, θ1), ..., (zn−1, θn−1)
) | (zi, θi) ∈ ∧×∞, (zi)B 6= (zj)B, for i 6= j}.
Note that for n = 1, the set SM0 has exactly one element.
For any supersphere with 1+n tubes, we can write the power series expansion
of the local coordinate at the i-th puncture (zi, θi), for i = 1, ..., n, as
Hi(w, ρ) = exp
(
−
∑
j∈Z+
(
A
(i)
j Lj(x, ϕ) +M
(i)
j− 12
Gj− 12
))
·
·(a(i)

)−2L0(x,ϕ) · (x, ϕ)
∣∣∣
(x,ϕ)=(w−zi−ρθi,ρ−θi)
= Eˆ(a
(i)

, A(i),M (i))(w − zi − ρθi, ρ− θi)
for (a
(i)

, A(i),M (i)) ∈ (∧0∞)× ×H, and we can write the power series expansion of
the local coordinate at ∞ as
H0(w, ρ) = exp
(∑
j∈Z+
(
A
(0)
j L−j(w, ρ) +M
(0)
j− 12
G−j+ 12 (w, ρ)
))
·
( 1
w
,
iρ
w
)
= E˜(A(0),−iM (0))
( 1
w
,
iρ
w
)
for (A(0),−iM (0)) ∈ H. But (A(0),−iM (0)) ∈ H if and only if (A(0),M (0)) ∈ H.
Thus we have the following proposition.
Proposition 4.1. The moduli space of superspheres with 1 + n tubes, for n ∈
Z+, can be identified with the set
(4.1) SK(n) = SMn−1 ×H × ((∧0∞)× ×H)n.
For superspheres with one tube, we have:
Proposition 4.2. The moduli space of superspheres with one tube can be iden-
tified with the set
SK(0) =
{
(A,M) ∈ H | (A1,M 1
2
) = (0, 0)
}
.
By Propositions 4.1 and 4.2, we can identify SK(n) with the moduli space of
superspheres with 1 + n tubes for n ∈ N, and the set
SK =
⋃
n∈N
SK(n)
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can be identified with the moduli space of superspheres with tubes. The actual
elements of SK give the data for a canonical supersphere representative of a given
equivalence class of superspheres with tubes modulo superconformal equivalence.
From now on it will be convenient to refer to SK as the moduli space of superspheres
with tubes. Any element of SK(n), for n ∈ Z+, can be written as(
(z1, θ1), ..., (zn−1, θn−1); (A
(0),M (0)), (a
(1)

, A(1),M (1)), ..., (a
(n)

, A(n),M (n))
)
where (z1, θ1), ..., (zn−1, θn−1) ∈ SMn−1, (A(0),M (0)) ∈ H, and
(a
(1)

, A(1),M (1)), ..., (a
(n)

, A(n),M (n)) ∈ (∧0∞)× ×H.
Thus for an element Q ∈ SK, we can think of Q as consisting of the above data,
or as being a canonical supersphere with tubes corresponding to that data.
In Chapter 2 we introduced the sewing operation for superspheres with tubes.
This gave rise to the sewing equation (2.49), normalization conditions (2.51) –
(2.53) and boundary conditions (2.54) – (2.57) derived from taking two canonical
superspheres with tubes, sewing them together and looking at the uniformizing
function which maps the resulting supersphere to a super-Riemann sphere. This
resulting super-Riemann sphere is then superconformal to a canonical supersphere,
i.e., an element in SK, via a superprojective transformation.
Thus for any n ∈ Z+, m ∈ N, and any positive integer i ≤ n, the sewing
operation for superspheres with tubes defined in Chapter 2 induces an operation
i∞0 : SK(n)×SK(m)→ SK(n+m− 1). We will still call it the sewing operation,
and as in [H2], we will use the notation i∞0 first introduced by Vafa [V] to denote
the sewing, although now we use it to denote the sewing operation on SK. Recall
that given two elements Q1 and Q2 of SK, it may not be possible to sew the i-th
puncture of Q1 with the 0-th puncture of Q2 without rescaling the local coordinate
map of Q1 at its i-th puncture.
The element of H with all components equal to 0 will be denoted by (0,0) or
just 0. Note that in terms of the chart (U∆,∆) of SCˆ, the local coordinate chart
corresponding to (1,0,0) ∈ (∧0∞)××H is the identity map on ∧∞ if the puncture
is at 0, is the shift s(zi,θi)(w, ρ) = (w− zi− ρθi, ρ− θi) if the puncture is at (zi, θi),
and is I(w, ρ) = (1/w, iρ/w) if the puncture is at ∞. We will sometimes refer to
such coordinates as standard local coordinates.
Using the definition of sewing from Chapter 2, we see that SK has a unit e
under the sewing operation
(4.2) e = (0, (1,0)) ∈ SK(1)
in the sense that for Q ∈ SK(n) and 0 < i ≤ n, the i-th puncture of Q can always
be sewn with the 0-th puncture of e, the first puncture of e can always be sewn
with the 0-th puncture of Q, and we have
Q i∞0 e = Q, e 1∞0 Q = Q.
From the geometry of sewing, the following associativity of the sewing operation
is obvious.
Proposition 4.3. Let l ∈ Z+ and m,n ∈ N such that l+m− 1 ∈ Z+, and let
Q1 ∈ SK(l), Q2 ∈ SK(m), Q3 ∈ SK(n), and i, j ∈ Z+ such that 1 ≤ i ≤ l, and
1 ≤ j ≤ l +m − 1. The iterated sewings (Q1 i∞0 Q2) j∞0 Q3 exist if and only if
one of the following holds:
4.2. AN ACTION OF THE SYMMETRIC GROUPS ON THE MODULI SPACE 93
(i) j < i and the sewings (Q1 j∞0 Q3) i+n−1∞0 Q2 exist, in which case
(Q1 i∞0 Q2) j∞0 Q3 = (Q1 j∞0 Q3) i+n−1∞0 Q2;
(ii) j ≥ i+m and the sewings (Q1 j−m+1∞0 Q3) i∞0 Q2 exist, in which case
(Q1 i∞0 Q2) j∞0 Q3 = (Q1 j−m+1∞0 Q3) i∞0 Q2;
or
(iii) i ≤ j < i +m and the sewings Q1 i∞0 (Q2 j−i+1∞0 Q3) exist, in which
case
(Q1 i∞0 Q2) j∞0 Q3 = Q1 i∞0 (Q2 j−i+1∞0 Q3).
4.2. An action of the symmetric group Sn on the moduli space SK(n)
Let Sn be the group of permutations on n letters, for n ∈ Z+. There is a
natural (right) action of Sn−1 on SK(n) defined by permuting the ordering on the
first n−1 positively oriented punctures and their local coordinates. More explicitly,
for σ ∈ Sn−1, and Q ∈ SK(n) given by
Q =
(
(z1, θ1), ..., (zn−1, θn−1); (A
(0),M (0)), (a
(1)

, A(1),M (1)), ..., (a
(n)

, A(n),M (n))
)
,
we define
Qσ =
(
(zσ−1(1), θσ−1(1)), ..., (zσ−1(n−1), θσ−1(n−1)); (A
(0),M (0)),
(a
(σ−1(1))

, A(σ
−1(1)),M (σ
−1(1))), ..., (a
(σ−1(n−1))

, A(σ
−1(n−1)),M (σ
−1(n−1)))
(a
(n)

, A(n),M (n))
)
.
To extend this to a right action of Sn on SK(n), we first note that Sn is gener-
ated by the symmetric group on the first n− 1 letters Sn−1 and the transposition
(n − 1 n). We can let (n − 1 n) act on SK(n) by permuting the (n − 1)-st and
n-th punctures and their local coordinates for a canonical supersphere with 1 + n
tubes but the resulting supersphere with 1 + n tubes is not canonical. To obtain
the superconformally equivalent canonical supersphere, we have to translate the
new n-th puncture to 0. This translation will not change the local coordinates at
positively oriented punctures but will change the local coordinates at the negatively
oriented puncture ∞. This translation is given by
T∆ :
∧
∞ −→
∧
∞
(w, ρ) 7→ (w − zn−1 − ρθn−1, ρ− θn−1),
and thus by (2.23), we have T : SCˆ→ SCˆ given by
T (p) =
{
∆−1 ◦ T∆ ◦∆(p) if p ∈ U∆,
Υ−1 ◦ TΥ ◦Υ(p) if p ∈ UΥ rΥ−1({( 1zn−1 )B} × (
∧
∞)S)
where
TΥ =
(
w
1− wzn−1 +
iρθn−1w
(1− wzn−1)2 ,
iθn−1w
1− wzn−1 +
ρ
1− wzn−1
)
.
The new local coordinate at infinity can be written as E˜(A˜(0),−iM˜ (0))(1/w, iρ/w),
and it is determined by the old local coordinate at infinity and the superprojective
transformation T via
E˜(A˜(0),−iM˜ (0))
( 1
w
,
iρ
w
)
= E˜(A(0),−iM (0)) ◦ I ◦ T−1∆ (w, ρ).
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Using Proposition 3.20, we have
E˜(A˜(0),−iM˜ (0))
( 1
w
,
iρ
w
)
(4.3)
= exp
(∑
j∈Z+
(
A˜
(0)
j L−j(w, ρ) + M˜
(0)
j− 12
G−j+ 12 (w, ρ)
))
·
( 1
w
,
iρ
w
)
= exp
(∑
j∈Z+
(
A
(0)
j L−j(x, ϕ) +M
(0)
j− 12
G−j+ 12 (x, ϕ)
))
·
·
(1
x
,
iϕ
x
)∣∣∣∣
(x,ϕ)=(w+zn−1+ρθn−1,ρ+θn−1)
= exp
(
zn−1
∂
∂w
+ θn−1
( ∂
∂ρ
− ρ ∂
∂w
))
·
· exp
(∑
j∈Z+
(
A
(0)
j L−j(w, ρ) +M
(0)
j− 12
G−j+ 12 (w, ρ)
))
·
( 1
w
,
iρ
w
)
= exp
(
−zn−1L−1(w, ρ) − θn−1G− 12 (w, ρ)
)
·
· exp
(∑
j∈Z+
(
A
(0)
j L−j(w, ρ) +M
(0)
j− 12
G−j+ 12 (w, ρ)
))
·
( 1
w
,
iρ
w
)
.
Then
Q(n−1 n)
=
(
∞, (z1, θ1), ..., (zn−2, θn−2), 0, (zn−1, θn−1); (A(0),M (0)), (a(1) , A(1),M (1)),
..., (a
(n−2)

, A(n−2),M (n−2)), (a
(n)

, A(n),M (n)), (a
(n−1)

, A(n−1),M (n−1))
)
=
(
∞, (z1 − zn−1 − θ1θn−1, θ1 − θn−1), (z2 − zn−1 − θ2θn−1, θ2 − θn−1), ...,
(zn−2 − zn−1 − θn−2θn−1, θn−2 − θn−1), (−zn−1,−θn−1), 0; (A˜(0), M˜ (0)),
(a
(1)

, A(1),M (1)), ..., (a
(n−2)

, A(n−2),M (n−2)), (a
(n)

, A(n),M (n)),
(a
(n−1)

, A(n−1),M (n−1))
)
∈ SK(n).
Thus we have an action of Sn on SK(n).
Remark 4.4. The moduli space of N = 1 superspheres with tubes, SK, along
with the sewing operation and the action of the symmetric group defined above, is
an example of a partial operad (cf. [M], [HL2], [HL3], [H2]).
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4.3. Supermeromorphic superfunctions on SK and supermeromorphic
tangent spaces of SK
A supermeromorphic superfunction on SK(n), for n ∈ Z+, is a superfunction
F : SK(n)→ ∧∞ of the form
F (Q) = F
(
(z1, θ1), ..., (zn−1, θn−1); (A
(0),M (0)), (a
(1)

, A(1),M (1)), ...,(4.4)
(a
(n)

, A(n),M (n))
)
= F0
(
(z1, θ1), ..., (zn−1, θn−1); (A
(0),M (0)), (a
(1)

, A(1),M (1)), ...,
(a
(n)

, A(n),M (n))
)× (n−1∏
i=1
z−sii
∏
1≤i<j≤n−1
(zi − zj − θiθj)−sij
)
where si and sij are nonnegative integers and
F0
(
(z1, θ1), ..., (zn−1, θn−1); (A
(0),M (0)), (a
(1)

, A(1),M (1)), ..., (a
(n)

, A(n),M (n))
)
is a polynomial in the zi’s, θi’s, a
(i)

’s, (a
(i)

)−1’s, A
(i)
j ’s, and M
(i)
j−1/2’s. For n = 0
a supermeromorphic superfunction on SK(0) is a polynomial in the components of
elements of SK(0), i.e., a polynomial in the A
(0)
j ’s, and M
(0)
j−1/2’s. For F of the
form (4.4), we say that F has a pole of order sij at (zi, θi) = (zj, θj).
Since (zi− zj− θiθj)−sij = (zi− zj)−sij + sijθiθj(zi− zj)−sij−1, we can expand
(4.4) to be of the form
(4.5) F˜0
(
(z1, θ1), ..., (zn−1, θn−1); (A
(0),M (0)), (a
(1)

, A(1),M (1)), ...,
(a
(n)

, A(n),M (n))
)× (n−1∏
i=1
z−sii
∏
1≤i<j≤n−1
(zi − zj)−sij−1
)
where F˜0 is a polynomial in the zi’s, θi’s, a
(i)

’s, (a
(i)

)−1’s, A
(i)
j ’s, andM
(i)
j−1/2’s. Also
note that since the meaning of the expression (zi − zj − θiθj)−sij is the expansion
about the body ((zi)B − (zj)B)−sij in powers of the soul, in general this expression
has an infinite number of negative powers of ((zi)B − (zj)B). However, if we let
{ζ1, ζ2, ...} be the fixed basis for the underlying vector space of
∧
∞, we see that
each ζi1ζi2 · · · ζi2l term in (zi−zj−θiθj)−sij has a finite number of negative powers
of ((zi)B − (zj)B), and (zi − zj − θiθj)sij (zi − zj − θiθj)−sij = 1.
The set of all canonical supermeromorphic superfunctions on SK(n) is denoted
by SD(n). Note that SD(n) has a natural Z2-grading since any supermeromor-
phic superfunction F can be decomposed into an even component F 0 and an odd
component F 1 where F 0(Q) ∈ ∧0∞, for all Q ∈ SK and F 1(Q) ∈ ∧1∞ for all
Q ∈ SK.
An even supermeromorphic tangent vector of SK at a point Q ∈ SK is a linear
map
(4.6) LQ : SD(n) −→
∧
∞
such that for F1, F2 ∈ SD(n)
(4.7) LQ(F1F2) = LQF1 · F2(Q) + F1(Q) · LQF2,
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and an odd supermeromorphic tangent vector of SK at a point Q ∈ SK is a linear
map
(4.8) LQ : SD(n) −→
∧
∞
such that for F1 of homogeneous sign in SD(n),
(4.9) LQ(F1F2) = LQF1 · F2(Q) + (−1)η(F1)F1(Q) · LQF2.
The set of all supermeromorphic tangent vectors at Q is the supermeromorphic
tangent space of SK at Q and is denoted TQSK (or TQSK(n) when Q ∈ SK(n)).
Note that TQSK is naturally Z2-graded, and thus we can define the sign function
η on TQSK (see Section 2.1). It is obvious that
∂
∂zi
∣∣∣
Q
,
∂
∂θi
∣∣∣
Q
, for i = 1, ..., n− 1,
∂
∂a
(i)

∣∣∣∣
Q
, for i = 1, ..., n, and
∂
∂A
(i)
j
∣∣∣∣
Q
,
∂
∂M
(i)
j− 12
∣∣∣∣
Q
, for i = 0, ..., n and j ∈ Z+,
are in TQSK(n). Because any supermeromorphic function on SK(n) depends on
only finitely many of the variables zi, θi, for i = 1, ..., n−1, a(i) , for i = 1, ..., n, and
A
(i)
j , and M
(i)
j−1/2, for i = 0, ..., n and j ∈ Z+, the proof of the following proposition
is the same as that for the tangent spaces of a finite-dimensional manifold.
Proposition 4.5. Any supermeromorphic tangent vector LQ can be expressed
as
(4.10) LQ =
n−1∑
i=1
(
αi
∂
∂zi
∣∣∣
Q
+ βi
∂
∂θi
∣∣∣
Q
)
+
n∑
i=1
δi
∂
∂a
(i)

∣∣∣∣
Q
+
n∑
i=0
∑
j∈Z+
(
γji
∂
∂A
(i)
j
∣∣∣∣
Q
+ νji
∂
∂M
(i)
j− 12
∣∣∣∣
Q
)
where
αi = LQzi, βi = LQθi, δi = LQa(i) , γji = LQA(i)j , νji = LQM (i)j− 12 .
If η(LQ) = 0, then αi, δi, γji ∈
∧0
∞ and βi, ν
j
i ∈
∧1
∞. If η(LQ) = 1, then αi, δi, γji ∈∧1
∞ and βi, ν
j
i ∈
∧0
∞.
Note that in (4.10) we have an infinite sum. This is well defined since when
acting on any element of SD(n) it becomes a finite sum.
4.4. The sewing operation and superspheres with one, two, and three
tubes
Proposition 4.6. Any element Q ∈ SK can be obtained by sewing the follow-
ing types of elements of SK
(i) (0) ∈ SK(0),
(ii)
(
(A(0),M (0)), (a
(1)

, A(1),M (1))
) ∈ SK(1),
(iii)
(
(z, θ);0, (1,0), (1,0)
) ∈ SK(2).
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Proof. The proof for Q ∈ SK(n) is by induction on n. If Q = (A(0),M (0)) ∈
SK(0), then
Q =
(
(A(0),M (0)), (a
(1)

, A(1),M (1))
)
1∞0 (0)
is a type (ii) supersphere sewn with a type (i) supersphere.
If Q ∈ SK(1), then it is type (ii).
If Q ∈ SK(n) for n ≥ 2 is given by
Q =
(
(z1, θ1), ..., (zn−1, θn−1); (A
(0),M (0)), (a
(1)

, A(1),M (1)), ...,
(a
(n)

, A(n),M (n))
)
,
then
Q =
(
(A(0),M (0)), (1,0)
)
1∞0
((
· · ·
(((
(z1, θ1), ..., (zn−1, θn−1);0, (1,0), ...,
(1,0)
)
1∞0
(
0, (a
(1)

, A(1),M (1))
))
2∞0
(
0, (a
(2)

, A(2),M (2))
))
3∞0
· · ·
)
n∞0
(
0, (a
(n)

, A(n),M (n))
))
which consists of n+ 1 type (ii) superspheres and the supersphere
Q′n =
(
(z1, θ1), ..., (zn−1, θn−1);0, (1,0), ..., (1,0)
)
sewn together. Thus we need only prove that Q′n can be obtained from type (i),
(ii), and (iii) superspheres for n > 2. Assume this is true for k < n. Let γ be a
closed Jordan curve on the body of Q′n, denoted (Q
′
n)B , such that 0 and (zn−1)B
are in one connected component of (Q′n)B r γ (which we will call the interior of γ)
and (z1)B, ..., (zn−2)B are in the other connected component of (Q
′
n)B r γ (which
we will call the exterior of γ). By the Riemann mapping theorem there exists a
conformal map fB from the interior of γ to the open unit disc in C, and we can
require that fB(0) = 0. Then by expanding fB(zB) about 0 and choosing a ∈ C×
such that a2

= f ′B(0), we can let H(x, ϕ) be the unique formally superconformal
power series such that ϕH(x, ϕ) = ϕfB(x) is of the form (3.23) with even coefficient
of ϕ equal to a. Then H
−1(x, ϕ) and s(zn−1,0) ◦H−1(x+ fB(zn−1), ϕ) also satisfy
(3.23) for s(zn−1,0)(x, ϕ) = (x− zn−1, ϕ).
Let
(a, A,0) = Eˆ
−1(H(x, ϕ)),
(a′

, A′,0) = Eˆ−1(H−1(x, ϕ)) =
(
a−1

, {−a−2j

Aj , }j∈Z+ ,0
)
(b, B,0) = Eˆ
−1
(
s(zn−1,0) ◦H−1(x+ fB(zn−1), ϕ)
)
.
Then from the definition of the sewing operation, we have
Q′n =
(
(z1, θ1), ..., (zn−2, θn−2);0, (1,0), ..., (1,0), (a, A,0)
)
n−1∞0(
H(zn−1, θn−1);0, (b, B,0), (a
′

, A′,0)
)
=
((
(z1, θ1), ..., (zn−2, θn−2);0, (1,0), ..., (1,0)
)
n−1∞0
(
0, (a, A,0)
))
n−1∞0
(
H(zn−1, θn−1);0, (b, B,0), (a
′

, A′,0)
)
which is obtained from sewing Q′n−1, a supersphere of type (ii), and a supersphere
in SK(2). By our inductive assumption, the result follows. 
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It is clear from the definition of sewing that SK(1) is a partial monoid. In the
following proposition, we give some subgroups of SK(1).
Proposition 4.7. Let s, t ∈ ∧0∞, and (A,M) ∈ ∧∞∞. Assume
s(A,M), t(A,M) ∈ H.
Then (s+ t)(A,M) ∈ H, both(
0, (1, t(A,M)
)
1∞0
(
0, (1, s(A,M)
)
and (
s(A,M), (1,0)
)
1∞0
(
t(A,M), (1,0)
)
exist, and we have(
0, (1, (s+ t)(A,M))
)
=
(
0, (1, t(A,M)
)
1∞0
(
0, (1, s(A,M)
)
,(4.11) (
(s+ t)(A,M), (1,0)
)
=
(
s(A,M), (1,0)
)
1∞0
(
t(A,M), (1,0)
)
.(4.12)
In particular, for (A,M) ∈ H, the sets
(4.13)
{(
0, (1, t(A,M)
) | t ∈ ∧0∞, t(A,M) ∈ H}
and
(4.14)
{(
t(A,M), (1,0)
) | t ∈ ∧0∞, t(A,M) ∈ H}
are subgroups of SK(1). In addition we have the subgroups given by taking A = 0
or M = 0 in (4.13) and (4.14).
Proof. Recall that in Chapter 3, we defined a group operation on infinite se-
quences in a superalgebra R; see (3.31). Letting R =
∧
∞, and for (A,M), (A,M) ∈∧∞
∞ this operation is given by
(4.15) (A,M) ◦ (A,M) = E˜−1(E˜(A,M) ◦ E˜(A,M)(x, ϕ)).
Let
Hs(x, ϕ) = E˜(sA, sM), and Ht(x, ϕ) = E˜(tA, tM).
Since s(A,M), and t(A,M) are in H, the superfunctions Hs(w, ρ) and Ht(w, ρ) are
convergent in a neighborhood of 0 ∈ ∧∞. Hence Hs◦Ht(w, ρ) and Ht◦Hs(w, ρ) are
convergent in a neighborhood of 0. Thus by (4.15), we see that s(A,M) ◦ t(A,M)
and t(A,M) ◦ s(A,M) are in H. By Proposition 3.15,
(s+ t)(A,M) = s(A,M) ◦ t(A,M) = t(A,M) ◦ s(A,M).
Thus (s+ t)(A,M) ∈ H. From the definition of the sewing operation, we see that(
0, (1, s(A,M) ◦ t(A,M))) = (0, (1, t(A,M)) 1∞0 (0, (1, s(A,M)),
and (
s(A,M) ◦ t(A,M), (1,0)) = (s(A,M), (1,0)) 1∞0 (t(A,M), (1,0)).
This then gives (4.11) and (4.12). 
4.4. SEWINGS FOR SUPERSPHERES WITH ONE, TWO, AND THREE TUBES 99
Proposition 4.8. Let z1, z2 ∈
∧0
∞ such that |(z1)B| > |(z2)B | > |(z1)B −
(z2)B| > 0. Then(
(z1, θ1), (z2, θ2);0, (1,0), (1,0), (1,0)
)
=
=
(
(z2, θ2);0, (1,0), (1,0)
)
1∞0
(
(z1 − z2 − θ1θ2, θ1 − θ2);(4.16)
0, (1,0), (1,0)
)
=
(
(z1, θ1);0, (1,0), (1,0)
)
2∞0
(
(z2, θ2);0, (1,0), (1,0)
)
.(4.17)
Proof. Because each supersphere involved in the proposition has standard
local coordinates at each puncture, the sewings depend only on the bodies of the
superspheres. The sewing of the bodies is exactly the sewing given in Proposition
2.5.3 in [H2]. Thus as in Proposition 2.5.3 of [H2] there exist r1, ..., r9 ∈ R+ which
allow the above two sewings including the soul portions of the superspheres. Then
(4.16) and (4.17) follow from the definition of the sewing operation on SK(2). 
Remark 4.9. Proposition 4.8 is used in [B1] to prove the associativity prop-
erty for an N = 1 Neveu-Schwarz vertex operator superalgebra with odd formal
variables obtained from an N = 1 supergeometric vertex operator superalgebra.
Thus Proposition 4.8 can be thought of as a geometric version of this algebraic
relation.
Let (a,m) ∈ ∧∞∞, and k, l ∈ Z+, and define(
A(a, k),M(m, l − 1/2)) = ({Aj | Ak = a, Aj = 0, for j 6= k}j∈Z+ ,{
Mj− 12 |Ml− 12 = m, Mj− 12 = 0, for j 6= l
}
j∈Z+
)
which is an element of
∧∞
∞.
Proposition 4.10. For (z, θ), (z0, θ0) ∈
∧
∞ such that 0 < |(z0)B| < |zB|, we
have(
(z0 + z + θ0θ, θ + θ0);0, (1,0), (1,0)
)
=(
(z, θ);0, (1,0), (1,0)
)
1∞0
(
(A(−z0, 1),M(−θ0, 1/2)), (1,0)
)
.
Proof. Note that (A(−z0, 1),M(−θ0, 1/2)) ∈ H(0), and thus
((A(−z0, 1),M(−θ0, 1/2)), (1,0)) ∈ SK(1).
In fact, ((A(−z0, 1),M(−θ0, 1/2)), (1,0)) represents the equivalence class of super-
spheres with 1 + 1 tubes with canonical supersphere having local coordinates (in
terms of the coordinate chart about zero of the underlying super-Riemann sphere)
at ∞ given by
(w, ρ) 7→
( 1
w + z0 + ρθ0
,
i(ρ+ θ0)
w + z0 + ρθ0
)
=
( 1
w + z0
− ρθ0
(w + z0)2
,
i(ρ+ θ0)
w + z0
)
,
and at 0 given by (w, ρ) 7→ (w, ρ). This canonical supersphere with tubes is super-
conformally equivalent to the super-Riemann sphere with the negatively oriented
puncture still at ∞, the positively oriented puncture at (z0, θ0), and with standard
local coordinates at these punctures, i.e., the local coordinate at ∞ is given by
(w, ρ) 7→ (1/w, iρ/w) and the local coordinate at (z0, θ0) is given by the supercon-
formal shift s(z0,θ0) : (w, ρ) 7→ (w− z0− ρθ0, ρ− θ0). Call this non-canonical super-
sphere C. Then choosing r, r1, r2 ∈ R+ such that 0 < |(z0)B| < r2 < r < r1 < |zB|,
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we can sew the 0-th puncture of C to the 1-st puncture of ((z, θ);0, (1,0), (1,0))
via the sewing defined in Chapter 2. The resulting supersphere C′ is given by
C′ =
(
(SCˆ r∆−1(B¯r2(z,θ))) ⊔ (SCˆ rΥ−1(B¯1/r10 ))
)
/ ∼
where p ∼ q if
∆(p) = (w1, ρ1) ∈ (B¯r1(z,θ) r B¯r2(z,θ)) ⊂ (
∧
∞ r B¯r2(z,θ))
∆(q) = (w2, ρ2) ∈ (B¯r2∞ r B¯r1∞) ⊂ (
∧
∞ r B¯r1∞),
i.e.,
Υ(q) =
( 1
w2
,
iρ2
w2
)
∈ (B¯1/r20 r B¯1/r10 ) ⊂ (
∧
∞ r B¯1/r10 ),
and (w1 − z − ρ1θ, ρ1 − θ) = (w2, ρ2). Then the uniformizing function which sends
C′ to a canonical super-Riemann sphere must satisfy
F (p) =
{
F (1)(p) for p ∈ (SCˆ r∆−1(B¯r2(z,θ))),
F (2)(p) for p ∈ (SCˆ rΥ−1(B¯1/r10 )),
where F
(1)
∆ (w1, ρ1) = F
(2)
∆ (w2, ρ2) if ∆
−1(w1, ρ1) ∼ ∆−1(w2, ρ2), i.e., F (1)∆ (w, ρ) =
F
(2)
∆ (w− z − ρθ, ρ− θ). In addition, we would like F (1) to send ∞ to ∞, send 0 to
0, and keep the even coefficient of w−2 of the local coordinate at∞ equal to zero in
order for the resulting supersphere to be canonical. Thus F
(1)
∆ (w, ρ) = (w, ρ) and
F
(2)
∆ (w, ρ) = (w + z + ρθ, ρ + θ) is a solution to the uniformizing function and is
the unique solution sending C′ to a canonical supersphere. Therefore the canonical
supersphere representative of the equivalence class of the sewing(
(z, θ);0, (1,0), (1,0)) 1∞0 ((A(−z0, 1),M(−θ0, 1/2)), (1,0)
)
is given by (
SCˆ;∞, F (2)∆ (z0, θ0), 0; I, s(z0,θ0) ◦ (F (2)∆ )−1, id∧∞
)
,
but this is the canonical supersphere represented by(
(z0 + z + θ0θ, θ + θ0);0, (1,0), (1,0)
)
as desired. 
Let ǫ ∈ ∧1∞. From the definition of SK(0), we see that (0,M(ǫ, 3/2)) ∈ SK(0).
Let F be any element of SD(1), and (z, θ) ∈ ∧∞. We define a linear functional on
SD(1) by
(4.18) Ge(z, θ)F = d
dǫ
F
((
(z, θ);0, (1,0), (1,0)
)
1∞0
(
0,M(ǫ, 3/2)
))∣∣∣
ǫ=0
.
Proposition 4.11. The linear functional Ge(z, θ) is in TeSK(1), and
(4.19) Ge(z, θ) =
1∑
k=0
∑
j∈Z+
z−(2k−1)j−2+k
∂
∂M
(k)
j− 12
∣∣∣∣∣
e
+ 2θ
(
z−2
1
2
∂
∂a
(1)

∣∣∣∣∣
e
+
1∑
k=0
∑
j∈Z+
z−(2k−1)j−2
∂
∂A
(k)
j
∣∣∣∣∣
e
)
.
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Proof. If Ge(z, θ) is given by (4.19), then Ge(z, θ) ∈ TeSK(1). Thus, the only
thing we need to prove is (4.19). The canonical supersphere (0,M(ǫ, 3/2)) is the
super-Riemann sphere with one puncture at∞ and local coordinate at∞ given by
exp
(
−ǫw−1
(
∂
∂ρ
− ρ ∂
∂w
))
·
(
1
w
,
iρ
w
)
(4.20)
= exp
(
−iǫx2
(
∂
∂ϕ
− ϕ ∂
∂x
))
· (x, ϕ)
∣∣∣∣
(x,ϕ)=( 1w ,
iρ
w )
=
(
1
w
− ǫρ
w3
,
iρ
w
− iǫ
w2
)
.
Define A
(0)
j (ǫ), A
(1)
j (ǫ) ∈
∧0
∞, and M
(0)
j− 12
(ǫ),M
(1)
j− 12
(ǫ) ∈ ∧1∞, for j ∈ Z+, and
a
(1)

(ǫ) ∈ (∧0∞)× by
(4.21)
(
1
w
+
2ǫθ
wz(w − z) +
ρǫ
wz(w − z) ,
−iǫ
w(w − z) −
iǫ
wz
+ ρ
(
i
w
+
iǫθ
w(w − z)2 +
2iǫθ
wz(w − z)
))
= exp
(∑
j∈Z+
(
A
(0)
j (ǫ)L−j(w, ρ) +M
(0)
j− 12
(ǫ)G−j+ 12 (w, ρ)
))
·
(
1
w
,
iρ
w
)
,
and
(4.22)
(
w − 2ǫθ
w − z −
2ǫθ
z
− ρ
(
ǫ
w − z +
ǫ
z
)
,
−ǫ
w − z −
ǫ
z
+ ρ
(
1 +
ǫθ
(w − z)2
))
= exp
(
−
∑
j∈Z+
(
A
(1)
j (ǫ)Lj(w, ρ) +M
(1)
j− 12
(ǫ)Gj− 12 (w, ρ)
))
·
· (a(1)

(ǫ))−2L0(w,ρ) · (w, ρ).
By definition of the sewing operation,
(4.23)
(
(z, θ);0, (1,0), (1,0)
)
1∞0
(
0,M(ǫ, 3/2)
)
=
(
(A(0)(ǫ),M (0)(ǫ)), (a
(1)

(ǫ), A(1)(ǫ),M (1)(ǫ))
)
.
Let F0, F
(0)
j , F
(1)
j ∈ SD0(0), and F (0)j−1/2, F (1)j−1/2 ∈ SD1(0), for j ∈ Z+, be given
by
F0((A
(0),M (0)), (a
(1)

, A(1),M (1))) = a
(1)

,
F
(0)
j ((A
(0),M (0)), (a
(1)

, A(1),M (1))) = A
(0)
j ,
F
(1)
j ((A
(0),M (0)), (a
(1)

, A(1),M (1))) = A
(1)
j ,
F
(0)
j− 12
((A(0),M (0)), (a
(1)

, A(1),M (1))) = M
(0)
j− 12
,
F
(1)
j− 12
((A(0),M (0)), (a
(1)

, A(1),M (1))) = M
(1)
j− 12
.
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Then
d
dǫ
F0((A
(0),M (0)), (a
(1)

, A(1),M (1)))
∣∣∣∣
ǫ=0
=
d
dǫ
a
(1)

(ǫ)
∣∣∣∣
ǫ=0
,
d
dǫ
F
(0)
j ((A
(0),M (0)), (a
(1)

, A(1),M (1)))
∣∣∣∣
ǫ=0
=
d
dǫ
A
(0)
j (ǫ)
∣∣∣∣
ǫ=0
,
d
dǫ
F
(1)
j ((A
(0),M (0)), (a
(1)

, A(1),M (1)))
∣∣∣∣
ǫ=0
=
d
dǫ
A
(1)
j (ǫ)
∣∣∣∣
ǫ=0
,
d
dǫ
F
(0)
j− 1
2
((A(0),M (0)), (a
(1)

, A(1),M (1)))
∣∣∣∣
ǫ=0
=
d
dǫ
M
(0)
j− 1
2
(ǫ)
∣∣∣∣
ǫ=0
,
d
dǫ
F
(1)
j− 12
((A(0),M (0)), (a
(1)

, A(1),M (1)))
∣∣∣∣
ǫ=0
=
d
dǫ
M
(1)
j− 12
(ǫ)
∣∣∣∣
ǫ=0
.
From (4.21) and (4.22), we have
d
dǫ
a
(1)

(ǫ)
∣∣∣∣
ǫ=0
= θz−2,
d
dǫ
A
(0)
j (ǫ)
∣∣∣∣
ǫ=0
= 2θzj−2,
d
dǫ
A
(1)
j (ǫ)
∣∣∣∣
ǫ=0
= 2θz−j−2,
d
dǫ
M
(0)
j− 12
(ǫ)
∣∣∣∣
ǫ=0
= zj−2,
d
dǫ
M
(1)
j− 12
(ǫ)
∣∣∣∣
ǫ=0
= z−j−1,
for j ∈ Z+. Using (4.18), (4.23) and the above formulas, we obtain (4.19). 
Remark 4.12. Propositions 4.10 and 4.11 are used in [B1] to prove certain ax-
ioms for an N = 1 Neveu-Schwarz vertex operator superalgebra constructed from
an N = 1 supergeometric vertex operator superalgebra. The axioms proved using
these propositions are: that the vertex operator with formal variables associated
with the Neveu-Schwarz element τ is equal to the formal series with coefficients
satisfying the Neveu-Schwarz algebra relations; and the G(−1/2)-derivative prop-
erty. One can thus derive some motivation for looking at the functional Ge(z, θ) by
noting that the local coordinate (4.20) which is given by
exp
(
ǫG− 12 (w, ρ)
)
·
(
1
w
,
iρ
w
)
is related to the algebraic aspects of N = 1 superconformal field theory via the
fact that in an N = 1 Neveu-Schwarz vertex operator superalgebra [B3], the
Neveu-Schwarz element τ is given by G(−1/2)1 where 1 is the vacuum element and
G(−1/2) is given by the representation of the N = 1 Neveu-Schwarz algebra present
in the N = 1 Neveu-Schwarz vertex operator superalgebra. In the correspondence
between the algebra and geometry, the supersphere represented by (0) ∈ SK(0)
corresponds to the vacuum element 1 in the vertex operator superalgebra, and
(0,M(ǫ, 3/2)) corresponds to eǫG(−1/2)1. Therefore taking the partial derivative
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with respect to ǫ and setting ǫ = 0, one obtains the Neveu-Schwarz element. Then
the linear functional Ge(z, θ) acting on the supermeromorphic function correspond-
ing to the one-point correlation function gives the correlation function of the vertex
operator associated to the Neveu-Schwarz element τ , denoted 〈v′, Y (τ, (z, θ))v〉; see
[B1], [B3].
4.5. Generalized superspheres with tubes
From Proposition 4.7, we know that for any (A,M) ∈ H, the sets{
(0, (1, t(A,M)) | t ∈ ∧0∞, t(A,M) ∈ H}(4.24) {
(t(A,M), (1,0)) | t ∈ ∧0∞, t(A,M) ∈ H}(4.25)
are subgroups of SK(1), as are the corresponding sets if we restrict to A = 0 or
M = 0. If we consider{
(0, (1, t(A,M)) | t ∈ ∧0∞, (A,M) ∈ ∧∞∞}(4.26) {
(t(A,M), (1,0)) | t ∈ ∧0∞, (A,M) ∈ ∧∞∞}(4.27)
then these sets are (1, 0)-dimensional super Lie groups over
∧
∞, i.e., they are
abstract groups which are also (1, 0)-dimensional superanalytic supermanifolds with
superanalytic group multiplication and inverse mappings, (cf. [Ro1]). But elements
of (4.26) and (4.27) are in general not in SK(1), even if (A,M) ∈ H. Therefore, in
order to study these sets, we introduce generalized superspheres with tubes.
Let
˜SK(n) = SMn−1 ×∧∞∞ × ((∧0∞)× ×∧∞∞)n,
for n ∈ Z+, and
˜SK(0) =
{
(A,M) ∈ ∧∞∞ | (A1,M 12 ) = (0, 0)}.
Elements of ˜SK =
⋃
n∈N
˜SK(n) are called generalized (or formal) superspheres with
tubes. Note that SK ⊂ ˜SK. From the definition of supermeromorphic superfunc-
tion on SK, the following generalization is obvious:
Proposition 4.13. Any supermeromorphic superfunction on SK(n), n ∈ N,
can be extended to a superfunction on ˜SK(n) having the same form.
Let Q1 ∈ ˜SK(n), for n ∈ Z+, be given by
((z1, θ1), ..., (zn−1, θn−1); (A
(0),M (0)), (a
(1)

, A(1),M (1)), ..., (a
(n)

, A(n),M (n))),
and let Q2 = (0, (b
(1)

, B(1), N (1))) be an element of ˜SK(1). Let
(B(1)(a
(i)

), N (1)(a
(i)

)) =
{
(a
(i)

)2jB
(1)
j , (a
(i)

)2j−1N
(1)
j− 12
}
j∈Z+
∈ ∧∞∞.
We define
Q1 i∞0 Q2 =
(
(z1, θ1), ..., (zn−1, θn−1); (A
(0),M (0)), (a
(1)

, A(1),M (1)), ...,
(a
(i−1)

, A(i−1),M (i−1)), (a
(i)

b
(1)

, (A(i),M (i)) ◦ (B(1)(a(i)

), N (1)(a
(i)

))),
(a
(i+1)

, A(i+1),M (i+1)), ..., (a
(n)

, A(n),M (n))
)
∈ ˜SK(n).
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Similarly, for Q3 = ((B
(0), N (0)), (1,0)) ∈ ˜SK(1), we define
Q3 1∞0 Q1 = ((z1, θ1), ..., (zn−1, θn−1); (A(0),M (0)) ◦ (B(0), N (0)),
(a
(1)

, A(1),M (1)), ..., (a
(n)

, A(n),M (n))) ∈ ˜SK(n).
Proposition 4.14. The subsets
˜SK
0
(1) = {(0, (a(1)

, A(1),M (1))) ∈ ˜SK(1)}
and
˜SK
∞
(1) = {((A(0),M (0)), (1,0)) ∈ ˜SK(1)}
with the sewing operation 1∞0 as defined above are groups. If (A,M) ∈
∧∞
∞ and
a ∈ (
∧0
∞)
×, then
t 7→ (0, (at

,0))
t 7→ (0, (1, t(A,M)))
give homomorphisms from the additive group
∧0
∞ to
˜SK
0
(1), and
t 7→ (t(A,M), (1,0))
gives a homomorphism from
∧0
∞ to
˜SK
∞
(1). In addition, we have the subgroups
obtained by setting a
(1)

= 1, A(1) = 0, M (1) = 0, A(0) = 0, or M (0) = 0.
Proof. From the definition of the sewing operation defined above, ˜SK
0
(1)
and ˜SK
∞
(1) are closed under 1∞0 . The identity for both ˜SK0(1) and ˜SK∞(1)
is
e = (0, (1,0)).
In ˜SK
0
(1), the inverse of (0, (a
(1)

, A(1),M (1))) is
(0, ((a
(1)

)−1,−A(1)((a(1)

)−1),−M (1)((a(1)

)−1)),
and in ˜SK
∞
(1), the inverse of ((A(0),M (0)), (1,0)) is ((−A(0),−M (0)), (1,0)).
From the definition of the sewing operation, Proposition 3.15 and equation
(3.34), we have(
0, (at1

, t1(A,M))) 1∞0 (0, (at2 , t2(A,M))
)
=(
0, (at1

at2

, t1(A,M) ◦ t2(A(at1 ),M(at1 )))
)
.
Therefore (
0, (at1

,0)) 1∞0 (0, (at2 ,0)
)
=
(
0, (at1+t2

,0)
)
and
(0, (1, t1(A,M))) 1∞0 (0, (1, t2(A,M))) = (0, (1, (t1 + t2)(A,M))) .
Thus t 7→ (0, (at

,0)) and t 7→ (0, (1, t(A,M)) are homomorphisms from ∧0∞ to
˜SK
0
(1). In addition,
(t1(A,M), (1,0)) 1∞0 (t2(A,M), (1,0)) = (t1(A,M) ◦ t2(A,M), (1,0))
= ((t1 + t2)(A,M), (1,0)) .
Thus t 7→ (t(A,M), (1,0)) is a homomorphism from ∧0∞ to ˜SK∞(1). 
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Remark 4.15. The group ˜SK
0
(1) is isomorphic to the group (
∧0
∞)
× × ∧∞∞
discussed in Remark 3.16 with R =
∧
∞. The group
˜SK
∞
(1) and the subgroup of
˜SK
0
(1) given by {(0, (1, A(1),M (1))) ∈ ˜SK0(1)} are both isomorphic to the sub-
group
∧∞
∞ of (
∧0
∞)
××∧∞∞. The subset (∧0∞)××H is a subgroup of (∧0∞)××∧∞∞
and is isomorphic to the subgroup of all elements of ˜SK
0
(1) with (A(1),M (1)) ∈ H.
This subgroup is also isomorphic to the group of local superconformal transforma-
tions vanishing at 0. Similarly, the subset H is a subgroup of ∧∞∞ isomorphic to
the subgroup of all elements of ˜SK
∞
(1) with (A(0),M (0)) ∈ H. This subgroup is
isomorphic to the group of local superconformal transformations vanishing at ∞.
4.6. The sewing formulas and the convergence of associated series via
the Fischer-Grauert Theorem
For m ∈ Z+, let Q1 ∈ SK(m) be given by(
(z1, θ1), ..., (zm−1, θm−1); (A
(0),M (0)), (a
(1)

, A(1),M (1)), ..., (a
(m)

, A(m),M (m))
)
and for n ∈ N, let Q2 ∈ SK(n) be given by(
(z′1, θ
′
1), ..., (z
′
n−1, θ
′
n−1); (B
(0), N (0)), (b
(1)

, B(1), N (1)), ..., (b
(n)

, B(n), N (n))
)
.
For convenience, we will sometimes denote the puncture at 0 of Q1 by (zm, θm).
Let
H(1)(w, ρ) = exp
(
−
∑
j∈Z+
(
A
(i)
j Lj(w, ρ) +M
(i)
j− 12
Gj− 12 (w, ρ)
))
·
·(a(i)

)−2L0(w,ρ) · (w, ρ)
= Eˆ(a
(i)

, A(i),M (i))(w, ρ),
H(2)(w, ρ) = exp
(∑
j∈Z+
(
B
(0)
j L−j(w, ρ) +N
(0)
j− 12
G−j+ 12 (w, ρ)
))
·
( 1
w
,
iρ
w
)
= E˜(B(0),−iN (0))
( 1
w
,
iρ
w
)
.
Then the local coordinate vanishing at the i-th puncture of the canonical super-
sphere represented by Q1 is H
(1) ◦ s(zi,θi)(w, ρ), and the local coordinate vanishing
at the puncture at∞ of the canonical supersphere represented by Q1 is H(2)(w, ρ).
Recall the standard coordinate atlas for the super-Riemann sphere, SCˆ, given
by {(U∆,∆), (UΥ,Υ)} with coordinate transition given by I = ∆ ◦Υ−1.
Proposition 4.16. The i-th tube of Q1 can be sewn with the 0-th tube of Q2 if
and only if there exist r1, r2 ∈ R+, with r1 > r2 such that the series (H(1))−1(w, ρ)
and (H(2))−1(w, ρ) are absolutely convergent and single-valued in Br10 and B1/r20 r
({0} × (∧∞)S), respectively,
(−zi,−θi), (zk − zi − θkθi, θk − θi) /∈ (H(1))−1(Br10 ),
for k = 1, ...,m− 1, k 6= i, and
0, (z′l, θ
′
l) /∈ (H(2))−1(B1/r20 r ({0} × (
∧
∞)S)),
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for l = 1, ..., n−1. Moreover, in this case, there exist unique bijective superconformal
functions F (1)(w, ρ) and F (2)(w, ρ) defined on
SCˆ r∆−1 ◦ s−1(zi,θi) ◦ (H(1))−1(B¯
r2
0 )
and
U∆ r∆
−1 ◦ (H(2))−1(B¯1/r10 r ({0} × (
∧
∞)S)) ⊂ SCˆ,
respectively, satisfying the normalization conditions:
F
(1)
Υ (0) = 0,(4.28)
lim
w→∞
∂
∂ρ
(F
(1)
∆ )
1(w, ρ) = 1(4.29)
F
(2)
∆ (0) = 0(4.30)
and such that in (H(1) ◦ s(zi,θi))−1(Br10 r B¯r20 ), we have 1
(4.31) F
(1)
∆ (w, ρ) = F
(2)
∆ ◦ (H(2))−1 ◦ I ◦H(1) ◦ s(zi,θi)(w, ρ).
Furthermore, if we let
H
(1)
0 (w, ρ) = E˜(A
(0),−iM (0))
( 1
w
,
iρ
w
)
,
denote the local coordinate of the puncture vanishing at ∞ of the canonical super-
sphere represented by Q1; let
H
(1)
k (w, ρ) = Eˆ(a
(k)

, A(k),M (k))(w, ρ),
so that the local coordinate vanishing at the k-th puncture of the canonical super-
sphere represented by Q1 is given by H
(1)
k ◦ s(zk,θk), for k = 1, ...,m, k 6= i; and
let
H
(2)
l (w, ρ) = Eˆ(b
(l)

, B(l), N (l))(w, ρ),
so that the local coordinate vanishing at the l-th puncture of the canonical super-
sphere represented by Q2 is given by H
(2)
l ◦ s(z′l,θ′l), for l = 1, ..., n; then we have the
following: 2
(1) When i = m, and n > 0, the punctures of the canonical supersphere repre-
sented by Q1 m∞0 Q2 are
∞, F (1)∆ (z1, θ1), ..., F (1)∆ (zm−1, θm−1), F (2)∆ (z′1, θ′1), ..., F (2)∆ (z′n−1, θ′n−1), 0;
1There is a misprint in the analogous nonsuper case given in [H2]. The domain of the sewing
equation in Proposition 3.4.1 in [H2] is (f(1))−1(Br1 r B¯r2 ) + zi, not (f(2))−1(B1/r2 r B¯1/r1 ),
as stated. Corrected, this corresponds to the projection onto the body of s−1
(zi,θi)
◦(H(1))−1(Br10 r
B¯r20 ).
2The analogous nonsuper case to the sewing formulas (1)–(5) are given in [H2] on pp.78–
79 and pp.189–191. However, the functions listed as “local coordinate maps vanishing at the
punctures” are actually the local coordinates normalized to vanish at zero. That is, if we let gk,
for k = 1, ...,m+n− 1, denote the local coordinates vanishing at the puncture zk of the resulting
sewn canonical sphere, in each of the cases (1)–(5) in [H2], the functions listed are g0(1/x),
gk(x+ zk), for k = 1, ...,m+n− 2, and gm+n−1(x) for x a complex variable. However, the actual
formulas given for Q1 i∞0 Q2 ∈ K(m+ n− 1) in Appendix A of [H2] are correct.
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and the local coordinates vanishing at these punctures are
H
(1)
0 ◦ (F (1)∆ )−1(w, ρ),
H
(1)
1 ◦ s(z1,θ1) ◦ (F (1)∆ )−1(w, ρ), ..., H(1)m−1 ◦ s(zm−1,θm−1) ◦ (F (1)∆ )−1(w, ρ),
H
(2)
1 ◦ s(z′1,θ′1) ◦ (F
(2)
∆ )
−1(w, ρ), ..., H
(2)
n−1 ◦ s(z′n−1,θ′n−1) ◦ (F
(2)
∆ )
−1(w, ρ)
H(2)n ◦ (F (2)∆ )−1(w, ρ),
respectively. Thus
Q1 m∞0 Q2
=
(
F
(1)
∆ (z1, θ1), ..., F
(1)
∆ (zm−1, θm−1), F
(2)
∆ (z
′
1, θ
′
1), ..., F
(2)
∆ (z
′
n−1, θ
′
n−1);(
(E˜−1)0(H
(1)
0 ◦ (F (1)∆ )−1 ◦ I−1(w, ρ)), i(E˜−1)1(H(1)0 ◦ (F (1)∆ )−1 ◦ I−1(w, ρ)
)
,
Eˆ−1(H
(1)
1 ◦ s(z1,θ1) ◦ (F (1)∆ )−1 ◦ s−1F (1)∆ (z1,θ1)(w, ρ)), ...,
Eˆ−1(H
(1)
m−1 ◦ s(zm−1,θm−1) ◦ (F (1)∆ )−1 ◦ s−1F (1)∆ (zm−1,θm−1)(w, ρ)),
Eˆ−1(H
(2)
1 ◦ s(z′1,θ′1) ◦ (F
(2)
∆ )
−1 ◦ s−1
F
(2)
∆ (z
′
1,θ
′
1)
(w, ρ)), ...,
Eˆ−1(H
(2)
n−1 ◦ s(z′n−1,θ′n−1) ◦ (F
(2)
∆ )
−1 ◦ s−1
F
(2)
∆ (z
′
n−1,θ
′
n−1)
(w, ρ)),
Eˆ−1(H(2)n ◦ (F (2)∆ )−1(w, ρ))
)
,
(2) When i = m = 1 and n = 0, the canonical supersphere represented by
Q1 1∞0 Q2 has only the one puncture at ∞ with local coordinate given by
(4.32) H
(1)
0 ◦ (F (1)∆ )−1 ◦ s−1(a′,m′)(w, ρ),
where (a′,m′) ∈ ∧∞ is the unique element such that Q1 1∞0 Q2 represents a
canonical supersphere in SK(0), i.e., such that the expansion of (4.32) has even
coefficient of w−2 and odd coefficient of w−1 equal to zero. Thus
Q1 1∞0 Q2 =
(
(E˜−1)0(H
(1)
0 ◦ (F (1)∆ )−1 ◦ s−1(a′,m′) ◦ I−1(w, ρ)),
i(E˜−1)1(H
(1)
0 ◦ (F (1)∆ )−1 ◦ s−1(a′,m′) ◦ I−1(w, ρ))
)
.
(3) When i = m > 1, and n = 0, and writing F
(1)
∆ (zm−1, θm−1) = p ∈
∧
∞, the
punctures of the canonical supersphere represented by Q1 i∞0 Q2 are
∞, sp ◦ F (1)∆ (z1, θ1), ..., sp ◦ F (1)∆ (zm−2, θm−2), 0;
and the local coordinates vanishing at these punctures are
H
(1)
0 ◦ (F (1)∆ )−1 ◦ s−1p (w, ρ),
H
(1)
1 ◦ s(z1,θ1) ◦ (F (1)∆ )−1 ◦ s−1p (w, ρ), ..., H(1)m−2 ◦ s(zm−2,θm−2) ◦ (F (1)∆ )−1 ◦ s−1p (w, ρ)
H
(1)
m−1 ◦ s(zm−1,θm−1) ◦ (F (1)∆ )−1 ◦ s−1p (w, ρ),
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respectively. Thus
Q1 i∞0 Q2 =
(
sp ◦ F (1)∆ (z1, θ1), ..., sp ◦ F (1)∆ (zm−2, θm−2);(
(E˜−1)0(H
(1)
0 ◦(F (1)∆ )−1◦s−1p ◦I−1(w, ρ)), i(E˜−1)1(H(1)0 ◦(F (1)∆ )−1◦s−1p ◦I−1(w, ρ)
)
,
Eˆ−1(H
(1)
1 ◦ s(z1,θ1) ◦ (F (1)∆ )−1 ◦ s−1F (1)∆ (z1,θ1)(w, ρ)), ...,
Eˆ−1(H
(1)
m−2 ◦ s(zm−2,θm−2) ◦ (F (1)∆ )−1 ◦ s−1F (1)∆ (zm−2,θm−2)(w, ρ)),
Eˆ−1(H
(1)
m−1 ◦ s(zm−1,θm−1) ◦ (F (1)∆ )−1 ◦ s−1p (w, ρ))
)
(4) When i < m and n 6= 0, writing F (1)∆ (0) = p ∈
∧
∞, the punctures of the
canonical supersphere represented by Q1 i∞0 Q2 are
∞, sp ◦ F (1)∆ (z1, θ1), ..., sp ◦ F (1)∆ (zi−1, θi−1), sp ◦ F (2)∆ (z′1, θ′1), ...,
sp ◦ F (2)∆ (z′n−1, θ′n−1),−F (1)∆ (0), sp ◦ F (1)∆ (zi+1, θi+1), ...,
sp ◦ F (1)∆ (zm−1, θm−1), 0;
and the local coordinates vanishing at these punctures are
H
(1)
0 ◦ (F (1)∆ )−1 ◦ s−1p (w, ρ),
H
(1)
1 ◦ s(z1,θ1) ◦ (F (1)∆ )−1 ◦ s−1p (w, ρ), ..., H(1)i−1 ◦ s(zi−1,θi−1) ◦ (F (1)∆ )−1 ◦ s−1p (w, ρ),
H
(2)
1 ◦ s(z′1,θ′1) ◦ (F
(2)
∆ )
−1 ◦ s−1p (w, ρ), ..., H(2)n−1 ◦ s(z′n−1,θ′n−1) ◦ (F
(2)
∆ )
−1 ◦ s−1p (w, ρ),
H(2)n ◦ (F (2)∆ )−1 ◦ s−1p (w, ρ),
H
(1)
i+1 ◦ s(zi+1,θi+1) ◦ (F (1)∆ )−1 ◦ s−1p (w, ρ), ...,
H
(1)
m−1 ◦ s(zm−1,θm−1) ◦ (F (1)∆ )−1 ◦ s−1p (w, ρ),
H(1)m ◦ (F (1)∆ )−1 ◦ s−1p (w, ρ),
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respectively. Thus
Q1 i∞0 Q2 =
(
sp ◦ F (1)∆ (z1, θ1), ..., sp ◦ F (1)∆ (zi−1, θi−1), sp ◦ F (2)∆ (z′1, θ′1), ...,
sp ◦ F (2)∆ (z′n−1, θ′n−1),−F (1)∆ (0), sp ◦ F (1)∆ (zi+1, θi+1), ...,
sp ◦ F (1)∆ (zm−1, θm−1);
(
(E˜−1)0(H
(1)
0 ◦ (F (1)∆ )−1 ◦ s−1p ◦ I−1(w, ρ)),
i(E˜−1)1(H
(1)
0 ◦ (F (1)∆ )−1 ◦ s−1p ◦ I−1(w, ρ)
)
,
Eˆ−1(H
(1)
1 ◦ s(z1,θ1) ◦ (F (1)∆ )−1 ◦ s−1F (1)∆ (z1,θ1)(w, ρ)), ...,
Eˆ−1(H
(1)
i−1 ◦ s(zi−1,θi−1) ◦ (F (1)∆ )−1 ◦ s−1F (1)∆ (zi−1,θi−1)(w, ρ)),
Eˆ−1(H
(2)
1 ◦ s(z′1,θ′1) ◦ (F
(2)
∆ )
−1 ◦ s−1
F
(2)
∆ (z
′
1,θ
′
1)
(w, ρ)), ...,
Eˆ−1(H
(2)
n−1 ◦ s(z′n−1,θ′n−1) ◦ (F
(2)
∆ )
−1 ◦ s−1
F
(2)
∆ (z
′
n−1,θ
′
n−1)
(w, ρ)),
Eˆ−1(H(2)n ◦ (F (2)∆ )−1(w, ρ)),
Eˆ−1(H
(1)
i+1 ◦ s(zi+1,θi+1) ◦ (F (1)∆ )−1 ◦ s−1F (1)∆ (zi+1,θi+1)(w, ρ)), ...,
Eˆ−1(H
(1)
m−1 ◦ s(zm−1,θm−1) ◦ (F (1)∆ )−1 ◦ s−1F (1)∆ (zm−1,θm−1)(w, ρ)),
Eˆ−1(H(1)m ◦ (F (1)∆ )−1 ◦ s−1p (w, ρ))
)
.
(5) When i < m and n = 0, writing F
(1)
∆ (0) = p ∈
∧
∞, the punctures of the
canonical supersphere represented by Q1 i∞0 Q2 are
∞, sp ◦ F (1)∆ (z1, θ1), ..., sp ◦ F (1)∆ (zi−1, θi−1), sp ◦ F (1)∆ (zi+1, θi+1), ...,
sp ◦ F (1)∆ (zm−1, θm−1), 0;
and the local coordinates vanishing at these punctures are
H
(1)
0 ◦ (F (1)∆ )−1 ◦ s−1p (w, ρ),
H
(1)
1 ◦ s(z1,θ1) ◦ (F (1)∆ )−1 ◦ s−1p (w, ρ), ..., H(1)i−1 ◦ s(zi−1,θi−1) ◦ (F (1)∆ )−1 ◦ s−1p (w, ρ),
H
(1)
i+1 ◦ s(zi+1,θi+1) ◦ (F (1)∆ )−1 ◦ s−1p (w, ρ), ...,
H
(1)
m−1 ◦ s(zm−1,θm−1) ◦ (F (1)∆ )−1 ◦ s−1p (w, ρ),
H(1)m ◦ (F (1)∆ )−1 ◦ s−1p (w, ρ),
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respectively. Thus
Q1 i∞0 Q2 =
(
sp ◦ F (1)∆ (z1, θ1), ..., sp ◦ F (1)∆ (zi−1, θi−1), sp ◦ F (1)∆ (zi+1, θi+1), ...,
sp ◦ F (1)∆ (zm−1, θm−1);
(
(E˜−1)0(H
(1)
0 ◦ (F (1)∆ )−1 ◦ s−1p ◦ I−1(w, ρ)),
i(E˜−1)1(H
(1)
0 ◦ (F (1)∆ )−1 ◦ s−1p ◦ I−1(w, ρ)
)
,
Eˆ−1(H
(1)
1 ◦ s(z1,θ1) ◦ (F (1)∆ )−1 ◦ s−1F (1)∆ (z1,θ1)(w, ρ)), ...,
Eˆ−1(H
(1)
i−1 ◦ s(zi−1,θi−1) ◦ (F (1)∆ )−1 ◦ s−1F (1)∆ (zi−1,θi−1)(w, ρ)),
Eˆ−1(H
(1)
i+1 ◦ s(zi+1,θi+1) ◦ (F (1)∆ )−1 ◦ s−1F (1)∆ (zi+1,θi+1)(w, ρ)), ...,
Eˆ−1(H
(1)
m−1 ◦ s(zm−1,θm−1) ◦ (F (1)∆ )−1 ◦ s−1F (1)∆ (zm−1,θm−1)(w, ρ)),
Eˆ−1(H(1)m ◦ (F (1)∆ )−1 ◦ s−1p (w, ρ))
)
.
Proof. If the i-th tube of Q1 can be sewn with the 0-th tube of Q2, then by
definition there exist r1, r2 ∈ R+ satisfying r1 > r2 and DeWitt open neighborhoods
U
(1)
i and U
(2)
0 of (zi, θi) ∈ Q1 and (∞, 0) ∈ Q2, respectively, such that: (zi, θi) and
(∞, 0) are the only punctures in U (1)i and U (2)0 , respectively; H(1) ◦ s(zi,θi)(w, ρ)
and H(2)(w, ρ) are convergent in U
(1)
i and U
(2)
0 , respectively; and B¯r10 ⊂ H(1) ◦
s(zi,θi)(U
(1)
i ) and B¯1/r20 ⊂ H(2)(U (2)0 ). The positive numbers r1 and r2 satisfy all
the properties needed. Conversely, if there exist r1, r2 ∈ R+, with r1 > r2 such
that (H(1))−1(w, ρ) and (H(2))−1(w, ρ) are convergent and single-valued in Br10
and B1/r20 r ({0} × (
∧
∞)S), respectively,
(−zi,−θi), (zk − zi − θkθi, θk − θi) /∈ (H(1))−1(Br10 ),
for k = 1, ...,m− 1, k 6= i, and
0, (z′l, θ
′
l) /∈ (H(2))−1(B1/r20 r ({0} × (
∧
∞)S)),
for l = 1, ..., n− 1, then we can choose r to be any positive number between r1 and
r2, and we can let
U
(1)
i = s
−1
(zi,θi)
◦ (H(1))−1(Br10 )
and
U
(2)
0 = (H
(2))−1(B1/r20 ).
By assumption, (zi, θi) and (∞, 0) are the only punctures in U (1)i and U (2)0 , respec-
tively. In addition,
B¯r0 ⊂ Br10 = H(1) ◦ s(zi,θi)(U (1)i )
and
B¯1/r0 ⊂ B1/r20 = H(2)(U (2)0 ).
Thus the i-th tube of Q1 can be sewn with the 0-th tube of Q2. This finishes the
first statement of the proposition.
Now assume that the m-th tube of Q1 can be sewn with the 0-th tube of Q2
and n > 0. By the definition of the sewing operation, the canonical supersphere
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Q1 m∞0 Q2 is in the same superconformal equivalence class as the supersphere
with tubes
(4.33)
(
S; p0, p1, ..., pm+n−1; (U0,Ω0), ..., (Um+n−1,Ωm+n−1)
)
where the supersphere S is given by the local coordinate system
{(W (1), R(1)), (W (2), R(2))}
with the coordinate transition function given by
R(2) ◦ (R(1))−1(w, ρ) = (H(2))−1 ◦ I ◦H(1) ◦ s(zi,θi)(w, ρ)
for (w, ρ) ∈ R(1)(W (1) ∩W (2)) such that
R(1)(W (1)) = SCˆ r s−1(zi,θi) ◦ (H(1))−1(B¯
r2
0 )
R(2)(W (2)) =
∧
∞ r (H
(2))−1(B¯1/r10 );
p0, ..., pm−1 ∈ W (1), with coordinates ∞, (z1, θ1), ..., (zm−1, θm−1), respectively;
pm, ..., pm+n−1 ∈ W (2), with coordinates (z′1, θ′1), ..., (z′n−1, θ′n−1), 0, respectively;
in terms of the coordinate (w, ρ) = R(1)(p) for p ∈ W (1),
Ωk(p) = H
(1)
k ◦ s(zk,θk)(w, ρ), for k = 0, ...,m− 1;
and in terms of the coordinate (w, ρ) = R(2)(p) for p ∈W (2),
Ωm−1+l(p) = H
(2)
l ◦ s(z′l,θ′l)(w, ρ), for l = 1, ..., n− 1.
By Proposition 2.15, there exists a superconformal equivalence F from this super-
sphere with tubes to some canonical supersphere with tubes
(4.34)
(
SCˆ; Υ−1(0),∆−1(x1, ϕ1), .....,∆
−1(xm+n−2, ϕm+n−2),∆
−1(0);
(∆−1(Br′0∞) ∪Υ−1({0} × (∧∞)S), H0), (∆−1(Br′1x1), H1 ◦∆), ...,
(∆−1(Br
′
m+n−2
xm+n−2), Hm+n−2 ◦∆), (∆−1(Br
′
m+n−1
0 ), Hm+n−1 ◦∆)
)
.
Let
F
(1)
∆ (w, ρ) = F ◦ (R(1))−1(w, ρ)
for (w, ρ) ∈ R(1)(W (1)), and let
F
(2)
∆ (w, ρ) = F ◦ (R(2))−1(w, ρ)
for (w, ρ) ∈ R(2)(W (2)). Then in W (1) ∩W (2), we have
(4.35) F
(1)
∆ ◦R(1)(p) = F (2)∆ ◦R(2)(p).
It is clear that we can choose F (1) and F (2) to satisfy (4.28) – (4.30). On the other
hand, for p ∈ W (1) ∩W (2),
(4.36) R(2)(p) = (H(2))−1 ◦ I ◦H(1) ◦ s(zi,θi) ◦R(1)(p).
By (4.35) and (4.36), F (1) and F (2) satisfy (4.31). The formula in case (1) fol-
lows immediately from the relation between canonical superspheres and elements
of SK(m + n − 1). This finishes the proof for case (1) i = m and n > 0 up to
uniqueness of F (1) and F (2). Cases (2) – (5) are proved similarly.
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To prove that F (1) and F (2) are unique, assume that there exists another pair
of functions F˜ (1) and F˜ (2) which also satisfy (4.28) – (4.31). If we define
F˜ (p) =
{
F˜
(1)
∆ ◦R(1)(p) for p ∈ W (1),
F˜
(2)
∆ ◦R(2)(p) for p ∈ W (2),
then F˜ is a superconformal equivalence from the supersphere with tubes (4.33) to
a canonical supersphere with tubes. Thus F˜ ◦F−1 is a superconformal equivalence
from one canonical supersphere with tubes to another canonical supersphere with
tubes. By Corollary 2.22, we see that F˜ ◦ F−1 must be the identity map, or
equivalently F˜ = F . Therefore F˜ (1) = F (1) and F˜ (2) = F (2). This proves the
uniqueness of F (1) and F (2). 
Note that
s(z,θ)(w, ρ) = exp
(
zL−1(w, ρ) + θG− 12 (w, ρ)
) · (w, ρ).
Thus using the formal solution to the sewing equation given in Chapter 3 to express
the components of the uniformizing function formally as
F
(1)
∆ (x, ϕ) = F¯
(1) ◦ s(zi,θi)(x, ϕ)
∣∣∣
(α
1/2
0 ,A,M,B,N )=(a
(i)

,A(i),M(i),B(0),N(0))
F
(2)
∆ (x, ϕ) = F¯
(2)(x, ϕ)
∣∣∣
(α
1/2
0 ,A,M,B,N )=(a
(i)

,A(i),M(i),B(0),N(0))
,
we see that formally all the terms in the sewing formulas given in Proposition
4.16 can be expressed in terms of infinitesimal superconformal transformations. In
order to use the formal solution as an actual analytic and geometric solution, we
need to show that the power series expansions of F
(1)
∆ and F
(2)
∆ converge and are
equal to F¯ (1) ◦ s(zi,θi) and F¯ (2), respectively, evaluated at (α1/20 ,A,M,B,N ) =
(a
(i)

, A(i),M (i), B(0), N (0)). The absolute convergence of these series is equivalent
to the absolute convergence of the x and ϕ coefficients of
F¯
(1)
Q1,Q2,t1/2
(x, ϕ) = exp
(∑
j∈Z+
(
Ψ−j(t
− 12 a
(i)

, A(i),M (i), B(0), N (0))L−j(x, ϕ)
+ Ψ−j+ 12 (t
− 12 a
(i)

, A(i),M (i), B(0), N (0))G−j+ 12 (x, ϕ)
))
· (x, ϕ)
and
F¯
(2)
Q1,Q2,t1/2
(x, ϕ) = exp
(
−Ψ0(t− 12 a(i) , A(i),M (i), B(0), N (0))2L0(x, ϕ)
)
·
· (a(i)

)2L0(x,ϕ) · exp
(
−
∑
j∈Z+
(
Ψj(t
− 12 a
(i)

, A(i),M (i), B(0), N (0))Lj(x, ϕ)
+ Ψj− 12 (t
− 12 a
(i)

, A(i),M (i), B(0), N (0))Gj− 12 (x, ϕ)
))
· (x, ϕ)
as power series in the complex variable t1/2 for |t1/2| ≤ 1.
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Define
Q1(t
1
2 ) =
(
(z1, θ1), ..., (zm−1, θm−1); (A
(0),M (0)), ..., (a
(i−1)

, A(i−1),M (i−1)),
(t−
1
2 a
(i)

, A(i),M (i)), (a
(i+1)

, A(i+1),M (i+1)), ..., (a
(m)

, A(m),M (m))
)
,
and apply Proposition 4.16 to Q2 sewn into the i-th puncture of Q1(t
1/2) for
0 < |t1/2| ≤ 1. Denote the two functions F (1) and F (2) giving the canonical
supersphere in this case by F
(1)
t1/2
and F
(2)
t1/2
, respectively. If we can prove that the
expansion coefficients of ∆ ◦F (1)
t1/2
◦∆−1 = F (1)
t1/2,∆
and ∆ ◦F (2)
t1/2
◦∆−1 = F (2)
t1/2,∆
as
analytic functions in w and ρ are analytic in t1/2 for |t1/2| ≤ 1, and their expan-
sions as Laurent series in t1/2 are equal to the corresponding x and ϕ coefficients
of F¯
(1)
Q1,Q2,t1/2
◦ s(zi,θi)(x, ϕ) and F¯ (2)Q1,Q2,t1/2(x, ϕ), respectively, then these x and ϕ
coefficients of F¯
(1)
Q1,Q2,t1/2
◦ s(zi,θi)(x, ϕ) and F¯ (2)Q1,Q2,t1/2(x, ϕ) are absolutely conver-
gent for |t1/2| ≤ 1. In particular, taking t1/2 = 1, we would have that each x and
ϕ coefficient of F¯
(1)
Q1,Q2
◦ s(zi,θi)(x, ϕ) and F¯ (2)Q1,Q2(x, ϕ) is absolutely convergent to
the corresponding w and ρ coefficients of F
(1)
∆ and F
(2)
∆ .
Remark 4.17. Since by Theorem 3.26, F¯
(1)
Q1,Q2
(x, ϕ) and F¯
(2)
Q1,Q2
(x, ϕ) depend
algebraically on
H
(1)
a
1/2

,A,M
(x, ϕ)
= exp
(
−
∑
j∈Z+
(
AjLj(x, ϕ) +Mj− 12Gj−
1
2
(x, ϕ)
))
· (a 12

)−2L0(x,ϕ) · (x, ϕ)
and
H
(2)
B,N(x, ϕ) = exp
(∑
j∈Z+
(
BjL−j(x, ϕ) +Nj− 12G−j+
1
2
(x, ϕ)
))
·
( 1
x
,
iϕ
x
)
,
and are determined uniquely by the formal sewing equation and formal boundary
conditions, the convergence described above and proved below implies that F (1) and
F (2) depend algebraically on the local coordinate mapsH(1)(w, ρ) andH(2)(w−zi−
ρθi, ρ− θi) in the sense that the formal series obtained from the expansions of F (1)
and F (2) depend algebraically on the formal series obtained from the expansions
of H(1)(w, ρ) and H(2)(w − zi − ρθi, ρ − θi). In addition, we see that F (1) and
F (2) are determined directly and explicitly by the sewing equation, normalization
conditions, boundary conditions and the algebraic dependency on H(1)(w, ρ) and
H(2)(w−zi−ρθi, ρ−θi). Thus a consequence of the convergence result below is the
answers to the questions posed at the end of Section 2.6 regarding the dependency
of the uniformizing function on the local coordinates.
We follow the argument in [H2] using a theorem proved by Fischer and Grauert
[FG] in the deformation theory of complex manifolds to prove the analyticity in
t1/2. However, the supersphere Q1(t
1/2) i∞0 Q2 is of course an infinite-dimensional
non-compact complex manifold, and the Fischer-Grauert Theorem only applies to
finite-dimensional compact manifolds, e.g., the body of this supersphere. But we do
have that Q1(t
1/2) i∞0 Q2 is a fiber bundle over the body, with fiber isomorphic to
(
∧
∞)S , and we can define two families of global sections for each (wS , ρ) ∈ (
∧
∞)S
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such that each section is complex analytically isomorphic to the Riemann sphere.
We can then apply the Fischer-Grauert Theorem to each section and analyze the
behavior in t1/2. This will allow us to prove certain analyticity properties of the
uniformizing function Ft1/2 for 0 < |t1/2| ≤ 1, on each section. The sections that
we will define completely cover the fiber bundle that the canonical supersphere
represented by Q1(t
1/2) i∞0 Q2 defines in such a way as to give the analyticity of
the uniformizing function Ft1/2 for 0 < |t1/2| ≤ 1 on the entire supersphere. We
will then analyze the nature of the singularity at t1/2 = 0 of the components of the
uniformizing function F
(1)
t1/2,∆
(w, ρ) and F
(2)
t1/2,∆
(w, ρ) and expand each function as
a Laurent series in w, ρ and t1/2. We then show that the formal series correspond-
ing to these expansions with (w, ρ) replaced by (x, ϕ) are the same as the formal
series F¯
(1)
Q1,Q2,t1/2
◦ s(zi,θi)(x, ϕ) and F¯ (2)Q1,Q2,t1/2(x, ϕ), respectively. This proves the
analyticity and convergence of the series Ψj(t
− 12 a,A,M,B,N), for j ∈ 12Z and
|t 12 | ≤ 1.
Now we present a brief description of the Fischer-Grauert Theorem following
[H2]. Let D be a connected complex manifold, and let M = {Mt | t ∈ D} be a
family of compact complex manifolds parameterized by t ∈ D. We say that Mt
depends holomorphically (or complex analytically) on t and that M = {Mt | t ∈ D}
forms a complex analytic family if there is a complex manifoldM and a holomorphic
map ω¯ from M onto D such that
(i) ω¯−1(t) =Mt for each t ∈ D, and
(ii) the rank of the Jacobian of ω¯ is equal to the complex dimension of D at
each point of M.
If each point t ∈ D has a neighborhood ∆t such that ω¯−1(∆t) is complex
analytically isomorphic to Mt ×∆t and the diagram
ω¯−1(∆t)
∼−→ Mt ×∆tyω¯ yproj.
∆t −→ ∆t
is commutative, then we say that M = {Mt | t ∈ D} is locally trivial (complex
analytically).
Theorem 4.18. (Fischer-Grauert) If for all t ∈ D, the Mt’s are complex ana-
lytically isomorphic, then M is locally trivial.
The proof of this theorem can be found in [FG].
Next we construct two sets of global sections for the super-Riemann sphere SCˆ
viewed as a fiber bundle over the Riemann sphere C∪∞ = SCˆB. Recall that SCˆ is
given by the superconformal coordinate atlas {(U∆,∆), (UΥ,Υ)} with coordinate
transition function ∆ ◦Υ−1 = I, and the Riemann sphere can then be represented
by the coordinate atlas {((U∆)B ,∆B), ((UΥ)B,ΥB)}. For (wS , ρ) ∈ (
∧
∞)S define
the global section σ(wS ,ρ) : SCˆB → SCˆ by
(4.37) σ(wS ,ρ)(pB) =
{
∆−1(∆B(pB) + wS , ρ) for pB ∈ (U∆)B,
Υ−1(0) for pB /∈ (U∆)B.
Similarly, for (wS , ρ) ∈ (
∧
∞)S define the global section τ(wS ,ρ) : SCˆB → SCˆ by
(4.38) τ(wS ,ρ)(pB) =
{
Υ−1(ΥB(pB) + wS , ρ) for pB ∈ (UΥ)B,
∆−1(0) for pB /∈ (UΥ)B.
4.6. THE SEWING FORMULAS AND CONVERGENCE 115
Then for (wS , ρ) ∈ (
∧
∞)S , the spaces σ(wS ,ρ)(SCˆB) and τ(wS ,ρ)(SCˆB) each define
Riemann spheres. Note that if M is any genus zero superconformal manifold with
uniformizing function F : M −→ SCˆ, for each (wS , ρ) ∈ (
∧
∞)S , we have the
global sections of the fiber bundle M given by F−1 ◦ σ(wS ,ρ) ◦FB :MB −→M and
F−1 ◦ τ(wS ,ρ) ◦ FB : MB −→M .
For Q1 ∈ SK(m) and Q2 ∈ SK(n) as in Proposition 4.16, and
Q1(t
1
2 ) =
(
(z1, θ1), ..., (zm−1, θm−1); (A
(0),M (0)), ..., (a
(i−1)

, A(i−1),M (i−1)),
(t−
1
2 a
(i)

, A(i),M (i)), (a
(i+1)

, A(i+1),M (i+1)), ..., (a(m), A(m),M (m))
)
,
define
H
(1)
t1/2
(x, ϕ) = Eˆ(t−
1
2 a
(i)

, A(i),M (i))(x, ϕ).
Since the i-th tube of Q1 can be sewn with the 0-th tube of Q2, it is easy to see from
Proposition 4.16 that the i-th tube of Q1(t
1/2) can be also be sewn with the 0-th
tube of Q2 when 0 < |t1/2| < r for some r > 1. By Proposition 4.16, for any such
t1/2 there exist r1(t
1/2), r2(t
1/2) ∈ R+ satisfying r1(t1/2) > r2(t1/2) and bijective
superconformal functions F
(1)
t1/2
and F
(2)
t1/2
on SCˆr∆−1◦s−1(zi,θi)◦(H
(1)
t1/2
)−1(B¯r2(t1/2)0 ),
and U∆r∆
−1 ◦ (H(2)
t1/2
)−1(B¯1/r1(t1/2)0 r ({0}× (
∧
∞)S)), respectively, such that the
conclusion of Proposition 4.16 holds if we replace Q1, H
(1), r1, r2, F
(1), and F (2)
by Q1(t
1/2), H
(1)
t1/2
, r1(t
1/2), r2(t
1/2), F
(1)
t1/2
, and F
(2)
t1/2
, respectively. Denote r1(1)
and r2(1) by r1 and r2, respectively. From the definition of H
(1)
t1/2
, it is clear that
we can choose r1(t
1/2) = r1 and r2(t
1/2) = r2 for all t
1/2.
Proposition 4.19. There exist r ∈ R, r > 1 such that the superconformal su-
perfunctions F
(1)
t1/2
and F
(2)
t1/2
are analytic in t1/2 for 0 < |t1/2| < r. Furthermore, the
singularity at t1/2 = 0 is a removable singularity of F
(1)
t1/2,∆
(w, ρ) and F
(2)
t1/2,∆
(w, ρ),
and writing
F
(2)
t1/2,∆
(w, ρ) =
(
(F
(2)
t1/2,∆
(w, ρ))0, (F
(2)
t1/2,∆
(w, ρ))1
)
∈ ∧0∞⊕∧1∞
we have that t1/2 = 0 is a second-order zero of (F
(2)
t1/2,∆
(w, ρ))0 and a first-order
zero of (F
(2)
t1/2,∆
(w, ρ))1.
Proof. Q1(t
1/2) i∞0 Q2 is represented by a supersphere with tubes Mt1/2
given by the local coordinate system
{(W (1)
t1/2
, R
(1)
t1/2
), (W
(2)
t1/2
, R
(2)
t1/2
)}
with the coordinate transition function given by
(4.39) R
(2)
t1/2
◦ (R(1)
t1/2
)−1(w, ρ) = (H(2))−1 ◦ I ◦H(1)
t1/2
◦ s(zi,θi)(w, ρ)
for (w, ρ) ∈ R(1)
t1/2
(W
(1)
t1/2
∩W (2)
t1/2
) such that
R
(1)
t1/2
(W
(1)
t1/2
) = SCˆ r∆−1 ◦ s−1(zi,θi) ◦ (H
(1)
t1/2
)−1(B¯r20 )
and
R
(2)
t1/2
(W
(2)
t1/2
) = U∆ r∆
−1 ◦ (H(2))−1(B¯1/r10 r ({0} × (
∧
∞)S)) = R
(2)(W (2))
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We know that for each t1/2 the coordinate transition function (H(2))−1 ◦ I ◦H(1)
t1/2
◦
s(zi,θi)(w, ρ) is superconformal.
From the uniformizing function at t1/2 = 1, i.e., for F = F1 : M1 −→ SCˆ, we
have the global sections ofM1 given by F
−1
1 ◦σ(wS,ρ)◦(F1)B and F−11 ◦τ(wS,ρ)◦(F1)B,
for each (wS , ρ) ∈ (
∧
∞)S . Letting t
1/2 vary, we obtain global sections we denote
by
σ(wS ,ρ),t1/2 : (Mt1/2)B → Mt1/2
τ(wS ,ρ),t1/2 : (Mt1/2)B → Mt1/2 ,
respectively. Then defining
M
σ(wS ,ρ)
t1/2
= σ(wS ,ρ),t1/2((Mt1/2)B)
M
τ(wS,ρ)
t1/2
= τ(wS ,ρ),t1/2((Mt1/2)B),
we have that M
σ(wS ,ρ)
t1/2
and M
τ(wS,ρ)
t1/2
are genus zero compact complex manifolds.
Let
W
(k)
t1/2,σ(wS ,ρ)
= (R
(k)
t1/2
)−1 ◦ σ(wS ,ρ),t1/2(W (k)t1/2,B)
for k = 1, 2, and let R
(k)
t1/2,σ(wS ,ρ)
: W
(k)
t1/2,σ(wS ,ρ)
→ ∧∞ be the restriction of R(k)t1/2
to W
(k)
t1/2,σ(wS ,ρ)
, for k = 1, 2. Then{(
W
(1)
t1/2,σ(wS ,ρ)
, R
(1)
t1/2,σ(wS ,ρ)
)
,
(
W
(2)
t1/2,σ(wS ,ρ)
, R
(2)
t1/2,σ(wS ,ρ)
)}
is a coordinate system for M
σ(wS ,ρ)
t1/2
, with coordinate transition function given by
R
(2)
t1/2,σ(wS ,ρ)
◦ (R(1)
t1/2,σ(wS ,ρ)
)−1(w, ρ) = (H(2))−1 ◦ I ◦H(1)
t1/2
◦ s(zi,θi)(w, ρ)
for (w, ρ) ∈ R(1)
t1/2,σ(wS ,ρ)
(W
(1)
t1/2,σ(wS ,ρ)
∩W (2)
t1/2,σ(wS ,ρ)
). It is clear that M
σ(wS ,ρ)
t1/2
is
complex analytically isomorphic to (Mt1/2)B .
Let Dr = {t1/2 ∈ C | 0 < |t1/2| < r, −π/2 < arg t1/2 ≤ π/2} for r ∈ R+
and let D˜r = {t1/2 ∈ C | 0 < |t1/2| < r, π/2 < arg t1/2 ≤ 3π/2}. Consider
Mσ(wS ,ρ) = {Mσ(wS,ρ)
t1/2
| t1/2 ∈ Dr} and M˜σ(wS ,ρ) = {Mσ(wS,ρ)t1/2 | t1/2 ∈ D˜r}. In
[H2], Huang uses the Fischer-Grauert Theorem on the body component Mσ(0) to
prove that it is locally trivial in t, for 0 < |t| < r. We will follow this argument
in the more general case of Mσ(wS ,ρ) and M˜σ(wS ,ρ) to prove that they are both
locally trivial in t1/2 for all (wS , ρ) ∈ (
∧
∞)S . The reason we split the domain
of t1/2 into Dr and D˜r is that we will need certain bijective properties to form a
manifold from the family Mσ(wS ,ρ), and thus have to restrict the domain of t1/2
in order to insure that there is no double cover in the t1/2 coordinate. We will
then use the local triviality properties of Mσ(wS ,ρ) and M˜σ(wS ,ρ) to show that F
(1)
t1/2
and F
(2)
t1/2
restricted to the sections M
σ(wS ,ρ)
t1/2
are analytic in t1/2 for 0 < |t1/2| < r.
Using the family of sections τ(wS ,ρ) instead of σ(wS ,ρ), the analogous argument for
Mτ(wS,ρ) and M˜τ(wS,ρ) shows that they are also locally trivial in t1/2. Then the
analogous argument can be used to prove that F
(1)
t1/2
and F
(2)
t1/2
restricted to the
sections M
τ(wS,ρ)
t1/2
are analytic in t1/2 for 0 < |t1/2| < r. This will allow us to
conclude that F
(1)
t1/2
and F
(2)
t1/2
themselves are analytic in t1/2 for 0 < |t1/2| < r.
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Let Mσ(wS ,ρ) =
⋃
t1/2∈Dr
M
σ(wS ,ρ)
t1/2
. Let
U
(1)
σ(wS ,ρ)
=
⋃
t
1
2 ∈Dr
W
(1)
t1/2,σ(wS ,ρ)
,
U
(2)
σ(wS ,ρ)
=
⋃
t
1
2 ∈Dr
W
(2)
t1/2,σ(wS ,ρ)
.
Then Mσ(wS ,ρ) = U
(1)
σ(wS ,ρ)
∪ U (2)σ(wS ,ρ). Let
V
(1)
σ(wS ,ρ)
=
{
(wB , t
1
2 ) ∈ C2 | t 12 ∈ Dr, wB ∈ πB ◦R(1)t1/2,σ(wS ,ρ)(W
(1)
t1/2,σ(wS ,ρ)
)
}
,
and
V
(2)
σ(wS ,ρ)
=
{
(wB , t
1
2 ) ∈ C2 | t 12 ∈ Dr, wB ∈ πB ◦R(2)t1/2,σ(wS ,ρ)(W
(2)
t1/2,σ(wS ,ρ)
)
}
.
Obviously V
(k)
σ(wS ,ρ)
is an open set in C2 for k = 1, 2. We define
β
(k)
σ(wS ,ρ)
: U
(k)
σ(wS ,ρ)
−→ V (k)σ(wS ,ρ)
p 7→ (πB ◦R(k)t1/2,σ(wS ,ρ)(p), t
1
2 )
for p ∈W (k)
t1/2,σ(wS ,ρ)
. It is clear that the β
(k)
σ(wS ,ρ)
are bijections. Thus{
(U
(k)
σ(wS ,ρ)
, β
(k)
σ(wS ,ρ)
)
}
k=1,2
is a local coordinate system for Mσ(wS ,ρ) with the coordinate transition function
given by
β
(2)
σ(wS ,ρ)
◦ (β(1)σ(wS ,ρ))−1(wB, t
1
2 ) =
(
R
(2)
t1/2,σ(wS ,ρ)
◦ (R(1)
t1/2,σ(wS ,ρ)
)−1(wB), t
1
2
)
for wB ∈ β(2)σ(wS ,ρ)(U
(1)
σ(wS ,ρ)
∩ U (2)σ(wS ,ρ)).
This gives a complex manifold structure to Mσ(wS ,ρ). It is clear that the
projection from Mσ(wS ,ρ) to Dr is complex analytic and the rank of the Jacobian
is one. Thus Mσ(wS ,ρ) = {Mσ(wS ,ρ)
t1/2
| t1/2 ∈ Dr} is a complex analytic family.
Since all the M
σ(wS ,ρ)
t1/2
are complex analytically isomorphic to SCˆB = C ∪ {∞},
they are all complex analytically isomorphic to each other. By the Fischer-Grauert
Theorem, Mσ(wS ,ρ) is locally trivial for each (wS , ρ) ∈ (Λ∞)S . Thus given a section
σt1/2(wS , ρ), for every t
1/2
0 ∈ Dr, there exists a neighborhood of t1/20 , denoted
∆
σ(wS ,ρ)
t
1/2
0
⊂ Dr, such that complex analytically⋃
t1/2∈∆
σ(wS,ρ)
t
1/2
0
M
σ(wS ,ρ)
t1/2
∼=Mσ(wS,ρ)
t
1/2
0
×∆σ(wS ,ρ)
t
1/2
0
.
Thus there exist complex analytic isomorphisms
γ
σ(wS ,ρ)
t1/2
: M
σ(wS,ρ)
t1/2
−→Mσ(wS ,ρ)
t
1/2
0
for any t1/2 ∈ ∆σ(wS ,ρ)
t
1/2
0
such that if we use the local coordinates of M
σ(wS ,ρ)
t1/2
and
M
σ(wS ,ρ)
t
1/2
0
to express γ
σ(wS ,ρ)
t1/2
, then γ
σ(wS ,ρ)
t1/2
is also analytic in t1/2.
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For every M
σ(wS ,ρ)
t1/2
, we already have a superconformal isomorphism F
σ(wS ,ρ)
t1/2
from M
σ(wS ,ρ)
t1/2
to σ(wS ,ρ)(SCˆB) given by
F
σ(wS ,ρ)
t1/2
(p) =


F
(1)
t1/2
(p) for p ∈ W (1)
t1/2,σ(wS ,ρ)
,
F
(2)
t1/2
(p) for p ∈ W (2)
t1/2,σ(wS ,ρ)
.
For a ∈ (∧0∞)×, define the superprojective transformation Ta : SCˆ −→ SCˆ by
(2.23) and
(Ta)∆ :
∧
∞ −→
∧
∞
(w, ρ) 7→ (a2w, aρ).
Choose a point (w0)B ∈ C×. We can always find some function ασ(wS ,ρ)(t1/2) 6= 0
from ∆
σ(wS ,ρ)
t
1/2
0
to C× such that in terms of the coordinate atlas {(U∆,∆), (UΥ,Υ)}
of SCˆ restricted to the section σ(wS , ρ)(SCˆB), the function
∆ ◦ T
ασ(wS,ρ)(t
1/2
0 )
◦ F σ(wS ,ρ)
t
1/2
0
◦ γσ(wS ,ρ)
t1/2
◦ (F σ(wS ,ρ)
t1/2
)−1 ◦ T−1
ασ(wS,ρ)(t1/2)
◦∆−1((w0)B + wS , ρ)
is analytic in t1/2 for t1/2 ∈ ∆σ(wS ,ρ)
t
1/2
0
. Note that
(T
ασ(wS,ρ)(t
1/2
0 )
◦ F σ(wS ,ρ)
t
1/2
0
) ◦ γσ(wS ,ρ)
t1/2
◦ (Tασ(wS,ρ)(t1/2) ◦ F σ(wS ,ρ)t1/2 )−1
is a family of analytic isomorphisms from σ(wS , ρ)(SCˆB) ≡ SCˆB to itself. Hence it
must be a family of linear fractional transformations depending on t1/2. Any linear
fractional transformation is determined by its values on three complex variables.
Furthermore, it is clear that if the values at these three points depend analytically
on t1/2, then the value at any point depends analytically on t1/2. Consider the
three points ∆−1(0 + wS , ρ), Υ
−1(0) and ∆−1(w0 + wS , ρ) ∈ SCˆ. Since
T
ασ(wS,ρ)(t
1/2
0 )
◦ F σ(wS ,ρ)
t
1/2
0
◦ γσ(wS ,ρ)
t1/2
◦ (Tασ(wS,ρ)(t1/2) ◦ F σ(wS ,ρ)t1/2 )−1 ◦∆−1(0)
= T
ασ(wS,ρ)(t
1/2
0 )
◦ F σ(wS ,ρ)
t
1/2
0
◦ γσ(wS ,ρ)
t1/2
◦ (R(2)
t1/2,σ(wS ,ρ)
)−1(0),
is analytic in t1/2, and the value of any superfunction at (wB +ws, ρ) is the Taylor
expansion about the body wB, we have that
T
ασ(wS,ρ)(t
1/2
0 )
◦ F σ(wS ,ρ)
t
1/2
0
◦ γσ(wS ,ρ)
t1/2
◦ (Tασ(wS,ρ)(t1/2) ◦ F σ(wS ,ρ)t1/2 )−1 ◦∆−1(0 + wS , ρ)
is analytic in t1/2. Furthermore,
T
ασ(wS,ρ)(t
1/2
0 )
◦ F σ(wS ,ρ)
t
1/2
0
◦ γσ(wS ,ρ)
t1/2
◦ (Tασ(wS,ρ)(t1/2) ◦ F σ(wS ,ρ)t1/2 )−1 ◦Υ−1(0)
= T
ασ(wS,ρ)(t
1/2
0 )
◦ F σ(wS ,ρ)
t
1/2
0
◦ γσ(wS ,ρ)
t1/2
◦ (R(1)
t1/2,σ(wS ,ρ)
)−1(0),
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is analytic in t1/2, and by our choice of ασ(wS ,ρ),
T
ασ(wS,ρ)(t
1/2
0 )
◦ F σ(wS ,ρ)
t
1/2
0
◦ γσ(wS ,ρ)
t1/2
◦ (Tασ(wS,ρ)(t1/2) ◦ F σ(wS ,ρ)t1/2 )−1
◦∆−1((w0)B + wS , ρ)
is analytic in t1/2. Thus
(T
ασ(wS,ρ)(t
1/2
0 )
◦ F σ(wS ,ρ)
t
1/2
0
) ◦ γσ(wS ,ρ)
t1/2
◦ (Tασ(wS,ρ)(t1/2) ◦ F σ(wS ,ρ)t1/2 )−1
is analytic in t1/2. This implies that Tασ(wS,ρ)(t1/2) ◦F σ(wS ,ρ)t1/2 is analytic in t1/2. By
the definition of F
σ(wS ,ρ)
t1/2
and the normalization conditions that it satisfies, we have
ρ(∆ ◦ Tασ(wS,ρ)(t1/2) ◦ (F σ(wS ,ρ)t1/2 )(1) ◦ (R
(1)
t1/2,σ(wS ,ρ)
)−1(w, ρ))0
= ρ(ασ(wS ,ρ)(t
1
2 )w + terms of lower order in w).
Since Tασ(wS,ρ)(t1/2) ◦F σ(wS ,ρ)t1/2 is analytic in t1/2, its coefficients in w and ρ are also
analytic in t1/2. Hence ασ(wS ,ρ)(t1/2) is analytic in t1/2. We conclude that F
σ(wS ,ρ)
t1/2
is analytic in t1/2. Since t
1/2
0 is an arbitrary complex number in Dr, we have that
F
σ(wS ,ρ)
t1/2
is analytic in t1/2 for any t1/2 ∈ Dr.
Following the same argument above with Dr replaced by D˜r, we conclude that
F
σ(wS ,ρ)
t1/2
is analytic in t1/2 for 0 < |t1/2| < r. Then following a similar argument
using the sections τ(wS , ρ), we can prove that Ft1/2 restricted toM
τ(wS,ρ)
t1/2
is analytic
in t1/2 for 0 < |t1/2| < r. Then since
Mt1/2 =
⋃
(wS ,ρ)∈(
∧
∞)S
(M
σ(wS ,ρ)
t1/2
∪M τ(wS,ρ)
t1/2
),
we have that Ft1/2 is analytic in t
1/2 for every point p ∈ Mt1/2 . We conclude that
Ft1/2 is analytic in t
1/2 for 0 < |t1/2| < r, and thus F (1)
t1/2
and F
(2)
t1/2
are analytic in
t1/2 for 0 < |t1/2| < r.
We now prove the second statement of the proposition. Let (H(2))0(w, ρ) and
(H(2))1(w, ρ) be the even and odd superfunction components of H(2)(w, ρ), and let
H
(2)
t1/2
(w, ρ) =
(
t−1(H(2))0(t−1w, t−
1
2 ρ), t−
1
2 (H(2))1(t−1w, t−
1
2 ρ)
)
for t1/2 6= 0. For t1/2 = 0, we define
H
(2)
0 (w, ρ) =
( 1
w
,
iρ
w
)
.
Then H
(2)
t1/2
(w, ρ) is analytic in t1/2 for |t1/2| ≤ 1.
Let 3
Q2(t
1
2 ) =
(
(z′1, θ
′
1), ..., (z
′
n−1, θ
′
n−1);
(
(E˜−1)0(H
(2)
t1/2
◦ I−1(w, ρ)),
i(E˜−1)1(H
(2)
t1/2
◦ I−1(w, ρ))), (b(1), B(1), N (1)), ..., (b(n), B(n), N (n)))
3There is a misprint in the analogous nonsuper case to the definition of Q2(t) given in
[H2]. On p.85, in [H2], the coordinate at ∞ of the sphere Q2(t) should be E˜−1(f
(2)
t (1/x)), not
E˜(f
(2)
t (1/x)) as stated.
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It is easy to see that the i-th tube of Q1 can be sewn with the 0-th tube of Q2(t
1/2)
when |t1/2| ≤ 1. By Proposition 4.16, there exist F˜ (1)
t1/2
and F˜
(2)
t1/2
such that
F˜
(1)
t1/2,Υ
(0) = (0),
lim
w→∞
∂
∂ρ
(F˜
(1)
t1/2,∆
)1(w, ρ) = 1,
F˜
(2)
t1/2,∆
(0) = (0),
and in some region
F˜
(1)
t1/2,∆
(w, ρ) = F˜
(2)
t1/2,∆
◦ (H(2)
t1/2
)−1 ◦ I ◦H(1) ◦ s(zi,θi)(w, ρ)
holds for |t1/2| ≤ 1. Moreover F˜ (1)
t1/2
and F˜
(2)
t1/2
are unique. Using the same method
as that used in the proof of the analyticity of F
(1)
t1/2
and F
(2)
t1/2
, we can show that
F˜
(1)
t1/2
and F˜
(2)
t1/2
are analytic in t1/2 for |t1/2| ≤ 1. But from
F
(1)
t1/2,∆
(w, ρ) = F
(2)
t1/2,∆
◦ (H(2))−1 ◦ I ◦H(1)
t1/2
◦ s(zi,θi)(w, ρ)
and
H
(1)
t1/2
◦ s(zi,θi)(w, ρ)
=
(
t−1(H(1))0(w − zi − ρθi, ρ− θi), t− 12 (H(1))1(w − zi − ρθi, ρ− θi)
)
,
we see that F
(1)
t1/2,∆
(w, ρ) and F
(2)
t1/2,∆
(t−1w, t−1/2ρ) satisfy the above equation for
F˜
(1)
t1/2,∆
and F˜
(2)
t1/2,∆
. By uniqueness,
F˜
(1)
t1/2,∆
(w, ρ) = F
(1)
t1/2,∆
(w, ρ)
F˜
(2)
t1/2,∆
(w, ρ) = F
(2)
t1/2,∆
(t−1w, t−
1
2 ρ),
i.e., F
(2)
t1/2,∆
(w, ρ) = F˜
(2)
t1/2,∆
(tw, t1/2ρ). Since F˜
(1)
t1/2
and F˜
(2)
t1/2
are analytic in t1/2 not
only when 0 < |t1/2| ≤ 1, but also when t1/2 = 0, it must be that t1/2 = 0 is a
removable singularity of F
(1)
t1/2
and F
(2)
t1/2
. Finally, since ρ(F˜
(2)
t1/2
(w, ρ))0 = ρ · O(w),
and ρ(F˜
(2)
t1/2
(w, ρ))1 = ρ · O(w), and for any t1/2 with |t1/2| ≤ 1, the superfunction
F˜
(2)
t1/2
(w, ρ) is nonzero for (w, ρ) 6= 0, we see that t1/2 = 0 is a second-order zero of
(F
(2)
t1/2
(w, ρ))0 and a first-order zero of (F
(2)
t1/2
(w, ρ))1. 
From Proposition 3.28, we have the formal series
Ψj(t
1
2 )(t−
1
2 a
(i)

, A(i),M (i), B(0), N (0)),
in
∧
∞[[t
1/2]] for j ∈ 12Z, (A(i),M (i)), (B(0), N (0)) ∈
∧∞
∞, and a
(i)

∈ (∧0∞)×. Let
Ψ˜j(t
1/2) = Ψ˜j(t
1/2)(t−1/2a
(i)

, A(i),M (i), B(0), N (0)), for j ∈ 12Z, be defined by(
1,
{
Ψ˜−j(t
1
2 ),−iΨ˜−j+ 12 (t
1
2 )
}
j∈Z+
)
= Eˆ−1
(
I ◦ F (1)
t1/2,∆
◦ s−1(zi,θi) ◦ I−1(x, ϕ)
)
(
t−
1
2 a
(i)

exp(Ψ˜0(t
1
2 )),
{
Ψ˜j(t
1
2 ), Ψ˜j− 12 (t
1
2 )
}
j∈Z+
)
= Eˆ−1
(
F
(2)
t1/2,∆
(x, ϕ)
)
.
Then we have the following proposition.
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Proposition 4.20. Let Q1 ∈ SK(m) and Q2 ∈ SK(n) be given by
Q1 =
(
(z1, θ1), ..., (zm−1, θm−1); (A
(0),M (0)), (a
(1)

, A(1),M (1)),
..., (a
(m)

, A(m),M (m))
)
and
Q2 =
(
(z′1, θ
′
1), ..., (z
′
n−1, θ
′
n−1); (B
(0), N (0)), (b
(1)

, B(1), N (1)),
..., (b
(n)

, B(n), N (n))
)
for m ∈ Z+ and n ∈ N. If Q1 i∞0 Q2 exists, then the series Ψj(t1/2), for j ∈ 12Z,
are convergent when |t1/2| ≤ 1, and the values of these convergent series are equal
to Ψ˜j(t
1/2).
Proof. By Proposition 4.19, F
(1)
t1/2
and F
(2)
t1/2
are analytic in t1/2 for |t1/2| ≤ 1,
and therefore F
(1)
t1/2,∆
◦ s−1(zi,θi)(w, ρ) is also analytic in t1/2 for |t1/2| ≤ 1. Thus
F
(1)
t1/2,∆
◦ s−1(zi,θi)(w, ρ) and F
(2)
t1/2,∆
can be expanded as power series in t1/2. The
functions Ψ˜j(t
1/2) as polynomials in the w and ρ coefficients of F
(1)
t1/2,∆
◦s−1(zi,θi)(w, ρ)
and F
(2)
t1/2,∆
(w, ρ) can also be expanded as power series in t1/2. Since F
(1)
t1/2,∆
◦
s−1(zi,θi)(w, ρ) and F
(2)
t1/2,∆
(w, ρ) satisfy the sewing equation
F
(1)
t1/2,∆
(w, ρ) = F
(2)
t1/2,∆
◦ (H(2)
t1/2
)−1 ◦ I ◦H(1)
t1/2
◦ s(zi,θi)(w, ρ)
or equivalently
F
(1)
t1/2,∆
◦ s−1(zi,θi)(w, ρ) = F
(2)
t1/2,∆
◦ (H(2)
t1/2
)−1 ◦ I ◦H(1)
t1/2
(w, ρ)
and the obvious boundary conditions, the formal series F
(1)
t1/2,∆
◦ s−1(zi,θi)(x, ϕ) and
F
(2)
t1/2,∆
(x, ϕ) in
∧
∞[[x, x
−1]][ϕ][[t1/2]] corresponding to the expansions of F
(1)
t1/2,∆
◦
s−1(zi,θi)(w, ρ) and F
(2)
t1/2,∆
(w, ρ), respectively, satisfy the equation
(4.40) F
(1)
t1/2,∆
◦ s−1(zi,θi)(x, ϕ) = F
(2)
t1/2,∆
◦ (H(2)
t1/2
)−1 ◦ I ◦H(1)
t1/2
(x, ϕ)
in
∧
∞[[x, x
−1]][ϕ][[t1/2]] and the corresponding formal boundary conditions. Note
that the coefficients of the right-hand side of (4.40) are, in general, infinite sums.
Thus F
(1)
t1/2,∆
◦ s−1(zi,θi)(x, ϕ) and F
(2)
t1/2,∆
(x, ϕ) satisfying (4.40) means that the co-
efficients of the right-hand side are absolutely convergent to the coefficients of the
left-hand side.
Note that equation (4.40) and the corresponding formal boundary conditions
can be obtained from the formal sewing equation and formal boundary conditions
in Theorem 3.26 by substituting Aj , Mj−1/2, Bj , Nj−1/2, and t
−1/2a
(i)

for Aj ,
Mj−1/2, Bj , Nj−1/2, and α1/20 , respectively, for j ∈ Z+. Since the solution of the
formal sewing equation and the formal boundary conditions in Theorem 3.26 is
unique, the solution F
(1)
t1/2,∆
◦ s−1(zi,θi)(x, ϕ) and F
(2)
t1/2,∆
(x, ϕ) to formula (4.40) and
the corresponding boundary conditions can be obtained by substituting Aj ,Mj−1/2,
Bj , Nj−1/2, and t
−1/2a
(i)

for Aj , Mj−1/2, Bj, Nj−1/2, and α1/20 , respectively, for
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j ∈ Z+, into the solution of the formal sewing equation and the formal boundary
conditions given in Theorem 3.26. Thus we have 4
(4.41) Eˆ
(
1,
{
Ψ˜−j(t
1
2 ),−iΨ˜−j+ 12 (t
1
2 )
}
j∈Z+
)
(x, ϕ)
= I ◦ F (1)
t1/2,∆
◦ s−1(zi,θi) ◦ I−1(x, ϕ)
and
(4.42) Eˆ
(
t−
1
2 a
(i)

exp(Ψ˜0(t
1
2 )),
{
Ψ˜j(t
1
2 ), Ψ˜j− 12 (t
1
2 )
}
j∈Z+
)
= F
(1)
t1/2,∆
(x, ϕ).
By the definition of Ψ˜j(t
1/2), for j ∈ 12Z, the expansion of Ψ˜j(t1/2) is equal to
Ψj(t
1/2) for j ∈ 12Z, i.e., Ψj(t1/2) is convergent to Ψ˜j(t1/2) for |t1/2| ≤ 1. 
4.7. An N = 1 Neveu-Schwarz algebra structure of central charge zero
on the supermeromorphic tangent space of SK(1) at its identity
The super-moduli space SK(1) of superspheres with 1+1 tubes with the sewing
operation is a partial monoid. But in general, elements of SK(1) do not have
inverses. In Lie theory, one uses invariant vector fields of a Lie group to define
the Lie algebra. We will define a bracket operation on a subspace TˆeSK(1) of the
supermeromorphic tangent space TeSK(1) of SK(1) at the identity e. We will then
show that TˆeSK(1) with this bracket operation is the Neveu-Schwarz algebra with
central charge zero.
Let α0, A(0)j , A(1)j , β0, B(0)j , and B(1)j be even formal variables, for j ∈ Z+; and
letM(0)j−1/2, M(1)j−1/2, N (0)j−1/2, and N (1)j−1/2 be odd formal variables, for j ∈ Z+. For
convenience, we will let use the notation
AM(01) = ((A(0),M(0)), (α1/20 ,A(1),M(1)))
BN (01) = ((B(0),N (0)), (β1/20 ,B(1),N (1))).
Define
λ
1
2
0 (AM(01),BN (01)),Φ(0)j (AM(01),BN (01)),Φ(1)j (AM(01),BN (01))
∈ C[A,M,B,N ][[α 120 , β
1
2
0 , α
− 12
0 , β
− 12
0 ]],
for j ∈ 12Z+, by({
Φ
(0)
j (AM(01),BN (01)),−iΦ(0)j− 12 (AM
(01),BN (01))
}
j∈Z+
)
= E˜−1
(
E˜
(
A(0),−iM(0)
)
◦ E˜
({
−Ψ−j(α
1
2
0 ,A(1),M(1),B(0),N (0)),
iΨ−j+ 12 (α
1
2
0 ,A(1),M(1),B(0),N (0))
}
j∈Z+
)
(x, ϕ)
)
4There are a couple of misprints in the analogous nonsuper version to equation (4.41) and
the setting for nonsuper version of the proof of Proposition 4.20 given in [H2]. In the proof of
Proposition 3.4.5 in [H2], in the last paragraph on p.87, in both instances it should be stated
that equation (3.4.2) and the corresponding formal boundary conditions can be obtained from the
formal sewing equation and formal boundary conditions in Theorem 2.2.4 by substituting Aj , Bj ,
j ∈ Z+ and t−1a
(i)
0 , not Aj , t
jBj , j ∈ Z+ and t−ja
(i)
0 as stated, for Aj , Bj , j ∈ Z+ and α0,
respectively. In addition, the first displayed equation on p.88, should read 1/F
(1)
t (x
−1 + zi) =
Eˆ(1, {Ψ−j(t)}j∈Z+ ), not F
(1)
t (x+ zi) = Eˆ(1, {Ψ−j(t)}j∈Z+ ) as stated.
4.7. A NEVEU-SCHWARZ ALGEBRA STRUCTURE ON THE TANGENT SPACE 123
and(
λ
1
2
0 (AM(01),BN (01)),
{
Φ
(1)
j (AM(01),BN (01)),Φ(1)j− 12 (AM
(01),BN (01))
}
j∈Z+
)
= Eˆ−1
(
Eˆ
(
β
1
2
0 ,B(1),N (1)
) ◦ Eˆ(α 120 exp(−Ψ0(α 120 ,A(1),M(1),B(0),N (0))),{
−Ψj(α
1
2
0 ,A(1),M(1),B(0),N (0)),−Ψj− 12 (α
1
2
0 ,A(1),M(1),B(0),N (0))
}
j∈Z+
)
(x, ϕ)
)
.
Formally, these series give the coordinates of the supersphere
AM(01) 1∞0 BN (01) ∈ SK(2)
at infinity and zero, respectively. For convenience, we denote the resulting super-
sphere(({
Φ
(0)
j (AM(01),BN (01)),Φ(0)j− 12 (AM
(01),BN (01))
}
j∈Z+
)
,(
λ
1
2
0 (AM(01),BN (01)),
{
Φ
(1)
j (AM(01),BN (01)),Φ(1)j− 12 (AM
(01),BN (01))
}
j∈Z+
))
by
Φ(01)(AM(01),BN (01)).
Writing
Φ
(k)
j = Φ
(k)
j (AM(01),BN (01)),
for k = 0, 1 and j ∈ 12Z+,
λ
1
2
0 = λ
1
2
0 (AM(01),BN (01)),
and
Ψj = Ψj(α
1
2
0 ,A(1),M(1),B(0),N (0)),
for j ∈ 12Z, we can give the local coordinates of Φ(01)(AM(01),BN (01)) at infinity
and zero explicitly by
exp
(∑
j∈Z+
(
Φ
(0)
j L−j(x, ϕ) + Φ
(0)
j− 12
G−j+ 12 (x, ϕ)
)) · ( 1
x
,
iϕ
x
)
= exp
(
−
∑
j∈Z+
(
Ψ−jL−j(x, ϕ) + Ψ−j+ 12G−j+
1
2
(x, ϕ)
)
·
exp
(∑
j∈Z+
(A(0)j L−j(x, ϕ) +M(0)j− 12G−j+ 12 (x, ϕ))
)
·
( 1
x
,
iϕ
x
)
for the local coordinate at infinity, and
(4.43) exp
(
−
∑
j∈Z+
(
Φ
(1)
j Lj(x, ϕ) + Φ
(1)
j− 12
Gj− 12 (x, ϕ)
)) · (λ 120 )−L0(x,ϕ) · (x, ϕ)
= exp
(∑
j∈Z+
(
ΨjLj(x, ϕ) + Ψj− 12Gj−
1
2
(x, ϕ)
)) · (α 120 )−L0(x,ϕ) · exp(Ψ0L0(x, ϕ))·
exp
(
−
∑
j∈Z+
(B(1)j Lj(x, ϕ) +N (1)j− 12Gj− 12 (x, ϕ))
)
· (β 120 )−L0(x,ϕ) · (x, ϕ),
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for the local coordinate at zero. 5 It is obvious that
(4.44) Φ(01)(AM(01), e) = AM(01), and Φ(01)(e,BN (01)) = BN (01).
Let TˆeSK(1) be the subspace of TeSK(1) (the supermeromorphic tangent space
of SK(1) at e) consisting of all finite linear combinations of − ∂∂a
∣∣
e
, − ∂
∂A
(0)
j
∣∣∣
e
,
− ∂
∂M
(0)
j−1/2
∣∣∣
e
, − ∂
∂A
(1)
j
∣∣∣
e
, and − ∂
∂M
(1)
j−1/2
∣∣∣
e
, for j ∈ Z+. Let F ∈ SD(0). We will use
the notation
F (Φ(01)(AM(01),BN (01)))
∣∣∣
e
= F (Φ(01)(AM(01),BN (01)))
∣∣∣ AM(01) =
BN (01) = e
.
We define a bracket operation on TˆeSK(1) as follows: For j, k ∈ Z+, let[
∂
∂A
(0)
j
∣∣∣∣
e
,
∂
∂A
(0)
k
∣∣∣∣
e
]
F
=
((
∂
∂A(0)j
∂
∂B(0)k
− ∂
∂A(0)k
∂
∂B(0)j
)
F (Φ(01)(AM(01),BN (01)))
)∣∣∣∣
e
;
[
∂
∂a
∣∣∣∣
e
,
∂
∂A
(0)
j
∣∣∣∣
e
]
F
=
((
∂
∂α
1
2
0
∂
∂B(0)j
− ∂
∂A(0)j
∂
∂α
1
2
0
)
F (Φ(01)(AM(01),BN (01)))
)∣∣∣∣
e
;
when j ≥ k, let[
∂
∂A
(1)
j
∣∣∣∣
e
,
∂
∂A
(0)
k
∣∣∣∣
e
]
F
=
((
∂
∂A(1)j
∂
∂B(0)k
− ∂
∂B(0)k
∂
∂B(1)j
)
F (Φ(01)(AM(01),BN (01)))
)∣∣∣∣
e
;
when j < k, let[
∂
∂A
(1)
j
∣∣∣∣
e
,
∂
∂A
(0)
k
∣∣∣∣
e
]
F
=
((
∂
∂A(1)j
∂
∂B(0)k
− ∂
∂A(0)k
∂
∂A(1)j
)
F (Φ(01)(AM(01),BN (01)))
)∣∣∣∣
e
;
[
∂
∂a
∣∣∣
e
,
∂
∂A
(1)
j
∣∣∣∣
e
]
F
=
((
∂
∂α
1
2
0
∂
∂B(1)j
− ∂
∂A(1)j
∂
∂β
1
2
0
)
F (Φ(01)(AM(01),BN (01)))
)∣∣∣∣
e
;
5There is a misprint to the analogous nonsuper case to equation (4.43) given in [H2]. On
p.90 of [H2], the right-hand side of the equation giving the coordinate at zero which is equal to
λ0(A(01) ,B(01))eΛ(1)(A(01),B(01))(x)x should be acting on x.
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∂
∂A
(1)
j
∣∣∣∣
e
,
∂
∂A
(1)
k
∣∣∣∣
e
]
F
=
((
∂
∂A(1)j
∂
∂B(1)k
− ∂
∂A(1)k
∂
∂B(1)j
)
F (Φ(01)(AM(01),BN (01)))
)∣∣∣∣
e
;
[
∂
∂M
(0)
j− 12
∣∣∣∣∣
e
,
∂
∂M
(0)
k− 12
∣∣∣∣∣
e
]
F
=
((
∂
∂M(0)
j− 12
∂
∂N (0)
k− 12
+
∂
∂M(0)
k− 12
∂
∂N (0)
j− 12
)
F (Φ(01)(AM(01),BN (01)))
)∣∣∣∣∣
e
;
[
∂
∂M
(1)
j− 12
∣∣∣∣∣
e
,
∂
∂M
(0)
k− 12
∣∣∣∣∣
e
]
F
=
((
∂
∂M(1)
j− 12
∂
∂N (0)
k− 12
+
∂
∂M(0)
k− 12
∂
∂M(1)
j− 12
)
F (Φ(01)(AM(01),BN (01)))
)∣∣∣∣∣
e
;
[
∂
∂M
(1)
j− 12
∣∣∣∣∣
e
,
∂
∂M
(1)
k− 12
∣∣∣∣∣
e
]
F
=
((
∂
∂M(1)
j− 12
∂
∂N (1)
k− 12
+
∂
∂M(1)
k− 12
∂
∂N (1)
j− 12
)
F (Φ(01)(AM(01),BN (01)))
)∣∣∣∣∣
e
;
[
∂
∂A
(0)
j
∣∣∣∣
e
,
∂
∂M
(0)
k− 12
∣∣∣∣∣
e
]
F
=
((
∂
∂A(0)j
∂
∂N (0)
k− 12
− ∂
∂M(0)
k− 12
∂
∂B(0)j
)
F (Φ(01)(AM(01),BN (01)))
)∣∣∣∣∣
e
;
[
∂
∂a
∣∣∣
e
,
∂
∂M
(0)
j− 12
∣∣∣∣∣
e
]
F
=
((
∂
∂α
1
2
0
∂
∂N (0)
j− 12
− ∂
∂M(0)
j− 12
∂
∂α
1
2
0
)
F (Φ(01)(AM(01),BN (01)))
)∣∣∣∣∣
e
;
when j ≥ k, let[
∂
∂A
(1)
j
∣∣∣∣
e
,
∂
∂M
(0)
k− 12
∣∣∣∣∣
e
]
F
=
((
∂
∂A(1)j
∂
∂N (0)
k− 12
− ∂
∂N (0)
k− 12
∂
∂B(1)j
)
F (Φ(01)(AM(01),BN (01)))
)∣∣∣∣∣
e
;
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when j < k, let
[
∂
∂A
(1)
j
∣∣∣∣
e
,
∂
∂M
(0)
k− 12
∣∣∣∣∣
e
]
F
=
((
∂
∂A(1)j
∂
∂N (0)
k− 12
− ∂
∂M(0)
k− 12
∂
∂A(1)j
)
F (Φ(01)(AM(01),BN (01)))
)∣∣∣∣∣
e
;
when j ≥ k, let
[
∂
∂M
(1)
j− 12
∣∣∣∣∣
e
,
∂
∂A
(0)
k
∣∣∣∣
e
]
F
=
((
∂
∂M(1)
j− 12
∂
∂B(0)k
− ∂
∂B(0)k
∂
∂N (1)
j− 12
)
F (Φ(01)(AM(01),BN (01)))
)∣∣∣∣∣
e
;
when j < k, let
[
∂
∂M
(1)
j− 12
∣∣∣∣∣
e
,
∂
∂A
(0)
k
∣∣∣∣
e
]
F
=
((
∂
∂M(1)
j− 12
∂
∂B(0)k
− ∂
∂A(0)k
∂
∂M(1)
j− 12
)
F (Φ(01)(AM(01),BN (01)))
)∣∣∣∣∣
e
;
[
∂
∂a
∣∣∣
e
,
∂
∂M
(1)
j− 12
∣∣∣∣∣
e
]
F
=
((
∂
∂α
1
2
0
∂
∂N (1)
j− 12
− ∂
∂M(1)
j− 12
∂
∂β
1
2
0
)
F (Φ(01)(AM(01),BN (01)))
)∣∣∣∣∣
e
;
[
∂
∂A
(1)
j
∣∣∣∣
e
,
∂
∂M
(1)
k− 12
∣∣∣∣∣
e
]
F
=
((
∂
∂A(1)j
∂
∂N (1)
k− 12
− ∂
∂M(1)
k− 12
∂
∂B(1)j
)
F (Φ(01)(AM(01),BN (01)))
)∣∣∣∣∣
e
.
Proposition 4.21. The vector space TˆeSK(1) with the bracket operation de-
fined above is the Neveu-Schwarz algebra with central charge zero. The basis is
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given by
L(j) = − ∂
∂A
(0)
−j
∣∣∣∣
e
, for − j ∈ Z+,(4.45)
L(j) = − ∂
∂A
(1)
j
∣∣∣∣
e
, for j ∈ Z+,(4.46)
L(0) = −1
2
∂
∂a
∣∣∣
e
,(4.47)
G(j + 1
2
) = − ∂
∂M
(0)
−j− 12
∣∣∣∣∣
e
, for − j ∈ Z+,(4.48)
G(j − 1
2
) = − ∂
∂M
(1)
j− 12
∣∣∣∣∣
e
, for j ∈ Z+.(4.49)
Proof. We prove the bracket formula for[
G(j + 1
2
),G(k − 1
2
)
]
= 2L(j + k)
for −j ∈ Z+, k ∈ Z+, and −j < k. The proofs for the other cases are similar. To
simplify notation, we will write, for example,
∂
∂Φ
(0)
k
F (Φ(01))
∣∣∣∣
e
instead of
∂
∂Φ
(0)
k (AM(01),BN (01))
F (Φ(01)(AM(01),BN (01)))
∣∣∣∣ AM(01) =
BN (01) = e
.
For −j ∈ Z+ and k ∈ Z+,[
G(j + 1
2
),G(k − 1
2
)
]
F
=
[
∂
∂M
(0)
−j− 12
∣∣∣∣∣
e
,
∂
∂M
(1)
k− 12
∣∣∣∣∣
e
]
F
=
(
∂
∂M(1)
k− 12
∂
∂N (0)
−j− 12
+
∂
∂M(0)
−j− 12
∂
∂M(1)
k− 12
)
F (Φ(01))
∣∣∣∣∣
e
=
∑
n∈Z+
(
∂
∂M(1)
k− 12
∂
∂N (0)
−j− 12
Φ(0)n
∣∣∣∣∣
e
∂
∂Φ
(0)
n
F (Φ(01))
∣∣∣∣
e
− ∂
∂N (0)
−j− 12
Φ(0)n
∣∣∣∣∣
e
·(4.50)
· ∂
∂M(1)
k− 12
∂
∂Φ
(0)
n
F (Φ(01))
∣∣∣∣∣
e
+
∂
∂M(1)
k− 12
∂
∂N (0)
−j− 12
Φ
(0)
n− 12
∣∣∣∣∣
e
∂
∂Φ
(0)
n− 12
F (Φ(01))
∣∣∣∣∣
e
− ∂
∂N (0)
−j− 12
Φ
(0)
n− 12
∣∣∣∣∣
e
∂
∂M(1)
k− 12
∂
∂Φ
(0)
n− 12
F (Φ(01))
∣∣∣∣∣
e
)
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+
∂
∂M(1)
k− 12
∂
∂N (0)
−j− 12
λ
1
2
0
∣∣∣∣∣
e
∂
∂λ
1
2
0
F (Φ(01))
∣∣∣∣
e
− ∂
∂N (0)
−j− 12
λ
1
2
0
∣∣∣∣∣
e
∂
∂M(1)
k− 12
∂
∂λ
1
2
0
F (Φ(01))
∣∣∣∣∣
e
+
∑
n∈Z+
(
∂
∂M(1)
k− 12
∂
∂N (0)
−j− 12
Φ(1)n
∣∣∣∣∣
e
∂
∂Φ
(1)
n
F (Φ(01))
∣∣∣∣
e
− ∂
∂N (0)
−j− 12
Φ(1)n
∣∣∣∣∣
e
·
· ∂
∂M(1)
k− 12
∂
∂Φ
(1)
n
F (Φ(01))
∣∣∣∣∣
e
+
∂
∂M(1)
k− 12
∂
∂N (0)
−j− 12
Φ
(1)
n− 12
∣∣∣∣∣
e
∂
∂Φ
(1)
n− 12
F (Φ(01))
∣∣∣∣∣
e
− ∂
∂N (0)
−j− 12
Φ
(1)
n− 12
∣∣∣∣∣
e
∂
∂M(1)
k− 12
∂
∂Φ
(1)
n− 12
F (Φ(01))
∣∣∣∣∣
e
)
+
∑
n∈Z+
(
∂
∂M(0)
−j− 12
∂
∂M(1)
k− 12
Φ(0)n
∣∣∣∣∣
e
∂
∂Φ
(0)
n
F (Φ(01))
∣∣∣∣
e
− ∂
∂M(1)
k− 12
Φ(0)n
∣∣∣∣∣
e
·
· ∂
∂M(0)
−j− 12
∂
∂Φ
(0)
n
F (Φ(01))
∣∣∣∣∣
e
+
∂
∂M(0)
−j− 12
∂
∂M(1)
k− 12
Φ
(0)
n− 12
∣∣∣∣∣
e
∂
∂Φ
(0)
n− 12
F (Φ(01))
∣∣∣∣∣
e
− ∂
∂M(1)
k− 12
Φ
(0)
n− 12
∣∣∣∣∣
e
∂
∂M(0)
−j− 12
∂
∂Φ
(0)
n− 12
F (Φ(01))
∣∣∣∣∣
e
)
+
∂
∂M(0)
−j− 12
∂
∂M(1)
k− 12
λ
1
2
0
∣∣∣∣∣
e
∂
∂λ
1
2
0
F (Φ(01))
∣∣∣∣
e
− ∂
∂M(1)
k− 12
λ
1
2
0
∣∣∣∣∣
e
∂
∂M(0)
−j− 12
∂
∂λ
1
2
0
F (Φ(01))
∣∣∣∣∣
e
+
∑
n∈Z+
(
∂
∂M(0)
−j− 12
∂
∂M(1)
k− 12
Φ(1)n
∣∣∣∣∣
e
∂
∂Φ
(1)
n
F (Φ(01))
∣∣∣∣
e
− ∂
∂M(1)
k− 12
Φ(1)n
∣∣∣∣∣
e
·
· ∂
∂M(0)
−j− 12
∂
∂Φ
(1)
n
F (Φ(01))
∣∣∣∣∣
e
+
∂
∂M(0)
−j− 12
∂
∂M(1)
k− 12
Φ
(1)
n− 12
∣∣∣∣∣
e
∂
∂Φ
(1)
n− 12
F (Φ(01))
∣∣∣∣∣
e
− ∂
∂M(1)
k− 12
Φ
(1)
n− 12
∣∣∣∣∣
e
∂
∂M(0)
−j− 12
∂
∂Φ
(1)
n− 12
F (Φ(01))
∣∣∣∣∣
e
)
.
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Using 4.44, we have
∂
∂N
(0)
−j− 1
2
Φ
(0)
n
∣∣∣∣
e
= 0, ∂
∂M
(1)
k− 1
2
Φ
(0)
n
∣∣∣∣
e
= 0,
∂
∂N
(0)
−j− 1
2
Φ
(0)
n− 12
∣∣∣∣
e
= δn,−j ,
∂
∂M
(1)
k− 1
2
Φ
(0)
n− 12
∣∣∣∣
e
= 0,
∂
∂N
(0)
−j− 1
2
λ
1
2
0
∣∣∣∣
e
= 0, ∂
∂M
(1)
k− 1
2
λ
1
2
0
∣∣∣∣
e
= 0,
∂
∂N
(0)
−j− 1
2
Φ
(1)
n
∣∣∣∣
e
= 0, ∂
∂M
(1)
k− 1
2
Φ
(1)
n
∣∣∣∣
e
= 0,
∂
∂N
(0)
−j− 1
2
Φ
(1)
n− 12
∣∣∣∣
e
= 0, ∂
∂M
(1)
k− 1
2
Φ
(1)
n− 12
∣∣∣∣
e
= δn,k.
Also, we have
∂
∂M(1)
k− 12
∂
∂Φ
(0)
n− 12
F (Φ(01))
∣∣∣∣∣
e
=
∑
m∈Z+
(
∂
∂M(1)
k− 12
Φ(0)m
∣∣∣∣∣
e
∂
∂Φ
(0)
m
∂
∂Φ
(0)
n− 12
F (Φ(01))
∣∣∣∣∣
e
+
∂
∂M(1)
k− 12
Φ
(0)
m− 12
∣∣∣∣∣
e
∂
∂Φ
(0)
m− 12
∂
∂Φ
(0)
n− 12
F (Φ(01))
∣∣∣∣∣
e
)
+
∂
∂M(1)
k− 12
λ
1
2
0
∣∣∣∣∣
e
∂
∂λ
1
2
0
∂
∂Φ
(0)
n− 12
F (Φ(01))
∣∣∣∣∣
e
+
∑
m∈Z+
(
∂
∂M(1)
k− 12
Φ(1)m
∣∣∣∣∣
e
∂
∂Φ
(1)
m
∂
∂Φ
(0)
n− 12
F (Φ(01))
∣∣∣∣∣
e
+
∂
∂M(1)
k− 12
Φ
(1)
m− 12
∣∣∣∣∣
e
∂
∂Φ
(1)
m− 12
∂
∂Φ
(0)
n− 12
F (Φ(01))
∣∣∣∣∣
e
)
=
∂
∂Φ
(1)
k− 12
∂
∂Φ
(0)
n− 12
F (Φ(01))
∣∣∣∣∣
e
,
and similarly
∂
∂M(0)
n− 12
∂
∂Φ
(1)
k− 12
F (Φ(01))
∣∣∣∣∣
e
=
∂
∂Φ
(0)
n− 12
∂
∂Φ
(1)
k− 12
F (Φ(01)
∣∣∣∣∣
e
.
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For simplicity we will write Ψn = Ψn(α
1/2
0 ,A(1),M(1),B(0),N (0)), for n ∈ 12Z.
Let
H
(1)
A(0),M(0)
(x, ϕ) = E˜(A(0), iM(0)) ◦ I(x, ϕ)
H
(2)
β
1/2
0 ,B
(1),N (1)
(x, ϕ) = Eˆ(β
1
2
0 ,B(1),N (1))(x, ϕ)
F
(1)
α
1/2
0 ,A
(1),M(1),B(0),N (0)
(x, ϕ) = I ◦ E˜({Ψ−n, iΨ−n+ 12 }n∈Z+) ◦ I(x, ϕ)
F
(2)
α
1/2
0 ,A
(1),M(1),B(0),N (0)
(x, ϕ) = Eˆ(exp(Ψ0)α
− 12
0 , {exp(2nΨ0)α−n0 Ψn,
exp(2(n− 1
2
)Ψ0)α
−n+ 12
0 Ψn− 12 }n∈Z+)(x, ϕ)
Then from the definition of Φ(01)(AM(01),BN (01)), we have
ϕΦ(0)n = ϕResxx
n(H
(1)
A(0),M(0)
◦ (F (1)
α
1/2
0 ,A
(1),M(1),B(0),N (0)
)−1(x, ϕ))0
ϕΦ
(0)
n− 12
= iϕResxx
n−1(H
(1)
A(0),M(0)
◦ (F (1)
α
1/2
0 ,A
(1),M(1),B(0),N (0)
)−1(x, ϕ))1
ϕλ
1
2
0 = ϕResxx
−2(H
(2)
β
1/2
0 ,B
(1),N (1)
◦ (F (2)
α
1/2
0 ,A
(1),M(1),B(0),N (0)
)−1(x, ϕ))0
ϕΦ(1)n = ϕResxx
−n−2(H
(2)
β
1/2
0 ,B
(1),N (1)
◦ (F (2)
α
1/2
0 ,A
(1),M(1),B(0),N (0)
)−1(x, ϕ))0
ϕΦ
(1)
n− 12
= ϕResxx
−n−1(H
(2)
β
1/2
0 ,B
(1),N (1)
◦ (F (2)
α
1/2
0 ,A
(1),M(1),B(0),N (0)
)−1(x, ϕ))1.
Thus using (3.56), (3.57), (3.66), (3.67), and (3.68), we have
∂
∂M
(1)
k− 1
2
∂
∂N
(0)
−j− 1
2
Φ
(0)
n
∣∣∣∣
e
= −2δ−n,j+k ∂
∂M
(0)
−j− 1
2
∂
∂M
(1)
k− 1
2
Φ
(0)
n
∣∣∣∣
e
= 0
∂
∂M
(1)
k− 1
2
∂
∂N
(0)
−j− 1
2
Φ
(0)
n− 12
∣∣∣∣
e
= 0 ∂
∂M
(0)
−j− 1
2
∂
∂M
(1)
k− 1
2
Φ
(0)
n− 12
∣∣∣∣
e
= 0
∂
∂M
(1)
k− 1
2
∂
∂N
(0)
−j− 1
2
λ
1
2
0
∣∣∣∣
e
= −2δ0,j+k ∂
∂M
(0)
−j− 1
2
∂
∂M
(1)
k− 1
2
λ
1
2
0
∣∣∣∣
e
= 0
∂
∂M
(1)
k− 1
2
∂
∂N
(0)
−j− 1
2
Φ
(1)
n
∣∣∣∣
e
= −2δn,j+k ∂
∂M
(0)
−j− 1
2
∂
∂M
(1)
k− 1
2
Φ
(1)
n
∣∣∣∣
e
= 0
∂
∂M
(1)
k− 1
2
∂
∂N
(0)
−j− 1
2
Φ
(1)
n− 12
∣∣∣∣
e
= 0 ∂
∂M
(0)
−j− 1
2
∂
∂M
(1)
k− 1
2
Φ
(1)
n− 12
∣∣∣∣
e
= 0.
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Substituting these calculations into (4.50), we have[
G(j + 1
2
),G(k − 1
2
)
]
F
=
∑
n∈Z+
(
−2δ−n,j+k ∂
∂Φ
(0)
n
F (Φ(01))
∣∣∣∣
e
+ δn,−j
∂
∂Φ
(1)
k− 12
∂
∂Φ
(0)
n− 12
F (Φ(01))
∣∣∣∣∣
e
)
− 2δ0,j+k ∂
∂λ
1
2
0
F (Φ(01))
∣∣∣∣∣
e
+
∑
n∈Z+
(
−2δn,j+k ∂
∂Φ
(1)
n
F (Φ(01))
∣∣∣∣
e
+ δn,k
∂
∂Φ
(0)
−j− 12
∂
∂Φ
(1)
n− 12
F (Φ(01))
∣∣∣∣∣
e
)
=


−2 ∂
∂Φ
(0)
−j−k
F (Φ(01))
∣∣∣
e
if k < −j
−2 ∂
∂λ
1
2
0
F (Φ(01))
∣∣∣
e
if k = −j
−2 ∂
∂Φ
(1)
j+k
F (Φ(01))
∣∣∣
e
if k > −j
= 2L(j + k).

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