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Περίληψη
Η ολοένα και αυξανόμενη χρήση των νευρωνικών δικτυών είναι αpiοτέλεσμα της εκpiληκτι-
κής ικανότητας τους να γενικεύουν και να μαθαίνουν καλές αναpiαραστάσεις των δεδομένων.
Ωστόσο η εpiιδόση τους είναι συνάρτηση του piλήθους των piαραδειγμάτων piου διαθέτουν για
την εκpiαιδευσή τους.
Η εργασία αυτή εκτελεί ανάλυση των βασικών χαρακτηριστικών των δικτύων piου χρησιμο-
piοιούνται σε piεριpiτώσεις με piολύ λίγα piαραδείγματα, όpiου οι piαραδοσιακές μορφές νευρωνι-
κών δικτύων αpiοτυγχάνουν. Στο piλαίσιο αυτής της εργασίας συγκρίνουμε τις αρχιτεκτονικές
στο piλαίσιο του One-shot learning, δηλαδή στην ικανότητα τους να μάθουν μια καινούργια
κλάση, με μόνο ένα piαράδειγμα αpiό την κλάση αυτή. Συγκεκριμένα αναλύονται οι κυρίαρχες
αρχιτεκτονικές piου έχουν χρησιμοpiοιηθεί στο ευρέως διαδεδομένο Omniglot Dataset. Οι αρ-
χιτεκτονικές συγκρίνονται τόσο ως piρος την ικανότητα τους να διακρίνουν τους χαρακτήρες
όσο και ως piρος τις piαραμέτρους piου χρησιμοpiοιούν και τον χρόνο εκpiαίδευσης.
Στη συνέχεια υλοpiοιούνται ορισμένες αpiό τις τεχνικές αυτές χρησιμοpiοιώντας το ίδιο συ-
νελικτικό δίκτυο ως εξαγωγέα χαρακτηριστικών, το οpiοίο συνεpiάγεται ότι έχουν σχεδόν το
ίδιο σύνολο piαραμέτρων μάθησης για να εpiιλύσουν το piρόβλημα (όpiοιες εpiιpiλεόν piαράμετροι
χρησιμοpiοιούνται για την εpiίλυση του piροβλήματος αναφέρονται). Οι μέθοδοι εκpiαιδεύο-
νται και αξιολογούνται σε χαρακτήρες αpiό την ίδια αλφάβητο αλλά και αpiό διαφορετικές,
συγκρίνοντας τα αpiοτελέσματα όλων των διαφορετικών piεριpiτώσεων. Παράλληλα μελετώνται
τεχνικές piου μpiορούν να χρησιμοpiοιηθούν για να βελτιώσουν την εpiίδοση των συστημάτων
και piροτείνονται κατευθύνσεις για μελλοντική έρευνα.
Λέξεις Κλειδιά
Μηχανική Μάθηση, Συνελικτικό Νευρωνικό Δίκτυο, Βαθιά Μάθηση, ΄Οραση Υpiολογι-
στών
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Abstract
The continuous increase in the usage of neural network is a result of their remarkable
ability to generalize and learn good data representations. However their performance is
correlated with the amount of data that are used to train them.
This thesis analyzes the basic characteristics of architectures that are used in cases
where the available data are insufficient to train conventional neural networks. In this
context we compare architectures in the task of One-shot Learning, that challenges their
ability to learn new classes with just a single example from that class. Specifically, the
state-of-the-art architectures that have been used for the well-know Omniglot Dataset
are analyzed. The architectures are compared according to their ability to distinct the
characters but also with respect to the amount of training parameters and time of training.
Next, we implement a subset of these architectures using the same underlying con-
volutional neural network as feature extractor, and therefore the compared networks use
approximately the same number of learning parameters (the architectures that use extra
are noted). The different methods are trained and evaluated with characters from the
same alphabet but also between different alphabets, comparing the results for all possi-
ble cases. Additionally, we explore techniques that can increase the performance of these
methods and propose some paths for future research.
Keywords
Machine Learning, Deep Learning, Low-shot Learning, Convolutional Neural Network,
Computer Vision
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Κεφάλαιο 1
Εισαγωγή
1.1 Σύντομη ιστορική αναδρομή
Η εξέλιξη της Τεχνητής Νοημοσύνης αpiοτελεί αυτήν τη στιγμή την κινητήριο δύναμη των
τεχνολογικών καινοτομιών στον piλανήτη. Αν και το ερώτημα αν οι υpiολογιστές σκέφτονται
αpiοτέλεσε αντικείμενο για θερμούς διαλόγους, κανένας δεν μpiορεί να αμφισβητήσει ότι ο
κόσμος αλλάζει και μάλιστα με ταχύτατους ρυθμούς. Το 1997 στην δεύτερη σειρά piαρτίδων
του piαγκόσμιου piρωταθλητή στο σκάκι Garry Kasparov εναντίον του υpiερυpiολογιστή της
IBM Deep Blue, για piρώτη φορά ο υpiολογιστής κερδίζει υpiό piραγματικές συνθήκες αγωνι-
στικού σκακιού. Αυτήν δεν ήταν σαφώς η αρχή της τεχνητής νοημοσύνης, αλλά ήταν η piρώτη
φορά όpiου ένα τόσο αpiτό αpiοτέλεσμα έγινε γνωστό piαγκοσμίως, με τη βοήθεια βέβαια και
της piροβολής piου του δόθηκε. Οι εpiιτυχίες δεν σταμάτησαν και piλέον οι εφαρμογές της
Τεχνητής Νοημοσύνης έχουν εξαpiλωθεί σε ένα ευρύ φάσμα piου piεριλαμβάνει αpiό chat bots
μέχρι αυτοκινούμενα αμάξια.
Η Τεχνητή Νοημοσύνη είναι ένας ευρύς κλάδος του οpiοίου ένα piεδίο είναι η Βαθιά Μάθη-
ση. Η Βαθιά Μάθηση αν και σήμερα αpiοτελεί ένα piολύ δημοφιλές αντικείμενο μελέτης της
εpiιστημονικής κοινότητας, αυτό σε καμία piερίpiτωση δεν μpiορεί να ειpiωθεί και για το piα-
ρελθόν της. Αυτό βέβαια γίνεται αντιληpiτό και αpiό το γεγονός ότι ο κλάδος αυτός εμφα-
νίζεται με διαφορετικό όνομα ανά piεριόδους. Το 1943 οι McCulloch και Pits ανέpiτυξαν τον
McCulloch-Pits νευρώνα, του οpiοίου η λειτουργία θύμιζε έναν βιολογικό νευρώνα, ο οpiοί-
ος χρησιμοpiοιήθηκε για τον διαχωρισμό δύο κατηγοριών, του οpiοίου τα βάρη τα έθετε ένας
άνθρωpiος χειριστής. Στην συνέχεια το 1950 ο Rosenblatt ανέpiτυξε τον αισθητήρα (perce-
ptron) ο οpiοίος ήταν εpiίσης ένα γραμμικό μοντέλο piου όμως μάθαινε τα βάρη μόνος του,
μέσω piαραδειγμάτων αpiό την κάθε κατηγορία, ενώ το 1960 οι Widrow και Hoff με το ada-
ptive linear element (ADALINE), μάθαιναν να piροβλέpiουν τις τιμές μιας συνάρτησης αpiό τα
δεδομένα. ΄Ετσι ολοκληρώνεται η piρώτη piερίοδος έρευνας της Βαθιάς Μάθησης γνωστή και
ώς cybernetics. ΄Εpiειτα αpiό μια αδρανή piερίοδο, η Βαθιά Μάθηση εpiανέρχεται ως συνδετι-
σμός (connectionism), εμpiνευσμένη αpiό τη γνωσιακή εpiιστήμη. Ο Hinton το 1986 εισήγαγε
την ιδέα των κατανεμημένων αναpiαραστάσεων (distributed representations), όpiου κάθε ο-
ντότητα αναpiαριστάται αpiό piολλά χαρακτηριστικά και κάθε χαρακτηριστικό εμpiλέκεται στην
αναpiαράσταση piολλών διαφορετικών οντοτήτων. Ορόσημο για τη Βαθιά Μάθηση υpiήρξε η
εφαρμογή του αλγορίθμου της οpiισθοδιάδοσης (backpropagation) για την εκpiαίδευση νευρω-
νικών δικτύων το 1986 με τις δουλειές των Rumelhart, Hinton και Williams , ενώ η σύγχρονη
μορφή του αλγορίθμου piροήλθε αpiό τον LeCun το 1987. Η piερίοδος αυτή ολοκληρώνεται
με την ανακάλυψη των Δικτύων Μακράς Βραχείας Μνήμης (LSTM) τα οpiοία συνέβαλαν
στην μοντελοpiοίηση ακολουθιών μέσω νευρωνικών δικτύων. Παρόλο piου εpiικράτησε μια piε-
ρίοδος όpiου η piλειοψηφία της εpiιστημονικής κοινότητας δεν ασχολούταν με το κομμάτι της
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Βαθιάς Μάθησης, οι LeCun, Bengio και Hinton με την δουλεία τους στο piλαίσιο του Cana-
dian Institute for Advanced Research (CIFAR) συνέχισαν την έρευνα piάνω σε αυτόν τον
κλάδο. Μάλιστα για την piροσpiάθεια τους αυτή, βραβεύτηκαν το 2018 με Turing Award. Το
τρίτο κύμα, το οpiοίο ονομάστηκε και Βαθιά Μάθηση, ξεκίνησε με τη δουλεία του Hinton
το 2006 piάνω στην γρήγορη εκμάθηση των deep belief network. Ακολούθησαν αντίστοιχες
ανακαλύψεις άλλων εpiιστημόνων του CIFAR piάνω στην εκpiαίδευση και την γενίκευση των
νευρωνικών δικτύων. Παράλληλα οι δυνατότητες της piαράλληλης εpiεξεργασίας συνεχίζουν
να βελτιώνονται και έχουμε piλέον GPUs με σημαντικές υpiολογιστικές δυνατότητες. Το 2012
ο Krizhevsky με το AlexNet βελτίωσε θεαματικά το λάθος στο διαγωνισμό του ImageNet
Large Scale Visual Recognition Challenge (ILSVRC) χρησιμοpiοιώντας ένα βαθύ νευρωνικό
δίκτυο. Αpiό εκεί και ύστερα τα βαθιά νευρωνικά δίκτυα εpiανήλθαν στο piροσκήνιο και piλέον
χιλιάδες εpiιστήμονες στον κόσμο ασχολούνται με τη μελέτη τους.
Σχήμα 1.1: Παράδειγμα της αρχιτεκτονικής του AlexNet [11].
1.2 Few-shot K-way Learning
΄Ενα νευρωνικό δίκτυο καλείται να μάθει αpiό κάpiοια piαραδείγματα και να piροσαρμόσει τα
βάρη του κατάλληλα, piροκειμένου να είναι εφτικτός ο διαχωρισμός των κλάσεων στις οpiοίες
ανήκουν τα piαραδείγματα. Η διαδικασία κατά την οpiοία το δίκτυο μαθαίνει να διαχωρίζει τα
piαραδείγματα καλείται εκpiαίδευση. Στη συνέχεια ακολουθεί το στάδιο αξιολόγησης (evalua-
tion). Στο piλαίσιο της Εpiιβλεpiόμενης Μάθησης (Supervised Learning) οι ετικέτες (labels),
οι οpiοίες piροσδιορίζουν την κλάση στην οpiοία ανήκει το κάθε piαράδειγμα, είναι διαθέσιμες
στο στάδιο της εκpiαίδευσης. Το Few-shot Learning είναι ένα piλαίσιο εντός του οpiοίου το
δίκτυο καλείται να μάθει γρήγορα και αpiό λίγα piαραδείγματα. Κατά την εκpiαίδευση, δίνε-
ται piεριορισμένος αριθμός piαραδειγμάτων αpiό διάφορες κλάσεις με τις ετικέτες τους και το
δίκτυο καλείται να μάθει γενικά χαρακτηριστικά για το piρόβλημα, όpiως χαρακτηριστικά τα
οpiοία έχουν κοινά piαραδείγματα της ίδιας κλάσης. Μια αντίθεση με τη διαδικασία μάθησης
των piαραδοσιακών νευρωνικών δικτύων είναι ότι δεν αρκεί το δίκτυο να μάθει καλές αναpiαρα-
στάσεις για τις κλάσεις της εκpiαίδευσης, καθώς οι κλάσεις αξιολόγησης είναι διαφορετικές και
δεν piαρουσιάζονται στην εκpiαίδευση, αλλά είναι εpiιθυμητό να μάθει χαρακτηριστικά τα οpiοία
διαχωρίζουν τις κλάσεις. Το στάδιο αξιολόγησης αpiοτελείται αpiό εpiεισόδια piου έχουν την
εξής μορφή:
• Στάδιο 1: Δίνονται N piαραδείγματα, ίσα με τον αριθμό του Few-shot, δηλαδή αν έχου-
με One-shot ένα, Five-shot piέντε κ.ο.κ. αpiό K κλάσεις, τις οpiοίες δεν έχει δει το
δίκτυο στο στάδιο της εκpiαίδευσης. Αpiό αυτό το δείγμα, το οpiοίο καλείται και Σύνολο
Υpiοστήριξης (Support Set), το δίκτυο καλείται να piροσαρμοστεί στις κλάσεις.
• Στάδιο 2: Παρουσιάζονται τυχαία piαραδείγματα αpiό τις κλάσεις αυτές, διαφορετικά αpiό
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το piροηγούμενο στάδιο, τα οpiοία κατηγοριοpiοιεί το δίκτυο. Το σύνολο των piαραδειγ-
μάτων αυτού του σταδίου είναι γνωστό ως Σύνολο Ερωτημάτων (Query Set)
Σημειώνεται ότι η piαραpiάνω διαδικασία (εpiεισόδιο) εpiαναλαμβάνεται piολλές φορές με τυχαίες
κλάσεις και piαραδείγματα κάθε φορά, τα οpiοία δειγματοληpiτούνται αpiό το σύνολο αξιολόγη-
σης (στο σχήμα 1.2 φαίνεται ένα piαράδειγμα με χειρόγραφους χαρακτήρες αpiό το Omniglot
Dataset). Αν και ο άνθρωpiος φαίνεται να έχει τη δυνατότητα να ανταpiεξέλθει σε αυτήν τη
διαδικασία [12], τα piαραδοσιακά νευρωνικά δίκτυα αpiαιτούν piολλά piαραδείγματα piαραpiάνω για
να γενικεύσουν αpiοτελεσματικά, piετυχαίνοντας τον αντίστοιχο βαθμό αpiόδοσης.
΄Οpiως γίνεται άμεσα αντιληpiτό αpiό την piεριγραφή της διαδικασίας αξιολόγησης, μεγα-
λώνοντας τον αριθμό των κλάσεων K των εpiεισοδίων, η εργασία γίνεται δυσκολότερη, γιατί
το δίκτυο piρέpiει να αpiοφανθεί ανάμεσα σε piερισσότερες κλάσεις για ένα piαράδειγμα. Το
αντίθετο ισχύει για το N , δηλαδή το Zero-shot είναι σαφώς δυσκολότερο αpiό το One-shot,
το οpiοίο είναι δυσκολότερο αpiό το Five-shot κ.ο.κ. καθώς piερισσότερα piαραδείγματα με τις
ετικέτες τους γίνονται διαθέσιμα αpiό την κάθε κλάση στο 1ο στάδιο του εpiεισοδίου. Ιδιαίτερο
ενδιαφέρον piαρουσιάζουν οι piεριpiτώσεις των One-shot και Zero-shot Learning όpiου κατά
το στάδιο της αξιολόγησης εμφανίζεται ένα μόνο piαράδειγμα αpiό τις υpiοψήφιες κλάσεις, και
μόνο μετα-δεδομένα (meta-data) για την piερίpiτωση του Zero-shot αντίστοιχα. Στο piλαίσιο
αυτής της διpiλωματικής εpiικεντρωνόμαστε στην piερίpiτωση του One-shot Learning για την
υλοpiοίηση και σύγκριση των δικτύων.
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Σχήμα 1.2: ΄Ενα εpiεισόδιο αpiό το Omniglot dataset [13].
1.3 Στόχοι και Συνεισφορές της Εργασίας
Ο στόχος της εργασίας αυτής είναι η μελέτη και σύγκριση των κυριότερων αρχιτεκτονι-
κών piου χρησιμοpiοιούνται στη βιβλιογραφία για να αντιμετωpiίσουν το piρόβλημα του Few-
shot Learning . Οι μέθοδοι piου μελετώνται ανήκουν στην κατηγορία των μεθόδων διάκρισης
(discriminative methods), δηλαδή ασχολούνται με το κομμάτι της κατηγοριοpiοίησης αpiο-
κλειστικά και όχι με την piαραγωγή νέων piαραδειγμάτων. Το piλαίσιο της σύγκρισης είναι το
Omniglot Dataset (2015) των Lake, Salakhutdinov και Tenenbaum [12], [13].
Αν και piολλές αpiό αυτές τις μεθόδους έχουν εξεταστεί στο piλαίσιο αυτού του συνόλου
δεδομένων, η σύγκριση γίνεται σε διαφορετικά σύνολα εκpiαίδευσης και διαφορετικές εργα-
σίες (task). Η συνεισφορά αυτής της εργασίας εξετάζει τις μεθόδους αυτές στο ίδιο piερι-
βάλλον, χρησιμοpiοιώντας την ίδια αρχιτεκτονική για το συνελικτικό νευρωνικό δίκτυο piου
χρησιμοpiοιείται ως εξαγωγέας χαρακτηριστικών (feature extractor), συγκρίνοντας piαράλλη-
λα χαρακτηριστικά όpiως ο χρόνος εκpiαίδευσης, η μνήμη piου χρησιμοpiοιούν και η δυσκολία
υλοpiοίησης.
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1.4 Διάρθρωση της Εργασίας
Η εργασία αυτή είναι οργανωμένη σε 8 κεφάλαια
• Στο Κεφάλαιο 2 γίνεται ανασκόpiηση των κυριότερων αναφορών της βιβλιογραφίας σχε-
τικά με τα συνελικτικά νευρωνικά δίκτυα και piαρουσιάζονται κάpiοια χαρακτηριστικά του
Few-shot Learning.
• Στο Κεφάλαιο 3 piαρουσιάζονται piροσεγγίσεις βασισμένες σε μετρικές για την εpiίλυση
του piροβλήματος.
• Στο Κεφάλαιο 4 piαρουσιάζονται αλγόριθμοι βελτιστοpiοίησης για την εpiίλυση του piρο-
βλήματος.
• Στο Κεφάλαιο 5 piαρουσιάζονται αρχιτεκτονικές piου βασίζονται στην μνήμη.
• Στο Κεφάλαιο 6 δίνονται τα βασικά στοιχεία της υλοpiοίησης και τα piειραματικά αpiοτε-
λέσματα.
• Στο Κεφάλαιο 7 γίνεται σύνοψη των κυριότερων αpiοτελεσμάτων και συνεισφορών της
εργασίας και piροτείνονται piιθανές κατευθύνσεις για μελλοντική έρευνα οι οpiοίες piρο-
κύpiτουν αpiό την εργασία αυτή.
• Στο Κεφάλαιο 8 δίνονται τα piιο αντιpiροσωpiευτικά κομμάτια κώδικα της κάθε υλοpiοιη-
σης.

Κεφάλαιο 2
Ανασκόpiηση των συνελικτικών
νευρωνικών δικτύων και του
Few-shot Learning
2.1 Συνελικτικά νευρωνικά δίκτυα
Τα συνελικτικά νευρωνικά δίκτυα αpiοτελούν μια μορφή νευρωνικού δικτύου piου όμως
έχουν την δυνατότητα να εκμεταλλευτούν την χωρική συσχέτιση των δεδομένων εισόδου [15].
΄Ενα piαραδοσιακό νευρωνικό δίκτυο αpiοτελείται αpiό ένα σύνολο μονάδων, γνωστών ως αι-
σθητήρων (perceptron), όpiου δρουν ως ένας γραμμικός μετασχηματισμός piάνω στο διάνυσμα
εισόδου ακολουθούμενο αpiό μια συνάρτηση ενεργοpiοίησης, η οpiοία είναι μη γραμμική.
Σχήμα 2.1: Παράδειγμα ενός perceptron [19].
Δεν υpiάρχει piεριορισμός για το βάθος του νευρωνικού δικτύου, το οpiοίο ορίζεται ως ο
αριθμός των αισθητήρων piου στοιβάζονται, και υpiάρχει η τάση να αυξάνεται το βάθος με το
piέρασμα του χρόνου. Η έξοδος ενός νευρωνικού δικτύου με 2 εpiίpiεδα piαράγει την έξοδο:
yk = σ
 M∑
j=0
w
(2)
kj σ
(
D∑
i=0
w
(1)
ji xi
) k = 1, 2, ...,K (2.1)
΄Ενα συνελικτικό νευρωνικό δίκτυο δέχεται piρότυpiα τα οpiοία αναpiαρίστανται με τοpiο-
λογίες piλέγματος, όpiως εικόνες piου μpiορεί να είναι 2 ή 3 διαστάσεων, ανάλογα αν είναι
23
24
Κεφάλαιο 2. Ανασκόpiηση των συνελικτικών νευρωνικών δικτύων και του Few-shot
Learning
ασpiρόμαυρες ή έγχρωμες. Η διαφορά τους σε σχέση με τα νευρωνικά δίκτυα είναι ότι χρησι-
μοpiοιούν τη διακριτή συνέλιξη αντί του piολλαpiλασιασμού piινάκων σε τουλάχιστον ένα αpiό
τα εpiίpiεδά τους. Η piράξη της διακριτής συνέλιξης για μια δισδιάστατη εικόνα I με έναν δισ-
διάστατο piυρήνα K ως είσοδο ορίζεται ως:
Sij = (I ∗K)ij =
∑
m
(
∑
n
(ImnK(i−m)(j−n)))
Ο piυρήνας K ονομάζεται και φίλτρο και κάθε συνελικτικό εpiίpiεδο αpiοτελείται αpiό ένα σύνολο
αpiό φίλτρα, οι piαράμετροι των οpiοίων μαθαίνονται κατά την διαδικασία της εκpiαίδευσης. ΄Ενα
βασικό χαρακτηριστικό των piυρήνων piου χρησιμοpiοιούνται είναι ότι η διάσταση τους είναι
σημαντικά μικρότερη αpiό την είσοδο, και έτσι piετυχαίνουν αραιές συνδέσεις και λιγότερες piα-
ραμέτρους εκμάθησης. Αυτό μειώνει σημαντικά το υpiολογιστικό κόστος για τον υpiολογισμό
της εξόδου του συνελικτικού νευρωνικού δικτύου. Σε ένα συνελικτικό δίκτυο τα βαθύτερα
εpiίpiεδα έχουν μεγαλύτερο piροσpiελάσιμο piεδίο (receptive field) με αpiοτέλεσμα να αλληλεpiι-
δρούν με μεγαλύτερο κομμάτι της εισόδου (Σχήμα 2.2). Εpiομένως αυτά τα εpiίpiεδα μαθαίνουν
piιο υψηλού εpiιpiέδου (high level) χαρακτηριστικά σε σχέση με τα piροηγούμενα, καθιστώντας
τα συνελικτικά δίκτυα piολύ αpiοτελεσματικά. Κάpiοιες αpiό τις εφαρμογές τους σε εικόνες είναι
οι κατηγοριοpiοίηση [22], piαραγωγή [5], νοηματική τμηματοpiοίηση [26] κ.α.
Σχήμα 2.2: Στοιβάζοντας 3 συνελικτικά εpiίpiεδα 3× 3 εpiιτυγχάνεται ένα piροσpiελάσιμο piεδίο
7× 7 στο εpiίpiεδο 3.
΄Ενα τυpiικό εpiίpiεδο ενός συνελικτικού δικτύου συνήθως ανήκει σε μια αpiό τις piαρακάτω
κατηγορίες:
• Συνελικτικό εpiίpiεδο (Convolutional layer): Το εpiίpiεδο αυτό εκτελεί την διακριτή συ-
νέλιξη piου αναφέρθηκε piροηγουμένως.
• Εpiίpiεδο ενεργοpiοίησης (Activation layer): Σε αυτό το εpiίpiεδο εφαρμόζεται η συνάρτη-
ση ενεργοpiοίησης στην έξοδο του piροηγούμενου εpiιpiέδου. Οι piιο συνήθεις συναρτήσεις
ενεργοpiοίησης είναι η λογιστική συνάρτηση f(x) = 1/(1 + exp(−x)), η υpiερβολική
Κεφάλαιο 2. Ανασκόpiηση των συνελικτικών νευρωνικών δικτύων και του Few-shot
Learning 25
εφαpiτομένη f(x) = tanh(x) και η συνάρτηση ReLU f(x) = max(0, x). Αpiό τις συ-
ναρτήσεις αυτές, η συνάρτηση ReLU είναι η piιο διαδεδομένη και οδηγεί σε καλύτερη
εκpiαίδευση για βαθιά δίκτυα [16].
• Εpiίpiεδο τραβήγματος (Pooling layer): Το εpiίpiεδο αυτό συγχωνεύει τα χαρακτηριστικά
του διανύσματος του piροηγούμενου εpiιpiέδου. Συγκεκριμένα εφαρμόζεται σε ξεχωριστές
γειτονίες του διανύσματος χαρακτηριστικών piου μpiορούν και να εpiικαλύpiτονται, και
δίνει στην έξοδο ένα χαρακτηριστικό piου piροκύpiτει αpiό τη γειτονιά αυτή. Συνήθως
χρησιμοpiοιείται μέγιστο τράβηγμα (Max Pooling) όpiου δίνει ως έξοδο το μέγιστο της
γειτονιάς και μέσο τράβηγμα (Average Pooling) η έξοδος του οpiοίου είναι ο μέσος όρος
της γειτονιάς. Το εpiίpiεδο αυτό συμβάλει στην ανεξαρτητοpiοίηση αpiό τοpiική μετατόpiιση
(local translation invariance), piαράγοντας βελτιωμένα αpiοτελέσματα σε piεριpiτώσεις
piου είναι εpiιθυμητό να βρεθεί αν η είσοδος διαθέτει κάpiοιο χαρακτηριστικό, όpiως για
piαράδειγμα να αναγνωριστεί αν υpiάρχει ένα αντικείμενο σε μια εικόνα.
Μια συνηθισμένη piρακτική piου χρησιμοpiοιείται είναι να εφαρμόζονται διαδοχικά τα τρία
piαραpiάνω εpiίpiεδα. Το εpiίpiεδο τραβήγματος χρησιμοpiοιείται κυρίως για τον υpiοβιβασμό της
διάστασης του piροηγούμενου εpiιpiέδου (Σχήμα 1.1). Σε piολλές αρχιτεκτονικές κατηγοριο-
piοίησης, το διάνυσμα χαρακτηριστικών του τελευταίου συνελικτικού εpiιpiέδου τροφοδοτείται
σε piλήρως συνδεδεμένα εpiίpiεδα (fully connected layers) στα οpiοία εpiιτυγχάνεται η διάκριση
των piαραδειγμάτων στις κλάσεις. ΄Οpiως θα δούμε στην συνέχεια piολλές αpiό τις αρχιτεκτο-
νικές piου χρησιμοpiοιούνται για το Few-shot Learning αντί για piλήρως συνδεδεμένα εpiίpiεδα,
υpiολογίζουν αpiοστάσεις ή ομοιότητες στα διανύσματα χαρακτηριστικών piου piροκύpiτουν αpiό
το τελευταίο συνελικτικό εpiίpiεδο. ΄Ενας αpiό τους λόγους piου αυτή η piρακτική piαρουσι-
άζει καλά αpiοτελέσματα είναι εpiειδή τα piλήρως συνδεδεμένα εpiίpiεδα εισάγουν ένα μεγάλο
piλήθος piαραμέτρων, δυσανάλογο με τα συνελικτικά εpiίpiεδα, και εξαιτίας του piεριορισμένου
μεγέθους του συνόλου των δεδομένων στις εφαρμογές του Few-shot Learning, οι piαράμετροι
δεν καταφέρνουν να εκpiαιδευτούν ικανοpiοιητικά.
2.2 Σύγχρονες piρακτικές στα συνελικτικά νευρωνικά
δίκτυα
Αpiό τη μεγάλη εξάpiλωση των νευρωνικών δικτύων piου συντελέστηκε το 2012 με το
AlexNet [11], έχουν piροταθεί piολλές μέθοδοι και διαφορετικές αρχιτεκτονικές για την εpiίτευ-
ξη καλύτερων αpiοτελεσμάτων. ΄Ενα αpiό τα piροβλήματα για το οpiοίο έχει γίνει εκτεταμένη
piροσpiάθεια να αντιμετωpiιστεί είναι η τάση piου piαρουσιάζουν τα νευρωνικά δίκτυα να υpiερ-
εκpiαιδεύονται στο σύνολο των δεδομένων piου χρησιμοpiοιήθηκε για την εκpiαίδευση τους
(overfitting). Μια, ίσως piροφανής, λύση είναι η χρησιμοpiοίηση μεγαλύτερου ή και piιο αντι-
piροσωpiευτικού συνόλου δεδομένων, το οpiοίο piλησιάζει piερισσότερο το σύνολο αξιολόγησης.
Αυτή η piρακτική, piέρα του ότι αpiαιτεί ανθρώpiινη εργασία, δεν είναι piάντα εφικτή και είναι ένα
αpiό τα βασικά χαρακτηριστικά του piροβλήματος του Few-shot Learning. Μια άλλη λύση piου
piροτείνεται αpiό τους Simard et al. [21] είναι ο εμpiλουτισμός του συνόλου δεδομένων με την
εφαρμογή μετασχηματισμών, όpiως αφινικοί μετασχηματισμοί, στα υpiάρχοντα δεδομένα (dis-
torted data). Με την εφαρμογή μετασχηματισμών piου διατηρούν τη φύση του piροβλήματος
αναλλοίωτη (transformation invariance), όpiως για piαράδειγμα η χρήση αφινικού μετασχη-
ματισμού για αναγνώριση ενός αντικειμένου σε μια εικόνα, εpiιτυγχάνεται καλύτερη αpiόδοση
του νευρωνικού δικτύου [21]. Μια piιο σύγχρονη τεχνική piου piροτάθηκε αpiό τον Srivastava
et al. [8] ονομάζεται Dropout , κατά την οpiοία μηδενίζονται οι έξοδοι των ενδιάμεσων εpiι-
piέδων του δικτύου με piιθανότητα 1/2 κατά την διάρκεια της εκpiαίδευσης. Η τεχνική αυτή
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ισοδυναμεί με model averaging αpiό ένα σύνολο αρχιτεκτονικών εκθετικό ως piρος το piλήθος
των piαραμέτρων. Αυτό piροκύpiτει εύκολα λαμβάνοντας υpiόψη ότι σε κάθε εpiοχή εκpiαιδεύ-
εται και ένα δίκτυο με διαφορετική τοpiολογία, με τα διαφορετικά δίκτυα να μοιράζονται τις
piαραμέτρους (parameter sharing). Με αυτό τον τρόpiο μειώνεται η συνpiροσαρμοστικότητα
(co-adaptation) των νευρώνων του δικτύου, οδηγώντας σε καλύτερη γενίκευση [8].
Σχήμα 2.3: Εφαρμογή Dropout κατά την εκpiαίδευση. Αριστερά: Η δομή ενός δικτύου με
2 κρυφά εpiίpiεδα. Δεξιά: ΄Ενα thinned νευρωνικό δικτύο piου έχει piροκύψει τυχαία με την
εφαρμογή του Dropout κατά την εκpiαίδευση [8].
΄Ενα άλλο piρόβλημα piου piαρουσιάζουν τα βαθιά νευρωνικά δίκτυα είναι η εξαφανιζόμενη
κλίση (vanishing gradient), η οpiοία piροκύpiτει αpiό τις μεθόδους μάθησης piου βασίζονται
στην κλίση (gradient-based) και το μεγάλο βάθος του δικτύου. Εpiειδή σύμφωνα με αυτές
τις μεθόδους μάθησης τα βάρη του δικτύου ανανεώνονται με βάση τη μερική piαράγωγο της
συνάρτησης λάθους ως piρος το piαρόν βάρος, αν η μερική piαράγωγος γίνει piολύ μικρή, τεί-
νοντας στο μηδέν, τα βάρη δεν ανανεώνονται. Η μέθοδος της οpiισθοδιάδοσης piροωθεί την
piαράγωγο του λάθους αpiό το βαθύτερο εpiίpiεδο piρος τα piίσω, χρησιμοpiοιώντας τον κανόνα
της αλυσίδας, όpiου οι piαράγωγοι του δικτύου piολλαpiλασιάζονται καθώς διαδίδονται piρος
τα piίσω. Χρησιμοpiοιώντας μια συνάρτηση ενεργοpiοίησης όpiως η λογιστική συνάρτηση, της
οpiοίας το piεδίο ορισμού είναι το R αλλά το piεδίο τιμών της piαραγώγου είναι ένα διάστημα
μεταξύ του 0 και 1, η piαράγωγος μικραίνει με κάθε εpiίpiεδο καθώς piολλαpiλασιάζεται piρος
τα piίσω. Οpiότε όταν έχουμε piολλά εpiίpiεδα και μικρές piαραγώγους, τα βάρη των αρχικών
εpiιpiέδων δεν θα ενημερωθούν αpiοτελεσματικά, με συνέpiεια η αpiόδοση του δικτύου να είναι
μειωμένη.
Μια λύση για το piρόβλημα αυτό είναι η χρησιμοpiοίηση συντομότερων συνδέσεων (shortcut
connections) για την διάδοση των piαραγώγων [7]. ΄Ετσι δημιουργούνται εpiιμέρους κομμάτια τα
οpiοία ονομάζονται Υpiολειpiόμενα κομμάτια (Residual blocks) και το δίκτυο piου χρησιμοpiοιεί
αυτά τα δομικά στοιχεία καλείται Υpiολειpiόμενο δίκτυο (ResNet). Το piλεονέκτημα με την
χρήση υpiολειpiόμενων κομματιών γίνεται εμφανές αν piρέpiει να διατηρηθεί η είσοδος, δηλαδή
να μάθει το δίκτυο την ταυτοτική συνάρτηση F (x) = x. Χωρίς τις συντομότερες συνδέσεις
το δίκτυο θα έpiρεpiε μέσω μιας στοίβας μη γραμμικών εpiιpiέδων να piαράξει την ταυτοτική
συνάρτηση. Αντιθέτως με τις συντομότερες συνδέσεις αρκεί να μάθει την μηδενικη F (x) = 0,
οpiότε η έξοδος θα είναι H(x) = x + 0 = x.
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Σχήμα 2.4: Παράδειγμα ενός Υpiολειpiόμενου κομματιού με συντομότερες συνδέσεις [7].
Τέλος μια μέθοδος piου στοχεύει στην αντιμετώpiιση του covariant shift piου piαρουσιά-
ζουν τα νευρωνικά δίκτυα και piαράλληλα συνεισφέρει στην ταχύτερη εκpiαίδευση καλείται
Κανονικοpiοίηση Συστάδας (Batch Normalization) και κάνει whitening (μηδενική μέση τιμή
και μοναδιαία διασpiορά) στις εξόδους του κάθε εpiιpiέδου ενεργοpiοίησης ως piρος το εύρος
των τιμών piου piαίρνουν σε μια συστάδα (batch) αpiό piαραδείγματα εισόδου [9]. Η μέθοδος
αυτή εισάγει 2 εpiιpiλέον piαραμέτρους σε κάθε εpiίpiεδο, οι οpiοίες εκpiαιδεύονται, όpiως και
το υpiόλοιpiο δίκτυο, με την μέθοδο της οpiισθοδιάδοσης. Οι piαράμετροι αυτοί έχουν τη
δυνατότητα να αναιρέσουν το whitening, αν οδηγεί σε καλύτερο αpiοτέλεσμα, και άρα αpiό τη
μέθοδο αυτή μpiορεί να piροκύψει το αρχικό δίκτυο.
Σχήμα 2.5: Ο αλγόριθμος Κανονικοpiοίησης Συστάδας [9].
2.3 Few-shot Learning Dataset
Στο piροηγούμενο κεφάλαιο piεριγράφηκε το piλαίσιο του Few-shot Learning με τις διάφο-
ρες piαραλαγές του. Ωστόσο, στον κλάδο της Μηχανικής Μάθησης και ιδιαίτερα στη Βαθιά
Μηχανική Μάθηση, η διαδικασία ανάpiτυξης καινούργιων μεθόδων αρχίζει λίγο διαφορετικά
αpiό άλλους κλάδους της Εpiιστήμης των Υpiολογιστών. Ενώ η συνηθισμένη μέθοδος είναι η
διατύpiωση ενός θεωρητικού και καλά ορισμένου piροβλήματος το οpiοίο στη συνέχεια η εpiι-
στημονική κοινότητα καλείται να εpiιλύσει, στον κλάδο της Μηχανικής Μάθησης piολλές φορές
ένα σύνολο δεδομένων, με σαφώς ορισμένες κατατμήσεις εκpiαίδευσης και εpiαλήθευσης γίνεται
το κίνητρο και το μέτρο σύγκρισης για τις μεθόδους piου ερευνώνται. ΄Ετσι στη βιβλιογραφία
όταν συγκρίνονται διαφορετικές μέθοδοι, το μέτρο σύγκρισης τους είναι η εpiίδοση σε κάpiοια
ευρέως διαδεδομένα και κοινώς αpiοδεκτά σύνολα δεδομένων για τη συγκεκριμένη εργασία
(task). ΄Οσον αφορά το Few-shot Learning και ιδιαίτερα το κομμάτι της κατηγοριοpiοίησης,
έχουν piροταθεί και χρησιμοpiοιηθεί διάφορα σύνολα δεδομένων. Στη συνέχεια piαρουσιάζουμε
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κάpiοια αpiό τα piιο ευρέως διαδεδομένα:
• Omniglot Dataset: Το συγκεκριμένο σύνολο δεδομένων αναpiτύχθηκε το 2011 αpiό τους
Lake, Salakhutdinov, Gross και Tenenbaum και αpiοτελείται αpiό 1623 χαρακτήρες α-
piό 50 διαφορετικά αλφάβητα. Κάθε χαρακτήρας έχει σχεδιαστεί αpiό 20 διαφορετικούς
ανθρώpiους [12], [13]. Οι χαρακτήρες αυτοί δίνονται σε μορφή ασpiρόμαυρης (grayscale)
εικόνας διαστάσεως 108 × 108. ΄Ετσι, θεωρώντας ως κλάσεις τους διαφορετικούς χα-
ρακτήρες, έχουμε 1623 κλάσεις με 20 piαραδείγματα αpiό την κάθε κλάση. ΄Οpiως θα
δούμε στην συνέχεια το piλήθος των piαραδειγμάτων είναι piολύ μικρό σε σχέση με τον
αριθμό των κλάσεων συγκρινόμενο με άλλα σύνολα δεδομένων. Η αρχική μορφή του
Omniglot Dataset είναι χωρισμένη σε ένα σύνολο εκpiαίδευσης piου αpiοτελείται αpiό 30
γλώσσες και ένα σύνολο εpiαλήθευσης piου piεριέχει τις υpiόλοιpiες 20. Εpiίσης, piρόσφα-
τα έχει ενσωματωθεί και η piληροφορία για τις μολυβιές (strokes) piου αpiαρτίζουν τον
κάθε χαρακτήρα, οι οpiοίες δίνονται ως ακολουθίες σημείων. Στο σύνολο δεδομένων αυ-
τό, piέρα αpiό την εργασία της κατηγοριοpiοίησης, piροτάθηκαν εpiίσης η piαραγωγή νέων
piροτύpiων αpiό έναν χαρακτήρα και νέων χαρακτήρων (concepts) είτε κάτω αpiό τον piε-
ριορισμό ενός αλφάβητου είτε χωρίς piεριορισμό. Τέλος, στις εργασίες έχει piροστεθεί
και η ανάλυση (parsing) των χαρακτήρων, δηλαδή η εύρεση της σειράς των μολυβιών
piου τους αpiαρτίζουν (Σχήμα 1.2).
• Mini-ImageNet Dataset: Το ImageNet σε συνδυασμό με το ImageNet Large Scale
Visual Recognition Challenge (ILSVRC) αpiοτελεί ένα αpiό τα piιο γνωστά στο χώρο
της Βαθιάς Μηχανικής Μάθησης. Το Mini-Imagenet piροκύpiτει αpiό το ILSVRC-12
σύνολο δεδομένων κρατώντας 60.000 έγχρωμες εικόνες, μεγέθους 84× 84 χωρισμένες
σε 100 κλάσεις με 600 piαραδείγματα αpiό την κάθε μια. Στη βιβλιογραφία έχουν piροταθεί
διαφορετικές διατμήσεις για τις 100 κλάσεις δυσχεραίνοντας τη σύγκριση των αpiοτελε-
σμάτων. Μια αpiό τις piιο δημοφιλείς διατμήσεις, εισήγαγαν οι Ravi και Laurochelle [18],
όpiου χρησιμοpiοιούνται 64 κλάσεις για την εκpiαίδευση, 16 για την εpiικύρωση (valiation)
και 20 για την αξιολόγηση.
• CUB 200 Dataset: Το Caltech-UCSD Birds (CUB) Dataset piεριλαμβάνει 11,788
εικόνες αpiό 200 είδη piουλιών. Αpiό αυτές οι 100 κλάσεις χρησιμοpiοιούνται για την
εκpiαίδευση, 50 για την εpiικύρωση και οι υpiόλοιpiες 50 για την αξιολόγηση.
Σχήμα 2.6: Εικόνες αpiό το CUB200 Dataset [9].
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2.4 Meta-learning
Το piρόβλημα του Few-shot Learning μpiορεί να εκφραστεί μαθηματικά ως εξής: ΄Εστω
D =
⋃
i
{(xi, yi)} ένα σύνολο αpiό piαραδείγματα με τις ετικέτες τους και έστω ότι έχουμε
ένα κατηγοριοpiοιητή (classifier) fθ με piαράμετρους θ, τότε οι βέλτιστες piαράμετροι piρέpiει να
μεγιστοpiοιούν την piιθανότητα των σωστών κλάσεων για τα piαραδείγματα στο D:
θ∗ = argmaxθE(x,y)∈D[P (y|x)] (2.2)
Μια piολύ βασική αρχή για το Few-show Learning είναι η Μετα-Μάθηση (Meta-Learning),
γνωστή και ως ῾῾ μαθαίνοντας να μαθαίνει᾿᾿ (learning to learn). Σύμφωνα με αυτή την αρχή,
ένα μοντέλο Μετα-Μάθησης (meta-learning model) θα piρέpiει να εκpiαιδεύεται σε μια piοικιλία
αpiό εργασίες μάθησης (learning task) και να βελτιστοpiοιείται για την καλύτερη αpiόδοση στην
κατανομή των εργασιών αυτών. Αυτό σημαίνει:
θ∗ = argminθED∼P (D)[Lθ(D)] (2.3)
Η διαφορά με τη βελτιστοpiοίηση (optimization) των piαραδοσιακών αρχιτεκτονικών είναι
ότι οι εργασίες είναι piιο γενικές είτε αpiό αpiλά piαραδείγματα είτε αpiό συστάδες αpiό ένα σύνολο
δεδομένων. ΄Ενα τέτοιο piαράδειγμα είναι οι εργασίες κατηγοριοpiοίησης, όpiου η κατηγοριοpiο-
ίηση ενός συνόλου δεδομένων μετράει ως μια εργασία. Τα εpiεισόδια του Few-shot Learning,
piου piεριγράφηκαν στο piροηγούμενο κεφάλαιο, αpiοτελούν εργασίες κατηγοριοpiοίησης, όpiου
κάθε εpiεισόδιο έχει ένα σύνολο εκpiαίδευσης και ένα σύνολο αξιολόγησης. ΄Ετσι, τα μοντέλα
piου εκpiαιδεύονται σε εpiεισόδια, αpiοτελούν piαραδείγματα Μετα-Μάθησης.
2.5 Διαφορετικές piροσεγγίσεις στο Few-shot Learning
Για το piρόβλημα του Few-shot Learning έχουν piροταθεί piολλά και διαφορετικά μοντέλα,
τα οpiοία για λόγους ταξινόμησης μpiορούν να χωριστούν σε 3 μεγάλες κατηγορίες:
• Βασισμένα σε μετρικές (Metric-Based): τα μοντέλα αυτά μαθαίνουν έναν εξαγωγέα
χαρακτηριστικών (feature extractor) και τον συνδυάζουν με μια μέθοδο για την κατη-
γοριοpiοίηση στο στάδιο της αξιολόγησης, η οpiοία συνήθως υpiολογίζει αpiοστάσεις ή
ομοιότητες μεταξύ των piαραδειγμάτων.
• Βασισμένα σε βελτιστοpiοίηση (Optimization-Based): στόχος τους είναι να βελτιστο-
piοιήσουν ένα δίκτυο, έτσι ώστε να μpiορέσει να μάθει γρήγορα. ΄Ενα piαραδαδοσιακό
νευρωνικό δίκτυο το οpiοίο μαθαίνει μέσω της οpiισθοδιάδοσης της κλίσης δεν μpiορεί
να μάθει να γενικεύει αpiοτελεσματικά αpiό ένα Σύνολο Υpiοστήριξης, το οpiοιο διαθέτει
ένα piρότυpiο αpiό την κάθε κλάση. Ωστόσο, αλλάζοντας τον αλγόριθμο βελτιστοpiοίησης
(optimization algorithm) είναι δυνατό να εpiιτευχθούν αρχιτεκτονικές piου μαθαίνουν
με μόνο ένα piαράδειγμα. Στην βιβλιογραφία αναφέρονται και ως αρχιτεκτονικές βασι-
σμένες στην κλίση (Gradient-Based), καθώς κάνουν χρήση της κλίσης της συνάρτησης
λάθους, τροpiοpiοιώντας ή γενικεύοντας την οpiισθοδιάδοση.
• Βασισμένα σε μνήμη (Memory-Based): το κύριο χαρακτηριστικό τους είναι η χρήση
κάpiοιας μορφής μνήμης, την οpiοία χρησιμοpiοιούν για να αpiοθηκεύουν εμpiειρία (expe-
rience), η οpiοία αpiοκτήθηκε αpiό piρογούμενες εργασίες.
Στη συνέχεια piαρουσιάζονται και αναλύονται οι piιο δημοφιλείς μέθοδοι αpiό την κάθε κατη-
γορία.

Κεφάλαιο 3
Αρχιτεκτονικές βασισμένες σε
Μετρικές
Η piρώτη κατηγορία αρχιτεκτονικών piου αναpiτύχθηκε για την εpiίλυση του Few-shot
Learning είναι οι αρχιτεκτονικές βασισμένες σε Μετρικές. Οι αρχιτεκτονικές αυτές συσχε-
τίζονται σημαντικά με τα piαραδοσιακά συνελικτικά δίκτυα για κατηγοριοpiοίηση, τα οpiοία
χρησιμοpiοιούν piλήρως συνδεδεμένα εpiίpiεδα στα βαθύτερα εpiίpiεδα. Συγκεκριμένα, τα συ-
νελικτικά εpiίpiεδα υλοpiοιούν τον εξαγωγέα χαρακτηριστικών και τα piλήρως συνδεδεμένα ένα
κατηγοριοpiοιητή fθ piου ταξινομεί τα piαραδείγματα στις κλάσεις εκpiαίδευσης. Ωστόσο, εpiειδή
οι κλάσεις αξιολόγησης είναι διαφορετικές αpiό τις κλάσεις εκpiαίδευσης στην piερίpiτωση του
Few-shot Learning, ο ταξινομητής δεν έχει νόημα. ΄Ετσι οι αρχιτεκτονικές εpiικεντρώνονται
στην αντικατάσταση του ταξινομητή με μια μέθοδο, piου μpiορεί να έχει εpiιpiλέον piαραμέτρους
(piαραμετρική) ή και όχι (μη piαραμετρική), η οpiοία συνήθως υpiολογίζει αpiοστάσεις μεταξύ των
piαραδειγμάτων. Οι αρχιτεκτονικές συνεχίζουν να χρησιμοpiοιούν την οpiισθοδιάδοση για την
εκpiαίδευση των piαραμέτρων τους, χρησιμοpiοιώντας ως συνάρτηση λάθους την Cross-entropy
Loss η οpiοία ορίζεται ως:
LTi(fθ) =
∑
xj ,yj∼Ti
yj log fθ(xj) + (1− yj) log(1− fθ(xj)) (3.1)
Οι αρχιτεκτονικές piου θα μελετηθούν σε αυτό το κεφάλαιο είναι οι εξής: Σιαμαία δίκτυα,
Δίκτυα Ταιριάσματος και Πρωτότυpiα Δίκτυα.
3.1 Σιαμαία νευρωνικά δίκτυα
Τα Σιαμαία νευρωνικά δίκτυα (Siamese Networks) piροτάθηκαν αpiό τον LeCun et al. [3]
για την εργασία της ταυτοpiοίησης υpiογραφών. Το δίκτυο αυτό αpiοτελείται αpiό δύο όμοια
νευρωνικά δίκτυα, τα οpiοία λαμβάνουν αpiό ένα piαράδειγμα το καθένα και στην συνέχεια
ακολουθούνται αpiό ένα εpiίpiεδο piου υpiολογίζει και σταθμίζει την αpiόσταση μεταξύ των χα-
ρακτηριστικών τους, η οpiοία τροφοδοτείται σε μια λογιστική συνάρτηση.
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Σχήμα 3.1: Η αρχιτεκτονική του Σιαμαίου δικτύου [10].
Με αυτήν την υλοpiοίηση το Σιαμαίο νευρωνικό δίκτυο εpiιλύει την εργασία της εpiαλήθευ-
σης (verification), δηλαδή αpiοφαίνεται αν δύο υpiογραφές είναι ίδιες ή όχι, υpiολογίζοντας τον
βαθμό ομοιότητας. Εφόσον η έξοδος piροκύpiτει αpiό τη λογιστική συνάρτηση, η οpiοία έχει
piεδίο τιμών ένα διάστημα μεταξύ 0 και 1, ο βαθμός ομοιότητας είναι εpiίσης μεταξύ 0 και
1. Μέσω ενός κατωφλίου (threshold), το οpiοίο αpiοτελεί υpiερpiαράμετρο (hyperparameter),
το δίκτυο αpiοφασίζει για την ομοιότητα ή μη των υpiογραφών. Ωστόσο, σε ένα εpiεισόδιο
του Few-shot Learning δεν έχουμε μόνο δύο κλάσεις (είναι όμοια ή όχι), αλλά K. Εpiίσης
διαθέτουμε N piαραδείγματα αpiό την κάθε κλάση στο Σύνολο Υpiοστήριξης. Οι Koch et
al. [10] piρότειναν ένα τρόpiο εpiέκτασης των Σιαμαίων δικτύων για το piλαίσιο του One-shot
Learning ως εξής: έστω ότι δίνεται μια εικόνα αξιολόγησης x η οpiοία piρέpiει να καταταχθεί
σε K κλάσεις, αpiό τις οpiοίες έχουμε τα piρότυpiα xk με k = 1, 2, ...,K. Τότε τροφοδοτούμε
στο Σιαμαίο δίκτυο όλα τα ζευγάρια x, xk και piροβλέpiουμε:
C∗ = argmaxkPk (3.2)
όpiου Pk ο βαθμός ομοιότητας piου υpiολογίζει το δίκτυο για το ζεύγος. Στην piερίpiτωση
του Few-shot Learning, piου έχουμε piαραpiάνω piαραδείγματα αpiό την κάθε κλάση (N >
1), piάλι piαίρνοντας όλα τα δυνατά ζεύγη, piροβλέpiεται η κλάση του piαραδείγματος με τον
μεγαλύτερο βαθμό ομοιότητας. Γίνεται άμεσα αντιληpiτό ότι όσο μεγαλύτερο είναι το εpiεισόδιο
τόσο piιο αργή είναι η αξιολόγηση, καθώς μεγαλώνει ο αριθμός των δυνατών ζευγών. Μια
σημαντική συνεισφορά των Koch et al. είναι ότι άλλαξαν την συνάρτηση ενέργειας μεταξύ
των χαρακτηριστικών των piαραδειγμάτων piου έχει piροταθεί αpiό τους LeCun et al. [3] στην
L1 αpiόσταση, η οpiοία σταθμίζεται αpiό το τελευταίο εpiίpiεδο (Σχήμα 3.1). ΄Αμεσα piροκύpiτει
ότι το δίκτυο είναι συμμετρικό καθώς η L1 είναι συμμετρική και τα συνελικτικά νευρωνικά
δίκτυα είναι όμοια.
Ως συνάρτηση λάθους χρησιμοpiοιήθηκε η Binary cross-entropy loss και το δίκτυο εκ-
piαιδεύτηκε με οpiισθοδιάδοση σε συστάδες αpiό ζεύγη. Τα ζεύγη εpiιλέχθηκαν τυχαία, με
piιθανότητα 50% τα piαραδείγματα να ανήκουν στην ίδια κλάση, όpiου όλες οι κλάσεις είχαν την
ίδια piιθανότητα να εpiιλεγούν. Εpiίσης για καλύτερα αpiοτελέσματα, εpiαύξησαν τα δεδομένα
(Data augmentation) με τυχαίους μικρούς αφινικούς μετασχηματισμούς (Σχήμα 3.2).
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Σχήμα 3.2: Τυχαίοι μικροί αφινικοί μετασχηματισμοί σε δεδομένα του Omniglot [10].
Η αρχιτεκτονική του δικτύου piου χρησιμοpiοίησαν οι Koch et all [10] φαίνεται στο σχήμα
3.3. ΄Οpiως αναφέραμε και στην εισαγωγή, για λόγους δίκαιης σύγκρισης χρησιμοpiοιήσαμε το
ίδιο συνελικτικό νευρωνικό δίκτυο (ίδια αρχιτεκτονική), piου υλοpiοιεί τον εξαγωγέα χαρακτη-
ριστικών, με αυτό piου χρησιμοpiοιούν οι Vinyals et al. στα Δίκτυα Ταιριάσματος [25], το οpiοίο
ονομάζεται 4CONV και piαρουσιάζεται στο κεφάλαιο 6. Να σημειωθεί ότι στην αρχιτεκτονική
τους, οι Koch et al. χρησιμοpiοιούν μεγαλύτερης διάστασης εξαγωγέα χαρακτηριστικών και
αpiοσύνθεση βαρών (weight decay) piου συνεισφέρει στην αpiοφυγή της υpiερεκpiαίδευσης. Η
υλοpiοίηση των Σιαμαίων Δικτύων σε PyTorch είναι αρκετά εύκολη καθώς piαρουσιάζει piολλά
κοινά χαρακτηριστικά με τα piαραδοσιακά συνελικτικά δίκτυα. Ο χρόνος εκpiαίδευσης τους
είναι αυξημένος τόσο σε σχέση με τα piαραδοσιακά συνελικτικά δίκτυα, όσο και ως piρος τις
εpiόμενες αρχιτεκτονικές piου μελετώνται σε αυτό το κεφάλαιο. Αυτό οφείλεται στο ότι piρέpiει
να δουν piολλά ζεύγη για να αρχίσουν να μαθαίνουν ομοιότητες και διαφορές, σε αντίθεση με
τις εpiόμενες τεχνικές piου σε κάθε εpiανάληψη μελετούν piολλαpiλές κλάσεις ταυτόχρονα.
Σχήμα 3.3: Η αρχιτεκτονική piου χρησιμοpiοιήθηκε για τα Σιαμαία Δίκτυα στο Omniglot [10].
3.2 Δίκτυα Ταιριάσματος
Τα Δίκτυα Ταιριάσματος (Matching Networks) αναpiτύχθηκαν ειδικά για το Few-Shot
Learning αpiό τους Vinyals et al. [25]. Είναι η piρώτη αρχιτεκτονική η οpiοία εκpiαιδεύεται
σε εpiεισόδια αpiό το σύνολο εκpiαίδευσης, οpiότε η διαδικασία εκpiαίδευσης και αξιολόγησης
ταυτίζεται. ΄Οpiως αναφέρθηκε στο piροηγούμενο κεφάλαιο, οι αρχιτεκτονικές των οpiοίων οι
piαράμετροι εκpiαιδεύονται σε εργασίες, όpiως οι γνωσιακές εργασίες των εpiεισοδίων, κάνουν
χρήση της αρχής της Μετα-Μάθησης. Οpiότε, κατά την εκpiαίδευση, σε κάθε εpiεισόδιο έχουμε
ένα Σύνολο Υpiοστήριξης S =
K⋃
i=1
{(xi, yi)} και ένα Σύνολο Ερωτημάτων Q =
K⋃
i=1
{(xi, yi)}.
΄Εστω xˆ ένα piαράδειγμα αpiό το σύνολο ερωτημάτων. Ο σκοpiός της αρχιτεκτονικής είναι αpiό
το Σύνολο S να piαράξει έναν κατηγοριοpiοιητή cS ο οpiοίος για κάθε δείγμα xˆ θα δώσει ως
έξοδο μια κατανομή piιθανοτήτων yˆ για τις κλάσεις του εpiεισοδίου. Πιο αναλυτικά, το δίκτυο
υpiολογίζει το P (yˆ|xˆ, S), όpiου το P piαραμετρικοpiοιείται αpiό ένα νευρωνικό δίκτυο. Δοθέντος
ενός καινούργιου Συνόλου Εκpiαίδευσης S′, χρησιμοpiοιείται το piαραμετρικό δίκτυο P για να
piαράξει τις νέες piροβλέψεις, δηλαδή P (yˆ′|xˆ′, S′) όpiου xˆ′ είναι piαράδειγμα αpiό το νέο Σύνολο
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Ερωτημάτων Q′. Η piρόβλεψη y′ του δικτύου μpiορεί να εκφραστεί μαθηματικά ως:
yˆ =
∑
i
(α(xˆ, xi)yi)
όpiου το α είναι ένας μηχανισμός piροσοχής (attention mechanism).
Παρατηρώντας την piαραpiάνω μορφή της εξόδου yˆ βλέpiουμε ότι το piλαίσιο αυτό αpiοτελεί
μια γενίκευση κάpiοιων αpiό τις piιο γνωστώς τεχνικές μηχανικής μάθησης (Machine Learn-
ing). Συγκεκριμένα, χρησιμοpiοιώντας ένα μηχανισμό μάθησης α piου είναι μηδεν για τα b
μακρυνότερα piαραδείγματα xi αpiό το xˆ και μια κατάλληλη σταθερά για τα υpiόλοιpiα k − b,
ο μηχανισμός αυτός είναι ισοδύναμος με τη μέθοδο ′k − b′ Πλησιέστεροι Γείτονες (Nearest
Neighbours-NN) [25]. Αντίστοιχα, αν ο α είναι ένας piυρήνας (kernel), τότε ο μηχανισμός
γίνεται ισοδύναμος με έναν Kernel Desity Estimator (KDE). Μια άλλη οpiτική είναι να θε-
ωρήσουμε τα yi ως μνήμες piου αντιστοιχούν στα xi, οpiότε με τη μέθοδο αυτή ανακτούμε
την piληροφορία του σχετικότερου yi. Γίνεται άμεσα αντιληpiτό ότι το piλαίσιο piου εισάγουν
οι Vinyals et al. είναι γενικό και αρκετά ευέλικτο. ΄Ενας αpiλός μηχανισμός εστίασης piου
όμως αpiοδίδει καλά στο Omniglot Dataset, είναι η χρήση του softmax στις συνημιτονικές
αpiοστάσεις (cosine distance) μεταξύ των piαραδειγμάτων, δηλαδή:
α(xˆ, xi) =
exp(−c(f(xˆ), g(xi))∑k
j=1 exp(−c(f(xˆ), g(xj))))
(3.3)
όpiου η συνημιτονική αpiόσταση ορίζεται ως:
c(x, y) = 1− xy‖ x ‖‖ y ‖ (3.4)
Οι συναρτήσεις f, g είναι εξαγωγείς χαρακτηριστικών piου υλοpiοιούνται με νευρωνικά
δίκτυα. Στην piερίpiτωσή μας, χρησιμοpiοιήσαμε το ίδιο νευρωνικό για το Σύνολο Υpiοστήριξης
και το Σύνολο Ερωτημάτων, δηλαδή f = g. Στο εpiιστημονικό άρθρο τους [25], οι συγγραφείς
piροτείνουν και μια κατηγορία μηχανισμών piου ονομάζουν Full Context Embeddings (FCE),
των οpiοίων οι συναρτήσεις f, g εpiιτελούν piάλι την εξαγωγή χαρακτηριστικών, ωστόσο λαμ-
βάνουν υpiόψη τους ολόκληρο το Σύνολο Υpiοστήριξης, δηλαδή για κάθε δείγμα xi το διάνυσμα
των χαρακτηριστικών δίνεται αpiο την g(xi, S) και το ίδιο συμβαίνει για την f(xˆ, S). Αν και
στο Omniglot τα FCE δεν έδειξαν κάpiοια βελτίωση στα αpiοτελέσματα, στο miniImageNet,
υλοpiοιώντας τις f, g με δίκτυα LSTM τα οpiοία λαμβάνουν υpiόψη τους και Σύνολο Υpiοστήρι-
ξης, υpiήρξε μια μικρή βελτίωση 2-3%. Για τα piειράματά τους στο Omniglot, οι συγγραφείς
χρησιμοpiοίησαν το δίκτυο 4CONV ως εξαγωγέα χαρακτηριστικών, το οpiοίο στη συνέχεια
χρησιμοpiοιήθηκε και αpiό piολλές άλλες αρχιτεκτονικές. Τα Δίκτυα Ταιριάσματος, χωρίς τον
μηχανισμό του FCE, δεν εισάγουν εpiιpiλέον piαραμέτρους εκμάθησης piέρα αpiό τον εξαγωγέα
χαρακτηριστικών. Εpiιpiλεόν, λόγω του γεγονότος ότι η εκpiαίδευση με την αξιολόγηση ταιριά-
ζουν, χρειάστηκαν λίγα εpiεισόδια για να αρχίσουν να μαθαίνουν χρήσιμα χαρακτηριστικά για
το piρόβλημα. Η υλοpiοίηση τους είναι εpiίσης εύκολη, με την piροσοχή κυρίως στην εpiέκταση
της εκpiαιδευσής τους σε εpiεισόδια.
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Σχήμα 3.4: Η αρχιτεκτονική του Δικτύου Ταιριάσματος [25].
3.3 Πρωτότυpiα Δίκτυα
Τα Πρωτότυpiα Δίκτυα (Prototypical Networks) [23] έpiονται των Δικτύων Ταιριάσματος
και εμpiνεύστηκαν αpiό τη δουλειά του Vinyals et al. [25]. ΄Οpiως είδαμε, στα Δίκτυα Ταιριά-
σματος έχει εισαχθεί η εκpiαίδευση σε εpiεισόδια και έχουν piροταθεί μηχανισμοί εστίασης. Τα
Πρωτότυpiα δίκτυα εpiεκτείνουν τις piαραpiάνω ιδέες για την piερίpiτωση piου το N > 1, δηλαδή
σε Σύνολο Υpiοστήριξης όpiου δίνεται piαραpiάνω αpiό ένα piαράδειγμα για την κάθε κλάση.
Στην piερίpiτωση piου δίνεται ακριβώς ένα, δηλαδή στο One-shot Learning, οι αρχιτεκτονικές
ταυτίζονται, με μόνη διαφορά ότι οι Snell et al. χρησιμοpiοίησαν την τετραγωνισμένη Ευκλεί-
δια αpiόσταση L22 αντί της Συνημιτονικής. Η κεντρική ιδέα, η οpiοία θα αναλυθεί στη συνέχεια,
είναι ότι υpiάρχει ένας εξαγωγέας χαρακτηριστικών, στον οpiοίο τα δείγματα της ίδιας κλάσης
μαζεύονται γύρω αpiό μια piρωτότυpiη αναpiαράσταση της κλάσης (prototype). Για να μάθει το
piαραμετρικό δίκτυο αυτόν τον εξαγωγέα, το δίκτυο υpiολογίζει για κάθε κλάση στο Σύνολο
Υpiοστηρίξης την piρωτότυpiη αναpiαράσταση ως τον μέσο όρο των piαραδειγμάτων της κλάσης
στο χώρο του εξαγωγέα. Οpiότε αν fθ : RD → RM ένας εξαγωγέας χαρακτηριστικών, όpiου
D και M οι διάστασεις των χώρων εισόδου και εξόδου αντίστοιχα, τότε για κάθε κλάση k
στο Σύνολο Υpiοστήριξης S =
N⋃
i=1
{(xi, yi)} το piρωτότυpiο της κλάσης ck ορίζεται ως:
ck =
1
|Sk|
∑
(xi,yi)∈Sk
fθ(xi) (3.5)
36 Κεφάλαιο 3. Αρχιτεκτονικές βασισμένες σε Μετρικές
Σχήμα 3.5: Τα Πρωτότυpiα Δίκτυα στο piλαίσιο του Few-shot (αριστερά) και Zero-shot (δεξιά)
[23].
Ο μηχανισμός piροσοχής piου piροτείνεται είναι η χρήση της softmax στις αpiοστάσεις μεταξύ
των piαραδειγμάτων του Συνόλου Ερωτημάτων και των piρωτότυpiων ck στον χώρο εξόδου M ,
δηλαδή:
Pθ(y = k|x) = exp(−d(fθ(x), ck))∑
k′(exp(−d(fθ(x), ck′)))
(3.6)
Ο Snell et al. αpiοδεικνύουν ότι χρησιμοpiοιώντας μια οικογένεια αpiοστάσεων γνωστών ως
regular Bregman divergences, οι οpiοίες ορίζονται ως:
dθ(z, z
′) = θ(z)− θ(z′)− (z − z′)TOθ(z′) (3.7)
στην οpiοία ανήκει και η τετραγωνισμένη Ευκλείδια αpiόσταση, τα Πρωτότυpiα δίκτυα είναι
ισοδύναμα με τη μέθοδο Mixture Density Estimation (MDE) της μηχανικής μάθησης, χρη-
σιμοpiοιώντας μια εκθετική οικογένεια κατανομών, δηλαδή η piρόβλεψη του δικτύου μpiορεί να
εκφραστεί ως:
p(y = k|z) = pikexp(−dθ(z, µ(φk)))∑
k′ pik′exp(−dθ(z, µ(φk)))
(3.8)
όpiου z = fθ(x) και µ(φk) = ck. Οι συγγραφείς εpiίσης αpiοδεικνύουν ότι χρησιμοpiοιώντας
τετραγωνισμένη Ευκλείδια αpiόσταση, ο κατηγοριοpiοιητής piου piροκύpiτει είναι ισοδύναμος με
ένα γραμμικό κατηγοριοpiοιητή, όμως αυτό δεν piεριορίζει την αpiόδοση του μοντέλου καθώς η
μη γραμμικότητα μpiορεί να μαθευτεί αpiό τον εξαγωγέα χαρακτηριστικών piου χρησιμοpiοιείται.
Για την εκpiαίδευση στο Omniglot χρησιμοpiοιήθηκε το δίκτυο 4CONV, όpiως στα Δίκτυα
Ταιριάσματος. Μια σημαντική piαρατήρηση είναι ότι κατά την εκpiαίδευση οι Snell et al. δο-
κίμασαν να αυξήσουν τον αριθμό των κλάσεων K, καθιστώντας το εpiεισόδιο εκpiαίδευσης
δυσκολότερο αpiό το εpiεισόδιο αξιολόγησης. Χρησιμοpiοιώντας αυτήν την piρακτική piαρατήρη-
σαν βελτίωση στην αpiόδοση του δικτύου. Συγκεκριμένα βρήκαν ότι με K = 60 κλάσεις κατά
την εκpiαίδευση το δίκτυο piετυχαίνει καλύτερα αpiοτελέσματα. Αντιθέτως, αλλάζοντας τον
αριθμό των piαραδειγμάτων N αpiό την κάθε κλάση κατά την εκpiαίδευση δεν piαρατηρήθηκε
κάpiοιο piλεονέκτημα. ΄Οpiως και τα Δίκτυα Ταιριάσματος, τα Πρωτότυpiα Δίκτυα δεν εισάγουν
εpiιpiλέον piαραμέτρους. Η διαδικασία εκpiαίδευσης και αξιολόγης είναι ακόμα piιο γρήγορη στην
piερίpiτωση piου τοN > 1 σε σχέση με τις άλλες αρχιτεκτονικές, καθώς οι αpiοστάσεις λαμβάνο-
νται μόνο μεταξύ των piρωτότυpiων και του Συνόλου Ερωτημάτων και όχι για όλα τα δυνατά
ζεύγη Συνόλου Ερωτημάτων και Συνόλου Υpiοστήριξης. Η υλοpiοίηση διαφέρει ως piρος τον
υpiολογισμό των piρωτοτύpiων σε σχέση με την piροηγούμενη μέθοδο, τα οpiοία piροκύpiτουν ως
ο μέσος των piαραδειγμάτων, οpiότε δεν piαρουσιάζει ιδιαίτερη δυσκολία.
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Σχήμα 3.6: Ο αλγόριθμος εκpiαίδευσης των Πρωτότυpiων Δικτύων [23].

Κεφάλαιο 4
Αλγόριθμοι βασισμένοι σε
βελτιστοpiοίηση για το Few-shot
Learning
Είναι η piιο piρόσφατη κατηγορία μεθόδων για το Few-shot Learning, και είναι ιδιαίτερα
δημοφιλής συγκεντρώνοντας την piροσοχή ενός μεγάλου μέρους της εpiιστημονικής κοινότητας.
Οι αλγόριθμοι αυτοί αντιμετωpiίζουν το piρόβλημα του Few-shot Learning αpiό διαφορετική
σκοpiία σε σχέση με τις piροηγούμενες κατηγορίες. Κάpiοιες αpiό τις λύσεις piου piροτείνονται
είναι εμpiνευσμένες αpiό τον κλάδο της Μεταφοράς Μάθησης (Transfer Learning).
4.1 Model-Agnostic Μετα-Μάθηση
΄Ενας αpiό τους piιο piετυχημένους και piαράλληλα αpiλούς αλγόριθμος βελτιστοpiοίησης piου
ανήκει στην κατηγορία αυτή είναι ο Model-Agnostic Meta-Learning (MAML) [4]. ΄Ενα αpiό
τα μεγάλα piροτερήματά του είναι ότι είναι συμβατός με κάθε μοντέλο piου μαθαίνει μέσω
της μεθόδου κατάβασης κλίσης (gradient descent). Η κεντρική ιδέα είναι ότι υpiάρχουν δύο
μοντέλα, ο base-learner και ο meta-learner, ο οpiοίος εκpiαιδεύει τον piρώτο. Τα βάρη του
base-learner ενημερώνονται με κατάβαση κλίσης σε γνωστικές εργασίες (learning task) του
few-shot piροβλήματος, ενώ ο meta-learner εφαρμόζει κατάβαση κλίσης ως piρος τα βάρη του
base-learner piριν την εφαρμογή της κατάβασης κατά κλίση.
Σχήμα 4.1: Ο αλγόριθμος MAML βρίσκει τις αρχικές piαραμέτρους θ piου piροσαρμόζονται
γρήγορα σε νέες εργασίες [4].
Πιο συγκεκριμένα, έχουμε ένα base-model piου αντιpiροσωpiεύεται αpiό μια piαραμετρική
συνάρτηση fθ με piαραμέτρους θ και ένα task Ti ∼ p(T ). Μετά την εφαρμογή της κατάβασης
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κλίσης έχουμε το νέο διάνυσμα piαραμέτρων θ′i:
θ′i = θ − αOθLTi(fθ) (4.1)
Για ευκολία θα θεωρήσουμε ότι εκτελούμε μόνο ένα βήμα κατάβασης κλίσης. Ο meta-
learner τώρα βελτιστοpiοιεί με βάση την αpiόδοση του μοντέλου fθ′ με τις νέες piαραμέτρους ως
piρος τις αρχικές piαραμέτρους θ σε εργασίες piου δειγματοληpiτούνται piάλι αpiό την κατανομή
P (T ), δηλαδή το meta-objective είναι:
min
θ
∑
Ti∼p(T )
LTi(fθ′i) = minθ
∑
Ti∼p(T )
LTi(fθ−αOθLTi (fθ)) (4.2)
Το meta-optimization υλοpiοιείται piάλι με SGD και ενημερώνει τις piαραμέτρους θ ως
εξής:
θ ← θ − βOθ
∑
Ti∼p(T )
LTi(fθ′i) (4.3)
Το meta-update του αλγόριθμου MAML piεριλαμβάνει gradient μέσα αpiό gradient, ή αλ-
λιώς 2ου βαθμού piαραγώγους. Αυτό έχει ως αpiοτέλεσμα να αυξάνει το υpiολογιστικό κοστός
σημαντικά, και γι αυτό έχουν piροταθεί διάφορες τεχνικές 1ου βαθμού piροσέγγισης (approx-
imation) για να εpiισpiεύσουν τον αλγόριθμο. Οι συγγραφείς [4] υλοpiοίησαν το MAML στο
MiniImagenet, αγνοώντας τις δεύτερες piαραγώγους, υpiολογίζοντας την κλίση ως piρος θ′
στο meta-update, το οpiοίο ονόμασαν FOMAML (First Order MAML). Συγκεκριμένα, ο
αλγόριθμος MAML βελτιστοpiοιεί το:
min
θ
ET∼p(T )[LT (UkT (θ))] (4.4)
όpiου UkT η διαδικασία κατά την οpiοία λαμβάνονται k δείγματα αpiό την εργασία T και ανανε-
ώνεται το θ. ΄Οpiως αναφέραμε, το εpiεισόδιο αpiοτελείται αpiο το Σύνολο Υpiοστηρίξης και το
Σύνολο Ερωτημάτων, οpiότε η βελτιστοpiοίηση μpiορεί να ξαναγραφτεί:
min
θ
ET∼p(T )[LT,Q(UT,S(θ))] (4.5)
΄Ετσι τελικά το MAML μέσω της μεθόδου κλίσης υpiολογίζει:
gMAML = LT,Q(UT,S(θ)) = U′T,S(θ)L′T,Q(θ˜) (4.6)
όpiου θ˜ = UT,S(θ) και U′T,S ο Ιακωβιανός piίνακας της ανανέωσης UT,S , ενώ το FOMAML
θεωρεί τον U′T,S μοναδιαίο, οpiότε υpiολογίζει:
gFOMAML = L′T,Q(θ˜) (4.7)
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Σχήμα 4.2: Ο αλγόριθμος εκpiαίδευσης του MAML [4].
Μια διαφορετική υλοpiοίηση με 1ου βαθμού piαραγώγους μελέτησαν και ανέλυσαν οι Nichol
et al., piροτείνοντας μια piαραλλαγή του MAML piου κάνει χρήση piάλι μόνο της 1ης piαραγώγου,
την οpiοία ονόμασαν Reptile . Η διαφορά του με τον FOMAML είναι ότι στο τελευταίο βήμα,
αντιμετωpiίζει το φ˜−φ ως κλίση και το τροφοδοτεί σε κάpiοιο piροσαμοστικό αλγόριθμο όpiως
ο Adam.
Σχήμα 4.3: Ο αλγόριθμος εκpiαίδευσης του Reptile [17].
Ο αλγόριθμος MAML και οι piαραλλαγές του δεν χρησιμοpiοιούν εpiιpiλέον piαραμέτρους
αpiό αυτές του base-learner, ο οpiοίος αpiοτελεί τον εξαγωγέα χαρακτηριστικών. Ωστόσο η
εκpiαίδευση του δικτύου είναι αρκετά piιο αργή αpiό τις piροηγούμενες τεχνικές καθώς piεριέχει
piαραγώγους 2ου βαθμού. Για την υλοpiοίησή του χρειάστηκε να piροσομοιωθεί το δίκτυο
4CONV μέσω του nn.functional για να εκμεταλλευτούμε το autograd της PyTorch.
4.2 Meta-Transfer Learning
Η μέθοδος του Meta-Transfer Learning piροτάθηκε αpiό τους Sun et al. [24] και είναι
ένας συνδυασμός της Μεταφοράς Γνώσης (Transfer Learning) με την Μετα-Μάθηση. Η
μέθοδος χρησιμοpiοιεί ένα βαθύ νευρωνικό δίκτυο ως base learner το οpiοίο εκpiαιδεύεται σε ένα
σύνολο δεδομένων μεγάλης κλίμακας, τα βάρη του οpiοίου στη συνέχεια piροσαρμόζονται μέσω
Scaling και Shifting (SS), δηλαδή αX+β. Το γεγονός ότι χρησιμοpiοιεί ένα piροεκpiαιδευμένο
δίκτυο, αpiοτελεί μια καλή αρχικοpiοίηση piου piροσφέρει ταχύτερη σύγκλιση κατά τη διάρκεια
piροσαρμογής του, αφού τελικά piροσαμόζονται λιγότερες piαράμετροι. ΄Ενα άλλο piλεονέκτημα
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είναι ότι αpiοφεύγεται η καταστροφική λήθη (catastrophic forgetting), δηλαδή το δίκτυο να
ξεχνάει σημαντική piληροφορία piου έχει μάθει με την ανανέωση των βαρών του.
Εpiίσης, για piιο αpiοτελεσματική εκpiαίδευση piροτείνεται μια στρατηγική εκμάθησης, η ο-
piοία δίνει piροτεραιότητα στα δύσκολα piαραδείγματα εκpiαίδευσης, την οpiοία ονομάζουν HT
(HardTask) meta-batch. Η στρατηγική αυτή χωρίζει την εκpiαίδευση σε 2 στάδια, όpiου
στο 1ο το δίκτυο εκpiαιδεύεται σε εργασίες piου έχουν piαραχθεί τυχαία, ενώ στο 2ο στάδιο
δημιουργούνται εργασίες με τις κλάσεις piου είχαν τη μικρότερη ακρίβεια στο 1ο στάδιο.
Σχήμα 4.4: Τα 3 στάδια της μεθόδου του MTL [24].
Πιο αναλυτικά, η μέθοδος υλοpiοιείται ως εξής:
1. Το βαθύ νευρωνικό δίκτυο εκpiαιδεύεται στα δεδομένα ενός μεγάλου συνόλου δεδο-
μένων, piου αpiοτελείται αpiό όλες τις κλάσεις ελαχιστοpiοιώντας μια συνάρτηση λάθους
όpiως η cross-entropy loss. ΄Ετσι έχουμε έναν εξαγωγέα χαρακτηριστικών (feature ex-
tractor) Θ και ένα ταξινομητή θ piου εκpiαιδεύονται με τη μέθοδο της κατάβασης κλίσης,
δηλαδή:
[Θ; θ] =: [Θ; θ]− αOLD([Θ; θ]) (4.8)
Στη συνέχεια κρατώντας τα βάρη του εξαγωγέα Θ piαγωμένα, piροστίθενται εpiιpiλεόν
piαράμετροι σε κάθε νευρώνα, σε κάθε εpiίpiεδο piου υλοpiοιούν το Scale και Shifting piου
συμβολίζονται με ΦS1 ,ΦS2 αντίστοιχα, όpiου το ΦS1 αρχικοpiοιείται με ένα, ενώ το ΦS2
με μηδενικά . Ο ταξινομητής θ piου εκpiαιδεύτηκε στο piροηγούμενο στάδιο για το σύνολο
των δεδομένων, δεν λαμβάνεται υpiόψη, και αρχικοpiοιείται ένας καινούργιος ταξινομητής,
ο οpiοίος θα χρησιμοpiοιείται για την εκpiαίδευση σε εργασίες.
2. Ο καινούργιος base-learner piου piροκύpiτει εκpiαιδεύεται με meta-batches piου piεριέχουν
εργασίες T ∼ p(T ), οι οpiοίες αpiοτελούνται αpiό ένα κομμάτι εκpiαίδευσης T tr και ένα
αξιολόγησης T te. Ο ταξινομητής θ εκpiαιδεύεται στο κομμάτι εκpiαίδευσης με τη μέθοδο
της κατάβασης κλίσης με ρυθμό μάθησης β, δηλαδή:
θ′ ← θ − βOθLT tr([Θ; θ],ΦS1,2) (4.9)
3. Αφού εκpiαιδευτεί ο νέος ταξινομητής, στο κομμάτι ελέγχου της εργασίας εκpiαιδεύονται
οι piαράμετροι του Scale και Shifting, αλλά και ο ταξινομητής piου piροέκυψε αpiό το
piροηγούμενο στάδιο με τη μέθοδο της κατάβασης κλίσης και με ρυθμό γ ως εξής:
ΦSi =: ΦSi − γOΦSiLT te([Θ; θ′],ΦS1,2) (4.10)
θ =: θ − γOθLT te([Θ; θ′],ΦS1,2) (4.11)
Μετρώντας την ακρίβεια piου εpiιτυγχάνει το δίκτυο στις κλάσεις του meta-batch, βρίσκο-
νται οι δύσκολες κλάσεις αpiό τις οpiοίες piαράγονται νέες εργασίες και εpiαναλαμβάνονται
η εκpiαίδευση του ταξινομητή και των piαραμέτρων SS.
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Σχήμα 4.5: Η διαφορά μεταξύ fine tunning (FT) και Shift και Scaling (SS). Τα βάρη του
αρχικού δικτύου δεν ανανεώνονται με τη μέθοδο SS με αpiοτέλεσμα το δίκτου να μην ΄ξεχνάει΄
piληροφορία piου έχει ήδη μάθει [24].
Λόγω της piροεκpiαίδευσης piου εκτελείται, αυτή η μέθοδος δίνει τη δυνατότητα να εκ-
piαιδευτεί μεγαλύτερο δίκτυο ως εξαγωγές χαρακτηριστικών, με μικρότερη piιθανότητα υpiερ-
piροσαρμογής. Οι συγγραφείς χρησιμοpiοίησαν τη μέθοδο αυτή με το ResNet12 το οpiοίο
αpiοτελείται αpiό 4 υpiολειpiόμενα κομμάτια (residual blocks), όpiου το κάθε ένα αpiοτελείται
αpiό 3 συνελικτικά εpiίpiεδα με 3 × 3 piυρήνες και έδειξαν ότι piετυχαίνει μέχρι και 10,8% κα-
λύτερη εpiίδοση στο miniImageNet, σε σχέση με μεθόδους piου χρησιμοpiοιούν το 4CONV
piου είναι σημαντικά μικρότερο (θα piεριγραφεί στο κεφάλαιο 6).

Κεφάλαιο 5
Αρχιτεκτονικές βασισμένες σε
μνήμη
Στο κεφάλαιο αυτό μελετώνται τα νευρωνικά δίκτυα με Εpiαυξημένη Μνήμη. Αυτή η
μέθοδος είναι ίσως η piιο αντιpiροσωpiευτική της κατηγορίας αυτής, εpiεκτείνοντας υpiάρχουσες
αρχιτεκτονικές piου χρησιμοpiοιούν εξωτερικές μνήμες στο Few-shot Learning .
5.1 Νευρωνικά δίκτυα με Εpiαυξημένη Μνήμη
Τα νευρωνικά δίκτυα με Εpiαυξημένη Μνήμη (Memory-Augmented Neural Networks-
MANNs) βασίζονται σε αρχιτεκτονικές όpiως οι Νευρωνικές Μηχανές, οι οpiοίες αξιοpiοιούν
μια εξωτερική μνήμη για να εγγράφουν και να διαβάζουν αpiοτελέσματα. Οι αρχιτεκτονικές με
εξωτερική μνήμη διαφέρουν αpiό αυτές με εσωτερική, όpiως τα LSTM καθώς η εξωτερική μνήμη
είναι ευσταθής (stable), εpiιτρέpiει την piροσpiέλαση κατά στοιχείο (element wise accessible),
και το μέγεθος της δεν εξαρτάται αpiό το piλήθος των piαραμέτρων του δικτύου.
Οι Νευρωνικές Μηχανές Turing [6] έχουν την δυνατότητα να συμpiεράνουν αpiλούς αλ-
γορίθμους όpiως αντιγραφής, ταξινόμησης και συσχετισμένης ανάκλησης (associative recall)
μέσω piαραδειγμάτων εισόδου και εξόδου. Αpiοτελούνται αpiό έναν ελεγκτή piου αλληλεpiιδρά
με μια εξωτερική μνήμη μέσω εγγραφών (writes) και αναγνώσεων (reads) οι οpiοίες αλληλε-
piιδρούν με ολόκληρη τη μνήμη μέσω ενός μηχανισμού piροσοχής (attention mechanism) ο
οpiοίος σταθμίζει τις διαφορετικές piεριοχές (memory locations). Συγκεκριμένα, έστω Mt το
piεριεχόμενο ενός N ×M piίνακα μνήμης την χρονική στιγμή t, όpiου N είναι ο αριθμός των
θέσεων μνήμης και M είναι το μέγεθος των διανυσμάτων σε κάθε piεριοχή. Μια ανάγνωση
συνοδεύεται αpiό ένα κανονικοpiοιημένο διάνυσμα βαρών wt, όpiου το αpiοτέλεσμα rt ορίζεται
ως:
rt ←
∑
i
wt(i)Mt(i) (5.1)
Ο μηχανισμός εγγραφής ορίζεται σε δύο στάδια, όpiου στο piρώτο στάδιο γίνεται η διαγραφή
(erase):
M˜t(i)←Mt−1(i)[1− wt(i)et] (5.2)
όpiου το et είναι το διάνυσμα διαγραφής, τα στοιχεία του οpiοίου βρίσκονται μετάξυ 0 και 1,
και στο δεύτερο στάδιο η piρόσθεση (add):
Mt(i)← M˜t(i) + wt(i)at (5.3)
όpiου το at ονομάζεται διάνυσμα piροσθήκης. ΄Ενα άμεσο piλεονέκτημα ορίζοντας την ανάγνωση
και την εγγραφή σε ολόκληρη τη μνήμη είναι ότι τις καθιστά διαφορίσιμες τόσο ως piρος την
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μνήμη, όσο και ως piρος τα βάρη. Τα βάρη εpiιτρέpiουν τον έλεγχο της piεριοχής της μνήμης
piου τροpiοpiοιείται ή διαβάζεται και ρυθμίζονται αpiό τον μηχανισμό piροσοχής. Οι Graves
et al. [6] piρότειναν 2 μηχανισμόυς piροσοχής, όpiου ο 1ος χρησιμοpiοείται για piροσpiέλαση
μέσω piεριεχομένου (content based addressing) και ο 2ος για piροσpiέλαση μέσω τοpiοθεσίας
(location based addressing). Η piροσpiέλαση μέσω piεριεχομένου είναι piιο γενική, καθως η
μνήμη θα μpiορούσε να piεριλαμβάνει piληροφορία για τη θέση της piληροφορίας piου piεριέχει.
΄Ετσι ο μηχανισμός piροσοχής για piροσpiέλαση μέσω piεριεχομένων ορίζεται ως:
wct (i)←
exp(βtK[kt,Mt(i)])∑
j exp(βtK[kt,Mt(j)])
(5.4)
όpiου το kt είναι το διάνυσμα κλειδί (key vector) του οpiοίου το piεριεχόμενο συγκρίνεται με
τα στοιχεία της μνήμης Mt(i) και το K είναι ένα μέτρο ομοιότητας (similarity measure). Οι
συγγραφείς piροτείνουν τη συνημιτονική ομοιότητα (cosine similarity) η οpiοία ορίζεται ως:
K(x, y) = 1− c(x, y) (5.5)
όpiου c είναι η Συνημιτονική αpiόσταση piου είδαμε στα Δίκτυα Ταιριάσματος. Το β είναι
μια piαράμετρος piου καθορίζει την ένταση της piροσοχής. Για piροσpiέλαση μέσω τοpiοθεσίας
χρησιμοpiοιούνται τα ενδιάμεσα βάρη:
wgt ← gtwct + (1− gt)wt−1 (5.6)
όpiου gt είναι μια βαθμωτή piύλη piαρεμβολής (scalar interpolation gate) piου piαίρνει τιμές
μεταξύ 0 και 1. ΄Οpiως piροκύpiτει αpiό την piαραpiάνω εξίσωση για την piροσpiέλαση για gt = 0
piροκύpiτει ο μηχανισμός piροσpiέλασης μέσω piεριεχομένου. Αυτά τα βάρη σε συνδυασμό με
τις μετατοpiίσεις βαρών (shift weighting) st piου λαμβάνονται αpiό τον ελεγκτή και συνήθως
piερνούν μέσα αpiό μια συνάρτηση όpiως η softmax , χρησιμοpiοιούνται για να piαραχθούν τα
τελικά βάρη της piροσpiέλασης μέσω τοpiοθεσίας, τα οpiοία είναι:
w˜t(i)←
N−1∑
j=0
wgt (j)st(i− j) (5.7)
Αpiό την piαραpiάνω εξίσωση γίνεται εμφανές ότι οι μετατοpiίσεις βαρών χρησιμοpiοιούνται για
την piεριστροφή των wgt . Για να οξυνθούν piεραιτέρω (sharpening) τα βάρη piροσοχής, χρησι-
μοpiοιείται η piαράμετρος γt, οpiότε τα τελικά βάρη δίδονται αpiό την εξίσωση:
wt(i)← w˜t(i)
γt∑
j w˜t(j)
γt
(5.8)
Για να γίνει piερισσότερο κατανοητή η διαδικασία της piροσpiέλασης κατά τοpiοθεσία, αρκεί να
αναλυθεί σε 3 piεριpiτώσεις:
• Η βαθμωτή piύλη gt = 1 οpiότε έχουμε piροσpiέλαση κατά piεριεχόμενο.
• Η βαθμωτή piύλη gt = 0 οpiότε τα βάρη αpiό το piροηγούμενο βήμα wt−1 piεριστρέφονται
αpiό τις μετατοpiίσεις βαρών st, και έτσι μpiορεί εpiαναληpiτικά να μεταβληθεί η piροσοχή
σε μια ακολουθία διευθύνσεων.
• Χρησιμοpiοιούνται και οι 2 τεχνικές, δηλαδή η piροσpiέλαση μέσω piεριεχομένου, με-
ταβάλεται αpiό τις μετατοpiίσεις εpiιτρέpiοντας στο μηχανισμό εστίασης να piάει σε μια
διεύθυνση δίpiλα, αλλά όχι εpiάνω στη διεύθυνση με το piιο σχετικό piεριεχόμενο.
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Σχήμα 5.1: Ο μηχανισμός διευθυνσιοδότησης των νευρωνικών μηχανών Turing [6].
Το δεύτερο κομμάτι μιας Νευρωνικής Μηχανής Turing είναι ο ελεγκτής, ο οpiοίος μpiορεί
να είναι είτε ένα δίκτυο (LSTM) είτε ένα δίκτυο με piρος τα εμpiρός τροφοδότηση (feedforward
network). Και στις δύο piεριpiτώσεις οι piαράμετροι του δικτύου εκpiαιδεύονται με οpiισθοδιά-
δοση. Στα piειράματα τους, οι Graves et al. έδειξαν ότι το δίκτυο έχει την ικανότητα της
συσχετισμένης ανάκλησης, η οpiοία είναι piολυ χρήσιμη για το Few-shot Learning.
Σχήμα 5.2: Αρχιτεκτονική των Νευρωνικών Μηχανών Turing [6].
Στο piλαίσιο του Few-shot Learning ιδιαίτερο ενδιαφέρον piαρουσιάζει η piροσpiέλαση κατά
piεριεχόμενο, καθώς στο Σύνολο Ερωτημάτων του εpiεισοδίου, το δίκτυο καλείται να αναγνω-
ρίσει το piιο σχετικό piαράδειγμα του Συνόλου Υpiοστήριξης. Με αυτόν το στόχο, οι Santoro
et al. [20] piρότειναν ένα νέο μηχανισμό piροσpiέλασης όpiου αγνοείτο τελείως η δυνατότητα
της piροσpiέλασης κατά τοpiοθεσίας, και αντικαθίσταται με την λιγότερο piρόσφατη χρησιμο-
piοιηθείσα piροσpiέλαση (Least Recently Used Accessed -LRUA), σύμφωνα με την οpiοία κατά
την εγγραφή στη μνήμη, οι τοpiοθεσίες piου εpiιλέγονται είναι είτε η λιγότερο piρόσφατη χρη-
σιμοpiοιηθείσα θέση μνήμης είτε η piιο piρόσφατη. Αυτό εpiιτυγχάνεται εισάγοντας τα βάρη
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χρήσης (usage weights) wut τα οpiοία σε κάθε χρονικό βήμα ανανεώνονται ως εξής:
wut ← γwut−1 + wrt + wwt (5.9)
όpiου γ είναι μια piαράμετρος (decay) και wrt είναι τα βάρη ανάγνωσης. Με βάση αυτά, ορίζονται
τα λιγότερο piρόσφατα χρησιμοpiοιηθείσα βάρη:
wlut (i) =
{
0 if wut (i) > m(w
u
t , n)
1 else
(5.10)
Τέλος τα βάρη εγγραφής, τα οpiοία τελικά χρησιμοpiοιούνται για την εγγραφή στην μνήμη
piροκύpiτουν ως ένας συνδυασμός των wlut και των βαρών ανάγνωσης, δηλαδή:
wwt ← σ(a)wrt−1 + (1− σ(a))wlut−1 (5.11)
όpiου σ η λογιστική συνάρτηση. Η τελική ανανέωση της μνήμης γίνεται ως εξής:
Mt(i)←Mt−1(i) + wwt (i)kt,∀i (5.12)
οpiότε η μνήμη ανανεώνεται και μόνο οι λιγότερο χρησιμοpiοιηθείσες piεριοχές διαγράφονται.
Το δίκτυο των Santoro et al. εκpiαιδεύτηκε σε 100,000 εpiεισόδια αpiό 5 κλάσεις (One-
shot 5-way), με δεδομένα αpiό το σύνολο εκpiαίδευσης. Κατά την αξιολόγηση, οι piαράμετροι
του ελεκτή piαρέμειναν σταθερές με μόνο τη μνήνη να ανανεώνεται για το κάθε piαράδειγμα
piου συναντάει. Μια σημαντική διαφορά αυτής της μεθόδου, σε σχέση με τις piροηγούμενες
τεχνικές piου μελετήσαμε, είναι ότι το εpiεισόδιο piαρουσιάζεται ως ακολουθία στο Δίκτυο με
Εpiαυξημένη Μνήμη. Εpiειδή ο τρόpiος εξέτασης ήταν αρκετά διαφορετικός αpiό αυτόν piου
είχαν piροτείνει ο Lake et al. [12], [13], οι συγγραφείς συνέκριναν τα αpiοτελέσματά τους με
την εpiίδοση ανθρώpiων piου ακολούθησαν την ίδια διαδικασία αξιολόγησης, όpiου piαρατήρησαν
ότι η εpiίδοση του δικτύου υpiερτερεί της ανθρώpiινης ικανότητας όταν έχουμε τουλάχιστον 15
κλάσεις (χαρακτήρες) στο εpiεισόδιο.
Κάτι piου αξίζει να σημειωθεί είναι ότι αλλάζοντας τον τρόpiο κωδικοpiοίησης των κλάσεων
οι συγγραφείς piέτυχαν καλύτερα αpiοτελέσματα, δίνοντας την ικανότητα στο δίκτυο να ανταpiε-
ξέλθει σε εpiεισόδια με piερισσότερες κλάσεις. Συγκεκριμένα, αρχικά χρησιμοpiοίησαν one-hot
encoding, δηλαδή κάθε κλάση αντιστοιχεί σε ένα διάνυσμα piου αpiοτελείται αpiό 0 και μόνο
ένα 1. Αλλάζοντας το διάνυσμα σε string, το οpiοίο αpiοτελείται αpiό χαρακτήρες, όpiου ο κάθε
χαρακτήρας είναι one-hot encode, το δίκτυο αpiέκτησε μια piιο συμpiαγή αναpiαράσταση για
τις ετικέτες piαρουσιάζοντας καλύτερη αpiόδοση. Με one-hot κωδικοpiοίηση μεγέθους 25, το
δίκτυο μpiορεί να αναpiαραστήσει 25 κλάσεις, ενώ αντίθετα αν κάθε 5-αδα bit, αντιστοιχεί σε
έναν χαρακτήρα ’a’-’e’ piου είναι one-hot κωδικοpiοιημένος, τότε μpiορούν να αναpiαρασταθούν
55 = 3.125 κλάσεις.
Κεφάλαιο 6
Υλοpiοίηση και piειραματική
σύγκριση των μεθόδων
6.1 Βασικά στοιχεία υλοpiοίησης
΄Οταν οι Lake et al. δημιούργησαν το Omniglot dataset βάζοντας 20 ανθρώpiους να
σχεδιάσουν τους 1623 χαρακτήρες αpiό 50 διαφορετικά αλφάβητα, χώρισαν το σύνολο Δεδο-
μένων σε μια διάτμιση εκpiαίδευσης-αξιολόγησης (train-test split) με συγκεκριμένα αλφάβητα
να ανήκαν στο σύνολο εκpiαίδευσης και τα υpiόλοιpiα στο σύνολο αξιολόγησης. Συγκεκριμένα
30 αpiό τα αλφάβητα ανήκαν στο σύνολο εκpiαίδευσης και τα υpiόλοιpiα στο σύνολο αξιολόγη-
σης. Εpiίσης ως κριτήριο αξιολόγησης piρότειναν την αξιολόγηση εντός του αλφάβητου (within
alphabet classification) δηλαδή το εpiεισόδιο του One-shot learning να αpiοτελείται αpiό χα-
ρακτήρες αpiό το ίδιο αλφάβητο. Αντίθετα, η κατηγοριοpiοίηση μεταξύ αλφαβήτων (between
alphabet classfication), αpiοτελείται αpiό χαρακτήρες εpiιλεγμένους τύχαια αpiό τα διαθέσιμα
αλφάβητα. Πολλές αpiό τις αρχιτεκτονικές piου μελετάμε χρησιμοpiοίησαν διαφορετικές δια-
τμήσεις και κατηγοριοpiοίηση μεταξύ αλφαβήτων, αpiαλείφοντας την ιεραρχία των αλφάβητων.
Είναι piροφανές ότι χρησιμοpiοιώντας μεγαλύτερο σύνολο εκpiαίδευσης και μικρότερο σύνολο
αξιολόγησης τα αpiοτελέσματα της μεθόδου, τα οpiοία συγκρίνονται στο σύνολο αξιολόγησης,
θα είναι καλύτερα αφού piεριέχει εpiιpiλέον piληροφορία την οpiοία μpiορεί να αξιοpiοιήσει-μάθει
η μέθοδος. Κάτι όχι τόσο piροφανές είναι το γεγονός ότι υpiάρχει σημαντική διαφορά στην
εντός και μεταξύ αλφαβήτων κατηγοριοpiοίηση. Αν και εκ piρώτης όψεως το εντός piρόβλημα
φαίνεται ευκολότερο, καθώς ένα αλφάβητο δεν piεριέχει ίδιους χαρακτήρες, σύμφωνα με τα
piειραματικά αpiοτέλεσματα είναι δυσκολότερο, στο piλαίσιο του Omniglot challenge κάτι το
οpiοίο υpiοστηρίζεται και στο [14]. Περαιτέρω ανάλυση εpi΄ αυτού του θέματος θα υpiάρξει στο
εpiόμενο κεφάλαιο.
Μια άλλη τεχνική piου συναντάται στην βιβλιογραφία για την εpiίτευξη καλύτερων αpiοτε-
λεσμάτων, και ιδιαίτερα στο piλαίσιο του Few-shot Learning, είναι η εpiαύξηση των δεδομένων
(Data Augmentation). Στα piερισσότερα σύνολα δεδομένων piου piεριλαμβάνουν εικόνες υ-
λοpiοιείται με τυχαία crop της εικόνας και αφινικούς μετασχηματισμούς. ΄Ενας αφινικός μετα-
σχηματισμός f : X → Y μpiορεί να εκφραστεί ως σύνθεση μιας μετατόpiισης (translation) και
ενός γραμμικού μετασχηματισμού, δηλαδή:
x 7→Mx+ b (6.1)
όpiου το M είναι ένας γραμμικός μετασχηματισμός, το x είναι διάνυσμα στον X και το b είναι
διάνυσμα στον Y . Στο piλαίσιο του Omniglot Dataset, το οpiοίο αpiοτελείται αpiό εικόνες
108× 108 pixel, συναντάμε συνήθως στη βιβλιογραφία piεριστροφές και ακέραια piολλαpiλάσια
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των 90, οι οpiοίες ωστόσο ορίζονται ως διαφορετικές κλάσεις. Το ίδιο εφαρμόζουν και στο
σύνολο εκpiαίδευσης piρακτικά αυξάνοντας τα δεδομένα ×4, αυξάνοντας και το variation of
data. Η φύση του piροβλήματος του Few-shot Learning αpiαιτεί να βρεθούν αρχιτεκτονικές
piου αpiοδίδουν καλά με λίγα piαραδείγματα. ΄Ετσι, η χρησιμοpiοίηση εpiαύξησης δεδομένων,
piαρότι με αυτήν εpiιτυγχάνονται καλύτερα αpiοτελέσματα, αντιβαίνει στην piαραpiάνω λογική.
Για το λόγο αυτό τις αρχιτεκτονικές piου υλοpiοιήσαμε τις συγκρίναμε στο αρχικό σύνολο
δεδομένων και όχι στο εpiαυξημένο.
΄Ολες οι αρχιτεκτονικές piου συγκρίνουμε, χρησιμοpiοιούν έναν εξαγωγέα χαρακτηριστικών
τον οpiοίο υλοpiοιούν χρησιμοpiοιώντας ένα συνελικτικό νευρωνικό δίκτυο. Στη βιβλιογραφία
χρησιμοpiοιούνται διαφορετικές αρχιτεκτονικές για το συνελικτικό νευρωνικό δίκτυο piου εpiι-
τελεί την εξαγωγή των χαρακτηριστικών. Αυτό είναι άλλωστε αναμενόμενο, καθώς ορισμένα
εpiιστημονικά άρθρα έχουν μεγάλη χρονική διαφορά μεταξύ τους, και οι μέθοδοι piου χρησι-
μοpiοιούνται στα συνελικτικά νευρωνικά δίκτυα εξελίσσονται διαρκώς. Για την piειραματική
σύγκριση υλοpiοιήσαμε ένα αpiό τα piιο δημοφιλη συνελικτικά νευρωνικά δικτύα piου χρησι-
μοpiοιείται για την κατηγοριοpiοίηση στο Omniglot, το 4CONV το οpiοίο αpiοτελείται αpiό 4
εpiιpiέδα (σχήμα 6.2), όpiου χρησιμοpiοιούμε διαδοχικά 3 × 3 piυρήνες συνέλιξης βάθους 64
χαρακτηριστικών, batch normalization και μέγιστο τράβηγμα (max pooling) 2 × 2. ΄Ετσι
τελικά έχουμε ένα διάνυσμα χαρακτηριστικών μεγέθους 64, το οpiοίο κάθε αρχιτεκτονική
χρησιμοpiοιεί διαφορετικά. Να εpiισημάνουμε σε αυτό το σημείο ότι όλες οι αρχιτεκτονικές
piου συγκρίναμε δεν piροσθέτουν εpiιpiλέον piαραμέτρους αpiό αυτές του δικτύου, δηλαδή χρη-
σιμοpiοιούν το ίδιο piλήθος piαραμέτρων. Η διαφορά έγκειται στις piαραμέτρους piου μαθαίνει
η κάθε μέθοδος. Αξίζει να σημειωθεί ότι ίδιο piλήθος piαραμέτρων δεν σημαίνει και αντίστοι-
χους χρόνους εκpiαίδευσης και αξιολόγησης γιατί αυτό εξαρτάται αpiό την αρχιτεκτονική, όpiως
για piαράδειγμα στο MAML, όpiου η κανονική υλοpiοίηση του χρησιμοpiοιεί 2ου βαθμού piα-
ραγώγους, κάνοντας την εκpiαίδευση αpiό το κάθε εpiεισόδιο piιο αργή. Εpiίσης σημαντική
μείωση στον χρόνο εκpiαίδευσης εpiέφερε το batch normalization, το οpiοίο αν και piροσθέτει
piαραμέτρους, εpiιτρέpiει piολύ μεγαλύτερους ρυθμούς μάθησης.
Σχήμα 6.1: Η αρχιτεκτονική του συνελικτικού δικτύου piου χρησιμοpiοιήσαμε.
Για τη σύγκριση των μεθόδων χρησιμοpiοιήθηκαν εpiεισόδια αξιολόγησης αpiό το Omniglot
Dataset, τα οpiοία δημιουργήθηκαν με τυχαίο τρόpiο, με τη διαφορά ότι στα εpiεισόδια εντός αλ-
φάβητου, οι κλάσεις του εpiεισοδίου ήταν τυχαίοι χαρακτήρες αpiό το συγκεκριμένο αλφάβητο,
ενώ στα εκτός αλφαβήτου, οι χαρακτήρες είχαν δειγματοληφθεί τυχαία αpiό όλα τα αλφάβητα,
χωρίς ιεραρχία. Για την κατηγοριοpiοίηση εντός αλφαβήτου δημιουργήσαμε One-shot 20-way
εpiεισόδια για κάθε αλφάβητο και υpiολογίσαμε την ακρίβεια στο συνόλο ερωτημάτων του κάθε
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εpiεισοδίου. Τη διαδικασία αυτή την εpiαναλάβαμε 3 φορές για κάθε γλώσσα αpiό τις 20, και
βρήκαμε το μέσο piοσοστό εpiιτυχίας. Το ίδιο κάναμε και για την κατηγοριοpiοίηση μεταξύ
των αλφάβητων, με μόνη διαφορά ότι δημιουργήσαμε τυχαία 60 εpiεισόδια αpiό όλους τους
διαθέσιμους χαρακτήρες. Εpiειδή τα αpiοτελέσματα piαρουσιάζουν διακύμανση ανάλογα με την
εκτέλεση, αναφέρουμε τον μέσο όρο εpiιτυχίας αpiό 10 εκpiαιδεύσεις και αξιολογήσεις της ίδιας
αρχιτεκτονικής.
6.2 Στοιχεία κώδικα
Υλοpiοιήσαμε τον κώδικα χρησιμοpiοιώντας την piλατφόρμα του Anaconda, η οpiοία είναι
open-source και διευκολύνει το machine learning σε Linux και Windows σε Python. Η
εκpiαίδευση των συνελικτικών δικτύων έγινε αρκετά ευκολότερη και γρηγορότερη χρησιμοpiοι-
ώντας την βιβλιοθήκη PyTorch, η οpiοία είναι βασισμένη στην βιβλιοθήκη Torch. Το Torch
είναι κατάλληλο για piράξεις μεταξύ tensors, δηλαδή piολυδιάστατων piινάκων, στους οpiοίους
εφαρμόζονται μετασχηματισμοί. Το κύριο piροτέρημα αυτής της βιβλιοθήκης είναι ότι εpiιτα-
χύνει τις piράξεις μεταξύ των tensor χρησιμοpiοιώντας την GPU, ενώ piαράλληλα κάνει τον
piαράλληλο piρογραμματισμό σημαντικά piιο εύκολο. Τέλος η σημαντικότερη συνεισφορά της
είναι ότι έχει ενσωματωμένο ένα Autograd module, το οpiοίο υλοpiοιεί αυτόματα την οpiισθο-
διάδοση των κλίσεων. Ορίζοντας τη δομή του δικτύου, δεν χρειάζεται να κατασκευάσουμε
τον γράφο των κλίσεων, καθώς το υλοpiοιεί αυτόματα, και ειδικά σε αρχιτεκτονικές όpiως το
MAML κάνει τον piρογραμματισμό ευκολότερο.
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Σχήμα 6.2: Υλοpiοίηση του Συνελικτικού δικτύου σε PyTorch.
΄Οpiως αναφέρθηκε piροηγουμένως, η διάκριση εντός αλφάβητου και μεταξύ αλφάβητων α-
piοτελούν διαφορετικές εργασίες. Για τον σκοpiό αυτό, συγκρίναμε τις αρχιτεκτονικές σε όλες
τις δυνατές piεριpiτώσεις, δηλαδή piροχωρήσαμε σε ξεχωριστή τόσο εκpiαίδευση όσο και αξιο-
λόγηση για την εντός και μεταξύ διάκριση. ΄Ετσι, για κάθε αρχιτεκτονική έχουμε 4 piοσοστά
εpiιτυχίας, για όλους τους συνδυασμούς των piεριpiτώσεων. Εξαίρεση αpiοτελούν τα Σιαμαία
Δίκτυα, όpiου δεν έχει ιδιαίτερο νόημα η εκpiαίδευση εντός καθώς με piιθανόητα 50% διαλέγε-
ται τυχαίο ζεύγος αpiό διαφορετικές κλάσεις, και το Simple ConvNet, δηλαδή το piαραδοσιακό
νευρωνικό συνελικτικό δίκτυο piου εκpiαιδεύεται με συστάδες.
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6.3 Αpiοτελέσματα
6.3.1 Simple ConvNet
Υλοpiοιήσαμε το αpiλό συνελικτικό νευρωνικό δίκτυο (σχήμα 6.2) piου αpiοτελείται αpiό τον
εξαγωγέα χαρακτηριστικών piου piεριγράφηκε piροηγουμένως ακολουθούμενο αpiό ένα piλήρως
συνδεδεμένο εpiίpiεδο ίσο με τον αριθμό κλάσεων εκpiαίδευσης, δηλαδή των διαφορετικών χα-
ρακτήρων στο σύνολο εκpiαίδευσης. Η συνάρτηση σφάλματος piου ελαχιστοpiοιεί είναι η cross
entropy loss [25]. Μετά την εκpiαίδευση, στο στάδιο της αξιολόγησης, εφαρμόσαμε τον εξα-
γωγέα χαρακτηριστικών και στη συνέχεια piήραμε την Ευκλείδια αpiόσταση μεταξύ όλων των
ζευγών στο Σύνολο Ερωτημάτων και το Σύνολο Υpiοστήριξης, piροβλέpiοντας την κλάση του
piροτύpiου με την μικρότερη αpiόσταση. Χρησιμοpiοιήσαμε piολύ μεγάλο ρυθμό μάθησης, λόγω
του batch normalization, με batch size 128 piρότυpiα, step size 5 και gamma= 0.1.
Εκpiαίδευση/Αξιολόγηση Πειραματικά αpiοτελέσματα Αpiοτελέσματα στην βιβλιογραφία
ολόκληρο/εντός 74.4% 86.5%
ολόκληρο/μεταξύ 87.8% -
Πίνακας 6.1: Αpiοτελέσματα για το Simple ConvNet.
Παρατηρούμε μια αpiόκλιση στα αpiοτελέσματα, και αυτό ίσως οφείλεται στο γεγονός ότι
η δομή του αpiλού συνελικτικού δικτύου piου χρησιμοpiοιήθηκε στο [13] δεν αναφέρεται. Στο
piλαίσιο της δικιά μας σύγκρισης χρησιμοpiοιήσαμε την ίδια αρχιτεκτονική για εξαγωγέα χαρα-
κτηριστικών piου αναφέρθηκε piροηγουμένως. Εpiίσης η αξιολόγηση του συνελικτικού δικτύου
στην βιβλιογραφία έχει γίνει σε 10 αλφάβητα και όχι σε 20.
6.3.2 Σιαμαία Δίκτυα
Τα Σιαμαία είχαν την piιο αργή εκpiαίδευση σε σχέση με τις υpiόλοιpiες αρχιτεκτονικές βασι-
σμένες σε μετρικές. Αυτό οφείλεται στο ότι μαθαίνουν σε ζεύγη piαραδειγμάτων, οpiότε piρέpiει
να δουν piάρα piολλά όμοια και διαφορετικά ζεύγη για να εκpiαιδευτούν. Κατά την εκpiαίδευση
ένα ζεύγος είχε piιθανότητα 50% να είναι αpiό την ίδια κλάση και 50% αpiό διαφορετική. Στο
piλαίσιο του One-shot 20-way task piου μελετάμε, μόνο 1 αpiό τα 20 piρότυpiα στο Σύνολο
Υpiοστήριξης ανήκει στην ίδια κλάση με το κάθε piαράδειγμα αpiό το Σύνολο Ερωτημάτων.
Εκpiαίδευση/Αξιολόγηση Πειραματικά αpiοτελέσματα Αpiοτελέσματα στην βιβλιογραφία
μεταξύ/εντός 70.2% -%
μεταξύ/μεταξύ 83.2% 91.54%
Πίνακας 6.2: Αpiοτελέσματα για το Σιαμαίο Δίκτυο.
Στα Σιαμαία Δίκτυα piαρατηρήθηκε η μεγαλύτερη διαφορά ανάμεσα στα piειραματικά αpiο-
τελέσματα και σε αυτά στη βιβλιογραφία. Και piάλι piρέpiει να σημειωθεί ότι η αρχιτεκτονική
του εξαγωγέα χαρακτηριστικών είναι piολύ διαφορετική σε σχέση με αυτή piου χρησιμοpiοίη-
σαν οι Koch et al. στο [10]. ΄Οpiως φαίνεται στο Σχήμα 3.1, ο χώρος του της εξόδου είναι 4
φορές μεγαλύτερος αpiό αυτόν piου χρησιμοpiοιήσαμε, οpiότε δεδομένου ότι χρησιμοpiοιήθηκε
το ίδιο σύνολο για την εκpiαίδευση και την αξιολόγηση με αυτό του [10], να εξηγεί εν μέρη
την διαφορά. Εpiίσης η υλοpiοίηση του [10] piεριλαμβάνει weight decay για την αpiοφυγή της
υpiερpiροσαρμογής.
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6.3.3 Δίκτυα Ταιριάσματος
Αυτή είναι η piρώτη αρχιτεκτονική piου μελετάμε η οpiοία εκpiαιδεύεται σε εpiεισόδια, οpiότε
ο τρόpiος εκpiαίδευσης ταυτίζεται με τον τρόpiο αξιολόγησης, με μόνη διαφόρα να αpiοτελεί
το σύνολο δεδομένων piου χρησιμοpiοιείται την κάθε φορά. Πειραματιστήκαμε με εκpiαίδευση
εντός/μεταξύ αλφαβήτων, αλλά και με αξιολόγηση εντός/μεταξύ αλφαβήτων. Λάμβάνοντας
υpiόψη τα συμpiεράσματα των Snell et al. [23] piειραματιστήκαμε με μεγαλύτερο K-way κατά την
εκpiαίδευση. ΄Οpiως φαίνεται και στο piαρακάτω γράφημα, αυξάνοντας το piλήθος των κλάσεων
σε ένα εpiεισόδιο, piου συνεpiάγεται και αύξηση της δυσκολίας του, η αρχιτεκτονική μαθαίνει
καλύτερες εσωτερικές αναpiαραστάσεις για τα δεδομένα.
Σχήμα 6.3: Αpiόδοση του δικτύου ανάλογα με τον αριθμό των κλάσεων του εpiεισοδίου κατά
την εκpiαίδευση. Τα piοσοστά αφορούν εκpiαίδευση και αξιολόγηση μεταξύ αλφάβητων.
Εκpiαίδευση/Αξιολόγηση Πειραματικά αpiοτελέσματα Αpiοτελέσματα στην βιβλιογραφία
εντός/εντός 78.5% -%
μεταξύ/εντός 83.2% -%
εντός/μεταξύ 91.5% -%
μεταξύ/μεταξύ 93.1% 93.8%
Πίνακας 6.3: Αpiοτελέσματα για τα Δίκτυα Ταιριάσματος.
΄Οpiως piαρατηρούμε, piετυχαίνουμε piερίpiου τα ίδια αpiοτελέσματα με το δίκτυο piου χρη-
σιμοpiοίησαν οι συγγραφείς, με piερίpiου 20% λιγότερα δεδομένα κατά την εκpiαίδευση. Αυτή
η διαφορά οφείλεται στην αύξηση του αριθμού των κλάσεων κατά την εκpiαίδευση. Για την
εκpiαίδευση του Δικτύου Ταιριάσματος χρησιμοpiοιήσαμε 60 κλάσεις και ρυθμό μάθησης 0.1
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με μεταβλητό μέγεθος βήματος, μεταξύ 5 και 40.
6.3.4 Πρωτότυpiα Δίκτυα
Τα Δίκτυα Ταιριάσματος και τα Πρωτότυpiα Δίκτυα διαφέρουν μόνο ως piρος την συ-
νάρτηση αpiόστασης στο piλαίσιο του One-shot Learning. ΄Ετσι χρησιμοpiοιήσαμε την ίδια
αρχιτεκτονική και piαραμέτρους με τα Δίκτυα Ταιριάσματος.
Εκpiαίδευση/Αξιολόγηση Πειραματικά αpiοτελέσματα Αpiοτελέσματα στην βιβλιογραφία
εντός/εντός 78.7% -%
μεταξύ/εντός 83.3% -%
εντός/μεταξύ 91.7% -%
μεταξύ/μεταξύ 93.4% 96%
Πίνακας 6.4: Αpiοτελέσματα για τα Πρωτότυpiα Δίκτυα.
6.3.5 MAML
Υλοpiοιήσαμε τον 1ου βαθμού αλγόριθμο MAML, piάλι με το δίκτυο 4CONV ως εξαγωγέα
χαρακτηριστικών. Το piέρασμα της κλίσης (gradient) μέσω της κλίσης έγινε με τη χρήση του
torch.nn.functional μέσω του οpiοίου δίνεται η δυνατότητα να piροσομοιώσουμε τις piράξεις του
συνελικτικού νευρωνικού δικτύου για να χρησιμοpiοιήσουμε το Autograd του PyTorch για
την οpiισθο-διάδοση. Στην ουσία κάνουμε αντιγραφή των βαρών του δικτύου, τα οpiοία στην
συνέχεια χρησιμοpiοιούνται για να υλοpiοιηθεί το δίκτυο ως τελεστής (piράξη) στα δεδομένα
εισόδου.
Εκpiαίδευση/Αξιολόγηση Πειραματικά αpiοτελέσματα Αpiοτελέσματα στην βιβλιογραφία
μεταξύ/εντός 79.7% -%
μεταξύ/μεταξύ 90.5% 95.8%
Πίνακας 6.5: Αpiοτελέσματα για τον αλγόριθμο MAML.
Ο αλγόριθμος MAML είναι ιδιαίτερα ευαίσθητος στις υpiερpiαραμέτρους piου χρησιμοpiοι-
ούνται, και μpiορεί να οδηγηθεί σε αστάθεια [1], κάτι piου piαρατηρήθηκε και στις δοκιμές μας
όpiως φαίνεται στο piαρακάτω σχήμα. Οι Αντωνίου et al. [1] piροτείνουν διάφορες λύσεις για να
αpiοφευχθεί το piρόβλημα αυτό. Μια αpiό τις piιο βασικές είναι η χρησιοpiοίηση ανόpiτησης (an-
nealing) κατά την εκpiάιδευση, κάτι το οpiοίο εκμεταλλεύονται και τα piαραδοσιακά νευρωνικά
δίκτυα. Ο αλγόριθμος MAML είναι ιδιαίτερα υpiηρεpiής και στο piρόβλημα της εξαφανιζόμενης
κλίσης (vanishing gradient), καθώς σε οι κλίσεις διαδίδονται μέσα αpiό συνεχόμενα βήμα-
τα οpiισθοδιάδοσης. Χρησιμοpiοιόντας συντομότερες συνδέσεις (shortcut connections), όpiως
και στην piερίpiτωση του Υpiολειpiόμενου δικτύου, οι κλίσεις μpiορούν να διαδοθούν και στα
piροηγούμενα εpiίpiεδα, με μόνη διαφορά ότι στην piερίpiτωση του MAML οι κλίσεις διαδίδονται
μεταξύ διαφορετικών βημάτων της οpiισθοδιάδοσης, δηλαδή:
θ = θ − βOθ
B∑
b=1
M∑
i=0
uiLTb(fθbi ) (6.2)
όpiου B είναι το σύνολο των εργασιων στην συστάδα και M είναι το piλήθος των βημάτων
οpiισθο-διάδοσης. Τα ui είναι συντελεστές piου σταθμίζουν την συνεισφορά του κάθε βήματος,
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οpiότε αν έχουμε uM = 1 και ui = 0, i < M τότε piροκύpiτει η αρχική εκδοχή του MAML .
Σχήμα 6.4: Αστάθεια κατά την εκpiαίδευση ενός δικτύου MAML.
Κεφάλαιο 7
Συμpiεράσματα και piιθανές
κατεθύνσεις
Στην εργασία αυτή μελετήθηκαν κάpiοιες αpiό τις κυριάρχες αρχιτεκτονικές για το Few-
shot Learning στο piλαίσιο του Omniglot Dataset. Αρκετές αpiό αυτές τις αρχιτεκτονικές
είχαν εκpiαιδευτεί σε διαφορετικές διαιρέσεις του συνόλου δεδομένων και για διαφορετικές
εργασίες (εντός/μεταξύ αλφάβητων). ΄Οpiως piροκύpiτει αpiό την piειραματική σύγκριση οι ερ-
γασίες piαρουσιάζουν σημαντική διαφορά στη δυσκολία, κάτι piου είχε διατυpiωθεί και στο [14],
χωρίς ωστόσο να γίνει σχετική σύγκριση. Για λόγους δίκαιας σύγκρισης δοκιμάσαμε όλους
τους συνδυασμούς εκpiαίδευσης και αξιολόγησης εντός/μεταξύ των αλφάβητων και βρήκαμε
ότι η εργασία της κατηγοριοpiοίησης εντός του αλφάβητου piαρουσιάζει αpiό 10% έως και 13%
μικρότερη ακρίβεια ανάλογα με την αρχιτεκτονική. Αυτό piιθανότατα να οφείλεται στη μεγάλη
αpiόκλιση piου piαρουσιάζουν οι χαρακτήρες αpiό διαφορετικά αλφάβητα κάνοντας την εργασία
διάκρισης μεταξύ αλφάβητων ευκολότερη.
Σχήμα 7.1: ΄Ενα τυχαίο εpiεισόδιο αpiό εκτός αλφαβήτου εκpiαίδευση. Παρατηρούμε σημαντικές
διαφορές μεταξύ των γραμμάτων, piου διευκολύνουν την αναγνώριση του σωστού ζεύγους.
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Ακόμα και για την αξιολόγηση εντός του αλφάβητου, καλύτερο αpiοτέλεσμα εpiιφέρει η
εκpiαίδευση μεταξύ αλφάβητων, όpiως φαίνεται αpiό τα αpiοτελέσματα. Ωστόσο εδώ piρέpiει
να σημειωθεί ότι στα Δίκτυα Ταιριάσματος και στα Πρωτότυpiα Δίκτυα, η εκpiαίδευση μεταξύ
αλφάβητων έχει γίνει σε δυσκολότερο εpiεισόδιο 60 κλάσεων. Αντίθετα, το εντός του αλφβήτου
εpiεισόδιο εκpiαίδευσης έχει όλους τους δυνατούς χαρακτήρες του αλφάβητου, καθώς όλα τα
αλφάβητα εκpiαίδευσης είχαν λιγότερους αpiό 60 χαρακτήρες.
Σχήμα 7.2: Πλήθος χαρακτήρων στο σύνολο εκpiαίδευσης ανά αλφάβητο.
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Σχήμα 7.3: Σύγκριση της ακρίβειας στην εκpiαίδευση και αξιολόγηση, σε συνάρτηση με το
piλήθος των κλάσεων. Καθώς ο αριθμός των κλάσεων γίνεται piολύ μεγάλος, το δίκτυο δεν
μpiορεί να εκpiαιδευτεί αpiοτελεσματικά, και η αpiόδοση του στην εκpiαίδευση μειώνεται.
΄Οpiως είδαμε στα Δίκτυα Ταιριάσματος και στα Πρωτότυpiα Δίκτυα η αύξηση των κλάσε-
ων κατά την εκpiαίδευση, ως ένα συγκεκριμένο βαθμό βοηθάει στην αpiόδοση του δικτύου.
Με λιγότερες κλάσεις ένα εpiεισόδιο είναι ευκολότερο και εpiείδη το Few-shot Learning έχει
λίγα piαραδείγματα αpiό κάθε κλάση, είναι piιο piιθανή η υpiερpiροσαρμογή. Συνεχίζοντας να αυ-
ξάνουμε τις κλάσεις βλέpiουμε ότι το δίκτυο φτάνει σε ένα σημείο να αδυνατεί να piετύχει καλή
αpiόδοση στην εκpiαίδευση αφού η εργασιά γίνεται piολύ δύσκολη. ΄Οpiως και με την στρατηγι-
κή Hard Task Meta-Batch κάνοντας την εργασία εκpiαίδευσης piιο δύσκολη, το δίκτυο τελικά
μαθαίνει καλύτερες αναpiαραστάσεις των χαρακτηριστικών (οι συγγραφείς του [24] ονομάζουν
την τάση αυτή ”grow faster and stronger through hardship”). Ενδιαφέρον θα ήταν να ερευ-
νηθούν άλλοι τρόpiοι με τους οpiοίους μpiορεί να γίνει η εργασία του Few-shot Learning piιο
δύσκολη.
Σχήμα 7.4: ΄Ενας Θιβετιανός χαρακτήρας σχεδιασμένος αpiό 20 διαφορετικούς ανθρώpiους.
Στην κατεύθυνση αυτή piροσθέσαμε τυχαίους αφινικούς μετασχηματισμούς στο κομμάτι
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εκpiαίδευσης. Σε αντίθεση με ότι έχει χρησιμοpiοιηθεί στη βιβλιογραφία, οι μετασχηματισμοί
αυτοί εισήχθησαν μόνο για το κομμάτι της εκpiαίδευσης και τα piαραδείγματα δεν αpiοτελούν
διαφορετικές κλάσεις. Στόχος αυτής της piροσθήκης είναι το δίκτυο να μην εpiηρεάζεται α-
piό μικρές piεριστροφές (rotation invariance) και διαφορές στην κλίμακα (scale invariance)
piου piαρατηρούνται σε διαφορετικούς σχεδιαστές (piαράδειγμα στο σχήμα 7.4). Εpiιτρέψαμε
piεριστροφή μεταξύ (−20◦, 20◦) και κλιμάκωση (scaling) στο διάστημα (0.9, 1.1). Αν και το
δίκτυο αρχικά piαρουσιάζει μικρότερη ακρίβεια στο στάδιο εκpiαίδευσης, καθώς ο αριθμός των
εpiοχών μεγαλώνει το δίκτυο εpiιτυγχάνει την ίδια αpiόδοση στην εκpiαίδευση και υpiερτερεί
οριακά στην αξιολόγηση (93.7%).
Σχήμα 7.5: Αpiοτελέσματα piροσθέτοντας αφινικούς μετασχηματισμούς στην εκpiαίδευση.
Για να κάνουμε την εκpiαίδευση piιο δύσκολη εισάγουμε Γκαουσιανό θόρυβο (Gaussian
noise) στις εικόνες. Ο Bishop αpiέδειξε ότι piροσθέτοντας θόρυβο με μικρό piλάτος κατά την
εκpiαίδευση ισοδυναμεί με την εισαγωγή ενός όρου κανονικοpiοίησης στην Cross Entropy Loss,
αυξάνοντας την ικανότητα γενίκευσης του δικτύου [2]. Τα αpiοτελέσματα piου piροκύpiτουν α-
piό τις μετρήσεις δείχνουν ότι αυτή η μέθοδος είναι λιγότερο αpiοτελεσματική σε σχέση με
τυχαίους αφινικούς μετασχηματισμούς piετυχαίνοντας ακρίβεια 91.5% στην μεταξύ/μεταξύ εκ-
piαίδευση/αξιολόγηση, αρκετά χαμηλότερη αpiό την ακρίβεια δίχως καμία piροσθήκη. Στην
συνέχεια δοκιμάσαμε να αυξήσουμε piροοδευτικά την τυpiική αpiόκλιση του θορύβου, με στόχο
την αpiοφυγή της υpiερεκpiαίδευσης, κάτι piου βελτίωσε τα αpiοτελέσματα, αλλά εξακολουθεί να
υστερεί σε σχέση με τις καθαρές εικόνες. Με βάση αυτά τα piειράματα, piαρατηρούμε ότι για
την αναγνώριση χαρακτήρων, η εισαγωγή αφινικών μετασχηματισμών βελτιώνει την ικανότητα
γενίκευσης, ενώ η piροσθήκη θορύβου ωθεί το δίκτυο να μάθει να αντιμετωpiίζει τον θόρυβο
αντί να εξάγει καλύτερα χαρακτηριστικά για την διάκριση των χαρακτήρων.
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Σχήμα 7.6: ΄Ενα τυχαίο σύνολο υpiοστήριξης piριν την εισαγωγή Γκαουσιανού θορύβου.
Σχήμα 7.7: ΄Ενα τυχαίο σύνολο υpiοστήριξης μετά την εισαγωγή Γκαουσιανού θορύβου με
μέση τιμή 0 και τυpiική αpiόκλιση 0.5.
Σχήμα 7.8: ΄Ενα τυχαίο σύνολο υpiοστήριξης μετά την εισαγωγή Γκαουσιανού θορύβου με
μέση τιμή 0 και τυpiική αpiόκλιση 1. Αυξάνοντας piροοδευτικά την τυpiική αpiόκλιση του Γκα-
ουσιανού θορύβου, η εκpiαίδευση γίνεται piιο δύσκολη.

Κεφάλαιο 8
Παράρτημα: Κυριότερα κομμάτια
κώδικα
Σε αυτό το κεφάλαιο δίνουμε τα σημεία κλειδιά του κώδικα της κάθε υλοpiοίησης. Στο
piροηγούμενο κεφάλαιο στο σχήμα 7.3, δώσαμε την υλοpiοίηση του εξαγωγέα χαρακτηριστικών
σε Pytorch.
8.1 Σιαμαία Δίκτυα
Τα Σιαμαία δίκτυα χρησιμοpiοίουν δύο όμοια Συνελικτικά Δίκτυα, piου στην piράξη υλοpiοι-
ούνται ως ένα δίκτυο, το οpiοίο εξάγει τα χαρακτηριστικά αpiό το κάθε ζεύγος ξεχωριστά. Στο
τέλος η διαφορά στον χώρο εξούδου δίνεται στο piλήρως συνδεδεμένο εpiίpiεδο. Το conv block
είναι το ίδιο piου έχει χρησιμοpiοιηθεί στο Simple ConvNet. Το δίκτυο λαμβάνει ως είσοδο
ζεύγη, και η έξοδος y μαζί με την ετικέτα 1 για όμοια ζεύγη ή 0 για διαφορετικά τροφοδείται
στην Binary Cross Entropy Loss.
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Σχήμα 8.1: Δομή του Σιαμαίου Δικτύου.
8.2 Δίκτυα Ταιριάσματος
Τα Δίκτυα Ταιριάσματος χρησιμοpiοιούν τον piαραpiάνω εξαγωγέα χαρακτηριστικών και
στην συνέχεια υpiολογίζουν την συνάρτηση λάθους. ΄Οpiως φαίνεται και στον piαρακάτω κώδι-
κα, χρησιμοpiοιείται η αρνητική λογαριθμική piιθανοφάνεια για όλες τις αpiοστάσεις μεταξύ
Συνόλου Υpiοστήριξης και Συνόλου Ερωτημάτων.
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Σχήμα 8.2: Υpiολογισμός του λάθους στα δίκτυα Ταιριάσματος.
8.3 Πρωτότυpiα Δίκτυα
Για τα Πρωτότυpiα Δίκτυα υλοpiοιήσαμε αpiοτελεσματικά την τετραγωνισμένη Ευκλείδια
αpiόσταση μεταξύ n διανυσμάτων του Συνόλου Ερωτημάτων και m piρωτοτύpiων του Συνόλου
Υpiοστήριξης. Στη συνέχεια piάλι χρησιμοpiοιείται η αρνητική λογαριθμική piιθανοφάνεια. Πέρα
αpiό το λάθος η συνάρτηση εpiιστρέφει και την αρκίβεια στο εpiεισόδιο piου χρησιμοpiοιείται για
να εντοpiίσθει piιθανή υpiερ-εκpiαίδευση.
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Σχήμα 8.3: Υpiολογισμός του λάθους στα Πρωτότυpiα Δίκτυα.
8.4 Αλγόριθμος MAML
Η υλοpiοίηση του αλγορίθμου MAML διαφέρει σημαντικά αpiό τις piροηγούμενες piερι-
piτώσεις. Για την υλοpiοίηση μέσω PyToch γίνεται χρήση της βιβλιοθήκης nn.functional. Συ-
γκεκριμένα για κάθε εpiεισόδιο στην μετα-συστάδα, αντιγράφουμε τα βάρη αpiό το base-model
και τα ενημερώνουμε για κάθε βήμα κατάβασης piλαγιάς (gradient decent), όpiως φαίνεται και
στο σχήμα 8.4. Στην συνέχεια εφαρμόζουμε κατάβαση piλαγιάς στο Σύνολο Ερωτημάτων
(Query Set), και στην piερίpiτωση του 2ου βαθμού MAML piροωθούμε τα βάρη μέσα αpiό ο-
λόκληρο τον γράφο piαραγώγισης. Αντίθετα για την υλοpiοίηση 1ου βαθμού ορίζουμε hooks
τα οpiοία συνδέουν τις piαραγώγους στο αρχικό δίκτυο.
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Σχήμα 8.4: Κώδικας του εσωτερικού βρόχου.
Σχήμα 8.5: Κώδικας του εξωτερικού βρόχου.
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