ABSTRACT. Let Γ be a discrete subgroup of rank one of the additive group (C, +) = (R 2 , +), i.e., Γ = Z · ω for some ω ∈ C \ {0}, and χ α (γ) = e 2iπαγ a given character on Γ; α ∈ R. By L 2,ν Γ,α (C) we denote the Hilbert space of (L 2 , Γ, χ)-theta functions, whose elements are the complex valued functions on the complex plane C satisfying the functional equation
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INTRODUCTION, PRELIMINARIES AND NOTATION
Classical theta functions are holomorphic functions on C which are quasi-periodic with respect to a given lattice L in the complex plane C, i.e., a discrete subgroup of (C, +) which spans C = R 2 as a real vector space. This means that for every fixed γ ∈ L, there exists a holomorphic map e γ on C such that for every z ∈ C, we have θ(z + γ) = e γ (z)θ(z).
(1.1)
A more detailed theory of elliptic theta series was developed later by Borchardt (1838), as well as by Weil (1948) and Weierstrass (1862-1863). Classical theta series and related functions are closely connected to the theories of abelian varieties and quadratic forms, and have been applied to heat conduction problem [5] , algorithmic number theory and cryptography and coding theory [16, 18] . Moreover, these functions are powerful tools in many areas of quantum field theory [3] .
As basic example, we cite the Jacobi theta function given by the formula θ(z|τ) := ∑ n∈Z e iπn 2 τ+2iπnz =: θ 3 (z|τ), (1.2) where z is any complex number and τ is confined to the upper half-plane h = {τ ∈ C; ℑ(τ) > 0}. In fact, it satisfies the functional equation (1.1) with e γ (z) To enlarge the category of basic theta series, one considers for any such τ and any α, β ∈ R, the series The function θ α,β (z|τ) was firstly introduced by Riemann [15] in connection with Riemann surfaces and is called the Riemann (modified) theta function (or also first order theta function) with characteristic [α, β]. The case of integer characteristics leads to the four classical theta series. An overview of the properties of θ α,β can be found in [11, 12, 13, 14, 1, 4] . The most general form of the Riemann theta function defined above was first considered by Wirtinger [20] . Hereafter, we endow C with its standard hermitian structure defined through H(z, w) = zw and denote by dλ(z) = dxdy; z = x + iy ∈ C, the Lebesgue measure on C. We emphasize the case of theta functions associated to a discrete subgroup Γ of (C, +). More precisely, we have to consider, among others functional spaces, the vector space O ν Γ,χ (C) of all holomorphic functions on C, f ∈ O(C), displaying the functional equation
for every z ∈ C and γ ∈ Γ, where ν > 0 and χ is a given map defined on Γ with values in the unit circle U(1) = {λ ∈ C; |λ| = 1}. Also, let Λ(Γ) be a fundamental domain representing in C = R 2 the orbital group C/Γ endowed with the quotient topology and perform the space F 2,ν
Note that for f satisfying (1.6), the function | f (z)| 2 e −ν|z| 2 is Γ-periodic and therefore the quantity in (1.7) makes sense and is independent of Λ(Γ). An other functional space to be considered is L 2,ν Γ,χ (C) consisting of complex valued functions on C displaying (1.6) and that are e −ν|z| 2 dλ-square integrable on Λ(L) (i.e., such that (1.7) holds).
Three cases can be envisaged: (i) The trivial case of Γ = {0}; (ii) The case of Γ = Zω for some ω ∈ C \ {0} and (iii) Γ is a lattice Γ = L = Zω 1 + Zω 2 spanned by R-linearly independent vectors ω 1 , ω 2 ∈ C. This follows, since Γ can be viewed as a Z-module of rank r = 0, 1, 2. Thus, for the trivial case Γ = {0}, we have Λ(Γ) = C and it is obvious that (1.6) implies χ = 1. Therefore, F 2,ν Γ,χ (C) reduces to the usual Fock-Bargmann space consisting of e −ν|z| 2 dλ-square integrable entire functions. This space is well studied in the mathematical and physical literatures. Its relevance to the theory of theta series was revealed by Cartier [3] , Satake [17] and earlier by Weil [19] . While, L 2,ν Γ,χ (C) reduces to the usual Hilbert space L 2 (C; e −ν|z| 2 dλ), for which we know that the Hermite polynomials
constitute an orthoganal basis [8] . For the lattice case; i.e.,
L,χ (C) are non-trivial Hilbert spaces if and only if χ verifies the cocycle condition
takes integer values on L × L. This is to say that (H; E) is a Riemann pair and that the torus C/L is an abelian variety. In this case, a systematic study of F
2,ν
L,χ (C) is provided in [7] . It is proved there that its description is closely related to the L 2 -spectral theory of the Landau Laplacian
In the present paper, we are interested in the non-compact case Γ = Zω. Note for instance that in this case the condition (RDQ) holds again and it is a necessary and sufficient condition to the corresponding spaces L 2,ν Γ,χ (C) and F 2,ν Γ,χ (C) be nontrivial. Thence, χ is a character of Zω and then is completely determined, to wit
for certain fixed real number α, where γ = mω ∈ Zω. Furthermore, the corresponding fundamental domain is the strip S = [0, 1] × R. To ease notation we consider Γ = Z and fix notation for the functional spaces on which we will be working. For fixed real numbers ν > 0 and α, we say that a complex valued function f :
for z ∈ C and every m ∈ Z. Thus, we perform the functional spaces O ν Γ,α (C) = { f : C −→ C entire and dispaying (1.9); ∀z ∈ C, ∀m ∈ Z} (1.10) and F
where f Γ,ν is the norm (1.12) associated to the hermitian inner scalar product
In addition, we have to consider the space L 2,ν Γ,α (C) = f : C −→ C satisfying (1.9); ∀∀z ∈ C, ∀m ∈ Z, and f Γ,ν < +∞ , (1.14) where the notation "∀∀" is used,à la Mumford [12] , to mean "for almost all". Then, the space F 2,ν Γ,α (C) can be shown to be isometric to the space of holomorphic functions g(z) = g(x, y); z = x + iy; x, y ∈ R, that are periodic in the x-direction and such that 
, admits a discrete spectrum consisting of the eigenvalues m = 0, 1, 2, · · · , which occur with infinite multiplicities, and the following hilbertian spectral decomposition
This constitutes the analogous of the usual fact that A ν maps isometrically the Hilbert space L 2 (R, dx) onto L 2 (C; e −ν|z| 2 dλ), which are respectively related to Γ = {0} ⊂ R and Γ = {0} ⊂ C. The layout of the paper is as follows. In Section 2, we follows in spirit V. Bargmann [2] to give a concrete description of the space F 2,ν Γ,α (C). We first give an orthonormal basis and next obtain some useful results connecting the modified theta series defined in (1.4) to 
There exists a unique sequence (a n ) n∈Z of complex numbers such that
where the series in (2.2) is absolutely and uniformly convergent in compact subsets of C. (1.9) . The converse ii) =⇒ i) holds using the fact that g satisfies g(z + m) = g(z) combined with the same argument on M ν α (z) defined above. Finally, ii) ⇐⇒ iii) follows upon using the fact that any entire simply periodic function g admits a Fourier expansion of the form (see [2, 10] ):
Proof. The proof of i) =⇒ ii) lies on the observation that the function
which converges absolutely and uniformly for z in compact subsets of C.
Remark 2.2. Straightforward computation, for every f
Moreover, if we denote by g 1 , g 2 α,ν the hermitian inner scalar product associated to the norm
According to assertion iii) of the above proposition, we perform
Then, we assert the following 
Proof. For the proof of i), note first that e α,ν
Thence, it is obvious that e α,ν
Hence, we obtain the desired result (2.6) when taking a = 2ν and b = −4π(n + α) in the following standard lemma for the Gaussian integrals What needed to prove ii) is the "only if": According to the previous Proposition (2.1), any function f ∈ F 2,ν Γ,α (C) can be written as
with f Γ,ν < +∞, where g(z) = g(x, y) is a Z-simply periodic function given by
Thus, in view of (2.3) and upon the use of the Fubini theorem, we obtain 
Substituting this in (2.10) leads to
This proves ii).
The following result shows that F 2,ν Γ,α (C) is a reproducing kernel Hilbert space, whose reproducing kernel can expressed explicitly in terms of the modified theta function θ α,0 . Namely, we have Theorem 2.5.
Then, for every z ∈ C, we have the following estimation
In particular for every compact set K of C there exists a constant C K ≥ 0 such that 
Proof. The estimation (2.11) in i) can be handled using the Cauchy-Schwarz inequality. Indeed, for f = ∑ n∈Z a n e α,ν
The sum in the right hand side is bounded on compact subsets of C and prepared to be written in terms of the modified theta series defined by (1.4). In fact, for β = 0 and τ = 2iπ/ν, we obtain
This ends the proof of i). What needed to prove ii) is completeness. For this let ( f p ) p be a Cauchy sequence in F 2,ν Γ,α (C). Then from i), we know that for any compact set K ⊂ C, there is C K such that
Whence, the sequence ( f p ) p of entire functions satisfying the functional equation (1.9) is uniformly Cauchy on compact subsets, and converges pointwise and uniformly to a function f defined on the whole C, which is entire and satisfies
; ∀z ∈ C, ∀m ∈ Z. We need only to prove that f Γ,ν < +∞. For this, note that since 
To complete the proof of ii), we normalize the orthogonal system e α,ν n (see (2.5) and (2.6)), so as
form an orthonormal system, which turns out to be a basis of the Hilbert space F 2,ν Γ,α (C) according to iii) of Proposition 2.1.
The proof of iii) follows using again (2.12), which means that the evaluation map f → f (z) is continuous, and therefore F 2,ν Γ,α (C) is a reproducing kernel Hilbert space. Its reproducing kernel function is given by 
Associated to the lattice L := √ 2Z of R, let denote by L 2 L,α (R) the space of complex valued measurable functions on R satisfying the quasi-periodicity
and such that
Then, it is easy to check the following proposition (whose the proof is omitted).
α (R) if and only if it can be written as
for some
) is a Hilbert space with the orthonormal basis
where (a n ) n∈Z ⊂ C is such that ∑ n∈Z |a n | 2 < +∞.
To state the main result of this section, we need to introduce the following 
or equivalently
provided that the integrals exist. This is the case if ϕ is assumed to be a bounded function on R satisfying (3.1).
Thus the quantity [A ν ϕ α n ] is well defined and its explicit expression is given by the following Proposition 3.3. We have
Now, in view of (2.9) with a = ν/2, b = √ 2iπ(n + α) and y = q − √ 2z, it follows 
C). This means that
A ν is an isometric embedding from L 2 L,α (R) into F 2,ν Γ,α (C).
Some basic properties of the Bargmann transform
ii) Let θ 3 (ξ|τ) = θ(ξ|τ) be the Jacobi theta series defined through (1.2) and set
for every (z; q) ∈ C × R. Then, we have
iii) The kernel function A α,ν in (3.10) displays
for every z ∈ C, q ∈ R and m, m ′ ∈ Z.
Proof.
is entire in z and the integral involving this function is uniformly convergent on compact subsets of C × R (for ϕ being bounded on R), we conclude that ψ α,ν (z) = A ν ϕ(z) is entire. Now, by writing ψ α,ν (z + m) := [A ν ϕ](z + m) as integral, using (3.7), we get
Replacing q by q + √ 2m in the above integral, yields
To prove ii), we make use of the facts R =
What needed is to give a closed expression of the sum in the right hand side in terms of some special functions. In fact, we have
Hence in view of (1.2), we deduce
This completes the proof of ii). Finally, the assertion iii) follows by combining
which is implicitly contained in the proof of i), and the fact
To prove (3.13), we write first
and next use the transformation (1.3), to wit
This ends the proof.
An other way to construct integral transform between Hilbert spaces is to consider the kernel function defined as the bilateral generating function of their orthonormal basis. In our case of the Hilbert spaces L 2 L,α (R) and F
2,ν
Γ,α (C), we define (3.14) and its corresponding integral transform
for given ϕ : R −→ C, provided that the integral exists. Then it will be shown that A ν is in fact the Bargmann transform A ν on L 2 L,α (R) (see Definition 3.2). Namely, we have the following Theorem 3.6.
i) For every n ∈ Z, we have
Proof. By definition of A α,ν , we get
n and therefore A ν = A ν , according to (3.8) . This leads in particular to
Thus, since {ϕ α n ; n ∈ Z} is complete orthonormal system in L 2 L,α (R), we deduce that
This ends the proof of assertion i).
Finally, ii) can be checked using the explicit expressions of ψ α,ν n (2.13) and of ϕ α n (3.4). Thus, from the definition we can rewrite A α,ν (z; q) as 
which is well defined on a dense subspace of F
2,ν Γ,α (C). This then is a new inversion formula for the Bargmann transform
The aim of this section is twofold. First, we give an orthonormal basis of the space L 2,ν Γ,α (C), which can be shown to be a Hilbert space, whose elements are the complex valued functions on the complex plane C satisfying the functional equation 1) and such that
Second, we determine the orthogonal complement of F 2,ν 
is a complete orthonormal system in L 2,ν Γ,α (C), where z = x + iy ∈ C; x, y ∈ R, and
Proof. Note for instance that one can check easily that the functions ψ α,ν m,n satisfy the functional equation (4.1). Moreover, they form an orthonormal system in L 2,ν Γ,α (C). Indeed, if we let ξ y,n stands for ξ y,n = √ 2νy + √ 2/ν π(n + α), then direct computation, yields
This follows since
The last integral expresses the orthogonality of the Hermite polynomials, so that we have
In the other hand, note that the assertion of Proposition 2.1 holds true for L 
whose the proof is similar to the one given for iii) in Theorem 2.3. In particular for every fixed integer k, we have +∞ −∞ |a n (y)| 2 e −2νy 2 −4παy dy < +∞, which shows that the function
belongs to L 2 (R; e −ξ 2 dξ), where ψ(ξ) is the real valued function defined by
Furthermore, we have
m,n Γ,ν = 0 for every m ∈ Z + and n ∈ Z. Hence, it follows
for every m ∈ Z + and n ∈ Z. By completeness of the Hermite polynomials (H m (ξ)) m in the Hilbert space L 2 (R, e −ξ 2 dξ), we conclude that the function b n (ξ), defined by (4.3) and belonging to L 2 (R, e −ξ 2 dξ), is identically zero on R. This implies that a n ≡ 0 on R for every n ∈ Z and therefore f = 0. This completes de proof. A fundamental fact is that the operator A * and ∆ ν preserve the quasi-periodic property. Furthermore, ∆ ν leaves invariant the eigenspace
L,α (C) such that ∆ ν f = νλ f and f Γ,ν < +∞}. 
