Abstract --In this paper, we propose an intelligent approach to power system stabilization using a Wide Area System Centric 
INTRODUCTION
Modem power systems are both complex and nonlinear, thus calling for sophisticated controllers to optimize their performance. Due to the increasing penetration of distributed and renewable energy based generators the power grid also requires controllers that can augment local counterpart (such as area controllers) evaluating at least part of the overall power system (sub-system) in a wide area sense. Thus, the next generation power system should see wide area controllers and observers that are capable of observing the system and adapting their behavior in a manner which complements other controllers. Such controllers are becoming more critical to operating a stable power grid infrastructure.
In general local controllers are designed offline based on steady state conditions of the power system apparatus such as generators. In the design and use of these controllers under steady-state operating conditions, the system is assumed to be linear [1, 2] . However, the main drawback of linearized controllers is their failure, in the presence of uncertainty in the linear models at varying operating points, to interact with other devices/machines in multiple machine environments. For the transient stability analysis many researchers have
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Student Member, IEEE University of West Florida 11000, University Parkway Pensacola, FL 32514, USA am59@studens.uwf.edu successfully used nonlinear and intelligent controllers [3] - [8] . Though these nonlinear controllers are effective and useful, one of their main shortcomings is their complexity, in spite of which, they are not certain to work under those conditions where system models reflect uncertainty in their operating state. Neuro-controller with Approximate Dynamic Programming has found to be extremely efficient and fast for the control of power systems [9] - [16] . They also have the capability of working on complex system that cannot be modeled efficiently. However, the implementation of such architecture requires complex computations and may not be warranted for all the operations of the power system. In order to overcome some of the shortcomings of both architectures (local controllers being vulnerable to complex system changes and intelligent controllers being complex when applied by itself), augmented control architecture with value priorities in the form of supervisory loop are found to be extremely efficient and capable.
Our earlier efforts have introduced control architecture through system supervision [17] - [21] based on such a theme. The main thrust of such architecture is to augment the existing controller (viz. nominal controllers) with intelligent controller(s) or predictive algorithms. The goal is to provide an adaptive structure that changes with respect to system requirements and advance from a local controller to wide area controller and observer or global controller. In this paper we propose a wide area system-centric controller and observer (W ASCCO) that can be used to augment local controller based on supervisory loop. The proposed structure is based on DHP optimal control architecture and augments a nominal controller in the form of PSS.
The paper is organized as follows. First, the theory and design of W ASCCO is discussed in section II. Then the experimental setup using a two area system is illustrated in Section III. Simulation results using PSCAD to implement the two-area model are shown in Section IV. Conclusions are described in section V.
II. THEORY AND DESIGN

A. Problem Formulation
In order to illustrate the architecture we use a classical problem in power system: The transient stability. Power system transient stability requires the maintenance of synchronism between generators following a severe disturbance. Because this synchronism is so critical to stable operation, several works have focused on power system transient stabilization and voltage control. These efforts have resulted in designs of linear and nonlinear controllers for excitation control, many of which integrate requirements for both stabilization and voltage regulation, with and without the inclusion of a traditional Power System Stabilizer (PSS) [1] . In [1] and [2] , more robust control has been used to affect a trade-off between Automatic Voltage Regulator (AVR) and small signal PSS. In this paper the test results on two area power system model will be illustrated. The two-area power system model can be summarized by the equations:
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In the multi-machine power system, each generator will be represented as in (I) - (6) . A sixth-order model for each generator is developed using a graphical user package known as PSCAO ® . Also, a hydro-governor model, an excitation system model, and an A VR model is developed using the same graphical package. The transmission lines and the bus connections are designed and developed as algebraic equations.
B.
ISL and WA SSCO Enhancement
The ISL approach is based on as discussed in our earlier work [18] . As the plant operates in its normal range, the adaptive controller compares the plant response to the reference model, and via the adaptive mechanism, modifies the control law to more closely track the desired trajectory (Fig. 1) . During other operating conditions the nominal controller (linear adaptive controller) will be augmented by the DHP controller in the supervisory loop.
The architecture discussed in this paper is the enhancement of such approach in fig. 1 towards a wide area controller design. It consists of a nominal controller in the form of PSS and a supervisory loop in the form of W ASCCO using OHP based optimal controller. When the plant enters a different mode of operation, or when the plant experiences disturbances, then the performance of the PSS may deteriorate to the point of instability. During this condition, the DHP based W ASCCO will provide stability and controllability. The overall analysis is the ability of the proposed architecture to control power devices and system with there are changing modes of operation or the optimal Page 2 of 8 control of system under normal operation. Fig.2 and fig. 3 discusses the concept and schematic representation of W ASCCO respectively. Fig. 3 . Implementation of W ASCCO. LC is the local controller (in this work PSS), Device is power equipments such as generator system including synchronous generator, exciter, A VR and govemer, Ai = W ASCCO action output. Xi is plant outputs from various generator where 'i' indicate the number of generator. U = combination function output. Combination function is fk. Output of action update algorithm is eA. Critic error is ec. Identifier error is eid. J.. = critic output. X'i(t ) = identifier network output. Time is t.
C.
WASSCO Design and Neural Nets Architecture
As it can be seen from fig. 3 , there are three neural networks that have been implemented in W ASCCO viz., W ANNID, critic network and action network. The purpose of the W ANNID is to model the entire power grid with multiple generators and predict the output variables such as generator speeds and voltages for individual generators. The CrItIC neural network critic and proposes the action error after learning an objective function that is used to optimize the overall power system. The action network is the controller that is applied based on action error (ec) minimization.
FigA illustrate the overall topology of the neural networks. The proposed architecture is a time delayed 3 layer network with number of inputs and output set varied based on the type of the network (WANNID, action or critic). Table I shows the variables used for each of the neural network architecture. The number of hidden layers is selected based on the rule that the minimum value is number of input -1 and the maximum is 6 times the number of inputs. omega, Vt lambda Note. omega is rotor speed, Vt is tenninal voltage, ctri is control signal, and lambda is the output of critic network.
Whether training uses the reinforcement or the supervisory method, the process of training a NN requires computing an error value that describes how the NNs output varies from the desired value. Then a method that uses this error value to improve the performance of the NN must be found. The algorithm that defines that calculation is called back propagation. Originally described by [14] , the method has since been adapted to wide use in training NNs [9] . In its essence, back-propagation is an implementation for calculating derivatives using the chain rule. Using the derivatives allows us to calculate the sensitivity of each component of the NN to the error and adjust those components so that the error can be reduced to zero. The process can be described as follows. At the beginning, the weights are initialized to small random values. Then the steps involved in training an MLP using back-propagation are; I.
Apply an input to the NN, 2. Calculate the NN output, 3. Compare the output of the NN with the plant output to generate an error signal, 4. Adjust the weights and biases using the back-propagation algorithm, S. Repeat these steps until the error reaches an acceptable value. For more details please refer [21] for details on back-propagation algorithm.
D. Neural Networks Off-line Training and Testing
In this section the training and testing methodology for each of the neural network in W ASCCO design is discussed from WANNID, Critic and Action NN.
1) WANNID Training and Testing
W ANNID is used to identify the plant and is initially trained offline on a two area power system model that is controlled by a power system stabilizer. Model of power system consist of 5 generators and eight buses. The input to each generator is the PSS and the outputs are generator speed and voltage. The inputs and outputs of the power system model is captured (in this example for 3 generators) and fed into the neural network for training. The rotor speed output (omega or ffi) of the identifier is graphed to compare it with the plant output after every pass of offline training. A similar comparison is made for the terminal voltage (Vt) outputs is made. Effectiveness of the training is assessed using a performance measure error every pass. The training sequence of W ANNID is based on inputs from three generators (omega, Vt and PSS signal) which consists of 9 input (Table I) . the error is between the plant output and the NN output. Figure 6 shows that after some training seconds, the RMS error has been reduced to a very small value (order of 10-6 ). The training is stopped there and tests are conducted on the NN to see if the predicted value of NN output for three generators matches with the plant output. As it can be seen from fig. 5 , the predicted value of NN output shows clearly the plant oscillations which is further used to develop action control signal.
2) Critic Neural Network Training Methodology
Training of the complete DHP controller follows a sequence of steps as detailed by [10] . As the identifier NN was previously trained offline to accurately model the plant, it is not necessary to adjust it during this process. Additionally, the action NN was also previously trained as a proportional controller to minimize training time, as well as to maintain system stability during training ([21 D. An iterative procedure is used (Table II) , where the critics weights are adjusted while holding the actions weights fixed, and then the actions weights are adjusted while the critics weights are fixed. During each iteration of the training, mUltiple cycles are performed on the respective NN to bring the DHP controller to its optimal state as quickly as possible (Fig. 7) . TABLE 
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TRAINING OF CRITIC NEURAL NETWORK
Step Action Comment �1 =identifierfunctioll_ \VM = identifier weights. Critic error is �.Time is t.
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Plant Outputs X(I) ; In an adaptive critic based controller, there is no need to have a known "best value" of the control function. Instead, only a desired cost function J is needed, as follows:
U( t+k) is the utility or local cost function, while y is the discount factor needed to maintain the solution as a finite horizon problem with a limit on the upper bound of the solution. By selecting an appropriate value of 0 < y < 1, we can weight the future values of the utility function and affect 
Each component part o(.)/oY(t) of (9) is a vector that contains the partial derivative of the scalar (.) with respect to the components of the vector Y. For the DHP, applying the chain rule for derivatives results in where A;(t +1) = oJ(t + 1) / oR;(t + 1), and nand mare numbers of the outputs of the model and action NNs. Using (10) allows us to express each of the n components of e c (t)
in (9) as
( ) Based on this training sequence, critic neural network has been used to train an objective function for derivative of generator speed and voltage for three generator to be equal to zero. The training results are in fig. 8 . It is worth noting that the RMS error of the critic output lambdas corresponding to omega and Vt shows that the training of critic has successfully accomplished since it has reached a small value. �.
--.. 
3) Action Neural Network Training Methodology
The steps of the actions adaptation and training cycle (Table  III) are performed in the same manner as the steps previously describing the critic training (Table II) . During the action portion ( fig.9 ) of the DHP training cycle, we repeat training and weight adjustments as many times as necessary to minimize the error. To stay on the correct gradient descent path, the learning rate is kept small and adjustments are made until there is small change (10-6 ) in the weight and bias. The goal of the action training is to minimize the sum of the derivative of the costs with respect to the action network.
aU(t) + aJ(t+l) = 0 '<it. (12) aA(t) Y aA(t) , From (12) , the update to the weights of the action NN may be written as
where a is a small positive learning rate. 
TRAINING OF ACTION NEURAL NETWORK
Step Action Comment Fig.9 . Action network adaption. NN = neural network. A i is action output.
MLP is multi-Iayer perceptron. X is plant output. � is the identifier output.
U i is the controller output. Action error is e A .J is the Jacobian. A. is the critic output. L is the summation function. The discount factor is y. Time is t.
Before proceeding with the online training of the DHP controller, the action neural network should be trained to act as a controller of some sort, a step which will ensure the system stability during the training of the other part of the DHP controller. For this purpose, the action network is trained to act similar to power system stabilizer (PSS). For this training, the PSS is used to control the response of the plant, while subjecting to the plant to some disturbances described in section IV. The plant state value along with the control value generated by the PSS, are used to train the action network in the same manner as the identifier was previously trained. The weights and biases of action network is stored at the end of each pass and loaded during the next pass. After 10 passes, the weights and biases are reaching a stable value from the initially assigned random value. After completing all passes of offline training, an experiment is conducted to test the controller learning. For this, the control signal generated by the action network and PSS output are plotted ( fig. 10 ) to measure the performance of action training. The graph shows that action is performing similar to PSS and using some gain in the action output will make it perform much better. To evaluate the learning of action, the root mean square error is captured at the end of each pass. The stored error value is plotted at the end of 25 passes (Fig. 11) . This value is getting reduced at the end of each pass and starts stabilizing when it reaches the last pass. It confirms that the action is learning based on the given input.
E. 
Neural Networks On-line Training and Validation
Offline training of the three neural networks are further validated online with online training. An identifier which is well trained during the offline training performs better due to online learning. Fig. 12 shows the WANNID error for all the three generator after online training. Similarly action neural network error and critic neural network errors are in fig. 13 and fig. 14 respectively. It could be seen that the online error for the three neural network architecture improved the overall performance ability of the NN structure .
III. iMPLEMENTATION ON A Two AREA POWER SYSTEM
In order to study the response of the system when there are inter-area mode oscillations, we next adapted the controller to a two area multi-machine model. This model implements five generators and eight buses in two separate areas (see fig.  15 ). For the purposes of this study, an inter-area tie line connecting the two areas, with a moderate power flow between the areas, is very significant. When a component in either area is disturbed, whether by a voltage fault or a torque disturbance, this inter-area tie line leads to an inter-area oscillation of power flow. 
SMAC
The power system generators implemented in the PSCAD ® modeling software are connected (Fig. 16) to each of the generator buses with transmission lines modeled as "pi" As in fig. 15, fig. 16 and fig. 20 signals from three generators are communicated to a remote computer running the WASCCO algorithm via LAN. The control signal after the computation adopted using MatJab ® is send back to the power system model represented in PSCAD ® . The signals implemented to augment the PSS in each of the three generators are then analyzed for damping the inter-area mode oscillations.
IV. SIMULATION RESULTS AND DISCUSSION
To evaluate the abilities of the proposed system-centric intelligent control architecture, two case studies were performed to show the effect of changing the system conditions on the controller performance.
The system operating conditions are detailed below.
A. Case 1 (Torque Change)
For the torque change, two conditions are evaluated. First the increase in torque after the decrease of 0.1 p.u. was studied at 11 seconds. Fig. 17 shows the performance comparisons of speed deviations at generator three and between generator 1 where details of the changes are shown below.
Stage 1: The system is in a pre-fault steady state; Stage 2: A decrease (0.1 pu) in the torque occurs at t = 5 seconds; Stage 3: An increase in the torque occurs at t = 11 seconds or at 14 seconds; Stage 4: The system is in a post-fault state;
As it can be seen from the fig. 17 that the proposed controller outperforms the nominal controller and damped the inter-area oscillations at least two times better than both acting alone. Also as seen from fig. 17 that the proposed controller damped the generator oscillations fast and quick as the nominal controller acting alone. Also for comparison a conventional PSS has been used as a controller and the graphs are illustrated as well. Fig. 18 shows the speed deviations between generator 1 and 2 as well as generator 2 and 3. The system is in a post-fault state; Analysis for a fault on generator three and the subsequent inter-area oscillations are shown in fig. 19 . It is clearly visible that the proposed architecture damps the oscillations very fast and the effect is almost two times than the nominal controller or PSS acting alone.
C.
Overall Analysis W ASCCO with creative controller and nominal controller provide better damping for local and inter-area mode oscillations with constraints. This topology can be expanded to supervised reinforcement learning and stochastic value function. As it is clearly visible in the figures, there is a considerable improvement in the speed deviations, both in the overshoot, and in the sustained oscillations. Inter-area mode oscillations are dampened (atleast by twice in relative measurements between generators) by augmenting the proposed architecture locally on three generators with PSS. With W ASCCO, the overall improvement is more than three times as opposed to conventional PSS. 
V. CONCLUSIONS
In this paper, a novel paradigm of W ASCCO is proposed. The proposed architecture is feasible and can have better damping and transient response than conventional controllers. The main advantage of this algorithm is that it is precise, feasible and more effective than other conventional adaptive controllers. Such algorithms can augment the conventional controllers implemented on the power devices remotely. Results show that the oscillatory and transient response of the generator has substantially been improved. Also, inter-area mode oscillations are damped much faster than with a conventional PSS or an adaptive control or neuro control acting alone. This is extremely effective in the advent of smart grid and very important. From Phase Measurement Units (PMUs) such controller can be implemented in the central control station and can augment any local controllers. It has become obvious that the optimal analysis of the entire power grid and then augmenting local controllers can have a potential breakthrough in next generation smart power grid infrastructure. Other parameters can be seen in [21] . PSSIA is a Type I power system stabilizer. W3 is rotor speed for generator 3. T m refers to mechanical torque. Te is electrical torque. T qRcf is the torque reference input. Ef is field excitation voltage. Ir is field excitation current. The abbreviation for phase is ph. V"f is voltage reference. Pout is power output. ENAB is the enabling signal. EF3nn is the controller output ctl_out3. The "3" suffix refers to generator 3 values.
ApPENDIX
