We prove the existence of a weak solution to the following Dirichlet problem
Introduction
Recently, anisotropic elliptic and parabolic problems have been widely investigated in literature. The increasing interest in nonlinear anisotropic problems is justified by their applications in many areas from image recovery and the mathematical modeling of non-Newtonian fluids to biology, where they serve as models for the propagation of epidemic diseases in heterogeneous domains (see, for example, [7] and [10] ). Unfortunately, some fundamental tools available for the isotropic case cannot be extended to the anisotropic setting (such as the strong maximum principle, see [34] ). Nevertheless, with a rapidly growing literature on anisotropic problems, may questions concerning existence, uniqueness and regularity of weak solutions have been solved with different techniques (see, for instance, [1-3, 6, 8, 9, 15, 20, 21, 23, 26, 27, 30] ).
In this paper we consider general anisotropic elliptic equations in a bounded open subset Ω of R N (N ≥ 2), subject to a homogeneous boundary condition, and without any smoothness assumption on the boundary:
(Ω), Φ(x, u, ∇u) ∈ L 1 (Ω).
(1.1)
Our problem (1.1) features a Leray-Lions operator
∂ j (A j (x, u, ∇u)), (1.2) which is a divergence-form nonlinear anisotropic operator from W 1, − → p 0 (Ω) into its dual W −1, − → p ′ (Ω). The coercivity, monotonicity and growth conditions that our operator A satisfies are given in Section 1.2. Such conditions are natural if we think of our prototype model, the anisotropic − → p -Laplacian. This corresponds to (1.2) in which the jth coordinate of the vector function A(x, u, ∇u) is A j (x, u, ∇u) = |∂ j u| p j −2 ∂ j u with p j > 1 for every 1 ≤ j ≤ N . Here, ∇u = (∂ 1 u, . . . , ∂ N u) is the gradient of u.
We set − → p = (p 1 , p 2 , . . . , p N ) and − → p ′ = (p ′ 1 , p ′ 2 , . . . , p ′ N ), where p ′ j = p j /(p j − 1) is the conjugate exponent of p j for each 1 ≤ j ≤ N . The solutions of (1.1) are sought in the anisotropic Sobolev space W 1, − → p 0 (Ω), the closure of C ∞ c (Ω) (the set of smooth functions with compact support in Ω) with respect to the norm
We assume throughout that 1 < p j ≤ p j+1 for every 1 ≤ j ≤ N − 1 and p < N, (1.3) where p := N/ N j=1 (1/p j ) is the harmonic mean of the exponents p 1 , . . . , p N . For every f ∈ L 1 (Ω), under suitable hypotheses, we prove the existence of solutions to (1.1) . What makes the existence of solutions to (1.1) possible in W 1, − → p from W 1, − → p 0 (Ω) into W −1, − → p ′ (Ω). We exploit this fact to gain solutions of approximate problems.
A solution of (1.1) must be understood in the weak sense:
for every v ∈ W 1, − → p 0 (Ω) ∩ L ∞ (Ω). In the right-hand side of (1.5), the brackets indicate the duality between W −1, − → p ′ (Ω) and W 1, − → p 0 (Ω).
1.1. Main results. Using assumptions from §1.2, we obtain the following. : Ω × R × R N → R be Carathéodory functions (that is, they are measurable on Ω for every (t, ξ) ∈ R × R N and continuous in t, ξ for a.e. x ∈ Ω) satisfying for a.e. x ∈ Ω, for all (t, ξ) ∈ R × R N and ξ ∈ R N the following:
(1.6)
The assumption (1.3) yields that the embedding W 1, − → p 0 (Ω) ֒→ L s (Ω) is continuous for every s ∈ [1, p * ] and compact for every s ∈ [1, p * ), where p * := N p/(N − p) stands for the anisotropic Sobolev exponent (see Remark 1.4) .
Assume the following growth conditions for a.e. x ∈ Ω and for all (t, ξ) ∈ R × R N :
(1.7)
Here, ν > 0 is a constant, whereas η j (·) ∈ L p ′ j (Ω) and c(·) ∈ L 1 (Ω) are nonnegative functions. In turn, ζ : R → R + is a continuous and nondecreasing function.
When f ∈ L 1 (Ω) is not zero, we assume there exist positive constants τ and γ such that for a.e. x ∈ Ω and every ξ ∈ R N , we have
Before illustrating a class of operators B satisfying (P 1 ) and (P 2 ), we recall an anisotropic Sobolev inequality corresponding to the case p < N (see [33, Theorem 1.2] ). (Ω) → L (p * ) ′ (Ω) be a continuous operator for which there exist 1 ≤ r < p * and a positive constant C such that 12) where F ∈ L (p * ) ′ (Ω) and h ∈ W −1, − → p ′ (Ω). Then, B satisfies (P 1 ) and (P 2 ). To see this, we note that given two operators satisfying (P 1 ) and (P 2 ), their sum will have the same properties. It is clear that the sum of the first two terms in the right-hand side of (1.12) generates an operator B 1 with the properties (P 1 ) and
(Ω). We check only that the last term in the right-hand side also gives rise to an operator B 2 with the desired properties. Indeed, (P 1 ) holds for B 2 by using (1.11), Hölder's inequality and Remark 1.4. To establish (
(Ω) ֒→ L r (Ω) is compact, using Hölder's inequality and (1.11), we see that (up to a subsequence) lim ℓ→∞ B 2 u ℓ , v ℓ − v = 0. Hence, up to a subsequence, lim ℓ→∞ B 2 u ℓ , v ℓ = lim ℓ→∞ B 2 u, v , which extends to every subsequence of {u ℓ } by the uniqueness of the limit. Hence, B 2 satisfies (P 2 ).
With Example 1.5 in mind, we remark that the case a 0 > 0 in (1.4) allows for any h ∈ W −1, − → p ′ (Ω) in (1.12) . As noted in [12] for the isotropic case, we cannot in general expect a solution of (1.1) to be bounded. There is a nice trade-off for taking a 0 = 0 in (1.4): the range of b in (1.4) can be extended to (0, p 1 /p ′ ) (compared to b ∈ (0, p 1 − 1) for a 0 > 0).
Approximate problems
Throughout this section, we assume that (1.3), (1.6) and (1.7) hold. For every ε > 0,
For ε > 0 fixed, Φ ε satisfies not only the same properties as Φ, that is, the sign-condition in (1.6) and the growth condition in (1.7), but it becomes in addition a bounded function. More precisely, for a.e. x ∈ Ω and every (t, ξ) ∈ R × R N ,
In Proposition 2.1 we establish the existence of solutions to approximate problems corresponding to (1.1) with f = 0 and Φ replaced by Φ ε , that is,
As before, B : W 1, − → p 0 (Ω) → W −1, − → p ′ (Ω) satisfies (P 1 ) and (P 2 ). By a solution of (2.2), we mean a function Proof. For a.e. x ∈ Ω and every u, v ∈ W 1, − → p 0 (Ω), we define
Since |Φ ε | ≤ 1/ε and the embedding W 1, − → p 0 (Ω) ֒→ L p * (Ω) is continuous, we infer that the maps Φ ε :
The proof proceeds by showing the following results.
is coercive, strictly monotone and continuous, mapping bounded sets into bounded sets.
Proof. The coercivity and strict monotonicity of A + ζ ε follow easily from the coercivity and monotonicity assumptions in (1.6), using also the sign-condition of Φ ε in (2.1). The fact that A + ζ ε : W 1, − → p 0 (Ω) → W −1, − → p ′ (Ω) maps bounded sets into bounded sets is a consequence of the growth condition of A j in (1.7) and the boundedness of Φ ε . For a.e. x ∈ Ω and every u ∈ W 1, − → p 0 (Ω), we define
By the growth condition of A j in (1.7), there exists a constant C > 0 such that for every 1 ≤ j ≤ N and all u ∈ W 1, − → p 0 (Ω), we have
This shows that
(Ω). Moreover, by using Hölder's inequality, for every u 1 , u 2 ∈ W 1, − → p 0 (Ω), we see that
.
(2.5)
In view of (2.5) and the continuity of the embedding W 1, − → p 0 (Ω) ֒→ L p * (Ω), to prove the continuity of A + ζ ε :
(Ω) as n → ∞. Then, there exists a subsequence {u n k } k≥1 of {u n } such that u n k → u and ∇u n k → ∇u a.e. in Ω as k → ∞. Since Φ ε and A j are Carathéodory functions, we have Φ ε (u n k ) → Φ ε (u) and A j (u n k ) → A j (u) a.e. in Ω as k → ∞. Then, by the Dominated Convergence Theorem,
Such convergences extend to every subsequence of {u n } by the uniqueness of the limit. This proves (2.6), completing the proof of Lemma 2.2.
Before stating the next result, for the reader's convenience, we recall a few concepts that we need in the sequel (see, for example, [35, p. 586] ).
Proof. We first show that every operator B :
Hence, there also exists
(2.7)
By the boundedness of
From (P 2 ) and (2.9), we obtain that | Bu ℓ − Bu, v ℓ | → 0 as ℓ → ∞, which is in contradiction with (2.7).
Since every strongly continuous operator is pseudo-monotone, it follows that B is pseudo-monotone. By (P 1 ), we have 1 ≤ s < (p * ) ′ , giving the compactness of the embedding W 1, − → p 0 (Ω) ֒→ L s (Ω) (see Remark 1.4). Moreover, there exists a positive constant C 1 , depending only on a 0 , C, N , − → p and meas (Ω), such that for every u, v ∈ W 1, − → p 0 (Ω). Thus, B is an operator from W 1, − → p 0 (Ω) into W −1, − → p ′ (Ω) that maps bounded sets into bounded sets.
To prove Lemma 2.5 below, we need an iterated version of Young's inequality.
Lemma 2.4 (Young's inequality). Let N ≥ 2 be an integer. Assume that β 1 , . . . , β N are positive numbers and
is coercive and pseudomonotone, mapping bounded sets into bounded sets.
Proof. From Lemmas 2.2 and 2.3, we find that
(Ω), using (2.10), we see that
If a 0 > 0, then from the assumption b + 1 < p 1 = min 1≤j≤N p j , we easily conclude that the operator A + ζ ε − B :
We now assume a 0 = 0 in (1.4). Then, from the anisotropic Sobolev inequality in (1.10), there exists a positive constant C such that
(Ω). For δ > 0 fixed small and every 1 ≤ j ≤ N , by Lemma 2.4, we find a positive constant C δ depending on δ such that
Using the above inequality into (2.12) and choosing δ > 0 small, we deduce (2.11).
is pseudo-monotone as the sum of pseudo-monotone operators (see [35, Proposition 27.6, p. 586] ).
We now complete the proof of Proposition 2.1. From Lemma 2.2, the operator A + ζ ε is pseudo-monotone. On the other hand, B is pseudo-monotone since it is strongly continuous, see Lemma 2.3. Hence, A+ζ ε −B :
is a coercive and pseudo-monotone operator that maps bounded sets into bounded sets. Since W 1, − → p 0 (Ω) is a real, reflexive, and separable Banach space, we conclude from [35, Theorem 27 
This gives the existence of a solution u ε to (2.2).
Proof of Theorem 1.1
Let (1.3), (1.6) and (1.7) hold. We study the properties of {u ε }.
(a) For a positive constant C, independent of ε, we have
Proof. (a) By the definition of A in (1.2), using the coercivity assumption in (1.6) and taking u = v = u ε in (2.10), we derive that
Here, C 2 > 0 is a constant independent of ε.
(b) In view of (3.1), up to a subsequence of {u ε }, we obtain (3.2).
For the remainder of this section, u ε and U have the meaning in Lemma 3.1. For every k > 0, let T k : R → R be the truncation at height k, that is,
In particular, we have G k = 0 on [−k, k] and t G k (t) ≥ 0 for every t ∈ R.
3.2.
Strong convergence of T k (u ε ). For any fixed positive integer k, we define
for a.e. x ∈ Ω. Our aim is to show that, up to a subsequence of {u ε }, we have
This will be achieved next. 
We define z ε,k as follows
We observe that
Moreover, we see that
By the Dominated Convergence Theorem, for every 1 ≤ j ≤ N , we have
On the other hand, from the growth condition on A j in (1.7) and the a priori estimates in
and, hence, up to a subsequence of {u ε }, they converge weakly in L p ′ j (Ω) for each 1 ≤ j ≤ N . This, jointly with (3.9), gives that
Thus, to conclude (3.7), it remains to show that
Proof of (3.10). We define ϕ λ : R → R as follows ϕ λ (t) = t exp (λt 2 ) for every t ∈ R.
We choose λ = λ(k) > 0 large such that 4ν 2 0 λ > ζ 2 (k), where ζ appears in the growth assumption on Φ, see (1.7) . This choice of λ ensures that
Then, in view of (3.11), we have
Returning to the definition of D ε,k in (3.5) and using (3.12), we arrive at
We now show that lim ε→0 E ε,k (T k (U )) = 0. Indeed, for each 1 ≤ j ≤ N , the growth condition on A j in (1.7) gives a nonnegative function F j ∈ L p ′ j (Ω) such that on the set
On the other hand, for each 1 ≤ j ≤ N , we have
This fact, together with (3.9) and the weak convergence of ∂ j z ε,k to 0 in L p j (Ω) as ε → 0, implies that ∂ j z ε,k χ {|uε|<k} converges weakly to 0 in L p j (Ω) as ε → 0. Hence, we have found that
which proves that lim ε→0 E ε,k (T k (U )) = 0. Since T k (u ε ) = u ε on the set {|u ε | < k}, in light of (3.13), we complete the proof of (3.10) by showing that
To prove (3.14) , we test (2.3) with v = ϕ λ (z ε,k ). We obtain that
Here, we have used that u ε z ε,k ≥ 0 on the set {|u ε | ≥ k}, which gives that
To simplify exposition, we now introduce some notation:
(3.17)
We rewrite the first term in the left-hand side of (3.16) as follows
The coercivity condition in (1.6) and the growth condition of Φ in (1.7) imply that
In the right-hand side of (3.19) we replace ∂ j u ε by ∂ j z ε,k + ∂ j T k (U ), then we multiply the inequality by |ϕ λ (z ε,k )| and integrate over Ω with respect to x. It follows that the second term in the left-hand side of (3.16) is at least
Using this fact, as well as (3.18), in (3.16), we see that E ε,k (u ε ) satisfies the estimate
where X k (ε) and Y k (ε) are defined in (3.17) .
To conclude the proof of (3.14), it suffices to show that each term in the right-hand side of (3.20) converges to 0 as ε → 0. From the weak convergence in (3.15) and the property (P 2 ) of B, we get the desired convergence to zero for the last term in the right-hand side of (3.20) . We next look at X k (ε). In view of the pointwise convergence in (3.15), we infer from the Dominated Convergence Theorem that
Next, up to a subsequence of {u ε }, we find that A j (u ε ) converges weakly in L p ′ j (Ω) as ε → 0 for every 1 ≤ j ≤ N using the boundedness of A j :
Then, there exists a nonnegative function F ∈ L 1 (Ω) (independent of ε) such that, up to a subsequence of
We can now again use the Dominated Convergence Theorem to conclude that
From (3.21) and (3.23), we find that lim ε→0 X k (ε) = 0. Since |ϕ ′ λ (z ε,k )| is bounded above by a constant independent of ε (but dependent on k), we can use a similar argument, based on (3.8) and (3.22) , to conclude that, up to a subsequence of {u ε }, we have lim ε→0 Y k (ε) = 0. This finishes the proof of the convergence to zero of the right-hand side of (3.20) as ε → 0. Consequently, the proof of (3.14), and thus of (3.10), is complete. This ends the proof of Lemma 3.2. 
Proof. We adapt an argument given in [16, Lemma 5] , the proof of which goes back to Browder [19] . By (3.6), up to a subsequence of {u ε }, we have D ε,k → 0 a.e. in Ω as ε → 0. We divide the proof of (3.24) into three Steps.
Step 1. For every x ∈ Ω \ Z, we claim that {|∇T k (u ε )(x)|} ε is uniformly bounded with respect to ε. (Ω), we define
. We now fix x ∈ Ω \ Z. By the definition of D ε,k in (3.5) and the coercivity condition in (1.6), we see that
By Young's inequality, for every δ > 0, there exists C δ > 0 such that
We use the growth condition in (1.7) to bound from above the right-hand side of each inequality in (3.30) . Then, in view of (3.29), there exist positive constants C and C δ , both independent of ε (and only C δ depending on δ), such that
where g ε,k (x) is given by
Using (3.26) and choosing δ ∈ (0, ν 0 /C), from (3.31) we conclude (3.27).
Step 2. We have ∇T k (u ε ) → ∇T k (U ) a.e. in Ω as ε → 0.
Proof of Step 2. Let x ∈ Ω \ Z be arbitrary. Define
To show that ξ ε → ξ as ε → 0, it is enough to prove that any accumulation point of ξ ε , say ξ * , coincides with ξ. From Step 1, we know that |ξ * | < ∞. From (3.5) and the continuity of A j (x, ·, ·) with respect to the last two variables for every 1 ≤ j ≤ N , we find that
This, jointly with (3.25) and the monotonicity condition in (1.6), gives that ξ * = ξ. The proof of Step 2 is complete since x ∈ Ω \ Z is arbitrary and meas (Z) = 0.
Step 3.
is a sequence of nonnegative integrable functions, converging to 0 a.e. on Ω. By Vitali's Theorem, we then obtain that
The claim of (3.32) follows from (3.6) and (3.29) once we show that {H ε (u ε , U )} ε and {H ε (U, u ε )} ε converge in L 1 (Ω) as ε → 0. More precisely, we establish that
Then, using Vitali's Theorem, we show that
For the definition of H ε (v, w), see (3.28) .
Proof of (3.33). Let 1 ≤ j ≤ N be arbitrary. We see that (Ω) and, hence, in L p * (Ω). Moreover, the sequence {A j (x, u ε , ∇T k (u ε ))} ε converges to A j (x, U, ∇T k (U )) a.e. in Ω as ε → 0 using Step 2, (3.2) and the continuity of A j (x, ·, ·) in the last two variables. Thus, up to a subsequence, we infer that {A j (x, u ε , ∇T k (u ε ))} ε converges weakly to A j (x, U, ∇T k (U )) in L p ′ j (Ω) as ε → 0. This proves (3.33) .
Proof of (3.34). Using Step 2 and the continuity properties of A j , as ε → 0,
for each 1 ≤ j ≤ N . From the growth condition of A j in (1.7), we infer that the sequence
Since {∂ j u ε } ε is bounded in L p j (Ω), it follows from Hölder's inequality that Step 2 and Step 3 prove the assertions of Lemma 3.3. From Lemma 3.3 and a standard diagonal argument, we obtain the following. 3.3. Passing to the limit. From now on, the meaning of {u ε } ε is given by Corollary 3.4. Using Lemmas 3.1 and 3.3, we prove in Lemma 3.6 that U is a solution of (1.1) with f = 0 and, moreover, U satisfies all the properties stated in Theorem 1.1. Besides (5.1), the other fundamental property that allows us to pass to the limit as ε → 0 in (2.3) for ∇U (x) ) a.e. x ∈ Ω. The proof of (3.37) is the main objective of our next result. Lemma 3.5. We have Φ(U ) U j ∈ L 1 (Ω) for j = 0, 1 and (3.37) holds.
Proof. We show using Fatou's Lemma that Φ(U ) U ∈ L 1 (Ω), which we then use to derive that also Φ(U ) ∈ L 1 (Ω). Indeed, from the pointwise convergence u ε → U and ∇u ε → ∇U a.e. in Ω as ε → 0, jointly with the fact that Φ(x, t, ξ) : Ω × R × R N → R is a Carathéodory function, we infer that Φ(u ε ) converges to Φ(U ) a.e. in Ω as ε → 0. Then, we have
Using (3.38 ) and that { Φ ε (u ε ) u ε } ε is a sequence of nonnegative functions that is uniformly bounded in L 1 (Ω) with respect to ε (from Lemma 3.1), by Fatou's Lemma we conclude that Φ(U ) U ∈ L 1 (Ω).
This, together with the growth condition in (1.7), yields that Φ(U ) ∈ L 1 (Ω). Indeed, for any M > 0, on the set Ω ∩ {|U | ≤ M }, we have
In turn, on the set Ω ∩ {|U | > M }, it holds
Hence, it follows that Φ(U ) ∈ L 1 (Ω).
To finish the proof of Lemma 3.5, it remains to establish (3.37).
Proof of (3.37). Since Φ ε (u ε ) → Φ(U ) a.e. in Ω as ε → 0 and Φ(U ) ∈ L 1 (Ω), by Vitali's Theorem, it suffices to show that { Φ ε (u ε )} ε is uniformly integrable over Ω. We next check this fact. For every M > 0, we define
For every x ∈ D ε,M , using the growth condition of Φ in (1.7), we find that
Let ω be any measurable subset of Ω. It follows that
On the other hand, using (3.1) in Lemma 3.1, we see that
where C > 0 is a constant independent of ε and ω. Consequently, we find that
Since c(·) ∈ L 1 (Ω) (see our assumption (1.7)), from (3.39) we deduce the uniform integrability of { Φ ε (u ε )} ε over Ω. Then, we conclude the proof of (3.37) by Vitali's Theorem. This ends the proof of Lemma 3.5.
By Lemma 3.5, to finish the proof of Theorem 1.1, we need to show the following.
Lemma 3.6. The function U is a solution of (1.1) with f = 0 and, moreover,
(Ω) ∩ L ∞ (Ω) arbitrary. Since u ε is a solution of (2.2), we have
(3.41) By Lemma 3.5, the second term in the left-hand side of (3.41) converges to Ω Φ(U ) v as ε → 0, whereas the right-hand side of (3.41) converges to BU, v based on the weak convergence of u ε to U in W 1, − → p 0 (Ω) as ε → 0. Using (3.2) in Lemma 3.1 and the convergence of ∇u ε to ∇U a.e. in Ω as ε → 0, we have
Then, since { A j (u ε )} ε is uniformly bounded in L p ′ j (Ω) with respect to ε, we observe that (up to a subsequence)
By letting ε → 0 in (3.41), we conclude that
Hence, U is a solution of (1.1) with f = 0.
It remains to prove (3.40). Since U may not be in L ∞ (Ω), we cannot directly use v = U in (3.43). Nevertheless, for every k > 0, we have T k (U ) ∈ W 1, − → p 0 (Ω) ∩ L ∞ (Ω). Hence, by taking v = T k (U ) in (3.43), we see that
(3.44)
(Ω) for all k > 0. Moreover, for every 1 ≤ j ≤ N , we have ∂ j (T k (U )) → ∂ j U a.e. in Ω as k → ∞ so that
Since AU and BU belong to W −1, − → p ′ (Ω), it follows that lim k→∞ AU, T k (U ) = AU, U and lim k→∞ BU, T k (U ) = BU, U .
Recalling that Φ(U ) U ∈ L 1 (Ω), from the Dominated Convergence Theorem, we can pass to the limit k → ∞ in (3.44) to obtain (3.40).
Proof of Theorem 1.2
Suppose for the moment only (1.3), (1.6) and (1.7). Overall, to prove Theorem 1.2, we follow similar arguments to those developed for proving Theorem 1.1 in Section 3. But there are several differences that appear when introducing a function f ∈ L 1 (Ω) in the equation (1.1). We first approximate f by a "nice" function f ε ∈ L ∞ (Ω) with the properties that |f ε | ≤ |f | a.e. in Ω and f ε → f a.e. in Ω as ε → 0.
(4.1)
Then, by the Dominated Convergence Theorem, we find that
For example, for every ε > 0, we could take
This approximation is done so that we can apply Theorem 1.1 for the problem generated by (1.1) with f ε in place of f . Then such an approximate problem admits at least a solution U ε , namely,
To see this, we return to Example 1.5, which shows that if (Ω) → W −1, − → p ′ (Ω) satisfies (P 1 ) and (P 2 ). By Theorem 1.1 applied for B ε instead of B, we obtain a solution U ε for (4.3). This means that
(Ω) ∩ L ∞ (Ω). However, unlike Theorem 1.1, to obtain that U ε is uniformly bounded in W 1, − → p 0 (Ω) with respect to ε, we need an additional hypothesis, namely, (1.8), which we formulate below for convenience: there exist positive constants τ and γ such that for a.e. x ∈ Ω and every ξ ∈ R N |Φ(x, t, ξ)| ≥ γ N j=1 |ξ j | p j for all |t| ≥ τ.
(4.6)
For the rest of this section, besides (1.3), (1.6) and (1.7), we also assume (4.6). To avoid repetition, we understand that all the computations in Section 3 are done here replacing u ε , U and Φ ε by U ε , U 0 and Φ, respectively. We only stress the differences that appear compared with the developments in Section 3.
4.1.
A priori estimates. In Lemma 3.1 we gave a priori estimates for the solution u ε to (2.2), the approximate problem of (1.1) with f = 0. In our next result, we obtain a priori estimates for U ε solving (4.3), that is, (1.1) with f ε instead of f . (a) For a positive constant C, independent of ε, we have (Ω) such that, up to a subsequence of {U ε },
Proof. There are new ideas coming into play because of the introduction of f ε and working with Φ in (4.3) (rather than Φ ε ). Hence, we provide the details.
(a) Let τ > 0 be as in (4.6) . The choice of f ε gives that f ε L 1 (Ω) ≤ f L 1 (Ω) . As a test function in (4.5), we take v = T τ (U ε ), which belongs to
in Ω for every 1 ≤ j ≤ N , using also the sign-condition of Φ in (1.6), we obtain that
is bounded above by
(4.10)
By virtue of (4.6) and the coercivity condition in (1.6), we see that the quantity in (4.9) is bounded below by
If we define c 0 := min{ν 0 , τ γ}, then c 0 > 0 and the above estimates lead to
From (1.4) in the assumption (P 1 ), for every u ∈ W 1, − → p 0 (Ω), we have
With an argument similar to that in Lemma 2.5, we can deduce that
This fact, jointly with (4.11), implies that there exists a constant C 0 > 0 such that
(4.13)
By letting u = U ε in (4.12) and using (4.13), we find a constant C 1 > 0 such that
Since the sum over j = 1, . . . , N in (4.9) is nonnegative, the remaining term in (4.9) is bounded above by the quantity in (4.10). Then, using (4.14), we arrive at
Now, from the boundedness of {U ε } in W 1, − → p 0 (Ω) (see (4.13) ) and the growth condition on Φ in (1.7), we obtain a positive constant C 3 such that
Putting together the estimates in (4.13), (4.15) and (4.16), we conclude (4.7). 
4.2.
Strong convergence of T k (U ε ). The game plan is closely related to that in Section 3.2. As mentioned before, when adapting the calculations, we need to replace u ε , U and B in Section 3 by U ε , U 0 and B ε , respectively. The counterparts of Lemmas 3.2 and 3.3 hold. Then, by a standard diagonal argument, we find that
for every positive integer k.
The computations in Section 3.2 can be carried out with Φ instead of Φ ε since the upper bounds used for |Φ ε | were derived from those satisfied by |Φ| and the sign-condition of Φ is the same as for Φ ε (see (2.1)). A small change arises in the proof of (3.14) because of the introduction of f ε in (4.3). Using the definition of B ε in (4.4), the inequalities in (3.16) and (3.20) must be read with B ε instead of B. We note that B ε U ε , ϕ λ (z ε,k ) is the sum between BU ε , ϕ λ (z ε,k ) and Ω f ε ϕ λ (z ε,k ) dx. The latter term, like the former, converges to 0 as ε → 0. The new claim regarding the convergence to zero of Ω f ε ϕ λ (z ε,k ) dx follows from the Dominated Convergence Theorem using (4.1), |ϕ λ (z ε,k )| ≤ 2k exp (4λk 2 ) and ϕ λ (z ε,k ) → 0 a.e. in Ω as ε → 0. The remainder of the proof of (3.14) carries over easily to our setting. 4.3. Passing to the limit. We aim to pass to the limit as ε → 0 in (4.5) to obtain that U 0 is a solution of (1.1). Since f ε satisfies (4.2) and U ε ⇀ U 0 (weakly) in W 1, − → p 0 (Ω) as ε → 0, we readily have the convergence of the right-hand side of (4.5) to BU 0 , v + Ω f v dx
. Moreover, because of the convergence ∇U ε → ∇U 0 a.e. in Ω, we can use the same argument as for proving (3.42) to deduce that for every
What is here different compared with Section 3.3 is the proof of the convergence Φ(U ε ) → Φ(U 0 ) (strongly) in L 1 (Ω) as ε → 0.
(4.17)
To conclude that U 0 is a solution of (1.1), it remains to justify (4.17). So, instead of Lemma 3.5, we establish the following. Proof. We infer that Φ(U 0 ) ∈ L 1 (Ω) from Fatou's Lemma based on the boundedness of the second term in the left-hand side of (4.7) and the poinwise convergence
The assertion of (4.18) follows from Corollary 4.2, the pointwise convergence in (4.8) and the continuity of Φ(x, ·, ·) in the last two variables.
Proof of (4.17). We will use Vitali's Theorem. To this end, taking into account (4.18), we need to show that { Φ(U ε )} ε is uniformly integrable over Ω. We can only partially imitate the proof of the uniform integrability of { Φ ε (u ε )} ε in Lemma 3.5. Fix M > 1 arbitrary. For any measurable subset ω of Ω, using the growth condition of Φ in (1.7), we find that
as ε → 0 for every 1 ≤ j ≤ N and c(·) ∈ L 1 (Ω), we see that the right-hand side of (4.19) is as small as desired uniformly in ε when the measure of ω is small. We next bound from above ω | Φ(U ε )| χ {|Uε|>M } dx. This is where the modification appears since we don't have anymore that { Φ(U ε ) U ε } ε is uniformly bounded in L 1 (Ω) with respect to ε. We adapt an approach from [14] . In (4.5) we take v = T 1 (G M −1 (U ε )), which belongs to W 1, − → p 0 (Ω) ∩ L ∞ (Ω). Then, using the coercivity condition and the signcondition of Φ in (1.6), we obtain the estimate
(4.20)
Now, up to a subsequence of {U ε }, from (4.8), we have
(Ω) as ε → 0.
Using this in (4.20) , jointly with (4.1) and the property (P 2 ) for B, we find that
Recall that f ∈ L 1 (Ω) and B satisfies the growth condition in (1.4). Since we have ∂ j T 1 (G M −1 (U 0 )) = χ {M −1<|U 0 |<M } ∂ j U 0 a.e. in Ω for every 1 ≤ j ≤ N , from the above inequality, we infer that ω | Φ(U ε )| χ {|Uε|>M } dx is small, uniformly in ε and ω, when M is sufficiently large. Thus, using also the comments after (4.19), we conclude the uniform integrability of { Φ(U ε )} ε over Ω. Hence, (4.17) follows from Vitali's Theorem, based on (4.18). The proof of Lemma 4.3 is now complete.
By letting ε → 0 in (4.5), we conclude that U 0 is a solution of (1.1). This ends the proof of Theorem 1.2.
Comments
Alternatively, we could prove Theorem 1.1 and, moreover, that (up to a subsequence), u ε → U (strongly) in W 1, − → p 0 (Ω) as ε → 0 by adapting ideas in [12] (where an isotropic version of (1.1) was treated with B = h ∈ W −1, − → p ′ (Ω) and f = 0). This technique will be fructified in a forthcoming paper [18] to prove the existence of solutions for related anisotropic problems exhibiting singular anisotropic terms. However, for our purpose of including L 1 data in (1.1), we preferred to give a unified treatment between the case f = 0 in Theorem 1.1 and the case f ∈ L 1 (Ω) in Theorem 1.2. We achieve this by combining and extending techniques from [11] and [14] that are based on the a.e. convergence of ∇u ε to ∇U in Ω and the strong convergence of T k (u ε ) to T k (U ) in W 1, − → p 0 (Ω) as ε → 0 for every positive integer k. Nevertheless, as shown in Section 5.1, we can still recover that u ε → U (strongly) in W 1, − → p 0 (Ω) as ε → 0.
(5.1) 5.1. Strong convergence of u ε . We show here that in the setting of Theorem 1.1, up to a subsequence of {u ε }, not only the assertions of Corollary 3.4 hold, but also the strong convergence in (5.1). To this end, we need the following result. Proof. Let k ≥ 1 be a fixed integer. Since G k (u ε ) = u ε − T k (u ε ) and ∂ j T k (u ε ) = ∂ j u ε χ {|uε|<k} for every 1 ≤ j ≤ N, from the coercivity assumption in (1.6), we see that
Using (2.1) and t G k (t) ≥ 0 for every t ∈ R, we observe that G k (t) Φ ε (t) ≥ 0 for all t ∈ R. Then, by testing (2.3) with v = G k (u ε ), we find that Hence, by the property (P 2 ), we derive that lim ε→0 Bu ε , G k (u ε ) = BU, G k (U ) .
Consequently, for every 1 ≤ j ≤ N , we have lim sup ε→0 ∂ j (G k (u ε )) L p j (Ω) ≤ 1 ν 0 BU, G k (U )
This establishes the inequality in (5.2), completing the proof of Lemma 5.1.
Lemma 5.2. Up to a subsequence of {u ε } ε , relabelled {u ε } ε , we have (5.1).
