Abstract. The long-standing Halperin-Carlsson conjecture (basically also known as the toral rank conjecture) states that the sum of all Betti numbers of a well-behaved space X (with cohomology taken with coef-
Introduction
Spurred by the desire to understand the intrinsic beauty of symmetric objects, it is a classical problem in algebraic and differential topology to understand implications of group actions on (compact closed connected) manifolds. This comprises a variety of different techniques and approaches ranging from establishing fixed-point theorems, vanishing theorems for several invariants like the Euler-characteristic or theÂ-genus to equivariant versions of cohomology and homotopy theories, K-theory, index theory, etc., just to mention a few examples. The general theory does produce differently flavoured situations basically depending on whether the group action does or does not possess fixed-points.
In the first case several theorems achieve to connect topological properties of the manifold to properties of the fixed-point set. Maybe the most classical example of this kind states that the Euler characteristic of a manifold my be detected as the Euler characteristic of its fixed-point set under an S 1 -action.
In this article we shall be concerned with the case when the group action does not possess any fixed-points-more precisely, we shall consider (almost) free group actions of tori (in characteristic 2 and 0). The general feeling that in this case the space upon which the torus acts should be large from a point of view of algebraic topology, the idea being that it should contain at least as many "holes"-in an appropriate sense-as the torus itself is formalised in the classical and long-standing Halperin-Carlsson conjecture. Before we state this conjecture, let us introduce the necessary terminology.
By an n-torus in characteristic p we refer to an n-fold Cartesian product
. . . ×Z p where Z p denotes the cyclic group of prime order p if p > 0. If p = 0 we consider the "ordinary torus"
. . . ×S 1 We recall that an action of a group on a manifold is called free if all its isotropy groups are trivial. The action is commonly referred to as being almost free if all its isotropy groups are finite.
Let us now state the Conjecture (Halperin-Carlsson). If an n-torus (in the respective characteristic) acts freely (in characteristic p) respectively almost freely (in characteristic 0) on a finite-dimensional paracompact Hausdorff space X, the total dimension of its cohomology, i.e. the sum over all Betti numbers, satisfies the estimate
where k is a field of the respective characteristic, 0 or p.
The rational version of this conjecture is originally due to Stephen Halperin, the version for finite tori was stated by Gunnar Carlsson. It will be understood in the following that X is always finite-dimensional paracompact Hausdorff.
Mainly in the rational context, this conjecture essentially is also known as the Conjecture (toral rank). If X is a nilpotent finite CW-complex, then
Here rk 0 (X) denotes the rational torus rank of X defined as follows: The non-negative integer rk 0 (X) is the rank of a largest torus T n such that T n acts almost freely on a finite CW-complex Y of the same rational homotopy type as X. The advantage of this formulation is that one obtains the equivalence of this conjecture with a purely algebraic version of the toral rank conjecture using Sullivan models and the Borel fibration (see [9, Conjecture 7 .21, p. 284, Proposition 7.18, p. 280]).
Let us briefly comment on the importance of the (characteristic 0) toral rank conjecture within the realm of Rational Homotopy Theory. Here it combines nicely with another famous conjecture by Halperin which is certainly another central conjecture within Rational Homotopy Theory. It states that the rational Leray-Serre spectral sequence of a fibration of nilpotent spaces
degenerates at the E 2 -term provided the fibre is an F 0 -space, i.e. rationally elliptic (see [8, section 32, p . 435]) with positive Euler characteristic. Equivalently, the total dimension of the rational cohomology of E satisfies
Due to the equivalence of the algebraic toral rank conjecture and the toral rank conjecture itself, we observe that from a rational viewpoint this conjecture can be restated as follows: Given a fibration of nilpotent spaces
is the total dimension of the cohomology of the total space at least as large as the total dimension of the cohomology of the fibre dim H * (T n , Q) = 2 n ? Thus both conjectures, the Halperin conjecture and the toral rank conjecture, embed naturally into the broad context of estimating cohomology dimensions within fibrations.
Over the decades the Halperin-Carlsson/toral rank conjecture was studied from a multitude of different perspectives using various different approaches. Let us briefly give a rudimentary overview over some of them. Amongst early contributions we may find [2] . In [6] , [1] and [10] the conjecture is proven for (special) Z p -actions for particular p on products of spheres.
The rational version of the conjecture was established for several further special cases like pure (see [8, p. 435] ) rationally elliptic spaces-see [3] which comprises the case of biquotients and homogeneous spaces. It was shown to hold for Kähler manifolds (respectively, in larger generality, for Hard-Lefschetz manifolds)-see [3] . In [12] several new lower bounds on the rational torus rank (and particular classification results) are provided in the case of rational two-stage spaces-generalising proofs for the elliptic pure and the coformal case. In the case of a formal quotient space X/T of the fibration T → X → X/T , the conjecture is proved under an additional assumption in [13] .
There is a Lie algebra version of the toral rank conjecture and partial results in that direction (see [7] ), there are related questions concerning Hamiltonian bundles as well as several further generalisations in commutative algebra.
For excellent outlines on the conjecture together with simplified proofs we strongly recommend the textbooks [5] (in the general case) and [9] in the rational case. See [14] for various further references and contributions.
Yet, despite all these results, a general lower bound for the sum of all Betti numbers could not be improved beyond first results. In [4] it is proved that dim Q H * (X, Q) ≥ 2n for n ≥ 2 2(n + 1) for n ≥ 3 (1) in the case of characteristic 0. (Partial and simplified) reproofs of this result using different methods and techniques can be found in [5] , [9] and [14] for example. However, to the knowledge of the author, throughout all the years no improvement could be made on this lower bound. Despite several reformulations, also in the case of characteristic p, the existing lowers bounds do not exceed this rational one and are even worse, in general-see [ The main result of this article is a linear improvement of the lower bound (1). This is expressed in Theorem A. Let k be a field of characteristic 0. If an n-torus T acts almost freely on a finite-dimensional paracompact Hausdorff space X, then
Clearly, X may be taken to be a finite CW-complex or a compact manifold.
One of the main problems when tackling the Halperin-Carlsson conjecture from an algebraic point of view is to provide an effective way of "bookkeeping" the cohomological data. Usually, this seems to be achieved at least partially via showing certain degeneration properties of suitable spectral sequences and subsequent rank considerations on the remaining sheets (for example see [12] or [13] ). For our goals we shall propose a first approach via graph theory as a main tool for these purposes.
Structure of the article. In section 1 we shall provide the main technical tools for proving theorem A before we set this information into its topological fundament in section 2-thus finishing the proof of the theorem.
An improved lower bound
This section is devoted to providing the main technical results for proving theorem A. As long as possible we shall try to treat characteristics 2 and 0 in a similar way leaving room for possible further improvements in characteristic 2. By k we shall denote a field of characteristic 2 or of characteristic 0. Inspired by the excellent work in [14] we shall respect the notation used there:
Let R := k[t 1 , . . . , t n ] be the polynomial algebra over n generators and denote by Λ · the exterior algebra (over k) over the respective specified generators. We shall decorate elements with degrees. As a convention in characteristic 2 we set deg t i = 1 and deg s m i = m. In characteristic 0 we agree on deg t i = 2 and deg s m i = 2m + 1. Note that superscripts on the t i indicate powers, superscripts on the s m i refer to degree in the depicted way. (This completely mimics the notation used in [14] .)
We form the Koszul complex K n (m) (for m ≥ 0) belonging to the regular sequence (t m 1 , . . . , t m n ) in R, i.e. the commutative differential graded algebra
and extended as a derivation to the entire algebra. By the multi-index s m i 1 ,i 2 ,... we denote the element
which lifts the projection
By its rank rk (γ) we denote the rank of γ ⊗ R (0) as a map of R (0) -vector spaces. Here, by R (0) we denote the field of fractions of R, the localisation of R in the variables t i ; i.e. we adjoin formal inverses to the variables t i .
We shall now carry out an analysis of the map γ in order to find a lower bound on its rank. Our main tool for this will be constituted by graph theory. Thus let us briefly recall the trivial lemma 1.1 below, which we slightly adapt for our purposes and which will serve as a simple but very useful tool.
A sink of a directed graph is a vertex without outgoing arrows. A directed acyclic graph is a directed graph without any directed cycles. Let us modify this terminology by calling a directed graph directed l-acyclic if it has no directed cycles of length larger than or equal to l. For example, a 3-acyclic graph is acyclic up to subgraphs of the form • •
. Hence a directed graph is acyclic if and only if it is 2-acyclic.
Correspondingly, we define a 3-sink as a vertex which is a sink up to possibly one 2-cycle, i.e., more precisely, a vertex with only ingoing edges except for at most one double/bidirectional edge. Lemma 1.1.
• Let G be a finite directed acyclic graph. Then G has a sink.
• Let G be a finite directed 3-acyclic graph. Then G has a 3-sink.
Proof. Start in one vertex and follow a directed edge to another vertex. Continue in this fashion. The fact that the graph is acyclic guarantees that no vertex is visited twice. Since the graph is finite, one ends in a vertex without outgoing edges-a sink.
The proof of the second part of the lemma proceeds in the analogous way: Follow directed edges unless they lead back to the vertex preceding the current one in the walk, i.e. ignoring "return trips". The 3-acyclicity guarantees ending in a 3-sink.
Graph theory will provide an effective way of bookkeeping some of the algebraic data needed to describe the image of γ. Indeed, lemma 1.1 will allow us to "localise" combinatorical problems arising in the following lemma.
The morphism γ is not assumed to be degree-preserving in Lemma 1.2. In both characteristic 2 and 0, the map γ is injective on the R-module Let us now consider the terms γ(s m i,j ). We obtain
Since d reduces the word-length in the s m i by exactly 1, we obtain that γ(s m i,j ) must contain summands of word-length 2 in the s 0 i . Thus
with p i,j polynomials in the t i and q i 0 ,j 0 an expression only containing summands which consist of terms with word-length other than 2 in the s 0 i . We therefore obtain that 
Using this insight we compute
where the r i,j ∈ R ⊗ Λ 2 s 0 1 , . . . , s 0 n have word-length 2 in the s 0 i . Note that d(t m+1
) = 0, since γ commutes with differentials.
Step 2. We shall now show that an arbitrary non-trivial linear combination
with p i ∈ R of the specified ds i 1 ,i 2 ,i 3 , i.e. (i 1 , i 2 , i 3 ) ∈ {(1, 2, 3), (4, 5, 6) , . . . }, has non-trivial image under γ.
We compute that
We shall call the terms t are formed over pairwise disjoint triples (i 1 , i 2 , i 3 ) it is obvious that a "regular term" can only be cancelled by (a summand of a) "rest term" (even up to multiples in R).
Moreover, a "regular term" cannot be cancelled by a "rest term" belonging to the same triple (i 1
However, such a cancellation would imply that γ(s m i 2 ,i 3
Let us now consider how different "regular terms" may be cancelled by "rest terms" in general. Since several identical summands (even up to multiples in R) might arise, it is clearly not uniquely determined which summands are considered to cancel each other. However, we choose once and for all an arbitrary but then fixed "cancellation scheme".
Using this, we form a directed graph G = (V, E) with vertices V = {x i } corresponding to the s m i 1 ,i 2 ,i 3 (4, 5, 6 ), (7, 8, 9) , . . . }. We now set a directed edge (x i , x j ) = (s m is cancelled by a (summand of a) "rest term" t m+1 j 1 r j 2 ,j 3 , t m+1 j 2 r j 1 ,j 3 or t m+1 j 3 r j 1 ,j 2 (always understood up to multiples in R). As we have seen, this graph completely encodes how "regular terms" may cancel. In particular, it does not possess any loops.
It is our goal to show that not all "regular terms" of γ(v)| R⊗Λ 2 s 0 1 ,...,s 0 n can be cancelled. This will produce a contradiction proving the injectivity of γ. We shall do so by establishing two statements which provide a way to treat this problem "locally".
(1) (a) In an induced subgraph
of G consisting of one edge joining two vertices at most 3 (out of 6) "regular terms" can cancel; namely the ones corresponding to
of G consisting of two edges joining two vertices at most 2 (out of 6) "regular terms" can cancel, one for each vertex. In neither case all "regular terms" of x 2 can be cancelled out. ( 2) The graph G is a directed 3-acyclic graph.
Given these two assertions the injectivity of γ on the specified subspace follows: Since G is 3-acyclic, by lemma 1.1 it follows that it possesses a 3-sink x. According to the differentiation provided in assertion (1) at most one out of the three "regular terms" corresponding to the vertex x may be cancelled (using coefficients from R). Thus, in total, γ(v) = 0; a contradiction.
Step 3. It remains to prove the two auxiliary assertions. ad (1) Let us investigate how many terms may cancel in a subgraph of G induced by two vertices x 1 and x 2 . Denote by
the terms corresponding to x 1 and by
the ones of x 2 . By assumption, the sets {i 1 , i 2 , i 3 } and {j 1 , j 2 , j 3 } are disjoint. This implies that for any terms to cancel, without restriction, the terms corresponding to x 1 have to be multiplied by a multiple of t m+1 j 1
. However-we cancel out common multiples for x 1 and x 2 -this implies that the terms ±t The two subcases of (1) without restriction. If this is the case, the "regular terms" ±t m+1 i 2 either at most all of the "regular terms" of x 1 and none of the "regular terms" of x 2 cancel-yielding case (1a)-or at most one "regular term" of x 1 and at most one of x 2 cancel-corresponding to case (1b).
ad (2). Let us assume that G possesses a subgraph of the form
i.e. a directed cycle of lengths l ≥ 3. (This subgraph is not necessarily an induced subgraph, i.e. we ignore bidirected edges and possibly further edges between the x i in this schematic-we try to indicate that by dashed arrows, whereas the dotted one stands for the remaining elements of the cycle.) In other words, a "regular term" of each x k−1 cancels with a (summand of a) "rest term" of x k (with suitably chosen p k , p k−1 ) for 1 ≤ k ≤ l and the same holds true for x l together with x 1 .
The case by case check for the proof of assertion (1) yields inductivelyirrespective of whether bidirectional edges occur or not, i.e. in both cases (1a) and (1b)-the following: For the described cancellation to be realised the terms of x 1 have to be multiplied by t m+1 j where j is one of the integers belonging to x 2 . The terms of x 2 are again multiplied by a t m+1 j with j corresponding to x 3 , etc. However, then for the cancellation between x 1 and x 2 to be maintained, also the terms corresponding to x 1 have to be multiplied with t m+1 j -here again we make use of the fact that the integral triples belonging to the different vertices are disjoint as sets. That is, multiplication with these t m+1 j -factors is transitive through the directed graph. The fact that there is an edge
then shows iteratively via this transitivity that the terms corresponding to x 1 have to be a t m+1 j -multiple of themselves, where j is an integer belonging to x 1 . This is clearly not possible. Thus a closed unidirectional path of length at least 3 cannot exist and the graph G is directed 3-acyclic. This finishes the proof of the lemma.
Although we shall not make use of this, we shall state the following observation: The methods of the proof of lemma 1.2 directly generalise to give the following extension of it. · · · (and s 0 i,j,k,... of word-length l as well as q i 0 ,j 0 ,k 0 ,... of word-length not equal to l) for higher word-length l in the s m i . This property is proved inductively over the word-length in the s m i . As a next step one again considers an arbitrary non-trivial linear combination
with p i ∈ R of the specified ds m i 1 ,i 2 ,i 3 ,i 4 ,...,i l and one shows that it has nontrivial image under γ. With the terminology from above we see that γ(v)| R⊗Λ l s 0 1 ,...,s 0 n has l "regular terms" and l "rest terms". Cancellations are only possible between terms belonging to different l-tuples. As above we form the graph G = (V, E) where the vertices V now correspond to the s i 1 ,i 2 ,...,i l . This graph has the very properties described in cases (1) and (2) (on page 8)-in case 1a at most l out of 2l terms might be cancelled, again only the ones of x 1 -by the very same arguments. Consequently, we deduce the injectivity of γ on the specified subspaces.
We remark that the property of the formed graphs to be 3-acyclic-i.e. the possibility of "localising" the arguments-depends heavily on the fact that the integral triples belonging to the different vertices are disjoint as sets. . This, however, is obvious due to dv 2 = 0 and dv 1 = 0 unless v 1 ∈ R. If v 1 ∈ R, the inequality v 1 = v 2 is clear. This yields the injectivity on V 1 ⊕ V 2 . The injectivity on V 1 ⊕ V 2 ⊕ V 3 can be deduced as follows. Suppose that v 1 ∈ V 1 , v 2 ∈ V 2 and 0 = v 3 ∈ V 3 . We obtain γ(v 1 + v 2 + v 3 ) = 0, since 0 = dγ(v 1 + v 2 + v 3 ) ∈ V 1 ⊕ V 2 and since γ is injective on V 1 ⊕ V 2 , as we have seen. This yields the assertion.
The last lemma paves the way towards the next one, which will provide the necessary information to improve the lower cohomological bound. Proof. We use the notation from the proof of lemma 1.4. In characteristic 0 we even obtain the injectivity on V 1 ⊕ V 2 ⊕ V 3 by a similar but slightly extended reasoning. Indeed, for non-trivial v 1 ∈ V 1 , v 2 ∈ V 2 and v 3 ∈ V 3 we proceed as follows. In characteristic zero we have deg is, we have a Z 2 -grading on K i (m). In the assertion we assume the map γ to preserve this grading, in particular. This implies that, given the injectivity on the odd part, i.e. γ(v 1 + v 3 ) = 0, and the injectivity on the even part, i.e. γ(v 1 + v 2 ) = 0, we derive the injectivity on V 1 ⊕ V 2 ⊕ V 3 . The fact that γ(v 1 + v 2 ) = 0 follows as in the proof of lemma 1.4. The inequality γ(v 1 + v 3 ) = 0 is due to the following arguments adapted from [14, Lemma 2.3] . We may assume v 1 +v 3 to be a homogeneous element. We write
with p i , p j ∈ R. In order to show that γ(v 1 + v 3 ) = 0 we form the ring R/I where I is the ideal generated by the t
In the cohomology with coefficients in R/I the element v 1 + v 3 becomes a cycle. As observed in [14] the map γ and the multiplicative morphism ι :
Thus, in particular, we obtain H(γ, R/I) = H(ι, R/I). We shall now see that H(ι, R/I)([v 1 +v 3 ]) = 0, which will complete the proof.
For this we compute
We have that deg t m Remark 1.6. One might be tempted to generalise the cohomological reasoning at the end of the proof to showing that γ is injective on more levels than just 1 and 3. That is, one would like to show that it is injective on the direct sum of subspaces in several word-lenghts in the s m i -not necessarily only 1 and 3-if and only if so it is on each respective subspace. However, the next levels are 4m + 2, 8m 2 + 6m + 1, etc. In the main application m will correspond to the dimension of the orbit space of an almost free S 1 -torus action. Since the maximal rank of an S 1 -torus acting freely on an m-dimensional finite CW-complex is m, these considerations will be of no use. Remark 1.7. Unfortunately, it is too much to hope for the injectivity on the specified space also in characteristic 2. In [14, Example 2.2] a morphism γ : K 3 (1) → K 3 (0) is provided which is not injective on ds 1 1,2,3 , ds 1 1,2 R . Recall that the rank rk γ of γ is defined to be the rank of the induced R (0) -linear morphism when localising R to its field of fractions R (0) . Corollary 1.8. In characteristic 0 we have that rk γ ≥ 2(n + n/3 ) for a degree-preserving γ.
Proof. Since localisation is an exact functor, the injectivity of γ on (see [11] , [3] ). If G acts almost freely, we obtain a weak homotopy equivalence X G X/G and
The two main technical tools to connect the Hirsch-Brown model to the Koszul complexes are provided by the subsequent lemmas, which we cite from [14 We consider free cochain complexesC over R with an augmentation ε :C → k which induces a surjection in cohomology. Suppose now thatC admits a filtration F * (C) which satisfies the following:
• There are proper inclusions of free subcomplexes F 0 (C) = 0 ⊆ F 1 (C) ⊆ . . . ⊆ F (F * (C)) (C) =C which are direct summands as R-modules and • it holds thatd(F i (C)) ⊆ F i−1 (C) for i = 0, . . . , (F * (C)). where (F * (H)) is the length of the filtration. Lemma 2.3. Then there exists a filtration-preserving morphism of R-complexes β :C → K n (0) which commutes with the respective augmentations.
We shall now apply these lemmas to the Hirsch-Brown model from above. Due to theorem 2.1 and the isomorphism (6), we obtain that the cohomology of the Hirsch-Brown model vanishes above the formal dimension m := dim X/G < ∞ of the orbit space. By the general theory, we then obtain a unital morphism β • α : K n (m) → K n (0) factoring through the minimal Hirsch-Brown model.
Proof of theorem A. Since the map β • α factors through the minimal Hirsch-Brown model, we deduce that dim k H * (X, k) = rk R (H * (X, k)⊗H * (BG, k)) ≥ rk γ Corollary 1.8 shows that rk γ ≥ 2(n + n/3 ), which yields the result.
Alternatively, we might use the injectivity of γ on the (n + n/3 )-dimensional space 1, s to argue as follows: The cohomology of the localised Hirsch-Brown model, i.e. when passing from the R-module to the R (0) -vector space, vanishes, since 1 becomes a boundary. When localising, the Z-grading induces a Z 2 -grading into even and odd part. We derive that the dimension of the odd-degree part equals the dimension of the even-dimensional part. Since the space above is concentrated in even degrees, the sum over all even-degree Betti numbers of H * (X, k) must be at least n + n/3 , since β • α factors through the minimal Hirsch-Brown model. Thus the dimension of H * (X, k) is at least 2(n + n/3 ).
