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a b s t r a c t
Admissibility of linear estimators of a regression coefficient in linear models with and
without the assumption that the underlying distribution is normal is discussed under a
balanced loss function. In the non-normal case, a necessary and sufficient condition is
given for linear estimators to be admissible in the space of homogeneous linear estimators.
In the normal case, a sufficient condition is provided for restricted linear estimators to
be admissible in the space of all estimators having finite risks under the balanced loss
function. Furthermore, the sufficient condition is proved to be necessary in the normal case
if additional conditions are assumed.
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1. Introduction
We open this section with some notations: For a matrix A, µ(A), A′, A−, A+, rk(A), tr(A) denote the linear subspace
spanned by the columns of matrix, transpose, g-inverse, Moore–Penrose inverse, rank, trace, respectively. The n×n identity
matrix is denoted by In. For nonnegative definitematricesA and B, A ≥ B andA > B stand for the nonnegativity andpositivity
of matrix A− B, respectively.
Consider a linear model
y = Xβ + ε, (1.1)
where y ∈ Rn is an observable random vector, X ∈ Rn×p with rk(X) = p being a known matrix, β ∈ Rp is an unknown
parameter. ε is a random error vector with
E(ε) = 0, Cov(ε) = σ 2V , (1.2)
and V ∈ Rn×n is a known nonnegative definite matrix, σ 2 > 0 is also an unknown parameter. We call (1.1) associated with
(1.2) Model I. Further if ε in Model I has a normal distribution Nn(0, σ 2V ) in addition, then the model will be called Model
II.
For estimating the unknown parameter β , we concern ourselves with the admissibility of linear functions of y, i.e., linear
estimators. We denote by $ the class of homogeneous linear estimators of β , i.e.,
$ = {Ly|L is any p× n real constant matrix}.
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WedenoteD by the space of all estimators d(y) ofβ such that the expected value of the following loss Lθ is finite. To evaluate
estimators d(y) of β in general, for every β ∈ Rp and σ 2 > 0, we define the loss function as
Lθ (β, σ 2; d(y)) = θ(y− Xd(y))′T+(y− Xd(y))+ (1− θ)(d(y)− β)′X ′T+X(d(y)− β), (1.3)
where θ ∈ [0, 1], T = V +XX ′. The loss function Lθ which is called balanced loss function was proposed by Hu and Peng [8]
using the idea of Zellner’s [26] balanced loss and the unified theory of least squares formulated by Rao [15]. The balanced
loss function takes both precision of estimation and goodness of fit of model into account, so it is a more comprehensive
and reasonable standard. It has received considerable attention in the literature under different setups. For more details,
the readers are referred to Rodrigues and Zellner [17], Giles et al. [5], Ohtani et al. [14], Ohtani [12,13], Gruber [6], Jozani
et al. [10] and Arashi [1].
Moreover, we know that the balanced loss function is more sensitive than the quadratic loss function, which means
that if an estimator is admissible under the balanced loss function, it is also admissible under the quadratic loss function.
Therefore, the study of admissibility under the balanced loss function is significant. Xu andWu [25] studied the admissibility
of linear estimators in the homogeneous linear estimator class under a balanced loss function, if V = In in Model I. Cao [3]
proposed a matrix balanced loss function using the idea of Zellner’s balanced loss, and obtainedΦ admissible estimators of
the regression coefficient matrix in a multivariate linear model. Hu and Peng [8] extended the result of Xu and Wu [25] to
V ≥ 0. No systematic work has been done so far about conditions for linear estimators to be admissible in the space of all
estimators if V ≥ 0 under the balanced loss function.
For every β ∈ Rp and σ 2 > 0, we define the risk function of d(y) as
Rθ (β, σ 2; d(y)) = E[Lθ (β, σ 2; d(y))].
Thus the optimality of an estimator d0(y) ∈ D , such as domination, admissibility and so on, is evaluated by its risk in
the range spaces of the risk function. An estimator d0(y) ∈ D is said to be admissible under Lθ , if there are no estimators
d1(y) ∈ D such that for every β ∈ Rp and σ 2 > 0
Rθ (β, σ 2; d1(y)) ≤ Rθ (β, σ 2; d0(y))
and for some (β0, σ 20 )
Rθ (β0, σ 20 ; d1(y)) < Rθ (β0, σ 20 ; d0(y)).
Some results related to the admissibility of linear estimators in linearmodels have been established for a scalar quadratic
loss function. Stein [18] showed that an estimator y of the mean vector θ under a squared loss function is admissible if and
only if p ≤ 2, where y ∼ Np(θ, Ip). For estimating θ in the same model as that used by Stein [18], Cohen [4] characterized
the class of all admissible linear functions of y and provided a necessary and sufficient condition for Ly to be admissible.
Rao [16] obtained a necessary and sufficient condition for the admissibility of linear estimators Ly of Fθ under a squared loss
function in a model of y with Ey = θ, Cov(y) = σ 2V , where σ 2 is unknown but V > 0 is known (without the assumption
that the underlying distribution is normal). While the space of estimators is restricted to that of all linear estimators. He
also discussed the same problem when θ = Xβ with X the known matrix and β the unknown vector. Wu [20] established
sufficient conditions for Lyof FXβ to be admissible under a quadratic loss in amodel y ∼ Np(Xβ, In)withX the knownmatrix,
β unknown and σ 2 known or unknown. Wu [21] gave necessary and sufficient conditions for Ly of Fβ to be admissible in
the restricted space of all linear estimators without the normality assumption. This discussion was succeeded by Wu and
Chen [23], in the case where the underlying distribution is normal. LaMotte [11] and Zontek [27] also discussed necessary
and sufficient conditions for the admissibility of linear estimators when the spaces of estimators are somewhat restricted.
Suppose rk(V ) = r and let Q = (Q1,Q2) be an orthogonal matrix such that
Q ′VQ =

Λ 0
0 0

, Λ = diag(λ1, λ2, . . . , λr)with λi > 0, i = 1, 2, . . . , r.
Obviously, V = Q1ΛQ ′1, V+ = Q1Λ−1Q ′1,Q2Q ′2 = I − V+V , µ(X ′) = µ(X ′Q1)+ µ(X ′Q2).
Let B = X ′T+X, S = (1− θ)B− 12 X ′T+X . Since µ(S ′) ⊂ µ(X ′), Sβ is estimable and
S = (1− θ)B− 12 X ′T+Q1Q ′1X + (1− θ)B−
1
2 X ′T+Q2Q ′2X , T1Q
′
1X + T2Q ′2X, (1.4)
where T1 = (1− θ)B− 12 X ′T+Q1, T2 = (1− θ)B− 12 X ′T+Q2. If µ(X ′Q1) and µ(X ′Q2) are the orthogonal subspaces of Rp, then
the decomposition of (1.4) is unique. It can be seen from Lemma 2.1 that the decomposition of (1.4) is unique if and only if
VXX ′(I − V+V ) = 0.
We denote by $0 the subset of homogeneous linear estimators class $ as
$0 =

LY |L is any p× n real constant matrix and LQ2Q ′2X = B−1X ′T+Q2Q ′2X

.
In this paper, we first give some conditions for the linear estimators of the regression coefficient to be admissible in $ and
Model I under the loss function (1.3). Then we provide some conditions for the restricted linear estimators to be admissible
in D and Model II.
G. Hu, P. Peng / Journal of Multivariate Analysis 102 (2011) 1217–1224 1219
The rest of this paper is organized as follows. In Section 2, we give some important preliminaries. In Section 3, we
demonstrate the theorem concerning the conditions for linear estimators to be admissible in $ andModel I. In Section 4, we
prove the main theorems concerning the sufficient conditions and the necessary conditions for restricted linear estimators
to be admissible in D and Model II. Concluding remarks are given in Section 5.
2. Some important preliminaries
In order to prove the main results, we first give some lemmas.
Lemma 2.1 (Xu and Wang [24]). µ(X ′Q1) and µ(X ′Q2) are the orthogonal subspace of Rp if and only if VXX ′(I − V+V ) = 0.
Lemma 2.2 (Wu [22]). Assume a model y = Xβ + e, E(e) = 0, Cov(e) = σ 2V , where β, σ 2, V are same as that in Model I,
X ∈ Rn×p. Ly ∈ $ is an admissible estimator of estimable function Fβ under the loss (d− Fβ)′(d− Fβ) if and only if
(1) LV = LX(X ′T+X)−X ′T+V ,
(2) LX((X ′T+X)− − I)F ′ − LX((X ′T+X)− − I)X ′L′ ≥ 0,
(3) rk[(LX − F)((X ′T+X)− − I)X ′] = rk(LX − F).
Lemma 2.3. Let Ly ∈ $ and VXX ′(I − V+V ) = 0, then
Rθ (β, σ 2; Ly) = E(L˜Q1Q ′1y− T1Q ′1Xβ)′
× (L˜Q1Q ′1y− T1Q ′1Xβ)+ σ 2tr(θT+V − θ2B−1X ′T+VT+X),
if and only if LQ2Q ′2X = B−1XT+Q2Q ′2X,where L˜ = B
1
2 (L− θB−1X ′T+).
Proof. If LQ2Q ′2X = B−1XT+Q2Q ′2X , then L˜Q2Q ′2X = T2Q ′2X . Hence,
Rθ (β, σ 2; Ly) = E(L˜y− Sβ)′(L˜y− Sβ)+ σ 2tr(θT+V − θ2B−1X ′T+VT+X)
= (L˜Q1Q ′1Xβ − T1Q ′1Xβ)′(L˜Q1Q ′1Xβ − T1Q ′1Xβ)+ σ 2tr(L˜Q1Q ′1VQ1Q ′1L˜′)
+ σ 2tr(θT+V − θ2B−1X ′T+VT+X)
= E(L˜Q1Q ′1y− T1Q ′1Xβ)′(L˜Q1Q ′1y− T1Q ′1Xβ)+ σ 2tr(θT+V − θ2B−1X ′T+VT+X).
We next prove the necessity. If Rθ (β, σ 2; Ly) = E(L˜Q1Q ′1y − T1Q ′1Xβ)′(L˜Q1Q ′1y − T1Q ′1Xβ) + σ 2tr(θT+V −
θ2B−1X ′T+VT+X), then for every β ∈ Rp
(L˜Xβ − Sβ)′(L˜Xβ − Sβ) = (L˜Q1Q ′1Xβ − T1Q ′1Xβ)′(L˜Q1Q ′1Xβ − T1Q ′1Xβ). (2.1)
Take β = (X ′Q2Q ′2X)+X ′Q2(LQ2 − T2)′α, α ∈ Rp, then
L˜Q1Q ′1Xβ − T1Q ′1Xβ = (L˜Q1 − T1)Q ′1X(X ′Q2Q ′2X)+X ′Q2(LQ2 − T2)′α
= (L˜Q1 − T1)Q ′1XX ′Q2(Q ′2XX ′Q2)+(LQ2 − T2)′α.
By VXX ′(I − V+V ) = 0, we have Q ′1XX ′Q2 = 0. Hence,
L˜Q1Q ′1Xβ − T1Q ′1Xβ = 0. (2.2)
Combining Eqs. (2.1) and (2.2), we have
β ′X ′Q2(L˜Q2 − T2)′(L˜Q2 − T2)Q ′2Xβ = 0,
for every β ∈ Rp. This is equivalent to L˜Q2Q ′2X = T2Q ′2X , i.e., LQ2Q ′2X = B−1XT+Q2Q ′2X . 
Lemma 2.4 (Wu [20]). Assume a model y = Xβ + e, e ∼ Nn(0, σ 2In), where β, σ 2 are same as that in Model II, X ∈ Rn×p. Let
L and F be known t × n matrices. If L satisfies the following conditions:
(1) L = LX(X ′X)−X ′,
(2) LX(X ′X)−X ′F ′ is symmetric and LX(X ′X)−X ′L′ ≤ LX(X ′X)−X ′F ′,
(3) rk(LX(X ′X)−X ′(F − L)′) ≥ rk(L)− 2.
Then the estimator Ly of FXβ is admissible in D under loss function (d− FXβ)′(d− FXβ).
1220 G. Hu, P. Peng / Journal of Multivariate Analysis 102 (2011) 1217–1224
Lemma 2.5 (Rao [16]). Assume a model y = Xβ + e, E(e) = 0, Cov(e) = σ 2In, where β, σ 2 are same as that in Model I,
X ∈ Rn×p. Let L and F be known t×nmatrices. An estimator Ly of FXβ is admissible in $ under loss function (d−FXβ)′(d−FXβ)
if and only if
(1) L = LX(X ′X)−X ′,
(2) LX(X ′X)−X ′F ′ is symmetric and LX(X ′X)−X ′L′ ≤ LX(X ′X)−X ′F ′.
Lemma 2.6 (Rao [16]). Let L and F be m × n matrices. Then LF ′ is symmetric and LL′ ≤ LF ′ if and only if there exists an n × n
symmetric matrix M ≥ 0 such that L = FM, rk(M) = rk(L) and the eigenvalues of M are in the closed interval [0, 1].
Lemma 2.7 (Wu [20]). Let L and F be m× n matrices. Then the following two statements are equivalent.
(1) LF ′ is symmetric, LL′ ≤ LF ′ and rk(LF ′ − LL′) ≥ rk(L)− 2.
(2) There exists an n× n symmetric matrix M ≥ 0 such that L = FM, rk(M) = rk(L), the eigenvalues of M are in [0, 1] and at
most two of them are equal to one.
Lemma 2.8 (Rao [16]). Let h(y) be an admissible estimator of g(θ) under (d− g(θ))′(d− g(θ)). Then for every constant matrix
C, Ch(y) is an admissible estimator of Cg(θ) under (d1 − Cg(θ))′(d1 − Cg(θ)).
3. Admissibility of linear estimators in Model I
Firstly, the following theorem under the loss function Lθ is given by Hu and Peng [8], we give the secondmethod to prove
it according to the relation between the balanced loss function and the quadratic loss function. The result shows that this
method is simpler than the one used in [8].
Theorem 3.1. Let Ly ∈ $, then Ly is an admissible estimator of β in $ and Model I under loss Lθ if and only if the following
statements hold.
(1) LV = LX(X ′T+X)−1X ′T+V ,
(2) (LX − θ Ip)C(LX − θ Ip)′ ≤ (1− θ)(LX − θ Ip)C,
(3) µ[B 12 (LX − Ip)] = µ[B 12 (LX − Ip)C(B 12 − θB− 12 X ′T+X)′],
where C = (X ′T+X)−1X ′T+VT+X(X ′T+X)−1.
Proof. According to the definition of Rθ (β, σ 2; d(y)), we have
Rθ (β, σ 2; Ly) = E[θ(y− XLy)′T+(y− XLy)+ (1− θ)(Ly− β)′X ′T+X(Ly− β)]
= β ′(LX − Ip)′B(LX − Ip)β + σ 2tr(BLVL′ − 2θLVT+X + θT+V )
= E(L˜y− Sβ)′(L˜y− Sβ)+ σ 2tr(θT+V − θ2B−1X ′T+VT+X).
Therefore, Ly ∈ $ is an admissible estimator of β inModel I under the loss Lθ if and only if L˜y is an admissible estimator of Sβ
under the loss (d−Sβ)′(d−Sβ). Note C = (X ′T+X)−1− Ip and rk[B 12 (LX− Ip)] = rk[B 12 (LX− Ip)C(B 12 −θB− 12 X ′T+X)′] if and
only ifµ[B 12 (LX− Ip)] = µ[B 12 (LX− Ip)C(B 12 −θB− 12 X ′T+X)′]. Hence, we obtain the result of the theorem by Lemma 2.2. 
It is easy to verify that (X ′T+X)−1X ′T+y satisfies the conditions of Theorem 3.1. This shows that the best linear unbiased
estimator of β is admissible in $. Hu and Peng [8] have given some interesting corollaries and a special case to illustrate the
result. In the following, we give the special case.
Example 3.1. InModel I, if V = In, and X ismulticollinear, then the covariancematrix of the ordinary least squares estimator
may contain some large values, as the eigenvalues of X ′X will differ considerably in magnitude with some roots being close
to 0 in the face of multicollinear data. In this situation, investigators frequently choose to forgo the unbiasedness of the
ordinary least squares estimator to reduce the variance of estimators. Oneway of achieving this is to use the ridge regression
estimator βˆk , (X ′X + kIp)−1X ′y, k > 0. However, as we know that not all positive numbers are suitable for k. Actually, we
choose the value of k by considering the covariance matrix and bias since that βˆk is a biased estimator. For more details on
how to choose the value of k, see [7,19]. It then follows from Corollary 3.4 in [8] that the admissible estimators denoted by
βˆa take the form
θ(X ′X)−1X ′y+ (1− θ)(X ′X)− 12D(X ′X)− 12 X ′y,
where D is symmetric and 0 ≤ D ≤ Ip. Suppose θ ≤ 11+k . Let
D = 1− θ(1+ k)
1− θ X
′X(X ′X + kIp)−1,
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then 0 ≤ D ≤ Ip and βˆa becomes βˆk. In other words, if 0 ≤ D ≤ Ip, then the class of linear admissible estimators of β under
Model I and loss function (1.3) contains ridge estimators if V = In. For more details about the means of condition θ ≤ 11+k ,
see [8].
4. Admissibility of linear estimators in Model II
In this section, we mainly provide some conditions for restricted linear estimators to be admissible in D under the
balanced loss function (1.3). We first give some preliminaries. Take a r ×mmatrix P such that µ(P) = µ(X ′1) and P ′P = Im,
wherem = rk(X1), X1 = Λ− 12Q ′1X . Then X1(X ′1X1)−X ′1 = PP ′. Considering a transformation z1 = Λ−
1
2Q ′1y, we have
z1 ∼ Nr(X1β, σ 2Ir), (4.1)
L˜Q1Q ′1y = L˜Q1Λ
1
2 z1, T1Q ′1Xβ = T1Λ
1
2 X1β. (4.2)
The notation d ∼ β represents that d is an admissible estimator ofβ inD andModel II under the balanced loss Lθ . Throughout
this section, the above notations and relations are used. Our results are as follows:
Theorem 4.1. Let VXX ′(I − V+V ) = 0 and Ly∈ $0. If L satisfies the following conditions
(1) L˜Q1 = L˜Q1Q ′1X(X ′V+X)−X ′V+Q1,
(2) L˜VQ1T ′1 is symmetric and L˜V L˜
′ ≤ L˜VQ1T ′1,
(3) rk(L˜V (T1Q ′1 − L˜)′) ≥ rk(L˜Q1)− 2.
Here L˜ = B 12 (L− θB−1X ′T+). Then Ly ∼ β .
Proof. Note (1) L˜Q1Λ
1
2 = L˜Q1Λ 12 X1(X ′1X1)−X ′1, L˜V L˜′ = L˜Q1Λ
1
2 PP ′Λ
1
2Q ′1L˜′, L˜VQ1T
′
1 = L˜Q1Λ
1
2 PP ′Λ
1
2 T ′1, rk(L˜Q1) =
rk(L˜Q1Λ
1
2 ) and (2) z1 ∼ Nr(X1β, σ 2Ir). Therefore, by Lemma 2.4, we have L˜Q1Λ 12 z1 is an admissible estimator of T1Λ 12 X1β
under the loss function (d − T1Λ 12 X1β)′(d − T1Λ 12 X1β). According to Eq. (4.2) and Lemma 2.3, Ly∈ $0 is an admissible
estimator of β in D under the balanced loss Lθ . This completes the proof of this theorem. 
Corollary 4.1. Let VXX ′(I − V+V ) = 0, then Ly ∼ β , where L = θB−1X ′T+ + (1− θ)B−1X ′T+Q2Q ′2X[X ′(I − V+V )X]+X ′(I −
V+V ).
Proof. By direct operation, we have
LQ2Q ′2X = θB−1X ′T+Q2Q ′2X + (1− θ)B−1X ′T+Q2Q ′2X[X ′(I − V+V )X]+X ′(I − V+V )Q2Q ′2X
= B−1X ′T+Q2Q ′2X,
and
L˜ = (1− θ)B− 12 X ′T+Q2Q ′2X[X ′(I − V+V )X]+X ′(I − V+V ).
Hence, Ly∈ $0. It is easy to verify that L˜ satisfies all the conditions of Theorem 4.1. Therefore, Ly ∼ β . 
Corollary 4.2. Let V > 0 and Ly ∈ $. If L satisfies the following conditions:
(i) L = LX(X ′V−1X)−1X ′V−1,
(ii) (LX − θ Ip)(X ′V−1X)−1 is symmetric and
(LX − θ Ip)(X ′V−1X)−1(LX − θ Ip)′ ≤ (1− θ)(LX − θ Ip)(X ′V−1X)−1,
(iii) rk[(1− θ)(LX − θ Ip)(X ′V−1X)−1 − (LX − θ Ip)(X ′V−1X)−1(LX − θ Ip)′]
≥ rk[(LX − θ Ip)(X ′V−1X)−1X ′V−1] − 2.
Then Ly ∼ β .
Proof. Let V > 0, then VXX ′(I − V+V ) = 0, and Ly ∈ $ is equivalent to Ly∈ $0. It is easy to verify that
T+ = V−1 − V−1X(Ip + X ′V−1X)−1X ′V−1,
X ′V−1X(Ip + X ′V−1X)−1 = Ip − (Ip + X ′V−1X)−1.
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Therefore,
X ′T+ = X ′V−1 − X ′V−1X(Ip + X ′V−1X)−1X ′V−1
= X ′V−1 − [Ip − (Ip + X ′V−1X)−1]X ′V−1
= (Ip + X ′V−1X)−1X ′V−1,
and
(X ′T+X)−1X ′T+ = (X ′V−1X)−1X ′V−1, (4.3)
which together with Condition (i) of this corollary derives Condition (1) of Theorem 4.1. By Eq. (4.3) and Condition (i), we
have
(L− θB−1X ′T+)V (L− θB−1X ′T+)′ = (LX − θ Ip)(X ′V−1X)−1(LX − θ Ip)′ (4.4)
and
(L− θB−1X ′T+)VQ1Q ′1T+X ′B−1 = (LX − θ Ip)(X ′V−1X)−1. (4.5)
By Eqs. (4.4) and (4.5) and Conditions (ii), (iii), Conditions (2) and (3) of Theorem 4.1 hold. According to the above situations,
L satisfies all the conditions of Theorem 4.1. Hence, Ly ∼ β . 
According to this corollary, we have the following corollary. The proof is omitted here since it can be verified directly.
Corollary 4.3. If V > 0, then the following statements hold
(1) If rk(X) = p ≤ 2, then (X ′V−1X)−1X ′V−1y ∼ β.
(2) b(X ′V−1X)−1X ′V−1y ∼ β, where 0 < θ ≤ b < 1.
According to this corollary, we know the ordinary least-squares estimator is inadmissible in D under the balanced loss
function if p ≥ 3 and V = In. Ohtani [13] has proved that both the Stein-rule estimator proposed by Stein [18] and James and
Stein [9], and the improving Stein-rule estimator using the Stein variance estimator proposed by Berry [2] may dominate
the ordinary least-squares estimator under a balanced loss function. For more details, see [13].
Theorem 4.2. Let VXX ′(I − V+V ) = 0 and Ly∈ $0. If Ly ∼ β and the following additional conditions are satisfied: (A1) m =
rk(Λ−
1
2Q ′1X) < r, (A2) µ(X ′Q1Q
′
1L˜
′) ⊂ µ(X ′Q1T ′1). Then L satisfies the following conditions:
(1) L˜Q1 = L˜Q1Q ′1X(X ′V+X)−X ′V+Q1,
(2) L˜VQ1T ′1 is symmetric and L˜V L˜
′ ≤ L˜VQ1T ′1,
(3) rk(L˜V (T1Q ′1 − L)′) ≥ rk(L˜Q1)− 2.
Here L˜ = B 12 (L− θB−1X ′T+).
Proof. If Ly∈ $0 is an admissible estimator of β in D and Model II under the balanced loss Lθ , then L˜Q1Q ′1y is an admissible
estimator of T1Q ′1Xβ under the loss function (d − T1Q ′1Xβ)′(d − T1Q ′1Xβ) according to Lemma 2.3. Hence, it follows from
Lemma 2.5, Eqs. (4.1) and (4.2) that (1) and (2) hold. Therefore, we will show that (3) holds using (1) and (2). Suppose, on
the contrary, that (3) does not hold, i.e.,
rk(L˜V (T1Q ′1 − L˜)′) < rk(L˜Q1)− 2.
By equation rk(L˜Q1) = rk(L˜Q1Λ 12 X1) = rk(L˜Q1Λ 12 P), Lemmas 2.6 and 2.7 and condition (2), i.e., L˜Q1Λ 12 PP ′Λ 12Q ′1L˜′ ≤
L˜Q1Λ
1
2 PP ′Λ
1
2 T ′1, there exists an m × m symmetric matrix M ≥ 0 such that L˜Q1Λ
1
2 P = T1Λ 12 PM , rk(M) = rk(L˜Q1Λ 12 P)
and the eigenvalues of M are in [0, 1] and at least three eigenvalues are equal to 1. By the spectral decomposition of
P ′Λ
1
2 T ′1T1Λ
1
2 P , wewrite P ′Λ
1
2 T ′1T1Λ
1
2 P = Γ ∆˜Γ ′. HereΓ is an orthogonalmatrix of orderm, ∆˜ = diag(τ1, . . . , τq, 0 . . . , 0)
and ∆ = diag(τ1, . . . , τq) > 0 with q = rk(T1Λ 12 P) = rk(T1Λ 12 X1). Since µ(X ′Q1Q ′1L˜′) ⊂ µ(X ′Q1T ′1) if and only if
µ(P ′Λ
1
2Q ′1L˜′) ⊂ µ(P ′Λ
1
2 T ′1), it follows from the definition of M and (A2) that µ(M) = µ(P ′Λ
1
2Q ′1L˜′) ⊂ µ(P ′Λ
1
2 T ′1) =
µ(P ′Λ
1
2 T ′1T1Λ
1
2 P). Moreover, µ(Γ ′MΓ ) ⊂ µ(∆˜). This derives Γ ′MΓ =

M1 0
0 0

, whereM1 ≥ 0 is a symmetric matrix of
order q and has the same nonzero eigenvalues as those ofM . Take a q×q orthogonalmatrixN1 such thatN ′1M1N1 =

It 0
0 U

,
where t ≥ 3 and U = diag(ω1, . . . , ωq−t) ≥ 0. Then N =

N1 0
0 Im−q

is an orthogonal matrix of orderm and
N ′Γ ′MΓ N =
It 0 0
0 U 0
0 0 0

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We here write
z = N ′Γ ′P ′z1, θ = N ′Γ ′P ′X1β, (4.6)
and (r −m)σˆ 2 = z ′1(Ir − X1(X ′1X1)−X ′1)z1. Then Eq. (4.6) implies
z ∼ Nm(θ, σ 2Im), (r −m)σ−2σˆ 2 ∼ χ2r−m, (4.7)
and z, σˆ 2 are mutually independent. We also have
L˜Q1Q ′1y = T1Λ
1
2 PΓ NHz, T1Q ′1Xβ = T1Λ
1
2 PΓ Nθ. (4.8)
By T1Λ
1
2 PΓ (Γ ′P ′Λ
1
2 T ′1T1Λ
1
2 PΓ )−Γ ′P ′Λ
1
2 T ′1T1Λ
1
2 PΓ = T1Λ 12 PΓ , Lemma 2.8 and Eq. (4.8), L˜Q1Q ′1y is an admissible
estimator of T1Q ′1Xβ if and only if Γ ′P ′Λ
1
2 T ′1T1Λ
1
2 PΓ NHz is an admissible estimator of g(θ) under the loss function
(d − g(θ))′(d − g(θ)), where g(θ) = Γ ′P ′Λ 12 T ′1T1Λ
1
2 PΓ Nθ . Since N ′

∆−1 0
0 Im−q

Γ ′P ′Λ
1
2 T ′1T1Λ
1
2 PΓ NHz = Hz and
N ′

∆−1 0
0 Im−q

Γ ′P ′Λ
1
2 T ′1T1Λ
1
2 PΓ Nθ = I˜qθ , where I˜q =

Iq 0
0 0

, L˜Q1Q ′1y is an admissible estimator of T1Q
′
1Xβ if and only
if Hz is an admissible estimator of I˜qθ under the loss function (d− I˜qθ)′(d− I˜qθ) by Lemma 2.8. Partition z and θ as
z =
z(1)
z(2)
z(3)
 t × 1
(q− t)× 1
(m− q)× 1
, θ =

θ(1)
θ(2)
θ(3)
 t × 1
(q− t)× 1
(m− q)× 1
.
Then the loss ofHz is expressed as (Hz−I˜qθ)′(Hz−I˜qθ) = (z(1)−θ(1))′(z(1)−θ(1))+(Uz(2)−θ(2))′(Uz(2)−θ(2)). Hence, to verify
this theorem, we need only to show that z(1) is an inadmissible estimator of θ(1) under the loss function (d− θ(1))′(d− θ(1)).
By Eq. (4.7), z(1) ∼ Nt(θ(1), σ 2It) with t ≥ 3. Take w = [1 − 2c(r − m)(r − m + 2)−1σˆ 2(z ′(1)z(1))−1]z(1) with a constant c .
Using integration by parts, we have
E(z(1) − θ(1))′(z(1) − θ(1))− E(w − θ(1))′(w − θ(1)) = 4c(r −m)
(r −m+ 2)E

(z(1) − θ(1))′z(1)σˆ 2
z ′(1)z(1)
− c(r −m)σˆ
4
(r −m+ 2)z ′(1)z(1)

= 4c(r −m)(t − 2− c)σ
4
r −m+ 2 E

1
z ′(1)z(1)

> 0,
if c is specified as one satisfying 0 < c < t − 2. This proves that z(1) is inadmissible. 
Corollary 4.4. Let V > 0 and Ly ∈ $. If Ly ∼ β and the following additional conditions are satisfied: (A1) p = rk(X) <
n, (A2) µ[(LX − θ Ip)′B 12 ] ⊂ µ(S). Then L satisfies the following conditions:
(i) L = LX(X ′V−1X)−1X ′V−1,
(ii) (LX − θ Ip)(X ′V−1X)−1 is symmetric and
(LX − θ Ip)(X ′V−1X)−1(LX − θ Ip)′ ≤ (1− θ)(LX − θ Ip)(X ′V−1X)−1,
(iii) rk[(1− θ)(LX − θ Ip)(X ′V−1X)−1 − (LX − θ Ip)(X ′V−1X)−1(LX − θ Ip)′]
≥ rk[(LX − θ Ip)(X ′V−1X)−1X ′V−1] − 2.
The proof of this corollary is omitted here, since it is easy to verify by Corollary 4.2 and Theorem 4.2.
5. Concluding remarks
In Model II, a sufficient condition for restricted linear estimators to be admissible in the space D under Lθ has been
given and also observed to become a necessary condition if additional conditions are assumed. Furthermore, sufficient and
necessary conditions for linear estimators to be admissible in $ under Lθ have been obtained in Model I. However, the
problem for linear estimators in $ to be admissible in D and Model II under Lθ has remained to be solved.
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