The effectiveness of tomography with untracked or moving instruments has already been analyzed in two studies (Comuelle, 1985; Gaillard, 1985) . Those studies have shown that the arrival patterns contain useful intbrmation about the ocean structure. The ocean reconstruction simulations shown here are similar to those of Comuelle (1985) , who considered a single configuration of somces •.nd receivers. This work extends Comuelle's analysis by comparing reconstructions from simulated arrays of many stzes, and evaluates the results in terms of propagation gcometry and ocean scale lengths. Each array to be considered has a single source and many receivers. The source positions are assumed to be knowable in the field, thus their positlon• are known in the simulations. Receivers have position uncertainties of up to 4.0 km. Acoustic receivers of this type may include rapidly deployable expendable moorings (under development at WHOI) or short-lived expendahle devices such as SOhObuoys, surface drifting buoys with GPS receivers and freely dangling hydrophones, or specially equipped RAFOS floats (Rossby eta!., 1986) .
The simulations show that navigation errors of properly designed gridder arrays of receivers do not deteriorate tomographic estimates of sound-speed struclure unless they exceed 200 m. Often, even larger errors of 1 or 2 km do not significantly affect the results. The ho:izontal geometry and scale lengths of tomographic arrays, most effectively measured relative to the scale lengths of structures to be mapped, are qualitatively shown to more stronl•ly eft•ct the mapping ability than do km-scale location uncertainties.
The simulation method is straightforward, using previously described techniques. A prescribed three-dimensional field of sound speeds, referred to as the simulated ocean, is used to generate simulated acoustic propagation data, which are then used to map the field. The sirrilafity of the prescribed and mapped fields are evalualed with a number of statistical methods. The simulated ocean is described in Sec.
I. The tomography array configurations are described in Sec. II. The tomographic mapping procedure is reviewed in Sec. III, which also describes specific details of the simulations. The maps are compared and statistically evaluated in Sec. IV. Section V is a summary.
I. SIMULATED OCEAN
The prescribed sound-speed field used here was distributed to various researchers by C.-S. Chiu to allow simulated benchmark testing of ocean tomogral:hy techniques at the 124th Meeting of the Acoustical Society of America (Lynch et al., 1992) . This three-dimensional scal•x field is intended to represent midlatitude, mid-gyre ocean sound-speed structure, with horizontally homogeneous and isotropic soundspeed perturbations. The field is the sum of a layered mean sound-speed structure which we call the reference ocean (Fig. 1) , and a three-dimensional field of mesoscale baroclinic structures. The mesoscale perturbation field is derived from four baroclinic oscillation modes (Gill, 1982 , Chap. 6).
Sound-speed perturbation modes associated with those motions, each with maximum value unity, are shown in Fig. 2 . Each mode has horizontal position-dependent amplitudes which are consistent with a horizontally isotropic Gaussian 
II. ACOUSTIC ARRAY CONFIGURATIONS
The mapping procedure is simulated for three array configurations and a variety of receiver location uncertainty variances. Receiver depths are assumed to be known. Statistics of map variability for each case are compiled by averaging a small number of realizations, typically four, each having independent, randomly generated receiver position errors. In order to verify that suitable source and receiver depths were chosen, mapping sensitivity to instrument depth was tested for the standard-position 300-km array prior to the main simulations. Three depth configurations were tested. The first had the source and all receivers at 1000-kin depth. The second had the source and receivers at 1300-m depth, near the sound-speed minimum. The third configuration had The reference raytrace step (8 min) does not need to be repeated for multiple realizations and is not included in the total, since the Tij are identical for all realizations using a particular array geometry.
IV. MAPPING RESULTS
The objective of this work is to evaluate the usefulness of mesoscale maps made using simulated data of various quality. Such maps must be statistically evaluated for similarity to the simulated (known input) field. They can also be visually examined to determine their ability to find features in the field. Such features might become candidates for further study or survey in practical applications.
Maps of sound-speed uncertainty (error variance) in the estimated fields provide a guide for evaluating the quality of those fields, but do not fully quantify the usefulness of patterns which appear but have variances near the expected uncertainties. We therefore directly compute errors by comparing output maps to the simulated ocean. We wish to investigate the usefulness of patterns which appear but have variances comparable to the expected uncertainties. These may be rigorously classified as noise but may provide desired information, for example, locations of warm and cold features to further investigate.
The least-squares calculations used here (including the error maps) assume Gaussian statistics of the field and the error sources, and assume linearity of the inversion. Parameters are adjusted in the simulations such that these assumptions are satisfied, assuring that the mapping procedure is applicable, but cannot always be controlled in field work.
We evaluate maps of sound speed at 700-m depth made under a variety of conditions. The conditions varied are: (1) the array size; (2) the location of the 300-km array; (3) the rms receiver displacements di; (4) the sound-speed variance in the simulated ocean; and (5) internal-wave noise (either present or absent). The depth 700 m is chosen because it is away from any baroclinic mode nodes, so that all modes are useful in the inversion. It is also the depth chosen for the ASA-meeting tomography benchmark testing. Maps of error variance for the output estimation can be generated from the receiver uncertainties and variance esti- 
A. Effect of array size
The receiver array sizes, 150, 300, and 700 km square, each with 16 gridded receivers, show differing performance.
The 300-1an array does the best [ Fig. 7(a) and (b) ] because the horizontal interpath spacing is small enough that horizontal coherence of the mapped field, forced by the limited number of horizontal harmonics, allows tbr effective interpolation into the gaps between paths. The 150-km array also shares this feature, and its reduced performance is due in part to the specific features in its domain, since it is rigorously tested at only one position. The larger 700-kan array has larger unsampled spaces, of size comparable to the 100-km eddy decorrelation scale. It has no mapping capabilities in these gaps, and does not perform as well as the other two.
The 300-and 150-km arrays are comparable in perfor- per unit area will generally be increased by a factor between one and M (rather than the simple geometric factor M) as a square array is reduced in area by a factor of M, if the smaller array spans only a few convergence zones. The effects of the sound channel, convergence zones, and attenuation by the seafloor will effect the data density in different ways for differing environments.
B. Sensitivity to array location
The 300-km array is now tested at 13 locations within the 500-by 500-km domain. This provides a test of its ability to map various features. Inversions are simulated with only one value of receiver uncertainty, tr a= l-km rms. The baseline location of the 300-kin array, position 13, is between -150 and 150 km in x, and between 0 and 300 km in y. In this test, locations 1 through 4 are offset 100 km in y (to the "north"), and moved -300 (location 1), -100, 100, and 300 lcm (location 4) in x. Locations 5 through 8 are offset -200 km (to the "south") from locations 1 through 4, with 9 through 12 offset -200 km further. The locations are shown in Fig. 5(b) . Figure 8 shows statistics of the resulting maps. Two locations (4 and 11) produce poor maps, with zero or even negative correlation with the known field. These produce difference variances in excess of the original field variances, and give no variance reduction [ Fig. 8(d) curs at rra= 1 km, with the region of increasing residual extending from 10 m<(ra<l km.
D. Effect of eddy strength
The variance of sound speed in the simulated ocean is altered (reduced) in order to evaluate the ability of the drifting receivers to map ocean features of differing intensity. There is slight improvement of the estimates, evaluated statistically, although no internal-wave noise is included. This means that aonlinearity has a slight cftbct at the highest variance, but not enough to significantly degrade the maps. This separation of field strength and internal-wave noise is somewhat artificial. If internal wave noise were to be included, then weaker fields would be more difficuh. to map than stronger ones, since they would have small signal-to-noise ratios, so this test of linearity does not demonsnare that weak eddy fields would be easier to map in the field because the inversion would be more linear, only that errors from nonlinearity would be reduced. For our restricted set of array geometries, the 300-km array has the tnost appropriate size for successfully mapping the simulated ocean structure. This is because its interpath distances are small enough to provide mesoscale feature resolution, but are large enough so that each path provides independent data. In addition to having redundant data, the small array was a bit inferior to the 300-km array because the number of multipaths was small, yielding little information in the absence of precise navigation. Determination of effective array geometry for a particular experiment can be done by considering the Rossby radius of dei•)rmation (Gill, 1982) , topography, and eddy dynamics for the region.
Although the changes are usually small, map reliability decreases with decreased navigation accuracy, as expected. The slight reduction in accuracy can be seen in Fig. 11 , which shows three maps corresponding to simulated receiver displacements of 1-, 200-, and 1500-m rms for the 300-km mxay. Reliability decreases as position uncertainty increases from 10 to 1000 m, then performance stabilizes (saturation).
We see that if the array is "optimally" positioned to sense structure, which isn't always the case for a finite set of sources and receivers. then precise navigation does not improve maps much over 500-m navigation. Figure 12 shows good-qual,ity maps generated at three locations of the 300-km array. Figure 13 shows three maps at poorperforming array locations. 
