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1. INTRODUCTION 
In this paper we will consider matrices with real entries only. Let A be 
a matrix, say A = (au). If B= (h,) is a matrix of the same size, then the 
Hadamard product or Schur product A o B is defined by entrywise multi- 
plication; thus A 0 B = (aubq). If f: R -+ R is any function, then the matrix 
f(A) is defined by entrywise operation, thus f(A) = (f(aq)). We note that 
for k = 0, 1, 2, . . . the kth Hadamard power of a matrix A is equal to p,(A), 
where pk is the monomial function defined by pJx) = xk (x E R). 
One can ask, quite generally, to characterize those functions f that 
operate on a certain class Y of matrices. We shall denote the class of such 
functions by F(Y). Thus 
S(F)= {f: R+RIAEY*~(A)EY}. 
More generally, if Y;, Y; are two classes of matrices, we define 
~(~,Y;)=(~:[W-,[WIAEY;~~(A)EY;). 
In this paper we consider, for a fixed positive integer n, the class Y,+ of all 
* Most of the research for this paper was done while the second author was a visiting 
jrofessor at the University of Guelph, September-October 1989. The same author thanks the 
Jniversity of Guelph for its hospitality. 
461 
0022-247X/92 $5.00 
CopyrIght $> 1992 hy Academic Press. Inc. 
All rights of reproduction I” any form reserved. 
462 FISCHER AND STEGEMAN 
symmetric positive-definite n x II matrices with nonnegative entries (the 
precise definition of positive-definiteness will be given in the next section). 
For this class it is clearly sufficient o consider functions defined on [O, co [ 
only, f(x) being arbitrary for x < 0, and an obvious necessary condition for 
f to operate on Y,f + is the f(x) > 0 for all x > 0. Therefore it is natural to 
make the identification, 
F(Yspn+)= {f: [IO, co[ -+ [O, oo[IAE,Y: *f(A)EY”,Cj, 
and to agree that an element f of F(Y4pn+) can be represented by any 
function whose domain of definition contains [0, co [ and whose restriction 
to [0, co[ coincides withf. 
For simplicity we shall often denote .!P(Y’,’ ) by P;,’ . 
A well-known result of I. Schur (1911; cf., e.g., [l, p. 69) states that 
A 0 BE ,Y’,i whenever A, BE 9,:. In particular, if A belongs to 9:) then so 
do all its Hadamard powers p,(A). Thus 
Pk E gi: (k = 0, 1, 2, . ..). 
It is now natural to consider, more generally, the monomial functions pa 
(a E R, u 2 0), defined by p,(x) = xa (x 3 0). The matrices p,(A) are called 
fractional Hadamard powers of A. Does pa E F:,’ hold? 
In [3] the following is proved: if f E SJ is smooth on 10, cc [ then 
f(“)>O on 10, oo[ for O<kbn-1. 
Remark. In fact an even stronger result is proved in [3]: if fE F”,’ is 
continuous, then f E C”- ‘(IO, cc [), fck) 3 0 on 10, cc [ (0 d k f n - 3) and 
f'"- 3, is nondecreasing and convex. 
For c( E R, c( 2 0, this implies in particular that a necessary condition to 
have p, E Fz is that CI is an integer or c1> n - 2. That this condition is also 
sufficient was proved later in [2]. In the same paper a specific set of 
matrices A,EYT (820) is g’ iven such that for all noninteger IX < n - 2 
there is an E, > 0 such that p,(A,) $ YPn+ for 0 < E <a,. 
We make the observation that these matrices A, are of rank 2 (if E > 0). 
Furthermore it is easy to see that for a matrix A E Y”,’ with rank 1 one has 
~JA)EY,+ and p,(A) still has rank 1. Therefore the example in [2] is an 
example with lowest possible rank. 
In this paper we will consider a somewhat different, though related, 
problem. We consider the class 9 of all linear combinations of monomial 
functions pa (tx > 0), and we are interested in the question, which f E 9 will 
operate on the matrices of rank 1 in Y’,:. 
Let us define 
.Y:k= {AEY’,~ Irank(/l)<k} (Odk<n), 
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and let us denote the class P--(9&, 9,‘) by 9&. Then the following 
chains of inclusion are obvious (the trivial case k = 0 is omitted): 
Our main result (Theorem 1) is a necessary condition for a function 
j-e.9 to belong to the class F&, In view of the inclusions above, this is 
a fortiori a necessary condition for f E 9 to belong to the class Fi. It will 
also be shown (Theorem 2) that, at least for the case n = 2, this necessary 
condition is, in a way, best possible. 
2. NOTATIONS AND DEFINITIONS 
2.1. Index Sets 
Let n and N be integers satisfying 0 <n < N. Then we shall denote by 
/i(n, N) the set of all subsets of { 1, 2, . . . . N} with precisely n elements. So, 
if 1 ~/l(n, N), then we can write (if n 2 1): 1. = {k,, k,, . . . . k,} with 
1 <k, < k, < . . . <k, < N. If ,J is used as an index set for which the order 
of its elements is relevant, then the elements of ;1 will be taken in increasing 
order; cf. Section 2.3. 
2.2. Vectors 
In this paper elements of R” will be considered as column vectors. Let v 
be a column vector of length H. If xi, . . . . x, are the coordinates of u, then 
we shall also write u = (xi)i Q iG n or, more concisely, v = (x~)~, if the range 
of the index i is clear from the context. 
The transpose of the column vector u is the row vector v*. 
2.3. Matrices 
Let A be an IZ x m matrix, say A = (xv), G iGn,, <,<,,,. We shall also write 
A = (x~)~,~, or even A = (xv), if the range of the indices i andj is clear from 
the context. Another way to denote A is by enumerating its columns. Thus 
A=(ul,v2,...,v,), where vj=(xij)iGiG,, (l<j<m). This, in turn, wemay 
abbreviate to A = (v~)~ CjGm, or even, when there is no danger of 
confusion, to A = (u,), or A = (v,). 
By selecting p of the n rows and q of the m columns of A, a p x q 
submatrix of A is obtained. The notation introduced in Section 2.1 can be 
used to describe such submatrices, in the following way. 
If A=(x,) is an nxm matrix, and if l,<p<n, l<q<m, then for 
2 E /i(p, n), p E A(q, m) the p x q submatrix A,, of A is defined as follows: 
AA, = (xzj)it~,jsp where we have used the convention made at the end of 
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Section 2.1. Likewise, if A = (ui , . . . . u,,,) and 1, E A( p, m), then A, will be the 
n x p matrix given by A, = (uj)je Jo = (v,,, . . . . u,,), with J.= {j,, . . . . j,} and 
l<j,<j,< ... <j,dm. 
2.4. Matrices of Rank 1 
If A is an n x m matrix of rank 1, then its columns are all mutiples of one 
vector u with v #O. Say A = (y,v, . . . . y,u). Such a matrix can therefore 
be written in the form A = uw*, where u and w are column vectors of 
lengths n and m, respectively. Moreover, v and w are uniquely determined 
up to a nonzero factor: if A=vw* =vI w:, then v1 =cu and wI =c-‘w for 
some CER with c#O. If u=(.x~),~~~~ and ~=(y~),<~~~, then 
A = uw* = (xiyj)i,j. 
Now let A be a symmetric n x n matrix of rank 1. Then, in the above 
notation, xi y, = x, yi. Therefore there is a constant c E R, c # 0 such that 
yj = cx, for all j (in fact, c = y,x; ’ for any k for which xk # 0; c = 0 would 
imply w = 0, thus A = 0). By resealing we can take c = +l, thus w = +v. 
We find that either A = vu* or A = --vu *, for a suitable vector u On the 
other hand, any such matrix clearly is symmetric. 
Actually, for u there are precisely two choices. In fact, if A = (x~~)~,~ then 
u= +(Jq)i. w e see moreover that the diagonal entries of A are either 
all nonnegative or all nonpositive, and we can make the choice of u unique 
by requiring that its entries be nonnegative. 
2.5. Positive-Definite Matrices 
A symmetric n x n matrix A is called positioe-definite if u*Au 2 0 for all 
v E KY. We shall use the following characterization of positive-definite 
matrices (for the notation cf. Section 2.1 and 2.3): An n x n matrix A is 
positive-definite if and only if det(AII) 2 0 for all nonempty subsets J. of 
(1, 2, . ..) ?z}. 
For completeness we recall that a real matrix A satisfying v*Ao > 0 for 
all u E R” will satisfy u*Au 2 0 for all u E @” (where, of course, U* is the 
transpose of the complex conjugate of U) if and only if A is symmetric, This 
is easily verified by writing u = v + iw with V, w E I!?‘. 
Remark. Note that a symmetric n x n matrix of rank 1 is positive- 
definite if and only if it is a matrix of the form uu* (cf. Section 2.4). 
2.6. The Class 9 
For easy reference we recall here the definition of the class 9 
(cf. Section 1). A function f: [0, co [ + R belongs to the class P if and only 
if f can be written in the form 
f(x)= : CkXQ (x20) 
k=l 
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with ck, cr,~[W, c,#O (1 <k<N) and O<U,<CQ< ... <LY,. We remark 
that the class 9 contains all polynomial (or, rather, their restrictions to 
m a[). 
3. THE MAIN RESULT 
First we prove: 
PROPOSITION 1. Let ul, u2, . . . . v,,, he column vectors of length n, where 
1 6 n < N. Consider the n x n matrix A = C,“= 1 ak v,v,*, for arbitrary ai E R 
(1 <i<N). Then 
det A= c a,(det A J2, 
iC/f(?Z,N) 
where a, = n kElak and Ai,=(vk,, . . . . v,J ifA= {k ,,..., k,). 
Proof: Put Vk=(Xik)lGiGn and C,“=, ak vk v: = A. Then 
To compute det(A) we decompose A with respect to its columns. Then 
det(A) is obtained as a sum of N” determinants. Of these, only n!(f) are 
possibly different from zero. Taking the determinants with the same n-tuple 
of column vectors together, and rearranging the columns so that the order 
of the indices increases, we obtain a linear combination of matrices A2 
(2 6 Ah, NJ), 
where S,? is the nth permutation group. Now 
c w(p) n XP(l).k 
PCS” k E i 
is precisely equal to det A;. Therefore we obtain 
det A = c 
i. E A(n, N) 
The choice n = N and a, = . = a, = 1 yields the following: 
COROLLARY 1. Let vl, . . . . v, be column vectors of length n. Then 
det (:, W:> = (det(v,, . . . . v,))~. 
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EXAMPLE. Let 
U2+C2 ah + cd a c ’ 
ab+cd b2+d2 = b d Ii I 
or 
(a’ + c2)(b2 + d’) = (ad- bc)2 + (ab + cd)2. 
Next we need the following lemma, which is of interest in itself. 
The result can be found, e.g., in [4, p. 91. Our proof given below is a 
modification of the proof given there. 
LEMMA 1. Let u= (x~),<~<~ . . be a vector satisfying 0 < x, < . . . < x,. Let 
a,, . . . . a, be n distinct real numbers. Then the vectors vxl, .,,, II’” (where 
v’ = (xp),)) are linearly independent. 
Proof We use induction with respect to n. For n = 1 the lemma holds 
because x1 # 0 for all M E [w and x > 0. Now let m 3 2 be fixed and suppose 
that the statement of the lemma holds for n = m - 1. 
Put A = (LY’, . ..) vXm). We want to show that det A #O. To do that, 
consider the row vectors of A, say wi = (XT’, . . . . x7) (1 Q i < m). Suppose the 
w, are linearly dependent, say c, w, + ... + c, w, = 0. Then 
for all j, 1 < j 8 m. 
c,xyJ+ ... +c,x~=O 
Put yi=x,x;’ (l<i<m-1). We have O<y,<y,< ... <ymp,<l. 
Now consider the function F: [w -+ IX, defined by 
F(cc)=c, y:+ ... +c,,pl y;p, +c,. 
This function satisfies F(cr,) = . . . = F(cr,,,) = 0, and hence it follows from 
Rolle’s theorem that its derivative F’ has at least m - 1 zeros, say 
P 1, . . . . p,+ r (with c+ < /?, < aj+ r). We have 
F’(E) = d, y; + ... +4,-,y9m-1, 
where di= ci log yi. If we now apply the lemma with n = m - 1, with 
u=(yi)l<isrn-l and with PI, . . . . Pm-l as real numbers, we obtain a 
contradiction. 
Remark. Let us call a subset E of a finite dimensional vector space V 
quasi independent if for all linear subspaces W of V with W # V the set 
Wn E contains at most dim(W) elements. Then the above lemma can be 
rephrased as follows: 
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If the vector u E R” has strictly positive and pairwise different 
coordinates, then the set E = (u” I CI E R} is a quasi independent subset 
of R”. 
We can now state and prove our main theorem, using the notation intro- 
duced in Section 1 (cf. also Section 2.6). 
THEOREM 1. Let f E 9’, say 
f(x)= 5 CkXrnk (x B O), 
k=l 
with ck and uk as in Section 2.6. If f E pHt, (in particular if f E Fhn+), then 
c,>Ofor l<k<nandalsofor N-n+l<k<N. 
Proqf: Let o be a column vector of length n with strictly positive and 
pairwise different coordinates, say v = (x,)~. Let A = vu* and let t > 0. Then 
rA is a symmetric positive-definite n xn matrix of rank 1 with strictly 
positive entries. 
To abbreviate we shall write uk instead of u%’ (1 d k d n). For j* E A(n, N), 
say ;1. = {k,, . . . . k,} with k, <k, < ... <k,,, we shall denote the matrix 
(Uk, 7 . . . . uk,) by A,. 
Because tA = tuu* = (tx,~)~, we have 
f(tA) = ( 5 ~~(tx,)‘~ Us) = 2 CkPU u k jJ+. 
k=l i I=1 
An application of Proposition 1 gives 
det(f(tA))= 1 (n c,F) (det A,)’ 
l.eA(r7.N) k E I 
where we have written 
We see that t H det(f( tA)) is a linear combination of powers of t. Now, 
clearly, cl(n) is maximal for Iz = {k ) N-n + 1 <k < N} and minimal for 
A= {kl 1 < k<n}, whereas for all other neA(n, N) CC(~) lies strictly in 
between. 
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By assumption, det(f(tA)) > 0 for all t > 0. Moreover it follows from 
Lemma 1 that det(A j) #O. Hence, by letting t tend to 0 and to + co, 
respectively, we can conclude that n; = 1 ck > 0 and n,“= N- n + I ck > 0. 
Finally we observe that the assumption of the theorem implies that if 
1 <m <n and PE A(m, N), then det(f(tA,,)) 3 0, t > 0 as well. Therefore 
we must have JJ;=, c,>O and n,“=,_,+, c,>O for all m, 1 <rn<n. 
And this implies that, necessarily, ck > 0 for all k with 1 < k < n or 
N-n+ldk<N. 
A special case of Theorem 1 is obtained when the !xxk have nonnegative 
integer values. We state this result explicitly. 
COROLLARY 2. Let f: R -+ R be a polynomial, say 
f(x)= c CkXrn”, 
k=l 
with ck#O (l<k<N) and O<m,<m,< ... -Cm,. If fep-,T, (in par- 
ticular, iffelF;,t), then c,>Ofor ldk<n andalsofor N-n+l<kQN. 
4. THE CASE n=2 
We shall show that the result in Theorem 1 is, in a way, best possible, 
by studying in greater detail the case of 2 x 2 matrices. This will also give 
an illustration of the technique developed in the previous section. 
THEOREM 2. The polynomial 
belongs to YT, if co, c, , c3, c4 are strictly positive, and 
c2 L -mm ( coc3 ClC4 -- r) 2c,c, . Cl ’ c-3 ’ 
EXAMPLES. The function 
f(x)= 1 +x-xxz+x3+x4 
belongs to 9&. 
Slightly more “economically,” even the function 
belongs to F&. 
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ProoJ: It follows from Theorem 1 that c2 cannot be negative, unless 
co, Cl > C3, and cq are all strictly positive. The same notation will be used 
as in the proof of Theorem 1, except that the index k will run from 
0 to 4 instead of from 1 to 5. In this case N= 5 and n = 2. The ck in both 
proofs correspond, and we have elk = k (O,<kd4). We have 
A(2,5)= {{i,j}lO<i<j<4J. We shall denote the set {i,j} by z’jand the 
number tic, by cq (this is consistent with the notation in Proposition 1: 
ok l j. ck = cJ. We further have a(Q) = i + j. 
Take t > 0 and take u = (l). Take 
The matrices CA, (t > 0, 4 > 0) are all symmetric positive-definite 2 x 2 
matrices of rank 1. Therefore it suffices to show that, under the conditions 
of the theorem, det(f(tA)) > 0 for all t 2 0 and 5 > 0. 
We shall use the formula given in the proof of Theorem 1. We first 
observe that A, = (i, i,), and hence 
,- i-l 
det(AV)=~‘-~‘=~‘(~-l) c rp (O<i<j<4). 
p=o 
We therefore obtain 
det(.f(~A)) = i i c,(det A,)’ tifi= I({ - 1)2 P(t, 0, 
i=o ,=i+, 
where P is the polynomial in the two variables t and < given by 
P(t,~)=c,,+C,,(1+5)2f+CC~~(1+~+52)2+~~2521~2 
-t [c&l + 4 + t2 + 53)2 + c,3(f2(1 + 021 t3 
+ [C14t2( 1 + c + t2)2 + C23t4] t4 + C24c4( 1 + 5)*t5 + C34t6f6. 
To prove the theorem we have to show that P( t, 5) 3 0 for all t > 0 and all 
5 > 0. We note that a coefficient cij is negative if and only if 2 E (i, j}. The 
middle term (the one with t3) is therefore always positive. We shall derive 
an estimate for c2 which makes the “low powered part” (the part of the 
polynomial in the variable t that has degree at most 2) nonnegative. By a 
symmetry argument we then obtain an analogous estimate for the 
high-powered part. 
First observe that (1 + 5 + 5’)’ = (1 + r’)( 1 + t)2 + 4’. 
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The part (co3 + c,~) <*t2 will be nonnegative if co3 + c12 30, thus if 
c’* 3 -cOc3/c1. To estimate the remaining part we observe that 
c(il+cnj(l+4*)(1+5)*t2~2co~~(1+i;)l 
(the arithmetic mean is larger than the geometric mean). 
After dividing out the common positive factor cO( 1 + t)t we see that it is 
sufficient that the inequality holds, 




Using that 1 + t*> 25 we see that it suffices to have 4c,c,-c: 3 c:, or 
4<2c,c,, thus c> > -&. By symmetry (e.g., by dividing out a factor 
(?t 6 and substituting 5-r = r’, t-I = t’), we find that the high-powered part 
will be positive if c2 > -c,c4/c3 and c2 b -&. The theorem follows. 
Remark. It is clear from the proof above that the result in Theorem 2 
is not best possible. To obtain a sharper one can use the positive contribu- 
tion of the P-term, on the low-powered side for small t and on the high- 
powered side for large t. Numerically one can check for instance that 
f(x)= 1+x-cx2+x3+x4 still belongs to F& for c= 1.78. 
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