In this paper we study N d (k), the smallest positive integer such that any nice measure µ in R d can be partitioned into N d (k) convex parts of equal measure so that every hyperplane avoids at least k of them. A theorem of Yao and Yao [10] states that N d (1) ≤ 2 d . Among other results, we obtain the bounds
Introduction
A convex partition of R d into n parts is a covering P = {C1, . . . , Cn} of R d consisting of closed convex bodies with pairwise disjoint interiors. We say that a hyperplane H ⊂ R d avoids a set C if it does not intersect its interior.
The classical Yao-Yao theorem [10] states the following.
Theorem (Yao and Yao, 1985) . Let µ be a nice measure in R d , then there is a convex partition P of R d into 2 d parts of equal µ-measure such that every hyperplane in R d avoids at least one element of P.
In the original proof of this theorem the measure has to have a continuous density function bounded away from 0. Later, in [6] , this was weakened to the condition that the measure of every hyperplane be 0. In this paper, we ask µ to satisfy the original conditions, as in [10] .
This theorem gives a partition in which almost every hyperplane intersects exactly 2 d − 1 pieces. The proof gives a unique partition for each ordered orthonormal basis (u1, . . . , u d ). We extend this theorem to the case when every hyperplane is required to avoid 2 pieces. )  1  4  6  14  11  24  16  32  2  6  7  16  12  24  17  32  3  8  8  18  13  28  18  36  4  10  9  20  14  30  19  36  5  12  10  22  15  32  20  36   Table 1 : Bounds for N 2 .
Theorem 1. Let µ be a nice measure in R d , then there is a convex partition P of R d into 3 · 2 d−1 parts of equal µ-measure such that every hyperplane in R d avoids at least two elements of P.
For d = 2 this follows from a theorem by Buck and Buck [4] which states that R 2 can be divided into six parts of equal measure by three concurrent lines. Our method gives in this case a partition by three lines, two of which are parallel. The proof of theorem 1 is given in section 4. Some details of Yao and Yao's orignal proof are necessary, so a sketch of their methods is given in section 3.
Let N d (k) be the smallest positive integer such that the following holds: For every nice measure µ on R d there exists a partition of R d into N d (k) convex parts of equal measure such that every hyperplane avoids at least k parts. We call such a partition a k-equipartition. Yao-Yao's theorem and theorem 1 are equivalent to the bounds
There is another number which seems useful. Let M d (k, α) be the smallest positive integer such that for every nice measure µ on R d there is a family of M d (k, α) convex sets such that every hyperplane avoids at least k of them and they all have measure at least α. Clearly we have
Lemma 2. Let p ≤ q be non-negative integers, then M2(q − p,
From the proof of this lemma we also obtain a bound for N2.
This strictly improves the bounds that can be obtained by using YaoYao's theorem, theorem 1 and the formulas of section 5 for all k ≤ 15 except k = 1, 2, 7, 12 (see Table 1 ).
For a fixed d, we can determine the asymptotic behaviour of N d (k).
This means that the condition of equipartitioning a given measure is not very strong in the sense that, if there are enough parts, it can be done so that every hyperplane avoids almost all of them. This is the same behaviour as one would expect from a random partition. These results are proven in section 5. In section 2 they are applied to an apparently simple but annoyingly resistant problem regarding separation of points an hyperplanes.
Problem. Determine all pairs (α, β) ∈ R 2 + such that for any finite set X of points in R d and any finite set Y of hyperplanes in R d , there are sets A ⊂ X and B ⊂ Y such that:
• |A| ≥ α|X|,
• |B| ≥ β|Y |,
• no two points in A are separated by a hyperplane in B.
Trying to solve this question we obtained a bound for N d (1) in terms of h d (t), the measure of a spherical cap of S d with central angle t. This measure is computed with the usual probability measure in S d .
Theorem 5. Let A be a family of convex sets in R d such that the following properties hold
• Every set in A has measure at most α
• Every hyperplane avoid at least one set of A
• The sum of the measures of the sets in A is not greater than 1.
Then α has to be exponentially small in terms of d. In other words, if
for some constant C > 0.
As a consequence we obtain,
For the approximation of the cap measure see [?] , for example. Thus, an exponentially large number of parts is needed. This answers a question by B. Bukh on whether the number of pieces needed is indeed superpolynomial. This kind of bound can be obtained for N d (k) for any k in terms of spherical caps of S d . However, explicit approximations are hard to find. These results are a consequence of theorems 7 and 10 below.
Remark. The Yao-Yao theorem can be generalised in the following way:
for all i and every hyperplane avoids the interior of at least one Ci. Theorem 1 can also be generalised in the same way. This is made clear in the next sections.
2 The (α, β) problem The (α, β) problem deals with how well behaved points and hyperplanes are with each other in terms of separation. This problem was told to the authors by I. Bárány in its first version, mentioned in section 1. It has the difficulty that it is not self-dual, so we work with a second version which does have this property. Namely, Problem (Second version). Find all pairs (α, β) ∈ R 2 + such that for any two nice probability measures µ1, µ2 in S d there are sets A, B ⊂ S d with µ1(A) ≥ α, µ2(B) ≥ β such that either
Here we may assume that the measures µ1 and µ2 are centrally symmetric. If they are not then we can consider the measures given by
(µ2(A) + µ2(−A)) and obtain the same pairs (α, β) for these measures.
Let C d be the set of pairs (α, β) that satisfy the conditions of the original problem and C d be the set of pairs that satisfy the conditions of the second version of the problem.
Note that (α, β) ∈ C d if and only if (
. This is done simply by embedding R d in R d+1 as a hyperplane not containing the origin. Then every point a ∈ R d corresponds to the pair of points {a , −a } in S d in the line Oa and every hyperplane H ∈ R d corresponds to the pair of points {b , −b } in S d such that b1b2 is orthogonal to every line Ob with b ∈ H. With this transformation we see that the original problem is essentially equivalent to one similar to the second version but with finite sets of points instead of probability measures. The change to measures follows from the fact that every nice measure can be approximated by linear combinations of Dirac measures and vice versa.
The sets A and B in this problem can (and will) be taken as the intersection of S d and a convex cone in R d+1 with apex at the origin. We shall denote by M d usual probability measure on
⊥ be the set of points x ∈ S d such that there exists a ∈ A with a · x = 0. Note that the largest set B ⊂ S d that satisfies (1) is one of the connected components of the complement of A ⊥ . With our notation, theorem 2.1 in [5] states the following.
Theorem. Let A be a closed subset of S d and set t > 0 so that
where Aε is the set of points x ∈ S d for which there exists a ∈ A with arccos(a · x) < ε.
and A is connected, then S d \ Aε is one of the two connected
. This is the following theorem.
Theorem 7. All points in C d lie on or below the curve
This turns out to be best possible if d = 1.
The Yao-Yao type partition theorems can be used to find pairs in the (α, β) problem. The following lemma is the main tool for this purpose.
Lemma 9. Let 0 ≤ ρ ≤ 1. Suppose that for any nice measure µ1 on S d there exists a family F of subsets of S d and a probability measure µF on F such that
Using this with
, we obtain the following.
Theorem 10. For any two positive integers k and d,
More generally, if α > 0,
With this theorem and theorem 7 we obtain the lower bounds in theorem 5. It should be noted that this also implies lower bounds for N d (k) for any k.
Applying the results obtained for N d (k), we can show the following.
Corollary 11. For any two non-negative integers k1 and k2, not both equal to 0, we have
This gives in particular that
was obtained earlier in [1] using a similar method. In Figure 1 there are plots of these points together with the bound obtained in theorem 7 in dimensions 2 and 3.
Corollary 12. There are pairs (α, β) ∈ C d arbitrarily close to (0, 1 2 ).
This last corollary comes from the fact that lim N d (k)/k = 1. However, as these pairs get close to (0, Theorem 13. For every 0 < λ ≤ 1 and 0 < r < 1−λ ∆ we have, If r is close to 0, then the pairs obtained are close to
for a constant c2 depending on λ and ∆. That is, the difference in dimension with respect to the bounds of theorem 7 is compensated by the constants. The idea of the proof is to use a small S d−1 in S d and the Lipschitz condition to construct sets as in the proof of lemma 9. If instead of this we use a hypercube (of dimension d − 1) in S d , we obtain bounds of the type (
). These are worse than the ones in theorem 13 but are easier to grasp.
Yao-Yao's original proof
We quickly go through the original proof by Yao and Yao since its spirit will be followed in the proof of our main theorem. This will also allow us to note some additional properties.
Let O(d) be the space consisting of d×d matrices u such that u T u = I, the space SO(d) ⊂ O(d) consists of matrices with determinant 1. A matrix u ∈ O(d) can be expressed as u = (u1, . . . , u d ) where ui is the i-th row vector of u. In this way every u can be identified with an ordered orthonormal base of
Let v be a unit vector in R d not orthogonal to u1 and let pv : R d → H be the projection such that pv(x+tv) = x for all x ∈ H and t ∈ R. We can identify H with R d−1 by means of the base u2, . . . , u d . There is a natural way to define measures µ
In [10] a centre c ∈ R d for µ relative to the base u1, . . . , u d is defined as follows:
• If d = 1 then c is the point that splits R into two parts of equal µ-measure.
• If d > 1, let H be the hyperplane orthogonal to u1 that splits R + then it avoids one of the elements of the partition contained in H − and vice versa. It is then proved that c is exists and is unique. It is easy to see that the projection vector v is also unique and that v and c vary continuously with u.
If we want each element of the partition to have a pre-described value, then the same proof works by changing the choice of H appropriately.
Proof of theorem 1
Problems involving partitions of measures are topological in nature. A common method to approach them is to parametrise a subset of the possible partitions by a space X (called phase space), construct a space Y (called target space) of parameters of a partition and relate them by a function f : X → Y (called test map). Ideally, there will be a group acting on both X and Y such that f is equivariant. The existence of the target partition is then reduced to showing that any equivariant function on those spaces always takes some value (e.g. [7] , [9] ). We follow this sketch and reduce the problem to showing that some equivariant functions always have a zero. Given x = (x1, . . . , xn) ∈ R d 1 × · · · × R dn , we define gi(x) as the result of changing the sign of the i-th coordinate of x. We always use gi to denote this function independently of the target space, since it causes no confusion. We denote he j-th coordinate of xi ∈ R d i by x (j)
i . We start with the geometrical part of the proof of theorem 1 and continue with the topological part.
Proof of theorem 1. Let u = (u1, . . . , u d ) be an orthonormal base of R d , we think of u1 as the upwards direction. If H is a hyperplane orthogonal to u1, define the open half-spaces
Let H1 and H2 be the hyperplanes orthogonal to u1 such that the sets A = H Yao-Yao's theorem applied to µ1 gives a unique centre O1 ∈ H1 and a unique projection vector v1 pointing downwards (i.e. u1 · v1 < 0). Figure 2 : The hyperplanes, centres and projection vectors.
Let J1 ⊂ H1 be the (d − 2)-dimensional flat through O1 orthogonal to u2. Note that the hyperplane K1 = {J1 + tv1 : t ∈ R} splits B into two parts of equal µ1-measure.
Define analogously O2 ∈ H2, v2 pointing upwards, J2 and K2 (see Fig.  2 ). Since K1 and K2 each divide B into two parts of equal µ-measure, they intersect in a d − 2-dimensional flat J ⊂ B parallel to J1 and J2.
The centres O1 and O2 as well as the vectors v1 and v2 vary continuously with u.
Our aim is to find u such that the vectors v1 and v2 are parallel to the line O1O2. Once this is done, let P1 and P2 be the corresponding Yao-Yao partition to µ1 and µ2.
Then we can use the partition P consisting of the elements of P1 contained in A, the elements of P2 contained in C and the non-empty elements K ∩ B such that K ∈ P1. Every hyperplane avoids at least two elements of P. This is because if it hits the line l in section A, it misses a section contained in B and one contained in C, if it hits l in B it misses a section in A and one in C and if it hits l in C it misses a section in A and one in B.
Now we search for the base u.
be the projection such that r(O1) = r(O2) = O and {r(u2), . . . , r(u d )} is the canonical basis.
The affine hyperplane r(J) is orthogonal to u2, so it is of the form {v : v · u2 = λ} for some λ ∈ R. Let x ∈ R d−2 and y ∈ R d−2 be the vectors consisting of the last d − 2 coordinates of r(v1) and r(v2), respectively.
Let
note that if h(u) = 0 for some u, then the vectors v1 and v2 are parallel to the line O1O2 and we are done.
The map h satisfies the following conditions:
Where for any z, gi(z) is the result of changing the sign on the i-th
Finding a zero of h is equivalent to finding a zero of f . We will prove something more general, but first we need a definition.
We use a similar proof method to the one Bárány used to prove the Borsuk-Ulam theorem in [3] . This method is thoroughly explained in Chapter 2.2 of [7] and in [8] . We leave the details omitted of the following proof to the interested reader.
Together with composition, we can think of {g1, . . . g d } as a set of generators of the group Z 
3 , . . . , u
2 ),
This function is continuous and equivariant. Furthermore, if f0(u) = 0 then it is not difficult to see that ui is the i-th element of the canonical basis or its negative. Therefore f0 has exactly 2
be the equivariant homotopy given by F (u, t) = tf * (u) + (1 − t)f0(u) that takes f0 to f * . Assume f * (and therefore F ) is generic enough, then the set F −1 (0) consists of paths and cycles. If f * has no zeros, then all the paths of F −1 (0) have their endpoints at points of the form (u, 0) where u is a zero of f0. Therefore there must be a path connecting two such points, but this is impossible due to the group action.
Since almost all continuous functions f are generic, this is valid for all continuous functions f .
Other Proofs
Proof of theorem 2. Set a parameter t ≥ 0, we proceed inductively. Let 1 be a oriented halving line (i.e. a line that splits R 2 into two parts of equal µ-measure that has fixed right and left sides). Once that k has been constructed, let k+1 be the oriented halving line such that the sets
x is right of k+1 and left of k } A q+k ={x ∈ R 2 : x is left of k+1 and right of k } have µ-measure p 2q
+ t, for k = 1, . . . , q. If t = 0 then the sum of the measures of these sets up to k = q is p, but they may not cover p times every point of R 2 . There is a smallest t such that each point of R 2 is covered at least p times. In this case 1 and q+1 are equal as sets, so in total we have q lines and the boundary of every A k is contained in the union of two of them. If ⊂ R 2 is a typical line then it intersects each of the lines 1, . . . , q once, therefore it intersects exactly p + q elements of F .
Proof of corollary 3. In the previous proof put p = 1 and q = k + 1, then the resulting sets form a partition. 
To see this, partition R d by a hyperplane that divides its measure in proportions N d (k1) : N d (k2). We can find a k1-equipartition of one side and a k2-equipartition of the other side. We are left with N d (k1) + N d (k2) parts of equal measure such that every hyperplane avoids k1 + k2 of them.
We also have the asymptotically stronger equation
This can be shown by finding a k1-equipartition of R d and further partition each of its pieces by k2-equipartitions. We are left with N d (k1)N d (k2) parts of equal measure such that every hyperplane intersects at most
Starting with Yao-Yao's theorem and iterating (3), a sequence of partitions can be found such that in the i-th step we have 2 di parts of equal measure and every hyperplane intersects at most (2 d −1) i of them. Therefore, a sequence ki can be found in which N d (ki)/ki tends to 1. Then (2) implies
Proof of theorem 8. Take α, β with α + β ≤ This implies that µ1(S 1 ) < µ2(S 1 ), which is a contradiction. Therefore there exists an arc segment A that satisfies µ2(A ⊥ ) ≤ α. If B is any of the two components of S 1 \ A ⊥ , then µ2(B) ≥ β. This proves one of the inclusions, theorem 7 gives us the other.
Proof of theorem 9. Let µ1 and µ2 be nice measures. Suppose that we can find µF as above, then by Fubini's theorem
Thus, we can find A0 such that µ2(A ⊥ 0 ) ≤ ρ. This means that there is a set B such that µ2(B) ≥
1−ρ 2
and the sign of a · b is constant for all a ∈ A0 and b ∈ B.
Proof of theorem 10. Given a hyperplane in R d+1 that does not go through 0, we may identify R . By choosing µF to be the discrete probability measure on F and applying lemma 9, we are done.
Proof of theorem 13. We may assume that µ1(S d ) = 1, then there must be a point x0 ∈ S d such that f (x0) ≥ 1. Let λ ≤ 1 and R = min(
), from the fact that Lip(f ) ≤ ∆ it follows that f ≥ λ on C(d, x0, R).
Set r ≤ R 4
, we consider the family F of caps C(d, x, r) with x in the boundary of C(d, x0, R − r). Each of these has measure at least λh d (r).
Here we need some observations:
• C(d, x, r) is the intersection of S d with a ball with centre x and radius sin(r).
• ∂C(d, x0, R − r) is a (d − 1)-sphere with radius sin(R − r).
Let µF be the usual probability measure on ∂C(d, x0, R − r). From this we can see that any hyperplane intersects a portion of F with size at most 1 − 2h d−1 π 2 − 2 arcsin sin(r) sin(R − r) .
We conclude the proof in the same way as lemma 9.
