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In a recent paper [6] we have obtained comparison theorems for differential 
games of fixed duration. The purpose of the present paper is to generalize 
these results to 
(a) games where the phase variable x is restricted to a closed subset X 
of the euclidean space Rm; 
(b) games of survival with integral payoff. 
The basic existence theory, of value and a saddle point, for (a) is given in [4] 
(see also [5]), and for (b) is given in [2, 31 (see also [S]). 
Our approach is to construct a family of games GA of fixed duration, with 
value VA, such that (i) the results of [6] can be applied to GA , and (ii) VA 
converges to the value V of the differential game under consideration. 
The case (a) of restricted phase coordinates is treated in Sections 1 and 2. 
In Section 1 we construct the appropriate G,, and prove that VA + V. In 
Section 2 we estimate the VA by means of the results of [6], thereby obtaining 
estimates for V. Finally, Section 3 deals with games of survival. 
1. GAMES WITH PENALTY 
Consider a system of m differential equations 
dxldt = f(t, x, Y, 4, (1-l) 
an initial condition 
* This work was partially supported by National Science Foundation Grant NSF 
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and a payoff 
Let Y, Z be compact subsets in some euclidean spaces RD and Ra, respectively. 
Y and Z are the control sets of the players y and x, respectively. Let X be a 
closed domain in Rm, called the phase set. Its boundary is drvided into three 
disjoint sets: 3X, , 8X, , ax, . Assuming x,, E int X, we then consider the 
differential game associated with (l.l)-(1.3) and (X, ax, , 3X, , ax,). The 
player y tries to maximize the payoff and the player x tries to minimize it. 
When a trajectory leaves X for the first time at a point of 3X, , then y is 
penalized by taking P(y, z) = -N, N a bound on the set of all numbers 
j P(y, x)/ computed from (1.3). S imilarly we set P(y, z) = N if the trajectory 
leaves X for the first time at a point of ax, . 8X, is such that no trajectory 
can leave X by crossing aXa . Under suitable assumptions, the value Y exists. 
We refer the reader to [4; or 5, Chap. 61, for more details. 
In the present section we shall construct a family of games G,, played in 
the whole space RR” such that the corresponding value VA, converges to V 
if X + 0, p -+ 0. For simplicity we first take the case 
x = (x; x, 2 O), axg = ax = ix; X, = 0). U-4) 
We impose the following conditions: 
(A,) f(t, x, y, x) is continuous in (t, x, y, z) E [ta , T] X 22” X Y X 2. 
(A,) There is a nonnegative 
JtT k(t) dt < co such that 
function K(t) (t, < t < T) with 
for all (t, x, y, z) in [t,, , T] x Rm x Y x 2. 
(As) For each R > 0 there is a nonnegative function AR(t) (t, < t < 7’) 
with j% J+(t) dt < 00 such that 
iftE[tO,T],yEY,ZEZ,/X/ <R,j%l <R. 
(4) f& % YY 4 = fi(4 x7 Y) + .A(“, x,4- 
We note that under the conditions (X1&-(As) there is a constant M such 
that for any control functions y(t), z(t), the corresponding solution x(t) of 
&I), (1.2) exists in to < t < T and 1 x(t)/ < M. 
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(223 g(x) and h(t,x,y,z) are continuous in Rm and in [to, T] x Rm x Y x 2, 
respectively, 
(42) q-4 *, Y, 4 = w, x, r) + h,(t, x, 4, 
(pl) (a) Y = Y1 x Ys where Yr C RB~, Y2 C R@, p, + p, = p. 
Write y = (y’, y”) where y E Y, y’ E Yr , y” E Y, , and x’ = (xr ,..., x+.r). 
Then for any t E [ta , 2’1, x’ E R-l, y” E Yz , 
(b) There is a positive number E* such that, if 0 & x, < E* then the 
variabley’ does not appear in the functions f,(t, x’, x, , y, z), 1 < i < m - 1, 
that is, for any y’ E Yr , y’ E Y1 , 
@r) (a) There exists a positive number E,, such that the partial 
derivatives af(t, x, y, z)/ax, (1 < i, j < m) exist and are continuous if 
0 < x, < E(J . 
(b) For any control functions y(t), x(t) for which the corresponding 
trajectory x(t) satisfies 0 < x&t) < Ed in some subinterval (t, f) of (t,, , T), set 
W) = @f&%)(4 x’(t), 0, y(t), W), 
where x(t) = (x’(t), x&t)). Let 2, be the solution of 
with 
Then there exists a positive number 0, independent of y(t), z(t), i, i, such that 
In (pr) we allow either Yr or Ya to be the empty set. 
It is proved in [5] that if (AJ-(AJ, (B,), (23,) and (pr), (Qr) hold then the 
game associated with (1.1~(1.4) has value V. 
Let 
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and consider, for any X > 0, the payoff 
(l-5) 
Consider the game GA associated with (l.l), (1.2) (1.5) in the whole z-space 
R”, and denote its value by VA . Notice that if x(t) is outside X for t in some 
subset of [to , T], then the payoff PA registers a penalty for y which is propor- 
tional to 1 /X2. 
THEOREM 1. Let the conditions (Al)-(A& (B,), (BJ and (PI), (&) hold. 
Then 
v, 3 v if h-0. U-6) 
Proof. The proofs of Theorems 62.1, 6.3.1 in [5] will be used. For any 
6 = (T - Q/n (n positive integer) denote by VA8 the upper a-value of the 
game G, . Then there exists an upper a-strategy .P such that 
VA8 < PA(fiQ), x) + 8 for any control x. (1.7) 
The trajectory x(t) corresponding to (fis(z), z) may leave X. However, there 
is a constant M > 1, independent of x, such that 
x,(t) 3 -MA. (14 
Indeed, suppose x,(t*) < --MA for some t* E (t, , I’). Then there is a f, 
t, < f < t* such that 
x&) = -(M - l)h, x&t) < -(M - 1)h for Z < t < t*. 
Clearly 
x < / ‘T&(t*) - cc,(f)l < C(t* - i), 
where C is a constant independent of A. Hence t* - t > h/C. But with 
y = fy,>, 
Vhs - 6 < P,(y, 2) = P(y, z) + $ j-’ $(x&t)) dt < C’ - $ & (M - l)h, 
to 
where C’ is a bound on all the numbers 1 P(y, z)l computed by (1.3). Since y 
has an upper s-strategy fs for which the trajectory corresponding to (x, fis(z)) 
does not leave X no matter what the control x is, we have 
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(M - 1)/C < 2C’ + 6, 
which is impossible if M is sufficiently large. We have thus proved (1.8). 
We now proceed to modify pis into pa analogously to the modification given 
in [5, pp. 212-2211. We choose a positive and suitably small number E, and a 
positive number v that is arbitrarily small. We begin to modify .@ into &J 
when x,(t) intersects the hyperplane X, = 42 for some t in the interval 
I, = (t,, , tJ, say I, = I&,,; here t3 = to + $3. The modification is accom- 
plished in a finite number of steps. The first step begins with Ik, and ends 
with Ik, , the first interval to the right of I% in which x,(t) reaches the 
hyperplane X, = E. The modification results i?n a different control function 
for y on 
hP1 
of the intervals 1; lying between Ik, and Ik . The trajectory X(t) corresponding 
to (2, P(z)) satisfies, for t in I;cl U 9.. VZZ, , 
&n(t) - %2(t) 3 CT, (W 
where c is a positive constant independent of E, 7. Here 6 is sufficiently small, 
depending on E, q. 
From (1.8), (1.9) we have 
&a(t) 2 0 (1.10) 
provided 
x < (c+q. (1.11) 
The next step in the modification of the piss3 is similar to the first one 
(cf. [5, pp. 219,220]). The inequality (1.10) continues to hold provided (1.11) 
holds; the positive constant c may be smaller than that in the first step. We 
continue in this way step by step. The number of such steps is < C%, where 
C* is a constant independent of r], E, 6, provided S is sufficiently small. Hence 
I P(% n,4> - +, f%>>I < +I), (1.12) 
where a(r) is a positive function for r > 0, and a(r) -+ 0 if Y -+ 0. 
We sum up: For some fixed and sufficiently small E > 0 the following is 
true: For any 77 > 0 sufficiently small, if 
and if S is sufficiently small then, for any control function z(t), the trajectory 
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X(t) corresponding to (p8(z), z) satisfies (l.lO), and (1.12) holds. The 
constant c” is positive and may depend on E, but it is independent of A, 77, 6. 
From the assertion of the last paragraph it follows that 
Hence, from (1.7), 
This implies that 
The last inequality holds if X = +. Taking 6 -+ 0 we get 
(1.13) 
Since VA8 > I/*, we also have 
From this and (1.13) we obtain the assertion (1.6). 
We shall state a generalization of Theorem 1 to the case where 
x = (x; X,-l >, 0, x, 3 01, 
ax, = (x; X,-l > p., x, = O}, 
ax, = (x; x,-~ = 0, X, > pj, 
(1.14) 
8X, = {x; x-r = 0 and 0 < x, < t.c., or x, = 0 and 0 < x,-, < ,u) 
and y is a positive number. We shall replace (PI), (QI) by 
(p2) (a) Y = Yr x Y, where Y, C R~I, Y, C RPs, p, -+ pz = p, 
2 = 2, x 2, where 2, C Rq1, 2, C Rq2, ql + q, = q, 
some of the sets Y, , Ys , 2, , 2s may be the empty set. Write y = (y’, y”), 
x = (a’, a”) for y E Y, z E 2, y’ E YI , y” E Ya , x’ E 2, , z” E Zs , and write 
x’ = (Xl ,...) x,-3. Then for any t E [to , T], x’ E P+2, y” E Y2 , z” E Zs , 
FZ! $gJ fm(t, x', xm-19 O,Y',Y",Z) > 0 if x,-1 3 P, 
zqg yip fm&, X’, 0, %a , y, z’, XII) > 0 if x, 3 EL. 
1 
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(b) There is a positive number E* such that the following relations 
hold for all t E [to , T], x’ E Rnz-2, (y’, y”) E Y, (x’, z”) E 2, 7’ E Yl , Z’ E 2,: 
f,(t, x’, G-1 , %n 3 Y’, YV7 z> = f&(4 x’, XT?-1 ? %?a > 8’9 Y”, 4 
if 0 < x, < c*, x,, 3 p, i = 1, 2 ,..., m - 1; 
S,(t, x’, G-1 > %a 9 Y, z’, z”) = j,(t, x’, x+1 , x, , y, I’, x”) 
if 0 6 x,-~ < E*, x, > y, i = 1,2 ,..., m - 3, m - 2, m. 
(Q2) (a) There exists a positive number c0 such that the partial 
derivatives af$(t, x, y, x)/ax, (1 < i, j < m) exist and are continuous if either 
xmml 2 0, 0 < x, d e. or x, 3 0, 0 < xnzwl < co. 
(b) Define b,(t) as in @J(b) in case the trajectory x(t) satisfies the 
conditions of (PI)(b) and x&t) 2 p for f < t < i. Similarly define &(t) 
by interchanging the roles of m and m - 1 in the definition of &(t). Denote 
by Z(t) the solution defined in @r)(b). Similarly denote by g(t) the solution 
of the same differential system with b,,(t) replaced by 6,(t) and with the 
initial conditions $(t) = 0 if i # m - 1, J!?+r(t) = 1. Then there exists a 
positive constant 0, independent of y(t), x(t), t, i such that 
For any E > 0 let T(E) b e such that no trajectory x(t), to < t ,< to + T(Z), 
can enter both the <-neighborhood of ax, and the <-neighborhood of 8X, . 
We shall assume 
T - to < T(E) for some E > 0. (1.15) 
It is proved in [5] that if (AI)-(Ad), (B,), (B,), (p2), (s2) and (1.15) hold, then 
the game associated with ( 1. I)-( 1.3) and (1.14) has value V. *We now introduce 
a game G,, , played in the whole space R”, associated with (l.l), (1.2) and 
the payoff 
A, p are any positive numbers. Denoting by VA, the value of GA, , we have: 
Added in proof. Recently, Richard SC&O has proved that the condition (1.15) 
can be elimmated provided (I) the maximum of f&t, x, y’, y”, z) with respect to 
y’ E YI IS achieved by y’ = y*(t) (mdependent of x, y”) for all x near 8X,, and (ii) 
the maxmum of fmel(t, x, y, z’, z”) with respect to z’ E 2, is achieved by z’ = z*(t) 
for all x near ax, . From his proof It easily follows that the assertions of Theorems 2,4, 
5 remain valid if (1.15) is replaced bl (i), (ii). 
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THEOREM 2. Let the conditions (Al)-(&), (B,), (&), (pz), (f&), and (1.15) 
hold. Then 
VA,-, v if h-+0, p + 0. (1.16) 
Proof. Introduce an intermediate game eU with payoff 
(1.17) 
played for x in the half space x, > 0 and with 8X, = (x; X, = O}. Denote 
by vw the value of t?, . We can modify f(t, x, y, z) on xm-r < 0 so that no 
trajectory can leave x, > 0 at points xmdl < p. This modification does not 
affect the assertion of the theorem. 
The proof of Theorem 1 gives 
Vs < VA, < Fs + u,(h), q(X) -+ 0 if h --f 0. (1.18) 
Here we use the above modification off and the condition (1.15). Thus, pa(z) 
does not coincide with fis(z) only when the trajectory x(t) corresponding to 
(p’“(z), z) does not enter the &neighborhood of x,-~ = 0, so that the term 
1 T 
7 s E” to 
?k-1(t)> dt 
is equal to zero. 
From the proof of Theorem 1 with the roles of y and x intrrchan@, 
v - “z(P) < pu G v, %(P) - 0 if p+G 
Here again we use the condition (1.15). C om mi 5: Ihe last meyuali”;: with b’ n 
(1.18) we obtain 
v - 01&L) < v,, < vi t.fA’ 
and (1.16) follows. 
Remark 1. Theorems 1, 2 extend to generai closed domains X with -___ 
ax,, ax, such that 8X, n 8X, = a. The domain X may have corners. 
The precise conditions, which are the analogs of (PI), (PI) or (pa), (&), are 
given in [S, Sections 6.3,6.4]. 
Remark 2. Suppose X = Q x L?, 0 a closed domain in Rk, and x = (x1, xa) 
(xz is k-dimensional, 2k = m). Suppose also that 8X, =((x,, xa); x,&L?, xa~L$, -- 
8X, = aX - 8X, . Thus, in general, ax, n ax, # M. However, if x, and 
x2 appear separately in the differential system, i.e., 
dx,ldt = fdt, $1, Y>> dx,ldt = fi(t, xg ,4, 
then, under suitable conditions [5, Section 6.81 the value V exists; here we 
do not need to make the assumption (1.15). Theorems 1,2 extend also to the 
present case. 
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2. COMPARISON THEOREMS 
We introduce the Hamiltonian function 
We shall need the following result: 
THEOREM 3. Let (AI)-(&), (B,) and (B,) hold, and let U(t, x) be afunction 
with continuous derivatives Ut(t, x), D,U(t, x), and piecewise continuous 
derivatives Dz2U(t, x) in [t, , T] x R”, such that 
where R* > R, , R, is an upper bound on all the trajectories of (1 .l), (1.2). 
Denote by V the value of the game ( played in the whole space Rm) associated with 
(l.l)-(1.3). Then 
v < u&l 7 x0). 
If W satisfies the same dz$erentiability properties as U, and ij 
Wt(4 x) + fw, x, vmqt, x>> 3 0 (to ,< t d T, I * I < R”), 
JW”, 4 G g(x) (I x I < R*), 
then V 3 W(t,, , x,,). 
The piecewise continuity of Dz2U(t, x) means that [to, T] x Ii” can be 
written as a finite disjoint union of regions Q, such that Dz21J is uniformly 
continuous in the interior of each Sz, , and the boundary of Sz, is given locally 
by $(t, x) = 0 where $ is in Cl and (+t)2 + j V,+ j2 > 0. 
Theorem 3 was proved in [6] in case Dx2U(t, x) is continuous. The proof 
slightly changes if Da2U(tr x) is only piecewise continuous. Indeed, (2.7) in 
[6] remains true if A 0 is replaced by 
where the 1, are any directions in the x-space, each pointing from x into some 
a9 (in case x lies m Q1). When we apply the proof of the comparison theorems 
in [l, p. 421 in order to deduce that 
qt, x) = qt, x) - W;tA(t, x) > 0, 
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we need to know that if Z(t, x) 3 0 (x E Rm), Z(t, a) = 0 then, for some 
choice of the I, , 
We can choose the 1, to be orthogonal, and then A = ryark, 82/a1,2. Since 
0 - Wfn,+ 2 0 along each Ei , we conclude that 
Incidentally, the proof of Theorem 3 extends also to the case where on 
surfaces of the form t = c U, , U, are not continuous, but U, , U, , Cl,, 
are uniformly continuous for t < c. 
Consider the game associated with (1.1)~(1.3), (1.14) and denote its value 
by V. Let U satisfy the conditions of Theorem 3 with Rm replaced by X. 
We want to derive the inequality Y < U(to , x0). To do this we note that if 
we dispense with the restriction x m 3 0 then the value can only be increased. 
Thus it suffices to find an upper bound for the game played in x,-~ 3 0. In 
deriving such a bound we may modify the definitions off, g, 72 in the region 
x, < 0 (so that (.&)-(-Ad, @J, (f4) continue to hold); this modification does 
not change V. 
Suppose U(t, x) is a function with continuotis derivatives U, , U, and 
piecewise continuous U,, in xmU1 3 0, satisfying 
U, + H(t, x, V,U> < 0 if t, < t < T, xmvl 3 0, j x 1 < R*, (2.2) 
U(T, x) 2 g(x) if x,yl > 0, / x / < R”. (2.3) 
Let o(t, x) be a function with continuous derivatives 6, , 0, and piecewise 
continuous 0%. in xmwl < 0 such that 
qt, x) = U(t, x) if xm-l = 0, 
& Qt, 4 = & 
(2.41 
w, 4 if x~, = 0. 
nZ1 ml 
Set 
UC4 4 if x,-~ 2 0, 
qt, x) = 
i 
CXk-1 77(t, x) + -- 
P2 
if x,-~ < 0 (C > 0). 
Then o+, oa are continuous and gz, is piecewise continuous in [&, , T] x Rm. 
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Clearly we can modify g(x) in xmel < 0 so that 
w, 4 > g(x) if XE R*. 
We next wish to show that 
0, + H(t, x, O,o) - *hi-l) ___ < 0 if t, < t < T, x,-, < 0, 1 x i < R*. 
PZ 
(2.5) 
Since H(t, 4 p) - #(xm-l)/~2 is the Hamiltonian corresponding to the payoff 
(1.17) we could then apply Theorem 3 and conclude that 
vu < qt, , “%) = q&J , XII). 
Upon taking p - 0 and using the proof of Theorem 2, we then obtain the 
estimate V ,< U(t, , x0). 
Now, (2.5) means that 
+fm&, x, y, 4 +I - p \ 9(%-l> < 0 - (2.6) 
Setting 
w x3 P> = yfg Jg$f(t> x, y, 4 . p + h(t, x, y, x)}, (2.7) 
the inequality (2.6) is then a consequence of the inequality 
I 2cx,-, 0, + N(t, x, V,@ + 2; ‘jGy fm-dt, x, Y, 4 ____ P2 -x,-1 <oo. P2 I 
(2.8) 
Since, for xnzM1 = 0, 
by our assumption (see (F2)(a)), we may assume that the inequality holds also 
for x,-, < 0. We can then choose C so large that (2.8) holds if to < t < T, 
xmwl < 0, j x 1 < R*, provided 
nt + N(t, x, V,o) < 0 if t,, < t < T, xmwl < 0, 1 x 1 < Ii*. (2.9) 
We sum up: 
THEOREM 4. Let the conditions (Al)-(A& (B,), (B,), (P2), (QJ and (1.15) 
hold. Let U(t, x) satisfy (2.2), (2.3) and let o(t, x) satisfy (2.4) and either (2.6) 
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for any small p > 0 M (2.9) where N(t, x,p) is dejked in (2.7). Suppose also 
that U, , U, , and 8, , 0% are continuous for t,, < t < T, x*-1 > 0 and for 
to < t < T, xmel < 0, respectively, and that U,, , om are piecewise continuous 
for t,, < t < T, x,-~ > 0 and for t, < t < T, xmvl < 0, respectively. Thm 
v < u(4) , x0). 
COROLLARY. Let (AJ-(A& (B,), (B,), (p.J, (QJ and (1.15) hold, and let 
g(x) < 0, h(t, x, y, x) < 0 if x E ax, t, < t < T, Y E Y> x E 2. (2.10) 
Let lJo(t, x) be a function with continuous derivatives UJ’, U,O, U&in [t, , T] x X 
such that 
u,o + H( 2, x, v, UO) < 0 z] to < t < T, x E X, / x / < RR”, (2.11) 
U”(T, 4 >, g(x) if xeX, (2.12) 
UV, x) = au06 4 = 0 av ;f to<t<T, XE~X, (2.13) 
5 
where v, is the normal to aX at x. Then V < U”(to ) x0). 
Proof. Extend the definition of g(x), h(t, x, y, x) to x E Rr” - X so that 
they satisfy (2.10) if x E P - X. Introducing 
U(t, x) = p”, x) 
if xEX, 
if a&.&-I 2 0, x, < 0, 
qt, x) = 0 if x*-1 < 0, 
it is clear that U, I‘ satisfy the conditions of Theorem 4. 
Let 
Suppose W(t, x), l%(t, x) satisfy 
wt + H(t, x, VP> 3 0 if to < t < T, x, 20, /x 1 <I?*, 
(2.14) 
W”, 4 < g(x) if x, > 0, 1 x 1 <I?*, 
TV@, x) = W(t, x) if x, = 0, 
(2.15) 
g- Iv@, x) = g W(t, x) if x, = 0, 
112 m 
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and either 
if to < t < T, x, GO, 1x1 <R* (2.16) 
for all small h > 0, or 
Pi + M(t, x, V,l@) 3 0 if to < t < T, x, < 0, 1 x / < Ii*. (2.17) 
Then we can proceed similarly to the proof of Theorem 4 and prove that 
V 3 W(t, , x0). Thus: 
THEOREM 5. Let the conditions (AI)-( (B,), (BJ, (FJ, (&) and (1.15) 
hold. Let W(t, x), J@(t, x) satisfy (2.14)-(2.16) or (2.14) (2.15), (2.17) and 
suppose that W, , W, and @t , I@% are continuous for x, > 0 and for x, < 0, 
respectively, and W,, , tix, are piecewise continuous x, > 0 and for x, < 0 
respectively. Then V > W(t,, , x0). 
COROLLARY. Let (Al)-(A& (B,), (B,), (PJ, (&) and (1.15) hold and let 
g(x) 3 0, h(t, x, y, x) 3 0 if x E ax, to ,< t < T, y E Y, x E z. (2.18) 
Let WO(t, x) be a function with continuous derivatives Wt, Wzo, Wz, in 
[to , T] x X such that 
Wf + H(t, x, V,W”) > 0 if to < t < T, x E X, 1 x / < R*, (2.19) 
W”(T, 4 < g(x) if XEX, [xI<R*, (2.20) 
wyt, x) = away, x)= 0 if to < t < T, x E ax. (2.21) 
m 
Then V > W”(to , x0). 
Remarh 1. Theorems 4, 5 extend to the case where X, ax, are given by 
(1.4). An upper bound on V is obtained by removing the restriction x, > 0. 
Thus if 
U,+H(t,x,V,U)<O for to\(t<T, XER~, 1x1 <R*, (2.22) 
qT, 4 2 g(4 for x, > 0, Ix I <R*, (2.23) 
then V < U(to , x0). In finding a solution of (2.22) we may modify the 
definitions off, g for x, < 0. If, on the other hand, (2.14)-(2.16) hold then 
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V > W(ts , x0). In particular, if (2.10)-(2.13) hold then V < z;i”(tO, x,,), and 
if (2.18)-(2.21) hold then I’ > W”(to , x0). 
Remark 2. Theorems 4, 5 extend to general domains X (as in Remarks 1, 
2 at the end of Section 1). The functions #(xJ, #(xm-J have to be replaced 
by functions +(P(x, a&,>), +(P(x, ax,)) f or a suitable function 4(y), where p 
is the euclidean metric. 
Remark 3. Suppose 
u, + H(t, x, VJJ) = 0 if to<t<T, XER”, ixl<R*, (2.24) 
UP”, 4 = d-4 if XER~, jx\<R*. (2.25) 
If aX = 8X, then the value V corresponding to the game (l.l)-(1.3) in X 
clearly satisfies: V < U(t, , A$. Using the method of this section, one can 
give a sufficient condition that Y = U(to , x0). Thus, if X is given by x, 3 0, 
and if for all small X > 0, 
for to < t < T, x, < 0, j x 1 < R* (2.26) 
where C is some positive constant, then E’ > U(t, , x0). 
Remark 4. The preceding remark can be generalized in case ax, , 
ax, are both nonempty. Suppose (1.14) holds and 
Ut + H(t, x, VJJ) < 0 for to < t < T, x E RR”, / x i < R*, 
UK x) b g(x) 
(2.27) 
and suppose also that, for all small p > 0, 
(2.28) 
where C is a positive constant. Then 
Ut + H (t, X, V, [U + *]) - v f v < 0 
for all x, j x j < R*. Since also U + C(X,-~)~/~~ > g if t = T, I x I < R*, 
Theorem 3 gives U(t, , x,,) > I’,+, . Taking X -+ 0, p -+ 0, we obtain 
v < wo I x0). (2.29) 
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Similarly if the inequalities in (2.27) are reversed and if for all small h > 0, 
(I,+fq t, x, v, u - [ g,++>o 
for t, < t < T, x, < 0, / x 1 < R*, (2.30) 
then V > U(t, , x,,). Consequently, if (2.24), (2.25) hold and if both (2.28) 
and (2.30) hold then V = U(t, , x0). 
Remark 5. In [6] we have proved a theorem comparing the values V, 
P of two games wrth Hamiltonians H(t, x, p), fi(t, x, p), respectively. In 
particular, if 
fw, x, P) < Q(4 x, P) (to < t < T, / x 1 < R*, p E R*), (2.31) 
then V < 8. Consider now the two games with the same phase set X and 
suppose (1.14) holds. Denote by H,, and I?,,U the corresponding Hamiltonian 
functions associated with the payoff P,,, . From (2.31) we obtain 
so that VA, ,< vAn, . Taking X + 0, p + 0, we obtain V < p where V, a are 
the values associated with the phase set X and (1.14). Actually it is sufficient 
to assume that (2.31) holds just at the points x of X. 
3. GAMES OF SURVIVAL 
We shall need the following condition: 
(Bs) h(t, x, y, x) is a continuous function in [t,, , T] x Rm x Y x 2 
and h(t, x, y, z) > 0. 
Consider the game associated with (1. I), (1.2) and the payoff 
P(Y, 4 = j: W, x, Y, 4 & (3.1) 
where i is the capture time, i.e., the first t such that (t, x(t)) intersects a given 
terminal set F. It is assumed that F is a closed set containing [T*, a) x Rm 
for some to < T* < T. If h(t, x, y, ,s) 3 0 then the game is called a gener- 
alized pursuit-evasion. game. We shall need the following condition: 
(F) F is a closed domain with C2 boundary aF, and for all (t, x) E aF 
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where v = (v, ,..., v,) is the normal to aF at (t, X) pointing into the exterior 
of F. 
If (Al)-(A& (&), (Bs) and (F) hold, then the value V exists (see [2, S]). 
Let 
E ={(t,x)~[t*, T] x P;(r,x)$mtFj. 
THEOREM 6. Let (Al)-&), (Bz), (BJ and (F) hold. If U(t, x) is a con- 
tinuous function in E with continuous derivatives U,(t, x), D,U(t, x) and 
piecewise continuous derivatives D,“U(t, x) such that 
Ut(t, 4 + fw, x, VJJ(t, x)) B 0 if (t, x) E E, / x 1 < Ii*, (3.2) 
w, 4 2 0 if (t, x) E aF, / x / < R*, (3.3) 
then 
v d q&l > x0). (3.4) 
If W(t, x) is a continuous function in E with contimous derivatives Wt(t, x), 
D,W(t, x) andpiecewise continuous derivatives D,“W(t, x) such that 
Wt(t, x) + WC x, V,W(t, 4) > 0 if (t, x) E E, j x j < R”, (3.5) 
W(t, 4 < 0 ;f (t, x)~aF, / x / < R”, (3.6) 
then 
v >, W(4) 9 x0). (3.7) 
Proof. If (t, x) EF, denote by p(t, x) the distance from (t, x) to S, 
For any p > 0, let 
Let 
q!(r) = 1 - Y if 0 < y < 1, $(r) = 0 if P > 1 
and set 
I 
w $7 Y, 4 if (t, x) E E, 
h,(t, x, Y, 4 = 
h(t, x, Y, 4 51r f+$) if ft, x) EF. 
Notice that h,(t, x, y, z) satisfies (B,), (Ba) and it vanishes in F - F, . 
Consider the payoff 
PAY, 4 = j; h,&, x, Y, 4 dt (3.8) 
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and denote by V, the value of the game G,, of fixed duration associated with 
(l.l), (1.2), (3.8). Since PU(y, x) 3 P(y, z), 
vu > v. (3.9) 
LEMMA 1. If the conditions (Al)-(Aa), (&J, (I&) and (F) hold, then 
vu+ v if p-+0. (3.10) 
Proof. For any 6 = (T - Q/n (n = 1, 2,...) there is an upper a-strategy 
z8 for x such that 
v, 3 P(Y, JYY)) - 6. (3.11) 
Modify d8 into d8 such that ds,3 coincides with J8,j up to the interval 1, 
containing z!, and such that the modified trajectory X(t) satisfies: 
At, -w> > P if t>i+c*p, 
where c* is some positive constant independent of 6, p. Such a modification 
is possible because of the condition (F), provided 6, p are sufficiently small. 
Similar modifications have been used in [1,4] for various purposes. 
Since 
h,(t, -w, Y, 4 = 0 if t>f+c*p, 
P(Y, a”“(Y)> = P(Y, JYY)) b Pu(Y, &YN - CP 
where C is a positive constant independent of 6, TV, y. Hence (3.11) yields 
v, 3 Pu(Y,4Y)) - 6 - CP. 
Denoting by V,, the lower S-value of the game G, , we conclude that 
v, > v,, - 6 - c/L. 
Taking 6 --+ 0, we get 
v> vu- cp. (3.12) 
The assertion (3.10) follows from (3.12) and (3.9). 
We return to the proof of Theorem 6. We shall first assume that 
f (t, X, y, z), h(t, X, y, x) are uniformly Lipschitz continuous in 
(t, x), and they vanish if j x 1 > R*. (3.13) 
COMPARISON THEOREMS FOR DIFFERENTIAL GAMES: II 
We shall also assume that 
Ut(t, x) + qt, x, V,U(t, x)) < --c if (t, x) E E, 
U(t, x) 3 c > 0 if (t, x) E 8F, 
b qt, x) 3 c uniformly in (t, x) E E, 
Id-m 
for some c > 0, and each second derivative 
D,“U(t, x) is bounded in E. 
It follows that 
u, + +2 f a2u - + qt, x, VJJ) < 0 
i=l ah2 
if (t, x) E E 
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(3.14) 
(3.15) 
(3.16) 
(3.17) 
(3.18) 
provided E > 0 is sufficiently small, say E < E,,; the I, are any directions in 
the x-space. 
Vor any 0 < E < Ed, p < T - T*, denote by M,(t, x) the solution of 
~++2AMs+ gg yc$f(t, % Y, x) - V&e + J$c(t, x, y, x>) = 0 
in [t,, , T] x Rn”, (3.19) 
M,(T, x) = 0 for XE Rm. (3.20) 
As proved in [7], if E -+ 0 then 
Jut, 4 -+ v,(t, 4 (3.21) 
uniformly with respect to (t, x) in [to , T] x Rm, where v,(t, x) is the value of 
the game associated with (l.l), (1.2), (3.8) when to = t, x0 = x. From the 
proof of Lemma 1 we see that, as p -+ 0, 
vl.& 4 -+ q, 4 (3.22) 
uniformly with respect to (t, x) in E, where V(t, x) is the value of the game 
associated with (l.l), (1.2), (3.1) when t, = t, x0 = x. From (3.21), (3.22) 
and the fact that IJ(t, x) = 0 if (t, x) E aF, we conclude that 
J&(t, x> -=c  if (t,x)EF (3.23) 
provided E is sufficiently small. As proved in [6], 
iV&(t, x) 3 0 if / x 1 -+ co, uniformly in (t, x) F [to, T] x R”. (3.24) 
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Notice that in the region E Eq. (3.19) reduces to 
@Me/at) + $6” 4ME + H(t, x, V&Q = 0 ((t, X) E E). (3.25) 
We can now compare Me with U in E by means of the proof of a standard 
comparison theorem for nonlinear parabolic equations [l, p. 421 (cf. the 
argument following Theorem 3). We use here (3.18), (3.15), (3.16) and (3.25) 
(3.23), (3.24). We conclude that 
Taking E --+ 0 and using (3.21), we get 
Taking p --+ 0 and using (3.22), the assertion (3.4) follows. 
In the above proof we have assumed that (3.13)-(3.17) hold. To prove (3.4) 
in the general case, let 
R,<R,<R,<R” 
and approximate f, g in / x / < R. by functions f%, h, satisfying (3.13). 
We can take fn = 0 if j x 1 > R, . Next truncate hn into I%, in the region 
[xl >R,: 
where c(x) is a C” function, 5(x) = 1 if 1 x 1 < R, , c(x) = 0 if / x / > R, . 
Note that 21, 3 0 everywhere. Denote by V, the value of the game associated 
with (l.l), (1.2), (3.1) whenf = f*, h = &. By [5, p. 100, Problem 41, 
v,-+ v / if n--+co. (3.26) 
It is easily seen [6] that, for any X > 0, the function 
satisfies the conditions (3.14)-(3.16) with respect to f = fn , h = hn . Hence, 
by the special case of (3.4) proved above, 
Vn < i-h) Wt, xc,> + W’ - to> =U(f,, , 4 + h(T - to). 
Taking X + 0 and then n --t 03, and using (3.26), the assertion (3.4) follows. 
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To prove (3.7) we again begin with a special case where (3.13) holds and 
W& 4 + w, % VmJw, x)) < c, if (t, x) E E, 
Iv@, x) e -c < 0 if (t, x) E aF, 
Ei W(t, x) < -c uniformly in (t, x) E E 
I&m 
(3.27) 
(3.28) 
(3.29) 
for some c > 0, and each derivative 
Dz2W(t, x) is bounded in E. (3.30) 
We introduce A&(t, 3) as before. Comparing M,(f, x) with the function -y 
(y > 0) by means of the comparison theorem in [l, p. 421 we conclude [6] 
that n/r, 3 -y. Hence 
ME@, 4 3 0 if (t, x) E aF. 
We can therefore compare iI& with Win E and conclude that 
Upon taking E -+ 0, the assertion (3.7) follows. So far we have assumed that 
(3.13) and (3.27)-(3.30) hold. Th e proof in the general case follows by 
approximation and truncation as in the proof of (3.4). 
We shall now consider the more general case where h(t, x, y, x) in the payoff 
(3.1) can take both positive and negative values. These games are called 
games of survival. Instead of the condition (F) we assume: 
(F’) The condition (F) holds and, in addition, 
for any (t, x) E aF. 
If (Al)-(A& (F’) and (B,) hold and if h is continuous then (as proved in 
[3, 51) the game corresponding to (l.l), (1.2), (3.1) has value I/. 
Defining bz,(t, x, y, z) as before, and denoting by V, ,the value of the game 
associated with (l.l), (1.2), (3.8) we have: 
LEMMA 2. If the conditions (A&-(,4,), (B,), (F’) hold and if h(t, x, y, z) is 
continuous in [to , T] x Rm x Y x 2, then 
v,--, v if p-+0. (3.31) 
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In fact, the proof of (3.12) extends word by word to the present case. 
Similarly, employing the last part in the condition (8”) one shows that 
and (3.31) follows. 
THEOREM 7. Let (&)-(A& (I&) and (F’) hold, and let h(t, x, y, z) be a 
continuous function in [t, , T] x Rm x Y x 2. If U(t, x) satisfies the assump- 
tions of Theorem 6 then (3.4) holds, and if W(t, x) satis$es the assumptions of 
Theorem 6, then (3.7) holds. 
The proof is similar to the proof of Theorem 6; it employs Lemma 2. 
Remark. Remark 5 at the end of Section 2 immediately extends to the 
games of survival considered in this section. 
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