A parametric method to carry out fringe pattern demodulation by means of Differential Evolution is presented. The phase is approximated by the parametric estimation of an nth-grade polynomial so that no further unwrapping is required. On the other hand, a different parametric function can be chosen according to the prior knowledge of the phase behavior. A differential evolution is codified with the parameters of the function that estimates the phase. The differential evolution evolves until a fitness average threshold is obtained. The method can demodulate noisy fringe patterns and even a one-image closedfringe pattern successfully.
Introduction
In optical metrology, a fringe pattern (interferogram) can be represented using the following mathematical expression: is an additive phase noise. The purpose of any interferometric technique is to determine the phase term, which is related to the physical quantity, being measured. One way to calculate the phase term ) , ( y x φ is by using the phase-shifting technique (PST) [1] [2] [3] [4] [5] , which needs at least three phase-shifted interferograms. The phase shift among interferograms must be known and experimentally controlled. This technique can be used when mechanical conditions are met throughout the interferometric experiment.
On the other hand, when the stability conditions mentioned are not covered, there are many techniques to estimate the phase term from a single fringe pattern, such as: the Fourier method [6, 7] , the Synchronous method [8] and the phase locked loop method (PLL) [9] , among others. However, these techniques work well only if the analyzed interferogram has a carrier frequency, a narrow bandwidth and the signal has low noise. Moreover, these methods fail for phase calculation of a closed-fringe pattern. Additionally, the Fourier and Synchronous methods estimate the phase wrapped because of the arctangent function used in the phase calculation, so an additional unwrapping process is required. The unwrapping process is difficult when the fringe pattern includes high amplitude noise, which causes differences greater than π 2 radians between adjacent pixels [10] [11] [12] . Recently, regularization [13] [14] [15] and neural networks techniques [16, 17] have been used to work with fringe patterns, which contain a narrow bandwidth and noise.
In this work, we propose a technique to determine the phase ) , ( y x φ , from a fringe pattern with a narrow bandwidth and/or noise, by parametric estimation of a global non-linear function instead of local planes in each site (x,y) as it was proposed in [13, 19] . Differential Evolution (DE) algorithm is a new heuristic approach mainly having three advantages; Finding the true global minimum regardless of the initial parameter values, fast convergence, and using few control parameters. DE algorithm is a population based algorithm like genetic algorithms using similar operators; crossover, mutation and selection. When a noisy closed fringe pattern is demodulated, neither a low-pass filter nor a thresholoding operator is required. On the other hand, regularization techniques need both of them.
DE Applied to Phase Recovery
The standard Differential Evolution (DE) algorithm, belonging to the family of Evolutionary Algorithms, was described by Storn and Price [20] , [21] . It is based on evolution of a population of vectors, which encode potential solutions to the problem and traverse the fitness landscape by means of genetic operators that are supposed to bias their evolution towards better solutions. DE is a relatively new optimisation technique compared with other more established Evolutionary Algorithms, such as Genetic Algorithms, Evolutionary Strategy, and Genetic Programming [22] .
DE is an optimization algorithm that creates new candidate solutions by combining the parent vector and several other vectors of the same population. A candidate replaces the parent only if it has better fitness [22] , [23] . DE uses genetic operators, referred to as mutation, crossover and selection. The role of the genetic operators is to ensure that there is sufficient pressure to obtain even better solutions from good ones (exploitation) and to cover sufficiently the solution space to maximize the probability of discovering the global optimum (exploration).
During the initialization of the algorithm, a population of NP vectors, where NP is the number of vectors, each of dimension D (Which is the number of decision variables in the optimization problem), is randomly generated over the feasible search space.
The fringe demodulation problem is difficult to solve when the level of noise affecting the fringe pattern is elevated, since many solutions are possible even for a single noiseless fringe pattern. Besides, the complexity of the problem is increased when a carrier frequency does not exist (closed fringes are presented).
Given that for a closed fringe interferogram there are multiple phase functions for the same pattern, the problem is stated as an ill-posed problem in the Hadamard sense, since a unique solution cannot be obtained [23] 
where R is an arbitrary region and k is an integer. In this work, a DE is presented to carry out the optimization process, where a parametric estimation of a non-linear function is proposed to fit the phase of a fringe pattern. Then, DE technique fits a global non-linear function instead of a local plane to each pixel just like it is made in regularization techniques [13, 19] . The fitting function is chosen depending on the prior knowledge of the demodulation problem as object shape, carrier frequency, pupil size, etc. When no prior information about the shape of ) , ( y x φ is known, a polynomial fitting is recommended. In this paper, authors have used a polynomial fitting to show how the method works.
The purpose in any application of DE is to evolve a population of size NP (which codifies NP possible solutions to the problem) using mutation, crossover and selection of each vector, with the goal of optimizing a fitness function adequate to the problem to solve.
In this work, the fitness function U , which is used to evaluate the pth vector p a in the population, is given by [18] :
) } ( ) 
where y x, are integer values representing indexes of the pixel location in the fringe image. Superindex p is an integer index value between 1 and NP , which indicates the number of vectors in the population. 
parameter α is used to convert the proposal from minimal to maximal optimization since a fitness function in a DE is considered to be a nonnegative figure of merit and profit [20] .
The first term (in negative sum term) at Eq. (3) attempts to keep the local fringe model close to the observed irradiances in least-squares sense. The second term (in negative sum term) at Eq. (3) is a local discrete difference, which enforces the assumption of smoothness and continuity of the detected phase.
At (the user defined maximum and minimum of i a ). These values can be initialized using prior knowledge (e.g. in the polynomial case, components x and y are related to the interferogram tilt so if a closed fringe is presented, then these values are near 0). Every dimension is generated as:
Therefore, the population of DE consists of NP D-dimensional parameter vectors , i G X , where 1, 2,..., i N P = , for each generation G .
Mutation
In the mutation step, a difference between two randomly selected vectors from the population is calculated. This difference is multiplied by a fixed weighting factor, F , and it is added to a third randomly selected vector from the population, generating the mutant vector, [ 
Fringe-Pattern Demodulation Using a Parametric Method Based on Differential Evolution 65 where { } , , , 1, 2,..., i r r r NP ∈ are randomly chosen and must be different from each other. In Equation (7), F is the scaling factor which has an effect on the difference vector 2 3 , ,
, K is the combination factor.
Crossover
After mutation, the crossover is performed between the vector ( ) X and the mutant vector ( ) V (Figure 1 ), using the scheme in (8) to yield the trial vector ( ) U . The crossover probability is determined by the crossover constant ( CR ), and its purpose is to bring in diversity into the original population [24] .
The parent vector is mixed with the mutated vector to produce a trial vector , 1 [19] .
Fig. 1. Illustration of the crossover process for D=4
There are different variants that can be used in mutation and crossover, and they are referred to as DE/x/y/z, where x specifies the vector to be mutated which currently can be "rand" (a randomly chosen population vector) or "best" (vector of the lowest cost from the current population); y is the number of difference vectors used and z denotes the crossover scheme [21] .
Selection
In the last step, called selection, the new vectors ( ) U replace their predecessors if they are closer to the target vector. All solutions in the population have the same Fig. 2 . Obtaining a new proposal in DE chance of being selected as parents without dependence of their fitness value. The child produced after the mutation and crossover operations is evaluated. Then, the performance of the child vector and its parent is compared and the better one is selected. If the parent is still better, it is retained in the population. Figure 2 shows DE's process in detail: the difference between two population members (1,2) is added to a third population member (3). The result (4) is subject to the crossover with the candidate for replacement (5) to obtain a proposal (6) . The proposal is evaluated and replaces the candidate if it is found to be better.
DE has shown to be effective on a large range of classical optimization problems, and it showed to be more efficient than techniques such as Simulated Annealing and Genetic Algorithms [23] , [24] . However, its capability of finding the global optimum is very sensitive to the choice of the control variable F and CR [25] . Consistently with related studies [23] , [24] , [25] , the paper highlights an undesirable behaviour of the algorithm, i.e., the DE does not find the global optimum (value to reach -VTR) when 100% of the population is trapped in a basin of attraction of a local optimum.
DE Convergence
The DE convergence mainly depends on the population size. It should be clear that if we increase the population size, more vectors will search the global optimum and a best solution will be found in a minor number of iterations, although the processing time can be increased [25] .
To stop the DE process, different convergence measures can be employed. In this paper, we have used a relative comparison between the fitness function value of the best vectors in the population and value a , which is the maximum possible value to get in Eq. (3). Then, we can establish a relative evaluation of uncertainty to stop the DE as:
where ( ) * a U is the fitness function value of the best vectors in the population in the current iteration, and ε is the relative error tolerance. Additionally, we can stop the process in a specified number of iterations, if Eq. (9) is not satisfied.
Experiment
The parametric method using a DE was applied to calculate phase from shadow moiré closed fringe pattern. We used a population size equal to 100, F is calculated by values of "F_lower" and "F_higher", in the ranges [0.1, 0.9] . In each vector, the coded coefficients of a fourth degree polynomial were included. The following polynomial was coded in each vector: 
so that 15 coefficients were configured in each vector inside population to be evolved. A low contrasted noisy closed fringe pattern was generated in the computer using the following expression: . Additionally, the fringe pattern was generated with a low resolution of 60 60 × . In this case, we use a parameter search range of [ 1, 1] − . The population of vectors was evolved until the number of iterations and relative error tolerance ε was 0.05 in Eq.
(9). This condition was achieved in 77s on a AMD Turion X2-2.4 GHz computer. The fringe pattern and the contour phase field of the computer generated interferogram are shown in Fig. 3 .
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Conclusions
A DE was applied to recover the modulating phase from closed and noisy fringe patterns. A fitness function, which considers the prior knowledge of the object being tested, is established to approximate the phase data. In this work a fourth degree polynomial was used to fit the phase.
A population of vectors was generated to carry out the optimization process. Each vector was formed by a codified string of polynomial coefficients. Then, the population of vectors was evolved using CR, F, and K.
The DE technique works successfully where other techniques fail (Synchronous and Fourier methods). This is the case when a noisy, wide bandwidth and/or closed fringe pattern is demodulated. Regularization techniques can be used in these cases but DE technique has the advantage that the cost function does not depend upon the existence of derivatives and restrictive requirements of continuity (gradient descent methods). Since the DE works with a population of possible solutions instead of a single solution, it avoids falling in a local optimum. Additionally, no filters and no thresholding operators were required, in contrast with the fringe-follower regularized phase tracker technique.
The DE has the advantage that if the user knows prior knowledge of the object shape, then a better suited fitting parametric function can be used instead of a general polynomial function. Additionally, due to the fact that the DE technique gets the parameters of the fitting function, it can be used to interpolate sub-pixel values and to increase the original phase resolution or interpolate where fringes do not exist or are not valid. A drawback is the selection of the optimal initial DE parameters (such as population size, F, K) that can increase the convergence speed.
