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Abstract: We study correlation functions in an equilibrated spatially modulated phase
of Einstein-Maxwell two-derivative gravity. We find that the ratio of the appropriate low
frequency limit of the stress-stress two point function to the entropy density is modulated.
The conductivity, the stress-current and current-stress correlation functions are also mod-
ulated. At temperatures close to the phase transition we obtain analytic expressions for
some of the correlation functions.
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1 Introduction and summary
The ratio of the shear viscosity to entropy density in thermally equilibrated systems which
are homogeneous, isotropic and described by a holographic dual is given by the celebrated
relation [1]
η
s
=
1
4pi
. (1.1)
The relation (1.1) has been observed to hold for a wide range of theories [2–18] with a
general proof of its validity given in [19–21]. The proof of (1.1) relies on the system
being in a thermally equilibrated isotropic and homogeneous configuration and on it being
– 1 –
described by a dual two-derivative gravity action. If the latter conditions are not met (1.1)
may fail. For instance, once the ’t Hooft coupling of the gauge theory or the rank of its
gauge group are finite, the ratio (1.1) is corrected [22–34]. More recently, (1.1) has been
shown to break down in non isotropic configurations which are described by two derivative
theories of gravity [35–40].
The breakdown of (1.1) in [35–40] is not too surprising. Heuristically, the robustness
of (1.1) can be argued for by observing that the shear viscosity tensor η is susceptible only
to tensor mode fluctuations of the dual bulk metric which, in an isotropic background,
decouple from the other metric fluctuations thereby leading to universal behavior. Once
the background is non isotropic there is no reason to believe that (1.1) will hold.
This work aims at studying the relation (1.1) in a thermally equilibrated, spatially
modulated phase of a gauge theory with a U(1)3 anomaly. In the pioneering work of
[41, 42] it was shown that isotropic finite temperature configurations of gauge theories with
a gravitational dual with a (large) U(1)3 anomaly become unstable at low temperatures.
This instability leads to a modulated phase where translation invariance in one of the
spatial directions is broken. (The study of a three space-time dimensional analogue of this
instability can be found in, for example, [43, 44].)
The bulk geometry of the spatially modulated phase discussed in [41, 42] was con-
structed in [45]. The key observation of [45] which allowed for a bulk description of the
spatially modulated phase is that the latter possess an E(2) × Z2 symmetry (E(2) is the
two dimensional Euclidian group) which is a subgroup of the E(3) symmetry of the three
dimensional space in which the theory lives in. This E(2)×Z2 symmetry of the boundary
theory configuration lifts to a Bianchi V II0 symmetry of its asymptotically AdS5 dual.
The fact that the bulk space-time possesses a Bianchi V II0 symmetry significantly re-
duces the degree of complexity of the problem. The Einstein equations become ordinary
differential equations instead of partial differential equations and are therefore easier to
manage. An extended classification of the possible symmetries possessed by black branes
in asymptotically AdS geometries has been carried out in [46].
In what follows we will use the setup of [45] to construct explicit solutions to the
Einstein equations in a certain probe limit first discussed in [42]. As we will show, in
the probe limit the equations of motion become amenable and allow us to obtain explicit
expressions for various correlation functions. In order to present our results we introduce
some notation. The bulk action we use is given by
S =
1
16piG5
∫ [(
R+
12
L2
− 1
4
L2FMNF
MN
)
+
γ
3
L3ABMNPFABFMNAP
]√−gd5x ,
(1.2)
where R is the Ricci Scalar, L is the AdS radius which we will set to one from now on and
F = dA is an Abelian field strength. We have omitted boundary terms which make the
variational principle well defined. Capital Roman indices run from 0, . . . , 4 where the first
4 directions are associated with the coordinate system on the boundary theory. We will
refer to the 5th coordinate as the radial coordinate. The appearance of a Chern-Simons
term in the bulk action (1.2) implies that the U(1) current dual to the gauge field AM is
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anomalous [47]. Supersymmetry usually implies that γ = 1
4
√
3
but we will keep it arbitrary
in our model.
As argued for in [41, 42, 45] once γ is large enough then there exists a critical temper-
ature Tc(γ) for which a non trivial solution to the Einstein equations with Bianchi V II0
symmetry will exist and is more stable than the standard isotropic black brane solution.
In the limit where γ is very large and AM/γ is finite, the matter action decouples from the
Einstein-Hilbert action and we obtain a set of equations which can be solved perturbatively
in a power series in 1/γ. We will refer to such a scheme for solving the equations of motion
as the probe limit.
Within the probe limit we can compute the response of the metric to perturbations.
The standard AdS/CFT dictionary relates this response to correlation functions in the
dual field theory. We find that the ratio of the imaginary part of the retarded stress-stress
correlation functions Gxy,xyR and G
yz,yz
R to the entropy density s, in the small frequency
limit, is given by
lim
ω→0
Im(Gxy,xyR )/ω
s
=
1
4pi
+
t0
2piγ2
+O(γ−3) (1.3a)
lim
ω→0
Im(Gyz,yzR )/ω
s
=
1
4pi
+
t1 + t2 cos(4kx)
2piγ2
+O(γ−3) , (1.3b)
with ti dimensionless functions. The x coordinate in (1.3a) and (1.3b) signifies the direction
in which translation invariance is broken: if x, y and z denote the spatial directions then
we use
ξ = ∂x − k(y∂z − z∂y)
in addition to ∂y and ∂z as the generators of the E(2) symmetry. The Z2 symmetry which
we mentioned earlier is associated with a residual rotation symmetry in the (x, z) plane by
an angle pi: x → −x and z → −z. The wavenumber associated with the helical phase is
given by k which is determined from thermodynamic considerations.
We can write expressions for the ti in (1.3a) and (1.3b) in integral form. Close to
the phase transition and with a compactified x direction, we can compute most of the ti
analytically. We present such a computation in section 4.5 after we have introduced some
of our notation and methods. A’ priori, t0 can be positive or negative (or vanish in certain
cases). It would be interesting to test whether, for finite values of γ, (1.3a) can be used as
a unitarity bound on the strength of the anomaly.
In an isotropic configuration the shear viscosity, η, is determined via a zero frequency
limit of a stress-stress correlation function,
Gµν,ρσR (ω, ~q;−ω′,−~q′) = −i
∫
θ(t)[Tµν(t, ~x), T ρσ(t′, ~x′)]eiωte−i~q·~xeiω
′t′e−i~q
′·~x′dt′dtd3xd3x′ .
Spatial and time translation invariance imply that
Gµν,ρσR (ω, ~q;−ω′,−~q′) = Gµν,ρσR (ω, ~q)δ(ω − ω′)δ(~q − ~q′) .
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As a result, the zero momentum limit, ~q → 0, of Gµν,ρσR (ω, ~q;−ω′,−~q′) is encapsulated in
Gµν,ρσR (ω, 0). The shear viscosity is determined by the Kubo formula
η = lim
ω→0
Im(Gxy,xyR (ω, 0))
ω
.
In the helical phase translation invariance is not a symmetry so the zero momentum limit of
the stress-stress correlator is given by Gµν,ρσR (ω, ~q;−ω, 0) which characterizes the response
of the energy momentum tensor to a time dependent metric perturbation. The correlators
in expressions (1.3a) and (1.3b) are evaluated in the latter zero momentum limit. We give
a detailed account of this point in section 4.
Using the same methods we can also compute the conductivity matrix σ, associated
with the small frequency limit of the retarded current-current correlator Gi,jR , σ =
i
ωG
i,j
R ,
σ = −N
2pi2T
V5γ
 18 + s0 0 0( ipiT∆ω − s1) sin(kx) 18 + 2s0 − s2 cos(2kx) s2 sin(2kx)(
ipiT∆
ω − s1
)
cos(kx) s2 sin(2kx)
1
8 + 2s0 + s2 cos(2kx)

+O(ω2, γ−3) (1.3c)
with T the temperature, si dimensionless functions, ∆ the order parameter for the modu-
lated phase, N the rank of the gauge group and V5 is a model dependent number. When
∆ = 0, the dimensionless functions si vanish and σ reduces to the conductivity of a homo-
geneous isotropic phase dual to a probe AdS-RN black brane [14, 48]. In obtaining (1.3c)
we have used the canonical relation
G5 =
V5
2pi2N2
between Newtons constant in the bulk and the rank of the gauge group N of the boundary
theory. The numerical value of V5 is theory dependent, see e.g., [49]. For N = 4 super
Yang-Mills theory, V5 = pi
3.
Similarly, the current-stress and stress-current correlators at low frequency are given
by
Gxy,iR =
N2pi4T 3iω
2V5γ2
(
T
k
cos(kx)u0, 0, u1
)
+O(ω2, γ−4)
Gi,xyR =
N2pi3T 3
4V5γ
(
∆ cos(kx),
iω
T
sin(2kx)u2, − iω
T
u3 +
iω
T
cos(2kx)u2
)
+O(ω2, γ−4)
Gi,yzR =
N2pi4T 3
4V5γ
(
0, − sin(kx)g + iω
T
sin(3kx)u5, cos(kx)g + i
ω
T
cos(3kx)u5
)
+O(ω2, γ−4) ,
(1.3d)
with
g = −∆
2
+ i
ω
T
u4 . (1.3e)
As before, the ui are dimensionless functions. A full discussion of (1.3) is left to section 5.
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This work is organized as follows: In section 2 we review the instability discussed in
[41] and elaborated on in [45]. This introductory section also sets the notation for the
rest of the paper. In section 3 we construct the spatially modulated black brane solution
perturbatively in γ−1 and ∆ in terms of Heun functions. The details of the computation
of the correlation functions (1.3) can be found in Section 4 and Appendix A. We discuss
our results in section 5.
2 A spatially modulated phase from a U(1)3 anomaly
The black brane solution to the equations of motion following from (1.2) is given by
ds2 = −g(r)dt2 + dr
2
g(r)
+ r2
(
dx2 + dy2 + dz2
)
A = adt , (2.1a)
where
g = r2 − r
4
+
r2
+
µ2
3
(
r4+
r4
− r
2
+
r2
)
a = µ
(
1− r
2
+
r2
)
. (2.1b)
The asymptotically AdS boundary is located at r →∞ and the event horizon is at r = r+.
The standard AdS/CFT dictionary [47] implies that the solution (2.1) corresponds to a
state of the field theory with chemical potential µ and temperature
T =
r+
pi
− µ
2
6pir+
. (2.2)
As discussed in [45], the equations of motion following from (1.2) also admit helical
black brane solutions with partially broken translation invariance, i.e., the gauge field and
metric are invariant under ∂y and ∂z but are not translationally invariant in the x direction.
Instead they are invariant under a combined translation in the x direction and rotation in
the (y, z) plane which is generated by ξ = ∂x − k (y∂z − z∂y). The ansatz for the solution
respecting this helical symmetry is given by [45]
ds2 = −gf2dt2 + dr
2
g
+ h2dx2 + r2e2v (ωy +Qdt)
2 + r2e−2vω2z
A = adt+ bωy
(2.3)
where
ωy = cos(kx)dy − sin(kx)dz , ωz = cos(kx)dy + sin(kx)dz . (2.4)
Note the Z2 symmetry, x→ −x and z → −z.
The equations of motion associated with (2.3) are somewhat long-winded and we will
refrain from writing them down explicitly. Setting v = Q = b = 0 and h = r we recover
the charged black brane solution in (2.1) which has enhanced translational and rotational
symmetry in the x, y and z directions. Requiring that the space-time be asymptotically
AdS implies that the near boundary (large r) expansion of the metric and gauge field take
the form
g =r2
(
1− M
r4
+ . . .
)
f = 1− ch
r4
+ . . . h = r
(
1 +
ch
r4
+ . . .
)
v =
cv
r4
+ . . . Q =
cQ
r4
+ . . . a = µ+
q
r2
+ . . . b =
cb
r2
+ . . . .
(2.5)
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Requiring that the space-time and gauge field be regular at the (outermost) event horizon
located at r = r+ implies that
g = g+(r − r+) + . . . f = f+ + . . . h = h+ + . . . v = v+ + . . .
Q = Q+(r − r+) + . . . a = a+(r − r+) + . . . b = b+ + . . . .
(2.6)
The standard AdS/CFT dictionary implies that the helical black holes (2.3) are dual
to field theory configurations with spontaneously generated helical symmetry where the
stress tensor and current are given by
16piG5 〈Tµν〉 =

3M + 8ch 0 4cQ cos (kx) −4cQ sin (kx)
0 M + 8ch 0 0
4cQ cos (kx) 0 M + 8cv cos (2kx) −8cv sin (2kx)
−4cQ sin (kx) 0 −8cv sin (2kx) M − 8cv cos (2kx)
 , (2.7)
and
〈Jµ〉 = (−2q, 0,−2cb cos (kx) , 2cb sin (kx)) . (2.8)
The temperature of this configuration is given by
T =
g+f+
4pi
(2.9)
and the chemical potential is µ. We will find that the value
s =
r2+h+
4G5
(2.10)
for the entropy density and
16piG5F = −M (2.11)
for the free energy as computed in [45] to be particularly useful in what follows.
A helical solution of the type (2.3) can exist only when γ is above a critical value
γc ∼ 0.1448 > 1/4
√
3 and below a critical temperature Tc(γ, k) [41]. Above the critical
temperature the solution to the equations of motion is the AdS black hole described in
(2.1). Below the critical temperature there are two solutions to the equations of motion:
the charged black hole solution given by (2.1) and a helical solution for which b, Q and α
obtain non trivial values. The helical solution has a lower free energy and is therefore the
preferred phase.
It is convenient to study the phase transition to the helical phase in the probe limit
where we take γ to be very large and A/γ to be finite. Since the stress tensor is quadratic
in the gauge fields, the equations of motion for the gauge field and metric decouple at
every order in 1/γ. To leading order in 1/γ the equations of motion reduce to the Einstein
equations in the absence of matter whose solution is the AdS black hole for which
g = r2 − r
4
+
r2
f = 1 h = r (2.12)
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and the remaining metric components vanish. The solution (2.12) can be obtained by
taking the µ → 0 limit of (2.1). In what follows we will switch to a coordinate system
where
u = r2/r2+ . (2.13)
At subleading order in 1/γ we find the following set of coupled equations for the
components of the gauge field A,
a′′(u) =
4k
r2+
b(u)b′(u) ((1− u2)b′(u))′ − k
2
4r2+u
b(u)− 4k
r2+
b(u)a(u) = 0 (2.14)
where a ′ denotes a derivative with respect to u. The boundary conditions we impose on
(2.14) are that a vanish at the black hole horizon r = r+, that b = 0 at the asymptotically
AdS boundary r → ∞ and that b is finite at the horizon. The chemical potential of the
boundary theory can be read off of the boundary value of a, a(∞) = µ. Inserting the
solution for a into the equation for b one obtains a non-linear integro-differential equation
for b.
The trivial solution to (2.14) is
b = 0 a = µ
(
1− r
2
+
r2
)
(2.15)
reproducing the gauge potential for the charged black hole solution (2.1). Since the equa-
tions are non linear, there exist other, non trivial solutions to the equations of motion for
b. To get a handle on these non trivial solutions we look for instabilities of (2.15) to small
perturbations. The equation of motion for perturbations β of b around (2.15) is
((1− u2)β′)′ + 4µˆkˆ β = kˆ
2
4u
β , (2.16)
where we have defined
kˆ =
k
r+
µˆ =
µ
r+
(2.17)
and we require that β(0) = 0 and β(1) = finite (that the field b is not sourced and is
finite at the horizon). Equation (2.16) is a Heun equation which has been extensively
studied in the literature [50]. The eigenvalue problem we wish to solve is equivalent to
the problem of finding Heun functions. For certain special values of kˆ and µˆ the Heun
functions reduce to Heun polynomials. For instance, for µˆ = 3/
√
32
√
2 and kˆ =
√
8
√
2 we
find that β = u+
√
2u2 solves the equations of motion.
To get a better understanding of the solution to (2.16) we proceed as follows. For
each value of θ = µˆkˆ, let us think of the Sturm-Liouville system in (2.16) as an eigenvalue
problem where the left hand side of (2.16) defines the Sturm-Liouville operator Sθ. Sturm
Liouville theory guarantees that that (for each θ) the solutions to
Sθβn = −λn
u
βn (2.18)
– 7 –
are characterized by an infinite set of real λn where λn → ∞ for large n. Moreover, if we
order the eigenvalues such that
λ0 < λ1 < . . . (2.19)
then the eigenfunction βn has exactly n zeros in the interval 0 < u < 1. Since kˆ
2 is
positive, physical solutions to (2.16) exist whenever Sθ has negative eigenvalues, viz. kˆn =
2
√−λn(θ) and µˆ = θ/2√−λn(θ).
To visualize the region in k/µ, T/µ = r+/piµ space where solutions to (2.16) exist,
consider the following. For each θ consider all λn(θ) < 0 where n = 0, . . . , N . For each
such set of λn’s we have the set of points
kn
µn
=
kˆn
µˆn
= 4
|λn(θ)|
θ
T
µn
=
1
piµˆn
= 2
√|λn(θ)|
piθ
, (2.20)
which satisfy T0 > T1 > . . . > TN . Since λn(θ) are continuous in θ and satisfy (2.19), by
varying the value of θ we generate sets of non intersecting curves in the T/µ, k/µ plane
which terminate only at T = 0. The curve associated with the smallest eigenvalue will
have the highest temperature for any k and its associated eigenfunction will have no zeros
on the interval 0 < u < 1. We will refer to this curve as the critical curve. A numerical
evaluation of the critical curve can be found in the left panel of figure 1 (blue). Some
points on the critical curve (associated with Heun polynomial solutions to (2.16)) can be
obtained analytically as we show in appendix C.
The instability associated with the critical curve implies the existence of a new phase
whose stability properties can be inferred by computing its free energy. Such an endeavor
was carried out in [45]. Working in the probe approximation this task becomes somewhat
simpler and can be handled analytically to an extent. We find that the isotropic phase has
a higher free energy and is therefore less stable.
If the volume of the spatial direction specified by the x coordinate is infinite then all
values of k are allowed. The critical temperature at which the new, modulated, phase
will appear and the momentum associated with the modulated phase can be read off of
the extremum of the critical curve in figure 1. If the x direction is compactified then the
momentum k becomes discrete k = 2pin/L. Hence, for each value of µL there are only
finitely many allowed momenta. By fixing µL we may force the system to undergo a phase
transition at a point on the critical curve other than its extremum. For instance, we may
tune µL so that the phase transition occurs at a point described by a Heun polynomial.
The phase diagram for the helical phase can be found in the right panel of figure 1.
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Figure 1: (Left) A plot of the critical curve where the AdS black hole becomes unstable.
Several points on the critical curve which may be described by Heun polynomials are shown
in red and orange. Infinitely many other such points exist. (Right) The phase diagram
of the helical phase for a compact x direction, x ∼ x + L. The boundary of the normal
phase is fixed by the highest temperature for which there exists an integer n and a pair
(T/µ, 2pin/Lµ) on the critical curve on the left.
3 Solving the equations of motion in the probe limit
We have seen in the previous section that in the probe limit, when γ is very large, the
equations of motion for the matter fields and the metric decouple. Consider the expansion
g =
∞∑
n=0
γ2ng2n(r) h =
∞∑
n=0
γ2nh2n(r) f =
∞∑
n=0
γ2nf2n(r) v =
∞∑
n=0
γ2nv2n(r)
Q =
∞∑
n=0
γ2nQ2n(r) a =
∞∑
n=0
γ2n+1a2n+1(r) b =
∞∑
n=0
γ2n+1b2n+1(r) .
(3.1)
At order γ0 the equations of motion are the Einstein equations in the absence of matter. At
order γ−1 the equations describe a Maxwell-Chern-Simons theory in an AdS black brane
background. The order γ−2 equations describe the backreaction of the metric to the matter
fields. We will now solve the equations of motion order by order in γ.
3.1 The background metric
At order 1/γ0 the equations of motion reduce to the Einstein equations in the absence of
matter. Imposing the boundary conditions g0 → r2+/u, f0 → 1 and h0 →
√
r2+/u we find
that the solution to the equations of motion is the AdS Schwarzschild black hole given in
equations (2.12),
g0 = r
2
+
(
u−1 − u) f0 = 1 h0 =
√
r2+
u
. (3.2)
At this order in γ we find that (2.9)-(2.11) reduce to
r+ = piT s =
N2pi5T 3
2V5
F = −N
2pi5
8V5
T 4 . (3.3)
– 9 –
3.2 The leading term for the gauge field
At subleading order in 1/γ we find the equations of motion (2.14) for the gauge field
aˆ′′1 = 4kˆbˆ1bˆ
′
1
(
(1− u2)bˆ′1
)′ − kˆ2
4u
bˆ1 = 4kˆbˆ1aˆ
′
1 , (3.4)
where we have used
aˆ1 =
a1
r+
bˆ1 =
b1
r+
kˆ =
k
r+
µˆ =
µ
r+
. (3.5)
In what follows hatted quantities will always demote a dimensionless version of their unhat-
ted counterparts, obtained via multiplication by an appropriate factor of r+. The boundary
conditions we impose on (3.4) are that at the asymptotically AdS boundary (u = 0) we
have a(0) = µ which defines the chemical potential at the boundary and that b(0) = 0
which implies that the spatial component of the current is not sourced. At the horizon
(u = 1) we impose that a1(1) = 0 and that b1(1) = finite. Equations (3.4) can be easily
solved using standard numerical integration schemes. We find that a solution exists any-
where inside the critical curve in the k/µ, T/µ plane described in the previous section. As
suggested earlier, one may solve for a1 in terms of b1,
aˆ1 =
(
µˆ+ 2kˆ
∫ 1
0
bˆ21(t) dt
)
(1− u)− 2kˆ
∫ 1
u
bˆ21(t) dt . (3.6)
Inserting (3.6) into the equation of motion for b1 one obtains a non linear integro-differential
equation which can not be solved analytically.
3.3 The backreaction of the metric
At second order in 1/γ the equations of motion for the backreaction of the metric may be
arranged into a nested set of linear equations,(1− u2)
(√
uhˆ2
)′
u

′
=− kˆ
2
16u
bˆ21 +
1
4
(1− u2)
(
bˆ′1
)2
(
1
u
gˆ2 − 4
3
√
uhˆ2
)′
=
1
3
(
µˆ+ 2kˆ
∫ 1
0
bˆ21(t)dt− 2kˆbˆ21
)2
+
2
3
(1− u2)
(
bˆ′1
)2
f ′2 +
1
3
3 + u2
1− u2
(√
uhˆ2
)′
=
u
2
(
kˆ2bˆ21
12(1− u2) − u
(
bˆ′1
)2)
(
Q′2
u
)′
− kˆ
2
4u2(1− u2)Q2 =
[
µˆ+ 2kˆ
(∫ 1
0
bˆ21dt− bˆ21
)]
bˆ′1(
(1− u2)
u
v′2
)′
− kˆ
2
u2
v2 =
kˆ2
16u
bˆ21 −
1− u2
4
(
bˆ′1
)2
(3.7)
where
hˆ2 =
h2
r+
gˆ2 =
g2
r2+
(3.8)
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(and if we were to use hatted versions of f2, Q2 and v2 we would have found that fˆ2 = f2,
Qˆ2 = Q2 and vˆ2 = v2). The boundary conditions we impose on (3.7) is that the horizon
is at u = 1, viz., Q2(1) = gˆ2(1) = 0, and hˆ2(1) and v2(1) are finite. Requiring that the
geometry is asymptotically AdS implies that limu→0
√
uhˆ2 = 0, limu→0 ugˆ2 = 0, fˆ2(0) = 0,
Qˆ2(0) = 0 and vˆ2(0) = 0.
The first three equations in (3.7) can be solved implicitly in terms of integrals of b1.
The resulting expressions are somewhat long-winded and we will not present them here.
The last two equations in (3.7) can be solved in terms of the homogenous solutions to the
Q2 and v2 equations. For instance, let v1 and v2 satisfy(
(1− u2)
u
v′i
)′
− kˆ
2
u2
vi = 0 . (3.9)
From the asymptotic behaviour of the general solution to (3.9) near u = 0 and u = 1, the
solutions v1, v2 can be chosen to be of the form
v2 = u
2 +O(u3) v1 = 1− kˆ2u+O(u2) (3.10)
near the boundary (u = 0) with v1 finite at the horizon (u = 1) while v2 is allowed to
diverge there. Then
v2 =
1
2
v1
∫ u
0
v2(t)Sv(t)dt+
1
2
v2
∫ 1
u
v1(t)Sv(t)dt (3.11)
where
Sv =
kˆ2
16u
bˆ21 −
1− u2
4
(
bˆ′1
)2
. (3.12)
A straightforward though somewhat tedious computation also allows us to compute
the near boundary asymptotics of h2. We find that
ch
r4+
= −1
2
µˆkˆ
∫ 1
0
bˆ21(t) dt− kˆ2
(∫ 1
0
bˆ21(t) dt
)2
+
1
16
kˆ2
∫ 1
0
bˆ21(t)
t
dt+ kˆ2
∫ 1
0
bˆ41(t) dt . (3.13)
In [51] it was shown that for fixed T/µ, the free energy is minimized at values of kˆ/µˆ which
satisfy ch = 0.
3.4 Perturbative analysis
In order to have explicit expressions for the response of the metric to the gauge field we
need, at the very least, an explicit expression for b1(u). If we restrict ourselves to the
behavior of b1 near the phase transition we may carry out a perturbative expansion near
the critical curve. We will find this construction very useful in what follows. For each
value of kˆ and µˆ inside the critical curve there is an associated value for the expectation
value of the spatial part of the current, cb, c.f., equation (2.8), which also serves as an order
parameter for the helical phase. We find it convenient to work perturbatively in this order
parameter, ∆ = cb/r
3
+. Let us denote
b1 =
∞∑
i=0
∆2i+1b1,2i+1 a1 =
∞∑
i=0
∆2ia1,2i . (3.14)
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and also
kˆ = kˆ0 +
∞∑
i=0
∆2nδ̂k2n µˆ = µˆ+
∞∑
i=0
∆2nδ̂µ2n (3.15)
where kˆ0 and µˆ0 are points on the critical curve.
Working perturbatively to order ∆2 we find that
aˆ1 = µˆ0(1−u) + ∆2
[(
δ̂µ2 + 2kˆ
∫ 1
0
bˆ21,1(t) dt
)
(1− u)− 2kˆ0
∫ 1
u
bˆ21,1(t) dt
]
+O(∆4) (3.16)
where bˆ1,1 satisfies the linear homogenous equation
L bˆ1,1 ≡ ((1− u2)bˆ′1,1)′ + 4µˆ0kˆ0 bˆ1,1 −
kˆ20
4u
bˆ1,1 = 0 (3.17)
with boundary conditions such that bˆ1,1 = u + O(u2) near the boundary and that bˆ1,1 is
finite at the horizon. Equation (3.17) is identical to the Heun equation (2.16) which we
have studied in the previous section. The particular solutions bˆ1,1 are Heun functions. For
particular values of kˆ0 and µˆ0 the Heun functions reduce to Heun polynomials. For instance
bˆ1,1 = u+
√
2u2 (3.18a)
together with
kˆ0 =
√
8
√
2 µˆ0 =
3√
32
√
2
(3.18b)
is a solution to (3.17). Since this solution does not correspond to the maximum of the
critical curve 1, in order for it to be physically relevant we need to choose an appropriately
sized box so that the only available momentum is kˆ0. A classification of Heun polynomials
solving (3.17) can be found in appendix C.
At third order in ∆ we obtain the equation
L bˆ1,3 = −
(
4δ̂µ2kˆ0 + δ̂k2
(
4µˆ0 − kˆ0
2u
))
bˆ1,1 − 8kˆ20 bˆ1,1
(∫ 1
0
bˆ21,1(t) dt− bˆ21,1
)
, (3.19)
with the boundary condition that b1,3 = O(u2) near the boundary and that b1,3 is finite at
the horizon. Consider∫ 1
0
b1,1L b1,3dt =
∫ 1
0
b1,1L b1,3 − b1,3L b1,1dt = 0 (3.20)
where the last equality follows from inserting the explicit form for L defined in (3.17) and
rewriting the resulting expression as a total derivative. Equation (3.20) may be thought
of as a constraint on the possible values of δ̂µ2 and δ̂k2 so that µˆ and kˆ best approximate
their true values at small ∆, c.f., equation (3.15). Carrying out the integral on the left
hand side of (3.20) explicitly and using (3.19) we find
4δ̂µ2kˆ0
∫ 1
0
bˆ21,1(t) dt+ δ̂k2
(
4µˆ0
∫ 1
0
bˆ21,1(t) dt−
1
2
kˆ0
∫ 1
0
bˆ21,1(t)
t
dt
)
= 8kˆ20
(∫ 1
0
bˆ41,1(t) dt−
(∫ 1
0
bˆ21,1(t) dt
)2)
. (3.21)
– 12 –
Thus, starting from the top of the critical curve located at kˆ0, µˆ0 we may probe a small ∆
region around this extremum located on the curve (3.21). The particular values of µˆ and kˆ
for which the free energy is minimized to order ∆ are given by (3.21) together with (3.13).
With the O(1/γ) solutions at hand we may also expand the O(1/γ2) solution of the
backreacted metric order by order in ∆,
h2 =
∑
i=0
∆2ih2,2i g2 =
∑
i=0
∆2ig2,2i f2 =
∑
i=0
∆2if2,2i
v2 =
∑
i=0
∆2iv2,2i Q2 =
∑
i=0
∆2i+1Q2,2i+1
(3.22)
An explicit computation yields
h2,0 = 0 g2,0 = − µˆ0
3
u(1− u) f2,0 = 0 v2,0 = 0 (3.23)
and
h2,2 =− 1
8
√
u
ln(1− u2)
(
kˆ20
4
∫ 1
u
bˆ21,1(t)
t
dt−
∫ 1
u
(1− t2)
(
bˆ′1,1(t)
)2
dt
)
− 1
8
√
u
(
kˆ20
4
∫ u
0
bˆ21,1(t)
t
ln(1− t2)dt−
∫ u
0
(1− t2) ln(1− t2)bˆ′1,1(t)dt
)
g2,2 =
1
3
u
∫ 1
u
s
1− s2
∫ 1
s
(1− t2)
(
bˆ′1,1(t)
)2
dt ds− 1
12
ukˆ20
∫ 1
u
s
1− s2
∫ 1
s
bˆ21,1(t)
t
dt ds
− 2
3
(1− u)u δ̂µ2 µˆ0 −
4
3
u
(
(1− u)
∫ 1
0
bˆ21,1(t) dt−
∫ 1
u
bˆ21,1(t) dt
)
kˆ0µˆ0
− 2
3
u
∫ 1
u
(1− s2)
(
bˆ1,1
)′
ds
f2,2 =
1
12
∫ u
0
(3 + s2)s
(1− s2)2
∫ 1
s
(1− t2)
(
bˆ′1,1(t)
)2
dt ds+
1
24
kˆ20
∫ u
0
s
1− s2
(
bˆ21,1(s)− bˆ21,1(1)
)
ds
− 1
48
kˆ20
∫ u
0
(3 + s2)s
(1− s2)2
(∫ 1
u
bˆ21,1(t)
t
dt+ bˆ21,1(1)(s− 1)
)
ds− 1
2
∫ u
0
s2
(
bˆ′1,1(s)
)2
ds
v2,2 =
1
2
v1
∫ u
0
v2(t)Sv(t)dt− 1
2
v2
∫ 1
u
v1(t)Sv(t)dt
(3.24)
where
Sv =
kˆ20
16u
bˆ21,1 −
1− u2
4
(bˆ′1,1)
2 . (3.25)
We have not included similar looking expressions for Q2,1.
4 Correlators in the helical phase
With the modulated background at our disposal we are now ready to compute correlators
in this background. Our strategy for computing correlators is to add a local source term
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to the operator whose correlator we compute, and calculate its response to the source. For
instance, if we add a time dependent metric perturbation hlm(t) we find that the response
of the stress tensor to the perturbation is given by
δTµν = −1
2
∫
Gµν,ρσR (t, ~x; t
′, ~x′)hρσ(t′)dt′d3x′ +O(h2) (4.1)
where
Gµν,ρσR = −iθ(t− t′)[Tµν(t, ~x), T ρσ(t′, ~x′)] (4.2)
is the retarded Green function. We have omitted contact terms from (4.1).
Let us define the Fourier transformed Greens function:
Gµν,ρσR (ω, ~q;−ω′,−~q′) = −i
∫
θ(t)[Tµν(t, ~x), T ρσ(t′, ~x′)]eiωte−i~q·~xeiω
′t′e−i~q
′·~x′dt′dtd3xd3x′ .
(4.3)
In Fourier space (4.1) reads
δTµν(ω, ~q) = −1
2
∫
Gµν,ρσR (ω, ~q;−ω′,−~q′)δ(~q)hlm(ω′)dω′d3q′ +O(h2)
= −1
2
∫
Gµν,ρσR (ω, ~q;−ω′, 0)hρσ(ω′)dω′ +O(h2) .
(4.4)
If the Green function is invariant with respect to time translations then we can define
Gµν,ρσR (ω, ~q;−ω′, 0) = Gµν,ρσR (ω, ~q)δ(ω − ω′) (4.5)
from which
δTµν(ω, ~q) = −1
2
Gµν,ρσR (ω, ~q)hρσ(ω) +O(h2) (4.6)
follows. Had the Green function been invariant under spatial translations then we’d use
the canonical relation
Gµν,ρσR (ω, ~q) = G
µν,ρσ
R (ω)δ(~q) . (4.7)
Turning on a time dependant source term for the charge current, αµ, we find that
δTµν(ω, ~q) = −1
2
Gµν,ρσR (ω, ~q)hρσ(ω)−Gµν,ρR (ω, ~q)αρ(ω) +O(h2, αh, α2)
δJµ(ω, ~q) = −Gµ,νR (ω, ~q)αν(ω)−
1
2
Gµ,νρR (ω, ~q)hνρ(ω) +O(h2, αh, α2)
(4.8)
where
Gµ,νR (ω, ~q)δ(ω − ω′) = −i
∫
θ(t)[Jµ(t, ~x), Jν(t′, ~x′)]eiωte−i~q·~xeiω
′t′dt′dtd3xd3x′
Gµ,νρR (ω, ~q)δ(ω − ω′) = −i
∫
θ(t)[Jµ(t, ~x), T νρ(t′, ~x′)]eiωte−i~q·~xeiω
′t′dt′dtd3xd3x′
Gµν,ρR (ω, ~q)δ(ω − ω′) = −i
∫
θ(t)[Tµν(t, ~x), Jρ(t′, ~x′)]eiωte−i~q·~xeiω
′t′dt′dtd3xd3x′ .
(4.9)
Note that the absence of translation invariance does not allow us to relate Gµ,νρR to G
νρ,µ
R .
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To compute the various Green functions we will use the results of [52] to map fluctu-
ations of the metric and gauge field due to a time dependent source hµνe
−iωt and αµe−iωt
to fluctuations of the energy momentum tensor and current on the boundary theory δTµν
and δJµ. We then use the relations (4.8) to compute the associated Green functions which
eventually lead to (1.3a), (1.3b), (1.3c), and (1.3d). We start with the simplest case of
the current response to perturbations of the gauge field and the proceed to the more dif-
ficult computation of the stress-stress correlation functions. Many of the details of the
computation have been relegated to appendix A.
4.1 Current-current correlation functions
To compute current-current correlation functions we add to our background gauge field a
small perturbation δAM = αM (x, u)e
−iωt such that
A = adt+ bωy + γ
−1αMe−iωtdxM +O(γ−2) . (4.10)
After some massaging the linearized equations of motion for αM take the form
iωˆα′t = −(1− u2)∂ˆxα′x − 2kˆωˆ (α− − α+) bˆ1
α′′t +
∂ˆ1
2
αt
4u(1− u2) = −
iωˆ∂ˆxαx
4u(1− u2) + 2ikˆ((α− − α+)bˆ1)
′ − 2bˆ′1∂ˆx (α− + α+)(
(1− u2)α′x
)′ − ωˆ2
4u(1− u2)αx =
iωˆ
4u(1− u2) ∂ˆxαt + 2iωˆbˆ
′
1 (α− + α+)
(4.11a)
and
(
(1− u2)α′±
)′
+
ωˆ2
4u(1− u2)α± −
(kˆ ∓ i∂ˆx)2
4u
α± − 4(kˆ ∓ i∂ˆx)aˆ′1α±
= −4bˆ′1∂ˆxαt − 4iωˆbˆ′1αx ± 4ibˆ1kˆα′t (4.11b)
where we have defined
α±e±ikx1 = α3 ± iα2, ∂ˆx = 1
r+
∂
∂x
ωˆ =
ω
r+
(4.12)
and picked the gauge αu = 0. In what follows we will carry out a Fourier transform of α±,
αx and αt in the x
1 direction such that ∂ˆx = iqˆ = iq/r+. The first equation in (4.11) is
a constraint equation. Note the similarity between the equation of motion for α± and the
linearized version of (2.14).
The boundary conditions we impose on our fields are that they are ingoing at the
horizon and that αi are constant at the asymptotically AdS boundary. In Fourier space
this amounts to:
αx −−−→
u→0
exδ(q) , α± −−−→
u→0
e±δ(q ± k) . (4.13)
Apart from these six boundary conditions we have a pure gauge solution of the form
αt = ωet, αx = −qet with et a constant.
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It is difficult to solve (4.11) explicitly. In what follows we will solve them perturbatively
in ωˆ. Using the standard method of matching the small frequency limit of a near horizon
expansion with the near horizon limit of a small frequency expansion, we find that
α± =− exδ(q)bˆ1(u)
(
4 + 2
iωˆ
bˆ1(1)2
(∫ 1
0
bˆ21
t(1 + t)
dt+ 16
∫ 1
0
bˆ41 − bˆ21(1)bˆ21
1− t2 dt+ arctanh(u)
))
+ e±δ(k ± q)
(
1 +
1
2
iωˆ arctanh(u) + 4kˆωˆ
∫ 1
u
bˆ1β1 − bˆ1(1)β1(1)
1− t2 dt
)
+ e∓δ(k ∓ q)iωˆβ2 +O(ωˆ2)
αx =exδ(q)
(
1 +
iωˆ
2
(
arctanh(u) + 16
∫ 1
u
bˆ21 − bˆ1(1)2
1− t2 dt
))
+ 2iωˆ(e−δ(q − k) + e+δ(q + k))
(
bˆ1 arctanh(u) +
∫ 1
u
bˆ21 − bˆ1(1)2
1− t2 dt
)
+O(ωˆ2) .
(4.14)
In (4.14) the functions βi are defined via the differential equations
− u(1− u2)β′′1 +
1
4
(
1 + 32ubˆ21
)
kˆ2β1 + 2iu(1− u2)bˆ1kˆβ′2 + 4iu(1− u2)kˆbˆ′1β2
= iubˆ1kˆ
(
1 + 32bˆ21(1)
)
(4.15a)
and
((1−u2)β′2)′+kˆβ2
((
−u−1 + 16
∫ 1
0
bˆ21dt− 16bˆ21
)
kˆ + 8µˆ
)
+4ikˆ
(
bˆ1β
′
1 − bˆ′1β1
)
= 0 (4.15b)
with the boundary conditions βi(0) = 0, β1(1) =
4ibˆ1
kˆ
and β2(1) is finite. The details of
the computation leading to (4.14) can be found in appendix A.1. We have not managed to
compute the βi in closed form. In section 4.5 we will make some progress in this direction
by solving (4.15) perturbatively in ∆.
Going back to real space and using the prescription of [52] the (consistent) current-
current correlator is given by
i
ω
Gi,j = −N
2pi2T
V5γ
 18 + s0 0 0( ipiT∆ω − s1) sin(kx) 18 + 2s0 − s2 cos(2kx) s2 sin(2kx)(
ipiT∆
ω − s1
)
cos(kx) s2 sin(2kx)
1
8 + 2s0 + s2 cos(2kx)

(4.16)
where
s0 = 2bˆ
2
1(1) s2 =
1
4
β′2(0)
s1 =
∆
2bˆ1(1)2
∫ 1
0
bˆ21(t)
t(1 + t)
dt− 16
∫ 1
0
(
bˆ1(t)
2 − bˆ21(1)
)2
1− t2 dt
 . (4.17)
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4.2 Stress tensor-current correlation functions
To compute the stress tensor-current correlator we need to compute the response of the
metric to the gauge-field perturbation (4.10). Let us denote the linearized response of the
metric perturbations to the gauge field by hMN , i.e., ds
2 = gMNdx
MdxN +hMNdx
MdxN +
O(γ−4) with gMN given by the line element (2.3). In what follows we focus on the response
of the xy component of the stress tensor. As it turns out the equation of motion for hxy
is coupled to that of hty. Working perturbatively in ω these equations of motion decouple
and may be solved. We find, in Fourier space,
γ2uhxy
r+ω
=
1
4
(e− + e+)δ(q)
(
2
∫ u
0
sbˆ21 − bˆ21(1)
1− s2 ds+ bˆ
2
1(1)
(
2 arctanh(u) + ln(1− u2)))
(4.18)
+ ex (δ(q − k) + δ(q + k))
(∫ u
0
sbˆ21 − bˆ21(1)
1− s2 ds
(
−1
4
+ 4
∫ u
0
bˆ21ds− 4bˆ21(1) +
2µˆ
kˆ
)
(4.19)
+ arctanh(u)
(
−bˆ1
(
1
4
− 4
∫ 1
0
bˆ21 + 4bˆ1(1)
2
)
+
1
kˆ
(
2bˆ1µˆ+ θ
′(1)
))
(4.20)
+
1
kˆ
∫ u
0
θ′ − θ′(1)
1− s2 ds
)
(4.21)
− 1
2
(e−δ(q − 2k) + e+δ(q + 2k))
(
arctanh(u)bˆ21 +
∫ u
0
sbˆ21 − bˆ21(1)
1− s2 ds
)
. (4.22)
where
θ = h2
∫ u
0
h1(s)
(
2kˆ
(∫ 1
0
bˆ21(t)dt− bˆ1(s)2
)
+ µˆ
)
bˆ′1(s)ds
+ h1
∫ 1
u
h2(s)
(
2kˆ
(∫ 1
0
bˆ21(t)dt− bˆ21(s)
)
+ µˆ
)
bˆ′1(s)ds , (4.23)
and the hi are solutions to (
h′i
u
)′
− hikˆ
2
4u2(1− u2) = 0 (4.24)
such that h1(0) = 0, h2(0) = 1 and h2(1) = 0 whereas h1(1) does not vanish.
Once again using the prescription of [52] we find that
Gxy,iR =
N2pi4T 3iω
2V5γ2
(
T
k
cos(kx)u0, 0, u1
)
+O(ω2, γ−4) (4.25)
with
u0 = 2pi
∫ 1
0
(
2kˆ
(∫ 1
0
bˆ21dt− bˆ1
)
+ µˆ
)
h2bˆ
′
1ds u1 =
1
2
bˆ21(1). (4.26)
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4.3 Current-stress tensor correlation functions
In order to compute the current-stress tensor correlation functions we need to compute
the reaction of the gauge field to a metric perturbation. Since we will be perturbing the
background metric at order γ0 we use the notation,
hµν = h
(0)
µν + γ
−2h(2)µν +O(γ−2) . (4.27)
The Fourier transform of the equations of motion for the order γ0 metric perturbations of
hij , i 6= j is given by(
u(1− u2)h(0)′ij
)′
+
(
1
4
ωˆ
1− u2 −
(1 + u2)
u
)
h
(0)
ij = 0 , (i 6= j) (4.28)
with boundary conditions
h(0)xy (u) = h0δ(q)
1
u
eiqx +O(u0) h(0)yz (u) = h1δ(q)
1
u
eiqx +O(u0) (4.29)
and that hxy and hyz are incoming at the horizon. (Note that limr→∞ hxy(r)/r2 = h0/r2+.)
A standard computation gives us
h(0)xy = h0δ(q)
(
1
u
+
1
4
iωˆu
)
+O(u2, ωˆ) h(0)yz = h1δ(q)
(
1
u
+
1
4
iωˆu
)
+O(u2, ωˆ) . (4.30)
Using the same notation as in 4.1, the order γ−1 equations of motion for the response
of the gauge field to the metric perturbation take the form (4.11) but with extra sources
for the αµ. As described in appendix A.2 we find that the series expansion of the solution,
in real space, is given by
α± =hˆ0iωˆu
(
e±ikxβ′4(0)− eikxbˆ21(1)
)
+ hˆ1u
(
∆
2
δ(q ± 2k) + iωˆ (β′5(0)δ(q ± 2k) + β′6(0)δ(q ∓ 2k)))+O(u2, ωˆ)
αx =hˆ0 cos(kx)∆u+O(u2, ωˆ2)
(4.31)
where similar to β1 and β2, the βi’s with i = 4, 5, 6 are solutions to a set of linearly coupled
equations whose explicit form is given in (A.19).
Using the prescription of [52] we find that the current-stress tensor correlators are
given by:1
Gi,xyR =
N2pi4T 3
4V5γ
(
∆ cos(kx),
iω
T
sin(2kx)u2, − iω
T
u3 +
iω
T
cos(2kx)u2
)
+O(ω2, γ−2) ,
(4.32a)
and
Gi,yzR =
N2pi4T 3
4V5γ
(
0, − sin(kx)g + iω
T
sin(3kx)u5, cos(kx)g + i
ω
T
cos(3kx)u5
)
+O(ω2, γ−4) ,
(4.32b)
1Note that 1√
g
δ2W
δgµν(x)δAi(y)
and 1√
g
δ2W
δgµν(x)δAi(y)
differ by contact terms which will, in the current context,
contribute to frequency independent terms in the Greens function.
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where
g = −∆
2
+ i
ω
T
u4 (4.33)
and
u2 =
β′4(0)
pi
u3 =
bˆ1(1)
2
pi
u4 =
β′5(0)
pi
u5 =
β′6(0)
pi
. (4.34)
4.4 Stress tensor-stress tensor correlation functions
Using the results of the previous section we can now work to order γ−2 and compute the
response of the metric to small perturbations including mediation via the gauge field. Using
the method of matched asymptotic expansions as described in appendix A.2 we find that
h(2)xy =h0 (δ(q + 2k) + δ(q − 2k))
v2
u
− iωˆh0 1
4
(δ(2k + q) + δ(2k − q))u−1
∫ u
0
ln(1− t2)v′2dt
+ iωˆh0δ(q)u
−1
(
F1(u) +
∫ u
0
s
∫ 1
s F2(t)dt
1− s2 ds
)
h(2)yz =h1δ(q)u
−1
(
F3 +
∫ u
0
s
∫ 1
s F4dt
1− s2 ds
)
− iωˆh1
16u
(δ(q + 4k) + δ(q − 4k))
(
c1
∫ 1
u
F5c2ds+ c2
∫ u
0
F5c1ds
)
(4.35)
where the Fi(u) are given by explicit integrals of bˆ1 in equations (A.23), (A.24), (A.35) and
(A.36) of appendix A.2. The ci are the solutions to the homogeneous equation((
1
u
− u
)
(uci)
′
)′
− 4kˆ
2
u
ci = 0 . (4.36)
where c1 = u
2 +O(u3), c2 = 1 +O(u) and c2 is finite at the horizon while c1 diverges there
and
F5 =
3kˆ2
u
bˆ1β6 − 4(1− u2)bˆ′1β′6 . (4.37)
Using the prescription of [52] we obtain
lim
ω→0
Im(Gxy,xyR )/ω
s
=
1
4pi
+
t0
2piγ2
+O(γ−3) (4.38)
where
t0 = −1
2
hˆ2(1) +
∫ 1
0
F2dt+ F
′′
1 (0) . (4.39)
and
lim
ω→0
Im(Gyz,yzR )/ω
s
=
1
4pi
+
t1 + t2 cos(4kx)
2piγ2
+O(γ−3) (4.40)
where
t1 = −1
2
hˆ2(1) +
∫ 1
0
F4dt+ F
′′
3 (0) t2 = −
1
4
∫ 1
0
F5c2ds . (4.41)
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4.5 Perturbative solution near ∆ = 0.
Using the perturbative expansion described in section 3.4 many of the correlation functions
described in this section may be computed explicitly. Indeed let us consider a compactified
x direction and fixed chemical potential so that (3.18) describes the helical phase close to
the phase transition (denoted by the red dot in figure 1). Inserting (3.14) and (3.15) into
the expressions for si, ti and ui, (equations (4.17), (4.41), (4.26) and (4.34)) we find that
s0 = 2(1 +
√
2)2∆2 +O(∆3)
s1 =
(
6− 25
3
√
2
+
√
2 ln(64)− ln(256
√
2)
)
∆ +O(∆2)
t0 =
1
900
(
−427− 225
√
2 + 210 log(2)
)
∆2 +O(∆3) ∼ −0.66∆2
t1 =
1
8
(
3 + 2
√
2
)
∆2 +O(∆3) ∼ 0.72∆2
u1 =
1
2
(1 +
√
2)2∆2 +O(∆3)
u3 =
1
pi
(1 +
√
2)2∆2 +O(∆3)
u4 =
1
48pi
∆ +O(∆3) .
(4.42)
The remaining terms s2, u0, u2, u5, t2 can only be computed numerically. It is relatively
straightforward to obtain a numerical solution for hi defined in (4.24) and then to evaluate
u0 using (4.26). We find
u0 ∼ 0.14∆ +O(∆2) . (4.43)
In order to compute s2, u2, u4 and u5 we solve the equations for the βi’s defined in
(4.15) and (A.19) perturbatively in ∆. Let
βi =
∑
n=0
β
(n)
i ∆
n . (4.44)
Inserting (4.44) into (4.15) and (A.19) we find that the equations for the β
(n)
i ’s decouple
and becomes a set of inhomogenous linear equations whose detailed form can be found in
appendix B. Inserting the numerical values of the βi’s into (4.17) and (4.34) we find
s2 ∼ −10−2∆2 +O(∆3)
u2 ∼ 0.07∆2 +O(∆3)
u5 ∼ 4× 10−4∆3 +O(∆4) .
(4.45)
Evaluating c2 numerically and using (4.41), we find
t2 ∼ 4.4× 10−5∆4 +O(∆5) . (4.46)
5 Discussion
In this work we have computed various low frequency correlation functions in a thermally
equilibrated but non isotropic spatially modulated background. These correlators should
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respect the E(2)×Z2 symmetry of the background. In particular, if we denote the genera-
tors of the E(2) symmetry by ∂y, ∂z and ξ = ∂x− k (z∂y − y∂z) then all correlators should
have vanishing Lie derivative with respect to these three generators.
Consider the conductivity tensor σij . Requiring that σ is invariant under infinitesimal
translations in the y, z and ξ directions and also under x→ −x and z → −z implies that
σ =
 σ0 σ1 sin(kx) σ1 cos(kx)σ2 sin(kx) σ3 − σ4 cos(2kx) σ4 sin(2kx)
σ2 cos(kx) σ4 sin(2kx) σ3 + σ4 cos(2kx)
 . (5.1)
where the σi can also be functions of k. In terms of the helical one forms ωy and ωz defined
in (2.4) equation (5.1) takes the form
σ = σ0 dx⊗ dx+ σ1 dx⊗ dωz + σ2 ωz ⊗ dx+ (σ3 − σ4)ωy ⊗ ωy + (σ3 + σ4)ωz ⊗ ωz . (5.2)
The general form of the conductivity matrix (5.1) agrees with our explicit computation
(1.3c) upon setting
σ1 = 0 (5.3)
and
σ0 = −N
2pi2T
V5γ
(
1
8
+ 2bˆ21(1)
)
σ2 = −N
2pi2T∆
V5γ
(
ipiT
ω
− 1
2bˆ1(1)2
(∫ 1
0
bˆ21
t(1 + t)
dt+ 16
∫ 1
0
bˆ41 − bˆ21(1)bˆ21
1− t2 dt
))
σ3 = −N
2pi2T
V5γ
(
1
8
+ 4bˆ21(1)
)
σ4 = −N
2pi2T
4V5γ
β′2(0) .
(5.4)
Setting ∆ = 0 we recover the isotropic conductivity matrix associated with a thermal
state in the probe limit (compare with, e.g., the results in section 4 of [14]). Once O(∆)
corrections are taken into account, the conductivity matrix acquires a non trivial spatially
modulated structure and, in addition, a divergent 1/ω contribution to σ2. Using standard
arguments (see, e.g., [53]) the latter pole can be associated with a delta function contribu-
tion to the DC conductivity due to translation invariance in the y and z directions.2
Requiring that the stress-stress two point function also respect the E(2)×Z2 symmetry
results in
Gxy,xyR = τ0 + τ1 cos(2kx)
Gyz,yzR = τ2 + τ3 cos(4kx) .
(5.5)
Comparing (5.5) with (1.3a) and (1.3b) and noting that the entropy of the helical config-
uration is not modulated we observe that
τ1 = 0 . (5.6)
2The careful reader will note that at order O(∆0) the helical phase is absent and translation symmetry
exists in all three spatial directions. The reason one does not notice a pole structure in σ0 and σ3 in the
∆ → 0 limit is that this pole has strength µ2 and is therefore not observable in the probe limit.
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The non vanishing of τ4 implies that the zero frequency limit of Im(G
yz,yz
R )/(ωs) is spatially
modulated. In addition the non zero O(∆) contributions to τ0 and τ2 modify the canonical
relation (1.1).
The vanishing of τ1 in (5.5) implies that G
xy,xy
R is not modulated. This may be con-
trasted with the modulation of the bulk metric component gxy in response to a boundary
metric perturbation in the xy direction. The reason that the modulation of gxy does not
contribute to the Gxy,xyR correlation function is that the perturbed, modulated, contribu-
tion to the bulk metric dies off too quickly near the boundary. A similar effect leads to the
vanishing of σ1 in (5.1).
As noted in the introduction, inhomogenous backgrounds will generically violate (1.1),
but one should also take into account that in such backgrounds the standard hydrodynam-
ical relation between shear viscosity and the stress-stress two point function is inaccurate.
In the hydrodynamic limit one considers long wavelength perturbations around an equili-
brated configuration. If the equilibrated configuration is isotropic then the tensor structure
of the response of the stress tensor to gradients in the fluid velocity is tightly constrained.
In a non isotropic background this tensor structure is not only less constrained but one
should also consider the response of the stress tensor to long wavelength perturbations of
the symmetry breaking vector (see, e.g., [39] for a recent explicit analysis). In the helical
configuration we are considering a long wavelength variation of, say, the temperature will,
according to figure 1, likely induce a spatial variation of k. Thus, in the hydrodynamical
description of the fluid the stress tensor may respond to variations of k. Such a response
may, or may not, affect the relation between stress-stress two point functions and shear
viscosity. In this work we have referred to the response of the stress tensor to a spatial
metric perturbation as a generalized “shear”.
We have also mentioned in the introduction that there are a handful of other instances
where the stress-stress two point function violates the bound (1.1) [35–38]. As is the
case in this work, most violations of (1.1) in the context of two-derivative gravity have
been exhibited in theories whose boundary dual is ill defined or unknown at best ([38]
being an exception). In the present context we point out that the consistent truncation of
type IIB supergravity backgrounds describing spinning D3 branes on the tip of a Calabi-
Yau cone will always yield an action of the form (1.2) with γ = 1/4
√
3 [54] (see also
[55]). More generally, any consistent truncation of 11 dimensional supergravity or type IIB
supergravity to AdS5 will also reduce to a Chern-Simons term with coefficient γ = 1/4
√
3
[56, 57]. Thus, the probe limit used in this work should be thought of as a toy model. It
would be interesting to carry out the current analysis in a setting whose gravity dual is
well defined, such as the Sakai-Sugimoto model [58–61], and then demonstrate a violation
of the bound (1.1) in a fully controlled string-theoretical setting.
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A Details regarding the computation of the correlation functions
A.1 Current-current correlators
The equations of motion for perturbations of the gauge field in response to an external
source are governed by (4.11). These equations can be solved in a perturbative expansion
in 1/γ and a matched asymptotic expansion between the near horizon region and a small
ω expansion. We denote
e−Y = (1− u2) (A.1)
so that Y →∞ is the horizon and Y = 0 is the boundary of space-time. Let us define the
near horizon region (region I) as the region where Y  1 and the small frequency region
(region II) as the region where Y  ωˆ−1. These regions have overlap as long as ωˆ  1.
See figure 2.
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Figure 2: A schematic diagram of the two asymptotic regions described in the text. The
coordinate Y ranges from 0 at the asymptotic boundary to ∞ at the horizon. Region I
is the near horizon region while region II is an expansion valid for values of Y which are
parametrically smaller than the frequency.
Near the horizon, Y → ∞, the equations of motion for the spatial components of α
take the form of a harmonic oscillator [62],
∂Y αt = O(e−Y )
∂2Y αx +
(
ωˆ
4
)2
αx +
qˆωˆ
16
αt = O(e−Y )
∂2Y α± +
(
ωˆ
4
)2
α± = O(e−Y ) .
(A.2)
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Imposing ingoing boundary conditions at the horizon we find the expansion
αIt =
α∞t ωˆ
qˆ
+O(e−Y ) αIx = α∞x e
iωˆ
4
Y−α∞t +O(e−Y ) αI± = α∞± e
iωˆ
4
Y +O(e−Y ) , (A.3)
which is a good approximation to αµ in region I. We emphasize that, at this point, the α
∞
µ
may be arbitrary functions of ωˆ and qˆ.
In region II we may solve the equations of motion perturbatively in ωˆ. Let us denote
αIIµ =
∑
n
α(n)µ (u)(iωˆ)
n . (A.4)
The equations of motion at order n take the form
u(1− u2)α(n)′′t −
1
4
α
(n)
t qˆ
2 − 2iu(1− u2)kˆ
(
bˆ1
(
α
(n)
+ − α(n)−
))′
− 2iu(1− u2)qˆbˆ′1
(
α
(n)
+ + α
(n)
−
)
= s
(n)
t (A.5a)
((1− u2)α(n)′± )′ −
(kˆ ± qˆ)(kˆ ± qˆ + 16uaˆ′1)
4u
α
(n)
± + 4ikˆ
(
bˆ1α
(n)
t
)′
= s
(n)
± (A.5b)(
(1− u2)α(n)′x
)′
=
s
(n)′
x
qˆ
(A.5c)
(1− u2)qˆα(n)′x = s(n)x (A.5d)
with boundary conditions such that
α
(0)
t (0) = 0 α
(0)
x (0) = exδ(q) α
(0)
± (0) = e±δ(q ± k) . (A.6)
and α
(n)
µ (0) = 0 for n > 1. Note that the second order equation for αx follows from the
first order one.
In the region 1  Y  ωˆ−1 both solutions should be approximately valid. Thus, we
expect that the small ωˆ expansion of the solution in region I will coincide with the large
Y expansion of region II,
lim
u→1
αIIµ = lim
ωˆ→0
αIµ . (A.7)
Equations (A.7) serve as the second set of boundary conditions on (A.5) and (A.2).
We will now solve (A.5) perturbatively in ω. At order ω0 we find that the sources sµ
vanish. Since the equation of motion for α± coincides with (2.14) when q = 0 we find
α
(0)
± = e±δ(q ± k) + δ(q)x0bˆ1 α(0)x = exδ(q) α(0)t = 0 . (A.8)
The overall coefficient x0 will be determined shortly.
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At linear order in ω we find that the solution to the equations of motion takes the form
α
(1)
± =δ(q)(x1 − 2e1 arctanh(u))bˆ1(u) + e±δ(k ± q)
(
1
2
arctanh(u) + 4ikˆ
∫ u
0
bˆ1β1 − bˆ1(1)β1(1)
1− t2 dt
)
+ e∓δ(k ∓ q)iωˆβ2
α(1)x =exδ(q)
1
2
(
arctanh(u)− 16
∫ u
0
bˆ21 − bˆ1(1)2
1− t2 dt
)
(A.9)
+ 2(e−δ(q − k) + e+δ(q + k))
(
bˆ1(1) arctanh(u) +
∫ u
0
bˆ21 − bˆ1(1)2
1− t2 dt
)
where βi satisfy (4.15) and
x0 = −4ex
has been determined from matching the order ω expansion in region II with the near horizon
expansion in region I. A similar analysis involving the O(ωˆ2) terms determines x1 leading
to (4.14) in the main text.
A.2 Stress-stress correlators
We will be interested in the response of the metric to perturbations in its gxy and gyz
components. For ease of reference we will treat each of these cases separately.
A.2.1 Perturbations in gxy
To compute the response of the metric to a metric perturbation in the xy direction we will
use the method of matched asymptotic expansions described in section A.1 . In the large
Y limit, the equation of motion for the linear response of the metric to a perturbation in
the xy direction, hxy, is coupled to that of a perturbation in the ty direction, hty. The
homogeneous version of these equations takes the form
∂2Y h
′′
xy +
( ω
4piT
)2
hxy = − ωq
(piT )2
hty +O(e−Y ) h′ty = O(e−Y ) (A.10)
with
piT = −f(1)g
′(1)
2r+
(A.11)
the Hawking temperature and also the temperature of the boundary field theory. The
asymptotic (large Y ) behavior of the ingoing modes is then
hty =
h∞tyω
q
+O(e−Y ) hxy = h∞xye
iω
4piT
Y − h∞ty +O(e−Y ) . (A.12)
To solve for the metric perturbations in region II, we first work in the probe limit
where
hµν = h
(0)
µν +
1
γ2
h(2)µν +O(γ−4). (A.13)
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As in the previous section we will denote a small frequency expansion of the perturbations,
valid in region II, via
h(0)µν =
∑
n
h(0,n)µν ωˆ
n h(2)µν =
∑
n,m
h(2,n)µν ωˆ
n . (A.14)
(Note that the modulated phase is observable only at order O(γ−1).) At order γ0 the
equations of motion for h
(0)
xy decouple from the rest of the equations and we get(
(u−1 − u)
(
uh(0,n)xy
)′)′
= σ(n)xy . (A.15)
Using σ
(0)
xy = σ
(1)
xy = 0 and matching the small frequency solution to the large Y solution
we find that
uh(0,0)xy = δ(q)h0 uh
(0,1)
xy = −
i
4
h0δ(q) ln(1− u2) . (A.16)
where we have imposed boundary conditions such that limu→0 uhxy(u) = δ(q)h0.
At order γ−1 the metric does not get corrected but the gauge field does get sourced by
the metric. Denoting the gauge field perturbations by αµ, i.e., A = adt+ ωyb+ γ
−1αµdxµ
we obtain, following an analysis identical to the one described in the previous section,
α
(0)
t = α
(0)
± = 0 α
(0)
x =
1
2
hˆ0bˆ1 (δ(q − k) + δ(q + k)) (A.17)
and
α
(1)
t = hˆ0 (δ(q + k)− δ(q − k))β3
α(1)x = −
1
8
(δ(q + k) + δ(q − k)) hˆ0
∫ u
0
ln(1− t2)bˆ′1(t)dt
α
(1)
± = hˆ0δ(q ∓ k)β4 + hˆ0δ(q ± k)
(
4ikˆ
∫ u
0
bˆ1(t)β3(t)− bˆ1(1)β3(1)
1− t2 dt−
∫ u
0
bˆ21(t)− bˆ21(1)
1− t2 dt
)
(A.18)
with β3 and β4 satisfying the differential equation
− u(1− u2)β′′3 +
1
4
(
1 + 32ubˆ21
)
kˆ2β3 + 2iu(1− u2)bˆ1kˆβ′4 + 4iu(1− u2)kˆbˆ′1β4
= −1
8
ibˆ1
(
1 + 16ubˆ21(1) + 16ubˆ
2
1
)
kˆ (A.19a)
((1−u2)β′4)′+kˆ
((
−u−1 + 16
∫ 1
0
bˆ21(t)dt− 16bˆ21
)
kˆ + 8µˆ
)
β4+4ikˆ
(
bˆ1β
′
3 − bˆ′1β3
)
= −
(
bˆ21
)′
.
(A.19b)
The boundary conditions we impose on the βi are that they vanish at the boundary, are
finite at the horizon and, in particular, that β3(1) = −ibˆ1(1)/2kˆ. The latter condition
follows from (A.7).
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At order γ−2 we find the set of equations(
1− u2))qˆ(uh(2,n)xy )′ = σ(n)xy((
u(1− u2))h(2,n)′xy )′ − (1 + u2)u h(2,n)xy =
(
σ
(n)
xy
u
)′
u
q(
uh
(2,n)′
ty
)′ − (1
u
+
qˆ2
4(1− u2)
)
h
(2,n)
ty = σ
(n)
ty .
(A.20)
where the source σ
(n)
xy depends on h
(2,m)
ty and h
(2,m)
xy with m < n.
At order ωˆ0 the solution to (A.20) is given by
h(2,0)xy = h0 (δ(q − 2k) + δ(q + 2k))
v2
u
h
(2,0)
ty = x0u , (A.21)
where x0 is yet to be determined. At the next order in ωˆ we find
h(2,1)xy = h0u
−1
(
δ(q)
(
F1 +
∫ u
0
s
∫ 1
s F2dt
1− s2 ds
)
− 1
4
(δ(q − 2k) + δ(q + 2k))
∫ u
0
ln(1− s2)v′2ds
)
(A.22)
solves the equation of motion with
F1 =
∫ u
0
s3/2hˆ2 − hˆ2(1)
1− s2 ds+
1
8
ln(1− u2) (2f2(1)− gˆ′2(1))+ hˆ2(1) ln(1 + u)
+
(1 + u) ln(1 + u)− u(1 + 2u)
12(1 + u)
µˆ2 − 1
3
kˆ
∫ 1
0
bˆ21ds
(∫ 1
0
bˆ21dskˆ + µˆ
)(
u(1 + 2u)
1 + u
− ln(1 + u)
)
+
(
Li2
(
1− u
2
)
+ Li2
(
−1− u
1 + u
)
+
u
1 + u
+
ln(2)2
2
+
1
2
(
ln
(
1 + u
4
)
− 2
)
ln(1 + u)
)
×
(
1
96
bˆ21(1)
(
1− 64
∫ 1
0
bˆ21ds+ 32bˆ
2
1(1)
)
kˆ2 − 1
3
bˆ21(1)kˆµˆ
)
(A.23)
and
F2 =
kˆ2
48
ubˆ21 − bˆ21(1)
1− u2 +
2kˆ2
3
u2bˆ41 − bˆ41(1)
1− u2 −
2kˆ
3
(
2
∫ 1
0
bˆ21dskˆ + µˆ
)
u2bˆ21 − bˆ21(1)
1− u2
+
1
12
u2(bˆ′1)
2 +
gˆ2 − (u− 1)gˆ′2(1)
(1− u2)2
(A.24)
and that x0 = 0.
A.2.2 Perturbations of gyz
The analysis of metric perturbations in the yz direction, hyz is similar to that of the xy
components described above. In the large Y limit, the homogenous version of the equation
of motion for hyz reads
∂2Y h
′′
yz +
( ω
piT
)2
hyz = O(e−Y ) (A.25)
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with T given in (A.11). Solving (A.25) we have
hyz = h
∞
yze
iω
piT
Y +O(e−Y ) . (A.26)
As before we work in the probe limit and use the notation in (A.13) and (A.14). The
equations of motion at order γ0 read(
(u−1 − u)
(
uh(0,n)yz
)′)′
= σ(n)yz . (A.27)
Using σ
(0)
yz = σ
(1)
yz = 0 and matching the small frequency solution to the large Y solution
we find that
uh(0,0)yz = δ(q)h1 uh
(0,1)
yz = −
i
4
h1δ(q) ln(1− u2) (A.28)
as in (A.16).
At order γ−1 the metric does not get corrected but the gauge field does get sourced by
the metric. Denoting the gauge field perturbations by αµ, i.e., A = adt+ ωyb+ γ
−1αµdxµ
we obtain, following an analysis identical to the one described in the previous section,
α
(0)
t = α
(0)
x = 0 α
(0)
± =
1
2
hˆ1bˆ1δ(q ± 2k) . (A.29)
and
α
(1)
t = hˆ1 (δ(q + 2k)− δ(q − 2k))β7(u)
α(1)x =
1
2
hˆ1 (δ(q − 2k) + δ(q + 2k))
(
arctanh(u)bˆ21(1) +
∫ u
0
bˆ21 − bˆ21(1)
1− s2 ds
)
α
(1)
± = hˆ1
(
δ(q ∓ 2k)β6(u) + δ(q ± 2k)
(
β5 − 1
8
bˆ1(1) ln(1− u2)
)) (A.30)
with β5, β6 and β7 satisfying((
1− u2) β˜′5)′ + kˆ((− 14u + 8
(
bˆ21 −
∫ 1
0
bˆ21(t)dt
))
kˆ − 4µˆ
)
β˜5
− 4ikˆ
(
bˆ1β
′
7 + 2β7bˆ
′
1
)
= −bˆ1 ln(1− u2)kˆ
(
2
(
bˆ21 −
∫ 1
0
bˆ21(t)dt
)
kˆ − µˆ
)
+
1
2
ubˆ′1 (A.31a)
((1− u2)β′6)′ +
(
−9kˆ
4u
+ 24kˆ2
(
−bˆ21 +
∫ 1
0
bˆ21(t)dt
)
+ 12kˆµˆ
)
β6 + 4ikˆ
(
bˆ1β
′
7 − 2bˆ′1β7
)
= 0
(A.31b)
β′′7 −
kˆ
u(1− u2)β7 − 6ikˆβ6bˆ
′
1 + 2ikˆ
(
bˆ1β˜
′
5 − β˜5bˆ′1
)
= 0
(A.31c)
with
β˜5 = β5 − 1
8
bˆ1(1) ln(1− u2) . (A.31d)
– 28 –
The boundary conditions we impose on the βi are that they vanish at the boundary, are
finite at the horizon and, in particular β7(1) = i
bˆ21(1)
2kˆ
. Note that a possible contribution to
α± proportional to δ(q)bˆ1 vanishes due to the matching conditions with the near horizon
region.
At order γ−2 we obtain the set of equations((
1
u
− u
)(
uh(2,n)yz
)′)′ − 4q2
u
h(2,n)yz = σ
(n)
yz . (A.32)
The solution to (A.32) for n = 0 and n = 1 is given by
h(2,0)yz = 0 (A.33)
and
h(2,1)yz =
ihˆ1
u
δ(q)
(
F3 +
∫ s
0
s
∫ 1
s F4(s)dt
1− s2 ds
)
− ihˆ1
8u
(δ(q − 4k) + δ(q + 4k))
(
c1
∫ 1
u
F5c2ds+ c2
∫ u
0
F5c1ds
) (A.34)
where
F3 = ln
(
1− u2)(−1
6
kˆµˆ
(∫ 1
0
bˆ21(t) dt+ bˆ
2
1(1)
)
+
1
8
(2f2(1)− gˆ′2(1))−
µˆ2
24
)
+ ln
(
1− u2)( 1
192
kˆ2
(
−64bˆ21(1)
∫ 1
0
bˆ21(t) dt− 32
(∫ 1
0
bˆ21(t) dt
)2
+ bˆ21(1)
(
32bˆ21(1)− 1 + log(4)
)))
− Li2
(
u− 1
u+ 1
)(
1
3
kˆµˆ
(
bˆ21(1)−
∫ 1
0
bˆ21(t) dt
)
− 1
3
kˆ2
(∫ 1
0
bˆ21(t) dt− bˆ21(1)
)
2 +
gˆ′2(1)
4
)
− kˆ
2
384
bˆ21(1)
(
256u
(
bˆ21(1)− 2
∫ 1
0
bˆ21(t) dt
)
+ ln2
(
1− u2))
− kˆ
2
3
tanh−1(u)
(
ln
(
1− u2)(∫ 1
0
bˆ21(t) dt
)
2 + 2 ln
(
2
u+ 1
)(∫ 1
0
bˆ21(t) dt− bˆ21(1)
)2)
− kˆ
2
3
tanh−1(u)
(
4bˆ21(1)
(∫ 1
0
bˆ21(t) dt
)
− 2bˆ1(1)4
)
− kˆ
2
6
((
ln2(1− u)− ln2(u+ 1))(∫ 1
0
bˆ21(t) dt
)2
− 1
3
tanh−1(u)2
(∫ 1
0
bˆ21(t) dt− bˆ21(1)
)2)
− 1
3
kˆµˆ
(
tanh−1(u)
((−2 ln(u+ 1) + tanh−1(u) + ln(4))(∫ 1
0
bˆ21(t) dt− bˆ21(1)
)
+ 2bˆ21(1)
)
− 2bˆ21(1)u
)
− 1
4
gˆ′2(1)
(
1
u+ 1
− tanh−1(u) (−2 ln(u+ 1) + tanh−1(u)− 1 + ln(4)))
+
1
48
µˆ2
(
−4Li2
(
1− u
2
)
+ ln2(u+ 1) + ln(1− u)
(
ln
(
− 16
u− 1
)
− 2 ln(u+ 1)
))
(A.35)
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and
F4 = ln
(
1− u2)(−1
8
(
u2 − 1) bˆ′1(u)2 + kˆ2bˆ1(u)232u − bˆ1(1)kˆ2bˆ1(u)32u
)
− (u2 − 1) bˆ′1(u)β′5(u)
+
u
(
u2 − 1) bˆ′1(u)(ubˆ′1(u) + 3bˆ1(1))− 2µˆ2 (u2 − 1)
12 (u2 − 1)
+
4kˆ2u2
(
bˆ1(u)
2 − bˆ1(1)2
)
3 (u2 − 1) +
2kˆµˆ
(
u2 − 1)
3− 3u2
∫ 1
0
bˆ1(t)
2 dt
+
2kˆ2
(
u2 − 1) (∫ 10 bˆ1(t)2 dt) 2
3− 3u2 +
kˆu
(
bˆ1(u)
2 − bˆ1(1)2
)(
32µˆu− kˆ
)
48 (u2 − 1)
+
2kˆ2u2
(
bˆ1(u)
4 − bˆ1(1)4
)
3(1− u2) +
kˆ2bˆ1(u)β5(u)
4u
+
−(u− 1)gˆ′2(1) + gˆ2(u)− gˆ2(1)
(u2 − 1)2
(A.36)
and ci and F5 are given in (4.36) and (4.37)
B Numerical evaluation of the remaining correlators
In section 4.5 we have evaluated the coefficients si, ui and ti defined in (4.17), (4.26), (4.34)
and (4.41) numerically omitting some details of the computation. In what follows we will
provide an extended description of this computation.
In order to compute s2, u2, u5 and t2 we need a handle on the functions βi defined
in (4.15), (A.19) and (A.31). To compute the βi’s in the small ∆ limit elaborated on in
sections 3.4 and 4.5 we define
βi =
∑
n=0
β
(n)
i ∆
n (B.1)
and solve the equations of motion for β
(n)
i order by order in ∆. Fortuntaely, all the equations
of motion decouple in the small ∆ limit and can be solved using Green functions.
Let us denote by ai(u;κ) the solutions to
a′′i −
aiκ
2
u(1− u2) = 0 (B.2)
where a1(0) = 0, a2(0) = 1, and a2(1) = 0 while a1 is finite and non zero at the horizon.
Similarly, let us denote by pi(u;κ) the solutions to
(
(1− u2)p′i
)′
+
(
8κµˆ0 − κ
2
u
)
pi = 0 (B.3)
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with p1(0) = 0 and p2(0) = 1, p2 finite at u = 1 while p1 diverges logarithmically at the
horizon. The Green function for the βi are given by pi and ai. We find
β1 =
(
ikˆ0a1(u; kˆ0/2)
∫ 1
u
bˆ1,1(s)a2(s; kˆ0/2)
1− s2 ds+ ikˆ0a2(u; kˆ0/2)
∫ u
0
bˆ1,1(s)a1(s; kˆ0/2)
1− s2 ds
+
4ibˆ1(1)
kˆ0
a1(u; kˆ0/2)
a1(1; kˆ0/2)
)
∆ +O(∆2)
β2 =4ikˆ0
(
p1(u; kˆ0)
∫ 1
u
p2(s; kˆ0)
(
bˆ1,1(s)β
′
1(s)− bˆ′1,1(s)β1(s)
)
ds
+ p2(u; kˆ0)
∫ u
0
p1(s; kˆ0)
(
bˆ1,1(s)β
′
1(s)− bˆ′1,1(s)β1(s)
)
ds
)
∆ +O(∆3)
β3 =
(
− ikˆ0
8
a1(u; kˆ0/2)
∫ 1
u
bˆ1,1(s)a2(s; kˆ0/2)
s(1− s2) ds−
ikˆ0
8
a2(u; kˆ0/2)
∫ u
0
bˆ1,1(s)a1(s; kˆ0/2)
s(1− s2) ds
− ibˆ1,1(1)
2kˆ0
a1(u; kˆ0/2)
a1(1; kˆ0/2)
)
∆ +O(∆2)
β4 =
(
p1(u; kˆ0)
∫ 1
u
p2(s; kˆ0)
(
4ikˆ0
(
bˆ1,1(s)β
′
1(s)− bˆ′1,1(s)β1(s)
)
− (bˆ21,1(s))′
)
ds
+ p2(u; kˆ0)
∫ u
0
p1(s; kˆ0)
(
4ikˆ0
(
bˆ1,1(s)β
′
1(s)− bˆ′1,1(s)β1(s)
)
− (bˆ21,1(s))′
))
∆ +O(∆3)
β5 =
(
1
8
(
bˆ1,1(1)− bˆ1,1(u)
)
ln(1− u2) + bˆ1,1(u)
32kˆ0µˆ0
)
∆ +O(∆3)
β6 =− 4ikˆ0
(
p2
(
u; 3kˆ0/2
)∫ u
0
p1
(
s; 3kˆ0/2
)
(2β7(s)bˆ
′
1,1(s)− β′7(s)bˆ1,1(s))ds
+ p1
(
u; 3kˆ0/2
)∫ 1
u
p2
(
s; 3kˆ0/2
)
(2β7(s)bˆ
′
1,1(s)− β′7(s)bˆ1,1(s))ds
)
∆ +O(∆4)
β7 =
(
1
2
ikˆ0
(
a2(u; kˆ0)
∫ u
0
sbˆ21,1(s)a1(s; kˆ0)
1− s2 ds+ a1(u; kˆ0)
∫ 1
u
sbˆ21,1(s)a2(s; kˆ0)
1− s2 ds
)
+
ibˆ21,1(1)a1(u; kˆ0)
2kˆ0a1(1; kˆ0)
)
∆2 +O(∆4) .
(B.4)
Note that β6 is of order ∆
3. By evaluating ai and pi numerically we obtain (4.45) and
(4.46).
C Heun polynomials
In section 2 we indicated that for special values of kˆ and µˆ, (2.16) possess polynomial
solutions called Heun polynomials. To find these solutions we start by solving (2.16) using
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a series expansion near u = 0
β = u
∞∑
n=0
dnu
n (C.1)
with d0 = 1. Inserting the series expansion into (2.16) yields the following recursion relation
for dn
4dn−1
(
−4kˆµˆ+ n2 + n
)
+ kˆ2dn − 4
(
n2 + 3n+ 2
)
dn+1 = 0. (C.2)
The general solution to (C.2) is given by
dn = d0
1
22nn! (n+ 1)!
kˆ4q(n) + q(n)−1∑
i=0
Ciq(n)kˆ
4i
 (C.3)
where n > 1 and
q(n) =
{
n
2 n even
n−1
2 n odd
(C.4)
and
Ciq(n) = 2
4(q(n)−i)
d˜(i,n)∑
m1=0
d˜(i,n)∑
m2=m1
...
...
d˜(i,n)∑
md˜=md˜−1
q(n)−i∏
p=1
(mp + (2p− 1)) (mp + 2p)
[
(mp + (2p− 1)) (mp + 2p)− 4kˆµˆ
]
(C.5)
with
d˜(i, n) =
{
2i n even
2i+ 1 n odd ,
(C.6)
as can be verified by direct insertion into (C.2) [63].
A polynomial solution of order l + 1 corresponds to a solution of (C.2) with dm = 0
for all m > l. Such a solution exists if and only if
dl
(
−4kˆµˆ+ (l + 1)2 + l + 1
)
= 0
kˆ2dl + 4dl−1
(
−4kˆµˆ+ l2 + l
)
= 0
(C.7)
or, equivalently,
kˆµˆ =
l2 + 3l + 2
4
µˆ2 =
(l + 1) (l + 2)2
128
dl
dl−1
.
(C.8)
Thus, to obtain a polynomial solution to (2.16) we solve (C.8) and (C.2). The first ten
Heun polynomials obtained using this method are given in table 1 and equations (C.9).
– 32 –
Heun polynomial kˆ kˆµˆ
u(1 +
√
2u) 27/4 32
u
(
1 +
√
14u+ 3u2
)
2× 23/4 4√7 3
u(1 + 7.04624u+ 13.5498u2 + 7.69195u3) 7.50799 5
P4(u) 9.52666 7.5
P5(u) 11.538 10.5
P6(u) 13.5457 14
P7(u) 15.5513 18
P8(u) 17.5555 22.5
P9(u) 19.5588 27.5
P10(u) 21.5614 33
Table 1: The ten lowest order Heun polynomials solutions for (2.16) obtained by solving
(C.8) and (C.2) and their appropriate values of kˆ and µˆ. The explicit form of some of the
longer polynomials appear in equation (C.9).
P4(u) =u(1 + 11.3446u+ 38.2337u
2 + 49.602u3 + 21.8614u4)
P5(u) =u(1 + 16.6408u+ 85.6386u
2 + 187.593u3 + 183.712u4 + 66.2392u5)
P6(u) =u(1 + 22.9358u+ 166.351u
2 + 540.333u3 + 873.328u4 + 686.967u5
+ 209.662u6)
P7(u) =u(1 + 30.2303u+ 292.956u
2 + 1309.76u3 + 3080.57u4 + 3938.17u5
+ 2588.58u6 + 685.03u7)
P8(u) =u(1 + 38.5243u+ 480.041u
2 + 2812.54u3 + 8962.95u4 + 16456.8u5
+ 17385.7u6 + 9814.6u7 + 2292.87u8)
P9(u) =u(1 + 47.8181u+ 744.19u
2 + 5516.54u3 + 22732.5u4 + 55918.8u5
+ 84030u6 + 75604.1u7 + 37401u8 + 7821.52u9)
P10(u) =u(1 + 58.1117u+ 1103.99u
2 + 10082.3u3 + 51966u4 + 163682u5
+ 326741u6 + 415064u7 + 325110u8 + 143128u9 + 27092.7u10)
(C.9)
A generic point on the critical curve displayed in the left panel of figure (1) is described
by a Heun function which may be represented by the infinite power series (C.1) which
converges at u = 1. Heun polynomials are special points where this power series terminated
at some finite order. The first few stable Heun polynomial solutions can also be seen in
figure 1.
The careful reader will note that for l > 3 there is more than one real kˆ and µˆ which
will solve the polynomial equation (C.8). For example,
β(u) = u(1 + 2.08578u− 1.54983u2 − 2.97219u3) (C.10)
with kˆ = 4.08488, kˆµˆ = 5 solves (2.16). In table 1 we have listed, for each value of l, the
solution to (C.8) with the highest value of kˆ2 corresponding to a Heun polynomial with
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no roots on the interval 0 < u < 1. Thus, the solution (C.10) has been removed since it
vanishes at u = 0.824.
The fact that there exist values of l for which (2.16) has more than one solution is not
surprising. Recall that for every value of kˆµˆ, equation (2.16) toghether with the boundary
conditions, β(0) = 0, β(1) = finite, may be considered as a Sturm—Liouville system with
eigenvalue λ ≡ −kˆ2. From Sturm—Liouville theory we are guaranteed that for each kˆµˆ
there is an infinite set of real eigenvalues λn such that λn →∞ as n→∞. Moreover, if we
order the eigenvalues from smallest to largest, λ0 < λ1 < ... then each λn corresponds to a
different eigenfunction that has exactly n zeros in the interval 0 < u < 1. In this language
table 1 lists only the smaller, λ0, eigenvalues and eigenfunctions. All the solutions for which
λi < 0 with i ≥ 1 will necessarily lie inside the critical curve described in the left panel of
figure 1 and are expected to be unstable due to their higher free energy (see e.g., [64]).
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