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Abstract—Optimal power flow (OPF) problem is a class of
large-scale and non-convex optimization problem. Various al-
gorithms are proposed to solve the challenging OPF problem.
Recent studies show that semidefinite programming (SDP) can
either provide an exact or near global optima for many existing
OPF problems. However, SDP-based approaches usually have the
complexity growing exponentially with respect to the network
size, which may not be suitable for large-scale OPF problem.
In this paper, we rewrite the OPF problem as a combination of
several non-convex subproblems. We then consider SDP convex
relaxation on the subproblems instead of the relaxation on
the centralized formulation commonly found in the literature.
The formulation leads to new conditions of exact SDP convex
relaxation that generalize some existing results. Based on the
distributed formulation, we also develop algorithms to find a
near global optimum for general OPF problems. A bound on
the difference between the near global solution and the optimum
is also established. An important feature of the proposed SDP
algorithms is that the complexity only grows approximately
linearly with respect to the network size. Numerical studies
further demonstrate that the computational time of the proposed
algorithms need noticeable shorter time than the existing SDP-
based OPF solvers.
Index Terms—Optimal power flow, semidefinite programming
convex relaxation, distributed optimization
I. INTRODUCTION
Electrical power grid is under a major change with high pen-
etration of renewable energy resources (RERs). The transition
increases the need of accurate and real-time OPF solutions.
However, the OPF problems are challenging to solve in general
because they are large-scale and non-convex optimization
problems. Various algorithms have been developed for the
OPF problem, including Newton-Raphson [1], interior point
methods [2], quadratic programming [3], nonlinear program-
ming [4], particle swarm optimization [5], [6], to name a few.
Many algorithms mentioned above only guaranteed a local
optimum due to the non-convexity of the OPF problem. Recent
works show that SDP can find a global optimal solution of
the OPF problem for many existing power networks [7], [8].
However, those algorithms are still limited to a certain class
of OPF problem and inevitably require load over-satisfaction
assumption for general cases. In addition, SDP is not very scal-
able to the network size. Our interest is to develop algorithms
that efficiently solves a general class of the OPF problem.
Conditions of exact SDP convex relaxation vary between
radial (tree) and mesh network topologies. Tree network
topology has a one-to-one correspondence between line power
flow and nodal power injection. The fact implies that in tree
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networks, the power flow equations (PFEs) of all buses com-
bine to be a bijective function of nodal apparent power and the
phasor voltage with a given reference angle. The non-convex
constraints of the OPF problem are easier to be characterized
with the property. The SDP convex relaxation on tree topology
is then more well-established. The work [9] shows that the
OPF problem can be solved by SDP if the objective function
is strictly increasing with respect to the voltage and the lower
bounds of the reactive power are sufficiently small. Second-
order cone programming (SOCP) convex relaxation is also
developed for tree networks with general cost functions [10],
while it requires existence of an infinite bus and other mild
assumptions on line power flows. Convex relaxations by SOCP
and SDP are equivalent for tree networks in the sense that they
have the same feasible region [11]. However, SDP relaxation
has a tighter feasible region compared to SOCP for mesh
networks [11].
Conditions of exact SDP convex relaxation for mesh net-
works are relatively less understood due to a more non-trivial
feasible region. Some test cases also verify that SDP may not
provide a feasible solution for mesh networks [12]. The SDP-
based approaches inevitably require load over-satisfaction as-
sumptions to yield a physical viable solution as found in [7],
[13]. Many works then instead focus on finding a near global
optimum [8], [14]. Those algorithms are shown successful in
many test cases. However, they still have some limitations
such as tuning on the reactive power cost functions [8], or
convergence issues [14]. In addition, those methods also have
not considered constraints on apparent power that are shown
in inverter-interfaced energy resources [15], [16].
In this paper, we develop conditions of exact SDP convex
relaxation and propose near global optimal algorithm for a
general class of the OPF problem. We start with the observa-
tion that every constraint of the OPF problem is only related to
the voltage of one bus and its neighboring buses. Such property
naturally leads to an equivalent form of the OPF problem,
which is written as a combination of several non-convex
subproblems. Each subproblem has the decision variable as the
voltage of one bus and its neighbors. Those subproblems are
correlated by equality constraints on the copies of the voltage
of connected buses. We propose to convexify the distributed
formulation of the OPF problem instead of the direct SDP
convex relaxation on the original OPF problem as found in
the literature. The novel convexification method leads to new
conditions of exact convex relaxation of general OPF problem
with constraints on the apparent power and involves quadratic
cost on the reactive power. Furthermore, algorithms of finding
a near global optimum are developed based on the distributed
formulation of the OPF problem.
We propose different algorithms for near global optima
ar
X
iv
:1
61
2.
04
50
8v
2 
 [m
ath
.O
C]
  2
1 M
ar 
20
17
based on the topology of the electrical networks. For tree
networks, a global optimum can always be found by SDP when
the cost function is strictly increasing and the lower bounds
of the reactive power constraints are sufficiently small [9].
We extend the results to find a near global optimum for
OPF problems with convex quadratic cost functions on the
active and reactive power. We make the extension by adding
small perturbations on the distributed formulation of the OPF
problem. For general mesh networks, we further manipulate
the perturbed OPF problem and develop an algorithm for a
near global optimum. Remarkably, we can show that the error
is bounded by the angle difference between the connected
buses, which is typically small. Although the derived near
global optimum may violate power constraints at some buses,
the bounded violation is considered acceptable due to the
predictive nature of those constraints.
The proposed algorithms have less complexity compared
to many existing SDP approaches. A common drawback of
SDP-based approach is that the number of variables grows
exponentially to the number of buses of the network. Our
distributed formulation avoids such complexity. More specif-
ically, the number of variables grows approximately linearly
with respect to the number of buses, where the linear constant
is given by the average degree of nodes (buses). Although the
the distributed formulation requires some additional equality
constraints between the subproblems, which can increase the
complexity, our simulation demonstrates that it converges in a
noticeable shorter time than an existing SDP solver. Our results
on the distributed formulation of the OPF problems also pro-
vide a solid foundation for distributed algorithm applications
to the OPF problems.
The rest of the paper is organized as follows. We formulate
the OPF problem in Section II. In Section III, we propose
a distributed formulation of the OPF problem and derive
conditions of exact SDP convex relaxation. We further develop
near global optimal algorithms in Section IV. The proposed
algorithms are validated in Section V. We conclude the paper
in Section VI.
Notation: Let R+ and S+ be the sets of non-negative
real number and positive semidefinite matrix, respectively. We
denote the cardinality of a set N as |N |. For a set of matrix
Wi, i ∈ I, let WI be the collection of matrices of Wi ∀i ∈ I.
Denote [N ] as a set of integer {1, 2, ..., N}. For a complex
number a ∈ C, let |a| and ∠a be the complex modulus and
angle, respectively. For a complex matrix A, let A∗ be the
conjugate transpose. Let Hn be the n-dimensional Hermitian
matrix. We write the trace of a matrix A as Tr{A}.
II. PROBLEM SETUP
Consider an electrical network with a set of buses, genera-
tion, and load buses given as N , NG and NL. We distinguish
the nodes with inverter-interfaced resources as NI ⊆ NG. Let
Vi = Eie
jθ ∈ C be the phasor voltage of node i, where
Ei > 0 and θi ∈ [0, 2pi) are the voltage magnitude and angle,
respectively. We write the collection of the phasor voltage as
V ∈ CN , where N = |N |. The PFEs define algebraic relations
between active power/reactive power with V [17]
Pk = Tr{YkV V ∗}+ PDk , Qk = Tr{Y¯kV V ∗}+QDk ,
where PDk , QDk ∈ R are the active and reactive power
demands at bus k, and Yk, Y¯k ∈ HN are derived from
the admittance matrix Y, see [17] for details. The following
constraints are typically imposed in the OPF problems
V 2k ≤ |Vk|2 ≤ V¯ 2k , ∀k ∈ N (1a)
P k ≤ Pk ≤ P¯k, Qk ≤ Qk ≤ Q¯k, ∀k ∈ N (1b)
P 2k +Q
2
k ≤ S¯2k,∀k ∈ NI (1c)
|Vi − Vk|2 ≤ V¯ik,∀{i, k} ∈ E , (1d)
where V¯ik is the bound of the voltage difference between
connected buses, S¯k is the apparent power bound for inverter
bus, V k and V¯k are the lower and upper bounds of the volt-
age magnitude respectively. All P k, Qk, P¯k, Q¯k are defined
similarly. Note that for k ∈ NI , we impose constraints (1b)
along with the apparent power constraints (1c) to account
the constraints of the power factor of the inverters in some
applications [16]. Equation (1d) is one of the equivalent forms
to write line capacity limits, see [13] for the equivalent forms.
We consider the following objective functions for the OPF
problem ∑
k∈NG
(
ck2P
2
k + ck1Pk + dk2Q
2
k + dk1Qk
)
(2)
+
∑
{i,k}∈E
w0,ik
(
P lossik +Q
loss
ik
)
,
where w0,ik ∈ R+ is the weighting factor of the line power
losses, ck2, dk2 > 0, and ck1, dk1 ∈ R. The resistive power
dissipation P lossik and reactive power stored in the inductance
Qlossik of every edge {i, k} ∈ E ⊆ N ×N are given as
P lossik + jQ
loss
ik := Yik
(|Vi|2 + |Vk|2− ViV ∗k − VkV ∗i ).
Define the decision variable as W = V V ∗. We formulate the
OPF problem as follows:
(P1) min
a,b,W
∑
k∈NG
(ak + bk) +
∑
{i,k}∈E
wikTr{MikW},
subject to[
ck1(Tr{YkW}+ PDk)− ak ?√
ck2(Tr{YkW}+ PDk) −1
]
 0, ∀k ∈ NG, (3a)[
dk1(Tr{Y¯kW}+QDk)− bk ?√
dk2(Tr{Y¯kW}+QDk) −1
]
 0, (3b) −S¯2k ? ?Tr{YkW}+ PDk −1 ?
Tr{Y¯kW}+QDk 0 −1
  0, ∀k ∈ NI (3c)
P k ≤ Tr{YkW}+ PDk ≤ P¯k, ∀k ∈ N (3d)
Q
k
≤ Tr{Y¯kW}+QDk ≤ Q¯k, (3e)
V 2k ≤ Tr{MkW} ≤ V¯ 2k , (3f)
Tr{MikW} ≤ V¯ik, ∀{i, k} ∈ E , (3g)
W  0 rank(W ) = 1, (3h)
where ? denotes the complex conjugate of the off-diagonal
elements of the Hermitian matrices, wik = w0,ik(Re{Yik} +
Im{Yik}), Mk and Mik are defined such that Tr{MkW} =
|Vk|2 and Tr{MikW} = |Vi−Vk|2. We leverage the quadratic
cost (2) in the constraints (3a) and (3b) by Schur complement
and introducing a and b. The quadratic dependency of con-
straint (1c) is also transformed to constraint (3c) in a similar
way. The combined constraints W  0 and rank(W ) = 1
correspond to writing the voltage as a matrix variable.
Remark 1. (Reactive power cost). We post quadratic cost on
both active and reactive power in (P1), which is a generaliza-
tion over many existing works with only active power costs.
Adding the reactive power cost accounts the value of inductive
and capacitive reactive power supports from inverters. The
reactive power cost can become more important as there are
more inverter-interfaced DERs integrated in the electricity
grid.
III. DISTRIBUTED OPTIMIZATION APPROACH
Solving (P1) is NP-hard in general [18]. In this section,
we will first develop an equivalent distributed optimization
problem of (P1). We then convexify the distributed formulation
by dropping the rank constraints and derive conditions of exact
convex relaxation.
A. Distributed Optimization Formulation
All the constraints in (P1) either relate to power injections at
one bus or voltage difference of connected buses. In addition,
the power injection at one bus only related to the voltage of
the connected buses due to the nature of PFEs. Let Vˆk be a
collection of voltage of node k and the nodes connected to
k. Constraints (3a)-(3g) can be rewritten by replacing W with
Wk := VˆkVˆ
∗
k[
ck1(Tr{Yk,rWk}+ PDk)− ak ?√
ck2(Tr{Yk,rWk}+ PDk) −1
]
 0, ∀k ∈ NG (4a)[
dk1(Tr{Y¯k,rWk}+QDk)− bk ?√
dk2(Tr{Y¯k,rWk}+QDk) −1
]
 0, (4b) −S¯2k ? ?Tr{Yk,rWk}+ PDk −1 ?
Tr{Y¯k,rWk}+QDk 0 −1
  0, ∀k ∈ NI (4c)
P k ≤ Tr{Yk,rWk}+ PDk ≤ P¯k, ∀k ∈ N , (4d)
Q
k
≤ Tr{Y¯k,rWk}+QDk ≤ Q¯k, (4e)
V 2k ≤ Tr{Mk,rWk} ≤ V¯ 2k , (4f)
Tr{Mik,rWk} ≤ V¯ik, ∀{i, k} ∈ E , (4g)
where Mk,r is a principal submatrix of Mk by dropping the
rows and columns associated with buses N \ Nk, Nk :=
{i|{i, k} ∈ E} ∪ {k}, Mik,r, Yk,r, Y¯k,r are defined similarly.
Instead of solving the (P1), we view WN as the new deci-
sion variable and consider the following distributed convex
optimization problem
(P2) min
a,b,WN
∑
k∈NG
(ak + bk) +
∑
{i,k}∈E
wikTr{MikWk},
subject to
Eq. (4) holds, Wk  0, ∀k ∈ N
Wk(kˆ, kˆ) = Wi(kˆ, kˆ), ∀{i, k} ∈ E ,
Wk (ˆi, kˆ) = Wi(ˆi, kˆ),
where kˆ denotes the row (or column) of Wi associated with
bus k. We rewrite the equality constraints of Wi and Wk,
{i, k} ∈ E , in the following matrix form for convenience
Tr{B1,kiWk} = Tr{B2,ikWi}, (5)
Tr{Bl,kiWk} = Tr{Bl,kiWi}, l = 3, 4,
where
B1,ki(l,m) =
{
1, if l = m = kˆ,
0, otherwise
B2,ik(l,m) =
{
1, if l = m = kˆ,
0, otherwise
B3,ki(l,m) =
{
1, if (l,m) = (kˆ, iˆ) or (l,m) = (ˆi, kˆ),
0, otherwise
B4,ki(l,m) =
 −j, if (l,m) = (kˆ, iˆ),j, if (l,m) = (ˆi, kˆ),
0, otherwise
Notice that (P2) can be viewed as the coupled optimization
of N subproblems. Each subproblem k ∈ N is a relaxed
OPF associated with a star network centered at node k.
The subproblems are called “relaxed” because no voltage nor
power injection constraints are imposed on all the leaf nodes
other than the equality constraints that relate the neighboring
subproblems. With the equality constraints (5), the optimal
solution of (P1) can be reconstructed if rank(W optk ) = 1 for
all k ∈ N .
Proposition 1. (Derivation of the optimum of (P1) from
(P2)). If the optimal solution of (P2) has rank(W optk ) = 1,
∀k ∈ N , then there exists θr,k ∈ [0, 2pi), ∀k ∈ N , such that
the voltage V opt ∈ CN with its k element given by
V opt(k) = expjθr,k Vˆ optk (kˆ)
has Vˆ optk (Vˆ
opt
k )
∗ = W optk as the optimum of (P1).
We interpret the selection of θr,k as finding a reference
angle. Once the reference angle is chosen, we can straight-
forwardly find every θr,k and Proposition 1 follows.
B. Exact Convex Relaxation
Optimization (P2) is a convex relaxation over the distributed
formulation of OPF problem (P1). We will develop conditions
of exact convex relaxation of (P2) in this section. A common
assumption on the OPF problem is the strict feasibility. We
will adopt the assumption in the rest of the paper. Under the
assumption, Slater’s condition holds for (P2) and the strong
duality follows for the convex optimization (P2). The strong
duality can lead to a low rank solution of Wk for (P2). We first
define the Lagrange multipliers associated with constraint (4-
5) in the following
Eq. (4a) : Rpk ∈ S2+,∀k ∈ NG, Eq. (4d) : λ¯ and λ ∈ RN+ ,
Eq. (4b) : Rqk ∈ S2+,∀k ∈ NG, Eq. (4e) : γ¯ and γ ∈ RN+ ,
Eq. (4c) : Rrk ∈ S3+,∀k ∈ NI , Eq. (4f) : µ¯ and µ ∈ RN+ ,
Eq. (5) : h1,ik, h2,ik, h3,ik, h4,ik ∈ R,∀{i, k} ∈ E ,
Eq. (4g) : ζ¯ ∈ R|E|+ .
For simplicity, we define y = [λ¯, λ, γ¯, γ, µ¯, µ, ζ¯] , h =
[h1,ik, h2,ik, h3,ik, h4,ik]{i,k}∈E , and R = {RpNG , R
q
NG , R
r
NI}.
Notice that the subscript of the elements of h is directional:
hl,ik = −hl,ki. We write the dual problem of (P2) as follows
(DP2) max
y≥0,h,R
(
min
WN0
L(y, h,R,WN )
)
,
where
Rpk =
[
1 ?
rpk,12 r
p
k,22
]
 0, Rqk =
[
1 ?
rqk,12 r
q
k,22
]
 0,
Rrk =
 1 ? ?rrk,12 rrk,22 ?
rrk,13 r
r
k,23 r
r
k,33
  0
L(·) =
∑
k∈N
(
λk(P k − PDk) + λ¯k(−P¯k + PDk)
+ γ
k
(Q
k
−QDk) + γ¯k(−Q¯k +QDk) + µkV
2
k
− µ¯kV¯ 2k + Tr{Ak(·)Wk}
)
−
∑
{i,k}∈E
ζ¯ikV¯ik
+
∑
k∈NG
(
(2rpk,12
√
ck2 + ck1)PDk − rpk,22
+ (2rqk,12
√
dk2 + dk1)QDk − rqk,22
)
+
∑
k∈NI
(
2rrk,12PDk + 2r
r
k,13QDk − rrk,22 − rrk,33
)
,
Ak(·) =
∑
{i,k}∈E
( ∑
m=[4]
hm,kiBm,ki + (ζ¯ik + wik)Mik,r
)
+ (µ¯k − µk)Mk,r + λˆkYk,r + γˆkY¯k,r
λˆk=

λ¯k − λk + ck1 + 2rpk,12
√
ck2, k∈NG\NI
λ¯k − λk + 2rrk,13 +ck1 +2rpk,12
√
ck2, k ∈ NI
λ¯k − λk, otherwise
γˆk =

γ¯k − γk + dk1 + 2r
q
k,12
√
dk2, k∈NG\NI
γ¯k − γk + 2rrk,13 +dk1 +2r
q
k,12
√
dk2, k ∈ NI
γ¯k − γk, otherwise
The optimal solution should satisfy Ak(·)  0 for all k ∈ N .
Otherwise,
max
y≥0,h,R0
(
min
WN0
L(·)
)
≤ min
WN0
(
max
y≥0,h,R0
L(·)
)
= −∞,
which contradicts the fact that the optimal solution of (P2) is
always bounded from below (recall the strong duality). Since
Ak(·)  0, the optimal W optk satisfies Tr{Aoptk W optk } = 0 for
all k ∈ N . The optimization (DP2) is then compactly rewritten
as
(DP2) max
y≥0,h,R
L0(y, h,R), (6)
subject to
Ak(y, h,R)  0, ∀k ∈ N ,
Rpk  0, Rqk  0, ∀k ∈ NG \ NI ,
Rrk  0, ∀k ∈ NI ,
where L0(·) is reduced from L(·) by dropping Tr{AkWk}.
Let Aoptk denotes Ak(y
opt, hopt, Ropt) for convenience. We
have rank(W optk ) = 1 if rank(A
opt
k ) = Nk − 1 because
Tr{Aoptk W optk } = 0. We state the conditions of rank(Aoptk ) ≥
Nk − 1 for rank(W optk ) ≤ 1 in Proposition 2.
Proposition 2. (Conditions of rank(Aoptk ) = Nk − 1). If the
ith diagonal element of Aoptk : A
opt
k,ii > 0 for all i ∈ [Nk]\{kˆ},
then rank(Aoptk ) = Nk − 1 and rank(W optk ) = 1.
Proof. Ak is a linear combination of Mik,r, Yk,r, Y¯k,r, Mk,r,
and Bm,ik,r,m ∈ [4]. The non-zero elements of those sparse
matrices coincide, resulting in the possible non-zero entries
of Ak shown in Eq. (7), where kˆ := 1. In the rest of this
paper, we will have kˆ = 1 for Wk or Ak without loss of
generality. If Aoptk,ii > 0 for all i = 2, ..., Nk, then every column
vector, except the column vectors associated with kˆ, are
independent of each other. Accordingly, rank(Aoptk ) ≥ Nk−1.
If rank(Aoptk ) = Nk, then Wk = 0, which contradicts with
the voltage magnitude constraints Tr{Mk,rWk} ≥ V 2 > 0.
Therefore, rank(Aoptk ) can only be Nk−1 and rank(Wk) = 1.
Ak =

Ak,11 Ak,12 · · · Ak,1Nk
Ak,21 Ak,22 0 0
... 0
. . .
...
Ak,Nk1 0 . . . Ak,NkNk
 (7)
There are no necessary and sufficient conditions to ensure a
matrix being positive semidefinite in general. However, since
the underlying graph of Ak is a star graph, we can derive
useful necessary and sufficient conditions for Ak  0 as
follows
Proposition 3. (Necessary and sufficient conditions for
Ak  0). A matrix associated with a star network, or Ak
shown in Eq. (7), is positive semidefinite if and only if the
following conditions hold
1) Ak,ii ≥ 0 for all i ∈ [Nk],
2) Ak,ij = 0 if Ak,jj = 0 for j > 1,
3) Ak,11 ≥
∑
{j 6=1|Ak,jj>0}
|Ak,ij |2
Ak,jj
.
Proof. Define A¯k as a principal submatrix of Ak where the
rows and columns with Ak,jj = 0 are dropped. Let c be
the cardinality of the set {j 6= 1|Ak,jj > 0}. By using
the Schur complement for c times, we have A¯k  0 if and
only if Ak,11 ≥
∑
{j 6=1|Ak,jj>0}
|Ak,ij |2
Ak,jj
, which completes the
proof.
We introduce our first main result in Theorem 1
Theorem 1. (Conditions of exact convex relaxation). If
(DP2) is strictly feasible and the following conditions hold
a) Load over-satisfaction: P k = Qk = −∞, ∀k ∈ N ,
b) Generation cost for k ∈ NG \ NI :
2ck2Pk + ck1 ≥ 0, for all Pk ∈ [P k, P¯k],
2dk2Qk + dk1 ≥ 0, for all Qk ∈ [Qk, Q¯k],
c) Generation cost for k ∈ NI :
2(ck2 + pk1)Pk + ck1 ≥ 0,∀pk1,∈ [0, 1],
2(dk2 + qk1)Qk + dk1 ≥ 0,∀qk1 ∈ [0, 1],
∀Pk, Qk s.t. Eq. (4c)-(4e) hold,
d) All {i, k} ∈ E have passive resistance and inductive
reactance.
then the optimal solution of (P2) has rank(W optk ) = 1,∀k ∈
N , and there exists θr ∈ [0, 2pi)N such that V opt ∈ Cn with
V opt(k) := expjθr,k Vˆ optk (kˆ) is the optimal solution of (P1).
Proof. Due to Proposition 2 and the fact that ζ¯ik+wik ≥ 0, it
is sufficient to show that the diagonal elements of Aˆoptk , Aˆ
opt
k,ii,
has Aˆoptk,ii > 0 for i = 2, ..., Nk in (P2), where
Aˆoptk =
∑
{i,k}∈E,
m∈[4]
(
hoptm,kiBm,ki
)
+λˆoptk Yk,r+ γˆ
opt
k Y¯k,r+ (µ¯k−µk)Mk,r.
We will first show that λˆoptk ≥ 0 and γˆoptk ≥ 0 for all k ∈ N .
By the complementary slackness condition, Rp,optk satisfies
Tr{Rp,optk
[
ck1P
opt
k − aoptk ?√
ck2P
opt
k −1
]
} = 0, (8)
where P optk = Tr{Yk,rW optk }+PDk . By Proposition 3 and the
minimization of L0 of (DP2), rp,optk,22 = (r
p,opt
k,12 )
2 for Rp,optk .
Equation (8) becomes to
2rp,optk,12
√
ck2P
opt
k = (r
p,opt
k,12 )
2− ck1P optk + aoptk ,
where aoptk should equal to ck2(P
opt
k )
2+ ck1P
opt
k for optimiz-
ing (P2). Hence, rp,optk,12 =
√
ck2P
opt
k and ck1 + 2r
p,opt
k,12
√
ck2 ≥
0 due to condition (b). Similar argument applies to Rq,optk and
we have dk1 + 2r
q,opt
k,12
√
dk2 ≥ 0. Using the conditions (a), we
have λˆoptk ≥ 0 and µˆoptk ≥ 0 for all k ∈ N \NI . For k ∈ NI ,
we need to show
2rr,optk,13 + ck1 + 2
√
ck2r
p,opt
k,12 ≥ 0,
2rr,optk,13 + dk1 + 2
√
dk2r
q,opt
k,12 ≥ 0.
The complementary slackness condition suggests that
Tr{Rrk
−S¯2k ? ?P optk −1 ?
Qoptk 0 −1
} = 0.
If (P optk )
2 + (Qoptk )
2 = S¯2k , one can show that r
r,opt
k,12 =
P optk , r
r,opt
k,13 = Q
opt
k by Proposition 3 and the complementary
slackness condition above. If (P optk )
2 + (Qoptk )
2 < S¯2k , we
can show |rr,optk,12 | < P optk and |rr,optk,13 | < Qoptk . In addition,
rr,optk,12 P
opt
k ≥ 0 and rr,optk,13 Qoptk ≥ 0. By conditions (a) and (c),
λˆoptk ≥ 0 and µˆoptk ≥ 0 for k ∈ NI follow.
Inspired by the condition λˆoptk ≥ 0 and µˆoptk ≥ 0 for all
k ∈ N , we define a perturbed dual problem, (δDP2), of (DP2)
by changing the constraints on λˆk and µˆk to λˆk ≥ δ > 0 and
µˆk ≥ δ > 0 for all k. By the strict feasibility of (DP2),
(δDP2) is strictly feasible with sufficient small δ, so the
KKT conditions are the necessary and sufficient conditions for
(δDP2). Let Aˆδk, λˆδk, µˆδk be the optimum associated to (δDP2).
We analyze the rank of Aˆδk in the following
• Case 1: When hδ3,ki = 0 for all edges in the network,
the real part of Aˆδk,1i is determined by the real parts of
λˆδkYk,r,1i + µˆ
δ
kY¯k,r,1i
1. At least one of Yk,r,1i and Y¯k,r,1i
have a negative real part because of condition (d) and the
fact of connected network. As a result, Re(Aˆδk,1i) < 0.
We then have Aˆδk,ii > 0 for all i so that Aˆ
δ
k  0. We then
conclude rank(Aˆδk) = Nk − 1 by Proposition 2.
• Case 2: When there exists an edge {k, i} ∈ E such
that hδ3,ki 6= 0, Aˆδk,1i might equal to zero because
hδ3,ki > 0 can cancel out the negative terms intro-
duced from Re(λˆδkYk,r,1i + µˆ
δ
kY¯k,r,1i). However, because
hδ3,ki = −hδ3,ik, the neighboring node i has Aˆδi with
Re(Aˆδi,1k) < 0. We have rank(Aˆ
δ
i ) = Ni − 1 by the
same arguments as Case 1. The rank of W δi remains
as one. Since the primal feasibility condition shown in
Eq. (5) remains unchanged for (δDP2), we can show that
rank(W δk ) = 1 with rank(W
δ
i ) = 1.
• Case 3: Multiple edges with hδ3,ki 6= 0. We extend the
arguments in Case 1 and 2 to Case 3 in Appendix A.
As argued above, the perturbed optimization (δDP2) has
rank(W δk ) = 1 for all k.
Consider a bounded sequence of the primal-dual optimal
solution of (δDP2), (yδ, hδ, Rδ, W δN , aδ, bδ) with δ → 0 ,
there is a converging subsequence where rank(W δk ) less than
or equal to one. Since the set of positive semi-definite matrices
with rank less than or equal to one is closed, the limit point of
the converging sequence should also have the rank(W δk ) = 1,
so rank(W optk ) = 1 for all k ∈ N . We complete the proof by
Proposition 1.
Theorem 1 contains Theorem 3 in [7] as a special case.
Theorem 1 also draws interesting relations with the obser-
vations found in [8], [13], where NI = ∅ and only active
power cost functions are considered. The authors found that
by adding a linear reactive power cost (dk1 > 0), SDP is
more likely to have a small rank solution. The linear cost
on the reactive power is in fact a special case of condition
(b) in Theorem 1. In [8], [13], it is also observed that
with sufficient large dk1, SDP leads to a rank one optimal
solution even without load over-satisfaction condition. The
observation implies certain correlation between dk1 and load
over-satisfaction. Such correlation can be understood in the
proof of Theorem 1 to some extent. As γˆk increases by
1We do not consider the other terms because
∑
m∈[2]
(
hδm,kiBm,ki
)
+
(µ¯k−µk)Mk,r has zero off-diagonal elements, and hδ4,kiB4,ki only intro-
duces imaginary values.
choosing dk1 more positive for k ∈ NG, both λˆi and γˆi
are prone to increase for all i ∈ NL because the network is
connected. Increasing dk1 for k ∈ NG has a similar effect as
load over-satisfaction, which makes sure λˆi ≥ 0 and γˆi ≥ 0.
IV. NEAR GLOBAL OPTIMAL SOLUTION
Recognizing that Theorem 1 requires load over-satisfaction
and certain conditions on the cost function, we seek alternative
approaches when those conditions do not hold. Various works
have demonstrated that SDP can provide a lower bound that
is close to the global optimal value [14]. Slight modifications
on the SDP approach may lead to a tight near global optimal
solution. Notice that if the first condition in Proposition 3 is
replaced by strict inequalities, then rank(Ak) ≥ Nk − 1 and
the associated optimal Wk has rank one. We therefore consider
the perturbed optimization
(DP2) max
y≥0,h,R
L0(y, h,R),
subject to
Ak(y, h,R)  0, ∀k ∈ N ,
Ak,ii(y, h,R) ≥ , ∀i ∈ [Nk],
Rpk  0, Rqk  0, ∀k ∈ NG \ NI ,
Rrk  0, ∀k ∈ NI .
Clearly, the optimum of (DP2) is no larger than the one
of (DP2) due to a smaller feasible region. To show how
the solution of (DP2) relates to (P2), we consider the dual
problem of (DP2). The Lagrange multipliers associated with
constraint Ak,ii(y, h,R) ≥  is given as δki. Note that in this
notation, δki is distinguished from δik as they are introduced
by Ak,ii(y, h,R) ≥  and Ai,kk(y, h,R) ≥ , respectively. Let
δ ∈ R2|E|+ collects all δik. The dual problem of (DP2) is given
as
(DDP2) min
a,b,WN ,
δ≥0
∑
k∈NG
(ak + bk) +
∑
{i,k}∈E
(wikTr{MikWk}−δik),
subject to
Eq. (4a-4f) hold, Wk  0, ∀k ∈ N ,
Tr{Mik,rWk}+ δik ≤ V¯ik, ∀{i, k} ∈ E ,
Tr{B1,kiWk} = Tr{B2,ikWi}+ δik,
Tr{Bl,kiWk} = Tr{Bl,kiWi}, l = 3, 4.
The duality gap between (DDP2) and (DP2) is zero if
(DP2) is strictly feasible and  is sufficiently small. Notice
that the solution of (DDP2) may not satisfy constraint (5),
keeping one from reconstructing a global optimum of (P1).
The optimal solutions of (DDP2) and (P2) may not be
feasible for (P1) for different reasons. The former is because
constraint (5) may not hold, and the later one is due to the high
rank solution. We can understand those different reasons as the
higher rank dependency of (P2) is leveraged to the relaxation
on constraint (5) in (DDP2).
A. Near Global Optimal Algorithm for radial Networks
We propose a way to retrieve a optimum of (P1) if the
network topology is radial and NI = ∅. Define a new
optimization problem as follow
(RDP2) min
W0
Tr{AW}, s.t. Eq. (3a-3g) hold,
where Ail =
∑
k∈N A

k,ˆilˆ
, and Ak is from the solution of
(DP2). The inspiration of defining (RDP2) is from the fact
that the optimal solution pair of (DP2) and (DDP2) has
Tr{AiW i } = 0 for all i ∈ N . Considering that W i , ∀i ∈
N , is not necessary feasible to (P1) but close to its global
optimum, (RDP2) can help us to find a feasible solution of
(P1) near W i , ∀i ∈ N . The rank of A is either N or N − 1
as shown in the following
(i) ∃{i, k} ∈ E s. t. δik > 0 in (DDP2): rank(A) = N and
A  0.
(ii) δik = 0 for all {i, k} ∈ E in (DDP2): rank(A) = N −1
and A  0.
Remark 2. (Rank of A in Case (i)) We briefly explain
why A  0 and rank(A) = N as follows. First, expend
Ak to a N dimensional Hermitian matrix by assigning zeros
on the new entries. We denote the expanded matrix as ANk .
In this notation, A =
∑
k∈N A

Nk
 0. We can show that
∩k∈N null(ANk) = ∅ if ∃{i, k} ∈ E s. t. δik > 0, see
Appendix B. The empty intersection of the null spaces implies
that all eigenvalues of A are strictly positive and rank(A) = N
follows.
Case (ii) corresponds to the situation that the constraint
Ak,ii(·) ≥ , i ∈ [Nk], of (DP2) is inactive. The solution
of (DP2) is the same as (DP2), so the optimum of (DP2)
has rank(Aoptk ) = Nk − 1 for all k. The optimal values of
(DP2) and (P1) are the same in this case. As a result, when
rank(A) = N − 1, the optimal value of (RDP2) is 0 and its
solution is also the optimum of (P1). We can then only focus
on the first case. When A  0, (RDP2) is the minimization
of a strictly increasing function. In such case, the optimal
solutions are on the Pareto front and geometric-based analyses
apply. For the convenience of presenting the results of the
geometric-based analysis, we introduce the equivalent form of
constraint Eq. (4g) [13]
|θi − θk| ≤ Θik, ∀{i, k} ∈ E , (9)
where the voltage difference is translated into phase angle
difference. The following theorem shows that (RDP2) can
provide a near global optimal solution of (P1) under a mild
condition on the reactive power bounds
Theorem 2. (Conditions of exact convex relaxation of tree
networks). [9] If for all k ∈ N ,
Q
k
<
∑
{i,k}∈E
Im{Yik}−Im{Yik} cos(Θik)−Re{Yik} sin(Θik),
then (RDP2) with NI = ∅ has rank(W opt ) = 1.
The proving idea of Theorem 2 is showing that the Pareto
front of (RDP2) is the same as the non-convex one with the
constraint rank(W ) = 1. The details of the proof can be found
in Chapter 2 in [9]. By Theorem 2 and its mild assumption,
a near global optimal solution of (P1) with convex quadratic
objective function on the active and reactive power can always
be found by solving (DP2) and (RDP2) in sequence. The
error of the near global optimal solution is bounded by the
difference of the optimal value between (RDP2) and (DP2).
Remark 3. (Exact SDP convex relaxation on tree networks)
Several existing works have shown that SDP (or SOCP) are
exact convex relaxation on the OPF problems associated with
tree networks [10], [19]. However, those results may not be
applied to the OPF problems with quadratic reactive power
cost functions.
Remark 4. (Selection of ) Although for any  > 0, we
can argue that rank(A) ≥ N − 1, the numerical solution
of (RDP2) may not have a rank one optimum W  if  is
chosen too small. The second smallest eigenvalue of Ai may
be non-zero (but close to 0) for several i ∈ N . In such case,
rank(A) ≥ N−1, but A has several eigenvalues close to zero.
The numerical solution of (RDP2) may have rank(W ) > 1
as a consequence. We found that choosing  ∼ 1% of the
mean of ck1 ∀k ∈ Ng can avoid such numerical issue while
preserving a small gap between (RDP2) and (DP2).
B. Near Global Optimal Algorithm for Mesh Networks
In this section, we will develop an algorithm that finds a near
global optimal solution for (P1) with mesh network topology.
For the mesh networks with NI 6= ∅, the geometric analyses
become more challenging. No similar results as the radial
networks are available. An alternative approach is proposed to
retrieve a near global optimal solution with bounded violation
on the constraint sets for mesh networks.
Recall that solving (DDP2) gives the optimum with
rank(W i ) = 1 ∀i ∈ N , or W i = Vˆ i (Vˆ i )∗ equivalently. We
propose to reconstruct the optimum of (P1) by defining a near
global optimum, W opt , by Eq. (10)
W opt = V
opt
 (V
opt
 )
∗, V opt (i) = Vˆ

i (ˆi). (10)
Let Ed be the collection of edges where δik > 0. We compare
the retrieved solution W opt and W

i as follows
|W opt (i, k)| > |W i (ˆi, kˆ)|, for {i, k} ∈ Ed,
∠W opt(i, k) = ∠W i (ˆi, kˆ), for {i, k} ∈ Ed,
W opt (i, i) > W

k (ˆi, iˆ), for {i, k} ∈ Ed,
W opt (i, k) = W

i (ˆi, kˆ), otherwise.
(11)
The discrepancy on the off-diagonal entries may result in a
higher optimal value for (P1) compared to (DDP2). Several
constraints that are related to those off-diagonal terms may
also be violated. It is therefore necessary to analyze the bound
of the errors.
Theorem 3. (Bounds of the error of the near global
optimum). If the optimum of (P1) is chosen by Eq. (10), then
the following conditions hold
1) Only the constraints (3c-3e) may be violated for bus i
with at least one k such that {i, k} ∈ Ed. The errors are
bounded by{√
νi for constraint (3c),
νi for constraint (3d) or (3e),
(12)
where
νi =
∑
k:{i,k}∈Ed
2|Yi(ˆi, kˆ)|V¯ 2i
(√
1 + δoptik − 1
)
2) The difference of the optimal value between (P1) and
(DDP2) is bounded by∑
k∈NI
νk
(
|ck2|(P¯ + νk) + |dk2|(Q¯+ νk) + |ck1|+ |dk1|
)
.
Proof. First of all, the constraint (3f) remains satisfied because
W opt(i, i) = W i (ˆi, iˆ) for all i ∈ N . It can be shown that
the voltage difference constraint (3g) remains satisfied by the
direct computation as follows
Tr{Mik,rW i }+ δik
= W i (ˆi, iˆ) +W

i (kˆ, kˆ)− (W i (ˆi, kˆ) +W i (kˆ, iˆ)) + δoptik
= W opt (i, i) +W
opt
 (k, k)− (W i (ˆi, kˆ) +W i (kˆ, iˆ))
> W opt (i, i) +W
opt
 (k, k)− (W opt (i, k) +W opt (k, i))
= Tr{MikW opt }.
The second equality is by the constraint, B1,kiWk =
B2,ikWi + δik, of (DDP2) and the strict inequality is a
consequence of Eq. (11). Thus, we have
Tr{MikW opt } < Tr{Mik,rW i }+ δoptik ≤ V¯ik.
The discrepancy on the active power flows from bus i to k
computed by W opt and W

i is given as
Yi(k, i)W
opt
 (i, k) + Yi(i, k)W
opt
 (k, i)
−
(
Yi,r(kˆ, iˆ)W
opt
,i (ˆi, kˆ) + Yi,r (ˆi, kˆ)W
opt
,i (kˆ, iˆ)
)
As shown in Eq. (11), every entry of W opt preserves the phase
angle of W k , k ∈ N . The equation above is then rewritten as(√
1 + δoptik − 1
)(
Yi,r(kˆ, iˆ)W

i (ˆi, kˆ) + Yi,r (ˆi, kˆ)W

i (kˆ, iˆ)
)
(13)
≤2|Yi(ˆi, kˆ)|V¯ 2i
(√
1 + δoptik − 1
)
.
Equation (13) leads to the error bounds for the constraints (3d),
(3e) and the optimal value. The bound for the error of
constraint (3c) is derived by the similar argument.
In practical OPF problems, V¯ik is usually small with per unit
representation on the voltage magnitude. As a consequence,√
1 + δoptik −1 ≤
√
1 + V¯ik−1 is usually small. In such case,
solving (DDP2) and retrieving the near global optimum of
(P1) by Eq. (10) provides a near global optimal solution with
small and bounded errors.
Remark 5. (The feasibility of the near global optimal
solution). It may appear unreasonable to view the solution
(P1)
(P2)
(DP2) (𝝐DP2)
(𝝐DDP2)
(𝝐RDP2)
Eq. (10)
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Fig. 1. Relations between the optimizations.
of Eq. (10) as a near global optimal solution as it might
be infeasible for (P1). However, the constraints that might
be violated are the power equality/inequality constraints that
are based on the prediction of loads or renewable generation.
The predictions inherit a margin of estimation error. Hence,
the solution with bounded violation on those constraints is
practically acceptable for (P1). In fact, similar concern can
found in other penalization-based OPF solvers [13], [14],
while we further provide bounds on the violation of the
constraints.
Remark 6. (Distributed algorithms for solving the SDP
relaxed OPF problem). In some scenarios of smart grid,
distributed algorithms are desired because they allow near real-
time implementation and each bus can have the cost func-
tion local and private. The proposed SDP-based algorithms
(global or near global versions) are naturally distributed. The
property opens the possibility of developing some distributed
algorithms such as variances of primal-dual gradient method
or alternating direction method of multipliers (ADMM) for the
realization of a near real-time OPF solution.
We have proposed various methods to either find an exact or
a near global optimum. We summarize the relations between
the optimizations in Fig. 1. One can decide which optimization
to solve depending on the applications.
V. SIMULATION STUDIES
We validate the proposed near global optimal algorithm
for mesh networks through simulations on IEEE benchmark
testbeds. We use algorithm SDPT3 in cvx toolbox [20] to
solve (DDP2) and then retrieve the near global optimum.
The simulations were run on a desktop computer with an Intel
Xeon E3-1245 v3 3.5-GHz CPU and 16 GB of RAM. For the
convenience of comparison, the objective functions are chosen
the same as the one in [21]. We do not include reactive power
costs and apparent power constraints in the following simula-
tions. We choose V¯ik = 0.1 (p.u.) and  = 1% of c1,avg , where
c1,avg is the mean of ck1 for k ∈ Ng . The simulation results
are summarized in Table I. The retrieved optimal solution has
the final value close to the one of (DDP2) for all test cases.
As the solutions of (DDP2) serve as the lower bounds, we can
compute the error bounds of the retrieved solution, which are
TABLE I
SIMULATION RESULTS OF (DDP2)
Opt. of Retrieved Error Time Time for
(DDP2) opt. val. % (s) solver in [21]
IEEE 14 8075.4 8075.4 0.004 0.75 2.6
IEEE 30 573.60 574.50 0.16 1.64 3.37
IEEE 57 41714 41715 0.004 2.1 3.49
IEEE 118 129752 129855 0.08 5.8 6.27
Polish 2383 184738 184738 ≈0 274 593.6
close to zero for all test cases. Furthermore, the computational
time for the proposed algorithm is noticeable shorter than
the one from the SDP solver in [21]. We attribute the lower
computational time to the lower dimension of the distributed
formulation. The distributed formulation exploits all sparsity
characteristic of the underlying graph of the electrical network.
As a result, the number of the decision variable for the
distributed formulation is only 2|E| + ∑i∈N N2i , while the
number is N2 for standard SDP-based approach. To further
quantify the level of complexity reduction, we estimate the
value of 2|E| +∑i∈N N2i in the following. Because typical
power systems have the average degree less than three [22],
[23], we can then roughly view Ni ≈ 4 for all i. By
approximating Ni = 4 for all i and using the fact that
|E| = 0.5∑Ni=1(Ni − 1), we have 2|E| +∑i∈N N2i ≈ 19N ,
which is far less than N2 if N is large. The downside of the
distributed formulation is some additional constraints shown
in Eq. (5). Those additional constraints may increase the
computational complexity to some extent, but that is relatively
small compared to the dimensionality.
The optimal solution retrieved from (DDP2) is not perfect.
As suggested by Theorem 3, several constraints including
(3c-3e) may be violated. Since there is no apparent power
constraints posted in the simulation, we only need to check
constraints (3d-3e). As shown in Table II, the number of
constraint violation is relatively small compared to the number
of lines of the network. We also observe that a careful chosen 
can make the scale of violation small. We view systematically
choosing  as a part of the future works.
TABLE II
NUMBER OF CONSTRAINT VIOLATION
|E| Right eq. Left eq. Right eq. Left eq.
of (4d) of (4d) of (4e) of (4e)
IEEE 14 20 1 1 0 2
IEEE 30 41 3 1 3 1
IEEE 57 78 2 3 0 5
IEEE 118 179 2 4 0 8
Polish 2383 2886 18 6 12 67
VI. CONCLUSION
In this paper, we propose distributed SDP methods to solve
the OPF problems with reactive power cost functions and
apparent power constraints. The novel convex relaxation on
the distributed formulation of the OPF problem is proposed
to derive new conditions of exact SDP convex relaxation.
We also develop algorithms to find a near global optimum
for the OPF problems from the insight of the distributed
formulation. We further show that the error of the near
global optimum is bounded by the angle difference between
connected buses. Since the proposed algorithms are established
on the distributed formulation, the complexity does not grow
exponentially as seen in various SDP-based approach. Instead,
the complexity grows approximately linear to the size of the
network. Simulations further demonstrate the efficiency and
effectiveness of the proposed algorithms. The proposed near
global optimal algorithm perturbs equality constraints of all
lines, while it may be sufficient to perturb only few of them.
Our future works include a more sophisticated algorithm with
less perturbation and developing distributed algorithms for the
OPF problems.
APPENDIX
A. Supplementary Proof of Theorem 1
In the proof of Theorem 1, we only consider the case
with only one edge having hopt3,ki = −hopt3,ki 6= 0. If there
are multiple {l,m} ∈ E such that hopt3,lm 6= 0, then it is
possible that two connected buses i, k have rank(Aˆδi ) < Ni−1
and rank(Aˆδk) < Nk − 1. The arguments in the proof of
Theorem 1 may no longer hold. Fortunately, we can show
that rank(W δk ) =rank(W
δ
i ) = 1 even if the rank of Aˆ
δ
i and
Aˆδk are reduced by some h
opt
3,lm 6= 0, {l,m} ∈ E .
It is sufficient to show that for bus k, there exists a unique
unitary V δk ∈ CNk such that the following equalities hold.
Tr{B1,kiV δk (V δk )∗} = Tr{B2,ikW δi }, {i, k} ∈ E (14a)
Tr{B2,kiV δk (V δk )∗} = Tr{B1,ikW δi }, {i, k} ∈ E (14b)
Tr{Bl,kiV δk (V δk )∗} = Tr{Bl,ikW δi }, l = 3, 4, (14c)
Tr{AδkV δk (V δk )∗} = 0 (14d)
Define Bk := {i|hδ3,ki = 0, i ∈ Nk}. There exists a unique
unitary V δBk ∈ C|Bk| such that
Tr{Aδk
[
V δBk
0
] [
(V δBk)
∗ 0
]} = 0,
where without loss of generality, we label the first |Bk| coordi-
nates such that they span the range of Aˆδk. For i ∈ Nk\Bk, W δi
is not necessary to have rank one because hδ3,il 6= 0 might be
the case for some {i, l} ∈ E . However, the following property
still holds for W δi :
rank
([W δi (ˆi, iˆ) ?
W δi (kˆ, iˆ) W
δ
i (kˆ, kˆ)
])
= 1.
Accordingly, given W δi and V
δ
Bk , there exists unique V
δ
k (ˆi) ∈
C for i ∈ Nk \ Bk such that Eq. (14a-14c) hold, which
completes the proof.
B. Proof of rank(A) = N for Case (i)
If ∃{i, k} ∈ E such that δik > 0 (δki > 0), then we have
Tr{B1,kiW k} = Tr{B2,ikW i }+ δik,
Tr{B2,kiW k}+ δki = Tr{B1,ikW i }, (15)
Tr{Bl,kiW k} = Tr{Bl,kiW i }, l = 3, 4,
where the superscript denotes the optimal solution of (DDP2).
In addition, because rank(W i ) = 1 for all i, we have
rank
([W i (ˆi, iˆ) ?
W i (kˆ, iˆ) W

i (kˆ, kˆ)
])
= 1, (16)
rank
([W k (ˆi, iˆ) ?
W k(kˆ, iˆ) W

k(kˆ, kˆ)
])
= 1.
From Eq. (15) and (16), we know that V k ∈ CNk and V i ∈
CNi such that V k V k
∗ = W k and V

i V

i
∗ = W i satisfy[
V k (ˆi)
V k (kˆ)
]
6= α
[
V i (ˆi)
V i (kˆ)
]
(17)
for any α ∈ C \ {0}. Recall that null(Ak) = span{V k } and
null(Ai) = span{V i }. Eq. (17) shows that the null spaces
of Ak and A

i do not merge. Since the only possibility for
rank(A) = N − 1 is that the null spaces of Ak and Ai merge
for all {i, k} ∈ E , we conclude that rank(A) = N if ∃{i, k} ∈
E such that δik > 0.
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