Energy consumption has been increasing steadily due to globalization and industrialization. Studies have shown that buildings are responsible for the biggest proportion of energy consumption; for example in European Union countries, energy consumption in buildings represents around 40% of the total energy consumption. In order to control energy consumption in buildings, different policies have been proposed, from utilizing bioclimatic architectures to the use of predictive models within control approaches. There are mainly three groups of predictive models including engineering, statistical and artificial intelligence models. Nowadays, artificial intelligence models such as neural networks and support vector machines have also been proposed because of their high potential capabilities of performing accurate nonlinear mappings between inputs and outputs in real environments which are not free of noise. The main objective of this paper is to compare a neural network model which was designed utilizing statistical and analytical methods, with a group of neural network models designed benefiting from a multi objective genetic algorithm. Moreover, the neural network models were compared to a naïve autoregressive baseline model. The models are intended to predict electric power demand at the Solar Energy Research Center (Centro de Investigación en Energía SOLar or CIESOL in Spanish) bioclimatic building located at the University of Almeria, Spain. Experimental results show that the models obtained from the multi objective genetic algorithm (MOGA) perform comparably to the model obtained through a statistical and analytical approach, but they use only 0.8% of data samples and have lower model complexity.
Introduction
Due to fast economic development affected by industrialization and globalization, energy consumption has been steadily increasing over the last years [1, 2] . Industry, transportation and buildings are the three main economic sectors which consume a significant amount of energy, with buildings accounting for the biggest proportion. For example in European Union countries, energy consumption in buildings represents about 40% of the total energy consumption [3] . In the
Experimental Setup: The Solar Energy Research Center Building
The CIESOL building (Figure 1a) , is a mixed solar energy research centre operated between the Centre for Energy, Environment and Technology (in Spanish the Centro de Investigaciones Energéticas, MedioAmbientales y Tecnológicas-CIEMAT) and the University of Almería, situated in the south-east of Spain. This geographical location is characterized by having a typical semi-desertic Mediterranean climate [39] . This building is divided into two floors with a total surface of approximately 1100 m 2 . More specifically, the upper floor is composed by four laboratories, the director's office and a meeting-room. On the lower floor, five offices, four laboratories, two bathrooms and a kitchen are located. Besides these, the machinery of the solar cooling installation is placed into an environment which occupies two floors.
This building has been designed and built within a research project named PSE-ARFRISOL [40] , following bioclimatic architecture criteria. Therefore, it makes a beneficial use of natural ventilation and solar energy in order to reduce energy consumption and CO 2 emissions. To do that, it employs a HVAC system based on solar cooling, which can be observed in Figure 1b , composed by a solar collector field, a hot water storage system, a boiler and an absorption machine with its refrigeration tower [40] , and a photovoltaic (PV) power plant with a peak power of 9 kW which provides electricity to the building (Figure 1c,d ). Furthermore, a wide network of sensors has been installed in order to monitor the most representative enclosures of the building. Concretely, this network of sensors includes, among others, air temperature, relative humidity, CO 2 concentration, solar radiation, wind velocity and power consumption sensors. Moreover, these sensors are connected to different Compact FieldPoint modules from National Instruments (Madrid, Spain) that are distributed by means of an Industrial Ethernet network all around the building [40] . Data provided by the network of sensors are being stored through a supervisory control and data acquisition (SCADA) system developed with LabVIEW ® [40] . Finally, it is necessary to take into account that this building is a research centre which includes chemical, environmental analysis, and modelling and control research groups. Hence, the machinery, other electrical devices and experiments performed by these research groups alter the energy use profile of the building in comparison with more common ones, such as residential buildings.
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Power Demand Profiles of the Solar Energy Research Center Building
From a power demand point of view, the CIESOL building has some special characteristics mainly derived from the research tasks which are being developed inside it. Therefore, it is necessary to perform an exhaustive analysis of the different energy demand profiles which can be found at the CIESOL building. Specifically, a statistical characterisation involving certain parameters like arithmetic mean ( x), standard deviation (σ), and minimum and maximum values of the power demand (minimum and maximum, respectively) under several conditions (different season and types of days), has been performed ( Table 1) . To predict the power demand within a building, it is necessary to consider numerous energy consuming elements, such as illumination, electrical devices, HVAC systems, etc. At the CIESOL building, the element which has the greatest energy consumption is the solar cooling installation. 
From a power demand point of view, the CIESOL building has some special characteristics mainly derived from the research tasks which are being developed inside it. Therefore, it is necessary to perform an exhaustive analysis of the different energy demand profiles which can be found at the CIESOL building. Specifically, a statistical characterisation involving certain parameters like arithmetic mean (x), standard deviation (σ), and minimum and maximum values of the power demand (minimum and maximum, respectively) under several conditions (different season and types of days), has been performed ( Table 1) . To predict the power demand within a building, it is necessary to consider numerous energy consuming elements, such as illumination, electrical devices, HVAC systems, etc. At the CIESOL building, the element which has the greatest energy consumption is the solar cooling installation. Furthermore, to calculate the total energy demand of the CIESOL building it is necessary to consider both the energy supplied by the electricity company and the energy produced by the PV power plant which is directly consumed by the building, that is, at this moment it is not possible to store the energy from the PV power plant.
Firstly, the main differences according to typical power demand profiles between working and non-working days have been studied, as presented in Figure 2 . To do that, a typical day for each demand profile, considering working and non-working days, and each season, has been selected as a function of several environmental variables: mean, maximum and minimum temperature, temperature ranges and solar radiation. The methodology consists of selecting the day with the minimum value obtained from the sum of the weighted absolute difference between each parameter (daily) and the mean value of this parameter along the analysed period. A detailed description of the procedure which has been followed can be found in [41] . It can be observed that power demand on a working day begins to increase around 8:00 am and starts to decrease at 5:00 pm, reaching a stationary value around 8:00 pm, whereas, on a non-working one it has a stationary value approximately equal to 20 kW, mainly due to the machinery and experimental tests performed inside this building. From the perspective of the statistical analysis shown in Table 1 , it can be inferred that the mean power demand for a working day is equal to 24.36 kW with a standard deviation of 6.39 kW. On the contrary, for a non-working day, a mean power demand of 19.45 kW and a standard deviation equal to 1.83 kW have been obtained. In addition, working days also present a higher peak power demand, in comparison with non-working days.
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Firstly, the main differences according to typical power demand profiles between working and non-working days have been studied, as presented in Figure 2 . To do that, a typical day for each demand profile, considering working and non-working days, and each season, has been selected as a function of several environmental variables: mean, maximum and minimum temperature, temperature ranges and solar radiation. The methodology consists of selecting the day with the minimum value obtained from the sum of the weighted absolute difference between each parameter (daily) and the mean value of this parameter along the analysed period. A detailed description of the procedure which has been followed can be found in [41] . It can be observed that power demand on a working day begins to increase around 8:00 am and starts to decrease at 5:00 pm, reaching a stationary value around 8:00 pm, whereas, on a non-working one it has a stationary value approximately equal to 20 kW, mainly due to the machinery and experimental tests performed inside this building. From the perspective of the statistical analysis shown in Table 1 , it can be inferred that the mean power demand for a working day is equal to 24.36 kW with a standard deviation of 6.39 kW. On the contrary, for a non-working day, a mean power demand of 19.45 kW and a standard deviation equal to 1.83 kW have been obtained. In addition, working days also present a higher peak power demand, in comparison with non-working days. Secondly, a detailed examination of the power demand of the CIESOL building through a typical week (from Monday to Sunday), along different environmental conditions has been performed, as shown in Figure 3 . The main objectives of this analysis were to determine if there were representative differences among the different seasons of the year and also to identify if there was any characteristic element of the building able to considerably influence its power demand. More specifically, as it can be deduced from Figure 3 , the different seasons of the year follow an analogous pattern among working and non-working days. In addition, it can also be inferred that spring and summer seasons present a higher power demand in comparison with winter and autumn. Besides, along the summer season there are several power demand peaks that do not follow any specific pattern associated with the type of day. Therefore, in order to clarify this issue, a detailed analysis of this fact has been performed, and the main conclusions derived from it were that these peaks were associated with the use of a heating pump (for research purposes) and the solar cooling installation. Hence, as the use of both elements is directly associated with the users of the building, it has been decided to take into account the state variables representing these elements within the preliminary list of variables (Table 2) . Finally, according to the statistical analysis, it can be concluded that the highest peak power demand and variance is associated with the summer season mainly due to the use the HVAC system for cooling purposes [40] . Secondly, a detailed examination of the power demand of the CIESOL building through a typical week (from Monday to Sunday), along different environmental conditions has been performed, as shown in Figure 3 . The main objectives of this analysis were to determine if there were representative differences among the different seasons of the year and also to identify if there was any characteristic element of the building able to considerably influence its power demand. More specifically, as it can be deduced from Figure 3 , the different seasons of the year follow an analogous pattern among working and non-working days. In addition, it can also be inferred that spring and summer seasons present a higher power demand in comparison with winter and autumn. Besides, along the summer season there are several power demand peaks that do not follow any specific pattern associated with the type of day. Therefore, in order to clarify this issue, a detailed analysis of this fact has been performed, and the main conclusions derived from it were that these peaks were associated with the use of a heating pump (for research purposes) and the solar cooling installation. Hence, as the use of both elements is directly associated with the users of the building, it has been decided to take into account the state variables representing these elements within the preliminary list of variables (Table 2) . Finally, according to the statistical analysis, it can be concluded that the highest peak power demand and variance is associated with the summer season mainly due to the use the HVAC system for cooling purposes [40] . Finally, the principal conclusions which have been reached after this precise analysis can be summarized in: (a) there is a clear power demand profile within a week and also, differences Finally, the principal conclusions which have been reached after this precise analysis can be summarized in: (a) there is a clear power demand profile within a week and also, differences between working and non-working day power demand profiles can be undoubtedly established; (b) the power demand for summer is higher mainly due to the typical semi-desertic Mediterranean climate of Almería; and (c) the use of the solar cooling installation has a considerable influence on the final energy consumption.
Data-Sets Construction
As mentioned previously, in this paper, several energy consumption prediction models based on artificial neural networks (ANN) have been compared. These models have been obtained by means of different methodologies. More specifically, an ANN based prediction model using a MOGA [42, 43] has been obtained. Afterwards, this model has been compared with a basic ANN model presented in [17] . To do that, a historic data set acquired at the CIESOL building has been used. Concretely, this data set comprises data from 1 September 2010 to 29 February 2012 with a sample time of 1 min and it includes a preliminary list of variables which can be observed in Table 2 . These variables are related with the environmental conditions and the state of the main energy consuming elements of the solar cooling installation.
Subsequently, the selected data set has been split into three different balanced data subsets which have been used to train, test and validate the proposed ANN models. This division has been performed by hand since there were some discontinuities in time series. More information about the methodology followed to obtain these data subsets can be found in [17] . Thereafter, several procedures have been followed in order to obtain different prediction models. A description of these procedures is performed in the following sections.
A Non-Linear AutoRegressive with eXogenous Inputs Artificial Neural Network Model
In [17] , a prediction model based on neural networks for the energy consumption of the CIESOL building was proposed. To do that, the neural network Toolbox™ provided by MATLAB ® was used. Concretely, the proposed model had a non-linear autoregressive with eXogenous inputs (NARX) architecture, see Equation (1), typified by having a tapped delay line for the input signals set and another one for the output signal, that is, the power demand prediction of the CIESOL building. Moreover, this model has been trained using a gradient-descent based algorithm, more specifically the Levenberg-Marquardt algorithm [44] :
In the previous equation, u rks and y rks represent the input and output signals at time instant k, d u ě 1, d y ě 1 (subject to d y ě d u ) are the memory orders for the input and output tapped delay lines, respectively, and f represents a non-linear mapping function which, in this case, has been approximated by a multilayer perceptron.
Finally, it can be established that the structure of the ANN is completely defined by indicating: (a) the number of hidden layers and the number of neurons in each of them; (b) the number of neurons in the output layer; and (c) the activation function used in each neuron of the hidden and output layers. More specifically, in the model presented in [17] , an ANN with only one hidden layer composed by ten neurons with tangent hyperbolic activation functions and one neuron with linear activation function at the output layer has been used, since it is a universal approximator [45] .
Afterwards, the selection of input variables from the preliminary variables list, see Table 2 , was performed through analytical methods, since they allow to establish the existing linear and non-linear dependencies. Besides, scatter-plots and model tests have been used in order to complete the information provided by analytical methods. A detailed description of these methods can be found in [17] . Therefore, after the application of the methods which have just been mentioned, the preliminary variables list has been reduced to the following ones: type of the day; hour of the day; outdoor temperature and solar radiation; state variables related to the solar cooling installation; and the total power demand of the CIESOL building.
Finally, it is necessary to select the order of the signal inputs, that is, the embedding delay τ and the embedding dimension d [17] . The former has been determined by means of the average mutual information [46] , whereas for the latter, optimal values were calculated by the false neighbors method [47] . The list of final input variables and their order can be observed in Table 3 . 
Artificial Neural Network Based Models Generated by Multi Objective Genetic Algorithm
MOGA is a design framework implemented in MATLAB ® , Python, and C programming languages, which can be applied to determine both the structure and the parameters of ANN based models. In this approach, instead of one model, a non-dominated set of models are generated. From this set, one solution must be selected. In this section the main concepts of MOGA and its application in ANN based models design are addressed. Afterwards, data preparation for MOGA and related experiments are described.
Multi Objective Genetic Algorithm
In the real world, the optimization of an engineering problem is a complicated task due to the presence of multiple objectives which, most of time, are conflicting with each other, meaning that improving one may deteriorate the other. In this case, there is a Pareto-optimal or non-dominated set in which each solution is not better than the other with respect to the multiple objectives. Figure 4 shows an example of a two objective minimization problem. The whole space of solutions is divided into two groups: the shaded region presents the dominated solutions while the solid curve illustrates the non-dominated set of solutions regarding objectives obj.1 and obj.2. As can be seen in Figure 4 , A and B denote two non-dominated solutions.
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Multi Objective Genetic Algorithm
In the real world, the optimization of an engineering problem is a complicated task due to the presence of multiple objectives which, most of time, are conflicting with each other, meaning that improving one may deteriorate the other. In this case, there is a Pareto-optimal or non-dominated set in which each solution is not better than the other with respect to the multiple objectives. Figure 4 shows an example of a two objective minimization problem. The whole space of solutions is divided into two groups: the shaded region presents the dominated solutions while the solid curve illustrates the non-dominated set of solutions regarding objectives obj.1 and obj.2. As can be seen in Figure 4 , A and B denote two non-dominated solutions. The goal of a multi-objective optimizer is to improve the surface of non-dominated solutions (i.e., the solid curve) in such a way that the surface approaches the origin (i.e., point 'O' in Figure 4 ) as much as possible.
Genetic algorithms (GA) are considered promising methods to deal with multi-objective optimization problems [48] [49] [50] . In MOGA, each individual in the population is evaluated in the space of the multiple objectives rather than in one objective. In addition, at the end of one run of the MOGA, a set of solutions is provided instead of one solution.
Since each individual is evaluated in multi-objective space, the value of objectives should be integrated into a single value in order to assign a fitness to the individual. A simple way is assigning weights to objectives so that each weight reflects the relative importance of its corresponding objective. Afterwards, the summation of the weighted objective's values is considered as a single value to compute and assign a fitness value to the individual. Selecting inappropriate weights leads to wrong searches; additionally, a small variation in weights may result in large changes in objectives.
As a proper alternative, an efficient Pareto-based ranking method has been proposed in [51] . In this way, each individual is ranked based on the number of individuals by which they are dominated. For non-dominated individuals, rank 0 is considered. In most applications, goals and priorities are defined for the objectives so that the Pareto-based ranking method should be modified. For more details about this method, please refer to [51] .
Neural Network Based Model Design by Multi Objective Genetic Algorithm
The problem of designing a neural network based model can be divided into two sub-problems as follows:
Neural network structure: the network inputs and the number of hidden layers/neurons in the network;
Neural network parameters: they depend on the model chosen and are usually determined by a suitable training algorithm.
In this case a radial-basis function (RBF) Neural Network (NN) will be used. The output of a RBF model is given by:
In Equation (2), o rks denotes the output, at instant k, i j rks is the j th input at that instant, w represents the vector of the linear weights, C pjq represents the vector (extracted from the C matrix) of the centers associated with the hidden neuron j, σ j is its spread, and 2 represents the Euclidean distance. The network parameters, which will be denoted as the parameter vector p, are therefore C, σ and w.
According to the above sub-problems, in order to design a neural network based model that satisfies a set of defined goals, it is necessary to define a set of quality measures in the form of objectives for each sub-problem.
Assume that D " pX, yq is a data set composed of N input-output pairs, which is divided into a training set, D t , a generalization or testing set D g , and a validation set D v . Assume also that F is a set of all possible input features (delayed values of the modelled and exogenous variables) and p is the parameter vector. The problem of designing a neural network based model by MOGA can be expressed as follows:
Dataset D, the range d P rd m , d M s of input features from F and the range n P rn m , n M s of hidden neurons are given to the MOGA. After executing, the MOGA generates a non-dominated set of RBF models that minimize
where µ p and µ s denote a set of objectives related to the neural network parameters p and the neural network structure, respectively.
In our work, the corresponding objectives for µ p and µ s were considered as follows:
where ε`D t˘a nd ε pD g q denote the root-mean-square errors (RMSE) of the training set D t and the testing set D g , respectively. Consider a given prediction horizon (PH) and a simulation set D s (with m consecutive input-output pairs). Assuming that E pD s , PHq is an error matrix: 
where e ri, js is the model prediction error taken from instant i of D s at step j within the PH. By denoting ρ p., iq as the RMS function operating over the i th column of its argument matrix, then ε pD s , PHq is defined as:
O pµq denotes the model complexity, which is equal to the number of input features + 1, multiplied by the number of hidden neurons, reflecting the RBF input-output topology.
The MOGA searches the space spanned by the number of neurons and the input features, i.e., the model structure. Each individual in the population has a chromosome representation consisting of two components. The first corresponds to the number of hidden neurons The second component is a string of integers, each one representing the index of a particular feature in F. The chromosome representation is shown in Figure 5 .
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Model Design Cycle
Briefly, the model design optimization problem is a sequence of actions which are undertaken by the model designer. These actions are repeated until the pre-specified design goals are achieved. There are three main actions in model design cycle: problem definition, solution(s) generation and analysis of results. In the problem definition stage, the datasets, the ranges of features and neurons are defined, as well as the objectives. After this stage, the MOGA does a guided search to obtain models that satisfy the predefined objectives and goals. In the third stage, the set of models obtained that lie in the Pareto front are analyzed. In this set, the performance of the models in the validation set (not involved in the design) is of paramount importance. If good solutions are found, the process stops. Otherwise, based on the results analysis, the search space can be reduced, and/or the objectives and goals can be redefined, therefore restricting the trade-off surface coverage. A more detailed description of the MOGA based ANN design framework can be found, for instance, in [43] .
Data Preparation
After an analysis of the original data, a new code was considered for the feature "day type". The new code refers to "special days". By comparing the amount of energy consumption for working and non-working days, it has been revealed that for some days over the years 2010 and 2011, the amount of energy consumption has an average value between working and non-working days. By comparing these special days with the Spanish calendar for both years, it was found that those days occurred in the early days of the year, or in working days which were located between national/regional holidays and weekends. Based on that, these special days received the code 0.5. Figure 6 shows the distribution of whole data samples in terms of "day type". 
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Data Preparation
After an analysis of the original data, a new code was considered for the feature "day type". The new code refers to "special days". By comparing the amount of energy consumption for working and non-working days, it has been revealed that for some days over the years 2010 and 2011, the amount of energy consumption has an average value between working and non-working days. By comparing these special days with the Spanish calendar for both years, it was found that those days occurred in the early days of the year, or in working days which were located between national/regional holidays and weekends. Based on that, these special days received the code 0.5. Figure 6 shows the distribution of whole data samples in terms of "day type". Since the original data was obtained with a sampling interval of 1 min, its size was too large (514,762 samples) to be handled by the MOGA framework, and was reduced in several stages. Due to presence of gaps in the data, there were 51 consecutive periods over the whole data. In the first stage, each period was divided into one week length segments. Based on these divisions, those durations whose length was less than two weeks were ignored in this work. This stage resulted into 13 periods containing at least two weeks of data. Table 4 shows the periods selected in the first stage.
In the second stage, the data for all periods was reduced by a factor of 15 by averaging every 15 consecutive samples inside each segment. The sampling interval was then increased to 15 min. Since the original data was obtained with a sampling interval of 1 min, its size was too large (514,762 samples) to be handled by the MOGA framework, and was reduced in several stages. Due to presence of gaps in the data, there were 51 consecutive periods over the whole data. In the first stage, each period was divided into one week length segments. Based on these divisions, those durations whose length was less than two weeks were ignored in this work. This stage resulted into 13 periods containing at least two weeks of data. Table 4 shows the periods selected in the first stage.
In the second stage, the data for all periods was reduced by a factor of 15 by averaging every 15 consecutive samples inside each segment. The sampling interval was then increased to 15 min. In the third stage, by starting from the second week within each period, three random days along with the last seven consecutive days were selected as lags for each variable. This way, a data set D with 8640 samples was obtained. Figure 7 shows the distribution of samples of data set D in terms of "day type". In the third stage, by starting from the second week within each period, three random days along with the last seven consecutive days were selected as lags for each variable. This way, a data set with 8640 samples was obtained. Figure 7 shows the distribution of samples of data set D in terms of "day type". 
Design Experiments
Based on the model design cycle described in Section 4.3, several designs were conducted in such a way that their results led to the definition of a new design, by redefining variables and their corresponding lag terms, as well as imposing restrictions on objectives.
In a first step, we conducted designs with features requiring lag terms spread over at most 7 days. After analyzing and comparing the results with those obtained in [17] , the spread of lags was reduced to cover at most 2 days, and finally to cover at most one day. Based on that, four new designs were carried out.
For all designs, data set D, stated in Section 4.4, containing 8640 samples was used. Since a sampling interval of 15 min was used, and the objective was to obtain forecasts of electric power 1 h-ahead, a prediction horizon of four steps was employed. In this work, as in [17] , two groups of models were considered. The first group contains simple models where only weather variables are used as exogenous variables. The second group considers complete models involving both weather 
For all designs, data set D, stated in Section 4.4, containing 8640 samples was used. Since a sampling interval of 15 min was used, and the objective was to obtain forecasts of electric power 1 h-ahead, a prediction horizon of four steps was employed. In this work, as in [17] , two groups of models were considered. The first group contains simple models where only weather variables are used as exogenous variables. The second group considers complete models involving both weather and solar cooling operation variables. The list of candidate variables used and the range of lags for the design experiments are given in Tables 5 and 6 respectively. 
As it can be seen in Table 6 , Experiments I and II correspond to simple models in which only weather variables have been used; Experiments III and IV consider complete models. In Table 6 , "lag 0" for variable "day type" (x2) is translated into the day type of instant k`1 for which the electric power demand is predicted. In fact, weather and electric power demand variables are strongly related to their most recent values and also, to a certain extent, to their values 24 h before. As a result, for x1, x3 and x4 a heuristic, proposed in [43] , was used to select 20 lags over one full day, in such a way that more recent values predominate in the set of searchable lags for these variables. Hence, based on this heuristic, the 20 lags used are r1-7, 9, 11, 13, 16, 20, 24, 29, 36, 43, 53, 65, 79, 96s . In this list, and as an example, lags 1 and 2 denote delays of 15 and 30 min, respectively. The objectives and the corresponding goals are given in Table 7 . Regarding MOGA's design framework parameters specification, for experiments I and III, the range rd m , d M s, where d m and d M are the minimum and maximum number of features, was set to [1, 30] while for experiments II and IV they were set to [1, 15] and [1, 21] , respectively. Similarly, for experiments I and III, the range rn m , n M s, where n m and n M are the minimum and maximum number of neurons, was set to [2, 30] while for experiments II and IV, these ranges were set to r1, 18s and r1, 21s, repectively. For all designs, the population size and the number of generations were set to 100. For each experiment, a proper sub dataset D W was derived from data set D whose features are those columns of D which correspond to the lags defined in the corresponding experiment.
In order to generate training, testing and validation sets for each experiment, firstly the ApproxHull algorithm [56] was applied on corresponding D W to obtain convex points reflecting the whole input range in which the model is supposed to be used. Secondly, 50% of whole samples in D W were used to generate training, testing and validation sets with proportions of 60%, 20% and 20%, respectively. In this step all convex points were incorporated in the training set. Afterwards, the remaining samples were shared randomly into the rest of the training set, and the testing and validation sets. Regarding the simulation dataset D s , 1344 consecutive samples from 1 October 2010 00:00:00 to 14 October 2010 23:59:00 were considered. In this set, the rows correspond to the variables used, whose samples are in each column while, for the other sets, the number of rows correspond to the patterns, and the number of columns to the features. The size of training, testing and validation datasets as well as the simulation dataset of each experiment is given in Table 8 .
After one run of the MOGA for each experiment, the non-dominated and preferred sets of models were generated. In the case that no restriction is considered on objectives, the non-dominated set is the same as preferred set; otherwise, the preferred set is a subset of the non-dominated set whose solutions satisfy the goals. Please refer to [51] for further information about how the preferred set can be obtained from the non-dominated set by applying the preferably criterion. The number of models in non-dominated and preferred sets for each experiment is given in Table 9 . Table 8 . Size of training, testing and validation sets.
Data set
Experiment I Experiment II Experiment III Experiment IV Table 9 . Size of non-dominated and preferred sets.
Experiment

Non-dominated set Preferred set
Experiment I 346 346 Experiment II 238 88 Experiment III 289 289 Experiment IV 366 182
Results and Discussion
The models presented in this paper have been tested and compared by means of real data acquired at the CIESOL building. To do that, a battery of tests has been selected according to certain representative characteristics, such as, the type of day (working and non-working days), the season of the year and the quantity of solar radiation (sunny and cloudy days). A complete description of the battery of tests is shown in Table 10 . Furthermore, a prediction horizon over 1 h has been set mainly due to the energy price changes and the dynamic behaviour of indoor temperature [17] .
Since in MOGA related experiments, the data used a sampling interval of 15 min, each test in Table 10 contains 96 samples. Moreover, the corresponding prediction horizon over 1 h is equal to four steps. For the model proposed in [17] , each test includes 1440 samples due to the 1 min sampling rate. Hence, the corresponding prediction horizon over 1 h is equal to 60 steps. For convenience, the complete model proposed in [17] and the models obtained by MOGA will be denoted as PREVIOUS and MOGA models, respectively. In order to compare the MOGA models obtained from each experiment with the PREVIOUS model, one model was selected from the non-dominated/preferred set, with a good compromise between performance and complexity. In our work, models I-IV were the selected MOGA models from experiments I-IV, respectively. Information about the selected MOGA models as well as the PREVIOUS is given in Table 11 . Using the notation of Table 6 , the formal description of models I-IV is given by Equations (7)- (10), respectively:
y pk`1q " f 2 px 1 pkq , . . . ,
y pk`1q " f 4 px 1 pkq , x 1 pk´1q , x 1 pk´2q , x 1 pk´3q , x 1 pk´5q , x 1 pk´17q , x 2 pk`1q , x 3 pk´18q , x 4 pk´3q , x 4 pk´5q , x 4 pk´10q , x 4 pk´14q , x 4 pk´15q , x 4 pk´18q , x 9 pkq , x 10 pkq , x 11 pkq , x 13 pkqq (10)
y pk`1q in Equations (7)- (10) is the output of the corresponding RBF neural network, representing o rks in Equation (2) . Each function f j , tj " 1, 2, 3, 4u has its own set of input terms. These input terms, all together, constitute the input data sample at instant k corresponding to i rks in Equation (2). Table 11 . Selected multi objective genetic algorithm (MOGA) models and PREVIOUS model. Artificial neural networks: ANN.
Model
Number of features Number of neurons Complexity
Model I  18  13  247  Model II  14  18  270  Model III  29  11  330  Model IV  18  20  380  NARX-ANN  67  10  680 To compare MOGA models with the PREVIOUS model over the battery of tests stated in Table 10 , five statistical criteria were considered: mean absolute error (MAE), mean relative error (MRE), Mean absolute percentage error (MAPE), maximum absolute error (MaxAE) and standard deviation of predicted values (σ). These criteria can be calculated according to Equations (11)- (15):
|x piq´x piq| |x piq|
MaxAE " max pAE px,xqq
σ "
In Equations (11)- (15) Regarding test A, a working sunny day in summer, Model I, as a simple model, not only has minimum values in terms of MAE, MRE and MAPE among other MOGA models but also has a better performance than PREVIOUS in terms of these criteria. In this test, in overall, simple models I and II have better performance in comparison with complete models III and IV. With respect to test B, a non-working sunny day in summer, Model IV, as a complete model, has minimum values of MAE, MRE and σ in comparison with other MOGA models; with respect to MaxAE, it has a compromise performance between Model II and PREVIOUS.
In test C, a working cloudy day in winter, and in test D, a non-working sunny day in winter, the complete model III has minimum values in terms of MAE, MAPE and MaxAE among all models. Model I, a simple model, has also a good performance; actually better in 4 criteria than the complete PREVIOUS model, in test D.
In test E, a non-working cloudy day in winter, both simple and complete MOGA models have lower values in terms of MAE, MAPE and MaxAE than the PREVIOUS model. Model III has better performance in all criteria.
Regarding test F, a non-working cloudy day in summer, simple model II and complete model IV have better performance in terms of MAE, MAPE and MaxAE than PREVIOUS model. In this comparison, model II has minimum values in all criteria, except σ.
According to in the group of simple models, model I, in most cases, has better performance than model II. In the group of complete models, model III, in most cases, is better than model IV. Figures 8-10 show the comparison between measured and predicted value of electric power demand in CIESOL building, over tests A-F for a prediction horizon of 1 h, for the PREVIOUS model, model I and III, respectively.
Comparing the performance of all MOGA models over the battery of tests, in general complete models III and IV have a better performance in winter than in summer, while simple model I has a compromise performance between summer and winter. 
Comparison of Multi Objective Genetic Algorithm Models with Naive Autoregressive Baseline Approach
The performance of MOGA models was also compared with a NAB model, introduced in [38] . The NAB approach considers, as estimate of the electric power demand at instant k, the measured value of consumption at the corresponding instant of time, in the same day of the previous week. It is therefore a simple model which does not need any computation to predict electric power demand at each time instant . To apply the NAB approach to tests A-F, consecutive data corresponding to the previous week would be needed. Since there were several gaps in the whole dataset among tests A-F, only for tests D and E, corresponding to special days in winter, consecutive data exist to implement this method. In order to evaluate the NAB model in summer, we considered another 
The performance of MOGA models was also compared with a NAB model, introduced in [38] . The NAB approach considers, as estimate of the electric power demand at instant k, the measured value of consumption at the corresponding instant of time, in the same day of the previous week. It is therefore a simple model which does not need any computation to predict electric power demand at each time instant k. To apply the NAB approach to tests A-F, consecutive data corresponding to the previous week would be needed. Since there were several gaps in the whole dataset among tests A-F, only for tests D and E, corresponding to special days in winter, consecutive data exist to implement this method. In order to evaluate the NAB model in summer, we considered another special day in summer, corresponding to 6 August 2011, hereinafter called test G. For convenience, the description of the tests D, E and G is given in Table 18 .
Energies 2016, 9, 57 special day in summer, corresponding to 6 August 2011, hereinafter called test G. For convenience, the description of the tests D, E and G is given in Table 18 . In order to compare the performance of NAB model with MOGA models and PREVIOUS model, the three models were evaluated over the battery of tests stated in Table 18 . The results obtained over tests D, E and G are given in Tables 19-21 . Please note that the results of MOGA models and PREVIOUS model, for tests D and E, are obtained from Tables 14 and 15 , respectively, and are reproduced here for easy of comparison with the NAB approach. In order to compare the performance of NAB model with MOGA models and PREVIOUS model, the three models were evaluated over the battery of tests stated in Table 18 . The results obtained over tests D, E and G are given in Tables 19-21 . Please note that the results of MOGA models and PREVIOUS model, for tests D and E, are obtained from Tables 14 and 15 respectively, and are reproduced here for easy of comparison with the NAB approach. Regarding these tests, the NAB model has the worst performance (by a large difference) in comparison to MOGA and PREVIOUS models, in terms of all criteria.
Regarding test G, a new test corresponding to a non-working sunny day in summer, Model IV, a complete model, has minimum values in terms of MAE and σ. In terms of MRE and MAPE, Model IV has approximately the same performance as PREVIOUS model. In the same way as in tests D and E, the NAB model has the worst performance.
Conclusions
Artificial intelligence techniques are promising tools for predicting the power consumption in buildings. In this study, we applied a MOGA framework to design RBF models for this purpose and compared the performance obtained by the designed models with an already existing multilayer perceptron predictive model, proposed in [17] .
Both the MOGA and PREVIOUS models aimed to predict the electric power demand in the bioclimatic CIESOL building over a prediction horizon of 1 h. MOGA models employed a sampling interval of 15 min, therefore requiring a prediction horizon of four steps, while the PREVIOUS model employed a prediction horizon of 60 steps, as data was sampled with a 1 min rate.
Four MOGA models were designed and their performance was compared with the PREVIOUS model. Model I and II used only weather variables as exogenous variables while models III, IV and PREVIOUS employed, in addition to weather information, solar cooling operation variables. According to results obtained in a battery of tests, one can say that complete models III and IV have a better performance in winter than in summer, while the performance of model I as a simple model has a compromise performance in summer and winter.
Comparing the performance of MOGA models and the PREVIOUS, despite the fact that MOGA models were trained with a small training set of 2592 samples compared to the 318340 samples used to train the PREVIOUS model, they have obtained better results, except in Test B. Moreover, as it can be seen in Table 11 , the complexity of models obtained from MOGA is lower than the PREVIOUS model. According to tests D, E and G reflecting special days in winter and summer, both MOGA and PREVIOUS models have much better performance than the NAB model in terms of all criteria.
