We show that quantum diffusion near the quantum critical point can provide a highly very efficient mechanism of open-system quantum annealing. It is based on the diffusion-mediated recombination of excitations. For an Ising spin chain coupled to a bosonic bath, excitation diffusion in a transverse field sharply slows down as the system moves away from the quantum critical region. This leads to spatial correlations and effective freezing of the excitation density. We find that obtaining an approximate solution via the diffusion-mediated quantum annealing can be faster than via closedsystem quantum annealing or Glauber dynamics.
Quantum annealing (QA) has been proposed as a candidate for a speedup of solving hard optimization problems [1] [2] [3] . Optimization can be thought of as motion toward the potential minimum in the energy landscape associated with the computational problem. Conventionally, QA is related to quantum tunneling in the landscape that is slowly varied in time [4] . It provides an alternative to simulated annealing, which relies on classical diffusion via thermally activated interwell transitions. It was suggested that the coupling to the environment would not be necessarily detrimental to QA [5] [6] [7] .
Recently the role of quantum tunneling as a computational resource has become a matter of active debate [8] [9] [10] [11] [12] , as it is not necessarily advantageous compared to classical computational techniques, e.g., the path integral Monte Carlo [13] . In addition, dissipation and noise can make tunneling incoherent, significantly slowing down [14] the transition rates that underlie QA.
In this paper we show that dissipation-mediated quantum diffusion can provide an efficient alternative resource for QA. We model QA as the evolution of a multi-spin system with a time-dependent Hamiltonian. The diffusion involves environment-induced transitions between entangled states. These states are delocalized coherent superpositions of multi-spin configurations separated by a large Hamming distance. At a late stage of QA the diffusion coefficient decreases. Ultimately diffusion becomes hopping between localized states and QA is dramatically slowed down. An important question is whether the solution obtained by then is closer to the optimum than the solution obtained over the same time classically.
Diffusion plays a special role where the system is driven through the quantum critical region, as often considered in QA [2, 4, 8] . A well-known result of going through such a region is generation of excitations via the Kibble-Zurek mechanism [15] . This leads to an error, in terms of QA, as the system is ultimately frozen in the excited state. The generation rate can be even higher in the presence of coupling to the environment [2] .
It is diffusion that makes it possible for the excitations to "meet" each other and to recombine, thus reducing their number. Near the critical region diffusion is enhanced because of the large correlation length. It has universal features related to the simple form of the excitation energy spectrum. The novel effect of quantum-diffusion induced acceleration of QA is of utmost importance for systems with delocalized multi-spin excitations. To reveal and characterize this effect, we study it here for a model with no disorder. The specific model is a one-dimensional Ising spin chain, where the spins are coupled to the environment and the system is driven through the quantum phase transition by varying a transverse magnetic field. Among recent applications of this classic model we would mention cold atom systems [17] [18] [19] and the circuit QED [20] .
We assume that each spin is weakly coupled to its own bosonic bath. The QA Hamiltonian is
where N is the number of spins, Jg(t) is the transverse field, σ We assume Ohmic dissipation, 2 γ (λ γn / ) 2 δ(ω − ω γn )=αω, α 1, and linear schedule for reducing the transverse field,ġ(t)=−v<0, starting from the initial value g i 1.
We further assume translational symmetry, so that λ γn , ω γn are independent of n. The spin-boson coupling (1) provides a microscopic model for the classical spin-flip process in the Glauber dynamics [21] .
In the absence of coupling to the environment, model (1) describes a quantum phase transition between a paramagnetic phase (g > 1) and a ferromagnetic phase (g < 1) [22] . The spin part of the Hamiltonian (1) can be mapped onto fermions [23] using the Jordan-Wigner transformation, σ
where K(j) = i<j σ x i ; a † n and a n are fermion creation and annihilation operators. Changing in the standard way to new creation and annihilation operators η †
, we obtain the Hamiltonian of the isolated spin chain as H 0 = 2J k k η † k η k , where k is the dispersion law in the fermion band,
In the course of QA, pairs of fermions with opposite momenta are born from vacuum due to the Landau-Zener transitions as the system passes through the critical point g = 1 [15] . The resulting density of excitations n v in the thermodynamic limit is simply related to the QA rate v [24] ,
Coupling to bosons leads to relaxation of the fermion system and renormalization of its spectrum. From Eq. (1), the coupling Hamiltonian in terms of the fermion operators has the form
where 
−1 . The single-particle quantum kinetic equation that incorporated these processes was derived in Ref. [2] . The equation was written for the coupled fermion populations P k = η † k η k and coherences η k η −k . It involved two major approximations, the spatial uniformity of the fermion distribution and the absence of fermion correlations. These approximations hold in the critical region, where the gap in the energy spectrum ∆(g) = 2J|1−g| < k B T . For a sufficiently low QA rate, the density of excitations is dominated by thermal processes rather than the Landau-Zener tunneling [2] . The fermion population is
The goal of QA is to reduce the number of excitations, which happens after the system goes through the critical region. As we show, a significant reduction can be achieved already very close to the critical region. However, the approximation [2] does not describe the dynamics in this range where many-fermion effects and the associated spatial density fluctuations become significant. These effects can be described by the Bogoliubov hierarchy of equations for many-particle Green's functions. However, as we show, the relevant for the QA scaling relations between the speedġ and the final density of excitations can be found in a simpler way.
Behind the critical region, where
the fermion density n ≡ n(x) becomes small and the average inter-fermion distance largely exceeds the thermal wavelength
is the effective mass]. As the first approximation, one can describe the fermion system by the single-particle Wigner probability density
For weak coupling to the bosonic bath, the kinetic equation for this function reads,
where operatorL (0) describes intraband scattering,
whereasL (1) describes interband transitions and is discussed below.
The coefficients in Eq. (8) simplify close to the critical point, where
is the momentum relaxation rate,
Using the explicit form of W +− kq , one can show that the eigenvalues of the operatorL (0) are non-positive. The zero eigenvalue corresponds to the Maxwell distribution over momentum, ρ W (x, k) ∝ exp(−β k ), whereas the next eigenvalue is negative and is separated by a gap ≈ −6.6τ
r . The rate τ −1 r (g) increases with the distance 1 − g ∝ ∆ from the critical point. Extrapolating it back to the critical region ∆ k B T we recover the critical scaling (τ
. The system passes the critical region isothermally for J|ġ| (τ −1 r ) cr . On the time scale large compared to τ r the distribution ρ W takes a simple form of a product of the Maxwell-Boltzmann distribution over kinetic energy and, generally, a coordinate-dependent density n(x, t), ρ W = n(x, t) exp(−β k )/ k exp(−β k ). If we disregard the termL (1) in Eq. (7), we obtain a standard diffusion equation for the fermion densitẏ
where c D ≈ 0.17 (see Sec. I in SM for details). We note that the diffusion coefficient D ∼ k B T τ r /m e sharply increases near the critical point.
We now discuss the termL (1) ρ W that describes interband transitions in Eq. (7) . In the adopted approximation where we disregard fermion correlations and decouple many-fermion Green's functions, we can write this term as a sum of the generation and recombination terms. The generation term [L (1) 
It rapidly falls off as the control parameter g moves away from the critical point. Generation of fermions be-
) also becomes small in this range, because the number of fermions becomes small.
From the above arguments, using the fact that the distribution over fermion momentum is of the Maxwell-Boltzmann form, we obtain a standard generation-recombination equation for the spatiallyaveraged fermion density n ,
Here, n th ≡ n th (g)=N
th is the recombination rate [25] . For
As g ≡ g(t) decreases, the thermal density n th exponentially sharply falls down. The mean density n cannot follow this decrease, so that the density of fermions becomes higher than the thermal density. This happens for the value g(t) = g 0 where the correction δ n = n(t) − n th g(t) becomes ∼ n th g(t) . The quasistationary solution of the linearized Eq. (11) reads δ n ≈ −ṅ th /2wn th . This gives an equation for g 0
For exp{β[g 0 − g(t)]} 1 we can disregard n th in Eq. (11) . Then using the explicit form of the rate w(g), we obtain
Clearly, n(t) varies with time only logarithmically. Another important for the QA consequence of the decrease of g(t) is the sharp decrease of the diffusion coefficient D = D(g), see Eq. (10) . For small D, spatial fluctuations of the density n(x, t) become important.
They impose a bottleneck on the recombination in onedimensional systems [26] , because for fermions to recombine they first have to come close to each other. In contrast to the usually studied reaction-diffusion systems, in the present case the bottleneck arises not because of the decrease of the density, but, in the first place, because of the falloff of the diffusion coefficient.
Once the recombination becomes limited by diffusion, the change of the fermion density becomes even slower than in Eq. (14) . If we stop decreasing g where thermal generation can be disregarded, it will take time ∼ N 2 /D for the density to become 1/N . If we then make g = 0, the system will be in the ground state. Thus the overall time to find a global minimum of the optimization problem will be ∝ N 2 . However, this is not our goal. The density n * = n(t * ) where there occurs the crossover to diffusion-limited recombination gives an approximate solution of the QA. It is this solution that we are interested in. As we show, it can be reached in time that is independent of N . One can estimate n * by setting equal the ratesṅ calculated for the recombination and diffusion processes. For the recombination, one can use Eq. (11) written for the local density n(x, t). For the diffusion, one can use Eq. (10) where the mean interparticle distance 1/ n is chosen as a scale on which the density fluctuates. An alternative way of estimating n * for a time-dependent diffusion coefficient is described in Sec. IV of the SM. The result reads
where k ∼ 1.
Equations (13) - (15) relate the crossover value of g = g * to the value g 0 where thermal equilibrium is broken. It is convenient to write them for the scaled distances from the critical value g = 1, which are given by x 0 = β(1−g 0 ) and x * = β(1 − g * ),
Equations (13), (14) , and (16) express the crossover density n * in terms of the speed of the change of the control parameter v = |ġ|. Unexpectedly, the dependence of n * on v is nonmonotonic, see Fig. 1 . Our goal is to minimize n * . The optimal value n opt = min n * is
where x opt is the value of x * where n * is minimal; x 0 = x opt − 1. The optimal speed v opt is related to this value of x 0 by Eq. (13),
The above analysis applies for β x * and x * −x 0 1. Therefore the optimal speed of the algorithm is somewhat Figure 1 . Fermion density vs. the distance to the critical point (a) and vs. the annealing rate (b). In (a), the filled region is bound by the thermal distribution n th (g). The black line shows the nonequilibrium density n for α = 0.06, β = 25 and v=vopt=2.85 × 10 −7 , see Eq. (11) [25] . The blue point marks the crossover value g * . For g < g * spatial correlations become strong and the theory is inapplicable. In (b), the red, blue, green and black lines show the scaled densityñ * = c d β 3 n * /8kπα 2 vs. the scaled QA rateṽ = β 3 v/4 √ 2πJα for log µ = 8, 9, 10, 11, respectively [parameter µ ∝ (β/α) 2 is defined in (16) ]. The minimal density nopt = min n * . The dashed sections of the lines refer to the regions where the asymptotic theory does not apply.
smaller than v opt , and the value of n * that can be reached is slightly higher than n opt , see Fig. 1 . However, Eq. (17) gives the characteristic scaling of the minimal n * and the optimal velocity with the parameters. It is seen that n opt is extremely small for weak coupling, α 1, and low temperatures, β 1, and it rapidly decreases with decreasing α and k B T /J. Importantly, the optimal speed v opt is independent of the size of the system.
It is instructive to compare the optimal speed with the speed v KZ that would lead to the same density n v = n opt due to the Kibble-Zurek mechanism of creation of excitations in the absence of coupling to the environment. From Eqs. (3) and (18),
Therefore the time it takes to reach the approximate solution (17) in a closed quantum system is much larger than in our case.
It is instructive also to compare v opt with the speed of annealing based on the classical Glauber dynamics [21] . In this dynamics, for low temperatures, β 1, excitations in the Ising spin chain are eliminated through diffusion of kinks. If the transition rate for a kink to move to a neighboring site is w G and the initial density of the kinks is ∼ 1, the time t class to reach density n 1 is (8πw G n 2 ) −1 [21] . In terms of our model, the uncertainty relation imposes a limitation w G J/ . Therefore the ratio of the times to reach n opt via classical and quantum diffusion is very large, ∼ t class v opt ∝ β/α
1. The results demonstrate that quantum diffusion near the critical point provides an important mechanism of the speedup of QA. We find that the bottleneck of QA in an open system can be imposed by the sharp slowing down of the diffusion near the critical region. The crossover to slow excitation recombination is accompanied by the onset of significant spatial fluctuations of the excitation density even in the absence of disorder. At the crossover, the distance to the critical value of the transverse field and the residual density of excitations non-monotonically depend on the quantum annealing rate. Their minimum provides the optimal value of the rate. This value scales with the coupling constant and temperature as α 3 T 5 , the optimal excitation density is ∝ α 2 T 3 , and the distance to the critical value of the transverse field is ∝ T | ln T |.
For our simple but nontrivial example of QA, attaining the approximate solution [27] via the quantum-diffusion mediated process is faster than via classical diffusion or the closed-system QA. One might expect that, in higherdimensional systems, quantum diffusion over extended states could provide a route to finding approximate solutions in the presence of disorder. 
Supplemental material Appendix A: Fermion diffusion coefficient
In the semiclassical region, Eq. (6) of the main text, the fermions have an effective mass m e = 2 |1 − g|/2Jg and the average thermal velocity v T = 4gJ 2 /(1 − g) 2 β. The length scale corresponding to a coherent fermion motion is given by the inelastic mean free path
1 ,
is the fermion momentum relaxation rate given in Eq. (9) of the main text.
At sufficiently low density, fermions move mostly independently with typical thermal wavelength
For small coupling to the bosonic bath and for low temperatures
where n is the mean fermion density. Two fermions can recombine when their wave packets overlap. The recombination probability is ∝ w, where w = w(g) is given in Eq. (12) of the main text. If the processes of generation and recombination are disregarded, in the parameter range (A2) one can describe fermion kinetics using a standard quantum kinetic equation for the single fermion Wigner probability distribution
In Eq. (A3)
is the fermion energy [the scaled energy k is given in Eq. (2) of the main text]. In the semiclassical region
The stationary solution of Eq. (A3) is given by the spatially-uniform Boltzmann distribution over the fermion momentum,
Here
, and we have introduced the scaled momentum K,
We write the transition rate in terms of the rescaled momenta and expand it in powers of β −1 . To the leading order in β −1 we have
In the approximation (A9), the rate w k→q is symmetric with respect to sign inversion of k, q,
An important physical argument is that the time evolution of the fermion probability distribution with respect to momentum is fast, it occurs over time ∼ τ r . The evolution of the spatial distribution (the coordinate-dependent part of ρ W ) is much slower. To find this slow evolution, we seek the time-dependent solution of Eq. (A3) for a weakly spatially nonuniform distrribution ρ W (x, k) as a sum of symmetric and anti-symmetric terms with respect to k, with the symmetric part being of the Boltzmann form,
is the spatial probability density and ρ
W (x, k, t)) is a term that corresponds to a non-zero current,
W (x, k, t).
If we now substitute Eq. (A11) into Eq. (A3), disregard contributions of higher order in β −1 , and separate symmetric and anti-symmetric terms in k, we obtain ∂n(x, t) ∂t ρ (0)
where
In the above equation we used the fact that dq w
W (q, x, t) = 0 due to (A10). This equation corresponds to a standard relaxation time approximation in the transport theory.
Integrating (A14) over k and using (A13), we obtain the continuity equation
Assuming that the relaxation time with respect to momentum is short compared to the time over which the density n(x, t) evolves, we use the quasi-stationary solution of Eq. (A15) for ρ
The current then is just a diffusive current,
The continuity equation (A17) takes the form of the diffusion equation for a spatial distribution n(x, t),
The explicit form of the diffusion coefficient D in the semiclassical region (A6), which follows from Eqs. (A9), (A16) and (A20), is given in Eq. (10) of the main text.
Appendix B: Renormalization of the fermion spectrum
In addition to fermion scattering, coupling of the fermions to the bosonic field leads to a renormalization of the fermion energy spectrum (the polaronic effect), fermion mixing, and fermion-fermion interaction. For weak coupling, the corresponding effects are small. It is the small renormalization condition that imposes a constraint on the coupling strength. We specify it here for the Ohmic-coupling, where the density of states of the bosonic bath weighted with the coupling is 2
The effect of the Ohmic spin-boson coupling in an Ising chain is different from the case of a particle in a potential well coupled to bosons, where the coupling could be incorporated into the potential [1] . In the case of a spin chain, the polaronic energy shift depends on the fermion energy and also on the transverse magnetic field.
Special attention has to be paid to the case of a very large parameter ω c . A simple perturbation theory shown below diverges if it is extended to bosons with energies ω γ → ∞. However, it is clear on physical grounds that high-energy bosons with ω γ 2J should adiabatically follow the spin dynamics. For large ω c , we introduce a cutoff frequency ω cutoff such that ω cutoff 2J/ but ω cutoff < ω c . The effect of bosons with ω γ ≥ ω cutoff can be accounted for by the standard polaronic transformation
can be described by the quantum Boltzmann equation, cf. Ref. [2] , which in standard notations has the form
Here L 
. In (C1) we assumed that the inverse duration of a collision is much smaller than the QA rate, k B T / |ġ|. Unlike the scattering rates W +− kq , the rates W µµ kq depend exponentially strongly on the relation between the energy gap ∆ = 2J|1 − g| and k B T . At the initial stage of QA ∆ k B T and the system is mostly frozen in its ground state, because fermion generation is suppressed, W −− kq ∝ exp(−2∆/k B T ). As the critical region ∆ k B T is traversed, fermions with energies k B T become thermally excited (and are potentially also excited via the Kibble-Zurek mechanism, which in the considered case of small |ġ| gives less excitations).
After the critical point is passed, the system again enters the semiclassical region ∆ k B T . The two-fermion generation rate W −− kq slows down and the fermion population decreases. A key observation is that, since fermion annihilation requires a two-fermion collision with rate W ++ kq ρ k ρ q , it also slows down. In contrast, the rate of intraband scattering described by the operator L (a) k in Eq. (C1) has terms linear in ρ k , which do not contain exponentially small factors. Therefore intraband transitions are faster than interband transitions in the semiclassical region.
The physical description of the dynamics is based on the idea that, because of the intraband scattering, there is first established thermal distribution within the fermion band. The total fermion population changes on a longer time scale due to interband processes. If where k th is defined in (A8) and
The relaxation rate τ 
Equation (C5) describes a quasi-equilibrium thermal distribution over fermion momenta; n is the spatiallyaveraged fermion density, and n th is the thermal equilibrium density. One further find from the analysis of the eigenvalues of the operatorL (0) that its eigenvalues e m>0 form a continuous spectrum (in the limit of N → ∞) with a gap given by the first nonzero eigenvalue e 1 = −6.6. The rate τ −1 r |e 1 | is the typical relaxation rate of fermion momenta. It increases with the distance 1 − g ∝ ∆ from the critical point.
The density n varies on the time scale t τ r . An equation describing the slow time evolution of n can be found by substituting expression (C5) into the full Boltzmann equation (C1) and performing summation over the momentum k in this equation. This gives Eq. (11) of the main text.
