Motivated by the invariance of current representations of quantum gravity under diffeomorphisms much more general than isometries, the Haag-Kastler setting is extended to manifolds without metric background structure. First, the causal structure on a differentiable manifold M of arbitrary dimension (d + 1 > 2) can be defined in purely topological terms, via cones (C-causality). Then, the general structure of a net of C * -algebras on a manifold M and its causal properties required for an algebraic quantum field theory can be described as an extension of the Haag-Kastler axiomatic framework.
Introduction
While classical general relativity usually employs a Lorentzian spacetime structure, the most successful approaches for quantum gravity, such as the canonical quantization of the connection representation, the loop representation or the spin network representation, and topological quantum field theory, BF-theories and spin foams are invariant under diffeomorphism much more general than isometries. Currently, most of these approaches are mainly proposals for the quantum theory of some free geometry. Although in particular situations also coupling to matter has been studied, at present in spacetime dimension 3 + 1 no complete theory for quantum geometry coupled to quantum matter is available. This situation is remarkably paralleled by the algebraic framework of quantum field theory (QFT) on a curved spacetime of dimension 3 + 1, which is most successful in describing the structure of free or asymptotically free quantum field theories. However, the standard Haag-Kastler quantum field theories over Minkowski space or curved asymptotically free spacetimes is not invariant under diffeomorphisms unless these are isometries.
Recently a diffeomorphism invariant extension of the axiomatic Osterwalder-Schrader framework [1] of constructive Euclidean QFT [2] has been given by [3] . There the Osterwalder-Schrader reconstruction of Euclidean QFT was generalized. However there is no obvious generalization of those analyticity properties which relate the Schwinger functions and Wightman functions of the standard Euclidean and Minkowskian QFT. At present there is no notion of a generalized "Wick rotation" which would allow us to use the results of [3] in order to infer properties of an appropriate diffeomorphism invariant generalization of the algebraic Haag-Kastler framework for Lorentzian QFT.
Recently the algebraic framework was used sucessful in providing a clear proof [4] of the holographic hypothesis (Maldacena conjecture [5, 6] ). While there is no direct point transformation between the bulk degrees of freedom in anti-de Sitter (AdS) space and those of the boundary CFT, the relation becomes clear for the corresponding algebras localized in wedge regions on AdS space and in double cones on its boundary.
Therefore it is the goal of the present investigations to extend the framework of algebraic quantum field theory (AQFT) and Haag-Kastler axioms such that it becomes also applicable to theories which are invariant under a larger class of diffeomorphisms, such as quantum gravity. Within the AQFT setting the question rises what are the general classes of diffeomorphisms compatible with a given algebraic structure.
Earlier attempts [7, 8, 9 ] towards a diffeomorphism invariant algebraic setting for quantum field theory mainly generalized those axioms that use only a topological structure on the manifold already in the usual setting, such as isotony and covariance. However the causality axiom could only be formulated in a very rudimentary sense, namely by generalizing Haag duality just on the boundary of the net. That procedure introduced quite strange features on the net of * -algebras. In particular it implied the existence of an Abelian center in the localized algebras which was then associated with the minimal (interior) boundary [7] . The existence of such an Abelian center implied in particular that the algebras could not be usual CCR Weyl algebras, since these would have to be simple if the symplectic form was nondegenerate.
Nevertheless, presently it is known that the algebraic structure of a free quantum field theory on Minkowski space or an asymptotically free field theory on a (usually globally hyperbolic) curved space-time is encoded in a causal net of C * -algebras. In particular on Minkowski space, there exists a strong correspondence between particular causal sets of Minkowski space and localized C * -algebras of the net. There are particular causal sets which form a topological basis of Minkowski space, namely the bounded double cones. Moreover, for a net of subalgebras of a Weyl algebra, it is possible [10] to work with a flexible notion of causality rather than with a rigidly given one, and in principle the net together with its underlying manifold might be reconstructed from the relation among the localized C * -algebras only [11] . This motivates the present approach where we present a generalization of this causal net structure in an a priori background independent ("diffeomorphism invariant") manner. Here the net has to be background independent, but still compatible with a (metric independent) notion of causality. In order to achieve this, we have to abstract an appropriate topological notion of causality. Appropriate definitions for such a notion were given recently in [12] . Those diffeomorphism which preserve such topological causal structure, should naturally also leave invariant the algebraic structure of the net. A causal topology on a d+1-dimensional manifold then provides a topological notion of a causal complement on any set. The next step is then to find a natural implementation of the correspondence between causal sets on a differentiable manifold and C * -algebras localized on these sets. This amounts to define a causal net of C * -algebras on causal differentiable manifolds. The first condition which a causal net of C * -algebras over a causal topological space should naturally satisfy is that C * -algebras over causally disjoint sets mutually commute. Note that e.g. in a d + 1-dimensional black hole spacetime, the intersection of a spatial slice with the horizon is a d − 1-dimensional sphere S d−1 . The latter may be viewed as the boundary of a minimal d-dimensional open set O min contained in any larger d-dimensional open set O max within a spatial slice which extends through all of the region exterior of the horizon up to spatial infinity i 0 . In [7] a generalization of Haag duality was implemented algebraically, by demanding that the commutant of the (asymptotic) global algebra equals a minimal Abelian center algebra located over the minimal set.
The possible results of a concrete observation are encoded in a corresponding state on the causal net of C * -algebras. Particularly convenient states for quantum geometry are the spin-network states. A state introduces additional structure which may serve to distinguish gauge invariances from more genuine symmetries (like unitarity of the dynamics). Given a causal foliation of spatial slices exterior to a topological horizon (via causal boundaries), those diffeomorphisms which leave invariant the causal foliation are purely gauge.
In quantum geometry spin-network states are given via an embedding of a closed graph into a particular slice of the foliation. Then there exists diffeomorphisms which keep the set of all slices invariant but change the foliation monotonously, preserving the natural order of the slices. These are topological dilations. If there was no state two foliations related by such a change should be considered as equivalent. However an embedded graph can eventually detect a monotonous change in the foliation by a change in the origial relations between the slices and the graph, which are given by the intersections of the edges of the graph with the slices of the foliation. The relations between an embedded graph and a foliation are encoded topologically in the intersections of edges with slices of a foliations. Change of this intersection topology by dilating one slice onto another can result in changes of the C * -algebra. Therefore dilation diffeomorphisms can not be gauge here, but rather should correspond to outer (i.e. non-trivially represented) isomorphisms on the algebras.
Cone causality on differentiable d + 1-manifolds
Let us now define the notion of a causal topology for general differentiable d + 1-manifold M within any differentiability category which unless specified otherwise should not be larger than C 1 and for convenience may be taken C ∞ . (With minor modifications an extension to the C 0 category is possible too [12] . However for the present purpose the differentiable setting is most convenient.) Let 
A manifold thickening with thickness m > 0 is given as
3)
The characteristic topological data of the standard cone is encoded in the topological relations of all its manifold subspaces (which includes in particular also the singular vertex O) and among each other.
and (iii) for any two differentiable curves c 1 ,
Condition (iii) says that the well defined notion of transversality of intersections at the vertex is preserved by φ p .
Definition 2: An (ultralocal) cone structure on M is an assignment intM ∋ p → C p of a cone at every p ∈ intM.
Note that, although C p = φ p (C ), T and E here need not be diffeomorphic to φ p (T ) and φ p (E ) respectively. A cone structure on M can in general be rather wild with cones at different points totally unrelated unless we impose a topological connection between the cones at different points. The cone structure can be tamed by the requirement of differentability of the family {p → C p }.
Definition 3: Let M be a differentiable manifold. A weak (C ) local cone (LC) structure on M is a cone structure which is differentiable i.e. {p → C p } is a differentiable family.
A weak LC structure at each point p ∈ intM defines a characteristic topological space C p of codimension 1 which is Hausdorff everywhere but at p. In particular C p does not contain any open U ∋ p from the manifold topology of M. This can be improved by resolving the cone.
Note that due to the manifold property a thickened cone is much more simple than a cone itself.
Definition 5:
of a thickened cone at every p ∈ intM. Note that in general the thickness m can vary from point to point in M. However it is natural to require m : M → IR + to be differentiable.
⊂ M with φ p (0) = p and such that the thickness m is a differentiable function on M.
Note that a strong LC structure is still much more flexible than a conformal structure. For any q = p the tangent directions given by T q C p need a priori not be related to tangent directions of null curves of g, since the cone (or its thickening) at p is in general unrelated to that at q.
Theorem 1: Let M carry a strong LC structure. At any p ∈ intM there exists an open U ∋ p such that:
Proof: For all p ∈ intM the strong LC structure provides a thickened cone C
contains always a neighborhood U ∋ p diffeomorphic to a neighborhood φ −1 p (U) ∋ 0 of the standard cone which in any dimension has the desired properties.
At any interior point p ∈ intM the open exterior E p and the open interior T p of the cone C p are locally topologically distinguishable for d > 1, indistinguishable for d = 1, and empty for d = 0. With a strong LC structure,
whence locally in any neighborhood U ∋ p the interior and exterior of C p ∩ U at p in U has an intrinsic invariant meaning.
This rises also the question if and how F p and P p or their local restriction to U ∋ p can be distinguished. This problem is solved by a topological Z 2 connection.
Let M be differentiable and τ be any vector field M → T M such that at any p ∈ intM its orientation agrees with that of φ p (a). Such a orientation vector field comes naturally along with a Z 2 -connection on M which allows to compare the orientation τ (p) at different p ∈ intM. Given a strong LC structure on M, the Z 2 -connection is in fact provided via continuity of p → T p φ p (a). Then τ is tangent to an integral curve segment through p from P p to F p . In particular, F p and P p are distinguished from each other by a consistent τ -orientation on M.
In order to obtain a causal structure it remains to identify natural consistency conditions for the intersections of cones of different points. In order to define topologically timelike, lightlike, and spacelike relations, and a reasonable causal complement, we introduce the following causal consistency conditions on cones. Definition 7: M is (locally) cone causal or C-causal in an open region U, if it carries a (weak or strong) LC structure and in U the following relations between different cones in intM hold: (1) For p = q one and only one of the following is true: (i) q and p are causally timelike related, q ≪ p :
(iii) q and p are causally unrelated, i.e. relatively spacelike to each other, q ⊲⊳ p : (1) and (2) hold ∀p ∈ C .
Let M be C-causal in U. Then, q ≪ p ⇔ ∃r : q ∈ P r ∧ p ∈ F r , and q ¡ p ⇔ ∃r : q ∈ C Note that C-causality of M forbids a multiple refolding intersection topology for any two cones with different vertices. In particular along any timelike curve the future/past cones do not intersect, because otherwise there would exist points which are simultaneously timelike and lightlike related. Continuity then implies that future/past cones in fact foliate the part of M which they cover. Hence, if there exists a fibration IR ֒→ intM ։ Σ, then C-causality implies in particular that the future/past cones foliate on any fiber. Therefore C-causality allows a reasonable definition of a causal complement.
For any open set S in a C-causal manifold M the causal complement is defined as
where clS denotes the closure in the topology induced from the manifold. Although the causal complement is always open, it will in general not be a contractable region even if S itself is so. Assume p and q are timelike related, p ∈ P q and q ∈ F p . K 
Causal index sets and diffeomorphisms
Let us now define the index sets which will be used in our nets of algebras. The natural numbers IN are the most common index set for any countable set on which they induce then a canonical order relation. However, in the following we consider more general index sets which need not be countable. Definition 9: A net index set is an index set I (i) with a partial order ≤, (ii) with a sequence of K i ∈ I, i ∈ IN, such that ∀K ∈ I∃j ∈ IN: K ≤ K j , and (iii) such that each bounded J ⊂ I has a unique supremum sup J ∈ I. Remark 1: If I is totally ordered (iii) is satisfied trivially. Remark 2: By (ii) a net index set is infinite unless ∃j ∈ IN:
Definition 10: A causal disjointness relation in a net index set I is a symmetric relation ⊥ such that
A causal index set (I, ⊥) is a net index set with a causal disjointness relation ⊥. Definition 11: Let M be infinite with causal complement ⊥. M is ⊥-nontrivially inductively covered, iff ∃ sequence of nonempty K i ⊂ M, i ∈ IN, mutually different with 
This is the motivation to consider the partial order related to the flow of time and the one related to enlargement in space to be essentially the same, such that in the absence of an a priori notion of a metric time, the nested spatial inclusion will provide a partial order substituting time. (Of course this is in essence similar to the old idea in cosmology of time given by the volume of a closed, expanding universe.)
Consider now a double cone K in M with O := K ∩ Σ and ∂O = i 0 (K ) and a diffeomorphism φ in M with pullbacks φ Σ ∈ Diff(Σ) to Σ and φ K ∈ Diff(Σ) to K . If φ(K ) = K , it can be naturally identified with an element of Diff(K ). (φ = id M −K is a sufficient but not necessary condition for that to be true.) If in addition φ(Σ) = Σ then also φ(O) = O, and φ| O is a diffeomorphism of O.
Let us now consider a 1-parameter set of double cones {K p } p∈ sharing 2 common null curve segments n ± ∈ ∂K p from i ± (K ) respectively to i ∈ i 0 (K p ) which they intersect transversally in Σ. Let the cones be such that and parametrized by a line c in Σ starting (transversally to n) at i to some endpoint f on ∂Σ (at spatial infinity) such that p is an interior point of O p := K p ∩ Σ. Then we call the limit W (n ± , c) := lim p→f K p the wedge in the surface through n ± and c. Note that in the usual (say Minkowski) metric case a wedge has a quite rigid structure since c has a canonical location in a surface spanned by n ± , its diffeomorphism invariant analogue is less unique in structure.
Axioms for QFT on manifolds
Clearly QFT on a globally hyperbolic space-time manifold satisfies isotony (N1), covariance (N2), causality (C), additivity (A) and existence of a (state dependent GNS) vacuum vector (V). More particular on Minkowski space there is is a unique Poincare-invariant state ω such that there is a translational subgroup of isometries with spectrum in the closure of the forward light cone only. However there is no reason to expect such features in a more general context. However, an invariant GNS vacuum vector Ω still exists for a globally hyperbolic space-time, although in general it depends on the choice of the state ω. Hence we will now generalize the axioms of AQFT from globally hyperbolic space-times to differentiable manifolds.
For a given QFT on manifolds, say the example of quantum gravity examined below, it remains to check which of the generalized axioms will hold true.
General axioms for QFT on a differentiable manifold
On a differentiable manifold M part of the AQFT structure can be related to the topological structure of M. The following AQFT axioms are purely topological and should hold on arbitrary differentiable manifolds. Let M be a differentiable manifold with additional structure s (which may be empty) and Diff(M, s) denote all diffeomorphisms which preserve s. A Diff(M, s)-invariant algebraic QFT (in the state ω) can be formulated in terms of axioms on a net of * -algebras A(O) (together with a state ω thereon). It should at least satisfy the following axioms: N1 (Isotony):
N2 (Covariance):
(N1) and (N2) are purely topological, involving only the mere definition of the net. These axioms make sense even without a causal structure (see also [7] ).
If A(O) is a C * -algebra with norm || · ||, it makes sense to impose the following additional axioms: A (additivity):
V (Invariant Vacuum Vector): Given a state ω, there exists a representation π ω on a Hilbert space H ω such that ∃Ω ∈ H ω , ||Ω|| = 1 :
Note: For any * -algebra, the representation π ω is given by the GNS construction, H ω is the GNS Hilbert space. Properties of Ω are induced by corresponding properties of the state ω. The main issue to check is the invariance under a unitary representation U of Diff (M,s).
Axioms for QFT on a manifold with cone causality
With a notion of causality on a differentiable manifold M as defined in the previous section, the algebraic structure of a QFT should be related to the causal differential structure of M by further axioms abstracted from the space-time case. In this case it is natural to consider nets of von Neumann algebras. On a causal differential manifold M (in the sense defined above) the algebraic structure of a QFT should satisfy the following axioms which require the notion of a causal complement. Let M be a causal differentiable manifold with additional structure s (which may be empty) and Diff(M, s) denote all differentiable diffeomorphisms which preserve s, where s is at least a causal structure, eventually with some additional structure s ′ . A Diff(M, s)-invariant algebraic QFT in the state ω is a net of von Neumann-algebras R(O with a state ω satisfying the following axioms: C (causality):
CA (causal additivity):
Remarks: In the case that the net has both inner and exterior boundary, (4.1) had been weekened in [7] to a generalization of Haag duality on the boundary of the net. Here we do not assume a priori the existence of such a boundary of the net. However an example of quantum geometry with such a boundary structure is discussed below. Given a net of C * algebras consistent with a norm || · ||, it made sense to impose (A) above. If the algebras are in particular also von Neumann ones (A) should be sharpened to (CA). In the general case of * -algebras (not necessarily C * ones) the algebraic closure has no natural topological analogue, and hence there is no obvious definition of additivity. Therefore in [7] neither (A) nor (CA) was assumed. The state of a physical system is mathematical described by a positive linear functional ω on A. Given the state ω, one gets via the GNS construction a representation π ω of A by a net of operator algebras on a Hilbert space H ω with a cyclic vector Ω ω ∈ H ω . The GNS representation (π ω , H ω , Ω ω ) of any state ω has an associated folium F ω , given as the family of those states ω ρ := trρπ ω which are defined by positive trace class operators ρ on H ω . Once a physical state ω (which implicitly contains all peculiarities of a particular observation) has been specified, one can consider in each algebra A(O) the equivalence relation
GNS and modular construction
These equivalence relations generate a two-sided ideal
) may be constructed from the (kinematically relevant) algebra of observation procedures A(O) by taking the quotient
The net of state-dependent algebras then is also denoted as
. By construction, any diffeomorphism χ ∈ Diff(M) induces an algebraic isomorphism α χ of the observation procedures. Nevertheless, for a given state ω, the action of α χ will in general not leave A ω invariant. In order to satisfy
the ideal I ω (O) must transform covariantly, i.e. the diffeomorphism χ must satisfy the condition
for some algebraic isomorphism α χ . Due to non-trivial constraints (5.5), the (dynamical) algebra of observables, constructed with respect to the folium F ω , does in general no longer exhibit the full Diff(M) symmetry of the (kinematical) observation procedures. The symmetry of the observables is dependent on (the folium of) the state ω. Therefore, the selection of a folium of states F ω , induced by the actual choice of a state ω, results immediately in a breaking of the Diff(M) symmetry. The diffeomorphisms which satisfy the constraint condition (5.5) form a subgroup called the dynamical group of the state ω. α χ is called a dynamical isomorphism (w.r.t. the given state ω) w.r.t. χ, if (5.5) is satisfied.
The remaining dynamical symmetry group, depending on the folium F ω of states related to ω, has two main aspects which we have to examine in order to specify the physically admissible states: Firstly, it is necessary to specify its state dependent algebraic action on the net of observables. Secondly, one has to find a geometric interpretation for the group and its action on M.
If we consider the dynamical group as an inertial, and therefore global, manifestation of dynamically ascertainable properties of observables, then its (local) action should be correlated with (global) operations on the whole net of observables. This implies that at least some of the dynamical isomorphisms α χ are not inner. (For the case of causal nets of algebras it was actually already shown that, under some additional assumptions, the isomorphisms of the algebras are in general not inner [13] .)
In the following we consider instead of the net of observables A ω (O) the net of associated von Neumann algebras R ω (O). Let us assume Ω ω is a cyclic and separating vector for R ω min and R ω max . By isotony it is so for any local von Neumann algebra R ω (O x s ) too. As a further consequence, on any region O x s , the Tomita operator S and its conjugate F can be defined densely by
The closed Tomita operator S has a polar decomposition
where J is antiunitary and ∆ := F S is the self-adjoint, positive modular operator. The Tomita-Takesaki theorem [14] provides us with a one-parameter group of state dependent isomorphisms α
A strongly continuous unitary implementation of the modular group of the 1-parameter family of isomorphisms (5.9) w.r.t. ω is given by conjugate action of operators e −it ln ∆ , t ∈ IR. By (5.9) the modular group, for a state ω on the net of von Neumann algebras, defined by R ω max , might be considered as a 1-parameter subgroup of the dynamical group. Note that, with Eq. (5.7), in general, the modular operator ∆ is not located on O x s . Therefore, in general, the modular isomorphisms (5.9) are not inner. The modular isomorphisms are known to act as inner isomorphisms, iff the von Neumann algebra R ω (O The outer modular isomorphisms form the cohomology group OutR := AutR/InnR of modular isomorphisms modulo inner modular isomorphisms. This group is characteristic for the types of factors contained in the von Neumann algebra [15] . Per definition OutR is trivial for inner isomorphisms. Factors of type III 1 yield OutR = IR. This corresponds physically to the case of thermal equilibrium states, where there is a distinguished 1-parameter group of outer modular isomorphisms, which is a subgroup of the dynamical group.
Application for quantum gravity
On a region causally exterior to a topological horizon H , on any d-dimensional spatial slice Σ, there exists a net of Weyl algebras for states with an infinite number of intersection points of edges and transversal (d − 1)-faces within any neighbourhood of the spatial boundary H ∩ Σ ∼ =S 2 . Σ be a spatial slice. C-causality constrains the algebras localized within Σ. On Σ it should hold
A (spin network) state ω over the algebra A(Σ) may be defined by a closed, oriented differentiable graph γ embedded in Σ, with an infinite number of differentiable edges e ∈ E intersected transversally by a differentiable d − 1-dimensional oriented surface S at a countable of intersection vertices v ∈ V . Let C γ ∈ Cyl be a C ∞ Cylinder function with respect to an SO(d) holonomy group on γ, i.e. on each closed finite subgraph γ ′ ⊂ γ it is C γ ′ := c(g 1 , . . . , g N ) where g k ∈ SO(d), and c is a differentiable function. Let X S,f ∈ Der(Cyl) be a derivation with test function f over Cyl. The action of X S,f on C γ is given as
where κ(e v ) = ±1 above/below S (for the following purposes we may just exclude the tangential case κ(e v ) = 0) and X i ev · c is the action of the left/right invariant vector field (i.e. e v is oriented away from/towards the surface S) on the argument of c which corresponds to the edge e v .
The phase space (Γ, Ω) over γ is then spanned by Γ := {(q, p) : q ∈ Cyl, p ∈ Der(Cyl))} and with a presymplectic structure is
where [p, p ′ ] denotes the Lie bracket of p and p ′ . Let now the CCR Weyl algebra on the phase space (Γ, Ω) be given as follows. Ω defines a polarization of the phase space, associating to any function f ∈ Γ a function Ω(f, ·) on Γ. Ω is called regular if Ω(f, g) = 0∀g ∈ Γ ⇒ f = 0.
Canonical quantization associates then to any Ω(f, ·) a selfadjoint operatorΩ(f, ·) and a corresponding unitary Weyl elementŴ (f ) := e iΩ(f,·) , both on a Hilbert space H γ . The Weyl elements form an algebra A γ with multiplicationŴ (f 1 )Ŵ (f 2 ) := e iΩ(f 1 ,f 2 )Ŵ (f 1 +f 2 ) and the conjugation * : W (f ) → W (−f ). A norm on Γ is defined by f := 1 4 sup g =0 Ω(f,g) <g,g> and the sup-norm makes A γ a C * -algebra, namely the C * -closure A γ = C * (W (f ), f ∈ Γ). If Ω would be regular, this CCR Weyl algebra should be simple, i.e. there should be no ideal in A γ as it is the case for ordinary QFT. Note however that for loop quantum gravity Ω need a priori not be simple. There may be free loops in γ which do not intersect given surfaces S. These free loops form an Abelian ideal J γ in A γ , whence A γ is not simple.
However in the case of a degenerate symplectic form, passing to the quotient A ′ γ := A γ /J γ yields again a simple algebra. For loop quantum gravity the phase space is spanned by generalized functions f = (C γ , T S,· ) ∈ Cyl × Der(Cyl). With a polarization given by a symplectic form Ω, functions thereon are of the form Ω(f, ·) : ((C γ , T S,φ ), (C γ , T S,φ )) → Σ (T S,φ C γ ′ − T S ′ ,φ C γ ), where φ is a test function. Let us now briefly discuss the limit surface S 2 on which there are an infinite number of punctures each corresponding to the intersection of an edge from γ. When almost all all punctures are located in arbitrary small neighbourhoods of s finite number n of accumulation points, the state corresponds to the geometry of a black hole with n stringy hairs extending out to infinity. In particular, the n = 1 case was discussed in more detail in [16] .
For each finite γ ′ ⊂ γ, the sets E(γ ′ ) and V (γ ′ ) of edges resp. vertices of γ ′ are finite. Then the connection A γ ′ = e∈E(γ ′ ) ∼ = G E(γ ′ ) and the gauge group
on γ ′ inherit a unique measure from the measure on G (for compact G the Haar measure). The action of G γ ′ on A γ ′ is defined by (gA) e := g t(e) A e g −1 s(e) where s and t are the source and target functions E(γ ′ ) → V (γ ′ ) respectively. This action gives rise to gauge orbits and a corresponding projection A γ ′ ։ A γ ′ /G γ ′ . The projection induces the measure on A γ ′ /G γ ′ . Bounded functions w.r.t. to that measure define then the gauge invariant Hilbert space H γ ′ := L(A γ ′ /G γ ′ ).
