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A FAMILY OF FLAT CONNECTIONS ON THE PROJECTIVE SPACE HAVING
DIHEDRAL MONODROMY AND ALGEBRAIC GARNIER SOLUTIONS
ARATA KOMYO
Abstract. A. Girand constructs an explicit two-parameter family of flat connections over the complex
projective plane P2. These connections have dihedral monodromy and their polar locus is a prescribed
quintic composed of a conic and three tangent lines. In this paper, we give a generalization of this
construction. That is, we construct an explicit n-parameter family of flat connections over the complex
projective space Pn. Moreover, we discuss the relation between these connections and the Garnier
system.
1. Introduction
A meromorphic rank 2 connection (E,∇) on a projective manifold X is tha datum of a rank 2 vector
bundle E equipped with a C-linear morphism ∇ : E → E ⊗ Ω1X(D) satisfying Leibniz rule
∇(f · s) = f · ∇(s) + df ⊗ s
for any section s and function f . Here D is the polar divisor of the connection ∇. The connection ∇ is
flat when the curvature vanishes, that is ∇ · ∇ = 0. For a flat meromorphic rank 2 connection, we can
define its monodromy representation. When det(E) = OX and the trace connection tr(∇) is the trivial
connection on OX , we say that (E,∇) is an sl2-connection.
The main purpose of this paper is to construct flat meromorphic sl2-connections on the projective
space Pn explicitly. Now we recall the structure theorem of flat meromorphic sl2-connections on projective
manifolds due to Loray–Pereira–Touzet. (For in detail, see [1] and [9]). We say that any two connection
(E,∇) and (E′,∇′) are birationally equivalent when there is a birational bundle transformation φ : E 99K
E′ that conjugates the two operators ∇ and ∇′. The connection (E,∇) is called regular if local ∇-
horizontal sections have moderate growth near the poler divisor ∇∞ (see [3, Chap. II, Definition 4.2] for
details). We say that any two connection (E,∇) and (E′,∇′) are projectively equivalent if the induced
P1-bundles coincide P(E) = P(E′), and if moreover ∇ and ∇′ induce the same projective connection
P(∇) = P(∇′).
Theorem 1.1 ([9, Theorem E ]). Let (E,∇) be a flat meromorphic sl2-connection on a projective manifold
X. Then at least one of the following assertions holds true.
(i) There exists a generically finite Galois morphism f : Y → X such that f∗(E,∇) is projectively
birationally equivalent to one of the following connections defined on the trivial bundle:
(1) ∇ = d+
(
ω 0
0 −ω
)
or d+
(
0 ω
0 0
)
with ω a rational closed 1-form on X.
(ii) There exists a rational map f : X 99K C to a curve and a meromorphic connection (E0,∇0) on
C such that (E,∇) is projectively birationally equivalent to f∗(E0,∇0).
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(iii) The sl2-connection (E,∇) has at worst regular singularities and there exists a rational map
f : X 99K H which projectively factors the monodromy through one of the tautological representa-
tions of a polydisk Shimura modular orbifold H. In particular, the monodromy representation of
(E,∇) is quasi-unipotent at infinity, rigid, and Zariski dense.
We recall the assercition (i) for regular meromorphic connections in more detail. (See [9, Section 7.2]).
Let (E,∇) be a flat regular meromorphic sl2-connection on X. The Riemann–Hilbert correspondence
establishes a one-to-one correspondence between representations up to conjugacy and regular connections
up to birational bundle transformations. For instance, if its monodromy representation is virtually abelian,
i.e. abelian after a finite cover, then it is either diagonal or unipotent after the finite cover. These
monodromy representations are realized by the connections as in (1). From the view point of the assertion
(i) in this theorem, we construct explicit flat regular meromorphic sl2-connections on the projective space
Pn.
Girand constructs explicit flat regular meromorphic sl2-connections over P2 ([6]). The connections
have dihedral monodromy representations, which are virtually abelian, and their polar locus is a pre-
scribed quintic composed of a conic and three tangent lines. Our construction is based on his idea.
When n = 2, our explicit connections over Pn are coincide with Girand’s explicit connections over P2.
Moreover, in [6], the explicit flat connections over P2 give algebraic solutions of the Garnier system.
In fact, if we consider the restrictions of the explicit connections over P2 to generic lines on P2, then
we have the Fuchsian systems with 5 regular singularities. If we vary parameters of generic lines, then
we have isomonodromic families of the Fuchsian systems with 5 regular singularities. The families are
parametrized by the space which parametrizes generic lines on P2. The dimension of this space is 2,
which is coincide with the dimension of the space of time variables of the Garnier system associated to
the isomonodromic deformation of the Fuchsian systems with 5 regular singularities. If we take a finite
cover of the space which parametrizes generic lines, then we have a generically finite morphism from the
finite cover to the space of time variables of the Garnier system. Then we obtain algebraic solutions of
the Garnier system. If we restrict the explicit connections over P2 to special lines on P2, then we can
produce algebraic solutions of the Painleve´ VI equation, which contain a part of algebraic solutions in
[8]. (See [6, Section 3.1]).
1.1. Main result. Let [x : y : z1 : . . . : zn−2 : t] be the homogeneous coordinates of Pn. Set f(x, y, t) :=
x2 + y2 + t2− 2(xy+ yt+ tx). Let Q0 and Qi be the divisors on Pn defined by Q0 := (f(x, y, t) = 0) and
Qi := (f(x, y, t)− z2i = 0), i = 1, . . . , n− 2, respectively. Let Dn be the divisor on Pn defined by
Dn := (x = 0) + (y = 0) + (t = 0) +Q0 +Q1 + · · ·+Qn−2.
For λ = (λ0, . . . , λn−1) ∈ Cn, we define rational 1-forms on Pn as follows:
α0(x, y) := − (2λ0 + λ1)dx− (2λ1 + λ0)dy
2
− λ1(y − 1)
2
dx
x
+
λ0(x− 1)
2
dy
y
,
α1(x, y) := −1
4
df(x, y, 1)
f(x, y, 1)
, α2(x, y) := − α0(x, y)
f(x, y, 1)
,
αi0(x, y, zi) := λi+1
(
dzi − zid(f(x, y, 1)− z
2
i )
2(f(x, y, 1)− z2i )
)
, αi2(x, y, zi) := −
αi0(x, y, zi)
f(x, y, 1)
,
which are described by the affine coordinates [x : y : z1 : . . . : zn−2 : 1].
Let D∞ be the infinite dihedral group:
D∞ :=
〈(
0 α
−α−1 0
)
,
(
β 0
0 β−1
) ∣∣∣∣ α, β ∈ C∗〉 ≤ SL2(C).
In Proposition 3.3 below, for generic λ = (λ0, . . . , λn−1) ∈ Cn, we define a dihedral representation
ρλ : pi1(Pn \Dn, ∗) → D∞ of the fundamental group pi1(Pn \Dn, ∗). This representation ρλ is virtually
abelian.
Theorem 1.2. For generic λ = (λ0, . . . , λn−1) ∈ Cn, there exists an explicit flat meromorphic sl2-
connection ∇λ over the trivial vector bundle Pn × C2 → Pn with the following properties:
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(1) ∇λ has at worst regular singularities. The polar divisor of ∇λ is equal to Dn;
(2) The monodromy representation of ∇λ is conjugated to ρλ.
The connection ∇λ is given by
∇λ = d+
( A11 A12
−A21 −A11
)
+
n−2∑
i=1
( Ai11 Ai12
−Ai21 −Ai11
)
,
where
A11 := (x− 1)α2(x, y) + α1(x, y) + 1
2
dy
y
, Ai11 := (x− 1)αi2(x, y, zi),
A12 := dx+ (x− 1)
2α2(x, y) + 2(x− 1)α1(x, y) + α0(x, y)
y
, Ai12 :=
(x− 1)2αi2(x, y, zi) + αi0(x, y, zi)
y
,
A21 := yα2(x, y), Ai21 := yαi2(x, y, zi),
in the affine coordinates [x : y : z1 : . . . : zn−2 : 1].
1.2. Algebraic Garnier solution. We consider the Fuchsian system with 2n + 1 regular singularities
at 0, 1, t1, . . . , t2n−2,∞:
(2) d+ H˜2n−1
dx˜
x˜
+ H˜2n
dx˜
x˜− 1 +
2n−2∑
i=1
H˜i
dx˜
x˜− ti ,
where H˜i (i = 1, . . . , 2n) are 2 × 2 matrices independent to x˜ and ti 6= tj (i 6= j). We assume that
H˜2n+1 := −
∑2n
i=1 H˜i is a diagonal matrix and the eigenvalues of H˜i (i = 1, . . . , 2n+ 1) are as in Table 1.
We fix a basis γx˜ (x˜ = 0, 1, t1 . . . , t2n−2,∞) in the fundamental group pi1(P1 \ {0, 1, t1, . . . , t2n−2,∞}, ∗).
Here the loop γx˜ on P1 is oriented counter-clockwise, x˜ lies inside, while the other singular points lie
outside.
Table 1. The eigenvalues of the residue matrices (i = 1, . . . , n− 2).
Reside matrices H˜1 H˜2 H˜2i+1 H˜2i+2 H˜2n−1 H˜2n H˜2n+1
Eigenvalues ± 14 ± 14 ±λi+12 ±λi+12 ±λ12 ±λ0−12 ±λ0+λ12
We restrict ∇λ to a generic line on Pn. The divisor Dn consists of 3-lines and (n − 1)-conics.
Then the restriction of ∇λ is the Fuchsian system (2). If we vary parameters of generic lines on Pn,
then we have an isomonodromic family of these Fuchsian systems parametrized by the space which
parametrizes generic lines. The preserved monodromy representation of the fundamental group pi1(P1 \
{0, 1, t1, . . . , t2n−2,∞}, ∗) of this isomonodromic family is conjugated to the representation given by Ta-
ble 2. The dimension of the space which parametrizes generic lines on Pn is 2n − 2, which is coincide
with the dimension of the space of time variables of the Garnier system associated to the isomonodromic
deformation of the Fuchsian systems with (2n − 2) + 3 regular singularities. If we take a finite cover of
the space which parametrizes generic lines, then we have a generically finite morphism from the finite
cover to the space of time variables of the Garnier system. Then our isomonodromic family is related to
an algebraic solution of the Garnier system.
The organization of this paper is as follows. In Section 2, we construct an explicit n-parameter
family ∇λ of flat connections over the complex projective space Pn. The explicit n-parameter family
∇λ is parametrized by n-tuples of complex numbers λ = (λ0, . . . , λn−1). In Section 3, we compute
the monodromy representation of ∇λ for generic λ. We show that this monodromy representation is
conjugated to ρλ. In Section 4, we discuss the relation between ∇λ and the Garnier system ([4], [5], [11]).
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Table 2. The representation of the fundamental group; here aj = exp(−pi
√−1λj) j =
0, 1, . . . , n− 1.
γ0 γ1 γt1 γt2(
a1 0
0 a−11
) (−a0 0
0 −a−10
) (
0 1
−1 0
) (
0 a20
−a−20 0
)
γt2i+1 (i = 1, . . . , n− 2) γt2i+2 (i = 1, . . . , n− 2) γ∞(
ai+1 0
0 a−1i+1
) (
a−1i+1 0
0 ai+1
) (
a0a
−1
1 0
0 a−10 a1
)
2. Construction of flat connections on projective spaces
2.1. Flat connection (∇0)λ defined by rational closed 1-forms. Let λ0, . . . , λn−1 be complex num-
bers. Set Y := SpecC[u0, u1, z1, . . . , zn−2]. Let ω0 and ψn be the closed rational 1-forms on Y defined
by
ω0 := λ0
(
du0
u0
− du1
u1
)
+ λ1
(
du0
u0 − 1 −
du1
u1 − 1
)
ψn :=
{∑n−2
i=1 2λi+1
(u0−u1)dzi−zid(u0−u1)
(u0−u1)2−z2i n > 2
0 n = 2.
We have a family of flat connections
(3) (∇0)λ := d+ 1
2
(
ω0 + ψn 0
0 −ω0 − ψn
)
on the trivial rank 2 vector bundle E0 → Y . The family (∇0)λ is parametrized by λ = (λ0, . . . , λn−1).
On the associated projective bundle P(E0), we have the associated projective connection P((∇0)λ) =
dw0 + (ω0 + ψn)w0, where w0 is a projective coordinate on the fibers.
2.2. Descent of the connection (∇0)λ. We consider the birational transformation of the projective
connection P((∇0)λ) defined by Φ: P(E0) 99K P(E0);
(u0, u1, z1, . . . , zn−2, [w00 : w
1
0]) 7−→ (u0, u1, z1, . . . , zn−2, [w˜00 : w˜10]),
where
(4)
w˜10
w˜00
= (u0 − u1)w
1
0 + w
0
0
w10 − w00
.
The rational function (4) is an invariant of the involution P(E0)→ P(E0);
(u0, u1, z1, . . . , zn−2, [w00 : w
1
0]) 7−→ (u1, u0, z1, . . . , zn−2, [w10 : w00]).
Put w0 = w
1
0/w
0
0 and w˜0 = w˜
1
0/w˜
0
0. We can check the following proposition by direct computation.
Proposition 2.1. We define a map f : Y → Pn by
(u0, u1, z1, . . . , zn−2) 7−→ [s1 : s2 : z1 : . . . : zn−2 : 1],
where s1 = u0 + u1 and s2 = u0u1. The birational transformation (Φ
−1)∗P((∇0)λ) on P(E0) descents to
a projective connection on f(Y )× P1 → f(Y ):
(5)
(Φ−1)∗P((∇0)λ) = dw˜0
dw0
(dw0 + (ω0 + ψn)w0)
= dw˜0 +
(
α2(s1, s2) +
n−2∑
i=1
αi2(s1, s2, zi)
)
w˜20
+ 2α1(s1, s2)w˜0 +
(
α0(s1, s2) +
n−2∑
i=1
αi0(s1, s2, zi)
)
,
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where
(6)
α0(s1, s2) :=
2λ0(1− s1 + s2) + λ1(−s1 + 2s2)
2(1− s1 + s2) ds1 −
λ0s1(1− s1 + s2) + λ1s2(s1 − 2)
2s2(1− s1 + s2) ds2,
αi0(s1, s2, zi) := λi+1
(
dzi − zid(s
2
1 − 4s2 − z2i )
2(s21 − 4s2 − z2i )
)
,
α1(s1, s2) := −1
4
d(s21 − 4s2)
s21 − 4s2
, α2(s1, s2) := −α0(s1, s2)
s21 − 4s2
, αi2(s1, s2, zi) := −
αi0(s1, s2, zi)
s21 − 4s2
.
The corresponding connection (∇1)λ on f(Y )× C2 → f(Y ) is
(∇1)λ = d+
(
α1(s1, s2) α0(s1, s2)
−α2(s1, s2) −α1(s1, s2)
)
+
n−1∑
i=1
(
0 αi0(s1, s2, zi)
−αi2(s1, s2, zi) 0
)
.
We consider a relation between this connection and the connection (∇0)λ. Let ∇′0 be the meromorphic
connection on Y × C→ Y defined by ∇′0 := d− 12 d(u0−u1)u0−u1 . We define a matrix M1(u0, u1) on Y by
M1(u0, u1) :=
(−1 −u0 + u1
−1 u0 − u1
)
.
Let ∇′′0 be the meromorphic connection on Y × C2 → Y defined by
∇′′0 := d+M1(u0, u1)−1dM1(u0, u1)
+M1(u0, u1)
−1 1
2
(
ω0 + ψn 0
0 −ω0 − ψn
)
M1(u0, u1).
Then we have
(7) f∗(∇1)λ = ∇′′0 ⊗∇′0.
Moreover, we consider the map Pn → Pn; [s1 : s2 : z1 : . . . : zn−2 : t] 7→ [x : y : z1 : . . . : zn−2 : t],
where x := t− s1 + s2 and y := s2. Set
f(x, y) := x2 + y2 + 1− 2(xy + x+ y).
Then the rational 1-forms (6) are transformed into
(8)
α0(x, y) = − (2λ0 + λ1)dx− (2λ1 + λ0)dy
2
− λ1(y − 1)
2
dx
x
+
λ0(x− 1)
2
dy
y
,
αi0(x, y, zi) = λi+1
(
dzi − zid(f(x, y)− z
2
i )
2(f(x, y)− z2i )
)
,
α1(x, y) = −1
4
df(x, y)
f(x, y)
, α2(x, y) = −α0(x, y)
f(x, y)
, αi2(x, y, zi) = −
αi0(x, y, zi)
f(x, y)
,
which are described by the affine coordinates [x : y : z1 : . . . : zn−2 : 1].
2.3. Birational transformations of the connection (∇1)λ. From the connection (∇1)λ on f(Y ) ×
C2 → f(Y ), we construct a connection on the trivial bundle Pn × C2 → Pn whose pole divisor is Dn. If
we extend the rational 1-forms (8) to rational 1-forms on Pn, then α0(x, y), αi0(x, y, zi) and α1(x, y) have
poles of order 2, 2 and 1 along the divisor (t = 0), respectively. On the other hand, the rational 1-forms
α2(x, y) and α
i
2(x, y, zi) have no pole along the divisor (t = 0). So we consider a birational transformation
of the projective connection (5) as follows. The dy/y part of the projective connection (5) is
dw˜0 − λ0(w˜0 − x+ 1)(w˜0 + x− 1)
x+ 1
dy
y
+ [ terms whose pole divisors do not contain the divisor (y = 0) ].
Then we consider the following birational map
(9)
Pn × P1 99K Pn × P1
([x : y : z1 : . . . : zn−2 : 1], [1 : w˜0]) 7−→ ([x : y : z1 : . . . : zn−2 : 1], [1 : w]),
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where w˜0−x+1 = wy. By this birational transformation (9), the projective connection (5) is transformed
into
(10)
dw +
(
A21(x, y) +
n−2∑
i=1
Ai21(x, y, zi)
)
w2
+ 2
(
Ai11(x, y) +
n−2∑
i=1
Ai11(x, y, zi)
)
w +Ai12(x, y) +
n−2∑
i=1
Ai12(x, y, zi),
where
(11)
A21(x, y) := yα2(x, y), Ai21(x, y, zi) := yαi2(x, y, zi),
A11(x, y) := (x− 1)α2(x, y) + α1(x, y) + 1
2
dy
y
, Ai11(x, y, zi) := (x− 1)αi2(x, y, zi),
A12(x, y) := dx+ (x− 1)
2α2(x, y) + 2(x− 1)α1(x, y) + α0(x, y)
y
,
Ai12(x, y, zi) :=
(x− 1)2αi2(x, y, zi) + αi0(x, y, zi)
y
.
The corresponding connection ∇λ on Pn × C2 → Pn is
(12) ∇λ = d+
( A11(x, y) A12(x, y)
−A21(x, y) −A11(x, y)
)
+
n−2∑
i=1
( Ai11(x, y, zi) Ai12(x, y, zi)
−Ai21(x, y, zi) −Ai11(x, y, zi)
)
,
whose polar divisor is Dn. This connection ∇λ is the connection in Theorem 1.2. We consider a relation
between∇λ and (∇1)λ. Let∇′1 be the meromorphic connection on Pn×C→ Pn defined by∇′1 := d− 12 dyy .
We define a matrix M2(x, y) on Y by
M2(x, y) :=
(
y x− 1
0 1
)
.
Let ∇′′1 be the meromorphic connection on Pn × C2 → Pn defined by
∇′′1 = d+M2(x, y)−1dM2(x, y) +M2(x, y)−1
(
α1(x, y) α0(x, y)
−α2(x, y) −α1(x, y)
)
M2(x, y)
+
n−2∑
i=1
M2(x, y)
−1
(
0 αi0(x, y, zi)
−αi2(x, y, zi) 0
)
M2(x, y).
We can check that
(13) ∇λ = ∇′′1 ⊗∇′1.
By a combination of the equalities (7) and (13), we have the following proposition:
Proposition 2.2. The pull-back f∗∇λ is birationally equivalent to (∇0)λ ⊗∇′0 ⊗ f∗∇′1.
3. Monodromy representation
In this section, we consider the monodromy representation pi1(Pn \Dn, ∗)→ SL2(C) of ∇λ. We show
that the monodromy representation is conjugated to a certain dihedral representation of the fundamental
group pi1(Pn \Dn, ∗).
3.1. Zariski’s hyperplane section theorem. Let Hi (i = 1, . . . , n − 2) be the hyperplanes in Pn
defined by
Hi := (zi − aix− biy − cit = 0) i = 1, . . . , n− 2.
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Here ai, bi, and ci (i = 1, . . . , n − 2) are generic complex numbers. For simplicity, we assume that
0 < |ai|  1 and 0 < |bi|  1. Let f(x, y, t) be the following quadratic polynomial
(14)
f(x, y, t) := x2 + y2 + t2 − 2(xy + yt+ tx)
= (y − x− t)2 − 4xt.
Let Q˜0, Q˜i and D˜n be the divisors on P2 = Pn ∩ (∩n−2i=1 Hi) defined by
Q˜0 := (f(x, y, t) = 0),
Q˜i := (f(x, y, t)− (aix+ biy + cit)2 = 0) (i = 1, . . . , n− 2), and
D˜n := (x = 0) + (y = 0) + (t = 0) + Q˜0 + Q˜1 + · · ·+ Q˜n−2,
respectively. By Zariski’s hyperplane section theorem (for example see [7]), we have the natural isomor-
phism
(15) pi1(Pn \Dn, ∗) ∼= pi1(P2 \ D˜n, ∗).
3.2. Zariski–Van-Kampen method. Let pi : P2 \ D˜n → P1 be the projection defined by
pi : P2 \ D˜n −→ P1
[x : y : t] 7−→ [x : t].
Let {[x+i : 1], [x−i : 1]} ⊂ P1 be the roots of the discriminant of f(x, y, t)− (aix+ biy + cit)2 with respect
to y. We denote [x+i : 1] and [x
−
i : 1] by x
+
i and x
−
i , respectively. Since 0 < |ai|  1 and 0 < |bi|  1,
there exists an element of {x+i , x−i } in a neighborhood of ∞ = [0 : 1]. We assume that x−i is a point in
a neighborhood of ∞. Set a = [a : 1] where 0 < |a|  0. For i = 0, 1, . . . , n − 2, let y+i and y−i be the
intersection of Q˜i and pi−1(a): Q˜i ∩ pi−1(a) = {y+i , y−i }. Here we assume that
0 < Arg
(
y+1 − (a+ 1)
y+0 − (a+ 1)
)
< · · · < Arg
(
y+n−2 − (a+ 1)
y+0 − (a+ 1)
)
< pi.
Figure 1. Fibers of pi.
We define natural numbers ik and jk (k = 1, . . . , n − 2) so that {i1, . . . , in−2} = {1, . . . , n − 2},
{j1, . . . , jn−2} = {1, . . . , n− 2},
0 < Arg (x+i1) < · · · < Arg (x+in−2) < 2pi and 0 < Arg
1
x−j1
< · · · < Arg 1
x−jn−2
< 2pi.
Here we define the range of the principal value of arguments Arg by the closed-open interval [0, 2pi). Let
Γ1 and Γ2 be the groups defined by
Γ1 :=
〈
α0, αy+0
, . . . , αy+n−2
αy−0
, . . . , αy−n−2
, α∞
∣∣∣∣∣ α0αy+1 · · ·αy+n−2αy−0 αy−1 . . . αy−n−2αy+0 α∞ = 1
〉
and
Γ2 :=
〈
γ0, γ1, γx+1
, . . . , γx+n−2
γx−1
, . . . , γx−n−2
, γ∞
∣∣∣∣∣ γx−j1 · · · γx−jn−2γ∞γ1γx+i1 · · · γx+in−2γ0 = 1
〉
.
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Then we have pi1(pi
−1(a) \ (D˜n ∩ pi−1(a)), ∗) ∼= Γ1 and pi1(P1 \ {0, 1, x±1 , . . . , x±n−1,∞}, a) ∼= Γ2. We
can define the monodromy action of Γ2 on Γ1 naturally. Remark that the monodromy actions around
the points on P1 which are the projections of the intersection of Q˜i ∩ Q˜j are trivial for i 6= j (i, j =
0, 1, . . . , n− 2), since Q˜i and Q˜j intersects transversally.
Figure 2. Loops on pi−1(a) and P1 = (Cx)0 ∪ (Cx)∞.
Let Γ be the group defined by
Γ :=
〈
α0, αy+0
, . . . , αy+n−2
αy−0
, . . . , αy−n−2
, γ0
∣∣∣∣∣∣
γx±i
(αy) = αy (i = 1, . . . , n− 2),
γ1(αy) = αy, γ0(αy) = γ
−1
0 αyγ0,
y ∈ {0, y±0 , . . . , y±n−2}
〉
.
By the Zariski–Van-Kampen method (for example see [2]), we have the isomorphism
(16) pi1(P2 \ D˜n, ∗) ∼= Γ.
Proposition 3.1. The group Γ is generated by α0, αy+0
, . . . , αy+n−2
, and γ0.
Proof. The actions of γ0 and γx+i
on αy0 and αy+i
are respectively as follows:
(17) γ0(αy+0
) = αy−0
and γx+i
(αy+i
) = αy+i
αy−i
α−1
y+i
(i = 1, . . . , n− 2).
Then αy−i
(i = 0, . . . , n− 2) are generated by αy+0 , . . . , αy+n−2 , and γ0. 
Proposition 3.2. Set α˜ = αy+1
· · ·αy+n−2 . For the elements αy+0 , α0, γ0, and α˜ of Γ, we have the following
equalities:
[α0, γ0] = [α0, α˜] = 1,(18)
((γ0α˜)αy+0
)2 = (αy+0
(γ0α˜))
2,(19)
(αy+0
α0)
2 = (α0αy+0
)2.(20)
Proof. The actions of γ0 on α0 and αy+i
(i = 1, . . . , n− 2) are trivial:
γ0(α0) = α0, γ0(αy+i
) = αy+i
(i = 1, . . . , n− 2).
Then we have the equality (18).
Second, we show the equality (19). Put γ˜∞ = γx−j1
· · · γx−jn−2γ∞. The action of γ˜∞ is as follows:
(21) γ˜∞(αy+0 ) = α0αy−0 α
−1
0 .
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By the equalities (17), (21), a∞ = γ∞γ0, and (18), we have
ay+0
= γ∞α0γ−10 αy+0 γ0α
−1
0 γ
−1
∞
= α∞α0γ−10 γ
−1
0 αy+0
γ0γ0α
−1
0 α
−1
∞
= (αy+1
· · ·αy+n−2αy−0 αy−1 · · ·αy−n−2αy+0 )
−1γ−10 γ
−1
0 αy+0
γ0γ0(αy+1
· · ·αy+n−2αy−0 αy−1 · · ·αy−n−2αy+0 )
= (α˜γ−10 αy+0 γ0α˜αy+0 )
−1γ−10 γ
−1
0 αy+0
γ0γ0(α˜γ
−1
0 αy+0
γ0α˜αy+0
)
= (α˜αy+0
γ0α˜αy+0
)−1γ−10 αy+0 γ0(α˜αy+0 γ0α˜αy+0 ).
Then we have the equality (19).
The action of γ1 on αy+0
is as follows:
γ1(αy+0
) = (α0αy+0
)α0αy+0
α−10 (α0αy+0 )
−1.
Then we have the equality (20). 
3.3. Monodromy representation of ∇λ. Let D∞ be the infinite dihedral group:
D∞ :=
〈(
0 α
−α−1 0
)
,
(
β 0
0 β−1
) ∣∣∣∣ α, β ∈ C∗〉 ≤ SL2(C).
Proposition 3.3. For generic λ, the monodromy representation of ∇λ is conjugated to the dihedral
representation ρλ : pi1(Pn \Dn, ∗)→D∞ of the fundamental group pi1(Pn \Dn, ∗) ∼= Γ defined by
ρλ(α0) =
(− exp(−piλ0) 0
0 − exp(piλ0)
)
, ρλ(γ0) =
(
exp(−piλ1) 0
0 exp(piλ1)
)
,
ρλ(αy+0
) =
(
0 1
−1 0
)
, ρλ(αy+i
) =
(
exp(−piλi+1) 0
0 exp(piλi+1)
)
,
where i = 1, . . . , n− 2.
Proof. Let ρ∇λ : pi1(Pn \Dn, ∗) → SL2(C) be a monodromy representation of ∇λ. Put A0 := ρ∇λ(α0),
Ay+i
:= ρ∇λ(αy+i ) (i = 0, . . . , n − 1) and C0 := ρ∇λ(γ0). Let U be some analytic open subset of
P2\(Q˜0∪(y = 0)∪(t = 0)) such that U is simply connected and U contains the loops αy+i (i = 1, . . . , n−1)
and γ0. On the open subset U , the connection ∇λ is isomorphic to (∇0)λ. Then by some conjugation,
we may put
C0 =
(
exp(−piλ1) 0
0 exp(piλ1)
)
, Ay+i
=
(
exp(−piλi+1) 0
0 exp(piλi+1)
)
i = 1, . . . , n− 2.
Assume that exp(−piλ1) 6= exp(piλ1). By Proposition 3.2, we have the equality A0C0 = C0A0. Then we
have
A0 =
(− exp(−piλ0) 0
0 − exp(piλ0)
)
.
Note that the image Im(ρ∇λ) is non-abelian. Since C0, A0, and Ay+i (i = 1, . . . , n − 2) are diagonal
matrices, we may put
Ay+0
=
(
a11 a12
−1 a22
)
.
Put A˜ := Ay+1
· · ·Ay+n−2 . By Proposition 3.2, we have the equalities (Ay+0 (C0A˜))
2 = ((C0A˜)Ay+0
)2 and
(Ay+0
A0)
2 = (A0Ay+0
)2. Assume that (exp(−piλ1 − pi
∑n−2
i=1 λi+1))
2 6= 1 and (− exp(−piλ0))2 6= 1.
Since Ay+0
(C0A˜) 6= (C0A˜)Ay+0 and Ay+0 A0 6= A0Ay+0 , we have the equalities (Ay+0 (C0A˜))
2 = −I2 and
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(Ay+0
A0)
2 = −I2. Then we have the following equalities:
a11a22 + a12 = 1
a11(exp(−piλ1 − pi
∑n−2
i=1 λi+1))
2 = a22
a11(− exp(−piλ0))2 = a22.
We assume that (exp(−piλ1 − pi
∑n−2
i=1 λi+1))
2 6= (− exp(−piλ0))2. Then we have a11 = 0, a12 = 1, and
a22 = 0. 
4. Algebraic Garnier solution
Assume that an n-tuple of complex numbers λ = (λ0, . . . , λn−1) is sufficiently generic. In this section,
we restrict the flat connection ∇λ to a generic line Pn ∩ (∩n−2i=0 H ′i), where
(22)
{
H ′0 = (y − ax− bt = 0)
H ′i = (zi − cix− dit = 0) (i = 1, 2, . . . , n− 2).
Here a, b, ci, and di (i = 1, 2, . . . , n − 2) are generic complex numbers. We consider the transformation
x˜ = −abx. Let T be a Zariski open subset of SpecC[a, b, ci, di]i=1,...,n−2. We consider the map P1×T → Pn
defined by (22). Let (∇P1×T )λ be the flat connection on the trivial rank 2 vector bundle F0 over P1 × T
induced by the flat connection ∇λ over Pn. Let
(∇P1×T/T )λ : F0 −→ F0 ⊗ Ω1P1×T/T (Dn)
be the relative connection on F0 over P1 × T associated to (∇P1×T )λ. We discuss a relation between the
relative connection (∇P1×T/T )λ and the Garnier system ([4], [5], [11]).
4.1. Regular singular points of (∇P1×T/T )λ. By the pull-back of x2 + y2 + t2 − 2(xy + yt+ tx) and
x2 + y2 + t2 − 2(xy + yt+ tx)− z2i under P1 × T → Pn, we have the following polynomials over T :
f(a, b, x˜) :=
(a− 1)2b2
a2
x˜2 +
2b(1 + a+ b− ab)
a
x˜+ (b− 1)2,
fi(a, b, ci, di, x˜) := f(a, b, x˜)− (adi − bcix˜)
2
a2
,
which are described on the affine coordinate [x˜ : 1]. Let I be the ideal of C[a, b, b˜, ci, di, d˜i]i=1,...,n−2
defined by I := (b˜2 − 4(a + b − ab), d˜2i −∆ix˜)i=1,...,n−2, where ∆ix˜ is the discriminant of fi(a, b, ci, di, x˜)
with respect to x˜. We have the natural morphism
SpecC[a, b, b˜, ci, di, d˜i]i=1,...,n−2/I −→ SpecC[a, b, ci, di]i=1,...,n−2.
Let T˜ be the inverse image of T under this morphism: T˜ → T . Let t1 and t2 be the rational functions
on T˜ defined by
t1 :=
a(b˜− 2)2
4(a− 1)(b˜2 − a) and t2 :=
a(b˜+ 2)2
4(a− 1)(b˜2 − a) .
Then f(a, b, t1) = f(a, b, t2) = 0. Moreover, let t2i+1 and t2i+2 be the rational functions on T˜ defined by
t2i+1 :=
2ab(1 + a+ b− ab− cidi)− a2d˜i
2b2((a− 1)2 − c2i )
and t2i+2 :=
2ab(1 + a+ b− ab− cidi) + a2d˜i
2b2((a− 1)2 − c2i )
.
Then fi(a, b, ci, di, t2i+1) = fi(a, b, ci, di, t2i+2) = 0. By these rational functions, we have a generically
finite morphism
(23) T˜ −→ SpecC[t1, t2, . . . , t2n−2],
if the Zariski open subset T shrinks. We take the pull-back (∇P1×T˜ /T˜ )λ of (∇P1×T/T )λ under the
morphism P1 × T˜ → P1 × T . Then (∇P1×T˜ /T˜ )λ is a family of the Fuchsian systems with 2n+ 1 regular
singularities at x˜ = 0, 1, t1, . . . , t2n−2,∞ parametrized by T˜ .
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4.2. Residue matrices of (∇P1×T˜ /T˜ )λ. We describe the residue matrices of (∇P1×T˜ /T˜ )λ at the regular
singular points. Put
M2(x˜) :=
(−ab(x˜− 1) −bx˜− a
0 a
)
and
αi0(x˜) := λi+1
(
−bci
a
− adi − bcix˜
2a(x˜− t2i+1) −
adi − bcix˜
2a(x˜− t2i+2)
)
.
Let H T˜2n−1 be the residue matrix at x˜ = 0. We have the following equality
(24) H T˜2n−1 = M2(0)
−1
(
0 λ1(b˜
2−4)
8(a−1)
2λ1(a−1)
b˜2−4 0
)
M2(0).
Let H T˜2n be the residue matrix at x˜ = 1. We have the following equality
(25) H T˜2n =
1− λ0
2
(
1 2(b˜
2+4a2−8a)
b˜2−4a2
0 −1
)
+
n−2∑
i=1
αi0(1)
(
0 1 + (a+b)
2
b2(a−1)2(1−t1)(1−t2)
0 0
)
.
Let H T˜1 and H
T˜
2 be the residue matrices at x˜ = t1 and x˜ = t2, respectively. We have the following
equalities
(26)
H T˜1 = M2(t1)
−1
( − 14 0
−λ0(a−1)
2(b˜−2a) −
λ1(a−1)
2(b˜−2) +
∑n−2
i=1
a2αi0(t1)
b2(a−1)2(t1−t2)
1
4
)
M2(t1)
H T˜2 = M2(t2)
−1
( − 14 0
λ0(a−1)
2(b˜+2a)
+ λ1(a−1)
2(b˜+2)
+
∑n−2
i=1
a2αi0(t2)
b2(a−1)2(t2−t1)
1
4
)
M2(t2).
Let H T˜2i+1 and H
T˜
2i+2 be the residue matrices at x˜ = t2i+1 and x˜ = t2i+2, respectively. We have the follow
equalities
(27)
H T˜2i+1 = M2(t2i+1)
−1
(
0 λi+1(adi−bcit2i+1)2a
λi+1a(−adi+bcit2i+1)
2b2(a−1)2(t2i+1−t1)(t2i+1−t2) 0
)
M2(t2i+1)
H T˜2i+2 = M2(t2i+2)
−1
(
0 λi+1(adi−bcit2i+2)2a
λi+1a(−adi+bcit2i+2)
2b2(a−1)2(t2i+2−t1)(t2i+2−t2) 0
)
M2(t2i+2).
Let H T˜2n+1 be the residue matrix at x˜ =∞. Let Aijk(x˜) be the relative rational 1-forms over T˜ which are
the relativization of the pull-backs of the rational 1-forms (11) under the composition P1× T˜ → P1×T →
Pn. Since limx˜→0 αi0( 1x˜ ) = 0, we have
(28) resx˜=∞
( Ai11(x˜) Ai12(x˜)
−Ai21(x˜) −Ai11(x˜)
)
= 0 (i = 1, . . . , n− 2).
Then we have
(29) H T˜2n+1 =
(−1 a− 2
1 a
)(
λ0+λ1
2 0
0 −λ0+λ12
)(−1 a− 2
1 a
)−1
.
4.3. Garnier system. Following [10], we recall the Garnier systems. Let A(x˜) be the Fuchsian system
with 2n+ 1 regular singularities at t1, . . . , t2n,∞:
(30) A(x˜) = d+
2n∑
i=1
H˜i
dx˜
x˜− ti ,
where H˜i (i = 1, . . . , 2n) are 2 × 2 matrices independent to x˜ and ti 6= tj (i 6= j). We assume that
H˜2n+1 := −
∑2n
i=1 H˜i is a diagonal matrix and the eigenvalues of H˜i (i = 1, . . . , 2n+ 1) are as in Table 3.
We fix a basis γx˜ (x˜ = t1 . . . , t2n,∞) in the fundamental group pi1(P1 \ {t1, . . . , t2n,∞}, ∗). Here the
loop γx˜ on P1 is oriented counter-clockwise, x˜ lies inside, while the other singular points lie outside. Let
11
Table 3. The eigenvalues of the residue matrices (i = 1, . . . , n− 2).
Reside matrices H˜1 H˜2 H˜2i+1 H˜2i+2 H˜2n−1 H˜2n H˜2n+1
Eigenvalues ± 14 ± 14 ±λi+12 ±λi+12 ±λ12 ±λ0−12 ±λ0+λ12
ρ′λ : pi1(P1\{t1, . . . , t2n,∞}, ∗)→ SL2(C) be the representation of the fundamental group defined by Table
4. We consider the isomonodromic deformation of the Fuchsian system A(x˜) whose preserved monodromy
representation is conjugated to ρ′λ. Let d +
∑2n
i=1 H˜
0
i
dx˜
x˜−t0i be the Fuchsian system with 2n + 1 regular
singularities at t01, . . . , t
0
2n,∞ whose monodromy representation is conjugated to ρ′λ. There exists an open
neighbourhood Ut0 ⊂ C2n of the point t0 = (t01, . . . , t02n) such that for any t ∈ Ut0 , there exists a unique
tuple (H˜i(t))i=1,...,2n of analytic matrix valued functions such that H˜i(t
0) = H˜0i , i = 1, . . . , 2n, and the
monodromy representation of d+
∑2n
i=1 H˜i(t)
dx˜
x˜−ti is conjugated to ρ
′
λ. The matrices H˜i(t) i = 1, . . . , 2n
are the solutions of the Cauchy problem with the initial data (H˜i(t
0))i=1,...,2n for the Schlesinger equations
(see [10, Theorem 2.7]).
Table 4. The representation ρ′λ of the fundamental group; here aj = exp(−pi
√−1λj)
j = 0, 1, . . . , n− 1.
x˜ = t2n−1 x˜ = t2n x˜ = t1 x˜ = t2
ρ′λ(γt2n−1) =
(
a1 0
0 a−11
)
ρ′λ(γt2n) =
(−a0 0
0 −a−10
)
ρ′λ(γt1) =
(
0 1
−1 0
)
ρ′λ(γt2) =
(
0 a20
−a−20 0
)
x˜ = t2i+1 (i = 1, . . . , n− 2) x˜ = t2i+2 (i = 1, . . . , n− 2) x˜ =∞
ρ′λ(γt2i+1) =
(
ai+1 0
0 a−1i+1
)
ρ′λ(γt2i+2) =
(
a−1i+1 0
0 ai+1
)
ρ′λ(γ∞) =
(
a0a
−1
1 0
0 a−10 a1
)
The (2n− 2)-variable Garnier system G2n−2 is the completely integrable Hamiltonian system
G2n−2 :

∂ρj
∂ti
= −∂Ki
∂νj
i, j = 1, . . . , 2n− 2
∂νj
∂ti
=
∂Ki
∂ρj
i, j = 1, . . . , 2n− 2,
where
Ki = − Λ(ti)
T ′(ti)
[
2n−2∑
k=1
T (νk)
(νk − ti)Λ′(νk)
{
ρ2k −
2n∑
m=1
θm − δim
νk − tm ρk +
κ
νk(νk − 1)
}]
with t2n−1 = 0, t2n = 1, κ := 14
{
(
∑2n
m=1 θm − 1)2 − (θ2∞ + 1)
}
, Λ(t) :=
∏2n−2
k=1 (t − νk) and T (t) :=∏2n
k=1(t− tk). Here θm (m = 1, . . . , 2n,∞) is the constant parameters defined by
θ1 =
1
2
, θ2 =
1
2
, θ2i+1 = λi+1, θ2i+2 = λi+1 (i = 1, . . . , n− 2)
θ2n−1 = λ1, θ2n = λ0 − 1, θ∞ = λ0 + λ1.
Let A(x˜) be the Fuchsian system with 2n+ 1 regular singularities at t1, . . . , t2n,∞ as above. We fix the
poles t2n−1 and t2n at 0 and 1, respectively. Let {ν1, . . . , ν2n−2} be the roots of the following equation of
degree 2n− 2:
(31)
2n∑
k=1
(H˜k)12
x˜− tk = 0.
For each νi, we define ρi by
(32) ρi :=
2n∑
k=1
(H˜k)11 +
θk
2
νi − tk .
12
If a tuple (H˜i(t))i=1,...,2n is a solution of the Schlesinger equations, then the corresponding functions
νj(t1, . . . , t2n−2) and ρj(t1, . . . , t2n−2) (j = 1, . . . , 2n − 2) satisfy the Garnier system G2n−2 (see [10,
Theorem 2.1]).
4.4. Algebraic solution. By the morphism (23), we have a generically finite morphism
(33) SpecC[ρi, νi]1≤i≤2n−2 × T˜ −→ SpecC[ρi, νi]1≤i≤2n−2 × SpecC[t1, . . . , t2n−2].
We consider the algebraic solution of G2n−2 associated to the representation ρ′λ.
For the residue matrices H T˜i of (∇P1×T˜ /T˜ )λ, we put
H˜ T˜i :=
(−1 a− 2
1 a
)−1
H T˜i
(−1 a− 2
1 a
)
for i = 1, . . . , 2n. Let AT˜ (x˜) be the family of the Fuchsian systems with 2n + 1 regular singularities at
0, 1, t1, . . . , t2n−2,∞ parametrized by T˜ defined by
(34) AT˜ (x˜) := d+ H˜ T˜2n−1
dx˜
x˜
+ H˜ T˜2n
dx˜
x˜− 1 +
2n−2∑
i=1
H˜ T˜i
dx˜
x˜− ti .
Note that H˜ T˜2n+1 := −
∑2n
i=1 H˜
T˜
i is a diagonal matrix. By Proposition 3.3, for each t˜ ∈ T˜ , the Fuchsian
system AT˜ (x˜) has the monodromy representation which is conjugated to ρ′λ, which is independent of
t˜ ∈ T˜ . That is, the family AT˜ (x˜) of the Fuchsian systems parametrized by T˜ preserves their monodromy
representations. By (31), (32), and (34), we have algebraic functions νi, ρi (i = 1, . . . , 2n − 2) on T˜ .
These algebraic functions give the solution of G2n−2 associated to the representation ρ′λ.
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