ABSTRACT
INTRODUCTION
he existence of the size anomaly has puzzled academics since its appearance in the research of Banz (1981) and Reinganum (1981 Reinganum ( , 1983 . Various explanations of this anomaly have been proposed, including year-end behavioral activities, such as tax-based selling, portfolio rebalancing, window dressing, and holiday neglect effects, as well as more traditional economic changes in systematic risk. Initial studies, such as Banz (1981) , Reinganum (1983) and Chan, Chen, and Hsieh (1983) document a positive size effect, while more recent papers, such as Dimson and Marsh (1999) , Olson et al (2002) , Al-Rjoub et al (2005) , find it negative or nonexistent. The apparent reversal or disappearance of the effect of the anomaly, on average, from about the mid-1980"s is a further puzzle, although its reversal in some years had been known since Brown, Kleidon and Marsh (1983) . Our study concentrates on the longer term portion of the size anomaly which may be reflected in economic or market risk, rather than on rational or irrational behaviour of investors or portfolio managers over the calendar year-end or early in the new year.
Inclusion of size in cross sectional and time series factors such as those of Fama and French (1992) suggest that it may be influenced by the state of the economy. Small firms may have greater production flexibility than large firms, but are also less diversified in operations and have different capital structures. Small firm debt has a shorter average maturity that that of large firms, suggesting a greater exposure to changing credit conditions. Hence changes in economic conditions may affect firms of various sizes differently, and may result in very large or small (or negative) differences between portfolio returns of small and large firms.
The potential existence of return factors beyond the market influence has been explored since shortly after the Capital Asset Pricing Model (Sharpe, 1964) was developed. Chan, Chen, and Hsieh (1985) conducted crosssectional tests on the differences in market model residuals across size. In the context of the Capital Asset Pricing Model, their focus was on examining residual risk after a market factor had been eliminated. Research including Chan and Chen (1988) , and more recent papers by Al-Rjoub et al (2005) and Theriou et al (2005) found crosssectional variation in returns, market betas, and other risk parameters. Implicitly, the empirical research of Fama and French (1995) acknowledges differences in the return characteristics of small firms by forming explanatory return portfolios based on size differentials as independent risk factors in addition to book to market effects and the market factor.
Other research has examined the direct effects of macroeconomic variables on stock returns. Early papers with this focus were Chan, Chen, and Hsieh (1983) and Chen, Roll, and Ross (1986) , which selected various economic, industry and financial inputs. Research including Seyhun (1993) , Kramer (1994) , and Beller and Nofsinger (1998) have explored the effects of economic risk on size portfolio returns with mixed results. Chen and Zheng (1998) explore this question in international markets by using three independent variables across several countries. Although they estimated various statistics for portfolios, they did not provide direct statistical tests across size portfolios.
In a recent paper, Hahn, O'Neil, and Reyes (2004) study returns of size portfolios, as well as several different value portfolios, using a six-factor model based on macroeconomic variables. Eckbo, Masulis, and Norli (2000) developed this model, similar to that of Chen, Roll, and Ross (1986) , to examine underperformance of seasoned equity offerings. The model uses several independent variables related to default risk, term structure, consumption, unanticipated inflation, and short-term interest rate structure, as well as the value-weighted market portfolio excess return. Hahn, O"Neil and Reyes measure the residual size anomaly with Jensen's alpha after regression of excess size portfolios on these independent variables. Since they generally find no statistically significant remaining abnormal returns (Jensen"s alpha) related to size, they conclude that their macroeconomic and financial variables account for all size anomaly effects not explained in Fama and French"s (1995) empirical model. This conclusion is valid for the average size anomaly, but still leaves the question of whether large individual year differences between small and large firm returns might be explained through changes in macroeconomic factors over time.
In this paper we re-examine how different size anomaly effects are related to levels of economic factors. We create market model equal-weighted index return residuals for each of ten size portfolios and regress them on the macroeconomic variables identified by Chen, Roll, and Ross (1986). Our focus is on residual economic risks in returns after removal of market risk, rather than the average effect given by Jensen"s alpha.
Consistent with prior research on the size effect, including Chan and Chen (1988) , Bhardwaj and Brooks (1993) , Chan, Chen, and Hsieh (1985) , Cho and Taylor (1987) , Chan and Chen (1991) , Athanassakos (1992) , Cheung and Ng (1992) , Mei (1993) , and Kramer (1994), we find that small firms have significantly higher market risk and different economic risk exposure than large firms. Our economic factors do not have a strong effect on the mean magnitude of the size anomaly, although they do influence returns across the whole size portfolio range. Empirical results demonstrate that combinations of a change in expected inflation, unexpected inflation, default risk premium, term premium, and an oil and gas price index seem to influence the direction of the annual anomaly (positive or negative).
We then directly consider the effect of macroeconomic risk factors on the likelihood of an exceptionally large or small (reverse) size effect. Bae, Karolyi, and Stulz (2003) use an ordered Logit method to examine extreme foreign exchange transactions of a similar nature. We apply this method to annual size portfolio stock returns. Our results suggest that although the market factor is the most important in determining the magnitude of the size anomaly, some of the economic factors help to explain the probability of a very large size anomaly or the reversal of this anomaly for a given year.
In this paper, the next section provides a description of the data and summary of our method. The third section provides time series analysis of the stock returns and examines the plausibility of the risk explanation for the anomaly using macroeconomic factors. In the fourth section, discrete choice analysis examines the relationship of the direction of the size effect to macroeconomic risk factors. The final section concludes with a summary of results and observations for the direction of future research.
DATA AND METHOD
The initial data for our time series analysis includes the stock market monthly equal weighted index return (EW) of NYSE/AMEX/NASDAQ stocks from the CRSP database as the independent market risk variable. 1 The dependent variables consisted of monthly portfolio returns constructed from ten CRSP size deciles. The first return series (PM1) was selected from the smallest stocks and the last return series (PM10) represented the largest stocks. The period of this study was from January 1960 to December 2005.
2 Table 1 demonstrates the characteristics of the monthly portfolio returns. As expected, the smallest portfolio (PM1) shows a mean return of 0.0157, higher than the others, but there does not appear to be a huge difference across the other portfolios. The return standard deviation of PM1, 0.0776, is also higher than that of the other portfolios. Note that standard deviation declines monotonically with firm size.
We use US macroeconomic data in subsequent tests. We obtained US monthly industrial production 3 (IP), 1-monthTreasury bill yields (TB), Treasury long-term bond yields (LGB), and Moody"s Baa-rated corporate bond yields (Baa) from the Board of Governors of the Federal Reserve System website. 4 The monthly consumer price index (CPI) and monthly producer price index, all commodities (PPI) originated from the Bureau of Labour Statistics. 5 We adjusted the data for the first five factors as deviations from their corresponding means, consistent with Ross (1976) . Also, following Kramer (1994) , we introduced the stock market factor MKTREZ as OLS residuals (hence also with mean zero) by regressing EW on MP, DEI, UI, UPR, and UTS.
The conditional number test (Greene, 2000, p. 258 ) in a time series regression of PM1, PM2,…,PM10 on MP, DEI, UI, UPR, UTS, and OG strongly suggested that the data were subject to a multicollinearity problem. First, the square root of the ratio of the largest to the smallest eigen value of the In summary, the series of economic factors used in the analysis included monthly growth of industrial production (MP), change in expected inflation (DEI), unexpected inflation (UI), the credit risk premium (UPR), the interest rate term structure (UTS), the market return residual (MKTREZ), and the oil and gas price change residual (OGREZ). These factors are the same as those used in Chen, Roll and Ross (1986).
Statistical characteristics of the economic variables are presented in Table 2 . Note that the least volatile factor is the term premium UTS, with corresponding standard deviation of 0.0010, followed by a slightly more volatile credit risk premium UPR, with corresponding standard deviation of 0.0014. Also, the most volatile variable is the oil price factor OG; its standard deviation is almost four times the standard deviation of the stock market factor. 7 Our empirical tests initially demonstrate the size anomaly and its relationship to market and macroeconomic risk variables using time-series size portfolios of CRSP monthly returns. We check the residuals of these regressions for significant differences between small and large firm returns following risk-adjustment. This method of testing return differences is similar to that of Keim (1983) . 8 
EMPIRICAL TESTS AND RESULTS

Size Relationships to Market and Macroeconomic Variables
We first demonstrate the historical existence and "disappearance" of the small firm anomaly. Figure 1 demonstrates the annual difference between the portfolio returns for smallest and the largest size deciles, then adjusts for the market portfolio, as discussed below. The figure shows that before 1980, average small firm returns outperformed those for large firms. However, since the mid-1980s, small firm returns appear not to have exceeded large firm returns on average, but do tend to be more extreme. Unadjusted for risk differences, the small firm portfolio seems to exaggerate market cycles. These return differences could relate to small firm higher sensitivity to market or other risk factors on average or only when those factors take on unusual values.
Some researchers have argued that size-related anomalies result from risk mismeasurement introduced by the CAPM by using only the market return as the single risk factor (e.g., Berk, 1995) . We generate abnormal returns for size portfolios and examine the direction of the size anomaly in each month. First, we estimate the market model 9 and save the residuals.
where PM i,t is the month t return on portfolio i and EW t is the month t equal-weighed market index return. For a one-factor market model, the model residuals can be interpreted as abnormal returns, because the predicted values of the portfolio returns are expectations of the portfolio returns conditional on the market return, i.e.
7 The effects using OG or OGREZ were similar. 8 Using simulation, Nelson and Kim (1993) express a concern that there could be small sample bias in prediction regressions. This bias is a "decreasing function of the sample size and an increasing function of the autocorrelation in the predictor and of the contemporaneous correlation between innovations in the two variables. . Although we do not use simulation to estimate bias in t-statistics, we mitigate this concern by estimating the relationship using SUR, which adjusts for situations where the errors are heteroskedastic and contemporaneously correlated, and use a fairly long estimation period as suggested by Nelson and Kim (1993) . This should control for the bias problem under the circumstances they believe might exist. 9 Although we use the EW index as a market proxy, the value-weighted indices produced similar results. We present the estimation results for all size portfolios for equation 1 in Table 3 . Both the market and riskadjusted returns show that our abnormal returns are consistent with those obtained by previous researchers. The difference between market-adjusted returns of the smallest and the largest portfolio in relative terms is much larger than the difference in the estimated beta coefficients. 10 In order to determine whether sensitivities to the market risk differ across portfolios, we estimate equation (1) using SUR and conduct Wald chi-square tests of the equivalence of the coefficients between the smallest size portfolio and each of the other nine size portfolios. Test results in Table 3 demonstrate that all sensitivities to the market risk factor are significantly different at 1% level. For example the Chi-Square statistic of whether
, the equivalence of betas in portfolio 1 and 4, equals 54.6279 and is highly significant. Similarly, Figure 1 shows that both the small firm returns and the "abnormal" small firm portfolio returns, adjusted for market risk, still demonstrate the same patterns compared to the large firm portfolio returns. Thus, market risk alone does not explain the higher shifts in small firm returns during the business cycle.
Next we explore whether adding economic variables to the model can explain more of the variation, using a time series multifactor model (as described, for example, in Campbell, Lo, and MacKinlay, 1997, p. 226). We examine whether introducing economic factors into the regressions affects significance of the market factor. 10 The relative difference between the mean market adjusted returns as a ratio of the larger return is (0.0040-(-0.0030))/0.0040=1.75. The ratio of the difference in market betas is (1.2678-0.6102)/ 1.2678=0.5187. 10. ..., 2, , 1
In these regressions for each portfolio, systematic return variation from economic factors may be captured by the market portfolio, since its residual from regression on the economic factors is used. 12 If all economic factors had insignificant regression coefficients, it would suggest that the economic factors and market portfolio returns carry the same information in explaining portfolio returns.
Estimation results, presented in Table 4 , suggest that in addition to the market portfolio, macroeconomic variables help to explain the returns within size portfolios. 13 For example, the portfolio 10 return has estimated sensitivity 7.2457 to default risk premium variable UPR, with a corresponding t-value of 2.2408, which suggests that this risk factor significantly affects pricing of the largest portfolio returns. Consistent with previous studies and theory, estimated sensitivities to the market risk are all positive and significant, and are close to the market betas presented in Table 3 .
Although Table 4 demonstrates that portfolio returns include some residual variation due to macroeconomic factors, the total variation explained for each portfolio is very close to that in the market model. Most of the macroeconomic effects on returns are reflected in the market portfolio return. Moreover, tests of the difference between small and large firm portfolio returns (results not shown) and a Wald test of the differences of portfolio coefficients for each factor (in the last two rows of Table 4) reveal that the coefficients for size portfolios are not significantly different. Thus, the average size anomaly is not explained by the variation in the macroeconomic factors.
Further Tests of the Annual the Size Anomaly and Macroeconomic Variables
Our macroeconomic factors do not explain the average size anomaly, since their coefficients are not significantly different for various size portfolios. However, Figure 1 shows that there are large magnitude shifts in the anomaly even after taking account of the market factor. Although the size effect averages a smaller amount in recent years compared to before 1980, it is quite variable by year even in recent years and often reverses. Dimson and Marsh (1999) claim that "Murphy"s law" holds in relation to these reversals. However, we wish to determine if macroeconomic factors have an influence on the probability and direction of the anomaly. Therefore we investigate the likelihood of observing very large positive or a negative size effect in a given year. 11 Coefficient estimates are exactly the same as from ten separate OLS regressions. However, using the SUR estimator allows for easy testing of differing size portfolio factor sensitivity. 12 MKTREZ is a residual series from the regression of EW on the Chen, Roll, and Ross (1976) macroeconomic variables. We orthogonalize the market return with respect to the economic factors under the assumption that the economic factors may explain some of the variability in the stock market index. 13 Chan and Chen (1988, p.323) argued that the equally weighted index is a better proxy for a market portfolio than the valueweighted index. However, the equations were also estimated using excess returns and with value-weighted and equal-weighted market portfolios. Results were essentially the same under all four alternatives. The results with total returns and an equalweighted portfolio are shown for comparability with Chen, Roll and Ross (1986), and since using an equal-weighted portfolio tends to minimize significance of empirical results for small firms. (1) estimates are obtained using least squares regressions. Numbers in parentheses are t-values that correspond to the estimated coefficients. The Wald test for equality is calculated for differences between betas of the smallest decile firms and each of the other deciles as follows: We estimate equation (1) Table 6 . Ordered logit model explaining abnormal returns Estimates of the ability of macroeconomic and market explanatory variables to discriminate between unusually high or low abnormal returns and those within the narrower midreturn range, based on estimated probabilities of observations being in one of the three states. The low and high states represent the years with the 10% lowest and highest differences in returns between the small and large firm portfolios. The remaining years are placed in the middle state.
The ordered logit system of equations is: Table 7 . Selected values of the probability distribution function for the size effect regime The input values of the specified variables are used to "predict" the state (Y i ) using the ordered logit model (5a-5c) by providing its "probability" (in sample). State 1 is a low (negative) abnormal size anomaly, state 2 is the 80% of size returns closer to the mean, and state 3 is high abnormal returns. (Figure 1) , one might expect that there is some macroeconomic causal event, rather than just a random or year-end behavioural effect. 14 To examine this issue further, we note that Bae, Karolyi, and Stulz (2003) successfully used a discrete choice model for studying extreme events in international finance. To use a similar approach to investigate large size anomaly events in the stock market, we estimate an ordered logit model, using market and macroeconomic factors as independent variables. We construct three categories for the model. Category 1 includes the lowest 10% (5 years) of the size effect. Category 3 includes highest 10% (5 years) when the size anomaly was exceptionally high. Finally, category 2 comprises the rest of the years. This model assumes that extreme return premiums may be affected differently by the independent variables than the middle-range premiums.
Line
In this ordered Logit model, the dependent monthly variable Y assumes values of the corresponding size effect categories. For example, if the year 1968 is in category 3, then every month of that year is also classified as category 3. This approach ensures that the number of observations is large, but also limits the return regimes to complete years. The ordered Logit model has the following specification:
In the system of equations (4), (5), and (6),
The estimation attempts to classify the years by difference in abnormal returns across portfolios, assigning a "probability" of the abnormal return category based on the values of the independent variables. Maximum likelihood estimates of the model are presented in Table 6 . These results suggest that macroeconomic factors are clearly related to the probabilities of observing very large or very small (negative) size effect. Estimated coefficients for macroeconomic risk factors DEI, UI, UPR, UTS, and OGREZ have coefficients that are statistically significant at 1% level.
Comparison of the significance levels of the multifactor pricing model (Table 4 ) and the estimates for ordered Logit (Table 6 ) reveals an interesting fact. In the multifactor time series model it is the orthogonalized market return MKTREZ that produces a coefficient with the largest t-statistic. On the other hand, in the Logit model, the change in expected inflation (DEI), unexpected inflation (UI), the credit premium (UPR), term structure variable (UTS), and the oil price variable (OGREZ) are highly significant. Given these different results, it appears that the macroeconomic factors influence the probable direction of the size effect, while market risk sensitivity determines the relative magnitude of the premium or the discount. This result is consistent with conditional models used in many empirical studies. For example, Ferson and Harvey (1991 , 1993 and De Santis and Gerard (1998) 14 Establishing a cause does not necessarily imply predictability, however. explicitly model macroeconomic variables as conditioning inputs that determine sensitivities to risk factors. 15 The Logit model is specified in terms of odds ratios, which complicates interpretation of explicit relationships between the independent variables and the probabilities of observing the state of the size anomaly j Y t  , j =1, 2, or 3. To check explicit relationships between the regressors and the dependent variable, we calculate predicted probabilities for the cases when significant regressors deviate from their means and take unusual, extreme observations. The effect of a positive (negative) deviation from the mean is obtained by substituting the maximum (minimum) value of a variable and calculating probability distribution for Y from the logit equation system (4), (5) , and (6) . Y is that state of a low or negative (Y=1, 10%), middle range (Y=2, 80%) or high (Y=3, 10%) size anomaly in a given year, as described for Table 5 . Thus, we estimate effects of positive and negative deviations of variables , UI, UPR, UTS, and OGREZ on the probability distribution of Y, ceteris paribus, since these variables yielded statistically significant slope coefficients. All other independent variables are assumed to be at their mean values, which are all zero by construction (see Table 2 ).
We present results of these state-probability calculations in Table 7 . If all variable were at their means of zero (line 1), then the most likely predicted outcome is 2 Y t  with P(Y t =2)=0.8105, which means an intermediate value of the size effect. All other shifts in macroeconomic variables can be compared to this line. Consider the effect of the change in expected inflation variable (DEI) first. If there is a large increase in DEI, i.e. it is at its maximum of 0.0139 (line 2), then the predicted probability of a very large (historically highest 10%) size effect increases from 0.1107 (base case) to 0.3341, and the probabilities of both a negative and an average size anomaly decline. A decrease in DEI leads to an increase in the probability of the reversal in the size effect: when DEI is at its minimum of -0.0204 (line 3), the probability of Y t =1 (a negative size anomaly) increases from 0.0788 (base case) to 0.3979. Similarly, an increase in UI leads to higher likelihood of Y t =3 from 0.1107 to 0.1712, and a decrease in UI is expected to increase the likelihood of Y t =1 from 0.0788 to 0.1184 (line 5). The rest of the variables suggest an increase in the likelihood of a very large size effect (Y t =3) if UPR increases, and UTS or OGREZ decrease, and a significant reversal of the size effect (Y t =1) when UPR decreases and UTS or OGREZ increase.
Note that the single most important determinant of the likelihood of observing a very large or very small size effect appears to be the term structure variable UTS. If the term structure is rising sharply, i.e. UTS is at its maximum of 0.0527 (line 8), then the most likely predicted outcome is Y t =1 with P(Y t =1)=1.0000, which is a reversal of the size effect. On the other hand, an inverted term structure (UTS at its minimum of -0.0741, line 9) is associated with the most likely predicted outcome Y t =3, a very large size effect, with P(Y t =3)=1.0000.
One possibility is that this anomaly cycle is driven by cash flows resulting from liquidity risk. Assuming that an inverted term structure indicates a late stage bull market, possibly high inflation is expected, but market risk is low. Smaller firms should be influenced more than large firms, since they are riskier. Stock prices will respond to movements of cash toward smaller stocks with potentially higher profits, creating a very large size effect. On the other hand, when the term structure is positive, it is usual for the economy to be growing steadily with relatively low cost shorter term debt. Although smaller firms may still have higher marginal returns on investment than large firms, investors can make good returns on lower risk large firms, without taking on liquidity risk. Thus, the size effect becomes small or even reverses, as large firm profits grow steadily. 16 15 As a robustness check, we estimated a conditional beta model as in Ferson and Harvey (1999) with our economic risk factors, computed abnormal returns for size portfolio, and obtained results similar to presented here. Another robustness test, estimation of equation (3) using SUR or least squares method, produced consistent results. Further robustness tests split test period into two sub-periods, January 1960-December 1979, and January 1980-December 2005. The robustness tests produced similar results. Overall, the robustness checks generally confirmed our results that macroeconomic variables influence the direction of the size anomaly. 16 Although this explanation is just a conjecture, several previous studies give complementary or alternative explanations for this same effect. Estrella and Hardouvelis (1991) provide evidence that that the slope of the yield curve is associated with future changes in real economic activity. Pindyck (1984) , Berk et al (1999) , Gomes et al (2003) , and Kogan (2004) present theories linking firm-specific variables, economic conditions, and stock returns. MacKay (2003) presents empirical evidence of the crosssectional differences in leverage, debt characteristics, and production opportunities for firms of different sizes.
