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method. This provides good benchmarks for the accuracy of ORMAS compared to CASSCF. It is
demonstrated that ORMAS consistently provides a high degree of accuracy with a significantly reduced
computational effort relative to a CASSCF calculation. For the largest cluster, for which a full CASSCF
calculation is not possible, ORMAS predicts that the Si(100) surface dimers are symmetric.
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An occupation restricted multiple active space (ORMAS) study of clusters that represent the silicon(100)
surface (up to nine surface dimers) is discussed. The accuracy of three different active orbital ORMAS partition
schemes for Si(100) surface clusters are compared. In addition to ORMAS-SCF calculations, generalized
valence bond-perfect pairing (GVB-PP) properties are generated for comparison purposes. The ability of
ORMAS to generate a reliable multiconfigurational zeroth-order wave function is systematically tested and
when possible is compared to the full complete active space self-consistent field (CASSCF) method. This
provides good benchmarks for the accuracy of ORMAS compared to CASSCF. It is demonstrated that ORMAS
consistently provides a high degree of accuracy with a significantly reduced computational effort relative to
a CASSCF calculation. For the largest cluster, for which a full CASSCF calculation is not possible, ORMAS
predicts that the Si(100) surface dimers are symmetric.
Introduction
For some time it has been understood that crystalline surfaces
promise to play a crucial role as a support structure for future
nanodevices and organic functionalization.1,2 These applications
will undoubtedly call for a deeper understanding regarding the
electronic structure on a variety of surfaces. One such system
relevant to this work is the Si(100) surface. It was first suggested
through low energy electron diffraction (LEED) experiments
that the reconstructed Si(100) surface is composed of rows of
dimerized Si atoms.3 These surface dimers are highly reactive
to the adsorption of adatoms/molecules, resulting largely from
the diradical nature of the reconstructed surface dimers. Still
more interesting to some is the theoretical and experimental
controversy4-6 regarding whether the ground state Si(100)
surface dimers are buckled7,8 or symmetric.9,10 Consequently,
the computational treatment of this material is not a trivial matter
and the necessity for reliable, cost-effective surface methods is
critical.
Geometry searches performed at high levels of theory
(coupled cluster theory with single, double, and perturbative
triple excitations (CCSD(T)) and multireference second-order
perturbation theory (MRPT2)) confirm that the Si9H12 (single
dimer) cluster ground state structure is symmetric (not buck-
led).11 For larger surface models, it has been argued through
the use of diffusion Monte Carlo (DMC) and quantum Monte
Carlo (QMC) methodologies that dynamic correlation signifi-
cantly influences surface dimer symmetry.12-14 These DMC
simulations examined structures obtained with plane wave
density functional theory (DFT). It was found that the asym-
metric (buckled) structures are minima on the ground state
potential energy surface (PES). A conflicting study demonstrated
using MRPT2 energies on the CASSCF (complete active space
self-consistent field) PES that symmetric structures are the true
minima.15 The origin of this discrepancy may be attributed in
part to the reference geometries that were employed, since DFT
favors buckling and CASSCF prefers the symmetric structure.
The choice of reliable Si(100) surface methods requires a
careful consideration of the surface dimers formed in the course
of surface reconstruction. As pointed out by Redondo and
Goddard,16 a single determinant wave function is not appropriate
for describing these dimer bonds since they are not truly closed
shell species. Rather, the surface dimers exhibit significant
diradical character. Indications of multideterminant treatments
are negative π* RHF (restricted Hartree-Fock) singlet orbital
energies and calculated Si dimer bond lengths (∼2.30 Å) that
are between those of a single (∼2.39 Å) and double (∼2.19 Å)
silicon-silicon bond.17 Two suitable methods for constructing
appropriate zeroth-order wave functions for these surface clusters
are multiconfigurational self-consistent field (MCSCF)18,19 and
generalized valence bond-perfect pairing (GVB-PP).20
Both MCSCF and GVB-PP possess the flexibility in the wave
function, due to the incorporation of multiple electronic
configurations, thereby permitting noninteger orbital occupancies
in general, and nonzero occupancies of antibonding orbitals in
particular. This is not possible in single determinant methods,
such as HF or DFT. For HF and DFT the natural orbital
occupation number (NOON) for an occupied molecular orbital
(MO) is always 2 (doubly occupied MO) or 1 (singly occupied
MO), while the NOON for an unoccupied MO is 0. For
multiconfiguration wave functions, NOONs need not be integers.
A useful measure of multiconfiguration character is the set of
natural orbital occupation numbers.21 Indeed, a NOON that is
significantly smaller than 2 for a supposedly doubly occupied
orbital or a NOON that is significantly larger than 0 for a
supposedly unoccupied orbital is a good indicator that a
multiconfiguration description is needed. For dimers on the
Si(100) surface, the NOONs for the π (π*) orbitals are ∼1.66
(0.33), thereby indicating significant diradical character and the
need for a multiconfiguration description.
The most rigorous MCSCF method available is the full
optimized reactive space (FORS)22,23 or CASSCF.24-26 FORS/
CASSCF active spaces are typically limited to the configura-
tional mixing of 16 electrons in 16 orbitals (16,16), since the
number of determinants (or configuration state functions) scale
factorially. For the Si(100) surface, capturing the majority of
dimer interactions for accurate reaction models, and minimizing
“edge effects”, may require large sized clusters (as many as 9
dimers or more). Practical concerns then arise dealing with† Part of the “Klaus Ruedenberg Festschrift”.
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model size since large surface clusters would demand imprac-
tically large active spaces. So, one quickly reaches the limita-
tions of the CASSCF method in applications to the Si(100)
surface and is forced to settle for a truncated (perhaps less
accurate) model.
Over the past 25 years, developments in approximate FORS/
CASSCF methods have resulted in several alternatives, including
the restricted active space self-consistent field (RASSCF),27
quasi-complete active space (QCAS),28 local methods such as
the multireference weak pairs local configuration interaction29
and the local configuration interaction method of Saebø and
Pulay,30 internally contracted multiconfigurational-reference
configuration interaction (CI) method,31 and occupation restricted
multiple active space (ORMAS).32
RASSCF divides a complete active space (CAS) into three
orbital subspaces (RAS1, RAS2, RAS3) in which all RAS1
orbitals are doubly filled and all RAS3 orbitals are unoccupied
in the HF reference. The RAS2 subspace is a mixture of
occupied and unoccupied orbitals. If needed, RASSCF can
consider just two of the orbital subspaces. The allowed number
of holes and particles in each subspace are user defined as
follows: RAS1 excites 0, 1, 2, ..., n electrons into RAS2 and
RAS3 while RAS3 can accept 0, 1, 2, ..., m electrons from RAS1
and RAS2.
QCAS divides a CAS space into any number of orbital
subspaces such that each subspace itself is a CAS. The
configurations are determined as products of the configurations
generated from each of the orbital subspaces. In contrast to
RASSCF, QCAS allows for any number of subspaces between
which electrons are not permitted to excite.
Local CI methods rely on the behavior that localized orbitals
separated by large distances are weakly correlated. On this basis,
the CI space is reduced through elimination of configurations
that result from simultaneous excitations between localized
orbitals that are largely separated.
The novel approach of ORMAS reduces the complexity of a
computationally prohibitive CI space through greater flexibility
in partitioning than RASSCF and QCAS. The determinants
included in the ORMAS-CI expansion are specified through
user-defined restrictions on the minimum and maximum electron
occupation numbers for each user-defined orbital subspace.
Using ORMAS to appropriately partition a CAS, one can
eliminate many ineffective electronic configurations (“dead-
wood”33) that contribute negligibly to the molecular energy. In
this sense, the process has an effect analogous to that of the
prescreening of two-electron integrals. Thus, ORMAS has the
ability to retain only the most important configurations in a CI
space.
The determinants in an ORMAS calculation are selected by
the (user-defined) minimum and maximum electron occupations
imposed on each orbital subspace. As an example, consider a
pair of Si-Si dimers on the Si(100) surface. A possible active
space for such a system is a CAS(4,4) space, corresponding to
two π, π* orbital sets, one set for each dimer (36 determinants).
This CAS(4,4) orbital space could be divided into two π, π*
(2,2) subspaces, one for each dimer while imposing minimum
(maximum) electron occupation numbers of 2 (2) for each
subspace (18 determinants). This means that in any one of the
determinants used in the ORMAS-CI expansion, there will never
exist one in which there are more or less than two electrons in
each orbital subspace. This smaller CI space will increase the
error compared to the full CAS, but if the partitioning is carried
out appropriately, this error can be negligible. If necessary, one
can systematically include (at a cost) intersubspace excitations
until the desired property converges.
The present work presents a systematic test of the ORMAS
method by characterizing Si(100) surface clusters of increasing
size. This will demonstrate the utility of the ORMAS method
to significantly expand the effective MCSCF active space. It
will also provide a more extensive multireference treatment of
this surface than has heretofore been possible.
Computational Methods
The accuracy of an ORMAS calculation depends on both the
grouping of active orbitals into subspaces and the minimum/
maximum electron occupancies imposed on each subspace. This
partitioning relies on chemical intuition and on a series of tests
that should be conducted to determine the essential configura-
tions that one needs in the ORMAS wave function. The
CASSCF analysis of one-, two-, and three- Si-Si dimer clusters
shown in Table 1 demonstrates that the natural orbital occupation
numbers (NOON) of the π/π* orbital pair remain constant as
the cluster size increases. This means that in the MCSCF wave
function, the surface dimers are only weakly coupled to one
another.
In view of the weak dimer-dimer interactions, one can
imagine three possibilities for grouping the active orbitals for a
Si(100) surface cluster containing more than one dimer (sum-
marized in Table 2). The key orbitals of each dimer, the Si-Si
π and π* orbitals, and the corresponding σ and σ* orbitals are
shown in Figure 1. The first two schemes in Table 2 involve
grouping the orbitals of each surface dimer into their own
subspaces (number of subspaces ) number of dimers) with
scheme 1 involving the π and π* orbitals only. The third
possibility (scheme 3) further subdivides the orbital subspaces
of scheme 2 into π- and σ-spaces (number of subspaces )
2*(number of dimers)). All orbital groupings set the minimum
and maximum electron occupation restrictions for each subspace
to be identical (minimum ) maximum).
In the present work, two (Figures 2a and 3a), three (Figure
3c), four (Figures 2b and 3b), five (Figures 3d and 3e), and
nine (Figure 3f) dimer clusters are used to model the Si(100)
surface. Since small Si(100) cluster calculations fail to capture
TABLE 1: CASSCF Natural Orbital Occupation Numbers
for the π and π* Orbitals for Clusters Containing One
(Si9H12), Two (Si15H16), and Three (Si21H20) Dimers
system π1 π2 π3 π1* π2* π3*
Si9H12 1.65 0.35
Si15H16 1.64 1.64 0.38 0.34
Si21H20 1.65 1.64 1.62 0.40 0.35 0.34
TABLE 2: Summary of Partitioning Schemes Used
scheme orbital subspaces
min (max) electron
occupancy/subspace
1 2(ππ*) 2 (2)
2 2(ππ*σσ*) 4 (4)
3 2(ππ*), 2(σσ*) 2 (2)
Figure 1. Si(100) surface dimer bonding and antibonding molecular
orbitals.
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the effects of the bulk crystalline surface, the mechanically
embedded quantum mechanics/molecular mechanics (QM/MM)
method surface integrated molecular orbital molecular mechan-
ics (SIMOMM34) is employed using the MM3 force field
parameters.35 As the cluster models studied here can reach larger
than 100 atoms, the Stevens-Basch-Krauss-Jasien-Cundari
(SBKJC) effective core potentials (ECP) augmented with a set
of d polarization functions (SBKJC ECP(d))36 are used in this
investigation. All active space orbitals are selected from a
localized set of RHF orbitals determined using the Boys orbital
localization procedure.37 Symmetry is not imposed with ORMAS
calculations since orbital localization breaks this property.
Setting CASSCF as the reference, the energy errors, NOON
values, Si-Si dimer bond lengths, and number of determinants
are compared to the results obtained by ORMAS and GVB-PP.
All reported properties for each method correspond to optimized
geometries at their respective levels of theory (CASSCF,
ORMAS, or GVB-PP). Since the computational effort required
to examine the nine-dimer cluster with CASSCF is prohibitive,
only ORMAS and GVB-PP properties are compared. Due to
the computational expense associated with calculating the
Hessian for larger clusters, dimer buckling mode frequencies
are examined for the smallest model (two-dimer) system only.
ORMAS and CASSCF analytic Hessians38 are used for the full
QM cluster models while only seminumerical Hessians are
available for the hybrid QM/MM SIMOMM models. All
calculations are performed with the GAMESS39 electronic
structure code.
Results and Discussion
CASSCF, ORMAS, and GVB-PP properties corresponding
to the two-dimer Si(100) QM cluster (Figure 2a) are shown in
Table 3 (top). The smaller ORMAS(4,4) orbital partition
[2(ππ*)2] uses half as many determinants as the full CASSCF
calculation, with only minor errors in the total energy and the
dimer bond lengths (e0.14 mhartree and ∼0.01 Å, respectively,
relative to the full CASSCF). The close agreement between
CASSCF and ORMAS natural orbital occupation numbers
(NOON) reinforces the notion that the surface dimers are weakly
interacting with one another in the MCSCF wave function.
Evidence for this is clear since ORMAS achieves chemical
accuracy, while neglecting the determinants that account for
electronic excitations from one subspace/dimer to another.
The characteristic ORMAS buckling mode frequencies (Table
3) are indiscernible from the CASSCF frequencies. This
illustrates the success of ORMAS, since second-order properties
are typically more sensitive to the constructed wave function
than are energies, NOON values, and geometries. Identical
ORMAS and CASSCF vibrational frequencies suggest that the
two methods have generated similar electron densities. This in
turn demonstrates that those CASSCF determinants that may
be characterized as interdimer electronic excitations contribute
little to the wave function and electron density. GVB-PP
structures using two geminal pairs [2(ππ*)2] agree with
CASSCF in both NOON values and buckling mode frequencies.
Figure 2. Models used for ORMAS, MCSCF, and GVB-PP/SBKJC
ECP(d) with QM-only clusters: (a) 2×1-Si15H16; (b) 1×4-Si42H34. The
model designation is a×b where “a” is the number of rows and “b” is
the number of dimers in that row.
Figure 3. Models used for ORMAS, MCSCF, and GVB-PP/SBKJC(d) QM/MM embedded clusters with QM[MM] regions in blue [red]: (a)
2×1-Si15H16 [Si199H92]; (b) 2×2-Si33H32 [Si267H116]; (c) 3×1-Si37H36 [Si232H116]; (d) 5×1-Si65H60 [Si324H152]; (e) 5+-Si49H44 [Si379H140]; (f) 3×3-
Si71H60[Si379H140]. Shown are the views of the QM (above) and QM/MM (below) embedded model. The model designation is a×b where “a” is the
number of rows and “b” is the number of dimers in that row. For (e), the 5+ in the text refers to a sequence of three adjacent dimers in the (100)
direction intersecting three adjacent dimers in the (010) direction with the central dimer common to both sequences (the “+” in 5+ refers to the
cross-like arrangement of dimers).
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The largest error appears in the total energy (11 mhartree) and
likely results from the limited flexibility of the GVB-PP model.
Similar performance is found after incorporating the σ/σ*
orbital pairs. The orbital subspaces are created by grouping the
active orbitals into one or two orbital subspaces per dimer
(schemes 2 and 3, Table 2). These partitioning schemes result
in energy errors of 0.14 and 1.13 mhartree, respectively (Table
3). All NOON values and bond lengths are in good agreement
with the full CASSCF calculation. The ORMAS partitioning
scheme 3 (two orbital subspaces per dimer) results in the largest
error for the buckling mode frequencies (∼32 cm-1 error).
Naturally, this error is reduced (∼1 cm-1) when the σ- and
π-spaces are combined (scheme 2). This demonstrates the
importance of including determinants that describe the excita-
tions between π and σ orbitals within a given dimer for this
system. The ORMAS(8,8) partitions (schemes 2 and 3) result
in slightly greater errors (than ORMAS(4,4)), probably due to
ignoring a larger number of determinants. Still, the best case
ORMAS(8,8) (one subspace per dimer) requires less than 37%
of the original CASSCF determinants to achieve chemical
accuracy. The GVB-PP bond lengths and buckling mode
frequencies are identical to those determined with CASSCF,
while the NOON values for the π/π* geminal pairs show slight
discrepancies when σ/σ* geminal pairs are included.
Adding bulk effects onto the cluster model discussed above,
by using the SIMOMM QM/MM approach (Figure 3a), results
in negligible differences compared to the QM-only cluster
calculations (Table 3). Again, the largest discrepancies occur
in the buckling mode vibrational frequencies. The ORMAS(8,8)
partitioning using two subspaces per dimer (scheme 3) provides
∼1 cm-1 accuracy, in contrast to the QM-only cluster coun-
terpart (∼32 cm-1 error). The added structural support from
TABLE 3: ORMAS, CASSCF, and GVB-PP (QM and QM/MM) Two-Dimer Cluster Energies, NOON Values, Buckling Mode
Frequencies, Bond Lengths, and the Total Number of Required Determinants
NOON
active space model Space
energy error
(hartree) π/π* σ/σ*
buckling mode
frequencies (cm-1)
bond
length (Å)
(exp 2.26 ( 0.1) determinants
(4,4) CASSCF 0.00000 1.64, 1.64//0.36, 0.36 192, 194 2.28 36
(4,4) 2(ππ*)2 0.00014 1.64, 1.64//0.36, 0.36 192, 194 2.29 18
GVB-PP(2) 2(ππ*)2 0.00019 1.64, 1.64//0.36, 0.36 192, 194 2.29
(8,8) CASSCF 0.00000 1.70, 1.70//0.31, 0.28 1.98, 1.98//0.02, 0.02 168, 170 2.31 4900
(8,8) 2(ππ*)22(σσ*)2 0.00113 1.71, 1.71//0.29, 0.29 1.98, 1.98//0.02, 0.02 133, 138 2.30 454
(8,8) 2(ππ*σσ*)4 0.00014 1.70, 1.70//0.30, 0.30 1.98, 1.98//0.02, 0.02 168, 169 2.30 1810
GVB-PP(4) 2(ππ*)22(σσ*)2 0.01062 1.62, 1.62//0.38, 0.38 1.98, 1.98//0.01, 0.01 193, 195 2.31
QM/MM (4,4) CASSCF 0.00000 1.64, 1.63//0.38, 0.34 (207 or 214), 217 2.32 36
QM/MM (4,4) 2(ππ*)2 0.00014 1.64, 1.64//0.36, 0.36 (207 or 214), 218 2.32 18
QM/MM GVB-PP(2) 2(ππ*)2 0.00019 1.64, 1.64//0.36, 0.36 (204 or 212), 213 2.30
QM/MM (8,8) CASSCF 0.00000 1.69, 1.68//0.33, 0.30 1.98, 1.98//0.02, 0.02 192, 199 2.32 4900
QM/MM (8,8) 2(ππ*)22(σσ*)2 0.00112 1.70, 1.70//0.30, 0.30 1.98, 1.98//0.02, 0.02 192, 198 2.32 454
QM/MM (8,8) 2(ππ*σσ*)4 0.00014 1.70, 1.70//0.30, 0.30 1.98, 1.98//0.02, 0.02 192, 199 2.32 1810
QM/MM GVB-PP(4) 2(ππ*)22(σσ*)2 0.01068 1.62, 1.62//0.38, 0.38 1.99, 1.99//0.01, 0.01 205, 214 2.32
TABLE 4: ORMAS, CASSCF, and GVB Four-Dimer (QM-Only) Cluster Energies, NOON Values, Bond Lengths, and Total
Number of Determinants
NOON
active
space model space
energy error
(hartree) π/π* σ/σ*
bond
length (Å)
(exp 2.26 ( 0.1) determinants
(8,8) CASSCF 0.00000 1.69, 1.69, 1.68, 1.62//0.40, 0.37, 0.35, 0.34 2.28, 2.29 4900
(8,8) 4(ππ*)2 0.00037 1.65, 1.65, 1.63, 1.63//0.38, 0.38, 0.36, 0.36 2.28, 2.29 454
GVB-PP(4) 4(ππ*)2 0.00050 1.65, 1.65, 1.65, 1.65//0.36, 0.36, 0.36, 0.36 2.28, 2.29
(16,16) CASSCF 0.00000 1.71, 1.71, 1.69, 1.69//0.33, 0.31, 0.29, 0.28 1.98, 1.98, 1.98, 1.98//0.02, 0.02, 0.02, 0.02 2.30, 2.31 165, 636, 900
(16,16) 4-(ππ*)24(σσ*)2 0.00240 1.71, 1.71, 1.69, 1.69//0.31, 0.31, 0.29, 0.29 1.98, 1.98, 1.98, 1.98//0.02, 0.02, 0.02, 0.02 2.30, 2.31 411, 462
(16,16) 4(ππ*σσ*)4 0.00036 1.71, 1.71, 1.69, 1.69//0.31, 0.31, 0.29, 0.29 1.98, 1.98, 1.98, 1.98//0.02, 0.02, 0.02, 0.02 2.30, 2.31 6, 297, 030
GVB-PP(8) 4(ππ*)24(σσ*)2 0.02130 1.63, 1.63, 1.63, 1.63//0.37, 0.37, 0.37, 0.37 1.99, 1.99, 1.99, 1.99//0.01, 0.01, 0.01, 0.01 2.31, 1.31
TABLE 5: ORMAS and CASSCF 3×1 Embedded Dimer Cluster Propertiesa
NOON
active space model space
energy error
(hartree) π/π* σ/σ*
bond
length (Å)
(exp 2.26 ( 0.1) determinants
QM/MM(6,6) CASSCF 0.00000 1.66, 1.65, 1.66//, 0.34, 0.35, 0.34 2.29, 2.29 400
QM/MM(6,6) 3(ππ*)2 0.00001 1.66, 1.65, 1.66//0.34, 0.35, 0.34 2.29, 2.29 88
QM/MM GVB-PP(3) 3(ππ*)2 0.00003 1.66, 1.65, 1.66//0.34, 0.35, 0.34 2.29, 2.29
QM/MM(12,12) CASSCF 0.00000 1.72, 1.72, 1.72//0.29, 0.28, 0.28 1.98, 1.98, 1.98//0.02, 0.02, 0.02 2.31, 2.31 853, 776
QM/MM(12,12) 3(ππ*)23(σσ*)2 0.00140 1.72, 1.72, 1.72//0.28, 0.29, 0.28 1.98, 1.98, 1.98//0.02, 0.02, 0.02 1.31, 2.31 13, 236
QM/MM(12,12) 3(ππ*σσ*)4 0.00002 1.72, 1.71, 1.72//0.28, 0.29, 0.28 1.98, 1.98, 1.98//0.02, 0.02, 0.02 2.31, 2.31 103, 704
QM/MM GVB-PP(6) 3(ππ*)23(σσ*)2 0.01600 1.65, 1.64, 1.65//0.35, 0.36, 0.35 1.99, 1.99, 1.99//0.01, 0.01, 0.01 2.32, 2.32
a The numbering goes from left to right.
TABLE 6: ORMAS and CASSCF QM/MM 5×1-Dimer Cluster Energies, NOON Values, Bond Lengths, and Number of
Required Determinants
active space model space
energy error
(hartree)
NOON
π/π*
bond
length (Å)
(exp 2.26 ( 0.1) determinants
QM/MM(10,10) CASSCF 0.00000 1.66, 1.66, 1.66, 1.65, 1.65//0.35, 0.35, 0.35, 0.34, 0.34 2.29, 2.29, 2.29 63, 504
QM/MM(10,10) 5(ππ*)2 0.00003 1.66, 1.66, 1.66, 1.66, 1.66//0.34, 0.35, 0.35, 0.35, 0.34 2.29, 2.29, 2.29 2, 424
QM/MM GVB-PP(5) 5(ππ*)2 0.00007 1.66, 1.65, 1.65, 1.65, 1.66//0.34, 0.35, 0.35, 0.35, 0.34 2.29, 2.29, 2.29
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SIMOMM changes the vibrational behavior of the surface
dimers. The cause of this, as indicated by increased predicted
vibrational frequencies (133, 138f 192, 198 cm-1), is likely a
stiffening of the buckling mode vibrations due to the existence
of the MM region of SIMOMM. In the smaller QM/MM(4,4)
calculations, ORMAS reproduces the buckling frequencies to
∼1 cm-1. GVB-PP shows slight differences in buckling
frequencies and NOON values compared to the full CASSCF
calculation.
Now consider the four-dimer cluster shown in Figure 2b. The
full CASSCF(16,16) calculation for this system approaches the
practical MCSCF limit, since correlating the π and σ orbitals
would create a Hamiltonian containing more than 165 million
determinants (Table 4). Through sensible active space partition-
ing, ORMAS treats this system reasonably easily, reducing the
dimension of the Hamiltonian by ∼2 (∼3) orders of magnitude
using one (two) orbital subspace(s) per dimer. First-order
properties obtained using the ORMAS(16,16) partitioning
schemes 1-3 (Table 2) provide excellent agreement with the
CASSCF(16,16) results. The largest energy error corresponds
to partitioning scheme 3 (∼2.4 mhartree error), while the highest
accuracy partition (scheme 2) has an error that is much less
than 1 mhartree. The results shown in Table 4 were obtained
with QM-only clusters.
To develop an understanding of the effects of adjacent row
interactions, a 3×1 SIMOMM embedded surface model (Figure
3c) is analyzed in Table 5. There are no significant differences
between the properties listed in Table 5 and those illustrated in
Table 3 for the analogous two-dimer 1×2 embedded surface
model. ORMAS properties using all partitioning schemes are
in reasonably good agreement with the full CASSCF results;
this confirms that electronic excitations between dimers located
in adjacent rows are insignificant. If the model is further
increased in size to contain five dimers (5×1 arrangement shown
in Figure 3d), there are no significant differences in the
predicted results relative to the previous 3×1 embedded
system (Table 6).
To simultaneously capture same row and adjacent row dimer
interactions, the embedded 2×2 cluster (Figure 3b, Table 7) is
examined. As with the previous models, interdimer interactions
have negligible influence on the surface symmetry since the
surface remains symmetric. Again, there is significant savings
in computational expense by treating 2-3 orders of magnitude
fewer determinants, as for the four-dimer QM cluster (Figure
2b). The larger “5+-dimer” cluster (Figure 3e, the “+” in 5+
refers to the cross-like arrangement of dimers) properties are
summarized in Table 8. Slightly more antibonding character is
seen here as the π* NOON values are larger, suggesting that
larger clusters might exhibit slightly more multireference
character.
Embedding 9-dimers with SIMOMM into a 3×3 arrangement
(Figure 3f) produces the largest cluster examined in this work.
The results are summarized in Table 9. Note that since the full
CASSCF(18,18) calculation would require more than 2.3 billion
determinants, it is not a feasible calculation to perform, so no
full CASSCF results are presented in the table. On the other
hand, ORMAS calculations are quite feasible, and results
obtained using partitioning scheme 1 (Table 2) are presented
in Table 9. The goal of this 3×3 arrangement of surface dimers
is to maximize the interactions on the central dimer from all
nearest neighbors. Even with the central dimer experiencing the
maximum number of nearest neighbor interactions, the geometry
remains symmetric. The ORMAS and GVB-PP results are
essentially identical. The qualitative aspects of the ORMAS TA
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NOON values and bond lengths agree with those discussed
previously for the smaller, more computationally manageable
clusters.
Conclusions
Several Si(100) cluster models have been investigated using
several MCSCF methods, including full CASSCF, various
ORMAS approximations, and GVB-PP. It has been systemati-
cally demonstrated that ORMAS determines properties (e.g.,
bond distances, vibrational frequencies, and natural orbital
occupation numbers) for large Si(100) surface clusters that are
in excellent agreement with those obtained with full CASSCF.
When the CASSCF reference is unavailable, ORMAS properties
agree with trends established for smaller, more computationally
manageable systems (similar NOON values and dimer bond
lengths). When only (2,2) subspaces are considered, ORMAS
and GVB-PP are in close agreement with each other. As one
would expect, the use of larger ORMAS subspaces (which are
often necessary) can significantly reduce the error relative to a
full CASSCF calculation, while the GVB-PP error remains
larger.
On the basis of the systems examined here, it appears that
the Si(100) surface is symmetric in the ground state; however,
thecalculationsreportedheredonotincludedynamiccorrelation.40-45
To address this issue, a second-order perturbation method
(ORMAS+PT2) is under development.
On the basis of the calculations presented here, it is unlikely
that larger cluster models at the CASSCF level of theory will
cause buckling of the surface dimers via interdimer interactions.
The success of the ORMAS approach suggests that the distances
between dimers is simply too large to allow interdimer interac-
tions that are large enough to qualitatively alter the results
presented here. This large interdimer distance is responsible for
the negligible contributions from the excitations between dimers
in ORMAS MCSCF wave functions. It is likely that only
subspaces that contain overlapping orbitals would require
electronic excitations between them.
The discrepancy between buckling mode frequencies for
ORMAS partitioning schemes 2 and 3 (Table 2) indicate that
reliable ORMAS Hessians require CI contributions from
determinants corresponding to excitations between σ and π
orbitals. This observation should be carefully considered when
ORMAS is implemented in mechanistic studies involving
Si(100).
In general, developing an ORMAS may not be as clearcut as
it is for Si(100). For more complex systems, reliable ORMAS
calculations will undoubtedly rely on chemical intuition and
validation through preliminary tests. For example, a suitable
ORMAS for atomic diffusion of Ga on Si(100) will incorporate
dimer orbitals that are strongly interacting with Ga orbitals into
the same orbital subspace. Orbitals from spectator dimers will
remain in separate subspaces since their interaction with the
“action region” is less significant.
Acknowledgment. This work was supported by a grant from
the Air Force Office of Scientific Research. Enlightening
discussions with Professor Klaus Ruedenberg and Dr. Michael
Schmidt are gratefully acknowledged. Indeed, the opportunity
to interact with Professor Ruedenberg has afforded us a
continuing inspiration.
References and Notes
(1) Albrecht, P. M.; Lyding, J. W. Small 2006, 3, 146.
(2) Lopinski, G. P.; Wayner, D. D. M.; Wolkow, R. A. Nature 2000,
406, 48. Hamers, T. J. Nature 2001, 412, 489.
(3) Schlier, R. E.; Farnsworth, H. E. J. Chem. Phys. 1959, 30, 917.
(4) Shoemaker, J.; Burggraf, L.; Gordon, M. S. J. Chem. Phys. 2000,
112, 2994.
(5) Hess, J. S.; Doren, D. J. J. Chem. Phys. 2000, 113, 9353.
(6) Gordon, M. S.; Shoemaker, J. R.; Burggraf, L. W. J. Chem. Phys.
2000, 113, 9355.
(7) Konecny, R.; Doren, D. J. J. Chem. Phys. 1997, 106, 2426.
(8) Robinson Broen, A.; Doren, D. J. J. Chem. Phys. 1998, 109, 2442.
(9) Redondo, A.; Goddard, W. A. J. Vac. Sci. Technol. 1982, 21, 344.
(10) Paulus, B. Surf. Sci. 1998, 408, 195.
(11) Olson, R. M.; Gordon, M. S. J. Chem. Phys. 2006, 124, 81105.
(12) Paz, O.; da Silva, A. J. R.; Saenz, J. J.; Artacho, E. Surf. Sci. 2001,
482-485, 458. Healy, S. B.; Filippi, C.; Kratzer, P.; Penev, E.; Scheffler,
M. Phys. ReV. Lett. 2001, 87, 166102.
(13) Yousung, J.; Akinaga, Y.; Jordan, K. D.; Gordon, M. S. Theor.
Chem. Acc. 2003, 109, 268.
(14) Lampart, W. M.; Schodield, D. P.; Christie, R. A.; Jordan, K. D.
Mol. Phys. 2008, 106, 1697.
(15) Jung, Y.; Akinaga, Y.; Jordan, K. D.; Gordon, M. S. Theor. Chem.
Acc. 2003, 109, 268.
(16) Goddard, W. A.; McGill, T. C. J. Vac. Sci. Technol. 1979, 16, 1308.
(17) Bond lengths from MCSCF/6-31G(d) optimized geometries of Si2H4
and Si2H6.
TABLE 8: ORMAS, CASSCF, and GVB-PP/SBKJC(d) QM/MM 5+-Dimer Cluster Energies, NOON Values, Bond Lengths,
and Number of Required Determinantsa
active space model space
energy error
(hartree) NOON
bond length (Å)
(exp 2.26 ( 0.1) determinants
π1π2π3/π1*π2*π3*
QM/MM(10,10) CASSCF 0.00000 1.57, 1.63, 1.66//0.43, 0.37, 0.34 2.31, 2.30, 2.29 63, 504
QM/MM(10,10) 5(ππ*) 0.00032 1.57, 1.63, 1.66//0.43, 0.37, 0.34 2.32, 2.30, 2.30 2, 424
QM/MM GVB-PP(5) 5(ππ*) 0.00041 1.57, 1.63, 1.66//0.43, 0.37, 0.34 2.32, 2.30, 2.29
a The subscripts on the π orbitals refer to the positions of the surface dimers on the cluster model: 1, center dimer; 2, outside dimer in same
row as center dimer; 3, outside dimer in row parallel to center row. These subscripts do not have meaning for the CASSCF properties as the
orbitals are delocalized.
TABLE 9: ORMAS and CASSCF QM/MM 3×3-Dimer Cluster Energies, NOON Values, Bond Lengths, and Number of
Required Determinantsa
active space model space
NOON
π1π2π3π4/π1*π2*π3*π4*
bond length (Å)
(exp 2.26 ( 0.1) determinants
QM/MM(18,18) CASSCF 2, 363, 904, 400
QM/MM(18,18) 9(ππ*) 1.57, 1.64, 1.63, 1.59//0.43, 0.36, 0.37, 0.41 2.31, 2.30, 2.30, 2.31 2, 325, 976
QM/MM GVB-PP(9) 9(ππ*) 1.57, 1.64, 1.63, 1.59//0.43, 0.36, 0.37, 0.41 2.31, 2.30, 2.30, 2.31
a The subscripts on the π/σ orbitals: 1, center dimer; 2, corner dimer; 3, outside dimer in same row as center dimer; 4, outside dimer in row
parallel to center row. These subscripts do not have meaning for the CASSCF properties since the orbitals are delocalized.
8822 J. Phys. Chem. A, Vol. 114, No. 33, 2010 Roskop and Gordon
(18) Shoemaker, J.; Burggraf, L. W.; Gordon, M. S. J. Chem. Phys.
2000, 112, 2994.
(19) Schmidt, M. W.; Gordon, M. S. Annu. ReV. Phys. Chem. 1998, 4,
233.
(20) Goddard, W. A.; Dunning, T. H.; Hunt, W. J.; Hay, P. J. Acc. Chem.
Res. 1973, 6, 368. BobrowiczF. W.; GoddardW. A. In Modern Theoretical
Chemistry; Schaefer, W. A., III, Ed.; Vol 3, Chapter 4.
(21) Gordon, M. S.; Schmidt, M. W.; Chaban, G. M.; Glaesemann, K. R.;
Stevens, W. J.; Gonzalez, C. J. Chem. Phys. 1999, 110, 4199.
(22) Ruedenberg, K.; Sundberg, K. R. In Quantum Science; Calais; J.-
L., Goscinski, O., Lindenberg, J., O¨ hrn, Y., Eds.; Plenum: New York, 1976;
p 505.
(23) Cheung, L. M.; Sundberg, K. R.; Ruedenberg, K. J. Am. Chem.
Soc. 1978, 100, 8024.
(24) Cheung, L. M.; Sundberg, K. R.; Ruedenberg, K. Int. J. Quantum
Chem. 1979, 16, 1103.
(25) Seigbahn, P. E.; Herberg, A.; Roos, B. O.; Levy, B. Phys. Scr.
1980, 21, 323.
(26) Roos, B. O.; Taylor, P. E.; Seigbahn, P. E. Chem. Phys. Lett. 1980,
48, 156.
(27) Olsen, J.; Roos, B. O.; Jørgensen, P.; Jensen, H. J. J. Chem. Phys.
1988, 89, 2185.
(28) Nakano, H.; Hirao, K. Chem. Phys. Lett. 2000, 317, 90.
(29) Walter, D.; Carter, E. A. Chem. Phys. Lett. 2001, 346, 177.
(30) Saebø, S.; Pulay, P. Chem. Phys. Lett. 1985, 113, 13.
(31) Werner, H.-J.; Knowles, P. J. J. Chem. Phys. 1988, 89, 5803.
(32) Ivanic, J. J. Chem. Phys. 2003, 119, 9364.
(33) Ivanic, J.; Ruedenberg, K. Theor. Chem. Acc. 2001, 106, 339.
(34) Shoemaker, J. R.; Burggraf, L. W.; Gordon, M. S. J. Phys. Chem.
A 1999, 103, 3245.
(35) Lii, J. H.; Allinger, N. L. J. Am. Chem. Soc. 1989, 111, 8566. Lii,
J. H.; Allinger, N. L. J. Am. Chem. Soc. 1989, 111, 8576. Allinger, N. L.;
Yuh, Y. H.; Lii, J. H. J. Am. Chem. Soc. 1989, 111, 8551.
(36) Stevens, W. J.; Basch, H.; Krauss, M. J. Chem. Phys. 1984, 81,
6026. Stevens, W. J.; Krauss, M.; Basch, H.; Jasien, P. G. Can. J. Chem.
1992, 70, 612. Cundari, T. R.; Stevens, W. J. J. Chem. Phys. 1993, 98,
5555.
(37) Boys, S. F. In Quantum Science of Atoms, Moleculess, and Solids;
Lowdin, P. O., Ed.; New York, 1966; pp 253-262.
(38) Dudley, T. J.; Olson, R. M.; Schmidt, M. W.; Gordon, M. S.
J. Comput. Chem. 2005, 27, 352.
(39) Schmidt, M. W.; Baldridge, K. K.; Boatz, J. A.; Elbert, S. T.;
Gordon, M. S.; Jensen, J. J.; Koseki, S.; Matsunaga, N.; Nguyen, K. A.;
Su, S.; Windus, T. L.; Dupuis, M.; Montgomery, J. A. J. Comput. Chem.
1993, 15, 1347. (a) Gordon, M. S.; Schmidt, M. W. In Theories and
Applications of Computational Chemistry, the First Forty Years; Dykstra,
C. E., Frenking, G., Kim, K. S., Scuseria, G. E., Eds.; Elsevier: Amsterdam,
2005; pp 1167-1189.
(40) Hirao, K. Chem. Phys. Lett. 1992, 190, 374.
(41) Kozlowski, P. M.; Davidson, E. R. J. Chem. Phys. 1993, 100, 3672.
(42) Nakano, H.; Uchiyama, R.; Hirao, K. J. Comput. Chem. 2001, 23,
1166.
(43) Nakano, H.; Nakatani, J.; Hirao, K. J. Chem. Phys. 2000, 114, 1133.
(44) Malmqvist, P. Å.; Pierloot, K.; Shahi, A. R. M.; Cramer, C. J.;
Gagliardi, L. J. Chem. Phys. 2008128, 204109.
(45) Shahi, A. R. M.; Cramer, C. J.; Gagliardi, L. Phys. Chem. Chem.
Phys. 2009, 11, 10964.
JP101800Z
Silicon (100) Surface Clusters J. Phys. Chem. A, Vol. 114, No. 33, 2010 8823
