Abstract. We introduce a new class of algebras called Poisson orders. This class includes the symplectic reflection algebras of Etingof and Ginzburg, many quantum groups at roots of unity, and enveloping algebras of restricted Lie algebras in positive characteristic. Quite generally, we study this class of algebras from the point of view of Poisson geometry, exhibiting connections between their representation theory and some well-known geometric constructions. As an application, we employ our results in the study of symplectic reflection algebras, completing work of Etingof and Ginzburg on when these algebras are finite over their centres, and providing a framework for the study of their representation theory in the latter case.
1. Introduction
It is a truth universally acknowledged, that a geometric viewpoint benefits representation
theory. Evidence is found in the success of the orbit method and the theory of characteristic varieties, whose tool is symplectic geometry, and the theory of algebras which are finite as modules over their centres, in which algebraic geometry is pervasive.
In this paper we introduce a new class of algebras, Poisson orders, which exhibit key features from both of the above exemplars. Poisson orders include as special cases the t = 0 case of symplectic reflection algebras (whose definition we recall in (7.1)), enveloping algebras of restricted Lie algebras in positive characteristic, and quantised enveloping algebras and function algebras at roots of unity. We prove several basic theorems which relate the representation theory and algebraic structure of Poisson orders to symplectic geometry and, as an extended example, study symplectic reflection algebras. Another particularly rich source of examples is quantisation, recalled in (2.2) . This yields in particular the examples of quantum groups and Lie algebras mentioned in (1.1), but it is also the mechanism whereby symplectic reflection algebras in the t = 0 case are given the structure of Poisson orders, (7. 3).
A Poisson order is an affine C-algebra
1.3. Let Z 0 ⊆ A be a Poisson order and set Z = MaxspecZ 0 , a Poisson variety. The Poisson structure induces several stratifications on Z, as follows.
1.6. Although we work over a field of characteristic zero, which in later sections is assumed to be C, most of the algebraic results can be generalised to arbitrary algebraically closed fields.
However, there are serious obstacles to be overcome in the attempt to generalise the geometric picture to other (especially positive characteristic) fields. Given that the enveloping algebra of a restricted Lie algebra comprises part of our motivation, this is an important issue requiring attention.
Poisson orders
2.1. Definition and notation. Let k be a field of characteristic 0 and let A be an affine kalgebra, finitely generated as a module over a central subalgebra Z 0 . By the Artin-Tate Lemma [15, 13.9 .10], Z 0 is an affine k-algebra, whose (Krull) dimension we shall fix as d throughout.
Suppose that there is a linear map Then we shall say that A is a Poisson Z 0 -order. We can also express (2) as saying that Z := Maxspec(Z 0 ) is a Poisson variety with respect to the bracket defined in (2) . The algebra of Casimirs of a Poisson algebra Z 0 is Cas(Z 0 ) := {z ∈ Z 0 : {z, Z 0 } = 0}.
Throughout this section we'll assume that A is a Poisson Z 0 -order with associated linear map D.
Quantisation.
Here is one important mechanism giving rise to a Poisson order. LetÂ be a k-algebra,Ẑ a subalgebra, and t ∈Ẑ a central non-zero divisor. Assume that Z 0 =Ẑ/tẐ is an affine central subalgebra of A =Â/tÂ, and that A is a finitely generated Z 0 -module. Let π :Â −→ A be the quotient map. Fix a k-basis {z i : i ∈ I} of Z 0 , and lift these elements of Z 0 to elementsẑ i ofẐ.
Given i ∈ I there is a derivation of A, denoted D z i , defined by
whereâ ∈Â is a preimage under π of a. Now define D : Z 0 −→ Der(A) by extending the above definition k-linearly. This construction satisfies the hypotheses of (2.1), [12] . Observe that alternative choices (for example of liftings of {z i }) would yield the same outcomes, to within inner derivations of A.
Filtered and graded algebras. An important variant of the above is the following. Let
A be an N-filtered algebra whose i th -filtered piece is denoted F i A. Let Z be a subalgebra of A, and give it the induced filtration. Denote the associated graded rings of Z and A by grZ and grA respectively. Suppose that grZ is an affine central subalgebra of grA, such that grA is a finitely generated grZ-module. Let σ i : F i A −→ grA be the i th -principal symbol map, sending an element of F i A \ F i−1 A to its leading term. Given a homogeneous element of grZ, say σ m (z), there is a well-defined derivation of grA, denoted D σm(z) , given, for a homogeneous element σ n (a) of gr(A), by
Extending this linearly yields a mapping D : grZ −→ Der(grA), satisfying the hypotheses of (2.1). Naturally, we'll call a Poisson bracket on a commutative graded algebra H homogeneous if the bracket of any two homogeneous elements of H is also homogeneous; in this case, if whenever h ∈ H i and g ∈ H j we have {h, g} ∈ H i+j+d , we shall say that the bracket has degree d. Thus the bracket defined in (1) is homogeneous of degree −1.
To see that this definition is really a special case of (2.2), form the Rees algebrasÂ = 
The rank of the Poisson structure at m ∈ Z, denoted rk(m), is defined to be the rank of the matrix
independent of the choice of generators, [18, 2.6] . For each non-negative integer j we define
We'll simply write Z o j and Z j when the algebra involved is clear from the context.
Lemma. Retain the above notation.
(1) Z j is a closed subset of Z, with Since P is prime either (i)P = P and so P is Poisson, or (ii) I ⊆ P. Now I is a Poisson ideal by [17, Corollary 2.4] , and I is non-zero by definition. So if (ii) holds we can pass to Z 0 /I and invoke our induction hypothesis. This completes the proof in either case. and so contains a smooth point n of that singular locus. Let K be the ideal of Z 0 defining the singular locus of A , so K is a Poisson ideal by (2) and [17, Corollary 2.4] . Hence, the image of K in n/n 2 is in the radical of the form induced on n/n 2 . Thus
In the light of the lemma we define the rank stratification of Z to be the disjoint union of locally closed subsets easily that F is a scalar. But one also calculates that P − spec(Z 0 ) consists of {0}, x − ay , for a ∈ C, and y and x, y . All of these are thus Poisson primitive except for {0}, which also fails to be locally closed in P − spec(Z 0 ).
Note, however, that in the above example Cas Fract(Z 0 ) = C(xy −1 ). This motivates the following question, to which we will return in (3.4) and (4.2).
Question: Are properties (A), (B) and (D) always equivalent for an affine Poisson C-algebra
3.3. The stratification by symplectic cores. We again focus on Z 0 in this paragraph, and continue with the hypotheses as above. We define a relation ∼ on Z by:
Clearly ∼ is an equivalence relation; we denote the equivalence class of m by C(m), so that
The set C(m) is called the symplectic core (of m). 
for an ideal K of Z 0 with P(n) K. But then K is the intersection of all the prime Poisson ideals of Z 0 which strictly contain P(n), so that K is Poisson and (3.2)(B) holds for P(n), as required.
Conversely, assume that (3.2)(A) =⇒ (B) holds for Z 0 , and let n ∈ Z. Let K be the intersection of Z 0 and the prime Poisson ideals of Z 0 which strictly contain P(n), so, by hypothesis,
so that C(n) is locally closed, and the proof is complete. 
Lemma. Suppose that Z 0 has only finitely many Poisson primitive ideals. Then P − spec(Z 0 ) is a finite set and (3.2)(A), (B) and (D) are all true.
Proof. With the stated hypothesis, P − spec(Z 0 ) is a finite set by (3). Let P ∈ P − spec(Z 0 ).
Then P = ∩{m : m ∈ Z, P ⊆ m}, so P is the intersection of the Poisson cores of the maximal ideals which contain it. But by hypothesis this intersection is finite, and so since P is prime we have P = P(m) for some maximal ideal m. The equivalence and validity of ( .4) there is an inclusion Z t ⊆ A t on which D induces a map such that the assumptions of (2.1) are satisfied.
Let Z t = Maxspec(Z t ) and let (Z t ) sm be the smooth locus of Z t . As (Z t ) sm is a complex analytic Poisson manifold it has, as above, a foliation by symplectic leaves:
there is an index set I t such that
Since Z is the disjoint union of the subsets (Z t ) sm , there is a stratification of Z,
We write L(m) for the leaf containing m ∈ Z, and S t,i for the Zariski closure of
be the defining ideal of S t,i .
Lemma. For all t, 0 ≤ t ≤ m, and all i ∈ I t , K t,i is prime and Poisson. Indeed K t,i is the
Proof. Let m be in S t,i . We show first that 
in a neighbourhood of 0. To prove (7), let f ∈Ẑ 0 . By definition of an integral curve,
and
But the left hand side of (9) is 
Repeating this argument with m replaced by each of the members of
3.6. Of particular interest are the cases where, for all t and for all i ∈ I t ,
S t,i is a locally closed subvariety of Z.
When this is so we shall say that the Poisson bracket {−, −} is algebraic.
The following proposition relates the three stratifications discussed.
) Suppose that the Poisson bracket is algebraic. Then the first inclusion in (1) is an equality, so that the symplectic leaf of each maximal ideal is then determined by its core.

Moreover (A) and (B) of (3.2) are equivalent. L(m) is contained in the smooth locus of
Proof. (1) The first inclusion is a restatement of part of the above lemma, and the second is If α = p/q ∈ Q then the leaves are algebraic, being described by the equation
However, if α / ∈ Q then the leaves are not algebraic varieties. In the second case the symplectic cores are locally closed: they are the points (0, 0, c), for c ∈ C, and (C * ) 2 × C.
3.7. The case of finitely many leaves. In later applications to symplectic reflection algebras the set of symplectic leaves will be finite. We now explore the ramifications of this hypothesis.
Proposition. Continue with the notation and hypotheses of (3.5). Suppose that the stratification (5) of Z into symplectic leaves is finite.
(1) The Poisson bracket is algebraic. Proof. (1) We argue by noetherian induction. So we can assume that Z is irreducible by (2.4).
Since the singular locus of Z is a union of leaves by the construction in (3.5), these leaves are locally closed by our induction assumption, and it remains to consider the leaves
whose disjoint union equals the smooth locus S of Z. By Lemma 3.5, we can apply the induction hypothesis to any leaf L i whose closure is strictly contained in Z, to see that such leaves are algebraic. Removing any such leaves from the list (10), it follows that ∪ t i=1 L i is a non-empty open set of smooth points of Z, with L i = Z for all i.
It follows from this and the maximality of rk(m) that the rank is constant and equal to j across 
The bundle of finite dimensional algebras
In this section we continue to assume that A is a Poisson Z 0 -order, and we'll freely use the notation introduced in the earlier sections. The underlying field k will always be C. Poisson bracket. In the Hopf algebra setting of quantum groups these additional hypotheses are valid, but they no longer hold for symplectic reflection algebras and we are thus obliged to prove the stronger results given here. 1 Much of our proof is an adaptation of the earlier ones, but since the latter were somewhat brief we have included full details here as an aid to the reader. 1 We are grateful to several participants in the Oberwolfach meeting in Noncommutative Geometry of 14-19
April 2002, and in particular Alastair King, for helpful comments in connection with Theorem (4.2). We will now argue as in [4, Section 9] . Thanks to the above, we may assume without loss of generality that E = Z is smooth and A is a free Z 0 -module. Recall thatẐ 0 denotes the ring of complex analytic functions on Z. DefineÂ = A ⊗ Z 0Ẑ 0 . Note that, for any value of x, the natural map
Theorem. Let A be a Poisson Z 0 -order which is an affine C-algebra. For each point x ∈ Z, define the finite dimensional algebra
A x := A m x A .
If x, y belong to the symplectic core C, then
is an algebra isomorphism. Moreover, given any H ∈ Z 0 , then the derivation D H extends uniquely to a derivation,D H , onÂ, thanks to the extension of the Poisson bracket on Z 0 toẐ 0 .
ConsiderÂ as a vector bundle V over Z with fibresÂ x . Since this bundle is trivial, we have V ∼ = Z × V where V is a vector space isomorphic to A x . Pick a basis for A over Z 0 , say {a 1 , a 2 , . . . , a n } with a 1 = 1. The above isomorphism identifies λ i a i ∈Â x with (x, (λ 1 , . . . , λ n )).
To the derivationD H we can associate a vector field, ξ H , on V.
. . , λ n )) we have T y V = T x Z × C n , and we write the vector field as Splitting φ into components, we have a linear isomorphism
which is given explicitly in [4, 9.1]. We claim that ψ z is an isomorphism of algebras. Up to first order, ψ z is described as
To prove this is an algebra isomorphism, let multiplication inÂ x be denoted by µ x and c k ij ∈Ẑ 0 be the structure constants ofÂ with respect to the chosen basis {a 1 , . . . , a n } . We have We have now shown that any Hamiltonian flow generated by an algebraic function lifts to an isomorphism of C-algebras within the leaf L x . Since the set of algebraic functions is dense in the set of analytic functions it follows that we can trace out a dense subset of L x by algebraically generated Hamiltonian flows. Call this set L alg x . By Lemma 3.5 we have
There is an action of GL n (C) on Alg C (n) by base change, whose orbits are the isomorphism classes of n-dimensional algebras over C. Let Υ : E −→ Alg C (n) be the morphism obtained by sending a point x ∈ E to A x . By the above paragraph Υ(L alg x ) is contained in a unique GL n (C)-orbit, say O x . As L alg x is dense in E, the image of Υ lies in O x . Repeating the above argument for y ∈ C ⊆ E, we deduce that
Remark: In situations where Question 3.2 has a positive answer, Lemma 3.3 (1) shows that the symplectic cores are locally closed in Z. In this situation, the symplectic reflection algebra example in Section 7.6 (taking Γ = Z 2 ) shows that the theorem cannot be improved: different symplectic cores can yield non-isomorphic algebras.
G-equivariant isomorphisms.
Let G be a connected algebraic group, acting on A as in (3.8) . We have a stratification by G-symplectic cores, 
Proof. Since G is connected and preserves pA, g(P ) = P for all g ∈ G. Thus, by suitable application of elements of G, we may assume that m x and m y are in the same symplectic core.
It is now clear that the algebra isomorphism from A x to A y afforded by Proposition 4.2 maps P to itself. The result follows.
Azumaya sheaves
5.1. In this section we examine in more detail the conclusion derived in Proposition 4.3. Thus we impose the following hypotheses throughout Section 5:
(1) A is a noetherian C-algebra, finitely generated over a central subalgebra Z 0 ;
(2) Let Z = MaxspecZ 0 . There is a stratification
where each Z i is an irreducible locally closed subvariety of Z such that Z i , the closure of Z i , is a union of some of the Z j ; (3) Let p i = I(Z i ) be the prime ideal of Z 0 defining Z i , and let P i,j be the minimal primes of A lying over p i A. For all x, y ∈ Z i and all j there is an algebra isomorphism 
Recall that
Lemma. Suppose A is a sheaf of Azumaya algebras over a noetherian variety V. Then, for any open irreducible affine subvariety U , the algebra A(U) is Azumaya.
We come now to the main result of this section. Proof. By (5.1)(3), P i,j ∩ Z 0 = p i , so we can consider the triple 
Proposition. Retain the assumptions of (5.1). Let
By ( 
where
6.3. For arbitrary g ∈ G the algebras A g of (4.2) are rather incompletely understood -for the current state of knowledge, see [3] . On the other hand, for any w 1 , w 2 ∈ W the sheaf of Azumaya algebras lying over X w 1 ,w 2 of Proposition 5.2 is in this case explicitly described in [6] . 
for µ ∈ C * , so that there is a space P r (C) of symplectic reflection algebras arising from a given (V, ω, Γ). This space includes the familiar special cases A 0,0 and A 1,0 , the skew group algebras of Γ over the algebra O(V ) and the Weyl algebra A n (C).
Clearly, A t,c is a filtered C-algebra: namely, set
We can form the associated graded ring gr(A t,c ) of A t,c . There is an obvious epimorphism of (2) Assume that t = 0. We work in the algebra eA t,c e. As explained above, this algebra 
Thus it suffices to prove that Cas(O(V ) Γ ) = C, since the scalars are the only elements of eA t,c e for which the principal symbol lies in C.
Since V is a symplectic vector space, Cas(O(V )) = C . Let p ∈ Cas(O(V ) Γ ) and let u ∈ O(V ).
Since O(V ) is integral over O(V ) Γ there exists a polynomial of minimal degree n i=0 a i X i with a n = 1 and
By minimality ia i u i−1 = 0, so {p, u} = 0. Thus p ∈ Cas(O(V )) = C as required.
7.3. Poisson structure. Henceforth we will concentrate on the case t = 0. The results in this paragraph can be found in [8] . We let A c , respectively Z c , denote the algebra A 0,c , respectively Z 0,c , for any c ∈ A r . The family Z c for c ∈ A r , is flat, and, by (14) , there is a C * -action by algebra automorphisms on the family lifting the natural action on A r .
As we've already explained, in the degenerate case c = 0 ∈ A r , the algebra A 0 ∼ = O(V ) * Γ and We shall determine the symplectic leaves of V /Γ. In particular, we'll see that they are finite in number, so that Proposition 3.7 applies.
Given v ∈ V let Γ v = {γ ∈ Γ : γv = v}, the stabiliser of v, and given
of O(V ), and set 
and Taking the union over subgroups conjugate to H yields
and the restriction of π to this space is a covering map whose fibres have Moreover the restriction of the symplectic form to V H is non-degenerate. Indeed, suppose 7.6. Finite dimensional algebras. Given v ∈ V , recall that Γ v is its stabiliser, and let m π (v) be the maximal ideal of O(V ) Γ corresponding to π(v). Recall the finite dimensional algebra of
Let V = V Γv ⊕ V be a Γ v -equivariant vector space decomposition of V . It can be shown that Γ v is generated by symplectic reflections on V and that there is an algebra isomorphism
In particular, this explicitly demonstrates that the representation theory of O(V ) * Γ is constant along the symplectic leaves, as follows from Theorem 4.2.
Remark. It can be shown quite generally that given an arbitrary vector space V and finite group Γ ≤ GL(V ), an exact analogue of (19) To prove the claim we may assume that x and y are linearly independent in h. We will show that H is the stabliser of λx + µy ∈ h for generic values of (λ : µ) ∈ P 1 . Let w ∈ W , and write wx = αx+βy +z, where x, y and z are linearly independent.
Then w stabilises λx + µy ∈ h for a generic value of (λ : µ) ∈ P 1 if and only if Let r ∈ N and suppose that some point m ∈ Z c has rank r. Let U be the subvariety of Z c consisting of the points whose rank is no more than r, and let X be an irreducible component of U . By Lemma 3.1.5, dim X ≥ r. Now suppose that n ∈ grX has rank(n) = s > r. SinceX 
