Abstract. In this paper, we propose a novel method for recognizing objects in images in a way that is invariant to blur and affine transformation of the images. The method is based on a set of rotated and log-log sampled phase-only bispectrum slices of the images and their phase correlation. The method is invariant to centrally symmetric blur, such as linear motion or out of focus blur. Because of the normalization of the amplitude information, the method is also invariant to uniform illumination changes. The only known method having similar invariance properties is based on image moments. According to the experiments conducted, the proposed method outperforms the moment based method in the presence of various degradations.
Introduction
Recognition of objects and patterns in images under various distortions is a challenging problem. The need for invariant pattern recognition arises in most of the real applications of machine vision when imaging conditions vary. In practice, a perceived image may differ because of illumination, view angle, occlusions, noise and blur. An ideal pattern recognition system should be invariant to the deformations of the objects, but still discriminate different kinds of objects. Obviously, there is a trade off between these two. In this paper, we focus on invariance to affine transformations, caused by changing the view point, and image blur.
An alternative way to carry out blur invariant object recognition is first to deblur the images, and after that use common image analysis methods which are not invariant to blur. Unfortunately, image deblurring is a very difficult problem which in practice introduces new artifacts to the image, rendering them even worse [1] . For this reason, the direct blur invariant analysis of the images is well justified. Despite the vast amount of research on invariant pattern recognition [2] , there are not many known methods for blur invariant image analysis.
The first approach for the analysis of the blurred images was based on the blur invariant features proposed by Flusser and Suk [3] . These invariants are derived from geometric moments or the spectrum of the image. Of these, the invariants based on central moments are also invariant to a image shift. The moment invariants have been applied to template matching [3] , recognition of defocused objects [4] , and registration of X-ray images [5] . In [6] , blur, rotation, scale, and shift invariants based on complex moments were proposed, and in [7, 8] , the theory was extended to blur and affine moment invariants. In [9] , Fourier domain blur invariants based on the phase of the image spectrum or bispectrum were proposed. Of these, the bispectrum invariants are also invariant to a shift of the image. In [10] , also rotation and scale invariance was incorporated into these Fourier domain invariants. All these methods are invariant to centrally symmetric blur, which is often enough in practice. A shortcoming of the moment invariants is their sensitivity to noise and background clutter. On the other hand, the invariance to geometrical transformations of the Fourier domain features is limited to similarity transform i.e. rotation, scaling and shift.
In this paper, we propose a new Fourier domain object recognition method, which is based on phase correlation of log-log sampled phase-only bispectrum information between the images. The method is invariant to affine image transformation as well as to centrally symmetric blur; thus, the invariance properties are the same as with the moment invariants. Invariance to centrally symmetric blur is often a sufficient property because it includes blur caused by linear motion or an out of focus lens. Invariance to an affine transformation of the object is also often enough. The affine transformation approximates quite well the perspective projection of a 3-D rotated and 3-D translated planar object when the distance between the object and the camera is large compared to the object dimensions.
Frequency Domain Blur and Affine Invariant Pattern Recognition
The blur and affine invariant pattern recognition method presented in this section combines the theory of earlier blur-translation invariants, proposed in [9] , and the affine invariant object recognition method of Ben-Arie and Wang [11] . We assume that blur in the image is spatially invariant, and originates from a convolution between the ideal image and a centrally symmetric point spread function (PSF). This assumption corresponds quite accurately to a real situation where the blur is a result of an out of focus lens or linear motion of the camera. As the PSF is centrally symmetric, its Fourier transform is always real valued, and its phase φ psf (u) ∈ {0, π}. For this reason the even powers of the normalized Fourier transforms of the blurred image g and the original image f are equal,
for any n ∈ Z and where φ g (u) and φ f (u) are the phases of the Fourier transforms of the blurred and original image, respectively. Thus, the left hand side of (1) is invariant to centrally symmetric blur [9] . In [9] , the blur-translation invariance was obtained by using an even power of translation invariant phase-only bispectrum slice k, similarly to (1), given by
where n ∈ Z and k ∈ R. We always use values n = 1 and k = 1, which we denote by P (u). The affine invariant object recognition by Ben-Arie and Wang [11] , and its modified version used by Petrou and Kadyrov in comparative experiments [12] , are based on the log-log sampled magnitudes of the Fourier transforms of the two images that are to be compared. We base our approach on this method, but because amplitude information cannot be used to form blur invariant representation, we replace the magnitude of the Fourier transform with a bispectrum slice, which is also invariant to translation. To further obtain blur invariance, we use the blur invariant form of the bispectrum slice (2) . There are also some other differences, but to a large degree our approach is similar to the modified version of the Ben-Arie and Wang method [12] .
A 2-D projective transformation related to 3-D translation and 3-D rotation of a planar object can be approximated quite accurately by affine transformation if the viewing distance is large compared to the object dimensions. In this case, the projection is close to orthographic. A point (x, y)
T is affine transformed to a point (x a , y a )
T by the equation
where matrix C represents rotation and scaling and (t x , t y ) T denotes translation. The matrix C can be decomposed by singular value decomposition into the following form:
where angle φ corresponds to image rotation, the line at angle τ is the normal to the direction of uneven scaling, which corresponds to slanting in 3-D. If the eigenvalues are organized so that λ 1 ≥ λ 2 , the diagonal matrix can be written as
where √ λ 1 is the uniform scaling factor, and the uneven scaling factor cos(σ) = λ 2 /λ 1 scales the image in a direction normal to a line at angle τ . This uneven scaling corresponds to 3-D image slanting by angle σ.
When an image is affine transformed, also the Fourier transform of the image undergoes similar transformation. This is true also for the image and its bispectrum slice, but because of the shift invariance of the bispectrum, the translation component is not needed. In the case of a phase-only bispectrum, also the scale factor of the transformation disappears. Consequently, the blur invariant bispectrum slice P a (u a , v a ) corresponding to an image transformed by (3) is given by
It can be seen that the only difference to (3) is that the scaling is done inversely. We constructed the blur invariant bispectrum slices (2) of the two images that are to be compared. As shown above, the blur invariant bispectrum slices of the two images related by an affine transformation differ with rotation, a diagonal matrix and a second rotation (6) . By logarithmically sampling the blurtranslation invariant bispectrum slices along both axes, the multiplication by the diagonal matrix, which defines the scaling, is converted into translations along the logarithmic axes. To achieve this, we first write the equation (6) as follows:
Now, we logarithmically sample the blur invariant bispectrum slices P a and P of the affine transformed and original images along the directions {φ, φ + π} and {τ, τ + π}, as suggested by (7). As a result we get the log-log sampled blur invariant bispectrum slices denoted R a (p, q, φ) and R(p, q, τ ). These slices are related by
where
, and b is a chosen base of the logarithm. Thus, for some rotations φ and τ the R a (p, q, φ) and R(p, q, τ ) differ only by a translation. To yield invariance to these rotations φ and τ , we must compute a set of slices R a (p, q, φ) and R a (p, q, τ ), where φ, τ ∈ {0, 0 + d, . . . , π − d} and d is small enough, and compare them pairwise. Between these pairs, the similarity of the images was measured using phase correlation. Computing angles up to π − d is enough due to the symmetry. Because the method uses only phase information, it is also invariant to uniform illumination changes.
Implementation
The implementation of the blur invariant bispectrum slice is discussed in [9] . In [12] , the affine invariant object recognition was done by using only two quadrants of the Fourier transform magnitude, because of its symmetry. These real valued quadrants were combined to a complex representation. We also use only two quadrants of the blur invariant bispectrum slice because the other two quadrants are antisymmetric with them. However, we cannot combine the two quadrants as they are already complex; instead they are handled separately. We computed these log-log sampled blur invariant bispectrum slice quadrants for an image that was rotated using bilinear interpolation in angles θ i ∈ {0
• , 7. (−p i , q i , θ i ) for the distorted images. The log-log sampling of the quadrants is done using bilinear interpolation choosing sampling points as follows:
where u i , v i ∈ {0, 1, . . . , l}, l = N/2 − 1, and (p i , q i ) are the points in the new sampling lattice. The size of the DFT is N × N . Because of the logarithmic sampling, the accuracy of the method depends strongly on the resolution of the DFT and interpolation. In our experiments, the DFT dimensions were four times the corresponding image dimensions. After resampling the blur invariant bispectrum slice quadrants were down sampled by a factor of 1/16. To find the similar images, phase correlation is computed between different orientations (24 × 24 = 576) of the quadrants using DFT. This is done independently between quadrants Q 1 and Q 1 and quadrants Q 2 and Q 2 resulting in correlation functions C 1,m and C 2,m , m ∈ {1, . . . , 576}, respectively. The correlation functions are added together so that C m = C 1,m + C 2,m . The highest peak in the 576 correlation functions C m is then taken as a measure of similarity between the images. Object recognition is done by using nearest neighbor classification, where the distance of a degraded test image and each of the target images is computed as explained above.
The method can be used also for image registration. In this case, the registration parameters of the affine transformation are extracted from the steps of the algorithm.
Experiments
We conducted experiments to compare the proposed method with the image moment based blur-affine invariants, which form the only known method with similar properties. Because of the characteristics of the moments, these invariants are known to be quite sensitive to various disturbances. We used nine moment invariants, which were implemented as proposed in [8] . To ensure roughly the same range of values, the moment invariants were normalized by their standard deviations for all the target images in each experiment. In the first experiment, we made comparisons also with a modified version of Ben-Arie's method [12] , which is the foundation of the proposed method but is not invariant to blur. The proposed method was implemented as explained in Sects. 2 and 3.
In all the experiments, image classification was done using the nearest neighbor classification. For the proposed method, the classifier was constructed by computing blur invariant bispectrum slice quadrants in 24 orientations for all the target images. For each test image, also 24 blur invariant bispectrum slice quadrants were created. All these slice quadrants were then compared pairwise to get a similarity measure.
All the simulated test images contained an object on a black background and were degraded by an affine transformation, additive Gaussian noise and blur. The affine transformation was generated by randomly choosing the parameters of the transformation described in (3) and (4), and using bilinear interpolation. The parameters φ, τ ∈ [0, 2π), λ 1 = 1, λ 2 ∈ [0.36, 1], and t 1 , t 2 ∈ [−5, 5] were uniformly distributed random variables. The moment invariants are known to be quite sensitive to noise, and the noise on the background of an object really degrades their classification accuracy. For this reason, the noise is removed from the background by first using thresholding, and then selecting the largest connected component in the image. The same segmentation was done also to the real images in the final experiment. This operation cuts some part of the blur at the boundaries of the object and disturbs blur invariance. However, in a real situation it is difficult or impossible to segment blurred objects accurately from the background without loss of information.
To examine the blur invariance properties of the proposed and moment based methods vs. Ben-Arie's method, in the first experiment we classified synthetically blurred and noisy images with various blur lengths. The target classes were formed from 26 images of size 128×128 which depicted the letters of the alphabet. The test images were randomly affine transformed, blurred and noisy versions of the originals. Some of the images are shown in Fig. 1(a) . The radius of the circular blur, which simulates out of focus, was varied from 0 to 10 in steps of two pixels, and the PSNR was 40 dB. For each blur radius, we repeated the classification test 10 × 26 times. Figure 1(b) shows the the classification accuracy as percentages when the blur radius is increased from zero to 10. As can be seen from the results, the proposed method, as well as the moment invariants are clearly invariant to blur. The results start to degrade only after very long blur when the information loss at the boundaries of the object due to segmentation becomes more significant. Ben-Arie's method is clearly not invariant to blur.
In the second experiment, we studied how well the proposed method and moment invariants tolerate noise. In this experiment, we had a more challenging test image set of 94 fish pictures on a black background. Now the test images contained a fixed motion blur of 30 pixels in a random direction, which is smaller in proportion to the image size, as in the first experiment. PSNR was varied from 50 dB to 10 dB in steps of 10 dB, and the classification test was repeated 3 × 94 times for each blur length. Some examples of the original and degraded images can be seen in Fig. 2 .
The results of the experiment are shown in the diagram of Fig. 3(a) . The moment invariants are slightly better when the PSNR is high, but when the PSNR is lower than 30 dB, their classification accuracy declines while the proposed method performs quite well even at a PSNR of 10 dB.
We performed the same experiment also by using a bounding box segmentation. Now the whole object is preserved, but there is noise inside the bounding box. As can be seen from the results in Fig. 3(b) , the moment invariants are really sensitive to this noise, and their classification accuracy is much worse than in the case of accurate segmentation. On the contrary, the proposed method performs quite similarly regardless of the type of segmentation. In the final experiment, we classified real images of 12 playing cards depicting different animals. The cards were photographed on a black cloth background. The distance between the camera and the card was large compared to the dimensions of the card. In this case, the affine transformation can quite accurately model the geometric distortion resulting from slanting of the card. First, we photographed all 12 cards at an ordinary orientation. Then we slightly rotated and zoomed the camera, and slanted the cards first 20
• and then 50
• diagonally. We photographed the cards first from a fixed position, and then by panning the camera in a tripod we generated quite strong motion blur. Some examples of the images are shown in Fig. 4 . In Table 1 , the results of the nearest neighbor classification of the disturbed images are shown. As can be seen, the proposed method recognizes the images correctly in all cases, except in the last case where the accuracy is still 83 %. Also Ben-Arie's method classifies the images well when the images are sharp and the slanting is small. When the images are blurred its result is always worse. This was expected because of the lack of blur invariance. The moment invariants are clearly quite invariant to blur, but the results in the presence of real world distortions are not so good. 
Conclusions
In this paper, we proposed a method for blur and affine invariant object recognition. The method is based on a set of rotated and log-log sampled blur invariant phase-only bispectrum slices, which are matched using phase correlation. The method is invariant to centrally symmetric blur, such as linear motion or out of focus blur. The method is also invariant to affine transformation of the objects in the images, which means it can be used to recognize arbitrarily 3-D rotated and 3-D translated sufficiently planar objects when the imaging distance is relatively large compared to the object dimensions. Because the method uses only phase information, it is also invariant to uniform illumination changes.
We compared the proposed method to blur and affine moment invariants, which form the only known approach possessing similar invariance properties. The results show that the proposed method can classify affine transformed and blurred images more reliably in the presence of noise or small perspective distortion of real images.
