A theory satis es the k-variable property if every rst-order formula is equivalent t o a f o r m ula with at most k bound variables (possibly reused). Gabbay has shown that a model of temporal logic satis es the k-variable property for some k if and only if there exists a nite basis for the temporal connectives over that model. We g i v e a model-theoretic method for establishing the k-variable property, i n volving a restricted Ehrenfeucht-Fraisse game in which e a c h player has only k pebbles. We use the method to unify and simplify results in the literature for linear orders. We also establish new k-variable properties for various theories of bounded-degree trees, and in each case obtain tight upper and lower bounds on k. This gives the rst nite basis theorems for branching-time models of temporal logic.
Introduction
A rst-order theory satis es the k-variable property if every rst-order formula is equivalent under to a formula with at most k bound variables (possibly reused). For example, in an arbitrary partial order, ve bound variables are needed to express the statement \there are at least ve elements below x," but in a linear order, two v ariables su ce: 9y y < x (9x x < ŷ (9y y < x (9x x < ŷ (9y y < x )))) :
(
The k-variable property is important in temporal logic. Gabbay 7] has shown that a model of temporal logic satis es the k-variable property for some k if and only if there exists a nite basis for the rst-order-expressible temporal connectives over that model, in the same sense that _ and : form a basis for the propositional connectives.
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y Supported by NSF grants DCR-8602663 and CCS-8806979. Kamp 11] showed that any Dedekind-complete linear order with arbitrary monadic predicates admits a nite basis for the temporal connectives. This result was extended to other linear time structures by S t a vi 16]. Amir and Gabbay 1] showed that any de nable lexicographic product of time structures admitting a nite basis also admits a nite basis. This result gave the rst in nite non-linear structures admitting a nite basis, although up to now no results have been established for trees.
The methods used by these researchers were largely syntactic. In this paper we give a model-theoretic method for establishing the k-variable property uniformly for all models of certain rst-order theories. The method uses a variant of the Ehrenfeucht-Fraisse game 3, 5] which allows each player only k pebbles 9, 14, 10] .
Applying this method to the theory of linear order, we are able to unify the results of 11, 16] . We also establish new k-variable expressiveness results for various theories of bounded-degree trees, and in each case obtain tight upper and lower bounds on k. Using Gabbay's result 7], these results imply the existence of a nite basis for the rst-orderexpressible temporal connectives over tree models of bounded degree.
A Model-Theoretic Lemma
Let L be a rst-order language with individual variables x 1 x 2 : : : . A partial valuation over a structure A for L is a partial function u : fx 1 
2
We are interested in a special case of the above lemma which applies to the k-variable property.
De nition 2 De ne the quanti er depth of a formula ' inductively, as follows.
1. If ' is quanti er-free, then its quanti er depth is 0. 2. The quanti er depth of ' _ or '^ is the maximum of the quanti er depths of ' and . 3. The quanti er depth of :' is the quanti er depth of '. 4 . The quanti er depth of 8x ' or 9x ' is one greater than the quanti er depth of '. 2
For example, the quanti er depth of the formula (1) is 5. Let n k 0. De ne L k n to be the sublanguage of L consisting of all formulas ' of quanti er depth at most n containing only variables x 1 : : : x k . F or example, the formula 1 is in L 2 5 
De nition 3 A rst-order theory is said to satisfy the k- De nition 5 Let A B be structures for L and (u v) a k-con guration. We call (u v) a local isomorphism if the map u(x) 7 ! v(x), x 2 @u, i s w ell-de ned and extends to an isomorphism of the substructures of A and B generated by fu(x) j x 2 @ug and fv(x) j x 2 @vg, respectively. That is, (u v) is a local isomorphism if the relation Player I can select any pebble and place it on an element o f e i t h e r A or B. P l a yer II then has to place the other pebble of the same color on an element of the other structure. Play proceeds for n rounds, generating a sequence of con gurations (u t v t ), 0 t n. P l a yer II wins the game if all the (u t v t ), 0 t n, are local isomorphisms (De nition 5). Otherwise Player I wins.
De nition 7 A forced w i n for Player II is de ned by induction on n. Player II has a forced win in G(u v k 0) if (u v) is a local isomorphism. Player II has a forced win in G(u v k n+ 1 ) i f ( u v) is a local isomorphism, and for all legal moves of Player I from con guration (u v), there exists a legal move o f P l a yer II resulting in a con guration (u Intuitively, a p l a yer has a forced win if there is always a choice of moves for that player leading to a win, no matter how w ell his opponent p l a ys.
Example 8 Consider the two-pebble game G( 2 n ) p l a yed on the linear orders Z and Q. Player II has a forced win, as follows. In the rst round, Player II plays anywhere in response to Player I's move. In the second round, if Player I plays in either structure to the left (right) of the pebble already on the board, then Player II does the same in the other structure. Subsequently, i f P l a yer I moves a pebble in either structure, Player II moves the corresponding pebble in the other structure so as to maintain the relative ordering of the pebbles in the two structures. Player II always wins, since every con guration is a local isomorphism.
On the other hand, Player I has a forced win in the three-pebble game G( 3 3), as follows. Player I starts by playing any p o i n t p in Z. P l a yer II responds by p l a ying a point q in Q. N o w P l a yer I plays p + 1 i n Z. P l a yer II must play a p o i n t q 0 of Q to the right o f q, otherwise Player I wins. Player I now p l a ys any p o i n t o f Q between q and q 0 , and Player II is stuck. Note that Player I's winning strategy is based on the fact that Q and Z are distinguished by the property o f density, w h i c h is expressible with three variables: 8x8z (x < z ! 9 y x < y < z ) : 2
It is always to Player I's advantage to play a pebble not currently on the board, if possible, and to place a pebble on an element not currently covered by another pebble, if possible from Player I's point of view, the more elements of A and B that are covered, the better. Any winning strategy for Player I that does not satisfy these conditions can be mapped into a winning strategy that does. We n o w p r o ve a series of lemmas that will allow us to establish the relationship between the games G(u v k n) and the k-variable property. Lemmas 10 and 11 are technical. Lemma 12 is a generalization of 10], Theorem C.1, to structures allowing function symbols, provided that all nitely generated substructures are nite.
Lemma 10 Let be a rst-order theory such that all nitely generated substructures of models of are nite. Then there is a uniform bound on the size of substructures generated by k elements. That is, for all k there exists a bound b k such that for any model A of and substructure B of A generated b y k elements, B contains no more than b k elements.
Proof. We use a compactness argument. De ne the depth of a term inductively, a s follows: constants and variables have depth 0, and a term of the form f(t 1 : : : t m ) has depth 1 + maxfdepth of t i j 1 i mg. Let Let m be the formulaŝ
The formula m says that every element represented by a term of depth at most m + 1 o ver x 1 : : : x k is already represented by a term of depth at most m i n o t h e r w ords, every element of the substructure generated by x 1 : : : x k is represented by a term of depth at most m. Note that m is a quanti er-free formula of L over the variables x 1 : : : x k , and that m logically implies m+1 .
By the assumption that all nitely generated substructures of models of are nite, we have Proof. This lemma is similar to 15, Lemma 13.10, p. 251], except that we are in the presence of function symbols. By Lemma 10, there is a uniform bound on the size of substructures generated by k elements in any model of . This is equivalent to the statement that there exists an m = m k such t h a t j= m , where m is the formula (2) 
The right hand side of (3) is a quanti er-free formula containing only terms of depth at most m + 1, and there are only nitely many s u c h f o r m ulas up to propositional equivalence. It follows immediately that L k 0 contains only nitely many f o r m ulas up to equivalence under . We next show b y induction on n that the same is true for L k n . Assume this is true for L k r . Then L k r+1 consists of Boolean combinations of formulas ' and 9x i ' for ' 2 L k r and 1 i k. Up to equivalence, there are only nitely many of these. 2 Lemma 12 Let be a rst-order theory such that all nitely generated substructures of models of are nite. Let A and B be m o dels of , a n d l e t (u v) be a k-con guration. Then Player II has a forced win in the game G(u v k n) if and only if u and v are L k n -equivalent.
Proof. We p r o ve the lemma b y induction on n. Proof. For the upper bound, by Theorem 13 it su ces to show that for any 3-con guration (u v), if Player II has a forced win in G(u v 3 n ), then Player II has a forced win in G(u v k n), for all k. The result holds for any k 3 b y Lemma 9, so assume k > 3.
We will describe Player II's best strategy in G(u v k n) a n d p r o ve the theorem by s imultaneous induction on n. F or n = 0, the assertion that Player II has a forced win in the game G(u v k 0) says that (u v) is a local isomorphism, which f o l l o ws immediately from the assumption that Player II has a forced win in the game G (u v 3 0) .
Suppose now t h a t n > 0. If juj = jvj < 3, then for any m o ve that Player I might make, let Player II respond according to an optimal strategy in the game G(u v 3 n ). If the resulting con guration is (u If juj = jvj = 3, renumber the variables if necessary so that u(x 1 ) < u (x 2 ) < u (x 3 ) a n d v(x 1 ) < v (x 2 ) < v (x 3 ). (Note (u v) is a local isomorphism, since Player II has a forced win in G(u v 3 0). If some u(x i ) = u(x j ), i 6 = j, then a pair of pebbles can be removed, and we revert to the previous case.) Consider the pair of corresponding regions fa 2 A j a < u (x 2 )g fb 2 B j b < v (x 2 )g : Associate with this pair of regions the game G(u < v < 3 n ) where u < and v < are u and v, respectively, restricted to domain fx 1 x 2 g. Similarly, associate with the pair of corresponding regions fa 2 A j a u(x 2 )g fb 2 B j b v(x 2 )g the game G(u v 3 n ) where u and v are u and v, respectively, restricted to domain fx 2 x 3 g. By Lemma 9, Player II has forced wins in both of these games. But ju < j = ju j < 3, so by a case previously considered, Player II has a forced win in the games G(u < v < k n ) a n d G(u v k n ), k > 0.
We n o w describe a strategy for Player II in the game G(u v k n). Assume k > n , s o that Player I never needs to remove a pebble from the board. The result follows for smaller k by Lemma 9. Whenever Player I moves in one of the designated regions of either A or B, P l a yer II responds with an optimal strategy in the game associated with that region. Player II will then move in the corresponding region in the other structure, since there is always a pebble on u(x 2 ). If (u 0 v 0 ) i s a n y subsequent (global) con guration, the restriction of (u 0 v 0 ) to either of the two pairs of regions is a local isomorphism, since Player II has a forced win in the game associated with that region. Moreover, all points of the region fa 2 A j a < u (x 2 )g are less than all points of the region fa 2 A j a u(x 2 )g, and similarly To show that two v ariables do not su ce, we observe t h a t Z and Q, without monadic predicates, are L 2 -equivalent but not L 3 -equivalent. This follows from Theorem 13 and Example 8. : Let g and h be su ciently fast-growing functions of n such t h a t g(n) f(h(n)) and h(n) g(n ; 1), where f is the function of Lemma 16.
We m ust show that for all A and B satisfying , and for all k-con gurations (u v) o ver A and B, if Player II has a forced win in the games G(u v k n) for all n, then Player II has a forced win in the games G(u v m n) for all m and n. W e actually show b y induction on n that if Player II has a forced win in the game G(u v k g(n)), then Player II has a forced win in the games G(u v m n) for all m.
As in Theorem 14, the basis n = 0 is immediate. Suppose now that the theorem holds for n ; 1. Assume m > n , s o t h a t P l a yer I will never have to remove a pebble from the board Now suppose juj = jvj = k. As in the proof of Theorem 14, we will break the game G(u v m n) u p i n to several smaller games on which P l a yer II has a forced win, and combine these strategies to produce a winning strategy for Player II on G(u v m n).
Let hui be the smallest subset of A containing all the u(x) and closed under the operation +. Let hvi be the corresponding set in B. Let a 2 h ui, a n d l e t b be the corresponding element of hvi. Let A 1 : : : A l be the subtrees of a, a n d l e t B 1 : : : B l be the subtrees of b, such that m n ) for all m. W e n o w combine optimal strategies for Player II in all these games, as in Theorem 14. Whenever Player I plays in one of the designated regions, Player II responds in the corresponding region of the other structure, according to his best strategy in the game associated with that region. Player II's play will always be in the correct region, since pebbles are never removed. Let (u t v t ) be the sequence of con gurations. Since Player II has a forced win in each of these games, each ( u t v t ) restricted to each region is a local isomorphism and by t h e c hoice of regions, if u t (x) a n d u t (y) are in di erent regions, then u t (x) u t (y) i v t (x) v t (y).
The lower bounds follow from the lower bounds for linear order (Theorem 14), the lower bounds for nite trees (Theorem 19), and the following argument that all of var(T d ), var(T Let B = A and consider the game G((a 0 a 3 a 4 ) (a 1 a 3 a 4 ) 3 n ) : Player II has a forced win, since the initial con guration (u v) is a local isomorphism (even in the presence of +), and for subsequent m o ves, as soon as Player I picks up a pebble, there is an automorphism of A sending the remaining two points on the left to the remaining two p o i n ts on the right. From then on, Player II can always play the image under that automorphism or its inverse of the point that Player I plays.
However, Player I has a forced win in G((a 0 a 3 a 4 ) (a 1 a 3 a 4 ) 4 2) : Player I rst pebbles a 2 = a 3 + a 4 with the spare pebble on the left, to which P l a yer II must respond with a 2 with the spare pebble on the right then Player I removes the pebble on a 3 on the left and plays it on a 1 , t o w h i c h P l a yer II has no response. 2 6 Finite models
It is interesting to note how the situation changes when we restrict our attention to nite models. Not only does var( ) c hange, but the models are de nable up to isomorphism. In this case we can give direct proofs of the upper bounds without using the Ehrenfeucht-Fraisse games of x3.
De ne F i n ( ) to be the set of nite models of the theory . For a set of structures S, de ne var(S) to be the minimum k such that S satis es Corollary 4(i).
Proof. We rst establish the upper bounds. Given a nite tree A, w e produce a formula ' A (x) such that, whenever B is a tree and b 2 B, t h e n ' A (b) holds in B i the subtree of B with root b is isomorphic to A.
If A consists of a single node a, w e assert that x satis es the same monadic predicates that a does, and that x has no proper descendants. This takes two v ariables.
If A contains at least two nodes, let a be the root of A and let A 1 : : : A m be the maximal proper subtrees of A, w i t h r o o t s a 1 : : : a m , respectively. A s s u m e b y induction on height that the formulas ' A 1 (x) : : : ' Am (x) h a ve been constructed. As above, we rst assert that x satis es the same monadic predicates that a does. We then assert that there exist proper subtrees satisfying each of the ' A i (x):
and that every proper subtree has a supertree satisfying one of them:
Each of these statements takes two v ariables. Together they establish the isomorphism types of the maximal proper subtrees. For the cases T 1 and S 1 , w e are done for the other cases, it remains to show h o w to specify the number of maximal proper subtrees of each isomorphism type.
Consider v ariables. We n o w establish the corresponding lower bounds. In each of the cases below, we produce two nite models A and B of one of our theories such t h a t A and B are not elementarily equivalent, but A and B are L v equivalent, where v = var(F i n ( )) ; 1. In each of the cases below, it is fairly straightforward to determine a winning strategy for Player II for the game G( v n ). We leave this to the reader.
(Case T 1 , S 1 , S 2 , v = 1 . ) Let A and B be arbitrary nonempty nonisomorphic models with no monadic predicates.
(Case T 2 , v = 2.) Let A be the complete binary tree of depth 2, and let B be the binary tree of depth 2 with two nodes of depth 1, three leaves of depth 2, and no monadic predicates.
(Case T d , v = d ; 1.) Let A be the complete d-ary tree of depth 1, B the complete (d ; 1)-ary tree of depth 1, and no monadic predicates.
(Case S 3 , S 4 , v = 2 . ) Let A and B be complete d-ary trees of depth 2. Let M be a monadic predicate such that one of each cluster of leaves satis es M in A, a n d t wo o f e a c h cluster satisfy M in B.
(Case S 2k , k > 2, v = k ; 1.) Let B and C be complete 2k-ary trees of depth 1. Let M be a monadic predicate true of exactly k ; 1 leaves in A and k leaves in B.
(Case S 2k+1 , k > 1, v = k.) Let A and B be complete (2k + 1)-ary trees of depth 1. Let M be a monadic predicate true of exactly k leaves in A and k + 1 l e a ves in B. 2 
Conclusion
Some interesting questions remain. One is to establish a general model-theoretic characterization of those relational structures that possess the k-variable property for some k. Another is to give natural complete sets of temporal connectives for branching-time models of temporal logic, whose existence is implied by Gabbay's result 7] and the results of this paper.
