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FUN WITH “ANALYSIS I”: BASIC THEOREMS IN CALCULUS REVISITED
DANIEL REEM
ABSTRACT. This note tries to show that a re-examination of a first course in analysis, using the
more sophisticated tools and approaches obtained in later stages, can be a real fun for experts,
advanced students, etc. We start by going to the extreme, namely we present two proofs of the
Extreme Value Theorem: “the programmer proof” that suggests a method (which is practical
in down-to-earth settings) to approximate, to any required precision, the extreme values of the
given function in a metric space setting, and an abstract space proof (“the level-set proof”) for
semicontinuous functions defined on compact topological spaces. Next, in the intermediate part,
we consider the Intermediate Value Theorem, generalize it to a wide class of discontinuous func-
tions, and re-examine the meaning of the intermediate value property. The trek reaches the final
frontier when we discuss the Uniform Continuity Theorem, generalize it, re-examine the meaning
of uniform continuity, and find the optimal delta of the given epsilon. Have fun!
A first course in analysis is not always a pleasant experience for fresh students. However, once
the mathematical foundations become firmer, looking back at this first course and re-examining
parts of its material, using the more sophisticated tools and ways of thinking which have been
acquired in later stages, can be a real fun for advanced students, experts (teachers, researchers,
enthusiasts, etc.), and many others who like mathematics. The goal of this note is to achieve
something in this direction by playing with, and looking for new horizons in, three fundamental
theorems in calculus and related material.
We start the trilogy in Section 1 by going to the extreme. More precisely, we discuss the Ex-
treme Value Theorem concerning the extreme (optimal) values of a continuous function defined
on a compact space. Two short proofs of this theorem are presented. The first is “the program-
mer proof” for functions defined on a compact metric space. This proof, which is presented in
Subsection 1.1, does not follow the path of most of other proofs which are focused on the ab-
stract existence of the extreme values, but usually do not present any clue regarding estimating
these values. Instead, the programmer proof suggests a method to approximate, to any required
precision, the extreme values of the given function and, as a by-product, proves their existence.
The method, which, as implied by its name, is in the spirit of programming, is practical in down-
to-earth settings, as explained in Subsection 1.2. In Subsection 1.3 we return back to the abstract
space and present the “level-set proof” for semicontinuous functions defined on a general com-
pact topological space and having values in a fully ordered set. Despite the somewhat abstract
setting, this proof seems to be natural and guided directly from the definitions. Both proofs do
not use the frequently used argument of proving first that the supremum and infimum of the
function are finite, and then proving that they are attained.
Next we proceed to the intermediate section (Section 2) where, naturally, the Intermediate
Value Theorem is considered. We generalize this theorem to a class of discontinuous functions
and re-examine the meaning of the intermediate value property.
The trek reaches the final frontier in Section 3 with a discussion on uniform continuity. We
first consider the question of whether the optimal delta of the given epsilon (from the definition
of uniform continuity) can be presented explicitly. A new hope emerges in Subsection 3.1 after
formulating a quantitative necessary and sufficient condition for a function acting between two
metric spaces to be uniformly continuous. Using this condition, the optimal delta is found and a
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few basic properties of it are derived. The compactness strikes back in Subsection 3.2 when we
prove, using the optimal delta, the Uniform Continuity Theorem which says that a continuous
function which acts between a compact metric space and a metric space must be uniformly
continuous. Actually, we prove a more general result in which various sufficient conditions for
the uniform continuity of the given function are formulated, including ones in which the function
is not assumed in advance to be continuous. Finally (Subsection 3.3), we discuss the question
of whether the optimal delta is a continuous function of epsilon, and this discussion marks the
return of the semicontinuity. Have fun!
1. GOING TO THE EXTREME
In its simplest form, the Extreme Value Theorem, which is sometimes called the Weierstrass
Theorem, says that a real continuous function f defined on a closed and bounded interval I ⊆
R attains extreme (optimal) values on the interval. In other words, there are points xmin (a
minimizer) and xmax (a maximizer) in I which satisfy f(xmin) ≤ f(x) ≤ f(xmax) for every
x ∈ I . This theorem has been generalized to real continuous functions defined on closed and
bounded subsets of finite-dimensional Euclidean spaces, to real continuous functions defined on
compact metric spaces, and even to semicontinuous functions defined on compact topological
spaces and having values in a linearly ordered set. See, e.g., [7], [14, p. 129], [17, p. 18], [19],
[20, pp. 60-61], [22], [25, pp. 193-196], [28, pp. 283-284], [30], [31, pp. 190-191], [33, p.
41], [35], [37, p. 174], [40], [44, p. 89], [48] and [49, pp. 236-237].
In this section we discuss two additional proofs of the Extreme Value Theorem: “the pro-
grammer proof” (Subsections 1.1–1.2 below) and “the level-set proof” (Subsection 1.3 below).
Before presenting these proofs, we note that for us (here and elsewhere) any space that we con-
sider (metric or topological) is nonempty by definition.
1.1. Dawn: the programmer proof. The idea behind the proof is simple: we make a dis-
cretization (digitization) of the space, i.e., we approximate it by a finite set of points (which we
interpret as the “digital world”), with the hope that by a better and better approximation, the
extreme values of our function over the digital world will better approximate the supremum and
infimum of the function over the entire (“continuous”) space. The existence of an arbitrary good
discretization is nothing but a reformulation of the well-known and simple fact that a compact
metric space (X, d) is totally bounded; in other words, (X, d) has an ǫ-net for each ǫ > 0, i.e., a
nonempty finite set Fǫ ofX with the property that for every x ∈ X there exists z ∈ Fǫ such that
d(x, z) < ǫ. See, e.g., [50, p. 885] or [37, pp. 275–276].
Theorem 1. Let (X, d) be a compact metric space and let f : X → R be continuous. Then f
attains both a minimum and a maximum value on X.
Proof. Consider an increasing sequence (En)
∞
n=0 of finite subsets of X which is dense in X,
that is, for every x ∈ X and ǫ > 0 there is some z ∈
⋃∞
n=0En such that d(x, z) < ǫ. Such a
sequence can be constructed using the fact mentioned above about ǫ-nets. Indeed, let (ǫn)
∞
n=0
be any decreasing sequence of positive numbers tending to zero, say ǫn := 2
−n, n ∈ N ∪ {0}.
The above-mentioned fact implies that for each n ∈ N∪{0} there exists an ǫn-net ofX, and we
denote it by Fn. Now letE0 := F0 and define by induction En+1 := En∪Fn for all n ∈ N∪{0}.
Then (En)
∞
n=0 is increasing and we have ∪
∞
n=0En = ∪
∞
n=0Fn. To see that ∪
∞
n=0Fn is dense, let
ǫ > 0 and x ∈ X be arbitrary. We can find n ∈ N sufficiently large such that ǫn < ǫ; since Fn is
an ǫn-net, there is some z ∈ Fn ⊆ ∪
∞
k=0Fk such that d(x, z) < ǫn < ǫ, as claimed.
For each n ∈ N ∪ {0}, let
Mn := max{f(x) : x ∈ En},
mn := min{f(x) : x ∈ En}.
(1)
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Because En is finite for all n ∈ N ∪ {0}, it follows that f attains its maximum on En, namely,
there exists xn ∈ En such that f(xn) = Mn. Let (xnj )
∞
j=0 be any convergent subsequence of
(xn)
∞
n=0 whose existence is guaranteed because X is compact. Let x∞ := limj→∞ xnj ∈ X.
Since f is continuous, we have f(x∞) = limj→∞ f(xnj ) = limj→∞Mnj .
Actually, the whole sequence (Mn)
∞
n=0 converges to f(x∞) since (Mn)
∞
n=0 is an increasing
sequence (because En ⊆ En+1 for all n ∈ N ∪ {0}) and it has a subsequence which converges
to f(x∞). In particular, Mn ≤ f(x∞) for all n ∈ N ∪ {0}. It remains to show that x∞ is a
maximizer. Fix arbitrary x ∈ X and ǫ > 0. Since f is continuous on X, it is continuous at x.
Hence there exists δ > 0 such that given y ∈ X, if d(y, x) < δ, then |f(x) − f(y)| < ǫ. The
construction and properties of (En)
∞
n=0 implies that for each n ∈ N sufficiently large (such that
ǫn < δ), there exists tn ∈ Fn ⊆ En such that d(tn, x) < δ. Therefore
f(x) < f(tn) + ǫ ≤Mn + ǫ ≤ f(x∞) + ǫ. (2)
Since ǫ was arbitrary, we have f(x) ≤ f(x∞), as required. A similar consideration (now using
(mn)
∞
n=0 from (1)) shows that f has a minimizer in X. 
1.2. The programmer proof: down-to-earth. The programmer proof not only proves the ex-
istence of extreme values of f , it also suggests a method to compute them approximately to any
desired precision. Indeed, as is well-known and will be proved in Section 3, since f is continu-
ous and X is compact, f is actually uniformly continuous on X. Now, given ǫ > 0, let δ > 0
be any delta from the definition of uniform continuity of f onX, say the optimal one defined in
(7) below (see also Examples 14–15). Let n ∈ N be sufficiently large such that Fn (and hence
also En) from the proof of Theorem 1 forms a δ-net of X. LetMn be defined in (1) and choose
an arbitrary xn ∈ En which satisfies f(xn) = Mn. Since En is finite, we can compute bothMn
and xn directly, possibly by brute force, namely, by going over all the values f(x), x ∈ En and
finding the maximal value (the computation may be demanding for large n). Since En is a δ-net
of X, an argument similar to (2) shows thatMn = f(xn) is an ǫ-approximate maximal value of
f and xn is an ǫ-approximate maximizer xn of f (i.e., |f(xn)−max{f(x) : x ∈ X}| < ǫ). One
can say similar things regarding the minimal value of f .
In order to implement the method described in the programmer proof in a computer, one
should be able to produce the digital world sequence (En)
∞
n=0. This is possible in down-to-earth
settings. Indeed, suppose for instance that X = [a, b] for a, b ∈ R, a ≤ b. Then we can define
for each n ∈ N ∪ {0},
En := {pk : k ∈ {0, 1, . . . , 2
n}}, where pk := a+
(b− a)k
2n
, k ∈ {0, 1, . . . , 2n}. (3)
Similarly, for a box X =
∏m
i=1[ai, bi] contained in R
m, m ∈ N (where ai ≤ bi for each
i ∈ {1, . . . ,m}) we can take
En := {pk := (pk,i)
m
i=1 : k ∈ {0, 1, . . . , 2
n}}, (4)
where
pk,i := ai +
(bi − ai)k
2n
, k ∈ {0, 1, . . . , 2n}, i ∈ {1, . . . ,m}. (5)
Of course, when the dimensionm grows, the number of points pk,i grows exponentially withm,
so this type of approximation process seems to be useful only in low (down-to-earth) dimensions.
Anyhow, given a compact metric space (X, d), since we already know that f attains its extreme
values on X, ideas similar to the ones used in the programmer proof can be used to show that
(En)
∞
n=0 can be taken to be any sequence of finite subsets of X whose union is dense in X,
whereMn andmn are still defined by (1).
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Despite the fact that the programmer proof enables one to approximate the extreme values
to any desired precision, it does not give sufficient information to locate the exact maximizers
and minimizers of f . Nevertheless, if some additional information is known about f , then we
can say more regarding these points. For instance, suppose that f has a unique maximizer
x∞. Then f(x∞) = sup{f(x) : x ∈ X} =: M . We claim that in this case it must be that
limn→∞ xn = x∞ (where xn is defined after (1)). Indeed, if this is not true, then for some
neighborhood U of x∞ and for some subsequence (xnk)
∞
k=1 we have xnk /∈ U for all k ∈ N.
Now, because X is compact this subsequence has a subsequence (xnkj )
∞
j=1 which converges to
some point y∞ ∈ X which is outside U . In particular, y∞ 6= x∞. Because we know from the
programmer proof that limn→∞ f(xn) = limn→∞Mn = M , we have limj→∞ f(xnkj ) = M .
But f is continuous and hence limj→∞ f(xnkj ) = f(y∞). Thus f(y∞) = M , that is, y∞ is a
maximizer of f . Since y∞ 6= x∞, this is a contradiction to the assumption that f has a unique
maximizer. Hence indeed limn→∞ xn = x∞.
Again, down-to-earth settings ensuring that f has a unique maximizer/minimizer onX are of
interest here. A typical and well-known such a setting for the existence of a maximizer is when
X is a compact convex subset of a normed space and f is strictly concave, namely, f : X → R
and f satisfies the inequality f(λx + (1 − λ)y) > λf(x) + (1 − λ)f(y) for every x, y ∈ X,
x 6= y and every λ ∈ (0, 1). A more general but still not too abstract such a setting is whenX is
a compact geodesic metric space and f is strictly quasi-concave. More precisely, by saying that
X is a geodesic metric space we mean that between every pair of points inX there is a geodesic
segment, that is, given x, y ∈ X, there is a distance preserving mapping γx,y which maps a
real line segment [r1, r2] to X such that γx,y(r1) = x and γx,y(r2) = y; the geodesic segment
associated with x, y and γx,y is the image γx,y([r1, r2]); many familiar manifolds are geodesic
metric spaces, for example, the Euclidean sphere in which a geodesic segment that connects two
points is the shortest part of a large circle on which these points are located. By saying that f
is strictly quasi-concave we mean that f(z) > min{f(x), f(y)} for all x, y ∈ X, x 6= y and
all z /∈ {x, y} which belongs to a geodesic segment which connects x and y. Similarly, if f is
strictly convex (that is, −f is strictly concave) and X is a compact convex subset of a normed
space, or, more generally, f is strictly quasi-convex (i.e., −f is strictly quasi-concave) and X is
a compact geodesic metric space, then f has a unique minimizer on X, and a discussion similar
to the above one shows that the minimizing sequence from the programmer proof converges to
this unique minimizer.
Methods for finding optimal values and optimal points of functions, in various settings, are
usually dealt with in optimization theory, e.g., in [3, 6, 8–12, 16, 38, 42]. A significant part of
this very rich theory is devoted to convex and concave functions. The method described in the
programmer proof enriches further this theory to abstract and down-to-earth settings.
1.3. The level-set proof: back to the abstract space. We now turn to the level-set proof of
the Extreme Value Theorem. While this proof may be considered as being somewhat abstract at
first glance, it seems to us (at least in retrospective) rather natural because it emphasizes the key
players involved in the theorem: an order relation in the range which forces a simple formulation
of the condition of being an extreme value in terms of an intersection of subsets, a mean (namely,
semicontinuity) which ensures that the subsets involved in the intersection are well-behaved, and
a criterion which ensures that the intersection is nonempty. Before presenting the proof, we need
to recall a few basic definitions and facts.
Definition 2. Let (L,≤) be a partially ordered set, namely L is a nonempty set and ≤ is a
partial order relation on L. We say that (L,≤) is linearly ordered (or fully ordered, or simply
ordered) whenever any two elements α, β ∈ L can be compared: either α ≤ β or β ≤ α. The
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order topology TL on L is the topology generated by the sets I<α := {β ∈ L : β < α} and
I>α := {β ∈ L : β > α}, α ∈ L (called open rays). The triplet (L,≤,TL) is called a linearly
ordered topological space.
A few important and familiar examples of fully ordered sets are: Z,Q,R, (−∞,∞], [−∞,∞),
and [−∞,∞], all of them with the standard order relation between real numbers (or between
them and ±∞). Another example: Rm with the dictionary (lexicographic) order, m ∈ N. De-
tails about the order topology can be found in various sections of [37] (e.g., Sections 14, 16, 17,
18 and 24). A useful property of fully ordered sets that we need below can be verified immedi-
ately: any finite set S 6= ∅ of a fully ordered set L has both a least and a greatest element, namely
elements m andM such thatm ≤ α ≤M for each α ∈ S.
Definition 3. Given a topological space (X,T ), a linearly ordered topological space (L,≤,TL),
and a function f : X → L, we say that f is lower semicontinuous if for every α ∈ L the≤-level-
set f≤α := {z ∈ X : f(z) ≤ α} is closed in X (equivalently, f
>α := {z ∈ X : f(z) > α} is
open). We say that f is upper semicontinuous if for every α ∈ L the ≥-level-set f≥α := {z ∈
X : f(z) ≥ α} is closed inX (equivalently, f<α := {z ∈ X : f(z) < α} is open).
It is straightforward to check that if L is endowed with the order topology, then f : X → L is
continuous if and only if it is both lower and upper semicontinuous.
Definition 4. A set F whose elements are nonempty sets is said to have the finite intersection
property whenever the intersection of any finitely many members of F is nonempty.
Fact 5. A topological space (X,T ) is compact if and only if for each set F which consists of
nonempty closed subsets of X and has the finite intersection property, the intersection of all the
members of F is nonempty (see [37, pp. 169-170] for the immediate proof).
Theorem 6. Let (X,T ) be a compact topological space and (L,≤,TL) be a linearly ordered
topological space. If f : X → L is lower semicontinuous, then it attains a minimum, and if f is
upper semicontonuous, then it attains a maximum. In particular, if f is continuous, then it has a
minimizer and a maximizer in X.
Proof. Suppose first that f is lower semicontinuous. Our goal is to prove that f has a minimizer,
namely a point x∗ having the property that f(x∗) ≤ f(x) for all x ∈ X. In other words,
x∗ should belong to the f≤f(x)-level-sets Jx := {z ∈ X : f(z) ≤ f(x)} for each x ∈ X.
Equivalently, x∗ ∈
⋂
x∈X Jx. So it is sufficient and necessary to prove that
⋂
x∈X Jx 6= ∅.
Because our space X is compact, Fact 5 ensures that
⋂
x∈X Jx 6= ∅ once we are able to show
that the elements of the set F := {Jx : x ∈ X} are nonempty closed subsets of X and F has
the finite intersection property. Given x ∈ X, we have x ∈ Jx and hence Jx 6= ∅. In addition,
Jx is closed because f is lower semicontinuous. As for the finite intersection property, consider
an arbitrary finite collection {Jxi : i ∈ {1, . . . , n}}, n ∈ N of members of F . Since the set
{f(xi) : i ∈ {1, . . . , n}} is a finite set of elements in the fully ordered set L, there exists at least
one index imin ∈ {1, . . . , n} such that f(ximin) = min{f(xi) : i ∈ {1, . . . , n}}. It is immediate
to verify that ∩ni=1Jxi = Jximin . Therefore the intersection is nonempty, as required. The proof in
the case where f is upper semicontinuous follows a similar reasoning, where now we re-define
Jx := {z ∈ X : f(x) ≤ f(z)} for all x ∈ X. 
The level-set proof was inspired by the proof of Ko¨the for a less general statement [33, p.
41] (e.g., the range of f there is [−∞,∞] and not a general linearly ordered topological space).
Ko¨the’s proof, while containing important components of the above-mentioned proof, seems to
be somewhat obscure and not very natural, e.g., because it is based on the theory of filters, it does
not emphasize the involved key players as done above, and the setting is a compact Hausdorff
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topological space (the whole discussion of compactness in [33] is restricted to Hausdorff spaces,
and this is apparent even in the definition of compact spaces [33, p. 16]). Perhaps the main
contribution of the level-set proof is to refine the main ideas in Ko¨the’s proof so that the end
result will be more accessible, more natural, more illuminating.
2. INTERMEDIATE TIME
In its classical 1D form, the Intermediate Value Theorem can be written as follows:
Theorem 7. Let I = [a, b] ⊂ R. If f : I → R is continuous and if γ ∈ R is between f(a) and
f(b), then there exists x ∈ I such that f(x) = γ.
Familiar proofs of either Theorem 7 or its traditional generalization saying that a continuous
function maps a connected topological space to a connected topological space are heavily based
on the continuity of the given function (see, e.g., [4, p. 153], [20, pp. 62–63], [28, pp. 282–
283], [36, pp. 57, 62], [45, pp. 258–259], [49, pp. 238–239]).
2.1. Being an intermediate: this is a boundary value problem. Is it possible to formulate
an Intermediate Value Theorem which not only generalizes Theorem 7 but also allows a class
of discontinuous functions? As we show below (Theorem 8), the answer is positive once we
interpret the meaning of the intermediate value property as follows: if f : X → Y passes
through both a subset D ⊆ Y and through its complement Y \D, then f must pass through the
boundary ∂D, which can be thought of as being an intermediate set between D and Y \D (or
between the interior Int(D) of D and its exterior Ext(D) := X\(D ∪ ∂D)).
Before formulating the theorem, we need to recall some terminology and notation. A topo-
logical space X is called connected if it cannot be represented as X = A ∪ B, where A and B
are two nonempty, disjoint and open subsets in X, or equivalently, two nonempty, disjoint and
closed subsets of X. As is well known, every interval contained in R is a connected space.
Theorem 8. Let (X,TX) be a connected topological space and let (Y,TY ) be a topological
space. Suppose that D ⊆ Y and f : X → Y are given. If there are a, b ∈ X such that
f(a) ∈ D and f(b) /∈ D and if either both the inverse images f−1(Int(D)) and f−1(Ext(D))
are open or both of these subsets are closed, then there exists x ∈ X such that f(x) ∈ ∂D. In
particular, if f is continuous on X and there are a, b ∈ X such that f(a) ∈ D and f(b) /∈ D,
then there exists x ∈ X such that f(x) ∈ ∂D.
Proof. Assume first that both f−1(Int(D)) and f−1(Ext(D)) are open. The proof in the case
where both of these subsets are closed is similar. If f(a) ∈ ∂D or f(b) ∈ ∂D, then the proof
is complete. Otherwise, we have f(a) ∈ D\∂D and f(b) /∈ D ∪ ∂D. Thus f(a) ∈ Int(D)
and f(b) ∈ Ext(D), and so a ∈ f−1(Int(D)) and b ∈ f−1(Ext(D)). Hence f−1(Int(D)) and
f−1(Ext(D)) are nonempty sets which are also open by our assumption. Now, since
X = f−1(Y ) = f−1(Int(D)∪ ∂D∪Ext(D)) = f−1(Int(D))∪ f−1(∂D)∪ f−1(Ext(D)),
it follows that if f−1(∂D) is empty, then X is a union of two open, disjoint and nonempty sets,
and this contradicts the assumption that X is connected. Hence f−1(∂D) is nonempty, that is,
there exists x ∈ X such that f(x) ∈ ∂D, as required. Finally, assume that f is continuous on
X and there are a, b ∈ X such that f(a) ∈ D and f(b) /∈ D. The continuity assumption on
f implies that both f−1(Int(D)) and f−1(Ext(D)) are open. Hence, by what we proved above
there exists x ∈ X such that f(x) ∈ ∂D, as claimed. 
One can think of the assumption that both f−1(Int(D)) and f−1(Ext(D)) are open as ex-
pressing a weak form of continuity, and to say that f is inverse-open with respect to both Int(D)
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and Ext(D) (or inverse-closed with respect to these sets if both f−1(Int(D)) and f−1(Ext(D))
are closed). The following example shows that this kind of continuity is indeed very weak.
Example 9. Let X := R, Y := R and f : X → Y be defined by f(x) := x when x is
irrational, f(x) := 2x when x ∈ Q\{1/n : n ∈ N} and f(1/n) := 1 whenever n ∈ N. Let
D := (0,∞). Then D = Int(D), Ext(D) = (−∞, 0), f(1) ∈ D and f(−1) /∈ D. Moreover,
f−1(Int(D)) = (0,∞) and f−1(Ext(D)) = (−∞, 0). As a result, the conditions of Theorem 8
are satisfied, and indeed f(0) ∈ ∂D = {0}. But f is discontinuous at every point.
There is another theorem which generalizes the Intermediate Value Theorem. It says that
the image of a connected topological space by a continuous function is a connected topological
space [37, Theorem 23.5, p. 150], [44, p. 93]. There are two main differences between this
theorem and Theorem 8. First, in this theorem the intermediate value property is expressed in
the connectivity of f(X), while in Theorem 8 it is expressed in the manner mentioned in the
beginning of this subsection. Second, this theorem assumes that f is continuous, while Theorem
8 allows f to be discontinuous.
2.2. Down-to-Earth + abstract space: the next generation. A simple down-to-earth applica-
tion of Theorem 8 is to prove Theorem 7, as done below.
Proof of Theorem 7. The assertion is obviously satisfied if f(a) = γ or f(b) = γ. From now on
assume that γ /∈ {f(a), f(b)}. Assume first that f(a) < γ < f(b) and denote D := (−∞, γ).
Then f(a) ∈ Int(D) = D, f(b) ∈ Ext(D) = (γ,∞) and f−1(Int(D)) and f−1(Ext(D)) are
open because f is continuous. Since I is connected, by Theorem 8 there is x ∈ I such that
f(x) ∈ ∂D = {γ}, i.e., f(x) = γ. The proof in the case where f(b) < γ < f(a) follows a
similar reasoning, where now we re-define D := (γ,∞). 
Another down-to-earth and somewhat unexpected application of Theorem 8 is the possibility
to approximate, to any desired precision, an intermediate point, namely of a point x ∈ X for
which f(x) ∈ ∂D. At first glance this task seems to be impossible, since the proof of Theorem
8 is a pure existence proof, that is, a proof without any single constructive clue. Despite this,
sometimes the above-mentioned task can be realized. For example, assume thatX := [a, b] ⊂ R
and that the conditions needed in Theorem 8 hold (in particular, f(a) ∈ D and f(b) /∈ D).
Denote a0 := a, b0 := b and f0 := f . Theorem 8 ensures that there exists x0 ∈ [a0, b0] such
that f0(x0) ∈ ∂D. Consider the point P1 :=
1
2(a0 + b0). Either f0(P1) ∈ D or f0(P1) /∈ D.
In the first case let a1 := P1 and b1 := b0, and in the second case let a1 := a0 and b1 := P1.
Denote by f1 the restriction of f0 to [a1, b1]. We have f1(a1) ∈ D, f1(b1) /∈ D, [a1, b1] ⊂ X
and |b1 − a1| = 0.5|b0 − a0|. Moreover, our assumption on f
−1
0 (Int(D)) and f
−1
0 (Ext(D))
implies that either both f−11 (Int(D)) and f
−1
1 (Ext(D)) are open in [a1, b1] or both of them are
closed there. Hence Theorem 8 implies that there exists x1 ∈ [a1, b1] such that x1 ∈ ∂D. Since
we know a1 and b1 explicitly and since the length of [a1, b1] is half of the length of [a0, b0],
this means that we have a better estimate for x1 than the estimate that we had x0. By repeating
this process one essentially obtains the bisection method (but in a non-standard setting in which
the function is not necessarily continuous) and finds an approximate intermediate point which
deviates, in the n-th step, from a true intermediate point by at most (b− a) · 2−n.
It is also possible to use Theorem 8 in order to prove a somewhat abstract space version of the
classical Intermediate Value Theorem, namely [37, Theorem 24.3, p. 154] in which connected
linearly ordered topological spaces (Definition 2) appear.
Theorem 10. Let (X,TX) be a connected topological space and let (Y,≤,TL) be a linearly
ordered topological space. Assume that f : X → Y is continuous. Given a, b ∈ X, if γ ∈ Y
lies between f(a) and f(b), then there exists x ∈ X such that f(x) = γ.
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The proof is similar to the proof of Theorem 7, where now we define D := I<γ if f(a) <
γ < f(b) and D := I>γ if f(b) < γ < f(a), and we observe that ∂D ⊆ {γ}.
3. UNIFORM CONTINUITY: THE FINAL FRONTIER
A well-known theorem, which is sometimes called the “Uniform Continuity Theorem” or
the “Heine-Cantor Theorem”, says that any real continuous function defined on a closed and
bounded interval X of R is uniformly continuous, i.e., for every ǫ > 0 there exists δ > 0 such
that for all x, y ∈ X satisfying |x−y| < δ, we have |f(x)−f(y)| < ǫ. A more general version of
this theorem says that a continuous function f : X → Y acting between a compact metric space
(X, dX ) and a metric space (Y, dY ) is uniformly continuous, namely for each ǫ > 0 there exists
δ > 0 such that for all x ∈ X and y ∈ X satisfying dX(x, y) < δ, we have dY (f(x), f(y)) < ǫ.
Familiar proofs of this theorem, for instance, the ones which appear in [21, p. 229], [26, pp.
87-88], [27, pp. 273-274], [29, pp. 19-20], [31, p. 193], [34, pp. 33-34], [36, p. 395], [39, p.
168-169], [43, pp. 48-49, 157], [44, p. 91], [45, p. 114], [47, p. 143-144], [49, pp. 247-248],
and [50, pp. 323-324, 682], show the existence of such a positive number δ, but they do not
explain how to find it explicitly. In particular, no information is provided regarding how to find
the largest possible such δ (the optimal delta).
3.1. The optimal delta: a new hope. Is it possible to find explicitly the optimal δ? Proposition
12 below shows that the answer is positive. A key step in establishing this proposition is simply
to reformulate the condition of uniform continuity, as done in Lemma 11 below. The uniform
continuity of a continuous function defined on a compact metric space, as well as more general
results, follow as a consequence (Theorem 13 below).
Lemma 11. Let (X, dX ) and (Y, dY ) be two metric spaces, and let f : X → Y . Then f is
uniformly continuous if and only if for each ǫ > 0 there exists δ > 0 such that for all x, y ∈ X
satisfying dY (f(x), f(y)) ≥ ǫ, we have dX(x, y) ≥ δ.
Proof. The assertion follows directly from the definitions, using contrapositive (any ǫ > 0 and
δ > 0 which satisfy the first condition are good for the second one, and vice versa). 
In other words, f is uniformly continuous if and only if for each ǫ > 0 there exists δ > 0 such
that for all (x, y) ∈ Aǫ we have dX(x, y) ≥ δ, where
Aǫ := {(x, y) ∈ X
2 : dY (f(x), f(y)) ≥ ǫ}. (6)
An obvious property of Aǫ is that (x, x) /∈ Aǫ for all ǫ > 0 and x ∈ X.
The following proposition introduces the optimal delta and describes some properties of it.
Proposition 12. Let (X, dX ) and (Y, dY ) be two metric spaces. Given f : X → Y , let δf :
[0,∞) → [0,∞] be defined by
δf (ǫ) :=
{
inf{dX(x, y) : (x, y) ∈ Aǫ}, if ǫ ∈ [0,∞) andAǫ 6= ∅
∞, if ǫ ∈ [0,∞) and Aǫ = ∅,
(7)
where Aǫ is defined in (6). Then the following properties hold:
(i) δf is nonnegative, monotone increasing, and satisfies δf (0) = 0. In addition, given ǫ ∈
[0,∞), we have that δf (ǫ) is finite if and only if Aǫ 6= ∅. In particular, δf is finite on the
set {0} ∪ [0,Mf ), whereMf is the oscillation of f , namely
Mf := sup{dY (f(x), f(y)) : x, y ∈ X}. (8)
Finally, whenMf <∞, then δf is infinite on (Mf ,∞).
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(ii) If δf (ǫ) > 0 for each ǫ ∈ (0,∞), then f is uniformly continuous; moreover, δf assigns
to each ǫ > 0 the optimal delta, that is, the largest possible delta from the definition of
uniform continuity (in particular, when δf (ǫ) =∞, then any δ ∈ (0,∞) can be associated
with ǫ in this definition). If δf (ǫ) = 0 for some ǫ > 0, then f is not uniformly continuous.
In particular, f is uniformly continuous if and only if δf (ǫ) > 0 for each ǫ ∈ (0,∞).
Proof. (i) The assertions are a simple consequence of (6),(7), and (8) (for instance, consider
the assertion regarding {0}∪ [0,Mf ): ifMf > 0, then for each ǫ ∈ [0,Mf ) there exists, by
the definition of Mf , a pair (x, y) ∈ X
2 satisfying ǫ < dY (f(x), f(y)); thus (x, y) ∈ Aǫ
and hence (7) implies that δf (ǫ) belongs to the interval [0, d(x, y)], namely it is finite).
(ii) Suppose that δf (ǫ) > 0 for all ǫ ∈ (0,∞). Fix arbitrary ǫ ∈ (0,∞) and δ ∈ (0, δf (ǫ)).
Given x, y ∈ X satisfying dX(x, y) < δ, we must have dY (f(x), f(y)) < ǫ. Indeed,
suppose to the contrary that this inequality is violated; then (x, y) ∈ Aǫ by (6) and hence,
from (7), we have δf (ǫ) ≤ dX(x, y), a contradiction because dX(x, y) < δ < δf (ǫ) by our
assumptions. We conclude that the assumption δf (ǫ) > 0 for all ǫ ∈ (0,∞) implies that f
is uniformly continuous.
Now fix some x, y ∈ X satisfying dX(x, y) < δf (ǫ). It must be that dY (f(x), f(y)) <
ǫ, because if not, then we have dY (f(x), f(y)) ≥ ǫ and therefore (x, y) ∈ Aǫ; thus (7)
implies that δf (ǫ) ≤ dX(x, y), a contradiction. Thus if δf (ǫ) is finite, then it can be used as
a delta associated with ǫ in the definition of uniform continuity. Moreover, if δ < δf (ǫ) and
dX(x, y) < δ for some (x, y) ∈ X
2, then dX(x, y) < δf (ǫ), and hence from the previous
lines we conclude that dY (f(x), f(y)) < ǫ. Thus any δ ∈ (0, δf (ǫ)) can be associated with
ǫ in the definition of uniform continuity of f .
In order to show that δf (ǫ) is the largest possible delta associated with ǫ in the definition
of uniform continuity, we still need to show that any other δ > 0 associated with ǫ is not
greater than δf (ǫ). Indeed, if Aǫ = ∅, then (7) implies that δ < δf (ǫ) = ∞, as required.
Suppose now that Aǫ 6= ∅ and let (x, y) ∈ Aǫ. It must be that δ ≤ dX(x, y), because if this
inequality is not true, then the choice of δ and the fact that f is uniformly continuous imply
that dY (f(x), f(y)) < ǫ, a contradiction to the assumption that (x, y) ∈ Aǫ. We conclude
that δ is a lower bound of the set {dX (x, y) : (x, y) ∈ Aǫ}. Because δf (ǫ) is the maximal
such a lower bound as follows from (7), it follows that δ ≤ δf (ǫ). To conclude, δ ≤ δf (ǫ)
no matter if Aǫ = ∅ or Aǫ 6= ∅, and hence δf (ǫ) is indeed the optimal delta.
Now suppose that δf (ǫ) = 0 for some ǫ > 0. Assume to the contrary that f is uniformly
continuous. Since δf (ǫ) is finite, we have Aǫ 6= ∅ (by (Part (i)). By Lemma 11 there exists
δ > 0 such that dX(x, y) ≥ δ for all (x, y) ∈ Aǫ. Thus δ is a positive lower bound of the
set {dX (x, y) : (x, y) ∈ Aǫ}. Since δf (ǫ) is the maximal such a lower bound, we have
δ ≤ δf (ǫ) = 0, a contradiction. Thus f is not uniformly continuous. Finally, from previous
lines we see that f is uniformly continuous if and only if δf (ǫ) > 0 for each ǫ ∈ (0,∞).

The optimal delta modulus δf from (7) can be thought of as being a modulus which is dual to
to the modulus of (uniform) continuity
wf (δ) := sup{dY (f(x), f(y)) : x, y ∈ X, dX(x, y) ≤ δ}. (9)
Local versions of δf can be defined too, i.e.,
δf (ǫ, x) := inf{dX(x, y) : y ∈ X, dY (f(x), f(y)) ≥ ǫ}, ∀ǫ ∈ [0,∞), ∀x ∈ X,
where inf ∅ := ∞. In other words (and using a reasoning similar to the proof of Proposition 12),
if we fix some point x ∈ X and a positive number ǫ, then δf (ǫ, x) describes the optimal delta
associated with ǫ and x in the definition of continuity of f at x.
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Interestingly, the setting needed for the definition of δf is wider than metric spaces, since in
Lemma 11 and Proposition 12 not all of the assumptions in the definition of metric spaces have
been used (for example, neither the triangle inequality nor the symmetry of the distance func-
tion have been used). Thus δf may be useful for distance functions, divergences and distortion
measures used in data processing [5], data analysis [32], information theory [23] and many other
scientific and technological areas [15].
3.2. The compactness strikes back. Using tools developed earlier, we can now prove a general
version of the Uniform Continuity Theorem, a version in which the a priori condition on the
involved function is weaker than continuity, and the a priori condition on the involved space is
weaker than compactness.
Theorem 13. Let (X, dX) and (Y, dY ) be two metric spaces and let f : X → Y . Consider the
following statements:
(i) (X, dX ) is compact and f is continuous;
(ii) (X, dX ) is compact and the function F : X
2 → R which is defined by F (x, y) :=
dY (f(x), f(y)) for each (x, y) ∈ X
2 is upper semicontinuous (Definition 3);
(iii) (X, dX ) is compact and Aǫ (from (6)) is closed inX
2 for all ǫ > 0;
(iv) Aǫ is compact for each ǫ > 0;
(v) for each ǫ > 0, either Aǫ = ∅ or Aǫ 6= ∅ and the function dX attains a minimum on Aǫ at
some point (x0, y0) ∈ Aǫ; moreover, in the second case δf (ǫ) = dX(x0, y0);
(vi) f is uniformly continuous.
Then (i) =⇒ (ii) =⇒ (iii) =⇒ (iv) =⇒ (v) =⇒ (vi).
Proof. (i) =⇒ (ii): In this case F is even continuous as follows from the triangle inequality and
the continuity of f .
(ii) =⇒ (iii): Let ǫ > 0 be arbitrary. From (6) the set Aǫ is nothing but the ≥-level-set F
≥ǫ
(Definition 3) and hence it is closed inX2 since we assume that F is upper semicontinuous.
(iii) =⇒ (iv): Let ǫ > 0 be arbitrary. Since (X, dX ) is compact, also (X
2, dX2) is compact,
with, say,
dX2((x1, x2), (y1, y2)) :=
√
(dX(x1, y1))2 + (dX(x2, y2))2 ∀(x1, x2), (y1, y2) ∈ X
2.
Because we assume that Aǫ ⊆ X
2 is closed, it follows that Aǫ is compact as a closed subset of
a compact space.
(iv) =⇒ (v): Let ǫ > 0 be arbitrary. If Aǫ = ∅, then there is nothing to prove. Assume now
that Aǫ 6= ∅. The restriction of dX to Aǫ is a real-valued continuous function defined on the
compact space Aǫ. Hence the Extreme Value Theorem (Theorem 1 or Theorem 6) implies that
dX has a minimizer (x0, y0) in Aǫ. It follows from (7) that δf (ǫ) = dX(x0, y0), as required.
(v) =⇒ (vi) According to Proposition 12(ii), for proving that f is uniform continuous on X
it is sufficient to show that the optimal delta from (7) satisfies δf (ǫ) > 0 for each ǫ > 0. Let
ǫ ∈ (0,∞) be given. If Aǫ = ∅, then δf (ǫ) =∞ > 0, as asserted. Assume now that Aǫ 6= ∅. By
our assumption there exists a minimizer (x0, y0) of dX on Aǫ. From (6) we have x0 6= y0, and
from (7) we have δf (ǫ) = dX(x0, y0) > 0, as required. 
Example 14. Let α ∈ (0,∞) and b ∈ (0,∞] be fixed. Define X := [0, b] if b < ∞ and
X := [0,∞) if b = ∞. Let Y := [0,∞). Let dX be the usual absolute value metric on X,
namely dX(x, y) := |x − y| for all x, y ∈ X. Similarly, let dY be the absolute value metric
on Y . Define f : X → Y by f(x) := xα for each x ∈ X. By using the method suggested
in Theorem 13, namely by trying to minimize the continuous function dX over Aǫ, and by
using elementary calculus and separating into cases, one can obtain explicitly δf as follows (the
analysis is simple, though a bit technical; it can be found in the appendix below):
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δf (ǫ) =


b− (bα − ǫ)1/α if α ≥ 1, b ∈ (0,∞), ǫ ∈ [0, bα],
0 if α > 1, b =∞, ǫ ∈ [0,∞),
ǫ1/α if 0 < α ≤ 1, b ∈ (0,∞), ǫ ∈ [0, bα],
ǫ1/α if 0 < α ≤ 1, b =∞, ǫ ∈ [0,∞),
∞ if α ∈ (0,∞), b ∈ (0,∞), ǫ > bα.
3.3. Return of the semicontinuity. It is tempting to conjecture, and the above example sup-
ports this conjecture, that the optimal delta δf is a continuous function of its variable ǫ. Unfortu-
nately, in general this is not true. Indeed, the following example presents a continuous function
f for which δf is discontinuous at infinitely many points (see the appendix below for the simple,
though a bit lengthy, explanation):
Example 15. Let f : [0, 1] → R be the “decreasing chainsaw” function defined by f(0) := 0,
f(1) := 1, and for all other t ∈ [0, 1] by
f(t) :=


1
n
− (2n− 1)
(
t−
1
n
)
, if t ∈
[
1
n
,
2
2n− 1
]
, 2 ≤ n ∈ N,
(2n − 1)
(
t−
2
2n − 1
)
, if t ∈
[
2
2n− 1
,
1
n− 1
]
, 2 ≤ n ∈ N.
(10)
In light of Example 15, one may wonder if something can be done in order to save the day re-
garding δf . The answer is that a few such (imperfect) possibilities exist. The first is to abandon δf
and instead to try to find other deltas corresponding to ǫ from the definition of uniform continu-
ity, hopefully deltas which are continuous as a function of ǫ. As can be seen in [1,2,13,18,24,46]
and [41, pp. 240-241], it turns out that in various settings it is indeed possible to select, among
the possible deltas coming from the definition of continuity, a one which is a continuous function
of ǫ (and, sometimes, also of x). The second possibility is to continue with δf , but to focus the
attention on other properties of it with the hope that some of them are nice. This is done in the
next proposition which also finishes our trek.
Proposition 16. Let (X, dX ) and (Y, dY ) be two metric spaces and let f : X → Y . Then δf
from (7) has at most countably many points of discontinuity and it is differentiable almost every-
where on (0,Mf ), where Mf is defined in (8). Moreover, if X is compact and f is continuous,
then δf is lower semicontinuous.
Proof. Proposition 12(i) ensures that δf is increasing and finite on (0,Mf ). Thus, a theorem of
Lebesgue [29, p. 514] ensures that δf is differentiable almost everywhere in this interval. Since
δf is increasing, it has at most countably many points of discontinuity [4, p. 146].
Assume now that f is continuous and X is compact. According to Definition 3, for proving
that δf is lower semicontinuous we need to show that for all α ∈ R the level-set Lα := {ǫ ∈
[0,∞) : δf (ǫ) ≤ α} is closed. If α < 0, then Lα = ∅ and hence it is closed. Now assume
to the contrary that Lα is not closed for some α ≥ 0. Then we can find a sequence (ǫn)
∞
n=1 of
elements of Lα which converges to a nonnegative number ǫ /∈ Lα (as a matter of fact, ǫ must be
positive because 0 ∈ Lα by Proposition 12(i)). Therefore δf (ǫ) > α and hence we can choose
some q ∈ (α, δf (ǫ)). From (7) and the fact that δf (ǫn) ≤ α < q for all n ∈ N, there exists,
for each n ∈ N, a pair (xn, yn) ∈ Aǫn satisfying dX(xn, yn) < q and dY (f(xn), f(yn)) ≥ ǫn.
Since X is compact, we can find a subsequence (xnk)
∞
k=1 of (xn)
∞
n=1 which converges to some
x ∈ X and a subsequence (ynkj )
∞
j=1 of (ynk)
∞
k=1 which converges to some y ∈ X.
We have limj→∞ dY (f(xnkj ), f(ynkj )) = dY (f(x), f(y)) since both f and dY are continu-
ous. On the other hand, from the inequality dY (f(xn), f(yn)) ≥ ǫn (which holds, in particular,
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FIGURE 1. Aǫ of Example 14
when α = 3, ǫ = 0.1, b = 1.
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FIGURE 2. Aǫ of Example 14
when α = 1/3, ǫ = 0.1, b = 1.
for nkj for each j ∈ N) and the fact that limn→∞ ǫn = ǫ it follows that dY (f(x), f(y)) ≥ ǫ.
Thus (x, y) ∈ Aǫ and hence δf (ǫ) ≤ dX(x, y). But we already know that dX(xn, yn) < q
for each n ∈ N. Consequently, by taking n to be nkj , letting j → ∞, and using the con-
tinuity of dX , we have dX(x, y) ≤ q. Now we combine this inequality with the inequality
δf (ǫ) ≤ dX(x, y) and the choice q ∈ (α, δf (ǫ)), and observe that we arrived at the impossible
inequality δf (ǫ) ≤ dX(x, y) ≤ q < δf (ǫ). This contradiction shows that Lα is closed and δf is
lower semicontinuous, as required. 
APPENDIX
In this appendix we present the full analysis related to Example 14 and Example 15.
Full analysis of Example 14. Let ǫ ≥ 0 be fixed. Following Theorem 13, in order to compute
δf (ǫ) it is useful to investigate the function dX on Aǫ := {(x, y) ∈ X
2 : |f(x)− f(y)| ≥ ǫ} and
to find its minimizers there (if there are any). Proposition 12(i) ensures that δf (0) = 0. Assume
first that b < ∞. It must be that for ǫ > bα one has Aǫ = ∅, because if (x, y) ∈ Aǫ, then, in
particular, x ∈ [0, b] and y ∈ [0, b] and hence |f(x) − f(y)| = |xα − yα| ≤ bα − 0 < ǫ, a
contradiction. Hence δf (ǫ) =∞ whenever ǫ > b
α.
From now on (as long as b < ∞) we assume that ǫ ∈ (0, bα]. The set of minimizers of dX
on Aǫ coincides with the set of minimizers (on Aǫ) of the function h : R
2 → R defined by
h(x, y) := (x − y)2 for each (x, y) ∈ R2. Since h is smooth, if a minimum of it is attained
at a point (x, y) in the interior of Aǫ, then Fermat’s principle from basic calculus implies that
(0, 0) = ∇h(x, y) = (2(x− y), 2(x− y)), and therefore x = y, a contradiction to (6). Thus any
minimizer of h, and hence of dX , must be located on the boundary of Aǫ (as a subset of R
2).
Since b <∞, the setAǫ is compact and hence the Extreme Value Theorem guarantees that dX
has at least one minimizer on it. Moreover, since b < ∞, it follows that Aǫ is composed of two
curved triangles (boundaries+interiors) which are symmetric relative to the diagonal {(x, y) ∈
X2 : y = x}. Denote these triangles by Tup and Tdown. The boundary of Tup can be written as
Γ1,up ∪ Γ2,up ∪ Γ3,up and the boundary of Tdown can be written as Γ1,down ∪ Γ2,down ∪ Γ3,down,
where these sets are defined as follows: Γ1,up := {(x, y) ∈ X
2 : x = 0, y ∈ [ǫ1/α, b]}, Γ2,up :=
{(x, y) ∈ X2 : x ∈ [0, (bα − ǫ)1/α], y = b}, Γ3,up := {(x, y) ∈ X
2 : x ∈ [0, (bα − ǫ)1/α], y =
(xα + ǫ)1/α} and similarly with Tdown: see Figures 1–2.
From elementary calculus it follows that the restriction of dX to each of these curves can be
written as a one-dimensional monotone function (increasing or decreasing: depending whether
α ≥ 1 or α ≤ 1) and its minimal values are attained at the corners (0, ǫ1/α), ((bα − ǫ)1/α, b),
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(ǫ1/α, 0), (b, (bα− ǫ)1/α). Hence these minimal values are either |0− ǫ1/α| or |(bα− ǫ)1/α− b|,
namely ǫ1/α or b − (bα − ǫ)1/α. To see which of these values is smaller, as a function of ǫ
(where ǫ ∈ (0, bα]), consider the function g(ǫ) := b − (bα − ǫ)1/α − ǫ1/α on the interval
(0, bα]. Elementary calculus shows that g is nonnegative on this interval when α ∈ (0, 1], and
nonpositive there when α ∈ [1,∞). It follows that the minimal value of dX on Aǫ is ǫ
1/α if
α ∈ (0, 1] and it is b−(bα−ǫ)1/α when α ∈ [1,∞). Thus Theorem 13 implies that δf (ǫ) = ǫ
1/α
if α ∈ (0, 1] and δf (ǫ) = b− (b
α − ǫ)1/α if α ∈ [1,∞).
Finally, we need to consider the case where b = ∞. If α ∈ (0, 1], then it must be that
δf (ǫ) = ǫ
1/α for each ǫ ∈ (0,∞). Indeed, fix ǫ ∈ (0,∞). Since (0, ǫ1/α) ∈ Aǫ, it follows
from (7) that 0 ≤ δf (ǫ) ≤ dX(0, ǫ
1/α) = ǫ1/α. If, to the contrary, δf (ǫ) < ǫ
1/α, then from (7)
there exists a point (x1, y1) ∈ Aǫ such that dX(x1, y1) < ǫ
1/α. Let b˜ > max{x1, y1}. Then
(x1, y1) ∈ [0, b˜]
2 ∩ Aǫ. Consider the restriction of Aǫ to the square [0, b˜]
2. As explained in
the previous paragraphs (where now b˜ replaces b), the minimal value of dX on Aǫ is ǫ
1/α when
α ∈ (0, 1]. Since we assume that dX(x1, y1) < ǫ
1/α, we see that the value of dX at the point
(x1, y1), which belongs to [0, b˜]
2 ∩ Aǫ, is smaller than the minimal value of dX on [0, b˜]
2 ∩Aǫ.
This is a contradiction which implies the assertion.
It remains to consider the case where α ∈ (1,∞). We claim that in this case δf (ǫ) = 0
for each ǫ ∈ (0,∞). Indeed, fix arbitrary ǫ ∈ (0,∞) and r ∈ (0,∞). By using l’Hoˆpital’s
rule and the assumption that α ∈ (1,∞) one can show that limb→∞(b − (b
α − ǫ)1/α) = 0.
Hence b − (bα − ǫ)1/α < r for all b sufficiently large. Let b be sufficiently large. Since for
(x, y) := ((bα − ǫ)1/α, b) we have (x, y) ∈ Aǫ and dX(x, y) = b− (b
α − ǫ)1/α, it follows from
(7) and the choice of b that δf (ǫ) ≤ dX(x, y) < r. Because r can be arbitrary small we conclude
that δf (ǫ) = 0, as claimed. 
Full Analysis of Example 15. See Figure 3. We claim that δf is discontinuous at each of the
infinitely many points 1/n ∈ X := [0, 1], 2 ≤ n ∈ N. Indeed, fix a natural number n ≥ 2 and
let ǫ ∈ (0, 1] satisfy 1/n < ǫ. Let y := 2/(2n + 1) and x := 1/n. Since |f(y)− f(x)| = 1/n,
we have (x, y) ∈ A1/n. Hence from (7) it follows that
δf
(
1
n
)
≤ dX(x, y) = |y − x| =
1
(2n + 1)n
. (11)
On the other hand, we will see below that δf (ǫ) > 1/(n(2n − 1)). Since 1/(n(2n − 1)) >
1/((2n + 1)n), it is not possible to bridge the gap between δf (1/n) and δf (ǫ) no matter how
close ǫ is to 1/n. Therefore δf is discontinuous at the point 1/n ∈ X.
Indeed, consider Aǫ from (6) and let (x0, y0) ∈ Aǫ be a minimizer of dX on Aǫ whose
existence is guaranteed by Theorem 13 (since f is continuous and X is compact). Assume first
that x0 < y0; the case y0 > x0 can be handled similarly, and the case x0 = y0 is impossible due
to (6). It must be that y0 > 2/(2n − 1). Indeed, if, to the contrary, we have y0 ≤ 2/(2n − 1),
then both x0 and y0 are located in the interval [0, 2/(2n − 1)]. But on this interval f is bounded
from above by 1/n. Since f is bounded from below by 0 (everywhere), it follows that |f(x0)−
f(y0)| ≤ 1/n < ǫ, a contradiction to the assumption (x0, y0) ∈ Aǫ. Now let k0 ∈ N be the
minimal k ∈ N such that 1/k < y0. Since y0 ≤ 1, it follows that k0 > 1. Since k0 is the
minimal natural number k ∈ N which satisfies 1/k < y0, it follows that 1/(k0 − 1) ≥ y0. But
y0 > 2/(2n − 1) > 1/n, and so 1/(k0 − 1) > 1/n. Hence n > k0 − 1. Since n ∈ N, we have
n ≥ k0. (12)
The rest of the analysis is done by considering several cases which can be treated in a similar
manner and hence we will consider only a few of them. First, we observe (Figure 3) that the
graph of f is composed of “chainsaw teeth”, where each tooth is composed of a “left blade” and
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FIGURE 3. The graph of the decreasing chainsaw function f from (10).
(with the exception of the right-most tooth which contains the number 1) a “right blade”: the
apex of tooth number k ∈ N is the point (1/k, 1/k), the left blade is the line connecting the
point (2/(2k+1), 0) ∈ R2 with this apex, and the right blade is the line segment connecting the
apex with the point (2/(2k − 1), 0).
Second, it must be that (x0, f(x0)) and (y0, f(y0)) are located on the same blade. To see that
this claim holds, suppose to the contrary that these points are on different blades. We claim that
in this case there is a point z0 ∈ [0, 1] (actually many points) satisfying both x0 < z0 < y0 and
either |f(y0)− f(z0)| ≥ |f(y0)− f(x0)| or |f(x0)− f(z0)| ≥ |f(y0)− f(x0)|. Once this claim
is proved (done in the next paragraph), we obtain a contradiction to the assumption that (x0, y0)
is a minimizer of dX on Aǫ because in the first case |f(y0) − f(z0)| ≥ |f(y0) − f(x0)| ≥ ǫ
(since (x0, y0) ∈ Aǫ) and dX(y0, z0) = y0− z0 < y0−x0 = dX(x0, y0), and in the second case
|f(x0)− f(z0)| ≥ |f(y0)− f(x0)| ≥ ǫ and dX(x0, z0) = z0 − x0 < y0 − x0 = dX(x0, y0).
Nowwe prove that there exists such a point z0 with the required properties. Since it is assumed
that x0 and y0 are on different blades, since 1/k0 < y0 ≤ 1/(k0 − 1) and since x0 < y0, it
follows from (10) that there can be two cases: either (y0, f(y0)) is on the blade with “base”
[1/k0, 2/(2k0 − 1)] and (x0, f(x0)) is on a blade located to the left of this blade, and thus x0 <
1/k0 < y0, or (y0, f(y0)) is on the blade with base [2/(2k0 − 1), 1/(k0 − 1)] and (x0, f(x0))
is on a blade located to the left of this blade, and so x0 < 2/(2k0 − 1) ≤ y0. In the first case
we can take z0 := 1/k0. Indeed, x0 < z0 < y0; in addition, since f attains its maximal value
on [0, 2/(2k0 − 1)] at the point z0, if f(x0) ≥ f(y0), then |f(y0)− f(z0)| = f(z0)− f(y0) ≥
f(x0)−f(y0) = |f(y0)−f(x0)|, and if f(x0) < f(y0), then |f(x0)−f(z0)| = f(z0)−f(x0) ≥
f(y0) − f(x0) = |f(y0) − f(x0)|. In the second case, if y0 > 2/(2k0 − 1), then we can take
z0 := 2/(2k0 − 1) since in this case x0 < z0 < y0 and f(z0) = 0, and either we have
f(y0) ≥ f(x0), and then |f(y0) − f(z0)| = f(y0) ≥ f(y0)− f(x0) = |f(y0) − f(x0)|, or we
have f(x0) ≥ f(y0) and then |f(x0) − f(z0)| = f(x0) ≥ f(x0) − f(y0) = |f(y0) − f(x0)|.
Finally, if y0 = 2/(2k0 − 1), then x0 must be smaller than 1/k0 (otherwise both (x0, f(x0))
and (y0, f(y0)) are located on the blade with base [1/k0, 2/(2k0 − 1)]), and therefore this case
reduces to the first case in which we take z0 := 1/k0.
So the assumption that (x0, f(x0)) and (y0, f(y0)) are located on different blades leads to the
existence of the above mentioned point z0, which by itself leads to a contradiction. Hence this
proves that (x0, f(x0)) and (y0, f(y0)) are located on the same blade. But then either this is the
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right blade of tooth number k0, so (10) implies that |f(x0) − f(y0)| = (2k0 − 1)(y0 − x0) =
(2k0 − 1)dX(x0, y0), or this is the left blade of tooth number k0 − 1 and then again (10) implies
that |f(x0) − f(y0)| = (2k0 − 1)(y0 − x0) = (2k0 − 1)dX (x0, y0). Since (x0, y0) ∈ Aǫ, we
know that |f(x0) − f(y0)| ≥ ǫ. Now we combine this inequality with the previous lines, with
(11), with the assumption that 1/n < ǫ, and with (12), and obtain the desired conclusion:
δf (ǫ) = dX(x0, y0) =
|f(x0)− f(y0)|
2k0 − 1
≥
ǫ
2k0 − 1
>
1
n(2n− 1)
>
1
(2n + 1)n
≥ δf
(
1
n
)
.

Acknowledgments: So Long, and Thanks for All the Involved Entities
This article is the result of a long and challenging trek which started in 2007. Although most
of the work on the article has been done in years in which I have been associated with The
Technion, Haifa, Israel (2007-2010, 2016, 2018–2019), other stations in space and time have
benefited me regarding the article: the University of Haifa, Haifa, Israel (2010), the National
Institute of Pure and Applied Mathematics (IMPA), Rio de Janeiro, Brazil (2012), and the In-
stitute of Mathematical and Computer Sciences (ICMC), University of Sa˜o Paulo, Sa˜o Carlos,
Brazil (2015). In addition, I would like to use this opportunity to thank several people, especially
Gregory Shapiro for a useful discussion regarding Example 14, Zbigniew H. Nitecki for a useful
discussion regarding [39], Jose M. Almira for a useful discussion regarding [1], and Jamanadas
R. Patadia for useful remarks on the structure of the article.
REFERENCES
[1] ALMIRA, J. M., AND PASSOT, B. A particular case of continuous selection. (Spanish). Gac. R. Soc. Mat. Esp.
11 (2008), 249–258.
[2] ARTICO, G., AND MARCONI, U. A continuity result in calculus. In Proceedings of the Eleventh International
Conference of Topology (Trieste, 1993) (1993), vol. 25, pp. 5–8 (1994).
[3] AVRIEL, M., DIEWERT, W., SCHAIBLE, S., AND ZANG, I. Generalized Concavity, vol. 63 of Classics in Ap-
plied Mathematics. SIAM, Philadelphia, PA, USA, 2010. an unabridged republication of the work first published
by Plenum Press, 1988.
[4] BARTLE, R. G. The Elements of Real Analysis, second ed. John Wiley & Sons, New York, 1976.
[5] BASSEVILLE, M. Divergence measures for statistical data processing – an annotated bibliography. Signal Pro-
cessing 93 (2013), 621–633.
[6] BEN-ISRAEL, A., BEN-TAL, A., AND ZLOBEC, S. Optimality in Nonlinear Programming: a Feasible Direc-
tions Approach. John Wiley & Sons, New York, 1981.
[7] BERNAU, S. J. The bounds of a continuous function. Amer. Math. Monthly 74 (1967), 1082.
[8] BONNANS, J. F., GILBERT, J. C., LEMARE´CHAL, C., AND SAGASTIZA´BAL, C. A. Numerical Optimization:
Theoretical and Practical Aspects, second ed. Universitext. Springer-Verlag, Berlin, 2006.
[9] BORWEIN, J. M., AND LEWIS, A. L. Convex Analysis and Nonlinear Optimization: Theory and Examples,
2 ed. CMS books in Mathematics. Springer, New York, NY, USA, 2006.
[10] CAMBINI, A., AND MARTEIN, L. Generalized Convexity and Optimization, vol. 616 of Lecture Notes in Eco-
nomics and Mathematical Systems. Springer-Verlag, Berlin, Germany, 2009.
[11] CENSOR, Y., AND ZENIOS, A. S. Parallel Optimization: Theory, Algorithms, and Applications. Numerical
Mathematics and Scientific Computation. Oxford University Press, New York, 1997. With a foreword by George
B. Dantzig.
[12] DANTZIG, G. B. Linear Programming and Extensions. Princeton University Press, Princeton, N.J., 1963.
[13] DE MARCO, G. For every ǫ there continuously exists a δ. Amer. Math. Monthly 108 (2001), 443–444.
[14] DENCE, J. B., AND DENCE, T. B. Advanced Calculus: a Transition to Analysis. Academic Press, Burlington,
MA, USA, 2010.
[15] DEZA, M. M., AND DEZA, E. Encyclopedia of Distances, fourth ed. Springer, Berlin, 2016.
[16] DIXIT, A. K. Optimization in Economic Theory, 2nd ed. Oxford University Press, New York, NY, USA, 1990.
[17] DUNFORD, N., AND SCHWARTZ, J. T. Linear Operators. I. General Theory. With the assistance of W. G. Bade
and R. G. Bartle. Pure and Applied Mathematics, Vol. 7. Interscience Publishers, Inc., New York; London, 1958.
[18] ENAYAT, A. δ as a continuous function of x and ǫ. Amer. Math. Monthly 107 (2000), 151–155.
16 DANIEL REEM
[19] FERGUSON, S. J. A one-sentence line-of-sight proof of the extreme value theorem. Amer. Math. Monthly 121
(2014), 331.
[20] FITZPATRICK, P. M. Advanced Calculus, second ed. The Brooks/Cole series in advanced mathematics. Thom-
son Brooks/Cole, Belmont, CA, USA, 2006.
[21] FOLLAND, G. B. Real Analysis: Modern Techniques and Their Applications. John Wiley & Sons, New York,
USA, 1984.
[22] FORT, M. K. The maximum value of a continuous function. Amer. Math. Monthly 58 (1951), 32–33.
[23] GRAY, R. M. Entropy and Information Theory: First Edition, Corrected. Springer-Verlag, New York, NY, USA,
2013. Revised version of the 1990 edition (MR 1070359), http://ee.stanford.edu/∼gray/it.pdf.
[24] GUTHRIE, J. A. A continuous modulus of continuity. Amer. Math. Monthly 90 (1983), 126–127.
[25] HARDY, G. H. A Course of Pure Mathematics, tenth ed. Cambridge Mathematical Library. Cambridge Univer-
sity Press, Cambridge, GB, 1967.
[26] HEWITT, E., AND STROMBERG, K. Real and Abstract Analysis. Springer-Verlag, New York, 1965.
[27] HILLE, E. Analysis, Volume II. Blaisdell Publishing Company, 1966.
[28] JACOB, N., AND EVANS, K. P. A Course in Analysis, Volume I: Introductory calculus, Analysis of functions of
one real variable. World Scientific, Singapore, 2016.
[29] JONES, F. Lebesgue Integration on Euclidean Space, revised ed. Jones and Bartlett Publishers, Sudbury, MA,
USA, 2001.
[30] JUNGCK, G. The Extreme Value Theorem. Amer. Math. Monthly 70 (1963), 864–865.
[31] KITCHEN, J. W. Calculus of One Variable. Addison-Wesley series in mathematics. Addison-Wesley, Reading,
MA, USA, 1968.
[32] KOGAN, J. Introduction to Clustering Large and High–Dimensional Data. Cambridge University Press, New
York, NY, USA, 2007.
[33] KO¨THE, G. Topological Vector Spaces. I. Translated from the German edition by D. J. H. Garling. Die
Grundlehren der mathematischen Wissenschaften, Band 159. Springer-Verlag, New York, USA, 1969.
[34] LANG, S. Analysis II. Addison-Wesley, Reading, MA, USA, 1969.
[35] MARTI´NEZ-LEGAZ, J. E. On Weierstrass extreme value theorem. Optim. Lett. 8 (2014), 391–393.
[36] MERCER, P. R.More Calculus of a Single Variable. Undergraduate Texts in Mathematics. Springer, New York,
2014.
[37] MUNKRES, J. R. Topology, second ed. Prentice Hall, Upper Saddle River, NJ, USA, 2000.
[38] NESTEROV, Y. Introductory Lectures on Convex Optimization: A Basic Course, vol. 87 of Applied Optimization.
Kluwer Academic Publishers, Boston, USA, 2004.
[39] NITECKI, Z. Calculus Deconstructed: A Second Course in First-Year Calculus. MAA Textbooks. Mathematical
Association of America, 2009.
[40] PENNINGTON, W. B. Existence of a maximum of a continuous function. Amer. Math. Monthly 67 (1960),
892–893.
[41] REPOVSˇ, D., AND SEMENOV, P. V. Continuous Selections of Multivalued Mappings, vol. 455 of Mathematics
and its Applications. Kluwer Academic Publishers, Dordrecht, 1998.
[42] ROCKAFELLAR, R. T. Convex Analysis. Princeton Mathematical Series, No. 28. Princeton University Press,
Princeton, NJ, USA, 1970.
[43] ROYDEN, H. L. Real Analysis, third ed. Macmillan Publishing Company, New York, 1988.
[44] RUDIN, W. Principles of Mathematical Analysis, third ed. McGraw-Hill, New York, 1976.
[45] SAGAN, H. Advanced Calculus: of Real-Valued Functions of a Real Variable and Vector-Valued Functions of
a Vector Variable. Houghton Mifflin Company, Boston, 1974.
[46] SEIDMAN, S. B., AND CHILDRESS, J. A. A continuous modulus of continuity. Amer. Math. Monthly 82 (1975),
253–254.
[47] SPIVAK, M. D. Calculus, third ed. Publish or Perish, Houston, 1994.
[48] TANDRA, H. A simple modified version for Ferguson’s proof of the extreme value theorem. Amer. Math.
Monthly 122 (2015), 598.
[49] TAO, T. Analysis I, third ed., vol. 37 of Texts and Readings in Mathematics. Hindustan Book Agency, New
Delhi; Springer, Singapore, 2016. Electronic edition of [ MR3309891].
[50] THOMSON, B. S., BRUCKNER, J. B., AND BRUCKNER, A. M. Elementary Real Analysis, second ed. Classi-
calRealAnalysis, http://www.classicalrealanalysis.com, 2008.
DANIEL REEM, DEPARTMENT OF MATHEMATICS, THE TECHNION - ISRAEL INSTITUTE OF TECHNOLOGY,
3200003 HAIFA, ISRAEL.
E-mail address: dream@technion.ac.il
