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This paper proposes new analytical models to study optical packet switching architec-
tures with multi-ﬁber interfaces and shared wavelength converters. The multi-ﬁber
extension of the recently proposed Shared-Per-Input-Wavelength (SPIW) scheme is
compared against the multi-ﬁber Shared-Per-Node (SPN) scheme in terms of cost and
performance for asynchronous trafﬁc. In addition to using Markov chains and ﬁxed-point
iterations for modeling the mono-ﬁber case, a novel state aggregation technique is
proposed to evaluate the packet loss in asynchronous multi-ﬁber scenario. The accuracy
of the performance models is validated by comparison with simulations in a wide variety
of scenarios with both balanced and imbalanced input trafﬁc. The proposed analytical
models are shown to remarkably capture the actual system behavior in all scenarios we
tested. The adoption of multi-ﬁber interfaces is shown to achieve remarkable savings in
the number of wavelength converters employed and their range. In addition, the SPIW
solution allows to save, in particular conditions, a signiﬁcant number of optical gates
compared to the SPN solution. Indeed, SPIW allows, if properly dimensioned, potential
complexity and cost reduction compared to SPN, while providing similar performance.
& 2013 Elsevier B.V. All rights reserved.1. Introduction
In recent years, optical switching technology has entered
a mature phase to support the ever growing bandwidth
demands of user applications [1]. At the same time, emerging
and future Internet-based services [2,3] to support these user
applications call for enhanced ﬂexibility and reconﬁgurability
in transport networks. Packet-based optical networking
based on either optical packet switching or optical burst
switching, is the most suitable solutions to achieve high
network reconﬁguration capability and ﬂexibility and has
been widely studied and demonstrated as feasible in the last
decade [2,4].. All rights reserved.
: þ90 312 2664192.
.
TUBITAK project No.One of the main drawbacks of packet-based optical
networking is represented by contention which arises as a
consequence of the need for resource sharing for optical
packets within the network nodes. In conventional elec-
tronically switched networks, packet contention is solved
in time domain by queuing packets and allowing resource
sharing on a time division multiplexing basis. Unfortu-
nately, queuing is not straightforward in optical switching
with current optical technologies and contention is
instead typically addressed by exploiting wavelength
and space domains. Wavelength Converters (WCs) are
employed in optical packet/burst switching to exploit the
wavelength domain with the purpose of contention reso-
lution. As a matter of fact, when two or more optical
packets simultaneously need the same forwarding
resource (optical gate, ﬁber interface, splitter/combiner,
etc.) within a node, different wavelengths are used to
encode them, by wavelength converting some of the
optical signals, thus avoiding wavelength contention [5].
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technology, all-optical WCs are still considered complex
and expensive components [1]. For this reason, it is
important to limit the number of WCs employed and try
to exploit as simple WCs as possible in terms of imple-
mentation. In particular, WCs differ on the basis of their
tunability and wavelength conversion range. In general, it
can be assessed that ﬁxed WCs are simpler to be fabri-
cated with respect to tunable ones [6]. Furthermore, it has
been demonstrated that the quantity and type of WCs
employed to obtain a given packet loss performance are
related to the speciﬁc switch architecture [7].
In order to reduce the number of WCs employed,
different schemes for sharing WCs inside an optical
switching node have been proposed in the past [8]. In
particular, the Shared-Per-Node (SPN) sharing scheme
provides the best packet loss performance since WCs are
shared among all the incoming packets [8,9]. However,
SPN requires tunable-input/tunable-output WCs, being
the most complex type of WC, and also a relatively large
number of optical gates to connect them. To simplify the
complexity of the SPN scheme, the Shared-Per-Input-
Wavelength (SPIW) optical switching architecture has
been introduced which employs ﬁxed-input/tunable-out-
put WCs [10]. In this architecture, for each wavelength,
there is a separate pool of WCs that can be used by all
optical packets arriving on this particular wavelength. The
SPIW architecture has been demonstrated to have super-
ior properties in regards with its feasibility (fewer optical
gates required) [11], power consumption [12] and com-
plexity [9], while performing quite close to the shared-
per-node architecture [7,9], as demonstrated in recent
research studies [13,14].
The conversion range required by each WC is related to
the number of wavelength channels supported by each
ﬁber interface. The adoption of multi-ﬁber interfaces
allows to repeat the same wavelength as many times as
the number of ﬁbers allocated at each interface, being
them spatially separated [15]. This solution was studied
in the past in WDM circuit-switched networks to opti-
mize resources in transport networks [16,17]. Recently,
multi-ﬁber solutions based on the SPN and SPIW sharing
scheme have been presented [9] in synchronous setting.
Even though the synchronous operation mode guarantees
better packet loss performance within a node than the
asynchronous one, it requires expensive and complex
synchronizers at the input channels. Moreover, synchro-
nous operation requires in general a more complex
management at network level. Hence, it is crucial to
analyze the performance of the SPN and SPIW schemes
in the simpler asynchronous operation. To the best of our
knowledge, the study of the multi-ﬁber SPIW has not yet
been performed in asynchronous context in the existing
literature. Only the multi-ﬁber SPN solution has been
studied with asynchronous operation [18], so the present
paper proposes an analysis of the multi-ﬁber SPIW and a
comparison between the two. Multi-ﬁber SPIW architec-
ture seems to be attractive in asynchronous operation
since it has promising properties in terms of feasibility
and power consumption, together with the possibility to
limit the conversion range [19]. In the remainder of thispaper, the two architectures considered will be referred to
as A-MF-SPN (Asynchronous Multi-Fiber Shared-Per-
Node) and A-MF-SPIW (Asynchronous Multi-Fiber
Shared-Per-Input-Wavelength).
Based on previous motivations, the A-MF-SPIW switch
architecture which shares ﬁxed-input WCs is investigated
in this paper to analytically obtain the packet loss perfor-
mance. A similar kind of comparison was presented in [7]
for the mono-ﬁber case whereas the current paper con-
centrates on the impact of multi-ﬁber switch interfaces.
The assumptions behind the analytical model are: Optical packet arrivals to the switch are Poisson.
 Packet lengths are exponentially distributed.
 Packet trafﬁc is allowed to be imbalanced across
destination interfaces.
 Packet trafﬁc is balanced across incoming wavelengths.
This paper is an extension of a recently published work
in [14] where the analytical model for packet loss evalua-
tion of the A-MF-SPIW scheme has been brieﬂy presented.
Compared with the work in [14], in this study: A complete description of a novel state aggregation
technique to cope with multi-ﬁber interfaces is pre-
sented. Although various state aggregation schemes
are available for studying large Markov chains, a state-
aggregation method, speciﬁcally applied to the pro-
blem of interest, is proposed. The model is extended to cover the imbalanced input
trafﬁc case and to the analysis of the A-MF-SPN
scheme as well. Validation section is provided where both A-MF-SPIW
and A-MF-SPN models are compared with simulation,
highlighting the accuracy achieved. Relying on the analytical models, the two architectures
are extensively compared in terms of both packet loss
performance and complexity, highlighting how the
A-MF-SPIW not only exploits ﬁxed-input WCs but also
requires fewer optical gates in different conﬁgurations. Again, using the analytical model only, the achievable
throughput for both architectures as a function of the
number of ﬁbers per interface is evaluated.
The paper is organized as follows. Section 2 describes
the A-MF-SPN and A-MF-SPIW architectures and intro-
duces related formulas for complexity evaluation. Section
3 presents the state aggregation-based methodology to
calculate the packet loss probability in A-MF-SPN and
A-MF-SPIW. Section 4 discusses model validation, perfor-
mance comparison and complexity evaluation with
respect to the main switch parameters. Finally, Section 5
provides the conclusions of this work.
2. A-MF-SPN and A-MF-SPIW architectures
This section provides the description of the two multi-
ﬁber architectures considered in this paper. Section 2.1
introduces the A-MF-SPN architecture and Section 2.2
describes the A-MF-SPIW architecture.
Fig. 1. A-MF-SPN architecture with N input/output interfaces equipped
with F optical ﬁbers carrying M wavelengths each. The switch is
equipped with NWCoNMF WCs shared per node.
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The A-MF-SPN architecture (Fig. 1) consists of N input/
output interfaces (II/OIs) each provided with F optical
ﬁbers carrying M wavelengths. Hence, the number of
channels per interface is NC ¼MF. This architecture
addresses contention in the wavelength domain and for
this purpose it is equipped with a pool of NWC ðoNMFÞ
WCs shared among all the input channels, so among all
the incoming packets. For this reason, the NWC WCs must
be tunable-input/tunable-output, since the incoming wave-
length of a packet is not pre-determined and this packet
might be converted to any of theM available wavelengths.
Therefore, the tuning range of a full-range WC is equal to
the number of wavelengths per ﬁber M.
The architecture presented in Fig. 1 is now described in
detail. At the input interfaces, channels are de-multiplexed
and those related to the same wavelength on the NF input
ﬁbers are connected to a space matrix dedicated to that
wavelength (see space stage A). In space stage A, M space
switching matrices (one per wavelength) are employed for
two reasons: ﬁrst, to provide a modular architecture
exploiting small switching matrices as opposed to a single
large matrix; second, to minimize the number of Optical
Gates (OGs), at least when single-stage space switching
matrices are considered. Each one of the M matrices
manages contentions for a particular wavelength, thus
those matrices are all needed and there is not a duplication
of switching resources. OGs can be implemented for
example by using Semiconductor Optical Ampliﬁers
(SOAs), micro-ring resonators, acousto-optical devices and
so on [1,20]. Fig. 1 points out that the input ﬁbers are
connected to the space matrices in stage A according to a
shufﬂe permutation. Packets arriving at a space matrix can
be either directly forwarded to the NF output ﬁbers or
forwarded to the NWC WCs. Therefore, the size of the M
space matrices at stage A is NF  ðNFþNWCÞ.After the WC stage, at space stage B, each WC is
connected to a 1 NF space switch needed to connect it
to the output ﬁbers, so there are NWC space switches with
size 1 NF. This is not the only possible solution, anyway
for single stage implementations it requires the lowest
number of OGs. A set of NF combiners NWC : 1, each
connected to one of the output ﬁbers, is used to multiplex
the signals coming from the NWC WCs. The NWC space
switches and the NF combiners are interconnected
according to a shufﬂe permutation, so that each WC is
connected to all combiners, and vice versa. Finally, at the
output ﬁbers, NF combiners ðMþ1Þ : 1 are used to multi-
plex the signals coming directly from switching stage A
(up to M) and the signals coming from the WC pools.
Neglecting the signals coming from the WCs, the signals
from stage A are connected to the combiners according to
a shufﬂe permutation.
The proposed architecture is equipped with multi-ﬁber
interfaces; this kind of architecture is able to forward up
to F packets coming on the same wavelength to the same
OI (one packet per ﬁber), thus partially solving contention
among packets on the same wavelength. In the mono-
ﬁber case (F¼1), only one packet per wavelength can be
forwarded to the same OI. Assuming a ﬁxed number of
channels per interface NC ¼MF, the higher the number of
ﬁbers per interface (denoted by F), the better the packet
loss performance would be expected even with no wave-
length conversion. Furthermore, when wavelength con-
version is considered, increasing F allows to reduce the
number of WCs needed in the architecture (contention
partially solved by multi-ﬁber solution) and also to reduce
the range of each WC (MF constant, if F increases M
decreases). This aspect will be further investigated in
Section 4. On the other hand, increasing the number of
ﬁbers per interface also leads to an increase in the
complexity of the architecture in terms of optical devices.
Therefore, the optimal trade-off needs to be studied to
obtain desired performance with minimum complexity.
The complexity of the A-MF-SPN architecture can be
evaluated by observing that the space stage A needs M
single-stage space switches of size NF  ðNFþNWCÞ while
space stage B needs NWC single-stage space switches of size
1 NF. Using basic algebra, the overall complexity can be
expressed in terms of the overall number of optical gates NOG
SPN
NSPNOG ¼N2FNCþNðNCþFÞNWC : ð1Þ
Considering the ﬁrst term, the complexity increases linearly
with F when NC is kept ﬁxed. For the second term, the
complexity increases with F if the total number of WCs NWC
is ﬁxed. However, it is important to emphasize that NWC
decreases as F increases (see Section 4) for a ﬁxed desired
packet loss probability. Therefore, the dependence of the
second term on F needs to be thoroughly evaluated.
2.2. A-MF-SPIW architecture
This section introduces the A-MF-SPIW architecture
(Fig. 2) considering again N input/output interfaces (II/OIs)
each provided with F optical ﬁbers carrying M wavelengths.
The total number of channels per interface is NC ¼MF. To
solve contention in wavelength domain, the architecture is
Fig. 2. A-MF-SPIW architecture with N input/output interfaces equipped
with F optical ﬁbers carrying M wavelengths each. The switch is
equipped with M pools, each of them with r ðoNFÞ WCs dedicated per
input wavelength.
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simpler and less expensive than tunable-input/tunable-out-
put ones [6,9]. WCs are partitioned in M pools of r ðoNFÞ
WCs each; each pool serves packets coming on the same
wavelength, hence the WCs in a given pool are shared-per-
input-wavelength [10]. The total number of WCs is
NWC ¼Mr and their output range is M.
The same structure introduced for the A-MF-SPN is
maintained. Consequently, at space stage A, M space
matrices interconnect IIs, OIs and WCs. The real advan-
tage of the A-MF-SPIW architecture compared to the
A-MF-SPN comes from the shared-per-input-wavelength
scheme itself; only the channels related to a given
wavelength need to be connected to the corresponding
WC pool, which indeed uses ﬁxed-input WCs. For this
reason, a space matrix related to a given wavelength is
connected to just r WCs, and not to all NWC WCs as in
A-MF-SPN (compare the output of space stage A in Figs. 1
and 2). The space stage B is exactly the same as for A-MF-
SPN. Consequently, even though the SPIW sharing scheme
requires in general more WCs than SPN, SPIW provides
certain advantages in terms of the number of OGs
required, as will be evidenced in Section 4.3.
The complexity of the A-MF-SPIW architecture can be
evaluated by taking into account that the space stage A
needs M single-stage space switches of size NF  ðNFþrÞ
while the space stage B needs NWC single-stage space
switches of size 1 NF. After some math (recalling
NC ¼MF and NWC ¼MrÞ, the complexity in terms of the
number of optical gates can be expressed as
NSPIWOG ¼N2FNCþ2NFNWC : ð2Þ
Considering the ﬁrst term, the complexity increases line-
arly with F when NC is kept ﬁxed. For the second term, the
complexity increases linearly with F if the total number
of WCs NWC is ﬁxed. It is anyway important to empha-
size that NWC decreases as F increases (see Section 4) for aﬁxed desired loss probability. A qualitative analysis
of the complexity can be described as follows: in space
stage A, the size of each space switch increases as
ðNFÞ2þNFr¼ F2ðN2þðN=NCÞNWCÞ, but the number of space
switches (M¼NC=F) is in inverse relationship with F.
In space stage B, the size of each space switch increases
as NF, and the number of space switches is related to NWC,
which decreases as F increases.
Both architectures are operated in an asynchronous
scenario, where a packet is scheduled as it arrives at the
input interface. The packet is forwarded without conver-
sion as ﬁrst choice. With this purpose, when a packet
arrives at the switch on wavelength w, the scheduling
algorithm randomly selects one ﬁber (say f) on the
destination interface for which wavelength w is available
and then the packet is forwarded to wavelength w of ﬁber
f. If all the wavelength channels related to w are busy then
another outgoing wavelength (say g) is selected randomly
among the ones that are free on at least one ﬁber. One of
such output ﬁbers (say h), where wavelength g is avail-
able, is randomly selected and the packet is forwarded on
wavelength g of ﬁber h using an available WC. For A-MF-
SPN, this means one of the NWC WCs, no matter which
one, while for the A-MF-SPIW this means one of the rWCs
in the pool dedicated to input wavelength w. A packet is
lost either when all NC channels on the destination inter-
face are busy at the time the packet arrives (output
blocking) or when the arriving packet requires conversion
and all NWC (SPN) or r (SPIW) WCs are busy (converter
unavailability). More complex scheduling policies are left
for future research. The analytical models presented in
Section 3 are developed taking into consideration the
scheduling procedure described above.
3. State aggregation-based analytical model
of A-MF-SPIW and A-MF-SPN
In the proposed model, the trafﬁc destined to OI n
(n¼ 1, . . . ,N), is assumed to be a Poisson process with
intensity lðnÞ and overall trafﬁc density is denoted by
l¼ PNn ¼ 1 lðnÞ. The following trafﬁc intensity pattern is
used for numerical evaluation:
lðnÞ ¼ l 1f
1f N
f n1, 1rnrN, ð3Þ
where fZ1 is called the trafﬁc imbalance parameter [7,8].
The trafﬁc tends to get more asymmetric across destination
OIs as the parameter f increases, whereas in the case f-1
the trafﬁc tends to be symmetric over all OIs. The degree of
trafﬁc asymmetry also depends on N, i.e., with the same
value of f, the trafﬁc gets more asymmetric for larger N. The
utilization of a single-parameter trafﬁc asymmetry model
given in formula (3) is crucial to study the impact of trafﬁc
imbalance on the performance of the switch under different
conﬁgurations. The wavelength of an incoming optical
packet is also assumed to be uniformly distributed over
the M wavelengths, i.e., balanced trafﬁc across incoming
wavelengths. This is because the A-MF-SPIW shares WCs
among the different wavelengths, so for fairness reason
the trafﬁc should be balanced among the wavelengths.
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a higher packet loss, or the number of WCs dedicated to
those wavelengths should be increased. Packet lengths are
assumed to be exponentially distributed with average set to
unity (m¼ 1), thus it represents the time unit in this paper.
The load per output wavelength channel in the balanced
trafﬁc case is denoted by p¼ l=ðNMFÞ. Even though in the
imbalanced trafﬁc case the average load per output wave-
length differs from one interface to another, p is still
considered as the conventional load per output wavelength
when presenting results in the imbalanced trafﬁc case.
First, the analytical model for A-MF-SPIW is described
and then the simple modiﬁcation required to extend the
model to the A-MF-SPN case is explained. Let us deﬁne XjnðtÞ
(0rXjnðtÞrF) as the number of occupied output channels
using the jth wavelength corresponding to OI n for
1r jrM,1rnrN. Also let Yl(t) denote the number of
WCs occupied at the wavelength converter pool l for
1r lrM for SPIW. From the description of the problem,
it is not difﬁcult to show for SPIW that the multi-dimensional
process fXjnðtÞ,YlðtÞ : 1r jrM,1rnrN,1r lrMg is Mar-
kov. However, the corresponding Markov chain is so large
rendering any computation infeasible, a phenomenon known
as ‘‘curse of dimensionality’’. Therefore, there is a need for
approximative techniques. For a ﬁxed OI n, the state aggrega-
tion technique is proposed, by aggregating the states of the
process fXjnðtÞ : 1r jrMg into a new aggregated process
fLðnÞðtÞg which denotes the number of occupied wavelength
channels for OI n at time t. The former process has ðFþ1ÞM
states whereas the aggregated process has only NCþ1¼
MFþ1 states. Therefore, a potential for signiﬁcant state-
space reduction is imminent. For the purpose of aggregation,
the following two assumptions hold: When LðnÞðtÞ ¼ i, the probability that an arriving packet at
time t requires conversion is approximated by a quantity
pðnÞi ,i¼ 0,1, . . . ,NC1, that only depends on i and n. When
i¼Nc , all wavelength channels on output ﬁber n are busy,
hence pðnÞNc ¼ 0, since an arriving packet can not be
forwarded thus it does not require conversion. This
probability actually depends on n and also how the i
occupied channels are distributed over theMwavelengths
and not on the value i only. One of the goals of this paper
is to assess if this approximation (for the sake of compu-
tation) effectively models the system of interest. Given that a packet requires conversion, the probability
of this packet ﬁnding all converters busy in its asso-
ciated pool is given by the quantity pB and this prob-
ability is assumed to be independent of the state of
LðnÞðtÞ at the epoch of packet arrival. This approximation
is valid for relatively large N since the contribution of
one single OI n on the aggregate behavior of the
converter pool diminishes for larger N as evidenced in
our earlier work for the mono-ﬁber case [7].Under these two assumptions, the random process fLðnÞðtÞg
becomes a non-homogeneous Birth–Death (BD) type
Markov chain with birth rate ZðnÞi at state i (the transitionrate from state i to iþ1) which is written as
ZðnÞi ¼ l
ðnÞ ð1pðnÞi Þþp
ðnÞ
i ð1pBÞ
h i
, i¼ 0, . . . ,NC1: ð4Þ
On the other hand, death rate at state i (transition rate
from state i to i1) is given without loss of generality by
mðnÞi ¼ mi¼ i since the time unit is equal to the average
packet duration.
If the probabilities pðnÞi and pB were known, then the
steady-state probabilities pðnÞi (i¼ 0,1, . . . ,NC) could be
found via
pðnÞi ¼ limt-1PðL
ðnÞðtÞ ¼ iÞ ¼
Yi1
k ¼ 0
ZðnÞk
mðnÞkþ1
pðnÞ0 , 1r irNC , ð5Þ
where pðnÞ0 comes from the normalization condition: all
probabilities should sum to unity. Using the ‘‘Poisson
Arrivals See Time Averages’’ (PASTA) principle, the overall
Packet Loss Probability (PLP) for an arbitrary packet
would then be given by
PLP¼ 1
l
XN
n ¼ 1
pðnÞNCl
ðnÞ þ
XN
n ¼ 1
XNC1
i ¼ 1
lðnÞpðnÞi p
ðnÞ
i pB
" #
: ð6Þ
The ﬁrst term amounts to the case when an arbitrary
arriving packet ﬁnds all output wavelength channels
occupied at its destination OI. On the other hand, the
second term considers the case when there are idle
channels on OI n but the packet’s conversion requirement
is not satisﬁed due to the lack of an appropriate WC.
The analysis carried out so far applies to both A-MF-
SPIW and A-MF-SPN architectures. A novel scheme is now
proposed to obtain the quantities pB and p
ðnÞ
i for both
architectures. Let us start with the A-MF-SPIW architec-
ture to ﬁnd the quantity pB assuming that p
ðnÞ
i as known.
Note that the intensity of trafﬁc destined to OI n requiring
conversion is given by
nðnÞ ¼
XNC1
i ¼ 1
lðnÞpðnÞi p
ðnÞ
i : ð7Þ
In the case of A-MF-SPIW, the intensity of the overall
trafﬁc destined to a WC pool dedicated to any one of the
wavelengths is denoted by nSPIW which is given by
nSPIW ¼
PN
n ¼ 1 nðnÞ
M
, ð8Þ
since there are N such OIs and the overall trafﬁc is
uniformly distributed among M WC pools. Under the
assumption that this trafﬁc is Poisson, the quantity pB
can be obtained using the Erlang-B formula corresponding
to the case of r servers fed with Poisson trafﬁc with
intensity nSPIW .
For the purpose of approximating the quantity pðnÞi , the
following observation is relevant. In the case of no
wavelength conversion, i.e., r¼0, the quantities pðnÞi can
be explicitly found such that the loss probability using (6)
is exact. Note that exact solutions are easily obtainable in
case r¼0, as presented in the following section. Since the
quantity pðnÞi in our assumption does not depend on r, we
suggest that the quantity pðnÞi (that is explicitly found for
the case r¼0) is to be used in calculations involving other
values of r. Let us now focus on the case r¼0 in which
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present and fed with Poisson trafﬁc with intensity lðnÞ=M.
Let yðnÞl denote the steady-state probability that an arbi-
trary wavelength k,1rkrM is occupied on l,0r lrF
ﬁbers on OI n. Actually, yðnÞl does not depend on the
particular wavelength k
yðnÞl ¼
Yl1
m ¼ 0
lðnÞ
MmðnÞmþ1
yðnÞ0 , 1r lrF, ð9Þ
where yðnÞ0 is again obtained using the normalization
condition. Let xðnÞj denote the steady-state probability of
j,0r jrNC channels being occupied for OI n when r¼0.
The quantity xðnÞj can be obtained using an M-fold con-
volution of yðnÞl
xðnÞj ¼
XF
l1 ¼ 0
XF
l2 ¼ 0
  
XF
lM ¼ 0|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
j ¼ l1þ l2þþ lM
YM
i ¼ 0
yðnÞli : ð10Þ
Now, consider the following birth–death process XðnÞðtÞ
with death rate at state j being equal to j and birth rate
bðnÞj expressed as:
bðnÞj ¼
ðjþ1ÞxðnÞjþ1
xðnÞj
, j¼ 0,1, . . . ,NC1: ð11Þ
It is clear from the global balance equations of this
Markov chain that xðnÞj is the steady-state probability
limt-1PðXðnÞðtÞ ¼ jÞ. When r¼0, the one-dimensional Mar-
kov chain fXðnÞðtÞg constructed above using xðnÞj as its birth
rates has the steady-state probabilities xðnÞj and therefore
can be used to exactly characterize the system behavior
when r¼0. In this paper, pðnÞi is chosen such that the birth
rates of the two Markov chains corresponding to LðnÞðtÞ
and XðnÞðtÞ are the same when r¼0 and thus pB¼1 (loss
due to lack of WCs). By comparing (4) and (11) with pB¼1,
lðnÞð1pðnÞi Þ ¼ b
ðnÞ
i is obtained or equivalently
pðnÞi ¼ 1
bðnÞi
lðnÞ
, i¼ 0,1, . . . ,NC1: ð12Þ
By choosing pðnÞi in this way, a one-dimensional Markov
chain LðnÞðtÞ is applied to correctly ﬁnd the loss probabil-
ities for the case r¼0. For the case r40, the same
expression (12) to write pðnÞi is used. Note from (4) that
as r-1 then pB-0 and the process LðnÞðtÞ approaches to
an Erlang loss system with NC servers offered with Poisson
trafﬁc with intensity lðnÞ and the approximative approach
presented in (12) therefore becomes also exact in this
regime. Consequently, the approach of using (12) for
conversion requirement probabilities provides exact
results in both ends of the spectrum for r, namely for
cases in which r¼0 and r-1. The main principle under-
lying our approximative approach is to use (12) through-
out the entire spectrum for r.
Note that in the above procedure pB is evaluated using
a ﬁxed-point procedure. To summarize this procedure,ﬁrst pðnÞi is obtained as given in (12). Then the ﬁxed-point
iterative process is started with an arbitrary initial value
for pB to construct the Markov chain for the process
fLðnÞðtÞg for each n. The corresponding Markov chain is
then solved to ﬁnd the probabilities pðnÞi , and then the
probability pB is re-calculated as the loss probability of an
Erlang loss system with r servers considering Poisson
trafﬁc with intensity nSPIW , deﬁned in formula (8). The
overall loss probability PLP is obtained by the formula (6).
This procedure is then repeated until convergence, i.e.,
until two successive values for PLP are as close to each
other as desired. Once the ﬁxed-point iterations converge,
PLP is used as an approximation for the packet loss
probability of the switch.
On the other hand, for the case of A-MF-SPN, the only
part of the algorithm that requires modiﬁcation is the part
where pB is obtained. For this purpose, the intensity of
overall trafﬁc destined to the shared-per-node WC pool is
denoted by nSPN and is given by
nSPN ¼
XN
n ¼ 1
nðnÞ:
The quantity pB is then found using the Erlang-B formula
corresponding to the case of NWC servers offered with
Poisson trafﬁc with intensity nSPN . All other parts of the
proposed model remain the same as for the A-MF-SPIW
scheme.
4. Numerical results
This section presents: the validation of the proposed
models comparing analytical and simulation results
(Section 4.1); the comparison between A-MF-SPIW and
A-MF-SPN in terms of packet loss (Section 4.2) using only
the analytical model; the complexity analysis and com-
parison between the two architectures (Section 4.3) again
using the analytical model.
4.1. Validation of the analytical models
Simulation results have been obtained by applying the
random scheduling procedure described in Section 2 to
Poisson arrivals. The conﬁdence interval of the simula-
tions is less than or equal to 10% of the average PLP, with
95% probability. To provide a fair comparison between
architectures, the quantity called Conversion Ratio,
CR¼ ðNWC=NNCÞ ¼ r=ðNFÞ, is introduced. The range of
values for CR is between 0 (no conversion case) and 1
(one WC per channel). It is worthwhile noting that for the
A-MF-SPIW architecture, only some discrete values of CR
are allowed; in fact, each time a WC per wavelength is
added (i.e., r increases by one unit), NWC increases by M
units (Section 2.2).
Fig. 3(a) and (b) presents model validation in the
mono-ﬁber case (F¼1) for A-MF-SPN and A-MF-SPIW,
respectively. Analytical (A) and simulation (S) results are
compared. PLP is presented as a function of CR as in the
case N¼32, NC ¼MF ¼ 16, F¼1 and load p varying from
0.2 to 0.8. The ﬁgures point out how the analysis is very
close to simulation for both A-MF-SPN and A-MF-SPIW.
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Fig. 3. Comparison between analytical (A) and simulation (S) results for
A-MF-SPN (a) and A-MF-SPIW (b). PLP is presented as a function of the
conversion ratio CR, as in the case N¼32, NC ¼MF ¼ 16, F¼1 (mono-
ﬁber case) and load p varying from 0.2 to 0.8.
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Fig. 4. Comparison between analytical (A) and simulation (S) results for
A-MF-SPN (a) and A-MF-SPIW (b). PLP is presented as a function of the
conversion ratio CR, as in the case N¼32, NC ¼MF ¼ 16, F¼4 (multi-ﬁber
case) and load p varying from 0.2 to 0.8.
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underestimates the PLP, especially when the load and PLP
are low. Indeed, at light loads, the approximation in loss
evaluation at the WC pools inﬂuences the overall loss
more signiﬁcantly. Both models provide anyway good
results and they exactly capture the asymptotic values
of the PLP, which are only related to output blocking.
Moreover, the value of CR at which the asymptotic value
of the PLP is attained, is also well approximated by the
analytical model, which returns slightly optimistic values.
Fig. 4(a) and (b) depicts the same scenario for the
multi-ﬁber case. The PLP is plotted as in the case N¼32,
NC ¼MF ¼ 16, F¼4 with load p varying from 0.2 to 0.8. For
the multi-ﬁber F¼4 case, the models provide also remark-
ably accurate results compared to simulations. Hence, the
models are able to capture the role of the multi-ﬁber
solution in solving contentions among packets in the
space domain by exploiting wavelength reuse in different
ﬁbers. It is also possible to see how the number of WCs
needed to reach the asymptotic value of the PLP is lower
when F¼4 compared with the previous case F¼1 (Fig. 3),
proving that the multi-ﬁber solution allows to substan-
tially reduce the number of WCs and their range, since the
number of wavelengths is M¼NC=F ¼ 4 as opposed to
M¼16 (F¼1 case).This observation is even more evident in Fig. 5(a) and
(b) depicting the PLP as a function of CR as in the case
N¼32, NC ¼MF ¼ 16, load p¼0.3 and F varying from 1
(mono-ﬁber) to 8. These ﬁgures clearly show the advan-
tage of the multi-ﬁber solution as the number of ﬁbers per
interface F increases. As a matter of fact, the asymptotic
value of the PLP is reached with a reduced number of WCs
for increasing F, and the saving that can be achieved is
remarkable. It is also interesting to observe that the
models perform better when the number of ﬁbers
increases. Therefore, the model is well-suited for captur-
ing the multi-ﬁber effect.
To further validate the models under different number
of II/OIs and channels per interface NC, Fig. 6(a) and (b)
plots the PLP in the case N¼16, NC ¼MF ¼ 32, F¼1
(mono-ﬁber case) and load p varying from 0.4 to 0.7,
while Fig. 7(a) and (b) considers the multi-ﬁber case
N¼16, NC ¼MF ¼ 32, F¼4 and load p varying from 0.4
to 0.7. It can be observed how the model for the A-MF-
SPN provides accurate results for this scenario for both
mono-ﬁber and multi-ﬁber cases, while the model for
A-MF-SPIW is less precise especially when the load is low.
The model works perfectly for low values of CR based on
the fact that the state-aggregation scheme is exact when
no converters are used. When the load is low for A-MF-
SPIW and for higher values of CR, OIs and converter pools
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Fig. 5. Comparison between analytical (A) and simulation (S) results for
A-MF-SPN (a) and A-MF-SPIW (b). PLP is presented as a function of the
conversion ratio CR, as in the case N¼32, NC ¼MF ¼ 16, load p¼0.3 and
F varying from 1 (mono-ﬁber) to 8.
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Fig. 6. Comparison between analytical (A) and simulation (S) results for
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captured by the analytical model. This situation is empha-
sized for relatively smaller switch sizes N and larger
number of wavelengths M. In any case, the proposed
computationally efﬁcient model captures very well the
general behavior of the PLP for a wide range of scenarios.
It can be used to ﬁnd the limit value of CR above which no
more loss probability reduction is possible, i.e., asympto-
tic loss probability is attained. Observe that when the
model for the A-MF-SPIW is used to estimate the number
of WCs needed to reach asymptotic loss, the actual loss
(indicated by simulation) would be higher than the
asymptotic one, but in the same order of magnitude. This
is true even when the discrepancy between analysis and
simulation for A-MF-SPIW is relevant in the region where
the loss rapidly decreases (Figs. 6(b) and 7(b)).
Comparison between analysis and simulation is pre-
sented for imbalanced trafﬁc in Fig. 8(a) and (b), for A-MF-
SPN and A-MF-SPIW, respectively. PLP is plotted as a
function of CR, as in the case N¼32, NC ¼MF ¼ 16, F¼2
(multi-ﬁber case), load p¼0.2 and imbalance parameter
f¼1.00, 1.01, 1.05 and 1.10. Both ﬁgures highlight that the
models capture the effects related to imbalanced trafﬁc
proﬁle, providing accurate approximations of PLP. The PLPrapidly increases as f increases due to the fact that some
of the OIs are relatively more loaded than the others,
especially in scenarios when N is high. As a matter of fact,
the imbalance trafﬁc intensities are related to the number
of interfaces N by observing formula 3 in Section 3.
Indeed, being the imbalance trafﬁc intensities propor-
tional to f n1 in formula 3, when N is large, the OI N will
be quite loaded due to the high value of N, compared to
the others, leading to very high loss. This effect is
captured by the models, which can then be applied even
for imbalanced scenarios.
4.2. Performance comparison of A-MF-SPN and A-MF-SPIW
This section compares the proposed architectures in
terms of PLP using analytical results only since it has been
proven in the previous section that analytical models
provide accurate approximations of PLP. In this section
graphs plot packet loss for A-MF-SPIW and A-MF-SPN
together, thus providing a direct comparison.
Figs. 9(a) and (b) compare A-MF-SPN and A-MF-SPIW
architectures in mono-ﬁber and multi-ﬁber cases, respec-
tively. In particular, PLP is presented as a function of the
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case N¼32, NC ¼MF ¼ 16, F¼1 (a) and F¼4 (b). Both
architectures provide the same asymptotic PLP, which is
indeed related to output blocking only, and it is not
related to the sharing scheme. The results clearly demon-
strate how in the mono-ﬁber case the A-MF-SPN allows to
reach the asymptotic value of PLP with a fewer number of
WCs compared to A-MF-SPIW, especially when the load in
low, allowing to save a substantial number of WCs and
thus reduce the overall cost related to WC use. Never-
theless, there is marginal difference between the two
architectures in the multi-ﬁber case, given that in this
case both architectures allow to reach the asymptote with
a relatively small number of the WC stages. This also
highlights that the A-MF-SPIW performance greatly
improves as the number of ﬁbers F increases (compare
9(a) and (b) for SPIW).
Figs. 10(a) and (b) conﬁrm the improvement of the A-
MF-SPIW as F increases by presenting the PLP in case the
number of ﬁbers per interface is varied, for two different
scenarios. PLP is presented as a function of the conversion
ratio CR, F varying between 1 and 8, in the cases: (a)
N¼32, NC ¼MF ¼ 16, p¼0.3 and (b) N¼16, NC ¼MF ¼ 32,p¼0.45. Both ﬁgures highlight how A-MF-SPN and A-MF-
SPIW performance improves as F increases; this improve-
ment is particularly more emphasized for the A-MF-SPIW
and in ﬁgure 10(b) where A-MF-SPIW needs a very high
number of WCs in the mono-ﬁber case (CR40:8). Under
this conﬁguration whereM is relatively large compared to
N, the A-MF-SPIW sharing scheme for mono-ﬁber case is
less efﬁcient; WCs are partitioned in too many pools
(M¼32) each sharing few (N¼16) channels and the CR
needed to reach the asymptote is very high. This effect has
been presented in previous papers for the mono-ﬁber case
and it has been proven that SPIW scheme is more efﬁcient
for high N [7,21]. However, these new results illustrate
how the multi-ﬁber solution alleviates this problem even
with F¼2, allowing more than 50% reduction in the
number of WCs for both Fig. 10(a) and (b). For SPN, the
improvement due to increasing F is more limited, con-
sidering that even the mono-ﬁber case reaches the
asymptote with few WCs.
To complete the comparison, Figs. 11(a) and (b) depict
the PLP varying the number of channels per ﬁber M for
mono-ﬁber and multi-ﬁber cases, respectively (as a con-
sequence NC varies accordingly). PLP is presented as a
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Fig. 9. Comparison between A-MF-SPN and A-MF-SPIW in the mono-
ﬁber (a) and multi-ﬁber (b) cases. PLP is presented as a function of the
conversion ratio CR varying load p from 0.2 to 0.8 as in the case N¼32,
NC ¼MF ¼ 16 and F¼1 (a), F¼4 (b).
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Fig. 10. Comparison between A-MF-SPN and A-MF-SPIW varying the
number of ﬁbers per interface. PLP is presented as a function of the
conversion ratio CR varying F between 1 and 8 as in the case: (a) N¼32,
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N. Akar et al. / Optical Switching and Networking 10 (2013) 173–185182function of the conversion ratio CR varying M (16, 24, 32)
as in the case N¼16, p¼0.4 and F¼1 (a), F¼2 (b). The
ﬁgures show how the asymptotic value of PLP moves to
lower values as M increases due to the statistical multi-
plexing gain, providing much better performance with
larger M. When the architectures are not provided with a
sufﬁcient number of WCs, the PLP is the same for all
values of M, because in this case the PLP is dominated by
the loss due to the lack of WCs. However, as CR increases
the PLP moves to different asymptotic values for different
values ofM. The threshold value of CR needed to reach the
asymptote is much lower for the multi-ﬁber case, espe-
cially for SPIW.
Figs. 12(a) and (b) plot the PLP varying the number of
II/OIs, N. PLP is presented as a function of the conversion
ratio CR, varying N (N¼4, 8, 16) as in the case
NC ¼MF ¼ 24, p¼0.3 and F¼1 (a), F¼3 (b). The ﬁrst ﬁgure
conﬁrms that in mono-ﬁber case, A-MF-SPIW provides
very poor performance when N is small, as described
above, while the performance rapidly improves as N
increases. The A-MF-SPN is able to provide good results
for all values of N; even in this case performance is
slightly better with increased N. Once again the multi-
ﬁber solution provides remarkable improvement for theA-MF-SPIW architecture and the gap between the two
architectures become less evident not only with increased
F but also with increased N.
Figs. 13(a) and (b) show the achievable throughput
that can be obtained by ﬁxing a target PLP o10e4, for
A-MF-SPN and A-MF-SPIW, respectively. Throughput is
presented as a function of the number of ﬁbers per
interface, F, varying the conversion ratio CR in the case
N¼16, NC¼32. Note that F-axis is logarithmic (base 2) in
these ﬁgures. When CR¼0, i.e., no wavelength conversion
is available, the effectiveness of F in increasing through-
put is low, unless high F is assumed, in both architectures.
By comparing the two ﬁgures, it is possible to see how the
A-MF-SPN is able to reach high throughput even when the
CR is limited. For A-MF-SPN, a substantial improvement
with respect to the case CR¼0 can be obtained even with
CR¼ 1=64 for larger values of F. On the other hand, the A-
MF-SPIW requires a higher CR to get high throughput;
in this case improvements can be observed at CR¼ 1=16.
The maximum throughput is reached by increasing CR
according to the number of ﬁbers provided; the larger the
number of ﬁbers, the lower the CR needed. By combining
wavelength conversion capability and multi-ﬁber conﬁg-
uration, the maximum throughput can be achieved with
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throughput can be reached in the mono-ﬁber case (F¼1)
with CR¼ 1=2 for A-MF-SPN whereas the choice of even
CR¼ 3=4 is not enough to achieve the maximum through-
put for A-MF-SPIW. Having ﬁxed the conversion ratio, the
minimal number of ﬁbers F per interface can be obtained
by these graphs to achieve maximum throughput. When
CR is high enough, the A-MF-SPIW is anyway able to
provide similar throughput as the A-MF-SPN, which is
important to validate that the two architectures present
similar performance in this case; therefore they need to
be evaluated in terms of complexity. This comparison is
presented in the following section.
4.3. Complexity comparison for A-MF-SPN and A-MF-SPIW
This section provides a complexity comparison in
terms of the number of WCs and OGs needed to reach
asymptotic loss according to the switch parameters N, M,
F, and p. Figs. 14(a) and (b) sketch the total number of
WCs (NWC, axis Y1) and OGs (NOG, axis Y2) needed
to obtain PLP asymptotic loss performance. PLP is pre-
sented as a function of F (log2 X scale) as in the case: (a)
N¼32, NC¼16, p¼0.3 and (b) N¼16, NC¼32, p¼0.45.Under these conﬁgurations, asymptotic loss is in the
range of 2e5 in both cases, as shown in Fig. 10(a)
and (b).
The number of WCs NWC-th needed to obtain the
asymptotic PLP that are presented in Fig. 14(a) and (b),
can be obtained for both A-MF-SPN and A-MF-SPIW by
Fig. 10(a) and (b), respectively, recalling CR¼NWC=NNC .
The number of OGs NOG can then be obtained by formulas
(1) and (2) for A-MF-SPN and A-MF-SPIW, respectively,
calculated with the values NWC-th of the previous step.
Figs. 14(a) and (b) help us to draw the following key
conclusions: First, the number of WCs needed, NWC-th,
rapidly decreases as F increases, as expected, especially
for A-MF-SPIW which requires a considerable number of
WCs in the mono-ﬁber case. For both conﬁgurations,
A-MF-SPN requires fewer WCs. When F is high, the two
architectures require almost the same number of WCs.
The number of OGs linearly increases with F for A-MF-
SPIW showing the same trend for both ﬁgures, while the
behavior for the A-MF-SPN is strongly related to the
switch conﬁguration. In Fig. 14(a), the number of OGs
required by the two architectures is not very different
when F41, with the A-MF-SPIW requiring a much fewer
number of OGs only when F¼1. In Fig. 14(b), instead, the
A-MF-SPIW allows a relevant saving in the number of OGs
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allowing a reduction in implementation complexity.
When F increases, the complexities of the two architec-
tures in terms of optical gates tend to be the same,
because in that case both formulas (1) and (2) are
dominated by the ﬁrst term, which is identical. It is worth
to remember that the range of WCs employed in A-MF-
SPIW is narrower with respect to A-MF-SPN and this is
expected to allow more feasible solutions.
The A-MF-SPN allows to save WCs with respect to the
A-MF-SPIW, which are in the order of few hundreds or
even less, in all conﬁgurations. When N is small and NC is
high (Fig. 14(b)), A-MF-SPIW scheme allows to save a
relevant number of OGs, which are in the order of tens of
thousands. In particular, in the cases F¼1 and F¼2, the
A-MF-SPIW scheme allows to save a signiﬁcant number of
OGs, which would suggest to maintain the multi-ﬁber
interface with a relatively small number of ﬁbers. Hence,
the A-MF-SPIW scheme saves a signiﬁcant amount of OGs
compared to A-MF-SPN, thus leading to potential com-
plexity reduction, since when F¼2, the number of WCs is
also greatly reduced. Instead, when N is large (Fig. 14(a)),
the complexity is dominated by the number of OGsneeded to interconnect the input ﬁbers to the output
ﬁbers (ﬁrst term of the formulas), so the complexity is
almost the same for both sharing schemes (same number
of ﬁbers).5. Conclusions
In this paper, novel state-aggregation based analytical
models are presented to evaluate packet loss in asynchro-
nous optical switches with multi-ﬁber interfaces and
shared wavelength converters. Besides ﬁlling a methodo-
logical gap regarding A-MF-SPIW and A-MF-SPN, and
validating the analytical approach against simulations,
the paper produces practical numerical results and com-
parisons regarding the switch behavior in balanced and
imbalanced trafﬁc scenarios and also the savings in
number of optical gates achieved by the A-MF-SPIW
approach. The A-MF-SPIW solution is demonstrated to
be a ﬂexible approach to achieve overall switch cost
optimization including both wavelength converters and
space switching subsystems.
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