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BosonSampling is a problem where a quantum computer offers a provable speedup over
classical computers. Its main feature is that it can be solved with current linear optics
technology, without the need for a full quantum computer. In this work, we investi-
gate whether an experimentally realistic BosonSampler can really solve BosonSampling
without any fault-tolerance mechanism. More precisely, we study how the unavoidable
errors linked to an imperfect calibration of the optical elements affect the final result
of the computation. We show that the fidelity of each optical element must be at least
1 − O(1/n2), where n refers to the number of single photons in the scheme. Such a
requirement seems to be achievable with state-of-the-art equipment.
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1 Introduction
While quantum computers are widely believed to provide speed-ups over classical computers
in theory, it remains an outstanding experimental challenge to provide hard evidence for such
a speed-up. Shor’s factoring algorithm [1] would be a natural candidate algorithm, but suffers
from two main caveats: first, one would need a full-blown quantum computer in order to fac-
tor integers large enough to beat any classical competition (provided one does not know the
factors in advance [2]); second, it is not known whether factoring can be performed efficiently
on a classical computer. Arguably, the first reason is already quite compelling: building a
universal quantum computer turns out to be a very difficult task. A much sounder exper-
imental proposal to establish quantum supremacy [3] was recently introduced by Aaronson
and Arkhipov as a problem called BosonSamplinga[4]. In principle, this problem can be
solved with a simple linear optics experiment by processing a bunch of single photons through
a network of passive optical elements, namely beamsplitters and phase-shifters, and counting
aWe write BosonSampling when referring to the complexity problem, and “Boson Sampling” when referring
to the optical experiment.
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2 Analysis of circuit imperfections in BosonSampling
the number of photons in the output modes. This experimental simplicity certainly explains
why the proposal has attracted a lot of attention recently [5, 6, 7, 8].
Boson Sampling appears as a simple generalization of the two-photon Hong-Ou-Mandel
effect, well-known in quantum optics [9]. More precisely, given an arbitrary m-mode passive
optical network, the goal is to process an initial state consisting of single photons in n of the
modes and vacuum in the remaining modes, and to measure the distribution of photons in
the output modes. Despite the absence of obvious applications, this task provides evidence
that an allegedly rudimentary quantum computer can outperform its classical counterpart.
Indeed, were an efficient classical algorithm for BosonSampling to exist, the Polynomial
Hierarchy [10] would collapse at the third level, something believed to be highly implausible
in complexity theory. To be more precise, the existence of an efficient classical algorithm for
exact BosonSampling implies the collapse of the Polynomial Hierarchy, and it is conjectured
that the existence of an efficient classical algorithm for approximate BosonSampling would
have a similar implication (see Ref. [4] for a precise statement of the conjecture).
Let us now describe more precisely the setup of Boson Sampling and discuss some experi-
mental perspectives. The BosonSampling problem is characterized by two parameters: the
number n of single photons and the number m of optical modes. Typically, one chooses m
to depend quadratically on n since an application of the bosonic birthday paradox [11] shows
that in this regime, most of the output modes will either contain 0 or 1 photonb. An instance of
the BosonSampling problem is described by the choice of a unitary UBS acting on Cm. This
unitary characterizes the m-mode interferometer that should be used in the experiment, and
it is typically drawn according to the Haar measure on the unitary group U(m). The output of
the BosonSampling problem is a sample of a certain probability distribution depending on
UBS, n and m which we describe now. Consider the m-mode optical state |1〉⊗n ⊗ |0〉⊗(m−n)
containing a single photon in each of the first n modes and vacuum in the remaining ones,
and send it through an array of beamsplitters and phase-shifters implementing the optical
unitary transformation corresponding to UBS. The probability distribution one should sample
from corresponds to the distribution of the n photons in the m output modes of the optical
network.
From the description of the problem, it is clear how to solveBosonSampling with the help
of a programmable array of beamsplitters, sources of single photons and photon counters (see
Fig. 1): simply implement the optical network corresponding to UBS, send undistinguishable
single photons in the first n modes and count the photons in the output modes. We point
out that if the annihilation operators of the m input modes are given by the vector ~a =
(a1, . . . , am), those of the output modes correspond to U
BS~a.
On the other hand, sampling from this distribution with classical means only seems quite
difficult. Indeed, the probability Pr[~s] of obtaining a given output sequence ~s = (s1, . . . , sm)
where the integer si corresponds to the number of photons in the i
th output mode is given by
Pr[~s] =
|Per(UBS~s )|2
s1! · · · sm! , (1)
where Per is the permanent and UBS~s is the n×n matrix obtained from UBS by discarding all
but the n first columns of UBS and then, for all i ∈ {1, . . . ,m}, taking si copies of the ith row
bThe regime where the number of modes is linear in the number of photons is also interesting but remains
mostly unexplored, partly because it is more difficult to analyze.
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Fig. 1. Implementation of the Boson Sampling experiment, following the scheme of Ref. [12]. In
general, one would need both phase-shifters and beamsplitters. Here, for simplicity, we consider
beamsplitters with complex entries. In other words, phase-shifters are absorbed in the beamsplit-
ters.
of UBS (following the notations of Ref. [13, 14]). It is precisely the fact that this probability
involves a permanent, notoriously hard to compute [15], that makes the problem seemingly
intractable on a classical computer.
So far, the hardness of BosonSampling for classical computers is only formally estab-
lished in the exact version of the problem, i.e. when one is asked to sample exactly from the
output distribution described in Eq. 1. The status of the approximate version is less clear
and depends on two conjectures which, if established, would imply that BosonSampling
will remain hard classically, provided that the sampled distribution is close enough to the
BosonSampling one in trace distance. The first conjecture is that the permanent of random
Gaussian matrices is not too concentrated around its expected value. The second one is the
“Permanent of Gaussians Conjecture” which says that approximating the permanent of a
Gaussian matrix is a ]P-complete problem (see Ref. [4] for details). In fact, this approximate
version of the problem is of paramount importance since an experimental implementation
cannot be expected to sample from the exact distribution. Indeed, many sources of noise or
errors might degrade the quality of the experimental sampling. In Ref. [4], five such sources
of errors are mentioned: (i) the single photons might not be perfectly indistinguishable; (ii)
the beamsplitters and phase shifters might not implement exactly the desired transformation;
(iii) the optical network might be subject to losses; (iv) the detectors might not have a perfect
efficiency and (v) various synchronization issues might degrade the indistinguishability of the
single photons even further. In particular, it is worth noting that the effect of losses, imperfect
detection and imperfect sources sending vacuum with a nonzero probability can be treated
similarly (provided that these imperfections are invariant under a permutation of the modes).
Indeed, all such imperfections can be modeled as effective losses, acting independently on each
mode and commuting with the optical network. According to Refs [16, 17], the lossy variant
of BosonSampling remains a hard problem classically, provided the losses are not too large:
one can then use postselection to recover the original problem, and this postselection can be
implemented efficiency is the number of single photons is on the order of 20 to 30.
The only imperfection that has not been addressed so far deals with the quality of the im-
4 Analysis of circuit imperfections in BosonSampling
plementation of the desired unitary transformation: given an instance of the BosonSampling
problem characterized by a unitary matrix UBS, how accurate should the implementation of
UBS be in order for the sampled distribution to be reasonably close to the ideal one? If the
calibration of the elementary gates (here beamsplitters and phase-shifters) is too poor, each
elementary gate will actually implement a transformation slightly different from the ideal
one. These errors will accumulate, and as the numbers of modes and photons increase, such
small deviations will lead to an output distribution far from the ideal one. This problem is
particularly relevant for several reasons. First, contrary to Factoring, BosonSampling is
not believed to be in the complexity class NP, meaning that there is no efficient way to verify
that the experimental samples really correspond to a BosonSampling of UBS (see however
Ref. [18]). Therefore, it would be useful to know in advance whether a given experimental
implementation will lead or not to meaningful results, for a given choice of parameters n
and m. A second point is that one of the main advantages of BosonSampling over other
problems is that it does not seem to require a fault-tolerant quantum computer for its imple-
mentation. At least, this is the hope in the regime of n and m where classical simulation of
BosonSampling becomes difficult.
In this paper, we study this effect in details. In particular, the faulty implementation of
the elementary unitaries will be our only source of imperfection: we therefore assume that the
experimentalist has access to perfect single photons sources, perfect detectors, and that the
optical network is lossless. Although unrealistic, this assumption is useful in order to clearly
analyze the effect of the imprecise implementation of the beamsplitters or phase-shifters.
Our main result will be that in order for the implementation to provide a reasonably
good output distribution, the average fidelity of the elementary gates should scale at least
like 1 − O(1/n2). This result indicates that the faulty implementation might not be the
main experimental concern for implementations where n ≈ 30, which should be sufficient to
establish quantum supremacy. One should not forget, however, that only one single source of
noise is taken into account here.
The outline of the paper is as follows. We first state the problem more precisely in Section
2 and explain our model of noise in Section 3. Then, in Section 4, we study a matrix-valued
random walk corresponding to the propagation of noise in the optical network. In Section 5,
we give a back of the envelope estimate for the effect of the noise on the sampling, and the
following two sections aim at proving rigorously this result.
2 Statement of the problem
Our goal is to study how well a basic experimental implementation of Boson Sampling can
perform. Let us therefore consider an instance of BosonSampling characterized by a unitary
UBS acting on Cm drawn from the Haar measure and a number n of photons. Let us denote
by p the ideal output probability distribution corresponding to this instance, that is the one
we want to sample from, and by p˜ the experimental probability distribution. In this work, as
we mentioned, we wish to focus on one specific source of imperfection, namely the unavoidable
imprecision in the implementation of the elementary gates (beamsplitters and phase-shifters),
assuming therefore that the rest of the experiment is ideal. This means that we consider that
the input state is precisely |1〉⊗n|0〉⊗(m−n), that the photon counters have perfect efficiency
and zero dark count rate, and that the optical circuit is lossless.
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In order to assess the quality of the sample provided by the experiment, we compute
the trace distance between the two probability distributions, ‖p − p˜‖1, which has the nice
operational interpretation that the maximal probability of correctly distinguishing p from p˜
when given one sample of either one, is precisely 12 (1 +
1
2‖p − p˜‖1). With this measure, we
will say that the implementation provides the correct output if ‖p − p˜‖  1, that is, if the
experimental distribution is almost indistinguishable from the ideal one.
Ideally, we would like to get a bound on ‖p − p˜‖ for any choice of unitary UBS. Unfor-
tunately, this problem seems quite challenging, and we will therefore use the following trick.
Instead of comparing the ideal implementation of UBS with its realistic implementation which
we will denote by Φ(UBS) (where Φ should be understood as a random endomorphism of the
unitary group U(m)), we will compare the ideal implementation of UBS, followed by its in-
verse UBS†, that is the identity map over Cm , to its implementation Φ(UBS) ·Φ(UBS†). For
a reasonable model of noise, the map Φ acts identically and independently on each optical
element, meaning that the implementation Φ(UBS†) of the inverse of UBS will not correspond
to the inverse of the implementation of UBS, that is Φ(UBS†)Φ(UBS) 6= 1m. Our idea is there-
fore to compare the implementation of a random circuit followed by its inverse to the identity
channel. Intuitively, this comparison provides a good prediction of how a Boson Sampling
experiment will perform on a random instance of the problem.
The main interest of this approach is that the distribution p becomes particularly simple:
the output sequence ~s1 = (1, . . . , 1, 0, . . . , 0) is assigned a probability 1, and all other events
(corresponding to all the other ways to distribute n photons in m modes) have probability 0.
The distance between p and p˜ is then very easy to express. Denoting by p˜1 the probability
of the output sequence ~s1 = (1, . . . , 1, 0, . . . , 0) for the distribution p˜, the distance is given by
‖p− p˜‖ = 2(1− p˜1). The probability p˜1 can be computed thanks to Eq. 1:
p˜1 = |Per([Φ(UBS) · Φ(UBS†)]n×n)|2, (2)
where [A]n×n is the n × n matrix corresponding to the first n rows and columns of A. For
a perfect implementation, this unitary is simply the identity 1m and Per([1m]n×n) = 1.
Therefore, in order to assess the quality of the implementation, one needs to see how p˜1
deviates from 1. In general, we expect the unitary transformation Φ(UBS) · Φ(UBS†) to
remain close to the identity, and our goal will be to see how close, and more specifically, how
close the permanent of its n× n upper-left minor is to 1.
Finally, we note that there are two distinct sources of randomness in a Boson Sampling
experiment. The first source is the choice of the unitary UBS to be implemented. As we
mentioned, the unitary is typically chosen according to the Haar measure on the unitary group
U(m). The second source of randomness is the noise Φ due to the imperfect implementation
of UBS. Our goal will be to compute the expected distance EBSEΦ ‖p − p˜‖ when averaging
over these two sources of noise, and see how this measure of quality behaves as a function of
the level of noise and the size of the experiment. Here, EBS refers to the expectation over the
choice of unitary UBS and EΦ refers to the expectation over the noise in the implementation.
In particular, a proposal of experimental Boson Sampling only makes sense if it is possible
to bring the noise level sufficiently down to ensure that the quantity EBSEΦ ‖p− p˜‖ does not
become too large with increasing numbers of modes and photons.
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Fig. 2. Implementation of the Boson Sampling experiment, following the scheme of
Ref. [12]. Input modes are on the left. The line at the top of the figure depicts a mirror. The upper
left beamsplitters only act on vacuum modes and can be ignored. The remaining beamsplitters
(in blue) are considered to be noisy in this work.
3 Our model of noise
Choosing the right model for the noise is crucial, but nontrivial. A good model should display
at least two features: it should allow us to compute relevant quantities, and even if it is only
an approximation, it should predict the essential properties of an imperfect implementation of
Boson Sampling. More specifically, it should allow us to see how the distance EBSEΦ‖p− p˜‖
will depend on the parameters n (number of single photons) and m (number of modes) of the
problem.
First, let us describe how a given unitary is implemented. A general algorithm due to
Reck et al [12] provides a way to implement any unitary UBS acting on m modes via a
network of beamsplitters and phase-shifters. Without loss of generality, the phase-shifters
can be absorbed within the beamsplitters (which are now described by complex unitaries in
U(2)), and the network is arranged in the way depicted on Fig. 1. For a general unitary, the
number of beamsplitters required is
(
m
2
)
if the number of modes is m. However, in a Boson
Sampling experiment, most of the input modes contain vacuum, and the beamsplitters only
acting on vacuum will not play any role in the computation. These beamsplitters can be
removed, thereby considerably simplifying the experimental scheme which only contains N =
n(m−(n+1)/2) beamsplitters (see Fig. 2). We note now that our analysis relies on the specific
implementation of the unitary described by Reck et al. However, we believe that alternative
implementations would lead to similar results. Denoting by UBSk the k
th elementary gate to
be applied, one ends up with a decomposition of UBS given by UBS = UBSN U
BS
N−1 · · ·UBS2 UBS1 .
Let us now describe our model of error for the implementation of Boson Sampling. We
write Φ(UBSk ) for the unitary transformation which is actually implemented, instead of U
BS
k .
Here Φ is a random map from U(m) to U(m) that acts independently on each elementary
unitary. Moreover, we assume that if UBSk acts nontrivially on two modes, k1 and k2, then the
unitary Φ(UBSk ) will only act nontrivially on the same two modes, k1 and k2. Note that the
independence assumption implies that in general, for a given unitary U , the unitaries Φ(U)
and Φ(U†) are not inverse from each other, although this is approximately the case if the noise
is sufficiently small. In fact, let us consider the matrix Φ(UBS†k )Φ(U
BS
k ). Since this matrix
is unitary, it can be written as exp(ihk) = Φ(U
BS†
k )Φ(U
BS
k ), where  > 0 is a parameter
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controlling the noise intensity, and hk is a Hermitian matrix. Our model of noise is to take hk
acting nontrivially only on the same two modes as UBSk , and the restriction of hk to these two
modes to be a 2× 2 random matrix drawn from the Gaussian Unitary Ensemble. This means
that the four non-zero entries
( αk γk
γ∗k βk
)
are such that αk, βk ∼ N (0, 1)R and γk ∼ N (0, 1/2)C,
where N (0, 1)K refers to the normal distribution with mean 0 and variance 1 over the field
K.
Let us see how the intensity of the noise is linked to the average fidelity F of each beam-
splitter. This average fidelity is computed as the fidelity of the one-qubit gate characterized
by the same 2×2 unitary as the beamsplitter, and it corresponds to the fidelity of a one-qubit
gate for a dual-rail encoding:
F = EΦ
∫
φ∈C2
〈φ|Φ(UBS†k )Φ(UBSk )|φ〉dφ (3)
= EΦ
∫
φ
〈φ| exp(ihk)|φ〉dφ (4)
= EΦtr
[∫
φ
|φ〉〈φ|dφ exp(ihk)
]
(5)
≈ 1
2
tr
[
12
(
12 − 2 ( 1 11 1 )
)]
(6)
= 1− 2. (7)
Let us write Vk = Φ(U
BS
k ) so that Φ(U
BS†
k ) = e
ihkV †k . We note that the matrix Vk follows
approximately the same distribution as the matrix UBSk as long as the noise parameter 
remains sufficiently small. The implementation of the identity 1m = U
BS · UBS† then reads:
Φ(UBS · UBS†) = Φ(UBSN )Φ(UBSN−1) · · ·Φ(UBS2 )Φ(UBS1 )Φ(UBS
†
1 )Φ(U
BS†
2 ) · · ·Φ(UBS†N )
= Φ(UBSN )Φ(U
BS
N−1) · · ·Φ(UBS2 )V1eih1V †1 Φ(UBS
†
2 ) · · ·Φ(UBS†N )
= Φ(UBSN )Φ(U
BS
N−1) · · ·V2V1eih1V †1 eih2V †2 · · ·Φ(UBS†N )
Let us now introduce the following sequence (Hk) of random m×m hermitian matrices defined
by:
H1 = h1; exp(iHk+1) = Vk exp(iHk)V
†
k e
ihk+1 . (8)
With this notation, the N th element of the sequence is exactly what we wish to study since
exp(iHN ) = Φ(U
BS · UBS†). In particular, we are interested in the expected value of the
permanent of the n× n upper left minor of the matrix exp(iHN ).
Before attacking this problem, we summarize our model for Boson Sampling. First, a
unitary matrix UBS acting on Cm is drawn from the Haar measure. This unitary is decom-
posed into an array of (complex) beamsplitters arranged as depicted on Fig. 1 following the
scheme of Reck et al [12]. Then, we assume that for each optical element, a beamsplitter
Φ(UBSk ) is implemented instead of the ideal one, U
BS
k . The random map Φ acts identically
and independently on each beamsplitter, and we model the noise in such a way that
Φ(UBSk )Φ(U
BS†
k ) = exp(ihk),
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where  > 0 is a parameter controlling the intensity of the noise (and related to the average
fidelity of each beamsplitter through F ≈ 1− 2) and hk is a random hermitian matrix drawn
from the Gaussian Unitary Ensemble, and acting non trivially only on the same two modes
as UBSk . In the following, we will limit our analysis to the regime where n  1 and prove
that EBSEΦ ‖p− p˜‖ = Ω(n22) in this regime.
4 Study of the matrix-valued random walk (Hk)
In order to compute EBSEΦ ‖p− p˜‖, we proceed in two main steps. First, we need to study
the behavior of the random matrix HN , and then we will compute the permanent of its n×n
upper-left minor. In this section, we study the random walk (Hk)k=1···N over Hermitian
matrices.
The recurrence relation of Eq. 8 can be rewritten as
exp(iHk+1) = exp(iVkHkV
†
k ) exp(ihk+1). (9)
Since all the matrices in the exponent are small, one is tempted to use the Baker-Campbell-
Hausdorff formula, which states that for arbitrary matrices X and Y ,
ln(expX expY ) = X + Y +
1
2
[X,Y ] +
1
12
[X, [X,Y ]]− 1
12
[Y, [X,Y ]] + · · · (10)
and to discard all but the first two terms of the sum. Certainly, this approximation holds for
small values of the index k since both VkHkV
†
k and hk+1 are small matrices (for any choice
of norm). As long as the approximation holds, one obtains
Hk = V
†
k
(
k∑
i=1
Vk · · ·VihiV †i · · ·V †k
)
Vk. (11)
The question is then to determine for how long this approximation holds. We will prove in
Appendix 10 that in the regime where n  1, one can indeed safely neglect second and
higher order terms in the expansion of the Baker-Campbell-Haussdorff formula. Therefore we
consider that Eq. 11 holds for all values of k up to N . Moreover, in order to slightly simplify
the notation, we forget about the last conjugation with the unitary VN and take HN to be
equal to:
HN =
N∑
i=1
VN · · ·VihiV †i · · ·V †N (12)
where N = O(nm) is the total number of beamsplitters in the implementation of Boson
Sampling. Note that forgetting one conjugation does not affect our results too much in the
regime where N is large.
5 Computing the permanent, a back-of-the-envelope estimate
The permanent of a matrix is notoriously much more difficult to handle than its cousin, the
determinant. While this is of course one of the reasons why we expect BosonSampling to be
intractable on classical computer, it certainly makes our task harder when trying to analyze
how the permanent of the n×n minor of exp(iHN ) will behave when varying the parameters
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n and m of the Boson Sampling experiment. In order to avoid cluttering the notation, we
will denote by V = (vi,j) the n × n upper-left minor of exp(iHN ) so that the the quantity
we wish to compute is EBSEΦPer(V ).
Following the notation of Appendix B of Ref. [4], given a vector x ∈ Cn, we define the
polynomial
Rysx(V ) := n
n
n∏
i=1
xi
n∑
j=1
vi,jxj , (13)
where the name Rys refers to a result of Ryser stating that PerV = ExRysx(V ), where the
expectation is over the uniform distribution for the vector x ∈ {−1/√n, 1/√n}n.
Before delving into the computation, it is useful to better understand the structure of the
matrix V , and to see what to expect for a typical value of PerV . We insist that the following
argument is in no way rigorous, but it will give us the correct behavior of PerV , as we will
confirm later. Let us first expand the exponential:
exp(iHN ) = 1m + iHN − 
2
2
H2N + · · · (14)
We now wish to understand the behavior of the random variable corresponding to (HN )i,j .
From a symmetry argument, we expect it to be centered. We also expect that all the entries
of the matrix HN should be approximately identically distributed. From that, we obtain that
Var(HN )i,j ≈ 1m2E‖HN‖2HS, where ‖ · ‖HS refers to the Hilbert-Schmidt norm. Using the
independence of the matrices hi,
EΦ‖HN‖2HS = EΦ
N∑
i=1
‖hi‖2HS = O(N), (15)
which gives Var(HN )i,j = O(N/m
2).
For small values of , one expects that vi,i ≈ 1− 22
∑m
j=1 |(HN )i,j |2 and vi,j ≈ i(HN )i,j
for i 6= j. Moreover, since we expect (HN )i,j to be a centered random variable of variance
O(N/m2), we infer that
∑m
j=1 |(HN )i,j |2 should be on the order of N/m. In particular,
xi
∑n
j=1 vi,jxj should remain close to vi,i/n and Rysx(V ) be approximately equal to the
product
∏n
i=1 vi,i. One therefore expects the permanent to be of the order of
(
1− 2N2m
)n
≈
1 − Nn22m . Recalling that N = O(nm) and m = O(n2) leads to the prediction that the
permanent should be of the order of 1−O(n22).
In other words, this very hand-wavy argument tells us that we should expect
EBSEΦ‖p− p˜‖ = O(n22) = O(n2(1− F )), (16)
where F is the average fidelity by beamsplitter. The rest of the paper aims at making this
statement more rigorous. In particular, we will prove a lower bound on EBSEΦ‖p− p˜‖.
6 A bound on the permanent
In this section, we relate the value of the permanent of V , which is too hard to analyze
directly, to a quantity easier to compute corresponding roughly to the average singular value
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of V . Take a vector x ∈ Cn such that |xi| = 1/
√
n and define the vector y = (y1, . . . , yn)
where yi =
∑n
j=1 vi,jxj . Then the following sequence of (in)equalities holds:
|PerV | = nn
∣∣∣∣∣Ex
n∏
i=1
xiyi
∣∣∣∣∣ (17)
≤ nnEx
∣∣∣∣∣
n∏
i=1
xiyi
∣∣∣∣∣ (18)
= nn/2Ex |y1 · · · yn| (19)
≤ nn/2Ex
(
1
n
n∑
i=1
|yi|
)n
(20)
= nn/2Ex
 1
n
 n∑
i=1
|yi|2 − 1
n
∑
i<j
(|yi| − |yj |)2
n/2 (21)
≤ Ex‖y‖n (22)
where in the first equality, the expectation is over the uniform measure over complex numbers
of norm 1√
n
for each xi. Line 20 follows from the arithmetic-geometric inequality. Note
that Eq. 22 can be obtained directly from Eq. 20 by applying Cauchy-Schwarz to the vectors
(1/n, . . . , 1/n) and (|y1|, . . . , |yn|). Squaring the final inequality, and using the convexity of
the function (x 7→ x2) gives us an upper bound on the square of the permanent:
|PerV |2 ≤ Ex‖y‖2n. (23)
In order to bound the value of the permanent away from 1, we will show that ‖y‖ is bounded
away from one with non negligible probabilityc.
Let us slightly abuse notation, and also denote by x the vector (x1, . . . , xn, 0, . . . , 0) ∈ Cm.
We also introduce Πn = diag(1, . . . , 1, 0, . . . , 0), the projector on the n-dimensional subspace
of Cm spanned by the first n vectors of the canonical basis. We also write y for the m-
dimensional vector V x = Πn exp(iHN )Πnx.
Since the matrix exp(iHN ) is unitary,
1 = ‖ exp(iHN )Πnx‖2 (24)
= ‖Πn exp(iHN )Πnx‖2 + ‖(1m −Πn) exp(iHN )Πnx‖2 (25)
= ‖y‖2 + ‖(1m −Πn) exp(iHN )Πnx‖2 (26)
≈ ‖y‖2 + ‖(1m −Πn)(1m + iHN )Πnx‖2 (27)
= ‖y‖2 + 2‖(1m −Πn)HNΠnx‖2 (28)
where, in Eq. 27, we neglected terms of order 2 or higher in the expansion of exp(iHN ) ≈
1m + iHN . Indeed, to see that this is justified, we compute for instance the term of order 2,
cWe should ideally exploit the various points where the inequalities above are not tight. Unfortunately, the
analysis of terms such as
∑
i<j(|yi| − |yj |)2 in Eq. 21 is not easy to perform. An obvious path to improve on
our results and get a tighter bound would be to provide a better analysis of the various sources of loss in the
inequalities above.
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whose contribution is 
4
4 ‖(1m−Πn)H2NΠnx‖2. We will prove in Appendix 13 that the spectral
norm of HN is of order O(
√
n lnn) which means that the term of order 2 is upper-bounded by
O(4n2(lnn)2), which can indeed be neglected with respect to the first order term O(2n lnn)
in the regime of  1/n. Therefore, one obtains the bound:
EBSEΦ|PerV |2 ≤ EBSEΦEx
(
1− 2‖(1m −Πn)HNΠnx‖2
)n
. (29)
Let us denote by X the squared-norm ‖(1m −Πn)HNΠnx‖2 so that we wish to compute
EBSEΦEx
(
1− 2X)n. In order to obtain an upper bound on this quantity, we will compute
two things: the expectation EX (where the expectation is over all 3 sources of randomness)
together with a bound of the type P[X ≥ Xmax(δ)] ≤ δ, where δ will be an arbitrary small
parameter, and Xmax(δ) will be a function increasing slowly as δ tends to zero. Our goal
will be to show that the random variable X is on the order of EX with a non negligible
probability. Indeed, introducing µ = EX and p0 = P [X ≥ EX/2] one can then use the
trivial upper bound
E(1− 2X)n ≤
(
1− 
2µ
2
)n
P[X ≥ µ/2] + 1×P[X ≤ µ/2] (30)
= p0
(
1− 
2µ
2
)n
+ 1− p0 (31)
where we used that (1− 2X)n ≤ 1. Recall that for δ ≤ 1/n, the following inequality can be
proved with standard functional analysis:
(1− δ)n ≤ 1− (1− e−1)nδ. (32)
Since 2µ/2 ≤ 1/n in the regime of  that we consider, we infer that
E(1− 2X)n ≤ 1− 1
2
(1− e−1)np02µ. (33)
Our initial objective was to bound the trace distance between the true output distribution p
of BosonSampling, and the experimental distribution p˜. Our bound gives:
EBSEΦ‖p− p˜‖ ≥
(
1− 1
e
)
np0µ
2. (34)
The next two sections are devoted to computing µ = EX and p0 = P [X ≥ EX/2].
7 Analysis of µ = E‖(1m −Πn)HNΠnx‖2
In order to analyze the norm of (1m − Πn)HNΠnx, we need, at last, to look more carefully
at the structure of the matrix HN . Recall that HN =
∑N
k=1 gk, where the matrix gk is given
by:
gk = VN · · ·VkhkV †k · · ·V †N . (35)
The independence of the matrices hk gives:
EΦ‖(1m −Πn)HNΠnx‖2 =
N∑
k=1
EΦ‖(1m −Πn)gkΠnx‖2. (36)
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n 
m-n 
m
n+1n
3
2 1
V1
V2
VN
123
m
Fig. 3. Each beamsplitter acts on two modes i and j, which we denote by {i, j}: mode i enters
from the bottom left and mode j from the top left. Input modes are labelled from 1 to m starting
with 1 in the middle of the figure and ending with m on the left of the figure. The beamsplitters
are labeled from bottom left to top right and from top left to bottom right. More precisely, V1
acts on modes n and m, so that V1 ≡ V{n,m}, then V2 ≡ V{n,m−1}, . . . , Vm−n ≡ V{n,n+1}. The
final beamsplitter is VN ≡ V{1,2}.
Let us consider the quantity
Nk := ‖(1m −Πn)gkΠnx‖2 (37)
= 〈x|ΠnVN · · ·VkhkV †k · · ·V †N (1−Πn)VN · · ·VkhkV †k · · ·V †NΠn|x〉 (38)
When taking the expectation over Φ, we need to compute EΦh
⊗2
k . It is easy to check that if
a, b ∼ N (0, 1)R and c ∼ N (0, 1/2)C, then
EΦ
[
a c
c∗ b
]⊗2
= EΦ

a2 0 0 0
0 0 cc∗ 0
0 cc∗ 0 0
0 0 0 b2
 =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 (39)
Denoting by k1 and k2 the two modes the matrix Vk acts on, and by |ek1〉 and |ek2〉 the
corresponding vectors in the canonical basis of Cm, one obtains:
EΦh
⊗2
k = |ek1〉〈ek1 | ⊗ |ek1〉〈ek1 |+ |ek1〉〈ek2 | ⊗ |ek2〉〈ek1 |+ |ek2〉〈ek1 | ⊗ |ek1〉〈ek2 |+ |ek2〉〈ek2 | ⊗ |ek2〉〈ek2 |.
(40)
Let us also observe that ExΠn|x〉〈x|Πndx = 1nΠn. We introduce the operator P kn :=
V †k · · ·V †NΠnVN · · ·Vk. Here the index k is a remainder that P kn depends on k. This gives:
EΦExNk = 1
n
(〈ek1 |Pn|ek1〉〈ek1 |1m − Pn|ek1〉+ 〈ek1 |Pn|ek1〉〈ek2 |1m − Pn|ek2〉 (41)
+〈ek2 |Pn|ek2〉〈ek1 |1m − Pn|ek1〉+ 〈ek2 |Pn|ek2〉〈ek2 |1m − Pn|ek2〉) (42)
=
1
n
(
pk1 + p
k
2
) (
2− pk1 − pk2
)
(43)
where we defined pki := 〈eki |P kn |eki〉.
In order to complete the calculations, we need to model more precisely how the unitaries
V1, . . . , VN are chosen. For this, we consider the scheme of Reck et al. from Ref. [12] depicted
on Fig. 3. However, we note that we do not expect our results to depend strongly on the
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m-n 
1
k2
k1
n 
Fig. 4. In order to compute 〈ek1 |Pn|ek1 〉, one can consider a subset of the initial network of
beamsplitters, and put a single photon in mode k1. Only the beamsplitters acting on modes {i, j}
with 1 ≤ i ≤ k1 and n ≤ j ≤ k2 need to be taken into account. The quantity 〈ek1 |Pn|ek1 〉 is the
probability that the photon is detected in one of the first n output modes (on the right on the
figure).
specific choice of implementation of Boson Sampling. In this scheme, the various beamsplitters
are not identically distributed, and in particular, it is not true that each beamsplitter is
uniformly distributed on U(2) (see Appendix 11 for details).
Consider the kth beamsplitter acting on modes k1 and k2 with 1 ≤ k1 ≤ n and n + 1 ≤
k2 ≤ m. The quantity pk1 = 〈ek1 |Pn|ek1〉 is equal to the probability that given a single
photon input in mode k1 of a network of beamsplitters as in Fig. 4, the detector clicks in
one of the first n modes. We will show (in Appendix 12) that EBS p
k
1 = EBS p
k
2 =
n
k2
, and
EBS
(
pk1
)2
= EBS
(
pk2
)2
= n(n+2)k2(k2+2) . Moreover, Cauchy-Schwarz gives: EBS p
k
1p
k
2 ≤ EBS (pk1)2.
This leads to:
EBSEΦExNk ≥ 4
n
n
k2
− 4
n
n(n+ 2)
k2(k2 + 2)
=
4(k2 − n)
k2(k2 + 2)
. (44)
In the case where 1 ≤ k1 ≤ n and k1 + 1 ≤ k2 ≤ n, then the configuration of the network
is incompatible with a photon exiting in a mode of index larger than n. This means that
pki = 1 and therefore that EBSEΦExNk = 0.
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Summing over all indices k ∈ {1, . . . , N} gives:
µ = EBSEΦEx‖(1m −Πn)HNΠnx‖2 (45)
=
m∑
k2=n+1
n∑
k1=1
EBSEΦExNk (46)
≥ 4n
m∑
k2=n+1
k2 − n
k2(k2 + 2)
(47)
= 4n
m∑
k2=n+1
1
k2 + 2
− 4n2
m∑
k2=n+1
1
k2(k2 + 2)
(48)
≥ 4n
m∑
k2=n+1
1
k2 + 2
− 4n2
m∑
k2=n+1
[
1
k2
− 1
k2 + 1
]
(49)
= 4n
m+2∑
k2=1
1
k2
− 4n
n+2∑
k2=1
1
k2
− 4n2
[
1
n+ 1
− 1
m+ 1
]
(50)
≥ 4n
[
ln(m+ 2) +
1
2m+ 9/2
− ln(n+ 2)− 1
2n+ 4 + 1/3
]
− 4n2
[
1
n+ 1
− 1
m+ 1
]
(51)
≥ 4n ln
( m
e2n
)
(52)
where inequality 51 follows from the bounds of Ref. [19] on the Harmonic number
1
2n+ 1/2
≤
n∑
l=1
1
l
− lnn− γ ≤ 1
2n+ 1/3
(53)
where γ = 0.577 . . . is Euler’s constant.
8 Bounding p0 := P [X ≥ EX/2]
Assume that the maximum possible value for X is M and that P[X ≥ Xmax(δ)] ≤ δ. Let us
express µ = EX as follows:
µ =
∫ µ/2
0
xP[X = x]dx+
∫ Xmax(δ)
µ/2
xP[X = x]dx+
∫ M
Xmax(δ)
xP[X = x]dx (54)
≤ µ
2
(1− p0) + p0Xmax(δ) + δM (55)
which gives
p0 ≥ µ− 2δM
2Xmax(δ)− µ ≥
µ− 2δM
2Xmax(δ)
. (56)
The quantity M is given by pi2 × N ≤ pi2nm since each term of HN has a norm at
most pi. Let us choose δ = µ4pi2nm so that 2δM ≤ µ/2. For this value of δ, we obtain
p0 ≥ µ/(4Xmax(δ)).
We prove in Appendix 13 that
PΦ,BS
[
‖(1m −Πn)HNΠNx‖2 ≥ 12n ln em
n
ln
m
δ
]
≤ δ. (57)
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Fig. 5. Function f(n,m) evaluated for m = n2.
so that Xmax(δ) = 12n ln
em
n ln
m
δ .
For our specific choice of δ, this gives:
Xmax
( µ
4pi2nm
)
≤ 12n ln em
n
ln
4pi2nm2
µ
and therefore
p0 ≥
ln me2n
12 ln pi
2m2
ln m
e2n
. (58)
9 Discussion and conclusion
Recalling the bound from Eq. 33, we obtain the following lower bound for the distance between
the ideal probability distribution and the experimental one:
EBSEΦ‖p− p˜‖ ≥ f(n,m)n22 (59)
where the function f(n,m) is given by
f(n,m) =
(
ln me2n
)2
10 lnpim− 5 ln ln me2n
. (60)
One can check numerically that for m = n2 and n ≥ 10, then f(n,m) ≥
(
ln(n−10)
20
)2
. The
numerical value of f is typically on the order of a few percent (see Fig. 5).
This achieves our analysis of noise propagation in a Boson Sampling experiment: we
have established a lower bound on the trace distance between the ideal and the experimental
distributions, and we conjecture that the scaling is the right one in the regime where n 1.
Only the value of the constant might be modified by a more precise analysis. For reasonable
values of n and m, for instance n ∼ 30 and m ∼ 1000, one expects the impact of imperfect
calibration of the beamsplitters and phase-shifters to remain negligible (i.e. on the order of a
few percents) if the fidelity of each elementary gate is typically on the order of 0.999. While
certainly challenging, we do not expect such numbers to be a real problem in any forthcoming
Boson Sampling experiment.
We end with a few open questions. First, we argued that our results are tight in the
regime where n 1, but the analysis becomes much more involved when n is on the order
16 Analysis of circuit imperfections in BosonSampling
of 1. Then, the approximation we made in the Baker-Campbell-Haussdorf formula is not valid
anymore and our results become too optimistic. It would be very useful to derive an upper
bound on EBSEΦ‖p − p˜‖ to confirm that taking an average fidelity per gate of 1 − O(1/n2)
is indeed sufficient to solve BosonSampling. Second, it would be highly relevant to be able
to combine our analysis together with the effects of losses in the experimental setup. In fact,
while some preliminary results have been obtained in Refs [16, 17], a rigorous study of the
impact of losses on the hardness of BosonSampling is still missing.
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Appendix A
10 Approximation in the Baker-Campbell-Haussdorf formula
In this appendix, we take the terms [X,Y ] into account in the Baker-Campbell-Haussdorf
formula and prove that they do not modify significantly our results, provided that n  1.
More precisely, we include all second order terms in the computation of the random walk, and
neglect third and higher order therms. In fact, in the regime where n ≈ 1, these higher order
terms cannot be neglected anymore. It is straightforward to check that if we only neglect
third (and higher) order terms in the formula, after N steps we end up with the following
matrix KN instead of the matrix HN which is considered in the main text:
KN = HN +

2
∑
1≤i<j≤N
VN · · ·Vj
[
Vj−1 · · ·VihiV †i · · ·V †j−1, hj
]
V †j · · ·V †N . (A.1)
As in the main text, we are lead to compute E ‖(1m − Πn)KNΠnx‖2. When averaging over
the noise Φ and taking into account the independence of the matrices hi, we obtain:
EΦ ‖(1m −Πn)KNΠnx‖2 = EΦ ‖(1m −Πn)HNΠnx‖2
+
2
4
EΦ
∑
1≤i<j≤N
‖(1m −Πn)VN · · ·Vj
[
Vj−1 · · ·VihiV †i · · ·V †j−1, hj
]
V †j · · ·V †NΠnx‖2
(A.2)
where we used that EΦ hi = EΦ hihjhk = 0. First, we notice that
EΦ ‖(1m −Πn)KNΠnx‖2 ≥ EΦ ‖(1m −Πn)HNΠnx‖2, (A.3)
meaning that the bound derived in the main text gives a correct upper bound on the perma-
nent. Let us introduce the quantity
Mi,j :=
{
‖(1m −Πn)VN · · ·VjVj−1 · · ·VihiV †i · · ·V †j−1hjV †j · · ·V †NΠnx‖2 if i < j
‖(1m −Πn)VN · · ·VjhjVj−1 · · ·VihiV †i · · ·V †j−1V †j · · ·V †NΠnx‖2 if i > j
(A.4)
so that
EΦ ‖(1m −Πn)KNΠnx‖2 −EΦ ‖(1m −Πn)HNΠnx‖2 ≤ 
2
4
∑
i 6=j
Mi,j . (A.5)
Consider the case i < j. Recalling that
EΦh⊗2i =:
2∑
l1,l2=1
|il1〉〈il2 | ⊗ |il2〉〈il1 |, (A.6)
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where |i1〉, |i2〉 refer respectively to the bottom left and top left input of the beamsplitter Vi,
and using 1m −Πn ≤ 1m, we obtain:
Mi,j ≤ ‖VN · · ·VjVj−1 · · ·VihiV †i · · ·V †j−1hjV †j · · ·V †NΠnx‖2 (A.7)
= ‖hiV †i · · ·V †j−1hjV †j · · ·V †NΠnx‖2 (A.8)
= 〈x|ΠnVN · · ·VjhjVj−1 · · ·Vih2iV †i · · ·V †j−1hjV †j · · ·V †NΠn|x〉 (A.9)
Averaging over the choice of unitary UBS,
EBSMi,j = EBSEΦEx
∑
ik,jl
〈x|ΠnVN · · ·Vj |jl1〉〈jl2 |Vj−1 · · ·Vi|ik1〉〈ik2 |V †i · · ·V †j−1|jl2〉〈jl1 |V †j · · ·V †NΠn|x〉
(A.10)
=
1
n
EBS
∑
ik,jl
〈jl1 |V †j · · ·V †NΠnVN · · ·Vj |jl1〉〈jl2 |Vj−1 · · ·Vi|ik1〉〈ik2 |V †i · · ·V †j−1|jl2〉
(A.11)
=
1
n
EBS
2∑
k1,l1,l2=1
〈jl1 |V †j · · ·V †NΠnVN · · ·Vj |jl1〉 |〈jl2 |Vj−1 · · ·Vi|ik1〉|2 (A.12)
where we used in the last equality that EBS 〈i1|V †i · · ·V †j−1|jl2〉〈jl2 |Vj−1 · · ·Vi|i2〉 = 0.
Let us compute the different terms:
EBS
2∑
l1=1
〈jl1 |V †j · · ·V †NΠnVN · · ·Vj |jl1〉 = EBS〈j1|V †j · · ·V †NΠnVN · · ·Vj |j1〉+ 〈j2|V †j · · ·V †NΠnVN · · ·Vj |j2〉
(A.13)
= 2
n
max(n, j2)
= 2
n∑
α=1
PBS [j → α] (A.14)
where PBS [j → α] denotes the probability that a photon entering the network at beamsplitter
j exits in output mode α and where we recall that j2 refers to the top left input of the
beamsplitter Vj , and
EBS
2∑
l,k=1
|〈jl|Vj−1 · · ·Vi|ik〉|2 = EBS
2∑
l,k=1
|〈jl|Vj−1 · · ·Vi+1|ik〉|2 (A.15)
= PBS [i→ j] (A.16)
where PBS [i→ j] is the probability that a photon entering the network at beamsplitter i
exits the network at beamsplitter j. As usual, let us denote by (i1, i2) the “coordinates” of
i, that is, the index of the first input mode and the second input mode (with i2 > i1) and by
(j1, j2) those of beamsplitter j.
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Putting these together, one obtains:
E
∑
i<j
Mi,j = 2
n
N∑
i=1
i−1∑
j=1
∑
α≤n
PBS [i→ j] PBS [j → α] (A.17)
=
2
n
N∑
i=1
∑
α≤n
PBS [i→ α]× |{vertical lines beween i and α}| (A.18)
=
2
n
N∑
i=1
∑
α≤n
PBS [i→ α] (i1 + i2 − α− 2) (A.19)
=
2
n
N∑
i=1
min(n,i2)∑
α=1
1
i2 + 1
(i1 + i2 − α− 2) (A.20)
=
2
n
m∑
i2=1
min(n,i2−1)∑
i1=1
min(n,i2)∑
α=1
1
i2 + 1
(i1 + i2 − α− 2) (A.21)
=
2
n
n∑
i2=1
i2−1∑
i1=1
i2∑
α=1
1
i2 + 1
(i1 + i2 − α− 2) + 2
n
m∑
i2=n+1
n∑
i1=1
n∑
α=1
1
i2 + 1
(i1 + i2 − α− 2)
(A.22)
=
2
n
n∑
i2=1
i2−1∑
i1=1
i2∑
α=1
i2 − 3
i2 + 1
+
2
n
m∑
i2=n+1
n∑
i1=1
n∑
α=1
i2 − 2
i2 + 1
(A.23)
≤ 2
n∑
i2=1
i2∑
i1=1
i2∑
α=1
1 +
2
n
m∑
i2=n+1
n∑
i1=1
n∑
α=1
1 (A.24)
≤ 2
n
n∑
i2=1
i22 + 2(m− n)n2 (A.25)
≤ 2mn (A.26)
The sum of theMi,j for i > j can be handled exactly in the same way. Finally, we obtain
the bound:
EΦ ‖(1m −Πn)KNΠnx‖2 −EΦ ‖(1m −Πn)HNΠnx‖2 ≤ mn2. (A.27)
Recalling that EΦ ‖(1m−Πn)HNΠnx‖2 = O(n lnn), we conclude that the higher order terms
of the Baker-Campbell-Haussdorf formula can indeed be neglected in the regime where n 1.
11 Study of a random network of beamsplitters
In the BosonSampling problem, the unitary UBS is sampled from the Haar measure on the
unitary group U(m). We wish to understand the induced distribution on U(2) for each of the(
m
2
)
beamsplitters in the implementation of UBS obtained by the procedure of Reck et al [12].
Let us first consider the transmissivity Tk1,k2 and reflectivity Rk1,k2 for the beamsplitter
acting on modes k1 and k2 > k1, when averaging over the choice of unitary U
BS. We recall
that input modes are labelled 1 to m starting at the bottom (left) of Fig. A.1. It is easy
to compute these quantities by considering the input |1, 0, . . . , 0〉 corresponding to a photon
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Fig. A.1. When averaging over the Haar measure over the unitary group, the expected trans-
missivity T and reflectivity R of a given beamsplitter only depend on their its in the network:
the beamsplitters of the first line (from the top) have T = R = 1/2, those of the kth line have
Tk =
k
k+1
and Rk =
1
k+1
. With these notations, the height of beamsplitter {k1, k2} is k2 − k1.
In other words, Tk1,k2 =
k2−k1
k2−k1+1 and Rk1,k2 =
1
k2−k1+1 .
in the first mode and vacuum in the remaining modes. When averaging over the choice of
unitary UBS, the probability that the photon is detected in a given output mode should be
1/m. This leads immediately to
T1,k2 =
k2 − 1
k2
, R1,k2 =
1
k2
. (A.28)
One can then proceed by induction and consider the input state |0, 1, 0, . . . , 0〉. Again, when
averaging over the choice of unitary, the probability of detecting the photon in any of the
output modes should be 1/m, which leads to R2,k2 = 1 − T2,k2 = 1k2−1 . The general case is
obtained similarly: Rk1,k2 = 1− Tk1,k2 = 1k2−k1+1 .
12 Computation of pk1 = 〈ek1 |P kn |ek1〉
Let us consider the index k such that Vk acts on modes k1 ∈ [1, n] and k2 ∈ [n + 1,m]. The
quantity pk1 is the probability of detecting a photon in one of the first n output modes,
when inputting a single photon in mode k1 of a network of beamsplitters implementing
Vk, Vk+1, . . . , VN and can be written:
〈ek1 |P kn |ek1〉 = tr
[
ΠnVN · · ·Vk|ek1〉〈ek1 |V †k · · ·V †N
]
, (A.29)
where Vk up to VN are represented in blue in the middle figure of Fig. A.2.
Given that beamsplitters acting only on vacuum modes can be replaced by the identity, it
is straightforward to see that if the input of the network is a single photon in mode k1, then
the networks depicted in the bottom two figures of Fig. A.2 are equivalent. In particular,
EBSVN · · ·Vk|ek1〉〈ek1 |V †k · · ·V †N = 1k2 Πk2 , which gives
EBS p
k
1 =
n
max(n, k2)
. (A.30)
By symmetry, one also has EBS p
k
2 =
n
max(n,k2)
.
In order to compute the second moment of pki , we proceed differently. For U
BS acting
on m modes, let us write U˜ for the unitary acting on k2 modes corresponding to the array
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m n 
m-n 
k2 
k1 
m n 
m-n 
k2 
k1 
m n 
m-n 
k2 
k1 
Fig. A.2. On the top figure, we represent the network of beamsplitters corresponding to V1 up
to VN , as well as the specific modes k1 and k2. In order to compute 〈ek1 |Pkn |ek1 〉, one should
first only consider beamsplitters of index larger than k (middle figure). Then, if the input is a
single photon in mode k1, the networks depicted in the middle and bottom figures are equivalent.
Moreover, if the initial network of beamsplitters is drawn from the Haar measure on U(m) then it
action on a state containing one single photon in mode k1 is the same as the action of the network
of the bottom figure, if it is drawn from the Haar measure on U(k2).
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of beamsplitters depicted on the bottom figure of Fig. A.2 (that is, when removing all the
beamsplitters of index < k). The probability pk1 is given by:
pk1 =
n∑
i=1
∣∣∣U˜k1,i∣∣∣2 . (A.31)
Since U˜ is drawn from the Haar measure on U(k2), the vector (x1, . . . , xk2) defined by xi =∣∣∣U˜k1,i∣∣∣2 is uniformly distributed on the unit sphere of Ck2 , and pk1 = ∑ni=1 |xi|2. The vector
x can be obtained from k2 independent Gaussian random variables y1, . . . , yk1 ∼ N (0, 1)C,
via xi = yi/
√∑k2
i=1 |yi|2, from which one infers that:
pk1 =
∑n
i=1 |yi|2∑k2
i=1 |yi|2
. (A.32)
Computing the second moment of this random variable, we obtain:
EBS
(
pk1
)2
=
n(n+ 2)
k2(k2 + 2)
. (A.33)
By symmetry, EBS
(
pk2
)2
= EBS
(
pk1
)2
.
13 Chernoff and Gaussian Matrix series
In this section, we compute a bound valid with large probability on the largest singular value
of (1−Πn)HNΠn. This will allow us to derive the following inequality:
PΦ,BS
[
‖(1m −Πn)HNΠNx‖2 ≥ 12n ln em
n
ln
m
δ
]
≤ δ. (A.34)
For this, we study the largest singular value of HN =
∑
gk, which gives an upper bound for
‖(1m−Πn)HNΠNx‖. There are two sources of randomness to be considered: the randomness
linked to the noise Φ is dealt with a Gaussian matrix series while the randomness of the
BosonSampling unitary is dealt with a matrix Chernoff bound. In both cases, we will use
matrix concentration inequalities due to Tropp [20].
Let us first take care of the randomness due to the noise Φ. Consider the sum:
HN =
N∑
k=1
VN · · ·VkhkV †k · · ·V †N (A.35)
where the unitaries {Vi} are constants.
Let us recall Theorem 4.1.1 of Ref. [20].
Theorem A.1 Matrix Gaussian Series. Consider a finite sequence {Ak} of fixed Her-
mitian matrices with dimension m, and let {γk} be a finite sequence of independent normal
variables. Form the matrix Gaussian series
Y =
∑
k
γkAk.
Then, for all t ≥ 0,
P [λmax(Y ) ≥ t] ≤ m exp(−t2/2σ2), (A.36)
where σ2 =
∥∥E(Y 2)∥∥, where ‖ · ‖ refers to the spectral norm.
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Here, in order to get a bound for the largest eigenvalue of HN , we need to compute the
variance parameter:
σ2 := ‖EΦH2N‖ (A.37)
= 2
∥∥∥∥∥
N∑
k=1
VN · · ·Vk|k+〉〈k + |V †k · · ·V †N
∥∥∥∥∥ (A.38)
where we recall that EΦh
2
k = (|ek1〉 + |ek2〉)(〈ek1 | + 〈ek2 |) = 2|k+〉〈k + | where we define
|k+〉 := 1√
2
(|ek1〉+ |ek2〉).
We will use a matrix Chernoff bound in order to derive an upper bound on σ2. Indeed,
σ2 can be seen as the spectral norm of a sum of random Hermitian matrices given by Xk =
2VN · · ·Vk|k+〉〈k + |V †k · · ·V †N . Let us recall another result of Tropp [20]:
Theorem A.2 Consider a finite sequence {Xk} of independent, random, Hermitian ma-
trices of dimension m that satisfy Xk  0 and λmax(Xk) ≤ 2. Define the random matrix
Y =
∑
kXk. Then, for δ ≥ 0,
P [λmax(Y ) ≥ (1 + δ)µmax] ≤ m
[
eδ
(1 + δ)1+δ
]µmax/2
, (A.39)
where µmax = λmax(EY ).
Let us therefore introduce µmax = λmax(EBS
∑N
k=1Xk):
EBS
N∑
k=1
Xk = EBS
N∑
k=1
VN · · ·Vk|ek1〉〈ek1 |V †k · · ·V †N +
N∑
k=1
VN · · ·Vk|ek2〉〈ek2 |V †k · · ·V †N
(A.40)
=
n∑
k1=1
m∑
k2=k1+1
2
k2
Πk2 (A.41)
= 2
n∑
k1=1
m∑
k2=k1+1
1
k2
k2∑
l=1
|el〉〈el| (A.42)
= 2
m∑
k2=1
1
k2
k2∑
l=1
min(k2,n)∑
k1=1
|el〉〈el| (A.43)
= 2
m∑
k2=1
min(k2, n)
k2
k2∑
l=1
|el〉〈el| (A.44)
= 2
n∑
k2=1
k2∑
l=1
|el〉〈el|+ 2n
m∑
k2=n+1
1
k2
k2∑
l=1
|el〉〈el| (A.45)
It is easy to compute the maximum eigenvalue of this matrix:
µmax = 2n+ 2n
m∑
i=n+1
1
i
(A.46)
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which leads to
2n
(
1 + ln
m
n+ 1
+
1
2m+ 1
− 1
2n+ 2
)
≤ µmax ≤ 2n
(
1 + ln
m
n+ 1
+
1
2m
− 1
2(n+ 1)
)
(A.47)
and
2n ln
m
n+ 1
≤ µmax ≤ 2n ln em
n
. (A.48)
Take δ = 2 so that eδ/(1 + δ)1+δ ≤ 1/e, and apply the matrix Chernoff bound of Theorem
A.2:
PBS
[
σ2 ≥ 6n ln em
n
]
≤ m
(
n+ 1
m
)n
. (A.49)
For all practical purposes, i.e. reasonable values of the parameters n and m, this prob-
ability is negligible, and in the following, we can assume that 6n ln(em/n) is a hard upper
bound on σ2.
We are now ready to apply Theorem A.1 with σ2 = 6n ln emn : for any δ ≥ 0,
PΦ
[
λmax(HN ) ≥
√
2σ2 ln
m
δ
]
≤ δ, (A.50)
which leads to
PΦ
[
λmax(HN ) ≥
√
12n ln
em
n
ln
m
δ
]
≤ δ. (A.51)
In turn, for any unit vector x, one gets
PΦ,BS
[
‖(1m −Πn)HNΠNx‖2 ≥ 12n ln em
n
ln
m
δ
]
≤ δ. (A.52)
