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Abstract –In this paper we discuss the magnetic Purcell effect of a magnetic dipole near a
semi-infinite antiferromagnet. Contrary to the electric Purcell effect, the magnetic one is not so
well studied in the literature. We derive the dispersion relation of the surface wave existing at
an antiferromagnetic-dielectric interface from the calculation of the reflection coefficient of the
structure. After characterizing the surface wave we quantize the electromagnetic vector potential
of the surface wave. This allow us to discuss the magnetic Purcell effect via Fermi golden rule.
Introduction. – The electric Purcell effect [1] refers
to the modification of the lifetime of an electric dipolar
transition, relative to its value in vacuum, when an emitter
(including, for example, atomic and molecular transitions,
and quantum dots) is positioned near dielectric or metallic
bodies, including periodic structures [2], microcavities [3],
nanoantennas [4,5], metamaterials [6], nanoparticles [7–9]
and 2D materials [10, 11]. The magnetic Purcell effect is
the counterpart of that when a magnetic dipolar transition
is involved.
In general terms, when an emitter has both electric and
magnetic dipolar transitions, the emitter decays preferen-
tially via the electric dipolar transition, thus obscuring the
magnetic one. If we take the ratio of the magnetic energy
interaction of a magnetic dipole to the electric energy in-
teraction of an electric dipole we obtain a number propor-
tional to the fine structure constant, α ≈ 1/137. This ex-
plains the weakness of the magnetic dipolar transtion. In
addition, the interaction of magnetic dipoles with the en-
vironment is weak [12], because relative magnetic perme-
ability of common materials, such as dielectrics, is small,
approximately 1. There are however cases where the inter-
action can be enhanced [13]. There are however cases (for
example, rare-earth ions [14] and semiconductor quantum
dots) that either the electric dipolar transition is forbid-
den or both dipolar electric and magnetic transitions are
equally preferable [15–19]. Because dipolar magnetic tran-
sitions are, in general, not the dominant electromagnetic
transitions, the literature on the magnetic Purcell effect
is scarce [20–23]. Another case where the magnetic dipole
transition can be enhanced happens when a the magnetic
dipole is located in the vicinity of a body with a large mag-
netic permeability. Such condition can occur naturally
when the body is a magnetic material (ferromagnetic or
antiferromagnetic materials near the spin wave resonance)
or when the body is a metamaterial specifically designed
for having a strong magnetic response. The first case can
take place at frequencies from the gigahertz to the tera-
hertz whereas the second case can happen in frequencies
as low as the microwaves (gigahertz).
In this paper we study the magnetic Purcell effect, that
is, the modification of the decay rate of a magnetic dipolar
transition due to the presence of a magnetic body (an anti-
ferromagnet). We show below that a surface wave [24] ex-
ists is a narrow region in the momentum-frequency space.
In that region the decay rate of the magnetic dipolar tran-
sition varies by orders of magnitude, specially when the
surface wave becomes strongly localized in space. In order
to compute the modification of the decay rate we quantize
the electromagnetic field and use Fermi golden rule.
Dispersion relation of the surface wave near an
antiferromagnet-dielectric interface. – In this sec-
tion we derive the dispersion relation of a surface wave ex-
isting at a dielectric-magnetic interface. To be definitive,
we use an antiferromagnet as the magnetic body (see Fig.
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Figure 1: Geometry of the system. An antiferromagnet with
a staggered magnetization along the y−direction occupies the
half-space z < 0 (medium j = 1). A magnetic dipole, µ12, lies
in the half-space z > 0 at a distance z0 from the surface of
the antiferromagnet oriented with an angle ψ in relation to the
z-axis. The staggered magnetization lies in the xy−plane. The
momentum vector, q = (qx, qy) makes an angle θ with the x-
axis. The decay of the excited magnetic dipole induces surface
waves propagating at the interface of the antiferromagnet.
1) whose staggered magnetization lies in the xy−plane.
In Fig. 1 the magnetic dipole will decay and excited an
eletromagnetic wave surface wave –a polariton– coupled to
the magnetic excitations of the antiferromagnet. The goal
is to compute the reflection coefficient of this structure,
from where the dispersion relation of the surface wave ex-
isting at the dielectric-antiferromagnet system can be de-
rived. For determining the fields, we need to solve Maxwell
equations:
∇×E = −∂B
∂t
, (1)
∇×H = ∂D
∂t
, (2)
We assume that the eletric field can be written in medium
1 as
E1 = (E1,x, E1,y, 0)e
i(q·ρ−ωt)e−iβ1z
+(−E1,x, E1,y, 0)rsei(q·ρ−ωt)eiβ1z (3)
and in medium 2 as
E2 = (E1,x, E1,y, 0)tse
i(q·ρ−ωt)e−iβ2z (4)
with βj =
√
ω2εjµj/c2 − q2, where c2 = (µ0ε0)−1 is the
speed of light in vacuum, q and ρ are 2D vectors in the
xy−plane representing the 2D wave vector and the 2D
position vector, respectively, rs and ts are the Fresnel re-
flection and transmission coefficients for the TE polariza-
tion, respectively. The magnetic field can be obtain from
equation(1) using equations (3) and (4). For simplicity
we choose the polarization of the eletric field along the
y-axis.Therefore, the wave equation for this component of
the electric field reads
∇2Ey(x, z)− µjµ0εjε0 ∂
2Ey(x, z)
∂t2
= 0, (5)
where εj is the relative dielectric permittivity of the
medium j, ε0 is the dielectric permittivity of vacuum, µj
is the relative permeability of the medium j, and µ0 is the
magnetic permeability of the vacuum.We assume a har-
monic time dependence for the eletromagnetic field in the
form e−iωt and we obtain(
d2
dz2
− q2 + ω2εjµjε0µ0
)
Ey(q, z) = 0. (6)
Using the constitutive relation µ0µjH = B, we can write
the magnetic field in medium 2 as:
µ0H
(2)(q, z) = zˆ
i
ωµ2
iq[E1,ye
−iβ2z + E1,yrseiβ2z]ei(qx−ωt)
− xˆ i
ωµ2
[−iβ2E1,ye−iβ2z + iβ2E1,yrseiβ2z]ei(qx−ωt) (7)
and in medium 1 as:
µ0H
(1)(q, z) =
i
µ1(ω)ω
[iβ1E1,ytse
−iβ1zxˆ
+ iqE1,ytse
−iβ1z zˆ]ei(qx−ωt). (8)
Next we connect the fields in the two regions using the
boundary conditions
E
(1)
t (q, 0) = E
(2)
t (q, 0) (9)
H
(1)
t (q, 0) = H
(2)
t (q, 0), (10)
where the index t refers to the tangential component of the
fields. Substituting Eqs. (3)-(4) and (7)-(8) in the bound-
ary conditions we obtain
1 + rs = ts (11)
1
µ1(ω)
β1ts =
1
µ2
(β2 − β2rs). (12)
The previous linear system can be easily solved and we
obtain
rs = −µ2β1 − µ1(ω)β2
µ2β1 + µ1(ω)β2
, , (13)
As usual, the equation giving the dispersion relation of the
surface wave follows from the poles of rs, that is, from the
condition
µ2β1 + µ1(ω)β2 = 0, (14)
a result previously derived in the literature using a differ-
ent method [25]. The solutions of the previous equation
exist in a narrow energy range (see below), near the spin
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Table 1: Parameters characterizing the MnF2 antiferromagnet
[27]. The frequency Ω0 is the frequency of the antiferromag-
netic resonance and τ = 1/Γr is the relaxation time.
µ0Ha µ0He µ0Ms Ω0 (×1012) τ (×10−9)
0.787 T 55.3 T 0.756 T 1.69 rad/s 7.58 s
wave resonance where the relative magnetic permeability
is negative.
The loss function is defined as minus the imaginary part
of the reflection amplitude:
L = −=(rs). (15)
For an antiferromagnet µ1(ω) is given by [26]
µ1(ω) = 1 +
2Ω2s
Ω20 − (ω + iΓr)2
, (16)
where Γr = 1/τ is the relaxation rate, Ω0 =
γµ0
√
H2a + 2HaHe is the antiferromagnetic resonance fre-
quency, Ωs = γµ0
√
2HaMs is the saturation frequency,
γ = e/(2m) is the giromagnetic ratio, e is the elementary
charge, and m is the electron mass. The quantities Ha,
He, andMs are given is Table 1. The solutions of Eq. (14)
exist in the range Ω0 < ω <
√
Ω20 + 2Ω
2
s, which, for the
parameters of Table 1, fall in the THz spectral range. The
spectrum of the surface wave is given in Fig. 2 (note the
magnitude of the vertical scale). For energies close to Ω0
the dispersion merges with the light line. Therefore, the
surface wave is poorly localized in space. For large wave
numbers (small wave lengths), the dispersion is almost flat
and the surface wave is strongly localized in space.
Quantization of the electromagnetic field. – In
this section we show how to quantize the electromagnetic
field of the surface wave and derive the quantum mechan-
ical version of the electromagnetic energy. The section is
divided in two parts: the calculation of the electromag-
netic fields of the surface wave whose spectrum was deter-
mined in the previous section, and the quantization of the
vector potentential of the electromagnetic field (we work
in Weyl gauge, where the electrostatic potential is zero).
Our eletric and magnetic field will be similar to the one
presented in equations (3) and (4)
Ej = (Ej,x, Ej,y, 0)e
i(q·ρ−ωt)e−κj |z| (17)
Hj =
1
µj
(Hj,x, Hj,y, Hj,z)e
i(q·ρ−ωt)e−κj |z|, (18)
but here we removed the incident field and consider βj =
iκj . This will turn our waves into evanescent waves with
κ2j = q
2 − εjµjω
2
c2
. (19)
and the dispersion of the surface wave given by the ex-
pression found from the pole of the reflection coefficient.
0
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Figure 2: Dispersion relation of the surface wave. The density
plot represents the loss function. The blue line represents the
solution of Eq. (14), that is, the dispersion relation of the sur-
face wave. The relative permittivity of the dielectric constant
of the antiferromagnet was chosen as 1 = 6.
The relation between the amplitudes of the fields read
Bj,x =
i(−1)jκj
ω
Ej,y, (20)
Bj,y = − i(−1)
jκj
ω
Ej,x, (21)
Bj,z =
1
ω
[qxEj,y − qyEj,x, ] (22)
qxEj,x = −qyEj,y. (23)
From these relations the electric field takes the form (qx 6=
0 and qy 6= 0)
Ej(r, t) = Ej,x
(
xˆ− qx
qy
yˆ
)
ei(q·ρ−ωt)e−κj |z|. (24)
The electric field can be obtained from the vector potential
as
A(r, t) = −∂E(r, t)
∂t
. (25)
We can write the real vector potential as superposition of
electromagnetic modes:
Aj(r, t) =
∑
q
[Aqu
j
q(z)e
iq·ρe−iωsmt
+A∗q[u
j
q(z)]
∗e−iq·ρeiωsmt], (26)
where ujq(z) is called the mode function and ωsm =
ωsm(q) is the frequency of the surface wave. From the
p-3
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form of the electric field, we write the mode as
ujq(z) =
1√
L
(
xˆ− qx
qy
yˆ
)
e−κj |z|, (27)
where L is a constant to be determined latter and is called
the mode length.
The quantization procedure starts with the classical
form of the electromagnetic energy contained in the field
of the surface wave. The energy is given by the usual ex-
pression (assuming a constant dielectric function) [28–30]
Uf =
ˆ
d3r
[ε0εj
2
E2(r, t)
+
µ0
2
H(r, t)
d
dω
(ωµ¯j(ω))H(r, t)
]
, (28)
where µ¯j(ω) is the relative magnetic permittivity tensor,
given by
µ¯1(ω) =
µ1(ω) 0 00 1 0
0 0 µ1(ω)
 , (29)
and where µ1(ω) is given by Eq. (16) and µ¯2(ω) is a unit
matrix of dimension 3.
After lengthy calculations and demanding that the en-
ergy in the field has the form
Uf = Sε0
∑
q
ω2sm[AqA
∗
q +A
∗
qAq], (30)
where S is the area of the antiferromagnetic surface in the
xy−plane, it follows the mode length L as
L =
2∑
j=1
1
2κjq2y
(
εjq
2 +
µ¯jq
2
xκ
2
j + q
2
yκ
2
j + µ¯jq
4
2ε0µ0ω2sm
)
, (31)
where qx = q cos θ, qy = q sin θ,
µ¯1 =
d(ωµ1)
dω
, (32)
and µ¯2 = 1.
Next we quantize the Hamiltonian making the transfor-
mations
Aq →
√
~
2Sε0ωsm
aq , (33)
and
A∗q →
√
~
2Sε0ωsm
a†q, (34)
where aq and a†q are second quantized operators obey-
ing the usual canonical commutation relation [aq1 ,a†q2 ] =
δq1,q2 . These substitutions lead to the second quantized
harmonic oscillator Hamiltonian
H =
1
2
∑
q
~ωsm[aqa†q + a†qaq]. (35)
In possession of the quantized vector potential we can com-
pute the change of the decay rate of an emitter character-
ized by a magnetic dipolar transition in the presence of a
magnetic body, that is, the magnetic Purcell effect.
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Figure 3: Magnetic Purcell factor for an emitter at different
distances from the surface of an antiferromagnet and at dif-
ferent angles from the perpendicular to the antiferromagnetic
interface. The Purcell factor diverges as we approach the fre-
quency
√
Ω20 + 2Ω
2
s, a consequence of ignoring losses in the
antiferromagnet.
The magnetic Purcell effect. – In this section we
derive the transition rate of an emitter characterized by a
magnetic dipolar transition in the vicinity of a magnetic
body. For achieving this goal, we use the quantized version
of the electromagnetic vector potential (obtained in the
previous session) together with Fermi golden rule. For
a magnetic dipolar transition characterized by a dipolar
magnetic moment µ12 the decay rate reads
Γ =
2pi
~
∑
q
|〈1;nq+1|µ12 ·B|2;nq〉|2δ(~ωat−~ωsm) (36)
where ~ωat is the energy of the atomic transition and
|j;nq〉 is the state of the system where the atom is in
the state j and with nq surface waves present. We shall
consider the simplest case of a transition of the form
|2; 0〉 → |1; 1〉. This corresponds to the emitter being ini-
tially in the excited state and no surface wave is present
followed by a transition to the ground state of the emit-
ter with the corresponding excitation of a surface wave of
wavevector q. We also note that the transition rate in
vacuum is given by [16]
Γ0 =
µ0ω
3
at
3pi~c3
µ212, (37)
where µ12 = µ12(sinψ, 0, cosψ) and ψ is the angle the
magnetic dipole makes with the z−axis. For computing Γ
we need the matrix element of the magnetic energy, with
the magnetic field written in second quantization. The
matrix element reads:
〈1; 1|µ12 ·B|2; 0〉 =
√
~
2S0ωsm
µ12 · [∇× u∗q(z)e−iq·ρ] .
(38)
Once the curl in the matrix element is computed, the tran-
sition rate follows as (the integration of the δ−function in
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Figure 4: Contour density plot of the magnetic Purcell factor
as function of ω/Ω0 and ψ, for z0 = 4 nm. For clarity, we have
represented ln(Γ/Γ0).
Eq. (36) is elementary):
Γ =
µ212~
4pi0
ˆ 2pi
0
dθq(~ωat)B(~ωat)
e−2κ2z0
~ωatL(ωat, θ) sin2 θ
× (κ22 cos2 θ sin2 ψ + q2 cos2 ψ) , (39)
where q(~ωat) follows from the dispersion of the surface
wave computed in Eq. (14) and reads
q(~ω) =
~ω
√
(~Ω0)2 + 2(~Ωs)2 − (~ω)2
~c
√
2
√
(~Ω0)2 + (~Ωs)2 − (~ω)2
, (40)
and B(~ω) is defined as dq = B(~ω)d(~ω). We have also
made explicit the dependence of L = L(ωat, θ) on θ and
ωat.
In Fig. 3 we represent the magnetic Purcell factor for
two different distances z0 of the dipole to the antiferro-
magnetic surface and two different orientations ψ of the
magnetic dipole relatively to the z−axis. For a dipole
parallel to the antiferromagnetic surface (ψ = pi/2) the
Purcell factor is smaller than when the dipole is at an an-
gle (ψ = pi/4 in this case). Also, we see that the Purcell
factor can vary over 6 orders of magnitude, staring at val-
ues smaller than 1 up to values of the order of 1000. The
smallest Purcell factor occurs when the frequency of emis-
sion is close to Ω0 and it increases from there onward. The
increase of the Purcell factor is linked to the degree of lo-
calization of the surface wave. The more the surface wave
is localized (larger values of q; see Fig. 2) the larger is the
Purcell factor. If disorder is taken into account there will
be a q∗ where the dispersion seen in Fig. 2 folds back. This
point defines a frequency ω∗. Above the energy ~ω∗ the
Purcell factor decreases because the surface wave becomes
over damped.
In Fig. 4 we provide a contour density plot of the Purcell
factor as function of energy and the angle ψ. Clearly for
ψ = pi/2 the magnetic Purcell factor has its lowest value
and is symmetric relatively to that point, a consequence
of the dependence of Γ on the square of the trigonometric
functions of ψ.
Conclusions. – In this paper we have analyzed the
magnetic Purcell effect. We have considered an emit-
ter, characterized by a magnetic dipolar transition, in the
vicinity of a magnetic body. We found that the decay of
the emitter is enhanced by orders of magnitude when the
frequencies of the surface wave correspond to highly local-
ized states (large wave numbers q). When the frequency
tends to Ω0 the dispersion merges with the light line and
the surface wave becomes poorly localized in space. In
this case the transition rate is suppressed with Γ/Γ0 < 1.
An extension of this work is to consider a system where a
graphene sheet is kept at a fixed distance from the anti-
ferromagnet surface. In this geometry it as been shown by
one of us (NMRP) that doping graphene induces a sub-
stantial change in the dispersion of the surface wave. This
is an additional control on the spectral position of the dis-
persion of the surface wave and thus also over the ratio
Γ/Γ0.
Appendix. – In this appendix we give an example of
how to express the energy in field in terms of amplitudes
Aq and A∗q. To that end let us consider the contribution
coming from the electric field:
ˆ
d3r
ε0εj
2
E2(r, t) =
ˆ
dz
ˆ
d2ρ
ε0εj
2
E2(r, t) =
ε0εj
2
ˆ
dzS
∑
q
ω2sm[AqA
∗
q +A
∗
qAq]u
j
q(z) · [ujq(z)]∗ =
ε0
2
S
∑
q
ω2sm[AqA
∗
q +A
∗
qAq]
(ˆ 0
−∞
dzε2u
2
q(z) · [u2q(z)]∗
+
ˆ ∞
0
dzε1u
1
q(z) · [u1q(z)]∗
)
=
S
∑
q
ω2sm[AqA
∗
q +A
∗
qAq]
∑
j
ε0εjq
2
2κjLq2y
, (41)
where we have dropped terms of the form A∗qA∗q and
AqAq, because they average to zero over a period and
S is the surface area of the antiferromagnet. The calcula-
tion of the energy contribution coming from the magnetic
field is performed along the same lines.
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