Abstract: Fractional differential equations of macroeconomics, which allow us to take into account power-law memory effects, are considered. We describe an economic accelerator and multiplier with fading memory in the framework of discrete-time and continuous-time approaches. A relationship of the continuous-and discrete-time fractional-order equations is considered. We propose equations of the accelerator and multiplier for economic processes with power-law memory. Exact discrete analogs of these equations are suggested by using the exact fractional differences of integer and non-integer orders. Exact correspondence between the equations with finite differences and differential equations lies not so much in the limiting condition, when the step of discretization tends to zero, as in the fact that mathematical operations, which are used in these equations, satisfy in many cases the same mathematical laws.
Introduction
An important application of fractional calculus is connected with the biological, social, and economic sciences, where processes with memory are actively being implemented. The concept of memory is actively applied in physics [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] and economics [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . A powerful mathematical tool to describe processes with power-law memory is the fractional calculus. The concept of dynamic memory, which is used in fractional dynamics, can be used to describe economic processes with power-law memory. An economic process with memory is a process for which there is at least one endogenous variable Y(t) at a given time t, which depends on the history of the change of the exogenous variable X(τ) at previous times (τ < t). This is due to the fact that economic agents can remember the previous changes of the exogenous variable X(τ) and the impact of these changes on the endogenous variable Y(t).
Economic processes with memory were first related to fractional differencing and integrating by Granger, Joyeux [15] , and Hosking [16] , in the framework of the discrete-time approach (see also [17] [18] [19] ). In the discrete-time description of economic processes with memory, it is usually told about so-called fractional differencing and integrating. At the same time, it is not told about the fractional calculus or the finite differences of non-integer orders. In article [20] , it was shown that fractional differencing and integrating, which are used in [15] [16] [17] [18] [19] , actually are the well-known Grunwald-Letnikov fractional differences [21, 22] , which have been suggested in 1867 and 1868. These fractional differences are actively used in fractional calculus [23] (pp. 371-388), [24] (pp. [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] , and [25] (pp. 121-123). It is known that the Fourier transform of the Grunwald-Letnikov fractional differences does not have a power-law form (see Equation (20.5) of [23] (p. 373)). As a result, these fractional differences, and therefore fractional differencing and integrating, cannot be considered as an exact tool to describe power-law memory (for details, see [20] ). The Grunwald-Letnikov fractional differences lead us to an insensitivity of the mathematical tool with respect to different short-term shocks, since the Fourier transform of these difference operators satisfies the power law in the neighborhood of zero only.
To describe economic processes with power-law memory, we should have generalizations of the basic concepts of economic theory. Using the fractional calculus [23] [24] [25] [26] as a mathematical tool to describe power-law memory [27] , we proposed generalizations of some basic economic concepts [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] . We have suggested the marginal value of a non-integer order [28] [29] [30] , the concepts of accelerator and multiplier with memory [31] [32] [33] , elasticity [34] , and measures of risk aversion [35, 36] for processes with power-law memory and fractional calculus methods for deterministic factor analysis [37] .
The basic concepts in macroeconomics are accelerator and multiplier [38, 39] . An accelerator with memory and a multiplier with memory have been proposed in paper [31] within the continuous-time approach. A discrete-time accelerator for economic processes with power-law memory has been suggested in [31, 32] only for the case of periodic sharp splashes (kicks).
In general, to define a discrete-time accelerator and multiplier with memory, we should consider an exact correspondence between the continuous-and discrete-time descriptions. It is well-known that the standard finite differences of integer orders cannot be considered as an exact discretization of the integer derivatives. Therefore, a discrete-time accelerator equation with a standard finite difference cannot be considered as an exact discrete analog of an accelerator equation, which contains the first derivative. The problem of the exact discretization of the differential equations of integer orders has been formulated by Potts [40, 41] and Mickens [42] [43] [44] (see also [45] [46] [47] ). It has been proved that, for differential equations, there is a finite-difference discretization such that the local truncation errors are zero. A main disadvantage of this approach to discretization is that the suggested differences depend on the form and parameters of the considered differential equation. In addition, these differences do not have the same algebraic properties as the integer derivatives. Recently, a new approach to exact discretization has been suggested in [48] [49] [50] [51] [52] [53] . This approach is based on the principle of universality and the algebraic correspondence principle [49] . The exact finite differences have a property of universality if they do not depend on the form and parameters of the considered differential equations. An algebraic correspondence means that the exact finite differences should satisfy the same algebraic relations as the derivatives. In our opinion, the self-consistent discrete-time description of an accelerator and a multiplier with power-law memory can be based on exact fractional differences, which have been suggested in [49] [50] [51] [52] [53] .
In this paper, we consider a relationship of the continuous-and discrete-time descriptions of dynamic memory of the power-law type in economics. A continuous-time accelerator and multiplier with power-law memory can be described by equations with fractional derivatives and integrals [27] . In this paper, we use the Liouville fractional derivatives and integrals of non-integer orders. The Fourier transform of the Liouville fractional derivatives and integrals has a power-law form [25] (p. 90). This allows us to consider the exact fractional differences [49] as an exact discretization of the Liouville fractional derivatives and integrals, by analogy with the discretization of the fractional derivatives and integrals of the Riesz type in [49] [50] [51] [52] . Then, these exact fractional differences are used to derive exact discrete analogs of equations for an accelerator and a multiplier with power-law memory.
An Accelerator and a Multiplier with Memory in the Continuous-Time Approach
To consider memory effects in an economic model, we assume that the value of the endogenous variable Y(t) at time t depends not only on the exogenous variable X(τ) at the same time point τ = t, but that it also depends on the changes X(τ) in the past (−∞, t]. This is due to the fact that economic agents can remember the previous changes of exogenous variable X(τ) and the impact of these changes on the endogenous variable Y(t).
The most general formulation of dynamic memory for economics is the following. In an economic process with memory, there is an endogenous variable Y(t) at the time t which depends on the history of the change of the exogenous variable X(τ) at τ ∈ (−∞, t). This formulation can be represented by the symbolic expression
In Equation (1), the symbol F t −∞ denotes a certain method that allows us to find the value of Y(t) for any time t, if it is known X(τ) for τ ∈ (−∞, t]. We can say that F t −∞ is an operator, which is a mapping from one space of functions to another. In continuum mechanics and physics, the operator F t −∞ is also called a functional, which transforms each history of changes of X(τ) for τ ∈ (−∞, t] into the appropriate history of changes of Y(τ) with τ ∈ (−∞, t].
The operator F t −∞ is said to be a linear operator, if the condition
is satisfied for all a and b from the field of scalars.
In this paper, we will consider linear operators F t −∞ of a special kind; namely, operators that can be represented by the expression
The function M(t,τ) is called the memory function. In this case, we can say that the dynamic memory is described by the operator F t −∞ . Using operator (3) in expression (1), the dependence of Y(t) from X(τ), which takes into account the memory, will be described by the integral equation
where M(t, τ) is the memory function that allows you to take into account the memory in economic processes. Equation (4) can be considered as an equation for an economic multiplier with memory of a general type. If the function M(t, τ) is expressed by the Dirac delta-function (M(t, τ) = m·δ(t − τ), then Equation (4) becomes the standard equation for a multiplier: Y(t) = m·X(t). If the function M(t, τ) has the form M(t, τ) = m·δ(t − τ − T), then Equation (4) becomes the equation for a multiplier with fixed-time delay Y(t) = m·X(t − T), [38] (p. 25). If the normalization condition t 0 M(t − τ)dτ = 1 holds for the function M(t, τ) = M(t − τ), then Equation (4) is often interpreted as an equation with continuously distributed lag. This case is also interpreted as complete memory [10] (p. 395), since the process passes through all states continuously without any loss.
To describe economic processes with power-law memory, we can use equations with derivatives and integrals of non-integer orders [23] [24] [25] [26] . To describe dynamic memory with power-law fading, we can use the memory function in the form
where Γ(α) is the Gamma function, α > 0 is a parameter that characterizes the power-law of fading, m is a positive real number, and t > τ. In order to have the correct dimensions of economic quantities, we will use the dimensionless time variable t. The substitution of expression (5) into Equation (4) gives the fractional integral equation of the order α > 0 in the form
where I α + is the left-sided Liouville integral of the order α > 0 with respect to a time variable. This integral is defined [23] (pp. 93-119), [25] (p. 87) by the equation
where Γ(α) is the Gamma function. The Liouville integral (7) is a generalization of the standard integration [23] . Note that the Liouville integration (7) of the order α = 1 gives the standard integration of first order, (I 1 + X)(t) := t −∞ X(τ)dτ. Equation (6) describes an economic multiplier with power-law memory, and the parameter m is the coefficient of the multiplier. This allows us to use the fractional calculus and fractional differential equations [24] [25] [26] to describe economic processes with power-law memory.
In order to express the function X(t) through the function Y(t), we act on Equation (6) by the Liouville fractional derivative of the order α > 0, which is defined [23] (pp. 93-119), [25] (p. 87) by the equation
where n = [α] + 1 and τ < t. Here, function Y(τ) must have the derivatives of integer orders up to the (n − 1) order, which are absolutely continuous functions on the interval (−∞, t]. The action of the Liouville derivative (8) on Equation (6) gives the expression
It is known that the Liouville fractional derivative is inversed to the Liouville fractional integral [25] (p. 89), and for any function X(t) ∈ L 1 (−∞, +∞), the identity
holds for any α > 0, where I α + is the left-sided Liouville fractional integral (7), and D α + is the left-sided Liouville fractional derivative (8) . Note that we can use the Marchaud fractional derivative instead of the Liouville fractional derivative [23] (pp. 93-119). The Marchaud fractional derivative is more convenient than the Liouville fractional derivative, since it allows more freedom for the function X(t) at infinity [23] (p. 110).
Using identity (10), Equation (9) can be written as
where v = 1/m. For α = 1, Equation (11) takes the form X(t) = v·dY(t)/dt, which is the equation for a standard economic accelerator. As a result, the multiplier (6) with power-law memory can be represented in the form of the accelerator with memory (11), where the coefficient of the accelerator is inversed to the coefficient of the multiplier. Accelerator Equation (11) contains the standard equations for the accelerator and the multiplier as special cases. For example, using the property (D (11) with α = 0 can be written as X(t) = v·Y(t), which is the standard equation for the multiplier. As a result, the accelerator with memory (11) generalizes the standard economic concepts of accelerator and multiplier [31] (see also [27] ).
It should be emphasized that the Fourier transform of the Liouville fractional integral and derivative has a power-law form (see [23] (p. 137) and [25] (p. 90)). The Fourier transform F of the Liouville fractional integral (7) is
The Fourier transform of the Liouville fractional derivative (8) is represented by the expression
In Equations (12) and (13), we use the Fourier transform in the form
where we use a negative sign in front i·ω·t in Equation (24) (12) and (13), we use (i·ω) ∓α instead of (−i·ω) ∓α , which is used in [25] (p. 90). In Equations (12) and (13), we use
For ω > 0, Equation (14) has the form (i·ω)
Using (12), we get the Fourier transform of Equation (6), which describes the multiplier with power-law memory in the form
Using (13), we get the Fourier transform of the accelerator with memory (11) in the form
One can see that Equations (15) and (16) coincide if v = 1/m. As a result, we can state that the Fourier transforms of the accelerator and multiplier with memory have a power-law form exactly.
Discrete-Time Approach to Dynamic Memory in Economics
In the discrete-time approach to economic processes, power-law memory is usually described by fractional differencing and integrating [15] [16] [17] [18] [19] . At the same time, the fractional calculus and the fractional finite differences of non-integer orders are not used directly. In article [20] , we proved that fractional differencing and integrating, which are used in economics [15] [16] [17] [18] [19] , actually are the well-known Grunwald-Letnikov fractional differences [21, 22] . These fractional differences are actively used in fractional calculus [23] (pp. 371-388), [24] (pp. [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] , and [25] (pp. 121-123).
In view of this, we can state that the main tool which is used to describe discrete memory in economics is the Grunwald-Letnikov fractional difference [20] . The Grunwald-Letnikov fractional difference ∆ α GL,T of order α with the step T is defined by the equation
where L T X(t) = X(t − T) is fixed-time delay, T is the positive time-constant, and α m = Γ(α + 1)/(Γ(α − m + 1)·Γ(m + 1)) are generalized binomial coefficients [25] (pp. 26, 27 ) that can be written (see Equation (1.48) of [23] (p. 14)) in the form
Using (18), Equation (17) can be represented in the form
which is usually used in economics. The Grunwald-Letnikov fractional difference (17) converges [23] (p. 372) for α < 0, if the function X(t) satisfies the inequality |X(t)| ≤ c·(1 + |t|) −µ , where µ > |α|. In this case, we can use (17) as a discrete fractional integration in the non-periodic case. It is known that, in the non-periodic case, the Fourier transform F of the Grunwald-Letnikov fractional difference (17) is given [23] (p. 373) by the formula
For α = 1, Equation (17) gives the standard finite difference of the first order such that ∆ 1 GL,1 X(n) = X(n) − X(n − 1). For this standard difference, the Fourier transform is also given by Equation (20) with α = 1 and T = 1. It is well-known that the standard finite differences of integer orders cannot be considered as an exact discretization of the integer derivatives [48] . Therefore, the discrete-time accelerator equations with standard finite differences cannot be considered as exact discrete analogs of the continuous-time accelerator equation, which contains the first derivatives.
The fractional difference (17) cannot be considered as an exact discrete (difference) analog of an accelerator and a multiplier with power-law memory, which are described by Equations (11) and (6), since the Fourier transform of the Grunwald-Letnikov fractional differences is not the power law, i.e.,
We emphasize that difference (17) satisfies a power law only asymptotically at ω → 0 . As a result, the Grunwald-Letnikov fractional differences ∆ α GL,T of order α cannot correspond exactly to the power-law memory, which is described in the continuous-time approach [20] . The Grunwald-Letnikov fractional differences lead us to an insensitivity of the mathematical tools with respect to different short-term shocks, since the Fourier transform of these differences satisfy the power law in the neighborhood of zero only.
Concept of Exact Discretization
In order to have difference equations for the accelerator and multiplier with power-law memory, which can be considered as exact discrete analogs of Equations (6) and (11), we propose to use a requirement on difference operators in the form of the correspondence principle [49] : the fractional differences, which are exact discretizations of derivatives of integer or non-integer orders, should satisfy the same algebraic characteristic relations as these derivatives. The suggested principle of algebraic correspondence means that the correspondence between the discrete-and continuous-time economic models lies not so much in the limiting condition, when the step tends to zero ( T → 0 ), as in the fact that the mathematical operations on these two models should obey in many cases the same mathematical laws.
The exact discrete analogs of the derivatives should have the same basic characteristic properties as these derivatives [49] :
The Leibniz rule is a characteristic property of the derivatives of integer orders. Therefore, the exact discretization of these operators should satisfy this rule. The Leibniz rule should be the main characteristic property of the exact discrete analogs of the derivatives.
2.
The exact discretization should satisfy the semi-group property. For example, the second-order difference should be equal to the repeated action of the first-order differences.
3. The exact differences of the power-law functions should give the same expression as an action of the derivatives. This allows us to consider the exact correspondence of the derivatives and differences on the space of entire functions.
In papers [48] [49] [50] [51] [52] [53] , we proposed a new approach to exact discretization that is based on new difference operators, which can be considered as an exact discretization of the derivatives of integer and non-integer orders. These differences do not depend on the form and parameters of the considered differential equations. Using these differences, we can get an exact discretization of a differential equation of integer and non-integer orders. The suggested approach to exact discretization allows us to obtain difference equations that exactly correspond to the differential equations. We consider not only an exact correspondence between the equations, but also exact correspondence between solutions. The exact fractional differences, which are suggested in [48] [49] [50] [51] [52] [53] , allow us to propose the exact discrete-time analogs of the continuous-time equations for the accelerator and multiplier with power-law memory.
Exact Discrete Analogs of the Standard Accelerator and the Standard Multiplier
Let us consider a space of entire functions E(R) on the real axis R. We will assume that X(t) ∈ E(R), and we will use the notation X(n) ∈ E(Z), where E(Z) is the space of entire functions over the field of integer scalars Z. It is known that any function X(t) ∈ E(R) can be represented in the form of the power series
where the coefficients x k satisfy the condition lim
Let us define the difference operator ∆ k T of the positive integer order k on the function space E(Z). The linear operator ∆ k T will be called the exact finite difference of an integer order, if the following condition is satisfied: if X(t), Y(t) ∈ E(R), and the differential equation
holds for all t ∈ R, then the difference equation
holds for all n ∈ Z. In the papers [48, 49] , the exact finite-differences of an integer order have been obtained in explicit form. The exact finite difference of the first order is defined by the formula
where the sum implies the Cesaro or Poisson-Abel summation [49] (pp. [55] [56] . Equation (23) with k = 1 represents the standard equation of the continuous-time accelerator. Equation (24) with the exact difference (25) represents the exact discrete analog of the standard accelerator, which is represented by Equation (23) with k = 1.
The exact finite difference of the second and next integer orders can be defined by the recurrence formulas
As a result, we get
For an arbitrary positive integer order n, the exact difference is written by the equation
where the kernel M n (m) is given by the equation
for m = 0, and by the expression
Here, we take into account that 1/Γ(−z) = 0 for positive integer z. The Fourier transform of the exact difference operator (28) has the form
for all positive integer values n. An important characteristic property of the exact finite difference of the first order is the Leibniz rule on the space of entire functions [49] , i.e.,
for all X(t), Y(t) ∈ E(Z). Note that the rule (32) is not satisfied for the standard finite differences of the first order [48] . For the exact finite difference of integer order k, the Leibniz rule has the form
which is an exact analog of the rule for the derivative of the integer order k.
To compare finite differences and derivatives, Table 1 shows the action of the derivatives dX(t)/dt, the standard finite differences ∆ 1 b X(t) = X(t) − X(t − T), and the exact finite difference ∆ 1 T X(t) on some elementary functions X(t), where we use T = 1 for simplification. Note that the elementary functions that are considered in Table 1 are examples of entire functions. In [49] , it is proved that the action of the exact finite differences ∆ 1 T on the space of entire functions coincides with the action of the first derivative. As a result, solutions of equations with exact differences coincide with solutions of a wide class of differential equations [49] . The equivalence of the actions of derivatives and exact finite differences leads to the equivalence of a wide class of macroeconomic models with discrete-and continuous-time, if exact finite differences are used in the discrete models.
The exact difference analog of the differential equation
which describes the standard accelerator without dynamic memory, has the form
Using (25), Equation (35) can be written as
Using the Newton-Leibniz theorem, Equation (34) gives
The exact difference analog of the integral Equation (37) , which corresponds to (34) , has the form
where Si(π·m) is the sine integral. In Equation (38) , we use the exact difference ∆ −1
T of the first negative order that can be considered as an exact discrete analog of the antiderivative [48] such that the relations
hold for all X(t) ∈ E(Z).
Exact Discrete Analogs of the Accelerator and Multiplier with Memory
In order to have a power-law for the Fourier transform of the fractional difference of order α in the form F{∆
we can use the exact fractional differences, which are suggested in [48] [49] [50] [51] [52] [53] . The exact fractional difference is defined [49] by the equation
where α ≥ −1. The memory function M α (m) of the exact fractional differences ∆ α T is expressed by the generalized hypergeometric functions F 1,2 (a; b, c; z) instead of the gamma functions in (17) and (18) , which are used in the Grunwald-Letnikov fractional differences. The memory function M α (m) of the exact fractional differences (41) is represented by the equation
where the odd and even memory functions are given in the form
Here, F 1,2 (a; b, c; z) is the generalized hypergeometric function, which is defined as
For α = −1, the exact fractional difference is defined by Equation (38) . Using Equation (45), the memory function (42) can be represented in the form
for all m ∈ Z. For α = n, the function (42) gives the expressions (29) and (30) . For α < 0, Equation (41) with memory function (46) defines the discrete fractional integration. Using the exact fractional differences, we can get the equations of the accelerator and multiplier with memory for the discrete-time approach. The discrete equation of the accelerator with memory (11) has the form X(n) = v·(∆ α T Y)(n),
where α > 0. The discrete equation of the multiplier with memory (6) has the form
where α > 0. The exact fractional differences of the order α > −1 are defined by the equation 
where the memory function is defined by (46) . For α = −1, the exact fractional difference is defined by Equation (38) . Equation (49) is derived from (41) by t = n. The exact finite differences (41) and (49) can be considered as an exact discretization of the left-sided Liouville fractional derivatives and integrals, which are defined by Equations (7) and (8) .
For α = 1, Equation (47) gives the exact discrete analog of the equation of the standard accelerator
which can be written in the form (36) with t = n. For α = 1, Equation (48) gives the exact difference analog of integral equation (37) of the form (38) with t = n.
Conclusions
One of the main promising directions of the application of fractional differential equations is connected with the biological, social, and economic sciences, where this tool allows us to describe a wide class of processes with power-law memory. In these applications, the exact fractional differences of integer and non-integer orders can play an important role. The discrete fractional calculus, which is based on exact fractional differences, allows us to consider an exact correspondence between the discrete-time and continuous-time economic models with power-law memory. The suggested approach can be used to describe processes with power-law memory in finance [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] and economics [68] [69] [70] [71] [72] [73] [74] [75] [76] within the discrete-and continuous-time models. It is important to apply the fractional calculus approach to modeling real processes in the economy. Note that fractional calculus is applied to economic growth modelling in [77] [78] [79] [80] , where the national economies of Portugal and Spain [77] [78] [79] and France and Italy [80] are considered.
