Abstract. This paper will show how the accuracy and security of SCADA systems can be improved by using anomaly detection to identify bad values caused by attacks and faults. The performance of invariant induction and ngram anomaly-detectors will be compared and this paper will also outline plans for taking this work further by integrating the output from several anomalydetecting techniques using Bayesian networks. Although the methods outlined in this paper are illustrated using the data from an electricity network, this research springs from a more general attempt to improve the security and dependability of SCADA systems using anomaly detection.
Introduction
Over the last fifteen years a considerable amount of research has been done on the protection of IP networks against malicious viruses and attacks. We now have intrusion detection systems, firewalls, virus detectors and even a certain amount of anomaly-detecting software making its way into commercial production [2] . SCADA systems play a vital control and information-gathering role in many industries, but until recently very little effort has been expended on their security. The main reason for this is that they have generally been run using obscure protocols and they have had little connection to the outside world. Today this is changing: there is now an increasing interconnectivity of everything, SCADA systems are moving over to standard protocols, and the deregulation of many industries (especially the electricity industry) makes their control systems more vulnerable to manipulation by malicious insiders.
Two approaches can be taken to securing SCADA systems. One is to identify problems at the perimeter of the system using virus and intrusion detection software to identify known attacks and viruses. This provides a good defence against external attackers, but it does nothing to prevent insiders from abusing the system and it is also unable to detect unknown attacks and viruses. A second approach is to model the normal data flows and control operations within the SCADA system to detect anomalies caused by attempts to change or damage the system. This has the advantage that it can detect unknown attacks and the actions of malicious insiders, but unless it is handled carefully it can generate a lot of false alarms.
In the work on anomaly detection that has been carried out so far, the main emphasis has been on monitoring the behaviour of the system (sequences of function calls, connections between machines, and so on) rather than the data passed around the system. Since there is almost no open source SCADA software and many of the datagathering applications run on proprietary hardware, an analysis of functional behaviour is not the best place to start with anomaly detection. The detection of anomalies within the data is a much more promising area of investigation.
SCADA systems are used to control processes ranging from electricity networks to chemical plants. Although in the longer term a solution is needed that can be applied to many different areas, it was decided to start with the data from electricity networks, since this is more systematically related than that from other sources. The techniques described in this paper are being developed as part of the Safeguard IST project [17] , and they will eventually be incorporated into agents that are used detect and repair anomalies within large complex critical infrastructures.
An Overview of the Electricity Management Network
A typical electricity network is managed from a control centre containing a number of computers running server, database, firewall, monitoring and control software. This is connected via a wide area network to a number of data acquisition systems (DAS), which in turn are connected to remote terminal units (RTU), which send data readings from local sites in response to requests from software running in the control centre. The electricity network is managed by sending control signals from the control centre to the RTUs, which control breakers, transformers, switches and so on. The data acquisition and control parts of this management network are its SCADA (Serial Control And Data Acquisition) system. The data that is gathered by electricity SCADA systems is incomplete and subject to substantial corruption and loss. To cope with these problems, a program called a state estimator is used, which takes the data, assigns weights to it according to its credibility, and uses the known electrical properties of the network to calculate a bestfit hypothesis about its current state. A limitation of state estimation is that it cannot cope with massive data loss and it usually assumes that its picture of the topology of the network (i.e. which breakers are open or closed) is correct. This is a risky assumption since there are often configuration errors and there is always the chance that an attacker could be mediating between the control centre and the electricity network. State estimation techniques are also less applicable when the equations relating the data values are less well defined -in water systems and chemical plants for example.
When the state estimator cannot reach a result because of corruption or insufficient data a second technique is brought into play. This is the suggestion of pseudomeasurements, which are rough guesses (generally based on statistics) as to what the corrupt or missing readings should be. Using these pseudo-measurements the state estimator can come up with an improved guess about the true state of the network.
Vulnerabilities of SCADA Systems
Although there has been a lot of hype about the prospect of cyber-terrorists taking control of SCADA systems, 1 there remains a very real threat to them from insiders and outsiders. Power and energy companies are frequent targets of attacks and approximately 60% of them experienced at least one severe security alert in the last six months [9] . There have also been a couple of incidents in the last few years where SCADA systems have been severely compromised: 2 • In November 2001 an attacker used the Internet, a wireless radio and stolen control software to release up approximately one million liters of raw sewage into the river and coastal waters of Maroochydore in Queensland, Australia.
• In 1994 an attacker broke into the computers of an Arizona water facility: the Salt River Project in the Phoenix area.
In addition to outside attacks there is also a threat from insiders, 3 whose greater technical knowledge enables them to do greater damage to the system. Operator errors are also a frequent source of disruption.
Once an attacker is inside an electricity SCADA system, there are a number of malicious actions that they can perform:
• Changing data values. By manipulating data readings an attacker can deceive the operators about the power and voltages on the network. If an operator acts on the false information, they can put the electricity network into a dangerous state.
• Changing control signals. An attacker could block control signals and issue false confirmations. Operators would be lead to think that breakers are closed when they are open or that a transformer is malfunctioning when it is not.
• Opening breakers. The attacker could take direct control of the network and send control signals to shut parts of it down. The operators' attempts to restart the network could be blocked with a denial of service over the SCADA system. • Fraud. In the future, the metering of electricity will be done remotely, probably over IP. Attackers could fraudulently manipulate these readings.
• Overload. In the future, electricity companies are likely to have much more control over demand, for example switching on water heaters in homes when there is low demand. An attacker could overload the electricity system by switching on all the electricity devices across the country at a period of high demand.
The most dangerous scenario is a combination of these disruptions, which could cause a similar loss of control to that experienced when the Legion of Doom took over Southern Bell's telephone network in 1989. 
Detecting Anomalous Events in SCADA Systems
This paper will compare two approaches to modelling SCADA data from an electricity network: one that treats the data as text and learns the normal patterns within this text (n-gram), the other which treats the data as numbers and looks for invariants, such as mathematical relationships between the numbers (invariant induction).
N-gram
This technique was initially developed by Marc Damashek, who used it to classify texts independently of errors and the language they were written in. N-gram scanning works by moving a sliding window of width n along a text and recording the number of occurrences of each sequence of characters in the window. For example, if the system has to process "The cat sat on the mat" using a sliding window of width two, "Th", "he", "e " and so on will be read into the database until the entire document (or string in this case) has been read in. The result is a representation of the document as a vector containing the relative frequencies of its distinct constituent n-grams, which can then be used to measure the similarity between documents.
To apply this technique to the data from an electricity network a number of modifications need to be made. To begin with, this approach is normally error tolerant and here it was necessary to detect errors rather than tolerate them. In electricity measurements, if a decimal point is dropped or a sign reversed, a radically different reading can result. The n-gram technique is error tolerant because it is essentially a statistical technique that measures the distribution of n-grams in the data. To make it more error sensitive it was decided to start with a non-statistical n-gram model of the data, which simply records whether a particular n-gram occurs in the training data or not. This is very similar to Forrest's stide technique [7] , which was used to model the normal sequences of system calls within a Linux system. To reduce the size of the normal model it was decided to work with just the first four characters of each meas-urement. These included the sign of the reading, the position of the decimal point and the most significant digits. Each movement of the sliding window was then advanced four characters along the data so that each successive n-gram covered a new reading. To increase the generalisation offered by the system, a degree of approximation between the n-grams held in the database and the test n-grams was also introduced.
The advantage of the n-gram technique is that it will work with data in any format and it should even work with some forms of encrypted data. A further benefit is that it does not depend upon mathematical relationships between the data readings and so it is a natural complement to invariant induction. The limitation of this approach is that it has difficulty detecting errors that occur close together because a single error creates a zero response for the entire time that the sliding window is over it.
Invariant Induction
This approach builds up a normal model of the data by looking for relationships between the different data readings. These are expressed as invariants, i.e. facts which should always hold in the current context. In the data from electricity networks this approach is particularly effective since most of the data is interrelated in a systematic manner. For example, in the networks that we have experimented on, the relationship between the power flow readings at either end of a line are, to a high degree of accuracy, of the form P1 = kP2 + C, where k and C are constants. Initially a certain number of invariants are hypothesised for the readings from the network. Some relationships are based on physical relationships, but others will simply be empirical relationships that are found in the training data. As more data comes in, some of these relationships will be discarded because they no longer hold and eventually one is left with a set of relationships which hold for all of the training data. A simplified example of this technique now follows.
Suppose that this approach is being applied to the three bus network in Fig. 2 . Table 1 
At times T2 and T3, equations (4), (5) and (6) (and the rest of the potential linear equations) no longer hold and the model of the normal relationships between the data readings reduces down to (1), (2) and (3). If these equations do not hold in a future test data set, this could indicate data corruption or loss, or the manipulation of data by a malicious attacker. In practice, an approximate model will be fitted to the training data and its residual computed (e.g. least squares).
An advantage of this technique is that the beliefs that are encapsulated in the invariants can be used to form beliefs about the components of the invariants. For example, if the power readings at each end of a link between two buses do not satisfy the linear relationship, then one of the power readings must be at fault. Information about the range of typical readings and the last known breaker state can then be used to discover whether there is an error in the power sensor reading or in the breaker sensor reading. This allows you to connect topology information and power readings locally and adjust the weights on the input to the state estimator.
A limitation of this approach is that you can only identify incorrect readings by looking at the relationships of the two candidates with other correct readings. If a sign reverses on P1, equation (1) will no longer hold, but it will not be known whether this is because P2 should be negative or P1 positive unless there are further equations linking P1 and P2 with other readings. These further equations may not always be available if there is a substantial amount of corruption.
Previous Work

N-grams
Marc Damashek was one of the first to develop the n-gram technique [3] . His system has been successfully used it to classify documents independently of errors and language. In the application of this technique presented here, the aim has been rather different, since although the format of the data is ultimately unimportant, the errors are critical and so Damashek's statistical approach could not be adopted unaltered.
The simplified non-statistical version of Damashek's technique used in these experiments is also similar to Stephanie Forrest's sequence time-delay embedding (stide) methodology, described in [7] and elsewhere, which was used to track the behaviour of applications by identifying abnormal sequences of their system calls. The focus in Forrest's work is on the behaviour of the system, not on the data passed around it, and there was little need in the context of her work to track down the exact position of errors and suggest corrections.
Invariant Induction
Since Langley's BACON system [10] , there has been a substantial amount of work on equation induction within the AI and engineering communities and a number of systems have been developed [5] , [15] . However the main aim of this work was to discover equations that could be used by engineers and there has not been any application of the learnt equations to the problem of SCADA security and anomaly detection.
Research into the more general problem of invariant induction has been carried out by Michael Ernst, whose Daikon system [6] dynamically identifies invariant properties of the variables within a program by instrumenting its source code and running it over a test bed that is intended to give a comprehensive coverage of the program's behaviour. As the program runs the variables are analysed for invariant properties, such as x > 10, x + y = 35, etc. Although Ernst's techniques are similar to the ones described in this paper, the area of application is different. Ernst's approach is orientated towards debugging applications and not towards building up a normal model of SCADA data and using this to detect intrusions. Furthermore, Ernst's pruning technique does not allow invariants that are usually true, e.g. 99% of the time.
Support for the State Estimator in Electricity Networks
A lot of research has been carried out on the development of state estimation and the extension of it to include topology errors. This includes the work by Clements on the identification of topology errors [1] [14] and recent research by Wollenberg on massive data loss and pseudo-measurements [8] . However, none of the work so far has applied anomaly-detecting techniques to these problems and very little work has been done on intrusion detection in SCADA systems.
Experiments
Using a load flow program, 5 real and reactive power flow measurements for a six bus network were calculated for total system loads varying over the annual cycle given with the specification of the IEEE 24 bus test network [16] . This provided 8736 files containing snapshots of the network for every hour of every day for a year. To test the false positive rate of the anomaly detectors, one in ten of these files was set aside and then the n-gram and invariant induction techniques were used to learn normal models of the network.
Test data was generated by introducing between 1 and 44 random errors into a selection of the normal data files. These errors included changing the sign of a reading, moving the decimal point to the right or left and swapping one of the digits with a random number. The ability of the two anomaly-detecting techniques to identify the errors was then evaluated.
Results
The first set of experiments measured the true and false positive rates per file for the two techniques, which were used to identify whether a complete snapshot of the network was normal or abnormal. Different sliding window lengths were used for the ngram technique and different threshold settings for the invariant induction. The results are shown in figures 3, 4, 5 and 6. The next set of experiments measured the ability of the two techniques to correctly identify errors within each corrupted file. For the n-gram technique, the sliding windows that covered six and eight data readings gave the best results when identifying errors on a file by file basis and so these window lengths were used to identify errors within each file. For the invariant induction, a threshold setting of 1.96s, where s is the standard deviation of the residual error, was chosen. Since we were focusing on the induction of linear equations in these experiments, this technique could only indicate whether there was an error in a line (represented by two readings) and it could not identify individual points in a file that were corrupt. It was also found that the relationship between the reactive power readings was non-linear and so errors could not be identified in these values. This meant that a maximum of eleven line errors could be detected by invariant induction; whereas the n-gram technique could theoretically detect up to forty four corruptions in the file. Results are shown in Fig. 7 and Fig. 8 . 
Discussion
Both techniques performed well in the first experiment. A sliding window that included six data readings 7 and an approximation level of two could identify ninety eight percent of the corrupt files with a one percent false positive rate. With a standard deviation of two, the invariant induction technique identified ninety one percent of the corrupt files with a four percent false positive rate.
In the second experiment, the n-gram technique proved to be good at accurately identifying small numbers of errors within each file, but as the errors increased the false positive rates started to make the results meaningless. 8 In practice it will probably be sufficient to identify one or two errors in each file or to identify the file as completely corrupt and for this the n-gram technique is sufficient. Invariant induction performed much better on this task and with just one invariant type, this approach proved successful at identifying line corruptions within the files. In these experiments, invariant induction could only identify pairs of readings containing an error, however the performance of this technique will improve as it is extended to include other invariants not described here (such as the sum of the real and reactive powers being zero and topology dependent range checks).
These results suggest that the best way to detect anomalies within electricity data is to combine more than one anomaly-detecting technique. Whilst n-grams perform better on the identification of corrupt files and at pinpointing small numbers of errors within files, invariant induction has a better overall performance on the identification of errors within files. The combined results from both methods could be used to adjust the weighting on data going into the state estimator.
Future Work
The first stage of our future work will be to improve the anomaly detectors by extending the invariant induction to include more sophisticated equations and testing the ability of the n-gram technique to handle encrypted data. Preliminary experiments have suggested that although some forms of encryption reduce the ability of the ngram technique to provide approximate matches, they do not entirely prevent it from recording normal sequences and identifying deviations.
The results so far have indicated that anomaly detection can be improved by combining several different anomaly detectors. An effective way of doing this would be to use a Bayesian network to correlate their outputs with other data sources. This should reduce the false positive rate and would enable more accurate pinpointing of errors. In Fig. 9 , information from the n-gram and invariant anomaly detectors is brought together with a range checker using the Bayesian network, which works out which reading has been corrupted and could suggest a pseudo measurement for that reading. These correlation techniques can also be extended to integrate information from many different independent sources and create higher level concepts and beliefs about them.
The work on improving and correlating the anomaly detectors will be used to study the interactions between the anomaly detectors and the state estimator. As explained in section 2, the state estimator offers an effective way of evaluating the state of the network and the purpose here has not been to duplicate its work, but to improve it. Experiments need to be carried out to evaluate the performance of the state estimator on corrupted data, determine its limitations and then investigate the extent to which correlated anomaly detection can support it by adjusting the weights on readings and suggesting pseudo-measurements. These experiments have tested the anomaly-detecting techniques using the data from an electricity network. A logical next step would be to test them on data from other SCADA systems, such as those controlling water systems and chemical plants. These experiments could also be extended to include SCADA control signals.
Conclusions
Our results suggest that the two anomaly-detecting methods that we have described could be used to successfully detect deliberate or accidental corruption of data within a SCADA system. Both techniques can identify whether a collection of readings from the network is normal or abnormal with a reasonable false positive rate. On the detection of errors within each set of data readings, the two techniques have complementary strengths and the proposed combination of methods using a Bayesian network should enable the limitations of the individual techniques to be overcome. In the longer term these technologies will be incorporated into the Safeguard agent system and used to protect electricity and telecommunications management networks.
