INTRODUCTION
According to the linear speech production model [1] , speech signals are generated by filtering the voice source by the vocal tract transfer function. Modeling the glottal source has been an important topic for decades and has applications in many areas, such as speech coding and speech synthesis. Many source models have been proposed with varying levels of complexity, such as the Rosenberg [2] , Liljencrants-Fant (LF) [3] , and Fujisaki-Ljungqvist (FL) [4] models (see [5] for review). With three parameters, the Rosenberg trigonometric model (denoted Ros) has two separate functions for the opening and closing phases to represent the glottal flow volume velocity [2] . The LF and FL models represent the first derivative of the glottal volume velocity pulse, which incorporates lip radiation effects. The simplified four-parameter LF model [3] uses a combination of sinusoidal and exponential functions, and is commonly used in speech synthesis. With six parameters and polynomial functions, the FL model provides greater detail in modeling the glottal pulse shape, but the increased number of parameters also makes it more difficult to use in practice. The four-parameter glottal flow model (denoted EE1 [6] ) uses a combination of sinusoidal and exponential functions similar to the LF model, but with the ability to adjust the slopes of the opening and closing phases separately. The glottal flow model in [7] (denoted EE2) improves the EE1 model by redefining the model parameters (speed of opening and speed of closing) to allow for lower computational complexity, faster waveform generation, and more accurate pulse shape manipulation. In that study, the EE2 model was used for automatic glottal flow estimation from acoustic speech signals, and glottal area waveforms extracted from high-speed endoscopic recordings of the laryngeal vibrations were converted to glottal flow in order to evaluate the performance of the glottal flow estimation algorithm.
Research efforts have also been devoted to studying the perceptual importance of changes in source waveform shapes. In [2] , listening tests using a variety of glottal excitations showed that simulated excitations with a single slope discontinuity at closure were perceived as more natural-sounding, while very small opening or closing times (or opening times approximately equal to or less than closing times) were not preferred. These experiments also demonstrated that, not surprisingly, glottal models that closely resembled the characteristics of the natural glottal pulse resulted in better synthetic speech. In [8] , the LF model and a turbulent noise generator were used to synthesize four voice quality types (modal, vocal fry, falsetto, and breathy). Perceptual experiments showed that these four voice quality types could be characterized by four parameters: pulse width, pulse skewness, the abruptness of glottal closure, and turbulent noise.
Few studies have attempted to systematically validate glottal source models perceptually, and model development has focused more on replicating observed pulse shapes than on perceptual sufficiency. As a result, it is unclear which (if any) deviations from perfect fit between models and data have perceptual importance. In our previous study [9] , the Ros, FL, LF, EE1, and EE2 source models were fitted to 40 natural normal and pathological voice sources (20 male) obtained by inverse filtering and analysis-by-synthesis (AbS), subject to mean square error (MSE) criteria for which each point of the waveform was weighted equally. Evaluation of model fit at different parts of the source waveforms showed that the fit to the target pulses was worst at the negative peak of the flow derivative. Synthetic copies of the voices were then created using each modeled source pulse, while holding all other synthesizer parameters constant (including formant frequencies and bandwidths, fundamental frequency (F0) and amplitude contours, and spectral noise levels). These stimuli were compared to the AbS target in a sort-and-rate listening test (described below). Across models and voices, the perceptual match between the target and synthetic tokens was best predicted by the match between the target and modeled stimuli at the negative peak of the flow derivative (R 2 = 0.34). Fit during the opening phase also contributed weakly but significantly (p < 0.01) to the perceptual match.
In a follow-up experiment, we fitted the models to the AbS sources subject to MSE criteria while constraining the models to fit the negative peak of the flow derivative precisely, which significantly increased the mismatch to the opening phase (p < 0.01; see Figure 1 ). Informal listening tests on several tokens showed that this significant mismatch to the opening phase resulted in a noticeable perceptual difference between the target and modeled stimuli. These results indicate the need for a source model with increased flexibility to provide a close fit to all parts of the voice source signal.
In this study, a new voice source model, motivated by data from high-speed laryngeal videoendoscopy, is proposed to capture perceptually-important source shape aspects. This model is then evaluated in comparison to 4 existing source models, with respect to fit in both the MSE and perceptual senses. Finally, an automated approach to model fitting was evaluated with respect to a set of voice samples for which quality and F0 varied orthogonally, to assess the applicability of the proposed model in automatic applications.
DATA AND METHOD

Stimuli
Source model comparisons required a target source pulse to which the models could be fitted, and the need for experimental control during perceptual evaluations mandated that this target be synthetic, so that voice stimuli could be created that differed in the source, with all other parameters held constant. To ensure that these synthetic targets were as natural in quality as possible and that they represented a range of naturally-occurring voice qualities, target stimuli were derived via analysis-by-synthesis (AbS [10] ) from 40 natural samples (20 M) of the vowel /a/. Samples were directly digitized at 20 kHz using a Brüel & Kjaer microphone (model 4193), and a 1-second-long segment was excerpted for analysis. Briefly, the synthesizer sampling rate was fixed at 10 kHz. Parameters describing the harmonic part of the voice source were estimated by inverse filtering a representative cycle of phonation for each voice using the method described in [11] . The spectral characteristics of the inharmonic part of the source (the noise excitation) were estimated using cepstral-domain analysis similar to that described in [12] . Spectrally-shaped noise was synthesized by passing white noise through a 100-tap finite impulse response filter fitted to that noise spectrum. To model the F0 and amplitude contours, F0 was tracked pulse by pulse on the time domain waveform. Formant frequencies and bandwidths were estimated using autocorrelation linear predictive coding analysis with a window of 25.6 ms. The complete synthesized source was then filtered through the vocal tract model, and all parameters were adjusted until the synthetic copy formed an acceptable match to the original natural voice sample. A paired comparison (same/different) task ensured that the AbS tokens were indistinguishable from the natural stimuli: d prime ranged from 0 to 1.32 across voices, with a mean of 0.79 (sd=0.41). Given these results, the AbS tokens were used in place of the natural voice samples as the target stimuli in all subsequent analyses.
The Proposed Model
The proposed model is based on the models in [6, 7] , which were motivated by shapes of glottal area waveforms extracted from laryngeal high-speed videoendoscopy. The model is a combination of sinusoidal and exponential functions shown to be effective in approximating a wide range of glottal flow pulse shapes. The model is then refined using AbS to eventually capture the shapes of the glottal flow derivative, as the LF model does. The model has six parameters: the time of the positive peak (t i ), the shape of the opening (S 1 ; amplitude of the waveform at t i /2), the time of the peak flow (t p ; zero-crossing of the flow derivative), the time of the negative peak (t e ), the amplitude of the negative peak (E e ), and the slope of the return phase (t a ). The latter four parameters (t p , t e , E e , and t a ) were originally defined in the four-parameter LF model [3] . The first two parameters were added to the proposed model to provide an additional degree of freedom, so that the timing of the positive peak and the shape from the start to the positive peak can be manipulated directly, independent of the negative peak of the flow derivative. With these parameters, the glottal opening phase could be modeled more accurately. Recall that our previous studies showed that a significant mismatch to the opening phase could lead to a noticeable perceptual difference between the target and the modeled stimuli. An example of a model waveform is shown in Figure 2 . Given the six parameters described above, mathematically the glottal flow derivative u(t) is defined as:
t c is the time of closure. In practice it is convenient to set t c = 1, i.e., the complete fundamental period [3] . , λ 1 and λ 2 are intermediate parameters. As illustrated in Figure 2 , the proposed parameters can be easily derived from the inverse-filtered differential glottal waveform, and directly control the shape of the glottal waveform in a straightforward way. Unlike the LF model, which describes the open phase (0 < t < t e ) using one function, the proposed model uses two functions (0 < t < t i and t i < t < t e ) to describe the open phase, allowing for more flexibility in modeling. Figure 1 (b) shows an example of constraining the proposed model to fit the negative peak of the flow derivative precisely, while still achieving satisfactory fittings in other parts.
Model Fitting
In this study, each of the 40 target AbS-derived source functions was fitted with 5 source models: the Ros, LF, EE1, EE2, and the proposed model. The FL model, which provided the worst fit to the target sources in our previous experiment, was excluded from further experiments. First-derivative representations were calculated mathematically for the Ros, EE1, and EE2 models, which describe flow pulses in the time domain, so that all models were fitted to the target AbS source functions in the flow derivative domain. One cycle of the AbS source signal for each speaker was normalized to a maximum amplitude of 1. Each derivative-domain model was fitted to all of the AbS source functions using MSE criteria, for which each point of the waveform was weighted equally. Additionally, the proposed model was fitted a second time to the AbS source function with the constraint of exactly matching the first point, the positive peak of the flow derivative, the time of maximum flow (zero-crossing of flow derivative), and the negative peak of the flow derivative. Note that it is not always possible to exactly match ALL landmarks for the other models, due to constraints inherent in the models and their parameters. Because of the increased flexibility, especially in modeling the opening phase, the proposed model is able to match all landmarks well. This condition was included for the proposed model in order to assess the combined perceptual importance of the landmarks of the voice source signal. Target AbS source pulses and the corresponding least-MSE-fitted sources using the proposed model for six different speakers are shown in Figure 3 . As this figure shows, the proposed model is able to approximate a wide range of pulse widths, pulse skewnesses, and abruptnesses of glottal closure.
Perceptual Experiment
To determine the perceptual importance of these results, we generated synthetic copies of the voices using each modeled source pulse for each voice, with all other synthesizer parameters held constant at the values derived during AbS, as illustrated in Figure 4 . For the proposed model, only the model-fitted sources with exact matching at the landmark points were used in this experiment (denoted "Proposed-LM"). 40 listeners (UCLA students and staff; 18-33 years of age; M=21.15 years; sd=3.03 years) assessed the similarity of all versions of each voice in a visual sort-and-rate task [13, 14] , in which listeners assessed the extent of perceived match between the original voice samples and each copy. Each listener heard 10 voice "families", where each family included an original natural voice sample, the corresponding target AbS token, and the 5 model-synthesized tokens of the same voice, such that across subjects each family was judged by 10 listeners. The stimuli were presented as distinct icons on the screen. For each family (each trial), listeners were asked to play the stimuli by clicking the icons, and to place perceptually similar sounds close together on a line on the screen, while perceptually dissimilar sounds were to be placed farther away. Listeners were instructed to use as much of the line for sorting the stimuli as they wished. They could listen to the stimuli as often as they like, and the study was not timed.
Although listeners saw no numerical values associated with the endpoints of the line, the left and right endpoints were assigned values of 0 and 1000, respectively. Thus, a numerical value could be assigned to the position of each token. We then calculated the distance of each modeled token from the target AbS voice, and this value was subsequently normalized within family for the range of values used on that given trial by that listener. The absolute values of these normalized distances were used in subsequent analyses, because orientation of the line was arbitrary and varied from listener to listener. (5, 190 ) = 4.27, p < 0.001]. Tukey post-hoc t-tests (with Bonferroni adjustment for multiple comparisons) indicated that no cross-model differences were significant for female speakers. For male speakers, a separate t-test showed that the "Proposed" model had lower MSE values than the Ros, LF, EE1, and EE2 models (p < 0.05). 
RESULTS
Overall Model Fit
Perceptual Experiment
Results of the perceptual experiment are shown in Table 2 . Recall that 40 listeners participated in this task, but each only heard 10 of the 40 voices. Thus, every 4 subjects heard the stimuli from all 40 voices. Because a pre-test showed no significant differences in rating, we averaged the results of every 4 subjects, to make 10 "metasubjects", where each "metasubject" (consisting of 4 listeners) heard all 40 voices. This enabled us to run an ANOVA with "metasubject" as the error term. A two-way (model by sex of voice) repeated-measures ANOVA showed significant main effects of model [F(4, 36) = 155.77, p < 0.0001] and sex [F (1, 9) = 26.49, p < 0.001] on mean perceptual distance, as well as a significant model by sex interaction effect [F(4, 36) = 10.62, p < 0.001]. Tukey post-hoc t-tests (with Bonferroni adjustment for multiple comparisons) indicated that the proposed-LM model formed a significantly better match to the target AbS stimulus (lower mean perceptual distance) than the other models (p < 0.0001). The difference between male and female voices in perceptual distances between the modeled and target tokens was significant only for the Ros model, for which male voices were closer perceptual matches to the AbS voice than female voices (p < 0.0001). For both sexes, the Ros model had a higher perceptual distance than the other models (p < 0.0001). 
MODEL FITTING TO SOURCES WITH DIFFERENT VOICE QUALITIES
Gathering perceptually-corrected AbS data requires substantial manual effort, and is often impractical in voice source modeling or synthesis applications. In this section, we explore model fit to "raw" or "noisy" data, using automatic analyses without time-consuming manual intervention. Further, these analyses examined utterances for which voice quality was systematically varied by experienced speakers to represent continua from breathy to pressed and from low F0 to high F0. Although voice quality is an aspect of perceived naturalness, most source models were originally developed to represent voices with modal (normal) quality. By assessing model fit across a balanced set of quality and F0 variations, we hope to demonstrate the potential applicability of this model for improving the quality of speech synthesis
The speech data were the same as those in [15] . Briefly, 6 subjects (3 male/3 female) were asked to vary their F0 (low, normal and high) and voice quality (pressed, normal and breathy) quasi-orthogonally while sustaining the vowel /i/, resulting in 9 tokens from each speaker. The most stable 1 second of phonation was extracted for analysis. The source signals were obtained using the automatic inverse-filtering software toolkit Aparat [16] . Parameters were manually adjusted to minimize ripples in the inverse-filtered time waveform; no AbS was conducted to perceptually correct the source signals. The LF model and the proposed model were then fitted to source signals representing different voice qualities and F0 levels, as described above, subject to MSE criteria. Table 3 shows MSE values of fitting the LF and proposed models to the source signals with different voice qualities and F0 levels. Although the six subjects were directed to produce a total of 9 different phonations, one female was not able to produce a pressed phonation with normal F0, and one male was unable to produce a low F0 for the three voice qualities. We therefore did not run an ANOVA for this section, because the data were not balanced. T-tests (corrected for multiple comparisons) showed that the proposed model had a significantly lower MSE value than the LF model for high-F0 voices (p < 0.05) and breathy voices (p < 0.05). The MSE values did not differ significantly between the two models for the other F0 levels and voice qualities. The fitting to breathy voices had significantly higher (p < 0.01) MSE values than normal and pressed voices for both models. One possible explanation for these findings is that the aspiration noise generated with breathy voices might have affected the accuracy of inverse filtering. Another reason might be the smoothed glottal closures in breathy voices, because most source models assume a slope discontinuity of the first time derivative (e.g., point (t e , −E e ) of Figure 2 ). Although it was reported in [2] that one slope discontinuity at closure was preferred to generate good-quality synthetic speech (normal voice quality), it is not clear whether this is essential for synthesizing breathy voice, where the closure is more gradual and smooth. Perceptual experiments using breathy voice generated from source signals with different pulse shapes at closure would aid further investigation, and could help determine whether the differences in model fitting across voice qualities and F0 levels are perceptually significant. 
RELATION TO PRIOR WORK
This paper presented a systematic perceptual evaluation of various source models, and proposed a new model to capture perceptually-relevant information. The study in [8] investigated the factors of vocal quality that might be affected by changes in voice source signals but only 3 listeners were involved. In that study, only the LF model was used to generate the source signal. In [4] , 6 models were evaluated but were only used in a task to minimize the linear predictive error from the original voice. In this study, 5 models were evaluated in terms of both physical fits (MSE) to the AbS source and perceptual matches to the target AbS stimuli. Results were based on perceptual experiments with 40 listeners and 40 voice samples.
CONCLUSION AND FUTURE WORK
This study presented a new voice source model with increased flexibility to capture the perceptually-important source shape aspects. Five voice source models were fitted to 40 natural voices obtained by inverse filtering and analysis-by-synthesis (AbS). Synthetic copies of the voices were generated using each modeled source pulse. Models were perceptually evaluated using a visual sort-and-rate task in which listeners assessed the extent of perceived match between the AbS copies and stimuli created with model-fitted sources. Compared to the other models, on average, the proposed model provided more accurate fittings to the AbS-derived source, and source signals with three voice qualities (breathy, modal, and pressed). Perceptual experiments showed that the proposed model provided closer perceptual matches to the target AbS voice than the other models. Future work will examine the effect of using this model in synthesizing continuous speech.
