ABSTRACT The ensemble Kalman filter (EnKF) is a random sampling method based on Monte Carlo and Kalman filter for the extremely high-dimensional nonlinear system. However, the uncertain parameters may be have unexpected effects on the state estimate problem. This paper introduces the desensitized optimal control methodology into the EnKF, and derives the algorithm formula of the proposed desensitized EnKF (DEnKF). A new desensitized cost function is designed by combing the mean square error cost function with the penalty cost function, and the optimal gain is obtained by minimizing the new cost function. The sensitivity of the state errors is propagated by the ensemble error matrix. To demonstrate the effectiveness of the proposed DEnKF, two numerical simulations for a falling body model and induction motor model are designed. The simulation results show that the proposed DEnKF could weaken the sensitivity of state estimate errors to the uncertain parameters and improves the state estimation accuracy, comparing with the standard EnKF.
I. INTRODUCTION
Nonlinear Kalman filtering is an important research area for its wide application in engineering, and has attracted many researchers' interest. A great deal of sub-optimal algorithms have been developed to deal with nonlinear engineering problems, such as integrated navigation [1] , target tracking [2] , and fault diagnosis [3] . These methods include extended Kalman filter, unscented Kalman filter (UKF) [4] , cubature Kalman filter [5] , and central differential Kalman filter [6] , ensemble Kalman filter (EnKF) [7] and particle filter [8] . These nonlinear filters can be divided into three categories: function approximation, deterministic sample approximation, and Monte Carlo random sample approximation [9] . The extended Kalman filter and central differential Kalman filter obtain the moment computation function approximation by using the Taylor expansion and the Stirling interpolation expansion, respectively; the UKF and cubature
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Kalman filter approximate the mean and covariance information through the deterministic sample points; the EnKF and particle filter approximate the probability distribution by using random sample points. The EnKF represents for the probability distribution functions (PDF), the time-update PDF and the posteriori PDF of the measurements by using the ensemble integration. Comparing with the particle filter, the EnKF does not require high dimensionality, and has a lower computational cost under the same accuracy [10] . Also, the EnKF is overall more accurate than the UKF with less tuning parameters. The EnKF is easily implemented, and widely used in the extremely high-order nonlinear systems.
The EnKF can obtain the optimal estimate under the assumption that the dynamic model can be accurately modeled without any colored noises or uncertainties in model parameters. However, the model of the practical engineering always suffers the negative effect of the colored noise or uncertain parameters, and leads to inaccurate state estimation [11] . For the induction motor, the motor stator resistance always changes when the motor is running for a long time or the ambient temperature is too high which results in a certain deviation between the motor model and the actual operation [12] , [13] . In order to solve the above uncertain problems, Karlgaard and Shen introduced the desensitized optimal control (DOC) technology into the Kalman filtering. By adding the penalty cost function into the mean square error cost function and considering the state estimate error sensitivity to the uncertain parameters, the optimal gain is obtained by minimizing the above new cost function [14] , [15] . The DOC technique is introduced into the function approximation filtering [1] , [13] , [14] , and deterministic sample approximation filtering [15] , [16] . For the random sample approximation filtering, it is still an open problem.
This paper introduced the DOC methodology into the EnKF with random samples to overcome the sensitivity to the unknown parameters. A robust desensitized ensemble Kalman Filtering (DEnKF) is proposed for the nonlinear dynamic systems with uncertain parameters. A desensitized cost function of DEnKF is designed by penalizing the posteriori covariance with a sensitivity-weighting sum of the posteriori sensitivities. Then, a gain matrix of the DEnKF is obtained by minimizing the new cost function to regulate the state estimation. The sensitivity of the state estimate error for the proposed DEnKF is different from the above desensitized filtering methods by propagating through the ensemble error matrix.
The rest of this article is organized as follows: Section 2 briefly introduces the dynamics model, sensitivity matrix and desensitized cost function. Robust desensitized ensemble Kalman filter is driven in Section 3. Two numerical simulations including a vertically falling body model and an induction motor model are analyzed in Section 4. Finally, conclusions are shown in the end.
II. DYNAMICS MODEL AND DESENSITIZED COST FUNCTION
In this section, some pre-requisite fundamental contents about the system model, sensitivity matrix and desensitized cost function are presented.
A. DYNAMIC MODEL AND MEASUREMENT MODEL
Consider the following nonlinear system with uncertain parameters,
where x k ∈ R n is the state vector at time step k, z k ∈ R p is the measurement vector, f (·) is the nonlinear dynamic equation and h (·) is the measurement equation, c ∈ R l is the uncertain parameter vector, w k and v k are assumed to be zero-mean Gaussian white noise processes with covariance matrices Q k and R k , respectively. Moreover,w k and v k are assumed to be uncorrelated.
B. SENSITIVITY MATRIX
The classic Kalman filter will obtain unbiased state estimates when there are no uncertain models, uncertain parameters, or color noises. That is to say, the optimal estimation errors must satisfy However, when the model parameter has uncertainties in the filtering process, the state estimates of the Kalman filtering may be biased, or even divergent. Therefore, the estimate results are sensitive to the uncertainties in the dynamic model. Here, the state estimation error sensitivities to the parameter can be defined as [11] , [17] 
where
is the sensitivity matrix, s i = ∂x ∂c i is defined as the sensitivities of the state estimatê x to the ith component of the uncertain parameter vector c. Note that the sensitivities of the state estimation in equations (4) and (5) is ∂x ∂c = 0, because the state x does not change with the assumed value of the uncertain parameter c. In the Appendix, the posteriori estimate of the classical EnKF is obtained bŷ
From the above Eqs. (4), (5) and (6) of the classical EnKF, taking the derivative of the uncertain parameter cin Eq. (6), the sensitivity propagation equation can be obtained by
Remark 1: it is assumed that ∂K ∂c = 0 in Eq. (6), because any ∂K ∂c = 0 implies that the solution of the optimal gain is a function of the residual z k − Z − k , which violates the basis of the classical Kalman filter for the linear update equation given in Eq. (A10) in Appendix [15] , [17] .
C. DESENSITIZED COST FUNCTION
For the classical KF, the optimal gain matrix K k is obtained by minimizing the cost function J KF = Tr(P + k ), which is the trace of the covariance matrix. Considering the state estimate error sensitivities to the uncertain parameters, a new penalty function consisting of a posterior covariance and a posteriorsensitive weighted matrix is introduced into the above cost function, which is defined as
where W ∈ R l×l is a symmetric positive semi-definite diagonal weighting matrix. The each element on the main diagonal of the above weighting matrix is a scalar sensitivity weighting factor of each uncertain parameter. Substituting Eqs. (5) and (7) into Eq. (9) and taking the derivative with respect to K k , and using the trace derivative property in reference [1] , yields
Setting ∂J d ∂K k = 0 and simplifying the Eq. (10), an analytical gain matrix is obtained by
III. ROBUST DESENSITIZED ENSEMBLE KALMAN FILTER
In this section, based on the classical EnKF in Appendix, sensitivity matrix and desensitized cost function, the DEnKF is proposed. According to the partial derivative of the ensemble equation, the sensitivity propagation is determined based on the sensitivity of the ensemble point, for example Eq. (8) . Then, the propagation equations of sensitivities can be obtained by calculating the partial derivative of the propagation equations of the EnKF, such as Eqs. (A3)-(A5) and Eqs. (A6)-(A11). The sensitivity propagation of the ensemble points and the whole algorithm of the proposed DEnKF are summarized as following:
Step 1: Initialize the statex 0 , the covariance matrix P 0 , and the sensitivity parameters S 0 and ∂P 0 ∂c.
Step 2: Factorize
Calculate the propagated ensemble points
and calculate the sensitivities ∂χ j k ∂c by
Step 3: Update the ensemble points of the state
Estimate the predicted statê
and compute the sensitivities S − k of the prior state estimate by
Then, compute the ensemble error matrix E x k , and estimate the predicted covariance matrix
and compute the sensitivities ∂P − xx,k ∂c by
Step 4: Calculate the ensemble points of the prior measurement
and calculate the sensitivities the prior measurement ∂Z j k ∂c by
Evaluate the predicted measurement
and calculate the sensitivities γ k by
Then, compute the ensemble error matrix E z k , and evaluate the innovation covariance matrix
and calculate the sensitivities ∂P zz,k ∂c by
Lastly, evaluate the cross-covariance matrix
and calculate the sensitivities ∂P xz,k ∂c by
Step 5: Minimize the desensitized cost function and obtain the gain matrix
Step 6: Estimate the posterior statê
and calculate the sensitivities S
Then, estimate the posterior covariance matrix
and calculate the sensitivity ∂P
Remark 2: The sensitivity ∂ √ P ∂c of the root square matrix √ P in Eqs. (14) and (36) should be calculated. Taking partial derivative of P = √ P( √ P) T , and obtaining
The solution of Eq. (37) is [1] , [16] 
where and are non-singular matrices which satisfy √ P = I , is an arbitrary n × n skew symmetric matrix.
IV. NUMERICAL SIMULATION
In this section, two numerical simulations, which are the falling body model [16] and the induction motor model [12] , [13] , [18] , are considered to demonstrate the effectiveness of the proposed DEnKF. Besides the proposed DEnKF for two different members, the other four estimators are considered to compare: PEnKF-x the perfect EnKF (PEnKF) means that true values of the parameters are all known exactly, and the ensemble members is x in filtering. IEnKF-x the imperfect EnKF (IEnKF) means that only reference values, not true values, are known, and the ensemble members is x in filtering. DEnKF-x the DEnKF with reference values of the parameter and x ensemble members in filtering.
A. FALLING BODY MODEL
In this work, the altitude x 1 (t), the velocity x 2 (t), and the ballistic coefficient x 3 (t) of falling body are estimated by using the DEnKF algorithm and the EnKF algorithm. The measurement between the radar and the falling body is recorded by using tracking radar. The state system is [16] 
where cis an air density constant varied with altitude, which is the uncertain in the falling. The reference value of the uncertain parameter c isc = 2 × 10 4 , the gravitational acceleration g = 32.2ft/s 2 .
The discrete-time range measurement is defined by (42)
The total time of the simulation is 60 seconds with a sampling time 0.1 second. For the DEnKF, when the ensemble members are 7 and 40, the sensitivity-weighting matrix is set to W 1 = 3 × 10 4 and W 2 = 1 × 10 5 respectively. Here, the ensemble members of the state are assumed to 7 and 40.
To statistically evaluate the performance of the five filters, the simulation runs 1000 Monte Carlos under the same condition. Figs. 1-3 show the root-mean-squared errors (RMSE) FIGURE 1. RMSE of the state x 1 . of the three state estimates of the PEnKF-7, PEnKF-40, IEnKF-7, IEnKF-40, DEnKF-7 and DEnKF-40. When the system model is disturbed by the uncertain parameter, the RMSE of the DEnKF is smaller than that of the imperfect EnKF. The perfect EnKF has the best performance in the filtering because it has known the true values of the uncertain parameter. Table 1 shows the simulation results, which are the RMSE for six filters. It can be seen that the mean of the RMSE for the DEnKF are always smaller than the EnKF under the same ensemble members, and the mean of the RMSEs decreases as the number of ensemble members increases.
B. INDUCTION MOTOR MODEL
The second numerical example considered in this section is a fifth-order nonlinear induction motor model given as following. Using an Euler discretization of a short sampling period T , the discrete-time state dynamics of the induction motor can be given as [18] , [19] 
where x = x 1 x 2 x 3 x 4 x 5 T = i sa i sb ψ ra ψ rb w T represents the two stator currents, the two rotor fluxes and the angular speed, respectively.
The reference values of the constant parameters are the rotor resistancec 1 = 0.15 , the stator resistancec 2 = 0.18 , the stator inductance L s = 0.699H , the rotor inductance L r = 0.699H , the mutual inductance M = 0.068H , the rotor inertia J = 0.0586kg · m 2 , the pole pairs p = 1, and the sampling period T = 0.0001s. u 1 and 
The system outputs are assumed to be
In the simulations, 1000 Monte Carlo simulations with lasting 0.3 second are run to test the above algorithms. The uncertain parameters are the rotor resistance c 1 and stator resistance c 2 , which are distributed to uniform distribution between ±20% of the reference value, and the corresponding sensitivity weighting matrices used in DEnKF are all given by The RMSE of all the states for the DEnKF and the EnKF, in which the ensemble members of the two filters are all 11 and 50, are shown in Figs. 4-8 . From the following figures, it can be seen that the RMSE of the PEnKF is the smallest on the whole, the RMSE of IEnKF is the largest, and the RMSE of DEnKF is between the PEnKF and the IEnKF. Also, in general, the RMSE of the ensemble members of 50 is less than the RMSE of 11 for the DEnKF and the IEnKF. The RMSE mean of each state is summarized in Table 2 . As can be seen from Table 2 , the RMSE mean of the DEnKF is much smaller than the RMSE of the EnKF. The RMSE means of the state estimate gradually decrease, when the ensemble members increase from 11 to 50.
In the word, when the information of the uncertain parameter is incomplete, the proposed DEnKF can reduce the negative effects of the uncertain parameter compared with the EnKF, and it can decrease the nonlinear errors of DEnKF by increasing number of ensemble members.
V. CONCLUSION
In this paper, the desensitized optimal control technique is introduced into the random resample filtering algorithms, and the desensitized ensemble Kalman filter (DEnKF) is proposed to overcome the negative influence of uncertain parameters on state estimation. The desensitized cost function is designed by the sensitivity matrices and the mean square error cost function, and the sensitivity is propagated by the ensemble error matrix. The optimal gain of the DEnKF is obtained by minimizing the above cost function to amend the state estimation. Compared with the standard ensemble Kalman filter, the proposed DEnKF reduces the sensitivity of state estimate errors to uncertain model parameters and improves the state estimation accuracy. Lastly, the effectiveness of the proposed DEnKF is demonstrated by the results of two numerical simulations, which are the falling body model and the fifth-order nonlinear induction motor model.
APPENDIX ENSEMBLE KALMAN FILTER ALGORITHM
The EnKF is an implementation of Monte Carlo-based KF for very high dimensional, nonlinear and non-Gaussian state estimation problems [20] , [21] . It is capable of handling approximately several million state dimensions, making EnKF a popular algorithm in different earth sciences. The EnKF is summarized by the following equations:
At time step k, based on the state estimatex 
