Sandia National Laboratories, Los Alamos National Laboratory, and Lawrence Livermore National Laboratory each selected a representative simulation code to be used as a performance benchmark for the Trinity Capability Improvement Metric. Sandia selected SIERRA Low Mach Module: Nalu, which is a fluid dynamics code that solves many variable-density, acoustically incompressible problems of interest spanning from laminar to turbulent flow regimes, since it is fairly representative of implicit codes that have been developed under ASC. The simulations for this metric were performed on the Cielo Cray XE6 platform during dedicated application time and the chosen case utilized 131,072 Cielo cores to perform a canonical turbulent open jet simulation within an approximately 9-billion-elementunstructured-hexahedral computational mesh. This report will document some of the results from these simulations as well as provide instructions to perform these simulations for comparison.
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Chapter 2 Simulation Description
This chapter describes the application code utilized for this work; the description of the Nalu code base is within Chapter 2.1, the simulation Nalu performs is described within Chapter 2.2, and the operating environment during the CIM DAT is described within Chapter 2.3.
Code Description
Nalu performs the fluid-dynamics simulation utilizing a computational mesh provided from STK Adapt which performs the on-the-fly mesh refinement and decomposition. Nalu and STK Adapt are built atop the Sierra Toolkit [2] . Nalu additionally leverages solvers from the Trilinos Project [3] . Sierra and Trilinos development is primarily funded by ASC. An excerpt from "Trinity Capability Improvement Metric" [4] that further describes Nalu is given below.
The SIERRA Low Mach Module (internal code name: Nalu) solves a wide variety of variable density acoustically incompressible flows spanning from laminar to turbulent flow regimes. This generalized unstructured code base supports both elemental (control volume finite element) and edge (edge-based vertex centered) discretizations in the context of an approximate pressure projection algorithm (equal order interpolation using residual-based pressure stabilization). The generalized unstructured algorithm is second order accurate in space and time. A variety of turbulence models are supported, however, all are classified under the class of modeling known as Large Eddy Simulation (LES). The chosen coupling approach (pressure projection, operator split) results in a set of fully implicit sparse matrix systems. Linear solves are supported by the Trilinos Tpetra interface. Finally, this multi-physics simulation tool is built under the Sierra Toolkit.
By deploying a code base written to leverage both Trilinos/Tpetra and the Sierra Toolkit, i.e., code bases that have been demonstrated to be 64-bit compliant and represent the path towards advanced architectures; the Nalu simulation tool can support mesh and degree-of-freedom counts well above the 2.14 billion count. The calculations are computationally intensive and require good cache usage. In typical applications, hundreds of thousands of time steps must be used.
Communication patterns include both point-to-point exchanges typical of sparse graphs, consistent with assembly of partial sums, and collective reduction operations including global minimums, maximums, and summations. This code base is fairly representative of a wide range of implicit codes that have been developed in support of the ASC Integrated Codes (IC) project.
Nalu's input files currently adhere to the YAML 1.2 specification [5] . The version of Nalu and Trilinos used for the CIM were pulled from their respective development branches on May 11, 2013. The Nalu that is distributed for CIM-related activities is from version 4.29.4, which was tagged on June 11, 2013. The Nalu input files that are discussed in Section 3 and Appendix A are compatible with Nalu 4.29.4 which has a different syntax than the Nalu used for the CIM.
Problem Description
An excerpt from "Trinity Capability Improvement Metric" [4] that describes the problem of interest is given below.
The test problem of interest is a turbulent open jet (Reynolds number of
∼6,000) with passive mixture fraction transport using the one-equation Ksgs LES model. The problem is discretized on unstructured meshes with hexahedral elements. The baseline problem mesh consists of nine billion elements, with total degree-of-freedom count approaching 60 billion. Given the pressure projection scheme in the context of a monolithic momentum solve, the maximum matrix size is ∼27 billion rows (momentum) followed by a series of smaller 9 billion row systems, i.e., for the continuity system (elliptic Pressure Poisson), mixture fraction and turbulent kinetic energy.
The computational domain consists of a cylindrical fluids region with an inner, smaller cylinder removed. The top of this cutout is where the turbulent open jet emanates. The initial discretization of this domain was created as the basis for all of the other mesh sizes. These mesh characteristics, including their names, are given below within Table 2.1. A figure depicting the R1 mesh is given below within Figure 2.1. The mesh nomenclature is "R<level of uniform refinement>;" the uniform refinement is relative to a reference mesh containing 34,215 elements and each level of refinement will increase the number of elements eightfold.
For the CIM, STK Adapt read in the R4 mesh, performed 2 levels of uniform mesh refinement, decomposed the final problem for 131,072 processing elements (PEs), and then wrote the corresponding 131,072 Exodus files to disk, which collectively form the R6 mesh, that were eventually read in by Nalu to perform its simulation. 
Environment Description
The CIM DAT began on May 21 and ended on May 22, 2013. During this time, Cielo had Cray Linux Environment (CLE) version 4.1.UP01 [6] installed with Cray Application Developer's Environment (CADE) version 6.16 [7] . This version of CADE contains the Cray Chapter 3
Package Description
The package that accompanied this document contains the R1, R2, R3, and R4 Exodusformat computational meshes, Nalu input files for performing simulations utilizing R1, R2, R3, R4, R5, and R6 meshes, and sample job scripts for executing Nalu with the R3, R5, and R6 meshes. These example files needed to perform these simulations are within the Examples/Nalu v4.29.4 directory. A list of this directory's files, each accompanied with a brief description, is below.
This is a gzip-compressed Exodus file that contains the R1 computational mesh. 1cm ped 35KR2.g.gz : This is a gzip-compressed Exodus file that contains the R2 computational mesh. 1cm ped 35KR3.g.gz : This is a gzip-compressed Exodus file that contains the R3 computational mesh. 1cm ped 35KR4.g.gz : This is a gzip-compressed Exodus file that contains the R4 computational mesh. nalu-turbElemOpenJet R1 noReset-25step-dt16e-5-muelu k110-mom mixf tke sgs.i :
This is a Nalu input file that references the R1 mesh. nalu-turbElemOpenJet R2 noReset-25step-dt8e-5-muelu k110-mom mixf tke sgs.i : This is a Nalu input file that references the R2 mesh. nalu-turbElemOpenJet R3 noReset-25step-dt4e-5-muelu k110-mom mixf tke sgs.i : This is a Nalu input file that references the R3 mesh. nalu-turbElemOpenJet R4 noReset-25step-dt2e-5-muelu k110-mom mixf tke sgs.i :
This is a Nalu input file that references the R4 mesh. nalu-turbElemOpenJet R5 noReset-25step-dt1e-5-muelu k110-mom mixf tke sgs.i : This is a Nalu input file that references the R5 mesh. nalu-turbElemOpenJet R6 noReset-25step-dt05e-5-muelu k110-mom mixf tke sgs.i : This is a Nalu input file that references the R6 mesh. milestone.xml : This is an XML file that contains solver settings that Nalu reads in. run3.pbs : This is a BASH script containing PBS directives and ALPS [9] commands that utilizes the R3 mesh with Nalu (this assumes that STK Adapt has already been used to create the R3 mesh files). runR2 R3.pbs : This is a BASH script containing PBS directives and ALPS commands that utilize STK Adapt to perform one level of mesh refinement on the R2 mesh and to write out the decomposed R3 mesh to be used with Nalu.
runR4 R5.pbs : This is a BASH script containing PBS directives and ALPS commands that utilize STK Adapt to perform one level of mesh refinement on the R4 mesh and to write out the decomposed R5 mesh to be used with Nalu. runR4 R6.pbs : This is a BASH script containing PBS directives and ALPS commands that utilize STK Adapt to perform two levels of mesh refinement on the R4 mesh and to write out the decomposed R6 mesh to be used with Nalu.
Chapter 4 Simulation Instructions
This chapter will describe the procedure for carrying out the CIM simulations. It is assumed that Nalu and STK Adapt have already been installed; if this is not the case, then please install them first.
As previously described in Chapter 2, STK Adapt performs on-the-fly refinement and decomposition. For an eventual n-PE simulation, STK Adapt will read in a single mesh, e.g., R4, perform on-the-fly mesh refinement as many times as the user specifies, with each time resulting in an eight-fold increase in the number of elements, and then write to disk n mesh files. These n files are then read in by Nalu and the simulation begins. Because of this process, it is possible for all of the mesh refinement and decomposition to occur prior to any of the Nalu simulations beginning. This decision is left to the vendor, however it should be noted that this was the path chosen for the CIM simulations. Additionally, each CIM simulation read in its own copy of the computational mesh.
A description of how to perform the large CIM simulation is given below. These directions can be changed to accommodate other targeted PE counts. This simulation begins with the R4 mesh, STK Adapt performs 2 levels of refinement and then writes out a decomposed R6 mesh, and then Nalu reads these mesh files in and performs the simulation. The first step is to prepare the current working directory, which is assumed to be the directory that will contain all of the simulation-specific files. To do this, the R4 mesh, R6 input file, and milestone.xml files must be copied and uncompressed if necessary.
$ cp /path/to/Examples/Nalu_v4.29.4/1cm_ped_35KR4.g.gz . $ cp /path/to/Examples/Nalu_v4.29.4/\ nalu-turbElemOpenJet_R6_noReset-25step-dt05e-5-\ muelu_k110-mom_mixf_tke_sgs.i . $ cp /path/to/Examples/Nalu_v4.29.4/milestone.xml . $ gunzip 1cm_ped_35KR4.g.gz $ mkdir results $ mkdir 01 $ mv 1cm_ped_35KR4.g 01 Now, STK Adapt can be utilized to create the partitioned R6 mesh from the R4 mesh.
The example below, since the CIM simulation was run on Cielo, utilizes ALPS commands; please convert these commands to their counterparts within the current environment.
$ aprun -n 131072 /path/to/stk_adapt_exe \ --ioss_read_options="large,auto-decomp:yes" \ --ioss_write_options="large,auto-decomp:no" \ --input_mesh=01/1cm_ped_35KR4.g \ --output_mesh=01/1cm_ped_35KR6.g \ --refine=DEFAULT --load_balance=0 \ --print_memory_usage=0 --estimate_memory_usage=0 \ --query_only=0 --respect_spacing=0 --number_refines=2 \ >> text_stkadaptout.log 2>&1
The decomposed R6 mesh should now be saved within the current working directory, with file names resembling 1cm ped 35KR6.g.131072.000000 to 1cm ped 35KR6.g.131072.131071. Nalu can now be executed; the syntax to do this is given below.
$ aprun -n 131072 /path/to/nalu -d 'pwd'/ -i \ nalu-turbElemOpenJet_R6_noReset-25step-dt05e-5-\ muelu_k110-mom_mixf_tke_sgs.i \ -o text_nalulog.log >> text_naluout.log 2>&1
As previously mentioned in Chapter 3, the job scripts that will perform these steps are included as part of the package. To learn more about these scripts please refer to Appendix B. Additionally, please refer to Appendix A for more information about Nalu's input file and what changes are made for the R1 -R6 simulations should any modifications be deemed necessary.
Chapter 5 Determination of Capability Improvement Metric
This chapter describes how to extract and compute the relevant figures of merit from the Nalu log file, which was text nalulog.log in the example within Chapter 4. An excerpt from "Trinity Capability Improvement Metric" [4] that describes the figures of merit is below.
Two figures of merit will be employed; both involve the solution of the momentum equations. The speedup of the two metrics will be weighted to produce a single speedup factor for SIERRA. The first figure of merit will be the average "solve" time per linear iteration. The second will be the average matrix "assemble" time per nonlinear step. Speedup will be defined as: Speedup = Speedup solve * 0.67 + Speedup assemble * 0.33.
The first figure of merit, F OM S , which is the average "solve" time per linear iteration, is computed by extracting the average solve time for the momentum equations and then dividing it by the total number of linear iterations performed in the simulation. The second figure of merit, F OM A , which is the average matrix "assemble" time per nonlinear step, is computed by extracting the average assemble time for the momentum equations and then dividing it by the total number of nonlinear iterations performed in the simulation; please refer to Appendix C for more details about how to extract these figures of merit. Table 5 .1 lists Nalu's figures of merit for a weak scaling trend computed from the results obtained during the CIM DAT, performed on the Cielo Cray XE6 platform with 2.4 GHz AMD Opteron 6136 processors. All of these values are provided to facilitate comparisons from small-to-large computational scales. To provide an example to determine the capability improvement (CI) metric, suppose a simulation with the R7 mesh is performed, resulting in F OM S = 0.425 and F OM A = 2.012. The baseline CIM DAT R6 mesh figures of merit from Table 5 .1 are F OM S = 0.521 and F OM A = 2.422 . Please note that the R7 mesh would be 8x larger than the R6 mesh, which would increase the problem size by a factor of 8. The CI metric, for this example, is shown to be 9.7 from the equations below. 
