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Abstract-Let A E cnxn be an Hermitian positive definite matrix. We propose algorithms for 
the numerical computation of a A-orthonormal basis of a subspace of (IF and of its A-orthonormal 
complement. 
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INTRODUCTION 
In several situations, to solve algebraic problems, the knowledge of an orthonormal basis in the 
sense of some scalar product of 6’” may offer the opportunity to simplify problems outwardly 
complicated. To illustrate this purpose, we can take, for example, the generalized eigenequation 
AX = XBX, (1) 
where B is an invertible matrix. There exist orthogonal transformations (in the sense of some 
A-scalar product) of 6’” which reduce (1) to the classical form 
a2 = x2, (2) 
,. 
with A defined by a = P*AQ, P and Q denoting the matrices of the considered transformation 
relative to some basis of 6’“. Many of these algebraic problems require the computation of a 
basis of the orthogonal complement of some subspace of 6”” [1,2]. 
NUMERICAL ANALYSIS AND ALGORITHMS 
We are interested in the efficient computation of a A-orthonormal basis of a subspace of Cn 
or of its A-orthonormal complement. Cholesky factorization of A is one of the several techniques 
used to construct A-orthonormal bases. This method is based on the following property. 
PROPOSITION 1. If A = C’C is the Cholesky factorization of A, then Q = C-’ is a basis of 6”” 
verifying Q* AQ = I. 
This method requires jn3 flops. It is frequently used because of its simplicity, especially when n 
is not too large and A is not close enough, to a singular or to an undefinite matrix. The numerical 
stability of Cholesky factorization follows from the inequality 
Typeset by &,+S-w 
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which shows that the entries of C are nicely bounded. Wilkinson [3] proved that for a working 
accuracy o, if alcz(A) 5 1, then the factorization process runs to completion, i.e., no square 
roots of negative numbers arise. So that, for this method, the main source of instabilities is 
the roundoff error due to the inversion of C. An approach close to this one may consist of the 
following steps. 
l Compute the Unitary-Triangular factorization of A in the form A = UR, 
l Compute the Cholesky factorization of RU in the form RU = PC, 
l Compute the matrix Q = UC-l. 
The matrix Q is A-orthonormal: Q’AQ = I. This algorithm requires more elementary operations 
than the previous one. But the procedure is numerically stable. This strategy may be compared to 
the Gram Schmidt process where neither factorization nor inversion are needed. Let be X E Cnxn 
a full rank matrix. Gram Schmidt method allows us to factorize X in the form X = QR with 
&*A& = I, R being an upper triangular matrix. The matrix Q is computed iteratively: 
j-1 
V=Xj- C(qiAXj) qk 
k==l 
d=&%, l<j<n (3) 
where the subscript j indicates the jth column. 
Instabilities appear as soon as n > 10. This phenomenon may be explained by a loss of A- 
orthonormality among the computed qj caused by the accumulated roundoff error. However, some 
rearrangement of the computation strategy known as modified Gram-Schmidt (MGS), yields a 
much sounder computational procedure. The new algorithm requires 2n3 flops to compute R 
and Q. It reads as follows 
rkk = llXkjla 
qk = &XC, l<k<n 
rkj = q;AXi, k+lljln 
xj = xj - qkrkj, k+l<j<n. 
(4 
In the view of roundoff error analysis, BjGrck [4] has shown that for A = I, MGS procedure 
computes a matrix Q which satisfies Q*Q = I + EMG~ with JJEMG~J~~ z arcz(X), (Y denoting the 
working accuracy. Another way to deal with our task is proposed now. 
In C” equipped with the canonical scalar product, the Unitary-Triangular factorization using 
Householder elementary matrices is a stable way to a numerical computation of an orthonormal 
basis of 6’:“. In what follows, we try to extend this approach to the case where C’” is equipped 
with the scalar product induced by A. Any matrix Q E Cnxn is considered as an operator from 
6’:” equipped with the canonical product into C:” equipped with the A-scalar product. So that 
the adjoint of Q is given by Q” = &*A and hence (Q”Q = I) _ (Q*AQ = 1) i.e., Q is 
an unitary matrix relative to the considered scalar product if and only if Q is A-orthonormal 
matrix. In Cn equipped with the canonical scalar product, a Householder elementary matrix is 
obtained by perturbating the identity matrix in some direction. We then look for a generalized 
Householder matrix as follows H, = Y - 2vv*X, where matrices X and Y must be determined 
such that H,OH, = I with v E Cn, v*Av = 1. It is easy to show that for X = Arj2 and 
Y = A-(1/2) or X = C* and Y = C-l, A = C*C, the matrix H, is A-orthonormal. We have 
the following result. 
PROPOSITION 2. Any matrix M E FXn can be factorized in the form M = QR where R is 
upper triangular, Q = Hz1 H& . . . Hz,&_, and Q*AQ = I. 
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REMARK. The spaces ( cCn, (.,.)) and (C’“, (., .)*) are not chosen arbitrarily. Indeed, let us 
consider any matrix Q of Cnxn as an operator defined from ((P:“, (.,.)*) into (C”, (., .)a). Let 
&* denote the A-adjoint of Q. Then, Q* = A-lQ*A. Q is A-Hermitian iff Q* = Q and Q is A- 
unitary iff Q* = Q-l i.e., Q*AQ = A. So that the notions of A-unitarity and A-orthonormality 
are not necessarily equivalent. 
Let us define, for v E C”, H(v) = I - 2lI(w), w h ere II(w) = vw*A. II(v) is the A-orthogonal 
projection on linv, the linear space spanned by v. Then, H(v) is a perturbation of the identity 
matrix in the direction of linv. It verifies 
H(v)* = H(v), H(v)* = H(w)-‘. 
Hence, accordingly to the previous remark, H(w) is not A-orthonormal. But we can point out 
that VW E a?, if w # 0, 3w E P, 3a E C such that H(w)w = crel, el being the first 
canonical vector of 6”‘. Hence, for any matrix M E Cnxn, there exist a A-unitary matrix 
Q = H(wl)H(vz) . . .H(wn-1) an d an upper triangular matrix R such that M = QR. In view of 
a reasonably stable numerical computation of a A-orthonormal basis of U?, we propose to use 
the Lanczos tridiagonalization method in the following way. 
PROPOSITION 3. If T = V*AV is the Lanczos tridiagonal factorization of A and if T = C*C is 
the Cholesky factorization of T, then Q = VC-l is a basis of 6”’ such that Q*AQ = I. 
The Cholesky factorization of T requires 0(n) flops. The matrix C is upper bidiagonal. If 
QIl Pl 
Pl a2 P2 
. . . . . . . . T = 
1 4 
Pn-2 an-I A-1 
Pn-1 % 
then the coefficients Cij of C are given by 
CrJl = 0 
CTj = OCj - CT_ lj 
Cjj+l = $$,> lFjl% 
33 
Cij = 0, for i # j - l,j. 
This algorithm requires 3n flops. If C-l = (rij) then 
i < j, 
(5) 
^fij = 0, i > j. 
C-l is an upper triangular matrix. If V = (WI,. . . , v,), then the jth column vector of Q = VC-l 
is given by qj = c vk+&j. It appears that only the coefficients of the jth column Of C-l are 
required in the ctzputation of qj. Moreover, this coefficients can be computed by using the 
following relationships 
1 
“Ij3 = cjj 
Cii 17) 
“Yi-lj = -c,+l,TYij, Z<i<j. 
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So that, in practice, only the nonzero coefficients of C must be stored. The computation of ykj 
will be done simultaneously with that of qj, and may be done by (7). Then, there is no need 
to compute and store explicitly C- ‘. After all, O(2n3) flops are required to get Q. In a similar 
way, we can write an algorithm to compute a A-orthonormal basis of some subspace of 6”“. Let 
$0 E PX”, m 5 n, be a basis of some subspace of C”. We define P = 4GA$a E &‘“xm. If 
V*PV = T is the Lanczos tridiagonal reduction of P and if T = C*C is the Cholesky factorization 
of T, then Q = q50VCe1 is a basis of lin& verifying Q’AQ = I. The algorithm reads as follows 
Compute P = 4tjA&. 
Compute by Lanczos V and T such that V*V = I and P = VTV*. 
Compute the Cholesky factorization of T in the form T = C*C. 
j 
Compute X = &V and the vectors qj, 1 5 j 5 m, with the formula qj = c Xk-fkj where 
k=l 
ykj is given by (7). The factorization of T and the computation of Tij have relatively weak 
cost for moderate values of m. All previous remarks concerning the storage of C and C-’ 
hold. 
In several situations, one may need to compute a basis of the A-orthonormal complement of some 
subspace of Cn. We devote the last paragraph of the paper to this task. Let 40 E Px” be a 
basis of some subspace of 6”“. If $0 E 6’“” (n-m) is a basis of the A-orthonormal complement of 
lin&, then r$7;A$a = 0. So that lin& c Ker(&jA). But, since dimKer(&jA) = dimlin& = n-m, 
we get lin$e = Ker(@A). Let us set D = A&. We have lin$c = (ImD)‘. By factorizing D in 
the form D = QR with Q = (91,. . . , qn) E CnXn and Q*Q = I, R an upper triangular matrix 
with positive diagonal entries, we get (ImD)l = lin(q,+i, . . , qn), so that $, = (qm+l, . , qn) 
is a basis of lin& from which we can build $0 such that $;A& = 1 E C(n-m)x (n-m) by using 
the previous method. The algorithm reads 
l Compute D = A&, 
l ComputeQ=(qi,... ,qn) such that D = QR with Q*Q = I, 
l Form $6 = (qm+l, . . . , qn) and compute $0 such that lin& = lin$& with $$A+a = I by 
using the third algorithm. 
Only some matrix by vector products are needed. The unique necessary inversion may be done 
analytically and simultaneously with the computation of $0. O[(n - m)4] flops are required. 
Other techniques such as Gram Schmidt method or Cholesky factorization can be used to reach 
the same goal for moderate values of n. 
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