Logarithmic Estimates for the Density of Hypoelliptic Two-Parameter Diffusions  by Kohatsu-Higa, A. et al.
481
⁄ 0022-1236/02 $35.00© 2002 Elsevier Science (USA)All rights reserved.
Journal of Functional Analysis 190, 481–506 (2002)
doi:10.1006/jfan.2001.3865, available online at http://www.idealibrary.com on
Logarithmic Estimates for the Density of Hypoelliptic
Two-Parameter Diffusions
A. Kohatsu-Higa1
1 This work was partially supported by DGICYT Grant PB98-1059.
Departament d’Economia, Universitat Pompeu Fabra, Ramon Trias Fargas 25–27,
Barcelona 08005, Spain
and
D. Ma´rquez-Carreras2 and M. Sanz-Solé2
2 This work has been partially supported by Grant PB 960088 from the Subdireccio´n
General de Formacio´n y Promocio´n de Conocimiento and Grant ERBFMRX CT960075A of
the European Union.
Facultat de Matemàtiques, Universitat de Barcelona, Gran Via 585, Barcelona 08007, Spain
Communicated by Paul Malliavin
Received March 16, 2001; accepted September 4, 2001
We consider a hypoelliptic two-parameter diffusion. We first prove a sharp upper
bound in small time (s, t) ¥ [0, 1]2 for the Lp-moments of the inverse of the
Malliavin matrix of the diffusion process. Second, we establish the behaviour of
2e2 log ps, t(x, y),
as e a 0, where x is the initial condition of the diffusion, e=`st, and ps, t(x, y) is
the density of the hypoelliptic two-parameter diffusion. © 2002 Elsevier Science (USA)
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1. INTRODUCTION
Consider the stochastic differential equation in the plane
Xz(x)=x+F
Rz
[Aj(Xr(x)) dW
j
r+B(Xr(x)) dr], (1.1)
where x ¥ Rm, z=(s, t) ¥ T=[0, 1]2, and Wz=(W1z , ..., Wdz ) is a d-dimen-
sional two-parameter Wiener process. The set T is endowed with the usual
partial ordering [ defined coordinatewise and Rz denotes the rectangle
[0, z]={zŒ ¥ T: 0 [ zŒ [ z}. As for the coefficients, we assume throughout
the article the following condition
(P) Aj, B, j=1, ..., d, are m-dimensional vector fields with bounded
derivatives of any order greater than or equal to one.
Equation (1.1) is the integral form of the hyperbolic stochastic partial
differential equation
“2Xs, t(x)
“s “t =Aj(Xs, t(x)) W˙
j
s, t+B(Xs, t(x)),
Xs, t(x)=x, if st=0,
where W˙ denotes space-time white noise. Here we are assuming the usual
convention of sums on repeated indexes. This equation can also be viewed
as the two-parameter version of diffusions. The first result on existence and
uniqueness of solutions for (1.1) was established in [3].
In spite of the formal analogy, several interesting problems concerning
this equation cannot be solved by a straightforward generalization of the
arguments used in the one-dimensional case. An illustrative example is the
existence of density for the law of the solution to (1.1) at a fixed point z
and problems related with this density, such as its asymptotic behaviour in
small time.
Let us introduce different sets of assumptions on the vector fields Aj,
j=1, ..., d, to be used throughout the paper.
(P1x) The vector space spanned by Aj, j=1, ..., d, A
N
i Aj, 1 [ i, j [ d,
ANi (A
N
j Ak), 1 [ i, j, k [ d, ..., ANi1 (A
N
i2 ( · · · (A
N
in−iAin ) · · · )), 1 [ i1, ..., in [ d,
n \ 2, at point x has full rank.
Here ANi Aj denotes the covariant derivative of Aj in the direction of Ai.
(P2x) The vector space spanned by Aj, j=1, ..., d, A
N
i Aj, 1 [ i, j [ d,
at point x has full rank.
(P3) Global coercivity condition:
C
d
j=1
|OAj(x), yP| \ k |y|,
for any x, y ¥ Rm, where k > 0 and O · , ·P denotes the usual inner product
in Rm.
Clearly (P3) implies the ellipticity condition: The vector fields A1, ..., Ad at
any x generate Rm. Thus, it implies (P2x) and (P1x).
It has been proved in [11] that, if (P1x) holds then for any z=(s, t),
st ] 0, the law of Xz(x) is absolutely continuous with respect to Lebesgue
measure and its density, pz(x, · ), is a C. function (see also [12] for an
extension of this result).
Notice that property (P1x) is not comparable with the usual Hörmander’s
condition formulated in terms of the Lie brackets.
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Léandre and Russo have proved in [8] that (P3) yields
lim
eQ 0
2e2 log pz(x, y)=−d2(x, y), (1.2)
where e=`st and d2(x, y) is described as follows. Let H be the set of
functions h=(h1, ..., hd): TQ Rd such that there exists h˙=(h˙1, ..., h˙d) ¥
L2(T; Rd) satisfying h(z)=>Rz h˙(r) dr, z ¥ T. Define Oh, kPH=;dj=1 >T h˙ j(r)
k˙ j(r) dr and ||h||2H=Oh, hPH. The space (H, || · ||H) is the autoreproducing
kernel Hilbert space associated to W. For any h ¥H we introduce the
deterministic differential equation
Shz(x)=x+F
Rz
Aj(S
h
z(x)) h˙
j(r) dr.
Then
d2(x, y)=inf{||h||2H : S
h
1, 1(x)=y, h ¥H}. (1.3)
The result given in (1.2) is the two-parameter analogue of Varadhan estimates
for densities of some Markov semigroups. Under elliptic assumptions and
with analytical techniques it has been proved in [14, 15]. The extension to
hypoelliptic diffusions has been achieved in [6, 7] (see also [1]) by means
of probabilistic arguments.
The purpose of this paper is to study whether (1.2) can be stated under
less restrictive assumptions than (P3), say under (P1x).
We point out that, unlike diffusions, in our setting the densities pz(x, y)
do not satisfy a second order partial differential equation.
In the proof of (1.2) in [8], Eq. (1.1) is transformed into a family
{X ez(x), z ¥ T, e ¥ (0, 1]} solution to
X ez(x)=x+F
Rz
[eAj(X
e
r(x)) dW
j
r+e
2B(Xer(x)) dr]. (1.4)
The scaling property of the Brownian sheet implies that the random vectors
Xz(x), z=(s, t), and X
e
1, 1(x) have the same distribution for e=`st. Then,
assuming (P), (P1x) and denoting by p
e
z(x, y) the density of X
e
z(x),
property (1.2) can be written as
lim
eQ 0
2e2 log p e1, 1(x, y)=−d
2(x, y). (1.5)
The method for the proof of (1.5) in [8] has been formulated in a quite
general framework in [10] for families of Wiener functionals depending on
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a small parameter, as follows. Let {Fe, e ¥ (0, 1]} be a family of nonde-
generate random vectors, in the sense of Malliavin calculus (see [9, 10]).
That means, F e ¥D.(Rm) and if CFe denotes the Malliavin covariance
matrix, then det C−1Fe ¥4p \ 1 Lp(W), for any e ¥ (0, 1]. Let p e denote the
density of F e, || · ||k, p the norm of the space Dk, p(Rm), and || · ||p the Lp-norm.
The next propositions provide tools for the analysis of the upper and lower
bounds, respectively, for the behaviour of p e as e a 0.
Proposition 1.1 [10, Proposition 4.4.2]. Assume that
(i) supe ¥ (0, 1] ||F e||k, p <., for each integer k \ 1, p ¥ [1,.).
(ii) For any p ¥ [1,.), there exist ep > 0 and N(p) ¥ [1,.) such that
||C−1Fe ||p [ e−N(p), for any e [ ep.
(iii) {F e, e ¥ (0, 1]} obeys a large deviation principle on Rm with rate
function I(y), y ¥ Rm.
Then
sup
e a 0
e2 log p e(y) [ −I(y).
Proposition 1.2 [10, Proposition 4.4.1]. Let F ¥ C1(H, Rm) such that
for each h ¥H,
lim
e a 0
F e 1w+h
e
2−F(h)
e
=Z(h)
in the topology of D.(Rm), where Z(h) is an m-dimensional random vector in
the first Wiener chaos with variance CF(h). Define
d2R(y)=inf{||h||
2
H, F(h)=y, det CF(h) > 0}.
Then
lim inf
e a 0
2e2 log p e(y) \ −d2R(y).
We will now discuss within this framework the main difficulties in
extending (1.5) from the elliptic to the hypoelliptic case, that means by
relaxing condition (P3) to (P1x). In the following F e=X
e
1, 1(x), where
x ¥ Rm and e ¥ (0, 1] are fixed.
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The method for checking assumption (ii) in Proposition 1.1 depends
strongly on the type of nondegeneracy assumed on the family {Fe, e ¥ (0, 1]}.
Assuming (P3) the proof is almost immediate (see Proposition 4.13 in [8]).
However, the arguments used in [8] cannot be extended to the case where
only (P1x) is satisfied. In fact, the two-parameter Itoˆ formula does not
provide the appropriate tool to obtain sharp estimates for the inverse of the
Malliavin covariance matrix.
Kusuoka and Stroock, in [5], have investigated this problem in the
Markovian setting; in particular they provide lower bounds for the matrix
assuming a nonrestricted Hörmander’s condition. The analysis is done on
the basis of Taylor’s expansions in time of solutions to stochastic differen-
tial equations (see [5, Corollary 3.2.5]). By the rules of stochastic calculus,
the coefficients of the expansions are given in terms of Lie brackets of the
vector fields appearing in the definition of theMarkov process. A subsequent
study using stochastic analysis leads to bounds depending on powers of t.
A two-parameter version of this procedure would solve the problem of
checking condition (ii) of Proposition 1.1. However, the technique used in
the one-parameter case does not seem to be suitable for two-parameter
stochastic differential equations. The reason for that is the complexity of
the two-parameter stochastic calculus to be used in the Taylor expansions.
Our approach to the problem is based on a direct analysis of the
Malliavin matrix, Cz, of Xz(x), z=(s, t); it leads to the bound
E[(det Cz)−q] [ Cs−a1t−a2,
for some a1, a2 > 0 and s, t small enough. This result is the analogue of
(3.26) in [5].
Doss and Dozzi have established in [4] a large deviation principle on the
space C([0, T]; Rm) of continuous functions for the family of random
vectors {Xe(x), e ¥ (0, 1]} solution of (1.4), with rate function I˜(g)=
inf{12 ||h||
2
H: S
h(x)=g, h ¥H}, g ¥ C([0, T]; Rm). Then, by the contraction
principle, assumption (iii) of Proposition 1.1 is satisfied for X e1, 1(x) with
I(y)=inf{12 ||h||
2
H: S
h
1, 1(x)=y, h ¥H}, y ¥ Rm. By (1.3), 2I(y)=d2(x, y).
Let D˜ denote the Fréchet derivative operator on H. We will prove in
Section 3 that forFe=Xe1, 1(x), the convergence assumption in Proposition 1.2
is satisfied with Fh=Sh1, 1(x) and CF(h)=cSh1, 1(x) :=OD˜S
h
1, 1(x), D˜S
h
1, 1(x)PH.
Set
d2R(x, y)=inf{||h||
2
H: S
h
1, 1(x)=y, det cSh1, 1(x) > 0, h ¥H}. (1.6)
To give a full meaning to the conclusions of Propositions 1.1 and 1.2 one
needs to prove that d2(x, y) is finite. This is almost obvious assuming (P3)
(see Proposition 2.6 in [8]), but its proof seems to be much more involved
under (P1x).
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The Campbell–Hausdorff formula provides a tool for establishing the
finiteness of d2(x, y) for hypoelliptic diffusions. We refer the reader to
[2, Theorem 1.14] for a proof in a particular case.
No parallel arguments can be extended to the two-parameter setting.
Instead we have approached the problem using Taylor’s expansions with
respect to (s, t) of Shs, t(x). The disadvantages of this technique are the
notational and technical difficulties of the two-parameter calculus. For this
reason, we have considered the validity for any x ¥ Rm of hypothesis (P2x)
and proved that the set {h ¥H : Sh1, 1(x)=y} is nonempty and therefore
that d2(x, y) is finite. As a by-product we obtain the continuity of the
mapping xQ d2(x, y) for any fixed y ¥ Rm. We believe that the property
also holds assuming (P1x) for any x ¥ Rm, but writing a clear and rigorous
proof seems to be a long and tedious task.
Using a similar approach to that in [6] we finally prove that the upper
and lower bounds provided in Propositions 1.1 and 1.2, respectively, do
coincide.
The paper is organized as follows. In Section 2 we fix x ¥ Rm, we assume
(P1x), and we prove a sharp upper bound in small time z for the Lp-moments
of the inverse of the Malliavin matrix of Xz(x). This result has interest on
its own. In Section 3 we assume (P1x) and using Propositions 1.1 and 1.2,
we establish upper and lower bounds for the lim sup and the lim inf of
e2 log p e1, 1(x, y), respectively. In Section 4 we assume that (P2x) holds for
any x ¥ Rm. We prove (1.5) and thus, (1.2). Moreover we show that d2(x, y)
is finite.
Along the paper we denote by the same C different positive constants.
We refer the reader to [9] for the essentials of Malliavin calculus needed
for reading this article.
2. STUDY OF THE MALLIAVIN COVARIANCE MATRIX
Fix z ¥ T=[0, 1]2, x ¥ Rm, and let Cz be the Malliavin matrix of the
random vector Xz(x). Then
C ijz=ODX
i
z(x), DX
j
z(x)PH=C
d
h=1
F
Rz
t jh(z, r) dr,
i, j=1, ..., m, where the processes {t ih(z, r), z \ r} are the solutions of the
system
t ih(z, r)=A
i
h(Xr(x))+F
[r, z]
[“k A il(Xu(x)) tkh(u, r) dW lu
+“kB i(Xu(x)) tkh(u, r) du], (2.1)
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with “k :=“/“xk, 1 [ h [ d, 1 [ i [ m (see [11] for the existence and
uniqueness of solution for these equations).
In this section we will use the hypothesis (P1x). Set D0={Ah, 1 [ h [ d}
and Dj={A
N
hV, 1 [ h [ d, V ¥Dj−1} for any j \ 1. Then property (P1x)
yields the existence of a positive integer j0 such that the linear span of
1 j0j=0 Dj at the point x has dimension m.
The purpose of this section is to prove the following.
Theorem 2.1. Assume (P1x). Fix q \ 1, z=(s, t) ¥ (0, 1)2, and b ¥
(0, 13 2
−4j0). There exists a constant C0 < 1 depending on q, x, j0, and the
coefficients of the system (1.1), but not on z, such that, if s1/bN t3/2 < C0,
E[(det Cz)−q] [ C(s1/bt3/2)−(qm+m+1),
for some positive constant C depending on q.
Remark. In Theorem 4.3 of [11] it has been proved that E[(det Cz)−q]
[ C. Thus, the preceding theorem gives a more accurate result.
The next lemma provides an important ingredient for the proof of
Theorem 2.1.
Lemma 2.2. Fix z=(s, t) ¥ T with s · t ] 0 and assume (P1x). Then, for
all p \ 1 and any unitary vector v ¥ Rm we have
P{vgCzv [ g} [ gp,
whenever g [ s1/bN t3/2Ndp, j0 . Here b ¥ (0, 13 2−4j0) and dp, j0 is a positive
constant depending on Hörmander’s condition (P1x), the initial condition x,
p, and the coefficients of the system (1.1).
Proof. Let t ih(z, r) be defined in (2.1). Set t
i
h(z, r)=z
i
a(z, r) A
a
h(Xr(x)),
where, for any r \ 0, the process {z ij(z, r), z \ r}, i, j=1, ..., m, satisfies
z ij(z, r)=d
i
j+F
[r, z]
[“kA ih(Xu(x)) zkj (u, r) dWhu+“kB i(Xu(x)) zkj (u, r) du].
Thus,
C ijz=C
d
h=1
F
Rz
z ia(z, r) A
a
h(Xr(x)) z
j
aŒ(z, r) A
a−
h (Xr(x)) dr.
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Let g ¥ (0, t3/2); we have for v ¥ Rm,
P{vgCzv [ g}=P 3 Cd
h=1
F
Rz
(viz
i
j(z, r) A
j
h(Xr(x)))
2 dr [ g4
[ P 3 Cd
h=1
F s
0
F t
t−g2/3
(viz
i
j(z, r) A
j
h(Xr(x)))
2 dr [ g4
[ p1+p2,
with
p1=P 3 Cd
h=1
F s
0
F t
t−g2/3
(viA
i
h(Xr(x)))
2 dr [ 4g4 ,
p2=P 3 Cd
h=1
F s
0
F t
t−g2/3
(vi(d
i
j−z
i
j(x, r)) A
j
h(Xr(x)))
2 dr > g4 .
We first examine p2. From Lemma 3.1 of [11] we know that
sup
r ¥ [0, s]×[t−g2/3, t]
E[||Im−z(z, r)||4q] [ Cs2qg4q/3, (2.2)
for any q \ 1, where C is a positive constant depending on x, q, and the
coefficients of the system (1.1).
Since s [ 1, Chebychev’s inequality and (2.2) yield
p2 [ Csqg−q/3 sup
r ¥ [0, s]×[t−g2/3, t]
[E(||Im−z(z, r)||4q) E(||A(Xr(x))||4q)]1/2
[ Cs2qgq/3
[ Cgq/3, (2.3)
for any q \ 1.
We decompose p1 as
p1 [ p11+p12,
where
p11=P 3 Cd
h=1
F s
0
F t
t−g2/3
(viA
i
h(Xr1, t(x)))
2 dr1 dr2 [ 16g4 ,
p12=P 3 Cd
h=1
F s
0
F t
t−g2/3
(vi(A
i
h(Xr(x))−A
i
h(Xr1, t(x))))
2 dr1 dr2 > 4g4 ,
r=(r1, r2).
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The usual procedure based on Burkholder’s, Hölder’s, and Gronwall’s
inequalities yields
E[||Xr(x)−Xr1, t(x)||
2q] [ Crq1(t−r2)q, (2.4)
for any r=(r1, r2) ¥ Rz.
Then, Chebychev’s inequality and (2.4) imply
p12 [ Csqg−q/3 sup
r ¥ [0, s]×[t−g2/3, t]
E : Cd
h=1
(vi(A
i
h(Xr(x))−A
i
h(Xr1, t(x))))
2 :q
[ Cgq/3, (2.5)
for any q \ 1.
We now study
p11=P 3 Cd
h=1
F s
0
(viA
i
h(Xr1, t(x)))
2 dr1 [ 16g1/34 .
Property (P1x) implies the existence of R > 0 and CH > 0 such that
C
j0
j=0
C
V ¥Dj
(viV i(y))2 \ CH,
for all v, y ¥ Rm with |v|=1 and |y−x| [ R. For g ¥ (0, s1/b), let Sg be the
stoppingtimewithrespecttothes-fieldFr1, t generatedby{Ws1, s2 , s1 [ r1, s2 [ t},
r1 \ 0, defined as
Sg=inf{r1 \ 0, sup
(h1, h2) ¥ [0, r1]×[0, t]
|Xh1, h2 (x)−x| \ R}Ngb.
Set
Ej=3 C
V ¥Dj
FS
g
0
(viV i(Xr1, t(x)))
2 dr1 [ 16gm(j)4 ,
with m(j)=13 2
−4j, j=0, ..., j0. Then
p11 [ C
j0
j=1
P(Ej−1 5 Ecj )+P(F),
where F=E0 5 E1 5 · · · 5 Ej0 .
Consider the decomposition
P(F) [ P(F 5 {Sg=gb})+P(Sg < gb).
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On {Sg=gb}, Hörmander’s condition (P1x) implies
CHgb [ C
j0
j=0
C
V ¥Dj
FS
g
0
(viV i(Xr1, t(x)))
2 dr [ 16 C
j0
j=0
gm(j)
[ 16(j0+1) g
1
3 2
−4j0.
Since b ¥ (0, 13 , 2
−4j0), there exists a positive constant rH < 1 depending
on Hörmander’s condition such that for g [ rH we have CHgb >
16(j0+1) g (1/3) 2
−4j0. Hence the set F 5 {Sg=gb} is empty. On the other
hand, using Burkholder’s and Hölder’s inequalities we obtain
P(Sg < gb)=P{ sup
h [ (gb, t)
|Xh(x)−x| \ R}
[ R−qE 3 sup
h [ (gb, t)
:F
Rh
[Ah(Xr(x)) dW
h
r+B(Xr(x)) dr] :q4
[ CR−qgbq/2tq/2
[ CR−qgbq/2, (2.6)
for any q \ 2.
We are now going to study the intersections, Ej−1 5 Ecj , j=1, ..., j0. We
have
P(Ej−1 5 Ecj ) [ C
V ¥Dj−1
P 3FSg
0
(viV i(Xr1, t(x)))
2 dr1 [ 16gm(j−1),
C
d
h=1
FS
g
0
(vi(A
N
hV)
i (Xr1, r(x)))
2 dr1 >
16gm(j)
lj−1
4 ,
with lj=cardDj. Let V ¥Dj−1. Itoˆ’s formula applied to the process
{Xh1, h2 (x), h1 ¥ [0, 1]} yields
V i(Xh1, h2 (x))=V
i(x)+F
Rh1 , h2
“k V i(Xr1, h2 (x)) Akh(Xr1, r2 (x)) dWhr1, r2
+F
Rh1, h2
5“k V i(Xr1, h2 (x)) Bk(Xr1, r2 (x))
+12 “2k, jV i(Xr1, h2 (x)) C
d
h=1
Akh(Xr1, r2 (x)) A
j
h(Xr1, r2 (x))6 dr1 dr2,
where “2k, j=“2/(“xk “xj).
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Consider the following inequality
P(Ej−1 5 Ecj ) [ C
V ¥Dj−1
p j, V111+p
j, V
112 ,
with
p j, V111=P 3FSg
0
(viV i(Xr1, t(x)))
2 dr1 [ 16gm(j−1),
C
d
h=1
FS
g
0
F t
0
(vi “kV i(Xr1, t(x)) Akh(Xr1, r2 (x)))2 dr1 dr2 \
4g3m(j)
lj−1
4 ,
p j, V112=P 3 Cd
h=1
FS
g
0
(vi “kV i(Xr1, t(x)) Akh(Xr1, t(x)))2 dr1 >
16gm(j)
lj−1
,
C
d
h=1
FS
g
0
F t
0
(vi “kV i(Xr1, t(x)) Akh(Xr1, r2 (x)))2 dr1 dr2 [
4g3m(j)
lj−1
4 .
Fix n \ 1. Theorem 8.26 in [13] for m=5 applied to the Fr1, t-semimartin-
gale {V i(Xr1, t(x)), 0 [ r1 [ s} yields
p j, V111 [ C
n
a=1
P 3F gban NSg
gb(a−1)
n NS
g
(viV i(Xr1, t(x)))
2 dr1 [ 16gm(j−1),
C
d
h=1
F
gba
n NS
g
gb(a−1)
n NS
g
F t
0
(vi “kV i(Xr1, t(x)) Akh(Xr1, r2 (x)))2 dr1 dr2 \
4g3m(j)
nlj−1
4
[`2 n exp{−2−7(Cng 53
1
24j+CŒn−
1
2gb−
1
24j+1t)−2}+P(Sg < gb), (2.7)
where the constants C, CŒ depend on the initial condition x and coefficients
of Eq. (1.1). Take n ¥ ((1/24j)−2b, (5/3)(1/24j)) and for any g < s1/bN
t3/2NrH choose n such that n [ g−n < n+1. Then, the first term of the right
hand side of (2.7) is bounded by
`2 g−n exp{−2−7(Cg 53
1
24j
− n+CŒg n2+b− 124j+1t)−2}. (2.8)
This quantity is less than gc for any g [ gj N s1/bN t3/2NrH with gj depending
on c, x, the coefficients of Eq. (1.1) and j.
This estimate, together with (2.7) and (2.6), implies
p j, V111 [ CR−qgbq/2+gc,
for any c \ 1 and any g satisfying the requirements specified before.
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Chebychev’s inequality and (2.4) imply
p j, V112 [ P 3 Cd
h=1
FS
g
0
F t
t−g2m(j)
(vi “kV i(Xr1, t(x))
×Akh(Xr1, t(x)))
2 dr1 dr2 >
16g3m(j)
lj−1
,
C
d
h=1
FSg
0
F t
t−g2m(j)
(vi “kV i(Xr1, t(x)) Akh(Xr1, r2 (x)))2 dr1 dr2 [
4g3m(j)
lj−1
4 ,
[ P 3 Cd
h=1
FS
g
0
F t
t−g2m(j)
(vi “kV i(Xr1, t(x))(Akh(Xr1, t(x))
−Akh(Xr1r2 (x))))
2 dr1 dr2 >
4g3m(j)
lj−1
4
[
C
g3qm(j)
E : Cd
h=1
F g
b
0
F t
t−g2m(j)
(vi “kV i(Xr1, t(x))(Akh(Xr1, t(x))
−Akh(Xr1r2 (x))))
2 dr1 dr2 :q
[ Cg (b−m(j)) q sup
(r1, r2) ¥ (0, g
b)×(t−g2m(j), t)
E ||A(Xr1, t(x))−A(Xr1, r2 (x))||
2q
[ Cg (2b+m(j)) q, (2.9)
for any q \ 1.
Finally, from (2.3), (2.5), (2.6), (2.8), and (2.9), and taking g [min{t3/2,
s1/b, rH, g1, ..., gj0}, we have
P{vgCzv [ g} [ C 5gq/3+R−qgbq/2+Cj0
j=1
C
V ¥Dj−1
(gc+g(2b+m(j)) q)6 .
This completes the proof of the lemma. L
We can now prove the main result of this section.
Proof of Theorem 2.1. Set L=max|v|=1 vgCzv=||Cz ||. The estimates for
the moments of the solutions of stochastic differential equations in the plane
obtained in [11] show that E(||Cz ||J) [ CJ, for all J \ 1; CJ is a positive con-
stant depending on J, x, and the coefficients of (1.1). Then, by Lemma 8.42
in [13] it suffices to prove
E(vgCzv)−a [ C(s1/bt3/2)−a, (2.10)
for a=2(qm+m+1).
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By Lemma 2.2, there exists a constant da+1, j0 such that if s
1/bN t3/2 <
da+1, j0 , then
P{vgCzv [ g} [ ga+1, (2.11)
for any g [ s1/bt3/2.
Using (2.11), we obtain (2.10), as follows:
E(vgCzv)−a=F
+.
0
P{vgCzv [ y−1/a} dy
[ F (s
1/bt3/2)−a
0
P{vgCzv [ y−1/a} dy
+F+.
(s1/bt3/2)−a
P{vgCzv [ y−1/a} dy
[
1
(s1/bt3/2)a
+a(s1/bt3/2).
Thus the result of the theorem holds true with C0=d2(qm+m+1)+1, j0 . L
3. UPPER AND LOWER LOGARITHMIC BOUNDS
Let p e1, 1(x, y) be the density of the random vectorX
e
1, 1(x) defined in (1.4).
Let d2(x, y), d2R(x, y) be as in (1.3), (1.6), respectively.
The purpose of this section is to prove the following result.
Theorem 3.1. Assume (P1x). Then,
lim sup
e a 0
2e2 log p e1, 1(x, y) [−d2(x, y),
lim inf
e a 0
2e2 log p e1, 1(x, y) \−d2R(x, y).
In the proof of this theorem we will use Propositions 1.1 and 1.2.
In the next lemmas we state some ingredients needed to prove that
F e :=Xe1, 1(x) satisfies the assumptions of Propositions 1.1 and 1.2. We
denote by C e1, 1 the Malliavin matrix CXe1, 1(x).
Lemma 3.2. Suppose that (P1x) holds. For any p ¥ [1,.), there exist
ep > 0 and N(p) ¥ [1,.) such that for any e [ ep,
||(C e1, 1)
−1||p [ e−N(p).
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Proof. Léandre and Russo have proved in [8] that
sup
e ¥ (0, 1)
||X ez(x)||k, p <., (3.1)
for any z ¥ [0, 1]2 and each k \ 1, p > 1.
On the other hand, applying Theorem 2.1 with (s, t)=(e, e) we obtain
E[(det C e1, 1)
−q]=E[(det Ce, e)−q] [
C
e (
3
2+
1
b
)(qm+m+1)
,
for any q \ 1. Then, using the relationship between (C e1, 1)−1 and the
determinant of C e1, 1 and (3.1), we close the proof of this lemma. L
From the results by Doss and Dozzi in [4], the family of random vectors
{Xe1, 1(x), e ¥ (0, 1)} obeys a large deviation principle on Rm with rate
function
I(y)=inf{12 ||h||
2
H, S
h
1, 1(x)=y, h ¥H}.
Set Y e, hz =X
e
z(x)(w+
h
e ), e ¥ (0, 1], h ¥H, z ¥ T. The process {Y
e, h
z , z ¥ T}
satisfies the equation
Y e, hz =x+F
Rz
[Aj(Y
e, h
r )(e dW
j
r+h˙
j(r) dr)+e2B(Ye, hr ) dr].
By uniqueness of solution Y0, hz =S
h
z(x) and Y
e, 0
z =X
e
z(x).
Standard arguments yield
sup
e ¥ (0, 1)
sup
z ¥ T
E(|Y e, hz |
p) [ C, (3.2)
lim
e a 0
(sup
z ¥ T
E(|Y e, hz −S
h
z(x)|
p))=0, (3.3)
for any p \ 1.
We also introduce the following process {Zhz , z ¥ T} defined by
Zhz=F
Rz
Aj(S
h
r (x)) dW
j
r+F
Rz
A −j(S
h
r (x)) Z
h
r h˙
j(r) dr.
Note thatZhz belongs to the firstWiener chaosbecause theMalliavinderivative
DZhz is deterministic. Moreover, by uniqueness of solution DZ
h
z=D˜S
h
z(x).
One can easily check that
sup
z ¥ T
E(|Zhz |
p) <., (3.4)
for any p > 1.
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Let
G e, hz =
Y e, hz −S
h
z
e
, e ¥ (0, 1], z ¥ T, h ¥H.
We want to study convergence of G e, hz , as e converges to 0.
Lemma 3.3. Fix z ¥ T, h ¥H; then
lim
e a 0
(G e, hz −Z
h
z)=0
in the topology of D.(Rm).
Proof. We first study the convergence in Lp. Fix p ¥ [2,.). We can
decompose
E(|G e, hz −Z
h
z |
p) [ C C
3
i=1
Mhi (e, z),
with
Mh1(e, z)=E 1 :F
Rz
(Aa(Y
e, h
r )−Aa(S
h
r (x))) dW
a
r
:p2 ,
Mh2(e, z)=E 1 :F
Rz
5Aa(Y e, hr )−Aa(Shr (x))
e
−A −a(S
h
r (x)) Z
h
r
6 h˙a(r) dr :p2 ,
Mh3(e, z)=E 1 : e F
Rz
B(Ye, hr ) dr :p2 .
Property (3.2) clearly yields lime a 0 M
h
3(e, z)=0. Burkholder’s inequality,
the Lipschitz property of the coefficients, and (3.3) imply the convergence
ofMh1(e, z) to 0, as e a 0, uniformly in z ¥ T.
By the mean-value theorem,
Aa(Y
e, h
r )−Aa(S
h
r (x))=A
−
a(k
e, h, a
r )(Y
e, h
r −S
h
r (x)), a=1, ..., d,
k e, h, ar =laY
e, h
r +(1−la) S
h
r (x), for some la(w) ¥ (0, 1). Then,
:Aa(Y e, hr )−Aa(Shr (x))
e
−A −a(S
h
r (x)) Z
h
r
: [ C{|G e, hz −Zhz |+|Y e, hz −Shr (x)| |Zhr |}.
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Properties (3.4) and (3.3) and Gronwall’s lemma yield
Lp− lim
e a 0
(G e, hz −Z
h
z)=0, (3.5)
uniformly in z ¥ T, p ¥ [1,.).
Since Shz(x) is deterministic and Z
h
z belongs to the first Wiener chaos, it
only remains to check
lim
e a 0
E 1 :F
T
:1
e
DrY
e, h
z −DrZ
h
z
:2 dr :p/22=0, (3.6)
lim
e a 0
E 1 :F
Tk
:1
e
DkrY
e, h
z
:2 dr :p/22=0, (3.7)
for any integer k \ 2, p ¥ [1,.).
The proof of (3.6) is similar to that of (3.5). As for (3.7) it can be
checked using a recursive argument on k. L
We can now prove the main result of this section.
Proof of Theorem 3.1. Let F e=Xe1, 1(x). Property (3.1), together with
Lemma 3.2 and the above mentioned large deviation principle proved by
Doss and Dozzi, ensures that the conditions of Proposition 1.1 are
satisfied. Thus,
lim sup
e a 0
2e2 log p e1, 1(x, y) [ −d2(x, y).
Let F(h)=Shz(x) and Z(h)=Z
h
z . It is easy to check that S
h
z(x) belongs to
C1(H, Rm). Then, by Lemma 3.3 the assumptions of Proposition 1.2 are
satisfied and therefore
lim inf
e a 0
2e2 log p e1, 1(x, y) \ −d2R(x, y). L
4. VARADHAN–LÉANDRE’S ESTIMATES
In this section we consider the assumption
(P2) For any x ¥ Rm, (P2x) holds.
Our purpose is to prove the following theorem.
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Theorem 4.1. Let X ez(x) be the solution to Eq. (1.4) and p
e
z(x, y) its
density. Assume (P2); then
lim
e a 0
2e2 log p e1, 1(x, y)=−d
2(x, y),
and the function d2(x, · ) is finite.
Let d2(x, y) and d2R(x, y) be as in (1.3) and (1.6), respectively. Assume
that (P2) yields
d2(x, y)=d2R(x, y) <.; (4.1)
then Theorem 4.1 follows from Theorem 3.1.
The following technical lemma will be needed.
Lemma 4.2. There exist elements of H, hi,+, hi, − , hik,+, hik, − , 1 [ i,
k [ d, such that, for any (h1, h2) ¥ [0, 1]2, we have the expansions
Shi,+h1, h2 (x)=x+C
+
i Ai(x) h1h2+D
+
i (x, h1, h2) h
2
1h
2
2, (4.2)
Shi, −h1, h2 (x)=x−C
−
i Ai(x) h1h2+D
−
i (x, h1, h2) h
2
1h
2
2, (4.3)
Shik,+
h1, h2
(x)=x+C+ikA
N
i Ak(x) h
2
1h
2
2+D
+
ik(x, h1, h2) h
3
1h
3
2, (4.4)
Shik, −h1, h2 (x)=x−C
−
ikA
N
i Ak(x) h
2
1h
2
2+D
−
ik(x, h1, h2) h
3
1h
3
2, (4.5)
where
min
1 [ i, k [ d
{C+i , C
−
i , C
+
ik, C
−
ik} > 0
and the coefficients D+i , D
−
i , D
+
ik, D
−
ik are uniformly bounded on compact sets.
Remarks. (a) The constants C+i , C
−
i , C
+
ik, and C
−
ik depend on hi,+,
hi, − , hik,+, and hik, − , respectively.
(b) We have not succeeded extending Lemma 4.2 to vector fields of
the type ANi1 (A
N
i2 ( · · · (A
N
il−1Ail ) · · · )), for l \ 3. This is why Theorem 4.1 is
proved under assumption (P2).
Proof of Lemma 4.2. All the identities (4.2)–(4.5) are obtained through
Taylor expansions of Shh1, h2 (x) at (h1, h2)=(0, 0) with an appropriate
choice of h ¥H.
Fix i=1, ..., d ; set h˙i,+(r)=(0, ..., 0, a1[0, h1]×[0, h2](r), 0, ..., 0), a > 0,
where the null components of h˙i,+ correspond to indices j ] i. Then (4.2)
with C+i =a is obtained by the Taylor expansion of S
hi,+
h1, h2 (x) at (h1, h2)=
(0, 0).
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Analogously, h˙i, −(r)=(0, ..., 0, a1[0, h1]×[0, h2](r), 0, ..., 0), a < 0, yields
(4.3) with C−i =−a.
Define h˙ii, −(r)=(0, ..., 0, (h˙ii, −) i (r), 0, ..., 0), with
(h˙ii, −) i (r)=a1[0,h12 ]×[0,
h2
2 ]
(r)−a1[h12 , h1]×[
h2
2 , h2]
(r),
a ¥ R−{0}. Graphically,
As before, applying two times the Taylor expansion of order two to Shii, −h1, h2 (x)
yields (4.5) for i=k with C−ii=Ca
2. In order to obtain (4.4) for i=k, we
consider the solution Shii,+
h1, h2
(x) corresponding to h˙ii,+(r) defined by (h˙ii,+) j (r)
=0 for j ] i, (h˙ii,+) i (r)=a1[h1/2, h1]×[0, h2/2](r)−a1[0, h1/2]×[h2/2, h2](r), a ¥ R
−{0}, and proceed similarly.
Assume now i ] k. We define h˙ik,+(r) with (h˙ik,+) j (r)=0 for j ] i, k ; the
ith and kth components of h˙ik,+ are defined as shown below:
with a ¥ R−{0}. The corresponding Taylor of Shik,+
h1, h2
(x) yields (4.4) for
i ] k. Finally, (4.5) corresponds to h˙ik, −(r) defined as (h˙ik, −) j (r)=0 for
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j ] i, k, the ith component is the same as above and the kth component as
follows:
We can now prove one of the main ingredients for the proof of
Theorem 4.1.
Proposition 4.3. Assume (P2). Then, for every y ¥ Rm, d2(x, y) is finite.
Moreover, there exists h¯ ¥H such that S h¯1, 1(x)=y and d2(x, y)=||h¯||2H.
Proof. We prove that, for any x ¥ Rm, there is a neighborhood Bd(x) of
x such that for any y ¥ Bd(x), there exists hˆ ¥H satisfying S hˆ1, 1(x)=y. The
finiteness of d2(x, y) will then follow from the connectedness of Rm.
Assume that the vector fields A1, ..., Ail ¥ {Ai, 1 [ i [ d}, A
N
il+1Ajl+1 , ...,
ANimAjm ¥ {A
N
i Aj, 1 [ i, j [ d} at point x generate Rm. By continuity, this
property is also true for all z in some neighborhood of x.
Fix (h1, h2) ¥ [0, 1]2. Consider the mapping rx : [−(h1 Nh2), h1 Nh2]m
Q Rm defined as follows: Let (t1, ..., tm) ¥ [−(h1 Nh2), h1 Nh2]m. If t1 > 0,
we follow the dynamics of Shi1,+r (x), r=(r1, r2), up to time (`t1,`t1). If
t1 < 0, we follow S
hi1, −r (x) up to time (`−t1,`−t1). We continue this
procedure for each tk, 2 [ k [ l, starting from the final state of the preced-
ing evolution (that means, the initial condition x is replaced by Shi1,+
`t1,`t1
(x),
if t1 > 0, or by S
hi1, −
`−t1,`−t1
(x), if t1 < 0, and so on). Next, for m=l+1, ..., m,
we move similarly up to time ( 4`tm+1, 4`tm+1) or ( 4`−tm+1, 4`−tm+1)
depending on the sign of tm+1.
It is easy to check using Lemma 4.2 that
rx(t1, ..., tm)=x+C
l
k=1
ckAik (x) tk+ C
m
k=l+1
ckA
N
ikAjk (x) tk+R(t1, ..., tm),
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where ck, k=1, ..., m, are positive constants and R(t1, ..., tm) is dominated
by t21+·· · t
2
l+t
3/2
l+1+·· ·+t
3/2
m .
The Jacobian of rx at the point 0¯=(0, ..., 0) is the determinant of
the matrix whose columns are c1Ai1 (x), ..., clAil (x), cl+1A
N
il+1Ajl+1 (x), ...,
cmA
N
imAjm (x), which is nonzero. Then, by the inverse mapping theorem,
there exist a neighborhood of 0¯, Bd1 (0¯), and a neighborhood of x, Bd(x),
such that rx is a diffeomorphism from Bd1 (0¯) onto Bd(x). Hence for any
y ¥ Bd(x) there exists (s1, ..., sm) ¥ Bd1 (0¯) such that r
x(s1, ..., sm)=y. This
proves the existence, for any y ¥ Bd(x), of hˆ ¥H such that S hˆt, t(x)=y with
t=; lk=1 `|sk |+;mk=l+1 4`|sk |.
The map h ¥HQ Sh· , · (x) ¥ C([0, 1]2) restricted to any closed ball ofH
is continuous with respect to the topology of uniform convergence (see
[4]). Then, the second part of the proposition is a consequence of the
compactness of the closed balls ofH for the uniform topology. L
The last part of this section is devoted to prove that d2(x, y)=d2R(x, y).
We first state some preliminary ingredients.
Lemma 4.4. Assume (P2). Then, for every fixed y ¥ Rm, the mapping
x ¥ RmQ d2(x, y) is continuous.
Proof. Consider the neighborhood Bd(x) which has been introduced in
the proof of the previous proposition. Let (xn)n \ 1 be a sequence converging
to x; for n large enough, xn ¥ Bd(x). As in the proof of Proposition 4.3, x
can be connected to xn so that rx(s
n
1, ..., s
n
m)=xn and (s
n
1, ..., s
n
m)Q 0¯, as
n ‘..
Set
kn=C
l
k=1
`|snk |+ C
m
k=l+1
4`|snk |. (4.6)
For n large enough kn < 1. Consider the following path
Fn(s1, s2)=˛Sgn1s1, s2 (x), 0 [ s1, s2 [ kn,Sgn1s1, kn (x), 0 [ s1 [ kn, kn [ s2 [ 1,
Sg
n
1
kn, s2 (x), kn [ s1 [ 1, 0 [ s2 [ kn,
S
fn1
s1 −kn
1−kn
,
s2 −kn
1−kn
(xn), kn [ s1, s2 [ 1,
where gn1 ¥H satisfies Sg
n
1
kn, kn (x)=xn and is constructed as in Proposition 4.3;
fn1 ¥H satisfies Sf
n
1
0, 0(xn)=xn, S
fn1
1, 1(xn)=y, and d
2(xn, y)=||f
n
1 ||
2
H.
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Set
h˙n1(s1, s2)=˛ g˙n1(s1, s2), 0 [ s1, s2 [ kn,f˙n1 1 s1−kn1−kn , s2−kn1−kn 2 1(1−kn)2 , kn [ s1, s2 [ 1,
0, otherwise.
Then hn1(t1, t2)=> t10 > t20 h˙n1(s1, s2) ds1 ds2 satisfies Fn(s1, s2)=Sh
n
1
s1, s2 (x) and
Sh
n
1
1, 1(x)=y. Since for any e and n large enough, ||h
n
1 ||
2
H [ ||fn1 ||2H+e, we
obtain
d2(x, y) [ lim inf
n ‘.
d2(xn, y).
On the other hand, we can give as before some (s¯n1, ..., s¯
n
m) such that
rxn(s¯n1, ..., s¯
n
m)=x and define k¯n as in (4.6) with s
n
i replaced by s¯
n
i . Consider
Yn(s1, s2)=˛Sgn2s1, s2 (xn), 0 [ s1, s2 [ k¯n,Sgn2s1, k¯n (xn), 0 [ s1 [ k¯n, k¯n [ s2 [ 1,
Sg
n
2
k¯n, s2
(xn), k¯n [ s1 [ 1, 0 [ s2 [ k¯n,
Sf2s1 − k¯n
1− k¯n
,
s2 − k¯n
1− k¯n
(x), k¯n [ s1, s2 [ 1,
with gn2 ¥H, S
gn2
k¯n, k¯n
(xn)=x ; f2 ¥H satisfies Sf20, 0(x)=x, Sf21, 1(x)=y, and
d2(x, y)=||f2 ||
2
H. As before, we can prove that there exists h
n
2 ¥H such
that Yn(s1, s2)=S
hn2
s1, s2 (xn) and S
hn2
1, 1(xn)=y, with h
n
2 defined in a similar
way as hn1. This implies
d2(x, y) \ lim sup
n ‘.
d2(xn, y). L
Remark. Some ideas of the proofs of Lemmas 4.2 and 4.4 and
Proposition 4.3 have been inspired by [2].
As has been pointed out in the proof of Theorem 3.1, the mapping
hQ Shz(x) is Fréchet differentiable. We denote by D˜S
h
z(x) its Fréchet
derivative. For any 1 [ i, j [ m, r [ z, let
g ij(r, z)=d
i
j+F
[r, z]
“kA il(Shu(x)) gkj (r, u) h˙ l(u) du.
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Then, for any h¯ ¥H, D˜Shz(x)(h¯)=;dl=1 >T D˜ lrShz(x) h˙¯ l(r) dr, with
D˜ lrS
h, i
z (x)=˛g ij(r, z) A jl(Shr (x)), r [ z,0, otherwise.
Consider the deterministic Malliavin matrix cShz(x)=(c
i, j
Shz (x)
)1 [ i, j [ m, where
c
i, j
Shz (x)
=C
d
l=1
F
T
D˜ lrS
h, i
z (x) D˜
l
rS
h, j
z (x) dr.
The following Lemma is a nontrivial extension to our setting of Theorem 1.2
in [6].
Lemma 4.5. We assume that the restricted Hörmander condition (P1x)
holds for a fixed x ¥ Rm. Fix e > 0. There exists h ¥H with ||h||H [ e and
det cShz(x) > 0.
Proof. Let v ¥ Rm ; then
vgcShz(x)v=FRz C
d
l=1
[vig
i
k(r, z) A
k
l (S
h
r (x))]
2 dr.
Let g: RQ [0, 1] be a C2 mapping with infx ¥ R |gŒ(x)| > 0. Set
h˙ j(z)=
e
d
g(W jz), z ¥ T, j=1, ..., d.
Clearly h ¥H, a.s. We want to prove that det cShz(x) > 0 a.s.
Assume that this property does not hold. Then
P 3,v: |v|=1, F
Rz
C
d
l=1
[vig
i
k(r, z) A
k
l (S
h
r (x))]
2 dr=04 > 0.
Recall z=(s, t). Since the processes g ij(r, z), S
h
r (x), r [ z, are continuous,
this ensures
P 3,v: |v|=1, Cd
l=1
[viA
i
l(S
h
y, t(x))]
2=0, 0 [ y [ s4 > 0. (4.7)
We next show that this property yields a contradiction with assumption
(P1x).
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For any y [ s we denote by Ky the random subspace of Rm spanned by
{Al(S
h
n, t(x)), n [ y, l=1, ..., d}. The family {Ky, 0 [ y [ s} increases; let
K0+=4y > 0 Ky. ByBlumenthal’s zero-one law,K0+ is a deterministic subspace
a.s. Let
r=inf{y : dim Ky > dim K0+}N s.
The random variable r is a strictly positive stopping time with respect to
the filtration {Fy, t, 0 [ y [ s}, and, for any y < r, Ky=K0+.
Notice that K0+ ] Rm. Indeed, otherwise Ks=Rm, for all s > 0 and this
contradicts (4.7). Let v be a fixed deterministic vector in K+0+; v is also
orthogonal to any Ky, 0 < y < r. Therefore vgAl(S
h
y, t(x))=0, for any
0 < y < r. In particular
vgAl(x)=0, l=1, ..., d.
The change of variable formula in the parameter y ¥ [0, r] yields
A il(S
h
y, t(x))=A
i
l(x)+F
Ry, t
“kA il(Shn, t(x)) Akj (Shn, v(x)) h˙ j(n, v) dn dv.
Thus, for any y ¥ [0, r], l=1, ..., d,
0=vgAl(S
h
y, t(x))=F
Ry, t
vg “kAl(Shn, t(x)) Akj (Shn, v(x)) g(W jn, v) dn dv.
By the continuity of the processes Sh.(x) andW j. , this yields
F t
0
vg “kAl(Shn, t(x)) Akj (Shn, v(x)) g(W jn, v) dv=0,
for any 0 [ n [ r, l=1, ..., d. The process
nQ F t
0
vg “kAl(Shn, t(x)) Akj (Shn, v(x)) g(W jn, v) dv
is a semimartingale which vanishes on [0, r] with martingale part
Mn=F
t
0
dv F n
0
vg “kAl(Sha, t(x)) Akj (Sha, v(x)) gŒ(W ja, v) daW ja, v.
Thus, OMPn=0, for any n ¥ [0, r]. It is not difficult to check that
OMPn=C
d
j=1
F n
0
da F t
0
dv1 5F t
v1
dv2 vg “kAl(Sha, t(x)) Akj (Sha, v2 (x)) gŒ(W
j
a, v2 )62.
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This implies
vg “kAl(Sha, t(x)) Akj (Sha, v(x)) gŒ(W ja, v)=0, (4.8)
for any j=1, ..., d and every a ¥ [0, r] and v ¥ [0, t]. Consequently, for
a=0, since gŒ(0) ] 0, we obtain
vg(ANj Al)(x)=0,
for any j=1, ..., d.
From (4.8) it also follows
vg(ANj Al)(S
h
y, t(x))=0, a.s.
for any=1, ..., d, y ¥ [0, r].
Next we consider the continuous semimartingale
yQ vg(ANj Al)(S
h
y, t(x)).
We apply the change of variable formula and proceed as before. A recursive
argument leads to contradiction with the assumption (P1x). L
We can give the proof of the main result of this section.
Proof of Theorem 4.1. We have proved in Proposition 4.3 that d2(x, y)
is finite. Hence it only remains to check (4.1); that is,
d2(x, y) \ d2R(x, y). (4.9)
Fix n ¥N. Lemma 4.5 ensures that there exists hn1 ¥H such that ||hn1 ||2H [ 12
and det cSh1
n
1/n, 1/n(x)
> 0. Let xn=S
hn1
1/n, 1/n(x). Then xn converges to x, as n ‘..
Define
Ln(s1, s2)=˛Shn1s1, s2 (x), 0 [ s1, s2 [ 1n,Shn1s1,1n(x), 0 [ s1 [ 1n, 1n [ s2 [ 1,
S
hn1
1
n, s2
(x),
1
n
[ s1 [ 1, 0 [ s2 [
1
n
,
S
hn2
s1 −1/n
1−1/n
,
s2 −1/n
1−1/n
(xn),
1
n
[ s1, s2 [ 1,
where hn2 ¥H satisfies Sh
n
2
0, 0(xn)=xn, S
hn2
1, 1(xn)=y, and d
2(xn, y)=||h
n
2 ||
2
H.
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Set
h˙n(s1, s2)=˛ h˙n1(s1, s2), 0 [ s1, s2 [ 1n,h˙n2 R s1−1n
1−
1
n
,
s2−
1
n
1−
1
n
S 111−1
n
22 ,
1
n
[ s1, s2 [ 1,
0, otherwise.
Then Ln(s1, s2)=S
hn
s1, s2 (x), S
hn
1, 1(x)=y, and det cShn1, 1(x) > 0.
Therefore, for any n ¥N,
d2R(x, y) [ ||hn||2H [ ||hn2 ||2H+
1
n
.
The continuity of d2( · , y) yields (4.9). L
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