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Abstract
In a continuation of I, we study the semi-invariant subalgebra Sy(q) of S(q) for q a biparabolic subalgebra
of a semisimple or of an affine Lie algebra. In most cases this is shown to be polynomial and we compute
the degrees and weights of the generators. We describe explicitly the canonical truncation qE of q for which
Sy(q) = S(qE)qE .
Let t denote the nilradical of q and q′ its derived algebra. We show that the subalgebra S(t)q′ of S(q)q′ =
Sy(q) is always polynomial and describe the degrees and weight of the generators. Finally a sum rule is
given for the “false” degrees of S(q)q′ . These are true degrees in most cases.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
1.1. Let g be a complex semisimple Lie algebra. Here we continue our study of biparabolic
subalgebras of g initiated in [6].
1.2. Let a be a finite-dimensional Lie algebra and S(a) its symmetric algebra. Let Y(a) (re-
spectively Sy(a)) denote the subalgebra of S(a) generated by the invariants (respectively semi-
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aΛ of a such that Sy(a) ⊂ Y(aΛ), with equality if a is almost ad-algebraic.
1.3. Let q be a biparabolic subalgebra of g. In [6, Section 7] we constructed a subalgebra Y 0 of
Y := Sy(q) and showed in [6, 7.13] that Y is algebraic over Y 0. It gives a lower bound on Y . The
analysis followed closely that of [3, Section 6] which concerned the parabolic case. Similarly
following [3, Section 4] we shall determine here an upper bound for Sy(q).
Remarkably these bounds are found to coincide for most biparabolics and indeed all bipar-
abolics if g has only type A and type C factors. Moreover, when these bounds coincide Sy(q)
must be polynomial. This extends the results in [3, Sections 3, 5, 7]. See also the comments in
[6, Section 1.6].
1.4. Let g be an affine Lie algebra. One can analogously define a (standard) biparabolic subalge-
bra q of g. A new feature is that when q is not parabolic then it is finite dimensional. We observe
that many of our results go over to this case too with little change in the proofs. Here we note that
we can avoid the use of the Tauvel–Yu result [6, 6.7] as well as [6, Appendix] in establishing the
upper bound. The results in [6, 5.8, 5.9] which were needed to compute qΛ and index q require
a little extra work in the affine case because the Kac analogue of the Killing form is no longer
positive definite.
1.5. Let q be a biparabolic subalgebra of g and t the nilradical of q. Let q′ be the derived algebra
of q. In [6, 6.12] we showed that S(t)q′ has only one-dimensional weight subspaces and as a
consequence S(t)q′ is polynomial. The former fails when g is affine as may be anticipated from
[6, Appendix]. In Section 8 we show that S(t)q′ is still polynomial given dim q< ∞ and describe
its generators. They are a subset of the generators of Sy(q).
1.6. The combinatorics associated to the biparabolics leads (as in the parabolic case [4]) to the
notion of the “false” degrees of the generators. These are the true degrees when bounds coincide;
but not in general even given that Sy(q) is polynomial [9]. As in the parabolic case [4] we show
that the sum of the false degrees equals c(q) = 12 (dimq+ indexq).
1.7. A significant consequence of the remarkable sum formula noted in 1.6 is that we can expect
there to be a Kostant slice theorem for (certain) biparabolics as well as for (even more special)
biparabolics a “Toda lattice system.” Results of this nature were announced in [10] for the par-
abolic case. They will be detailed in subsequent work [11–13]. They represent what seems to be
a host of geometric questions one can sensibly ask about the invariant theory associated to (the
canonical truncation) of a biparabolic algebra.
2. Preliminaries
2.1. The notation is that in [6]. However we briefly recall some key symbols below. A supple-
mentary list of symbols is given at the end of this paper.
2.2. Let g = n+ ⊕ h⊕ n− be a triangular decomposition and π the resulting set of simple roots.
A (standard) biparabolic subalgebra qπ1,π2 of g is determined by a pair π1,π2 of subsets of π .
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rπj of g defined by πj , then
qπ1,π2 := n+π2 ⊕ h⊕ n−π1 .
Thus qπ1,π2 is parabolic if π2 = π and a proper Levi factor if π1 = π2  π . We may and do
assume that π1 ∪ π2 = π , which excludes the latter case. For all j ∈ {1,2}, let m+πj (respec-
tively m−πj ) be the nilradical of qπj ,π (respectively qπ,πj ). We denote n±πj (respectively m±πj )
simply by n±j (respectively m±j ).
2.3. Set t+ = n+2 ∩ m+1 , t− = n−1 ∩ m−2 . Then [t+, t−] = 0 and t = t+ ⊕ t− is the nilradical of
qπ1,π2 and which has Levi factor r = rπ1∩π2 .
2.4. Take j ∈ {1,2}. Let wπj (or simply, wj ) denote the unique longest element of the Weyl group
of rπj . Recall [6, 4.6] that wj defines an involution ij of an overset π˜ of π consisting of π and
some fictitious roots. Let E(π1,π2) (or simply, E) denote the set of 〈i1i2〉 orbits. It decomposes
[6, 4.6] into four disjoint subsets E10,E20,E1,E2, where just the first two lie in π1 ∩ π2. Again
[6, 8.2] just those in F := E20 E2 have no i1 or i2 fixed point.
2.5. For all Γ ∈ E, let dΓ denote the orbit sum
dΓ =
∑
α∈Γ
α.
Given Γ ∈ F one has Γ = i1Γ and we set Γ˜ = Γ ∪ i1Γ which is an 〈i1, i2〉 orbit. We let hΓ˜
denote the corresponding alternating orbit sum defined up to a choice of α ∈ Γ˜ , namely we set
hΓ˜ =
∑
k∈〈i1,i2〉
(−1)(k)kα,
where (·) is the natural length function on the Coxeter group 〈i1, i2〉.
If Γ ∈ E \ F , then Γ = i1Γ . In this case we set Γ˜ = Γ ∪ i1Γ but viewed as the multiset
consisting of two copies of Γ . (In [6] we had omitted multiplicities.)
2.6. Identify h with h∗ through the Killing form. Set π ′ = π1 ∩π2 and h′ = Cπ ′. Let π ′⊥ denote
the orthogonal of π ′ in h. Set
hF =
⊕
Γ ∈F
ChΓ˜ , hE = h′ + hF .
2.7. Recall [6, 6.4] and let Bπ denote the canonical system of strongly orthogonal roots deter-
mined by π . Set i = −wπ , where wπ is the unique longest element of the Weyl group determined
by π . It is a Dynkin diagram involution.
Let Sπ (or simply S) denote the semigroup of dominant weights in NBπ . It is a free semigroup
whose generators take the form
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2επαα if i(α) = α,
where επα may be 12 or 1. The latter can be recovered from [3, Table] or computed directly. Notice
that the generators of Sπ are parametrized by the 〈i〉 orbits in π each being, up to a multiple, the
corresponding orbit sum.
For j ∈ {1,2}, define Sπj with πj , ij replacing π, i in the above. We denote Sπj simply as
Sj . Let (j)α : α ∈ πj , denote the set of fundamental weights corresponding to πj and lying in
Cπj . Let ε
j
α: α ∈ πj , denote επα when π is replaced by πj (so then 2εjα(j)α is a generator of Sj
when α ∈ πijj ).
2.8. Let M be an h module. For all ν ∈ h∗ set
Mν =
{
m ∈ M ∣∣ hm = ν(h)m, ∀h ∈ h}.
One calls Mν the weight subspace of M of weight ν. In general we shall only consider h modules
which are direct sums of their weight subspaces. In this case and if dimMν < ∞, for all ν ∈ h∗
we define the formal character of M by
chM =
∑
(dimMν)eν.
Given two such modules M,M ′ we write chM  chM ′, if dimMν  dimM ′ν , for all ν ∈ h∗, for
example if M is a submodule of M ′.
3. A combinatorial result
3.1. The following combinatorics is the key to showing when the lower and upper bounds to
Sy(q) coincide. It follows closely [3, 3.2] with some simplifications. Indeed what previously had
seemed miraculous now in this wider context becomes rather natural. We fix π1,π2 ⊂ π with
π1 ∪ π2 = π .
3.2. Recall the notation of 2.6 and 2.7. Set
Rπ1,π2 =
{
(ν2, ν1) ∈ S2 × S1
∣∣ ν2 − ν1 ∈ π ′⊥},
which is an additive semigroup with respect to component-wise addition.
3.3. For all Γ ∈ E \ F , let Γ f denote the union of the i1 and i2 fixed points of Γ . (In the
convention of [6, 8.2] one has |Γ f | = 2.) For each Γ ∈ E, set
εΓ =
{
max{εjα: α ∈ Γ f ∩ πj }2j=1: Γ ∈ E \ F,
1: otherwise.
In other words, εΓ = 1, unless εjα = 12 , ∀α ∈ Γ f ∩ πj , ∀j ∈ {1,2}. Let ε denote the product of
the εΓ : Γ ∈ E. Of course ε depends on the pair π1, π2 so we should more properly write επ1,π2 .
We shall show that the lower and upper bounds on Sy(qπ1,π2) coincide when επ1,π2 = 1, and that
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often equal to 1, in particular, this always holds if g has only type A and type C factors.
3.4. Recall 2.5 the definition of Γ˜ . In particular, Γ˜ is a multiset consisting of two copies of Γ if
Γ ∈ E \ F . Set
νΓ = (νΓ2 , νΓ1 ),
where
νΓj = εΓ
( ∑
α∈Γ˜∩πj
(j)α
)
using the notation of 2.7 and 3.3. Observe that εΓ = 12 only when Γ˜ = 2Γ and so by 2.7 one has
νΓj ∈ Sj .
Lemma. For all j ∈ {1,2} and all Γ ∈ E one has
εΓ (dΓ −wjdΓ ) = νΓj .
Proof. Indeed
dΓ −wjdΓ =
∑
α∈Γ∩πj
(α −wjα)
=
∑
α∈Γ∩πj
(
(j)α −wj(j)α
)
=
∑
α∈Γ∩πj
(
(j)α +(j)ij α
)= ∑
α∈Γ˜∩πj
(j)α ,
which gives the required assertion. 
3.5. The map Γ  i1Γ induces an action of 〈i1〉 on E trivial on E \ F . Let E/〈i1〉 denote a
choice of representatives of the 〈i1〉 orbits on E.
Proposition. The νΓ : Γ ∈ E/〈i1〉, are linearly independent and form a set of free generators of
the additive semigroup Rπ1,π2 .
Proof. The additive independence of the νΓ is immediate from the Γ˜ : Γ ∈ E/〈i1〉, being dis-
joint. By 3.4 one has
νΓ2 − νΓ1 = εΓ (w1dΓ −w2dΓ ),
whilst the right-hand side lies in π ′⊥ by [6, 4.6]. As noted in 3.4, one has νΓj ∈ Sj . Consequently
νΓ ∈ Rπ1,π2 .
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νj =
∑
α∈πj
mjα
(j)
α ,
where mjα ∈ N. By 2.7 one has
mjα = mjij α. (∗)
Moreover, if ij α = α and εjα = 1, then mjα is divisible by 2.
Clearly ν2 − ν1 ∈ π ′⊥ if and only if m2α = m1α, ∀α ∈ π1 ∩π2. Combined with (∗) this implies
that the coefficients m2α,m1α take some constant value mΓ as α runs over the 〈i1, i2〉 orbit Γ˜ . We
conclude that
(ν2, ν1) =
∑
Γ ∈E/〈i1〉
m′Γ νΓ ,
where
m′Γ =
{ 1
2mΓ : Γ ∈ E \ F and εΓ = 1,
mΓ : otherwise.
Consequently m′Γ ∈ N. Hence the assertion. 
3.6. Recall that P(π)+ denotes the set of dominant weights and that dΓ ∈ P(π)+,∀Γ ∈ E. Let
D˜ππ1,π2 be the free semigroup of
1
2P(π)
+ generated by the εΓ dΓ : Γ ∈ E.
Proposition. The map ϕ :μ → (μ−w2μ,μ−w1μ) is a surjection of D˜ππ1,π2 onto Rπ1,π2 . More-
over, if
ν=
∑
Γ ∈E/〈i1〉
mΓ ν
Γ ∈ Rπ1,π2
then ∣∣ϕ−1(ν)∣∣= ∏
Γ ∈F/〈i1〉
(mΓ + 1).
Proof. By 3.4 one has ϕ(εΓ dΓ ) = νΓ , hence surjectivity. Again for all nΓ ∈ N one has∑
Γ ∈E
ϕ(nΓ εΓ dΓ ) =
∑
Γ ∈E\F
nΓ ν
Γ +
∑
Γ ∈F/〈i1〉
(nΓ + ni1Γ )νΓ
so then ∑
nΓ εΓ dΓ ∈ ϕ−1(ν)Γ ∈E
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i + j = m}| = m+ 1, the last assertion follows. 
4. Preliminaries for the upper bound
4.1. The existence and effectiveness of our upper bound on Sy(q) depends on a judicious decom-
position of h. The means to make such a decomposition obtains from the results in the present
section.
4.2. For all j ∈ {1,2}, set
h⊥j =
{
h ∈ h ∣∣ h(α + ij (α))= 0, ∀α ∈ πj}.
Recall 2.6.
Lemma. h⊥1 ∩ h⊥2 = hF .
Proof. Set π̂j = π \ πj . For all Γ˜ ⊂ F we may write
hΓ˜ =
∑
α∈π2
cαα +
∑
β∈π̂2
cββ
with cα = −ci2α , if α ∈ π2. Hence hΓ˜ (α + i2(α)) = cα + ci2α = 0, for all α ∈ π2. Consequently
hΓ˜ ∈ h⊥2 . Similarly hΓ˜ ∈ h⊥1 . This establishes the inclusion ⊃.
Conversely, suppose
h =
∑
α∈π
cαα ∈ h⊥1 ∩ h⊥2 .
Then for all j ∈ {1,2}, if α ∈ πj one has cα = −cij α . Since π = π1 ∪ π2 it follows that |cα| is
zero on any Γ ∈ E \ F and takes a constant value cΓ on any Γ ∈ F . We conclude that
h =
∑
Γ ∈F
cΓ hΓ ∈ hF ,
up to choices of signs. 
4.3. Set
h+2 =
∑
α∈π2
C(α +i2α).
Since
h⊥2 =
∑
α∈π
C(α −i2α)+
∑
Cα,2 α∈π̂2
A. Joseph / Journal of Algebra 312 (2007) 158–193 165it follows that
h = h+2 ⊕ h⊥2 .
4.4. Set
hI = {h ∈ h⊥2 ∣∣ h(α) = 0, ∀α ∈ π1}.
Clearly
hI =
∑
Γ ∈F |Γ˜⊂π̂1
ChΓ˜ .
In view of the above, we let F ′ denote the subset {Γ ∈ F | Γ˜ ⊂ π̂1} and set
hF ′ =
⊕
Γ˜ ∈F ′
ChΓ˜ .
Then
hI ⊕ hF ′ = hF .
Recall that hF ⊂ h⊥2 by 4.2 and let hJ be a complement to hI in h⊥2 containing hF ′ .
Proposition. hF ′ = hJ ∩ h⊥1 .
Proof. Indeed hF ′ ⊂ h⊥1 by 4.2 and hF ′ ⊂ hJ by construction. This gives the inclusion ⊂. Con-
versely by 4.2, hJ ∩ h⊥1 ⊂ hF and has null intersection with hI . Combined with the previous
inclusion this proves the assertion. 
5. The upper bound on Sy(q)
5.1. With hI ,hJ chosen the construction of the upper bound to Sy(q) follows almost word for
word the parabolic case described in [3, Section 4]. Obviously we should not just repeat all the
details but as these are rather complicated we do take the reader through a guided tour of the
proof.
5.2. Let SJ denote the subalgebra of
S
(
n+2 ⊕ hI
)n+2 S(n−1 ⊕ hJ )n−1
whose weights lie in π ′⊥. The main idea of the proof is to show that in an appropriate sense the
leading term of any a ∈ Sy(q) lies in SJ . To this end we construct a map Φ2 which renders any
element of S(q) invariant under n+2 . This is just the map of Φ of [3, 4.1.4] but defined with respect
to n+2 rather than n+. Let E2 denote the multiplicative subset which is a product of the polynomial
generators of Y(n+). This is just E of [3, 4.1.1] defined with respect to n+ rather than n+. Then2 2
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n+2
E2
equivariant with respect to the adjoint action of h. Moreover, Φ2(S(n+2 ⊕h′′)E2) = S(n+2 ⊕h′′)
n+2
E2
,
for any subspace h′′ of h.
5.3. Recall 2.7 and set
h⊥ = {h ∈ h ∣∣ h(α + i(α))= 0, ∀α ∈ π}.
It follows from the description of the generators of Sy(b) = S(n+ ⊕ h)n+ in [3, 3.1.3] that
S(n+ ⊕ h′′)n+ = S(n+ ⊕ (h′′ ∩ h⊥))n+ , for any subspace h′′ of h. Replacing π by πj : j = 1,2,
gives the
Lemma. For any subspace h′′ of h one has
(i) S(n+2 ⊕ h′′)n
+
2 = S(n+2 ⊕ (h′′ ∩ h⊥2 ))n
+
2 ,
(ii) S(n−1 ⊕ h′′)n
−
1 = S(n−1 ⊕ (h′′ ∩ h⊥1 ))n
−
1
.
5.4. Combining 5.3(i) with 5.2 we obtain
Φ2
(
S
(
n+2 ⊕ h+2 ⊕ hI
)
E2
)= S(n+2 ⊕ hI )n+2E2 .
A key point in our analysis is that (by construction) one has
(adx−α)hI = 0, ∀α ∈ π1. (∗)
5.5. Since h = h+2 ⊕ hI ⊕ hJ we obtain
S(q)
n+2
E2
= S(n+2 ⊕ hI )n+2E2 Φ2(S(n−1 ⊕ hJ )). (∗)
Now take zδ ∈ S(q)q′ of weight δ. Obviously δ ∈ π ′⊥. By (∗) there exists r ∈ N+;νi2, νi1 ∈ h∗:
i = 1,2, . . . , r , and linearly independent elements ei ∈ S(n+2 ⊕ hI )
n+2
E2
of weight νi2 and elements
ui ∈ S(n−1 ⊕ hJ ) of weight −νi1 such that
zδ =
r∑
i=1
eiΦ2(ui). (∗∗)
Obviously νi2 − νi1 = δ ∈ π ′⊥ and νi2 ∈ S2, for all i ∈ {1,2, . . . , r}.
5.6. The description of Φ2(ui) obtains from [3, 4.2.3]. First following [3, 4.2.1, 4.2.6] we intro-
duce two filtrations F ′,F ′′ on S(q).
Let Sn(n−1 ⊕ hJ ): n ∈ N, denote the natural gradation on S(n−1 ⊕ hJ ) by homogeneous poly-
nomials. It is invariant by the action of adx−α: α ∈ π1. Set
F ′m(S(q))= m⊕S(n+2 ⊕ h+2 ⊕ hI )Sn(n−1 ⊕ hJ ).
n=0
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ν =
∑
α∈π1
kαα: kα ∈ N,
and set
o(ν) =
∑
α∈π1
kα.
Define
F ′′m(S(q))= ⊕
ν∈Nπ1|o(ν)m
S(b)S
(
n−1
)
−ν.
This filtration on S(q) is invariant under the adjoint action of h.
Notice that the elements of S(n+2 ⊕ h+2 ⊕ hI ) have filtration degree zero with respect to both
these filtrations. In particular, the elements of E2 have filtration degree zero and so these filtra-
tions pass to S(q)E2 .
5.7. To apply 5.5(∗∗) we need to compute Φ2(ui). The required result is [3, 4.2.3] which carries
over without significant change, being itself a corollary to [3, 4.1.6] modified by replacing Φ,π
by Φ2,π2 and π ′ by π1. We obtain the
Lemma. Take u ∈F ′m(S(n−1 ⊕hJ )) \F ′m−1(S(n−1 ⊕hJ )) of weight −ν and set n = o(ν). Then
Φ2(u)− u ∈ S
(
n+2
)
E2
F ′m−1(S(n−1 ⊕ hJ ))+ S(n+2 ⊕ h)E2F ′′n−1(S(n−1 )).
Remark. In particular,
grF ′ grF ′′ Φ2(u) = grF ′ grF ′′ u.
5.8. Return to 5.5(∗∗). Set n = max{o(νi1)}ri=1. We can choose the indexing so that o(νi1) =
n ⇔ i  s, for some s: 1 s  r . Set m = max{degui}si=1. We can choose the indexing so that
degui = m ⇔ i  t , for some t : 1 t  s. Set vi = grF ′ ui , which we note also has weight −νi1.
Then by 5.7 we obtain
grF ′ grF ′′ zδ =
t∑
i=1
eivi . (∗)
Exactly as in [3, 4.2.8] one shows that (adx−α)vi = 0, ∀α ∈ π1. Indeed by 5.7 we may write
zδ =
r∑
i=1
eiui +
∑
e′ij u′ij +
∑
e′′ij u′′ij
for some e′ ∈ S(n+⊕hI )E2 , e′′ ∈ S(n+⊕h)E2 , u′ ∈F ′m−1(S(n−⊕hJ )), u′′ ∈F ′′n−1(S(n−)).ij 2 ij 2 ij 1 ij 1
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come from the ei(adx−α)ui : i  s, and the e′ij (adx−α)uij . Yet the first terms for i > t as well as
the second terms lie in F ′m−1(S(n−1 ⊕ hJ )). We conclude that
t∑
i=1
ei(adx−α)vi = 0, ∀α ∈ π1.
Finally the linear independence of the ei gives the required conclusion. Consequently vi ∈
S(n−1 ⊕ hJ )n
−
1 , i = 1,2, . . . , t .
Since zδ ∈ S(q), it follows that the right-hand side of (∗) also belongs to S(q). We may re-
arrange the sum to the form
t ′∑
i=1
e′iv′i ∈ S(q),
where e′i ∈ S(n+2 ⊕ hI )
n+2
E2
, v′i ∈ S(n−1 ⊕ hJ )n
−
1 , t ′  t ; but now the v′i are linearly independent. It
then follows that the e′i lie in S(n
+
2 ⊕ hI ) and hence in S(n+2 ⊕ hI )n
+
2
. Indeed, the last assertion
obtains by evaluations in which all but one v′i goes to zero.
Summarizing, we obtain the following
Theorem. Let qπ1,π2 be a biparabolic subalgebra of g and define hI ,hJ ⊂ h as in 4.4. Then with
respect to the filtrations F ′,F ′′ of 5.7 one has
grF ′ grF ′′ Sy(qπ1,π2) ⊂ S
(
n+2 ⊕ hI
)n+2 S(n−1 ⊕ hJ )n−1 .
Moreover, if zδ ∈ Sy(qπ1,π2) has weight δ, then we may write
grF ′ grF ′′ zδ =
t ′∑
i=1
e′iv′i ,
where e′i ∈ S(n+2 ⊕hI )n
+
2 has weight νi2 and v
′
i ∈ S(n−1 ⊕hJ )n
−
1 has weight νi1. Finally (ν
i
2, ν
i
1) ∈
Rπ1,π2 , for all i = 1,2, . . . , t ′.
Proof. It remains to note that the rearrangement of the sum in (∗) does not affect weights and
that νi1 ∈ S1. 
Remarks. The use of [3, 4.2.5] is unnecessary because this just treats a special case, though
originally it was a guide to a good decomposition of h. In [3, (13)] it was not justified that one
could take ei, e′ij , e′ij in S(b) and not just in S(b)E . Perhaps this was possible but in working
through the proof again we preferred to circumvent this question. Taking h′′ = hJ in 5.3(ii) and
using 4.4 one has
S
(
n− ⊕ hJ )n−1 = S(n− ⊕ hF ′)n−1 . (∗∗)1 1
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analogous to the above was made at a later stage, namely following [3, 5.3.7].
In the notation of 5.2 we have shown that
grF ′ grF ′′ Sy(qπ1,π2) ⊂ SJ .
6. Dimensionality estimates
6.1. Recall 2.7 describing the form of the generators of Sj : j = 1,2. Given α ∈ πj we write
ψj (α) =
{

(j)
α +(j)ij (α): α = ij (α),
2εjα(j)α : otherwise.
When α = ij (α), we set εjα = 1. We often drop the subscript on ψj (α).
6.2. Fix α ∈ π2. As noted in [3, 3.1.3] it follows from [3, Section 4] that there is a unique up
to scalars element a2ψ(α) ∈ Y(n+2 ) of weight ψ2(α). Moreover, if α = i2(α), there is a further
element in S(n+2 ⊕ Cπ2)n
+
2 of weight ψ2(α) taking the form
(
(2)α −(2)i2(α)
)
a2ψ(α) + bψ(α), (∗)
with bψ(α) ∈ S(n+2 ) of weight ψ2(α). In addition these elements generate S(n+2 ⊕ Cπ2)n
+
2 as a
polynomial algebra.
6.3. Recall that we are assuming π = π1 ∪ π2. Moreover, by definition, hI is generated by the
α −i2(α): α, i2(α) ∈ π̂1 ⊂ π2. Observe that c2ψ(α) := (α −i2(α))a2ψ(α) + bψ(α) is again n+2
invariant since it differs from the element given in 6.2(∗), by ha2ψ(α), for some h ∈ h satisfying
h(α) = 0, ∀α ∈ π2. As in [3, 5.2.3] this gives the following result. Recall the subsets F,F ′ of E
defined in 4.4 and set F ′′ = F \ F ′. When Γ := {α, i2(α)} ∈ F ′′, we set c2Γ := c2ψ(α).
Lemma. S(n+2 ⊕hI )n
+
2 is the polynomial algebra on generators a2ψ(α): α ∈ π2/〈i2〉, c2Γ : Γ ∈ F ′′.
In particular, S(n+2 ⊕ hI )
n+2
ν : ν ∈ h∗, is non-zero only if
ν =
∑
α∈π2/〈i2〉
mαψ(α): mα ∈ N,
and in this case has dimension ∏
Γ ∈F ′′
(mΓ + 1),
where mΓ = mα given Γ = {α}.
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ν =
∑
Γ ∈E
mΓ ν
Γ
2 : mΓ ∈ N. (∗)
For each Γ ∈ E, we set Γ˜ = Γ ∪ i1Γ . (Unlike 2.5 we do not count multiplicities.) Then
Γ˜ ∩ π2 is a disjoint union of 〈i2〉 orbits in which we choose representatives α1, α2, . . . , αs . One
has
νΓ2 =
s∑
i=1
ψ2(αi).
In addition if Γ ∈ F ′′, then Γ˜ ∩ π2 = Γ˜ and, moreover, Γ˜ is a single 〈i2〉 orbit of cardinality
2 lying in π̂1. Finally νΓ2 = ψ2(α), where Γ˜ = {α, i2(α)}. This gives the
Corollary. The dimension of S(n+2 ⊕ hI )
n+2
ν with ν given by (∗) above is∏
Γ ∈F ′′
(mΓ + 1).
6.5. Take α ∈ π1. Similar to 6.2 there is a unique up to scalars element a1−ψ(α) ∈ Y(n−1 ) of weight−ψ1(α).
Take Γ ∈ F ′. Then Γ˜ ∩ π1 is a non-empty disjoint union of 〈i1〉 orbits in which we choose
representatives α1, α2, . . . , αt . Set
a1Γ =
t∏
i=1
ai−ψ(αi).
Exactly as in [3, 5.3.10] we may use the above generators of Y(n−1 ) and the additional gen-
erators of S(n−1 ⊕ Cπ1)n
−
1 , analogous to those described in 6.2(∗), to construct an element in
S(n−1 ⊕ ChΓ˜ )n
−
1 of the form
c1Γ := hΓ˜ a1Γ + bΓ
for some bΓ ∈ S(n−1 ) of weight
−
t∑
i=1
ψ1(αi) = −νΓ1 (notation 3.4).
As in [3, 5.3.10] this gives the following
Lemma. S(n−1 ⊕ hF ′)n
−
1 is the polynomial algebra on generators a1−ψ(α): α ∈ π1/〈i1〉,
c1Γ : Γ ∈ F ′. In particular, given
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∑
Γ ∈E\F ′′
mΓ ν
Γ
1 : mΓ ∈ N,
one has
dimS
(
n−1 ⊕ hF ′
)n−1−ν = ∏
Γ ∈F ′
(mΓ + 1).
6.6. Recall the notation of 3.2, 3.4, 3.5, 5.2 and the remarks in 5.8. For each Γ ∈ E \ F the
subspace
SJνΓ := S
(
n+2 ⊕ hI
)n+2
νΓ2
S
(
n−1 ⊕ hJ
)n−1
−νΓ1
of SJ is one-dimensional by 6.4, 6.5 and 5.8(∗∗). We construct a non-zero element in this space.
Recall that Γ ∈ E \F implies that Γ is an 〈i1, i2〉 orbit. In the notation of 6.1, 6.2, 6.5 we set
a2Γ =
∏
α∈Γ∩π2
(
a2ψ(α)
)1/ε2α , a1Γ = ∏
α∈Γ ∩π1
(
a1ψ(α)
)1/ε1α . (∗)
(Here representatives of 〈i2〉 (respectively 〈i1〉) orbits are not taken.)
Observe that ajΓ has weight ε
−1
Γ ν
Γ
j . Moreover, if εΓ = 12 , then εjα = 12 , for all α ∈ Γ ∩ π
ij
j :
j = 1,2. In this case a2Γ (respectively a1Γ ) is the square of an element in Y(n+2 ) (respectively
Y(n−1 )). Thus we obtain
pΓ :=
(
a2Γ a
1
Γ
)εΓ ∈ SJνJ
which is the required element.
For each Γ ∈ F the subspace
SJνΓ := S
(
n+2 ⊕ hI
)n+2
νΓ2
S
(
n− ⊕ hJ )n−1−νΓ1
of SJ is two-dimensional by 6.4, 6.5 and 5.8(∗∗). We construct a basis. Since Γ ∈ F one has
Γ = i1Γ , whilst Γ˜ := Γ ∪ i1Γ is an 〈i1, i2〉 orbit.
Fix a representative Γ ∈ F/〈i1〉. Write Γ˜ ∩π2 (respectively Γ˜ ∩π1) as a union of 〈i2〉 (respec-
tively 〈i1〉) orbits in which we choose representatives α1, α2, . . . , αs (respectively α′1, α′2, . . . , α′t ).
In the notation of 6.1, 6.2, 6.5 we set (partly as before)
a2Γ =
s∏
i=1
a2ψ(αi), a
1
Γ =
t∏
i=1
a1
ψ(α′i )
with a2Γ = 1 (respectively a1Γ = 1) if Γ˜ ∩ π2 (respectively Γ˜ ∩ π1) is empty. Then
pΓ := a2Γ a1Γ ∈ SJ Γν
172 A. Joseph / Journal of Algebra 312 (2007) 158–193and is homogeneous. Using further the notation of 6.3, 6.5 we set
pi1Γ =
{
c1Γ a
2
Γ : Γ ∈ F ′,
a1Γ c
2
Γ : Γ ∈ F ′′,
which is a homogeneous element of SJ
νΓ
of degree degpΓ + 1.
Proposition. The {pΓ : Γ ∈ E} form a system of homogeneous polynomial generators of SJ .
Moreover, pΓ has weight εΓ δΓ .
Proof. From their construction and 6.4, 6.5, it is clear that the {pΓ : Γ ∈ E} are algebraically
independent. Then the assertion follows from 3.5 and the dimensionality estimates in 6.4
and 6.5. 
6.7. It is convenient to express our lower and upper bounds on Sy(q) in terms of formal charac-
ters. First we have to ensure that Sy(q) has finite-dimensional weight spaces. Recall that we are
assuming that π1 ∪ π2 = π (which excludes q being a proper Levi factor). Further assume that
π1 ∩ π2  π , which excludes q = g. Finally assume that g is simple. Then as noted in [6, 7.9]
the subalgebra Sy(qπ1,π2)0 is reduced to scalars and (α, δΓ ) 0 (respectively (α, δΓ ) 0) for all
α ∈ π1 (respectively α ∈ π2). In view of 6.6 these two properties imply that the weight subspaces
of SJ are finite dimensional. A fortiori the weight subspaces of Sy(qπ1,π2 ) are finite dimensional
through our upper bound (Theorem 5.8). Then by [6, 7.2, 7.6] and 6.6, we obtain the
Theorem. Assume π1 ∪ π2 = π , π1 ∩ π2  π and π is indecomposable. Then∏
Γ ∈E(π1,π2)
(
1 − eδΓ )−1  ch Sy(qπ1,π2) ∏
Γ ∈E(π1,π2)
(
1 − eεΓ δΓ )−1.
In particular, if εΓ = 1, ∀Γ ∈ E(π1,π2), then equality holds and Sy(qπ1,π2) is a polynomial
algebra on E(π1,π2) generators.
Proof. It remains to remark that equality of formal characters implies equality in 5.8. More-
over, in this case grF ′ grF ′′ Sy(qπ1,π2) is polynomial, so grF ′′ Sy(qπ1,π2) and then Sy(qπ1,π2) is
polynomial. 
Remark 1. Using 3.3 it is easy to check when εΓ = 1, ∀Γ ∈ E(π1,π2). For example, this always
holds if π is of type A or type C. The above result generalizes [3, 7.2].
Remark 2. Suppose π1 = π2 = π . Then qπ1,π2 = g. Although this case is excluded by our present
theorem, it admits a similar treatment and for π of type A or C one obtains a different proof of
the Chevalley theorem [4, Section 3].
6.8. When the above bounds do not coincide then in general we cannot even say that Sy(qπ1,π2) is
finitely generated. However the above can be used to calculate its Gelfand–Kirillov dimension to
be |E(π1,π2)| following the argument in [3, 7.1]. This gives a second proof of [6, 7.14]. It avoids
the use of the Tauvel–Yu result used in [6, 6.11] as well as the combinatorics of [6, Appendix].
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7. The affine case
7.1. Let g be a Kac–Moody Lie algebra with simple root system π . Then g is generally infi-
nite dimensional and invariants not in g usually involve infinite sums. However it can perfectly
easily happen that a (standard) biparabolic subalgebra qπ1,π2 is finite dimensional. For this it is
necessary and sufficient that both rπ1 and rπ2 be finite dimensional, that is to say π1,π2 must
define semisimple subalgebras of g, equivalently are of finite type. In this case many of our re-
sults go over with little change in the proofs. Here we make this explicit when π is affine (and
indecomposable). In this case dimqπ1,π2 < ∞, if and only if both π1,π2 are proper subsets of π .
As before, we shall also assume that π = π1 ∪ π2. We remark that the restriction to g affine is
specifically needed for appropriate generalizations of [6, 5.8, 5.9, 7.2] to hold. On the other hand,
as already noted in [6, Appendix], new phenomena can appear when one passes to the affine case.
7.2. In the remainder of this section we assume that π is the set of simple roots for an indecom-
posable affine root system and that π1,π2 are proper subsets of π satisfying π = π1 ∪ π2. Let
π∨ denote the set of simple coroots. Let I denote the index set of π and of π∨.
7.3. Recall that the Cartan matrix C has integer entries ai,j = α∨i (αj ): i, j ∈ I , α∨i ∈ π∨, αj ∈ π .
Moreover, for an affine root system, C is symmetrizable. This means that there exist positive
integers di : i ∈ I , with greatest common divisor equal to one such that diai,j is symmetric.
Define a symmetric bilinear form K on Rπ through
K(αi,αj ) = diai,j , ∀i, j ∈ I. (1)
In particular, K(αi,αi) = diα∨i (αi) = 2di . Since C is non-negative semidefinite, so is K . Define
si ∈ AutRπ through siαj = αj − α∨i (αj )αi and set W = 〈si : i ∈ I 〉. One checks that K is W
invariant.
After Kac [15, Chapter 6] there exists a unique indivisible imaginary positive root δ ∈ Nπ
which satisfies K(δ,αi) = 0, ∀i ∈ I . Moreover, every element δ′ of Rπ satisfying K(δ′, δ′) = 0
is a (real) multiple of δ.
The Cartan subalgebra h of g satisfies dimh = |π | + 1. It is convenient to express h as the
complexification of a real Cartan subalgebra hR, which we shall present in two different fashions.
First, by definition, h∗ separates the simple coroots. Consequently there exists a set of (fun-
damental) weights i : i ∈ I , in h∗ satisfying
α∨i (j ) =
{
1: i = j,
0: otherwise.
Obviously the i : i ∈ I , are linearly independent. Since α∨i (δ) = d−1i K(αi, δ) = 0, it follows
that the sum
h∗
R
= Rδ +
∑
Ri (2)
i∈I
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only defined up to adding multiples of δ and is convenient to use this flexibility to obtain the
following refinement of (2).
Lemma. There exists a choice of the i : i ∈ I , such that
Zπ ⊂
∑
i∈I
Zi + Zδ =: P(π).
Proof. By (2) we may find ci,j , cj ∈ R such that
αj =
∑
i∈I
ci,ji + cj δ.
Since α∨i (δ) = 0, it follows that ci,j = α∨i (αj ), which we recall, are integers. Writing δ =
∑
kjαj
and noting that
∑
ci,j kj = α∨i (δ) = 0, we further obtain
∑
kj cj = 1. Now, by [15, Table Aff,
6.1, 6.2] there exists a simple root, say α0, such that k0 = 1. Since det ci,j |i,j∈I\{0} is non-zero,
we can choose the i : i ∈ I \ {0}, such that cj = 0, ∀j ∈ I \ {0}. Then c0 = 1 by the above. 
Notation. We sometimes also write i = α if α = αi .
7.4. Set ρ =∑i∈I i . Then α∨i (ρ) = 1, ∀i ∈ I . Now ρ /∈∑i∈I Rαi , for otherwise we should
have
2K(αi, ρ)
K(αi,αi)
= α∨i (ρ) = 1, ∀i ∈ I. (3)
Yet δ = ∑i∈I kiαi , for some ki ∈ N, so this would imply K(δ,ρ) = 0, contradicting that
K(δ,αi) = 0, ∀i ∈ I . We conclude that
h∗
R
= Rρ ⊕
⊕
i∈I
Rαi. (4)
Moreover, we can view (3) as extending K to a symmetric bilinear form on (Rπ ⊕ Rρ)× Rπ +
Rπ × (Rπ ⊕ Rρ). One checks that K(αi, sjρ) = K(sjαi, ρ), ∀i, j ∈ I and so this extension is
also W invariant. (We may sometimes omit K as it is canonically determined.) Finally, we extend
K to a symmetric bilinear form Kc on h∗R by setting Kc(ρ,ρ) = c for any c ∈ R.
Observe that by (1), (3) one has
2Kc(αi,)
K(αi,αi)
= α∨i () (5)
for all  ∈ h∗
R
and all c ∈ R. Since also Kc(δ,ρ) = 0 (and is independent of c), it follows
that Kc is non-degenerate. Finally Kc is W invariant by our previous observation and because
Kc(siρ,ρ) = Kc(ρ, siρ), ∀i ∈ I , by symmetry.
Define an action of W on hR by transport of structure. (One may check that si(h) = h −
αi(h)α
∨
i , ∀i ∈ I , h ∈ hR.) Then ϕc : ′ → ( → Kc(, ′)) is a W equivariant isomorphism
of h∗ onto hR. By (5) one has ϕc(αi) = diα∨. In particular, ϕc|Rπ is independent of c.R i
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haust the set of null vectors. However one may easily check the following
Lemma. Suppose δ′ ∈ h∗
R
satisfies Kc(δ′, δ′) = 0, ∀c ∈ R. Then δ′ ∈ Rδ.
7.5. Recall the definition of P(π) given in 7.3. Let P(π)+ denote the set of dominant elements
of P(π). It is convenient to also set P0(π) =∑i∈I Zi and P0(π)+ = P(π)+ ∩ P0(π). Then
P(π) = P0(π)⊕ Zδ and P(π)+ = P0(π)+ ⊕ Zδ.
For each μ ∈ P(π)+, let V (μ) denote the h locally finite part of V (μ)∗. We may identify
V (μ) with the simple integrable module V (−μ) of lowest weight −μ.
Let CV (μ) denote the subspace of U(g)∗ spanned by the matrix coefficients cξ,v: ξ ∈ V (μ),
v ∈ V (μ), defined through cξ,v(a) = ξ(av), ∀a ∈ U(g). Set
A =
⊕
μ∈P(π)+
CV (μ).
Unlike the semisimple case, this is not the Hopf dual of U(g). Yet U(g)∗ admits an algebra
structure through the coproduct on U(g) and we obtain the
Lemma. A is a subalgebra of U(g)∗.
Proof. Take μ,ν ∈ P(π)+. Then V (μ) ⊗ V (ν) (respectively V (−μ) ⊗ V (−ν)) is an infinite
direct sum of the V (ξ) (respectively V (−ξ)): ξ ∈ μ + ν − P(π)+. On the other hand, for all
cξ,v ∈ CV (μ), cξ ′,v′ ∈ CV (ν), cξ,vcξ ′,v′ = cξ⊗ξ ′,v∈v′ ∈ CV (μ)⊗V (ν) = ∑CV (ξ), as noted in [8,
1.4.6]. The assertion follows. 
7.6. One immediately verifies that [3, Lemme 2.7] is also valid in the affine (and even Kac–
Moody) case. Then (as in [6, 3.7])
Vπ1 := U(rπ1)vμ
(
respectively V −π2 := U(rπ2)v−μ
)
is just the subspace of V (μ) (respectively V (−μ)) of m+1 (respectively m−2 ) invariant vectors.
Consequently
A(π1,π2) :=
⊕
μ∈P(π)+
(
V −π2(−μ)⊗ Vπ1(μ)
)
is just the subspace of A of left m+1 and right m−2 invariant vectors. It inherits an algebra
structure from A. Each direct summand of A(π1,π2) is a qπ1,π2 module for the diagonal ac-
tion and is, moreover, finite dimensional (through our hypotheses in 7.2). Set Dππ1,π1 := {μ ∈
P0(π)+ | ((w1 − w2)μ, π1 ∩ π2) = 0}. Exactly as in [6, 3.6] one shows that dim(V −π2(−μ) ⊗
Vπ1(μ))
q′π1,π2  1 with equality if and only if μ ∈ Dππ1,π2 + Zδ.
7.7. Just as in [6, Section 4] one shows that Dππ1,π2 is a free subsemigroup of P0(π)+ on gen-
erators parameterized by E(π1,π2). However, unlike the finite case [6, 7.2] it does not follow
that the invariant subalgebra is polynomial. This is because we lack the filtration bounded below
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general an infinite direct sum. Yet as noted in [14, 2.3] for g affine this infinity is rather mild. It
will lead to a weakened form (7.8) of [6, 7.2]. Besides we may define an ordering  on P(π) as
usual through  ′  given  ′ ∈  − Nπ . This defines a filtration F on A with the property
that
grF CV (λ) grF CV (μ) ⊂ grF CV (λ+μ), ∀λ,μ ∈ P(π)+. (∗)
As in [6, 7.1] one shows that grF A is a domain and that equality holds in (∗). However, F is not
bounded from below. This difficulty is overcome as follows.
We start with the following refinement of [14, 2.3]. Let δ∨ ∈ h be the analogue of δ for the
affine root system in which roots and coroots are interchanged. One has [15, Chapter 6]
δ∨ =
∑
i∈I
k∨i α∨i ,
where the k∨i are integers > 0.
For all  ∈ P(π)+ we can write
 =
∑
i∈I
ii + δ: i ∈ N,  ∈ Z,
and we set
k() =
∑
i∈I
k∨i i .
Clearly k( + ′) = k()+ k( ′) and so k(·) extends additively to P(π). Through the calcu-
lation in Lemma 7.3, we obtain
k(αj ) =
∑
α∨i (αj )k(i) =
∑
k∨i α∨i (αj ) = δ∨(αj ) = 0, ∀j ∈ I.
Consequently k(·) is constant on  − Nπ . Thus, whilst P(π)+ ∩  − Nπ is an infinite set, it
is contained in S + ( − N)δ, where S := { ′ ∈ P0(π)+ | k( ′) = k()} is a finite set and 
is chosen sufficiently large to ensure that (S + ( + N)δ) ∩  − Nπ = ∅. This is the required
refinement of [14, 2.3].
7.8. Let t be a basis vector for the one-dimensional space CV (−δ). It is clear that
CV (μ+mδ) = CV (μ)(CV (δ))m, ∀μ ∈ P(π)+, m ∈ Z,
and consequently ⊕
m∈Z
CV (mδ) = C[t, t−1].
Set F = C(t), B = A(π1,π2), q = qπ1,π2 . For each μ ∈ Dππ1,π2 + Zδ, choose pμ ∈ (V −π2(−μ)⊗
Vπ1(μ))
q′ non-zero. Let {μe: e ∈ E(π1,π2)} be the set of free generators of Dππ ,π .1 2
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Proof. Recall the ordering  on P(π) defined in 7.7. By 7.7(∗) one obtains up to non-zero
scalars
p1p2 = p1+2 +
∑
ξ<1+2
c0ξpξ : c
0
ξ ∈ C. (∗)
In particular, grF p1 grF p2 = grF p1+2 .
Consequently the pμe : e ∈ E(π1,π2), are algebraically independent over C[t, t−1], since they
are so in grF A. It remains to show that p ∈ FBq′ , for all  ∈ Dππ1,π2 . The proof is by induction
on k(), say k() = k.
Observe that Dππ1,π2(k) := { ∈ Dππ1,π2 | k() = k} is a finite set. If  ∈ Dππ1,π2(k) is a
generator we write q = p . Otherwise we can choose  = 1 + 2: i ∈ Dππ1,π2 , non-zero
which forces k(i) < k(): i = 1,2. Consequently q := p1p2 ∈ F [pμe : e ∈ E], by the
induction hypothesis.
The system of equations described by (∗) for the t rq in terms of the t sp ′ : r, s ∈ N;
, ′ ∈ Dππ1,π2(k) is triangular with respect to the ordering . Thus it can be inverted to give
the t sp ′ in terms of infinite sums of the t rq . Consequently
p ′ ∈ C((t))
{
q :  ∈ Dππ1,π2(k)
}
, ∀ ′ ∈ Dππ1,π2(k). (∗∗)
Finally we may rewrite (∗) in the form
q =
∑
 ′∈Dππ1,π2 (k)
c, ′p ′ : c, ′ ∈ C
[
t, t−1
]
, ∀ ∈ Dππ1,π2(k).
By (∗∗) the determinant of the matrix with coefficients c, ′ : , ′ ∈ Dππ1,π2(k), is invertible
in C((t)) and being an element of C[t, t−1], has inverse in C(t). The assertion follows. 
7.9. Let a be a Lie algebra, possibly infinite dimensional. Let F denote the canonical filtration
of U(a). Define the Kostant filtration FK on U(a)∗ through
FkK
(
U(a)∗
)= {c ∈ U(g)∗ ∣∣ c(Fk−1U(a))= 0}.
By the construction of FK we immediately obtain a canonical injection ψ of grFK (U(a)∗)
into the graded dual of S(a). It is an algebra homomorphism and ad a equivariant. We may
identify its target with S(a∗). Take a = g (Kac–Moody). Consider the induced Kostant filtra-
tion on A(π1,π2). As in [6, 7.4], it follows that ψ induces an adqπ1,π2 algebra embedding of
grFK (A(π1,π1)) into S(q
∗
π2,π1). If the Cartan matrix of g is symmetrizable then after Kac [15,
2.1] g admits non-degenerate invariant symmetric bilinear form extending Kc and which we
shall also denote by Kc. Through this form we may identify q∗π2,π1 with qπ1,π2 . Under the further
hypothesis that dimqπ1,π2 < ∞, it follows exactly as in [3, 6.4] that A(π1,π2) separates the el-
ements of U(qπ1,π2) and so ψ is an isomorphism of grFK (A(π1,π2)) onto S(qπ1,π2). Then just
as in [6, 7.6] we obtain the
Corollary. The canonical map restricts to an embedding of grF (A(π1,π2))q
′
π1,π2 into Sy(qπ1,π2).K
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without this condition. It does not need dim qπ1,π2 < ∞; but the assertion is rather meaningless
in that case, since both sides will be very small and uninteresting.
7.10. The above result will give our lower bound on Sy(qπ1,π2). Here we shall not need 7.8, which
was proved mainly for its own intrinsic interest. However, we do need to know that the δΓ : Γ ∈
E(π1,π2), defined exactly as in [6, 4.6], are all non-zero. For the semisimple case this was shown
by noting that the zero weight space of Sy(qπ1,π2) reduces to scalars under the hypotheses of [6,
7.9]. Although these hypotheses are implied by our present hypotheses (7.2), the conclusion is
no longer valid. Indeed, for g affine one has ϕc(δ) ∈ Y(g) so a fortiori C[ϕc(δ)] ⊂ Sy(q)0.
7.11. One may easily check that [6, 4.6, 5.1, 5.2, 5.3, 5.4(i), 5.6] are equally valid for g affine
(even Kac–Moody if π1,π2 are both of finite type) as long as one defines Mi to be the orthogonal
of π∨i in h∗. Then, for example, M1 + M2 is the orthogonal of π1 ∩ π2 in h∗ with respect to K .
Again M1 ∩ M2 is the orthogonal of π1 ∪ π2 = π in h∗; but unlike the semisimple case, this is
no longer zero. Indeed (for g affine) one has M1 ∩M2 = Cδ.
7.12. Recall the hypotheses of 7.2.
Lemma. δΓ = 0, ∀Γ ∈ E(π1,π2).
Proof. Suppose δΓ = 0 and set d = dΓ . Then w1d = w2d . Hence d + w1d = d + w2d ∈ M1 ∩
M2 = Cδ, by [6, 5.2(i)] and the above. By 7.4(4) we may write for all j ∈ {1,2}
d =
∑
α∈π̂j
c′αα + c′ρ mod Rπj ,
and so
d +wjd = 2
( ∑
α∈π̂j
c′αα + c′ρ
)
mod Rπj .
Yet d +wjd = 2cδ, for some c ∈ R. Let kα (respectively k∨α ) be the coefficient of α (respectively
α∨) in δ (respectively δ∨) which we recall is strictly positive. Then by 7.4(4) we conclude that
c′ = 0 and c′α = ckα , for all α ∈ π̂1 ∪ π̂2 = π \ (π1 ∩ π2). Hence
d − cδ ∈ R(π1 ∩ π2). (∗)
In particular, δ∨(d) = 0. On the other hand, δ∨(d) =∑α∈Γ δ∨(α) =∑α∈Γ k∨α > 0. This con-
tradiction proves the lemma. 
Remark. This proof may be easily adapted to the semisimple case. (Since π is assumed inde-
composable, this means that g is simple.) As above, one concludes that
d ∈ R(π1 ∩ π2). (∗∗)
Recall we are assuming π1,π2 are proper subsets of π . (In fact, all we need in the simple case is
that π1 ∩ π2 be proper.) Now for g simple (α,β) > 0, for all α,β ∈ π . Given the form of d
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already used (α,β) > 0, in our analysis [3, 5.4.3] of the special case when π2 = π , π1  π.)
7.13. The assertions in [6, 5.5, 5.8, 5.9] should be modified for g affine since Kc is no longer
positive definite. The following results (7.13–7.16) will hold for all values of c ∈ R.
Recall that π ′ = π1 ∩ π2, h′ = Cπ ′ ⊂ h∗, and that E′ is the set of 〈i1, i2〉 orbits in π . Define
δΓ˜ , hΓ˜ ∈ h∗ as in [6, 5.2, 5.3] and set
hE = h′ +
∑
Γ˜ ∈E′
ChΓ˜ , ΛE =
∑
Γ˜ ∈E′
CδΓ˜ .
Lemma. Kc(ΛE,hE + Cδ) = 0.
Proof. Noting that w−11 δ−w−12 δ = 0, this follows from [6, 5.4(i)] and the definition of ΛE . 
7.14. Set π ′′ = π \ π ′ and define the π ′′± as [6, 5.2].
Lemma. The hΓ˜α : α ∈ π ′′−, are linearly independent mod(h′ ⊕ Cδ).
Proof. Suppose
h =
∑
α∈π ′′−
cαhΓ˜α ∈ h′ ⊕ Cδ.
We can assume cα ∈ R and that h = h′ + cδ, for some h′ ∈ Rπ ′, c ∈ R, without loss of generality.
By [6, 5.4(i)] we have wjh = h, and so wjh′ = h′, ∀j ∈ {1,2}. Yet wj = −ij on πj and so we
conclude that h′ is 〈i1, i2〉 anti-invariant. Recall the notation of [6, 5.6]. We conclude that h′
is a linear combination of the G−
Γ˜
: Γ˜ ∈ E′0. Consequently Kc(h,h′) = 0, by [6, 5.6]. Since
Kc(δ,h
′) = 0, this gives Kc(h′, h′) = 0. Yet π ′ is a proper subset of π and so Kc is positive
definite on Rπ ′. Hence h′ = 0. Then c = 0 by 7.3(2) and cα = 0, ∀α ∈ π ′′−, because the Γ˜α are
disjoint. 
7.15. Similarly we replace [6, 5.8(ii)] by the
Lemma. The δΓ˜α : α ∈ π ′′+, are linearly independent mod Cδ.
Proof. We can suppose ∑
α∈π ′′+
cαδΓ˜α + 2c′δ = 0
for some cα, c′ ∈ R. Setting d =∑α∈π ′′+ cαdΓ˜α , the above relation can be written as
(d +w1d)− (d +w2d)+ 2c′δ = 0.
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c′′ ∈ R. Expanding d as in 7.12(∗) and following through a similar calculation, we conclude that
there exists β ∈ Rπ1, γ ∈ Rπ2 such that
d = c′δ + β = (c′ + c′′)δ + γ.
Yet w1d = w2d , so we obtain w1β = w2β and w1γ = w2γ . Again 0 = Kc(α, d + w1d) =
Kc(α, c
′δ+β + c′δ+w1β) = Kc(α,β +w1β), ∀α ∈ π . Yet Kc is non-degenerate on Rπ1 (even
positive definite) so this forces β + w1β = 0. Similarly γ + w2γ = 0. Yet β − γ = c′′δ so we
conclude that
2c′′δ = c′′δ + c′′w2δ = (β +w2β)− (γ +w2δ) = β +w1β = 0.
Hence c′′ = 0 and so β = γ ∈ Rπ ′. Yet wj = −ij on Rπ ′, so we conclude that β is 〈i1, i2〉
invariant, hence a linear combination of the G+
Γ˜
: Γ˜ ∈ E′0 (notation [6, 5.6]). Then by [6, 5.6] we
obtain 0 = Kc(β, d) = Kc(β,β). Hence β = 0 since Kc is positive definite on Rπ ′. Then c′ = 0,
by 7.3(2) and cα = 0, ∀α ∈ π ′′+, because the Γ˜α: α ∈ π ′′+, are disjoint. 
7.16. We now obtain the following version of [6, 5.9].
Proposition. (g affine, π1,π2  π , π1 ∪ π2 = π).
(i) hE + Cδ = h′ ⊕⊕α∈π ′′− ChΓ˜α ⊕ Cδ.
(ii) ΛE =⊕α∈π ′′+ CδΓ˜α .(iii) h = ϕc((Cδ + hE)⊕ΛE).
Proof. The sums h′E := h′ +
∑
ChΓ˜α , Λ
′
E =
∑
CδΓ˜α in the right-hand sides of (i), (ii) are direct
by 7.14 and 7.15 and contained in the respective left-hand sides. The sum Cδ + h′E is direct
by 7.14. Suppose δ′ ∈ (Cδ ⊕ h′E) ∩ Λ′E . We can assume δ′ ∈ h∗R without loss of generality.
Then Kc(δ′, δ′) = 0, ∀c ∈ R by 7.13 and so δ′ ∈ Rδ by 7.4. If δ′ = 0, we obtain δ ∈ Λ′E which
contradicts 7.15. Hence the sum Cδ + h′E +Λ′E is direct and so has dimension 1 + π ′ + |π ′′−| +|π ′′+| = 1 + |π | = dimh. This gives (iii).
For (i) observe from 7.13 and the non-degeneracy of Kc that dim(hE + Cδ)  codimΛ′E =
dimh− |π ′′+| = dim(h′E ⊕ Cδ). The proof of (ii) is similar. 
7.17. Recall the hypotheses of 7.2 and identify h with h∗ through ϕc. Then q′π1,π2 = n+2 ⊕h′ ⊕n−1 .
Unlike g′ this has null intersection with Cδ, which itself lies in the centre of q′π1,π2 . Recall 7.3(2)
and let h denote the image of
∑
i∈I i under ϕc and set qπ1,π2 = n+2 ⊕h⊕n−1 . Then qπ1,π2 ×Cδ,
as a Lie algebra. In particular, Sy(qπ1,π2) = Sy(qπ1,π2)⊗ C[δ].
7.18. Recall 3.3. Notice that the εΓ : Γ ∈ E(π1,π2), are defined even in the affine case since they
are determined from the εjα: α ∈ πj , with π1,π2 of finite type. Recall that we have shown the
δΓ : Γ ∈ E(π1,π2), to be non-zero (7.12) and that [6, 5.2(ii)] still holds for π of affine type.
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case. In particular, one defines hI ,hJ ⊂ h and SJ ⊂ S(q) as in 4.4 and 5.2, and the filtrations F ′,
F ′′ on S(q) as in 5.6. Then just as in 5.8 one obtains
grF ′ grF ′′ Sy(q) ⊂ SJ . (∗)
Again the analysis of Section 6 goes through unchanged being only dependant on the structure
of the semisimple Lie algebras rπ1 , rπ1 with π1,π2 being of finite type.
Recalling (7.12) that δΓ = 0, ∀Γ ∈ E(π1,π2), we obtain exactly as in 6.7 that
chSJ =
∏
Γ ∈E(π1,π2)
(
1 − eεΓ δΓ
)−1
. (∗∗)
Since [6, 5.2(ii)] also holds, it follows that SJ has finite-dimensional weight subspaces. Then (∗)
shows this also holds for Sy(q) and, moreover, gives our upper bound.
7.20. For the lower bound on Sy(q) we identify qπ1,π2 with the image of qπ1,π2 in g/Cϕc(δ).
Although passing to the quotient changes dramatically the nature of the commutation relations
in g, it make no difference to the commutation relations in qπ1,π2 , only its centre is reduced in
dimension by 1 on passing to the quotient.
Set q˜π2,π1 = qπ2,π1 ∩ g′ which has Cartan subalgebra h˜ =
∑
i∈I Cα∨i . Since
U(g′) = U(˜qπ2,π1)⊕
(
m−2 U(g
′)+U(g′)m+1
)
,
we may view A(π1,π2) as functions on U( q˜π2,π1) by restriction to U(g′). Notice that the func-
tions corresponding to highest weights μ and μ+ nδ: n ∈ N, become the same. In particular, we
may replace A(π1,π2) by
A0(π1,π2) :=
⊕
μ∈P0(π)+
V −π2(−μ)⊗ Vπ1(μ).
We note that A0(π1,π2) is obtained from A(π1,π2) by setting t = 1. In particular, the {pμe : e ∈
E(π1,π2)} belong to A0(π1,π2)q′ and are algebraically independent. (It is not quite obvious that
they generate A0(π1,π2)q
′
, however this will not be needed for our lower bound.)
Finally we note that q˜∗π1,π2 identifies with qπ1,π2 through Kc . This gives the following ana-
logue of 7.9.
Proposition. The canonical map restricts to an embedding of grFK (A0(π1,π2))q
′
π1,π2 into
Sy(qπ1,π2). In particular, ∏
Γ ∈E(π1,π2)
(
1 − eδΓ )−1  ch Sy(qπ1,π2).
7.21. Suppose εΓ = 1, ∀Γ ∈ E(π1,π2). Then upper and lower bounds coincide and as when π
is of finite type (6.7) one deduces that Sy(qπ1,π2) is polynomial. More the {pμe : e ∈ E(π1,π2)}
must also generate (A0(π1,π2))q
′ in this case.
182 A. Joseph / Journal of Algebra 312 (2007) 158–1937.22. One may easily show that the remaining generator of Sy(qπ1,π2), namely ϕc(δ) obtains
from t . Here it is convenient to choose scalars so that t (1) = 0. Then (t − )(1) = 0, where
 is the augmentation of U(g) and hence the identity of U(g)∗. Since V (δ) is the trivial g′
module, one has (t − )(n+ + n−) = 0. Again let δ⊥ denote the orthogonal of δ in h. Then
(t − )(δ⊥) = 0. We conclude that grFK (t − ) is an element of δ⊥⊥ = Cδ. More precisely,
(grFK (t − ))(h) = t (h) = δ(h), ∀h ∈ h, so we have the
Lemma. Let t be the basis element of CV (δ) satisfying t (1) = 1. Then grFK (t−) = ϕc(δ), under
the identification of g∗ with g through Kc .
8. Semi-invariants in the nilradical
8.1. Let q be a biparabolic subalgebra of g which we may assume either simple or affine. Let t be
the nilradical of q. If g is simple then by [6, 6.12] the weight subspaces of S(t)q′ are at most one
dimensional and consequently S(t)q′ is polynomial. As we shall see the first statement is false
for g affine. However we show that S(t)q′ is still polynomial and determine its generators, their
weights and degrees. They are amongst the generators of Sy(q) given that the latter is polynomial.
To carry out the above we must first consider the case of a parabolic subalgebra.
8.2. Let pπ ′ , or simply p, be the parabolic subalgebra of a semisimple Lie algebra g, defined by
π ′ ⊂ π . Let m+
π ′ , or simply m, be the nilradical of p. The problem of computing S(m)
p′ was
completely solved in [7, Section 4]. Let us recall the main points. First, if p = b, that is to say the
Borel whose nilradical we shall denote simply by n, then S(n)b′ = S(n)n = Y(n). Now S(m)p′
is a subalgebra of S(m)n which is in turn a subalgebra of Y(n). Since the weight subspaces of
Y(n) have dimension 1, so do those of S(m)p′ and S(m)n. In particular, S(m)p′ and S(m)n are
polynomial. It remains to describe their generators and it will be enough to give their weights.
Recall the canonical system Bπ of strongly orthogonal positive roots. For each π ′ ⊂ π , set
Bπ ′π = {β ∈ Bπ | β /∈ Nπ ′} and Sπ ′π = NBπ ′π ∩ P(π)+. With respect to the ordering > on Bπ de-
fined in [6, 6.5], Bπ ′π is a hereditary subset of Bπ , that is β ∈ Bπ ′π implies β ′ ∈ Bπ ′π , for all β ′ ∈ Bπ ,
satisfying β ′ > β . Again the matrix transforming Bπ to the generators of Sπ is triangular with
respect to the ordering with ones on the diagonal (and integer entries > 0). This gives a natural bi-
jection ϕ :Bπ → Sπ , with ϕ(β) = β+∑β ′>β nβ ′,ββ: nβ ′,β ∈ N+. Set |ϕ(β)| = 1+∑β ′>β nβ ′,β .
The generators of Sπ ′π are just those of Sπ which take the form ϕ(β): β ∈ Bπ ′π . (The exact values
of the nβ ′,β can also be easily computed from the definition of Sπ . For example in type A or
type C, the ordering is linear and nβ ′,β = 1, ∀β ′ > β .) In particular, Sπ ′π is a free subsemigroup
of Sπ . By [7, 4.10, 4.12] one has the
Lemma. S(mπ ′)nμ = 0 ⇔ μ ∈ Sπ ′π . Thus the generators of S(mπ ′)n form the subset of the gener-
ators of Y(n) having weights in Sπ ′π .
8.3.
Corollary. The generators of S(mπ ′)p
′
π ′ form the subset of the generators of Y(n) having weights
in Sπ ′π ∩ π ′⊥.
8.4. Suppose β ∈ Bπ . Then there is a unique smallest (hence indecomposable) subset πβ ⊂ π
such that β ∈ Nπβ . Moreover, β is the highest root for Δ∩Nπβ . Set π0β = {α ∈ π0β | (β,α) > 0}.
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Moreover, in the notation of 2.7 and 8.2, one further has
ϕ(β) =
{
α +i(α) if i(α) = α,
2επαα if i(α) = α. (∗)
Now if ϕ(β) is a weight of S(mπ ′)p
′
π ′ we must have ϕ(β) ∈ π ′⊥ and so {α, i(α)} ∩ π ′ = ∅.
However, through the above we see that this automatically enforces β /∈ Nπ ′. Hence we obtain
the
Proposition. The generators of S(mπ ′)p
′
π ′ form the subset of the generators of Y(n) having
weights in π ′⊥. Moreover, these generators are parameterized by the 〈i〉 orbits lying in π \ π ′.
Remark. In the notation of [3, 5.4.2] the above generators are exactly the generators of SJ of the
form aπΓ : Γ ∈ Π∗. Here we note that Π∗ is the set of 〈i〉 orbits in π \ π ′. The above elements
form a subset of the generators of Sy(pπ ′) and coincide with their leading terms lying in SJ .
8.5. Return to the case of a biparabolic subalgebra qπ1,π2 of g. Here we may assume that q is not
parabolic, equivalently that π1,π2  π . Then dimq < ∞ irrespective of whether g is simple of
affine. As before, we assume π1 ∪ π2 = π . We further assume π indecomposable.
8.6. Recall that q = qπ1,π2 has nilradical t = t+ × t−, where t+ = n+2 ∩ m+1 , t− = n−1 ∩ m−2 .
Moreover, t+ and t− are both stable under the Levi factor r = rπ1∩π2 of qπ1,π2 . Hence so are
Y(t±). This gives the
Lemma. One has
S(t)q
′ = (Y (t+)⊗ Y (t−))r′ .
8.7. Observe that t+ ⊕n+π1∩π2 = n+2 and t− ⊕n−π1∩π2 = n−1 . Thus the n+π1∩π2 (respectively n−π1∩π2 )
invariant subspace of Y(t+) (respectively Y(t−)) is just S(t+)n+2 (respectively S(t−)n−1 ). On the
other hand, t+ (respectively t−) is just the nilradical of the parabolic subalgebra r⊕ t+ (respec-
tively r ⊕ t−) of rπ2 (respectively rπ1 ). Thus we may compute the weights of these invariant
subspaces from 8.2 as follows.
For j ∈ {1,2} set
Bπ1∩π2πj =
{
β ∈ Bπj
∣∣ β /∈ N(π1 ∩ π2)}.
(One may note for example, that Bπ1∩π2π2 = Bπ2 \ (Bπ2 ∩ Bπ1∧π2) in the notation of [6, 6.9].)
Let Sπ1∩π2π2 (respectively Sπ1∩π2π1 ) be the π2 (respectively π1) dominant elements of NBπ1∩π2π2
(respectively NBπ1∩π2π1 ). Of course this notation is consistent with our previous one. Then from
8.2 and the above, we immediately obtain the
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(i) dimY(t+)n
+
π1∩π2
μ  1, with equality if and only if μ ∈ Sπ1∩π2π2 ,
(ii) dimY(t−)n
−
π1∩π2−μ  1, with equality if and only if μ ∈ Sπ1∩π2π1 .
8.8. We write Sπ1∩π2π2 (respectively Sπ1∩π2π1 ) simply as S ′2 (respectively S ′1) and n±π1∩π2 simply
as n+12. In analogy with 3.2, we set
R′π1,π2 =
{
(ν2, ν1) ∈ S ′2 × S ′1
∣∣ ν2 − ν1 ∈ π ′⊥}.
Recall that the weight spaces of S(t+)n
+
2 and of S(t−)n
−
1 are of multiplicity one. Thus for
each ν= (ν2, ν1) ∈ R′π1,π2 , there is a unique up to scalars invariant aν ∈ (Y (t+) ⊗ Y(t−))r
− in
the U(r′) module
U(r′)
(
Y
(
t+
)n+12
ν2
⊗ Y (t−)n−12−ν1)
which we note is isomorphic to Vπ1∩π2(ν2)⊗ Vπ1∩π2(−ν1).
Lemma. S(t)q′ =⊕ν∈R′π1,π2 Caν.
Proof. It remains to establish the inclusion ⊂. This may be obtained through the reasoning in
Section 5 though it is an easy (and well known) argument which we give below.
First of all S(t)q′ is an h module and hence admits a weight space decomposition with weights
in π ′⊥. Given δ ∈ π ′⊥ consider aδ ∈ S(t)q
′
δ . We can write
aδ =
∑
i∈N,ν∈h∗
biν ⊗ ciδ−ν
with biν ∈ Y(t+)ν , ciδ−ν ∈ Y(t−)δ−ν. Obviously biν = 0 implies ν ∈ Nπ . Define o(ν) as in 5.6.
Recall that it only takes integer values  0. One easily checks that if o(ν) is maximal in the
sum, then biν ∈ Y(t+)n
+
12
ν , c
i
δ−ν ∈ Y(t−)
n−12
δ−ν . By 8.7 one obtains ν := (ν, δ − ν) ∈ R′π1,π2 . Then
we may subtract an appropriate multiple of aν from aδ to eliminate the term biν ⊗ ciδ−ν . This just
introduces terms of the form bj
ν′ ⊗ cjδ−ν′ with o(ν′) < o(ν). Since o(ν) 0, the assertion results
by induction on o(ν). 
8.9. By 8.7 we may write
Y
(
t+
)= ⊕
μ∈S ′2
Vπ1∩π2(μ)
as an r module. Recall that π2 is of finite type and let P(π2)+ denote the π2 dominant integral
weights in Qπ2. Observe that S ′ ⊂ P(π2)+. For each λ ∈ P(π2)+, define degλ as in [6, 7.1]2
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Fm2 Y
(
t+
)= ⊕
μ∈S ′2|degμm
Vπ1∩π2(μ).
Since Y(t+) is a domain and the Vπ1∩π2(μ+μ′) are simple, we obtain
grF2 Vπ1∩π2(μ)grF2 Vπ1∩π2(μ
′) = grF2 Vπ1∩π2(μ+μ′).
A similar result holds for Y(t−) with a similarly defined filtration F1. Set F1 ×F2 which is a
filtration on Y(t+)⊗ Y(t−) bounded from below.
View R′π1,π2 as a subsemigroup of Rπ1,π2 . From the above we immediately obtain the
Lemma. For all ν,ν′ ∈ R′π1,π2 one has
(grF aν)(grF aν′) = grF aν+ν′ .
8.10. Recall (3.5) that Rπ1,π2 is freely generated by the νΓ : Γ ∈ E/〈i1〉, and that νΓ = νi1Γ .
Recall (8.4) that each β ∈ Bπ determines an 〈i〉 orbit in π , namely π0β . Given β ∈ Bπ2 , let
(π2)
0
β be the corresponding 〈i2〉 orbit in π2 and set
π ′2 =
( ⋃
β∈Bπ1∩π2π2
(π2)
0
β
)
∪ (π˜ \ π2).
Similarly we define
π ′1 =
( ⋃
β∈Bπ1∩π2π1
(π1)
0
β
)
∪ (π˜ \ π1).
By 8.2, μ ∈ Sπ ′π if and only if it is a (uniquely determined) sum of elements of Sπ each of
which lie in Sπ ′π . A similar assertion is of course true for Sπ1∩π2πj : j = 1,2. It follows that ν ∈
Rπ1,π2 lies in R′π1,π2 if and only if it is a sum of the ν
Γ lying in R′π1,π2 . Take j ∈ {1,2}. Define
ϕj :Bπj → Sπj , by replacing π by πj in 8.2. For all β ∈ Bπ1∩π2πj , the element ϕj (β) ∈ Sπ1∩π2πj is
a multiple of the orbit sum ∑
α∈(πj )0β
 (j)α .
Recalling 3.4, it follows that νΓ ∈ R′π1,π2 if and only if Γ˜ ⊂ π ′1 ∩ π ′2. This proves the
Proposition. R′π1,π2 is freely generated by the νΓ : Γ˜ ⊂ π ′1 ∩ π ′2.
8.11. Since F is bounded from below, we obtain from 8.9 and 8.10 the
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Moreover, aνΓ has weight δΓ .
Remark. The degrees of the generators can be easily computed from the values of |ϕj (β)|: β ∈
Bπ1∩π2πj : j = 1,2. This will be discussed more fully in the next section.
8.12. It is clear that the preceding sections (8.4, 8.7, 8.10) give a combinatorial algorithm for
computing π ′1 ∩π ′2 and hence a set of generators for R′π1,π2 . However we have no general explicit
formula for this set. We give a few examples below.
Example 1. Take π = {α1, α2, α3} of type A3 with π1 = {α1, α2}, π2 = {α2, α3}. Then π1 ∩π2 =
{α2}, Bπ1 = {α1 + α2} = Bπ1∩π2π1 , Bπ2 = {α2 + α3} = Bπ1∩π2π2 . Consequently, π ′1 = {α1, α2} ∪{˜α,α3} = π˜ and similarly π ′2 = π˜ . Thus π ′1 ∩ π ′2 = π˜ . Consequently R′π1,π2 = Rπ1,π2 in this
case. Since Rπ1,π2 has the single generator νΓ : Γ = {α1, α3}, it follows that S(t)q′ has a single
generator, say a. It is easy to describe a. Indeed it is the unique up to scalars r′ invariant element
in the U(r′) module generated by xα1+α2x−α2−α3 and indeed equals xα1+α2x−(α2+α3) − xα1x−α3 ,
up to scalars. One may further remark that Sy(q) has an additional generator of degree 3 of the
same weight with leading term hxα1+α2x−(α2+α3), with h = hΓ˜ = α1 −α2 +α3 .
Example 2. Take π = {α1, α2, α3, α4} of type A4 with π1 = {α1, α2, α3}, π2 = {α2, α3, α4}. Then
π1 ∩ π2 = {α2, α3} and one checks that π ′1 ∩ π ′2 = {α1, α4}. In this case R′π1,π2 = ∅.
Example 3. Let π = {α0, α1, . . . , α7} be the affinization of A7. Set π1 = {α0, α1, α2, α4, α5, α6},
π2 = {α2, α3, α4, α6, α7, α0}. Then π1 ∩ π2 = {α0, α2, α4, α6} and one checks that π ′1 = π ′2 = π .
Thus R′π1,π2 = Rπ1,π2 and has 5 generators. The weights of the generators of S(t)q
′ form the set
{
δΓ˜ : Γ˜ ∈
{
α1, α3, α5, α7; {α0, α2, α4, α6}
}}
.
One easily checks that S(t)q′ is not multiplicity free. The first four generators belong to S(t±)q′ .
The remaining generator is the unique r′ invariant element in the U(r′) module generated by
xα0+α1+α2xα4+α5+α6x−(α2+α3+α4)x−(α6+α7+α0).
My student G. Binyamini has recently detailed [1] the asymptotics of such multiplicities for
biparabolic subalgebras of an affine Lie algebra.
9. The sum of the false degrees
9.1. Assume π indecomposable of finite or affine type and let π1,π2 be proper subsets of π
satisfying π1 ∪ π2 = π .
9.2. As in the parabolic case, we have for each Γ ∈ E(π1,π2) a generator of the upper bound SJ
to Sy(qπ1,π2) of weight εΓ δΓ . Let εΓ ∂Γ denote the degree of this generator. As in the parabolic
case the ∂Γ : Γ ∈ E(π1,π2), are rather easy to compute. We call them the false degrees. We show
that they satisfy a rather remarkable sum formula. When upper and lower bounds coincide, that
is when εΓ = 1, ∀Γ (π1,π2), the ∂Γ are the true degrees. In general, it seems that they should
only differ very slightly from the true degrees (assuming that Sy(qπ1,π2) is polynomial!).
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type and recall the subalgebra qπ1,π2 defined in 7.17 obtained by factoring out by Cδ = Centgπ .
Lemma.
indexqπ1,π2 =
∣∣E(π1,π2)∣∣− dimΛE(π1,π2).
Proof. By 7.19(∗∗) the upper bound SJ on Sy(q) has finite-dimensional weight spaces and
hence so has Sy(q). Taking account of the lower bound (7.21) it follows that GK dim Sy(q) =
|E(π1,π2)|, as in 6.8. Again these bounds imply that the space generated by weights of Sy(q) is
just ΛE(π1,π2). Since qπ1,π2 is algebraic, the assertion follows as in [6, 7.16]. 
Remark. One has dimΛE = |π ′′+|, by 7.16. Thus, just as in [6, 8.4], we obtain the analogue of
the Tauvel–Yu (conjectured and now proven) formula, namely
indexqπ1,π2 = |π | − dimS1 − dimS2 + 2 dim(S1 ∩ S2).
9.4. Assume for the moment the π is of the finite type and recall 8.2, 8.4. For each β ∈ Bπ , there
exists a unique up to scalars element of Y(n) of weight ϕ(β). When ϕ(β) = α + i(α), we
set ∂α = ∂i(α) equal to the degree of this element. Otherwise we set επα ∂α equal to its degree.
(If επα = 1/2, then ∂α is the degree of its square. In this case it is only the square powers which
appear in the image of the Kostant map of [3, 6.7].)
Now take j ∈ {1,2} and recall that πj is of finite type under the hypotheses of 9.1. Given
α ∈ πj , define ∂jα to be ∂α when π is replaced by πj and set ∂jα = 0, when α ∈ π \ πj . Finally
set ∂sα = ∂1α + ∂2α , ∀α ∈ π .
Recall 2.4. When Γ ∈ E \ F we set
∂Γ =
∑
α∈Γ
∂sα.
Finally suppose that Γ ∈ F , equivalently that i1Γ = Γ . In this case one has the
Lemma. ∑
α∈Γ
∂sα =
∑
α∈i1Γ
∂sα.
Proof. Indeed, by construction∑
α∈Γ
∂sα =
∑
α∈π1∩Γ
∂1α +
∑
α∈π2∩Γ
∂2α
=
∑
α∈π1∩Γ
∂1i1α +
∑
α∈π2∩Γ
∂2i2α
=
∑
∂sα. 
α∈i1Γ
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∂Γ =
∑
α∈Γ
∂sα, ∂i1Γ = 1 + ∂Γ .
From the description of the generators pΓ : Γ ∈ E(π1,π2), of SJ given in 6.6 (which is
equally valid in the affine case) one easily checks (in the above convention) that
Lemma. degpΓ = εΓ ∂Γ , ∀Γ ∈ E.
9.6. It is convenient to set qπ1,π2 = qπ1,π2 , when π is of finite type. Recall that for any finite-
dimensional Lie algebra a we have defined c(a) = 12 (dima+ indexa).
Theorem. Under the hypotheses of 9.1 one has∑
Γ ∈E(π1,π2)
∂Γ = c(qπ1,π2).
Proof. Assume for the moment that π is of finite type. Then the assertion of the theorem for the
case π1 = π2 = π is just [4, Lemma 4.16]. We rewrite this result as (∗) below.
Recall that S = CBπ = CSπ . The sum of the false degrees in the above case is
2
∑
α∈π
∂α + |π | − dimS = c(b) = dimn+ + |π | by [4, Lemma 4.16].
Thus ∑
α∈π
∂α = 12
(
dimn+ + dimS). (∗)
Consequently
∑
α∈π
(
∂1α + ∂2α
)= 1
2
(
dimn+2 + dimn−1 + dimS1 + dimS2
)
= 1
2
(
dimqπ1,π2 − |π | + dimS1 + dimS2
)
= c(qπ1,π2)+ dimS1 + dimS2 − dim(S1 ∩ S2)− |π |,
by the remark following 9.3.
On the other hand, by [6, 6.5, 8.3] we obtain
dimS1 + dimS2 = 12 |π1| +
1
2
|π2| +
∣∣E10 ∣∣+ 12 |E1|
= 1 |π | + 1 |π1 ∩ π2| + dim(S1 ∩ S2)− 1
∣∣E20 ∣∣+ 1 |E1|,2 2 2 2
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dimS1 + dimS2 − dimS1 ∩ S2 − |π | = −12
∣∣E20 ∣∣− 12 |E2| = −12 |F |.
Finally, through the definition of ∂Γ one obtains
∑
Γ ∈E
∂Γ =
∑
α∈π
(
∂1α + ∂2α
)+ 1
2
|F |
= c(qπ1,π2), by the above. 
Remark. Suppose π affine. Then c(qπ1,π2) = c(qπ1,π2)+1. On the other hand, Sy(qπ1,π2) has an
additional generator of degree 1 coming from Cent qπ1,π2 . Including this extra generator extends
our sum formula to qπ1,π2 .
10. Some further questions
10.1. Recall the Kostant filtration FK on U(g)∗. In general it is notoriously difficult to compute
grFK c even for well chosen elements c ∈ U(g)∗. Here we describe some results and questions.
Given c ∈ U(g)∗ set deg c = min{n ∈ N | c(Fn(U(g))) = 0}. In what follows we assume that g
is simple or affine and that dimqπ1,π2 < ∞ with π1 ∪ π2 = π .
10.2. Our first result extends [4, 4.7(i)]. Recall [6, 3.6, 3.7], fix λ ∈ Dππ1,π2 and let qλ be the
corresponding q′ invariant in A ∩ CV (λ). The hypothesis that dimqπ1,π2 < ∞ implies that π ′ =
π1 ∩ π2 is of finite type, so the restriction of K to h′ = Cπ ′ is non-degenerate. Consequently
h = h′ ⊕ π ′⊥. Set n = degqλ.
Lemma.
(i) qλ(ah) = h(w1λ)qλ(a), ∀a ∈ U(g), h ∈ π ′⊥.
(ii) qλ(ah) = 0, ∀a ∈Fn−1(U(g)), h ∈ π ′⊥.
(iii) ψ(grFK qλ) ∈ S(q′).
Proof. Observe that h ∈ π ′⊥ is the centre of r = rπ1∩π2 . Thus h ∈ π ′⊥ acts by the scalar h(w1λ)
on U(r)vw1λ. This gives (i), whilst (ii) follows from (i) and (iii) follows from (ii). 
10.3. Take Γ ∈ E which we recall [6, 4.6] is a 〈i1i2〉 orbit in π˜ . Let qΓ ∈ A be the corresponding
q′ invariant (determined up to scalar). In the notation of 10.2 one has qΓ = qdΓ .
Lemma. (g simple, π2 = π). One has
grFK qΓ = grFK qi1Γ ,
up to a non-zero scalar.
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is isomorphic to the dual of U(r)vw1λ as an r′ module. Let {ξi} be the basis of U(r)v−w2λ dual
to {vi}. Then (up to a non-zero scalar) we can write
qΓ =
∑
i
cξi ,vi .
Now i1Γ = i2Γ so qi2Γ is obtained by replacing dΓ by di2Γ . Since π2 = π the latter equals−w2dΓ . Again, since π2 = π , one has π1 ∩ π2 = π1. Then U(r)v−w1w2λ = U(r)v−w2λ and
U(r)vλ = U(r)vw1λ. Consequently, we can write
qi1Γ =
∑
i
cvi ,ξi .
Compared to qΓ , this is a sum of matrix coefficients for the dual module V (λ)∗.
Let σ be the principle antiautomorphism of U(g) which we recall was used to give V (λ)∗ a
left U(g) module structure. Then for all a ∈ U(g) one has
qΓ (a) =
∑
(ξi, avi) =
∑(
σ(a)ξi, vi
)= qi1Γ (σ(a)).
Suppose degqΓ = n. For all a ∈ Fn(U(g)) one has σ(a) = (−1)na mod Fn−1(U(g)). We
conclude that
grFK qΓ = (−1)n grFK qi1Γ ,
in the above presentation. Hence the lemma. 
10.4. In the proof of 10.3 we used the hypothesis π2 = π twice. Nevertheless one can ask if 10.3
holds for biparabolics. In this case we note that Γ , i1Γ can be very different in nature.
10.5. It is convenient to set q− = qπ2,π1 when q = qπ1,π2 . Now choose Γ ∈ E such that Γ = i1Γ
and assume that the conclusion of 10.3 holds. Set n = degqΓ . Then
qΓ (a) = qi1Γ (a), ∀a ∈Fn
(
U
(
q−
))
.
Consequently
deg(qΓ − qi1Γ ) n+ 1. (∗)
Recall the definition of hΓ˜ ∈ h. We may write hΓ˜ = dΓ − di1Γ . For each vector space V , let
Sm(V ): m ∈ N, denote the subspace of S(V ) of homogeneous polynomials of degree m. Recall
[6, 7.5] the definition of ψ .
Proposition. Suppose hΓ˜ /∈ h′. Then
(i) deg(qΓ − qi1Γ ) = n+ 1,
(ii) ψ(grFK (qΓ − qi1Γ ))− hΓ˜ ψ(grFK qΓ ) ∈ Sn+1(q′).
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(qΓ − qi1Γ )(ah) = h(w1dΓ −w1di1Γ )qΓ (a), by 10.2(i),
= K(hΓ˜ , h)qΓ (a), by the above and [6, 5.4(i)].
The last expression is zero for all h ∈ π ′⊥ exactly when hΓ˜ ∈ π ′⊥⊥ = h′. Hence (i). Moreover,
if h /∈ π ′⊥, we obtain
ψ
(
grFK (qΓ − qi1Γ )
)
(ch) = K(hΓ˜ , h)ψ(grFK qΓ )(c) (∗∗)
for all c ∈ Sn(q−), h ∈ π ′⊥.
Let s :S(g) → U(g) be the symmetrization map. Let us write ψ(grFK qΓ ) simply as q . Take
h ∈ π ′⊥, b ∈ Sn−1(q−). One has s(bh) = s(b)h mod Fn−1(U(q−)). Hence
q(bh) = qΓ
(
s(b)h
)= 0, by 10.2(ii). (∗∗∗)
Let {xi} be a basis of q−. For all c ∈ Sn(q−) one has
(hΓ˜ q)(ch) = K(hΓ˜ , h)q(c)+
∑
K(hΓ˜ , xi)q(∂c/∂xi)(h)
= K(hΓ˜ , h) q(c) by (∗∗∗).
By comparison with (∗∗) we conclude that
ψ
(
grFK (qΓ − qi1Γ )
)− hΓ˜ ψ(grFK qΓ )
vanishes on π ′⊥Sn(q−). Hence (ii). 
Remark 1. Suppose π1 = π2 = π with π of finite type. Then i1 = i2 = i, so i1i2 = 1dπ . Conse-
quently |Γ | = 1, ∀Γ ∈ E. Moreover, degqΓ = 0, ∀Γ ∈ E. On the other hand, unless i = 1d , one
may find Γ ∈ E with Γ = iΓ . However deg(qΓ − qi1Γ ) > 1 since for g semisimple the homo-
geneous generators of Y(g) have degree  2. Notice that π ′ = π in this case so the condition of
the proposition will not be satisfied.
Remark 2. Suppose hΓ˜ ∈ h′ (so then hΓ˜ ∈ Rπ ′) and recall the notation of [6, 4.3, 5.6]. By 7.14
one has Γ˜ ⊂ π ′ and so Γ˜ ∈ E20 . By [6, 5.7] we further conclude that hΓ˜ is a linear combina-
tion of the G−
Γ˜ ′ : Γ˜
′ ∈ E20 . Moreover, in this the coefficient of G−Γ˜ must be non-zero, otherwise
K(hΓ˜ , hΓ˜ ) = 0 which, since K|Rπ ′ is positive definite forces the contradiction hΓ˜ = 0. Actually
it can even happen that hΓ˜ and G
−
Γ˜
are proportional. For example take π = π2 of type A5 and
π1 = {α1, α2, α4, α5}. Then Γ˜ := π1 lies in E20 , whilst
G−
Γ˜
= α1 − α5 + α4 − α2 = 3(1 −5 +4 −2) = 3hΓ˜ .
In this case we know from [3, Proposition 7.2] that Sy(pπ1) is a polynomial algebra. Moreover,
by [4, 5.1], we may calculate the degrees of the generators and these turn out to be 3, 5, 6. The
semi-invariant of degree 3 is just the corner 3 × 3 minor lying in S(m+π ). By [9, 4.4, Remark 1]1
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conclude from (∗) that ψ(grFK (qΓ ′ − qi1Γ ′)) is the remaining invariant of degree 6. In other
words, the conclusion of (i) still holds even though the hypothesis does not. The conclusion of
(ii) also holds in this case, by [4, 5.2.9(i)].
Remark 3. A further interesting example occurs when π = {α1, α2, α3} is of type A3 and π1 =
{α1, α2}, π2 = {α2, α3}. In this we must introduce a fictitious root α˜, see [6, 4.5]. Then these are
just two orbits, namely Γ = {α1, α3} and i1Γ = {α2, α˜}. By 6.7, Sy(qπ1,π2) is polynomial on two
generators whose degrees may be calculated from 9.4 to be 2 and 3. The generator of degree 2
is just that described in Example 1 of 8.12 and lies in S(t)q′ , which, moreover, is generated by
this element. Now we already calculated the leading term (in the sense of the double filtration of
Section 5) and deduced it to involve hΓ˜ = 1 −2 +3 (see 6.6).
Consequently, by 10.2(iii), we must conclude that both ψ(grFK qΓ ) and ψ(grFK qi1Γ ) are
proportional to the generator of degree 2. Thus the conclusion of 10.3 holds (up to a choice
of scalars) even though the hypothesis does not and Γ and i1Γ are very different. However,
admitting the above proportionality, the conclusion of Proposition 10.5 holds. In particular, the
cubic invariant must be in hΓ˜ S2(t)q
′ + S3(q′) which is a slightly stronger conclusion to what we
previously obtained. An explicit formula for this cubic generator is given in [12, 11.2.1].
Remark 4. We take this opportunity to correct our misquotation [6, 7.10] of the (computer-
aided) calculations of I. Heckenberger [5]. In this π2 is of type B4; but π1 should be {α3} and not
π2 \ {α2}. More details on this interesting example are given below.
In the above case the weights of the generators of SJ are 21,2,2 + 24,24. On the
other hand, Heckenberger showed that Sy(qπ1,π2) is polynomial on generators a1, a2, a3, a4 of
weights 21,2,22 + 24,24 and degrees 2, 1, 6, 2, respectively. (All but the generator
of degree 6 lie in Y(n+).) In particular, our upper bound is strict. Moreover, all 〈i1i2〉 orbits
are singletons with just ε{α2} = 12 in Theorem 6.7. Thus the formal character of the subalgebra
Sy(qπ1,π2)0 coming from semi-invariants in the Hopf dual behaves as if the latter were poly-
nomial on generators of weights 21,22,2 + 24,24. Comparison with the weights of
Sy(qπ1,π2) shows that our lower bound is also strict and as Heckenberger notes the (unique up to
scalars) elements of these weights must be a1, a22, a2a4, a4. Thus Sy(qπ1,π2)0 is not even facto-
rial. Again, the formal character of Sy(qπ1,π2)0 implies that its subspace of weight 22 + 44
has dimension two which is also the dimension of the corresponding subspace of Sy(qπ1,π2).
We conclude that a3a4 belongs to Sy(qπ1,π2)0 and so Fract(Sy(qπ1,π2)0) = Fract(Sy(qπ1,π2)). We
remark that in this case the false degrees are 2, 2, 5, 2 and their sum, namely c(qπ1,π2), is also
that of the true degrees. It is plausible that the above equality of rings of fractions always holds
when the sum of the true degrees equals c(qπ1,π2). Set q = qπ1,π2,E . A theorem of Bolsinov [2]
indicates that the latter should exactly hold when codim (q∗ \ q∗reg) 2. For a little more detail
on this latter point, see [13, 1.12].
Supplementary index of notation
Symbols not occurring in part I are noted below in the paragraph in which they are defined.
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2.7 Sπ , Sj , επα , (j)α , εjα . 5.3 h⊥. 7.7 δ∨.
2.8 Mν, chM . 6.1 μΓj . 7.8 Dππ1,π2(k).
3.2 Rπ1,π2 . 6.2 a2Γ . 8.2 Bπ
′
π , Sπ
′
π .
3.3 εΓ , επ1,π2 . 6.3 c2Γ . 8.3 π0β .
3.4 νΓj , ν. 6.5 a1Γ , c1Γ . 8.8 R′π1,π2 .
3.6 D˜ππ1,π2 . 6.6 pΓ . 9.4 ∂
j
α , ∂
s
α , ∂Γ .
4.2 h⊥j . 7.2 π∨, I . 10.2 qλ.
4.3 h+2 . 7.3 ai,j , K , δ. 10.3 qΓ , σ .
4.4 hI , hF ′ , hJ . 7.4 ρ, Kc, ϕc. 10.5 s.
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