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SUMMARY
Randomness has proved to be a powerful tool in all of computation. It is pervasive
in areas such as networking, machine learning, computer graphics, optimization, computa-
tional number theory and is necessary for cryptography. Though randomized algorithms
and protocols assume access to truly random bits, in practice, they rely on the output
of imperfect sources of randomness such as pseudo-random number generators or physical
sources. Hence, from a theoretical standpoint, it becomes important to view randomness
as a resource and to study the following fundamental questions pertaining to it:
Extraction: How do we generate high quality random bits from imperfect sources?
Randomization: How do we use randomness to obtain efficient algorithms?
Derandomization: How (and when) can we remove our dependence on random bits?
In this thesis, we consider important problems in these three prominent and diverse
areas pertaining to randomness. In randomness extraction, we present extractors for oblivi-
ous bit fixing sources. In (a non-traditional use of) randomization, we have obtained results
in machine learning (learning juntas) and proved hardness of lattice problems. In deran-
domization, we present a deterministic algorithm for a fundamental problem called identity
testing. In this thesis, we also initiate a complexity theoretic study of Hilbert’s 17th prob-
lem. Here identity testing is used in an interesting manner.
A common theme in this work has been the use of tools from areas such as number




1.1 Randomness in computation
The introduction of randomization in computation has dramatically changed the way we
view computation in the last twenty years. Though randomization was being employed since
the 1940’s: in Monte Carlo simulations in nuclear physics, in hashing and in randomizing
the data among other areas, it was not till the late 1970’s that it was incorporated into
computation. Since then, randomization has proved to be a powerful tool in all of computer
science, computational number theory and optimization.
In computer science, it promptly pervaded areas such as networking, machine learning,
computer graphics, databases and cryptography.1 An attractive feature of randomness is
that, for many important problems, it leads to solutions which are simpler and (provably)
more efficient than their deterministic counterparts.
1.2 Randomness as a resource
Though randomized algorithms and protocols assume access to truly random bits, in prac-
tice, they use the output of imperfect sources of randomness such as pseudo-random number
generators or physical sources. Hence, from a theoretical standpoint, it becomes important
to view randomness as a resource and to study the following fundamental questions per-
taining to it:
Extraction: How do we generate high quality random bits from imperfect sources?
Randomization: How do we use randomness to obtain efficient algorithms?2
Derandomization: How (and when) can we remove our dependence on random bits?
1In fact, cryptography is not possible without randomness.
2This is a very general paradigm and we refer the reader to the excellent book by Motwani and Raghavan
[89], which explores this in great detail.
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1.3 Contribution of this thesis
In this thesis, we consider important problems in these three prominent and diverse areas
in randomness. In randomness extraction, we present extractors for oblivious bit fixing
sources. In (a non-traditional use of) randomization, we have obtained results in machine
learning (learning juntas) and proved hardness of lattice problems. In derandomization, we
present a deterministic algorithm for a fundamental problem called identity testing. In this
thesis, we also initiate a complexity theoretic study of Hilbert’s 17th problem. Here identity
testing is used in an interesting manner.
A common theme in this work has been the use of tools from areas such as number
theory in a variety of ways, and the techniques themselves are quite interesting. Next, a
brief summary of the results is presented, along with a brief discussion of extraction and
derandomiation.
1.3.1 Randomness Extractors
Roughly, randomness extractors are functions which (efficiently) convert imperfect sources of
randomness to ones which are almost random. The goal is to be able to simulate algorithms
assuming access to imperfect sources only, without substantial loss in the efficiency or the
quality of the solution. In addition, these find applications in areas such as cryptography,
where there is a need for high quality random bits.
The difficulty in extracting randomness is related to how one defines imperfect sources
of randomness. The following two examples illustrate this important issue. The first is due
to von Neumann [122]. Consider two independent random variables {X1, X2} each of which
is 1 with probability p and 0 with probability 1−p. The value of p is unknown. In this case,
extracting true random bits is easy. The following table presents the extractor function:
2
X1X2 Y = Ext(X1, X2) Probability
00 reject (1− p)2
01 0 (1− p)p
10 1 p(1− p)
11 reject p2
The von Neumann extractor
It follows that the random variable Y, conditioned on the event “not reject”, is 0 and 1 with
equal probability (= p(1 − p)). Thus, in this case, with a slight loss in entropy, one can
efficiently extract truly random bits.
On the other extreme, is the second example of an imperfect source, for which extracting
even one bit is provably impossible. Consider the set {0, 1}n, of n bit strings. For a
set S ⊆ {0, 1}n, let XS be the random variable with support S, and which is uniformly
distributed on S. Although the range of XS is {0, 1}n, one cannot hope to extract more
than log2 |S| bits3 from such a random variable. Consider the family of random variables
{XS}|S|≤2n−1 . It is easy to see that for any function f : {0, 1}n 7→ {0, 1}, which is supposed
to output a nearly random bit, there is a set S from the family {XS}|S|≤2n−1 on which
f is constant. Indeed, without loss of generality assume that |f−1(0)| ≥ |f−1(1)|. Then
|f−1(0)| ≥ 2n−1. Let T be any subset of |f−1(0)| of cardinality 2n−1. Then, f(T ) = 0.
Notice that the amount of randomness in T is at least n − 1 still one cannot even extract
one random bit. This establishes the fact that randomness extraction is not possible from
such a family of random variables! One gets around this problem by allowing the extractor
to have access to a small random seed.4 In algorithmic situations, this is then taken care
of by running the output of the extractor on all possible seeds. These imperfect sources
turn out to be the most important for a variety of reasons and the reader is referred to the
surveys by Nisan and Ta-shma [93] and Shaltiel [110] for more details.
3This is the so called min-entropy of XS .
4If one has access to more than one independent sample from a random variable from this family, this
impossibility argument no longer works, and it is possible to extract random bits deterministically, see
[33, 12].
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1.3.2 Oblivious bit fixing sources
For cryptographic purposes, the need for deterministic extraction still remains. Albeit,
one needs to consider imperfect sources which are somewhat less general than the second
example discussed above. Here, the most promising class of imperfect source of randomness
is the so called oblivious bit fixing source, for which deterministic extraction seems possible:
An (n, k) oblivious bit fixing source is a imperfect random source that outputs n bits, out of which
all but k random bits are fixed, and the remaining are chosen independently and randomly.
In Chapter 6, we give an (efficient) deterministic extraction scheme which outputs
Ω(log k) random bits from any (n, k) oblivious bit fixing source. The extractor is very
simple and efficient. This matches a result due to Kamp and Zuckerman [55]. We believe
that there is a lot to be done here and our work is of preliminary nature.
1.3.3 Randomization: Learning symmetric juntas
In machine learning, one is typically given access to an oracle which provides random exam-
ples of a concept, and the goal is to learn this unknown concept efficiently. In this setting,
randomization is an integral part of the model.5 An important problem in machine learning
is to learn in the presence of irrelevant information. More formally, the problem is to learn
a function f on n bits, which depends only on some unknown k bits. Such a function is
called a k-junta. It is widely considered (see [16, 88]) that learning the class k-juntas is
one of the most important open problem in the theory of uniform distribution learning. It
has connections with learning DNF formulae and decision trees of super-constant size, see
[25, 53, 83, 119, 120] for more details. The hardness of learning k-juntas has also been a
basis of a cryptosystem in [17]. This gives another reason to investigate the complexity of
this problem.
The first non-trivial result for learning juntas was obtained by Mossel, O’Donnell and
Servedio in [88]. They gave an algorithm that takes time (roughly) n0.704k to learn the
concept class k-juntas. They prove their result by looking at Fourier and F2 representations
of boolean functions simultaneously, and proving an elegant dichotomy theorem concerning
5If one is allowed to choose the examples, typically, the problem becomes easier.
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these representation.
Fourier based learning has enjoyed a tremendous success in the computational learning
theory community. The primary reason for this is two-fold:
• Fourier coefficients of a boolean function contain all the information about it.
• Fourier coefficients are easy to compute in the standard (PAC) learning theory setting.
Roughly, if for a family of boolean functions F , it can be shown that every f ∈ F has
some Fourier coefficient of order at most t which is not zero, then one can learn this family
in time nt. Letting t = k, one obtains a trivial nk time algorithm for learning k-juntas. It
is conjectured in [88] that if a k-junta has zero Fourier coefficients for all sets of size up to
2k/3, then there is way to fix some 2k/3 bits of it, such that the resulting function, with
these 2k/3 bits fixed, is a parity function (or its complement) in the free bits. A proof of this
conjecture would result in a learning algorithm for k-juntas that runs in time n2k/3. There
are examples for which this conjecture, if true, would be the best possible. For instance,
let f(x1, . . . , xn) := MAJORITY(x1, . . . , x2k/3)
⊕(
x2k/3+1 ⊕ · · · ⊕ xk
)
. However, there is
a way to learn this function in time nk/3. It has been suggested in [16], that for general
juntas, nk/3 may be close to the best one can hope for. Substantially new ideas seem to
be needed to go beyond this k/3 barrier. Most likely, these will have consequences beyond
learning juntas. In the dearth of such approaches, a natural question is:
What are sub-families of k-juntas for which Fourier based techniques will lead
to fast algorithms?
Another important thing to notice about this function is that there is a huge sub-group of
the symmetric group (Sk) acting on it, namely S2k/3×Sk/3. In light of these considerations,
the most natural, and arguably an important sub-family, that comes up is the class of
symmetric k-juntas. This is the class of all k-juntas which are symmetric in the variables
they depend on. Surprisingly, even for this family, the best known algorithm before this
work ran in time n2k/3 [88]. This is the motivation for us to study the following structural
result about the Fourier representation of symmetric boolean functions:
5
What is the smallest t such that every symmetric boolean function on k variables
has a Fourier coefficient of order at most t which is not zero ?
Notice that if f is the parity function, or its complement, then t = k. So this question
is interesting only when one prohibits f to be one of these two functions. Let τ(k) be the
smallest such t in this case. We study this extremal parameter and our main contribution
is a proof of the following self similar nature of this question:
If τ(l) ≤ s, then for k ≥ k0(l), τ(k) ≤ s+1l+1 k.
Coupled with preliminary computer based calculations for τ(l), for small values of l, we
obtain that τ(k) ≤ 3k/19. We believe that these results are bound to improve substantially
with more sophisticated calculations for τ(l). As of now, these imply a learning algorithm
for the class of symmetric k-juntas in time about n3k/19. This is already much better than
the n2k/3 bound by [88] and goes below the nk/3 barrier suggested for the almost symmetric
function MAJORITY(x1, . . . , x2k/3)
⊕(
x2k/3+1 ⊕ · · · ⊕ xk
)
.
Apart from improving the results for learning symmetric juntas, we consider our tech-
nical contribution in studying this extremal parameter τ of equal importance. Studying τ
reduces to analyzing a system of Diophantine equations. As a first step, we simplify these
Diophantine equations. This is done by moving to a representation which is equivalent to
the Fourier representation, but seems much simpler for the application of number theoretic
tools. Once this is done, we study these Diophantine equations over local fields and combine
the solutions in a combinatorial manner. The following self-similarity of Pascal’s Triangle
plays an important role. Recall that the m-th row of Pascal’s Triangle consists of binomial





, for 0 ≤ j ≤ m. If m = lp for some l, and some prime p, then
the values obtained by reducing this row modulo p, can be read off directly from the l-th
row of Pascal’s Triangle! We hope that our line of work will finally result in an efficient
learning algorithm for symmetric juntas.
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1.3.4 Randomized reductions: Hardness of lattice problems
Computational complexity theory has really benefitted since the introduction of randomness
as a resource available to the standard (deterministic/non-deterministic) Turing machines.
For instance, important notions such as Interactive Proofs and Probabilistically Checkable
Proofs can be defined only in this model of computation. Even before these powerful ideas,
randomization was used in proving computational hardness of problems, for instance, in
the result of Valiant and Vazirani [117]. They proved that SAT remains hard even if the
problem is to decide if the given SAT formula is unsatisfiable or has exactly one satisfying
assignment. Albeit, the NP-hardness of this problem (called USAT) is proved under the
assumption that NP 6⊆RP.
An important problem for which only randomized reductions are known, is to find
the shortest vector in a lattice. Formally, an n-dimensional lattice L is a set of vectors
{
∑n
i=1 aibi | ai ∈ Z}, where b1,b2, . . . ,bn ∈ Rn is a set of independent vectors, called
the basis for the lattice. The same lattice could have many bases. Given a basis for an
n-dimensional lattice, the Shortest Vector Problem asks for the shortest, non-zero vector
in the lattice. The length of the vectors can be measured in any `p norm (p ≥ 1), and the
corresponding optimization problem is denoted by SVPp.
The Shortest Vector Problem has been studied since the time of Gauss ([43], 1801), who
gave an algorithm for SVP2 in 2-dimensions. In a celebrated result, Lenstra, Lenstra and
Lovász [72] gave a polynomial time algorithm for approximating SVP2 within factor 2n/2.
This algorithm has numerous applications, e.g. factoring rational polynomials, breaking
knapsack-based cryptosystems, checking the solvability by radicals and integer programming
in a fixed number of variables. Since all `p norms are within factor
√
n from the `2 norm,
these algorithms give similar approximations for SVPp, for any p. It is a major open problem
whether SVP2 has polynomial factor approximations that run in polynomial time.
Proving NP-hardness for any finite p (in particular p = 2) was an embarrassing open
problem for a long time. A breakthrough result by Ajtai [5] in 1998 finally showed that
SVP2 is NP-hard. This result was strengthened by Micciancio [84], who showed that SVPp
is hard to approximate within some constant factor, specifically, 21/p. Recently, Khot [62]
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showed that for every δ > 0, there is a constant p(δ) such that for p ≥ p(δ), SVPp is hard
to approximate within factor p1−δ. Surprisingly, all these reductions are randomized and
no deterministic hardness results are known.
In this thesis, we obtain new hardness results for hardness of approximation of SVPp.
This is an improvement over previous results for certain range of values of p. Roughly, we
show that for p ≥ 46, it is hard to approximate SVPp (in polynomial time) within a factor
of 4/3, unless NP⊆ZPP. For p ≥ 112, we obtain a hardness factor of 3/2. Further, our
proofs are very simple (compared to Ajtai and Micciancio’s proofs), and like Khot’s result,
our result works under the assumption NP 6⊆ZPP. Ajtai and Micciancio’s results require the
assumption NP 6⊆RP.
The hardness of SVP is the basis of cryptosystems of Ajtai-Dwork [6]. This was furthered
by Regev in [100], who used the hardness of approximating the Unique Shortest Vector
Problem (denoted USVP). This is a variant of SVP, where in the exact version, we are
guaranteed to have (upto sign) only one non zero shortest vector in the lattice. In the λ-
approximate version, the only lattice vectors of length at most λ times the shortest vector
are the ones parallel to it. The exact version of USVP2 was proved to be NP-Hard (again
under randomized reductions) by Kumar and Sivakumar [66], a la Valiant-Vazirani [117].
We extend their result for every `p norm. We show that for all p ≥ 1, USVPp is hard to
compute exactly in polynomial time, unless NP⊆BPP.
1.3.5 Derandomization
In derandomization one studies when one can remove or reduce the dependence of computa-
tion on randomness. The most important question here is whether P=BPP? Roughly, this
question asks how powerful do efficient algorithms6 become in the presence of randomness?
There is some evidence that P=BPP. A result of Impagliazzo and Wigderson [52] states that
if sufficiently hard to compute boolean functions exist, then P=BPP. In the other direction
it is known that derandomizing BPP (to even quasi-polynomial time) implies strong circuit
lower bounds for NEXP. Hence, establishing the close connection between randomness and




Among other results, it is known [71] that if P=NP, then P=BPP. Hence, proving
P6=BPP implies P6=NP. The Karp-Lipton Theorem [58] suggests that it is unlikely that
NP⊆BPP. Hence, these results point to the possibility that randomization is not as pow-
erful as non-determinism. One of the immediate goals in derandomization is to establish
(unconditionally) that BPP6=NEXP.
A very fruitful approach in derandomization has been to study specific randomized
algorithms and try to remove randomness from them. This has resulted in the construction
of sophisticated and general purpose tools, such as, small bias probability spaces, expanders,
error correcting codes, dispersers, extractors and pseudo-random generators, to name a few.
These have had implications far beyond their originally intended applications. An important
instance of such a problem is the so called polynomial identity testing problem which we
discuss next.
1.3.6 Polynomial identity testing
The polynomial identity testing problem is the following:
Given access to two polynomials f and g, check whether f is identically equal to g.
The complexity of this problem depends on what representation of f and g are given
to us, as well as, the domain over which the polynomials are defined.7 There is an efficient
randomized algorithm for this problem. For more than 25 years, the existence of an efficient
deterministic solution to this problem has remained open. Many fundamental problems,
such as matching, program checking and primality testing can be reduced to it. Most of
these applications, which reduce to testing whether a polynomial is identically zero over a
field, rely only on a black box access to the polynomial. A derandomization for primality
was recently discovered by Agarwal, Kayal and Saxena in their famous paper “PRIMES
is in P” [3]. They showed that testing whether an integer n is a prime reduces to testing
the identities of the kind (a + x)n = a + xn (mod n), for which they gave a deterministic
7Notice that this problem is equivalent to the one where one is given just one polynomial f and it has to
be decided whether f is identically zero.
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polynomial time algorithm.
More recently, Kabanets and Impagliazzo [54] proved that derandomizing identity test-
ing, in the arithmetic circuit setting, implies proving circuit lower bounds for NEXP. Since
proving circuit lower bounds is a notoriously hard problem, it becomes important to inves-
tigate natural families of polynomials for which identity testing can be done in polynomial
time.
In this thesis we present a simple and efficient deterministic algorithm for testing a fairly
general class of polynomials for identity. More specifically, our algorithm can test if a given
polynomial is identically zero in time which is a polynomial in: its sparsity and the logarithm
of its degree. We just rely on a black box access to the polynomial and also prove near
optimal lower bounds in this setting. Technically, our result is number theoretic in nature
and uses deep facts about distribution of the smallest primes in arithmetic progressions.
Our results are an improvement on the result of Klivans and Spielman in [65]. The difference
is that in their case the dependence of the running time of the algorithm is on the degree
of the polynomial, compared to the logarithm of the degree in our case.8
1.3.7 The complexity of Hilbert’s 17th problem
As an important application of identity testing, we obtain a connection with Hilbert’s 17th
problem. Hilbert asked the following problem in his famous 1900 lecture:
Given a multi-variate polynomial that takes only non-negative values over the reals, can
it be represented as a sum of squares of rational functions?
In 1927, E. Artin gave an affirmative answer to this question. His result guaranteed the
existence of such a finite representation and raised the following important question:
What is the minimum number of rational functions needed to represent any non-
negative n-variate, degree d polynomial?
In 1967, Pfister proved that any n-variate non-negative polynomial over the reals can be
written as sum of squares of at most 2n rational functions. In spite of a considerable effort
by mathematicians for over 75 years, it is not known whether n + 2 rational functions are
8Preliminary version of our results appeared in [79].
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sufficient! In lieu of the lack of progress towards the resolution of this question, we initiate
the study of Hilbert’s 17th problem from the point of view of computational complexity. In
this setting, the following question is a natural relaxation:
What is the descriptive complexity of the sum of squares representation (as rational
functions) of a non-negative, n-variate, degree d polynomial?
We consider arithmetic circuits as a natural representation of rational functions. We
are able to show, assuming a standard conjecture in complexity theory, that it is impossible
that every non-negative, n-variate, degree four polynomial, can be represented as a sum of
squares of a small (polynomial in n) number of rational functions, each of which has a small
size arithmetic circuit (over the rationals) computing it.
Our result points to the direction that it is unlikely that every non-negative, n-variate
polynomial over the reals can be written as a sum of squares of a polynomial (in n) num-
ber of rational functions. Further, relating to standard (and believed to be hard to prove)
complexity-theoretic conjectures sheds some light on why it has been difficult for math-
ematicians to close the n + 2 and 2n gap. We hope that our line of work will play an
important role in the resolution of this question.
1.4 Structure of the thesis
We have chosen to organize our results in the thesis chronologically. Chapter 2 presents
our results about polynomial identity testing. This is based on a paper with Dick Lipton
[79]. In Chapter 3 we present the connection to Hilbert’s 17th problem. This is based on
a manuscript9 with Nikhil Devanur and Dick Lipton [38]. In Chapter 4 we present our
results on the junta problem. This is based on an earlier unpublished article [37] and the
manuscript [121]. Chapter 5 concerns the complexity of lattice problems and is based on
a manuscript with Subhash Khot [64]. Finally, in Chapter 6 we present our results on
oblivious bit fixing extractors. This is based on a preliminary draft with Dick Lipton [78].





The problem of testing whether a multivariate polynomial f(x1, . . . , xn) is identically zero is
extremely importance in theoretical computer science. Applications include designing fast
randomized algorithms: most notably for program checking [20, 77] and perfect matching
in graphs [30, 80, 90], complexity theory: in proving results such as IP=PSPACE [10, 82,
111] and PCP=NP [8]. Applications to lower bounds include a result of Kabanets and
Impagliazzo [54], who show that derandomizing identity testing implies circuit lower bounds.
Recently, results on identity testing were used in proving PRIMES∈P by Agrawal, Kayal
and Saxena [3]. They showed that testing whether an integer n is a prime reduces to
efficiently testing the identities of the kind (a + x)n = a + xn (mod n), for which they gave
a deterministic polynomial time algorithm.
Another interesting application of polynomial identity testing was given by Devanur,
Lipton and Vishnoi [38]. They relate the complexity of Hilbert’s 17th problem to standard
complexity classes1. Further applications and discussions about identity testing can be
found in the text of Motwani and Raghavan [89].
To make the problem more precise, one needs to fix a representation of the given polyno-
mial. If the polynomial is given as a list of its coefficients, the problem is trivial. Often, we
are given an implicit representation of the polynomial, such as the determinant of a matrix
or as an arithmetic circuit. It is easy to see that there exists a set S, with size polynomial in
s and d, such that every non-zero multivariate polynomial of total degree at-most d, which
can be described using s bits, evaluates to a non-zero value at at-least one of the points of S.
Finding such a set deterministically seems elusive, and results of Kabanets and Impagliazzo
1Details appear in Chapter 3.
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[54] seem to substantiate this difficulty, even for determinants.
2.1.1 Basic definitions and notations
Before continuing further, for the ease of presentation, we introduce some basic definitions.
A polynomial is written as f =
∑
α cαx
α, where xα = xα11 · · ·xαnn . 2 A monomial is said
to appear in f, if the corresponding coefficient is non-zero. m(f) denotes the number of
monomials in f. di(f), for 1 ≤ i ≤ n, is the degree of xi in f. d(f) := maxi di(f) is called the
maximum degree of f. δ(f) denotes the maximum total degree of f. H(f) denotes the
height of f, that is, if f =
∑
α cαx
α, then H := maxα |cα|. By abuse of notation, we will
use m, di, d, δ, H to denote these quantities for f when the context is clear. All logarithms
are base 2, unless stated otherwise.
A polynomial f =
∑
α cαx
α (defined over a ring of characteristic zero) is said to be
identically zero, denoted f ≡ 0, if cα = 0, for all α.
A Black Box computing a polynomial f(x1, . . . , xn) ∈ Z[x1, . . . , xn] is an oracle that
evaluates f at a given point (a1, . . . , an) ∈ Zn. A Promise Black Box is a black box with
a given set of promises Π0 and Π1, computing a polynomial f that satisfies one of the
promises Π0 or Π1. Typically Π0 will be the predicate that f ≡ 0 over Zn, while Π1 a set of
conditions on the polynomial: e.g. bounding its height, number of monomials, degree etc.
Typical notation will look like PBBf [0, (n, m, d,H)], which means that either f ≡ 0 or f is
a polynomial in n variables with at most m monomials, maximum degree d and height H.
2.1.2 Previous work
The main ideas in polynomial testing evolved over a period of 25 years, but most notable
progress was made in the last decade. In this section we sketch a brief history of important
contributions.
DeMillo-Lipton ’78, Zippel 79, Schwartz ’80
The earliest work on zero testing can be traced to DeMillo and Lipton [36], Schwartz [109]
and Zippel [124] back to late 1970’s. They use the fact that for a non-zero polynomial
2In such a summation no monomial is repeated more than once. We will just be concerned with polyno-
mials defined over rings of zero characteristic.
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f(x1, . . . , xn) ∈ Rn, if we choose a big enough set from R and set the variables randomly
and independently from it, with high probability, f does not evaluate to zero. Formally
Theorem 2.1.1. For f 6≡ 0 ∈ R[x1, . . . , xn], for any set S ⊆ R, and ai chosen randomly
and independently from S,




If we allow δ(f) to be a part of the input, this theorem establishes that identity testing
is in co-RP. For circuits, the degree of the polynomial computed by a circuit of size s could
be as big as 2s. With a simple modification, Ibarra and Moran [51] established a similar
result when f is given as an arithmetic circuit over the integers.
Chen-Kao ’97, Lewin-Vadhan ’98
In a remarkable paper, Chen and Kao [31] show how to reduce randomness using irrational
numbers. They use the fact that if one substitutes algebraic numbers of sufficiently high
degree (over Q) in a polynomial with integer coefficients, a non-zero polynomial will not
evaluate to zero. Of course, one cannot substitute algebraic numbers, but only their rational
approximations. They use random bits to chose a random conjugate of the algebraic num-
bers at hand and plug in its suitable rational approximation. They need
∑n
i=1dlog(di + 1)e
random bits, where di is the degree of the polynomial in xi. Contrary to the classic algo-
rithms, the error probability is reduced not by increasing the number of random bits, but
by increasing the precision of the rational approximations. Thus, letting the algorithm run
for more time reduces error. Further, their proof assumes just a black box access to f.
This technique was generalized by Lewin and Vadhan [75] to work over any field, when
f is given as a straight line program. If f is given as a black box, they needed the field to
be large enough. They also showed the optimality of the random bits used in the black box
model.
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Agrawal-Biswas ’99, Agrawal-Kayal-Saxena ’02
Further improvements were made in the work of Agrawal and Biswas [2]. They showed how
to do identity testing with d
∑n
i=1 log(di+1)e random bits. (Notice that the ceiling is outside
the summation, compare to Chen-Kao.) But they assumed a circuit representation of f and
their algorithm works over the ring Zt or Q. But more importantly, they proposed a test
for primality based on the identity mentioned in the introduction. Finally a breakthrough
occurred in 2002, when Agrawal, Kayal and Saxena [3] gave a deterministic algorithm for
testing this identity and hence establishing that PRIMES∈P.
Klivans-Spileman ’00
Klivans and Spielman [65] used ideas from error correcting codes and the Isolation Lemma
[30, 90] to give a randomized polynomial time algorithm which uses O(log mnδ) random bits
for PBBf [0, (n, m, δ, ·)]. Up to constants, their result generalizes the previously mentioned
results of [2, 31, 79]. This algorithms implies a deterministic algorithm to test whether a
sparse polynomial is identically zero or not. The time taken by this deterministic algorithm
is polynomial in m,n and δ. Hence, if m and δ are polynomial, this is a polynomial time al-
gorithm. This also has an application in learning theory [65], where one needs to interpolate
sparse polynomials.
Kabanets-Impagliazzo ’03
A result by Kabanets and Impagliazzo [54] asserts that identity testing of polynomials given
as circuits over integers is essentially as hard as proving circuit lower bounds for NEXP.
They also get a partial converse to this statement: one can deterministically test a circuit
(over integers) of size poly(n), computing a polynomial in n variables, of degree at most
poly(n), in sub-exponential time, if PERMANENT has super polynomial arithmetic circuit
complexity. The latter part is an analogue of the classic hardness-randomness tradeoff for
boolean functions introduced by Nisan and Wigderson [94]. Their results, along with a result
of Valiant [54], also implies hardness of derandomizing identity testing for determinants.
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2.1.3 Our results and techniques
Algorithmic results
The main result of this chapter is a deterministic algorithm for testing identities over integers
for PBBf [0, (n, m, d,H)]. The algorithm runs in time poly(mn log(d + 1) + log H). This
improves on Klivans and Spielman: the dependence of the running time here is logarithmic
in the maximum degree, while it is polynomial in total degree in case of Klivans and Spielman.
Another important feature of our algorithm is that it is very simple. However, the proof
of correctness relies on deep results from analytic number theory about the distribution of
primes in arithmetic progressions.3
This chapter also contains lower bounds relating to polynomial identity testing. We outline
them below.
Lower bounds
In light of the result of Kabanets and Impagliazzo [54], lower bounds for identity testing
seem plausible only for certain special models, such as the Black Box model. This model is
ubiquitous, most notably in cryptographic applications, [22], hence it seems important to
understand its limits. By a lower bound here one means the number of queries any deter-
ministic algorithm can be forced to make, before it is certain that the box represents a zero
polynomial. This bound translates easily into a randomized lower bound: the minimum
number of random bits an algorithm needs to decide the same. The minimum number of
random bits needed is roughly the logarithm of the minimum number of queries any deter-
ministic algorithm needs to make, see [75]. (Henceforth we only talk about deterministic
lower bounds.)
Most positive results about identity testing use the given polynomial as a black box.
Lewin and Vadhan [75] gave a simple lower bound argument which matched (up to con-
stants) their algorithm. Their proof is essentially a dimensionality argument on the vector
space of monomials. When a promise bound on the height of the polynomial is given, the
3Results using similar techniques were reported by Shparlinski [112] in some of his unpublished work with
Karpinski.
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dimension argument fails to give any meaningful answer for the query complexity.
In Section 2.3.2 we supply near matching lower bounds to the positive results in this
chapter. (See Theorem 2.3.1.) This assumes a promise on the black box’s height and the
number of monomials. In the same section, we also supply optimal lower bounds for a
technique developed by Chen and Kao [31]. (See Theorem 2.3.2.) The difference is that
their algorithm checks approximate equality rather than equality: evaluate f and test if it
is close to zero, rather than equal to zero.
2.2 Deterministic identity testing algorithm
The main result of this chapter is the following:
Given a black box access to a multivariate polynomial f(x1, . . . , xn) ∈ Z[x1, . . . , xn],
there is a deterministic algorithm which decides whether f is identically zero,
and runs in time polynomial in m,n, log(d + 1) and log H. Moreover the bit
lengths of the queries to the black box are logarithmic in m,n, log(d + 1) and
log H.
The input bit lengths are important, as if we do restrict them, there is an easy algorithm
to test identity. This is illustrated in a later section on the number of roots of sparse
polynomials. Although we use some deep results from analytic number theory, the main
idea is a clever use of the following mantra:
A positive integer s can have at most log s distinct prime factors.
As mentioned before, via a different approach, Klivans and Spielman [65] obtain similar
results. But their result implies a deterministic identity test which runs in time polynomial
in m,n, d compared to ours, which runs in time polynomial in m,n, log H and log(d +
1). So for exponential degree sparse polynomials, Klivans-Spielman implies an exponential
algorithm, while ours is still a polynomial time algorithm. The main feature of our algorithm
is that it is conceptually simpler than the one by Klivans and Spielman.
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2.2.1 Number theory and identity testing
At the heart of our algorithm lies a number theoretic result, which we review next. It is well
known, that for integers (a, q) = 1, any arithmetic progressions of the type {kq + a|k ≥ 0}
contains infinitely many primes. This is a celebrated result of Dirichlet [103]. Analogous
to the Prime Number Theorem (PNT), it is also known that the density of primes in such
a progression is about 1φ(q) . From the computational point of view, it is important to know
the size (in terms of q) of the smallest prime in this progression. Let us consider a special
arithmetic progression {kq + 1|k ≥ 0}, where q is a prime. Denote the smallest prime in
this arithmetic progression by p(q). Linnik [76] obtained an unconditional4 result showing
that there is an absolute constant L (called Linnik’s constant), such that p(q) < qL.5 After
decades of research, the best known value for L is 5.5. Even assuming the Generalized
Riemann Hypothesis, the best one can hope for is L = 2.
Another result in this direction was recently proved by Baker and Harman [11]. They
proved that on an average the Linnik’s constant is below 2! In fact about 1.924. It turns
out that this result is sufficient for our purpose! Further, this gets us a significant saving in
running time while maintaining the simplicity of the algorithm of [79]. But for simplicity,
we will also present the one using Linnik’s Theorem. Technically, we obtain the following
as a corollary of the Baker-Harman and Linnik’s Theorem.
Theorem 2.2.1. There is a fixed t0 such that for all t ≥ t0, the set of primes less than t1.924
contains at-least t distinct primes p1 < · · · < pt, such that each pi = p(qi) for some prime
qi. (Each qi < t1.924.) (Here for a prime q, p(q) is the smallest prime in the arithmetic
progression {kq + 1|k ≥ 0}.)
Using this fact we prove the following theorem, which is an improvement on the result
in [79]. We hope that in future more applications of this result will be discovered.
Theorem 2.2.2. Given a black box access to a multivariate polynomial f(x1, . . . , xn) ∈
Z[x1, . . . , xn], there is a deterministic algorithm which decides whether f is identically zero
4Without resorting to any standard conjectures in number theory such as the Riemann Hypothesis.
5He proved his result for more general arithmetic progressions.
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in time polynomial in O((mn log(d+1)+log H)3.848). Moreover the bit lengths of the queries
to the black box are logarithmic in m,n, log(d + 1) and log H.
Organization of this section
In Section 2.2.2 we state some number theoretic preliminaries. In Section 2.2.3 we present
our results related to primes in arithmetic progressions. In Section 2.2.4 we present the
algorithm followed by its analysis in Section 2.2.5.
2.2.2 Number theoretic preliminaries
For integers a, d, (a, d) denotes their greatest common divisor. For d > 0, let φ(d) be the
Euler’s totient function of d, or the cardinality of the set {a|(a, d) = 1, 1 ≤ a ≤ d}. For a
prime p, φ(p) = p− 1.
The following simple lemma lies at the heart of our algorithm.
Lemma 2.2.3. The number of distinct prime divisors of an integer s ≥ 1 is at most log2 s.
Proof. Let p1, . . . , pt be distinct prime divisors of s. By definition, for each i, pi ≥ 2. Since
each pi divides s, s ≥
∏t
i=1 pi ≥ 2t. Hence t ≤ log2 s.
For a prime p let GFp be the finite field of size p. Also, let GF×p be the multiplicative
sub-group of non-zero elements of GFp. The following is a direct corollary of Fermat’s Little
Theorem and will be used later.
Lemma 2.2.4. For a prime p, and integers s, t ≥ 0, the polynomials xs and xt are the
identical over GFp if and only if p− 1 divides (s− t).
Proof. By Fermat’s Little Theorem, in GFp, the roots of the polynomial xp−1−1 are exactly
the non-zero elements of GFp. Write xs − xt = xt(xs−t − 1). If s − t = u(p − 1) for some
integer u, then xs−t − 1 = x(p−1)u − 1 = (xp−1 − 1)(1 + xp−1 + · · ·+ x(p−1)(u−1)). Hence by
the observation above, xs−t − 1 is identically zero over GF×p , which in turn implies that xs
is identical to xt over GFp.
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For the other direction, if xs−xt is identically zero over GFp, xs−t−1 must be identically
zero over GF×p . Hence x
s−t − 1 must be divisible by xp−1 − 1. It follows that p − 1 should
divide s− t.
2.2.3 Distribution of primes in arithmetic progressions
The following lemma follows easily from the Prime Number Theorem or even relaxed ver-
sions of it.
Lemma 2.2.5. [103] There is a constant c > 0 such that the n-th prime pn ≤ cn log n.
In this chapter, we are interested in the distribution of primes in arithmetic progressions.
The most natural question here is:
Are there infinitely many primes in any arithmetic progressions?
Of course, one needs that the gcd of the difference and the starting term in the arithmetic
progression be relatively prime. The following theorem establishes that apart from this
trivial case, all arithmetic progressions contain infinitely many primes.
Theorem 2.2.6 (Dirichlet’s Theorem [103]). For integers d ≥ 2 and a ≥ 1, with
(a, d) = 1, there are infinitely many primes in the arithmetic progression {a + kd|k ≥ 0}.
The next natural question is to investigate if there is an analogue of Lemma 2.2.5 for the
case of arithmetic progressions. Before we address this question, we need some notation.
For integers d ≥ 2 and a ≥ 1, with (a, d) = 1, let p(d, a) be the smallest prime in the




Under the widely believed Generalized Riemann Hypothesis (GRH), Heath-Brown [103]
proved that there is a constant c such that
p(d) ≤ c(φ(d))2(log d)2.
Notice that even if one believes the GRH, the best upper bound one can hope for is
about d2. In [76], Linnik managed to prove a weaker version of this fact, albeit, without any
assumptions.
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Theorem 2.2.7 (Linnik’s Theorem [76]). There is a constant L > 1 (called Linnik’s
constant) such that for every sufficiently large d ≥ q0,
p(d) < dL.
The best known value for L is 5.5 [103], while Schinzel, Sierpinski, and Kanold [103]
have conjectured the value value to be 2. We mention here that it follows from the Prime
Number Theorem that for every ε > 0 and large enough d, p(d) > (1 − ε)φ(d) log d. For a
detailed discussion on these facts the reader is referred to the book by Ribenboim [103].
It turns out that if we investigate Linnik’s constant on an average, we can beat the
bound suggested by GRH. First we need some more notation. Let π(x) denotes the number
of primes less than or equal to x and π(x; q, a) :=
∑
1≤p≤x, p≡a(mod q) 1, where the summation
is over primes p. The following (unconditional) theorem proved by Baker and Harman [11]
captures the notion of Linnik’s constant on an average6.
Theorem 2.2.8 (Baker-Harman Theorem [11]). There are functions C1(θ), C2(θ),
(0.5 ≤ θ ≤ 0.6) such that, for most q ≤ xθ, (with (a, q) = 1)
C1(θ)x
φ(q) log x





1. C2(θ) is monotonically increasing, C1(θ) is monotonically decreasing,
2. C2(0.5) = 1 + ε, C2(0.51) ≤ 1.015, C1(0, 533) < 2,
3. C1(0.5) = 1− ε, C1(0.52) > 0.16.
(Here by most q ≤ xθ we mean that for all g > 1, the number of exceptional q is at most
xθ/(log x)g, for x ≥ x0(a, g). For our application we will take take g = 2, a = 1 and θ = 0.52.
Hence there is a fixed x0 such that the number of exceptional q is at most x0.52/(log x)2, for
x ≥ x0.)
6More precisely, this is an average version of the so called Brun-Titchmarsh Theorem.
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Proof of Theorem 2.2.1
Using the Baker-Harman Theorem, we now present a proof of Theorem 2.2.1. Let θ = 0.52.
Consider all positive integers q ≤ xθ and a = 1. It follows from the Baker-Harman theorem,
that for most q ≤ xθ, C1(θ) > 0. This implies that for these q, π(x; q, 1) > 0, and hence
at-least 1. This implies that for at-least x0.52/(log x)2 positive integers q, which are less that
x, the smallest prime in the arithmetic progression {kq + 1|k ≥ 0} is at most x. Restricting
ourselves to the case when q itself is a prime number, by Prime Number Theorem, we are
still left with 2x0.52/ log x − x0.52/(log x)2 good q-s. For large enough x this means that
the number of primes q ≤ x0.52, such that the smallest prime in the arithmetic progression
{kq + 1|k ≥ 0} is at most x, is at-least x0.52/ log x.
Recall that for a prime q, p(q) denotes the smallest prime in the arithmetic progression
{qk + 1|k ≥ 0}. It could be that for q1 6= q2, p(q1) = p(q2). We show that no more than 6
primes can share the same smallest prime. So if we take 6t distinct primes {qi|1 ≤ i ≤ 6t},
the cardinality of the set |{p(qi)|1 ≤ i ≤ 6t}| ≥ t.
Lemma 2.2.9. Let q0 < q1 < q2 < · · · < qv be primes such that the smallest prime in
each of the arithmetic progression {jqi + 1|j ≥ 1} is p, and q0 is the constant above which
Linnik’s Theorem applies. Then v < L.
Proof. By hypothesis, there is an integer k′ > 1 such that
p− 1 = k′q1q2 · · · qv.
Hence qv1 ≤
∏v
i=1 qi < p. As p is the smallest prime in the arithmetic progression {kq1+1|k ≥
0}, we know from Linnik’s Theorem that p < qL1 . Hence qv1 < qL1 , implying the lemma.
Let Pt :=
{
p|1 ≤ p ≤ t1.924 and p is a prime
}
and further define
Qt := {p ∈ Pt|p = p(q), for some prime q} .
By the discussion above, and the fact that 1.924 × 0.52 = 1.0048 > 1, Theorem 2.2.1 now
follows. More precisely, there is a fixed constant t0 such that |Qt| ≥ t, for all t ≥ t0. This
completes the proof of the theorem.
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The important thing about Theorem 2.2.1 is that it is better than what one can hope
even using the GRH. The catch is that using this hypothesis one can obtain (slightly inferior)
bounds for every q. (Compare this to the bound of t5.5 in [79]). But we have unconditional
and better bounds.
Now we move on to the description of the algorithm and show how to use Theorem 2.2.1
to get Theorem 2.2.2.
2.2.4 An algorithm for testing polynomial identities
Transforming a multivariate polynomial to a univariate polynomial
First we need the following simple but useful transformation. Let f(x1, . . . , xn) be a poly-
nomial over a ring of zero characteristic (e.g. Z). Further, let the degree of f in each
variable be bounded by d. (The maximum degree of f is bounded by d.) The following
transformation maps such a multivariate polynomial f to a univariate polynomial g.










α. By definition, gf (y) =
∑
α cαgxα(y). Notice that for α 6= β, gxα(y) 6=








. Since the maximum degree of f is at most d, each αi and βi
are at most d. Also, no cancellation among monomial takes place as we are over a ring of
zero characteristic. Thus, gxα(y) = gxβ (y) if and only if α = β. Hence we have proved the
following lemma.
Lemma 2.2.10. Given a polynomial f(x1, . . . , xn) over a characteristic zero field with max-
imum degree no more than d, the substitution xi → x(d+1)
i−1
has the following properties:
1. f is identically zero if and only if gf (defined above) is identically zero.
2. The degree of gf (x) is at most n(d + 1)n.




Recall the definition of Pt
Pt :=
{
p|1 ≤ p ≤ t1.924 and p is a prime
}
Input: f and integers m ≥ m(f), n, d ≥ d(f),H ≥ H(f)
Compute t = dmn log(d + 1) + log He+ 1
Compute the set Pt
for p ∈ Pt do
if gf (y) 6≡ 0 on GFp then
Output f 6≡ 0
end
end
Output f ≡ 0
Algorithm 1: Identity Testing
Note that since we assume an oracle access to f, we can implement the function g as
follows: Once a prime p is fixed, and a point a ∈ GFp, we compute the transformation
mentioned in Lemma 2.2.10 modulo p. Though the degree is exponential, exponentiation
can be done fast by repeated squaring modulo p. Once we have the transformed input, we
query f at that point. Then we take the output modulo p. Since the oracle of f is over a
characteristic zero field, the modular arithmetic described is justified.
2.2.5 Analysis
Let t := dmn log(d+1)+log He+1, where m is an upper bound on the number of monomials
in f, d is an upper bound on the maximum degree of f and H bounds the magnitude of
the largest coefficient of f.
Assume on the contrary that f 6≡ 0, but gf ≡ 0 over GFp, for all primes p ∈ Pt. Recall
that the set Qt ⊂ Pt is defined as:
Qt := {p ∈ Pt|p = p(q), for some prime q} .
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We just focus on the primes in the set Qt. Let gf (y) =
∑
i ciy
ki . Since f 6≡ 0, there is
a monomial, corresponding to lets say α = (α1, . . . , αn), in f with cα 6= 0. Hence, the




in gf (y) is non-zero. If f has at most m monomials, we





Call a prime p ∈ Qt bad for f if at least one of the following occurs:
1. p− 1|(k0 − kj) for some 2 ≤ j ≤ m.
2. p divides ck0 .
Hence, if Qt contains a prime p which is not bad for f, then the term ck0yk0 will not cancel
with any other monomial that occurs in gf , and itself will not end up being zero over GFp.
The following fact now follows immediately.
Fact 2.2.11. The algorithm works correctly for all f, for which there is at-least one prime
in the set Qt which is not bad.
We now turn to estimate the the number of bad primes for f. For the first case, let p
be a prime such that p − 1 divides k0 − kj for some and 2 ≤ j ≤ m. Since p ∈ Qt, p is
the smallest prime in the arithmetic progression {kq + 1|k ≥ 0} for some prime q. Hence, q
divides p− 1, and consequently q divides k0 − kj . For each 2 ≤ j ≤ k, k0 − kj has at most
log |k0 − kj | distinct prime factors. Since the number of integers |k0 − kj | is at most m and
each of them could be at most (d + 1)n in magnitude, the following can be deduced:
Fact 2.2.12. By Lemma 2.2.3, the number of bad primes for the first case is at most
mn log(d + 1).
The second case is straightforward. The number of bad primes that divide c0 are at most
log |c0|.
Fact 2.2.13. By Lemma 2.2.3, the number of bad primes for the second case is at most
log |c0| ≤ log H.
Hence, we complete the proof of the following theorem. As a corollary to it, one obtains
Theorem 2.2.2.
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Theorem 2.2.14. The algorithm works correctly if
t > (mn log(d + 1) + log H).
2.3 Lower bounds
In this section we present known and new lower bounds for identity testing over various
representations.
2.3.1 Circuits and determinants
Let C(n, d, c) be the set of circuits of size at most nc, computing polynomials on n variables
of maximum degree at most d (say over integers). The number of such circuits is at-most
2O(n
c log n). Hence applying Theorem 2.1.1, there is a test set of description length at most
O(dnc+1 log n) which can be used to separate the zero polynomial from those which are
not identically zero in C(n, d, c). Finding such a test set remains elusive and now with the
results of Kabanets and Impagliazzo [54], seems hard. Similar existential (as determinant
has small circuits) and hardness result (see [54]) hold for determinants too.
2.3.2 Black Box
The Black Box model is ubiquitous, most notably in Cryptographic applications, [22]. Also,
this model is the most susceptible to lower bound arguments.
By a lower bound here one means the number of queries any deterministic algorithm
can be forced to make, before it is certain that the box represents a zero polynomial. This
bound translates easily into a randomized lower bound: the minimum number of random
bits an algorithm needs to decide the same. The minimum number of random bits needed
is roughly the logarithm of the minimum number of queries any deterministic algorithm
needs to make, see [75].
Depending on how one uses the output, the lower bound argument changes. Also if
it is a Promise Black Box model, one has to come up with more sophisticated arguments.
Indeed if the black box is promised to be a circuit of small complexity, we cannot prove any
thing non-trivial and probably no good lower bounds exist!
There are two primary ways in which the output of a black box has been used:
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1. Equality: Evaluate f and test whether it is zero or not. This is used in almost all
the algorithms.
2. Approximate Equality: Evaluate f and test if it is close to zero. Such a test was
used by Chen and Kao [31].
We first give a general lower bound observation, first due to Lewin and Vadhan [75], and
then go on to give near optimal lower bounds for promise and approximate equality tests.
Equality with promise on the number of monomials
The arguments in this section works over any field (or Z). The following was observed in
[79, 65].
Suppose we are given a PBBf [0, (n, m, ·, ·)], i.e. either f is identically zero or has at
most m monomials. We show that any deterministic algorithm can be forced to make
m queries. This is because each query gives one linear relation in the coefficients of the
unknown polynomial. So as long as the system is under determined, which happens when
the algorithm makes less than m queries, since we are in a field, there with a non-zero
solution to the coefficients which satisfies all the queries. Hence m queries are necessary.
Notice that this argument does not promise any interesting bounds on the coefficients.
Equality with multiple promises
Now we move to more refined estimates when the problem is of type PBBf [0, (n, m, d,H)].
But we restrict ourselves to Z. Set h := log H. The argument involved here is similar to











. Let F(n, δ, m,H) denote the family of polynomials
f(x1, . . . , xn) ∈ Z[x1, . . . , xn] of total degree at most δ, with at most m monomials and
height less than H. Then |F(n, δ, m,H)| = Θ(lHm) .
For the class of polynomials F(n, δ, m,H), call a deterministic algorithm At,Z satisfying
the following properties: oblivious.
Given f(x1, . . . , xn) ∈ F(n, δ, m,H), At,Z outputs f ≡ 0 if and only if for a set
27
of query points q1, . . . ,qt
f(q1) = 0, . . . , f(qt) = 0.
Moreover each entry in each query vector qi is at most Z in absolute value.
We say that At,Z separates F(n, δ, m,H) if the only polynomial in F(n, δ, m,H) that
At,Z announces 0 is the 0 polynomial. Notice that if At,Z separates F(n, δ, m, 2H), then
At,Z separates F(n, δ, m,H).
We have the following Theorem
Theorem 2.3.1. There is an absolute constant c > 0, such that for any oblivious deter-
ministic algorithm At,Z which separates F(n, δ, m, 2H),
t ≥ c · log l + m log H
log m + log H + d log Z
.
Proof. By remark above, At,Z also separates F(n, δ, m,H). At,Z can be viewed as a mapping
from F(n, δ, m,H) to the space of t tuples. The size of the range is at most (mHZd)t, as
each coordinate is at most mHZd. If |F(n, δ, m,H)| > (mHZd)t, then there are two (not
both zero) polynomials f1, f2 ∈ F(n, δ, m,H) which have the same image. Hence f1 − f2
is a non-zero polynomial in F(n, δ, m, 2H) mapping to the t-tuple which is all zero. Hence
contradicting the fact that At,Z separates F(n, δ, m, 2H). Thus Ω(lHm) ≤ (mHZd)t. This
completes the proof.
It is interesting to note that as d → ∞, the lower bound goes to zero. This seems to
be an artifact of the proof rather than the problem. It would be interesting to remove this
pathology from the bounds.
Approximate equality with multiple promises
In this section we establish a lower bound for black box identity testing algorithm of Chen
and Kao [31]. For simplicity of presentation we assume that we are given a multilinear
polynomial f(x1, . . . , xn) ∈ Z[x1, . . . , xn].
In their algorithm, Chen and Kao choose algebraic numbers α1, . . . , αn such that the
degree of extension [Q(α1, . . . , αn) : Q] = 2n, then they observe:
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f(α1, . . . , αn) = 0 if and only if f ≡ 0. (1)
(For basic algebraic number theory refer to [91].) This follows from the Theorem of Prim-
itive Element [91] of algebraic extensions. In particular the theorem says that there is an
algebraic number θ such that Q(θ) = Q(α1, . . . , αn). θ has 2n conjugates: θ = θ1, θ2, . . . , θ2n .
The trouble is that αis are not rational, and we can evaluate f only at rational numbers.
Hence they compute l bit rational approximations ri of αis. But now Equation (1) does not
necessarily hold. The key idea is to choose a random sign vector (s1, . . . , sn) ∈ {−1, 1}n
and evaluate f(s1 · r1, . . . , sn · rn). (Algebraically this is same as choosing certain rational
approximation to a random conjugate of θ.) They show using some basic properties of
algebraic integers, that if f 6≡ 0, then |f(s1 · r1, . . . , sn · rn)| ≥ 2−l with high probability.
The remarkable fact about this argument is that the error probability can be reduced by
increasing l and without using any more random bits!
We now give a lower bound argument on the random bits needed in this algorithm by
arguing that any deterministic algorithm of this type has to evaluate the polynomial at
many conjugates before it can be certain that f is identically zero or not.
First we make the notion of such an algorithm precise. Let F(n, H) denote the family
of multilinear polynomials f(x1, . . . , xn) ∈ Z[x1, . . . , xn] with height less than H. (We omit





Let α1, . . . , αn be algebraic numbers such that [Q(α1, . . . , αn) : Q] = 2n. Moreover let
a := maxi |αi|. For the class of polynomials F(n, H), call a deterministic algorithm At,a,l
satisfying the following properties: oblivious approximator.
Given f(x1, . . . , xn) ∈ F(n, H), At,a,l outputs f ≡ 0 if and only if for a set of
query points q1, . . . ,qt
|f(q1)| ≥ 2−l, . . . , |f(qt)| ≥ 2−l.
Each query vector qi is of the form (s1 · r1, . . . , sn · rn), where |ri − αi| ≤ 2−l
and si ∈ {−1, 1} for all 1 ≤ i ≤ n.
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We say that At,a,l separates F(n, H) if the only polynomial in F(n, H) that At,a,l an-
nounces 0 is the 0 polynomial.
For simplicity we assume that ri = αi. The effect of the approximation is very little
and conceptually does not any difference. The proof uses a volume argument. We have the
following Theorem
Theorem 2.3.2. There is an absolute constant c > 0, such that for any oblivious approxi-
mator deterministic algorithm At,a,l which separates F(n, 2H),
t ≥ c · 2
n log H
2l + log H + n log a + n
.
Proof. Suppose there is such an algorithm At,a,l which separates F(n, 2H), then it also
separates F(n, H). At,a,l can be thought of as a mapping from F(n, H) to the space of
t tuples. the magnitude of each coordinate can be at most Han2n. Hence the image of
F(n, H) sits in a volume of magnitude at most (Han2n)t. If |F(n, H)| > 2−2lt(Han2n)t,
then there are two (not both zero) polynomials f1, f2 ∈ F(n, H) whose images lie in a t
dimensional cube of volume of side at most 2−2l. Hence in absolute value, each coordinate
of the image of f1 − f2 (which is a non-zero polynomial) is less than 2−l in absolute value.
Hence At,a,l will not be able to distinguish it from the zero polynomial. Moreover the





Hilbert proposed 23 problems in 1900, in which he tried to lift the veil behind which the
future lies hidden.1 His description of the 17th problem is (see [1]):
A rational integral function or form in any number of variables with real coefficient such that it
becomes negative for no real values of these variables, is said to be definite. The system of all definite
forms is invariant with respect to the operations of addition and multiplication, but the quotient of
two definite forms in case it should be an integral function of the variables is also a definite form.
The square of any form is evidently always a definite form. But since, as I have shown [46], not every
definite form can be compounded by addition from squares of forms, the question arises which I have
answered affirmatively for ternary forms [47] whether every definite form may not be expressed as a
quotient of sums of squares of forms. At the same time it is desirable, for certain questions as to the
possibility of certain geometrical constructions, to know whether the coefficients of the forms to be
used in the expression may always be taken from the realm of rationality given by the coefficients
of the form represented.
An affirmative answer to this problem was given by Emil Artin in 1927 [9]:
For every non-negative polynomial f ∈ R[x1, . . . , xn], there exist rational func-
tions g1, . . . , gs ∈ R(x1, . . . , xn), such that f = g21 + · · ·+ g2s .
Motzkin’s example (see [105]) of P (x, y, z) = z6 + x4z2 + x2y4 − 3x2y2z2 illustrates that
the rational functions in Artin’s result cannot, in general, be replaced by polynomials.
P (x, y, z) is non-negative everywhere over the reals, and yet, cannot be written as sum of
1A quote taken from [114].
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squares of polynomials over the reals. Notice that Artin’s result shows that every non-
negative polynomial can be written as sum of squares of finitely many rational functions.
This raised the following important question about the size of such a representation:
What is the smallest number (denoted as ν(n, d)), such that every n-variate,
degree d, non-negative polynomial can be written as sum of squares of ν(n, d)
rational functions over the reals?
In 1967, Pfister [96] proved that ν(n, d) ≤ 2n. However, this upper bound holds when
one is allowed rational functions over a real closed field 2. Remarkably enough, his bound
does not depend on the degree of the polynomial. The best lower bound on ν(n, 3) is n+2.
Over 75 years of effort by various mathematicians, these are still the best known bounds
in general. We remark that the function ν(n, 2) is quite well understood from the time of
Hilbert (see [46, 48, 49]).
In lieu of the lack of progress towards the determination of ν(n, d), we initiate the study
of Hilbert’s 17th problem from the point of view of Computational Complexity. In this
setting, the following question is a natural relaxation:
What is the descriptive complexity of the sum of squares representation (as
rational functions) of a non-negative, n-variate, degree d polynomial?
We consider arithmetic circuits as a natural representation of rational functions. We
are able to show, assuming a standard conjecture in complexity theory, that it is impossible
that every non-negative, n-variate, degree four polynomial can be represented as a sum of
squares of a small (polynomial in n) number of rational functions, each of which has a small
size arithmetic circuit (over the rationals) computing it.
Our result points to the direction that it is unlikely that every non-negative, n-variate
polynomial over the reals can be written as a sum of squares of a polynomial (in n) num-
ber of rational functions. Further, relating to standard (and believed to be hard to prove)
2See [21, 98] for a definition.
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complexity-theoretic conjectures sheds some light on why it has been difficult for mathe-
maticians to close the n + 2 and 2n gap.
3.1.1 Related work
Like all of Hilbert’s problems, the 17th has received a lot of attention from the mathematical
community and beyond. For an extensive survey of the development and impact of Hilbert’s
17th problem on Mathematics, the reader is referred to excellent surveys by [41, 101, 105,
113]. The books [21, 98] also provide good accounts of this and related problems.
Apart from what can be found in the references above, we are aware of some recent
work on various quantitative aspects of Hilbert’s 17th problem. For instance, in [14], it has
been proved that if the degree is fixed and the number of variables are allowed to increase,
then there are significantly many more non-negative polynomials than those that can be
written as sum of squares of polynomials. Further, in [102], it is shown that in general, one
cannot obtain a sum of squares representation in which each rational function has the same
denominator.
To the best of our knowledge the problem raised by this work, about the representational
complexity of non-negative polynomials in the computational setting, is new.
3.2 Overview of our result
Notations
For k = R, Q or Z, k[x1, . . . , xn] denotes the ring of polynomials over k and k(x1, . . . , xn)
denotes the corresponding field of fractions. The following notation about polynomials
is used throughout this chapter: A polynomial is written as f =
∑
α cαx
α. Here xα =
xα11 · · ·xαnn . deg(f) denotes the maximum total degree of f. H(f) := maxα |cα|.
Arithmetic circuits
An arithmetic circuit C over k 3 is a directed acyclic graph. Each vertex has indegree 0 or
2 and is labeled either by addition, multiplication, one of the input variables: {x1, . . . , xn},
3In general k could be a commutative ring, but here k will be either the fields R and Q, or the ring of
integers Z.
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or scalars from k. If the vertex is labeled by a scalar or an input variable, then its indegree
must be 0. If the vertex has indegree 2, then it must be labeled either by + or by ×.
There is exactly one vertex with no outgoing edge, which naturally corresponds to the
polynomial (over k[x1, . . . , xn]) computed by C. The size of C is the number of gates along
with description size of all the constants used. As observed, C computes a polynomial
f(x1, . . . , xn) ∈ k[x1, . . . , xn]. The size of the smallest arithmetic circuit that computes
f ∈ k[x1, . . . , xn] is denoted by Lk(f). We will drop the subscript wherever k is clear from
the context.
Unsatisfiability
Consider a boolean function φ : {0, 1}n 7→ {0, 1} in the conjunctive normal form (3-CNF),
that is φ(x1, . . . , xn) =
∧m
i=1 Ci, where each Ci is a boolean OR of at most 3 literals from
{x1, x1, . . . , xn, xn}. φ is said to be satisfiable if there is a satisfying assignment a1, . . . , an ∈
{0, 1}, such that φ(a1, . . . , an) = 1. The set of such boolean functions, in 3-CNF form, that
have a satisfying assignment is denoted 3SAT. It is well known that 3SAT is NP-complete.
The corresponding co-NP problem is UN3SAT, i.e. the set of boolean functions in 3-CNF
that have no satisfying assignment. It follows that UN3SAT is complete for co-NP.
Now we give the key definition and the main result of this chapter. (Readers not familiar
with standard notations and definitions in computational complexity theory, should refer
to the appendix.)
Definition 3.2.1.
HZ(n, d, h) := {f ∈ Z[x1, . . . , xn] : deg(f) ≤ d, H(f) = O(h),∀(x1, . . . , xn) ∈ Rn f ≥ 0} .
Further, let HZ(d, h) := ∪n≥0HZ(n, d, h).
Remark 3.2.2. Note that we are implicitly viewing HZ(d, h) as a language. Fixing a unique
representation of polynomials (say the smallest arithmetic circuit over Q), we can view
polynomials in this set as binary strings, thus, justifying our viewpoint. Hence, the length
of the input is related to the description of the polynomial and not n. But we concern
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ourselves only with the case when the smallest arithmetic circuit computing an n-variate
polynomial f is of size at most a fixed polynomial in n, say n6. 4
3.2.1 Main theorems
Theorem 3.2.3. Assuming PH 6=Σ2, for all n ≥ 1, there exists a polynomial f ∈ HZ(n, 6, 1)





gi ∈ Q(x1, . . . , xn), satisfies both of the following:
1. s = poly (L(f)).
2. For all i = 1, 2, . . . , s, L(gi) = poly (L(f)).
Thus, unless the polynomial hierarchy collapses to the second level, not every non-
negative polynomial has a succinct sum of squares representation. It is a standard hypothesis
in complexity theory that PH 6=Σ2.5 In fact this theorem says that even if the polynomial
has degree 6 and all coefficients are integers and bounded by a constant, there is no such
representation. As remarked earlier, the degree 2 case is well understood. We strengthen
the previous result by bringing the degree down to 4, at the cost of blowing up the size of
the coefficients. It is an interesting open problem if such a statement can be obtained for
degree 3.
Theorem 3.2.4. Assuming PH 6=Σ2, for all n ≥ 1, there is a polynomial f ∈ HZ(n, 4,poly(n))





i , gi ∈ Q(x1, . . . , xn), satisfies both of the following:
1. s = poly (L(f)).
2. For all i = 1, 2, . . . , s, L(gi) = poly (L(f)).
4For a non-negative, n-variate polynomial with arithmetic circuit complexity not bounded by any poly-
nomial in n, one cannot hope to write an efficient (polynomial in n) sum of square representation by rational
functions. Hence it makes sense only to consider polynomials which are efficiently computable by small
circuits.
5Refer to the appendix for a substantiation of this belief.
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A remark about the representation field
Although we state our theorems for Q, one can replace it by a finite real algebraic extension
of Q. The details are easy and we omit the details for the ease of presentation. It is important
to note though, that Artin’s result does not, in general, imply existence of a sum of squares
representation, where each rational function is over Q. The hard to represent polynomials
guaranteed by our results have a further property that these have small arithmetic circuits
over the integers. It is conceivable that for such polynomials, a succinct representation (in
our sense) exists if and only if a succinct representation exists over the reals. This is an
interesting question for which we do not know an answer.
Outline of the proofs
As the first step in the proof of Theorems 3.2.3 and 3.2.4, we reduce an instance φ of
UN3SAT to a polynomial Fφ which is non-negative if and only if φ is unsatisfiable. This
is a variant of an often used trick, which allows one to use algebraic considerations to
study a boolean formula. We give two such reductions, corresponding to the two theorems:
for Theorem 3.2.3 we give a reduction such that Fφ ∈ HZ(6, 1) and for Theorem 3.2.4,
Fφ ∈ HZ(4,poly(·)). These results establish the co-NP hardness of the classes HZ(6, 1) and
HZ(4,poly(·)). Artin’s Theorem guarantees a sum of squares representation of Fφ over the
reals. If there is some such representation which is succinct (describable by a polynomial
number of polynomial size arithmetic circuits), in NP we can guess it and in co-RP, check if
the guessed representation is the same as Fφ. (This last step is done by invoking polynomial
identity testing.) Formally, we prove the following theorem:
Theorem 3.2.5. For all n, d, h ≥ 1, if for all f ∈ HZ(n, d, h), there exist g1, g2, . . . , gs ∈




i , s = poly (L(f)), and for all i = 1, 2, . . . , s, L(gi) =
poly (L(f)) , then HZ(d, h) ∈ NPco−RP.
To derive the desired contradiction, in the end we invoke a result of Boppana, Hastad
and Zachos [23], which states that co-NP6⊆ NPco−RP, unless PH=Σ2.
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Organization
Section 3.3 contains the arithmetizations of SAT needed to prove Theorems 3.2.3 and 3.2.4.
In Section 3.4.1, we define the problem of identity testing. This will be useful in the proof
of the main result in Section 3.4, which contains proofs of Theorems 3.2.3, 3.2.4, 3.2.5.
3.3 Arithmetization of SAT
In this section we give two different arithmetizations of instances of UN3SAT, each of which
will be used in proving one of Theorems 3.2.3, 3.2.4.
Given an instance φ = ∧mi=1Ci of a UN3SAT problem: Call a literal z ∈ {z1, z1, . . . , zn, zn}
positive, if z ∈ {z1, . . . , zn}. Else, call it negative. For a clause C = C+ ∨ C− (C+ consists










For instance, if C = x1 ∨ x2 ∨ x3, then A(C) = (1− x1)x2(1− x3). Further for a1, a2, a3 ∈
{0, 1}, A(C)(a1, a2, a3) = 0 if and only if C(a1, a2, a3) = 1, (or C is satisfiable). Now define
Fφ(z1, . . . , zn) := 300
 n∑
i=1





Thus for all φ, Fφ ∈ Z[z1, . . . , zn]. It is convenient to let fφ := Fφ/300. The problem remains
the same though, as the sign of fφ is the same as that of Fφ. Let ε = 1300 .
Lemma 3.3.1. φ is not satisfiable if and only if fφ ≥ 0 over the reals.
Proof. If φ is satisfiable, let a = (a1, . . . , an) ∈ {0, 1}n ⊂ Rn be a satisfying assignment.
Then by definition fφ(a) = −ε < 0. To prove the converse, consider the case when φ is
unsatisfiable. We need to show that fφ ≥ 0 over the reals. Let δ = 1/4. We consider two
cases:
1. Case 1: Let (s1, . . . , sn) ∈ Rn be a point such that there is an 1 ≤ i ≤ n such
that si does not lie in either of the two intervals: [−δ, δ], [1 − δ, 1 + δ]. In this case
s2i (1− si)2 > δ4. Since ε ≤ δ4, fφ(s1, . . . , sn) > 0.
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2. Case 2: Hence, we may assume that for a point (s1, . . . , sn), all si are in one of the
intervals: [−δ, δ], [1−δ, 1+δ]. From this we construct a point a = (a1, . . . , an) ∈ {0, 1}n
as follows:
• If si ∈ [−δ, δ] then let ai = 0.
• If si ∈ [1− δ, 1 + δ] then let ai = 1.









. If zi ∈ C+, since C is not satisfied by a, it
must be that ai = 0, and hence si ∈ [−δ, δ], or equivalently (1 − si) ∈ [1 − δ, 1 + δ].
Similarly, if zi ∈ C−, ai = 1, and hence si ∈ [1 − δ, 1 + δ]. This implies that at the
point (s1, . . . , sn), fφ ≥ A2(C) ≥ (1− δ)6 > ε.
Thus, if φ is unsatisfiable, fφ > 0 over the reals. This completes the proof.
The above arithmetization reduces UN3SAT to HZ(6, 1). Thus, the following proposition
follows from Lemma 3.3.1 and co-NP hardness of UN3SAT.
Proposition 3.3.2. HZ(6, 1) is co-NP hard.
Next we show how to obtain a quantitatively better result, if we allow the coefficients to
grow with the input size. First, we need a new reduction. As before, let φ be a boolean
function given in 3-CNF form on n variables and m clauses.









Here δ and ε are positive functions (but less than 1) of m such that ε < (1−δ)3−mδ(1+δ)2.
Note that one can choose such a δ and an ε since (1−δ)3 → 1 and mδ(1+δ)2 → 0 as δ → 0.




Lemma 3.3.3. φ is not satisfiable if and only if f ′φ ≥ 0 over the reals.
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Proof. If φ is satisfiable, let a = (a1, . . . , an) ∈ {0, 1}n ⊂ Rn be a satisfying assignment.
Then by definition f ′φ(a) = −ε < 0. To prove the converse, consider the case when φ is
unsatisfiable. We need to show that f ′φ ≥ 0 over the reals. We consider two cases:
Case 1: Suppose that for a point s := (s1, . . . , sn), all si are in one of the intervals:
[−δ, δ], [1 − δ, 1 + δ]. From this we construct a point a = (a1, . . . , an) ∈ {0, 1}n as
follows:
• If si ∈ [−δ, δ] then let ai = 0.
• If si ∈ [1− δ, 1 + δ] then let ai = 1.









. If zi ∈ C+, since C is not satisfied by a,
si ∈ [−δ, δ], or equivalently (1 − si) ∈ [1 − δ, 1 + δ]. Similarly, if zi ∈ C−, ai = 1 and
hence si ∈ [1− δ, 1 + δ]. This means that at the point s, A(C) ≥ (1− δ)3.
Now consider a clause C ′ satisfied by a. Writing C ′ = C ′+
∨
C ′−, we see that either
some variable in C ′+ is set to 1, or some variable in C
′
− is set to 0 in the assignment
a. Without loss of generality, assume that zi ∈ C ′+ is set to 1 (ai = 1). Thus,









 ≥ −δ(1 + δ)2.
Adding the inequalities for unsatisfied and satisfied clauses, one gets that
m∑
j=1
A(Cj) ≥ (1− δ)3 −mδ(1 + δ)2.
By the choice of ε and δ, we have ε < (1− δ)3 −mδ(1 + δ)2, and therefore f ′φ(s) > 0.
Case 2: Now consider a point s = (s1, . . . , sn) such that, there is an 1 ≤ i ≤ n, such that
si does not lie in either of the two intervals: [−δ, δ], [1−δ, 1+δ]. For a clause C, define
∆C := max {{|1− si| : zi ∈ C+} ∪ {|sj | : zj ∈ C−}} .
It follows that A(C)(s) ≥ −∆3C . Now consider the following 2 cases:
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Case 2a ∆C > 3
Let sj∗ be such that either |sj∗ | or |1−sj∗ | is equal to ∆C . Then (sj∗)2(1−sj∗)2 ≥
∆2C(∆C − 1)2 > ∆3C + 1. This implies that A(C)(s) +
33+1
δ4




(∆3C + 1) > 1. The last inequality follows by noticing that δ < 1.
Case 2b ∆C ≤ 3
From the definition of case 2, ∃sj∗ such that (sj∗)2(1 − sj∗)2 ≥ δ4. Hence,
33+1
δ4
(sj∗)2(1 − sj∗)2 > 33 + 1. By definition of ∆C , A(C)(s) ≥ −33. Combin-
ing these inequalities, we get A(C)(s) + 33+1
δ4
(sj∗)2(1− sj∗)2 > 1.







s2i (1−si)2 > m.
This is exactly what we set out to prove: fφ(s) > 0.
Thus, if φ is unsatisfiable, f ′φ > 0 over the reals. This completes the proof.
This leads to the following:
Proposition 3.3.4. HZ(4,poly(·)) is co-NP hard.
Amplifying positivity
Using the PCP Theorem of [8], one can transform the given formula so that, if it is unsat-
isfiable, then a large fraction (say c, 0 < c < 1) of clauses are unsatisfiable. This gives rise
to an arithmetization such that fφ > cm − 1 if and only if φ is unsatisfiable. This shows
that even if one is given that whenever f > 0, f > cm − 1, it is still co-NP hard to decide
the positivity of f .
Circuit complexity of the arithmetized polynomials
It is important to note that for any 3CNF formula φ, there is an arithmetic circuit over Z
which computes Fφ and F ′φ, whose sizes are at most n
6. 6 In fact, the explicit arithmetiza-
tions written down earlier can be converted into such circuits.




The Identity Testing problem for arithmetic circuits is to decide if two given arithmetic
circuits evaluate the same polynomial. More formally, given two arithmetic circuits C1, C2
over Z, let f, g ∈ Z[x1, . . . , xn] be the polynomials computed by them respectively. The
problem is to decide efficiently if f − g is identically zero over the integers. Here, efficiency
is measured in terms of the input size, which in this case, is the sum of the sizes of C1
and C2. The following result by Ibarra and Moran [51] establishes that, in the presence of
randomness, there is an efficient solution to this problem. Formally, there is an efficient
randomized algorithm which takes as input two circuits and decides if they compute the
same polynomial. The algorithm is always correct when it says NO, but there is a small
chance that is is wrong when it says YES. This simple but important result will play a
crucial role in the proof of the main results which we describe next.
Lemma 3.4.1. ([51]) The Identity Testing problem for arithmetic circuits over Z is in
co-RP.
3.4.2 Proof of main theorems
The fact that non-negative polynomials can be represented as sum of squares suggests the
following algorithm for checking if f ∈ HZ(n, d, ·). Suppose it is true that f = g21 + · · ·+ g2s ,
where each gi = αiβi , αi and βi are polynomials over the integers, and βi 6= 0. Further
assume that this representation is succinct, that is s = poly(n) and for all 1 ≤ i ≤ s,
L(αi),L(βi) ≤ poly(n). Then in NP, we can guess these polynomials αi, βi, as the total bits











2 ≡ 0 (4)
Since f itself has an arithmetic circuit over the integers of size at most n6, the polynomial
on the LHS of the above identity has a polynomial size circuit. Hence using the identity
testing algorithm for arithmetic circuits over the integers, one can verify the above identity
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in co-RP. Thus checking the validity of the guessed representation.
This is formalized in the following proof:
Proof of Theorem 3.2.5. Using NP, guess each gi = αiβi where αi and βi are polynomials over













with length a polynomial in n. Hence by Lemma 3.4.1, checking whether they are equal
is in co-RP. The time required to evaluate the gi’s is also a polynomial in n. Hence we get
HZ(d, h) ∈ NPco−RP.
Finally, we need the following result of Bopanna, et al [23].
Theorem 3.4.2. [23] co-NP ⊆ NPco−RP ⇒ PH = Σ2.
Now we are ready to prove Theorem 3.2.3.
Proof of Theorem 3.2.3. Assume on the contrary. From Theorem 3.2.5, HZ(6, 1) ∈ NPco−RP.
But HZ(6, 1) is co-NP-Hard by Proposition 3.3.2. Now by Theorem 3.4.2, PH = Σ2, a con-
tradiction is achieved.
Using Proposition 3.3.4 instead of Proposition 3.3.2 in the above proof, one obtains a proof
of Theorem 3.2.4.
3.5 Appendix: Computational Complexity preliminaries
The aim of this section is to present the definitions and notions in Computational Complex-
ity Theory. 7 The reader is refered to the book by Papadimitriou [95] for a comprehensive
treatment of this subject.
Some complexity classes
A language is a subset of {0, 1}∗. For a language L, L̄ := {0, 1}∗\L. A p-ary relation is
a language over the following p-ary product: {0, 1}∗ × · · · × {0, 1}∗.8 The complexity class
7The reason we do so is it to broaden the scope of this paper to mathematicians who may not be familiar
with these notions, but are interested in understanding our results on Hilbert’s 17th problem.
8A 1-ary relation is just a language.
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DTIME(f(n)) is the set of all languages for which membership can be tested in time f(n),
by a deterministic Turing machine, in time f(n). P := ∪t≥0DTIME(nt). NP is the collection
of all languages L, such that there is a 2-ary relation RL ∈ P (called a polynomially decidable
relation) and a polynomial p(·), such that x ∈ L if and only if there is a y ∈ {0, 1}∗, with
|y| = O(p(|x|)), and (x, y) ∈ RL. The class co-NP is defined as ∪L∈NPL̄. It follows that
a language L is in co-NP if and only if there is a polynomially decidable 2-ary relation
RL and a polynomial p(·), such that x ∈ L if and only if and for all y ∈ {0, 1}∗, with
|y| = O(p(|x|)), (x, y) ∈ RL. It is natural to define complexity classes based on compositions
of these existential and universal quantifiers. Starting with Σ1 = NP and Π1 = co-NP, one
can define Σi and Πi as follows. For i ≥ 2, Σi is the collection of all languages L such that
there is a i-ary relation RL ∈ Πi−1, and a polynomial p(·), such that x ∈ L if and only if
there exists a y ∈ {0, 1}∗, with |y| = O(p(|x|)), (x, y) ∈ RL. Πi is defined similarly as co-Σi.
Further, define ∆i := Σi ∩Πi. One often thinks of ∆0 = Σ0 = Π0 = P and ∆1 =NP∩co-NP.
Polynomial Hierarchy (PH) is defined to be the collection of classes ∆i,Σi and Πi, for all
i ≥ 0. It follows from definitions that if NP=co-NP then Σi = ∆i for all i ≥ 1.
Completeness
A language L is said to be hard for a a complexity class C, for all L′ ∈ C, there is a
polynomial p(·) and a Turing machine ML,L′ : {0, 1}∗ → {0, 1}∗, such that x ∈ L if and only
if ML,L′(x) ∈ L′. Moreover, for the complexity classes we will be interested in, we assume
that ML,L′ runs in time O(p(|x|)). If L ∈ C and L is hard for C, then L is said to be complete
for C. Complete problems for a complexity class can be thought of as the hardest problems
in their class and can be thought of as characterizing the complexity class.
Next we define a problem which is known to be NP-complete. Consider a boolean func-
tion φ : {0, 1}n 7→ {0, 1} in the conjunctive normal form (3-CNF), that is φ(x1, . . . , xn) =∧m
i=1 Ci, where each Ci is a boolean OR of at most 3 literals from {x1, x1, . . . , xn, xn}. φ
is said to be satisfiable if there is a satisfying assignment a1, . . . , an ∈ {0, 1}, such that
φ(a1, . . . , an) = 1. The set of such boolean functions, in 3-CNF form, that have a satisfying
assignment is denoted 3SAT. One of the earliest and most important results in complexity
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Theory (see [35, 59, 74]) was establishing that 3SAT is NP-complete. The corresponding co-
NP problem is UN3SAT, i.e. the set of boolean functions in 3-CNF that have no satisfying
assignment. It follows that UN3SAT is complete for co-NP. Generalizing these results, it is
known that there is a complete problem for Σi (and hence for each Πi), for all i ≥ 1. This is
precisely the reason why it is widely believed that for all i ≥ 1, Σi 6= Πi. This implies that
PH 6= Σ2, a conjecture on which our result will be based on.
Probabilistic complexity classes
Randomized complexity classes are defined with respect to Turing machines which have
access to an additional tape which contains an infinite number of uniform and independent
random bits. For this paper, we are just concerned with probabilistic polynomial time Turing
machines which always halt (independently of the random tape) after a polynomial number
of steps (in the length of the input). Naturally, for an input x to such a randomized machine
M , one associates probabilities to the computation M(x). The class RP is the class of all
languages L, such that there is a probabilistic polynomial time Turing machine ML, such
that for all x ∈ L, Pr[ML(x) accepts] = 1 and for all x 6∈ L, Pr[ML(x) accepts] ≤ 1/2. The
probabilistic complexity classes important for this paper will be RP and co-RP. Finally, we
define the class NPco−RP as the collections of languages L, for which there is a probabilistic
polynomial time machine ML, and a polynomial p(·), such that if x ∈ L there is a y ∈ {0, 1}∗,
with |y| = O(p(|x|)), Pr[ML(x, y) accepts] ≤ 1/2, and if x 6∈ L, then for all y ∈ {0, 1}∗, with






An important problem in computational learning theory is to learn efficiently in the presence
of irrelevant data. The following formalization is due to Blum [15] and Blum and Langley
[18]:
Let f be an unknown boolean function over an n bit domain which depends on
only k bits. Assume k is much lesser than n, typically k = O(log n). Such a
function is called k-junta. Given an oracle access to independent sample points
〈x, f(x)〉, where x is a uniformly and randomly chosen n bit string, what is the
complexity of learning f?
More formally, a boolean function f : {0, 1}n 7→ {0, 1} is said to depend on variable i, if
there are vectors x and y that differ only in i’th position and f(x) 6= f(y). The variables
on which f depends are called the relevant variables of f . A function that depends only on
an (unknown) subset of k ( n) variables is called a k-junta. The class k-juntas is the set
of all boolean functions on n variables which depend on at most k variables. Typically, k is
of the order log n. Hence, a running time that is polynomial in n is considered efficient.
It is believed [16, 88] that learning the class k-juntas is one of the most important open
problem in the theory of uniform distribution learning. It has connections with learning
DNF formulas and decision trees of super-constant size, see [25, 53, 83, 119, 120] for more
details. The hardness of learning k-juntas has also been a basis of a cryptosystem in [17].
This gives another reason to investigate the complexity of this problem.
The first non-trivial result in learning juntas was obtained by Mossel, O’Donnell and
Servedio in [88], who gave an algorithm that takes time roughly n0.704k to learn k-juntas.
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They prove their result by analyzing the Fourier and F2 representations of a boolean function
simultaneously and showing an elegant dichotomy theorem concerning these representation,
see [88] for details.
Fourier based learning has enjoyed a tremendous success in the computational learning
theory community. The primary reasons for this are two-fold:
• Fourier coefficients of boolean functions contain all the information about f.
• Fourier coefficients are easy to compute in the standard (PAC) learning theory setting.
Roughly, if one can show that every boolean function in a family has some Fourier
coefficient of order at most t which is not zero, then one can learn this family1 in time
roughly nt. Letting t = k, one can obtain a trivial nk time algorithm for learning k-juntas.
However, it is conjectured in [88] that, if a k-junta f has zero Fourier coefficients for all
sets of size up to 2k/3, then there is way to fix some 2k/3 bits of it, such that, f restricted
to this bit fixing, is a parity function (or its complement) in the remaining bits.2 There
are examples for which this conjecture, if true, would be the best possible. For instance,
let f(x1, . . . , xn) := MAJORITY(x1, . . . , x2k/3)
⊕(
x2k/3+1 ⊕ · · · ⊕ xk
)
.3 However, there is
a simple way to learn this function in time nk/3 [16]. Blum, in [16], raises as an open to
decide if one can come up with a better learning algorithm even for this special class of
functions! It seems that substantially new ideas would to be needed to go beyond this nk/3
barrier. Most likely, these will have consequences beyond learning juntas. In the dearth of
such approaches, a natural question is:
What are the sub-families of k-juntas for which Fourier based techniques will
lead to fast learning algorithms?
Another important thing to notice about the function
MAJORITY(x1, . . . , x2k/3)
⊕(
x2k/3+1 ⊕ · · · ⊕ xk
)
1It should also be possible to compute the Fourier coefficients of order upto t efficiently.
2The proof of this would imply a learning algorithm for the class of k-juntas in time n2k/3.
3For the ease of notation, we let x1, . . . , xk be some unknown variables from among x1, . . . , xn.
46
is that there is a huge sub-group of the symmetric group (Sk) acting on it, namely S2k/3 ×
Sk/3. In light of these considerations, the most natural, and arguably an important sub-
family, that comes up is the class of symmetric k-juntas. This is the class of all k-juntas
which are symmetric in the variables they depend on. Surprisingly, even for this family, the
best known algorithm, before this work, ran in time n2k/3 [88]. They consider two cases:
• Unbalanced case: Pr[f(x) = 0] 6= Pr[f(x) = 1].
• Balanced case: Pr[f(x) = 0] = Pr[f(x) = 1].
In the first case, it is shown, using elementary arguments, that f has a non-zero Fourier
coefficient of order at most 2k/3. While in the second case, they invoke a result due to von
zur Gathen and Roche [123], which implies that Fourier coefficients of order o(k) suffice.
Hence, combining these two cases, they obtain that t = 2k/3 is sufficient. Neither of these
results is sufficient to go below the 2k/3 barrier. Though the result of von zur Gathen and
Roche is quite strong, there does not seem to be a way to modify it to handle the unbalanced
case. Further, the techniques of [88] do not seem to be powerful enough to improve on 2k/3.
The fact that the problem at hand turns out to be equivalent to a question about a system
of Diophantine equations, calls for number theoretic techniques, and it is unlikely that one
will be able to make much progress just by elementary arguments. We should also remark
here that the techniques of [123] bear some resemblance to ours, but only at a superficial
level.
This is the motivation for us to study the following structural result about the Fourier
representation of symmetric boolean functions:
What is the smallest t such that for every symmetric boolean function on k
variables, there is a Fourier coefficient of order at most t which is not zero ?
Notice that if f is the parity function, or its complement, then t = k. Hence, this
question is interesting only when one prohibits f to be one of these two functions. Let
τ(k) be the smallest such t in this case. In this chapter, we study this extremal parameter.
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The main contribution of this chapter is a proof of the following self similar nature of this
question:
If τ(l) ≤ s, then for k ≥ k0(l), τ(k) ≤ s+1l+1 k.
Coupled with preliminary computer based calculations for τ(l) for small values of l, we
obtain that τ(k) ≤ 3k/19. We believe that these results are bound to improve with more
sophisticated calculations for τ(l) for small values of l. As of now, these imply a learning
algorithm for the class of symmetric k-juntas in time about n3k/19. We hope that our line
of work will finally result in an efficient learning algorithm for symmetric juntas.
Technically, studying this extremal parameter is equivalent to the study of a system
of Diophantine equations. As a first step, we simplify these Diophantine equations. This
is done by moving to a representation which is equivalent to the Fourier representation,
but seems much simpler for the application of number theoretic tools. Once this is done,
we study these Diophantine equations over local fields and combine the solutions in a
combinatorial manner. The following self-similarity of Pascal’s Triangle plays an important






, for 0 ≤ j ≤ m. If m = lp for some l, and some prime p, then the values obtained by
reducing this row modulo p, can be read off directly from the l-th row of Pascal’s Triangle!
4.2 Our contribution
Results
The main result of this chapter concerns the structure of Fourier coefficients of symmetric
boolean functions. The following is a statement of the main theorem 4.
Theorem 4.2.1. Let 0 < s ≤ l be integers, ε > 0, and f a symmetric boolean function
on k variables other than parity or its complement. Further, assume that for all symmetric
boolean functions on l-variables other than parity or its complement, there is a Fourier
4The hypothesis in this statement is slightly different (though equivalent) to the theorem we will actually
prove, and requires introduction of substantial notation. Hence, we defer the formal statement till Section
4.5.
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coefficient of order at most s which is non-zero. Then, there exists a constant k0 := k0(ε, s, l)





k, such that f has a non-zero
Fourier coefficient of order t.
As will be clear later, due to the nature of the function k0(ε, s, l), we choose l to be a
constant. To obtain siginificant results, we performed a (brute force) computer search to
find the l (and s) which minimize s+1l+1 . It turns out, that l = 18 and s = 2 is the instance
that minimizes s+1l+1 , among the ones we ran a search for. These yield the following result
about learning symmetric juntas.
Theorem 4.2.2. The class of symmetric k-juntas can be learned exactly under the uniform
distribution with confidence 1− δ in time n
3k
19
+o(k) · poly(2k, n, log(1/δ)).
A remark on the computational search
We remark that 3k/19 in the statement of Theorem 4.2.2 and can probably be driven
down by a more powerful and sophisticated search for the finite case. The emphasis of
this presentation is not on this computational aspect, and we hope to expand on this in
the final version of the chapter related to this work. We conjecture that all symmetric
boolean functions on k variables, other than parity or its complement, have a non-zero
Fourier coefficient of order at most 4, proving this at this point seems quite hard. There
is some hope though, that we can prove that there are infinitely many k for which this
conjecture is true. Combining such a result with Theorem 4.2.1, one would immediately
obtain a learning algorithm which runs in time nγk · poly(2k, n, log(1/δ)), for all γ > 0.
Significance of the results
• We provide a novel framework to understand the Fourier coefficients of boolean func-
tions, and in particular, for symmetric functions. Though there is an explicit for-
mula for Fourier coefficients of symmetric boolean functions in terms of the so called
Krawtchouk Polynomials [13], these expressions are not so amenable. Our framework,
though equivalent, is more susceptible to number-theoretic techniques. This may be
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one reasons why these result were not obtained earlier and we hope that this will find
future use in studying symmetric boolean functions.
• Theorem 4.2.1 provides insight into the structure of Fourier coefficients of symmetric
boolean functions. A particularly appealing feature of the result is that one can
obtain quantitatively better versions of Theorem 4.2.2 by proving (or more precisely
verifying) a problem of constant size. Indeed, it turns out that this self similarity is
really a consequence of the self-similar or fractal nature of the Pascal’s Triangle of
binomial coefficients [45].
• In lieu of the fact that one needs fundamentally new learning techniques (beyond the
usual Fourier based approach) to learn the class of k-juntas in time better than O(nk/3)
(see the introduction), theoretically, it becomes important to understand what is the
largest sub-class of k-juntas that can be learnt much faster than this nk/3 barrier.
Symmetric k-juntas seem to be a natural and rich sub-class of k-juntas, for which
prior to our work, the best known algorithm ran in time n2k/3 [88].
It seems that our techniques can possibly be extended to obtain an efficient learning
algorithm for symmetric juntas. But this would require proving some hard number-
theoretic results, which are elusive at this moment.
Before presenting an overview of the proof techniques, it is useful at this point, to review
some fundamental facts about boolean functions.
4.2.1 Fourier coefficients of boolean functions
We consider boolean functions from {1,−1}k 7→ {1,−1} and {0, 1}k 7→ {0, 1}. (As is usual,
0 is identified with 1 and 1 with −1. By abuse of notation we will consider f as a boolean
function in both {0, 1} and {1,−1} notations. We refer to f as a boolean function on k
variables.) For a set S ⊆ [k], define χS : {1,−1}k 7→ {1,−1} to be the function χS(x) :=∏
i∈S xi. (By convention, the boldface x denotes the vector (x1, . . . , xk).) For a function








If f is a symmetric, f is completely determined by its value on any k+1 vectors of distinct
weights5, we use the following vector representation of f : ν(f) := (f0, f1, . . . , fk)T . Here fi
is the value of f on a vector of weight i. Furter f has precisely k+1 (non-equivalent) Fourier
coefficients, (f̂0, . . . , f̂k). Here f̂t is defined as f̂(S), for some S ⊆ [k] with cardinality t. Since
f is symmetric, this does not depend on the choice of S. There is an explicit formula for
f̂t in terms of the Krawtchouk Polynomials [13], but these formulas are not very amenable.
The following four special symmetric functions on k variables will appear often, and we
wish to denote them by: the two constant functions 0 and 1, and the parity function ⊕,
and its complement ⊕.
Technical overview
The first step in the proof is to look at a representation that is equivalent to the Fourier
representation, but turns out to be much simpler for the purpose of our analysis. Let f be a
symmetric boolean functions on k variables. Assume for the moment that f is not constant
or parity or its complement.
For a set S ⊆ [k] and a string σ ∈ {0, 1}t, define pS,σ(f) := Pr[xS = σ|f(x) = 1]. (For
x = (x1, . . . , xk), xS denotes the ordered |S|-tuple of xi-s, for i ∈ S. Also, we refer to pS,σ
as S, σ-projections.) If f is symmetric, this quantity just depends on the size of the set, say
s, and the weight of σ, say w. In this case, we abbreviate pS,σ by ps,w. Call a function f
t-null, if for all sets of size t and all 0 ≤ w ≤ t, pt,w(f) = 1/2t. We show that if for some t,
f̂t 6= 0, then f is not t-null. The converse also holds.
In turn, the t-nullity conditions for f suggest that f is a 0/1 solution to the following
system of Diophantine equations:
Ak,tx = c1.
Here Ak,t is a t + 1 × k + 1 matrix, whose rows are indexed by {0, 1, . . . , t}, columns are





(This means that there is a constant
c, such that the vector ν(f) is a solution to this system.)
5The weight of a boolean vector is defined to be the number of 1s in it.
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Thus, the problem is reduced to a completely number theoretic one. It is easy to see the
when c = 0, the all zeros vector satisfies this system. Similarly for c = 2k−t we get the all
ones vector as a solution. Among other trivial solutions are for 2k−t−1, the parity function
and its complement.
It is clear that increasing the parameter t puts more and more constraints on this system.
The question now becomes what is the smallest number of such equations needed, so that
the only solutions are the trivial ones (mentioned above)?
First, we show that reducing this system of equations modulo a carefully chosen prime,
reduces to the same problem, albeit, of a smaller size. In fact, we choose the prime so
that reducing these equations modulo it, we get (many disjoint) constant sized instances
of a similar set of Diophantine equations. This is the self similarity of these Diophantine
equations we exploit. (It turns out, that this fact is essentially a consequence of the self
similar behavior of the rows of Pascal’s Triangle.)
Next, we invoke results for constant-sized Diophantine equations (which in our case are
gotten by a computer search). Since there is some freedom to the solution space for each
such constant-sized system, we are still left with exponentially many choices for f.
We handle this last problem by combining the results in a clever way (by yet another
choice of a prime) to obtain that f could be only one of the four functions: constant, parity
or its complement. This is a combinatorial argument.
Organization
For the ease of understanding the results, first, we present a self-contained exposition of
a special case in Section 4.4. In Section 4.5, we restate and prove Theorem 4.2.1 in its
full generality. In Section 4.3, we give the mathematical tools to be used in the proof of
these results. Finally, in Section 4.7 we present a proof of Theorem 4.2.2. This section
also includes some preliminaries from learning theory. In Section 4.9, we give results of our
preliminary computational experiments.
4.3 Main tools
In this section we present the tools used in proving our results.
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4.3.1 An arithmetic property of binomial coefficients
The next easy result is a special case of Lucas’ Theorem [45]. This result illustrates the self
similar nature of the Pascal’s Triangle modulo primes.










mod p if i = jp for
some 0 ≤ j ≤ l, and 0 otherwise.

























xi ≡ (1 + xp)l mod p.







xpj . Comparing coefficients of xpj on both sides of the above
equation, one gets the desired conclusion.
On numerous occasions, we will use the following result about the density of primes.
This is an easy corollary of the celebrated Prime Number Theorem.
Lemma 4.3.2. For large enough n, there is a prime p ≤ n, such that p = n− o(n).
4.3.2 S, σ-projections of boolean functions
In this section, we introduce a novel way of looking at Fourier coefficients, in terms of certain
probabilities, which we describe next.
Let f : {0, 1}k 7→ {0, 1} be a boolean function, with Pr[f(x) = 1] ≥ Pr[f(x) = 0]. 6
Unless mentioned, in this section, all probabilities are over the uniform distribution. Recall,
that for a vector x = (x1, . . . , xk), and a set S ⊆ [k], xS is the projection of x on the indices
of S. Let σ ∈ {0, 1}|S|. Define the S, σ-projection of f to be:
pS,σ(f) := Pr [xS = σ|f(x) = 1] .
6For our learning theory application, this is sufficient. To be mathematically precise, one should also
handle the symmetric case Pr[f(x) = 0] ≥ Pr[f(x) = 1].
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Call a boolean function f on k variables t-null, if for all sets S ⊆ [k], with |S| = t, and
for all σ ∈ {0, 1}t, pS,σ(f) = 12t . The following lemma connects the S, σ-projections of f to
its Fourier coefficients.
Lemma 4.3.3. Let f be a boolean function on k variables. f is t-null for some 1 ≤ t ≤ k,
if and only if, for all ∅ 6= S ⊆ [k] with cardinality at most t, f̂(S) = 0.
Proof. For some σ ∈ {0, 1}t, and T ⊆ [k], |T | = t, let g be the function obtained by
substituting σ for x in f . Even though g is a function of xT c , we write g(x) for ease of
notation. By chain rule for conditional probabilities,
pT,σ(f) =
Pr [f(x) = 1|xT = σ] · Pr [xT = σ]
Pr [f(x) = 1]
=
Pr [g(x) = 1] · 2−t
Pr [f(x) = 1]
Hence, pT,σ(f) = 2−t if and only if Pr [g(x) = 1] = Pr [f(x) = 1], or equivalently, f̂(∅) =
ĝ(∅). This is true if and only if f̂(S) = 0 for all ∅ 6= S ⊆ T . The lemma follows.
The following is an immediate corollary of this lemma.
Corollary 4.3.4. Let f be a boolean function on k variables. If f is t-null for some
1 ≤ t ≤ n then f is s-null for 1 ≤ s ≤ t.
Moreover, for symmetric functions, S, σ-projections of f just depend on s := |S| and
the weight w of σ. (Here weight of a vector wt(σ) is the number of 1-s in σ. ) Hence, it
is sufficient to consider s, w-projections of f. We denote them by ps,w(f). For a symmetric







fi. Further, if xs denotes x{1,...,s} and σ is a string
of weight w, it is easy to see that
























fi = c, ∀ 0 ≤ w ≤ s. (5)
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It is easy to see that boolean functions {0,1,⊕,⊕} satisfy this system of equations for all s,
albeit, for different constants. The question is how large must s be so that these 4 boolean
functions are the only solutions to this system, for any constant on the right hand size? To
summarize:







If f is s-null, then there is a positive integer c := c(f, s, k) such that7
Ak,sν(f) = c1.
4.4 The case of k2
In this section we give a self-contained proof of the following (weaker) result. The aim is to
illustrate the key ideas behind the proof of Theorem 4.2.1, without worrying about all the
tedious details. (Note that this result already leads to an improvement over the result of
[88] on learning symmetric juntas!)
Theorem 4.4.1. For any symmetric boolean function f on k variables, which is not one
of {0,1,⊕,⊕}, there is a t = k2 + o(k) such that f̂t 6= 0.
The following lemma combined with Lemma 4.3.2 immediately implies Theorem 4.4.1.
Lemma 4.4.2. Let k be large enough and 2 < p < q ≤ k/2 be two primes. Let f be a
non-constant symmetric boolean function on k variables. If f is (k − p)-null (and hence,
(k − q)-null, then f ∈ {⊕, ⊕̄}.
(In what follows we assume k/2 is an integer to make the presentation clean. One should
replace k/2 by bk/2c to be precise.)
To prove this theorem, we employ a sieving technique to analyze Equation (5). The
idea is to consider Ak,s,p := Ak,s mod p for a prime p. In particular, when k − s = p, we






is 0 if m < 0 or m > l and 1 denotes the all 1-s vector of dimension k + 1.
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where c1 ≡ c(f, s, k) mod p. Since the fi’s are either 0 or 1, c1 is either 0, 1 or 2. In fact,
if c1 = 0, then fi = 0 for all i, and if c1 = 2, then fi = 1 for all i. (Assume p > 2.)
We need the following combinatorial lemma. For positive integers k, p 6= q, let Gk,p,q be
the graph with vertex set {0, 1, 2, . . . , k − 1, k}, and 0 ≤ i 6= j ≤ k are adjacent whenever
|i− j| = p or q.
Lemma 4.4.3. For positive integers k, p, q such that (p, q) = 1 and p + q ≤ k, Gk,p,q is
connected.
Proof. We proceed by induction on min{p, q}. Without loss of generality, let p > q. Clearly,
the lemma holds for the base case, q = 1. Let 0 ≤ i < j ≤ k, and j − i = p − q. Since
p + q ≤ k, either i + p ≤ k or i − q ≥ 0. In either case, there is a path between i and
j. Hence, it is enough to show that Gk,p−q,q is connected, which follows by the induction
hypothesis.
Proof of Lemma 4.4.2. We show that the system of equations (5), put enough restrictions
on ν(f), so that it can correspond to at most 2 non-constant boolean symmetric functions.
Since the functions {⊕,⊕} satisfy (5), f has to be one of these!
Since f is (k − p)-null, and k − p > k − q, by Lemma 4.3.4, f is (k − q)-null. Hence, by
Lemma 4.3.5, ∃c1, c2 such that
Ak,k−pν(f) = c11 and Ak,k−qν(f) = c21.
Consider these two system of equations modulo p and q respectively. Let cp ≡ c1 mod p,
and cq ≡ c2 mod q. They become (respectively in Fp and Fq)
Ak,k−p,pν(f) = cp1 and Ak,k−q,qν(f) = cq1.
Moreover, f being non-constant and p, q > 2, cp = cq = 1. Therefore, the equations are of
the form fi + fj = 1 for all 0 ≤ i 6= j ≤ k, |i− j| = p or q. Since Gk,p,q is connected (Lemma
4.4.3) it follows that fixing the value of any one fi uniquely determines f , and hence, there
are at most 2 possible choices for f, namely, {⊕,⊕}.
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4.5 The general case
The hypothesis for the finite case and Theorem 4.2.1 restated
In this section we give a formal version of Theorem 4.2.1. First we need the following
hypothesis, which we refer to as H(u, m).
Hypothesis 4.5.1. For integers 0 < u ≤ m, we say that H(u, m) is true if for all x ∈
{0, 1}m+1, and any integer c ≥ 0, there are at most four solutions (from the set {0,1,⊕,⊕})
to the following system of equations:
Am,ux = c.
As usual, ν(0) := (0, . . . , 0), ν(1) := (1, . . . , 1), ν(⊕) := (0, 1, . . . , 1/2(1 + (−1)m+1)), and
ν(⊕) := (1, 0, . . . , 1/2(1− (−1)m+1). We say that H(m,u) is false if it is not true.
In this language, the version of Theorem 4.2.1 we prove is the following. It is immediate
that H(l + s, s) implies the hypothesis of Theorem 4.2.1. Moreover, it is not too difficult to
see that in fact, the two hypotheses are equivalent. We omit the details. It should be noted
that our computer search tests H(m, u).
Theorem 4.5.2. Let 0 < s ≤ l be integers, ε > 0, and f a symmetric boolean function on k
variables other than {0,1,⊕,⊕}. Further, assume that H(l+s, s) is true. Then, there exists






such that f is not t-null.
Proof of the main theorem
In this section we present a sketch of proof Theorem 4.5.2. First, assume that there is a
prime p such that k = (l + s + 1)p − 1. Let t = k − lp = (s + 1)p − 1. We handle the case
when this is not the case later.
Assume on the contrary that ν(f) = (f0, f1, . . . , fk) is t-null. By definition there is a
constant c such that the following is true.
Ak,tν(f) = c. (6)
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Reducing to a finite problem
Notice that by definition, k−t = lp. For 0 ≤ i ≤ p−1, let Fi := (fi, fi+p, fi+2p, . . . , fi+(l+s)p).
Hence, reducing Equations 6 modulo p, and using Lemma 4.3.1, one obtains the following
systems of equations.
Al+s,sF0 ≡ c′ mod p
Al+s,sF1 ≡ c′ mod p
...
Al+s,sFp−1 ≡ c′ mod p
Here c′ ≡ c mod p. As in the proof of Theorem 4.4.1, choosing p > 2l+s, one sees that these







Using the fact that H(l+s, s) is true, one applies them to F0, . . . ,Fp−1 to obtain that there
are at most 4p choices for f. To narrow these down to 4, we need to be slightly more clever.
Combining the finite instances
Let 2 ≤ k/2 < q ≤ (l + 1)p be a prime. Since f is t-null, by Corollary 4.3.4, f is k− q-null.
Now, consider system of equations Ak,k−qν(f) = c modulo the prime q. Since q > 2, we get,
for some e ≥ 0, exact equations of the following form:
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f0 + fq = e
f1 + fq+1 = e
...
fk−q + fq = e.
(8)
The idea is that these equations combined with Equations 7 are sufficient to restrict f to
one of the four functions, as desired. This is what we proceed to do. First we need a
technical lemma. For an integer m ≥ 0, let (m)p := m mod p. Also, for 0 ≤ i ≤ p− 1, let
[iq]p := {(iq)p, (iq)p + p, . . . , (iq)p + (l + s)p}. The following lemma is obvious.
Lemma 4.5.3. For 0 ≤ i < j ≤ p− 1, and primes p and q, [iq]p ∩ [jq]p = ∅.
Now, fix f0 and fp. This fixes all the indices in F0, as H(l + s, s) is true for F0. Now,
using Equations 8, we get that fq and fq+p are fixed. Using Equations 7, this implies that
all the indices in F(q)p get fixed. Iterating the alternate use of these two system of equations,
along with Lemma 4.5.3, one obtains that all of f is determined once f0 and fp are fixed.
Hence, this f has at most four choices: {0,1,⊕,⊕}.
Thus, for k = (l + s + 1)p− 1 and t = (s + 1)p− 1, given ε > 0, we can choose k0, such





k, and hence, a contradiction is reached.
Handling the residual class of variables
The only case remains when there is no prime p such that k = (l + s + 1)p− 1. In this case,







. We are guaranteed the existence of
such a prime by Lemma 4.3.2. Let t = k − lp. Hence, (s + 1)p + o(p) ≥ t ≥ (s + 1)p. Since
we think of l as a constant, p = Ω(k). Hence, there is a small number of variables (o(k))
which remain to be dealt with in the previous argument. But one can verify that Equations
8 are sufficient to fix this very small class of residual variables too! Hence, in this case too,
we reach a contradiction. This completes the proof of the theorem.
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4.6 The finite case
Using a computer, we verified (among others) that H(18, 2) is true. Hence, plugging this
in Theorem 4.5.2, we obtain the following corollary.
Corollary 4.6.1. Let f be a symmetric boolean function on k variables other than {⊕,⊕}.
Then, there exists a constant k0 := k0(ε) such that, for all k ≥ k0, there is an integer





k, such that f has a non-zero Fourier coefficient of order t.
We must mention that we can prove that H(18, 2) is true, without resorting to a com-
putational proof. The proof however, is quite long and nothing more than a tedious case
analysis. The details will be included in the final version of this work.
4.7 Learning symmetric juntas
In this section we apply the results proved earlier (in particular Corollary 4.6.1) to obtain
fast learning algorithms for the class of symmetric k-juntas on n variables. First we need
some preliminaries and well known tools from computational learning theory.
4.7.1 The PAC learning model
Valiant [116] considered the following computational model of learning, which he called
Probably Approximately Correct or PAC. The learning problem at hand is a Concept Class
C = ∪nCn, where each Cn is a collection of boolean functions from {0, 1}n 7→ {0, 1}. Let ε be
an accuracy parameter and δ a confidence parameter. A learning algorithm A for C, takes
ε, δ as its input, has access to an oracle I(f). For f ∈ Cn, a query to I(f) outputs an instance
〈x, f(x)〉, where x ∈r {0, 1}n. A is supposed to output a hypothesis h : {0, 1}n 7→ {0, 1},
such that Prx∈r{0,1}n [h(x) = f(x)] ≥ 1− ε. A is said to be a learning algorithm for class C
if for all f ∈ C, when A is run with oracle I(f), with probability at least 1− δ it outputs a
hypothesis h such that Prx[h(x) = f(x)] ≥ 1− ε.
Remark 4.7.1. Although Valiant’s PAC model is defined for general distributions, in this
chapter we will just be concerned with uniform distribution.
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4.7.2 k-junta
We recall the definition of a k-junta. Let f : {0, 1}n 7→ {0, 1} be a boolean function. We say
that f depends on the variable i, if there are vectors x and y that differ only in i’th position
and f(x) 6= f(y). A function that depends only on an (unknown) subset of k  n variables
is called a k-junta. The variables on which f depends are called the relevant variables of f .
Typically k = O(log n). Hence, a running time that is polynomial in 2k, n and log(1/δ) is
considered efficient.
A symmetric k-junta is a boolean function, which has the additional property that it
is symmetric in the variables it depends on. The class of all such functions defined on n
variables is the class of symmetric k-juntas. In this section, we present an algorithm for
learning this class in the uniform PAC model.
First, we summarize the techniques from learning theory that will be useful. The following
theorem says that it is enough to learn one relevant variable of f .
Theorem 4.7.2. [88] Suppose that there is a PAC learning algorithm that for any non-
constant k-junta f identifies at least 1 relevant variable of f with confidence 1− δ in time
nα · poly(2k, n, log(1/δ)), then there is a PAC learning algorithm that exactly learns f in
time nα · poly(2k, n, log(1/δ)).
4.7.3 Fourier coefficients and computational learning theory
Fourier coefficients are very important tools in learning theory. The following theorem says
that one can compute these efficiently in the (uniform) PAC learning model.
Theorem 4.7.3. Given access to uniform random instances from f : {0, 1}n 7→ {0, 1}, for
any set S ⊆ [n], there is a randomized algorithm which computes f̂(S) to within an additive
error λ with confidence 1− δ using O(λ−2 log(1/δ)) instances and time.
If S ⊆ [n], S 6= ∅ is such that f̂(S) 6= 0, then all the variables in S are relevant variables.
A natural algorithm is to run over all choices of S until we find an S so that f̂(S) is
non zero. However, this could potentially take as long as nk since some functions have
f̂(S) = 0 for all S ⊆ [n], 1 ≤ |S| ≤ k − 1. One such example is the parity function,
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PARITY(x1, . . . , xn) := xi1 ⊕ · · · ⊕ xik . Fortunately, if we know that f is a parity function
(or its complement), then it can be learnt quickly.
Theorem 4.7.4. Let f : {0, 1}n 7→ {0, 1} be the parity function or its complement on an
unknown subset of the boolean variables x1, . . . , xn. There is a PAC learning algorithm A
(given access to a uniform oracle for f) which outputs a hypothesis h, such that with proba-








The proof of both these theorems are easy and can be found for instance in [88].
Now, consider the following algorithm to learn a sub-family F of k-juntas:
Given f ∈ F in the uniform PAC setting, compute f̂(S) for all S ⊆ [n], 1 ≤
|S| ≤ t. If for all such S, f̂(S) = 0, run the algorithm to learn if f is a parity or
its complement of some subset of [n].
Of course, if we let t = k, this algorithm works for any sub-family F of the class k-juntas.
Moreover, for the class k-juntas, this algorithm is not known to any better than the trivial
bound of nk. It is conjectured in [88], that, if a k-junta f has zero Fourier coefficients for all
sets of size up to 2k/3, then there is way to fix some 2k/3 bits of it, such that, f restricted
to this bit fixing, is a parity function (or its complement) in the remaining bits. A proof of
this conjecture would result in a learning algorithm for k-juntas that runs in time n2k/3.
For symmetric k-juntas, an algorithm that runs in time n2k/3 is given in [88]. This is
done by showing that one can choose t = 2k/3 for the above learning algorithm. If we are
guaranteed that the only functions that have f̂(S) = 0 for all S ⊆ [n], 1 ≤ |S| ≤ t are parity
and its complement, then this algorithm learns f in time nt · poly(2k, n, log(1/δ)). This is
exactly the content of our work, summarized in Corollary 4.6.1. Thus, in this setting, one
immediately derives Theorem 4.2.2 as a direct consequence of Corollary 4.6.1.
4.8 Conclusion
The most important open problem that remains is to ascertain the true behavior of the func-
tion τ(k). There is some computational evidence that τ(k) ≤ 4, see Section 4.9. Resolving
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this seems hard at this moment. A relatively easier problem, which seems approachable, is
to show that τ(k) is at most a constant for infinitely many k. As noticed earlier, this will
already imply τ(k) ≤ εk, for all ε > 0, for large enough k. Among other problems, it will be
very useful to be able to determine quickly if H(l, s) is true or not. Right now, we know of
no method other than essentially an exponential algorithm (in l).
4.9 Results for the finite case
The following table is based on a computational verification of hypothesis H(k, s). The
rows in the table correspond to values of k. The columns correspond to various vales of s.
The (k, s)-th entry of the table is the number of symmetric boolean functions f such that
Ak,sν(f) is a constant vector. Hence, whenever this entry is 4, H(k, s) is true. The least
value of s+1l+s+1 for which H(l + s, s) is true in this table is for l = 18, s = 2, giving the ratio
3/19. This table is also our reason to conjecture that for all k, H(k, 4) is true!
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k s=1 s=2 s=3 s=4
2 4 - - -
3 6 4 - -
4 8 4 4 -
5 8 4 4 -
6 20 4 4 4
7 26 8 4 4
8 48 10 6 4
9 42 10 6 4
10 64 6 6 4
11 66 4 4 4
12 144 4 4 4
13 178 8 4 4
14 452 14 6 4
15 428 26 8 4
16 576 12 12 4
17 514 4 4 4
18 1072 4 4 4
19 1442 12 4 4
20 2864 16 8 4
21 2534 16 8 4
22 4608 8 8 4
23 6402 8 4 4
24 12448 10 6 4
25 9350 22 6 4
26 - - - 4
27 - - - 4
28 - - - 4
29 - - - 4
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CHAPTER V
HARDNESS OF LATTICE PROBLEMS
5.1 Introduction
An n-dimensional lattice L is a set of vectors {
∑n
i=1 aibi | ai ∈ Z}, where b1,b2, . . . ,bn ∈ Rn
is a set of independent vectors, called the basis for the lattice. The same lattice could have
many bases. Given a basis for an n-dimensional lattice, the Shortest Vector Problem asks
for the shortest non-zero vector in the lattice. The length of the vectors can be measured
in any `p norm (p ≥ 1), and the corresponding optimization problem is denoted by SVPp.
For a thorough treatment of the algorithmic theory of lattices, we refer to Micciancio
and Goldwasser’s book [86]. The Shortest Vector Problem has been studied since the time
of Gauss ([43], 1801), who gave an algorithm for SVP2 in 2-dimensions. The general problem
for arbitrary dimensions was formulated by Dirichlet in 1842. The theory of Geometry of
Numbers by Minkowski [87] deals with the existence of shortest non-zero vectors in lattices.
In a celebrated result, Lenstra, Lenstra and Lovász [72] gave a polynomial time algorithm
for approximating SVP2 within factor 2n/2. This algorithm has numerous applications, e.g.
factoring rational polynomials [72], breaking knapsack-based cryptosystems [69], checking
the solvability by radicals [70] and integer programming in a fixed number of variables ([72],
[73], [56]). Further, Schnorr [108] improved the approximation factor to a sub-exponential:
2
n(log log n)2
log n . Since all `p norms are within factor
√
n from the `2 norm, these algorithms give
similar approximations for SVPp for any p. It is a major open problem whether SVP2 has
polynomial factor approximations that run in polynomial time. Exact computation of SVP2
in exponential time is also investigated, for instance in [57], [7].
In 1981, van Emde Boas [118] proved that SVP∞ is NP-hard and conjectured that the
same is true for any `p norm. However proving NP-hardness for any finite p (in particular
p = 2) was an embarrassing open problem for long time. A breakthrough result by Ajtai [5]
in 1998 finally showed that SVP2 is NP-hard. This result was strengthened by Micciancio
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[84], who showed that SVPp is hard to approximate within some constant factor, specifically,
21/p − δ for every δ > 0. Recently, Khot [62] showed that for every δ > 0, there is a
constant p(δ) such that for p ≥ p(δ), SVPp is hard to approximate within factor p1−δ. All
these reductions are randomized reductions.
Showing hardness of approximation results for SVP2 was greatly motivated by Ajtai’s
discovery [4] of worst-case to average-case hardness, and subsequent construction of lattice-
based public key cryptosystem by Ajtai and Dwork [6]. Ajtai showed that if there is a
randomized polynomial time algorithm for solving SVP2 on a non-negligible fraction of
lattices from a certain natural class of lattices, then there is a randomized polynomial time
algorithm for approximating SVP2 on every instance within some polynomial factor nc.
Ajtai-Dwork’s work gave hope, for the first time, that cryptography could be based on the
(conjectured) worst-case hardness of a problem. Their work implies that if nc-approximation
to SVP2 is hard, then one can construct a secure cryptosystem. The constant c was noted
to be 19 in [26]. Related results and improvements were obtained in [27, 85].
Unfortunately, there are barriers to showing strong hardness results. In fact, show-
ing factor n NP-hardness for SVP2 would imply that NP = coNP [68] and showing factor√
n/O(log n) NP-hardness would imply that coNP⊆AM [44], which is not true, unless the
polynomial hierarchy collapses to Σ2 [23]. (For general `p norms we know this only for O(n)
[44].)
5.1.1 Our results
We obtain new hardness results for hardness of approximation of SVPp. This is an improve-
ment over previous results for certain range of values of p. We show that:
Theorem 5.1.1. For p ≥ 46, it is hard to approximate SVPp (in polynomial time) within
a factor of (4/3)1−45.7/p, unless NP⊆ZPP.
Theorem 5.1.2. For p ≥ 112, it is hard to approximate SVPp (in polynomial time) within
a factor of (3/2)1−111.7/p, unless NP⊆ZPP.
The cryptosystems of Ajtai-Dwork, which was further improved by Regev in [100], are
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actually based on the hardness of approximating the Unique Shortest Vector Problem (de-
noted USVP). This is a variant of SVP, where in the exact version, we are guaranteed to have
(upto sign) only one non zero shortest vector in the lattice. In the approximate version, the
only lattice vectors of length at most nc times the shortest vector are the ones parallel to
it. The exact version of USVP2 was proved to be NP-Hard (under randomized reductions)
by Kumar and Sivakumar[66], a la Valiant-Vazirani [117]. We extend their result for every
`p norm.
Theorem 5.1.3. For all p ≥ 1, USVPp is hard to compute exactly in polynomial time,
unless NP⊆BPP.
Significance of the hardness of approximation results
We give a brief comparison between the results in this thesis and previous results of Ajtai
[5], Micciancio [84] and Khot [62].
• Theorems 5.1.1 and 5.1.2 hold for reasonably small and (more importantly) explicit
values of p. This is an advantage over Khot’s result that holds only for huge values of
p, which depend on non-explicit constants in Raz’s Parallel Repetition Theorem [99].
• Our proofs are very simple (as opposed to Ajtai and Micciancio’s proofs). Theorem
5.1.1 is a direct reduction from a result of Holmerin [50] about Independent Sets in
4-uniform hypergraphs 1, where as Theorem 5.1.2 is a reduction from a similar result
of Khot [61] about Independent Sets in 3-uniform hypergraphs.
• Like Khot’s result, our result works under the assumption NP 6⊆ZPP. Ajtai and Mic-
ciancio’s results require the assumption NP 6⊆RP.
Techniques and Overview
We give a straightforward reduction from Holmerin’s result that can be stated as follows.
We are given a 4-uniform hypergraph (V,E), with vertex set V, |V | = n and a set of edges
1A hypergraph H = (V, E) is k-uniform if all its edges contain exactly k vertices. A set I ⊆ V is called
independent if for all e ∈ E, |e ∩ I| ≤ k − 1, i.e. I does not contain any edge.
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E. Then it is hard to distinguish between the following cases : (Good case) There is a
set I ⊆ V with |I| = n/2, such that for all e ∈ E, |e ∩ I| ≤ 3. In other words, there is
an independent set of size n/2. (Bad case) : For any set I ⊆ V of size δn, for at least
δ4 − o(1) fraction of edges e, we have |e ∩ I| = 4. In particular, there is no independent set
of size about δn.
As described in Section 5.3.1, it is easy to build an SVPp instance from a hypergraph.
The rows of the vertex-edge adjacency matrix of the hypergraph are essentially the basis
vectors for the SVPp instance. In the good case, there is a (short) lattice vector that has all
co-ordinates bounded by 3 in magnitude, and in the bad case, there are about δ4 fraction
of co-ordinates, which are at least 4 in magnitude. Thus, we get a non-trivial hardness
result, provided (4/3)p > 1/δ4. There are a few technicalities that can be handled using
ideas from [62]. Theorem 5.1.2 follows from Khot’s results on 3-uniform hypergraphs in a
similar manner [61].
The proof of the hardness of USVPp is presented in Section 5.4. We generalize the
reduction of [66] so that it does not use any specific property of the `2 norm. This involves
proving a simple but important geometric fact about the number of lattice points in `p
norm at a distance close to the length of the shortest vector.
Note:
Following this work, Khot [63], very recently, showed that for 1 < p < ∞, SVP is hard
to approximate within any constant factor, assuming NP 6⊆BPP, and, hard to approximate
within a factor of 2log n
1/2−ε
, assuming NP 6⊆BPTIME(2polylogn). He uses a very different
reduction than all known ones, and boosts the hardness factor via a variant of the tensor
product construction for lattices. Our results still have the advantage of being simple and
holding under the weaker assumption NP 6⊆ZPP.
5.2 Preliminaries





p . As in [62], we first give an equivalent formulation of the Shortest Vector
Problem in `p norm.
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SVPp




bijxj bij ∈ Z,
find a vector x ∈ Zn\{0} which minimizes (
∑t
i=1 |φi(x)|p)1/p. 2 Denote this quantity by
λ1,p(Φ). In order to show a factor γ-hardness for SVPp, it suffices to show that it is hard to
produce a vector y ∈ Zn\{0} such that ‖y‖pp ≤ γpλp1,p(Φ).
5.2.1 Hypergraph independent set problem
A hypergraph H = (V,E) is k-uniform if all its edges contain exactly k vertices. A set
I ⊆ V is called independent if for all e ∈ E, |e ∩ I| ≤ k − 1, i.e. I does not contain any
edge. For an integer k > 2 and δ1, δ2, µ > 0, consider the promise problem H(k, δ1, δ2, µ) :=⋃
n≥0 H(k, δ1, δ2, µ)n, where H(k, δ1, δ2, µ)n = (YES(k, δ1, δ2, µ)n,NO(k, δ1, δ2, µ)n), and
• YES(k, δ1, δ2, µ)n consists of all k-uniform hypergraphs on n vertices that have an
independent size of at least δ1n.
• NO(k, δ1, δ2, µ)n consists of all k-uniform hypergraphs on n vertices such that every
vertex set of size at least δ2n contains at least µ fraction of its edges.
Holmerin proved the following result in [50].
Theorem 5.2.1. For every ε > 0, for all δ > 0, the promise problem H(4, 1/2, δ, δ4 − ε) is
NP-hard.
Since the above result is true for all ε > 0, for our reduction, we will assume that
H(4, 1/2, δ, δ4) is NP-Hard. Khot [61] proved a similar result about 3-uniform hypergraphs.
Theorem 5.2.2. For all δ > 0, the promise problem H(3, 1/3, δ, δ9/219) is NP-hard.
2We must remark here that if bij-s are not restricted to be in Q, then the set {(φ1(x), . . . , φt(x)) |x ∈ Zn}
need not be a lattice. Indeed, it is known that if bij-s are rational, then this set is a lattice and a basis, called
the Hermite Normal Form, can be found in polynomial time. See [86] for details. Hence, in this setting, the
above formulation is equivalent to the standard formulation for SVP, where a basis for the lattice is given.
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5.3 Reduction
In this section we reduce the promise problem H(4, 1/2, δ, δ4) to SVPp. The same reduction
(with suitable modifications) applies to H(3, 1/3, δ, δ9/219). We give the proof for the 4-
uniform case. We give hardness result arising from 3-uniform case in Section 5.3.6.
5.3.1 The lattice from the hypergraph
Let H = (V,E) be a 4-uniform hypergraph with n := |V | and m := |E|. We may assume
that the vertex set is {1, . . . , n}. In ZPP we construct the following instance of SVPp from
H. Pick a1, . . . , an randomly and independently from the set {1, 2, . . . , 2
n/2
n − 1}. Further
let fI , fR, fE be fixed positive functions of n, m and p to be decided later. Think of them
as weights to the corresponding linear forms. There are three type of linear forms. All of
them are functions from Zn → R.
• Identity: For 1 ≤ i ≤ n, define φi as
φi(x) = xi.
• Random: φR(x) :=
∑n
i=1 aixi.
• Edge: For each edge e = {s, t, u, v} ∈ E and each of the sixteen vectors ε =
(ε1, ε2, ε3, ε4) ∈ {−1, 1}4,
φe,ε(x) := ε1xs + ε2xt + ε3xu + ε4xv.
Define Φ(H) := {∪ni=1f
1/p
I φi} ∪ {f
1/p
R φR} ∪ {∪e∈E,ε∈{−1,1}4f
1/p
E φe,ε}. There are n + 1 + 16m




















Notice that the only part that the reduction uses randomness is in picking ai-s.
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5.3.2 Technical lemmata
For a vector x, define supp(x) to be the number of non zero entries in x. For α > 0, denote
by H(α) := α log2 (1/α)+(1−α) log2 (1/(1− α)) . This is the usual binary entropy function.
Let [n] := {1, . . . , n}.




, and for every set S ⊆ [n] with |S| ≥ n/2, there is a non zero vector y ∈
{0, 1,−1}n, such that
∑
i∈S aiyi = 0.
Proof. For z = (z1, . . . , zn) ∈ {0, 1}n,
∣∣∑
i∈S aizi
∣∣ ≤ (2n/kn − 1)n < 2n/k. The number









i∈S ai(zi − z′i) = 0. Moreover, for all 1 ≤ i ≤ n,
zi − z′i ∈ {−1, 0, 1}. So, let y := z− z′ to complete the proof.





< 1/k, then for large





, such that for all vectors
y ∈ Zn\{0}, with supp(y) ≤ δn and ‖y‖1 ≤ λn,
∑n
i=1 aiyi 6= 0. Moreover, if we pick ai





, then, with high probability, the set
{a1, . . . , an} satisfies the above property.





. Let y ∈ Zn\{0}















Hence, by a union bound, we get that the probability that
∑n
i=1 aiyi = 0 for some such y










< 1/k, for large enough
n, we get the desired result.
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Lemma 5.3.3. Let x1, . . . , xk be k non-zero integers. Let ai ∈ {1,−1} be chosen randomly









Proof. There is a vector (b1, . . . , bk) ∈ {−1, 1}k such that, for all 1 ≤ i ≤ k, bixi are all
positive. Hence,
∣∣∣∑ki=1 bixi∣∣∣ = ∑ki=1 bixi ≥ k, as xi-s are non-zero integers. Also, for the
vector (−b1, . . . ,−bk),






































This completes the proof of the lemma.
5.3.3 YES instances
Let H = (V,E) be a hypergraph in YES(4, 1/2, δ, δ4)n, i.e. H is a 4-uniform hypergraph
on n vertices with m edges and has an independent size of at least n/2. Let Φ(H) be the
corresponding lattice. The following lemma establishes that in this case the shortest vector
cannot be too big.
Lemma 5.3.4. In the above setting, λp1,p(Φ(H)) ≤ nfI + fE [4 · 3p + 12]m.




|φi(x)|p + fR|φR(x)|p + fE
∑
e∈E,ε∈{−1,1}4
|φe,ε(x)|p ≤ nfI + fE [4 · 3p + 12]m.
By hypothesis, there is an independent set S, with |S| ≥ n/2. Let y be a (non zero) vector
promised by Lemma 5.3.1 for the set S. Define the vector x to be xj = 0 for j 6∈ S and
xj = yj for j ∈ S. Then it is clear that for all 1 ≤ i ≤ n, |φi(x)| ≤ 1, φR(x) = 0. Now we use
the fact that for all edges e ∈ E, |e ∩ S| ≤ 3. Let e = {s, t, u, v} be an edge. If |e ∩ S| ≤ 2,
then for any ε ∈ {−1, 1}4, |φe,ε(x)| ≤ 2. Hence
∑
ε |φe,ε(x)|p ≤ 16 · 2p (≤ 4 · 3p + 12, for
p ≥ 3). Thus we may assume that |e ∩ S| = 3, say s, t, u ∈ S. Further we may assume that
xs = xt = xu = 1. But now there are exactly 4 linear forms which contribute 3p, while all
the others contribute 1. This proves the lemma.
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5.3.4 NO instances
Let H = (V,E) be a hypergraph in NO(4, 1/2, δ, δ4)n, i.e. H is a 4-uniform hypergraph on
n vertices with m edges, such that every vertex set of size at least δn contains at least δ4
fraction of its edges. Again let Φ(H) be the corresponding reduction. The following lemma
establishes a lower bound on λ1,p(Φ(H)).
Lemma 5.3.5. For p ≥ 3, and for any choice of δ, λ > 0, fI , fE which satisfy the following
conditions:
1. δn (λ/δ)p fI ≥ δnfI + 2δ44pmfE






Then, in the setting above, λp1,p(Φ(H)) ≥ δnfI + 2δ44pmfE .




|φi(x)|p + fR|φR(x)|p + fE
∑
e∈E,ε∈{−1,1}4
|φe,ε(x)|p ≥ δnfI + 2δ44pmfE . (9)
We do this case by case as in [62], but in a simpler way.
Small support and large `1 norm
Consider any non-zero x ∈ Zn with supp(x) ≤ δn and ‖x‖1 ≥ λn. For any such vector x,
‖x‖p is minimized when all its non zero coordinates are of the same magnitude. Thus the
minimum is attained when each of the δn non-zero coordinates equals λ/δ. It follows from




|φi(x)|p ≥ fIδn (λ/δ)p ≥ δnfI + 2δ44pmfE
Small support and small `1 norm
Consider all x with supp(x) ≤ δn and ‖x‖1 ≤ λn. Choose fR := δnfI + 2δ44pmfE . Then
by Condition (2) in the lemma and Lemma 5.3.2, with high probability, φR(x) 6= 0 for all




Now we are left with vectors with support at least δn. Let x be such a vector and S ⊂ [n]
be the indices corresponding to its support. Since |S| ≥ δn,
∑n
i=1 |φi(x)|p ≥ δn. Moreover
by the property of H, at least δ4m edges of H lie entirely in S. This fact combined with
Lemma 5.3.3 yields that
∑
e∈E,ε∈{−1,1}4 |φe,ε(x)|
p ≥ δ4m · 2 · 4p
This completes the proof of the Lemma.
5.3.5 Hardness factor and choosing the parameters
For p ≥ 3, for any choice of δ, λ > 0, fI , fE which satisfy the following:
1. δn (λ/δ)p fI ≥ δnfI + 2δ44pmfE






Lemmata 5.3.4 and 5.3.5 imply that SVPp is hard to approximate within a factor of
(
δnfI + 2δ44pmfE
nfI + fE [4 · 3p + 12]m
)1/p
.
Choose fI , fE such that nfI = fE [4 · 3p + 12]m. Choose λ = 4δ/3 so that Condition (1)
is satisfied. With this choice of λ, it can be verified that Condition (2) is satisfied with
δ = 0.056. The hardness factor is at least(
2δ44pmfE









Thus we get non-trivial hardness result for p ≥ 46 and the hardness factor approaches 4/3
as p grows. This proves Theorem 5.1.1.
5.3.6 Reduction from 3-uniform hypergraphs
We do a similar reduction. The integers ai for the random linear form are chosen from
range [2
n/3
n − 1]. We skip the details and just give the calculations.
Suppose the following conditions are satisfied,
1. δn(λ/δ)pfI ≥ δnfI + 3pδ9/218mfE
2. H(δ) + δ + (λ + δ)H( δλ+δ ) < 1/3
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Then SVPp is hard to approximate within a factor of(
δnfI + 3pδ9/218mfE
nfI + fE [4 · 2p]m
)1/p
Choose fI , fE such that nfI = fE [4 · 2p]m. Choose λ = 3δ/2 so that Condition (1) is
satisfied. Condition (2) is satisfied with δ = 0.033. The hardness factor is at least(
3pδ9/218mfE









Thus we get non-trivial hardness for p ≥ 112 and the hardness factor approaches 3/2 as p
grows. This proves Theorem 5.1.2.
5.4 Hardness of Unique Shortest Vector Problem in `p norm
For p ≥ 1, the Unique Shortest Vector Problem (USVP) is the following promise problem:
USVPp Given a set of linearly independent vectors {b1, . . . ,bn} ∈ Zn, and a rational number
r > 0. Let L be the lattice generated by {b1, . . . ,bn}.
• YES Instances
(L, r): L has exactly 2 non-zero vectors: (v,−v), of `p norm less than r.
• NO Instances
(L, r): L has no non-zero vector of `p norm less than r.
It was shown by Kumar and Sivakumar [66] that USVP2 is NP-Hard under randomized
reductions. We show that USVPp is NP-Hard (under randomized reductions) for all p ≥ 1.
The technique we use here is a generalization of the one used by them. As in [66], we reduce




Given a set of linearly independent vectors {b1, . . . ,bn} ∈ Zn, let L be the lattice
generated by them. Notice that all non-zero vectors in this lattice will have norm (for any
`p) at least one.
• YES Instances
L : L has a non-zero vector with length less than ζ.
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• NO Instances
L: All non-zero vectors in L have length at least ζ.
This is known to be NP-Hard under randomized reductions [5, 28, 84] for all p ≥ 1. Before
we proceed to prove Theorem 5.1.3, we need some notation.
Preliminaries
By Z3 = {0, 1, 2} we mean the usual field modulo 3. For s 6= 0 ∈ Z3, let s−1 denote its
inverse (under multiplication mod 3). Let L be the lattice generated by a basis {b1, . . . ,bn}.
For a vector v ∈ L, written as
∑
j vjbj , χ(v) := (v1 mod 3, . . . , vn mod 3). We call this the
characteristic vector of v. This depends on the choice of a basis for L. Although {b1, . . . ,bn}
is a special basis given to us as in input to PSVPp, with abuse of notation, we will use
{b1, . . . ,bn} to refer to the basis of the lattice in discussion. This will be when there is no
confusion.
First we need to prove a geometrical fact about vectors of short length in a lattice.
Lemma 5.4.1. Let L be a lattice in Rn generated by {b1, . . . ,bn}. Two vectors u,v ∈ L
cannot satisfy all of the following:
1. u 6= v.
2. χ(u) = χ(v).
3. ‖u‖p, ‖v‖p < 32λ1,p(L).
Proof. Suppose on the contrary that there are such vectors u,v ∈ L. Since u 6= v, u−v 6= 0.





≥ λ1,p(L). Using triangle inequality we
get ‖u‖p + ‖v‖p ≥ 3λ1,p(L). This contradicts the last condition in the hypothesis. Hence
the lemma follows.
We deduce the following corollary which will be used in the reduction. Here 1 < ζ <
√
2
is as in the definition of PSVPp.
Corollary 5.4.2. In any lattice L ⊆ Rn, the number of points in L of length less than
ζ · λ1,p(L) is at most 3n.
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5.4.1 The reduction
We are ready to give the reduction. Let L ⊆ Rn be an instance of PSVPp. Let t be 2n.
• Pick uniformly and independently vectors w(1), . . . ,w(t) ∈ Zn3 .
• Let L0 = L.
• For all 0 ≤ k < t, construct a basis of Lk+1 from a basis {b1, . . . ,bn} of Lk and
w(k + 1) = (w1, . . . , wn) as follows. (This is not an arbitrary basis of Lk - but
computed recursively from L0.) Let i be any index such that wi 6= 0. If no such
i exists, let Lk+1 = Lk. Otherwise let Lk+1 be the lattice generated by the basis
{b′1, . . . ,b′n} defined as following:
For j 6= i, let b′j := bj − w
−1
i wjbi, and let b
′
i := 3bi.
• Pick a random j ∈ {1, . . . , t} and output (Lj , ζ).
Notice that this reduction is a generalization of [66] and can also be stated for any prime
other than 3. Indeed, [66] use the prime 2. For the `2 norm, Kumar and Sivakumar use the
law of parallelograms: for any two vectors u and v, 2‖u‖22 + 2‖u‖22 = ‖u− v‖22 + ‖u + v‖22.
Thus, if u and v are two distinct vectors with the same characteristic vectors modulo 2, then
both u−v2 and
u+v
2 are non-zero vectors in the lattice. Hence by the law of parallelograms,
one of u or v has to be of length at least
√
2 times the length of a shortest vector in the
lattice. Thus, all non-zero vectors in a ball of radius less than
√
2 times the length of the
shortest vector, must have different characteristic vectors modulo 2. This gives an upper
bound (number of distinct characteristic vectors) on the number of non-zero distinct vectors
in such a ball around the origin. For p 6= 2, the law of parallelograms does not hold. Hence,
one cannot in general, bound the number of vectors in such a ball around the origin, by
just considering the characteristic vector modulo 2. This is the reason we generalize the
reduction of [66] to an arbitrary prime. The smallest prime for which this works is 3. The
remainder of our proof of hardness of USVPp follows that of [66] (for p = 2) closely. We
give the details in the next section.
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5.4.2 Proofs
We will prove a series of simple facts about the reduction which will establish Theorem
5.1.3. It is obvious that L = L0 ⊇ L1 ⊇ · · · ⊇ L2n. Hence we get the following fact.
Fact 5.4.3. If L is a NO instance of PSVPp, then (Lj , ζ) is a NO instance of USVPp with
probability 1.
Fact 5.4.4. Let {b1, . . . ,bn} be a basis for Lk and v =
∑
j vjbj ∈ Lk with χ(v) 6= 0. Let
{b′1, . . . ,b′n} be the basis for Lk+1 generated as in the reduction. Then




Proof. Let i be the index chosen in the reduction to select wi, and hence define Lk+1. Write








i wj − 2vi
)





i wj − 2vi ≡ 0 mod 3. This is exactly the event that 〈χ(v),w(k +1)〉 = 0. This
happens with probability exactly 1/3. (Here we used the fact that wi 6= 0mod 3.)
Fact 5.4.5. Let v be a non-zero vector in L with basis {b1, . . . ,bn}, such that ‖v‖p <
ζ · λ1,p(L), then χ(v) 6= 0.
Proof. Assume the contrary. Since χ(v) = 0, u := v/3 ∈ L\{0}. But then u is non-zero
vector in L with length less than ζ3 · λ1,p(L) which is a contradiction as ζ <
√
2.
Recall that L = L0 is a YES instance of PSVPp. For 0 ≤ k ≤ t, let Sk denote the set
of non-zero points in Lk of length less than ζ · λ1,p(L). By definition, S0 ⊇ S1 ⊇ · · · ⊇ St.
By Corollary 5.4.2, |S0| ≤ 3t. Since L is a YES instance, S0 6= Φ. Facts 5.4.5 and 5.4.4
combined now imply the following:
Fact 5.4.6. For all 0 ≤ k < t, and all u ∈ S,




The proof of Fact 5.4.4 implies that for any u ∈ Sk, its inclusion in Sk+1 depends just on
its characteristic vector. Hence the following fact.
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Fact 5.4.7. For all 0 ≤ k < t, and all u 6= v ∈ Sk, the events u ∈ Sk+1 and v ∈ Sk+1 are
statistically independent.
Proof. It follows from Lemma 5.4.1 applied to Lk, that χ(u) 6= χ(v). (Here χ(·) are with
respect to the basis of Lk.) But the inclusion of the vectors u,v in Sk+1 depends only on χ(u)
and χ(v) respectively. These being different, the events are statistically independent.
A similar argument proves the following fact.
Fact 5.4.8. For all 0 ≤ k 6= l < t, and all u ∈ S0, the events (u ∈ Sk+1)|(u ∈ Sk) and
(u ∈ Sl+1)|(u ∈ Sl) are statistically independent.
Facts 5.4.6 and 5.4.8 immediately imply the following.
Fact 5.4.9. St 6= Φ with probability at most 3n3−t = 3−n.
Now we prove that the reduction maps YES instances of PSVPp to YES instances of USVPp
with inverse polynomial probability. (This can be amplified to any desired value.)
Fact 5.4.10. If L is a YES instance of PSVPp, then with probability Ω(n−1), over the
randomization in the reduction, (Lj , ζ) is a YES instance of USVPp.
Proof. First we may assume that in the reduction w(k) 6= 0 for all k. This is because this
happens with negligible probability. By Fact 5.4.9, St is empty with probability at least
1 − 3−n. Since this probability is negligible, we may assume St = Φ. Since S0 6= Φ, there
is a largest index 0 ≤ k < t such that Sk has at least 2 elements, u 6= v. By choice of k,
|Sk+1| is either 0 or 1. We show that with probability at least 1/2, |Sk+1| = 1. By Fact 5.4.7
u ∈ Sk+1 and v ∈ Sk+1 are independent. Hence that exactly one of them belongs to Sk+1
given that |Sk+1| < 2, is 4/98/9 = 1/2. Moreover our reduction picks k +1 with probability
1
2n .
Hence the fact follows.





The problem of extracting randomness from weak or imperfect random sources has many
applications in theoretical computer science [93, 110]. The problem is to find an explicit
function which transforms a weak-random source into an almost random one. For many
naturally arising weak sources, it is known that deterministic functions are not sufficient
to extract even one bit [93]. Hence a random seed is necessary. One important family of
this type is the set of sources of min-entropy k. This is essentially the family of random
variables, each uniformly distributed over some subset of strings of {0, 1}n of size 2k. These
are the most important random sources from the point of view of complexity. After a long
line of incredible research [110], optimal extractors were constructed for this family recently
by Lu, Reingold, Vadhan and Wigderson [81].
The original motivation for constructing extractors was to extract high quality random
bits from slightly defective natural random sources. Of course without using any auxiliary
randomness. Initiated by von Neumann [122], many researchers [42, 19, 107, 33] were suc-
cessful in this. They got around the problem of auxiliary randomness by requiring more
than one independent (or weakly dependent) sample. Recently, Trevisan and Vadhan [115]
revisited the question of studying weak sources for which one can extract deterministically.
They showed that under certain complexity theoretic assumptions, there are efficient de-
terministic extractors for efficiently samplable weak sources. They suggested to identify
families of weak random sources for which efficient deterministic extraction is possible.
The family of oblivious bit fixing sources (OBFS) constitutes an important set of weak
random sources for which (unconditional) deterministic extraction is possible [34]. 1 An
1Since this family is efficiently samplable in the notation of [115], one can apply the results of Trevisan
and Vadhan to get efficient extractors from them. But these results are conditional.
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(n, k)-OBFS is a random source which has k uniform random bits and the other are fixed
independently of the free bits. An efficient deterministic extractor for (n, n/2)-OBFS was
given in [34]. Recently, Kamp and Zuckerman [55] gave a deterministic algorithm to extract
almost random bits from a (n, n1/2+γ)-OBFS.
Here we show how to extract almost random bits when the number of free bits can be
arbitrarily small 2. As in [55], the extractor we construct has applications in cryptography.
We discuss this in the next section.
Incidentally, our extractor construction also leads to a construction of almost indepen-
dent set of random variables (in the spirit of Naor and Naor [92]) deriving their randomness
from a OBFS. This seems to be of independent interest. This raises the question of whether
simple (possibly deterministic) construction of almost independent family of random vari-




Most of cryptography is based on the assumption that the secret key is hidden from the
adversary. In the modern context, where the keys are stored on computers, which are in turn
connected to huge networks, it becomes necessary to re-evaluate this assumption. Classic
solutions for this problem were based on secret sharing or using specialized hardware. But
these are costly solutions. A recent branch of cryptography known as Exposure Resilient
Cryptography, aims to understand and provide more efficient solutions to problems arising
when the adversary has access to most of the secret key. This was initiated by Rivest [104],
who introduced a class of randomized mappings called All-Or-Nothing Transforms (AONT).
Such a transformation has the property that it is easy to invert given the entire output, but
hard to invert even when a small part of the output is not known. This was furthered by
Boyko [24], who gave a construction of AONT assuming the random oracle hypothesis.
Canetti et al. [29] gave the first construction in the standard computational setting.
2Similar results were obtained in [55].
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They achieved this by constructing a more powerful primitive: Exposure Resilient Function
(ERF). This efficiently computable (deterministic) function has the property that the output
seems random even if all the bits of the input are revealed. The construction of AONTs
was hence reduced to construction of ERFs.
Dodis et al. [40] extended this when the adversary can adaptively decide to expose
the secret. They gave probabilistic constructions of these adaptively secure ERFs. Kamp
and Zuckerman [55] were the first to provide deterministic solution to this problem. Their
construction gives a stronger primitive: Almost Perfect Resilient Function (APRF). Such a
function works even when the adversary can actually fix some of the bits rather than just
observing them. Resilient functions were introduced in [34] and almost resilient functions
were introduced by [67]. Kamp and Zuckerman constructed APRFs under the assumption
that adversary does not have access to at least n1/2+γ bits.
The deterministic extractor we construct immediately implies a deterministic APRFs




We construct a very simple and efficient extractor for any (n, k)-OBFS. Though our tech-
nique works for any k, we state here the most important case:
For all 0 < ε < 1, and m = Ω(log n), there is an explicit function Ext : {0, 1}n →
{0, 1}m, such that for any (n, nε)-OBFS X, Ext(X) is 1/2nΩ(ε) close to the
uniform distribution on {0, 1}m.
As described above, this immediately implies efficient deterministic construction of k-
APRFs for k = nε for any ε > 0.
Another interesting result that we observe is an efficient deterministic construction of
a large almost l-wise independent family from any (n, k)-OBFS X. That is, there is a set
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of deterministic functions Y1, . . . , Yt on X such that any l of them are almost independent.
We can achieve roughly t = k1/2l/ log2 k.
Techniques and overview
Let (x1, . . . , xn) be a sample from an (n, k)-OBFS X. Let M be a positive integer, which is
o(
√
k). The extractor is simply x1 + · · ·+ xn mod M. To show that this works, we need to
prove some results about periodic sums of binomial coefficients. This is done by analyzing
certain exponential sums. We present these proofs in Section 6.5.2. We mention that though
we proved these results independently, they have been discovered many times, and seem to
be more than a century old [45]. We prove the correctness of this extractor in Section 6.6.
The construction of almost independent family of random variables follows from combin-
ing this result with the Chinese Remainder Theorem. This is described in detail in Section
6.7.
6.4 Bit Fixing Sources, Extractors, and Exposure Resilient
Cryptography
Basic notation
We use the following standard notations. Denote by Un the uniformly distributed random
variable on the set {0, 1}n of n-bit strings. Denote by Un to be the uniformly distributed
random variable on the set {0, 1, . . . , n − 1}. For two random variables X and Y , we use
∆(X, Y ) to denote the statistical distance between X and Y .
Definition 6.4.1. Let X and Y be two random variables over a discrete set S. The statis-
tical distance between X and Y is defined as
∆(X, Y ) := max
S⊆S





|Pr [X = x]− Pr [Y = x]| .
We say that X and Y are ε-close if ∆(X, Y ) ≤ ε. For an integer n, we use notation [n]
to denote the set {1, . . . , n}. For a random variable X over {0, 1}n and a set S ⊆ [n], let
XS denote the (ordered) projection of X on to the bits of S.
There are many notions of almost independent sample spaces [92]. Here we use the
following:
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Definition 6.4.2. Let m1, . . . ,mt > 0 be integers. A set of random variables {Y1, . . . , Yt},
where Yi : {0, 1}n → {0, 1, . . . ,mi − 1}, is said to be (l, µ)-almost independent, if for any
S ⊆ [t], with |S| = l, the random vector (Yj)j∈S is µ-close to (Umj )j∈S .
Bit Fixing Sources and APRFs
Definition 6.4.3. A source X on n bit strings is said to be an (n, k) oblivious bit fixing
source (OBFS), if there is set I ⊆ [n], with |I| = k, such that ∆(XI ,Uk) = 0, and XĪ is a
fixed string σ ∈ {0, 1}n−k.
Definition 6.4.4. A function f : {0, 1}n → {0, 1}m is a k(n) almost perfect resilient
function (APRF) if, for any setting of n− k(n) bits of the input string to any fixed values,
for all σ ∈ {0, 1}m, the probability (over the random choices of k(n) bits) that f takes on
value σ, denoted by pσ, satisfies: ∣∣∣∣pσ − 12m
∣∣∣∣ ≤ µ(n)2m ,
for all negligible functions µ(n).
Extractors
We will use the following definition of extractors.
Definition 6.4.5. A function Ext : {0, 1}n → {0, 1}m is a (k, ε)-extractor if for every
k-OBFS source X, Ext(X) is ε-close to Um.
The following lemma implies that to construct k-APRFs, it is sufficient to construct
extractors for (n, k)-OBFSs. A proof of this can be found in [55].
Lemma 6.4.6. Any (k, 2−mµ(n))-extractor f : {0, 1}n → {0, 1}m, where µ(n) is negligible,
is also a k-APRF.
6.5 Basic tools
In this section we present basic results which will be used in the constructions.
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6.5.1 Random variables
Lemma 6.5.1. Let X be a random variable on {0, 1, . . . ,M − 1}, with Pr[X = i] = pi.
Suppose for all i, j ∈ {0, 1, . . . ,M − 1}, |pi − pj | ≤ µ, then ∆(X, UM ) ≤ Mµ.
Proof. Without loss of generality assume p0 ≥ p1 ≥ · · · ≥ pM−1. Then p1−1/M ≤ µ. Hence
by triangle inequality |pi−1/M | ≤ |pi−p1|+ |p1−1/M | ≤ 2µ. Hence 12
∑M−1
i=0 |pi−1/M | ≤
Mµ.
6.5.2 Binomial coefficients and exponential sums





= cos 2πM + ι sin
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M . Here ι =
√
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Proof. For 0 ≤ j ≤ M − 1, it is clear that






2k, . . . , (1 + ζj)k, . . . , (1 + ζM−1)k
)T
, and b := (βk,M (0), . . . , βk,M (j), . . . , βk,M (M−
1))T . Let Vζ be the M×M matrix (with rows and columns indexed by {0, 1, . . . ,M−1}) with
Vζ(i, j) := ζij . (This is a Vandermonde matrix.) Then the above equations can be written
as Vζb = z. The inverse of Vζ is easily seen to be the matrix V −1ζ , with V
−1




Hence b = V −1ζ z. This proves the lemma.
The next technical lemma will be crucial to prove that the output of our extractor is
almost uniformly distributed.






























Also |1 + ζj | =
∣∣∣1 + cos 2πjM + ι sin 2πjM ∣∣∣ =
√(
1 + cos 2πjM
)2
+ sin2 2πjM =
√
2 + 2 cos 2πjM =
2 cos πjM . Moreover for j ∈ {1, . . . ,M − 1}, cos
πj
M is maximized for j = 1. By triangle
inequality



















Now using the power series expansion of cos πM , for large M we can approximate it (upto a
universal constant) by 1− 12
π2
M2
. Using 1 + x ≤ exp(x), we now get the lemma.
6.5.3 Primes and their distribution
We will need the following case of the Chinese Remainder Theorem.
Lemma 6.5.4. Let q1, . . . , ql be distinct primes and bi ∈ {0, 1, . . . , qi−1} be arbitrary, then
the following system of congruences
x ≡ b1 mod q1
x ≡ b2 mod q2
...
x ≡ bl mod ql
has exactly one solution modulo the product q1q2 · · · ql.
The following is an easy fact and follows from the Prime Number Theorem.







Now we are ready to describe the extractor. Let X be a (n, k)-OBFS. Let M be a positive
integer which is at most k. Consider the following function:
ExtM (x1, x2, . . . , xn) := x1 + x2 + · · ·+ xn mod M.
86
We think of ExtM is a function from {0, 1}n to {0, 1, . . . ,M − 1}. One can also think of it
as a function to {0, 1}blog Mc. We will use both without any confusion.
The following theorem shows that this extremely simple deterministic function is a good
extractor.
Theorem 6.6.1. For all 0 < ε < 1, for all (n, k)-OBFS X, and M = O(k
1−ε
2 ), ∆(ExtM (X), UM ) ≤
O(2−k
Ω(ε)).
Proof. We can without loss of generality assume that the fixed bits of X are set to 0.
Let x = (x1, . . . , xn) be a sample chosen from the distribution X. It is clear that for
s ∈ {0, 1, . . . ,M − 1},












The proof is now immediate from Lemmata 6.5.3 and 6.5.1.
The following is probably the most important case of extraction and hence we mention
it explicitly.
Corollary 6.6.2. For all 0 < ε < 1, and m = Ω(log n), there is an explicit function
Ext : {0, 1}n → {0, 1}m, such that for any (n, nε)-OBFS X, ∆(Ext(X),Um) ≤ 1/2n
Ω(ε)
.
As a corollary to this corollary we obtain the following.
Corollary 6.6.3. For any 0 < ε < 1, there is an efficient nε-APRF f : {0, 1}n →
{0, 1}Ω(log n).
6.7 Constructing (l, µ)-almost independent family of ran-
dom variables
In this section we show how to construct simple (l, µ)- independent family of random vari-
ables using results proved so far. Let X be a (n, k)-OBFS. Let 0 < ε < 1. Let p1, . . . , pt
be primes such that for any S ⊆ [t], |S| = l,
∏
j∈S pj ≤ ck
1−ε
2 , for some fixed constant
c > 0. Let Yi(X) := Extpi(X). Here Ext is the extractor defined in the previous section.













. We have the following
theorem.
Theorem 6.7.1. For any fixed l > 1, any 0 < ε < 1, any (n, k)-OBFS X, the family
{Yi}ti=1 defined above, gives a (l, 2−k
Ω(ε)
)-independent family of random variables. We can







and each random variable outputs Ω(log k) almost random bits.
Proof. In light of the discussion before the theorem, it is sufficient to prove that for any
S ⊆ [t], |S| = l, the random vector (Yi)i∈S is 2−k
Ω(ε)
-close to (Upi)i∈S . We will show this
using the Chinese Remainder Theorem.
Without loss of generality assume that S = {1, 2, . . . , l}. Let bi ∈ {0, 1, . . . , pi − 1} be
arbitrary. Let β be the unique solution (mod p1 · · · pl) to the congruences z ≡ bi mod pi.
Hence
Pr[∧li=1(Yi = bi)] = Pr
x∈X
[x1 + x2 + · · ·+ xn ≡ β mod p1 · · · pl].
Now we can use the Theorem 6.6.1 with Extp1···pl , to get the result of this theorem.
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