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Résumé : Le débat sur le rôle des valeurs en science survient également dans
les sciences appliquées, en particulier dans les sciences régulatives. Nous pro-
posons une analyse, sous l'angle des valeurs, des controverses récentes sur
le rôle de la connaissance scientique dans la régulation des risques tech-
nologiques. Nous distinguons trois perspectives sur les valeurs cognitives et
non-cognitives, dans le contexte de l'évaluation et de la gestion du risque.
Notre analyse montre que les deux types de valeurs interagissent au sein du pro-
cessus de génération de connaissances dans les sciences régulatives, et que des
propositions de changements méthodologiques dépendent de la reconnaissance
explicite du rôle opérant des valeurs. Notre contribution indique que l'analyse
philosophique des valeurs peut aider à clarier les controverses actuelles sur
les risques technologiques.
Abstract: The debate on the role of values in science has also cropped up
in the applied science and, particularly, regulatory science. We propose an
analysis, from the perspective of values, of the recent controversies related to
the role of scientic knowledge in the regulation of technological risks. We
dierentiate three perspectives on cognitive and non-cognitive values in the
context of assessing and managing risk. Our analysis shows that both kinds
of values interact in the process of knowledge generation in regulatory science,
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and that proposals for methodological changes are dependent upon the ex-
plicit recognition of the operation of values. Our contribution indicates that
the philosophical analysis of values can help clarify the current controversies
related to technological risks.
1 Science and values
The relationship between science and values has been articulated in the phi-
losophy of science traditionally by way of asserting an interconnection be-
tween cognitive values and scientic change (among others: [McMullin 1983],
[Worrall 1988], [Laudan 1984], [Kuhn 1977]). Critics of the notion that cog-
nitive values drive scientic change include many authors related to the elds
of cultural studies or the sociology of scientic knowledge who argue that it
is the contextual (social) factors that are more relevant (for instance [Barnes
1982], [Knorr-Cetina & Mulkay 1983], [Collins 1983], [Douglas & Wildavsky
1982], [Wynne 1992]).
However, another important issue is the relationship between cognitive and
non-cognitive values in scientic activity [Machamer & Wolters 2004]. This
question is of importance in the applied sciences, and even more in regulatory
science (science used for regulatory decision making [Jasano 1990]), which
will be relevant to our present discussion. The principal issue in regulatory
science is that the methodological decisions that appeal to cognitive values
can have important social, health and environmental consequences that aect
people's lives.
Cognitive values are understood to be those internal to scientic activity
itself. These are, for instance, explicative power, accuracy, simplicity, scope,
precision, as well as internal or external consistency [Kuhn 1977], [Laudan
1984]. Non-cognitive values, on the other hand, refer to the social, political and
economic contexts in which scientic activity takes place, as well as the various
applications of scientic knowledge (technological products, decision making,
public policy, etc.). Examples of such values are operationalization, applica-
bility, robustness, protection of human health and the environment, adaptabil-
ity, resilience, and controllability [Rudner 1953], [Longino 1990], [Haack 2008],
[Douglas 2009], [Todt, Rodríguez Alcázar et al. 2010].
2 Varying perspectives on the role of values
in risk assessment
In regulatory science, thus, the fundamental question is if regulatory science is
dierent from academic science (driven by cognitive values) andin case there
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was a fundamental dierenceif non-cognitive values constitute an input for
this kind of scientic activity and the knowledge that is generated [Todt &
Luján 2014]. For our present discussion the relevant point is that given that
academic science is understood to be driven by cognitive values alone [Laudan
1984], while regulatory decision making (and regulatory science itself) may be
inuenced by non-cognitive values, the question of the relation between the
two kinds of values basically is reduced to three possibilities: a) a science-based
decision making process driven by cognitive values alone, or b) a process driven
exclusively by non-cognitive values, or c) as a third possibility, some kind of
interaction between the two types of values in scientic knowledge generation
and decision making.
An analysis of current science and technology policy controversies with
respect to technological risks shows that these are, in fact, directly related to
questions of values. In each particular case, dierent kinds of values (cognitive,
non-cognitive) can play varying roles. As a result, an analysis of recent con-
troversies related to precautionary regulation of biotechnology and chemical
substances in the European Union (see, for instance [European Commission
2001], [European Parliament and Council 2006], [Todt, Muñoz et al. 2009])
leads us to the following classication of dierent perspectives on cognitive
and non-cognitive values in risk assessment [Luján & Todt 2012]:
a) The Classical Perspective embodies the idea that scientic processes are
not to be unduly inuenced by non-cognitive values. In practice this
means a clear separation of risk management (decision making) and risk
assessment (scientic evaluation of risk). The realm of the operation
of cognitive values is knowledge generation and justication. No non-
cognitive values must exert any inuence here. Non-cognitive values, if
any, can only be taken into account in decision making. Underlying this
perspective is the idea that any scientic uncertainty is the product of a
temporary lack of scientic knowledge. Any such currently unavailable
knowledge is understood to be able to be generated in the future. In
other words, the basis for the assessment of possible future harm from
any scientic-technological activity is our currently existing knowledge.
b) Under the Scientic-Technological Trajectories Perspective non-
cognitive values turn into the exclusive driving force for decision making.
Scientic data about impacts, consequences and risks are considered of
secondary importance for decision making. Rather, regulatory decisions
consist in identifying technologies (or more commonly, entire technolog-
ical trajectories) that possess certain desirable features (like resilience,
diversity, adaptability, reversibility, etc.) that turn them into preferred
technological choices. The underlying idea is that technological com-
plexity and the context-dependency of any scientic knowledge breeds
uncertainty and makes dicult or impossible any control. Certain tech-
nological trajectories are considered to possess an inherent capacity for
harm, and therefore would have to be deselected.
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c) The Methodological Decisions Perspective is based on the recognition
that in scientic practice non-cognitive values are unavoidable and exert
an inuence on scientic activity in all stages, from the initial denition
of a research project, through the selection of hypotheses, models and
research methods, all the way to data analysis. In particular, non-
cognitive values may play a role in the determination of fundamental
elements of the framework of any research, like the burden of proof,
the standards of evidence, and any models of inference. Non-cognitive
values make it possible to evaluate the (social, health, environmental,
etc.) consequences of scientic uncertainty and establish the required
level of evidence. The underlying notion is that scientic knowledge, as
well as its generation and justication, are always subject to fundamen-
tal epistemological limitations. The knowledge produced in (academic)
scientic research is therefore not necessarily useful for decision making.
In fact, in order for scientic knowledge to be relevant for regulatory de-
cisions, the process of its very generation (including scientic method-
ology) has to be adapted in an appropriate way. In practice, under
this perspective, regulatory decision making proceeds on the basis of a
risk-assessment-type analysis but the ultimate aim of protecting health
and the environment (i.e., non-cognitive values) drives the selection of
scientic methodologies.
Under the classical perspective the scientic knowledge that serves as input for
decisions is a product of a cognitive-values-driven scientic process, while the
operation of any non-cognitive values is restricted to decision making. Thus,
decisions here are dependent upon both types of values (which at no point in-
teract in the process). Under the Scientic-Technological Trajectories perspec-
tive, only non-cognitive values play a role: decisions are the product of (non-
cognitive) preferences with respect to technological trajectories. However, in
the third case, the Methodological Decisions perspective, we nd an inter-
play of both types of values: non-cognitive objectives in decision making (like
protection of health and the environment) drive methodological choices for
scientic knowledge production.
The interaction between cognitive and non-cognitive values makes this
third perspective philosophically particularly interesting. The outcomes (de-
cisions) of the process depend on the specic interrelations of the two types
of values in each case. We will now try to analyze some of the implications
for knowledge generation and decision making of the operation of values, with
special consideration for this third perspective.
3 Non-cognitive values under the
Methodological Decisions perspective
One of the ways to understand the operation of values is through the anal-
ysis of the methodological controversies that are common in risk assessment
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[Luján 2005]. Those controversies help us in evaluating the above mentioned
perspectives on the operation of non-cognitive values.1
3.1 Standards of evidence
The standards of evidence refer to the level of evidence required in order to be
able to accept an hypothesis. There are two principal controversies here: the
rst one concerns the question if the standards of evidence that are demanded
in risk assessment can be considered suciently rigorous or not; the second
one concerns the type of evidence that has to be taken into account as proof of,
for instance, possible negative eects of a substance on human health and/or
the environment. As we will see, both issues are intimately related.
Some authors argue that the current standards of evidence that are ap-
plied to regulatory processes are too demanding [Cranor 2011]. This means,
for instance, that possibly toxic chemical substances are currently on the mar-
ket, even in large numbers, because it has not been possible to show that
they are dangerous in accordance with the employed standards of evidence.
Consequently, authors like Cranor propose to relax such standards of evi-
dence with the explicit aim of better protecting health and the environment.
Relaxing the standards of evidence a) could force a large number of substances
that currently are not regulated to be included under existing regulation, and
b) would make it possible to evaluate a much larger number of substances
with the same basic resources available today (particularly in terms of costs
and time). Both eects are considered desirable from the point of view of
protecting health and the environment.
In order to better assess the role of values we will now analyze two current
proposals for methodological change in risk assessment, both of which are
directly related to changing the standards of evidence: the weight of evidence
approach, and short-term tests.
3.1.1 Weight of evidence approach
The weight of evidence approach is a methodology that is based on the idea of
taking into account all the scientic information availablefrom all kinds of
1. One area of controversy concerns inference guidelines. These are important
because the two principal classical methodologies used in risk assessment, epidemio-
logical studies and bio-essays, are riddled with methodological indeterminacies that
make it necessary to extrapolate from the available data to real-world exposure sce-
narios (usually situations of long term and very low dose exposures, compared to
the higher doses and shorter time spans in typical risk studies). Regulatory agen-
cies publish guidelines which explicitly propose certain rules of inference according
to the substances under scrutiny [Cranor 1994]. We will not treat this topic here in
detail because the inuence of non-cognitive values in the decisions on what rules of
inference to adopt is more or less accepted by all stakeholders.
50 José Luis Luján & Oliver Todt
dierent sources and produced according to a diversity of standardsabout
the possible relationship between a chemical or other substance and health
or environmental problems that have cropped up. While it is likely that one
single type of information is not sucient to establish any cause-eect re-
lationships between substance and impacts, all the available information, in
its entirety, may allow for taking regulatory decisions. As can be seen, in
practice this amount to a relaxation of the standards of evidence, because
decisions are not based on one single, isolated piece of evidence (for instance,
one particular epidemiological study) but rather on all the respective scientic
data as a whole (for instance, studies done at universities, industry, etc., with
methodologies ranging from bio-essays to computer simulations, and funded
by dierent sources).
Susan Haack argues for the validity of the weight of evidence approach in
that the whole of the evidence may be able to better justify a hypothesis than
any of its individual components separately [Haack 2008].2 Her argument is
based on:
 supportiveness: how strong is the connection between the evidence and a
specic conclusion. For instance, combining evidence about the biolog-
ical functioning of a substance with epidemiological evidence, however
feeble, results in the whole of the evidence being more supportive of the
hypothesis, and increases the amount of available evidence with respect
to the possible evidence.
 independent security : the degree to which the evidence is solid with
independence of the conclusion. Again, as in the previous example,
combining evidence about the biological functioning of a substance with
epidemiological evidence, however feeble, means that we can be more
certain of each of the individual lines of evidence.
 comprehensiveness: how much of the relevant evidence is incorporated
in the conclusions.
3.1.2 Short-term tests
Cranor proposes the methodology of short-term tests, particularly for the reg-
ulation of chemical substances that are potentially carcinogenic (the tests are
focused on aspects like mutagenicity or genotoxicity) [Cranor 1997]. In prac-
tice, such short-term tests would consist of in-vitro assays with biological sys-
tems (excluding animals), whose duration could be as short as only a few hours
(meaning a dramatic improvement over traditional methods which in the case
of epidemiological studies may take years to be completed).
2. The weight of evidence approach can also be evaluated in relation to a cognitive
value like robustness. Following this argument, the combination of various and
independent lines of evidence increases the robustness in the sense that truth would
be the intersection of a number of partial truths.
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Cranor's idea is to substitute, at least in specic cases, short-term tests
for bio-assays and epidemiological studies (both of which are, of course, much
more time and resource intensive). The need for resources is directly linked to
the question of false positives and false negatives. The higher concern for false
positives in academic science (which forms the basis of traditional bio-assays
or epidemiological studies) is a methodological translation of a cognitive value,
namely accuracy.
The practical problem in regulatory science is that the predominant con-
cern with false positives leads to a demand for a specic kind of evidence in
order to be able to state the toxicity of a substance. Establishing causal con-
nections and trajectories in toxic chemicals is particularly dicult, and the
epistemic characteristics of typical academic research about risks associated
with toxic substances result precisely in a demand for knowledge about those
causal connections and trajectories. As can be appreciated, the combination
of both factors results in time and resource intensive research. However, for
risk assessment this means that because of the resulting inevitable delays in
the availability of data for decision making, there will be an acute conict
between, on the one hand, the cognitive value accuracy and, on the other,
non-cognitive values, like protection of human health or the environment.
3.2 Burden of proof
The burden of proof has traditionally fallen on the side of governmental regula-
tory agencies, meaning that they would be the ones to have to demonstrate the
harmfulness of a certain product or process in order to be able to justify regu-
lating it. One exception to this rule has been the regulation of pharmaceutical
products.
However, of late stakeholders (like environmentalists) have been demand-
ing the establishment of a type of pre-commercialization regulation that is
based on a shifting of the burden of proof to the producer; meaning that it
would be those who are promoting a scientic-technological innovation who
would have to demonstrate that it does not entail any major risks for public
health or the environment.3 The underlying argument for shifting the burden
of proof in this way is that it is concomitant to minimizing false positives. An
important moral argument to back up this stance is that those who reap most
of the (economic) benets of the introduction of a new scientic-technological
product or process (i.e., its promoters) would have the moral responsibility for
3. It is important to point out that in a strict sense it is not possible to shift the
burden of proof in this sense, because it would simply be impossible to statistically
prove that a scientic-technological product or activity does not suppose any risk
for the environment or for human health. Thus, the meaning of the term in the
regulatory context is that whoever is promoting an innovation would be bound by
law to show that it does not entail any risks, always with respect to a previously
established denition of harm [Klinke, Dreyer et al. 2006].
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demonstrating that they are not generating any important new risks for all
other stakeholders. Equally relevant is the empirical argument that states that
the current situation under which the burden of proof falls on the side of the
public administration (which would have to show that the proposed innova-
tion entails risks before being able to justify regulating it) has not suciently
protected public health nor the environment [Harremoës, Gee et al. 2002].
A recent example of the introduction in regulatory practice of the shifting
of the burden of proof onto industry is provided by the European regulation
of chemical products, REACH (Registration, Evaluation and Authorization
of Chemical Substances) [European Parliament and Council 2006].
The REACH directive constitutes a shifting of the burden of proof by way
of the application of the precautionary principle: a large number of existing
(and future) chemicals, the majority of which have never been subjected to any
tests, will have to be evaluated for negative health or environmental eects,
as a precautionary measure.
4 Conclusions
Our analysis demonstrates that in risk assessment methodological value judg-
ments are inevitable and ubiquitous, have multiple important functions, and
possess the capacity for considerably inuencing or directly determining the
outcomes (research results). This is a situation that has to be taken into ac-
count not only in risk assessment (generation of knowledge), but also in risk
management (decision making).
Particularly the proposals of shifting the burden of proof to the promoter of
a product or process appeal to non-cognitive values related to the social costs
of the dierent types of errors (false positives or false negatives). Shifting the
burden of proof allows for a non-cognitive value like protection of health and
the environment to exert an inuence on scientic research without compromis-
ing its epistemic integrity [Cranor 2011], [Shrader-Frechette 2004], [Wandall
2004]. That is because shifting the burden of proof ensures the generation
of fewer false negatives, which in turn leads to a better protection of health
and the environment (by minimizing the cases of, e.g., dangerous chemical
substances that remain unregulated). This idea is compatibleamong the
three perspectives presented in section 2with the Methodological Decisions
Perspective.
There are other authors (for instance [Koch & Ashford 2006]) who recur to
a radical interpretation of the precautionary principle to argue for a shifting
of the burden of proof that would force the substitution of chemical or other
products that may pose a risk to health and the environment by alternatives
that are considered safer, modifying in this way entire technological trajecto-
ries. This proposal would fall under the Scientic-Technological Trajectories
Perspective.
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Laudan considers that by the burden of proof before generating any data
would be concomitant to a restriction of scientic research [Laudan 2008]. For
this author, the relevant question is if a hypothesis, on the basis of the available
evidence, has a higher probability than others. In this sense, for Laudan, there
is no dierence between academic and applied research, in considering both a
question of belief. In other words, any moral or political considerations with
respect to regulation would always have to be elucidated after data generation,
i.e., in decision making. This stance is an example of the Classical Perspective.
As to the nature of the standards of evidence, the Classical and the
Methodological Decisions Perspectives coincide in considering them the
product of the interaction between cognitive and non-cognitive values. The
decisive dierence between the two perspectives is that for the Classical
Perspective these standards of evidence are simply not part of risk assess-
ment, but rather of risk management (regulatory decision making) [Laudan
2014], while for the Methodological Decisions Perspective they are part of risk
assessment [Douglas 2009].
For Laudan the standards of evidence are always articial restrictions im-
posed on scientic research [Laudan 2014]. This leads him to argue for the
abandonment of any such standards of evidence. Laudan's stance is based
on an argument defended by Jerey [Jerey 1956]: the objective of scien-
tic work does not consist in accepting or rejecting hypothesis, but rather in
establishingby taking into account the evidence available in each moment
its degree of conrmation [Wilholt 2009]. The evaluation of possible conse-
quences of acting (or not acting) upon the hypothesis is a question that is not
raised in the risk assessment phase, but only afterwards. What Laudan (as
well as other authors [Mitchell 2004]) are arguing for, in the end, is a strict
separation of the reasons for belief and the reasons for action. There always
exist situations in which one can have reasons to consider more likely a par-
ticular hypothesis (rather than its alternatives), while at the same timeand
out of cautionnot running the risk of acting on the basis of this belief.
However, in the light of our discussion, this stance can be considered a
very limited one. As we have already seen, non-cognitive values can inuence
the development of research methodologies in risk assessment. Limiting the
function of non-cognitive values to risk management makes it impossible to
allow for this methodological improvement [Todt & Luján 2008].
Our analysis of the proposals in those two elds, standards of evidence and
burden of proof, shows that those proposals can be considered to form part of
the context of discovery. The interesting point in relation with the standards of
evidence is that methodological proposals like the weight of evidence approach
or short-term tests are only viable if we previously accept changes with respect
to the standards of evidence (context of justication). In other words, the non-
cognitive values are driving a change in the cognitive values which then leads
to methodological change in risk assessment. We are, thus, faced with a clear
interaction of both kinds of values, cognitive and non-cognitive ones.
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