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Abstract 
This thesis provides a framework for grasping force optimization of multi-fingered 
robotic hands. Previously, the force optimization problem is often solved by 
linearization of the friction cone followed by linear or quadratic programming but this 
may led to ineffective results. In order to improve the quality of the contact forces, 
two problems must be solved: How to overcome the nonlinearity of the friction cone 
constraint? How can this apply to real-time application? With these answers, recurrent 
neural networks for force optimization can be developed. 
An investigation of three approaches in solving the force optimization problem was 
undertaken. At the forefront, the linearization method was employed and the problem 
was solved by the primal-dual, the deterministic annealing network and the dual 
neural network, respectively. The results were then compared with the latter. The 
second analysis was to formulate the friction cone constraint as a Linear Matrix 
Inequality (LMI) and this involved the Cholesky decomposition of a positive 
semidefinite matrix. Using the deterministic annealing network could solve this 
problem. Moreover, by remaining the nonlinearity of the friction cone constraint, the 
novel network could be used for solving the problem with linear equality and 
inequality constraints. Two examples were implemented by using Matlab and the 
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results concluded the convergences and stabilities of the neural network models. 
The next stage of research came to taking into account of the joint torque limits of the 
robotic links when optimizing the grasping forces. With consideration of the joint 
torque limits, the qualities of the contact forces became better when solved by the dual 
network and the novel network. The recurrent networks were evaluated by 
examination with a three-finger grasping example. 
At the final stage, a time-varying external wrench was employed in order to 
investigate the abilities and performances of the recurrent neural networks in real-time 
applications. The primal-dual network, the deterministic annealing network and the 
novel network were all capable in performing real-time optimization of grasping force. 
Two grasping examples with the applications of these neural networks were 
presented. 
The development and architectures of these recurrent neural networks were given. 
They were proven asymptotically stable and convergent to the exact optimal solutions 
of corresponding optimization problems. The complexity of the neural networks was 
also analyzed, which helped us to access the implementation cost of the neural 
networks. 
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力錐體，求解於主偶神經網絡（Primal-Dual Neural Network)，非隨機冷卻神經 
網絡（Deterministic Annealing Neural Network)或對偶神經網絡（Dual Neural 
N e t w o r k ) �獲得的結果會與後者作出比較。第二項分析是把摩擦力錐體用公式 
表示為一次鉅陣不等式，以C h o l e s k y分解法來分解得出的半正定鉅陣。這 
問題可使用非隨機冷卻神經網絡來解決。此外，保留摩擦力錐體約束的非線 
性，異常神經網絡（Novel Neural Ne twork )可用來解決這含有線性等式及不 
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Chapter 1 - Introduction 
1.1 Multi-fingered Robotic Hands 
Multi-fingered robotic hands are being extensively studied for dextrous manipulations 
during recent years. With the precise movements of the joints of the robot links, they 
can be used for grasping and performing fine manipulations while emulating the 
dexterity of human hands. As the sizes of the links in a robot hand are usually smaller 
than an entire robot arm, a multi-fingered robotic hand may consume less energy and 
payload. Employing these systems can alleviate danger for humans when performing 
manipulations in dangerous and remote environments. Dextrous manipulation is a 
fundamental problem in the study of multi-fingered robotic hands and has applications 
in various kinds of areas such as industrial manufacturing to perform complex 
assembly tasks or object manipulations. 
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1.2 Grasping Force Optimization 
Given a robotic hand and an object to be manipulated, the main objectives of dextrous 
manipulation are to have the hand grasp the object and satisfying the kinematics, 
static and dynamic constraints. A fundamental issue on the grasp analysis of 
multi-fingered robotic hand is the force optimization problem. The force optimization 
problem is to determine the minimum contact forces under a criterion to balance any 
external wrench applied on the object without slipping. In addition, the set of 
configurations must satisfy the form-closure constraints which correspond to the 
friction cone constraints at all contact points. 
A force-closure grasp refers to a grasp in which the fingers can resist an arbitrary 
external wrench applied to an object. It maintains the body's equilibrium when there 
is an externally applied wrench. Equivalently, the contacts do not prevent all 
infinitesimal motions of the body. 
A fixed set of contacts on a rigid body is said to exhibit form closure if the body's 
equilibrium is maintained despite the application of any possible externally applied 
wrench. Equivalently, the contacts prevent all motions of the body, including 
infinitesimal motions. 
The major difficulty associated with the grasp analysis problem is the nonlinearity of 
2 
the friction cone constraints. The force optimization problem is often solved by 
linearization of the friction cone followed by linear or quadratic programming. 
Conservative approximation is required if the nonlinear friction cone constraint is 
linearized and it may require a high computation effort. As a result, the linear analysis 
implies that the conservative forces sometimes larger than that required in the 
nonlinear friction constraints. Besides, when the number of facets in the linearized 
friction cone is increased, it may results in excessive computational effort which is 
undesirable for real-time optimization. Most of the nonlinear programming 
approaches are only limited in off-line operations. 
Finger n y - x 
/ / Finger I linger i \ \ 
R ^ 
Figure 1.1 Grasping of a polyhedral object by a multi-links robotic hand Consider a grasp of a rigid object with a n contacts multi-fingered robotic hand as 3
illustrated in Figure 1.1. To balance any external wrench h w e ，each finger must 
apply a contact force Xi = [x^ ^ x^ 2 XjjJ^e to the object such that 
where Ge ， m = 3xn , is the grasp transformation matrix, 
— —r — r 7" 
^ = [x\ ,-'-,Xn ] 6 is the contact force vector. 
To ensure non-slipping, the contact force of each finger must satisfy the friction cone 
constraint. In other words, each contact force has to remain positive towards the 
normal direction to the object surface and lies within the friction cone as shown in 
Figure 1.2. 




object Surface — 叉 
一 一 
/ \ \ Friction Cone 
Figure 1.2 Friction cone at contact point i. 
Assume that the contact type of each finger is a point contact with friction and there 
exists a Coulomb friction with friction coefficient /i, at each contact point i such 
4 
that 
+ 4 < M f 4 (1.3.2) 
�� (1.3.3) 
where x.^  and x,.� are the tangential components and jc.3 is the normal component 
of the contact force at contact i ’ with respect to the object coordinate frame as shown 
in Figure 1.3. 
丫 
/ \ Local Qiordinate Frame 
• " — Object Coordinate Frame \ \ 
\ \ Finger i 
Figure 1.3 Object and local coordinate frames 
Equation (1.3.2) 
represents the friction cone of each contact force, the angle of the 
cone with respect to the normal is given by a = t a n " V - Typical values of ^ are 
less than 1，and hence the friction cone angle is typically less than 45° as shown in 
Figure 1.4. 
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Friction cone Friction cone 
Object surface Object surface 
Figure 1.4 Geometric interpretation of the Coulomb friction model 
1.3 Neural Networks 
Neural network, which is also known as artificial neural networks, is a collection of ‘ 
neurons which can handle a wider range of data. Many neural networks are 
biologically credible. The power of neural networks lies in their ability to process 
information in a parallel fashion that is to process multiple masses of data 
simultaneously. A neural network is consisted of neurons connected in different 
methods in order to attempt the biological structures in both architecture and 
operations as human brains. 
Each neuron has a certain number of inputs, each of which has a weight allocated for 
them. The weights simply are indications of the importance of the incoming signal for 
specific input. The net value of the neuron is then calculated, the net is simply the 
weighted sum, the sum of all the inputs multiplied by their specific weight. Each 
neuron has its unique threshold value, and if the net is greater than the threshold, the 
neuron stays quiet. The output then fed into all the neurons it is connected to. 
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Learning is accomplished by adjusting these strengths to cause the overall network to 
output appropriate results. 
There are few main concerns in designing a neural network: arranging neurons in 
various layers; deciding the type of connections among neurons for different layers, as 
well as among the neurons within a layer; deciding the way a neuron receives input 
and produces output; determining the strength of connection within the network by 
allowing the network to leam the appropriate values of connection weights by using a ‘ 
training data set. The designing process of a neural network is an iterative process. 
®Zr: 
X / / HIDDEN 
/ / LAYER / / (there may be several / W / hidden layers) 
/ g_〇 Q/7 
Figure 1.5 Different layers of neurons in a neural network 
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As shown in the Figure 1.5, the neurons are grouped into different layers. The input 
layer consists of neurons that receive input from the external environment. The output 
layer consists of neurons that communicate the output of the system to the external 
environment. There are usually a number of hidden layers between these two layers. 
When the input layer receives the inputs, outputs produced by these neurons become 
inputs to the other layers of the system. This process continues until a certain 
condition is satisfied or until the output layer is invoked and export their output. If 
there are too much number of hidden neurons, over fit may happen and the network 
will have problem to generalize. The training set of data will be memorized, making 
the network useless on new data sets. 
For a recurrent neural network, the neurons within a layer are fully- or partially 
connected to one another. After these neurons receive input from another layer, they 
communicate their outputs with one another a number of times before they are 
allowed to send their outputs to another layer. Generally some conditions among the 
neurons of the layer should be achieved before they communicate their outputs to 
another layer. In on-line or real time learning, when the system is in operating mode, 
it continues to leam (weights keep changing) while being used as a decision tool. This 
type of learning has a more complex design structure. 
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1.4 Previous Work for Grasping Force Optimization 
Previous studies for solving the force optimization problem are based on linear 
programming formulation with linearized friction cone constraints using the Simplex 
algorithm [l]-[4]. Yoshikawa and Nagai [5]-[7] proposed an optimization algorithm 
based on heuristic search. Cheng and Orin [8] discussed an algorithm for optimization 
of a linear objective function based on compact-dual linear programming. Nguyen 
suggested algorithms to determine optimal planar grasps and stable force-closure 
grasps [9]-[ll]. Later nonlinear programming methods were employed to undertake 
the nonlinear friction cone constraints. Nakamura presented a nonlinear program to 
find the optimal contact forces by using Lagrange multipliers [12]. Sinha and Abel 
developed a successive quadratic programming method (Schittkowski algorithm) to 
solve the nonlinear constraint [13]. Buss, Hashimoto, and Moore [14] obtained an 
important observation that the nonlinear friction cone constraint can be cast as a 
positive definite and symmetric matrix. They formulated the force optimization 
problem on the Riemannian manifold of linearly constrained symmetric positive 
definite matrix and implied projected gradient flow algorithms [14]-[17] applicable in 
real time. However, valid initial grasp forces, which satisfied the friction cone 
constraint and generated the specific object wrench, are required in their algorithms. 
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In recent years, neural networks are developed to be variable approach to real-time 
optimization [39]-[40]. Owing to the parallel and distributed information processing 
in neural networks, it is ensured that the convergence rate of the solution process is 
not decreasing as the size of the problem increases. Tank and Hopfield introduced a 
linear programming neural network in early stage. Various recurrent neural networks 
for optimization are discussed in [18]-[20]. Recently, neural networks have been 
applied in robotics areas. Wang, Xia and Tang attempted to solve the constrained 
optimization problems in kinematics control and inverse dynamics computation of 
redundant robotic manipulators [21]-[23]. Moreover, these networks are proven to be 
globally convergent [41]-[42]. 
1.5 Contributions of this work 
In order to grasp an object, fingers have to apply forces to it. The fingers tend to 
squeeze the object so as to produce enough contact forces for frictional contacts that 
are more flexible than non-frictional contacts. The size value of this contact force 
critically determines the frictional force available as determined by Coulomb's 
friction law. However, holding the object using as much force as possible is not 
reasonable for a lot of fragile objects and also leads to highly sensitive grasps that 
10 
tend to instability. 
One focus for research in the area of intelligent and autonomous systems has been the 
grasping and manipulation of objects by multi-fingered robotic hands. One main 
concern in intelligent grasping was the on-line calculation grasping forces to achieve a 
good balance of forces between the fingers and to minimize the resultant force subject 
to friction constraints. Previous optimization methods, which usually operated off-line, 
would be ill conditioned, so there is a need to develop and implement dextrous 
grasping for manipulation of objects. Our approach is to use neural networks to solve 
the optimization problem; this approach has the potential to achieve guaranteed 
quadratic convergence rates. The goal for autonomous machines is to achieve what 
humans can do by themselves or when in control of machines, but to avoid dangers to 
human life. A machine can perform tasks autonomously in a hazardous environment 
with suitable guidance. Underwater construction and maintenance is one application 
area which comes to mind where the grasping and manipulation of objects would be 
vital. 
For many manipulations in the real situation, the robotic hands need to grasp an object 
move from one place to another, the external wrench applied on an object will then 
changing with time. The computation effort for optimizing the grasping forces in 
real-time is usually high, this problem will be solved by neural networks. As neural 
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networks have the ability to process information in a parallel fashion, they could 
process multiple masses of data simultaneously. 
In this research, we will employ various neural networks for solving the grasping 
force optimization problem and have comparisons of their complexities and 
capabilities. These networks are guaranteed converging to the exact solutions for any 
initial condition. 
1.6 Organization of this thesis 
In Chapter 2，the force optimization problem is formulated into quadratic optimization 
problem taking into account of the force-closure constraint, friction cone constraint, 
joint torque limits and time-varying external wrench. The dynamic equations and 
architectures of the recurrent neural networks are developed and described in Chapter 
3. Computer simulations in Chapter 4 demonstrate performance and the comparison 
of complexity of the neural networks. Chapter 5 is the conclusion of the thesis. 
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Chapter 2 - Problem Formulations 
The objective for the force optimization problem is to determine the minimum contact 
forces under a criterion to balance any external wrench applied on an object without 
slipping. The set of configurations must satisfy the force-closure constraint and the 
form-closure constraint of each finger, which corresponds to the friction cone 
constraint at each contact point. 
In this chapter, four constrained optimization problems, which could determine the 
minimum L, - norm and Euclidean norm of grasping forces of multi-finger robotic 
hand, respectively. In addition, another two constrained optimization problems are 
formulated to take into account of the joint torque limits of each finger. Moreover, 
three constrained optimization problems are formulated for balancing a time-varying 
external wrench applied on the object. These constrained optimization problems can 
be solved by the neural networks developed in Chapter 3. 
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2.1 Grasping Force Optimization without Joint Torque Limits 
In this section, the force optimization problem is formulated into linear and quadratic 
programs, respectively. They are subjected to linear equality constraints 
corresponding to the force-closure constraint and linearized friction cone constraint. 
The minimum Lj — norm of grasping forces can be determined using linear 
programming. Alternatively, the nonlinear programming can evaluate the minimum 
Euclidean norm of grasping forces. Besides, another quadratic program subject to 
linear equality constraints corresponding to positive semi-definiteness of symmetric 
matrices is formulated for optimizing the Euclidean norm of grasping forces. In 
addition, a nonlinear program subject to linear equality constraint and quadratic 
inequality constraint is formulated. 
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2.1.1 Linearized Friction Cone Approach 
The nonlinear constraint in (1.3.1) geometrically defines a friction cone. 
Xi 
/ / /Linearized Friction Cone 
Figure 2.1. A k-sides linearized friction cone 
By approximating the friction cone into a k - s i d e polyhedral convex cone (Figure 
2.1) as in [24], the complexity of the nonlinearity is reduced and this method is known 
as linearization. Based on this piecewise linear approximation, each contact force x,-
can be represented as a linear combination of the unit vectors 
^ « ^ 
X i = l X i j � U ? i , j = l…,k (2.1.1) 
/=i 
where " = ( "丨丨，…， ’ … ’《„丨，…，a n d represents the j-ih edge 
vector of the polyhedral convex cone; A = and A,^  
are non-negative constants. The wrench is the combination of the force and moment 
applied at the center of mass of the object 
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X,. X. (2.1.2) 
4 = ^ 
T. r.xx. 
where r, denotes the position vector of the i - th contact point with respect to the 
object coordinate frame and x is the vector product operator. Substituting (2.1.1) 
into (2.1.2) gives 
V 3 “ (2.1.3) 
'.=1 r^xu.j 
u 
where w , . = � _ . 
IJ — — , r.xu^j 
The net wrench, Wnet，applied to the object by the n finger is 
— “ “ m — Hv, = = Z j X ^ u ^ij =评又 (2.1.4) 
(=1 1=1 7=1 
where = ( w „ , . . . ’ w i"，."，w „ " . " ’ v v ” � w h i c h is called the wrench matrix 
with the primitive contact wrenches as the column vectors. 
— > 
The grasp is said to be form-closure if for any external wrench, We;cf，applied on the 
object 
— > 
Wnet + Wext = 0 (2.1.5) 
subject to ？i.j > 0 . 
The grasping force optimization problem can be formulated as: 
Minimize ^ f . (2.1.6) 
1=1 
Subject to H Ay w" = -
(=1 j=i 
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y i j 
where • is an appropriate vector norm of the grasping force, 
i. Linear Formulation 
For linear programming, the objective function would be the Lj - norm of the 
n k 
grasping force vector and is equivalent to . The optimization problem can be 
1=1 ；=1 
formulated as 
Minimize c^A (2.1.7) 
Subject to W?i = b 
A>0 
where c = [1，...，1]�£ 9 r � a n d b = - W e . , E S i \ 
By the dual theory [25], the dual linear program corresponding to the primal linear 
program defined in (2.1.7) is 
Maximize b^y -c^X (2.1.8) 
Subject to 
where 3； e jg the decision variable vector. 
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ii. Quadratic Formulation 
In order to obtain the continuous results, minimizing the Euclidean norm of the 
grasping force vector is more suitable in many applications and the objective function 
n k 
is equivalent to . The optimization problem can be formulated as a 
2 ,=i j=i 
quadratic program with equivalent constraints subject to (2.1.7) 
Minimize ^A^A (2.1.9) 
Subject to W?i = b 
A > 0 
The corresponding dual program is 
Maximize (2.1.10) 
Subject to W^y<0 
where y e is the decision variable vector. 
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2.1.2 Nonlinear Friction Cone as Positive Semidefinite Matrix 
According to [14], the friction cone constraints (1.3.2) and (1.3.3) are equivalent to 
the positive semi-definiteness of P{x)= Blockdiag(/^ (jc),•••, (jc)), where P^x) is 
real and symmetric and having the following form, for / = 1，...，w 
0 1 (2.1.11) 
0 > 0 . 
Since any real, symmetric and positive definite matrix must have a Cholesky factor 
[26], the constraint of positive semi-definiteness of P{x) can be expressed as in [27] 
P{x)=LlJ (2.1.12) 
where L e SH'"'"" is a lower triangular matrix with a positive diagonal. 
The contact force optimization problem can be formulated as a convex program as 
followed: 
Minimize / ( v ) =去 v � (2.1.13) 
Subject to Gv = b 
P{v)=LlJ 
— > 
where v e S T is the contact force vector, v, G is the contact force with respect 
to the local coordinate frame, which is attached to the contact point i • 
According to [27], the friction cone constraints is defined as a function of 
mi故,/) 
h,(p(v),L)^ YPij-lJjr for i,j = l,-',m 
r=l 
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yiM)=PiM)- (2.1.14) r=l 
When written in matrix form 
Y = P-LLf (2.1.15) 
where P = and l" = b^,)�)j are mxm square matrices and L = [/..(r)j is a 
mxm lower triangular matrix of the activation states. P(o) = p(o)^, y(0)关 0 . 
2.1.3 Constrained Optimization with Nonlinear Inequality Constraint 
The grasping force optimization problem can be formulated as a nonlinear program 
with convex objective function subject to equality constraint and inequality constraint. 
For / = 1 let g.(v)= v,^  + v f , - ^fv^ and h.{v)=-v.^. 
Minimize / ( v ) =去/v (2.1.16) 
Subject to Gv = b 
^(v)<0 
where SH", /z(v)= and 
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2.2 Grasping Force Optimization with Joint Torque Limits 
In real situations, it is encouraged take into consideration of the finger joint torque 
limits in order to obtain a better quality of force distribution. In this section, the force 
optimization problem is formulated to a nonlinear program in which a convex 
objective function is minimized subject to linear equality constraint, linear inequality 
constraint and nonlinear inequality constraints. 
Usually, besides the grasp kinematics constraints (1.3.1) — (1.3.3), the contact forces 
should also satisfy the finger kinematics constraints in order to ensure the finger joints 
can exert the required torques to produce the desired contact forces [28]. Let finger i 
has q. joints, the total number of joints in the hand is <? = ^ + + . Assume the 
maximum and minimum joint torque limits for the joint j of finger i are r,^ and 
’ respectively, for j = 仏.The finger kinematics constraints are defined as 
么 + (2.2.1) 
(2.2.2) 
where G is the hand Jacobian matrix; T+二 [r/V. ,<，•"，< J， 
Ti+ = k’".’T,;，...’<卞 and T - = 1T「，…，（，..，（j , = J " . 
Equations (2.2.1) and (2.2.2) can be written in compact matrix form, 
J v S t (2.2.3) 
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_ / M �T + _ with J = " G and T= E 
L " r � L - d 
When taking into account the joint torque limits of the robotic hands, the problem can 
be formulated to a nonlinear program with convex objective function subject to 
constraints (1.3.1)-(1.3.3) and (2.2.3)， 
Minimize ^v^v (2.2.4) 




2.2.1 Linearized Friction Cone Approach 
By the method of linearized friction cone [24], the optimization problem can be 
formulated as a quadratic problem with similar formulation as stated in section 2.1.1 
(ii)： 
Minimize — A^A (2.2.5) 2 
Subject to WX=b 
A > 0 
CA<T 
where / leST* is the contact force vector and C = JUe . 
2.2.2 Constrained Optimization with Nonlinear Inequality Constraint 
For i = l,-'-,n, let^i.(v)= J.v. - r , the grasping force optimization problem can be 
reformulated as 
Minimize / ( v ) = —v^v (2.2.6) 
Subject to Gv = b 
k{v)<0 
where k{v)=[g{v) ； h{v) ； ^ ( V ) ] G , < ? ( V ) = K I ( V ) ’ . " ’ G „ ( V ) ] R E 9 R ’ 
and [�(v),...’<(v)]•厂e SI�"". 
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2.3 Grasping Force Optimization with Time-varying External Wrench 
In real-time application, when the robotic hand is manipulated along a trajectory, a 
time-varying external wrench will exist on the object and so as the grasping forces. 
The grasping forces are then used to balance a time-varying external wrench applied 
to the object in order to ensure a stable grasp. This problem is formulated in quadratic 
programs subject to linear force-closure constraint and nonlinear form-closure 
constraint. 
Minimize f[v{t)] = v{t) (2.3.1) 




2.3.1 Linearized Friction Cone Approach 
The following primal-dual formulation is based on the discussion Section 2.1.1 (ii). 
Minimize X{t) (2.3.2) 
Subject to = 
A(r)>0 
where Pi{t)e 众 is the activation state vector. The corresponding dual program is 
Maximize b{tj y{t)-^^{t J X{t) (2.3.3) 
Subject to 
where y{t)e is the state vector of the decision variable. 
2 J . 2 Nonlinear Friction Cone as Positive Semidefinite Matrix 
Based on the problem formulation discussed in Section 2.1.2，the grasping force 
optimization problem can be formulated as a nonlinear program with convex objective 
function subject to equality constraints 
Minimize f[v{t)] = v{t) (2.3.4) 
Subject to Gv(t) = i>(t) 
P[v(t)]-L(t)L(tJ=0 
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2.3.3 Constrained Optimization with Nonlinear Inequality Constraint 
The grasping force optimization problem can be formulated as a nonlinear program 
with convex objective function subject to equality constraint and inequality constraint 
as in Section 2.1.3, 
Minimize f[v{t)] = v{t) (2.3.5) 
Subject to Gv{t) = b{t) 
k[v{t)]<0 
where /:[v(r)]= fe[v(r)] ； /i[v(0]]e , g[v(,)]= fe[v(0],".，g>(0Fe ST and 
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Chapter 3 - Recurrent Neural Network Models 
In this Chapter, various recurrent neural networks are being investigated for solving 
the constrained optimization problems in Chapter 2. In the next section, there are six 
recurrent neural networks employed for solving the force optimization problem 
without joint torque limits. The primal-dual network and the deterministic annealing 
network with respect to the linear programs (2.1.7) and (2.1.8) are employed for 
determining the minimum L^  - norm of the grasping forces. In order to determine the 
minimum Euclidean norm of the contact forces, four recurrent neural networks are 
employed, they are the primal-dual network for solving the quadratic programs (2.1.9) 
and (2.1.10) and the dual network which could solve the quadratic program (2.1.9) in 
order to evaluate the minimum Euclidean norm of the grasping force vector; the 
deterministic annealing network which solve the convex program (2.1.13) and the 
novel neural network for solving (2.1.16). 
In Section 2.2, two recurrent neural networks are employed for solving the 
optimization problem with joint torque limits as a constraint. They are the dual 
network for solving the optimization problem (2.2.5) and the novel network for 
solving the optimization problem (2.2.6). 
In Section 2.3, three recurrent neural networks are utilized to estimate the suitable 
grasping forces for balancing a time-varying external wrench applied on the object. 
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They are the primal-dual network for solving problems (2.3.2) and (2.3.3); the 
deterministic annealing network for solving problem (2.3.4) and the novel for solving 
problem (2.3.5). 
For the formulation of the primal-dual network, the deterministic annealing network 
and the novel network, energy functions corresponding to particular optimization 
problems are defined. Each of them should have minima given by the optimal 
solutions for the corresponding optimization problems. The dynamical equations for 
the neural networks can be formulated as the negative gradient of the energy functions. 
For the dual network, the optimality conditions for corresponding constrained 
optimization problem are figured out. By mapping their optimal solutions to the 
equilibrium points of the dynamical equations of the neural networks. 
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3.1 Networks for Grasping Force Optimization Problem without Joint Torque 
Limits 
3.1.1 The Primal-dual Network for Linear Programming 
In [29], Xia presented a two-layer recurrent neural network which solved general 
linear programming problems based on the duality theory. The network is proven to 
be convergent to the exact solutions [29]. In this section, we follow his approach to 
extend the primal-dual network and dynamical equations which could be used to 
obtain the minimum L j - n o r m of the contact forces. 
Considering the pair of primal and dual linear programs (2.1.7) and (2.1.8), the 
following energy function can be defined: 
E(X, = (3.1.1) 2 2 
The first term in (3.1.1) represents the duality gap, i.e. the difference between the 
objective functions of the primal and dual programs (2.1.7) and (2.1.8), respectively. 
The second and third terms represent the equality and non-negativity constraints in the 
primal problem (2.1.7), respectively. The forth term characterizes the inequality 
constraint in the dual problem (2.1.8). It can be seen that the energy function (3.1.1) is 
convex and continuously differentiable. The energy function £；(/1*，/)=0 if and 
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only if (A*, / ) is the optimal solution of the primal and dual linear programs (2.1.7) 
and (2.1.8), respectively. 
With the energy function defined in (3.1.1), the dynamical equations of the neural 
network can be defined as the negative gradient of the energy function: 
dX dE 
i ” 瓦 （3 丄 2) 
dy dE 
广 ” ¥ (3丄3) 
where t] is a positive scaling constant and dE/dA, and dE/dy is the gradient of 
the energy function with respect to A and 3；, respectively. For any column vector 
= where and €�=min{0，U. Note that 
� - = — ( — € ) + ’ where � + = and = max{0,^,.}. The dynamical 
equations in (3.1.2) and (3.1.3) can be expanded as: 
^ = + (3.1.4) 
登 似 ； L + W � —4 (3.1.5) 
A r T \ X 
I  
( S /“ ‘—— 
+ 
(玄> 
+ 一 � J + 
b 0 
y n-^'y  
Figure 3.1 Block diagram of the primal-dual network for minimizing the L/-norm of contact forces 
30 
Figure 3.1 shows the block diagram for the architecture of the primal-dual network for 
minimizing the L i -norm of contact forces. In this application, the external wrench 
applied on the object b = is fed into the neural network, and the minimum 
values of A and decision valuable >； are generated simultaneously as the neural 
network outputs. 
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J.2 The Deterministic Annealing Network for Linear Programming 
In [38], Wang presented a recurrent neural network which solved general linear 
programming problems. The network is proven to be asymptotically stable in the large 
and capable of generating optimal solutions to linear programming. In this section, we 
stick to his approach to extend the network and dynamical equations which could be 
used to obtain the minimum L! — norm of the contact forces. 
The energy function for the optimization problem (2.1.7) can be defined as: 
E{X,W) = 1 (VFA)^  + I f l ^A - + ^ A^ (A - |A|) (3.1.6) 
where the decaying term = is to realize an annealing effect as detailed in [34], 
is a positive scalar parameter and || • is the Euclidean norm. The state 
equations of the recurrent neural network are described as 
d?i dE 
i = 瓦 （3.1.7) 
where r] > 0 is constant. The dynamical equations can be stated as follow: 
. 尝 = - ” [ r ( , ) A + W , A - � —(一 2A)+] (3.1.8) 
where A is an - dimensional column vector of activation states corresponding to 
the decision variable vector, A [(A, J^ and (又,)+= max{0, A,}. The 
first term in (3.1.8) enforces the minimization of the objective function in (2.1.7) and 
the others enforce the penalization of violation of constraints, respectively. The 
recurrent neural network is a time-varying dynamical system because of the presence 
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of the decaying term in the threshold. Moreover, the role of P is to scale the 
decaying term of the biasing threshold. 
+ 人 — i FTx A 
b ~ ~ [ — . J � > ~ 
& 二 Q  
Figure 3.2 Block diagram of the deterministic annealing network for minimizing the L/-norm of contact 
forces 
Figure 3.2 shows the block diagram of the architecture of the deterministic annealing 
network. In this application, the external wrench applied on the object b = -二,对 is 
fed into the neural network, and the output of the deterministic annealing network is 
the minimum value of A . 
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3. J J The Primal-dual Network for Quadratic Programming 
Xia presented a prima-dual neural network in [23] which is capable to solve quadratic 
programming problems and is proved to be globally convergent. In this section, the 
minimum Euclidean norm of the contact forces can be determined by the extension 
the primal-dual network. Considering the following pair of primal and dual linear 
programs (2.1.9) and (2.1.10)，the following energy function can be defined: 
E{X, = bf^ (3.1.9) 2 2 , 
The first term in (3.1.9) represents the duality gap, i.e. the difference between the 
objective functions of the primal and dual programs (2.1.9) and (2.1.10), respectively. 
The second and third term represent the equality and non-negativity constraints in the 
primal problem (2.1.9) respectively. The forth term characterizes the inequality 
constraint in the dual problem (2.1.10). It can be seen that the energy function (3.1.9) 
is convex and continuously differentiable. The energy function £ ( A * , / ) = 0 if and 
only if ( A * ’ / ) is the optimal solution of the primal and dual linear programs (2.1.9) 
and (2.1.10), respectively. 
With the energy function defined in (3.1.9), the dynamical equations of the neural 
network can be defined as the negative gradient of the energy function: 
dX dE 
i = 一”瓦. （3.1.10) 
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dy dE 
where r/ is a positive scaling constant and 8E/3A and dE/dy is the gradient of 
the energy function with respect to A and y , respectively. As for any column 
vector r e - I引= 2 �-，w h e r e = ，“’...，。)' and = min{0’U; then, 
�—=-(—€)+，where � + = a n d = max{0’< ,^.}. The dynamical 
equations in (3.1.7) and (3.1.8) can be expanded as: 
f = - ‘ — � ) + } (3.1.12) 
^ = -b] (3.1.13) 




Figure 3.3 Block diagram of the primal-dual network for minimizing the Euclidean norm of contact 
forces 
Figure 3.3 shows the block diagram for the architecture of the primal-dual network for 
optimizing the Euclidean norm of the contact forces. In this application, the external 
wrench applied on the object b = -Wex, is fed into the neural network, and the 
minimum values of A and decision valuables are generated simultaneously in the 
neural network output. 
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3.1 A The Dual Network 
In this section, a dual neural network is extended from [30] for solving the quadratic 
programming problem in (2.1.9). The network is proven to be asymptotically stable. 
In this application, the constraints can be converted to as in [36]: 
WX<b, -WX<-b (3.1.14) 
where 众 denotes the nkxnk identity matrix. Then, define 
- � + f M n � (3.1.15) 
0 又+，y / „ , 
V / V y V / 
Then, (2.1.9) is rewritten in the following form 
Minimize ^ A U (3.1.16) 
Subject to r' <QA< r" 
In the above formulation, the generalized feasibility region \r~ J is constructed as 
a closed convex set to facilitate the design and analysis of the dual network via the 
Karush-Kuhn-Tucker condition and the projection operator: 
zMi) 
——z——V 
Figure 3.4 Projection operator g,(M,) on [/；-’/；+] for i = i , . . . , nk + 6 
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It follows from the Karush-Kuhn-Tucker condition that A is a solution to (2.1.9) if 
and only if there exists a dual decision valuable vector u e 众+6 such that 
？i-Q^u = 0 and 
lQMi=r~ if u. > 0 (3.1.17) 
- i f u , < 0 . 
r-<[QX]<r； ifUi=Q 
The complementary slackness condition (3.1.14) is equivalent to the system of 
piecewise linear equation Q?i = g{Q?i-u) [31]-[33], where the vector-valued 
function <?(")= [gi(«)，..•，<g„“6(")r is defined as 
r � if u. < r- (3.1.18) 
if rr < u. < r； , i = l"-,6 + nk 
K if u. > r； 
which may include three states as depicted in Figure 3.4 by the definitions of r~ and 
. Therefore, A is a solution to (2.1.9) if and only if there exists the dual decision 
vector ME9r�+6 such that X - Q ^ u = 0 and QA = ^(QA-M); that is, 
< ^ = (3.1.19) 
\g[QQ'u-u)=QQ'u 
The dynamical equation and output equation of the dual network for solving (2.1.9) 
can be stated as: 
^ =中—1 {- QQ'u + g[QQ'u - « ) } (3.1.20) 
X^Q^u 
where O e SH("“6><(/>“6) ^ positive diagonal matrix to scale the convergence rate of 
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the dual network. 
I b -人 + — u n v “ 
H �丁 I ——~^ J 
“ Q , ^ A 
Figure 3.5 Block diagram of the dual network for minimizing the Euclidean norm of contact forces 
Figure 3.5 shows the block diagram for the architecture of the dual for minimizing the 
Euclidean norm of the contact forces. It is a single layer neural network with no more 
than nk + 6 neurons. In this application, the external wrench applied on the object 
b = -Wext is fed into the neural network, and the minimum value of u is generated 
as the dual neural network output. 
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3.1.5 The Deterministic Annealing Network 
The energy function for the optimization problem (2.1.13) can be defined as: 
£(v，L) =丄 (T/v)" + ^ G v - b l ] (3.1.21) 
where the decaying term W = is to realize an annealing effect as detailed in [34], 
is a positive scalar parameter, • ^ is the Euclidean norm and • ^ is the 
Frobenius norm. The Frobenius norm of a matrix A = [a.j can be expressed as 
V ’ J , 
The derivation of the energy function in (3.1.21) enables us to transform the 
optimization problem into a set of dynamic equations. The state equations of the 
recurrent neural network are described as 
dv dE 丁 = (3.1.22) at dv 
(IL dE 
- I - ' ^ T l (3丄23) 
where 77 > 0 is constant. The specific dynamic equation for the friction cone 
constraint can be described as follows: 
厂 • v ^ Z I ^ . y W ' ， l = (3.1.24) 
‘ J 
where r{t) is an m - dimensional column vector of activation states specifically. 
字=-r][w{t)v + G 丁 (GV - 小 r(0] (3.1.25) at 
字 = - ” [ L Z 7 - / > ( V ) ] L at 
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where v is an m - dimensional column vector of activation states corresponding to 
the decision variable vector. 
The first term in (3.1.25) enforces the minimization of the objective function in 
(2.1.13) and the others enforce the penalization of violation of constraints, 
respectively. The recurrent neural network is a time-varying dynamical system 
because of the presence of the decaying term in the threshold. Moreover, the role of 
P is to scale the decaying term of the biasing threshold. 
I G^ G  
+ 人 、 — 乂 n \ X 
V p f z v — r v } 
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Figure 3.6 Block diagram of the deterministic annealing network for minimizing the Euclidean norm of 
contact forces 
Figure 3.6 shows the block diagram of the architecture of the deterministic annealing 
network. In this application, the external wrench applied on the object b = -Wexi is 
fed into the neural network, and the outputs of the deterministic annealing network are 
the minimum value of v and minimum value of the decision valuable L . 
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3.1.6 The Novel Network 
The corresponding convex energy function for the optimization problem (2.1.14) is 
E(y’ y, z)=全 ||v/(v)+ Wk{v)y + G � | | ; (3.1.26) 
where y e , z e and a is a positive constant. 
Extending the structure of the neural network presented in [35], the dynamical 
equations for the novel neural network for solving (2.1.14) can be expressed as 
^ = -riVE{v,y,z) (3.1.27) at 
where u = G and r; is a positive scaling constant to scale the 
convergence rate of the network. 
f-Vf{v)-Vk{v)y-G'z^ (3.1.28) 
= — y =” ( y + ( ^ ( v ) y - y at at z Gv-b 
V / V y 
where V/(v)= V G SH" , Vk{v) = [AG(v)/Bv, | dh{v)/dv.]e ,/ = 1,• • •,«. 
b 
/ 人 + ^ F N z 
, 乂一•• ,.. 
I k r 
G^  1 + . ——tz^Z^^y^:�-I + 
H vKx) <X>  
- J ^ n . \ ^ 
H [ ” 4 ) ] 1 K Z ) — — - J > " 
11 . 
Figure 3.7 Block diagram of the novel network for minimizing the Euclidean norm of contact forces 
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Figure 3.7 shows the block diagram of the architecture of the novel network. In this 
application, the external wrench applied on the object b = - Wext is fed into the 
neural network and the minimum values of v and decision valuables y and z are 
generated simultaneously in the neural network output. 
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3.2 Networks for Grasping Optimization with Joint Torque Limits 
3.2.1 The Dual Network 
In this section, a dual neural network is presented for solving the quadratic program in 
(2.2.5) which takes into account of the joint torque limits as a constraint to the force 
optimization problem. The constraints in (2.2.5) are converted to as in [36]: 
WX<h, -WX<-b (3.2.1) 
CA<T 
where / „� denotes the nkxnk identity matrix. Then, define 
� ] r M f W ^ (3.2.2) 
r := d—，r+ := d , Q := C 
V / V / \ ’叫 
where and V/e{lr..，27iA d' « 0 is sufficiently large to represent 
一 oo. Then, (2.2.5) is rewritten in the following form 
Minimize — A^A (3.2.3) 
Subject to r~ <Q?i< 
In the above formulation, the generalized feasibility region is constructed as 
a closed convex set to facilitate the design and analysis of the dual network via the 
Karush-Kuhn-Tucker condition and the projection operator: 
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Figure 3.8 Projection operator on for i = i,---,nk + 2nq 
It follows from the Karush-Kuhn-Tucker condition that A is a solution to (2.2.5) if ‘ 
and only if there exists a dual decision valuable vector u 6 such that 
；I — a n d 
i f ^ , > 0 (3.2.4) 
• \Q^]i=r； ifu,<0. 
The complementary slackness condition (3.2.4) is equivalent to the system of 
piecewise linear equation Q^ = g{Q?i-u) [31]-[33], where the vector-valued 
function <?(")=[gi(4".’<?„“2—6(")]r is defined as 
n i f < r r (3.2.5) 
if r~ < u. < r； , i = l,-'-,nk + 2nq + 6 
if w, > r； 
which may include three states as depicted in Figure 3.8 by the definitions of r— and 
厂+. Therefore, A is a solution to (2.2.5) if and only if there exists the dual decision 
vector Me9r�+2 叫+6 such that ；i-Q''u=0 and QA. = g(Q A-u); that is, 
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A = (3.2.6) 
'g(QQ'u-u)=(2Q'u' 
The dynamical equation and output equation of the dual network for solving (2.2.5) 
can be stated as: 
= -QQ^u + g[QQ'u-u) (3.2.7) 
where o e ( " � ^ positive diagonal matrix to scale the convergence 
rate of the dual network. ‘ 
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Figure 3.9 Block diagram of the dual network for minimizing the Euclidean norm of the contact forces 
with joint torque limits 
Figure 3.9 shows the block diagram for the architecture of the dual network for 
grasping force optimization with joint torque limits. It is a single layer neural network 
with no more than nk + 2nq + 6 neurons. • In this application, the external wrench 
— > 
b = -Wexi and the joint torque limits T are fed into the neural network, and the 
minimum value decision valuable u is generated in the neural network output. 
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3.2.2 The Novel Network 
The corresponding convex energy function for the optimization problem (2.2.6) is 
五(V’ z) = i||v/(v)+V^(v)>； + G ' z l (3.2.8) 
+ 全 + >{+全 ||Gv_ 糾 
where v e S T ’ z e ^ ' and a is a positive constant. 
Extending the structure of the neural network presented in [35], the dynamical 
equations for the novel neural network for solving (2.2.6) can be expressed as 
尝 = - 權 ( v ’ y ， z ) (3.2.9) 
where 二 (v’）；’！)" 6 9r+2”(i+咖 ” is a positive scaling constant scaling the 
convergence rate of the network. 
办 � -V / W - W W y - G 、 ） (3.2.10) 
z Gv-b 
乂乂 V ； 
where 
• / ( v ) = v e 9 r , W(v)=[ag(v) /3v , |3"(v)/av, |3d(v)/dv,]e9rx2”(i+")’/ = i,..，„. 
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Figure 3.10 Block diagram of novel neural network for minimizing the Euclidean norm of the contact 
forces with joint torque limits 
Figure 3.10 shows the block diagram of the novel network. In this application, the 
— > 
external wrench applied on the object b = -We.xi and the joint torque limits T are 
fed into the neural network, and the minimum value of contact force vector v, 
decision valuables y and z are generated simultaneously in the neural network 
output. 
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3.3 Networks for Grasping Force Optimization with Time-varying External 
Wrench 
3.3.J The Primal-Dual Network for Quadratic Programming 
Considering the following pair of primal and dual linear programs (2.3.2) and (2.3.3), 
the following energy function can be defined: 
球 ( 4 (3.3.1) 
^ Z 一 
1 4 � ] . 
The first term in (3.3.1) represents the duality gap, i.e. the difference between the 
objective functions of the primal and dual programs (2.3.2) and (2.3.3)，respectively. 
The second and third terms represent the equality and non-negativity constraints in the 
primal problem respectively. The forth term characterizes the inequality constraint in 
the dual problem. It can be seen that the energy function (3.3.1) is convex and 
continuously differentiable. The energy function );*(r))= 0 if and only if 
is the optimal solution of the primal and dual linear programs (2.3.2) and 
(2.3.3), respectively. 
With the energy function defined in (3.3.1), the dynamical equations of the neural 




i 二 硕 （U 3 ) 
where T] is a positive scaling constant and dE/dA(t) and dE/y(t) is the gradient 
of the energy function with respect to A(t) and y[t)’ respectively. For any column 
vector ^-1^1 = where �(《—，<?2—，".,<?:)' and < ^ �= min{0’U. Note 
that � - = - ( - € ) + ’ where � + = ，‘+，."’‘+)' and 《广=max{0，《.} . The 
dynamical equations in (3.3.2) and (3.3.3) can be expanded as: 
^ = (3.3.4) 
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Figure 3.11 Block diagram of the primal-dual network for balancing the time-varying external wrench 
Figure 3.11 shows the block diagram for the architecture of the primal-dual network 
for quadratic programming. The time-varying external wrench applied on the object 
办 i s fed into the neural network, and the minimum values of A(r) and 
decision valuables y{t) are generated simultaneously in the neural network output. 
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3.3.2 The Deterministic Annealing Network 
The convex energy function for the optimization problem (2.3.4) is 
咖 ) ’ L ( 0 ’ 州 ) =全(外M O �(0)2 + 全 一 + 全 | P ( V ( 0 ) - 4 ) L ( 0 1 � (3.3.6) 
where the decaying term W{t) = | | G v ( 0 - + |p(v(0)— L[t)L{^J || 二 is to realize an 
annealing effect. 
The derivation of the energy function in (3.3.6) enables us to transform the 
optimization problem into a set of dynamic equations. The state equations of the 
recurrent neural network are described as 
dv{t) dE 
I = (3.3.7) 
dL(t) dE 
T — ” 硕 陶 
where r ] > 0 is constant. The specific dynamical equation for the friction cone 
constraint can be described as followed: 
r ( r ) = V v , S 5 > “ 0 2 ， / = l，...，m (3 3 9) 
‘ j 
where r{t) is an m - dimensional column vector of activation states specifically. 
誓 = -r7{r(,)v � ( 3 . 3 . 1 0 ) 
where v(?) is an m - dimensional column vector of activation states corresponding 
to the decision variable vector. 
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The first term in (3.3.10) enforces the minimization of the objective function in (2.3.4) 
and the others enforce the penalization of violation of constraints, respectively. The 
recurrent neural network is a time-varying dynamical system because of the presence 
of the decaying term in the threshold. 
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Figure 3.12 Block diagram of deterministic annealing network for balancing the time-varying external 
wrench 
Figure 3.12 shows the block diagram of the architecture of the deterministic annealing 
network. The input of the neural network is SH^  and the minimum values of 
v(r) and decision valuable L(t) are generated simultaneously as the network 
outputs. 
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3.3.3 The Novel Network 
The energy function for (2.3.5) is defined as: 
£[V(43;(0’Z(0] =引 | v / ( v ( 0 ) + W [ v ( / M ) + G � ( � （3.3.11) 
+全 +全 I N O - 明 I;’ 
where v{t)e , y{t)e z{t)E and a is a positive constant. 
Extending the structure of the neural network presented in [35], the dynamical 
equations for the novel neural network for solving (3.3.11) can be expressed as 
^ = -V'^E[v{t),y{t),z{t)] (3.3.12) 
where MO^ HO'^WF ^ and r] is a positive scaling constant. 




V / [ v ( 0 ] = v ( 0 e 9 r and W [ v � ] =[ a � [ v ( r ) ] / � , � ) | dh[v{t)]/dv,{t)ldvXt)]e . 
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Figure 3.13 Block diagram of novel network for balancing the time-varying external wrench 
Figure 3.13 shows the block diagram of the novel network. In this application, the 
external wrench applied on the object b{t) = — w视 is fed into the neural network, and 
the minimum value of contact force vector v(f), decision valuables y(t) and z(t) 
are generated simultaneously in the neural network output. 
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Chapter 4 - Simulation Results 
In this chapter, simulation results are shown to demonstrate the performances of the 
neural networks for grasping force optimization of multi-fingered robotic hands. In 
Section 4.1 and Section 4.2, a three-finger grasping example and a four-finger 
grasping example are implemented for illustrating the performances and convergences 
of the neural networks for grasping force optimization without joint torque limits. 
Taking into account of the joint torque limits for the robotic fingers, a three-finger 
grasping example is employed for demonstrating the capabilities of the neural 
networks and the results are presented in Section 4.3. In Section 4.4，three neural 
networks are applied to a three-finger grasping example tracking a circular trajectory. 
Section 4.5 and Section 4.6shows the simulation results of the neural networks of a 
four-finger grasping example tracking a planetary motion and a motion with nonlinear 
velocity variation, respectively. 
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4.1 Three-finger Grasping Example of Grasping Force Optimization without 
Joint Torque Limits 
This section shows the simulation results for grasping force optimization without joint 
torque limits and this problem is solved by linear programming and quadratic 
programming, respectively. For linear programming, the primal-dual network and 
deterministic annealing network are employed. On the other hand, the prima-dual 
network, the dual network, the deterministic annealing network and the novel network 
are employed for quadratic programming. 
The following simulation is based on a three-fingered grasp of a polyhedral object 
with a point contact model as shown in Figure 4.1. 
Finger 3 ‘ �， 
幽 
Finger 1 
Figure 4.1 A three-finger grasping example without joint torque limits 
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The grasping position is defined by 
"o.oi r i . o ] r 0.0 _ 
Pi = 1.0 , P2 = 0.5 , P3 = - 1 . 0 
0.0 0.0 0.0 
— � L � I— _ 
where p. denotes the position vector of i-th grasp point in which the transpose of 
the grasp transformation matrix is defined as 
0 0 - 1 - 1 0 0 
1 0 0 0 0 - 1 
0 - 1 0 0 0 0 ‘ 
0 0 - 1 - 0 . 5 1 0 
G"^ = 0 - 1 0 0 0 - 1 
- 1 0 0 0 0 0.5 
1 0 0 0 0 1 
0 0 - 1 1 0 0 
0 1 0 0 0 0 
The friction coefficient of each finger is = 0.6 and the external wrench applied on 
the object is w 以，=[1.0 1.5 1.0 0.3 0.5 -0.2]Nm. 
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4.1.1 The Primal-dual Network for Linear Programming 
In this simulation, the objective is to minimize the L, - norm of the contact forces. 
The friction cone is linearized into a k - side polyhedral convex cone which is 
inscribed by the friction cone as in [24], for k = lO and ri = 5xlO\ the following 
results show the steady states for the primal-dual network (3.1.4) and (3.1.5). 
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Figure 4.2 Convergences of the contact forces and transients of energy function of the primal-dual 
network for minimizing the L, - norm of contact forces 
Figure 4.2 (a)-(c) show the convergences of the contact force of finger 1, finger 2 and 
finger 3，respectively. Figure 4.2 (d) illustrates the transient of L, - norm of contact 
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forces and the energy function of the primal-dual network (3.1.4) and (3.1.5). As the 
energy function convergent to zero, the resultant solutions, X and /，represent the 
optimal solutions for problems (2.1.7) and (2.1.8) for any initial state, the constraints 
are also be satisfied. 
The resultant contact forces represent as components in a local contact coordinate 
frame are v^  = [ -19691 1.0250 0.0091]^，v^^ = [ -0 .5000 0.3633 1.0301]� 
and V3= [0.0391 - 0 . 4 7 5 0 — 0 . 8 3 2 4 ] T h e L, - norm of the contact forces is 
I V II 1=6.2431/Vm. 
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4.1.2 The Deterministic Annealing Network for Linear Programming 
In this simulations, the friction cone is linearized into a 10-s ide polyhedral convex 
cone, the following results show the steady states for the primal-dual network (3.1.8) 
with r] = l x l 0 ' and P = 5xlO\ 
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Figure 4.3 Convergences of the contact forces and transients of energy function of the primal-dual 
network for minimizing the L, - norm of contact forces 
Figure 4.3 (a)-(c) show the convergences of the contact force of finger 1, finger 2 and 
finger 3, respectively. Figure 4.3 (d) illustrates the transient of L, - norm of contact 
forces and the energy function of the deterministic annealing network (3.1.8). As the 59 
energy function convergent to zero, the resultant solutions, A* represents the optimal 
solutions for problems (2.1.7) for any initial state, the constraints are also be satisfied. 
The resultant contact forces represent as components in a local contact coordinate 
frame are = [ -2 .3403 1.0250 -0 .1037] r , v—2 = [ -0 .5000 0.2574 1.1099]� 
and 二 [0.0062 —0.4750 -1.0977] \ The L^  - norm of the contact forces is 
I V II 1=6.9152 A^m. 
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4.1.3 The Primal-dual Network for Quadratic Programming 
In this simulation, the objective is to minimize the Euclidean norm of the contact 
forces. The friction cone is linearized into a k-side polyhedral convex cone which is 
inscribed by the friction cone as in [24], for k=iO and rj = 5x10'^, the following 
results show the steady states for the primal-dual network (3.1.12) and (3.1.13). 
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Figure 4.4 Convergences of the contact forces and transients of energy function of the primal-dual 
network for minimizing the Euclidean norm of contact forces 
Figure 4.4 (a)-(c) show the convergences of the contact force of finger 1, finger 2 and 
finger 3, respectively. Figure 4.4 (d) illustrates the transient of energy function of the 
61 
primal-dual network for quadratic programming (3.1.12) and (3.1.13). As the energy 
function convergent to zero, the resultant solutions, A* and y*, represent the 
optimal solutions for problems (2.1.9) and (2.1.10) for any initial state, the constraints 
are also be satisfied. 
The resultant contact forces represent as components in a local contact coordinate 
frame are = [ - 2 . 2 9 5 9 1.0250 - 0 . 1 1 6 8 ] ^ v^ = [ -0 .5000 0.1575 1.0607], 
and = [ - 0 . 0 5 6 0 -0 .4750 - 0.9534]�，the Euclidean norm of the resultant 
— > 
contact force vector || v || 2= 2.9788 Nm. 
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4.1.4 The Dual Network 
In this simulation, the friction cone is linearized into a 10-s ide polyhedral convex 
cone, the following results show the steady states for the dual network defined in 
(3.1.20) with O = 5x104/ for minimizing the Euclidean norm of contact forces. 
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Figure 4.5 Convergences of the contact forces and transients of energy function of the dual network for 
minimizing the Euclidean norm of contact forces 
Figure 4.5 (a)-(c) show the convergences of the contact force of finger 1, finger 2 and 
finger 3, respectively. Figure 4.5 (d) illustrates the transient of Euclidean norm of 
contact forces and energy function of the dual network (3.1.20). As the energy 
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function convergent to zero, the resultant solution, X，always represents the optimal 
solutions for problem (2.1.9) for any initial state, the constraints are also be satisfied. 
The resultant contact forces represent as components in a local contact coordinate 
frame are = [ -2 .2959 1.0250 - 0 . 1 1 6 8 ] , , = [ -0 .5000 0.1575 1.0607], 
and V3 = [-0 .0560 -0 .4750 - 0.9535]�，the Euclidean norm of the resultant 
contact force vector || v || 2= 2.9788 Nm. 
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4.1.5 The Deterministic Annealing Network 
In this simulation, the scaling factors rj = 1x10^ and P = 5x10^ for the 
deterministic annealing neural network defined in (3.1.25). The following results 
show the steady states of the deterministic annealing network for minimizing the 
Euclidean norm of the contact forces. 
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Figure 4.6 Convergences of the contact forces and transients of energy function of the deterministic 
annealing network for minimizing the Euclidean norm of contact forces 
Figure 4.6 (a)-(c) show the convergences of the contact force of finger 1, finger 2 and finger 3, respectively. Figure 4.6 (d) illu trates the tr nsients of the energy function of
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the deterministic annealing network (3.1.25) where || v is the energy for the 
objective function, T is the energy for the decaying term , C^ is the energy for 
the force-closure constraint and C: is the energy for the friction cone constraint, 
these constraints are satisfied as the energy function convergent to zero. Moreover, 
the resultant solution, v*，always represents the optimal solution for problem 
(2.1.13). 
The resultant contact forces represent as components in a local contact coordinate 
frame are = [1.0250 0.0690 1 .8353]� ’ v'^  = [ -0 .5000 0.5164 1.2370]^ and 
V3 = [0.1675 0.4750 0.8517]�，the Euclidean norm of the resultant contact force 
— > 
vector II V II2= 2.7294Nm. 
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4.1.6 The Novel Network 
The following results show that the steady states of the novel network (3.1.28) with 
the scaling factors t] = SxlO'* and a = 10. 
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Figure 4.7 Convergences of the contact forces and transients of energy function of the novel network 
for minimizing the Euclidean norm of contact forces 
Figure 4.7 (a)-(c) show the convergences of the contact force of finger 1, finger 2 and 
finger 3, respectively. Figure 4.7 (d) illustrates the transient of Euclidean norm of 
contact forces and energy function of the deterministic annealing network (3.1.28). 
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The energy function is shown to be convergent to zero, it concludes that the resultant 
solution, V*, represents the optimal solution for optimization problem (2.1.16). 
The resultant contact forces represent as components in a local contact coordinate 
frame are [1.0244 —0.2648 1 . 0 7 9 3 ] � ’ v'2 =[ -0 .5001 0.2324 0.6016], 
and V3 =["0 .1334 0.4750 -0 .1884]^ , the Euclidean norm of the resultant 
contact force vector || v |丨 2= 1.7973 A^m. 
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4.1.7 Network Complexity Analysis 
In order to evaluate the network complexities and performances of the neural 
networks, the networks are analyzed in terms of the total number of neurons and 
simulation results. 
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Fig 4.8 Comparison of L, - norm of the contact forces of neural networks for linear programming in 
the three-finger grasping example 
Figure 4.8 shows that the L! - norm of the contact forces of the primal-dual network 
obtains a smaller L, - norm of the contact forces than the deterministic annealing 
network for linear programming. This is because the primal-dual network obtains a 
optimal solution for the optimization problem where the determinist annealing can 
only ensure for a feasible solution. 
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Neural Network Models Number of Neurons L^  - norm of contact forces 
Primal-dual network for linear nk + 6 6.2431 
programming 
Deterministic Annealing network nk 6.9152 
for linear programming 
Table 4.1 Complexity and performance comparison of neural networks for linear programming in the 
three-finger grasping example 
The primal-dual network is a two layer recurrent neural network consists of nk + 6 
neurons, the deterministic annealing network is of one layer and consists of nk 
neurons as shown in Table 4.1. For n = 3 and 众=10，the number of neurons is 36 
and 30 for the primal-dual network and the deterministic annealing network 
respectively. 
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Figure 4.9 Comparison of Euclidean norms of contact forces of three-finger grasping force 
optimization without joint torque limits 
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Figure 4.9 shows the Euclidean norm of the contact forces of the primal-dual network 
for quadratic programming, dual network, deterministic annealing network and novel 
network, respectively. Among all network models, the novel approach achieved the 
smallest Euclidean norm of contact forces, || v || 1.7933 Nm. 
Neural Network Models Number of Neurons Euclidean norm of contact forces 
Primal-dual network for nk + 6 2.9788 
quadratic programming 
Dual network nk + 6 2.9788 
Deterministic annealing 3n{[ + 3n) 2.7294 
network 
Novel network 5n + 6 1.7933 
Table 4.2 Complexity and performance comparison of neural networks for quadratic programming in 
the three-finger grasping example 
For the 3-finger grasping example, the network complexity and performance for the 
primal-dual network for quadratic programming and dual network are the same. But 
in comparison of their compatibilities, the primal-dual network can be applied to both 
linear and quadratic programs while the dual network can only be employed in 
quadratic programming. 
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Considering all the networks for quadratic programming, the deterministic annealing 
network is more complex than the others because it is consisted of 90 neurons and the 
novel network got the least network complexity as the number of neurons is 21. 
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4.2 Four-finger Grasping Example of Grasping Force Optimization without 
Joint Torque Limits 
This section shows the simulation results for grasping force optimization by the 
primal-dual network and the deterministic annealing network for linear programming; 
the primal-dual networ, the dual network, the deterministic annealing network and the 
novel network for quadratic programming, respectively. 
The following simulation is based on a four-fingered grasp of a polyhedral object with 
a point contact model as shown in Figure 4.10. 
M H 
一 1 
Figure 4.10 A grasping example with four robotic fingers without joint torque limits 
The grasping model is defined by 
"2.01 「0.0] 「0.0] 「1.2 _ 
Pi = 0.0 ， p2 = 1-5 ， P3 = 2.0 , p^ = - 2 . 0 
0.0 0.0 0.0 0.0 
-‘ 匕“" I- -I L 
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where /?. denotes the position vector of i-ih grasp point in which the transpose of the 
grasp transformation matrix when the friction of coefficient of each f inge r，=0 .5 
is defined as 
0 1 0 0 0 2 
0 0 - 1 0 2 0 
- 1 0 0 0 0 0 
- 1 0 0 0 0 1.5 
0 0 - 1 一 1.5 0 0 
^ ^ _ 0 - 1 0 0 0 0 
~ 0 0 - 1 0 - 1 0 " ‘ 
0 1 0 0 0 - 2 
1 0 0 0 0 0 
1 0 0 0 0 2 
0 0 - 1 2 1.2 0 
0 1 0 0 0 1.2 
The friction coefficient of each finger is /i. = 0.5 and the external wrench applied on 
the object is We,, = [ - 0 . 2 —1.0 - 2 . 0 - 0 . 2 - 0 . 3 -02]Nm. 
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4,2.1 The Primal-dual Network for Linear Programming 
In this simulation, the objective is to minimize the L, - norm of the contact forces. 
The friction cone is linearized into a k - side polyhedral convex cone which is 
inscribed by the friction cone as in [24], for 众=10 and t] = 1x10^ the following 
results show the steady states for the primal-dual network (3.1.4) and (3.1.5). 
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Figure 4.11 Convergences of the contact forces of the primal-dual network for minimizing the 
Zv, - norm of contact forces 
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Figure 4.12 Transients of L, - norm of contact forces and energy function of the primal-dual network 
for minimizing the L, - n o r m of contact forces 
Figure 4.11 (a)-(d) show the convergences of the contact force of finger 1，finger 2’ ‘ 
finger 3 and finger 4，respectively. Figure 4.12 illustrates the transients of L, - norm 
of contact forces and the energy function of the primal-dual network (3.1.4) and 
(3.1.5). As the energy function convergent to zero, the resultant solutions, A* and 
/，represent the optimal solutions for problems (2.1.7) and (2.1.8) for any initial 
state, the constraints are also be satisfied. 
The resultant contact forces represent as components in a local contact coordinate 
frame are v! =[ -1 .0050 - 2 . 1 9 4 9 -0.3923]『，v—�=[0.0000 0.0000 0.0000]『， 
- 3 = [1.0950 0.3829 -2.4389] '" and v—4 = [ - 0 . 0 4 4 2 - 0 . 1 0 0 0 - 0 . 2 2 4 8 ] ^ the 
乙 1 - norm of the contact forces is || v || j= 7.8778 Nm. 
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4.2.2 The Deterministic Annealing Network for Linear Programming 
In this simulations, the friction cone is linearized into a 10-s ide polyhedral convex 
cone, the following results show the steady states for the deterministic annealing 
network (3.1.8) with 77 = 1x10^ and I3 = 5xl0\ 
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Figure 4.13 Convergences of the contact forces and transients of energy function of the deterministic 
annealing network for minimizing the L, - norm of contact forces 
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Figure 4.14 Transients of L, - norm of contact forces and energy function of the deterministic 
annealing network for minimizing the L, - norm of contact forces 
Figure 4.13 (a)-(d) show the convergences of the contact force of finger 1，finger 2， 
finger 3 and finger 4，respectively. Figure 4.14 illustrates the transient of L! - norm 
of contact forces and the energy function of the deterministic annealing network 
(3.1.8). As the energy function convergent to zero, the resultant solutions, X 
represents the optimal solutions for problems (2.1.7) for any initial state, the 
constraints are also be satisfied. 
The resultant contact forces represent as components in a local contact coordinate 
frame arev, = [ -0 .6529 -1 .6893 - 0 . 0 0 9 5 ] 7 � = [ 0 . 0 3 7 6 - 0 . 3 2 0 1 0 . 7 5 3 6 ] \ 
v"3= [0.8869 0.4103 - 2 . 2 5 4 7 ] ' and v % [-0.3277 0.1401 - 1 . 3 3 3 8 ] ' . The 
- norm of the contact forces is || v || ,= 8.8164 Nm . 
78 
4-23 The Primal-dual Network for Quadratic Programming 
In this simulation, the objective is to minimize the Euclidean norm of the contact 
forces. The friction cone is linearized into a k-side polyhedral convex cone which is 
inscribed by the friction cone as in [24], for k=lO and r] = 5x\0\ the following 
results show the steady states for the primal-dual network (3.1.10) and (3.1.11). 
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Figure 4.15 Convergences of the contact forces of primal-dual network for minimizing the Euclidean 
norm of contact forces 
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Figure 4.16 Transients of Euclidean norm and energy function of primal-dual network for minimizing 
the Euclidean norm of contact forces 
Figure 4.15 (a)-(d) show the convergences of the contact force of finger 1，finger 2， ‘ 
finger 3 and finger 4，respectively. Figure 4.16 illustrates the transients of Euclidean 
norm of contact forces and energy function of the primal-dual network for quadratic 
programming (3.1.10) and (3.1.11). As the energy function convergent to zero, the 
resultant solutions, A* and /，represent the optimal solutions for problems (2.1.9) 
and (2.1.10) for any initial state, the constraints are also be satisfied. 
The resultant contact forces represent as components in a local contact coordinate 
frame are v, = [ -0 .5455 -1 .5597 0.0009]�，v—2 = [ -0 .0621 —0.4177 0.9545广， 
v" = [0.8235 0.3453 -2 .1708]^ and v % [-0.4732 0.2133 —1.6101]�，the 
Euclidean norm of the resultant contact force vector || v || 之二 3.0094 Nm. 
80 
4.2.4 The Dual Network 
In this simulation, the friction cone is linearized into a k-side polyhedral convex 
cone which is inscribed by the friction cone as in [24], for k=lO and 0 = 5 x 1 0 ^ / , 
the following results show the steady states for the dual network defined in (3.1.20) 
for minimizing the Euclidean norm of contact forces. 
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Figure 4.17 Convergences of the contact forces of dual network for minimizing the Euclidean norm of 
contact forces 
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T _ , ,’。.， Figure 4.18 Transients of Euclidean norm and energy function of dual network for minimizing the Euclidean norm of contact forces 
Figure 4.17 (a)-(d) show the convergences of the contact force of finger 1’ finger 2, ‘ 
finger 3 and finger 4，respectively. Figure 4.18 illustrates the transients of Euclidean 
norm of contact forces and energy function of the dual network (3.1.20). As the 
energy function convergent to zero, the resultant solution, X , always represents the 
optimal solutions for problem (2.1.9) for any initial state, the constraints are also be 
satisfied. 
The resultant contact forces represent as components in a local contact coordinate 
frame are ^ = [ -0 .5455 -0 .1559 0.0009]『，v^  = [-0.4177 0.0624 0.9545]r， 
v % [-0.8235 2.1707 -0 .3454]^ and v % [-0.2133 -0 .4732 -1.6100]^ , 
the Euclidean norm of the resultant contact force vector || v || 3.0117 Nm • 
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4.2.5 The Deterministic Annealing Network 
In this simulation, the scaling factors 77 = 5x104 and P =5x10^ for the 
deterministic annealing neural network defined in (3.1.25). The following results 
show the steady states of the deterministic annealing network for minimizing the 
Euclidean norm of the contact forces. 
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Figure 4.19 Convergences of the contact forces of deterministic annealing network for minimizing the 
Euclidean norm of contact forces 
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Figure 4.20 Transients of Euclidean norm and energy function of deterministic annealing network for 
minimizing the Euclidean norm of contact forces 
Figure 4.19 (a)-(d) show the convergences of the contact force of finger 1，finger 2’ ‘ 
finger 3 and finger 4，respectively. Figure 4.20 illustrates the transients of the energy 
function of the deterministic annealing network (3.1.25) where || v is the energy 
for the objective function, T is the energy for the decaying term , C^ is the 
energy for the force-closure constraint and C: is the energy for the friction cone 
constraint, these constraints are satisfied as the energy function convergent to zero. 
Moreover, the resultant solution, v*, always represents the optimal solution for 
problem (2.1.13). 
The resultant contact forces represent as components in a local contact coordinate 
frame are v, = [0.1885 -0 .3669 0 . 8 2 4 9 ] � ’ v'2 = [0.0559 - 0 . 5 8 0 1 1.1721]'， 
V3 =[ -0 .7179 0.4357 1.704l]^ and v % [-0.6233 - 0 . 3 3 5 1 1.5479]^ , the 
Euclidean norm of the resultant contact force vector || v || 3.0117 Nm. 
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42.6 The Novel Network 
In this simulation, the scaling factors 77 = 5x10"^ and a = 10 for the novel network 
defined in (3.1.28). The following results show that the steady states of the novel 
network (3.1.28) for minimizing the Euclidean norm of the contact forces. 
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Figure 4.21 Convergences of the contact forces of the novel network for minimizing the Euclidean 
norm of contact forces 
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Figure 4.22 Transients of Euclidean norm and energy function of the novel network for minimizing the 
Euclidean norm of contact forces 
Figure 4.21 (a)-(d) show the convergences of the contact force of finger 1’ finger 2， ， 
finger 3 and finger 4，respectively. Figure 4.22 illustrates the transients of Euclidean 
norm of contact forces and energy function of the deterministic annealing network 
(3.1.28). The energy function is shown to be convergent to zero, it concludes that the 
resultant solution, v* ’ represents the optimal solution for optimization problem 
(2.1.16). 
The resultant contact forces represent in a local contact coordinate frame 
are v, = [0.2306 -0 .3266 -0 .0271]^ , v"^  = [ -0 .0925 -0 .6168 -0 .1484]^， 
V3 =[ -0 .6941 0.2537 0.1085] ' and v", = [ -0 .0280 - 0 . 3 6 2 6 0.3673]^ , the 
Euclidean norm of the resultant contact force vector || v || 2=1.1818Nm. 
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4.2.7 Network Complexity Analysis 
In order to evaluate the network complexity and performance of the neural networks, 
the networks are analyzed in terms of the total number of neurons and simulation 
results. 
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Fig 4.23 Comparison of L, — norm of the contact forces of neural networks for linear programming in 
the four-finger grasping example 
Figure 4.23 shows that the L�— norm of the contact forces of the primal-dual network 
obtains a smaller L丨- norm of the contact forces than the deterministic annealing 
network for linear programming. This is because the primal-dual network obtains a 
optimal solution for the optimization problem where the determinist annealing can 
only ensure for a feasible solution. 
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Neural Network Models Number of Neurons L, - norm of contact forces 
Primal-dual network for linear nk + 6 7.8778 
programming 
Deterministic Annealing network nk 8.8164 
for linear programming 
Table 4.3 Complexity and performance comparison of neural networks for linear programming in the 
four-finger grasping example 
As shown in Table 4.1, for n = 4 and ^ = 10, the number of neurons is 46 and 40 
for the primal-dual network and the deterministic annealing network respectively. 
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Figure 4.24 Comparison of Euclidean norm of the contact forces of neural networks for linear 
programming in the four-finger grasping example 
Figure 4.24 shows the Euclidean norm of the contact forces of the primal-dual 
network for quadratic programming, dual network, deterministic annealing network 
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and novel network, respectively. Among all network models, the novel approach 
achieved the smallest Euclidean norm of contact forces, || v || 2=1.1818 Nm. 
Neural Network Models Number of Neurons Euclidean norm of contact forces 
Primal-dual network for nk + 6 3.4916 
quadratic programming 
Dual network nk + 6 3.4915 
Deterministic annealing 3n{i + 3n) 3.0117 
network 
Novel network 5n + 6 1.1818 
Table 4.4 Complexity and performance comparison of neural networks for quadratic programming in 
the four-finger grasping example 
As shown in Table 4.4，the deterministic annealing network has the highest network 
complexity. For n = 4, the number of neurons for the deterministic annealing 
network is 156 while the number of neurons for the novel network is 26. 
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4.3 Three-finger Grasping Example of Grasping Force Optimization with Joint 
Torque Limits 
The three-fingered grasping example defined in Section 4.1 is used to demonstrate the 
effectiveness of the dual network and the novel network for force optimization with 
joint torque limits as a constraint. 
The grasping model is defined by 
"O.Ol ri.O] � 0 . 0 _ 
Pi = 1.0 ， P2 = 0.5 ， /?3 = - 1 . 0 
0.0 0.0 0.0 
L � � L _ 
where p. denotes the position vector of i-ih grasp point in which the transpose of 
the grasp transformation matrix is defined as 
0 0 - 1 - 1 0 0 
1 0 0 0 0 - 1 
0 - 1 0 0 0 0 
0 0 - 1 0 1 0 
0 - 1 0 0 0 - 1 . 
- 1 0 0 0 0 0 
1 0 0 0 1.5 0 
0 - 1 0 1.5 0 0.5 
0 0 - 1 0 - 0 . 5 0 
The friction coefficient of each finger is = 0.6 and the external wrench applied on 
the object is w.., = [l.O 1.5 1.0 0.3 0.5 -O.lY Nm. Each robotic finger is 
consisted of three links where /, =1^=1^ =OAm as shown in Figure 4.19 and the 
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joint torque limits for each finger is T+= [1 1 and 
�T + -
r—=|~1 -1 -lyNm, T= e . \_-T~ 
厂飞1 
Finger 3 1 • Finger 1 < > 
Figure 4.25 Local base frames for the robotic fingers 
The local base frame of each robotic finger is as shown in Figure 4.25. The normal 
direction vectors of the finger base frames with respect to the object coordinate from 
is defined as, 
" 0 1 「 - 1 ] 「0-
〜 = - 1 , 、 = 0 ， = 1 • 
0 0 0 
-‘ 匕 J L 一 
In addition, the fingertip position with respect to the finger base frames is defined as 
"21 r 2 1 p -
V ,丨= 0 ，r,2’,2 = - 0 . 5 ，r,3’,3 = 0 • 
_oJ [ 0 J |_0 
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The joint angle, 6.，of each robotic link can be calculated by using the inverse 
kinematics as detailed in the appendix. 
一 ： 二 ’ I : . . … 
\ ‘ 
\ 
Figure 4.26 Finger tip location with respect to local finger base frame 
The hand Jacobian matrix of each finger is defined as 
0 � 2 - � 2 - W -
0 0 0 ， 
_- 仏 + I2C1C2 he, + + /3C1C23 _ 
“ 0 0 0 
0 l^ S^ l2S2+hh3 ’ 
- - - l^S, - 的-/35,C23_ 
0 I2S2 � 2 + � 2 3 -
J l = 0 0 0 
where the convention and �d e n o t e for cos(0„) and s i n ( 0 j ; c随 and S肌 
denote for c o s ( 0 „ a n d s i n ( 0 „ T h e transpose of the hand Jacobian 
matrix is = j f j f J and J = [y； — J^j^e STx�""• 
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4.3.1 The Dual Network 
In this simulation, the friction cone is linearized into a k-side polyhedral convex 
cone which is inscribed by the friction cone as in [24], for k = lO, d— is defined as 
a column vector of -ie + 05 and O = 5 x 1 0 ' / , the following results show 
the steady states for the dual network defined in (3.2.7) for minimizing the Euclidean 
norm of contact forces. 
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Figure 4.27 Convergences of the contact forces and transients of energy function of the dual network 
for minimizing the Euclidean norm of contact forces with joint torque limits 
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Figure 4.27 (a)-(c) show the convergences of the contact force of finger 1，finger2 and 
finger 3，respectively. Figure 4.27 (d) illustrates the transients of the Euclidean norm 
of the contact forces and the energy function of the dual network (3.2.7). As the 
energy function convergent to zero, the resultant solution, /T，always represents the 
optimal solutions for problem (2.2.5) for any initial state, the constraints are also be 
satisfied. 
The resultant contact forces represent as components in a local contact coordinate 
frame are v % [-1.4161 0.3146 0.2753]'，v"^  = [0.0551 0.0802 0.5647]^ and 
V3 = [ - 0.1600 0.0097 0.6303] ‘，the Euclidean norm of the resultant contact force 
— > vector II v | | 2= 1.7072 A^m. 
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4.3.2 The Novel Network 
In this simulation, the scaling factors 77 = 5 x 1 0 ' and a = 10 for the novel network 
defined in (3.2.10). The following results show that the steady states of the novel 
network (3.2.10) for minimizing the Euclidean norm of the contact forces. 
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Figure 4.28 Convergences of the contact forces and transients of energy function of the novel network 
for minimizing the Euclidean norm of contact forces with joint torque limits 
Figure 4.28 (a)-(c) show the convergences of the contact force of finger 1’ finger 2 
and finger 3，respectively. Figure 4.28 (d) illustrates the transient of energy function 
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of the novel network (3.2.10). The energy function is shown to be convergent to zero, 
it concludes that the resultant solution, v*’ represents the optimal solution for 
optimization problem (2.2.6). 
The resultant contact forces represent as components in a local contact coordinate 
frame are v, = [0.5721 -0 .4551 0.9728广，v%[0.1169 0.3458 0.2373]^ and 
V3 = [-0.3077 0.1814 0 .3109^’ the Euclidean norm of the resultant contact force 
vector II V || 13764Nm. 
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4.3.3 Network Complexity Analysis 
In order to evaluate the network complexity and performance of the proposed neural 
networks’ the networks are analyzed in terms of the total number of neurons and 
simulation results. 
Neural Number of ~~Euclidean norm o f ~ ~ 
Networks Neurons contact forces 
Dual network nk + 2nq + 6 [ .7072 
Novel network 5n + 2nq + 6 1.3764 
Table 4.5 Complexity and performance comparison of neural networks for three-finger grasping force 
optimization with joint torque limits 
For the three-finger grasping example, if the friction cone is linearized into a 
10-s ide polyhedral convex cone which is inscribed by the friction cone, the number 
of neurons for dual network is 54 and the number of neurons for novel network is 39 
as shown in Table 4.5. 
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Figure 4.29 Comparison of Euclidean norms of contact forces for the dual network and the novel 
network for three-finger grasping force optimization with joint torque limits 
Figure 4.29 shows the Euclidean norm of contact forces for the dual network and the 
novel network, respectively. The results show the novel approach resulted in the 
smaller Euclidean norm of contact forces than the dual network where 
I v | |2=1.3764iVm. 
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4.4 Three-finger Grasping Example of Grasping Force Optimization with 
Time-varying External Wrench 
Computer simulations have been conducted to demonstrate the performances of the 
primal-dual network, the deterministic network and the novel network for grasping 
force optimization of three-fingered robotic hands with time-varying external wrench 
applied on it. 
This simulation is based on a three-fingered grasp of a polyhedral object of mass 
m = OAkg with a point contact model as stated in Section 4.1. The robotic hand is 
moving along a circular trajectory (Figure 4.27) of radius, r = 0.5 m with a constant 
velocity, v = 0.5 and the duration time of motion is t = ls. There exists a 
time-varying external wrench 
w 4 ) = [ 0 / , sin(0(/)) - m g + / ; c o s ( 0 ( , �0 0 0广’ 
applied to the center of mass of the object, where f^.=mv / r , mg is the weight of 
the object and g = 9.Sms~^. 
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Figure 4.30 External forces acting on the object during the circular motion 
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Figure 4.31 Transients and Euclidean norm of the external wrench for the circular motion 
Figure 4.31 (a) shows the transients of the external wrench in tangential and normal 
directions and Figure 4.31 (b) illustrates the Euclidean norm of the external wrench. 
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4.4.1 The Primal-dual Network for Quadratic Programming 
The following results show the steady states of the primal-dual network defined in 
(3.3.4) and (3.3.5) for minimizing the Euclidean norm of the contact forces with the 
application of a time-varying external wrench. If the friction cone is linearized into a 
k - side polyhedral convex cone which is inscribed by the friction cone as in [24], the 
following results show that the states of the variables of the primal-dual neural 
network. 
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Figure 4.32 Convergences of the contact forces and transients of Euclidean norm and energy function 
of the primal-dual network for balancing a time-varying external wrench 
Figure 4.32 (a) shows the transients of the contact forces for k=5 and r] = 5 x 1 0 ^ 
Figure 4.32 (b) shows the transients of the Euclidean norm and energy function of the 
primal-dual network, respectively. Figure 4.32 (c) shows the convergence of the 
contact forces for k = W and = 5 x lO�；Figure 4.32 (d) shows the transients of the 
Euclidean norm and energy function of the primal-dual network, respectively. Figure 
4.32 (e) shows the convergence of the contact forces for k = 20 and r] = l x l O ^ 
Figure 4.32 (f) shows the transients of the Euclidean norm and energy function of the 
primal-dual network, respectively. 
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4.4,2 Deterministic Annealing Network 
The following results show the steady states of the deterministic annealing network 
defined in (3.3.10) for minimizing the Euclidean norm of the contact force with the 
application of a time-varying external wrench. It shows that the solution of the 
network always represent the optimal solutions to (2.3.5) from any initial state. The 
scaling factor is r] = 5x10^. 
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Figure 4.33 Convergences of the contact forces and transients of Euclidean norm and energy function 
of the deterministic annealing network for balancing a time-varying external wrench 
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Figure 4.33 (a)-(c) show the transients of the contact forces of finger 1，finger 2 and 
finger 3, respectively. Figure 4.33 (d) shows the transients of the Euclidean norm and 
energy function of the deterministic annealing network, respectively. 
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4.4.3 Novel Network 
The following results show the steady states of the novel network defined in (3.3.13) 
for minimizing the Euclidean norm of the contact force with the application of a 
time-varying external wrench. It shows that the solution of the network always 
represent the optimal solutions to (2.3.6) from any initial state. The scaling factor is 
77 = 5x104. 
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Figure 4.34 Convergences of the contact forces and transients of Euclidean norm and energy function 
of the novel network for balancing a time-varying external wrench 
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Figure 4.34 (a)-(c) shows the transients of the contact forces of finger 1, finger 2 and 
finger 3，respectively. Figure 4.34 (d) shows the transients of the Euclidean norm and 
energy function of the novel neural network, respectively. 
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4.4.4 Network Complexity Analysis 
In order to evaluate the network complexity and performance of the neural networks, 
the networks are analyzed in terms of the total number of neurons and simulation 
results. 
Neural Network Models Number of Neurons 
Primal-dual network for quadratic programming nk + 6 
Deterministic annealing network 3/2(1 + 3n) 
Novel network 5n + 6 
Table 4.6 Complexity of neural networks forces for three-finger grasping force optimization with 
time-varying external wrench 
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Figure 4.35 Comparison of Euclidean norms of contact forces of the networks for three-finger grasping 
force optimization with time-varying external wrench 
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For comparison, the Matlab optimization toolbox is employed for calculating the 
Euclidean norm of the contact forces at some extreme points, the results for the force 
optimization problem are concluded. Figure 4.35 shows the transients of the 
Euclidean norm of contact forces for the primal-dual network, the deterministic 
annealing network, the novel network and the Matlab optimization toolbox. 
Comparing the performance of the primal-dual neural network, the deterministic 
annealing network and the novel neural network, the novel network obtained the 
smallest Euclidean norm of the contact forces and followed by the deterministic 
annealing network. Moreover, the primal-dual network are improved as the number of 
sides for the polyhedral convex cone increased as shown in Figure 4.36. 
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Figure 4.36 Comparison of Euclidean norms of contact forces of the primal-dual network for 
three-finger grasping force optimization with time-varying external wrench 
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4.5 Four-finger Grasping Example of Grasping Force Optimization with 
Time-varying External Wrench 
Computer simulation has been conducted to demonstrate the performances of the 
primal-dual network, deterministic network and novel network for grasping force 
optimization of three-fingered robotic hands with time-varying external wrench 
applied on it. The simulation is based on a four-fingered grasp of a polyhedral object 
of mass, m 二 OA kg with a point contact model as stated in Section 4.2. 
F = ma 
T \ \ - � 
-mg 
以 L U \ L J \ \ si L J 
"> "> — 
a •'5ms-', f ' I s a=0ms-',f^2s a ='-5^-',f = ls 
Figure 4.37 External forces acting on the object during the planetary motion 
The trajectory of the motion (Figure 4.37) is to accelerate at a rate of « = 5 ms~" for 
1 second, followed by a constant velocity for 2 seconds and then decelerate at 
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—> 
a =-5 for 1 second. There exists a time-varying external wrench applied on the 
/ \ r 
object which is Wext[t)=[ma 0 -mg 0 0 Oj^ as shown in Figure 4.38. 
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Figure 4.38 Transients of acceleration and external wrench of the planetary motion 
Figure 4.38 (a) shows the variation of the acceleration and velocity of the robotic hand 
with respect to time and Figure 4.38 (b) shows the transients of the external wrench in 
tangential and normal directions. 
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4.5.1 The Primal-dual Network for Quadratic Programming 
The following results show that the steady states of the primal-dual (3.3.4) and (3.3.5) 
always represent the optimal solutions to (2.3.4) from any initial state. If the friction 
cone is linearized into a k-side polyhedral convex cone which is inscribed by the 
friction cone, the following results show that the states of the variables of the 
primal-dual neural network. 
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Figure 4.39 Convergences of the contact forces and transients of Euclidean norm and energy function 
of the primal-dual network for balancing a time-varying external wrench 
Figure 4.39 (a) shows the transients of the contact forces for k=5 and 77 = 5 x 1 0 ^ 
Figure 4.39 (b) shows the transients of the Euclidean norm and energy function of the 
primal-dual network, respectively. Figure 4.39 (c) shows the convergence of the 
contact forces for ^ = 10 and = 1 x 10�；Figure 4.39 (d) shows the transients of the 
Euclidean norm and energy function of the primal-dual network, respectively. Figure 
4.39 (e) shows the convergence of the contact forces for k = 20 and 7j = lxlO^; 
Figure 4.39 (f) shows the transients of the Euclidean norm and energy function of the 
primal-dual network, respectively. 
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4.5.2 The Deterministic Annealing Network 
The following results show the steady states of the deterministic annealing network 
defined in (3.3.10) for minimizing the Euclidean norm of the contact force with the 
application of a time-varying external wrench. It shows that the solution of the 
network always represent the optimal solutions to (2.3.5) from any initial state. The 
scaling factor is r] = 5x10^. 
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Figure 4.40 Convergences of the contact forces of the deterministic annealing network for balancing a 
time-varying external wrench 
113 
Jp - 1 1 • J 丨 ^  Fwjl 
, , T 




0 0.5 1 ,.B 2 M 3 Si 
Thw (M<) Figure 4.41 Transients of Euclidean norm and energy function of the deterministic annealing network 
for balancing a time-varying external wrench 
Figure 4.40 (a)-(d) show the transients of the contact forces of finger 1’ finger 2’ ‘ 
finger 3 and finger 4’ respectively. Figure 4.41 shows the transients of the Euclidean 
norm and energy function of the deterministic annealing network, respectively. 
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4.3.3 The Novel Network 
In this simulation, the scaling factors 7^  = 5x10^ and a = 10 for the novel network 
defined in (3.3.13). The fo l low ing results show that the steady states of the novel 
network (3.3.13) for min imiz ing the Euclidean norm of the contact forces. 
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Figure 4.42 Convergences of the contact forces of the novel network for balancing a time-varying 
external wrench 
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Figure 4.43 Transients of Euclidean norm and energy function of the novel network for balancing a 
time-varying external wrench 
Figure 4.42 (a)-(d) shows the transients of the contact forces of finger 1，finger 2， ‘ 
finger 3 and finger 4，respectively. Figure 4.43 shows the transients of the Euclidean 
norm and energy function of the novel neural network, respectively. 
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4.5A Network Complexity Analysis 
In order to evaluate the network complexity and performance of the neural networks, 
the networks are analyzed in terms of the total number of neurons and simulation 
results. 
Neural Network Models Number of Neurons 
Primal-dual network for quadratic programming nk + 6 
Deterministic annealing network 3^(1 + 
Novel network 5n + 6 
Table 4.7 Complexity of neural networks for four-finger grasping force optimization with a 
time-varying external wrench 
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For comparison, the Matlab optimization toolbox is employed for calculating the 
Euclidean norm of the contact forces at some extreme points, the results for the force 
optimization problem are concluded. 
Figure 4.44 shows the transients of the Euclidean norm of contact forces for the 
primal-dual network, the deterministic annealing network, the novel network and 
Matlab optimization toolbox. Comparing the performance of the neural networks, the 
novel network obtained the smallest Euclidean norm of the contact forces and 
followed by the deterministic annealing network. Moreover, the results of the 
primal-dual network improved with increasing number of sides for the polyhedral 
convex cone as shown in Figure 4.45. 
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Figure 4.45 Comparison of Euclidean norms of contact forces of the primal-dual network for 
four-finger grasping force optimization with time-varying external wrench 
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4.6 Four-finger Grasping Example of Grasping Force Optimization with 
Nonlinear Velocity Variation 
The following simulations is the compare the performances of the neural networks in 
optimizing the grasping forces when the robot hand is performing a planetary motion. 
The velocity of the robotic hand varies nonlinear during different period of time. It is 
based on a four-fingered grasp of a polyhedral object of mass, m = 0.1 kg with a 
point contact model as stated in Section 4.2. 
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Figure 4.46 Transients of acceleration and external wrench of the planetary motion with nonlinear 
velocity variation 
Figure 4.46 (a) shows the variation of the acceleration and velocity of the robotic hand 
with respect to time and Figure 4.46 (b) shows the transients of the external wrench in 
tangential and normal directions. The time-varying external wrench applied on the 
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object which is Wext[t)=[ma 0 -mg 0 0 O]"" and the Euclidean norm of the 
external wrench is shown in Figure 4.46. 
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4.5.1 The Primal-dual Network for Quadratic Programming 
The following results show that the steady states of the primal-dual (3.3.4) and (3.3.5) 
always represent the optimal solutions to (2.3.4) from any initial state. If the friction 
cone is linearized into a 众-side polyhedral convex cone which is inscribed by the 
friction cone, the following results show that the states of the variables of the 
primal-dual neural network. 
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Figure 4.48 Convergences of the contact forces and transients of Euclidean norm and energy function 
of the primal-dual network for grasping force optimization with nonlinear velocity variation 
Figure 4.48 (a) shows the transients of the contact forces for k=5 and 77 = 5 x 1 0 ^ 
Figure 4.48 (b) shows the transients of the Euclidean norm and energy function of the 
primal-dual network, respectively. Figure 4.48 (c) shows the convergence of the 
contact forces for k = lO and r/ = 1 x 10"; Figure 4.48 (d) shows the transients of the 
Euclidean norm and energy function of the primal-dual network, respectively. Figure 
4.48 (e) shows the convergence of the contact forces for k = 20 and 7 7 = 5 x 1 0 ^ 
Figure 4.48 (f) shows the transients of the Euclidean norm and energy function of the 
primal-dual network, respectively. 
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4.5.2 The Deterministic Annealing Network 
The following results show the steady states of the deterministic annealing network 
defined in (3.3.10) for minimizing the Euclidean norm of the contact force with the 
application of a time-varying external wrench. It shows that the solution of the 
network always represent the optimal solutions to (2.3.5) from any initial state. The 
scaling factor is rj = 1x10^. 
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Figure 4.49 Convergences of the contact forces of the deterministic annealing network for grasping 
force optimization with nonlinear velocity variation 
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Figure 4.50 Transients of Euclidean norm of the deterministic annealing network for grasping force 
optimization with nonlinear velocity variation 
Figure 4.49 (a)-(d) show the transients of the contact forces of finger 1，finger 2, , 
finger 3 and finger 4’ respectively. Figure 4.50 shows the transients of the Euclidean 
norm and energy function of the deterministic annealing network, respectively. 
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4.3.3 The Novel Network 
In this simulation, the scaling factors 77 = 5 x 1 0 ' and a = 10 for the novel network 
defined in (3.3.13). The following results show that the steady states of the novel 
network (3.3.13) for minimizing the Euclidean norm of the contact forces. 
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� Figure 4.51 Convergences of the contact forces of the novel network for grasping force optimization 
with nonlinear velocity variation 
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Figure 4.52 Transients of Euclidean norm and energy function of the novel network for grasping force 
optimization with nonlinear velocity variation 
Figure 4.51 (a)-(d) shows the transients of the contact forces of finger 1’ finger 2’ , 
finger 3 and finger 4，respectively. Figure 4.52 shows the transients of the Euclidean 
norm and energy function of the novel neural network, respectively. 
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4.5.4 Network Complexity Analysis 
In order to evaluate the network complexity and performance of the neural networks, 
the networks are analyzed in terms of the total number of neurons and simulation 
results. 
Neural Network Models Number of Neurons 
Primal-dual network for quadratic programming nk + 6 
Deterministic annealing network 3n{l + 3n) 
Novel network 5n + 6 
Table 4.8 Complexity of neural networks for four-fmger grasping force optimization with nonlinear 
velocity variation 
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Figure 4.53 Comparison of Euclidean norms of contact forces of network for four-finger grasping force 
optimization with nonlinear velocity variation 
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For comparison, the Matlab optimization toolbox is employed for calculating the 
Euclidean norm of the contact forces at some extreme points, the results for the force 
optimization problem are concluded. 
Figure 4.53 shows the transients of the Euclidean norm of contact forces for the 
primal-dual network, the deterministic annealing network, the novel network and 
Matlab optimization toolbox. Comparing the performance of the neural networks, the 
novel network obtained the smallest Euclidean norm of the contact forces and 
followed by the deterministic annealing network. Moreover, the results of the 
primal-dual network improved with increasing number of sides for the polyhedral 
convex cone as shown in Figure 4.54. 
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Figure 4.54 Comparison of Euclidean norms of contact forces of the primal-dual network for 
four-finger grasping force optimization with nonlinear velocity variation 
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Chapter 5 - Conclusions and Future Work 
This research project investigated several neural network models for solving three 
optimization problems: the force optimization problem without joint torque limits, the 
force optimization problem with joint torque limits and the force optimization 
problem with time-varying external wrench. The resultant contact forces should be 
capable to balance any external wrench applied to the object and fulfill the friction 
cone constraint. 
Six recurrent neural networks were applied to the force optimization without joint 
torque limits; this problem was formulated as a linear optimization problem for 
minimizing the L^  — norm of the contact forces and three quadratic optimization 
problems for minimizing the Euclidean norm of the contact forces. The linear 
optimization problem was solved by the primal-dual network and the deterministic 
annealing network for linear programming while the quadratic optimization problems 
were solved by the primal-dual network, the dual network, the deterministic annealing 
network and the novel network, respectively. The resultant forces obtained could 
satisfy the force-closure constraints. 
The force optimization problem with joint torque limits was formulated into two 
quadratic programs with a convex objective problem subject to linear equality and 
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inequality constraint. Two recurrent neural networks were applied for solving the 
problems which were the dual network and the novel network. The resultant contact 
forces could balance the external wrench applied on the object without exceeding the 
joint torque limits of the robotic links. 
The force optimization problem with time-varying external wrench was formulated 
into quadratic problems with the force-closure and form-closure properties as 
constraints. The problems were solved by the prima-dual network, the deterministic 
annealing network and the novel network, respectively. The resultant forces were able 
to keep the grasp in a stable situation with the application of a time-varying external 
wrench. 
The global convergences and stabilities of the recurrent neural networks were proved 
in corresponding references. The equilibrium points of the recurrent networks were 
proven that were mapped to the optimal solutions of corresponding optimization 
problems. 
For the force optimization problem with time-varying external wrench, in order to 
obtain a more desirable set of resultant forces, the joint torque limits of the robotic 
fingers are better considered as a constraint for the problem in the future. Another 
constraint could be included is the internal forces of the robotic fingers. With these 
considerations, the quality of the resultant contact forces may be improved. Besides 
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the point-to-point contact model, the soft fingers are also widely used in many 
industries. This kind of model will lead to a new formulation of the optimization 
problem and extend to a new area of research. In order to investigate the capabilities 
of the neural networks, some grasping examples existed in reality can be employed 
for simulations. For example, when the robotic hand is used to grasp an egg from a 
table, the resultant forces calculated should be very precise as to ensure that the fragile 
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Appendix 
The robotic arm can be described mathematically. The position and orientation of each 
link with respect to the previous link can be described by the Denavit-Hartenbery 
parameters (D-H parameters). The D-H parameters are made up of a joint variable and 
three link parameters as in [37]: 
• = the distance from Z. to Z.^j measured along X.，(link length) 
• = the angle from Z. to Z.^j measured about X. ’ (link twist) 
• d. = the distance from to X. measured along Z, ’ (link offset) 
• 6. = the angle from to X. measured about Z.，(joint angle) 
0 is the joint variable because all joints are rotary, where a , a and are the link 
parameters. 
In order to construct a D-H parameters table, the coordinate system for each joint must be 
defined. The Z, - axis is to be defined along the current joint axis (i.e. the axis of 
rotation). The X. — axis is to be defined along the common perpendicular between the 
Z,_丨 and Z. - axes; or if the axes intersect, the Z . — axis is to be defined to be 
perpendicular to the plane containing the two axis. The Y. - axis is defined in the 
direction needed to complete a right-hand coordinate system. This process is then 
repeated for all joints. Then the a, a, d and 9 parameters are defined for each joint 
pair according to the criteria given above. 
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Figure A.l Finger dimensions and coordinate assignments 
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Table A.l D-H parameters for robotic fingers 
With the D-H parameters, a 4 x 4 homogeneous transformation matrix, T(i-l’i)， 
representing each parameter can be defined. 
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T{i-l,i)=R^^ ReD. 
1 0 0 0 ] 厂 1 0 0 a , 1 
/ -I 
= 0 cos(a._,) - s in (a ._J 0 0 1 0 0 
0 sin(a,_i) cos(a._J 0 0 0 1 0 
. 0 0 0 1 J [ 0 0 0 1 
'cos(6>.) -s in(0. ) 0 0 T l 0 0 0 ] 
sin(0,) cos(0.) 0 0 0 1 0 0 . 
0 0 1 0 0 0 1 J . 
_ 0 0 0 1 l o 0 0 1 
— c o s ( 0 , ) -s in(0,) 0 a 卜1 _ 
=s in(0 , )cos(a ,_J cos(0,)cos(Q：,—1) — sin(a,_J -sin(of,_, >/, 
sin(0,. )sin(a,_i) cos(0, )sin(a,_j) cos(a,_,) cos(a _, "jd: 
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The transformation matrix for each joint of the robotic finger are given below, please 
note that the convention and denote for cos(0„) and sin(0„)’ respectively. 
- � 0 0 1 � C 2 - � 0 /丨 _ 
0 0 0 - 1 0 
01 0 0 1 0 , I 2 � 2 0 0 ， 
. 0 0 0 1 0 0 0 1 —' L 
- 0 1 � 1 0 0 / 3 -
T = ^^  0 0 0 1 0 0 
23 一 0 0 1 0 ’ 34 = 0 0 1 0 . 
一 0 0 0 1 _ ! [ 0 0 0 1 
Joint zero is defined as the local finger base, and by multiplying successive matrices 
together, it is possible to represent each individual joint with respect to the ground, please 
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By using the inverse kinematics, given the final position and orientation of the fingertip, 
the joint angles can be determined. This is important for telling us the robot is able to 
reach a certain point, and in what orientations. 
The translation vector of each finger link with respect to the finger base frame, p^ , , can 
be obtained from the transformation matrices so that 
Pix [仏+'2<¥^2+/3<¥^23 
= Piy = . 
The joint angle of each robotic link, " , can be calculated by using the inverse 
� kinematics. By using trigonometry, 而 is found to be: 
/ \ 
0 , ’ ,=a t an ^ . 
�P i x y 
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Then, the geometry approach was employed for solving and . Considering the 
plane contained link 仏之 and q.^  as shown in Figure A.2 
„ , 
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Figure A.2 Geometry of joint angles 
Applying the Cosine Law to triangle ABC, 
(A. - )2 + {p,y + pI = ll + ll - 2/2/3 c o s f - - � � . 
\ / 
Then, 6.打 can be stated as: 
“ 仏 3 
� � + « C O ' l 去 [ (厂 -仏 ) 2 + (尸— y + pI 一 “2 - “2 ] - . 
is the sum of angles a and P, segment BD = l^c, ’ DC = l,s, and . 
Next, angle a is equal to 140 
L s . � a = atan ~ ^ ~ 
j 




f \ f ] 
= 一以 tan ——a tan . 
\ ) 
The Jacobian matrix relates to the rate of change of joint angles to the rate of change of 
the link position. Each row represents a degree of freedom, and each column represent 
represents a joint on the manipulator. It can be constructed as the cross product of the unit 
vector in Z. - direction, ，and the translation vector of each link, d, ’ i.e. 
where 
� � 1 1 pi^i + /2C1C21 f/iC, + /2C1C2 + /3C1C23 _ 
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