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Abstract
In this work we present a model for the thermal evolution of deep lakes. The model was
applied to Furnas lake, in the South of Minas Gerais State. Most data were collected at a micro-
meteorological tower (Gaupé station), located over water in the lake. The station measures wind
speed, air temperature and humidity, water surface temperature, net radiation, incoming and re-
flected solar radiation as well as the momentum, sensible heat and latent heat fluxes by means
of the eddy covariance (EC) method. The data span the period July 2003–December 2004, a
total of approximately 19 months of measurements. Besides direct measurement with the EC
method, Monin-Obukhov Similarity Theory can be used to produce mass, heat and momentum
transfer equations between the surface and the air above. Transfer equations based on Monin-
Obukhov Similarity Theory and calibrated with measured surface fluxes were developed for use
in the lake thermal evolution model. The transfer equations take into account both atmospheric
stability and varying momentum roughness. There also seems to exist some advective effects
from land influencing the sensible heat flux, although the station is well placed within the lake,
with a minimum fetch of approximately 400 m from land. Thus, under conditions of small
friction velocities, the measured sensible heat fluxes appear to be overestimated when compa-
red to those derived from heat transfer equations. The thermal evolution model for a deep lake
was derived from the one presented by Hostetler and Bartlein (1990). The modifications inclu-
ded surface fluxes estimated with transfer equations fully based on Monin-Obukhov Similarity
Theory, and a new eddy diffusivity for heat in water based on the work by Babajimopoulos
e Papadopoulos (1986): this has been found to influence significantly the water stratification
and the depth of the thermocline. The simulated water profiles are usually in good agreement
with measured ones, although point differences can be as large as 3◦C. Qualitative agreement,
however, including the depth of the thermocline, is usually fairly good.
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Resumo
Neste trabalho é apresentado um modelo para a evolução térmica de lagos profundos. O
modelo foi aplicado ao Lago de Furnas, localizado no Sul do Estado de Minas Gerais. Fo-
ram utilizados dados medidos na estação micrometeorológica Guapé instalada dentro do Lago
de Furnas. Nesta estação são realizadas medições de velocidade do vento, temperatura do ar,
umidade do ar, temperatura da superfície da água, radiação líquida, radiação solar incidente
e refletida além dos fluxos superficiais de momentum, calor sensível e latente através do Mé-
todo de Covariâncias Turbulentas (MCT). No desenvolvimento desta dissertação são utilizados
dados medidos entre junho de 2003 e dezembro de 2004 correspondendo a aproximadamente
19 meses de medições. Além das medições diretas com o MCT, a Teoria de Similaridade de
Monin-Obukhov pode ser usada para obter os fluxos de massa, calor e momentum através das
equações de transferência. As equações de transferência baseadas na Teoria de Similaridade de
Monin-Obukhov e calibradas com medições de fluxos superficiais foram desenvolvidas para a
utilização no modelo de evolução térmica. As equações de transferência consideram tanto a es-
tabilidade atmosférica quanto a rugosidade superficial de momentum variável. Nós observamos
que a estabilidade atmosférica é essencial para a obtenção de boas estimativas de fluxos com as
equações de transferência. Sob condições de pequenas velocidades de fricção, as medições dos
fluxos de calor sensível parecem estar subestimadas quando comparadas com os valores estima-
dos a partir das equações de transferência. O modelo de evolução térmica para lagos profundos
foi baseado em Hostetler and Bartlein (1990). As modificações realizadas incluem as estima-
tivas dos fluxos superficiais com equações de transferência totalmente baseadas na Teoria de
Similaridade de Monin-Obukhov e uma nova parametrização para a difusividade turbulenta de
calor na água baseada no trabalho de Babajimopoulos e Papadopoulos (1986): foi encontrada
uma influência significante na estratificação da água e na profundidade da termoclina. Os perfis
de temperatura da água simulados são satisfatórios quando comparados com os perfis medidos
e as diferenças de temperaturas entre eles chega a 3◦C. As comparações são qualitativamente
satisfatórias e os perfis simulados conseguem acompanhar a forma dos perfis medidos.
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1 Introdução
Cerca de dois terços da superfície da Terra são cobertos por água. Destes dois terços estima-
se que cerca de 97% estão nos oceanos. Dos 3% restantes cerca de 98% estão em reservatórios
subterrâneos e menos de 2% estão em rios e lagos. Do total de água existente na Terra menos
de 0,01% estão em lagos e reservatórios de água doce. Estes lagos podem ser naturais ou
artificiais. Lagos ou reservatórios artificiais são construídos principalmente para servir como
reservatórios de usinas hidrelétricas ou de abastecimento de água. Em alguns locais podem
ter como função controlar cheias e até mesmo fazer com que o clima nas regiões adjacentes
melhore. Um exemplo de lago criado com o objetivo de aumentar a umidade relativa das regiões
próximas é o Lago Paranoá, localizado em Brasília.
Os reservatórios e lagos podem ter os mais variados tamanhos, formas, profundidades e
áreas superficiais. Os maiores reservatórios de água no Brasil estão relacionados com a produ-
ção de energia elétrica. Atualmente existem cerca de 100 usinas hidrelétricas em operação no
Brasil. A produção de energia elétrica dessas usinas varia de 0,7 MW na Usina Hidrelétrica
Ivaí, instalada no município de Júlio de Castilhos no Paraná, até 14000 MW na Usina Hidrelé-
trica de Itaipu, instalada em Foz do Iguaçu na divisa entre Brasil e Paraguai. Em termos de área
superficial, a Usina Hidrelétrica de Itaipu é a sétima maior do Brasil, no entanto possui a maior
relação entre área inundada e capacidade de geração de energia instalada. Os sete maiores re-
servatórios de usinas hidrelétricas do Brasil em termos de área superficial são apresentados na
tabela 1.1 juntamente com sua localização e capacidade de geração de energia. Como vemos
nesta tabela, os reservatórios têm áreas superficiais muito grandes e obviamente quanto maior a
área superficial maior será a quantidade/volume de água evaporada.
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Usina Localização (Estado) Área superficial Capacidade de geração de energia
Sobradinho Rio São Francisco (BA) 4200 km2 1140 MW
Tucuruí Rio Tocantins (PA) 2400 km2 4245 MW
Balbina Rio Uatumã (AM) 2300 km2 250 MW
Porto Primavera Rio Paraná (SP) 2250 km2 1540 MW
Serra da Mesa Rio Tocantins (GO) 1780 km2 1275 MW
Furnas Rio Grande (MG) 1440 km2 1216 MW
Itaipu Rio Paraná (PR) 1350 km2 14000 MW
Tabela 1.1: Maiores reservatórios de usinas hidrelétricas no Brasil: localização, área superficial
e capacidade de geração de energia elétrica aproximadas.
A crise energética ocorrida entre 2001 e 2002 serviu como alerta não só para a necessidade
de se produzir mais energia elétrica mas também para a necessidade de se quantificar e estudar
melhor os processos físicos relacionados ao balanço de massa dos reservatórios, principalmente
quando se trata de evaporação. Sabe-se que estimativas de evaporação são essenciais para um
bom planejamento e gerenciamento de recursos hídricos. Kelman et al. (2004) apresentam
um método para o cálculo da energia firme em sistemas hidrelétricos. O conceito de energia
firme foi inicialmente utilizado no dimensionamento de reservatórios de abastecimento de água
com o objetivo de determinar a capacidade de armazenamento que asseguraria determinada
vazão “firme” mesmo na ocorrência do período mais seco registrado no histórico. Conforme
Kelman et al. (2004) após a última crise energética o setor elétrico criou e passou a utilizar o
Certificado de Energia Assegurada (CEA) de uma usina hidrelétrica. Este certificado é uma
versão probabilística da energia firme e também um parâmetro de grande impacto comercial
pois determina a participação de cada usina hidrelétrica no chamado Mecanismo de Realocação
de Energia (MRE) utilizado pela ANEEL. Segundo Kelman et al. (2004), para que o sistema
funcione adequadamente é necessário que o CEA reflita da maneira mais realista possível a
capacidade efetiva de produção das usinas.
Resumidamente, a energia de um sistema firme corresponde à máxima produção contínua
que pode ser obtida supondo a ocorrência do registro histórico de vazões. Kelman et al. (2004)
apresentam e avaliam os fatores utilizados no cálculo da energia firme. Entre estes fatores estão
irrigação, evaporação, limites de transmissão, vazões mínimas e perdas hidráulicas. Segundo
os autores os efeitos de maior impacto sobre a energia firme são a transmissão e a evapora-
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ção. Deste fato surge a necessidade de estimativas confiáveis de evaporação em cada um dos
reservatórios para o planejamento da utilização e produção da energia elétrica.
Com o intuito de obter estimativas de evaporação mais realistas, foi instalada uma estação
micrometeorológica dentro do Reservatório da Usina Hidrelétrica de Furnas, um dos maiores
do país. Esta estação micrometeorológica, denominada Guapé, tem como objetivo a medição
dos fluxos de massa, calor e momentum através do Método de Covariâncias Turbulentas (MCT).
Esta estação foi instalada no município de Guapé, sul de Minas Gerais e custeada pelo Projeto
Delta-F – Estudos de Evaporação e Evapotranspiração no Reservatório de Furnas (convênio en-
tre Furnas Centrais Elétricas S.A. e o Lemma – UFPR/IAPAR/SIMEPAR). Juntamente com os
fluxos são medidos velocidade do vento, temperatura do ar, umidade específica do ar, tempera-
tura da superfície da água, radiação solar incidente e refletida, radiação líquida e precipitação.
Partindo dos dados medidos na estação micrometeorológica Guapé são estimados os flu-
xos superficiais de calor, momentum e vapor d’água utilizando respectivamente as equações de
transferência de calor, momentum e vapor d’água. Estes fluxos estimados são comparados com
as medições obtidas através do MCT. As estimativas dos fluxos superficiais são realizadas de
duas formas. A primeira delas considera os efeitos da estabilidade atmosférica sobre a super-
fície da água e a segunda considera que a atmosfera sobre o lago é neutra. Ao considerar os
efeitos da estabilidade atmosférica, funções de correção de estabilidade devem ser utilizadas
no cálculo dos coeficientes de transferência. Outro fator importante para as equações de trans-
ferência é a parametrização das rugosidades superficiais para momentum e para os fluxos de
calor latente e sensível. Boas estimativas de fluxos dependem de boas parametrizações para as
rugosidades superficiais, principalmente para o momentum.
Outro fator importante quando se trata de reservatórios, sejam eles de usinas hidrelétricas
ou para abastecimento de água, é a qualidade da água. Uma variável importante para a mode-
lagem da qualidade da água é a temperatura em função da profundidade, ou seja, os perfis de
temperatura. A temperatura da água influencia os processos químicos, físicos e biológicos que
ocorrem em lagos e reservatórios. Quando ocorre descarga de matéria orgânica o reservatório
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pode sofrer eutrofização; este processo pode ser influenciado pela temperatura da água e até
mesmo pela temperatura do poluente.
Com séries de dados medidos de temperatura do ar, umidade relativa do ar, velocidade do
vento e radiação solar incidente é possível obter perfis de temperatura da água. A obtenção des-
tes perfis pode ser feita através de modelos de evolução térmica como o modelo utilizado por
Hostetler e Bartlein (1990). Os modelos de evolução térmica em lagos podem ser acoplados a
modelos de avaliação de mudanças climáticas, modelos atmosféricos de mesoescala e modelos
de qualidade da água. No caso de grandes lagos a energia ou o calor armazenado pela massa
de água pode influenciar as regiões vizinhas, conseqüentemente estes efeitos devem ser consi-
derados em modelos de circulação regional. Estes perfis podem ainda ser utilizados no cálculo
da entalpia da água e suas taxas de variação. As variações da temperatura da água são respostas
aos fluxos de entrada e saída de energia através da superfície do lago. Essas entradas e saídas
de energia correspondem ao que se chama de balanço de energia na superfície. Além de ser
importante para a quantificação da evaporação, o balanço de energia pode ser a condição de
contorno para a superfície no modelo de evolução térmica.
Os objetivos deste trabalho são:
• obtenção de estimativas de fluxos superficiais compatíveis com as medições utilizando
uma boa parametrização para a rugosidade superficial de momentum; verificação da im-
portância ou não de considerar os efeitos da estabilidade atmosférica nas estimativas de
fluxos superficiais;
• implementação de um modelo para a evolução térmica em lagos profundos; mudança
da parametrização para o coeficiente de difusividade turbulenta; mudança da forma de
cálculo dos fluxos superficiais de calor latente e sensível; verificação da conservação de
energia pelo método numérico utilizado neste modelo; obtenção das taxas de variação de
entalpia no lago.
Uma descrição geral de cada capítulo desta dissertação é apresentada na seqüência.
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No capítulo 2 são apresentados conceitos relacionados à camada limite atmosférica, tempe-
raturas potencial e virtual, Método de Covariâncias Turbulentas (MCT), Teoria de Similaridade
de Monin-Obukhov (TSMO) e as equações de transferência de calor, massa e momentum. Tam-
bém são apresentadas as formas de obtenção de variáveis como umidade atmosférica e radiação
líquida na superfície, o método de balanço de energia e o cálculo da entalpia armazenada em
um lago. Na última seção deste capítulo é apresentado o Método de Diferenças Finitas (MDF)
utilizado no desenvolvimento do modelo de estratificação térmica de lagos.
A revisão bibliográfica é apresentada no capítulo 3 e está dividida em duas seções, uma
relacionada aos fluxos superficiais e a outra aos modelos de estratificação térmica.
A região de estudo e os dados utilizados são descritos no capítulo 4. Este capítulo apresenta
também o tratamento dos dados medidos na estação Guapé; este tratamento inclui a rotação de
coordenadas e o preenchimento das falhas nas séries de dados de temperatura do ar, umidade
relativa, radiação solar incidente e velocidade do vento. Estas séries de dados são utilizadas no
modelo de evolução térmica do lago.
O capítulo 5 trata dos fluxos medidos e estimados sobre o Lago de Furnas. As funções
de correção de estabilidade atmosférica utilizadas para a obtenção das estimativas dos fluxos
superficiais são apresentadas na seção 5.1. Também são mostradas as comparações entre os
valores medidos e estimados dos fluxos de momentum, calor latente e calor sensível para os
casos de atmosfera neutra e não neutra. O comportamento de variáveis relacionadas com a
estabilidade atmosférica como o comprimento e a variável de estabilidade de Monin-Obukhov
também são apresentados neste capítulo.
O modelo de evolução térmica de lagos é apresentado no capítulo 6. Este capítulo inclui a
formulação matemática do modelo e a descrição dos modelos de Hostetler e Bartlein (1990) e
do modelo modificado (que serão respectivamente chamados de MHB e MHB-mod); também
são apresentadas considerações sobre a estabilização dos perfis de temperatura da água. A dis-
cretização do modelo por meio de diferenças finitas implícitas é feita na seção 6.5. A seção 6.6
contém, para cada um dos modelos, a evolução temporal dos perfis de temperatura, comparação
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entre perfis medidos e calculados, comportamento dos coeficientes de difusividade turbulenta,
as taxas de variação de entalpia e as comparações entre os fluxos de calor sensível H e latente
LE e as radiações líquidas Rl medidas e estimadas pelos modelos MHB e MHB-mod.
As conclusões e recomendações são apresentadas no capítulo 7.
Diversos apêndices completam esse trabalho. Esses apêndices incluem coeficientes utili-
zados na obtenção da radiação líquida e os conjuntos de equações utilizados no cálculo dos
coeficientes de difusividade turbulenta do MHB e do MHB-mod, além de testes numéricos re-
alizados com o MDF, algumas rotinas, em linguagem C, utilizadas no desenvolvimento deste




Este capítulo apresenta conceitos importantes utilizados no desenvolvimenteo desta dis-
sertação. Entre estes conceitos estão o conceito de camada limite atmosférica, o método de
covariâncias turbulentas, a teoria de similaridade de Monin-Obukhov e as equações de transfe-
rência, a umidade atmosférica, a radiação líquida na superfície, o balanço de energia, o cálculo
da variação de entalpia e o método de diferenças finitas para solução de equações diferenciais
parciais.
2.1 Camada limite atmosférica
A camada limite atmosférica (CLA) é a “fatia” da troposfera que “sente” os efeitos diretos
da superfície da Terra. Nesta camada, durante o ciclo diurno, ocorrem fortes variações de
temperatura, umidade, concentração de poluentes, intensidade de turbulência e altura. Essas
variações são a resposta ao aquecimento diurno e resfriamento noturno do solo. A camada
limite atmosférica, em geral, se estende até 2 km de altura e pode ser mais espessa em regiões
desérticas. Na camada superficial o coeficiente de arrasto, a condução de calor e evaporação
variam fortemente com a velocidade do vento, a temperatura e a umidade do ar. Apesar das
variações nesta camada, que está entre 20 e 200 metros de altura, os fluxos de momentum, calor
e massa são relativamente constantes; isto permite chamar a camada superficial de camada de
fluxo constante. A estrutura da camada limite atmosférica é diferente durante o dia e a noite.
Durante o dia há uma camada de mistura; à noite há uma camada limite estável sob uma camada
residual neutra. Esta camada residual contém a umidade e os poluentes vindos da camada de
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Figura 2.1: Evolução da camada limite para tempo bom. Adaptada de Stull (1995).
mistura que existia durante o dia, porém esta camada não é muito turbulenta. A troposfera sobre
a camada limite é chamada de atmosfera livre pois não é influenciada pela superfície da Terra;
na média esta camada é estável. Durante o dia, entre a atmosfera livre e a camada de mistura
existe uma zona de entranhamento (ZE) cuja turbulência é intermitente. Durante a noite a zona
de entranhamento se transforma em uma camada de inversão. A figura 2.1 mostra a evolução
da camada limite para um dia de tempo bom (STULL, 1995).
2.2 Temperaturas potencial e virtual
A temperatura potencial θa corresponde à temperatura que uma parcela de ar teria se fosse







onde Rd/cp = 0,28571 (cp é o calor específico do ar à pressão constante e Rd é a constante
dos gases para o ar seco), p0 é a pressão atmosférica em um nível de referência (em Pa), p é a
pressão atmosférica local e Ta é a temperatura do ar.
A temperatura potencial virtual θv é a temperatura para a qual uma parcela de ar seco deve
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ser aquecida para ter a mesma densidade do volume de ar úmido (à pressão constante), ou seja,
é a temperatura que uma parcela de ar seco teria à mesma pressão e densidade de uma mesma
parcela de ar úmido. Stull (1995) define a temperatura potencial virtual θv como
θv = (1 + 0,61qa)θa. (2.2)
onde qa é a umidade específica do ar à temperatura θa (ar úmido).
2.3 Método de covariâncias turbulentas
Para escomentos turbulentos, Reynolds (1894) apud Brutsaert (1982) e Garratt (1994) su-
põem que qualquer processo dependente do espaço e do tempo pode ser decomposto em uma
média e uma flutuação. A componente horizontal u da velocidade do vento, decomposta em
uma média u e uma flutuação turbulenta u′ pode ser escrita como
u = u+u′. (2.3)
Da mesma forma pode-se decompor as componentes v e w, o escalar qa (umidade específica do
ar) e os escalares θ (temperatura potencial virtual e do ar), ou seja,
v = v+ v′, (2.4)
w = w+w′, (2.5)
qa = qa +q′a, (2.6)
θa = θa + θ ′a, (2.7)
θv = θv + θ ′v. (2.8)
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Esta decomposição é chamada Decomposição de Reynolds e possui propriedades conhecidas
como Postulados de Reynolds:
u′ = 0, (2.9)
uw = u w+w′u′, (2.10)
u+ v = u+ v, (2.11)
au = au. (2.12)
A variável a é uma constante, w′u′ além de ser um momento de segunda ordem é a covariância
entre as componentes u e w da velocidade do vento. Esta covariância dá o fluxo de momentum
vertical na direção da componente de velocidade u. Supõe-se que estes postulados são válidos
para qualquer variável.
Os fluxos superficiais são dados pelas covariâncias turbulentas, onde uma das flutuações é
a da componente vertical de velocidade do vento w′. Os fluxos de momentum τ , fluxo de calor
latente LE , calor sensível H e calor sensível virtual Hv são obtidos através de
τ =−ρ w′u′ ≈ ρ u2∗ (2.13)
H = ρ cp w′θ ′a ≈ ρ cp u∗θa∗ (2.14)
LE = Lρ w′q′a ≈ Lρ u∗qa∗ (2.15)
Hv = ρ cp w′θ ′v ≈ ρ cp u∗θv∗ (2.16)
onde ρ é a densidade média do ar, L é o calor latente de vaporização, cujo valor é considerado
constante e igual a 2,462× 106 Jkg−1, cp é o calor específico do ar a pressão constante (1005
Jkg−1 K−1).
Na equação 2.13 a covariância w′u′ dá o fluxo de momentum. O fluxo de calor sensível
(equação 2.14) resulta de w′θ ′a, isto é, a covariância entre a componente w da velocidade do
11
vento e a temperatura do ar θa. O mesmo acontece para o fluxo de calor sensível virtual (equação
2.16) porém com a temperatura virtual θv no lugar de θa. Em 2.15 a covariância w′q′a entre a
componente w da velocidade do vento e a umidade específica do ar qa dá o fluxo de calor latente
ou a evaporação E se fizermos
E = ρ w′q′a ≈ ρ u∗qa∗. (2.17)
As variáveis u∗, qa∗, θa∗ e θv∗ são respectivamente as escalas turbulentas de velocidade (ou
velocidade de fricção), de umidade específica do ar, de temperatura do ar e de temperatura
virtual.

















Na seção 2.4 será mostrada outra forma de obtenção das escalas turbulentas e fluxos superficiais.
Atualmente não existem muitas restrições relacionadas aos sensores utilizados nas medi-
ções de fluxos através do MCT, obviamente desde que eles estejam bem calibrados, correta-
mente posicionados e bem localizados. Segundo Brutsaert (1982) os períodos para os cálculos
das médias devem ser longos o suficiente para que estas não sejam tendenciosas e os sensores
de velocidade devem estar bem orientados e localizados de forma tal que as medições de ve-
locidade não sejam prejudicadas. Para garantir um perfeito alinhamento do sensor de medição
de velocidade do vento, em geral, é necessário fazer uma rotação de coordenadas (detalhada
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na subseção 4.3.1). Foken e Wichura (1996) apresentam uma metodologia para a medição de
fluxos superficiais através do MCT que pode ser aplicada à medições realizadas durante perío-
dos longos. Esta metodologia inclui: utilização de equipamentos para pesquisa, bem calibrados
e com boa precisão; instalação correta dos sensores (localização, orientação e configuração);
teste de qualidade dos dados e correção de erros típicos.
Dias et al. (2003b) comentam as vantagens e desvantagens relacionadas ao MCT. A princi-
pal vantagem deste método é o fato de que ele precisa de um único conjunto de equipamentos
com dois ou três sensores instalados em um volume pequeno de espaço (aproximadamente um
cubo com aresta de 20 cm). Entre as desvantagens estão a necessidade de medições de alta
freqüência (10 Hz ou mais), o custo dos sensores, necessidade de tratamento e processamento
sofisticados dos dados além do que alguns sensores não funcionam corretamente sob chuva.
Brutsaert (1982) apresenta a dedução das equações para os fluxos superficiais partindo das
equações de conservação de massa, energia e momentum.
2.4 Teoria de Similaridade de Monin-Obukhov e equações de
transferência
A Teoria de Similaridade de Monin e Obukhov (1954) (TSMO) para a camada limite at-
mosférica sob condições instáveis tem sido extensivamente estudada (Businger et al. (1971),
Wyngaard et al. (1971), Kader e Yaglom (1990)) inclusive com a realização de experimentos de
campo que contribuíram para o seu desevolvimento (Businger et al. (1971), Wyngaard e Coté
(1971), Brutsaert (1992)) (PAHLOW et al., 2001).
O principal objetivo da aplicação da teoria de similaridade, segundo Garratt (1994), é o cor-
reto escalonamento das características da camada limite atmosférica, principalmente do perfil
logarítmico de velocidade do vento e das variâncias turbulentas, através da escolha das escalas
de comprimento, velocidade, temperatura e umidade. Essas escalas são chamadas de escalas de
similaridade. Existem diversas teorias que descrevem e associam as relações de transferência
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de momentum, calor e massa com as escalas de similaridade.
Monin e Obukhov (1954) supõem, em sua teoria, que qualquer variável adimensional da
turbulência pode depender somente da escala de velocidade do vento (ou de velocidade de
fricção) u∗, da altura de medição das variáveis z, de g/θv e de w′θ ′v. A relação entre estes








κ é a constante de von Kàrman, cujo valor é 0,4, g é a aceleração da gravidade e LO é o
comprimento de estabilidade de Monin-Obukhov ou escala de comprimento.
A variável ζ indica a magnitude relativa da produção de energia cinética turbulenta por
empuxo e por atrito (θv∗ está no numerador e u∗ no denominador). Quando ζ = 0 a estabilidade
na camada superficial é neutra. Se ζ > 0 o empuxo ajuda a destruir a turbulência e a camada
superficial é estável. Se ζ < 0 a camada superficial é instável e o empuxo produz turbulência.
A TSMO mostra ainda que todos os momentos e flutuações turbulentas, adimensionalizados
de forma correta por relações entre z, u∗, θa∗, qa∗ e θv∗ são funções de uma única variável
independente que é justamente a variável de estabilidade de Monin-Obukhov ζ . Se fizermos
uma rotação de coordenadas teremos~u(u, 0, 0), isto é,~u é o vetor velocidade do vento e u agora
é a velocidade média do vento, a qual passaremos a escrever como u. Se o eixo x estiver na
mesma direção do vento médio u (isso é possível após a rotação de coordenadas), podemos
escrever os gradientes adimensionais Φ de velocidade do vento, temperatura e umidade como




















Quando a atmosfera é neutra, ou seja, ζ = 0 (Φ(ζ = 0) = 1), as equações 2.23, 2.24 e
2.25, nesta condição, ficam
















Integrando a primeira das três equações acima, entre um nível z0τ e o nível de medição z obtém-
se o conhecido perfil logarítmico de velocidade do vento para uma camada limite não estratifi-










Os Φ’s corrigem os perfis logarítmicos para as condições não-neutras, ou seja, ζ 6= 0. Neste







− Ψτ(ζ ) (2.27)
onde Ψτ(ζ ) =
∫
[1−Φτ(ζ )]d(lnζ ). Isolando u∗ de 2.27 obtém-se
u∗ =
κ u
ln zz0τ −Ψτ(ζ )
(2.28)
que é a escala de velocidade do vento. Analogamente as escalas de temperatura e umidade são
θa∗ =
κ (T0−θa)




ln zz0E − ΨE(ζ )
, (2.30)
onde o índice ‘0’ indica a superfície e ‘a’ indica o valor da variável medida na atmosfera. As
alturas z0τ , z0H e z0E representam, respectivamente, as rugosidades superficiais para momentum,
calor sensível e vapor d’água; as variáveis Ψτ , ΨH e ΨE são, respectivamente, as funções
de correção de estabilidade para os fluxos de momentum, temperatura e vapor d’água. Estas
funções definem desvios de velocidade do vento, temperatura e umidade em relação aos perfis
logarítmicos. Isto deve-se à estabilidade (ζ = 0) ou instabilidade atmosférica (ζ 6= 0).
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A escala de temperatura virtual θv∗, independente do valor de ζ é dada por
θv∗ = (1 + 0,61q)θa∗ + 0,61θa qa∗ (2.31)
visto que
θv = (1 + 0,61q)θa. (2.32)
Diversas formulações já foram sugeridas para os Φ’s. Conforme Garratt (1994) as formas
analíticas dos gradientes adimensionais foram muito estudadas e dados experimentais foram uti-
lizados, no entanto, somente aproximações semi-empíricas foram obtidas para diferentes inter-
valos de ζ como é o caso do trabalho apresentado por Businger-Dyer apud Brutsaert (1992). As
formas mais clássicas para os gradientes adimensionais Φ’s são as apresentadas por Businger-
Dyer apud Brutsaert (1982, 1992) e por Yaglom (1977) apud Garratt (1994). Ambas utilizam
diferentes funções para diferentes intervalos de ζ . Em geral supõe-se que ΦH ≈ ΦE , o que im-
plica em ΨH ≈ ΨE e z0H ≈ z0E . As funções Φ utilizadas nesta dissertação serão apresentadas
no capítulo 5, assim como as rugosidades z0τ , z0E e z0H .
2.4.1 Equações de transferência de τ , H e LE.
Os fluxos superficiais de momentum τ , calor sensível H e evaporação E (ou calor latente
LE) podem ser obtidos através de equações de transferência. Essas equações quantificam os
fluxos de acordo com as diferenças de velocidade do vento, temperatura e umidade entre a
superfície e um ou mais níveis de medição. Novamente o índice ‘0’ indica a superfície e ‘a’
indica o nível de medição. Substituindo as equações 2.28, 2.29 e 2.30 respectivamente na
primeira parte de 2.13, 2.14 e 2.15, obtém-se
τ = ρ Cτu2, (2.33)
H = ρ cpCHu(T0 − θa), (2.34)
LE = Lρ CEu(q0 − qa), (2.35)
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onde Cτ é o coeficiente de transferência de momentum ou coeficiente de arrasto, CH é o coe-








ln zz0τ +Ψτ(ζ )
] [




ln zz0τ +Ψτ(ζ )
] [
ln zz0E +ΨE(ζ )
] . (2.38)
A equação 2.35 é a Lei de Dalton para evaporação multiplicada pelo calor latente de vapo-





CE u(e0− ea). (2.39)
2.5 Umidade atmosférica
A quantidade de vapor d’água no ar não é constante e pode ser quantificada por diversas
variáveis. No desenvolvimento desta dissertação serão utilizados conceitos de pressão de vapor,
umidade absoluta e umidade relativa. As equações que calculam e relacionam estas variáveis
são descritas abaixo (conforme Stull (1995)).
A pressão de vapor no ar está associada a uma mistura de gases entre os quais está o vapor
d’água. A pressão de vapor no ar também pode ser chamada de pressão parcial de vapor d’água.
É simbolizada por ea e sua unidade, no SI, é Pascal. A pressão de saturação de vapor é simboli-
zada por es. Se o ar não é saturado então ea < es e se ea > es o ar é supersaturado. Situações de
ar supersaturado são muito raras (nuvens supersaturadas, por exemplo), por isso pode-se supor
que a pressão de saturação de vapor d’água é a máxima pressão parcial admissível no ar a uma
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certa temperatura (STULL, 1995).
A pressão de saturação de vapor a uma temperatura θ é dada pela Fórmula de Teten



















onde eo = 611 Pa, b = 17,2694 K−1, θ1 = 273,16 K, θ2 = 35,86 K e θ deve estar em Kelvin.
As unidades de desdθ são PaK
−1.
A umidade relativa y é a razão entre a quantidade de vapor d’água existente e o máximo






ea é a pressão parcial de vapor d’água à temperatura do ar θa e es(θa) é a pressão parcial de
saturação de vapor à temperatura do ar. A umidade relativa do ar y é adimensional e varia entre
0 e 1.
A umidade específica do ar qa é a razão entre a massa de vapor d’água e a massa total de ar





A umidade específica de saturação q0 é obtida com es no lugar de ea na equação 2.43.









2.6 Radiação líquida na superfície
A radiação líquida disponível na superfície, utilizada nos processos de fotossíntese, evapo-
ração e evapotranspiração e também para o aquecimento da atmosfera pode ser obtida através
de
Rl = (Rsi−Rsr)+(Rai−Rar)−Re, (2.45)
onde Rl representa a radiação líquida e Rsi e Rsr são respectivamente as radiações solares in-
cidente e refletida. As radiações atmosféricas incidente e refletida são representadas por Rai e
Rar, Re é a radiação emitida pela superfície.
As radiações de onda longa (atmosféricas) são calculadas a partir da Lei de Stefan-Boltzmann.
A radiação emitida pela superfície é dada por
Re = εs σ T04; (2.46)
εs é a emissividade da superfície e T0 é a temperatura da superfície em Kelvin. A emissividade
da superfície é considerada constante e o valor comumente adotado para a água, conforme
Henderson-Sellers (1986), é de 0,97. A constante de Stefan-Boltzmann σ é igual a 5,6697×
10−8 W m−2 K−4.
A radiação atmosférica incidente de onda longa Rai é
Rai = εa σ Ta4 (2.47)
onde εa é a emissividade do ar e Ta é a temperatura do ar em Kelvin.
A emissividade do ar pode ser calculada considerando ou não o fator de nebulosidade C
(descrito posteriormente). Entre estas formas estão a equação de Brutsaert (1975) e a de Raphael
(1962) apud Henderson-Sellers (1986). Brutsaert (1975) apresenta a seguinte equação para o








Com a emissividade de céu claro é possível calcular a radiação atmosférica de céu claro Rac
utilizando εac ao invés de εa na equação 2.47. Rac é a radiação atmosférica que incidiria sobre
a superfície se o fator de nebulosidade C fosse igual a 0. A radiação atmosférica incidente
considerando a nebulosidade C é obtida através de (CRAWFORD; DUCHON, 1999)
Rai = Rac(1−C)+Cσ Ta4, (2.49)
e a radiação atmosférica líquida de onda longa Rair é
Rair = Rai(1−αlw), (2.50)
onde αlw é o albedo de onda longa da superfície da água cujo valor é 0,03 (HENDERSON-
SELLERS, 1986).
Raphael (1962) apud Henderson-Sellers (1986) mostra que a emissividade do ar εa é função














2,693×10−5 ea (1−C) < 0,4.

(2.51)
Conhecendo o valor de εa e considerando Rai dado pela equação 2.49, Rair pode ser calculado
diretamente por 2.50 ou ainda por
Rair = εaεsσT 4a . (2.52)
O fator de nebulosidade C é definido por Crawford e Duchon (1999) e apresentado por
Duarte et al. (2006) como
C = 1− Rsi
Rsic
(2.53)
onde Rsic é a radiação solar incidente de céu claro. A radiação solar incidente Rsi é medida.
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cosϑ Tr Tpg Tw Taer (2.54)
onde os T ′s são coeficientes de transmissão para o espalhamento de Rayleigh TR, absorção por
gases permanentes Tpg, vapor d’água Tw e absorção e espalhamento por aerossóis Taer, η é a
distância Terra-Sol, ϑ é o ângulo zenital e Rs0 é a constante solar cujo valor é 1354 Wm−2. A







Nesta equação e= 0,0167 é a excentricidade da órbita da Terra, d é o dia do ano (dia juliano),
dp é o dia do ano correspondente ao perihélio (3 de janeiro no hemisfério Sul), e da é o número
de dias do ano (365 ou 366 se o ano for bissexto). A distância Terra-Sol está em unidades
astronômicas.
O ângulo zenital ϑ é obtido através de
ϑ = arccos(senϕ senδ + cosϕ cosδ cosh) (2.56)








em que dr é o dia do ano correspondente ao solstício de inverno (22 de junho no hemisfério Sul).
O ângulo horário do Sol h pode ser obtido utilizando a formulação apresentada por Oliveira e
Saraiva (2003). A equação 2.56 define um ângulo zenital instantâneo. Para um intervalo de
tempo ∆t (em segundos) é necessário um valor médio desse ângulo e conseqüentemente de

















onde Hsv representa a hora solar verdadeira convertida em segundos. Nas equações 2.59 e 2.60




cosϑ dh = senϕ senδ [h2−h1]+ cosϕ cosδ [senh2− senh1] . (2.61)
Ao substituir as equações 2.59, 2.60 e 2.61 em 2.58 obtém-se o ângulo zenital médio, ou seu
cosseno, em um intervalo de tempo ∆t.
Finalmente vamos calcular a radiação solar líquida de ondas curtas Rsir que pode ser obtida
através de
Rsir = (1−αsw)Rsi (2.62)
onde αsw é o albedo de ondas curtas apresentado em Henderson-Sellers (1986).
As equações para o cálculo dos coeficientes Tr, Tpg, Tw e Taer, da hora solar verdadeira Hsv
e do albedo de onda curta αsw são descritas no apêndice A.
Neste trabalho as radiações líquidas estimadas são valores médios para pequenos intervalos
de tempo, por exemplo médias para dez segundos. As equações foram adaptadas para que pu-
déssemos utilizá-las em intervalos de tempo desta magnitude. Como veremos posteriormente,
são utilizadas médias horárias de radiação solar incidente medidas; estes valores horários são
interpolados e utilizados nas estimativas das radiações líquidas. Em geral estimativas de radi-
ação líquida funcionam bem para médias diárias mas, os resultados são satisfatórios também
para pequenos intervalos de tempo.
2.7 Balanço de energia
O balanço de energia na superfície de um lago é dado por
Rl = H +LE +G+D. (2.63)
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Nesta equação Rl é a radiação líquida ou energia disponível na superfície. Esta energia dispo-
nível é dividida em um fluxo de calor sensível H, um fluxo de calor latente LE, um fluxo de
calor no solo (ou para o solo) G e uma taxa de variação de entalpia D. H é responsável pelo
aquecimento ou resfriamento do ar. O fluxo de calor latente LE é responsável pela evaporação
ou condensação da umidade. A taxa de variação de entalpia D aquece ou resfria o volume de
controle referente à superfície para a qual os fluxos estão sendo calculados.
Para superfícies de terra costuma-se desprezar a taxa de variação de entalpia D enquanto
para superfícies líquidas costuma-se desprezar o fluxo de calor do solo G. Segundo Schertzer
et al. (2003) diversos estudos mostram que, em geral, o fluxo de calor para o fundo do lago é
menor que 2% do total nos períodos em que a superfície está livre de gelo e por esse motivo
pode-se desprezar o fluxo G. O cálculo da taxa de variação de entalpia é apresentado na seção
2.8.
2.7.1 Razão de Bowen
A razão de Bowen Bo nada mais é que a razão entre os fluxos de calor sensível e calor











onde q0 e qa são respectivamente a umidade específica à temperatura da água e umidade espe-












2.8 Cálculo da taxa de variação de entalpia
Dias e Reis (1998) mostram a dedução de equações para o cálculo da taxa de variação
de entalpia de um lago termicamente estratificado com e sem os efeitos de advecção. Nesta
dissertação será considerado somente o caso sem advecção. Dias e Reis (1998) apresentam a




[cwρw] (Tm(z)) [T (z, t +∆t)−T (z, t)]A(z)dz. (2.67)
Nesta equação 〈As〉 é a média entre as áreas superficiais As(t) e As(t +∆t); cw e ρw são respec-
tivamente o calor específico da água a pressão constante e a densidade da água à temperatura
média Tm(z), em geral considerados constantes; T (z, t) e T (z, t + ∆t) são perfis de temperatura
da água. A(z) é a curva cota-área do reservatório. Os limites de integração são: z f , a cota do
fundo do lago e zmin = min(z(t), z(t +∆t)), isto é, é a menor cota da superfície entre os tempos
t e t +∆t.
2.9 Método Numérico – O método de diferenças finitas
Existem muitos métodos numéricos que podem ser aplicados para resolver equações di-
ferenciais, sejam elas parciais ou ordinárias. Entre estes está o Método de Diferenças Finitas
(MDF). É um método simples de ser aplicado, geralmente de baixo custo computacional e que
gera bons resultados. Nesta seção são apresentados os conceitos básicos relacionados ao Mé-
todo de Diferenças Finitas (MDF), incluindo o MDF explícito, o método de MacCormack e o
MDF implícito. Também são apresentadas as formas de discretização das condições de con-
torno, a forma de verificação da conservação da energia, conceitos de estabilidade, consistência
e convergência.
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2.9.1 Equações diferenciais parcias e condições de contorno
As equações diferenciais podem ser classificadas sob diferentes aspectos. O primeiro deles
é a ordem da equação diferencial; a ordem da equação diferencial é dada pela ordem da maior
derivada parcial da equação. O número de variáveis indica o número de variáveis independen-
tes, por exemplo, x, y, z, t, etc. A dimensão da equação é dada pelo número de direções espaciais
presentes nela, então, em um problema bidimensional transiente além de uma coordenada tem-
poral também há duas coordenadas espaciais.
















+F f = G (2.68)
onde os coeficientes A, B, C, D, E, F e G podem ou não ser constantes. Se todos são constantes,
então a equação é linear; caso contrário a equação é não-linear; para que a equação seja não
linear basta que um destes coeficientes não seja constante. A relação entre os valores de A, B e
C permite definir se a equação diferencial parcial é elíptica, parabólica ou hiperbólica. Se
B2−4AC < 0
a equação é elíptica; se
B2−4AC = 0
a equação é parabólica, e se
B2−4AC > 0
a equação é hiperbólica. A classificação das equações diferenciais parciais está relacionada às
diferentes categorias de fenômenos físicos e ao tipo de método numérico que deve ser utilizado
para a sua solução, pois um método que funciona para um desses tipos de equação pode não
funcionar tão bem para outro. Para que uma equação diferencial possa ser resolvida numeri-
camente ou analiticamente são necessárias condições de contorno ou de fronteira (FORTUNA,
2000). Essas condições podem ser de três tipos diferentes como será mostrado posteriormente.
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As equações elípticas, em geral, são não-transientes, ou seja, a variável de interesse não se
altera com o tempo. Os exemplos mais simples são as equações de Poisson e de Laplace. Estas
equações estão associadas respectivamente a problemas de equilíbrio e de estado estacionário.













+a = 0, (2.70)
onde f é a variável dependente. As condições de contorno para estas equações podem envolver
fluxos de calor especificados do tipo ∂ f
∂x ou
∂ f
∂y ou um valor especificado da variável dependente
no contorno.
As equações hiperbólicas envolvem variações temporais de grandezas físicas e em geral
representam problemas de vibração ou de convecção. Segundo Smith (1985), nesses problemas
as descontinuidades persistem no tempo. Um exemplo disto é o caso das ondas de choque onde
ocorrem descontinuidades de velocidade, pressão e densidade. Os problemas hiperbólicos mais













Para a solução numérica destas equações é necessário um método capaz de lidar com desconti-
nuidades (FORTUNA, 2000).








onde a variável dependente f é a temperatura e α é a difusividade térmica. Com esta equação é
possível calcular a evolução da temperatura no tempo. Esta equação é capaz de simular a evo-
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Figura 2.2: Solução de uma equação diferencial parcial. Fonte: Fortuna (2000)
lução da temperatura no tempo em uma barra de metal assim como a evolução da temperatura
da água em um lago (caso unidimensional). Para tanto é necessário uma condição inicial e duas
condições de contorno pois a equação do calor é uma equação diferencial parcial de segunda
ordem. A condição inicial deve ser especificada para que sua evolução temporal seja estudada.
Este problema é resumido na figura 2.2.
Para que um problema possa ser resolvido é necessário que ele seja bem posto. Para que um
problema seja bem posto é necessário que a solução exista, seja única e dependa das condições
iniciais e de contorno. É importante que essas condições sejam especificadas de forma correta
para que o método numérico resulte em soluções fisicamente compatíveis com o problema.
Para problemas que envolvem equações diferenciais parciais existem três tipos de condições
de contorno. São elas:
• Tipo Dirichlet: o valor da variável f é especificado no contorno
• Tipo Neumann: o gradiente ou fluxo da variável f na direção normal à superfície, isto é,
∂ f
∂n = g é especificado no contorno. Se f = 0, então a condição de contorno é dita natural
ou homogênea
• Tipo Robin: a combinação entre as duas primeiras é especificada, por exemplo α ∂ f
∂x +
β f = g, onde α e β são constantes.
Obviamente estes três tipos de condição de contorno podem ser combinados e formar uma
27
Figura 2.3: Malha uniforme para diferenças finitas nas variáveis x e t destacando um ponto P.
condição do tipo mista.
Um método comumente utilizado para a solução de equações diferenciais parciais é o MDF.
Este método será descrito na próxima subseção.
2.9.2 Método de diferenças finitas
A solução analítica de uma equação diferencial parcial resulta numa solução contínua para
o problema enquanto a solução numérica dá respostas somente em pontos ou nós de uma malha
discretizada. Numa malha discretizada os espaçamentos podem ser uniformes ou não. Nesta
dissertação será utilizada uma malha uniforme tanto no tempo quanto no espaço. A figura 2.3
mostra uma malha com espaçamentos constantes ∆x para o espaço e ∆t para o tempo. Os índices
i e j representam, respectivamente, os passos no espaço e no tempo e também o nó para o qual
o novo valor da função f será calculado. Os valores i∆x e j∆t são o espaço total e tempo total
percorridos até os passos i e j.
As equações de diferenças finitas ou aproximações por diferenças finitas são escritas para
cada ponto da malha e nada mais são que equações algébricas. A solução destas equações não
é exata e os erros são devidos à forma de discretização, aos cálculos de arredondamento feitos
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pelo computador e à aproximação numérica de condições auxiliares.
O MDF é baseado em expansões em Série de Taylor. Se f é uma função contínua e suas
derivadas também são contínuas em um intervalo [a,b], então a expansão em Série de Taylor
em torno de um ponto x (x ∈ [a,b]) é da forma














Se f (x) representa o valor da função no ponto (i, j) então f (x+∆x), que representa o valor
da função no ponto (i + 1, j), é representada pela expansão em série de Taylor em torno do
ponto (i, j) como






f ′′′(x)+ ... . (2.75)
Expandindo f (x−∆x), que representa o valor da função em (i−1, j) em torno de (i, j)






f ′′′(x)+ ... (2.76)
e somando as equações 2.75 e 2.76 teremos
f (x+∆x)+ f (x−∆x) = 2 f (x)+(∆x)2 f ′′(x)+O(∆x4). (2.77)
O(∆x4) representa os termos de ordem superiores incluindo os de quarta ordem. Desde que
O(∆x4) seja desprezível pode-se dizer que
f ′′(x)' 1
(∆x)2
[ f (x+∆x)−2 f (x)+ f (x−∆x)] , (2.78)
que aponta para uma acurácia ou um erro de ordem (∆x)2 e é a forma mais comum de discreti-
zação espacial para uma derivada de segunda ordem.
Subtraindo 2.75 e 2.76
f (x+∆x)− f (x−∆x) = 2∆x f ′(x)+ (∆x)
3
6
f ′′′(x)+ ... (2.79)
e desprezando os termos de ordem (∆x)3 obtém-se a equação discretizada para a derivada de
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[ f (x+∆x)− f (x−∆x)] (2.80)
que também tem um erro de ordem (∆x)2.
Na figura 2.4 a declividade AB representa uma diferença central de primeira ordem, dada
pela equação 2.80. A declividade da tangente também pode ser dada pela declividade PB que é
chamada de diferença progressiva, cuja representação matemática é
f ′(x)' 1
(∆x)
[ f (x+∆x)− f (x)] , (2.81)
ou pelo segmento AP, chamado de diferenças atrasadas representado por
f ′(x)' 1
(∆x)
[ f (x)− f (x−∆x)] . (2.82)
Para facilitar o entendimento utilizaremos, para um ponto de malha P(i∆x, j∆t), a seguinte
notação para o valor de f
fP = f (i∆x, j∆t) = fi, j. (2.83)
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fi+1, j−2 fi, j + fi−1, j
]
. (2.84)
Os problemas transientes exigem o cálculo da solução da equação diferencial parcial em
intervalos sucessivos de tempo. A discretização temporal fornece relações entre valores de
f em instantes sucessivos de tempo, por exemplo entre o tempo atual t j e o futuro t j+1, de
forma tal que se possa calcular f j+1 em função de f j. Essas relações podem ser explícitas ou
implícitas.







fi, j+1− fi, j
]
, (2.85)
com um erro da ordem de ∆t.
Existem diversas combinações possíveis entre as derivadas no tempo e no espaço. Entre
essas combinações estão o método de Euler explícito, o método de MacCormack e o método
implícito de Cranck-Nicholson. Na seqüência são apresentadas essas três formas de discretiza-







onde a difusividade α é considerada constante.
2.9.2.1 Método de Euler Explícito
O Método de Euler é a forma mais simples de discretização por diferenças finitas e também
é utilizado para a solução de equações diferenciais ordinárias. O lado esquerdo de 2.86 é dis-
cretizado conforme 2.85 e o lado direito conforme 2.84. Isolando o termo que se deseja obter,
cujo valor é teoricamente desconhecido, obtém-se








Figura 2.5: Pontos de malha utilizados no método de Euler explícito.
Esta equação fornece uma relação entre dois instantes de tempo sucessivos. Observa-se que a
equação 2.87 fornece um conjunto de equações que possui solução direta e pode ser resolvido
facilmente, visto que a incógnita de cada uma das equações algébricas é Tj+1. Esta discretização
tem acurácia de ordem ∆x2 no espaço e de ordem ∆t no tempo. Os pontos de malha utilizados
por este método são mostrados na figura 2.5.
2.9.2.2 Método de MacCormack
O método de MacCormack é um método preditor-corretor que utiliza diferenças progres-
sivas em seu passo preditor (prevê o valor no tempo t j+1) e diferenças atrasadas no seu passo







os passos preditor e corretor são respectivamente
f i, j+1 = fi, j−
ν∆t
∆x
( fi+1, j− fi, j) (2.89)
e
fi, j+1 = fi, j−
ν∆t
2∆x
( f i+1, j+1− f i, j+1 + fi, j− fi−1, j). (2.90)
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As barras sobre os f ′s representam os valores do passo preditor. Neste caso a discretização das
derivadas espaciais utilizando diferenças atrasadas e progressivas tem separadamente acurácia
de ordem ∆x, de forma que o método de MacCormack resulta numa acurácia de segunda or-
dem. Este tipo de método pode ser considerado explícito ou então pseudo-implícito pois a parte
implícita é aproximada de forma iterativa (com apenas uma iteração).
Este método foi utilizado inicialmente para problemas de dinâmica dos fluidos relaciona-
dos a aerodinâmica (KAZEZYILMAZ-ALHAN et al., 2005). Atualmente tem sido bastante
utilizado para resolução de equações de Euler e Navier-Stokes, além de equações de ondas ci-
nemáticas e de difusão de ondas conforme Kazezyilmaz-Alhan et al. (2005) e Hirsch (1988).
Kazezyilmaz-Alhan et al. (2005) utilizaram uma discretização para a derivada espacial de se-
gunda ordem da equação de difusão de onda. Utilizando a discretização adotada por ele para
obter a discretização para a equação do calor, obtém-se respectivamente para o preditor e o
corretor
f i, j+1 = fi, j +
α∆t
∆x
( fi−1, j−2 fi, j + fi+1, j) (2.91)
e
fi, j+1 =





( f i−1, j+1−2 f i, j+1 + f i+1, j+1), (2.92)
ou seja, em ambos os passos são utilizadas diferenças centrais de segunda ordem. Em testes
realizados (apêndice C) verificou-se que para derivadas de segunda ordem o Método de Mac-
Cormack resulta nos mesmos valores que o Método de Euler explícito e os passos preditor e
corretor resultam nos mesmos valores, ou seja, para uma derivada de segunda ordem não há
correção.
2.9.2.3 Método de diferenças finitas implícitas
A discretização implícita envolve aproximações implícitas das derivadas espaciais, que em
geral são discretizadas no tempo j +1 ou como uma média entre os tempos j e j +1 como é o
caso do método implícito de Crank-Nicholson. Quando a discretização das derivadas espaciais
é feita somente em j+1 temos o método chamado de totalmente implícito; neste caso a equação
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Ti−1, j+1−2Ti, j+1 +Ti+1, j+1
]
. (2.93)












Ti+1, j+1 = Ti, j (2.94)





e reescrever a equação 2.94 como
−sTi−1, j+1 +(1+ s)Ti, j+1− sTi+1, j+1 = Ti, j (2.96)
A equação acima representa o método de Euler implícito. Cada equação tem três incógnitas,
Ti−1, j+1, Ti, j+1 e Ti+1, j+1, formando um sistema de equações lineares tridiagonal. Isto significa
que a cada ∆t um sistema de equações de ordem N +1 (número total de ∆x) deve ser resolvido.
O erro de truncamento deste método é o mesmo do método explícito, ou seja, ordem ∆x2 no
espaço e ordem ∆t no tempo.
A vantagem da utilização do método de Cranck-Nicholson é que ele tem um erro de trun-
camento no tempo que é O(∆t2), ou seja, é mais acurado que o método totalmente implícito e
que o método de Euler explícito. O erro de truncamento de ordem O(∆t2) deve-se ao fato de
que o método de Crank-Nicholson é uma média entre os tempos j e j +1, ou seja, calculamos
Ti, j+1/2. Desta forma a discretização da equação da difusão utilizando Cranck-Nicholson é uma







(Ti−1, j+1−2Ti, j+1 +Ti+1, j+1)+(Ti−1, j−2Ti, j +Ti+1, j)
]
. (2.97)
Separando os termos com j e j +1 e utilizando 2.95 ainda pode-se obter
−sTi−1, j+1 +(2+2s)Ti, j+1− sTi+1, j+1 = sTi−1, j +(2−2s)Ti, j + sTi+1, j. (2.98)
34
(a) Método totalmente implícito. (b) Método de Cranck-Nicholson.
Figura 2.6: Pontos de malha utilizados no método ímplicito de diferenças finitas.
Este método é chamado de implícito ou semi-implícito, e assim como o totalmente implí-
cito também forma um sistema de equações tridiagonal cujas equações precisam ser resolvidas
simultaneamente.
A representação matricial para um sistema de equações do tipo 2.98 e o algoritmo para
resolver esse sistema são mostrados no apêndice C.
A figura 2.6 mostra os pontos utilizados nos métodos totalmente implícito e no método de
Cranck-Nicholson respectivamente.
2.9.3 Condições de contorno
Como foi apresentado na subseção 2.9.1 existem diversos tipos de condições de contorno.
A forma da discretização das condições de contorno que envolvem derivadas determina a acu-
rácia do método nos contornos. Em geral são utilizadas diferenças progressivas ou diferenças
centrais. Diferenças progressivas têm acurácia de ordem ∆x para uma derivada de primeira
ordem enquanto diferenças centrais têm acurácia de ordem ∆x2; no entanto uma condição de
contorno discretizada com diferenças centrais necessita de um ponto extra ou fictício que fica
além da fronteira e conseqüentemente de mais uma equação.
Para exemplificar essas formas de discretização de condições de contorno vamos tomar a
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equação da difusão de calor unidimensional (equação 2.86). Discretizando esta equação com
diferenças centrais no espaço e progressivas no tempo obtém-se




Ti−1, j−2Ti, j +Ti+1, j
]
. (2.99)
Supondo que uma das condições de contorno seja
∂T
∂x
(0, t) = F, (2.100)
F é um fluxo de calor. Com diferenças progressivas a discretização desta condição de contorno,








T0, j = T1, j−∆xF0, j, (2.101)
que tem como resultado a temperatura T (x = 0) em qualquer tempo j e em função da tempera-
tura Ti=1.






= F0, j, (2.102)
onde o ponto T−1, j é uma temperatura fictícia inserida num ponto externo da malha. Para
resolver este ponto é necessária outra equação. Esta outra equação pode ser 2.99 escrita para
x = 0 (isto é, para i = 0), de forma tal que o ponto T−1, j possa ser eliminado entre as duas
(SMITH, 1985). Primeiramente vamos isolar T−1, j de 2.102,
T−1, j = T1, j−2∆xF0, j, (2.103)
agora vamos escrever (2.99) para x = 0 ou i = 0,








Figura 2.7: Pontos fictícios no eixo x.
substituindo 2.103 na equação acima obtém-se




T1, j−T0, j−∆xF0, j
]
, (2.105)
que é a equação de diferenças finitas centrais para a condição de contorno 2.100, obviamente
para um problema de difusão de calor.
A figura 2.7 mostra os pontos fictícios−1 e N +1. Para o caso de uma condição de contorno
envolvendo uma derivada no ponto N utiliza-se o mesmo procedimento e neste caso a condição
de contorno envolverá a temperatura fictícia TN+1.
2.9.4 Conservação da energia – Equação da difusão
Soluções numéricas de equações diferenciais raramente são iguais às soluções analíticas.
Diversas discrepâncias podem ser responsáveis por essas diferenças. Para problemas cujas con-
dições de contorno são fluxos de energia é possível verificar se o método numérico está ou não
conservando esta energia que entra no sistema. Vamos supor que um fluxo F entra no sistema
através de sua fronteira e que F é o fluxo médio entre dois intervalos sucessivos de tempo; o
sistema deve sofrer uma variação interna de energia cujo valor deve ser igual ao fluxo médio F .
A variação interna de energia, no caso do lago nada mais é que a taxa de variação de entalpia














devem ser iguais ou muito próximos. Obviamente a proximidade dos valores depende da dis-
cretização utilizada para o espaço e para o tempo.
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No apêndice C são apresentados alguns exemplos de soluções numéricas para a equação da
difusão utilizando o que foi descrito nesta seção, incluindo as discretizações para cada um dos
exemplos.
2.9.5 Consistência, estabilidade e convergência
Quando se aplica um método numérico para resolver uma equação diferencial deseja-se
saber o quanto a solução numérica está próxima da solução real. Para isso existem os conceitos
de consistência, estabilidade e convergência.
Segundo Hirsch (1988), consistência é uma condição sobre a estrutura da formulação nu-
mérica e define uma relação entre a equação diferencial e sua discretização. Para que uma
discretização seja consistente com a equação diferencial é necessário que o erro tenda a zero
quando ∆ t→ 0 e ∆x→ 0; desta forma o erro de truncamento, que também define a acurácia da
solução, tende a zero. Quanto menor os valores de ∆t e ∆x mais próxima da solução real estará
a solução numérica.
A estabilidade é uma condição sobre a solução do esquema numérico e define uma relação
entre a solução calculada e a solução exata das equações discretizadas (HIRSCH, 1988). For-
tuna (2000) diz que um método numérico estável é aquele em que os erros ou perturbações na
solução não são amplificados sem limite, ou seja, a solução não “explode”. Para evitar proble-
mas desse tipo podem ser utilizados critérios de estabilidade, ou seja, condições que garantam
que o método numérico seja estável. Para a equação da difusão de calor, por exemplo, dis-
cretizada utilizando um método de Euler explícito com diferenças centrais de segunda ordem








que garante que o método seja estável. Este mesmo critério é válido para o método de MacCor-
mack, apresentado anteriormente.
Conforme Fortuna (2000), os métodos numéricos podem ser classificados em condicional-
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Figura 2.8: Teorema de Lax. Fonte: Fortuna (2000).
mente estáveis, incondicionalmente estáveis e incondicionalmente instáveis. Métodos condi-
cionalmente estáveis são aqueles que precisam atender a um determinado critério para que a
solução numérica seja estável, em geral isso acontece com métodos explícitos. Métodos im-
plícitos e alguns explícitos muito particulares são incondicionalmente estáveis, ou seja, não há
necessidade de atender um critério de estabilidade para que a solução seja estável. Para casos
em que o método é incondicionalmente instável não existe combinação de ∆x e ∆t que faça com
que a solução seja estável.
A convergência “conecta” a solução numérica com a solução exata da equação diferencial
e é uma condição sobre a solução numérica do esquema. Esta condição diz que as diferenças
entre a solução exata e a solução numérica deveriam se aproximar de zero em qualquer ponto
xi e tempo t j quando ∆x e ∆t tendem a zero.
O Teorema de Lax (HIRSCH, 1988) diz que para um problema de valor inicial bem-posto
e um esquema de discretização consistente a estabilidade é condição necessária e suficiente
para a convergência. Fortuna (2000) resume este teorema na figura 2.8.
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3 Revisão bibliográfica
Existem muitos estudos relacionados tanto ao cálculo de fluxos superficiais como à evolu-
ção térmica em lagos. Neste capítulo procura-se apresentar como alguns destes trabalhos foram
realizados. Em relação aos fluxos superficiais são apresentados, na seção 3.1, comentários so-
bre alguns estudos recentes e relevantes. Quanto ao modelo de evolução térmica em lagos são
apresentadas, na seção 3.2, as formulações mais relevantes para o coeficiente de difusividade
turbulenta juntamente com comentários relacionados a trabalhos sobre a evolução térmica em
lagos.
3.1 Fluxos superficiais de energia
Diversos estudos com o objetivo de quantificar os fluxos superficiais de energia correta-
mente têm sido realizados através de medições ou estimativas a partir de outras variáveis. Estes
estudos estão relacionados principalmente aos fluxos de calor latente LE e sensível H. Um
problema comum é o não fechamento do balanço de energia, ou seja, as parcelas Rl−G−D e
H + LE da equação 2.63, não são iguais. Conforme Dias et al. (2003b), trabalhos que tratam
explicitamente do fechamento do balanço de energia são raros na literatura. Um dos motivos é
a tendência que as equipes experimentais têm de se especializarem em um método específico de
medição, como o MCT ou então o MBE (DIAS et al., 2003b). Na sequência são comentados al-
guns trabalhos relativamente recentes relacionados à obtenção e medição de fluxos superficiais
em lagos.
O problema do fechamento do balanço de energia foi estudado por Twine et al. (2000), que
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colocaram quatro conjuntos de medição iguais, um ao lado do outro, sobre uma área de pasta-
gem, e verificaram subestimativas similares de H + LE em relação a Rl−G. Estas medições
foram realizadas com conjuntos de equipamentos compostos por um radiômetro líquido, um
sensor de fluxo de calor no solo e um sistema de medição de covariâncias turbulentas. Eles
perceberam a existência, quase sistemática, de uma subestimativa de 10-30% na soma H +LE
em relação a Rl−G medidos. Entre as possíveis fontes do não fechamento do balanço de ener-
gia estão a cobertura não homogênea da superfície e as características do solo, dispersão ou
divergência dos fluxos, não-estacionariedade dos fluxos, o não desenvolvimeto de uma camada
superficial turbulenta, a distorção do escoamento, separação dos sensores, topografia e erros dos
próprios instrumentos de medição (TWINE et al., 2000).
Estudos de evaporação em lagos têm sido realizados com a utilização de diversos métodos
para medir e estimar as taxas de evaporação, entre os quais estão o método de transferência de
massa, o método das covariâncias turbulentas, o método de balanço de energia dentre outros
(LENTERS et al., 2005). Os métodos de transferência de massa, de covariâncias turbulentas e
de balanço de energia foram, respectivamente, apresentados na subseção 2.4.1 e seções 2.3 e
2.7 do capítulo 2.
Stannard e Rosenberry (1991) mostram que os fluxos de calor latente e sensível podem
variar consideravelmente através do lago. Eles sugerem ainda que boas estimativas, em lagos
rasos, dependem da acurácia das medições da radiação líquida. Os autores compararam fluxos
medidos pelo MCT com fluxos estimados pelo balanço de energia-razão de Bowen e obtiveram
resultados razoáveis.
Medições realizadas próximas ao Lago Kinneret, no norte de Israel, através do MCT foram
comparadas com estimativas obtidas através do MBE por Assouline e Mahrer (1993). Foram
realizadas medições para um período de 20 dias e um período de 44 dias, no início e no final
do inverno respectivamente. Os resultados mostraram que o vento e a estabilidade atmosférica
sobre a água afetam fortemente a evaporação do lago. Discrepâncias entre as taxas de evapora-
ção medidas e estimadas foram encontradas tanto para períodos diários como horários. Outro
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problema foi que o MBE não respondeu bem às altas velocidades do vento. Mahrer e Assouline
(1993) implementaram um modelo bidimensional de mesoescala para estudar a distribuição es-
pacial de evaporação; eles sugerem que ao considerar uma taxa de evaporação constante para
todo o lago, esta pode ser superestimada.
Reis e Dias (1998) utilizaram o modelo CRLE (Complementary Relationship Lake Evapo-
ration) de Morton (1983) e Morton (1986) apud Reis e Dias (1998) e Kan e Dias (1999) para
calcular a evaporação em um pequeno reservatório localizado em Minas Gerais durante um
período de 30 meses. O CRLE é muito utilizado pelas companhias elétricas do Brasil (REIS;
DIAS, 1998; KAN; DIAS, 1999). Conforme Reis e Dias (1998), o CRLE permite calcular
as médias mensais de evaporação, as taxas de armazenamento de entalpia e a temperatura da
superfície do lago utilizando médias mensais de temperatura do ar, umidade e radiação solar
ou número de horas de brilho do sol. O CRLE estima razoavelmente bem a sazonalidade da
temperatura superficial da água.
Kan e Dias (1999) compararam as estimativas das taxas de evaporação obtidas com o CRLE
e o MBE sobre o reservatório de Foz do Areia no Paraná. Novamente foram encontradas dis-
crepâncias nas estimativas apontando para uma provável superestimativa de evaporação pelo
CRLE.
Heikinheimo et al. (1999) e Venalainen et al. (1999) apresentaram alguns dos resultados
das campanhas NOPEX. Heikinheimo et al. (1999) apresentou os resultados para os fluxos de
momentum e de calor estimados pelas equações de transferência e medidos pelo MCT sobre
dois lagos boreais. Eles observaram que, na média, a atmosfera sobre o lago era instável, mas
que condições estáveis ocorriam diariamente devido a advecção de ar quente vindo de terra.
Além disso eles verificaram que a evaporação está fortemente relacionada com a velocidade
do vento, principalmente em escalas horárias e diárias. Uma comparação entre estimativas
obtidas por equações de transferência de calor e massa sobre um lago com medições através
do MCT sobre uma floresta foram apresentadas por Venalainen et al. (1999). Eles obtiveram
resultados que sugerem que as diferenças entre os fluxos de calor obtidos podem ser suficientes
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para influenciar as condições climatológicas locais em áreas com grandes proporções de lago.
Lagos mais profundos têm maior inércia tanto em relação às temperaturas superficiais quanto
aos fluxos de calor. Eles sugerem ainda que os modelos atmosféricos de previsão de tempo
deveriam ter parametrizações mais precisas para os lagos.
Medições de evaporação através do MCT sobre o conjunto de lagos que formam o Great
Slave no Canadá entre 1997 e 1999 foram apresentadas e analisadas por Blanken et al. (2000),
por Blanken et al. (2003) e por Schertzer et al. (2003). Blanken et al. (2000) verificaram que
as medições realizadas entre 1997 e 1998 (durante um período de El Nino) puderam ser descri-
tas ou comparadas razoavelmente bem com a equação de transferência de massa. Schertzer et
al. (2003) descreveram as condições meteorológicas sobre o lago durante 1998 e 1999, o ciclo
sazonal de temperatura, a estrutura térmica e obtiveram boa correspondência ao estimar o ba-
lanço de energia através das equações de transferência e comparar com a quantidade de energia
armazenada no lago. Blanken et al. (2003) analisaram os pulsos de evaporação que ocorreram
diversas vezes entre 1997 e 1999 e que tiveram duração máxima de 3 dias. Eles concluíram que
esses pulsos de evaporação estão relacionados a episódios de curta duração, pequenas escalas
turbulentas e talvez ligados por um comportamento fractal.
Vallet-Coulomb et al. (2001) fizeram estimativas de evaporação para o Lago Ziway, loca-
lizado na Etiópia. Eles utilizaram séries de dados mensais de cerca de 30 anos e aplicaram os
métodos de balanço de energia, a equação de Penman e o modelo CRLE (Complementary Re-
lationship Lake Evaporation). Diferenças de cerca de 10% foram encontradas nas estimativas
de evaporação mensais.
Dias et al. (2002) utilizaram o Método de Covariâncias Turbulentas Atenuadas para me-
dições contínuas de fluxos de calor latente e sensível no reservatório da Usina Hidrelétrica de
Itaipu. Este método consiste na utilização de um conjunto pequeno de sensores robustos e re-
lativamente baratos que pode ser aplicado em campanhas de longa duração. O nome MCTA
deve-se ao fato de que para as medições de umidade específica do ar utiliza-se um higrômetro
capacitivo comercial de resposta lenta que foi “transformado” em um sensor de resposta rápida
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cujo fluxo de calor latente medido precisa de uma correção em função da temperatura do ar. A
transformação do higrômetro capacitivo comercial em um sensor de resposta rápida realizada
por Dias et al. (2002) consiste, basicamente, em colocá-lo dentro de um abrigo ventilado de
PVC. Uma função empírica para a correção do fluxo de calor latente é apresentada por Dias et
al. (2002) e uma função obtida analiticamente é apresentada por Dias et al. (2006). O conjunto
de dados necessários para o cálculo dos fluxos superficiais consiste em velocidade vertical do
vento, umidade relativa do ar e flutuações de umidade específica e de temperatura do ar.
Um estudo sobre o efeito da variabilidade climática sobre os lagos foi apresentado por Len-
ters et al. (2005). Eles utilizaram a técnica de transferência de massa para estimar a evaporação
do Lago Sparkling, localizado no Wisconsin (EUA). A evaporação de um lago, segundo eles,
é influenciada não somente pelo clima mas também pelas características do próprio lago; entre
estas características estão a profundidade, a área e a turbidez da água. As variações sazonais
de evaporação são conseqüência das variações de radiação líquida; as variações das taxas de
evaporação no verão estão fortemente associadas com a radiação líquida e mostram conexões
relativamente moderadas com as variações de temperatura e umidade (LENTERS et al., 2005).
Neste trabalho os autores obtiveram uma relação empírica, muito parecida com a equação de
transferência de massa, mas que apresenta estimativas mais acuradas de evaporação.
Dias e Duarte (2002), Dias et al. (2003b, 2003, 2004) realizaram estudos de evaporação
e evapotranspiração no reservatório de Furnas em Minas Gerais. Uma estação de medição de
fluxos foi instalada no meio do lago. O método de medição de fluxos utilizado foi o MCTA
de Dias et al. (2002). Resultados razoáveis foram obtidos quando comparados com os fluxos
estimados através das equações de transferência de massa e de calor e são, também, objeto de
estudo deste trabalho.
Estes são apenas alguns dos trabalhos que se referem às estimativas de fluxos superficiais,
principalmente relacionados à evaporação. As principais influências sobre as estimativas de
evaporação estão relacionadas com a estabilidade atmosférica e com a rugosidade superficial.
No capítulo 5 são apresentados fluxos superficiais medidos através do método de covariâncias
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turbulentas atenuadas comparados com as estimativas obtidas através das equações de trans-
ferência ou técnica de transferência de massa; como veremos, é possível obter estimativas de
evaporação compatíveis com as medições, desde que sejam utilizados parâmetros adequados.
3.2 Evolução térmica em um lago
O conhecimento do regime térmico de um lago é essencial para modelagem de qualidade
da água e para conhecer o balanço de energia do lago. A importância da temperatura nos pro-
cessos químicos e biológicos e da estratificação no comportamento limnológico do reservatório
justificam o estudo aprofundado dos fatores que controlam o regime térmico do corpo d’água
(PEREIRA; TASSIN, 1995).
Provavelmente o primeiro a estudar a física dos problemas térmicos de um reservatório de
forma rigorosa foi McEwen (1929) (ORLOB; SELNA, 1970). McEwen (1929) apresenta um
extenso estudo incluindo as formas de distribuição de temperatura e salinidade que também
podem ser utilizadas para outras propriedades físicas e químicas da água. Entre seus objetivos
estavam descobrir como um perfil de temperatura da água é influenciado pelos movimentos
vertical e horizontal da água, quais as taxas de perda de calor pela superfície, as relações entre
evaporação, radiação, temperatura e uma série de relações entre fenômenos físicos e químicos
que podem afetar a temperatura da água. Um longo trabalho matemático e numérico relacio-
nado à estratificação da água de lagos e oceanos envolvendo turbulência, taxa de resfriamento
superficial, taxa de penetração de radiação solar na superfície, distribuição vertical da tempera-
tura e o transporte ou movimento vertical da água foi realizado.
Após McEwen (1929) outros estudos foram realizados ao longo dos anos. A maior parte
dos modelos matemáticos que tentam reproduzir as variações de temperatura da água tem como












onde T = T (z, t) é o perfil de temperatura da água (◦C), cuja dedução matemática é apresentada
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na seção 6.1. Entre os trabalhos que utilizam esta equação estão Hostetler e Bartlein (1990) e
Stefan et al. (1998). O coeficiente de difusividade turbulenta K(z, t) é considerado constante por
alguns autores enquanto outros o consideram como função da profundidade e da temperatura
da água. As formas das condições de contorno, principalmente para a superfície, também têm
sido discutidas. A equação de difusão de calor pode ter ou não um termo F que representa o
aquecimento subsuperficial resultante da absorção da radiação solar que penetra na água.
A idéia inicial desta dissertação surgiu a partir do trabalho de Hostetler e Bartlein (1990). O
modelo de evolução térmica utilizado considera a área transversal em função da profundidade
A(z) e um coeficiente de difusividade turbulenta K(z, t). A equação diferencial unidimensional





















onde o segundo termo do lado direito é o termo F da equação 3.1; Φ é o termo fonte, ρw e cw são
respectivamente a densidade e o calor específico da água. Segundo os autores este modelo pode
ser utilizado sem a necessidade de ajustes de parâmetros específicos, no entanto, como veremos
no capítulo 6, a utilização deste modelo sem ajustes pode resultar em grandes discrepâncias.
Sua implementação é relativamente simples e o conjunto de dados necessários é pequeno. São
necessárias medições de velocidade do vento, temperatura do ar, umidade relativa, radiação
solar incidente e nível d’água do reservatório.
Dake e Harleman (1969) apresentam uma formulação para o termo fonte Φ que inclui o
efeito da absorção interna de radiação. Eles supõem que o perfil de temperatura da água muda
ou se desenvolve com a absorção exponencial de energia solar. Este termo é da forma
Φ = (1−β ) Rsir exp(−η z) , (3.3)
onde Rsir é a radiação solar líquida, β é a porcentagem de Rsir absorvida na superfície e η é
o coeficiente de extinção da luz na água. Muitas vezes o termo fonte é considerado nulo pois
supõe-se que a energia é totalmente absorvida nos primeiros centímetros de água.
46
Para a condição de contorno da superfície Sundaram e Rehm (1973) e Mohseni e Stefan
(1999) utilizam o conceito de temperatura de equilíbrio como função da temperatura do ar. A
forma da condição de contorno, sugerida por Sundaram et al. (1969) e Edinger (1970) apud
Sundaram e Rehm (1973) é
Q =−ρ cp K(z = 0)
∂T
∂ z
(z = 0) = Kt (TE −T0) , (3.4)
onde Q é o fluxo de calor na superfície (positivo para baixo), Kt é um coeficiente de troca de
calor, T0 é a temperatura da superfície do lago e TE é a temperatura de equilíbrio. A temperatura
de equilíbrio é uma temperatura fictícia na qual não haveria transferência de calor entre a água
e a atmosfera. Tanto Kt quanto TE são funções da velocidade do vento, da radiação líquida
incidente, da temperatura do ar e da umidade.
Hostetler e Bartlein (1990) utilizam uma condição de contorno para a superfície semelhante
à da equação 3.4 com o fluxo de calor Q dado pelo balanço de energia na superfície do lago, ou
seja
Q = Rl−H +LE, (3.5)
então,
ρ cp K(z, t)
∂T
∂ z
= Rl− (H +LE). (3.6)
Para o fundo do lago a condição de contorno utilizada por Hostetler e Bartlein (1990) é




isto é, o fluxo de calor para o fundo do lago é nulo. A dedução destas duas condições de
contorno é apresentada na seção 6.1 juntamente com a dedução da equação 3.1. Simulações
realizadas com a equação 3.1 e as condições de contorno 3.6 e 3.7 são apresentadas na seção
6.6.
Dake e Harleman (1969) sugerem que existe um padrão sazonal de temperatura. No início
da primavera o perfil é isotérmico, a superfície começa a absorver energia e um perfil não
isotérmico se forma. No outono a superfície começa a esfriar e perder energia até o perfil se
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tornar isotérmico novamente. Este ciclo de mudança de temperatura é mais ‘acentuado’ em
regiões de clima temperado.
Orlob e Selna (1970) propuseram um modelo baseado na Lei de Fick para a difusão consi-
derando que o coeficiente de difusividade turbulenta varia com a profundidade. Eles propõem
equações já discretizadas para a advecção, difusão e fluxos de calor. Atenção especial foi dada
à mistura convectiva (convective mixing), visto que quando o processo de resfriamento se ini-
cia, durante o outono, as camadas superiores ficam mais frias que as camadas mais profundas,
porém a camada superficial ainda recebe energia por insolação, advecção ou difusão tornando o
sistema e o perfil instáveis. Quando a temperatura da água de uma camada é menor que a tempe-
ratura de uma camada mais profunda, o gradiente de temperatura é negativo. Se isso acontecer
a temperatura deverá ser redistribuída até que o perfil se torne estável. Essa redistribuição de
temperaturas deve ser feita entre as camadas adjacentes àquela ou àquelas que tornam o perfil
instável levando em consideração as áreas transversais de cada uma das camadas ou fatias de
lago e a energia armazenada deve ser, obrigatoriamente, conservada (ORLOB; SELNA, 1970).
Sundaram e Rehm (1971) apresentam uma boa introdução em relação à formação de termo-
clinas. O termo “termoclina” foi proposto por Birge em 1897 para descrever o intenso gradiente
de temperatura que separa uma camada superficial quase homogênea da camada de água mais
profunda em lagos estratificados (SUNDARAM; REHM, 1971). Eles mostram que a formação
de uma termoclina é uma interação não linear entre a turbulência gerada pelo vento e os gradi-
entes de empuxo do corpo d’água. A equação 3.1 com F = 0 e K(z, t) variável foi utilizada.
Henderson-Sellers (1976) considera que a qualidade da água de um reservatório depende
principalmente da profundidade até a qual a luz penetra e da estrutura vertical de temperatura
que não é bem entendida quantitativamente. Em lagos e reservatórios a turbulência é induzida
por um gradiente de velocidade vertical não nulo resultante da tensão de cisalhamento causada
pelo vento que sopra sobre a superfície da água (HENDERSON-SELLERS, 1976).
Hostetler e Bartlein (1990) obtiveram bons resultados para os perfis de temperatura. Isto
foi atribuído ao fato do modelo de difusividade turbulenta simular razoavelmente bem as varia-
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ções de evaporação controladas pelo clima. Os autores sugerem que o modelo de difusividade
turbulenta utilizado pode ser aplicado em diversos lagos sem necessidade de calibração de parâ-
metros. Este modelo foi acoplado a um modelo climático regional por Hostetler et al. (1993). O
objetivo foi realizar simulações climáticas de alta-resolução em áreas próximas a grandes cor-
pos d’água. O acoplamento dos modelos produziu simulações realistas de temperatura do lago,
evaporação e cobertura de gelo, conseqüentemente o sistema acoplado é aplicável a simulações
de clima regional. Hostetler e Giorgi (1995) utilizaram o modelo da equação 3.2, acoplado a
um modelo climático regional, para estudar os efeitos de gases-traço induzidos pelas mudanças
climáticas em dois lagos de Wyoming. Stefan et al. (1998) simularam os efeitos de mudanças
climáticas sobre o ciclo anual de temperaturas da água em lagos localizados em regiões de clima
temperado.
Um modelo termodinâmico de “gelo” e “neve” foi acoplado por Vassiljev et al. (1994) ao
modelo de Hostetler e Bartlein (1990) com o objetivo de simular as variações de evaporação e
temperatura de três lagos da Estônia. Os resultados para temperatura e evaporação foram muito
satisfatórios, no entanto os resultados relacionados ao gelo e a neve foram somente razoáveis
(VASSILJEV et al., 1994).
Pereira e Tassin (1995) utilizaram um modelo unidimensional vertical para estudar o re-
gime térmico do Reservatório de Tucuruí. O modelo utilizado por eles inclui dispersão vertical
e advecção horizontal de temperatura. O modelo simulou bem os períodos de estratificação
e mistura completa da coluna d’água e os perfis de temperatura obtidos apresentam razoável
concordância com os valores medidos. A termoclina é bem posicionada permitindo definir
bem o epilímnio e o hipolímnio. Eles observaram que o modelo é extremamente sensível ao
coeficiente de difusividade turbulenta e ao balanço de energia na interface ar-água. Também
ressaltaram que o modelo fornece valores médios, tanto no tempo quanto no espaço, de tempe-
ratura para todo o volume do lago, enquanto as medições de perfis são instantâneas e em um
ponto específico do lago.
Peeters et al. (2002) utilizaram medições mensais de perfis de temperatura realizadas entre
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1948 e 1997 no Lago Zurich (Suíça) e dados meteorológicos de uma estação próxima para
comparar e simular perfis de temperatura através de um modelo de perfis semelhante ao de
Hostetler e Bartlein (1990). O objetivo deles é utilizar este modelo para prever os efeitos de
possíveis mudanças climáticas que venham a acontecer.
Diversas suposições já foram feitas e parametrizações foram testadas ou utilizadas na tenta-
tiva de se obter uma formulação adequada para a difusividade turbulenta, entre as quais pode-se
citar Sundaram e Rehm (1971, 1973), Henderson-Sellers (1976, 1984, 1985), Bedford e Baba-
jimopoulos (1977), McCormick e Scavia (1981) e Babajimopoulos e Papadopoulos (1986).
Na seqüência são apresentados alguns dos trabalhos que apresentam parametrizações para
o coeficiente de difusividade turbulenta.
Sundaram e Rehm (1971) escrevem o coeficiente de difusividade turbulenta como
K = K0 f (Ri), (3.8)
onde K0 é o coeficiente de difusividade turbulenta para condições neutras e f (Ri) é um parâ-
metro de estabilidade dado pelo número de Richardson Ri; se este parâmetro for diferente de 1





onde αv é o coeficiente de expansão volumétrica da água. O número de Richardson é positivo
para estratificação estável e negativo para estratificação instável. O denominador da fração do
lado direito representa a taxa de produção de turbulência pelo tensor de Reynolds enquanto o
numerador representa a taxa de produção ou supressão de turbulência por empuxo (SUNDA-









τs/ρ é a velocidade de fricção, τs é a tensão superficial induzida pelo vento e z é
a profundidade a partir da superfície. Duas formas para a função f foram sugeridas, de forma
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tal que a equação 3.8 pode ser escrita como
K = K0 (1+a1Ri)
−1 e K = K0 (1−a2Ri) , (3.11)
onde a1 e a2 são constantes empíricas. Essas duas funções foram respectivamente propostas por
Montgomery e Holzman apud Sundaram e Rehm (1971), tendo como resultados valores muito
parecidos. Se fizermos uma expansão em Série de Taylor de ordem um em torno de Ri = 0
verificaremos que, para a1 = a2 = a, as duas equações são aproximadamente iguais, ou seja,
K(Ri) = K0 (1+aRi)
−1 ≈ K0 (1−aRi) . (3.12)
Logicamente os coeficientes de difusividade turbulenta, para a’s iguais serão muito próximos.
A variação de αv com a temperatura não foi incluída. O coeficiente K0 pode ser escrito de
diversas formas e não foi apresentado neste trabalho. Sundaram e Rehm (1973) utilizam o
mesmo modelo que Sundaram e Rehm (1971), com exceção da velocidade de fricção. No
trabalho mais recente eles utilizam uma equação senoidal. Sundaram e Rehm (1973) escrevem
K0 como
K0 = Θu∗, (3.13)
onde Θ é uma constante apropriada e a velocidade de fricção u∗ foi considerada como uma
função senoidal (SUNDARAM; REHM, 1973).
Testes com várias parametrizações para o coeficiente de difusividade turbulenta na for-
mação de termoclinas foram realizados por Henderson-Sellers (1976). Uma das formas de
especificar o coeficiente de difusividade turbulenta é através do número de Prandtl. Para isso





onde KH é o coeficiente de difusão térmica, ambos com unidades m2 s−1. Henderson-Sellers
(1976) testou cinco expressões diferentes para o coeficiente K0 juntamente com as equações
3.2 e 3.8. Algumas destas expressões precisam de perfis de velocidade da água. Os autores
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sugerem que estes perfis podem ser uma função exponencial, senoidal ou ainda uma parábola.








onde o número de Prandtl Pr é considerado igual a 1 (neutro). A comparação dos resultados
obtidos com os observados são razoáveis (HENDERSON-SELLERS, 1976).
Bedford e Babajimopoulos (1977) testaram alguns modelos de difusividade turbulenta e
verificaram que existe uma forte influência da utilização ou não da área variável com a pro-
fundidade, ou seja, de A(z). A utilização de área constante afeta seriamente a magnitude da
difusividade turbulenta. Os valores de difusividade turbulenta podem ser altamente variáveis
na direção vertical e além disso esta não é uma propriedade termodinâmica de um fluido, o que
significa que ela é diferente em cada lago ou reservatório (BEDFORD; BABAJIMOPOULOS,
1977).
A parametrização do coeficiente de difusão turbulenta é realizada em função de um parâ-
metro de estabilidade como o número de Richardson por exemplo. McCormick e Scavia (1981)
apresentam uma simplificação para o cálculo de K(z, t) em função do número de Richardson.
Para K0 foi utilizada a equação 3.13 de Sundaram e Rehm (1973). O número de Richardson
utilizado é o da equação 3.10 (de Sundaram e Rehm (1971)). A forma final obtida para o





onde β é uma constante. Esta parametrização resultou em simulações razoáveis para os la-
gos em que foi testada (Lagos Ontário e Washington). Existe necessidade de estabelecer uma
forma para β para que a parametrização possa ser utilizada para outros lagos (MCCORMICK;
SCAVIA, 1981).
Henderson-Sellers (1984) apresentou uma nova formulação para K0 juntamente com uma
parametrização para o número de Richardson independente da velocidade da superfície da água











onde ρ é a densidade do ar, ρw é a densidade da água, CD é o coeficiente de arrasto, g(u) é a
fração de energia do vento não dissipada pelas ondas e k∗ = 6u−1.84. A parametrização obtida







Duas funções f (Ri) (para a equação 3.8) foram utilizadas,
f (Ri) = (1+37Ri2)−1 e f (Ri) = (1+Ri)−2. (3.19)
A segunda forma foi utilizada para altos números de Richardson enquanto a primeira foi consi-
derada uma forma ótima por Henderson-Sellers (1982) apud Henderson-Sellers (1984). O autor
concluiu que o modelo pode ser utilizado em simulações de lagos localizados em diferentes re-
giões climáticas sem a necessidade de recalibração e que as formulações de K e Ri deixam clara
a necessidade do cálculo de um gradiente vertical de velocidade (HENDERSON-SELLERS,
1984).
Os modelos de evolução térmica baseados em conceitos de difusão turbulenta não en-
contram aplicações extensivas pois falta uma representação adequada para o coeficiente K0
(HENDERSON-SELLERS, 1985). Henderson-Sellers (1985) apresentou uma nova formulação
analítica com base em algumas evidências empíricas. Esta formulação é utilizada por Hostetler
e Bartlein (1990). Para o coeficiente de difusividade turbulenta foi utilizada a equação 3.15 com













k∗ é um parâmetro relacionado ao perfil de Ekman e u∗ é a velocidade de fricção. A função












N2 é a frequência de Brunt-Vaisala. No apêndice B são descritos cada um dos termos das
equações 3.21 e 3.22.
Outra parametrização para o coeficiente de difusão turbulenta K(z, t), muito parecida com
a utilizada por McCormick e Scavia (1981), foi utilizada por Babajimopoulos e Papadopoulos
(1986). O número de Richardson foi escrito como





que é igual à equação (3.10) a menos de κ2. Uma relação para o coeficiente de expansão
volumétrica também é apresentada. A função f (Ri) é da forma
f (Ri) = (1+ γ Ri)λ , (3.24)
onde γ e λ são valores constantes. O coeficiente K0 (da equação 3.13) e f (Ri) (de 3.24) de-
pendem de constantes que podem ser “escolhidas” ou calibradas de forma tal que os resultados
das simulações de perfis de temperatura sejam satisfatórias. Babajimopoulos e Papadopoulos
(1986) verificaram que o bom desempenho da parametrização de K depende da determinação
das constantes Θ (equação 3.13) e de γ e λ (equação 3.24). Eles mostram que altos valores
de Θ resultam em temperaturas mais baixas nas camadas superficiais, γ afeta as camadas mais
profundas (se esse valor for aumentado essas temperaturas diminuem) e λ afeta o perfil de tem-
peratura de forma oposta a Θ. No apêndice B são apresentados os detalhes para o cálculo de
3.23 e 3.24; ambas as formulações são utilizadas nas simulações de evolução térmica (seções
6.2,6.3 e 6.6).
Os estudos citados aqui foram realizados, em sua maioria, em lagos do hemisfério norte,
conseqüentemente os ajustes, calibrações e eventuais parametrizações baseadas em argumentos
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empíricos foram feitos para lagos de clima temperado e que congelam durante o inverno. O
método de solução da equação diferencial utilizado é o método de diferenças finitas em suas
variações explícita (por exemplo Hostetler e Bartlein (1990)) e implícita (utilizado por Stefan et
al. (1998)). Em geral o passo de tempo é de um dia e a espessura das camadas varia entre 0.5m
e 5m dependendo do lago estudado. Um modelo de evolução térmica em lagos é apresentado
no capítulo 6 deste trabalho.
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4 Região de estudo e dados utilizados
Os estudos realizados neste trabalho foram feitos com base em dados do Reservatório de
Furnas. São apresentados neste capítulo uma descrição geral do reservatório, a descrição da
estação micrometeorológica de Guapé e o tratamento e preenchimento de falhas das séries de
dados de temperatura do ar, velocidade do vento, radiação solar incidente, umidade relativa e
temperatura da superfície da água.
4.1 O Reservatório de Furnas
O Reservatório de Furnas está localizado na Bacia de Furnas ou Bacia do Rio Grande, a
qual está, aproximadamente, entre as latitudes 20o30’ e 22o00’ sul e longitude 45o00’ e 47o00’
oeste. A usina hidrelétrica está localizada entre os municípios de São José da Barra e São João
Batista da Glória em Minas Gerais. A área do reservatório está, em sua maior parte, localizada
no sul do estado de Minas Gerais, fazendo divisa com os estados de São Paulo e Rio de Janeiro.
A altitude a jusante da represa é de cerca de 670 m. A profundidade máxima do reservatório é
de 90 m e a profundidade média é de 13 m. A área inundada é de aproximadamente 1440 km2.
O reservatório é formado pelos Rios Grande e Sapucaí e seus respectivos afluentes. Cada um
dos dois rios principais tem cerca de 250 km de extensão. A figura 4.1 mostra a localização
espacial da Bacia Hidrográfica de Furnas. A localização espacial das estações de medições de
dados assim como os pontos de medição de perfis de temperatura são apresentados na figura
4.9.
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Figura 4.1: Bacia hidrográfica de Furnas. Fonte:Kan (2005).
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4.2 Dados utilizados
Dois conjuntos de dados são utilizados neste trabalho, o primeiro para o cálculo dos fluxos
superficiais através de equações de transferência e o segundo para o modelo de evolução térmica
do lago. Ambos os conjuntos incluem os dados de velocidade do vento, temperatura da água
e do ar, umidade do ar (relativa e específica) e níveis d’água. O primeiro conjunto também
engloba a matriz de covariâncias turbulentas entre as componentes de velocidade do vento e
a temperatura do ar e umidade específica, que são justamente os fluxos medidos através do
MCT. O segundo conjunto de dados engloba também as radiações solares incidente e refletida,
a radiação líquida, a curva cota-área e os perfis de temperatura.
Os dados de velocidade do vento, temperatura do ar, radiação solar incidente e umidade
relativa utilizados neste trabalho são, em sua maioria, provenientes da Estação Experimental
Micrometeorológica de Guapé (que, devido a sua importância para este trabalho, será descrita
na próxima seção). Para as equações de transferência foram utilizadas somente as medições
‘boas’ da estação Guapé conforme será descrito no capítulo 5. Para o modelo de evolução
térmica foi necessário preencher as falhas de medição ocorridas na estação Guapé. Para o
preenchimento destas eventuais falhas foram utilizados dados de uma estação meteorológica
automática da CEMIG(Companhia Energética de Minas Gerais), instalada no município de
Carmo do Rio Claro no sul de Minas Gerais. A Estação Carmo da CEMIG fica a uma latitude
aproximada de 20o59’12” sul, longitude de 46o07’20” Oeste e altitude aproximada de 915 m,
distante cerca de 35 km da estação Guapé.
A curva cota-área do lago de Furnas, os dados de nível d’água e perfis de temperatura foram
fornecidos por FURNAS CENTRAIS ELÉTRICAS S.A. (2005 e 2006). A figura 4.2 mostra a
curva cota-área do Lago de Furnas cuja função é:
A(Z) = 560132Z2−7,9982×108 Z +2,85323×1011 m2 (4.1)
onde Z é a cota do nível d’água.
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Figura 4.2: Curva cota-área do Lago de Furnas (FURNAS CENTRAIS ELÉTRICAS S.A., 2005
e 2006).
Os dados de nível d’água medidos no Reservatório de Furnas entre 01 de janeiro de 1997 e
31 de dezembro de 2004 são mostrados na figura 4.3. Podemos ver que o nível do reservatório
diminuiu muito até chegar na grande crise energética que ocorreu entre 2001 e 2002. A barra
vertical preta representa o início de operação da estação micrometeorológica Guapé no dia 13
de junho de 2003.
Os perfis de temperatura são medidos em cinco pontos diferentes no Lago de Furnas. Es-
ses pontos são Barranco Alto, Fama, Guapé, Porto Fernandes e Turvo. A tabela 4.1 mostra
as latitudes e longitudes aproximadas de cada um dos pontos de medição de perfis de tempe-
ratura. As figuras 4.4 a 4.8 mostram alguns perfis medidos nestes pontos em cinco períodos
diferentes. É importante salientar que estes perfis foram medidos apenas em dias próximos,
provavelmente em diferentes horários e talvez não exatamente no mesmo ponto. Além disso
podem ocorrer erros relativos à precisão e calibração dos sensores utilizados nas medições dos
perfis de temperatura. Para comparação com os perfis simulados foram escolhidos os pontos
Guapé e Turvo, pois são os de maior profundidade e além disso ficam mais próximos do ponto
onde está instalada a Estação Guapé.
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Figura 4.3: Nível d’água do Reservatório de Furnas (FURNAS CENTRAIS ELÉTRICAS S.A.,
2005 e 2006). A barra vertical representa o início de operação da estação micrometeorológica
Guapé (em 13/06/2003).
Ponto de medição Latitude Longitude
Fama 21o24’30”S 45o51’30”O
Barranco Alto 21o11’20”S 45o59’40”O
Guapé 20o46’20”S 45o54’30”O
Porto Fernandes 20o52’30”S 45o37’50”O
Turvo 20o44’20”S 46o07’30”O
Tabela 4.1: Latitudes e longitudes aproximadas dos pontos de medição dos perfis de tempera-
tura.
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Figura 4.4: Perfis de temperatura medidos no Lago de Furnas em agosto de 2003.
Figura 4.5: Perfis de temperatura medidos no Lago de Furnas em novembro de 2003.
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Figura 4.6: Perfis de temperatura medidos no Lago de Furnas em junho de 2004.
Figura 4.7: Perfis de temperatura medidos no Lago de Furnas em setembro de 2004.
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Figura 4.8: Perfis de temperatura medidos no Lago de Furnas em dezembro de 2004.
Os pontos de medição dos perfis de temperatura estão representados na figura 4.9 junta-
mente com as localizações da estação micrometeorológica Guapé e da estação meteorológica
Carmo.
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Figura 4.9: Localização espacial dos pontos de medição de perfis de temperatura da água
(Turvo, Guapé, Fama, Barranco Alto e Porto Fernandes), da estação micrometeorológica Guapé
(E.M.Guapé) e da estação Carmo.
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(a) Norte e Leste. (b) Oeste.
(c) Leste. (d) Sul.
Figura 4.10: Vistas a partir da torre da Estação Guapé (junho de 2003).
4.2.1 Estação Guapé
A maior parte dos dados utilizados no desenvolvimento deste trabalho são provenientes de
medições realizadas na estação micrometeorológica de Guapé (instalada e operada pelo Lemma
– UFPR/SIMEPAR/IAPAR) localizada no município de Guapé no sul de Minas Gerais. Esta
estação está instalada dentro do Lago de Furnas a uma latitude aproximada de 20o44’ sul, longi-
tude de 45o58’ Oeste e altitude aproximada de 771,8m (altitude dos instrumentos de medição).
A figura 4.10 mostra as vistas ao norte, sul, leste e oeste da estação, sendo que os equipamentos
de medição estão alinhados com o norte. Como sabemos a estação fica dentro do reservatório
num local em que o escoamento pode se desenvolver livremente. As distâncias aproximadas da
estação até os pontos de terra mais próximos são apresentados na tabela 4.2.







Tabela 4.2: Distâncias aproximadas da estação micrometeorológica Guapé até os pontos de
terra mais próximos.
zembro de 2004. Durante este período a configuração de equipamentos da estação passou por
algumas modificações, ou seja, alguns equipamentos foram adicionados e outros mudaram de
posição conforme descrito na sequência.
A sonda capacitiva CS500, mostrada na figura 4.11(a) possui um sensor capacitivo que
mede a umidade relativa do ar e um sensor de temperatura do ar. Esta sonda é colocado dentro
de um abrigo ventilado de PVC para que fique protegido das intempéries e animais. Este abrigo
de PVC foi desenvolvido no Lemma. A figura 4.11(b) também mostra o anemômetro sônico
Young 81000 (que mede duas componentes horizontais e uma componente vertical da veloci-
dade do vento a a temperatura virtual) ao lado de um termopar e do abrigo de PVC da sonda
capacitiva.
A temperatura do ar é medida por um termopar de fio fino. Inicialmente o termopar foi ins-
talado bem próximo ao anemômetro sônico, porém como é extremamente sensível e as quebras
eram muito freqüentes, primeiro optou-se por instalar mais um termopar, desta vez na entrada
do abrigo de PVC da sonda capacitiva CS500 de forma tal que as medições de umidade não
fossem prejudicadas. Posteriormente, como as temperaturas que estavam sendo medidas pelos
dois termopares eram praticamente iguais (diferenças de cerca de 0,01◦C), foi decidido que
apenas o termopar instalado na entrada do abrigo de PVC continuaria instalado na estação. A
figura 4.12 mostra detalhes de termopares utilizados na estação micrometeorológica.
Na figura 4.13 são mostrados detalhes do conjunto formado pelo anemômetro sônico, ter-
mopar e sonda capacitiva instalada dentro do abrigo de PVC.
A medição de precipitação é feita através de um pluviômetro comum.
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(a) Sonda capacitiva (CS500). (b) Sonda capacitiva CS500, anemômetro Young
81000 e termopar.
Figura 4.11: Detalhes do anemômetro sônico e da sonda capacitiva.
Figura 4.12: Equipamento de medição da temperatura do ar - termopar.
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Figura 4.13: Sonda capacitiva CS500, anemômetro sônico Young 81000 e termopar instalados
na torre.
Figura 4.14: Sistema de medição da temperatura da superfície da água.
A radiação líquida é medida por um radiômetro líquido. As radiações solares incidente e
refletida são medidas por dois piranômetros (um para radiação incidente e outro para a radiação
refletida). A temperatura da superície da água é medida por um termômetro acoplado a uma
bóia e submerso a aproximadamente 3 cm de profundidade conforme mostra a figura 4.14.
Como esta é uma estação micrometeorológica e seu principal objetivo é a medição de flu-
xos através do Método de Covariâncias Turbulentas, a frequência de medição de velocidade do
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Sensor Fabricante Modelo Variáveis
Anemômetro sônico Young 81000 temperatura virtual e velocidade do vento
Sonda capacitiva Campbell Sci. CS500 umidade do ar e temperatura do ar
Termopar Campbell Sci. FW3 temperatura do ar
Piranômetro Kipp & Zonnen Sp-Lite radiação solar incidente e refletida
Radiômetro líquido Kipp & Zonnen Nr-Lite radiação líquida
Termistor (bóia) Campbell Sci. 108 temperatura da superfície da água
Pluviômetro Met. Res. Inc. 302 precipitação
Datalogger Campbell Sci. CR23-X processa e armazena os dados
Tabela 4.3: Sensores, fabricantes, modelos e variáveis medidas.
vento, temperatura e umidade do ar é de 10 Hz, ou seja, as medições são realizadas 10 vezes por
segundo. O datalogger recebe essas medições, calcula variâncias e desvios-padrão de cada va-
riável além das covariâncias entre as variáveis medidas e também armazena as médias para cada
meia hora. As radiações líquida e solares incidente e refletida, a precipitação e a temperatura
da superfície da água são medidas com uma frequência de 0,1 Hz e também são armazenadas
médias de 30 minutos. Cada conjunto de dados armazenado para cada meia-hora é chamado de
run, portanto são utilizados runs com valores médios de 30 minutos.
A tabela 4.3 mostra os sensores utilizados na estação Guapé, respectivos fabricantes, mo-
delos e variáveis medidas.
4.3 Tratamento dos dados
Conforme foi citado anteriormente, são medidas três componentes de velocidade do vento
sendo duas horizontais e uma vertical, no entanto, o anemômetro sônico pode não estar com
seu eixo z totalmente alinhado. Para resolver este problema deve ser feita uma rotação de
coordenadas (seção 4.3.1). Durante a rotação de coordenadas a velocidade média e a direção
do vento também são calculadas. Com as direções do vento é possível obter a rosa dos ventos
que é mostrada na seção 4.3.2. Para o modelo de estratificação térmica são necessárias séries
de temperatura do ar, umidade relativa, velocidade média do vento e radiação solar incidente
completas e sem falhas; na seção 4.3.3 são apresentados os dados medidos e a respectiva forma
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de preenchimento.
4.3.1 Rotação de coordenadas
Um anemômetro sônico realiza suas medições em um sistema de coordenadas x0,y0,z0 fixo,
onde o índice “0” indica o sistema original de coordenadas. A instalação de um anemômetro
sônico é realizada de forma tal que seu eixo x0 fique alinhado com a direção norte-sul ou com
a direção Leste-Oeste enquanto z0 é alinhado com a direção vertical do local através de um
fio de prumo. O principal objetivo de uma rotação de coordenadas é que o novo eixo x esteja
alinhado com a direção do vento médio, ou seja, alinhado à superfície e que o novo eixo z
esteja alinhado com direção normal à superfície. O processo de rotação de eixos é praticamente
desnecessário sobre superfícies horizontais ou quase horizontais, como é o caso da superfície
da água do lago de Furnas, mas é extremamente importante quando se medem fluxos sobre
superfícies inclinadas (DIAS et al., 2004).
O sistema de referência do anemômetro sônico Young 81000 é mostrado na figura 4.15.
Esta figura também mostra a relação que existe entre o arco-cosseno diretor do vetor velocidade
do vento horizontal (αx), e o azimute da velocidade do vento (αN) (DIAS et al., 2004).
O arco cosseno-diretor é dado por
αx = arctan2(v0,u0), (4.2)
onde a função “arctg2” retorna um valor entre −π e π , sendo que o valor 0π indica um vento
que vem da direção Leste, π/2 indica um vento que vem do Norte, −π/2 indica que o vento
vem de Sul e −π ou π indica que o vento vem de Oeste. O azimute (ângulo que o vento faz
com o Norte) é dado por
αN = (π/2−αx) mod 2π, (4.3)
com αN entre 0 e 2π .
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Figura 4.15: Posições relativas dos eixos coordenados e das direções cardeais no anemômetro
Young 81000. O triedro x0,y0,z0 é positivamente orientado, com z0 apontando para cima (DIAS
et al., 2004).








































é determinado a partir das medições nos eixos originais do anemômetro e deve ser rotacionado
através de
τ = CT τ0C, (4.5)





























que assim como αx está no intervalo (−π,π).




u02 + v02 +w02, (4.9)
v = 0, (4.10)




′ devem ser rotacionadas através de
w′θ ′ =−u′0θ ′cosαxsenαz− v′0θ ′senαxsenαz +w′0θ ′cosαz, (4.12)
w′q′a =−u′0q′acosαxsenαz− v′0q′asenαxsenαz +w′0q′acosαz (4.13)
e θ pode ser a temperatura do ar, a temperatura medida pela sonda capacitiva ou a temperatura
virtual. As covariâncias w′q′a e w′θ ′ fornecem respectivamente os fluxos de calor latente e calor
sensível como foi mostrado na seção 2.3.
Com o tensor de Reynolds e as covariâncias w′q′a e w′θ ′ rotacionados e com a velocidade
média do vento u calculada, estes dados já podem ser utilizados para outros cálculos.
4.3.2 Rosa dos ventos
Em relação aos dados a primeira observação a ser feita será em relação às direções do
vento. O posicionamento da estação meteorológica, em relação aos pontos cardeais, é mostrado
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Figura 4.16: Posição da torre instalada dentro do Lago de Furnas e ângulos (αx) de velocidade
do vento.
na figura 4.16 juntamente com os ângulos em relação ao Leste ou ao eixo x. As setas estão
apontando na direção para a qual o vento está soprando, ou seja, se o ângulo entre as compo-
nentes u e v rotacionadas da velocidade do vento é -90◦ significa que o vento está vindo do Sul.
Estes ângulos são utilizados na obtenção da rosa dos ventos.
A tabela 4.4 mostra as direções do vento e respectiva freqüência com que ocorrem, obvi-
amente após a rotação de coordenadas. Esses valores estão plotados na figura 4.17 onde as
linhas pretas mostram as freqüências de ocorrência da direção de vento médio. Observa-se que
o vento predominante vem de Leste. Isto deve-se à topografia da região onde está instalada a
estação meteorológica; a maior extensão de água do lago fica exatamente ao Leste da estação
micrometeorológica e conseqüentemente ocorre a canalização dos ventos vindos desta direção.
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Tabela 4.4: Porcentagem de cada uma das direções do vento.




θa [◦C] −3,284640 4,702547
y [%] 11,674142 16,115922
u [ms−1] −1,293698 2,533343
Rsi [Wm−2] 7,044644 151,386159
Tabela 4.5: VIÉS e REMQ entre os dados médios horários das estações Carmo e Guapé antes
do preenchimento.
4.3.3 Preenchimento de falhas
Para o modelo de evolução térmica são necessárias séries de dados completas. Por isso se
faz necessário o preenchimento de falhas dos dados. Os dados necessários são temperatura do
ar, velocidade do vento, umidade relativa, radiação solar incidente, nível d’água e respectivas
datas e horários de medição. Os dados de temperatura superficial da água não serão utilizados
em cálculos de outras variáveis por isso, optou-se por não preencher esta série.
Como foi citado anteriormente, na estação Guapé são armazenadas as médias de meia hora
de cada uma das variáveis medidas. Os dados da estação do Carmo são médias horárias. Para
facilitar o preenchimento de dados, primeiramente foram calculadas as médias horárias para as
variáveis da estação Guapé. O passo seguinte foi preencher os arquivos de dados de modo que
não exista nenhuma falha nas datas e horas destes. Após o preenchimento das horas e datas foi
feita uma regressão linear entre as variáveis medidas nas duas estações. A tabela 4.5 mostra
o viés e a raiz do erro médio quadrático para cada uma das variáveis. Na tabela 4.5 as variá-
veis θa (temperatura do ar), y (umidade relativa do ar), u (velocidade do vento) e Rsi (radiação
solar incidente) referem-se aos valores médios horários. Além das diferenças naturais e geo-
gráficas entre as duas estações, fatores como nebulosidade e calibração dos sensores também
influenciam estas diferenças.
Os ajustes ou regressões lineares entre as médias horárias das variáveis e os respectivos
preenchimentos de falhas são mostrados na seqüência.
Para a temperatura do ar θa a comparação entre os dados medidos nas duas estações e
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Figura 4.18: Comparação entre as temperaturas do ar das estações Carmo θac e Guapé θag e
respectiva função de ajuste f (θac).
respectivo ajuste são mostrados na figura 4.18. As temperaturas do ar sobre o lago são, em
geral, maiores que as temperaturas na estação Carmo; a estação Carmo está localizada em uma
altitude um pouco maior que a estação Guapé, além disso a estação Guapé fica dentro de um
lago enquanto Carmo é uma estação de terra. A função de ajuste f (θac) obtida foi
f (θac) = θag = 12,351+0,502992θac, (4.14)
onde as temperaturas estão em oC. Esta função foi utilizada para preencher as falhas dos dados
horários da θag. A figura 4.19 mostra a série de temperaturas do ar horárias que será utilizada
no modelo de estratificação térmica (capítulo 6).
A comparação entre as umidades relativas y é mostrada na figura 4.20. Nesta figura po-
demos perceber que, de forma geral, as umidades sobre o lago são menores que na estação de
terra. Para a umidade relativa a função de ajuste é
f (yc) = yg = 11,5423+0,718365yc, (4.15)
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Figura 4.19: Série de temperaturas médias horárias do ar preenchida.
Figura 4.20: Comparação entre as umidades relativas do ar das estações Carmo yc e Guapé yg e
respectiva função de ajuste f (yc).
77
Figura 4.21: Série de médias horárias de umidades relativas do ar preenchida.
onde y é dado em percentual. Os dados horários de umidade relativa do ar, já preenchidos,
são mostrados na figura 4.21. Sabe-se que a utilização de umidades relativas não é totalmente
satisfatória, no entanto estes eram os dados que dispunhamos para fazer o preenchimento de
falhas.
Para a radiação solar incidente Rsi a comparação entre os dados é mostrada na figura 4.22.
Na estação Guapé a radiação solar incidente começou a ser medida somente em meados de
novembro de 2004, o que significa que os dados de Rsi entre junho de 2003 e novembro de 2004
foram estimados. Estas estimativas foram obtidas através do ajuste entre as medições realizadas
nas duas estações entre 11 de novembro e 26 de dezembro de 2004. A função de ajuste obtida
e apresentada na figura 4.22 é
f (Rsic) = Rsig = 0,8845Rsic; (4.16)
a série preenchida de Rsi é mostrada na figura 4.23. Na função de ajuste da radiação solar
incidente não foram levados em consideração aspectos como diferentes temperaturas do ar e
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Figura 4.22: Comparação entre as radiações solares incidentes medidas nas estações Carmo Rsic
e Guapé Rsig e respectiva função de ajuste f (Rsic).
Figura 4.23: Série de radiação solar incidente preenchida (médias horárias).
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Figura 4.24: Comparação entre as médias horárias de velocidade do vento medidas nas estações
Carmo uc e Guapé ug e respectiva função de ajuste f (uc).
nebulosidade que estão correlacionadas com a variável em questão. Percebemos, pela função
de ajuste, que a radiação solar incidente medida em Guapé é um pouco menor que a radiação
solar incidente medida na estação Carmo. Devemos salientar que mesmo calibrados os sensores
de radiação solar apresentam erros de medição da ordem de 10%; estes erros estão diretamente
relacionados com a nebulosidade e posição dos sensores. No entanto o preenchimento das
falhas de radiação solar incidente podem ser considerados razoáveis.
As médias horárias de velocidade do vento u são mostradas na figura 4.24. Observando a
figura 4.24 podemos perceber uma possível calmaria na estação Carmo ou então problemas de
medição de velocidades do vento muito baixas.
A função de ajuste obtida para esta variável é
f (uc) = ug = 1,1192uc. (4.17)
Preenchendo as falhas de velocidade do vento obtém-se a série de dados mostrada na figura
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Figura 4.25: Série de médias horárias de velocidade do vento com as falhas preenchidas.
4.25.
As falhas de medição da temperatura da superfície da água T0 não foram preenchidas visto
que serão utilizadas somente para a comparação com as temperaturas superficiais que serão
simuladas pelo modelo de evolução térmica (capítulo 6). Esta série é apresentada na figura
4.26.
As séries de dados preenchidas serão utilizadas no desenvolvimento do modelo de evolução
térmica apresentado no capítulo 6. De forma geral o preenchimento de falhas foi satisfatório,
visto que as duas estações estão distantes cerca de 35km uma da outra; existe uma diferença
de altitude relativamente grande: a estação micrometeorológica Guapé fica a uma altitude de
771,8m enquanto a estação Carmo fica a 915m. O fator de maior influência neste preenchi-
mento pode ser o fato de que a estação Guapé está instalada dentro de um lago e a estação
Carmo está instalada sobre o solo; os valores de umidade relativa e de velocidade do vento so-
bre uma grande superfície de água, em geral, são maiores do que sobre uma superfície de terra.
Um dos motivos pelo qual a velocidade do vento sobre o lago é maior é o fato de que a super-
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Figura 4.26: Temperaturas da superfície da água T0 medidas na estação Guapé.
fície do lago é homogênea e sem obstáculos permitindo que o escoamento se desenvolva. Isto
pode ser confirmado na figura 4.10. Além disso temos, no caso da radiação solar incidente, a in-
fluência da nebulosidade. Outros fatores importantes são a calibração e a precisão dos sensores.
Para este trabalho consideramos que o preenchimento simplificado das falhas é suficiente.
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5 Fluxos de energia na superfície do
lago
Neste capítulo são apresentadas as comparações entre os fluxos superficiais medidos através
do MCTA e estimados através das equações de transferência de massa, de calor e momentum.
Trabalhos semelhantes foram apresentados por Blanken et al. (2000) e Assouline e Mahrer
(1993). Blanken et al. (2000) utilizaram dois períodos de medições: o primeiro de um mês
e meio e outro de três meses; Assouline e Mahrer (1993) utilizaram períodos de 20 e de 44
dias. Nesta dissertação estamos utilizando 18 meses e meio de dados medidos continuamente
na estação Guapé através do Método de Covariâncias Turbulentas.
Os fluxos medidos através do MCT são obtidos através de (seção 2.3)
τ =−ρ w′u′, (5.1)
H = ρ cp w′θ ′a, (5.2)
LE = Lρ w′q′a; (5.3)
as equações de transferência para os fluxos τ , H e LE (seção 2.4.1) são, respectivamente,
τ = ρ Cτu2, (5.4)
H = ρ cpCHu(T0 − θa), (5.5)
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LE = Lρ CEu(q0 − qa). (5.6)
Os coeficientes de transferência Cτ , CH e CE podem ser obtidos de várias formas. O coefi-
ciente de transferência de massa CE , por exemplo, pode ser obtido em função da área superficial
do lago; Harbeck (1962) apud Brutsaert (1982) sugere que a relação é do tipo
CE = 3,367×10−7 A−0,05, (5.7)
onde A é a área superficial do lago em m2 e a unidade SI do coeficiente CE é Pa−1. Hostetler e
Bartlein (1990) utilizam uma relação semelhante:
CE = 2,9×10−8 (A×10−6)−0,05. (5.8)
Observando as duas relações percebemos que a primeira é cerca de doze vezes maior que a
segunda. Este fato mostra a necessidade de obter novas relações empíricas ou de utilizar outro
método para a obtenção dos coeficientes de transferência.
Uma forma de obter os coeficientes de transferência é utilizar os perfis logarítmicos de ve-
locidade do vento u, umidade qa e temperatura θa da Teoria de Similaridade de Monin-Obukhov
(seção 2.4). Estas equações permitem considerar a estabilidade atmosférica inserida nos gradi-
entes adimensionais Φ (equações 2.23, 2.24 e 2.25). Como vimos na seção 2.4.1 os coeficientes
de transferência de momentum, calor e massa são, respectivamente
Cτ =
κ2[




ln zz0τ +Ψτ(ζ )
] [




ln zz0τ +Ψτ(ζ )
] [
ln zz0E +ΨE(ζ )
] . (5.11)
onde os Ψ′s são as funções de correção de estabilidade.
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Um dos objetivos deste trabalho é mostrar a importância de considerar a estabilidade at-
mosférica não-neutra nas funções de correção. Por esse motivo os fluxos foram calculados para
condições de atmosfera neutra (Ψ = 0) e não neutra (Ψ 6= 0).
Na seção 5.1 são apresentadas as funções de correção de estabilidade Ψ obtidas por Brutsa-
ert (1992) e as equações para o cálculo das rugosidades superficiais de momentum z0τ , de calor
sensível z0H e vapor d’água z0E .
Como sabemos, a medição de fluxo de calor latente é dada pela covariância entre a com-
ponente w da velocidade do vento medida pelo anemômetro sônico Young 81000 e a umidade
específica do ar qa medida por um sensor capacitivo adaptado. Este sensor capacitivo é um
sensor de resposta lenta, como conseqüência mede LE’s menores do que os valores reais e por
isso, precisa de uma correção. A função de correção para LE é apresentada na seção 5.2. Na
seção 5.3 são comparados os fluxos estimados com os calculados para as situações de atmos-
fera não-neutra (Ψ 6= 0) e neutra (Ψ = 0), além das considerações necessárias em relação aos
dados medidos e aos valores estimados. Também são apresentadas algumas variáveis impor-
tantes para o caso de atmosfera não neutra, como é o caso de ζ (variável de estabilidade de
Monin-Obukhov).
5.1 Funções de correção de estabilidade e rugosidades
As funções Ψτ , ΨH e ΨE são utilizadas no cálculo dos coeficientes de transferência Cτ , CH
e CE , que por sua vez são utilizados no cálculo dos fluxos superficiais dados pelas equações 5.4,
5.5 e 5.6.
Segundo Brutsaert (1992) as formulações das funções Ψ são objeto de muitas incertezas.
Ele cita o fato de não se saber exatamente e de não existir um consenso entre os pesquisadores
sobre os intervalos de valores de ζ (variável de estabilidade de Monin-Obukhov) que podem
ser considerados estáveis, instáveis, muito estáveis ou muito instáveis.
Brutsaert (1992) apresentou funções de correção de estabilidade para camadas superficiais
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instáveis, ou seja, para ζ < 0. As funções Φτ e ΦH (equações 2.23 e 2.24) utilizadas foram pa-
rametrizadas por Kader e Yaglom (1990) apud Brutsaert (1992) e são mostradas nos parágrafos
seguintes.




[1−Φτ(ζ )]d(lnζ ), (5.12)
onde z0τ é a rugosidade superficial de momentum, L0 é o comprimento de estabilidade de
Monin-Obukhov e Φτ é
Φτ(ζ ) =
a1 +b1 (−ζ )n1
a1 +(−ζ )n1
+ c1 (−ζ )1/3, (5.13)











(−ζ )1/3− (yc− (−z0τ/L0))1/3
)
(5.14)
onde yc é uma constante. Brutsaert (1992) dividiu em quatro intervalos os valores da variável
de estabilidade ζ considerados instáveis (ζ < 0). Dessa forma a equação 5.14 fica
Ψτ(ζ ) =



















[1−ΦH(ζ )]d(lnζ ), (5.16)
onde z0H é a rugosidade superficial escalar para o calor sensível. Kader e Yaglom (1990) apud
Brutsaert (1992) sugerem a seguinte forma para ΦH
ΦH(ζ ) =














Substituindo as constantes a2, b2, c2 e n2 pelos valores apresentados por Brutsaert (1992) fica-
mos com





, ζ < 0. (5.19)
Como foi visto na seção 2.4.1 supõe-se que a função de correção de estabilidade para o fluxo
de vapor d’água é igual à função de correção de estabilidade para o fluxo de calor sensível, ou
seja,
ΨE = ΨH .
Para casos de atmosfera estável (ζ > 0) utiliza-se (BRUTSAERT, 1982)
Ψτ = ΨH = ΨE = 5ζ . (5.20)
O conjunto de equações que envolve os Ψ’s, o cálculo das escalas u∗, θa∗, θv∗, qa∗ e de L0
deve ser resolvido iterativemente. Inicialmente supõe-se que L0 = +∞ que implica em Ψ’s= 0
obtendo-se, desta forma, uma estimativa inicial para as escalas turbulentas. Com essas estima-
tivas iniciais recalcula-se L0 e ζ e estima-se u∗, θa∗, θv∗, qa∗ novamente. O processo deve ser
repetido até a convergência.
As rugosidades superficias de momentum z0τ , de calor sensível z0H e vapor d’água z0E
precisam ser estimadas de alguma forma. Diversas parametrizações já foram testadas e algumas
delas são apresentadas por Brutsaert (1982). Assim como considera-se ΨE = ΨH , também
supõe-se que z0E = z0H . Brutsaert (1982) sugere que sobre uma superfície de água com algumas





Para a rugosidade de momentum (z0τ ) foi utilizada uma parametrização também apresentada
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por Brutsaert (1982) para superfícies de água em condições de vento moderadamente fortes e
com ondas bem desenvolvidas. Esta parametrização foi sugerida por Charnock (1955) apud





onde a é uma constante. Esta constante pode ser ajustada de forma que os resultados sejam
satisfatórios. Diversos valores de a foram citados por Brutsaert (1982) e Mahrer e Assouline
(1993) utilizaram a = 0,032. Outros fatores podem ser considerados no cálculo da rugosidade
superficial de momentum incluindo a altura das ondas geradas pelo vento na superfície do lago
conforme foi apresentado por Zilitinkevich et al. (2001). Devido à dificuldade de obter os
parâmetros necessários para o cálculo da rugosidade conforme Zilitinkevich et al. (2001) optou-
se por utilizar a equação 5.22. Foram realizados diversos testes para diferentes valores de a e o
valor que melhor se ajustou aos dados utilizados neste trabalho foi a = 0,1.
5.2 Função de correção para LE medido
As medições de fluxo de calor latente LE na Estação Guapé são obtidas através das me-
dições de velocidade do vento através de um anemômetro sônico e de umidade do ar através
de um sensor capacitivo. O sensor capacitivo utilizado é um sensor de resposta lenta, porém
robusto e de baixo custo. O fato deste sensor ter um tempo de resposta relativamente grande
implica na atenuação dos fluxos medidos. Com o objetivo de recuperar os fluxos Dias et al.
(2006) apresentaram uma forma de correção considerando o tempo de resposta do sensor de
umidade e um fator de atenuação dependente da temperatura do ar. A correção para o fluxo de





onde LEmed representa o fluxo de calor latente dado pela covariância entre a componente de
velocidade w medida pelo anemômetro sônico Young 81000 e a umidade específica qa medida
88
pelo sensor capacitivo CS500 (DIAS et al., 2003b). LEγ representa o fluxo de calor latente
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onde θc é a temperatura medida pelo sensor capacitivo, u é a velocidade média do vento medida
pelo anemômetro sônico e za é a altura de medição. O fator 0,478403 é o tempo de resposta do
sensor capacitivo obtido por Dias et al. (2006).
5.3 Resultados e análise
Nesta seção são apresentados os resultados obtidos para os casos de atmosfera não neutra,
ou seja, Ψ 6= 0 e de amosfera neutra (Ψ = 0). Para cada um destes dois casos são apresentadas
as médias de 30 minutos e diárias para os fluxos de momentum, calor latente e sensível além do
VIÉS e REMQ para cada variável. Na seção 5.3.1 é apresentado o controle de qualidade dos
dados. Este controle de qualidade foi aplicado para todas as situações em que os fluxos foram
calculados. Para avaliar o impacto da inclusão da parametrização para a rugosidade superfi-
cial de momentum (equação 5.22) os fluxos superficiais foram calculados inicialmente com z0τ
constante; os resultados para H e LE são mostrados na seção 5.3.2. Os fluxos superficiais cujo
cálculo inclui a parametrização para z0τ são apresentados nas seções 5.3.3 e 5.3.4 respectiva-
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Item Variável Origem Valores desconsiderados
1 θa medida θa =−999999,0 e θa > 40,0 (oC)
2 θ∗med medida θ∗med =−999999,0
3 qa medida qa =−999999,0
4 q0 estimada q0 > 1,0 e q0 <−1,0
5 z0E estimado z0E =−999999,0
6 u∗est estimado u∗est =−999999,0
7 αx medido αx ≤−45,0 e αx ≥ 135,0
8 LEγ medido LEγ > 500,0 e LEγ < 0,0
9 LEest estimado LEest > 500,0 e LEest < 0,0
10 Hmed medido Hmed <−50,0 e Hmed > 150,0
11 Hest estimado Hest <−50,0 e Hest > 150,0
12 ζmed medido ζmed <−20,0 e ζmed > 10,0
13 ζest estimado ζest <−20,0 e ζest > 10,0
14 y medido y < 0,15 e y > 0,97
15 Pre medido Pre > 0,0
16 L0 e H ambos L0 < 0,0 e H < 0,0
17 L0 e H ambos L0 > 0,0 e H > 0,0
18 θv medida θv ≥ 12,0 e θv ≤ 34,0
19 u medida u≤ 0,0, u≥ 11,2 e u =−999999,0
20 L0 ambos L0 medidos e estimados com sinais contrários
Tabela 5.1: Variáveis e valores desconsiderados (filtrados). −999999,0 indica falha de medição
ou então que a variável não pôde ser estimada devido a essa falha.
mente para os casos de atmosfera não-neutra e neutra.
5.3.1 Controle de qualidade dos dados
Em uma estação experimental de medição de fluxos superficiais é normal que ocorram fa-
lhas de medição. Estas falhas podem ser causadas por intempéries, por animais ou ainda por
quebras de equipamento. Além disso, para estimar os fluxos superficiciais para atmosfera não-
neutra é utilizado um processo iterativo para o cálculo das escalas turbulentas; este processo
pode, eventualmente, não convergir. Por esses motivos foi necessário fazer um controle de
qualidade dos dados e desconsiderar as falhas de medição e valores absurdos que tenham sido
estimados ou medidos. A tabela 5.1 mostra as variáveis e os valores desconsiderados por causa
de falhas de medição e estimativas errôneas. As falhas de medição da temperatura do ar θa
devem-se principalmente às freqüentes quebras do termopar no início de operação da estação
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Guapé e são indicadas pelo valor −999999,0. O valor 40,0 serve somente para filtrar eventuais
valores absurdos de temperatura, o que é pouco provável de acontecer. A escala de tempera-
tura virtual medida θa∗med (dada pela equação 2.20) depende diretamente da covariância θ ′aw′;
se ocorreu falha de medição numa das duas variáveis θa∗med não será calculada. A umidade
específica do ar qa é medida por um sensor capacitivo, eventuais falhas de medição desta va-
riável vão resultar em falhas nas escalas qa∗med , qa∗est , θv∗med e θv∗est respectivamente obtidas
através das equações 2.19, 2.30, 2.21 e 2.31. Já a umidade específica na superfície do lago
q0 (cujas unidades são kgkg−1) é estimada através da temperatura da superfície da água: se
a medição desta variável falhar q0 também falha. Valores de umidade relativa y maiores que
0,97 foram desconsiderados pois sob chuva, garoa ou forte neblina o anemômetro sônico não
funciona corretamente e gera erros de medição, ou seja, se o equipamento estiver molhado é
necessário desconsiderar os dados; o valor 0,15 foi escolhido para filtrar alguns períodos de
falhas de medição de qa, onde o sensor capacitivo simplesmente passou a medir valores de qa
muito menores que 1gkg−1.
As variáveis z0E (rugosidade superficial para o calor latente) e u∗est (escala estimada de
velocidade do vento dada pela equação 2.28) estão diretamente ligadas pois a primeira é função
da segunda. Se o cálculo iterativo de u∗est não convergir ou se houver falha na medição de u,
não há como calcular z0E .
Os ventos provenientes de trás da torre, como pode ser visto na figura 4.16 com ângulos αx
(em relação ao Leste) menores que -45o e maiores que 135o, ou seja, ventos vindos predomi-
nantemente de Sul e Oeste, foram desconsiderados. Se o escoamento for proveniente de uma
dessas direções chegará no anemômetro sônico totalmente distorcido, pois antes teve que passar
pela estrutura metálica da torre e pelo próprio corpo do anemômetro. Desconsiderando essas
direções de vento a probabilidade de cometer erros ao utilizar as medições de u é menor.
Somente 4 ou 5 pontos de LE grandes (maiores de 500Wm−2) foram desconsiderados pois
estavam totalmente fora do padrão de valores obtidos. Valores negativos de LE medido foram
considerados errôneos. Foram desconsiderados os H ′s cujos valores estimados e medidos são
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muito diferentes e fora do padrão encontrado para os fluxos de calor sensível; da mesma forma
que LE poucos pontos deste tipo foram desconsiderados.
Para a variável de estabilidade de Monin-Obukhov medida ζmed e estimada ζest optou-se
por considerar os valores entre −20,0 e 10,0. Esses valores indicam, provavelmente, situações
muito instáveis e muito estáveis respectivamente. Como foi comentado na seção 3.1 não existe
um consenso para os intervalos de valores de ζ que podem ou não ser considerados ‘corretos’.
Neste trabalho procurou-se considerar intervalos de ζ de forma tal que uma grande quantidade
de estimativas não fosse simplesmente desconsiderada.
A ocorrência de precipitação Pre (mm de água) também foi adotada como critério no con-
trole de qualidade dos dados, visto que o anemômetro sônico não funciona corretamente quando
está molhado. Portanto, os runs em que houve ocorrência de precipitação foram desconside-
rados. É importante salientar que a medição de precipitação na estação Guapé começou em
14 de novembro de 2003; isto significa que entre o início da operação da estação (13 de ju-
nho de 2003) e a data de instalação do pluviômetro (14 de novembro de 2003) não há dados de
chuva e os runs com ocorrência de precipitação neste período não puderam ser desconsideradas;
no entanto este critério pode ser compensado pelo intervalo considerado para y pois umidades
relativas do ar muito altas, em geral, estão associadas com ocorrência de precipitação.
Os dois últimos critérios relacionam o comprimento de estabilidade de Monin-Obukhov L0
com o fluxo de calor sensível H. Em geral L0 < 0,0 implica em H > 0,0 e L0 > 0,0 implica em
H < 0,0, no entanto foram observados alguns casos em que os sinais de L0 e de H eram iguais;
estes foram desconsiderados. Também foram observados casos em que L0med e L0est tinham
sinais contrários, ou seja, um indicando estabilidade e o outro instabilidade e vice-versa.
Como sabemos o anemômetro sônico é responsável pelas medições das três componentes
de velocidade do vento e da temperatura virtual θv. Entre os meses de abril e junho de 2004
houve problemas com a bateria responsável pelo funcionamento dos equipamentos da estação
micrometeorológica. Sensores como o anemômetro sônico precisam receber uma certa tensão
para que funcionem bem; durante a noite a voltagem da bateria se reduzia até um nível no qual
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Data Hora Justificativa
20/01/2004 01:00 u muito alta
07/02/2004 20:30 τmed e τest muito diferentes
07/02/2004 21:00 τmed e τest muito diferentes
18/04/2004 10:30 y alta e u baixa
18/04/2004 11:00 y alta e u baixa
25/07/2004 10:30 u alta
28/07/2004 11:00 u alta
31/07/2004 17:00 qa baixa
09/09/2004 02:00 qa baixa
24/09/2004 06:00 LEγ e LEest muito diferentes
20/10/2004 22:30 u muito alta e qa baixa
20/10/2004 23:00 u muito alta e qa baixa
20/10/2004 23:30 u muito alta e qa baixa
Tabela 5.2: Runs cuja comparação entre LEγ e LEest resultaram em valores muito diferentes e
possíveis justificativas.
o anemômetro sônico passava a não responder corretamente. Neste período foram ‘medidas’
componentes de velocidade do vento da ordem de 70ms−1 e de temperatura virtual negativa
(-200◦C). Foi realizada uma análise destas séries de dados e observou-se que as temperaturas
virtuais medidas estão entre 12◦C e 34◦C, enquanto as velocidades médias do vento u chegam
no máximo a 11,2ms−1 em períodos sem falhas. Portanto foram consideradas somente u e θv
nos intervalos citados acima.
Apesar de todos esses cuidados ainda restaram pontos cujos valores medido e estimado
de LE são muito diferentes. A tabela 5.2 mostra a relação destes pontos e a provável causa
destes problemas. Como não eram muitos, estes foram considerados erros e posteriormente
eliminados.
Na seqüência são apresentados os resultados obtidos para os fluxos superficiais além de
algumas variáveis que podem influenciá-los.
5.3.2 Fluxos superficiais com z0τ constante
Nesta seção são apresentados os fluxos de calor latente LE e calor sensível H estimados
com uma rugosidade superficial de momentum constante. Estes fluxos foram calculados para
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que pudéssemos avaliar o impacto da inclusão de uma parametrização para z0τ (equação 5.22).
Brutsaert (1982) sugere, para a água, uma rugosidade superficial de momentum z0τ =
0,023cm. As estimativas de fluxos utilizando esta rugosidade não foram satisfatórias; procurou-
se obter um valor constante para z0τ que resultasse em estimativas mais compatíveis com as me-
dições. Após muitas tentativas concluiu-se que o melhor valor de rugosidade superficial para o
Lago de Furnas é 0,09cm. Os fluxos H e LE foram calculados para os casos em que Ψ 6= 0 e
Ψ = 0, isto é, para estabilidade atmosférica não-neutra e neutra respectivamente.
Após o controle de qualidade dos dados restaram 8205 runs para o caso em que a atmosfera
é considerada neutra e 8183 runs para o caso de atmosfera não-neutra.
As figuras 5.1 e 5.2 mostram os LE’s para os casos Ψ 6= 0 e Ψ = 0. Nestas figuras, além do
ajuste linear entre as variáveis medidas e estimadas são plotadas as médias e barras de desvios-
padrão para cada intervalo de 10Wm−2 de LEγ (LE medido e corrigido); os desvios-padrão em
geral são muito pequenos e mesmo multiplicando-os por dois a visualisação é difícil. Para obter
as variáveis da primeira figura considera-se os desvios Ψ dos perfis logarítmicos de temperatura
do ar, temperatura virtual, velocidade do vento e umidade específica utilizados na obtenção dos
coeficientes de transferência CE , CH e Cτ . As escalas turbulentas são obtidas iterativamente;
o processo iterativo converge quando a diferença entre dois valores consecutivos de cada uma
das escalas é menor que 1× 10−10; se o processo atingir 1000 iterações e não convergir são
atribuídas falhas às escalas turbulentas. Quando supõe-se que Ψ = 0 não há necessidade de um
processo iterativo.
Analisando os resultados das figuras 5.1 e 5.2 podemos perceber o impacto causado pela
inclusão dos efeitos da estabilidade atmosférica nas estimativas de LE visto que essa é a única
diferença entre os dois resultados. Os LE’s estimados para os intervalos de 10Wm−2, quando
Ψ = 0, são superestimados. Quando Ψ 6= 0 observa-se que as médias entre cerca de 60 e
250Wm−2 estão praticamente em cima da reta 1:1; quando LE é menor de 60Wm−2 os valo-
res estão superestimados, enquanto para os valores maiores que 250Wm−2 são subestimados.
Isto pode indicar que a equação de transferência de massa ou então a Teoria de Similaridade de
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Figura 5.1: Fluxos de calor latente medidos LEγ e estimados LEest juntamente com médias e
dois desvios-padrão para intervalos de 10Wm−2 com z0τ = 0,09cm e Ψ 6= 0.
Atmosfera x y VIÉS (Wm−2) REMQ (Wm−2)
neutra LEγ LEest 27,9982 55,0569
não-neutra LEγ LEest 7,9578 48,0192
neutra Hmed Hest -4,1010 11,3558
não-neutra Hmed Hest -7,6615 12,7165
Tabela 5.3: VIÉS e REMQ para os fluxos de calor latente LE e calor sensível H calculados com
z0τ constante.
Monin-Obukhov não consegue estimar bem as pequenas taxas de evaporação, resultando inclu-
sive em valores maiores que os medidos. Observa-se também que para situações de altas taxas
de evaporação LEest tende a ser menor que o medido.
Ao contrário do que acontece com LE, os fluxos H são melhores quando considera-se
Ψ = 0. As figuras 5.3 e 5.4 mostram os fluxos de calor sensível para Ψ 6= 0 e Ψ = 0. Da mesma
forma que para LE, também são apresentadas as médias e desvios-padrão para intervalos de
10Wm−2 de Hmed . Pode-se observar que o coeficiente de ajuste linear é um pouco melhor
quando Ψ = 0.
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Figura 5.2: Fluxos de calor latente medidos LEγ e estimados LEest juntamente com médias e
dois desvios-padrão para intervalos de 10Wm−2 com z0τ = 0,09cm e Ψ = 0.
Figura 5.3: Fluxos de calor sensível medidos Hmed e estimados Hest juntamente com médias e
dois desvios-padrão para intervalos de 10Wm−2 com z0τ = 0,09cm e Ψ 6= 0.
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Figura 5.4: Fluxos de calor sensível medidos Hmed e estimados Hest juntamente com médias e
dois desvios-padrão para intervalos de 10Wm−2 de com z0τ = 0,09cm e Ψ = 0.
A tabela 5.3 mostra a tendenciosidade dos fluxos H e LE através do VIÉS e da raiz do erro
médio quadrático (REMQ). Estes foram calculados para 8205 runs (atmosfera neutra) e 8183


















onde yi representa os valores estimados e xi os valores medidos. N é o número de pontos
utilizados; aqui N é o número de runs ou o número de médias diárias.
Os valores da tabela 5.3 confirmam que LEest para atmosfera não-neutra é melhor que LEest
para atmosfera neutra, enquanto para H acontece exatamente o oposto.
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5.3.3 Fluxos superficiais com Ψ 6= 0 e z0τ variável
Nesta seção são apresentados os fluxos superficiais de calor latente LE, calor sensível H e
momentum τ considerando a rugosidade superficial de momentum dada pela equação 5.22 e Ψ 6=
0. O cálculo dos fluxos foi realizado da mesma forma que na seção anterior, isto é, incluindo o
processo iterativo para o cálculo dos Ψ’s. Após o controle de qualidade restaram 7996 runs com
médias de 30 minutos e 38 médias diárias. Na seqüência são apresentados os resultados obtidos
para os fluxos superficiais e algumas variáveis relacionadas com a estabilidade atmosférica.
A figura 5.5 apresenta os fluxos de calor latente LEest e LEγ . Nesta figura também são
apresentados os desvios-padrão σ juntamente com as médias de LEγ e de LEest para intervalos
de 10Wm−2 de LEγ ; estas médias são representadas pelas ‘cruzes’ pretas. Pode-se perceber
claramente que as médias estão em cima da reta 1:1 entre cerca de 30 e 300Wm−2. Quando LE
é menor que 30Wm−2 e maior que 300Wm−2 ocorre uma discrepância entre os valores estima-
dos e medidos. Isto pode indicar que a equação de transferência de massa ou então a Teoria de
Similaridade de Monin-Obukhov não consegue estimar bem as pequenas taxas de evaporação,
resultando inclusive em valores maiores que os medidos. A equação 5.22, conforme Brutsaert
(1982), é uma parametrização indicada para situações de ventos moderados sobre lagos com
algumas ondas na superfície. Sabe-se que situações de baixas taxas de evaporação, em geral,
estão associadas a baixas velocidades do vento e situações de altas taxas de evaporação estão
associadas a altas velocidades do vento. Portanto as rugosidades de momentum podem estar
sendo subestimadas em alguns casos e superestimadas em outros.
O cálculo das médias diárias foi realizado somente para os dias em que há mais de 75%
das médias de 30 minutos, ou seja, pelo menos 37 médias de meia hora. Desta forma espera-se
que as médias diárias sejam representativas, visto que as variações de fluxos durante o dia são
grandes. As médias diárias de LE são apresentadas na figura 5.6. Comparando 5.5 e 5.6 é
possível perceber que o ajuste para as médias de 30 minutos é melhor do que para as médias
diárias pois na primeira figura temos praticamente uma reta 1:1 enquanto na segunda temos um
coeficiente de 1,07235.
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Figura 5.5: Fluxos de calor latente medidos LEγ e estimados LEest juntamente com médias e
dois desvios-padrão para intervalos de 10Wm−2 e Ψ 6= 0.
Figura 5.6: Médias diárias dos fluxos de calor latente medidos LEγ e estimados LEest juntamente
com médias e dois desvios-padrão para intervalos de 50Wm−2 e Ψ 6= 0.
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Figura 5.7: Fluxos de calor sensível medidos Hmed e estimados Hest juntamente com médias e
dois desvios-padrão para intervalos de 10Wm−2 de Hmed e Ψ 6= 0.
Os fluxos de calor sensível Hmed e Hest e de momentum τmed e τest também foram medidos e
estimados. Estes são respectivamente apresentados nas figuras 5.7 e 5.8. Para os fluxos de calor
sensível foram calculadas as médias e desvios-padrão para intervalos de 10Wm−2 de Hmed .
Os fluxos de calor sensível medidos são maiores que os estimados (figura 5.7); já os fluxos de
momentum (figura 5.8) medidos e estimados apresentaram uma correspondência razoável entre
os valores.
Assim como para os LE’s os fluxos médios diários de calor sensível H foram calculados
somente para os dias em que existem pelo menos 37 médias de 30 minutos. Para as médias
diárias dos H’s foram considerados intervalos de 20Wm−2 de Hmed para o cálculo das médias
e desvios-padrão. Estas médias diárias são apresentados na figura 5.9. Desta vez o ajuste para
as médias diárias é melhor do que para as médias de 30 minutos; o coeficiente de ajuste linear
obtido para as médias de meia hora foi 0,76253 e para as médias diárias foi de 0,84071.
A figura 5.10 mostra as médias diárias do fluxo de momentum τ . O coeficiente de ajuste
100
Figura 5.8: Fluxos de momentum medidos τmed e estimados τest (runs de 30 minutos) para
Ψ 6= 0.
Figura 5.9: Médias diárias dos fluxos de calor sensível medidos Hmed e estimados Hest junta-
mente com médias e dois desvios-padrão para intervalos de 20Wm−2 de Hmed e Ψ 6= 0.
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Figura 5.10: Médias diárias dos fluxos de momentum medidos τmed e estimados τest para Ψ 6= 0.
passou de 0,895137 (médias de 30 minutos) para 1,17729 (médias diárias). O critério adotado
para as médias diárias foi o mesmo utilizado para H e LE.
As relações u∗est×LEest/LEγ e u∗est×Hest/Hmed também foram analisadas. Para intervalos
de 10Wm−2 de LEγ e de Hmed foram calculadas as respectivas médias para os valores medidos,
estimados e para u∗est . As figuras 5.11 e 5.12 mostram as relações obtidas para u∗est×LEest/LEγ
e u∗est×Hest/Hmed médios. Para valores de u∗est menores que 0,1 a diferença entre LEest e LEγ
é grande (conforme foi observado na 5.5) enquanto para valores grandes de u∗est a discrepância
é menor. Para valores de u∗est pequenos (entre 0,1 e 0,2) a diferença entre Hest e Hmed são muito
grandes; esta diferença diminui com o aumento de u∗est . Isto pode indicar que o problema
está nas medições dos fluxos para casos de ventos e u∗’s pequenos, ou seja, períodos de pouca
turbulência.
As tabelas 5.4 e 5.5 mostram a tendenciosidade dos fluxos superficiais através do VIÉS e
da raiz do erro médio quadrático calculados respectivamente para os 8008 runs de 30 minutos
e 38 médias diárias. O VIÉS e a REMQ foram obtidos através das equações 5.27 e 5.28.
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Figura 5.11: Médias de u∗est e LEest/LEγ para os runs de 30 minutos em intervalos de 10Wm−2
de LEγ (Ψ 6= 0).
Figura 5.12: Médias de u∗est e Hest/Hmed para os runs de 30 minutos em intervalos de 10Wm−2
de Hmed (Ψ 6= 0).
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x y unidades VIÉS REMQ
LEγ LEest Wm−2 0,6313 52,1498
Hmed Hest Wm−2 -8,4755 13,7242
τmed τest Pa -0,0023 0,0435
Tabela 5.4: VIÉS e REMQ para os fluxos de calor latente LE, calor sensível H e momentum τ
medidos e estimados considerando Ψ′s 6= 0 e médias de 30 minutos.
x y unidades VIÉS REMQ
LEγ LEest Wm−2 12,0109 30,1331
Hmed Hest Wm−2 -6,9535 8,7041
τmed τest Pa -0,0085 0,0204
Tabela 5.5: VIÉS e REMQ para os fluxos de calor latente LE, calor sensível H e momentum τ
medidos e estimados considerando Ψ′s 6= 0 e médias diárias.
Algumas variáveis envolvidas no cálculo destes fluxos devem ser avaliadas; estas variáveis
são o comprimento de estabilidade de Monin-Obukhov L0, a variável de estabilidade de Monin-
Obukhov ζ e as temperaturas do ar e da superfície da água.
A diferença entre as temperaturas do ar θa e da água T0 determina a estabilidade ou ins-
tabilidade da atmosfera. Em geral, se T0− θa > 0 o comprimento de estabilidade de Monin-
Obukhov L0 é negativo, ou seja, instável, conseqüentemente o fluxo de calor sensível H (função
de T0− θa) é positivo. Se T0− θa < 0, L0 é positivo, conseqüentemente estável e H é nega-
tivo. As figuras 5.13, 5.14 e 5.15 mostram o comportamento de ζ , L0 e de θa e T0. Observa-se
nestas figuras que na maioria dos runs a atmosfera sobre o lago é instável (há menos pontos
positivos de L0 e de ζ em relação ao número de pontos negativos). O comprimento de estabi-
lidade de Monin-Obukhov apresenta valores altos quando a variável de estabilidade ζ é muito
pequena: estes valores são inversamente proporcionais. Valores de ζ muito pequenos corres-
pondem à atmosfera neutra ou quase neutra. Conforme a primeira equação de 5.15, para valores
de ζ < 0,0059 a função de correção Ψ(ζ ) = 0, ou seja, considera-se atmosfera neutra (para
ζ = 0, L→ ∞). Observando a figura 5.15 novamente percebe-se o número de pontos em que
T0 < θa é bem menor que o número de pontos instáveis.
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Figura 5.13: Comportamento da variável de estabilidade de Monin-Obukhov ζ (Ψ 6= 0).
Figura 5.14: Comprimento de estabilidade de Monin-Obukhov L0 (Ψ 6= 0).
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Figura 5.15: Comparação entre as temperaturas do ar θa e da superfície da água T0.
Para podermos avaliar o comportamento dos fluxos de calor latente e calor sensível para
valores de ζ maiores e menores que zero, estes foram separados e plotados, respectivamente
nas figuras 5.16 e 5.17. Como era esperado em relação ao fluxo de calor sensível, para valores
de ζ menores que zero foram obtidos H’s positivos e para valores de ζ maiores que zero foram
obtidos H’s negativos. Em relação aos fluxos de calor latente podemos observar que quando
ζ > 0 os LE’s são predominantemente subestimados. Cerca de 5,4% dos 7996 pontos das
figuras 5.16 e 5.17 correspondem aos runs em que ζ (medido ou estimado) é maior que zero.
Isto comprova que a atmosfera sobre o lago é instável durante a maior parte do tempo.
Diversas observações podem ser feitas em relação a estes resultados. A primeira delas é
o fato de que os fluxos de massa (transformados aqui em fluxos de calor latente LE), coinci-
dem em praticamente todas as situações, exceto nos casos em que LE é pequeno (menor que
30Wm−2). Talvez a utilização de uma parametrização adequada para valores de u∗est pequenos
resolva este problema, no entanto pode ser necessário considerar algum outro parâmetro (além
de u∗est) pois a relação entre LE e u∗est não é uma relação linear. A segunda observação é em
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Figura 5.16: Fluxos de calor latente para valores de ζ > 0 e ζ < 0 (Ψ 6= 0 e z0τ variável).
Figura 5.17: Fluxos de calor sensível para valores de ζ > 0 e ζ < 0 (Ψ 6= 0 e z0τ variável).
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relação ao comprimento de estabilidade de Monin-Obukhov, que mostrou que a atmosfera sobre
o lago é instável em grande parte dos runs. Isso mostra a importância da utilização da Teoria
de Similaridade de Monin-Obukhov, suas escalas turbulentas e principalmente das funções Ψ
de correção de estabilidade.
5.3.4 Fluxos superficiais com Ψ = 0 e z0τ variável
Os fluxos superficiais para uma atmosfera neutra (ζ = 0), ou seja, considerando que as
funções de correção de estabilidade são Ψ = 0, foram obtidos da mesma forma que para Ψ 6= 0,
com exceção do processo iterativo para obtenção dos Ψ’s, que não é necessário aqui. O controle
de qualidade de dados adotado é o mesmo descrito na seção 5.3.1. Para Ψ = 0 há 8042 runs de
30 minutos e 42 médias diárias.
A figura 5.18 mostra os fluxos de calor latente LE. Nesta figura pode-se perceber que os
fluxos estimados são maiores que os medidos, isto é, a evaporação é superestimada; os pontos
médios para os intervalos de 10Wm−2 de LEγ deveriam estar sobre a reta 1:1, no entanto estão
um pouco deslocados para a parte superior; o coeficiente de ajuste entre as duas variáveis é
1,10948. As médias diárias de LE para o caso de atmosfera neutra são apresentadas na figura
5.19. O coeficiente de ajuste obtido para as médias diárias foi 1,21006.
Os fluxos de calor sensível Hest e Hmed mostrados na figura 5.20 parecem um pouco me-
lhores que os da figura 5.7 pois o coeficiente de ajuste é de 0,861166. Novamente os fluxos
estimados são menores que os fluxos medidos. Para as médias diárias o ajuste resultou em
0,953646 conforme mostra a figura 5.21.
Para os fluxos superficiais de momentum medidos τmed e estimados τest as comparações são
mostradas na figura 5.22. Considerando que a atmosfera sobre o lago seja neutra as estimativas
obtidas são menores que as medições e o coeficiente de ajuste obtido foi de 0,953946. Para os
fluxos médios diários de momentum o coeficiente de ajuste obtido foi 1,24829 conforme mostra
a figura 5.23.
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Figura 5.18: Fluxos de calor latente medidos LEγ e estimados LEest , com Ψ′s = 0, juntamente
com médias e desvios-padrão para intervalos de 10Wm−2.
Figura 5.19: Médias diárias dos fluxos de calor latente medidos LEγ e estimados LEest , com
Ψ′s = 0, juntamente com médias e desvios-padrão para intervalos de 50Wm−2.
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Figura 5.20: Fluxos de calor sensível medidos Hmed e estimados Hest sobre o Lago de Furnas
juntamente com médias e desvios-padrão para intervalos de 10Wm−2 e para Ψ = 0.
Figura 5.21: Médias diárias dos fluxos de calor sensível H juntamente com médias e desvios-
padrão para intervalos de 20Wm−2 considerando Ψ = 0.
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Figura 5.22: Fluxos de momentum τ sobre o Lago de Furnas considerando Ψ′s = 0.
Figura 5.23: Médias diárias dos fluxos de momentum τ sobre o Lago de Furnas considerando
Ψ′s = 0.
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x y unidades VIÉS REMQ
LEγ LEest Wm−2 16,7226 53,3351
Hmed Hest Wm−2 -5,6146 11,8255
τmed τest Pa -0,0040 0,0350
Tabela 5.6: VIÉS e REMQ para os fluxos de calor latente LE, calor sensível H e momentum τ
medidos e estimados considerando Ψ′s = 0 e as médias de 30 minutos.
x y unidades VIÉS REMQ
LEγ LEest Wm−2 32,9855 45,5978
Hmed Hest Wm−2 -2,1383 5,8477
τmed τest Pa -0,0129 0,0249
Tabela 5.7: VIÉS e REMQ para os fluxos de calor latente LE, calor sensível H e momentum τ
medidos e estimados considerando Ψ′s = 0 e médias diárias.
As tabelas 5.6 e 5.7 mostram o VIÉS e a REMQ entre os fluxos medidos e os estimados
respectivamente para as médias de 30 minutos e diárias. Para as médias de 30 minutos estes
valores confirmam que para LE e τ os resultados são melhores se considerarmos atmosfera
instável, enquanto que para H foram obtidos resultados melhores para atmosfera neutra.
A tabela 5.7 mostra os valores dos VIÉS e da REMQ para as médias diárias dos fluxos.
Estes valores confirmam os resultados da tabela anterior. O fato de termos obtido valores posi-
tivos para os vieses de LE e maiores para os casos de atmosfera neutra pode estar relacionado
com a rugosidade superficial; quando Ψ = 0 e a rugosidade superficial de momentum é variável,
esta não faz parte do processo iterativo necessário para o cálculo dos Ψ’s, ou seja, é calculada
diretamente com a estimativa de u∗, conseqüentemente pode estar sendo superestimada ou su-
bestimada. Já para os casos em que a rugosidade superficial de momentum é constante, o valor
utilizado pode ter superestimado os fluxos de calor latente para alguns casos.
5.4 Conclusões
O principal objetivo deste capítulo é avaliar os efeitos da inclusão da estabilidade atmosfé-
rica nas estimativas de fluxos superficiais através das equações de transferência de massa, calor
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e momentum. Os efeitos da inclusão de uma parametrização para a rugosidade superficial de
momentum também são avaliados.
A observação das figuras 5.1, 5.2, 5.5 e 5.18 permite concluir que a estabilidade tem uma
influência razoável sobre as estimativas do fluxo de calor latente LE. Este fato justifica-se ao
comparar as figuras 5.1 e 5.2; na primeira são incluídos os efeitos da estabilidade atmosférica
enquanto na segunda não, além disso a rugosidade superficial de momentum é considerada
constante e o mesmo valor é utilizado para as duas situações. Quando supomos que a atmosfera
sobre o lago é neutra estamos superestimando os LE’s; ao considerar Ψ 6= 0 conseguimos fazer
com que os fluxos entre cerca de 60 e 250Wm−2 fiquem sobre a reta 1:1; abaixo de 60Wm−2
os fluxos são superestimados enquanto acima de 250Wm−2 são subestimados.
As figuras 5.1 e 5.5 permitem avaliar a inclusão de uma rugosidade z0τ variável para at-
mosfera não-neutra (Ψ 6= 0); na primeira figura temos z0τ constante enquanto na segunda figura
z0τ é função da velocidade do vento. A figura 5.5 apresenta LE’s sobre a reta 1:1 entre 30 e
300Wm−2. O efeito da inclusão da parametrização para a rugosidade de momentum também
pode ser observado ao comparar as figuras 5.2 e 5.18, ambas para o caso Ψ = 0. Ao adotarmos
z0τ variável para atmosfera neutra conseguimos obter um coeficiente de ajuste um pouco me-
nor (de 1,16 para 1,10 aproximadamente). Em relação aos fluxos de massa E ou calor latente
LE podemos concluir que a estabilidade atmosférica tem uma influência relativamente grande
sobre o Lago de Furnas; a inclusão de uma parametrização para a rugosidade superficial de
momentum também influencia as estimativas de LE, porém de forma menos impactante. Pos-
sivelmente adotando uma parametrização que consiga descrever z0τ para qualquer velocidade
do vento e não somente para velocidades moderadas como é o caso da parametrização que está
sendo utilizada aqui, os problemas que ocorrem quando os LE’s são muito pequenos ou muito
grandes podem ser solucionados.
As comparações entre os fluxos superficiais de momentum podem ser consideradas satis-
fatórias, visto que a escala turbulenta de velocidade do vento medida u∗med =
√
−w′u′ ainda
é objeto de estudo. As figuras 5.8 e 5.22 mostram os resultados para os fluxos de momentum
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Figura 5.24: Razões de Bowen entre os fluxos medidos (Bomed) e entre as equações de transfe-
rência (Boest).
respectivamente para a atmosfera não-neutra e neutra. Percebe-se, nestas figuras, que o ajuste
para Ψ = 0 é melhor que para Ψ 6= 0; devemos novamente salientar que os fluxos de momentum
medidos sobre o Lago de Furnas são objeto de outro estudo.
As figuras 5.11 e 5.12 mostram que as discrepâncias ocorrem exatamente quando u∗ é
pequeno (velocidade do vento pequena), ou seja, situações em que a evaporação do lago é
pequena. Uma maneira de confirmar que o problema existe é através da comparação entre as
razões de Bowen Bomed (entre Hmed e LEγ medidos) e Boest (entre as equações de transferência









Na figura 5.24 estes valores são comparados. Nesta figura observa-se que existe uma grande
diferença entre as razões de Bowen indicando que as razões entre H e LE medidos são muito
diferentes e maiores que as razões entre H e LE das equações de transferência. Sobre a água
esperamos que LE seja maior que H. Os valores Boest variam entre −0,3 e 0,45 mostrando que
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Figura 5.25: Comparação entre os fluxos de calor sensível Hmed e calor sensível virtual medido
Hv juntamente com as médias e desvios-padrão para intervalos de 10Wm−2 de Hmed .
os H’s são sempre menores que os LE’s. Bomed resulta em valores entre −1,0 e 5,0 mostrando
que Hmed pode ser até cinco vezes maior que LEγ . Aproximadamente 12% dos valores de
Bomed estão fora do intervalo -0,3 e 0,45 referente aos extremos dos valores de Razão de Bowen
estimadas.
Uma explicação possível para as diferenças entre os fluxos de sensível (H’s estimados são
menores que os H’s medidos) seria o fato de que poderia estar ocorrendo influência dos fluxos
de calor sensível vindos de terra. Porém, vimos que a distância mínima entre a estação micro-
meteorológica e um ponto de terra é de cerca de 420 metros. Para saber se realmente houve
influência dos fluxos de terra comparamos os fluxos de calor sensível virtual Hv medidos com
os fluxos de calor sensível Hmed . Esta comparação é apresentada na figura 5.25. O fluxo de ca-
lor sensível virtual é dado pela covariância entre a velocidade vertical do vento e a temperatura
virtual, ambas medidas pelo anemômetro sônico (equação 2.16). Nesta figura podemos verificar
que as médias para 10Wm−2 de Hmed coincidem exatamente com a reta 1:1, ou seja, podem ser
considerados iguais. Isto descarta a possibilidade de ter ocorrido influência dos fluxos de terra.
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Figura 5.26: Comparação entre os fluxos de calor latente medido pelo LI-7500 (LELI−7500) e
calor latente medido LEγ em Wm−2.
Outra possível explicação é o fato de estarmos considerando que as rugosidades para o vapor
d’água e para o calor são iguais e sabe-se que sobre uma mesma superfície estes valores podem
ser muito diferentes.
Da mesma forma que pudemos comprovar que as medições de H estão corretas, podemos
verificar, ao menos para um curto período de tempo as medições do fluxo de calor latente. Para
isto utilizamos dados de concentração de H2O medidos por um sensor de H20 e de CO2 modelo
LI-7500 da Campbell Sci.; estes dados foram medidos durante aproximadamente dois meses
(entre 22 de julho e 14 de setembro de 2004). A figura 5.26 mostra a comparação entre o fluxo
de calor latente resultante do LI-7500, isto é, Lρ ′w′ (w é medido pelo anemômetro sônico Young
81000 e ρ representa a concentração de água no ar convertida em densidade do ar) e o fluxo de
calor latente medido LEγ . Nesta figura é possível observar que existe uma boa correspondência
entre os fluxos de calor latente pequenos (até cerca de 100Wm−2). Para valores maiores LEγ é
um pouco subestimado.
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O cálculo dos fluxos superficiais de calor latente considerando atmosfera não-neutra são
melhores que ao considerar atmosfera neutra. Já para os fluxos de calor sensível ocorre exata-
mente o contrário e isto deve estar diretamente relacionado com as rugosidades superficiais.
Na seqüência são apresentadas as evaporações diárias medidas Emed e estimadas (E) através
de quatro formas diferentes, isto é, para os casos em que
• E1: z0τ é constante e Ψ’s6=0;
• E2: z0τ é constante e Ψ’s=0;
• E3: z0τ é variável e Ψ’s=0 e
• E4: z0τ é variável e Ψ’s6=0.
Na tabela 5.8 são listadas somente as evaporações dos dias em que haviam pelo menos 75% dos
48 dados possíveis; isto significa que para dias em que restaram menos de 37 médias de 30 mi-
nutos as evaporações diárias não foram calculadas. Nesta tabela o valor −999999,0 indica que
o valor não pode ser calculado porque haviam falhas nos valores estimados. A segunda coluna
da tabela representa a porcentagem de dados diários que foram utilizados (100% representa 48
médias de 30 minutos). Observando as evaporações da tabela 5.8 percebemos que, na maior
parte das vezes, as evaporações estimadas que mais se aproximam das evaporações medidas
são as E4. As evaporações E4 foram obtidas considerando a atmosfera não-neutra e rugosidade
superficial de momentum variável.
Neste capítulo pôde ser comprovada a importância da utilização da estabilidade atmosférica
no cálculo dos fluxos superficiais e que as equações de transferência de massa e de calor podem
resultar em estimativas confiáveis para os fluxos superficiais.
É importante salientar que existem incertezas em relação aos fluxos medidos principalmente
relacionados com a atenuação destes. Como principais causas desta atenuação podemos citar a
separação espacial dos sensores e o processo utilizado para obter as médias de 30 minutos (são
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Data % dados Emed [mm] E1 [mm] E2 [mm] E3 [mm] E4 [mm]
12/07/2003 83% 3,1 3,7 4,2 3,9 3,5
13/07/2003 97% 4,3 4,8 5,4 5,2 4,6
14/07/2003 95% 5,1 5,8 6,4 6,3 5,9
15/07/2003 77% 3,2 3,2 3,8 3,4 2,9
27/07/2003 81% 2,5 5,2 5,5 5,6 5,3
30/11/2003 81% 2,9 2,7 3,2 2,8 2,4
07/12/2003 95% 5,6 5,1 6,0 5,7 4,9
18/12/2003 95% 7,2 7,2 8,3 8,1 7,2
19/12/2003 79% 5,5 5,5 6,3 6,1 5,4
25/12/2003 89% 7,7 7,7 8,6 8,7 7,9
03/01/2004 89% 5,5 5,4 6,4 6,1 5,2
04/01/2004 83% 4,2 4,0 4,7 4,4 3,8
20/01/2004 77% 6,4 -999999,0 -999999,0 -999999,0 5,6
23/01/2004 87% 4,6 4,8 5,6 5,3 4,6
24/01/2004 100% 4,4 4,8 5,7 5,2 4,4
25/01/2004 81% 3,4 3,7 4,3 4,0 3,5
09/02/2004 100% 8,0 8,6 9,7 10,0 9,0
10/02/2004 93% 5,8 5,6 6,5 6,3 5,6
11/02/2004 91% 3,9 3,8 4,5 4,1 3,6
20/02/2004 87% 1,9 2,6 3,3 2,7 2,2
25/03/2004 77% 4,5 3,9 4,7 4,1 3,5
11/04/2004 89% 4,1 4,3 5,0 4,5 3,9
26/04/2004 87% 5,5 6,6 7,4 7,1 6,4
23/07/2004 81% 5,6 6,2 7,0 6,8 6,1
24/07/2004 85% 4,8 5,5 6,4 5,9 5,2
26/07/2004 79% 4,7 5,1 5,8 5,6 5,1
28/07/2004 83% 4,4 -999999,0 -999999,0 -999999,0 4,7
13/08/2004 95% 6,7 9,1 9,8 10,1 9,6
14/08/2004 79% 4,5 5,6 6,1 5,9 5,5
15/08/2004 77% 3,8 4,6 5,0 4,9 4,6
21/10/2004 100% 5,8 8,6 9,4 9,6 8,9
22/10/2004 81% 3,9 5,1 5,6 5,6 5,1
08/11/2004 87% 5,5 7,7 8,5 8,6 7,9
01/12/2004 87% 5,1 6,6 7,3 7,3 6,7
02/12/2004 81% 4,8 6,3 7,0 7,0 6,4
31/12/2004 100% 1,1 0,8 1,3 0,8 0,5
Tabela 5.8: Evaporações diárias medidas Emed e estimadas E em milímetros. -999999,0 indica
que o valor não pôde ser calculado
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feitas médias simples – médias de bloco – entre todos os valores medidos dentro de cada run).
Estes dois fatores, juntos ou separados, podem causar fortes atenuações nos fluxos medidos.
As recomendações em relação aos fluxos superficiais são feitas no capítulo 7.
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6 Um modelo para a evolução térmica
do lago
Neste capítulo é apresentada a implementação do modelo de evolução térmica em lagos
utilizado por Hostetler e Bartlein (1990) juntamente com as modificações realizadas durante o
desenvolvimento desta dissertação.
A seção 6.1 apresenta a formulação do modelo de evolução térmica a partir da equação
instantânea de conservação de calor. As seções 6.2 e 6.3 apresentam respectivamente os mo-
delos MHB (Modelo de Hostetler e Bartlein) e MHB-mod (Modelo de Hostetler e Bartlein
modificado). A estabilização de perfis é apresentada na seção 6.4.
Na seção 6.5 é mostrada toda a discretização do modelo matemático de evolução térmica
através do Método de Diferenças Finitas.
Os resultados obtidos pelo MHB e pelo MHB-mod são apresentados na seção 6.6. Nesta
seção são encontradas as considerações necessárias para realizar as simulações além de resul-
tados para a evolução temporal dos perfis, a verificação da conservação de energia pelo MDF,
as comparações entre os perfis medidos e simulados além do comportamento dos coeficientes
de difusividade turbulenta. Também são comparados os fluxos superficiais obtidos pelos mo-
delos com os fluxos medidos. As entalpias calculadas entre perfis medidos e simulados são
apresentados na seção 6.6.5.
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6.1 Formulação do modelo matemático de evolução térmica
A equação que governa a evolução térmica de um lago pode ser escrita a partir da Primeira
Lei da Termodinâmica ou equação para conservação do calor. Para verificar a evolução térmica
de um lago é suficiente conhecer as distribuições médias de temperatura da água. Por esse
motivo vamos partir da equação instantânea de conservação do calor, que pode ser encontrada










T e u j representam respectivamente os valores instantâneos de temperatura da água e da veloci-
dade do vento (vetor velocidade do vento). km é a difusividade térmica molecular. F representa
o fluxo de um termo fonte que inclui os efeitos da absorção interna da radiação. Neste trabalho
considera-se que toda a radiação é absorvida na camada superficial do lago através da condição
de contorno, portanto F = 0.
Para obter a equação para as distribuições médias de temperatura inicialmente vamos de-
compor as variáveis T e u em um valor médio e uma flutuação conforme a decomposição de
Reynolds, ou seja,
u j = u j +u′j, (6.2)
T = T +T ′. (6.3)
Aplicando estas decomposições na equação 6.1 e tirando as médias obtém-se
∂
∂ t
(T +T ′)+(u j +u′j)
∂
∂x j
(T +T ′) = km
∂ 2
∂x2j
(T +T ′). (6.4)
Fazendo as devidas multiplicações e utilizando os postulados de Reynolds, apresentados na













O primeiro termo desta equação representa o armazenamento médio de calor, o segundo repre-
senta a advecção de calor, o terceiro representa a divergência do fluxo de calor turbulento e o
121
último termo é a condução ou difusão molecular de calor. Conforme Stull (1988), diversas ob-
servações indicam que o termo de difusão molecular é diversas ordens de grandeza menor que
os outros termos da equação e pode ser desprezado. Vamos supor também que as variações de
temperatura da água ocorrem somente na vertical (direção z) e que estas dependem somente da








onde w′T ′ é o fluxo turbulento de calor; w′ é a flutuação da componente vertical da velocidade
do vento. O fluxo de temperatura ou de calor, cuja divergência aparece do lado direito da
equação acima é uma covariância ou momento de segunda ordem.
Em Teoria de Turbulência existe o que se chama de problema de fechamento. Este problema
está relacionado ao fato de que os fluxos turbulentos são descritos por equações não lineares e
em geral o número de equações existentes é sempre menor que o número de incógnitas que pre-
cisam ser resolvidas. Para solucionar problemas como este costuma-se utilizar parametrizações
para as covariâncias ou fluxos.
Para covariâncias utiliza-se uma parametrização para fechamento local de primeira ordem
onde supõe-se que a turbulência é análoga à difusão molecular (STULL, 1988). Para o fluxo de
calor a parametrização é
w′T ′ =−K ∂T
∂ z
, (6.7)
onde K representa a difusividade turbulenta para o calor. Esta forma de parametrização é cha-
mada de teoria de transporte de gradientes ou Teoria K. Este tipo de aproximação também pode












Vamos supor que a difusividade turbulenta é função do tempo t e da profundidade z, ou seja
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Figura 6.1: Volume de controle de um lago.












Esta equação representa a evolução temporal da temperatura. Para torná-la representativa do





























A equação 6.11 representa as variações verticais de temperatura. Nesta equação consideramos
a área do lago em função de sua profundidade, ou seja, sua a curva cota-área.
A figura 6.1 mostra o volume de controle de um lago. Nesta figura h é a profundidade do
lago, Rl , H e LE são os fluxos de entrada e saída de energia na superfície de área A(z = 0).
Supõe-se que no fundo do lago não há nenhum tipo de fluxo.
As condições de contorno na superfície (z = 0) e no fundo do lago (z = h) são dadas pelo
fluxo turbulento w′T ′ escrito na forma





Nesta equação ρ é a densidade do ar e cp é o calor específico do ar a pressão constante. Para a
superfície do lago, Q é dado pelo balanço de energia. Conforme a figura 6.1 este balanço é
Q = Rl +H +LE. (6.13)




(z = 0) = Rl− (H +LE). (6.14)




(z = h) = 0. (6.15)
Estas duas condições de contorno foram adotadas por Hostetler e Bartlein (1990).
A condição inicial para o modelo é o perfil de temperatura T (z) para o tempo t = 0. A
solução do conjunto de equações formado por 6.11, 6.14 e 6.15 são perfis de temperatura T (z, t).
Nas próximas seções as barras de T (z) serão omitidas, ou seja, passaremos a utilizar T (z)
para os perfis de temperatura da água.
6.2 O modelo de Hostetler e Bartlein (1990) – MHB














As condições de contorno são dadas por 6.14 e 6.15 mostradas na seção anterior.
O coeficiente de difusividade turbulenta K(z, t) utilizado por Hostetler e Bartlein (1990) foi
apresentado por Henderson-Sellers (1985). No apêndice B.1 é apresentada a forma de obtenção
de K(z, t), contituído basicamente pelas equações 3.8, 3.21 e 3.22.
Para o cálculo da radiação líquida na superfície do lago Hostetler e Bartlein (1990) utiliza-
ram o modelo de Henderson-Sellers (1986) descrito na seção 2.6. Para o cálculo do coeficiente
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de nebulosidade optamos por utilizar o modelo de Crawford e Duchon (1999) também apresen-
tado na seção 2.6.
O fluxo de calor latente LE foi obtido através da equação de transferência de massa apre-
sentada por Harbeck (1962) apud Hostetler e Bartlein (1990). Esta equação é da forma
LE = ρwv LN u(e0− ea), (6.17)
onde, segundo Hostetler e Bartlein (1990), ρwv é a densidade de vapor d’água considerada por
eles igual igual a 1kgm3, e0 é a pressão de saturação de vapor à temperatura da superfície do
lago e ea é a pressão parcial de vapor do ar (ambos descritos na seção 2.5), L é o calor latente de
vaporização, considerado constante e igual a 2,46× 106 Jkg−1. O coeficiente de transferência
de massa N é dado por
N = 2,9×10−8 (A×10−6)−0,05, (6.18)
com unidade Pa−1 e A a área da superfície do lago em m2.
O fluxo de calor sensível é obtido através da Razão de Bowen, ou seja
H = BoLE (6.19)
onde Bo é a razão de Bowen dada pela equação 2.65.
O conjunto de equações acima será chamado MHB – Modelo de Hostetler e Bartlein.
6.3 Modelo modificado – MHB-mod
Algumas equações do modelo MHB foram substituídas com o objetivo de obter melhores
resultados. Na seqüência são descritas as modificações realizadas. O modelo MHB modificado
será chamado de MHB-mod, ou seja, Modelo de Hostetler e Bartlein Modificado.
A primeira modificação está relacionada ao cálculo dos fluxos superficiais, que agora são
calculados através das equações de transferência (equações 2.34 e 2.35) juntamente com as
funções de estabilidade Ψ de Brutsaert (1992) apresentadas no capítulo 5. A parametrização
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Uma modificação importante foi a mudança da parametrização do coeficiente de difusivi-
dade turbulenta de Henderson-Sellers (1985) para o de Babajimopoulos e Papadopoulos (1986).
As equações 3.8, 3.23 e 3.24 são parte do modelo de difusividade turbulenta de Babajimopoulos
e Papadopoulos (1986) juntamente com as equações apresentadas no apêndice B.2.
Outra modificação importante está relacionada à linearização do fluxo de calor latente LE
e da radiação emitida Re, mais especificamente dos termos q0 e T 40 ; q0 é a umidade específica
de saturação e T0 é a temperatura da superfície da água. Dias et al. (2003a) apresentaram as
seguintes linearizações para estes termos:
















onde a derivada desdTa (Ta) é dada pela equação 2.41. Desta forma a equação 2.46 se torna







enquanto a equação 2.35 fica










Segundo Dias et al. (2003a) as linearizações são feitas de acordo com o conceito de tem-
peratura de equilíbrio associado à inércia térmica da água; esta temperatura foi chamada de
temperatura térmica inercial e segundo os autores é capaz de prever a evolução da temperatura
da água na ausência de advecção e dispersão de calor.
Para o cálculo da radiação atmosférica líquida Rair foi utilizada a parametrização para emis-
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sividade do ar para céu claro εa de Brutsaert(1975) juntamente com as equações 2.47, 2.48, 2.49
e 2.50.
6.4 Estabilização de perfis
Orlob e Selna (1970) mostram que quando ocorrem processos de mistura convectiva, ou
seja, quando existem gradientes negativos de temperatura da água (a temperatura de uma ca-
mada é menor que a temperatura de uma camada mais profunda) existe a necessidade de esta-
bilizar este perfil. Isto significa que as temperaturas devem ser redistribuídas ao longo do perfil
até que este se torne novamente estável. Essa redistribuição de temperaturas deve ser feita entre
as camadas adjacentes àquela ou àquelas que tornam o perfil instável levando em consideração
as áreas transversais de cada uma das camadas ou fatias de lago e a energia armazenada deve
ser, obrigatoriamente, conservada (ORLOB; SELNA, 1970).
A redistribuição de temperatura de um perfil instável foi obtida através de uma média pon-
derada entre as temperaturas e as áreas de cada camada de água instável do lago. Esta média

















Ak é a área do lago na camada k, os índices m e M são
m = max(0, j−1), (6.28)
M = min(N, i+1), (6.29)
e Tm é a nova temperatura, ou seja, ela substituirá as temperaturas que estão entre os pontos m
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Figura 6.2: Perfil de temperatura T antes da estabilização (linha contínua) e após a estabilização
Tm (linha pontilhada).
e i mostrados na figura 6.2; nesta figura Tm é a linha pontilhada.
O somatório Tk Ak = B deve ser conservado. Então, após a estabilização B deve continuar









Na figura 6.2 é mostrado um perfil de temperatura instável (linha contínua) juntamente
com o mesmo perfil após a estabilização (linha pontilhada). A área hachurada sob o perfil de
temperatura deve ser a mesma antes e depois da estabilização.
O primeiro ponto de instabilidade, isto é, o ponto i da figura 6.2, é obtido através do se-
guinte algoritmo:
{Varre o perfil de temperatura de baixo para cima}
for i = N downto 1 do
{Procura um ponto instável desde a superfície até i}
for j = 0 até i−1 do
{Se achar um ponto instável, conserta o perfil}
if Ti > Tj then







O cálculo da temperatura média Tm dos pontos instáveis do perfil é obtido através do algo-
ritmo change_profile. Este algoritmo é listado abaixo:
change_profile(T,i, j,A):
m← j−1;
if m < 0 then
m← 0;
m0← m;






if M > N then
m← N;
M0←M;





{Inicializa os termos B e C}
B← 0;
C← 0;
{Monta os termos B e C}




{Calcula a nova temperatura Tm}
Tm← B/C;
{Substituindo os Tk’s por Tm}
for k = m to M0 do
Tk← Tm
end for
{Verificando a conservação de B}
AN ← 0;
for k = m to M0 do
Bm← Bm +TmAk;
end for
Ensure: AN = A
Uma implementação em linguagem C dos dois algoritmos acima é apresentada no apêndice
E. A figura 6.3 mostra um perfil real estabilizado através destes algoritmos. Nesta figura é
possível perceber o efeito da estabilização em um perfil de temperatura.
Em testes numéricos realizados observamos que para ∆t = 1segundo a estabilização dos
perfis não é necessária pois é automaticamente atingida. No entanto para ∆t > 1segundo (por
exemplo, 2segundos) a estabilização de perfis é necessária; isto porque quando o processo
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Figura 6.3: Perfil de temperatura estabilizado.
de resfriamento da superfície se inicia as temperaturas “explodem”, isto é, se tornam muito
grandes ou então muito pequenas (negativas). Para os casos de ∆t = 1segundo e ∆t = 2segundos
podemos observar este tipo de comportamento na figura 6.4. Esta figura é um extrato dos
resultados para as temperaturas simuladas pelo modelo de evolução térmica MHB-mod.
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Figura 6.4: Evolução temporal da temperatura da água em sua camada superficial: testes com e
sem estabilização de perfis.
6.5 Discretização do modelo
Nesta seção é apresentado o processo de discretização da equação diferencial e das condi-
























A condição inicial (no tempo t = 0) é
Tz,0 = T0(z). (6.34)
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6.5.1 Discretização da equação diferencial
Após testes com o método de diferenças finitas explícitas, método de MacCormack e com
o método de Cranck-Nicholson decidiu-se utilizar o último. Os motivos que levaram a esta
escolha incluem o fato de que o método de Cranck-Nicholson converge para qualquer conjunto
de ∆t e ∆z e é um método conservativo.
A discretização da equação 6.31 através do método de Cranck-Nicholson é apresentada
na seqüência. Este é um método de diferenças finitas implícito dado por uma média entre as




















f (z) = A(z)K(z). (6.36)
Como foi dito anteriormente neste método utiliza-se uma média entre as discretizações nos














































A área superficial do lago As varia com o nível d’água, conseqüentemente a área trasversal





ou seja, é a área transversal média entre os tempos n e n+1 na profundidade correspondente i.











































Fazendo as multiplicações dos termos do lado direito da igualdade e colocando em evidên-









Ti+1,n+1( fi+1,n+1 + fi,n+1)−





Ti+1,n( fi+1,n + fi,n)−Ti,n( fi+1,n +2 fi,n + fi−1,n)+




Para simplificar a forma de escrever a equação acima serão adotadas as variáveis Θn+1 e Θn
que representarão
Θn+1 = [Ti+1,n+1( fi+1,n+1 + fi,n+1)+Ti,n+1(− fi+1,n+1−2 fi,n+1− fi−1,n+1)+
Ti−1,n+1( fi,n+1 + fi−1,n+1)]
(6.44)
e
Θn = [Ti+1,n( fi+1,n + fi,n)+Ti,n(− fi+1,n−2 fi,n− fi−1,n)+Ti−1,n( fi,n + fi−1,n)] (6.45)
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Ti,n+1−Ti,n = αis(Θn+1 +Θn) . (6.50)
Separando as partes com Θn+1 e Θn, respectivamente nos lados esquerdo e direito do sinal de
igualdade
Ti,n+1−αi sΘn+1 = Ti,n +αi sΘn. (6.51)
Agora vamos substituir Θn+1 e Θn na equação acima. Obtemos então
Ti,n+1−αisTi+1,n+1( fi+1,n+1 + fi,n+1)+αisTi,n+1( fi+1,n+1 +2 fi,n+1 + fi−1,n+1)−
αisTi−1,n+1( fi,n+1 + fi−1,n+1) = Ti,n +αisTi+1,n( fi+1,n + fi,n)−
αisTi,n( fi+1,n +2 fi,n + fi−1,n)+αisTi−1,n( fi,n + fi−1,n),
. (6.52)
Colocando os Ti,n’s com índice iguais em evidência chegamos em
−αi sTi+1,n+1( fi+1,n+1 + fi,n+1)+ [1+αi s( fi+1,n+1 +2 fi,n+1 + fi−1,n+1)]Ti,n+1−
αi sTi−1,n+1( fi,n+1 + fi−1,n+1) = αi sTi+1,n( fi+1,n + fi,n)+
[1−αi s( fi+1,n +2 fi,n + fi−1,n)]Ti,n +αi sTi−1,n( fi,n + fi−1,i).
(6.53)
Agora vamos escrever a equação 6.53 na forma
aiTi−1,n+1 +biTi,n+1 + ciTi+1,n+1 = di,n; (6.54)
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esta equação resulta num sistema de equações lineares tridiagonal. Os coeficientes ai, bi, ci e
di,n do sistema de equações lineares são:
ai = −αis( fi−1,n+1 + fi,n+1),
bi = 1+αis( fi−1,n+1 +2 fi,n+1 + fi+1,n+1),
ci = −αis( fi,n+1 + fi+1,n+1)
di,n = αis( fi,n + fi−1,n)Ti−1,n +αis( fi+1,n + fi,n)Ti+1,n+
[1−αis( fi−1,n +2 fi,n + fi+1,n)]Ti,n.
(6.55)
6.5.2 Condição de contorno no fundo do lago









que discretizada com diferenças centrais fica
TNZ+1,n = TNZ−1,n. (6.58)
A utilização de diferenças centrais resulta numa melhor acurácia. No entanto como utilizamos
um ponto fictício (ponto i = NZ + 1) precisamos de mais uma equação. Para isso utilizamos a
equação 6.53 escrita para o ponto i = NZ, ou seja:
−αNZsTNZ+1,n+1( fNZ+1,n+1 + fNZ,n+1)+
[1+αNZs( fNZ+1,n+1 +2 fNZ,n+1 + fNZ−1,n+1)]TNZ,n+1−
αNZsTNZ−1,n+1( fNZ,n+1 + fNZ−1,n+1) = αNZsTNZ+1,n( fNZ+1,n + fNZ,n)+
[1−αNZs( fNZ+1,n +2 fNZ,n + fNZ−1,n)]TNZ,n +αNZsTNZ−1,n( fNZ,n + fNZ−1,n),
(6.59)
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Vamos agora substituir a condição TNZ+1 = TNZ−1 na equação anterior e colocar as temperatu-
ras em evidência
−αNZsTNZ−1,n+1( fNZ−1,n+1 +2 fNZ,n+1 + fNZ+1,n+1)+
[1+αNZs( fNZ−1,n+1 +2 fNZ,n+1 + fNZ+1,n+1)]TNZ,n+1 =
αNZsTNZ−1,n( fNZ−1,n +2 fNZ,n + fNZ+1,n)+
[1−αNZs( fNZ−1,n +2 fNZ,n + fNZ+1,n)]TNZ,n.
(6.60)
O sistema de equações lineares resultante do método de Crank-Nicholson escrito para i =
NZ é
aNZTNZ−1,n+1 +bNZTNZ,n+1 + cNZTNZ+1,n+1 = dNZ,n, (6.61)
como TNZ+1,n e TNZ+1,n+1 foram sustituídos por TNZ,n e TNZ,n+1 respectivamente, o coeficiente
cNZ é incorporado ao aNZ . Portanto para o fundo do lago temos
aNZTNZ−1,n+1 +bNZTNZ,n+1 = dNZ,n, (6.62)
onde os coeficientes do sistema linear são
aNZ = −αNZs( fNZ−1,n+1 +2 fNZ,n+1 + fNZ+1,n+1),
bNZ = 1+αNZs( fNZ−1,n+1 +2 fNZ,n+1 + fNZ+1,n+1),
dNZ,n = αNZsTNZ−1,n( fNZ−1,n +2 fNZ,n + fNZ+1,n)+
+[1−αNZs( fNZ−1,n +2 fNZ,n + fNZ+1,n)]TNZ,n.
(6.63)
6.5.3 Condição de contorno na superfície do lago




= Rl−H−LE = Q. (6.64)
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onde T−1,n é um ponto fictício. Da mesma forma que para a condição de contorno no fundo do
lago, precisamos de uma segunda equação para encontrar a condição de contorno na superfície.
Para isso, vamos escrever a equação 6.53 para o ponto i = 0:
−α0sT1,n+1( f1,n+1 + f0,n+1)+ [1+α0s( f1,n+1 +2 f0,n+1 + f−1,n+1)]T0,n+1−
α0sT−1,n+1( f0,n+1 + f−1,n+1) = α0sT1,n( f1,n + f0,n)+
[1−α0s( f1,n +2 f0,n + f−1,n)]T0,n +α0sT−1,n( f0,n + f−1,n).
(6.66)
Substituindo T−1,n e T−1,n+1 dado pela equação 6.65, ficamos com
−α0s( f0,n+1 + f−1,n+1) 2Qn+1∆zρcpK0,n+1 −α0sT1,n+1( f0,n+1 + f−1,n+1)+
T0,n+1 [1+α0s( f1,n+1 +2 f0,n+1 + f−1,n+1)−α0sT1,n+1( f0,n+1 + f1,n+1)] =
α0s( f0,n + f−1,n) 2Qn∆zρcpK0,n +α0sT1,n( f0,n + f−1,n)+
T0,n [1−α0s( f1,n +2 f0,n + f−1,n)]+α0sT1,n( f0,n + f1,n).
(6.67)
Para i = 0 o sistema de equações lineares resultante é
a0T−1,n+1 +b0T0,n+1 + c0T1,n+1 = d0,n, (6.68)
como T−1,n+1 e T−1,n foram sustituídos por 6.65, o coeficiente a0 é incorporado ao c0 então,
para a superfície do lago temos
b0T0,n+1 + c0T1,n+1 = d0,n. (6.69)
Os coeficientes do sistema linear b0, c0 e d0 serão
b0 = 1+α0s( f−1,n+1 +2 f0,n+1 + f1,n+1),
c0 = −α0s( f−1,n+1 +2 f0,n+1 + f1,n+1),
d0 = [1−α0s( f−1,n +2 f0,n + f1,n)]T0,n +α0s( f−1,n +2 f0,n + f1,n)T1,n+






6.5.4 O sistema tridiagonal de equações lineares
O sistema de equações lineares tridiagonal formado pelos coeficientes ai, bi, ci e di,n obtidos
nas seções anteriores é da forma
[S] [Ti,n+1] = [ f (Ti,n)]. (6.71)
S é a matriz tridiagonal que contém os coeficientes ai, bi e ci, Ti,n+1 é o conjunto de temperaturas







b0 c0 0 0 ... 0 0 0 0
a1 b1 c1 0 ... 0 0 0 0
0 a2 b2 c2 ... 0 0 0 0
... ... ... ... ... ... ... ... ...
0 0 0 0 ... aNZ−2 bNZ−2 cNZ−2 0
0 0 0 0 ... 0 aNZ−1 bNZ−1 cNZ−1
0 0 0 0 ... 0 0 aNZ bNZ

. (6.72)





T0,n+1 T1,n+1 · · · Ti,n+1 · · · TN−1,n+1 TN,n+1
]
(6.73)





d0,n d1,n · · · di,n · · · dNZ−1,n dNZ,n
]
(6.74)
A solução deste sistema tridiagonal de equações é obtida através do algoritmo de Thomas
ou TDMA; este algoritmo é apresentado abaixo. O apêndice C.5 mostra uma implementação
deste algoritmo em linguagem C.
tdma(a,b,c,d,x,n):
{ai –> diagonal inferior da matriz}
{bi –> diagonal principal da matriz}
{ci –> diagonal superior da matriz}
{di –> lado direito da matriz}
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{xi –> incógnitas da matriz}
{n –> número de equações do sistema}













for i = n−1 downto 0 do
xi← gi−qi ∗ xi−1;
end for
6.6 Simulações
Para realizar as simulações utilizando a discretização apresentada na seção anterior foram
necessárias algumas suposições. A primeira delas está relacionada aos pontos fictícios, mais
especificamente à função f (z), para a qual supõe-se que
f−1,n = 0 e fNZ+1,n = 0 (6.75)
e ainda em relação a f (z)
fi,n+1 = fi,n, (6.76)
pois tanto Ki,n quanto Ki,n+1 são obtidos através de Ti,n.
As temperaturas Ti,n correspondem a valores médios em cada fatia ou camada de lago de
profundidade ∆z, conseqüentemente a temperatura superficial (para z = 0), não corresponde à
temperatura T0,n pois esta é a temperatura média da primeira camada de lago. A temperatura





ou seja, é a média entre temperatura fictícia T−1,n e a temperatura T0,n obtida para a primeira
camada de lago. A temperatura T0 atribuída à superfície do lago é utilizada no cálculo dos
139
fluxos superficiais e da radiação líquida.
As simulações através do método implícito de Cranck-Nicholson foram realizadas utili-
zando os seguintes passos de tempo e de espaço:
∆t = 10s
∆z = 0,5m.








O número de Péclet, conforme a seção 2.9.5 também serve como critério de estabilidade para o
método de diferenças finitas explícito (s≤ 0,5). O método de Cranck-Nicholson permite utilizar
qualquer conjunto de ∆t e ∆z, sendo que quanto menores forem estes valores, mais a solução
numérica vai se aproximar da solução analítica se esta existir.
Estes valores de ∆t e ∆z foram utilizados para as simulações com o MHB e com o MHB-
mod. Resultados de testes com o MHB-mod para ∆t’s maiores são apresentados no apêndice
F.
Para o MHB-mod, apresentado na seção 6.3 foram testados diversos conjuntos de valores
para as variáveis Θ, γ e λ . Estas variáveis são utilizadas no cálculo do coeficiente de difusivi-
dade turbulenta de Babajimopoulos e Papadopoulos (1986). A partir dos testes foi escolhido um
conjunto de valores com o qual foram obtidos resultados razoáveis para os perfis de tempera-
tura. Após a realização de cerca de 80 testes com conjuntos diferentes para estes três parâmetros
verificamos que entre os conjuntos testados o que melhor reproduziu os perfis de temeperatura
foi
Θ = 3,0 γ = 1,0 λ =−1,0.
Substituindo estes parâmetros nas equações nas equações 3.13 e 3.24 da seção 3.2 obtemos
K0 = 3,0u∗ (6.79)
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Figura 6.5: Condição inicial utilizada.
e
f (Ri) = (1,0+1,0Ri)−1,0 (6.80)
que são respectivamente o coeficiente de difusividade turbulenta para condições neutras e a
função do número de Richardson.
A condição inicial utilizada nas simulações é apresentada na figura 6.5. Este perfil de
temperatura foi medido em 20 de junho de 2004 em Turvo. A data inicial de simulação é 14
de junho de 2003. Supomos que as mudanças de temperatura da água são aproximadamente
sazonais e utilizamos este perfil como condição inicial.
A curva cota-área do Lago de Furnas, apresentada na figura 4.2 da seção 4.2 ‘permite’
utilizar uma profundidade máxima h = 37 metros, por isso as simulações foram realizadas até
esta profundidade. O período de simulação inicia em 14 de junho de 2003 às 00:00 horas e
termina em 26 de dezembro de 2004 às 23:59 horas.
Como o passo de tempo utilizado foi de 10s e as séries de dados de radiação solar incidente
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Rsi, temperatura do ar θa, temperatura da água T0, umidade relativa y e velocidade do vento u
são médias horárias, foi necessário interpolá-los linearmente. Os níveis d’água NA são diários.
As séries de dados completas (preenchidas) utilizadas nestas simulações foram apresentadas
na seção 4.3.3. As temperaturas medidas da superfície do lago T0 são utilizadas somente para
comparação com as simulações e por isso não foram preenchidas.
Na seqüência são apresentados os resultados das simulações realizadas com o MHB e com o
MHB-mod, incluindo a verificação da conservação da energia durante as simulações, a evolução
temporal dos perfis simulados, as entalpias calculadas e medidas, comparação entre os perfis
simulados e medidos, comparações entre os fluxos simulados e os medidos, além dos erros
calculados na forma de VIÉS e REMQ.
6.6.1 Evolução temporal dos perfis de temperatura
As figuras 6.6 e 6.7 mostram, respectivamente, a evolução temporal dos perfis de tempera-
tura simulados pelo MHB e pelo MHB-mod. Pode-se perceber que o MHB-mod consegue uma
estratificação térmica mais acentuada que o MHB. O principal responsável por esta estratifica-
ção térmica é o coeficiente de difusividade turbulenta. Podemos dizer que quanto maior for o
coeficiente de difusividade turbulenta maior será a ‘mistura’ da água; isto resulta em diferen-
ças pequenas de temperatura entre camadas adjacentes do lago, conseqüentemente o perfil de
temperatura tende a ser isotérmico.
As temperaturas superficiais simuladas pelo MHB e pelo MHB-mod são comparadas com a
temperatura superficial medida nas figuras 6.8 e 6.9. Entre outubro de 2003 e maio de 2004, T0
estimada pelo MHB é menor que T0 medida. Neste mesmo período T0 estimada pelo MHB-mod
está praticamente em cima de T0 medida. Entre maio e agosto de 2004 ambas as estimativas
são maiores que as medidas. A partir de setembro as temperaturas do MHB começam a se
tornar menores que as temperaturas superficiais medidas enquanto T0 do MHB-mod volta a
ficar próxima das temperaturas medidas.
Devemos salientar que o período entre maio e agosto de 2004 coincide com o período
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Figura 6.6: Evolução temporal dos perfis de temperatura obtidos através do MHB.
Figura 6.7: Evolução temporal dos perfis de temperatura obtidos através do MHB-mod.
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Figura 6.8: Temperaturas superficiais medidas e obtidas através do MHB.
Figura 6.9: Temperaturas superficiais medidas e obtidas através do MHB-mod.
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de preenchimento de falhas de medições de velocidade do vento. Observando a figura 4.25
onde é apresentado o preenchimento de falhas desta variável podemos verificar que no período
preenchido as velocidades do vento estão menores que no restante do período. Logicamente
este fato influenciou nos resultados finais de temperatura da água, principalmente na superfície.
Para melhorar esta parte dos resultados seria necessário que essas falhas fossem preenchidas de
forma mais rigorosa.
6.6.2 Conservação da energia
A verificação da conservação da energia pelo método numérico é feita através da equação










onde Q representa o balanço dos fluxos de energia na superfície do lago nos tempos n e n+1. O
lado esquerdo representa a taxa de variação de entalpia ou energia armazenada pelo lago entre
os tempos sucessivos n e n+1. Os dois lados da equação devem ser iguais ou muito próximos
sendo que a proximidade dos valores depende da discretização utilizada para o espaço e para o
tempo.
As figuras 6.10 e 6.11 mostram que a energia é conservada tanto pelo MHB como pelo
MHB-mod. Isso acontece porque o método de Cranck Nicholson é conservativo.
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Figura 6.10: Comparação entre a variação interna de energia (vi) e a entrada de energia (e) para
o MHB.
Figura 6.11: Comparação entre a variação interna de energia (vi) e a entrada de energia (e) para
o MHB-mod.
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6.6.3 Perfis medidos e calculados
Conforme mostrado na seção 4.2 existem cinco épocas ou campanhas de medição de perfis
de temperatura no Lago de Furnas realizadas durante o período para o qual simulamos os perfis.
As datas de medição em Turvo e em Guapé são mostradas na tabela 6.1. As medições de cada
perfil de temperatura foram realizadas em dias seguidos, exceto o perfil 2, onde existe uma
diferença de 20 dias entre as medições. Para fazer as comparações com os perfis simulados foi
calculada a média entre os dois perfis medidos. Para comparar os perfis simulados com os perfis








Tabela 6.1: Datas de medição dos perfis de temperatura da água em Turvo e em Guapé.
Os perfis simulados apresentados nas figuras 6.12 a 6.16 foram obtidos através das médias
entre as simulações para alguns dias antes e alguns dias depois das datas de medição. Para os
perfis 1, 3, 4 e 5 foram utilizadas 216 médias horárias de perfis simulados, que correspondem a
9 dias de simulação; estes 9 dias englobam alguns dias antes e alguns dias depois das datas em
que os perfis foram medidos. Este critério foi adotado pois as medições de perfis foram reali-
zadas em dias consecutivos (exceto para o perfil 2) e representam a distribuição de temperatura
instantânea. Desta forma espera-se obter um perfil aproximado daquele que foi medido. Com-
parando os perfis médios simulados com um perfil instântaneo não devemos estar cometendo
erros absurdamente grandes, visto que os perfis de temperatura para lagos profundos não sofrem
variações muito bruscas. Para o perfil 2 foram utilizadas 336 horas pois houve um intervalo de
20 dias entre as medições de perfis em Turvo e Guapé. Essas 336 horas correspondem a 3 dias
antes e 3 depois de cada uma das datas em que os dois perfis foram medidos. A tabela 6.2
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mostra os intervalos de datas considerados para cada um dos perfis.
Perfil Intervalos de datas Número de horas de simulação
1 01/08/2003 a 08/08/2003 216
2 31/10 a 06/11 e 20-26/11 de 2003 336
3 16/06/2004 a 24/06/2004 216
4 14/09/2004 a 22/09/2004 216
5 14/12/2004 a 22/12/2004 216
Tabela 6.2: Intervalos considerados para o cálculo dos perfis médios simulados e respectivo
número de horas utilizadas para o cálculo dos perfis médios de temperatura.
De forma geral os perfis de temperatura simulados estão razoáveis. Os perfis simulados
pelo MHB-mod conseguem se aproximar mais dos perfis médios medidos. Em termos de estra-
tificação térmica, como já foi dito anteriormente, o MHB-mod consegue ser mais realista que
o MHB, inclusive formando termoclinas cujas profundidades de início e término correspondem
às medidas (perfis 2, 4 e 5).
Na figura 6.12 podem ser observadas diferenças máximas de temperatura de menos de
1,0 oC e os perfis são praticamente isotérmicos representando o mês de agosto (inverno).
Na figura 6.13 observa-se duas situações diferentes; na primeira o perfil simulado pelo
MHB-mod está bem próximo do perfil médio medido; na segunda situação observa-se que o
MHB gera um perfil praticamente constante até cerca de 15 metros e varia pouco a partir desta
profundidade. Claramente este não é um perfil típico para o mês de novembro.
A figura 6.14 mostra temperaturas simuladas diferentes dos perfis médios medidos. Pelo
comportamento do perfil simulado pelo MHB-mod é possível perceber claramente que este pas-
sou pelo processo de estabilização de perfis (apresentado na seção 6.4). Este caso é para o mês
de junho, início do inverno quando as temperaturas do ar começam a diminuir, conseqüente-
mente as camadas menos profundas do lago se tornam mais frias que as camadas mais profundas
gerando instabilidade.
Para o mês de setembro (figura 6.15) as temperaturas dos perfis simulados foram um pouco
maiores que as medidas, no entanto o perfil gerado pelo MHB-mod acompanhou a forma do
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Figura 6.12: Comparação entre a média dos perfis medidos em Turvo e Guapé com os perfis
simulados pelos modelos MHB-mod e MHB para Agosto de 2003.
perfil médio medido. O MHB, assim como na figura 6.14 gerou um perfil quase estável, a
menos de uma pequena termoclina a 20 metros de profundidade.
A última figura de comparação de perfis é a 6.16. Nesta figura observa-se que o perfil
simulado pelo MHB-mod acompanha a forma dos perfis médios medidos, enquanto o perfil
simulado pelo MHB apresenta pouca estratificação térmica e a termoclina se forma depois dos
25 metros de profundidade. A diferença máxima encontrada entre perfis simulados e médios
medidos é de cerca 3,0 oC.
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Figura 6.13: Comparação entre a média dos perfis medidos em Turvo e Guapé com os perfis
simulados pelos modelos MHB-mod e MHB para Novembro de 2003.
Figura 6.14: Comparação entre a média dos perfis medidos em Turvo e Guapé com os perfis
simulados pelos modelos MHB-mod e MHB para Junho de 2004.
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Figura 6.15: Comparação entre a média dos perfis medidos em Turvo e Guapé com os perfis
simulados pelos modelos MHB-mod e MHB para Setembro de 2004.
Figura 6.16: Comparação entre a média dos perfis medidos em Turvo e Guapé com os perfis
simulados pelos modelos MHB-mod e MHB para Novembro de 2004.
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6.6.4 Comportamento dos coeficientes K(z, t)
O coeficiente de difusividade turbulenta K(z, t) utilizado no MHB é formado basicamente









Para o MHB-mod a parametrização é dada pelas equações 3.8, 3.24 e 3.23 juntamente com
o conjunto de coeficientes Θ = 3,0, γ = 1,0 e λ = −1,0 citados na seção 6.6. Resumidamente
esta equação é





Todas as equações envolvidas no cálculo dos dois coeficientes de difusividade turbulenta
são descritas no apêndice B.
As figuras 6.17 e 6.18 mostram o comportamento dos perfis de difusividade turbulenta
referentes aos perfis de temperatura simulados apresentados nas figuras 6.12 a 6.16. Os perfis
de difusividade turbulenta das figuras 6.17-a e 6.18-a são perfis médios e foram obtidos da
mesma forma que os perfis médios de temperatura simulados. Para obter estes perfis médios
foram utilizadas as simulações de alguns dias antes e alguns dias depois das datas de medição
dos perfis de temperatura. Os intervalos de tempo considerados para obter os perfis médios
de difusividade turbulenta são os mesmos que para os perfis médios de temperatura da água
simulados apresentados na tabela 6.2. Como os valores de difusividade turbulenta são menores
que 1 m2 s−1, estes também foram plotados em escala logarítmica para facilitar a visualização
e são mostrados nas figuras 6.17-b e 6.18-b.
Para cada parametrização de difusividade turbulenta temos problemas diferentes com K(z =
0). A parametrização utilizada no MHB resulta em K(z = 0) = 0m2s−1, no entanto não pode-
mos utilizar este valor pois iríamos zerar a difusividade na superfície do lago. No caso do
MHB-mod temos exatamente o oposto: K(z = 0) é muito grande, conseqüentemente a tempe-
ratura da superfície resultante é muito grande. Para resolver estes dois problemas foram reali-
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zados vários testes com diferentes valores para K(z = 0); verificou-se que para obter resultados
razoáveis para a temperatura da água da primeira camada de lago o coeficiente de difusividade
turbulenta teria que ser da ordem de 10−6 m2s−1. Portanto o valor de K(z = 0) adotado para os
dois modelos é de 1×10−6 m2s−1. Como no fundo do lago a condição de contorno força o fluxo
a ser igual a zero não foi necessário adotar um critério específico para o valor da difusividade
turbulenta; porém observamos uma certa instabilidade numérica nas camadas mais profundas
que não chega a afetar os perfis de temperatura.
Observando as figuras 6.17 e 6.18 pode-se perceber que a difusividade turbulenta do MHB
tem variações muito mais acentuadas que a difusividade turbulenta do MHB-mod. Essas di-
fusividades geram, respectivamente os perfis simulados apresentados nas figuras 6.12 a 6.16.
Observando os perfis de K(z, t) plotados em escala logarítmica e os perfis T (z) (figuras 6.12 a
6.16) obtidos pelo MHB-mod é possível perceber que a profundidade do início da termoclina e
de menor valor de K coincidem. No caso do MHB, embora as difusividades variem bastante ao
longo do perfil, as temperaturas praticamente não variam e somente nos perfis 4 e 5 aparecem
regiões de termoclina muito profundas e cujo início também coincide com o ponto de menor
valor de K(z, t) (conforme a figura 6.17-b).
O coeficiente de difusividade turbulenta é difícil de ser parametrizado. Estes coeficientes
têm influência direta sobre o comportamento dos perfis de temperatura simulados e as duas
parametrizações tem comportamentos diferentes.
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(a) Perfis de K(z, t) obtidos pelo MHB.
(b) Perfis de K(z, t) obtidos pelo MHB em escala log
Figura 6.17: Perfis dos coeficientes de difusividade turbulenta referentes aos perfis de tempera-
tura simulados pelo MHB.
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(a) Perfis de K(z, t) obtidos pelo MHB-mod.
(b) Perfis de K(z, t) obtidos pelo MHB-mod em escala log
Figura 6.18: Perfis dos coeficientes de difusividade turbulenta referentes aos perfis de tempera-
tura simulados pelo MHB-mod.
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Tabela 6.3: Taxas de variação de entalpia entre os perfis médios entre Turvo e Guapé.





Tabela 6.4: Taxas de variação de entalpia para os perfis simulados pelo MHB e pelo MHB-mod.
6.6.5 Taxas de variação de entalpia




cwρw [T (z, t +∆t)−T (z, t)]A(z)dz. (6.84)
Esta equação é usada para o cálculo da taxa de variação da entalpia em um lago termicamente
estratificado sem advecção. Para calcular a entalpia é necessário utilizar a curva cota-área do
lago A(z) e os perfis de temperatura nos tempos t e t +∆t. A densidade da água ρw é constante
e igual 1000 kgm−3 e o calor específico da água a pressão constante cw = 4186Jkg−1 K−1.
As taxas de variação de entalpia entre os perfis medidos nas datas mostradas na tabela 6.1 são
apresentadas na tabela 6.3. A primeira coluna da tabela 6.3 indica entre quais perfis a entalpia
foi calculada: 1-2 indica que a entalpia foi calculada entre o primeiro e o segundo perfil e assim
sucessivamente.
As taxas de variação de entalpia entre os perfis simulados são mostradas na tabela 6.4. Estes
valores também foram obtidos através da equação 6.84.
Comparando os valores das tabelas 6.3 e 6.4 observa-se que os valores entre mesmos perfis
são diferentes. Deve-se salientar que os perfis simulados assim como os perfis médios medidos
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Figura 6.19: Taxas de variação de entalpia estimadas a partir dos perfis simulados pelo MHB e
pelo MHB-mod.
não são iguais, conseqüentemente os valores de entalpia não serão iguais e sim aproximados.
As taxas de variação de entalpia foram calculadas para períodos quinzenais a partir dos
perfis de temperatura simulados pelos dois modelos. As séries de taxas de variação de D são
apresentadas na figura 6.19. Pode-se perceber que as taxas de variação de entalpia calculadas
a partir das simulações são parecidas, porém boa parte das taxas estimadas pelo MHB-mod
são maiores (em módulo) que as estimadas pelo MHB. As D’s variam muito durante o ano e
embora a série não seja tão grande é possível perceber uma possível sazonalidade com períodos
de inverno e verão relativamente bem definidos.
6.6.6 Fluxos superficiais do modelo
Os fluxos superficiais H e LE e a radiação líquida Rl utilizados como condição de contorno
para a superfície do lago são obtidos de formas diferentes para cada um dos modelos conforme
descrito nas seções 6.2 e 6.3. A temperatura da superfície da água utilizada para o cálculo dos
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fluxos foi a temperatura simulada T0sim. Os fluxos H e LE do MHB-mod são obtidos através






esta é a mesma parametrização utilizada e apresentada no capítulo 5.
Os fluxos H e LE medidos através do Método de Covariâncias Turbulentas passaram pelo
controle de qualidade de dados descrito na seção 5.3.1 do capítulo 5. O fluxo de calor latente
LE foi corrigido com a função apresentada na seção 5.2.
Na seqüência são comparados os valores medidos e estimados dos fluxos médios horários
e diários de H e LE e da radiação líquida Rl .
6.6.6.1 Radiação líquida
A radiação líquida é medida na estação Guapé através de um radiômetro líquido (seção
4.2.1). Os modelos de radiação líquida utilizados foram rapidamente descritos nas seções 6.2
e 6.3 respectivamente para o MHB e para MHB-mod. Ambos os modelos de radiação líquida
dependem dos dados de radiação solar incidente, temperatura do ar, temperatura da superfície
da água e umidade relativa; nas simulações utiliza-se a temperatura superficial da água simulada
(T0sim) e não a medida. Deve-se lembrar que dos 18 meses e meio simulados haviam somente 2
meses e meio de medições de radiação solar incidente, o restante foi preenchido (seção 4.3.3).
Para ambos os modelos de radiação líquida as comparações foram boas. Os valores horários
e as médias diárias para o MHB estão respectivamente nas figuras 6.20 e 6.21; as figuras 6.22
e 6.23 mostram as médias horárias e as médias diárias para as radiações líquidas obtidas pelo
MHB-mod. Para o cáculo das médias diárias adotou-se o mesmo critério utilizado no capítulo
5, ou seja, foram calculadas somente para os dias em que restaram mais de 75% das médias
horárias — calculamos os fluxos diários somente para dias com 18 ou mais horas; restaram 22
pontos ou 22 médias diárias. Como a maior parte das radiações foram estimadas a partir de
dados de radiação solar incidente preenchida, os resultados são muito satisfatórios.
158
Figura 6.20: Radiações líquidas medidas e estimadas pelo MHB.
Figura 6.21: Médias diárias das radiações líquidas medidas e estimadas pelo MHB.
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Figura 6.22: Radiações líquidas medidas e estimadas pelo MHB-mod.
Figura 6.23: Médias diárias das radiações líquidas medidas e estimadas pelo MHB-mod.
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Figura 6.24: Fluxos de calor latente medidos pelo MCT estimados pelo MHB juntamente com
médias e dois desvios-padrão para intervalos de 10Wm−2 de LEγ .
6.6.6.2 Fluxos de calor latente
Da mesma forma que no capítulo 5 as médias e desvios-padrão para intervalos de 10Wm−2
de LEγ também foram calculados. As figuras 6.24 a 6.27 mostram os fluxos, as médias e duas
vezes o desvio-padrão para cada um desses intervalos. Nas figuras 6.24 e 6.25 são apresentadas
as comparações entre as médias horárias e diárias dos LE medidos e simulados pelo MHB. Na
primeira figura pode-se perceber que as médias para intervalos de 10Wm−2 cortam a linha 1:1
de forma tal que os fluxos de até cerca de 100Wm−2 são superestimados e acima desse valor
subestimados.
Os fluxos de calor latente horários e diários estimados pelo MHB-mod são apresentados
nas figuras 6.26 e 6.27. No MHB-mod LE é estimado através da equação de transferência de
massa multiplicada pelo calor latente de vaporização L. Como foi discutido na seção 5.3.3, os
LE’s grandes são subestimados e os pequenos são superestimados. Na figura 6.26 observa-se
que entre cerca de 70 e 200Wm−2 foi obtida uma relação 1:1 entre os valores medidos e os
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Figura 6.25: Médias diárias dos fluxos de calor latente medidos pelo MCT estimados pelo
MHB.
valores estimados. As médias diárias de LE tiveram como coeficiente de ajuste linear o valor
1,10 conforme pode ser observado na figura 6.27. Nesta figura é possível notar diferenças rela-
tivamente grandes entre os valores estimados e medidos, o que se torna gritante pelo pequeno
número de dias em que foi possível calcular as médias diárias.
Os fluxos de calor latente resultantes do MHB-mod, obviamente são melhores que os obti-
dos pelo MHB. O problema dos extremos de LE estimado pelo MHB-mod possivelmente pode
ser resolvido através de uma melhor parametrização para a rugosidade superficial conforme foi
comentado na seção 5.3.3, mas de forma geral a estimativa dos fluxos de calor latente pelo
MHB-mod é satisfatória.
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Figura 6.26: Fluxos de calor latente medidos pelo MCT estimados pelo MHB-mod juntamente
com médias e dois desvios-padrão para intervalos de 10Wm−2 de LEγ .
Figura 6.27: Médias diárias dos fluxos de calor latente medidos pelo MCT estimados pelo
MHB-mod.
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Figura 6.28: Fluxos de calor sensível medidos pelo MCT estimados pelo MHB e respectivas
médias e desvios-padrão para intervalos de 10Wm−2 de Hmed .
6.6.6.3 Fluxos de calor sensível
As estimativas do fluxo de calor sensível através do MHB são bastante diferentes das me-
dições e dos resultados obtidos pelo MHB-mod conforme pode ser observado nas figuras 6.28
e 6.29 (médias horárias e diárias respectivamente). Os valores simulados pelo MHB são subes-
timados e o coeficiente de ajuste linear é menor que 0,25 tanto para as médias diárias quanto
para as médias horárias. Assim como para os LE’s os fluxos de calor sensível horários também
foram divididos em intervalos de 10Wm−2 e as médias e os desvios-padrão foram calculados.
Os fluxos de calor sensível obtidos pelo MHB-mod foram calculados pela equação de trans-
ferência de calor (equação 5.5); as simulações são comparadas com as medições nas figuras 6.30
e 6.31. Os valores obtidos pelo MHB-mod são muito melhores que os do MHB. O coeficiente
de ajuste linear para médias horárias é de 0,88 e 0,95 para as médias diárias. Observando as
médias calculadas para intervalos de 10Wm−2 de Hmed percebe-se que os fluxos estimados são
um pouco menores que os medidos.
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Figura 6.29: Médias diárias dos fluxos de calor sensível medidos pelo MCT estimados pelo
MHB.
Figura 6.30: Fluxos de calor sensível medidos pelo MCT estimados pelo MHB-mod juntamente
com médias e desvios-padrão para intervalos de 10Wm−2 de Hmed .
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Figura 6.31: Médias diárias dos fluxos de calor sensível medidos pelo MCT estimados pelo
MHB-mod.
Sabe-se que não há influência dos fluxos de terra sobre os fluxos medidos e, na seção 5.4,
foi levantada a hipótese de que a causa das diferenças entre os fluxos de calor sensível estimados
e medidos pode ser o fato de que estamos utilizando rugosidades superficiais para calor e vapor
d’água iguais.
6.6.6.4 VIÉS e REMQ para Rl , LE e H
As tabelas 6.5 e 6.6 mostram a tendenciosidade de Rl , H e LE através do VIÉS e da raiz do
erro médio quadrático. O VIÉS e a REMQ foram obtidos através das equações 5.27 e 5.28. Os
valores das tabelas 6.5 e 6.6 confirmam o que foi observado nas figuras das seções anteriores.
Somente os valores do VIÉS e da REMQ para LE do MHB-mod e para H do MHB desto-
aram dos outros valores tanto para médias diárias quanto horárias; o erro sistemático cometido
para H do MHB é grande, principalmente se levarmos em conta o intervalo de variação deste
fluxo (entre -50 e 100Wm−2 para as médias diárias e -100 e 200Wm−2 para as médias horá-
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Modelo Variáveis VIÉS (Wm−2) REMQ (Wm−2)
MHB Rlmed×Rlest −22,3379 112,4395
MHB-mod Rlmed×Rlest −19,6923 110,6462
MHB LEmed×LEest 1,8845 59,0337
MHB-mod LEmed×LEest 4,1815 72,7223
MHB Hmed×Hest −24,5894 29,8624
MHB-mod Hmed×Hest −3,8870 16,1339
Tabela 6.5: Viés e REMQ entre os fluxos medidos e os calculados pelo MHB e pelo MHB-mod
para as médias horárias.
Modelo Variáveis VIÉS (Wm−2) REMQ (Wm−2)
MHB Rlmed×Rlest −1,6012 43,8991
MHB-mod Rlmed×Rlest 0,1610 41,4987
MHB LEmed×LEest 2,3165 44,6140
MHB-mod LEmed×LEest 10,6238 62,8539
MHB Hmed×Hest −35,7318 36,8494
MHB-mod Hmed×Hest −2,6957 15,1852
Tabela 6.6: Viés e REMQ entre os fluxos medidos e os calculados pelo MHB e pelo MHB-mod
para as médias diárias.
rias). A raiz do erro médio quadrático (REMQ) de LE é maior para o MHB-mod que para o
MHB visto que a dispersão dos pontos nas figuras 6.26 e 6.27 é maior que nas figuras 6.24 e
6.25, respectivamente.
6.6.7 Conclusões
A taxa de variação de entalpia D geralmente é desprezada quando fazemos o balanço de
energia em lagos. Os modelos de evolução térmica apresentados neste capítulo permitem esti-
mar este termo a partir dos perfis de temperatura da água. O conhecimento deste termo pode
ajudar a entender melhor o armazenamento de energia no lago.
O coeficiente de difusividade turbulenta K(z, t) do MHB-mod resultou em simulações de
perfis mais próximos, ou que pelo menos acompanham a forma dos perfis médios medidos. Isto
acontece porque K(z, t) do MHB-mod consegue uma estratificação mais realista que o K(z, t)
utilizado no MHB. As temperaturas superficiais da água simuladas pelo MHB-mod também
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Figura 6.32: Comparação entre os balanços de energia ou condição de contorno na superfície
do lago simulados pelo MHB e MHB-mod.
são mais parecidas com as temperaturas superficiais medidas. Uma explicação para isto pode
estar na condição de contorno do modelo, isto é, na quantidade de energia que está entrando ou
saindo do lago. A figura 6.32 mostra que os balanços de energia na superfície (Rl−H−LE)
simulados pelos dois modelos são muito parecidos, exceto para os valores muito negativos;
para os valores de Q menores que -200Wm−2, o MHB superestima o balanço se supormos que
Qmod (balanço do MHB-mod) está correto. Podemos concluir que o fator de maior influência
no cálculo dos perfis de temperatura é o coeficiente de difusividade turbulenta. As temperaturas
superficiais T0 utilizadas nas simulações são diferentes; cada modelo utiliza o T0 que simulou
no tempo anterior.
A tabela 6.7 mostra as evaporações mensais estimadas pelo modelo MHB-mod para os
meses completos (meses em que haviam dados do primeiro ao último dia). Nesses 17 meses
obtivemos uma evaporação mensal média de aproximadamente 101 milímetros. Como a área
superficial do lago é de cerca de 1440km2 o volume de água evaporada em um ano foi de




















Tabela 6.7: Evaporações mensais obtidas a partir do fluxo de calor latente estimado pelo MHB-
mod (em milímetros).
volume total aproximado é de 18,7×109 m3, ou seja, se não houvesse afluência nem defluên-
cia de água no reservatório aproximadamente 10% de sua capacidade evaporaria a cada ano.
Segundo dados fornecidos por Furnas a afluência mensal média durante esses 17 meses foi de
cerca de 19,8×109 m3mês−1 enquanto o total de água evaporada durante um mês é de cerca de
1,44×108 m3mês−1, ou seja, aproximadamente 0,73% da água que entrou no lago evaporou. O
Lago de Furnas é um dos maiores reservatórios construídos para produção de energia elétrica
no Brasil e, como vimos a quantidade de água evaporada é relativamente grande.
As recomendações em relação aos modelos de evolução térmica são feitas no capítulo 7.
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7 Conclusões e recomendações
No capítulo 5 mostramos que a evaporação estimada através da equação de transferência
de massa juntamente com as funções de correção de estabilidade é condizente com as medições
realizadas na Estação Guapé. As estimativas foram realizadas utilizando um conjunto pequeno
de dados que inclui velocidade média do vento u, temperatura do ar θa, temperatura da superfí-
cie da água T0, umidade relativa y e os níveis de água do lago za. Com exceção de T0 e de za as
outras variáveis são comumente medidas em estações meteorológicas.
A equação de transferência de massa (ou calor latente se multiplicarmos por L) consegue
estimar bem o fluxo de calor latente LE, exceto para os extremos. Este problema pode ser resol-
vido utilizando uma parametrização diferente para a rugosidade da superfície juntamente com
algum critério que consiga distinguir quais os pontos e motivos que causam estas discrepân-
cias. Para isto é necessário um estudo mais detalhado e uma observação minuciosa dos dados,
inclusive observando os períodos que sucedem a ocorrência de precipitação, pois enquanto o
anemômetro permanecer molhado os dados medidos possivelmente são problemáticos.
Pudemos verificar ao comparar Hv com Hmed que não há influência de fluxos de terra.
Desta forma, uma provável causa das diferenças entre os valores de Hmed e Hest pode ser o fato
de termos suposto que as rugosidades superficiais para o vapor d’água e para o calor são iguais
e no entanto é sabido que elas podem ser muito diferentes.
As médias diárias foram calculadas para os dias em que haviam mais de 75% de runs bons.
Foi possível observar, apesar dos poucos pontos, que as médias diárias de LE também são
melhores quando Ψ 6= 0. Para H as médias diárias para Ψ = 0 novamente são melhores. De
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forma geral os resultados são razoavelmente satisfatórios.
Na seção 6.6 foram apresentados os perfis de temperatura simulados e sua evolução tem-
poral, o comportamento dos dois coeficientes de difusividade turbulenta utilizados, as taxas de
variação de entalpia, além da radiação líquida e dos fluxos de calor latente e sensível simulados.
Também foi verificada a conservação de energia pelo método numérico na subseção 6.6.2. A
evolução temporal dos perfis de temperatura foi apresentada na subseção 6.6.1 onde vimos que
a parametrização para a difusividade turbulenta do MHB-mod consegue estratificar mais os per-
fis de temperatura do que a parametrização utilizada pelo MHB. O coeficiente de difusividade
turbulenta utilizado no MHB-mod, cujo comportamento foi mostrado na subseção 6.6.4, apre-
senta valores relativamente menores que a parametrização utilizada no MHB. Isto indica que
quanto maior a difusividade turbulenta maior será a mistura da água, conseqüentemente o perfil
de temperatura tende a ser isotérmico. Esta é a explicação para o fato do MHB-mod produzir
mais estratificação térmica que o MHB (as difusividades K(z, t) do MHB são maiores que as
do MHB-mod). Os perfis de temperatura simulados pelo MHB-mod em geral acompanham a
forma dos perfis medidos enquanto os perfis obtidos através do MHB tendem a ser isotérmicos.
Em relação às taxas de variação de entalpia, assim como existem discrepâncias entre os valores
obtidos a partir dos perfis medidos, também existem discrepâncias entre estes e os valores ob-
tidos a partir dos perfis simulados pelos dois modelos (subseção 6.6.5). Em relação à radiação
líquida disponível na superfície do lago os valores simulados foram muito satisfatórios quando
comparados com os medidos tanto em termos de médias horárias quanto médias diárias. Os
fluxos de calor latente LE foram mais satisfatórios para o MHB-mod assim como os fluxos de
calor sensível. Logicamente o modelo de evolução térmica de lagos precisa de ajustes, princi-
palmente quando se trata do coeficiente de difusividade turbulenta K(z, t), no entanto os perfis
de temperatura obtidos pelo MHB-mod e os fluxos simulados são bem razoáveis tendo em vista
as dificuldades de parametrização.
Neste trabalho são apresentadas diversas possibilidades para a estimativa dos termos do
balanço de energia em lagos (radiação líquida, fluxo de calor latente, calor sensível e entalpia).
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O termo mais complexo de se estimar é a entalpia, pois depende dos perfis de temperatura da
água.
Além de permitir o cálculo do balanço de entalpia, o modelo de evolução térmica pode ser
acoplado a modelos de qualidade da água ou modelos meteorológicos. O conjunto de dados
necessários para a implementação de modelos de evoluçao térmica é pequeno; este conjunto é
composto por séries completas de radiação solar incidente, velocidade média do vento, tempe-
ratura do ar, umidade relativa, nível d’água e pela curva cota-área do lago ou reservatório em
questão.
Embora os balanços de energia Q estimados pelos modelos MHB e MHB-mod sejam muito
parecidos recomendamos a utilização das equações de transferência (MHB-mod) pois os resul-
tados para os fluxos são mais condizentes com os fluxos medidos, principalmente para a eva-
poração. Desta forma além de perfis de temperatura da água também são estimados fluxos H e
LE relativamente confiáveis.
Os resultados obtidos para os fluxos H e LE permitem supor que a composição “equações
de transferência + Teoria de Similaridade de Monin-Obukhov” tem um problema: para certas
superfícies não podemos supor que as rugosidades superficiais de calor e vapor d’água são
iguais.
Diversas melhorias podem ser feitas tanto no cálculo dos fluxos quanto no modelo de evo-
lução térmica. Como recomendações para futuros trabalhos pode-se sugerir:
• Verificar o que acontece com os runs em que u∗ < 0,2;
• Fazer uma análise mais detalhada das situações de atmosfera neutra e não-neutra;
• Utilizar rugosidades superficiais diferentes para calor e vapor d’água e verificar a influên-
cia sobre os resultados dos fluxos de calor latente e sensível;
• Confirmar, através de análise minuciosa das direções do vento, a origem dos fluxos su-
perficiais;
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• Observação minuciosa da ocorrência de chuvas durante as medições realizadas através do
MCT e verificação de valores errôneos de fluxos, visto que este método de medição falha
quando ocorre precipitação;
• Estudo e obtenção de uma melhor parametrização para a rugosidade superficial de mo-
mentum z0τ incluindo condições para velocidades de fricção (u∗) altas e baixas;
• Inclusão de parametrizações de difusividade turbulenta para diferentes camadas de lago
ou obtenção de uma nova parametrização para o coeficiente K(z, t);
• Testar outras condições iniciais;
• Inclusão da advecção no cálculo da taxa de variação de entalpia;
• Implementação de um modelo bidimensional para a evolução da temperatura;
• Inclusão de um termo fonte e de um termo de adveção no modelo de evolução térmica;
• Análises físicas mais detalhadas do comportamento dos perfis de temperatura do lago e
sua relação com os fluxos superficiais;
• Inclusão do modelo de evolução térmica em modelos de qualidade da água ou em modelos
de mesoescala (como parte das interações superfície atmosfera);
• Desenvolver e testar uma parametrização simplificada para a difusividade turbulenta da
água.
No capítulo 1 comentamos que a evaporação é um termo difícil de ser estimado. Além
disso é extremamente importante para o cálculo da energia firme das usinas hidrelétricas. Isto
vale tanto em termos de planejamento quanto em termos econômicos. Um termo geralmente
não considerado neste tipo de cálculo é a taxa de variação de entalpia dos reservatórios. Este
trabalho supre a falta de alternativas para a obtenção de estimativas confiáveis destes termos e
conseqüentemente pode colaborar com a melhoria do planejamento energético do Brasil.
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Os objetivos deste trabalho foram atingidos. Boas estimativas de fluxos superficiais foram
obtidas e um modelo de evolução térmica para lagos profundos foi implementado gerando perfis
de temperatura da água qualitativamente compatíveis com os perfis medidos.
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APÊNDICE A -- Variáveis para o cálculo das
radiações
A.1 Coeficientes para o cálculo de Rsic
Os coeficientes T ’s para o cálculo da radiação solar incidente de céu claro Rsic são calcula-
dos conforme Atwater e Brown apud Crawford e Duchon (1999).









onde m0 é a massa de ar óptico, calculada através de
m0 =
35√
1224 cos2 Z +1
. (A.2)
O coeficiente Tw é
Tw = 1−0,077(wprec m0)0,3 , (A.3)
wprec é a água precipitável, que pode ser estimada a partir da temperatura do ponto de orvalho
(usando McDonald apud Crawford e Duchon (1999))
wprec = exp(− ln(λ +1)+0,0707Td−17,95) , (A.4)






O coeficiente Taer pode ser calculado através de
Taer = 0,935m0. (A.6)
A.2 Cálculo de Hsv – Hora solar verdadeira
A hora solar verdadeira Hsv é dada por




onde H0 é a hora oficial do local (sem considerar o horário de verão), λr é a longitude oficial
do local, λ0 é a longitude do meridiano central do fuso horário que engloba o local e Et é a
equação do tempo definida como a diferença entre a hora solar verdadeira e a hora solar média.
A equação do tempo, em segundos, é dada por
Et = 60 [229,18(a+bcosΓ− csenΓ−d cos2Γ− esen2Γ)] (A.8)






e d é o dia juliano.
A.3 Cálculo de αsw – Albedo de onda curta





onde λ é o comprimento de meio dia, a é um parâmetro dependente da nebulosidade, F é um










O comprimento de meio dia é obtido através de
H = cos−1 (− tanϕ tanδ ) . (A.12)



















para (b2− c2) < 0 (A.14)
onde
b = a+ senθ senδ (A.15)









APÊNDICE B -- Obtenção de Ri e K(z, t)
As descrições abaixo foram feitas com base em Henderson-Sellers (1985) e Babajimopou-
los e Papadopoulos (1986).
B.1 Ri e K(z, t) por Henderson-Sellers (1985)


























onde Φ é a latitude. A velocidade de fricção u∗ é obtida através de
u∗ ' 1,2×10−3 u. (B.4)








onde ρw é a densidade da água. A densidade da água, conforme Heggen (1983) apud Hostetler
e Bartlein (1990) é dada pela seguinte função:
ρw = (1−1,9549×10−5|TK−277|1,68)103 (B.6)
onde TK é a temperatura da superfície da água em Kelvin.
B.2 Ri e K(z, t) por Babajimopoulos e Papadopoulos (1986)
A difusividade turbulenta K(z, t) é obtida em função de um parâmetro de estabilidade f , em
geral dado pelo número de Richardson, ou seja,
K = K0 f (Ri), (B.7)
onde K0 é a difusividade turbulenta sem estratificação, ou seja, para condições de atmosfera
neutra. O coeficiente K0 pode ser obtido através de
K0 = Θu∗, (B.8)






τs é a tensão de cisalhamento sobre a superfície. Os autores sugerem que a tensão de cisalha-
mento pode ser calculada por
τs = 2,25×10−6 u2. (B.10)
O parâmetro de estabilidade f (Ri) é da forma
f (Ri) = (1+ γ Ri)λ ; (B.11)






αv é o coeficiente de expansão volumétrica da água (adimensional) e o gradiente de velocidade







Portanto Ri pode ser escrito como




O coeficiente de expansão volumétrica αv é obtido pelas relações
αv = 1,43×10−5 T (z)−0,540×10−4 T (z)≤ 11oC (B.15)
αv = 1,14×10−5 T (z)−0,209×10−4 T (z)≥ 11oC (B.16)
Com estas equações é possível calcular o coeficiente de difusividade turbulenta K(z, t).
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APÊNDICE C -- Soluções numéricas para equação
da difusão utilizando o MDF







onde T é a temperatura (em Celsius), α é o coeficiente de difusividade térmica (considerado
igual a 1 m2 s−1 nestes testes) e z é a profundidade (em m). Vamos utilizar dois conjuntos
diferentes de condições de contorno.
O primeiro conjunto de condições de contorno, considerando um lago de profundidade
unitária, será:
• a condição inicial, com 0 ≤ z ≤ 1
T (z,0) = 1 (C.2)
• a condição de contorno em z = 0
∂T
∂ z
(0, t) = F (C.3)
• a condição de contorno em z = 1
∂T
∂ z
(1, t) =−F. (C.4)





















Nos testes 1 e 2 as soluções numéricas serão comparadas com esta solução analítica. A equação
C.6 foi resolvida iterativamente através do método da bissecção. A rotina escrita abaixo em
linguagem C mostra o algoritmo de solução:
 
double b i s s e c c a o (
double ak , / / c h u t e i n i c i a l




/ / v a r i á v e i s
/ /−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
i n t jmax = 3 0 ; / / v a l o r máximo de j
/∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−∗ /
i n t i , / / c o n t a d o r no espaço
j ; / / c o n t a d o r no tempo
double mk , media ,
e r r o ;
double fmk [ 1 0 0 0 ] ;
/ /−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
f o r ( j =1 ; j <=jmax ; j ++)
{
mk = ( ak + bk ) / 2 . 0 ;
fmk [ j ] = mk∗ t a n (mk) − 0 . 5 ; / / equação a s e r r e s o l v i d a
i f ( fmk [ j ] < 0 . 0 )
{
ak = mk ;
bk = bk ;
}
i f ( fmk [ j ] > 0 . 0 )
{
ak = ak ;
bk = mk ;
}
e r r o = abs ( fmk [ j ] − fmk [ j −1 ] ) ;
media = mk ;
}
re turn media ;
} 
O segundo conjunto de condições inicial e de contorno é
• em t = 0, T (0) = T0




(0, t) =−Q, (C.7)
onde ρw é a densidade da água (1000 kgm−3) e cw é o calor específico da água a pressão
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constante (4186 Jkg−1 oC−1). Vamos supor que o fluxo de calor Q é dado pela senóide






Q0 é um fluxo prescrito na superfície, P é o período da senóide, j∆t é o tempo percorrido
até o passo de tempo j;
• a condição de contorno no fundo (z = h) também é semelhante a anterior porém com




(0, t) = 0. (C.9)
Vamos considerar um lago de profundidade h = 10 m. Como há um fluxo de calor prescrito no
contorno será verificada a conservação de energia nos testes 3, 4 e 5.
A discretização das equações para cada um dos testes é mostrada nas próximas seções.
C.1 Teste 1
O primeiro teste envolve uma discretização explícita, com diferenças centrais no espaço
e progressivas no tempo para a equação C.1; diferenças progressivas são utilizadas para as








Ti−1, j−2Ti, j +Ti+1, j
]
.
Isolando o termo Ti, j+1, temos




Ti−1, j−2Ti, j +Ti+1, j
]
(C.10)
que é uma aproximação de primeira ordem no tempo e segunda ordem no espaço.









T0, j = T1, j−∆zF0, j. (C.11)







Isolando Timax, j obtém-se
Timax, j = Timax−1, j−∆zFimax, j. (C.12)
C.2 Teste 2
O segundo teste também utiliza discretização explícita com diferenças centrais no espaço e
progressivas no tempo para a equação C.1. As condições de contorno C.3 e C.4 serão discreti-
zadas utilizando diferenças centrais. A discretização da equação da difusão é dada por C.10. A







O ponto T−1, j é uma temperatura fictícia inserida num ponto externo da malha conforme mos-
trado na seção 2.9.3. Para resolver este ponto é necessário outra equação. Esta outra equação
pode ser a C.10 escrita para z = 0, assim o ponto T−1, j é eliminado entre as duas (SMITH,
1985). Primeiramente vamos isolar T−1, j da equação anterior,
T−1, j = T1, j−2∆zQ0, j. (C.13)
A equação C.10 escrita para z = 0 (i = 0) é




T1, j−T0, j−∆zQ0, j
]
, (C.14)
e substituindo a equação C.13 na equação acima obtém-se















onde N é o número de nós em z. O ponto TN+1, j é um ponto fictício. Isolando este ponto ficamos
com
TN+1, j = TN−1, j +2∆zQN, j. (C.16)
A equação C.10 escrita para z = 1 ou i = N é




TN−1, j−2TN, j +TN+1, j
]
. (C.17)
Substituindo a equação C.16 na equação acima obtém-se




TN−1, j−TN, j−∆zQN, j
]
. (C.18)
Então o conjunto de equações que deve ser resolvido inclui C.10, C.15 e C.18.
C.3 Teste 3
O terceiro teste envolve o método explícito com uma discretização por diferenças centrais
para o segundo conjunto de condições de contorno. A conservação da energia será verificada
conforme mostrado na seção 2.9.4.
A discretização explícita da equação da difusão é dada por C.10. Discretizando a primeira







e isolando T−1, j obtém-se




Agora, escrevendo a equação C.10 para i = 0








e substituindo C.19 na anterior obtém-se a seguinte equação de diferenças finitas para z = 0









A condição de contorno para z = h é dada pela equação C.9. Seguindo os mesmos passos
para a discretização da condição em z = 0, obtém-se
TN+1, j = TN−1, j. (C.22)
Escrevendo C.10 para i = N temos




TN−1, j−2TN, j +TN+1, j
]
; (C.23)
substituindo C.22 na equação anterior obtém-se a equação para a condição de contorno em
z = h,







O conjunto de equações que deve ser resolvido neste terceiro teste é composto por C.10,
C.21 e C.24.
C.4 Teste 4
O quarto teste utiliza o método de MacCormack para resolver a equação da difusão com
as condições de contorno C.7 e C.9 discretizadas com diferenças centrais (utilizando um ponto
fictício, ou seja, as equações foram encontradas da mesma forma que no exemplo anterior).
Como foi mostrado na seção 2.9.2.2, este é um método preditor-corretor e para a equação da
difusão temos como passo preditor
Ti, j+1 = Ti, j +
α∆t
∆z
(Ti−1, j−2Ti, j +Ti+1, j) (C.25)
onde as barras indicam que o valor é o previsto. O passo corretor é
Ti, j+1 =





(Ti−1, j+1−2Ti, j+1 +Ti+1, j+1). (C.26)
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As equações preditoras das condições de contorno são, respectivamente para C.7 e C.9, as
seguintes:
















Os corretores para cada uma destas equações são
T0, j+1 =





















O conjunto de equações C.25 a C.30 dão a solução da equação da difusão através do método de
MacCormack.
C.5 Teste 5
Para o último teste será utilizado o método de Cranck-Nicholson. Como foi mostrado na
seção 2.9.2.3 o método de Cranck-Nicholson é uma média entre as discretizações da equação
C.1 nos tempos j e j +1. A equação 2.98 é repetida aqui:
−sTi−1, j+1 +(2+2s)Ti, j+1− sTi+1, j+1 = sTi−1, j +(2−2s)Ti, j + sTi+1, j, (C.31)
onde s = α∆t(∆z)2 .
A discretização das condições de contorno com diferenças centrais, já com os termos de
T−1, j e TN+1, j isolados, são dadas respectivamente pelas equações C.19 e C.22. A forma de
obter as equações para o cálculo dos valores de temperatura nos contornos é a mesma dos
exemplos anteriores. Primeiramente vamos escrever a equação C.31 para i = 0
−sT−1, j+1 +(2+2s)T0, j+1− sT1, j+1 = sT−1, j +(2−2s)T0, j + sT1, j
187
e substituir T−1, j (equação C.19) que resulta em




Agora vamos escrever C.31 para i = N
−sTN−1, j+1 +(2+2s)TN, j+1− sTN+1, j+1 = sTN−1, j +(2−2s)TN, j + sTN+1, j, (C.33)
e substituir TN+1, j (equação C.22). Obtemos então, para z = h,
−sTN−1, j+1 +(1+ s)TN, j+1 = sTN−1, j +(1− s)TN, j. (C.34)
As equações C.31, C.32 e C.34 formam um sistema de equações que pode ser escrito na










Dentre as diversas formas possíveis de escrever matricialmente este sistema optou-se por um
sistema com N +2 equações (porque os índices das equações vão de 0 até N +1) já que somente
os fluxos são conhecidos nos contornos e as temperaturas T0, j+1 e TN, j+1 também são incógnitas






1+ s −s 0 0 ... 0 0 0 0
−s 2+2s −s 0 ... 0 0 0 0
0 −s 2+2s −s ... 0 0 0 0
... ... ... ... ... ... ... ... ...
0 0 0 0 ... −s 2+2s −s 0
0 0 0 0 ... 0 −s 2+2s −s
0 0 0 0 ... 0 0 −s 1+ s

, (C.36)















(1− s)T0, j + sT1, j + 2s∆zQαρcw
sT0, j +(2+2s)T1, j + sT2, j
· · ·
sTi−1, j +(2+2s)Ti, j + sTi+1, j
· · ·
sTN−2, j +(2+2s)TN−1, j + sTN, j
sTN−1, j +(1− s)TN, j

(C.38)
As equações do sistema formado por C.36, C.37 e C.38 também podem ser escritas na
forma
aiTi−1, j+1 +biTi, j+1 + ciTi+1, j+1 = di (C.39)
para i entre 1 e N−1, onde
ai = −s, (C.40)
bi = 2+2s, (C.41)
ci = −s, (C.42)
di = sTi−1, j +(2+2s)Ti, j + sTi+1, j. (C.43)
A condição de contorno para z = 0 é escrita como
d0 = b0T0, j+1 + c0T1, j+1 (C.44)
onde
b0 = 1+ s, (C.45)
c0 = −s, (C.46)





para z = h temos
aNTN−1, j+1 +bNTN, j+1 = dN , (C.48)
onde
aN = −s, (C.49)
bN = 1+ s, (C.50)
dN = sTN−1, j +(1− s)TN, j. (C.51)
Para resolver o sistema de equações tridiagonal utiliza-se o algoritmo de Thomas ou TDMA
(Tridiagonal Matrix Algorithm). Este algoritmo é uma forma simplificada da Eliminação de
Gauss. Abaixo é apresentada uma implemetação em C do algoritmo tdma apresentado no ca-
pítulo 6. As variáveis de entrada desta rotina são os vetores, com N + 2 posições, ai, bi, ci e
di mostrados acima. Como resultado obtém-se os valores do vetor-coluna (ou matriz-coluna)




R o t i n a para s o l u ç ã o de um s i s t e m a t r i d i a g o n a l de equações l i n e a r e s
−−> ALGORITMO DE THOMAS ou TDMA
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−∗ /
void my_tdma (
double a [ ] , / / d i a g o n a l i n f e r i o r da m a t r i z
double b [ ] , / / d i a g o n a l p r i n c i p a l da m a t r i z
double c [ ] , / / d i a g o n a l s u p e r i o r da m a t r i z
double d [ ] , / / l ado d i r e i t o da m a t r i z
double x [ ] , / / i n c ó g n i t a s da m a t r i z




Declarando as v a r i á v e i s a u x i l i a r e s
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−∗ /
i n t i ;
double w[ n +1 ] , q [ n +1 ] , g [ n + 1 ] ;
/∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
1) E l i m i n a ç ã o : r e d u z os t e r mos da d i a g o n a l p r i n c i p a l a 1
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−∗ /
w[ 0 ] = b [ 0 ] ;
q [ 0 ] = c [ 0 ] / w [ 0 ] ;
g [ 0 ] = d [ 0 ] / w [ 0 ] ;
f o r ( i =1 ; i <n ; i ++)
{
w[ i ] = b [ i ] − a [ i ]∗ q [ i −1];
q [ i ] = c [ i ] / w[ i ] ;
g [ i ] = ( d [ i ] − a [ i ]∗ g [ i −1 ] ) / (w[ i ] ) ;
}
w[ n ] = b [ n ] − a [ n ]∗ q [ n−1];
g [ n ] = ( d [ n ] − a [ n ]∗ g [ n−1 ] ) / (w[ n ] ) ;
/∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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2) S u b s t i t u i ç ã o ordenada
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−∗ /
x [ n ] = g [ n ] ;
f o r ( i =( n−1); i >=0; i−−)
{




Foram testados 4 conjuntos de valores de ∆z e ∆t. Estes conjuntos são mostrados na tabela
C.1. Os testes 1, 2, 3, 4 e 5 foram realizados utilizando diferentes conjuntos de ∆z e ∆t. A tabela
Conjunto ∆z(m) ∆t (s) s = α∆t
∆z2
A 0,1 0,0025 0,25
B 0,2 0,002 0,5
C 2,0 2,0 0,5
D 0,5 10,0 40,0
Tabela C.1: Conjuntos de ∆z′s e ∆t ′s utilizados.
C.2 mostra os conjuntos de ∆t e ∆z utilizados em cada um dos 5 testes.













Tabela C.2: Testes realizados e conjuntos de ∆z e ∆t utilizados.
As figuras C.1 a C.10 mostram os resultados obtidos em cada um dos testes.
A tabela C.3 mostra as raízes do erro médio quadrático entre ∆U e Q para os testes 3, 4 e 5.
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Figura C.1: Comparação entre os testes 1-A, 2-A e a respectiva solução analítica.
Figura C.2: Comparação entre os testes 1-B, 2-B e a respectiva solução analítica.
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Figura C.3: Diferença entre os valores de ∆U e Q para os testes 3-A e 4-A.
Figura C.4: Resultados obtidos em x0 para os testes 3-A e 4-A.
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Figura C.5: Diferença entre os valores de ∆U e Q para os testes 3-B, 4-B e 5-B.
Figura C.6: Resultados obtidos em x0 para os testes 3-B, 4-B e 5-B.
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Figura C.7: Diferença entre os valores de ∆U e Q para os testes 3-C e 4-C.
Figura C.8: Resultados obtidos em x0 para os testes 3-C, e 4-C.
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Figura C.9: Diferença entre os valores de ∆U e Q para o teste 5-D.
Figura C.10: Resultados obtidos em x0 para o teste 5-D.
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Teste REMQ
3 - A 6,548687
3 - B 5,858113
3 - C 185,120099
4 - A 6,548658
4 - B 5,859304
4 - C 185,120099
5 - B 0,003088
5 - D 15,426628
Tabela C.3: Raízes do erro médio quadrático.
C.6.1 Observações
Algumas observações em relação aos resultados apresentados anteriormente devem ser fei-
tas. A primeira delas é que para uma equação diferencial de segunda ordem os resultados e os
erros obtidos são os mesmos tanto para o método de Euler explícito quanto para o método de
MacCormack. Segundo, os erros para os métodos explícito e implícito de Cranck-Nicholson,
utilizando mesmos valores de ∆z e ∆t tem sinais opostos porém o mesmo valor em módulo.
A terceira observação é que quanto menores os valores de ∆z e ∆t, menores serão os erros
cometidos.
A vantagem de se utilizar o método de Cranck-Nicholson é o fato dele ser incondicional-
mente estável. Obviamente quanto maiores os valores de ∆z e ∆t maiores serão os erros, por
exemplo, se dobrarmos o valor de ∆z o erro terá um aumento da ordem de ∆z2. O método de
Cranck-Nicholson permite utilizar discretizações menores em z e maiores em t, sem necessi-
dade de atender a um critério de convergência. Num método explícito são necessários passos
de tempo extremamente pequenos para se obter resultados razoáveis, o que torna ‘cara’ a sua
implementação computacional.
Quanto às condições de contorno, como pode-se notar nas figuras C.1 e C.2 é melhor utilizar
um ponto fictício para se obter uma acurácia maior, principalmente em problemas nos quais os
contornos determinam a solução, como é o caso de um perfil de temperatura de um lago onde
as variações de temperatura são respostas ao que acontece na superfície.
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APÊNDICE D -- Funções de interpolação para
hora e dados
As rotinas que seguem foram utilizadas para interpolar os dados e o tempo.
Para interpolação dos dados foi utilizada a função interpola, listada abaixo.
 
void i n t e r p o l a (
i n t jmax , / / número máximo de i n t e r p o l a ç õ e s
double x2 , / / v a l o r f i n a l da v a r i á v e l que s e r á i n t e r p o l a d a ( tempo n+1)
double x1 , / / v a l o r i n i c i a l da v a r i á v e l que s e r á i n t e r p o l a d a ( tempo n )
double x [ ] / / v a l o r e s i n t e r p o l a d o s e n t r e j =0 e j=jmax
)
{
i n t j ;
double d e l t a x ;
/∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Calcu lando o v a l o r do d e l t a x ou i n c r e m e n t o da v a r i á v e l a cada passo de
i n t e r p o l a ç ã o
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−∗ /
d e l t a x = ( x2 − x1 ) / jmax ;
/∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Calcu lando os v a l o r e s i n t e r p o l a d o s
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−∗ /
f o r ( j =0 ; j <jmax ; j ++)
{





Para a interpolação das horas foi utilizada a função interpolahora, listada abaixo.
 
/∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Função para i n t e r p o l a r horas ( dados h o r á r i o s )
OBS . IMPORTANTE: AS HORAS VÃO DE 01:00 a t é 24:00
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−∗ /
void i n t e r p o l a h o r a (
i n t jmax , / / número máximo de i n t e r p o l a ç õ e s
i n t hora2 , / / v a l o r f i n a l da v a r i á v e l que s e r á i n t e r p o l a d a ( tempo n+1)
i n t hora1 , / / v a l o r i n i c i a l da v a r i á v e l que s e r á i n t e r p o l a d a ( tempo n )
i n t hora [ ] / / v a l o r e s i n t e r p o l a d o s e n t r e j =0 e j=jmax
)
{
i n t d e l t a h o r a , j ;
/∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
c o r r e ç ã o para a meia−n o i t e
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−∗ /
i f ( ho ra1 == 86400)
{
hora1 = 0 ;
}
/∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Calcu lando o v a l o r do d e l t a x ou i n c r e m e n t o da v a r i á v e l a cada passo de
i n t e r p o l a ç ã o
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−∗ /
d e l t a h o r a = ( hora2 − hora1 ) / jmax ;
/∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Calcu lando os v a l o r e s i n t e r p o l a d o s
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−∗ /
/ / hora [ 0 ] = hora1 ;
f o r ( j =0 ; j <jmax ; j ++)
{
ho ra [ j ] = hora1 + d e l t a h o r a ∗ j ;
}
re turn ; 
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APÊNDICE E -- Rotinas para estabilização de
perfil de temperatura
Estas rotinas são implementações dos algoritmos apresentados na seção 6.4.
E.1 Rotina f ix_pro f ile 
void f i x _ p r o f i l e (
i n t n , / / número de p o n t o s no p e r f i l ( começando em 0)
double T [ ] , / / o p e r f i l




/ / d e c l a r a ç ã o de v a r i á v e i s
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
i n t i , j ;
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
/ / v e r i f i c a n d o o p e r f i l do fundo para a s u p e r f í c i e
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
f o r ( i = n ; i > 0 ; i−− )
{
f o r ( j = 0 ; j < i ; j ++ )
{
i f ( T [ i ] > T [ j ] )
{








E.2 Rotina change_pro f ile 
void c h a n g e _ p r o f i l e (
double T [ ] , / / p e r f i l de t e m p e r a t u r a
i n t i , / / pon to de i n s t a b i l i d a d e que e s t o u procurando
i n t i n s t , / / pon to de i n s t a b i l i d a d e que eu e n c o n t r e i
double a r e a [ ] / / area do lago no n í v e l i
)
{
double A, / / área∗ temp que deve s e r p r e s e r v a d a
An , / / área∗ temp após a e s t a b i l i z a ç ã o −−> checagem
B , / / soma das á r e a s
Tc on s t ; / / t e m p e r a t u r a média dos p o n t o s e s t a b i l i z a d o s
i n t
j ,
jmin , / / o pon to a n t e s da r e g i ã o de temp . c o n s t a n t e
jmin0 , / / o p r i m e i r o pon to que v a i mudar de t e m p e r a t u r a
jmax , / / o pon to após a r e g i ã o de t e m p e r a t u r a c o n s t a n t e
jmax0 , / / o ú l t i m o pon to a mudar de t e m p e r a t u r a
min , / / marca jm in = i n s t [ i ] = 0
max ; / / marca jmax = i = N
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
/ / d e f i n i n d o quem é jmin0
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
jmin = i n s t − 1 ;
i f ( jmin < 0 )
{
jmin = 0 ;
min = 1 ;
jmin0 = jmin ;
}
e l s e
{
min = 0 ;
jmin0 = i n s t ;
}
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
/ / d e f i n i n d o quem é jmax0
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
jmax = i + 1 ;
i f ( jmax > N )
{
jmax = N ;
max = 1 ;
jmax0 = jmax ;
}
e l s e
{
max = 0 ;
jmax0 = i ;
}
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
/ / Ca lcu lando a média ponderada e n t r e a t e m p e r a t u r a e a área
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
A = 0 . 0 ;
B = 0 . 0 ;
f o r ( j = jmin ; j <= jmax0 ; j ++ )
{
A += T [ j ]∗ a r e a [ j ] ;
B += a r e a [ j ] ;
}
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
/ / Compondo os c o e f i c i e n t e s
/ / A = B∗ T c o n s t
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
B = 0 . 0 ;
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
/ / f i n a l m e n t e vamos o b t e r a nova t e m p e r a t u r a
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Tc on s t = (A ) / B ;
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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/ / S u b s t i t u i n d o as t e m p e r a t u r a s que s e r ã o e s t a b i l i d a d a s
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
f o r ( j = jmin ; j <= jmax0 ; j ++ ) {
T [ j ] = Tc on s t ;
}
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
/ / R e c a l c u l a n d o o v a l o r de T [ j ]∗ area [ j ] para v e r i f i c a ç ã o
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
An = 0 . 0 ;
f o r ( j = jmin ; j <= jmax0 ; j ++ ) {




APÊNDICE F -- Testando o MHB-mod com outros
valores de ∆t
Nas próximas seções são apresentados os perfis de temperatura da água obtidos para testes
realizados com o MHB-mod utilizando os seguintes passos de tempo:
• ∆t = 60 segundos (1 minuto);
• ∆t = 120 segundos (2 minutos);
• ∆t = 300 segundos (5 minutos) e
• ∆t = 600 segundos (10 minutos)
e ∆z de 0,5 metros Serão apresentadas figuras contendo:
• verificação da conservação da energia;
• comparação entre temperaturas superficiais medidas e simuladas e
• comparação entre perfis de temperatura simulados e medidos.
A forma de obtenção destes resultados são idênticas às que foram utilizadas no capítulo 6.
F.1 Conservação da energia
Nas figuras F.1 a F.4 desta seção observamos que quanto maior o passo de tempo maior é a
discrepância entre a entrada de energia na superfície do lago e sua variação interna de energia.
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Figura F.1: Comparação entre a variação interna e a entrada de energia no lago com ∆t = 1min
e ∆z = 0,5m (MHB-mod).
Figura F.2: Comparação entre a variação interna e a entrada de energia no lago com ∆t = 2min
e ∆z = 0,5m (MHB-mod).
204
Figura F.3: Comparação entre a variação interna e a entrada de energia no lago com ∆t = 5min
e ∆z = 0,5m (MHB-mod).
Figura F.4: Comparação entre a variação interna e a entrada de energia no lago com ∆t = 10min
e ∆z = 0,5m (MHB-mod).
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Figura F.5: Comparação entre as temperaturas superficiais medidas e obtidas através do MHB-
mod com ∆t = 1min e ∆z = 0,5m.
F.2 Evolução temporal dos perfis de temperatura
Nas figuras F.5 e F.6 é possível perceber que a temperatura superficial sofre variações muito
acentuadas e quanto maior o passo de tempo utilizado maior é a amplitude das temperaturas
superficiais simuladas. Por este motivo a evolução temporal das temperaturas simuladas para
os passos de tempo de 5 e 10 minutos não são apresentadas pois resultam em diferenças ainda
maiores que as observadas nas figuras F.5 e F.6. Obviamente quando aumentamos o passo de
tempo estamos diminuindo a acurácia do método numérico.
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Figura F.6: Comparação entre as temperaturas superficiais medidas e obtidas através do MHB-
mod com ∆t = 2min e ∆z = 0,5m.
F.3 Perfis de temperatura
Conforme vimos na seção anterior as temperaturas superficiais sofrem variações muito
grandes, no entanto médias destas temperaturas são aceitáveis. Isto pode ser verificado nas
figuras F.7 a F.11. Em relação aos perfis de temperatura gerados os resultados são melhores
para os intervalos de tempo de 1 e de 2 minutos. Para os passos de tempo de 5 e 10 minutos
foram obtidos perfis bastante diferentes dos perfis medidos.
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Figura F.7: Comparação entre a média dos perfis medidos em Turvo e em Guapé com os perfis
simulados pelo MHB-mod para os ∆t’s de 1, 2, 5 e 10 minutos e ∆z = 0,5m.
Figura F.8: Comparação entre a média dos perfis medidos em Turvo e em Guapé com os perfis
simulados pelo MHB-mod para os ∆t’s de 1, 2, 5 e 10 minutos e ∆z = 0,5m.
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Figura F.9: Comparação entre a média dos perfis medidos em Turvo e em Guapé com os perfis
simulados pelo MHB-mod para os ∆t’s de 1, 2, 5 e 10 minutos e ∆z = 0,5m.
Figura F.10: Comparação entre a média dos perfis medidos em Turvo e em Guapé com os perfis
simulados pelo MHB-mod para os ∆t’s de 1, 2, 5 e 10 minutos e ∆z = 0,5m.
209
Figura F.11: Comparação entre a média dos perfis medidos em Turvo e em Guapé com os perfis
simulados pelo MHB-mod para os ∆t’s de 1, 2, 5 e 10 minutos e ∆z = 0,5m.
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