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Abstract
Spatial e↵ects such as cell shape, internal cellular organisation and cellular plas-
ticity have very often been considered negligible in models of cellular pathways,
and many existing simulation infrastructures do not take such e↵ects into consid-
eration. However, recent experimental results and systems level theories suggest
that even small variations in shape can make a large di↵erence to the fate of the
cell. This is particularly the case when considering eukaryotic cells, which have
a complex physical structure and many subtle control mechanisms. Bacteria
are also interesting for their variation in shape, both between species and in
di↵erent states of adaptation.
In this thesis we perform simulations that quantify the e↵ect of three as-
pects of morphology - external cellular shape, internal cellular organisation and
processes that change the shape of the cell - on the behaviour of model cel-
lular pathways. To perform these simulations we develop Reaction-Di↵usion
Cell (ReDi-Cell), a highly scalable General Purpose Graphics Processing Unit
Computing (GPGPU) cell simulation infrastructure for the modelling of cellu-
lar pathways in spatially detailed environments. ReDi-Cell is validated against
known-good simulations, prior to its use in new work.
By measuring reaction trajectories and concentration gradients we quantify
the responses of simulated cellular pathways to these three spatial aspects. Our
results show that model cell behaviour is the composite of cellular morphology
and reaction system. Di↵erent reaction systems display di↵erent dynamics even
when placed in identical environments.
Traditionally, computational approaches to cell biology have been focussed
upon investigating how changes to reaction dynamics alter cellular behaviour.
This thesis, on the other hand, demonstrates another way in which reaction
dynamics can be altered, by changing the morphology of the cell.
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CHAPTER 1
Introduction
The simulation of living cells is important for both revealing the complex mech-
anisms behind their behaviour and predicting their future actions. In silico
studies of the cell allow a degree of measurement and control that is impossi-
ble in vivo or in vitro. As the fundamental unit of life, the simulation of the
behaviour of individual cells has been described as one of the grand challenges
of the 21st century [Tomita, 2001]. Despite this, spatial e↵ects such as exter-
nal cell shape, internal organisation and processes that change the shape of the
cell have very often been considered negligible in models of cellular behaviour,
and many existing simulation studies do not take such e↵ects into considera-
tion. Recent experimental results are reversing this judgement by showing that
spatial variations can make a big di↵erence in the fate of a cell [Cowan et al.,
2012; Ihekwaba et al., 2004; Kholodenko, 2009; Maeder et al., 2007; Mazel et al.,
2009; Neves and Iyengar, 2009; Neves et al., 2008; Ohshima et al., 2012; Pham
and Ichikawa, 2013; Terry, 2014; Terry and Chaplain, 2011; Wang et al., 2006;
Zhao et al., 2011]. By combining data on the cell’s chemical environment with
morphological information, integrative modelling approaches allow us to explore
the role of cell shape in cell behaviour. Although there exist spatial simulations
of specific cells and specific systems within those cells [Means et al., 2006; Orton
et al., 2005; Zhao et al., 2011], there has not yet been a concerted e↵ort to sys-
tematically explore the cell’s behaviour in response to its spatial configuration.
Further work is required to understand the influence of spatial organisation on
cellular processes [Kholodenko, 2009] - this thesis is concerned with exploring
the nature of this influence.
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1.1 Cell morphology
Cell morphology, that is the external shape of the cell coupled with its inter-
nal organisation, varies wildly throughout nature. The morphology of the cell
is often vital to its function, with a range of literature attempting to connect
the two [Shah, 2010]. For example, the regular building-block nature of epithe-
lial formations hint at some sort of barrier function. Figure 1.1 shows some
particularly famous examples of cells where shape is vital for function.
Figure 1.1(a) shows a diagram of a human neuron, the cell responsible for
communication between the Central Nervous System (CNS), and the sense or-
gans and muscles. The axon of the neuron is large compared to the rest of
the cell, up to 12 m in the case of the giant squid. The neuron’s morphology
allows for high levels of connectivity to other nerve cells. The axon divides at
the end to duplicate input to other neurons and the dendrites are capable of
branching to such an extent as to allow for 100,000 inputs to a single neuron.
Figure 1.1(b) depicts an immune cells known as a neutrophil. This figure shows
the neutrophil changing shape to engulf and destroy several bacteria. Their
shape shifting ability also permits them to move through the tightly packed
cells of the host’s tissues to reach their targets. Figure 1.1(c) shows a red mam-
malian blood cell, responsible for absorbing oxygen in the lungs and distributing
it to other parts of the body. Their most noticeable morphological adaptation is
their biconcave shape, which increases their surface area, allowing more oxygen
and carbon dioxide to be exchanged per unit time. A perfectly flat cell would
have an even better surface area to volume ratio. As this is not the case it is
likely that the cell’s shape is compromise between functions.
Living cells also take on a bewildering range of sizes; from the diminutive
Pelagibacter ubique enclosing a volume of 0.01 µm3 [Young, 2006] to the gar-
gantuan Valonia ventricosa. Figure 1.2 shows a range of cells compared in size
and shape to E. coli. The driving factors for cells adopting a particular size,
from both an evolutionary and mechanistic point of view are still unclear. But
13
(a) Diagram of a neuron. Reproduced from anatomypic-
ture.us Original credit unknown, published by John Wiley
and Sons. Inc
(b) Photographs of a neutrophil engulfing pathogens. In the left pane
a neutrophil extends part of its body around two pneumococci. In the
centre pane the bacteria are engulfed, the red arrows show their location
within the neutrophil. In the right pane two pneumococci have managed
to escape from the neutrophil. Reproduced from theimmunology.com
(c) Diagram of a red blood
cell. Reproduced from
theartofmed.wordpress.com
Original credit: Benjamin
Cummings
Figure 1.1: Adaptive morphology of several cells, a neuron, a neutrophil engulf-
ing a pathogen and a red blood cell
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Figure 1.2: Cartoons of several di↵erent types of cells as compared to an E.
Coli bacterium of length 1 /mum. (A) The protist Giardia lamblia, (B) a plant
cell, (C) a budding yeast cell, (D) a red blood cell, (E) a fibroblast cell, (F)
a eukaryotic nerve cell, and (G) a rod cell from the retina. Reproduced from
[Milo and Philips, 2016]
Figure 1.3: Di↵erences in substructure distribution in three di↵erent types of
fat cells. Reproduced from [Owens, 2014]
it is typically argued that greater surface to volumes ratios increase the rate at
which nutrients can be delivered to the internals of the cell, whilst at the same
time limiting the size of cell that has to be supported [Young, 2006].
Internal organisation can also di↵er markedly between cells. Some cells are
incredibly simple, lacking any real internal organisation, their insides form a
“soup” of components whereas others are highly organised. Within organised
cells there is a great variety of structure. Figure 1.3 shows two di↵erent types
of fat cells; a white fat cell, a beige fat cell and a brown fat cell. Internal space
is configured di↵erently in these three cells, volume is concentrated in a few
substructures in the white fat cell but highly distributed in the brown fat cell.
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1.2 Cellular Dynamics
A cell’s dynamics can be thought of as the totality of all spatially localised and
temporally dynamic biochemical reactions that occur within the cell [celldy-
namics.johnshopkins.edu, 2014]. Many reactions may take place in a cell every
second and control over these is necessary. In cells this is often accomplished
with the use of enzymes, biological catalysts that speed up reactions without
themselves being consumed [Alberts et al., 2013]. The majority of the reactions
within the cell do not take place in isolation, but instead a number of reac-
tions will form a step by step chain known as a biological pathway, with many
pathways composing a biochemical network. Chemical pathways control the be-
haviour of the cell. For example a combination of chemical pathways (forming
a network) might control the assembly of a fat or a protein, turning a gene on
or o↵, or causing the cell to move. In order to simulate some component of cell
behaviour we do not need a complete picture of cellular dynamics, that is, to
know about everything that is taking place in the cell. Rather, we separate out
the section that we intend to study, and talk about the cellular dynamics of a
particular process or network.
In this thesis we simulate abstract reaction pathways that have the properties
of in vivo pathways. We select three reaction systems that are mathematically
representative of biological pathways found in nature; the Lotka-Volterra (LV)
reaction system has been used as an abstraction of biochemical oscillations [An-
drews et al., 2009], the Bi-Molecular Reaction (BMR) system is equivalent to a
generic second order reaction system, and the Turing system has been used to
model morphogenesis [Turing, 1990].
The reactions that constitute chemical pathways cannot take place if the
chemicals that constitute them are not in the correct location. They must be
transported to the locations within the cell where they are required - this ac-
counts for the spatially localised facet of the definition of cellular dynamics. The
mechanism used for transport within the cell is often di↵usion, the processes by
16
which matter is moved from one part of a system to another down a concentra-
tion gradient[Crank, 1979]. Any process that requires the shuttling of chemicals
across the cell will most likely utilise di↵usion, which requires less energy than
other transport mechanisms, but is slower than other cellular transport mecha-
nisms for larger molecules [Alberts et al., 2013]. Reactive and di↵usive processes
act in concert which results in cellular dynamics - the behaviour of the cell.
1.3 Cell dynamics and cell morphology
Computer simulation and traditional lab experimentation are making it increas-
ingly clear that the reaction pathways and di↵usive processes that constitute
cellular dynamics are a↵ected by the morphology of the cell [Kholodenko, 2009].
By adding space and hence inviting di↵usion into reacting biochemical systems,
gradients of concentration across space, rather than constant values in one posi-
tion are introduced. The varying concentration induced by the gradient causes
changes in the outcome of biochemical pathways. Concentration gradient for-
mation is an important field of study in cell biology and it has been established
that the size, the shape and internal organisation of the cell all play a pivotal
role in inducing the concentration gradient and thus a↵ect pathway behaviour
[Meyers et al., 2006; Neves et al., 2008; Pham and Ichikawa, 2013]. Concentra-
tion gradients have been recorded in a variety of pathways including NF-kB,
MAPK, GAP and mitosis [Fuller et al., 2008; Maeder et al., 2007; Niethammer
et al., 2004] and there is growing evidence that some biological pathways could
not take place without their existence. The neuron is a particularly striking
example of cell that relies heavily on concentration gradients for its operation.
The action potential in the axon could not take place without a very strong
gradient of charge.
It is obvious that changing the size of the reaction vessel, in this case the
cell, would induce di↵erent concentration gradients; the further a chemical has
to travel the more likely it becomes that it will have undergone some sort of
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change on its journey [Meyers et al., 2006]. Further evidence of the sensitivity
of cell dynamics to cell size is found in numerical simulations of the yeast cell
- cellular dynamics are markedly di↵erent in virtual yeast cells of di↵erent size
[Zhao et al., 2011]. Experimental results have shown that changing the shape of
the cell can also a↵ect the formation of concentration gradients [Cowan et al.,
2012; Neves and Iyengar, 2009; Neves et al., 2008].
Internal organisation and positioning have also been implicated in the gen-
eration of concentration gradients. This can occur by two mechanisms; (i)
chemical components can be spatially restricted within the cell, (ii) the pres-
ence of a substructure could alter the formation of an existing concentration
gradient.
1.4 Reaction-Di↵usion models capture cell dy-
namics
When simulating the dynamics of living cells we seek to model the processes of
reaction and di↵usion undergone by chemicals within the cell. When models for
both of these processes are combined we achieve the reaction-di↵usion model,
that is able to predict species concentrations in time and space.
As discussed in the background chapters 2 and 3, reaction-di↵usion models
have enjoyed considerable success in the modelling of cellular dynamics [Meyers
et al., 2006; Soh et al., 2010; Terry and Chaplain, 2011]. This is due to their
intrinsically spatial nature - they are well suited to modelling the arbitrarily
shaped boundaries of in silico representations of cells. If a reaction-di↵usion
model is capable of describing in vivo behaviour then, by varying model param-
eters, it is possible to computationally identify the physical quantities of the
cell and involved chemicals. This is of course contingent on a reaction-di↵usion
model being the correct choice.
Reaction-di↵usion models have also been applied to morphogenesis, the
biological process that causes an organism to take on a particular structure
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[Youngson, 2006]. This was demonstrated in Alan Turing’s seminal 1952 work,
“The Chemical Basis of Morphogenesis” [Turing, 1990]. Patterns generated
by the Turing reaction-di↵usion system (along with others) have been found
to mimic naturally occurring patterns of pigmentation and structure [Turing,
1990]. Reaction-di↵usion models are also applied outside of biology, in fields
as varied as geology [Bischo↵ and Piper, 2013] and crime hotspot prediction.
[Short et al., 2010].
It is important to distinguish between reaction-di↵usionmodels and reaction-
di↵usion systems. Whilst a reaction-di↵usion model refers to any mathematics
that attempts to capture reaction and di↵usion, a reaction-di↵usion system
refers to particular, parametrised set of reacting and di↵using chemicals, that
is a specific system.
Reaction-di↵usion models can be formulated and solved in a variety of ways -
stochastic simulations, di↵erential equations and particle based methods have all
been successfully applied. In this thesis we take a di↵erential equation approach,
using Ordinary Di↵erential Equation (ODE)s for the modelling of reactions and
Partial Di↵erential Equation (PDE) for modelling di↵usion. Chapter 3 discusses
the mathematical formulation and solution of a variety of reaction-di↵usion
models.
1.5 Problem statement and contributions
In this thesis we systematically explore the e↵ect that spatial configuration has
on virtual biological pathways. Before we can do this we need to define what
is meant by spatial configuration. In this thesis the three aspects of spatial of
configuration explored are:
• The shape of the cell
• Internal cellular organisation
• Processes that change the shape of the cell
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Specifically we state the research question as: In what way does the con-
figuration of cellular morphology alter the dynamics of numerically
simulated biological pathways?. To answer this overall research question
we break it into three smaller research questions, answering them in chapters 5,
6 and 7.
• Research question 1:
In what way does the surface shape of the cell alter the
behaviour of simulated biological pathways?
• Research question 2:
In what way does the internal organisation of the cell alter
the behaviour of simulated biological pathways?
• Research question 3:
In what way do processes that changes the shape of the cell
alter the behaviour of simulated biological pathways?
In answering the research question, this thesis makes the following contribu-
tions:
• Quantifying the responses of simulated biological pathways to
common bacterial cell shapes
Using a numerical simulation package developed for this thesis and de-
tailed in Chapter 4, we simulate virtual pathways in three common bac-
terial shapes. Bacterial cells take on a bewildering variety of external
shapes [Young, 2006], but the three most common are cocci - spherically
shaped, bacilli - rod shaped, and spirilli - helically shaped. We use our
numerical simulation package to conduct novel simulations that demon-
strate the e↵ect that these common bacterial shapes have on the behaviour
of model cellular pathways. Pathway wavefront shape, pathway concen-
tration gradients, and chemical species distribution are measured in the
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three di↵erent shapes. Through these results we show that variations in
the shape or configuration of these common cell shapes alter model cell
dynamics.
• Quantifying the responses of simulated biological pathways to
common configurations of internal cellular organisation
Using numerical simulations we examine the response of virtual pathways
to internal cellular organisation. The nisinternal orgaation of cells can
di↵er between di↵erent cell types. We use novel numerical simulations
to explore the e↵ect that three aspects of internal cellular organisation
have upon model pathway dynamics. The three aspects investigated are:
Nuclear to Cytoplasm (NC)ratio, nuclear position and spatial distribu-
tion of internal cellular volume. Species concentration, concentration gra-
dients, wavefront shapes and translocation (travel) times are measured
to quantify the sensitivity of pathway behaviour to internal organisation.
Through these results we show how these di↵erent aspects of internal or-
ganisation alter model pathway dynamics.
• Quantifying the responses of simulated biological pathways to
common processes that alter morphological configuration
Our final simulations explore how processes that change the shape of sim-
ulated cells alter model pathway behaviour. External cell shape and inter-
nal organisation rarely remain the same through the cell’s life cycle. Cells
change their volume as they grow and their shape as they divide, but there
are a number of other processes by which cells change their morphology.
Non volume conservative processes include hypertrophy - an increase in
size and atrophy - a decrease in size. Volume conservative processes can
include changing shape for movement (in the case of a cell adhered to a
surface) or elongation, in response to nutritional stress or to move through
other cells. We use novel numerical simulations to show how changing the
shape of common bacterial cells and amoebal cells alters virtual pathway
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dynamics.
1.6 Structure of this thesis
The rest of this thesis is structured as follows:
Chapter 2 provides the necessary background on cell biology and its simula-
tion together with a brief history of the role of computation. The classi-
fication and composition of living cells, cellular dynamics, and reaction-
di↵usion models of cellular dynamics are discussed in this section. These
topics are discussed in the context of previous work within the field of cell
simulation.
Chapter 3 presents information on the di↵erent techniques for formulating
and solving reaction-di↵usion simulations. The chapter begins with a dis-
cussion of the reaction-di↵usion master equation and continues by both
detailing di↵erent approximations to this formulation of a system and solu-
tion methods. Stochastic simulation, ODEs, PDEs, Stochastic Di↵erential
Equation (SDE)s and particle based simulations are all discussed. We pay
particular attention to the strategies used in this thesis for simulation,
namely PDE-ODE models.
Chapter 4 details the simulation, Reaction-Di↵usion Cell (ReDi-Cell), used
for producing the results of this thesis. We begin this chapter with a review
of other cell simulation packages exploring their simulation capabilities.
This review identifies a gap within the set of simulations; there is no open
source simulation environment capable of scaling in performance to take
advantage of end-user hardware. To this end we developed ReDi-Cell, a
highly scalable GPGPU cell simulation infrastructure for the modelling of
cellular pathways in spatially detailed environments. It is the first General
Purpose Graphics Processing Unit Computing (GPGPU) PDE-ODE cell
simulation infrastructure specifically designed for investigating the e↵ect
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of realistic cell shapes and internal components. The chapter continues
with a demonstration of the capabilities of ReDi-Cell. We show ReDi-
Cell’s ability to approximate living cell shapes in chapter 4, justify the
numerical methods chosen and explore its visualisation capabilities. Next
we detail and justify the use of two reaction systems, the LV and the
BMR system, that are used as abstractions for cellular reactions in the
simulations within this thesis. The chapter ends with the validation of
ReDi-Cell by comparing it against a peer review single cell simulation,
Virtual Cell Simulation Package (VCell) [Loew and Scha↵, 2001]. Results
from VCell have been used in many publications.
Chapter 5 answers research question 1. In this chapter we investigate the role
of external cell shape upon cellular dynamics. Simulations are performed
to measure the e↵ect of three common bacterial shapes (Cocci, Bacilli and
Spirilli) on the behaviour of the LV and BMR model cellular pathways.
Finally we demonstrate the sensitivity of a Turing system to abstract
obstructions within the virtual cell. Pathway wavefront shape, pathway
concentration gradients, and chemical species distribution are measured
in the three di↵erent model cell shapes. The results in this chapter show
how variations in external shape between these common cell shapes alter
model cell behaviour.
Chapter 6 answers research question 2. This chapter is concerned with mod-
elling the e↵ect of internal cell organisation upon cellular dynamics. The
literature establishes the existence of a link between the internal organi-
sation of a living cell and an e↵ect on a functional property, yet it does
not characterise the relationships between the di↵erent aspects of internal
organisation and their individual behavioural e↵ects. We perform sim-
ulations that investigate the dynamical e↵ects upon the model LV and
BMR pathways, of three common metrics of internal cellular organisa-
tion: NC, nuclear position and substructure distribution. The values that
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these metrics (NC, nuclear positioning and substructure distributions)
are permitted to take are informed by real cells. In these simulations
pathway wavefront shape, pathway concentration gradients and reaction
trajectories are recorded. By performing simulations that systematically
explore the e↵ect of common metrics of internal organisation, we sharpen
our view of how intracellular structure impacts pathway regulation in a
general sense.
Chapter 7 answers research question 3. These results answer the question of
how processes that change the shape of the cell a↵ect cell dynamics. In
this chapter we model two di↵erent types of morphological change: those
in which volume is conserved and those in which volume is not conserved.
A model coccus, bacillus, spirillum and irregularly shaped cell are permit-
ted to increase their size, modelling cell growth and hypertrophy. A model
coccus at the point of division is also simulated. Processes in which cells
change their shape but conserve their volume are then simulated. Simu-
lations measure concentration time series, heatmaps of concentration and
wavefront shapes.
Chapter 8 concludes the thesis by summarising its contributions and drawing
general conclusion from the chapters 4, 5 and 6. Further work in the area
is also suggested.
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CHAPTER 2
Cellular Structure and Behaviour
The cell is the fundamental unit of life capable of existing and replicating inde-
pendently [Alberts et al., 1995]. All known life 1 is composed of biological cells,
which provide structure and carry out the basic processes of life. There are a
great many di↵erent varieties of cell, each with form and function specialised
to their role, but all share some general properties [Alberts et al., 2013]. All
cells consist of a membrane which encloses a gel-like substance known as the
cytoplasm. The cytoplasm may in its turn contain cellular machinery. This cel-
lular machinery contains entities such as biomolecules, nucleic acids, organelles
and other structures. Organelles can be thought of as small machines which
specialise in specific activities necessary for cell life.
2.1 The development of computational and quan-
titative approaches to cell biology
Naturally occurring cells were eventually classified into two types: Prokaryotes,
where Deoxyribonucleic acid (DNA) is not partitioned from the cytoplasm, and
Eukaryotes, where DNA is separated from the cytoplasm [Martin, 1977; Nelson
et al., 2008]. Eukaryotes exist in both unicellular (such as amoeba) and mul-
ticellular organisms (such as plants and animals), where the total quantity of
cells may be as high as 1013 for an organism such as a human [Alberts et al.,
2013].
The first observation of the cell came in 1665 from Robert Hooke who named
his discovery after the living accommodation of Christian Monks. Shortly after
1with the exception of the virus
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this Antonie van Leeuwenhoek observes a living cell with moving components
[Bisceglia, 2016]. It was not until 1885 that a theory of cells and their nature
was described by Matthias Jakob Schleiden and Theodor Schwann [Karp, 1979].
The theory states that:
• All living organisms are composed of one or more cells
• The cell is the basic unit of structure and organization in organisms.
• Cells can only arise by division from pre-existing cells
Until the mid 1960s the majority of advances in cell biology were achieved
through more and more powerful microscopes. After insulin was sequenced by
Frederick Sanger it became clear that comparing sequences of DNA would be-
come infeasible. It took nearly 15 years to develop the databases and algorithms
required to store and analyse this sort of sequence information. In time this new
field would become known as Bioinformatics. This new interest in using com-
putational power to analyse sequence information led biologists to apply it to
other areas of cell research. As well as asking “What does this data mean?” cell
biologists began to ask “What is the mechanism behind cell behaviour?”.
An explosion in computational power and new mathematics allowed previ-
ously formulated, and previously intractable mathematical models of cellular
systems to be solved or approximated through simulation on digital comput-
ers. This increase in computational power coincided with the application of the
newly developing field of complex systems to biology. Briefly stated, complex-
ity theory states that rich, collective dynamic behaviour at the macrscopic level
can result from simple interactions at the microscopic level and, conversely, that
complex interactions at the microscopic level can give rise to simple behaviour
at the macroscopic level [Rickles et al., 2007]. Computer programs that take a
complex view of the cell allow the integration of many di↵erent simulations of
di↵erent cellular processes to simulate a total emergent behaviour. Ever more
complex integrative models of cells have been developed [Kholodenko, 2006] with
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a complete model of the bacteriumM. Genitalium predicting physical attributes
from genetic information [Karr et al., 2012].
Still, the study of the cell is not yet complete, but integrative modelling
approaches to cell biology are thought to hold the key to understanding cell
behaviour in greater detail. Future advances in the field will require more data
on the chemical and physical organisation of the cell from ever more advanced
imaging equipment. Complete modelling of the cell is described as a grand
challenge of the 21st century [Tomita, 2001].
An integrative simulation based approach to cell biology allows us to ask if
our theories of cellular behaviour are correct. In this thesis we attempt to refine
our theories of how cellular organisation alters behaviour by integrating cellular
processes and spatial information. This work would be impossible in vivo or in
vitro as we cannot exert a fine enough control over cell parameters.
2.2 Unifying Cellular Structure
As mentioned previously all cells share some common properties; they are all
enclosed by a plasma membrane which encloses the cytoplasm, which in its turn,
contains the cell’s internal components.
2.2.1 The Cell Membrane
The cell’s membrane is commonly referred to as the plasma membrane. It
encloses all other components of the cell and acts as the gatekeeper to the inside
of the cell, selectively allowing biomolecules to pass through in both directions.
The plasma membrane allows the cell to concentrate nutrients absorbed from
the environment and products of internal synthesis so that they can be used in
the chemical reactions the cell performs. Without the plasma membrane the
cell could not maintain its highly organised chemical environment necessary for
supporting life [Alberts et al., 1995].
The 5 nm thick cell membrane is studded with selective channels and pumps
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that give the membrane its partial permeability, allowing nutrients to enter,
waste products to leave and reaction products to be contained. The membrane
also plays host to proteins that allow signals to be transmitted and received by
the cell. Despite its delicate structure the cell membrane is quite robust, reseal-
ing itself after rupture, plastically deforming, and growing with the cell. The
number of membranes varies between cells - some simple cells posses only the
exterior membrane, but complex Eukaryotes can contain many internal mem-
branes that form the external barriers of the cell’s organelles.
The lipid (fat-like) molecules that form the cell membrane have the remark-
able property of being amphiphillic; each molecule consists of two parts, one
of which is hydrophobic (water-insoluble) and the other hydrophillic (water-
soluble). When placed in water these molecules self-organise to place as much
of their hydrophobic portions in contact with each other as is possible, and si-
multaneously, as much of their hydrophillic portions as is possible in contact
with the water. The specific amphillic molecules that make up the cell mem-
brane are shaped such that when exposed to water they form a bilayer, creating
small enclosed compartments called vesicles. As a general rule the hydropho-
bic tails of the membrane molecules are long chain hydrocarbons of the form
 CH2   CH2   CH2 . The way in which these amphiphillic molecules self-
organise when exposed to water is an example of complex behaviour.
2.2.2 The Cytoplasm
The cytoplasm is the water based environment that is contained by the cell
membrane. It consists of two parts: the cytosol and organelles and other struc-
tures [O’Connor et al., 2010]. The cytosol contains so many molecules packed
together so tightly that, mechanically, it behaves like a gel [Fels et al., 2009].
The cytosol is also the site of a large portion of the cell’s requisite chemical re-
actions. In both Prokaryotes and Eukaryotes the cytosol has been identified as
the location for a large proportion of metabolic processes [Hoppert and Mayer,
1999]. Protein synthesis also takes place in the cytosol and in mammals the
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majority of cellular proteins are localised within the cytosol [Foster et al., 2006].
The cytosol permits both reaction and di↵usion of chemicals and as such is also
responsible for transduction of externally received signals to the organelles or
the nucleus.
2.2.3 Ribosomes
Ribosomes are the sites of protein synthesis in the cell. Responsible for the
“grainy” e↵ect in electron microscopy images of the cell, they commonly num-
ber in the thousands for common cells with more ribosomes present for cells
with higher growth rates. In eukaryotes ribosomes may be attached to the
rough Endoplasmic Reticulum (ER), but in prokaryotes they are distributed
throughout the cytosol. Ribosomes are involved in the synthysis of proteins
[O’Connor et al., 2010].
2.2.4 Cytoplasmic Inclusions
Cytoplasmic inclusions are chemical aggregations found in both prokaryotes and
eukaryotes [Madigan et al., 2010]. Common examples of inclusions are glycogen
particles in brown fat cells and muscle cells, lipid droplets in both brown and
white fat cells. An exotic example of this structure are the gas vesicles, enclosed
by a protein shell, found for example in marine cyanobacteria which are used
to help position the cell within the water column. Another interesting inclusion
is that of magnetic dipole displaying magnetosomes - particles of magnetite
Fe2O3 enclosed by a membrane [Madigan et al., 2010]. These structures allow
the bacteria to respond to the earth’s magnetic field, and so it is hypothesised,
direct the aquatic bacteria in which they are commonly found towards the ocean
floor.
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2.3 Eukaryotes
Biological cells exist in two forms: the nucleus containing eukaryote and the
non nucleus containing prokayote [Nelson et al., 2008; Youngson, 2006]. In this
section we discuss the eukaryote and nature of the organelle.
2.3.1 Organelles
Eukaryotes contain membrane bound organelles which serve to organise cellular
functions. They are membrane bound intracellular compartments in which spe-
cialised activities, such as liberating energy for the cell, or processing chemicals
during import or export. Despite the prokaryote’s greater abundance in nature,
eukaryotes are generally larger and display greater complexity [Alberts et al.,
2013].
2.3.2 The nucleus
The nucleus is the defining feature of the eukaryote. Separated from the cy-
toplasm by a nuclear envelope consiting of two lipid bi-layers, it contains the
hereditary material of the organism [Mai et al., 2005] in the form of DNA. DNA
takes the form of a long polymer that encodes the instructions to build addi-
tional cellular matter inside the cell. In most eurkaryotes only a single nucleus
is present, but in a few varieties of cell such as the mammalian red blood cells no
nuclei are present. Cells with no nuclei can also result from cell division. Some
types of cell including some types of protozoa [Zettler et al., 1997] and fungi
[Horton, 2006] have more than one nucleus; these are examples of multinucleated
cells.
The nuclear envelope is the interface between the nucleus and rest of cell.
Like the external plasma membrane it is also selectively permeable and as such is
able to regulate the flow of material between the nucleus and the cytoplasm. The
membrane achieves this e↵ect through holes in the envelope called nuclear pores.
These pores allow RNA molecules through the envelope that carry instructions
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from the DNA to the machinery for protein synthesis in the cytoplasm. By
separating the instructions from the manufacturing, eukaryotes achieve a more
precise control over themselves. The nuclear envelope also serves to separate
material from the rest of the cell which is sometimes necessary in regulating
a reaction inside the cytoplasm. In this case a participant of the reaction is
translocated (transported) to the nucleus in order to reduce the speed of the
reaction.
2.3.3 The mitochondrion and the chloroplast
Aside from the nucleus, two other organelles known as the mitochondrion and
the chloroplast have important functions in the cell. Mitochondria are present
in nearly all eukaryotic cells. They are known as the “power house” of the cell
[Siekevitz, 1957] due to their role in providing energy for the cell in the form of
Adenosine Triphosphate (ATP). Aside from producing ATP, the mitochrondian
has other functions inside the cell such as apoptosis [Green, 1998] (programmed
death of the cell), regulation of cellular metabolism [McBride et al., 2006] and
heat production [Voet et al., 2016] and cell growth. Cells with high metabolic
requirements can increase the number of mitchondria they contain in order to
meet their needs [O’Connor et al., 2010]. For example, red blood cells have no
mitochondria whereas liver cells can possess over 2000 [Voet et al., 2016] The
number of mitochondria in the same type of cell can also vary. The number
of mitochonria in muscle cells of those who exercise frequently are higher than
those who are sedentary. The lack or misfunction of mitochondria in cells has
been implicated in the development of several diseases in humans, including
cardiac dysfunction [Lesnefsky et al., 2001] heart failure [Dorn et al., 2015] and
autism [Frye and Rossignol, 2011].
Structurally the mitochondrion takes the form of a cylinder with rounded
ends that ranges from one to many micrometers long. Like the nucleus it is sep-
arated from the cytoplasm by a double membrane. The outer membrane forms
the cylinder like shape, whilst the inner membrane is delicately folded so that it
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projects into the insides of the organelle [Alberts et al., 2013]. The mitchondrion
retains its own genome, which is similar to the alpha-Proteobacteria prokary-
otes, and reproduces by dividing into two. This is due to the fact that the
mitochondrion was once a prokaryote that was engulfed by a more sophisti-
cated eukaryote when feeding. It is thought that once eaten the prokaryotes
continued to provide energy for the cell and so the host eukaryote came to rely
on their presence is a symbiotic relationship. Over a very long time the internal
prokaryotes lost their ability to live independently [Mai et al., 2005].
The endosymbiotic hypothesis could also explain how chloroplasts came
about. These large green organelles are found only in plant and algae cells.
Chloroplasts capture energy from the sun which is used to produce glucose and
oxygen in a process known as photosynthesis. From a global perspective it
could be argued that chloroplasts play an even more important role than the
mitchondria for life on earth, due to their oxygen producing nature.
2.3.4 Other organelles
Besides the nucleus, mitochondria and chloroplasts, there are many other or-
ganelles in the cytoplasm of a eukaryote. In an averagely sized eukaryote the
total volume of organelles is just less than half of the volume of the cell [Alberts
et al., 2013]. The organelles in the cell perform specialised functions. Most exist
to deal with the cell’s need to import nutrients and export waste materials and
synthesised products. In some cells specific organelles are extremely enlarged, or
they may be particularly plentiful. Other important organelles in the eukaryote
include the rough and smooth ER, the cytoskeleton and the peroxisome.
The ER is one of the larger organelles in the cell. It exists in two types:
the rough and the smooth. The rough ER is studded with ribosomes which are
responsible for the synthesis of protein. In most cells the smooth ER (lacking
the ribosomes on the rough ER) is smaller than the rough ER. In the cells of the
adrenal gland the smooth ER is the site of steroid hormone synthesis, in liver
cells it is where alcohol is detoxified. Proteins made at the ER are packaged into
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small containers called vesicles at another organelle called the Golgi apparatus.
The protein containing vesicles are then sent on to the locations in the cell where
they are needed.
2.4 Prokaryotes
Prokaryotes distinguish themselves from the eukaryotes by their lack of mem-
brane bound organelles. Consisting of the bacteria and archaea domains of life
they are the more diverse than the eukaryotes and they outnumber any other
organisms on Earth. Some prokaryotes require oxygen in order to generate en-
ergy and some die with the slightest exposure [Alberts et al., 2013]. Prokaryotes
inhabit a wide range of habitats; volcanic mud, concentrated brine, marine sed-
iments, the sludge of sewage treatment plants and in pools beneath the frozen
surface of Antarctica. Prokaryotes began to appear in their current form at a
time when the Earth’s atmosphere was not rich in oxygen and these harsh en-
vironments reflect this past. Some prokaryotes can draw nutrients from exotic
material such as petrol or bacteria, or from completely inorganic material.
As previously stated prokaryotes do not have membrane bound organelles.
Intracellular entities such as proteins, DNA and metabolites are dissolved in the
cytoplasm instead of being partitioned by plasma membranes. Some bacteria do
posses microcompartments [Cheng et al., 2008] which are enclosed by partially
permeable protein shells [Kerfeld et al., 2010] and are thought to act as primitive
organelles by enhancing or protecting key pathways within the cell [Yeates et al.,
2010].
2.4.1 The Cell wall
In addition to possessing a cytoplasm and a cell membrane, which are also found
in eukaryotes, prokaryotes possesses other structures. The cell wall is a common
feature of the prokaryote (in addition to the plant and fungal cells) with few
examples of the domain (Mycoplasma and Thermoplasma) lacking this struc-
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ture. The cell wall encloses the cell membrane, increasing the cell’s survivability
by protecting the cell against mechanical damage and osmotic pressure. It also
provides shape and rigidity [Nelson et al., 2008; Todar, 2006].
The cell wall is so important that it is used to classify one of the two domains
of prokaryote, the bacteria, into two classes; Gram positive and Gram negative.
The cell wall of Gram-positive bacteria is made of multiple layers of peptidogly-
can whereas Gram-negative bacteria display a thinner cell wall that consists of
fewer layers of the material, that is enclosed by another cell membrane [Todar,
2006]. The majority of bacteria are of the Gram negative classificiation and
exhibit di↵erent responses to antibiotics when compared to Gram positive bac-
teria [Hugenholtz, 2002]. The sub types of bacteria are named after the famous
Gram staining test that can di↵erentiate the two strains under a microscope.
As has been previously mentioned, the prokaryotic cell shape is provided by the
cell wall. While bacteria come in many di↵erent shapes, most fall into three cat-
egories: spherical (cocci) rod shaped (bacilli) and spiral(spirillum and spirochet
[Cabeen and Jacobs-Wagner, 2005].
These shapes are important enough to inform bacterial naming e.g. staphy-
lococcus. In the other domain of prokaryotes, the archaea, the nature of cell
is di↵erent to bacteria; this should come as no surprise given the genetic gulf
between the two. In archeae there are no less than four types of cell wall. (For
further information see [Todar, 2006])
2.4.2 The Nucleoid
The nucleoid is the prokaryotic analogue to the nucleus which carries the genetic
material of the prokaryote. This structure is particularly large compared to the
size of the prokaryote and takes on di↵erent shapes within di↵erent species.
Like all structures within the prokaryote it is not bound by a membrane, rather
it simply consists of molecule(s) of DNA known as a chromosomes [Madigan
et al., 2010]. Along with one or more chromosome(s), which encodes genes vital
for the cell’s survival, most prokaryotic cells also carry one or more molecules
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of DNA called plasmids. Plasmids do not form part of the cell’s genome, but
instead confer special behaviours upon the cell [Madigan et al., 2010; Mai et al.,
2005]. The property of having a single copy of a chromosome marks prokaryotes
as being genetically haploid whereas eukaryotes, typically carrying two copies
of each gene, are known as genetically diploid. This distinction is important as
it causes di↵erent reproductive behaviour.
2.5 Cell Geometry
Cells exist in nature in a vast range of shapes, sizes and internal organisations.
In this section we review the three aspects of spatial configuration that we
investigate in this thesis; di↵erences in external cell shape, di↵erences in internal
organisation and finally processes that result in a cell changing shape.
2.5.1 Overview of cell shapes
Living cells take on a variety of di↵erent sizes and shapes leading to di↵erent
surface-to-volume ratios and intracellular distances. The shape of the cell has
been found to a↵ect cellular behaviour at a structural and chemical level [Soh
et al., 2010]. Cells without uniform shape have been shown to alter cellular
processes in interesting ways; for example, the dendrites and soma all exhibit
geometry that can lead to chemical reactions preferentially occurring in di↵erent
parts of the cell [Kholodenko and Kolch, 2008; Meyers et al., 2006].
In the introduction we saw three examples of eukaryotic cells with very
di↵erent shapes. These shapes help the cell in their function; the nerve cell
has a long body with branching nodes at each end to reach far away locations
and achieve a high level of interconnectivity, the neutrophil has no fixed shape,
constantly reconfiguring itself to move and engulf pathogens, finally the red
blood cell’s concave hull allows for e cient gas exchange. These shapes are
often compromises between the cell’s di↵ering needs. In the case of the red
blood cell the most e cient shape for gas exchange would be a flat disc; as
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Figure 2.1: A selection of microbial sizes and shapes. These drawings are
based upon microscopy images from the original literature. (A) Stella strain
IFAM1312 (380); (B) Ancylobacter flavus (367); (C) Bifidobacterium bifidum;
(D) Clostridium cocleatum; (E) Aquaspirillum autotrophicum; (F) Pyroditium
abyssi (380); (G) Escherichia coli ; (H) Bifidobacterium sp.; (I) transverse sec-
tion of ratoon stunt-associated bacterium; (J) Planctomyces sp. (133); (K)
Nocardia opaca; (L) Chain of ratoon stunt-associated bacteria; (M) Caulobac-
ter sp. (380); (N) Spirochaeta halophila; (O) Prosthecobacter fusiformis; (P)
Methanogenium cariaci ; (Q) Arthrobacter globiformis growth cycle; (R) gram-
negative Alphaproteobacteria from marine sponges (240); (S) Ancalomicrobium
sp. (380); (T) Nevskia ramosa (133); (U) Rhodomicrobium vanniellii ; (V) Strep-
tomyces sp.; (W) Caryophanon latum; (X) Calothrix sp. (Y) A schematic of part
of the giant bacterium Thiomargarita namibiensis (290). All images are drawn
to the same scale. (Reproduced from [Milo and Philips, 2016], original credit
[Young, 2006]
that the red blood cell is not a completely flat disc this would suggest that
the function of gas exchange is balanced with others that depend on the shape
of the cell. There is no shortage of extraordinarily shaped eukaryotes. The
Photoreceptor cell is another example of a cell whose shape is adapted to its
function. These retinal cells are responsible for collecting light and need to
maximise their ability to do so. One adaptation of the Photoreceptor’s shape is
presence of the outer segment protrusion that contain photosensitive molecules.
The rod subtype of photoreceptor which particularly good at detecting light has
a bigger protrusion than the cone subtype.
Prokaryotes also take on a variety of shapes. Figure 2.1 shows examples of
25 di↵erent prokaryote shapes. There are a bewildering variety of shapes on
display in this figure.
One of simplest measurements one can make of the cell is that of the volume
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Figure 2.2: This figure illustrates the variety of shapes present in protists. Pro-
tists are drawn to scale relative to the head of a pin of approximately 1.5mm
diameter. Reproduced from [Milo and Philips, 2016] (Originally from B. J.
Finlay, Science 296:1061, 2002.)
of the cell. Natural cells exist in various sizes spanning seven order of magni-
tude from sub-micron to meter-sized. Cells from di↵erent domains vary in size.
Prokaryotes are usually small, typically micron sized whereas eukaryotes can be
larger, usually ranging from 5 to 50 µm with large nerve cells and egg cells at
the upper end of the spectrum. It is commonly theorised that a prokaryote’s
small size is due to its reliance on di↵usion as a method of absorbing nutrients
by creating a smaller surface-area-to-volume ratio. Figure 2.2 shows the range
of sizes of unicellular eukaryotic cells as compared to the head of a pin.
2.5.2 Significance of the ratio of structure in the cell
The ratio of the volume of organelles to the volume of cytoplasm in cells di↵ers
according to their function. As an example, plasma B cells have a high ratio
of organelles to cytoplasm [Wintrobe and Greer, 2009]. They contain many
ER and Golgi apparatus whose function is to produce and secrete antibodies.
The more of these organelles that exist in the cell the more antibodies will be
produced, and so in turn less volume is available for cytoplasm. The higher the
ratio of organelles (cellular structures) to cytoplasm the more e cient the cell
will be [Wintrobe and Greer, 2009].
Nuclear to Cytoplasm (NC) ratio is commonly used to quantify the structure
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of the cell. NC ratios often vary between cell types and even within cells of
the same type. An illustrative example of this diversity is the white blood
cell; Basophilic myeloblasts typically display NC ratios of 80% whereas regular
Basophiles have NC ratios of approximately 20%. NC ratios can also di↵er
within the same cell at di↵erent stages in the cell’s life cycle. In some cases the
NC ratio can indicate the maturity of the cell; generally, as the cell develops the
size of the nucleus gradually decreases in proportion to the cell. For example, the
NC ratios of some “blast” forms of erythrocytes, leukocytes, and megakaryocytes
steadily decreases over their life from as high as 4 to as low as 1 [Turgeon, 2005].
Abnormal NC ratios can also be predictor of malignancy [Chow et al., 2012].
The classical example of a malignant cell with a high NC ratio is the small cell
carcinoma; this metric is often used in the diagnosis of many other types of
tumor. NC ratio does not serve as a binary classifier for cell malignancy, rather,
the further the NC ratio is from the average, the more likely the cell is to be
malignant [Katsoulis et al., 1995; Montironi et al., 1990; Pienta and Co↵ey,
1991; Salmon et al., 1992]. Changes in NC ratio are thought to a↵ect pathway
behaviour, with some research showing the NF-kB pathway to be particularly
sensitive to this spatial parameter [Ohshima et al., 2012].
In this work we extend the concept of the NC ratio to cover typical organelles
and inclusions, this new metric is called the Structure to Cytoplasm (SC) ra-
tio. Some simulations that are performed in this work use the NC ratio (when
examining the size or position of the nucleus) and some simulations use the SC
ratio (when examining the distribution of internal cell volume).
2.5.3 Significance of the position of the cell nucleus
The position of organelles within the cell is the second variable of internal struc-
ture that we explore. In di↵erent types of cell a given organelle can be positioned
di↵erently. This is especially true of the nucleus whose position varies (despite
diagrammatic depictions to the contrary) between cell types, between cells of
the same type, and within the same cell over time [Buchman and Tsai, 2008].
38
Nuclear position within the same cell can be contingent upon the stage in the
life cycle, the migration state and di↵erentiation status [Edens et al., 2013].
Figure 2.3 shows examples a selection of cell types in which the nucleus occurs
in di↵erent positions within the same type of cell. This figure is reproduced
from [Edens et al., 2013].
Nuclear positioning has been shown to be central to the regulation of some
cellular processes. Conversely, it is hypothesised that irregularities in nuclear
positioning may cause some diseases. Recent results from human studies and
mouse models have shown that faults in mechanisms responsible for nuclear
positioning are associated with disease [Gundersen and Worman, 2013]. In
particular, mutations in genes responsible for nuclear lamina are associated with
some genetic conditions. On the whole, however, the physiological link between
nuclear position and cellular function is far from being understood [Dupin and
Etienne-Manneville, 2011].
2.5.4 Significance of the distribution of internal structure
in the cell
While any number of cells may exhibit the same absolute volume of organelles,
the distribution of that volume may be entirely di↵erent. A particularly striking
example of this disparity is displayed by the di↵erent types of fat cell.
In mammals, three forms of adipocytes exist: white, brown and beige fat
cells. White fat is the most common type of fat in the body, found predominately
under the skin and in the abdomen. White fat cells contain the body’s main store
of energy in the form of lipid droplets [Owens, 2014]. Healthy white fat cells are
thought to prevent damage to organs, such as the liver, by capturing potentially
toxic lipids. Brown fat cells are located in locations such as the shoulder blades
and kidneys. The primary function of brown fat cells is to convert the energy
stored in their glucose and lipids into heat when the organism is exposed to the
cold. The third type of fat cell, the beige adipocyte, is found within deposits of
white fat. It is thought to be formed from immature white fat cells when the
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Figure 2.3: Di↵ering nuclear positions in common cells. Schematics of nuclear
positioning in dividing cells and developing epithelium. Arrows indicate move-
ments of nuclei (blue). The nucleus is positioned relative to the plane of division
in yeast and fertilized eggs. The diagram of insect optic epithelium (adapted
from Patterson et al., 2004; Tomlinson and Ready, 1986) represents a longitu-
dinal section of a larval eye disc; two nuclei are shown. Nuclei that are anterior
(A) to the morphogenetic furrow (mf), which moves anteriorly, move basally.
Nuclei that are posterior (P) to the furrow move apically as cells are recruited
into clusters comprising ommatidium (white cells, cones; gray cells, R cells).
The diagram of vertebrate neuroepithelium represents a longitudinal section of
the developing cerebral cortex. Nuclei move basally during G1 and apically
during G2. Mitosis (M) occurs near the apical surface. Adapted from Buchman
and Tsai (2008). Figure and caption reproduced from [Edens et al., 2013]
organism is exposed to cold [Wu et al., 2012].
Structurally, brown, white and beige fat cells di↵er; white fat cells contain
a single lipid drop whereas brown fat cells contain numerous smaller droplets
and a much higher concentration of mitochondria. As well as being functionally
hybrid, beige fat cells are structurally hybrid, containing a mixture of di↵erent
sized lipids. Images of white, brown and beige fat cells can be seen in Figure 2.4
(figure reproduced from [Owens, 2014]). These three cells display a similar ratio
of cytoplasm to organelle, but in the brown and beige cells the total volume of
occupied space is less contiguous than in the white fat cell; a similar volume has
been distributed di↵erently.
Despite rich information such as this, the spatial distribution of organelles
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and other intracellular inclusions is rarely utilised in the modelling of intracel-
lular pathways [Pham and Ichikawa, 2013].
Figure 2.4: Schematic of the three di↵erent types of fat cells reproduced from
[Owens, 2014]. In this diagram we see the di↵erences in the way that a similar
volume is occupied; The brown fat cell’s non-cytoplasm volume is distributed
between many small organelles, the white fat cell’s non-cytoplasm volume is
distributed over one large lipid droplet and a few small organelles and the beige
fat cell is hybrid of the two.
2.5.5 Overview of processes that change the shape of the
cell
Many real cells exhibit plasticity during their life cycle, changing from one shape
to another in order to suit their environment [Yin et al., 2014]. Such changes
can be caused by a variety of environmental factors [Young, 2006] with time-
scales and degrees of plasticity of varying magnitudes. For example, small shape
changes can be seen in most cells due to instabilities in cytoskeletal structure
[Kueh and Mitchison, 2009] with larger changes occurring in scenarios such
as stem cell di↵erentiation. Nutritional stress is another example of a shape
changing factor, causing cells to undergo filamentation [Young, 2007]. In this
thesis we focus on two ways in which cells can change shape; Hypertrophy,
hypotrophy (atrophy) and filamentation.
Hypertrophy and atrophy change the size of the cell. Hypertrophy can results
from both normal and abnormal processes. Hypertrophy occurs naturally in
muscle cells in response to exercise. Hypertrophy of the body of many cells
causes hypertrophy of the organ that it composes (in a multicellular organism).
Abnormal hypertrophy can occur with the muscles of the heart, where it is
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particularly associated with the left ventricle [Kusumoto, 2004]. Atrophy of the
cell can be caused by either benign processes or brought about by disease or
misfunction.
Eukaryotic cell shapes change when they adhere to a surface, changing their
appearance to that of a “fried egg”. Typically cell movement along a surface is
achieved by the use of lamellipodia, a projection from the front edge of the cell
supported by an actin mesh. When the cell moves it protrudes the front part of
the cell and then retracts the rear, pulling itself along the substrate [Anderson
et al., 1996]. Using such a method of movement, the cell is capable of moving
at between 15µm and 20µm per minute [Holmes and Edelstein-Keshet, 2012].
Figure 2.5 shows a cartoon of the way in which these protrusions facilitate
movement.
Figure 2.5: Diagram of a cell moving along a substrate. Figure reproduced from
[Othmer, 2016]
Another adaptation is known as filamentation. When this process is due
to stress, filamentation is caused by the cell continuing to grow whilst being
unable to divide. Filamentation can also be caused by other processes, and the
reasons for this are not always understood. Common theories include fluid shear
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stress, anchoring themselves in soil, some forms of motility, and to predate upon
Protists [Young, 2006].
2.6 Physical and chemical processes in biologi-
cal cells
2.6.1 Cellular Reaction Pathways
Many chemical reactions take place in biological cells, which when taken to-
gether make up the organisms’ metabolism. The behaviour of these reactions
are controlled according to the cells’ needs; reactions can be turned on and o↵,
sped up and slowed down. Most cellular reactions do not take place in isolation,
instead, they form part of a step by step chain called a biological pathway. In
biological pathways some subset of the product from the previous stage is used
as a reactant (substrate) for the next. Biological pathways are themselves or-
ganised into biochemical networks. Many chemical reactions take place within
the cell - balancing the requirements of all processes is a delicate task. Cells
manage reaction behaviour by moderating reaction speed. This is usually ac-
complished by increasing or decreasing the amount of a rate-limiting chemical.
Some reaction control behaviour is particularly complex and involves reaction
products that inhibit their own production in a feedback loop [O’Connor et al.,
2010]. Enzymes are critical to reactions within the cell; many biochemical re-
actions would be extremely slow at the temperatures within the cell without
their presence [Alberts et al., 2013]. Enzymes act as catalysts, increasing the
likelihood of a reaction without the need for higher temperatures without being
consumed. Reaction rates can be altered by the presence of inhibitor or activa-
tor molecules. Under specific conditions these are capable of binding to enzymes
to prevent or enable a reaction. The situation is further complicated by the fact
that control for a single pathway is shared between a number of enzymes.
The second law of thermodynamics states that a chemical reaction can only
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occur if it results in a net increase in a closed system’s entropy. Entropy can be
expressed in terms of the change of free energy,  G, when a change in the system
occurs - in energetically favourable reactions  G is positive and in unfavourable
reactions  G is negative. One might look at the reactions that synthesise and
maintain the highly ordered environment of the cell and immediately exclaim
that thermodynamics has been violated. This concern can be assuaged by real-
ising that biological cells are not closed systems; they take energy from external
nutrients or photons from the sun, which is then used to create order within
the cell [Alberts et al., 1995]. Reactions within the cell liberate energy (in the
form of heat) which creates disorder outside of the cell, balancing the increase
in order within.
As discussed, chemical reactions within cells are organised into biological
pathways. Some pathways process signals related to changes in the environment
of which the cell is located, such as infection, stress, injury, or nutrient levels.
The e↵ects of these interactions vary widely, but can include the production of
a new chemical species, such as a fat or a protein, or generating cell movement.
Most cellular pathways fall into one of two categories: metabolic, or signal
transduction. Metabolic pathways involve the transformation of one species
into another, either to be used immediately, to be stored, or to initiate other
metabolic pathways. Metabolic pathways are divided into catabolic pathways
(which liberate energy from nutrients) and anabolic pathways (synthesis of more
complex molecules using the energy liberated from catabolic reactions). Signal
transduction pathways amplify extracellular signals received at surface receptors
and propagate them through the cell. Cellular behaviour is also controlled
by gene regulatory networks, which are responsible for turning genes on and
o↵. This switching governs the production of proteins. It has become clear
that these reaction pathways are spatially organized within the cell, with many
reactions occurring only in specific regions [Srere, 2000]. For example, within
signal transduction pathways, spatial gradients and microdomains of signalling
occur due to localised chemical species, such as phosphatases.
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2.6.2 Common Types of Reaction
Chemists have grouped reactions into a few general groups. In this subsection,
we review common reaction types that take place in the cell.
Synthesis or addition reactions are those in which two molecules are com-
bined to form another molecule. In general we consider reactions such as:
A+B  ! C
In reality, the number of substrates and products changes. One example of
this family of reactions are the set of hydration reactions. Carbon dioxide, a by-
product of cellular respiration, is released into the blood stream for transport
to the lungs so that it can be exhaled. In the blood stream, carbon dioxide
interacts with water via an addition reaction forming carbonic acid.
CO2 +H2O  ! CO(OH)2
Decomposition reactions can be seen as the opposite of synthesis reactions.
It is a reaction in which a chemical compound is broken into simpler compounds
or elements. The stability of a compound can be weakened by the presence of
conditions such as heat or a solvent. In general, the reaction can be represented
as:
AB  ! A+B
Decomposition reactions are present in biochemistry. One example of this
reaction is the disposal of hydrogen peroxide. Cells produce the enzyme catalase
to remove this harmful by-product of respiration. Chemically the decomposition
of hydrogen peroxide can be described as:
2H2O2  ! 2H2O +O2
The word redox is a portmanteau of reduction and oxidation. These two
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words describe properties of electron transfer in chemical reactions. Oxidation
is defined as the loss of electrons from a molecule, atom or ion. Reduction is
defined as the gain of electrons by a molecule, atom or ion. Redox reactions are
those in which both of these processes occur at once and electrons are transferred
between chemical species.
Many vital cellular processes involve redox reactions. Cellular respiration,
the process by which mitochondria liberate energy from nutrients, is such a
reaction.
C6H12O6 + 6O2  ! 6CO2 + 6H2O
In this reaction, the glucose is oxidised to CO2 and oxygen is reduced to
water. Photosynthesis uses sunlight energy to produce glucose. Carbon dioxide
undergoes reduction to glucose and water is oxidised to oxygen.
6CO2 + 6H2O  ! C6H12O6 + 6O2
Many systems within the cell are understood to be controlled by oscillat-
ing reaction systems [Vıˆlcu and Bala, 2004] with circadian rhythms [Noyes and
Field, 1974], insulin and hormone secretions being well known examples. There
are also oscillating mechanisms that are much faster than this [Nova´k and Tyson,
2008]. Specific examples include mitosis control in slime mold [Tyson and Kau↵-
man, 1975] and glycolysis within yeast cells [Hess et al., 1973]. The presence
of a cell membrane may induce oscillatory behaviour in systems that would
otherwise not display this behaviour; [Hahn et al., 1973] showed that coupling
membrane permeability with reaction causes such behaviour. Another possible
explanation for oscillatory behaviour is given in [Hess and Boiteux, 1971]; the
authors propose that activation and inhibition of enzymes may be responsible.
As activation/inhibition of enzymes for the control of reaction speed is com-
mon within cells [O’Connor et al., 2010] oscillatory behaviour may be present
in many other cell pathways in many circumstances, especially within feedback
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loops.
2.6.3 Transport Mechanisms in Cells
The theory of di↵usion is a fundamental process of the natural world. It has
been used to model processes in many disciplines, including but no limited to:
economics, physics, chemistry, and most importantly for this thesis, biology.
“Di↵usion is the process by which matter is transported from one part of a
system to another as a result of random molecular motions down a concentration
gradient” [Crank, 1979]. In the classical experiment that demonstrates di↵usion,
a small volume of iodine is placed at the bottom of a tall cylindrical container.
Water is then slowly and carefully poured on top of the solution as to minimise
the mixing e↵ects of pouring. At the start of the experiment the boundary
between the iodine and the water is clearly demarcated, but after some time
the iodine spreads upwards through the water, with the top of the container
having the lightest shade, and the bottom the darkest shade of purple. After
su cient time has passed, the entire cylinder contains uniformly coloured liquid
that is a lighter shade than the pure iodine present at the start of the experiment.
The iodine has di↵used through the water and the iodine/water solution is now
well mixed.
If it were possible to track the motion of an individual molecule of iodine
under a theoretical microscope then one would see an entity in constant trans-
lational motion, bouncing o↵ the molecules of water, moving randomly with
no preference for any particular direction of motion. This track of movement,
if plotted, would appear as the familiar “random walk” pattern of movement.
In this regime, it is possible to calculate the mean-square displacement that a
molecule will travel in a particular time but it is impossible to predict the tra-
jectory of the molecule. This type of molecular movement is know as Brownian
Motion (BM), after Robert Brown who observed the random walk of a pollen
particle in water under a microscope.
If BM is random, how do molecules end up moving to less concentrated
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regions? Consider a thin horizontal slice of the container, dvc, containing a
mixture of iodine and water. In addition, consider identical slices, also contain-
ing an iodine/water mixture, above - dva, and below - dvb the central slice - dvc.
Whilst it is impossible to say which water/iodine molecules will randomly move
from dva to dvc or from dvb to dvc, it is possible to calculate what fraction will
in a given time period. As there are more iodine molecules in dvb than in dva
the net transfer of iodine molecules will be into the central slice, dvc. Likewise
in slice dvc there is an equal chance of a molecule moving into dva or dvb, but
as there are more iodine molecules in dvb the net movement of molecules will
be into dva. Di↵usion is the macroscopic consequence of Brownian motion.
It was Adolf Fick who in 1855 quantified di↵usion [Fick, 1855] by casting
particle di↵usion in the same vein as heat conduction [Fourier, 1822] derived
by Fourier in 1822. Fick’s law states that the di↵usion of a substance, within
isotropic media, through unit cross sectional area is proportional to the concen-
tration gradient:
F =  D@C
@x
(2.1)
F is the rate of transfer per unit area, C is the Concentration of the di↵using
substance, x is the length perpendicular to the cross sectional area and D is the
di↵usion coe cient. The value of D, measured in cm2s 1 , is usually constant
in solution, but may vary in polymers as a function of the concentration. The
negative sign denotes that di↵usion occurs in the opposite direction to increasing
concentration [Crank, 1979].
This is the intuition of how Brownian motion results in the di↵usion process;
now explore the quantitative explanation. This derivation appears in [Bresslo↵,
2014]. Let us first consider a random walker on a one dimensional lattice.
Let a walker begin at x = 0 and take steps of length  x. At each timestep,
 t, the walker has an equal probability of moving left or right. The direction
of each step is independent of the previous. The displacement at each step, si,
48
is given by:
si =
8>><>>:
+ x, with 0.5 probability
  x, with 0.5 probability
(2.2)
After N timesteps the position (and displacement, x) of the walker is
x(N) =
NX
i=1
si (2.3)
As the walker moves both left and right with equal probability, it is obvious
that:
E(x(N)) = 0 (2.4)
Equation (2.4) tells us that the average position of the walker will be at its
origin. It is very important to realise that this does not mean that the particle
will always be positioned at the origin. Rather, it means that the probability
distribution of displacement is centered at the origin. As the number of steps,
N , increases the probability distribution widens.
As the lattice spacing,  x and the timestep size,  t tend to zero, the system
can be rewritten as a di↵usion equation. We define a function P (x, t) that gives
the probability that a walker is at a particular lattice position, x, after N steps:
P (x0, t0 + t) =
1
2
P (x0 + x, t0) +
1
2
P (x0   x, t0) (2.5)
We can then use the Taylor expansion on the function, P (x, t):
P (x0, t0 + t) = P (x0, t0) +
@P
@t
(x0, t0) t+
1
2
@2P
@t2
(x0, t0)( t)
2 + ... (2.6)
1
2
P (x0 + x, t0) =
1
2
P (x0, t0) +
1
2
@P
@t
(x0, t0)( x) +
1
4
@2P
@t2
(x0, t0)( x)
2 + ...
(2.7)
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P (x0  x, t0) = 1
2
P (x0, t0)+
1
2
@P
@t
(x0, t0)(  x)+ 1
4
@2P
@t2
(x0, t0)(  x)2+ ...
(2.8)
We then substitute (2.7) and (2.8) into (2.6) and obtain:
@P
@t
(x0, t0) t+ ... =
1
2
@2P
@t2
(x0, t0)( x)
2 + ... (2.9)
As both  x and  t are small, the higher order terms in the Taylor expansion
can be dropped. Dividing (2.9) by  t:
@P
@t
(x0, t0) ⇡ ( x)
2
2 t
@2P
@t2
(x0, t0) (2.10)
In the limit  x! 0,  t! 0 and where ( x)2 t is still finite this becomes an
exact relation. Further if we define:
D ⌘ ( x)
2
2 t
(2.11)
We get the famous di↵usion equation:
@P
@t
(x0, t0) = D
@2P
@t2
(x0, t0) (2.12)
Remarkably, starting with a stochastic system had yielded a deterministic
approximation.
As with iodine in water, biologically relevant molecules are in constant mo-
tion within the cell, colliding with other molecules of the highly packed cyto-
plasm. Di↵usion provides an e cient way for a molecule to explore the inside
of a cell [Alberts et al., 1995]. Many cells take advantage of di↵usion’s low
energy requirement for molecular transport [Soh et al., 2010] (where chemical
concentrations are particularly high) by having not evolved complex transport
mechanisms.
In 2.6.1, we saw how pathways are highly influential in the behaviour of cells,
50
with signalling pathways responsible for information exchange and processing
and metabolic pathways constituting the cell’s metabolism. The reactions that,
in concert, form these pathways could not take place if the necessary reactants
were not in the correct location. It has been demonstrated in a number of cells
that this required transport of molecules is accomplished through di↵usion [Soh
et al., 2010]. Both metabolic and signalling pathways use di↵usion as a trans-
port mechanism [Li et al., 2015]. Glycolysis and lipolysis (metabolic pathways),
and MAPK (a signalling pathway) all rely on di↵usion as a means of trans-
port across the cytoplasm. Any cellular processes that involve the shuttling of
molecules between the cytoplasm and the nucleus also rely on the same process.
It is important to note that when the di↵usion process is much faster than the
reaction process, the e↵ect of di↵usion on the dynamics of the system is de-
creased. In these cases, reaction-only models may be su cient. In this thesis
we therefore limit discussions of systems to those in which both reaction and
di↵usion have a significant impact on the dynamics of the system.
Aside from serving as a transport mechanism for many biological pathways
di↵usion is, particularly in bacterial cells, responsible for the delivery of nutrients
and macromolecules through the cell membrane [Young, 2006]. [Beveridge, 1988]
commented that “di↵usion is a prime factor for bacterial life and that the wall,
by determining shape, will dictate di↵usion e ciency”. Di↵usion is commonly
cited as the reason that prokaryotes are so small - the rate that nutrients can
be absorbed at is a function of surface area [Young, 2007]. In addition, as
the surface area to volume ratio increases, the cell becomes smaller and the
amount of cytoplasm that each unit area of membrane has to support becomes
smaller. However, di↵usion alone cannot be responsible for cell shape and size.
As bacterial shape and size occupy such an enormous range, from the diminutive
Pelagibacter ubique, occupying 0.01 µm3 [Rappe´ et al., 2002] to Epulopiscium
fishelsoni occupying 108µm3[Schulz and Jørgensen, 2001], di↵usion cannot be
the only factor that influences cell size.
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2.6.4 Determining di↵usion coe cients
The quantity, D, in (2.12), is known as the di↵usion coe cient - it is the con-
stant of proportionality between the rate at which the chemical is transported in
the medium to the concentration gradient of the chemical. Inferring the value of
these di↵usion coe cients is of central importance for simulation in cell biology
- models of reaction and di↵usion are not “magic” and still require parame-
ters. Any method that measures concentration profiles over time can be used
to determine additional di↵usion coe cients. Here we describe three common
techniques for measuring this value: Fluorescence Recovery after Photobleach-
ing (FRAP), Fluorescence Correlation Spectroscopy (FCS) and Single Particle
Tracking (SPT).
The FRAP microscopy technique was first invented in the 1970s [Axelrod
et al., 1976] [Peters et al., 1974]. In the FRAP method of di↵usion coe cient
determination a high-intensity laser is shone at the cell causing photobleaching
of a micrometer area. As non-bleached molecules di↵use into the bleached area
the total fluorescence recovers in the bleached spot. The increasing fluorescence
of this area over time is measured, plotted against time and finally a mathe-
matical FRAP model is fitted to the curve. The di↵usion constant is extracted
from the curve.
FCS, a complementary technique to FRAP, was developed in approximately
the same era [Ehrenberg and Rigler, 1974] [Magde et al., 1974]. The intensity
of fluorescence is measured at one sub micrometer sized area in the cell with ex-
tremely sensitive avalanche photo diode detectors. When a fluorescent molecules
enter or leave the small measured area the total fluorescence of that area in-
creases or decreases respectively. The results from this experiment take the
form of fluorescence time series. When autocorrelation analysis is applied to
the time series the chemical’s di↵usion coe cient and concentration can be ex-
tracted [Go¨sch and Rigler, 2005] [Haustein and Schwille, 2004] [Krichevsky and
Bonnet, 2002]. FCS is suited to extremely fast processes.
Measurements from FRAP and FCS experiments are gained from the move-
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ment of many individual molecules. In contrast, SPT is capable of tracking sin-
gle molecules, or nanoparticles directly (Saxton and Jacobson 1997; Suh et al.
2005). This is accomplished using sophisticated electron multiplying Charge-
Coupled Device (CCD) cameras in conjuction with widefield laser excitation.
Molecules and nanoparticles are visible as points of light with a Gaussian in-
tensity distribution. Despite limitations in optical resolution, the positions of
molecules can be calculated with nanometer precision [Kubitscheck et al., 2000]
[Thompson et al., 2002]. Tracking of the points of light is provided by image
recognition algorithms [Sbalzarini and Koumoutsakos, 2005] [Anthony et al.,
2006]. Once the positions of the molecules have been determined trajectories
can be determined and di↵usion coe cients calculated.
2.7 Dynamical systems within cells
In their total, reaction and di↵usion account for a large proportion of the
cell’s behaviour or dynamics. When reactive and di↵usive systems act in con-
cert they are known as Reaction-Di↵usion systems. All work in this thesis
is concerned with modelling cellular behaviour as reaction-di↵usion systems.
Reaction-di↵usion systems (sometimes known as a reaction-di↵usion network)
are a subset of dynamical systems. Before further exploring the nature of
reaction-di↵usion systems we look at what defines the family of systems from
which reaction-di↵usion descends.
Cellular dynamics is the study of dynamical systems in cells. A dynamical
system is a real world system that can be modelled as possessing a set of variables
that evolve over time according to a set of rules [Arrowsmith and Place, 1990;
Brin and Stuck, 2002; Broer and Takens, 2010; Irwin, 2001; Jost, 2006; Katok
and Hasselblatt, 1997; Ott, 2002]. Familiar examples include the position of a
pendulum, the velocities of the planets in the solar system or the number of
gorillas in a jungle. Two predominant classes of dynamical system exist, those
that progress in discrete time and those that progress in continuous time. More
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formally, we can write down three conditions that must be satisfied for a system
to be considered dynamical [Katok and Hasselblatt, 1997]:
1. A state space, the elements of which describe the possible states of the
system.
2. A time regime; either discrete or continuous. The time regime may be per-
mitted to only extend into the future (an irreversible dynamical system)
or into the past (known as a reversible dynamical system).
3. A time evolution law
When applied to cell simulation, the state space represents the concentration
of all chemicals at all points in the virtual cell and the time evolution law
represents our model of reactive and di↵usive processes in the cell.
The time evolution laws of dynamical systems are naturally modelled by
di↵erential equations, which we derive from di↵erence equations. If f represents
the time evolution law, then the evolution of the quantity of interest, x, is given
by:
xn+1 = f(xn) (2.13)
Equation 2.13 shows that the value of x at the next point in time is equal
to a function of its value at the previous point in time. Equation 2.13 can be
rewritten as a di↵erence equation:
xn+1   xn = f(xn)  xn (2.14)
Then if we define:
g(x) ⌘ f(x)  x (2.15)
we can rewrite Equation 2.14 as:
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xn+1   xn = g(xn) (2.16)
Equation 2.16 can be read as “if we change the system by one timestep then
x will change by g(x). Equation 2.16 is the discrete analogue of a di↵erential
equation, and in the continuous regime we can rewrite Equation 2.16 as:
dx
dt
= g(x) (2.17)
Equation 2.17 is reproduced from Wolfram mathworld 2. Models of cellular
dynamics tell us how behaviour (commonly concentration) at locations within
the cell vary over time according to an iteratively applied time evolution law
(reaction and di↵usion) that is informed by observed or theorised cell behaviour.
In the next section we explore the time evolution laws that are commonly used
in simulations of cellular dynamics, namely reaction-di↵usion models.
2.8 Cellular dynamics are spatially sensitive
It is becoming increasingly clear that biological pathways are spatially organised
within the cell, with some experiments suggesting that portions of the reaction
sequence occur preferentially within specific volumes in the cell [Kholodenko,
2009; Srere, 2000]. Some models of biological pathways make the implicit as-
sumption that chemical concentrations are uniform across the internal volume of
the cell [den Breems et al., 2014; Gong et al., 2010; Orton et al., 2005]. Chemical
concentrations are not uniform within the cell. This can become the case when
reaction volumes become relatively large and chemically connected to other cel-
lular processes - pathway chemical concentrations may become heterogeneous.
The heterogeneity of pathway chemical concentrations can form concentration
gradients sometimes called microdomains. It should be noted, that whilst non-
spatial models cannot display microdomains/concentration gradients they are
2reproduced from http://mathworld.wolfram.com/DynamicalSystem.html
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able to answer other research questions that do not depend on spatial structure.
It has been experimentally observed that microdomains occur in a variety
of cells and pathways [Howard, 2006]. Common examples include phosphory-
lated stathmin/oncoprotein 18 [Niethammer et al., 2004], MAPK Fus3 [Maeder
et al., 2007], and Aurora B kinase [Fuller et al., 2008]. Most interestingly there is
increasing evidence that without these concentration gradients some biological
processes and pathways would not be able to take their experimentally recorded
form [Meyers, 2012]. For example, the propagation of an action potential along
the axon could not take place without a regulated set of concentration gradi-
ents. The propagation of calcium waves, that are part of the continuation of
development of an egg after fertilization, are sensitive to calcium concentration
gradients and the positioning of release channels [Chen et al., 2014].
The cause of these concentration gradients is an important field of study
in cell biology, but it is becoming clear that the shape, size and position of
substructures within the cell all play a pivotal role in inducing them and thus
a↵ect pathway behaviour [Meyers et al., 2006; Neves et al., 2008; Pham and
Ichikawa, 2013]. Examples of this behaviour have been documented in a number
of experimental and computational studies which we cover below.
2.8.1 Cell size
Signalling pathways are also thought to be sensitive to cell size; signalling com-
ponents are more likely to be deactivated the further that they travel within
the cell towards their target [Meyers et al., 2006]. Further evidence of the sen-
sitivity of signalling behaviour to geometry can be seen within computational
models of yeast cells, with variable geometry producing di↵ering dose/response
behaviour within MAPK cascades [Zhao et al., 2011]. The cyclic adenosine
monophosphate (cAMP) messenger participate in many signalling pathways in-
cluding the regulation of vital processes such as glycolysis and lipolysis [Alberts
et al., 2013]. Simulations of this pathways reveal that in model cells of smaller
diameters, cAMP concentrations are higher than those in larger cells, such as
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neural soma. This is due to the progressive hydrolisation of messenger molecule
as the distance into the cell’s cytoplasm increases.
2.8.2 Cell shape
Cell shape is also responsible for controlling the formation of intracellular con-
centration gradients [Cowan et al., 2012; Neves and Iyengar, 2009; Neves et al.,
2008]. Signalling chemicals such as CDC42 have been shown to become prefer-
entially activated in spatial environments with larger surface-to-volume ratios.
cAMP concentrations also achieve higher concentrations when the migrating
leading edge of the cell is thinner than the cell body [Kritikou, 2008]. The
NF-kB signalling pathway is another thoroughly studied example of a spatially
sensitive pathway [Dolcet et al., 2005; Terry and Chaplain, 2011]. NF-kB is
a transcription factor that is involved in cell’s regulatory response to stress,
immune and inflammatory respsonses. Its misregulation is strongly associated
with many di↵erent kinds of cancer [Weinberg, 2013]. Numerical simulations
demonstrate the dampening e↵ect that elongating the cell has on the oscilliatory
behaviour of NF-kB [Terry and Chaplain, 2011]. Further, we show in [Sayyid
and Kalvala, 2016] that common bacterial cell shapes alter the concentration
gradients in model oscillatory cellular pathways.
2.8.3 Organelle Position
Organelle positioning has also been implicated in the generation of concentration
gradients. This can occur by two mechanisms; chemical components can be
spatially restricted from the rest of cytoplasm and then released or the presence
of the organelle could physically disrupt the pattern formed by the reaction-
di↵usion network. The location of endosomes and the Golgi apparatus play a
critical role in regulating signal transmission to the nucleus [Hwang et al., 2014],
with endosome positioning implicated in neuron polarisation, growth and signal
moderation [Eva et al., 2010, 2012; Golachowska et al., 2010; Higuchi et al., 2014;
Sadowski et al., 2009]. Mitochondrial location has also been shown to a↵ect the
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pathway behaviour responsible for the formation of the axon and operation of
the synapse [Courchet et al., 2013; Sheng and Cai, 2012; Spillane et al., 2013].
The e↵ect of ribosomal location on pathway progression has also been modelled.
Spatially sensitive models exist for the Hes1 [Sturrock et al., 2011a], p53 [Gordon
et al., 2009; Sturrock et al., 2011b], and Notch-Delta signalling [Terry et al.,
2011] pathways. The response of the NF-kB pathway to the presence of the
larger organelle has also been computationally explored. The NF-kB pathway
undergoes abnormal activation in malignant cells, stimulating the growth of
more malignant cells [Inoue et al., 2007; Kim et al., 2006; Moss et al., 2008].
As previously stated NC ratios also take on abnormal values in malignant cells.
Thus the interaction between NF-kB and NC ratio has been computationally
studied; di↵erent sized nuclei alter the oscillatory behaviour of the pathway
[Ohshima et al., 2012; Terry and Chaplain, 2011].
2.8.4 Kinetic Parameters
Gradients of concentrations may also be caused by reaction locality, such as
the activation of a chemical at the cell membrane upon entering the cell and
subsequent deactivation at the nucleus. In this situation even without the ac-
tivation/deactivation mechanism a gradient would be formed as the chemical
di↵uses from a higher concentration at the membrane to a lower concentration
at the nucleus. In this case, over time as the concentrations equalised, this
gradient would fall to zero and no additional transport would occur. Gradients
are also displayed when chemicals of di↵ering di↵usivity constants participate in
the same reaction; for example, proteins in their active and inactive forms often
di↵use at di↵erent rates [Kholodenko, 2009]. Concentration gradients, how-
ever they are formed, change reaction system dynamics; non-spatial models are
inherently unable to capture this behaviour and so may predict less accurately.
The e↵ect of redistribution of internal volume, taking the form of organelles
or inclusions, on cellular pathways remains poorly studied [Pham and Ichikawa,
2013]. We hope to refine our knowledge of this field with the simulations per-
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formed in this work.
2.8.5 Simulation can explore pathway responses to cell or-
ganisation
Whilst the work described in this section has been successful in elucidating
the link between configuration and function, in general defining this link is
non-trivial and remains a challenge in cell biology. This is due in part to the
di culty of constructing experiments in which substructure configuration can be
controlled. Recent research [van Bergeijk et al., 2015] has seen the development
of techniques for substructure control, specifically organelle position in vivo. It
is hoped that spatio-temporal simulations will become the norm, rather than the
exception for the simulation of pathway dynamics. Many examples of research
within the field suggests that spatial simulations are vital for improving accuracy
[Mazel et al., 2009; Parulek et al., 2009].
2.9 Reaction-Di↵usion models of cell dynamics
2.9.1 What are reaction-di↵usion models?
Reaction-di↵usion models are mathematical models that capture the reactive
and di↵usive behaviour of physical systems and so are able to predict species
concentrations in time and space. These models are most naturally applied to
chemical systems, with the species in the model being chemical species.
Reaction-di↵usion models use in a variety of disciplines. They are applied in
ecology, to predict population sizes [Cantrell and Cosner, 2004; Cosner, 2008],
in geology to model sandbank geometry and mineral deposit distribution [Ball,
2015; Bischo↵ and Piper, 2013], in physics to model neutron di↵usion and the
formation of spiral galaxies [Leung, 1988; Wilhelmsson and Lazzaro, 2000], in
epidemiology to model the spread of diseases such as rabies [Allen et al., 2008;
Brauer et al., 2001] and in economics and management [Bokhari and Sadek,
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2011].
Aside from predicting chemical quantities, reaction-di↵usion has been found
to model biological pattern formation. This phenomenon was first explored in
The Chemical Basis for Morphogenesis [Turing, 1990] in which Alan Turing
showed that a system of reacting and di↵using chemicals can evolve from a
uniform state to a complex patterned result, taking the form of naturally occur-
ring stripes, spots and spirals. This is counter intuitive to the outcome that one
might expect, that is either a new uniform result, or chaos. Turing’s model (also
known as the Turing system) is one of the most general and versatile mecha-
nism by which these patterns are created. Others of similar power include the
Gray-Scott system which is also capable of mimicking biological pattern forma-
tion [Maini et al., 1997]. Figure 2.6 shows how well an artificially generated
Turing pattern (on the right) mimics the camouflage of a fish.
Figure 2.6: Artificially generated Turing pattern (on the right) mimics the cam-
ouflage of a fish. Credit: Fish by Massimo Boyer; simulations from [Sanderson
et al., 2006]
One property of the Turing system crucial to its success in describing natural
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phenomena is that of a reactant being able to make more of itself [Ball, 2015].
This property is formally known as auto-catalysis, acting as a catalyst for its
own creation in a positive feedback loop. “The more that is made, the faster
it appears”. In this kind of reaction di↵using system new species are created
at every point the other species moves into filling the system. This is a well
known property of many oscillatory chemical reactions including the Lotka-
Volterra (LV) system (for an explanation see section 4.2.2) that we use as a
representation for this class of reactions in this thesis.
Not all reaction-di↵usion systems produce well organised patterns. Some
evolve into a steady state, but in some situations, reaction-di↵usion systems
can produce organised travelling groups of concentration known as wavefronts
of concentration. Their existence within biological systems is well studied [Wang
et al., 2006]. Such waves of concentration are found in the simulation results
of this thesis, further confirming the choice of reaction systems as biologically
appropriate.
Reaction-di↵usion models have many possible formulations and these are
discussed at great length in Chapter 3. For now, we present the classical di↵er-
ential equation model of reaction-di↵usion:
@u
@t
= Dr2u+R(u) (2.18)
or alternatively:
@u
@t
= D
✓
@2u
@x2
+
@2u
@y2
+
@2u
@z2
◆
+R(u) (2.19)
Where, u is the concentration, D is the di↵usion coe cient and R accounts
for a system of reactions described by a set of Ordinary Di↵erential Equation
(ODE)s. Solving this system gives a discretised grid of concentration values
that vary over time. To do this we need to solve both Partial Di↵erential
Equation (PDE)s (ru) and ODEs (R(u)). In real cellular systems there can
be many di↵erent chemical species, meaning that the above equation has to be
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solved for each species. This can become very computationally expensive.
In all reaction-di↵usion simulations in this thesis we use Neumann boundary
conditions. Using a Neumann boundary condition means that we can set the
value that the simulation takes when encountering an obstacle (such as the edge
of the cell or an organelle) in the simulation. We set boundary cells, that would
be included in the computational stencil if they were not in a boundary, as
having the same concentration as the reacting/di↵using cell. This means that
no concentration can leave the system. Boundary conditions were verified by
running the simulation for many timesteps using a di↵usion only systems and
the Bi-Molecular Reaction (BMR) system. Conservation of concentration was
verified.
2.10 Summary
This chapter has provided the biological background required to read this thesis.
Cell anatomy, cellular dynamics and representative models have been discussed.
The modelling of cellular dynamics is given a thorough treatment in chapters
3 and 4. Related work in cell dynamics simulation along with its key findings
have been presented. Most importantly, Section 2.5 provides the reader with
the biological motivation for performing the simulations in chapters 5, 6 and 7
which are central to this thesis.
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CHAPTER 3
Reaction-Di↵usion Models of Cellular Dynamics
3.1 Mathematical Models of Reaction
In this chapter we derive numerical methods for the simulation of reactive and
di↵usive processes. Reaction models that ignore spatial information have been
well studied. These models assume the system is well-stirred, meaning that
the species are evenly distributed throughout the reaction vessel. Derivations
in this chapter are established, some derivations are taken from specific works
and these have been explicitly cited. Where no individual work has been cited,
the derivations are adapted and combined from [Higham, 2001, 2008; Ilie et al.,
2009], which do not themselves always tie a particular derivation to an individual
piece of work.
3.1.1 Stochastic chemical kinetics
Consider a well-stirred system containing N chemical species, S1, S2, ..., SN that
may take part in one or more of M types of chemical reactions R1, R2, ..., RM .
We assume that the system is in thermal equilibrium, with a constant volume,
V . The number of molecules of each species are known at time t = 0. The state
of the system at time t is stored in the state vector,
X(t) =
0BBBBBBBBBBB@
X1(t)
X2(t)
X3(t)
...
XN (t)
1CCCCCCCCCCCA
(3.1)
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where Xi(t) is the number of Si molecules at time t [Higham, 2008]. The
state vector is updated every time a reaction occurs. This update process is a
discrete Markov process. We seek to find the state vector, X(t), given we know
the initial state of the system: X(t0) = x0. Each reaction Rj alters the state of
the system according to that reaction’s state change vector, ⌫:
⌫j =
0BBBBBBBBBBB@
⌫1j
⌫2j
⌫3j
...
⌫Nj
1CCCCCCCCCCCA
(3.2)
⌫ij is the change in the number of Si caused by one application of reaction
Rj . When the state change vectors for all reactions are considered they can be
written in terms of the stoichiometric matrix,  .   = ⌫ij where 1  i  N and
1  j  M . A single reaction, Rj can be thought of in terms of how likely
it is to occur. For each reaction we can write down a propensity function, aj
which tells us the probability of a single reaction event Rj occurring on the
time interval [t, t + dt]. In the area of chemical kinetics this is distinct from a
probability as it tells us the time interval over which the reaction can occur.
p(Rj) = aj(x)dt (3.3)
.
Let us now consider some common reactions and try to derive their propen-
sity functions. For a first order reaction such as:
Sa
cj
products
the propensity function takes the form aj(x) = cjxa. That is, the probability
of this reaction occurring is proportional to the number of molecules of species
Sa (denoted by xa) and the constant of proportionality is the rate constant, cj .
For a second order reaction such as
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Sa + Sb
cj
products
it can be easily seen that the propensity function takes the form aj(x) =
cjxaxb.
These propensity functions are derived from approximation in statistical
physics and as such a derivation is outside of the scope of this thesis. Interested
readers are directed to [Gillespie, 1992]. Further approximations of this sort
result in the reaction rate equation, which is discussed later.
3.1.2 The chemical master equation
The most accurate representation of the kinetics of a well-stirred reaction sys-
tem is that of the Chemical Master Equation (CME) which we explore in this
subsection. The probabilistic nature of Equation 3.3 means that it is impossible
to predict the exact nature of X(t). However we can think about the probabil-
ity that the state vector at time t is in any given state (X(t) = x) if we know
X0(t) = x0. This idea is expressed in Equation 3.4.
P (x, t | x0, t0) = Prob{X(t) = x, givenX(t0) = x0)} (3.4)
To compute the probability in Equation 3.4 we begin by considering the
probability P (x, t + dt | x0, t0). dt is considered to be small enough such that
only one reaction can occur on the interval [t, t+ dt). At time t+ dt the system
will be in state x if either of the following events occur:
1. The system already occupied this state at time t and hence no reaction
occurred
2. A reaction, Rj 1  j M from the list of reactions occurred. If this was
the case then the system was in a state x  ⌫j at time t and the reaction
Rj occurred in the time interval [t, t+ dt).
Summing these outcomes together, it is apparent that there are M + 1 mu-
tually exclusive events that lead the system to being in state x at time t + dt.
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The probability that reaction Rj occurred in the interval [t, t + dt) when the
system was in the state x  ⌫j is aj(x ⌫j)dt. The probability that no reaction
occurred in the interval [t, t + dt) when at time t the system was in state x isPM
j=1 aj(x)dt. From the law of total probability we can show that:
P (x, t+dt | x0, t0) = P (x, t | x0, t0)
 
MX
j=1
aj(x)dt
!
+
MX
j=1
P (x ⌫j , t | x0, t0)aj(x ⌫j)dt
(3.5)
Rearranging Equation 3.5, dividing by dt and taking the limit as dt! 0 we
obtain the CME:
d
dt
P (x, t | x0, t0) =
MX
j=1
(P (x  ⌫j , t | x0, t0)aj(x  ⌫j) + P (x, t | x0, t0)aj(x))
(3.6)
Equation 3.6 is the chemical master equation (sometimes known as the for-
ward Kolmogorov equation). It is a system of k di↵erential equations, where k
is the number of possible states of the system. The CME is the most accurate
model of stirred reaction systems but unfortunately is it intractable in most
situations. For example, a model of a   phage results in a CME with nearly
1070 possible states [Arkin et al., 1998]. It is clear that other models of reaction
systems are needed.
3.1.3 The chemical Langevin equation
The Chemical Langevin Equation (CLE) is a slightly less refined approach to
reaction kinetics than the CME but numerical solutions are easier to compute.
The derivation that we present here was first presented in [Gillespie, 2000].
Assume there exists a time ⌧ > 0 such that the following Leap condition is
satisfied: aj(X(t)) remains almost constant on the interval [t, t + ⌧) for all
reactions 1  j  M . The probability that a reaction, Rj occurs in [t, t+ ⌧) is
aj(X)⌧ . The number of reactions that occur in the interval [t, t+⌧) are Poisson
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distributed with parameter aj(X)⌧ . Assuming that the leap condition holds,
the following approximation can be made:
X(t+ ⌧) = x+
MX
j=1
⌫Pj(aj(x), ⌧) (3.7)
Equation 3.7 is known as the explicit tau-leaping method [Gillespie, 2001].
Pj is the probability of a particular reaction occurring. If ⌧ is short enough to
make the leap condition hold and long enough that it satisfies aj(x)  1 for all
reactions then the Poisson random variable Pj(aj(x), ⌧) can be approximated
with a normal random variable with mean and variance aj(x)⌧ .
Pj(aj(x), ⌧) ⇡ aj(x)⌧ +
q
aj(x)⌧Nj(0, 1) (3.8)
Equation 3.8 holds when there are su ciently large populations of reacting
chemicals. Substituting Equation 3.8 into Equation 3.7 yields
X(t+ ⌧) = x+
MX
j=1
⌫jaj(x)⌧ +
MX
j=1
⌫j
q
aj(x)
p
⌧Nj(0, 1) (3.9)
Equation 3.9 can be approximated by the Euler-Maruyama numerical method
to achieve:
dX(t) =
MX
j=1
⌫jaj(X(t))dt+
MX
j=1
⌫j
q
aj(X(t))dWj(t) (3.10)
where Wj are Wiener processes. Equation 3.10 is the Chemical Langevin
Equation in which we have approximated the discrete process of the CME with
a continuous process. Unlike the CME whose system of coupled di↵erential
equations equalled the number of possible states, the CLE consists of N (where
N is equal to the number of species) coupled Ito stochastic di↵erential equations.
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3.1.4 The reaction rate equations
The most common approximation to the CME in the biological sciences are the
Reaction Rate Equation (RRE). These are useful when the system is within the
thermodynamic limit, that is the number of molecules and the reaction volume
of the system are large (Xi(t) ! 1 and V ! 1). When these limits are
applied in Equation 3.9 the stochastic terms impact grows much smaller than
the impact of the deterministic component. It is therefore clear that in the
thermodynamic limit stochastic terms can be ignored. As we are dealing with
large numbers of molecules, we change from a state vector that records number
of particles X(t) to one that tracks concentrations Z(t):
Z(t) =
0BBBBBBBBBBB@
Z1(t) = X1(t)/V NA
Z2(t) = X2(t)/V NA
Z3(t) = X3(t)/V NA
...
ZN (t) = XN (t)/V NA
1CCCCCCCCCCCA
(3.11)
where NA is Avogadro’s number. This concentration vector then satisfies:
dZ(t)
dt
=
MX
j=1
⌫jaj(Z(t)) (3.12)
Equation 3.12 is known as the rate equation; the deterministic approximation
to the CME. This system of Ordinary Di↵erential Equation (ODE)s is formed
from the stoichiometric reaction equations that make up the cellular process.
Each reaction equation in the system a↵ects the rate of change of one or more
of the chemical species in the system. We combine these rates, both additive
and destructive, for each species to produce one ODE per species. The state
of the system at any t can be found from Z(t) and as the system is totally
deterministic the entire trajectory of Z can be calculated from any state, Z(t).
Despite its position as the most coarse grained approximation to the CME
the RRE has enjoyed a great deal of success modelling a wide variety of pro-
68
cesses in biochemistry and systems biology. Large parts of our understanding
of cellular dynamics have come from RRE simulations [Covert et al., 2001; Fell
and Cornish-Bowden, 1997; Kau↵man et al., 2003]. The RRE has been success-
fully used to study biochemical oscillations [Tyson et al., 2003] such as the cell
cycle [Tyson, 1991] and circadian rhythms [van Zon et al., 2007]. Deterministic
modelling by the RRE remains the model of choice for most biological systems
[Andrews et al., 2009].
So far in this chapter we have given derivations of the CME and two approx-
imations to this, the CLE and the RRE. We have not yet discussed how these
models are solved. In the next chapter we discuss solution techniques, paying
particular attention to the solution of ODEs as this is the reaction modelling
technique used in this thesis.
3.1.5 Numerical solutions of the chemical master equation
As mentioned above the CME is very di cult to solve for most systems. How-
ever progress on numerical methods to solve the CME has been made. One
such technique is known as the Finite State Projection (FSP) algorithm which
approximates the solution of the CME [Munsky and Khammash, 2006]. The
family of exact methods are perhaps the most well known simplifications of the
CME. Rather than computing all reaction trajectories of all possible states only
one trajectory is simulated. This is achieved by sampling the probability of each
reaction Si occurring and the time that it occurs from a probability distribution
consistent with the CME. This approach had generated two stochastic simula-
tion algorithms Stochastic Simulation Algorithm (SSA) to solve the CME; the
Direct Method [Gillespie, 1976] and the First Reaction Method [Gillespie, 1977].
These two algorithms are equivalent, both have a time complexity of O(M)
where M is the total number of reactions. The Direct Method (also known
as Gillespie’s algorithm) is more e cient than the First Reaction method, re-
quiring two random numbers per iteration, rather than M . There have been
many further refinements to these two exact simulation algorithms including
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the Gibson-Bruck algorithm [Gibson and Bruck, 2000] along with many “tau-
leaping” methods which advance the time step further than is usual by using
an a priori chosen time step - which still satisfies the Leap condition - rather
than one from the probability distribution.
3.1.6 Numerical solutions of the chemical Langevin equa-
tion
Numerical methods for solving Stochastic Di↵erential Equation (SDE)s are not
as numerous as those for solving ODEs. As such, there are only a few numerical
methods suitable for solving the CME. The Euler-Maruyama Method (EMM)
method discussed in reference to Equation 3.9 and Equation 3.10 is one such
method. This technique is an extension of the well known Euler method, from
the solution of ordinary di↵erential equations to the solution of stochastic or-
dinary di↵erential equations. The EMM method is unique in that it is the
only method that is so simply extended from the deterministic to the stochastic
[Kloeden and Platen, 1992]. We present a brief overview of this technique below.
Consider the SDE in Equation 3.13:
dXt = f(Xt)dt+ g(Xt)dWt (3.13)
where Wt represents the Wiener process, and f(x), g(x) are defined func-
tions of x. We wish to solve this SDE on the time interval [0, T ]. The EMM
approximation of the true solution X is defined by the following scheme:
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 t = T/L
⌧j = j t
X(⌧j) = Xj
j = 1, 2, 3, ..., L
Xj = Xj 1 + f(Xj 1) t+ g(Xj 1)(W (⌧j) W (⌧j 1))
(3.14)
The Milstein method (based upon Markov chains) is another technique for
numerically approximating the solution to a SDE [Mil’shtejn, 1975]. As with
the EMM we begin with (3.13)
We wish to solve this SDE on the time interval [0, T ]. The Milstein approx-
imation of the true solution X is defined by the following scheme:
 t = T/L
⌧j = j t
X(⌧j) = Xj
j = 1, 2, 3, ..., L
Xj = Xj 1 + f(Xj 1) t+ g(Xj 1) W+
1
2
g(Xj 1)g0(Xj 1)(( W )
2   t)
(3.15)
where  W = W (⌧j) W (⌧j 1). The Milstein method is superior in strong
order of convergence compared to the EMM, but identical in weak order of
convergence [Mackevicius, 2013].
The Runge-Kutta Method (RKM) numerical method for SDEs is an adap-
tation of the same method for solving ODEs. We begin with the Ito stochastic
di↵erential equation:
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dXt = f(Xt)dt+ g(Xt)dWt (3.16)
whereWt represents the Wiener process, and f(x), g(x) are defined functions
of x. We wish to solve this SDE on the time interval [0, T ]. The Runge-Kutta
approximation to the true solution X is defined by the following scheme:
 t = T/L
⌧j = j t
X(⌧j) = Xj
j = 1, 2, 3, ..., L
Xj = Xj 1 + f(Xj 1) t+ g(Xj 1) W+
1
2
✓
g( j 1)  g(Xj 1)
◆✓
( W )2   
◆
 t 1/2
(3.17)
where  W =W (⌧j) W (⌧j 1) and  j 1 = Xj 1+f(Xj 1) t+ g(Xj 1) t1/2
3.2 Numerical solutions of the reaction rate equa-
tion
As previously stated the RRE is seen as the standard for biochemical simula-
tion. The RRE is composed of a system of di↵erential equations and so in order
to solve the RRE we must solve the ODEs from which it is composed. Systems
that can be modelled by ODE occur frequently in nature, not just in the bio-
logical sciences but in disciplines as varied as the physical sciences, engineering,
machine learning and economics. Unfortunately solutions to these di↵erential
equations can rarely be expressed in closed form. Unfortunately, there is often
no way of knowing if an ODE, or other type equation has a closed form solution
without trying to find one. On other other occasions, it may be that one exists,
but it has not yet been discovered. Therefore we often need to approximate
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solutions to these equations with numerical methods. In this section we discuss
numerical methods used for integration of ordinary di↵erential equations such
as Equation 3.18.
dy
dx
= f(x, y) (3.18)
In simulations performed in this thesis equations such as (3.18) initial values
are known - for instance the concentration of a chemical species or its loca-
tion. These are known as Initial Value Problem (IVP). are We begin with
one of the simplest numerical methods used to approximate di↵erential equa-
tions, the forward Euler method. Given the initial condition y(x0) = y0, Euler’s
method approximates the solution to Equation 3.18 at the subsequent points
x1, x2, x3, ..., xn. These points di↵er by a value h:
x1 = x0 + h
x2 = x1 + h
...
xn = xn 1 + h
(3.19)
Further, let yi denote the approximation to the true solution at the point xi.
Consider the slope of the curve y0(x0) at the point x0, y0. By Equation 3.18:
y0(x0) = f(x0, y0) (3.20)
Euler’s approximation leads to:
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y1 = y0 + hf(x0, y0)
y2 = y1 + hf(x1, y1)
...
yn+1 = yn + hf(xn, yn)
(3.21)
In summary, the numerical method is given by:
y(x+ h) = y(x) + hy0(x) (3.22)
The forward Euler method approximates x + h with an error equal to h2.
Another related technique is the backward Euler method; instead of evaluating
the function at x the backwards Euler evaluates the function at x + h. The
backwards Euler method is known as an implicit solution. Implicit schemes are
generally considered to be more stable than explicit schemes. This is due to the
fact that explicit schemes are conditionally stable; they give accurate answers
as long as a specific relationship between timestep length and other quantities
is maintained. Timestep length is constrained due to truncation errors building
up over time. This often results in longer solving times. Implicit schemes do no
su↵er the same constraints.
We now review the Runge-Kutta 4th Order Method (RK4) numerical method
- the method that we use in our numerical simulation package for solving ordi-
nary di↵erential equations. RKM methods are numerical approximations to dif-
ferential equations that are more accurate than the Euler approximation, whilst
at the same time they are easier to implement than Taylor methods [Atkinson
et al., 2011]. First-order initial value problems, such as reaction systems, are
usually modelled using either linear multistep or RKM. The “4” represents
the fact that a 4th order Taylor series expansion was used in the derivation of
this scheme. This formulation of RK4 is taken from [myphysicslab.com, 2015].
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Consider the first order di↵erential equation:
dx
dt
= f(t, x) (3.23)
with initial condition x(0) = x0 and at time tn, x = (xn). The RK4 takes
an xn, tn pair and calculates an approximation for xn+1 at the next time step,
tn+1 of size h. We define h = tn+1   tn. xn+1 is calculated from a weighted
average of f(t,x) at several points within the interval (tn, tn+h). The value of
xn+1 is given by:
xn+1 = xn +
h
6
(a+ 2b+ 2c+ d) (3.24)
where the coe cients a, b, c, d are given by:
a = f(tn, xn)
b = f(tn +
h
2
, xn +
h
2
a)
c = f(tn +
h
2
, xn +
h
2
b)
d = f(tn + h, xn + hc)
Equation 3.24 is the RK4 for one variable, x. However, most biochemical
systems have far more than one reacting chemical. When solving systems of
di↵erential equations, the variables are stored in vectors.
Suppose that there arem reacting species x1, x2, x3, ..., xm. As stated above,
the interactions for each species are combined to produce one di↵erential equa-
tion per species, resulting in m ODE:
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x01 = f1(x1, x2, x3, ..., xm)
x02 = f2(x1, x2, x3, ..., xm)
x03 = f3(x1, x2, x3, ..., xm)
...
x0m = fn(x1, x2, x3, ..., xm)
We collect these species and reaction ODEs together into two vectors. One
of species:
X = {x1, x2, x3, ..., xm}
and a “vector of functions”,
f = {f1, f2, f3, ..., fn}
Now the states used in a multi-variable scheme areXn andXn+1 separated
by an interval of h. The Xn vector contains the concentration values of the m
species at time step n:
Xn = {x1,n, x2,n, x3,n, ..., xm,n}
Xn+1 = {x1,n+1, x2,n+1, x3,n+1, ..., xm,n+1}
Now, if the system is in state Xn, to advance to state Xn+1 we calculate:
Xn+1 =Xn +
h
6
(an + 2bn + 2cn + dn) (3.25)
where the coe cients an, bn, cn,dn are calculated from:
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an = f(Xn)
bn = f(Xn +
h
2
an)
cn = f(Xn +
h
2
bn)
dn = f(Xn +
h
2
cn)
RK4 is a popular method of approximating ODEs and, despite enjoying
less success on sti↵ systems, is suitable for all of the systems that we use in
this work. We show this to be true by verifying all simulated reaction systems
against MATLABs explicit ode45 solver in Chapter 4. Matlab documentation
suggests that if ode45 solves the system promptly then the system is not sti↵
[37]. In addition to this, we verify our results against Mathematicas Wolfram
Alpha ODE solver and it is once again demonstrated that a non-sti↵ solver is
suitable for the systems used in this work.
3.3 Mathematical Models of di↵usion
It is clear that intracellular distance, organelle positioning, species positioning,
and cell shape are all spatial factors capable of influencing a reaction pathway.
A model is needed that takes into account these factors. Reactions have been
modelled by the techniques described above, but di↵usion, an intrinsic phys-
ical phenomenon, often remains neglected. Reaction-di↵usion models extend
reaction systems by adding this transport system - they show how chemical
concentrations change under the influence of reaction and di↵usion; the net
movement of a substance (e.g., an atom, ion or molecule) from a region of high
concentration to a region of low concentration. It is important to note that
when one of these processes is faster than the other it is said to become dom-
inated by the faster process; some reaction-di↵usion processes are said to be
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reaction-dominated or di↵usion-dominated.
There are di↵erent ways of modelling reaction-di↵usion systems. Often the
simplest method of creating a reaction-di↵usion model is by adding a di↵usive
component to an already tested reaction model. SSA approaches can be made
spatial by discretising the reacting space and treating a di↵usive event, from one
spatial quantum to another, as a reaction. The CLE can be modified by adding
a term for white Gaussian noise to simulate di↵usion [Andrews et al., 2009].
The RRE is subject to perhaps the most recognisable modification; adding a
di↵usive process modelled with a Partial Di↵erential Equation (PDE). Finally,
there exist particle based reaction-di↵usion models. These systems represent
particles explicitly, with physical laws, such as Molecular Dynamics (MD) or
Brownian Dynamics (BD) (or approximations thereof) dictating the evolution
of the system. As simulations in this thesis use the RRE there is concentration
on PDE based models.
3.3.1 PDE Based Reaction-Di↵usion Models
PDE based reaction-di↵usion models (that is reaction-di↵usion models that use
Fick’s second law as a transport mechanism) are a suitable tool to simulate
reaction-di↵usion systems inside cells [Neves and Iyengar, 2009]. PDE reaction-
di↵usion models allow us to simulate spatial gradients by taking into account the
localisation of chemical species and cellular morphology with easily expressed
boundary conditions.
As Fick’s second law extends the RRE system, comparisons are naturally
made between PDE models and ODE models; ODEs describe the change in con-
centration of a set of species over time, whereas PDE models describe changes
over time and space [Eungdamrong and Iyengar, 2004]. PDE models take ac-
count of the di↵usive processes that occur within a system that results in a
change of concentration. PDE systems are more challenging to implement with
very few large scale projects available for use [Neves and Iyengar, 2009]. VCell
[Loew and Scha↵, 2001] is one such simulation package.
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Mathematically, we describe a PDE reaction di↵usion system as:
@u
@t
= Dr2u+R(u) (3.26)
or alternatively:
@u
@t
= D
✓
@2u
@x2
+
@2u
@y2
+
@2u
@z2
◆
+R(u) (3.27)
Where u is the concentration, D is the di↵usion coe cient and R accounts
for a system of reactions described by a set of ODEs. As mentioned earlier we
use Neumann boundary conditions. Solving this system gives a discretised grid
of concentration values that varies over time. To do this, we need to solve both
PDEs (r2u) and ODEs (R(u)).
In real cellular systems, there can be many di↵erent chemical species. As
all species must be allowed to di↵use, this equation has to be solved for each
species. This can become very computationally expensive.
3.3.2 Solving PDE Reaction-Di↵usion Models
Equation 3.26 has both an ODE component and a PDE component. As we have
discussed solution methods for ODEs we now describe methods for numerically
solving PDEs. Hyperbolic PDEs, such as the di↵usion equation, can be solved in
many di↵erent ways, two of the most common are the explicit finite di↵erence
method and the implicit Crank-Nicholson method. In three dimensions, the
explicit method is bound by the stability condition: dtdx2 <
1
6 ; that is, the size
of the timestep divided by the square of the smallest measurable distance must
be less than 16 .
The choice of dx is important as it dictates the level of detail that can be
extracted from our simulation. Just as dt is the smallest unit of measurable
time, dx is the smallest unit of measurable space. It can be thought of as the
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maximum spatial resolution. If one wanted to model a cellular process at the
level of an organelle, then dx would need to be at least as small as the organelle
in question. A smaller dx gives a more detailed simulation. The explicit condi-
tion would then require that the timestep be made even smaller, which increases
the time required for the simulation. A longer simulation would be possible but
require more time or a more powerful machine.
The alternative to using an explicit scheme is an implicit scheme, where the
reaction di↵usion system is solved as a set of simultaneous equations by a linear
solver. Implicit methods do not have to observe the same stability condition
however, implementing boundary conditions (such as complex cell and organelle
shapes) in an implicit regime is much more di cult.
We now derive the explicit scheme (from [Smith, 1985]) used for the majority
of experiments in this thesis: If a function describing concentration, U , and its
derivatives are single-valued, finite and continuous functions of position (x),
then a Taylor expansion of U yields:
U(x+ h) = U(x) + hU 0(x) +
1
2
h2U 00(x) +
1
6
h3U 000(x) + ... (3.28)
and
U(x  h) = U(x)  hU 0(x) + 1
2
h2U 00(x)  1
6
h3U 000(x) + ... (3.29)
Summing Equation 3.28 and Equation 3.29 gives:
U(x+ h) + U(x  h) = 2U(x) + h2U 00(x) +O(h4) (3.30)
O(h4) represents terms in the expansion of powers of h of 4 and greater,
which we assume have a negligible impact upon the solution. Rearranging Equa-
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tion 3.30 gives us:
U 00(x) =
d2U
dx2
⇡ 1
h2
⇢
U(x+ h)  2U(x) + U(x  h)
 
(3.31)
Subtracting (3.29) from (3.28) and rearranging in a similar way gives:
U 0(x) =
d2
dx
⇡ 1
2h
⇢
U(x+ h)  U(x  h)
 
(3.32)
Equation 3.32 is an approximation of the tangent at the point x and is
known as the central-di↵erence approximation. We can also think about the
gradient at x in two other ways; between U(x + h) and U(x) known as the
forward-di↵erence approximation:
U 0(x) =
d
dx
⇡ 1
h
⇢
U(x+ h)  U(x)
 
(3.33)
and between U(x) and U(x  h) known as the backwards-di↵erence approx-
imation:
U 0(x) =
d
dx
⇡ 1
h
⇢
U(x)  U(x  h)
 
(3.34)
Assuming that U is a function of both x and t and discretising the solution
space,  x = h, xi = ix, i = 0,±1,±2, ... and  t = k, tj = jt, j = 0,±1,±2, ...
then Equation 3.31 can be rewritten in this new notation as:
d2U tx
dx2
⇡ U
t
x+1   2U tx + U tx 1
h2
(3.35)
If the environment being simulated is a 3D environment then we can write
down similar equations to Equation 3.35 (assuming the discretisation is the same
in all dimensions) for the y and z dimensions:
d2U ty
dy2
⇡ U
t
y+1   2U ty + U ty 1
h2
(3.36)
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d2U tz
dz2
⇡ U
t
z+1   2U tz + U tz 1
h2
(3.37)
We now have finite di↵erence schemes for d
2U
dx2
d2U
dy2
d2U
dz2
d2U
dt2 . This means
we are in a position to form a finite di↵erence approximation for the di↵usion
terms of the reaction-di↵usion equation. The di↵usion terms are:
@u
@t
= D
✓
@2u
@x2
+
@2u
@y2
+
@2u
@z2
◆
(3.38)
We can substitute Equation 3.35, Equation 3.36 Equation 3.37 into Equa-
tion 3.38 to obtain a finite di↵erence approximation to Equation 3.38. This
results in:
U t+kx,y,z = r[U
t
x+h,y,z + U
t
x h,y,z] + r
0[U tx,y+h,z + U
t
x,y h,z]+
r00[U tx,y,z+h + U
t
x,y,z h] + (1  2r   2r0   2r00)U tx,y,z
(3.39)
The finite di↵erence approximation of the di↵usion equation, where r = kh2x
,
r0 = ku2y and r
00 = ku2z . Equation 3.39 is an explicit di↵erence scheme and is
unstable when the condition dtdx2 <
1
6 is not met. The Crank-Nicholson method
[Juncosa and Young, 1957] is an implicit scheme which is always stable regardless
of the time step size. Crank-Nicholson is formulated by taking the mean of the
j and j + 1 time steps. In one dimension:
@U
@t
=
@2U
@x2
(3.40)
substituting finite di↵erence approximations into Equation 3.40:
U t+1x   U tx
k
=
1
2

U t+1x+1   2U t+1x + U t+1x 1
h2
+
U tx+1   2U tx + U tx 1
h2
 
(3.41)
which can be rearranged into
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  rU t+1x 1 + (2 + 2r)U t+1x   rU t+1x+1 = rU tx 1 + (2 + 2r)U tx   rU tx+1 (3.42)
Providing boundary and initial conditions are known, a system of Equa-
tion 3.42 can be constructed, one for each point in the simulation mesh. This
system is usually formulated as a matrix and solved as an Ax + b = 0 system
using a linear solving technique such as elimination of variables or Cramer’s
rule.
3.4 Summary
We have discussed a wide variety of formulations and solutions of reaction-
di↵usion models. In the simulations presented in this thesis, the reaction-
di↵usion equations are solved by dividing the equation into PDE and ODE
components, solving them separately and summing them in a technique known
as operator splitting [Knio et al., 1999]. In this thesis our simulation package
uses the explicit finite di↵erence method (Equation 3.39) to numerically solve
the di↵usion equation and the RK4 algorithm to numerically solve reaction sys-
tems. Despite the explicit scheme being slower than implicit scheme it is no
less accurate (provided the timestep size bounding condition is followed). In
addition, memory limitations on some of General Purpose Graphics Processing
Unit Computing (GPGPU)s available meant that for larger systems, the im-
plicit method was infeasible. For this reason the explicit scheme was chosen
over the explicit scheme. The simulation infrastructure is discussed in Chapter
4.
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CHAPTER 4
ReDi-Cell
4.1 Introduction
In this chapter, we introduce Reaction-Di↵usion Cell (ReDi-Cell), the simula-
tion package that we have developed for this thesis. All results in this thesis
are generated from simulations using this environment. We begin by discussing
two reaction systems that make suitable abstractions for cellular pathways. The
architecture of ReDi-Cell is then discussed; choice of numerical methods, visual-
isation capabilities and parallelism provided by GPU support are detailed. Fi-
nally we demonstrate the accuracy of our newly developed simulation by testing
it against Virtual Cell Simulation Package (VCell), an advanced cell simulation
package. ReDi-Cell is found to produce very similar results to VCell.
4.2 Simulated abstractions of cellular pathways
In this section, we give details of the two reaction-systems, simulated in the
ReDi-Cell environment, that are used as abstractions for in vivo pathways.
The two reaction systems simulated are the Lotka-Volterra (LV) system and
the Bi-Molecular Reaction (BMR) system. Abstractions can be used when the
details of the reaction system are still controversial, many models are based on
hypothetical pattern-formation systems [Holmes and Edelstein-Keshet, 2012].
4.2.1 Representative abstractions for cellular pathways
Despite the accomplishments of technologies such as fluorescence photo-bleaching,
the parameters for many chemicals in many biological pathways are unknown.
This work is not concerned with the behaviour of a specific reaction system, but
84
rather the e↵ect of cell geometry on a general reaction system. At a fundamen-
tal level, all cellular processes consist of coupled chemical reactions. Biological
pathways are no exception to this; therefore we are able to model any cellular
pathway (at an abstract level) with a general reaction system coupled with dif-
fusion. Accordingly we simulate abstracted cellular pathways and in so doing
we avoid the need for parameters, while at the same time still representing the
way in which geometry can a↵ect cellular pathways.
In vivo biological pathways are often highly complicated, involving many
reactions and reactants. In silico representations of these pathways are often
simplified, abstracted versions of the real thing. For example, the NF-kB path-
way has been abstracted in several studies [Krishna et al., 2006; Terry, 2014].
When we seek to answer new questions or explain new behaviours, simpler,
abstracted systems can be advantageous [Krishna et al., 2006].
Two reaction systems are selected as the abstracted cellular pathways; LV
[Lotka, 1925; Volterra, 1927] and BMR. By using dissimilar reaction systems
general conclusions as to the impact of geometry on cellular pathways can be
drawn, that are not due to artefacts of one of the abstractions.
By selecting a proven abstraction of an oscillatory reaction system, and a
simpler system, that forms the basis for many more complex systems, a good
representation of reaction systems found in nature can be obtained. However,
it is important to note that while the two reaction systems selected can approx-
imate a wide variety of reaction systems, there are some that they cannot.
4.2.2 Lotka-Volterra
The LV system was proposed as a model for both autocatalytic reactions, by
Lotka, and for population dynamics, by Volterra. Over time it became a ubiq-
uitous example of a predator-prey system [McLaughlin and Roughgarden, 1991]
with its qualities and variations explored extensively in the literature.
LV systems are a representative of a particular class of biochemical reaction
known as an oscillating reaction - it has been used as an abstraction for this type
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of reaction system in the literature [Andrews et al., 2009]. Many systems within
the cell are understood to be controlled by oscillating reaction systems [Vıˆlcu
and Bala, 2004], with circadian rhythms [Noyes and Field, 1974], insulin and
hormone secretions being well known examples. At shorter time scales, there are
several signalling mechanisms [Nova´k and Tyson, 2008] that qualify as oscillating
systems. Specific examples include mitosis control in the slime mold [Tyson
and Kau↵man, 1975] and glycolysis within yeast cells [Hess et al., 1973]. The
NF-kB pathway (discussed above) also displays oscillatory behaviour[Foreman
et al., 2004; Friedrichsen et al., 2006; Ihekwaba et al., 2004]. There are several
theorems that describe the necessary conditions for oscillatory reactions to occur
within bi-molecular reaction systems [Heinrich and Schuster, 2012]. Here we will
list two that describe the conditions completely. The first condition is that there
has to be more than one chemical species participating in the system. Rates of
change for the species will be unique solutions, and so cannot have opposing signs
[Heinrich and Schuster, 2012]. The second condition is that chemical systems,
containing only two species, that display only uni-molecular or bi-molecular
reactions cannot oscillate [Heinrich and Schuster, 2012].
The LV) system is mathematically described as:
dx
dt
= x(↵   y) (4.1)
dy
dt
=  y(     x) (4.2)
Where x is the number of prey, y is the number of predators, dxdt and
dy
dt are the
rates of reproduction of the populations. ↵,  ,  ,   are parameters describing
the reproduction and death rates of the two species.
LV systems have previously been coupled with di↵usion (Lotka-Volterra-
Di↵usion (LVD)) [mod, 2014; Hastings, 1978]. Research into LVD)systems is
split between investigating mathematical properties of the system, such as solu-
bility or stability analysis, and computational work such as ecological migration.
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4.2.3 Bi-Molecular Reaction System
The simplest system that we use is the BMR reaction system and it one of the
most common types of reaction system within the cell [Chen et al., 2010]. Known
as a second order synthesis reaction it is one of the basic types of reaction system
along with decomposition and replacement. Despite its simplicity, it is still able
to describe many interactions in real cellular systems. Examples of bimolecular
reaction systems include glycolysis, lypolysis, the binding of a transcription
factor to Deoxyribonucleic acid (DNA)) the formation of a heterodimer through
the binding of two di↵erent proteins, and the conversion of a substrate into a
complex [Chen et al., 2010].
The BMR system is described as:
da
dt
=  kab (4.3)
db
dt
=  kab (4.4)
dc
dt
= kab (4.5)
a, b, c are the concentration of species a,b and c, and k is the rate constant
of the reactions.
4.3 ReDi-Cell
In chapter 2, we saw that the cells display heterogeneous internal and exter-
nal geometries, and that accurate representation of cell structure is crucial to
simulation. Chapter 3 demonstrates that whilst computationally expensive,
reaction-di↵usion systems are suited to modelling cellular pathways in complex
geometries. Finally, in the previous section, we gave evidence that, if we are in-
terested in the e↵ect of cell geometry on a general reaction system, then complex
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pathways can be replaced with abstractions, such as the LVD system.
These conclusions suggest that cellular pathway simulations should be ca-
pable of representing abstractions of reaction-di↵usion systems inside complex
cell geometry in a performant manner. In this section, we present ReDi-Cell, a
novel simulation package that fulfils these requirements.
4.3.1 Description
ReDi-Cell is a 3D high performance General Purpose Graphics Processing Unit
Computing (GPGPU) reaction-di↵usion simulation of arbitrary cellular geome-
try. It is the first GPGPU PDE-ODE cell simulation infrastructure specifically
designed for investigating the e↵ect of realistic cell shapes and internal compo-
nents. ReDi-Cell is designed to take cellular morphology information, store it
as voxels, and numerically solve a reaction-di↵usion system representing phys-
iological processes. Each voxel represents a quantum on a regularly spaced,
three-dimensional grid. Results are displayed using Visualise It (VisIt) which is
discussed later.
Systems incorporating Partial Di↵erential Equation (PDE)s are more chal-
lenging to implement, with few large scale projects available for use [Neves and
Iyengar, 2009]. VCell [Loew and Scha↵, 2001] is one such simulation package.
VCell includes a variety of simulation techniques not limited to PDE simulation
and has been used in a variety of published models.
ReDi-Cell, as a high performance GPGPU solver tailor made for PDE-ODE
systems, scales to far more detailed problems over more time steps than are
feasible with the available VCell interface. The user may dedicate as many
GPUs as they have available to the task; spatial decomposition occurs over all
available GPUs.
4.3.2 Realistic cell shapes
Bacterial cells appear in nature in a variety of shapes, as shown in Figure 4.1.
ReDi-Cell simulates these bacterial shapes by discretising arbitrary cellular mor-
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phology, described as 3D models, into voxels. Figure 4.2 demonstrates how ge-
ometric primitives have been used to create 3D models to approximate three
of the common cell shapes in Figure 4.1. When shapes cannot be described
exactly by a single primitive, composites are formed. For example, Bacilli are
best approximated by the mathematical definition of a capsule; they can be
built as a composite of a cylinder and two hemispheres.
Figure 4.1: Common bacterial shapes reproduced from
http://microbeonline.com/characteristics-shape-of-pathogenic-bacteria
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(a) The Coccus (b) The Bacillus
(c) The Spirillum
Figure 4.2: Approximations to cell shapes in Figure 4.1 using the VisIt software
toolkit. For details of VisIt see text
4.3.3 Cellular Sub-Components
ReDi-Cell allows internal cell components, such as organelles, to be represented.
Each component’s permeability can be altered by changing the di↵usion param-
eter of that location in the cell. By changing the rate of di↵usion at that point
in the simulation, organelles can support various levels of permeability. This
allows ReDi-Cell components to mimic their biological analogues in the cell,
with di↵erent reagents having di↵erent responses to di↵erent cell materials. For
instance, some reagents are confined to the plasma membrane, whereas others
might be able to pass through it. In Figure 4.5 we see a chemical di↵using in
a crowded cellular environment with cellular sub-components. The chemical,
incapable of di↵using through the impermeable membrane of the cell nucleus
is forced to di↵use around the internal geometry that represents an organelle.
Figure 4.3 shows an “onion-peel” decomposition of an example simulation en-
vironment. This illustrates the way ReDi-Cell components are capable of cap-
turing the internal structure of the cell. Figure 4.4 shows an example of a 2D
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slice through the same ReDi-Cell environment. Figure 4.4 includes grid lines to
show the way in which space has been discretised. The level of discretisation is
configurable.
Figure 4.3: Cutaway of a ReDi-Cell model Coccus showing the membrane (blue),
cytoplasm (green) and nucleus (red) produced using VisIt. Discussion of VisIt
follows in the text. The di↵erent colours represent di↵erent biological material
types which have di↵erent simulation properties. These simulation properties
allow for di↵ering rates of reaction and di↵usion in those areas of the cell.
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Figure 4.4: 2D slice through the centre of the ReDi-Cell model of a Coc-
cus depicted in Figure 4.3. This figure illustrates the way in which VisIt can
change perspective to show specific regions of interest. 2D slice results are used
extensively in this work.
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Figure 4.5: 2D slice, produced using VisIt, through the centre of a
ReDi-Cellmodel of a Bacillus, with a model chemical di↵using around a cen-
tral organelle. There is no reaction present in this simulation. This image
shows how di↵erent materials can have di↵erent simulation properties and how
VisIt can render materials in di↵erent ways. Instead of the solid material repre-
sentations found in Figure 4.4 and Figure 4.3 only the boundaries of materials
are drawn allowing both material type and chemical concentration to be ren-
dered in the same image. The boundaries of the di↵erent biological materials
are represented by the di↵erent coloured lines. Red represents the boundary of
a central organelle, light green line the internal boundary of the cell and purple
the external boundary of the cell.The boundaries in the image are overlayed
on to a heatmap of chemical concentration, this is the reason that most of the
image is dark blue (representing 0 concentration). The multi-coloured circle
to the left of the central organelle shows the only non-zero concentration por-
tion of the heatmap; a reacting and di↵using circle of chemical concentration
that has not reached the internal boundary. At t = 0, this chemical was a
ring of concentration. In this case, the material enclosed by the red boundary
does not permit reaction or di↵usion to occur and the chemical is halted at the
membrane. The membrane permits both reaction and di↵usion but the rate of
di↵usion is halved. Beyond the purple line representing the external boundary
of the membrane, only di↵usion processes are permitted.
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It is unlikely that all sub-cellular structures will have homogeneous morphol-
ogy; organelles are of many di↵erent shapes and sizes. ReDi-Cell allows internal
cell component shapes to be represented as accurately as the external cell shape.
We see an example of this capability in Figure 4.6, which shows spherical and
cylindrical shaped organelles inside a Spirillum.
Figure 4.6: 2D slice through the centre of a ReDi-Cell model Spirillum produced
using VisIt. This figure shows only geometry and no reactions. The boundaries
in this image are solid as in Figure 4.3 and Figure 4.4 and so no concentrations
are visible. This figure demonstrates di↵erent shaped organelles inside the model
cell. Green represents the cytoplasm in which chemicals are permitted to react
and di↵use. Red shapes represent organelles through which chemicals cannot
di↵use or react inside.
4.3.4 ReDi-Cell Architecture
Simulation execution in ReDi-Cell is divided into time steps. A single time step
consists of a di↵usion process and a reaction process. First, the Ordinary Dif-
ferential Equation (ODE)s representing the reactions are solved. This process
occurs over each part of the cell in which di↵usion is allowed to take place.
Then the 3D PDE di↵usion equation is solved for each reagent, again in the
appropriate parts of the cell. This process is known as operator splitting. This
technique works by separating the original equation into its constituent terms
over a single timestep, computing the solutions to each term, and then combin-
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ing the individual solutions to form a solution to the original equation. This
technique is commonly encountered when solving convection-di↵usion PDEs,
where convection and di↵usion are solved separately [Glowinski et al., 2017].
There are many di↵erent ways of solving PDEs and ODEs, as discussed
in Chapter 3. We choose to solve PDEs using an explicit Finite Di↵erence
Methods (FDM) algorithm [Smith, 1985] and PDEs using a Runge-Kutta 4th
Order Method (RK4) algorithm [Press et al., 2002] using the justifications in the
summary of Chapter 3. The FDM algorithm is a common method of simulating
reaction-di↵usion and is used in many modern studies of such systems [Holmes
and Edelstein-Keshet, 2012]. RK4 is an equally popular method of solving ODEs
and despite enjoying less success on sti↵ systems is suitable for all of the systems
that we use in this work. We show this to be true by verifying all simulated
reaction systems against MATLAB’s explicit ode45 solver.
ReDi-Cell uses VisIt for visualisation, a popular open source tool for visu-
alizing and analyzing data [Childs et al., 2012]. VisIt is capable of displaying
2D slices of 3D shapes. In Figure 4.4 and Figure 4.6 we see examples of such
cutaway cells.
4.3.5 Implementation
ReDi-Cell has two di↵erent implementations of the reaction-di↵usion process, a
parallel algorithm executed on the GPU and a serial algorithm executed on the
CPU for when a compatible GPU is not available.
Reaction-di↵usion simulation methods (including the Explicit FDM and
RK4 algorithms implemented in ReDi-Cell) are extremely resource intensive.
High performance computing architectures, such as the GPGPU targeted Nvidia
Compute Unified Device Architecture (CUDA) www.nvidia.com/cuda, enable
the parallelisation of simulations, allowing faster run times and more detailed
models. ReDi-Cell includes a CUDA GPU implementation of the Explicit FDM-
RK4 reaction-di↵usion method. In the GPGPU algorithm, many reaction or
di↵usion events are run at the same time, instead of one after the other, as is
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the case in the CPU algorithm. In a single time step, all reaction events are
run after all di↵usion events have taken place. During the simulation, data
is written to the disk for o✏ine analysis. Transferring data to and from the
GPU is expensive and thus writing to disk every time step can degrade perfor-
mance. Therefore we compromise, transferring data and writing to the disk at
configurable intervals.
The execution of time steps is “batched” together in configurable intervals.
Execution is paused between batches whilst results are written to the disk. The
larger the batch size the faster the simulation will run. Time step batch sizes
of 100 steps are commonly used, which provides a good trade-o↵ between speed
and output granularity.
The GPU algorithm has two stages: The kernel launcher, and the kernel
itself. The kernel launcher runs on the CPU, it divides the simulation into
batches and writes output to the disk. The kernel runs on the GPU and is
responsible for executing the reaction process in parallel and then the di↵usion
processes in parallel across all of the GPU cores.
We also include a CPU algorithm. A single time step consists of a serial
implementation of the explicit FDM-RK4 reaction-di↵usion method. After each
time step, the state of the system is written to disk.
In terms of speed, we find that ReDi-Cell can perform approximately 24x
faster than VCell when running a BMR simulation inside a coccus. ReDi-Cell
benchmark simulations were performed on an NVIDIA Tesla K20.
4.3.6 ReDi-Cell Measurements
ReDi-Cell outputs concentration timeseries and 3D cell visualisations. In the re-
sults in this thesis we talk about two related measurements; concentration/reaction
trajectory and concentration wavefront shape. We define the reaction/concentration
trajectory as the shape of the timeseries of concentration. We define the wave-
front as the surface that has, on one side only zero concentration simulation
subvolumes and on the other side only non-zero concentration simulation sub-
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volumes.
4.4 Experiments
In this section, we detail three sets of experiments that we run with ReDi-Cell.
The first is focused on validating ReDi-Cell’s implementation against the state
of the art, VCell. The validation experiments use two di↵erent prototypes:
di↵usion only and A+B ! C. A summary of the reaction systems is shown in
Table 4.1. In the second set, we investigate the behaviour of abstracted cellular
pathways in di↵erent cell shapes. In the third set, we investigate the impact
of clutter on the same pathways. For a discussion of the choice of di↵usion
coe cients see appendix 1.
System Reaction Equation
Initial
Conditions
Di↵usion A:10
A+B ! C
dA
dt =  k ⇤A ⇤B
dB
dt =  k ⇤A ⇤B
dC
dt = k ⇤A ⇤B
A:10
B:10
C:0
Table 4.1: Description of validation experiments. The parameters used in the
experiments are shown in the captions of the figures depicting experimental
results. Initial positioning described in results. Concentration is measured in
arbitrary units.
Experiments take place in a variety of cluttered and uncluttered environ-
ments. The results take the form of concentration heat maps and concentration
against time graphs.
Graphs of concentration against time are used when studying the dynamics
of a reaction in a single volume. Heatmaps are used when measuring the con-
centration in many volumes at once, at a single point in time. We exploit this
property to measure the e↵ect of space on the distribution of concentrations.
Table 4.2: Cell geometry used in these experiments
Cell Geometry
Coccus Diameter: 50µm
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Many heatmaps recorded at sequential times can be stitched together into an
animation to show the same information as a concentration graph, but for multi-
ple volumes at once. Both concentration against time graphs and heatmaps are
common in cell simulation, with VCell (against which we validate our results)
using these measurements.
4.4.1 Uncluttered Di↵usion
This set of experiments investigates di↵usion-only behaviour. The di↵usion-only
system from Table 4.1 is run in an uncluttered setting in ReDi-Cell. Results
from this experiment are shown in Figure 4.7(a) and Figure 4.8. This same
system was then run again in an identical uncluttered setting in VCell. Results
from this experiment are shown in Figure 4.7(b) and Figure 4.8. These figures
show that the results of these experiments are in good agreement.
(a) Heat map of species A concentration
in ReDi-Cell
(b) Heat map of species A concentration
in VCell
0
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0.15
0.2
0.25
0.286
Figure 4.7: Verification Experiment 1 - uncluttered di↵usion. Heat maps of
species A after 3000 time steps of di↵usion. The experiment is run in both
ReDi-Cell (Figure 4.7(a)) and VCell (Figure 4.7(b)). It can be seen that the
heat maps are identical validating the accuracy of ReDi-Cell’s di↵usion com-
putation. Colour bar describes concentration in both results.  t = 10 14s,
D = 1.0µm2/s,  x = 10 6m
98
0 500 1,000 1,500 2,000 2,500 3,000
0
1
2
3
4
5
6
7
8
9
10
Time step (S)
C
on
ce
nt
ra
ti
on
(a
rb
.
u
n
it
)
ReDi-Cell
VCell
Figure 4.8: Experiment 1 - uncluttered di↵usion. Species (A) concentration
in ReDi-Cell and VCell measured in a single sub-volume over 3000 time steps.
Concentration is measured in the sub-volume that the chemical was initially
confined to. The lines that represent the concentration in ReDi-Cell and VCell
are on top of each other validating the accuracy of ReDi-Cell’s cluttered reaction-
di↵usion computation.  t = 10 14s, D = 1.0µm2/s,  x = 10 6m
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4.4.2 Cluttered Di↵usion
This set of experiments examines how ReDi-Cell models the interaction of chem-
icals with the impermeable boundaries that model the cell boundary and or-
ganelles. The di↵usion system from Table 4.1 was run in a cluttered environ-
ment, consisting of a single impermeable cube. The species are initially located
next to the cube. The experiment is first run in ReDi-Cell. Results from this
experiment are shown in Figure 4.9(a) and Figure 4.10. The same system was
run in VCell. VCell’s results are shown in Figure 4.9(b) and Figure 4.10. Once
again, the results from ReDi-Cell and VCell are consistent with each other.
(a) Heat map of species concentration in
ReDi-Cell
(b) Heatmap of species concentration in
VCell
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Figure 4.9: Verification Experiment 2 - cluttered di↵usion. Heat maps of species
A after 3000 time steps of di↵usion. The experiment is run in both ReDi-Cell
(Figure 4.9(a)) and VCell (Figure 4.9(b)). It can be seen that the heat maps are
identical, validating the accuracy of ReDi-Cell’s cluttered di↵usion computation.
 t = 10 14s, D = 1.0µm2/s,  x = 10 6m
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Figure 4.10: Verification Experiment 2 - cluttered di↵usion. Graphs of species
(A) concentration in ReDi-Cell and VCell measured in a single sub-volume
over 3000 time steps. Concentration is measured in the sub-volume that the
chemical was initially confined to. The lines that represent the concentra-
tion in ReDi-Cell and VCell are on top of each other validating the accu-
racy of ReDi-Cell’s cluttered reaction-di↵usion computation.  t = 10 14s,
D = 1.0µm2/s,  x = 10 6m
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4.4.3 Cluttered A+B ! C
In this set of experiments, we investigate ReDi-Cell’s behaviour when simulating
reaction-di↵usion next to impermeable membranes. The A + B ! C reaction-
di↵usion system from Table 4.1 is run in a cluttered environment. This clutter
takes the form of four impermeable cubes, separated by narrow channels. The
species are initially located at the centre of cell and at the point of intersection
of the channels. The experiment is first run in ReDi-Cell, the results of this
experiment are shown in Figure 4.11(a) and Figure 4.12. This experiment is
run again in an identical environment in VCell. The results of this experiment
are shown in Figure 4.11(b) and Figure 4.12. ReDi-Cell’s results are shown to
be consistent with VCell’s.
(a) Heatmap of species C concentration
in ReDi-Cell
(b) Heatmap of species C concentration
in VCell
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Figure 4.11: Verification Experiment 3. Cluttered reaction-di↵usion of the A+
B ! C system. The experiment is run in both ReDi-Cell (Figure 4.11(a))
and VCell (Figure 4.11(b)). It can be seen that the heat maps are identical,
validating the accuracy of ReDi-Cell’s cluttered reaction-di↵usion computation.
k = 1.412s 1,  t = 10 14s, D = 1.0µm2/s,  x = 10 6m
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Figure 4.12: Verification Experiment 3 - Cluttered reaction-di↵usion of the
A + B ! C system. Graphs of species C concentration in ReDi-Cell and
VCell measured in a single sub-volume over 3000 time steps. Concentration is
measured in the sub-volume that the chemical was initially confined to. The
lines that represent the concentration in ReDi-Cell and VCell are on top of
each other, validating the accuracy of ReDi-Cell’s cluttered reaction-di↵usion
computation.k = 1.412s 1,  t = 10 14s, D = 1.0µm2/s,  x = 10 6m
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In all three sets of experiments run so far, we find a good agreement between
ReDi-Cell’s results and VCell’s results. The concentration trajectories for VCell
and ReDi-Cell are nearly identical in all three experiments. Very little variation
is shown between the two algorithms. Heat map results also show good agree-
ment. The shapes of the ReDi-Cell and VCell concentration profiles in all three
experiments show good agreements between each other. The values displayed
in the heat map also show a very good agreement. In summary, it can be seen
that ReDi-Cell is an accurate simulation of reaction-di↵usion systems.
4.5 Summary
In theory VCell could have been used to perform the experiments in this thesis,
albeit at a reduced speed. When benchmarked using the validation experiments
it was found that ReDi-Cell performed approximately 24x faster than VCell. It
may be possible to port VCell to the CUDA architecture used by ReDi-Cell,
but as VCell is closed source it is impossible for an end user to do so. In
contrast, ReDi-Cell is open source allowing users to change the source code
to take advantage of any future developments in computing architecture. In
addition, the client/server nature of VCell means that jobs are scheduled before
execution, possibly incurring an additional delay. Finally, ReDi-Cell uses the
dedicated VisIt toolkit which enables results to be presented in a variety of ways
not possible with the VCell viewer, such as 3D “volume-slices” of the simulation
space.
In this chapter, we introduced ReDi-Cell, the simulation package that will
be used to generate the results in chapters 5, 6 and 7 of this thesis. ReDi-Cell
was developed to allow rapid simulation of cell dynamics that scales to the
user’s hardware. Abstractions for cellular pathways that will be used in simula-
tions in this thesis, along with justifications for their choice were also presented.
ReDi-Cell’s GPGPU architecture, choice of numerical methods and visualisa-
tion capabilities, provided by VisIt, were also detailed. Finally, ReDi-Cell’s
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accuracy was verified by comparing concentration trajectories and heatmaps of
concentration against VCell, a known-good simulation. ReDi-Cell will be used
in Chapters 5, 6 and 7 to generate the results for this thesis.
105
CHAPTER 5
Quantifying the response of simulated biological pathways
to common bacterial shapes
In this chapter, we detail three sets of experiments that we run with Reaction-
Di↵usion Cell (ReDi-Cell). The first is focused on validating ReDi-Cells imple-
mentation against the state of the art, Virtual Cell Simulation Package (VCell).
The validation experiments use two di↵erent prototypes: di↵usion only and
A + B ! C. A summary of the reaction systems is shown in Table 4.1. In
the second set, we investigate the behaviour of abstracted cellular pathways
in di↵erent cell shapes. In the third set we investigate the impact of clutter
on the same pathways. For a discussion of the choice of di↵usion coe cients
see appendix 1. Experiments take place in a variety of cluttered and unclut-
tered environments. The results take the form of concentration heat maps and
concentration against time graphs.
Graphs of concentration against time are used when studying the dynam-
ics of a reaction in a single volume. Heatmaps are used when measuring the
concentration in many volumes at once, at a single point in time. We exploit
this property to measure the e↵ect of space on the distribution of concentration.
Many heatmaps recorded at sequential times can be stitched together into an
animation to show the same information as a concentration graph, but for multi-
ple volumes at once. Both concentration against time graphs and heatmaps are
common in cell simulation, with VCell.(against which we validate our results)
using these measurements.
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Table 5.1: Geometry of the cell shapes used in these experiments
Cell Geometry
Coccus Diameter: 50µm
Bacillus
Diameter: 25µm
Length: 150µm
Spirillum
Diameter: 28µm
Length: 168µm
Winding diameter: 16µm
Table 5.2: Description of the BMR system. The parameters used in the exper-
iments are shown in the captions of the figures depicting experimental results.
Initial positioning described in results. Concentration is measured in arbitrary
units. Neumann boundary conditions. Parameters common to all BMR reac-
tions:  t = 10 14s,  x = 10 6m, k = 1.412s 1
System Reaction Equation
Initial
Conditions
Di↵usion A:10
A+B ! C
dA
dt =  k ⇤A ⇤B
dB
dt =  k ⇤A ⇤B
dC
dt = k ⇤A ⇤B
A:10
B:10
C:0
Table 5.3: Description of the LVD system. The parameters used in the exper-
iments vary and so are shown in the captions of the figures depicting experi-
mental results. Neumann boundary conditions. Parameters common to all LVD
reactions:  t = 10 14s,  x = 10 6m, ↵ = 1.5 ⇤ 1012,   = 1 ⇤ 1012,   = 3 ⇤ 1012
System Reaction Equation
Initial
Conditions
LVD
dA
dt = A(↵    ⇤B)
dB
dt =  B(      ⇤A)
A:10
B:10
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5.1 The importance of spatial simulation
Having discussed the importance of spatial simulation, we show the impact
that removing the spatial component has on a reaction-di↵usion system. The
system used in this experiment is the LVD system detailed in Table 5.3. To
demonstrate this, we run two experiments. In the first experiment, we turn o↵
di↵usion allowing only reaction, thus making the experiment non spatial. In the
second experiment we allow for both reaction and di↵usion in a Coccus. The
results of this experiment are shown in Figure 5.1.
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(a) Concentration of Prey species in the
sub-volume that the chemical was initially
confined to, using the LVD system. D =
1.0µm2/s
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(b) Concentration of species C in the sub-
volume that the chemical was initially con-
fined to, using the BMR system. D =
0.02µm2/s
Figure 5.1: A comparison of spatial and non spatial systems in ReDi-Cell using
both the LVD and BMR reaction systems. Concentration is measured in the
sub-volume that the chemical was initially confined to. With both reaction
systems it can be seen that there is a large di↵erence in results between spatial
and non spatial systems. Both the final value of the concentration and the
trajectory of the reaction over time vary substantially.
5.2 LVD wavefronts in natural cell shapes
This set of experiments measures the e↵ect of cell shape on wavefront properties,
specifically wavefront shape and wavefront concentration. The system used in
this set of experiments is the LVD system detailed in Table 5.3.
The results of this set of experiments are shown in Figure 5.2, Figure 5.3
and Table 5.4. The ReDi-Cell reaction vessels are approximations of real cell
shapes. Three experiments were run, one in each cell shape. The volumes of
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each cell type and initial concentrations of chemicals are kept identical. The
initial positions of chemical species are also kept analogous; directly next to the
membrane at the far left hand side of each cell.
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(a) Concentration of Species A in a Coccus (b) Concentration of Species A in a Bacillus
(c) Concentration of Species A in a Spirillum
Figure 5.2: LVDwavefronts in natural cell shapes after 1000 time steps, simu-
lated using ReDi-Cell and rendered in VisIt. We see the e↵ect of running an
LVD system in model natural cell shapes. In this figure each concentration gra-
dient has its own scale. The shapes of the wavefronts are di↵erent in all three
examples. The Coccus’ wavefront is circular, whilst the bacillus’ wavefront is
almost flat. The sprillum’ s wavefront is unlike the others in that the shape of
the wave front is asymmetrical. D = 1.0µm2/s
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(a) Concentration of Species A in a Coccus (b) Concentration of Species A in a Bacillus
(c) Concentration of Species A in a Spirillum
Figure 5.3: LVD wavefronts in natural cell shapes after 1000 time steps. These
results di↵er from those in Figure 5.3; in Figure 5.2 the heatmap scales are
di↵erent in all three cells, but in this result the heatmap scale is the same in
all three cells so that concentrations can be compared across cells. Now that
the heatmaps have been normalised it can be seen that in this central slice cell
shapes induce di↵ering concentrations. If we were to allow the wavefront of the
coccus to continue past 1000 timesteps we would see that it reaches the other
end of the cell and then collapses. D = 1.0µm2/s
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Next, we examine the e↵ect that cell shape has on average wavefront con-
centration. The results are recorded in Table 5.4.
Table 5.4: LVD wavefronts in natural cell shapes. Concentration at the wave-
front after 1000 time steps. The average concentration at the wavefront in
all three bacterial shapes is di↵erent, agreeing with the results in Figure 5.3
D = 1.0µm2/s
Shape Concentration At The Wavefront
Coccus 1.06
Bacillus 1.38
Spirillum 2.61
Di↵erent surface area to volume ratios may be responsible for the unique
patterns of reflection inside virtual cells and so cause the di↵erence in concen-
tration gradients and wavefront shape between cell shapes seen in this section.
In geometries with lines of symmetry, such as the Coccus and Bacillus, concen-
tration waves are reflected in a uniform, symmetric fashion. The Spirillum is
nonuniform in shape and thus reflections are not necessarily symmetric about
the longest axis of the cell. This may produce the asymmetric wavefronts seen
in the results. Changes in reflective properties may alter micro dynamics and
so change the global response of the system. In addition, in cells of equivalent
volume, signals in the simulated Coccus travel a greater fraction of the cell’s
length compared to the other cell types using the same timestep size. As the
number of timesteps in each simulation is the same, this is equivalent to saying
that wave in the coccus moves faster than in other cells.
5.3 BMR wavefronts in natural cell shapes
This set of experiments measures the e↵ect of cell shape on wavefront properties
within the BMR system (Table 5.2). The results of this set of experiments are
shown in Figure 5.4 and Figure 5.5. Experimental set up is identical to the LVD
experiments aside from the change in reaction system.
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(a) Concentration of Species C in a Coccus (b) Concentration of Species C in a Bacillus
(c) Concentration of Species C in a Spirillum
Figure 5.4: BMR wavefronts in natural cell shapes after 1000 time steps, sim-
ulated using ReDi-Cell and rendered in VisIt. We see the e↵ect of running a
BMRsystem in model natural cell shapes. Each concentration gradient has its
own scale. The shapes of the wavefronts are di↵erent in all three virtual cells.
The results for the BMR system mirror the LVD system. The Coccus’ wavefront
is circular, whilst the Bacillus’ wavefront is almost flat. D = 1.0µm2/s
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(a) Concentration of Species C in a Coccus (b) Concentration of Species C in a Bacillus
(c) Concentration of Species C in a Spirillum
Figure 5.5: BMR wavefronts in natural cell shapes after 1000 time steps, sim-
ulated using ReDi-Cell and rendered in VisIt. We see the e↵ect of running a
BMR system in model natural cell shapes. Heatmaps are normalised so that
concentrations can be compared. D = 1.0µm2/s
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As with the LVD system, we see that the BMR experiments systems with
symmetrical geometries (the Coccus and Bacillus) produced symmetrical waves
of concentration. As with the LVD system, the Spirillum produces an asym-
metrical leading edge.
5.4 The e↵ect of initial positioning on pathway
dynamics
This set of experiments examines the e↵ect that initial positioning has on virtual
cell reaction dynamics. We first determine if initial position has any e↵ect
on reaction dynamics. We compare two scenarios. In the first scenario, the
component species of the pathway are positioned at the far left hand side of
the cell and time series of their concentrations measured at the far right hand
side of the cell. In the second scenario, the component species are positioned
in the centre of the cell, and time series of their concentrations are once again
measured at the far right of the cell. Each initial position scenario is repeated
for all three cell shapes and both reaction systems.
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(a) Concentration of Species B when pathway species are initially positioned at the
extreme left of the cell
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(b) Concentration of Species B when pathway species are initially positioned at centre
of the cell
Figure 5.6: Time series of species B concentration in both initial position con-
figurations. Changing the initial position of the pathway constituents alters
cellular dynamics. D = 1.0µm2/s
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(a) Concentration of Species C when pathway species are initially positioned at the
extreme left of the cell
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(b) Concentration of Species C when pathway species are initially positioned at centre
of the cell
Figure 5.7: Time series of species C concentration in both initial position con-
figurations. Changing the initial position of the pathway constituents alters
cellular dynamics. D = 1.0µm2/s
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Having seen that virtual pathway dynamics can vary between initial con-
figurations we now examine di↵erences in concentration time series within the
same cell shapes. These results can be seen in Figure 5.8 and Figure 5.9.
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(a) Concentration of Species B in a virtual coccus
from both initial configurations
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(b) Concentration of Species B in a virtual bacillus
from both initial configurations
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(c) Concentration of Species B in a virtual spirillum
from both initial configurations
Figure 5.8: Time series of species B concentration in both initial position con-
figurations. D = 1.0µm2/s
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(a) Concentration of Species C in a virtual coccus
from both initial configurations
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(b) Concentration of Species C in a virtual bacillus
from both initial configurations
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(c) Concentration of Species C in a virtual spirillum
from both initial configurations
Figure 5.9: Time series of species C concentration in both initial position con-
figurations. Changing the initial position of the pathway constituents alters
cellular dynamics. D = 1.0µm2/s
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Results for both reaction systems need to be presented in di↵erent ways. In
simulations run in the BMR system, di↵erences in the time series between initial
configurations can easily be seen. In the LVD system the di↵erences between
central and left initial configurations can only be easily seen in the Coccus.
In order to show the di↵erence between between the Bacillus and Spirillum a
second order exponential curve of the form aebx + cedx is fit to the peaks of
the LVD signals. Peaks before the maximum global concentration are removed.
The parameters of these four curves can be seen in Table 5.5
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Finally we show that the moving the initial position of pathway constituents
alters the nature of the concentration gradients observed in the virtual cells
Figure 5.10 and Figure 5.11.
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(a) Concentration of Species B in a virtual coc-
cus from both initial configurations
(b) Concentration of Species B in a virtual bacillus from both initial configurations
(c) Concentration of Species B in a virtual bacillus from both initial configurations
Figure 5.10: LVDwavefronts in natural cell shapes after 1000 time steps, sim-
ulated using ReDi-Cell and rendered in VisIt. We see the e↵ect of running an
LVD system in model natural cell shapes when the concentration is initially
positioned at the centre. The concentration gradients show a marked di↵erence
to those in Figure 5.3 where concentration is initially located at the left of the
cell. All heat maps in this figure are normalised. D = 1.0µm2/s
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(a) Concentration of Species C in a Coccus
(b) Concentration of Species C in a Bacillus
(c) Concentration of Species C in a Spirillum
Figure 5.11: BMRwavefronts in natural cell shapes after 1000 time steps, sim-
ulated using ReDi-Cell and rendered in VisIt. We see the e↵ect of running a
BMR system in model natural cell shapes when the concentration is initially
positioned at the centre. The concentration gradients show a marked di↵erence
to those in Figure 5.5 where concentration is initially located at the left of the
cell. All heat maps in this figure are normalised. D = 1.0µm2/s
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5.5 LVD species distribution
Next we examine the distribution of pathway chemical species in the three
virtual cell shapes. Species distribution is measured as follows. The 3D cell
is divided into 2D slices along the cell’s longest axis, with each slice having a
thickness equal to one simulation unit length,  x. The total amount of a given
species in each slice is found by summing over each sub-volume in the slice.
Finally, the total amount of a particular species in each slice is plotted against
the position of that slice along the cell.
The LVD system detailed in Table 5.3 is run in the three di↵erent cell shapes,
with both starting positions. The species distribution profile is recorded after
1000 timesteps. The species distributions are shown in Figure 5.12.
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(a) Distribution of Species A in a Coccus
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(b) Distribution of Species A in a Bacillus
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(c) Distribution of Species A in a Spirillum
Figure 5.12: LVD concentration distribution after 1000 timesteps. A clear dif-
ference in concentration profile can be seen between the three virtual cells and
the di↵erent initial positions. We see several di↵erences between the graphs
in Figure 5.12. Di↵erent cellular geometries result in di↵erent concentration
profiles and peak concentrations. The shapes of the concentration profiles are
di↵erent in each example D = 1.0µm2/s
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5.6 BMR species distribution
This set of experiments repeats those in the previous section, but substitutes
the LVD system for the BMR system. The BMR system detailed in Table 5.2 is
run in the three di↵erent cell shapes. The species distribution profile is recorded
after 1000 timesteps. The species distributions are shown in Figure 5.13.
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(b) Distribution of Species C in a Bacillus
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(c) Distribution of Species C in a Spirillum
Figure 5.13: BMR concentration distribution after 1000 timesteps. The di↵erent
cell shapes impose di↵ering peak concentration and concentration distributions
on the simulated BMR pathway. Concentration profiles di↵er between cells and
within the same cell when the starting location is changed. D = 0.5µm2/s
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5.7 The sensitivity of the Turing system to in-
tracellular structures
In this final section we investigate the spatial sensitivity of the Turing system
and compare it to the BMR and LVD systems. This system, along with a Java
simulator to demonstrate has been published previously [Kondo and Miura,
2010].
@u
@t
= F (u, v)  duU +Du u (5.1)
@v
@t
= G(u, v)  dvV +DV v (5.2)
0  F (u, v) = auu+ buv + cu  Fmax (5.3)
0  G(u, v) = avu+ bvv + cv  Gmax (5.4)
Here a single structure within the virtual cell causes discontinuities in the
generated pattern.
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(a) Concentration of Species V in a cluttered en-
vironment
(b) Concentration of Species V in an un-occupied
environment
Figure 5.14: Concentration map of species V in a Turing system after 10000
time steps. The concentration of species V is proportional to the intensity of
the blue. au = 0.08, bu =  0.08, cu = 0.04, du = 0.03, reaction rateu = 1012,
Du = 0.02, av = 0.1, bv = 0.0, cv =  0.15, dv = 0.08, reaction ratev = 1012,
Dv = 0.5
5.8 Analysis of simulations
We have performed simulations that show how the behaviour of model cellular
pathways changes between three common bacterial cell shapes, and how incor-
porating space into the simulation of a reaction system can alter the way in
which signals propagate through a virtual cell. In doing so, we show that model
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cellular pathways are sensitive to the shape and the internal geometry of the
cell. Most interestingly, we show that the two pathways have di↵erent responses
to the same changes in morphology. In the LVD system, concentration gradients
within the virtual cells are quite di↵erent to one another, but the level of con-
centration behind the wavefront is similar in all three cells. The BMR system on
the other hand has nearly identical patterns of concentration gradient across all
three virtual cells, but the relative concentrations are di↵erent. Whilst smooth
predictable distributions of concentration are found within the BMR system, the
LVD system displays a far more jagged appearance. As a final note on pathway
specific sensitivity, we see that in both of the oscillatory virtual pathways (the
Turing system and the LVD system) absolute concentrations remain relatively
una↵ected, although we do see that structures within the cell have the potential
to alter wavefront dynamics.
Finally, the wavefront shapes, for the same virtual cell, in the di↵erent reac-
tion systems are quite similar. This would indicate the independence of wave-
front shape with respect to reaction system.
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CHAPTER 6
Quantifying the responses of simulated biological pathways
to internal cellular organisation
The simulations that we perform in this chapter investigate the e↵ect that three
spatial variables (Nuclear to Cytoplasm (NC) ratio, nuclear position and sub-
structure distribution - discussed in chapter 2) have on the behaviour of model
cellular pathways.
All of the simulations in this work take place inside a model Coccus of
constant volume. Inside this virtual cell, we place impermeable spherical struc-
tures that represent cell nuclei (in the case of measuring the e↵ect of NC ra-
tio and nuclear position) or organelles (in the case of measuring the e↵ect of
substructure distribution). For each spatial variable, both the Lotka-Volterra-
Di↵usion (LVD) and Bi-Molecular Reaction (BMR) pathways are simulated.
Table 6.3 shows a summary of the model pathways and their parameters used
in this experiment.
For each spatial variable, we experiment with a range of Structure to Cyto-
plasm (SC) ratios. These range from 0% to 80% when investigating NC ratios
and nuclear position, and from 0% to 50% when investigating the distribution
of substructure. Past 50 % occupancy it becomes challenging to place non-
overlapping structures within the virtual cytoplasm. When investigating nuclear
size the position of the nucleus is kept constant. On the other hand when in-
vestigating nuclear positioning and substructure distribution, many simulations
are performed - 100 simulation runs at each SC ratio. When experimenting
with nuclear position, each simulation run sees the nucleus placed at a di↵erent
location within the cell. When experimenting with structure distribution, each
simulation run has a di↵erent random positioning of model organelles.
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Table 6.1: Summary of Simulations Performed
Variable SC ratio range Measurements Systems used
Nuclear size 0-80% 1 BMR, LVD
Nuclear position 0-80% 100 BMR, LVD
Substructure distribution 0-50% 100 BMR, LVD
Figure 6.1: ReDi-Cell example cell environment showing the initial location of
all species (red square) origin and measurement point (green square). An imper-
meable example nucleus is represented by the red shape and the cell boundary
is shown in yellow. In all experiments, the origin and measurement locations
are kept constant. Nucleus sizes and positions change.
A summary of the simulations performed can be seen in Table 6.1.
In all simulations, the constituents of the virtual pathways are placed in the
same location on the left hand side of the model cell. We call this location the
Original Point (OP). Exactly opposite this point, on the right hand side of the
cell, we measure the system by recording time series of constituent concentra-
tions. This location is known as the Measurement Point (MP). The locations
of these two points within the cell can be seen in Figure 6.1.
As stated above, we record chemical concentration time series within the
virtual cell at MP. These time series can be displayed independently of one
another or plotted against each in the form of phase-space diagrams. Phase
space diagrams show all possible states of the system independently of time.
Phase space diagrams are often used to study the behaviour of oscillators, such
as the LVD system.
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Time series show concentration information at one point (MP) in the cell
over a specific time interval. Conversely, heatmaps show concentration at many
points in the cell but only at a single point in time. The heatmaps in this
work show concentration information in a 2D slice through the virtual cell.
This 2D slice is taken at the same plane as the source and measurement sites.
Heatmaps are commonly used to represent concentration gradients within cell
simulations. In this work we refer to Simulation sets or SS to identify results.
Often one figure is used to compare the results of many di↵erent simulation
setups. In other cases one simulation setup is analysed in a few di↵erent figures,
for example one figure is used to record many timeseries and another to record
the peak concentrations of those timeseries. The di↵erent simulation setups can
be found in Table 6.2.
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Table 6.2: List of all simulation setups used in this chapter
Simulation Set (SS)
Spatial Variable
Investigated
Reaction
System
NC/SC Ratios Simulated
Number of Simulations
at Each NC/SC Ratio
Type of
Measurement
SS1 NC Ratio LVD 0,50,80 1 Timeseries
SS2 NC Ratio LVD 0,10,20,30,40,50,60,70,80 1 Timeseries
SS3 NC Ratio LVD 0,10,50 1 Heatmap
SS4 NC Ratio BMR 0,50,80 1 Timeseries
SS5 NC Ratio BMR 0,10,20,30,40,50,60,70,80 1 Timeseries
SS6 NC Ratio BMR 0,10,50 1 Heatmap
SS7 Nuclear Position LVD 10 4 (in selected positions) Timeseries
SS8 Nuclear Position LVD 50 4 (in selected positions ) Timeseries
SS9 Nuclear Position LVD 10,20,30,40,50,60 100 (in random positions ) Timeseries
SS10 Nuclear Position LVD 10 2 (in selected positions) Heatmap
SS11 Nuclear Position BMR 10 4 (in selected positions) Timeseries
SS12 Nuclear Position BMR 50 4 (in selected positions) Heatmap
SS13 Nuclear Position BMR 30,40,50,60,70,80 100 (in random positions) Timeseries
SS14 Nuclear Position BMR 10 2 (in selected positions) Heatmap
SS15 Substructure distribution LVD 20 3 (in selected configurations) Timeseries
SS16 Substructure distribution LVD 50 2 (1 selected, 1 random configuration) Timeseries
SS17 Substructure distribution LVD 10,20,30,40,50 100 (in random positions) Timeseries
SS18 Substructure distribution BMR 20 3 (in selected configurations) Timeseries
SS19 Substructure distribution BMR 50 2 (1 selected, 1 random configuration) Timeseries
SS20 Substructure distribution BMR 10,20,30,40,50 100 (in random positions) Timeseries
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Table 6.3: Description of the systems used in these simulations. Neumann
boundary conditions.  t = 10 14s,  x = 10 6m, ↵ = 1.5 ⇤ 1012,   = 1 ⇤ 1012,
  = 3 ⇤ 1012, k = 1.412s 1
System Reaction Equation Initial Conditions
Di↵usion constant
of all chemicals
(µm2/s)
BMR
dA
dt =  k ⇤A ⇤B
dB
dt =  k ⇤A ⇤B
dC
dt = k ⇤A ⇤B
A = 10
B = 10
C = 0
2.0
LVD
dpred
dt = pred ⇤ (↵    ⇤ prey)
dprey
dt =  prey(      ⇤ pred)
pred = 10
prey = 10
0.05
Table 6.4: Cell geometry used in these experiments
Cell Geometry
Coccus Diameter: 50µm
The timeseries results in the sections dealing with nuclear position and vol-
ume distribution require additional explanation. The first is the “central time-
series”. This is the timeseries of concentration that results from placing a single
subvolume, of size ratio NC, (modelling a nucleus) in the centre of the cell, and
then running the reaction system. The second is the “average position time-
series”. A single subvolume (modelling a nucleus), of size ratio NC, in a random
position inside the cell. For each of these placings one simulation is run, produc-
ing one timeseries. After many simulations have been run (and many timeseries
have been produced) the timeseries are averaged. The averaging processes works
by aligning all series so that they have the same start point, and them comput-
ing the average timeseries. The arrival time of this new average time series is
calculated by averaging the arrival times. The “average distribution timeseries”
describes behaviour for distributed volumes. For a given SC ratio we randomly
place 5% ratio subvolumes inside of the cell that, summed, make up the en-
tire SC ratio. For each of these placings one simulation is run, producing one
timeseries. After many simulations have been run (and many timeseries have
been produced) the timeseries are averaged. The averaging processes works in
the same way as the “average position timeseries”. By computing these time-
series we can compare the “average” behaviour of centrally placed volume, non
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centrally placed volume and divided volume, while controlling for volume.
6.1 NC ratio alters virtual pathway behaviour
In this first set of simulations, we model the impact that NC ratio has on the
properties of two abstract signalling pathways by simulating cells of di↵erent
NC ratios.
First, we simulate 0%, 50% and 80% NC ratios. Next, a range of NC ratios
from 0% to 80% are simulated; peak concentrations and arrival times of chem-
ical species from this range of NC ratios are analysed. Finally, concentration
gradients in 0%, 10%, 50% NC ratios are explored. This list of simulations is
used for both LVD, BMR reaction systems.
6.1.1 The LVD system
Initially, we compare signalling behaviour in three virtual cells displaying NC
ratios of 0%, 50% and 80%. These figures are representative of some types of
cells. In particular, maturing blast erythrocytes take on NC values between 50%
and 80% [Turgeon, 2005]. The 0% NC ratio cell is provided as a control. In
all simulations of this type, the nuclei are positioned at the centre of the cell as
depicted in Figure 6.1. In Figure 6.2 we observe the e↵ect that NC ratio has on
the behaviour of the LVD system.
As we discussed in chapter 2, NC ratios rarely remain constant throughout
the life of a cell. We repeat SS1 with NC ratios of 0%, 10%, 20%, 30%, 40%,
50%, 60%, 70% and 80%. The results of these simulations are seen in Figure 6.3.
Figure 6.3 shows the e↵ect that a range of NC ratios have on the LVD
system in the form of a phase space diagram. The relationship between NC ratio
and chemical concentration at the measurement site is complex. Concentration
behaviour is further explored by plotting the peak concentration of Predator
species against NC ratio in Figure 6.4.
The time of arrival of Predator species as a function of NC ratio is explored
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Figure 6.2: SS1 results :Time series of Predator species concentration. In the
virtual cells with larger NC ratios the time of arrival of the Predator species is
delayed. NC ratio alters the amplitude of the timeseries. It appears that di↵er-
ent NC ratios cause di↵erent degree of damping, but without further analysis it
is di cult to tell.
in Figure 6.5.
Having established that NC ratio a↵ects arrival time it is evident that at
the same timestep two cells with di↵erent NC ratios will display di↵erent con-
centration gradients, simply because the travelling wave of concentration will
be in a di↵erent position. In SS3 we examine concentration gradients when the
travelling wave of concentration has reached the same position in the virtual
cell. This allows us to represent chemical processes at the same stage in cells
of di↵erent NC ratios. With this approach it is possible to ask question such
as: ”What are the di↵erences in concentration gradients (in cells of di↵erent
NC ratio) when a signalling processes has just reached the target position?”.
Figure 6.6 shows concentration gradients in virtual cells of di↵ering NC ratios
when the wavefront has reached the same position in the cell.
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Figure 6.3: SS2 results :Phase diagram of species concentrations for a range of
NC ratios. Concentration is measured at MP. A point in the phase space
diagram is the value of predator and prey concentration at a particular point
in time in the cell. A trajectory represents predator and prey concentration
combinations through the simulation
140
0 10 20 30 40 50 60 70 80
NC ratio (%)
4.65
4.7
4.75
4.8
4.85
4.9
4.95
5
Co
nc
en
tra
tio
n 
of
 P
re
da
to
r S
pe
cie
s (
ar
b.
 u
nit
)
Figure 6.4: SS 2 results :Peak concentration of Predator species in virtual cells
of di↵erent NC ratios. Peak concentration refers to the global maximum con-
centration over the entire timeseries of one experiment. This result shows the
complex non-linear response of peak Predator concentration to NC ratio.
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Figure 6.5: SS 2 results:Arrival time of Predator species in cells at di↵erent NC
ratios. Arrival time is measured in the destination sub-volume. Arrival time
is defined as the timestep number when the concentration at the measurement
point becomes non zero. It can be seen that arrival time increases linearly with
NC ratio.
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(a) 0% NC ratio (b) 10% NC ratio
(c) 50% NC ratio
Figure 6.6: SS3 results:Concentration gradients of Predator species in the LVD
system at di↵erent NC ratios. Gradients captured when wavefronts reach the
same position. Di↵ering NC ratios induce di↵erent concentration gradients in
the LVD system. Wavefront shape and peak concentration are di↵erent in all
three examples
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6.1.2 The BMR system
Having explored the response of the LVD system to NC ratio, we now explore
the spatial properties of the BMR system. We repeat the simulations from SS1,
except substituting the LVD system for the BMR system. The time series from
the BMR reactions are shown in Figure 6.7.
Next, repeating SS2, we simulate a range of NC ratios but substituting the
LVD system with the BMR system. These results can be seen in Figure 6.8.
In Figure 6.9 we show the relationship between peak concentration of species
C and NC ratio.
The arrival time of species C as a function of NC ratio is presented in
Figure 6.10.
The trends in Figure 6.8, Figure 6.9 and Figure 6.10
As discussed in chapter 2, concentration measured at one position in a cell
does not represent the entire state of the system, specifically concentration gra-
dients which may have a significant e↵ect on behaviour. The simulations in SS3
results are repeated, but in this instance the BMR system is used instead of the
LVD system. The results of this new set of simulations are shown in Figure 6.11.
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Figure 6.7: SS4 results:Time series of species C concentration in the BMR
system. As with the LVD system, arrival time increases with NC ratio, however
in contrast, peak concentration appears to consistently increase with increasing
NC ratio. Finally, in virtual cells with lower NC ratios, steady state behaviour
is achieved more rapidly than at greater NC ratios. Percentages refer to NC
ratios.
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Figure 6.8: SS5 results:Time series of species C concentration, in the BMR
system, for a range of NC ratios. The relationship here has di↵erent qualities to
that displayed in Figure 6.3. Increasing NC ratio results in later arrival time,
as in the LVD system, but it now also consistently results in higher maximum
concentrations. Larger NC ratios result in smaller reaction vessels leading to
higher concentrations and faster rates of reaction. Percentages in the legend
refer to NC ratios.
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Figure 6.9: SS5 results:Peak concentration of species C in cells of di↵erent NC
ratios. In the BMR system it can be seen that peak concentration increases
with NC ratio. This behaviour should be contrasted with the behaviour of the
LVD system in Figure 6.4, which displays a di↵erent relationship to NC ratio.
Peak concentration increases due to increasingly small reaction volumes.
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Figure 6.10: SS 5 results: Arrival time of species C. The arrival time of species
C increases with NC ratio. The relationship between arrival time and NC ratio
is similar in both the BMR and the LVD systems (Figure 6.5). Arrival times
increase as the chemicals have to navigate increasingly large nuclei inside of the
cell.
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(a) 0% NC ratio (b) 10% NC ratio
(c) 50% NC ratio
Figure 6.11: SS6 results Concentration gradients of species C in the in the
BMR system at di↵erent NC ratios. Gradients captured when wavefronts reach
the same position. The impact of NC ratio on the state of the system di↵ers
considerably depending on the reaction system. Larger NC ratios have a sizeable
e↵ect upon the gradient of concentration. This observation is consistent with
the graph of peak concentration in Figure 6.9. On the other hand NC ratio
seems to have little e↵ect upon the shape of the wavefront. This result should
be contrasted with the concentration gradients of the LVD system shown in
Figure 6.6. In the LVD system, the concentration gradient appears to be less
sensitive to the NC ratio than in the BMR system, but the shape of the wave
of concentration is much more dependent upon the NC ratio.
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6.2 Nuclear positioning alters virtual pathway
behaviour
As discussed in chapter 2, the position of the nucleus can be vital to cell function,
with irregularities in position implicated in several diseases. The simulations in
this subsection show the link between nuclear position and chemical response.
We begin investigating the impact of nuclear position upon virtual path-
way behaviour by placing the nucleus in four “extreme” positions within the
cell, at 10% and 50% NC ratios, and comparing the concentration gradients
and reaction trajectories. These extreme positions at both NC ratios can be
seen in Figure 6.12. It is impossible to systematically place the nucleus in all
locations within the cell at each NC ratio, therefore we next place the nucleus
at random locations within the cell at 0% - 80% in the BMR system. Using
these results, we analyse the di↵erence in peak concentration and arrival time
between these randomly placed nuclei and the centrally placed nuclei from SS2
and SS5. Finally we place a 10% nucleus in two selected positions within the
cell and analyse the concentration gradients produced. These simulations are
repeated for the LVD and BMR system.
6.2.1 The LVD system
The spatial properties of the LVD system are explored first. In Figure 6.13, the
e↵ect of repositioning the nucleus inside the cell is explored by positioning the
nucleus at four “extreme positions” at 10% NC ratio.
We then repeat SS7 but in this set of simulations the NC ratio is increased
to 50%, representative of an immature blast erythrocyte [Turgeon, 2005]. These
results are shown in Figure 6.14.
Increasing the NC ratio from 10% (Figure 6.13) to 50% (Figure 6.14) gives
nuclear position a much greater impact. At 10% NC ratio, positioning the
nucleus far away from both OP and MP (virtual cell 4) has comparatively little
e↵ect on the reaction trajectories, but when NC ratio is increased to 50% the
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(a) Virtual Cell 1: 10% NC ratio
nucleus placed next to OP
(b) Virtual Cell 2: 10% NC ratio
nucleus placed next to MP
(c) Virtual Cell 3: 10% NC ratio
nucleus placed centrally
(d) Virtual Cell 4: 10% NC ratio
nucleus placed as far away as pos-
sible from both OP and MP
(e) Virtual Cell 5: 50% NC ratio
nucleus placed next to OP
(f) Virtual Cell 6: 50% NC ratio
nucleus placed next to MP
(g) Virtual Cell 7: 50% NC ratio
nucleus placed centrally
(h) Virtual Cell 8: 50% NC ratio
nucleus placed as far away as pos-
sible from both OP and MP
Figure 6.12: Initial configurations of virtual cells, each with di↵erent nuclear
positions and NC ratios. Refer to Figure 6.1 for the position of OP and MP.
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Figure 6.13: SS7 results:10% NC ratio virtual cells. Figure show reaction trajec-
tories for four di↵erent initial configurations. Virtual cell 1 (nucleus positioned
just in front of the OP) shows the latest arrival time, closely followed by virtual
cell 2 (Nucleus placed next to MP) and virtual cell 3 (Nucleus placed centrally).
Placing the nucleus as far away as possible from both OP and MP results in
the earliest arrival time by a large margin. Peak concentration is the highest in
virtual cell 2 and lowest in virtual cell 4.
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Figure 6.14: SS8 results:50% NC ratio virtual cells. Reaction trajectories for
four di↵erent initial configurations. These results show a large di↵erence in
concentration time series between virtual cell 8 and other configurations. The
peak concentration of Predator in virtual cell 8, with the nucleus located furthest
from both OP and MP, is much less than in the other virtual cells. Peak
concentration in virtual cell 6 (with its nucleus located next to MP) is the
greatest. In addition, the long term behaviour of the Predator concentration
in virtual cell 8 is completely di↵erent to the other cells, exhibiting a highly
damped profile.
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analogous position in virtual cell 8 results in a much reduced peak concentration.
Damping behaviour in virtual cells 4 and 8 is also di↵erent, at 50% NC ratio
the predator concentration timeseries is highly damped. Peak concentration in
virtual cells 2 and 6 (with their nuclei located next to MP) is the greatest in
both cells. Arrival time behaviour in both virtual cells is consistent.
Whilst exciting, results in SS7 and SS8 only explore a small amount of
the state space of experimental setup. By randomly positioning the nucleus
over many simulations and NC ratios we can draw a more complete picture of
nuclear position dependent behaviour. For each NC ratio and virtual pathway
100 random virtual cells, each with di↵erent nuclear positions, are generated.
Given that in some healthy cells the nucleus can occupy at least 80% of the total
volume of the cell, it is vital to explore nuclear positioning at a variety of NC
ratios. With this in mind, the NC ratios explored in this section are 0%, 10%,
20%, 30%, 40%, 50%, 60%, 70% and 80%. For each NC ratio we average the
time series produced by the random nuclear positions; we call this time series
the mean position time series. We also compute the maximum and minimum
values for the concentration of Predator species at each point in the time series.
We compare the behaviour of the mean position time series with the time series
produced by the centrally located nucleus. These results are seen in Figure 6.15.
This result shows how varying nuclear position alters the trajectory of pathway
behaviour.
Figure 6.16 compares the peak concentration of Predator species of the av-
erage random time series and the single central nucleus for the LVD system as
a function of NC ratio.
We continue our analysis of the LVD system’s response to nuclear positioning
by examining the di↵erences in arrival time between centrally located nuclei
and randomly located nuclei. Figure 6.17 compares the arrival time of Predator
species of the average time series and the single central nucleus for the LVD
system as a function of NC ratio.
Next we review the sensitivity of concentration gradients to nuclear position
153
4000 4500 5000 5500 6000 6500 7000
Timestep number
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
Co
nc
en
tra
tio
n 
of
 P
re
da
to
r S
pe
cie
s (
ar
b.
 u
nit
) Average timeseries
Maximum timeseries
Minimum timeseries
Central timeseries
(a) 10% clutter
4500 5000 5500 6000 6500 7000
Timestep number
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
Co
nc
en
tra
tio
n 
of
 P
re
da
to
r S
pe
cie
s (
ar
b.
 u
nit
)
Average timeseries
Maximum timeseries
Minimum timeseries
Central timeseries
(b) 20% clutter
4500 5000 5500 6000 6500 7000
Timestep number
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
Co
nc
en
tra
tio
n 
of
 P
re
da
to
r S
pe
cie
s (
ar
b.
 u
nit
)
Average timeseries
Maximum timeseries
Minimum timeseries
Central timeseries
(c) 30% clutter
5000 5200 5400 5600 5800 6000 6200 6400 6600 6800 7000
Timestep number
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
Co
nc
en
tra
tio
n 
of
 P
re
da
to
r S
pe
cie
s (
ar
b.
 u
nit
)
Average timeseries
Maximum timeseries
Minimum timeseries
Central timeseries
(d) 40% clutter
5000 5200 5400 5600 5800 6000 6200 6400 6600 6800 7000
Timestep number
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
Co
nc
en
tra
tio
n 
of
 P
re
da
to
r S
pe
cie
s (
ar
b.
 u
nit
)
Average timeseries
Maximum timeseries
Minimum timeseries
Central timeseries
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Figure 6.15: SS9 results:Graphs of Predator species behaviour, showing the
e↵ect of nuclear positioning. The mean time series of the random positions, the
time series of the central position (from SS2) and the maximum and minimum
concentrations at each point are displayed. In these results it can be seen
that the centre is the most disruptive position, ensuring the latest arrival time
and the highest peak concentration in the LVD system. Although the highest
concentrations in Figure 6.13 and Figure 6.14 are due to the nucleus being
positioned at MP it is unlikely that the nucleus would be randomly positioned
at MP. As the NC ratio increases the di↵erence in peak concentration between
the centrally positioned nucleus and average nucleus increases.
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Figure 6.16: SS9 results:Peak concentration of Predator species in the LVD
system. Graph also shows peak concentration from central position timeseries
from SS2. This result confirms our initial observations on the importance of
central nuclear positioning.
(Figure 6.18) Figure 6.18(a) and Figure 6.18(b) show the di↵erence in wavefront
shape when the nucleus is repositioned, and the subtle di↵erence in concentra-
tion.
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Figure 6.17: SS9 results:Arrival time concentration of Predator species in the
LVD system. Graph also shows arrival time from central position timeseries
from SS2. For both centrally positioned nuclei and randomly positioned nuclei
arrival time increase approximately linearly. This graph confirms our initial
observations on the importance of the central position; centrally located nuclei
result in later arrival times than randomly located nuclei at all NC ratios.
(a) 10% in the LVD system (b) 10% in the LVD system
Figure 6.18: SS10 results :Wavefronts captured at the same point in time using
di↵erent nuclear positions, both at 10% NC ratio. Wavefront shape, concentra-
tion gradient and concentration all change when the nucleus is moved.
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6.2.2 The BMR system
Having presented the LVD system’s spatial sensitivity to nuclear positioning,
we now examine the response of the BMR system to nuclear positioning. We
repeat SS7 and SS8, instead using the BMR system, to form an initial idea
of this system’s spatial sensitivity. SS11 (Figure 6.19) demonstrates nuclear
position sensitivity, in virtual cells 1-4 (Figure 6.12) and SS12 (Figure 6.20)
demonstrates nuclear position sensitivity, in virtual cells 5-8.
In Figure 6.20, the NC ratio is increased to 50%.
Once again, we explore more of the initial condition state space through ran-
dom positioning. The results of this set of simulations can be seen in Figure 6.21.
This set of simulations is a repeat of those in SS9, but with the LVD system
replaced with the BMR system.
Next we repeat the peak concentration analysis that was performed for the
LVD system. Figure 6.22 compares the peak concentration of species C for the
average random time series and the single central nucleus for the BMR system
as a function of NC ratio.
Figure 6.23 shows how arrival time of species C di↵ers between centrally
located nuclei, and the average randomly located nuclei in the BMR system.
In Figure 6.24, we evaluate the BMR system’s concentration gradient sensi-
tivity to nuclear position.
We finalise our study of the e↵ect of nuclear positioning on arrival time, by
comparing the standard deviation of arrival times at di↵erent NC ratios in both
of the reaction systems. These results can be seen in Figure 6.25.
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Figure 6.19: SS11 results :10% NC ratio virtual cells. Figure shows reaction
trajectories for four di↵erent initial configurations. Virtual cell 4 has the earliest
arrival time. Virtual cell 1 displays the greatest peak concentration and virtual
cells 3 and 4 show the lowest peak concentration. These results stand in contrast
with Figure 6.13, where virtual cell 2 displays the greatest concentration and
virtual cell 1 the smallest value.
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Figure 6.20: SS12 results :50% NC ratio virtual cells. Figure show reaction
trajectories for four di↵erent initial configurations. Virtual cells 1 and 2 still
occupy the first and second positions for peak concentration respectively, virtual
cells 3 and 4 have very similar concentration trajectories. The di↵erence in
peak concentration (between the time series displaying the highest and lowest
concentrations) is greater in the set of virtual cells with a higher NC ratio
(SS12) than in the set with the lower NC ratio (SS11). This di↵erence in peak
concentration (between 10% and 50%) is much smaller in the BMR system
compared to the LVD system.
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(b) 40% clutter
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Figure 6.21: SS13 results:Graphs of species C concentration in the BMR sys-
tem, showing the di↵erence in random and central positioning. The mean time
series of the random positions, the time series of the central position (from SS5)
and the maximum and minimum concentrations at each point are displayed.
At all NC ratios in this SS, the central position does not result in the highest
concentration, as in Figure 6.19 and Figure 6.20. Instead, as NC ratio increases,
the peak concentration in the central nucleus simulation approaches the maxi-
mum of the random positions. The behaviour in this SS should be contrasted
with SS9 in Figure 6.15. 160
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Figure 6.22: SS13 results :Peak concentration of species C in the BMR system.
Graph also shows peak concentration from central position timeseries from SS5.
This result shows an insignificant di↵erence between peak concentration in sim-
ulations with fixed and average randomly positioned nuclei. This similarity in
concentration between fixed and random nuclei should be contrasted with the
analogous result for the LVD system shown Figure 6.16, which is significant.
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Figure 6.23: SS13 results:Arrival time of species C in the BMR system. Graph
also shows arrival time from central position timeseries from SS5. In this result,
the fixed nucleus displays the later arrival time. The results in Figure 6.17
show similar behaviour. These results indicate the independence of arrival time
behaviour from the type of reaction system and the dependence of arrival time
behaviour on both NC ratio and nuclear position.
(a) 10% in the BMR system (b) 10% in the BMR system
Figure 6.24: SS14 results:Wavefronts captured at the same point in space for
di↵erent values of NC. As in Figure 6.11, a clear di↵erence in concentration
gradient is observed when the nucleus is repositioned within the cell. In addition,
we also observe a subtle shift in wavefront shape. This behaviour is unlike
that displayed within the LVD system (Figure 6.18) where wavefront shape was
dramatically a↵ected but there was less of a di↵erence in concentration gradient.
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Figure 6.25: Normalised standard deviation of arrival times in both the LVD
and BMR system from SS9 and SS13. In both systems, standard deviation in-
creases until it peaks at 30% NC ratio and then gradually decreases. Figure 6.25
shows very similar behaviour for both reaction-di↵usion systems. This result
provides further evidence of the invariance of arrival time behaviour to the re-
action system.
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6.3 Distribution of internal cellular clutter al-
ters the behaviour of virtual pathways
In Subsection 2.5.3 it was demonstrated that internal cellular volume can be
distributed in a range of configurations; concentrated all in one piece or sub di-
vided into pieces of varying size. In this section we simulate the impact that the
distribution of internal volume has on the regulation of model cellular pathways.
Internal volume is distributed by taking an SC ratio, splitting the volume
into a number of “subvolumes”, and then randomly positioning them within the
virtual cell. The number of subdivisions varies depending upon the SC ratio.
Up to and including SC ratios of 20%, the subdivisions are of size 5% (these 5%
subdivisions are located randomly within the cell). For example in a cell with
a 15% SC ratio three randomly positioned 5% subdivisions would be placed
within the cell. Beyond 20% SC ratio it becomes mathematically impossible
to place enough sub-divisions of equal volume into the virtual cell. Therefore,
in cells with SC ratios greater than 20%, we have to introduce sub-divisions of
heterogeneous sizes, mimicking organelle size di↵erences in real cells. Past 50%,
it becomes challenging to place spherical virtual organelles in the cell in any
configuration.
We begin investigating the impact of nuclear position upon virtual pathways
by using the virtual cells in Figure 6.26 and comparing the produced concen-
tration gradients and reaction trajectories. It is impossible to systematically
generate all substructure divisions and positions at each SC ratio, therefore
we randomly generate substructure configurations within the cell at 0% - 50%.
Using these results, we analyse the di↵erence in peak concentration between ran-
domly generated configurations, randomly placed nuclei (from SS9 and SS13)
and centrally placed nuclei from SS2 and SS5.
164
(a) Virtual Cell 9: 20% SC ratio
containing one substructure, cen-
trally located
(b) Virtual Cell 10: 20% SC ra-
tio containing two substructures, of
equivalent total volume to virtual
cell 9
(c) Virtual Cell 11: 20% SC ra-
tio containing four substructures, of
equivalent total volume to virtual
cell 9
(d) Virtual Cell 12: 50% SC ratio
containing one substructure, cen-
trally located. This virtual cell is
identical to 7, but it is reproduced
here for convenience.
(e) Virtual Cell 13: 50% SC ratio
containing many substructures
Figure 6.26: Figure shows initial configurations, each with di↵erent substructure
distributions at 20% and 50% SC ratios
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6.3.1 The LVD system
We begin by exploring the behaviour of the LVD system. Figure 6.27 shows the
results from deterministically exploring substructure configuration.
Figure 6.28 compares the concentration trajectories of virtual cells 12 and
13 (one with a centrally located nucleus and another with an equivalent volume
of substructure randomly distributed throughout the cell).
The di↵erence in timeseries behaviour between centrally located and dis-
tributed substructures is determined by SC ratio. At 20% SC ratio (Figure 6.27)
the di↵erence between the two is much less pronounced than at 50% NC ratio
(Figure 6.28)
We then explore more of the state space through randomisation. For each
SC ratio, 100 random virtual cells are generated, each with their subvolumes
in a di↵erent position. In addition to this, for each SC ratio, 100 random vir-
tual cells are generated, each with their nucleus in a di↵erent position (as in
Subsection 2.5.3). Finally, for each SC ratio, a virtual cell with a single cen-
trally positioned nucleus is generated (as in Section 6.1). These three sets of
measurements that comprise this subsection allow us to contrast the behaviour
of centrally positioned nuclei, randomly positioned nuclei and randomly dis-
tributed sub-divisions of structure. Figure 6.29 shows the time series behaviour
of centrally located nuclei, the average of the repositioned nuclei and distributed
subvolumes of equivalent volumes.
Figure 6.30 shows peak concentrations in the central, random and distributed
spatial configurations at di↵erent NC ratios.
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Figure 6.27: SS15 results :20% SC ratio virtual cells. Figure shows reaction
trajectories for three di↵erent initial configurations. Virtual cell 9 gives the
lowest peak concentration of Predator species, with virtual cells 10 and 11 tied
for the greatest peak concentration. Virtual cells 9 and 10 display the earliest
arrival time.
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Figure 6.28: SS16 results :50% SC ratio virtual cells. Figure shows reaction
trajectories for two di↵erent initial configurations. Virtual cell 12 (with a single
centrally located substructure) results in a much later arrival time than virtual
cell 13. Damping behaviour is di↵erent in both virtual cells. The amplitude of
virtual cell 12 decays much more quickly than virtual cell 12. In addition, the
peak concentration in virtual cell 12 is greater than in virtual cell 13.
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Figure 6.29: SS17 results:Graphs of Predator species concentration, demon-
strating the e↵ect of internal volume distribution. The mean time series of the
random positions (SS9), the time series of the central position (SS2) and the
mean time series of the randomly distributed sub-volumes are displayed. All
quantities are measured in the destination sub-volume. Peak concentration,
damping behaviour and arrival time (judged by when the concentration be-
comes non-zero) are all altered by spatial configuration. In all results, systems
with distributed volume result in the earliest arrival time, beating randomly
positioned nuclei and centrally positioned nuclei. Additionally, in all results the
time series that represents the distributed volume has a peak concentration in
between that of the centrally and randomly positioned nuclei. The greater the
NC ratio, the more pronounced the e↵ects become. It is obvious that as NC
ratio increases, the di↵erence in arrival time of species within the distributed en-
vironments increases. The same appears to be true for the relationship between
peak concentration and NC ratio, although it appears to be more subtle.
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Figure 6.30: SS17 results:Peak concentration of Predator species in the LVD
system. Peak concentrations measured in virtual cells with centrally located nu-
clei (SS2), randomly located nuclei (SS9) and randomly distributed structures.
Observations in this result are consistent with the behaviours in Figure 6.29;
distributed concentrations occupy an intermediate positions between randomly
and centrally located nuclei.
6.3.2 The BMR system
Having examined the response of the LVD system to substructure configura-
tion, we turn our attention to the BMR system. We repeat SS15 and SS16
substituting the LVD system for the BMR system. Figure 6.31 shows a sys-
tematic progression of substructure division at 20% NC ratio. The centrally
located single nucleus (Virtual Cell 9) produces the lowest peak concentration,
whereas the cells with divided substructures (virtual cells 10 and 11) compete
for the greatest peak concentration. This pattern of concentration behaviour is
identical to that displayed in the LVD system (Figure 6.31).
The NC ratio is then increased to 50%. Virtual cell 12, with a single centrally
located substructure, is compared to virtual cell 13, with randomly distributed
substructures. These results are seen in Figure 6.32.
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Figure 6.31: SS18 results :20% SC ratio virtual cells. Figure shows reaction
trajectories for three di↵erent initial configurations
The di↵erences in behaviour between the 50% SC ratio cell (Figure 6.32) and
the 20% SC ratio cell (Figure 6.31) in the BMR system are remarkably similar
to those in the LVD system (Figure 6.27 and Figure 6.28). In both reaction
systems, the time series from the distributed subvolume virtual cells resulted
in lower peak concentrations, earlier arrival times and earlier equilibrium of
concentration.
Following the systematic exploration of the BMR’s response to spatial dis-
tribution, we explore more of the initial configuration state space by randomly
positioning substructures within the cell. The results of these experiments are
seen in Figure 6.33.
Figure 6.34 shows the di↵erences in peak concentration of species C in virtual
cells with centrally positioned nuclei, randomly positioned nuclei and those with
distributed substructure.
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Figure 6.32: SS19 results:50% SC ratio virtual cells. Figure shows reaction tra-
jectories for three di↵erent initial configurations. This result shows the centrally
located nucleus causes a later arrival time and a greater peak concentration.
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(c) 30% clutter
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Figure 6.33: SS20 results:Graphs of species C concentration, demonstrating the
e↵ect of internal volume distribution. The mean time series of the random nu-
clear positions (SS13), the time series of the central position (SS5) and the mean
time series of the randomly distributed sub-volumes are displayed. Once again,
the random exploration of initial simulation condition validates the systematic
exploration of initial simulation condition. At lower SC ratios, a single centrally
positioned subvolume displays lower peak concentration than distributed sub-
volume (Figure 6.33(a),Figure 6.33(b),Figure 6.33(c)). But once 30% SC ratio
is passed, centrally positioned nuclei result in higher peak concentrations. The
average position timeseries always results in the greatest concentration.
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Figure 6.34: SS21 results :Peak concentration of species C in the BMR system.
Peak concentrations measured in virtual cells with centrally located nuclei (SS5),
randomly located nuclei (SS13) and randomly distributed structures. In this
results, it is seen that the centrally positioned nucleus never results in the highest
peak concentration. Randomly positioned nuclei are nearly indistinguishable
from the randomly distributed subvolumes, until an SC ratio of 40% is surpassed.
This result should be contrasted with those in Figure 6.30. In Figure 6.30,
centrally positioned nuclei display the greatest peak concentration whereas in
the BMR system they display the lowest peak concentration, up to and including
40% (Figure 6.34). In addition, the di↵erences in peak concentration between
the three di↵erent types of virtual cell are much more apparent in the LVD
system than in the BMR system.
6.3.3 Analysis of Simulations
Our aim in this work has been to clarify the impact of three specific vari-
ables of spatial configuration (NC ratio, nuclear position and structure distribu-
tion) through simulation. These aspects of spatial organisation are explored by
placing impenetrable spheres, representing nuclei and other organelles, inside
a virtual Coccus and then permitting a reaction-di↵usion system modelling a
biochemical pathway to progress. The chemical species involved in the reaction-
di↵usion systems are placed at the OP (origin point) at the start of the simu-
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lation and the chemical concentrations are measured at the MP (measurement
point) at the other side of the cell over time to form reaction trajectories. In
addition to reaction trajectories we have also measured arrival time and taken
snapshots of chemical gradients.
In all our results in this work, it is clear that the greater the proportion of cell
volume occupied by structure (nuclei or organelles), the later the arrival time
of all chemical species at MP. This result is independent of how the structure
is positioned - greater occupancy results in increasing arrival times. Centrally
positioned nuclei result in the latest arrival times, whether the pathway was
modelled as an LVD or BMR system.
Beyond the e↵ect on arrival time, other results depend on the chosen reaction-
di↵usion system. Increasing NC ratio in the BMR and LVD systems have di↵er-
ent e↵ects on reaction trajectory and peak concentration as shown in Figure 6.4
and Figure 6.9. While both sets of results show a trend, the particular trend is
di↵erent in each case.
Repositioning the nucleus within the cell also elicits di↵erent responses in
the di↵erent systems (Figure 6.15 Figure 6.21). In the LVD system, no ran-
domly positioned nucleus ever results in a higher peak concentration than nu-
clei positioned at OP, MP or centrally (Figure 6.13, Figure 6.14, Figure 6.15).
The di↵erence in concentration between the highest randomly positioned nu-
cleus and the centrally positioned nucleus increases as the NC ratio increases.
The response to repositioning the nucleus in the BMR system is di↵erent. In
none of the experiments did the central nucleus achieve a peak concentration
greater than the highest randomly positioned nucleus. However, as the NC ra-
tio increases, the di↵erence between the two decreases (Figure 6.19, Figure 6.20,
Figure 6.21).
In both the BMR and LVD systems, the position of the nucleus has the same
e↵ect on the distribution of arrival times with the results in Figure 6.25 showing
similar behaviour in both systems, despite possessing di↵erent parameters. It
appears that the greatest range of arrival times peak at 30% NC.
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When the average peak concentrations from the randomly positioned nu-
clei are plotted with the peak concentration for the centrally positioned nucleus
(Figure 6.16 and Figure 6.22), we are able to highlight the e↵ect that chang-
ing the same spatial variable has on di↵erent reaction-di↵usion systems. In
the bmd! (bmd!) system, trends of peak concentration in virtual cells with
centrally and randomly positioned nuclei show some similarity. However, in the
simulations that use the LVD system, the peak concentrations for randomly and
centrally positioned nuclei follow completely di↵erent trends.
The greater di↵erences in the LVD system suggest that the LVD system is
more sensitive to nuclear position that its BMR counterpart. This statement is
borne out by the di↵erences in concentration gradient and wavefront shape when
the nucleus is repositioned. In Figure 6.18 and Figure 6.24 we see the e↵ects of
nuclear positioning in both systems. In the BMR system the wavefront shapes
and concentration gradients are less dramatically a↵ected by repositioning than
in the LVD system. In the LVD system, wavefront shapes are shown to be much
more sensitive to the positioning of the nucleus.
We then study the e↵ect of distributing internal volume which we describe
with the structure to cytoplasm ratio (SC ratio). Again we observe that the re-
sults of changing this spatial property depend on the choice of reaction-di↵usion
system Figure 6.30 and Figure 6.34. Once more it is apparent that the LVD sys-
tem is much more sensitive to the spatial properties of the cell than the BMR
system. The di↵erences in reaction trajectory between randomly positioned
substructure and randomly positioned nuclei depend on the choice of reaction
di↵usion system. In the BMR system, between 10% and 40% occupancy, the
di↵erence between the two trajectories are statistically insignificant but at 50%
a seemingly non-continuous jump occurs and the di↵erence between the two
become significant. In contrast, in the LVD system, the di↵erence between ran-
dom nucleus position and random substructure distribution is always significant.
Furthermore the discrepancy between the two changes in a continuous manner
rather than the discontinuous behaviour we observe between 40% and 50% in
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the BMR system.
In simulations of the LVD system, peak concentration for the distributed
structure is always greater than the peak concentration for the randomly po-
sitioned nucleus and always less than the peak concentration for the centrally
positioned nucleus. In addition, chemical species in the cells with distributed
clutter always arrive at MP first. On average, cells with a non-centrally located
nucleus and those who have their structure distributed have much less of an
impact on arrival time and in the case of the LVD system, concentration.
Aside from similar arrival time behaviour the BMR system reacts to internal
reorganisation in a completely di↵erent way to the LVD system. Up to and in-
cluding 40% occupancy, peak concentration for the centrally positioned nucleus
is always less than the average randomly positioned nucleus and the randomly
distributed structure. In addition, up to this point, the reaction trajectories
for the randomly positioned nuclei and the randomly distributed internal clut-
ter are not statistically significantly di↵erent from each other. At 50 % we see
a discontinuity in behaviour, with the di↵erence between randomly positioned
nuclei and randomly distributed structure becoming statistically significant. At
this SC ratio we also see the centrally positioned nucleus achieve a higher peak
concentration than the randomly positioned structure.
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CHAPTER 7
Quantifying the responses of simulated biological pathways
to morphological changes of the cell
In this chapter we model how processes that change the shape of the cell alter
cellular dynamics. We divide the simulations into two motifs, those that model a
process in which volume is conserved, filamentation, and those in which volume
is not conserved, hypertrophy and atrophy. First, a model coccus, bacillus,
spirillum a non-standard cell shape have their dynamics simulated at di↵erent
stages of hypertophy and atrophy. Second a model bacillus is allowed to undergo
fillamentation with reaction dynamics recorded at several stages.
7.1 Hypertrophy and Atrophy
We begin our investigation of morphological change by examining hypertrophy
and atrophy in a virtual coccus, bacillus, spirillum and abstract fried-egg shaped
cell. This subsection details the di↵erent stages of these virtual cells and their
sizes. Unaltered cell sizes and geometry are seen in Table 7.1.
For each stage of each cell, both the LVD and the BMR systems are simu-
lated. The reaction systems are described in Table 7.2. In all simulations, the
constituents of the virtual pathway are placed at a point directly next to the
Table 7.1: Geometry of the cell shapes used in these experiments
Cell Geometry
Coccus Diameter: 50µm
Bacillus
Diameter: 25µm
Length: 150µm
Spirillum
Diameter: 28µm
Length: 168µm
Winding diameter: 16µm
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Table 7.2: Description of the systems used in these simulations. Neumann
boundary conditions.  t = 10 14s,  x = 10 6m, ↵ = 1.5 ⇤ 1012,   = 1 ⇤ 1012,
  = 3 ⇤ 1012, k = 1.412s 1
System Reaction Equation Initial Conditions
Di↵usion constant
of all chemicals
(mum2/s)
BMR
dA
dt =  k ⇤A ⇤B
dB
dt =  k ⇤A ⇤B
dC
dt = k ⇤A ⇤B
A = 10
B = 10
C = 0
2.0
LVD
dpred
dt = pred ⇤ (↵    ⇤ prey)
dprey
dt =  prey(      ⇤ pred)
pred = 10
prey = 10
0.05
left hand inner membrane of the model cell. We call this location the “origin
point” or OP. Exactly opposite this point, on the right hand side of the cell, we
measure the system by recording time series of constituent concentrations. This
location is known as the measurement point or MP. The locations of these two
points within each stage of each cell are represented by a red point (the OP)
and a green point (the MP) in the selected examples of virtual cell stages that
are shown in this chapter.
Results in this chapter take two forms: graphs of concentration timeseries
and concentration gradients. Time series show concentration information at
one point (MP) in the cell over a specific time interval. Conversely, heatmaps
show concentration at many points in the cell but only at a single point in
time. The heatmaps in this work show concentration information in a 2D slice
through the virtual cell. Concentration gradients are captured in the same
plane as the source and measurement sites. Heatmaps are used to represent
these concentration gradients.
When investigating hypertrophy and atrophy in this section, simulation re-
sults are presented in this order: First we examine timeseries measured at MP at
the di↵erent stages of cell size, then (for selected simulations) we show the con-
centration gradients measured as the chemical of interest arrives at MP. These
results are collected in the virtual coccus, then the bacillus, then the spirillum
and finally the fried-egg shaped cell. This entire processes is itself repeated once
for the LVD system and once for the BMR system.
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Coccus stage Volume
Stage 1 vc
Stage 2 1.25vc
Stage 3 1.5vc
Stage 4 1.75vc
Stage 5 2.0vc (dividing)
Stage 6 2.0vc
Stage 7 0.75vc
Stage 8 0.5vc
Table 7.3: Sizes of the stages of the virtual coccus
Bacillus stage Volume
Stage 1 vb
Stage 2 2vb
Stage 3 3vb
Stage 4 4vb
Stage 5 5vb
Stage 6 6vb
Stage 7 7vb
Stage 8 8vb
Stage 9 9vb
Stage 10 10vb
Table 7.4: Sizes of the stages of the virtual bacillus
The virtual coccus is permitted to increase its volume, Vc, to twice its orig-
inal size through four measurement points at {1.0, 1.25, 1.5, 1.75, 2.0}⇥ Vc, and
decrease its volume to half its original size through two measurement points at
{0.75, 0.5}⇥Vc. Finally we model a dividing coccus of total volume 2⇥Vc. The
8 stages of this virtual coccus are detailed in Table 7.3 and images of selected
stages are seen in Figure 7.1.
In simulations of the bacillus, the volume of the virtual cell is permitted to
increase to 10 times the original size by increasing in length. Measurements
of the cell are made at {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} ⇥ Vb. This virtual cell and its
10 stages of hypertrophy are detailed in Table 7.4 and selected images of these
stages are seen in Figure 7.2.
The virtual spirillum (of volume vs) is allowed to increase to 4 times its
original size by increasing in length. The cell is measured at 2 stages of hyper-
trophy: {2, 4} ⇥ vs. The stages of the spirillum’s hypertrophy are detailed in
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(a) Stage 1: virtual Coccus of
volume vc. (Radius of 29µm)
(b) Stage 5: virtual Coccus of
volume 2.0vc
(c) Stage 6: dividing virtual
Coccus of total volume 2.0vc
Figure 7.1: Initial configurations of selected stages of the virtual coccus
181
(a) Stage 1: virtual bacillus of vol-
ume vb.
(b) Stage 2: virtual bacillus of length 2vb
(c) Stage 3: virtual bacillus of length 3vb
Figure 7.2: Initial configurations of selected stages of the virtual bacillus
Spirillum stage Volume
Stage 1 vs
Stage 2 2vs
Stage 3 4vs
Table 7.5: Sizes of the stages of the virtual spirillum
Table 7.5 and selected images of these stages are seen in Figure 7.3.
The virtual fried-egg shaped cell (of volume Vi) is permitted to increase to
twice its original size, through measurements points at {1, 2} ⇥ Vs. The cell is
increased proportionally in all dimensions. This virtual cell and its 2 stages of
hypertrophy are detailed in Table 7.6 and images of these stages are seen in
Figure 7.4.
Fried-egg cell stage Volume
Stage 1 Vs
Stage 2 2Vs
Table 7.6: Sizes of the stages of the virtual fried-egg cell
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(a) Stage 1: virtual spirillum of volume vs.
(b) Stage 2: virtual spirillum of volume 2vs
Figure 7.3: Initial configurations of selected stages of the virtual spirillum
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(a) Stage 1: virtual fried-egg cell of volume vi.
(b) Stage 2: virtual fried-egg cell of volume 2vi
Figure 7.4: Initial configurations of a virtual irregularly shaped cell in di↵erent
stages of hypertrophy.
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7.1.1 The LVD system
We begin by simulating the Lotka-Volterra-Di↵usion (LVD) system within the
virtual coccus. Figure 7.5 shows the timeseries of predator concentration at all
stages of the virtual coccus’s hypertrophy and atrophy (detailed in Table 7.3).
In Figure 7.6 we show time series from the smallest and largest stages of the
virtual coccus, shifted so that they begin at the same time making concentration
behaviour easier to observe.
Next we compare the behaviour of the virtual coccus just before division
(Figure 7.1(b)) and just before complete separation (Figure 7.1(c)). The results
of this simulation are seen in Figure 7.7.
Figure 7.8 compares the concentration gradients formed by the di↵erent
stages of hypertrophy within the virtual coccus.
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Figure 7.5: Time series of predator species at all stages of the virtual coccus.
It is immediately obvious that as distance between OP and MP increases the
time of arrival increases. Di↵erences in concentration behaviour are harder to
discern.
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Figure 7.6: Time series of predator species at stages 5 (2vc, dividing) and 8
(0.5vc) (Table 7.3) of the virtual coccus. This figure contrasts concentration
trajectory behaviour in the largest and smallest stages of the virtual Coccus.
Time series are shifted to have identical arrival times so that concentration be-
haviour is easier to observe. Once shifted, it is clear that there is little di↵erence
in concentration behaviour between the smallest and the largest stages of the
virtual coccus, aside from a slight di↵erence in amplitude.
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Figure 7.7: Time series of predator species at stages 5 (2vc, dividing) and 6 (2vc)
(Figure 7.1) of the virtual coccus. This figure contrasts concentration trajectory
behaviour in a pre-division and dividing virtual cell. Time series are shifted to
have identical arrival times so that concentration behaviour is easier to observe.
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(a) Concentration gradient of preda-
tor species within a stage 5 (2vc, di-
viding) virtual coccus
(b) Concentration gradient of preda-
tor species within a stage 6 (2vc) vir-
tual coccus
(c) Concentration gradient of preda-
tor species within a stage 8 (0.5vc)
virtual coccus
Figure 7.8: Concentration gradients of predator species within selected stages
of a virtual coccus. In all three stages the shape of wavefront of concentration
remains similar. The smallest stage (8) displays a higher concentration at the
edges of this travelling wave of concentration.
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Having examined the behaviour of the LVD system inside an enlarging and
dividing coccus we turn our attention to an enlarging bacillus. Figure 7.9 shows
the time series of predator concentration at all stages of the virtual bacillus
(detailed in Table 7.4).
Next we employ the same technique of overlaying results as in Figure 7.6 to
see if there are any di↵erences in concentration behaviour. Figure 7.10 shows
this comparison.
Next, in Figure 7.11 we compare the concentration gradients formed at the
di↵erent stages of an enlarging bacillus.
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Figure 7.9: Time series of predator species at all stages of the virtual bacillus
as seen in Table 7.4. As the length of the bacillus increases, the time of arrival
of the predator species also increases.
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Figure 7.10: Time series of predator species at stages 1 (vb) and 10 (10vb) of
the virtual bacillus. Time series are shifted to have identical arrival times so
that concentration behaviour is easier to observe. Di↵erences between these two
timeseries are small, and so further work may be required to identify if the e↵ect
of lengthening is significant.
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(a) Concentration gradient of predator species
within a stage 1 (vb) virtual bacillus
(b) Concentration gradient of predator species within a stage 5 (5vb) virtual bacillus
Figure 7.11: Concentration gradients of predator species within selected stages
of a virtual bacillus. Nearly identical concentration gradients and wavefront
shapes are observed in both virtual cells.
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The spirillum is the next cell shape explored. Once again we begin by
recording time series of predator concentration at the di↵erent stages of the
spirillum (Table 7.5). It is clear that as the length of the cell increases the time
of arrival of predator species also increases (Figure 7.12).
As in the previous cell shapes, the time series from all stages of the spirillum
are then overlayed such that they all have the same arrival time; this allows
concentration behaviour to be compared with greater ease. This analysis can
be seen in Figure 7.13.
As with the previous cell shapes, the concentration gradients are measured.
These results are presented in Figure 7.14. Whilst the values of concentration
are similar at both stages, small di↵erences in cell shape result in a di↵erently
shaped wavefront of predator species.
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Figure 7.12: Time series of predator species at all stages of the virtual spirillum
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Figure 7.13: Time series of predator species in the largest (4vs) and smallest
(vs) stages of the virtual spirillum. Time series are shifted to have identical
arrival times so that concentration behaviour is easier to observe. The smaller
spirillum results in a concentration profile with a slightly smaller amplitude.
It could be argued that the di↵erences in concentration are negligible. Further
experimentation is needed.
(a) Concentration gradient of predator
species within a stage 1 (vs) virtual
spirillum
(b) Concentration gradient of predator species
within a stage 3 (4vs) virtual spirillum
Figure 7.14: Concentration gradients of predator species at selected stages of
the virtual spirillum
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Finally we turn our attention to hypertrophy in the fried-egg cell depicted
in Figure 7.4. As in previous simulations, we begin by plotting the time series
as recorded at MP in Figure 7.15.
We repeat the analyses from previous cell shapes by aligning the arrival
times from both time series in Figure 7.16.
Concentration gradients in both sizes of fried-egg cell can be seen in Figure 7.17.
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Figure 7.15: Time series of predator species at all stages of the virtual fried-egg
cell as seen in Figure 7.4. The larger virtual cell results in later arrival time.
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Figure 7.16: Time series of predator species in the largest (2vi) and smallest
(vi) stages of the virtual fried egg cell as seen in Figure 7.4. Time series are
shifted to have identical arrival times so that concentration behaviour is easier
to observe. Di↵erences in concentration are slight.
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(a) Concentration gradient of predator
species within a stage 1 (vi) virtual
fried-egg cell
(b) Concentration gradient of predator species within a
stage 2 (2vi) virtual fried-egg cell
Figure 7.17: Concentration gradients of predator species within the stages of
the virtual fried-egg cell. Both stages of the cell result in similar concentration
gradients and wavefront shapes.
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7.1.2 The BMR system
We repeat all of the simulations in the Subsection 7.1.1 but instead we substitute
the LVD system for the Bi-Molecular Reaction (BMR) system.
The virtual coccus is the first cell explored. The time series from all stages
of the virtual coccus are displayed in Figure 7.18.
Next we compare the behaviour of the coccus just before division (Figure 7.1(b))
and just before complete separation (Figure 7.1(c)). The results of this simula-
tion are seen in Figure 7.19.
Concentration gradient heatmaps are also shown in Figure 7.20.
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Figure 7.18: Time series of species C in all stages of the virtual coccus as seen in
Figure 7.1. As the distance between OP and MP increases, the time of arrival
of species C at MP also increases. As expected, smaller cells result in higher
concentrations, which is contrast to results from the LVD system. This is due
to the inability of any of the reactants in the BMR system to make more of
themselves, unlike the LVD system.
202
0 2 4 6 8 10 12 14 16 18
Timestep number #10 4
0
0.5
1
1.5
2
2.5
3
3.5
4
Co
nc
en
tra
tio
n 
of
 S
pe
cie
s C
 (a
rb
. u
nit
)
#10 -4
Stage 7
Stage 8
Figure 7.19: Time series of species C in a dividing cell (stage 5 2vc, dividing)
and a pre-division virtual cell (stage 6, 2vc). A clear di↵erence in concentration
trajectory between the two cells is seen, despite having identical volumes.
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(a) Concentration gradient of
species C within a stage 5 (2vc,
dividing) virtual coccus
(b) Concentration gradient of
species C within a stage 6 (2vc)
virtual coccus
(c) Concentration gradient of
species C within a stage 8 (0.5vc)
virtual coccus
Figure 7.20: Concentration gradients of species C within selected stages of a
virtual coccus. Concentration gradient di↵ers between all stages, although the
shape of the wavefront remains the same.
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Next we turn our attention to an enlarging bacillus. Figure 7.21 shows the
time series of species C concentration at all stages of the virtual bacillus (detailed
in Table 7.4).
Figure 7.22 shows concentration gradients captured in stages 1 and 5 of the
virtual bacillus. Predictably in the larger virtual cell the concentration is lower.
In both images the shape of the wavefront is identical.
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Figure 7.21: Time series of species C in all stages of the virtual bacillus. As the
length of the bacillus increases, the time of arrival of species C also increases.
Peak concentrations and reaction trajectories are markedly di↵erent between the
di↵erent stages of the bacillus. As the cell becomes longer the peak concentration
drops and the reaction trajectories become “flattened”. As in Figure 7.18 the
di↵erences in reaction trajectory are much more apparent than in the LVD
system. Smaller stages of the virtual cell result in higher peak concentrations
and faster progression of reactions.
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(a) Concentration gradient of species C within
a stage 1 (vb) virtual bacillus
(b) Concentration gradient of species C within a stage 5 (5vb) virtual bacillus
Figure 7.22: Concentration gradients of species C within selected stages of a
virtual bacillus
We continue our analysis of the BMR system by examining its behaviour
within a spirillum of changing size. The stages of the virtual spirillum are de-
tailed in Table 7.5. Figure 7.23 shows the time series of species C concentration
in all stages of the virtual spirillum.
Figure 7.24 shows concentration gradients in di↵erent sizes of spirillum.
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Figure 7.23: Time series of species C in all stages of the virtual spirillum as
seen in Figure 7.3. As the length of the spirillum increases, the time of arrival
of species C species also increases. Di↵erences in concentration trajectory are
also apparent, with stages of smaller volume giving rise to faster reactions and
higher peak concentrations.
(a) Concentration gradient of species C within a stage 1 (vs) virtual spirillum
(b) Concentration gradient of species C within a stage 3 (4vs virtual spirillum
Figure 7.24: Concentration gradients of species C within selected stages of a
virtual spirillum. Di↵erently sized virtual cells result in di↵erent concentration
gradients.
208
This process is repeated one final time for the fried-egg shaped cell depicted
in Table 7.6. We begin by plotting the time series of species C in Figure 7.25.
The concentration gradients for this cell shape are shown in Figure 7.26.
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Figure 7.25: Time series of species C in all stages of the virtual fried-egg cell.
The pattern of increasing volume within the BMR system repeats itself with
larger cells showing later arrival time, a slower reaction rate and a lower peak
concentration.
210
(a) Concentration gradient of species C within a stage 1 (vi) virtual fried-egg
cell
(b) Concentration gradient of species C within a stage 2 (2vi) virtual fried-egg cell
Figure 7.26: Concentration gradients of species C within selected stages of a
virtual fried-egg cell. The smaller cell results in greater concentrations, but in
both stages the wavefront shape is the same.
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7.2 Elongation
The final set of simulations in this chapter examines reaction system behaviour
within a virtual bacillus undergoing elongation in response to an environmental
stimulus such as nutrient deficiency. To quantify the degree of elongation, we
define the “‘Fatness” or “f” parameter which is equal to the new height of the
elongated bacillus divided by its old height (Equation 7.1).
f =
heightnew
heightold
(7.1)
simultaneously:
volumeold = volumenew (7.2)
No matter the height or length of the bacteria, the volume is kept constant.
elongation is a continuous, rather than a discrete process, however here we
measure reaction trajectories at 4 stages as show in Figure 7.27. These four
stages represent “fatness” constants 1, 12 ,
1
4 ,
1
8 . Time series at all of the stages
in Figure 7.27 are measured when simulating both the LVD and BMR reaction
systems. As in the previous examples, time series are measured at MP and
concentration gradients are captured when a specific chemical species reaches
MP. Concentration gradient images are 2D slices of the 3D cell. In all gradients,
the red subvolume denotes the OP and green subvolume the MP.
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(a) Stage 1: virtual cell of f ratio 1
(b) Stage 2: virtual cell of f ratio 1/2
(c) Stage 3: virtual cell of f ratio 1/4
(d) Stage 4: virtual cell of f ratio 1/8
Figure 7.27: Figure shows initial configurations of a virtual bacillus in di↵erent
stages of elongation. Images are a 2D slice of the 3D cell. In all images the red
subvolume denotes the OP and green subvolume the MP
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7.2.1 LVD
First, we simulate the LVD system within the four stages of the elongating
bacillus. The results from this set of simulations are shown in Figure 7.28.
It is unclear whether concentration trajectory is altered by di↵erent f ratios
in Figure 7.28. Therefore, we re-plot the results from Figure 7.28 shifting the
timeseries so that they posses the same starting point - this analysis is seen in
Figure 7.29.
Finally, we compare concentration gradients at all stages of elongation.
These results are seen in Figure 7.30 and the peak concentrations at all points
in the virtual cell are shown in Table 7.7.
Table 7.7: Peak concentration of predator species in the elongating virtual cell
f ratio Peak concentration, predator species
1 4.69
1
2 3.928
1
4 4.361
1
8 4.44
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Figure 7.28: Figure showing the reaction trajectories at all stages of the virtual
cell as seen in Figure 7.27. Despite conserving the cell’s total volume, the longer
the cell, the later the arrival time.
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Figure 7.29: Figure showing the reaction trajectories at all stages of the moving
virtual cell as seen in Figure 7.27. Timeseries shifted so that they have same
arrival time. The smaller the f ratio, the more the predator species concen-
tration time series is damped. As the f ratio decreases, the e↵ect on damping
behaviour decreases.
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(a) Stage 1: virtual cell of f ratio 1
(b) Stage 2: virtual cell of f ratio 1/2
(c) Stage 3: virtual cell of f ratio 1/4
Figure 7.30: Figure shows concentration gradients in a virtual Coccus in dif-
ferent stages of elongation. The virtual cell at f ratio 1/8 is not shown as the
width of the cell is too small to be meaningful. As the coccus elongates into a
bacillus, the shape of the wavefront changes.
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7.2.2 BMR
We now repeat the elongation experiments seen in Figure 7.28, substituting the
LVD system for the BMR system. The results from this set of time series are
seen in Figure 7.31.
Figure 7.32 shows concentration gradients at the di↵erent stages of elonga-
tion process as species C arrives at MP. Table 7.8 records the peak concentra-
tions in the cell at this point.
Table 7.8: Peak concentration of species C in the elongating virtual cell. A non
linear response of concentration to f ratio is observed.
f ratio Peak concentration, species c
1 0.002322
1
2 0.001663
1
4 0.001848
1
8 0.002366
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Figure 7.31: Time series of species C at all stages of the virtual cell as seen in
Figure 7.27. Elongating the cell results in di↵erent reaction trajectories.
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(a) Stage 1: virtual cell of f ratio 1
(b) Stage 2: virtual cell of f ratio 1/2
(c) Stage 3: virtual cell of f ratio 1/4
(d) Stage 4: virtual cell of f ratio 1/8
Figure 7.32: Figure shows concentration gradients in a virtual Coccus in dif-
ferent stages of elongation. Concentration gradients, peak concentration val-
ues and wavefront shape di↵er in these figures. A circular wavefront is pre-
sented in Figure 7.32(a) along with the highest peak concentration. Stages
2 (Figure 7.32(b)), 3 (Figure 7.32(c)) and 4 (Figure 7.32(d)) present straight
wavefronts. As f ratio increases a non-linear response to peak concentration is
observed (Table 7.8
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7.3 Analysis of results
In this chapter, we have modelled how processes that change the shape of the cell
alter cellular dynamics. We divided the simulations into two motifs, those that
change shape and do not conserve volume and those that change shape and do
conserve volume. When considering the e↵ect of cell size upon reaction-di↵usion
systems, the choice of reaction system is very important.
Within the LVD system, very little di↵erence in reaction trajectory or con-
centration gradient is achieved by increasing or decreasing the size of the virtual
cell. When a change in cell size does cause the trajectory to change, there is
a slight change in concentration timeseries amplitude. When considering pro-
cesses that change the geometry of the cell, it would appear that only processes
that change the shape, rather than the size of the virtual cell, have much of an
impact on the LVD timeseries. The only major di↵erence in concentration tra-
jectory occurs when the coccus divides. This process changes the shape rather
than just changing the volume. Peak concentrations are the only universally
sensitive metric (as recorded in the peak concentration tables), varying in a
non-intuitive fashion.
Behaviour in the BMR system is markedly di↵erent. This is due to the
lack of feedback mechanism within the BMR system; neither species A, B or C
can produce more of themselves without other reactants. As expected, smaller
cells result in faster reactions and higher peak concentrations than larger cells.
There are however, some unexpected exceptions to this; the dividing coccus
results in a di↵erent reaction trajectory to the pre-division coccus despite being
of identical volume. The lack of feedback behaviour has a similar e↵ect on
the concentration gradients. Larger cells result in lower concentrations in the
heatmaps, but the wavefront shapes are similar. Reaction trajectory, wavefront
shape and concentration gradient are all much more sensitive in the BMR system
than the LVD system.
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CHAPTER 8
Conclusions
In this thesis we have systematically explored the e↵ect that spatial config-
uration has on simulated biological pathways. The three aspects of spatial
configuration that have been explored are:
• external cell shape
• internal cellular organisation
• processes that change the shape of the cell
We have shown how the outcome of two abstract simulated pathways varies
with each of these aspects of morphology. This chapter reviews the contributions
made in this thesis with respect to the research questions in chapter 1, identifies
conclusions that can be drawn across all three results chapters (5, 6, 7) and
identifies directions for future work.
8.1 Contributions
Quantifying the responses of simulated biological pathways to com-
mon bacterial cell shapes
In chapter 4, we showed how the three common bacterial shapes cocci, bacilli,
and spirilli alter the behaviour of two simulated biological pathways. Bacterial
cells take on a bewildering variety of external shapes but the shapes listed above
are the three most common. We showed which physical properties of the model
pathway change when the cell shape changes; specifically, wavefront shape, peak
concentration, concentration gradient and concentration distribution are all af-
fected by the shape of the cell. Furthermore, we showed that these responses not
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only depend on the shape but on the reaction system themselves. Concentration
gradients, peak concentration and concentration distribution display markedly
di↵erent patterns of response to the di↵erent pathways. However, the shape of
the travelling wave of concentration (the wavefront shape) is comparable across
cells of the same type when the choice of simulated pathway is di↵erent. Finally
we demonstrate the resistance of a third type of simulated reaction pathway to
discontinuities in the virtual cell environment. From these simulations we can
draw five conclusions.
First, di↵erent bacterial shapes alter the behaviour of reaction-di↵usion sys-
tems, even when controlling for internal volume. In both reaction systems,
changing the shape of the cell resulted in changes in all of the recorded metrics.
Second, some reaction systems are more sensitive to external cell shape than
others; in the Lotka-Volterra-Di↵usion (LVD) system, changing the shape of
the cell has a large impact on the spatial pattern of concentration, but has
less impact on absolute concentration. On the other hand, the Bi-Molecular
Reaction (BMR) pathway produces identical patterns of concentration with far
greater di↵erence in absolute concentrations. As a final example of this phe-
nomenon, the Turing system di↵ers very little in terms of pattern of concentra-
tion or indeed in terms of absolute concentrations.
Third, wavefront shape is, at least in part, dictated by the external shape
of the cell (rather than choice of reaction system), as wavefront shapes were
strikingly similar across the reaction systems in identical cell shapes.
Fourth, reaction trajectories can belay the complex interactions that are
taking place in the cell. Results in this chapter show that both metrics of cell
behaviour are necessary for an accurate description of the cell.
Quantifying the responses of simulated biological pathways to com-
mon configurations of internal cellular organisation
In chapter 5, we demonstrated how the internal organisation of a virtual cell
could alter the outcome of two simulated pathways. The internal organisation of
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cells varies not only between cells of di↵erent types but also within those of the
same type. Di↵erences in organisation between cell types are often explained
by the cell’s role. In cells of the same type, some variation is natural and to be
expected. However, irregularities in the size, position and number of some types
of organelle are thought to play a role in some non-infectious diseases. In this
chapter, we systematically explored the impact of internal cellular organisation
by decomposing it into three aspects: Nuclear to Cytoplasm (NC) ratio, nuclear
position and distribution of internal cellular volume. Numerical simulations that
explored these parameters were run for both the LVD and BMR system. It is
found that concentration gradients, reaction trajectories, peak concentrations
and times of arrival at the other side of the virtual cell are all dependent on
internal organisation in simulated cells.
The results from this chapter can be summarised into four main observations.
First, changing the size of centrally positioned nucleus alters the simulated re-
action pathways in di↵erent ways. As the NC ratio increases, a trend in the
peak concentration produced in both reaction systems is found - the response
of the systems are not random.
Second, simulated pathways respond to nuclear positioning in di↵erent ways.
In the LVD system, at equivalent NC ratios, nuclei positioned either centrally,
or at the origin or measurement points of the simulated pathway result in higher
concentrations than at any other point in the cell. As the NC ratio increases,
the di↵erences in these concentrations also increases. In addition, at higher NC
ratios, some nuclear positioning can result in very heavy damping of the LVD
system, nearly destroying its oscillatory nature. In the BMR system, the exact
converse is true with those special positions resulting in lower concentrations
than at any other point in the cell and as NC ratio increases the di↵erences be-
tween these measurements decreases. Further di↵erences between the reaction
systems are found when we are presented with concentration gradient results.
Repositioning the nucleus dramatically alters wavefront shapes in the LVD sys-
tem while not modifying concentration gradient to an appreciable degree. In the
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BMR system, wavefront shape is relatively una↵ected by nuclear position while
concentration gradients are altered. On aggregate, we find the LVD system to
be more sensitive to nuclear position.
Third, distribution of internal volume changes the outcome of the two sim-
ulated pathways in di↵erent ways. It is again observed that (i) the LVD system
is more sensitive to distribution of volume than the BMR system and (ii) this
sensitivity increases in magnitude as the Structure to Cytoplasm (SC) ratio
increases. At an SC ratio of 20%, there is little di↵erence between reaction tra-
jectories in either system. At an SC ratio of 50%, di↵erent random configura-
tions of internal organisation result in completely di↵erent oscillatory behaviour
in the LVD system, with damping behaviour dramatically a↵ected. The LVD
system reaches an equilibrium faster than the BMR system. There is a small
increase in sensitivity within the BMR system when going from 20% to 50% SC
although reaction trajectories remain mostly similar.
Finally, provided that the internal structures have impermeable membranes,
greater SC (structure to cytoplasm) ratios increase the time it takes for a simu-
lated chemical to cross the cell. This is true when comparing virtual cells with
similar internal organisation i.e. all cells possessing randomly positioned nuclei,
or all cells possessing distributed internal volume, or all cells having a centrally
positioned nuclei. This is the only result that is independent of the choice of
reaction system.
From these observations we are able to draw three conclusions. First, it is
clear that alone, the reaction system representing a biological pathway is not
enough to predict behaviour. This is not a new claim, but we have measured the
di↵erent sensitivities to spatial organisation in two common motifs for reaction
systems in biological cells. In the vast majority of our results in this chapter it
is apparent that there is no single rule that will predict the behaviour within
both reaction-di↵usion systems when subject to a change of one of the spatial
variables.
Second, our results suggest that it is the interaction of cell structure and
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reaction parameters that dictate the biochemical behaviour of the cell. Cells
may tune their reaction performance by the behaviours identified in chapter
2 to account for their internal organisation. In situations where the cell must
change its internal organisation, for example when growing or dividing, reaction
parameters may be constantly changed in reaction to this.
Third, on a related note, these results imply that cells may adopt di↵erent
structures to achieve the same moderating behaviour for di↵erent pathways.
However, it seems more likely that reaction and di↵usion parameters are adapted
to the geometry of cell to produce the required outcome. In real cells there
are of course multiple reaction systems that may all require their behaviour
moderating; given that cells do not change shape in-between the execution of
every reaction pathway it is possible that the final shape is a compromise.
Quantifying the responses of simulated biological pathways to com-
mon processes that alter morphological configuration
In chapter 6, we show through simulation how natural processes that change
the morphology of a cell can alter the dynamics of pathways taking place in
them. Natural cells rarely maintain a constant shape throughout their life, but
instead change from one shape to another in order to best suit their environment.
Simulations in this chapter fall into two categories; those who simulate processes
where the basic external shape of the cell remains unchanged but the volume
changes, and those in which the external shape of the cell changes, but volume
is conserved.
Our simulations show that processes of the former type (hypertrophy and
atrophy) rarely a↵ect the dynamics of the simulated cell. On the other hand,
we show that processes of the later type - that do change the shape of the cell
- have the potential to change behaviour.
Our results can be synthesised into two observations.
First, in simulations of processes that do not conserve volume (hypertrophy
and atrophy within a model coccus, bacillus, spirillum and irregular cell), the
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responses of the LVD and BMR reaction systems are di↵erent. In the LVD sys-
tem, both the reaction trajectories and concentration gradients do not respond
to atrophy or hypertrophy. These results are di↵erent for the BMR system with
cell dynamics being a↵ected. As the model cells become larger, peak concen-
trations decrease, whilst maintaining reaction trajectory shape, and gradients
become less pronounced.
Second, in processes that change the shape, of the cell dynamical response
depends on the choice of model pathway. When changing the shape of the cell,
the signal produced by the LVD system is often damped, producing di↵erences in
peak concentration, whilst in most results the gradient of concentration remains
similar. In the BMR system, changes in shape result not only in di↵erences in
reaction trajectory, but large di↵erences in concentration gradient.
From these observations we can draw three conclusions. First, processes that
change the morphology of the cell have the potential to completely change cell
dynamics. However, this depends both on the type of morphological change and
the reaction system. Reaction systems with feedback mechanisms such as the
LVD system are nearly immune to changes in size of cell, as one of the reaction
components can make more of itself without other reactants. Concentration
conservative reaction systems such as the BMR system do respond to changes
in size because of their lack of ability to self regulate.
Second, changing the size of the cell can serve as a control mechanism for
cell dynamics. In non-volume conservative processes, changing the morphology
of the cell can change the rate of reaction. In the BMR system, smaller reaction
vessels result in faster rates of reaction, whilst maintaining the trajectory motif.
Along with enzymatic control (discussed in chapter 2), this could allow the cell
more control over its destiny. On the other hand, if the cell needs a process
to occur consistently no matter its size, for example, a metabolic process in a
muscle cell, which may regularly undergo hypertrophy and atrophy, then that
cell may have evolved to use a reaction system with a feedback mechanism
so that it is robust to that sort of change. With this in mind is seems more
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likely that reaction and di↵usion parameters have been adapted to the shape
of the cell, rather than the other way around. Satisfactorily determining which
direction(s) causality between these two flows will require a variety of further
work.
Third, changing the shape of the cell can serve as a control mechanism for
cell dynamics. In non-volume conserving processes, changing the morphology
of the cell can change the pattern of the reaction. Volume sensitive reactions,
such as the BMR system, have the motif of their reaction trajectory completely
changed when the cell changes shape. In addition, this simple pathway can give
rise to complex concentration gradients behaviour when the shape is changed.
Oscillatory systems have the potential to be controlled in interesting ways by
changing their shape. Filamentation in particular is responsible for a damping
e↵ect.
8.2 General biological implications
Biologists are interested in factors that a↵ect cellular function. Traditionally,
computational modellers have approached this issue by studying the e↵ects of
changes to metabolic networks. Metabolic networks in their turn are controlled
by changes to reaction concentrations and constants. These in their turn are
tuned under the influence of networks. Altering the cell’s metabolism is strongly
implicated in disease or other organism malfunction. This thesis, on the other
hand, shows another way in which changes to cellular function can be regulated,
this time indirectly, by changing the morphology of the cell, internally and
externally.
In all chapters of this thesis, we have examined how changes in morphology
can induce significant changes in cellular dynamics. In particular, we have seen
that changes in internal organisation have the potential to make the greatest
di↵erence in behaviour. Even morphological features that have less of an e↵ect
on pathway dynamics, for example hypertrophy in cells with feedback reaction
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systems, could have e↵ects on overall cell behaviour due to the interrelated,
complex nature of biochemical networks. As alluded to in the conclusions for
individual research questions, there is a strong possibility that metabolic pa-
rameters had to be tuned to deal with evolutionary changes in cell morphology.
The grounds for this conclusion are further strengthened when we consider, that
within a single cell, many thousands of reactions take place, but the cell only
has one morphology at a particular point in time.
Modelling the e↵ects of morphology upon real cellular pathways could a↵ord
us the opportunity to identify specifically how structural changes can lead to
disease. A detailed model of a particular cell and reaction system could help
identify morphological markers as a diagnostic measure.
As discussed in the introduction, a bacterium’s shape is crucial to its metabolic
processes. Our work has examined metabolic e↵ects caused by this shape
change. Our investigations give biologists a handle on reaction regulation brought
about by this behaviour.
8.3 Limitations and Further work
The work presented here explores a new way of studying cellular function, made
possible by the recent explosion of computational power made available easily
and cheaply. This initial study looked primarily at a few morphological features
and explored a few abstractions of both cells and reactions, but we envisage an
immediate applicability to more realistic scenarios:
8.3.1 The shape of internal cellular structures has not
been modelled
In this thesis we quantified the response of simulated pathways to three aspects
of cell morphology: (i) external cell shape (ii) internal cellular organisation and
(iii) processes that change the morphology of the cell. These simulations were
performed with detailed external cellular shapes, but with abstract representa-
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tions for the innards of the cell - which demonstrated the greatest potential for
control. Variably sized spheres were used to represent all organelles and other
inclusions. However, natural cells, both eurkaryotic and prokaryotic, display an
enormous variance in organelles morphology; the fibres that give the cytoplasm
its structure, known as the cytoskeleton, are long thin pieces of biological scaf-
folding, the endoplasmic reticulum takes on a highly “folded” appearance and is
studded with small ribosomes and Golgi apparatus. New simulations in this field
should further refine our understanding of how internal cellular configuration
alters the behaviour of pathways by modelling these organelles as they appear
in vivo. Such simulations could also start to answer the question of “How much
detail is enough?” Do cells need to be modelled as a true intracellular space to
gain the greatest insights, or are abstractions of internal shape enough?
8.3.2 Varying initial position
The simulations in thesis initially locate pathway chemicals at one side of the
cell and measure concentration at the other. Experiments in Chapter 5, in
which the initial location of the chemicals is moved to the centre (modelling a
signalling pathway that starts at the nucleus and travels out through the cell)
show that other starting locations are also sensitive to cell shape. The timeseries
of concentration recorded in the Coccus is especially dependant on the starting
location. While these results are exciting, there are many other realistic initial
pathway chemical locations that could be modelled. One example of future
work could simulate signalling molecules entering the cell from all directions
and propagating toward the nucleus.
8.3.3 The response of a specific cellular system to a range
of plausible cell morphologies
This thesis has successfully quantified the response of two abstractions of cellu-
lar pathways to a wide range of morphologies. Future simulations might instead
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faithfully recreate the dynamics of one particular pathway of interest, and sim-
ulate it in a smaller, but more representative, range of morphologies of the
host cell. Suitable cells may include those with particularly interesting internal
configurations or those that change their shape frequently, such as a neutrophil.
8.3.4 Integrating with cell imaging data
Cells have intricate internal structures, and imaging techniques such as super
high resolution imaging and photo-bleaching [Ball et al., 2012], capable of cap-
turing them in enough detail to discern 3D geometry, have the potential to
greatly enhance spatial simulations of cells. These techniques are still in an
experimental and low throughput stage and consequently no robust methods
exist to gather a large amount of empirical statistics on cellular geometry. Once
available, this geometric data could be employed to greatly enhance the level of
detail in cellular dynamics simulations. Without the empirical data on which
to base detailed simulations, it has been argued that the field of cell dynamics
simulation is limited [Gibson and Gibson, 2009].
Even when these parameters have been found, the conversion of experimental
data into simulation parameters can prove quite challenging in terms of setting
up the in silico initial conditions: it is di cult to specify three-dimensional
shapes and distributions in an intuitive way. One approach is to use image pro-
cessing algorithms to extract qualitative features from microscopy images and
videos at the same time as noise-reduction algorithms are applied. As an exam-
ple, PhenoPlot [Sailem et al., 2015] enables the automatic, accurate translation
of high resolution microscopy images of cells to convenient glyph based represen-
tations of the cell in terms of features such as nuclear texture and size, degree of
roundedness, etc. These features can then be used to tailor the characteristics
of the virtual cell to be simulated using Reaction-Di↵usion Cell (ReDi-Cell).
Thus, with these combined techniques the simulation of more realistic systems
within an integrated experimental/computational cycle becomes feasible.
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8.4 Final remarks
While quantitative models of metabolic and genetic networks have provided a
lot of insight into cellular function in the last few years, they do not provide a
full picture. In this thesis, we provide an in-depth study of the importance of
considering morphological features, such as shape of cells and internal configu-
ration. This has been done by quantitative simulations of abstract models, but
the results demonstrate that such morphological detail must be considered in
order to create truly accurate models, even though they increase the computa-
tional cost of modeling and simulation. We demonstrate how a reaction-di↵usion
system can be used alongside a mechanism to specify three-dimensional infor-
mation, and our use of easily available General Purpose Graphics Processing
Unit Computing (GPGPU) points the way to how modeling can be increasingly
accurate with currently available resources. In this thesis, we have addressed
the lack of precise cellular geometry information by simulating abstract, general
geometries. The virtue of performing this type of simulation is that instead
of drawing conclusions about specific systems we are able to draw conclusions
about how morphology a↵ects cells in general. We hope our results encourage
the development of better models which can aid in improved understanding of
biological processes.
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Appendices
8.5 ReDi-Cell
This section outlines the structure of the simulation, ReDi-Cell, used in this
thesis to generate results in Chapters 5, 6 and 7.
8.5.1 Simulation input
The simulation environment generation begins with parameters describing the
total size of the simulation environment, number of chemicals, initial values of
concentration, initial concentration location, spatial step size and timestep size.
The size information is used to generate the geometry matrix.
The geometry matrix
The geometry matrix is a 3D matrix that describes the virtual environment in-
side the simulation. The environment external to the cell, and the cell itself are
both represented. ReDi-Cell is able to approximate three di↵erent primitive cell
shapes. These shapes are generated in 3D space, from equations describing geo-
metrical primitives. In situations where one primitive will not su ce composites
are formed. For example, Bacilli are best approximated by the mathematical
definition of a capsule; they can be built as a composite of a cylinder and two
hemispheres. This geometry information is stored in the geometry matrix. Each
location is given one of two values; empty space (in which chemical can exist) or
organelle space (into which chemicals may enter/exist). These values inform the
boundary conditions in the simulation and the writing of visualisation output
files.
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The di↵usivity matrix
The di↵usivity matrix is a 3D matrix that describes di↵usivity at all points
within the simulation environment. The di↵usivity matrix is the same size as
the geometry matrix. Each location within this array contains another array,
the values of which are the di↵usivity constants for each chemical species at that
location in the simulation environment. Values within the array are informed by
the geometry matrix. This structure allows di↵erent chemicals to move through
the simulation environment at di↵erent rates. For example, an organelle might
permit one chemical to move through it slowly, whilst being impermeable to
another.
The concentration matrix
The concentration matrix is a 3D matrix that describes the concentration of
chemicals at all points within the simulation environment. The concentration
matrix is the same size as the geometry matrix. Each location within this array
contains another array, the values of which are the values of concentration for
each chemical species at that location in the simulation environment. Values
are set by the user at the start of simulation.
8.5.2 Computation
GP-GPU and CUDA
The GPU is a specialised processor that was originally designed to render 3D
graphics in real time. Rather than containing a few powerful cores, the GPU is
a highly parallel multi-core processor containing very many light weight cores.
This architecture is known as Single Instructure Multiple Data (SIMD). SIMD
processors are well suited to processing large chunks of data if each small, indi-
vidual piece of data has the same computation applied to it. This new method
of computation is known as General Purpose Graphics Processing Unit Com-
puting (GPGPU).
255
The CUDA language is the Nvidia corporation’s API for performing GPGPU
upon Nvidia GPUs. In an ideal use scenario, data is transferred from the host
memory to the device (the GPU). Then, many threads are run, each processing
a small piece of the data, ideally using a lightweight algorithm that does not
exhibit branching. Results are stored in the device memory and then transferred
back to the host memory. Transfer speeds are slow and so attempts are made
to limit them whenever possible. When the amount of data is so large that it
cannot fit in device memory additional transfers are inevitable.
The CUDA API is processed according to C++ syntax rules. CUDA code
is separate from the main program code. It is compiled to a compute Kernel
that is called from the main program at the appropriate time.
The number of threads that can be run at once is limited by the number
of multiprocessing units a GPU possesses; each multiprocessor can run 768
threads at once. That means that a GPU with 28 multiprocessors can run
768 ⇤ 28 = 21504 threads at once. Any addition threads that are scheduled will
need to wait. Threads of execution are organised into blocks. A single block
is executed by a single multiprocessor. Blocks can be organised in 1,2 or 3
dimensions depending on the nature of the problem. It doesn’t matter how the
threads are organised, 768 is the maximum number of threads that can be run.
If more threads than 21504 are required then then more blocks are needed. If
this is the case then those blocks will have to wait to be executed. Once running
on the device each thread uses its index in the grid of blocks and threads to
determine which part of the data it should process.
Main simulation loop
In this section we describe the algorithm that launches the compute kernel.
During the simulation, data is written to the disk for o✏ine analysis. Transfer-
ring data to and from the GPU is expensive and thus writing to disk every time
step can degrade performance. Therefore we compromise, transferring data and
writing to the disk at configurable intervals.
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The execution of time steps is “batched” together in configurable output
intervals. Execution is paused between batches whilst results are written to the
disk. The larger the batch size the faster the simulation will run overall. Time
step batch sizes of 500 steps are commonly used in this thesis, which provides
a good trade-o↵ between speed and output granularity.
The program has two stages: The main simulation loop, that launches the
kernel, and the kernel itself. The kernel launcher runs on the CPU, it divides
the simulation into batches and writes output to the disk. The kernel runs on
the GPU and is responsible for executing the reaction process in parallel and
then the di↵usion processes in parallel across all of the GPU cores.
Here we show the main simulation loop:
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macro timesteps = total simulation length/output interval;
while macro timesteps have not been completed do
Launch Kernel;
Write visualisation file using concentration and geometry matrices;
Write concentration timeseries;
end
Algorithm 1: The main simulation loop
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The Kernel
The Kernel runs on the GPU and is where the reaction-di↵usion algorithm is
run. A single timestep within the kernel consists of a di↵usion process and a
reaction process. First, the ODEs representing the reactions are solved. This
process occurs over each part of the cell in which di↵usion is allowed to take
place. Then the di↵usion equation is solved for each reagent, again in the ap-
propriate parts of the cell. This process is known as operator splitting. This
technique works by separating the original equation into its constituent terms
over a single timestep, computing the solutions to each term, and then combin-
ing the individual solutions to form a solution to the original equation. This
technique is commonly encountered when solving convection-di↵usion PDES,
where convection and di↵usion are solved separately [Glowinski et al., 2017].
Many reaction or di↵usion events are run at the same time, instead of one after
the other In a single time step, all reaction events are run after all di↵usion
events have taken place.
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Identify thread index;
Copy geometry matrix to GPU;
Copy concentration matrix to GPU;
Copy di↵usivity matrix to GPU;
while micro timesteps have not been completed do
Perform reactions on old concentration matrix and store in new
concentration matrix;
Perform di↵usion on old concentration matrix and store in new
concentration matrix;
Copy new concentration matrix to old concentration matrix;
Append timeseries to bu↵er;
end
Copy concentration matrix back to host;
Copy timeseries bu↵er back to host;
Algorithm 2: The reaction-di↵usion kernel
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8.5.3 Output
ReDi-Cell outputs visualisation files to be viewed in VisIt. Cell geometry and
concentration data are written to the same file. ReDi-Cell also outputs time-
series of concentration in CSV format. These are plotted using MATLAB.
8.5.4 performance
In terms of speed, we find that ReDi-Cell can perform approximately 24x faster
than VCell when running a Bi-Molecular Reaction (BMR) simulation inside a
coccus.
8.6 Choice of Di↵usion Coe cients
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Molecule Medium Di↵usion Coe cient (µm2/s)
H+ Water 7000
H2O Nucleus of Chicken Erythrocyte 200
protein (⇡ 30kDa GFP ) eukaryotic cell (CHO) cytoplasm 30
protein (⇡ 30kDa ) E. coli cytoplasm 7-8
morphogen (bicod-GFP) D. melanogaster embryo cytoplasm 7
protein (⇡ 40kDa ) E. coli cytoplasm 2-4
protein (⇡ 70-250 kDa ) E. coli cytoplasm 0.4-0.2
protein (⇡ 140 kDa Tar-YFP ) E. coli cytoplasm 0.2
protein (⇡ 70 kDa LacY-YFP ) E. coli cytoplasm 0.03
mRNA various locations 0.005-0.001
Table 8.1: Table of di↵usion coe cients representative of cellular environments.
Reproduced from [Milo and Philips, 2016]
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The value of the di↵usion coe cient for a chemical species can dramatically
alter the behaviour of the reaction-di↵usion system associated with it. Despite
the di culty in measuring di↵usion coe cients some values of biologically rel-
evant entities have been recorded in the literature; a compilation of common
cellular chemicals with their di↵usion coe cients can be found in [Milo and
Philips, 2016]. Cellular di↵usion coe cients are proportional to both the mass
of the species and to the density of the medium through which they travel, re-
sulting in a wide range of values. For example in the data in [Milo and Philips,
2016] di↵usion coe cients range from 7000µm2/s for H+ ions to 0.001µm2/s
for mRNA. Di↵usion coe cients for protein translocation within the cytoplasm
have been measured in E. coli to be between 30µm2/s and 0.03µm2/s. In this
work we simulate abstracted signalling and metabolic pathways both of which
can involve proteins of varying size; with this in mind we choose di↵usion coe -
cients of 1 and 0.1 representing values in-between the minimum and maximum
orders of magnitude for protein di↵usion. These values represent biologically
realistic di↵usion coe cients for the types of systems that we are interested in
exploring. We reproduce a portion of the di↵usion coe cients reported in [Milo
and Philips, 2016] in Table 8.1.
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