Abstract-A recently developed control scheme for approximately optimal control of nonlinear systems is the so-called Convex Control Design (ConvCD) methodology, that transforms the control problem of generic nonlinear systems into a convex optimization problem. The ConvCD approach constructs a polynomial controller approximating the optimal control law: such design does not provide a scalable controller as it requires the use of a polynomial controller, which is not scalable, especially in large-scale applications. This problem is overcome in this paper by modifying the ConvCD formulation so that the optimal control law is approximated with a Multi-Controller with Mixing: that is, the polynomial controller is substituted by linear control elements plus mixing signals that are responsible for smoothly switching from one linear element to another. The stability properties of the Multi-Controller with Mixing are analyzed and an iterative approach is proposed to solve the resulting optimization problem. The resulting procedure aims at the development of a scalable and modular architecture for nonlinear systems, in order to allow for easier implementation and re-configurability. A numerical example is used to show the effectiveness of the method.
I. INTRODUCTION
Despite the impressive recent advances in the control design for nonlinear systems, the problem of providing a scalable, practically feasible, optimal controller has not found yet a definite answer even for systems of small or mediumscale. Since computing the optimal controller actions is in general an NP-complete problem and thus impossible to be implemented in real-time, there has been recently a significant effort and research activity towards designing and implementing controllers that are approximately optimal, i.e., providing a control design that is both practically feasible and approximates the performance of the optimal controller at a satisfactory level [1] , [2] . Recently, an alternative method for the approximately optimal control of nonlinear system has been developed, the so called Convex Control Design (ConvCD) methodology [3] , [4] , [5] . Contrary to the existing approaches, the ConvCD methodology converts the problem of constructing an approximately optimal controller into a convex optimization problem. Such a conversion is made possible by combining approximation tools, semi-definite programming optimization principles and the concept of Control Lyapunov Function. The controller resulting from the ConvCD procedure is a polynomial controller which approximates the optimal control law: unfortunately, due to its polynomial structure such a controller is not scalable, which can prevent the effective implementation of such scheme, especially in large-scale applications.
The European Commission research project AGILE [6] is studying nonlinear adaptive schemes which could be practically implementable and evaluated using real-life largescale systems. One of the elements of the project under study consists of using the ConvCD method in order to develop scalable controllers. In this paper the original ConvCD formulation is modified in order to replace the polynomial controller a Multi-Controller with Mixing (MCM), which is composed by linear control elements plus mixing signals that are responsible for smoothly switching from one linear element to another. The Multi-Controller with Mixing is found by solving iteratively a series of convex optimization problems. Using this formulation, called I-ConvCD-MCM, the computational requirements of the resulting controller are similar to those of a linear controller, thus allowing for a practically feasible and efficient design for the control of Large-scale systems.
The paper is organized as follows: in Section II the ConvCD approach is briefly described and its main features are underlined. In Section III the ConvCD approach is modified in order to employ the mixing control architecture, and the IConvCD-MCM procedure is exposed. A numerical example is presented in Section IV to show the effectiveness of the method.
II. A CONVEX METHOD FOR THE CONTROL OF NONLINEAR SYSTEMS
ConvCD assumes that the system dynamics evolve according to the differential equation of the forṁ
which is standard in the nonlinear optimal control literature, and describes a wide class of nonlinear systems. Without loss of generality we assume the origin as the equilibrium-point, i.e., f (0) = 0. The objective is to design a state-feedback control law u = k(x) so that the closed-loop system is stable and the following optimization criterion is optimized
In (1) and (2), x, u are the vectors of system states and controls, respectively, f , g and Π are nonlinear smooth vector functions, and Π(0) = 0. Due to the approximation techniques involved, by stability of the closed loop system is meant semi-global stability. The optimization criterion (2) can be extended to consider optimization criteria that also depend on the control inputs u. This can be done by adding the pre-compensatoru = v, where v is the new control input, and by augmenting the system dynamics (1) appropriately. The application of the Hamilton-Jacobi-Bellman (HJB) equation to the above problem results in the following equation
where V is the optimal-cost-to-go function and u * is the optimal control.
As a first step, ConvCD approximates V , Π, f , u * using polynomial approximators:
where z(x) is a vector of monomials of order L; P , Q, Φ and Θ are constant matrices of appropriate dimensions, P , Q being positive definite matrices. Given nonlinear smooth functions f (x), u * (x), such functions can be approximated with arbitrary precision over a compact set by linear combinations of monomials z(x), choosing a sufficient high order L of such monomials. The resulting approximation error is inversely proportional to the order of the monomial, O(1/L). Similarly, the optimal-cost-to-go function V and the cost function Π can be approximated, with error O(1/L), by a Sum-of-Squares (SOS) polynomial [3] .
Replacing the approximations (4) into the HJB equation (3) we obtain:
where M ≡ M (x) denotes the polynomial matrix whose (i, j)th entry is given by M ij (x) = ∂z i (x)/∂x j and ν ≡ ν(x) is the approximation error term. Working similar to [7] , we multiply the terms inside the parenthesis of (5) from the left and the right by P −1 to obtain
Equation (6) depends on the unknown approximation-errordependent termν(x), which is unknown, and thus cannot be solved exactly. Instead of solving (6), the solution of the following optimization problem is pursued within ConvCD:
s.t.
where
Choose randomly N vectors x [i] ∈X and solve the following convex optimization problem:
Then, the resulting controller takes the form Performance bounds, provided in the analysis of [3] , can be derived for the exposed optimization problem. Let X 0 be the bounded subset of admissible initial system states x(0) and letX denote a subset containing X 0 and whose diameter is sufficiently larger than that of X 0 . Moreover, let
According to [3] and using the results of [8] , under the appropriate selection of constants ϵ i , i = 1, 2, 3, there exists a lower bound L * on the order of the monomial vector z(x) such that for all choices of the monomial order L that satisfy
for some subset E ⊂ X 0 . Moreover, using [9, Thm. 4 .18] the closed-loop system (1) admits solution under the feedback
Inequality (9) provides a straightforward way for choosing the design constants ϵ i , i = 1, 2, 3: based on (9) the overshoot, rate of convergence and steady-state performance of the closed-loop system can be tuned in a similar way it is performed in the Linear-Quadratic control design. The optimization problem (7) requires discretization of the state-space as it is an infinite-dimensional, state-dependent problem. Fortunately, due to the particular form of the optimization problem (7), the number of discretization points does not have to be as large as it is required in a typical statedependent optimization problem: as it was seen in [3] , [4] the number of discretization points can be as few as the total number of free variables in the matricesP , Θ P ,Q. Table I briefly presents the procedure proposed in [3] , [4] for solving the optimization problem (7) and, thus, for realizing the ConvCD approach. Due to the convex nature of (10), this optimization problem admits a unique and global optimum.
III. INTEGRATION OF MIXING INTO THE CONVCD

METHODOLOGY
Summarizing the approach presented in Table I , the ConvCD approach constructs a polynomial controller that assumes the following form
by solving a convex optimization problem for obtaining the control matrix Θ. It has to be stretched out that ConvCD does not allow for the construction of a scalable controller as it requires the use of the polynomial controller (11) which is not scalable (especially in large-scale applications). This problem can be overcome by replacing the polynomial controller (11) with a Multi-Controller with Mixing in the actual controller implementation, i.e., by calculating the following approximation
where M denotes the total number of linear control elements of the MCM, L i are the linear controller matrices and β i (x) are the mixing signals that are responsible for smoothly switching from one linear element to another. The mixing signals are designed to satisfy β i (x) ≥ 0, ∑ i β i (x) = 1 and, moreover, β i (x) needs to be continuously differentiable so as to ensure smooth switching between controllers. Examples of mixing signals satisfying the previous conditions can be found in [10] , [11] , where they have been used in context of adaptive control. Normalized radial basis functions can be typically employed, for their property of approximating smooth nonlinear functions.
Remark 1: It has to be emphasized that the MultiController with Mixing is very similar to many Fuzzy Controllers [12] . As a matter of fact, it can be seen that the MCM is a special class of many well-known Fuzzy Controllers, like the Takagi-Sugeno ones, with the fuzzy membership functions possessing the form of the mixing signals of the MCM.
From the definitions of the vectors x and z, suppose that the vector z has been ordered in such a way that its first n components represent the vector x, so that z = [xz]
′ , wherē z represents all the monomials with order greater than one. We have that (12) can be rewritten as follows:
where H = [I 0], and
Equation (13) is not used by the actual control scheme: it is proven useful just for the analysis. Using the approximation (13) , and repeating the steps (5)-(6) the HJB equation can be written as follows:
whereν(x) represent the approximation term, and
and Θ F is a matrix satisfying
Again, due to the unknown approximation error, instead of solving (14), the following optimization problem, is solved:
where ϵ 2 > ϵ 1 > 0, ϵ 3 > 0 are user-defined constants. Define as X 0 andX the same sets as in Sect II: besides, definē
Then, the following stability theorem, whose proof, not shown for lack of space, can be obtained through the same procedure delineated in [3] , is stated:
Theorem 1: Under the appropriate selection of constants ϵ i , i = 1, 2, 3, there exists a lower bound L * on the order of the monomial vector z(x) and a lower bound M * on the number of linear elements of the controller such that for all choices of the monomial order L and M that satisfy
for some subset E ⊂ X 0 and, moreover, the closedloop system (1) admits solution under the feedback
where 
A. Iterative convex formulation of the optimization problem
Consider now equation (16) . Consider a partition of the matrixP into the following form
whereP 1 is an n × n-dimensional symmetric and positive definite matrix,P 2 a symmetric and positive definite matrix with the dimension dim(z) × dim(z), andP 12 a matrix of dimension n× dim(z). Equation (16) can be now written as
Equation (21), in general, may not have solutions, since it involves more equations than unknown terms (the components of Λ). Additional constraints must added to the optimization problem (17) , in order to make (21) solvable. OnceP and Θ F has been found, the unknown L can be found from
(note that such solution always exist, beinḡ P 1 positive definite), then, for (21) being solvable, Θ F2 and P 12 must satisfy the equations
For some matrix Ξ of dimension n× dim(z). Unfortunately, such constraints are bilinear constraints involving both the research of the matrices Θ F ,P and of the matrix Ξ. Such constraints cannot be solved using semidefinite programming solvers. A possible way to solve it is to employ an iterative algorithm involving at each iteration the solution of a convex optimization problem. The idea behind the development of the iterative algorithm is that the constraints (22)-(23) become linear respect to the matrix Ξ if the matrices Θ F andP are fixed, and vice versa. An iterative scheme can be developed, in which first Ξ is kept fixed and Θ F andP are searched. Then, in the next iteration, the resulting Θ F1 andP 1 are kept fixed and new Ξ, Θ F2 and P 12 are searched in such a way that the constraints (22)- (23) are satisfied. Such a procedure can be repeated until the cost to be minimized is believed to have reached convergence. The resulting iterative procedure for realizing the ConvCD approach with mixing controller, called I-ConvCD-MCM, is exposed in Table II .
Remark 2: Like other kind of iterative schemes, e.g. D-K iterations in robust control [13] , or iterative schemes in optimal output-feedback control [14] , the proposed iterative schemes may not guarantee convergence to the global optimum. In such sense, the solution given by the proposed formulation is suboptimal respect to the optimal solution of (17). However,it can be proved is that the I-ConvCD-MCM objective function is monotonically non increasing during the iterations: this happens because the solution found at iteration #c for the optimization problem at Step 2 of Table II is a feasible solution for the optimization problem at Step 4, while the solution found at Step 4 at iteration #c is a feasible solution at iteration #c + 1 for the optimization problem of
Step 1. Choose randomly N vectors x [i] ∈X Select the design parameters ϵ 1 , ϵ 2 , ϵ 3 . Set c = 1 and choose an initial matrix Ξ * (e.g. Ξ * = 0).
Step 2. Solve forP , Θ F andQ the following optimization problem:
Step 3.
If γ c −γ c−1 < δ 1 , with δ 1 a prescribed tolerance, thenP , Θ F andQ are the desired matrices. Extract P , Λ according to:
Then, the resulting controller takes the form:
the optimized matrices coming from the optimization and go to Step 4.
Step 4. Solve forP 12 ,P 2 , Θ F 2 ,Q, Ξ the following optimization problem:
Step 5.
If γ c −γ c−1 < δ 1 , thenP , Θ F andQ are the desired matrices. Extract the matrices P , Λ according to:
Else call Ξ * the optimized matrix coming from the optimization, set c = c + 1, and go to Step 2. Step 2. In the tested numerical applications, the I-ConvCD-MCM reaches an optimal cost which close to that one of the original ConvCD approach, which is symptom of a good solution.
Remark 3: Using (12), the computational requirements of the final controller are similar to those of a linear controller. This characteristic can be be particularly useful in large-scale applications: in fact, the number of monomials of order d of a state of dimension n is
Such a number increases more than linearly by increasing the designed degree L of the monomial, thus ending up with a huge matrix Θ in (11) . By employing mixing linear controllers we can significantly decrease this complexity: in fact, the dimension of the vectors L i in (12) is n, and the dimension of the resulting MCM controller is nM , hence increasing linearly by increasing the designed number M of mixing functions. Besides, thanks to the fact that not all the mixing functions will be active at each time instant, any improvement of ConvCD performance (due to the increase of the switching linear elements) increases less than linearly the computational time required by (12) to compute its control decisions, which is provably a scalable controller.
IV. NUMERICAL EXAMPLE
The scheme proposed in Section III will be evaluated using a nonlinear system. The exposed control problem regards stabilization of the angular velocity vector of a rigid body with two torques. Using the Euler's Equations the system dynamic can be described by the following set of differential equations
that represent the roll, pitch and yaw dynamics, with x 1 , x 2 , x 3 being the three angular velocities, J 1 , J 2 , J 3 being the inertias corresponding to the three axis, and u 1 , u 2 being the input torques to control the attitude. It has to be emphasized that the problem of designing efficient controllers for the stabilization of (25)-(27) remains a challenging and difficult task. Such a control problem has been considered, among others, in [15] , [16] , [17] , and references therein: the solution of the control problem is typically based on the knowledge of the Control Lyapunov Function [17] :
where c 3 = (J 1 − J 2 )/J 3 , λ is a positive constant that satisfies 0 < λ < 1/c 3 , and
For the problem at hand we chose J 1 = 5, J 2 = 2, J 3 = 1 and λ = 1/2c 3 . The dynamical equations (25)-(27) have been approximated by polynomial approximators in the form (4), using monomials of order L = 2. Note that, in such a case, the nonlinear dynamics are perfectly captured by the polynomial approximation. The proposed I-ConvCD-MCM methodology will be compared with the designs proposed in [16] , [17] : while existing designs assume the knowledge of the CLF (28), I-ConvCD-MCM will search for a CLF which is a quadratic form of the vector of monomials z(x). The I-ConvCD-MCM design will be also compared with the original ConvCD design exposed in Sect. II.
Control law of [16] :
where Control law of [17] :
The problem of approximating the nonlinear controller Θ with piecewise linear elements in the form (12) is in general a non-convex problem involving the research of both β i and Λ i . This problem can be simplified when the functions β i are a-priori defined: in such a case the approximation problem can be solved using the proposed I-ConvCD-MCM algorithm. We decided to approximate the polynomial controller resulting from the ConvCD optimization using eight linear controllers Λ i , i = 1, · · · , 8. The mixer was constructed, based on Gaussian functions, in the following way. Consider the pre-normalized weights, i = 1, · · · , 8
where σ x = 0.5 and ω 0i = [ω 1i ω 2i ω 3i ] τ , i = 1, · · · , 8 are eight working points, obtained by gridding into eight points the three-dimensional state space, i.e., ω 1i , ω 2i , ω 3i ∈ {−1, 1}. Note that the partition is x-dependent, because all the nonlinearities in (25)-(27) depend on the angular velocities. The mixing signal β(x) is generated by normalizing
Both the original ConvCD, described in Table I , and the Iterative ConvCD with Mixing Controller, described in Table II , have been implemented, using the following design constants; N = 800 discretization points, ϵ 1 = 1, ϵ 2 = 3 and ϵ 3 = 1. The I-ConvCD-MCM procedure converged after 11 iterations. Fig. 1 and 2 show the output responses of all four designs for two arbitrary initial conditions. Both ConvCD and I-ConvCD-MCM compares favorably respect to the others designs, typically showing a faster settling time. By extensive simulations it has been seen that the I-ConvCD-MCM controller has comparable performance as the ConvCD controller, with similar settling time and slightly bigger overshoot (in terms of |z(x)|). As explained, respect to ConvCD, the I-ConvCD-MCM controller has the advantage of a linear complexity.
V. CONCLUSIONS
The Convex Control Design methodology, developed for Approximately Optimal Control of nonlinear systems, has been revised in such a way that the optimal control law is not approximated by a non-scalable polynomial controller, but with a Multi-Controller with Mixing, composed linear control elements plus mixing signals that are responsible for smoothly switching from one linear element to another. The stability properties of the Multi-Controller with Mixing have been analyzed and an iterative approach has been proposed to solve the resulting optimization problem. The resulting architecture aims at the development of a both practically feasible and efficient design approach for the control of largescale systems which can be scalable and modular, in order to allow for easier implementation and re-configurability. A nonlinear numerical example has been used to show the effectiveness of the method.
