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2 M.A. Rieffel
1 Introduction
This paper has its origins in three questions that arose at different times during my research
concerning quantum metric spaces. The first of these questions was my puzzlement about
how the “resistance distance” that is defined on resistance networks fits in with the metrics
that arise on the state spaces of quantum metric spaces (see Section 12 of [32]). The second
question concerns what conditions ensure that quotients of Leibniz seminorms are again Leibniz,
a property that is important in dealing with quantum metric spaces (see [34]). More recently
my research led me to examine the Leibniz property for standard deviation (see [36]). This
eventually led me to ask whether there was a relationship between that topic too and quantum
metric spaces and resistance networks.
In this paper I seek to give a coherent account of how closely these questions are related, and
of the answers to them that I have found. I generally carry out the discussion in the setting of
non-commutative C∗-algebras. In order not to be distracted by all the technicalities encountered
when dealing with unbounded operators and their dense domains, I deal in this paper only with
finite-dimensional C∗-algebras, somewhat in the spirit of the seminal paper of Beurling and
Deny [3]. There is plenty to be said just about the purely algebraic aspects.
As a thread to tie things together I introduce a structure that I call a “non-commutative Rie-
mannian metric”. This structure lies just below the surface of some of the literature concerning
quantum dynamical semigroups and Dirichlet forms [7, 39, 40], but I have not seen this struc-
ture explicitly mentioned there. We will see (Section 8) that when the underlying C∗-algebra is
commutative, a Riemanian metric for it leads naturally to a resistance network.
In order to provide a coherent narrative, I include much material that already appears in the
literature. Thus many parts of this paper can be considered to be expository. But even in these
parts many small novelties are included. And perhaps this paper can serve as a useful guide for
those who are beginning to learn about quantum dynamical semigroups and Dirichlet forms.
I expect that most of the new results in this paper have suitable extensions to the setting
of infinite-dimensional C∗-algebras, for which one will need to work with unbounded operators
(mostly derivations). Many new phenomena will then arise. There is a very large literature
containing many techniques for dealing with that setting (see [6] and the references it contains).
But I do not plan to carry out some of these extensions myself, unless I happen to find later
that they are important for my study of quantum metric spaces. My impression at this point
is that the setting of this paper is too favorable to be applicable to the main issues that I am
exploring concerning quantum metric spaces.
In finding the path taken in this paper I have been strongly influenced by the work of
Sauvageot, especially Section 3 of [40]. It was Sauvageot who discovered the differential calculus
associated to Dirichlet forms. Other important sources for me have been [1, 10].
2 Differential calculi with quasi-correspondences
In this section we develop the aspects of non-commutative Riemannian metrics that do not
depend on the positivity of the A-valued inner product. So we assume here only that A is
a finite-dimensional unital ∗-algebra over C. In Section 3 we will assume that A is a finite-
dimensional C∗-algebra, so that positivity has meaning. Finite-dimensionality is needed in only
a few crucial places, and we will usually point out these places. We recall [13] that by a first-order
differential calculus over A one means a pair (Ω, ∂) consisting of an A-bimodule Ω (thought of
as an analog of a space of differential one-forms) and a derivation ∂ from A into Ω. Thus ∂ is
a linear map that satisfies the Leibniz identity
∂(ab) = (∂(a))b+ a∂(b)
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for all a, b ∈ A. Note that this implies that ∂(1A) = 0, where here 1A denotes the identity
element of A. It will be important for us to make the usual requirement that the sub-bimodule
of Ω generated by the range of ∂ is all of Ω, unless the contrary is explicitly stated.
A Riemannian metric on a differentiable manifold is usually specified by giving an inner
product on the tangent space at each point of the manifold, but one can equally well use the
cotangent space instead of the tangent space. Then the Riemannian metric gives an inner
product on the space of differential one-forms that has values in the algebra of smooth functions
on the manifold. Thus, in generalization of Riemannian metrics, we want to consider A-valued
sesquilinear forms on Ω that are compatible with the right A-module structure on Ω. (Since we
work over C, we actually have an analog of the complexified cotangent bundle. One might well
want to introduce a “real” structure, but we will not discuss that possibility.)
We will require that the left action of A on Ω be a ∗-action with respect to the inner product.
We will not assume any positivity for our inner products until the next section. When positivity
is present, it is usual [4] to refer to such a bimodule with A-valued inner product (no derivation
involved) as a “correspondence”. In the present more general setting we will use the term“quasi-
correspondence”. We will usually denote such an inner product by 〈·, ·〉A. Thus:
Definition 2.1. Let A be a unital ∗-algebra. By a (right) pre-quasi-correspondence over A we
mean an A-bimodule Ω that is equipped with an A-valued sesquilinear form 〈·, ·〉A that satisfies
〈ω, ω′a〉A = 〈ω, ω′〉Aa,
(〈ω, ω′〉A)∗ = 〈ω′, ω〉A
and
〈aω, ω′〉A = 〈ω, a∗ω′〉A
for all ω, ω′ ∈ Ω and a ∈ A. We will refer to the sesquilinear form as a pre-inner-product. The
null-space, N , of the sesquilinear form is defined to be N = {ω : 〈ω, ω′〉A = 0 for all ω′ ∈ Ω}.
If N = {0} then we say that the sesquilinear form is non-degenerate, and we call it an inner
product. We then call (Ω, 〈·, ·〉A) a (right) quasi-correspondence over A. Left (pre-)quasi-
correspondences are defined analogously, with the A-valued inner product linear in the first
variable.
As is commonly done, we will usually work with right (pre-)quasi-correspondences, and will
usually omit the word “right”.
It is easily seen that the null-space, N , of the pre-inner-product for a pre-quasi-correspondence
is a sub-bimodule, so that Ω/N is an A-bimodule, to which the pre-inner-product drops to give
an inner product, for which Ω/N is then a quasi-correspondence.
Definition 2.2. Let A be a unital ∗-algebra. By a calculus with pre-quasi-correspondence for A
we mean a triple (Ω, ∂, 〈·, ·〉A) such that (Ω, ∂) is a first-order differential calculus for A and
(Ω, 〈·, ·〉A) is a pre-quasi-correspondence over A. If the pre-inner product is non-degenerate we
will call this a calculus with quasi-correspondence.
When in the next section we impose positivity we will call this structure a “Riemannian
(pre-)metric” for A. Notice that we make no assumption about how ∂ is related to 〈·, ·〉A. Later
we will discuss some relations that one might want to require.
For a closely related definition of a Riemannian metric for a ∗-algebra, coming from quite
different motivation, see [2], and see [25] for its application to graphs. For another interesting,
and very new, definition of a Riemannian metric, in the context to non-commutative tori,
see [37].
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We remark that Definition 2.1 is very close to Section 3 of [40]. Sauvageot [39] prefers to
view Ω as an analog of the tangent bundle, and ∂ as the gradient, and he does not introduce
an A-valued inner product.
If (Ω, ∂, 〈·, ·〉A) is a calculus with pre-quasi-correspondence, and if N is the null-space of
the pre-inner product as above, then it is easily verified that (Ω/N , ∂, 〈·, ·〉A) is a calculus with
quasi-correspondence, where here we do not change the notation for the derivation and the inner
product, but they are defined in the evident way.
We now give four simple but very pertinent examples.
Example 2.3. Let X be a finite set, and let A = C(X), the algebra of C-valued functions
on X with pointwise multiplication and with complex-conjugation as involution. We define
a first-order differential calculus for A in a familiar way. Let Z = {(x, y) ∈ X × X : x 6= y},
and let Ω = C(Z). Then Ω is an A-bimodule for the operations
(fω)(x, y) = f(x)ω(x, y) and (ωf)(x, y) = ω(x, y)f(y)
for f ∈ A and ω ∈ Ω. We define a derivation ∂ from A into Ω by
(∂f)(x, y) = f(x)− f(y).
We find it helpful to view this in the following heuristic way. For a given point y ∈ X the
directions in which a function f ∈ A can be “differentiated” are given by the points of X \ {y}.
These points form a basis for the “tangent space” at y, and the “tangent space” at y can
be considered to be C(X \ {y}). The differential of f at y is then given by the function
x 7→ (∂f)(x, y). It is easily verified that the sub-bimodule generated by the range of ∂ is all
of Ω.
To define an A-valued pre-inner product on Ω we choose an R-valued function, c, on Z.
Eventually c will provide the conductances for a resistance network, but at this stage we do
not assume that c(x, y) = c(y, x), nor that c be non-negative. We write cxy for c(x, y), and for
ω, ω′ ∈ Ω we set
〈ω, ω′〉A(y) =
∑
x,x 6=y
ω¯(x, y)ω′(x, y)cxy.
For fixed y this can be viewed as giving a pre-inner-product on the cotangent space at y. It is
easily verified that with this pre-inner-product Ω becomes a pre-quasi-correspondence over A,
and in this way (Ω, ∂, 〈·, ·〉A) is a calculus with pre-quasi-correspondence for A. For some closely
related correspondences, but without mention of derivations, see [20].
Example 2.4. Let A be any non-commutative unital finite-dimensional ∗-algebra. Let Ω˜ be A
viewed as a bimodule over itself. Choose any element v of A that is not in the center of A, and
define a derivation of A into Ω˜ by
∂(a) = [v, a] = va− av
for all a ∈ A. Define an A-valued pre-inner-product on Ω˜ by
〈a, b〉A = a∗b
for all a, b ∈ A. Let Ω be the sub-bimodule of Ω˜ generated by the range of ∂. It is easily verified
that with the restriction of the above pre-inner-product, Ω becomes a pre-quasi-correspondence
over A, and in this way (Ω, ∂, 〈·, ·〉A) is a calculus with pre-quasi-correspondence for A.
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We remark that if Ξ is any quasi-correspondence over a unital ∗-algebra A, then any fixed
element ξ ∈ Ξ determines an inner derivation ∂ξ from A into Ξ defined by
∂ξ(a) = aξ − ξa.
If we let Ωξ be the sub-bimodule of Ξ generated by the range of ∂ξ, and restrict to Ωξ the A-
valued inner-product on Ξ, then we obtain a calculus with quasi-correspondence.
Example 2.5. This next example is somewhat a combination of the two above. Let A be any
possibly non-commutative unital finite-dimensional ∗-algebra. Let G be a finite group, and let α
be an action of G on A by ∗-automorphisms. Let Ξ = C(G,A), the vector space of A-valued
functions on G. Define a right action of A on Ξ by
(ξa)(x) = ξ(x)a.
Let c be a fixed R-valued function on G, and define an A-valued pre-inner-product on Ξ by
〈ξ, η〉A =
∑
Γ
ξ(x)∗η(x)cx.
We define a left action of A, denoted by a · ξ, by
(a · ξ)(x) = αx(a)ξ(x).
With these definitions Ξ is an A-pre-quasi-correspondence.
Let ω0 ∈ Ξ be defined by ω0(x) = 1A for all x ∈ G. The inner derivation, ∂, determined by
ω0 is then given by
(∂a)(x) = αx(a)− a
for all x ∈ G. We let Ω be the sub-bimodule of Ξ generated by the range of ∂, and we restrict
to Ω the A-valued pre-inner-product on Ξ. Then (Ω, ∂, 〈·, ·〉A) is a calculus with pre-quasi-
correspondence for A.
Notice that the structure of Ω depends strongly on the choice of α. If α is the trivial action,
then Ω = {0}. Notice also that for any choice of α, if ω is in Ω then ω(e) = 0, where e is
the identity element of G. Thus we do not need a value for ce. Then a natural choice for c is
the inverse of a length function on G, or its square, left undefined at e. This is related to the
seminorms prominently used in [31, 33].
Example 2.6. This example is related to the previous two examples. Let B be any possibly
non-commutative unital finite-dimensional ∗-algebra, and let A be a unital ∗-subalgebra of B.
We can in the evident way view B as a bimodule over A, and of course A can be viewed
as a bimodule over itself. Suppose that E is a conditional expectation from B onto A, that is,
an A-bimodule projection from B onto A that preserves the involution. On B we define a (right)
pre-inner-product with values in A by
〈b, c〉A = E(b∗c)
for all b, c ∈ B. It is easily verified that (B, 〈·, ·〉A) is a pre-quasi-correspondence over A. Then,
as commented just before the previous example, any element of B will define an inner derivation
from A into B. If we let Ω be the sub-A-bimodule of B generated by the range of this derivation,
and if we restrict to Ω the above pre-inner-product on B, we obtain a calculus with pre-quasi-
correspondence.
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Let (Ω, ∂, 〈·, ·〉A) be a calculus with pre-quasi-correspondence over some unital ∗-algebra A.
Notice that the Leibniz identity implies that the right sub-module of Ω generated by the range
of ∂ is in fact a sub-bimodule, and so by our assumptions it is all of Ω. That is, every element
of Ω can be expressed as a finite sum of terms of the form (∂a)b for a, b ∈ A. But
〈(∂a)b, (∂c)d〉A = b∗〈∂b, ∂c〉Ad
for all a, b, c, d ∈ A. Thus the pre-inner-product is entirely determined by the A-valued form Γ
defined on A by
Γ(b, c) = 〈∂b, ∂c〉A.
Notice that Γ(1A, a) = 0 for all a ∈ A. The form Γ is C-sesquilinear, and A-symmetric in the
sense that
(Γ(b, c))∗ = Γ(c, b)
for b, c ∈ A, but it has no properties with respect to the right A-module structure. However Γ
does have an important property reflecting the ∗-representation condition of the correspondence.
For a, b, c ∈ A we have
0 = 〈a∂b, ∂c〉A − 〈∂b, a∗∂c〉A
= 〈∂(ab)− (∂a)b, ∂c〉A − 〈∂b, ∂(a∗c)− (∂a∗)c〉A
= Γ(ab, c)− b∗Γ(a, c)− Γ(b, a∗c) + Γ(b, a∗)c.
That is,
Γ(ab, c)− Γ(b, a∗c) = b∗Γ(a, c)− Γ(b, a∗)c.
In the setting of Dirichlet forms and quantum semigroups [7] the corresponding form Γ is
often called a “carre´-du-champ” (or sometimes a “gradient form”). Once we require positivity,
we will use this terminology. So at this point we set:
Definition 2.7. Let A be a unital ∗-algebra over C. By a (right) quasi-carre´-du-champ (qCdC)
for A we mean an A-symmetric A-valued C-sesquilinear form Γ, linear in the second variable,
that satisfies both the condition Γ(1A, a) = 0 for all a ∈ A, and also the ∗-representation
condition
Γ(ab, c)− Γ(b, a∗c) = b∗Γ(a, c)− Γ(b, a∗)c. (2.1)
for all a, b, c ∈ A. A left qCcD is defined similarly, but it is linear in the first variable, and its
∗-representation condition is given by
Γ(ba, c)− Γ(b, ca∗) = bΓ(a, c)− Γ(b, a∗)c∗.
If Γ comes from a first-order differential calculus as above, then we will say that Γ is the qCdC
for the first-order differential calculus with quasi-correspondence.
We remark that if Γ(a, a) is self-adjoint for all a ∈ A, then the usual argument shows that Γ
is A-symmetric.
Example 2.8. The qCdC for Example 2.3 is given by
Γ(f, g)(y) =
∑
x,x 6=y
(f¯(x)− f¯(y))(g(x)− g(y))cxy,
while that for Example 2.4 is given by
Γv(a, b) = [v, a]
∗[v, b].
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Proposition 2.9. Let A be a unital ∗-algebra over C, and let Γ be a qCdC for A. Then there
is a calculus with quasi-correspondence for A whose qCdC is Γ.
Proof. Let Ω˜ = A⊗A, with its usual A-bimodule structure, given on elementary tensors by
a(b⊗ c)d = ab⊗ cd.
Define a derivation ∂u from A into Ω˜ by
∂ua = a⊗ 1− 1⊗ a.
(This is the negative of the usual convention, but seems to be more appropriate when using
right quasi-correspondences, and fits well with Examples 2.3.) Let Ωu be the sub-bimodule of Ω˜
generated by the range of ∂u. It is well-known and easily seen to be the kernel of the bimodule
map m : A⊗A → A determined by m(a⊗ b) = ab. Thus Ωu consists of finite sums ∑ aj ⊗ bj
such that
∑
ajbj = 0. (We remark that when A = C(X) for a finite set X then Ωu is exactly
the C(Z) of Example 2.3.) Then (Ωu, ∂u) is universal [13] in the sense that if (Ω, ∂) is any other
first-order differential calculus for A, then the mapping Φ that sends∑
aj ⊗ bj =
∑
(aj ⊗ 1− 1⊗ aj)bj =
∑
(∂uaj)bj
to
∑
(∂aj)bj is a surjective bimodule homomorphism with the property that Φ(∂
ua) = ∂(Φa).
Suppose now that Γ is a qCdC on A. Let BΓ be the A-valued 4-linear form defined on A by
BΓ(a, b, c, d) = aΓ(b
∗, c)d.
It extends to an A-valued linear form on A⊗4, which we can view as a bilinear form on A⊗A.
From BΓ we can then define an A-valued pre-inner-product on A⊗A, denoted by 〈·, ·〉ΓA. It is
given on elementary tensors by
〈a⊗ b, c⊗ d〉ΓA = BΓ(b∗, a∗, c, d) = b∗Γ(a, c)d.
We can then restrict this pre-inner product to Ωu. With this definition it is easily seen that we
have the following properties:
〈ωa, ω′b〉ΓA = a∗〈ω, ω′〉ΓAb,
(〈ω, ω′〉ΓA)∗ = 〈ω′, ω〉ΓA,
〈∂ua, ∂ub〉ΓA = Γ(a, b),
〈aω, ω′〉ΓA = 〈ω, a∗ω′〉ΓA
for all ω, ω′ ∈ Ω and a, b ∈ A. To obtain the last relation, notice that for a, b, c ∈ A we have
〈a∂ub, ∂uc〉ΓA = 〈∂u(ab), ∂uc〉ΓA − 〈(∂ua)b, ∂uc〉ΓA = Γ(ab, c)− b∗Γ(a, c),
to which we can apply the ∗-representation condition (equation (2.1)) on Γ. Thus we see that
(Ωu, ∂u, 〈·, ·〉ΓA) is a calculus with pre-quasi-correspondence. Let N be the null-space for the pre-
inner-product, and let ΩΓ = Ωu/N , to which the pre-inner-product drops as an inner product.
Let ∂Γ be the composition of ∂u with the quotient map to ΩΓ. Then (ΩΓ, ∂Γ, 〈·, ·〉ΓA) is a calculus
with quasi-correspondence whose qCdC is Γ, as desired. 
There is an evident notion of isomorphism between any two calculi-with-correspondence
over A. It is easy to verify that:
8 M.A. Rieffel
Theorem 2.10. The above construction gives a natural bijection between qCdC’s over A and
isomorphism classes of calculi-with-quasi-correspondence for A.
Example 2.11. We now describe an important construction of qCdC’s which we will use later.
We phrase this construction in terms of the beginnings of Hochschild cohomology (e.g. [8,
p. 187]), but it is not clear to me whether it is useful to do this. Let N be any operator
on A (A-valued, C-linear) with the property that N(1A) = 0. Let Nˆ be the C-trilinear A-valued
form on A defined by
Nˆ(a, b, c) = aN(b)c,
extended to give an A-bimodule map from A ⊗ A ⊗ A to A. We can view Nˆ as a Hochschild
2-cochain for A with coefficients in the bimodule A (see equation (8.47) of [13]). Then its
coboundary, δNˆ , is the bimodule map from A⊗4 to A defined on elementary tensors by
(δNˆ)(a⊗ b⊗ c⊗ d) = a(N(b)c−N(bc) + bN(c))d.
We can turn this into an A-valued sesquilinear form on Ω˜ = A⊗A, denoted by 〈·, ·〉NA , defined
on elementary tensors by
〈a⊗ b, c⊗ d〉NA = b∗(N(a∗)c−N(a∗c) + a∗N(c))d.
We can then restrict this sesquilinear form to Ωu. We can hope that this gives a pre-quasi-
correspondence for (Ωu, ∂u). It is clear that then its qCdC would be given by
ΓN (a, c) = N(a
∗)c−N(a∗c) + a∗N(c).
Notice that ΓN measures the extent to which N fails to be a derivation on A. In particular,
two N ’s that differ by a derivation will give the same ΓN . (We will see later that it can be
convenient to include a factor of 1/2 in the definition of ΓN .)
We now seek to determine when ΓN is indeed a qCdC. It is clear that ΓN (1A, a) = 0 =
ΓN (a, 1A), because N(1A) = 0. We check next that ΓN satisfies the ∗-representation condition.
For a, b, c ∈ A we have
ΓN (ab, c)− ΓN (b, a∗c) = b∗(a∗N(c)−N(a∗c))− (N(b∗)a∗ −N(b∗a∗))c
= b∗(N(a∗)c−N(a∗c) + a∗N(c))− (N(b∗)a∗ −N(b∗a∗) + b∗N(a∗))c
= b∗ΓN (a, c)− ΓN (b, a∗)c,
as desired.
However, ΓN will not in general be symmetric. Notice that for a, b ∈ A we have
(ΓN (b, a))
∗ = a∗(N(b∗))∗ − (N(b∗a))∗ + (N(a))∗b
= a∗N ](b)−N ](a∗b) +N ](a∗)b = ΓN](a, b),
where we define N ] by N ](c) = (N(c∗))∗ for c ∈ A. Thus ΓN will be symmetric exactly if
ΓN = ΓN] , and so exactly if N −N ] is a derivation of A. We have thus obtained:
Theorem 2.12. Let N be a linear operator on A that satisfies N(1A) = 0, and define ΓN on
A×A by
ΓN (a, b) = N(a
∗)b−N(a∗b) + a∗N(b).
Then ΓN is a qCdC exactly if N − N ] is a derivation of A, where we define N ] by N ](c) =
(N(c∗))∗ for c ∈ A.
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Example 2.13. In anticipation of what will come in Example 7.9, let us consider the case,
associated to Examples 2.4 and 2.8, in which we fix v ∈ A and define an operator Nv by
Nv(a) = [v
∗, [v, a]]
for all a ∈ A. We will show that ΓNv is a qCdC. Notice that
N ]v(a) = [v
∗, [v, a∗]]∗ = Nv∗(a),
that is, N ]v = Nv∗ . Then according to Theorem 2.12, in order for ΓNv to be symmetric we must
show that Nv −N ]v is a derivation of A. But by the Jacobi identity
Nv(a)−N ]v(a) = [v∗, [v, a]]− [v, [v∗, a]] = [[v∗, v], a],
so that Nv −N ]v is indeed a derivation, and thus ΓNv is a qCdC. Notice that Nv = N ]v exactly
when [v∗, v] is in the center of A.
Let us now calculate ΓNv . For a, b ∈ A we have
ΓNv(a, b) = [v
∗, [v, a∗]]b− [v∗, [v, a∗b]] + a∗[v∗, [v, b]]
= [v∗, [v, a∗]]b− [v∗, [v, a∗]b+ a∗[v, b]] + a∗[v∗, [v, b]]
= [v∗, a]∗[v∗, b] + [v, a]∗[v, b]
= Γv∗(a, b) + Γv(a, b),
for which we recall that Γv was defined by Γv(a, b) = [v, a]
∗[v, b] in Example 2.8. We see that
ΓNv = 2Γv exactly if Γv∗ = Γv (which is one example of why a factor of 1/2 would be convenient
in the definition of ΓN ). Now if Γv∗ = Γv, then for all a, b ∈ A we have [v∗, a]∗[v∗, b] = [v, a]∗[v, b].
If we set in this a = v = b we obtain [v∗, v]∗[v∗, v] = 0. If A has the property that a∗a = 0 implies
that a = 0, as happens for C∗-algebras, then we see that [v∗, v] = 0, that is, v is “normal”. Since
non-normal elements are common in C∗-algebras, the property ΓNv = 2Γv can easily fail.
3 Non-commutative Riemannian metrics
We now assume that A is a (finite-dimensional) C∗-algebra. (Thus A can be realized as a unital
∗-subalgebra of the algebra of all linear operators on a finite dimensional Hilbert space, and A
is equipped with the corresponding operator norm.) It is thus meaningful to consider positive
elements of A, that is, self-adjoint elements of A whose spectrum (i.e. set of eigenvalues) is
contained in the non-negative real numbers.
Accordingly, we will now require that the A-valued pre-inner-products that we consider on Ω
are non-negative, that is, that 〈ω, ω〉A ≥ 0 for all ω. Thus as right A-modules our Ω’s will be
right pre-HilbertA-modules, as defined for example in Section II.7.1 of [4] (see also Definition 2.8
in [30]). We remark that because positive elements are self-adjoint, this implies the symmetry
of the A-valued pre-inner-products.
Definition 3.1. By a pre-correspondence we will mean a pre-quasi-correspondence whose pre-
inner-product is non-negative. A correspondence is then a pre-correspondence whose pre-inner-
product is definite (see Section II.7.4.4 of [4]).
Definition 3.2. Let A be a (finite-dimensional) C∗-algebra. By a (right) Riemannian pre-
metric for A we mean a calculus with pre-correspondence, (Ω, ∂, 〈·, ·〉A), over A. If the pre-
inner-product is definite, then we will call (Ω, ∂, 〈·, ·〉A) a (right) Riemannian metric for A.
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We remark that it would be natural to require also that if ∂a = 0 then a ∈ C1A, but it will
be more convenient for us not to require this property, and to view the failure of this property
to mean that (A, ∂) is not “metrically connected”.
For positive A-valued pre-inner-products there is a corresponding Cauchy-Schwartz inequal-
ity. See Proposition 2.9 of [30], or Lemma 2.5 of [29], or Proposition II.7.1.4 of [4]. It states that
for any ω, ω′ ∈ Ω we have
〈ω, ω′〉∗A〈ω, ω′〉A ≤ ‖〈ω, ω〉A‖〈ω′, ω′〉A (3.1)
with respect to the partial order on positive elements of A. From this inequality one sees by the
usual argument that the null-space, N , of the pre-inner-product is a right A-submodule of Ω,
and in fact is an A-sub-bimodule because the left action of A is a ∗-representation. Then the
pre-inner-product drops to an A-valued inner product on Ω/N . This inner product determines
a norm, ‖〈ω, ω〉A‖1/2, on Ω/N , and since in our finite-dimensional situation Ω/N is complete
for this norm, Ω/N is a right Hilbert C∗-module over A, as defined in Section II.7.1of [4]. The
left action then makes Ω/N into a correspondence over A exactly as defined for C∗-algebras
(see Section II.7.4.4 of [4]). We will denote the composition of ∂ with the quotient map from Ω
to Ω/N again by ∂. Then (Ω/N , ∂, 〈·, ·〉A) will be a Riemannian metric for A. In this way we
can always pass from a Riemannian pre-metric to a Riemanian metric.
Example 3.3. Examples 2.3, 2.4, 2.5, and 2.6, after evident slight modifications, give examples
of pre-Riemannian metrics. For instance, in Example 2.3 we must assume that the function c
takes non-negative values, in Examples 2.4 and 2.5 we must assume that A is a unital C∗-
algebra, and in Example 2.6 we must assume that A and B are unital C∗-algebras and that the
conditional expectation E is non-negative, so that it is a conditional expectation in the sense
used for C∗-algebras [42]. It would be interesting to see if Example 2.3 can be generalized to
the setting of [41] and related papers, and whether the results in this paper can then be applied
to the setting of those papers.
We now give a further example.
Example 3.4. Let (A,H, D) be a finite-dimensional spectral triple [8, 13], that is, A is a finite-
dimensional C∗-algebra, H is a finite-dimensional Hilbert space on whichA is represented, and D
is a self-adjoint operator on H. For ease of discussion we assume that the representation of A is
faithful, and so we just take A to be a ∗-subalgebra of the C∗-algebra B(H) of all operators on H,
with 1A coinciding with the identity operator on H. Let τ be the unique tracial state on B(H).
Then the dual transformation of the inclusion of L1(A, τ) into L1(B(H), τ) is a conditional
expectation, E, from B(H) onto A (see Proposition V.2.36 of [42]). Then as in Example 2.6 we
obtain a Riemannian metric for A whose bimodule is the A-sub-bimodule of B(H) generated
by the range of the derivation a 7→ [D, a]. Thus in our finite-dimensional setting every spectral
triple has a canonically associated Riemannian metric. Note that different D’s on H can define
the same derivation, and thus the same Riemannian metric. More generally, different spectral
triples for a given A can determine isomorphic Riemannian metrics. (For a related infinite-
dimensional version see Theorem 2.9 of [12]. I thank D. Goswami for bring this theorem to my
attention.)
Suppose now that (Ω, ∂, 〈·, ·〉A) is a Riemannian pre-metric for a finite-dimensional C∗-
algebra A. Then in particular, it is a calculus with pre-correspondence. Let Γ be its qCdC
as discussed in the previous section. Now for every element ω of Ω, expressed as a finite sum
ω =
n∑
(∂aj)bj , we have
0 ≤ 〈ω, ω〉A =
n∑
b∗jΓ(aj , ak)bk.
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This implies exactly that the matrix {Γ(aj , ak)} is a positive element of the C∗-algebra Mn(A).
The fact that this holds for all n and all choices of the aj ’s is exactly what is meant by saying
that Γ is “completely positive”.
Definition 3.5. Let A be a finite-dimensional C∗-algebra. By a (right) carre´-du-champ (CdC)
for A we mean a qCdC for A that is completely positive. (No definiteness is required.)
Notice that since positive elements of A are self-adjoint, a CdC will automatically be sym-
metric, as mentioned before Example 2.8. The sum of two CdC’s is again a CdC, and a positive
scalar multiple of a CdC is again a CdC, so the CdC’s form a cone.
From this definition and Theorem 2.12 we immediately obtain:
Proposition 3.6. Let N be an operator on A such that N(1A) = 0. As in Theorem 2.12 define
ΓN by
ΓN (a, b) = N(a
∗)b−N(a∗b) + a∗N(b).
Then ΓN is a CdC if and only if it is completely positive and N −N ] is a derivation of A.
We will characterize such N ’s in Theorem 3.11.
We remark that in our finite-dimensional situation all derivations of A are inner. A relatively
simple proof of this can be extracted from Exercise 8.7.53 of [19].
Example 3.7 (following Lindblad [24]). Let {Φt} be a quantum dynamical semigroup onA, that
is, for every t ∈ R≥0 the operator Φt on A is completely positive and of norm no greater than 1,
and t 7→ Φt is a continuous semigroup homomorphism from R≥0 into the algebra of bounded
operators on A (with Φ0 the identity operator on A). Assume further that this semigroup is
“conservative” in the sense that Φt(1A) = 1A for all t. Especially in Section 6 of [18] (and
references there) the attitude is taken that such semigroups are a good substitute for metrics
in the non-commutative setting. It is not difficult to show that, because we assume that A is
finite-dimensional, the function t 7→ Φt is differentiable. Let −∆ denote its derivative at 0, so
that for all a ∈ A we have
−∆(a) = lim
t→0
(Φt(a)− a)/t.
Then ∆ is the generator for {Φt} in the sense that Φt = e−t∆ for all t. Because Φt(1A) = 1A
for all t we have ∆(1A) = 0. Because Φt is completely positive, we have the basic inequality
(Proposition II.6.9.14 of [4])
Φt(a
∗a)− Φt(a∗)Φt(a) ≥ 0
for all a ∈ A. When we differentiate this inequality at t = 0, noting that the left-hand side has
value 0 for t = 0, we obtain
−∆(a∗a) + ∆(a∗)a+ a∗∆(a) ≥ 0.
As in Example 2.11, set
Γ∆(a, b) = ∆(a
∗)b−∆(a∗b) + a∗∆(b)
for all a, b ∈ A. We see that Γ∆ is a positive A-valued form. Because Φt is positive for all t
we have that ∆(a∗) = (∆(a))∗ for all a ∈ A, so that ∆] = ∆. Because each Φt is completely
positive, all of the above observations apply equally well to the semigroup In ⊗ Φt acting on
Mn ⊗ A, whose generator is In ⊗∆. It follows that Γ∆ is completely positive. It then follows
from Proposition 3.6 that Γ∆ is a CdC.
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We remark that Lindblad shows in [24] that, conversely, under the conditions obtained just
above on ∆ it will always generate a quantum dynamical semigroup. For a very interesting
recent account of some uses of quantum dynamical semigroups in quantum physics see [44],
especially the “master equations” in the chapter “Open systems”. I thank Eleanor Rieffel for
bringing this reference to my attention.
Theorem 3.8. For every CdC Γ for A there exists a Riemannian metric for A whose CdC is Γ.
Proof. Let Γ be a CdC for A. As in the proof of Proposition 2.9 we define on Ω˜ = A⊗A an
A-valued sesquilinear form determined on elementary tensors by
〈a⊗ b, c⊗ d〉ΓA = b∗Γ(a, c)d,
and then we restrict it to Ωu. The positivity of the resulting form follows immediately from the
complete positivity of Γ. (This is closely related to the Stinespring construction [4].) The other
properties of a correspondence then follow from the fact that Γ is a qCdC. As before, we set
∂ua = a⊗ 1− 1⊗ a,
and then, as for a qCdC, we have
Γ(a, b) = 〈∂ua, ∂ub〉ΓA.
We thus find that (Ωu, ∂u, 〈·, ·〉ΓA) is a Riemannian pre-metric for A. From this one can then
pass to a Riemannian metric in the way described before Example 3.3. 
In particular, from Example 3.7 we see that every quantum semigroup on a finite-dimensional
C∗-algebra has a canonically associated Riemannian metric.
For C∗-algebras, conditional expectations are defined [4] as in Example 2.6 but with the addi-
tional condition that they carry positive elements to positive elements. The following proposition
is easily proved by direct calculation:
Proposition 3.9. Let B be a unital C∗-subalgebra of A, and let E be a conditional expectation
from A onto B. For every CdC Γ for A we obtain a CdC Γˆ for B by setting Γˆ(b, c) = E(Γ(b, c))
for all b, c ∈ B.
We remark that in our finite-dimensional case (in which our C∗-algebras are abstract von
Neumann algebras) there will always exist a conditional expectation from A onto B.
An interesting relationship between quantum dynamical semigroups and conditionally com-
pletely negative operators was first presented by Evans [11]. For a more recent account see
Section 1 of [27]. We recall that an operator N on a C∗-algebra A is said to be “conditionally
completely negative” if whenever we have
n∑
ajbj = 0 for elements of A then
n∑
b∗jN(a
∗
jak)bk ≤ 0.
Within our setting, the relationship to ΓN as defined in Theorem 2.12 is given by:
Proposition 3.10. Let N be an operator on a unital C∗-algebra A with the property that
N(1A) = 0. Then ΓN is completely positive if and only if N is conditionally completely negative.
Proof. Suppose that
n∑
ajbj = 0 for elements of A. Then
n∑
b∗jΓN (aj , ak)bk =
n∑
j
b∗jN(a
∗
j )
n∑
k
akbk −
n∑
b∗jN(a
∗
jak)bk +
n∑
j
b∗ja
∗
j
n∑
k
N(ak)bk
= −
n∑
b∗jN(a
∗
jak)bk.
Non-Commutative Resistance Networks 13
From this calculation it is clear that if ΓN is completely positive then N is conditionally com-
pletely negative. Conversely, suppose that N is conditionally completely negative, and suppose
that we are given elements a1, . . . , an, b1, . . . , bn of A. Set bn+1 = −
n∑
ajbj and an+1 = 1A.
Then
n+1∑
ajbj = 0, and so, on using the above calculation towards the end, we have
n∑
bjΓN (aj , ak)bk =
n+1∑
bjΓN (aj , ak)bk −
n+1∑
j
bjΓN (aj , 1A)bn+1
−
n+1∑
k
bn+1ΓN (1A, ak)bk + bn+1ΓN (1A, 1A)bn+1
=
n+1∑
b∗jΓN (aj , ak)bk = −
n+1∑
b∗jN(a
∗
jak)bk ≥ 0.
Thus ΓN is completely positive. 
When we combine this with Proposition 3.6 we obtain:
Theorem 3.11. Let N be an operator on A such that N(1A) = 0. Then ΓN is a CdC if and
only if N is conditionally completely negative and N −N ] is a derivation of A.
Example 3.12. For any v, h ∈ A it is easily verified that the maps a 7→ −v∗av and a 7→ ha+ah∗
are conditionally completely negative. Thus if we define Nv by
Nv(a) = −v∗av + (1/2)(v∗va+ av∗v),
we see that Nv is conditionally completely negative. But it is clear that Nv(1A) = 0 and N ] = N .
Then from Theorem 3.11 it follows that ΓN is a CdC. It is easily calculated that
ΓNv(a, b) = [v, a]
∗[v, b].
More generally, for any given v1, . . . , vm ∈ A, if we set N =
∑
Nvj , then ΓN will be a CdC.
This should be compared with Theorem 2 of [24], which implies that for the case in which
A = Mn(C) the above N ’s are the most general form of generators of conservative dynamical
semigroups onA, up to a Hamiltonian. For examples from physics see equations (3.29) and (3.81)
of [44] and the text around them. See also equation (3.154) of [28].
4 Energy forms, and Markov and Leibniz seminorms
In this section we assume that (Ω, ∂, 〈·, ·〉A) is a Riemannian pre-metric for A. In the present
setting this structure does not seem to lead to a canonical integration procedure, in contrast to
the case of ordinary Riemannian manifolds. We will just need to choose an integration procedure,
perhaps satisfying some compatibility requirement. We begin by considering a somewhat more
general procedure.
Let D be a unital central subalgebra of A, and let E be a conditional expectation [4] from A
onto D that satisfies the extra “tracial” condition that E(ab) = E(ba) for all a, b ∈ A. This
means that E is a “D-valued trace” as defined in Definition V1.24 of [42]. The two classes of
examples that are most immediately evident are, first, that in which D is one-dimensional, τ
is a tracial state on A, and E(a) = τ(a)1A; and, second, the class in which A is commutative,
D = A, and E is the identity map on A. We will not discuss other classes in this paper.
We then define a D-valued pre-inner-product on Ω by
〈ω, ω′〉D = E(〈ω, ω′〉A).
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It is easy to check that this makes Ω into a pre-Hilbert D-module for the right action of D
on Ω coming from the right action of A. Furthermore, the left action of A on Ω will again be
a ∗-representation with respect to 〈·, ·〉D. The additional feature that we gain is that also the
right anti-representation of A on Ω will be a ∗-anti-representation for 〈·, ·〉D because
〈ω, ω′a〉D = E(〈ω, ω′〉Aa) = E(a〈ω, ω′〉A) = E(〈ωa∗, ω′〉A) = 〈ωa∗, ω′〉D,
where we have used the tracial condition on E.
We are now in position to apply a line of reasoning from Lemma 3.3.3 of the paper [40] by
Sauvageot. Let a ∈ A with a = a∗, and let B be the unital C∗-subalgebra of A generated by a.
Then B is commutative, and so we can identify B with C(S) where S is the maximal ideal
space of B, which we can identify with the spectrum, σ(a), of a, a subset of R. Because B is
commutative, its right action on Ω coming from the right action of A is a ∗-representation for
the D-valued inner product. Let us denote this right ∗-representation of B by ρ and denote the
left ∗-representation by λ. Because these two representations commute, they combine to give
a representation, ρ⊗λ, of B⊗B = C(S×S) on Ω. Because D is central, the representation ρ⊗λ
commutes with the right action of D on Ω, that is, it is a ∗-representation into the C∗-algebra
of endomorphisms of the right Hilbert D-module Ω.
Now let p be a polynomial of one variable with real coefficients. Let p˜ be the corresponding
polynomial of two variables defined by
p˜(s, t) = (p(s)− p(t))/(s− t).
If p is the monomial p(t) = tn for some n, then
p˜(s, t) = sn−1 + sn−2t+ · · ·+ tn−1.
Thus p˜ for a general polynomial p will be a linear combination of such expressions. (The map
p 7→ p˜ is actually a nice coproduct with a Leibniz property. See Proposition 3.11 of [14].)
Since S is a subset of R we can view p˜ as an element of C(S × S), and thus we can form the
operator (λ⊗ ρ)(p˜). Notice that
∂(an) = an−1(∂a) + an−2(∂a)a+ · · ·+ (∂a)an−1,
which we then recognize as being ((λ⊗ ρ)(p˜))(∂a) when p is the monomial p(t) = tn. It follows
that for any polynomial p we have
∂(p(a)) = ((λ⊗ ρ)(p˜))(∂a).
Consequently
〈∂(p(a)), ∂(p(a))〉D ≤ (‖p˜‖S)2〈∂a, ∂a〉D,
where ‖p˜‖S denotes the supremum norm of p˜ as an element of C(S × S). But this supremum
norm is exactly the Lipschitz constant, Lip(p), of p with respect to the restriction to S of the
metric from R. When we set ‖ω‖D = ‖〈ω, ω〉D‖1/2, we see that we have
‖∂(p(a))‖D ≤ Lip(p)‖∂a‖D.
Now let F be any R-valued Lipschitz function on S. It has an extension [43] to a Lipschitz
function, Fˆ , on any interval containing S, such that ‖Fˆ‖∞ = ‖F‖∞ and Lip(Fˆ ) = Lip(F ). By
the usual smoothing argument (e.g. as in the proof of Proposition 2.2 of [31]), Fˆ can be uniformly
approximated on a neighborhood of the interval by functions with continuous first derivative,
with no increase in the Lipschitz constant, and these functions can in turn be approximated
by polynomials uniformly and uniformly in the first derivative. Thus F can be uniformly
approximated by such polynomials, whose Lipschitz constants are no bigger than Lip(F ). From
what we found above for polynomials we thus obtain:
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Proposition 4.1. With notation as above, for any a ∈ A such that a∗ = a and for any R-valued
Lipschitz function F on S = σ(a) we have
〈∂(F (a)), ∂(F (a))〉D ≤ (Lip(F ))2〈∂a, ∂a〉D.
Notice that for the case in which D = C1A the above result holds for any trace, not just for
tracial states, as seen by scaling.
We now concentrate on the tracial case.
Definition 4.2. Let Γ be a CdC for A, and let τ be a faithful trace on A. By the corresponding
energy form for (Γ, τ) we mean the C-valued pre-inner product EΓ on A defined by
EΓ(a, b) = τ(Γ(a, b))
for all a, b ∈ A. If Γ is the CdC for a Riemannian pre-metric (Ω, ∂, 〈·, ·〉A), then we will also say
that EΓ is the energy form for Ω and τ . When no confusion is likely we will often just write E .
By normalizing the trace and then applying Proposition 4.1 we immediately obtain:
Corollary 4.3. Let notation be as just above. Then for any a ∈ A such that a∗ = a, and for
any R-valued Lipschitz function F on σ(a) we have
E(F (a), F (a)) ≤ (Lip(F ))2E(a, a).
We remark that this means that E is a Dirichlet form according to Definition 2.3 of [1]. The
definition of a Dirichlet form given before Theorem 3.3 of [10] has a further requirement, but
we will see shortly that this further requirement is also satisfied. (Note that the Dirichlet forms
we deal with here are all “conservative”, i.e. take value 0 if one of the entries is 1A.) In view of
the terminology often used for Dirichlet forms, we set:
Definition 4.4. We will say that a form that satisfies the property obtained in Corollary 4.3
is “Markov”, or satisfies the “Markov property”.
Definition 4.5. Let notation be as above. We define a seminorm, LE , on A by
LE(a) = (E(a, a))1/2.
We will call LE the energy norm on A (even though it is a seminorm).
Theorem 4.6. Let E be the energy form for a given CdC and faithful trace, and define LE as
above. Then LE is indeed a seminorm, and it satisfies the Markov property that for any a ∈ A
such that a∗ = a and for any R-valued Lipschitz function F on the spectrum σ(a) we have
LE(F (a)) ≤ (Lip(F ))LE(a).
Furthermore, LE satisfies the Leibniz property that for any a, b ∈ A we have
LE(ab) ≤ LE(a)‖b‖+ ‖a‖LE(b).
Proof. LE is a seminorm because it is the seminorm for the ordinary pre-inner-product E . The
Markov property follows immediately from Corollary 4.3.
For the Leibniz property, if we have started with a CdC Γ, we apply Theorem 3.8 to obtain
the corresponding Riemannian metric (Ω, ∂, 〈·, ·〉ΓA) for A. We use τ to define an ordinary inner
product on Ω by 〈ω, ω′〉τ = τ(〈ω, ω′〉A), with corresponding norm ‖ · ‖τ . This norm is an A-
bimodule norm. This means that
‖ωa‖τ ≤ ‖ω‖τ‖a‖ and ‖aω‖τ ≤ ‖a‖‖ω‖τ
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for all ω ∈ Ω and a ∈ A. The first of these inequalities uses the tracial property of τ to calculate
that
‖ωa‖2τ = τ(〈ωa, ωa〉A) = τ(a∗〈ω, ω〉Aa) = τ(a∗a〈ω, ω〉A) ≤ ‖a∗a‖‖ω‖2τ .
For the second of these inequalities, note that ‖a‖21A − a∗a ≥ 0 in A, and so has a positive
square-root, say c, in A. Then
0 ≤ 〈cω, cω〉A = 〈ω, c2ω〉A = ‖a‖2〈ω, ω〉A − 〈aω, aω〉A.
We can now apply τ to this to obtain the desired inequality. Now E(a, b) = 〈∂a, ∂b〉τ , so that
LE(a) = ‖∂a‖τ .
Because ∂ is a derivation, the Leibniz inequality for LE follows immediately. (Notice the im-
portance of the complete positivity of Γ for this proof, because it leads to the inner product
on Ω.) 
We will see at the end of Section 10 that basically the completely Markov property implies the
completely Leibniz property. The Markov property of standard deviation given in Theorem 3.9
of [36] is a special case of Theorem 4.6 above, as can be seen from the discussion in Section 13.
The Leibniz property is important for the considerations in [34, 35], which is one reason that
I began to study the topic of this paper. But there are many other seminorms that satisfy both
the Markov and Leibniz conditions. As examples when A is commutative, let (X, ρ) be a finite
metric space, let Z be defined as in Example 2.3, and define c on Z by cxy = 1/ρ(x, y). Define L
on A = C(X) by
L(f) = sup{|f(x)− f(y) | cxy : (x, y) ∈ Z}.
This is the usual Lipschitz constant for f for the metric ρ. The metric from L on the state space
S(A) of A, when restricted to X identified with the extreme points of S(A), is the original
metric ρ. More generally, for any p ≥ 1 define L by
L(f) =
(∑
{|f(x)− f(y)|pcxy : (x, y) ∈ Z}
)1/p
.
It is easily seen that these seminorms satisfy both the Markov and Leibniz conditions. A further
example is given in Example 11.3.
Note that LE , as defined in Definition 4.5, need not be a ∗-seminorm. For example in the
setting of Example 2.13 where Γv(a, b) = [v, a]
∗[v, b] we see that if [v, v∗] 6= 0 then v is in
the null space of the form Γv while v
∗ is not, and so for a faithful trace on A we will have
LE(v) = 0 6= LE(v∗). But we can always obtain a Markov and Leibniz ∗-seminorm by taking
the max LE(a) ∨ LE(a∗).
So far we have put no conditions on ∂. But there is an important condition that is used in
various papers concerning Dirichlet forms, which does put a condition on ∂, involving the chosen
trace as well as the CdC.
Definition 4.7. For a CdC Γ on A and a trace τ on A, we say that Γ is τ -real if for all a, b ∈ A
we have
τ(Γ(a∗, b∗)) = τ(Γ(b, a)).
If Γ comes from a first-order differential calculus with correspondence, (Ω, ∂, 〈·, ·〉A), then we
will say that ∂ is τ -real if Γ is τ -real.
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It is clear that Γ is τ -real exactly if
E(a∗, b∗) = E(b, a),
and that LE is then a ∗-seminorm.
Following the terminology given in [10], we accordingly set:
Definition 4.8. Let E be a sesquilinear C-valued form on A. We say that E is real if
E(a∗, b∗) = E(b, a),
for all a, b ∈ A.
In view of the considerations above it would be reasonable to define a Riemannian metric
to be a pair (Γ, τ) consisting of a CdC and a trace, and even require τ -reality. But we do not
adopt this definition.
We now relate the above definitions to the setting of Example 2.11. When we want to
emphasize viewing A equipped with the inner product 〈a, b〉τ = τ(a∗b), we will often write A as
L2(A, τ).
Proposition 4.9. Let N be a self-adjoint operator on the Hilbert space L2(A, τ) with the property
that N(1A) = 0, and define ΓN as in Example 2.11. Then ΓN is τ -real in the sense that
τ(ΓN (a
∗, b∗)) = τ(Γ(b, a))
for all a, b ∈ A.
Proof. For a, b ∈ A we have
τ(ΓN (a
∗, b∗)− ΓN (b, a)) = τ(N(a)b∗ −N(ab∗) + aN(b∗)−N(b∗)a+N(b∗a)− b∗N(a))
= τ(N(ab∗ − b∗a)) = 0,
where for the last equality we have used the fact that for any c ∈ A we have
τ(N(c)) = 〈1A, N(c)〉τ = 〈N(1A), c〉τ = 0
because N(1A) = 0. 
5 {Ln} is L2-matricial
Let (Ω, 〈·, ·〉A) be a (pre-)correspondence over A. For any n ∈ N we define a correspondence,
(Ωn, 〈·, ·〉n), over Mn(A) = Mn ⊗A by
Ωn = Mn ⊗ Ω = Mn(Ω),
with the evident left and right actions of Mn(A), and with Mn(A)-valued (pre-)inner product
determined by
〈α⊗ ω, β ⊗ ω′〉n = α∗β ⊗ 〈ω, ω′〉A
for α, β ∈Mn and ω, ω′ ∈ Ω. It is easily verified that the left and right actions of Mn(A) relate
to this sequilinear form in the way needed for a pre-correspondence.
Lemma 5.1. The above Mn(A)-valued sesquilinear form 〈·, ·〉n is positive. Thus (Ωn, 〈·, ·〉m) is
a pre-correspondence for Mn(A). If 〈·, ·〉A is definite, then so is 〈·, ·〉n.
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Proof. Given t =
m∑
αj ⊗ ωj , we have
〈t, t〉n =
m∑
j,k
α∗jαk ⊗ 〈ωj , ωk〉A.
But the matrix C = {〈ωj , ωk〉A} is a non-negative element of Mn(A) because Mn(A) is faithfully
represented on the Hilbert A-module An (with inner product 〈{aj}, {bk}〉A =
∑
a∗jbj), and for
any {aj} ∈ An we have
〈{aj}, C{aj}〉A =
∑
j,k
a∗j 〈ωj , ωk〉Aak =
〈∑
j
ωjaj ,
∑
k
ωkak
〉
A
≥ 0.
Thus C can be expressed as C = D∗D for some D ∈Mn(A), and then, for D = {djk}, we have
〈t, t〉n =
∑
j,k
α∗jαk ⊗
∑
p
d∗pjdpk =
∑
p
∑
j
αj ⊗ dpj
∗(∑
k
αk ⊗ dpk
)
≥ 0.
If 〈t, t〉n = 0, then by the generalized Cauchy Schwartz inequality of equation (3.1) we have
〈t, s〉n = 0 for all s ∈ Mn(Ω). Let {ejk} be the usual matrix units for Mn. We can express t as
t =
∑
j,k
ejk ⊗ ωjk. For any fixed p, q and any ω′ ∈ Ω set s = epq ⊗ ω′. Then
0 = 〈t, s〉n =
∑
j,k
e∗jkepq ⊗ 〈ωjk, ω′〉A =
∑
k
ekq ⊗ 〈ωpk, ω′〉A.
By the linear independence of the ejk’s it follows that ωjk = 0 for all j, k. 
Suppose now that (Ω, ∂, 〈·, ·〉A) is a Riemannian pre-metric for A. Then we can define ∂n on
Mn(A) with values in Ωn by setting it on elementary tensors to be
∂n(α⊗ a) = α⊗ ∂a.
It is easily seen that ∂n is a derivation. Note further that the (∂A)B’s for A,B ∈Mn(A) span Ωn
because
(∂n(α⊗ a))(β ⊗ b) = αβ ⊗ (∂a)b
for a, b ∈ A. Thus:
Proposition 5.2. For notation as above, (Ωn, ∂n, 〈·, ·〉n) is a Riemannian pre-metric for Mn(A).
Proposition 5.3. Let notation be as above, let Γ be the CdC for (Ω, ∂, 〈·, ·〉A), and let Γn be
the CdC for (Ωn, ∂n, 〈·, ·〉n). Then Γn is given in terms of Γ by
(Γn(A,B))jk =
∑
p
Γ(apj , bpk).
for A,B ∈Mn(A) and A = {ajk} and similarly for B.
Proof. In terms of the usual matrix units {ejk} for Mn we have
Γn(A,B) = 〈∂nA, ∂nB〉n =
〈∑
eij ⊗ ∂aij ,
∑
ek` ⊗ ∂bk`
〉
n
=
∑
ejiek` ⊗ 〈∂aij , ∂bk`〉A =
∑
j`
ej` ⊗
∑
i
Γ(aij , bi`). 
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Corollary 5.4. Let E be the energy form for Γ and a choice of faithful trace τ on A. Let trn be
the usual un-normalized trace on Mn, and let τn = trn ⊗ τ , the corresponding trace on Mn(A).
Let En denote the corresponding energy form for the above Riemannian metric for Mn(A) and
the trace τn. Then En can be expressed in terms of E by
En(A,B) =
∑
jk
E(ajk, bjk).
We remark that the right-hand side above is just the usual pre-inner product that one puts
on the tensor product of pre-Hilbert spaces, applied to Mn ⊗A with the inner product on Mn
from its un-normalized trace and with the pre-inner-product on A being E , as can be seen by
calculations similar to those in the proof of Proposition 5.3. We can make the same definition
for general sesquilinear forms.
We can now apply the results of the previous section to obtain:
Corollary 5.5. With notation as above, En is a Markov form for all n. In other words, E is
completely Markov.
The definition given in [10] for a sequilinear form E to be a Dirichlet form is slightly stronger
than that used by many authors, for in addition to the Markov condition (which in [10] is called
the Lipschitz condition), which concerns only self-adjoint elements, it also requires that (in our
context) for any a ∈ A one have
E(|a|, |a|) ≤ E(a, a).
In Proposition 3.4 of [10] it is shown that if E2 is Markov, then E is Dirichlet in their sense.
From this and what we have shown above it is not difficult to obtain:
Corollary 5.6. For E coming from a Riemannian metric and a trace on A as above, each En
is Dirichlet. In other words, E is completely Dirichlet.
As in Definition 4.5, for each n we define a seminorm, LEn , on Mn(A) by
LEn(A) = (En(A,A))1/2.
Let V be a vector space over C. We let Mn(V) denote the vector space of n×n matrices with
entries in V. Then Mn(V) is in an evident way a bimodule over Mn. We adapt to seminorms in
the obvious way the definition of Ruan [38] of an L2-matricial norm on V.
Definition 5.7. Let notation be as above. A sequence {σn} in which σn is a seminorm on
Mn(V) for each n, is said to be an L2-matricial seminorm on V if it satisfies the following two
properties:
• the normed-bimodule condition
σn(αV β) ≤ ‖α‖σn(V )‖β‖
for all α, β ∈Mn and all V ∈Mn(V).
• the L2-condition that if V ∈Mm(V) and W ∈MnV, so that we can form V ⊕W = ( V 00 W )
in Mm+n(V), then
σm+n(V ⊕W ) =
(
(σm(V ))
2 + (σn(W ))
2
)1/2
.
Theorem 5.8. The sequence {LEn} defined immediately after Corollary 5.6 is an L2-matricial
seminorm on A consisting of seminorms that satisfy the Markov and Leibniz conditions.
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Proof. The normed-bimodule condition is easily obtained from arguments similar to those
used in the proofs of Theorem 4.6 and Lemma 5.1. For the L2-condition, let A,B ∈Mm(A) and
C,D ∈Mn(A). From Corollary 5.4 it follows immediately that
Em+n(A⊕ C,B ⊕D) = Em(A,B) + En(C,D).
From this the L2-condition follows immediately. 
6 The metric on the state space
Let S(A) denote the state space of the C∗-algebra A. Thus S(A) consists of the positive linear
functionals, µ, on A having the property that µ(1A) = 1. These are the natural generalization
of probability measures to the non-commutative setting.
With notation as in the previous sections, let LE be the seminorm on A from (Ω, ∂, 〈·, ·〉A, τ).
Of course, because ∂1A = 0 we have LE(1A) = 0. Such seminorms are exactly the kind used
in defining quantum metric spaces [31, 32, 34], and they determine an ordinary metric, ρE , on
S(A), defined by
ρE(µ, ν) = sup{|µ(a)− ν(a)| : LE(a) ≤ 1}.
This metric is a generalization of the Monge-Kantorovich metric on the set of ordinary proba-
bility measures on a compact metric space.
Definition 6.1. The metric ρE defined above on S(A) is called the energy metric associated
with (Ω, ∂, 〈·, ·〉A, τ)
This metric will take value +∞ if there is an a ∈ A with a /∈ C1A such that LE(a) = 0. In
this case we interpret this as meaning that our “quantum space” is not metrically connected.
For instance, for the class of examples described in Example 2.4 in which ∂v(a) = [v, a], so that
Γv(a, b) = [v, a]
∗[v, b] and E(a, a) = τ([v, a]∗[v, a]) and LE(a) = (τ([v, a]∗[v, a]))1/2, we obviously
have LE(v) = 0, so that ρE does take the value +∞. On the other hand, if ∂ is given as a sum
of terms of the form [v, a] for different v’s (as in Examples 2.4 and 7.9), it can easily happen
that ρE takes only finite values.
Definition 6.2. With notation as above we say that A is metrically connected for (Ω, ∂, 〈·, ·〉A)
if (for Γ the corresponding CdC) we have Γ(a, a) = 0 only when a ∈ C1A.
For the rest of this section we will assume that A is metrically connected unless the contrary
is stated. Then because τ is faithful, ρE will take only finite values (in our finite-dimensional
situation).
In order to make clear at what point we need the various properties satisfied by E , let us
now assume for a while that E is an arbitrary pre-inner-product on A that satisfies the property
that E(a, a) = 0 exactly when a ∈ C1A. We define LE as in Definition 4.5, and we define the
metric ρE on S(A) as in Definition 6.1. Let A˜ = A/C1A. Then E drops to a definite inner
product on A˜, which we will again denote by E . Since A is finite-dimensional, A˜ equipped
with E is a Hilbert space. Each element of A˜ has a unique representative in the null-space of τ
(i.e. orthogonal to 1A in L2(A, τ)), and so we can identify A˜ with the null-space of τ when
convenient.
Denote the dual vector space of A by A′. Then the dual vector space of A˜ can be identified
with the subspace A′o consisting of elements of A′ that take value 0 on 1A. Note that if
µ, ν ∈ S(A) then µ − ν ∈ A′o. Any λ ∈ A′o determines a linear functional on the finite-
dimensional Hilbert space A˜, and thus is represented by an element, hλ, of A˜, so that
〈a, λ〉 = E(hλ, a)
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for all a ∈ A, where here 〈a, λ〉 denotes the usual pairing between A˜ and its dual space. (We
let a also denote its image in A˜.) Thus λ 7→ hλ is a conjugate linear map from A′o into A˜. It
is clearly injective. But A′o and A˜ have the same dimension, and so this map is also surjective.
When convenient we can view hλ as an element (unique) of A such that τ(hλ) = 0.
Notice that LE is just the Hilbert space norm on A˜, and it determines a dual norm, L′E ,
on A′o, defined by
L′E(λ) = sup{|〈a, λ〉| : LE(a) ≤ 1}.
For µ, ν ∈ S(A) we then see that
ρE(µ, ν) = L′E(µ− ν).
But in terms of hλ we have
L′E(λ) = sup{|E(hλ, a)| : E(a, a) ≤ 1}.
Since (A˜, E) is a Hilbert space, we know that the supremum on the right side is attained at the
unit vector pointing in the direction of hλ, and consequently
L′E(λ) = LE(hλ).
That is, the surjective map λ 7→ hλ is a (conjugate linear) isometry from A′o onto A˜. From this
we obtain:
Proposition 6.3. Let notation be as above. For µ, ν ∈ S(A) we have
ρE(µ, ν) = LE(hµ−ν).
Fix now some µ0 ∈ S(A), and for any µ ∈ S(A) set
σ(µ) = hµ−µ0 .
Note that for µ, ν ∈ S(A) we have
σ(µ)− σ(ν) = hµ−ν .
Let ‖ · ‖E denote the norm on A˜ from the inner product E on A˜. Then:
Theorem 6.4. With notation as above
ρE(µ, ν) = ‖σ(µ)− σ(ν)‖E
for all µ, ν ∈ S(A). Thus σ is an affine isometry from the convex metric space (S(A), ρE) into
the Hilbert space (A˜, E).
Note that σ(µ0) = 0, so that the choice of µ0 determines which element of S(A) is sent to 0
by σ.
Jorgensen and Pearse [17] were the first to discover that, for resistance networks, i.e. for A
commutative, at least the set of extreme points of the state space equipped with the metric from
the energy form, embeds isometrically into a Hilbert space. See also Section 5.1 of [16], where
the relationship with negative semidefinite forms is discussed.
In order to see the further consequences of requiring that E actually comes from a non-
commutative Riemannian metric, we need to introduce the Laplace operator.
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7 The Laplace operator
Because A is finite-dimensional and τ is a faithful trace on A, for any pre-inner-product E on A
there will be a unique positive linear operator, N , on L2(A, τ) such that
E(a, b) = 〈a,Nb〉τ
for all a, b ∈ A, where 〈a, b〉τ = τ(a∗b). (The word “positive” here refers to N as an operator on
the Hilbert space L2(A, τ), and not to how it relates to the order structure on the C∗-algebra A.)
If E comes from a Riemannian metric (Ω, ∂, 〈·, ·〉A), so that E(a, b) = τ(〈∂a, ∂b〉A), then it is
appropriate to view N as ∂∗∂, and make:
Definition 7.1. If E comes from a Riemannian metric and faithful trace, then we denote the
operator N as above by ∆ and we call it the Laplace operator corresponding to the Riemannian
metric and faithful trace.
We remark that this is contrary to the conventions frequently made that lead to the Laplace
operator being a negative operator.
We now investigate the resulting special properties that ∆ will have. We assume from now
on that ∆ comes from a Riemannian metric and a faithful trace as above. Notice first that
∆(1) = 0 because E(a, 1) = 0 for all a ∈ A. Define Γ∆ as in Theorem 2.12 with ∆ playing the
role of N there (but here with an additional factor of 1/2 as is commonly done in the literature),
so that
Γ∆(a, b) = (1/2)(∆(a
∗)b−∆(a∗b) + a∗∆(b))
for all a, b ∈ A. It has the properties described in Theorem 2.12. Furthermore, Γ∆ is τ -real
according to Proposition 4.9.
Lemma 7.2. For any a, b, c ∈ A we have
〈c,Γ∆(a, b)〉τ = (1/2)τ(〈∂a, (∂b)c∗〉A + 〈c∂b∗, ∂a∗〉A).
Proof. For any a, b, c ∈ A we have
2〈c,Γ∆(a, b)〉τ = τ(c∗(∆(a∗)b−∆(a∗b) + a∗∆(b)))
= τ(bc∗∆(a∗))− τ(c∗∆(a∗b)) + τ(c∗a∗∆(b))
= τ(〈∂(cb∗), ∂(a∗)〉A)− τ(〈∂c, ∂(a∗b)〉A) + τ(〈∂(ac), ∂b〉A)
= τ(〈c∂b∗, ∂a∗〉A) + τ(〈∂a, (∂b)c∗〉A),
where for the last equality we have used both the fact that ∂ is a derivation and that several
terms cancel, and the tracial property of τ . 
Proposition 7.3. With notation as above, Γ∆(a, a) ≥ 0 for all a ∈ A. Consequently Γ∆ is also
symmetric.
Proof. If we let c = dd∗ in the above Lemma, and then rearrange, we obtain
2〈d,Γ∆(a, a)d〉τ = τ(〈(∂a)d, (∂a)d〉A) + τ(〈d∗∂a∗, d∗∂a∗〉A) ≥ 0.
Since the representation of A on L2(A, τ) is faithful, it follows that Γ∆(a, a) ≥ 0 as desired. The
symmetry of Γ∆ follows by the usual arguments. 
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Because
∆(a∗)a−∆(a∗a) + a∗∆(a) ≥ 0,
as seen in Proposition 7.3, it is equal to its adjoint, which is
a∗(∆(a∗))∗ − (∆(a∗a))∗ + (∆(a))∗a.
Define ∆] by ∆](a) = (∆(a∗))∗ for a ∈ A, as done just before Theorem 2.12. Then the above
expression is equal to 2Γ∆](a, a), and so by polarization we have
Γ∆] = Γ∆.
This is consistent with the relation found in Theorem 2.12 that ensures that Γ∆ is symmetric.
Let τn be defined on Mn(A) as in Corollary 5.4, and let En be the corresponding energy form.
Then for any A,B ∈Mn(A) we see from Corollary 5.4 that
En(A,B) =
∑
jk
E(ajk, bjk) =
∑
jk
〈ajk,∆bjl〉τ = 〈A, (In ⊗∆)B〉τn .
Thus we obtain:
Proposition 7.4. The Laplacian for En is the operator In⊗∆ on L2(Mn(A, τn)). In particular,
In ⊗∆ comes from a Riemannian metric.
We denote In ⊗ ∆ by ∆n. It will have the properties described above. In particular, Γ∆n
is positive on Mn(A), and τn-real by Proposition 4.9. But straight-forward calculations using
Proposition 5.3 show that
Γ∆n = (Γ∆)n.
Thus Γ∆ is completely positive in the sense defined just before Definition 3.5. Then from
Proposition 3.6 we obtain:
Theorem 7.5. Let Γ be the CdC for a Riemannian metric on A, let τ be a faithful trace on A,
and let ∆ be the Laplace operator for the corresponding energy form. Then Γ∆ is a CdC.
In view of Proposition 3.10 we have:
Corollary 7.6. With notation and assumptions as just above, ∆ is a conditionally completely
negative operator on A.
Proposition 7.7. With notation as above we have
τ(Γ∆(a, b)) = (1/2)(τ(Γ(a, b)) + τ(Γ(b
∗, a∗))) = (1/2)(E(a, b) + E(b∗, a∗))
for all a, b ∈ A. In particular, E(a, b) = τ(Γ∆(a, b)) for all a, b ∈ A if and only if Γ is τ -real
(where “τ -real” is defined in Definition 4.7).
Proof. We obtain the first assertion when we set c = 1A in the equation of Lemma 7.2. The
second assertion then follows from the definition of ∂ being τ -real. 
We remark that the formula of Proposition 7.7 shows the virtue of including the factor of 1/2
that we introduced in this section.
Returning to our case of CdC’s, it follows that if Γ is not τ -real then it can not coincide
with Γ∆.
Let us now set ∆\ = (1/2)(∆ + ∆]). Then we see that again Γ∆\ = Γ∆. But ∆
\ has the
further property that (∆\(a))∗ = ∆\(a∗). This means that it satisfies the conditions given in [24]
for −∆\ to be the generator of a quantum semigroup. We can consider this semigroup to be the
heat semigroup for our Riemannian metric, especially when ∂ is τ -real, in which case we also
have E = E∆\ .
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Proposition 7.8. For notation as above, Γ is τ -real if and only if (∆(a))∗ = ∆(a∗) for all
a ∈ A, that is, ∆ = ∆] = ∆\.
Proof. Essentially by definition, Γ is τ -real exactly when E is real (Definition 4.8). Then for
all a, b ∈ A we have
E(a, b) = 〈a,∆(b)〉τ = 〈∆(a), b〉τ = τ((∆(a))∗b),
while
E(b∗, a∗) = 〈b∗,∆(a∗)〉τ = τ(b∆(a∗)) = τ(∆(a∗)b).
Thus E(a, b) = E(b∗, a∗) for all a, b ∈ A if and only if (∆(a))∗ = ∆(a∗) for all a ∈ A. 
Example 7.9. We consider a continuation of Examples 2.13 and 3.12. Let v1, . . . , vm be ele-
ments of A, and set
Γ(a, b) =
∑
[vj , a]
∗[vj , b].
Each term is a CdC since it comes from a Riemannian metric as in Examples 3.3 and 2.8. Since
sums of CdC’s are again CdC’s, it follows that Γ is a CdC. For any faithful trace τ we have
E(a, b) =
∑
τ((a∗v∗j − v∗ja∗)[vj , b]) = τ
(
a∗
∑
[v∗j , [vj , b]]
)
.
It follows that the corresponding Laplace operator ∆ is defined by
∆(b) =
∑
[v∗j , [vj , b]].
(See equation (2.1) of [46] for a somewhat special case of this.) Let us see when Γ is τ -real.
According to Proposition 7.8 it suffices to determine when ∆] = ∆. It is easily seen that
∆](b) =
∑
[vj , [v
∗
j , b]].
Then
∆(b)−∆](b) =
∑(
[v∗j , [vj , b]]− [vj , [v∗j , b]]
)
=
∑(
[v∗j , [vj , b]] + [[v
∗
j , b], vj ]
)
=
[∑
[v∗j , vj ], b
]
,
where the last equality comes from the Jacobi identity as in Example 2.13. It follows that Γ
is τ -real exactly if
∑
[v∗j , vj ] is in the center of A. But it is clear that for every trace τ on A we
have τ(
∑
[v∗j , vj ]) = 0 and that
∑
[v∗j , vn] is self-adjoint. Since it is in the center, and every state
on the center extends to a trace on A in our finite-dimensional situation, this is equivalent to
being 0. Thus Γ is τ -real exactly if∑
[v∗j , vj ] = 0.
This last condition is exactly the “detailed balance” condition of Proposition 6.9 of [10].
We remark that when this example is compared to Example 3.12 we see that there are
generators N of quantum dynamical semigroups on some C∗-algebras A for which there is no
faithful trace τ on A such that the CdC ΓN is τ -real. This suggests that one should consider
faithful states that are not tracial, as considered in [5, 6]. But I have not investigated that
direction.
The formula in Lemma 7.2 suggests a further condition that can be required of a Riemannian
metric and trace. This condition essentially appears already in Section 1.2 of [27], where Peterson
calls it “real”. Since we already are using “τ -real”, I prefer to use the term “τ -balanced”:
Non-Commutative Resistance Networks 25
Definition 7.10. Let (Ω, ∂, 〈·, ·〉A) be a Riemannian metric on A. For τ a faithful trace on A,
we say that this Riemannian metric is τ -balanced if
τ(〈∂a, (∂b)c〉A) = τ(〈c∗∂b∗, ∂a∗〉A)
for all a, b, c ∈ A. If Γ is the CdC for the Riemannian metric, then the τ -balanced condition can
be stated in terms of Γ as
τ(Γ(ab, c)) = τ(Γ(c∗, b∗)a∗) + τ(b∗Γ(a, c))
for all a, b, c ∈ A.
Because τ(〈∂a, (∂b)c∗〉A) = 〈c,Γ(a, b)〉τ , it follows immediately from Lemma 7.2 that:
Theorem 7.11. Let (Ω, ∂, 〈·, ·〉A) be a Riemannian metric on A, and let Γ be its CdC. Let τ
be a faithful trace on A, and let ∆ be the corresponding Laplace operator. Then Γ = Γ∆ if and
only if Γ is τ -balanced.
It is clear that being τ -balanced is a stronger condition than being τ -real. The following
example shows that it is in fact a strictly stronger condition.
Example 7.12. We consider CdC’s of the form discussed in Example 2.13, that is, of the form
Γ(a, b) = [v, a]∗[v, b] for some v ∈ A. We want Γ to be τ -real, and so from Example 7.9 we see
that v must commute with v∗, that is, be normal.
By Definition 7.10, in order for Γ to be τ -balanced we must have
0 = τ(〈c[v, b∗], [v, a∗]〉A − 〈[v, a], [v, b]c∗〉A) = τ([b, v∗]c∗[v, a∗]− [a∗, v∗][v, b]c∗).
Because this is true for all c ∈ A, and τ is faithful and tracial, this is equivalent to the requirement
that
0 = [v, a∗][b, v∗]− [a∗, v∗][v, b]. (7.1)
for all a, b ∈ A. This is satisfied if v is self-adjoint, so for it to fail we must choose v to be
normal but not self-adjoint.
To continue, we now take A to be Mn(C) for some n, with its usual trace. Since v is to be
normal, we can assume that it is a diagonal matrix. Since the requirement of equation (7.1)
involves only commutators, we can always change v by adding a scalar multiple of 1A. Thus if v
has only two eigenvalues, we can assume that one of those eigenvalues is 0. Then v is a scalar
multiple of a self-adjoint matrix, and again the requirement of equation (7.1) is satisfied. Thus
we must assume that v has at least 3 eigenvalues, but we can assume that one of those eigenvalues
is 0. We can also multiply v by a scalar, and so assume that another of the eigenvalues is 1. By
conjugating v by a permutation matrix we can then assume that the first 3 diagonal entries of v
are 1, α, 0, where α is some non-real complex number. View A as acting on Cn in the usual way.
Then let b be the element of A that takes the first standard basis vector to the second, takes
the second to the third, and sends all other standard basis vectors to 0. A simple calculation
shows that with a = b∗ we have
[v, a∗][b, v∗]− [a∗, v∗][v, b] 6= 0.
Thus Γ is not τ -balanced.
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We now relate the Laplace operator ∆ to the metric ρE on the state space. For this we
assume that A is metrically connected (Definition 6.2), so that the kernel of ∆ is exactly C1A.
Let A0 = {a ∈ A : τ(a) = 0}, so that when viewed as a subspace of L2(A, τ) it is exactly the
orthogonal complement of C1A. Thus ∆ carries A0 into itself and is invertible there. Later,
when we write ∆−1, it is to be interpreted as an operator on A0. In the evident way A0 can be
identified with A˜ = A/1A. Because A0 is a Hilbert space when equipped with the inner product
from L2(A, τ), we can identify A′0 conjugate linearly with A0 itself. Accordingly we change our
earlier conventions in the usual way, and for λ ∈ A0 we define hλ ∈ A0 such that
〈λ, a〉τ = E(hλ, a)
for all a ∈ A, so that λ 7→ hλ is linear, in contrast to our convention in Section 6. But
E(hλ, a) = 〈∆hλ, a〉τ for all a, and so λ = ∆hλ, or
hλ = ∆
−1λ.
Thus
E(hλ, hλ) = 〈λ, hλ〉τ = 〈λ,∆−1λ〉τ .
In view of Proposition 6.3, we can express ρE in terms of ∆ by:
Proposition 7.13. With notation as above, for any µ, ν ∈ S(A), with µ − ν viewed as an
element of L2(A, τ), we have
ρE(µ, ν) = 〈µ− ν,∆−1(µ− ν)〉1/2τ .
We will make use of this in Section 9 for the commutative case.
8 The commutative case
We now examine the special case in which A is a commutative (and finite-dimensional) C∗-
algebra. Let X be its maximal ideal space. Then X is a finite set, and we can and will
identify A with C(X). We begin by determining all possible CdC’s on A.
Theorem 8.1. As in Example 2.8, for Z = {(x, y) ∈ X × X : x 6= y}, any non-negative
function c on Z defines a CdC for A, by
Γ(f, g)(y) =
∑
x,x 6=y
(f¯(x)− f¯(y))(g(x)− g(y))cxy,
for x ∈ X. Conversely, every CdC for A is of this form, and thus there is a bijection between
the set of CdC’s and the set of c’s. Furthermore, every CdC Γ for A satisfies the extra condition
that
Γ(f∗, g∗) = Γ(g, f)
for all f, g ∈ A, so that Γ is τ -real for any trace τ on A. Furthermore, if cyx = cxy for all
(x, y) ∈ Z then Γ is τ -balanced for any trace.
Proof. Note that in the above sum defining Γ we do not need values for cyy for any y. As
suggested in Example 2.8, it is easily seen that, given c, the above formula gives a CdC (which
clearly satisfies the extra condition), and a direct calculation verifies the statement about being
τ -balanced.
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Thus we must prove the converse. So let Γ be some given CdC for A. For each x ∈ X let δx
be the usual “delta-function” at x. Since the δx’s form a basis for A, the constants
γypq = Γ(δp, δq)(y)
for p, q, y ∈ X completely determine Γ. Because Γ is symmetric, we see that
γyqp = γ¯
y
pq
for all p, q, y ∈ X. Because Γ is positive we see that
γypp ≥ 0
for all p, y ∈ X. Because Γ(1, f) = 0 for all f ∈ A we see that∑
p
γypq = 0
for all q, y ∈ X. Finally, we must examine the consequences of the ∗-representation condition,
equation (2.1). Let y, w, p, q ∈ X. Then from equation (2.1) we obtain
Γ(δwδp, δq)(y)− Γ(δp, δwδq)(y) = δp(y)Γ(δw, δq)(y)− Γ(δp, δw)(y)δq(y).
Suppose that p 6= q. On setting w = p we see that:
if p 6= q, y 6= p and y 6= q then γypq = 0,
whereas:
if p 6= q and y = q then γqpq = −γqpp.
In particular, since γqpp ≥ 0 by the positivity of Γ, we see that γypq ∈ R for all p, q, y ∈ X.
Then for f, g ∈ A and y ∈ X we have
Γ(f, g)(y) =
∑
p,q
f¯(p)g(q)γypq
=
∑
p,p 6=y
f¯(p)
(∑
q
g(q)γypq
)
+ f¯(y)
∑
q
g(q)γyyq
=
∑
p,p 6=y
f¯(p)(g(q)γypp + g(y)γ
y
py)− f¯(y)
∑
q
g(q)γyqq
=
∑
p,p 6=y
f¯(p)(g(p)− g(y))γypp − f¯(y)
∑
p
g(p)γypp.
We can add to this 0 = f¯(y)g(y)
∑
p
γypp (because γ
y
pp = −γypy) to obtain:
Γ(f, g)(y) =
∑
p,p 6=y
(f¯(p)− f¯(y))(g(p)− g(y))γypp.
Accordingly, if we set cpy = γ
y
pp for all p, y with p 6= y we obtain the desired formula. Note that
for each p, y ∈ X with p 6= y we have
cpy = γ
y
pp = Γ(δp, δp)(y),
which is non-negative by assumption, as needed. 
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We remark that, as suggested by the remarks about commutative algebras near the beginning
of Section 4 leading to the proof of Proposition 4.1, the above CdC will satisfy the Markov
condition. This is easily seen directly. If f ∈ A, and if F is even a C-valued function defined
on σ(f) (which is the range of f), then
Γ(F ◦ f, F ◦ f)(y) =
∑
x
|F (f(x))− F (f(y))|2cxy ≤ (Lip(F ))2Γ(f, f)(y).
Given cxy’s as above, we can view X as consisting of the nodes of a directed graph such that
there is an edge from x to y exactly if cxy 6= 0; and we can consider the cxy’s to be weights on
the edges, recognizing that the weights on the two edges joining in opposite directions two given
nodes need not be equal.
For traditional reasons that will be discussed below, we now introduce a factor of 1/2 into
the formula for Γ, much as we did just before Lemma 7.2. Thus from now on we assume that
Γ(f, g)(y) = (1/2)
∑
x 6=y
(f¯(x)− f¯(y))(g(x)− g(y))cxy,
We have not yet chosen a trace on A. But counting measure is implicit in the formula above
for Γ, and it is anyway almost a canonical choice. Thus we will choose (integration against)
counting measure as our trace τ . The corresponding energy form E is then given by
E(f, g) = (1/2)
∑
x,y
(f¯(x)− f¯(y))(g(x)− g(y))cxy.
(So we are in the “jump part” of Example 4.20 of [7].) Notice that the part of the summand
involving f and g is even in x and y (i.e. unchanged under exchanging x and y). Consequently its
sum with the odd part of c will be 0. Thus we can replace c by c˜ defined by c˜xy = (cxy + cyx)/2.
Of course c˜ will define a different CdC. But the two CdC’s will give the same energy form, and
for the following considerations it is the energy form that we study. So we assume now that
cxy = cyx.
With this condition, the graph whose nodes are the elements of X and whose edge-weights are
given by c can be interpreted exactly as a resistance network, with c specifying the conductances
between the various nodes [16, 21]. It is in this way that our Riemannian metrics together with
trace correspond, when A is commutative, exactly to resistance networks.
We now sketch the usual development for resistance networks [16, 21], since we need it for our
discussion of the metric on the state space. We first determine the corresponding Laplacian. For
this purpose it is convenient to define (as, for example, in Definition 1.9 of [16]) two operators
onA, which when they are viewed as operators on L2(A, τ) are self-adjoint operators. In defining
these operators, we will assume that cxx = 0 for all x ∈ X. The first of these operators, the
“transfer operator” T , is an “integral operator” defined by
(Tf)(x) =
∑
y
cxyf(y).
For the second of these operators, C, define first a function, cˆ, on X by
cˆ(x) =
∑
y
cxy =
∑
y
cyx.
We let C be the operator of pointwise multiplication by cˆ. Then
2Γ(f, g)(y) =
∑
p
(f¯(p)− f¯(y))(g(p)− g(y))cpy
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= (T (f¯g))(y)− f¯(y)(Tg)(y)− (T f¯)(y)g(y) + (C(f¯g))(y)
= −((C − T )(f¯g))(y) + ((C − T )f¯)(y)g(y) + f¯(y)((C − T )g)(y)
= 2ΓC−T (f, g)(y).
Consequently Γ = ΓC−T , and from the above calculation we also see that
E(f, g) = τ(Γ(f, g)) = 〈f, (C − T )g〉τ .
Thus the Laplace operator for Γ is given by
∆ = C − T,
and
Γ = Γ∆,
consistent with Theorem 7.11. The specific formula for the Laplace operator ∆ can be written
as
(∆f)(x) =
∑
y
(f(x)− f(y))cxy
Note that in the literature the Laplace operator is often taken to be the negative of the above
expression, so that it is a non-positive operator.
We see from the above formulas why it is common to introduce a factor of 1/2 in the definition
of E . There is another compelling reason for introducing a factor of 1/2, namely that when the
system is interpreted as a resistance network, and f is interpreted as giving voltages that are
applied to the various nodes, the rate of dissipation of energy caused by the resulting current
is given by the earlier E divided by 2, basically because the earlier formula for E double-counts
the edges.
Let the δx’s now be viewed as elements of L
2(A, τ), so that they form an orthonormal basis
for L2(A, τ). For any z ∈ X we have
(∆(δx))(z) = ((C − T )(δx))(z) = cˆ(z)δx(z)− czx.
Consequently, for x, y ∈ X with x 6= y we have
E(δx, δy) = 〈δx,∆δy〉τ = −cxy.
Notice that this relation fails if x = y, but that instead we have
E(δx, δx) = 〈δx,∆δx〉τ = cˆ(x).
It is easily seen that even when some of the cxy are negative the corresponding form E defined
as above can still be non-negative.
Theorem 8.2. Assume that the form E is non-negative, but do not require that the cxy are all
non-negative. Then E satisfies the Markov condition if and only if cxy ≥ 0 for all x 6= y.
Proof. We recall here the simple argument (found, for example, in the proof of Proposition 2.1.3
of [21]). Suppose that for some given x, y we have cxy < 0. Set f = δx − rδy for some r ∈ R>0.
Define F on R by F (t) = t if t ≥ 0 and F (t) = 0. Then Lip(F ) = 1, and F ◦ f = δx. Thus if E
were to satisfy the Lipschitz condition we should have E(δx, δx) ≤ E(f, f). But when we expand
the sum for E(f, f) we obtain
E(δx, δx) + 2rcxy + r2E(δy, δy)
Since cxy is strictly negative, it is clear that we can choose a positive r small enough that
E(f, f) < E(dx, dx). The converse assertion follows from Corollary 4.3. 
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9 Resistance distance
As mentioned in the introduction, I have been puzzled about the nature of the “resistance
distance” for a resistance network ever since I wrote Section 12 of [32]. In this section we will
arrive at an answer that I consider satisfactory. Let me mention that resistance distance has
seen use in chemistry (e.g. [15, 22, 23, 45] and their references), and even in evolution [26].
As is usual, we say that a graph is “connected” if it is not the disjoint union of two non-
empty subsets, A and B, such that there is no edge between any point of A and any point of B.
Maximal connected subsets of X are called its “connected components”. These concepts are
of importance to us because it is easily seen that for a resistance network we have LE(f) = 0
for some f ∈ A exactly if f is constant on the connected components of X. Thus it is only
when X itself is connected that we have the property that if LE(f) = 0 then f ∈ C1A, so
that the corresponding metric on the state space takes only finite values. It is easily seen that
the properties of E and related objects can be obtained by treating each connected component
separately. Consequently, we will assume for the rest of this section that X is connected. Since
this depends on the choice of cxy’s we will tend to say “metrically connected”.
We will now develop the standard ideas about harmonic functions, which for our context go
all the way back to the seminal paper [3]. (I have not noticed a useful way to develp a theory
of “harmonic functions” in the non-commutative setting.) The material in the next paragraphs,
through Theorem 9.4 is well-known. See for example Section 2.1 of [21].
Let ∆ be the Laplace operator for the given choice of cxy’s for X (metrically connected).
Definition 9.1. For given f ∈ C(X) and x ∈ X we say that f is harmonic at x if ∆(f)(x) = 0.
If f is interpreted as an application of voltages at the points of X, then being harmonic at x
means that no current is being inserted (or extracted) at x.
If f is harmonic at x, then
0 =
∑
y
(f(x)− f(y))cxy,
so that
f(x) =
∑
y
f(y)
(
cxy
/(∑
w
cxw
))
=
∑
y
f(y)(cxy/cˆ(x)).
Notice that y 7→ cxy/cˆ(x) is a probability distribution on the set of points of X that share an
edge with x. Thus f(x) is a weighted average of the values of f on the neighbors of x. Here we
make essential use of the fact that the cxy’s are non-negative.
For any subset Y of X let Y = Y ∪{z ∈ X : cyz > 0 for some y ∈ Y }. Notice that this is not
a true closure operation.
Theorem 9.2 (the maximum principle). Let Y be a subset of X, and assume that Y is connected
(for the restriction of c to Y ). Let f ∈ C(X), with f¯ = f , and suppose that f is harmonic at
all points of Y . Let m = max{f(w) : w ∈ Y }. If there is a y ∈ Y such that f(y) = m, then f is
constant on Y .
Proof. Let W = {y ∈ Y : f(y) = m}, and suppose that W is not empty. Let w ∈W . Because
f(w) is the weighted average of its values on {w}, it must take value m at all points of {w}. It
follows that {w} ⊆W . Because Y is connected, it follows easily that W = Y . 
Notice that by considering −f we obtain a similar statement about the minimum of f on Y .
As discussed before Proposition 7.13, because X is metrically connected, the restriction of ∆
to A0 is an invertible operator on A0, where here A0 consists of the functions f such that
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τ(f) = 0. For any distinct p, q ∈ X the function δp − δq is in A0. Let hpq = ∆−1(δp − δq). Then
∆(hpq) = δp−δq, and so hpq is harmonic on the complement of {p, q}. On applying the maximam
principle to the different components of X \ {p, q} we see that hpq must take its maximum and
minimum values on {p, q}. Now
1 = ∆(hpq)(p) =
∑
x
(hpq(p)− hpq(x))cxp,
and from this it is clear that it must be at p that hpq must take its maximum value, and so its
minimum value at q. That is, for all x ∈ X
hpq(q) ≤ hpq(x) ≤ hpq(p). (9.1)
Note that according to Proposition 7.13 we have
ρE(p, q) =
(〈δp − δq, hpq〉τ)1/2 = (hpq(p)− hpq(q))1/2 (9.2)
(where here τ is counting measure).
Definition 9.3. Define ρr on X ×X by ρr(p, p) = 0 for all p ∈ X, and
ρr(p, q) = hpq(p)− hpq(q)
for p, q ∈ X with p 6= q. We call ρr the resistance metric on X (for the given cxy’s).
Theorem 9.4. The resistance metric ρr is indeed a metric.
Proof. It is clear that ρr is symmetric (because hqp = −hpq), and that ρr(x, y) = 0 exactly if
x = y. We must show that it satisfies the triangle inequality. So let points n, p, q of X be given.
By the linearity of ∆ we have hpq = hpn + hnq, while hnq(p) ≤ hnq(n) and hpn(q) ≥ hpn(n) by
the inequalities (9.1) from the maximum principle. Thus
ρr(p, q) = hpq(p)− hpq(q) = hpn(p) + hnq(p)− hpn(q)− hnq(q)
≤ hpn(p) + hnq(n)− hpn(n)− hnq(q) = ρr(n, p) + ρr(n, q). 
Now this is strange, because from equation (9.2) we see that
ρr(p, q) = hpq(p)− hpq(q) = (ρE(p, q))2,
and usually the square of a metric is not a metric. Since ρE is defined on the whole state
space S(A), not just on its extreme points, it is natural to ask whether ρ2E is a metric on all
of S(A). We will now see that this is not the case, so the resistance metric is of a quite different
nature than the energy metric.
Recall that Theorem 6.4 tells us that S(A), equipped with the energy metric, is isometrically
embedded in a Hilbert space. So let us determine what kinds of subsets of a Hilbert space have
the property that when the square of the Hilbert space metric is restricted to them the result is
again a metric.
Proposition 9.5. Let X be a subset of a Hilbert space H, and let d be the restriction to X of
the metric on H that comes from its inner product. Then d2 is a metric on X if and only if X
has the property that for all x, y, z ∈ X we have
Re(〈x− y, z − y〉) ≥ 0.
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Proof. From the definition of a metric, d2 is a metric on X if and only if for all x, y, z ∈ X we
have
〈x− z, x− z〉 ≤ 〈x− y, x− y〉+ 〈y − z, y − z〉.
On expanding these inner products and canceling some terms, we find that 0 ≤ Re(〈x−y, z−y〉)
as desired. 
The above proposition is related to von Neumann’s embedding theorem (for which see Ap-
pendix A.1 of [16]), but the condition of the above proposition is necessarily much stronger than
the negative semi-definiteness of von Neumann’s theorem.
The real part of an inner product is itself an inner product when the Hilbert space is considered
to be a vector space over R. In view of the above proposition, we now assume that we have
a Hilbert space H over R, and a subset X of it having the above property that for all x, y, z ∈ X
we have
0 ≤ 〈x− y, z − y〉.
Let K denote the closed convex hull of X in H. Given a z ∈ X, choose any y ∈ X with y 6= z,
and let φz;y be the linear functional on H defined by
φz;y(w) = 〈w, z − y〉.
for all w ∈ H. Then the above inequality implies that every x ∈ X lies in the half-space of H
defined by φz;y(w) ≥ 〈y, z − y〉. Thus K must lie in this half-space. Notice in particular that z
itself lies strictly in the interior of this half-space. From all of this it is clear that each x ∈ X is
an extreme point of K. Furthermore, our assumed inequality says that the angles between the
lines from one point of X to any two other points of X are acute or right angles.
In our original situation in which X is a finite subset of S(A), it follows that X consists of
exactly all the extreme points of S(A). Thus we obtain:
Proposition 9.6. Let ∆ be the Laplace operator for a connected resistance network on a finite
set X, let A = C(X) as earlier, and let ρr be defined as above on S(A). Then no subset of S(A)
that properly contains X has the property that the restriction of ρr to it is a metric.
In view of this, I consider the resistance metric to be of a quite different nature than the
metrics on state spaces (such as the energy metric) that I have been studying. To me this is
a satisfactory resolution to my puzzlement about the resistance metric. In particular, I believe
that the “free resistance” defined in equation (4.73) of Section 4.9 of [16] does not satisfy the
triangle inequality.
It is natural to ask whether the property given in Proposition 9.5 characterizes the operators
that arise as Laplace operators for connected resistance networks. A counter-example is given in
Exercise 2.5 of [21]. The basic idea is quite simple. In Section 6 we discussed forms more general
than the energy forms coming from resistance networks, and saw that they too embed S(A) into
Hilbert spaces. Now if X has at least 4 points, one can find conductances on X such that X is
connected but one of the conductances is 0, while Re(〈x−y, z−y〉) > 0 for all x, y, z ∈ X. Then
we can make the 0 conductance slightly negative (so we no longer have a resistance network),
in such a way that the angles are changed so little that we still have Re(〈x− y, z − y〉) > 0 for
the new inner product.
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10 From Dirichlet forms to CdC’s
We have seen that from a CdC and a faithful trace τ on A we obtain an energy form E . This
energy form is completely Markov in the sense that each En is Markov. One of the central
theorems of the general theory of Dirichlet forms is that conversely each completely positive
and completely Markov form on L2(A, τ) comes from a CdC (and so in our setting comes from
a Riemannian metric and trace, and has a corresponding quantum dynamical semigroup, etc).
In the infinite-dimensional case substantial technical assumptions are needed in order to prove
this. Here we will just treat the finite-dimensional case. We will use this case later in Section 12.
We assume that E is real (Definition 4.8), as is usually required for Dirichlet forms. The main
theorem of this section is thus:
Theorem 10.1. Let E be a sesquilinear form on A which is real, completely positive and com-
pletely Markov, and has 1A in its null-space. Let τ be a faithful trace on A, and let N be the
operator on L2(A, τ) determined by
E(a, b) = 〈a,Nb〉τ .
Then ΓN is a CdC, and
E(a, b) = τ(ΓN (a, b))
for all a, b ∈ A.
Proof. It is the Markov property that is the key to the proof, but it seems to be a bit tricky
to extract useful information from it. We will follow the usual method, as given for example
following Theorem 2.7 of [1].
Since E is real, the argument given in the proof of Proposition 7.8 shows that (N(a))∗ = N(a∗)
for all a ∈ A, that is, N ] = N . Thus according to Proposition 3.6 we only need to show that ΓN
is completely positive. A simple calculation using Corollary 5.4 shows that because E is real En
also is real. But at first we will not use the “completely” aspects of E .
Notice that N is a positive operator on L2(A, τ) such that N(1A) = 0. Since N is positive,
I +N is invertible, where I denotes the identity operator on the Hilbert space L2(A, τ).
Lemma 10.2 (key lemma). Let R = (I +N)−1. Then, for any a ∈ A for which a ≥ 0 we have
R(a) ≥ 0 as an element of A, and R(a) ≤ ‖a‖.
Proof. Define a positive sesquilinear form, F , on L2(A, τ) by
F(b, a) = 〈b, (I +N)a〉τ ,
and note that F is definite and that F(b, Ra) = 〈b, a〉τ . It is easily calculated that
E(b, b) + ‖b− a‖2τ = F(b−Ra, b−Ra) + 〈(I −R)a, a〉τ
From this it is clear that for fixed a the left hand side has a unique minimum when b = Ra.
Thus we find, for fixed a, that
E(Ra,Ra) + ‖Ra− a‖2τ < E(b, b) + ‖b− a‖2τ
for all b ∈ A such that b 6= Ra.
Suppose now that a = a∗. Because E is real (Definition 4.8), N preserves the involution, and
thus R will also. Consequently Ra is self-adjoint. Let F be an R-valued Lipschitz function on R
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with Lip(F ) ≤ 1. Then on setting b = F (Ra), which is well-defined because Ra is self-adjoint,
we obtain
E(Ra,Ra) + ‖Ra− a‖2τ < E(F (Ra), F (Ra)) + ‖F (Ra)− a‖2τ (10.1)
if F (Ra) 6= Ra.
We apply this last result in the following way. Let F be defined by F (t) = max(t, 0). Notice
that Lip(F ) = 1. Observe that for any a such that a∗ = a we have F (a) = a+, the positive part
of a. Suppose that b ∈ A with b∗ = b. We denote the negative part of a by a− and similarly
for b. Because a+ and a− are orthogonal to each other in L2(A, τ) since a+a− = 0, and similarly
for b, we have
‖b− a‖2τ − ‖b+ − a+‖2τ = ‖b− − a−‖2τ + 2 Re(〈b+, a−〉τ + 〈b−, a+〉τ ).
Because b+ and a− are positive and τ is tracial, we have 〈b+, a−〉τ ≥ 0. Similarly 〈b−, a+〉τ ≥ 0.
It follows that
‖b+ − a+‖2τ ≤ ‖b− a‖2τ . (10.2)
(This is a special case of the fact that for any real Lipschitz function F we would have
‖F (b)− F (a)‖τ ≤ Lip(F )‖b− a‖τ ,
but this general case seems not to have an easy proof. See Lemma 2.2 of [1] or Proposition 2.5
of [10].)
Now assume that a is positive, so that F (a) = a. From inequality (10.2) we then obtain
‖F (Ra)− a‖τ = ‖(Ra)+ − a‖τ ≤ ‖Ra− a‖τ .
Using this in the right side of inequality (10.1) and cancelling, we obtain for our F
E(Ra,Ra) < E(F (Ra), F (Ra))
if F (Ra) 6= Ra. But Lip(F ) ≤ 1 and E is assumed to be Markov, which means that
E(Ra,Ra) ≥ E(F (Ra), F (Ra)).
This contradiction implies that F (Ra) = Ra, so that Ra ≥ 0. This proves the first assertion of
the proposition.
To prove the second assertion, for any r ∈ R define Fr by Fr(t) = min(t, r), so again
Lip(Fr) = 1. Then Fr(t) = −(t− r)+ + r, so that, using the fact that A is unital and writing r
for r1A, we have
‖Fr(b)− Fr(a)‖τ = ‖ − (a− r)++ r + (b− r)+− r‖τ = ‖(a− r)+− (b− r)+‖t ≤ ‖b− a‖τ
by inequality (10.2). Now let r = ‖a‖. Then for any b such that b∗ = b we have Fr(b) = b
exactly if b ≤ ‖a||. But Fr(a) = a, and so
‖Fr(b)− a‖τ ≤ ‖b− a‖τ .
When we use this in inequality (10.1) in the way done above, we see that Fr(Ra) = Ra, so that
Ra ≤ ‖a‖, as desired. 
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Notice that we did not need the full force of the Markov property. We only needed it for the
two functions F (t) = max(t, 0) and F (t) = min(t, ‖a‖). But in the context of Theorem 10.1 the
full Markov property will then be a consequence.
Suppose now that E is completely Markov, where En is defined by the same formula as given
just before Proposition 7.4. Then as in that proposition, the “Laplacian” for En is just In ⊗N .
If we multiply E be any t ∈ R>0 the various En’s will also be multiplied by t, and the resulting
forms will still be Markov. The corresponding “Laplacians” will also be multiplied by t. We
can apply the key Lemma 10.2 to all of them. For this purpose we set Rt = (I + tN)
−1, and
R
(n)
t = In ⊗ Rt. By the key Lemma 10.2 each R(n)t is a positive operator on Mn(A) that is
contractive on positive elements. This says that each Rt is a completely positive operator on A.
Also each of these operators will carry the identity element to itself because N(1A) = 0. The
basic inequality for completely positive operators that we already used in Example 3.7 implies
that for any A ∈Mn(A) we have
R
(n)
t (A
∗A)−R(n)t (A∗)R(n)t (A) ≥ 0. (10.3)
From this it easily follows that ‖R(n)t ‖ = 1. Note also that R0 is well-defined and R0 = I, and
that Rt is actually well-defined also for negative t’s in a neighborhood of 0.
In our finite-dimensional situation the function t 7→ R(n)t is clearly differentiable for each n.
Notice that the left-hand side of inequality (10.3) has value 0 at t = 0. It follows, much as in
Example 3.7, that the derivative at t = 0 of the left-hand side is non-negative. But the derivative
R′t is −N(I + tN)−2, so that R′0 = −N , and similarly for R(n). Thus the derivative at t = 0 of
inequality (10.3) gives
−N(a∗a)− (−N(a∗)a− a∗N(a)) ≥ 0,
that is, for ΓN defined as in Example 2.11 we have ΓN (a, a) ≥ 0 for all a ∈ A. In the same
way we find that Γ
(n)
N (A,A) ≥ 0 for all A ∈ Mn(A), so that ΓN is completely positive. From
Proposition 3.6 it follows that ΓN is a CdC. This completes the proof of Theorem 10.1. 
On combining the above result with Theorem 4.6 and Corollary 5.5 we find that the com-
pletely Markov property of E implies the completely Leibniz property of LE .
11 Dirac operators
In this section we show how to construct a Hodge–Dirac operator for a Riemannian metric,
once a trace has been chosen. We assume throughout that A is a finite-dimensional C∗-algebra,
that (Ω, ∂, 〈·, ·〉A) is a Riemannian metric for A, and that τ is a faithful trace on A. We define
the corresponding Hodge–Dirac operator in analogy with Definition 9.24 of [13]. For the case
in which A is commutative our Dirac operator is essentially the operator used by Davies in
Theorem 4.6 of [9]. We begin by defining an ordinary inner product, 〈·, ·〉τ , on Ω by
〈ω, ω′〉τ = τ(〈ω, ω′〉A).
Because Ω is finite-dimensional, it is a Hilbert space for this inner product. We denote this
Hilbert space by L2(Ω, τ). Then ∂ can be viewed as an operator from L2(A, τ) to L2(Ω, τ). We
denote the adjoint of this operator, going from L2(Ω, τ) to L2(A, τ), by ∂∗. Let
H = L2(A, τ)⊕ L2(Ω, τ).
We define the operator D on H by
D =
(
0 ∂∗
∂ 0
)
.
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We view A as acting on H by means of its left actions on A and Ω. We now calculate much as
in the proof of Theorem 4.6 of [9]. For a ∈ A and ( bω ) ∈ H we have
[D, a]
(
b
ω
)
=
(
∂∗(aω)− a∂∗ω
∂(ab)− a∂b
)
.
By the Leibniz rule
‖∂(ab)− a∂b‖2τ = ‖(∂a)b‖2τ = τ(〈(∂a)b, (∂a)b〉A) = τ(b∗〈∂a, ∂a〉Ab)
≤ ‖〈∂a, ∂a〉A‖∞τ(b∗b), (11.1)
where for emphasis we here denote the C∗-norm of A by ‖ · ‖∞. Furthermore, for any c ∈ A we
have
〈c, ∂∗(aω)− a∂∗ω〉τ = 〈a∗∂c, ω〉τ − 〈∂(a∗c), ω〉τ = −〈(∂a∗)c, ω〉τ ,
and by the Cauchy–Schwarz inequality
|τ(〈(∂a∗)c, ω〉A)| ≤ (τ(〈(∂a∗)c, (∂a∗)c〉A))1/2(τ(〈ω, ω〉A))1/2,
while
τ(〈(∂a∗)c, (∂a∗)c〉A) = τ(c∗〈∂a∗, ∂a∗〉Ac) ≤ ‖〈∂a∗, ∂a∗〉A‖∞τ(c∗c).
It follows that
‖∂∗(aω)− a∂∗ω‖τ ≤ ‖〈∂a∗, ∂a∗〉A‖1/2∞ ‖ω‖τ .
From this and the calculation (11.1) above we find that
‖[D, a]‖ ≤ max{‖〈∂a, ∂a〉A‖1/2∞ , ‖〈∂a∗, ∂a∗〉A‖1/2∞ }.
Notice that a 7→ ‖〈∂a, ∂a〉A‖1/2∞ is not in general stable under the involution, whereas a 7→
‖[D, a]‖ is stable because D is self-adjoint. Thus the form of the right-hand side of the above
inequality is reasonable. Notice further that because the representation of A on L2(A, τ) is
faithful, we have
sup{‖(∂a)b‖2τ ; ‖b‖τ ≤ 1} = sup{τ(b∗〈∂a, ∂a〉Ab) : ‖b‖τ ≤ 1} = ‖〈∂a, ∂a〉A‖∞.
Consequently ‖[D, a]‖ ≥ ‖〈∂a, ∂a〉A‖1/2∞ . But because ‖[D, a]‖ is stable under the involution, we
also have ‖[D, a]‖ ≥ ‖〈∂a∗, ∂a∗〉A‖1/2∞ . We have thus obtained:
Theorem 11.1. With notation as above we have
‖[D, a]‖ = max{‖〈∂a, ∂a〉A‖1/2∞ , ‖〈∂a∗, ∂a∗〉A‖1/2∞ }.
To see that this can not be improved we have:
Example 11.2. As in Example 2.4, choose v ∈ A such that [v, v∗] 6= 0, and set ∂va = [v, a] for
all a ∈ A. Then for a = v we have 〈∂a, ∂a〉A = 0 whereas 〈∂a∗, ∂a∗〉A = [v, v∗]∗[v, v∗] 6= 0.
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Example 11.3. When A = C(X) and its Riemannian metric is determined by the function c
on Z, then Theorem 8.1 shows that for its Hodge–Dirac operator D the corresponding semi-
norm, L, is given by
L(f) = ‖[D, f ]‖ = ‖〈∂f, ∂f〉A‖1/2∞ = sup
y

(∑
x
|f(x)− f(y)|2cxy
)1/2 .
Aside from a traditional factor of 1/2 this is the same seminorm as the seminorms d3 and
d4 defined after Lemma 4.1 of of [9]. It is easily seen to be Markov (and Leibniz) in slight
generalization of the seminorms defined after the proof of Theorem 4.6.
We now show that the above seminorm seldom is the energy seminorm for a Riemannian
metric on A.
Theorem 11.4. Let A = C(X) and let its Riemannian metric be determined by the function c
on Z as in Theorem 8.1. Assume that cxy = cyx for all x, y ∈ X and that X is metrically
connected. Then the seminorm L(f) = ‖[D, f ]‖ for its Hodge–Dirac operator can be obtained as
the energy seminorm from a Riemannian metric on A if and only if there is a point t ∈ X such
that every other point in X is linked only to t, that is, if cxy 6= 0 exactly when x = t or y = t.
Proof. Suppose that the above L for D can be obtained from an energy form. Then L must
satisfy the parallelogram law. Let p and q be any two distinct points of X, and set f = δp and
g = δq, so that f + g = δp + δq and f − g = δp − δq. Let us denote (L(f))2 simply by L2(f),
etc. Then it is easily calculated that L2(f) = cˆ(p) and similarly for L2(g), where cˆ was defined
before Theorem 8.2 by cˆ(p) =
∑
x
cxp. For any distinct u, v ∈ X define m(u, v) by
m(u, v) = sup
x 6=u,v
(cxu + cxv).
In terms of m one can calculate that
L2(f + g) = [cˆ(p) ∨ cˆ(q)− cpq] ∨m(p, q),
and that
L2(f − g) = [cˆ(p) ∨ cˆ(q) + 3cpq] ∨m(p, q),
where the ∨ means “maximum”. Thus if L satisfies the parallelogram law, then in particular
we must have
[cˆ(p) ∨ cˆ(q)− cpq] ∨m(p, q) + [cˆ(p) ∨ cˆ(q) + 3cpq] ∨m(p, q) = 2(cˆ(p) + cˆ(q)). (11.2)
Now, choose t ∈ X such that cˆ(t) ≥ cˆ(x) for all x ∈ X. We will show that every x ∈ X is
linked exactly to t.
As a first step, we show that every element of X is linked to t, that is, ctq 6= 0 for every
q ∈ X with q 6= t. So given q, suppose that ctq = 0. Set p = t in formula (11.2). Then that
formula becomes
cˆ(t) ∨m(t, q) = cˆ(t) + cˆ(q).
If cˆ(t) ≥ m(t, q) then we obtain cˆ(q) = 0 which contradicts connectedness. Otherwise, by the
definition of m(t, q) there is an r ∈ X distinct from t and q such that
crt + crq = cˆ(t) + cˆ(q).
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It follows that cˆ(t) = crt and cˆ(q) = crq, from which we see that, because cˆ(q) 6= 0 by connect-
edness, we have
cˆ(r) ≥ crt + crq > cˆ(t),
which contradicts the maximality of cˆ(t). Consequently we must have ctq 6= 0.
As the final step, we show that the elements of X are only linked to t, that is, for every
p ∈ X with p 6= t we have cxp = 0 for all x 6= t. So, let p be given, with p 6= t. Choose q ∈ X
distinct from p such that cpq ≥ cpx for all x ∈ X (so possibly q = t). Then for any x we have
cˆ(q) ≥ cxq and so [cˆ(p) ∨ cˆ(q) + 3cpq] ≥ cxp + cxq. It follows that
[cˆ(p) ∨ cˆ(q) + 3cpq] ≥ m(p, q).
Thus formula (11.2) becomes
[cˆ(p) ∨ cˆ(q)− cpq] ∨m(p, q) + cˆ(p) ∨ cˆ(q) + 3cpq = 2(cˆ(p) + cˆ(q)). (11.3)
Case 1. Suppose that [cˆ(p) ∨ cˆ(q)− cpq] ≥ m(p, q), so that formula (11.3) reduces to
cˆ(p) ∨ cˆ(q) + cpq = cˆ(p) + cˆ(q).
If cˆ(p) ≥ cˆ(q) then we find that cˆ(q) = cpq, so that q is linked only to p. But by the first step
above, q must be linked to t. Thus we must have q = t, and so t is the only element to which p
is linked, as desired. If instead we have cˆ(p) ≤ cˆ(q) then we find that cˆ(p) = cpq, and in a similar
way this implies that p is only linked to t.
Case 2. Suppose instead that [cˆ(p) ∨ cˆ(q)− cpq] ≤ m(p, q), so that formula (11.3) reduces to
m(p, q) + cˆ(p) ∨ cˆ(q) + 3cpq = 2(cˆ(p) + cˆ(q)).
Then by the definition of m(p, q) there is an r ∈ X distinct from p and q such that
cpr + cqr + cˆ(p) ∨ cˆ(q) + 3cpq = 2(cˆ(p) + cˆ(q)).
If cˆ(p) ≥ cˆ(q) then we find that
cpr + cqr = (cˆ(p)− cpq) + 2(cˆ(q)− cpq).
Because r is distinct from p and q, we must have cˆ(q) = cpq. So q is linked only to p. But by
step 1 above q is linked to t. This contradicts the assumption that p 6= t. Thus we must have
cˆ(p) ≤ cˆ(q), in which case we find that
cpr + cqr = 2(cˆ(p)− cpq) + (cˆ(q)− cpq).
Thus, much as above, we must have cˆ(p) = cpq, so that p is linked only to q. But by step 1
above p is linked to t. Thus we must have q = t, and so p is linked only to t, as desired.
The converse assertion of the theorem is easily verified, and is closely related to Proposi-
tion 3.8 of [36] and the class of examples discussed in connection with standard deviation in
Section 2 of [36], as we will discuss again in Section 13. 
Returning to the general situation, we caution that if we start with a spectral triple (A,H, D)
for A, and then form its corresponding Riemannian metric (Ω, ∂, 〈·, ·〉A), and then form the
Hodge–Dirac operator DH for this spectral triple as above, then usually we will have D 6= DH .
The following commutative example is instructive.
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Example 11.5. Any finite metric space (X, ρ) has an essentially canonical spectral triple. Let Z
be defined as in Example 2.3, and set cxy = 1/ρ(x, y) for all (x, y) ∈ Z. Form H = L2(Z) for
counting measure, and letMc denote the operator onH of pointwise multiplication by c. Let U be
the self-adjoint unitary operator on H defined by (Uξ)(x, y) = ξ(y, x), and set D = McU . Let A
act on H by its left action on C(Z) used in Example 2.3, that is, by (fξ)(x, y) = f(x)ξ(x, y).
Then (A,H, D) is a spectral triple for A. Furthermore, it is easily seen that for every f ∈ A we
have
‖[D, f ]| = L(f) = sup{|f(x)− f(y)|/ρ(x, y) : (x, y) ∈ Z},
which is the usual Lipschitz constant for f . The corresponding metric on the state space S(A)
of A, when restricted to X identified with the extreme points of S(A), is exactly the original
metric ρ.
Let us now calculate the CdC for the Riemannian metric for the above spectral triple. Notice
that Mc commutes with U and with the action of A. Notice further that [U, f ] = −M∂f , so that
[D, f ] = −McM∂f
and
[D, f ]∗[D, g] = M2cM∂f¯M∂g
for f, g ∈ A. According to Example 3.4 we must apply to this latter the conditional expec-
tation E from B(H) onto A corresponding to the trace on B(H). We see that it suffices to
determine the restriction of this conditional expectation to C(Z), where C(Z) is viewed as an
algebra of pointwise multiplication operators on B(H). Since A can be viewed as consisting of
functions in C(Z) that depend only on the first coordinate, averaging over the second coordi-
nate gives a conditional expectation from C(Z) onto A ⊆ C(Z). By examining the proof of
Proposition 2.36 of [42] it is not difficult to see that this is the restriction of the conditional
expectation E from B(H) onto A. Thus for any F ∈ C(Z) we have
E(F )(x) = (n− 1)−1
∑
y
{F (x, y) : (x, y) ∈ Z},
where n is the number of elements of X. From this we find that the CdC is
Γ(f, g)(x) = 〈∂f, ∂g〉A(x) = (n− 1)−1
∑
y
(f¯(x)− f¯(y))(g(x)− g(y))c2xy.
Notice that up to the constant in front, this is the expression used to determine the CdC in 8.1
except using c2 instead of c. From Example 11.3 we see that the seminorm L corresponding to
the Dirac operator for this CdC is given by
L(f) = ‖〈∂f, ∂f〉A‖1/2∞ = (n− 1)−1/2 sup
x

(∑
y
|f(x)− f(y)|2c2xy
)1/2 .
This is quite different from the seminorm L that we started with near the beginning of this
example, and this shows that the Dirac operators themselves are quite different.
12 Quotients of energy metrics
Quotients of energy forms are discussed in the literature for the case in which A is commutative,
e.g. on p. 44 of [21]. But I have not seen any discussion of quotients for non-commutative A.
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We give such a discussion here, since quotients are important for the theory of quantum metric
spaces. See Section 5 of [34].
Let E be the energy form for a Riemannian metric and trace on A, and let B be a quotient
C∗-algebra of A, with pi the quotient homomorphism from A onto B. It is not so clear how we
should define the quotient of E on B. But we can consider the corresponding energy norm, LE ,
on A, and we do know how to take quotients of (semi)-norms. The quotient, LBE , of LE is, of
course, defined by
LBE (b) = inf{LE(a) : a ∈ A and pi(a) = b}
for all b ∈ B. The following general observation is an important step in our discussion.
Proposition 12.1. Let L be a seminorm on a C∗-algebra A, and let B be a quotient C∗-algebra
of A. Let LB denote the quotient seminorm on B. If L is Markov then so is L.
Proof. Let b ∈ B with b∗ = b, and let F be a Lipschitz function from σ(b) to R. Let Fˆ be an
extension of F to all of R such that Lip(Fˆ )=Lip(F ) (see Theorem 1.5.6 of [43]). Let ε > 0 be
given. Then there exists an a ∈ A with a∗ = a such that pi(a) = b and L(a) ≤ L˜(b) + ε. Note
that pi(Fˆ (a)) = Fˆ (b) = F (b). Then
LB(F (b)) ≤ L(Fˆ (a)) ≤ Lip(Fˆ )L(a) ≤ Lip(F )(LB(b) + ε).
Since ε is arbitrary, we obtain LB(F (b)) ≤ Lip(F )(LB(b)) as desired. 
Now in our finite-dimensional setting every 2-sided ideal of A is generated by a central
projection, and the quotient by that ideal can be identified with the sub-C∗-algebra generated
by the complementary central projection. Thus there is a (proper) central projection, p, in A
such that B can be identified with pA. We write B = pA. The quotient map from A onto B is
then simply given by pi(a) = pa.
To understand LBE more clearly we now express it in terms of the Laplace operator ∆ for E .
We are primarily interested in the corresponding metric on the state space, and so to avoid
unimportant complications we will treat here only the case in which A is metrically connected
(Definition 6.2). Thus we assume that if LE(a) = 0 then a ∈ C1A, so that the kernel of ∆ is
exactly C1A. We also require that E is real, as defined in Definition 4.8.
We follow the argument that is given for the commutative case around Lemma 2.1.5 of [21].
Many of the calculations below will work for any positive operator on L2(A, τ) whose kernel
is exactly C1A. Let C = (1 − p)A, so that A = B ⊕ C as C∗-algebras. Let τ also denote its
restrictions to B and C, so that L2(A, τ) = L2(B, τ) ⊕ L2(C, τ), an orthogonal decomposition
for the τ -inner-product. (But note that if τ happens to be normalized, the traces obtained by
restricting τ to B or C will not be normalized, but this is not a difficulty.) With respect to this
decomposition ∆ can be expressed as a matrix:
∆ =
(
R J∗
J S
)
,
in which R ≥ 0 and S ≥ 0. Because A is metrically connected, S is invertible as an operator
on L2(C, τ). (To see this, note that if c is in the kernel of S, and if we set a = 0B ⊕ c, then
E(a, a) = 〈a,∆a〉τ = 0, so that a ∈ C1A, so that c = 0.) Then we can use S to do “row and
column operations” on the matrix for ∆ to obtain its Schur complement. Specifically, we have(
R J∗
J S
)
=
(
I J∗S−1
0 I
)(
R− J∗S−1J 0
0 S
)(
I 0
S−1J I
)
.
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Then for every a = b⊕ c we have
E(a, a) =
〈(b
c
)
,
(
R J∗
J S
)(
b
c
)〉
τ
=
〈( I 0
S−1J I
)(
b
c
)
,
(
R− J∗S−1J 0
0 S
)(
I 0
S−1J I
)(
b
c
)〉
τ
= 〈b, (R− J∗S−1J)b〉τ + 〈S−1Jb+ c, S(S−1Jb+ c)〉τ .
Then for fixed b it is clear that E(a, a) is minimized by setting c = −S−1Jb, and that the
minimum is 〈b, (R− J∗S−1J)b〉τ . Accordingly, let us set
∆B = R− J∗S−1J,
which is the Schur complement for S. From the above computations we see that ∆B ≥ 0 as
a Hilbert-space operator. It is thus natural to define the quotient, EB, of E by
EB(b, b′) = 〈b,∆B(b′)〉τ
for all b, b′ ∈ B,
Notice that 1B = p. Because 1A = 1B ⊕ 1C , it follows from the above computations that
∆B(1B) = 0. Furthermore, if ∆B(b) = 0, then if we set a = b⊕(−S−1Jb) we see that E(a, a) = 0,
so that a ∈ C1A and so b ∈ C1B. Thus B is metrically connected.
Theorem 12.2. Let E be the energy form for a metrically connected Riemannian metric on A
and a faithful trace on A. Assume further that E is real (Definition 4.8). Let B be a quotient
C∗-algebra of A, and define EB as above. Then EB is the energy form for a metrically connected
Riemannian metric on B.
Proof. According to Theorem 10.1 it suffices to show that EB is a real completely positive and
completely Markov form.
Because E is assumed to be real, its energy norm LE is a ∗-seminorm. It is easily seen that
then its quotient seminorm is a ∗-seminorm, so that
EB(b∗, b∗) = EB(b, b)
for all b ∈ B. By the usual polarization identity it follows that EB is real.
For each natural number n we must show that the form (EB)n is positive and Markov, where
(EB)n is defined on Mn(B) by(EB)
n
(B,B′) =
∑
jk
EB(bjk, b′jk)
for all B,B′ ∈Mn(B). But, much as in the proof of Proposition 7.4, the right-hand side is equal
to ∑
jk
〈bjk,∆Bb′jk〉τB = 〈B,
(
In ⊗∆B
)
B′〉trn⊗τB .
Now by Proposition 7.4 the Laplacian for En is In ⊗∆. Then it is easily seen that the matricial
expression for this operator for the decomposition Mn(A) = Mn(B)⊕Mn(C) is given by
∆ =
(
In ⊗R In ⊗ J∗
In ⊗ J In ⊗ S
)
.
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Notice that In ⊗ S is invertible. Then we see that the Schur complement for In ⊗ S, which we
denote by (In ⊗∆)B, is
In ⊗R− (In ⊗ J∗)(In ⊗ S)−1(In ⊗ J) = In ⊗∆B.
Arguing much as above, and comparing with the expression obtained above for (EB)n, we thus
find that the quotient, (En)B, of En on Mn(B) is given by (EB)n. It follows that (EB)n is positive,
and from Proposition 12.1 it follows that (EB)n is Markov. Thus EB is completely positive and
completely Markov, and so comes from a CdC. 
For me this theorem is striking because it means that the class of Leibniz seminorms coming
from Riemannian metrics that are τ -real for a trace has the property that the quotient of any
seminorm in this class is again Leibniz, as will be any quotient of the quotient, etc. This is quite
a contrast with the difficulties I had with quotients of Leibniz seminorms not necessarily being
again Leibniz, as discussed, for example, in Section 5 of [34].
13 The relationship with standard deviation
In the first two paragraphs of Section 2 of [36], for a finite set X, a Dirac operator is defined
on A = C(X) whose corresponding seminorm is easily seen to be of the form
L(f) =
 ∑
x, x 6=x∗
|f(x)− f(x∗)|2βx
1/2 ,
where x∗ is a special point in X and the βx’s are strictly positive real numbers. (For the αx’s of
those two paragraphs in [36] we have bx = |αx|2.) If we include a factor of 1/2, this seminorm
clearly corresponds to a resistance network in which every point of x is connected only to x∗,
with the conductances given by cxx∗ = βx while cxy = 0 if x 6= x∗ 6= y. Notice that this is
exactly the situation that was obtained in Theorem 11.4. The normalization
∑ |αx|2 = 1 used
in [36] corresponds to cˆ(x∗) = 1 while cˆ(x) = cxx∗ for x 6= x∗.
In [36] the quotient of the above seminorm L by the minimal ideal of C(X) corresponding
to x∗ is shown to be given by standard deviations. This result is also extended there to non-
commutative C∗-algebras. We now show that standard deviations, and the versions for non-
commutative C∗-algebras, come from our Riemannian metrics.
As the set-up we have a finite-dimensional C∗-algebra A corresponding to C(X \ {x∗}),
and we have a faithful trace τ on A. We also have a positive element, p, of A such that
τ(p) = 1, corresponding to the function cˆ restricted to the complement in X of {x∗}. We
assume that p is strictly positive, corresponding to the connectedness of the resistance network.
Then p determines a faithful state µ on A by µ(a) = τ(pa). We make the further quite strong
requirement on p that it is in the center of A. Thus µ is a faithful tracial state.
Let B = A ⊕ C, and let τˆ be the extension of τ to B that has value 1 on 1 ∈ C, so τ˜
corresponds to counting-measure on X when A is commutative. We define an operator, ∆, on
L2(B, τˆ) by
∆ =
(
M J∗
J 1
)
for the decomposition B = A ⊕ C, where M is defined by M(a) = pa and J is defined by
J(a) = −µ(a), so that J∗(α) = −αp for α ∈ C. It is easily calculated that
〈(a, α),∆(b, β)〉τˆ = µ((a− α)∗(b− β)),
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which shows that ∆ is a positive operator on L2(B, τˆ), and also that ∆((1A, 1)) = 0. A straight-
forward calculation shows that the qCdC for ∆ should be given by
2Γ∆((a, α), (b, β)) = (p(a− α)∗(b− β), µ((a− α)∗(b− β))).
From these formulas it is not difficult to guess the form of a Riemannian metric that leads to ∆.
To obtain it we proceed as follows.
Define a B-bimodule by Ω˜ = A⊕A with left and right actions of B given by
(a, α)(b, c) = (ab, αc) and (b, c)(a, α) = (αb, ca)
for all (a, α) ∈ B and all (b, c) ∈ Ω˜. Define a B-valued inner product on Ω˜ by
〈(a, b), (c, d)〉B = (1/2)(b∗dp, τ(a∗cp)) = (1/2)(b∗dp, µ(a∗c)).
It is easily checked that with this inner product Ω˜ is a right Hilbert B-module, and in fact
a correspondence over B. We define a derivation from B into Ω˜ by
∂((a, α)) = (a− α,−a+ α),
where of course here α means α1A. We note that if ∂((a, α)) = 0, then (a, α) = α(1A, 1).
Let Ω be the sub-bimodule of Ω˜ generated by the range of ∂. Then we see that (Ω, 〈·, ·〉B, ∂) is
a Riemannian metric for B, for which B is metrically connected. Let Γ be its CdC. A simple
calculation shows that Γ = Γ∆ for the Γ∆ defined in the previous paragraph, as desired. It is
easy to check that Γ is τ˜ -real, and that ∆ is the Laplace operator for Γ and τ˜ . The energy form
for Γ and τ˜ is clearly given by
EΓ((a, α), (b, β)) = µ((a− α)∗(b− β)).
We can now consider the quotient of the energy form when we factor B by its ideal C. The
quotient can be identified in the evident way with A. We defined ∆ by its matrix for the
decomposition B = A⊕C of B. Thus we are already in position to apply the discussion leading
up to Theorem 12.2 to obtain the Laplace operator ∆A for the quotient A. (For the case in
which A is commutative, this is closely related to the second half of Remark 4.40 of [16].) For
our notation above in which M plays the role of R in Section 12, we find that
∆A(a) = M(a)− J∗J(a) = p(a− µ(a)).
The corresponding CdC is given by
Γ∆A(a, b) = (1/2)p(a
∗b− µ(a∗)b− a∗µ(b) + µ(a∗b)),
and the corresponding energy form is
EA(a, b) = 〈a− µ(a), b− µ(b)〉µ = µ(a∗b)− µ(a∗)µ(b).
The corresponding energy seminorm is
LA(a) = ‖a− µ(a)‖µ,
which, when a∗ = a, is exactly the standard deviation of a for the state µ as discussed in [36]
and in the quantum physics literature.
It is not hard to guess a specific description of the Riemannian metric for this situation.
Define a “slice map” E from A⊗A onto 1A⊗A = A by E(a⊗ b) = τ(a)b. It is easy to see that,
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up to normalization of τ , this is a faithful conditional expectation. Much as in Examples 2.6
and 3.3 we define a corresponding A-valued inner product on A⊗A, determined on elementary
tensors by
〈a⊗ b, c⊗ d〉A = (1/2)E(a∗c⊗ b∗d) = (1/2)b∗τ(a∗c)d.
With this inner product A⊗A becomes a correspondence over A. We define ∂ somewhat as in
Theorem 3.8 by
∂(a) = p(a⊗ 1A − 1A ⊗ a)p.
Because p in invertible, the sub-bimodule generated by the range of ∂ is, as in the proof of
Proposition 2.9, seen to be the kernel of the bimodule homomorphism from A ⊗ A onto A
sending a⊗ b to ab. We denote this bimodule by Ω. Then (Ω, 〈·, ·〉A, ∂) is a Riemannian metric
for A. Its CdC is given by
Γ(a, b) = (1/2)〈p(a⊗ 1A − 1A ⊗ a)p, p(b⊗ 1A − 1A ⊗ b)p〉A
= (1/2)(µ(a∗b)− µ(a∗)b− a∗µ(b) + a∗b)p.
This agrees with the CdC obtained just above. All of this is related to the “independent copies
trick” discussed before Proposition 3.6 of [36].
We remark that it does not seem easy to guess this Riemannian metric directly from that
preceding it for B, of which A is the quotient, without using the Laplace operators. This seems
to be related to the fact that so far there does not seem to be known a useful general way to
obtain from a spectral triple on a C∗-algebra a spectral triple on a quotient C∗-algebra of that
C∗-algebra.
We also remark that in [36] the case in which µ is not tracial is treated, but we do not pursue
that aspect here.
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