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Abstract
We present results from the first systematic survey for Mg ii absorption lines at z > 2.5.
Using 46 infrared QSO spectra we discovered 111 Mg II systems, including five with z > 5-
the most distant systems now known. The comoving line density for weaker systems is
statistically consistent with no evolution from z = 0.4 to z = 5.5. The density for stronger
systems increases three-fold until z ~ 3 before declining towards higher redshifts, suggesting
a connection to star formation. The weaker systems' lack of evolution does not fit within
this interpretation, but may be reproduced by extrapolating low redshift scaling relations
between host galaxy luminosity and absorbing halo radius to earlier epochs.
Using new measurements from optical spectra of the same targets and low redshift
control samples we study evolutionary trends in the chemical composition of Mg ii systems
from z = 0 -+ 5.33. We observe a significant strengthening in the characteristic N(H I)
for fixed Mg 11 strength as one moves toward higher redshift. We set lower limits on the
metallicity where we can measure H 1, and find that systems with W,"279 6 = 0.3 - i.OA are
quite metal rich at - 0.1 Solar. We speculate that if weaker Mg ii systems represent
accreting gas, then their high metal abundance suggests re-accretion of recently ejected
material rather than first-time infall from the metal-poor IGM, even at early times.
We present a new technique for simultaneously fitting bright point sources in ungridded
visibility data called the side lobe matrix technique. We provide computational speedups
which allow for real time implementation. We derive analytic approximations for the error
distributions of fit intensities in the presence of thermal noise, imperfect calibration, and
ionospheric errors. We find that the intensity errors of the brightest sources with imperfect
calibration and ionospheric errors are dominated by 'self errors' that exist independent of
sidelobe contamination. We demonstrate that to lowest order, the dynamic range obtained
with calibration/ionospheric errors is the same as when the source intensities are perfectly
known.
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My time at the Massachusetts Institute of Technology has been divided between
two research groups. When I arrived in September 2006, I worked with Professor
Jacqueline N. Hewitt on a radio astronomy project known as the Murchison Widefield
Array (MWA). The MWA is a large antenna array currently being constructed in
Western Australia that, among other things, hopes to measure/constrain the Epoch of
Reionization signal. I continued to work for the MWA for four full academic years until
June 2010. At that time, I switched groups and began working for Associate Professor
Robert A. Simcoe using the Folded-port InfraRed Echellette (FIRE) that he had just
completed and installed on the Magellan/Baade Telescope in Chile. I have spent
the past 2+ years using this instrument to study absorption by intervening systems
along QSO sightlines. This thesis represents my three most important projects spread
across both groups.
Very briefly: We begin with my work on FIRE in Chapters 2 and 3. In Chap-
ter 2, we focus entirely on Mg 11 absorption. We present initial results from the
first systematic survey for Mg 11 quasar absorption lines at z > 2.5. Using infrared
spectra of 46 high-redshift quasars, we discovered 111 Mg 11 systems over a path cov-
ering 1.9 < z < 6.3. Five systems have z > 5, with a maximum of z = 5.33-the
most distant Mg ii system now known. The comoving Mg 11 line density for weaker
systems (W, < i.0A) is statistically consistent with no evolution from z = 0.4 to
z = 5.5, while that for stronger systems increases three-fold until z - 3 before de-
clining again towards higher redshifts. The equivalent width distribution, which fits
an exponential, reflects this evolution by flattening as z -+ 3 before steepening again.
The rise and fall of the strong absorbers suggests a connection to the star formation
rate density, as though they trace galactic outflows or other byproducts of star for-
mation. The weaker systems' lack of evolution does not fit within this interpretation,
but may be reproduced by extrapolating low redshift scaling relations between host
galaxy luminosity and absorbing halo radius to earlier epochs. For the weak systems,
luminosity-scaled models match the evolution better than similar models based on
Mg ii occupation of evolving CDM halo masses, which greatly underpredict dN/dz
at early times unless the absorption efficiency of small haloes is significantly larger
at early times. Taken together, these observations suggest that the general structure
of Mg 11 -bearing haloes was put into place early in the process of galaxy assembly.
Except for a transient appearance of stronger systems near the peak epoch of cosmic
star formation, the basic properties of Mg 11 absorbers have evolved fairly little even
as the (presumably) associated galaxy population grew substantially in stellar mass
and half light radius.
In Chapter 3, we consider the full chemical properties of the systems reported in
Chapter 2. We present a detailed study of H 1 and metals for 110 Mg 11 absorption
systems discovered at 1.98 < z < 5.33 in the infrared spectra of high redshift QSOs.
Using new measurements of rest-frame UV lines from optical spectra of the same
targets, we compare the high redshift sample with carefully constructed low redshift
control samples from the literature to study evolutionary trends from z = 0 -+ 5.33
(> 12 Gyr). We observe a significant strengthening in the characteristic N(H i) for
fixed Mg ii equivalent width as one moves toward higher redshift. Indeed at our
sample's mean z=3.402, all Mg 11 systems are either damped Lya absorbers or sub-
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DLAs, with 40.7% of systems exceeding the DLA threshold (compared to 16.7% at
z=0.927). We set lower limits on the metallicity of the Mg ii systems where we can
measure H i; these results are consistent with the full DLA population. The classical
Mg ii systems (Wx 2796 = 0.3 - 1.OA), which preferentially associate with sub-DLAs,
are quite metal rich at - 0.1 Solar. We applied quantitative classification metrics to
our absorbers to compare with low redshift populations, finding that weak systems
are similar to classic Mg ii absorbers at low redshift. The strong systems either
have very large Mg ii and Fe ii velocity spreads implying non-virialized dynamics, or
are more quiescent DLAs. There is tentative evidence that the kinetically complex
systems evolve in similar fashion to the global star formation rate. We speculate
that if weaker Mg ii systems represent accreting gas as suggested by recent studies of
galaxy-absorber inclinations, then their high metal abundance suggests re-accretion
of recently ejected material rather than first-time infall from the metal-poor IGM,
even at early times.
In Chapter 4, we shift focus to the Epoch of Reionization and my work with
the MWA. The Epoch of Reionization (EoR) provides an excellent opportunity to
constrain cosmological parameters and study the structure formation history of the
universe. But the brightest point sources are five orders of magnitude brighter than
the EoR signal and therefore must be subtracted to great accuracy. To this end,
we present a new technique for simultaneously fitting bright point sources in ungrid-
ded visibility data called the side lobe matrix technique. We provide computational
speedups which allow for this technique to be run in real time, including an algo-
rithmic trick which removes the calculation of trig functions from loops through all
visibilities during the subtraction of fit point sources that is amenable to all subtrac-
tion algorithms. We derive analytic approximations for the distribution of errors in fit
intensities in the presence of thermal noise, imperfect calibration, and ionospheric er-
rors, and run simulations that show very good agreement with these approximations.
We find that the fractional intensity errors of the brightest sources with imperfect
calibration and/or ionospheric errors are dominated by 'self errors' that exist inde-
pendent of any sidelobe contamination from other sources, and that these errors are
drawn from Gaussian and exponential distributions, respectively. We demonstrate
that in the presence of both calibration and ionospheric errors, the fit intensity errors
are sufficiently small that, to lowest order, the dynamic range obtained is the same
as that obtained when the source intensities are perfectly known.
17
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Chapter 2
Mg 11 Absorption at 2 < z < 6:
Evolution of the Mg ii Frequency
19
2.1 Introduction
Mg 11 absorption line searches provide a luminosity-independent method for study-
ing the distribution of gas in galactic haloes. While this technique has been em-
ployed for decades [Weymann et al., 1979, Lanzetta et al., 1987, Tytler et al., 1987,
Sargent et al., 1988, Steidel and Sargent, 1992, Nestor et al., 2005, Prochter et al.,
2006], using tens of thousands of sightlines [Prochter et al., 2006, Quider et al., 2011],
these systematic surveys have all focused exclusively on Mg 11 systems having z < 2.3.
Only a handful of Mg 11 absorption systems have been reported at redshifts z > 3
based on serendipitous detections [Elston et al., 1996, Kondo et al., 2008, Jiang et al.,
2007].
In this paper we present a systematic survey of intergalactic Mg 11 absorption at
2 < z < 6 using QSO spectra taken with FIRE (the Folded-port InfraRed Echellette)
on the Magellan Baade Telescope. By characterizing the evolution of Mg ii absorption
at higher redshifts we investigate the mechanisms which populate extended haloes
with magnesium during the epoch when the cosmic SFR approached and passed its
peak at z ~ 2.
Currently, two theories have been advocated to explain the properties of Mg ii ab-
sorbers at low redshifts. In one scenario, Mg ii traces cool clumps embedded in heated
outflows from galaxies with high specific star formation rates. Alternatively, the dis-
tribution of Mg ii may reflect gravitational and gas accretion processes, as from
dynamical mergers or cold accretion filaments.
The outflow hypothesis is supported by direct observations of blueshifted Mg ii ab-
sorption in the spectra of star forming galaxies [Weiner et al., 2009]; Rubin et al.
[2010] have also observed this trend and established a correlation between Mg 11 rest
frame equivalent width and star formation rate (SFR). Moreover Gauthier et al.
[2009] cross-correlated almost one million luminous red galaxies with 1158 strong
W, > 1A Mg ii absorbing systems at z = 0.4-0.7 and found a weak 10 anti-correlation
between Mg ii rest frame equivalent width and galaxy halo mass, in agreement with
earlier results by Bouch6 et al. [2006] and Lundgren et al. [2009]. This lack of a
positive correlation, in conjunction with previous work showing a strong correlation
between Mg 11 rest frame equivalent width and velocity spread [Ellison, 2006], sug-
gests that the individual Mg ii systems are not virialized and, by extension, may not
represent gravitational accretion processes.
Concurrently, Zibetti et al. [2007] showed with a sample of 2800 strong Mg 11 ab-
sorbers (W, > 0.8A) at low redshifts (0.37 < z < 1.0) that W, and galaxy color
are correlated, with stronger W, > 1.oA Mg 11 systems corresponding to the colors
of blue star-forming galaxies. Follow up work [Bouch6 et al., 2007, M6nard et al.,
2011, Noterdaeme et al., 2010, Nestor et al., 2011] supports this association of strong
Mg 11 systems with star forming galaxies.
Yet not all Mg ii absorbers are found around star forming galaxies. Zibetti et al.
[2007], for example, demonstrated that the weaker W, < 1.OA absorbers in their
sample are preferentially associated with red, passive galaxies. Follow up work by
Chen et al. [2010a] using a galaxy-selected Mg 11 sample of 94 weaker absorbers (pre-
dominantly with W, < 0.8A) showed very little correlation between W, strength
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and galaxy colors, a result corroborated by later research on similarly weak ab-
sorbers [Lovegrove and Simcoe, 2011, Kacprzak et al., 2011]. Other galaxy-selected
Mg 1i samples, typically dominated by weaker absorbers, likewise show that star form-
ing and early-type systems alike give rise to halo absorption, in proportions similar
to the general field. Chen et al. [2010b], for example, showed that the extent of the
Mg ii halo increases with galaxy stellar mass but correlates only weakly with specific
SFR for a sample of 47 weaker Mg ii (mostly with W, < 1A) at z < 0.5. The authors
interpreted this as evidence that the Mg ii absorbers reside in infalling clouds that
eventually fuel star formation. In addition, Kacprzak et al. [2011] report a correlation
between W, and galaxy inclination in a sample of 40 Mg ii absorption selected galax-
ies with 0.3 < z < l and W, <1 I. This hints that some Mg i absorbers may exhibit
co-planar geometries and organized angular momenta, as may be found in accreting
streams, satellites, and filaments, in contrast to star formation driven winds, which
escape perpendicular to the disk.
The different interpretations of the above studies may be understood in terms
of the selection processes used to construct each sample. Broadly speaking, galaxy
surveys around QSO sightlines pre-selected for strong Mg ii absorption tend to find
systems with high specific star formation rates [Zibetti et al., 2007, Bouch6 et al.,
2007, M6nard et al., 2011, Noterdaeme et al., 2010, Nestor et al., 2011]. Conversely,
blind searches for Mg ii absorption along QSO sightlines serendipitously located near
galaxies tend to find weaker Mg ii systems, and little correlation between Mg 11 inci-
dence and SFR [Chen et al., 2010b,a, Lovegrove and Simcoe, 2011].
Recently, the idea of a bimodal Mg ii absorber population has gained favor, with
weaker absorbers W, < 1A mostly tracing distributed halo gas and stronger absorbers
W, > 1A mostly tracing outflows [Kacprzak and Churchill, 2011]. This naturally
explains the discrepant results between Mg i-selected galaxies and galaxy-selected
Mg ii absorbers: the two methods simply sample different ends of the Mg 11 equiv-
alent width distribution. While this explanation is simple and appealing, the ex-
istence of strong absorbers around fairly quiescent galaxies [Gauthier et al., 2010,
Bowen and Chelouche, 2011, Gauthier and Chen, 2011] suggests that in reality there
may be significant overlap between the populations in W, space.
The volume-averaged SFR, halo assembly and cold accretion rates, and metal
enrichment rate all vary with lookback time, but the restriction of z < 2 for optical
Mg ii searches means that these surveys do not sample epochs predating the SFR peak
at z - 2.5 - 3. This inflection in the SFR density, along with the shutdown of cold
accretion at low redshift, could be a useful diagnostic for evaluating the plausibility
of the various mechanisms for distributing Mg 11 into haloes.
While these factors motivate the study of Mg 11 systems at high redshift, the
endeavor has proven difficult in practice since the observed-frame transition moves
into the near-infrared. In this regime, absorption line searches are hampered by
blending with OH sky emission and telluric absorption, except at high resolutions
where instrument sensitivity becomes an issue. We recently commissioned the FIRE
infrared spectrometer on Magellan with the aim of studying C iv at z > 6; its design
characteristics also make it a powerful survey instrument for mapping Mg 11 between
z - 2 and z ~ 5.5 (and beyond as background targets are discovered). This paper
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Figure 2-1 Three example spectra arranged from top to bottom in order of decreasing signal-to-noise ratio (SNR).
The top spectrum is the highest-quality in the sample (SNR= 47), the middle is at the survey median quality
(SNR~ 13) and the bottom is one of the poorest quality spectra (SNR= 5). The Mg ii emission line is clearly visible
at Arest ~2800A, as is a noisy region from poor telluric correction centered at ~1.14 ptm in the observed frame
(z ~3.1 for Mg ii absorbing systems).
describes the first results of an ongoing study of Mg 11 absorption in early universe,
based on an initial sample of 46 sightlines observed with FIRE.
In Section 2.2 we describe the data acquisition. In Section 2.3 we describe our
analysis, including our Mg 11 line identification procedure and completeness tests.
In Section 2.4 we provide our main science results, including binned and maximum
likelihood fit population distributions, and compare these results to those of previous
studies with lower redshift search ranges. In Section 2.5, we discuss the implications
of these results for the origin of Mg 11 absorbing systems. Throughout this paper we
use a A CDM cosmology with Qm = 0.3, QA 0.7, and H0 = 70 km s-1 Mpc-1.
2.2 Data Acquisition
Our sample consists of 46 quasar spectra taken with FIRE [Simcoe et al., 2008, 2010],
between 2010 June and 2011 April. This instrument is a single object, prism cross-
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dispersed infrared spectrometer with a spectral resolution of R=6000, or approxi-
mately 50 km/s, over the range 0.8 to 2.5 pim. We observed using a 0.6" slit and
with a typical seeing of 0.5"-0.8". The wavelength coverage of FIRE set the lower
redshift limit for our Mg ii absorption doublet search at z ~ 1.9 in each sightline. The
QSO emission redshifts, which ranged from z = 3.55 to z = 6.28, typically set the
upper limits (although masked telluric regions described below sometimes decreased
these maximum cutoffs). Regions lying within 3000 km s- of each background QSO
were excluded from the search path, although the effect of this cut was negligible on
our derived results. Table B.1 lists key observational properties of the 46 quasars.
The quasars themselves were predominantly chosen from the SDSS DR7 quasar cata-
log [Schneider et al., 2010], with an additional, somewhat heterogeneous selection of
bright, well known objects from the literature.
We reduced the data using a custom-developed IDL pipeline named FIREHOSE,
which has been released to the community as part of the FIRE instrument pack-
age. This pipeline evolved from the optical echelle reduction software package MASE
[Bochanski et al., 2009]. FIREHOSE contains many important modifications for IR
spectroscopy, including using terrestrial OH lines imprinted on science spectra for
wavelength calibration.
To correct for telluric absorption features, we obtained spectra of AOV stars at
comparable observing times, airmasses and sky positions to our observed QSOs. We
then performed telluric corrections and relative flux calibrations using the xtellcor
software package released with the spextool pipeline [Cushing et al., 2004], which
employs the method of Vacca et al. [2003]. Regions lying between the J and H bands
(1.35 pm to 1.48 pm, excluding z =3.8 to 4.3 for Mg ii systems) and the H and K
bands (1.79 pm to 1.93 pm, excluding z =5.4 to 5.9), were masked out of the search
path. Another smaller region of path length Az ~ 0.2 centered on z ~ 3.1 (near the
Y-J transition) showed poor telluric residuals (noticeable in Figure 2-1). We left this
region in our Mg ii search since it was still possible to find strong systems (we found
six). We report these systems in our line lists but exclude this path and associated
systems from our population statistics as the sample completeness is low and variable
from one sightline to the next.
The final signal-to-noise ratios per pixel for our full QSO set ranged from 4.0 to
47.2, with a median value of 12.9. Figure 2-1 shows the Mg 11 search portions for our
highest (top panel), a typical (middle panel), and a relatively poor (bottom panel)
signal-to-noise spectra.
2.3 Analysis
2.3.1 Mg 11 Line Identification
Continuum Fitting
With just 46 QSO sightlines in our sample, it would be reasonable to fit each contin-
uum manually. However, as part of our downstream analysis we also run extensive
Monte Carlo tests to characterize sample completeness. We wished to capture the
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Figure 2-2 Representative examples of Mg ii absorption from the survey. These are chosen to illustrate some
of the common features in the infrared data, including blending with sky emission lines, and variable signal-to-noise
ratios. Several very strong, and saturated Mg ii systems are present in the data, sometimes with complex velocity
structure. In the bottom right panel, we see a pair of Mg ii doublets with blended 2796/2803 components, separated
by 750 km/s.
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effects of the continuum fitting on our completeness. Accordingly, we developed an
automated algorithm for continuum fitting, to make treatment of the Monte Carlo
sample both tractable, and as consistent as possible with our handling of the true
data.
First, we generated an initial line mask to prevent absorption and emission features
(including miscorrected skylines) from biasing the continuum. Next, we performed
iterative, sigma-clipped linear fits on the masked data over small segments of the
spectra (-100 pixels, or -1250 km/s, wide) in order to determine a list of spline knots
(with two knots drawn from each of these small segments). We then implemented
a cubic spline fit through these knots to produce a continuum fit. Since knowledge
of the continuum fit facilitates the creation of the initial line mask, we iterated this
between two and five times before converging on a final continuum fit.
Matched Filter Search
After obtaining continuum-normalized spectra, we ran a matched filter search with a
signal-to-noise ratio cut of 5 to determine an initial candidate list. The filter kernel
consists of a pair of Gaussian profiles separated by the Mg ii spacing with FWHM
ranging from 37.5 to 150 km/s, chosen to maximize the completeness of weaker sys-
tems. (We found that the 5o cutoff across the full doublet was low enough to catch
all Mg ii systems with larger Av > 150km/s velocity spreads by a very comfortable
margin, rendering larger FWHM filters unnecessary.) Sky subtraction residuals near
OH lines are a source a noise in the infrared, so we identified and masked badly
miscorrected sky lines before running this convolution to reduce the number of false
positives. Even with this masking, this matched filter search typically led to -50 to
100 candidates per QSO sightline, of which only ~ 2 per sightline were true detections.
To mitigate the high false positive rate of the matched filter procedure, we fit
each candidate doublet with a pair of Gaussian absorption profiles and subjected the
resulting fit parameters to a set of consistency checks. The checks enforced included
(1) W 2796 > W2803 within errors, (2) the fitted FWHM must be greater than or
equal to one resolution element, but smaller than 25 pixels (313 km/s) (3) sufficient
separation must exist from the background QSO to avoid our 3000 km/s proximity
window, (4) the gaussian amplitude for each individual line must exceed the local
RMS noise, and (5) for systems flagged by the automated finder as kinematically
complex, subcomponents of the fit should not be separated by more than 3 FWHM.
The final criterion screened out cases where combinations of poor sky subtraction or
telluric correction causd false positives. In all, these additional filtering steps reduced
the number of false positives by a factor of -10, and left us with 256 candidates
across all QSO sightlines.
Visual Inspection
We subjected these machine generated candidates to a visual inspection to produce
the final Mg ii sample list. This interactive step lowered the final list to 110 Mg 11 sys-
tems (plus one proximate system). Despite our best efforts to automate the process,
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we found that the poorly telluric corrected regions and abundance of sky lines man-
dated this visual inspection.
We also visually combed through all 46 spectra to identify systems missed by the
automated line finder. We found three systems with this visual search that our auto-
mated line finding algorithm rejected. One system was a large 2.62A system that was
"too complex" (and therefore was fit poorly by a Gaussian absorption profile and con-
sequently rejected), and the other two were smaller systems (confirmed by FeIl lines)
that were partially obscured by sky lines. The two smaller systems were manually
added to our line list in Table D.1, but were not included in statistical calculations so
as not to bias our results by counting them and then overcorrecting for completeness.
The large system's equivalent width was greater than the highest value (W, = 0.95A)
probed in our Monte Carlo completeness tests. We are - 100% complete to such
large systems, so this system was included in our statistical calculations.
Final Mg 1i Sample
The final Mg ii line list, as well as the main properties of each system, are listed in
Table D.1. Figure 2-2 shows a selection of six Mg ii systems in detail, while Figure
2-3 shows continuum normalized postage stamps of the entire sample.
2.3.2 Simulations of Completeness and Contamination
The nature of the infrared sky suggests that our survey completeness will vary strongly
with redshift as systems overlap with atmospheric OH features. The common method
of calculating sensitivity from ID error vectors, usually estimated assuming photon
statistics of the background, may not capture sky subtraction residuals completely.
For this reason we have performed extensive simulations to characterize complete-
ness and contamination in both the automated and interactive portions of our line
identification procedure.
Automated Completeness Tests
To test the automated portion of our identification pipeline, we ran a large Monte
Carlo simulation in which we injected artificial Mg ii systems into our QSO spectra
and then ran our line identification algorithm to determine success/recovery rates.
The full Monte Carlo completeness simulation involved 20,000 simulated spectra per
QSO injected with Mg 1i at an inflated rate of dN/dz ~ 5, which combined led to
over 12 million injected systems. The velocity spreads of the injected systems were
calibrated to mimic the behavior of true, detected systems (see Figure 2-11, below).
The injected systems were distributed uniformly in rest frame equivalent between
0.05A < W < 0.95A. We found, in conjunction with a separate Monte Carlo simula-
tion with W, > 0.95A injected systems, that the completeness for each QSO/redshift
bin pairing plateaued before reaching W, = 0.95A. (Larger systems are more likely
to overlap with mis-subtracted sky lines, but are not more difficult to find as a result:
As mentioned before, the strongest systems easily survive the 5- matched filter cuts
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Figure 2-3 The full FIRE Mg ii sample, in continuum-normalized units, overplotted with errors (dotted line). The
bottom edge of each plot corresponds to 0, and the horizontal line near the top to 1. Panel numbers correspond to
entries in Table D.1.
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X
with a FWHM of 50 km/s, and it is extremely likely that W, > 1.0A systems will
have at least one 50 km/s stretch of high signal and no sky lines. In addition,
all detected sky lines were masked before employing the fit Gaussian filter, rendering
this filtering step relatively agnostic to mis-subtracted sky lines.) We therefore set
the completeness at all W, > 0.95A to its value at W, = 0.95A. Our small number
of QSOs allowed us to calculate individual completeness matrices for each sightline
q, in finely tuned redshift (dz = 0.02) and rest frame equivalent width (dW = 0.01A)
bins. We denote these values, which reflect the completeness of the automated line
search alone, as Lq(z, W).
False Positive and Spurious Rejection Tests
Because our identification algorithm involves an interactive evaluation of each system,
the user may reject true Mg ii systems or accept spurious doublet candidates caused by
miscorrected skylines or correlated noise. We developed a simple test to quantify these
errors using simulated data. First, we created a large number of simulated spectra in
which we injected Mg ii doublets using a process identical to that described in Section
2.3.2 above, but with a slightly larger doublet velocity spacing. We ran these artificial
spectra through our identification and sample cleaning algorithms, and interactively
accepted/rejected over 1500 such candidates. By using nonphysically spaced doublets,
we were guaranteed that auto-identified candidates were either correlated noise or
simulated Mg ii doublets. The human decision accuracy for each of these cases was
translated into success rates, which were then folded into our completeness results.
The time consuming nature of this interactive test did not allow for the fine
grained calculations produced above in the automated completeness tests. We found,
however, that our ability to distinguish both false positives and true systems scaled
strictly with the signal-to-noise ratio of the detected candidates. We therefore used
this simulation to parametrize these success rates as a function of line SNR, and
applied the resulting scalings to the larger Monte Carlo completeness simulation and
true data sets.
Specifically, for each candidate we calculate a boxcar SNR s - W,/-w, of the 2796
A line. We then tabulated the user-accept percentages of both the injected systems
(PMg11(s); ideally 100%), and the false positives (pFP(s), ideally 0%) as a function
of the SNR by calculating maximum likelihood fits to chosen functional forms. For
the injected systems, we chose an exponential for PMg11
pMg(11 5 ) P (I - e S/S) (2.1)
where P. (MLE estimate: 0.984) is the probability that the user accepts a true
system with large SNR and sc (MLE estimate: 2.89) is an exponential scale factor.
Note that even at large SNR the acceptance rate is not 100% because of residual
regions with very bright sky lines and/or strong telluric absorption. The binned
acceptance rates of injected systems, as displayed in the top panel of Figure 2-4,
motivated this functional form for PMg "(s).
To estimate the user acceptance rate of contaminating false positives, we chose a
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Figure 2-4 Calibration of user accuracy for interactive acceptance of Mg ii doublets and rejections of false-positive
candidates. The individual points represent the binned rates, and the overplotted solid lines are the maximum
likelihood fits to the functional forms in Equations 2.1 (top panel) and 2.2 (bottom panel). Displayed errors bars on
the binned acceptance rates represent the Wilson score interval.
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where PmP (MLE estimate: .0474) is the maximum contamination rate, which occurs
at a SNR of s, = 4.35. By SNR sf = 10, the user-error returns to zero again. The
property that the false positive acceptance rate approach zero at both s = 0 (the
user never accepts a system with low SNR) and large signal-to-noise (the user rarely
makes mistakes at high SNR) in conjunction with the lack of good motivation for a
more complicated form led to the functional form in Equation 2.2. The bottom panel
in Figure 2-4 displays these binned acceptance rates and the overplotted maximum
likelihood fits. Since PMg and PFP are estimates of the success rate p of a binomial
distribution, we use the Wilson Score interval to determine the uncertainty in p, shown
as error bars in each bin. The large errors in the bottom panel at high SNR reflect
a paucity of high-SNR false positives in the sample. While the formal uncertainty in
p is large, such strong false positives are rare and were correctly identified in the few
cases where they arose.
For each individual sightline, the total acceptance rates PM " and pFP were esti-
mated as a function of W, using the continuum-normalized error arrays to calculate
the SNR. We denote the resulting grids of user-acceptance rates as AMg "(z, W) and
AFP(z, W). The total completeness CQ(z, W) for each QSO q is then the product
of the fraction of systems identified by the line finder Lq(z, W) and the fraction of
systems passing visual inspection,
Cq(z, W) = Lq(z, W)AMg " (z, W). (2.3)
Survey Completeness
The total pathlength-weighted completeness across all sightlines is shown in Figure
2-5. Figure 2-6 shows completeness calculations at three fiducial values of W across
the full survey and also for the three QSO spectra depicted in Figure 2-1. The
acceptance rates for false positives do not enter our simulated completeness results
here, but will be combined with the rejected candidate distribution later in Section
2.4.3 in order to adjust the population distribution directly.
We can use our completeness calculations for each QSO Cq(z, W) to calculate
the redshift path density g(z, W) of our survey, defined as the total number of
sightlines at a given redshift z for which Mg ii systems with rest equivalent widths
greater than W are observable. Typically, this quantity is defined with a hard cutoff
[Steidel and Sargent, 1992, Nestor et al., 2005, Prochter et al., 2006]; mathematically,
Q
g(z, W) ] Rq(z)O(W - Wmin(z)), hard cutoff (2.4)
q=1
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Figure 2-5 The pathlength-weighted average completeness C(z, W) as a function of redshift z and equivalent
width Wr, for all survey sightlines combined. The error in this estimate is typically < 5% within our the search range.
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Figure 2-6 Sightline-specific completeness for three fiducial equivalent widths Wr: 0.3, 0.5, and i.OA (from bottom
to top in each panel). The first three panels correspond to the three QSO spectra shown in Figure 2-1, and typify the
best, median, and a poor SNR in our sample, respectively. The fourth panel is the average across the full survey.
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where the sum is over QSOs, Q is the total number of sightlines probed, 0(x) is
the Heaviside function, and Wmin(z) is the rest equivalent width threshold floor.
The factor Rq(z) represents the Mg ii search region probed for QSO q, and is 1 for
every value of z for which a Mg 11 system of any size could conceivably have been
found, and 0 everywhere else. (More specifically, it is 1 at every redshift within the
minimum and maximum redshift Mg ii search limits for QSO q, except for those
regions excluded because of poor telluric corrections.) The threshold floor Wqmin(z)
here sets the limit on discovered Mg ii systems that are included in the final analysis:
Mg ii systems located at redshift zm for QSO q with rest equivalent widths Wm >
Win(zm) are included, while smaller absorption systems are not. These threshold
floors are specifically chosen such that the QSO spectra have (at least roughly) 100%
completeness above these levels.
If completeness is explicitly quantified, however, then it may be folded directly
into the pathlength calculations. For example, having two QSO sightlines that are
50% complete at a given redshift is as good as having one which is 100% complete.
If known, this completeness may be folded into our expression for the redshift path
density,
Q
g (z, W) L Rq (z)Cq (z, W), general (2.5)
q=1
where Cq(z, W) is the user-error adjusted completeness from Equation 2.3. Compar-
ing this equation with Equation 2.4 above for the redshift path density with a hard
threshold floor reveals that such a floor amounts to approximating the completeness
as either 0 or 1 at all redshifts and rest frame equivalent widths,
C(zW)- = 1 W > Wmin(z), Rq(z) =1 (2.6)0 otherwise
Unlike Equation 2.4 for g(z, W) above, this formulation in Equation 2.5 does not
simply exclude regions of the data which, although perhaps not 100% complete, still
contain valuable information.
The redshift path densities g(z, W) for the QSOs in our survey with z < 5, z > 5,
and all z are shown in the three panels of Figure 2-7. Figure 2-8 displays the total
path g(W) as a function of rest frame equivalent width, found by integrating the
redshift path density g(z, W) over the full redshift search range of our survey,
g(W) J g(z, W)dz. (2.7)
Parameter Errors
We also used our Monte Carlo simulation to study the errors in our measured line
parameters. Figure 2-9 shows histograms of the differences in the injected and mea-
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Figure 2-7 The completeness-weighted number of sightlines over which we are sensitive at three specific rest
equivalent widths: 0.3,0.5, and l.O (from bottom to top in each panel). The top panel corresponds to the 35 quasars
in our survey with redshift less than 5, the middle panel to the 11 quasars with redshift greater than 5, and the
bottom panel to the full survey.
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Figure 2-8 The total path g(W) as a function of rest frame equivalent width, as given in Equation 2.7.
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Figure 2-9 Characterization of measurement errors from our Monte Carlo simulations. The top panel shows
equivalent width errors calculated by comparing measured to injected values; we found zero mean offset and Ow =
0.055A. The bottom panel shows errors in measured redshift, with zero mean offset and o-z = 2.74 x 10-4. For
reference, this error is comparable to the size of one FIRE pixel (dzPix 2.25 x 10-4), which is indicated with solid
vertical lines. The dotted vertical lines represent the precision provided in Table D.1.
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Figure 2-10 Histograms over rest frame equivalent width (top panel) and redshift (bottom panel) for the 110
Mg ii systems found in our survey and listed in Table D.1 (proximate system not included). These plots represent
raw counts; they do not include corrections for incompleteness or false-positive contamination.
sured rest frame equivalent widths (top panel) and redshifts (bottom panel). The rest
frame equivalent width plot contains the errors for over 1750 Mg ii 2796A and 2803A
singlets fit by hand. The overplotted zero mean Gaussian has a width equal to the
standard deviation of the sample, o-w = 0.055K. The plot shows no significant biases.
The redshift plot contains errors for the first 200 simulated spectra for each QSO in
our Monte Carlo completeness simulation (corresponding to over 67,500 systems).
The solid vertical lines are separated by one pixel (dzPix = 2.25e - 4), and the dotted
vertical lines represent the precision given in Table D.1. The standard deviation of
the sample is o- = 2.74e - 4.
2.4 Results
2.4.1 Population Statistics
Figure 2-10 shows raw histograms of the rest frame equivalent width (top panel) and
redshift (bottom panel) distribution of the sample's 110 Mg 11 systems, before correc-
tions for incompleteness (proximate system not included). The rest frame equivalent
widths range from W, = 0.08±0.01A (SDSS0140-0839, z = 3.71) to W, = 5.58±0.07A
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Figure 2-11 The velocity spreads (in km/s) plotted against the 2796A singlet rest frame equivalent width for the
110 located systems listed in Table D.7 (proximate system not included). The overplotted line is the sigma-clipped
best fit, Av = (125.7 ± 6.0 km/s/A)W,(2796) + (80.2 ± 8.6 km/s).
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(CFQS1509, z = 3.39). The sample contains 5 Mg 11 systems with redshifts over 5,
with a maximum value of z = 5.33 (SDSS1411, W, = 0.20A). Three of these sys-
tems come from SDSS1411's sightline, which contains four high redshift systems at
z = 4.93, 5.06, 5.25, and 5.33.
Figure 2-11 displays the relationship between the rest frame equivalent widths of
the 2796A Mg ii singlets and velocity spreads (measured to where the absorption
troughs intersect the continuum) of this sample. These velocity spreads have been
adjusted for FIRE's resolution of 50 km/s. The overplotted line is the sigma-clipped
best fit line, given by
Av = (125.7 ± 6.0) + (80.2 ± 8.6) km s-1. (2.8)
This slope and the strong correlation present in Figure 2-11 are consistent with pre-
vious results from Ellison [2006] at lower redshifts, 0.2 ,< z < 2.4. We incorporated
this measured correlation and scatter into our Monte Carlo completeness simulations
described in 2.3.2 to ensure that our injected systems resembled true systems from
the sample. (Strong injected systems were modeled as a blend of narrow components
with total velocity spread drawn from the distribution specified by Equation 2.8).
2.4.2 Incorporating Variable Completeness in Population Dis-
tributions
When calculating the line density and equivalent width distributions, we first define
the true number of systems in the universe within a binned region k centered on
(zk, Wk) as Nk. If the total redshift path in bin k is AZk, and the total range of rest
frame equivalent width in the bin is AWk, then the population densities are given by(d2N Nkd 2 N Nk(2.9)
dzdW k AzkAWk(SdN = Nk (2.10)
dz k Azk
dN .Nk (2.11)
dW Ik AWk
Using our completeness matrices we may relate these quantities to the expected
number of survey detections. A complete derivation of this method is given in the
Appendix. In summary, for an incomplete survey with path length given by g(z, W),
the number of detected systems in a bin k is estimated as
ff d2 N
J(fJkg dzdW (2.12)
The average completeness Dk is defined as the ratio between this and the true number
39
of systems Nk,
Ck Nk/Nk (2.13)
f fic ( R,(z)C(z, W)) (2.)dzdW
fk f J , R, (Z) ) 2 dzdW
Our Monte Carlo calculations give us access to Ck (which in turn leads to Nk) with
an important caveat. The average completeness within a bin is a weighted integral
of the fine grained completeness across the bin, with weighting function d2 N/dzdW.
If the true completeness varies within a bin, then that average depends on the very
function we are trying to calculate.
There are three ways around this dilemma: (1) We can assume that the com-
pleteness CQ(z, W) is constant across all sightlines and across the full breadth of the
bin. Since the quality of the data varies largely from spectrum to spectrum, this
assumption is not warranted. (2) We can assume that the population density within
the bin is approximately constant. With this approximation, the population density
in bin k reduces to (d2 N Nd N k(2.15)
dzdW k f g(z, W)dzdW (
This is the method employed in the recent C iv study of Simcoe et al. [2011] when con-
sidering variable completeness within bins, and implicitly in any previous Mg ii studies
which employed the hard threshold completeness floor given previously in Equation
2.6. (3) We can compensate for this variability in both completeness and absorber
line density by employing a maximum likelihood estimate to a functional form of
the frequency distribution in the calculation of the average completeness in Equation
2.14.
We explored methods (2) and (3) using the maximum-likelihood estimates of the
frequency distribution defined later in this paper. Figure 2-12 shows the effect of these
corrections on dN/dz for the range W > 0.3A. "X"-shaped points indicate our dN/dz
values prior to completeness correction; the triangles show completeness-corrected
values with no user-screening (i.e., using L rather than C for the correction and not
adjusting for false positives, as described next section). The squares and diamonds
include the full completeness and false positive corrections using methods (2) and
(3) respectively to treat intra-bin variation in the frequency distribution. Apparently
this effect contributes a negligible correction to our calculations of the population
densities when compared with the sample's Poisson errors. For this reason, we will
instead use method (2) for calculating C unless otherwise stated.
2.4.3 Adjusting for False Positives
In the previous section, we calculated population densities in the presence of variable
completeness, but did not account for false positives. Adjustments for false positives
once again require Equations 2.9 to 2.11 for the population densities, but with the
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Figure 2-12 Illustration of the effect of incompleteness corrections for systems with W > 0.3A. "X"-shaped points
show the line density prior to completeness correction. Triangles incorporate the automated completeness Lq (z, W)
but no adjustment for interactive rejection of candidates. Squares further incorporate the additional adjustment for
the user-rejection of real systems and acceptance of false positives (Equation 2.16). Diamonds incorporate initial
maximum likelihood estimates of d 2 N/dzdW to adjust for variability in completeness across each bin (Equation 2.14).
Quoted errors reflect both counting statistics and uncertainty on completeness estimates, but the Poisson errors
dominate in all cases.
true number of systems Nk calculated as
Nk(1 - AF) - AF
Nk = -  -k AF k (2.16)
Ck -- Lk Ak
where Nk is the number of detected Mg ii systems in bin k, Fk is the number of rejected
candidates, Ck is the average completeness, Lk is the automated line identification
finding probability, and A is the user acceptance rate of non-Mg ii candidates. All
average values here are path length weighted (once again employing the assumption
that the population distributions are approximately constant across the bin). A full
Fderivation of this formula is given in the Appendix. Note that as A - 0 (the user
correctly rejects all false positives), this reduces to the previous formula, Ck Nk/N.
Figure 2-12 shows the effect of user errors on the resultant dN/dz for the rest frame
equivalent width range W > 0.3A. As previously stated, the triangles employ neither
Equation 2.16 above to adjust for accepted false positives, nor the full completeness
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Figure 2-13 The Mg ii equivalent width distribution d2N/dzdW for the full survey, 1.9 < z < 6.3. The overplotted
line represents the maximum likelihood fit to the exponential form of Equation 2.17, with best-fit parameters given
in Table C. 1.
CQz, W), which accounts for user rejection of real Mg 11 systems. The squares include
both of these user error 'corrections. The rejection of real Mg 11 systems is by far the
more dominant of these two effects, with the correction for accepting false positives
negligible compared to the Poisson error bars (indicative of conservative users hesitant
to accept anything suspect). The correction is the largest in the lowest redshift bin,
where the effective sensitivity is 0.393A (as shown later), the poorest regime in this
survey. As the sensitivity improves with redshift, the user adjustments decrease in
magnitude. Across the full range of redshifts and equivalent widths, the user accepts
> 90% of all real Mg 11 systems. The presented error bars include completeness errors,
but at < 5%, these are subdominant to the Poisson errors.
2.4.4 d 2N/dzdW
Figure 2-13 displays the rest frame equivalent width distribution d2 N/dzdW for the
entire survey with all appropriate corrections applied. Table C.1 contains these cal-
culated values. The distribution is fit well by a simple exponential at W , < 3.0A, but
shows a relative overabundance of systems in the highest equivalent width bin.
Using maximum- likelihood techniques, we fit the equivalent width distribution
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using the functional form
d2N N* ww
= e W/W. (2.17)dzdW W*
We first calculated a maximum likelihood estimate of W, and then calculated N* by
insisting that the pathlength-weighted integral of this population distribution equal
the number of found systems,
ff d2NNk fI  (zW) d'wdzdW. (2.18)k dzdW
This process yielded values of W, = 0.824 ± 0.090A and N, = 1.827 ± 0.059. Figure
2-13 displays this maximum likelihood fit plotted over the binned, completeness-
corrected values.
We can use this result to calculate an effective equivalent width sensitivity for
the full survey. Suppose one assumes that the survey's limiting equivalent width
is characterized by a single number that is constant at all redshifts and along all
sightlines, Wfloor. Then according to Equation 2.4,
Q
g(z, W) O 6(W - Wfloor) S Rq(z). (2.19)
q=1
In this regime, the maximum likelihood estimate of W, may be solved analytically as
W(j W ) - Woor (2.20)
m=1
W - Wfloor, (2.21)
where W is the average rest frame equivalent width of our sample [Murdoch et al.,
1986]. We define the effective sensitivity Weff of our survey as the value of Wflor in
this equation that, given our calculated value of W, would lead to the average rest
frame equivalent width W that we observe. For our reported values of W, and W,
we obtain an effective sensitivity of Weff = 0.337 ± 0.090A across the full survey.
In Figure 2-14, we subdivide d2 N/dzdW into three different redshift ranges; 1.95 <
z < 2.98, 3.15 < z < 3.81, and 4.34 < z < 5.35. Table C.1 lists the values plotted. We
also refit MLE estimates of W, for each of these regions (0.935 ± 0.150, 0.766 ± 0.152,
and 0.700 t 0.180, respectively), and recalculated the effective rest frame equivalent
width sensitivities in each region (0.393 ± 0.150, 0.278 ± 0.152, and 0.269 ± 0.180,
respectively). In Figure 2-15 we plot W,(z), and include previously published values
from Nestor et al. [2005], to connect our results with lower redshifts. Table C.2
contains a summary of all these values.
Clearly the trend of increasing W* seen at lower redshift does not extrapolate
to earlier epochs. Rather, it exhibits a peak value of ~ 0.9 at z - 2.5 and smaller
values at both higher and lower redshifts. A larger value of W* corresponds to a
flatter equivalent width distribution with a larger fractional contribution from high-
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Figure 2-14 The equivalent width distribution d2N/dzdW broken into three redshift intervals. Overplotted are
the MLE fits to the exponential form of Equation 2.17. Table C.1 contains the redshift ranges used and best-fit
parameters for each case.
44
1.4
1.2 -
1.0
~0.8
0.6
0.4 dN Id W oc e *
0.2 I I
1 2 3 4 5
Redshift
Figure 2-15 Evolution in steepness of the equivalent width distribution, as parametrized by its exponential scale
factor W*. The triangles represent maximum-likelihood estimates from the FIRE survey for the three redshift ranges
in Figure 2-14. The crosses represent the values from Nestor et al. [2005], determined from SDSS. The overplotted
solid line is the maximum likelihood fit for this survey's data from Equation 2.22, and the dashed line is the analogous
fit from Nestor et al. [2005]. W* evolves significantly over redshift, and a simple polynomial form does not adequately
capture this evolution.
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W, absorbers. It appears that going back in time, d2 N/dWdz evolves to include more
strong Mg 11 systems until a maximum is reached at z ~ 2.5, after which the relative
frequency of strong systems once again declines. It is tempting to associate this rise
and fall of the strong Mg 1i systems with the concurrent rise and fall of the global
star formation rate; we will explore this association in detail below.
To quantify W,'s redshift evolution, we followed the lead of Nestor et al. [2005]
and performed a MLE fit to
d2N N* -w/W(1+z) 6  (2.22)
dzdW W,(1 + z)3
The best fit parameters for this from were W, = 1.166 ± 0.359A, 6 = -0.229 ± 0.220,
and N, = 1.814 ± 0.057. The parameters W, and 6 were anti-correlated, with pw.5 =
-0.940. In Figure 2-15 we overplotted this best fit with a solid line, as well as the
analogous MLE fit of Nestor et al. [2005] to his data with a dashed line. The results
show that a simple power law in (1 + z) does not adequately capture W*'s redshift
evolution over the full redshift range now available. Rather, there is 2or evidence that
the overall distribution is steepening towards higher z.
To examine evolution in the overall normalization of the frequency distribution,
we also fit our data to the functional form
d2 N N~
dW= * (1 + z)ew/w*. (2.23)dzdW W,
This exercise yielded W, = 0.824±0.090A, 3 = 0.002±0.487, and N, = 2.211±1.533.
As is usual, these multi-dimensional MLE fits yield large errors for small samples such
as ours, but within these limitations we do not see statistically significant evidence
for redshift evolution in the normalization of number counts.
2.4.5 dN/dz and dN/dX
Figure 2-16 displays the completeness-corrected, binned values of dN/dz for our
Mg ii sample in three different rest frame equivalent width ranges. These ranges
were chosen for easy comparison with published SDSS Mg ii surveys at lower redshift
[Nestor et al., 2005, Prochter et al., 2006], which are overplotted. Table C.3 contains
the values of the data points in this figure.
We also fit the absorber line density to a simple polynomial,
dN = N,(1 + z). (2.24)
dz
We calculated a maximum likelihood fit of 0, and then calculated N, by insisting
that our redshift path density integrated against this absorber cross section equal the
total number of systems located,
Nk- g(z,W) dzdW, (2.25)
/ 1W dN
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Figure 2-16 The absorber line density dN/dz for three different rest frame equivalent width ranges. The circular
data points are from this study, the triangle data points are from Nestor et al. [2005], and the square data points
(bottom panel only) are from Prochter et al. [2006]. Table C.3 contains the values associated with the FIRE data.
The overplotted dashed lines represent maximum likelihood fits to the functional form given in Equation 2.24, over
the range of the FIRE data only.
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where AW is the total rest equivalent width range probed. We performed this MLE
fit over our full survey, and over the three rest frame equivalent width ranges from
Figure 2-16. Table C.4 contains these MLE fits, as well as the analogous fits from
Prochter et al. [2006]. These fits are also overplotted with dashed lines in Figure 2-16.
In addition, we calculated the comoving absorber line density dN/dX. These
completeness-corrected, binned results are shown in Figure 2-17, with the correspond-
ing results from Nestor et al. [2005] and Prochter et al. [2006] once again overplotted.
The dashed horizontal lines show the straight mean dN/dX of our data combined
with those of Nestor et al. [2005]. As in the usual interpretation, a constant value of
dN/dX corresponds to a population with no comoving evolution.
The smaller rest frame equivalent width systems (W, < 1A) show remarkably
little evidence of cosmic evolution over the entire range of redshifts probed by these
surveys. For the low end 0.3 < W, < 0.6A sample the data are consistent (x2 = 0.1)
with a constant value of dN/dX = 0.11, and only 15% standard deviation. The same
is true for 0.6 < W, < 1.0, where uncertainty from incompleteness is even smaller. In
this W, range, dN/dX = 0.09 with x2 = 0.5 and 25% scatter around a constant value.
In contrast, the large rest frame equivalent width systems (W, > 1A) show significant
evolution over ours and previous surveys; x2 = 3.3 for a constant value of dN/dX
over our survey and Nestor's, and increases to x2 = 20 if Prochter's W, > i.oA data
are further included. Table C.3 contains the values of our new data points from this
figure.
2.5 Discussion
The initial results of our 46 sightline survey demonstrate that Mg 11 absorbers were
already commonplace at z > 5. Rather remarkably, the comoving number density
of Mg ii absorbers with W, < 1 A is completely flat at dN/dX ~ 0.1 with scatter
of only ~ 25% between z = 0.4 and z = 5, a period of > 8 Gyr. In contrast, the
stronger Mg ii absorbers grow in number density by a factor of ~ 2 - 3 from the
present towards z ~ 3, after which they drop off by a comparable amount toward
z ~ 5. The differential nature of the evolution between strong and weak systems is
reflected in the equivalent width distribution, which is more shallow (higher W*) at
z ~'-, 3 than it is at lower and higher redshifts. The change in total number counts is
still small since the strong systems are subdominant at all redshifts.
Local surveys of absorber-galaxy pairs typically find Mg ii systems in the extended
100 kpc haloes of galaxies with L ~ L* or slightly below [Bergeron and Boiss6, 1991,
Steidel et al., 1994, Chen et al., 2010a, Steidel et al., 2002, Kacprzak et al., 2011].
According to the CDM picture of structure formation, galaxies resembling present-
day L* systems should be rare at z - 4 - 5. Assuming that Mg ii absorbers are
still found near galaxies at these epochs, it follows that the typical galaxy giving rise
to Mg ii absorption in the early universe must look quite different from the systems
studied locally.
The constancy of dN/dX for weak absorbers implies that the product no- of the
comoving number density and physical cross section of absorbing regions also remains
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Figure 2-17 Evolution of the line density per comoving length interval dN/dX. Overplotted horizontal lines
represent the joint mean of the data from Nestor et al. [2005] and this survey. The top two panels, representing
systems weaker than W, < IA, are statistically consistent with zero evolution from z = 0.4 to z = 5.5. In contrast,
the stronger Mg ii systems (Wr > 1A) grow in number density until z ~ 3, after which the number density declines
toward higher z.
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constant. A simple interpretation is that these absorbers arise near the assembling
progenitors of present-day L* galaxies. This would require that galaxy haloes were
populated with Mg 1i very early in their history, and that the absorption properties
were established before their stellar and ISM components were fully formed.
A detailed analysis of absorption in individual Mg ii systems will be presented in
a companion paper; however in a qualitative sense it appears that Mg ii systems at
z - 5 are very similar to those at low redshift, in contrast to the galaxy population.
This either requires the absorption systems to persist in a steady state over much of
the Hubble time, or else be replenished periodically. If Mg ii systems are replenished
through stellar feedback, this process must proceed in a way that does not produce
a cumulative growth of the gas radius and/or filling factor of Mg ii . This would
seem to be a challenge unless some portion of the gas re-accretes and cycles back
into the galaxy [Oppenheimer et al., 2010] or else the Mg 1i -bearing clouds are out
of equilibrium and transition to lower densities and higher ionization states.
2.5.1 Mg 11 and Cold Accretion Flows
Recently Mg ii has been suggested as a candidate tracer of "cold" accretion onto
galaxies, since its relatively low ionization potential (1.1 Ryd) does not allow for large
Mg ii fractions at high T. Cold accretion is thought to be the dominant mode of gas
transport onto galactic disks; it is particularly efficient in the early universe for small,
growing haloes [Keres et al., 2005, Dekel et al., 2009, Faucher-Giguere and Keres,
2010] and could provide another "renewable" source for cool absorbers. While at-
tractive, this model for the Mg i population faces some complications at the high
redshifts probed by our survey. Principally, at these epochs, even though cold ac-
cretion is much stronger [MI oc (1 + z)2 2 5 ; Dekel et al., 2009] and may present a
larger absorption cross section, the heavy element content of the IGM gas reservoir
is quite low: Z/Z® ~ 3 x 10-4 at z - 4 [Simcoe, 2011] and even lower at earlier
times. In general, cold streams may manifest as metal-poor Lyman limit systems
[Fumagalli et al., 2011] more prominently than Mg ii systems. We may already be
seeing this phenomenon, in that the density of Lyman limit systems and Mg ii are of
comparable magnitude at low redshift, but unlike Mg ii , the LLS density continues
increasing with redshift [Prochaska et al., 2010, Ribaudo et al., 2011] beyond z > 4.
Tinker and Chen [2010] present a model of the evolving Mg ii population which
maps Mg ii absorbers onto the dark matter halo mass function, as a way of studying
evolution of the underlying galaxies. In their model, most Mg i absorbers arise in
haloes with M ~ 1011 - 10' 2 M which are presumed to grow via cold accretion. Shock
heating reduces the supply of Mg ii in larger mass haloes, an effect which they invoked
to force a decline in dN/dX toward z = 0, and also to generate a weak anti-correlation
between galaxy mass and W, as reported in Bouch6 et al. [2006] and Lundgren et al.
[2009] (although Gauthier et al. [2009] demonstrated a weakening of this effect for
volume limited samples). An additional suppression of absorption efficiency is also
needed in low mass (< 10"Mo) haloes to offset the rapidly rising halo mass function
in this regime.
This low-mass cutoff halts the overproduction of weak Mg ii systems in low mass
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Figure 2-18 The linear density dN/dX for strong Mg ii systems (Wr > LOA) from Prochter et al. [2006] (squares),
Nestor et al. [2005] (triangles) and this survey (circles), compared with the linear density dN/dX derived from the
halo occupation distribution (HOD) model of Tinker and Chen [2010] (solid line). The HOD model under-predicts
the observed density at z > 3 because of a paucity of large haloes at early times. To narrow this discrepancy, the
absorption efficiency of low-mass haloes would need to be enhanced in the early universe.
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haloes, aligning the model with observations at z ~ 0.5. However at high redshift,
a larger portion of the mass is concentrated in these very haloes, most of which fall
below the low-mass cut for harboring Mg 11 absorption. As a direct consequence,
the simple halo-occupation model under-predicts the measured dN/dX at z > 2.5
by orders of magnitude, as seen in Figure 2-18. It may be possible to reconcile the
model by boosting the absorption efficiency of small mass haloes at early times, or else
growing the absorption cross-section per halo from 1/3 of the virial radius at z = 0.5
to > 2 Rvir at early times. However these solutions are not physically motivated a
priori and would need further exploration.
It appears Mg ii will be a difficult ion to use as a tracer of cold accretion flows.
The competition between declining IGM metal abundance and rising cold accretion
cross section at earlier times would require a fine balance to achieve the very flat
trend we observe in dN/dX. While this solution is possible in principle, it will be
difficult to interpret.
2.5.2 Comparison with Known Galaxy Populations
When comparing our Mg ii number counts with galaxy populations, another approach
is to skip the halo mass function altogether, and apply simple empirical scalings
between Mg ii gas halo size, covering fraction, and galaxy luminosity to predict
dN/dX. The model cross sections are integrated over measured luminosity functions
as a function of redshift. In this section, we derive linear densities in this manner
from observed luminosity functions and compare the results to the observed dN/dX
for W, > 0.3A systems, the full range previously considered and that for which the
completeness is very well characterized.
To estimate each galaxy's cross section, we use the scalings of Chen et al. [2010a],
who studied a spectroscopic sample of 94 galaxy-absorber pairs at (z) = 0.2. Chen
found that galaxies with higher B band luminosities possess more extended Mg ii ab-
sorbing haloes [see also Steidel et al., 1994], and fit the extent of these gaseous haloes
R to a Holmberg-like scaling,
R(LB) =R 0 ( j, (2.26)
where Ro ~ 75h-1 kpc, / 0.35 ± 0.03, and L* is the luminosity associated with
objects of M 'O = -19.8 + 5log(h) at their survey redshift. We use Equation 2.26
together with measurements of the B band luminosity function at increasing red-
shift [Poli et al., 2003, Wolf et al., 2003, Gabasch et al., 2004, Willmer et al., 2006,
Marchesini et al., 2007] to calculate the abundance and cross section of absorbers and
compare with our measurements of dN/dX.
When extrapolating Equation 2.26 to higher redshift, we explored two ways of
evolving the scaling. In the simplest approach, Ro and L3 are fixed at all redshifts,
so galaxies with MB -19.8 + Slog h always have haloes of radius Ro. According to
the studies cited above, L* evolves with redshift toward brighter values in the past.
With a constant value of L* defining the halo scale, this implies that galaxies at L*
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will have gas haloes increasingly larger than Ro (i.e. > 75h-1 kpc) in the more distant
past. For this reason, we will find it useful to define the term R*(z), which denotes
the gas radius of an L* galaxy at any redshift.
In the second approach, we associate gas haloes of size Ro with galaxies of L
L* (z) from the luminosity function at each epoch. This is equivalent to setting
R*(z) = Ro and replacing L* with L* (z) in the notation above. Since L* increases
with z, in this scenario galaxies at a fixed luminosity would have smaller gas haloes
in the past than in the present day.
We next model the absorbers' covering fraction K as a function of galaxy impact
parameter p, using an empirical approximation based on the results of Chen et al.
[2010a]:
1 p < a(LB)
LB R(LB) a < p < R(LB) (2.27)K(p, LZ) { 0 )-R(L) pRL)
0 p > R( LB)-
Briefly, each galaxy has a central core of radius a(LB) within which K = 100%;
between a (the core radius) and R (the halo boundary) the covering fraction declines
linearly to zero. We assume a mimics R's scaling with LB in both scenarios considered,
but with ao = 30h-1 kpc.
The total absorption cross section U(LB, z) presented by a galaxy is then
/R(LB,Z)
a (LB, z) = 2,r p(p, LB, z)dp (2.28)
- (\ z * W(z). (2.29)L* (z)
Here a*(z) is the cross section of an L* galaxy's gas halo, which may evolve with
redshift but does not depend on luminosity,
u*(z) k7R*(Z) 2  (2.30)
+ + 1) (2.31)
The quantity K is the average covering fraction of the gaseous halo, and is K = 0.52
with the given values of ao and Ro.
The Mg ii frequency dN/dX may be derived by combining this per-galaxy cross
section with the B band luminosity function 4(LB, z):
dN cd- - H O a(L, z) #(LB,z) dLB, (2.32)dX Ho Lrni
where Lmin is a lower luminosity cutoff, which is not specified a priori, but rather
chosen to match the normalization of the observed dN/dX. Using a Schechter [1976]
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Figure 2-19 Linear densities dN/dX from our survey (large, black circles) and from Nestor et al. [2005] (smaller,
black circles) for W, > 0.3A (top two panels) and W, > 1.oA (bottom two panels), overplotted with dN/dX derived
with Equation 2.33 using redshift-dependent B band luminosity functions listed in the text. We consider two different
assumptions about the scaling of halo radius with luminosity: In the first and third panels, we assume the halo size
Ro is a fixed value and is associated with galaxies of L* at each epoch. In the second and fourth panels, we assume
Ro is fixed, but associated with a fixed luminosity Lo at all redshifts. The smooth curves are derived from integrating
redshift-dependent Schechter-function fits to the luminosity function; these are solid over the redshift ranges where
measured, and high-redshift extrapolations are indicated with dashed lines. The model with Ro tracking fixed Lo
performs much better for both W, cuts.
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function for #(LB, z), we may calculate the linear density dN/dX as
dN c 2 Lmin
-- = -oI7R*(z)2g*(z)F a(z) + 2/ + 1, mi , (2.33)
dX -Ho L14(z)/
where F(s, x) is the upper incomplete gamma function. This expression is similar
to one derived in Churchill et al. [1999], the only difference being the factor of R,
correction for partial covering.
We evaluated Equation 2.33 using the B band luminosity functions of Poli et al.
[2003], Wolf et al. [2003], Gabasch et al. [2004], Willmer et al. [2006]; and Marchesini et al.
[2007] to calculate dN/dX from z = 0 to z = 5. The results are shown in Figure
2-19, with triangles and circles representing the predicted and measured dN/dX,
respectively. The solid curves indicate the predicted evolution based on redshift-
dependent fits to the luminosity function parameters from Giallongo et al. [2005]
and Gabasch et al. [2004]. The top and bottom two panels are for W, > 0.3A and
W, > 1.0A, respectively.
The top panel shows results for the model where the luminosity associated with Ro-
sized haloes tracks L* (z). In this case, the observed and predicted dN/dX match best
when Lmin/L* = 0.024 ± 0.005. However the model predicts a downward evolution
in dN/dX with z that is slightly steeper than what is observed. This means that the
typical cross section per galaxy is higher than the model predicts at high redshift,
suggesting that either the haloes are growing slightly in radius or their filling factors
are increasing.
The second panel shows the simple model where the fiducial luminosity associated
with Ro haloes is fixed at all redshifts. Our best fit is obtained with Lmin/L* =
0.2656 ± 0.0139, almost an order of magnitude larger than the previous model. The
redshift dependence for this model is flatter, in better agreement with our survey
data. The relatively high value of Lmin indicates that a large population of very low
luminosity galaxies need not be invoked to explain the frequency of Mg 11 systems in
this model; for the most part, all W, > 0.3 Mg ii systems surround galaxies we can
readily observe, even at high redshift.
This picture could be invalidated if significant numbers of Mg 11 systems are dis-
covered near galaxies with L < 0.2L* . However to date such dwarf-Mg 1i associations
have not been established except in a few cases. Even in Chen et al. [2010a]'s sample
of 94 pairs, < 10% of the galaxies meet this criterion. They are predominantly at
very small impact parameter (- 10h-1 kpc) and even then show only - 50% coverage
(in contrast to our model, in which the coverage is 100% out to ~ 30h-1 kpc).
However we have also seen that if we restrict further to W, > 1.0A, dN/dX evolves
to a peak at z ~ 3 and declines thereafter. The bottom two panels in Figure 2-19
overplot this W, > 1.0A dN/dX for the two models with Ro-sized haloes tracking
L* (z) (third panel) and fixed Lo (fourth panel) with the best fit Lmin/L* recalculated
as 0.6001 ± 0.0213 and 0.9785 ± 0.0226, respectively. The model with Ro-sized haloes
tracking L* (z) clearly does not agree with the observed dN/dX, but rather predicts
a much stronger downward trend. The model with Ro-sized haloes tracking fixed Lo
does not fit the data as well here as it previously had for the weaker W, > 0.3A cutoff
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(second panel), and in particular under-predicts dN/dX for many z < 2 points. The
large error bars, however, prevent us from ruling out this model. It is evident that with
both rest equivalent width ranges the model with Ro-sized haloes tracking fixed LO
performs better. Since LB(z)* increases with redshift, this suggests that the observed
dN/dX is reproduced best if the halo size of a typical LB(z)* galaxy increases with
redshift.
Rather than start with a halo and coverage model and derive dN/dX, we may
instead start with the observed Mg ii dN/dX and estimate the effective size of gaseous
haloes. To do this, we define the effective halo radius R*ff(z) of an absorber according
to
7Reff(Z) 2  -- TL(z)RL(z) 2  (2.34)
H0  1 dN (2.35)
c n(z,Lmin)dX
where IL(Z) is the luminosity-weighted covering fraction and RL(z) is luminosity-
weighted gaseous halo radius.
In Figure 2-20, we plot the effective halo radius as a function of redshift, nor-
malized by the radius calculated in the lowest redshift bin. We use an average
of the redshift evolution luminosity function models of Giallongo et al. [2005] and
Gabasch et al. [2004] in conjunction with four different lower luminosity cutoffs:
0.001, 0.01, 0.1, and 1.0 L* (z). All four choices of a lower luminosity cutoff re-
sult in the effective absorbing halo radius Reff(z) increasing by ~ 40% from today
to z ~ 3 - 4, and then slightly decreasing again (although the error bars are too
large to consider this final decrease statistically significant). This increase in effective
halo radius must result from either an increase in the luminosity-weighted covering
fraction tL(z) at earlier times, or an increase in the extent of the gaseous absorbing
haloes RL(z) at earlier times. Although the lower luminosity cutoff still remains a
free parameter in this model, the strong quantitative agreement of the normalized
effective halo radii across three orders of magnitude in Lmin suggests this feature is
largely independent of the lower luminosity cutoff employed.
2.5.3 Deriving the SFR Density from dN/dX
Thus far we have focused the discussion on moderate strength Mg 11 absorbers which
do not evolve with redshift. But the systems with W, > 1A do evolve, with a
characteristic rise and fall that suggests a possible connection to the cosmic star
formation rate density
This connection is also explored in Menard et al. [2011], where a method is out-
lined for deriving the SFR density from the Mg ii population distribution by estab-
lishing a connection between Mg ii rest frame equivalent width W, and [0 11] lu-
minosity, which previous studies have shown may be used as a gauge of the SFR
[Gallagher et al., 1989, Kennicutt, 1992, Hopkins et al., 2003, Kewley et al., 2004,
Mouhcine et al., 2005]. Since the detection of Mg ii using spectroscopic absorption
does not depend on luminosity, distance, or dust extinction, such a probe would
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Figure 2-20 Effective halo radius (Equation 2.35) as a function of redshift for the observed Mg ii dN/dX of this
study and from Nestor et al. [2005], normalized by its value in the lowest redshift bin. We derived the absorber number
density n(z, Lmin) from a combination of the redshift dependent luminosity function models of Giallongo et al. [2005]
and Gabasch et al. [2004] for four lower luminosity cutoffs: 0.001, 0.01, 0.1 and 1.0 L* (z). With all four choices, the
effective halo radius increases with redshift by about ~ 40% from today until z ~ 3 - 4, and then decreases again
(although this decrease is not statistically significant given our error bars).
57
A Galaxy LF
* MgII / SFR Conversion
0.10
0.01
0 1 2 3 4 5 6
Redshift
Figure 2-21 The star formation rate density p derived using the method of M6nard et al. [2011] on large Mg i sys-
tems (Wr > 1A) from this survey, Nestor et al. [2005], and Prochter et al. [2006] (circles; larger circles are this survey).
Recent star formation rate density calculations derived from observations with the Hubble Telescope in Bouwens et al.
[2010] and Bouwens et al. [2011] are overplotted with triangles. The method of M6nard et al. [2011] produces good
qualitative agreement with the Hubble results, although the error bars are quite large. Applying this Mg ii conversion
to weaker Mg ii systems (Wr < 1A) does not lead to a match with these Hubble rates.
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represent a valuable asset in pinning down the star formation history of the universe.
In their paper, the authors search for [0 11] emission lines from Mg 11 host galaxies
imprinted on a sample of QSO spectra containing over 8500 known Mg 11 absorbers
at redshifts 0.36 < z < 1.3. They detect a 15o correlation between the absorber
strength W, and the median [0 ii] luminosity surface density (ELOIJ), which they fit
to the functional form
KZLQJri) ::- A r)(2.36)(W*
where A = (1.48±0.18) x 1037 ergs s-1 kpc2 and a = 1.75±0.11. The authors calculate
the co-moving [0 11] luminosity density Lorr(z) probed by Mg 11 absorbers from this
by using the completeness corrected population distribution from Nestor et al. [2005]
according to
'Cl z dW NLod - (2.37)dWdX
Finally, they convert this luminosity density Lorr(z) to a luminosity Loll and derive
a SFR density 4, by using an average over scalings from Zhu et al. [2009],
4 4.2e-41 x Loll M® yr-- Mpc- . (2.38)
Using this technique, Menard et al. [2011] convert the data from Quider et al. [2011]
to SFR densities, and then overplot SFR density data provided in Hopkins [2004].
The results show agreement up to z = 2.2.
Recently, L6pez and Chen [2011] have argued that the slope a in Equation 36 is
sensitive to the diameter of the SDSS fiber aperture used to make the measurement
in Menard et al. [2011]. They demonstrate that the observed scaling could arise from
the known anticorrelation of W, with galactocentric radius, coupled with differential
loss of galaxy light from the fiber. Luminous [011] disks for some galaxies, particularly
those with weak Mg 11 , may lie entirely outside the fiber.
While this has implications for the interpretation of physical mechanisms giving
rise to Mg ii (e.g. winds, accretion, etc.), our present goal is more restricted and there-
fore less affected by this ambiguity. Intead, we simply aim to map the Mg 11 dN/dX
into a global [011] luminosity density (accounting for W,), making no statement about
each galaxy's local physical environment. The slope value in the W,-L[Oi] correlation
certainly affects the relative weight given to strong versus weak absorbers. However
the total integrated [011] luminosity per absorbing galaxy, normalized as A, remains
crudely similar for different choices as shown in L6pez and Chen [2011]. Put another
way, we can consider the Mg ii lines as luminosity independent signposts for nearby
galaxies, whose contribution to the SFR can be inferred by drawing from a statstically
stacked [011] luminosity function.
This fact, taken together with the observed evolution in dN/dX for W, > IA, the
large, likely non-gravitational velocity spreads observed for strong Mg ii systems (Fig-
ure 2-11), and the demonstrated connection between the strongest Mg ii absorbers
and star forming galaxies [Bouch6 et al., 2007, Noterdaeme et al., 2010, Nestor et al.,
2011], motivates us to explore Menard's method, keeping in mind the caveats de-
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scrived above. The broad redshift range of our sample, combined with those of the
SDSS studies, puts us in unique position to compare with the cosmic star formation
history.
In Figure 2-21, we show the SFR density calculated using Equations 2.36 to 2.38,
for Mg 11 absorbers having W, > 1 A (large circles). We also include previous re-
sults at low redshift from Nestor et al. [2005] and Prochter et al. [2006] over the same
equivalent width range (smaller circles). For comparison, we overplot (with triangles)
star formation rate densities obtained using recent determinations based on dropout
counts from deep HST/WFC3 galaxy surveys at z > 4 [Bouwens et al., 2010, 2011],
from a combination of ground-based spectroscopic Ha and Spitzer MIPS 24pm data
at z ~ 3 [Reddy et al., 2008], and from the GALEX VIMOS-VLT Deep Survey at
lower redshifts [Arnouts et al., 2005]. Menard's transformation produces star forma-
tion rate densities in excellent agreement with the galaxy survey literature throughout
the entire Mg ii absorption redshift search range probed, 0.5 < z < 5. These results
do not conclusively demonstrate the accuracy of Equation 2.36-indeed application
of Menard's redshift dependent version of Equation 2.36 led to very high SFR val-
ues per absorber at z ~ 5 and therefore predicted significantly higher SFR densities.
However this exercise certainly suggests that the connection between Mg ii absorp-
tion and SFR is real for the strongest subset of Mg ii absorbers, and stretches over
the full cosmic history.
Application of the Mg 11 -SFR conversion to weaker absorbers (W, < 1A) does not
produce good agreement with galaxy surveys. These systems, as seen in Figure 2-17,
exhibit remarkably little evolution in dN/dX over all redshifts considered (0.5 < z <
5). This suggests that any physical connection between Mg ii and star formation is
mostly limited to the stronger end of the Mg 11 equivalent width distribution. Indeed
different astrophysical processes may govern the evolution of systems at high and low
equivalent width, with the division occurring roughly at WR ~ 1A as suggested by
Lovegrove and Simcoe [2011] and Kacprzak and Churchill [2011].
2.6 Conclusions
Using FIRE, we have conducted an infrared survey of intervening Mg ii absorption
toward the sightlines of 46 distant quasars with redshifts 3.55 < z < 6.28. The overall
survey has an effective sensitivity of 0.337 ± 0.090A and a FWHM resolution of 50
km/s. A combination of automated and human methods were used to identify and
measure the properties of detected systems, and we performed extensive simulations
to characterize our sample's incompleteness and contamination from false positives.
Our main findings are as follows:
1. We find 110 isolated Mg ii systems (and one proximate system) ranging in rest
equivalent width from W, = 0.08A to W, = 5.58A and in redshift from z = 1.98
to z = 5.33, including 5 systems with z > 5.
2. The population distribution d2N/dzdW resembles an exponential with a char-
acteristic scale W, = 0.824 ± 0.090A across the full survey. When we divide the
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survey into three redshift regions and combine our results with earlier results
from Nestor et al. [2005], we find that this characteristic scale W, rises with
redshift until z - 2 - 3 (where we find more strong systems), and then falls
towards higher redshifts.
3. For weaker Mg ii absorbers (W, < 1 A), the linear density is statistically consis-
tent with no evolution, having dN/dX ~ 0.1 with a scatter of only ~ 15% -25%
from z = 0.4 to z > 5, a period of > 8 Gyr. In contrast, the stronger Mg 11 ab-
sorbers (W, > 1 A) grow in number density by a factor of ~ 2 - 3 from the
present towards z ~ 3, after which they drop off by a comparable amount to-
ward z - 5. We interpret this as evidence of two distinct Mg 11 populations,
one which follows the global star formation rate density, and another which is
nearly constant in comoving aggregate cross section.
4. For strong Mg ii absorbers (W, > 1 A), the Mg 11-to-star formation rate scaling
of Menard et al. [2011], together with our measured Mg ii frequency, agrees re-
markably well with classically measured star formation density rates. While the
recent analysis of L6pez and Chen [2011] cautions against a detailed exploration
of this specific model, the excellent agreement with our dN/dX measurements
are highly suggestive of a connection between strong Mg 11 absorption and star
formation.
5. For the weaker systems, models based on the predicted Mg ii occupation of
dark matter haloes substantially under-predict dN/dX at high redshifts. This
discrepancy derives from the low absorption efficiency of small mass haloes
locally (which are used for scaling), combined with the relative scarcity of high
mass haloes in the early universe. To resolve the difference, the numerous low-
mass haloes present at early times would need to have an enhanced absorption
efficiency relative to present day levels.
6. We are able to produce the observed dN/dX for W, > 0.3 A more accurately
using scaling relations between galaxy luminosity and halo size derived at low
redshift, but integrated over appropriate high redshift determinations of the
galaxy luminosity function. The correspondence is most accurate when the
Mg ii absorbing halo's size scales with a fixed, redshift-independent fiducial
luminosity. Since L* increases with redshift, this implies that the effective
gaseous halo of an L* galaxy is larger at earlier times. This model leaves the
lower integration limit Lmin down the faint-end slope as a free parameter, set
to match the normalization of dN/dX. Our best match is for Lmin ~ 0.2L*,
so that large populations of low-luminosity galaxies are not strictly required to
explain the observed Mg ii frequency, even at high redshift.
Our results indicate that Mg ii absorption remains commonplace in the early
universe, having evolved relatively little over a period exceeding 8 Gyr. This is in
contrast to the C iv number counts, which decline by almost an order of magnitude
over the same interval (K. Cooksey, private communication), and the density of the
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intergalactic H i Lyman alpha forest, which thickens markedly toward the epoch of
reionization [Becker et al., 2007].
At low redshift, Mg ii absorbers are typically associated with - 100 kpc gas haloes
surrounding ~ L* galaxies. The Mg ii counts at high redshift can also plausibly be
reproduced using fairly luminous galaxy populations. As will be shown in forthcoming
work, the H 1 and other metal line properties of the high-redshift Mg ii systems also
do not differ dramatically from the local population.
Yet the properties of the host galaxies themselves must have evolved substantially
over the same period. As estimated by Gabasch et al. [2004] L* brightens by a factor
of ~ 2, while CD, declines by an order of magnitude over the redshift path where
Mg ii has now been characterized. If the high redshift Mg ii absorbers are similarly
associated with distinct galaxies, then the mass substructure within their dark matter
haloes must have evolved significantly from z ~ 5 to the present. Moreover, high
resolution, rest-frame optical morphology studies of distant galaxies generally find
that at fixed stellar mass, galaxies have smaller half light radii (0.7 - 3 kpc at z ~ 3)
going backwards in time [Law et al., 2011, Papovich et al., 2005, Franx et al., 2008,
van Dokkum et al., 2010].
It appears that as the stellar populations of typical galaxies grow from the inside
out, the gaseous haloes of the same galaxies may be populated with metals very early
on, and that the gas halo properties evolve much more weakly than do the galaxies
themselves. If our hypothesis is correct that the observed dN/dz may be recovered
entirely by galaxies with L > 0.2L*, then it should be possible to observe such systems
directly at intermediate redshifts, up to z - 3 - 4. Along with further spectroscopy
to improve upon the modest sample sizes presented here, such follow up of Mg il -
selected galaxies may constitute a fruitful means for studying the concurrent buildup
of the stellar and near field circum-galactic environments.
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Chapter 3
Mg 11 Absorption at 2 < z < 6: A
Longitudinal Study of H i, Metals,
and Ionization in Galactic Haloes
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3.1 Introduction
For decades, Mg ii quasar absorption lines have been used to probe the gas dis-
tribution in z < 2.3 galactic haloes in a largely dust extinction and luminosity-
independent manner [e.g., Weymann et al., 1979, Lanzetta et al., 1987, Tytler et al.,
1987, Sargent et al., 1988, Steidel and Sargent, 1992, Nestor et al., 2005, Prochter et al.,
2006, Lundgren et al., 2009]. Despite this rich literature, the spatial structure and
dynamical history of the gas giving rise to Mg 1i absorption are not fully under-
stood. Several important clues have surfaced through the aforementioned studies,
and (broadly speaking) they point to two plausible mechanisms. The first possibility
is that Mg II traces cool clumps embedded in hot galactic outflows [e.g., Zibetti et al.,
2007, Bouch6 et al., 2007, Weiner et al., 2009, Gauthier et al., 2009, Lundgren et al.,
2009, Rubin et al., 2010, Noterdaeme et al., 2010, Menard et al., 2011]. The second
postulates that Mg 11 absorbing structures are a manifestation of gravitational and gas
accretion processes, perhaps even through recycled and metal-enriched winds [e.g.,
Chen et al., 2010a,b, Lovegrove and Simcoe, 2011, Kacprzak et al., 2011].
The outflow hypothesis is supported by low redshift studies showing a connection
between Mg ii absorption and star formation. For example, Zibetti et al. [2007]
demonstrated that strong absorber W0 2796 correlates with blue host galaxy color,
using a sample of 2800 strong Mg ii systems (W 2796 > 0.8A) at low redshifts (0.37 <
z < 1.0), a result later corroborated by Lundgren et al. [2009].
More directly, Weiner et al. [2009] observe blueshifted (and hence outflowing) fore-
ground Mg ii absorption in the stacked spectra of star forming galaxies. Follow up
work by Rubin et al. [2010] verifies this trend and establishes a correlation between
Mg ii rest-frame equivalent width and star formation rate (SFR). Nestor et al. [2011]
studied two ultra-strong Mg ii absorbers (Wl 2796 = 3.63 and 5.6 A) in detail, finding
that they were associated with galaxies of unusually high specific star formation rate
at their respective masses and redshifts.
Further evidence of a Mg 11-wind connection may be found from studying statis-
tical clustering of Mg ii systems relative to nearby galaxies. Gauthier et al. [2009],
following up on the work of Bouch6 et al. [2006] and Lundgren et al. [2009], find a lo-
anti-correlation between Mg 11 rest-frame equivalent width and galaxy halo mass by
cross-correlating luminous red galaxies with W 279  > 1>.OA Mg ii absorbing systems
from SDSS-DR5 at z ~ 0.5. Although the anti-correlation is weak, in conjunction
with studies showing a strong correlation between W0 2796 and velocity spread [Ellison,
2006, Matejek and Simcoe, 2012] it suggests that the individual Mg 11 systems are not
virialized.
While these and other studies [e.g., Bouch6 et al., 2007, Noterdaeme et al., 2010,
Menard et al., 2011] have advocated outflows as a mechanism for creating Mg ii ab-
sorption, there is also evidence suggesting that many Mg ii systems do not originate
in winds. For example, Chen et al. [2010a] find little evidence for correlation between
absorber strength and galaxy colors using a galaxy-selected sample of Mg ii sys-
tems, in direct contrast to Zibetti et al. [2007]. Similar galaxy-selected samples of
weaker absorbers confirm this result [Lovegrove and Simcoe, 2011, Kacprzak et al.,
2011]. Moreover, Chen et al. [2010b] demonstrate with a sample of 47 weaker (mostly
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W, 2796 < 1 A) systems at z < 0.5 that the extent of the Mg ii halo correlates only
weakly with specific star formation rate and increases with galaxy stellar mass. The
authors suggest that this may be evidence that Mg ii absorbers reside in infalling
clouds that later fuel star formation.
Recently, Bordoloi et al. [2011] and Kacprzak et al. [2011] have explored the con-
nection between absorber strength and galaxy-absorber projected inclination, finding
evidence for both co-planar and bipolar distributions of absorbing gas. While the
outflow hypothesis naturally predicts winds escaping perpendicular to galactic disks
as found by Bordoloi et al. [2011], the analysis of Kacprzak et al. [2011] indicates that
co-planar gas exists around some systems, as might be found in accreting streams and
filaments.
Collectively, these studies seem to suggest that Mg ii absorbers fall into at least
two categories, as outlined in Kacprzak and Churchill [2011]. Loosely speaking,
weaker absorbers WA2 79 < 1A are more likely to possess disk-like kinematics and
trace infalling or recycled material. The stronger absorbers Wl 2796 > 1 A have non-
gravitational kinematics and are more likely to trace winds. However all of these
results were derived from relatively low redshift (z < 2) systems that postdate the
star formation peak of the universe at z ~ 2.5 - 3. Since star formation plays an
important role in this discussion, the evolution of Mg ii absorbers through the rise
and fall of the SFR history provides a diagnostic tool for evaluating the two-sample
paradigm. But Mg ii absorption at these higher redshifts falls into the near infrared,
where atmospheric OH emission and telluric absorption make large systematic surveys
much more difficult.
In Chapter 2, we presented the first statistically characterized sample of Mg 11 ab-
sorption lines at z > 2.5, taken from the spectra of 46 QSO sightlines observed with
Magellan/FIRE. We located 110 intervening Mg ii systems (plus one proximate sys-
tem) ranging in rest equivalent width from Wl 2 796 = 0.08A to WO27 96 = 5.58A and
in redshift from z = 1.98 to z = 5.33. The weaker W, 2796 < 1A systems' linear
density dN/dX is statistically consistent with no evolution from z = 0.4 to z = 5.5
(a span of over 8 Gyr). In contrast, the stronger W02796 > 1A systems' linear density
increases three-fold until z ~ 3 before declining again towards higher redshifts. The
evolutionary behavior of these strong systems suggests that there may indeed be a
connection between star formation and the strong end of the Mg 11 population.
The present study follows up the initial survey of Chapter 2 by studying the
full properties of each individual z > 2 Mg ii system in detail. Combination of our
data with multiple low redshift samples yields a longitudinal view of H 1 and metals
in Mg 11-selected absorbers over a wide baseline in redshift. For the z > 2 sample,
we also benefit from the shifting of vacuum ultraviolet lines including H 1, C iv, and
other baseline metal transitions into optical wavelengths. This allows us to leverage
a large assortment of ground based measurements to study the systems' chemistry
and ionization.
Our goals in investigating the internal properties of individual Mg ii systems over
a wide time baseline are: (1) to determine whether the lack of evolution in dN/dX for
weak systems (found in Chapter 2) reflects a truly non-evolving population or rather
masks internal evolution that is manifested in other observables; (2) to determine
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whether the dichotomy between outflowing and infalling Mg 11 is revealed in properties
other than We 2796, such as chemical composition or H I column density; and (3) to
develop a taxonomy for high redshift systems and determine how these relate to
low-redshift classes of Mg 1i systems and in what proportions.
Section 3.2 describes our sample data. In Section 3.3, we describe our data anal-
ysis techniques, detailing our calculations of metal rest equivalent widths, column
densities, metallicities, and velocity spreads. In Section 3.4, we present our main sci-
ence results, including all measured values, correlations, and Kaplan-Meier/K-S test
results.
In Section 3.5, we discuss the implications of these results to the broader question
of Mg 1i absorption. In particular, in Section 3.5.1 we apply a quantitatively derived
taxonomy based upon that in Churchill et al. [2000b] and study the evolution of
various classes. In Section 3.5.2, we compare the Mg 1i-selected DLA population to
the full population. In Section 3.5.3 we discuss possible interpretations resulting from
our chemical composition study.
Throughout this paper we use a ACDM cosmology with Qm = 0.3, QA = 0.7, and
Ho = 70 km s-1 Mpc-1.
3.2 Data Sample
Our overall analysis contains a large number of heterogeneous subsamples both ob-
served by our group and collected from the literature, yielding a total sample of over
17,500 absorbers ranging from 0 < z < 5.3. In Sections 2.1 and 2.2 we describe the
infrared and optical observations of the z > 2 systems obtained by our group for
the primary survey. Section 2.3 and associated subsections describe the numerous
samples collected from the literature that serve as our low redshift control.
3.2.1 The FIRE Mg 1i sample
Chapter 2 provides the full details of the acquisition and reduction of this data.
Briefly, we observed 46 QSO sightlines with Magellan/FIRE [Simcoe et al., 2008,
2010], between 2010 June and 2011 April. FIRE is a single object, prism cross-
dispersed infrared spectrometer with a FWHM spectral resolution of - 50 km s-1
The survey quasars have emission redshifts between 3.55 and 6.28, and were predom-
inantly chosen from the SDSS DR7 quasar catalog [Schneider et al., 2010], although
some bright, well-known objects not in the SDSS catalog were also included.
We reduced the data using a custom-developed IDL pipeline named FIREHOSE
that evolved from the optical echelle reduction software package MASE [Bochanski et al.,
2009]. We corrected for telluric absorption features by obtaining spectra of AOV stars
at comparable observing times, air masses and sky positions as our observed QSOs
and employing the xtellcor software package [Cushing et al., 2004, Vacca et al., 2003].
The final spectra ranged in median signal-to-noise ratio per pixel from 4.0 to 47.2,
with a median value of 12.9.
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Using automated techniques with interactive verification, we identified 110 isolated
Mg ii absorbers ranging in rest equivalent width from Wg2 79b = 0.08A to WO2796
5.58A and in redshift from z = 1.98 to z = 5.33. We carefully characterized both the
sample's completeness as a function of W0 2796 and also its expected false positive rate,
adjusting our linear density dN/dX calculations accordingly. Using the supporting
optical data compiled for the present paper, we have identified two systems from
Chapter 2 likely to fall among these false positives, discussed below. As expected,
they are among the weakest systems in the original sample (WA2796 < 0.20 A ). These
absorbers are left out of statistical analysis for both papers because of incompleteness
at < 0.3 A; they are also identified accordingly in all tables presented here.
3.2.2 Supporting Optical Spectra
Rest-frame UV transitions such as Lya and numerous carbon, silicon, and aluminum
transitions are redshifted into the optical window for z > 1.7 absorption systems,
making these measurements easily accessible from the ground. We obtained new or
archival optical spectra for 39 of the 46 QSO sightlines in our survey using data from
four different instruments. Table B.2 provides a full description of the optical data
for all sightlines with at least one detected Mg ii system, including exposure times
and wavelength coverages. We limited our metal line search to regions redward of
each QSO's Lya emission peak, and only searched for Lya absorption redward of
the Lyman break for the highest redshift Lyman limit absorber. These requirements
set the minimum search wavelength in all our spectra even when the data extended
further to the blue.
Magellan/MagE - 15 spectra
We obtained optical spectra of 15 objects with Magellan/MagE, a single-object echel-
lette [Marshall et al., 2008], between 2009 March and 2011 January. We used a 0.7"
slit and observed mostly at low airmass in 0.6" to 0.8" seeing. The spectra were
reduced using the MASE pipeline [Bochanski et al., 2009]. The ID spectra range in
signal-to-noise per pixel redward of the Lya Forest from 3.5 to 38.5, have a resolution
of Av = 62.1 km s- , and span A ~ 3050 A to 10280 A.
Representative regions of the MagE spectrum for QOOOO-26 are shown at the upper
left of Figure 3-1, which displays all metal lines detected at a 30- level in the FIRE
and MagE spectra at z = 3.390. The MagE spectrum for this object has a median
signal-to-noise ratio of - 23 per pixel redward of the Lya forest.
In the same MagE spectrum, we did not find a 0.162 A Mg 11 absorber at z = 2.184,
where the FIRE and the MagE spectra overlap, as reported in Chapter 2. Since the
MagE spectrum has a higher signal-to-noise ratio in this region, we now regard this
as a false positive.
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Figure 3-1 Samples of all absorption lines detected at a 30- level for 4 of the Mg I-selected systems, with the
normalized errors overplotted. The horizontal dotted lines lie at zero flux and at the normalized continuum, and the
vertical dotted line coincides with the zero velocity point of the Mg 11 2796 transition. The median signal-to-noise
ratios per pixel for the FIRE spectra are ~ 20, 26, 47, and 12 from left to right, top to bottom. For the optical
counterparts, the corresponding signal-to-noise ratios redward of the Lya emissions from the QSOs are ~ 23, 43, 40,
and 14. The approximate resolutions of the instruments are 50 km s-1 for FIRE, 62.1 km s-1 for MagE, 14 km
s-1 for MIKE, 6.6 km s-1 for HIRES, and ~ 150 km s-1 for SDSS. The Mg 1 2852, Si 11 1304, Si 11 1526, and
o 1 1302 plots for the z - 3.540 Q1422 system are zoomed-in so that the bottom edge lies at 80% of the continuum
level. Nearby lines from other systems were masked when deemed distracting.
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MIKE - 2 spectra
For two sample quasars (BR0353-3820 and BR0418-5723) we had high-resolution op-
tical spectra available from previous studies of C iv for other programs [Simcoe, 2011].
These were taken with the Magellan Inamori Kyocera Echelle [MIKE, Bernstein et al.,
2003], between 2004 and 2006. The MIKE spectra have a resolution of 14 km s-1,
span the wavelength range ~ 4900 A to 9400 A, and have median signal-to-noise
ratios per pixel of ~ 43 for BR0353-3820 and - 32 for BR0418-5723.
The upper right set of plots in Figure 3-1 displays all metal lines detected at
a 3or level for the z = 2.754 absorbing system along BR0353-3820, and includes
representative samples of the BR0353-3820 MIKE spectrum.
HIRES - 1 spectrum
Q1422+2309 is a well known gravitationally lensed quasar. 1 We obtained a high
(~ 40) SNR HIRES [Vogt et al., 1994] optical spectrum of it from A. Songaila's
spectral archive at the University of Hawaii 2. The spectrum, originally published in
Ellison et al. [2000], has a resolution of 6.6 km s-- and covers the wavelength range
4000 A to 7300 A. All metal lines detected at a 3c- level for the z = 3.540 system
along Q1422+2309 found in both its FIRE and HIRES spectra are shown in the
bottom left set of plots in Figure 3-1. The high SNR and resolution of this HIRES
spectrum allow us to detect Si 11 1304 absorption of only 7 mA. It also revealed a
greater velocity width for this system than previously reported in Chapter 2. The
updated W012796 and W0x28 03 values used in this study are provided in Table D.1.
(These adjustments do not effect the dN/dX calculations from Chapter 2 because
this system was missed by our automated finder, and therefore was left out of those
calculations to avoid overcompensating for incompleteness.)
SDSS - 21 spectra
We downloaded optical counterparts for 21 of the remaining 28 QSO sightlines from
the DR7 spectral archives 3 of the Sloan Digital Sky Survey [SDSS, Newman et al.,
2004]. These spectra have a resolution of ~ 150 km s-1, a wavelength range of ~ 3800
to 9250 A, and signal-to-noise ratios per pixel that range from 3.2 to 30.1. The lower
right set of plots in Figure 3-1 includes representative samples of the SDSS spectrum
of SDSSJ011351 (signal-to-noise ~ 14), displaying all metal lines detected at a 3o-
level for the z = 3.617 absorption system found in both its SDSS and FIRE spectra.
In general the SDSS spectra are sensitive only to the stronger metal-line systems, but
they are very useful for measuring H i column densities.
'The lensing galaxy falls at z = 0.338 [Kundic et al., 1997], well below the redshift search range
for our study. The inclusion of this quasar therefore does not bias our results in this work or in
Chapter 2.
2 http://www.ifa.hawaii.edu/users/acowie/spectra/spectralires.html
3 http://das.sdss.org/www/html/
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3.2.3 Comparison Samples
Since our primary goal is to study the redshift evolution of Mg i-selected systems,
we must also establish a local control sample. For this purpose we consider four
comparison sets: a compilation of previously published low redshift metal absorption
lines, new measurements of metal lines from a Mg i-selected sample of the SDSS
DR7, a low redshift HST sample including N(H i) measurements for Mg i-selected
systems, and a damped Lya (DLA) selected metallicity sample from the literature.
Low Redshift Literature Compilation
We conducted an extensive compilation of low redshift (z < 2.5) metal absorption
lines previously reported in the literature to complement our high redshift survey
[Young et al., 1979, Sargent et al., 1979, Young et al., 1982a,b, Wright et al., 1982,
Sargent et al., 1982a,b, Robertson and Shaver, 1983, Foltz et al., 1986, Lanzetta et al.,
1987, Tytler et al., 1987, Sargent et al., 1988, 1989, Steidel, 1990, Petitjean and Bergeron,
1990, Barthel et al., 1990, Steidel and Sargent, 1992, Bahcall et al., 1993, Aldcroft et al.,
1994, Petitjean and Bergeron, 1994, Bahcall et al., 1996, Storrie-Lombardi et al., 1996,
Jannuzi et al., 1998, Churchill et al., 1999, 2000a,b]. For this exercise, we included
only blind searches of QSOs not selected with any prior knowledge about absorp-
tion properties. Because we are studying multiple metal and H 1 transitions for each
Mg ii system, we favored surveys that reported all detected transitions, and not sim-
ply Mg 11 (or Mg 11 and Fe ii). In many cases the same object was observed in multiple
surveys covering different wavelengths and transitions. To avoid duplication in such
instances, we considered absorption systems whose redshifts matched within 250 km
s-1 to be the same.
For consistency, we converted all absorption features detected at less than a 5-
significance to upper limits and adjusted all reported 3o- and 4o- upper limits to
a 5o- level. Unfortunately, most of these surveys do not list upper limits at the
expected locations of undetected transitions. This omission becomes important when
we attempt to build distribution functions of W, for each transition using survival
analysis. To capture this information in a very conservative way, we estimated upper
limits for all unreported transitions that could have been detected in each spectrum
given its wavelength bounds. This process is necessarily crude because we did not have
access to the original data, but ignoring the effect would bias our W, distributions to
the high side. For each non-detection, we simply assigned an upper limit equal to 5
times the largest error listed for an identified absorption line in that QSO's spectrum.
All lines flagged as blends were also treated as upper limits. These blended upper
limits, however, violate the principle of random censorship because their values are
dependent upon the actual line strengths, and were therefore omitted from survival
statistics [Feigelson and Nelson, 1985].
In all, we located 2705 unique absorption systems across the surveys listed above.
Of these, 393 had Mg 11 2796 absorption lines detected at more than a 5ao significance.
Within this Mg ii subset, we threw out 66 z - 0 systems and 14 proximate systems
(which we defined as residing within 10,000 km s-1 of the QSO). This left us with
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313 isolated, Mg 11-selected systems in our compilation set. These systems range in
redshift from 0.01 to 2.44 and in rest equivalent width from 0.030Ato 5.796A. Table
B.3 contains measurements for a selection of these transitions on a system by system
basis.
SDSS DR7 Mg ii sample
To augment our low redshift data from the literature, we also searched for multi-
ple metal line transitions coincident with Mg ii systems identified in spectra from
the SDSS DR7 (Seyffert, et al., in prep). Many previous Mg ii absorption studies
[Nestor et al., 2005, Prochter et al., 2006, Quider et al., 2011] have worked with SDSS
spectra, making this a nice comparison set. The SDSS DR7 parent sample includes
over 65,000 Mg ii systems discovered by an automated continuum fitting and search
algorithm and then interactively inspected for final approval. The details of this
process may be found in Seyffert, et al. (in prep) and Cooksey et al. [2012].
We only considered the subset of systems from this full set which had the highest
possible user-rating on a 4-point scale and WA2796 observed at a 50- significance. Using
these redshifts, we re-fit a selection of metal transitions in an automated fashion, and
recorded upper limits where no absorption was detected. The final subset included
17,296 Mg ii absorption systems with 0.366 < z < 2.223 and 0.19A < W02796 <
7.98A.
Although this sample contains many more systems than the low redshift compi-
lation discussed last section, the SDSS spectra typically have lower signal-to-noise
ratios and are largely incomplete for rest equivalent widths < 1.0A. In addition,
the automated determination of metal line rest equivalent widths leaves the sample
vulnerable to continuum errors, blended lines, and other effects typically spotted and
adjusted for during interactive inspection. For these reasons we use the DR7 sam-
ple as a supplement to the low redshift comparison set rather than its replacement,
despite its large number of systems.
HST Mg 11-selected N(H 1) Sample
One of our chief aims is to characterize the H 1 properties of Mg ii systems, but at low
redshift only a small fraction of all known Mg ii absorbers have H 1 measurements
since the Lya transition may only be observed from space. Rao et al. [2006] present
the largest such sample, with N(H i) measurements of 197 systems taken with the
Hubble Space Telescope (HST), as part of a search for low redshift DLAs. Their
survey pre-selects based on Mg ii strength of known absorbers identified from a broad
literature search (the full list is given in their Table 1). Special preference was given
to systems with large Fe 11 2600 equivalent width to maximize the yield of DLAs.
These Mg 11-selected systems range from z =0.116 to 1.645 and WA2796 =0.300 to
3.264k. The log N(H 1) measurements range from 18.18 to 21.71 cm-2 with a mean
error across the sample of 0.087 cm-
Because this sample was selected specifically to maximize the probability of uncov-
ering DLAs, it is not a statistically representative collection of random Mg ii systems.
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However, it is the largest H I+Mg 11 compilation known. So, we adopt it below and
correct the distribution in postprocessing to make it statistically equivalent to a ran-
domly drawn Mg ii population (Section 3.3.3).
Metallicity sample
Another topic of interest is whether the metallicities of Mg 1i-selected systems differ
from the general population at high redshift. Since most Mg i-selected systems are
DLAs or sub-DLAs, we use Prochaska et al. [2007] as a comparison set. The authors
provide abundance measurements on 86 DLAs found along 42 QSO sightlines taken
with HIRES/Keck and 65 QSO sightlines taken with the R = 13, 000 echellete on the
Echellete Spectrograph and Imager [ESI, Sheinis et al., 2002]. The DLA absorption
redshifts range from 0.613 to 4.282 with a mean of 3.019. These systems were not
selected for Mg ii, but constitute a high redshift abundance reference.
3.3 Analysis
3.3.1 Mg 11 Line Identification
Chapter 2 contains details of the Mg ii line identification algorithm applied to our
FIRE data. Briefly, we used an automated continuum fitting algorithm, and then ran
a matched filter search using a double Gaussian separated by the Mg 11 doublet spac-
ing as a kernel. To mitigate the high false positive rate caused by intermittent telluric
absorption features and missubtracted emission lines, we subjected each Mg ii candi-
date to a set of consistency checks (e.g., W0 2796 > W02803 within errors). Finally, the
surviving candidates underwent a visual inspection before ultimate acceptance. We fit
rest equivalent widths to each doublet using boxcar summation between user-defined
limits.
3.3.2 Measurements
Calculating H i Column Densities
For our high-redshift Mg 11 systems with H 1 coverage, we manually fit H I column
densities with Voigt profiles using the xifitdla routine in the XIDL library.1 Since all
our measured systems turned out to be either DLAs or sub-DLAs (i.e., above the flat
portion of the H i curve of growth), our final fits were not sensitive to the b value, and
we fixed it at 30 km s-'. This decision was largely a practical consideration, since the
QSOs' high redshifts made it highly likely that unassociated Lyman limit absorbers
would obscure the measurements of Ly/3 or higher order transitions.
Toward the low end of the N(H i) range in our sample, the effect of an uncertain
b becomes more pronounced, so we account for this in the quoted N(H i) errors for
these systems. The resolution of our optical spectra was typically too low to identify
individual subcomponents in each absorption system, so we fit only one H 1 component
1http://www.ucolick.org/~xavier/IDL/index.html
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except for our HIRES spectrum of Q1422 and two complex systems with wide velocity
spreads. Even in these cases, the resolution did not allow us to fit unique H i column
densities to the individual components. Lyman limit absorption from systems at
higher redshift obscured even the Lya transitions for the majority of our absorption
systems; we excluded these from the H i sample.
In all, we were able to measure H i column densities for 33 of the 110 Mg 11 systems
in Chapter 2. Plots of these Lya profiles are shown in Figure 3-2 with their fitted
Voigt profiles overplotted. Table D.2 lists all the measured H i column densities.
Some surveys from the literature only quote H i equivalent widths, and we wished
to compare our results with these as well. We calculated rest equivalent widths
W012 1 5 by integrating the area under the best fit Voigt profiles. Errors on W 12 15
were conservatively calculated by employing a boxcar summation of the normalized
error array where the best fit Voigt profile fell below 10% of the continuum. These
rest equivalent widths are stored in Table D.3.
As part of this process, we discovered that the putative Mg 11 system at z
2.825 toward SDSS0113-0935 (reported in Chapter 2) exhibited no Lya in its SDSS
spectrum even though the data quality and flux level should have allowed such a
detection. We therefore consider this system (with W0279 = 0.194 A) a false positive.
Metals
In addition to the Mg 11 2796 and Mg 11 2803 rest equivalent widths calculated in
Chapter 2, we searched redward of the QSOs' Lya emission peaks in the FIRE and
optical spectra for metal transitions at the locations predicted by the Mg ii doublet
redshifts. We employed a boxcar method to calculate rest equivalent widths for these
lines using interactively-defined limits set to where the flux met the continuum. In
some cases, no clear absorption lines existed at the expected locations. In these cases,
we estimated an upper limit by boxcar summation of pixels. We made no attempt to
disentangle blended lines, treating such collisions as upper limits.
In this way we fit a large assortment of metal transitions including: Mg 11 2796,
Mg 11 2803, and Mg 1 2852 (Table D.1); Fe 11 1608, Fe 11 2344, Fe 11 2374, Fe 11 2382,
Fe 11 2586, and Fe 11 2600 (Table D.4); Si 11 1260, Si 11 1304, Si iv 1393, Si iv 1402,
Si 11 1526, and Si 11 1808 (Table D.5); C 11 1334, C iv 1548, and C iv 1550 (Table
D.6); Al 11 1670, Al 111 1854, and Al 111 1862 (Table D.6); and 0 1 1302 (Table D.3).
Kinematic Measurements
We fit velocity spreads Av for all detected metal lines, except those measured with
SDSS spectra (which we omitted because of their low resolution). These velocity
spreads were calculated by considering the minimum and maximum wavelengths of the
absorption line (as determined by the user-defined equivalent width limits, where the
absorption line meets the continuum) and correcting for the instrumental resolution
of the spectra. We conservatively set the errors on these velocity spreads to be the
greater of 10% and the pixel width divided by 2.
We also measured the "kinematic spread" w for each transition, following the
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Figure 3-2 Lya absorption profiles for the 33 Mg i-selected high redshift systems with N(H i) coverage. The
gray line is the continuum normalized intensity, and the solid line is the normalized error. The numbers in the upper
left are the system index numbers, as listed in Table D.1. For reference, the horizontal dotted line is normalized
continuum, and the vertical dotted line rests at the zero velocity point of the H 1 profile. The three overplotted lines
represent the best fit Voigt profile (dashed) and the upper and lower 10 error lines (dashed-dotted), calculated using
the method described in Section 3.3.2. The instrument used in each case is given in the upper right.
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analysis of Churchill et al. [2000b]. This quantity is defined as the square root of the
optical depth-weighted second moment of the velocity difference from the centroid
(their Equation 1). Table D.7 contains all measured kinematic and velocity spreads
for the Mg 11 2796, Fe 11 2600, and C iv 1548 transitions for the FIRE sample. We
substituted measurements for other transitions when possible if the main transition
could not be measured (e.g., Fe 11 2586 for Fe 11 2600).
Metallicities
We calculated metallicity values or lower limits for the 33 absorption systems with
measured H i column densities (Table D.2). First, we estimated column densities for
all detected metal absorption lines using the apparent optical depth (AOD) method of
Savage and Sembach [1991], although the corresponding values represent lower limits
on column densities for saturated lines. To determine whether an absorption line
was saturated, we estimated the rest equivalent width at which the curve of growth
becomes non-linear for each metal transition (conservatively setting b = 5 km s-1).
Since we generally do not resolve the absorption complexes into their constituent
subcomponents, we used this rest equivalent width threshold as the barrier between
saturation (stronger absorption) and non-saturation (weaker). This may overestimate
the likelihood of saturation for lines with significant velocity substructure, but it
provides the most robust possible lower limit.
For each ion (e.g., Fe ii), we used the average column densities of all non-saturated
transitions (e.g., Fe 11 1608, 2344, 2374, 2382, 2586, and 2600) and divided by N(H 1)
as determined above. When all metal transitions were saturated, we used the high-
est value of the lower limit. Finally we normalized to the solar abundance scale of
Asplund et al. [2009]. We did not apply ionization corrections to the metallicity esti-
mates. This approximation is suitable for DLAs, but may lead to errors at the 0.1-0.3
dex level for lower N(H i) systems in our sample that would be classified as sub-DLAs
[Peroux et al., 2007, see also Section 3.4.4].
3.3.3 Normalizing Mg ii Samples for Statistical Comparison
Given the heterogeneous nature of our high redshift and control samples, we exercised
special care to create selected subsamples for statistical comparisons. Our goal is to
isolate effects that are intrinsically evolving in the source population, and reduce our
sensitivity to observational and/or selection biases that differ between samples.
Generating Low and High Redshift Samples
First, we divided the total set of all Mg 1i-selected systems from FIRE and the
literature compilation with Mg 11 2796 detected at a 50- level into a low redshift and
a high redshift sample, separated at z = 2. The low redshift compilation set from
the literature is predominantly z < 2 systems and the FIRE set is predominantly
z > 2 systems, so these two samples are roughly exclusive. We formed a separate
0.36 < z < 2 low redshift set from the SDSS data.
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Figure 3-3 shows the cumulative distribution function (CDF) of Mg 11 2796 rest
equivalent width for our low redshift sample (top panel), high redshift sample (middle
panel), and the SDSS sample (bottom panel). In each panel, the light gray line in-
cludes all identified Mg ii systems, and the dashed black line represents the analytic
CDF for an exponential equivalent width distribution (dN/dW cc exp(-W/W,)),
with W, appropriate for each respective epoch. For high redshifts we set W,=0.824,
the completeness-corrected value measured in Chapter 2. For both the low red-
shift and SDSS DR7 sample, the overplotted exponentials have W"=0.702, which is
the completeness-corrected value from Nestor et al. [2005], measured from the SDSS
Early Data Release sample. The large underabundance of systems with small rest
equivalent width is an indication of incompleteness.
Following past convention from Chapter 2, we can minimize incompleteness effects
by restricting our analysis to W02796 > 0.3A systems. The dark gray lines in Figure
3-3 display the CDFs for this cut, while the solid black curves represent the same
analytically calculated CDFs as before, but with this lower limit imposed. The ana-
lytic and observed distributions show good agreement for the high and low redshift
subsamples. The SDSS DR7 sample still suffers from incompleteness issues below
I~ . Rather than slicing all data to W0 2796 > i.OA (which would result in very
few systems at high redshift), we instead forced the SDSS set to fit the analytic CDF
by drawing an appropriately weighted subsample from the SDSS parent population.
The resulting CDF of this subset is overplotted in Figure 3-3 as a dotted, dark gray
line.
Figure 3-4 displays histograms of the redshift (upper panel) and rest-frame equiv-
alent width (lower panel) for these lower redshift (light gray line), higher redshift
(black line), and SDSS DR7 (dark gray line) samples. The bins for the SDSS DR7
sample are eight times smaller in order to facilitate overplotting. The low z, high
z, and SDSS samples contain 272, 97, and 1975 systems at mean redshifts of 1.128,
3.184, and 1.064, respectively. Table B.4 lists the mean redshift, number of detec-
tions and upper limits, and minimum and maximum rest-frame equivalent widths for
a selection of metal transitions in each sample.
Because our low/high redshift cut was motivated chiefly by observational setup
(optical versus IR Mg ii measurement), the designations are arbitrary with respect to
any physical evolution. To test another prescription, we generated a second redshift
classification with three bins at 0 < z < 1.5, 1.5 < z < 3, and z > 3 using identical
methods. The final low, mid, and high z samples contained 217, 100, and 52 systems
at mean redshifts of 0.968, 2.092, and 3.780, respectively. Table B.5 contains a break-
down of the mean redshift, number of detections and upper limits, and minimum and
maximum rest frame equivalent widths for various metal transitions for each of these
three redshift groups.
Generating Weak and Strong W0279 Samples
In Chapter 2, we presented evidence of differential evolution for strong versus weak
Mg ii absorbers. For the weak systems with 0.3A < W02796 < 1.OA, dN/dX is
statistically consistent with no evolution, but for strong Wl 2796 > 1.OA absorbers it
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Figure 3-3 The CDFs for Mg ii rest-frame equivalent width for the low redshift (0 < z < 2; upper panel), high
redshift (z > 2; middle panel), and SDSS DR7 (0.36 < z < 2; lower panel) samples, as described in Section 3.3.3.
The light gray lines are CDFs including all Mg ii systems, and the dark gray lines are those under the restriction
WO12796 > 0.3A. The black lines are analytically derived CDFs assuming an exponential frequency distribution
dN/dW = exp(-W/W.) for all (dashed) and WO2 79 6 > 0.3A (solid) systems. The critical scaling parameters W.
are taken from completeness-corrected maximum likelihood estimates in Chapter 2 (for the high redshift sample)
and Nestor et al. [2005, for the low redshift and SDSS samples]. Making a W >2796  0.3A cut eliminates the
incompleteness evident when considering all systems in the low and high redshift samples. Also plotted as a dotted,
dark gray line for the SDSS plot is the CDF for the subsample drawn to mimic the analytical CDF with W 2 7 96 > 0.3A.
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Figure 3-4 Histograms in redshift (upper panel) and Wo 27 96 (lower panel) for the final 0 < z < 2 low redshift
(light gray line), z > 2 high redshift (black line), and 0.36 < z < 2 SDSS DR7 (dark gray line) samples. The bin
density for the SDSS DR7 sample is eight times larger in order to facilitate overplotting. Section 3.3.3 details the
creation of these samples, which are restricted to WO2 79 6 > 0.3A.
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rises until z ~ 2 - 3 and then falls again. For this paper we form separate weak and
strong WA2 796 samples to investigate whether the full chemical compositions of weak
and strong absorbers also differ.
We began with the 272 low redshift and 97 high redshift systems from the com-
parison samples described in Section 3.3.3. We wanted to avoid our final subsamples
containing disproportionately more low redshift systems, so we only included a subset
of 97 of these low redshift systems in our final absorption strength samples. (This
subset has a greater than 99.99% K-S probability of being drawn from the same
WA 2796 distribution as the full low redshift sample; i.e., it is not an unusual draw).
The final result is a weak Mg ii absorber sample with 0.3A < WA2796 < i.OA contain-
ing 119 systems, and a strong Mg ii absorber sample with WO2796 > i.OA containing
75 systems. Table B.6 contains a breakdown of the mean redshift, number of detec-
tions and upper limits, and minimum and maximum rest-frame equivalent widths for
these weak and strong Mg ii samples.
We additionally constructed a series of four subsamples split along both redshift
and Mg ii absorption strength (high/low redshift, weak/strong equivalent width) with
the goal of studying the redshift evolution of weak and strong Mg ii absorbers. We
created these four subsamples by dividing the representative low (0 < z < 2) and
high (z > 2) redshift samples of Section 3.3.3 into two groups each, comprising weak
(0.3A < WOA2796 < 1.OA) and strong (We 2796 > i.OA) absorbers. Table B.7 contains
the analogous sample count information for this set.
Normalizing Biases in the N(H i) Sample
We use the HST N(H i) measurements of Rao et al. [2006] as a low redshift H 1 control
sample, but these authors' primary goal was to locate DLAs, and Mg 11 measurements
mostly served as a means to this end. Rao and Turnshek [2000] previously showed
that 11 of 12 DLAs in their sample had WO2 796 > 0.6A, and more than half of
all absorbers with W02 796 > 0.5A and WOA26 00 > 0.5A yielded DLAs. Accordingly
Rao et al. [2006] preferentially observed systems with both strong Mg ii and Fe ii.
Notably, the only WO2796 < 0.6A systems included in this sample were those already
observed in Rao and Turnshek [2000], or those serendipitously along the same QSO
sightlines as other systems with strong Mg ii and Fe 11.
Figure 3-5 shows the cumulative distribution functions for W 279 (upper panel)
and W026 oo (lower panel) for the full low redshift z < 2 sample described in Sec-
tion 3.3.3 (black lines) and the HST H i sample (light gray lines). We derived the
CDFs for Fe 11 2600, which include upper limits, from the Kaplan-Meier estimator us-
ing the Astronomy Survival Analysis (ASURV) package [Lavalley et al., 1992], which
implements the methods of Feigelson and Nelson [1985]. The CDFs show how, by
construction, the HST sample systematically favors high rest equivalent width sys-
tems in both Mg ii and Fe ii, relative to a randomly selected population of intervening
absorbers.
For statistical analysis, we therefore extracted a subset of the HST sample to
match the WO2 796 and Wx 2 o6 00 distributions of the low redshift sample. First, we made
an estimate of the number of HST systems required in each of 4 logarithmically-
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Figure 3-5 Cumulative distribution functions in rest-frame equivalent width for Mg 11 2796 (upper panel) and
Fe 11 2600 (lower panel). The black lines are for the low redshift sample (0 < z < 2, WO2 7 9 6 > 0.3A) described
in Section 3.3.3, and the light gray lines are for the HST sample of Rao et al. [2006]. The HST sample has an
overabundance of strong Mg 11 2796 and Fe 11 2600 absorbers relative to the low redshift sample. The CDFs for the
subsample of 37 HST systems chosen to match the low redshift sample's Mg 11 2796 and Fe 11 2600 distributions are
overplotted with dark gray lines. A few representative error bars have been overplotted.
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spaced W 2 7 9' bins in order to match the distribution of the low redshift sample.
We then ran a Monte Carlo simulation that provided 2500 possible realizations with
this broad-stroke binning property. For each of these realizations, we calculated the
two-sample logrank, Gehan, and Peto-Prentice probabilities that the low redshift
and HST samples were drawn from the same distribution for both the Mg 11 and
Fe ii distributions using the ASURV package. The final subsample exhibited the
highest geometric mean of these six probabilities.
The CDFs for this final subsample are shown as the dark gray lines in Figure 3-5.
The final subsample contains 37 systems ranging in redshift from 0.430 to 1.645,
with a mean redshift of z =0.927. The geometric mean of the three two-sample tests
performed is 82.1% for the W027 96 distributions and 71.1% for W026 oo distributions.
Clearly this procedure has effectively eliminated the bias towards stronger Mg ii and
Fe ii systems.
Our high redshift Mg i-selected N(H i) sample should not suffer from similar
selection bias since the Mg ii systems were selected randomly and H i measurements
were obtained for all systems not blocked by an intervening Lyman limit. To verify
this expectation, we performed a Kolmogorov-Smirnov test, finding a 96.7% prob-
ability that the W02 796 distribution for our H i-measured subset is drawn from the
same distribution as the full high redshift sample.
Normalizing biases in the Metallicity Sample
As accounted by the authors, the Prochaska et al. [2007] sample of DLA abundance
measurements represents an inclusive compilation of observed DLAs at the time of
publication, but it is not a statistically characterized random sample (mostly likely
due to observer selection bias towards stronger N(H i) systems). This is evident in
Figure 3-6, where the N(H 1) CDF for this sample (light gray line) is shown against
that of a DLA survey from the SDSS DR5, as provided by Prochaska and Wolfe [2009,
black line; taken to be a statistically random sample]. Both samples in this plot are
limited to z > 2 and log N(H i) > 20.3 cm-2 systems, for which the Prochaska et al.
[2007] sample contains 77 systems and the DR5 sample contains 1029 systems.
We created our final high redshift metallicity comparison set from the Prochaska et al.
[2007] systems using the SDSS DR5 DLA sample as a comparison set and a proce-
dure similar to that used in Section 3.3.3. Our Monte Carlo simulation generated
2500 possible comparison samples that met the broad-scale binning requirements in
log N(H i) set by the SDSS DR5 DLA z > 2 sample. For each of these realizations,
we calculated the two-sample logrank and Gehan probabilities that the sample was
drawn from the same distribution as the SDSS DR5 DLA sample. (The Peto-Prentice
test is redundant with the Gehan test in the absence of upper limits, and was there-
fore excluded.) We chose the final sample to be that with the highest geometric mean
of these two probabilities.
The final high redshift metallicity sample consists of 62 DLAs, ranging in redshift
from 2.076 to 4.244, with a mean redshift of z =3.273. This distribution and the
SDSS z > 2 DR5 DLA distribution had two-sample logrank and Gehan probabilities
of 98.2% and 69.8% of being drawn from the same parent distribution. The CDF of
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Figure 3-6 Cumulative distribution functions in N(H i) for systems in the Prochaska et al. [2007] sample (light
gray line) and the SDSS DR5 DLA sample (black line) with z > 2 and log N(H i) > 20.3 cm-2 (with a few
representative error bars overplotted). The Prochaska et al. [2007] sample shows a preference for stronger N(H i)
systems relative to the SDSS survey, possibly a sign of observer bias in selecting targets. The dark gray line represents
the unbiased Prochaska et al. [2007] DLA subsample with 62 systems derived using the process described in Section
3.3.3.
the final DLA/abundance control sample is shown in Figure 3-6 as the dark gray line.
3.4 Results
Figure 3-7 displays scatter plots of all metal rest equivalent widths from the low
redshift literature compilation, FIRE, and SDSS DR7 samples (not just those included
in the unbiased subsamples). The black and light gray dots represent systems with
z > 2 and z < 2, respectively, from the FIRE and literature compilation samples,
and the dark gray dots represent measurements from the SDSS DR7 sample.
The scatter plots for individual transitions indicate that for most elements, the
loci occupied by low and high redshift points are largely overlapping. The major
exception is for H 1, which is clearly higher for the high redshift sample. There are
hints of offsets in Al in and select transitions of Fe ii. But the influence of upper limits
and saturation are not at first clear in this view. To better quantify these effects,
we have therefore constructed CDFs (accounting for upper limits) for each ion ratio
relative to Mg 1i and performed two-sample tests to discern whether evolutionary
trends may be extracted from the scatter.
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Figure 3-7 Rest-frame equivalent widths for various ions versus W&2 79 6 . The dark gray points are from the full
SDSS DR7 sample (0.36 < z < 2.23), and the light gray points and black points are the low (0 < z < 2) and high
(z > 2) redshift systems, respectively, for the full literature compilation and FIRE sets (not the completeness-corrected
samples). All of the FIRE measurements are listed in Tables D.1, D.3, D.4, D.5, and D.6. A subset of the literature
compilation measurements are listed in Table B.3.
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Figure 3-8 Cumulative distribution functions for N(H i) for the unbiased, WOX27 9 6 > 0.3A low redshift (z < 2;
thick, light gray line) and high redshift (z > 2; thick, black line) samples described in Section 3.3.3 (overplotted with a
few representative error bars). The Mg ii absorbers from the high redshift sample are typically associated with much
larger H 1 column densities. A K-S test provided only a 0.008% probability that the two samples were drawn from
the same distribution. Also overplotted are the 2nd, 3rd, and 4th best-matched low redshift N(H I) samples (thin,
light gray lines) from the MC simulation discussed in Section 3.3.3. These also provide K-S probabilities of < 0.1%,
suggesting that this result is robust to the exact sample chosen. The thin, black line represents the high redshift
sample, but with log N(H i) values 3a- lower than calculated. This distribution has only a 2.0% K-S probability of
deriving from the same parent distribution as the low redshift sample, suggesting that our results are robust to large,
systematic overestimates of log N(H i) as well.
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3.4.1 H i Evolution in Mg 1i-selected Systems
Figure 3-8 displays the CDFs of N(H i) for the WO2796 > 0.3A Mg 1i-selected systems
in the low (z < 2; thick, light gray line) and high (z > 2; thick, black line) redshift
samples. Every such Mg 11 system at z > 2 is optically thick to H i , with 11 of
27 exhibiting DLA column densities (40.79-%). The Mg i-selected sample at z > 2
has a mean log column density (20.16 cm-2) that nearly meets the DLA threshold.
From this plot, it is also clear that Mg ii absorbers are associated with stronger
N(H i) absorption at high redshifts. In spite of the relatively small sample sizes, a
Kolmogorov-Smirnov test gives only a 0.008 percent probability that the two samples
were drawn from the same distribution. Also overplotted (thin, light gray lines)
are the 2nd, 3rd, and 4th best-matched low redshift N(H i) samples from the MC
simulation discussed in Section 3.3.3. These also provide K-S probabilities of < 0.1%,
suggesting that this result is robust to the exact sample chosen. In addition, the
overplotted thin, black line represents the CDF for the high redshift sample, but with
all measurements shifted 3- lower than calculated. This distribution has only a 2.0%
K-S probability of deriving from the same parent distribution as the low redshift
sample, suggesting that our results are also robust to large, systematic overestimates
of log N(H i).
Only 16.717% of the low redshift sample systems are associated with DLAs, as
compared to 40.7+.%, or about than 2 in 5, in the high redshift sample. Figure 3-9
shows the percentage of Mg ii systems in the low (light gray line) and high (black
line) redshift samples exhibiting DLA column densities for 0.3A < W 2796 < W0,max
and varying values of W0,max*
Figure 3-10 more directly illustrates the redshift evolution in N(H i) by plotting
the H i column densities for all systems in the representative subsets against red-
shift. The solid line represents an interative sigma-clipped -linear fit log N(H 1) =
(0.359 ± 0.081)z + (18.966 ± 0.153) cm-2. The dotted lines are the one sigma limits.
The evolution is significant at a > 4o- level, with the best fit line increasing from
log N(H i) ~ 19 at z ~ 0 to above the DLA threshold (dashed line) for z > 4.
3.4.2 Chemical Evolution in Mg i-selected Systems
Figure 3-11 provides CDFs-calculated using the Kaplan-Meier estimator-of the
equivalent width for each heavy element ion we measured, after normalizing by
W 2796. Separate curves are shown for the low redshift sample (z < 2; light gray lines),
the high redshift sample (z > 2; black lines), and the SDSS sample (0.36 < z < 2;
dark gray lines). Table E.1 lists the sample median for each ratio considered. For
H i, W0i 2 1 /W 2796 values derived from the HST sample of Section 3.3.3 (using a
curve of growth analysis with b = 30 km s-1) are substituted for the SDSS DR7
sample (which contains no Wf'2 1 5 measurements). For each transition, we performed
two-sample tests to assess the probability that the low and high redshift CDFs derive
from a common parent population. We used three separate tests, which each account
for upper limits, to generate these probabilities (stored in Table E.1): the logrank
PLR, Gehan PG, and Peto-Prentice Ppp tests.
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Figure 3-9 Percentage of Mg ii absorbers with strengths in the range 0.3A < WeX27 9 6 < Wo,max associated with
DLAs for the low (z < 2; light gray) and high (z > 2; black) redshift samples described in Section 3.3.3 (with a
few representative error bars overplotted). The DLA percentage at large WOx 27 96 is significantly higher for the high
redshift sample (40.79'%) than for the low redshift sample (16.7 +7%).
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Figure 3-10 N(H i) column density as a function of absorber redshift for Mg i-selected systems for the HST
sample (light gray) and high redshift FIRE sample (black) described in Section 3.3.3. The horizontal dashed line is
at the damped Lyaz cutoff, N(H i) =2e20 cm-- 2 . The higher redshift sample contains higher H i column densities
and more DLAs, consistent with the results of Figures 3-8 and 3-9. The solid line is the sigma-clipped linear fit
log N(H i) = (0.359 ± 0.081)z + (18.966 ± 0.153) cm- 2 . The dotted lines are the one sigma limits.
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Figure 3-11 Kaplan-Meier cumulative distribution functions for the ratios of the rest equivalent widths of various
ions with WO27 9 6 for the low redshift (0 < z < 2; light gray), high redshift (z > 2; black), and SDSS DR7 (0.36 < z < 2;
dark gray) samples described in Section 3.3.3. For H 1 1215, the HST sample from Section 3.3.3 (with WA1 21 5 from
a curve of growth analysis with b = 30 km s-1) is used in place of the SDSS sample (which contains no W
measurements). Detailed statistics associated with this figure and the sub-samples are given in Tables B.4 and E.1.
A few representative error bars have been overplotted. While the CDFs for a few of the ions (Mg i, Al Iii... ) show
signs of evolution, only the ratio of Wg1 2 15 /W\ 279 6 shows clear signs of strong evolution.
Figure 3-12 and Table E.2 provide the analogous CDFs, median ratios, and two-
sample test results with three redshift bins instead of two. In Figure 3-12, the low
and high redshift samples (now at 0 < z < 1.5 and z > 3) are still drawn in light gray
and black, respectively, with a new mid-range redshift sample (1.5 < z < 3) depicted
in dark gray. (No SDSS data are included in this plot). In Table E.2, the L, M, and
H subscripts on the two-sample probabilities denote which two of the low, mid-range,
and high redshift samples were used in the calculation.
The H i equivalent width distributions confirm the trend seen in Figure 3-8, that
the high redshift systems have markedly more neutral hydrogen for a given Mg i ab-
sorption strength. The mean ratio W"'2 15 /WA 2796 increases from 2.82 in the low
redshift sample to 8.86 at high redshift. All three two-sample tests yield a < 1%
probability that the low and high redshift distributions are alike. Figure 3-13, a
scatter plot of WA 1 2 15 /WA 279 6 versus redshift for the representative low and high
redshift samples, highlights this evolution. The solid line is the robust linear fit
wAi215/WA2796 - (2.783 ± 0.706)z + (1.980 ± 1.434). The dotted lines are one sigma
limits.
For heavy element transitions, however, the difference between the high and low
redshift samples is much less pronounced. For the singly ionized species in particular
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Figure 3-12 Analogous plot to Figure 3-11, but for the three redshift-binned low redshift (0 < z < 1.5; light
gray), medium redshift (1.5 < z < 3; dark gray) and high redshift (z > 3; black) samples described in Section 3.3.3.
(The medium redshift sample contained only a few WO 1 2 15 measurements and is excluded from that panel). Detailed
statistics associated with this figure and the sub-samples are given in Tables B.5 and E.2. A few representative error
bars have been overplotted. The evolution of C iv appears strongest at z < 1.5.
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Figure 3-13 Relative absorption strength W 12 15 /W 2 7 96 as a function of absorber redshift for the low redshift
(light gray) and high redshift (black) samples described in Section 3.3.3. The higher redshift sample contains more
H 1 absorption relative to Mg ii, consistent with the results of Figure 3-11. The solid line is the robust linear fit
W 1215/Wo\2796 = (2.783 ± 0.706)z + (1.980 ± 1.434). The dotted lines are the one sigma limits.
(see C ii, Al ii, Si ii) the CDFs are nearly indistinguishable, and the two-sample
tests often produce high probabilities of a draw from the same parent population
(> 50 - 95%) and never produce low < 10% probabilities. The median values of
Al ii and Si ii only vary by 0.01-0.03 in ratio. Those of C 11 vary by slightly more
(0.08), but this ion suffers from considerably fewer counts.
For Fe ii, the samples are also very similar, though the exact degree depends
on the multiplet transition used. The 1608, 2344, 2382, and 2600A lines show no
statistically significant difference between low and high redshift, while the 2374 and
2586 appear statistically smaller (by 0.05-0.1 in ratio) at high redshift. The latter
two lines show a < 5% chance of deriving from the same parent population at high
z > 2 and low z < 2 redshifts.
Although not directly testable at our data's resolution, this difference could natu-
rally arise from a combination of line saturation and small number counts. Saturation
would affect the 2344, 2382, and 2600A transitions because of their large oscillator
strengths, so even a substantial change in N(Fe ii) would yield little change in equiv-
alent width, particularly if the velocity spread is similar to that of Mg II (which we
normalize out by taking the equivalent width ratio). The lower oscillator strengths of
the 2374 and 2586 lines may leave them unsaturated, increasing their sensitivity to
evolution. The 1608A line does not fit into this story as its oscillator strength is also
low, but our statistics on this transition are relatively poor compared to the redder
transitions, so the significance is less strong.
In contrast to the singly ionized species, C iv, Si iv and especially Al i1 do appear
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to evolve, in the sense that the highly ionized lines are weaker toward high redshift.
For a given W 1279 , the median Al in1 line ratio WA' 554 /W 2 796 decreases from 0.18
at low redshift to 0.04 at high redshift for the two bin samples. All three two-sample
distribution tests suggest a very small < 0.1% probability of no evolution between
the highest redshift set and the other two.
Likewise the C iv ratio is reduced toward higher redshift, with the 1550A com-
ponent showing a more statistically significant change (again, possibly a saturation
effect) and low < 10% probabilities are being drawn from the same distribution. This
C iv evolution is most pronounced when dividing the sample into three redshift bins.
With these divisions, we find very high 40 - 60% probabilities that the C iv 1550
mid and high redshift distributions are the same, suggesting that the most significant
changes occur at z < 1.5.
Among the multiply ionized species, Si iv alone seems not to evolve: the two-
sample tests yield probabilities of ~ 35 - 65% that the high and low redshift samples
are drawn from the same distribution, although this could be a result of low counts.
Finally, the WA285 2/W ' 2796 ratio between Mg 1 and Mg i decreases in a statisti-
cally significant manner as redshift increases for the two redshift sample scenario, with
all three two-sample distribution tests giving a < 0.1% probability that the ratios are
drawn from the same distribution. The SDSS DR7 sample confirms the low redshift
sample's relative strength in Mg i absorption. The CDFs and analogous two-sample
tests with three redshift bins suggest that the strongest evolution occurred before
z = 3. The downward evolution in Mg 1 is slightly surprising given the basically
unchanging nature of the other low-ionization lines.
3.4.3 Chemical Composition in Weak and Strong Mg 11-selected
Systems
Figure 3-14 gives the Kaplan-Meier derived CDFs for various ions relative to Mg ii,
but now divided into two samples by WO2796 rather than redshift. The light gray
line represents weak systems (0.3A < W02796 < 1.0A), while the black line represents
strong systems (W02796 > 1.0A). Table E.3 provides the median ratios and logrank
PLR, Gehan PG, and Peto-Prentice Ppp two-sample test probabilities for each ion.
Figure 3-15 and Table E.4 provide the analogous information as Figure 3-14 and
Table E.3, respectively, but now with the weak and strong absorber classes further
divided by redshift as well. In Figure 3-15, the dotted and solid lines represent weak
and strong absorbers, respectively, and the light gray and black lines represent low
(z < 2) and high (z > 2) redshifts, respectively.
One noticeable feature is that the Lya CDF appears identical for the strong and
weak Mg 1i samples: The median ratio of WA12 1 5 /WOA 2 796 is higher for the weak
Mg ii absorbers (6.89 vs. 5.44), but the two-sample tests find any differences to be
statistically insignificant. Moreover, Figure 3-15 shows that both weak and strong
Mg ii systems evolve very similarly (both strongly) with redshift
In contrast to H 1, the two-sample tests all suggest a very small probability (< 5%)
that Mg 1 2852 absorption is the same between weak and strong Mg II systems, with a
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Figure 3-14 Analogous plot to Figure 3-11, but for the weak (0.3 _< W0x2 7 96 < 1.0; light gray) and strong
(W 2796 > 1.0; black) Mg ii absorption samples described in Section 3.3.3. Detailed statistics associated with this
figure and the sub-samples are given in Tables B.6 and E.3. A few representative error bars have been overplotted.
The samples appear to contain the same amount of H i relative to Mg ii, but the strong absorbers contain less C iv and
Si iv, perhaps because of their larger absolute amounts of H 1 shielding these ions.
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Figure 3-15 Analogous plot to Figure 3-15, but with the weak (0.3 < WO2 79 6 < 1.0; dotted lines) and strong
(WO2796 > 1.0; solid lines) Mg ii absorption samples divided into low (z < 2; gray lines) and high (z > 2; black lines)
redshift parts as well. Detailed statistics associated with this figure and the sub-samples are given in Tables B.7 and
E.4. A few representative error bars have been overplotted. The distribution of W&x12 15 /WO\ 27 9 6 appears the same
between the weak and strong samples for both the low and high redshift cuts.
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tendency towards more relative amounts of Mg i in stronger Mg ii systems as expected.
The other low ionization species' (C ii, Fe ii, Si ii, and Al ii) ratios display much
greater similarity between weak and strong Mg ii systems, and none of their CDFs
show significant qualitative differences. Although some of these distributions possess
statistically significant differences (e.g., Fe 11 2600, which has probabilities < 1% of
having ratios with weak and strong absorbers drawn from the same distribution), the
evolution detected even in these cases is quite weak.
The higher ionization lines C iv and Si iv , however, decrease significantly in
strength as W0 2796 increases (0.97 to 0.29 for C iv 1548, for example). The two-
sample tests suggest a very small probability that these samples are drawn from the
same distributions for weak and strong absorbers (,< 3%). The may result from
H i-shielding, since the strong absorbers have larger absolute amounts of H i, even
though their relative amounts are nearly identical. The strong Mg ii systems have
low < 4% two-sample probabilities that their low and high redshift subsets have
W01548/W 2796 and Wl 1 " 0/W 2 796 ratios drawn from the same distribution, while
the weak Mg ii systems have high - 30 - 75% probabilities of no redshift evolution.
Interestingly, the Si iv distributions hint at the reverse, although the evidence for
redshift evolution for the weak absorbers is not statistically strong. Not much may
be deduced from the Al iii distributions since this ion suffers from small counts among
weak Mg 11 systems.
3.4.4 Metallicity of Mg 1i-selected Systems at High Redshift
Figure 3-16 gives the Fe, C, Si, and Al metallicities for the Mg i-selected high redshift
FIRE sample (black points) and the general high redshift Prochaska et al. [2007]
metallicity subsample from Section 3.3.3 (gray points). Triangular points for the FIRE
data denote weak Mg ii absorbers (0.3A < WA2796 < 1.OA) and the diamonds denote
strong absorbers (WA2796 > 1.OA). Table D.2 provides these metallicity measurements
for the FIRE systems.
As previously stated, we have employed very conservative criteria for flagging
saturated lines in our moderate resolution spectra. This explains why the black
points are mostly lower limits in these metallicity measurements. Indeed all of the
measurements made for DLAs [which may be directly compared to Prochaska et al.,
2007] are lower limits. Despite this, the data still establish that Mg 11-selected systems
are not metal poor with respect to the general DLA population. (The possibility that
Mg ii absorbers are actually probing the full, underlying DLA population is addressed
later in the Discussion, Section 3.5.2.)
In fact, the limits imply quite high abundances of 0.1 Solar or more for weak
Mg ii systems, which are predominantly optically thick sub-DLA absorbers as viewed
in H 1. Some caution is warranted for these points since we have not included
ionization corrections. Detailed study of the ionization in z - 3 sub-DLAs by
Peroux et al. [2007] suggests that such ionization corrections generally decrease the
resulting metallicity. The magnitude of the effect depends on N(H 1), with systems
at log N(H i) - 19 cm-2 requiring a ~ 0.3 dex correction, and stronger systems
requiring less until the DLA threshold is reached. Still, these limits would still fall
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Figure 3-16 Metallicities (relative to solar) for the Mg 1i-selected (black) and non-Mg 11-selected (light gray)
high redshift samples (z > 2) described in Section 3.3.3. For Mg 11-selected systems, weak Mg ii absorbers (0.3A <
WOA2 7 96 < 1.0k) are shown as triangles and strong (WOx 27 9 6 > 1.0A) as diamonds. The dashed vertical line is at the
DLA cut, N(H i) =2e20 cm-2. All metallicities for Mg r-selected DLA systems are lower limits, making comparison
difficult, but the Mg u-selected systems are not metal-poor compared to the general population of absorbers at these
redshifts. No ionization corrections have been applied, potentially leading to overestimates of up to ~ 0.3 dex for the
lower N(H i) systems' metallicities in this plot [P6roux et al., 2007]. Even with this correction, the lower limits of the
lower N(H i) systems approach a tenth of solar.
near 10% solar for many of the Mg ii sub-DLAs, which (like most sub-DLAs) appear
to be much more metal rich than the IGM and may in fact be more enriched than
classical DLAs.
3.5 Discussion
3.5.1 Taxonomy and Evolution of Classes
Numerous studies in the literature have proposed that Mg 11 traces multiple physical
environments. These are variously based on differential evolution in dN/dX (Chapter
2), statistical studies of Mg ii host galaxy color [Zibetti et al., 2007, Lundgren et al.,
2009], galaxy-Mg 11 clustering analysis [Bouch6 et al., 2006, Gauthier et al., 2009,
Nestor et al., 2011], and studies of galaxy-absorber projected inclination [Bordoloi et al.,
2011, Kacprzak et al., 2011]. Some of these studies suggest that stronger Mg II sys-
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tems are found near star forming galaxies and may be related to outflows. Indeed,
models deriving strong W-x2 796 > 1A absorption from star-forming disks and their
associated outflowing interstellar material [e.g., Chelouche and Bowen, 2010] show
better agreement with the empirically measured z > 2.5 dN/dX than halo occupa-
tion models [e.g., Tinker and Chen, 2010]. However the connection between strong
Mg ii absorption and star formation is not universally found, and the use of Wox2
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alone to distinguish outflowing from accreting Mg ii absorbers is almost certainly an
oversimplification.
This motivates us to explore other schemes for classifying Mg 1i absorbers, since
we have access to numerous high- and low-ionization transitions. We have adopted
the methodology of Churchill et al. [2000b], who developed a classification taxonomy
for Mg ii absorbers based on a multivariate clustering analysis for Mg ii systems at
z = 0.4 - 1.4. The analysis incorporates measurements of equivalent width for Mg 11,
H i, Fe ii, and C iv, as well as the kinematic spread for Mg ii (denoted wA2796).
Churchill et al. [2000b] contains details of the methodology. Briefly, one must
first "standardize" the distributions for these five properties into an N(0, 1) Gaus-
sian form, and then implement a K-means clustering algorithm that moves systems
between clusters until the variability within clusters is minimized and across clus-
ters is maximized. The 45 Mg ii systems grouped in this way segregated into five
statistically distinct classes.
Churchill et al. [2000b] named the five classes as follows:
1. classic systems (24%), which have W0 279 , W 2oo, Wo 54 , WA 5 and A2796
within 0.5c- of the overall normalized sample mean.
2. C iv-deficient systems (18%), which are otherwise identical to classic systems
but have significantly less W011548: the mean in standardized units is more than
1.5 less.
3. DLA/H i-rich systems (13%), which have stronger WeA2796 and much stronger
We 26 oo and Wo 1 21 5 than classic systems, but similar WA2796 and weaker Wo 154 8
4. double systems (7%), which have larger equivalent width and velocity spread
than classic systems, including much stronger (> 2x) WA'2796 , WA1548, and
WA2796. The naming convention for this class was inspired by the work of
Bond et al. [2001], who identified such systems as double-troughed absorbers
in HIRES spectra.
5. single/weak systems (38%), which are single component, narrow lines with the
means of WO2796 and WOX1 548 in standardized units weaker by ~1 compared to
classic systems.
For reasons of completeness in the FIRE sample, we limit our discussion to systems
with Wox2 7 96 > 0.3A, effectively eliminating the single/weak systems from considera-
tion. This leaves four classification bins for the high redshift systems.
We first explored direct application of Churchill's method using the low redshift
standardization parameters, to see how the population evolves relative to an absolute
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benchmark. This exercise was less illuminating than anticipated: the typical system
at high redshift has slightly weaker Mg ii (see Figure 15 in Chapter 2 regarding
the evolution of the typical system size W,), which would imply a classic or weak
classification, but Figure 3-8 shows that N(H i) in the corresponding absorbers is
higher, suggesting a DLA or double classification. In other words, the high redshift
systems would require a separate class altogether which possesses less heavy elements
than the low redshift classes, but contains more H i absorption.
Next, we attempted a new classification where each absorber was standardized to
the properties of the typical system at its respective redshift. This requires a slightly
different interpretation but produces a more well-defined taxonomy.
We produced standardization distributions for three redshift bins (z < 3, 3 <
z < 4, and z > 4), using the high redshift sample of Section 3.3.3. The actual
standardization, which maps the observed CDF onto a standard normal distribution,
is accomplished using
{ -erfc-1 (P(xi)) P(xi) < 0.5 (3.1)N/2erf-1 (2P(xi) - 1) P(xi) > 0.5,
where xi is the original absorption value, yi is the standardized value, P(x) is the
CDF, erf- 1(x) and erfc- 1(x) are the inverse error and complementary error functions,
and the index i indicates each system considered. This exercise is repeated for each
redshift bin and absorption property used for classification. Since our highest redshift
bin (z > 4) contains only one measured value for W,,12 15 we pooled the W A2 1 5 values
from the two largest redshift bins when calculating their W A1 21 5 CDFs.
A full treatment would then require re-calculation of the K-means clustering algo-
rithm and generation of new classes for each redshift bin. But this is not practical for
the high redshift sample because for many systems we can only measure 2 or 3 of the
5 classification observables. This is partly a consequence of the QSO sightline selec-
tion for the FIRE survey, for which we prioritized high redshift objects to maximize
pathlength and Mg ii sample size, thereby minimizing dN/dX errors at z > 3. While
accomplishing these goals, the FIRE sample is not ideally suited for a z > 2 classifica-
tion analysis. In particular, by choosing QSOs at high emission redshift one increases
the likelihood that C iv and H i measurements at z ~ 2 - 2.5 will be lost due to ab-
sorption from the Lyc forest and/or higher redshift Lyman limit systems. In practice,
the lowest redshift for which we have WO'1548 and W A121 5 measurements in the FIRE
statistical sample are z = 2.749 and z = 2.593, respectively. The ideal classification
sample would have contained more background objects at zQSO = 2.5 - 3 to avoid
this paucity of WO1548 and W 12 15 measurements at intermediate redshift. Because of
these short comings, we therefore focus on determining which of Churchill's existing
classes best represents the measured properties of each absorber, in a quantitative
sense, instead of running K-means clustering tests from scratch.
To this end, we calculated a matching "score" that rates how well each class
represents a particular system, with low scores indicating higher quality matches.
The score for a given class is the sum of the squared (standardized) deviation between
the absorber in question and zero (the standardized mean, by construction) for each
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parameter's distribution-qualitatively similar to a x
We assigned each system to the class that minimized its match score. In many
cases, we measured only a subset of the nominal five classification observables. Since
we are calculating a "best" match for each system rather than an absolute match,
we simply excluded those properties from that system's score sum. In many cases
this led to a classification degeneracy, particularly between classic and C 1v-deficient
systems where no C iv measurement was available (as was commonly the case; without
C iv these classes are otherwise indistinguishable, see Churchill's Figure 3). Where
appropriate we used C iv upper limits to break the degeneracy but in many cases we
could only determine that the system belonged to one of these two classes.
One complication is that unlike here, Churchill et al. [2000b] included WA27 96 «
0.3A systems in their original standardization procedure. This reduces the zero point
of the standardized distribution, which in turn increases the renormalized yi value for
each system above 0.3A.
To compensate for this effect, we re-calculated the standardized means for each
absorption property and each class in the Churchill et al. [2000b] sample. Because
our literature sample contained Churchill's data, we could perform this both with
and without a WA2796 < 0.3A cut applied. For each parameter we then measured the
offset between means of the cut and full low-redshift sample. Then, when classifying
each high-redshift absorber we applied the same offsets in reverse, to capture in a
rough sense the effect of missing systems below 0.3A.
Obviously this crude classification procedure does not account for the possibility
that the classes themselves evolve differently in redshift, which would manifest as
the mean standardized values changing in redshift. Our only aim is to provide an
objective method for classifying Mg ii absorption systems that is robust to missing
measurements and allows for a first-look study of taxonomy and evolution of various
groupings.
Table D.1 lists classifications for each system in the FIRE sample. If we combine
the classic and C iv-deficient classes (because many FIRE systems have no WAI548
measurements), we are left with three classes: classic+C iv-deficient, DLA/H i-rich,
and double systems. The fraction of WA2796 > 0.3A systems falling into each of these
three categories is roughly similar at high and low redshift (Figure 3-17). Although
the small number of systems suggests against reading too much into this agreement,
the similarity hints that if these classes result from disparate physical mechanisms,
then the fraction of intersected systems caused by these various mechanisms has not
dramatically evolved over the large redshift range probed.
We next derived linear densities dN/dX for each absorber class in isolation. We
did not attempt to adjust the error bars for misclassifications, which surely exist
in non-negligible numbers since many systems have only two or three of the five
absorption properties measured. We will discuss the ramifications of misclassification
in more detail below.
Figure 3-18 illustrates dN/dX for 0.3X < WA27 96 < 1.0A systems, divided by
classification. A large majority of systems in this WA2796 range (84.2%) are clas-
sic+C iv-deficient. This is expected since the classification process considers WA2796
and preferentially assigns strong systems as doubles or DLAH i-rich systems. But the
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Churchill et al., 2000
Figure 3-17 Percentage classification breakdowns for WOx 27 96 > 0.3A systems for both the low redshift (0.4 <
z < 1.4) sample of Churchill et al. [2000b, 21 systems] and the high redshift (z > 2) FIRE sample (94 systems).
The percentage cuts are remarkably similar given that the universe is in vastly different states in the two epochs,
separated by ~ 4.8 Gyr.
classic+C iv-deficient set also includes many larger W, 2 796 systems (including 11 with
WX2796 > 0.8A) that have WA 2796 typical of double and DLAH I-rich systems, but
were instead classified as classics on the basis of their small kinematic spreads. Since
the overall population of absorbers of this strength shows no statistically significant
evidence for evolution from z ~ 0.4 to z - 5 (Chapter 2) and most of these absorbers
are classic+C iv-deficient, it is not surprising that the Mg ii frequency for this com-
bined class (bottom panel) also does not significantly evolve. Disentangling these
two classes to determine their differential evolution requires more data containing a
greater number of W115 41 measurements.
The low incidence of Mg i-weak double systems (3) and high misclassification
probability limit the conclusions we may draw about their evolution in this range
(middle panel). Likewise the paucity of DLA systems in this range (6) merits caution,
although it is interesting to speculate on the increase in dN/dX towards large redshift
given that both the DLA linear density, most (if not all) of which appears to be
associated with Mg 11 systems (as discussed later in Section 3.5.2), increases over
this redshift range [Prochaska and Wolfe, 2009], and the typical W-11 21 1 associated
with a given WA279 6 increases with redshift (Figure 3-13). In particular, it would be
interesting to know whether this increase with redshift outpaces that of the overall
rise, such that a higher fraction of DLA systems are associated with smaller W A
2 796 
<
1A Mg ii systems at high redshift. Substantially more data would be required to study
this question in detail.
Figure 3-19 shows dN/dX for the stronger WA2 796 > 1.OA systems. Only one
classic+C iv-deficient system falls in this range, so we excluded this class from the
figure. Apparently for absorbers with strong WA2791 the frequency of DLA/H I-rich
systems falls from z = 2 to 5. The full WA27 91 > 0.3A DLA/H I-rich dN/dX remains
essentially constant over this redshift range.
In contrast, the Mg ii frequency of double systems appears to increase by a factor of
3 - 4 from z = 2.2 to 2.7 before falling until z ~ 3.5. Given both empirical evidence
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Figure 3-18 The linear density evolution of 0.3A < WOx27 9 6 < 1.OA systems for the DLA/H i-rich, double, and
classic+C iv-deficient classes of absorbers defined in Churchill et al. [2000b]. Classification depends upon W029
WOx 12 1 5 , WOX154 8, WOX260 0 and WX2 79 6 , and is determined using the procedure of Section 3.5.1. An overwhelming
majority (84.2%) of the systems in this Wex2 79 6 range fall into the classic+C iv-deficient categories because of relatively
weak Mg ii absorption and low kinematic spreads. The DLA/H i-rich linear density slightly increases with redshift,
perhaps a result of the rise of the overall DLA population with redshift (Figure 3-21), the increase in Wex1215/WO\2796
(Figure 3-11) leading to more DLAs becoming associated with WX 27 9 6 < 1.0A systems, or both.
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Figure 3-19 The linear density evolution of WOx 2 719 > 1.oA systems for the DLA/H i-rich and double classes
of absorbers defined in Churchill et al. [2000b]. The DLA/H i-rich linear density appears relatively constant until
z ~ 3.5 before decreasing in the final bin. The double linear density rises by a factor of 3 - 4 from z = 2 to 3, and
decreases until z - 3.5. The square points are at the new locations of dN/dX if the 8 Wox27 9 6 > 2.75A systems
are re-classified from DLA/H i-rich systems to double systems. This subset of absorbers, for which we do not have
WO, 1 2 15 measurements, possesses both unusually large WA 2 6 o ( 2 60 0 =2.26 A) and oA2796 (C2796=128.3 km s-1).
It is unclear whether they belong in the DLA/H i-rich class or double class, or whether they constitute an entirely
new class of absorber associated with physical processes not prevalent at the low z < 1.4 redshift universe studied in
Churchill et al. [2000b].
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connecting large Mg ii absorption to star formation and observations showing the star
formation rate density rising until z = 2 - 3 and falling afterward [Bouwens et al.,
2010, 20113, it is tempting to associate double systems with star formation based
upon their dN/dX here. But without dN/dX data for doubles at low z < 2 redshifts
it is unknown whether the frequency of doubles continues to fall as the SFR density
falls towards z -± 0. Moreover the large error bars again indicate limitations of our
sample size, such that these evolutionary trends are mostly suggestive and cannot yet
be considered robust.
For example, systems in the lowest redshift bin for these plots contain no W 215
or WA1548 measurements. As a result, this bin is particularly prone to misclassifica-
tion since W112 1 5 in particular is an important diagnostic. Some systems labeled as
DLA/H i-rich in this bin are therefore marginal classifications based upon extremely
strong Fe ii absorption, but they also exhibited large kinematic spreads typical of
doubles.
In fact all but one of the 8 Wex279 ;> '2.75A systems in the FIRE sample (not just
those in the lowest redshift bin) were classified as DLA/H I-rich systems based on
their strong Fe ii absorption (AI/, 2 611=2 .26 A), but we have no W\ 12 1 5 measurements
for any of these systems, and all of them have unusually large kinematic spreads
(w,2796=128.3 km s-1). It may be that all of these are actually doubles, and the
double class as a whole has evolved between lower redshifts and this epoch. Figure
3-20, which depicts the Mg ii and Fe ii kinematic spreads for all FIRE systems
labeled as classic+C iv-deficient (light gray diamonds), DLA/H i-rich (dark gray
circles), and doubles (black triangles), provides a case for re-classification: The large
WA 2 796 systems, depicted with open circles, occupy a region of WA2796-WX2600 space
more heavily occupied by double systems. The square points on Figure 3-19 represent
dN/dX with the classifications of the WOx2796 > 2.75A systems changed to double.
3.5.2 Connection with DLAs
We showed in Section 3.4.1 that 40.7+-% of WO2 7 9 6 > 0.3A systems at high redshift
(z=3.402) are associated with DLAs. We can invert this question and consider what
fraction of high redshift DLAs are associated with Mg ii systems. Prochaska et al.
[2005] provide dN/dX measurements for the general DLA population at redshifts
z = 1.7 to 5.5, which are represented by the gray points in Figure 3-21. The black
points represent dN/dX of Mg 11-DLAs, calculated by multiplying total dN/dX for
Mg ii by the fraction of Mg ii systems exhibiting DLAs in each bin. For the lowest
Mg 11-selected DLA redshift bin, we have no N(H i) measurements so we simply used
the fraction for the next highest bin. This is reasonably justified since the fraction of
DLAs in this z = 2.4609 - 2.9750 redshift bin (4/12) is very similar to the fraction for
the representative subsample of Rao et al. [2006] for z = 1 - 1.5 (4/13). The highest
Mg 1i-selected bin has only one N(H i) measurement (a DLA), and is therefore very
uncertain.
This exercise suggests that all (or nearly all) DLAs have accompanying Wo 2796 >
0.3A Mg ii absorption. This is to be expected since every observed z > 2 DLA
exhibits low-ionization metal line absorption in rest-frame UV [Turnshek et al., 1989,
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Figure 3-20 Mg ii and Fe ii kinematic spreads for the W0127 96 > 0.3A FIRE systems. The light gray diamonds,
dark gray circles, and black triangles represent systems classified as classic+C iv-deficient, DLA/H i-rich, and double
systems, respectively. The large W02 79 6 > 2.75A systems (enclosed by larger black circles) dominate the upper right
portion of the plot. The matching algorithm predominantly classified these systems as DLA/H i-rich because of strong
WeA26 oo, but they also possess large Wx2796 and occupy a region of W2796-wx26oo space more heavily occupied by
double systems.
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Figure 3-21 The linear densities dN/dX for the general high redshift DLA population [Prochaska et al., 2005,
gray points] and the Mg 11-selected DLA population (black points). We calculated the Mg 1i-selected DLA dN/dX
by multiplying the W 2 7 96 > 0.3A dN/dX for the general Mg ii population by the fraction of these systems with
N(H 1) measurements associated with DLAs in each bin. The first bin had no measurements, and used the fraction
from the second. The largest redshift bin had only one N(H i) measurement (a DLA); the errors should be treated
with caution. The plot suggests that an overwhelming majority, if not all, high redshift DLAs have corresponding
Mg ii absorption.
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Lu et al., 1993, Wolfe et al., 1993, Lu and Wolfe, 1994. Moreover, Mg ii absorption
has been found in every high redshift DLA for which it could have been observed
[Wolfe et al., 2005]. These statements are also true for low redshift z < 2 DLAs by
construction, since most such DLAs were selected on the basis of strong Mg ii and
Fe ii absorption [Rao et al., 2006]. This result informs our interpretation of Figure
3-16 depicting gas-phase metallicities for the Mg 11-selected (black) and H I-selected
(light gray) absorption systems described in Section 3.3.3. In particular, the Mg 1i-
selected metallicities for DLAs cannot be inconsistent with those of the general DLA
population if these two groups are largely the same.
In the representative subsample at low redshifts (Z = 0.927) from Rao et al. [2006]
described in Section 3.3.3, a smaller percentage of Mg i systems correspond to DLAs
(16. 7.1%), and these systems are more commonly associated with Lyman limit sys-
tems and/or sub-DLAs.
It is noteworthy that numerous papers have associated Mg 11 systems-particularly
the strong variety-with star formation and outflows (including in our Chapter 2),
yet we find that this population overlaps very heavily with classical DLAs, which are
generally not thought to result from outflows at all. Rather DLAs are often taken
as building blocks of present day galaxies [Wolfe et al., 1993], either as the early
progenitors of galactic disks [Prochaska and Wolfe, 1997] or merging baryonic clumps
embedded in dark matter haloes [Haehnelt et al., 1998, Pontzen et al., 2008].
The connection between strong Mg i absorption, winds [e.g., Zibetti et al., 2007,
Rubin et al., 2010] and DLAs [e.g., Rao and Turnshek, 2000] is particularly inter-
esting because low redshift galaxy-absorber studies see W02796 > 0.3A absorption
systems in extended haloes out to D ~ 120h-1 kpc [Chen et al., 2010a], while Mg ii-
DLAs reside within D < 15h-- kpc [Steidel, 1995] of their respective hosts. If the
strong Mg i systems represent both winds and DLAs, then some fraction of the DLA
population would reflect non-gravitational processes, and also the strong phase of
Mg 11-absorbing wind evolution would only fill the halo region nearest to the stellar
disk. This picture may be incomplete since both dN/dX for the strong absorbers and
empirically derived star formations rates fall from z ~ 2 - 6 [Bouwens et al., 2010,
2011] while the DLA linear density increases until at least z ~ 5.5 [see Figure 3-21,
or Prochaska et al., 2005]. This suggests that there may be some Mg i-poor DLAs
at z > 5; although such systems have not been identified, it may be an interesting
area for further study.
One possible alternative is to invoke two populations of strong absorbers: one
corresponding to classical DLAs, and one associated with star formation driven winds.
This theory is inspired by the taxonomic classifications of of Churchill et al. [2000b],
and supported by Bond et al. [2001], who explore the possibility that strong, double-
troughed Mg ii absorbers trace winds. We see very faint evidence of evolution in our
high redshift dN/dX for the double systems that is consistent with this interpretation,
but cannot be considered proof on account of the small number statistics.
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3.5.3 Chemical Evolution
Figure 3-11 illustrates how the relative abundance of H I at fixed W6 2796 increases
toward higher redshift while the heavy elements lines remain largely unchanged. One
might interpret this as direct evidence of an increasing metallicity of Mg ii systems
toward the present day. However this picture is complicated by uncertainties in
the degree of saturation in the metal lines. At WA2796 = 0.3k and above one expects
some degree of saturation, particularly for systems with small or unresolved kinematic
spreads. This effect could in principle mask a decrease in the metal column densities
that tracks the observed change in N(H I) from high to low redshifts.
We do estimate lower limits on the abundance directly for systems with measured
H I, finding values consistent with the general DLA population, and even higher for
lower N(H I), which correlates strongly with low WA279 6. We also demonstrated that
there exists a large overlap between the DLA and Mg 1i population, and DLAs evolve
in metallicity as a population, albeit weakly with a best-fit gradient of -0.26 ± 0.07
dex per unit redshift and large scatter [Prochaska et al., 2003].
The W01 1 /W 2796 ratio is similar for weak and strong Mg ii systems (Figure
3-14), and W0" 1 /W 2796 evolves similarly in redshift for both these sets (Figure
3-15). The only discernible difference in metal line absorption between weak and
strong Mg ii absorbers is a relative suppression of high ionization lines (Si Iv, C Iv)
in the strong systems. This may be a straightforward result of ionization effects:
the strong Mg ii are more likely to be associated with neutral DLAs, which are
comparatively high in singly ionized species.
The similar W' /2 15 WA 2796 and high metallicities we measure for the weaker
Mg ii systems are difficult to reconcile with a scenario where these systems repre-
sent accretion of metal-poor gas from the IGM. These systems are at least as metal
rich as the strong Mg ii and possibly even more so. However it could follow naturally
if the 0.3 < W02796  1.0A absorbers represent the remnants of previously ejected
material, possibly re-accreting as in a galactic fountain.
In this case the very flat evolution in dN/dX is somewhat surprising in the ab-
sence of fallback, since the cumulative deposition of winds into the circumgalactic
environment should in time increase the Mg ii cross section and hence incidence rate
or characteristic abundance. At z ~ 5.3 the Hubble time is just long enough to per-
mit galaxy formation, wind propagation, and fallback for a few generations. It will
be interesting to test this at z > 6.2 as Mg ii re-emerges from the gap between the
H and K bands. As one approaches z - 7 the timescales for outflow and fallback
become challenging, and in this scenario one would expect the Mg 11 incidence rate
to drop substantially.
3.6 Conclusion
We have presented a large study of chemical abundance properties for the z > 2
Mg ii systems detected with FIRE in Chapter 2. We employ optical spectra from
MagE, MIKE, HIRES and SDSS to measure vacuum ultraviolet lines such as H I and
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C Iv, as well as singly ionized states of carbon, silicon, iron, and aluminum. By
combining these observations with carefully constructed low-redshift control samples,
we perform a longitudinal study of H I and metals in Mg 1i-selected systems from
0 < z < 5.33, a period of > 12 Gyr. Our main findings are as follows:
1. The most significant difference in chemical evolution comes from H I, with higher
redshift systems associated with much stronger H I column densities. A K-S
test provided only a 0.008% probability that the low (z < 2, z=0.927) and high
(z > 2, 2=3.402) N(H I) samples were drawn from the same distribution. At
high redshifts, the fraction of WO2 79 6 > 0.3A systems associated with DLAs
(40.7+-%) is much larger than at lower redshifts (16.71%). All high redshift
Mg ii absorbers are associated with either DLAs or sub-DLAs.
2. Comparison between dN/dX for Mg 1i-selected DLAs and the general DLA
population at 2 < z < 5 shows that a large fraction (if not all) of high redshift
DLAs have W02 796 > 0.4A absorption. The metallicities for both populations
are not inconsistent with the hypothesis that the two groups are one and the
same.
3. Mg ii systems associated with sub-DLAs at high redshifts are quite metal rich,
with some systems possessing lower limits greater than one-tenth solar in iron,
silicon, and aluminum.
4. Besides H I and Mg I, there is no evidence for strong chemical evolution in
redshift for Mg i-selected systems. The best candidates for moderate chemical
evolution are among the high ionization states (Si Iv 1393, Al 111 1854, and
C Iv 1548,1550) with stronger absorption at lower redshifts (plausibly from less
H I shielding), but it is unclear that this evolution is not the result of small
number counts.
5. Weak 0.3A < W02796 < 1.0A and strong WA2796 > 1.0A systems have W0121 /W 2796
ratios that are similar in both distribution and redshift evolution. There is some
evidence that strong absorbers are associated with weaker high ionization states
(Si iv, Al I1, C iv), potentially from shielding caused by their higher H I column
densities.
6. Applying the taxonomy defined in Churchill et al. [2000b] to the FIRE systems,
we find that an overwhelming majority of 0.3A < WA2796 < 1.0A systems are
classic+C iv-deficient systems (84.2%). The linear density of this class does
not significantly evolve between 2 < z < 5. Strong WA2796 > 1.0A systems
divide into the DLA/H i-rich and double classes. The strong double dN/dX
rises between z = 2 and 3 and then falls. The strong DLA/H i-rich dN/dX
falls from z = 2 to 5; the full Wg2796 > 0.3A DLA/H i-rich dN/dX remains
essentially constant over this redshift range.
7. The strongest Mg 1i systems (WA2796 > 2.75k; 8 in total) possess unusually
strong Fe ii absorption and Mg ii kinematic spreads (no W o1 2 r
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measurements are available for these systems). These systems do not fall nicely
into any of the five system classes defined in Churchill et al. [2000b]. It is unclear
whether they represent DLA/H i-rich systems (as they were typically classified),
double systems, or an entirely new class generated by physical mechanisms not
prevalent at z < 1.4.
The FIRE QSO sample was assembled with the goal of maximizing the redshift
pathlength at higher redshifts z > 3 in order to provide better dN/dX estimates in
this range. While the sample accomplished this stated goal, the high QSO redshifts
(typically zQso > 4) also greatly increased the probability that the rest-frame UV
and near UV transitions (e.g., H 1 1215 and C iv 1548) of z - 2 systems would rest
blueward of the Lyman break limit of at least one higher redshift absorber. As a
result, our lowest W61 54 8 and WO, measurements for this W02 796 > 0.3A FIRE
sample are z = 2.749 and z = 2.593, respectively. In addition to targeting high
redshift QSOs to add information on high redshift systems, a new QSO spectroscopic
sample looking to improve upon this study should include more QSOs with zQso < 3
to better establish the chemical compositions of z = 2 - 2.5 Mg 11 systems. It should
be possible to use the SDSS DR7 sample to obtain a list of lower redshift QSOs with
multiple strong H I systems in this redshift range to strategically observe QSOs with
high probabilities of finding Mg ii systems. If the H i distribution of these indicators
follow that of the general population, then this selection process should not bias the
chemical evolution study.
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4.1 Introduction
In the past decade, observations of the Cosmic Microwave Background (CMB) have
greatly enriched our understanding of the evolution of the universe [Bennett et al.,
1996, Kovac et al., 2002, Readhead et al., 2004, Jones et al., 2006, Larson et al., 2011].
In particular, the Wilkinson Microwave Anisotropy Probe' (WMAP) has helped usher
an era of "precision" cosmology, and has now released full sky images and power
spectra estimates for a seven year integrated run [Larson et al., 2011]. The Planck
satellite 2, launched into space in 2009, hopes to build off these results and probe even
smaller angular scales.
Although the wealth of information available from the CMB has by no means
been saturated, some attention has recently turned towards measurements of the
21 cm line emission from neutral hydrogen gas as a potentially even more precise
probe of cosmological parameters [McQuinn et al., 2006, Santos and Cooray, 2006,
Bowman et al., 2007, Mao et al., 2008]. The main advantage of the 21 cm signal
over the CMB is that it offers the opportunity to probe a much greater volume of
space [Mao et al., 2008]. In particular, the 21 cm signal provides a promising avenue
of investigation of the Epoch of Reionization (EoR), a suggestion first proposed by
Sunyaev and Zeldovich [1972], to the best of our knowledge, and extensively reviewed
in Furlanetto et al. [2006]. The EoR is the period in the universe's evolution when the
first objects formed and reionized the neutral hydrogen in the surrounding medium.
Many radio interferometers designed to measure this 21 cm signal are now in the
construction or planning phases, including the Murchison Widefield Array3 [MWA,
Lonsdale et al., 2009], the Omniscope [Tegmark and Zaldarriaga, 2010], the Precision
Array for Probing the Epoch of Re-ionization 4 [PAPER, Backer et al., 2007], and
the Low Frequency Array5 [LOFAR, Kassim et al., 2004]. In addition to exploring
EoR science, these experiments are also pathfinder arrays for a much larger and more
sensitive array called the Square Kilometer Array6 (SKA) to be built in the future.
Although excitement has escalated over these arrays, the technical challenges in-
volving both instrumentation and data analysis are quite formidable. In particular,
the data creation rate of these experiments is enormous. Lonsdale et al. [2009], for
example, estimated that the raw visibilities for a 512 tile array would amount to over
a Petabyte of data per day. It is very likely that the SKA, which will contain many
more antennas, will have to be grid these raw visibilities and average together the
resulting images in real time in order to reduce this output data to manageable levels.
The problem with this method is that information is lost in this gridding and
averaging process [for an overview, see Briggs et al., 1999]. More specifically, time
varying calibration and ionospheric offsets are averaged together in this process, mak-
ing it much more difficult to extract the underlying astrophysical objects. This is
ihttp://map.gsfc.nasa.gov/2http://science.nasa.gov/missions/planck/
3http://www.mwatelescope.org
4http://astro.berkeley.edu/~dbacker/eor/
5http: //www.lofar.org/
6http: //www.skatelescope.org/
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cause for concern because theoretical astrophysics predicts that the EoR signal that
these experiments hope to measure is approximately five orders of magnitude fainter
than the brightest objects in the sky [Furlanetto et al., 2006]. Standard deconvolu-
tion algorithms such as CLEAN and its variants that attempt to extract these bright
sources typically fall well short of this target dynamic range [for an overview, see
Cornwell et al., 1999]. In addition, despite being the most widely used subtraction
method for many years, theoretical understanding of the CLEAN algorithm is quite
tenuous [Cornwell et al., 1999]. Although recent image based bright point source
subtraction techniques involving a matched filter approach [Pindor et al., 2011] and
a forward modeling approach [Bernardi et al., 2011b,a] have shown great promise,
these techniques have so far fallen short of this lofty goal.
One alternative may be to subtract these bright point sources before the gridding
and imaging process. But if the large data flows described earlier necessitate the
creation of images, then these bright sources would have to be fit and subtracted in
real time. The current leading method for doing this is the peeling algorithm used
by both LOFAR [van der Tol et al., 2007] and the MWA [Mitchell et al., 2008]. This
process first subtracts all sources based upon a previous best guess, then iteratively
cycles through sources and refits them one by one. Such iterative fitting schemes
often require multiple passes through the desired source list, are prone to solutions
representing false minima, and are difficult to assess analytically.
In this paper, we present a new method for subtracting bright point sources from
ungridded visibility data which we call the side lobe matrix subtraction technique. Un-
like peeling, this method simultaneously fits the intensities of sources by constructing
and inverting a side lobe matrix. In addition, this method provides a mathematical
foundation within which the fit intensity errors may be studied. And, as with peeling,
this method is computationally quick, allowing for real time execution.
In Section 4.2, we introduce the side lobe matrix subtraction technique. We
discuss various methods of making the technique more computationally feasible in
Section 4.3. In Section 4.4 we outline the numerical simulations used in its testing.
In Section 4.5, we demonstrate the technique does not degrade the EoR signal. We
then characterize the intensity errors and dynamic range scalings of this technique in
the presence of thermal noise, imperfect instrument calibration, imperfect ionospheric
calibration, and all three of these in Sections 4.6, 4.7, 4.8 and 4.9, respectively. We
finish by summarizing our main conclusions in Section 4.10.
4.2 Introduction to the Side Lobe Matrix
The complex visibility EQB measured between tiles i and j at locations ri and rj,
respectively, with polarization AB (assumed linear throughout this paper) for a P
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point source sky with no other signals (e.g., galactic emission) is given by
P
B -I -i(O O) -2,riv(ri-rg).sp/c _AB _
p=1i instrumental effect geometric phase intensity
+ NAB (4.1)
thermal noise
This equation contains multiple unknowns: To begin, the astronomer must calibrate
the instrumental response {gA, #A} [See Fomalont and Perley [1999] for a review, or
more recent work by van der Tol et al., 2007, Mitchell et al., 2008, Parsons and Backer,
2009, Liu et al., 2010]. In addition, the influence of the ionosphere, which shifts the
sources' locations sp, must be determined. [For recent work on this, see Mitchell et al.,
2008, Intema et al., 2009]. Each visibility is also subject to additive Gaussian thermal
noise NB. Amongst all this are the unknown source intensities I^B that we hope to
calculate.
In this paper, we focus on point source subtraction, and therefore allow the JAB top
represent modified intensities (denoted with tildes) if the primary beam is uncertain.
These modified intensities are the actual source intensities JIp modulated by the
mean primary beam's gain in their directions. In this case, the instrumental response
parameters {gA, #A} represent amplitudes and phases relative to some mean. (The
changes in modified intensity fits as sources move through the primary beam may,
in fact, be useful in characterizing the primary beam, but we do not investigate that
possibility in this paper.)
Even without thermal noise and instrumental/ionospheric calibration uncertain-
ties, side lobe contamination makes isolation of point sources difficult and is problem-
atic when fitting and subsequently removing sources. Many techniques have been de-
veloped through the years to tackle this problem [for an overview, see Cornwell et al.,
1999]. Recently, many groups have studied 'peeling' methods that capitalize on the ge-
ometric phase's direction dependence by summing all visibilities after re-phasing to a
particular source's position [van der Tol et al., 2007, Intema et al., 2009, Mitchell et al.,
2008], a method similar conceptually to a discrete Fourier transform isolating a single
mode. We employ this method to (partially) isolate a point source p and form a
coherent, phased sum over baselines given by
N N
AWWAUe 21riv(ri-r)-spc 4.2)
= 1 =i+ 1 phase to source p
weight
The WC are tile dependent weights which compensate for performance differences
(e.g., by employing 1/(oC)2 error weights or removing flagged tiles, W7 E 0).
Figure 4-1 displays a profile cut through a synthesized beam from this sum for
the 512-tile layout used in this paper. The profile has a full width half max (FWHM)
of 8.4 arc min, and the extended (> 30 arc min) side lobes are about 3 orders of
magnitude lower than the peak. Because the decoherence at extended positions is
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Figure 4-1 The absolute value of a profile cut through the phased-centered sum dAB '
synthesized beam for the tile arrangement (N = 512) used in this paper. The FWHM
(marked by open circles) is 8.4 arc min. The intensity falls about three orders of
magnitude from its peak at the source's location to about ~ 30 arc min, before
leveling off.
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imperfect, the phased sums d'B have contributions from all point sources in the field.p
To quantify this, we plug our previous expression for - AB (4.1) into the above phased
sums NAB (4.2),
P
NAB _ L ABAB+ ABd- ELq Iq +N (4.3)
q=1
where
N N
B AjB -i(gA-pgO)W^WB X
LA I:I iqgjq -
i=1 j=i+1
calibration factor weights
e 27 (ri-rj)-(sq sp)/c (44)
location offset
and N ^ B is a rotated and summed instrumental noise term. The term L ^ B is a
geometric factor that (if multiplied by source q's intensity JIAB) provides the side
lobe created by source q at the location of source p. It depends on both the relative
locations of the sources and the instrumental calibration.
Equation 4.3 is a complex matrix equation; more explicitly,
SAB LAR ... AB NAB
(4.5)
-^AB LAB - A-LB AB NABdAR PJ ... LP J R PR
or,
dAB L AB . jAB + NA. (4.6)
The source intensities IAR are related to the (processed) data dAR by the side lobe
matrix LAR. Therefore, after constructing the side lobe matrix, one may perform a
singular value decomposition (SVD) or any alternative noise-robust matrix inversion
method to derive the intensities jA. [For a review on SVDs, see Press et al., 1992].
The diagonal elements of the side lobe matrix are typically much larger than its
non-diagonal elements. For this reason, the side lobe matrix will be invertible in most
scenarios. An exception to this rule might occur if one source lies within a second's
synthesized beam. In this case, it might be necessary to combine both sources into
a single element and fit one intensity between them. Throughout this paper, we will
assume that LAB is invertible, and that care has been taken to avoid such singular
matrices.
The construction of the side lobe matrix is an O(P 2) operation. Many matrix
inversion techniques (including SVDs) typically scale as O(P3 ). Therefore, as P gets
large, the matrix inversion will eventually dominate the computational process. We
will return to this point later in Section 4.3.2.
The entries of the side lobe matrix depend upon (1) the (ionospherically shifted)
locations of the sources {s,}; and (2) the instrumental response {gA, #A }. Deriving
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the calibration solution {i, q4} and ionospheric solution {s} necessary to construct
the side lobe matrix are not the focus of this paper. We will assume these have been
provided and then test our algorithm's performance in the presence of miscalibration
in Sections 4.6 to 4.9.
4.3 Computational Speedup
As provided thus far, the side lobe matrix's construction time scales with the number
of sources squared times the number of baselines. With our 2.2GHz processor (and
employing trigonometric lookup tables to reduce computation), subtracting P = 100
sources (with N - 512 tiles) for a single (2s) snapshot takes -500s (>8 min), which
extrapolates to 1500 hours (>2 months) for a 6-hour observational run. In this
section, we introduce techniques which reduce the single snapshot side lobe matrix
construction time from over 8 minutes to under 1 second, thereby converting a nearly
computationally intractable problem to one that may be computed in real time. Sec-
tion 4.3.1 details a method that reduces calculation of each side lobe element to a
sum over tiles instead of baselines. Section 4.3.2 details algorithmic tricks not spe-
cific to the side lobe matrix that will also produce computational speedup for peeling
[van der Tol et al., 2007, Mitchell et al., 2008] and many other subtraction methods.
4.3.1 O(N) Calculation of Side Lobe Matrix
The side lobe matrix element L ^ B may be written as
N-1
L^B= R _,qGcB* (4.7)
where
Rq -, k W g D e eh k's-)/ (4.8)
k
Gfqp Z ERN-j±1,qp* (4.9)
j=1
For any k $1, G D is equal to its value at k - I plus an extra term,
Gqp -= ,qp+ RN-k+1,qp. (4.10)
Because of this recursion relation, the values of G Ddo not have be calculated from
scratch for each term i in Equation 4.7, and thus the side lobe matrix element L^B
may be calculated in O(N) running time.
In addition to this algorithm, we now introduce an O(N) algebraic reduction of
the side lobe matrix that is more ammenable to analytic calculations of fit intensity
error distributions later. For this algebraic reduction, we focus on the real part of the
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phased data sums, R(dpR). (The imaginary parts unfortunately cannot be reduced
algebraically with the method provided in this section, but also have much less signal
a(d^p) << R(dp ) and are therefore not as useful in calculating the intensities IAR
anyways.) We define new phased sums TAB according to
R(dAB) A= B
{ R dE AB + d BA* ,A 7 BA# (411
and modified side lobe matrices according to
-AB fR (LAB) A= B
LR (L AB + LBA*), A#p B
With these definitions,
AB _(AB . jAB 4 ABTjA A~A±A (4.12)
where the components of N are weighted, rotated, and summed thermal noise.
With algebra, the components of L may be written as
L AB _ A B* _ ABLpq 2 A),p p p
where EgA and A^R are calculated from sums over tiles,
N
ACD = WD -(-$ - . (4.15)pq Ckkgq
k=1
The algebra for the full and cross polarization scenarios is left to the appendices,
Sections F.1 and Section F.2, respectively. For notational convenience, we will leave
the bar off the reduced side lobe matrix and noise term for the remainder of the paper,
-AB AB an ABLpq - Lp and N ±NAR
The implementation of this method provided a computational speedup of ~50 x
for our N = 512 tile distribution (slightly less than the N/2 expected when ignoring
scale factors of order unity). The reduction is significant enough to make the method
implementable on modern computers (~30 hours to analyze a 6-hour observational
run on a 2.2GHz processor), but not enough to allow for real time implementation
without further speedup.
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4.3.2 Algorithmic Speedups
Removing Trig Functions from O(N 2) Loops
Unlike with the side lobe matrix, it is not possible to reduce either the calculation of
the phased sums fAB or the subtraction of sources from individual visibilities once
fit from O(N 2) to O(N) operations. The calculation of the side lobe matrix likewise
scales quadratically O(P 2 ) in the number of sources. In these cases, we can reduce
the overall computational load by performing computationally expensive calculations
outside of these O(N 2) loops when possible. In this section we exploit trigonometric
identities to remove the calculation of all trig functions to outside O(N 2 ) loops.
Although the calculation of trig functions is already greatly reduced by implementing
pre-stored lookup tables, we find that these new methods lead to significant additional
gains.
Subtracting a point source q from a visibility ifB requires constructing a term of
the form
TA fB - ggB ei(A -B)e-27iv(rrj).sq/c (4.16)
ijq - gig jqe z q(.6
from each visibility. It is not possible to avoid subtracting this term from every
visibility. We may, however, move the trig function evaluations outside of the baseline
loop by capitalizing on trig angle difference formulas to recast this term as
TAB (I~ Zf~t + ~ - (4.17)
zjq (jqQ +q jq iq Jq iq jq iq
where
S O# + 27vrr -sP/c (4.18)
( = gC cos (O) (4.19)
Akp gkp sin ( 0 k6p) . (4.20)
Although -we have doubled the number of trig quantities per TAB, the new trig quan-
tities ([ and pt are now tile-dependent, not baseline-dependent, quantities and may
be calculated and stored in tables before entering the baseline loop. This led to a
speedup of -4.8x when subtracting fit sources from visibilities in our N = 512 tile
simulations, and represents an easily implementable technique that is amenable to
all subtraction algorithms, not just the side lobe matrix subtraction technique. An
analogous procedure resulted in a speedup of -1.9x when applied to construction of
the phased sums YAB (which are not as trig-heavy), which can also be employed for
similar sums created with peeling methods.
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When calculating the algebraically reduced side lobe matrix, we can define
wD1 W cos (27u/rk sr/c) (4.21)
wD2 WP sin (2urk -s,/c)
D3 D COS + 2xurk spIcLkp Jkp co kqp+ 71r pC
7 g sin (#D + 27vrk Sp/C)
7D5 9D CS(D
-kp k, cos (kp)
-- D6 D sin (#D)
~kp Ykp sin
in which case and ACD may be written as
N
eD wD1 D3 D2 D4pq 1:(Lkp llkq + L[7kp Lukq +
k=1
iD2 3 D4 D1 (4.22)
FlVkp kq Lkq "kp
N
ACD WCwD(CC5 D5 ±wC6 D6 +
pq k kq kq +kq 'kq
k=1
C6 D5 - D6 C5(
+Zkq kq 'kq 0 kq (.3
Calculating and storing theseo beforehand provided a >10 x improvement for a
P = 100 source subtraction, reducing the calculation of the side lobe matrix to just
under Is on our 2.2GHz processor. With the calculation of fit intensities now less
than the single snapshot exposure time (2s) [the SVD inversion takes only ~0.18s for
P = 100 using the software provided with Press et al., 1992], the side lobe matrix
technique is a strong candidate for real time implementation.
Bit Overflow Lookup Tables
We developed a new method for implementing standard trig lookup tables which cap-
italizes on the periodicity inherent in C data types due to bit overflow. This method
requires a lookup table of exactly 65,536 (216) bins (one more than the maximum
value of an unsigned short int in C) with stored trig values evaluated at even in-
tervals between 0 and 2-. The array index associated with an angle is derived by
multiplying the angle by 65, 536/(27), and then casting the resulting float (or double)
as an unsigned short int. Numerical underflow and overflow of the unsigned short
int data type perfectly compensate for both modding out 27 and shifting into the 0
to 2- range. The accuracy of this method is fixed by the constrained bin number,
and produces a maximum error of ~ 4.794e - 5, or 36 - 0.00270. This precision
provided noticeable errors in the unrealistic case of subtracting point sources from
noiseless, perfectly calibrated systems, but provided no noticeable differences with
realistic phase errors og > 60.
This method is -39.5% faster at reading pre-stored values than a straight forward
trig table implementation, and results in a , 20% speedup in the side lobe matrix's
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construction if trig functions are not removed from O(N 2 ) loops using the method
described last section. If trig functions are removed from O(N 2 ) loops, however, we
found the advantage reduced to only 1-2%: a clear sign that trig function evaluations
are no longer the limiting factor in our calculations.
Matrix Inversion
As previously mentioned, the construction of the side lobe matrix is an 0(P 2) opera-
tion, but the inversion of the side lobe matrix is an order O(P 3 ) operation. Therefore,
at large P the matrix inversion will dominate the computation. For P = 100, we find
that constructing the side lobe matrices takes ~5x longer than the matrix inversion.
For our SVD, the crossover occurs at P - 400. At this point, the construction and
inversion of all three side lobe matrices both take approximately 13-15 seconds on
our 2.2 GHz processor.
At low source counts, the computation is instead dominated by the calculation of
the phased sums dAB, an O(P) operation. The construction of the side lobe matrix
surpasses the phased sums calculation in computational load at P ~ 200, at which
point both procedures take approximately 3.5s on our 2.2 GHz processor.
Potential Additional Speedups
Two computational speedups not tested here are parallelization and GPU imple-
mentation. This algorithm is particularly amenable to parallelization, which would
allow simultaneously calculation of the phased sums and the side lobe matrix ele-
ments, two of the most time consuming components. In addition, many current radio
astronomy projects are implementing GPUs [Parsons et al., 2009, Ord et al., 2009,
de Bruyn and LOFAR EoR Key Science Project Team, 2012], which often produce
an order of magnitude increase in speed compared to CPUs [Parsons et al., 2009],
and we fully believe that this method would benefit from such an implementation.
Finally, the above calculations focused on a single frequency and snapshot, and it
may be possible to capitalize on the stability of the calibration solution and slow
migration of side lobes to avoid full calculation of the side lobe matrix every time and
frequency.
4.4 Simulated Data Description
Before analyzing the performance of the side lobe matrix subtraction technique, we
briefly discuss the numerical simulations used in the analysis.
4.4.1 Sky Model
Our simulated sky consists of discrete, bright, unpolarized point sources occupying
a 350 by 350 window, chosen because it is approximately the width of the MWA's
primary beam [Lonsdale et al., 2009]. Our simulated observing field lies at a right
ascension of 4h and a declination of -300, which is one of the two proposed EoR
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observing fields of the MWA, chosen for its relatively low galactic temperature. Al-
though all the input sources are unpolarized, the geometric projection from the light's
polarization plane into the plane of the earth (e.g., the antenna's basis plane) scatters
flux into the cross polarization channels as well, which allows us to test the calculation
of the cross polarization intensities, too.
The fluxes of the discrete point sources are drawn from the differential flux dis-
tribution modeled by Di Matteo et al. [2002] at 150 MHz,
{() 0_1.75dn S > SO
-2.51 (4.24)dS 4 (L
where S is the point source flux in mJy, So = 880 mJy, and the units of d are sources
mJy-'str-1 [Di Matteo et al., 2002, Lidz et al., 2008]. Recent work by Williams et al.
[2012] observing one of the MWA's two proposed EoR fields shows good agreement
with this result until ~2 Jy, below which incompleteness in their study results in
fewer counts. This 150 MHz frequency lies within the central regions of the main
EoR observing bands for many of the current EoR projects-compare with the MWA
at 130 to 204 MHz [Lonsdale et al., 2009], LOFAR at 121.5 to 200 MHz [Kassim et al.,
2004], and PAPER at 120 to 190 MHz, [Backer et al., 2007]. (For 21 cm emission,
150 MHz corresponds to a redshift of z21 = 8.52.)
Bright sources must be subtracted to approximately the Smin - 100 mJy level in
order for current confusion level subtraction algorithms to succeed [Bowman et al.,
2009, Liu et al., 2009b,a, Liu and Tegmark, 2011]. With this lower flux cut, there
are -8000 simulated sources in our field of view. In order to explore a larger pa-
rameter space, we restricted our attention to a subset of this amount, and consider
the brightest, 10 brightest, 100 brightest, or 1000 brightest point sources from the
full set of ~8000 for various simulated tests. To compensate for this, we study how
our results vary with P. For reference, the 1st, 2nd, 3rd, 10th, 100th, and 1000th
brightest sources in our simulated sky have fluxes of 551.9 Jy, 105.8 Jy, 37.8 Jy, 19.05
Jy, 4.250 Jy, and 0.815 Jy, respectively.
4.4.2 Instrumental Response: MAPS
We used the Multipurpose Array Performance Simulator [MAPS, Wayth et al., 2011,
see details within] to simulate the instrumental response from a 4x4 grid of ideal
cross dipoles for each tile. The primary beam was re-pointed every snapshot (8
seconds). We used N = 512 tiles located at the MWA's site (26.7 South latitude,
116.67' East longitude) and distributed with the original proposed layout of the MWA
[Lonsdale et al., 2009]. We provide scalings with the number of tiles for all of our
mathematical results, which allows our results to be extended to other configurations.
We use a central observing frequency of v = 150MHz, and a single channel with
bandwidth of Av=40kHz. We fit and subtracted point sources from these output
visibilities of MAPS using the side lobe matrix every two seconds, a choice driven by
the MWA Real Time System [RTS, Ord et al., 2010, described below].
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4.4.3 Imaging: MWA RTS
In addition to studying the fit intensity error 6 -A distributions, we also study how the
final image dynamic ranges improve with integration time. This requires gridding the
visibilities, Fourier-transforming to a directional cosine image, and then re-gridding
onto a consistent pixel grid to allow image averaging over time. We use the MWA
RTS [without the calibration loop, Mitchell et al., 2008] in order to accomplish these
tasks. The RTS inputs four two-second cadences and combines them into an 8-second
integrated snapshot. Each input "cadence" consists of the cross correlated visibility
sets for all four instrument polarizations, and the resulting output "snapshot" consists
of four Stokes intensity HEALPix images. [For more on HEALPix projections, see
G6rski et al., 2005]. The full details of the RTS imager are provided in Ord et al.
[2010].
A Stokes I HEALPix image (logarithmic scale) of our simulated 1000 point source
sky at 150MHz is shown in the top, left panel of Figure 4-2. The brightest simulated
source is 551.9 Jy at 150 MHz and lies slightly offset from the center of our field of
view. The top, right panel of Figure 4-2 shows the same sky, but created without
the 10 brightest sources (> 19 Jy) in order to expose the crowded field below.
4.4.4 Dynamic Range Calculation
In addition to determining residual intensity distributions, we study how the dynamic
range improves with integration time. This is important since it provides an estimate
of the total integration time necessary to achieve a particular science goal. The
dynamic range D is defined as the maximum in the non-subtraction image divided by
the rms of the post-subtraction image. We included all pixels when calculating the
rms of the subtracted images except when we included ionospheric uncertainties, in
which case we excluded ~30 arc min regions around the brightest sources. (We only
calculate the Stokes I dynamic ranges because our sources are unpolarized).
When analyzing scenarios which included thermal noise N A, we subtract the final
noise map (i.e., the final image created by the thermal noise and nothing else) before
calculating the dynamic range in order to decouple the sensitivity limits created by
our missubtractions from those created simply by thermal noise induced fluctuations
in the final image.
4.5 EoR Recoverability
For projects studying the EoR, it is important to establish that the side lobe matrix
technique does not significantly alter (for example, remove) the EoR signal, and only
subtracts the unwanted bright sources. To test this, we created a simulated sky
with both 1000 point sources (as seen in the top, left panel of Figure 4-2) and a
simulated Epoch of Reionization (EoR) signal (as seen in the bottom, left panel of
Figure 4-2 after being run through both MAPS and the RTS). Andrei Mesinger and
Steve Furlanetto supplied the EoR signal, using a simulation process similar to that
described in Mesinger and Furlanetto [2007]. Full details may be found in that paper;
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Figure 4-2 Top, left panel: (Log) Stokes I images of our simulated sky with the 1000 brightest sources, put through
both MAPS [Wayth et al., 2011] and the RTS [Ord et al., 2010]. The fluxes of these point sources were drawn from
the distribution given in Equation 4.24 at 150 MHz [from Di Matteo et al., 2002], with a minimum flux of 815 mJy.
The simulated sky has two very bright sources with fluxes of 551.9 Jy and 105.8 Jy. Top, right panel: Same sky as
the top, left panel, but with the 10 brightest sources left out of the simulations, revealing a vast collection of fainter
sources. Bottom, left: A simulated Epoch of Reionization (EoR) signal, run through both MAPS and the RTS. The
EoR signal was constructed from 196 smaller EoR data cubes provided by Andrei Mesinger and Steve Furlanetto
using a process similar to that from Mesinger and Furlanetto [2007]. The details may be found in that paper; briefly:
the signal has a temperature range of 0 to ~ 150 mK with a mean value of Tb ~ 8 mK and a neutral hydrogen
fraction of ~ 0.36. Bottom, right: Final 8-second sky image after application of the side lobe matrix. The input
signal consisted of the 1000 sources shown in the top, left panel and the EoR signal from the bottom, left panel, but
no thermal noise, calibration errors, or ionospheric errors. The side lobe matrix algorithm removes the sources, but
leaves the EoR signal largely intact.
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briefly: their z ~ 8 EoR simulated data cubes have a neutral hydrogen fraction XHI -
0.36 and span a temperature range of 0 mK to ~ 150 mK, with a mean temperature
of Tb ~ 8 mK. We stitched 196 smaller (390 comoving Mpc per side) data cubes into
a grid in order create an EoR signal appropriate for the MWA's wide primary beam.
The bottom, right panel in Figure 4-2 shows the result of applying the side lobe
matrix subtraction to four 2-second visibility data sets with 1000 point sources and
the EoR signal (with each data set containing four polarizations), and then running
these four post-subtraction two-second data sets through the MWA Real Time System
to create a single 8-second HEALPix snapshot for the Stokes I intensity. There is
very little evidence for residual point sources in the image. In other words, intensity
errors induced by the EoR signal are not strong enough to prevent its measurement,
even with only one snapshot. More to the point, the side lobe matrix subtraction
technique has left the EoR signal largely unaffected.
4.6 Thermal Noise
4.6.1 Thermal Noise: Intensity Errors
From Equation 4.12, the intensity errors 6 JAB in the presence of thermal noise are
given by
6i^ - (LAB) - N AB. (4.25)
The term NAB is the sum of NAB terms, where NAB is the number of baselines
for full polarizations, and twice as large for cross polarizations. Each of these NjB
terms is rotated noise from the visibilities, which in turn are drawn from a zero-mean
Gaussian with width ov,
SEFD
ow-v , (4.26)
ms 2AtAv'
where SEFD is the system equivalent flux density, Tk is the system efficiency fac-
tor, and At and Av are the integration time and channel bandwidth, respectively
[Wrobel and Walker, 1999]. In this paper, we will quote our noise levels in terms of
o-v, with a fiducial value of 100 Jy (corresponding to a SEFD of 40,000 Jy for %=1,
At=2s, and Av=40kHz). In the case of perfect side lobe suppression (i.e., LAB is
perfectly diagonal), the residual intensities after subtraction jAB are drawn from
zero-mean Gaussians of width
f \/oUv A B
AB _ N(N-1) ..
(7T cv A# B
VN(N-1)
We make no attempt to rigorously prove this statement in the more general case
involving side lobe contamination, but will instead postulate that it still holds and
then test the assumption with simulations.
This distribution has two important properties: (1) it is source independent, mean-
ing that the dimmest sources in the sky suffer the same intensity errors as the brightest
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(as confirmed by the errors calculated directly within the SVD framework that we
employed to solve for the intensities); and (2) it is polarization dependent, with the
cross polarizations possessing intensity errors a factor of /2 lower because we have
capitalized on the IAB - jBA symmetry.
The top, left panel in Figure 4-3 displays full and cross polarization residual
intensities for subtracted point sources in a simulated P = 100 point source sky with
thermal noise drawn from a zero mean, av =100 Jy Gaussian for each visibility. We
fit intensities for each source every two seconds throughout a six hour simulated run.
The (barely perceptible) overplotted line is a zero-mean Gaussian with width o B
provided by Equation 4.27, which for our N = 512 tile simulations came to ~ 277
mJy and ~ 196 mJy for the full and cross polarizations, respectively. The binned
data fit the overplotted Gaussian very well.
4.6.2 Thermal Noise: Dynamic Range
Wrobel and Walker [1999] showed that the variance of pixels in a single-polarization
image composed of only thermal noise (i.e., no sources) formed by a array of N
identical antennas is given by
2 At V(.8
Npix = (N - 1) tV, (4.28)
where At is the correlator's integration time and t is the total integration time of the
image. This noise level sets an upper bound on the sensitivity of an output image.
The dynamic range, inversely proportional to this value, therefore scales as
D cx v7t
1
log(D) = - log(t) + constant. (4.29)2
For the case of a single point source, it is clear that a similar scaling law should
hold: If a source's side lobes remain fixed in time, the residual error in a gridded pixel
is directly proportional to the residual intensity, and these are drawn independently
in time from a zero-mean Gaussian; see Equation 4.27. Averaging multiple images to-
gether would then provide the scaling law from Equation 4.29. Further randomization
caused by side lobes changing with the earth's rotation should not create a deviation
from this normality. Moreover, the residual intensities are directly proportional to
or according the Equation 4.27, which suggests that the dynamic range should be
inversely proportional to the thermal noise,
log(D) = - log(ov) + constant. (4.30)
This mimics the behavior seen in Equation 4.28, but is now found to be true for
fit intensity errors in the presence of thermal noise, and not the thermal noise floor
itself.
The extension to P > 1 sources is straight forward because, as seen in the top,
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Figure 4-3 Histograms for residual intensities in the full and cross polarizations from subtracted sources. The
overplotted dashed lines accompanying every distribution are the analytic approximations provided within the main
text. We fit intensities every two seconds throughout six-hour simulated runs. Full descriptions and analysis are
provided within the text; briefly (panel numbers labeled left to right, top to bottom): (1) P = 100 point sources, with
only thermal noise (ov = 100 Jy per visibility). (2) P = 1, with only non-systematic, tile-dependent instrumental
calibration errors (o0=4', og=1%). (3) Residual intensities for the brightest point source in a P = 100 source sky
with only non-systematic, tile-dependent instrumental calibration errors (o,0=4', ag=1%). The overplotted analytic
approximation is for the "self-error" term only, which does not include contributions from side lobe contamination
of other sources. (4) Analogous to panel (3), but for the faintest source in the sky; (5) P = 1, with only zero-
mean, ajs=16" Gaussian ionospheric errors drawn in right ascension and declination; (6) P = 1, with thermal noise,
calibration errors and ionospheric errors with values taken from the other scenarios. (The full polarization histogram
includes a 90 minute subset of the run during which the source's intensity was approximately constant).
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left panel of Figure 4-3, the residual intensity distribution is independent of the initial
source intensity. Since the gridding and imaging process is a linear process, the sum
of visibilities of P sources equals the sum of the images created by each individual
source. If we add one more assumption-that the contributions made by separate
point sources to each gridded pixel in the final image are random with respect to each
other-then the value of a given pixel's intensity is now the sum of contributions from
P normally distributed values drawn from the same Gaussian. The value of each pixel
in the final image should therefore scale like - o /P, and therefore we expect the
dynamic range to scale as
D cx 1//P
1
log(D) = log(P) + constant. (4.31)2
Combining Equations 4.29, Equation 4.30, and Equation 4.31 into one universal
scaling law, we arrive at
t1D = -- (4.32)P kvo '
where kv is a constant dependent upon both the sky and the imaging algorithm.
If we are to believe Equation 4.32, then it should be possible to fit the dynamic
range across a wide range of 0 v, P, and t with only one fit parameter kv. In panels
(a) and (b) of Figure 4-4, we do just this. For panel (a), we generated five simulated
data runs, each with P = 100 point sources, but with variable av. Each track ranges
from 8 seconds to 6 hours, with each integration centered on zero hour angle. The
thermal noises on two-second visibilities are given by ov = 12.5 mJy, 25 mJy, 50
mJy, 100 mJy, and 200 mJy from top to bottom. We determined kv by the best
least squares fit across all five data runs. We find that this proposed scaling law fits
the data very well over one decade in thermal noise and about three dex in time,
with the exception of the largest integration times. Here, we determined that the rms
residuals continue to decrease at the expected rates, but the maximum intensities
also decreased, presumably from deformation of the primary beam at the largest
offset pointings from zenith.
Panel (b) shows the dynamic ranges obtained over four separate simulation runs
with the same time spans, o-v fixed at 100 Jy for two second visibilities, and various
source counts, P=1, 10, 100, and 1000. The overplotted lines in this plot represent
Equation 4.32 using the best fit value of ky from the variable c-v plots shown in panel
(a). Both the 100 and 1000 point source skies show very good agreement with the full
scaling law. The 1 and 10 point source skies show a decent amount of scatter around
their respective predicted lines, but generally rise at the reported rates. A more in
depth study of these two simulations could potentially confirm that they obey the
proposed scaling laws, but skies with so few point sources are completely unrealistic,
so we will instead remain content with the general appearance of agreement.
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4.7 Imperfect Instrument Calibration
The side lobe matrix is a function of the calibration solution. Imperfect calibration
leads to errors in the side lobe matrix, which in turn result in intensity errors. These
errors are quite different in nature from the thermal noise-induced Gaussian errors
described above. In this section, we will study the properties of these calibration
errors.
To simulate calibration errors, we first ran MAPS assuming identical short dipole
responses for all tiles. Afterwards, we added unique tile and polarization dependent
calibration amplitude (og?) and phase (60C) errors to this data. These calibration
errors were drawn from zero-mean Gaussians and varying widths, o and og.
The side lobe matrix framework allows the astronomer to compensate for direction-
dependent calibration errors { gC, #5, } (where p labels the source) for each tile. As de-
scribed above, however, we applied direction independent calibration errors, {8g(, 0q$}
to our simulated data. We will be careful to highlight when this difference could po-
tentially be important in the text below.
4.7.1 Imperfect Calibration: Intensity Errors
If the unknown ('P'erfectly calibrated) and estimated ('I'mperfectly calibrated) side
lobe matrices are Lp and L1, respectively, and if the intensities derived in these two
regimes are analogously notated Ip and I1, then
d L p-p + N (4.33)
d L11 + N. (4.34)
With these definitions,
Lp-ip = L1.11 , (4.35)
which means that the error in calculated intensity from imperfect calibration 8I(t) is
61(t) 11(t) - Ip(t)
= L1 -(t) -6L(t) - Ip(t) (4.36)
where
6L(t) = Lp(t) - L1 (t). (4.37)
From this equation, we see that these intensity errors contain three properties
different from those induced by thermal noise: (1) The difference in intensity 61(t)
here is proportional to Ip(t). Since the diagonal elements of L(t) are much larger than
the off diagonal elements, this means that stronger point sources will tend to have
larger differences 61. (Compare this to the thermal noise case, in the top, left panel
in Figure 4-3, in which all intensity errors are drawn from the same distribution). (2)
The intensity differences are correlated with the other sources. (3) The differences in
intensity 8I(t) may be correlated in time. In fact, for systematic calibration errors,
this new term will be almost perfectly correlated in time. We will see later in Section
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4.7.2 that this time correlation of intensity errors will have profound implications on
the time dependence of the dynamic range.
In studying imperfect calibration, we will divide the intensity error into two parts:
a self error, representing the error that a source would experience if it were the only
source in the sky; and a neighbor error, created by imperfect calculation of the sea
of other source's side lobes within which that source rests. More specifically, from
Equation 4.36, we see that the intensity error for source p is given by
HIp 1 (Lj )p6Lmjq (4.38)
m q
- (L)pnjLrpip + (L )pmLmq q
m m q~p
self error neighbor error
Imperfect Calibration: Self Errors
We will first focus on self errors. For mathematical simplicity, we set our measured
values of the gain amplitudes g and phases q to 0 and 1, respectively,
D ~ I+ ogg (4.39)
where {gA, #A } are the actual calibration solutions and {8gA, 0A } are the errors.
To further simplify the math, we will normalize our tile weights to one, W^ 1.
(More complicated scenarios may be worked out using the same procedure described
in this section).
For our first approximation, we assume that L, 1 ~ N(2 1)1, where 1 is the
identity matrix. This follows because, to lowest order, L, ~ Lp, and Lp's diagonal
elements (which are much larger than its off diagonal elements) are equal to the
number of baselines to zeroth order. With this reduction, the self error reduces to
6AB2 6L AB I AB (self errors) (4.40)IA - N(N - 1) pP P
where we have explicitly labeled the polarization dependences A and B (which had
previously been left off for notational convenience).
The last step is to calculate the errors in the diagonal elements of the side lobe
matrix which, for the analytic reduction from Equation 4.13, are given by
(5 _R ((O)A)(E)B*) - A~B )PP (4.41)
_G|(A),,( * ),,- (ApB)P)
We examine the regime in which calibration errors are small. More specifically, we
will only keep terms through orders O(g) and O(6# 2). To these orders, the error in
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the side lobe matrix L is
AB _(N -1) ( +gB
PLP 2 2~6kp-+-3gkp) (4.42)
k=1
(N - 1)N
4 1 ((6A)2 + (6#B)2)
k=1
+ 2 Zp Ep
k=1 k=1
N
Z (60A )B
k=1
The final two terms here are a factor of N lower than the first two, which amounts
to over two orders of magnitude for many current interferometers. To simplify the
math, we use a large N approximation and ignore these last two terms (which derive
from the AAB _ AAB terms in Equation 4.41). Dropping these final two terms (and
converting N - 1 - N to be consistent), we calculate the fractional intensity error as
IN
8IAB/ABA446 ZA  (6gA + 6gB) (4.43)
k=1
amplitude error
N
- ((6# )2 + (60B )2)
k=1
phase error
To leading order, the fractional intensity error may thus be decomposed into separate
amplitude error and phase error terms. If the polarizations A and B are different,
then each of these tile sums contain 2N independently drawn samples; if they are the
same, then only N.
The contribution from the phase error term is drawn from a chi-squared distribu-
tion of either N (A = B) or 2N (A / B) degrees of freedom. For sufficiently large
N, this distribution approaches a Gaussian distribution by the central limit theorem.
In this large N limit, and assuming that the individual gain and amplitude errors are
uncorrelated, the fractional intensity errors (6 f,^B/^E) are drawn from a Gaussian
with mean pseif and variance or2e1f given by
Ase = A=B, AzB (4.44)
(7AB) 2 _ a + 25 aY A= B(eselv ) ai + f c. A s B
The ariace AsIe)2 is half as large for cross polarizations, since these intensity errors
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contain twice as many random numbers. Because these are fractional errors, brighter
sources have larger absolute self errors.
The non-zero mean residual error pAB results from phase decoherence created by
imperfect calibration causing a decrease in intensity in the image of the source, which
we verified by running a Monte Carlo simulation with one point source and calibration
phase errors ranging from 0 (i.e., perfect calibration) to 20 degrees. The decrement
in source intensity measured in the final images matched that predicted by Equation
4.44 to within the error bars of the MC simulation (,< 1%) out to op ~ 15 degrees,
after which this analytic expression underpredicted the simulated results by about
1 - 2% (presumably because the Taylor series expansion used to derive Equation
4.44 begins breaking down).
The upper, right panel in Figure 4-3 displays full and cross polarization residual
fractional intensity errors for a simulated single source sky with non-systematic, tile
dependent calibration errors drawn from zero-mean Gaussians with widths of ro = 40
in phase and og= 1% in amplitude. We fit intensities every two seconds throughout a
six hour simulated run. The overplotted lines correspond to the analytic predictions
of Equation 4.44 which, given these simulation parameters, correspond to Gaussians
of fractional error widths ~ 2% and - 1.5% for the full and cross polarizations,
respectively. The predicted results nicely fit this simulated data.
Self errors ignore the influence of all other sources in the field. These results
therefore hold regardless of whether or not calibration errors are direction independent
across the entire field.
Imperfect Calibration: Adding Neighbor Errors
Equation 4.38 shows that the neighbor errors created by imperfect knowledge of other
source's side lobes are point source dependent. This equation suggests, however, that
the brightest sources have the largest contributions to neighbor errors. Since (as we
will demonstrate below) the neighbor errors for the brightest sources are sub-dominant
to their self errors and the neighbor errors for all other sources are dominated by the
brightest sources, we therefore assume for simplicity that the neighbor errors are
independent of source intensity and roughly constant. We further appeal to the
central limit theorem to assume that these errors are normally distributed. If this
Gaussian has zero-mean and width oAB , then the total intensity error created by
imperfect calibration will be drawn from a Gaussian with mean pcai and variance o-2a
given by
clAB = -2 A B A / B (4.45)
OFAB 2 02 _ 16N P 2 B)2 A = B
cal 2 2 25 AB2 + AB 2 A B
~Ng - 32N) I1P' +(ne ). A
The middle panels in Figure 4-3 contains histograms for full and cross polar-
ization residual fractional intensity errors for the brightest (left panel) and weakest
(right panel) sources in a P = 100 source sky with non-systematic, tile dependent
calibration errors (o= 40, org= 1%). We fit intensities every two seconds during a
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six hour simulated run. The analytic distribution for the self error's Gaussian from
Equation 4.44 is overplotted. Considering only self error is a great approximation for
the brightest source's fractional error, but a terrible approximation for the weakest
source's fractional error.
The top panel of Figure 4-5 investigates the assumption that the neighbor error's
are independent of intensity. In this figure, the (square root of the) sample variances
for each source's calculated intensity errors are plotted against the source's (mean)
intensity for a P = 100 source sky during a six hour simulated run. The cross
polarization intensities averaged to ~ 0 across the full six hour run for our unpolarized
sources. To avoid this unnecessary complication, we divided the run into half hour
segments and calculated twelve values per source for each cross polarization channel,
compared to only one for each full polarization channel. This led to greater scatter
in the cross polarization data. The black circles are full polarization data; the gray
triangles, cross polarization data.
The overplotted lines represent the predictions given by Equation 4.45 above. In
general, the neighbor variance o4 AB will be a complicated function of the instrument
(mis)calibration and source distribution of the observing field (among other factors).
In this figure, we surrender any attempts to derive this value analytically, and instead
fit this term using the data. In practice, the actual source intensities are unknown
to an astronomer. Similarly, we derived an estimate for oaB based only upon the fit
intensities: We first employed a median filter of 25 two-second cadences to improve our
estimated intensities (which we do not attempt to improve by comparing across times
at any other point in this paper). By comparing these median values to the individual
fit intensities, we arrived at error estimates at every time. Averaging the middle 50%
of all calculate values (and thereby excluding outliers on both sides), we arrived at
estimates of o.AB. We imposed AA -BB and aAB - BA for A # B, leading to o-AB
equal to 6.137e-2 Jy and 9.997e-4 Jy for the full and cross polarizations, respectively.
We are able to trace the variance in the intensity errors in the full polarizations very
well for point sources spanning about 2.5 orders of magnitude with only this one fit
parameter.
If the neighbor variances oaAB scale strongly with the number of sources P, then
these terms would dominate even the brightest sources at high source counts. To
rule out this possibility, we re-ran the exact same simulation again, but with only
50 sources. Doubling the number of sources from 50 to 100 only resulted in a 0.27%
increase in o AB for the full polarizations, and only a 3.36% increase for the cross
polarizations (higher because the initial value was lower due to the unpolarized nature
of the sources). This small increase is because the main contributions to this neighbor
error term o AB are from the brightest sources.
These simulations used direction independent calibration errors on our data. Al-
though the simulated self error results above are agnostic to this choice, the neighbor
error results might not be. It would seem, however, that the total neighbor error
term for a given source should, if anything, decrease if the contributions from all
other sources in the sky were further randomized with respect to one another, result-
ing in a decrease in the magnitude of this term. As such, our main conclusion that
the brightest source's intensity errors are largely dominated by self errors should still
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Figure 4-5 Full (black circles) and cross (gray triangles) polarization scatter plots of mean source intensities versus
the square root sample variances of each source's residual intensities for six hour simulated runs with intensities fit
every two seconds and a P = 100 point source sky. The overplotted dashed lines are the analytic approximations
described in the text with vertical shifts calculated from the fit intensities using the method of Section 4.7.1. The mean
cross polarization intensities averaged to ~ 0 across the full six hour run because our sources are unpolarized. To avoid
this unnecessary complication, we divided the run into half hour segments and calculated twelve values per source
for each cross polarization channel, compared to only one for each full polarization channel. Full descriptions and
analysis are provided within the text; briefly (panels numbered top to bottom): (1) Only non-systematic calibration
errors (o4=4', og=1%) are included. (2) Only ionospheric errors (ob = 16") uncorrelated in time are included. (3)
Analogous to (2), but for ionospheric errors which remain constant in time. (4) Calibration errors (o0-4, ag=1%),
uncorrelated ionospheric errors (os = 16") and thermal errors (ov = 100 Jy) are all included.
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hold.
4.7.2 Imperfect Calibration: Dynamic Range
According to Perley [1999], the dynamic range Do of an image with one source of
known intensity in an N tile array with tile-dependent phase errors drawn from a
Gaussian of width ao (in radians) is given by
1 N(N - 1) , (4.46)
op 2
and the analogous dynamic range Dg with tiles subjected to amplitude errors drawn
from zero-mean Gaussians of width Ug (in percent) is given by
1 N(N - 1)
D, __ M. (4.47)
In these formulas, M represents the number of snapshots summed together in which
the corresponding calibration errors may be considered distinct. We will consider two
cases: (1) uncorrelated (in time), or random, calibration errors, for which M simply
equals the number of snapshots averaged together, M = t/At; and (2) completely
correlated calibration errors, for which M would equal one in the absence of the earth's
rotation, but takes on a slightly larger number that is more difficult to calculate when
rotation is considered.
These above equations are for the dynamic range for a single source sky when the
source intensity is known. If the source intensity is unknown and fit with error HA
then the error iqB /VAB contributed to a visibility by the missubtracted source q is
given by
VAB A + B (AB
jq giq Yq qA 4.8
calibration error intensity error
where only first order error terms have been kept. This residual error decomposes
into two pieces: a piece entirely caused by poor calibration (independent of whether
the source has been accurately fit or not), and a piece related to this new intensity
error. The first error exists independent of the source fit, and cannot be prevented by
the side lobe matrix's calculation, so it is the second term here that we're interested
in.
But, if employing the side lobe matrix subtraction technique, this second term has
a negligible effect on the overall dynamic range: The dynamic range of an image is
dominated by the self error associated with the brightest source, and these fractional
self errors comprise terms that scale like ~ ag/N and ~ a'j/N. Both of these terms
are smaller in magnitude than their "poor calibration" counterparts in Equation 4.48.
Therefore, to leading order, the intensity errors calculated by the side lobe matrix do
not further reduce the dynamic range of an output image.
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Figure 4-6 Dynamic range scalings with calibration phase errors (left panels; -g a 0) and amplitude errors (right
panels; o-4 = 0) when calibration errors are random (top panels) and systematic (bottom panels). This simulated sky
has P = 100 point sources, no thermal noise and no ionospheric errors. The seven data sets in each plot represent
integration times of 32 sec, 64 sec, 2 min, 4 min, 8 min, 16 j min, and 30 min, from bottom to top. The overplotted3
lines represent the analytic predictions with slope -1 in log a - log D. For the top panels, a best least squares fit over
all 14 data sets determined kc =6.097e-5. In the bottom panels, the semi-analytic fits borrow kc from the top panels
and f(t) from the 28 simulated day average shown in panel (e) of Figure 4-4.
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If this is true, and if it is further true that the intensity errors/dynamic range are
dominated by the brightest source, then the dynamic range would behave as given
above for a single source sky in the equations from Perley [1999], and as verified in
simulations by Datta et al. [2009]. More specifically, it would be inversely propor-
tional to these calibration errors, ag and ao>. Figure 4-6 confirms this result in the
presence of random (top panels) and systematic (bottom panels) phase (left pan-
els) and amplitude (right panels) calibration errors, respectively. This figure shows
the dynamic range obtained as a function of calibration errors for seven integration
times: 32 sec, 64 sec, 2 min, 4 min, 8 min, 162 min, and 30 min, from bottom to
top within each panel. The calibrations errors were drawn from Gaussians with six
logarithmically-spaced widths for or ranging from 0.50 to 16' (left panels) and for
9 ranging from 0.5% to 16% (right panels). The overplotted lines, which fit the data
very well, all have slopes of -1 in log(a) -log(D), as suggested by Equations 4.46 and
4.47.
Our random calibration errors are drawn independently for every RTS snapshot
(8s), which means M = t/At in Equations 4.46 and 4.47, and the dynamic range
should scale as
N(N - 1)t tD ~-= (4.49)2a + o-2) t ko(o-2 + 07)'
which uses the fact that cr- and og are uncorrelated for our simulations. This leads
to
2At
k 2A~ t (4.50)
N(N - 1)(
For our simulated values of At=8s and N=512 tiles, this gives kc ~ 6.115e -5. Panels
(c) and (d) in Figure 4-4 show the time dependence of the dynamic range across six
hour runs for random calibration errors and the same values of oa4 (panel c) and a
(panel d) used in Figure 4-6. The overplotted lines represent the scaling of Equation
4.49 with k0 determined by best least squares fit across all runs to be kc=6.097e-5.
This kc was also used for the fit lines in the top panels of Figure 4-6. The analytic
results fit this functional form extremely well, suggesting that the dynamic range is,
in fact, dominated by the calibration errors and not the fit intensities. The best fit
value for kc differs by the approximation provided by Equation 4.50 by only 0.3%.
For systematic calibration the only time dependence in the visibility errors occurs
in the geometric phase term, and improvement in the dynamic range only results from
the earth's rotation. Panel (e) in Figure 4-4 shows 28 separate six hour simulated
runs for the same P = 100 point source sky, each with thermal noise (o=100 Jy)
and a unique set of systematic calibration errors (with o-o = 40, o-g=1%) that persists
throughout the entire run. The overplotted line represents the average over these
runs. From this figure, it is clear that the optimal behavior of D cX vt/ is not obtained.
Rather, the dynamic range experiences almost no improvement until a few minutes
have passed, at which point changes in sidelobes begin inducing improvements in
the dynamic range (but with a slope less than 1/2). Even after a six hour run, the
dynamic range with systematic calibration errors barely passes 104.
Integrating systematic calibration errors over multiple days provides little (if any)
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Figure 4-7 Improvement in dynamic range when averaging the 28 6-hour tracks shown in panel (e) of Figure 4-4.
Calibration errors are systematic within days (with o-g, = 4', og = 1%), but random from day to day. As result, the
improvement with time is less than optimal within each day (as shown in panel (e) of Figure 4-4) and optimal across
days. The overplotted line has the optimal slope, with a vertical shift fit by the best least squares fit.
further improvement because these side lobe patterns repeat every day. But according
to Datta et al. [2009], if these calibration errors (although systematic within days)
are random from day to day, then averaging images between days will once again
increase the dynamic range at the optimal rate. Figure 4-7 shows the dynamic range
as a function of time obtained by averaging over this full set of 28 simulated days.
The overplotted line has a slope of 1/2 in the log(t)-log(D), with the vertical shift
determined by a best least squares fit. The dynamic range now improves at the op-
timal rate, and eventually climbs past 10'. This result is consistent with Datta et al.
[2009], but has now been obtained when the intensity errors are initially unknown
and the side lobe matrix is used.
Equation 4.49 for the dynamic range must be amended to accommodate system-
atic calibration errors,
11
log(D) = log(f(t)) - log +- . (4.51)
For random calibration errors, f(t) = t, and this equation reduces to Equation 4.49.
For systematic calibration errors, this function depends upon the tile arrangement,
and therefore does not possess a nice, general formula.
To test Equation 4.51, we set f(t) to the average of the 28 six-hour simulated runs,
normalizing it to keep kc fixed at its previously calculated value. Panels (f) and (g) in
Figure 4-4 shows the dynamic range tracks for many simulated runs with systematic
errors and with varying values of o-, and o-g. The overplotted lines represent the
predictions of Equation 4.51, and show that it holds nicely across a wide range of
times, o, and og. The overplotted lines in the bottom panels of Figure 4-6 also use
137
Equation 4.51 with these parameters and fit well.
We conclude our analysis of imperfectly calibrated sources by studying how the
dynamic range changes with source count P. Panel (h) of Figure 4-4 displays dy-
namic range tracks for a series of six-hour integrations with systematic calibration
errors drawn from o-=1% and o-o=4' width Gaussians. These four tracks repre-
sent skies with P=1, 10, 100, and 1000 point sources. The P = 1 (+) track does
lies slightly above the rest, but the others are indistinguishable. This suggests that
simulations aimed at studying the time dependence of the dynamic range might get
away using only a small handful of sources, so long as the calibration solution itself
is not dramatically altered by the sea of sources (which we did not investigate). This
conclusion is to be expected if the dynamic range is dominated by the calibration
errors and the errors in these visibilities are proportional to the source intensities,
jAB, as seen in Equation 4.48.
4.8 Ionospheric Distortions
Ionospheric errors 3 sq are typically on the order of arc seconds. Bernardi et al. [201 1b]
predict offsets of 10" rms with their image plane forward modeling simulations. For
peeling algorithms, Intema et al. [2009] find errors of 10.5" rms, and Mitchell [2011]
estimates offsets of < 1" for the brightest sources and - 5" across the field of view
when 100 or more sources are used to constrain a phase screen. These ionospheric
uncertainties 6 sq translate to errors in the side lobe matrix, and may be rearranged
to appear as tile dependent phase errors,
N N
L AB _(A B -i($ +6(- -B 6#)Xpq I:E gqgjqe iq iq jq 3)X
i=1 j=i+1
WAWB e 27riv(ri -rj)-(sq -Sp)/C) , (4.52)
where
6#1- 2vri - sq. (4.53)
For this reason, it is tempting to include ionospheric errors into the class of "imperfect
calibration" errors. But, these "effective" phase errors are very different in nature
from calibration phase errors. Not only are they polarization independent, but actual
calibration phase errors {o60 4 } correspond to N independent, random numbers, while
these ionospheric effective phase errors {6 0f1} correspond to N numbers constructed
from only two random numbers (the two components of osq that lie parallel to the
Earth's plane). As a result, the fit intensity errors are extremely different in these
two cases.
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4.8.1 Ionospheric Distortions: Intensity Errors
Ionospheric Distortions: Self Errors
As with calibration errors, we decompose the ionospheric intensity errors into self
errors and neighbor errors, given by Equation 4.38. The difference rests with the side
lobe error term, 6 Lmq, which takes a very different form in this new regime.
Beginning with self errors, we start with Equation 4.40 once again. This time,
however, the side lobe matrix errors are
6LAB __pp
2Nir2 2 (rk 
- 6S
N 2
- rk
k=1
(4.54)
The origin of the tile coordinate system is arbitrary, and we can therefore eliminate
the second term here be setting Ei rk= 0. The tile coordinate system's orientation
is also arbitrary, and we can eliminate the cross term in the first term by rotating
according to
(4.55)cos(O)r' + sin(O)ry
- sin(O)r' + cos(O)ry
where
1
0 - tan_12 (2 $_ rkrkZ_ i(r )2 - (rx)2
(We will drop the primes on the new tile coordinates for convenience). Additionally
making the approximation
I N
Rz N ((rx)2
k=1
+ (rY)2) x?(r)2
k=1
SI AB AB 4  2 
R ((6sx)2
(N - 1) c (4.58)
If 3sx and osY are drawn from identical zero-mean Gaussians with width o-6,
then the ionospheric fractional fit intensity error x SA/IAB probability density
Qself(X) is given by an exponential,
Qself exp (x/) x < 0 (4.59)
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(4.56)
leads to
N 
2
N2 k
k=1
(4.57)
- os 6
where
A 8N 7r 2 V2 Ro(4
A, = (N-1 26S. (4.60)
(N-i1) c2
and R is given by Equation 4.57 above. This distribution is independent of polar-
ization because the underlying ionospheric errors are independent of polarization.
The distribution of ionospherically induced intensity errors is exponential rather
than Gaussian, and these ionospheric errors therefore cannot simply be considered
instrumental phase calibration errors. The difference stems from the previously men-
tioned fact that there are only two independent, random numbers that create these
intensity errors, so the central limit theorem does not apply in this scenario the way
it did for the sums in Equation 4.43 for calibration phase errors.
The bottom, left panel in Figure 4-3 displays full and cross polarization residual
fractional intensity errors for a single source sky with ionospheric calibration errors
drawn from a zero-mean Gaussian with width o-6, = 16" in both right ascension and
declination. We fit intensities every two seconds throughout a six hour simulated
run. The overplotted line is the exponential approximation provided in Equation
4.59, which for our simulation parameters (v = 150 MHz, R=63,714.2 M2 ) leads to
A, =7.58e-3 for both polarizations. The analytic result shows good agreement with
the simulated error distribution.
The o-6o term in Equation 4.60 is for deviations in the plane of the earth. In cre-
ating our simulated data, however, we draw angular variations in right ascension and
declination from a zero-mean Gaussian with width o-,. The probability distributions
from which these two are drawn, however, are the same at zenith, and remain very
similar near zenith. For this reason, the analytic approximations overplotted in the
bottom, left panel of Figure 4-3 still shows good agreement. As long as the hour
angle does not get too high, o-6, may be considered with respect to the celestial sphere
instead of the earth's plane to a good approximation.
Ionospheric Distortions: Adding Neighbor Errors
Similar to with instrumental calibration errors, we will assume that neighbor errors
are source independent and drawn from a zero-mean Gaussian of width o ~f. The
total probability density QAB (X) for ionospheric fit intensity errors x = 6 jfAB is that of
an ex-Gaussian (by definition, created by the sum of exponential and normal random
variables),
S fAB (x)erfc ( AB(X) x > jABQAx) = ~ ( (4.61)Q AB I -+ er f - AB (X ,B
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where
1 ~AB
~AB x) exp I (T AB - 2x~
SABB neiJ e
zAB __)2_ A AB
and erf(y) and erfc(y) are error and complementary error functions, respectively.
These distributions, like the neighbor error variances, are now functions of polariza-
tion. The presence of the source intensity < ^ B in this distribution, now for absolute
and not fractional errors, once again means the brightest sources have the largest
errors if the assumption of an intensity-independent neighbor error distribution is
correct.
To check the assumption that the neighbor errors are independent of intensity
and roughly constant, we plot the (square root of the) variance of the actual in-
tensity errors against the mean intensity in the second and third panels in Figure
4-5 for our six hour run of 100 point sources; full polarizations once again denoted
by black circles, cross polarizations by gray triangles. The spatial correlation of iono-
spheric perturbations is an area of active research [for example, see Yue et al., 2007].
How these spatial correlations in turn relate to correlations in ionospheric errors is a
rather complicated question that depends upon the nature of both the initial spatial
correlations and the ionospheric solution algorithm.
We will forgo a rigorous study of this, and will instead opt to study the two
extreme cases: (1) a unique ionosphere in which ionospheric errors between sources
are entirely uncorrelated (second panel); and (2) an identical ionosphere in which
ionospheric errors between sources are entirely correlated (third panel). Both plots
have ionospheric errors in right ascension and declination draw from Gaussians with
width o-, =16". Figure 4-5 shows that these two scenarios yield extremely similar
results: The estimated neighbor terms oajAB are 6.953e-2 Jy and 1.167e-3 Jy for full
and cross polarizations, respectively, for unique perturbations, and 6.966e-2 Jy and
1.181e-3 Jy for full and cross polarizations, respectively, for identical perturbations
(off by only - 1%). This suggests that our conclusions are not sensitive to the level
of spatial correlation in the ionospheric errors.
The overplotted lines in these figures represent the theoretical predictions. The
variance in the intensity errors is
(oAB) 2 (A AB 2  AP)2 (4.62)
This analytic formula is overplotted, with o estimated using only the fit intensities
through the process described in Section 4.7.1. Both figures suggest a slight overesti-
mation of the intensity errors for the brightest sources (possibly because we defined
our simulation's deviations in the celestial sphere instead of the earth's plane), but
otherwise follow the analytic results quite well.
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4.8.2 Ionospheric Distortions: Dynamic Range
Ionospheric errors lead to the subtraction of a source from the incorrect location.
Therefore, if the ionospheric errors are too large, then the miscorrected residuals
across different times do not line up, and the rms residuals do not average down well
even if the simulated ionospheric errors are uncorrelated in time.
Panel (i) of Figure 4-4, which shows the dynamic range tracks for a6, equal to 1",
2", 4", 8", 16", and 32", from top to bottom, confirms this. The overplotted lines
represent tracks of the optimal slope with vertical shifts set individually by best least
squares fit. For small error values, the residual errors across time line up well enough
to maintain the optimal track. But once the ionospheric deflections become as large
as the synthesized beam's FWHM at -8.4 arc min, see Figure 4-1, the residuals no
longer average down as well. With a long enough integration, these residuals should
smooth out, but a six hour simulated run is not long enough to see this happen.
According to Mitchell [2011], the ionospheric errors for the brightest sources using
the peeling method are less than an arc second, and those across the entire field of
view when a hundred or more sources have been used to constrain the ionospheric
phase screen are ~ 5" for most ionospheres. These numbers, in conjunction with this
figure, suggest that the dynamic range as limited by ionospheric errors should follow
the optimal track in most scenarios.
Even though this optimal slope breaks down at high a6, the equations in Section
4.8.1 for the intensity errors still hold. Consider, for example, the a6,= 16" dynamic
range track in panel (i) of Figure 4-4 (second from the bottom). The optimal slope
of 1/2 is clearly not obtained. But, the intensity error distribution in the bottom,
left panel of Figure 4-3 for this same value of o6S shows excellent agreement with the
analytic prediction of Equation 4.59.
With imperfect instrumental calibration, we demonstrated that the dynamic ranges
achieved by using intensities fit by the side lobe matrix were, to lowest order, the same
as those achieved by using the exact intensities. In that scenario, we had a theoreti-
cal expression for the dynamic range from Perley [1999] to compare to our numerical
results. While we know of no such estimates that involve ionospheric errors (and
therefore have nothing to compare our results to), we will make the same claim re-
garding ionospheric errors. More specifically, the contribution to a visibility's error
from source q is given (with perfect calibration and no thermal noise) by
6VAB 6 AB
VA N 27riv(ri - rj) - 6sq/c + JAB (4.63)
ionospheric error q
intensity error
This visibility error has a first order term in osq. But according to Equation 4.59, the
fractional intensity error is of the order a' . Therefore, the contribution to the visi-
bility errors created by miscalculating the intensities is much less than that caused by
not knowing the source's position to begin with. As with the imperfect instrumental
calibration case, this once again suggests that subtracting sources of known intensity
leads to the same dynamic range as subtracting sources of unknown intensity if the
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side lobe matrix is employed.
We end this section by considering how the dynamic range scales with the number
of sources P. Panel (j) in Figure 4-4 shows the dynamic range tracks for three six-
hour simulated runs with thermal noise (o- = 100 Jy) and ionospheric errors drawn
from a Gaussian of width u6,=4". These runs have P=1 (+), 10 (*), and 100 (o)
point sources. The scatter between these plots is noticeable for low integration times,
but disappears by the end of a full day's run. We once again interpret this as more
evidence that the dynamic range is limited by the brightest sources.
4.9 All Contaminants: Thermal, Calibration, and
Ionospheric errors
4.9.1 All Contaminants: Intensity Errors
If we assume that the intensity errors are all uncorrelated, then the probability density
QAll for the fit intensity errors x = fJAB in the presence of thermal noise, calibration
errors, and ionospheric errors is an ex-Gaussian,
Q AB(x) erfc NoA (X) X ;> z AB
Q (x) = A (4.64)Ql(x) 1 +erf (-Ni (x))) x <
where
AB AB QAB) kIA eXp All -cal _(-AB _ - AB 2xO 2 WIPA BP 2 (&AB) (4Al cal x)
AB
zAB - -&_-AB 2 AB) ABXAll U(All ) / W'I'p J~cal
(&2 2+ 2 A B 2,AB 2 (B)2 (4.65)
and (oA)2 is the variance of the total (instrumental+ionospheric) neighbor erroran Onea
contribution.
The bottom, right panel of Figure 4-3 provides histograms for the full and cross
polarization residual intensities for a simulated single source sky with thermal noise
(-v =100 Jy), calibration errors (og=4, og= 1%), and ionospheric errors (o-6,=16").
We fit intensities every two seconds throughout a six hour run. Since our input
source was unpolarized, the full polarization residuals are predominantly caused by
the ionospheric calibration errors and are proportional to the source's intensity, but
the cross polarization residual errors are dominated by thermal errors and are largely
intensity independent. Since the source's modified intensity appears in Equation 4.64,
we only included a 90-minute portion of this full run over which the primary beam at
the source's location was approximately constant when creating the full polarization
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histogram in order to facilitate comparison with the analytic approximation above.
Once again, the analytic approximations show excellent agreement with the simulated
results.
The above was for a one point source sky, which has the advantage that it does
not contain a neighbor error term o". Similar to before, we now assume that the
neighbor errors are roughly equal for all point sources and, in particular, independent
of source intensity. We check this assumption by plotting the (square root of the)
variance of the actual intensity errors against the mean intensity in Figure 4-5 (bot-
tom panel) for our six hour run of 100 point sources. We use the same parameter
set as in the bottom, right panel of Figure 4-3, and once again have full polarization
data as black circles and cross polarization data as gray triangles.
The variance in the intensity error (Uof) 2 in the presence of all these effects is
(AB^) 2 ( (-A) 2 + A2) (AB 2 AB 2 + AB) 2 (4.66)
The overplotted lines in Figure 4-5 (bottom panel) represent this theoretical pre-
diction. This figure shows that the thermal noise easily dominates the terms not
proportional to the source's intensity in both the full and cross polarizations, sug-
gesting that setting o-AB ~ 0 is a good approximation for small time steps. For larger
time steps, there is no guarantee that the neighbor error terms will average down as
quickly, and may become dominant after awhile. In the cross polarization channels
thermal noise errors dominate even the brightest (unpolarized) sources, consistent
with what we saw in the bottom, right panel of Figure 4-3.
4.9.2 All Contaminants: Dynamic Range
We now study the dynamic range in a simulated sky with all of these perturbing
effects. We assume that the total visibility error created by missubtracting one source
q may be decomposed into a sum of all of the individual errors,
6 V.fB B )therm qB)cal + (5 AB)iono (4.67)
In the bottom, right panel of Figure 4-3 we demonstrated that the total intensity
error distribution was nicely modeled by summing the individual error terms in our
simulations, which do not include correlations between 0 v, o~p, og, and/or a6,. For
this reason, we will assume that both these visibility errors terms and their residual
output maps will be independent of one another. In this regime, the individual
dynamic ranges previously calculated may be combined into one total dynamic range,
kvPU2  kco +o-2) k S -1/2
D =+ ( + f,, (4.68)
t f Mt fost M
where fos (t) is the time dependence of the dynamic range corresponding to us, which
equals t for small values of the ionospheric shifts and a more complicated function for
larger values.
144
We test this formula in panel (k) of Figure 4-4 for a six hour simulated run of a
100 point source sky. We use the values uv=10 0 Jy, a0=4', ug= 1%, and co6S= 4".
(Our value of o6 here is smaller than our previous value of 16" because we want to
be able to assume f6, = t as opposed to rigorously calculating it). The top line is
for random instrumental calibration errors; the bottom, systematic. The overplotted
lines represent the theoretical prediction of Equation 4.68 using the values of ky, kc,f(t), and k6, previously fit using data from panels (a), (c)/(d), (e) and (h) in Figure
4-4, respectively: there are no new fits conducted for this figure. In spite of this, the
simulated data hugs the overplotted lines very tightly. The independence of the indi-
vidual errors depends on the individual parameter distributions being uncorrelated.
In particular, Equation 4.68 would require alterations if correlations in the phase
and ionospheric errors existed.
We conclude this section by studying how the dynamic range scales with the
number of sources P in our simulated sky. Panel (1) of Figure 4-4 shows the dynamic
range tracks for four six-hour simulated runs with thermal noise (o-y = 100 Jy),
systematic calibration errors (ao= 40, og = 1%), and ionospheric distortions (o6 =
4"). These four simulated runs have P =1, 10, 100, and 1000 sources. The P = 1
(+) line lies slightly above the rest. The differences among the other tracks appears
negligible. Once again, we find the dynamic range scalings to be largely independent
of source counts.
4.10 Conclusion
In this paper, we presented a new method for subtracting point sources from ungrid-
ded visibilities called the side lobe matrix subtraction technique. The most important
conclusions were as follows:
1. This technique fits all source intensities simultaneously by inverting a "side lobe
matrix." We developed an analytic reduction that allows for the computation
of this matrix in O(N) time, where N is the number of antennas.
2. We demonstrated an algorithmic trick which removes the calculation of trig
functions from all O(N 2) loops during the subtraction of fit point sources from
visibilities. This trick provided a ~4.8x speedup, and should be amenable to
all subtraction algorithms, not just the side lobe matrix technique. Similar
tricks provided a ~1.9x speedup when calculating sums over all visibilities
phased to a source's location (useful in peeling algorithms as well), and a >10x
improvement when constructing the side lobe matrix.
3. With these computational speedups, the construction of the side lobe matrix
took <Is on a 2.2GHz processor (the matrix inversion took another ~0.2s) for a
100 point source sky and a single snapshot and frequency channel. Paralleliza-
tion and/or GPU implementation will provide even further speedup, making
this algorithm a strong candidate for real time implementation.
145
4. We derived analytic approximations for the intensity error distribution of sources
fit with this technique in the presence of thermal noise, imperfect calibration,
and ionospheric errors. In contrast to the intensity errors caused by thermal
noise and imperfect calibration, which are normally distributed, ionospherically-
induced intensity errors were found to be exponentially distributed. We ran
simulations to test these approximations and found good agreement with the
data.
5. Intensity errors induced by thermal noise were shown to be independent of
source intensity. Intensity errors created by imperfect instrumental calibration
and ionospheric errors were shown to consist of two parts: one part created by
errors in a source's direction that exists even in isolation (a 'self-error'), and one
part created by the inability to characterize the sea of sidelobes within which a
source rests (a 'neighbor error'). The self errors were shown to be proportional to
a source's intensity for both instrumental and ionospheric errors, and dominated
the error distributions of the brightest sources. The neighbor errors were shown
to be very roughly constant across the field.
6. We ran simulations to study the improvement in dynamic range D with time in
the presence of various contaminants. With thermal noise, random calibration
errors, and small ionospheric errors, the dynamic range was found to obey the
ideal log t-log D scaling law seen in other work. For systematic calibration
errors, the dynamic range improved much more slowly. For large ionospheric
errors greater than the synthesized beam, we also found poor improvement in
dynamic range.
7. For both calibration errors and ionospheric errors, the errors in the fits intensi-
ties were found to be sufficiently small that they were not the limiting factor in
the dynamic range. In other words, the dynamic ranges found when fitting and
subtracting intensities with the side lobe matrix in the presence of calibration or
ionospheric errors were found to be the same as those found when subtracting
known intensities in the presence of those same errors.
This study is far from comprehensive. It did not, for example, consider the effect
of galactic emission, found by many studies to reduce the dynamic range obtainable in
subtraction algorithms [see, for example, Mitchell et al., 2008, Pindor et al., 2011]. It
may be possible to reduce the effect of galactic emission by folding in tile-dependent
weights W7 that preferentially down weight tiles more commonly associated with
long baselines, similar to the technique employed in Mitchell et al. [2008], but more
work needs to be done on this topic.
We also have not investigated intensity errors induced both by fainter, unresolved
sources excluded from the side lobe matrix and by out of beam sources. In addition,
our model assumes point-like sources; we did not study how well the algorithm works
on extended sources, or the best way to adjust the algorithm in these cases.
Finally, this paper focused on only one frequency channel and snapshot. It may
be possible to improve the computational speed up this algorithm by fitting across
times and frequencies.
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Appendix
Completeness and False
Analyses
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A
A.1 Mathematical Framework for Variable Com-
pleteness
If our data set were 100% complete over the Mg ii redshift search range and rest
frame equivalent width range Wmin < W < Wkmax spanned by a bin k, then the
expected number of Mg 1i systems Nk found within this bin would be given by the
integral of the population distribution d2N/dzdW weighted by the sum of the regions
Rq(z) probed along each sightline; more specifically,
Nk Jj R (z) dzdW dzdW, (A. 1)
where the range of the integral, denoted by subscript k, is over the redshift and rest
frame equivalent width range of the bin. The total path Azk in this bin would then
be
AZk j L( Rq(z)) dz, (A.2)
where the integral is now only over redshift. If we denote the change in equivalent
width of the bin as AWk = Wkmax - Wmin, then the population density is estimated
as (d2 N Nkd 2 N Nk(A. 3)dzdWJk AzZkAWk(
With less than 100% completeness, the expected number of Mg ii systems Nk
found within this bin is instead
Nk J R(z )C,(zW) dzdWdzdW (A.4)
Jjg(z,W) d2N dzdW. (A.5)
JkdzdW
We define the proportionality constant between Nk and Nk to be the average com-
pleteness Ck in this bin,
Nk =- N , ( A.6)
which leads to
f f(zQ 1 Rq(z)Cq(z, W)) 'dzdW
Ck - .k.(QR Z 2Ndd (A.7)
ffk Rq(z) dzdW
Mathematically, this is equivalent to calculating the average completeness across the
bin using a probability density proportional to the product of the population distri-
bution and the summed regions probed.
According to Equations A.3 and A.6 above, the completeness-corrected estimate
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of the population density is then
(d2 N A/d 2 N Nk(A.8)
dzdW)k CkAZkAWk
Similarly, the estimates of the rest frame equivalent width distribution dN/dW and
the absorber line density dN/dz are given by
( dN _ Nk
dW k CkAWk
and (dN _ NdN) -- Nk(A. 10)dZ k CkAZk
If, as we argue in the main text, we assume that the population distribution
d2N/dzdW is constant over bin k when calculating Ok, then the average completeness
across the bin reduces to
Ck f, ( 1 Ry(z)Cq(z, W)) dzdW
f fk (z 1 Rq(z)) dzdW
_ fIkg(z, W)dzdW (A. 12)
where we have employed the definition of g(z, W) from Equation 2.5 and the definition
of the total path length given in Equation A.2. Plugging this equation for Ck back
into Equation A.8 for the population density above yields
d 2 N Nk(A. 13)
dzdW fkg(z,W)dzdW
A.2 Mathematical Framework for False Positive
Correction
Let d2F/dzdW denote the population density of false positives that our automated
line identification system flags as potential candidates. The total number of false
positives Fk in bin k is given by
Fk = R(z) dzd dzdW (A.14)
If AgF(z, W) is the probability of the user accepting a false positive in sightline q
at redshift z and rest frame equivalent width W, then the number of actual false
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positives NF1 that the user correctly identifies is
Fk = Rq(z) (1
(q=1
-AF (zW)) dzdWdzdW
Along with these, the user incorrectly identifies some real Mg 11 systems as false
positives, ( Rq(z) (Lq (z, W) - Cq(z, W ))) dzd dzdW,dzdWdzW
where Lq(z, W) is the automated completeness and Cq(z, W) is the total completeness
as given in Equation 2.3, which also accounts for the user's decisions.
In terms of accepted candidates, the number of correctly accepted Mg ii candidates
N follows from Equation A.4,
Sk =Jj(Z L Rq(z)Cq(z, W) dzdW dzdW,
Along with these systems, the user incorrectly accepts some false positives,
ber Nj of which is given by
N~J I (t dzdzdW.
the num-
(A.18)
As before, we will assume that the Mg 1i and false positive population densities
vary negligibly over the course of a single bin. Therefore, we may define the expected
value of an arbitrary function h(z, W) over bin k according to
hk =
1 k (Q Rq(z)hq(z,W)) dzdW
f (q= R,(z)) dzdW
(A.19)
With this definition, the number of identified (real and spurious) Mg ii systems Nk
and false positives Fk in bin k are given by
Nk~ ~ ~~ N>NN k-FkAk
_p+ =o + AF)
Fk = N + =(1-A)Fk +Nk(Lk -Ok).
Here, we have two equations and two unknowns, namely the number of real systems
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P=
(A.15)
Ik (A.16)
(A.17)
R,(z)AF zW )
Nk and true false positives Fk. Solving for Nk gives
I -AF -F 
Nk = - - -F . (A.20)
k - LAk
The population densities are then given by Equations 2.9 to 2.11 with this value
substituted for Nk.
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Table B.1. FIRE Mg 11 Survey Sightlines
Object zQSO
QOOOO-26
BROO04-6224
BROO16-3544
SDSS0106+0048
SDSS0113-0935
SDSS0127-0045
SDSS0140-0839
SDSS0203+0012
SDSS0244-0816
BRO305-4957
BR0322-2928
BR0331-1622
SDSSO331-0741
SDSSO332-0654
SDSSO344-0653
BR0353-3820
BR0418-5723
SDSS0818+1722
SDSS0836+0054
SDSS0842+0637
SDSSO935+0022
SDSSO949+0335
SDSS1020+0922
SDSS1030+0524
SDSS1037+0704
SDSS1110+0244
SDSS1135+0842
SDSS1249-0159
SDSS1305+0521
SDSS1306+0356
ULAS1319+0950
SDSS1402+0146
SDSS1408+0205
SDSS1411+1217
Q1422+2309
SDSS1433+0227
CFQS1509-1749
SDSS1538+0855
SDSS1616+0501
SDSS1620+0020
SDSS1621-0042
SDSS2147-0838
SDSS2225-0014
SDSS2228-0757
SDSS2310+1855
BR2346-3729
4.10
4.51
4.15
4.45
3.67
4.08
3.71
5.85
4.07
4.78
4.62
4.32
4.74
3.69
3.96
4.58
4.37
5.90
5.82
3.66
5.82
4.05
3.64
6.28
4.10
4.12
3.83
3.64
4.09
5.99
6.13
4.16
4.01
5.93
3.65
4.72
6.12
3.55
4.87
4.09
3.70
4.59
4.89
5.14
6.04
4.21
Az texrp
(s)
1.95-3.83 1226
1.95-4.51 1764
1.95-3.83 2409
1.95-4.45 3635
1.95-3.67 1944
1.95-3.83 3635
1.95-3.71 1226
1.98-5.40 3635
1.95-3.83 1944
1.95-4.78 2409
1.95-4.62 2409
1.95-4.32 1944
1.95-4.74 2177
1.95-3.69 2409
1.95-3.83 3022
1.95-4.58 1200
1.95-4.37 4200
2.00-5.40 9000
1.96-5.40 10187
1.95-3.66 2409
1.96-5.40 1817
1.95-3.83 1817
1.95-3.64 2409
2.16-6.28 14400
1.95-3.83 2726
1.95-3.83 2409
1.95-3.83 2409
1.95-3.64 1817
1.95-3.83 1363
2.04-5.99 15682
2.10-6.13 19275
1.95-3.83 1902
1.95-3.83 2409
2.01-5.93 3600
1.95-3.65 1226
1.95-4.72 2409
2.10-6.12 9900
1.95-3.55 1363
1.95-4.87 1800
1.95-3.83 972
1.95-3.70 1204
1.95-4.59 2409
1.95-4.89 7200
1.95-5.14 3600
2.06-6.04 14400
1.95-3.83 2409
aMedian signal-to-noise ratio per pixel across Mg 11 path-
length.
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SNRa
20.7
8.2
14.0
18.9
12.8
22.5
18.2
4.0
12.9
28.2
21.1
15.1
6.2
5.6
6.6
26.7
8.5
10.2
15.8
9.1
11.1
13.6
15.2
5.0
8.1
18.6
17.7
18.2
8.8
6.4
5.0
15.0
9.9
8.6
47.2
13.4
9.7
24.2
5.2
7.0
26.1
13.8
11.5
4.9
17.5
11.0
Table B.2. Complimentary Optical Spectra
Object zQso Instrument te,
(s)
A Rangea
(A)
SNRb
pix-1
QOOO-26 4.10 MagE 900 6197-10283 23.0
BR0004-6224 4.51 (none) ..... ..... .....
BR0016-3544 4.15 (none)
SDSS0106+0048 4.45 SDSS 2700 6624-9219 11.0
SDSS0113-0935 3.67 SDSS 3601 - 5674-9221 14.8
SDSS0127-0045 4.08 SDSS 5706 6178-9221 16.9
SDSS0140-0839 3.71 MagE 900 5729-10283 38.5
SDSSO203+0012 5.85 (none) ..... ..... .....
BR0305-4957 4.78 MagE 900 7026-10284 27.2
BR0322-2928 4.62 MagE 900 6832-10274 25.4
SDSSO332-0654 3.69 SDSS 2700 5706-9221 5.2
BR0331-1622 4.32 MagE 900 6467-10283 21.8
BR0353-3820 4.58 MIKE 1800 6783-9423 43.7
BR0418-5723 4.37 MIKE 2400 6528-9423 32.4
SDSS0818+1722 5.90 (none) ..... ..... .....
SDSS0836+0054 5.82 MagE 900 8290-10274 11.9
SDSSO949+0335 4.05 SDSS 5104 6139-9246 22.7
SDSS1020+0922 3.64 MagE 900 5640-10285 25.2
SDSS1030+0524 6.28 (none) ..... ..... .....
SDSS1110+0244 4.12 MagE 900 6224-10286 21.0
SDSS1305+0521 4.09 SDSS 4200 6187-9221 9.4
SDSS1306+0356 5.99 MagE 900 8497-10285 3.7
ULAS1319+0950 6.13 MagE 900 8667-10285 5.5
SDSS1402+0146 4.16 SDSS 2702 6272-9221 13.6
SDSS1408+0205 4.01 SDSS 2702 6090-9221 9.7
SDSS1411+1217 5.93 MagE 1800 8424-10284 3.5
Q1422+2309 3.65 HIRES 3000 5652-7306 40.8
SDSS1433+0227 4.72 SDSS 3601 6955-9221 11.3
CFQS1509-1749 6.12 MagE 1800 8655-10285 5.2
SDSS1538+0855 3.55 SDSS 2400 5531-9221 30.1
SDSS1616+0501 4.87 SDSS 2400 7138-9221 9.1
SDSS1620+0020 4.09 SDSS 5400 6187-9261 5.3
SDSS1621-0042 3.70 SDSS 5400 5713-9261 27.5
SDSS2147-0838 4.59 SDSS 2900 6792-9221 12.3
SDSS2228-0757 5.14 SDSS 9607 7466-9221 3.2
SDSS2310+1855 6.04 (none) ..... .....
BR2346-3729 4.21 (none) ..... ..... .....
aMinimum wavelength listed is Ly-a emission wavelength of QSO.
I'Median signal-to-noise ratio redward of Ly-ae forest.
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Table B.3. The Low Redshift Compilation Sample
ID # Sightline zQso z W A 1 2 1 5 a WoX1 3 9 3 a Wo 1 5 4 8 a WX2600a f.b
(A) (A) (A) (A) (A)
Li
L2
L3
L4
L5
L6
L7
L8
L9
L10
L11
L12
L13
L14
L15
L16
L17
L18
L19
L20
L277
L278
L279
L280
L281
L282
L283
L284
L285
L286
L287
L288
L289
L290
L291
L292
L293
L294
L295
L296
L297
L298
L299
L300
L301
L302
L303
L304
L305
L306
L307
L308
L309
L310
L311
L312
L313
0001+087
0001+087
0002+051
0002+051
0002+051
0002-422
0002-422
0004+171
0009-0138
0013-004
0013-004
0013-004
0014+813
0014+813
0017+154
0017+154
0019+0107
0027+0149
0029+073
0029+073
1836+511
1836+511
1836+511
1836+511
1857+566
1857+566
1901+3155
2000-330
2003-025
2038-012
2044-168
2048+196
2048+312
2116-358
2126-158
2128-123
2145+067
2149+212
2149+212
2206-199
2206-199
2212-299
2222+051
2233+131
2233+136
2237-0607
2239-386
2248+192
2251+243
2341-235
2342+089
2342+089
2342+089
2354+144
2359+003
2359+003
2359+068
3.243
3.243
1.899
1.900
1.900
2.758
2.758
2.890
2.000
2.086
2.086
2.086
3.377
3.377
2.014
2.014
2.134
2.350
3.259
3.259
2.827
2.827
2.827
2.827
1.573
1.573
0.635
3.777
1.457
2.783
1.943
2.364
3.185
2.341
3.275
0.501
0.990
1.536
1.536
2.559
2.559
2.703
2.326
3.295
3.209
4.558
3.511
1.793
2.328
2.822
2.784
2.784
2.784
1.813
2.896
2.896
3.234
1.085
1.416
0.591
0.851
0.956
0.837
1.541
0.807
1.386
0.447
1.967
1.972
1.111
1.113
1.364
1.626
1.828
1.266
1.176
1.403
0.756
0.818
0.864
1.126
0.715
1.234
0.390
1.454
1.211
0.795
1.328
1.116
1.348
1.996
2.022
0.430
0.790
0.911
1.002
0.752
1.017
1.938
1.605
1.026
1.096
1.672
1.033
1.270
1.090
1.076
0.723
0.838
0.949
1.576
1.024
1.344
0.896
0.249 i 0.034
0.584 i 0.046
0.103 i 0.000
1.043 ± 0.000
0.052 ± 0.000
4.683 ± 0.381
0.480 ± 0.043
1.533 ± 0.061
0.880 + 0.084
0.684 ± 0.069
2.662 ± 0.152
4.709 ± 0.030
1.625 ± 0.001
2.471 ± 0.043
0.360 i 0.072
1.420 & 0.284
1.612 i 0.113
0.560 i 0.062
0.685 i 0.051
0.179 ± 0.033
0.837 ± 0.085
3.570 & 0.182
0.901 ± 0.113
0.630 ± 0.071
0.647 ± 0.129
0.823 ± 0.165
0.453 + 0.043
0.187 i 0.020
2.654 ± 0.140
1.404 ± 0.100
0.503 i 0.069
1.517 i 0.303
0.775 i 0.081
1.936 i 0.103
0.675 ± 0.096
0.406 ± 0.000
0.485 ± 0.000
0.717 i 0.143
2.457 i 0.491
0.930 & 0.046
0.932 ± 0.069
0.616 + 0.082
0.760 ± 0.152
0.444 i 0.074
0.324 ± 0.038
1.347 i 0.187
0.453 ± 0.064
1.031 i 0.206
0.455 & 0.091
0.458 ± 0.053
1.480 ± 0.046
0.316 i 0.027
0.323 i 0.031
1.071 ± 0.214
0.371 i 0.069
0.776 & 0.094
0.644 i 0.037
2.470 ± 0.080 <
0.821 ± 0.003 <
.... 0.34
..............
2.915 ±0.003 0.196
1.391 0.001 0.411
0.918
0.869
+ 0.034
1.211c
+0.035
+0.003
aUpper limits are 5-.
bREFERENCES.-(1) Sargent et al. [1989]; (2) Churchill et al. [2000a]; (3) Churchill et al. [1999]; (4) Jannuzi et al. [1998]; (5)
Steidel and Sargent [1992]; (6) Sargent et al. [1979]; (7) Lanzetta et al. [1987]; (8) Sargent et al. [1988]; (9) Barthel et al. [1990]; (10)
Steidel [1990]; (11) Storrie-Lombardi et al. [1996]; (12) Sargent et al. {1982a]; (13) Aldcroft et al. [1994]; (14) Young et al. [1982b]; (15)
Petitjean and Bergeron {1994]; (16) Wright et al. [1982]; (17) Petitjean and Bergeron [1990]; (18) Young et al. [1982a]; (19) Tytler et al. [1987];
(20) Foltz et al. (1986]; (21) Robertson and Shaver [1983]; (22) Bahcall et al. [1996]; (23) Bahcall et al. [1993].
cBlended line.
"FeII 2382.
"FeII 2586.
'FeII 1608.
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1.260 i 0.060
0.509 i 0.001
0.710 + 0.000
0.698 i 0.044
0.828 i 0.037
1.043 i 0.209
< 1.989
0.990 +0.000
0.394 ±0.001
1.129 ±0.003
0.595 +0.119
< 0.694
< 0.264
< 0.228
< 0.012
0.419 i 0.022
< 0.005
2.940 ± 0.272
< 0.275
0.457 ± 0.042
1.473 + 0.071
2.459 i 0.081
0.880 & 0.000
2.140 ± 0.028
< 0. 141
0.830 & 0.166
0.392 i 0.046
< 0.309
< 0.937c
< 0.250
< 0.908
< 0.885
< 0.776
< 0.476d
0.555 i 0.111
< 0.110c,
0.954 ± 0.099
< 0.863
1.309 ± 0.262
< 0.532
1.172 i 0.070
0.340 ± 0.000
0.266 ± 0.049
< 0.116
< 0.947
1.004 ± 0.201
< 0.457
0.560 ± 0.035
< 0.408
0.319 ± 0.064
< 0.370
< 0.334
< 0.936
< 0.440d
< 0.694
< 0.434
< 0.326
< 0.308
< 0.362
< 0.544
< 0.469
1
1
2,3
2,4,5
2,3,4
6,7
7
1
5
8
5,8
5,8
1,8
8
9
9
5
5
1
1
1
1
1
1
9
9
13
10
13
1
7
9
1
7
7,15
2,4,17,19
2,5,17,23
9
9
8
8
7,9
9
1
1
11
10
9
9,13
1
8
8
8
9
1
1
1
Comparison Samples Statistics: Two Redshift Bins
Ion z Detections Upper Limitsab Min WIon Max WIon(A) (A)
Low Redshift, 0 < z < 2
HI 1215 0.864 18 2 (1) 1.09 ± 0.000 11.95 ± 0.26
MgII 2796 1.128 272 0 0.30 ± 0.04 5.80 ± 0.08
MgI 2852 1.128 46 214 (5) < 0.05 1.36 i 0.11
Fell 2374 1.215 36 137 (5) < 0.07 2.14 i 0.08
Fell 2586 1.190 66 139 (3) < 0.03 2.60 i 0.14
Fell 2600 1.173 94 122 (5) < 0.03 3.38 i 0.11
CII 1334 1.211 23 9 (2) < 0.14 3.00 & 0.08
CIV 1548 1.255 36 12 0.13 ± 0.02 2.13 ± 0.11
CIV 1550 1.322 24 17 (5) 0.21 i 0.02 1.53 i 0.10
Sill 1526 1.276 17 20 < 0.07 2.04 i 0.12
SiIV 1393 1.237 20 15 (2) < 0.14 1.42 i 0.07
SiIV 1402 1.366 14 13 < 0.12 1.02 i 0.07
AlII 1670 1.117 17 32 (2) 0.12 ± 0.01 2.32 i 0.20
AlIII 1854 1.209 13 37 < 0.05 0.66 i 0.03
High Redshift, z > 2
HI 1215 3.402 27 0 1.80 ± 0.17 36.71 ± 1.09
MgII 2796 3.184 97 0 0.30 ± 0.04 5.58 ± 0.07
MgI 2852 3.174 13 73 0.02 ± 0.004 1.57 i 0.04
Fell 2374 3.123 22 59 (5) < 0.03 1.40 ± 0.02
Fell 2586 3.130 36 47 (2) < 0.06 2.47 i 0.02
Fell 2600 3.147 49 32 (3) < 0.07 3.38 ± 0.02
CII 1334 3.360 8 0 0.09 ± 0.002 0.89 ± 0.02
CIV 1548 3.647 24 8 0.07 i 0.01 1.35 ± 0.08
CIV 1550 3.647 19 13 (1) < 0.05 0.96 i 0.08
Sill 1526 3.728 21 7 (2) 0.03 ± 0.002 0.92 ± 0.03
SiIV 1393 3.439 7 3 (2) 0.13 ± 0.02 0.79 ± 0.08
SiIV 1402 3.533 5 6 (1) < 0.13 0.58 i 0.04
AlII 1670 3.693 18 20 (2) < 0.07 0.96 i 0.08
AlIII 1854 3.438 7 49 (4) 0.04 ± 0.007 0.91 i 0.01
SDSS, 0.36 < z < 2
MgII 2796 1.064 1975 0 0.30 ± 0.06 4.44 i 0.69
MgI 2852 1.050 28 1900 < 0.16 3.47 i 0.11
Fell 2374 1.128 37 1651 < 0.13 1.60 ± 0.31
Fell 2586 1.054 97 1747 0.16 ± 0.03 2.21 i 0.27
Fell 2600 1.078 216 1702 < 0.17 3.83 & 0.18
CII 1334 1.921 5 6 < 0.24 1.93 i 0.33
CIV 1548 1.622 127 208 < 0.15 3.46 ± 0.28
CIV 1550 1.615 87 169 < 0.18 1.71 ± 0.15
Sill 1526 1.712 20 47 < 0.15 1.35 i 0.18
SiIV 1393 1.867 16 13 0.20 ± 0.04 1.98 ± 0.28
SiIV 1402 1.861 6 14 < 0.16 0.95 i 0.16
AlII 1670 1.430 42 346 0.14 ± 0.03 1.60 ± 0.14
AlIII 1854 1.292 5 596 < 0.05 1.21 + 0.14
aUpper Limits are 5o-.
1 Values in parentheses are upper limits derived from blended lines.
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Table B.4.
Table B.5. Comparison Samples Statistics: Three Redshift Bins
Ion I Detections Upper Limitsat> Min WIon Max WIon(A) (A)
Low Redshift, 0 < z < 1.5
HI 1215 0.752 17 1 1.09 ± 0.000 11.15 + 1.09
MgII 2796 0.968 217 0 0.30 ± 0.04 4.68 ± 0.38
MgI 2852 0.973 37 172 (3) < 0.05 1.36 i 0.11
FeII 2374 1.008 26 101 (2) < 0.07 1.09 i 0.00
FeII 2586 0.997 47 107 (3) < 0.03 1.90 ± 0.02
FeII 2600 0.985 67 97 (4) < 0.03 2.94 i 0.27
CII 1334 0.736 12 6 0.23 ± 0.001 1.50 1 0.06
CIV 1548 0.857 17 10 < 0.13 1.60 ± 0.26
CIV 1550 0.887 12 9 0.21 ± 0.02 1.23 i 0.00
SiII 1526 0.883 9 12 0.10 t 0.01 1.01 i 0.20
SiIV 1393 0.810 10 10 0.20 i 0.03 0.70 i 0.04
SiIV 1402 0.875 6 7 0.17 i 0.02 0.30 ± 0.06
AlII 1670 0.834 12 22 (1) 0.12 i 0.01 1.25 i 0.21
AlIII 1854 0.883 5 27 0.16 i 0.03 0.36 i 0.02
Mid Redshift, 1.5 < z < 3
HI 1215 2.405 4 1 (1) 8.04 ± 0.07 24.21 ± 0.16
MgII 2796 2.092 100 0 0.32 ± 0.02 5.80 ± 0.08
MgI 2852 2.091 16 76 (2) < 0.05 1.29 + 0.03
FeII 2374 2.117 20 63 (6) < 0.09 2.14 i 0.08
FeII 2586 2.098 35 56 (1) < 0.08 2.60 ± 0.14
FeII 2600 2.084 51 39 (2) < 0.07 3.38 i 0.02
CII 1334 1.851 13 3 (2) < 0.14 3.00 i 0.08
CIV 1548 1.839 22 3 0.07 ± 0.01 2.13 ± 0.11
CIV 1550 1.852 14 10 (5) < 0.06 1.53 ± 0.10
SiII 1526 1.870 11 8 < 0.07 2.04 ± 0.12
SiIV 1393 1.834 12 5 (2) 0.13 i 0.02 1.42 ± 0.07
SiIV 1402 1.851 9 7 < 0.12 1.02 i 0.07
AlII 1670 2.059 11 12 (1) < 0.12 2.32 ± 0.20
AlIII 1854 2.148 13 21 (2) < 0.05 0.91 ± 0.01
High Redshift, z > 3
HI 1215 3.482 24 0 1.80 ± 0.17 36.71 ± 1.09
MgII 2796 3.780 52 0 0.30 ± 0.04 5.58 i 0.07
MgI 2852 3.787 6 39 0.02 ± 0.004 1.57 i 0.04
FeII 2374 3.623 12 32 (2) < 0.03 0.75 i 0.06
FeII 2586 3.703 20 23 (1) < 0.06 1.42 i 0.08
FeII 2600 3.703 25 18 (2) < 0.07 3.30 ± 0.04
CII 1334 3.797 6 0 0.09 i 0.002 0.88 ± 0.04
CIV 1548 3.851 21 7 0.08 i 0.01 1.35 + 0.08
CIV 1550 3.851 17 11 (1) < 0.05 0.96 ± 0.08
SiII 1526 3.902 18 7 (2) 0.03 i 0.002 0.92 i 0.03
SiIV 1393 3.786 5 3 (2) 0.26 i 0.02 0.79 ± 0.08
SiIV 1402 3.862 4 5 (1) 0.13 ± 0.003 0.58 ± 0.04
AlII 1670 3.978 12 18 (2) < 0.07 0.96 ± 0.08
AlIII 1854 3.793 2 38 (2) 0.04 ± 0.007 0.07 ± 0.01
aUpper Limits are 5-.
bValues in parentheses are upper limits derived from blended lines.
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Table B.6. Weak and Strong W612796 Comparison Samples Statistics
Ion z Detections Upper Limitsab Min WIon Max WIon(A) (A)
0.3A < W( 2796 .oA
HI 1215 2.805 21 0 1.09 ± 0.000 26.94 i 0.36
MgII 2796 2.129 119 0 0.30 t 0.04 0.99 ± 0.00
MgI 2852 2.116 8 108 (2) 0.02 i 0.004 0.32 ± 0.04
Fell 2374 2.283 11 77 (3) < 0.03 0.59 i 0.05
Fell 2586 2.204 24 70 (1) < 0.06 0.75 t 0.04
Fell 2600 2.188 36 58 (2) < 0.07 0.65 t 0.02
CII 1334 1.757 7 2 0.09 ± 0.002 0.84 ± 0.00
CIV 1548 2.519 27 9 0.07 ± 0.01 1.38 ± 0.03
CIV 1550 2.547 22 13 (1) < 0.05 1.00 & 0.10
Sill 1526 2.733 16 12 (2) 0.03 ± 0.002 0.40 ± 0.03
SiIV 1393 2.092 10 3 (1) < 0.14 0.63 ± 0.01
SiIV 1402 2.291 8 3 0.13 ± 0.003 0.58 ± 0.04
AlII 1670 2.782 8 27 (1) < 0.07 0.36 ± 0.03
AlIII 1854 2.744 3 42 (1) 0.04 ± 0.007 0.20 i 0.04
W 279 > l.OA
HI 1215 2.934 13 0 2.47 i 0.08 36.71 i 1.09
MgII 2796 2.191 75 0 1.01 ± 0.03 5.58 i 0.07
MgI 2852 2.039 24 41 < 0.07 1.57 ± 0.04
Fell 2374 2.262 26 33 (2) < 0.09 1.70 t 0.15
Fell 2586 2.232 36 28 (2) 0.13 i 0.02 2.47 i 0.02
Fell 2600 2.180 48 18 (1) < 0.15 3.38 i 0.02
CII 1334 2.133 11 1 (1) 0.19 i 0.000 1.50 t 0.06
CIV 1548 2.720 17 4 < 0.13 1.60 t 0.26
CIV 1550 2.810 10 10 (3) < 0.13 1.23 ± 0.00
Sill 1526 2.645 15 4 < 0.12 1.01 ± 0.20
SiIV 1393 2.000 6 7 (2) 0.13 i 0.02 0.79 i 0.08
SiIV 1402 2.412 3 9 (1) < 0.12 0.54 & 0.02
AlII 1670 2.725 16 9 (3) < 0.12 0.96 i 0.08
AlIII 1854 3.008 7 23 (3) < 0.06 0.91 ± 0.01
aUpper Limits are 5-.
bValues in parentheses are upper limits derived from blended lines.
159
Table B.7. Weak/Strong W0 2 796 and Low/High z Comparison Samples Statistics
Ion z Detections Upper Limitsab Min WIon Max WIon(A) (A)
0.3A < WO2 7 6 < 1.oA, z < 2
HI 1215 0.764 11 1 1.09 ± 0.000 11.15 i 1.09
MgII 2796 1.069 170 0 0.30 ± 0.04 1.00 i 0.06
MgI 2852 1.063 12 151 (4) < 0.05 0.40 ± 0.07
Fell 2374 1.144 9 98 (4) < 0.07 0.59 i 0.05
Fell 2586 1.112 23 105 (2) < 0.03 0.64 i 0.13
FeII 2600 1.108 35 98 (4) < 0.03 0.88 ± 0.04
CII 1334 0.991 10 6 < 0.14 0.84 ± 0.00
CIV 1548 1.160 19 10 0.13 ± 0.02 1.38 i 0.03
CIV 1550 1.173 15 11 (2) 0.21 ± 0.02 1.07 i 0.04
Sill 1526 1.086 7 15 < 0.07 0.40 + 0.03
SiIV 1393 1.062 11 7 < 0.14 1.18 i 0.04
SiIV 1402 1.083 7 8 < 0.14 0.38 i 0.02
AlII 1670 1.031 6 23 0.12 ± 0.01 0.96 ± 0.00
AlIII 1854 1.114 7 24 < 0.05 0.36 ± 0.02
0.3A < W2796 < 1.oA, z > 2
HI 1215 3.300 17 0 1.80 ± 0.17 26.94 i 0.36
MgII 2796 3.280 57 0 0.30 ± 0.04 0.98 i 0.08
MgI 2852 3.289 4 51 0.02 ± 0.004 0.19 ± 0.04
Fell 2374 3.257 6 41 (3) < 0.03 0.41 ± 0.03
FeII 2586 3.213 14 34 (1) < 0.06 0.75 ± 0.04
FeII 2600 3.226 23 24 (2) < 0.07 0.65 ± 0.02
CII 1334 3.628 3 0 0.09 ± 0.002 0.49 i 0.02
CIV 1548 3.686 15 4 0.07 ± 0.01 1.07 ± 0.03
CIV 1550 3.686 12 7 < 0.05 0.88 ± 0.08
SiII 1526 3.820 11 6 (2) 0.03 i 0.002 0.36 ± 0.03
SiIV 1393 3.848 4 1 (1) 0.26 i 0.02 0.63 + 0.01
SiIV 1402 3.848 4 1 0.13 i 0.003 0.58 i 0.04
AlII 1670 3.814 6 16 (1) < 0.07 0.36 ± 0.03
AlIII 1854 3.451 2 30 (1) 0.04 i 0.007 0.20 & 0.04
W 2796 > 1.0A, z < 2
HI 1215 1.013 7 1 (1) 2.47 i 0.08 11.95 i 0.26
MgII 2796 1.228 102 0 1.00 ± 0.20 5.80 + 0.08
MgI 2852 1.236 34 63 (1) < 0.09 1.36 i 0.11
Fell 2374 1.330 27 39 (1) < 0.10 2.14 ± 0.08
Fell 2586 1.319 43 34 (1) 0.17 2.60 ± 0.14
FeII 2600 1.279 59 24 (1) 0.24 ± 0.03 3.38 ± 0.11
CII 1334 1.432 13 3 (2) 0.16 i 0.01 3.00 ± 0.08
CIV 1548 1.400 17 2 0.33 i 0.000 2.13 i 0.11
CIV 1550 1.580 9 6 (3) 0.39 i 0.02 1.53 ± 0.10
Sill 1526 1.555 10 5 < 0.12 2.04 ± 0.12
SiIV 1393 1.422 9 8 (2) < 0.14 1.42 ± 0.07
SiIV 1402 1.721 7 5 < 0.12 1.02 ± 0.07
AlII 1670 1.241 11 9 (2) < 0.12 2.32 ± 0.20
AlIII 1854 1.366 6 13 0.15 ± 0.02 0.66 i 0.03
W v2796 z > 2o > i.oA,z>2
HI 1215 3.576 10 0 6.42 ± 0.08 36.71 i 1.09
MgII 2796 3.048 40 0 1.04 ± 0.05 5.58 i 0.07
MgI 2852 2.970 9 22 < 0.07 1.57 ± 0.04
FeII 2374 2.938 16 18 (2) < 0.09 1.40 ± 0.02
Fell 2586 3.016 22 13 (1) 0.13 ± 0.02 2.47 ± 0.02
Fell 2600 3.036 26 8 (1) < 0.15 3.38 ± 0.02
CII 1334 3.200 5 0 0.62 ± 0.010 0.89 i 0.02
CIV 1548 3.590 9 4 < 0.13 1.35 ± 0.08
CIV 1550 3.590 7 6 (1) < 0.13 0.96 ± 0.08
SiII 1526 3.587 10 1 0.30 i 0.02 0.92 ± 0.03
SiIV 1393 3.031 3 2 (1) 0.13 ± 0.02 0.79 ± 0.08
SiIV 1402 3.270 1 5 (1) < 0.13 0.54 i 0.02
AlII 1670 3.526 12 4 (1) 0.29 ± 0.02 0.96 i 0.08
AlIII 1854 3.421 5 19 (3) < 0.06 0.91 ± 0.01
aUpper Limits are 5o-.
hValues in parentheses are upper limits derived from blended lines.
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Table C.1. Mg i Equivalent Width Distribution
(WI) AW
,  
C Number d
2 N/dzdW(A) (A) (%)
z = 1.90 6.30
0.42 0.05-0.64 51.7 47 1.515+0.262
0.94 0.64-1.23 82.2 28 0.587t0.117
1.53 1.23-1.82 83.5 14 0.288+0.079
2.12 1.82-2.41 83.5 9 0.186+0.063
2.71 2.41-3.00 83.5 4 0.083±0.042
4.34 3.00-5.68 83.5 6 0.027+0.011
z = 1.95 2.98
0.42 0.05-0.64 47.2 22 1.601i0.386
0.94 0.64-1.23 79.5 8 0.371+0.134
1.52 1.23-1.82 81.1 7 0.315+0.122
2.11 1.82-2.41 81.1 4 0.183±0.092
2.70 2.41-3.00 81.1 2 0.091±0.065
4.34 3.00-5.68 81.1 5 0.050+0.023
z = 3.15 - 3.81
0.41 0.05-0.64 62.9 17 1.602+0.406
0.94 0.64-1.23 91.2 11 0.723+0.221
1.52 1.23-1.82 92.1 6 0.390+0.161
2.11 1.82-2.41 92.1 2 0.130+0.092
2.70 2.41-3.00 92.1 1 0.065+0.065
4.34 3.00-5.68 92.1 1 0.014+0.014
z = 4.34 - 5.35
0.41 0.05-0.64 61.1 7 1.426t0.558
0.94 0.64-1.23 90.5 5 0.696+0.314
1.53 1.23-1.82 91.3 1 0.138t0.138
2.12 1.82-2.41 91.3 2 0.276±0.196
2.71 2.41-3.00 91.3 1 0.138i0.138
4.34 3.00-5.68 91.3 0 <0.030
MLEs, d2 N/dzdW = N*/(W*.AZ) exp(-W/W*)
(z) Az W* N*(A)
0.68a 0.366-0.871 0.585+0.024 1.216+0.124
1.10a 0.871-1.311 0.741+0.032 1.171+0.083
1.60a 1.311-2.269 0.804+0.034 1.267+0.092
2.50 1.947-2.975 0.935+0.150 1.755+0.081
3.46 3.150-3.805 0.766+0.152 1.952+0.105
4.78 4.345-5.350 0.700+0.180 1.811+0.141
3.23 1.947-6.207 0.824+0.090 1.827+0.059
aParameter fits from Nestor et al. [2005]
Mg ii Absorption line density dN/dz
(z) Az C Number dN/dz dN/dX
(%)
0.3A < W, < 0.6 A
2.225 1.947-2.461 51.8 4 0.329+0.176 0.104+0.056
2.726 2.461-2.975 70.8 8 0.474+0.171 0.138+0.050
3.457 3.150-3.805 78.7 10 0.449+0.144 0.118+0.038
4.787 4.345-5.350 76.7 4 0.388+0.196 0.088+0.045
0.6A < wr < 1.oA
2.226 1.947-2.461 69.2 5 0.324+0.147 0.103+0.047
2.722 2.461-2.975 85.3 3 0.148+0.086 0.043+0.025
3.458 3.150-3.805 90.1 11 0.432+0.132 0.113+0.035
4.780 4.345-5.350 89.4 5 0.416+0.188 0.095i0.043
w1, > 1.0A
2.226 1.947-2.461 73.8 8 0.485+0.176 0.154±0.056
2.721 2.461-2.975 88.0 12 0.575+0.170 0.167±0.049
3.459 3.150-3.805 92.1 12 0.461+0.135 0.121±0.035
4.777 4.345-5.350 91.3 4 0.325+0.164 0.074+0.037
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Table C.2.
Table C.3.
Table C.4. MLEs, dN/dz = N*(1 + z)j
(WI) AW, Az N*(A) (A)
1.17a 1.00-1.40 0.35-2.3 0.99+0 29 0.51 +090.22 -0.10
1.58a 1.40-1.80 0.35-2.3 1.56+0 33 0.020+0 05
-031 -0.05
1.63a 1.00+ 0.35-2.3 1.40±016 0.08+0 150.16 -0.05
2.08a 1.40+ 0.35-2.3 1.74±0 22 0.036±006
-0.22 -0.06
2.52a 1.80+ 0.35-2.3 1.92+0 . 0.016 0.
0.824 Full Range 1.9-6.3 0.133 ± 0.477 1.113 ± 0.759
0.45 0.30-0.60 1.9-6.3 -0.104±0.937 0.482±0.644
0.79 0.60-1.00 1.9-6.3 0.928±0.889 0.093±0.121
1.82 1.00+ 1.9-6.3 -0.746±0.857 1.301±1.555
aParameter fits from Prochter et al. [2006], with corresponding up-
per and lower 95% confidence intervals. This survey's results include
l errors.
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Table D.1. Absorption Properties for the FIRE Sample: Mg Ions
Index # Sightline z W 2796 W28 Wl 2852a Class
(A) (A) (A)
1b QOOOO-26
2 QOOOO-26
3 BROO04-6224
4 BROO04-6224
5 BROO04-6224
6 BROO04-6224
7 BROO04-6224
8 BROO04-6224
9 BROO16-3544
10 BROO16-3544
11 BR0016-3544
12 BR0016-3544
13 SDSS0106+0048
1 4 b SDSS0113-0935
15 SDSS0113-0935
16 SDSS0113-0935
17 SDSS0127-0045
18 SDSS0127-0045
19 SDSS0127-0045
20 SDSS0127-0045
21 SDSS0140-0839
22 SDSS0140-0839
23 SDSS0140-0839
24 SDSS0203+0012
25 SDSSO203+0012
26 SDSSO203+0012
27 SDSSO203+0012
28 BR0305-4957
29 BR0305-4957
30 BR0305-4957
31 BR0305-4957
32 BR0305-4957
33 BR0322-2928
34 SDSSO332-0654
35 BR0331-1622
36 BR0331-1622
37 BR0331-1622
38 BR0331-1622
39 BRO353-3820
40 BR0353-3820
41 BR0353-3820
42 BR0418-5723
43 BR0418-5723
44 SDSS0818+1722
45 SDSS0818+1722
46 SDSS0818+1722
47 SDSS0836+0054
48 SDSS0836+0054
49 SDSSO949+0335
50 SDSSO949+0335
51 SDSS1020+0922
52 SDSS1020+0922
53 SDSS1020+0922
54 SDSS1020+0922
55 SDSS1030+0524
56 SDSS1030+0524
57 SDSS1030+0524
58 SDSS1030+0524
59 SDSS1030+0524
60 SDSS1110+0244
61 SDSS1110+0244
62 SDSS1305+0521
63 SDSS1305+0521
64 SDSS1305+0521
65 SDSS1305+0521
66 SDSS1306+0356
67 SDSS1306+0356
68 SDSS1306+0356
69 SDSS1306+0356
70 SDSS1306+0356
71 ULAS1319+0950
72 SDSS1402+0146
73 SDSS1402+0146
74 SDSS1408+0205
75 SDSS1408+0205
76 SDSS1408+0205
77 SDSS1411+1217
78 SDSS1411+1217
79 SDSS1411+1217
80 SDSS1411+1217
81 SDSS1411+1217
82 SDSS1411+1217
83 Q1422+2309
84 SDSS1433+0227
85 CFQS1509-1749
Continued on Next Page...
2.184
3.390
2.663
2.908
2.959
3.203
3.694
3.776
2.783
2.819
2.949
3.757
3.729
2.825
3.544
3.617
2.588
2.945
3.168
3.728
2.241
3.081
3.212
3.711
4.313
4.482
4.978
2.502
2.629
3.354
3.591
4.466
2.229
3.061
2.295
2.593
2.927
3.557
1.987
2.696
2.754
2.030
2.978
3.563
4.431
5.065
2.299
3.744
2.289
3.310
2.046
2.593
2.749
3.479
2.188
2.780
4.583
4.948
5.130
2.119
2.223
2.302
2.753
3.235
3.680
2.533
3.490
4.615
4.865
4.882
4.569
3.277
3.454
1.982
1.991
2.462
2.237
3.477
4.929
5.055
5.250
5.332
3.540
2.772
3.128
0.162 ± 0.031
1.356 ± 0.016
0.260 ± 0.045
0.596 ± 0.047
0.569 ± 0.063
0.558 i 0.029
0.236 ± 0.042
1.045 i 0.046
0.517 i 0.027
4.028 i 0.050
0.157 + 0.026
1.559 ± 0.041
0.842 i 0.016
0.194 i 0.029
0.228 i 0.037
0.563 ± 0.024
1.602 ± 0.025
2.253 i 0.038
0.309 i 0.024
0.824 ± 0.012
0.405 + 0.031
0.558 + 0.018
0.081 + 0.014
0.374 ± 0.038
0.849 i 0.093
0.670 ± 0.183
0.886 ± 0.039
0.331 ± 0.024
1.113 ± 0.018
0.564 + 0.013
1.373 ± 0.017
1.792 ± 0.017
0.618 ± 0.020
0.883 i 0.084
1.836 i 0.067
0.223 i 0.019
1.382 ± 0.039
0.707 ± 0.033
3.131 ± 0.030
0.381 ± 0.014
4.599 ± 0.016
1.449 ± 0.072
1.850 ± 0.072
0.640 ± 0.072
0.457 ± 0.052
0.841 ± 0.061
0.455 ± 0.022
2.607 ± 0.024
2.852 ± 0.062
2.033 ± 0.039
0.406 ± 0.045
0.464 ± 0.026
0.652 ± 0.023
0.118 i 0.016
0.317 i 0.017
2.617 i 0.069
1.857 i 0.031
0.447 ± 0.017
0.138 ± 0.013
3.041 i 0.041
0.205 i 0.024
1.993 i 0.095
0.378 i 0.040
0.328 ± 0.025
1.781 i 0.068
3.307 ± 0.101
0.648 i 0.031
0.983 ± 0.078
2.798 ± 0.044
1.941 i 0.079
0.406 i 0.062
1.075 i 0.018
0.341 i 0.016
2.174 i 0.056
0.914 i 0.041
1.385 i 0.040
0.627 ± 0.041
0.343 ± 0.016
0.644 ± 0.023
0.207 ± 0.013
0.330 i 0.013
0.197 + 0.013
0.342 + 0.018
0.735 ± 0.018
0.858 + 0.093
0.112 ± 0.026
1.145 i 0.016
0.140 & 0.036
0.183 i 0.028
0.669 ± 0.047
0.548 i 0.026
0.234 ± 0.019
1.049 ± 0.043
0.305 i 0.026
3.639 i 0.053
0.144 ± 0.035
1.430 & 0.050
0.673 i 0.015
0.110 ± 0.029
0.186 ± 0.035
0.344 i 0.020
1.164 i 0.025
1.583 + 0.037
0.138 + 0.016
0.745 i 0.012
0.686 ± 0.043
0.410 i 0.027
0.092 i 0.014
0.250 i 0.065
0.824 ± 0.080
0.623 ± 0.024
0.791 ± 0.056
0.169 ± 0.022
0.959 ± 0.023
0.412 i 0.012
1.207 ± 0.013
1.478 i 0.029
0.510 ± 0.021
0.608 i 0.059
1.714 ± 0.056
0.185 ± 0.019
1.098 + 0.045
0.582 ± 0.033
2.717 ± 0.026
0.232 ± 0.014
4.325 i 0.019
1.009 ± 0.080
2.136 ± 0.099
0.427 ± 0.029
0.138 ± 0.010
0.533 i 0.046
0.300 ± 0.021
1.992 i 0.031
2.408 ± 0.054
1.665 i 0.033
0.288 ± 0.047
0.499 ± 0.022
0.518 i 0.024
0.085 ± 0.019
0.291 i 0.017
1.855 i 0.086
2.139 i 0.127
0.278 ± 0.019
0.089 i 0.023
2.884 ± 0.042
0.121 i 0.029
1.533 ± 0.095
0.319 i 0.037
0.130 ± 0.025
1.583 i 0.039
3.019 i 0.088
0.526 ± 0.044
0.724 i 0.038
3.049 i 0.087
2.276 ± 0.040
0.177 + 0.029
1.034 ± 0.028
0.112 ± 0.018
1.769 ± 0.054
0.555 i 0.042
1.029 ± 0.035
0.334 i 0.045
0.179 ± 0.022
0.488 + 0.018
0.092 i 0.015
0.190 i 0.011
0.241 ± 0.011
0.167 + 0.012
0.601 i 0.024
0.773 ± 0.043
< 0.114
0.060 ± 0.014
< 0.079
< 0.133
0.161 ± 0.043
< 0.081
< 1.030'
< 0.047
0.325 i 0.045
< 0.067
< 0.055
0.053 ± 0.015
< 0.045
< 0.129
0.139 ± 0.040
< 0.032
< 0.055
< 0.077
0.070 i 0.018
< 0.040
< 0.202
< 0.062
0.087 ± 0.026
< 0.114
< 0.033
0.083 ± 0.014
< 0.032
0.173 ± 0.011
< 0.057
< 0.056
< 0.133
< 0.137
< 0.086
0.127 i 0.012
0.358 ± 0.043
< 0.036
1.290 ± 0.027
< 0.272
< 1.106
< 0.151
< 0.055
< 0.048
1.016 i 0.096
0.257 i 0.026
< 0.077
0.188 ± 0.036
< 0.079
< 0.105
< 0.115
< 0.282
< 0.118
< 0.056
< 0.031
0.354 ± 0.045
< 0.090
< 0.321
< 0.115
< 0.118
< 0.126
< 0.229
0.076 i 0.021
< 0.256
0.138 ± 0.035
< 0.104
0.065 i 0.019
< 0.076
0.268 i 0.079
< 0.224
< 0.129
0.115 ± 0.035
< 0.168
< 0.096
< 0.034
< 0.072
0.023 i 0.004
< 0.051
< 0.094
DLA/H I -Rich
Classic+C iv-Deficient
Classic+C iv-Deficient
Classic+C iv-Deficient
DLA/H I -Rich
Classic+C Iv-Deficient
DLA/H I -Rich
Double
Double
Classic
Double
Double
Classic
DLA/H I -Rich
Classic+C Iv-Deficient
Classic
ClassicC v-Deficient
Classic+C Iv-Deficient
Classic
DLA/H I -Rich
Classic+C Iv-Deficient
DLA/H I -Rich
Classic+C iv-Deficient
DLA/H I -Rich
DLA/H I -Rich
Classic+C Iv-Deficient
Classic+C Iv-Deficient
DLA/H I -Rich
Double
DLA/H I -Rich
DLA/H I -Rich
Classic+C Iv-Deficient
DLA/H I -Rich
DLA/H I -Rich
DLA/H I -Rich
Classic+C iv-Deficient
Classic+C iv-Deficient
Classic+C Iv-Deficient
Classic+C Iv-Deficient
Double
DLA/H I -Rich
DLA/H I -Rich
Classic+C Iv-Deficient
DLA/H I -Rich
C iv-Deficient
Classic+C Iv-Deficient
Double
Double
C iv-Deficient
DLA/H I -Rich
DLA/H I -Rich
Classic+C Iv-Deficient
C Iv-Deficient
DLA/H I -Rich
DLA/H I -Rich
Classic+C Iv-Deficient
DLA/H I -Rich
Double
DLA/H I -Rich
Classic+C Iv-Deficient
DLA/H I -Rich
C Iv-Deficient
DLA/H I -Rich
Classic+C IV-Deficient
DLA/H I -Rich
Classic+C IV-Deficient
Classic+C iv-Deficient
Double
Classic
Classic
Classic+C IV-Deficient
Double
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Table D.1 - Continued
Index # Sightline z WOm W w2803 W Class
(A) (A) (A)
86 CFQS1509-1749 3.266 0.896 ± 0.021 0.711 ± 0.023 < 0.079 Classic+C Iv-Deficient
87 CFQS1509-1749 3.392 5.585 ± 0.071 5.082 i 0.050 1.565 ± 0.039 DLA/H I -Rich
88 SDSS1538+0855 2.638 0.278 i 0.027 0.206 ± 0.028 < 0.040 .......
89 SDSS1538+0855 3.498 0.151 ± 0.011 0.122 i 0.014 < 0.028 .......
90 SDSS1616+0501 2.741 1.510 ± 0.044 0.923 i 0.051 < 0.232 Classic+C iv-Deficient
91 SDSS1616+0501 3.275 0.600 ± 0.036 0.494 i 0.110 < 0.367 Classic+C iv-Deficient
92 SDSS1616+0501 3.396 0.960 ± 0.036 0.631 i 0.113 0.209 ± 0.050 DLA/H I -Rich
93 SDSS1616+0501 3.450 0.606 ± 0.033 0.557 ± 0.053 < 0.525 Classic+C iv-Deficient
94 SDSS1616+0501 3.733 2.252 t 0.189 1.421 ± 0.068 ... DLA/H I -Rich
95 SDSS1620+0020 2.910 1.130 ± 0.058 1.063 i 0.058 < 0.250 Double
96 SDSS1620+0020 3.273 0.965 i 0.043 0.635 i 0.052 < 0.129 Classic
97 SDSS1620+0020 3.620 1.357 i 0.065 1.091 i 0.042 0.090 i 0.028 Double
98 SDSS1620+0020 3.752 1.656 ± 0.065 1.550 ± 0.095 ... DLA/H I -Rich
99 SDSS1621-0042 2.678 0.176 i 0.017 0.135 ± 0.016 < 0.037 .......
100 SDSS1621-0042 3.106 0.974 ± 0.011 1.011 i 0.012 0.128 ± 0.017 Classic
101 SDSS2147-0838 2.286 0.977 i 0.040 0.567 ± 0.033 < 0.220 Classic+C iv-Deficient
102 SDSS2228-0757 3.175 0.304 t 0.037 0.243 ± 0.031 < 0.151 Classic+C iv-Deficient
103 SDSS2310+1855 2.243 1.441 ± 0.050 0.781 ± 0.049 < 0.090 Double
104 SDSS2310+1855 2.351 0.807 i 0.042 0.492 i 0.035 < 0.072 Classic+C iv-Deficient
105 SDSS2310+1855 2.643 0.863 ± 0.036 0.339 i 0.059 0.077 i 0.016 Classic+C iv-Deficient
106 SDSS2310+1855 3.300 0.665 ± 0.039 0.457 i 0.034 < 0.046 Classic+C IV-Deficient
107 BR2346-3729 2.830 1.633 i 0.049 1.421 i 0.037 0.185 i 0.060 DLA/H I -Rich
108 BR2346-3729 2.923 0.557 ± 0.030 0.636 ± 0.034 < 0.131 Classic+C Iv-Deficient
109 BR2346-3729 3.619 0.412 t 0.031 0.240 ± 0.019 0.055 ± 0.016 Classic+C iv-Deficient
110 BR2346-3729 3.692 0.385 ± 0.016 0.413 ± 0.046 < 0.089 Classic+C iv-Deficient
11 1 d SDSS0140-0839 3.697 0.604 ± 0.014 0.308 ± 0.009 ... .......
aUpper limits are 3o-.
hbSuspected false positive.
cBlended line.
d Proximate system.
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Table D.2. N(H i) and Metallicity Measurements, FIRE sample
Index # Sightline z log N(H i) [Fe/H]a [C/H]b [Si/Hj [A1/H]d [Mg/H]e
(log cm-2)
2 QOOOO-26 3.390 21.40 0.05 > -2.524 ......... > -1.330 > -2.920 > -3.045
13 SDSS0106+0048 3.729 19.45 i 0.15 > -1.442 ......... > -0.858 > -0.855 > -1.379
15 SDSS0113-0935 3.544 19.05 ±0.10 ...... ......... > -1.692
16 SDSS0113-0935 3.617 19.40 ± 0.15 > -1.497 > -1.523 ......... > -1.731
18 SDSS0127-0045 2.945 20.03 ± 0.15 > -2.052 ......... ......... > -1.228 > -1.614
19 SDSS0127-0045 3.168 19.20 ± 0.15 ......... ......... ........ ......... > -1.889
20 SDSS0127-0045 3.728 21.20 & 0.10 > -2.845 > -3.144 > -2.708 > -2.890 > -3.073
22 SDSS0140-0839 3.081 19.25 ± 0.20 -1.046 ± 0.312 ......... > -0.952 > -0.968 > -1.453
23 SDSS0140-0839 3.212 18.95 ± 0.20 ........ ......... -1.266 ± 0.312 -1.735 ± 0.303 -1.923 ± 0.331
30 BR0305-4957 3.354 20.25 ± 0.10 -2.729 ± 0.201 ......... ......... ......... > -2.469
31 BRO305-4957 3.591 20.40 ± 0.20 > -1.739 ......... ........ ......... > -1.992
32 BRO305-4957 4.466 20.65 ± 0.10 > -2.191 > -2.229 > -1.596 > -1.894 > -2.170
34 SDSSO332-0654 3.061 18.75 ± 0.20 > -0.872 ......... ......... > -0.809
38 BR0331-1622 3.557 21.10 ± 0.10 > -2.272 ... > -2.263 .... > -3.108
50 SDSS0949+0335 3.310 19.90 ± 0.10 > -0.994 ......... > -0.857 > -1.151 > -1.301
52 SDSS1020+0922 2.593 21.10 ± 0.20 > -2.232 ......... -1.505 ± 0.324 > -2.644 > -3.204
53 SDSS1020+0922 2.749 20.10 ± 0.10 > -1.684 ......... > -1.657 > -2.030 > -2.175
54 SDSS1020+0922 3.479 19.35 ± 0.10 ......... -2.482 ± 0.214 ......... -1.795 i 0.213 2.347 ± 0.219
64 SDSS1305+0521 3.235 19.35 ± 0.15 > -1.358 ......... ........ > -1.968
65 SDSS1305+0521 3.680 21.50 ± 0.15 > -2.489 > -3.239 > -2.551 > -2.837 > -2.914
72 SDSS1402+0146 3.277 21.05 i 0.10 > -2.313 ......... > -2.198 > -2.557 > -2.675
73 SDSS1402+0146 3.454 19.65 ± 0.15 -1.392 ± 0.254 ......... > -0.988 > -1.245 > -2.291
83f Q1422+2309 3.540 18.70 ± 0.10 > -1.420 -1.186 ± 0.245 ......... > -1.366
88 SDSS1538+0855 2.638 19.00 ± 0.20 > -1.434 ......... > -1.035 ......... > -1.572
89 SDSS1538+0855 3.498 18.90 ± 0.20 ......... ......... > -1.549 ......... > -1.710
91 SDSS1616+0501 3.275 20.05 ± 0.15 ......... ......... ......... ......... > -2.003
92 SDSS1616+0501 3.396 21.20 ± 0.10 > -2.136 ......... ......... ......... > -3.077
93 SDSS1616+0501 3.450 19.45 ± 0.15 > -0.671 ......... ......... ......... > -1.518
94 SDSS1616+0501 3.733 20.50 t 0.20 > -2.022 ......... > -1.697 > -2.198 > -2.026
97 SDSS1620+0020 3.620 20.00 ± 0.15 ......... > -1.785
98 SDSS1620+0020 3.752 20.90 ± 0.10 > -2.215 > -2.528 > -2.010 > -1.977 > -2.401
99 SDSS1621-0042 2.678 18.35 i 0.35 ......... ......... ......... ......... > -1.134
100 SDSS1621-0042 3.106 19.90± 0.15 -1.792 ± 0.242 ......... > -1.214 > -1.404 > -1.521
aFe II.
bC
ci
dAl II.
'Mg 11.
S[O/H] -2.037 ± 0.247 (0 1).
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Table D.3. Absorption Properties for the FIRE Sample: H 1 1215 and 0 11302
Index # Sightline z wo
1 215  W"x1302a
(A) (A)
2 QOOOO-26 3.390 33.182 ± 0.093 ...
13 SDSS0106+0048 3.729 3.863 ± 0.139
15 SDSS0113-0935 3.544 2.470 i 0.068 < 0.142
16 SDSS0113-0935 3.617 3.651 ± 0.061 < 0.156
18 SDSS0127-0045 2.945 8.102 ± 0.176 ...
19 SDSS0127-0045 3.168 2.916 i 0.088 ...
20 SDSS0127-0045 3.728 26.937 ± 0.357 ...
22 SDSS0140-0839 3.081 3.086 ± 0.026 ...
23 SDSS0140-0839 3.212 2.216 ± 0.014 ...
30 BR0305-4957 3.354 9.520 0.097 ...
31 BR0305-4957 3.591 11.252 i 0.062 ...
32 BRO305-4957 4.466 14.851 ± 0.044 < 0.488
34 SDSSO332-0654 3.061 1.800 ± 0.169 .
38 BRO331-1622 3.557 24.205 ± 0.085 ...
50 SDSSO949+0335 3.310 6.421 ± 0.079
52 SDSS1020+0922 2.593 24.207 i 0.157 ...
53 SDSS1020+0922 2.749 8.043 ± 0.074
54 SDSS1020+0922 3.479 3.452 i 0.021 < 0.033
64 SDSS1305+0521 3.235 3.452 ± 0.189 ...
65 SDSS1305+0521 3.680 36.708 i 1.087 ...
72 SDSS1402+0146 3.277 22.946 ± 0.294 ...
73 SDSS1402+0146 3.454 4.842 i 0.123 ...
83 Q1422+2309 3.540 2.222 & 0.002 0.016 i 0.002
88 SDSS1538+0855 2.638 2.340 & 0.034
89 SDSS1538+0855 3.498 2.101 i 0.023 < 0.103
91 SDSS1616+0501 3.275 7.606 i 0.459 ...
92 SDSS1616+0501 3.396 26.912 ± 0.838 ...
93 SDSS1616+0501 3.450 3.862 ± 0.296 ...
94 SDSS1616+0501 3.733 12.572 ± 0.450 ...
97 SDSS1620+0020 3.620 7.190 ± 0.491 ...
98 SDSS1620+0020 3.752 19.499 ± 1.038 ...
99 SDSS1621-0042 2.678 1.263 ± 0.039 ...
100 SDSS1621-0042 3.106 6.420 0.070
aUpper limits are 3o-.
bBlended line.
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Table D.4. Absorption Properties for the FIRE Sample: Fe Ions
Index # Sightline z wo1 6 08 a WA
234 4
a WO 2374 a w2382 a wo2586a WAO2600a
(A) (A) (A) (A) (A) (A)
1 b QOOOO-26 2.184 ... < 0.056 < 0.056 < 0.052 < 0.471c < 0.106
2 QOOOO-26 3.390 0.190 + 0.010 0.313 + 0.031 0.302 ± 0.021 0.514 i 0.017 0.329 ± 0.025 0.523 ± 0.016
3 BROO04-6224 2.663 ... < 0.236 < 0.266 < 0.334 < 0.258 < 0.264
4 BROO04-6224 2.908 ... < 0.241 < 0.277c < 0.199 < 0.118 < 0.131
5 BROO04-6224 2.959 ... 0.318 i 0.058 < 0.203 0.549 i 0.084 < 0.293c 0.557 i 0.047
6 BROO04-6224 3.203 ... 0.284 ± 0.054 < 0.099 0.463 i 0.049 0.109 + 0.031 < 0.588c
7 BR0004-6224 3.694 ... < 0.081 < 0.180 < 0.335 < 0.133 < 0.090
8 BROO04-6224 3.776 ... 0.683 ± 0.044 0.209 ± 0.031 0.730 ± 0.031 0.446 i 0.044 0.697 ± 0.032
9 BROO16-3544 2.783 ... < 0.143 < 0.102 < 0.114 < 0.077 < 0.093
10 BROO16-3544 2.819 ... 1.295 ± 0.058 0.893 ± 0.059 2.593 ± 0.089 1.387 i 0.057 2.434 i 0.048
11 BROO16-3544 2.949 ... < 0.082 < 0.136 ... < 0.152 < 0.084
12 BROO16-3544 3.757 ... ... ... ... 0.204 ± 0.022 0.400 ± 0.020
13 SDSS0106+0048 3.729 < 0.448 0.150 ± 0.034 < 0.091 0.156 i 0.016 0.133 i 0.040 0.211 i 0.013
1 4 b SDSS0113-0935 2.825 ... < 0.087 < 0.152 < 0.181 < 0.100 < 0.091
15 SDSS0113-0935 3.544 < 0.148 < 0.115 < 0.064 < 0.086 < 0.045 < 0.042
16 SDSS0113-0935 3.617 < 0.135 < 0.040 < 0.068 < 0.065 < 0.062 < 0.111
17 SDSS0127-0045 2.588 ... 0.131 ± 0.031 < 0.142 0.244 ± 0.044 0.093 ± 0.027 0.187 ± 0.039
18 SDSS0127-0045 2.945 ... 0.137 i 0.026 < 0.118 0.439 ± 0.036 < 0.104 0.346 ± 0.031
19 SDSS0127-0045 3.168 < 0.130 < 0.052 < 0.057 < 0.051 < 0.036 < 0.039
20 SDSS0127-0045 3.728 < 0.421 0.188 i 0.017 < 0.074 0.549 ± 0.015 0.259 i 0.026 0.472 ± 0.011
21 SDSS0140-0839 2.241 ... ... 0.235 ± 0.008 0.491 i 0.011 0.351 ± 0.031 0.524 ± 0.030
22 SDSS0140-0839 3.081 0.071 ± 0.009 < 0.088 0.081 i 0.019 0.203 ± 0.021 0.112 ± 0.023 0.249 i 0.027
23 SDSS0140-0839 3.212 < 0.031 < 0.101 < 0.059 < 0.064 < 0.052 < 0.059
24 SDSSO203+0012 3.711 ... < 0.309 < 0.303 < 0.398 < 0.215 < 0.186
25 SDSSO203+0012 4.313 ... 0.230 ± 0.041 < 0.248 0.503 ± 0.094 ...
26 SDSSO203+0012 4.482 ... 0.369 i 0.039 0.240 ± 0.071 0.406 ± 0.027
27 SDSSO203+0012 4.978 ... ... ... ... 0.473 i 0.034 0.612 i 0.101
28 BRO305-4957 2.502 ... < 0.084 < 0.078 < 0.726' < 0.046 < 0.074
29 BRO305-4957 2.629 ... 0.248 ± 0.029 0.061 ± 0.018 0.660 ± 0.017 ...
30 BRO305-4957 3.354 ... 0.058 ± 0.019 < 0.033 0.179 + 0.014 ... ...
31 BRO305-4957 3.591 0.246 i 0.010 0.510 ± 0.010 0.202 ± 0.009 0.698 ± 0.010 0.409 i 0.008 0.728 i 0.009
32 BRO305-4957 4.466 0.162 ± 0.016 0.438 ± 0.016 0.123 ± 0.012 0.782 ± 0.017 ...
33 BR0322-2928 2.229 ... ... ... 0.391 ± 0.012 0.268 ± 0.022 0.425 i 0.026
34 SDSSO332-0654 3.061 < 0.360 < 0.835 < 0.229 0.288 ± 0.076 < 0.225 < 0.257
35 BR0331-1622 2.295 ... 1.306 ± 0.082 0.274 i 0.045 0.935 ± 0.048 0.655 ± 0.108 1.075 i 0.083
36 BR0331-1622 2.593 ... < 0.075 < 0.154 < 0.094 . < 0.098 < 0.183
37 BR0331-1622 2.927 ... < 0.339' < 0.170 0.351 ± 0.059 < 0.105 0.201 i 0.047
38 BR0331-1622 3.557 0.211 ± 0.012 0.438 i 0.032 0.274 i 0.020 0.527 i 0.023 0.430 ± 0.022 0.460 + 0.019
39 BR0353-3820 1.987 ... 0.872 ± 0.006 0.364 ± 0.008 1.534 ± 0.007 0.908 i 0.008 1.568 ± 0.008
40 BR0353-3820 2.696 ... < 0.050 < 0.070 < 1.238' < 0.047 < 0.044
41 BR0353-3820 2.754 ... 2.452 ± 0.030 1.403 ± 0.025 3.265 ± 0.022 2.470 ± 0.021 3.383 i 0.021
42 BR0418-5723 2.030 ... 0.422 ± 0.007 < 0.291c 0.715 ± 0.007 0.284 i 0.007 0.717 ± 0.009
43 BR0418-5723 2.978 ... < 0.374 0.692 ± 0.133 0.750 ± 0.177 0.563 + 0.149 0.953 ± 0.056
44 SDSS0818+1722 3.563 ... 0.244 ± 0.023 < 0.178 0.294 ± 0.013 0.267 i 0.011 0.285 ± 0.020
45 SDSS0818+1722 4.431 < 0.029 < 0.089 < 0.041 < 0.062 ...
46 SDSS0818+1722 5.065 < 0.045 ... ... ... 0.153 ± 0.015 0.333 & 0.022
47 SDSSO836+0054 2.299 ... ... ... ... < 0.149 < 0.081c
48 SDSS0836+0054 3.744 ... < 0.062 ... ... 0.130 i 0.015 0.346 ± 0.020
49 SDSSO949+0335 2.289 ... 1.026 i 0.070 0.616 i 0.056 1.305 ± 0.054 0.998 ± 0.069 1.071 ± 0.086
50 SDSSO949+0335 3.310 0.271 ± 0.035 0.544 i 0.031 0.326 i 0.048 0.989 ± 0.040 0.408 ± 0.045 0.893 ± 0.023
51 SDSS1020+0922 2.046 ... 0.106 i 0.015 < 0.062 0.341 + 0.022 < 0.060 0.187 i 0.023
52 SDSS1020+0922 2.593 0.178 i 0.009 0.325 i 0.025 0.302 ± 0.042 0.340 ± 0.037 0.307 ± 0.020
53 SDSS1020+0922 2.749 0.051 i 0.009 0.089 ± 0.027 0 112 i 0.021 0.323 i 0.020 0.210 ± 0.025 0.313 + 0.029
54 SDSS1020+0922 3.479 ... < 0.056 < 0.070 < 0.072 ... < 0.298
55 SDSS1030+0524 2.188 ... ... ...
56 SDSS1030+0524 2.780 ... < 1.457' < 2.287' < 0.977' < 0.207 0.766 i 0.098
57 SDSS1030+0524 4.583 0.303 ± 0.013 0.501 i 0.077 0.208 ± 0.032 0.834 ± 0.053
58 SDSS1030+0524 4.948 ... ... ... ... < 0.112 0.123 i 0.030
59 SDSS1030+0524 5.130 < 0.083 ... ... ... < 0.123 < 0.056
60 SDSS1110+0244 2.119 ... 1.732 ± 0.048 1.000 ± 0.035 2.141 ± 0.028 1.618 i 0.046 2.245 + 0.046
61 SDSS1110+0244 2.223 ... < 0.061 ... ... < 0.095 < 0.084
62 SDSS1305+0521 2.302 ... 1.112 i 0.109 < 0.389 1.161 ± 0.147 0.480 ± 0.160 1.407 i 0.099
63 SDSS1505+0521 2.753 ... < 0.311 < 0.123 < 0.116 < 0.093 < 0.141
64 SDSS1305+0521 3.235 < 0.181 0.146 i 0.040 < 0.114 0.112 ± 0.037 < 0.101 < 0. 141
65 SDSS1305+0521 3.680 0.443 i 0.129 0.891 ± 0.048 0.367 ± 0.059 0.932 ± 0.050 0.691 + 0.037 0.984 & 0.042
66 SDSS1306+0356 2.533 ... ... ... ... 0.910 ± 0.087 2.214 i 0.088
67 SDSS1306+0356 3.490 ... < 0.104 < 0.110 0.154 i 0.038 < 0.139 < 0.101
68 SDSS1306+0356 4.615 ... 0.227 i 0.028 < 0.097 0.332 ± 0.029
69 SDSS1306+0356 4.865 ... ... ... ... 0.734 i 0.036 1.829 i 0.122
70 SDSS1306+0356 4.882 ... ... ... ... 1.058 ± 0.027 2.098 ± 0.075
71 ULAS1319+0950 4.569 < 0.062 < 0.139 < 0.078 0.130 ± 0.026
72 SDSS1402+0146 3.277 < 0.161 0.554 ± 0.021 0.225 ± 0.024 0.743 ± 0.033 0.414 i 0.033 0.725 i 0.030
73 SDSS1402+0146 3.454 < 0.253' < 0.052 0.087 i 0.022 < 0.079
74 SDSS1408+0205 1.982 ... 0.780 t 0.095 < 0.304 0.947 ± 0.104 0.643 i 0.190 1.268 i 0.315
75 SDSS1408+0205 1.991 ... < 0.279 < 0.963c < 0.297 < 0.401 < 0.455
76 SDSS1408+0205 2.462 ... < 0.506 < 0.466 0.808 ± 0.156 0.354 i 0.035 0.670 & 0.048
77 SDSS1411+1217 2.237 ... ... ... ...
78 SDSS1411+1217 3.477 ... < 0.375 < 0.234 ... < 0.115 < 0.107
79 SDSS1411+1217 4.929 < 0.099 ... ... ... < 0.283 0.331 ± 0.024
80 SDSS1411+1217 5.055 < 0.083 .. ... ... < 0.083 < 0.059
81 SDSS1411+1217 5.250 < 0.052 ... < 0.461 < 0.296 < 0.033 < 0.045
82 SDSS1411+1217 5.332 < 0.078 < 0.085 < 0.064 < 0.155 < 0.036 < 0.035
83 Q1422+2309 3.540 ... < 0.028 < 0.019 < 0.017
84 SDSS1433+0227 2.772 ... 0.260 ± 0.049 0.118 i 0.030 0.530 ± 0.031 0.269 i 0.022 0.518 ± 0.038
85 CFQS1509-1749 3.128 ... 0.283 ± 0.029 < 0.160 0.308 i 0.041 < 0.121 0.311 i 0.052
Continued on Next Page...
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Table D.4 - Continued
Index # Sightline z W 1608a 2344a W 2374a 2382a W 2586a W1 2600a
(A) (A) (A) (A) (A) (A)
86 CFQS1509-1749 3.266 ... 0.240 ± 0.026 < 0.139 0.315 ± 0.040 0.158 ± 0.029 0.336 ± 0.049
87 CFQS1509-1749 3.392 ... 1.967 ± 0.100 0.753 ±0.056 3.328 ± 0.054 1.421 ± 0.083 3.298 ± 0.045
88 SDSS1538+0855 2.638 < 0.155 < 0.106 < 0.057 0.164 ± 0.018 ...
89 SDSS1538+0855 3.498 < 0.073 < 0.040 < 0.047 < 0.046 ...
90 SDSS1616+0501 2.741 ... 0.541 ± 0.149 < 0.241 0.262 i 0.056 0.248 ± 0.073 < 0.282
91 SDSS1616+0501 3.275 ... < 0.236 < 0.254 < 0.218 < 0.170 < 0.195
92 SDSS1616+0501 3.396 . 0.559 ± 0.052 0.414 ± 0.032 0.579 ± 0.062 0.755 ± 0.036 0.606 ± 0.048
93 SDSS1616+0501 3.450 < 0.148 < 0.120 < 0.205 0.287 ± 0.074 < 0.193 < 0.168
94 SDSS1616+0501 3.733 < 0.547 0.289 ± 0.086 < 0.245 < 0.214 < 0.170 < 0.449'
95 SDSS1620+0020 2.910 ... < 0.402 < 0.238 0.626 i 0.108 < 0.172 0.370 ± 0.081
96 SDSS1620+0020 3.273 < 0.343 < 0.217 < 0.187 0.224 ± 0.058 0.273 ± 0.069 0.279 ± 0.080
97 SDSS1620+0020 3.620 < 0.507 < 0.195 < 0.205 < 0.209 < 0.894c < 0.092
98 SDSS1620+0020 3.752 < 0.874 0.464 ± 0.084 < 0.207 0.570 i 0.041 0.450 ± 0.080 0.748 0.062
99 SDSS1621-0042 2.678 < 0.086 < 0.070 < 0.065 < 0.079
100 SDSS1621-0042 3.106 < 0.090 0.428 ± 0.020 0.126 ± 0.023 0.598 ± 0.022 0.250 + 0.022 0.651 0.025
101 SDSS2147-0838 2.286 ... < 0.211 < 0.198 < 0.226 < 0.157 0.233 0.050
102 SDSS2228-0757 3.175 ... < 0.294 < 0.267 < 0.489 < 0.209 < 0.276
103 SDSS2310+1855 2.243 ... ... ...
104 SDSS2310+1855 2.351 ... ... ... ... 0.201 ± 0.024 0.396 ± 0.030
105 SDSS2310+1855 2.643 ... ... .. ... < 0.162 0.238 ± 0.045
106 SDSS2310+1855 3.300 ... < 0.061 < 0.302' ... < 0.059 < 0.060
107 BR2346-3729 2.830 ... 0.295 ± 0.042 < 0.213 0.411 ± 0.083 0.275 ± 0.032 0.613 ± 0.036
108 BR2346-3729 2.923 ... < 0.182 < 0.159 < 0.211 < 0.114 0.196 ± 0.042
109 BR2346-3729 3.619 ... ... < 0.475' < 0.049" < 0.066 < 0.124
110 BR2346-3729 3.692 ... < 0.530' < 0.612 0.162 ± 0.030 < 0.138 0.137 ± 0.026
aUpper limits are 3o-.
bSuspected false positive.
cBlended line.
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Table D.5. Absorption Properties for the FIRE Sample: Si Ions
Index # Sightline z
A 12 60 A iSOSa
Wo'V 1260(A) wo 
1304
(k)
2 QOOOO-26 3.390
7 BROO04-6224 3.694
8 BROO04-6224 3.776
12 BROO16-3544 3.757
13 SDSS0106+0048 3.729
14 b SDSS0113-0935 2.825
15 SDSS0113-0935 3.544 < 0.300C < 0 .136
16 SDSS0113-0935 3.617 0.313 i 0.050 < 0.164
17 SDSS0127-0045 2.588
18 SDSS0127-0045 2.945
19 SDSS0127-0045 3.168
20 SDSS0127-0045 3.728
21 SDSS0140-0839 2.241
22 SDSS0140-0839 3.081
23 SDSS0140-0839 3.212
27 SDSSO203+0012 4.978
30 BRO305-4957 3.354
32 BRO305-4957 4.466 ... 0.413 i 0.
34 SDSSO332-0654 3.061
37 BR0331-1622 2.927
38 BR0331-1622 3.557
41 BR0353-3820 2.754
43 BR0418-5723 2.978
45 SDSS0818+1722 4.431
46 SDSS0818+1722 5.065
48 SDSS0836+0054 3.744
50 SDSSO949+0335 3.310
52 SDSS1020+0922 2.593
53 SDSS1020+0922 2.749
54 SDSS1020+0922 3.479 ... < 0.036
57 SDSS1030+0524 4.583
58 SDSS1030+0524 4.948
59 SDSS1030+0524 5.130
63 SDSS1305+0521 2.753
64 SDSS1305+0521 3.235
65 SDSS1305+0521 3.680
68 SDSS1306+0356 4.615
69 SDSS1306+0356 4.865
70 SDSS1306+0356 4.882
71 ULAS1319+0950 4.569
72 SDSS1402+0146 3.277
73 SDSS1402+0146 3.454
76 SDSS1408+0205 2.462
79 SDSS1411+1217 4.929
80 SDSS1411+1217 5.055
81 SDSS1411+1217 5.250
82 SDSS1411+1217 5.332
83 Q1422+2309 3.540 < 0.144c 0.007 0.
88 SDSS1538+0855 2.638
89 SDSS1538+0855 3.498 0.095 i 0.028 < 0.101
91 SDSS1616+0501 3.275
92 SDSS1616+0501 3.396
93 SDSS1616+0501 3.450
94 SDSS1616+0501 3.733
96 SDSS1620+0020 3.273
97 SDSS1620+0020 3.620
98 SDSS1620+0020 3.752
99 SDSS1621-0042 2.678
100 SDSS1621-0042 3.106
102 SDSS2228-0757 3.175
110 BR2346-3729 3.692
aUpper limits are 3a.
bSuspected false positive.
CBlended line.
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a
008
001
wx 1393a
(A)
0.138 ±0.045
0.480 ±0.040
< 0.603c
0.065 +0.008
0.166 ±0.012
< 0.221
0.102 +0.012
0.259 ±0.016
0.090 ±0.027
0.306 ±0.004
< 0.062
0.787 ±0.082
< 1.507"
0.626 ±0.012
A 1402a
(A)
0.216 ±0.036
0.580 ±0.044
< 0 .120
0.031 ±0.009
< 0.854c
0.185 ±0.013
* 0 .277
* 0.054
0.257 ±0.032
0.094 ±0.024
0.133 ±0.003
< 0.066
0.398 ±0.084
< 0.195
0.394 +0.017
WA 1526a(A)
0.340 ± 0.011
0.305 ± 0.060
< 0.173
< 0.134
< 0.200c
0.240 ± 0.034
0.145 i 0.008
0.039 ± 0.010
0.463 i 0.016
< 0.468
0.349 ± 0.009
0.225 ± 0.019
0.732 ± 0.038
0.197 ± 0.008
< 0.028
0.130 i 0.018
< 0.131
< 0.262
0.551 i 0.064
0.238 i 0.012
0.835 i 0.034
0.922 i 0.029
0.500 i 0.055
0.340 & 0.046
< 0.344c
< 0.059
< 0.080
< 0.051
0.026 i 0.002
0.113 ± 0.020
< 0.084
0.474 ± 0.048
< 0.325
0.483 ± 0.111
0.365 + 0.028
Wox1808a(A)
0.198 ± 0.012
< 0.176
< 0.162
< 0.079
< 0.080
< 0.161
< 0.204
< 0.112
< 0.340"
< 0.129
< 0.172
< 0.104c
0.038 ± 0.006
< 0.035
< 0.115
< 0.035
< 0.030
< 0.798
< 0.047
< 0.170'
0.268 ± 0.003
< 0.233c
< 0.078
< 0.033
< 0.053c
< 0.161
0.067 ± 0.013
< 0.156c
< 0.060
< 0.049
< 0.115
< 0.070
< 0.373
< 0.365
< 0.193
< 0.100
< 0.106
< 0.099
< 0.073
< 0.407
< 0.373
< 0.374
< 0.074
< 0.143
< 0.130
< 0.078
< 0.110
< 0.320
< 0.415
< 0.281
< 0.215
< 0.113
< 0.145
< 0.375
< 0.109
Table D.6. Absorption Properties for the FIRE Sample: C and Al Ions
Index # Sightline z AW334a w 1 1 5 4 8 a Weisoa W 167a Wl14a A1862a
(A) (A) (A) (A) (A) (A)
QOOOO-26
BROO04-6224
BROO04-6224
BROO16-3544
SDSS0106+0048
SDSS0113-0935
SDSS0113-0935
SDSS0113-0935
SDSSO127-0045
SDSS0127-0045
SDSSO127-0045
SDSS0127-0045
SDSS0140-0839
SDSSO140-0839
SDSS0140-0839
SDSSO203+0012
SDSSO203+0012
BR0305-4957
BR0305-4957
BR0305-4957
SDSSO332-0654
BR0331-1622
BR0331-1622
BR0331-1622
BR0353-3820
BR0418-5723
SDSS0818+1722
SDSS0818+1722
SDSS0836+0054
SDSS0949+0335
SDSS1020+0922
SDSS1020+0922
SDSS1020+0922
SDSS1020+0922
SDSS1030+0524
SDSS1030+0524
SDSS1030+0524
SDSS1305+0521
SDSS1305+0521
SDSS1305+0521
SDSS1306+0356
SDSS1306+0356
SDSS1306+0356
ULAS1319+0950
SDSS1402+0146
SDSS1402+0146
SDSS1408+0205
SDSS1411+1217
SDSS1411+1217
SDSS1411+1217
SDSS1411+1217
Q1422+2309
SDSS1433+0227
SDSS1538+0855
SDSS1538+0855
SDSS1616+0501
SDSS1616+0501
SDSS1616+0501
SDSS1616+0501
SDSS1620+0020
SDSS1620+0020
SDSS1620+0020
SDSS1620+0020
SDSS1621-0042
SDSS1621-0042
SDSS2228-0757
BR2346-3729
BR2346-3729
3.390
3.694
3.776
3.757
3.729
2.825
3.544
3.617
2.588
2.945
3.168
3.728
2.241
3.081
3.212
4.482
4.978
3.354
3.591
4.466
3.061
2.593
2.927
3.557
2.754
2.978
4.431
5.065
3.744
3.310
2.046
2.593
2.749
3.479
4.583
4.948
5.130
2.753
3.235
3.680
4.615
4.865
4.882
4.569
3.277
3.454
2.462
4.929
5.055
5.250
5.332
3.540
2.772
2.638
3.498
3.275
3.396
3.450
3.733
2.910
3.273
3.620
3.752
2.678
3.106
3.175
3.619
3.692
... 0.959 ± 0.012
... 0.989 0.106
< 0.161
< 0.123 0.288 i 0.036
0.388 i 0.055 0.704 i 0.042
... 0.718 i 0.040
0.489 ± 0.024 0.386 i 0.077
... 0.746 i 0.011
< 0.026
... 0.428 ± 0.141
< 0.333
... 0.211 ± 0.008
0.746 i 0.010 0.521 ± 0.019
< 0.599
... 0.085 i 0.010
... 0.365 i 0.028
0.039 ± 0.010
0.694 ± 0.045
0.074 ±0.010
0.094 ±0.002
0.881 ±0.041
0.067 i 0.011
0.365 ± 0.010
0.177 ± 0.021
0.226 ± 0.033
< 0.262
< 0.411
0.341 i 0.014
1.336 i 0.045
0.416 ± 0.038
< 0.158
< 0.180
0.692 i 0.048
0.739 ± 0.023
< 0.121
0.538 ± 0.002
0.702 ± 0.020
0.133 ± 0.022
0.508 i 0.079
0.782 i 0.109
1.349 i 0.085
< 0.523
1.068 i 0.035
aUpper limits are 30-.
1bSuspected false positive.
c Blended line.
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0.797 i 0.012
0.879 ± 0.084
< 0.165
0.203 i 0.043
0.390 ± 0.037
0.335 i 0.039
< 0.197
0.490 i 0.011
< 0.026
< 0.802
< 0.308
< 0.582
0.332 i 0.019
< 1.214
0.046 ± 0.011
0.158 0.031
0.042 ± 0.013
0.271 i 0.013
0.208 ± 0.022
< 0.215
< 0.234
< 0.281
0.206 ± 0.013
0.628 i 0.045
0.329 i 0.041
< 0.170
< 0.143
0.359 ± 0.037
0.324 ± 0.022
< 0.112
0.275 ± 0.002
0.244 ± 0.025
< 0.070
< 0.247
0.854 i 0.108
0.956 ± 0.084
< 0.712
0.846 + 0.043
0.290 ± 0.018
0.464 ± 0.097
< 0.170
< 0.181
< 0.370
0.723 ± 0.052
< 0.144
0.218 ± 0.038
0.213 i 0.008
0.023 i 0.006
0.255 i 0.085
< 1.021'
0.565 ± 0.021
< 0.985
0.346 ± 0.010
0.082 ± 0.021
0.141 i 0.016
0.574 ± 0.034
0.273 ± 0.012
0.138 ± 0.010
0.042 i 0.012
0.964 i 0.076
0.056 i 0.015
< 0.051
< 0.135
< 0.311
0.426 ± 0.131
< 0.146
0.929 ± 0.055
0.807 ± 0.040
< 0.076
0.390 ± 0.057
0.288 i 0.086
0.081 i 0.023
< 0.055
0.061 ± 0.014
< 0.033
< 0.070
< 0.071
< 1.147'
< 0.244
0.266 ± 0.084
< 0.454
0.849 i 0.108
< 0.070
0.363 ± 0.031
0.087 ± 0.023
< 0.205
< 0.208
< 0.111
0.089 i 0.028
< 0.143
< 0.063
< 0.095
0.184 ± 0.056
< 0.472c
< 0.140
< 0.066
0.197 ± 0.035
0.036 ± 0.007
< 0.031
< 0.308
< 0.351
< 1.744c'
< 0.056
0.070 ± 0.011
< 0.803
0.040 i 0.006
0.219 i 0.030
< 0.086
0.909 i 0.006
0.139 i 0.007
< 0.048
< 0.500V
< 0.243
< 0.041
< 0.039
< 0.086
< 0.105
< 0.086
< 0.267
< 2.125
< 0.205
< 0.064
0.061 i 0.016
< 0.038
0.139 i 0.033
< 0.225
< 0.258
< 0.251
< 0.055
< 0.240
< 0.054
< 0.029
0.185 ± 0.043
< 0.081
< 0.050
< 0.312
0.259 i 0.086
< 0.270
< 0.248
< 0.580c
< 0.321
0.429 i 0.104
< 0.294
< 0.081
< 0.191
< 0.562
< 0.136
< 0.089
0.101 ± 0.025
< 0.238
< 0.201
< 0.096
< 0.080
< 0.152
< 0.079
< 0.075
< 0.169
< 0.236
< 0.160
< 0.075
< 0.429c
0.036 ± 0.010
< 0.493
< 0.279
< 0.046
< 0.057
< 0.042
< 0.808
< 0.020
0.229 ± 0.026
< 0.105
0.495 0.006
0.102 ± 0.007
< 0.049
0.168 ± 0.024
< 0.247
0.239 0.011
0.041 i 0.012
< 0.039
< 0.080
< 0.101
< 0.065
< 0.368
< 2.063'
< 0.203
< 0.065
< 0.121
< 0.054
< 0.166
< 0.312
< 0.459
< 0.221
< 0.087
< 0.077
< 0.046
< 0.030
0.139 i 0.045
< 0.082
< 0.052
< 0.437
< 0.286
< 0.474
< 0.225
< 1.846
< 0.455
0.247 i 0.070
< 0.301
< 0.078
0.199 ± 0.034
< 0.741
< 0.118
< 0.108
Table D.7. Kinematic Properties, FIRE sample
Index # Sightline z AvA2 7 9 6  wx2796 AVA 2 6 oo wx2600 A A1548 wx15 4 8(km s- 1 ) (km s-1) (km s- 1 ) (km s-1) (km s-1) (km s-1)
la QOOOO-26 2.184 175.2 i 17.5 61.2 i 8.6 ... .... ....
2 QOOOO-26 3.390 262.7 i 26.3 52.2 i 1.1 150.1 ± 15.0 36.0 i 1.0 290.1 ± 29.0 78.7 i 1.2
3 BROO04-6224 2.663 62.6 ± 8.8 34.1 ± 5.6 ..... ....
4 BROO04-6224 2.908 112.6 i 11.3 40.1 3.7 ..... .....
5 BR0004-6224 2.959 125.1 12.5 26.4 i 3.7 150.1 i 15.0 36.7 i 2.7
6 BR0004-6224 3.203 100.1 10.0 29.1 1.6 100.1 ± 1 0 .0b 29.8 4 .2b
7 BROO04-6224 3.694 100.1 10.0 32.7 4.8 .....
8 BROO04-6224 3.776 175.2 i 17.5 43.8 i 2.50 125.1 i 12.5 32.5 i 1.5
9 BROO16-3544 2.783 125.1 i 12.5 39.6 1.8 .....
10 BROO16-3544 2.819 575.4 i 57.5 153.2 30.1 725.5 i 72.6 140.8 ± 3.5
11 BROO16-3544 2.949 75.1 8.8 26.5 3.4 ..... ..
12 BROO16-3544 3.757 537.8 ± 53.8 136.3 i 3.0 325.3 i 32.5 94.2 & 3.5 ..
13 SDSS0106+0048 3.729 212.7 i 21.3 43.4 i 0.8 125.1 ± 12.5 35.6 ± 1.7 ..
14a SDSS0113-0935 2.825 87.6 8.8 34.9 4.0 ..... ..... ..
15 SDSS0113-0935 3.544 125.1 i 12.5 45.8 5.3 ..... ..... ..
16 SDSS0113-0935 3.617 162.7 i 16.3 41.5 i 1.5 ..... .... ..
17 SDSS0127-0045 2.588 475.4 + 47.5 131.8 i 1.8 412.8 i 41.3 145.8 ± 17.1 ..
18 SDSS0127-0045 2.945 538.0 i 53.8 127.8 i 2.8 437.9 ± 43.8 106.9 ± 6.8 ...
19 SDSS0127-0045 3.168 225.2 22.5 73.9 i 4.4 ..... ...
20 SDSS0127-0045 3.728 187.6 ± 18.8 35.3 i 0.6 187.6 ± 18.8 40.1 i 0.8 ....
21 SDSS0140-0839 2.241 100.1 + 10.0 30.0+ 1.7 150.1 ± 15.0 37.1 i 1.7
22 SDSS0140-0839 3.081 137.6 i 13.8 30.6 i 0.8 125.1 ± 12.5 41.1 i 3.5 334.2 ± 33.4 86.4 ± 1.1
23 SDSS0140-0839 3.212 112.6 i 11.3 36.0 + 4.4 .
24 SDSSO203+0012 3.711 125.1 ± 12.5 37.2 + 3.1 .
25 SDSSO203+0012 4.313 225.2 22.5 44.8 i 3.9 175.2 ± 17.5d 45.3 i 9 .5d
26 SDSSO203+0012 4.482 125.1 i 12.5 39.8 i 11.6 100.1 i 1 0 .0d 32.1 1 .9d 150.1 ± 15.0
27 SDSSO203+0012 4.978 137.6 i 13.8 41.8 + 2.1 125.1 ± 12.5 35.1 ± 2 .4 b
28 BRO305-4957 2.502 137.6 13.8 43.9 i 2.6 .....
29 BRO305-4957 2.629 237.7 23.8 51.8 ± 0.8 250.2 ± 2 5 .0 d 60.3 ± 1.3"
30 BRO305-4957 3.354 150.1 & 15.0 34.7 i 0.7 137.6 ± 1 3 .8d 33.2 ± 2 0 d
31 BRO305-4957 3.591 287.7 + 28.8 50.4 i 0.8 200.2 i 20.0 37.5 + 0.5 224.1 ± 22.4 55.4 i 1.5
32 BRO305-4957 4.466 312.7 i 31.3 61.0 0.9 262.7 i 2 6 .3d 63.2 0 .9d 400.3 i 40.0 83.6 i 2.4
33 BR0322-2928 2.229 112.6 ± 11.3 34.1 i 1.2 212.7 ± 21.3 46.5 ± 2.0 .....
34 SDSSO332-0654 3.061 150.1 ± 15.0 55.4 i 12.8 112.6 i 1 1 .3d 39.9 i7.1 ......
35 BR0331-1622 2.295 412.8 i 41.3 113.8 ± 25.6 400.3 i 40.0 118.1 ± 8.5 ..... .....
36 BR0331-1622 2.593 75.1 8.8 25.6 i 1.7 .... ..... ..... .....
37 BR0331-1622 2.927 350.3 i 35.0 91.5 + 2.9 312.7 ± 31.3 82.7 i 10.2 .....
38 BR0331-1622 3.557 137.6 ± 13.8 34.3 i 1.6 162.6 ± 16.3 30.6 ± 0.9 136.0 ± 15.6 34.9 + 2.8
39 BR0353-3820 1.987 525.4 ± 52.5 117.3 ± 2.9 491.3 ± 49.1 138.3 i 0.9 ..... .....
40 BR0353-3820 2.696 187.7 i 18.8 46.6 ± 1.3 ..... ..... .....
41 BR0353-3820 2.754 625.4 i 62.5 131.0 ± 10.2 525.4 i 52.5 128.6 ±1.7b ..... .....
42 BR0418-5723 2.030 250.2 i 25.0 54.6 i 8.5 191.1 i 19.1 95.8 i 1.6 ..... .....
43 BR0418-5723 2.978 262.8 i 26.3 69.9 i 22.8 300.3 i 30.0 57.1 i 11.7 ..... .....
44 SDSS0818+1722 3.563 162.6 16.3 40.6 i 4.3 125.1 i 12.5 27.5 i 1.4 ..... .....
45 SDSS0818+1722 4.431 125.1 12.5 39.2 i 4.6 ... ..... ..... .....
46 SDSS0818+1722 5.065 212.7 i 21.3 52.4 2.5 150.1 ± 15.0 43.2 ± 2.1 ..... .....
47 SDSS0836+0054 2.299 137.6 13.8 45.2 + 1.8 ..... .... ..... .....
48 SDSS0836+0054 3.744 487.9 48.8 100.3 t 8.5 325.3 ± 32.5 89.8 i 3.9 ..... .....
49 SDSSO949+0335 2.289 425.3 i 42.5 114.3 i 17.8 225.2 i 22.5 70.9 i 16 .4h ..... .....
50 SDSSO949+0335 3.310 375.3 i 37.5 64.7 i 20.9 125.1 i 12.5 40.4 i 1.3 ..... .....
51 SDSS1020+0922 2.046 112.6 i 11.3 28.8 2.6 114.0 i 15.6 50.5 i 4.8 ..... .....
52 SDSS1020+0922 2.593 175.2 i 17.5 32.3 ± 1.2 100.1 ± 10.01 27.2 ± 1.4b ..... .....
53 SDSS1020+0922 2.749 187.7 18.8 35.1 i 1.1 200.2 i 20.0 48.9 i 3.3 158.0 ± 15.8 47.1 ± 6.0
54 SDSS1020+0922 3.479 87.6 i 8.8 28.4 2.8 ..... ..... 224.2 i 22.4 62.1 ± 1.3
55 SDSS1030+0524 2.188 137.7 i 13.8 54.9 i 2.1 ..... ..... .....
56 SDSS1030+0524 2.780 587.9 i 58.8 166.4 i 15.2 550.4 i 55.0 170.9 i 14.5 ..... .....
57 SDSS1030+0524 4.583 387.8 i 38.8 79.2 i 1.8 387.8 i 3 8 .8d 83.8 i 3.6d ..... .....
58 SDSS1030+0524 4.948 150.1 i 15.0 38.0 i 1.2 200.1 & 20.0 65.8 i 12.1 150.1 i 15.0 39.8 ± 2.9
59 SDSS1030+0524 5.130 75.1 i 8.8 33.9 2.3 ..... ..... 212.7 ± 21.3 81.1 ± 8.7
60 SDSS1110+0244 2.119 462.9 i 46.3 107.4 17.6 444.2 ± 44.4 104.5 i 16.5 .....
61 SDSS1110+0244 2.223 137.6 i 13.8 36.7 3.1 ... ..... ..... .....
62 SDSS1305+0521 2.302 237.7 i 23.8 .... 200.2 ± 20.0 ..... ..... .....
63 SDSS1305+0521 2.753 162.6 i 16.3 41.1 ± 3.3 ..... ..... ..... .....
64 SDSS1305+0521 3.235 125.1 i 12.5 34.6 2.0 150.2 ± 15.0d 37.3 i9.5d ..... .....
65 SDSS1305+0521 3.680 387.9 38.8 83.3 + 12.2 175.1 ± 17.5 42.6 ± 14.1 ..... .....
66 SDSS1306+0356 2.533 587.9 i 58.8 . 562.9 i 56.3 117.9 ± 15.4 ..... .....
67 SDSS1306+0356 3.490 175.1 17.5 45.8 i 1.8 175.1 i 17 .5d 51.3 i6.4d ..... .....
68 SDSS1306+0356 4.615 225.2 + 22.5 45.4 i 7.9 137.6 i 1 3 .8d 28.0 1 .9d 300.2 1 30.0 59.9 ± 1.8
69 SDSS1306+0356 4.865 412.8 41.3 102.9 16.6 412.9 ± 41.3 134.4 + 21.2 412.8 ± 41.3 132.0 i 5.5
70 SDSS1306+0356 4.882 237.7 23.8 69.5 i 8.2 325.2 ± 32.5 81.9 1 .8 b 150.1 i 15.0 90.9 i 8.1
71 ULAS1319+0950 4.569 112.6 11.3 33.2 5.1 87.6 ± 8.8d 24.0 i3.2d ..... .....
72 SDSS1402+0146 3.277 200.2 i 20.0 36.1 & 2.6 175.2 ± 17.5 37.6 ± 1.6 ..... .....
73 SDSS1402+0146 3.454 175.1 i 17.5 57.9 i 2.1 112.6 ± 11.3e 40.0 i 7.20 ..... .....
74 SDSS1408+0205 1.982 262.7 i 26.3 65.6 i 18.7 ..... ..... ..... .....
75 SDSS1408+0205 1.991 125.1 12.5 38.5 i 2.8 .... ..... ..... .....
76 SDSS1408+0205 2.462 237.7 i 23.8 47.9 4.6 275.2 i 27.5 56.5 i 3.6 ..... .....
77 SDSS1411+1217 2.237 175.2 i 17.5 44.2 ± 2.6 ..... ..... ..... .....
78 SDSS1411+1217 3.477 62.6 8.8 25.4 1.1 ..... ..... .....
79 SDSS1411+1217 4.929 300.3 i 30.0 76.8 i 1.9 250.2 i 25.0 71.1 ± 4.0 350.1 ± 35.0 111.4 ± 6.6
80 SDSS1411+1217 5.055 62.6 i 8.8 25.5 + 1.3 ..... ..... ..... .....
81 SDSS1411+1217 5.250 150.1 15.0 33.8 1.0 ..... ..... 250.2 ± 25.0 70.4 ± 2.4
82 SDSS1411+1217 5.332 87.6 i 8.8 22.7 i 1.1 ..... ..... ..... .....
83 Q1422+2309 3.540 412.7 i 41.3 154.8 i 5.5 ..... ..... 441.0 ± 44.1 172.0 ± 0.5
Continued on Next Page...
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Table D.7 - Continued
Index # Sightline z Avx279 6  WA2796 A2600 WX2600 Au1 15 4 8  WA1548
(km s-1) (km s-1) (km s- 1 ) (km s-1) (km s-1) (km s-1)
84 SDSS1433+0227 2.772 137.6 ± 13.8 28.8 ± 1.0 162.6 ± 16.3 38.6 ± 2.5
85 CFQS1509-1749 3.128 225.2 ± 22.5 69.7 ± 6.1 200.2 ± 20.0 66.6 ± 7.6
86 CFQS1509-1749 3.266 187.7 ± 18.8 44.8 ± 1.0 175.2 ± 17.5 40.0 ± 3.8
87 CFQS1509-1749 3.392 713.1 + 71.3 166.7 + 29.9 700.6 ± 70.1 115.6 + 12.4
88 SDSS1538+0855 2.638 150.1 ± 15.0 36.3 ± 2.7 237.7 + 2 3 .8d 100.8 6 .5d
89 SDSS1538+0855 3.498 162.7 + 16.3 60.9 i 3.1
90 SDSS1616+0501 2.741 175.2 + 17.5 40.2 3.4' 237.7 ± 2 3 .8b 113.5 ± 1 6 .5
91 SDSS1616+0501 3.275 112.6 + 11.3 42.1 ± 2.4 ... .
92 SDSS1616+0501 3.396 100.1 ± 10.0 32.3 ± 10.1c 200.2 20.0 46.3 + 3.6
93 SDSS1616+0501 3.450 100.1 ± 10.0 33.1 1.9 137.6 + 1 3 .8d 60.5 8 .7d
94 SDSS1616+0501 3.733 262.7 ± 26.3 64.6 + 8.O 262.8 i 26.3' 99.9 ± 17.5f
95 SDSS1620+0020 2.910 275.2 ± 27.5 55.4 i 5.1 150.1 ± 15.0 57.7 ± 9.4
96 SDSS1620+0020 3.273 225.2 i 22.5 42.0 7.7 137.6 ± 13.8 43.9 ± 8.2
97 SDSS1620+0020 3.620 337.8 ± 33.8 81.9 i 4.1 . .
98 SDSS1620+0020 3.752 362.8 ± 36.3 94.5 + 4.3 375.3 ± 37.5 84.8 ± 10.6
99 SDSS1621-0042 2.678 100.1 ± 10.0 30.3 2.2
100 SDSS1621-0042 3.106 112.6 ± 11.3 37.9 ± 1.0c 337.8 i 33.8 74.1 ± 2.1
101 SDSS2147-0838 2.286 175.2 + 17.5 46.9 ± 2.3 237.7 i 23.8 73.7 i 11.3 ..
102 SDSS2228-0757 3.175 50.1 + 8.8 21.9 ± 2.3 ....
103 SDSS2310+1855 2.243 325.3 ± 32.5 82.2 ± 2.8 
104 SDSS2310+1855 2.351 250.2 ± 25.0 61.7 ± 2.7 187.7 ± 18.8 44.4 ± 2.5
105 SDSS2310+1855 2.643 200.2 ± 20.0 45.1 ± 1.6 187.6 ± 18.8 51.8 ± 6.9
106 SDSS2310+1855 3.300 250.2 ± 25.0 59.8 3.0 ..
107 BR2346-3729 2.830 225.2 ± 22.5 52.5 + 9.9 225.2 ± 22.5 59.9 ± 3.0
108 BR2346-3729 2.923 150.1 15.0 40.2 ± 1.8 112.6 ± 11.3 31.3 ± 4.0 ....
109 BR2346-3729 3.619 137.6 i 13.8 41.0 2.3 .... ....
110 BR2346-3729 3.692 100.1 ± 10.0 29.8 1.0 112.6 i 11.3 35.6 + 5.0
aSuspected false positive.
b FeII 2586.
c MgII 2803.
d FeII 2382.
Fell 2374.
fFeII 2344.
175
176
Appendix E
Two Sample Test Results
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Table E.1. Wien/WX2 7 9 6: Two Redshift Bins
Ion Median, Median, PL R PG b pPc
0 < z < 2 z > 2 (%) (%) (%)
H 1 1215 2.82 8.86 < 0.1 < 0.1 < 0.1
Mg i 2852 0.15 0.07 < 0.1 < 0.1 < 0.1
Fe 11 2374 0.17 0.14 4.4 2.4 1.9
Fe 11 2586 0.29 0.20 1.2 1.1 0.8
Fe 11 2600 0.42 0.39 38.6 51.6 47.6
C 11 1334 0.54 0.42 77.5 32.1 34.0
C iv 1548 0.67 0.42 3.7 22.0 15.4
C iv 1550 0.43 0.27 0.9 9.3 5.7
Si 11 1526 0.27 0.28 13.6 51.5 46.6
Si iv 1393 0.39 0.58 65.5 34.2 39.8
Al 11 1670 0.24 0.27 52.8 95.6 75.5
Al III 1854 0.18 0.04 < 0.1 < 0.1 < 0.1
aLog Rank Probability.
bGehan Probability.
cPeto-Prentice Probability.
Table E.2. Wie"/W- 279 6 : Three Redshift Bins
Ion Median, Median, Median, PLbf' PLAcb pL Idb pLHab p Hch pLHdb pMAIHab p\I Hch p1Hdb
0 < z < 1.5 1.5 < z < 3 z > 3 (%) (%) (%) (%) (%) (%) (%) (%) (%)
H I 1215 2.87 ....... e 8.29 ....... ....... ....... < 0.1 < 0.1 < 0.1 ....... ... ...
Mg 1 2852 0.15 0.08 0.05 7.3 10.4 8.6 < 0.1 0.1 < 0.1 2.1 2.0 1.9
Fe 1i 2374 0.21 0.17 0.13 31.2 24.0 19.6 3.2 0.5 0.5 10.0 7.7 6.3
Fe 11 2586 0.30 0.25 0.20 21.6 5.9 8.5 11.6 4.8 5.5 41.2 47.9 42.5
Fe 11 2600 0.41 0.46 0.39 78.8 91.2 99.5 64.5 44.5 51.2 46.1 52.4 50.4
C II 1334 0.61 0.44 0.42 2.0 4.3 4.3 12.3 10.5 9.5 65.9 96.8 95.3
C iv 1548 0.72 0.48 0.42 7.6 22.2 18.6 8.1 26.6 20.6 95.1 75.7 74.1
C iv 1550 0.62 0.37 0.28 6.2 33.8 22.7 3.0 7.3 6.5 46.0 56.7 50.5
Si 11 1526 0.36 0.25 0.29 0.3 0.3 0.5 17.0 16.8 16.9 2.3 4.7 4.5
Si iv 1393 0.46 0.27 0.64 5.2 32.9 21.6 32.3 5.6 8.4 10.0 8.3 10.8
Al 11 1670 0.33 0.21 0.24 1.4 1.8 1.9 6.8 9.7 10.8 41.8 44.9 42.1
Al in 1854 0.14 0.15 < 0.01 30.1 24.4 31.8 < 0.1 0.3 < 0.1 < 0.1 < 0.1 < 0.1
aLog Rank Probability.
bSuperscripts represent samples compared:
cGehan Probability.
dPeto-Prentice Probability.
eToo few data points.
'L', 'M', and 'H' are the low, medium, and high redshift samples, respectively.
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Table E.3. Wr 0o/W 2 796 : Weak vs Strong WO2796
Ion Median, Median, PLRa pGh pPc
0.3A < W 2796 < i.oA W 2 796 > 1.oA (%) (%) (%)
H 1 1215 6.89 5.44 28.1 44.2 44.2
Mg 1 2852 0.05 0.10 3.4 2.0 1.8
Fe 11 2374 0.10 0.17 22.6 63.5 33.2
Fe 11 2586 0.18 0.26 38.8 82.5 53.0
Fe 11 2600 0.37 0.47 4.4 4.7 4.1
C 11 1334 0.68 0.43 43.9 12.7 11.4
C iv 1548 0.97 0.29 2.7 0.2 0.2
C iv 1550 0.70 0.19 1.3 0.1 0.1
Si 11 1526 0.28 0.30 95.2 80.4 85.2
Si iv 1393 0.61 0.19 0.1 0.1 0.1
Al 11 1670 0.15 0.31 5.2 10.6 6.6
Al 1 1854 < 0.01 0.04 87.3 48.4 94.7
aLog Rank Probability.
bGehan Probability.
"Peto-Prentice Probability.
Table E.4. Wi /W. 2796 : Weak vs Strong W02796 (Two Redshift Bins)
Ion Median, Median, PLRa P9b pp
0 < z <2 z >2 (%) (%) (%)
0.3A < W 2796 < i.oA
H 1 1215 2.87 2.53 0.1 < 0.1 < 0.1
Mg 1 2852 0.10 0.17 1.5 5.6 1.7
Fe 11 2374 0.13 0.18 31.9 66.1 35.3
Fe 11 2586 0.20 0.32 43.8 41.4 37.3
Fe u 2600 0.28 0.52 51.0 55.6 50.2
C u 1334 0.66 0.48 35.9 32.2 29.9
C iv 1548 0.80 0.47 59.9 77.2 73.1
C iv 1550 0.63 0.38 31.8 34.7 34.1
Si 11 1526 0.21 0.29 22.2 50.9 43.4
Si iv 1393 0.50 0.25 5.3 16.2 19.6
Al 11 1670 0.15 0.29 96.7 55.2 80.0
Al 11 1854 0.17 0.17 2.5 4.8 2.2
WX2796 >10
H I 1215 9.98 8.20 0.6 0.7 0.7
Mg i 2852 0.04 0.07 < 0.1 0.7 < 0.1
Fe 11 2374 0.09 0.15 11.5 1.7 2.8
Fe 11 2586 0.18 0.24 1.1 1.1 0.9
Fe 11 2600 0.36 0.47 7.2 21.9 18.1
C 11 1334 < 0.01 0.41 98.8 60.7 61.8
C iv 1548 0.81 0.22 2.2 3.6 3.1
C iv 1550 0.63 0.17 0.3 1.8 1.7
Si 11 1526 0.28 0.27 44.9 88.2 86.5
Si iv 1393 0.79 < 0.01 79.6 81.1 75.7
Al 11 1670 0.16 0.32 25.4 46.5 43.3
Al in 1854 < 0.01 0.04 < 0.1 0.2 0.2
aLog Rank Probability.
bGehan Probability.
'Peto-Prentice Probability.
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Algebraic reductions for the Side
Lobe Matrix
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F.1 Full (A = B) polarizations
The phased sums dPB may be written as
P N N
dAB EqAB 1AB + NAB.
q=1 i=1 j=i+1
(F.1)
where
QAB, = R A R B, (F.2)
and R, was defined previously in Equation 4.8.
For full polarizations (A = B), this quantity Qiq^ has the important property that
taking its complex conjugate amounts to swapping its first two indices, Q^AA* = Q A
Therefore
R(QAA ) = I (Q + Q A*) = (QA A + Q ) (F.3)
and, focusing on the real part of the phased sums R(dAA) for full polarizations,
P( 7AA)
P N NI
EZ~l(QAA + QAA jAA +(yAA)
q=1 i=1 j=i+1
P N N N N
QA + Q I, AA + R(NA)
q=1 i=1 j=i+ i=1 j=i +1
P N N N N
Q- ( + EE QA ) IAA + R(N A)
q=1 i=1 j=i+1 p j= 1 i=j+ 1
P N N
2Q Ij qp' + R (N,^).
q=1 i=1 jfi
(F.4)
(F.5)
(F.6)
(F.7)
The notation of the second sum of the last line means that all values of j from 1
to N are summed over except the value j = i. The third equation results from
swapping the dummy indices i +-+ j. The jump from Equation F.6 to Equation
F.7 is best explained with an example: Choose any two distinct numbers between 1
and N (inclusive), N1 and N2. Without loss of generality, let Ni < N2. In Equation
F.6, the term with i = N1 and j= N2 appears in the first sum, while the term withj = N1 and i = N2 appears in the second term. Terms with Ni = N2 (i.e., i = j)
never appear.
The next step is to both add and subtract (net zero) the j i terms in the sum
over j,
4d-1-A)E E APP N N jq
q=1 (i=1 (j=1
zzqp +R N
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Finally, using Equation F.2 to factor QQA^, we arrive at
R( AA)
P
q=1
R, )
N
j=1
RA RA* IAA + A(NAiqp ijp q RN
N
WJ(LAA)
The result is an algebraic expression for the (real part of) the side lobe matrix that
may evaluated in O(N) time. We define the two important quantities that require
calculation to be
ACDpq
N
k=1
N
k=l
(F.8)
(F.9)
which may be written in the form given by Equations 4.14 and 4.15.
F.2 Cross (A / B) polarizations
For cross polarizations, we have QAB* = A QAB, which invalidates our trick
used to obtain Equation F.7 for R(d AB). But for these polarizations, we have the
additional symmetry that I7 = IXY*. (Both are, in fact, real for linear polarization,
but we will work with this weaker restriction in this section). With this symmetry,
we only need to determine three intensities per source (IX, I7, and IXY), and may
combine our cross polarizations into a single sum
I AB _ +dBAB -1 BA*
(L^A + LBA
A B
jAB +I (N AB + N BA*).2
(F.10)
(F.11)
Employing Equations F.2 and 4.8 gives
1i AB
P
q=1
P
q=1
N N
i=1 j=i+1
N N
i=1 j=i+1
N N
1
P
q=1
(Q + QBA*) AB + (N AB + N,^* )
(QAB +Q) AB + (NAB +BA*
j qp + (NjAB 2 .N
QAB \)JAB + - (N A± NBA*).
/
The second line here uses the identity Q * = QB^ and the third uses
183
A A(112)
(F.13)
(F.14)
the same
sequence of steps found in Equations F.4 to F.7. Comparing this expression for rAB
in Equation F.14 to that for 4R(dg^) found in Equation F.7, we see that the same
sequence of steps may be taken to arrive at a final formula,
AB (EAEB*A AB) IAB + (NAB + NBA*)2 2 pq qA2P)
where 8)D and AD are defined as above in Equations 4.14
and the NC are phased, rotated, and summed noise terms.
A = B (F.15)
and 4.15, respectively,
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