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SUMMARY 
The operations research literature abounds with various approaches 
to the job shop scheduling problem. These approaches have not only 
failed to yield efficient solution procedures for problems of reason-
able size, but have also failed to provide insight into the economic 
aspects of scheduling. The purpose of this research is to explore 
these economic aspects from the standpoint of identifying costs involved, 
investigating characteristics of schedules in the economic realm, 
providing solution procedures which yield good schedules with respect 
to economic measures, and investigating the sensitivity of these solution 
procedures to the various cost parameters. 
With this information at hand a heuristic algorithm is developed 
to minimize the sum of machine idle cost and job penalty cost. A 
branch and bound technique is used, then additional consideration is 
,riven to job waiting cost after the first pass solution is obtained. 
by use of computer testing, this algorithm is compared with a schedule 
time algorithm and a dispatching rule. Sensitivity tests are then 
conducted to determine the effects of variation of selected parameters 
on the analysis. 
It is found that the cost oriented algorithm offers much improved 
solutions in the economic realm when compared with more conventional 
procedures. These results are, however, parameter dependent. Signifi-




In the years since World War II a great deal of progress has been 
made in the application of mathematical techniques to solving complex 
problems in business and industry. Management scientists have been 
successful in increasing profits through better business planning and 
control in uncountable situations. One area of interest to the indus-
trial manager which has not sufficiently yielded to the methods of the 
management scientist is the job shop scheduling problem. This research 
approaches the shop scheduling problem from the standpoint of maximizing 
profits, or minimizing costs, rather than the more usual approach of 
considering the problem from the standpoint of measures which are 
functions of time only, thus matching the criterion of optimization 
with the real world objective. 
The Shop Scheduling Problem  
The shop scheduling problem is the problem of scheduling J jobs 
on M facilities, or machines, where each job is composed of several 
operations constrained to be accomplished on specified machines in a 
prescribed sequence. The objective is to sequence the operations on 
each machine so as to extremize some measure of performance. It is 
normally assumed that a given operation can be performed on only one 
of the machines; hence, the sequences of the required machines for each 
job are known, and the sequences of the jobs on the various machines 
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are to be determined. A schedule is known only after this sequencing 
is accomplished and clock times have been associated with the various 
events. The principal difficulty in solving this problem is the size 
of the possible solution set, since there are (J!) M  possible sequences 
for the case where each job is processed once and only once on each 
machine, each of these sequences having an unlimited number of possible 
schedules. Even though the nomenclature of the shop scheduling problem 
has historically been associated with that of the machine shop, the 
structure of the problem is such that it should not be construed that 
the production machine shop is the only area of application. 
The shop scheduling problem can be classified in various ways, 
two of which are the nature of job routing and the nature of job arrivals. 
If each job has the same machine ordering restrictions a flow shop is 
said to exist. In this case the machines can, without loss of generality, 
he numbered 1, 2, 3, . . . , 14-1, M, and each job will be processed on 
the machines in that order. If all jobs are not constrained to have 
the same machine ordering a job shop is said to exist. If at the time 
of scheduling, all jobs together with their arrival times at the shop 
are known, the problem is said to be static, but if jobs can arrive at 
unknown times in the future the problem is dynamic. Unless stated other-
wise the current work will deal with the static case. 
Historically the problem solver has concerned himself with 
scheduling to minimize total elapsed time to complete all jobs, usually 
referred to as the make-span or schedule time. It will be seen that 
this is not necessarily consistent with the manager's usual goal of 
maximizing profit. First, however, more background information is 
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presented in order to intelligently discuss the scheduling problem. The 
reader desiring more depth than that given herein is advised to consult 
other more comprehensive works [3, 17]. 
Assumptions  
Many variations in the job shop structure can arise. For example, 
a certain machine may be able to process two jobs at once, or a shop 
may have multiple facilities capable of processing similar jobs. In 
order to provide a uniform basis for attacking the problem and to 
facilitate solution procedures, the following simplifying assumptions 
are made: 
1. No job can be in process on more than one machine at a given 
time. 
2. No machine can process more than one job at a given time. 
3. Once started on a machine, an operation must be processed 
until completion. 
4. Processing times of operations on machines are known and 
independent of sequence. 
5. A given operation can be performed by only one machine in 
the shop. 
6. Machines are continuously available. The only conflicts to 
be resolved are among the operations themselves. 
7. In-process inventory (job waiting) is permitted. 
Rarely will a situation occur where all of these assumptions hold 
strictly. As an example, it would not be unusual for the jobs to be 
job lots, so that as soon as one unit of the lot is completed it is 
sent to the next machine, in violation of assumption (1). In such a 
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case, two approaches are possible: 
1. Solve the problem using a procedure in strict compliance 
with the assumptions as listed and be satisfied with the resulting 
suboptimal solution. 
2. Develop a solution procedure which allows the assumption to 
be relaxed. It is important to realize that even though certain assump-
tions must be made to make the general problem tangible, the assumptions 
must be carefully weighed for applicability when used in a real world 
situation. 
Measures of Performance  
Central to the topic of this work will be the performance criteria 
by which the shop schedule is measured. Mellor [51] lists several pro-
perties of desirable schedules as taken from other works. Some measures 
of performance which might be of concern are: 
1. Time to complete all jobs, frequently referred to as make-
span or schedule time. 
2. Machine utilization, or the percentage of time the machines 
are in use for processing jobs. 
3. Number of tardy jobs. 
4-. Cost of tardy jobs. 
5. In-process inventory costs. 
6. Cost of processing jobs. 
7. Cost of idle machines. 
8. Workload balance among machines. 
9. Mean number of jobs in the shop. 
10. Mean lateness. 
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11. Lateness variance. 
12. Mean time in the shop. 
The above list is not intended to be exhaustive. There are 
relationships between many of these measures of performance. Minimi-
zation of schedule time for a given set of jobs corresponds to maximi-
zation of average machine utilization, but does not necessarily corre-
spond to minimization of costs of tardy jobs since due dates and penalties 
for being tardy must be considered. There are some industrial situations 
wherein consideration of only one of these measures is adequate. For 
example, some industries operate with a large portion of their capital 
invested in in-process inventory. In this situation the best criterion 
for production scheduling might be minimization of in-process inventory 
cost. But, as Gupta [33] has shown, no one of these measures of per-
romance can be used as the criterion to yield a minimum cost solution 
to the scheduling problem in the general case. After a review of the 
literature cost considerations will be discussed in more detail. 
Review of the Literature  
Research into the static scheduling problem has, to date, suffered 
from at least two important inadequacies. First, the structure of the 
problem as defined is rarely compatible with the problem as it exists 
in the real world. Specifically, the measure of performance used has 
almost exclusively been schedule time, and the assumptions used have 
been, for the most part, those given in the previous section, even 
though such assumptions are not necessarily realistic. Second, even 
with the problem so rigidly structured, efficient solution procedures 
6 
ror problems of reasonable size have not been found. 
Perhaps the most important single work in the area of scheduling 
is Johnson's solution to the two machine flow shop problem [42], not so 
much because of the practical impact of the results but because of the 
influence the work had on the direction of future research. Most of the 
works cited below use the criterion adopted by Johnson - minimization 
of schedule time. 
The literature survey presented below is, of course, not exhaustive. 
The bibliography contains a more comprehensive listing of pertinent works. 
The literature will be considered in four separate categories according 
to solution methodology: combinatorial methods, mathematical program-
ming, heuristics, and other approaches. 
Combinatorial Methods  
Combinatorical methods rely on a systematic generation of sequences 
in an iterative manner. Some of the earliest approaches to the sche-
duling problem, as references [42] and [58], were combinatorial in nature. 
Mc Naughton [50] used a combinatorial approach to minimize lateness 
penalty for single machine and identical machine shops. In 1964 Dudek 
and Teuton [20] introduced an algorithm to minimize schedule time in a 
flow shop by filling the job sequence positions one at a time. At 
each position various decision rules were used to compare the jobs which 
could be sequenced next. In this way a subset of sequences was generated 
and the best of the subset was found by enumeration. This procedure was 
later shown suboptimal by Karush [43] only to be subsequently improved 
by Smith and Dudek [57]. 
Another combinatorial approach is branch and bound with back- 
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tracking, sometimes referred to as combinatorial programming. The 
branch and bound methods embody construction of the solution space as 
a tree, with the nodes representing selection of particular sequences. 
The idea is to branch to the node having the least lower bound on the 
measure to be optimized. Branch and bound techniques are all rather 
recent in development. Ignall and Schrage [41] offered algorithms giving 
optimal solutions to the two machine flow shop mean flow time problem 
as well as the three machine flow shop minimum make-span problem. Brooks 
and White [11] developed a branch and bound approach to the general job 
shop problem and offered evidence that the technique could have merit 
in solving problems using criteria other than minimum make-span, such 
as job lateness penalty. Brown and Lomnicki [12] offered an algorithm 
giving an optimal solution to the flow shop minimum make-span problem 
of only permutation sequences are considered. Most of the recent 
attention in branch and bound with backtracking has focused on the use 
of a graph theoretic representation of the problem, as in references 
[9], [13], and [27]. 
Mathematical Programming  
Attempts to solve the job shop scheduling problem using conven-
tional programming techniques have proven to be of little more than 
analytical verification. A dynamic programming solution was proposed 
by Held and Karp [38] to minimize the production cost for the one 
machine case and the parallel identical machine case. Several authors, 
such as Wagner [59] and Manne [48], have presented integer programming 
formulations of the job shop problem. Moreover, Manne points out that 
the structure of the problem fits very well into the mixed integer 
8 
programming formulation but that unfortunately algorithms of sufficient 
power are not available to solve the problem. 
Heuristics  
Heuristic techniques, usually of the branch and bound type, seem 
to offer the most promise of solution methods currently available. The 
branch and bound methods are like the branch and bound mentioned under 
combinatorial methods except that backtracking is not used and hence 
an optimal solution is not likely. The advantage offered is that much 
less computation time and computer memory are required. Even though 
any of the branch and bound with backtracking algorithms can be used as 
heuristic algorithms, Ashour and Parker [5, 6] have treated the heuristic 
case explicitly. 
Other Approaches  
Due to the large number of possible solutions to the scheduling 
problem complete enumeration is, of course, unreasonable for problems 
of realistic size. However, there has been some attention directed 
toward enumeration of a logically constructed subset of the possible 
schedules, as in references [30] and [39]. One work [1] proposed parti-
tioning the set of jobs into smaller subsets, solving the subsets as 
separate problems by some accepted technique, and then combining solution 
results to obtain a schedule for the original set of jobs. None of 
these techniques have gained wide acceptance. 
It is appropriate here to mention the dynamic scheduling problem. 
Since due to the random arrivals it is impossible to solve the dynamic 
problem in the same sense the static problem is solved, attention has 
been directed toward developing decision rules which offer a high 
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probability of yielding a good schedule when applied to the problem as 
it unfolds. The results of the process, sometimes called probabilistic 
dispatching, depend primarily on the selection discipline used to select 
a job for processing from among those waiting in a queue whenever a 
machine becomes available. Many different measures of performance have 
been proposed for the dynamic shop, some of which were listed earlier. 
Descriptions of these measures and related experiments can be found in 
references [14], [15], [16], [19], and [29]. In addition, LeGrande [46] 
has used a weighting of some of these measures and others in an attempt 
to evaluate various priority rules in terms of their effect on total 
cost in a particular shop. Holt [40] has also considered using cost 
measures in a dynamic shop. These studies with weighted and cost 
measures take on added significance with respect to the current research 
since the static scheduling problem sometimes arises as a portion of a 
much larger dynamic problem. 
Proposed Research  
This research is concerned with the economic aspects of shop 
scheduling. The relevant costs to be considered by the manager involved 
with the scheduling process are explored. Assumptions necessary to 
clearly define and mathematically formulate the cost components are 
stated, and some of the characteristics of schedules are analyzed. 
A heuristic algorithm designed to explicitly consider economic 
factors in the scheduling process is developed. Computer experimentation 
is used to investigate the performance of the algorithm as compared to 
the performance of previously available methods, and to investigate the 
sensitivity of the algorithm to various parameters. 
  
   
CHAPTER II 
DEVELOPMENT OF A COST-BASED ALGORITHM 
From the insight gained in Chapter I, the conclusion can be 
drawn that most of the research in scheduling theory has been directed 
toward the attainment of a solution which is optimal with respect to 
some measure explicit in the time domain, usually schedule time. How-
ever the manager of an enterprise in which scheduling is important is 
usually more concerned with the maximization of profits, or assuming 
constant revenue, minimization of cost. Thus the theoretician's 
objectives have not necessarily been consistent with real world objectives. 
The current chapter presents one approach by which good solutions can 
be obtained when the objective is to minimize the total cost due to 
the generated schedule. 
A Case for Economic Considerations  
Conway states that the principal costs affected by the scheduling 
decision are the costs of inventory, utilization, and lateness [17, p. 21]. 
Gupta [33] adds to these, the operation cost or the component of cost 
incurred in actual production. Gupta, as well, presents several 
approaches dealing with economic aspects of scheduling and concludes 
that minimization of total opportunity cost is the most viable since 
opportunity cost is an accurate measure of the cost of departure of a 
given schedule from an ideal schedule. The results of his experiments 
indicate that minimization of schedule time is a relatively poor criterion 
10 
11 
when the goal is to minimize total cost. 
The Cost Components  
Opportunity costs reflect the loss of profit which results from 
rejecting a particular course of action available to the decision maker. 
These costs are difficult to measure, since by definition, the actions 
which would cause them to appear on the profit and loss statement may 
never be carried out. The cost formulations presented herein are based 
on assumptions which at times may not be representative of the real 
situation, and hence they are not intended for indiscriminate use in 
all shop scheduling problems. The reader must keep in mind, however, 
that any mathematical model allowing an algorithmic solution is an 
abstraction and will, necessarily, fail to represent perfectly the real 
world system. The following formulations for costs are adapted from 
those of Gupta [33] but are based on somewhat different assumptions, 
as explained below. 
Operation Cost. Operation costs are those costs which arise due 
to the actual processing of a job on a machine. These costs can be 
assumed to be composed of the cost of running the machine in addition 
to the cost of setup, where the cost of running the machine is sequence 
independent. The only variable component is then due to sequence 
dependent setup costs, which will not be considered in this research. 
Then under the assumption that setup costs and setup times are sequence 
independent, the operation cost component of opportunity cost will be 
disregarded. The scheduler must keep in mind however, that there are 
occasions when this assumption is not valid and the resulting conse-
quences must be investigated. 
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Job Waiting Cost. Job waiting costs, or in-process inventory 
costs, are those costs incurred while a job is in the shop with no work 
being performed on it. The costs incurred are quite similar to those 
incurred for holding raw materials or finished goods inventories. The 
largest of these is usually the return lost because the capital invested 
in inventory cannot be used elsewhere in the enterprise to finance pro-
fit making projects. Other costs include losses due to breakage and 
pilferage, taxes, insurance, and cost of providing storage space. Cer-
tainly, these may depend on how the individual firm operates its business. 
quite often, for example, the storage space provided is not dependent 
on the scheduling policy, and in this case the cost of storage space 
is simply a part of factory overhead. A particular cost should be 
included in the opportunity cost if the scheduling policy will affect 
the amount of cost incurred. 
Since most of the job waiting costs mentioned above are closely 
related with the value of the product, it is reasonable to assume that 
the charge for job waiting can be expressed as a fraction or percentage 
value representative of dollar charge per dollar held in in-process 
inventory per unit time that the product is not being processed. If 
this rate is r, and the value of the product at some time is V, then 
the job waiting cost per unit time is rV. In order to determine the 
total job waiting cost component, certain assumptions must be made 
concerning the time frame over which the costs are incurred. Raw 
materials may be considered available at any time from the start of 
the first operation of the job set until the start of the first operation 
for the job being considered. Since the former is more likely to be 
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the case for most manufacturing situations, it will be used herein. 
Likewise, in-process inventory charges continue to accrue until the 
job is delivered, where delivery might occur upon completion of the 
last operation of the job under consideration, at the due date if it 
is subsequent to the job completion time, or at any point in between. 
Here it will be assumed that the job is held until the due date or job 
completion, whichever is later. In his development, Gupta assumed 
that no waiting costs were incurred after the last operation of a job. 
Let 'V.11 be the cost of raw materials for job i, and u.. be the lj 
value added to the product by operation j. Then Vin, the value of job 
1 before operation n, is given by: 
n-1 
7- 
Vin = VII + G vii ; 
j=1 
i = 1, 2, . . . , J 
n = 2, 3, . . . , gi + 1 	 (1) 
where g. is the number of operations in job i and. 	is the 
1 1) (gi 
job i waits before operation j and after operation j - 1, and yi(g. + 1) 
the waiting time from C i , the completion time of job i, to di , the due 
date of job i, then 	the job waiting cost component for job i can 
he given such that: 
A glossary of notation used is provided in Appendix B. 
value of job i after the last operation. Further let y.. be the time 
ij 
gi+1 	 n-1 
r[
V. 11L





i = 1, 2, . . . , J 	 (2) 
The job waiting component, 0(s), of the total cost is then: 
g.+1 J 1 	 n-1 
i3(s) r [V + 	u 	v 
1_1 L., 	ij 	in 
i=1 n=1 	 j=1 
it can be seen that as a job moves through the shop and accumu-
lates value, the waiting cost per unit time for the job increases. It 
would appear desirable then, to add value to a product as late as possible 
in order to minimize job waiting cost. Such a conjecture is pursued 
again, subsequent to consideration of additional pertinent cost aspects. 
Machine Idle Cost. As J jobs are scheduled on M machines, there 
will usually be some time when the various machines are idle at which 
point an opportunity cost should be affixed. The cost to be charged is 
the return lost because of the machine not being used for productive 
work. Hence, if in the absence of the J jobs the machines could still 
not be used for other productive work, the opportunity cost should be 
zero. Let the opportunity cost for machine k be r k dollars per unit 
idle time. Although it is possible that r k could be a function of time, 
time variations are not likely to be large over a given job set, and 
(3) 
1 5 
will not be considered here. r
k 
is simply the difference between revenue 
per unit time obtained from machine k and the cost per unit time of 
operating machine k, not including the overhead costs which are indepen-
dent of operating hours. 
Implicit in the consideration of the static problem only is the 
assumption that batch processing is used, or that the shop processes only 
J jobs from time zero until T(S), the completion time of the last oper-
ation of the J jobs. Idle costs should then be charged for all machine 
inactive time from time zero until T(S). For a given set of jobs the 
total idle time for each machine is known once T(S) is known because 
the processing times of all the operations on each machine are given. 
Let I
i 
 be the idle time on machine k before the processing of oper- 
jk  
ation j of job i on machine k, and C
k 
be the completion time of the 
last operation processed on machine k. Note that T(S) = max[C
ki 
 J. Then 
k 
machine idle time for machine k is given by: 
r, 2, Iijk + T(S) - Ck = T(S) - 	t.. ijk 
i,j 	 i,j 
k = 1, 2, . . . , M 	 (4) 
where t
i 
 is the processing time of operation j of job i on machine k. 
jk 
Further, the machine idle opportunity cost for machine k, yk, and the 





[T(S) - 	tijk ] Yk = rkik 
i,j 
k = 1, 2, . . . , M 	 (5) 
M 
y(S) 	y
k 	rk  [T(S) - 	t. k  ] 
k 
L 	 L-J 1 
k=1 
(6) 
Since processing times are constant, it is clear from the above for-
mulation that minimization of schedule time corresponds to minimization 
of machine idle cost, regardless of the values of r k. This was not 
the case for Gupta's formulation, since he assumed that idle costs were 
not incurred for machine inactive time after the processing of the last 
operation on each machine. 
Job Penalty Cost. Of the costs arising from or bearing on the 
scheduling decision, job lateness costs are the most difficult to 
quantify because they cannot be separated from the behavioral aspects 
of the customer-supplier relationships. Considerations which must enter 
into determination of lateness costs, as suggested by Gere [29], include: 
1. Contractual penalty clauses, 
2. Costs of dealing with the customer, 
3. Costs of expediting tardy jobs or holding early jobs, 
4. Customer dissatisfaction. 
Costs due to contractual penalty clauses are easy to evaluate, 
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since they are stated explicitly in the contract, usually in the form 
of a certain dollar quantity per unit time the job is tardy. It should 
he noted, however, that the existence of a penalty clause in a contract 
does not preclude the presence of the other costs listed if the job is, 
in fact, either tardy or early. 
Costs of dealing with the customer are the costs incurred due to 
extra communication or deliberation with the customer when a job is 
delivered before or after its due date. Some of these may be direct, 
while others fall into the category of the opportunity cost of, for 
example, the manager using his time appeasing the customer when he could 
be allocating his time to other activities. 
The cost of expediting tardy jobs might include the cost of hiring 
new men or administrative costs. If a job is completed early, it may 
be delivered early, in which case the supplier may incur extra costs 
of dealing with the customer and may risk customer dissatisfaction, or 
it may be delivered at the pre-established due date, in which case the 
supplier incurs an inventory holding cost. Exactly which policy is 
followed depends entirely on the operating conditions, but in the 
present research it is assumed that the product is held until the due 
date, and the cost for this has been included in the job waiting cost. 
It is very difficult to place a monetary value on customer dis-
satisfaction or loss of good will. Possibly the customer is not offended 
by a tardy or early delivery. Alternately, the customer may cease to 
do business with the supplier because of a single tardy delivery. More 
often the consequences of a late delivery are somewhere between the 
above two extremes. Needless to say, because the losses can be severe, 
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it is certainly important for the manager to consider a penalty cost 
for late jobs in the scheduling decision. 
The exact form of the aggregate of these lateness costs is 
not known. It is not unreasonable to assume that it could at least 
be estimated for a particular firm given its operating data. McNaughton 
[50] suggests the use of a quadratic loss function for tardy jobs since 
the urgency of getting a task done increases as time increases beyond 
the due date. Most authors have used a linear loss function when schedul-
ing with due date considerations. Lawler [45] suggests the use of a 
penalty function which is monotonically nondecreasing with time. It 
would be unreasonable to assume that the penalty cost should decrease 
with increasing tardiness. It would also be unreasonable, under most 
circumstances, to assume that penalty cost continues to increase for-
ever as tardiness approaches infinity. 
Upon consideration of the above factors,,the job penalty cost 
is formulated as follows. Let T i ' be the tardiness of job i, 6. be the 
job penalty cost of job i, anda il , 1 = 1, 2, . . . n, be constants, 
then 
5. ,= a.11 Ti' + ai2 
T
i
' 2 + 	. + a. T.'n  in 
n 
= L a. . Ti ' 
	




Here nand the a. 1 
 are determined as desirable for the particular 
situation. If only a linear penalty cost is desired n = 1. In addition, 
an upper limit might be placed on 6 i so that the penalty remains reason-
able for any value of tardiness. The job penalty cost component, 6(S), 
for schedule S is then: 
J n 
	
o(s) = 	7 a. T' 	 (8) 
i=1 t=1 
Total Opportunity Cost. An equation for total opportunity cost, 
TC, may now be formulated such that: 
TC(S) = 13(S) + y(S) + 6(S) 
J gi+1 
r, 7, 
= 	/ rV. y. + 	r [T(S) - 	t.. I 










Summarizing, the assumptions upon which the above function is 
based, in addition to those listed in Chapter I, include: 
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1. Processing costs as well as processing times are independent 
of sequence, 
2. Job waiting costs are directly proportional to the value of 
the product at any time, 
3. Jobs completed before their due date are held for delivery 
at the due date, 
1. Machine idle costs are incurred for all machine inactive 
time from the start of the first job until the completion of the last 
job in the batch, and 
5. The job penalty cost can be formulated as a polynomial 
function of tardiness. These assumptions are reasonable for most 
situations in which batch scheduling would be used. The developments 
which follow are based on the above assumptions. The algorithm event-
ually presented can be easily modified to accomodate the relaxation of 
the last three of the above five assumptions, however. 
It should be mentioned here that one real cost to be considered 
has not been included in the total cost formulation and must be accounted 
for separately. This is the cost of implementing the scheduling analysis 
itself, which should, of course, be considered when comparing the methods 
available. 
It is not claimed that it will always be possible to represent 
costs in the above manner. For example, the penalty costs may not be 
quantifiable at all, in which case the manager would consider the alter-
natives available to him and select the one which seemed best. However, 
since even a small scheduling problem involves thousands of possible 
alternatives, a suitable algorithmic approach seems desirable, if not 
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in fact, vital. 
Characteristics of Economically Generated Schedules  
A logical question concerning economically generated schedules 
arises with reference to characteristics of schedules which might be 
generated using economic indices. These characteristics can be analyzed 
in much the same manner as characteristics of time oriented measures 
are analyzed. It is well known, for example, that so called active 
schedules [30] dominate the set of all schedules when the criterion 
is schedule time. 
Recall the following assumptions: 
1. Machine idle time includes all machine inactive time from 
time zero until the last operation from the set of all jobs is completed, 
2. Machine idle cost rate, r k, for a given machine is constant 
over the scheduling period, 
3. The penalty function for each . job is a monotone non-decreasing 
function of completion time, and 
4. Any operation adds value to the product on which it is per-
formed. 
Consider the following theorem: 
Theorem 1: The set of active schedules contains a schedule, S, 
having minimum total machine idle cost and job penalty cost over all 
the feasible schedules. 
Proof: Suppose S is a feasible nonactive schedule. Then by a 
series of left shift operations, an active schedule 5' can be produced 
which is at least as good as schedule S, since the machine idle time 
will either decrease or remain the same, and the job completion times 
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will either decrease or remain the same. Hence if S has minimum possible 
total machine idle cost and job penalty cost, it is from the set of 
active schedules. 
This suggests that when it is desired to produce schedules which 
are good with respect to total machine idle cost and job penalty cost, 
one good procedure would be to search from among the set of active 
schedules in much the same manner as active schedules are searched in 
order to find good schedule time solutions. However examination of 
the remaining cost component, job waiting cost, shows that it does not 
behave in the same manner. Left shifting of an operation through a 
time interval actually increases the job waiting cost since the time 
during which the job has its higher value is increased while the time 
during which the job has its lower value is decreased. Consider the 
following theorem: 
Theorem 2: Given a schedule S such that some operation can be 
right shifted without the left shift of another operation in order 
that a schedule S' be obtained such that: 
Ti
' 
s T.'(S) ; i = 1, 2, . • • , J 	 (10) 
T(S') s T(S) 
then TC(S') < TC(S). 
Equation (10) prevents delay of the last operation of a job when 
this would increase tardiness. Equation (11) prevents delay of operations 
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past the time which would increase schedule time. Proof is given only 
for the case where resequencing does not occur. A similar but more 
involved proof could be given for the case where an operation is delayed 
past another operation yielding a different sequence. 
Proof: Since the conditions of equations (10) and (11) prevent 
an increase in machine idle costs and job penalty costs, it remains 
only to be shown that the procedure decreases job waiting cost. Con-
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n=1 
Let operation t, of job a be right shifted, to (1, 2, . . . , 	- 1, 




Y;,(t, + 1) 	Ya(t, + 1) 
and y aj 	aj 
= y' for je (1, 2, . . . , 	- 1, 	+ 2, . . . , ga l. Also 
V= However, 
aj 	aj 	j 
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Ya(t + 1) - 	+ 1) 	Yat 0 
Then since Va(t + 1) 
> V
at' 
Va(t + 1) [Ya(t + 1) - Y . (t + 1) 1 > Vat [Y;..t Yat l 
	
(15) 
VatY t Va(t + 1)ya(t + 1) < V
atyat + Va(t 1)ya(t 4. 1) 	(16) 
4 N. °a 
It is seen that shifting operations either left or right has an 
effect on job waiting cost antithetic to the effect on machine idle and 
job penalty cost. The conditions for a minimal total cost solution are 
not immediately apparent, nor is a procedure for obtaining a minimal total 
cost solution. Therefore, a solution procedure is proposed whereby a 
schedule having minimal total machine idle cost and job penalty cost is 
obtained by searching from the set of active schedules, followed by a 
rescheduling of operations in the manner suggested by Theorem 2 to 
reduce job waiting cost. Although it can easily be shown that this 
procedure does not necessarily produce an optimal total cost solution, 
it is quite likely to produce a solution which is very close to optimal, 
especially if the problem parameters are such that job waiting cost is 
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a small portion of the total cost. 
Development of the Algorithm  
Potential approaches for solution of static scheduling and 
sequencing problems include enumeration, sampling, and algorithmic 
techniques. Enumeration, which will produce the optimal solution, 
is impractical even in the time domain for other than very small 
problems. By the same token, sampling, which does not guarantee 
optimality, has not received wide acceptance. Neither would be practi-
cal when considering the economic factors because active schedules do 
not dominate. The number of possible schedules is unlimited since any 
number of schedules can exist for a given sequence. The algorithmic 
structure presented is a branch and bound approach similar to that 
first proposed by Brooks and White [11]. A graph theoretic approach 
similar to that in references [6] and [27] facilitates the process of 
branching, while a lower bound on machine idle cost and job penalty 
cost provides the bounds by which solution sets are eliminated. The 
graph theoretic approach is chosen because recent studies, such as [27], 
indicate that it may offer a computational advantage over earlier 
techniques. It should be emphasized that the procedure is heuristic 
and cannot, even with backtracking, guarantee an optimal solution. 
The Graph Structure of the Shop Scheduling Problem  
The static shop scheduling problem can be structured as a mixed 
graph, GA; r,b) [6, 13] with the nodes of the graph representing 
Graph theory terms used in this work are defined in the glossary 
given in Appendix B. 
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operations and the arcs representing precedence relationships. This 
configuration is convenient since arrangement of arcs can be used to 
indicate a sequence, giving precedence relationships among nodes. Con-
junctive arcs, those in the set C, represent machine ordering restrictions 
while disjunctive arc pairs, given by 0t),- represent the potential ordering 
of two operations on a machine. The set of all arcs is given byA, so 
that 	1-.)08- --.A1, and 	n k"= 0 , the empty set. Observe Figure 1 showing 
the initial graph with conjunctive arcs as solid lines and disjunctive 
arcs as dashed lines. Each time one operation is selected to precede 
node 1 2 3 4 5 6 7 8 9 
job 1 1 1 2 2 2 3 3 3 
machine 3 1 2 1 3 2 3 2 1 
Figure 1. 3 X 3 Problem Showing Conjunctive and Disjunctive Arcs 
p. 
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another, one arc is selected from a disjunctive pair to indicate the 
appropriate precedence relationship. After proceeding iteratively, 
eventually (J - 1) arcs are selected for each machine so that M arbores-
cences result which represent the job sequencing on the machines, as in 
Figure 2. For the case where each job is processed once and only once 
on each machine, it is seen that initially lel = JM, and pitial = J • ( 1'21). 
Figure 2. A Feasible Sequence for the 3 X 3 Problem 
In general, a synthesis of the initial structure, G o (N, f.,0&), is to 
be obtained such that some (/V -,e) results where pD1 0 after some 
number of iterations, p. 
Identification of Candidate and Conflict Sets  
When an operation is scheduled all disjunctive arcs incident to 
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that node are elinimated. The start time and completion time of that 
operation in the eventual schedule are then known, assuming the earliest 
possible start time is assigned. An operation is schedulable, or is a 
candidate for scheduling, if it has not been scheduled but all operations 
constrained by machine ordering restrictions to precede it have been 
scheduled. At the beginning of each iteration a candidate set, jr,  con-
sisting of all the schedulable operations, is identified, as in Figure 
3. A member of a candidate set which is the only member processed on 
Scheduled operations = [1, 4) 
T = {2 , 5, 7} 
e = [5, 7) 
Figure 3. 3 X 3 Problem at Some Iteration 
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a particular machine will be referred to as a singleton, and it may be 
scheduled immediately. If, however, two or more members are to be 
processed on the same machine, then a conflict set, 8, exists and one 
of the operations must be selected to precede the others. The operation 
so selected is then scheduled and the remaining operation or operations 
become a member of the next candidate set. A candidate set may have 
more than one conflict set, and a conflict set can have up to J operations. 
Selection of the operation of the conflict set to be scheduled 
has usually been done by establishing a lower bound on some measure of 
performance, such as schedule time, contingent upon that particular 
operation being scheduled. The operation from the conflict set exhibit-
ing the least lower bound is selected. 
The Cost Bound  
A resolution of conflicts based on a lower bound on the sum of 
machine idle cost and job penalty cost is proposed. The resulting 
schedule will then have characteristics as described previously. Con-
sider the following definitions: 
(ijk) = operation j of job i on machine k 
Bijk E lower bound on total machine idle cost incurred if (ijk) 
is schedule on machine k before other operations in conflict set. 
Bijk E lower bound on total job penalty cost incurred if (ijk) 
is scheduled on machine k before other operations in conflict set. 
B 	E B.. + B.. 
ijk ijk 	ijk 
8 E a conflict set 
E set of unscheduled operations 
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sijk E earliest start time of (ijk) 
C
i 	
E completion time of (ijk) 
jk 
t..k E sum of processing times of all operations performed on 
machine k 
ijk E machine based lower bound on schedule time if (ijk) is 
MB  
scheduled on machine k before other operations in conflict set 
d.Edue date of job i. 
1 
The machine based bound may be calculated as: 
r F 	 c' 
MBmrit = max t I Cmnt + L tut 	max 	min(sijk' ) (17) 
	




where the terms in the first set of brackets represent the minimum  
schedule time due to interference on the machine of conflict and the 
terms in the second set of brackets represent the minimum schedule time 
due to interference on other machines. A lower bound on tardiness of 
job i can be calculated as: 
Ti = max [0, C. - d i ] ; i = 1, 2, 	. . , J 	 (18) 
31 
where C. results as a lower bound on completion time for job i. Now 
the lower bounds on cost may be given as: 
M 
M — 7' 







(a. T.' + 





mnt 	mnt 	rant 
Here only the linear and quadratic terms for penalty cost have been 
shown. Higher order terms could, of course, be included as shown pre-
viously, as could an upper limit on penalty cost. Note that the cost 
bounds are formulated from bounds on time measures. 
In review, the algorithm involves an iterative process. At each 
iteration a candidate set is identified. From this candidate set the 
singletons are scheduled and conflict sets are identified. Within each 
conflict set, lower bounds are calculated based on selection of each 
operation by temporarily changing the graph to reflect selection of 
that operation for scheduling, and the operation yielding the least 
lower bound is selected. At the end of each iteration, the selected 
operations from the conflict sets are scheduled by selection of the 
appropriate disjunctive arcs, leaving an updated graph for the next 
iteration. When the last operation has been scheduled, the process is 
complete and the total cost may be calculated. 
(19) 
( 2 o ) 
( 2 1 ) 
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Additional Features  
The procedure described above may he used in a first pass solution 
mode or in a backtracking mode. The first pass solution is available 
immediately when the last operations have been scheduled. To obtain 
a solution which may be better with respect to total machine idle cost 
and job penalty cost, it is necessary to backtrack up the solution tree 
of conflicts until a lower bound is formed which is less than the total 
machine idle and job penalty cost obtained on the first pass solution, 
as in Figure 8. This conflict resolution is then pursued until it 
produces a lower bound greater than the current best solution or a new 
lower cost solution. All points on the solution tree are thus explored. 
It is noted that this backtracking will not necessarily produce a 
solution which is optimal with respect to total machine idle and job 
penalty cost because some feasible active schedules are not represented 
in the tree. This is due to the fact that the time element is not 
considered when the candidate sets are designated. An indication of 
how this algorithm might be altered so that the optimal total machine 
idle and job penalty cost could be guaranteed by backtracking is found 
in reference [4]. 
A separate feature of the algorithm is a delay scheme which 
delays operations to reduce job waiting costs. The solution obtained 
thus far may have idle time after operations which allows the delay 
of the operations without violating ordering restrictions. Such 
operations are delayed as far as possible subject to no resequencing, 
no increase in machine idle cost, and no increase in job penalty cost, 
thus giving a lower job waiting cost. 
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An additional feature is incorporated in the algorithmic structure 
which holds singletons from scheduling at a given iteration if an oper-
ation in the next possible candidate set is processed on the same machine. 
This offers a possibility of an improved first pass solution [6]. 
Computational Algorithm  
Following is a step by step procedure for the first pass cost 
algorithm embodying the features described in the preceding section. 
Additional notation which will be used is introduced as 
(k) 	- node k 
(k, t) - arc directed from (k) to (t) 
- set of all nodes 
.4t 
	- machine ordering matrix 
- vector of operations in job j; row j of M 
m 	- vector of operations processed on machine m 
IV 1 




set of unscheduled operations 
a 	- set of singleton operations 
STEP 1: Initialize the precedence graph 
1.1 Construct J linear graphs, from the machine orderings such 
that 
(k) « (t) « . « (T) (k), (t) e Aij ; j , (k,t) e 
where (T) is the terminal node. 
1.2 Label all arcs in A such that 
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f(k, t) = processing time, operation k; (k) = 1, 2, . . 	N 
1.3 Select the initial set of arcs (k, t) such that 
(k, t) ed5; (k), (t.) ec7-11; 
1.4 Set p = 0, Tp = (01,4 = 	=,4/. 
STEP 2: Construct the candidate set T . 
2.1 Set p = p + 1 and scan each linear graph for nodes (k) 
such that 
(t) << (k), (t) 	(k) eA42 
Set (k) into p. If p = 1, go to 2.3. 
2.2 Update T such that nodes (x) are removed, where 
(k) e Tp ; (k) << (h); (h), (x) €4.7;,)Y2 , 
and (x) is the only node from specific 4.71-n in p. 
2.3 Identify singletons. Set all nodes (x), where (X) is the 
only node from specific L.7. -rn in p, into the set a, and remove from T . 
2.4 Schedule nodes in a. Update /1/1 and/V2 . 
2.5 Update the precedence graph. Let (q) be the scheduled 
node, then: 
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2.5.1 If G (oi4A) is unsaturated over given (T- , update the 
graph such that 
(q, t), (q) e 	(t.) ej".. ,(2 
2.5.2 If G (N,4) is saturated over given LT, update the graph 
such that 
A+ (q, t), (q) e (Tin , (t) e 
and 
.4: = A - (h, x), (h) e 	(x) s cTm,N, (h) / (q) 
2.6 If p = 1, go to 2.1. 
STEP 3: Identify conflicts and select nodes for scheduling 
3.1 Identify a conflict set. If more than one node (k) from 
a given (2;:n exists in T , resolve the conflict by Step 3.2. 
3.2 Arrange the graph for the scheduling of a conflict set node, 
as in step 2.5. Calculate the lower bound on total machine idle and job 
penalty cost in accordance with equations (17) through (21). Return 
the graph to its former state. Repeat for each node in the conflict 
set. 
3.3 Place the node with the least lower bound into the set of 
operations to be scheduled at this iteration. In case of a tie the 
lowest numbered node is selected. 
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3.4 If the last conflict set in the candidate set y has been 
resolved, go to step 4; otherwise return to step 3.1. 
STEP 4: Schedule the selected operations and update the graph. 
4.1 Place the nodes selected in step 3 intoNl ; set W2 =JV-Ari . 
Update graph as in 2.5. 
4.2 If all operations have been scheduled,,AV = 0, go to step 5; 
otherwise return to step 2. 
STEP 5: Evaluate the total cost of the schedule. 
STEP 6: Delay operations to reduce job waiting costs. 
STEP 7: Evaluate the new waiting cost and total cost. 
Since at least one operation is selected for scheduling at each 
iteration, the algorithm will converge after a finite number of iter-
ations. The algorithm is now demonstrated with a sample problem. 
Sample Problem  
Consider the following 4 X 3 problem. The machine ordering and 
operation processing times can be given by the matrices /Xand T such 
that 
12 13 11 4 2 3 
21 23 22 8 4 5 
T = 
33 31 32 6 3 9 
41 42 43 7 6 2 










The machine idle cost rates are given by: 
[rk ] = [30, 70, 90] 
The job penalty cost rates are given by: 
     











     
     
The job value matrix is: 
1000 1200 1300 1450 
300 940 1300 1600 
200 740 1010 1820 
300 790 1090 1230 
V = 
where the figures in the job value matrix give total value rather than 
the value added in the respective operations. The waiting cost rate, 
2 
38 
r, is given as .00041 dollars per dollar value held for one day. All 
other units are the appropriate combination of dollars and days. The 
subscript j is omitted in the example since each job is processed only 
once on each machine. Given the above information the algorithm pro-
ceeds as follows: 
STEP 1: Initialize the precedence graph. The precedence graph can be 
constructed as shown in Figure 4, where there is a one to one correspon-
dence between nodes (k) and operations inIW. 
Figure 4. Sample Problem Initial Precedence Graph 
Note that in Figure 4, only conjunctive arcs are included initially. 
The iteration index, p, is set at zero. 
STEP 2: Construct the candidate set p. The iteration index is incre-
mented to 1. The candidates are identified as nodes (1), (4), (7), and 
(10), of which (1) and (7) are singletons. Since this is the first 
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Iteration both operations are scheduled and the graph is updated as 
shown in Figure 5. 
Figure 5. Graph at First Iteration 
At this point the iteration index p is set at 2 and the new set of 
candidates identified as nodes (2), (4), (8), and (10). Node (2) is 
a singleton and is held over since node (5), which like node (2) is 
processed on machine 3, can appear in the next candidate set. Hence 
the final candidate set at the current iteration is nodes (4), (8), and 
(10). 
STEP 3: Identify conflicts and select nodes for scheduling. Since 
operations (4), (8), and (10) are all processed on machine 1, there 
exists only one conflict set in the set of candidate operations. The 
arcs of the graph are arranged to correspond to the selection of node 
(4), the first of the three operations, as shown in Figure 6. Noting 
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Figure 6. Graph at Second Iteration, Given 
the Selection of Operation (4) 
that node (4) corresponds to job 2 on machine 1, the lower bound B 21 
 may now be calculated. The reader can verify the following values as 
calculated from formulations (17) through (21) given in a preceding 
section. 
MB21 = 
max[8 + 13, min(12, 11, 15) + 20, min(6, 8,121) + 8] = 31 
Ti l = max[0, 11 - 9] = 2 
T2 i = max[0, 17 - 37] = 0 
T
3
' = max[0, 20 - 43] = 0 
T I = max[0, 23 - 42] = 0 
B2










The arcs of the graph are now arranged to correspond to the scheduling 
of operation (8), the next operation of the conflict set, whereupon it 
is found that B31 = 2291. Similarly, it is found that B 41 = 1776. 
Since all lower bounds for the conflict set have been calculated, 
operation (10), the one having the least lower bound, is placed into 
the set of operations to be scheduled. Since there was only one con-
flict set in the candidate set, the computation proceeds to step 4. 
STEP 4: Schedule the selected operations and update the graph. Oper-
ation (10) is scheduled. The updated graph appears as in Figure 7. 
At this point the algorithm returns to step 2, commencing with 
the next iteration. This procedure continues in a similar manner 
through nine iterations, after which time the first pass solution is 
reached with a total machine idle and job penalty cost of 2,634. The 
entire computation is summarized and presented in Table 1. 
STEP 5: Evaluate the total cost of the schedule. When the costs are 
evaluated in accordance with equations (3), (6), (8), and (9), it is 
1_ 	
Td. 
a ble 1. Complete Solution to Sample Problem 
'ter. 	Can Single- 	Held tons Over 	
Conflict Lower 	Least Lower 
	















10 1776* 1776 
3 J2,4,8,11 2,11 2,11 4 3099 
8 2064* 2064 
4 2,4,9,11 2,4 2,4 9 2634 
11 2064* 2064 
5 2,4,9,12 4,9 4 2 2064* 2064 
12 3639 
6 3,4,12 12 12 3 2634* 2634 
4 3936 
7 4,12 4,12 12 - 
8 5,12 - - 5 2634* 2634 
12 2634 
9 6,12 6,12 
Backtracking 
10 2,4,8,10 2 2 4 2536 
8 2291* 
10 1776+ 1776 
11 2,4,9,10 2,9 2,9 4 4019x 
10 3740x 3740x 
12 2,5,8,10 - - 8 2995x 2995x 
10 4049x 
S olution  Terminates 
* Node selected for branching 
+ For backtracking, implies node already explored 
x Lower bound higher than best solution, branch teluinates 
Figure 7. Graph at End of Iteration 2 
found that job waiting cost is 38.38, machine idle cost is $2,130.00, 
job penalty cost is 504.00, and total cost is 2,672.38. 
STEP 6: Delay operations to reduce job waiting costs. The following 
operations are delayed: 
Job 1 on machine 2 by 4 time units 
Job 1 on machine 3 by 2 time units 
Job 3 on machine 3 by 1 time units 
Job 3 on machine 2 by 3 time units 
Job 4 on machine 2 by 3 time units 
Job 4 on machine 3 by 3 time units 
STEP 7: Evaluate the new waiting cost and total cost. The new job 
waiting cost is found to be 36.22 and the total cost is $2,670.22. 
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This completes the first pass solution procedure. It is 
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appropriate at this point to mention that, as explained earlier, back-
tracking may be used to improve upon the first pass solution. Even 
though the computational algorithm as stated above does not provide 
for backtracking, the results of using a backtracking solution for the 
sample problem are shown in Table 1. In this problem backtracking does 
not yield a better solution. As explained in the section on develop-
ment of the algorithm, backtracking does not guarantee optimality. 
Figure 8 shows the solution tree for the sample problem including back- 
tracking. 
The algorithm presented above was made the subject of extensive 
experimental investigation. The nature of the investigation as well 





Numbers in circles indicate nodes. 
Numbers to right of circles are lower bounds. 
Dashed line indicates first pass solution. 
Figure 8. Solution Tree for Example Problem 
CHAPTER III 
EXPERIMENTAL INVESTIGATION OF THE COST ALGORITHM 
In order to evaluate the merit of the cost algorithm computer 
experimentation was undertaken. The prime objectives of the experi-
mentation were to investigate the worth of the cost algorithm in com-
parison with some existing scheduling procedures and to test the sen-
sitivity of the algorithm with reference to selected parametric varia-
tions. The algorithm was coded in FORTRAN V language for use on the 
UNIVAC 1108 computer at -Ale Georgia Institute of Technology. A source 
listing is provided in Appendix C. 
Procedure and Experimental Design  
The cost bounding algorithm was tested in the first pass mode 
only. Since no algorithms on cost solutions are available from the 
literature and moreover, since some comparison with existing procedures 
was desired, a heuristic schedule time algorithm was selected initially 
as a standard of measure. The particular algorithm chosen was a heuristic 
branch and bound using a composite of machine based and job based lower 
bounds on schedule time [4]. The algorithm is given for reference in 
Appendix A. This algorithm is structured in much the same manner as 
the cost algorithm, the major difference being in the nature of the 
lower bound itself. 
Initially a bounding procedure was developed which was, for both 
the job-machine based algorithm and cost bound algorithm, somewhat less 
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powerful than the algorithms described in Chapter EL and Appendix A. 
These original algorithms are hereafter referred to as the initial cost 
bound algorithm and the initial job-machine bound algorithm. The 
revised algorithms as presented earlier will be referred to as the cost 
bound algorithm and the job-machine bound algorithm. The initial job-
machine bound employed the job based bound on schedule time only on 
the basis of the jobs in the conflict set of operations, while the sub-
sequent job-machine bound employed the more powerful procedure of using 
the job based bound over the maximum of the earliest completion times 
of all jobs, as in Appendix A. Similarly the initial cost bound used 
a bound on tardiness of jobs in the conflict set, while the subsequent 
procedure used a bound on tardiness of all jobs as in Chapter II. 
Further comparative evaluation was carried out using a slack 
per operation dispatching rule. This allowed the consideration of due 
dates in a scheduling procedure based on local rules without explicit 
calculation of penalty costs. The slack per operation rule was selected 
because, at least in the case of the dynamic problem, experiments have 
shown it to be somewhat better than other standard due date type prior- 
ity rules [15]. 
Selection of Problems and Parameters  
The problems used in the testing were selected from previous 
works, most of which are documented. The moderate size problems appeared 
in references [4] and [5]. The remaining problems came from various 
other published works listed in the Bibliography. 
Since the problems available from the literature consider only 
the machine ordering and processing times, such parameters as machine 
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idle cost rate and due dates must be set separately. Certainly, some 
methods available for selecting these parameters would include attain-
ment of values from accounting data in an actual job shop, arbitrarily 
selecting values which seem reasonable, and using a random process to 
generate values. Selection of values from an actual job shop would 
result in quite realistic values, but would involve extensive investi-
gation for each problem, and might lead to results biased toward one 
particular kind of shop or operating environment. Arbitrary selection 
of values might also suffer from the threat of biased results. Hence 
a random process was used to generate parameter values over a range 
which might be encountered in a job shop. In particular, the para-
meters were set in the following manner: 
1. Time units: 1 time unit 4 1 day. 
2. Due date, di : randomly selected from a uniform distribution 
on one to three times the total processing time of job i. 
3. Job waiting cost rate, r: randomly selected from the values 
.15, .25, or .35 dollars per dolly-year held. 
4. Raw material value, Vil : randomly selected with uniform 
probability from the values 100, 200, . . . , 1000. 
5. Value added, u..: randomly selected with uniform probability 
from 50, 60, 70, 80, or 90 times the processing time for the operation. 
Hence, value added is correlated to processing time. 
6. Machine idle cost rate: r k 
- randomly selected with uniform 
probability from the values 0, 10, . . . , 90 /day. 
7.Jobpenaltycostrates:lineartem,anrandomly selected 
from 0, 10, . . . , 90 /day. Quadratic term a il set at one tenth the 
1 i near rate, /days . All other teems were set at zero. 
Experimentation  
The first experiment conducted, herein referred to as experiment 
A, was a direct comparison between the initial cost bound algorithm and 
initial job-machine bound algorithm. Nineteen problems, each with 
separately selected parameter sets were solved once by each of the two 
bounding procedures and the total cost of the resulting schedule cal-
culated. These problems and parameter sets remained exactly the same 
for all experiments except as described in experiments D, E, and G. 
After the algorithms were updated to embody the farm described in 
Chapter II as well as in Appendix A, the same set of problems were 
solved again as experiment B. The objective of this experimentation 
was to determine whether the most economical schedules would be pro-
duced using a solution procedure based on minimization of schedule time 
or using a procedure based on cost. For the seven smallest problems, 
the cost of an available schedule having the best known schedule time 
was also calculated for comparison. 
Since the job-machine bound uses no due date information, further 
comparison of the cost bound with a pr2tedure which does consider due 
date information was desirable. Hence, experiment C was generation of 
schedules using a slack per operation dispatching rule for the same 
nineteen problems. This algorithm operated in a similar manner to those 
above except that rather than resolving conflicts using a bound on cost 
or schedule time the conflicts were resolved in favor of the operation 
whose job had the least slack per operation remaining. Further, in 
order to include cost information in the decision rule, a weighted 
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stack per operation dispatching rule, which gives higher priority to a 
joh having a higher penalty cost rate, was developed and tested. 
In order to provide some experience with larger problems experi-
ment D, consisting of one 20 X 10 and one 20 X 5 problem, was run using 
both the cost bound and the job-machine bound. The objective was not 
only to test algorithmic performance but also to get some idea of the 
computational effort required for larger problems using the cost bound. 
There is no standard procedure available for testing the sensi-
tivity of the cost algorithm to the cost parameters, and so simple tests 
were devised to give some insight into this sensitivity. One feature 
of interest is whether the differences between the solutions obtained 
using the cost bound and job-machine bound is primarily dependent on 
the problem or the parameters. To break out this effect one problem 
was selected and five sets of parameters were chosen. The problem was 
then solved with both bounds using the five new sets of parameters, 
providing a total of six replications including the original parameter 
set. This is referred to as experiment E. 
Experiment F was designed to determine the effects of limiting 
the job penalty cost for a job to some predetermined value. As dis-
cussed in a preceding section, it is unreasonable to expect penalty 
cost to increase ad infinitum as tardiness increases. For this experi-
ment, the maximum value of penalty cost was limited to twice the value 
of the completed job. For the cost bound this should change the 
schedule generated and thus the total cost, since limiting the penalty 
cost can cause conflicts to be resolved in a different way. In the 
case of the job-machine bound, however, the schedule should not change 
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since penalty cost does not enter into schedule determination. The 
costs generated for the job-machine bound should be different from 
those obtained in experiment B only when the penalty cost for at least 
one job attains the limiting value. 
Experiment G was designed to determine sensitivity of the results 
to a change in due date setting policy. With all other parameters 
remaining the same, the due dates were changed to values obtained from 
a uniform distribution of two to five times the total processing time 
of the job instead of the one to three times the total processing time 
which was used for the other experiments. 
Results  
Results of experiments A through G are shown in Tables 2 through 
9, where for each problem in each experiment the schedule time, total 
cost, and cost after delay are indicated. The total cost referred to 
Ls the sum of the job waiting cost, machine idle cost, and job penalty 
cost of the active schedule resulting from the algorithmic first pass 
solution. The cost after delay is the total cost resulting when oper-
ations are delayed to reduce waiting cost as described in Chapter II. 
For experiment B only, the cost components are broken out individually 
so that the reader may gain appreciation for the relative sizes of the 
costs. 
Since the magnitudes of the resulting total costs have no meaning 
when comparing one problem to another, a nonparametric sign test is 
used to establish statistical significance in each case where direct 
comparison between procedures is desired. Even though delay of oper-
ations to reduce job waiting cost would not ordinarily be used when 
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schedules are generated by a time based algorithm like the job-machine 
bound, statistical comparison is between cost after delay for both 
algorithms to maintain conservatism. 
Experiment A  
For the nineteen problems tested using the initial algorithms, 
as shown in Table 2, the cost bound gave the lowest cost schedule in 
14 problems, the job-machine bound algorithm gave the lowest cost 
schedule in three, and identical schedules were obtained for two. 
hence, for a sign test [54], n = 17, z = 3, and the hypothesis that 
the algorithms are equally efficient in producing good economic schedules, 
is rejected at the a = .05 level, with .01 < u < .05. 
Experiment B 
The results arising from the analysis of the same nineteen test 
problems using the algorithms of Chapter II and Appendix A are shown 
in Table 3. The cost bound gave the best solution in thirteen problems, 
the job-machine bound was best for four, and there were two ties. Hence 
n = 17, z = 4, and the cost algorithm is judged superior at the a = .05 
level with a = .05. 
If Tables 2 and 3 are compared it can be seen that for the job-
machine bound the revised algorithm gives one schedule superior and 
one schedule inferior to the initial algorithm, and for the cost bound 
the revised algorithm produced ten schedules superior and two schedules 
inferior to the initial algorithm. Note also that job penalty cost 
makes up, by far, the largest portion of the cost for most problems. 
Table 4 shows the total cost with no delay of operations for a 
solution known to be optimal with respect to schedule time, for the 
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seven smallest problems. Comparison of Tables 3 and 4 shows that, 
when delay is not considered, the cost bound produces a better schedule 
for two problems and the same schedule for one problem. 
Experiment C  
The slack per operation dispatching rule produced one solution 
better than the cost algorithm and one identical schedule. Hence n = 18, 
z = 1, and the cost bound produces better solutions at the a = .05 
level, with u < .01. As Table 5 shows, the weighted slack per operation 
rule consistently performs better than the non-weighted rule. However, 
when compared with the cost bound the weighted rule gives the same 
statistical results as the non-weighted rule. 
Experiment  
The cost bound gave lower cost solutions than the job-machine 
bound for both of the two larger problems. Computer run times for 
the two algorithms were comparable. The 20 X 10 problem required 195.7 
seconds for the job-machine bound and 215.7 seconds for the cost bound, 
while the 20 X 5 problem required 48.3 seconds for the job-machine 
bound and 40.9 seconds for the cost bound. 
Experiment E  
It was observed that a change of parameters did in fact cause 
a change in results. Of the five new sets of parameters, the job-
machine bound gave a better solution in two cases and the cost bound 
gave a better solution in three cases. 
Experiment F  
Establishing an upper limit on job penalty cost caused the cost 
bound to produce different schedules from those of experiment B in 
seven of the nineteen problems. Table 8 shows that the cost bound gave 
a better schedule than the job-machine bound in thirteen problems, and 
the same schedue in two. Hence for n = 17, and z = 4, there is a 
difference in algorithms at the a = .05 level, with a = .05. 
Experiment G  
Table 9 shows that with due dates extended, the job-machine 
hound produced a less costly schedule in six problems, the cost bound 
was better in eleven problems, and two schedules were identical. Since 
n . 17 and z = 6, the hypothesis that the two algorithms are equally 
efficient cannot be rejected even at the a = .25 level. It is also 
noted that the cost algorithm produced schedules different from the 
ones produced in experiment B in fifteen of the nineteen problems. The 
job-machine bound, of course, produced the same schedules as in experi- 
ment B. 
Discussion of Results  
The most important conclusions which can be drawn from the above 
computational experience are that the cost algorithm in its first pass 
mode can definitely offer an advantage over time oriented algorithms 
when economic factors are important, but that this advantage is para-
meter dependent. There are, however, further points of discussion 
brought on by the above results. 
One aspect which might initially startle the reader is the 
magnitude of the costs generated. These high costs result from high 
penalty costs when job completion is delayed several time units past 
the due date for one or more jobs in the batch. In particular, when 
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a job is several time units tardy the quadratic contribution to penalty 
cost can be very high. This should not detract from the results of 
the analysis however, since experiment F indicates that limiting the 
penalty cost to a reasonable upper bound does not change the results 
from a statistical standpoint. In addition, when one considers the 
time units around which the parameters are structured, the figures seem 
entirely reasonable since for a twelve job batch being processed over 
a period of, say 180 days, or half a year, tardiness costs of tens 
of thousands of dollars are realistic if important jobs are significantly 
delayed. Of course, the fact that the parameters selected for these 
experiments were related to days is not important, since relatively 
speaking the same results would have been obtained if the time units 
had been minutes or hours instead of days. 
There is no observable correlation between best schedule time 
solutions and best cost solutions. Frequently, in experiments A, B, 
F, and 0 the cost bound gives better schedule time solutions than the 
schedule time algorithm. It is interesting to note from experiment B 
that a solution with a much longer schedule time will often have a 
much lower total cost. 
Experiment C gives some surprising results. It seems logical 
that since experiments A and B indicate it is reduction in job tardi-
ness that yields good cost solutions, then an algorithm oriented toward 
reducing tardiness, like the slack per operation algorithm, should 
give low cost solutions. In experiment C, however, these results were 
not achieved. This may be attributed to either of two causes. First, 
the dispatching rules are inherently local rather than global in effect. 
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ccond, due to the nature of the dispatching technique, it is difficult 
for even a weighted rule to properly allow for the parametric differences 
in the economic realm, such as the differences in penalty costs for 
various jobs in the batch. 
Even though experiment F indicates that the efficiency of the 
cost bound may not be very sensitive to an upper limit on penalty cost, 
experiment G shows that as due dates give a greater allowance for job 
completion, the importance of considering penalty cost may decrease. 
That this should happen is quite apparent from the structure of the 
problem and from the cost breakdown of experiment B in Table 3. As 
the due dates approach the range where no jobs are late, the cost 
algorithm becomes an algorithm bounding on machine idle cost only, 
which makes it very much like a machine based bound on schedule time. 
Thus its efficiency might be even less than the efficiency of a "good" 
schedule time algorithm in situations where due dates are loose or 
nonexistent. 
Further sensitivity to parameters is indicated by the results 
of experiment E, where all parameters of the problem except machine 
ordering and processing times were changed to form the replications. 
it is seen that the desirability of considering economic aspects in the 
scheduling decision depends heavily on the cost parameters. 
As shown in Table 6, the results of experiment D indicate that 
the computer time required for the cost algorithm is comparable to the 
time required for the job-machine bound. It would be expected that 
computation time for even larger problems would increase in an expon- 
ential fashion. 
Table 2. Experiment A - Comparison of Initial Algorithms 
Problem Initial Job-Machine Bound Initial Cost Bound 
NO7 Size T(S) Total Cost 
Total Cost 
After Delay T(S) Total Cost 
Total Cost 
After Delay 
1 4 x 3 32 4928.66 4923.17 33 4278.72 4274.39* 
2 3 X 3 21 1197.02 1195.91* 22 1380.34 1378.76 
3 3 x 3 16 398.25 396.52 16 398.25 396.52 
4 4 x 3 87 7684.97 7671.69 87 5050.57 5085.86* 
5 3 X 2 31 
* Indicates lowest cost solution between two algorithms 
 
488.92 488.92* 34 674.02 670.62 
6 3 x 4 34 3763.07 3760.03 34 3763.07 3760.03 
7 6 x 6 58 6534.33 6524.53 69 5179.54 5152.90* 
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10 10 x 3 155 39799.55 39794.36* 171 59502.54 59477.63 
11 10 X 4 170 27296.75 27266.68' 211 23102.57 23061.62* 
12 12 x 3 205 381333.34 381265.73 190 76318.41 76309.08* 
13 12 x 4 233 626170.77 626021.35 235 53611.66 53557.66* 
14 8 X 3 137 60882.67 60870.09 134 8055.06 8055.06* 
15 8 x 4 167 111644.76 111589.32 165 28866.40 28827.76* 
16 10 X 3 207 181199.11 181090.63 1914 43044.42 43042.40* 
17 10 x 4 215 265516.53 265426.01 220 45120.12 45074.13* 
18 12 x 3 205 349766.83 349742.25 218 81177.30 81173.18 * 
12 x 4 259 332331.02 332176.23 246 175902.94 175785.22* 
Table 3. Experiment B- Comparison of Cost Bound and Job-Machine Bound 
Problem Job-Machine Bound 










1 4 x 3 32 42.66 2510.00 2376.00 4928.66 4923.17 
2 3 x 3 21 9.02 1020.00 168.00 1197.02 1195.91* 
3 3 x 3 16 38.25 360.00 0.00 398.25 396.52 
4 4 x 3 87 147.97 3040.00 4497.00 7684.97 7671.69 
5 3 x 2 31 88.92 400.00 0.00 488.92 488.92* 
6 3 x 4 34 33.07 3730.00 0.00 3763.07 3760.03 
7 6 x 6 58 289.33 2870.00 3375.00 6534.33 6524.53* 
8 8 x 3 153 976.62 1870.00 38499.00 41345.62 41283.04 
9 8 x 4 189 1075.10 9190.00 85404.00 95669.10 95641.42 
10 10 x 3 155 508.55 1040.00 38251.00 39799.55 39794.36* 
11 10 x 4 170 835.75 6160.00 20301.00 27296.75 27266.68 
12 12 X 3 205 1437.34 7520.00 372376.00 381333.34 381265.73 
13 12 X 4 233 1903.94 6880.00 612204.00 620987.94 620832.27 
14 8 x 3 137 339.67 1720.00 58823.00 60882.67 60870.09 
15 8 x 4 167 600.76 4600.00 106444.00 111644.76 111589.32 
16 10 x 3 207 835.11 2640.00 177724.00 181199.11 181090.63 
17 10 x 4 215 1430.53 15500.00 248586.00 265516.53 265476.01 
18 12 x 3 205 591.83 3750.00 345425.00 349766.83 349742.25 ..T1 co 
19 12 X 4 254 1855.19 5930.00 336219.00 344004.19 343847.85 
Table 3. (Continued) 
Problem Cost Bound 









1 4 x 3 3o 38.38 2130.00 504.00 2672.38 2670.22* 
2 3 x 3 22 6.34 1140.00 234.00 1380.34 1378.76 
3 3 x 3 16 38.25 360.00 0.00 398.25 396.52 
4 4 x 3 87 138.57 3040.00 1872.00 5050.57 5035.36* 
5 3 x 2 34 94.02 580.00 0.00 674.02 670.62 
6 3 x 4 34 33.07 3730.00 0.00 3763.07 3760.03 
7 6 x 6 67 294.57 3950.00 7656.00 11900.57 11867.48 
8 8 x 3 153 675.01 1870.00 6316.00 8861.01 8805.98* 
9 8 x 4 213 762.17 12550.00 3064.00 16376.17 16308.33* 
10 10 x 3 155 533.78 1040.00 46797.00 48370.78 48368.32 
11 10 x 4 209 657.78 15130.00 3054.00 18841.78 18787.26* 
12 12 X 3 182 1200.37 2920.00 84362.00 88482.37 88408.72* 
13 12 X 4 235 994.17 7080.00 4o56o.00 48634.17 48542.52* 
14 8 x 3 134 313.06 1300.00 6442.00 8o55.o6 8055.06* 
15 8 x 4 191 239.38 7000.00 6222.00 13461.38 13423.72* 
16 10 X 3 186 503.70 1170.0o 21471.00 23144.70 23131.74* 
17 10 x 4 222 748.64 17040.00 22250.00 40038.64 40014.15* 
18 12 x 3 218 402.94 5700.00 74429.00 80531.94 80520.43* 
19 12 x 4 225 1887.83 3900.00 109141.00 114928.83 114704.76* 
* Indicates the lowest cost solution between the two algorithms 
Table 4. Costs of Schedules Having Minimal Schedule Time 
No. 	Size 	T(S)* 	Total Cost 
1 4 x 3 27 3982.54 
2 3 x 3 19 878.78 
3 3 x 3 16 398.25 
4 4 x 3 87 5606.69 
5 3 x 2 31 488.92 
6 3 x 4 32 3343.02 
7 6 x 6 55 5701.92 
6o 
Table 5. Experiment C - Dispatching Rules 
Problem Slack Per Operation Weighted Slack Per Operation 
No. Size T(S) Total Cost 
Total Cost 
After Delay 
T(S) Total Cost 
Total Cost 
After Delay 
1 4 X 3 35 4657.97 4652.83 33 3415.04 3412.08 
2 3 x 3 22 138034 1378.76 22 1380.34 1378.76 
3 3 x 3 27 1823.76 1820.65 16 398.25 396.52 
4 4 x 3 110 21268.03 21238.13 87 8051.00 8037.72 
5 3 x 2 42 1177.09 1173.64 36 789.88 788.26 
6 3 x 4 51 7512.18 7511.22 44 5858.76 5853.71 
7 6 x 6 100 10593.54 10560.87* 82 9147.53 9077.99* 
8 8 x 3 216 68777.00 68690.40 144 9471.10 9417.38 
9 8 x 4 299 198632.70 198540.74 184 22989.85 22927.68 
10 10 x 3 214 153503.28 153460.93 184 69409.17 69399.73 
11 10 x 4 319 166949.56 166914.10 195 22267.36 22207.37 
12 12 X 3 284 394454.91 394341.37 191 100423.98 100376.82 
13 12 x 4 314 350383.50 350077.67 233 81886.96 81794.03 
14 8 x 3 228 118993.67 118936.37 159 44507.47 44480.49 
15 8 x 4 265 363632.89 363542.68 157 31355.88 31331.01 
16 10 x 3 219 140017.24 139911.18 186 50242.19 50203.88 
17 10 x 4 239 207480.86 207330.66 215 113016.60 113007.86 
18 12 x 3 280 342019.42 341987.41 229 169418.31 169399.27 
19 12 x 4 312 399733.27 399481.71 225 207653.04 207306.28 
* Indicates a solution better than obtained with the cost bound for the same problem. 
Table 6. Experiment D - A Test of Two Large Problems 
Problem 
	 Job-Machine Bound 	 Cost Bound 
No. 	Size 	T(S) 	Total Cost 
Total Cost Computer T(S) 	
Total Cost Total Cost Computer 
After Delay Time-Sec. 	 After Delay Time-Sec. 
20 20 X 10 177 305091.48 304911.55 195.7 171 101888.23 101796.30 215.7 
21 20 X 	5 1474 12819198.12 12817962.87 48.3 1522 6121082.87 6119630.75 40.9 
Table 7. Experiment E - Variation Within Problems 
Problem Job-Machine Bound CoSt Bound 
No. Size T(S) Total Cost 
Total Cost 
After Delay 
T(S) Total Cost 
Total Cost 
After Delay 
4a 4 X 3 87 4911.66 4903.81 131 3635.84 3620.40* 
4b 4 x 3 87 5462.70 5455.67* 131 10127.59 10113.38 
4c 4 x 3 87 3275.28 3270.31* 100 3911.66 3894.28 
4d 4 X 3 87 6074.74 6062.73 100 5521.43 5487.20* 
4c 4 x 3 87 10309.22 10295.65 131 9112.79 9086.58* 
* Indicates the lowest cost solution between the two algorithms 
Table 8. Experiment F - Upper Limit on Job Penalty Cost 
Problem Job-Machine Bound Cost Bound 
No. Size T(S) Total Cost 
Total Cost 
After Delay 
T(S) Total Cost 
Total Cost 
After Delay 
1 4 x 3 32 4928.66 4923.17 3o 2672.38 2670.22* 
2 3 x 3 21 1197.02 1195.91* 22 1380.34 1378.76 
3 3 X 3 16 398.25 396.52 16 398.25 
396.52 
4 4 x 3 87 7684.97 7671.69 87 5050.57 5035.36* 
5 3 x 2 31 488.92 488.92* 34 674.02 670.62 
6 3 x 4 34 3763.07 3760.03 34 3763.07 3760.03 
7 6 x 6 58 6534.33 6524.53* 67 9156.57 9123.48 
8 8 x 3 153 27104.62 27042.04 153 8861.01 8805.98* 
9 8 x 4 189 39099.10 39071.42 213 16376.17 16308.33* 
10 10 x 3 155 32571.55 32566.36 169 29642.98 29633.64*+ 
11 10 x 4 170 26820.75 26790.68 209 18841.78 18787.26* 
12 12 X 3 205 42985.34 42917.74 182 29485.88 29403.78*+ 
13 12 X 4 233 59223.94 59068.27 233 37639.93 37477.19*A- 
14 8 x 3 137 14682.67 14670.09 134 8143.00 8143.00*+ 
15 8 x 4 167 43038.76 42983.32 191 13461.38 
13423.72*+ 
16 10 x 3 207 48159.11 48050.63 186 23144.70 23131.74* 
Table 8. (Continued) 
Problem 
	 Job-Machine Bound 	 Cost Bound 
No. 	Size 	T(S) 	Total Cost 
Total Cost 
After Delay 
T(S) 	Total Cost 
Total Cost 
After Delay 
17 10 X 4 215 65214.53 65124.01 216 35757.36 35740.21*+ 
18 12 X 3 205 45461.83 45437.25* 213 49086.91 49079.43 + 
19 12 X 4 254 70165.19 70008.85 265 58409.22 58303.01*+ 
* Indicates lowest cost solution between the two algorithms 
+ Indicates the cost bound produced a different schedule than the one obtained in experiment B 
Table 9. Experiment 	Extended Due Dates 
Problem Job-Machine Bound Cost Bound 
No. Size T(S) Total Cost 
Total Cost 
After Delay 
T(S) Total Cost 
Total Cost 
After Delay 
1 4 x 3 32 2609.47 2603.67* 33 2798.31 2793.79 + 
2 3 x 3 21 l092.20 1091.09* 22 1208.31 1207.35 
3 3 x 3 16 519.30 517.57 16 519.30 517.57 
4 4 x 3 87 3946.58 3914.92* 116 8741.85 8666.62 + 
5 3 X 2 31 608.11 608.11* 34 789.07 785.67 
6 3 x 4 34 3850.54 3847.51 34 3850.54 3847.51 
7 6 x 6 58 3900.01 3889.56* 63 4491.40 4460.43 + 
8 8 x 3 153 29924.06 29863.56 179 4582.97 4479.60*+ 
9 8 x 4 189 26754.60 26725.37 189 11719.92 11655.59*+ 
10 10 x 3 155 8947.02 8919.35 171 3973.36 3887.05*4 
11 10 x 4 170 8996.61 8916.01* 200 19377.68 19224.58 + 
12 12 x 3 205 129838.99 129690.04 193 8782.83 8576.84 *+ 
13 12 x 4 233 259330.57 259084.39 23o 19564.29 19427.36*+ 
14 8 x 3 137 8346.95 8334.37 145 4386.57 4365.57*+ 
15 8 x 4 167 18313.29 18248.62 156 5696.51 56o8.83*.+ 
16 lo x 3 207 61247.16 61037.38 202 6157.59 5996.92*+ 
Ida 
Table 9. (Continued) 
Problem 
	 Job-Machine Bound 	 Cost Bound 
No. 	Size 	T(S) 	Total Cost 
Total Cost 
After Delay 
T(S) 	Total Cost 
Total Cost 
After Delay 
17 lo x 4 215 60060.45 599) 11.99 207 19178.82 19037.04*+ 
18 12 X 3 205 110477.33 110437.11 229 23933.55 23874.41*+ 
19 12 x 4 254 55347.32 54925.38 239 12007.51 11772.07*+ 
* Indicates lowest cost solution between two algorithms 
+ Indicates the cost bound produced a different schedule than the one obtained in experiment B 
CHAPTER IV 
SUMMARY AND CONCLUSIONS 
The current chapter is organized with the following format. The 
first section summarizes the research conducted throughout the course 
of this work. Concluding remarks are then presented. Finally, the 
last section explores areas fruitful for future research. 
Summary of Research  
The costs associated with the scheduling decision have been out-
lined and the pertinent assumptions stated. It has been pointed out 
that somewhat different formulations for such costs have been developed 
previously. Following, some of the characteristics of schedules were 
analyzed in light of the cost formulations. No conditions were found 
which would indicate an approach to systematically obtain the minimal 
total cost solution to a scheduling problem 
An algorithm was then developed for minimizing the sum of 
machine idle cost and job penalty cost. The algorithm is heuristic 
in nature and can be used with or without backtracking, but optimality 
cannot be guaranteed. The job waiting cost is not considered explicitly 
in the algorithm until a sequence has been obtained, at which point 
specific operations are delayed to reduce job waiting costs, hence pro-
ducing a non-active schedule. 
Finally the algorithm in its first pass mode was programmed for 
use on a digital computer. Several problems from previous published 
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works were solved using the cost algorithm, an algorithm based on 
minimizing schedule time, and through the use of a particular dis-
patching rule. Sensitivity tests were run to investigate the effects 
of parametric variations on the analysis. 
Limitations of the Algorithm  
Even with backtracking, a minimal machine idle cost and job 
penalty cost solution cannot be guaranteed. The job waiting cost is 
considered only from the standpoint of reducing it after an initial 
solution is obtained. 
The algorithm in its present from is somewhat inflexible. A 
change in underlying assumptions on the opportunity costs would require 
modification of the algorithm. It cannot be used when such parameters 
as job waiting cost rates are functions of time, or when processing 
costs or times are sequence dependent. 
Conclusions  
Under the conditions as tested herein a cost algorithm based on 
a branch and bound procedure renders better scheduling decisions than 
some of the conventionally accepted procedures. Based on the results 
of the experimental analysis it is concluded that not only is it inap-
propriate for a shop manager to disregard opportunity costs in the 
scheduling decision, but also that is is possible to use an algorithmic 
process which explicitly considers cost in generating a shop schedule. 
On the basis of yet another experiment, it can be concluded 
that the computational effort required by the cost algorithm is com-
parable to that required for a similarly structured algorithm used to 
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minimize schedule time. 
Utility of such a cost algorithm is highly dependent on the 
problem parameters. This implies that when such a procedure is used 
in an actual shop, care must be taken in considering the validity of 
assumptions, accuracy of cost estimates, existence of due dates, and 
similar aspects. For example, if due dates do not exist or are very 
slack, the scheduler gains little or no advantage in using the cost 
algorithm developed herein. Another factor to consider is the cost of 
operating the scheduling system itself, but this consideration is, of 
course, somewhat standard. 
The computational experience presented herein is not extensive. 
The problem sizes and parameters have been limited in variety. Hence 
further research as described below is desirable before more substantive 
claims can be made with regard to the merit of the cost algorithm. 
Recommendations for Further Research 
In view of the dependence of the cost algorithm on problem para-
meters, an extensive sensitivity analysis should be undertaken. This 
sensitivity analysis should be designed to determine such things as 
(1) the effects of due date setting policy, (2) the range of job waiting 
cest rates, machine idle cost rates, and job penalty cost rates which 
make it desirable to consider the respective costs in the scheduling 
decision, (3) the effects of poor judgement in estimating problem para-
meters, and (4) the effects of an increase or decrease in the variance 
of cost rates from machine to machine and from job to job. 
It would be highly desirable that further research be performed 
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in order to investigate the possibility of discovering conditions allow-
inig explicit consideration of the job waiting cost in generating the 
initial or first pass sequence. If this is not possible, the resequenc-
ing of operations to reduce waiting cost after the initial sequence 
has been obtained might be investigated. 
The algorithm given herein could be modified to produce an 
efficient procedure with backtracking giving minimal possible total 
machine idle and job penalty cost. Such an algorithm could then be 
tested in much the same manner as that developed in this research. 
The possibility of using dispatching rules to minimize cost was 
not, tested extensively in this work. Further study could be undertaken 
to investigate the merit of using various dispatching rules to minimize 
costs in scheduling. Weighted and composite rules, as well as singular 
rules, could be investigated. 
Finally, extensive computational experience is needed, both in 
the areas developed in this work and in the areas suggested for further 
research. In particular, an attempt to apply such procedures to an 
actual job shop would be of interest. 
Above all, this research should establish the point that the 
economic aspects of scheduling have been overly neglected. It is 
necessary to consider costs, however difficult they are to deal with, 
if efficient scheduling is to be accomplished. Quoting Conway [17, p. 
21], "The costs are nonetheless real, and judging from the demonstrated 
differences in performance between alternative scheduling procedures 
there must be some situations in which this choice is vital." 
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APPENDIX A 
JOB-MACHINE BOUND ALGORITHM 
With the exception of the lower bound itself, the computational 
algorithm for the job-machine bound is like the computational algorithm 
for the cost bound. Hence it is only necessary to present the formul-
ations used in place of formulations (17) through (21) for use in 
Step 3.2 of the computational algorithm. 
The machine based bound is given by: 
MB 	= max 
rant L-omnt  




t ijk' J ) 
ijk' €T 
The job based bound is give by: 
JBuint = max [C i ] 
i 
where C. is the earliest completion time of job i, given the particular 
conflict resolution. 









Glossary of Terms  
1. Active Schedule - a schedule in which it is not possible to 
decrease the starting time of any operation without the increase in 
starting time of another operation. 
2. Graph - a set of nodes and edges, symbolized as GWA) 
3. Conjunctive arc - a determinate arc of a graph. 
4. Disjunctive arc - an indeterminate arc, showing potential 
orderings among nodes. 
5. Mixed graph - a graph composed of both conjunctive and 
disjunctive arcs, symbolized GIN, C,0&). 
6. Arborescence - a graph such that there is one arc directed 
into each node, exclusive of source node. 
7. Saturated graph - a graph in which exactly M(J - 1) conjunc-
tive arcs have been selected from the disjunctive set. 
8. Unsaturated graph - a grap h which is not saturated. 
Glossary of Notation Used  
i 	- 	index of jobs, i = 1, 2, . . . , J 
j 	- 	index of operations, j = 1, 2, . . . , ci. ,,, a_ 
k 	- 	index of machines, k = 1, 2, . . . , M 
r 	- 	job waiting cost rate 
z 	- 	test statistic 
75 
a. 	 penalty cost coefficient 




machine idle cost rate, machine k 
s. start time of operation ijk 
ijk 
processing time of operation ijk 
ik J 
u.. 	 value added to job i in operation j 
Yij 	 waiting time of job i before operation j 
(ijk) - 	operation ijk, or node ijk 
(k, t) - 	arc directed from node k to node t 
completion time, job i 
C
k completion time of last operation on machine k 
('• 	 completion time of operation ijk ijk 
idle time on machine k before processing ijk 
ijk 
, t 	 schedule 
T(S) 	 schedule time 
TC(S) 	total variable cost due to schedule S 
T 	 tardiness of job i 
V._ 	 value of job i before operation j 
set of arcs of a graph 
set of conjunctive arcs of a graph 
set of disjunctive arcs of a graph 
set of nodes of a graph 
set of unscheduled operations 
5(S) 	 job waiting cost component 
Y(S) 	machine idle cost component 
8(S) 	 job penalty cost component 
set of singletons 
the empty set 
candidate set at iteration p 
a conflict set 
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APPENDIX C 
ALGORITHM SOURCE LISTING 
	
00100 	1. 	C 
00100 2 ► 	 C 	THIS ROUTINE USES A BRAmcH AND POUND ON ComPOS1TE MACHINE 
noluo 	3* C IDLE COST AND JOB LATEN , SS COST TO SOLVE 1HE SHOP SCHEDULING 
00100 4. 	C 	RHOOl.EM. 
00100 	5. C AN OPTION IS AVAILABLE To USE A COMPOSITE JOB-MACHINE BASLU BOUND 
0 0 100 b. 	C 	INSTFAO nt, THE POUND ON COST 
00100  7. C 
00100  8* 	C 
00100 	9. C 	THE FOLLOWING VARIABLES OR PARAMETERS APE OF INTEREST 
00100 1 0 * 	C 
0 0 100 11• S0tCIFIES THE NUmBER OF pROnLEmS TO bE RUN 




0 0 100 	13* MACHINE SI,E 
00100 14. 	C 	IG 	MACHINE ODLHIN ,AIRIx 
00100 
00100 	
15. r IT PROCESSING TIME mAIRIX 
16. 	C 	mRAIE 	MACHINE IDLE COST MATRIX 
nnlon 17•C IDATE JRO DUE CATE MATRIX 
0 0 100 	18. 	C 	JPA 	LU,EAR JOB PENALTY RATE MATRIX 
n0100 19* C JPB QUADRATIC JOB PEmALTY RATE MATRIX 
00100 RATE 20* 	r 	 Jni3 WAITINu RATE 
00100 	21* C IVALUE MIULATIVE JOB VALUE MATRIX 
C 	MTSUM 00100 22* 	 TOTAL PROCESSING TIME FOR A MACHINE 
00100 	23*C I0.1A 	MATRIX PAIR DESIGNATING CURRENT ARCS. TO-ORIGINATING NODE, 
24* 00100 
00100 	
C 	 IA-TERMINATING NODE 
25* 	C J 	MACHINE BASED NO ,F SETS 
00100 
00100 	
26* C 	1U JOB AVAILABILITY INDEX 
00100 
17* 	C IV 	MACHINE AVAILABILITY INDEX 
C 	ICAN 
00100 
28* CANDIDATE SET MATRIX 
29. 	C NFIX 	0 	OPERATION NOT YET SCHEDULED 
00100 
nn100 	
30. r 	 1 OPERATION SCmEuULED 
31. 	C MBJB 	0 	CONFLICT RESOLUTION BASED ON COST 	
, 
00100 32. r 	 1 CONFLICT RESOLUTION PASSE ON COMPOSITE MACHINE 
0 0 100 	33. 	, AND JOG BASED POUND 
0010034. r 	IPRIN 	0 	PRINT ALL INTERMEDIATE TNEnR,ATION 
00100 	35. 	C 1 PRINT ONLY ITERATIVE SUMMARIES 
00100 36. . r 	JLIM 	0 	NO LIMIT ON PENALTY COST 
00100 	37* 	r 1 PENALTY COST LIMITED BY JO- VALUE  
n0100 
00100 	
38* C 	IDELAY 	0 	00 NOT USE DELAY SCHEME 
39* 	C 1 USE DELAY SCHEME TO REDUCE JOB WAITING COST 
00100 40• C 
00101 	41* 	 INTEGER n 
00103 42* n1MENSIO'l IA(200).10(20n),IG(200),IGP(2n0),IT(200) , IU(200) , Iv( 20 0) 
00103 	43• 	 1.0(2n0),J(10.30),10t2On),IA0(200).M.J(200).NFix(200),1CAN(30),IVA,_ 
(10010133 	
44* 2ML(30911).MRATE(10(rJRA(3U)tJP8(30),IHATE(S0)1, MT5UM ( 1 0), NPIE( 200) r 
45. 	 3ISTR(200),ICOM(200) 
0010446. MBJB=0 
00105  47* 	 If RIN=0 
00106 	48. IPR0p7.1 
00107 49* JLIM=0 
n0110 	50*  LIMv=2 
00111 51*  lEiELAY=1 
gll 52• 	 IGO=n 53. 8829 TOO=TGO+1 
00114 	54. 	9772 FORMAT(' '.'CONFLICTS RESOLVED ON COST ROUND') 
0 011555. 9773 FORMAT(' '.'CONFLICTS RESOLVED ON JOB-MACH BOUND') 
n0116  
n0121 	
5b. 	 IFlMnJB) 0 770.9770.9771 
00123 
57. 9770 wNITF(6. 0772) 
58. 	 GO TO 9775 
00124 	59. 9771 wRITP(6,9773) 
0 0 126 60* 	9775 ITER=0 
00126 61• C 
00126  62. 	C 	READ PRORLEM PARAMETERS 
00126 63* C 
00127  64. 	 READ(5.1) JOBSOAACHS 
00133 
00134 	
65. 1 FORMAT(1615) 
66. 	9c21 F0RmATtiv.1615) 
00135 67. 9655 FORmAT(F1U.S) 
0 0 135 
00137 








72* 	9524 FORMAT(' ''' THE MACHINE ORDERING MATRIX IS') 
00145 	
73. W81Tr46. 0 t,24) 
74. 	 2 cuNTTNUE 
nni", 75. PLAD(5.1) (IG(I).1=Ix,wv) 
00 154 	76. 	 wRITriB.1) (1641)•I=IX.xX) 
0 0 182 77. If(L.EO.JuHS) GO TO 4 
00184 	78* 	 L=L+1 
00165 79 ■ 	 IA=IY.mAcw, 
0 0 166 	BO. wX=wx.mAC , is 
00167 81. 	 GU T ,-, 2 
00170 62. 4 L=1 























00 7 I=1.M 
00413 93.  I(.,PII)=1 







12 FORMAT(' 	.*THE NODE SETS ARE') 









00232 101. IF(Kx,E0,0m) 
	GO TO 	11 
00234 102* IX=TY.MAoriS 
00235 103.  KX=RY.MArH5 
00236 104.  
GO To 10 






13 FORMAT(' 	',"THE PROCESSTN(' TIME 
MATRIX 	T5 1 1 
00243 108* IX=1 
00244 109* KA=MACHS 
00245 110* 14 CONTINUE 
00246 111= 
wRITF(6,1)(TT(I),I=IX,KX) 
00254 112* 1E(KX.E0...,M) 
	GO TO 	15 
00256 113. 
Tx=jx+MAOHS 
00257 114* KA=KX+mACHS 
00460 115* GO TO 1* 

















9522 FORMAT(' 	',"mRATEr 	IDATr, 	













00342 127* WRITT(6,1) 
	(JPR(1),I=1,Jno5) 
=',F10.5) 










9656 FORMAT(' 	','THE j06 







DO 9641 	IJ7.1..1085 
READ(5,1) 	(TvALUE(IJ,IK),IK=1,mAK) 
wkITF(6.1) 	(IVALUL(WrIM1IIK=1,MAK) 








COMPUTE THE MACHINE BASF() NODE SETS. 
n0077 139. C 
00401 140. DV 5727 I08=1,mACH5 
00404 141* Du 5723 	
T,..=1,JOBS 
00407 142* J(IGn,IX)=0 
00410 143* 5723 CONTINUE 
00412 144* 5727 CONTINUE 
00414 145* Du 200 	Ix=1,.. 4 
00417 146* 
MJ(IY)=0 
00420 147* 0(1X1=0 
00421 1,..8. IU(IY)=0 
00422 149. 
1v(IY)=0 
00423 150* 200 CONTINUE 
004 25 1,3* I 
C OUM=1 
00426 152. IKOU"A=MACL'L 
00427 153* -0 	1110 	
IT=1.JM 
40432 154* IPzIr,(Ix) 
00433 155* IPx=Ip110o 
00434 156. 
IP0=IP-( Tr x.100) 
0 0435 157* 
ko=JobS.(1P0-11+ICuUN 
00436 158* MJ(K0)=IT 
00437 159* IF(IY.E0.1K0UN) 
	GO 	TO 	102 
00441 16U. GO To 10 0 
00442 101. 102 	0-(IY.00 ..../m1 	








00452 167.  
00453 168.  


















0 0 504 1,15. 
n0512 186* 
0 0 514 187. 
00515 188* 
00516 189* 
00520 190.  
00520 191.  
n0523 192* 
00524 193* 
00525 194.  
00526 195.  
IC0Um=1Co0N+1 
IKOUN=IKouN.mAcN5 





Do 5021 7G1,71.mACHS 
IXI=0 

















IFfIKK.En.MACHS1 v0 O 152 
IKK=IKK+1 
GO To 1511 
152 CONTINUE 
KX=008S-11.MACHS 






















00544 	204* 	C COMPUTE THE JOB AVAILABILITY LAPLFS 
	IU. 
00544 205. C  






IKQKX - 1 
( 	
00551 	210. 	
192 CO NTINUE 
00552 211. 






























7008 FORMAT(' •0THE MACHINE START TIMES ARE') 
hiTF(6.1)(1U (1 ). 1=1.JM)  
00577 226* w  
00605 	227. 	 ITEX=0 
00606 228. 
ILTx=0 








IF(IrTx.NE.Jm( GO TO 33°2 
00615 	233* 	
ISTEn=ITrx 
0 006 234. 
00 990 I=1.JM 
n0621 	235. 	
NFIXII)=n 
0 0 622 236. 
950 CONTINUE 
00622 	2;7. 	c 
0 0 622 238* C 	
START OF NEW ITERATION 
00622 	239* 	C 
00624 240* 
1000 ITER=ITE. 1 
0 0625 	241. 	
vo, Or16. 06 4 2) ITER 
00030 242* 
96,,2 FORmATO '.'NFIx AT ITEnAlION'.I 11 
VT 1 	7.1!,1 
0 0 631 
00037 	
243* 	 wKITc(0,11)(NFIxti),I=1•JmJ 
Du 9, 1 IJN=1,JOBS 
0 0 042 245* 	 Il.AN(IJK)zo 
r:-)%44 	
244. 
24o. 951 CONTINUE 
90645 
247. 	4000 CoNTINUE 
248 ■ 	 C 
00645249* C 	SCAN FOR EANDIDATES. 
0 0645  250. 	C 
00646 	251. 
If.(/6RIN.L0.1) GO TO 4040 
00650 
00o52 	
232. 	 WkITr(o.?00 0 ) 
(0:r.1 	
253. 2000 Fulim3T(' ','THE INITIAL SET 
OF CANDIDATES ARE') 
90053 	4040 CONTINUE 
)  255* ir.z0 
0 0u55 256. 	1001 IN=I•+1 
90050 	257* I51Irr.0 
0 0 657 258.  IEND7IM.vi,CHS 
00660 
00661 	
259* 	 I5TzfIm— I) *mACHS4-1 
00664 
280. DU 1002 IOUT=ISTpILNO 
261*  
00666 	2o2* 	
IFtIcTIC.f+E.0) GO TO 1002 
IF(NrixtIOUT).E0. 0 ) GO To 1003 
0n070 2o3* GO To 1002 
00071 264. 	1003 IST1c=IOuT 
00072 	265* ThAITDRIN.E6.1) GO TO 4041 
00674 266. 	 wRITF46.1) ISTIC 
0 0 677 
nn700 	
267* 4041 CONTINUE 
o0702 
268• 	1002 cONTINUE 
269= ICANIIM)=ISTIC 
90703 	270. 	 I8(1rNO. c O.Jm) GO TO 1006 
0000770056 	
271* GO TO 1001 
00707 
272* 	1006 CONTINUE 	 . 










277* (-ALL 8REAK(IG.ICAN,I0,IA,10D.IAD,JONS,mArHS,dm,K.J,IUFIV.IT,ISTER. 
00711 
276* 	 IITFR.NFIY.mTSUm,mRATE,IoATErJPA,JP8,mgJn.IVALUE.JLIM) 
279* 960 DO 9651 I=1,Jm 
00714 	280* 	 IFINFIX(I).E0.01 GO TO 0652' 
00716 2d1* 9651 CONTINUE 
00720 
00721 
	282* GO TO 3090 
283* 	9652 II-(I 0RIN.L0.1) GO TO 1000 
00723284* wRITE(604619) ITER 




DO 4715 IP=1.K 
287* 	 WRITF(6. 1 ) IO(IP),IA(IP) 
00736 288. 4718 CONTINUE 
00736 	289* 	C. 








GO TO 1000 
00740 
C 





00741  3000 CONTINUE 
90742 
00745 	
297* 	 wPIT, (6 , 3001) ISTER 
298* 3001 FORAT) , 	1 . 1 THE SCHEDuLt. TIME CA,., Br GIVEN ASI,I5) 
00746 
00751 	
299* 	 DO 3010 IP=1,K 
300* wRITFt6,1) IO1Ip1 , IA(IP) 
0 0 755 
00755 
301* 	3010 CONTINUE 
302* C 







90760  mAK=mACHC+1 
n0761 I=1 
00762 	3078: 	 DO 9,20 IJ=1,JORS 
00765 
n0770 	
309* 00 9617 TK=1.mA= 
310*  IF(Iv.E0,1) GO TO 9602 
00772 311. IC=I-1 





314. 	 GO TO 9608 
01000 
315* 96W. ICL=Iu(I 7 )+IT(IZ) 
01001 	
316. 	 GO TO 9696 
317* 9602 ICL=n 
01002 310* 	9608 II-(Iw.E.O.r., AK) GO TO 9611 








GO TO ybi, 
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01012324. 	9611 IyT=TDATr11J1 
01013  325* 9612 IAA1T=15T-ICL 
01014 
ntulb 	




328. 	 1=1+1 
01022 
329. 9617 CONTINUE 
330. 	 F.:1-1 
01023 	331. 9620 CONTINUE 
niv25 332* WVT=TwVT 
01026 
n1u27 	
333. 	 BLTArRATr**VT 
01030 
334. N6ETA=JETA+0.5 
335. 	 NoAmvA= 0 
n1u31 	336* DO 9(, 25 k=1.PacHS 
01034 
01035 	
337. 	 NoAmvA=NoAw(A*(mR*TE(K).(iSTER-mTSUM(K11) 
0 tu37 
338* 9,25 CONTINUE 
339. 	 NuELTA=0 
01640 	340. ,x=ilAcNS 
01041 341 ■ 	 DO 9633 I=1,JODS 
01044 	342. IF(Itl(p0().GT.IV(0)( GO 
TO 9626 
01U46 ,543. 	 JComP=IV(Fx)4IT(KA) 
nt047 
01050 	
344. GO To 9628 
345* 	9626 .0CoMD=IU(Nx) -tiT(wx) 
01051 
01052 	
346. 9628 TiR70cON0-1DATE(1 ) 





349* 	 GO TO 9611 
350* 9630 ITARD=17 0 
01057 351. 	9631 JHEN=JRA(1)*ITARD+JP8(1). (
ITAR 0 ** 2 ) 
01060 	352* IF(JLIM. F7 0 .0) GO TO 9830 
01062 
01063 	
353* 	 LINT=LImv*IvALuE(I.RAK) 
01065 
354. IF(LIMT.LT.JPEN) JPEN=LiNT 
355* 	9830 NoELTA=NOELTA+JPEN 
01066 	356. ,X=KY*MArN5 








01074 	361. NCOST:NRFTA+NGAmMA+NDELTA 
01075 362* 	 wNITF(6. 9 635) BETA 
01100 	363* WRITF(6, 0 b36) GAMMA 
01103364* 	 WRITE(6 ,963 7 ) DELTA 





n1114 	370* 	C 
01114 371* C 	DELAY OF OPERATIONS TO 
REDUCE J08 WAITING COST - NSETA 




IFtIDELAT.L0.0) GO TO 9700 
01117 	
21() =1:74: 10''''jm  01122  
01123 	376. IF(INtit.GT.P./(1)
) GO TO 9703 
n1125 377* ISTRII)=Ivt1) 
01126 	378*  GO TO 9704 
01127 379* 9703 ISTRII1=TU(I) 
01130 380* 
01131 	381* 	
9704 IC01)=ISTR(11+1 7 ( 1 ) 
9705 CONTINUE 
01133 382. 9706 10(0= 0 
01134 	383* 	 Do 9710 T=1,JM 
01137 384. IFINPIE(t).EO.1) GO TO 0710 
01141 	385* 
01143 386* 	






01147 	389. ip=i(t1Z) 
01150  390* 	 1Px=IP/100 
01151391. IP0=TR-(1Ex.100) 
01152  392* 	 DO 97 15 Kxzt4ACNs..0N.NACPS 
01155 	393* IF(17.EG.Kx) GO TO 9716 
01157394. 	9715 CONTINUE 




:,0 To 9725 
9716 Ii-(I^D.Gr.IDATo(1Rx ) ) Go 10 971? 
01164 
01165 	
397* 1Sm1 ,1=1DATE(TPx) 




01171 IFtNDIE(ipo0).E 0 . 0 ) GO TO 9720 





IF(10TER.LT.ISNIN) ISmit , :ISTER 
ICOM(1Z)=1 , MItl 
9635 FORMAT(' '.'BETA S',F15.2) 
9A36 FORMAT(' OGAMMA 1,0 ,F15.2) 
9637 FORMAT(' '.'DELTA S',F15.2) 














410. 	 IF-(401E(Imon).Eo.0) GO To 9730 
01215 
411• IF(ICTlille00).LT.ISMIN) ISM1N=ISTR(1PnO) 
412• 	9730 CONTINUE 
n1217413. /Lom(12)=ISmIN 
01220  414. 	9732 NRIE(12)=1 
01221 	415* ISTR(1Z)=1C0m(I2)-IT(I2) 
01222 
01225 	
416* 	 DO 9'35 , =1,Jm 
01227 




9738 FORMAT(' ','START TIME MATRIX AFTER DELAY') 
01232 
01233 	
420* 9739 FORMAT(' '.'COMPLETION TIME MATRIX AFTER JELAY') 
421* 	 .nITF(6,0738) 
01235 
01243 	
422 ■ WHITE(6. 0521) (ISTH(1),T=
1, JM ) 
423* 	 WHIT-F(607 39 ) 
01145 
01245 	
424. wmITF(60521) (ICOm(1).T:=1.jm) 
425. 	C 
01245 426* C 	
CALCULATION OF WAITING COST AFTER ',SLAT 
01245 	427. 	C 
01253 428. 9740 IwVT=0 
01[54 
01255 	
429. 	 mAK=“ACHS+1 
430• 1=1 
01256 431. 	 DO g752 TJ=1,JOSS 
01261 	432• DO 9750 TK=1,MAK 





IFIFE.E0.MAK) GO TO 974, 
436* P.AIT=ISTNII) - ICON( I 21 
01272 
01273 	
437* 	 GO To 9745 
01274 
438* 9742 I.AIT=ISTR(I) 
439. 	 Go To 9745 
01275 
01276 	





 I.V=IwAIT. IVALUE(I,HIK) 
01301 	443. 1,17=1.VT.1WV 





446. 	 1=1-1 
44448: 	
9752 CONTINUE 
01310  wVT=TwVT 










 9755 FORMAT(' ','COSTS AFTER DELAY') 
01316 454* 	 WH1TE(6 ,07 5 5) 
01320 
01323 	
455* WRITE(6,0635) BETA 
01326 
456* 	 whITE(0, 9638) COST 
01327 	















n0101 	3• C 
00101 4. 	C 
00101 	5• C 
00101 6* 	C 	THIS ROUTINE IDENTIFIES CANDIDATES Fog SEIJENcING , RESOLVES 
00101 	7. C CONFLICTS , AND UPUATES THL CURRENT GRAPH. 
00101 8. 	C 
00101 	9. C 
0 0 101 10• 	C 
00101 	11• C 	THE FOLLOWING VARIABLES APE OF INTEREST 
00101 12. 	C ISET 	MATRIX OF SINGLETONS FROM THE EANDIDATE SET 
00101 	13. C 	IWORK A CONFLICT SET 
00101 14. 	C IIN1 	SFT OF OPEHATIONE TO RE SCHEDULED AT THIS ITERATION 
00101 	15. C 	IHULD SET OF NODES HELn OVER 
SUB R OUT INE B REA K , I GP I C A N. 1 00A . I00 , IA7, JObS


































29* 9227 CONTINUE 
00122 	
30* 	




32* 	 /HULn(IB"L)=0 
n0124 
33* 2000 CONTINUE 
34* 	C 





37* nO 1000 ik0H=1.JObS 
00131 38. 	
IF(IcAN(IKOH).E0.0) GO TO 1000 
00133 	39* ImIN=0 
00134 
00135 	




42* 	 14wW=IG(I5E)-Iww.100 
00142 
43* DU 1001 IK01=1,1085 
00144 
44* 	
IF(ICAN(TK01).E0.0) GO TO 1001 
00146 	
45* 
IF(IK01.,c.J.IKOH) GO TO 1001 
46* 	 IEX=ICANtIKOI) 
00147 47* IWIP=IG(I7X) 
00150 
00151 	
48* 	 IMMP=IWP-(IWP/100).100 
49. 
IF(IwWP.Fu.IWWW) IMIN=1"IN+1 
10153 50* 	1001 CONTINUE 
51* IF(ImIN.GT.0) GO TO 
100n 
:71) (011 r, 	52* 	
IF(I0RIN.c0.1) GO TO 4040 
00161 
00164 	
53* wRITE(6.1007) IcAN(IKOH) 
00165 
54. 	1007 FORMAT(' 	, , ,
A SINGLETON' 15'.I10) 




DO 1010 T6UL=1.IBUM 
n0173 	
57* IF(ISET(IbUL).E0.0) GO To 1011 
00175 





	60* 	1000 CONTINUE 
00202 	
61* IFtIcETt1).GT.0.AND.ITEP.LO.1) GO TO 5001 
62* 	 IF(ITER.F0.1) GO TO 461P 
00202 	63. C 
00202 	64* 	C 	
CHECK THE SINGLETONS FOP HOLDOVER NOOrS. 
00202  65* r 




67. 	 DO 5000 IBUL=1,IBUM 
00212 	
68* IF(ISET(ibUL).NE.0) INON=1NON+1 
00214 
69* 	5000 CONTINUE 
on216 	
70: IFtiN0N.c.:0.J0BS) GO TO e001 
71* 	 DO 5050 TOJL=1,JOOS 
00221 
00223 	
72* IF(IGETtIoUL).E0.0) GO TO 5050 
00224 
73* 	 ILE=ISET(IbUL) 
00225 
	
74. I.X=IG(IrE)/1 0 0 
75* 	 IWWX=IG(TLE)-IWX*100 
00233 	
76* DO 5060 Tr4lx=1,1065 
00231 77. IF(ICAN(TNIY).E0.15ET(I8UL)) GO TO 5060 
00234 
78* 	 THYB=ICA 9 (INIX)+ 1 
00236 	
79* IF(IvY0.GT. ,4 ) GO TO 5060 
80* 	 IFtNTIX(ImYn).E0.1) GO TO 5060 
00240 
00441 	
81. Iwc=TG(I k a1 )/ 100 
ii,e* 	 IwwC=IG(Tc1T.)-IwC.100 
00242 83* IF(Iwwc.EO.I.wX) IHULD(IBUL)=ISET(IFDL) 
00004224Zi 	
84* 	1060 CONTINUE 
00246 5050 CONTINUE 
  86* 	 IScOH=u 
0051 87. 
III) 
0 0252 88. 	 TI00=1,J0uS 
1 0 455 
n0457 	
89. '1:1A (31(1100).NF.0) IRcoN=IRCON+1 
90* 	 11-(1HuLD(1100).NE.o) IsroN.TISc0N.1 
00261 	91. 	3418 CONTINUE 
00.63 92. 
IF(1000N.Lu.IScON) GO TO 4618 
00265 	93• 	
IF(IrRIN.EG.1) GO TO 4041 
00267 94* WPITri°,005o1 
00271 	95* 	
9050 FuRFIATO ...HOLD THE FOLLOWING HOPES') 
90t72 96. 
wNITrto.1)lTHULC(1u0)$100=1.J0IS) 
00300 	97. 	4041 CONTINUE 
04300 98* C 
00300 	99. 	C 	
UPDATE THE CANDIDATE SET. 
00300 100. C 
00301 	101* 	
PO 5061 Tu01=1,J00S 
n0304 102* 
IMET=IHUL.A1001) 
nn3j5 	103= 	 DO 
5062 I,..O2=1.JOU 5 
0 0 310 104. 
IF(IrANt1u02).EO.ImET) TCAN(I002)=0 
00312 	105* 	5062 CONTINUE 
00314 106* 5061 CONTINUE 
n0316 	107. 	4618 CONTINUE 
00017 108* 




6092 FORMAT(' ','THE FINAL CANDIDATE SFT Ts.) 
00324 	111* 	
wkITF(6.1) (ICAN(1002).Tou2=1.J095) 
00332 112* 4042 CONTINUE 
00332 	113* 	C 
00332 114* C 	
SCHEDULINb OF SINGLETONS 
00332 	115= 	C 
00333 110 ■ 	 9670 1IN0=0 
1033u 	117* 
DU 9671 1=1...JOBS 
00337 118= 	 11N1(1)=0 
00340 	119* 9671 CONTINUE 
00342 120. 	
00 9680 Iou=1 , JOBS 
00345 	121. 
DO 9678 I=1...,085 
00350 122* 	
11-(ICAN(I).NE.ISET(105)) GO TO 9678 
90352 	123* 





00356 126= 	 DO 
9675 Ifb8=1.JO85 
00361 	127* 
IF(IINI(Ii6B).E0.0) GO TO 9677 
90363 128* 	9675 CONTINUE 
00365 	129. 9677 I1N1(178
0 )=ISLT 
00366 130* 	 ICANII)=9 
00367 	131* 9678 CONTINUE 
00371 132* 	9680 CONTINUE 
90373 	133. 
IF(IINJ.EG.0) GO To 969n 
n0375 134. 	
IFI199IN.t0.1) GO TO 4044 
00377 	135. 9681 FORMAT(' 





00410 138. 	9691 FORMAT)' 






GO TO 4044 
00422 142* 	9699 CONTINUE 
10423 	143* 
IINO=0 
00423 144* 	C 
00423 	145. C 	
IDENTIFY CONFLICTS. 
00423 146* 	C 
00424 	147* 
DO 8080 IT8=1.JOBS 
00427 148* 	
1.080(IT9)=0 
00430 	149. I1NI(ITD1=0 
90431 150* 	8080 CONTINUE 
00433 	151* ITE1=1 
10434 152* 	 DO 6140 
18UL=1,JO0 5 
00437 	153• 







00444 	157* DO 
6041 ToULL=IBUL , JOBS 
00447 158. 	
IF(IC,..N(TbuLL).00.1CANiT8UL1) GO TO 6041 
00451 	159* 
IF(IrAN(TbuLL).E0.01 GO Tu 6041 
00453 160,, 	
IEX=IcAN(leHLL) 
00454 	161• IriX7-TO(IrX)/100 
nn455 14. 	
I.*X=IG(IEX)-1WX.100 
90456 	163• IF11'..,,.X.rQ.1wW4) 
(,,o TO 6042 
00460 164. 	 GO TO 6041 
00461 	1b5* 
6042 I.ORK(1)=ICANIIBUL ) 
00462 166. 	 Ii8 	8 TT+1 
00463 	167. 
1001-8e4T0)=ICAN(IuULL) 
10464 168. 	6041 CONTINUE 
00466 	169* 
IF(IPPIN.Lu.1, GO TO 4043 
00470 170. 	9759 ropmAT(













00503 DO 6 0




IF(I,07.^.1.1) GO TO 6046 
0 0 512 	178* 6045 cUNTINUL 
0 0 714 179. 	
ISLT=ICAH(1BUL) 
0°515 	180* 
GO TO 8082 
0 0 516 181* 	6046 cONTTNUE 
08516 	182* C 
0 0 516 183* 	C 	
SELECT NO0E5 TO ENTER THE SOLUTION SET. 







187. 	8082 CONTINUE 
00521 188* DO 4582 IZIO=1,J
06 5 
00 524 	189* 	
DO 4583 IPI2=1.JO8 s 
00 527 
9 00531 	1 1* 	
IF(ICANtILIR).E0.Iw0RK(IPIZ)) GO To 4 , 86 
: 4583 CONTINUE 
00533 
00534 	
192* Gu TO 4582 
00535 
193* 	8546 ICAN(IZI 9 1= 0 




PLACE OPrRATIONS TO BE SCHEDULED INTO VECTOR IIN1 





DO 6062 I1B9=1.JOOS 
IF(IINT88).E0.0) GO TO 6063 
00544 	
199* 	 W  
00546 
200• 6062 CONTINUE 
201* 	6063 IIN1(IT8o)=ISLT 
00547 
00552 	
202. Do 3636 III3F1=1.J
085 
00553 























DO 6088 ITBB=1 , J08 5 
00574 214* 
IF(ITNI(IIBB1.E0.0) GO TO 6088 
00576 
00577 	
215* 	 I5U(A=ISUm.1 
00b01 
216* 6088 CONTINUE 
n0603 	





9023 FORMAT(' '.'THE NODES SELECTEI FOR N, ARE+) 





0016  222* C 	
REARRANGF THE ARCS OF THE GRAPH 
0 0 606 	223* 	C 
00614 
00615 	
224* 4044 CONTINUE 
225.  O0 79  Icio=1.JOBS 
00620 226* 	














IF1J(lAw.(I0V).E0.IINI(Tob)1 GO TO 80 
10033 20. 
IEX=J(Iwww,I0V1 




DO 81 IT1=1. 
00641 FZ ** 	
1( 
TE(IA(ITR).E0.TIN1(I08)) 60 TO 82 
00643  237. GO To 81 
00644 
00045 	











242* 	108; (UNTINUE 
o652  243. IF(InIF.EL.0) GO TO 331' 
00654 D0 85 IT9=1,K 
00657 	 IF(Io4ITn).E0.INE.T) GO To 86 
2 00061 
',4(.15". 
46. 	 GO TO 85 
00
247. 86 IF(IA(IT^).E0.IINI(I08)) 60 TO 85 
I0(IT8)=IlllIOnt 248. 
249* 	 IA(170)=J(ti1www,lov) 8665
0 0666 	250* Go To 80  
0 0 667 251. 	85 cvnTINUE 
87 
00o71 

























































































































































GO To 80 
3319 CONTINUE 
DO 3121 	IuK=1,K 
IF1IA(IUv).F0.0) 	GO TO 	1322 
GO TO 3321 
3322 	I=1I"K1=J(IWWW.I 0V) 
It,(I0K)=IIN1(I0e)  




DO 6 0 87 ToT=1,j08S 
IP(ITN1lItT).E0.0) 	GO 	TO 0087 
ILX::11141(107)  
Ni-IXtIEX)=1 
6087 CO%TINUE  
C  
C 	UPDATE THL GRAPH. 
C 
CALL uptwrE(iA,to.K.zuov,mAcNs.Jops.J.IT,Jm.NFix) 
IF(ITND.E0.1) 	GO TO 969  
C  
C 	UPDATE THE LONGEST PATH. 
r 
In0L0X=0 
00 4743 /7.1,jm 
ITIP=IU(I)-IV(I)  
IF(ITIP.LE.0) 	GO TO 4744 
ITIP0=IUfI)+IT(I) 
CU TO 4745 
4744 	ITIPP=IV(I)+17(I) 
4745 	Ii-(IY/PP.CT.IHOLDX) 	IHOLDX=ITIPP 
4743 CONT INUE  
Irit.711oLDX 
IF(IPFIN.to,i) 	GO TO 4045 
WRITE(6.271 	ISTER 









C 	THIS ROUTINE TEMPORARILY ARRANGES THE ARCS OF THE GRAPH FOR 




DIMENSION 	IWORK430)1.101200) , IA(200),IT(200),IUD(200)01AD(200).NFI. 
ic2o0),ITIEt3o),Iuu(2oo).1vv(2oo),Iu(2no).1v(2oo).utio,3o),NTsum(1. 
















DO 51 	I=1,UM 


















40* 	4040 CONTINUE 
41* 
IFtImORK(101).E0.0) GO T0 5000 
00157 
n0162 	
42* 	 00 
5001 IJIp=1,mACHS 
43* Do 5002 
IlIp=1.jou5 
00165 44* 	
IFtJ(IJIn,1I1P1.EJ.1w0Rw(I0011 GO TO 5010 
00167 
00171 	
45. 5002 CONTINUE 
00173 
46* 	5001 CONTINUE 
00174 	
47. 5010 cONTTNuE 
00175 
48* 	 ICLI=0 
00200 	
49* DO 5004 
2,J=1,K 
50* 	















57* 	 DO 5005 






IF(NFIxtiTAK).E0.1) 60 70 5005 
60* 
IF1ITAK.r6.1wORKtI0011 (to TO 5005 
00222 
00224 	
61* 	 IFtIcLI.E0.01 
GO TO 4791 
00227 
62= DO 5011 To=1.K 
00231 	
63* 	
IFtIA(IJ1.E0.1TAK1 GO To 5012 
64* GO TO 5011 











Go TO 5015 
00240 70* 	4791 cONTTNUE 
00241 	71* 
DO 4692 IPIP=1.it 
00244 72* 	
IF(IAtIPIP).E0.01 60 TO 4693 
00246 	73* 







76* 	 60 TO 5005 
00252 
00254 	
77* 4692 CONTINUE 
78* 	5005 CONTINUE 
00256 79* CALL 
uPDATEtIA.I0,K.IU./V•MACHS,JORS.J.IT.Jm.NFIX) 







IFtIToT.LT.ITAx) Go TO 6247 
00263 



































00101 2. C 
00101 	3* 	C 
00101 4* C 
00101 	Sr 	r 	
THIS ROUTINE UPDATES THE CURRENT GRAPH. 
00101 6* C 
00101 	7* 	C 



















00115 	17* 	653 CONTINUE 
n0117 18* L=0 
00120 	19* 	 IH=1 
n0121 20* DO 800 I=1,Jm 
00124 	21* 	
IFINPIx(1).E0.1) GO TO .800 
00126 22* 1CC=n 
00127 	23* 	 Du 801 IC=1.K 
00132 24. 
iftIAtiC).E0.I ► ICc=1 
00 134 	25* 	801 CONTINUE 
00136 26* 
IF(ICC.E0.0) GO TO 1801 
00140 	27* 	
GO TO 18110 




IFtImIX.EQ.0) Go To 180:4 
00 146 	31. 	
IFIIUSIINIx).E0.1) IUS11)=1 
00150 32* 1803 CONTINUE 
00151 	33* 	 IV(I)=0 
00152 34* 1P=I+1 
00153 	35* 	




1800 IF(I.Eo.IH) IH=IlomACHS 
00160 38* 800 CONTINUE 
00162 	39* 	
IFtip0IN.E0.1) GO TO 4040 
00164 40* 
wRITEI611)1IUStI),I=1,-4,1 
n0172 	41* 	4040 CONTINUE 
00173 42* 654 L=L4.1 
00174 	43* 	 ICZ=L 
00175 44* 
NNN=ttJORS-1)*MACHS)*L 
00176 	45* 	670 CONTINUE 
n0177 46* 
IF(NriXtICZ),E0.1) GO TO 782 
00201 	47* 	 IHN=ICZ- I 
00202 48* IKEEP=0 
00203 	49* 	 IHA=0 
00204 50* IVIS=0 
00205 	51* 	 IvIT=0 
00206 62* 658 DO 660 1=1.R 
00211 	53* 	
IF(IAtI).E0.1CZ) GO TO 661 
00213 54* 60 TO 660 
00214 	55* 	661 CuNTINUE Q.1) Go TO 66o 
00215 56* IFtINA.E  
00417 	57* 	 IEE=I0tI) 
00220 58* 
IFtIUStIEE).E0.0) GO TO 780 
00222 	59* 	781 Go TO 662 
00223 60* 780 IHA=1 
00224 	61* 	 ISAV=0 
00225 62* GO TO 660 
( 	00426 	63* 	
662 IJI=IUtIEL)-IV ( IEE ) 
n0227 64* 




66* GO To 664 
00233 	67* 	
663 ISAV=IVIILE)+ 17( IEE ) 
00234 68* 









00243 	73. 	660 CONTINUE 
00245 74* 
IF(IVIS.E0.0) GO TO 1804 
00247 	75* 	 GO TO 1805 
00250 7b* 
1804 IF(IUS(ICZ).E0.1) GO TO 1805 
00252 	77* 	





n0256 80* C 
00256 	81* 	C 	
UPDATE SUBSEQUENT ANO CuRNENT NODE START TINES. 
00256 82* C 
00257 	83* 	
IFti;JA.GT.01 Go TO 782 
00461 84* 








IFtIREEP.O.J10) 60 TO 1910 
00270 	89* 	
GO TO 1920 
00271 90* 
1910 ivtIviS)=IKEEP 
00272 	91* 	1920 IuSt/VIS)=
1 
00273 92* 
Du 708 1=IvIS,IICZ 
00276 	93* 	
IF1i.E0,IICZ) GO TO 708 
00400 94* ICOL7141 



























































































































































P- 11sim. 0 1.01 	GO 	10 	710 
GO 	To 711 
W 710 	lu(lCOL)=II)+ITti) 
c,0 TO 701 
711 	1U(IFOL)=Iv(I)+IT ( 1 ) 
708 CONTINUE 
If- (IPIN.Fo.11 	Go 	TO 	767 
782 	IF(ICZ.EI.NNN) 	GO TO 750 
ICZ=IC2olAcHS  
GO TO 670 
750 	IF(L.EJ.mACHS) 	GO TO 760 
GO T"'654 
760 	IFIN=1 




761 L=L+I  
NNN:AIJORS-1)•mAChS)+L 
762 IC2=L 
763 	II-(IS(ICZ).E0.0) 	GO 	TO 670 
767 	IFtICZ.E0.NNN) 	GO TO 764 
ICZ=ICZ.MACHS 
GO TO 761 
764 IF(L.E0.mACHS) 	GO TO 76c 
GO TO 761 
765 CONTINUE 
IV(IPRIN.E0.1) 	GO TO 40u2  
wRITF(6.1)iIUS(I)•I=1 ,,,D) 
4042 CONTINUE 
DO 3342 I=1.JM 
IFtIUSW.NE.01 GO TO 3342 
ICZ-1  
NNN=I 












THIS SUBROUTINE COMPUTES A LOWER BOUND ON MACHINE IDLE COST AND JOu 
C 
PENALTY COST IF CONFLICT IS RESOLVED IN FAVOR OF OPERATION IIBAS• 
C 
C 	 146,3 	0 	
CONFLICT RESOLUTION BASED ON COST. 
C I 	
CONFLICT RESOLUTION BASED ON COMPOSITE MACMIN‘ 
C 	
BASF() AND JOB PASEO POUND. 
C JLIM 	0 	
NO LIMIT ON PENALTY COST 
C 	 1 	





DO 9390 ImX=1,mACHS 
ITSUM=0 
IF(ImX,E1.IJIP) 	GO TO 9u10 
ISTART=0 
IIND=1 
DU 9370 T.A=1.JOBS 
IPIC=J(ImX , IJX) 
IF(NFIX(IHIC1.E0.1) 	GO TO 9370 
IF(IH(IPIc).GT.Iv(IPic)) 	CO 	TO 	9341 
ISX=IV(IRIC) 
GO TO 9350 
93L1 	ISx.Iu(I 0 Ic) 
9150 	IFAITNO.Fo.1) 	GO TO 9355 
GO TO 9360 
9355 ISTART=ISX 
I1ND=0 
9360 	If (ICX.GF.ISTART) 	GO TO 9365 
ISTAPT=ISX 







GO TO 9340 
00147 411, 9410 00 9440 Lix=1.J085 
00152 42* IPIC=JtINx , IJX) 
00153 43. IFINFIWPIC).E0.1) GO TO 9440 
00155 44* IF(IPIC.FO.I8AS) 	
GO TO 04.)0 
00157 45. IISUm=ITSuM+ITtIPIC ) 
00160 46* 60 TO 9440 
00161 47* 9430 	IR(1O1IDAS).GT.IV(IDAS)) 
	60 TO 4435 
00163 48. ICOmP=IV(18A5)+ITti8A5) 
00164 49* GO TO 9440 
00165 50* 9435 ICONP=IU(I8A5)+ITtIBAS) 
00166 51* 9440 CONTINUE 
00170 52* NITINF=IcomR.ITsum 
00171 53* 9380 IF(mTimE.GT.m8) m8=NTINF 
00173 54* 9390 CONTINUE 
00175 55* MUOuND=0 
00176 56* IF(NPJ8.E0.11 	GO TO 9451 
00200 57* DO 9450 K=1,NAcNS 
00203 58* M80UND:MROUND.(t4NATE(K))*(M8-MTSUmtK))) 
00204 59* 9450 CONTINUE 
00206 60* 9451 J0=0 
00207 61* JEOUND=0 
00210 62* IX=1 
00211 63* KX=NACHS 
00212 64* DO 9490 L=1..1005 
00215 65* IF(It(KXI.GT.IV(KX)l 60 TO 9465 
00217 66* JT5UN=IV(KX)+IT(RX) 
00220 67* GO Tr, 9470 
00221 68* 9465 JTsuN:IU(KX)+IT(NX) 
00222 69* 9470 ITR=JT5Um-IDATE(L) 
00223 70* IF(ONgi—E0.1) 60 TO 9481 
00225 71* IR(ITR.6T.0) GO TO 9485 
00227 72* ITARD=0 
00230 73* GO TO 9486 
00231 74 ■ 9485 ITARD=ITR 
00232 75* 9486 JPEN=JPA(L)*ITARD+JR8( ► *tITICRD** 2 ) 
00233 76* IR(JLIM.F.O.01 	GO TO 9820 
00235 77* LINT=EINv*IVALUE(L.NAK) 
00236 78* IF(LINT.O.JPEN) OPEN=LTmT 
00240 79* 9820 JBOUND=JROUND+JPEN 
90241 00* GO TO 9448 
00242 81* 9481 ITR=JT5Um 
90243 82* IF(ITR.GT.J8) J8=ITR 
00245 83* 9488 Ix:IX.mACHS 
00246 84* KX=RY.NACHS 
00247 85* 9490 CONTINUE 
00251 86* ITOTT:NBOUND+J80uN0 
00252 87* IF(NRJ8.E0 .0) GO TO 9493 
90254 88* 9491 IF(J9.0.148) GO TO 9492 
00256 89* ITOT=m8 
00257 90* GO TO 9493 
00260 91* 9492 IT0T=JO 
00261 92* 9493 CONTINUE 
00262 93* RETURN 
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