Positive definite and semidefinite matrices induce well known duality results in quadratic programming. The converse is established here. Thus if certain duality results hold for a pair of dual quadratic programs, then the underlying matrix must be positive definite or semidefinite. For example if a strict local minimum of a quadratic program exceeds or equals a strict global maximum of the dual, then the underlying symmetric matrix Q is positive definite. If a quadratic program has a local minimum then the underlying matrix Q is positive semidefinite if and only if the primal minimum exceeds or equals the dual global maximum and x TQx = 0 implies Qx = 0. A significant implication of these results is that the Wolfe dual may not be meaningful for nonconvex quadratic programs and for nonlinear programs without locally positive definite or semidefinite Hessians, even if the primal second order sufficient optimality conditions are satisfied. 
SIGNIFICANCE AND EXPLANATION
Constrained optimization problems occur in dual pairs when certain "valley" conditions (convexity or positive definiteness) are satisfied. This pairing has some very useful theoretical and computational implications. In this work we show the converse, namely that if a pair of problems are connected through a duality relation then these valley conditions must be satisfied. The responsibility for the wording and views expressed in this descriptive suzmary lies with MRC, and not with the authors of this report.
INTRODUCTION
It is well known [3, 4, 11, 10 ] that the dual quadratic programs where Q, A and C are given real matrices of order nxn, mxn and kxn respectively, with Q = QT, and p, b and d are given vectors in the real finite dimensional Euclidean n k spaces R n , R and Rk respectively, possess many important relations when Q is positive semidefinite or positive definite. In this paper we are interested in the converse: What sort of duality relations between (la) and (ib) induce positive definiteness or semidefinitness in Q? A key role in deriving these converse relations is played by the following conjugate cone characterization of positive definite and semidefinite matrices [8].
Theorem [8]
Let K be a nonempty convex polyhedral cone in Rn. The nxn real matrix P is positive semidefinite if and only if P is positive semidefinite plus on the cone K and positive semidefinite on the conjugate cone K P , that is With the help of these characterization theorems and the second order optimality conditions of quadratic programming [6,9,2,1] we show for example in Theorem 3.5 that if a strict local minimum of a quadratic program exceeds or equals a strict global maximum of the dual, then the matrix Q must be positive definite. In Theorem 3.6 we show that if a quadratic program has a local minimum then Q is positive semidefinite if and only if the primal minimum exceeds or equals the dual global maximum, and Qx -0 whenever x TQx = 0. In Corollary 3.7 we show that if the primal feasible and dual feasible sets are nonempty and if the weak duality relation holds, that is the primal objective exceeds or equals the dual objective over their respective feasible regions, and if Qx = 0 whenever xTQx = 0, then Q is positive semidefinite. In The import of these and our other results is that when certain simple and desirable duality results are satisfied by a pair of dual quadratic programs, then the underlying matrix must be positive definite or semidefinite. This leads to the conclusion that the Dennis-Dorn-Wolfe quadratic dual programs [3, 4, 11] are meaningful only if the underlying matrix is positive definite or semidefinite. Ebr example even if the primal quadratic problem (la) has a unique global minimum solution (and thus satisfying the second order sufficient optimality condition), and if the underlying matrix is not positive semidefinite then the dual quadratic problem (lb) may not make sense. Thus the example Thus even if the second order sufficient optimality conditions are satisfied but the Hessian of the Lagrangian is not positive definite or semidefinite in a neighborhood of a local minimum solution, the dual problem may not make sense.
We shall need second order optimality conditions for the dual quadratic programs (la) and (lb) which have local and strictly local solutions. These results can be found in * [9,2,1) which we summarize here in a convenient form. The points R n +m + k and (x,u,v,w) n+m+k+n are KarushKuhn-Tucker points of (la) and (Tb) respectively if they satisfy the following respective conditions [10]
AT -+CT +p=o
Note that if (xu) is a Karush-Kuhn-Tucker point of (la) then ( is a Karush-Kuhn-Tucker point of (lb). To characterize local solutions we need to define the following index sets associated with a Karush-Kuhn-Tucker point (iu, ) of (la):
The notation AE will represent the rows Ai of A with i c E. We can now state the following. In the next two sections we characterize positive definite and semidefinite problems in terms of equality-constrained quadratic programs (Section 2) and inequality-constrained quadratic programs (Section 3). This split into equality-and
inequality-constrained problems permits the statement of somewhat sharper results for the former. For simplicity we confine the results of Section 3 to inequality constraints only. Problems with both equality and inequality constraints can be handled in a straightforward extension of the results of Section 3.
EQUALITY-CONSTRAINED QUADRATIC PROGRAMS
We specialize here the dual problems (la) and (ib) to the following equality-constrained dual quadratic programs
We say that a problem is feasible, if the set of points satisfying its constraints is nonempty.
2.1 Theorem (Characterization of positive semidefinite and definite matrices) Let (7a) be feasible.
i) Let (7b) be feasible. A necessary and sufficient condition for Q to be positive semidefinite is that (7a) has a local minimum, (7b) has a local maximum solution and
(ii) A sufficient condition for Q to be positive definite is that (5a) has a strict local minimum solution and (5b) has a strict local maximum solution. This condition is also necessary if C has linearly independent rows.
Proof (i) Necessity follows from existence and duality theory of convex quadratic programming [5,10]. We establish sufficiency now by means of Theorem 1.1. Define (ii) (Necessity) That both (7a) and (7b) have solutions follows from the feasibility of (7a) (ii) (Necessity) That both (15a) and (15b) have solutions follows from the feasibility of (15a) and the positive definiteness of Q. The uniqueness of solution of (15a) follows from the positive definitness of Q. The uniqueness of solution of (15b) follows from the positive definiteness of Q, the linear independence of the rows of A., the existence of a solution to Ajx = 0, AKx > 0 and Theorem 1.4 (6b).
(Sufficiency) We establish sufficiency by means of Theorem 1.2. Since (15a) has a strict local minimum solution R it follows by Theorem 1.4 (6a) and (17) that 
Corollary (Globalization of local dual solutions)
(i) Let R be a local minimum solution of (15a) with multiplier u, let (,ui) be a local maximum solution of (15b) and let (16) hold. Then 0 is positive semidefinite and hence x is a global minimum solution of (15a) and (R,u) is a global maximum solution of (15b).
(ii) Let i be a strict local minimum solution of (15a) with multiplier u, let (xu) be a strict local maximum solution of (15b) then Q is positive definite and hence i is a global strict minimum solution of (15a) and (x,u) is a global maximum solution of (15b).
We note that condition We establish now other duality results which induce positive definiteness or semidefiniteness. We begin by a few preliminary results.
3.3
Lemma Let (x,u) satisfy the Karush-Kuhn-Tucker conditions of (15a). Then Proof Let u be a multiplier associated with the strict local minimum solution of (15a). By Lemma 3.4, (R,U) is a global maximum solution of (15b). By assumption this global maximum is strict. Hence by Theorem 3.1 (ii) Q is positive definite. 
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