Abstract. We study the vertical and conical square functions defined via elliptic operators in divergence form. In general, vertical and conical square functions are equivalent operators just in L 2 . But when this square functions are defined through the heat or Poisson semigroup that arise from an elliptic operator, we are able to find open intervals containing 2 where the equivalence holds. The intervals in question depend ultimately on the range where the semigroup is uniformly bounded or has off-diagonal estimates. As a consequence we obtain new boundedness results for some square functions. Besides, we consider a non-tangential maximal function associated with the Poisson semigroup and extend the known range where that operator is bounded. Our methods are based on the use of extrapolation for Muckenhoupt weights and change of angle estimates. All our results are obtained in the general setting of a degenerate elliptic operator, where the degeneracy is given by an A 2 weight, in weighted Lebesgue spaces. Of course they are valid in the unweighted and/or nondegenerate situations, which can be seen as special cases, and provide new results even in those particular settings.
The study of the operators that arise from an elliptic operators L in divergence form has been of great interest specially after the solution of the Kato problem in [3] . In [1] P. Auscher developed a complete study of the boundedness and off-diagonal estimates of the heat semigroup generated by L, as well as its gradient. He also proved boundedness and other norm inequalities for the square root of L, the Riesz transform, and two representative vertical functions. These results were extended to weighted Lebesgue spaces for Muckenhoupt weights by P. Auscher and J.M. Martell in [5, 6, 7] . Recently, in [12] , D. Cruz-Uribe, J.M. Martell, and C. Rios carried on a similar study for degenerate elliptic operators which are defined by introducing a degeneracy in the elliptic operator in terms of a Muckenhoupt weight w ∈ A 2 . In [13] , D. Cruz-Uribe and C. Rios considered these degenerate elliptic operators and solved the Kato square root problem under the assumption that the associated heat kernel satisfies classic Gaussian upper bounds.
Coming back to the square function associated with the operator L, in [4] , P. Auscher, S. Hofmann, and J.M. Martell studied boundedness in weighted Lebesgue spaces for vertical and conical square functions associated with the gradient of the heat and Poisson semigroups generated by L. Besides, they showed how the vertical and conical operators are related in general. Specifically, they showed that the norm on L p (w) of the conical operator controls the norm on L p (w) of the vertical one for all 0 < p < 2 and w ∈ RH (2/p) ′ , and the reverse inequality holds for all 2 < p < ∞ and w ∈ A p/2 . In particular, we have that these operators are equivalent on L 2 (R n ).
Furthermore, in [19] J.M. Martell and the author of this paper studied weighted norm estimates and boundedness of the conical square functions associated with the operator L defined via the heat or Poisson semigroup, or their gradients. In order to obtain the boundedness of the conical square functions associated with the Poisson semigroup it was essential to compare their norms on L p (w) with the corresponding norms of the conical square functions associated with the heat semigroup. This work was extended for degenerate elliptic operators in [9] . The weighted boundedness of the non-tangential maximal functions associated with the heat and Poisson semigroup was proved in [20] in the context of Hardy spaces.
In this work our aim is to complete this theory in the most general way that has been considered so far. More precisely, given a Muckenhoupt weight w ∈ A 2 we consider a second order divergence form degenerate elliptic operator defined by L w f := −w −1 div(wA∇ f ).
If the reader is interested only in the non-degenerate case, we note that all our results and proofs are valid replacing the weight w with a constant equal to one. For example, when w ≡ 1 in the previous definition we obtain the uniformly elliptic operator L f = − div(A∇ f ), (see the complete definitions in Section 2).
In the papers mentioned above the boundedness of the vertical and conical square functions were considered independently. This is natural because, for instance, when we apply the general norm comparison results between vertical and conical operators proved in [4, Proposition 2.1, Proposition 2.3] to s 2,H and S 2,H (see the definitions below), the boundedness of the conical square function implies boundedness for the vertical one just for values of p less than 2, while we know that this vertical square function could be bounded for values of p up to infinity (see [4] ), as in the case of L = −∆. In Theorems 3.1 and 3.2 of this paper we prove sharper norm comparison results, in the particular case of considering vertical and conical square functions defined via the heat or Poisson semigroup generated by L w . As a consequence of those results, we obtain boundedness of the vertical square functions defined in (2.26) and (2.27) directly from the boundedness of the conical square functions defined in (2.28)-(2.31). To illustrate how our results improve the known comparison result proved in [4, Proposition 2.3] for this class of operators, let us formulate Theorems 3.1 and 3.2 in the particular case of w ≡ 1 and v ∈ A ∞ , and for the square functions: , where Γ(x) := {(y, t) ∈ R n+1 + : |x − y| < t}, is the cone of aperture one with vertex at x. For other definitions see Sections 2.1 and 2.2. Theorem 1.1. Given f ∈ L 2 (R n ) and v ∈ A ∞ , we have
.
In particular, for all p
, and, for all p ∈ (q − (L), q + (L)) and v ∈ A p q−(L)
If we had applied the results in [4, Proposition 2.1], we would have obtained (b) and (d) for p ∈ (2, ∞) and v ∈ A p/2 ; and (a) and (c) for p ∈ (0, 2) and v ∈ RH (2/p) ′ , which are clearly smaller intervals (see Section 2.1). We recall that the above norm comparison results are between vertical and conical operators. Norm comparison results between vertical square function are easy consequences of the boundedness or off-diagonal estimates of the heat or Poisson semigroup, the Riesz transform ∇L − 1 2 , and the subordination formula. They have been observed and used, as needed, in some papers such as [4, 17] . As for norm comparison result between conical square functions see [19, 9] .
Coming back to Theorems 3.1 and 3.2, their proofs are obtained from Proposition 4.2. This is a general norm comparison result between a particular class of vertical and conical operators. This proposition follows from off-diagonal and change of angle estimates, and extrapolation for Muckenhoupt weights. Theorem 3.1 implies that the vertical and conical square function associated with the heat or Poisson semigroup are equivalent operators in L p (vdw) for the values of p for which the heat semigroup is uniformly bounded. Analogously, when w ≡ 1, by Theorem 3.2 we obtain these equivalences for the vertical and conical square functions associated with the gradient of the heat or Poisson semigroup, for the values of p for which the gradient of the heat semigroup is uniformly bounded. In the case that w ∈ A 2 the use of Poincaré inequality narrows the interval and the class of weights where the equivalences hold. Anyhow, in Remark 4.31 we see that the vertical square functions considered in Theorem 3.2 can be controlled in norm by conical square functions associated with the heat semigroup (without gradient), in the range where the gradient of the heat semigroup is uniformly bounded. Similarly, we could prove norm comparison results, between the conical square functions considered in Theorem 3.2 and vertical square functions associated with the heat semigroup, in bigger intervals than those considered in Theorem 3.2, parts (b) and (d). Although the proofs are much more long and intricate, and without an application in sight their small contribution to this work does not seem to be worth the effort, specially for the reader.
Moreover, in Theorems 3.5 and 3.6 we infer the boundedness of the vertical square functions from the boundedness of the conical ones. We recall that the boundedness of representative vertical and conical square functions has been studied in several papers already mentioned: [1, 5, 4, 19, 9, 12] . We also observe that (in addition to even powers) we allow odd powers of the square root of the operator L w in the definitions of the square functions that we deal with (see (2.26)-(2.31)), a possibility that has not always been considered in the aforementioned papers.
We now turn towards the non-tangential maximal functions associated with the operator L w . In Theorem 3.7 we study boundedness of N w P (see the definition below in (2.32)). In [10] this has been recently considered; the proof there follows the lines of [20] in the weighted non-degenerate case. Here we modify that proof to improve the range of boundedness, even in the unweighted nondegenerate case (i.e., w ≡ 1 ≡ v), see [17, (6. 49)] and [21] . More specifically, this improvement follows from the comparison result in Theorem 4.20. To explain this better let us consider, for instance, that w ≡ 1 and v ∈ A ∞ . So far we knew that N P can be extended to a bounded operator on
However, in Theorem 4.20 we obtain the inequality (see the definition of N H in (2.32)):
From the boundedness of N H and S 2,H (see [19, 20] ), this implies that N P can be extended to a bounded operator on
The gist of the proof is in obtaining in the second term of the sum in (1.2) the L p (v) norm of a conical square function, while so far we only knew the above inequality replacing that norm with the L p (v) norm of a vertical square function which ultimately has worse boundedness properties than the conical one. We are able to achieve this improvement by the use of extrapolation for Muckenhoupt weights.
Finally we consider the square root of the operator L w . The properties of this operator as been widely studied, specially after the resolution of the Kato conjecture in any dimension in [3] , when
In the case that w ∈ A 2 , this was solved in [13] . The extension to L p , for a general p, was done in [1] in the unweighted non-degenerate situation, and in [5] in the weighted non-degenerate case. Besides, in [12] the authors proved the unweighted degenerate version of (1.3) for a general p. That is, for w ∈ A 2 ,
In that paper, the weighted degenerate case (that is, w ∈ A 2 and L p (vdw) with v ∈ A ∞ (w)) was also considered, but in view of the previous results in the unweighted or weighted non-degenerate case, we expect that the range of boundedness obtained in [12, Proposition 6 .1] regarding the inequality
can be improved. We do so in Theorem 3.8, by seeing the product weight v · w as a weight in A ∞ (see Remark 2.15), and then applying the Calderón-Zygmund decomposition in Lemma 5.6 and interpolation in weighted Lebesgue spaces and in Sobolev spaces (see [8] ).
The organization of this paper is as follows. In Section 2 we list some properties and useful results for the present work about Muckenhoupt weights and elliptic operators. In Section 3 we formulate our comparison and boundedness results. In Section 4 we obtain some auxiliary results. In Section 5 we prove the theorems established in Section 3. Finally in Section 6, we provide unweighted estimates for degenerate operators. That is, we consider w ∈ A 2 and v ≡ 1.
Preliminaries
First of all we note that when we say unweighted degenerate case we mean that we consider w ∈ A 2 and v ≡ 1, weighted degenerate case stands for w ∈ A 2 and v ∈ A ∞ (w), unweighted non-degenerate case indicates w ≡ 1 ≡ v, and weighted non-degenerate case refers to w ≡ 1 and v ∈ A ∞ .
Next, we specify our notation. We denote by n the dimension of the underlying space R n and we always assume that n ≥ 2. Let µ be a measure in R n , given a set E ⊂ R n , we write
Moreover, for 1 ≤ p < ∞, we denote the Lebesgue space L p (R n , dµ) by L p (µ). Throughout the paper the measure µ will be given by a weight w ∈ A ∞ or a product of weights vw, where w ∈ A ∞ and v ∈ A ∞ (w), see (2.5) and Remark 2.15, and the definitions below. In the latter case, we shall use independently the notation vdw or d(vw) depending on whether we want to emphasize the fact that w ∈ A ∞ and v ∈ A ∞ (w) or to see vw as a weight in A ∞ . In the same line we can write
Besides, for every ball B ⊂ R n , we define the annuli of B as
where for any λ > 0 we denote λB as the ball with the same center as B and radius λ times the radius of B. Furthermore, abusing notation
Additionally, we denote by C, c, or θ any positive constant that may depend on several parameters, but without altering the result of the main computation. In some cases, we indicate such a dependence by adding a subindex.
Finally, we define R n+1 + := {(x, t) : x ∈ R n , t > 0} the upper-half space, and N 0 := N ∪ {0}.
Muckenhoupt weights.
In this section we present some properties of Muckenhoupt weights, for further details see [14, 15, 16] . A Muckenhoupt weight w is a non-negative, locally integrable function. We say that w belongs to an A p class, denoted by w ∈ A p if, for 1 < p < ∞,
and, w ∈ A 1 if
Here and below the suprema run over the collection of balls B ⊂ R n .
The weight w can also belong to a Reverse Hölder class denoted by w ∈ RH s . We say that w ∈ RH s if, for 1 < s < ∞, We denote by A ∞ the collection of all the weights
An important property is that if w ∈ RH s , 1 < s ≤ ∞, then
where B is any ball in
This implies in particular that w is a doubling measure:
As a consequence of this doubling property, we have that with the ordinary Euclidean distance | · |, (R, dw, | · |) is a space of homogeneous type. In this setting we can define new classes of weights A p (w) and RH s (w) by replacing the Lebesgue measure in the definitions above with dw:
From these definitions, it follows at once that there is a "duality" relationship between the weighted and unweighted A p and RH s conditions: It is also important to observe that the weights in the A p and RH s ′ classes have a self-improving property: if w ∈ A p , there exists ǫ > 0 such that w ∈ A p−ǫ , and similarly if w ∈ RH s ′ , then w ∈ RH (s−δ) ′ for some δ > 0. Thus, given w ∈ A ∞ , we define the infimum of those values by (2.9) r w := inf p : w ∈ A p , s w := inf q : w ∈ RH q ′ .
It should be noted that some authors prefer to define s w as the conjugate exponent of ours. That is, by sup q : w ∈ RH q , see for instance [6, Lemma 4.1] or [12] . Related to r w and s w we define the following intervals. Given 0 ≤ p 0 < q 0 ≤ ∞ and w ∈ A ∞ , [6, Lemma 4.1] implies that 
If p 0 = 0 and q 0 < ∞, as before, it is understood that the only condition that stays is v ∈ RH q 0 p ′ (w).
Analogously, if 0 < p 0 and q 0 = ∞ the only assumption is v ∈ A p p 0
Additionally, note that for every w ∈ A p , v ∈ A q (w), 1 ≤ p, q < ∞, it follows that
Analogously, if w ∈ RH p and v ∈ RH q (w) 1 < p, q ≤ ∞, one has
From these inequalities we can guess that given a weight w ∈ A ∞ and v ∈ A ∞ (w) the product of v and w may belong to A ∞ . In fact, we obtain the following:
Remark 2.15. Given w ∈ A ∞ and v ∈ A ∞ (w), we have that r vw ≤ r w r v (w). The equality holds when r w = 1 = r v (w), and the converse inequality is false in general. For instance, consider w(x) := |x| n and v := w −1 . We have that r w r v (w) = 2 but r vw = 1, since vw ≡ 1.
In view of (2.9) and (2.11), it is immediate to see that the inequality r vw ≤ r w r v (w) follows from the fact that, for 1 ≤ p, q < ∞, w ∈ A p , and v ∈ A q (w), the product of the weights v and w belongs to the Muckenhoupt class p times q. That is vw ∈ A pq . This is an easy consequence of Hölder's inequality. Indeed, assuming that p 1 and q 1 (the cases p = 1 and/or q = 1 follow similarly), since pq − 1 > q − 1 and
Next, we observe that, under particular assumptions, we can compare the average of a function with respect to the measure given by a weight w ∈ A ∞ , with that with respect to a product of weights w ∈ A ∞ and v ∈ A ∞ (w). More specifically:
We detail the case p < q. The case p = q follows similarly.
We obtain (2.17) applying Hölder's inequality and (2.6)
Similarly, we obtain (2.18) applying Hölder's inequality and (2.7)
We also introduce the Hardy-Littlewood maximal function
By the classical theory of weights, w ∈ A p , 1 < p < ∞, if and only if M is bounded on L p (w). Likewise, given w ∈ A ∞ , we can introduce the weighted maximal operator M w :
Since w is a doubling measure, one can also show that v ∈ A p (w), 1 < p < ∞, if and only if M w is bounded on L p (vdw).
Furthermore, for any p ∈ (0, ∞) and a weight w ∈ A ∞ , we define We write p * w := p 1, * w , or p * := p 1, * , when w ≡ 1.
Elliptic operators.
Consider A an n × n matrix of complex and L ∞ -valued coefficients defined on R n , satisfying the following uniform ellipticity (or "accretivity") condition: there exist 0 < λ ≤ Λ < ∞ such that
for all ξ, ζ ∈ C n and almost every x ∈ R n . We have used the notation ξ · ζ = ξ 1 ζ 1 + · · · + ξ n ζ n and therefore ξ ·ζ is the usual inner product in C n . Given a Muckenhoupt weight w ∈ A 2 we define a second order divergence form degenerate elliptic operator by
In the non-degenerate case we define L f := − div(A∇ f ), and replace L w with L everywhere below.
The operator −L w generates a C 0 −semigroup of contractions on L 2 (w) which is called the heat semigroup {e −tL w } t>0 . We also consider the Poisson semigroup {e −t √ L w } t>0 defined via the subordination formula:
) the maximal open interval on which the heat semigroup {e −tL w } t>0 is uniformly bounded on L p (w):
Note that in place of the semigroup {e −tL w } t>0 we are using its rescaling {e −t 2 L w } t>0 . We do so because all the "heat" square functions, defined below, are written using the latter and because in the context of off-diagonal estimates, discussed in the next section, this will simplify some computations. According to [12] (see also [1] ),
For all m ∈ N and K ∈ N 0 , we define the vertical square functions associated with the heat semigroup by
and with the Poisson semigroup
The conical square functions are defined by
Note that we allow that the square root of the operator L w is raised to odd powers, in contrast to [19, 9] , where only even powers were considered.
Besides, the non-tangential maximal functions are defined by
, and
When we write the operators defined above without expressing explicitly the dependence on w (i.e., L, s m,H , S m,H , N H , etc.) we mean that we consider the constant weight w equal to one.
We also consider the following representation of the square root of the operator L w (see [1, 12] ):
Finally, we note the following result obtained in [9] (see also [4, 19] ) where the authors proved boundedness for the conical square functions defined in (2.28)-(2.31) considering even powers of the square root of the operator L w .
Theorem 2.34. Given w ∈ A 2 and v ∈ A ∞ (w), for every m ∈ N and K ∈ N 0 , there hold:
(a) The conical square functions S w 2m,H and G w 2K,H can be extended to bounded operators on
The conical square functions S w 2m,P and G w 2K,P can be extended to bounded operators on
Definition 2.35. Let {T t } t>0 be a family of sublinear operators and let 1 < p < ∞. Given a doubling measure µ we say that
, if there exist constants C, c > 0 such that for all closed sets E and F, all f ∈ L p (R n ), and all t > 0 we have (2.36)
Besides, set Υ(s) = max{s, s −1 } for s > 0 and recall the notation in (2.1) and (2.2).
Definition 2.37. Given 1 ≤ p ≤ q ≤ ∞ and any doubling measure µ, we say that a family of sublinear operators
, if there exist θ 1 , θ 2 > 0 and c > 0 such that for all t > 0 and for all balls B with radius r B ,
, and for j ≥ 2,
Throughout the paper we shall use the following results about off-diagonal estimates on balls: [12, Sections 3 and 7] ). Let L w be a degenerate elliptic operator as in (2.23) with w ∈ A 2 . There hold:
, then e −tL w and
(e) If p = q and µ a doubling measure then
Furthermore, in the following result, which is a weighted version of [20, (5.12) ] (see also [17] ), we show off-diagonal estimates for the family
Proposition 2.42. For 0 < t, s < ∞, M ∈ N, and for
Proof. Note that we have
where we have used that (tL 
We conclude this section by introducing the following off-diagonal estimates on Sobolev spaces. The proof follows as in [10] , see also [1] for the unweighted non-degenerate case.
+ , there exists θ > 0 such that
where S t can be equal to e − t 2 2 L w or the identity, for all t > 0.
Extrapolation and change of angle.
In our proofs the use of extrapolation and change of angle formulas will be essential. In this section we formulate these results.
The following extrapolation result for w ≡ 1 can be found in [11, Chapter 2], [6] , and see also [19, Lemma 3.3] . The proof can be easily obtained by adapting the arguments there replacing everywhere the Lebesgue measure with the measure given by w and the Hardy-Littlewood maximal function with its weighted version M w introduced in (2.19). Further details are left to the interested reader.
Theorem 2.47. [9, Theorem A.1] Let F be a given family of pairs ( f, g) of non-negative and not identically zero measurable functions.
(a) Suppose that for some fixed exponent p 0 , 1 ≤ p 0 < ∞, and every weight v ∈ A p 0 (w),
Then, for all 1 < p < ∞, and for all v ∈ A p (w),
(b) Suppose that for some fixed exponent q 0 , 1 ≤ q 0 < ∞, and every weight v ∈ RH q ′ 0 (w),
Then, for all 1 < q < ∞ and for all v ∈ RH q ′ (w),
(c) Suppose that for some fixed exponent r 0 , 0 < r 0 < ∞, and every weight v ∈ A ∞ (w),
Then, for all 0 < r < ∞ and for all v ∈ A ∞ (w),
(d) Suppose that for some fixed exponents p 0 and q 0 , given 0 < p 0 < p < q 0 < ∞, and every
Then, for all p 0 < q < q 0 , and for all v ∈ A q p 0
In our proofs we will use these extrapolation results to prove inequalities of the type
where w ∈ A 2 , v ∈ A ∞ (w), 0 ≤p < q 1 < max{2, q 1 } <q ≤ ∞, k ∈ N, Q 0 and Q 1 are operators acting over a function f , andq k, * w is defined in (2.21). Hence, it will be enough to show
The fact that v 0 ∈ RH q k, * w q 1 ′ (w) yields an important consequence that we see in the following remark.
′ (w) then we can find r, q 0 , and r such that r w < r < 2, 2 < q 0 <q, max{q 0 /2,
Indeed, for n r w > kq, note that s v 0 (w) < nr w1 (nr w − kq)
. Hence, we can find 2 > r > r w close enough to r w , ε 0 > 0 small enough and 2 < q 0 <q, close enough toq so that max{q 1 
. Besides, define r := q 0 n r 2(1+ε 0 )(n r− kq 0 )
. Then, q 0 /2 < r < ∞, v 0 ∈ RH (2r/q 1 ) ′ (w), and
If now n r w ≤ kq, our condition on the weight v 0 becomes v 0 ∈ A ∞ (w). Then, we take r > s v 0 (w) max{q 1 /2, 1} and q 0 satisfying max 2, 2rq q+2r < q 0 < min {q, 2r} ifq < ∞, or q 0 = 2r if q = ∞. Therefore, we have that 2 < q 0 <q, q 0 /2 ≤ r < ∞, and v 0 ∈ RH (2r/q 1 ) ′ (w). Besides,
Then, taking r w < r < 2 close enough to r w we get (2.49).
Besides, note that if we know that there exists 0 < p < q 1 so that v 0 ∈ A q 1 p (w), then we can find p 0 , p < p 0 < q 1 , close enough to p so that v 0 ∈ A q 1 p 0 (w).
Finally we present the change of angle results that we shall use. The following proposition is a version of [19, Proposition 3.30] in the weighted degenerate case. Proposition 2.50. [9, Proposition A.2] Let w ∈ A r and v ∈ RH r ′ (w) with 1 ≤ r, r < ∞. For every 1 ≤ q ≤ r, 0 < β ≤ 1, and t > 0, there holds
Consider now the following operator:
where F is a measurable function defined in R n+1 + , α > 0, and Γ α (x) is the cone of aperture α with vertex at x, Γ α (x) := {(y, t) ∈ R n+1 + : |x − y| < αt}. Proposition 2.51. [9, Proposition 4.9] Let 0 < α ≤ β < ∞.
(i) For every w ∈ A r and v ∈ A r (w), 1 ≤ r, r < ∞, there holds
where C ≥ 1 depends on n, p, r, r, [w] A r , and [v] A r (w) , but it is independent of α and β.
(ii) For every w ∈ RH s ′ and v ∈ RH s ′ (w), 1 ≤ s, s < ∞, there holds
where C ≥ 1 depends on n, p, s, s, [w] RH s ′ , and [v] RH s ′ (w) , but it is independent of α and β.
The previous proposition was proved in the unweighted non-degenerate case in [2] and in the weighted non-degenerate case in [19, Proposition 3.2].
Main results
In this section we present our main results. In particular in Section 3.1 we establish comparison in weighted degenerate Lebesgue spaces for the vertical and conical square functions defined in (2.26)-(2.31). In Section 3.2 we formulate boundedness results for the operators defined in (2.26)-(2.33).
3.1. Norm comparison for vertical and conical square functions. In this section we study the values of p where the vertical and conical square functions defined in (2.26)-(2.31) are comparable on L p (vdw).
We first consider the vertical and conical square functions defined via the heat or the Poisson semigroup.
As for the vertical and conical square functions defined via the gradient of the heat or the Poisson semigroup, we have the following result.
Remark 3.3. The additional restriction max{r w , q − (L w )} < p < ∞ and v ∈ A p max{rw,q−(Lw)} (w) in Theorem 3.2 (see (2.12) ), comes from the use of Poincaré inequality (see Lemma 2.45). Note that in the non-degenerate case (i.e., w ≡ 1) we have that r w = 1. Then, we would obtain that for every K ∈ N 0 , and
Boundedness results.
In our first result we study boundedness for the conical square functions defined in (2.28)-(2.31) allowing odd powers of the square root of the operator L w . Recall that the case of even powers was considered in [9, 19] (see Theorem 2.34).
Theorem 3.4. Given w ∈ A 2 and v ∈ A ∞ (w), for every m ∈ N, the conical square functions S w 2m−1,H , S w 2m−1,P , G w 2m−1,P , and G w 2m−1,H can be extended to bounded operators on L p (vdw), for all
As a consequence of the above results and Theorem 2.34, in the following results, we obtain boundedness of the vertical square functions defined in (2.26)-(2.27).
Theorem 3.5. Given w ∈ A 2 and v ∈ A ∞ (w), for all m ∈ N, K ∈ N 0 , and p ∈ W w v (p − (L w ), p + (L w )) the operators s w m,H and s w K,P can be extended to bounded operators on L p (vdw).
Theorem 3.6. Given w ∈ A 2 and v ∈ A ∞ (w), for all m ∈ N, K ∈ N 0 , and p ∈ W w v (q − (L w ), q + (L w )) the operators g w m,H and g w K,P can be extended to bounded operators on L p (vdw).
Finally, in the next results, we improve the range of values of p where N w P and √ L w are respectively known to be bounded on L p (vdw). Besides, note that Theorem 3.7 improves the range of values of p where N w P is bounded even in the unweighted or weighted non-degenerate cases (see [17, 20, 21] ). The boundedness of √ L w on L p (vdw) was also studied in [12] . Additionally, see [5] for the weighted non-degenerate case, and [1] for the unweighted non-degenerate case.
Theorem 3.7. Given w ∈ A 2 and v ∈ A ∞ (w), the non-tangential maximal function N w P can be extended to a bounded operator on L p (vdw), for all p
The spaceẆ 1,p (vdw) is defined as the completion of
Auxiliary results
In this section we obtain some results that will simplify the proofs of the theorems formulated in the previous section.
First of all, consider the following conical and vertical square functions:
and
where {T t } t>0 is a family of sublinear operators and F is a measurable function defined in R n+1 + . Note that given w ∈ A ∞ and 2 < q 0 < ∞, for all v 0 ∈ RH q 0 2 ′ (w), there holds
Indeed, by Fubini's theorem, (2.5), and (2.18), we get
From this and under some assumptions on the family {T t } t>0 , we obtain comparison results between V and S, as we see in the following proposition. Proposition 4.2. Given w ∈ A ∞ and v ∈ A ∞ (w). Let {T t } t>0 be a family of sublinear operators and 0 < p 0 < 2 < q 0 < ∞. Consider B := B(x, t), for (x, t) ∈ R n+1 + , a measurable function F defined in R n+1 + , and the following conditions: (i) For any constant c > 0 there exists a constant C > 0 such that F(y, ct) = CF(y, t);
(ii) w(B)
. Then, assuming that F satisfies condition (i), there hold:
. In particular, if F satisfies condition (i) and {T t } t>0 satisfies conditions (ii), and (iii), we have
Proof. We shall proceed by extrapolation to prove both part (a) and part (b). Indeed, to obtain part (a), in view of (2.12), and from Theorem 2.47, part (a), it is enough to prove
As for proving part (b), in view of (2.12), and from Theorem 2.47, part (b), we just need to show
We first prove (4.3). By (2.5), condition (ii), and (2.17) (recall that v 0 ∈ A 2 p 0 (w)), we get
where we have used again (2.5) in the last inequality.
Hence, by Fubini's theorem, changing the variable t into √ 2t, and by condition (i), we conclude that
We next prove (4.4). To this end, fist apply (4.1) and condition (iii). Then, changing the variable t into √ 2t, by condition (i), (2.5), and Proposition 2.51, we obtain that
which concludes the proof.
In the following proposition, for every m ∈ N, we compare the norms on L p (vdw) of S w m,H and S w m+1,H . This will allow us to obtain Theorem 3.4 for S w 2m−1,H , from Theorem 2.34. This result is proved in [10] for m = 1, (see also [22 Proposition 4.5. Given w ∈ A 2 , v ∈ A ∞ (w), m ∈ N, and f ∈ L 2 (w), there hold
In particular, we have
Proof. We shall use extrapolation to prove both inequalities. Indeed, Theorem 2.47, part (b) (or Theorem 2.47,
Note that Remark 2.48 with q 1 = 2,q = p + (L w ), and k equal to m + 1 or m implies that we can find r, q 0 , and r such that r w < r < 2, 2 < q 0 < p + (L w ), and q 0 /2 ≤ r < ∞ so that v 0 ∈ RH r ′ (w) and
We also observe that for M ∈ N large enough the above inequality gives
After these observations, we prove (4.6) and (4.7).
We first prove (4.6). By (2.33), Minkowski's integral inequality, and (2.5) (note that B(x, t) ⊂ B(y, 2t), for all y ∈ B(x, t)), we obtain
In the case that s < t, for F(y, t) :
2 L w f (y), we use the fact that τL w e −τL w ∈ F (L 2 (w) − L 2 (w)) |F(y, t)| 2 dw(y) dt tw(B(x, t))
where in the last inequality we have changed the variable t into √ 2t and used (2.5). Then, applying change of angle (Proposition 2.51), we conclude that
As for the estimate of II, consider F(y, s) := (s √ L w ) m+2 e −s 2 L w f (y), apply Cauchy-Schwartz's inequality in the integral in s, the fact that e −τL w ∈ F (L 2 (w) − L 2 (w)),(2.5), Jensen's inequality in the integral in y (q 0 > 2), Fubini's theorem, and (2.5) to obtain .
Note now that applying Propositions 2.50 with β = t/s < 1 and q = q 0 /2, and (2.5),
recall the choices of r, r, and q 0 at the beginning of the proof. Besides, since 
As for proving (4.7), by (2.5), (2.33), and Minkowski's integral inequality, we obtain
We first estimate I. Using that s < t and applying the fact that e −τL w ∈ F (L 2 (w) − L 2 (w)), and (2.5), we have
Therefore, applying change of angle (Proposition 2.51), we get
The estimate of II is very similar to that of II (in the proof of (4.6)), so we skip some details. We apply again the fact that e −τL w ∈ F (L 2 (w) − L 2 (w)), Cauchy-Schwartz's inequality in the integral in s, Jensen's inequality in the integral in y, Fubini's theorem, and (2.5) in order to obtain .
Note that, Proposition 2.50 with β = t/s < 1 and q = q 0 /2, and (2.5) imply
Hence, applying Fubini's theorem, (4.8) with k = m, changing the variable s into √ 2s, and by (2.5) and Proposition 2.51 we have
This and the estimate obtained for I L 2 (v 0 dw) give us (4.7).
Our next result will be useful in the proof of Theorem 3.1 parts (c) and (d). Given a measurable function F defined in R n+1 + , consider the following vertical and conical operators:
, and F a measurable function defined in R n+1 + , let r > r w and let {T τ } τ>0 be a family of sublinear operators such that
Proof. We fix w, v 0 , q 0 , r, α, r, and u as in the statement of the lemma and denote:
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Then, by (2.5), Jenssen's inequality (q 0 > 2), and Fubini's theorem
which proves the first inequality in (4.10).
Thus, by Proposition 2.50 with β = 2 √ u < 1 and q = q 0 /2, and (2.5), we have
where in the last inequality we have also used that T τ ∈ O(L p 0 (w) − L q 0 (w)). Now note that, on the one hand, we have
On the other hand, by Fubini's theorem and since
where in the first inequality we have used that for y ∈ B(ξ, t) we have that B(ξ, t) ⊂ B(y, 2t) and (2.5), and in the second one Jensen's inequality, since 2 > p 0 .
Consequently, letting OF(x, t) be equal to M w 
which, in view of (4.11), completes the proof of (4.10).
Remark 4.13. Given w ∈ A 2 , max{r w , (q − (L w )) w, * } < p 0 < 2 < q 0 < q + (L w ), and v 0 , α ≥ 1, u, and F as in the statement of Lemma 4.9, we have that (4.14)
The first inequality in (4.14) follows as (4.11).
As for the second inequality, note that, for every t > 0, by Lemma 2.45 with q = q 0 , p = p 0 , and S t equal to the identity, we have that
Proposition 2.50 and the above inequality imply
This substitutes (4.12) in the proof of Lemma 4.9. Hereafter, the proof follows as the proof of that lemma, but writing ∇F in place of F.
Note now that proceeding as in the proof of [9, Theorem 3.5, part (b)], we obtain the following comparison result between the conical square functions defined in (2.28) and (2.30), even for odd values of m. Proposition 4.15. Given w ∈ A 2 , v ∈ A ∞ (w), m ∈ N, and f ∈ L 2 (w), there holds
Besides, with the aim of obtaining boundedness for the conical square functions defined via the gradient of the heat or the Poisson semigroup, we show the following comparison result.
Proof. The proof of part (a) follows as the proof of [9, Theorem 3.3] . Indeed, use (2.5) and apply the fact that √ τ∇e −τL w ∈ O(L 2 (w) − L 2 (w)); then, change the variable t into √ 2t , and apply again (2.5) and Proposition 2.51 to obtain
In order to prove part (b), first of all note that
So we just need to prove that
We show this by extrapolation. In particular, by Theorem 2.47, part(b) (or Theorem 2.47, part(c) if
To this end, fix w ∈ A 2 , f ∈ L 2 (w), and v 0 ∈ RH p+(Lw) K+1, * w 2 ′ (w), and note that by Remark 2.48, with q 1 = 2, q = p + (L w ) and k = K + 1, we can find q 0 , r, and r such that r w < r < 2, 2 < q 0 < p + (L w ), q 0 /2 ≤ r < ∞, v 0 ∈ RH r ′ (w), and
Keeping this in mind, by the subordination formula (2.24) and Minkowski's integral inequality, we have
where
We first estimate II, for 1/4 < u < ∞, Cauchy-Schwartz's inequality implies
Then, for u > 1/4, we estimate I(u) using (2.5), Fubini's theorem, the fact that s < t < 2 √ us, and
. Besides, we change the variable s into √ 2s to obtain
Hence, by Minkowski's integral inequality and change of angle (Proposition 2.51)
As for the estimate of I, note that for 0 < u < 1/4, again by Cauchy-Schwartz's inequality
The above estimate, Fubini's theorem, (2.5), and Jensen's inequality (q 0 > 2) imply
Besides, note that by Proposition 2.50, with β = t/s < 1 and q = q 0 /2,
Thus, for
, we apply first Fubini's theorem, and the above inequality.
Then, by (2.5), changing the variable s into 2s, (4.19) , the fact that
, and by Proposition 2.51, we get
, which finishes the proof.
In the next theorem we obtain a norm comparison result for N w P . This will be used in the proof of Theorem 3.7.
Theorem 4.20. Given w ∈ A 2 , v ∈ A ∞ (w), and f ∈ L 2 (w), there holds
Proof. First of all, fix w, v, f , and p as in the statement of the theorem. Then, recalling the definition of N w H in (2.32), note that
Then, by the subordination formula in (2.24) and Minkowski's integral inequality.
Similarly as in the proof of [20, Proposition 7.1, part (b)] (see also [10] ), we have that
Hence, by Minkowski's integral inequality and Proposition 2.51,
In order to estimate I 1 , take p 0 such that p − (L w ) < p 0 < min{2, p} close enough to p − (L w ) so that v ∈ A p p 0 (w), and note that the fact that e −τL w ∈ O(L p 0 (w) − L 2 (w)) implies
Besides, for 0 < u < 1 4 , it holds from Hölder's inequality that
Therefore,
Note now that, for
and for z ∈ B(y, 2 √ us) it holds that B(y, 2 √ us) ⊂ B(z, 4 √ us). Then, Fubini's theorem and (2.5) imply
Next, apply Fubini's theorem, (2.5), Jensen's inequality in the integral in z (2 > p 0 ), and Hölder's inequality in the integral in s with 2/p 0 and (2/p 0 ) ′ , and again (2.5). Then,
Consequently,
Note now that since v ∈ A p p 0 (w) the maximal operator M w p 0 is bounded on L p (vdw). Hence, by Minkowski's integral inequality
In order to estimate the norm on L p (vdw) of S 2 √ u,w H f we shall proceed by extrapolation. To this end, note that for 2 < q 0 < p + (L w ), r w < r < 2 and r ≥ q 0 /2, for all v 0 ∈ RH r ′ (w), by Jensen's inequality, Fubini's theorem, Proposition 2.50 with β = 2 √ u < 1 and q = q 0 /2, and (2.5), we
Now, apply the fact that e −τL w ∈ O(L 2 (w) − L q 0 (w)), change the variable s into √ 2s, and apply Proposition 2.51 to get
5.1.1. Proof of Theorem 3.1, parts (a) and (b). Fix w ∈ A 2 , f ∈ L 2 (w), and m ∈ N. In order to prove parts (a) and (b) note that for T t = e −tL w , F(y, t) = (t √ L w ) m f (y), and any
and v ∈ RH p+(Lw) p ′ (w), since we can always find max{2, p}
so that v ∈ RH q 0 p ′ (w), in view of (2.12), Proposition 4.2, part (b), implies
, and m ∈ N. We shall proceed by extrapolation. In particular, note that by Theorem 2.47,
In order to prove this inequality, first of all note that since
. Keeping this choice of p 0 and q 0 , change the variable t into 2t and apply the subordination formula (2.24) to get
where in the second inequality we have used Minkowski's integral inequality and
Moreover, for each u > 0, recalling our choice of q 0 , the inequality (4.1), with
4u L w and
, and (2.5) yield
Hence, by Lemma 4.9 with T τ = e −τL w , F(y, t) = (t √ L w ) m e −t √ L w f (y), α = 1, and r = q 0 /2
Finally, (5.2), Fubini's theorem, the fact that e −τL w ∈ O(L 2 (w) − L q 0 (w)), (2.5), and Proposition 2.51 imply
This and (5.3) imply (5.1) and the proof is complete.
5.1.3. Proof of Theorem 3.1, part (d). Fix w ∈ A 2 , f ∈ L 2 (w), and m ∈ N. We shall use extrapolation to prove this result. In particular, by Theorem 2.47,
To prove this inequality, first of all note that since
, q 1 = 2, and k = 1), we can find p 0 , r, r, q 0 such that r w < r < 2,
(w) ∩ RH r ′ (w), and
Changing the variable t into 2t and applying the subordination formula (2.24), and Minkowski's integral inequality, we get
(w) ∩ RH r ′ (w) with r ≥ q 0 /2, Lemma 4.9 with T τ = e −τL w ,
, and α = 2 implies
Therefore, (5.5) yields
To estimate II apply (2.5), the fact that
and Fubini's theorem to conclude 
by Lemma 2.45 with α = 1 and
2 L w , we have that T t satisfies conditions (ii) and (iii) in Proposition 4.2.
Moreover, note that for all 0 < p < q + (L w ) and v ∈ RH q+(Lw) p ′ (w), we can find q 0 satisfying max{2, p}
, which proves part (a).
If we now take max{r w , (q − (L w )) w, * } < p < ∞ and v ∈ A p max{rw,(q−(Lw))w, * } (w), we can find p 0 satisfying max{r
, which proves part (b).
Proof of Theorem 3.2, part (c).
We proceed as in the proof of Theorem 3.1, part (c), but in this case we need to prove, for every K ∈ N 0 ,
instead of (5.1). To this end, fix p 0 and q 0 satisfying max{r
. From now on, the proof follows the lines of that of Theorem 3.1, part (c), replacing p + (L w ) with q + (L w ), using (4.1) with T t 2 = ∇e − t 2 4u L w and F(y, t) = t(t √ L w ) K e −t √ L w f (y), and Remark 4.13 with the previous F(y, t), instead of Lemma 4.9, and Lemma 2.45 with q = q 0 , p = 2, α = 2 √ u, and S t equal to the identity, instead of the fact that e −τL w ∈ O(L 2 (w) − L q 0 (w)).
5.1.6. Proof of Theorem 3.2, part (d). We proceed as in the proof of Theorem 3.1, part (d), but now we prove, for every K ∈ N 0 ,
instead of (5.4). To this end, note that, by Remark 2.48 (with p = max{r w , (q − (L w )) w, * }, q = q + (L w ), q 1 = 2, and k = 1), we can find p 0 , r, r, q 0 such that r w < r < 2, 1 <
Hereafter, we can follow the proof of Theorem 3.1, part (d), but using Remark 4.13 with F(y, t) = t(t √ L w ) K e −t √ L w f (y), instead of Lemma 4.9, and Lemma 2.45 with p = p 0 , q = 2, α = 2 √ u, and S t equal to the identity, instead of the fact that e −τL w ∈ O(L p 0 (w) − L 2 (w)).
Boundedness results.
Proof of Theorem 3. Proof of Theorem 3.6. The boundedness of g w K,H and g w K,P follow by (4.29) and Theorem 3.5, since 
Then, there exist a collection of balls {B i } i with radii r B i , smooth functions {b i } i , and a function g ∈ L 1 loc (̟) such that
and the following properties hold: 
where C and N depend only on n, p, and ̟. In addition, for 1 ≤ q < p * ̟ , where p * ̟ is defined in (2.21),
Proof of Theorem 3.8. In [12, Proposition 6.1] the authors proved that, for all f ∈ S and
Here we extend this boundedness for all
First of all, note that we may assume that r w < p − (L w ). Otherwise, 
. To lighten the proof we denote p − := p − (L w ) and p + := p + (L w ). Besides, we fix p satisfying:
We shall show that
This, together with (5.13), will allow us to conclude the proof Theorem 3.8 by interpolation (see [8] and recall that by Remark 2.15 vw ∈ A ∞ ). Thus, let us prove (5.15) .
To this end, note that the interval
Indeed, by hypothesis we have that W w v (max{r w , p − }, p + ) ∅. Then, in view of (2.12) and recalling that we are assuming that r w < p − , our hypothesis implies that
Therefore, we just need to show that r v (w)p − < p * vw . In order to prove this, notice that we can assume that nr vw > p (otherwise p * vw = ∞ and the inequality is trivial). Hence, by (5.14), (2.21), and Remark 2.15,
Therefore, in view of (5.16), we can take
Next, fix α > 0 and take a Calderón-Zygmund decomposition of f at height α as in Lemma 5.6, for ̟ = vw, and p as in (5.14) . Note that, by Remark 2.15 vw ∈ A ∞ and r vw ≤ r w r v (w) < p. Moreover, let b i , g, and {B i } be the functions and the collection of balls given by Lemma 5.6, and let M ∈ N. We define B r B i := (I − e 
In order to estimate I, first recall that p < p 1 (see (5.14) and (5.17)). Then, apply Chebyshev's inequality, (5.13), and properties (5.8)-(5.11) to obtain (5.20)
In order to estimate II and III we shall use the following inequality:
where u ∈ L p ′ 1 (vdw) such that u L p ′ 1 (vdw) = 1. The inequality follows by Kolmogorov's inequality (see [16, Exercise 2.1.5] , and follow the proof suggested there replacing the Lebesgue measure with the measure given by the weight vw). Besides, in the last inequality we have applied (5.10).
After this observation let us estimate II. By Chebyshev's inequality, (5.13) and the definition of b, we have
=1 i∈N Again by Chebyshev's inequality and duality, proceeding as in the estimate of term II, we have (5.25)
We estimate III i j by using (2.33) and Minkowski's integral inequality: We compute the above integral in x by using functional calculus. The notation is taken from [1] , [5, Section 7] , and [12] . We write ϑ ∈ [0, π/2) for the supremum of |arg( L w f, f L 2 (w) )| over all f in the domain of L w . Let 0 < ϑ < θ < ν < µ < π/2 and note that, for a fixed t > 0, φ(z, t) := e −t 2 z (1 − e Here Γ = ∂Σ π 2 −θ with positive orientation (although orientation is irrelevant for our computations) and γ = R + e i sign(Im(z)) ν . It is not difficult to see that for every z ∈ Γ, |η(z, t)| r 2M
B i
(|z| + t 2 ) M+1 .
By these observations, the fact that zL w e −zL w ∈ O(L p 1 (vw) − L p 1 (vw)) (see (5.18)), (5.12) (recall (5.17)) and since j ≥ 2, we have Consequently, in view of (5.25), by (2.13) and taking M ∈ N large enough satisfying 2M > max {θ 2 , θ 1 + r w r v (w)n − 1} , we get
where in the last inequality we have used (5.21). This and (5.24) imply that
which, in turn, together with (5.19), (5.20) , and (5.23), implies (5.15) , and the proof is complete.
Unweighted boundedness for degenerate operators
In this section we prove unweighted results for degenerate operators. That is, we show boundedness on L p (R n ) for the degenerate operators defined in (2.26)-(2.33). We obtain this from our results on L p (vdw), by taking v = w −1 . The statements of our results are written so that the ranges where we obtain those boundedness results depend on the weight w, but do not depend on the operator L w .
Before being more precise, we observe that since we assume that n ≥ 2, we have that 2 * w = ∞ if and only if n = 2 and r w = 1. Otherwise, 2 * w = nr w 2 nr w − 2 .
In particular, Finally, from [12] we know that
Hence taking v = w −1 in Theorem 3.6, we conclude that g w K,H and g w K,P can be extended to bounded operators on L p (R n ).
In particular if r w = 1, for n = 2 since 2 * w = ∞ (see (6.1)), the conditions 1 < p ≤ 2 and w ∈ A 1 ∩ RH p ′ , can be written as (2 * w ) ′ s w < p ≤ 2 r w
. If now n > 2, we have that (2 * w ) ′ = 2n n+2 . Then, the conditions 2n n+2 < p ≤ 2 and w ∈ A 1 ∩ RH (n+2)p 2n ′ , can be written as (2 * w ) ′ s w < p ≤ 2 r w (see (6.1)).
If now r w > 1, 1 < r ≤ 2, and w ∈ A r ∩ RH (nr+2)p 2nr ′ with 2nr nr+2 < p ≤ 2 r . This can be written as w ∈ A r ⊆ A 2 and, since r w < r, (2 * w )
′ s w = 2nr w nr w + 2 s w < 2nr nr + 2 s w < p ≤ 2 r < 2 r w .
Corollary 6.6. Given w ∈ A 2 , for m ∈ N and (2 * w ) ′ s w < p <
