INTRODUCTION
============

Since the advent of Newton's mechanics, force has been at the forefront of our quantitative description of physical interactions. Ultrasensitive force measurements are an important tool for investigating the fundamental physics of magnetic ([@R1], [@R2]), atomic ([@R3]), quantum ([@R4], [@R5]), and surface ([@R6]--[@R8]) phenomena. Force measurement is also an implicitly important quantity in the systematics of precision measurement of other physical quantities such as the effect of gravity on time in general relativity ([@R9]). The development of high-resolution imaging of laser-cooled trapped ions ([@R10]--[@R12]) opened the possibility for the realization of an ion-based sensor that could resolve an external force in all three directions using a single atomic ion. In a harmonic potential, Hooke's law *F*~*i*~ = *k*~*i*~Δ*x*~*i*~ allows us to convert displacement measurements Δ*x*~*i*~ into a force measurement *F*~*i*~ through the associated spring constants *k*~*i*~. Forces parallel to the image plane are detected by measuring the displacement of the ion's centroid, whereas forces applied orthogonal to that plane in the focusing direction, parallel to the optical axis of the imaging apparatus, are measured from a change in the width of a slightly defocused ion image. Although the resolution of a fluorescence image is limited by the wavelength of light, the exact centroid location and width can be determined to a much greater precision through super-resolution imaging techniques ([@R13], [@R14]). Doppler velocimetry--based force sensing in Penning ([@R15], [@R16]) and Paul ([@R17]) traps has demonstrated sensitivities down to 28 yN/ion/$\sqrt{\text{Hz}}$; however, this is limited to one dimension and a narrow frequency band around a driven oscillation. Force measurement through imaging is a broadband rather than a narrowband sensing technique, with no fundamental lower frequency limit, and upper limit set by the speed and efficiency of the detection apparatus and the ion's scattering rate.

RESULTS
=======

Experimental setup, ion image size, and ion localization
--------------------------------------------------------

Our ion trapping apparatus ([@R10], [@R18]--[@R20]) is shown in [Fig. 1](#F1){ref-type="fig"}. A single ^174^Yb^+^ ion is confined in a Paul trap formed near the electric field zero of a three-dimensional (3D) quadrupole created by radio frequency (RF) excitation of two tungsten needles. The ion is loaded by isotope selective photoionization and laser-cooled to near the Doppler limit of 0.5 mK with λ = 369.5 nm radiation on the ^2^S~1/2~ to ^2^P~1/2~ transition. The resulting fluorescence at λ = 369.5 nm is collected using a 0.64 numerical aperture (NA) binary phase Fresnel lens with near wavelength resolution ([@R10]) and imaged onto an Andor iXon 897 cooled electron-multiplying charge-coupled device (EMCCD) camera with a total magnification *M* = 395.9 ± 0.6.

![Experimental configuration.\
An externally applied force (purple arrow) displaces a trapped ^174^Yb^+^ ion. The image formed by the phase Fresnel lens is shifted in two dimensions. Displacement along the focal axis alters the image spot size. For clarity, illustrated trap dimensions are not to scale. RF electrode needle spacing, 300 μm; lens focal length, 3 mm.](aao4453-F1){#F1}

A typical in-focus image of our trapped ion is shown in [Fig. 2](#F2){ref-type="fig"} with full width at half maximum (FWHM) diameters of 378 ± 1 and 393 ± 1 nm in *x* and *y*. With a typical 20-s exposure time and accounting for systematic drifts, we are able to determine the ion's centroid position with a precision of 2.8 and 10 nm in the *x* and *y* directions, respectively, by fitting to a 2D Gaussian function. Reanalysis of a previous reference fluorescence image in Fig. 2D in the study by Streed *et al*. ([@R20]), taken with the same apparatus and an exposure time of 60 s, gave similar fitting results. Displacements of the ion parallel to the *xy* imaging plane are thus directly measured from the translation in the centroid of the ion's image.

![Ion image.\
Wavelength-scale ion image with Gaussian fitting and FWHM sizes for the horizontal (H) and vertical (V) slices.](aao4453-F2){#F2}

When in focus, the ion image is not sensitive to motion along *z* to first order, so to sense along this axis, we deliberately image the ion slightly out of focus. A displacement of the ion parallel to the optical axis of the system *z* thus leads to a change in the spot size. We calibrated the image width to *z* displacement in our system by translating the camera along the optical axis with the ion in a fixed position within the trap. With known magnification parameters and camera translations, we were then able to determine the ion shift along *z* from changes in the waist of its image with an accuracy of 24 nm, 1% of the 2.4 ± 0.1--μm depth of focus ([@R10]).

Force sensing calibration
-------------------------

To characterize the system's ability to measure small forces, we performed a series of measurements of ion displacements under the influence of different applied external electrostatic fields. Inside the vacuum chamber, there are three additional electrodes of electropolished stainless steel 2 mm away from the ion for compensating out residual electrostatic fields. We applied an additional voltage on one of these electrodes to deliberately impose a small external electrostatic field to the ion, which did not measurably shift the trapping frequencies. The ion's displacement was measured by taking images with and without the applied voltage to measure the effect of the external force while also capturing the background drift of the ion position. Care was taken to ensure high stability and low drift in the applied voltage source.

We determine the spring constants $\mathit{k}_{\mathit{i}} = \mathit{m}\omega_{\mathit{i}}^{2}$ of our trap by measuring the secular confinement frequencies ω~*i*~ in the three principle axes of our trap through a resonance heating method ([@R19]). The mass *m* of ^174^Yb^+^ is presumed to be constant and has been measured ([@R21]) with an estimated uncertainty of 1.0 ± 10^−10^. The measured trap frequencies were at 800 ± 1, 829 ± 1, and 1601 ± 1 kHz, corresponding to spring constant values of 7.29 ± 0.02, 7.83 ± 0.02, and 29.22 ± 0.04 zN/nm, respectively. The largest value of the spring constant corresponds to the direction parallel to the trapping needles *x*, where the confinement is stronger and the trapping frequency is higher. Our 3D quadrupole trap is nearly cylindrically symmetric, and lacking sufficient additional electrodes to break the symmetry in a known direction, we were unable to determine the orientation of the two weaker trapping axes. This introduces a constrained systematic uncertainty of ±7% along those two axes. Although we measured the trap frequencies to ±1 kHz, measurements taken on different days showed a drift of the frequencies of the order of ±15%. This is likely due to variations in the RF electrode needle spacing because they are coupled to nanopositioning stages outside the vacuum system through external mechanical bellows ([@R18]). For this reason, trap frequencies were collected immediately after the force measurements. Active stabilization of the trap frequencies ([@R22]) in other ion traps has demonstrated a reduction in the long-term (hours) variations to below the 10^−5^ level. Trap frequency variations could also be reduced below 3 × 10^−7^ with a more mechanically rigid design combined with further proposed improvements in active and passive stabilization.

[Figure 3](#F3){ref-type="fig"} (A and B) shows the measured forces on the ion as a function of the applied voltage together with the associated displacement in the *x* and *y* directions. Considering the position resolution of our system and the 20-s acquisition time, we measured a sensitivity *S*~*x*~ = 372 ± 9 zN/$\sqrt{\text{Hz}}$ and *S*~*y*~ = (335, 359) ± 14 zN/$\sqrt{\text{Hz}}$, where the range in the value of *S*~*y*~ is due to systematic error associated with the unknown trap axis orientation. The large difference in displacement between [Fig. 3A](#F3){ref-type="fig"} and [Fig. 3B](#F3){ref-type="fig"} is consistent with the difference in spring constant between the stronger confinement in *k*~*x*~ (along the trapping needle axis) and the weaker confinement in *k*~*y*~ (perpendicular to the trapping needle axis) combined with the position of the electrode generating the electrostatic field. Force measurement in the *z* direction is shown in [Fig. 3C](#F3){ref-type="fig"} together with the corresponding change in position as a function of the external voltage from which we calculated a force sensitivity *S*~*z*~ = (779, 836) ± 42 zN/$\sqrt{\text{Hz}}$. [Figure 3](#F3){ref-type="fig"} shows the linearity of the displacement as a function of the applied voltage in all three directions as expected for harmonic potentials with forces up to either 7.5 or 30 aN per axis.

![Electrostatic force detection and ion movement in three axes.\
*x* and *y* axes refer to camera plane, and *z* axis refers to the optical axis of the imaging system. (**A**) Ion displacement and applied force as a function of the external voltage in the *x* axis. This axis corresponds to the orientation of the trapping needles and has the strongest confinement. (**B**) Same as (A) but for the *y* axis. The use of ranges in the force vertical axis of the plot represents the constrained systematic uncertainty due to unknown orientation of the trap principal axis with respect to our optical system. Error bars in (A) and (B) are smaller than the dots. (**C**) Same as (B) but for the *z* axis.](aao4453-F3){#F3}

External force test
-------------------

To independently verify the accuracy of our force sensing technique, we measured the scattering light force from our cooling laser on the ion. Absorption generates a force in the direction of the laser beam $\overrightarrow{\mathit{F}} = \gamma\hslash\overrightarrow{\mathit{k}}$, proportional to the scattering rate γ and the photon momentum $\hslash\overrightarrow{\mathit{k}}$. The spontaneous fluorescence emission is random in direction and does not contribute to a net force when averaged over many scatterings. For an ion near rest, the scattering rate γ is a function of the detuning δ/2π = −14 MHz, the natural linewidth Γ/2π = 19.6 MHz, and the laser saturation *s* = *P/P*~sat~ and given by$$\gamma = \frac{\Gamma}{2}\frac{\mathit{s}}{1 + \mathit{s} + {(2\delta/\Gamma)}^{2}}$$

The ion was illuminated with a laser beam along the *y* direction, and the laser power *P* was varied to change the scattering rate and, therefore, the net force. The collected ion fluorescence was split 50/50 between a photomultiplier tube (PMT) and the camera. The inset in [Fig. 4](#F4){ref-type="fig"} shows the saturation of the PMT counts as a function of the laser power, allowing us to fit for *P*~sat~ and calibrate the scattering rate. [Figure 4](#F4){ref-type="fig"} shows the ion displacement as a function of the applied force, together with a linear fit for forces up to 95 zN. From this measurement, we calculated a drifted trap frequency in the *y* axis of 635 ± 25 kHz. The sensitivity of the ion as a force sensor increases by lowering the trapping potential and likewise the associated spring constant and secular frequencies. In our system, the reduction in trap depth is limited by technical noise and likely aggravated by the close proximity (3 mm) of the phase Fresnel lens' dielectric surface ([@R8]).

![Light force detection with a single ion.\
Ion displacement as a function of the light force (red dots) and linear fit to experimental data (blue line). The shaded region shows the 95% confidence level for linear fit to experimental data. Inset: Photons scattered by the ion as a function of the laser power. The green dashed line is the fitted curve from [Eq. 1](#E1){ref-type="disp-formula"}, scaled by the detection efficiency, used for calculating the saturation parameter *s* as a function of the laser power.](aao4453-F4){#F4}

Force sensing limitations
-------------------------

Fundamental quantum limits to measuring the average ion position arise from the finite number of photons collected ([@R13]). For a displacement accuracy of δ*x*~*i*~, we can measure a force with uncertainty δ*F*~*i*~ *= k*~*i*~δ*x*~*i*~, where *k*~*i*~ are the spring constants. In ion traps, the long-term stability of the spring constants can be below 10^−5^ level with an optimized hardware design ([@R22]), making their uncertainty contribution negligible. Assuming a Gaussian mode for our imaging ([@R13]) and ignoring technical limitations from pixelization and background noise, for *N* detected photons at wavelength λ with numerical aperture of NA, the transverse uncertainty in the image plane is at best $\delta\mathit{x}_{\mathit{i}} = \lambda/(\pi\text{NA}\sqrt{\mathit{N}})$ and $\delta\mathit{z} = 2\lambda/(\pi\text{NA}^{2}\sqrt{\mathit{N}})$ in the focus direction. In real experiments, the effective quantum limits are reduced due to imaging imperfections.

On the basis of these estimates, we are within a factor of (24×, 87×) in the 2D imaging plane (strong, weak confinement directions) and 21× in the focal direction of the quantum limits given our trapping frequencies and imaging performance. The main cause of reduced sensitivity of our apparatus from the quantum limit is the constant drift in ion position, which limits our precision in determining its position. The focusing direction is potentially more susceptible to external noise because random deviations will cause a cumulative increase in the spot width, whereas only the residual unbalanced sum of these deviations will affect the centroid location. Similarly, the strong *x* axis (along the axis of the needles) trap direction will be less vulnerable to wobble in the needle positions than the two weaker (*y* and *z*) confinement axes.

The sensitivity of this technique could be enhanced by matching the trap confinement aspect ratios to the imaging system resolution by symmetrizing the confinement strength in the imaging plane and weakening the confinement along the focal direction. In an RF Paul trap, application of DC curvature potentials redistributes the total spring constant provided by the RF field, allowing alteration of the trap confinement aspect ratios. In our experiment, imaging performance above the diffraction limit accounts for a factor of 2 in the sensitivity in the transverse directions and a factor of 8 in the focus direction. We attribute most of our error to mechanical drift because our system was not specifically engineered for long-term stability at the nanometer scale, although the required stability could be readily achieved with a suitably designed system.

DISCUSSION
==========

The imaging-based trapped single ion force sensor demonstrated here uses nanometer-scale spatial resolution in all three dimensions to obtain sub-attonewton sensitivities of 372 ± 9 stat, 347 ± 12 sys ± 14 stat, and 808 ± 29 sys ± 42 stat zN/$\sqrt{\text{Hz}}$. It has important implications for a number of practical areas of physical investigation, including for use as an in-trap probe of higher-order electric fields from a co-trapped particle, such as the permanent electrical dipole moment of a biomolecule ([@R23]) or nanoparticle ([@R24]), or investigation of surface properties ([@R8]). This type of measurement is similar to the attonewton sensitivity 2D force sensing recently demonstrated with atomic force microscopy ([@R6], [@R7]), but with substantially higher sensitivity and potential for future improvements. The near-field optical interactions with a surface could ultimately limit our scheme at small (\<\~100 nm) distances, although at present, surface phenomena that drive electrical noise limit working surface-ion distances to tens of micrometers ([@R25]). This technology can be scaled up to imaging multiple ions trapped and imaged together and used for high sensitivity and high spatial resolution study of a force field distribution.

MATERIALS AND METHODS
=====================

Magnification calibration
-------------------------

Image magnification is crucial for linking a change of the ion's image position on the CCD camera to the ion's actual displacement within the trap. To accurately calibrate the magnification of our system, we measured the separation of two trapped ions ([@R10]) that were aligned parallel to the *x* axis by applying a negative DC voltage to the RF needles. Because of the Coulomb repulsion, if two ions are trapped simultaneously, then their separation is given by$$\mathit{l} = \left( \frac{\mathit{e}^{2}}{8\pi\epsilon_{0}\mathit{m}\nu^{2}} \right)^{1/3} = 4.6 \pm 0.005~\mu m$$where *e* is the electron charge, ϵ~0~ is the permittivity of free space, *m* is the mass of each ^174^Yb^+^ ion, and ν = 643 ± 1 kHz is the secular frequency of the ions along the axis of separation. The distance between ions measured from the camera was 114 ± 0.1 pixels or 1824.5 ± 1.7 μm in the image plane. From these data, we calculated a magnification of *M* = 395.9 ± 0.6. The magnification obtained from this method was validated by mechanically translating the RF needles 1 μm and verifying that the ion image was displaced by the expected amount.

Data acquisition routine
------------------------

We developed a special routine of data acquisition to measure absolute change of the ion position under the influence of external forces. The drifts of ion position within the trap are of the order of tens of nanometers per hour. This is a main consequence of the fact that the trap used for this experiment was not designed for nanometer-level stability. To suppress the effects of drift on the force measurements, we chopped the applied force on and off at a rate equal to two times the camera integration time of 20 s and subtracted the changing drift from the force measurements. The drift value at the data point time was calculated by linear interpolation between the two neighboring drift points and used to determine the differential displacement of the ion position, which reflects the actual influence of applied force. Several different interpolation methods were investigated (moving spline, low-order polynomial, averaging two drift points); however, they all output approximately the same results.

Error budget
------------

The main cause of error in our apparatus was the presence of drift, which limits the accuracy of the ion's displacement measurements. Statistical uncertainty of the Gaussian fit of ion image position on the CCD camera σ~fit~ and the statistical uncertainty of the Gaussian fit of positions of two adjacent drift points σ~DRIFT(fit)~ are of the order of 1 nm for the *x* and *y* axis and 14.3 nm for the *z* axis. The drift error is limited by the sampling rate of the drift dynamic because of our 20-s integration time and the linear interpolation used to estimate the value of the drift at a specific data point.

We estimated the drift interpolation uncertainty σ~*i,*DRIFT(interpolation)~ by taking the position of a drift point along one axis *x*~*i,d*~, calculating its distance from the linear interpolation between the two adjacent points *x*~*i−1,d*~ and *x*~*i+1,d*~ and dividing it by 2 because the data images are acquired in between drift measurements. The drift interpolation error for each axis measurement is the average of the σ~*i,*DRIFT(interpolation)~ for the individual points. The total uncertainty for the ion displacement measurement σ~ion~, expressed as error bars on the graphs in [Fig. 3](#F3){ref-type="fig"}, is given by $\sigma_{\text{ion}}^{2} = \sigma_{\text{fit}}^{2} + \sigma_{\text{DRIFT}(\text{fit})}^{2} + \sigma_{\text{DRIFT}(\text{interpolation})}^{2}$, and the values of the error contributions for the three axes are reported in [Table 1](#T1){ref-type="table"}.

###### Error budget.

Average errors for the data points in [Fig. 3](#F3){ref-type="fig"}.

                                     ***x***   ***y***   ***z***
  ---------------------------------- --------- --------- ---------
  σ~fit~ (nm)                        1.1       1.1       14.3
  σ~DRIFT(fit)~ (nm)                 1.1       1         14.3
  σ~*i,*DRIFT(interpolation)~ (nm)   2.4       9.9       12.7
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