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Introduction
complex formations, stochastic inverse modeling within the framework of MPS simulations is extremely 23 challenging because of the difficulty in maintaining the complex curvilinear connectivity geological structures 24 while simultaneously honoring dynamic data that are related to conductivity through a strongly non-linear 25 transfer function. 26 In the literature, stochastic inverse methods can be classified into two groups. In the first group, an 27 objective function is first constructed based on the discrepancy between observed data and simulated values. 28 This objective function is subsequently minimized by iteratively perturbing the parameter values until a suf-29 ficiently close match is attained. Preservation of the prior geological structures is not explicitly considered 30 during this process of optimization. Examples of this data-driven stochastic inverse method are sequential 31 self-calibration (Gómez-Hernández et al., 1997; Hendricks Franssen et al., 2003) , the pilot-point method method and recent advances can be found in the review paper by Liu et al. (2010) .
The Ensemble PATtern matching (EnPAT) stochastic inverse method was first proposed by Zhou et al.
metric head data as well as the prior geological structures. The EnPAT is inspired by the Direct Sampling 66 (DS) MPS method developed by Mariethoz et al. (2010b) . In DS, the conductivity patterns are directly 67 sampled from a training image without storing the entire pattern database in memory. This results in fast 68 simulation and the possibility to simulate continuous variables such as hydraulic conductivity. Zhou et al. 69 (2012) borrows the concept of DS and expands the conductivity pattern to include the pattern of piezometric 70 heads for the purpose of inverse modeling. Correspondingly, multiple MPS-simulated conductivity models 71 and the corresponding head models obtained by running the forward simulator are jointly used as the training 72 images for learning during the simulation. Conductivities are simulated by matching joint patterns from the 73 training image sets. As a result, the simulated conductivity models are not only conditioned to the measured 74 conductivity and piezometric data, but also preserve the prior geological structures. Li et al. (2013a) devel-75 oped a hybrid of the EnPAT and the pilot point/self-calibration method (Gómez-Hernández et al., 1997) to 76 reduce the computational cost and to improve the characterization of conductivity connectivity during the 77 dynamic data assimilation process.
78
In this paper, we propose a local-global pattern matching method to integrate dynamic data into geologic 79 models. In the previous implementation of the EnPAT, a local pattern is considered for ensemble matching, 80 but that does not guarantee that the updated model matches the observed global dynamic data because 81 of the non-linearity of the forecast function as well as the existence of complex boundary conditions. To 82 address this issue, we implement an additional step in which we simulate the global response of the updated 83 models and select those that best fit the observed data after the process of local pattern matching. As 84 a consequence, updated models will preserve the geological structures and the dynamic data, although 85 at a computational cost because of the additional forward simulations in the rejected models. In order to 86 mitigate the computational demand and to accelerate the learning process, the training image sets are refined 87 by progressively replacing the worst models in the prior training set with the newly accepted models. The 88 method therefore borrows the concept of iterative resampling proposed by Mariethoz et al. (2010a) . A ranking 89 scheme is implemented to identify the poor initial models. The proposed methodology is demonstrated on a 90 synthetic example for which predictions of flow and transport are considered.
91
The remainder of the paper will be organized as follows. In section 2, the implementation of the ensem-92 ble pattern matching method is described, with emphasis on the significance of global constraints on the 93 predictions of flow and transport. In section 3, a synthetic example is used to demonstrate the effectiveness of the proposed method. Then, in section 4, we discussed the computational efficiency of the EnPAT by
Methodology

98
In the EnPAT method two steps are performed at each time step: the forecast step (i.e., solving the flow 99 equation based on the current hydraulic conductivities to derive the piezometric head) and updating step 100 (i.e., updating both conductivity and head through a pattern matching approach).
101
During the updating step, patterns are constructed for the updating of each gridblock in each realization 102 by searching within a predefined search neighborhood for static parameter values such as conductivities and 103 dynamic variable values such as heads. Suppose that for the updating of the conductivity and the head 104 at gridblock i and realization j for time t, we have found conductivities (K = k 1 , k 2 , · · · , k n ) and heads 105 (H = h 1 , h 2 , · · · , h m ). Denote this as the conditioning pattern (P t,j,i ) (see Fig 1) ,
within the context of sequential simulation (see, for instance, Gómez-Hernández and Journel (1993)) the 107 conductivity and head components in the pattern can be the observed data and/or the previously estimated 108 values. The number of conductivity (n) and head data (m) in the pattern must be less than a maximum 109 conditioning data specified by the user and fall within a predefined maximum search radius around the 110 simulation node. The conditioning pattern is dependent on the location of the gridlock, the particular stage 111 within the simulation, and the time step. EnPAT extends traditional MPS method in two important ways, 112 first, the patterns contain not only the parameters such as conductivities, but also state variables, and 113 second, an ensemble of joint training images is used. When head data are included in the pattern, the MPS 114 method becomes multi-variable co-simulation. In other words, the simulated conductivity is constrained by 115 the surrounding conductivities and heads, and thus the multipoint cross-correlation between both variables 116 can be preserved in the simulation.
117
Pattern matching is initialized by generating an ensemble of prior conductivity fields and the correspond-118 ing ensemble of simulated heads. In this paper, the initial ensemble of conductivity fields is generated using 119 the direct sampling MPS method, using a common training image for a fluvial aquifer. In the forecast step, 120 the flow simulator is run for each conductivity realization until the time step for which new measured head data (h t obs ) are available. The ensemble of head realizations obtained by running the forward model, plus the 122 ensemble of conductivities will be used as the joint training images to update both conductivity and head, 123
given any observed head data. The pattern matching scheme has the following steps:
124
• Build the conditioning pattern P at the first node to be simulated, conditioned to the measured n 125 conductivity data and m piezometric head data.
126
• Search for candidate patterns in the joint training images. Calculate the distance between the candidate 127 patternP found in the joint training images and the conditioning pattern around the simulation node 128 P (see Fig 1) . In this research, distance is measured by computing a weighted Euclidean distance 129 function:
where p is the number of data in the pattern; h is the Euclidean distance between the gridblock to be 131 simulated and the conditioning data; and d max is the maximum absolute difference of conductivities 132 or heads observed in the pattern. The standardized distance between the candidate and conditional 133 patterns lies within the range of 0 to 1. The searching process for candidate patterns is limited to a 134 small area around the gridblock to be estimated because the calculated head depends on boundary 135 conditions and sources. If the search radius is specified to be large then the influence of global boundary 136 conditions becomes more pronounced.
137
• If the resulting distances, computed independently for conductivities and for heads are both smaller 138 than predefined threshold values (d k (P,P) < ζ k and d h (P,P) < ζ h ), the conductivity value and the 139 piezometric head value of the matching pattern at the location of the simulation node is retained; if 140 no pattern is found meeting these criteria, the values from the closest pattern are retained (see Fig 1) .
141
The retained conductivity and head values become conditioning data for the simulation of the next 142 gridblocks.
143
• Repeat the three previous steps until all nodes in the domain are simulated. paths. Furthermore, as more observation data become available at the next time step, the simulated models 148 at the previous time get updated.
149
The EnPAT procedure can be combined with the use of pilot points to reduce the computational cost.
150
More specifically, the pattern search step is only applied to a set of predefined pilot point locations, and then is very significant to preserve the connectivity of the geology in order to make accurate predictions of flow 161 and transport (Gómez-Hernández and Wen, 1998).
162
However, there is a potential problem in the updating of conductivity and head values using the pattern 163 matching approach. The updated conductivity might be inconsistent with the updated piezometric head 164 because the transfer function relating the two is not explicitly accounted for. In other words, the simul-165 taneously simulated conductivity and head might not honor Darcy's law (i.e., the mass balance equation).
166
To handle this problem, in this paper, a global constraint is enforced on the updated conductivity. The 167 updated conductivity is evaluated by running the flow model and only those models that match the observed 168 global responses (such as piezometric head or concentration data) at the corresponding time step will be 169 retained. By doing so, we ensure that the updated conductivities not only preserve complex connectivity 170 but also honor the global dynamic data. The cost of the local-global pattern matching will be higher than 171 the original implementation of the EnPAT, however to alleviate that cost, we will propose a learning scheme 172 that is described next. This global match step makes the new algorithm similar to the iterative EnKF or 173 confirmed EnKF used in petroleum engineering (Wen and Chen, 2006) .
174
In order to mitigate the computational cost, a learning process is integrated into the pattern matching 175 scheme after the global matching step. Specifically, the mismatch between the observed and simulated 176 response data will be used to rank the accepted models. The worst models in the training images in terms 177 of the mismatch between predicted and observed heads will be replaced with the new accepted models. The set of training images will thus be refined using the ranking scheme (Bayer et al., 2010) , which will result in a faster matching during the next local pattern searching process. The conditioning data pattern is determined by the search radius and the maximum number of conditioning 188 nodes specified by the user. The training image ensemble is searched in order to find the matching pattern.
189
The distance between the conditioning data pattern and the pattern in the training image is calculated, and, Given the training image shown in Fig 3A, the reference logconductivity field is generated using the direct 205 sampling MPS method (Mariethoz et al., 2010b) (see Fig 3B) . The model is discretized into 50 × 50 × 1 206 gridblocks with cell size 1m × 1m × 1m. The logconductivity values follow a bimodal histogram with mean 207 and standard deviation of 0.12m/d and 2.51m/d, respectively. The reference conductivity field exhibits curvilinear features with high conductivity sand channels and low conductivity mudstone zones. We assume that an injection well (Q = 25m 3 /d) is located at the center of the aquifer and there are 8 observation 210 wells (Fig 3B) . This reference logconductivity model will be regarded as the true model, and the aim of the 211 stochastic inverse simulation is to generate a suite of models that are as close to the true model as possible,
212
conditioned to the observed piezometric head data.
213
The aquifer is assumed confined with constant head boundaries on the eastern and western sides and no 214 flow boundaries at the remaining faces ( Fig 3B) . The specific storage is set constant and equal to 0.01. The 215 total simulation time is 30 days discretized into 10 time steps that follow a geometric series with ratio of 216 1.2. The observed data of the first five time steps will be used as the conditioning data. We assume that 217 there are 9 measured conductivity data at the locations shown in Fig 3B. Five hundred initial conductivity 218 models are generated using the direct sampling MPS method with the same training image and simulation 219 parameters (for example, the distance threshold and the number of conditioning data in the pattern) as the 220 reference, conditioned to the measured conductivities. The initial head is assumed to be zero in the whole 
Results
233
In order to assess the uncertainty of the updated models before and after integrating the observed 234 piezometric head data, the multidimensional scaling method is used to visualize the geological models in at x = 45 m is used to record the travel time of particles. The random walk particle tracking algorithm 271 (Salamon et al., 2006) is utilized to solve the transport equation.
272 Figure 7 displays the cumulative breakthrough curves (BTCs) for different cases. In models that are 273 not constrained to the observed piezometric head data (Fig 7A) , the BTCs show a large spread and the 274 reference curve is close to the 5 th percentile of ensemble BTCs. This indicates that the initial models do not 275 exhibit adequate connectivity of high conductivity regions in the vicinity of the injection face resulting in 276 later arrival times to the control plane. When the models are conditioned to head data (Fig 7B) , the spread 277 of BTCs is reduced and the ensemble average of BTCs is much closer to the reference. We also observe that 278 the breakthrough profile of the reference is more than the 5 th percentile of BTCs, which implies that the 279 ensemble connectivity of the updated geological models is no longer underestimated in the vicinity of the 280 injection face. When a global constraint on the updated geological models is enforced ( Fig 7C) the BTCs 281 have a smaller spread and the ensemble average is close to the reference. terms of the mismatch between the simulated head and the observation data, at the first time step. As we 290 see, after 500 models are generated, the maximum RMSE is close to the predefined tolerance value for the 291 global constraint. In other words, the training image models will reflect the observed data at this stage.
292 Fig 9 displays 
