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Résumé :  Dans  ce  travail  de  thèse,  nous  proposons  plusieurs  algorithmes
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EKF qui permet de résoudre un problème à temps continu-discret et le D-LG-EKF qui
permet de résoudre un problème à temps discret.
Dans une deuxième partie, nous nous inspirons du lien entre optimisation et filtrage
de Kalman, qui a conduit au développement du filtrage de Kalman étendu itéré sur
espace  euclidien,  en  le  transposant  aux  groupes  de  Lie.  Nous  montrons  ainsi
comment obtenir une généralisation du filtre de Kalman étendu itéré aux groupes de
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Introduction
Contexte
Le travail présenté dans ce manuscrit s’inscrit dans le cadre du projet euro-
péen Dem@Care (septième programme cadre de la Communauté européenne,
FP7/2007-2013, subvention 288199) dont l’objectif était de fournir aux méde-
cins des informations pouvant les aider à diagnostiquer l’état d’avancement de
la maladie d’Alzheimer chez un patient donné.
Afin de fournir des informations pertinentes aux médecins, des capteurs
(caméra portée par le patient, caméra fixe, accéléromètres, microphones, etc.)
sont placés dans l’environnement où le patient s’adonne à des activités de la vie
quotidienne, et les signaux issus de ces capteurs sont traités automatiquement
par des programmes informatiques.
Parmi les informations qu’il est important d’extraire, la localisation du
patient est une donnée pouvant être exploitée, soit directement par le méde-
cin, soit en entrée d’algorithmes de fusion de données visant à obtenir des
informations plus facilement interprétables telles que la nature de l’activité
concernée ou encore sa durée. C’est dans ce contexte que nous avons été amenés
à travailler sur le problème de la localisation d’une personne en environnement
intérieur.
Le flux vidéo issu de la caméra portée par le patient, qui présente un point
de vue privilégié sur l’action effectuée par ce dernier, constitue une source
d’informations importante permettant de déterminer la localisation du patient
dans l’environnement. Ainsi, nous nous sommes intéressés au problème de la
localisation d’une caméra portée évoluant dans un environnement intérieur.
Le problème que nous souhaitions résoudre pouvait donc être vu comme un
problème d’estimation de la position et de l’orientation d’une caméra, également
appelé pose de la caméra, à partir de son flux vidéo.
Ce flux vidéo étant acquis séquentiellement, notre travail s’est naturelle-
ment orienté vers des approches de filtrage et de lissage permettant d’estimer
récursivement la pose de la caméra.
Cependant, une caractéristique importante de la pose d’une caméra réside
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dans le fait que cette dernière évolue, non pas sur un espace euclidien, mais
sur une variété différentiable appelée groupe de Lie. C’est ainsi que nous avons
choisi d’étudier le problème de l’estimation de paramètres évoluant sur un
groupe de Lie.
Plutôt que de nous intéresser à des approches de type filtrage ou lissage
particulaire, dont le coût calculatoire peut sensiblement augmenter lorsque les
paramètres à estimer évoluent sur une variété, nous avons préféré développer
des approches analytiques. Plus particulièrement, nous nous sommes intéressés
à l’extension du filtre et du lisseur de Kalman, qui permettent d’estimer un état
évoluant sur un espace euclidien à partir d’observations elles-mêmes euclidiennes,
aux groupes de Lie.
Motivation
L’étude des variétés différentiables appliquée au traitement du signal et
des images, à la robotique ou encore à la vision par ordinateur a connu un
véritable essor ces dernières années. Il est en effet courant, dans ces différents
domaines, que la formulation de problèmes d’estimation de paramètres conduise
à des contraintes géométriques sur ces derniers. Dans bon nombre de cas, ces
contraintes impliquent que les paramètres inconnus appartiennent alors à une
variété différentiable, généralement Riemannienne, parmi lesquelles on trouve
les variétés de Stiefel, de Grassmann, ou encore les groupes de Lie.
Dans cette thèse, nous avons choisi de nous intéresser au problème de
l’estimation de paramètres évoluant sur un groupe de Lie, et plus spécifiquement
évoluant sur un groupe de Lie matriciel 1. Deux raisons expliquent ce choix :
en premier lieu l’élégance de la structure géométrique sous-jacente aux groupes
de Lie et en second lieu leur implication dans de nombreux problèmes présents
en vision par ordinateur.
Un élément d’un groupe de Lie (matriciel) peut être vu comme une matrice
carrée sujette à diverses contraintes qui déterminent la géométrie de la variété
différentiable. Prenons par exemple le cas des matrices de rotation en dimension
3 qui forment le groupe de Lie Spécial Orthogonal de dimension 3 (SO(3)).
Un élément X de ce groupe de Lie est une matrice carrée de taille 3 telle
que XTX = Id et det (X) = 1. Ainsi, les matrices appartenant à SO(3) sont
formées de 9 éléments mais la dimension du groupe de Lie (on parle également
du nombre de degrés de liberté) est 3 en raison des six contraintes qui lui sont
imposées. Une manière intuitive de se représenter ces 3 degrés de liberté est
d’essayer de faire pivoter une maquette d’avion. Ainsi, on se rend compte que les
3 axes de rotations, qui nous apparaissent naturellement (appelés lacet, tangage
1. La plupart des groupes de Lie rencontrés en physique sont des groupes de Lie matriciels
[Gilmore 2008].
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et roulis), suffisent à faire pivoter la maquette dans toutes les orientations
possibles.
Cette distinction entre le nombre d’éléments constituant une matrice évo-
luant sur un groupe de Lie et le nombre de degrés de liberté de ce groupe de
Lie nous conduit à une série de questions fondamentales lorsqu’on s’intéresse à
un groupe de Lie :
Quelle est la distance entre deux éléments d’un groupe de Lie ?
Quel est le chemin le plus court entre deux éléments d’un groupe de Lie ?
Comment se déplace-t-on sur un groupe de Lie ?
Les réponses à ces questions paraissent évidentes lorsqu’on manipule des
éléments appartenant à un espace euclidien. En effet, ce dernier est un espace
vectoriel ce qui nous permet de nous déplacer, il est muni d’un produit scalaire
ce qui nous permet de définir la distance euclidienne, et le chemin le plus
court entre deux points est la ligne droite passant par ces deux points. Cette
géométrie euclidienne est au cœur des méthodes d’estimation de paramètres
euclidiens telles que le filtre de Kalman.
En revanche, lorsqu’on s’intéresse aux groupes de Lie, il devient clair qu’il
n’existe pas une bonne réponse à ces questions mais différentes réponses en
vertu du fait qu’“Une géométrie ne peut pas être plus vraie qu’une autre ;
elle peut seulement être plus commode.” [Poincaré 1923]. C’est pourquoi nous
sommes conduits à discuter des différentes géométries que l’on peut considérer
et tenter de motiver notre choix en expliquant en quoi celui-ci est plus commode
que les autres, notamment du point de vue de l’estimation de paramètres.
Une première géométrie consiste à paramétrer la variété. Cela revient à
transformer les paramètres que l’on cherche à estimer, qui sont contraints à
vivre sur un groupe de Lie, en de nouveaux paramètres évoluant sur un espace
euclidien et dont le nombre est égal au nombre de degrés de liberté du groupe
de Lie. Dans le cas des matrices de rotation en dimension 3, les angles de
lacet, de tangage et de roulis sont appelés les angles d’Euler et définissent une
paramétrisation possible du groupe de Lie. De cette manière, on ne cherche plus
à estimer 9 éléments partageant des contraintes mais 3 paramètres euclidiens.
Ainsi, cette géométrie a l’avantage de permettre l’utilisation de l’ensemble
des méthodes d’estimation euclidiennes. Par exemple, le filtre et le lisseur de
Kalman s’appliquent directement. Cependant, en règle générale, il n’existe pas
d’isomorphisme entre un groupe de Lie et un espace euclidien. Par conséquent,
le fait de paramétrer le groupe de Lie produit des singularités qui peuvent
fortement dégrader l’estimation des paramètres. C’est par exemple le cas des
angles d’Euler dont la singularité créée porte le nom de blocage de cardan et
a conduit les scientifiques à se détourner des angles d’Euler pour l’estimation
d’une rotation.
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Une deuxième géométrie consiste à voir les paramètres que l’on souhaite
estimer comme étant à valeur dans l’espace des matrices carrées, mais devant
respecter certaines contraintes. Dans ce cas, la distance considérée entre deux
éléments d’un groupe de Lie est essentiellement la distance euclidienne entre les
deux matrices. Cette géométrie permet de replacer le problème d’estimation de
paramètres évoluant sur un groupe de Lie dans un contexte plus général d’esti-
mation sous contraintes. Par conséquent, il est possible de recourir à l’ensemble
des techniques d’estimation sous contraintes. Une manière d’appliquer un filtre
de Kalman dans le cadre de cette géométrie revient à appliquer le filtre dans
l’espace des matrices carrées puis à projeter l’estimé sur la variété. Cependant,
l’espace considéré est de plus grande dimension que celle du groupe de Lie
considéré et les algorithmes sont plus facilement sujets aux mauvais conditionne-
ments. En poursuivant notre exemple sur les matrices de rotation en dimension
3, cette approche reviendrait à estimer un vecteur euclidien de dimension 9
sous diverses contraintes retranscrivant la contrainte d’orthonormalité d’une
matrice de rotation.
Une troisième géométrie, celle dans laquelle cette thèse s’inscrit, revient à
prendre en compte, de manière intrinsèque le fait que les paramètres que l’on
cherche à estimer vivent sur un groupe de Lie. Plus intuitivement, toujours en
utilisant l’exemple des matrices de rotation en dimension 3, cela signifie que
la matrice de rotation estimée avec une méthode utilisant cette géométrie est
bien de taille 3× 3 et respecte bien la contrainte d’orthonormalité. Cependant,
la méthode d’estimation n’a pas “conscience qu’à côté” de cette matrice de
rotation il y a d’autres matrices de taille 3×3 qui ne respectent pas la contrainte
d’orthonormalité. Pour cette méthode, seules les matrices de rotation existent.
On dit que l’espace de recherche est intrinsèquement contraint. L’intérêt d’une
telle géométrie réside dans son élégance, et le fait que les méthodes d’estimation
ont alors de bonnes propriétés de convergence et une grande stabilité numérique.
Au sein de cette troisième approche, il existe en réalité plusieurs géométries,
c’est à dire que plusieurs manières de contraindre intrinsèquement l’espace de
recherche sont envisageables. Une première manière revient à s’appuyer sur
la structure riemannienne du groupe de Lie (car un groupe de Lie est une
variété riemannienne). Une seconde serait de considérer une structure venant
de l’algèbre géométrique. Une troisième repose sur la notion de sous-groupe à
un paramètre. Du point de vue du groupe de Lie SO(3), utiliser une structure
de l’algèbre géométrique revient à employer le formalisme des quaternions
unitaires qui forment un double recouvrement de SO(3). En revanche, pour le
cas spécifique de SO(3), l’utilisation de la structure riemannienne ou bien celle
du sous-groupe à un paramètre ne change rien car le chemin le plus court entre
deux éléments est le même. Cette propriété n’est pas vérifiée pour tout groupe
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de Lie et ne l’est pas pour les principaux groupes de Lie que nous considérons
dans nos applications.
Justifier le choix d’une géométrie plutôt qu’une autre semble difficile à
ce stade. Néanmoins, comme nous tentons de le montrer dans cette thèse, le
fait d’exploiter les propriétés du sous-groupe à un paramètre est commode et
naturel puisque cette géométrie permet des généralisations à la fois élégantes
et calculatoirement efficaces d’algorithmes d’estimation euclidiens, tels que le
filtre et le lisseur de Kalman. De plus, nous montrons sur divers problèmes de
vision par ordinateur que ces algorithmes permettent d’obtenir de meilleurs
résultats que ceux jusqu’ici répertoriés dans l’état de l’art.
Contenu du manuscrit
Nous consacrons le premier chapitre de cette thèse à la présentation des
principaux outils théoriques et pratiques utilisés tout au long du manuscrit afin
d’estimer des paramètres évoluant sur des groupes de Lie matriciels. Les concepts
introduits sont réunis ici afin de les présenter de manière intuitive en proposant
des illustrations graphiques permettant d’interpréter géométriquement ces
notions souvent abstraites.
Dans un second chapitre, nous nous intéressons au développement de filtres
de Kalman dédiés à l’estimation de paramètres vivant sur un groupe de Lie
matriciel à partir d’observations appartenant elles-mêmes à un (autre) groupe
de Lie matriciel. Nous proposons deux filtres, qui constituent la principale
contribution de ce chapitre, et permettent de résoudre respectivement un
problème à temps continu-discret et un problème à temps discret. De plus, ces
deux filtres ont la propriété de se réduire aux filtres de Kalman étendu discret
et continu-discret lorsque l’état et les observations évoluent sur des espaces
euclidiens.
Le troisième chapitre est consacré au lien que l’on peut établir entre l’op-
timisation sur groupe de Lie d’un côté et le filtrage/lissage de Kalman sur
groupe de Lie d’un autre côté. Cette analyse permet notamment d’interpréter
les algorithmes proposés dans le second chapitre sous un nouvel angle. Nous
obtenons ainsi une généralisation du filtre de Kalman itéré étendu aux groupes
de Lie ainsi qu’une généralisation du lisseur de Rauch-Tung-Striebel (également
connu sous le nom de lisseur de Kalman étendu) aux groupes de Lie.
Les concepts et algorithmes décrits dans les chapitres précédents sont mis
à profit dans un quatrième chapitre dans le but de proposer des solutions au
problème de la cartographie d’un environnement à partir d’une caméra mono-
culaire d’une part, et au problème de la localisation d’une caméra monoculaire
se déplaçant dans un environnement préalablement cartographié d’autre part.
Nous proposons notamment un lisseur Rao-Blackwellisé sur groupe de Lie
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reposant sur un banc de filtres et lisseurs de Kalman étendus sur groupe de Lie.
Cet algorithme nous permet d’estimer la localisation d’une caméra à partir de
son flux vidéo.
Nous terminons le manuscrit par une conclusion et des perspectives de
recherches futures.
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Chapitre 1. Introduction aux groupes de Lie matriciels
1.1 Groupes de Lie et Algèbres de Lie matri-
ciels
Nous proposons ici une introduction au formalisme des groupes de Lie.
Ce sous-chapitre ne saurait remplacer un ouvrage dédié à ces derniers, c’est
pourquoi nous renvoyons le lecteur à [Abbaspour 2007 ; Hall 2003 ; Chirikjian
2012] pour une description plus détaillée.
Dans ce manuscrit, nous nous intéressons aux groupes de Lie matriciels
car la plupart des groupes de Lie rencontrés en physique sont des groupes de
matrices [Gilmore 2008]. De plus, la majorité des groupes de Lie de dimension
finie sont isomorphes à des groupes de Lie matriciels en raison du fait que toute
algèbre de Lie est isomorphe à une algèbre matricielle (d’après le théorème
d’Ado [Ado 1947]).
1.1.1 Définitions
Un groupe de Lie G est un groupe muni d’une structure de variété différen-
tiable de telle sorte que les opérations de multiplication et d’inversion du groupe
sont différentiables. Pour une description détaillée des variétés différentiables,
le lecteur peut consulter [Kolar 1993]. Si G est un groupe de Lie matriciel, alors
G ⊂ Rn×n et ses opérations de multiplication et inversion sont simplement la
multiplication matricielle et l’inversion matricielle. Par conséquent, l’élément
identité du groupe correspond à la matrice identité Id.
Dans ce contexte, il est possible de définir l’application “action à gauche” 1
LY : G→ G du groupe de Lie sur lui-même :
LYX = Y X (1.1)
où Y,X ∈ G. Puisque G est une variété différentiable, il est possible d’attacher
à tout point X ∈ G ⊂ Rn×n un espace tangent TXG ⊂ Rn×n. Cet espace
tangent est un espace vectoriel dont la dimension p est appelé dimension de la
variété.
Remarquons que la dimension p du groupe de Lie est définie comme sa
dimension au sens de sa structure de variété différentielle, alors que n représente
la dimension des matrices carrées qui permettent une représentation matricielle
de G. Le groupe de Lie SL(3), par exemple, qui est présenté plus en détails
dans la suite de ce chapitre, est un groupe de Lie de dimension p = 8 dont les
éléments peuvent être représentés par des matrices carrées de taille n = 3.
1. Notons qu’il est possible de définir de manière équivalente l’application “action à
droite”.
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Figure 1.1 – Illustration graphique de l’application tangente
En utilisant l’action à gauche du groupe sur lui même LY , on peut définir
une application tangente (à gauche)
DLY : TXG→ TY XG (1.2)
avec
DLY v = Y v (1.3)
où v ∈ TXG ⊂ Rn×n. L’action à gauche permet donc de transporter un vecteur
v appartenant à l’espace tangent TXG en n’importe quel autre espace tangent.
Une illustration graphique de l’application tangente est proposée en figure 1.1.
Cette propriété nous permet d’introduire la notion de champ de vecteurs
invariant à gauche qui associe un vecteur tangent v (X) ∈ TXG à chaque
élément X du groupe en transportant v (Id), le vecteur défini dans l’espace
tangent à l’identité du groupe, sur tout le groupe en utilisant l’application
tangente DLX :
v (X) = DLXv (Id) (1.4)
Ainsi, un champs de vecteurs invariant à gauche dépend uniquement de v (Id).
C’est pourquoi, dans le formalisme des groupes de Lie, une attention particulière
est accordée à l’espace tangent à l’identité du groupe TIdG que l’on appelle
l’algèbre de Lie et que l’on note g.
L’algèbre de Lie g ⊂ Rn×n associée à un groupe de Lie matriciel G ⊂ Rn×n
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de dimension p est par conséquent un espace vectoriel de dimension p. Il est alors
possible de définir une base de matrices réelles de l’algèbre de Lie Ei ∈ Rn×n
pour i = 1 . . . p .
D’un point de vue numérique, il est plus simple et efficace de travailler avec
des vecteurs colonnes de taille p plutôt qu’avec des matrices de taille n × n.
Par conséquent, nous définissons un isomorphisme entre g et Rp :
[·]∨G : g→ Rp
[·]∧G : Rp → g
(1.5)
Exemple : Prenons a ∈ g ⊂ Rn×n, alors [a]∨G = a ∈ Rp. Ainsi [Ei]∨G = ei où
{ei}i=1...p est la base naturelle de Rp et a =
∑p
i=1 aiEi avec a = (a1, . . . , ap)
T .
1.1.2 Applications exponentielle et logarithme d’une ma-
trice
Une manière d’exprimer le lien entre un groupe de Lie (matriciel) et son
algèbre de Lie est de considérer la notion de sous groupe à un paramètre qui
est défini ci-après. Considérons l’équation différentielle suivante qui représente
l’évolution de X (t) ∈ G en partant de X (0) = Id avec une vitesse constante
a ∈ g : X˙ (t) = DLX(t)a = X (t) aX (0) = Id (1.6)
Par définition X˙ (t) ∈ TX(t)G. La solution de cette équation différentielle est
donnée par :
X (t) = expG (at) (1.7)
où
expG : g→ G (1.8)
est l’application exponentielle de matrice de taille n× n. L’application expo-
nentielle de matrice est définie par la série entière :
expG (a) =
∞∑
k=0
1
k!a
k = Id+ a + 12a
2 + 16a
3 + · · · (1.9)
Cette application permet donc de transformer un vecteur défini dans l’algèbre
de Lie g en un élément du groupe de Lie G. Ainsi, l’application expG (·) est
bien un sous groupe à un paramètre de G puisqu’elle vérifie :
expG (at1) expG (at2) = expG (a (t1 + t2)) (1.10)
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Remarquons également que expG (·) respecte la propriété suivante :
expG (at)−1 = expG (−at) (1.11)
Il est intéressant de noter que les courbes engendrées par l’exponentielle de ma-
trice sont des géodésiques au sens d’une connexion de Cartan-Schouten [Nielsen
2013]. Nous ne détaillons pas plus cet aspect puisque, dans le reste du manuscrit,
nous n’exploiterons pas explicitement les propriétés de ces connexions.
La fonction (localement) inverse de l’application exponentielle de matrice
est le logarithme de matrice, défini au voisinage de l’identité par la série entière
(voir démonstration dans [Faraut 2008] Théorème 2.2.1) :
logG (X) =
∞∑
k=1
(−1)k+1
k
(X − Id)k (1.12)
Une illustration graphique des applications exponentielle et logarithme de
matrice dans le contexte des groupes de Lie est proposée en figure 1.2. Notons
que les applications exponentielle et logarithme de matrice n’établissent qu’un
difféomorphisme local entre un voisinage ouvert de 0n×n dans g et un voisinage
ouvert de Id dans G. Par conséquent, nous définissons s ⊂ g et M ⊂ G
comme les ensembles sur lesquels expG et logG sont des fonctions réciproques.
Plus précisément nous choisissons s comme étant un sous-ensemble ouvert,
symétrique et connecté de g.
Dans la suite de ce manuscrit, lorsque nous employons les fonctions expG (a)
et logG (X), nous supposons que a ∈ s, X ∈ M et que les séries entières de
expG et logG convergent sur s et M respectivement. Ces notions sont résumées
dans la figure 1.3 où on note par abus de langage S = [s]∨G ⊂ Rp. Le logarithme
de matrice respecte notamment la propriété suivante :
logG
(
X−1
)
= −logG (X) (1.13)
Nous introduisons finalement les notations suivantes, qui permettent de
travailler avec des vecteurs colonnes et donc de simplifier l’écriture des calculs
à venir :
exp∧G (a) = expG
(
[a]∧G
)
(1.14)
et
log∨G (X) = [logG (X)]
∨
G (1.15)
où a ∈ S et X ∈M . Par abus de langage, le vecteur a dans l’équation (1.14)
sera souvent appelé “élément de l’algèbre de Lie g” alors qu’il appartient en
réalité à Rp, l’espace euclidien relié à g par l’isomorphisme (1.5).
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Figure 1.2 – Illustration graphique des applications exponentielle et logarithme
d’une matrice dans les cadre d’un groupe de Lie
M ⊂ G ⊂ Rn×n
logG→
←
expG
s ⊂ g ⊂ Rn×n
[·]∨G→
←
[·]∧G
S ⊂ [g]∨G ⊂ Rp
Figure 1.3 – Résumé des notions reliant le groupe de Lie à son algèbre de Lie
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1.1.3 Non commutativité
Les groupes de Lie matriciels sont en général non commutatifs :
XexpG (a) 6= expG (a)X (1.16)
En effet, l’action à droite de l’incrément expG (a) sur X n’a pas le même effet
que l’action à gauche. C’est là qu’intervient la représentation adjointe de G sur
g, notée AdG (·), que nous définissons maintenant. Nous souhaitons trouver b
de manière à satisfaire :
XexpG (a) = expG (b)X (1.17)
Nous obtenons alors :
expG (b) = XexpG (a)X−1 = X
∞∑
k=0
1
k!a
kX−1
=
∞∑
k=0
1
k!
(
XaX−1
)k
= expG
(
XaX−1
)
(1.18)
car (
XaX−1
)k
= XaX−1XaX−1...XaX−1 = XakX−1 (1.19)
Finalement b = XaX−1. En exprimant ce résultat dans Rp (b = [b]∨G et
a = [a]∨G), nous avons :
b =
[
XaX−1
]∨
G
= AdG (X) a (1.20)
où AdG (·) ⊂ Rp×p est la représentation adjointe de G sur g qui traduit la non
commutativité du groupe :
Xexp∧G (a) = exp∧G (AdG (X) a)X (1.21)
Il existe une autre représentation adjointe qui traduit également la non-
commutativité d’un groupe de Lie. En effet, en prenant la dérivée directionnelle
de XaX−1, où nous définissons au préalable X = expG (c) = exp∧G (c), nous
faisons apparaître le crochet de Lie noté [·, ·] qui n’est autre que le commutateur
de matrices :
dexpG (sc) bexpG (−sc)
ds
∣∣∣∣
s=0
= cb− bc = [c, b] (1.22)
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Remarquons que le crochet de Lie (c, b) 7→ [c, b] de g× g dans g est anticom-
mutatif et bilinéaire et vérifie les propriétés suivantes :
∀a ∈ g, [a, a] = 0 (1.23)
et
∀a, b, c ∈ g, [a, [b, c]] + [b, [c, a]] + [c, [a, b]] = 0 (1.24)
Puisque [·, ·], [·]∨G et [·]∧G sont des fonctions linéaires, le crochet de Lie peut être
exprimé dans Rp de la manière suivante :
[[c, b]]∨G =
[[
[c]∧G , [b]
∧
G
]]∨
G
= adG (c) b (1.25)
où adG :Rp → Rp×p est appelé représentation adjointe de g. Remarquons que
dans le cas d’un groupe de Lie commutatif alors adG (c) = 0p×p, ∀c ∈ Rp.
Nous introduisons également la notation suivante où (adG (c))ij correspond à
l’élément présent à la ième ligne et jème colonne de la matrice adG (c) :
(adG (c))ij = L
T
ijc (1.26)
où Lij ∈ Rp.
Nous terminons ce paragraphe sur la non-commutativité des groupes de Lie
en énonçant la propriété suivante :
AdG (exp∧G (a)) = expm (adG (a)) (1.27)
pour tout a ∈ Rp avec expm (·) l’exponentielle de matrice d’une matrice de
taille p× p. Cette propriété peut être prouvée en utilisant l’équation (1.22).
1.1.4 Formules de Baker-Campbell-Hausdorff
Les formules de Baker-Campbell-Hausdorff (BCH) permettent d’exprimer
le produit matriciel de deux éléments d’un groupe de Lie directement dans son
algèbre de Lie. Ces expressions seront employées lorsque nous aurons besoin
d’effectuer des linéarisations. Remarquons que la notion de “formule BCH” est
étroitement liée à la non-commutativité des groupes de Lie. En effet, si un
groupe de Lie est commutatif alors :
log∨G (exp∧G (a) exp∧G (b)) = a+ b (1.28)
Cependant, ça n’est généralement pas le cas.
18
1.1. Groupes de Lie et Algèbres de Lie matriciels
1.1.4.1 Première formule BCH
D’après l’expression de la dérivée de l’exponentielle de matrice ([Faraut
2008], Théorème 2.1.4), nous obtenons le développement de Taylor à l’ordre 1
suivant :
log∨G (exp∧G (−a) exp∧G (a+ b)) = ΦG (−a) b+O
(
‖b‖2
)
(1.29)
où
ΦG (a) =
eadG(a) − 1
adG (a)
=
∞∑
n=0
1
(n+ 1)!adG (a)
n = Idp +
1
2adG (a) + · · · (1.30)
est parfois appelée matrice Jacobienne à gauche de G.
En utilisant le fait que log∨G (X−1) = −log∨G (X), nous avons également la
formule suivante :
log∨G
(
(exp∧G (−a) exp∧G (a+ b))−1
)
= log∨G (exp∧G (−a− b) exp∧G (a))
= −ΦG (−a) b+O
(
‖b‖2
)
(1.31)
Ainsi en définissant le changement de variable c = −a et d = −b, nous obtenons
la formule miroir de (1.29) :
log∨G (exp∧G (c+ d) exp∧G (−c)) = ΦG (c) d+O
(
‖d‖2
)
(1.32)
1.1.4.2 Seconde formule BCH
D’après [Miller 1972], Théorème 5.5, nous obtenons le développement de
Taylor à l’ordre 1 suivant :
log∨G (exp∧G (a) exp∧G (b)) = b+ ϕG (b) a+O
(
‖a‖2
)
(1.33)
où
ϕG (b) =
adG (b)
eadG(b) − 1 =
∞∑
n=0
BnadG (b)n
n! = Idp −
1
2adG (b) + · · · (1.34)
est l’inverse de la matrice Jacobienne à gauche de G, c’est à dire :
ΦG (a)−1 = ϕG (a) (1.35)
Les coefficients Bn sont les nombres de Bernoulli [Ireland 1990].
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1.1.5 Dérivées première et seconde de l’application lo-
garithme de matrice
Nous nous intéressons ici aux expressions des dérivées première et seconde
de l’application logarithme de matrice qui nous seront utiles pour le chapitre
suivant. A notre connaissance, c’est la première fois que cette expression de la
dérivée seconde est obtenue.
1.1.5.1 Dérivées première et seconde le long d’une courbe
Rappelons d’abord la définition du logarithme de matrice :
logG (Id+ A) =
∞∑
k=1
(−1)k+1
k
Ak (1.36)
= A− A22 +
A3
3 +O
(
‖A‖4
)
(1.37)
où A ∈ Rn×n et où nous supposons que la série entière de logG (Id+ A) converge.
Les dérivées première et seconde le long d’une courbe peuvent alors être obtenues
de la manière suivante :
d
ds
logG (Id+ A (s)) =
dA (s)
ds
− 12
(
A (s) dA (s)
ds
+ dA (s)
ds
A (s)
)
+ 13
(
dA (s)
ds
A (s)2 + A (s) dA (s)
ds
A (s) +A (s)2 dA (s)
ds
)
+O
(
‖A (s)‖3
) dA (s)
ds
(1.38)
En partant de l’expression précédente nous avons alors :
d2
ds2
logG (Id+ A (s)) =
d2A (s)
ds2
− 12
(
A (s) d
2A (s)
ds2
+ d
2A (s)
ds2
A (s)
)
−
(
dA (s)
ds
)2
+ 23
(dA (s)
ds
)2
A (s) + dA (s)
ds
A (s) dA (s)
ds
+A (s)
(
dA (s)
ds
)2
+O
(
‖A (s)‖2
)(dA (s)
ds
,
dA (s)
ds
)
+O
(
‖A (s)‖3
) d2A (s)
ds2
(1.39)
où la notation O (‖·‖) (·, ·) est définie de la manière suivante :
O
(
‖a‖k
)
(b, c) = F (a) (b, c) où F (a) (b, c) est une application bilinéaire
en b et c et où il existe une constante C > 0 tel
que supb,c avec ‖b‖=1,‖c‖=1 ‖F (a) (b, c)‖ ≤ C ‖a‖k.
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1.1.5.2 Dérivée première de l’application logarithme de matrice
Définissons tout d’abord :
Id+ A (s) = Y expG (sc) (1.40)
où Y ∈ G et c ∈ g. Alors :
dA (s)
ds
= Y expG (sc) c (1.41)
d2A (s)
ds2
= Y expG (sc) c2 (1.42)
dA (s)
ds
∣∣∣∣
s=0
= Y c (1.43)
d2A (s)
ds2
∣∣∣∣
s=0
= Y c2 (1.44)
Ainsi, (1.38) s’exprime alors de la forme suivante :
d
ds
logG (Y expG (sc))
∣∣∣∣
s=0
(1.45)
= Y c− 12 ((Y − Id)Y c + Y c (Y − Id))
+ 13
(
Y c (Y − Id)2 + (Y − Id)Y c (Y − Id) + (Y − Id)2 Y c
)
+O
(
‖(Y − Id)‖3
)
Y c
(1.46)
En définissant Y = expG (b) et en utilisant les résultats de l’annexe B, nous
obtenons finalement :
d
ds
logG (expG (b) expG (sc))
∣∣∣∣
s=0
=
(
Id+ b + 12b
2
)
c− 12
((
b + 32b
2
)
c + c
(
b + 12b
2
)
+ bcb
)
+ 13
(
cb2 + bcb + b2c
)
+O
(
‖b‖3
)
c (1.47)
= c + 12bc−
1
2cb +
1
12cb
2 + 112b
2c− 212bcb +O
(
‖b‖3
)
c (1.48)
= c + 12 [b, c] +
1
12 [b, [b, c]] +O
(
‖b‖3
)
c (1.49)
où nous avons utilisé la propriété suivante du crochet de Lie (a, b ∈ g) :
[a, [a, b]] = aab + baa− 2aba (1.50)
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1.1.5.3 Dérivée seconde de l’application logarithme de matrice
D’après (1.39) et en utilisant (1.40), nous obtenons l’expression suivante :
d2
ds2
logG (Y expG (sc))
∣∣∣∣
s=0
(1.51)
= Y c2 − 12
(
(Y − Id)Y c2 + Y c2 (Y − Id)
)
− (Y c)2
+ 23
(
(Y c)2 (Y − Id) + Y c (Y − Id)Y c + (Y − Id) (Y c)2
)
+O
(
‖(Y − Id)‖2
)
(c, c)
(1.52)
En définissant Y = expG (b) et en utilisant les résultats de l’annexe B, nous
obtenons finalement :
d2
ds2
logG (expG (b) expG (sc))
∣∣∣∣
s=0
(1.53)
= (Id+ b) c2 − 12
(
bc2 + c2b
)
−
(
c2 + cbc + bc2
)
+ 23
(
c2b + cbc + bc2
)
+O
(
‖b‖2
)
(c, c) (1.54)
= 16bc
2 + 16c
2b− 26cbc +O
(
‖b‖2
)
(c, c) (1.55)
= 16 [c, [c, b]] +O
(
‖b‖2
)
(c, c) (1.56)
1.1.6 Exemples de groupes de Lie
Il existe de nombreux groupes de Lie (matriciels). Nous donnons ici quelques
exemples qui sont utilisés par la suite dans les différentes applications que nous
considérons.
1.1.6.1 Espace euclidien : Rn
L’application suivante permet de transformer l’espace euclidien Rp en un
groupe de Lie matriciel commutatif :
x ∈ Rp → X =
 Idp x
0 1
 ⊂ R(p+1)×(p+1) (1.57)
La multiplication matricielle correspond bien à l’addition :
X1X2 =
 Idp x1
0 1
 Idp x2
0 1
 =
 Idp x1 + x2
0 1
 = X2X1 (1.58)
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Et les applications expG et logG sont triviales :
logRn
 Idp x
0 1
 = ∞∑
k=1
(−1)k+1
k
 Idp x
0 1
− Idp+1
k (1.59)
=
∞∑
k=1
(−1)k+1
k
 0 x
0 0
k =
 0 x
0 0
 (1.60)
expRn
 0 x
0 0
 = ∞∑
k=0
1
k!
 0 x
0 0
k = Idp+1 +
 0 x
0 0
 =
 Idp x
0 1

(1.61)
Un espace euclidien est donc un groupe de Lie trivial, et c’est en ce sens que la
plupart des algorithmes proposés dans ce manuscrit généralisent les algorithmes
destinés à l’estimation de paramètres euclidiens.
1.1.6.2 Groupe multiplicatif : (R+∗,×)
Le groupe multiplicatif, défini par les éléments de R+∗ munis de la mul-
tiplication scalaire, est un groupe de Lie commutatif permettant en pratique
d’estimer des facteurs d’échelle. Ce groupe de Lie étant de dimension 1, ses
applications expG et logG correspondent aux fonctions exponentielle et loga-
rithme d’un scalaire. Plus loin dans ce chapitre nous verrons le lien entre ce
groupe de Lie et la distribution de probabilité Log-Normale.
1.1.6.3 Groupe Spécial Orthogonal en dimension 2 : SO (2)
Le groupe de Lie SO (2) intervient dès lors que l’on souhaite estimer une
orientation dans un plan. Il est défini comme :
SO (2) =
{
R ∈ GL (2)
∣∣∣∣∣RTR = Id, det (R) = 1
}
(1.62)
Pour trouver la forme de son algèbre de Lie, nous pouvons par exemple prendre
la dérivée d’une courbe R (t) ∈ SO (2) passant par l’identité (R (t = 0) = Id)
et exploiter la contrainte d’orthonormalité :
d
dt
RTR = dR
dt
T
R +RT dR
dt
= 0 (1.63)
En t = 0 nous avons R (t = 0) = Id et donc :
dR (t = 0)
dt
T
+ dR (t = 0)
dt
= 0 (1.64)
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dR(t=0)
dt
est par conséquent une matrice antisymétrique. Or dR(t=0)
dt
est également
un élément de l’algèbre de Lie so (2) de SO (2). Nous pouvons donc représenter
so (2) de la manière suivante :
so (2) =
θ ∈ R
∣∣∣∣∣ [θ]∧SO(2) =
 0 −θ
θ 0
 (1.65)
Chaque élément de ce groupe représente une matrice de rotation en dimension
2 et θ correspond à l’angle de rotation. Ce groupe de Lie de dimension 1 est
commutatif.
1.1.6.4 Groupe Spécial Orthogonal en dimension 3 : SO (3)
Le groupe de Lie SO (3) intervient notamment dans les problèmes où il faut
estimer l’orientation d’un objet tridimensionnel. Il est défini comme :
SO (3) =
{
R ∈ GL (3)
∣∣∣∣∣RTR = Id, det (R) = 1
}
(1.66)
Son algèbre de Lie so (3) peut être obtenu comme nous l’avons fait pour so (2).
Nous pouvons également employer une autre manière qui utilise, elle aussi, la
contrainte d’orthonormalité :
expSO(3)
(
[ω]∧SO(3)
T
)
= expSO(3)
(
[ω]∧SO(3)
)T
(1.67)
= expSO(3)
(
[ω]∧SO(3)
)−1
= expSO(3)
(
− [ω]∧SO(3)
)
(1.68)
[ω]∧SO(3) qui est un élément de so (3) est donc une matrice antisymétrique. Nous
pouvons alors représenter so (3) de la manière suivante [Selig 2005] :
so (3) =
ω ∈ R3
∣∣∣∣∣ [ω]∧SO(3) =

0 −ωz ωy
ωz 0 −ωx
−ωzy ωx 0

 (1.69)
Chaque élément de ce groupe représente une matrice de rotation en dimension 3.
La direction de ω correspond à l’axe de rotation et sa longueur indique l’angle.
1.1.6.5 Groupe Spécial Euclidien en dimension 2 : SE (2)
Le groupe de Lie SE (2) est en général utilisé pour modéliser le déplacement
planaire d’un robot qui a deux degrés de liberté en translation et un en rotation.
Ce groupe de Lie correspond au produit semi-direct SO (2)nR2 et est défini
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comme :
SE (2) =
C =
 R t
0 1
 ∣∣∣∣∣R ∈ SO (2) , t ∈ R2
 (1.70)
Nous pouvons représenter son algèbre de Lie se (2) de la manière suivante
[Long 2012] :
se (2) =

 θ
u
 ∈ R3∣∣∣∣∣
 θ
u
∧
SE(2)
=

0 −θ ux
θ 0 uy
0 0 0

 (1.71)
1.1.6.6 Groupe Spécial Euclidien en dimension 3 : SE (3)
Le groupe de Lie SE (3) est en général utilisé pour modéliser le déplacement
d’un objet tridimensionnel, comme une caméra par exemple, qui a trois degrés
de liberté en translation et 3 en rotation. Ce groupe de Lie correspond au
produit semi-direct (noté n) SO (3)nR3 et est défini comme :
SE (3) =
C =
 R t
0 1
 ∣∣∣∣∣R ∈ SO (3) , t ∈ R3
 (1.72)
Nous pouvons représenter son algèbre de Lie se (3) de la manière suivante
[Selig 2005] :
se (3) =

 ω
u
 ∈ R6∣∣∣∣∣
 θ
u
∧
SE(3)
=

0 −ωz ωy ux
ωz 0 −ωx uy
−ωy ωx 0 uz
0 0 0 0


(1.73)
1.1.6.7 Groupe de Lie des Similitudes en dimension 3 : Sim (3)
Le groupe de Lie Sim (3) = ((R+∗,×)× SO (3))nR3 est notamment utilisé
pour aligner deux nuages de points 3D dont l’orientation SO (3), la position
R3 et l’échelle (R+∗,×) différent. Il est défini comme :
Sim (3) =
S =
 sR t
0 1
 ∣∣∣∣∣R ∈ SO (3) , t ∈ R3, s ∈ (R+∗,×)
 (1.74)
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Nous pouvons représenter son algèbre de Lie sim (3) de la manière suivante
[Strasdat 2012] :
sim (3) =


λ
ω
u
 ∈ R7
∣∣∣∣∣


λ
ω
u


∧
Sim(3)
=

λ −ωz ωy ux
ωz λ −ωx uy
−ωy ωx λ uz
0 0 0 0


(1.75)
1.1.6.8 Groupe Spécial Linéaire : SL (3)
Le groupe de Lie SL (3) est en général utilisé pour représenter une homo-
graphie en vision par ordinateur. Il est défini comme :
SL (3) =
{
H ∈ GL (3)
∣∣∣∣∣det (H) = 1
}
(1.76)
La matriceH a 9 éléments et une seule contrainte (det (H) = 1). Par conséquent,
SL (3) est un groupe de Lie de dimension 8. Son algèbre de Lie doit respecter
la propriété suivante :
det
(
expSL(3) (h)
)
= etr(h) = 1 (1.77)
Donc
tr (h) = 0 (1.78)
Nous pouvons représenter l’algèbre de Lie se (3) de SL (3) de la manière suivante
[Benhimane 2007] :
sl (3) =
h ∈ R8
∣∣∣∣∣ [h]∧SL(3) =

h5 h3 h1
h4 −h5 − h6 h2
h7 h8 h6

 (1.79)
1.1.7 Transformation géométrique et interpolation
1.1.7.1 Transformation géométrique
Les groupes de Lie matriciels considérés paragraphe 1.1.6 peuvent en réalité
tous être interprétés comme des transformations entre deux référentiels i et j.
Cette représentation nous permet notamment de ne plus simplement manipuler
des concepts abstraits mais des objets géométriques.
Prenons par exemple le cas de SE(3). Soit xj = −−→Ojxj =

ux
uy
uz
 ∈ R3 un
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vecteur défini dans le référentiel j qui a pour base
Oj;

1
0
0
 ,

0
1
0
 ,

0
0
1

.
En coordonnées homogènes xj s’écrit xj =
 −−→Ojxj
1
. Le fait d’appliquer la
matrice Cij =
 Rij tij
0 1
 =
 Rij −−−→OiOj i
0 1
 ∈ SE(3) à xj permet d’effectuer
une rotation suivie d’une translation du point x afin de l’exprimer dans le
référentiel i :
Cijx
j =
 Rij −−−→OiOj i
0 1
 −−→Ojxj
1
 =
 Rij−−→Ojxj +−−−→OiOj i
1
 (1.80)
=
 −−→Ojxi +−−−→OiOj i
1
 =
 −−→Oixi
1
 = xi (1.81)
Ainsi Cij permet de passer du référentiel j au référentiel i. La multiplication
matricielle reste cohérente :
CijCjk =
 Rij −−−→OiOj i
0 1
  Rjk −−−→OjOkj
0 1
 (1.82)
=
 RijRjk Rij−−−→OjOkj +−−−→OiOj i
0 1
 =
 Rik −−−→OiOki
0 1
 = Cik (1.83)
Tout comme l’inverse matriciel :
CjiCij =
 Rji −−−→OjOij
0 1
 Rij −−−→OiOj i
0 1
 (1.84)
=
 RjiRij Rji−−−→OiOj i +−−−→OjOij
0 1
 = Id (1.85)
Un élément δjj′ ∈ R6 de l’algèbre de Lie se (3) peut alors être associé à une
transformation entre un référentiel j′ et un référentiel j grâce à l’application
exponentielle :
Cjj′ = exp∧SE(3) (δjj′) (1.86)
La notion de représentation adjointe de SE(3) sur se (3) qui traduit la non
commutativité du groupe peut également être interprétée géométriquement :
Cijexp∧SE(3) (δjj′) = exp∧SE(3)
(
AdSE(3) (Cij) δjj′
)
Cij = exp∧SE(3) (δi′i)Cij (1.87)
Cela signifie que l’action d’un incrément δjj′ par la droite n’est pas équivalent
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à l’action de cet incrément par la gauche. Pour obtenir le même résultat, en
utilisant l’action à gauche, il faut utiliser l’opérateur AdSE(3) (·).
1.1.7.2 Interpolation
Un problème intéressant, permettant d’exploiter les principales propriétés
des groupes de Lie matriciels et ainsi de mieux se les approprier, est de considérer
l’interpolation sur groupe de Lie. Une méthode intuitive pour interpoler entre
deux transformations Cij et Cik est de considérer l’erreur log∨SE(3)
(
CijC
−1
ik
)
. En
faisant varier une variable t entre 0 et 1 nous obtenons alors :
C1 (t) = Cijexp∧SE(3)
(
tlog∨SE(3)
(
C−1ij Cik
))
(1.88)
En t = 0, nous avons bien :
C1 (t = 0) = Cij (1.89)
et en t = 1, nous avons bien :
C1 (t = 1) = Cijexp∧SE(3)
(
log∨SE(3)
(
C−1ij Cik
))
= Cik (1.90)
Nous avons donc défini une méthode pour interpoler de j vers k en utilisant
des incréments agissant à droite de Cij. On peut maintenant se poser la même
question mais en utilisant des incréments qui agissent à gauche de Cij. Nous
obtenons alors :
C2 (t) = exp∧SE(3)
(
tlog∨SE(3)
(
CikC
−1
ij
))
Cij (1.91)
où C2 (t = 0) = Cij et C2 (t = 1) = Cik.
Normalement, dans une interpolation, l’utilisation d’incréments à droite ou
à gauche devrait produire le même résultat. Nous nous proposons de montrer
que c’est ici le cas, c’est à dire que C2 (t) = C1 (t).
C2 (t) = exp∧SE(3)
(
t1log∨SE(3)
(
CikC
−1
ij
))
Cij (1.92)
= Cijexp∧SE(3)
(
t1AdSE(3)
(
C−1ij
)
log∨SE(3)
(
CikC
−1
ij
))
(1.93)
Nous devons donc prouver que :
log∨SE(3)
(
C−1ij Cik
)
= AdSE(3)
(
C−1ij
)
log∨SE(3)
(
CikC
−1
ij
)
(1.94)
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Figure 1.4 – Résultat d’une interpolation sur SE(3) où C (t = 0) = Id et
C (t = 1) =
 exp∧SO(3)
([
pi
2
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2 −pi2
]T) [
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]T
0 1

Et en effet :
exp∧SE(3)
(
AdSE(3)
(
C−1ij
)
log∨SE(3)
(
CikC
−1
ij
))
(1.95)
= C−1ij exp∧SE(3)
(
log∨SE(3)
(
CikC
−1
ij
))
Cij = C−1ij CikC−1ij Cij = C−1ij Cik (1.96)
Un exemple d’interpolation sur SE(3) est proposé en figure 1.4.
1.1.8 Détails d’implémentation
1.1.8.1 Produit de groupes de Lie
Pour les différentes applications que nous considérons dans ce manuscrit,
nous souhaitons proposer des algorithmes permettant d’estimer conjointement
plusieurs paramètres évoluant sur des groupes de Lie matriciels.
La manière la plus simple de “concaténer” plusieurs paramètres évoluant
sur des groupes de Lie est de considérer le groupe de Lie formé par leur produit
direct. Par exemple, si X ∈ G et Y ∈ G′ alors
 X 0
0 Y
 ∈ G×G′ où G et G′
sont deux groupes de Lie matriciels. Remarquons qu’il existe d’autres manières
de former des groupes de Lie [Rudkovskii 1997], comme le produit semi-direct
ou encore le produit “twisted”. Dans ce manuscrit, nous utilisons exclusivement
le produit direct de groupes de Lie existant déjà dans la littérature (voir
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paragraphe 1.1.6).
Puisque le produit (direct, semi-direct, etc.) de groupes de Lie est lui-même
un groupe de Lie, un algorithme développé pour estimer un paramètre évoluant
sur un groupe de Lie matriciel abstrait pourra être utilisé pour estimer plusieurs
paramètres conjointement en “concaténant” ces derniers à l’aide de l’un des
produits.
1.1.8.2 Opérateurs adG et AdG
Pour un groupe de Lie matricielG, une fois que nous avons défini les fonctions
[·]∧G et [·]∨G, l’expression des opérateurs adG et AdG peut être directement déduite
en utilisant leurs définitions respectives (1.20) et (1.25).
1.1.8.3 Applications exp∧G et log∨G
De la même manière que pour adG et AdG, une fois que nous avons défini les
fonctions [·]∧G et [·]∨G, il suffit d’utiliser les fonctions exponentielle et logarithme
d’une matrice qui sont déjà pré-codées dans de nombreuses librairies ainsi qu’en
Matlab pour pouvoir calculer exp∧G et log∨G. Des informations sur comment
calculer efficacement ces deux fonctions sont disponibles dans [Higham 2008].
Pour certains groupes de Lie comme SO (2) [Long 2012], SE (2) [Long 2012],
SO(3) [Selig 2005], SE(3) [Selig 2005] ou encore Sim(3) [Strasdat 2012], il
existe des formules analytiques de exp∧G et log∨G qui permettent de respecter
plus facilement les contraintes de temps réel requises dans certaines applications.
Cependant pour SL(3) par exemple, à notre connaissance, il n’existe pas de
formule analytique.
1.1.8.4 Jacobienne à gauche du groupe de Lie ΦG (·) et son inverse
ϕG (·)
Les matrices ΦG (·) et ϕG (·) sont définies par des séries entières faisant
intervenir l’opérateur adG . De la même manière que pour exp∧G et log∨G, il existe
des formules analytiques pour certains groupes de Lie comme SO (2), SE (2),
SO(3), SE(3) ou encore Sim(3) (voir [Barfoot 2014]). Cependant, pour SL(3)
par exemple, à notre connaissance, il n’existe pas de formule analytique. En
pratique, que ce soit pour ΦG (·) ou ϕG (·), nous tronquons la série entière après
les premiers termes.
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1.2 La distribution normale concentrée sur groupe
de Lie matriciel
Afin de pouvoir développer des méthodes d’inférence bayésienne pour l’esti-
mation de paramètres évoluant sur des groupes de Lie matriciels, nous devons
disposer de distributions de probabilité définies sur les groupes de Lie. Dans ce
manuscrit nous nous intéressons à une distribution appelée distribution normale
concentrée sur groupe de Lie qui possède une interprétation géométrique intui-
tive, basée sur une distribution gaussienne dans l’algèbre de Lie. De plus, cette
distribution a l’avantage d’être définie pour tout groupe de Lie (matriciel). Les
algorithmes développés pour une telle distribution pourront donc s’appliquer à
tous les groupes de Lie présentés paragraphe 1.1.6.
1.2.1 Définition
Nous introduisons ici le concept de distribution normale concentrée sur
groupe de Lie, qui est une généralisation possible de la distribution normale,
définie pour des paramètres euclidiens, aux groupes de Lie. Cette distribution a
déjà été employée dans différents ouvrages, tels que [Smith 2003 ; Barfoot 2014],
portant sur l’estimation de paramètres sur groupe de Lie.
Une variable aléatoire X ∈ G suit une distribution normale concentrée sur
groupe de Lie à gauche de “moyenne” µ et de “covariance” P , que l’on note
X ∼ N LG (X;µ, P ), si :
X = µexp∧G () (1.97)
où  ∼ NRp (;0p×1, P ) est une distribution normale multivariée centrée de
covariance P définie dans l’algèbre de Lie de G :
p () = 1√
(2pi)p det (P )
e−
1
2‖‖2P (1.98)
où
‖‖2P = TP−1 (1.99)
est la distance de Mahalanobis. P ⊂ Rp×p est par conséquent une matrice
symétrique semi-définie positive. Cette distribution normale concentrée sur
groupe de Lie à gauche revient donc à :
1. définir une distribution normale multivariée centrée de covariance P dans
l’algèbre de Lie de G
2. transformer cette distribution en une distribution sur le groupe de Lie en
utilisant l’application exponentielle
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Figure 1.5 – Illustration graphique de la distribution normale concentrée sur
groupe de Lie à gauche
3. transporter cette distribution autour de sa “moyenne” µ en utilisant
l’action à gauche du groupe de Lie sur lui-même
Une illustration graphique de cette distribution est présentée en figure 1.5.
De la même manière, il est possible de définir une distribution normale
concentrée sur groupe de Lie à droite de “moyenne” µ et de “covariance” P ,
que l’on note X ∼ NRG (X;µ, P ) :
X = exp∧G ()µ (1.100)
Le fait d’utiliser une distribution normale concentrée sur groupe de Lie à gauche
(1.97) ou à droite (1.100) est un choix à effectuer qui dépend de l’application.
Ce choix peut avoir une influence sur la simplicité des calculs.
En revanche, il est toujours possible de trouver une représentation équi-
valente d’une distribution normale concentrée à gauche sous la forme d’une
distribution concentrée à droite en utilisant l’opérateur adjoint :
X = µexp∧G () = µexp∧G ()µ−1µ = exp∧G (AdG (µ) )µ (1.101)
Ainsi la distribution N LG (X;µ, P ) est équivalente à la distribution
NRG
(
X;µ,AdG (µ)PAdG (µ)T
)
.
Dans la suite de ce manuscrit, nous utiliserons l’une ou l’autre en fonction
du problème considéré. Nous présentons cependant ci-après uniquement la
version à gauche, le raisonnement étant facilement reproductible pour la version
à droite.
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1.2.1.1 Expression de p (X)
La définition (1.97) de la distribution normale concentrée sur groupe de Lie
à gauche permet de définir indirectement une densité de probabilité pour X
par l’intermédiaire de p (). Dans un certain nombre d’applications l’expression
de p (X) n’est pas nécessaire (voir [Barfoot 2014]). Cependant, dans notre
contexte, nous souhaitons définir des fonctions de vraisemblance ainsi que des
a priori ayant la forme de distributions normales concentrées. Cela requiert
l’expression explicite de p (X). Afin d’obtenir cette expression nous devons
d’abord introduire la notion de mesure de Haar invariante à gauche, que nous
notons dHX, qui respecte la propriété suivante ([Faraut 2008] Théorème 5.1.1) :
ˆ
G
f (Y X) dHX =
ˆ
G
f (X) dHX (1.102)
pour tout Y ∈ G où f est une fonction continue définie sur G. Cette mesure
généralise la mesure de Lebesgue (qui est invariante par translation) et que
l’on utilise habituellement pour définir des intégrales sur des espaces euclidiens.
D’après la proposition 5.5.6 dans [Faraut 2008], si le support de f est contenu
dans M (voir Fig.1.3) alors :
ˆ
G
f (X) dHX = c
ˆ
Rp
f (exp∧G ()) det (ΦG (−)) dL (1.103)
où dL est la mesure de Lebesgue, ΦG (·) est la matrice Jacobienne à gauche de
G (1.30) et c est une constante.
Afin de trouver l’expression de p (X), nous pouvons donc utiliser (1.103)
pour définir le changement de variable suivant :
 = log∨G
(
µ−1X
)
(1.104)
ainsi que le changement de mesure suivant 2 :
dHX = det (ΦG (−)) dL (1.105)
2. Remarquons que nous utilisons le mesure de Haar invariante à gauche puisque nous
définissons ici la distribution normale concentrée à gauche. Pour la distribution normale
concentrée à droite, nous utiliserions la mesure de Haar invariante à droite donnée par
dHX = det (ΦG ()) dL (voir [Kirillov 1994] pp.141). Une manière de retrouver les expressions
de ces deux mesures est de se rendre compte de leur lien avec les formules BCH présentées
paragraphe 1.1.4.1.
33
Chapitre 1. Introduction aux groupes de Lie matriciels
Ce qui nous permet d’expliciter p (X) :
ˆ
Rp
p () dL =
ˆ
Rp
1√
(2pi)p det (P )
e−
1
2‖‖2P dL
=
ˆ
G
1√
(2pi)p det (P )
e−
1
2‖log∨G(µ−1X)‖2P 1
det (ΦG (−log∨G (µ−1X)))
dHX
=
ˆ
G
p (X) dHX (1.106)
où
p (X) = 1√
(2pi)p det
(
ΦG (−log∨G (µ−1X))PΦG (−log∨G (µ−1X))T
)e− 12‖log∨G(µ−1X)‖2P
(1.107)
Remarquons que le changement de variable que nous avons utilisé repose
sur l’équation (1.103) qui est uniquement valide si le support de f est contenu
dans M . Or nous avons appliqué ce changement de variable à une distribution
normale p () qui possède des queues infinies.
Le changement de variable que nous avons effectué est donc valide uni-
quement lorsque p () est concentrée, c’est à dire lorsque la plus grand valeur
propre de P est “suffisamment” petite pour que la masse de probabilité qui
n’est pas dans S (voir Fig.1.3) soit négligeable. C’est pourquoi nous parlons de
distribution normale concentrée sur groupe de Lie. Les paramètres µ et P de
p (X) sont appelés “moyenne” et “covariance” respectivement car µ correspond
à la définition du barycentre sur groupe de Lie :
ˆ
G
log∨G
(
µ−1X
)
p (X) dHX =
ˆ
G
p () dL = 0 (1.108)
alors que P correspond lui à la définition de covariance sur groupe de Lie :
ˆ
G
log∨G
(
µ−1X
)
log∨G
(
µ−1X
)T
p (X) dHX =
ˆ
G
Tp () dL = P (1.109)
1.2.1.2 Approximation de p (X)
La définition de distribution normale concentrée sur groupe de Lie est,
comme son nom l’indique, définie pour une matrice de covariance ayant de
faibles valeurs propres. Dans ce contexte, il semble raisonnable de tronquer
la série entière de ΦG (·) à l’ordre zéro dans p (X) de manière à ce que le
terme ΦG (−log∨G (µ−1X)) devienne la matrice identité. Nous obtenons donc
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l’expression suivante :
p (X) ≈ 1√
(2pi)p det (P )
e−
1
2‖log∨G(µ−1X)‖2P (1.110)
Cette expression approchée est très pratique puisque le terme se situant de-
vant l’exponentielle devient alors une constante de normalisation. Ce terme
n’interviendra donc pas lorsque, par exemple, nous chercherons le mode d’une
distribution a posteriori où l’a priori sur X sera donné par une distribution
normale concentrée sur groupe de Lie. Le fait de ne pas considérer l’approxima-
tion de p (X) (1.110) mais plutôt (1.107) en tant que distribution a priori n’est
pas traité dans ce manuscrit et est laissé en tant que perspective.
Il est intéressant de noter que d’autres travaux [Wang 2006 ; Wolfe 2011 ;
Chirikjian 2014] sont partis d’une autre densité de probabilité de la forme :
ρ (x) = αe−
1
2‖log∨G(µ−1X)‖2P (1.111)
où α est une constante de normalisation. En faisant ensuite l’hypothèse d’une
matrice de covariance P ayant de faibles valeurs propres, cette constante de
normalisation est approchée par celle d’une distribution normale multivariée,
c’est à dire :
α ≈ 1√
(2pi)p det (P )
(1.112)
La distribution obtenue est alors la même que celle que nous considérons.
1.2.2 Reparamétrisation de la covariance
Nous cherchons ici à obtenir la forme de la distribution qu’on obtient dans
l’algèbre de Lie lorsqu’on cherche à déplier une distribution normale concentrée
NRG (X;µb, Pb) autour d’un point µa qui n’est pas sa moyenne.
1.2.2.1 Dépliement d’une distribution normale concentrée
En effet, lorsqu’on déplie une distribution normale concentrée
NRG (X;µb, Pb) autour de sa moyenne µb, nous avons :
log∨G
(
Xµ−1b
)
= log∨G
(
exp∧G (b)µbµ−1b
)
≈ b (1.113)
Nous obtenons ainsi, par définition de la distribution normale concentrée, une
distribution normale multivariée NRp (b;0p×1, Pb).
En revanche, lorsqu’on déplie une distribution normale concentrée
NRG (X;µb, Pb) autour d’un point µa 6= µb, nous avons alors (en utilisant la
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formule BCH (1.33)) :
 = log∨G
(
Xµ−1a
)
= log∨G
(
exp∧G (b)µbµ−1a
)
≈ log∨G
(
µbµ
−1
a
)
+ ϕG
(
log∨G
(
µbµ
−1
a
))
b (1.114)
Ainsi, nous obtenons une distribution normale multivariée de la forme
NRp
(
; log∨G (µbµ−1a ) , ϕG (log∨G (µbµ−1a ))PbϕG (log∨G (µbµ−1a ))
T
)
.
Le fait de déplier une distribution normale concentrée autour d’un autre
point que sa moyenne a donc pour effet logique de translater de log∨G (µbµ−1a )
la moyenne de la distribution dans l’algèbre de Lie. Cependant, nous observons
également un effet de distorsion géodésique, puisque la covariance a été transfor-
mée par la matrice ϕG (log∨G (µbµ−1a )). Nous parlons alors de reparamétrisation
de la covariance. Une représentation graphique de ce phénomène est présenté
en figure 1.6.
1.2.2.2 Interprétation géométrique
Dans le cas d’une distribution normale concentrée sur groupe de Lie
NRG (X;µb, Pb), l’information contenue dans la matrice de covariance Pb quan-
tifie l’incertitude dans l’espace tangent à la moyenne µb. Donc l’information
contenue dans Pb a une signification uniquement vis à vis de µb.
La matrice ϕG (log∨G (µbµ−1a )) permet de reparamétriser Pb afin de lui donner
un sens non plus vis à vis de µb mais de µa.
La matrice ΦG (log∨G (µbµ−1a )) = ϕG (log∨G (µbµ−1a ))
−1 permet simplement de
faire l’opération inverse.
Dans les chapitres suivants, lorsque nous verrons des matrices ϕG, ou bien
leur inverse ΦG, agir sur des matrices de covariances, il sera ainsi possible
d’interpréter géométriquement l’effet de ces matrices.
1.2.3 Marginalisation
Nous nous intéressons maintenant à la marginalisation d’une distribution
normale concentrée.
Considérons un groupe de Lie de la forme G = G′ × G′′, où G′ est un
groupe de Lie matriciel de dimension p et G′′ est un groupe de Lie matriciel de
dimension q. Une distribution normale concentrée (à droite) peut alors s’écrire :
p (X) = p (X1, X2) ≈ 1√
(2pi)p+q det (Σ)
e−
1
2Q(X1,X2) (1.115)
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Figure 1.6 – Illustration graphique de la notion de reparamétrisation de la
covariance
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où X ∈ G, X1 ∈ G′, X2 ∈ G′′ et
Q (X1, X2) =
[
log∨G′
(
X1µ
−1
1
)T
, log∨G′′
(
X2µ
−1
2
)T ]  Σ11 Σ12
Σ21 Σ22
−1  log∨G′ (X1µ−11 )
log∨G′′
(
X2µ
−1
2
) 
(1.116)
Ainsi, en tirant parti du fait que la distribution est concentrée, il est possible
de montrer que (voir annexe A) :
p (X1) ≈ NRG′ (X1;µ1,Σ11) (1.117)
1.2.4 Cas particulier de la distribution normale multi-
variée
La distribution normale concentrée sur groupe de Lie est une généralisation
de la loi normale multivariée aux groupes de Lie matriciels. En effet, si l’on
s’intéresse à la forme de (1.107) pour le cas particulier où G est un espace
euclidien Rp nous obtenons alors :
p (X) = 1√
(2pi)p det (P )
e−
1
2‖log∨G(µ−1X)‖2P = 1√
(2pi)p det (P )
e−
1
2‖x−m‖2P
(1.118)
où X =
 Idp x
0 1
 et µ =
 Idp m
0 1
. Ici, la matrice Jacobienne à gauche
vaut l’identité car le groupe est commutatif. Nous trouvons donc bien que p (X)
a la forme d’une la loi normale multivariée.
1.2.5 Cas particulier de la distribution log-normale
Lorsqu’on écrit la définition (1.97) de la distribution normale concentrée
sur groupe de Lie pour le cas spécifique où G est le groupe multiplicatif (qui
est commutatif), nous obtenons :
X = µexp () = exp (log (µ) + ) = exp (τ) (1.119)
où τ = log (µ) + , exp et log sont les fonctions exponentielle et logarithme. Par
conséquent τ ∼ NR (τ ; log (µ) , σ2) c’est à dire :
p (τ) = 1√
2piσ2
e−
(τ−log(µ))2
2σ2 (1.120)
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Or, par définition, si une variable τ suit une loi normale d’espérance log (µ) et
de variance σ2 alors X = exp (τ) suit une loi log-normale [Johnson 1994] :
pln (X) =
1
X
√
2piσ2
e−
(log(X)−log(µ))2
2σ2 (1.121)
Si l’on s’intéresse maintenant à la forme de la distribution norme concentrée
(1.107) pour le cas particulier de (R+∗,×) dont la matrice Jacobienne à gauche
vaut l’identité (car le groupe est commutatif), nous obtenons alors :
p (X) = 1√
2piσ2
e−
log(µ−1X)2
2σ2 = 1√
2piσ2
e−
(log(X)−log(µ))2
2σ2 (1.122)
Alors que l’on pouvait légitimement s’attendre à ce que la distribution normale
concentrée sur groupe de Lie soit une généralisation de la loi log-normale aux
groupes de Lie matriciels, nous voyons ici que pln (X) 6= p (X). En réalité,
pln (X) est une densité de probabilité par rapport à la mesure de Lebesgue
dLX : ˆ
(R+∗,×)
pln (X) dLX = 1 (1.123)
alors que p (X) est une densité de probabilité par rapport à la mesure de Haar
dHX : ˆ
(R+∗,×)
p (X) dHX = 1 (1.124)
Si l’on se souvient maintenant que (voir [Faraut 2008] paragraphe 5.2), pour le
groupe multiplicatif :
dHX =
1
X
dLX (1.125)
alors nous retrouvons bien :
ˆ
(R+∗,×)
p (X) dHX =
ˆ
(R+∗,×)
1√
2piσ2
e−
(log(X)−log(µ))2
2σ2 dHX
=
ˆ
(R+∗,×)
1√
2piσ2
e−
(log(X)−log(µ))2
2σ2
1
X
dLX =
ˆ
(R+∗,×)
pln (X) dLX (1.126)
La distribution normale concentrée sur groupe de Lie est donc bien une généra-
lisation de la loi log-normale aux groupes de Lie matriciels.
1.2.6 La distribution “en banane” sur SE(2)
Nous nous intéressons ici à la distribution normale concentrée sur le groupe
de Lie SE (2) (voir paragraphe 1.1.6.5) dont la forme “en banane” [Long 2012]
permet d’illustrer l’intérêt de cette distribution. En effet, l’illustration graphique
de cette distribution proposée en figure 1.7 fait penser à l’incertitude que l’on
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peut avoir lorsqu’on cherche à estimer la position et l’orientation d’un robot
ou d’un véhicule en train d’effectuer un virage [Thrun 2005]. Remarquons que
cette forme en banane provient de la non-linéarité de exp∧SE(2) qui fait agir la
composante rotationnelle θ sur la composante positionnelle u (flèches bleues
dans la figure 1.7). Cette propriété provient du fait que SE (2) est le produit
semi-direct de SO (2) et R2. Bien entendu, la forme en banane est accentuée
par l’action à droite du groupe de Lie (flèches vertes dans la figure 1.7).
1.3 Résumé des contributions et conclusion
Ce chapitre nous a permis d’introduire les différents concepts liés au forma-
lisme des groupes de Lie matriciels. Nous avons ensuite présenté une distribution
définie pour un groupe de Lie matriciel, appelée distribution normale concen-
trée, qui sera utilisée tout au long du manuscrit dans un cadre d’estimation
bayésienne.
La principale contribution du chapitre est le calcul de la dérivée seconde
de l’application logarithme de matrice. Le chapitre en lui-même n’apporte
pas d’autre contribution fondamentalement nouvelle. Il constitue cependant
un recueil d’informations essentielles pour aborder le sujet de l’estimation de
paramètres évoluant sur un groupe de Lie. Les concepts introduits proviennent
de différents ouvrages qui sont cités tout au long du chapitre. Ils ont été
réunis ici selon une approche intuitive, à travers des illustrations graphiques
permettant d’interpréter géométriquement ces notions souvent abstraites.
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(a) Échantillons dans l’algèbre de Lie se (2) tirés selon la distribution :
NR3 (;03×1, P = [0.1 0.5 − 0.2; 0.5 4 − 1; −0.2 − 1 1])
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(b) Échantillons transformés en utilisant exp∧SE(2) (·) (flèches bleues)
puis transportés autour de la “moyenne” µ = exp∧SE(2)
(
[pi 30 20]T
)
en utilisant l’action à droite de SE (2) sur lui-même (flèches vertes)
Figure 1.7 – Illustration graphique de la distribution normale concentrée sur le
groupe de Lie SE (2). La direction d’une flèche peut être interprétée comme
l’orientation d’un véhicule alors que la base de la flèche correspond à sa position.
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2.1 Introduction
Dans le contexte du filtrage bayésien, il existe deux grands types d’approches
permettant d’estimer un état évoluant sur un espace euclidien à partir d’ob-
servations elles-mêmes euclidiennes : d’un côté les approches de type filtrage
de Kalman, comme le filtre de Kalman étendu [Maybeck 1979], le filtre de
Kalman sans parfum [Sarkka 2007] ou encore le filtre de Kalman Cubature
[Arasaratna 2010], et d’un autre côté les approches de type filtrage particulaire
[Doucet 2001]. Seul un nombre restreint de travaux se sont intéressés à étendre
ces approches au cadre des variétés (voir Tableau 2.1). Des filtres particulaires
dédiés aux variétés riemanniennes [Snoussi 2006], aux variétés de Stiefel [Tomp-
kins 2007] ou encore aux variétés de Grassmann [Rentmeeste 2010] ont été
proposés, alors qu’un filtre de Kalman sans parfum permettant d’estimer un
état évoluant sur une variété riemannienne à partir d’observations également
riemanniennes a récemment été développé [Hauberg 2013].
Dans ce chapitre nous nous intéressons au développement de méthodes
de filtrage de Kalman permettant d’estimer des paramètres évoluant sur des
groupes de Lie.
Plusieurs approches sont envisageables. La plus simple est probablement
de paramétrer le groupe de Lie. Cela revient à transformer les paramètres que
l’on cherche à estimer, qui sont contraints à appartenir à un groupe de Lie, en
des paramètres euclidiens. C’est par exemple ce que nous faisons lorsque nous
définissons trois angles d’Euler pour représenter une rotation en dimension
3. Les paramètres obtenus étant euclidiens, il est alors possible d’utiliser un
filtre de Kalman “classique”. Cependant, le fait de paramétrer un groupe de
Lie produit des singularités. Dans le cas des angles d’Euler, cette singularité,
désignée sous le nom de blocage de cardan, conduit à de mauvaises performances
des filtres utilisés.
Une autre approche consiste à voir le problème comme un problème de
filtrage euclidien avec des contraintes d’égalité forçant l’état à rester sur la
variété. On parle alors d’approche extrinsèque. Dans ce cadre, il est possible
d’utiliser des approches génériques de filtrage sous contrainte telles que celle
proposée dans [Simon 2010]. Néanmoins, les matrices de covariances sont alors
singulières ce qui peut poser des problèmes de stabilité numérique.
Ici, nous proposons d’employer une troisième approche qui consiste à prendre
en compte la géométrie des groupes de Lie de manière intrinsèque. Comme
nous le verrons par la suite, les algorithmes obtenus sont alors non seulement
élégants mais également numériquement stables.
Dans le contexte du filtrage sur groupe de Lie, la plupart des modèles
physiques sont décrits par des équations différentielles alors que les observations
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sont discrètes. Par conséquent, dans une première partie, nous proposons une
généralisation du filtre de Kalman étendu à temps continu-discret au cas où
l’état et les observations évoluent sur des groupes de Lie. Plus précisément, la
propagation de l’état à temps continu est régie par une équation différentielle
stochastique sur groupe de Lie, alors que l’équation d’observation discrète relie
non-linéairement l’état aux observations qui évoluent sur un autre groupe de
Lie.
Dans une seconde partie, au lieu de chercher une solution à un problème
continu-discret, nous nous intéressons au cas où l’équation différentielle stochas-
tique est d’abord approchée par une équation de propagation discrète. Cela
nous conduit alors à proposer une généralisation du filtre de Kalman étendu à
temps discret au cas où l’état et les observations évoluent sur des groupes de
Lie.
2.2 État de l’art
De nombreux travaux se sont intéressés à la prise en compte de la structure
de groupe de Lie dans le contexte spécifique de l’estimation de l’orientation d’un
aéronef. Parmi ces travaux, le filtre de Kalman étendu multiplicatif (MEKF)
[Lefferts 1982 ; Markley 2003] correspond à une modification ad hoc du filtre de
Kalman étendu continu-discret (CD-EKF) permettant de prendre en compte
la contrainte de norme unitaire d’un quaternion unitaire. Plusieurs articles
emploient ce formalisme [Mourikis 2009 ; Hall 2008 ; Trawny 2007 ; Trawny
2005].
Toujours dans le contexte de l’estimation d’un orientation 3D, des modifica-
tions ad hoc du filtre de Kalman sans parfum discret (UKF) ont également été
proposées [Crassidis 2003 ; Kraft 2003 ; Sipos 2008].
Un filtre de Kalman étendu discret (EKF), appelé Motor EKF, dédié au
groupe des moteurs représentant un double recouvrement du groupe de Lie
SE(3) [BayroCorro 2010], et utilisant le formalisme de l’algèbre géométrique, a
été développé dans [BayroCorro 2000] afin d’estimer l’orientation et la position
d’un solide.
On trouve également une présentation d’un algorithme, appelé “Invariant
Momentum-tracking Kalman Filter“, permettant d’estimer un quaternion uni-
taire ainsi qu’un moment angulaire dans [Persson 2012].
Le filtre de Kalman étendu invariant récemment proposé [Bonnabel 2009 ;
Bonnabel 2007 ; Martin 2010 ; Barrau 2015 ; Hervier 2012] est proche des
algorithmes que nous développons dans ce chapitre. Ce filtre à temps continu
est dédié à des systèmes possédant des symétries. Il permet à la fois de prendre
en compte intrinsèquement la géométrie du groupe de Lie sur lequel l’état
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évolue et étend également le domaine de convergence du filtre de Kalman aux
trajectoires dites “permanentes”. Toutefois, ni le problème de mesures discrètes,
ni le problème d’observations évoluant sur un groupe de Lie n’est traité.
2.3 Filtre de Kalman étendu continu-discret
Contrairement aux approches de l’état de l’art, nous proposons dans ce
paragraphe un algorithme capable d’estimer, de manière intrinsèque, un état
vivant sur un groupe de Lie, dont l’évolution est décrite par une équation
différentielle stochastique sur groupe de Lie, et ce à partir d’observations
évoluant également sur un groupe de Lie.
En partant du principe que la distribution a posteriori de l’état est une
distribution normale concentrée, nous obtenons des équations permettant de
propager et mettre à jour efficacement la moyenne et la covariance de cette
distribution. Nous montrons également que l’algorithme obtenu, appelé filtre de
Kalman étendu continu-discret sur groupe de Lie (CD-LG-EKF), se réduit au
traditionnel CD-EKF dans le cas où à la fois l’état et les observations évoluent
sur des espaces euclidiens.
2.3.1 Rappels sur le filtrage de Kalman étendu continu-
discret sur espace euclidien
Nous rappelons ici brièvement l’algorithme CD-EKF [Maybeck 1979].
2.3.1.1 Modèles de propagation et d’observation
L’algorithme CD-EKF permet d’estimer l’état x (t) ∈ Rp d’un système
dynamique, décrit par une équation différentielle stochastique non linéaire, à
partir d’observations discrètes reliées à l’état par une équation non linéaire : dx (t) = Ω (x (t)) dt+ db (t)zk = h (xk) + wk (2.1)
où xk = x (t = tk), zk = z (t = tk) ∈ Rq est une observation reçue à l’instant
t = tk et b (t) est un mouvement brownien de dimension p, de coordonnées
(b1 (t) , . . . , bp (t)) et de matrice de covariance R. De plus, wk ∼ NRq (wk;0, Qk)
est un bruit blanc gaussien alors que Ω (·) : Rp → Rp et h (·) : Rp → Rq sont
des fonctions différentiables potentiellement non linéaires.
47
Chapitre 2. Filtrage de Kalman à temps discret et continu-discret sur groupes de
Lie matriciels
2.3.1.2 Principe
Une manière d’interpréter le CD-EKF est de supposer qu’à chaque ins-
tant la distribution a posteriori de x (t) est une distribution normale mul-
tivariée de moyenne µ (t) et de covariance P (t). L’objectif du CD-EKF est
alors d’estimer µ (t) et P (t) à chaque instant sachant toutes les observa-
tions précédemment reçues. L’algorithme obtenu opère en deux étapes qui
alternent. Supposons qu’à l’instant t = tk−1 les paramètres µk−1|k−1 et Pk−1|k−1
de la distribution p (xk−1|z1, z2, ..., zk−1) ≈ NRp
(
xk−1;µk−1|k−1, Pk−1|k−1
)
sont
connus. Alors, jusqu’à la réception d’une nouvelle observation, c’est à dire
de l’instant t = tk−1 à l’instant t = tk, la moyenne µk−1|k−1 et la cova-
riance Pk−1|k−1 sont propagées afin d’obtenir les paramètres µk|k−1 et Pk|k−1
de la distribution p (xk|z1, z2, ..., zk−1) ≈ NRp
(
xk;µk|k−1, Pk|k−1
)
. Ces deux
paramètres sont alors mis à jour en utilisant l’information apportée par la
nouvelle observation zk pour obtenir les paramètres µk|k et Pk|k de la distribu-
tion p (xk|z1, z2, ..., zk−1, zk) ≈ NRp
(
xk;µk|k, Pk|k
)
. Dans le cas du CD-EKF, les
équations permettant de propager et de mettre à jour la moyenne et la cova-
riance sont obtenues en linéarisant les modèles de propagation et d’observation.
2.3.1.3 Algorithme CD-EKF
L’algorithme du CD-EKF est présenté ci-après :
Algorithme 2.1 CD-EKF
Entrée : µk−1|k−1, Pk−1|k−1, zk
Sortie : µk|k, Pk|k
Propagation sur t ∈ [tk−1, tk] :
Intégrer les équations différentielles
dµ
dt = Ω (µ) où µ (tk−1) = µk−1|k−1
dP
dt = FP + PF T +R où P (tk−1) = Pk−1|k−1 et F =
d
dxΩ (x)
∣∣∣∣
x=µ
Mise à jour à l’instant t = tk :
Kk = Pk|k−1HTk
(
HkPk|k−1HTk +Qk
)
où Hk = ddxh (x)
∣∣∣∣
x=µk|k−1
z˜k = zk − h
(
µk|k−1
)
m−k|k = Kkz˜k
µk|k = µk|k−1 +m−k|k
Pk|k = (Id−KkHk)Pk|k−1
Cet algorithme, qui est considéré comme une méthode standard dans le
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domaine de l’estimation non linéaire, est restreint au cas où l’état et les
observations évoluent sur des espaces euclidiens. Dans la suite de ce paragraphe,
nous proposons d’étendre cette approche au cas où l’état et les observations
évoluent sur des groupes de Lie.
2.3.2 Modèles de propagation et d’observation proposés
2.3.2.1 Modèle de propagation
Nous considérons le système dynamique suivant :
dX (t) = X (t) [Ω (X (t))]∧G dt+
p∑
i=1
X (t)Ei ◦ dBi (t) (2.2)
où X (t) ∈ G est l’état que nous souhaitons estimer à l’instant t, G est un
groupe de Lie matriciel de dimension p, les Ei sont les matrices formant une
base de l’algèbre de Lie et B (t) est un mouvement brownien de dimension
p, de coordonnées (B1 (t) , . . . , Bp (t)), et de matrice de covariance R, c’est à
dire B (t1)−B (t2) ∼ NRp (B (t1)−B (t2) ;0p×1, (t2 − t1)R) avec t1 < t2 (voir
[Said 2012]). La notation ◦ indique que nous utilisons l’intégrale de Stratanovich.
La fonction Ω (X) : G 7→ Rp est différentiable et potentiellement non linéaire.
D’un point de vue plus intuitif (mais mathématiquement moins juste),
l’équation (2.2) peut être réécrite de la façon suivante :
X˙ (t) = X (t)
(
[Ω (X (t))]∧G + [n (t)]
∧
G
)
(2.3)
où n (t) ∼ NRp (n (t) ;0p×1, R) est un bruit blanc gaussien et [n (t)]∧G ∈ g . Ainsi
X˙ (t) ∈ TXG. Le bruit blanc injecté correspond donc ici à :
p∑
i=1
X (t)Ei ◦ dBi (t) = [n (t)]∧G dt (2.4)
Nous n’avons à aucun moment supposé que le système considéré est invariant
par rapport à l’action d’un groupe de Lie contrairement à [Bonnabel 2009]. De
plus, le fait que Ω (·) soit potentiellement non linéaire va nous permettre par la
suite de gérer des modèles de propagation complexes. Par exemple, dans nos
simulations, nous considérons un groupe de Lie composé à la fois de la pose
de la caméra et de sa vitesse (incluant la vitesse de rotation et la vitesse de
translation), cette dernière étant utilisée lors de l’étape de propagation pour
guider la pose.
Par la suite, sauf en cas d’ambiguïté, et afin de faciliter la lecture, le
paramètre de temps t sera omis. Par exemple X (t) sera noté simplement X.
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Remarquons que si le groupe de Lie G sur lequel évolue l’état X est un
espace euclidien, alors (2.2) se réduit au modèle de propagation du CD-EKF
(voir équation (2.1)).
2.3.2.2 Modèle d’observation
Nous considérons également des observations discrètes vivant sur un groupe
de Lie matriciel G′ de dimension q :
zk = h (Xk) exp∧G′ (wk) (2.5)
où h : G→ G′ est une fonction différentiable, zk = z (tk) ∈ G′,Xk = X (tk) ∈ G
est l’état que nous souhaitons estimer au temps tk et wk ∼ NRq (wk;0q×1, Qk)
est un bruit blanc gaussien.
Remarquons que dans le cas où G et G′ sont des espaces euclidiens, alors
(2.5) se réduit au modèle d’observation du CD-EKF (voir équation (2.1)).
2.3.3 Solution proposée
Afin d’estimer l’état X, nous proposons de supposer que sa distribution a
posteriori a la forme d’une distribution normale concentrée (à gauche) :
p (Xk|z1, . . . , zl) ≈ N LG
(
Xk;µk|l, Pk|l
)
(2.6)
Plus précisément, nous nous intéressons aux cas où l = k − 1 (étape de
propagation) et l = k (étape de mise à jour). Ainsi, notre objectif est de montrer
comment propager et mettre à jour les paramètres µ et P de la distribution
normale concentrée. Dans notre formalisme, nous choisissons comme estimateur
de l’état X la “moyenne” µ de la distribution normale concentrée a posteriori.
2.3.4 Propagation
Commençons par supposer que :
p (Xk−1|z1, . . . , zk−1) ≈ N LG
(
Xk−1;µk−1|k−1, Pk−1|k−1
)
(2.7)
où µk−1|k−1 et Pk−1|k−1 sont connus, et
p (Xk|z1, . . . , zk−1) ≈ N LG
(
Xk;µk|k−1, Pk|k−1
)
(2.8)
où µk|k−1 et Pk|k−1 sont inconnus. L’objectif de l’étape de propagation est
de montrer comment propager µk−1|k−1 et Pk−1|k−1 en utilisant le modèle de
propagation (2.2) afin d’obtenir µk|k−1 et Pk|k−1.
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La définition de l’erreur dans l’algèbre de Lie  (t) sera importante pour le
reste des calculs :
 = [∧]∨G = [logG (η)]
∨
G (2.9)
où η représente l’erreur dans le groupe :
η = µ−1X (2.10)
Nous rappelons également que puisque (2.7) a la forme d’une distribution
normale concentrée à gauche,Xk−1 peut alors s’exprimer de la manière suivante :
Xk−1 = µk−1|k−1exp∧G (k−1) (2.11)
où l’erreur dans l’algèbre de Lie k−1 est distribuée de la manière suivante :
p (k−1|z1, . . . , zk−1) = NRp
(
k−1;mk−1|k−1 = 0, Pk−1|k−1
)
(2.12)
Remarquons qu’une façon de propager µk−1|k−1 et Pk−1|k−1 serait de tirer des
trajectoires selon (2.2) puis de calculer leur barycentre et la covariance comme
cela a été proposé dans [Park 2008]. Cependant, ici, nous souhaitons obtenir
des formules explicites (approchées) permettant de propager la moyenne et la
covariance et ce afin de proposer une généralisation du CD-EKF aux groupes
de Lie. De plus, le fait de tirer un nombre suffisant de trajectoires permettrait
bien d’obtenir des résultats plus précis que ceux produits par notre approche.
Néanmoins le coût calculatoire serait beaucoup plus élevé par la combinaison du
coût élevé de l’application exponentielle avec un nombre important de tirages.
Dans le cas spécifique où la fonction Ω ne dépend pas de X (t), c’est à dire
qu’elle soit constante ou qu’elle soit une fonction explicite de t, alors [Wang
2008] propose de générer des trajectoires sur de petits intervalles. Ensuite, la
moyenne et la covariance sont calculées pour chaque intervalle. La moyenne et
la covariance de la trajectoire complète sont finalement obtenues en concaténant
les moyennes et covariances estimées pour chaque petit intervalle en utilisant les
équations proposées dans leur article. Dans notre cas, nous souhaitons pouvoir
gérer des modèles de propagation complexes et nous traitons donc le cas où Ω
dépend de X (t).
2.3.4.1 Propagation de la moyenne
Nous choisissons de propager la moyenne µ (t) en utilisant le modèle d’état
(2.2) sans bruit :
dµ = µ [Ω (µ)]∧G dt (2.13)
où dµ
dt
∈ TµG.
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Nous montrons par la suite qu’en propageant la moyenne de cette manière,
la moyenne de l’erreur dans l’algèbre de Lie m (t) = E [ (t)] demeure nulle au
premier ordre.
Remarquons que si G est un espace euclidien, alors l’équation de propagation
de la moyenne devient :
dµ
dt
= Ω (µ) (2.14)
ce qui correspond à l’équation de propagation de la moyenne du CD-EKF (voir
Alg. 2.1).
2.3.4.2 Propagation de l’erreur dans l’algèbre de Lie
Nous souhaitons maintenant expliciter le terme d (t) afin, à la fois de
justifier (2.13) et également d’obtenir une équation de propagation pour la
covariance P (t). En utilisant (2.13) et le fait que d (µ−1µ) = d (µ−1)µ+ µ−1dµ
nous avons :
d
(
µ−1
)
= −µ−1dµµ−1 = − [Ω (µ)]∧G dtµ−1 (2.15)
Donc d’après (2.15) et (2.2) :
dη = d
(
µ−1X
)
= d
(
µ−1
)
X + µ−1dX
= − [Ω (µ)]∧G dtµ−1X + µ−1
(
X [Ω (X)]∧G dt+
p∑
i=1
XEi ◦ dBi
)
= − [Ω (µ)]∧G dtη + η [Ω (X)]∧G dt+ η
p∑
i=1
Ei ◦ dBi
= η
(
−η−1 [Ω (µ)]∧G η + [Ω (X)]∧G
)
dt+ η
p∑
i=1
Ei ◦ dBi
= η
(
−
[
AdG
(
η−1
)
Ω (µ)
]∧
G
dt+ [Ω (X)]∧G dt+ dB
)
(2.16)
où
dB =
p∑
i=1
Ei ◦ dBi (2.17)
Prenons maintenant le développement de Taylor à l’ordre 1 de Ω :
Ω (X) = Ω
(
µexpG
(
[]∧G
))
= Ω (µ) + F+O
(
‖‖2
)
(2.18)
où
F = d
dδ
Ω
(
µexpG
(
[δ]∧G
)) ∣∣∣∣∣
δ=0
(2.19)
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A partir des deux résultats précédents, du fait que η = exp∧G () et que
AdG (exp∧G (·)) = expm (adG (·)), nous déduisons l’expression de dξ (t) :
dξ = η−1 ◦ dη
= −
[
AdG
(
η−1
)
Ω (µ)
]∧
G
dt+ [Ω (X)]∧G dt+ dB
= − [AdG (exp∧G (−)) Ω (µ)]∧G dt+ [Ω (X)]∧G dt+ dB
= − [expm (−adG ()) Ω (µ)]∧G dt+ [Ω (X)]∧G dt+ dB
= −
[(
Id− adG () +O
(
‖‖2
))
Ω (µ)
]∧
G
dt+
[
Ω (µ) + F+O
(
‖‖2
)]∧
G
dt+ dB
=
[(
adG () Ω (µ) + F+O
(
‖‖2
))]∧
G
dt+ dB
= [(F − adG (Ω (µ))) ]∧G dt+O
(
‖‖2
)
dt+ dB (2.20)
= L∧dt+O
(
‖∧‖2
)
dt+ dB (2.21)
où []∧G = ∧ et
L∧ = [(F − adG (Ω (µ))) ]∧G (2.22)
Afin d’obtenir l’expression de d∧ (t) = dlogG (η), nous utilisons le lemme d’Ito
sur groupe de Lie (voir [Arnaudon 1992]) qui, dans notre cas, requiert les
expressions des dérivées première et seconde du logarithme de matrice (voir
paragraphe 1.1.5). Nous obtenons ainsi :
d∧ = dlog (η) =
d
ds
logG (ηexpG (sdξ))
∣∣∣∣∣
s=0
+ 12
d2
ds2
logG (ηexpG (sdξ))
∣∣∣∣∣
s=0
= dξ + 12 [∧, dξ] +
1
12 [∧, [∧, dξ]]
+ 112 [dξ, [dξ, ∧]] +O
(
‖∧‖2
)
(dξ, dξ) +O
(
‖∧‖3
)
dξ
= L∧dt+ dB + 12 [∧, dB] +
1
12 [∧, [∧, dB]]
+ 112 [dB, [dB, ∧]] +O
(
‖∧‖2
)
dt+O
(
‖∧‖3
)
dB (2.23)
Ce qui nous donne finalement :
d = (F − adG (Ω (µ))) dt+ db+ 12adG () db
+ 112adG ()
2 db+ 112adG (db)
2 +O
(
‖∧‖2
)
dt+O
(
‖∧‖3
)
db
=
(
F − adG (Ω (µ)) + 112C (R)
)
dt
+
(
Id+ 12adG () +
1
12adG ()
2
)
db+O
(
‖‖2
)
dt+O
(
‖‖3
)
db (2.24)
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où
db =
p∑
i=1
ei ◦ dBi (2.25)
et où (voir Annexe C)
(C (R) dt)ij =
(
adG (db)2
)
ij
=
p∑
k=1
LTikdbdb
TLkj (2.26)
avec
dbdbT =
( p∑
l=1
eldBl
)( p∑
m=1
eTmdBm
)
(2.27)
=
p∑
l=1
p∑
m=1
ele
T
mdBldBm =
p∑
l=1
p∑
m=1
ele
T
mRlmdt (2.28)
En négligeant les termes en O
(
‖‖2
)
dt et en O
(
‖‖3
)
db dans (2.24), la
moyenne m (t) de  (t) reste nulle au cours de la propagation si m (t0) = 0 (voir
paragraphe D) :
dm
dt
= Jm (2.29)
où
J = F − adG (Ω (µ)) + 112C (R) (2.30)
2.3.4.3 Propagation de la covariance
A nouveau en négligeant les termes en O
(
‖‖2
)
dt et en O
(
‖‖3
)
db, l’équa-
tion de propagation de la covariance associée à l’équation (2.24) est alors (voir
paragraphe D) :
dP
dt
= JP + PJT +R + 14E
(
adG ()RadG ()T
)
+ 112E
(
adG ()2
)
R + 112RE
(
adG ()2
)T
(2.31)
où (voir paragraphe C) :
E
(
adG ()2
)
ij
=
p∑
k=1
LTikPLkj (2.32)
et
E
(
adG ()RadG ()T
)
ij
=
p∑
k=1
p∑
l=1
RklL
T
ikPLjl (2.33)
Remarquons que si G est un espace euclidien, alors adG = 0p×p et nous retrou-
vons bien l’équation de propagation de la covariance du CD-EKF (voir Alg.
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2.1).
2.3.4.4 Résumé de l’étape de propagation
L’étape de propagation consiste à intégrer les équations différentielles
(2.13) et (2.31), en partant des conditions initiales µ (t = tk−1) = µk−1|k−1 et
P (t = tk−1) = Pk−1|k−1 jusqu’au temps tk afin d’obtenir la moyenne µk|k−1 et la
covariance Pk|k−1. A la fin de l’étape de propagation la distribution a posteriori
de l’état est alors paramétrée de la manière suivante :
p (Xk|z1, . . . , zk−1) ≈ N LG
(
Xk;µk|k−1, Pk|k−1
)
(2.34)
2.3.5 Mise à jour
Supposons maintenant que :
p (Xk|z1, . . . , zk) ≈ N LG
(
Xk;µk|k, Pk|k
)
(2.35)
Or à l’issue de l’étape de propagation nous avons :
p (Xk|z1, . . . , zk−1) ≈ N LG
(
Xk;µk|k−1, Pk|k−1
)
(2.36)
Par conséquent, l’objectif de cette étape de mise à jour est de montrer comment
incorporer l’information contenue dans zk en utilisant le modèle d’observation
(2.5) pour mettre à jour µk|k−1 et Pk|k−1 et ainsi obtenir µk|k et Pk|k .
2.3.5.1 Mise à jour de l’erreur dans l’algèbre de Lie
Tout d’abord, à partir du modèle d’observation (2.5), nous avons :
0 = log∨G′
(
exp∧G′ (−wk)h (Xk)−1 zk
)
(2.37)
En linéarisant l’équation précédente autour de l’estimée courante de l’état, nous
obtenons alors :
0 = −wk + log∨G′
(
h
(
µk|k−1
)−1
zk
)
−Hkk +O
(
‖k‖2 , ‖wk‖2
)
(2.38)
où
Hk = − ∂
∂δ
log∨G′
(
h
(
µk|k−1exp∧G (δ)
)−1
zk
) ∣∣∣∣∣
δ=0
(2.39)
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Ainsi, en définissant le terme d’innovation z˜k = log∨G′
(
h
(
µk|k−1
)−1
zk
)
, nous
avons :
z˜k = Hkk + wk +O
(
‖k‖2 , ‖wk‖2
)
(2.40)
En négligeant les termes en O
(
‖k‖2 , ‖wk‖2
)
, l’équation (2.40) est linéaire en
k qui évolue sur Rp. De plus, puisqu’à l’issue de l’étape de propagation nous
avions (2.36), alors par définition de la distribution normale concentrée :
p (k|z1, . . . , zk−1) ≈ NRp
(
k;mk|k−1 = 0p×1, Pk|k−1
)
(2.41)
Nous pouvons donc appliquer l’étape de mise à jour du CD-EKF (voir Alg. 2.1)
pour mettre à jour mk|k−1 et Pk|k−1 et ainsi obtenir les paramètres mis à jours
m−k|k et P−k|k : 
Kk = Pk|k−1HTk
(
HkP k|k−1HTk +Qk
)−1
z˜k = log∨G′
(
h
(
µk|k−1
)−1
zk
)
m−k|k = 0p×1 +Kkz˜k
P−k|k = (Id−KkHk)Pk|k−1
(2.42)
Remarquons que si G et G′ sont des espaces euclidiens, alors le terme d’innova-
tion z˜k correspond à celui du CD-EKF (voir Alg. 2.1).
2.3.5.2 Reparamétrisation de l’état
A la fin de l’étape de mise à jour, nous nous attendons à avoir une distribution
normale concentrée :
Xk = µk|kexp∧G (k) (2.43)
avec
p (k|z1, . . . , zk) = NRp
(
k;mk|k = 0p×1, Pk|k
)
(2.44)
Au lieu de ça, nous avons une distribution de la forme :
Xk = µk|k−1exp∧G
(
−k
)
(2.45)
avec
p
(
−k |z1, . . . , zk
)
= NRp
(
−k ;m−k|k 6= 0p×1, P−k|k
)
(2.46)
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Par conséquent, nous proposons d’effectuer la reparamétrisation suivante :
Xk|k = µk|k−1exp∧G
(
−k
)
= µk|k−1exp∧G
(
m−k|k + r−k|k
)
(2.47)
où r−k|k ∼ NRp
(
r−k|k;0p×1, P−k|k
)
. En utilisant (1.29), nous obtenons :
Xk = µk|k−1exp∧G
(
m−k|k
)
exp∧G
(
ΦG
(
−m−k|k
)
r−k|k +O
(∥∥∥r−k|k∥∥∥2))
= µk|kexp∧G (k) (2.48)
où
µk|k = µk|k−1exp∧G
(
m−k|k
)
(2.49)
et
k = ΦG
(
−m−k|k
)
r−k|k +O
(∥∥∥r−k|k∥∥∥2) (2.50)
Ainsi en négligeant les termes en O
(∥∥∥r−k|k∥∥∥2), nous avons alors :
mk|k = E [k] = 0p×1 (2.51)
Pk|k = E
[
k
T
k
]
= E
[
ΦG
(
−m−k|k
)
r−k|k
(
r−k|k
)T
ΦG
(
−m−k|k
)T ]
= ΦG
(
−m−k|k
)
P−k|kΦG
(
−m−k|k
)T
(2.52)
Nous voyons ici apparaître une reparamétrisation de la covariance pour
laquelle nous avons proposé une interprétation géométrique dans le paragraphe
1.2.2. En effet, la matrice P−k|k qui a un sens vis à vis de µk|k−1 se voit repa-
ramétrée par la matrice ΦG
(
−log∨G
(
µk|kµ−1k|k−1
))
afin qu’elle ait un sens par
rapport à la moyenne mise à jour µk|k.
Remarquons que si G est une espace euclidien, alors ΦG (·) = Id et donc
(2.42), (2.49) et (2.52) correspondent bien à la mise à jour du CD-EKF (voir
Alg. 2.1).
2.3.5.3 Résumé de l’étape de mise à jour
L’étape de mise à jour nous a permis d’incorporer l’information contenue
dans l’observation zk afin de mettre à jour les paramètres µk|k−1 et Pk|k−1 pour
finalement obtenir µk|k et Pk|k. A la fin de l’étape de mise à jour la distribution
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a posteriori de l’état est alors paramétrée de la manière suivante :
p (Xk|z1, . . . , zk) ≈ N LG
(
Xk;µk|k, Pk|k
)
(2.53)
2.3.6 Algorithme CD-LG-EKF
L’algorithme formé par les étapes de propagation et de mise à jour présentées
précédemment est appelé filtre de Kalman étendu continu-discret sur groupe
de Lie (CD-LG-EKF).
2.3.6.1 Vue générale
L’algorithme CD-LG-EKF est résumé ci-après (voir paragraphe 2.3.4 et
paragraphe 2.3.5 pour plus de détails) :
Algorithme 2.2 CD-LG-EKF
Entrée : µk−1|k−1, Pk−1|k−1, zk
Sortie : µk|k, Pk|k
Propagation sur t ∈ [tk−1, tk] :
Intégrer les équations différentielles suivantes :
dµ(t)
dt = µ (t) [Ω (µ (t))]
∧
G où µ (tk−1) = µk−1|k−1
dP (t)
dt = J (t)P (t) + P (t) J (t)
T +R +14E
(
adG ( (t))RadG ( (t))T
)
+ 112E
(
adG ( (t))2
)
R+ 112RE
(
adG ( (t))2
)T
où P (tk−1) = Pk−1|k−1
Mise à jour à l’instant t = tk :
Kk = Pk|k−1HTk
(
HkPk|k−1HTk +Qk
)−1
z˜k = log∨G
(
h
(
µk|k−1
)−1
zk
)
m−k|k = Kkz˜k
µk|k = µk|k−1exp∧G
(
m−k|k
)
Pk|k = ΦG
(
−m−k|k
)
(Id−KkHk)Pk|k−1ΦG
(
−m−k|k
)T
2.3.6.2 Détails d’implémentation
Afin d’implémenter l’algorithme CD-LG-EKF, les équations (2.13) et (2.31)
doivent être intégrées pendant une durée ∆t où ∆t représente le temps écoulé
entre deux observations. Or µ (t) et P (t) vivent respectivement sur un groupe
de Lie G et la variété riemannienne des matrices symétriques définies positives
Sym+. Nous proposons ici une technique d’intégration numérique permettant
d’assurer qu’à la fois µ (t) et P (t) se propagent sur leurs variétés respectives.
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Propagation de la moyenne Pour propager µ (t) = µt, nous utilisons une
méthode de Lie-Euler en faisant de “petits” pas δt, i.e δt ∆t :
µt+δt ' µtexp∧G (Ω (µt) δt) (2.54)
Propagation de la covariance Pour propager P (t), nous avons choisi la
métrique Log-Euclidienne [Arsigny 2006] où nous effectuons l’approximation
suivante (où f : Sym+ → Sym) :
dlogm (P )
dP
(f (P )) ' logm (P + hf (P ))− logm (P )
h
(2.55)
La covariance peut alors être propagée de la façon suivante en faisant de “petits”
pas δt, i.e δt ∆t :
Pt+δt ' expm
(
logm (Pt) +
dlogm (Pt)
dPt
(f (Pt)) δt
)
' expm
( 1
α
(logm (Pt + αf (Pt) δt)− (1− α) logm (Pt))
)
(2.56)
De plus, en notant respectivement λmin et λmax les valeurs propres minimum
et maximum de Pt, si λmin (Pt) > λmax (αf (Pt) δt) alors (Pt + αf (Pt) δt) ∈
Sym+. Par conséquent, nous avons la contrainte suivante sur α pour que Pt+δt
reste sur Sym+ :
α <
λmin (Pt)
λmax (f (Pt)) δt
(2.57)
2.3.7 Application du CD-LG-EKF à un problème de fil-
trage de la trajectoire d’une caméra
Nous avons choisi d’appliquer le CD-LG-EKF au problème de l’estimation
de la pose d’une caméra. Plus précisément, nous considérons un modèle de
propagation où l’accélération est un bruit blanc et un modèle de mesure où une
observation correspond à la pose de la caméra bruitée. Afin de réduire la taille
des équations, nous utilisons dans ce sous-chapitre une notation symbolique au
lieu d’une représentation matricielle utilisée jusqu’à présent. Ainsi, un élément
du groupe de Lie sera noté (·)G alors qu’un élément de son algèbre de Lie sera
noté (·)g. Ces notations seront précisées à la page suivante.
2.3.7.1 Obtention des équations du filtre
Modèle de mouvement Nous considérons le modèle de mouvement suivant
(nous utilisons les notations “intuitives” comme dans (2.3) permettant des
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expressions plus simples. L’ensemble du raisonnement peut être transposé aux
notations plus précises similaires à (2.2)) :

R˙ = R
(
[ω]∧SO(3) + [nR]
∧
SO(3)
)
ω˙ = nω
T˙ = v + nT
v˙ = nv
(2.58)
où
— R = Rgb ∈ SO(3), représente l’orientation du référentiel global (g) par
rapport au référentiel de la caméra (b)
— ω = ωb ∈ R3 est la vitesse angulaire dans le référentiel de la caméra
— T =
−→
OgOb
g
∈ R3 est la position de la caméra dans le référentiel global
— v = vg ∈ R3 est la vitesse radiale dans le référentiel global
— nR , nω, nT et nv sont des bruits blancs gaussiens (potentiellement corrélés)
Modèle d’observation Nous considérons le cas où une caméra calibrée
évolue dans un environnement 3D et où sa pose est estimée à intervalles
réguliers par un système que nous modélisons de la manière suivante :Rzk = Rexp
∧
SO(3) (wRk)
Tzk = T + wTk
(2.59)
où
— Rzk ∈ SO(3) représente une observation bruitée de l’orientation du
référentiel global par rapport à celui de la caméra
— Tzk ∈ R3 est une observation bruitée de la position de la caméra dans le
référentiel global
— wRk et wTk sont des bruits blancs gaussiens potentiellement corrélés
Définition de l’état X et de son groupe de Lie G Nous considérons le
groupe de Lie suivant :
G = SO(3)× R3 × R3 × R3 (2.60)
sur lequel évolue l’état X. Remarquons que nous aurions pu choisir à la place
le groupe de Lie SE(3)× R6 que nous utilisons dans le chapitre suivant. Mais
ici nous avons préféré choisir un groupe de Lie permettant de faciliter la
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compréhension des étapes clés du CD-LG-EKF. Un élément de G est représenté
de manière symbolique par :
X =

R
Id3×3 ω
1
Id3×3 T
1
Id3×3 v
1

=

R
ω
T
v

G
(2.61)
X−1 =

RT
−ω
−T
−v

G
et X1X2 =

R1R2
ω1 + ω2
T1 + T2
v1 + v2

G
(2.62)
L’algèbre de Lie g associée à G est donc :
g = so(3)× R3 × R3 × R3 (2.63)
et nous avons les propriétés suivantes (a ∈ R12) :
a =
[
aTR, a
T
ω , a
T
T , a
T
v
]T
(2.64)
[a]∧G =

[aR]∧SO(3)
03×3 aω
0
03×3 aT
0
03×3 av
0

=

[aR]∧SO(3)
aω
aT
av

g
(2.65)
exp∧G (a) =

exp∧SO(3) (aR)
aω
aT
av

G
(2.66)
adG (a) =
 adSO(3) (aR) 09×9
09×9 09×9
 (2.67)
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puisque SO(3) est la seule composante non-commutative de G.
ΦG (a) =
 ΦSO(3) (aR) 09×9
09×9 09×9
 (2.68)
Étape de propagation Étant donné la définition de G, le modèle de mouve-
ment (2.58) peut être réécrit sous la forme du système que nous avons considéré
dans l’équation (2.3) avec
Ω (X) =
[
ωT ,01×3, vT ,01×3
]T
(2.69)
et
n =
[
nTR, n
T
ω , n
T
T , n
T
v
]T
(2.70)
Afin d’implémenter l’étape de propagation, le seul calcul que nous devons
effectuer est celui de F (t) :
F (t) = d
dδ
Ω (µ (t) exp∧G (δ))
∣∣∣∣∣
δ=0
=

03×3 Id3×3 03×3 03×3
03×3 03×3 03×3 03×3
03×3 03×3 03×3 Id3×3
03×3 03×3 03×3 03×3
 (2.71)
Définition des observations zk et de leur groupe de Lie G′ Nous
considérons le groupe de Lie suivant :
G′ = SO(3)× R3 (2.72)
sur lequel les observations zk évoluent. zk est représenté symboliquement de la
manière suivante :
zk =

Rzk
Id3×3 Tzk
1
 =
 Rzk
Tzk

G′
(2.73)
z−1k =
 RTzk
−Tzk

G′
et z1z2 =
 Rz1Rz2
Tz1 + Tz2

G′
(2.74)
L’algèbre de Lie g′ associée à G′ est donc :
g′ = so(3)× R3 (2.75)
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et nous avons les propriétés suivantes (b ∈ R6) :
b =
[
bTR, bT
]T
(2.76)
[b]∧G =

[bR]∧SO(3)
03×3 bT
0
 =
 [bR]∧SO(3)
bT

g
(2.77)
exp∧G′ (b) =
 exp∧SO(3) (bR)
bT

G′
(2.78)
Étape de mise à jour Étant donné la définition de G′, le modèle d’observa-
tion (2.59) peut être réécrit sous la forme du modèle d’observation que nous
avons considéré dans l’équation (2.5) avec
h (Xk) = AXkAT =

Rk
Id3×3 Tk
1
 (2.79)
A =

Id3×3 03×3 03×1 03×3 03×1 03×3 03×1
03×3 03×3 03×1 Id3×3 03×1 03×3 03×1
01×3 01×3 0 01×3 1 01×3 0
 (2.80)
et
wk =
[
wTRk , w
T
Tk
]
(2.81)
Afin d’implémenter l’étape de mise à jour, le seul calcul que nous devons
effectuer est celui de Hk que nous approchons de la manière suivante :
Hk = − ∂
∂δ
log∨G′
(
h
(
µk|k−1exp∧G (δ)
)−1
zk
) ∣∣∣∣∣
δ=0
= ∂
∂δ
log∨G′
(
z−1k h
(
µk|k−1exp∧G (δ)
)) ∣∣∣∣∣
δ=0
(2.82)
≈
 Id3×3 03×3 03×3 03×3
03×3 03×3 Id3×3 03×3
 (2.83)
2.3.7.2 Simulation de trajectoires
Afin d’évaluer notre formalisme sur des données synthétiques, nous devons
simuler des trajectoires de la caméra. Nous le faisons de la manière suivante :
X (t+ δt) = X (t) exp∧G (Ω (X (t)) δt+ δn) (2.84)
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où
δn ∼ NR12 (δn;012×1, Rδt) (2.85)
Pour nos simulations, nous avons choisi :
R =

03×3 03×3 03×3 03×3
03×3 Rω 03×3 03×3
03×3 03×3 03×3 03×3
03×3 03×3 03×3 Rv
 (2.86)
où
Rω =

10−3 0 0
0 10−3 0
0 0
(
pi
4
)2
 in (rad/s2)2 (2.87)
ce qui correspond à une rotation principale autour de l’axe vertical de la caméra,
et
Rv =

1 0 0
0 1 0
0 0 10−3
 in (m/s2)2 (2.88)
ce qui correspond à un déplacement dans le plan horizontal principalement.
2.3.7.3 Simulation d’observations
Une fois que nous avons simulé une trajectoire de la caméra, nous souhaitons
créer une séquence d’observations. A partir d’une matrice de covariance Qk, nous
pouvons tirer un échantillon de NR6 (wk;06×1, Qk) et simuler une observation
en utilisant (2.5). Dans le but de donner un sens physique à Qk et de créer des
corrélations réalistes entre les composantes de position et d’orientation, Qk est
obtenu de la manière suivante. Tout d’abord, la trajectoire simulée est placée
dans un cube 3D composé de points 3D sur chacune de ses faces. Puis, les
points 3D sont reprojetés dans le plan focal de la caméra en ajoutant un bruit
blanc gaussien centré d’écart type 3 pixels. Nous utilisons alors un algorithme
de Gauss-Newton pour estimer la pose de la caméra à partir des points 3D
et de leurs reprojections dans le plan focal. Ensuite, dans le but d’estimer la
covariance de la pose, nous effectuons une approximation de Gauss-Laplace
intrinsèque (voir Chapitre 3) et la matrice de covariance obtenue est utilisée
comme valeur pour Qk.
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2.3.7.4 Un filtre non linéaire continu-discret avec une contrainte
extrinsèque (CD-Constr-NLF)
Dans le but de comparer les performances du CD-LG-EKF, nous développons
une filtre continu-discret qui prend en compte la géométrie du groupe de Lie
de manière extrinsèque. L’idée est de filtrer dans un espace euclidien de plus
grande dimension puis de projeter l’estimée sur la variété comme cela a été
proposé dans [Simon 2010 ; Davison 2007] pour un système à temps discret.
Ici, nous adaptons l’étape de propagation pour qu’elle soit capable de gérer
notre modèle de propagation à temps continu. L’étape de mise à jour reste elle
inchangée.
Étape de propagation Nous définissons les applications (·)vG : Rn×n → Rl
qui correspond à la vectorisation d’un élément de G et (·)MG : Rl → Rn×n qui
est l’application inverse de (·)vG . Nous définissons également pi (·) : Rn×n → G
comme la projection orthogonale de Rn×n sur G. Dans notre application par
exemple x = (X)vG =
[
RT1 , R
T
2 , R
T
3 , w
T , T T , vT
]T ∈ R18×1 où Ri correspond
à la ième colonne de R. Nous considérons l’équation de propagation suivante
dans Rl :
dx (t) =
(
pi
(
(x (t))MG
) [
Ω
(
pi
(
(x (t))MG
))]∧
G
)vG
dt
+
(
pi
(
(x (t))MG
) p∑
i=1
[ei]∧G ◦ dBi (t)
)vG
= f (x (t)) dt+ g (x (t)) ◦ db (t) (2.89)
où
f (x (t)) =
(
pi
(
(x (t))MG
) [
Ω
(
pi
(
(x (t))MG
))]∧
G
)vG
(2.90)
db (t) est défini dans (2.25) et g (x (t)) est défini de telle manière que
g (x (t)) ◦ db =
(
pi
(
(x (t))MG
) p∑
i=1
[ei]∧G ◦ dBi (t)
)vG
(2.91)
Les équations de propagation des deux premiers moments (µ ∈ Rl×1 et P ∈
Sym+ ⊂ Rl×l) de x (t) peuvent être approchées par (voir [Maybeck 1979]) :
dµ (t)
dt
' f (µ (t)) (2.92)
et
dP (t)
dt
' F (t)P (t) + P (t)F (t)T + g (µ (t))Rg (µ (t))T (2.93)
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où
F (t) = df (x)
dx
∣∣∣∣∣
x=µ(t)
(2.94)
Après avoir propagé µ (t) et P (t) de tk−1 à tk, nous effectuons la projection
suivante :
µk|k−1 =
(
pi
((
µ−k|k−1
)MG))vG (2.95)
Pk|k−1 = BkP−k|k−1BTk (2.96)
où
Bk =
d
(
pi
(
(x)MG
))vG
dx
∣∣∣∣∣
x=µ−
k|k−1
(2.97)
Cette projection est équivalente à effectuer une mise à jour avec une observation
parfaite (sans bruit) où l’observation correspond à une contrainte d’égalité
prenant une valeur nulle pour les matrices appartenant au groupe de Lie (voir
[Simon 2010]).
Étape de mise à jour Nous définissons l’opérateur (·)vG′ : G′ ⊂ Rm×m → Rk
qui correspond à la vectorisation d’un élément de G′ et (·)MG′ : Rk → G′ ⊂
Rm×m la projection de Rk sur G′. Nous considérons l’équation d’observation
suivante :
yk = l (xk, wk) =
(
h
(
(xk)MG
)
exp∧G′ (wk)
)vG′ (2.98)
Les paramètres µ et P sont alors mis à jour en utilisant les équations classiques
de mise à jour du CD-EKF :
Kk = Pk|k−1HTk
(
HkPk|k−1HTk +MkQkMTk
)−1
(2.99)
mk|k = Kk
(
yk − l
(
µk|k−1,0
))
(2.100)
µ−k|k = µk|k−1 +mk|k (2.101)
P−k|k = (Idl×l −KkHk)Pk|k (2.102)
où
Hk =
∂l (x,w)
∂x
∣∣∣∣∣
x=µk|k−1,w=0
(2.103)
et
Mk =
∂l (x,w)
∂w
∣∣∣∣∣
x=µk|k−1,w=0
(2.104)
Finalement µ−k|k et P−k|k sont projetés sur G en utilisant eq.(2.95) et (2.96).
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Détails d’implémentation Lors de l’implémentation de ce filtre, il faut
faire attention au fait que la matrice de covariance P est singulière. En effet,
dans notre problème, P est de taille 18× 18 alors que l’état n’a que 12 degrés
de liberté. De ce fait, le schéma d’intégration numérique décrit dans (2.56) ne
peut pas être utilisé puisque le logarithme matriciel n’est pas défini pour les
matrices singulières. En lieu et place, nous utilisons une méthode de Runge
Kutta d’ordre 4 en s’assurant qu’à chaque pas les valeurs propres de P restent
positives. Ensuite, l’inversion matricielle dans (2.99) est remplacée par une
pseudo-inverse. Finalement, afin d’améliorer la stabilité numérique du filtre,
nous effectuons l’étape de projection après chaque pas du schéma d’intégration
numérique.
2.3.7.5 Un filtre de Kalman sans parfum continu-discret avec une
contrainte extrinsèque (CD-Constr-UKF)
Dans le cas euclidien, le fait d’utiliser la transformée sans parfum [Julier
1997] au lieu d’une technique par linéarisation permet d’obtenir le filtre de
Kalman sans parfum qui produit de meilleures performances de l’EKF. Nous
cherchons à comparer les performances d’un tel filtre prenant en compte la
géométrie du groupe de Lie de manière extrinsèque (à l’aide d’une contrainte)
avec celles du CD-LG-EKF qui est basé sur une technique de linéarisation mais
qui prend en compte la géométrie du groupe de Lie de manière intrinsèque.
Étape de propagation L’étape de propagation est la même que celle décrite
dans [Singer 2006] puisque leur modèle permet de gérer (2.89). Cependant, à la
fin de la propagation, afin d’obtenir un état appartenant au groupe de Lie, nous
appliquons la même projection que celle effectuée après l’étape de propagation
du CD-Constr-NLF ((2.95) et (2.96)).
Étape de mise à jour L’étape de mise à jour est la même que celle décrite
dans [Singer 2006] puisque leur modèle permet de gérer (2.98). Cependant, à la
fin de la mise à jour, afin d’obtenir un état appartenant au groupe de Lie, nous
appliquons la même projection que celle effectuée après l’étape de mise à jour
du CD-Constr-NLF ((2.95) et (2.96)).
Détails d’implémentation Comme dans le cas du CD-Constr-NLF, il
convient de faire attention, lors de l’implémentation, au fait que la matrice de
covariance P est singulière. Premièrement, la décomposition de Cholesky, qui
est habituellement utilisée pour déterminer les sigma-points, ne peut plus l’être
dans le cas d’une matrice de covariance singulière. Dès lors, nous y substituons
une décomposition en valeurs singulières et prenons la racine carrée des 12
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plus grandes valeurs propres. Deuxièmement, pour améliorer les performances
du filtre, nous effectuons l’étape de projection après chaque pas de l’étape de
propagation.
2.3.7.6 Résultats sur données simulées
Nous simulons des trajectoires comme décrit dans le paragraphe 2.3.7.2. Pour
chaque trajectoire, nous créons une séquence d’observations comme expliqué
dans le paragraphe 2.3.7.3. Un exemple de trajectoire simulée est présenté en
figure 2.1. Pour chaque filtre, T et R sont initialisés en utilisant la première
observation avec une faible covariance alors que ω et v sont initialisés à zéro
avec une grande covariance. Le pas d’échantillonnage utilisé pour simuler une
trajectoire est un dixième du pas de temps utilisé pour propager la moyenne
et la covariance de chaque filtre. La figure 2.2 rapporte les racines carrées des
erreurs moyennes quadratiques (RMSE) de chaque filtre par rapport au temps
écoulé entre deux observations (∆t). Le RMSE est défini comme la racine
carrée de la moyenne des erreurs suivantes : ‖µT − T‖22 (erreur en position) et∥∥∥log∨SO(3) (µRTR)∥∥∥22 (erreur en orientation).
Nous remarquons que pour de faibles valeurs de la période d’échantillonnage
∆t, le CD-LG-EKF le CD-Constr-NLF et le CD-Constr-UKF produisent les
mêmes performances.
Cependant, pour une valeur raisonnable de ∆t telle que 25 mesures par
seconde qui est la valeur standard pour une caméra, le CD-LG-EKF et le
CD-Constr-UKF produisent de bien meilleures performances que le CD-Constr-
NLF. Pour des valeurs plus élevées de ∆t, le CD-Constr-NLF diverge alors que
les deux autres filtres continuent de filtrer la pose de la caméra.
Remarquons tout de même que le CD-LG-EKF fournit des résultats légère-
ment meilleurs que le CD-Constr-UKF que ce soit en position ou en orientation.
Pour de plus grandes valeurs de ∆t, le modèle de mouvement devient moins
informatif mais le CD-LG-EKF demeure numériquement stable et tend vers le
RMSE des observations. Au contraire, le CD-Constr-UKF diverge.
Nous pouvons donc déduire de ces résultats que le fait de prendre en compte
la géométrie du groupe de Lie de manière intrinsèque permet d’augmenter sen-
siblement les performances d’un filtre euclidien avec une contrainte extrinsèque
et permet même d’obtenir des performances légèrement meilleures que celles
d’un filtre utilisant une transformée sans parfum.
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Figure 2.1 – Un exemple d’une trajectoire simulée, d’observations simulées,
et du résultat obtenu avec les 3 filtres : CD-Constr-NLF, CD-Constr-UKF et
CD-LG-EKF. [x, y, z]T = T et [wx, wy, wz]T = log∨SO(3) (R).
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Figure 2.2 – RMSE pour différentes périodes d’échantillonnage (∆t)
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2.4 Filtre de Kalman étendu discret
Dans la première partie de ce chapitre, nous avons proposé une méthode
permettant de propager et mettre à jour la moyenne et la covariance d’un
état dont l’évolution est décrite par une équation différentielle stochastique sur
groupe de Lie et ce à partir d’observations évoluant également sur un groupe
de Lie. Nous proposons ici une solution dédiée à un problème très similaire. En
effet, au lieu de chercher à résoudre un problème continu-discret, nous allons
tout d’abord approcher au premier ordre l’équation différentielle stochastique
par un modèle de propagation à temps discret. Le problème à résoudre est alors
un problème à temps discret. En partant du même principe que pour le CD-
LG-EKF, c’est à dire en supposant que la distribution a posteriori de l’état est
une distribution normale concentrée, nous obtenons des équations permettant
de propager et mettre à jour la moyenne et la covariance de cette distribution.
Nous montrons également que dans le cas où l’état et les observations évoluent
sur des espaces euclidiens, le filtre obtenu, appelé filtre de Kalman étendu
discret sur groupe de Lie (D-LG-EKF), se réduit au traditionnel EKF.
2.4.1 Rappels sur le filtrage de Kalman étendu discret
sur espace euclidien
Nous rappelons ici brièvement l’algorithme EKF [Maybeck 1979].
2.4.1.1 Modèles de propagation et d’observation
L’algorithme EKF permet d’estimer l’état x ∈ Rp d’un système dynamique,
décrit par un modèle de propagation non linéaire à temps discret, à partir
d’observations discrètes reliées à l’état par une équation non linéaire : xk = f (xk−1) + nkzk = h (xk) + wk (2.105)
où xk = x (t = k), zk = z (tk) ∈ Rq est une observation reçue à l’instant t = k.
De plus, nk ∼ NRp (nk;0, Rk) et wk ∼ NRq (wk;0, Qk) sont des bruits blancs
gaussiens alors que f (·) : Rp → Rp et h (·) : Rp → Rq sont des fonctions
différentiables potentiellement non linéaires .
2.4.1.2 Principe
Une manière d’interpréter l’EKF est de supposer qu’à chaque instant la dis-
tribution a posteriori de x est une distribution normale multivariée de moyenne
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µ et de covariance P . L’objectif de l’EKF est alors d’estimer les paramètres
µ et P à chaque instant sachant toutes les observations précédemment re-
çues. L’algorithme obtenu opère en deux étapes qui alternent. Supposons que
les paramètres µk−1|k−1 et Pk−1|k−1 de la distribution p (xk−1|z1, z2, ..., zk−1) ≈
NRp
(
xk−1;µk−1|k−1, Pk−1|k−1
)
sont connus. L’étape de propagation consiste
alors, comme son nom l’indique, à propager la moyenne µk−1|k−1 et la co-
variance Pk−1|k−1 afin d’obtenir les paramètres µk|k−1 et Pk|k−1 de la distri-
bution p (xk|z1, z2, ..., zk−1) ≈ NRp
(
xk;µk|k−1, Pk|k−1
)
. Ces deux paramètres
sont alors mis à jour en utilisant l’information apportée par la nouvelle
observation zk pour obtenir les paramètres µk|k et Pk|k de la distribution
p (xk|z1, z2, ..., zk−1, zk) ≈ NRp
(
xk;µk|k, Pk|k
)
. Dans le cas de l’EKF, les équa-
tions permettant de propager et de mettre à jour la moyenne et la covariance
sont obtenues en linéarisant les modèles de propagation et d’observation.
2.4.1.3 Algorithme EKF
L’algorithme du EKF est présenté ci-après :
Algorithme 2.3 EKF
Entrée : µk−1|k−1, Pk−1|k−1, zk
Sortie : µk|k, Pk|k
Propagation :
µk|k−1 = f
(
µk−1|k−1
)
Pk|k−1 = FkPk−1|k−1FkT +Rk où Fk = ddxf (x)
∣∣∣∣
x=µk−1|k−1
Mise à jour :
Kk = Pk|k−1HTk
(
HkPk|k−1HTk +Qk
)
où Hk = ddxh (x)
∣∣∣∣
x=µk|k−1
z˜k = zk − h
(
µk|k−1
)
m−k|k = Kkz˜k
µk|k = µk|k−1 +m−k|k
Pk|k = (Id−KkHk)Pk|k−1
Cet algorithme, qui est considéré comme une méthode de référence dans le
domaine de l’estimation non linéaire à temps discret, est restreint au cas où
l’état et les observations évoluent sur des espaces euclidiens. Dans la suite de
ce paragraphe, nous proposons d’étendre cette approche au cas où l’état et les
observations évoluent sur des groupes de Lie.
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2.4.2 Modèles de propagation et d’observation proposés
2.4.2.1 Modèle de propagation
Nous considérons l’équation de propagation suivante qui est une approxi-
mation au premier ordre de l’équation de propagation du CD-LG-EKF (voir
paragraphe 2.3.2.1) :
Xk = Xk−1exp∧G (Ω (Xk−1) + nk) (2.106)
où Xk ∈ G est l’état que nous souhaitons estimer au temps t = tk et G est
un groupe de Lie matriciel de dimension p. La variable nk ∼ NRp (nk;0p×1, Rk)
est un bruit blanc gaussien. La fonction Ω : G → Rp est différentiable et
potentiellement non linéaire.
Remarquons que nous aurions pu choisir un modèle de propagation plus
générique comme nous le verrons dans le chapitre 3. Nous souhaitions ici
proposer une alternative à temps discret au CD-LG-EKF, c’est pourquoi le
modèle de propagation (2.106) a été choisi comme étant une approximation au
1er ordre du modèle de propagation du CD-LG-EKF (2.2).
2.4.2.2 Modèle d’observation
Le modèle d’observation que nous considérons est le même que celui du
CD-LG-EKF (voir paragraphe 2.3.2.2).
2.4.3 Solution proposée
Afin d’estimer l’état X, nous proposons de supposer que sa distribution a
posteriori a la forme d’une distribution normale concentrée (à gauche) :
p (Xk|z1, . . . , zl) ≈ N LG
(
Xk;µk|l, Pk|l
)
(2.107)
Plus précisément, nous nous intéressons aux cas où l = k − 1 (étape de
propagation) et l = k (étape de mise à jour). Ainsi, notre objectif est de montrer
comment propager et mettre à jour les paramètres µ et P de la distribution
normale concentrée. Dans notre formalisme, nous choisissons comme estimateur
de l’état X la “moyenne” µ de la distribution normale concentrée.
2.4.4 Propagation
Commençons par supposer que :
p (Xk−1|z1, . . . , zk−1) ≈ N LG
(
Xk−1;µk−1|k−1, Pk−1|k−1
)
(2.108)
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où µk−1|k−1 et Pk−1|k−1 sont connus, et
p (Xk|z1, . . . , zk−1) ≈ N LG
(
Xk;µk|k−1, Pk|k−1
)
(2.109)
où µk|k−1 et Pk|k−1 sont inconnus. L’objectif de l’étape de propagation est
de montrer comment propager µk−1|k−1 et Pk−1|k−1 en utilisant le modèle de
propagation (2.106) afin d’obtenir µk|k−1 et Pk|k−1.
Nous rappelons également que puisque (2.108) a la forme d’une distribution
normale concentrée à gauche,Xk−1 peut alors s’exprimer de la manière suivante :
Xk−1 = µk−1|k−1exp∧G (k−1) (2.110)
où l’erreur dans l’algèbre de Lie k−1 est distribuée de la manière suivante :
k−1 ∼ NRp
(
k−1;mk−1|k−1 = 0, Pk−1|k−1
)
(2.111)
2.4.4.1 Propagation de la moyenne
Nous choisissons de propager la moyenne µ en utilisant le modèle d’état
(2.106) sans bruit :
µk|k−1 = µk−1|k−1exp∧G
(
Ω
(
µk−1|k−1
))
(2.112)
Nous montrons par la suite qu’en propageant la moyenne de cette manière,
la moyenne de l’erreur dans l’algèbre de Lie mk|k−1 = E [k] demeure nulle au
premier ordre.
2.4.4.2 Propagation de la covariance
Afin de trouver une expression pour la propagation de la covariance, nous
étudions la propagation de l’erreur dans l’algèbre de Lie où nous utilisons
(2.112) et (2.106) :
exp∧G (k) = µ−1k|k−1Xk
= exp∧G
(
−Ω
(
µk−1|k−1
))
µ−1k−1|k−1Xk−1exp∧G (Ω (Xk−1) + nk)
= exp∧G
(
−Ω
(
µk−1|k−1
))
exp∧G (k−1) exp∧G (Ω (Xk−1) + nk)
= exp∧G
(
AdG
(
exp∧G
(
−Ω
(
µk−1|k−1
)))
k−1
)
exp∧G
(
−Ω
(
µk−1|k−1
))
exp∧G (Ω (Xk−1) + nk) (2.113)
En linéarisant Ω en Xk−1 = µk−1|k−1, nous obtenons :
Ω (Xk−1) = Ω
(
µk−1|k−1
)
+ Ckk−1 +O
(
‖k−1‖2
)
(2.114)
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où
Ck = ∂
∂δ
Ω
(
µk−1|k−1exp∧G (δ)
) ∣∣∣∣∣
δ=0
(2.115)
Ainsi en utilisant (1.29) :
exp∧G
(
−Ω
(
µk−1|k−1
))
exp∧G (Ω (Xk−1) + nk)
= exp∧G
(
−Ω
(
µk−1|k−1
))
exp∧G
(
Ω
(
µk−1|k−1
)
+ Ckk−1 +O
(
‖k−1‖2
)
+ nk
)
= exp∧G
(
ΦG
(
−Ω
(
µk−1|k−1
))
(Ckk−1 + nk) +O
(
‖k−1, nk‖2
))
(2.116)
En reportant ce résultat dans (2.113), nous obtenons finalement :
k = Fkk−1 + ΦG
(
−Ω
(
µk−1|k−1
))
nk +O
(
‖k−1, nk‖2
)
où
Fk = AdG
(
exp∧G
(
−Ω
(
µk−1|k−1
)))
+ ΦG
(
−Ω
(
µk−1|k−1
))
Ck (2.117)
En négligeant les termes en O
(
‖k−1, nk‖2
)
, nous avons donc bien que mk|k−1 =
E [k] = 0p×1. L’équation de propagation de la covariance s’écrit alors :
Pk|k−1 = E
[
k
T
k
]
= FkPk−1|k−1F Tk + ΦG
(
−Ω
(
µk−1|k−1
))
RkΦG
(
−Ω
(
µk−1|k−1
))T
(2.118)
2.4.4.3 Résumé de l’étape de propagation
L’étape de propagation consiste, comme son nom l’indique, à propager la
moyenne µk−1|k−1 et la covariance Pk−1|k−1 en utilisant le modèle de propagation
(2.106) afin d’obtenir la moyenne µk|k−1 et la covariance Pk|k−1. A la fin de
l’étape de propagation la distribution a posteriori de l’état est alors paramétrée
de la manière suivante :
p (Xk|z1, . . . , zk−1) ≈ N LG
(
Xk;µk|k−1, Pk|k−1
)
(2.119)
2.4.5 Mise à jour
Le modèle d’observation considéré étant le même que celui du CD-LG-EKF,
et la distribution a posteriori p (Xk|z1, . . . , zk−1) à l’issue de la propagation
étant paramétrée de la même manière que dans le cas du CD-LG-EKF, l’étape
de mise à jour est par conséquent identique à celle du CD-LG-EKF (voir
paragraphe (2.3.5)).
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2.4.6 Algorithme D-LG-EKF
L’algorithme formé par les étapes de propagation et de mise à jour présentées
précédemment est appelé filtre de Kalman étendu discret sur groupe de Lie
(D-LG-EKF).
2.4.6.1 Vue générale
L’algorithme D-LG-EKF est résumé ci-après (voir paragraphe 2.4.4 et
paragraphe 2.4.5 pour plus de détails) :
Algorithme 2.4 D-LG-EKF
Entrée : µk−1|k−1, Pk−1|k−1, zk
Sortie : µk|k, Pk|k
Propagation :
µk|k−1 = µk−1|k−1exp∧G
(
Ω
(
µk−1|k−1
))
Pk|k−1 = FkPk−1|k−1F Tk + ΦG
(
−Ω
(
µk−1|k−1
))
RkΦG
(
−Ω
(
µk−1|k−1
))T
Mise à jour :
Kk = Pk|k−1HTk
(
HkPk|k−1HTk +Qk
)−1
z˜k = log∨G
(
h
(
µk|k−1
)−1
zk
)
m−k|k = Kkz˜k
µk|k = µk|k−1exp∧G
(
m−k|k
)
Pk|k = ΦG
(
−m−k|k
)
(Id−KkHk)Pk|k−1ΦG
(
−m−k|k
)T
2.4.6.2 Une généralisation de l’EKF
Dans le cas spécifique où G, le groupe de Lie sur lequel évolue l’état X,
et G′, le groupe de Lie sur lequel évolue les observations, sont des espaces
euclidiens, alors l’algorithme D-LG-EKF prend la forme d’un EKF. En effet, le
modèle de propagation devient une fonction non linéaire de l’état Xk−1 avec
un bruit additif, et l’équation d’observation prend la forme d’une fonction non
linéaire de l’état Xk avec un bruit additif. Le D-LG-EKF peut donc être vu
comme une généralisation de l’EKF.
2.4.7 Application du D-LG-EKF à un problème de fil-
trage de la trajectoire d’une caméra
Comme dans le cas du CD-LG-EKF, nous nous intéressons au problème
de l’estimation de la pose d’une caméra. Plus précisément, nous considérons
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un modèle de propagation à temps discret où l’accélération est un bruit blanc
et un modèle de mesure où l’observation correspond à la pose de la caméra
bruitée.
2.4.7.1 Obtention des équations du filtre
Modèle de mouvement Nous considérons le modèle de mouvement suivant
qui est une approximation au premier ordre du modèle de propagation (2.58) :

Rk = Rk−1exp∧SO(3) (ωk−1∆t+ nR)
ωk = ωk−1 + nω
Tk = Tk−1 + vk−1∆t+ nT
vk = vk−1 + nv
(2.120)
où
— R = Rgb ∈ SO(3), représente l’orientation du référentiel global (g) par
rapport au référentiel de la caméra (b)
— ω = ωb ∈ R3 est la vitesse angulaire dans le référentiel de la caméra
— T =
−→
OgOb
g
∈ R3 est la position de la caméra dans le référentiel global
— v = vg ∈ R3 est la vitesse radiale dans le référentiel global
— nR , nω, nT et nv sont des bruits blancs gaussiens (potentiellement corrélés)
Modèle d’observation Le modèle d’observation utilisé est le même que
(2.59).
Définition de l’état X et de son groupe de Lie G L’état X et le groupe
de Lie G sont les mêmes que pour l’application du CD-LG-EKF .
Étape de propagation Étant donné la définition de G, le modèle de mouve-
ment (2.120) peut être réécrit de la forme du système que nous avons considéré
dans l’équation (2.106) avec
Ω (X) =
[
ωT∆t,01×3, vT∆t,01×3
]T
(2.121)
et
n =
[
nTR, n
T
ω , n
T
T , n
T
v
]T
(2.122)
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Afin d’implémenter l’étape de propagation, le seul calcul que nous devons
effectuer est celui de Ck dont l’expression est utilisée par Fk (2.117) :
Ck = ∂
∂δ
Ω
(
µk−1|k−1exp∧G (δ)
) ∣∣∣∣∣
δ=0
=

03×3 ∆t.Id3×3 03×3 03×3
03×3 03×3 03×3 03×3
03×3 03×3 03×3 ∆t.Id3×3
03×3 03×3 03×3 03×3

(2.123)
Définition des observations zk et de leur groupe de Lie G′ Les obser-
vations zk et le groupe de Lie G′ sont les mêmes que pour l’application du
CD-LG-EKF .
Étape de mise à jour Cette étape est la même que pour l’application du
CD-LG-EKF .
2.4.7.2 Simulation de trajectoires
Afin d’évaluer notre formalisme sur des données synthétiques, nous simulons
des trajectoires de la caméra en utilisant le modèle de propagation (2.120).
Pour nos simulations, nous avons arbitrairement choisi les valeurs suivantes en
nous inspirant du raisonnement proposé dans [Maybeck 1979] :
R =
 Rω 06×6
06×6 Rv
 (2.124)
avec
Rω = 10−12
(
A∆t+BA∆t
2
2 + AB
T ∆t2
2 +BAB
T ∆t3
3
)
(2.125)
et
Rv = 10−7
(
A∆t+BA∆t
2
2 + AB
T ∆t2
2 +BAB
T ∆t3
3
)
(2.126)
où
A =
[
03×3 Id
]T [
03×3 Id
]
(2.127)
et
B =
 03×3 Id
03×3 03×3
 (2.128)
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2.4.7.3 Simulation d’observations
Le modèle d’observation étant identique à celui du CD-LG-EKF, les sé-
quences d’observations sont obtenues de la même manière que pour l’application
du CD-LG-EKF.
2.4.7.4 Filtres euclidiens
Nous avons choisi de comparer les performances du D-LG-EKF par rapport
à deux filtres EKF. Le premier, que nous appelons EKF-Constr, est un filtre
de Kalman étendu contraint [Simon 2010] qui est donc une version à temps
discret du CD-Constr-NLF (voir paragraphe (2.3.7.4)). Le second est un EKF
qui utilise une paramétrisation de G. Il tire parti du fait que pour SO(3) le
logarithme matriciel est défini pour tous les éléments du groupe. Nous appelons
ce filtre EKF-LieAlg.
2.4.7.5 Résultats sur données simulées
Nous simulons des trajectoires comme décrit dans le paragraphe 2.4.7.2. Pour
chaque trajectoire, nous créons une séquence d’observations comme expliqué
dans le paragraphe 2.4.7.3. Pour chaque filtre, T et R sont initialisés en utilisant
la première observation avec une faible covariance alors que ω et v sont initialisés
à zéro avec une grande covariance. La figure 2.3 rapporte les racines carrées
des erreurs moyennes quadratiques (RMSE) de chaque filtre par rapport au
temps écoulé entre deux observations (∆t). Le RMSE est défini comme la racine
carrée de la moyenne des erreurs suivantes : ‖µT − T‖22 (erreur en position ) et∥∥∥log∨SO(3) (µRTR)∥∥∥22 (erreur en orientation).
Remarquons tout d’abord que l’EKF-LieAlg n’est pas capable de filtrer
correctement. En effet, la paramétrisation utilisée conduit la partie “rotation” de
l’état à être paramétrée par 3 paramètres formant un vecteur dont la direction
peut être interprétée comme l’axe de la rotation autour duquel tourne la caméra
et la norme comme l’angle de rotation. Donc deux vecteurs ayant la même
direction, l’un ayant une norme proche de 2pi et l’autre proche 0 représentent
“presque” la même rotation. Or la distance euclidienne utilisée par l’EKF ne
prend pas en compte cette périodicité, ce qui cause la divergence du filtre dès
qu’il se trouve dans cette situation.
Nous remarquons que pour de faible valeurs de la période d’échantillonnage
∆t, le D-LG-EKF et l’EKF-Constr produisent les mêmes performances. Cepen-
dant, plus ∆t augmente plus le RMSE de l’EKF-Constr se dégrade alors que le
D-LG-EKF continue de fournir de bonnes performances. Pour des valeurs plus
élevées de ∆t, l’EKF-Constr diverge alors que le D-LG-EKF continue de filtrer
la pose de la caméra.
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Figure 2.3 – RMSE pour différentes périodes d’échantillonnage (∆t)
Finalement, nous nous sommes également intéressés au cas où l’on remplace
les matrices ΦG par des matrices identité dans l’implémentation du D-LG-EKF.
Nous appelons cette version de l’algorithme D-LG-EKF-NoPhi. Il en ressort
que le D-LG-EKF-NoPhi produit des performances presque aussi satisfaisantes
que le D-LG-EKF pour un coût calculatoire réduit.
Nous n’avons pas comparé les performances du CD-LG-EKF par rapport
à celles du D-LG-EKF puisqu’ils n’ont pas le même modèle de propagation.
Le modèle de propagation du D-LG-EKF est simplement une approximation
au 1er ordre de celui du CD-LG-EKF. Cependant, en pratique, nous pouvons
nous attendre à obtenir des performances similaires car les deux filtres se
sont montrés stables numériquement sur des simulations avec des paramètres
semblables. De plus, notre schéma numérique d’intégration permettant de
propager la moyenne et la covariance du CD-LG-EKF est une méthode du 1er
ordre, ce qui est donc “presque” équivalent à l’exécution de multiples petites
propagations consécutives du D-LG-EKF dont le modèle de propagation est
une approximation au 1er ordre de celui du CD-LG-EKF.
2.5 Résumé des contributions et conclusion
Dans ce chapitre, nous nous sommes intéressés au problème du filtrage de
Kalman à temps discret et continu-discret à partir d’observations appartenant
à un groupe de Lie, où l’état évolue également sur une groupe de Lie. Nous
avons proposé deux filtres ; le CD-LG-EKF qui permet de résoudre un problème
à temps continu-discret et le D-LG-EKF qui permet de résoudre un problème
à temps discret.
Ces deux filtres sont basés sur la même approximation, à savoir qu’à chaque
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instant, nous supposons que la distribution a posteriori de l’état est une
distribution normale concentrée sur groupe de Lie.
En utilisant le formalisme des groupes de Lie, nous avons montré comment
propager et mettre à jour les paramètres de cette distribution.
Nous avons également montré que le CD-LG-EKF peut être vu comme une
généralisation du CD-EKF alors que le D-LG-EKF se réduit à l’EKF lorsque
l’état et les observations évoluent sur des espaces euclidiens.
Finalement, nous avons comparé les performances de ces deux filtres sur
une application de filtrage de la trajectoire d’une caméra. Et dans les deux cas,
les filtres proposés se sont montrés numériquement stables, et ont produit de
meilleures performances que les algorithmes de l’état de l’art du point de vue
du RMSE.
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3.1 Introduction
Durant ces quinze dernières années, de nombreux algorithmes d’optimisation,
permettant l’estimation de paramètres évoluant sur des variétés, ont été proposés
[Absil 2009] et employés dans diverses applications en traitement du signal, en
robotique ou encore en vision par ordinateur [Lui 2011].
Cependant, lorsque les paramètres sont régis par un système dynamique
et/ou lorsque les observations sont acquises séquentiellement, il est important
de pouvoir les estimer récursivement en utilisant un algorithme de filtrage ou
de lissage [Haykin 2001].
Le lien entre l’optimisation et le filtrage/lissage bayésien, pour des para-
mètres euclidiens et dans le contexte des moindres carrés non linéaires, a déjà
été étudié [Bell 1993 ; Bertsekas 1996]. Cette analyse a donné lieu au filtre de
Kalman itéré étendu (IEKF), qui produit en pratique de meilleurs résultats
que le simple EKF, ainsi qu’au lisseur de Kalman étendu également connu sous
le nom de lisseur de Rauch-Tung-Striebel (RTS).
Bien que plusieurs travaux aient proposé des généralisations des algorithmes
de filtrage euclidien aux variétés (voir Tableau 2.1), à notre connaissance, le
lien entre optimisation et filtrage/lissage bayésien sur variété n’a pas encore
été étudié.
Dans ce chapitre, nous proposons d’établir cette connexion pour des pa-
ramètres évoluant sur des groupes de Lie. Plus particulièrement, nous nous
intéressons à l’équivalence que l’on peut établir entre la formulation de moindres
carrés non linéaires et le filtrage/lissage de Kalman sur groupe de Lie.
Dans une première partie, nous proposons une technique d’ajustement,
appelée approximation de Gauss-Laplace intrinsèque, permettant d’approcher
la densité de probabilité d’une variable aléatoire vivant sur un groupe de Lie
par une distribution normale concentrée sur groupe de Lie. Cette technique
d’ajustement nécessitant de trouver le mode de la distribution cible, nous
présentons un algorithme d’optimisation de type Gauss-Newton permettant de
prendre en compte intrinsèquement la structure du groupe de Lie sur lequel
vit la variable aléatoire. Les concepts et méthodes présentés dans cette partie
seront utilisés tout au long du chapitre.
Dans une seconde partie, nous montrons qu’en utilisant l’approximation de
Gauss-Laplace intrinsèque il est possible d’obtenir une généralisation de l’IEKF
au cas où l’état et les observations évoluent sur des groupes de Lie. Cette
technique d’ajustement conduit notamment à la formulation de critères de
moindres carrés non linéaires. Nous démontrons qu’en minimisant ces critères
à l’aide d’un algorithme de Gauss-Newton sur groupe de Lie il est possible
d’obtenir les équations d’un nouveau filtre, que nous appelons filtre de Kalman
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itéré étendu sur groupe de Lie (LG-IEKF), établissant ainsi un lien entre
optimisation et filtrage bayésien sur groupe de Lie. De plus, l’algorithme
obtenu, qui permet de résoudre un problème de filtrage à temps discret, est
comparé à l’algorithme D-LG-EKF présenté dans le chapitre précédent.
Dans une troisième partie, nous proposons, d’une manière similaire, une
généralisation du lisseur RTS aux groupes de Lie.
3.2 État de l’art
Un nombre important de travaux formule des critères de moindres carrés
non linéaires afin d’estimer des paramètres évoluant sur des groupes de Lie.
La plupart d’entre eux emploient une version modifiée de l’algorithme de
Gauss-Newton (GN) [Björck 1996] ou de Levenberg-Marquardt afin de prendre
en compte la structure du groupe de Lie sur lequel évoluent les paramètres.
[Taylor 1994] fut un des premiers à proposer une modification du GN pour
estimer une orientation 3D. Dans un contexte différent, [Li 2009] utilise un
algorithme similaire à celui de [Taylor 1994] pour estimer des homographies.
Dans le domaine de la cartographie et de la localisation simultanée (SLAM),
diverses approches [Grisetti 2012 ; Jeong 2010 ; Klein 2007 ; Konolige 2010]
emploient un algorithme semblable au GN dans le but d’estimer des points 3D
ainsi que la pose de la caméra à partir d’une séquence vidéo. Dans le contexte
spécifique du débruitage de transformations relatives, différentes modifications
du GN permettant de prendre en compte le fait que les observations évoluent
elles mêmes sur un groupe de Lie ont été proposées : [Chatterjee 2013] et
[Govindu 2004] abordent le problème dit de la synchronisation de rotations.
[Roberts 2011], de son côté, considère le problème de l’alignement de poses
de caméra, [Strasdat 2011] propose une solution au problème de l’assemblage
de morceaux de modèles 3D et [Meidow 2011] s’intéresse au problème de la
construction d’une mosaïque d’images.
En ce qui concerne le filtrage sur variété, divers travaux ont proposé des
algorithmes inspirés du filtre de Kalman dans le but d’estimer un état évoluant
sur groupe de Lie. [Crassidis 2003 ; Markley 2003 ; Lefferts 1982 ; Persson
2012] considèrent l’estimation d’une orientation 3D. [Malis 2009] s’intéresse
à l’estimation dynamique d’homographies alors que [Davison 2007] aborde le
problème du SLAM.
A notre connaissance seuls quelques travaux spécifiquement dédiés au
problème du SLAM ont proposé des méthodes reliant optimisation sur groupe
de Lie et filtrage dans le but d’obtenir des algorithmes efficaces du point de vue
calculatoire. Dans ce contexte, [Strasdat 2010b] propose un filtre d’information
alors que [Kaess 2008 ; Kaess 2012] ont obtenu des filtres fondés sur la racine
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carrée de la matrice d’information. Cependant, aucune de ces approches n’est
capable de prendre en compte des observations évoluant sur un groupe de Lie
ni de lisser les paramètres.
3.3 Approximation de Gauss-Laplace intrinsèque
Une façon d’aborder un problème de filtrage/lissage bayésien consiste à
d’essayer d’approcher, à chaque pas de temps, la distribution a posteriori des
paramètres par une distribution paramétrique.
Dans ce sous-chapitre, nous proposons une technique d’ajustement, qui sera
utilisée dans le reste du chapitre, pour approcher, à chaque pas de temps, la
distribution a posteriori des paramètres que nous souhaitons estimer par une
distribution normale concentrée sur groupe de Lie.
3.3.1 Problème
Considérons la distribution d’une variable X ∈ G, où G est un groupe de
Lie matriciel de dimension p, de la forme :
p (X) = αe−‖φ(X)‖
2
Σ (3.1)
où la fonction φ : G→ Rm est supposée différentiable et p < m.
Nous souhaitons trouver une technique d’ajustement permettant d’approcher
p (X) par une distribution normale concentrée sur groupe de Lie.
3.3.2 Solution proposée
Tout d’abord, définissons le minimiseur de la fonction coût ‖φ (X)‖2Σ :
Xˆ = argmin
X∈G
‖φ (X)‖2Σ (3.2)
Un développement de Taylor sur groupe de Lie de φ au premier ordre autour
de Xˆ nous donne :
φ (X) = φ
(
exp∧G (δ) Xˆ
)
≈ φ
(
Xˆ
)
+ Jδ (3.3)
où
J =
dφ
(
exp∧G (s) Xˆ
)
ds
∣∣∣∣∣
s=0
(3.4)
et
δ = log∨G
(
XXˆ−1
)
(3.5)
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Nous supposons ici que le rang de J est égal à p. Nous choisissons alors comme
approximation de p (X) la distribution q (X) :
q (X) = βe−‖φ(Xˆ)+J log∨G(XXˆ−1)‖
2
Σ (3.6)
Nous allons maintenant montrer que q (X) peut être mis sous la forme d’une
distribution normale concentrée (à droite) sur groupe de Lie.
Rappelons que puisque Xˆ est le minimiseur de ‖φ (X)‖2Σ, l’expression∥∥∥φ (Xˆ)+ J log∨G (XXˆ−1)∥∥∥2Σ atteint son minimum en log∨G (XXˆ−1) = 0.
Remarquons maintenant que
∥∥∥φ (Xˆ)+ J log∨G (XXˆ−1)∥∥∥2Σ est de la forme
‖Ax− b‖2Σ avec A = J , x = log∨G
(
XXˆ−1
)
et b = −φ
(
Xˆ
)
qui atteint, dans
notre cas, son minimum en xˆ = 0. Or il est possible de montrer que (voir annexe
E) :
‖Ax− b‖2Σ = (x− xˆ)T P−1 (x− xˆ) + cst
= xTP−1x+ cst (3.7)
où P−1 = ATΣ−1A et cst est un terme constant par rapport à x.
Nous avons donc montré que :∥∥∥φ (Xˆ)+ J log∨G (XXˆ−1)∥∥∥2Σ = log∨G (XXˆ−1)T P−1log∨G (XXˆ−1)+ cst (3.8)
Par conséquent, l’approximation q (X) de p (X) est de la forme :
q (X) ∝ e−‖log∨G(XXˆ−1)‖
2
P (3.9)
ce qui correspond à une distribution normale concentrée (à droite) :
q (X) = NRG
(
X; Xˆ, P =
(
JTΣ−1J
)−1)
(3.10)
Nous appelons cette technique d’ajustement “approximation de Gauss-Laplace
intrinsèque”. Le terme “Gauss-Laplace” vient du fait qu’elle est très semblable
à l’approximation de Laplace [Barber 2012], mais approche la Hessienne de la
même manière que le fait la méthode de Gauss-Newton vis à vis de la méthode
de Newton.
Cette approximation de Gauss-Laplace intrinsèque est une généralisation
de l’approximation de Gauss-Laplace euclidienne notamment utilisée dans
[Bell 1993] pour obtenir les équations de l’IEKF. En effet, dans le cas où G
est un espace euclidien, la méthode revient à ajuster une distribution normale
multivariée.
Cette technique d’ajustement sera utilisée dans le reste de ce chapitre afin
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d’obtenir les expressions du filtre et du lisseur proposés.
3.4 Algorithme de Gauss-Newton intrinsèque
L’approximation de Gauss-Laplace intrinsèque présentée dans le sous-
chapitre précédent suppose que nous sommes capable de trouver le minimiseur
Xˆ du problème suivant :
Xˆ =argmin
X∈G
‖φ (X)‖2Σ (3.11)
où φ (·) : G→ Rm et m > p, où p est la dimension de G.
Lorsque le minimiseur d’un tel problème n’est pas trivial, il est courant de
recourir à une technique d’optimisation itérative pour le trouver.
Nous présentons donc dans ce sous-chapitre une généralisation de l’algo-
rithme de Gauss-Newton aux groupes de Lie qui permet de prendre en compte
la nature des paramètres de manière intrinsèque.
Cet algorithme sera utilisé dans le reste du chapitre lorsque nous aurons
recours à une approximation de Gauss-Laplace intrinsèque et que le minimiseur
de (3.11) ne sera pas trivial.
3.4.1 Introduction à l’optimisation intrinsèque
Les techniques d’optimisation itératives permettant l’estimation de para-
mètres euclidiens, telle qu’une descente de gradient ou une méthode de Newton,
consistent à mettre à jour itérativement les paramètres x ∈ Rn de la manière
suivante :
xl+1 = xl + δl+1/l (3.12)
où δl+1/l ∈ Rn est un incrément qui corrige la précédente valeur des paramètres
xl afin d’obtenir leur nouvelle valeur xl+1 telle que ρ
(
xl+1
)
< ρ
(
xl
)
, où ρ est
le critère à optimiser.
Cependant, une technique d’optimisation itérative sur un groupe de Lie
G, prenant en compte la géométrie de G de manière intrinsèque, ne peut pas
utiliser l’équation de mise à jour (3.12) puisque l’opérateur “+” ne garantit pas
que les paramètres restent sur la variété.
L’ingrédient clé [Absil 2009] permettant de prendre en compte la géométrie
du groupe de Lie est de remplacer l’équation (3.12) par :
X l+1 = exp∧G
(
δl+1/l
)
X l (3.13)
où X l, X l+1 ∈ G et δl+1/l ∈ Rp. L’utilisation de l’application exponentielle
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de matrice permet en effet de s’assurer que la nouvelle valeur des paramètres
demeure sur la variété.
Il est intéressant de noter la similarité entre la forme de cette équation de
mise à jour (3.13) et l’expression d’une variable aléatoire suivant une distribution
normale concentrée sur groupe de Lie (1.100).
3.4.2 Algorithme LG-GN
Un algorithme bien connu dans la littérature, permettant d’atteindre un
minimum local du problème (3.11) lorsque G est un espace euclidien, est
l’algorithme de Gauss-Newton. Nous proposons ici d’étendre ce formalisme aux
groupes de Lie et appelons l’algorithme obtenu algorithme de Gauss-Newton
intrinsèque sur groupe de Lie (LG-GN).
Remarquons qu’une généralisation de l’algorithme de Gauss-Newton dédiée
aux variétés Riemanniennes a déjà été proposée dans [Absil 2009] p.126. Ainsi,
l’algorithme que nous présentons peut s’inscrire dans ce formalisme et profiter
de sa preuve de convergence. Cependant, nous proposons ici une version de
l’algorithme dédiée aux groupes de Lie en utilisant uniquement sa structure
de sous-groupe à un paramètre, c’est à dire sans exploiter explicitement la
structure de variété Riemannienne du groupe de Lie.
Comme dans le cas euclidien, la convergence de l’algorithme dépend de la
valeur initiale des paramètres X0. La valeur X l+1 des paramètres mis à jour
est obtenue en appliquant un développement de Taylor sur groupe de Lie de
la fonction φ (·) autour de la précédente valeur X l des paramètres. A chaque
itération, il faut donc résoudre le problème suivant :
δl+1/l = argmin
δ∈Rp
∥∥∥φ (X l)− Jlδ∥∥∥2Σ (3.14)
où Jl est défini comme :
Jl = −
dφ
(
exp∧G (s)X l
)
ds
∣∣∣∣∣
s=0
(3.15)
Nous supposons ici que le rang de Jl est égal à p. Ainsi, la solution de ce
problème est donnée par :
(
Jl
TΣ−1Jl
)
δl+1/l = JlTΣ−1φ
(
X l
)
(3.16)
La valeur des paramètres est finalement mise à jour de la façon suivante :
X l+1 = exp∧G
(
δl+1/l
)
X l (3.17)
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Afin de s’assurer de la convergence de l’algorithme, il est courant multiplier
l’incrément δl+1/l par un facteur αl lors de la mise à jour, où 0 < αl ≤ 1 :
X l+1 = exp∧G
(
αlδl+1/l
)
X l (3.18)
3.5 Filtre de Kalman étendu itéré
Le filtre de Kalman étendu itéré est considéré comme une méthode de
référence dans le domaine de l’estimation non linéaire de paramètres euclidiens
à partir d’observations elles-mêmes euclidiennes. Dans ce sous-chapitre, nous
proposons d’étendre cette approche au cas où l’état et les observations évoluent
sur des groupes de Lie, en utilisant les outils présentés dans les sections précé-
dentes, à savoir l’approximation de Gauss-Laplace intrinsèque et l’algorithme
d’optimisation de Gauss-Newton intrinsèque.
3.5.1 Rappels sur le filtrage de Kalman étendu itéré sur
espace euclidien
Le filtre de Kalman étendu itéré (IEKF) [Bell 1993 ; Bertsekas 1996] est un
filtre dédié aux systèmes non linéaires. L’objectif de ce filtre est de récursivement
approcher la distribution a posteriori p (xk|z1, . . . , zk) par une distribution
normale multivariée. La variable xk ∈ Rp est l’état que nous souhaitons estimer
à l’instant k, reliée à xk−1 par le modèle de propagation :
xk = f (xk−1) + nk (3.19)
où nk ∼ NRp (nk;0p×1, Rk) est un bruit blanc gaussien et f : Rp → Rp est
une fonction différentiable. La variable zk ∈ Rq est l’observation disponible à
l’instant k, reliée à xk par le modèle d’observation :
zk = h (xk) + wk (3.20)
où wk ∼ NRq (wk;0q×1, Qk) est un bruit blanc gaussien et h (·) : Rp → Rq est
une fonction différentiable. wk et le bruit du modèle de propagation nk sont
supposés indépendants.
L’idée générale de ce filtre est d’approcher à chaque pas de temps la distribu-
tion a posteriori de l’état par une distribution normale multivariée en utilisant
une approximation de Gauss-Laplace (voir paragraphe 3.3). Cette technique
d’ajustement impose de trouver le mode de la distribution a posteriori qui est
utilisé comme estimé de l’état. De cette manière, les étapes classiques du filtre
de Kalman sont reformulées comme des problèmes d’optimisation. Le fait de
91
Chapitre 3. De l’optimisation intrinsèque au filtrage et lissage de Kalman sur
groupes de Lie matriciels
voir le filtrage de Kalman sous cet angle permet d’aboutir aux équations de
l’IEKF qui produit en pratique de meilleurs résultats que le simple EKF.
Le filtre est composé de deux étapes.
3.5.1.1 Étape de propagation
L’étape de propagation consiste à approcher la distribution suivante :
p (xk|z1, . . . , zk−1)
=
ˆ
p (xk|xk−1) p (xk−1|z1, . . . , zk−1) dLxk−1 (3.21)
≈NRp
(
xk;µk|k−1, Pk|k−1
)
(3.22)
La manière classique d’obtenir µk|k−1 est de propager la moyenne précédente
µk−1|k−1 à travers le modèle de propagation (3.19) sans bruit. La covariance
Pk|k−1 quant à elle est obtenue en propageant Pk−1|k−1 à travers le modèle de
propagation linéarisé.
Une autre façon de voir l’étape de propagation est d’ajuster une distribution
normale multivariée à l’intégrande dans (3.21) en utilisant une approximation
de Gauss-Laplace (voir paragraphe 3.3) puis de marginaliser xk−1. En effet,
cherchons le minimum de la log-vraisemblance négative de l’intégrande de (3.21),
où nous supposons que p (xk−1|z1, . . . , zk−1) = NRp
(
xk−1;µk−1|k−1, Pk−1|k−1
)
:
{xˆk, xˆk−1} = argmin
xk∈Rp,xk−1∈Rp
‖xk − f (xk−1)‖2Rk +
∥∥∥xk−1 − µk−1|k−1∥∥∥2
Pk−1|k−1
(3.23)
Une solution triviale de ce problème est xˆk−1 = µk−1|k−1 et xˆk = f
(
µk−1|k−1
)
.
Il suffit alors de poser µk|k−1 = xˆk, ce qui est motivé par le fait que la moyenne
coïncide avec le mode dans le cas gaussien. Finalement, Pk|k−1 est approchée en
utilisant une approximation de Gauss-Laplace de (3.23) autour de son mode, ce
qui conduit, dans le cas de (3.23), à une formule explicite pour la propagation
de la covariance.
3.5.1.2 Étape de mise à jour
L’étape de mise à jour consiste à approcher la distribution suivante :
p (xk|z1, . . . , zk)
∝ p (zk|xk) p (xk|z1, . . . , zk−1) (3.24)
≈NRp
(
xk;µk|k, Pk|k
)
(3.25)
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A nouveau, les équations de mise à jour de l’IEKF peuvent être obtenues en
ajustant une distribution gaussienne à (3.24) à l’aide d’une approximation de
Gauss-Laplace (voir 3.3).
En effet, définissons µk|k = xˆk comme le minimiseur de la log-vraisemblance
négative de (3.24) :
xˆk = argmin
xk∈Rp
(
‖zk − h (xk)‖2Qk +
∥∥∥xk − µk|k−1∥∥∥2
Pk|k−1
)
(3.26)
Une manière de minimiser (3.26) est d’utiliser l’algorithme de Gauss-Newton, ce
qui nous permet de calculer µk|k, alors que Pk|k peut être obtenu en effectuant
une approximation de Laplace de (3.26) autour de µk|k. Or, en tirant parti de
la structure spécifique du GN appliqué à (3.26), il est possible d’aboutir aux
expressions de mise à jour de l’IEKF [Bell 1993].
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3.5.1.3 Algorithme IEKF
L’algorithme IEKF est présenté ci-après :
Algorithme 3.1 IEKF
Entrée : µk−1|k−1, Pk−1|k−1, zk
Sortie : µk|k, Pk|k
Propagation :
µk|k−1 = f
(
µk−1|k−1
)
Pk|k−1 = FkPk−1|k−1FkT +Rk où Fk = ddxf (x)
∣∣∣∣
x=µk−1|k−1
Mise à jour :
Poser x0 = µk|k−1
Itérer jusqu’à convergence
Kl = Pk|k−1HTl
(
HlPk|k−1HTl +Qk
)
où Hl = ddxh (x)
∣∣∣∣
x=xl
z˜l = zk − h
(
xl
)
m−l = Kl
(
z˜l +Hl
(
xl − µk|k−1
))
xl+1 = µk|k−1 +m−l
A la convergence
µk|k = xl
Pk|k = (Id−KlHl)Pk|k−1
Cet algorithme, qui est considéré comme une méthode de référence dans
le domaine de l’estimation non linéaire, est restreint au cas où l’état et les
observations évoluent sur des espaces euclidiens. Dans la suite de cette partie,
nous proposons d’étendre cette approche au cas où l’état et les observations
évoluent sur des groupes de Lie.
3.5.2 Modèles de propagation et d’observation proposés
Afin de généraliser l’IEKF aux groupes de Lie, il convient de généraliser les
modèles de propagation et de mise à jour afin de prendre en compte le fait que
l’état et les observations évoluent sur des groupes de Lie.
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3.5.2.1 Modèle de propagation
Nous considérons l’équation de propagation suivante qui est une généralisa-
tion directe du modèle de propagation (3.19) aux groupes de Lie :
Xk = exp∧G (nk) f (Xk−1) (3.27)
où Xk ∈ G est l’état que nous souhaitons estimer et G est un groupe de Lie
matriciel de dimension p. La variable nk ∼ NRp (nk;0p×1, Rk) est un bruit blanc
gaussien. La fonction f : G→ G est supposée différentiable.
Remarquons tout d’abord que ce modèle induit la distribution conditionnelle
suivante :
p (Xk|Xk−1) = NRG (Xk; f (Xk−1) , Rk) (3.28)
Injecter le bruit de l’autre côté dans (3.27) aurait induit une distribution
conditionnelle ayant la forme d’une distribution normale concentrée à gauche.
Nous avons ici choisi de travailler avec des distributions “à droite”, mais nous
aurions pu faire mener les mêmes développements avec des distributions “à
gauche”, comme dans le chapitre précédent, et les expressions obtenues auraient
été très similaires.
Remarquons également que le modèle que nous considérons ici est plus
générique que celui considéré pour le D-LG-EKF car la fonction f permet de
représenter une plus grande diversité de modèles.
3.5.2.2 Modèle d’observation
Le modèle d’observation que nous considérons est le “même” que celui du
CD-LG-EKF (voir paragraphe 2.3.2.2) à cela près que le bruit est injecté à
gauche. Plus précisément, nous considérons des observations discrètes vivant
sur un groupe de Lie matriciel G′ de dimension q de la forme :
Zk = exp∧G′ (wk)h (Xk) (3.29)
où h : G→ G′ est une fonction différentiable et wk ∼ NRq (wk;0q×1, Qk) est un
bruit blanc gaussien.
Remarquons que ce modèle induit la distribution conditionnelle suivante :
p (Zk|Xk) = NRG (Zk;h (Xk) , Qk) (3.30)
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3.5.3 Solution proposée
Afin d’estimer l’état Xk, nous proposons de supposer que sa distribution a
posteriori a la forme d’une distribution normale concentrée (à droite) :
p (Xk|Z1, . . . , Zl) ≈ NRG
(
Xk;µk|l, Pk|l
)
(3.31)
Plus précisément, nous nous intéressons aux cas où l = k − 1 (étape de
propagation) et l = k (étape de mise à jour). Ainsi, notre objectif est de
montrer comment propager et mettre à jour les paramètres µk|k et Pk|k de la
distribution normale concentrée. Dans notre formalisme, nous choisissons comme
estimateur de l’état X la “moyenne” de la distribution normale concentrée.
3.5.4 Propagation
Commençons par supposer que :
p (Xk−1|Z1, . . . , Zk−1) = NRG
(
Xk−1;µk−1|k−1, Pk−1|k−1
)
(3.32)
L’objectif de cette section est de montrer comment ajuster une distribution
normale concentrée à la distribution a posteriori de l’état propagé à l’aide d’une
approximation de Gauss-Laplace (voir paragraphe 3.3), c’est à dire :
p (Xk|Z1, . . . , Zk−1) =
ˆ
p (Xk|Xk−1) p (Xk−1|Z1, . . . , Zk−1) dHXk−1 (3.33)
≈ NRG
(
Xk;µk|k−1, Pk|k−1
)
(3.34)
Nous proposons ici d’ajuster une distribution normale concentrée à l’intégrande
de (3.33) puis de marginaliser Xk−1.
3.5.4.1 Propagation de la moyenne
Afin de propager la moyenne, nous minimisons la log-vraisemblance négative
de l’intégrande de (3.33) :
{
Xˆk, Xˆk−1
}
= argmin
Xk∈G,Xk−1∈G
− log (p (Xk|Xk−1) p (Xk−1|Z1, . . . , Zk−1))
= argmin
Xk∈G,Xk−1∈G
(∥∥∥log∨G (Xkf (Xk−1)−1)∥∥∥2Rk +
∥∥∥log∨G (Xk−1µ−1k−1|k−1)∥∥∥2Pk−1|k−1
)
(3.35)
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Une solution triviale à ce problème est Xˆk−1 = µk−1|k−1 et Xˆk = f
(
µk−1|k−1
)
.
Et nous prenons finalement comme estimé pour la moyenne :
µk|k−1 = Xˆk = f
(
µk−1|k−1
)
(3.36)
3.5.4.2 Propagation de la covariance
Concernant la propagation de la covariance, nous procédons à l’approxi-
mation de Gauss-Laplace. Nous linéarisons la fonction d’erreur présente à
l’intérieur de la norme de Mahalanobis dans (3.35) autour de son minimiseur.
Nous avons alors :
− log (p (Xk|Xk−1) p (Xk−1|Z1, . . . , Zk−1)) ≈
∥∥∥∥∥∥
 Id −Fk
0 Id
 δ
∥∥∥∥∥∥
2
Σ
(3.37)
où δ =
[
δTk δ
T
k−1
]T
,Xk−1 = exp∧G (δk−1)µk−1|k−1,Xk = exp∧G (δk) f
(
µk−1|k−1
)
,
Σ =
 Rk
Pk−1|k−1
 (3.38)
et
Fk = −
dlog∨G
(
f
(
µk−1|k−1
)
f
(
exp∧G (s)µk−1|k−1
)−1)
ds
∣∣∣∣∣∣
s=0
(3.39)
L’équation (3.37) a alors la forme suivante :
δT
 R−1k −R−1k Fk
−F Tk R−1k F Tk R−1k Fk + P−1k−1|k−1
 δ (3.40)
et nous choisissons comme valeur pour la covariance P :
P =
 R−1k −R−1k Fk
−F Tk R−1k F Tk R−1k Fk + P−1k−1|k−1
−1 (3.41)
=
 FkPk−1|k−1F Tk +Rk FkPk−1|k−1
Pk−1|k−1F Tk Pk−1|k−1
 (3.42)
où nous avons utilisé le lemme d’inversion matricielle (F.1). Sous l’hypothèse
de distribution normale concentrée, le bloc supérieur gauche de P dans (3.42)
correspond à la covariance propagée Pk|k−1(voir annexe A). Ainsi, nous avons
obtenu l’équation de propagation de la covariance :
Pk|k−1 = Rk + FkPk−1|k−1F Tk (3.43)
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3.5.4.3 Résumé de l’étape de propagation
L’étape de propagation consiste, comme son nom l’indique, à propager la
moyenne µk−1|k−1 et la covariance Pk−1|k−1 en utilisant le modèle de propagation
(3.27) afin d’obtenir la moyenne µk|k−1 et la covariance Pk|k−1. A la fin de
l’étape de propagation, la distribution a posteriori approchée de l’état est alors
paramétrée de la manière suivante :
p (Xk|Z1, . . . , Zk−1) ≈ NRG
(
Xk;µk|k−1, Pk|k−1
)
(3.44)
3.5.5 Mise à jour
A l’issue de l’étape de propagation nous avons :
p (Xk|Z1, . . . , Zk−1) ≈ NRG
(
Xk;µk|k−1, Pk|k−1
)
(3.45)
L’objectif de cette partie est de montrer comment ajuster une distribution
normale concentrée à la distribution a posteriori de l’état après réception de
l’observation Zk à l’aide d’une approximation de Gauss-Laplace (voir paragraphe
3.3), c’est à dire :
p (Xk|Z1, . . . , Zk) ∝ p (Zk|Xk) p (Xk|Z1, . . . , Zk−1) (3.46)
≈ NRG
(
Xk;µk|k, Pk|k
)
(3.47)
3.5.5.1 Mise à jour de la moyenne
Afin de mettre à jour la moyenne, nous choisissons de minimiser la log-
vraisemblance négative de (3.46) :
Xˆk = argmin
Xk∈G
(∥∥∥log∨G′ (Zkh (Xk)−1)∥∥∥2Qk +
∥∥∥log∨G (Xkµ−1k|k−1)∥∥∥2Pk|k−1
)
(3.48)
Afin de minimiser cette fonction, nous proposons d’employer l’algorithme LG-
GN. Pour cela, nous introduisons les notations suivantes :
δl+1/l = log∨G
(
X l+1
(
X l
)−1)
(3.49)
δl = log∨G
(
X lµ−1k|k−1
)
(3.50)
et
δl+1 = log∨G
(
X l+1µ−1k|k−1
)
(3.51)
où X l représente la valeur des paramètres à l’itération l du LG-GN.
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A l’itération l, nous cherchons la solution du problème suivant :
δl+1/l = argmin
δ∈Rp

∥∥∥∥log∨G′ (Zkh (X l)−1)−Hlδ∥∥∥∥2
Qk
+
∥∥∥δl + ϕG (δl) δ∥∥∥2
Pk|k−1

= argmin
δ∈Rp
∥∥∥ψ (X l)−Ψlδ∥∥∥2Ξk (3.52)
où ϕG
(
δl
)
est défini dans l’équation (1.33),
Hl = −
dlog∨G′
(
Zkh
(
exp∧G (s)X l
)−1)
ds
∣∣∣∣∣∣
s=0
(3.53)
ψ
(
X l
)
=
[
log∨G′
(
Zkh
(
X l
)−1)T (
δl
)T ]T (3.54)
Ψl =
[
HTl −ϕG
(
δl
)T ]T (3.55)
Ξk =
 Qk 0
0 Pk|k−1
 (3.56)
Pour le reste de cette partie, nous adoptons la notation suivante concernant la
jacobienne à gauche de G et son inverse : ϕG
(
δl
)
≡ ϕl et Φl = ϕ−1l .
La solution de (3.52) est donnée par :
δl+1/l =
(
ΨTl Ξ−1k Ψl
)−1
ΨTl Ξ−1k ψ
(
X l
)
=
(
HTl Q
−1
k Hl + ϕTl P−1k|k−1ϕl
)−1 {
HTl Q
−1
k log∨G′
(
Zkh
(
X l
)−1)− ϕTl P−1k|k−1δl}
(3.57)
Nous allons maintenant montrer qu’en négligeant les termes d’ordre 2 en δl+1/l
cette solution peut être réécrite pour donner lieu à une généralisation de
l’équation de mise à jour de la moyenne de l’IEKF aux groupes de Lie. En
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effet :
δl+1 = log∨G
(
X l+1
(
X l
)−1
X lµ−1k|k−1
)
= log∨G
(
exp∧G
(
δl+1/l
)
exp∧G
(
δl
))
' ϕlδl+1/l + δl
= ϕl
(
HTl Q
−1
k Hl + ϕTl P−1k|k−1ϕl
)−1 {
HTl Q
−1
k log∨G′
(
Zkh
(
X l
)−1)− ϕTl P−1k|k−1δl}+ δl
= ϕl
(
HTl Q
−1
k Hl + ϕTl P−1k|k−1ϕl
)−1
{
HTl Q
−1
k log∨G′
(
Zkh
(
X l
)−1)− ϕTl P−1k|k−1δl + (HTl Q−1k Hl + ϕTl P−1k|k−1ϕl)Φlδl}
= ϕl
(
HTl Q
−1
k Hl + ϕTl P−1k|k−1ϕl
)−1
HTl Q
−1
k
{
log∨G′
(
Zkh
(
X l
)−1)
+HlΦlδl
}
= Kl
{
log∨G′
(
Zkh
(
X l
)−1)
+HlΦlδl
}
(3.58)
où Kl est appelé gain de Lie-Kalman et s’exprime de la manière suivante (nous
omettons les indices pour cette démonstration) :
K = ϕ
(
HTQ−1H + ϕTP−1ϕ
)−1
HTQ−1
= ϕ
(
HTQ−1H + ϕTP−1ϕ
)−1 (
HTQ−1
(
HΦPΦTHT +Q
) (
HΦPΦTHT +Q
)−1)
= ϕ
(
HTQ−1H + ϕTP−1ϕ
)−1 ((
HTQ−1HΦPΦTHT +HT
) (
HΦPΦTHT +Q
)−1)
= ϕ
(
HTQ−1H + ϕTP−1ϕ
)−1 (((
HTQ−1H + ϕTP−1ϕ
)
ΦPΦTHT
) (
HΦPΦTHT +Q
)−1)
= PΦTHT
(
HΦPΦTHT +Q
)−1
(3.59)
Cependant (3.58) peut être simplifiée en remarquant que :
Φlδl = ΦG
(
δl
)
δl =
∞∑
n=0
1
(n+ 1)!adG
(
δl
)n
δl = δl (3.60)
car
adG
(
δl
)
δl = 0 (3.61)
Ainsi, l’équation de mise à jour des paramètres du LG-GN peut s’écrire de la
forme suivante :
X l+1 =exp∧G
(
δl+1/l
)
X l ≈ exp∧G
(
Kl
{
log∨G′
(
Zkh
(
X l
)−1)
+Hlδl
})
µk|k−1
(3.62)
A la convergence de l’algorithme, nous choisissons µk|k = Xˆk.
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3.5.5.2 Mise à jour de la covariance
Afin d’estimer la covariance mise à jour, nous proposons d’utiliser une
approximation de Gauss-Laplace intrinsèque. Pour cela, nous linéarisons la
fonction d’erreur présente à l’intérieur de la norme de Mahalanobis dans (3.48)
autour de son minimiseur :
− log (p (Zk|Xk) p (Xk|Z1, . . . , Zk−1)) ≈
∥∥∥∥∥∥∥
 log∨G′
(
Zkh
(
µk|k
)−1)−Hlδ
δl + ϕlδ

∥∥∥∥∥∥∥
2
Σ
(3.63)
où Σ =
 Qk 0
0 Pk|k−1
 et Xk = exp∧G (δ)µk|k. Dans l’équation précédente, le
terme quadratique a la forme suivante :
δT
(
HTl Q
−1
k Hl + ϕTl P−1k|k−1ϕl
)
δ (3.64)
et nous choisissons alors comme valeur pour la covariance Pk|k :
Pk|k =
(
HTl Q
−1
k Hl + ϕTl P−1k|k−1ϕl
)−1
(3.65)
Cependant il est possible de montrer que (nous omettons les indices pour cette
démonstration) :
Pk|k =
(
HTQ−1H + ϕTP−1ϕ
)−1
=
(
HTQ−1H + ϕTP−1ϕ
)−1 {(
HTQ−1H + ϕTP−1ϕ
)
ΦPΦT −HTQ−1HΦPΦT
}
= ΦPΦT −
(
HTQ−1H + ϕTP−1ϕ
)−1
HTQ−1HΦPΦT
= ΦPΦT − ΦKHΦPΦT
= Φ (Id−KHΦ)PΦT (3.66)
Ainsi, nous avons obtenu l’équation de mise à jour de la covariance qui donne
lieu à une généralisation de l’équation de mise à jour de la covariance de l’IEKF
aux groupes de Lie :
Pk|k = Φl (Id−KlHlΦl)Pk|k−1ΦTl (3.67)
3.5.5.3 Résumé de l’étape de mise à jour
L’étape de mise à jour consiste, comme son nom l’indique, à mettre à jour
la moyenne µk|k−1 et la covariance Pk|k−1 en incorporant l’information contenue
dans l’observation Zk qui est reliée à l’état par le modèle d’observation (3.29)
afin d’obtenir la moyenne µk|k et la covariance Pk|k. A la fin de l’étape de mise
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à jour, la distribution a posteriori approchée de l’état est alors paramétrée de
la manière suivante :
p (Xk|Z1, . . . , Zk) ≈ NRG
(
Xk;µk|k, Pk|k
)
(3.68)
3.5.6 Algorithme LG-IEKF
L’algorithme formé par les étapes de propagation et de mise à jour présentées
précédemment est appelé filtre de Kalman étendu itéré sur groupe de Lie (LG-
IEKF).
3.5.6.1 Vue générale
L’algorithme LG-IEKF est résumé ci-après (voir paragraphe 3.5.4 et para-
graphe 3.5.5 pour plus de détails) :
Algorithme 3.2 LG-IEKF
Entrée : µk−1|k−1, Pk−1|k−1, Zk
Sortie : µk|k, Pk|k
Propagation :
µk|k−1 = f
(
µk−1|k−1
)
Pk|k−1 = FkPk−1|k−1F Tk +Rk
Mise à jour :
Poser X0 = µk|k−1
Itérer jusqu’à convergence
Kl = Pk|k−1ΦTl HTl
(
HlΦlPk|k−1ΦTl HTl +Qk
)−1
z˜l = log∨G′
(
Zkh
(
X l
)−1)
m−l = Kl
{
z˜l +Hllog∨G
(
X lµ−1k|k−1
)}
X l+1 = exp∧G
(
m−l
)
µk|k−1
A la convergence
µk|k = X l
Pk|k = Φl (Id−KlHlΦl)Pk|k−1ΦTl
3.5.6.2 Une généralisation de l’IEKF
Dans le cas spécifique où G, le groupe de Lie sur lequel évolue l’état X,
et G′, le groupe de Lie sur lequel évoluent les observations, sont des espaces
euclidiens, alors l’algorithme LG-IEKF se réduit à l’IEKF. Cette propriété vient
du fait que le modèle de propagation devient une fonction non linéaire de l’état
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Xk−1 avec un bruit additif, et l’équation d’observation prend la forme d’une
fonction non linéaire de l’état Xk avec un bruit additif.
L’étape de propagation d l’IEKF est identique à celle du LG-IEKF à cela
près que la matrice Fk du LG-IEKF est une dérivée utilisant la notion de
sous-groupe à un paramètre qui se réduit à une jacobienne classique si G est
un espace euclidien. Concernant la mise à jour, le LG-IEKF et l’IEKF sont
très proches. Nous observons cependant des matrices ΦG qui effectuent des
reparamétrisations de la covariance (voir paragraphe 1.2.2), en effet :
Pk|k = Φl (Id−KlHlΦl)Pk|k−1ΦTl
= ΦlPk|k−1ΦTl − ΦlPk|k−1ΦTl HTl
(
HlΦlPk|k−1ΦTl HTl +Qk
)−1
HlΦlPk|k−1ΦTl
= P repk|k−1 − P repk|k−1HTl
(
HlP
rep
k|k−1H
T
l +Qk
)−1
HlP
rep
k|k−1 (3.69)
où
P repk|k−1 = ΦlPk|k−1ΦTl
= ΦG
(
log∨G
(
µk|kµ−1k|k−1
))
Pk|k−1ΦG
(
log∨G
(
µk|kµ−1k|k−1
))T
(3.70)
correspond à la matrice de covariance issue de l’étape de propagation repara-
métrée par Φl afin qu’elle ait un sens (voir paragraphe 1.2.2.2) non plus vis à
vis de µk|k−1 mais de µk|k.
Remarquons également qu’au lieu d’un incrément additif (“+”), le LG-IEKF
utilise un incrément faisant intervenir “exp∧G”. De la même manière, au lieu
de considérer une erreur euclidienne (“−”), le LG-IEKF emploie l’application
“log∨G”. Concernant Hl, la même remarque que celle que nous avons faites
concernant Fk peut être effectuée.
En ce sens, le LG-IEKF peut donc être vu comme une généralisation de
l’IEKF.
3.5.6.3 Lien avec le D-LG-EKF
La mise à profit de l’approximation de Gauss-Laplace et du LG-GN nous a
permis de proposer l’étape de mise à jour du LG-IEKF qui raffine le point de
linéarisation au cours des itérations contrairement à l’étape de mise à jour du
D-LG-EKF qui n’effectue qu’une seule linéarisation.
En outre, le modèle de propagation que nous avons considéré pour le LG-
IEKF est plus générique que celui considéré pour le D-LG-EKF car la fonction
f permet de modéliser une plus grande diversité de modèles.
En ce sens, le LG-IEKF peut être vu comme une extension du D-LG-EKF.
Cependant, afin d’étudier rigoureusement l’intérêt des itérations lors de la
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mise à jour, nous introduisons un troisième algorithme que nous appelons LG-
EKF qui correspond exactement au LG-IEKF du point de vue de la propagation
mais qui n’effectue qu’une seule itération lors de la mise à jour.
3.5.6.4 Fenêtrage statistique
L’algorithme LG-IEKF que nous avons proposé repose sur un modèle d’ob-
servation où le bruit injecté est supposé blanc et gaussien. Cette hypothèse nous
a permis de développer un algorithme à la fois élégant et efficace. Cependant,
cette hypothèse rend le LG-IEKF peu robuste aux observations aberrantes, ce
qui est également le cas pour les filtres de Kalman sur espace euclidien. Afin
de rendre l’algorithme plus robuste, nous proposons d’effectuer un fenêtrage
statistique [Ramachandr 2000] avant l’étape de mise à jour, qui consiste à tester,
vis-à-vis de la distribution a posteriori courante de l’état, si l’observation reçue
est aberrante ou non. Si la donnée est classée comme aberrante, alors l’étape
de mise à jour n’est pas appliquée. Nous détaillons maintenant ce fenêtrage
statistique.
Une observation Zk n’est pas une donnée aberrante si :∥∥∥log∨G′ (Zkh (Xk)−1)∥∥∥2Qk < t (3.71)
où t est un seuil que nous allons définir. Cependant, la vraie valeur de l’état Xk
est inconnue puisque l’objectif du LG-IEKF est de l’estimer. Nous possédons
seulement une approximation de sa distribution a posteriori :
p (Xk|Z1, . . . , Zk−1) ≈ NRG
(
Xk;µk|k−1, Pk|k−1
)
(3.72)
C’est à dire :
Xk = exp∧G
(
k|k−1
)
µk|k−1 (3.73)
où k|k−1 ∼ NRp
(
;0p×1, Pk|k−1
)
. Ainsi, afin de décider si Zk est aberrant ou
non, nous proposons le test suivant :
∥∥∥∥log∨G′ (Zkh (µk|k−1)−1)∥∥∥∥2
Qerr
< t (3.74)
où
Qerr = E
((
Hk|k−1k|k−1 + wk
) (
Hk|k−1k|k−1 + wk
)T)
= Hk|k−1Pk|k−1HTk|k−1 +Qk (3.75)
En effet, en partant du modèle d’observation (3.29) et en négligeant les termes
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d’ordre 2 en wk et k|k−1, nous avons :
0 = log∨G′
(
Zkh (Xk)−1 exp∧G′ (−wk)
)
' log∨G′
(
Zkh
(
exp∧G
(
k|k−1
)
µk|k−1
)−1
exp∧G′ (−wk)
)
' log∨G′
(
Zkh
(
exp∧G
(
k|k−1
)
µk|k−1
)−1)− wk
' log∨G′
(
Zkh
(
µk|k−1
)−1)−Hk|k−1k|k−1 − wk (3.76)
où
Hk|k−1 = −
dlog∨G′
(
Zkh
(
exp∧G (s)µk|k−1
)−1)
ds
∣∣∣∣∣∣
s=0
(3.77)
Ainsi, sous l’hypothèse de distribution gaussienne concentrée, le LHS (3.74) suit
la loi du X 2 avec q degrés de liberté. Par conséquent, une manière de décider si
Zk est une donnée aberrante ou non est de définir le seuil t comme une valeur
p du χ2 (q) [Fisher 1949].
Remarquons cependant que puisque nous avons négligé les termes d’ordre
2, la valeur p théorique peut potentiellement être trop “stricte” en pratique.
3.5.7 Application du LG-IEKF au débruitage de trans-
formations relatives
Nous avons choisi d’appliquer le LG-IEKF au problème du débruitage de
transformations relatives qui consiste à estimer les transformations absolues à
partir de transformations relatives bruitées.
Un tel problème apparaît par exemple dans le cadre de l’alignement de
poses de caméra [Agrawal 2006]. Dans ce cas précis, une transformation est
une matrice du groupe de Lie des mouvements d’un solide rigide (SE(3)).
Les observations sont donc des transformations rigides entre deux poses de
caméra et les transformations absolues que nous souhaitons estimer sont les
transformations rigides entre la pose d’une caméra de référence et toutes les
autres poses de caméra.
Ici nous abordons le problème générique où une transformation est définie
comme un élément d’un groupe de Lie. Par conséquent, la solution que nous
proposons s’applique non seulement au problème précédemment exposé mais
également aux problèmes de la synchronisation de rotations (SO(3)) [Boumal
2013b], de la construction d’une mosaïque d’images (SL(3)) [Meidow 2011] ou
encore de l’alignement de reconstructions 3D partielles (Sim(3)) [Wachinger
2008].
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3.5.7.1 Problème et objectif
Nous souhaitons estimer les transformations absolues {XiR}i=1:N , où chaque
transformation absolue XiR ∈ G′ est définie comme la transformation entre un
référentiel global R et un référentiel i, G′ étant un groupe de Lie de dimension
q.
Nous considérons le cas où les bruits sur les transformations relatives
observées {Zij}1≤i<j≤N sont mutuellement indépendants. Chaque Zij ∈ G′
représente une transformation relative bruitée, entre un référentiel j et un
référentiel i, reliée au transformations absolues par le modèle suivant :
Zij = exp∧G′
(
biij
)
XiRX
−1
jR (3.78)
où biij ∼ NRq
(
biij;0q×1,Σiij
)
est un bruit blanc gaussien. Le problème considéré
est illustré graphiquement en figure 3.1a.
Remarquons que l’équation (3.78) est invariante à l’action à droite de G′.
C’est à dire, XiRY (XjRY )−1 = XiRX−1jR pour tout Y ∈ G′. Dans le contexte
de l’alignement de poses de caméra par exemple, cela traduit la symétrie
sous-jacente du problème, à savoir que le fait d’appliquer une rotation et une
translation aux poses absolues des caméras n’affecte en rien les poses relatives
observées.
3.5.7.2 Cas 1 : Estimation sans données aberrantes
Dans cette partie, nous traitons le cas “simple” où les observations ne
contiennent pas de données aberrantes.
État de l’art Divers travaux traitent du problème auquel nous nous intéres-
sons dans cette partie. Cependant, en général, ils ne prennent pas intrinsèque-
ment en compte la géométrie sous-jacente du groupe de Lie sur lequel évoluent
les paramètres et sont souvent adaptés à une application spécifique telle que :
— Débruitage d’orientations relatives (groupe de Lie SO(3), ou SU (2) qua-
ternion unitaire), également connu sous le nom de moyenne de rotation
multiples [Hartley 2013], ou encore synchronisation de rotations [Bou-
mal 2013a]. Dans [Govindu 2001] et [Martinec 2007], afin d’obtenir un
algorithme efficace requérant uniquement la résolution d’un grand sys-
tème linéaire, les contraintes associées à la structure du groupe de Lie
sont intentionnellement omises. [Fredriksso 2012] utilise une formulation
similaire à celle de [Govindu 2001], mais les contraintes associées au
groupe de Lie SU (2) sont prises en compte de manière extrinsèque par
le biais d’une approche basée sur la dualité Lagrangienne.
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(a) Illustration graphique du problème (b) LG-IEKF : Initialisation
(c) LG-IEKF : Première étape de propa-
gation
(d) LG-IEKF : Première étape de mise à
jour
Figure 3.1 – Illustration graphique du problème de débruitage de transfor-
mations relatives : les données en pointillés (Zij où j > i + 1) sont utilisées
comme observations durant l’étape de mise à jour du LG-IEKF alors que les
transformations observées entre deux référentiels temporellement consécutifs
(Z(i+1)i) sont utilisées dans l’étape de propagation du LG-IEKF.
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— Débruitage de transformations rigides relatives (groupe de Lie SE(3)),
également connu sous le nom d’alignement de poses de caméra. Dans
[Agrawal 2006], une transformation rigide est paramétrée par sa repré-
sentation vectorielle dans l’algèbre de Lie se (3) de SE(3) afin d’obtenir
un problème non-linéaire euclidien sans contrainte extérieure. Cependant,
cette paramétrisation crée des problèmes comme expliqué dans la partie
2.4.7.5. [Govindu 2004] propose un algorithme itératif qui peut être in-
terprété comme un Gauss-Newton intrinsèque sur groupe de Lie dédié
à SE(3). Néanmoins, le critère minimisé n’est pas invariant (que ce soit
par rapport à l’action à droite ou l’action à gauche du groupe de Lie
sur lui-même) alors que le modèle d’observation l’est. Nous verrons que
cette non prise en compte de la symmétrie du problème conduit à une
détérioration des résultats.
— Débruitage d’homographies relatives (groupe de Lie SL(3)), également
connu sous le nom de mosaïque d’images. Dans [Caballero 2007], un
EKF est proposé, prenant en compte la géométrie du groupe de Lie de
manière extrinsèque en effectuant une reprojection à chaque itération.
[Meidow 2011] propose un algorithme itératif basé sur une mise à jour des
paramètres utilisant l’exponentielle de matrice. Cependant, ils ne tirent
pas complètement partie de la structure du groupe de Lie SL(3). Afin
d’obtenir une solution efficace, [Khurd 2012] effectue une “relaxation” en
ignorant les contraintes associées à SL(3).
Obtention des équations du LG-IEKF Afin d’appliquer le LG-IEKF
au problème du débruitage de transformations relatives, nous distinguons les
transformations observées entre deux référentiels temporellement consécutifs
(Z(i+1) i pour i = 1...N − 1), que nous utilisons dans l’étape de propagation du
filtre, des autres transformations relatives observées que nous utilisons dans
l’étape de mise à jour du filtre. Nous spécifions maintenant les modèles de
propagation et d’observation puis calculons les expressions de Fk et Hl (voir
Alg.3.2).
Propagation L’état que nous cherchons à estimer contient les transfor-
mations absolues. Lors de l’initialisation, l’état contient les deux premières
transformations absolues X1R et X2R. L’étape de propagation consiste à aug-
menter l’état avec la dernière transformation absolue XkR déjà présente dans
l’état (X2R lors de la première étape de propagation) et à la propager en
utilisant la transformation observée Z(k+1) k. Cela revient à considérer le modèle
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de propagation suivant :
Xk = exp∧Gk
 wk
0
 Z(k+1) k (Xk−1)kR
Xk−1

= exp∧Gk
 wk
0
 Z(k+1) k 0
0 Idpk−1
 (Xk−1)kR 0
0 Xk−1
 (3.79)
où wk = bk+1(k+1)k.
Remarquons que dans notre modèle, le groupe de Lie sur lequel évoluent
les paramètres change à chaque propagation car l’état augmente contrairement
à (3.27), c’est à dire qu’à l’instant k, le groupe de Lie des paramètres Gk
(de dimension pk) a la forme suivante : Gk = G × G × · · · × G, i.e k + 1
produits directs de G. En pratique, le fait que le groupe de Lie évolue à chaque
propagation ne change rien vis à vis de l’applicabilité du LG-IEKF.
Afin d’appliquer la propagation du LG-IEKF, il faut calculer l’expression
de Fk (3.39) :
log∨Gk
(
f
(
µk−1|k−1
)
f
(
exp∧Gk−1 (s)µk−1|k−1
)−1)
= log∨Gk
 Z(k+1) k 0
0 Idpk−1
 (µk−1|k−1)kR 0
0 µk−1|k−1
 (3.80)
 Z(k+1) k 0
0 Idpk−1
exp∧Gk
 δkR
δ
(µk−1|k−1)kR 0
0 µk−1|k−1
−1

= log∨Gk
 Z(k+1) k 0
0 Idpk−1
exp∧Gk
−
 0 Idq 0
Idpk−1
 δ
 Z−1(k+1) k 0
0 Idpk−1

= −
AdG′ (Z(k+1) k) 0
0 Idpk−1
  0 Idq 0
Idpk−1
 δ (3.81)
Ainsi
Fk =
 AdG′ (Z(k+1) k) 0
0 Idpk−1
 0 Idq 0
Idpk−1
 (3.82)
Mise à jour Le modèle de mise à jour que nous considérons correspond
à (3.78), c’est à dire :
Zij = exp∧G′
(
biij
)
(Xk)iR (Xk)
−1
jR (3.83)
où biij ∼ NRq
(
0q×1,Σiij
)
est un bruit blanc gaussien.
Afin d’appliquer la mise à jour du LG-IEKF, il faut calculer l’expression de
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Hl (3.53) :
log∨G′
(
Zijexp∧G′ (δjR)XjRX−1iR exp∧G′ (−δiR)
)
= log∨G′
(
ZijXjRX
−1
iR exp∧G′
(
AdG′
(
XiRX
−1
jR
)
δjR
)
exp∧G′ (−δiR)
)
' log∨G′
(
ZijXjRX
−1
iR
)
− δiR + AdG′
(
XiRX
−1
jR
)
δjR (3.84)
Ainsi
Hl =
[
0 Idq 0 −AdG′
(
X liR
(
X ljR
)−1)
0
]
(3.85)
Une illustration graphique des étapes de propagation et mise à jour sont
présentées en figure 3.1.
Dans notre implémentation, ϕl et Φl sont approchés par la matrice identité.
Remarquons également que le fait que le modèle d’observation soit invariant
vis à vis de l’action du groupe sur lui-même induit que la matrice de covariance
de l’état est dégénérée, c’est à dire que ses p plus petites valeurs propres sont
nulles. En pratique, cela ne créé pas d’instabilité numérique car dans ce cas, il
est possible de montrer que lors de l’étape de mise à jour, la correction apportée
par le LG-IEKF se fait de manière orthogonale au directions dégénérées.
Résultats sur données simulées pour un problème d’alignement de
poses de caméra Nous avons choisi de comparer le LG-IEKF aux algo-
rithmes de l’état de l’art sur un problème d’alignement de poses de caméra.
Nous considérons 6 algorithmes différents :
— “Chaîne” : simple composition des transformations observées entre deux
référentiels temporellement consécutifs
— “Euc-GN-LieAlg” : algorithme proposé dans [Agrawal 2006] (Agrawal et
al.)
— “LG-GN-Non-Invariant” : algorithme proposé dans [Govindu 2004] (Go-
vindu)
— “LG-GN” : algorithme LG-GN présenté dans la partie 3.4 où l’on minimise
∑
i,j
∥∥∥log∨G′ (ZijXjRX−1iR )∥∥∥2Σiij (3.86)
— “LG-IEKF” : algorithme LG-IEKF Alg.3.2
— “LG-EKF” : algorithme LG-IEKF Alg.3.2 où une seule itération lors de
l’étape de mise à jour est effectuée
Nous simulons des trajectoires circulaires (voir Fig.3.3) comportant N poses
de caméra. Les transformations relatives bruitées sont obtenues en utilisant le
modèle génératif (3.78).
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Figure 3.2 – Temps de calcul et erreur résiduelle en fonction du nombre de
transformations absolues à estimer (N). Le nombre de transformations relatives
observées est fixé à N + n (pour cette expérience n = 30).
Afin de ne pas avantager le LG-IEKF par rapport aux autres algorithmes
([Govindu 2004], [Agrawal 2006] et LG-GN), ces derniers sont employés de
manière incrémentale sur les données, ce qui permet de guider l’estimation et
réduit les chances de tomber dans un mauvais minimum local.
Tous les algorithmes ont été codés en Matlab et testés sur la configuration
suivante : core I5 4x2.27GHz, 4GB, Linux 64 bits.
Finalement, afin de comparer les résultats obtenus à la trajectoire simulée
de la caméra, nous devons aligner les estimés des poses des caméras avec les
vraies poses simulées. Pour cela, nous employons un LG-GN dans le but de
minimiser la somme des erreurs suivantes :∥∥∥log∨SE(3) (µiRXRRTrueX−1iRTrue)∥∥∥2 (3.87)
L’erreur finale obtenue à l’issue de ce LG-GN pour chaque méthode ainsi que
les temps de calculs sont présentés en figure 3.2.
Les résultats montrent que le LG-IEKF produit des résultats sensiblement
meilleurs que ceux des algorithmes de l’état de l’art [Agrawal 2006] et [Govindu
2004].
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En effet, la paramétrisation choisie dans [Agrawal 2006] crée des minima
locaux alors que l’approche de [Govindu 2004] qui ne tire pas complètement
partie de la géométrie du problème (l’erreur considérée n’étant pas invariante)
tombe fréquemment dans un mauvais minimum local.
Comme nous nous y attendions, le LG-GN qui conserve toutes les données
au cours du temps produit des performances légèrement meilleures que le
LG-IEKF qui “résume” l’information passée par une distribution normale
concentrée à chaque pas de temps. Cependant, le LG-IEKF a un temps de
calcul très inférieur à celui du LG-GN.
Finalement, le fait de ne pas itérer l’étape de mise à jour (LG-EKF) dégrade
légèrement les performances mais permet à nouveau un gain en termes de temps
de calcul.
3.5.7.3 Cas 2 : Estimation en présence de données aberrantes
Nous considérons maintenant le cas où les observations contiennent des
données aberrantes et comparons les performances du LG-IEKF, muni du
fenêtrage statistique avant chaque étape de mise à jour, aux algorithmes de
l’état de l’art capables de prendre en compte la présence de données aberrantes.
Comme nous le verrons dans les différentes expériences, les données aber-
rantes proviennent le plus souvent de structures identiques apparaissant plu-
sieurs fois dans l’environnement [Roberts 2011].
État de l’art Plusieurs approches dédiées au débruitage de rotations relatives
en présence de données aberrantes ont été proposées. Ce problème est appelé
synchronisation de rotations par la communauté mathématique et les solutions
proposées consistent souvent à minimiser un critère.
Dans [Bandeira 2012] et [Singer 2011], des relaxations spectrales du problème
sont proposées alors que [Boumal 2013b] utilise le résultat de ces approches
comme initialisation pour un algorithme d’optimisation de type région de
confiance du deuxième ordre sur variété Riemannienne.
[Wang 2013] présente un algorithme capable de retrouver exactement les
rotations absolues, lorsqu’une partie des observations ne sont pas bruitées.
Cet algorithme obtient de meilleures performances que [Singer 2011]. Dans
[Hartley 2011] et [Chatterjee 2013], deux approches itératives robustes visant à
minimiser des critères basés respectivement sur la norme L1 et la norme L1-L2
sont proposés. Cependant, les fonctions minimisées possèdent plusieurs minima
locaux et nécessitent donc une “bonne” initialisation.
Finalement, [Crandall 2011] propose une discrétisation de SO(3) et applique
un algorithme de type “Loopy Belief Propagation” (LBP).
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Les travaux de [Enqvist 2011], [Jiang ] et [Moulon 2013] traitent également
du problème de débruitage de rotations relatives. Cependant, ces approches
sont spécifiquement dédiées à la topologie de SO(3) et leur généralisation à
d’autres groupes de Lie n’est pas directe.
A notre connaissance, une seule approche [Roberts 2011], permettant de
traiter du problème générique du débruitage de transformations relatives en
présence de données aberrantes, a été développée. Il s’agit d’un algorithme de
type “Espérance Maximisation” (EM) où des variables cachées, permettant de
classifier chaque donnée comme aberrante ou non, sont introduites.
Obtention des équations du LG-IEKF Afin d’appliquer le LG-IEKF,
nous faisons l’hypothèse que les transformations observées entre deux référentiels
temporellement consécutifs (Z(i+1) i pour i = 1...N − 1) ne contiennent pas de
données aberrantes.
Cette hypothèse peut paraître restrictive. Cependant, pour une séquence
d’images par exemple, elle est généralement vérifiée (voir partie 3.5.7.3 et
3.5.7.3).
Le LG-IEKF que nous employons dans cette partie est le même que celui
utilisé dans la partie 3.5.7.2. Néanmoins, cette fois, nous effectuons un fenêtrage
statistique, avec un seuil ayant une valeur égale à 99.9% de la p-valeur du X 2,
avant chaque étape de mise à jour pour supprimer les données aberrantes.
Résultats sur données simulées pour un problème d’alignement de
poses de caméra Nous comparons maintenant les performances du LG-
IEKF (avec fenêtrage statistique) par rapport à celles des deux algorithmes de
l’état de l’art [Roberts 2011] et [Chatterjee 2013] sur un problème d’alignement
de poses de caméra (groupe de Lie SE(3)).
L’approche de [Chatterjee 2013] est dédiée à SO(3) mais son extension à
SE(3) est directe.
Nous simulons des trajectoires circulaires (voir Fig.3.3) comportant N poses
de caméra. Chaque pose XiRTrue possède également un horodatage ti qui nous
permet de générer les observations de la façon suivante :
Tout d’abord, une observation peut être soit une donnée aberrante soit
une donnée non aberrante (sauf dans le cas où les deux référentiels sont
temporellement consécutifs auquel cas, par hypothèse, elle est obligatoirement
non aberrante). Nous modélisons la probabilité qu’une observation ne soit pas
aberrante comme :
P (Zij non aberrant) = exp (−λ |ti − tj|) (3.88)
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où λ est un paramètre à fixer. Ce modèle signifie simplement qu’un grand écart
temporel augmente la chance de produire une donnée aberrante. Après avoir
tiré la classe d’une observation (aberrante ou non), nous tirons un échantillon
selon l’équation (3.78) pour une donnée non aberrante alors que la distribution
d’une donnée aberrante est modélisée par une distribution normale concentrée
sur groupe de Lie centrée avec une grande covariance.
Dans la figure 3.4, nous comparons les résultats du LG-IEKF (avec fenêtrage
statistique) aux approches robustes de [Chatterjee 2013] et l’algorithme EM de
[Roberts 2011].
Les algorithmes [Chatterjee 2013] et [Roberts 2011] sont initialisés en
composant les transformations relatives temporellement consécutives comme
proposé dans leurs articles. Les paramètres de ces algorithmes ont été optimisés
à la main, mais les résultats obtenus étaient en pratique peu sensible aux
changements de ces paramètres.
Comme dans la partie 3.5.7.2, afin d’aligner les résultats avec la vérité
terrain, nous utilisons un LG-GN. Les erreurs résiduelles obtenues pour chaque
approche sont présentées en figure 3.4.
Nous pouvons voir que le LG-IEKF produit à la fois de meilleurs résultats
que [Chatterjee 2013] et que [Roberts 2011].
En effet, l’approche de [Chatterjee 2013] est basée sur une norme L1-L2 qui
permet de réduire l’influence des données aberrantes. Cependant, le problème
minimisé possède des minima locaux et l’algorithme reste régulièrement bloqué
dans un “mauvais” minimum local.
L’approche de [Roberts 2011] introduit des variables cachées permettant de
classifier chaque observation comme une donnée aberrante ou non. Cependant,
la classification obtenue à l’initialisation de l’algorithme est difficile à modifier
au cours des itérations car, dans ce formalisme, l’étape E de l’EM ne prend pas
en compte les erreurs d’estimation qui sont uniquement négligeables lorsque
N est petit. Par conséquent, beaucoup de données non aberrantes restent
classifiées comme aberrantes.
Contrairement à ces approches, notre algorithme classifie les observations
de manière incrémentale tout en prenant en compte les erreurs d’estimation
par le biais de la matrice de covariance qui est également estimée.
Un exemple de résultat obtenu avec les trois différentes approches est
présenté en figure 3.3.
Résultats sur données réelles pour un problème d’alignement de mo-
dèles 3D partiels Nous comparons maintenant les performances du LG-
IEKF (avec fenêtrage statistique) par rapport à celles des deux algorithmes de
l’état de l’art [Roberts 2011] et [Chatterjee 2013] sur un problème d’alignement
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(a) Trajectoire simulée (b) Résultat pour [Chatterjee 2013]
(c) Résultat pour [Roberts 2011] (d) LG-IEKF
Figure 3.3 – Exemple de résultat pour un problème d’alignement de poses de
caméra. Un cône représente la pose d’une caméra, une ligne noire indique la
présence d’une observation non aberrante entre deux poses alors qu’une ligne
grise en pointillés indique la présence d’une observation aberrante entre les
deux poses.
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Figure 3.4 – Erreurs résiduelles en fonction du nombre de transformations
absolues à estimer (N) pour lequel λ = 110 et le nombre de transformations
relatives observées est fixé à 5N + n avec n = 60.
de modèles 3D partiels (groupe de Lie Sim(3)). Les conditions de l’expérience
sont les suivantes : la caméra évolue autour de deux objets identiques qui sont
dupliqués dans l’environnement. L’objectif ici est d’estimer la trajectoire de la
caméra le plus précisément possible.
Afin d’estimer la trajectoire, nous commençons par couper la vidéo en
morceaux avec un facteur de recouvrement 1/2. Pour chaque morceau, nous
utilisons un algorithme de SLAM similaire à [Klein 2007] qui estime un nuage
de points 3D ainsi que les poses des caméras. Ensuite, pour chaque paire de
nuages de points 3D, nous estimons une similitude 3D avec un algorithme de
RANSAC suivi d’un LG-GN ce qui fournit une transformation relative que
nous allons utiliser comme observation dans le LG-IEKF. La covariance de
l’observation est obtenue en effectuant une approximation de Gauss-Laplace.
La difficulté du problème provient du fait que deux objets identiques sont
présents dans la scène. Par conséquent, à chaque fois que nous essayons d’aligner
le nuage de points représentant une partie d’un objet avec un nuage de points
représentant l’autre objet, cet alignement semble valide ce qui produit une
donnée aberrante.
Une fois les transformations absolues estimées, il s’agit d’aligner les différents
morceaux de trajectoire issus de l’algorithme de SLAM pour obtenir une
trajectoire globale.
Dans le but de comparer les résultats quantitativement, nous avons manuel-
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lement annoté chaque observation comme étant une donnée aberrante ou non.
Afin de juger de la qualité de la reconstruction, nous avons fait en sorte que la
pose de la caméra soit la même au début et à la fin de la vidéo.
Dans la figure 3.5, nous comparons les résultats obtenus avec les trois
approches différentes.
D’un côté, nous remarquons qu’à la fois [Roberts 2011] et [Chatterjee 2013]
n’ont pas été capables d’estimer correctement les transformations globales
car, pour ces deux méthodes, la première et la dernière pose sont loin d’être
superposées. De plus, nous pouvons voir que l’approche de [Roberts 2011] a
classifié de nombreuses données non aberrantes comme aberrantes. D’un autre
côté, le LG-IEKF muni du fenêtrage statistique a parfaitement classifié les
données aberrantes et les données non aberrantes (voir Fig.3.5e). De plus, la
première et la dernière caméra sont presque parfaitement superposées.
Résultats sur données réelles pour un problème de mosaïque d’images
Nous comparons maintenant les performances du LG-IEKF (avec fenêtrage
statistique) par rapport à celles des deux algorithmes de l’état de l’art [Roberts
2011] et [Chatterjee 2013] sur un problème de mosaïque d’images (groupe de
Lie SL(3)).
Pour cela, nous avons pris 53 photos de feuilles de papier étalées sur
le sol formant un carré (voir Fig.3.6a) avec un smartphone. Ensuite nous
avons détecté et apparié des points d’intérêt et calculé une homographie entre
toutes les paires d’images à l’aide d’un algorithme de RANSAC suivi d’un
LG-GN ce qui nous donne des transformations relatives que nous allons utiliser
comme observations dans notre LG-IEKF. Les covariances des observations sont
obtenues en effectuant une approximation de Gauss-Laplace. Certaines feuilles
de papier sont dupliquées ce qui donne lieu à de nombreuses transformations
relatives aberrantes. Pour ce jeu de données, il y a 65% de données aberrantes
(voir Fig.3.6b).
Remarquons que pour ce jeu de données, la transformation relative entre
l’image 43 et l’image 44 n’est pas disponible. A la place, nous utilisons la trans-
formation relative entre l’image 43 et l’image 45 lors de l’étape de propagation
du LG-IEKF.
Dans la figure 3.6, nous comparons les résultats obtenus avec les trois
approches différentes.
D’un côté, l’approche de [Roberts 2011] classifie à nouveau de nombreuses
données non aberrantes comme aberrantes puisque les erreurs d’estimation
de sont pas prises en compte lors de l’étape E de l’EM. Par conséquent, les
transformations absolues sont mal estimées (voir Fig.3.6c).
D’un autre côté, le LG-IEKF muni du fenêtrage statistique a parfaitement
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(a) Exemple d’images de la séquence vidéo. La pose de la caméra au début et à la
fin de la vidéo est la même.
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(b) Vérité terrain : matrice de classification
des données aberrantes annotée manuellement
(c) [Chatterjee 2013] : trajectoire estimée
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(d) [Roberts 2011] : (gauche) matrice de classification des données aberrantes, (droite)
trajectoire estimée
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(e) LG-IEKF : (gauche) matrice de classification des données aberrantes, (droite) trajectoire
estimée
Figure 3.5 – Résultats pour le problème d’alignement de modèles 3D partiels :
dans une matrice de classification des données aberrantes, un pixel blanc
indique une donnée non aberrante, un pixel gris indique une donnée aberrante
et un pixel noir indique qu’il n’y a pas d’observation. Concernant la trajectoire
estimée de la caméra, la pose de la caméra pour 1ère image de la vidéo est
représentée par un cône rouge foncé, alors que la dernière est représentée par
un cône rouge clair. Dans la trajectoire réelle, la pose de la caméra au début et
à la fin de la vidéo est la même. En pratique, la première et la dernière pose
estimée devraient donc parfaitement se superposer.
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(a) Exemples d’images à partir desquelles nous voulons créer la mosaïque
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(b) Vérité terrain : (gauche) matrice de classification des données aberrantes annotée
manuellement, (droite) vue de dessus de la scène
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(c) [Roberts 2011] : (gauche) matrice de classification des données aberrantes, (droite)
mosaïque
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(d) LG-IEKF : (gauche) matrice de classification des données aberrantes, (droite)
mosaïque
Figure 3.6 – Résultats pour le problème de mosaïque d’images : dans une
matrice de classification des données aberrantes, un pixel blanc indique une
donnée non aberrante, un pixel gris indique une donnée aberrante et un pixel
noir indique simplement qu’il n’y a pas d’observation.
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classifié les données aberrantes et les données non aberrantes et produit une
mosaïque visuellement très proche de la vérité terrain (voir Fig.3.6d).
L’approche de [Chatterjee 2013] n’a pas pu être employée sur ce problème
pour cause d’instabilité numérique.
3.6 Lisseur de Rauch–Tung–Striebel
Le lisseur de Rauch–Tung–Striebel est considéré comme une méthode de
référence dans le domaine de l’estimation non linéaire de paramètres euclidiens
à partir d’observations elles-mêmes euclidiennes. Ce lisseur est construit sur la
sortie d’un filtre de Kalman, c’est à dire qu’il permet de corriger les estimés issus
du filtre de Kalman en incluant l’information contenue dans les observations
venant du futur.
Ainsi, pour appliquer ce lisseur, il faut tout d’abord parcourir les données
dans le sens “direct”, c’est à dire de l’instant k = 1 à l’instant k = T (où T est
la durée de la fenêtre d’observation), en leur appliquant un filtre de Kalman.
Le lisseur, qui fonctionne à rebours, c’est à dire de l’instant k = T à l’instant
k = 1, peut alors être appliqué. Par conséquent, à l’issue du lisseur, l’estimé
de l’état au temps k ne tient pas seulement compte des observations passées
z1,...,zk mais de toutes les observations contenues dans la fenêtre d’observation
z1,...,zT .
Dans ce sous-chapitre, nous proposons d’étendre cette approche au cas
où l’état et les observations évoluent sur des groupes de Lie, en utilisant les
outils présentés dans les sous-chapitres précédents, à savoir l’approximation
de Gauss-Laplace intrinsèque et l’algorithme d’optimisation de Gauss-Newton
intrinsèque.
3.6.1 Rappels sur le lisseur de Rauch–Tung–Striebel sur
espace euclidien
Le lisseur de Kalman étendu, également connu sous le nom de lisseur de
Rauch–Tung–Striebel étendu (RTS) [Särkkä 2013] est un lisseur dédié aux
systèmes non linéaires. L’objectif de ce lisseur est de récursivement approcher
la distribution a posteriori p (xk|z1, . . . , zT ), par une distribution normale mul-
tivariée, où xk ∈ Rp est l’état que nous souhaitons estimer à l’instant k et
zl ∈ Rq est l’observation disponible à l’instant l. Pour ce faire, la forme des
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distributions suivante est supposée :
p (xk+1, xk|z1:T ) = NR2p
 xk+1
xk
 ;
 µk+1|k
µk|k
 ,
 Pk+1|k = Rk + FkPk|kF Tk FkPk|k
Pk|kF Tk Pk|k

(3.89)
p (xk+1|z1:k) = NRp
(
xk+1;µk+1|k, Pk+1|k = Rk + FkPk|kF Tk
)
(3.90)
qui correspondent à la sortie de l’étape de propagation de l’IEKF (ou de l’EKF)
respectivement avant et après marginalisation. Nous supposons également
connaître la sortie du lisseur à l’instant k + 1 (le lisseur marche à rebours, c’est
à dire qu’il part de l’instant T pour arriver à l’instant 1) :
p (xk+1|z1:T ) = NRp
(
xk+1;µk+1|T , Pk+1|T
)
(3.91)
Par conséquent, à l’instant k = T − 1, le lisseur utilise la sortie de l’étape de
mise à jour de l’IEKF (ou de l’EKF) qui a la forme :
p (xT |z1:T ) = NRp
(
xT ;µT |T , PT |T
)
(3.92)
Le Lisseur RTS étant fondé sur la sortie d’un filtre de Kalman, il suppose les
mêmes modèles de propagation et de mise à jour que ce dernier (voir paragraphe
3.5.1).
Alors que la manière classique d’obtenir les équations du RTS est de li-
néariser le modèle de propagation [Särkkä 2013], il est possible d’utiliser une
approximation de Gauss-Laplace en se fondant sur les propriétés de Markov du
modèle :
p (xk+1, xk|z1:T ) = p (xk|xk+1, z1:T ) p (xk+1|z1:T )
= p (xk|xk+1, z1:k) p (xk+1|z1:T )
= p (xk+1, xk|z1:k)
p (xk+1|z1:k) p (xk+1|z1:T ) (3.93)
Ainsi en utilisant un algorithme de Gauss-Newton pour trouver le mode de
(3.93), suivi d’une approximation de Gauss-Laplace pour la covariance et d’une
marginalisation de xk+1, il est possible d’aboutir aux expressions du lisseur.
3.6.1.1 Algorithme RTS
L’algorithme RTS est présenté ci-après :
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Algorithme 3.3 RTS
Entrée : µk|k, Pk|k ,µk+1|k, Pk+1|k ,µk+1|T , Pk+1|T
Sortie : µk|T , Pk|T
Lk = Pk|kF Tk P
−1
k+1|k
µk|T = µk|k +
(
Lk
(
µk+1|T − µk+1|k
))
Pk|T = Pk|k + Lk
(
Pk+1|T − Pk+1|k
)
LTk
Cet algorithme, qui est considéré comme une méthode de référence dans
le domaine de l’estimation non linéaire, est restreint au cas où l’état et les
observations évoluent sur des espaces euclidiens. Dans la suite de ce paragraphe,
nous proposons d’étendre cette approche au cas où l’état et les observations
évoluent sur des groupes de Lie.
3.6.2 Modèle proposé
Afin de généraliser le lisseur RTS aux groupes de Lie, il convient de généra-
liser les hypothèses du lisseur euclidien afin de prendre en compte le fait que
l’état évolue sur un groupe de Lie.
Ainsi, nous proposons d’approcher récursivement la distribution a posteriori
p (Xk+1, Xk|Z1:T ), non plus par une distribution normale multivariée, mais par
une distribution normale concentrée sur groupe de Lie, où Xk ∈ G est l’état
que nous souhaitons estimer à l’instant k et Zl ∈ G′ est l’observation disponible
à l’instant l.
De plus, au lieu d’être fondée sur la sortie d’un filtre de Kalman euclidien
(IEKF ou EKF), le lisseur que nous développons utilise la sortie du LG-IEKF
(ou du LG-EKF) présenté dans la première partie de ce chapitre.
Les propriétés de Markov sont les mêmes que pour le LG-IEKF (voir para-
graphe 3.5.2), à savoir un modèle markovien sur l’état Xk ∈ G, l’observation Zk
dépend uniquement de l’état courant Xk et est conditionnellement indépendante
des autres états sachant l’état Xk. Ainsi, nous avons :
p (Xk+1, Xk|Z1:T ) = p (Xk|Xk+1, Z1:T ) p (Xk+1|Z1:T )
= p (Xk|Xk+1, Z1:k) p (Xk+1|Z1:T )
= p (Xk+1, Xk|Z1:k)
p (Xk+1|Z1:k) p (Xk+1|Z1:T ) (3.94)
Nous supposons que les trois distributions qui interviennent dans (3.94) ont la
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forme suivante :
p (Xk+1, Xk|Z1:k) = NRG×G
 Xk+1
Xk
 ;
 µk+1|k
µk|k
 ,
 Pk+1|k FkPk|k
Pk|kF Tk Pk|k

(3.95)
p (Xk+1|Z1:k) = NRG
(
Xk+1;µk+1|k, Pk+1|k = Rk + FkPk|kF Tk
)
(3.96)
Ces deux premières distributions correspondent à la sortie de l’étape de propaga-
tion du LG-IEKF (ou LG-EKF) respectivement avant et après marginalisation.
Nous supposons également connaître la sortie du lisseur à l’instant k + 1 (le
lisseur marche à rebours, c’est à dire qu’il part de l’instant T pour arriver à
l’instant 1) :
p (Xk+1|Z1:T ) = NRG
(
Xk+1;µk+1|T , Pk+1|T
)
(3.97)
3.6.3 Solution proposée
Nous proposons d’ajuster une distribution normale concentrée sur groupe
de Lie sur la densité de probabilité (3.94) à l’aide d’une approximation de
Gauss-Laplace intrinsèque, suivi d’une marginalisation de Xk+1 (voir annexe A).
Sous l’hypothèse de Gaussienne concentrée, l’opposé du logarithme de (3.94)
est :
l (Xk+1, Xk) =
∥∥∥∥∥∥
 log∨G (Xk+1µ−1k+1|k)
log∨G
(
Xkµ
−1
k|k
) ∥∥∥∥∥∥
2 Pk+1|k FkPk|k
Pk|kF Tk Pk|k

−
∥∥∥log∨G (Xk+1µ−1k+1|k)∥∥∥2Pk+1|k +
∥∥∥log∨G (Xk+1µ−1k+1|T)∥∥∥2Pk+1|T (3.98)
=
∥∥∥∥∥∥∥∥∥∥∥∥

log∨G
(
Xk+1µ
−1
k+1|k
)
log∨G
(
Xkµ
−1
k|k
)
log∨G
(
Xk+1µ
−1
k+1|k
)
log∨G
(
Xk+1µ
−1
k+1|T
)

∥∥∥∥∥∥∥∥∥∥∥∥
2
E
(3.99)
où
E =

Pk+1|k FkPk|k 0 0
Pk|kF Tk Pk|k 0 0
0 0 −Pk+1|k 0
0 0 0 Pk+1|T
 (3.100)
Afin de trouver
{
Xˆk+1, Xˆk
}
= argmin
Xk+1,Xk
{l (Xk+1, Xk)}, nous proposons d’ap-
pliquer un LG-GN.
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3.6.4 Application du LG-GN
Nous commençons par linéariser le terme à l’intérieur de la norme de (3.99)
en X lk = X0k et X lk+1 = X0k+1. Nous verrons par la suite, qu’il convient de
prendre pour valeurs initiales X0k = µk|k et X0k+1 = µk+1|T .
Pour cela, nous définissons :
δl,kk+1 = log∨G
(
X lk+1µ
−1
k+1|k
)
(3.101)
δl,kk = log∨G
(
X lkµ
−1
k|k
)
(3.102)
δl,Tk+1 = log∨G
(
X lk+1µ
−1
k+1|T
)
(3.103)
En utilisant (1.33) nous obtenons :
log∨G
(
exp∧G
(
δ
l+1/l
k+1
)
X lk+1µ
−1
k+1|k
)
' δl,kk+1 + ϕG
(
δl,kk+1
)
δ
l+1/l
k+1 (3.104)
log∨G
(
exp∧G
(
δ
l+1/l
k
)
X lkµ
−1
k+1|k
)
' δl,kk + ϕG
(
δl,kk
)
δ
l+1/l
k (3.105)
log∨G
(
exp∧G
(
δ
l+1/l
k+1
)
X lk+1µ
−1
k+1|T
)
' δl,Tk+1 + ϕG
(
δl,Tk+1
)
δ
l+1/l
k+1 (3.106)
Le nouveau problème que nous cherchons à résoudre s’écrit alors :
∥∥∥∥∥∥∥∥∥∥∥∥
δl,kk+1 + ϕG
(
δl,kk+1
)
δ
l+1/l
k+1
δl,kk + ϕG
(
δl,kk
)
δ
l+1/l
k
δl,kk+1 + ϕG
(
δl,kk+1
)
δ
l+1/l
k+1
δl,Tk+1 + ϕG
(
δl,Tk+1
)
δ
l+1/l
k+1
∥∥∥∥∥∥∥∥∥∥∥∥
2
E
=
∥∥∥∥∥∥el + Jl
 δl+1/lk+1
δ
l+1/l
k
∥∥∥∥∥∥
2
E
(3.107)
où
Jl =

ϕG
(
δl,kk+1
)
0
0 ϕG
(
δl,kk
)
ϕG
(
δl,kk+1
)
0
ϕG
(
δl,Tk+1
)
0
 =

M 0
0 S
M 0
L 0
 (3.108)
avecM = ϕG
(
δl,kk+1
)
, S = ϕG
(
δl,kk
)
, L = ϕG
(
δl,Tk+1
)
et
el =

δl,kk+1
δl,kk
δl,kk+1
δl,Tk+1
 (3.109)
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La solution de (3.107) s’écrit alors : δl+1/lk+1
δ
l+1/l
k
 = − (JTl E−1Jl)−1 JTl E−1el (3.110)
où
E−1 =

R−1k −R−1k Fk
−F Tk R−1k F Tk R−1k Fk + P−1k|k
−P−1k+1|k
P−1k+1|T
 (3.111)
Nous allons maintenant chercher à expliciter le calcul de (3.110). Pour cela,
nous allons commencer par calculer le terme
(
JTl E
−1Jl
)−1
ainsi que le terme
JTl E
−1el. Nous montrerons ensuite comment calculer l’incrément δl+1/lk+1 puis
l’incrément δl+1/lk .
3.6.4.1 Calcul de
(
JTl E
−1Jl
)−1
Calculons l’inverse de chaque bloc de
(
JTl E
−1Jl
)−1
:
(
JTl E
−1Jl
)−1
=
 MT (R−1k − P−1k+1|k)M+ LTP−1k+1|TL −MTR−1k FkS
−STF Tk R−1k M ST
(
F Tk R
−1
k Fk + P−1k|k
)
S
−1
(3.112)
Il est possible de montrer que (voir annexe G.6) :
(
JTl E
−1Jl
)−1
= L−1Pk+1|TL−T L−1Pk+1|TL−TMTLTk S−T
S−1LkML−1Pk+1|TL−T S−1
(
Pk|k + Lk
(
ML−1Pk+1|TL−TMT − Pk+1|k
)
LTk
)
S−T

(3.113)
où
Lk = Pk|kF Tk P−1k+1|k (3.114)
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3.6.4.2 Calcul de JTl E−1el
D’après (3.108) et (3.111) :
JTl E
−1el =
 MTR−1k −MTR−1k Fk −MTP−1k+1|k LTP−1k+1|T
−STF Tk R−1k ST
(
F Tk R
−1
k Fk + P−1k|k
)
0 0


δl,kk+1
δl,kk
δl,kk+1
δl,Tk+1

=
 MT (R−1k − P−1k+1|k) δl,kk+1 −MTR−1k Fkδl,kk + LTP−1k+1|T δl,Tk+1
−STF Tk R−1k δl,kk+1 + ST
(
F Tk R
−1
k Fk + P−1k|k
)
δl,kk
 (3.115)
3.6.4.3 Calcul de δl+1/lk+1
Supposons que X lk+1 = µk+1|T , alors d’après (3.103) δ
l,T
k+1 = 0 et L = Id.
En utilisant (3.110), (3.113) et (3.115), nous obtenons alors :
δ
l+1/l
k+1 = −Pk+1|T
(
MT
(
R−1k − P−1k+1|k
)
δl,kk+1 −MTR−1k Fkδl,kk
)
− Pk+1|TMTLTk S−TST
(
−F Tk R−1k δl,kk+1 +
(
F Tk R
−1
k Fk + P−1k|k
)
δl,kk
)
= −Pk+1|T
(
MT
(
R−1k − P−1k+1|k
)
δl,kk+1 −MTR−1k Fkδl,kk
)
− Pk+1|TMTLTk
(
−F Tk R−1k δl,kk+1 +
(
F Tk R
−1
k Fk + P−1k|k
)
δl,kk
)
(3.116)
En réunissant les termes communs, nous avons :
δ
l+1/l
k+1 = −Pk+1|TMT
(((
R−1k − P−1k+1|k
)
− LTkF Tk R−1k
)
δl,kk+1
+
(
−R−1k Fk + LTk
(
F Tk R
−1
k Fk + P−1k|k
))
δl,kk
)
(3.117)
D’après (G.12) le terme en δl,kk+1 est nul. Et d’après (G.16) le terme en δ
l,k
k est
nul aussi. Donc en initialisant X0k+1 = µk+1|T , nous avons montré que :
δ
l+1/l
k+1 = 0 (3.118)
pour tout l. Par conséquent : δl,Tk+1 = 0 et L = Id.
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3.6.4.4 Calcul de δl+1/lk
En utilisant (3.110), (3.113) et (3.115), et le fait que δl,Tk+1 = 0 et L = Id,
nous obtenons :
δ
l+1/l
k = −S−1
(
LkMPk+1|TMT
(
R−1k −
(
Rk + FkPk|kF Tk
)−1)
−
(
Pk|k + Lk
(
MPk+1|TMT − Pk+1|k
)
LTk
)
F Tk R
−1
k
)
δl,kk+1
−S−1
(
−LkMPk+1|TMTR−1k Fk
+
(
Pk|k + Lk
(
MPk+1|TMT − Pk+1|k
)
LTk
) (
F Tk R
−1
k Fk + P−1k|k
))
δl,kk(3.119)
Il est possible de montrer que (voir annexe G.7) :
δ
l+1/l
k = S−1Lkδl,kk+1 (3.120)
3.6.5 Algorithme LG-RTS
En initialisant X0k = µk|k et X0k+1 = µk+1|T , nous avons obtenu (3.118) et
(3.120) :  δl+1/lk+1
δ
l+1/l
k
 = − (JTl E−1Jl)−1 JTl E−1el
=
 0
S−1
(
Lkδ
l,k
k+1 − δl,kk
)  (3.121)
Or par définition :
δ
l+1/l
k = log∨G
(
X l+1k
(
X lk
)−1)
(3.122)
et
δl,kk+1 = log∨G
(
X lk+1µ
−1
k+1|k
)
= log∨G
(
µk+1|Tµ−1k+1|k
)
(3.123)
donc nous avons :
δl+1,kk = log∨G
(
X l+1k µ
−1
k|k
)
= log∨G
(
X l+1k
(
X lk
)−1
X lkµ
−1
k|k
)
= log∨G
(
exp∧G
(
δ
l+1/l
k
)
exp∧G
(
δl,kk
))
' δl,kk + ϕG
(
δl,kk
)
δ
l+1/l
k
= δl,kk + Sδl+1/lk
= δl,kk + S
(
−S−1
(
−Lkδl,kk+1 + δl,kk
))
= Lkδl,kk+1 (3.124)
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Ce qui nous donne
X l+1k = exp∧G
(
Lkδ
l,k
k+1
)
µk|k
= exp∧G
(
Lklog∨G
(
µk+1|Tµ−1k+1|k
))
µk|k (3.125)
La solution est obtenue après une seule itération et nous avons donc :
Xˆk = exp∧G
(
Lklog∨G
(
µk+1|Tµ−1k+1|k
))
µk|k (3.126)
On pose alors µk|T = Xˆk. Concernant la covariance, une approximation de
Gauss-Laplace suivie d’une marginalisation de Xk+1 nous indique que Pk|T peut
être approché par le bloc inférieur droit de (3.113) :
Pk|T = D′ = S−1
(
Pk|k + Lk
(
MPk+1|TMT − Pk+1|k
)
LTk
)
S−T (3.127)
L’algorithme présenté dans la partie précédente est appelé lisseur de Rauch-
Tung-Striebel sur groupe de Lie (LG-RTS).
L’algorithme LG-RTS est résumé ci-après :
Algorithme 3.4 LG-RTS
Entrée : µk|k, Pk|k, µk+1|k, Pk+1|k, µk+1|T , Pk+1|T
Sortie : µk|T , Pk|T
Lk = Pk|kF Tk P
−1
k+1|k
µk|T = exp∧G
(
Lklog∨G
(
µk+1|Tµ−1k+1|k
))
µk|k
Pk|T = S−1
(
Pk|k + Lk
(
MPk+1|TMT − Pk+1|k
)
LTk
)
S−T
3.6.5.1 Une généralisation du RTS
Dans le cas spécifique où G, le groupe de Lie sur lequel évolue l’état X est
un espace euclidien, alors l’algorithme LG-RTS se réduit au RTS. Cela vient
du fait que le modèle proposé (voir paragraphe 3.6.2) se réduit alors au modèle
du RTS (voir paragraphe 3.6.1) puisque la distribution normale concentrée sur
groupe de Lie devient une distribution normale multivariée.
Les mêmes remarques que celles effectuées concernant les différences entre
la mise à jour du LG-IEKF et celle de l’IEKF peuvent être faites.
En effet, dans l’équation du lissage de la covariance (3.127), les matrices
M = ϕG
(
log∨G
(
µk+1|Tµ−1k+1|k
))
, S−1 = ΦG
(
log∨G
(
µk|Tµ−1k|k
))
effectuent des
reparamétrisations de la covariance (voir paragraphe 1.2.2). Détaillons ces
reparamétrisations.
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La matrice Pk+1|T a un sens vis à vis de µk+1|T alors que Pk+1|k a un sens
vis à vis de µk+1|k. Ainsi, pour pouvoir soustraire Pk+1|k à Pk+1|T , le LG-RTS
transforme d’abord Pk+1|T avec la matriceM afin que Pk+1|T ait également un
sens vis à vis de µk+1|k.
La covariance finale Pk|T doit avoir un sens vis à vis de µk|T , or le terme Pk|k+
Lk
(
MPk+1|TMT − Pk+1|k
)
LTk a un sens par rapport à µk|k. Par conséquent, ce
terme est reparamétré par la matrice S−1 afin qu’il ait un sens (voir paragraphe
1.2.2.2) non plus vis à vis de µk|k mais de la moyenne lissée µk|T .
Remarquons finalement que, comme le LG-IEKF, au lieu d’un incrément
additif (“+”), le LG-RTS utilise un incrément faisant intervenir “exp∧G”. De la
même manière, au lieu de considérer une erreur euclidienne (“−”), le LG-RTS
emploie l’application “log∨G”.
En ce sens, le LG-RTS peut donc être vu comme une généralisation du
RTS.
3.6.6 Application du LG-RTS sur un problème de lis-
sage de la trajectoire d’une caméra
Nous avons choisi d’évaluer les performances du formalisme proposé par
rapport à celle du LG-EKF sur un problème d’estimation de la trajectoire d’une
caméra. L’objectif est d’estimer la pose Ck ∈ SE(3) de la caméra en considérant
un modèle de propagation où l’accélération est un bruit blanc Gaussien :
Ck+1 = exp∧SE(3) (vk∆t)Ck (3.128)
Par conséquent, la vitesse de la caméra v ∈ R6 est également estimée. Elle est
décrite par le modèle suivant :
vk+1 = vk + nk (3.129)
où nk est un bruit blanc Gaussien centré de covariance Rvk .
L’état Xk que nous estimons évolue donc sur le groupe de Lie G = SE(3)×
R6. Nous supposons que Ck est directement observé mais uniquement disponible
un pas de temps sur 5 :
Zk = exp∧SE(3) (wk)Ck (3.130)
où wk est un bruit blanc Gaussien centré de covariance Qk.
Les algorithmes LG-EKF et LG-RTS appliqués à ces modèles sont présentés
en annexe (voir Alg.H.2, Alg.H.3 et Alg.H.6).
Dans nos simulations, ∆t = 0.1, Rvk = diag (0.1, 0.1, 0.1, 0.1, 0.1, 0.1) et
Qk = diag (10−6, 10−6, 10−6, 10−3, 10−3, 10−3).
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LG-EKF LG-RTS
EQM (norm.unit) 55.7 30.5
Tableau 3.1 – Erreur Quadratique Moyenne sur la pose (position et orientation)
de la caméra : 1
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Figure 3.7 – Erreur d’estimation de la position de la caméra sur une trajectoire
La figure 3.7 représente l’erreur d’estimation de la position de la caméra
pour une trajectoire. Le tableau 3.1 représente l’erreur quadratique moyenne
de la pose de la caméra (position et orientation). Comme nous pouvions nous
y attendre, pour cette application, le fait de prendre en compte l’informa-
tion du futur, comme le fait le LG-RTS, permet d’améliorer sensiblement les
performances du LG-EKF.
Cette combinaison des deux algorithmes, à savoir appliquer le LG-EKF pour
filtrer la trajectoire puis employer le LG-RTS pour lisser la trajectoire filtrée,
sera employée dans le chapitre suivant au sein d’un lisseur Rao-Blackwellisé
destiné à estimer la trajectoire d’une caméra sur données réelles.
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3.7 Résumé des contributions et conclusion
Dans ce chapitre, nous avons établi un lien entre l’algorithme de Gauss-
Newton intrinsèque et le filtrage/lissage de Kalman sur groupe de Lie via
l’approximation de Gauss-Laplace. En exploitant ce lien, nous avons montré
comment obtenir une généralisation du filtre Kalman étendu itéré aux groupes de
Lie. Nous avons désigné ce nouvel algorithme LG-IEKF. Nous avons également
proposé une généralisation du lisseur de Rauch-Tung-Striebel aux groupes de
Lie appelée LG-RTS.
Les performances du LG-IEKF ont été illustrées sur des problèmes de
débruitage de transformations relatives à la fois sur données synthétiques mais
également sur données réelles. Finalement, l’intérêt du LG-RTS a été démontré
sur le problème du lissage de la trajectoire d’une caméra où la prise en compte
de l’information future a permis d’améliorer sensiblement la sortie du LG-IEKF.
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4.1 Introduction
Être capable d’estimer la position et l’orientation d’une caméra dans un
environnement préalablement cartographié à partir de l’information contenue
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dans son flux vidéo est devenu un problème central dans diverse applications,
allant des services basés sur la localisation, aux véhicules autonomes, en passant
par la reconnaissance d’activités [González D 2013].
Afin de répondre à ces besoins, dans ce chapitre, nous proposons tout d’abord
une méthode permettant de cartographier automatiquement l’environnement à
partir d’une vidéo d’apprentissage. Dans une seconde partie, nous décrivons
une technique de localisation, reposant sur la carte de l’environnement ainsi
obtenue, capable d’estimer la trajectoire d’une caméra uniquement à partir de
son flux vidéo.
Que ce soit dans le contexte de la cartographie à partir d’une caméra mono-
culaire ou bien dans le contexte de la localisation de cette caméra monoculaire,
nous verrons que nous serons amenés à estimer des paramètres évoluant sur
des groupes de Lie. Nous mettrons donc à profit les concepts et algorithmes
présentés dans les chapitres précédents.
4.2 Cartographie à partir d’une caméra mono-
culaire
4.2.1 Introduction
Cette partie est consacrée à la cartographie d’un environnement à partir
d’une vidéo d’apprentissage issue d’une caméra monoculaire. Avant d’aller plus
loin, il convient de préciser ce que nous entendons par “cartographie”. Dans
notre contexte, ce terme signifie : estimation conjointe de la trajectoire de la
caméra et de l’environnement dans lequel elle évolue (VSLAM en anglais pour
Visual Simultaneous Localization And Mapping). Cette approche conjointe
est indépendante de l’objectif final (reconstruire l’environnement ou estimer la
trajectoire de la caméra). En effet, si on souhaite reconstruire l’environnement
à partir des images de la vidéo, alors les poses des caméras doivent être
préalablement estimées. Si au contraire l’objectif est d’obtenir la trajectoire
de la caméra dans l’environnement, alors ce dernier doit être connu. Dans les
deux cas, une approche d’estimation conjointe est nécessaire.
Ce problème du VSLAM est central en vision par ordinateur. En effet,
de nombreuses applications, telles que la localisation d’une caméra [Sattler
2011 ; Li 2012] ou encore la réalité augmentée, supposent qu’un modèle de
l’environnement a été préalablement reconstruit. Par conséquent, être capable
de fournir un modèle précis de l’environnement est une condition sine qua non
au bon fonctionnement de ces applications.
Des algorithmes de VSLAM, dédiés aux caméras stéréoscopiques, à la fois
robustes, précis et capables de reconstruire de larges environnements ont été
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proposés il y a quelques années [Konolige 2008 ; Mei 2009]. Cependant, ce type
de caméra est encore peu répandu par rapport aux caméras monoculaires qui
sont notamment présentes sur les smartphones. Ainsi, dans ce sous-chapitre,
nous nous intéressons au problème du VSLAM monoculaire.
La principale difficulté du VSLAM monoculaire vis à vis du VSLAM stéréo-
scopique réside dans le fait que l’échelle de la scène n’est pas observée. Illustrons
dès à présent cette difficulté. Prenons le cas d’une caméra monoculaire évoluant
dans un environnement urbain. En visionnant la vidéo issue de cette caméra, il
n’est pas possible de savoir si la caméra évolue dans une maquette d’une ville
où les bâtiments font quelques centimètres de hauteur, ou bien s’il s’agit d’une
ville réelle auquel cas les bâtiments font plusieurs mètres d’envergure.
N’ayant aucune information supplémentaire nous informant sur l’échelle
de la scène, il est courant que, lors de la reconstruction de l’environnement,
l’échelle d’une partie de la scène soit différente de l’échelle d’une autre partie.
On parle alors de dérive de l’échelle de la scène. Par exemple, si une caméra
filme une rue, où toutes les maisons sont identiques, en commençant au numéro
1 et en terminant au numéro 100, alors les maisons reconstruites numéro 1 et
numéro 100 peuvent avoir des tailles totalement différentes. Aucune information
ne contraint explicitement les reconstructions des maisons 1 et 100 à avoir la
même envergure.
Une manière d’ajouter une information permettant de réduire cette dérive
de l’échelle consiste à détecter les fermetures de boucles, c’est à dire les moments
où la caméra revient dans un endroit qu’elle a déjà visité. Le fait de fermer les
boucles permet ainsi d’ajouter l’information selon laquelle différents instants
de la vidéo observent la même scène et ont donc la même échelle, réduisant par
la même occasion la dérive de l’échelle entre ces instants.
Cependant, un grand environnement présente en général des endroits qui se
ressemblent fortement (comme des bureaux par exemple, ou encore des couloirs).
Dans ce contexte, de fausses fermetures de boucles peuvent être calculées
(indiquant par exemple que la caméra a visité deux fois le même bureau alors
qu’il s’agit de deux bureaux, certes similaires, mais situés à deux endroits
différents dans l’environnement) conduisant à une carte de l’environnement
erronée.
Dans cette partie, nous proposons un algorithme de VSLAM monoculaire à
la fois robuste et capable de cartographier de longues séquences vidéo, tout en
fermant les boucles.
Afin de cartographier l’environnement, notre méthode reconstruit tout
d’abord des sous-cartes, c’est à dire des morceaux de la trajectoire de la caméra
et de l’environnement, à l’aide d’une méthode basée sur ledit Problème des
Orientations Connues [Olsson 2010]. L’idée de construire notre algorithme de
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reconstruction autour du Problème des Orientations Connues provient du fait
que, dans le domaine de la reconstruction à partir d’images non ordonnées
[Moulon 2013], ce formalisme a conduit à l’élaboration des méthodes fournissant
actuellement les résultats de l’état de l’art. La qualité des résultats obtenus
est principalement due au fait que la reconstruction de la scène s’effectue alors
de manière globale et non pas de manière incrémentale (voir [Moulon 2013])
réduisant ainsi la dérive de l’échelle de la scène à l’intérieur de chaque sous-carte.
Dans le but d’obtenir une reconstruction complète de l’environnement, il est
nécessaire d’aligner les sous-cartes tout en prenant garde à ne pas prendre en
compte les fermetures de boucles aberrantes. Pour ce faire, nous construisons
un graphe de similitudes 3D calculées entre les sous-cartes qui représentent
les fermetures de boucles. Afin de détecter et supprimer les fermetures de
boucles aberrantes, nous proposons un algorithme à la fois simple et efficace
reposant sur un test statistique sur le groupe de Lie des similitudes Sim(3).
Finalement, dans le but d’obtenir une méthode capable de reconstruire de
larges environnements, nous développons une approche de type Propagation de
Croyance (LBP en anglais pour Loopy Belief Propagation) capable d’aligner
un nombre important de sous-cartes efficacement.
Ce découpage en deux grandes étapes consistant à reconstruire des sous-
cartes puis à les aligner va permettre, comme nous allons le voir, d’obtenir
une solution au problème du VSLAM monoculaire, à la fois calculatoirement
efficace et capable d’opérer dans des conditions difficiles où les algorithmes de
l’état de l’art rencontrent des difficultés.
4.2.2 État de l’art
Le problème du VSLAM monoculaire a été étudié depuis plus de vingt ans.
Ainsi, un état de l’art exhaustif est difficilement réalisable. Ici, nous proposons
plutôt une description des méthodes les plus récentes et nous mettons l’accent
sur leurs différences vis à vis de la méthode que nous proposons. Le lecteur
pourra se référer à [Eade 2008 ; Strasdat 2012] pour un état de l’art plus large
sur le sujet.
La grande majorité des approches récentes, ainsi que celle que nous propo-
sons, sont constituées de deux principaux modules.
1. Un module d’odométrie visuelle (VO en anglais pour Visual Odometry)
qui permet d’estimer les poses de caméra ainsi que le modèle 3D à partir
de plusieurs images consécutives de la vidéo. Dans [Clemente 2007] et
[Eade 2008 ; Eade 2007], le module de VO construit des sous-cartes en
utilisant respectivement un filtre de Kalman et un algorithme d’ajustement
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de faisceaux 1 [Engels 2005] (BA en anglais pour Bundle Adjustment)
incrémental. [Strasdat 2010a] ne construit pas explicitement de sous-cartes
mais emploie un BA incrémental avec une fenêtre glissante comprenant
les dix dernières images clés de la vidéo. Finalement, dans [Engel 2014],
une approche semi-dense est utilisée pour estimer la carte de profondeur
de chaque image clé. Par rapport aux approches de l’état de l’art, nous
proposons un module de VO différent qui se base sur le Problème des
Orientations Connues [Olsson 2010]. Cela nous permet d’estimer chaque
sous-carte globalement (c’est à dire de manière non incrémentale) et
ainsi d’éviter une dérive de l’échelle à l’intérieur de la sous-carte tout en
détectant et supprimant les données aberrantes grâce à un programme
linéaire (LP en anglais pour Linear Programming).
2. Un module de fermeture de boucles qui permet de réduire la dérive de
l’échelle. Pour ce faire, les fermetures de boucles entre les sous-cartes,
comme dans [Clemente 2007 ; Eade 2008] par exemple, ou bien directe-
ment entre les images clés comme dans [Strasdat 2010a ; Engel 2014], sont
tout d’abord détectées. Puis, afin de prendre en compte ces fermetures
de boucles pour réduire la dérive de l’échelle, une fonction coût, dont
les paramètres estimés diffèrent selon les approches, est généralement
minimisée. Pour cela, [Clemente 2007] utilise un algorithme hiérarchique
proposé dans [Estrada 2005], [Eade 2008] emploie une descente de gradient
pré-conditionnée alors que [Strasdat 2010a] et [Engel 2014] se servent
d’un algorithme de Levenberg-Marquardt. Il est important de remarquer
qu’aucune des approches précédemment citées n’est capable de gérer des
fermetures de boucles aberrantes, ce qui accroît fortement leurs chances
d’obtenir une reconstruction erronée, surtout dans un environnement
relativement grand. Par rapport aux approches de l’état de l’art, nous
proposons un algorithme de propagation de croyance capable de gérer
un grand nombre de fermetures de boucles sans la nécessité d’une ini-
tialisation. De plus, nous proposons un algorithme simple et efficace de
détection de fermeture de boucles aberrantes.
Il convient de noter que la méthode proposée dans [Lim 2014] est proche de
celle décrite dans [Strasdat 2010a]. Cependant, plusieurs modifications ont été
apportées et ont permis d’obtenir les résultats de l’état de l’art sur la base de
données KITTI. Ainsi, dans la suite nous comparons notre méthode à celles de
[Lim 2014] et [Engel 2014].
1. Un algorithme d’ajustement de faisceaux consiste, à partir de correspondances entre
des points d’intérêt présents dans plusieurs images, à estimer conjointement les poses des
caméras ayant capturé ces images et les coordonnées 3D des points d’intérêt.
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Figure 4.1 – Architecture de VSLAM monoculaire proposée
4.2.3 Architecture de VSLAM monoculaire proposée
L’architecture de notre méthode de VLSAM monoculaire comporte 4 mo-
dules :
— sélection d’images clés
— reconstruction de sous-carte
— estimation de similitudes 3D relatives entre des paires de sous-cartes
(détection des fermetures de boucles)
— débruitage de similitudes 3D relatives (alignement des sous-cartes)
qui sont reliés entre eux comme présenté en figure 4.1. Nous présentons mainte-
nant chaque module individuellement.
Remarquons que nous nous plaçons dans le cas où la caméra a été préa-
lablement calibrée et les images rectifiées de manière à ce que le modèle de
caméra sténopé puisse s’appliquer. Ainsi, nous travaillons dans le plan focal et
non pas dans le plan image. Le lecteur qui n’est pas familier avec ces concepts
peut consulter [Hartley 2000].
4.2.4 Sélection d’images clés
Sélectionner des images clés parmi toutes les images de la vidéo est nécessaire
pour obtenir un temps de calcul raisonnable. Afin de réaliser cette sélection,
nous détectons et suivons des points d’intérêt (PoI en anglais pour Point of
Interest) de Harris dans la vidéo à l’aide d’un algorithme de suivi de type
Lucas-Kanade [Lucas 1981].
La première image de la vidéo est une image clé par défaut. L’algorithme suit
ensuite les PoI dans les images suivantes, jusqu’à ce que la distance euclidienne
moyenne entre les PoI de l’image courante et ceux de l’image clé précédente
soit supérieure à un seuil (typiquement 5% de la largeur de l’image). Cela
nous permet donc de sélectionner peu d’images clés lorsque la caméra bouge
lentement et au contraire beaucoup d’images clés lorsqu’elle bouge vite.
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Figure 4.2 – Architecture proposée pour la reconstruction d’une sous-carte
De plus, l’algorithme fonctionne pour tout type de mouvement de la caméra
(rotation pure, translation pure, etc.).
4.2.5 Reconstruction d’une sous-carte
Après avoir sélectionné les images clés, nous définissons des groupes de L
images clés consécutives ayant un recouvrement d’un facteur 12 . Cela signifie
qu’un groupe partage ses L2 premières images clés avec le groupe précédent et
ses L2 dernières images clés avec le groupe suivant.
Pour chaque groupe indépendamment, nous appliquons un algorithme de
reconstruction basé sur le Problème des Orientations Connues [Olsson 2010]
pour obtenir un ensemble de sous-cartes. Le Problème des Orientations Connues
stipule que si l’on dispose des coordonnées de points d’intérêt vus dans plusieurs
images ainsi que les orientations exactes de ces images, il est alors possible de
retrouver les positions 3D des points d’intérêt ainsi que les positions 3D des
images en utilisant un programme linéaire. De plus, l’algorithme est capable,
dans une certaine mesure, de détecter et supprimer les coordonnées aberrantes
de points d’intérêts.
Une étape cruciale consiste donc à fournir les meilleurs estimés possibles
des orientations afin d’obtenir la reconstruction la plus fidèle possible en sortie
du Problème des Orientations Connues.
Remarquons que notre méthode de reconstruction de sous-carte est similaire
à celle proposée dans [Olsson 2011] à cela près que dans notre cas, les images
que nous considérons sont temporellement consécutives, ce qui constitue un
avantage dont nous allons tirer parti. Une illustration graphique de notre
procédure de reconstruction de sous-carte est présentée en figure 4.2. Nous
décrivons maintenant notre méthode pour une sous-carte.
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4.2.5.1 Estimation de la géométrie épipolaire
Tout d’abord, les points d’intérêt SURF [Bay 2006] sont extraits des images
clés. Ensuite les descripteurs de ces points SURF sont appariés entre des
paires d’images clés (nous ne considérons pas toutes les paires possibles, mais
uniquement un sous-ensemble, dans le but de conserver un coût calculatoire
raisonnable). Cela permet de compléter l’information apportée par les points
de Harris (qui ont été suivis dans le module de Sélection d’images clés) et de
“fermer les boucles” à l’intérieur de chaque sous-carte.
Ensuite, pour chaque paire d’images clés considérées, les poses des deux
caméras ainsi que le nuage de points 3D sont estimés en couplant un RANSAC
avec un algorithme des 5 points [Nister 2004] suivi d’une triangulation des points
3D. Le résultat obtenu est utilisé comme initialisation d’un BA, minimisant
l’erreur de reprojection des points 3D dans les deux images clés (qui peut
être minimisée à l’aide d’un LG-GN 2 par exemple), suivi d’une approximation
de Gauss-Laplace intrinsèque afin d’avoir une estimation de l’incertitude des
paramètres estimés.
4.2.5.2 Débruitage des orientations relatives
Nous pouvons maintenant récupérer les orientations relatives ainsi que leurs
covariances calculées à l’étape précédente afin d’estimer le plus précisément
possible les orientations absolues. Cette étape, que nous avons appelée débrui-
tage d’orientations relatives dans le chapitre précédent, peut être résolue de
différentes manières. Dans la suite de ce chapitre, nous présentons une solution
au problème du débruitage de similitudes 3D relatives (Alg.4.1 et Alg.4.2) qui
peut être directement appliquée pour des orientations (car une orientation 3D
est une similitude 3D avec une translation nulle et un facteur d’échelle de 1).
Par conséquent, nous sommes capables d’estimer précisément les orientations
3D tout en détectant les potentielles orientations relatives aberrantes.
4.2.5.3 Reconstruction 3D
Les orientations absolues étant estimées, nous employons un LP pour ré-
soudre le Problème des Orientations Connues, ce qui nous donne la position 3D
de chaque pose de caméra ainsi que les positions des points 3D. Cette étape,
quant à elle, est rendue robuste aux correspondances aberrantes entre images
en utilisant le LP 3 proposé dans [Olsson 2010].
2. A chaque itération du LG-GN, afin de résoudre efficacement le système linéaire, il
est possible de tirer parti de la structure du problème et d’utiliser le complément de Schur
[Konolige 2010].
3. Nous utilisons la librairie d’optimisation MOSEK pour résoudre chaque LP.
140
4.2. Cartographie à partir d’une caméra monoculaire
Finalement, un BA est appliqué, utilisant comme initialisation la sortie du
LP et les orientations absolues placées en entrée du LP, suivi d’une approxima-
tion de Gauss-Laplace intrinsèque. De cette manière, la distribution a posteriori
de chaque sous-carte est approchée par une distribution normale concentrée
sur groupe de Lie.
Remarques concernant l’approximation de Gauss-Laplace intrinsèque
appliquée au BA Dans le contexte du BA, le problème que nous souhaitons
résoudre comporte 7 degrés de liberté (ddl) singuliers. En effet, appliquer une
similitude 3D à la fois au nuage de points 3D et aux poses des caméras ne
modifie pas la reprojection des points 3D dans les images. Par conséquent,
lorsqu’on souhaite appliquer une approximation de Gauss-Laplace intrinsèque,
la pseudo-Hessienne, qui est de la forme JTΣ−1J , est dégénérée de 7 degrés de
liberté.
Une façon d’obtenir la covariance des paramètres dans ce cas [Morris 2001]
consiste à calculer la pseudo-inverse de la matrice JTΣ−1J en utilisant une
décomposition en valeurs singulières, où les 7 plus petites valeurs propres sont
laissées à 0.
Remarquons cependant que cette solution aboutit à une matrice de cova-
riance singulière.
Dans un contexte euclidien, cela ne poserait pas de problème, car il est
possible de définir une distribution normale multivariée avec une matrice de
covariance singulière en considérant la mesure de Lebesgue restreinte au sous-
espace non dégénéré.
En revanche, dans le cas d’un groupe de Lie, le fait de retirer des degrés de
liberté n’engendre pas en général un nouveau groupe de Lie. Par conséquent,
l’existence d’une mesure de Haar invariante à gauche ou à droite, sur laquelle
est fondée la définition de la distribution normale concentrée, n’est dans ce cas
plus garantie.
D’un point de vue pratique, nous ne calculons jamais la covariance complète
mais seulement les covariances marginales des paramètres. Les points 3D ayant
des directions dégénérées sont supprimés. Et les covariances marginales des
poses des caméras sont en pratique toujours de rang plein. Cette technique
nous permet d’obtenir un algorithme numériquement très stable, capable de
quantifier l’incertitude des paramètres estimés par le BA.
Cette méthode que nous avons proposée est capable de fournir une re-
construction précise d’une sous-carte en étant robuste à chaque étape aux
potentielles données aberrantes. Elle fonctionne même dans des cas difficiles
où la caméra effectue une faible translation ainsi que lorsque l’environnement
n’est pas parfaitement statique (voir partie 4.3.6).
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4.2.6 Estimation de la similitude 3D entre deux sous-
cartes
Après avoir reconstruit chaque sous-carte indépendamment, nous souhaitons
les aligner pour avoir à la fois un nuage de points 3D de tout l’environnement
ainsi que la trajectoire complète de la caméra. Une manière d’aligner les sous-
cartes est de commencer par calculer les similitudes 3D entre des paires de
sous-cartes, ce qui constitue l’objectif de cette partie, et d’ensuite chercher
à estimer les similitudes 3D absolues, ce qui constitue l’objectif de la partie
suivante.
Une technique de type sac de mots [Sivic 2009] est tout d’abord appliquée
aux descripteurs SURF des points 3D de toutes les sous-cartes afin d’obtenir
un unique descripteur pour chaque sous-carte. Ensuite, pour chaque sous-carte,
nous essayons de calculer une similitude 3D entre cette sous-carte et ses 10
plus proches voisines. Ici plus proche voisine s’entend au sens de la somme des
valeurs absolues entre chaque composante des deux descripteurs. Ainsi, au lieu
d’essayer de calculer des similitudes entre toutes les paires de sous-cartes, cette
technique nous permet de réduire significativement le temps de calcul.
La similitude 3D entre deux sous-cartes i et j est obtenue de la manière
suivante :
1. Les descripteurs SURF des points 3D (ces descripteurs ont été obtenus
en calculant la moyenne des descripteurs SURF des points 2D) des deux
sous-cartes sont appariés en utilisant un arbre k-d.
2. Un algorithme des 3 points [Umeyama 1991] combiné à un RANSAC
est ensuite appliqué pour estimer la similitude 3D. Cette similitude est
raffinée en minimisant la somme des erreurs euclidiennes pondérée par la
covariance des points 3D (estimée à la fin de la reconstruction de chaque
sous-carte) grâce à un LG-GN. Finalement, une distribution normale
concentrée sur Sim(3) est ajustée en utilisant une approximation de
Gauss-Laplace intrinsèque. Ainsi, en sortie de cette étape, nous disposons
d’une similitude 3D Zij ∈ Sim(3) entre le référentiel de la sous-carte j
et le référentiel de la sous-carte i, de même que la covariance Σiij de cet
estimé.
4.2.7 Débruitage de similitudes 3D relatives
Étant donné les similitudes 3D relatives estimées comme décrit dans la partie
précédente, nous souhaitons maintenant estimer les similitudes 3D absolues
qui vont nous permettre d’aligner toutes les sous-cartes dans un référentiel
commun.
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4.2.7.1 Sans données aberrantes
En supposant que les similitudes 3D relatives dont nous disposons ne
contiennent pas de données aberrantes, c’est à dire pas de fausses fermetures
de boucles, le problème que nous souhaitons résoudre consiste à minimiser le
critère suivant :
argmin
{XiS}i∈V
 ∑
(i,j)∈E
∥∥∥log∨Sim(3) (ZijXjSX−1iS )∥∥∥2Σiij
 (4.1)
où Zij ∈ Sim(3) est une similitude 3D relative bruitée entre le référentiel de la
sous-carte j et le référentiel de la sous-carte i. S est le référentiel absolu (ou
référentiel global) alors que les XiS et les XjS sont les similitudes 3D absolues
que nous souhaitons estimer. Les matrices de covariance Σiij correspondent aux
matrices obtenues en appliquant l’approximation de Gauss-Laplace intrinsèque
comme expliqué dans la partie 4.2.6. Le critère (4.1) que nous cherchons à
minimiser provient du modèle génératif :
Zij = exp∧Sim(3)
(
biij
)
XiRX
−1
jR (4.2)
où biij ∼ NR7
(
biij;07×1,Σiij
)
est un bruit blanc gaussien.
Remarquons que ce problème peut être vu comme un problème d’inférence
dans un graphe de facteurs G = {V , E}, où chaque nœud Vi correspond à une
similitude globale XiS et chaque lien Eij représente une similitude relative Zij
reliant les deux nœuds Vi et Vj . Un exemple de graphe est donné en figure 4.5a.
4.2.7.2 En présence de données aberrantes
Le problème (4.1) utilise une norme L2 qui est “sensible“ aux fermetures de
boucles aberrantes. Or, dans notre contexte, puisque la caméra évolue dans un
grand environnement, il est très fréquent d’observer des scènes visuellement
similaires, voire même dupliquées, ce qui conduit à un nombre important de
fermetures de boucles aberrantes (voir Fig.4.3). Ainsi, avant de chercher à
résoudre le problème (4.1), il est intéressant de chercher à détecter et supprimer
les fermetures de boucles aberrantes.
4.2.7.3 État de l’art
Dans la partie 3.5.7, nous avons proposé une méthode, basée sur le LG-
IEKF muni d’un fenêtrage statistique, permettant de résoudre le problème
(4.1). Cependant, cette méthode est limitée à un nombre restreint de similitudes
3D absolues N (typiquement N < 500) en raison de la taille de la matrice de
covariance l’état (7N × 7N).
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Dans [Zach 2010], une approche collectant les résidus de boucles calculés dans
le graphe est proposée, afin d’identifier les fermetures aberrantes. Cependant, le
fait de calculer les résidus de toutes les boucles est trop coûteux d’un point de
vue calculatoire et la taille maximale des boucles considérées est donc limitée à
6.
Finalement, différentes méthodes venant de la communauté robotique ont été
proposées [Sunderhauf 2012 ; Latif 2013 ; Olson 2012]. Ces approches emploient
un algorithme de Levenberg-Marquardt pour simultanément identifier les liens
aberrants dans le graphe et estimer les paramètres souhaités. En revanche, ces
algorithmes n’ont pas été employés pour estimer des similitudes 3D.
Contrairement à ces approches, nous montrons qu’en exploitant la structure
du problème traité et notre connaissance de la covariance des liens (rendue
possible grâce au formalisme de distribution normale concentrée), il est possible
de séparer les étapes de détection des fermetures aberrantes et d’estimation des
similitudes globales en deux étapes distinctes. Ainsi, dans la partie suivante,
nous présentons un algorithme à la fois simple et efficace, permettant de
détecter les fermetures de boucles aberrantes. Nous décrivons ensuite un nouvel
algorithme de propagation de croyance, permettant d’estimer un grand nombre
de similitudes 3D efficacement.
4.2.7.4 Algorithme de détection de fermetures de boucles aber-
rantes
Afin de détecter les fermetures de boucles aberrantes, nous faisons l’hypo-
thèse que les similitudes 3D relatives Z(i−1)i calculées entre deux sous-cartes
temporellement consécutives, c’est à dire les sous-cartes ayant des images clés en
commun, ne contiennent pas de données aberrantes. Cette hypothèse, classique
en SLAM, est en pratique vérifiée dans toutes nos expériences (voir partie 4.2.9).
Remarquons tout de même que cette hypothèse n’est plus respectée, si par
exemple, la main du cameraman vient cacher le champ de vision. Cependant,
dans le contexte où la scène observée est quasi-statique, cette hypothèse semble
vérifiée.
Dans un graphe sans données aberrantes, intégrer les similitudes relatives
le long d’un cycle produit un “petit” résidu, c’est à dire :
TP−1 < tχ2 (4.3)
où  est le résidu du cycle, P est sa covariance et tχ2 est un seuil dont la valeur
est basée sur une valeur-p du χ2 (7) [Fisher 1949]. Le résidu et la covariance
d’un cycle peuvent être calculés efficacement en utilisant les deux équations
(4.4) et (4.5) qui permettent d’intégrer/composer deux similitudes relatives et
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Algorithme 4.1 Algorithme de détection de fermetures de boucles aberrantes
Entrée : {Zij}1≤i<j≤N (similitudes 3D relatives),
{
Σiij
}
1≤i<j≤N (matrices de
covariance), tχ2 (valeur-p du χ2 )
Sortie : E (ensemble de fermetures de boucles non aberrantes)
1. Initialiser un graphe vide G = {V , E}
2. Ajouter le nœud X1S à V
3. Pour k allant de 2 à N
(a) Ajouter XkS à V
(b) Ajouter
{
Z(k−1)k,Σk−1(k−1)k
}
à E
(c) Pour chaque fermeture de boucle Zlk avec l < k
i. Trouver le chemin de plus court entre XkS et XlS dans G (à
l’aide de l’algorithme de Dijkstra par exemple)
ii. Calculer le résidu  de la boucle et sa covariance P
iii. Si TP−1 < tχ2 alors ajouter
{
Zlk,Σllk
}
à E
leurs covariances :
Zkl = ZkmZml (4.4)
Σkkl ' Σkkm + AdSim(3) (Zkm) ΣmmlAdSim(3) (Zkm)T (4.5)
Un algorithme naïf de détection de données aberrantes consiste, pour une
similitude relative Zkl, à calculer la covariance et le résidu de la boucle formée
par la composition des similitudes relatives temporellement consécutives, i.e
ZklZl(l−1)Z(l−1)(l−2)...Z(k−2)(k−1)Z(k−1)k, puis à appliquer le test (4.3). Toutefois,
cet algorithme naïf ne fonctionne pas pour de longues vidéos (voir Fig.4.3c) car
la longueur des boucles calculées ne cesse d’augmenter, tout comme l’incertitude
des boucles qui finit par être si grande que le résidu de boucles contenant des
données aberrantes passe sous le seuil du test (4.3).
Nous proposons maintenant un algorithme capable de détecter les données
aberrantes pour de longues vidéos (voir Alg.4.1). L’algorithme vérifie les fer-
metures de boucles les unes après les autres, non plus en considérant le cycle
impliquant les similitudes relatives temporellement consécutives, mais le cycle
le plus court 4 parmi toutes les similitudes relatives déjà vérifiées comme non
aberrantes.
4. Le cycle le plus court s’entend ici au sens du nombre de liens, c’est à dire que chaque
lien “coûte” 1. Nous utilisons l’algorithme de Dijkstra pour trouver le cycle le plus court
entre deux nœuds.
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De cette manière, la longueur des boucles considérées n’est plus liée à la
durée de la vidéo, ce qui permet de bien mieux détecter les données aberrantes.
Un exemple de résultat de l’Alg.4.1 est présenté en figure 4.3d.
4.2.7.5 Algorithme de propagation de croyance
Dans cette partie, nous proposons un algorithme de propagation de croyance
(LS-RSA en anglais pour Large Scale Relative Similarity Averaging) qui exploite
la structure du problème (4.1) pour estimer efficacement un grand nombre
de similitudes absolues à partir de similitudes relatives classées comme non
aberrantes par l’algorithme 4.1.
L’algorithme consiste à partitionner le graphe original G en NS sous-graphes{
Gk =
{
Vk, Ek
}}
k=1:NS
(voir Fig.4.5a). Notre approche fonctionne ensuite de
la manière suivante :
— résoudre le problème suivant pour chaque sous-graphe Gk indépendam-
ment (voir Fig.4.5b) :
argmin
{XiRk}i∈Vk
 ∑
(i,j)∈Ek
∥∥∥log∨Sim(3) (ZijXjRkX−1iRk)∥∥∥2Σiij
+
∑
i∈Vk
∥∥∥log∨Sim(3) (ZiRkX−1iRk)∥∥∥2ΣiiRk
 (4.6)
où chaque ZiRk est une similitude 3D ayant une covariance ΣiiRk qui peut
être interprétée comme un message envoyé par les autres sous-graphes au
nœud Vki de Gk ;
— calculer les messages, c’est à dire les similitudes 3D ZiRk et leurs co-
variances ΣiiRk , en construisant et résolvant un super graphe GSuper ={
VSuper, ESuper
}
(voir Fig.4.5c).
Chaque sous-graphe peut être optimisé en parallèle, ce qui rend ce nouvel
algorithme efficace. Dans la suite de cette partie, nous ne différencions pas,
pour simplifier la présentation, une variable d’optimisation XjRk de son estimé
XˆjRk .
Le pseudo-code du LS-RSA est présenté dans l’Alg.4.2. Nous décrivons
maintenant chaque étape de cet algorithme en détail :
1. Partitionnement du graphe : La première étape consiste à partition-
ner temporellement le graphe original G en NS sous-graphes de taille
maximale n où n > 1. Dans le reste des explications, nous supposons,
pour ne pas compliquer inutilement l’exposé, que N est un multiple de
NS i.e chaque sous-graphe est constitué d’exactement n nœuds. Ici, le
terme “temporellement” signifie que G est partitionné en supprimant les
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(a) Exemples d’images de la vidéo
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(c) (Haut) Détection de fermetures de boucles
aberrantes en utilisant les cycles formés par
les similitudes 3D temporellement consécu-
tives. Plusieurs fermetures aberrantes sont
détectées comme non aberrantes. (Bas) La
trajectoire de la caméra n’est pas correcte-
ment estimée.
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(d) (Haut) Résultat de l’Alg.4.1. Les ferme-
tures aberrantes sont parfaitement détectées.
(Bas) La trajectoire de la caméra est cor-
rectement estimée (la trajectoire forme un
rectangle presque parfait).
Figure 4.3 – Exemple de résultat sur une vidéo prise dans le couloir d’un
bâtiment (le couloir forme un rectangle) (tχ2 = 16, n = 10). Dans une matrice
de classification des données aberrantes, un pixel blanc indique une donnée non
aberrante, un pixel gris indique une donnée aberrante et un pixel noir indique
simplement qu’il n’y a pas d’observation.
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(a) itération 1, résidu 24.46
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(b) itération 2, résidu 5.31
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(c) itération 5, résidu 0.46
Figure 4.4 – Illustration des itérations de l’algorithme de propagation de
croyance sur la séquence vidéo présentée en figure 4.3 (n = 10)
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(a) Exemple d’un graphe de facteurs représentant le problème initial. Le fait de supprimer
les facteurs en pointillés produit un graphe partitionné temporellement constitué de 3
sous-graphes de taille n = 3.
(b) Graphe de facteurs impliqué dans l’étape 3) de Alg.4.2. Les sous-graphes sont déconnectés,
par conséquent l’inférence peut être effectuée de manière indépendante pour chaque sous-
graphe et en parallèle.
(c) Super graphe de facteurs impliqué dans les étapes 4) et 5) de Alg.4.2.
Figure 4.5 – Illustrations des graphes de facteurs impliqués dans notre algo-
rithme LS-RSA
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facteurs qui connectent les ensembles suivants de nœuds : {XiS}i=1:n,
{XiS}i=n+1:2n, ..., {XiS}i=N−n+1:N (voir Fig.4.5a). Les facteurs supprimés
sont appelés inter-facteurs.
2. Messages
(a) Initialisation des messages : initialiser chaque message ZiRk avec la
matrice identité et une matrice de covariance ΣiiRk avec une valeur
infinie et aller à l’étape 3).
(b) Calcul des messages : en utilisant les super similitudes absolues
estimées à l’itération précédente (étape 5), nous pouvons calculer
les messages qui vont être envoyés entre les nœuds des sous-graphes.
Un nœud envoie un message à un autre nœud si les deux nœuds
sont connectés par un inter-facteur. Pour chaque inter-facteur Zij,
un message est créé en calculant la similitude ZiRket sa covariance
ΣiiRk de la manière suivante :
ZiRk = ZijXjRlXRlSX−1RkS (4.7)
ΣiiRk = AdSim(3) (Zij)
[
P jjRl + AdSim(3) (XjRl)
{
PRlRlS
+AdSim(3)
(
XRlSX
−1
RkS
)
PRkRkSAdSim(3)
(
XRlSX
−1
RkS
)T}
AdSim(3) (XjRl)
T
]
AdSim(3) (Zij)T + Σiij (4.8)
Cette étape peut être interprétée comme l’envoi d’un message deXjRl
vers XiRk . Si un nœud XiRk reçoit plusieurs messages i.e plusieurs
ZiRk ont été calculés puisque XiRk est connecté à plusieurs inter-
facteurs, nous employons une moyenne de Karcher (voir [Barfoot
2014] paragraphe IV), c’est à dire un LG-GN suivi d’une approxi-
mation de Gauss-Laplace, pour résumer ces différents messages en
un message unique.
3) Optimisation des sous-graphes : pour chaque sous-graphe Gk, les similitudes
absolues {XiRk}i∈Vk ainsi que les covariances marginales de la distribution a
posteriori
{
P iiRk
}
i∈Vk sont estimées en utilisant un LG-GN pour résoudre (4.6)
suivi par une approximation de Gauss-Laplace. Remarquons que si cette étape
ne contient qu’un seul sous-graphe (NS = 1), alors l’algorithme s’arrête et
retourne son résultat. Cette étape est illustrée par la figure 4.5b.
4) Construction du super-graphe : nous construisons maintenant un super-
graphe GSuper =
{
VSuper, ESuper
}
(voir Fig.4.5c) à partir de la sortie de l’étape 3)
et des inter-facteurs. Les liens de ce super-graphe sont des similitudes relatives
entre les référentiels {Rk}k=1:NS que nous appelons super-facteurs. Chaque
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inter-facteur Zij de covariance Σiij produit le super-facteur suivant :
ZRkRl = X−1iRkZijXjRl (4.9)
de covariance :
ΣRkRkRl = AdSim(3)
(
X−1iRk
) (
P iiRk + Σ
i
ij
+AdSim(3) (Zij)P jjRlAdSim(3) (Zij)
T
)
AdSim(3)
(
X−1iRk
)T
(4.10)
Puisque chaque inter-facteur engendre un super-facteur, il est possible de se
retrouver avec plusieurs super-facteurs entre deux nœuds du super-graphe.
Lorsque cela arrive, nous employons une moyenne de Karcher pour obtenir un
unique super-facteur entre ces deux nœuds.
5) Optimisation du super-graphe : une fois que le super-graphe est construit,
nous utilisons l’algorithme LS-RSA pour estimer les similitudes absolues
{XRkS}k=1:NS et leurs covariances
{
PRkRkS
}
k=1:NS
. Remarquons que, pendant
cette étape, le LS-RSA est appelé de manière récursive jusqu’à ce que l’étape 1)
ne construise qu’un seul sous-graphe, ce qui conduit l’algorithme à se terminer
à l’étape 3). Ainsi, le LS-RSA construit une série de super-graphes les uns au
dessus des autres et peut donc être vu comme un algorithme hiérarchique.
6) Les similitudes absolues que nous souhaitions estimer, i.e {XiS}i∈V et
{P iiS}i∈V sont finalement obtenues de la manière suivante :
XiS = XiRkXRkS (4.11)
P iiS = P iiRk + AdSim(3) (XiRk)P
Rk
RkS
AdSim(3) (XiRk)
T (4.12)
et le résidu de (4.1) peut également être calculé. Si ce résidu est plus grand
que celui obtenu à l’itération précédente, alors l’algorithme s’arrête, sinon on
retourne à l’étape 2.b).
Le résultat obtenu peut être utilisé comme initialisation d’un LG-GN global.
Dans la partie 4.2.9, nous démontrons sur plusieurs vidéos que le LS-RSA, qui
est certes un algorithme heuristique, permet de fournir un résultat satisfaisant
au problème du débruitage de similitudes relatives.
4.2.8 Limites de la méthode proposée
L’algorithme de VSLAM monoculaire que nous avons proposé présente
plusieurs limites.
Tout d’abord, dans chaque sous-carte, le mouvement de la caméra ne doit
pas être une pure rotation sinon les nuages de points 3D ne peuvent pas être
estimés. Néanmoins, grâce au Problème des Orientations Connues, l’algorithme
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Algorithme 4.2 Algorithme de propagation de croyance (LS-RSA)
Entrée : {Zij}1≤i<j≤N (similitudes 3D relatives),
{
Σiij
}
1≤i<j≤N(covariances), n
(taille d’un sous-graphe)
Sortie : {XiS}1≤i≤N (similitudes 3D absolues), {P iiS}1≤i≤N (covariances margi-
nales)
1) Partitionner le graphe.
2.a) Initialiser les messages et aller à 3).
2.b) Calculer les nouveaux messages.
3) Résoudre eq.(4.6) pour chaque sous-graphe.
4) Construire le super-graphe.
5) Appliquer le LS-RSA (appel récursif) au super-graphe.
6) Calculer les similitudes absolues, i.e {XiS}i∈V et {P iiS}i∈V , ainsi que le résidu
de eq.(4.1). Si le résidu n’a pas été réduit, sortir, sinon aller à 2.b).
proposé est capable de fournir de bons résultats pour de faibles translations de
la caméra (voir Fig.4.11).
Deuxièmement, l’environnement 3D que nous souhaitons reconstruire doit
être statique. Remarquons cependant que le fait que nous ayons utilisé des
approches capables d’exclure les données aberrantes à chaque étage de la
méthode permet à des objets, tels que des voitures dans la base de données
KITTI, de bouger dans l’environnement (voir partie 4.2.9.2).
Troisièmement, si les similitudes 3D relatives temporellement consécutives
contiennent des données aberrantes, alors l’Alg.4.1 ne permettra pas de détecter
les données aberrantes. Toutefois, dans tous nos tests, ce cas n’est jamais
survenu puisque les scènes reconstruites sont toutes quasi-statiques.
Finalement, la méthode proposée prend environ 5 heures pour traiter une
vidéo de 20 minutes (codé en Matlab), en utilisant les paramètres précisés dans
le paragraphe 4.2.9, ce qui ne permet pas d’obtenir un résultat en temps réel
requis dans certaines applications.
4.2.9 Résultats
Nous comparons maintenant les performances de l’approche proposée aux
algorithme de l’état de l’art [Engel 2014] et [Lim 2014] sur les bases de données
TUM et KITTI ainsi que sur d’autres séquences vidéos. Dans toutes ces
expériences, les paramètres de notre approche ont été optimisés à la main sur
une vidéo, une fois pour toutes (L = 16, n = 10, tχ2 = 16, ainsi que plusieurs
autres paramètres tels que les seuils des RANSAC). Le fait d’augmenter L
au-delà de 16 n’a pas conduit à de meilleurs résultats.
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Concernant le problème du VSLAM monoculaire, le modèle 3D et la tra-
jectoire de la caméra sont estimés à un facteur d’échelle près. Par conséquent,
dans le reste de cette partie, lorsque nous comparons les résultats obtenus vis à
vis de la vérité terrain, nous recalons d’abord les trajectoires en estimant une
similitude 3D minimisant la distance entre la trajectoire estimée de la caméra
et la vérité terrain à l’aide d’un LG-GN.
4.2.9.1 Résultats quantitatifs sur la base de données TUM
Dans [Engel 2014], la base de données TUM RGB-D [Sturm 2012] est
utilisée pour évaluer leur algorithme. Par conséquent, nous avons choisi cette
même base de données pour évaluer quantitativement les performances de
notre approche. Dans la figure 4.6, le RMSE absolu de la trajectoire estimée
(cm) [Sturm 2012] de notre approche, [Engel 2014], [Engel 2013], [Klein 2007],
[Kerl 2013] et [Endres 2012] sont présentés 5.
Pour chaque séquence vidéo, notre approche produit un RMSE plus petit
que pour l’approche de [Engel 2014]. Les meilleures performances de notre
approche sont probablement dues au fait qu’une sous-carte est estimée à partir
de plusieurs images clés, alors que dans [Engel 2014], une fois qu’une image
clé est sélectionnée, la carte de profondeur de l’image clé précédente n’est plus
mise à jour.
Nous pouvons également observer que les résultats de notre approche tendent
vers ceux des algorithmes de l’état de l’art en RGB-D SLAM [Kerl 2013] qui
utilisent une caméra RGB-D au lieu d’une caméra RGB monoculaire. Dans
la figure 4.7, la trajectoire estimée de la caméra avec notre approche sur la
séquence FR2/desk est présentée.
4.2.9.2 Résultats qualitatifs sur la base de données KITTI
Dans [Lim 2014], la base de données KITTI [Geiger 2013] est utilisée pour
évaluer leur algorithme. Par conséquent, nous avons choisi cette même base de
données pour évaluer les performances de notre approche.
Dans la figure 4.8, les trajectoires estimées des caméras par notre approche
et celle de [Lim 2014] sont comparées à la vérité terrain. Pour chaque trajectoire,
la trajectoire estimée par notre méthode est plus proche de la vérité terrain
que celle estimée par [Lim 2014]. Ce meilleur résultat est probablement dû au
fait que, dans ces séquences, l’environnement n’est pas complètement statique
(des voitures sont en mouvement). Ainsi, notre méthode est capable, grâce à
5. Les résultats de [Engel 2014 ; Engel 2013 ; Klein 2007 ; Kerl 2013 ; Endres 2012] sont
reportés depuis la figure 9 de [Engel 2014].
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Figure 4.7 – Trajectoire de la caméra estimée avec la méthode proposée sur
la séquence fr2/desk de la base de données TUM RGB-D. Cette courbe a été
obtenue en utilisant l’outil web disponible sur la page web de la base de données
TUM RGB-D.
l’exclusion des données aberrantes, de ne pas prendre en compte les objets non
statiques dans ces vidéos.
Nous présentons également les résultats de notre approche sur les séquences
13 et 15 de la base de données KITTI (Fig.4.9 et Fig.4.10) pour lesquelles la
vérité terrain n’est pas fournie. Nous disposons néanmoins d’une image de cette
vérité terrain disponible sur le site internet KITTI. Dans la figure 4.9, nous
montrons que notre approche obtient de meilleurs résultats que l’approche de
[Lim 2014]. Le résultat de [Lim 2014] n’est pas disponible sur la séquence 15.
A la place, nous comparons notre résultat à celui de l’algorithme de l’état de
l’art utilisant un scanner laser Velodyne [Zhang 2015].
4.2.9.3 Résultats qualitatifs sur d’autres vidéos difficiles
Nous présentons ici des résultats sur des vidéos difficiles prises avec une
caméra dite “rolling shutter”. Les vidéos contiennent du flou de mouvement,
les environnements sont parfois peu texturés et les trajectoires contiennent de
faibles translations de la caméra.
Dans la figure 4.3d, nous montrons la trajectoire de la caméra estimée dans
le couloir d’un bâtiment (le couloir forme une rectangle autour de l’étage). Nous
pouvons voir que la trajectoire estimée forme un rectangle plat presque parfait.
Sur cette séquence, l’algorithme de suivi de [Engel 2014] a échoué.
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Figure 4.8 – Comparaison qualitative des trajectoires estimées avec l’approche
proposée et celle de [Lim 2014] sur plusieurs séquences de la base de données
KITTI. La plupart du temps, la trajectoire estimée par notre méthode se
superpose avec la vérité terrain, contrairement à la trajectoire obtenue par
[Lim 2014] qui dévie.
156
4.2. Cartographie à partir d’une caméra monoculaire
(a) Notre méthode (utilisant une caméra mono-
culaire)
(b) Résultat de [Lim 2014] (utilisant une caméra
monoculaire)
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(c) Résultat de l’état de l’art [Zhang 2015] (utilisant un scanner laser Velodyne)
Figure 4.9 – Comparaison qualitative sur la séquence 13 de la base de données
KITTI.
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(a) Notre méthode (utilisant une caméra mono-
culaire)
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(b) Résultat de l’état de l’art [Zhang 2015] (utilisant un scanner laser Velo-
dyne)
Figure 4.10 – Comparaison qualitative sur la séquence 15 de la base de données
KITTI.
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Dans la figure 4.11, la trajectoire estimée d’une caméra montée sur une
table tournante (la caméra est orientée vers l’extérieur) est présentée. Pour
cette séquence, la translation de la caméra est faible, le rayon de la table étant
de 10 cm. La trajectoire réelle de la caméra est un cercle parfait. Nous pouvons
voir que la trajectoire produite par notre méthode est bien plus proche d’un
cercle parfait que celle obtenue avec [Engel 2014].
Nous montrons finalement que notre approche est capable d’estimer la
trajectoire d’une caméra évoluant dans un appartement. Ici la séquence vidéo
contient 10000 images. Après avoir estimé la trajectoire de la caméra avec notre
algorithme, nous l’alignons manuellement sur le plan de l’appartement (voir
Fig. 4.12). Comme nous pouvons le voir, la trajectoire estimée est cohérente
avec le plan de l’appartement, c’est à dire que la trajectoire visite les différentes
pièces sans traverser les murs (la trajectoire emprunte bien les portes).
Un vidéo illustrant le système fonctionnant sur une vidéo de 20 minutes est
disponible à l’adresse suivante :
https ://sites.google.com/site/guillaumebourmaud/home/videos
4.3 Localisation à partir d’une caméra mono-
culaire dans un environnement cartogra-
phié
4.3.1 Introduction
Par rapport à d’autres technologies telles que les systèmes RFID (Radio
Fréquence Identification) ou les ondes WiFi, une caméra portée est un cap-
teur passif à bas coût, ne nécessitant pas de modification de l’environnement
dans lequel elle évolue. Par conséquent, être capable d’estimer précisément à
la fois la position et l’orientation d’une caméra évoluant dans un environne-
ment préalablement cartographié ouvre des perspectives applicatives lorsque
l’environnement lui-même ne peut pas être modifié.
Dans cette partie, nous nous intéressons au problème de la localisation
d’une caméra en environnement intérieur (VIL en anglais pour Visual Indoor
Localization). Nous considérons le cas où l’environnement a été préalablement
cartographié en appliquant l’algorithme de VSLAM monoculaire présenté
dans le chapitre précédent à une vidéo d’apprentissage. Nous disposons donc
notamment d’une “base d’images” (les images clés de la vidéo d’apprentissage)
et de leurs “coordonnées” (les poses de ces images clés vivant sur le groupe de
Lie SE(3)).
Dans notre contexte, la caméra est portée par une personne effectuant des
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(a) Exemples d’images de la vidéo
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(c) Résultat de [Engel 2014]
Figure 4.11 – Résultat sur la séquence d’un cercle parfait
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(a) Exemples d’images de la vidéo
(b) Trajectoire estimée de la caméra (ligne bleue) alignée avec le plan de
l’appartement
Figure 4.12 – Reconstruction d’un appartement
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activités de la vie quotidienne (voir Fig.4.13a). Ainsi, si nous parvenons à
localiser la caméra, alors nous aurons également la position de la personne dans
l’environnement. Dans le contexte du projet européen Dem@Care par exemple,
cette information est utilisée pour effectuer le suivi d’activités d’une personne
atteinte de la maladie d’Alzheimer.
La difficulté de ce problème de localisation réside dans le fait que :
1. les objets avec lesquels la personne interagit sont fréquemment interposés
entre la caméra et l’environnement,
2. l’image est souvent floue à cause du mouvement de la personne et de
fortes différences d’illumination sont présentes,
3. l’environnement change entre le moment où l’on a pris la vidéo d’appren-
tissage dans le but de cartographier l’environnement et le moment où
la personne effectue ses activités. De plus, les points de vue des images
présentes dans la base d’images et des images de la vidéo à localiser
peuvent être différents.
Ainsi, nous souhaitons ici développer une méthode de localisation qui :
— repose exclusivement sur les images provenant de la caméra portée, c’est
à dire qu’aucun autre capteur (centrale inertielle, lidar,etc.) ne doit être
utilisé,
— estime la position de la caméra, avec une précision inférieure à un mètre,
ainsi que son orientation avec un temps de calcul “raisonnable”,
— est cohérente vis à vis de la topologie de l’environnement, c’est à dire que
la trajectoire de la caméra ne doit pas traverser les murs,
— est capable de détecter lorsque l’information provenant des images n’est
pas suffisante pour estimer la localisation, c’est à dire quand la distribution
a posteriori de la trajectoire de la caméra est soit multimodale soit trop
diffuse.
Dans ce contexte, nous proposons une nouvelle méthode de VIL permettant de
satisfaire les précédentes spécifications :
1. nous formulons le problème de localisation comme un problème de suivi de
cible sur le groupe de Lie SE(3), où la cible est la pose de la caméra. Pour
chaque image de la vidéo, nous appliquons un algorithme de recherche
par le contenu (CBIR en anglais pour Content Based Image Retrieval) à
la base d’images, afin de retrouver les images clés de la séquence d’appren-
tissage les plus proches (en terme d’apparence) de l’image courante. Les
coordonnées (poses) de ces images clés sont utilisées comme observations
par notre algorithme de suivi de cible.
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2. dans le but de résoudre ce problème de suivi de cible, tout en sélectionnant
l’observation pertinente à chaque instant, nous proposons d’appliquer un
lisseur particulaire Rao-Blackwellisé sur groupe de Lie, qui utilise à la
fois le LG-EKF et le LG-RTS présentés dans le chapitre précédent.
3. finalement, afin de prendre en compte la topologie de l’environnement,
nous introduisons des “mesures virtuelles” qui permettent de guider les
particules et les empêchent de traverser les murs.
4.3.2 État de l’art
Il existe plusieurs manières d’aborder le problème VIL. Nous les présentons
ci-après.
Dans le domaine de la reconnaissance de lieux, des approches comme celle
proposée dans [Dovgalecs 2011] appliquent des algorithmes d’apprentissage
automatique pour apprendre l’apparence visuelle des lieux. Bien qu’étant
robustes, ces approches, qui permettent de reconnaître la pièce dans laquelle se
situe la caméra, ne sont pas capables de fournir la position et l’orientation de
la caméra avec le niveau de précision désiré.
Parmi les méthodes permettant d’atteindre le niveau de précision souhaité,
diverses approches ont été proposées.
Tout d’abord, ce problème peut être vu comme un problème de VSLAM mo-
noculaire avec la connaissance supplémentaire de la reconstruction obtenue avec
la vidéo d’apprentissage. Ainsi, les approches récentes de VSLAM monoculaire
telles que [Engel 2014] ou [Eade 2008] pourraient être employées. L’approche
de VSLAM monoculaire présentée dans le chapitre précédent pourrait bien
entendu être utilisée, mais le temps de calcul serait prohibitif (5h de calculs
pour une vidéo de 20 minutes).
Une autre manière d’aborder le problème est de considérer le nuage de
points 3D de l’environnement (par exemple issu de notre algorithme de VSLAM
monoculaire). En utilisant ce nuage de points 3D, il est possible de localiser les
images de la vidéo comme proposé dans [Sattler 2012], [Sattler 2011], [Liang
2013] ou [Kroeger 2014].
Finalement, les approches développées dans le domaine du CBIR [Conaire
2009 ; Lourenço 2012] et VSLAM par l’apparence [Cummins 2008] sont capables
de retrouver efficacement les plus proches voisins d’une image dans la base
d’images. Ainsi, les coordonnées des images retrouvées peuvent être interprétées
comme la pose de l’image requête dans l’environnement.
Cependant, l’ensemble des approches précédemment citées ont été déve-
loppées pour traiter des vidéos “propres” (pas d’objets devant la caméra, pas
de flou de bougé, etc.). Par conséquent, ces méthodes ne sont pas capables
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(a) Exemples d’images provenant de la caméra portée lorsque la personne effectue des activités
de la vie quotidienne. Les objets avec lesquels la personne interagit apparaissent fréquemment
dans le champs de vision de la caméra.
(b) Illustration de la base d’images d’un appartement où chaque image a été annotée avec des
coordonnées (ici “coordonnées” signifie “pose de caméra”, c’est à dire une position 3D et une
orientation 3D). Cette base de données a été générée automatiquement à partir d’une séquence
d’apprentissage comme expliqué dans la partie 4.3.3.1. La ligne bleue correspond à la trajectoire
de la caméra lors de la séquence d’apprentissage projetée sur le plan de l’appartement.
Figure 4.13 – Haut : Exemples d’images à localiser. Bas : Illustration de la base
d’images représentant l’environnement préalablement cartographié.
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de localiser correctement la caméra dans les conditions difficiles d’une caméra
portée durant des activités de la vie quotidienne.
En effet, les approches de VSLAM monoculaire sont encore fragiles et
nécessitent des conditions spécifiques telles que de larges translations de la
caméra, une illumination constante et un environnement statique, qui ne sont
pas respectées dans notre contexte.
Les approches de localisation basées sur le nuage de points 3D supposent
que l’environnement ne change pas ou peu entre le moment où l’on a effectué
la vidéo d’apprentissage et celui où l’on capture nos vidéos à localiser. De
plus, le nuage de points 3D est généralement supposé parfaitement estimé.
Ces hypothèses sont loin d’être respectées dans un appartement habité (voir
Fig.4.13a et 4.14).
Les algorithmes de recherche d’images quant à eux retrouvent souvent des
images aberrantes, d’une part à cause des points de vue qui diffèrent entre
la vidéo d’apprentissage et la vidéo à localiser et d’autre part à cause des
objets avec les lesquels la personne interagit qui passent devant la caméra (voir
Fig.4.14).
Dans ce sous-chapitre, nous proposons une méthode qui permet de contour-
ner les limites des approches de l’état de l’art. Notre approche consiste à
employer un algorithme CBIR sur les images de la vidéo à localiser, puis à
utiliser les coordonnées des images retrouvées dans la base d’images comme
observations dans un problème de suivi de cible. L’originalité de cette méthode
repose principalement sur le fait que, dans ce problème, à la fois les observations
et la trajectoire de la caméra évoluent sur le groupe de Lie SE(3).
Les coordonnées aberrantes fournies par le CBIR sont rejetées en tirant
profit du fait que :
— la caméra doit avoir une trajectoire continue et lisse au cours du temps,
— la caméra évolue dans un environnement intérieur contraint et par consé-
quent ne peut pas traverser les murs et doit emprunter les portes pour
passer d’une pièce à l’autre.
Remarquons que les approches décrites dans [Ham 2005], [Quigley 2010] et
[Wolf 2005] sont proches de celle que nous proposons puisqu’elles consistent
également à post-traiter la sortie d’un algorithme CBIR. Par exemple, [Ham
2005] utilise un filtre Kalman alors que [Quigley 2010] et [Wolf 2005] emploient
un filtre particulaire pour estimer la trajectoire de la caméra à partir de la sortie
d’un algorithme CBIR. Cependant, toutes ces méthodes nécessitent d’autres
capteurs en plus de la caméra, estiment la trajectoire de la caméra dans un
plan 2D et ne prennent pas en compte le fait que l’environnement est contraint.
Au contraire, notre méthode repose exclusivement sur l’information apportée
par les images de la caméra. De plus, afin d’estimer la trajectoire de la caméra en
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(a) Exemples d’images retrouvées avec succès dans la base d’images par l’algorithme CBIR.
Haut : Images requêtes Bas : Images retrouvées
(b) Exemples d’images aberrantes retrouvées dans la base d’images par l’algorithme CBIR.
Haut : Images requêtes Bas : Images retrouvées
Figure 4.14 – Illustration des images retrouvées par l’algorithme CBIR (plus
proche voisin). (a) exemples d’images retrouvées avec succès. (b) exemples de
résultats aberrants.
6 dimensions (groupe de Lie SE(3)) à partir d’observations évoluant elles-mêmes
sur SE(3), nous proposons d’employer un lisseur particulaire Rao-Blackwellisé
sur groupe de Lie et d’introduire des “mesures virtuelles” dans le but de guider
les particules et de les empêcher de traverser les murs.
4.3.3 Architecture du système de localisation en envi-
ronnement intérieur
L’architecture du système de localisation contient deux modules : un al-
gorithme CBIR qui pour une image de la vidéo retourne les coordonnées des
images visuellement proches retrouvées dans une base d’images, suivi d’un
lisseur particulaire Rao-Blackwellisé sur groupe de Lie (LG-RBPS en anglais
pour Rao-Blackwellized Particle Smoother on Lie Groups), comme présenté en
figure 4.15.
Nous présentons maintenant brièvement la manière dont nous construisons
automatiquement la base d’images ainsi que l’algorithme CBIR. La partie
suivante est consacrée au LG-RBPS.
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CBIR LG-RBPSImages de la vidéo
Trajectoire 
Estimée 
Base d'images
Figure 4.15 – Architecture du système de localisation en environnement intérieur
4.3.3.1 Construction automatique de la base d’images
La construction manuelle d’une base d’images annotées avec des coordonnées
représentant un environnement intérieur est généralement une étape fastidieuse
et peu précise. Nous proposons ici une méthode automatique de création de
cette base d’images. Tout d’abord, une vidéo d’apprentissage tournée dans
l’environnement et aussi exhaustive que possible est enregistrée. Ensuite, nous
utilisons l’algorithme de VSLAM monoculaire présenté dans la partie 4.2.
Finalement, la trajectoire estimée de la caméra est manuellement alignée
avec le plan 2D du bâtiment. De cette manière, chaque image de la séquence
d’apprentissage est automatiquement annotée avec des coordonnées, c’est à dire
avec une position 3D et une orientation 3D. Un exemple de base d’images d’un
appartement automatiquement générée à partir d’une séquence d’apprentissage
de 20 minutes est présenté en figure 4.13b.
4.3.3.2 Algorithme de recherche par le contenu
L’algorithme CBIR que nous utilisons est inspiré de [Liang 2013] et [Conaire
2009] mais possède tout de même quelques différences importantes. Nous
décrivons maintenant cet algorithme pour une image de la vidéo à localiser.
Tout d’abord, une image miniature de taille 32×32 est créée [Torralba 2008]
et comparée aux images miniatures de la base d’images en utilisant la somme
des distances absolues. A la fin de cette étape initiale, seules les 100 images
retrouvées les plus proches sont conservées.
Ensuite, les points d’intérêts SURF [Bay 2006] sont détectés et appariés aux
points SURF des 100 images retrouvées en utilisant un arbre-kd. A la fin de
cette étape, seules les 5 images de la base d’images ayant le plus grand nombre
d’appariements sont conservées.
Finalement, parmi ces 5 images, seules celles ayant au moins 15 appariements
sont conservées. Ainsi, pour une image requête, l’algorithme CBIR que nous
utilisons fournit au maximum 5 images de la base d’images, générant ainsi au
maximum 5 mesures appartenant au groupe de Lie SE(3).
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Afin de réduire le coût calculatoire de l’algorithme CBIR, nous l’utilisons
uniquement sur une image par seconde de la vidéo à localiser.
Des exemples de résultats produits par cet algorithme sont présentés en
figure 4.14 (seul le plus proche voisin au sens du nombre d’appariements est
présenté).
Cet algorithme CBIR permet de générer efficacement des hypothèses de
poses pour une image de la vidéo.
4.3.4 Un problème de suivi de cible sur SE(3)
Après avoir obtenu des coordonnées possibles des images de la vidéo, en
utilisant un algorithme CBIR, nous souhaitons maintenant estimer la trajectoire
de la caméra.
Pour cela, nous formulons ce problème d’estimation de trajectoire comme
un problème de suivi de cible sur le groupe de Lie SE(3) où les observations que
nous considérons sont les coordonnées (vivant sur le groupe de Lie SE(3)) des
images retrouvées par l’algorithme CBIR. De plus, afin de prendre en compte
le fait que la trajectoire de la caméra ne doit pas traverser et emprunter les
portes, nous proposons d’introduire des “observations virtuelles”. Pour résoudre
ce problème de suivi de cible, nous déployons un nouvel algorithme de lissage
particulaire Rao-Blackwellisé sur groupe de Lie.
4.3.4.1 Formulation du problème
Le modèle graphique associé au problème de suivi de cible que nous consi-
dérons est présenté en figure 4.16. Comme nous allons le voir plus en détails
dans les paragraphes qui suivent, les variables Xk représentent la trajectoire de
la caméra. L’observation Zk contient plusieurs composantes et la variable sk
permet d’en sélectionner une. Ainsi, l’objectif de notre approche est d’estimer
conjointement la trajectoire de la caméra tout en sélectionnant l’observation
pertinente à chaque instant.
Mesures virtuelles L’algorithme CBIR retrouve fréquemment des images
aberrantes dans la base d’images, ce qui donne lieu à des coordonnées aberrantes
(voir Fig.4.14). Par conséquent, nous devons trouver une manière de rejeter les
coordonnées fournies par l’algorithme CBIR quand cela arrive.
De plus, pour obtenir une trajectoire de caméra cohérente vis à vis de
l’environnement dans lequel elle évolue, il est nécessaire de “guider” la pose de
la caméra pour l’empêcher de traverser les murs et la forcer à passer par les
portes pour passer d’une pièce à l’autre.
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Figure 4.16 – Modèle graphique du problème de localisation
Dans le but de répondre à ces deux problèmes, nous définissons les observa-
tions Zk disponibles à l’instant k de la manière suivante :
Zk =
Zk (1) , Zk (2) , ..., Zk (N)︸ ︷︷ ︸
Mesures Virtuelles
, Zk (N + 1) , ..., Zk (N +NCBIR)︸ ︷︷ ︸
Sortie CBIR
 (4.13)
Les N premières composantes de Zk sont les coordonnées de toutes les images
présentes dans la base d’images. Nous appelons ces composantes des “mesures
virtuelles”.
Les NCBIR composantes suivantes sont les coordonnées des images de la
base d’images retrouvées par l’algorithme CBIR. Dans notre cas NCBIR vaut
au maximum 5 car l’algorithme CBIR retourne au maximum 5 images (voir
partie 4.3.3.2).
Ainsi, à chaque instant les observations Zk appartiennent au groupe de Lie
(SE(3))N+NCBIR 6.
Remarquons que les composantes correspondant à la sortie du CBIR sont
dupliquées puisqu’elles sont déjà présentes dans les mesures virtuelles. Une
explication de cette duplication est donnée à la fin de cette sous-partie.
Un des objectifs de notre algorithme est de sélectionner, à chaque instant, la
composante qui semble la plus vraisemblable parmi les N+NCBIR composantes
disponibles.
6. La représentation utilisée dans (4.13) est un peu abusive et doit être interprétée
symboliquement. En effet, Zk correspond à N +NCBIR produits directs du groupe de Lie
SE(3) et devrait être représenté par une matrice de taille 6 (N +NCBIR)× 6 (N +NCBIR).
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Variables de sélection Dans le but de sélectionner l’observation perti-
nente à chaque instant, nous introduisons une variable de sélection sk ∈
{1, ..., N +NCBIR} qui agit comme un sélecteur parmi les composantes de Zk,
c’est à dire que Zk (sk = i) sélectionne la ième composante de Zk.
La probabilité de transition des variables de sélection sk est définie comme :
p (sk|sk−1) = p (sk) (4.14)
Ainsi, ces probabilités de transition peuvent être vues comme les poids des
composantes de Zk. En pratique, p (sk = i) p (sk = j) pour i ≤ N et j > N
de manière à encourager le système à “utiliser” le plus possible les coordonnées
fournies par l’algorithme CBIR.
Modèle de propagation Afin d’estimer conjointement la trajectoire de la
caméra tout en sélectionnant l’observation pertinente à chaque instant, nous
souhaitons ajouter l’information traduisant le fait que la trajectoire de la
caméra doit être continue et lisse. Nous proposons donc d’utiliser le modèle à
accélération blanche déjà employé dans la partie 3.6.6 : Ck+1 = exp
∧
SE(3) (vk∆t)Ck
vk+1 = vk + nk
(4.15)
où Ck ∈ SE(3) représente la pose de la caméra à l’instant k. Plus précisément,
Ck est défini comme la transformation CikS où S est le référentiel absolu de
la carte et ik est le référentiel de la caméra à l’instant k. vk ∈ R6 correspond
à la vitesse de la caméra, nk ∼ NR6 (nk;06×1, Rk) est un bruit blanc Gaussien
et ∆t correspond à l’intervalle de temps entre deux images de la vidéo. Ainsi,
l’état Xk ∈ SE(3)×R6 que nous souhaitons estimer à l’instant k est le produit
direct de la pose de la caméra Ck et de sa vitesse vk.
Vraisemblance Nous considérons la vraisemblance suivante :
p (Zk|Ck, sk = i) =
N+NCBIR∏
j=1
p (Zk (j) |Ck, sk = i) ∝ NRSE(3) (Zk (i) ;Ck, Qk,i)
(4.16)
où Qt,i = QVM si i ≤ N et Qt,i = QCBIR sinon. Les matrices de covariance
QVM et QCBIR sont supposées connues. Dans la définition de la vraisemblance
(4.16), nous avons supposé que les composantes de Zk sont conditionnellement
indépendantes les unes des autres étant donné la pose de la caméra et la variable
de sélection. De plus, seule la composante sélectionnée apporte une information,
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les autres composantes sont supposées avoir une distribution non informative
d’où la relation de proportionnalité dans (4.16).
Remarquons que le fait que les composantes de Zk issues de l’algorithme
CBIR soient également présentes parmi les composantes des mesures virtuelles
ne pose aucun problème. Une manière (quasi) équivalente de présenter les
choses serait de supprimer les composantes issues du CBIR et de reporter leurs
poids sur les composantes des mesures virtuelles correspondantes. Ainsi, on
pourrait interpréter l’approche proposée sous un nouvel angle où, à chaque
instant, l’algorithme doit choisir la pose d’une des images de la base d’images
alors que l’information issue du CBIR est prise en compte au niveau des poids
(valeurs des p (sk)).
Cependant, cette manière de voir les choses ne permet pas de spécifier des
covariances différentes pour les mesures virtuelles QVM et les mesures issues de
l’algorithme CBIR QCBIR comme nous l’avons fait.
Explications Tout d’abord, en introduisant les mesures virtuelles et les
variables de sélection, nous avons rendu le système capable de sélectionner une
mesure virtuelle au lieu d’une observation issue du CBIR lorsque ce dernier ne
retrouve que des données aberrantes. Donc, de ce point de vue, le système est
désormais “robuste” aux données aberrantes.
Ensuite, le fait d’avoir introduit des mesures virtuelles avec un modèle
de mouvement à accélération blanche permet de guider les particules lorsque
l’algorithme CBIR ne fonctionne pas. En effet, à chaque pas de temps, le système
doit alors sélectionner une mesure virtuelle, ce qui le force à ne pas traverser
les murs, à suivre les couloirs et à emprunter les portes (voir Fig.4.17). Bien
entendu, cette astuce empêche les particules de “traverser” les murs uniquement
si la vitesse de la caméra reste faible et que le pas de temps ∆t est petit. Si
ces deux conditions ne sont pas respectées, une particule peut faire de grands
sauts à chaque pas de temps et ainsi passer d’une pièce à l’autre en traversant
un mur par exemple. En pratique, nous forçons simplement numériquement la
vitesse de la caméra à ne pas dépasser un seuil physiquement réaliste et ∆t vaut
la durée entre deux images de la vidéo, c’est à dire 125 sec, ce qui ne permet
pas à la caméra de parcourir une grande distance.
4.3.4.2 Lisseur particulaire Rao-Blackwellisé sur groupe de Lie
Afin de satisfaire les spécifications techniques décrites précédemment (voir
partie 4.3.1), c’est à dire estimer non seulement la trajectoire de la caméra
mais également avoir une notion de l’incertitude de cette trajectoire esti-
mée, nous avons choisi d’approcher la distribution a posteriori complète
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(a) 20 échantillons de chaque mesure virtuelle
sont ici représentés. La zone formée par tous
ces échantillons représente donc l’ensemble
des endroits où la caméra est “autorisée” à
aller.
(b) t=0.3 : Dans cet exemple, les particules
sont toutes initialisées avec la même pose de
caméra et une vitesse nulle.
(c) t=3 sec : Les particules commencent à se
propager dans les pièces par les portes ainsi
que le long du couloir.
(d) t=6 sec : Les particules ont maintenant
atteint toutes les pièces.
Figure 4.17 – Illustration de la diffusion des particules en utilisant uniquement
les mesures virtuelles (l’algorithme CBIR est ici désactivé). Les positions 3D
des caméras sont ici projetées (bases des flèches) sur le plan de l’appartement
ainsi que leurs orientations (directions des flèches).
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p (X0, X1, ..., XT , s1, s2, ..., sT |Z1, Z2, ..., ZT ) = p (X0:T , s1:T |Z1:T ) où T est la
durée de la vidéo à localiser.
Le problème que nous avons formulé (voir paragraphe 4.3.4.1) présentant
des variables continues ainsi que des variables discrètes, nous proposons de le
résoudre en utilisant une méthode de Monte-Carlo.
Cependant, si la séquence s1:T est supposée connue, l’estimation de X0:T
peut être réalisée pas les algorithmes LG-EKF et LG-RTS introduits au chapitre
3. C’est le principe de la Rao-Blackwellisation.
Ainsi, dans cette sous-partie, nous proposons d’employer un lisseur par-
ticulaire Rao-Blackwellisé sur groupe de Lie qui permet de tirer parti de la
structure du problème ((4.15), (4.16) et 4.14) pour échantillonner efficacement
l’espace d’état et ainsi utiliser “peu” de particules 7.
État de l’art Dans le domaine de la localisation et cartographie simultanée,
plusieurs travaux ont proposé des lisseurs particulaires Rao-Blackwellisé (RBPS
en anglais pour Rao-Blackwellized Particle Smoother) [Beevers 2007]. Néan-
moins, ces approches sont des RBPS “classiques”, c’est à dire que le problème
considéré conduit simplement à l’utilisation des algorithmes IEKF et RTS
euclidiens. De plus, les observations considérées n’évoluent pas sur un groupe
de Lie.
Dans [Kwon 2010], un filtre particulaire Rao-Blackwellisé (RBPF en anglais
pour Rao-Blackwellized Particle Filter) capable de traiter des observations
évoluant sur un groupe de Lie est proposé. Bien qu’une transformée sans
parfum sur groupe de Lie soit proposée, le problème considéré ne conduit pas
les auteurs à proposer un RBPF sur groupe de Lie impliquant un filtre de
Kalman sur groupe de Lie.
Dans [Barrau 2014], un RBPF invariant est proposé. Cet algorithme est dédié
à des systèmes possédant des symétries conditionnellement à certaines variables
de l’état. Ainsi, les auteurs montrent qu’il est possible de n’échantillonner
qu’une partie de l’état et d’employer le filtre de Kalman étendu invariant
[Bonnabel 2009] pour estimer l’autre partie de l’état.
Contrairement à ces approches, nous proposons un algorithme LG-RBPS
capable à la fois :
— de prendre en compte le fait que les observations évoluent sur un groupe
de Lie
7. Réduire le nombre de particules est essentiel lorsque l’état évolue sur un groupe de Lie.
En effet, générer des particules sur groupe de Lie nécessite l’utilisation de l’exponentielle
de matrice, ce qui implique un coût calculatoire important par rapport à des particules
“euclidiennes” [Berger 2015].
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— de tirer parti de la structure du problème considéré pour proposer une
étape de filtrage n’échantillonnant qu’une partie de l’état et employant
l’algorithme LG-IEKF pour gérer l’autre partie
— de tirer parti de la structure du problème considéré pour proposer une
étape de lissage utilisant le résultat de l’étape de filtrage et impliquant
l’algorithme LG-RTS pour échantillonner efficacement l’état complet
Ainsi, l’approche que nous proposons peut être vue comme une généralisation
du RBPS de [Fong 2002] aux groupes de Lie.
Algorithme LG-RBPS
Obtention des équations du LG-RBPS La démonstration conduisant
à l’algorithme LG-RBPS est présentée en annexe H. Le pseudo-code du LG-
RBPS est présenté Alg.4.3 et une description des différentes étapes est fournie
ci-après.
Explications L’algorithme LG-RBPS présenté dans l’Alg.4.3, qui permet
d’estimer la trajectoire de la caméra, consiste en deux étapes : une étape de
filtrage suivi d’une étape de lissage (qui repose sur le résultat de l’étape de
filtrage).
Dans l’étape de filtrage, l’objectif est d’approcher la distribution de proba-
bilité suivante :
p (X0:k, s0:k|Z1:k) = p (X0:k|Z1:k, s0:k) p (s0:k|Z1:k) (4.17)
Le terme p (s0:k|Z1:k) est échantillonné par Np particules de la manière suivante
(tirées selon une distribution de proposition q (s0:k|Z1:k)) :
p (s0:k|Z1:k) ≈
Np∑
l=1
w
(l)
k δ
(
s0:k − s(l)0:k
)
(4.18)
Le terme p (X0:k|Z1:k, s0:k) est approché par une distribution normale concentrée
sur groupe de Lie en utilisant le filtre de Kalman étendu sur groupe de Lie
(LG-EKF) présenté dans le chapitre 3. L’efficacité de cet algorithme réside dans
le fait que seul s0:k est échantillonné, c’est à dire que X0:k a été marginalisé dans
(4.18). Sachant s0:k, la partie X0:k de l’état marginalisé peut alors être estimée
analytiquement (LG-EKF). Ainsi, Np trajectoires pondérées sont générées
récursivement.
Une trajectoire est paramétrée par sa moyenne µ ∈ SE(3)× R6 , sa cova-
riance P ∈ Sym+ (12) ainsi qu’un poids w à chaque instant. Nous expliquons
maintenant comment une de ces trajectoires est obtenue.
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La moyenne de la trajectoire est initialisée en tirant aléatoirement une pose
de caméra parmi les poses des images présentes dans la base d’images avec une
vitesse nulle. La covariance de la trajectoire est initialisée avec une matrice de
covariance prédéfinie P0 et la valeur initiale de w est 1Np .
A chaque instant k, allant de k = 1 (première image de la vidéo) à k = T
(dernière image de la vidéo), l’algorithme fonctionne de la manière suivante :
1. Étape de propagation du LG-EKF : la moyenne et la covariance de la
trajectoire sont propagées en utilisant le modèle de propagation (4.15)
2. Échantillonnage optimal : la vraisemblance de chaque composante de Zk,
étant donné la trajectoire propagée, est calculée et utilisée pour tirer une
des composantes
3. Étape de mise à jour du LG-EKF : la moyenne et la covariance de la
trajectoire propagée sont corrigées (en utilisant le modèle d’observation
(4.16)) en incorporant l’information contenue dans la composante de Zk
sélectionnée à l’étape précédente
4. Mise à jour du poids de la trajectoire en sommant les vraisemblances de
toutes les composantes de Zk calculées à l’étape 2
Après avoir appliqué ces quatre étapes à chacune des Np trajectoires, les
poids sont normalisés et les trajectoires peu vraisemblables (faible poids) sont
remplacées 8 par des trajectoires plus vraisemblables (fort poids) lors de l’étape
de ré-échantillonnage.
Les calculs en lien avec cette étape de filtrage sont présentés en annexe H.1.
Les trajectoires produites par l’étape de filtrage peuvent contenir des “sauts”
en raison de l’étape de ré-échantillonnage. De plus, à chaque instant, seule
l’information venant du passé est utilisée pour tirer une composante parmi
les composantes de l’observation courante. Or, l’information future contient
une quantité d’information qui peut s’avérer très importante, surtout dans des
situations où les images récemment passées sont peu informatives (mains devant
la caméra, changement d’illumination, etc.). L’étape de lissage du LG-RBPS
permet de prendre en compte cette information.
Dans l’étape de lissage, l’algorithme marche à rebours, c’est à dire de
k = T jusqu’à k = 1, et génère Np échantillons de la distribution a posteriori
p(X0:T , s1:T |y1:T ). Par souci de simplicité, nous supposons ici que l’algorithme
génère autant de trajectoires à l’étape de filtrage qu’à l’étape de lissage, mais
rien n’empêche de réduire ce nombre pour la seconde étape, surtout que le
lissage d’une particule est coûteux calculatoirement. De plus, l’algorithme
peut être exécuté par bloc, ce qui permet de réduire l’empreinte mémoire de
8. Ici “remplacer” signifie que l’on conserve l’historique de la trajectoire et on remplace
simplement la moyenne et la covariance courante de la trajectoire par celles d’une autre
trajectoire.
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l’algorithme [Fong 2002]. Remarquons que, contrairement à l’étape de filtrage
où seul sk est échantillonné, ici toutes les variables (Xk et sk) le sont.
Pour obtenir chaque échantillon, l’algorithme construit (à rebours) une tra-
jectoire. L’algorithme débute en tirant une des trajectoires pondérées produites
par l’étape de filtrage et essaye récursivement de construire une trajectoire
probable parmi les trajectoires possibles produites par l’étape de filtrage. A
chaque pas de temps, l’algorithme LG-RTS est utilisé pour fusionner l’informa-
tion venant du passé (contenue dans la trajectoire sélectionnée issue de l’étape
de filtrage) avec l’information venant du futur (contenue dans la trajectoire
que l’on crée à rebours).
Les calculs en lien avec cette étape de lissage sont présentés en annexe H.2.
Finalement, pour chaque instant k, le barycentre et la covariance de l’en-
semble des échantillons générés sont calculés.
Les barycentres sont utilisés comme estimée de la trajectoire de la caméra,
alors que les covariances peuvent être employées pour détecter les moments où
la distribution a posteriori de la trajectoire de la caméra à un instant donné
est multi-modale ou trop dispersée.
4.3.5 Limites de la méthode proposée
La méthode de localisation proposée dans ce chapitre présente plusieurs
limites.
Tout d’abord, la base d’images doit être aussi complète que possible. En
effet, l’algorithme CBIR fonctionne uniquement si la caméra se situe dans
un endroit préalablement cartographié. En pratique, la méthode de création
automatique de la base d’images (voir partie 4.3.3.1) permet de créer très
simplement des bases d’images grandes et complètes.
Ensuite, l’introduction de mesures virtuelles est censée empêcher les parti-
cules de traverser les murs. En théorie, une particule ayant une grande vitesse
pourrait traverser un mur et atteindre une mesure virtuelle de l’autre côté. En
pratique, nous utilisons un seuil afin de contraindre la vitesse de caméra à avoir
une vitesse physiquement réaliste ainsi qu’un petit pas temps ∆t = 125sec pour
que cela n’arrive pas.
Finalement, la méthode repose essentiellement sur le fait que l’algorithme
CBIR est capable de retrouver “régulièrement” des images non aberrantes
dans la base d’images. En effet, le LG-RBPS effectue un post-traitement
du résultat du CBIR. Si ce dernier ressort une quantité trop importante de
résultats aberrants, le post-traitement ne permettra pas d’obtenir une trajectoire
cohérente de la caméra.
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Algorithme 4.3 LG-RBPS
Entrée : Np (nombre de particules), P0 (covariance initiale), T (nombre de pas de temps),
{Zk}k=1,...,T (observations), QVM (covariance des mesures virtuelles), QCBIR (covariance des
mesures CBIR), ∆t (intervalle de temps entre deux images de la vidéo), Rk(covariance du
bruit de modèle),{p (sk)}k=1,...,T (distribution de probabilité discrète)
Sorties : {µk}k=1,...,T (trajectoire estimée), {Pk}k=1,...,T (covariance de la trajectoire estimée)
Notations : µ(i)ta|tb et P
(i)
ta|tbcorrespondent à la moyenne et la covariance de la trajectoire associée
à la particule i, au temps k = ta, ayant observé {Zk}k=1,...,tb
Étape de filtrage
Pour i = 1, 2, ..., Np
– Initialiser µ(i)0|0 en choisissant aléatoirement la
pose d’une des images de la base d’images avec
une vitesse nulle
– P (i)0|0 = P0 et w
(i)
0 = 1Np
FinPour
Pour k = 1, 2, ..., T
– Pour i = 1, 2, ..., Np
• Propagation du LG-EKF : Propager
µ
(i)
k−1|k−1 et P
(i)
k−1|k−1 pour obtenir µ
(i)
k|k−1 et
P
(i)
k|k−1 en utilisant Rk et ∆t
• Échantillonnage optimal : Tirer s(i)k en uti-
lisant µ(i)k|k−1, P
(i)
k|k−1, Zk et p (sk), et évaluer
p
(
Zk|s(i)0:k−1, Z1:k−1
)
• Mise à jour du LG-EKF : Mettre à jour
µ
(i)
k|k−1 et P
(i)
k|k−1 pour obtenir µ
(i)
k|k et P
(i)
k|k en
utilisant yk
(
s
(i)
k
)
et QCBIR ou QVM
• Mise à jour du poids :
w
(i)
k = w
(i)
k−1p
(
Zk|s(i)0:k−1, Z1:k−1
)
– FinPour
– Normaliser les poids et ré-échantillonner les
particules
FinPour
Étape de lissage
Pour i = 1, 2, ..., Np
– Faire j = l avec probabilité w(l)T
– s˜T = s(j)T ,µ˜T |T = µ
(j)
T |T , P˜T |T = P
(j)
T |T
– Tirer
X
(i)
T ∼NRSE(3)×R6
(
XT ; µ˜T |T , P˜T |T
)
– Pour k = T − 1, T − 2, ..., 1
• Pour l = 1, 2, ..., Np
◦ Donner à r la valeur de
NRSE(3)×R6
(
Xk+1;µ(l)k+1|k, P
(l)
k+1|k
)
évaluée en Xk+1 = X(i)k+1
◦ w(l)k|k+1 ∝ w(l)k p (s˜k+1) r
• FinPour
• Faire j = l avec probabilité w(l)k|k+1
• s˜k = s(j)k , µ˜k|k = µ(j)k|k et P˜k|k = P (j)k|k
• Algorithme LG-RTS : Lisser µ˜k|k
et P˜k|k pour obtenir µ˜k|T et P˜k|T en
utilisant µ˜k+1|T et P˜k+1|T
• Tirer
X
(i)
k ∼ NRSE(3)×R6
(
Xk; µ˜k|T , P˜k|T
)
– FinPour
FinPour
Finalement, pour k = 1, 2, ..., T calculer le barycentre µk et la covariance Pk des échantillons{
X
(i)
k
}
i=1,...,Np
Les détails concernant la propagation du LG-EKF, l’échantillonnage optimal, la mise à jour
du LG-EKF et le lisseur LG-RTS sont présentés en annexe H.
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4.3.6 Résultats
La méthode proposée de localisation en environnement intérieur est ici
évaluée sur plusieurs vidéos où la personne portant la caméra effectue des
activités de la vie quotidienne.
Pour toutes ces expériences, les paramètres de notre méthode ont été
optimisés manuellement sur une vidéo, une fois pour toutes :
— ∆t = 125sec
— QVM = diag
(
pi1×3, (5e− 3)1×3
)
— QCBIR = diag
(
0.11×3, (5e− 2)1×3
)
— P0 = diag
(
0.51×3, (5e− 2)1×3 ,11×6
)
— Np = 100
— p (sk = i) = 0.1 pour i > N et p (sk = i) = 1−0.1∗NCBIRN pour i ≤ N
En pratique, lors de l’étape de mise à jour des poids, le terme
p
(
Zk|s(i)0:k−1, Z1:k−1
)
=
N+NCBIR∑
l=1
w (l) (4.19)
qui représente la somme des vraisemblances de chaque composante de Zk est
modifié. En effet, la vraisemblance w (l) d’une mesure virtuelle est remplacée
par la constante
(√
(2pi)6 |QVM |
)−1
p (sk = l). Cela permet notamment de ne
pas modifier le poids des particules lorsque le CBIR ne retrouve aucune image
et que les particules “se diffusent”. Sinon, lors de la “diffusion”, les poids des
particules varieraient, entraînant un ré-échantillonnage que l’on ne souhaite
pas à ce stade.
De plus, tous les 15 pas de temps, nous utilisons comme valeur pour la
covariance du bruit de modèle Rt = P0 afin de redonner de la flexibilité aux
particules.
Nous avons manuellement annoté 6 vidéos différentes. Comme nous l’avons
expliqué dans la partie 4.3.2, à notre connaissance, il n’existe pas d’approche
de l’état de l’art capable de fonctionner correctement dans des conditions aussi
difficiles. Par conséquent, pour évaluer les performances de notre approche, nous
fournissons les résultats obtenus par l’algorithme CBIR seul, par le LG-RBPS
sans mesure virtuelle 9 et par le LG-RBPS avec mesures virtuelles.
Le RMSE (m) de chaque approche est présenté dans le tableau 4.1. Pour
chaque vidéo, comme nous pouvions nous y attendre, le LG-RBPS (avec et
9. Dans ce cas, l’algorithme “choisit”, à chaque pas de temps, entre faire l’étape de mise
à jour avec une observation du CBIR ou bien simplement de pas faire l’étape de mise à jour
(voir [Särkkä 2007]).
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(a) Algorithme CBIR (plus proche voisin) (b) CBIR+LG-RBPS sans mesure virtuelle
(c) CBIR+LG-RBPS avec mesures virtuelles (d) Vérité terrain
Figure 4.18 – Illustration de trajectoires estimées sur le vidéo GO82. Seule la
projection de la position 3D sur le plan de l’appartement est représentée.
sans mesures virtuelles), qui vise à post-traiter la sortie du CBIR, obtient un
RMSE sensiblement plus faible que celui du CBIR.
De plus, le fait d’ajouter les mesures virtuelles permet également d’améliorer
les résultats, surtout lorsque le CBIR présente de “mauvais” résultats.
Dans la figure 4.18, la trajectoire de la caméra estimée avec les trois dif-
férentes approches sur la vidéo GO82 est présentée. Sur cette séquence, le
LG-RBPS avec mesures virtuelles est la seule méthode pour laquelle la trajec-
toire estimée ne traverse pas les murs.
Un vidéo illustrant le système fonctionnant sur diverses vidéos est disponible
à l’adresse suivante :
https ://sites.google.com/site/guillaumebourmaud/home/videos
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4.4 Résumé des contributions et conclusion
Dans ce chapitre, nous avons proposé un système complet de localisation
d’une caméra évoluant dans un environnement intérieur préalablement car-
tographié. L’approche proposée repose sur deux étapes. La première étape
vise à construire une base d’images représentant l’environnent intérieur du
mieux possible. Dans cette base d’images, chaque image est annotée avec une
orientation 3D et une position 3D. La seconde étape utilise cette base d’images
annotées pour tenter de localiser une nouvelle vidéo dans l’environnement.
Dans chacune de ces deux étapes, les concepts et algorithmes d’estimation sur
groupe de Lie présentés dans les chapitres précédents sont utilisés, à la fois
pour obtenir une méthode élégante et numériquement stable, mais également
pour caractériser l’incertitude des paramètres estimés.
Tout d’abord, afin de rendre l’étape de construction de la base d’images la
plus automatique possible, nous avons introduit une méthode de localisation et
de cartographie simultanée capable de cartographier un environnement intérieur
à partir d’une vidéo d’apprentissage exhaustive. Afin d’obtenir une méthode
robuste, nous avons notamment proposé une technique d’odométrie visuelle
basée sur le Problème des Orientations Connues permettant d’estimer des
sous-cartes dans des conditions difficiles. Ensuite, dans le but d’aligner les
sous-cartes et d’obtenir une carte complète de l’environnement, nous avons
montré une manière de détecter les fausses fermetures de boucles en utilisant un
test statistique sur le groupe de Lie des similitudes 3D. Finalement, une fois les
fermetures de boucles aberrantes écartées, nous avons présenté une approche de
propagation de croyance permettant d’aligner efficacement un grand nombre de
sous-cartes. Nous avons montré sur de nombreux jeux de données que l’approche
proposée est à la fois plus robuste et précise que les algorithmes de l’état de
l’art. De plus, pour toutes ces expériences, les paramètres de l’approche ont été
fixés une fois pour toutes montrant la flexibilité de l’approche proposée.
Dans une seconde partie, nous avons présenté une méthode de localisation
en environnement intérieur, dédiée à des vidéos provenant d’une caméra mono-
culaire portée où la personne portant la caméra effectue des activité de la vie
quotidienne. Nous avons ainsi introduit un lisseur Rao-Blackwellisé sur groupe
de Lie reposant sur les algorithmes LG-IEKF et le LG-RTS présentés dans
le chapitre 3. Ce lisseur permet de post-traiter la sortie d’un algorithme de
recherche par le contenu qui, pour une image de la vidéo, retrouve des images
visuellement proches dans la base d’images. Nous avons montré sur plusieurs
vidéos que l’approche proposée permet d’estimer la position de la caméra avec
une précision de moins d’un mètre, ainsi que son orientation. A notre connais-
sance, il s’agit du premier système de localisation visuelle utilisant uniquement
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l’information provenant d’une caméra monoculaire, capable d’atteindre une
telle précision pour ce type de vidéos où des objets sont fréquemment interposés
entre la caméra et l’environnement, où de sévères différences d’illuminations et
du flou de bougé sont présents et où l’environnement change entre les images
de la base d’images et celles de la vidéo à localiser.
182
Conclusion et perspectives
Conclusion
Dans ce travail de thèse, nous nous sommes intéressés au problème de
l’estimation de paramètres évoluant sur des groupes de Lie.
Parmi les différentes géométries que l’on pouvait choisir d’exploiter, nous
avons opté pour la structure de sous-groupe à un paramètre du groupe de Lie.
Nous avons montré que la géométrie naturelle et intuitive, induite par cette
structure, permettait d’obtenir des algorithmes d’estimation à la fois efficaces
et élégants.
Les algorithmes d’estimation proposés dans ce travail de thèse s’inscrivent
de manière générale dans un cadre bayésien pour lequel les paramètres inconnus
sont probabilisés. Pour ce faire, nous avons utilisé une généralisation possible
de la distribution normale multivariée aux groupes de Lie, appelée distribution
normale concentrée sur groupe de Lie. Cette distribution prend notamment en
compte la géométrie du groupe de Lie de manière intrinsèque, fournissant ainsi
un formalisme élégant permettant de caractériser l’incertitude des paramètres
estimés.
Le filtrage de Kalman, qui est une des méthodes les plus utilisées dans le
domaine de l’estimation séquentielle de paramètres euclidiens, peut être vu
comme un algorithme de filtrage bayésien sous des hypothèses de bruit gaussien.
Nous nous sommes par conséquent logiquement intéressés au problème du
filtrage de Kalman à temps discret et continu-discret à partir d’observations
appartenant à un groupe de Lie, où l’état évolue également sur un groupe de
Lie. Cette étude nous a conduit à la proposition de deux filtres ; le CD-LG-EKF
qui permet de résoudre un problème à temps continu-discret et le D-LG-EKF
qui permet de résoudre un problème à temps discret. Ces deux filtres sont basés
sur la même approximation, à savoir qu’à chaque instant, nous supposons que
la distribution a posteriori de l’état est une distribution normale concentrée
sur groupe de Lie. En utilisant la structure de sous-groupe à un paramètre
du groupe de Lie sur lequel évoluent les paramètres, nous avons pu montrer
comment propager et mettre à jour les paramètres de cette distribution, pour
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finalement aboutir à ces deux nouveaux algorithmes.
Nous nous sommes ensuite inspirés du lien entre optimisation et filtrage
de Kalman, qui a conduit au développement du filtrage Kalman étendu itéré
sur espace euclidien, en le transposant à l’estimation de paramètres évoluant
sur un groupe de Lie. Nous avons pu établir un lien entre l’algorithme de
Gauss-Newton intrinsèque et le filtrage/lissage de Kalman sur groupe de Lie,
via l’approximation de Gauss-Laplace intrinsèque. Ce lien repose, une fois de
plus, sur la notion de distribution normale concentrée sur groupe de Lie puisque
l’approximation de Gauss-Laplace intrinsèque est une technique permettant
d’ajuster une telle distribution à une distribution a posteriori quelconque. En
exploitant ce lien, nous avons montré comment obtenir une généralisation du
filtre Kalman étendu itéré aux groupes de Lie, appelée LG-IEKF, ainsi qu’une
généralisation du lisseur de Rauch-Tung-Striebel aux groupes de Lie, appelée
LG-RTS.
Finalement, dans le but de replacer les concepts et algorithmes d’estima-
tion sur groupe de Lie proposés dans la thèse dans un cadre applicatif, nous
avons conçu un système complet de localisation d’une caméra évoluant dans
un environnement intérieur préalablement cartographié. L’approche retenue
repose sur deux étapes. La première étape vise à construire une base d’images
représentant l’environnement intérieur du mieux possible. La seconde étape
utilise cette base d’images annotées pour localiser une nouvelle vidéo dans
l’environnement.
Afin de rendre l’étape de construction de la base d’images la plus auto-
matique possible, nous avons proposé une méthode dite de localisation et
de cartographie simultanée. Cette méthode, qui repose en partie sur des ap-
proximations de Gauss-Laplace intrinsèques, est capable de cartographier un
environnement intérieur à partir d’une vidéo d’apprentissage. Nous avons mon-
tré sur de nombreux jeux de données que l’approche proposée est à la fois plus
robuste et plus précise que les algorithmes de l’état de l’art. De plus, pour
toutes ces expériences, les paramètres de l’approche ont été fixés une fois pour
toutes, prouvant sa flexibilité.
Concernant la méthode de localisation en environnement intérieur dédiée à
des vidéos provenant d’une caméra monoculaire, nous avons introduit un lisseur
Rao-Blackwellisé sur groupe de Lie reposant sur les algorithmes LG-IEKF
et LG-RTS. Nous avons montré sur plusieurs vidéos que l’approche proposée
permet d’estimer la position de la caméra avec une précision de moins d’un
mètre ainsi que son orientation.
Dans chacune des étapes de construction de la base d’images puis de
localisation, les concepts et algorithmes d’estimation sur groupe de Lie proposés
dans la thèse, et reposant sur la géométrie induite par la structure de sous-groupe
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à un paramètre, ont été utilisés à la fois pour obtenir des approches élégantes
et numériquement stables mais également pour caractériser l’incertitude des
paramètres estimés.
Perspectives
Dans ce travail de thèse, nous avons proposé des algorithmes d’estimation
de paramètres vivant sur un groupe de Lie permettant de prendre en compte
de manière intrinsèque la nature de la variété sur laquelle ils évoluent. Nous
avons démontré l’intérêt de cette démarche sur certaines applications en vision
par ordinateur. Ce mémoire ouvre ainsi un certain nombre de perspectives pour
de futures recherches.
Parmi ces perspectives, une direction de recherche intéressante consisterait
à ne pas approcher la constante de normalisation de la distribution normale
concentrée sur groupe de Lie par la constante de normalisation d’une dis-
tribution normale multivariée. Cette perspective impliquerait probablement
l’utilisation de techniques non plus déterministes, telles que l’approximation
de Gauss-Laplace intrinsèque, mais plutôt des techniques d’approximation
stochastiques, telles que l’algorithme du gradient stochastique qui a déjà été
porté sur variété Riemannienne [Bonnabel 2013] ou encore l’algorithme du
recuit simulé [Arnaudon 2014].
Une deuxième perspective méthodologique viserait à remplacer l’approxima-
tion de Gauss-Laplace intrinsèque, qui se base sur une technique de linéarisation,
par une méthode impliquant la minimisation d’une divergence de Kullback-
Leibler. Une telle approche permettrait d’obtenir une approximation à l’ordre
2 de la distribution que l’on cherche à approcher. Un travail préliminaire a déjà
été mené dans cette direction, améliorant ainsi les résultats obtenus avec une
technique de linéarisation [Chirikjian 2014].
Du point de vue applicatif, le système de localisation que nous avons proposé
n’inclut pas de suivi de l’information contenue dans les images. De ce fait,
lorsque l’algorithme de recherche par le contenu ne parvient pas à retrouver
d’image correspondant à la pose courante de la caméra, l’incertitude de la pose
estimée croît très rapidement. De plus, la base d’images n’est pas mise à jour
avec les données issues des vidéos traitées. L’utilisation d’un algorithme de
localisation et de la cartographie simultanée temps réel, tel que ceux proposés
récemment dans [Engel 2014] ou [Newcombe 2011], permettrait d’atténuer ces
problèmes. Les particules du lisseur Rao-Blackwellisé seraient ainsi guidées
lorsque l’algorithme de recherche par le contenu rencontre des difficultés et
l’environnement pourrait être mis à jour. Néanmoins, dans notre application
de localisation, l’environnement est souvent dynamique et non statique, ce qui
nous conduit à envisager une dernière perspective.
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En effet, dans le domaine de la localisation et de la cartographie simultanée,
les algorithmes de l’état de l’art, y compris celui que nous avons développé dans
cette thèse, reposent en grande majorité sur une hypothèse de scène statique
et cherchent à supprimer les données ne respectant pas ce modèle. Ainsi, une
perspective importante consisterait à modéliser non plus une scène statique
mais une scène dynamique [Tan 2013] ce qui permettrait de tirer parti de
l’information dynamique présente dans les images.
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Annexe A
Marginalisation de la distribution normale
concentrée sur groupe de Lie
Considérons un groupe de Lie de la forme G = G′ × G′′, où G′ est un
groupe de Lie matriciel de dimension p et G′′ est un groupe de Lie matriciel de
dimension q. Une distribution normale concentrée (à droite) peut alors s’écrire :
p (X) = p (X1, X2) =
1√
(2pi)p+q det (Σ)
e−
1
2Q(X1,X2) (A.1)
où X ∈ G, X1 ∈ G′, X2 ∈ G′′ et
Q (X1, X2) =
[
log∨G′
(
X1µ
−1
1
)T
, log∨G′′
(
X2µ
−1
2
)T ]  Σ11 Σ12
Σ21 Σ22
 log∨G′ (X1µ−11 )
log∨G′′
(
X2µ
−1
2
) 
= log∨G′
(
X1µ
−1
1
)T
Σ11log∨G′
(
X1µ
−1
1
)
+ log∨G′′
(
X2µ
−1
2
)T
Σ22log∨G′′
(
X2µ
−1
2
)
+ 2log∨G′
(
X1µ
−1
1
)T
Σ12log∨G′′
(
X2µ
−1
2
)
(A.2)
avec
Σ−1 =
 Σ11 Σ12
Σ21 Σ22
−1 =
 Σ11 Σ12
Σ21 Σ22

En utilisant les lemmes d’inversion matricielle nous avons alors :
Σ11 =
(
Σ11 − Σ12Σ−122 ΣT12
)−1
= Σ−111 + Σ−111 Σ12
(
Σ22 − ΣT12Σ−111 Σ12
)−1
ΣT12Σ−111
(A.3)
Σ12 = −Σ−111 Σ12
(
Σ22 − ΣT12Σ−111 Σ12
)−1
(A.4)
Σ22 =
(
Σ22 − ΣT12Σ−111 Σ12
)−1
= Σ−122 + Σ−122 ΣT12
(
Σ11 − Σ12Σ−122 ΣT12
)−1
Σ12Σ−122
(A.5)
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Après substitution, et en définissant x1 = log∨G′
(
X1µ
−1
1
)
et x2 = log∨G′′
(
X2µ
−1
2
)
nous obtenons :
Q (x1, x2) = xT1
(
Σ−111 + Σ−111 Σ12
(
Σ22 − ΣT12Σ−111 Σ12
)−1
ΣT12Σ−111
)
x1
+ xT2
(
Σ22 − ΣT12Σ−111 Σ12
)−1
x2
− 2xT1 Σ−111 Σ12
(
Σ22 − ΣT12Σ−111 Σ12
)−1
x2
= xT1 Σ−111 x1 + xT1 Σ−111 Σ12
(
Σ22 − ΣT12Σ−111 Σ12
)−1
ΣT12Σ−111 x1
+ xT2
(
Σ22 − ΣT12Σ−111 Σ12
)−1
x2
− 2xT1 Σ−111 Σ12
(
Σ22 − ΣT12Σ−111 Σ12
)−1
x2
= xT1 Σ−111 x1 +
(
ΣT12Σ−111 x1
)T (
Σ22 − ΣT12Σ−111 Σ12
)−1 (
ΣT12Σ−111 x1
)
+ xT2
(
Σ22 − ΣT12Σ−111 Σ12
)−1
x2
− 2
(
ΣT12Σ−111 x1
)T (
Σ22 − ΣT12Σ−111 Σ12
)−1
x2
= xT1 Σ−111 x1 +
(
x2 − ΣT12Σ−111 x1
)T (
Σ22 − ΣT12Σ−111 Σ12
)−1 (
x2 − ΣT12Σ−111 x1
)
= Q1 (x1) +Q2 (x1, x2) (A.6)
où
Q1 (X1) = log∨G′
(
X1µ
−1
1
)T
Σ−111 log∨G′
(
X1µ
−1
1
)
(A.7)
et
Q2 (X1, X2) =
(
log∨G′′
(
X2µ
−1
2
)
− ΣT12Σ−111 log∨G′
(
X1µ
−1
1
))T (
Σ22 − ΣT12Σ−111 Σ12
)−1
(
log∨G′′
(
X2µ
−1
2
)
− ΣT12Σ−111 log∨G′
(
X1µ
−1
1
))
(A.8)
Puisque la covariance de la distribution est supposée concentrée, nous pouvons
faire l’approximation suivante :
log∨G′′
(
X2µ
−1
2
)
−ΣT12Σ−111 log∨G′
(
X1µ
−1
1
)
≈ log∨G′′
(
X2
(
µ2exp∧G′′
(
ΣT12Σ−111 log∨G′
(
X1µ
−1
1
)))−1)
(A.9)
Et donc
Q2 (X1, X2) ≈ log∨G′′
(
X2
(
µ2exp∧G′′
(
ΣT12Σ−111 log∨G′
(
X1µ
−1
1
)))−1)T (
Σ22 − ΣT12Σ−111 Σ12
)−1
log∨G′′
(
X2
(
µ2exp∧G′′
(
ΣT12Σ−111 log∨G′
(
X1µ
−1
1
)))−1)
(A.10)
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Ainsi nous obtenons la marginalisation suivante :
ˆ
f (X1, X2) dHX2
=
ˆ 1√
(2pi)p+p det (Σ11) det
(
Σ22 − ΣT12Σ−111 Σ12
)e− 12 (Q1(X1)+Q2(X1,X2))dHX2
= 1√
(2pi)p det (Σ11)
e−
1
2Q1(X1)
ˆ 1√
(2pi)q det
(
Σ22 − ΣT12Σ−111 Σ12
)e− 12Q2(X1,X2)dHX2
= NRG′ (X1;µ1,Σ11)
ˆ
NRG′′
(
X2;µ2exp∧G′′
(
ΣT12Σ−111 log∨G′
(
X1µ
−1
1
))
,Σ22 − ΣT12Σ−111 Σ12
)
dHX2
= NRG′ (X1;µ1,Σ11) (A.11)
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Annexe B
Dérivées première et seconde de l’application
logarithme de matrice
Nous résumons ici les approximations qui nous permettent d’établir les
expressions des dérivées première et seconde de l’application logarithme de
matrice dans la partie 1.1.5. Dans la suite, Y ∈ G et b, c ∈ g.
B.1 Dérivée première de l’application logarithme
de matrice : résultats intermédiaires
Y = expG (b) = Id+ b +
1
2b
2 +O
(
‖b‖3
)
(B.1)
Y c =
(
Id+ b + 12b
2
)
c +O
(
‖b‖3
)
c (B.2)
(Y − Id)Y c =
(
b + 12b
2 +O
(
‖b‖3
))(
Id+ b + 12b
2 +O
(
‖b‖3
))
c
=
(
b + 32b
2
)
c +O
(
‖b‖3
)
c (B.3)
Y c (Y − Id) =
(
Id+ b + 12b
2 +O
(
‖b‖3
))
c
(
b + 12b
2 +O
(
‖b‖3
))
= c
(
b + 12b
2
)
+ bcb +O
(
‖b‖3
)
c (B.4)
Y c (Y − Id)2 = Y c (Y − Id) (Y − Id)
=
(
c
(
b + 12b
2
)
+ bcb +O
(
‖b‖3
)
c
)(
b + 12b
2 +O
(
‖b‖3
))
= cb2 +O
(
‖b‖3
)
c (B.5)
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(Y − Id)Y c (Y − Id) =
((
b + 32b
2
)
c +O
(
‖b‖3
)
c
)(
b + 12b
2 +O
(
‖b‖3
))
= bcb +O
(
‖b‖3
)
c (B.6)
(Y − Id)2 Y c =
(
b + 12b
2 +O
(
‖b‖3
))((
b + 32b
2
)
c +O
(
‖b‖3
)
c
)
= b2c +O
(
‖b‖3
)
c (B.7)
O
(
‖(Y − Id)‖3
)
Y c = O
(∥∥∥∥b + 12b2 +O
(
‖b‖3
)∥∥∥∥3
)(
Id+ b + 12b
2 +O
(
‖b‖3
))
c
= O (‖b‖ 3)
(
Id+ b + 12b
2 +O
(
‖b‖3
))
c
= O
(
‖b‖3
)
c (B.8)
B.2 Dérivée seconde de l’application logarithme
de matrice : résultats intermédiaires
Y c2 =
(
Id+ b + 12b
2
)
c2 +O
(
‖b‖3
)
c2
= (Id+ b) c2 +O
(
‖b‖2
)
(c, c) (B.9)
(Y − Id)Y c2 =
(
b + 12b
2 +O
(
‖b‖3
)) (
(Id+ b) c2 +O
(
‖b‖2
)
(c, c)
)
= bc2 +O
(
‖b‖2
)
(c, c) (B.10)
Y c2 (Y − Id) =
(
(Id+ b) c2 +O
(
‖b‖2
)
(c, c)
)(
b + 12b
2 +O
(
‖b‖3
))
= c2b +O
(
‖b‖2
)
(c, c) (B.11)
(Y c)2 =
(
Id+ b + 12b
2 +O
(
‖b‖3
))
c
(
Id+ b + 12b
2 +O
(
‖b‖3
))
c
= c2 + cbc + bc2 +O
(
‖b‖2
)
(c, c) (B.12)
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B.2. Dérivée seconde de l’application logarithme de matrice : résultats
intermédiaires
(Y c)2 (Y − Id) =
(
c2 + cbc + bc2
)(
b + 12b
2
)
+O
(
‖b‖2
)
(c, c)
= c2b +O
(
‖b‖2
)
(c, c) (B.13)
Y c (Y − Id)Y c =
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2 +O
(
‖b‖3
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c
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b + 32b
2
)
c +O
(
‖b‖3
)
c
)
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(
‖b‖2
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(c, c) (B.14)
(Y − Id) (Y c)2 =
(
b + 12b
2
) (
c2 + cbc + bc2
)
+O
(
‖b‖2
)
(c, c)
= bc2 +O
(
‖b‖2
)
(c, c) (B.15)
O
(
‖(Y − Id)‖2
)
(Y c, Y c) = O
(
‖(Y − Id)‖2
)
(c, c) (B.16)
O
(
‖(Y − Id)‖3
)
Y c2 = O
(
‖(Y − Id)‖3
)
(Y c, Y c)
= O
(
‖(Y − Id)‖2
)
(c, c) (B.17)
O
(
‖Y − Id‖2
)
(c, c) = O
(∥∥∥∥b + 12b2 +O
(
‖b‖3
)∥∥∥∥2
)
(c, c)
= O
(
‖b‖2
)
(c, c) (B.18)
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Annexe C
Propriétés de l’opérateur adG (·)
Nous nous intéressons dans cette annexe à certaines propriétés de l’opérateur
adG (·) que nous utilisons dans le chapitre 2.
En utilisant les définitions :
(adG (x))ij = L
T
ijx (C.1)
et
(
adG (x)T
)
ij
= (adG (x))ji = L
T
jix (C.2)
où Lij ∈ Rp et x ∈ Rp, nous obtenons alors :(
adG (x)RadG (x)T
)
ij
= E
( p∑
k=1
p∑
l=1
(adG (x))ik Rkl
(
adG (x)T
)
lj
)
= E
( p∑
k=1
p∑
l=1
LTikxRklL
T
jlx
)
= E
( p∑
k=1
p∑
l=1
RklL
T
ikxx
TLjl
)
=
p∑
k=1
p∑
l=1
RklL
T
ikxx
TLjl (C.3)
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et
(
adG (x)2
)
ij
=
p∑
k=1
(adG (x))ik (adG (x))kj
=
p∑
k=1
LTikxL
T
kjx
=
p∑
k=1
LTikxx
TLkj (C.4)
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Annexe D
Moyenne et covariance d’un système dynamique
Nous présentons dans cette annexe les équations de propagation de la
moyenne et de la covariance d’un système dynamique décrit par l’équation
différentielle stochastique suivante :
dx = f (x) dt+ g (x) dβ (D.1)
où f et g sont des fonctions bornées et lipschitziennes (voir [Maybeck 1979],
Volume 2, pp.182), β est un mouvement brownien de matrice de diffusion Q (t),
et x ∈ Rm.
Les équations de propagations de la moyenne et de la covariance sont (voir
[Maybeck 1979] Volume 2, Chapitre 11, Section 6) :
m˙x = E [f (x)] (D.2)
P˙x =
(
E
[
f (x)xT
]
− E [f (x)]mTx
)
+
(
E
[
xf (x)T
]
−mxE
[
f (x)T
])
+ E
(
g (x)Qg (x)T
)
(D.3)
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Annexe E
Complétion du carré
Nous présentons dans cette annexe la méthode dite de “complétion du carré”.
Considérons la norme de Mahalanobis suivante :
‖Ax− b‖2Σ = (Ax− b)T Σ−1 (Ax− b)
= xTATΣ−1Ax− xTATΣ−1b− bTΣ−1Ax+ cst1 (E.1)
où cst1 est un terme constant par rapport à x. En ajoutant le terme(
ATΣ−1b
)T (
ATΣ−1A
) (
ATΣ−1b
)
, qui est constant par rapport à x, nous obte-
nons :
‖Ax− b‖2Σ = xTATΣ−1Ax− xTATΣ−1b− bTΣ−1Ax
+
(
ATΣ−1b
)T (
ATΣ−1A
) (
ATΣ−1b
)
+ cst2 (E.2)
Nous définissons P−1 = ATΣ−1A et injectons PP−1 ou P−1P dans chaque
terme :
‖Ax− b‖2Σ = xTP−1x− xTP−1PATΣ−1b− bTΣ−1APP−1x
+
(
ATΣ−1b
)T
PP−1P
(
ATΣ−1b
)
+ cst2 (E.3)
Remarquons que le minimiseur de ‖Ax− b‖2Σ est :
xˆ =
(
ATΣ−1A
)−1
ATΣ−1b
= PATΣ−1b (E.4)
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Nous obtenons finalement :
‖Ax− b‖2Σ = xTP−1x− xTP−1xˆ− xˆTP−1x+ xˆTP−1xˆ+ cst2
= (x− xˆ)T P−1 (x− xˆ) + cst2 (E.5)
Ainsi, nous avons “complété le carré”, c’est à dire que nous avons fait apparaître
la distance de Mahalanobis entre x et xˆ.
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Annexe F
Lemmes d’inversion matricielle
Nous présentons dans cette annexe les différents lemmes d’inversion matri-
cielle dont nous faisons usage dans le mémoire.
F.1 Lemme 1
 A B
BT D
−1 =
 A−1 + A−1BE−1BTA−1 −A−1BE−1
−E−1BTA−1 E−1
 (F.1)
où
E = D −BTA−1B (F.2)
F.2 Lemme 2
 A B
BT D
−1 =
 G−1 −G−1BD−1
−D−1BTG−1 D−1 +D−1BTG−1BD−1
 (F.3)
où
G = A−BD−1BT (F.4)
F.3 Lemme 3
(
X + V TWV
)−1
= X−1 −X−1V T
(
W−1 + V X−1V T
)−1
V X−1 (F.5)
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F.4 Lemme 4
(X + Y )−1 (X + Y ) = Id
donc
Id− (X + Y )−1X = (X + Y )−1 Y
d’où
(
Id− (X + Y )−1X
)
Y −1 = (X + Y )−1 (F.6)
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Annexe G
Démonstration du lisseur de Rauch–Tung–Striebel
sur groupe de Lie
Les différents résultats en lien avec la démonstration du lisseur de Rauch–Tung–Striebel
sur groupe de Lie (voir chapitre 3) sont décrits dans cette annexe.
G.1 Résultat 1
Posons :
Lk = Pk|kF Tk P−1k+1|k = Pk|kF Tk
(
Rk + FkPk|kF Tk
)−1
(G.1)
et
Pk+1|kLTk = Pk+1|kP−1k+1|kFkPk|k = FkPk|k (G.2)
En utilisant (F.5) puis (G.1) et (G.2) on démontre :
(
F Tk R
−1
k Fk + P−1k|k
)−1
= Pk|k − Pk|kF Tk
(
Rk + FkPk|kF Tk
)−1
FkPk|k (G.3)
= Pk|k − LkFkPk|k
= Pk|k − LkPk+1|kLTk (G.4)
G.2 Résultat 2
En utilisant l’égalité suivante qui se base sur (F.6) :
(
Id− P−1k+1|kFkPk|kF Tk
)
R−1k
=
(
Id−
(
Rk + FkPk|kF Tk
)−1
FkPk|kF Tk
)
R−1k
=
(
Rk + FkPk|kF Tk
)−1
= P−1k+1|k (G.5)
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On démontre que :
D−1BT = S−1
(
Pk|k − Pk|kF Tk P−1k+1|kFkPk|k
)
S−T
(
−STF Tk R−1k M
)
= −S−1
(
Pk|k − Pk|kF Tk P−1k+1|kFkPk|k
) (
F Tk R
−1
k M
)
= −S−1Pk|kF Tk
(
Id− P−1k+1|kFkPk|kF Tk
)
R−1k M
= −S−1Pk|kF Tk P−1k+1|kM
= −S−1LkM (G.6)
ce qui prouve au passage que
(
Pk|k − Pk|kF Tk P−1k+1|kFkPk|k
)
F Tk R
−1
k = Lk (G.7)
G.3 Résultat 3
D’après (F.5)
P−1k+1|k =
(
Rk + FkPk|kF Tk
)−1
= R−1k −R−1k Fk
(
P−1k|k + F Tk R−1k Fk
)−1
F Tk R
−1
k
(G.8)
G.4 Résultat 4
D’après (F.6) :
P−1k+1|k =
(
Rk + FkPk|kF Tk
)−1
=
(
Id−
(
Rk + FkPk|kF Tk
)−1
FkPk|kF Tk
)
R−1k
=
(
Id− P−1k+1|kFkPk|kF Tk
)
R−1k (G.9)
donc
R−1k − P−1k+1|k = R−1k −
(
Id− P−1k+1|kFkPk|kF Tk
)
R−1k (G.10)
= P−1k+1|kFkPk|kF Tk R−1k (G.11)
Finalement en utilisant (G.1), on a :
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G.5. Résultat 5
(
R−1k − P−1k+1|k
)
− LTkF Tk R−1k = R−1k − P−1k+1|k − P−1k+1|kFkPk|kF Tk R−1k
= P−1k+1|kFkPk|kF Tk R−1k − P−1k+1|kFkPk|kF Tk R−1k
= 0 (G.12)
G.5 Résultat 5
D’après (G.8) et (G.1) :
R−1k Fk − LTk
(
F Tk R
−1
k Fk + P−1k|k
)
= R−1k Fk − P−1k+1|kFkPk|k
(
F Tk R
−1
k Fk + P−1k|k
)
= R−1k Fk −
(
R−1k −R−1k Fk
(
P−1k|k + F Tk R−1k Fk
)−1
F Tk R
−1
k
)
FkPk|k
(
F Tk R
−1
k Fk + P−1k|k
)
(G.13)
Or d’après (F.6)
(
Id−
(
P−1k|k + F Tk R−1k Fk
)−1
F Tk R
−1
k Fk
)
Pk|k =
(
P−1k|k + F Tk R−1k Fk
)−1
(G.14)
Donc
(
R−1k −R−1k Fk
(
P−1k|k + F Tk R−1k Fk
)−1
F Tk R
−1
k
)
FkPk|k
= R−1k Fk
(
Id−
(
P−1k|k + F Tk R−1k Fk
)−1
F Tk R
−1
k Fk
)
Pk|k
= R−1k Fk
(
P−1k|k + F Tk R−1k Fk
)−1
(G.15)
Donc en reprenant (G.13) et en utilisant (G.15), on obtient :
R−1k Fk − LTk
(
F Tk R
−1
k Fk + P−1k|k
)
= R−1k Fk −R−1k Fk
(
P−1k|k + F Tk R−1k Fk
)−1 (
F Tk R
−1
k Fk + P−1k|k
)
= 0 (G.16)
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G.6 Calcul de
(
JTl E
−1Jl
)−1
Calculons l’inverse de chaque bloc de
(
JTl E
−1Jl
)−1
:
(
JTl E
−1Jl
)−1
=
 MT (R−1k − P−1k+1|k)M+ LTP−1k+1|TL −MTR−1k FkS
−STF Tk R−1k M ST
(
F Tk R
−1
k Fk + P−1k|k
)
S
−1
(G.17)
=
 A B
BT D
−1 =
 A′ B′
B′T D′
 (G.18)
Calculons A′ : D’après (F.3)
A′ =
(
A−BD−1BT
)−1
=
(
MT
(
R−1k − P−1k+1|k −R−1k Fk
(
F Tk R
−1
k Fk + P−1k|k
)−1
F Tk R
−1
k
)
M+ LTP−1k+1|TL
)−1
(G.19)
Donc d’après (G.8), nous avons :
A′ =
(
LTP−1k+1|TL
)−1
= L−1Pk+1|TL−T (G.20)
Calculons D′ : D’après (F.3), puis en appliquant (G.4), (G.6) et (G.20), on
a :
D′ = D−1 +D−1BTA′BD−1
= S−1
(
Pk|k + Lk
(
ML−1Pk+1|TL−TMT − Pk+1|t
)
LTk
)
S−T (G.21)
où
Lk = Pk|kF Tk P−1k+1|k (G.22)
Calculons B′ : D’après (G.20) et (G.6) :
B′ = −G−1BD−1 = L−1Pk+1|TL−TMTLTk S−T (G.23)
Finalement nous avons :
(
JTl E
−1Jl
)−1
= L−1Pk+1|TL−T L−1Pk+1|TL−TMTLTk S−T
S−1LkML−1Pk+1|TL−T S−1
(
Pk|k + Lk
(
ML−1Pk+1|TL−TMT − Pk+1|k
)
LTk
)
S−T

(G.24)
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G.7 Calcul de δl+1/lk
En utilisant (3.110), (3.113) et (3.115), et le fait que δl,Tk+1 = 0 et L = Id,
nous obtenons :
δ
l+1/l
k = −S−1
(
LkMPk+1|TMT
(
R−1k −
(
Rk + FkPk|kF Tk
)−1)
−
(
Pk|k + Lk
(
MPk+1|TMT − Pk+1|k
)
LTk
)
F Tk R
−1
k
)
δl,kk+1
−S−1
(
−LkMPk+1|TMTR−1k Fk
+
(
Pk|k + Lk
(
MPk+1|TMT − Pk+1|k
)
LTk
) (
F Tk R
−1
k Fk + P−1k|k
))
δl,kk(G.25)
Calcul du terme en δl,kk
Calcul du terme en LkMPk+1|TMT
− LkMPk+1|TMTR−1k Fk +
(
LkMPk+1|TMTLTk
) (
F Tk R
−1
k Fk + P−1k|k
)
= LkMPk+1|TMT
(
LTk
(
F Tk R
−1
k Fk + P−1k|k
)
−R−1k Fk
)
(G.26)
donc d’après (G.16) le terme est nul.
Calcul du terme restant
(
Pk|k − LkPk+1|kLTk
) (
F Tk R
−1
k Fk + P−1k|k
)
=
(
Pk|k − Lk
(
Rk + FkPk|kF Tk
)
LTk
) (
F Tk R
−1
k Fk + P−1k|k
)
(G.27)
donc d’après (G.3) le terme restant vaut Id.
Le terme en δl,kk vaut donc −S−1δl,kk .
Calcul du terme en δl,kk+1
Calcul du terme en LkMPk+1|TMT
LkMPk+1|TMT
(
R−1k −
(
Rk + FkPk|kF Tk
)−1)− (LkMPk+1|TMTLTk )F Tk R−1k
= LkMPk+1|TMT
(
−LTkF Tk R−1k +R−1k −
(
Rk + FkPk|kF Tk
)−1)
(G.28)
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En appliquant (G.10), on obtient :
LkMPk+1|TMT
(
−LTkF Tk R−1k +R−1k −
(
Rk + FkPk|kF Tk
)−1)
= LkMPk+1|TMT
(
−LTkF Tk R−1k +
(
Rk + FkPk|kF Tk
)−1
FkPk|kF Tk R
−1
k
)
= LkMPk+1|TMT
((
−LTtk +
(
Rk + FkPk|kF Tk
)−1
FkPk|k
)
F Tk R
−1
k
)
(G.29)
Et donc d’après (G.1) le terme en LkMPk+1|TMT vaut 0.
Calcul du terme restant En utilisant (G.7), on montre que :
−
(
Pk|k − LkPk+1|kLTk
)
F Tk R
−1
k
= −
(
Pk|k − Pk|kF Tk P−1k+1|kPk+1|kP−1k+1|kFkPk|k
)
F Tk R
−1
k
= −
(
Pk|k − LkFkPk|k
)
F Tk R
−1
k
= −Lk (G.30)
Le terme en δl,kk+1 vaut donc S−1Lkδl,kk+1.
Au final, on a donc
δ
l+1/l
k = S−1Lkδl,kk+1 (G.31)
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Annexe H
Démonstration du lisseur particulaire
Rao-Blackwellisé sur groupe de Lie
Nous présentons ici les calculs permettant d’aboutir à l’algorithme du
lisseur particulaire Rao-Blackwellisé sur groupe de Lie. Cette démonstration
est inspirée de celle proposée dans [Fong 2002]. A la différence que la partie de
l’état marginalisée évolue sur un groupe de Lie.
H.1 Étape de filtrage
Nous souhaitons approcher la distribution de probabilité suivante :
p (X0:k, s0:k|Z1:k) = p (X0:k|Z1:k, s0:k) p (s0:k|Z1:k) (H.1)
Le terme p (s0:k|Z1:k) sera échantillonné par Np particules de la manière suivante
(tirées selon une distribution de proposition q (s0:k|Z1:k)) :
p (s0:k|Z1:k) ≈
Np∑
l=1
w
(l)
k δ
(
s0:k − s(l)0:k
)
(H.2)
où
w
(l)
k ∝
p
(
s
(l)
0:k|Z1:k
)
q
(
s
(l)
0:k|Z1:k
) (H.3)
Le terme p (X0:k|Z1:k, s0:k) sera approché par une distribution normale concen-
trée sur groupe de Lie en utilisant le filtre de Kalman étendu sur groupe de Lie
(LG-EKF) présenté dans le chapitre 3. L’efficacité de cet algorithme réside dans
le fait que seul s0:k est échantillonné, c’est à dire que X0:k a été marginalisé
dans (H.2). Sachant s0:k, la partie X0:k de l’état marginalisée peut alors être
estimée analytiquement (LG-EKF).
213
Annexe H. Démonstration du lisseur particulaire Rao-Blackwellisé sur groupe de
Lie
H.1.1 Formulation récursive
Pour garantir une formulation récursive de l’algorithme, la distribution de
proposition doit se décomposer de la manière suivante :
q (s0:k|Z1:k) = q (sk|s0:k−1, Z1:k) q (s0:k−1|Z1:k−1) (H.4)
Les particules peuvent alors être échantillonnées séquentiellement :
s
(l)
0:k =
[
s
(l)
k , s
(l)
0:k−1
]
(H.5)
avec
s
(l)
k ∼ q
(
s
(l)
k |s(l)0:k−1, Z1:k
)
(H.6)
De plus, la distribution cible qui nous intéresse peut être exprimée de la manière
suivante :
p
(
s
(l)
0:k|Z1:k
)
=
p
(
Zk|s(l)0:k, Z1:k−1
)
p
(
s
(l)
0:k|Z1:k−1
)
p (Zk|Z1:k−1)
=
p
(
Zk|s(l)0:k, Z1:k−1
)
p
(
s
(l)
k |s(l)0:k−1, Z1:k−1
)
p
(
s
(l)
0:k−1|Z1:k−1
)
p (Zk|Z1:k−1) (H.7)
Ainsi, nous obtenons la formule récursive suivante pour les poids w(l)k :
w
(l)
k ∝
p
(
s
(l)
0:k|Z1:k
)
q
(
s
(l)
0:k|Z1:k
) ∝ p
(
Zk|s(l)0:k, Z1:k−1
)
p
(
s
(l)
k |s(l)0:k−1, Z1:k−1
)
p
(
s
(l)
0:k−1|Z1:k−1
)
p (Zk|Z1:k−1) q
(
s
(l)
k |s(l)0:k−1, Z1:k
)
q
(
s
(l)
0:k−1|Z1:k−1
)
∝ w(l)k−1
p
(
Zk|s(l)0:k, Z1:k−1
)
p
(
s
(l)
k |s(l)0:k−1, Z1:k−1
)
p (Zk|Z1:k−1) q
(
s
(l)
k |s(l)0:k−1, Z1:k
) (H.8)
H.1.2 Échantillonnage optimal
H.1.2.1 Simulation de sk
Une manière de réduire le nombre de particules est d’échantillonner les sk
selon la loi de proposition dite “optimale”. C’est à dire :
q
(
s
(l)
k |s(l)0:k−1, Z1:k
)
= p
(
s
(l)
k |s(l)0:k−1, Z1:k
)
=
p
(
Zk|s(l)0:k, Z1:k−1
)
p
(
s
(l)
k |s(l)0:k−1, Z1:k−1
)
p
(
Zk|s(l)0:k−1, Z1:k−1
) (H.9)
∝ p
(
Zk|s(l)0:k, Z1:k−1
)
p
(
s
(l)
k |s(l)0:k−1, Z1:k−1
)
(H.10)
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Concernant le second terme de l’équation précédente, dans notre application,
nous avons l’indépendance conditionnelle suivante :
p
(
s
(l)
k |s(l)0:k−1, Z1:k−1
)
= p
(
s
(l)
k
)
(H.11)
Concernant le premier terme, nous avons :
p
(
Zk|s(l)k , s(l)0:k−1, Z1:k−1
)
=
ˆ
p
(
Xk, Zk|s(l)k , s(l)0:k−1, Z1:k−1
)
dHXk
=
ˆ
p
(
Zk|Xk, s(l)k
)
p
(
Xk|s(l)k , s(l)0:k−1, Z1:k−1
)
dHXk (H.12)
Or d’après le modèle d’observation (4.16), nous avons :
p
(
Zk|Xk, s(l)k
)
∝ NRSE(3)
(
Zk
(
s
(l)
k
)
;Ck, Qk,s(l)
k
)
(H.13)
De plus, le terme p
(
Xk|s(l)k , s(l)0:k−1, Z1:k−1
)
peut être approché par une distribu-
tion normale concentrée sur groupe de Lie en utilisant l’algorithme LG-EKF :
p
(
Xk|s(l)k , s(l)0:k−1, Z1:k−1
)
= NRG
(
Xk;µ(l)k|k−1, P
(l)
k|k−1
)
(H.14)
Nous avons donc :
p
(
Zk|s(l)k , s(l)0:k−1, Z1:k−1
)
∝
ˆ
NRSE(3)
(
Zk
(
s
(l)
k
)
;Ck, Qk,s(l)
k
)
NRG
(
Xk;µ(l)k|k−1, P
(l)
k|k−1
)
dHXk (H.15)
En appliquant une approximation de Gauss-Laplace à l’intégrande de (H.15)
suivi d’une marginalisation de Xk, nous obtenons :
p
(
Zk|s(l)k , s(l)0:k−1, Z1:k−1
)
∝ NRSE(3)
(
Zk
(
s
(l)
k
)
;µ(l)k|k−1 (C) , P
(l)
k|k−1 (C) +Qk,s(l)
k
)
(H.16)
Les notations µ(l)k|k−1 (C) et P
(l)
k|k−1 (C) correspondent à extraire la sous-matrice
correspondant à la pose de la caméra C dans µ(l)k|k−1 et P
(l)
k|k−1. Ainsi nous avons
obtenu le résultat suivant :
q
(
s
(l)
k |s(l)0:k−1, Z1:k
)
∝ NRSE(3)
(
Zk
(
s
(l)
k
)
;µ(l)k|k−1 (C) , P
(l)
k|k−1 (C) +Qk,s(l)
k
)
p
(
s
(l)
k
)
(H.17)
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H.1.2.2 Calcul du poids
Nous obtenons alors la formule suivante pour les poids w(l)k :
w
(l)
k ∝ w(l)k−1
p
(
Zk|s(l)0:k, Z1:k−1
)
p
(
s
(l)
k |s(l)0:k−1, Z1:k−1
)
p (Zk|Z1:k−1) .
p
(
Zk|s(l)0:k−1, Z1:k−1
)
p
(
Zk|s(l)0:k, Z1:k−1
)
p
(
s
(l)
k |s(l)0:k−1, Z1:k−1
)
∝ w(l)k−1
p
(
Zk|s(l)0:k−1, Z1:k−1
)
p (Zk|Z1:k−1) ∝ w
(l)
k−1p
(
Zk|s(l)0:k−1, Z1:k−1
)
(H.18)
Le terme p
(
Zk|s(l)0:k−1, Z1:k−1
)
peut être calculé de la manière suivante :
p
(
Zk|s(l)0:k−1, Z1:k−1
)
=
∑
sk
p
(
Zk, sk|s(l)0:k−1, Z1:k−1
)
=
∑
sk
p
(
Zk|sk,s(l)0:k−1, Z1:k−1
)
p
(
sk|s(l)0:k−1, Z1:k−1
)
=
∑
sk
NRSE(3)
(
Zk (sk) ;µ(l)k|k−1 (C) , P
(l)
k|k−1 (C) +Qk,sk
)
p (sk)
(H.19)
H.1.3 Algorithme
L’algorithme permettant de réaliser l’étape de filtrage est présenté dans la
table Alg.H.1. Il permet d’approcher séquentiellement la distribution p (X0:k, s0:k|Z1:k)
pour k allant de 1 (la première image de la vidéo) à T (la dernière image de la
vidéo).
H.2 Étape de lissage
L’objectif de cette étape est d’échantillonner la distribution jointe p (X1:T , s1:T |Z1:T )
et nous allons voir que pour cela, le résultat de l’étape de filtrage est nécessaire
ainsi que l’algorithme LG-RTS présenté dans le chapitre 3.
H.2.1 Démonstration
Nous allons détailler comment générer un échantillon X˜1:T , s˜1:T de la distri-
bution jointe p (X1:T , s1:T |Z1:T ), contrairement à l’étape de filtrage où seul les
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Algorithme H.1 Étape de filtrage du LG-RBPS
— Pour i = 1, 2, ..., Np
— Initialiser µ(i)0|0 en choisissant aléatoirement la pose d’une des images de
la base d’ images avec une vitesse nulle
— P (i)0|0 = P0 et w
(i)
0 = 1Np
— FinPour
— Pour k = 1, 2, ..., T
— Pour i = 1, 2, ..., Np
— Propagation du LG-EKF : Propager µ(i)k−1|k−1 et P
(i)
k−1|k−1 pour
obtenir µ(i)k|k−1 et P
(i)
k|k−1 en utilisant Rk et ∆t (Alg.H.2)
— Échantillonnage optimal : Tirer s(i)k en utilisant µ
(i)
k|k−1, P
(i)
k|k−1,
Zk et p (sk), et évaluer p
(
Zk|s(i)0:k−1, Z1:k−1
)
(Alg.H.4)
— Mise à jour du LG-EKF : Mettre à jour µ(i)k|k−1 et P
(i)
k|k−1 pour
obtenir µ(i)k|k et P
(i)
k|k en utilisant yk
(
s
(i)
k
)
et QCBIR ou QVM (Alg.H.3)
— Mise à jour du poids :
w
(i)
k = w
(i)
k−1p
(
Zk|s(i)0:k−1, Z1:k−1
)
— FinPour
— Normaliser les poids et ré-échantillonner les particules
— FinPour
Algorithme H.2 Propagation du LG-EKF
— v = µk−1|k−1 (v)
— C = µk−1|k−1 (C)
— µk|k−1 (C) = exp∧SE(3) (v∆t)C
— µk|k−1 (v) = v
— Pk|k−1 = FPk−1|k−1F T +R
— où F =
[
AdSE(3)
(
exp∧SE(3) (v∆t)
)
ΦSE(3) (v∆t) ∆t
0 Id
]
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Algorithme H.3 Mise à jour du LG-EKF
— K = Pk|k−1JT
(
JPk|k−1JT +Q
)−1
— δ = Klog∨SE(3)
(
Zkµk|k−1 (C)−1
)
— µk|k (C) = exp∧SE(3) (δ (C))µk|k−1 (C)
— µk|k (v) = δ (v) + µk|k−1 (v)
— Pk|k = ΦG (δ) (Id−KJ)Pk|k−1ΦTG (δ)
— où J =
[
Id 0
]
et ΦG (δ) =
[
ΦSE(3) (δ (C)) 0
0 Id
]
Algorithme H.4 Échantillonnage optimal
— Pour l = 1, ..., N
— S = Pk|k−1 (C) +QVM
— e = log∨SE(3)
(
Zk (l)µk|k−1 (C)−1
)
— w (l) =
(√
(2pi)6 |S|
)−1
exp
(
−0.5
(
eTS−1e
))
p (sk = l)
— FinPour
— En pratique, pour réduire le coût calculatoire de la boucle Pour précédente,
nous utilisons un arbre-kd pour retrouver les 30 plus proches voisins (parmi
les composantes de Zk) de µk|k−1 et nous effectuons la boucle pour ces 30
composantes seulement.
— Pour l = N + 1, ..., N +NCBIR
— S = Pk|k−1 (C) +QCBIR
— e = log∨SE(3)
(
Zk (l)µk|k−1 (C)−1
)
— w (l) =
(√
(2pi)6 |S|
)−1
exp
(
−0.5
(
eTS−1e
))
p (sk = l)
— FinPour
— p
(
Zk|s(i)0:k−1, Z1:k−1
)
= ∑l w (l)
— Faire sk = l avec probabiité w (l)
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variables sk étaient échantillonnées :
p (X1:T , s1:T |Z1:T )
=p (X1, s1|X2:T , s2:T , Z1:T ) p (X2:T , s2:T |Z1:T )
=p (X1, s1|X2:T , s2:T , Z1:T ) p (X2, s2|X3:T , s3:T , Z1:T ) p (X3:T , s3:T |Z1:T )
=p (XT , sT |Z1:T )
T−1∏
k=1
p (Xk, sk|Xk+1:T , sk+1:T , Z1:T ) (H.20)
Or
p (Xk, sk|Xk+1:T , sk+1:T , Z1:T )
=
∑
s1:k−1
p (Xk, s1:k|Xk+1:T , sk+1:T , Z1:T )
=
∑
s1:k−1
p (Xk|Xk+1:T , s1:T , Z1:T ) p (s1:k|Xk+1:T , sk+1:T , Z1:T ) (H.21)
En tirant parti des propriétés de Markov de notre modèle nous avons :
p (s1:k|Xk+1:T , sk+1:T , Z1:T )
=p (s1:k|Xk+1, sk+1, Z1:k)
=p (Xk+1, sk+1|s1:k, Z1:k) p (s1:k|Z1:k)
p (Xk+1, sk+1|Z1:k)
=p (Xk+1, sk+1|s1:k, Z1:k) p (s1:k|Z1:k)∑
s1:k p (Xk+1, s1:k+1|Z1:k)
= p (Xk+1, sk+1|s1:k, Z1:k) p (s1:k|Z1:k)∑
s1:k p (Xk+1, sk+1|s1:k, Z1:k) p (s1:k|Z1:k)
= p (Xk+1|s1:k+1, Z1:k) p (sk+1|sk) p (s1:k|Z1:k)∑
s1:k p (Xk+1|s1:k+1, Z1:k) p (sk+1|sk) p (s1:k|Z1:k)
(H.22)
La sortie du LG-RBPF nous donne :
p (s1:k|Z1:k) ≈
Np∑
l=1
w
(l)
k δ
(
s1:k − s(l)1:k
)
(H.23)
En remplaçant p (s1:k|Z1:k) par (H.23) dans (H.22), nous obtenons pour le
dénominateur :
∑
s1:k
p (Xk+1|s1:k+1, Z1:k) p (sk+1|sk)
Np∑
l=1
w
(l)
k δ
(
s1:k − s(l)1:k
)
=
Np∑
l=1
w
(l)
k p
(
Xk+1|s(l)1:k, sk+1, Z1:k
)
p
(
sk+1|s(l)k
)
(H.24)
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Pour le numérateur nous obtenons :
p (Xk+1|s1:k+1, Z1:k) p (sk+1|sk)
Np∑
l=1
w
(l)
k δ
(
s1:k − s(l)1:k
)
=
Np∑
l=1
w
(l)
k p
(
Xk+1|s(l)1:k, sk+1, Z1:k
)
p
(
sk+1|s(l)k
)
δ
(
s1:k − s(l)1:k
)
(H.25)
Par conséquent :
p (s1:k|Xk+1:T , sk+1:T , Z1:k)
≈
Np∑
l=1
w
(l)
k p
(
Xk+1|s(l)1:k, sk+1, Z1:k
)
p
(
sk+1|s(l)k
)
∑Np
m=1w
(m)
k p
(
Xk+1|s(m)1:k , sk+1, Z1:k
)
p
(
sk+1|s(m)k
)δ (s1:k − s(l)1:k)
=
Np∑
l=1
w
(l)
k|k+1δ
(
s1:k − s(l)1:k
)
(H.26)
où
w
(l)
k|k+1 =
w
(l)
k p
(
Xk+1|s(l)1:k, sk+1, Z1:k
)
p
(
sk+1|s(l)k
)
∑Np
m=1w
(m)
k p
(
Xk+1|s(m)1:k , sk+1, Z1:k
)
p
(
sk+1|s(m)k
)
∝ w(l)k p
(
Xk+1|s(l)1:k, sk+1, Z1:k
)
p
(
sk+1|s(l)k
)
(H.27)
Et nous obtenons ainsi :
p (Xk, sk|Xk+1:T , sk+1:T , Z1:T )
=
∑
s1:k−1
p (Xk|Xk+1:T , s1:T , Z1:T ) p (s1:k|Xk+1:T , sk+1:T , Z1:k)
≈ ∑
s1:k−1
p (Xk|Xk+1:T , s1:T , Z1:T )
Np∑
l=1
w
(l)
k|k+1δ
(
s1:k − s(l)1:k
)
≈
Np∑
l=1
w
(l)
k|k+1p
(
Xk|Xk+1:T , s(l)1:k, sk+1:T , Z1:T
)
δ
(
sk − s(l)k
)
(H.28)
Finalement, sachant X˜k+1:T et s˜k+1:T , s˜k peut être échantillonné de la manière
suivante (s¯1:k est une variable temporaire) :
s¯1:k ∼
Np∑
l=1
w
(l)
k|k+1δ
(
s1:k − s(l)1:k
)
(H.29)
où les poids sont calculés ainsi :
w
(l)
k|k+1 ∝ w(l)k p
(
s˜k+1|s(l)k
)
NSE(3)×R6
(
X˜k+1;µ(l)k+1|k, P
(l)
k+1|k
)
(H.30)
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Et on prend :
s˜k = s¯k (H.31)
Puis, X˜k est échantillonné depuis :
X˜k ∼ p
(
Xk|X˜k+1:T , s¯1:k, s˜k+1:T , Z1:T
)
≈ NSE(3)×R6
(
Xk; µ˜k|T , P˜k|T
)
(H.32)
où µ˜k|k et P˜k|k sont obtenus en utilisant le lisseur de Rauch-Tung-Striebel sur
groupe de Lie présenté dans le chapitre 3.
En itérant les quatre équations précédentes sur toute la durée de la vidéo,
on peut obtenir un échantillon de p (X1:T , s1:T |Z1:T ). Nous allons réaliser cette
opération Np fois.
H.2.2 Algorithme
L’algorithme permettant de réaliser l’étape de lissage, c’est à dire de tirer
des échantillons de la distribution jointe p (X1:T , s1:T |Z1:T ), est présenté en table
Alg.H.5.
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Algorithme H.5 LG-RBPS
— Pour i = 1, 2, ..., Np
— Faire j = l avec probabilité w(l)T
— s˜(i)T = s
(j)
T , µ˜
(i)
T |T = µ
(j)
T |T , P˜T |T = P
(j)
T |T
— Tirer
X
(i)
T ∼NRSE(3)×R6
(
XT ; µ˜(i)T |T , P˜
(i)
T |T
)
— Pour k = T − 1, T − 2, ..., 1
— Pour l = 1, 2, ..., Np
— Donner à r la valeur de NRSE(3)×R6
(
Xk+1;µ(l)k+1|k, P
(l)
k+1|k
)
évaluée
en Xk+1 = X(i)k+1
— w(l)k|k+1 ∝ w
(l)
k p
(
s˜
(i)
k+1
)
r
— FinPour
— Faire j = l avec probabilité w(l)k|k+1
— s˜(i)k = s
(j)
k , µ˜
(i)
k|k = µ
(j)
k|k et P˜
(i)
k|k = P
(j)
k|k
— Algorithme LG-RTS : Lisser µ˜(i)k|k et P˜
(i)
k|k pour obtenir µ˜
(i)
k|T et
P˜
(i)
k|T en utilisant µ˜
(i)
k+1|T et P˜
(i)
k+1|T (Alg.H.6)
— Tirer
X
(i)
k ∼ NRSE(3)×R6
(
Xk; µ˜(i)k|T , P˜
(i)
k|T
)
— FinPour
— FinPour
Algorithme H.6 LG-RTS
— L = Pk|kF T
(
R + FPk|kF T
)−1
où F a été défini dans l’Alg.H.2
— r =
[
log∨SE(3)
(
µk+1|T (C)µ−1k+1|k (C)
)
µk+1|T (v)− µk+1|k (v)
]
— δ = Lr
— µk|T (C) = exp∧SE(3) (δ (1 : 6))µk|k (C)
— µk|T (v) = δ (7 : 12) + µk|T (v)
— Pk|T = ΦG (δ)
(
Pk|k + L
(
ϕG (r)Pk+1|TϕTG (r)− Pk+1|k
)
LT
)
ΦTG (δ) où ΦG
a été défini dans l’ Alg.H.3
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