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expansion of hydride ions as signatures for the
electronic character in oxyhydride barium titanate
Erik Jedvik Granhed, a Anders Lindman, a Carin Eklo¨f-O¨sterberg,b
Maths Karlsson, b Stewart F. Parker c and Go¨ran Wahnstro¨m *a
The oxyhydride phase of barium titanate, BaTiO3xHx, is a mixed hydride ion and electron conductor. The
substitution of oxygen with hydrogen to form a hydride ion is accompanied by donation of an electron to
the initially empty titanium 3d conduction band. It is not clear, however, whether the electron forms
a delocalized state where it is shared among all titanium ions forming a bandstate, or if it localizes on
a titanium ion and forms a bound electron polaron. Here, we investigate polaron formation in this
material using density-functional theory (DFT) calculations, where the self-interaction error has been
corrected by the DFT + U method and the HSE hybrid functional. While calculated formation energies
do not provide a conclusive description of the electronic state, a comparison of the results from ﬁrst-
principles phonon calculations with vibrational spectra measured with inelastic neutron scattering (INS)
suggests that the electrons form bandstates in bulk BaTiO3xHx. This is further supported by comparison
of the computed chemical expansion of the involved defect species with experimental data of the lattice
expansion in the oxyhydride formation. The oxyhydride phase of barium titanate, BaTiO3xHx, should
thus exhibit metallic-like conductivity.1 Introduction
Oxyhydrides, where a hydride ion (H) is substituted on an
oxygen site, are rare in nature and the oxyhydride phases
(Ca,Sr,Ba)TiO3xHx, which can form under strongly reducing
conditions,1,2 were the rst ones discovered based on the simple
perovskite structure ABO3. Among them, BaTiO3xHx exhibits
the largest number of hydride ions with a concentration up to
about x ¼ 0.6 and the material exhibits both hydride ion
mobility and electronic conductivity.1,3 Understanding the
transport is of great importance in developing electrochemical
devices but neither the ionic or the electronic transport mech-
anisms are fully understood.4 Here we focus on the electronic
part.
The substitutional hydride ion (HO in Kro¨ger–Vink notation)
acts as a donor, contributing to n-type conductivity in the
initially empty titanium 3d band,5–7 and measurements conrm
that BaTiO3xHx is electrically conducting.1,8,9 Kobayashi et al.1
reported a semiconducting behaviour for the bulk phase of
BaTiO3xHx (with x ¼ 0.3 and x ¼ 0.6). However, as they of Technology, SE-412 96 Gothenburg,
rs.se
l Engineering, Chalmers University of
oratory, Chilton, Didcot, Oxon OX11 0QX,
hemistry 2019conductivity measurement was performed on a powder sample
pressed into a pellet without sintering, the reported values may
not reect the true bulk properties of the material.1 More recent
studies on epitaxial thin lms showed that at high hydride
concentrations (x T 0.2) BaTiO3xHx exhibits metallic-like
conductivity, while at lower concentrations (x ( 0.2) the
conductivity is semiconductor-like.9
Based on rst-principles calculations it has been suggested
that electron polarons, which form localized electronic states in
the band gap, are responsible for the experimentally observed
semiconductor-like conductivity in bulk BaTiO3xHx.7 A polaron
is a quasiparticle consisting of a charge localization in associ-
ation with a local lattice distortion. In the present case this
refers to a localized electron on a titanium ion that resides next
to a hydride ion, thereby changing the valence of the titanium
ion from +4 to +3. The concomitant distortion of the lattice
inuences the local atomic environment and thereby the
vibrational properties of the hydride ion. In pristine BaTiO3,
(self-trapped) electron polarons have been found to be
unstable,7 but bound polarons have been discussed in
connection to n-type doping such as Nb5+ substitution10,11 and
oxygen vacancies.12,13 The question naturally arises whether the
H substitution also can form bound polarons in BaTiO3. In
addition, electron polarons have been found in TiO2,14–19 which,
similar to BaTiO3, has valence and conduction bands that are
dominated by oxygen 2p states and titanium 3d states,
respectively.J. Mater. Chem. A, 2019, 7, 16211–16221 | 16211
Table 1 Lattice constant (A˚), band gap (eV) and G-point vibrational
frequencies (cm1) for pristine BaTiO3
This work Wahl et al.26
Exp.PBE PBE + Ua HSEb PBE HSEc
a0 4.032 4.052 3.989 4.035 3.995 3.9975 (ref. 33)
Eg 1.71 2.12 3.10 1.70 2.92 3.22 (ref. 34)
T1u(TO1) 247i 57i 257i 239i 241i So (ref. 35)
T1u(TO2) 170 167 185 169 185 181 (ref. 35)
T2u 286 283 312 286 310 306 (ref. 35)
T1u(TO3) 452 461 478 453 480 487 (ref. 35)
a U ¼ 3.3 eV. b a ¼ 0.25 and u ¼ 0.2 A˚1. c a ¼ 0.25 and u ¼ 0.3 A˚1.
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View Article OnlineThe aim of the present study is to investigate the possibility
of polaron formation in bulk BaTiO3xHx. We use two
complementary techniques: rst-principles calculations based
on density-functional theory (DFT) and inelastic neutron scat-
tering (INS) experiments. We focus on: (i) the formation energy
of the polaron, (ii) the chemical expansion of the lattice due to
the polaronic defect, and (iii) the eﬀect of the polaron on the
hydride ion vibrational motion.
Modelling of polarons using DFT requires additional
considerations due to the self-interaction error of the standard
local and semi-local exchange–correlation (XC) functionals,
which favour charge delocalization. The self-interaction error
can be remedied by using the DFT + U method,20 where the U-
parameter should correct for the self-interaction error. Here we
use DFT + U to study the polaronic distortion and the associated
formation energy. To obtain an appropriate value of the U-
parameter we determine U by restoring the piecewise linearity
of the total energy as a function of fractional occupancy of the
polaron level, a known property of the exact density
functional.21–23
Inelastic neutron scattering (INS) is used to study the
vibrational motion of the hydride ion. This experimental tech-
nique provides a straightforward way to investigate the vibra-
tional properties of hydride ions because of the large neutron
cross section of hydrogen relative to the other atomic species in
BaTiO3xHx. The vibrational spectrum is also computed and to
obtain accurate frequencies we make use of the hybrid func-
tional HSE,24,25 which is known to reproduce the experimental
frequencies for BaTiO3 accurately.26
We nd that the electrons in bulk BaTiO3xHx form delo-
calized bandstates, in contrast to ref. 7, and thus bulk
BaTiO3xHx should exhibit metallic-like conductivity.
2 Theoretical approach
2.1 Computational details
Density-functional theory (DFT) calculations were performed
using the projector augmented wave (PAW) method27,28 as
implemented in the Vienna ab initio simulation package
(VASP).29 The semi-local functional PBE30 and the hybrid
functional HSE24 were used to model exchange and correlation
(XC) eﬀects. For the latter we consider the conventional mixing
and screening (a ¼ 0.25 and u ¼ 0.2 A˚1), which is oen
referred to as HSE06.25 The DFT + Umethod was considered in
its rotationally invariant form,31 where the U-parameter was
applied to the Ti-3d orbitals. The choice of U was based on the
concept of piecewise linearity23,32 and is further described in
Section 2.3.
Unless otherwise stated, calculations were carried out using
supercells containing 2  2  2 unit cells (40 atoms). For this
supercell size the sampling of the Brillouin zone was performed
using 6  6  6 Monkhorst–Pack grids for PBE and PBE + U
calculations while 4  4  4 grids were used for HSE. k-point
meshes for calculations with larger supercells were reduced
accordingly. The rather high k-point density is necessary in
order to accurately describe the delocalized electronic states. All
calculations were performed spin polarized using a Gaussian16212 | J. Mater. Chem. A, 2019, 7, 16211–16221smearing of width s ¼ 105 eV in order to properly populate the
localized polaronic defect level. A plane wave cut-oﬀ energy of
500 eV was used. The calculations were converged to energies
within 107 eV for the electronic structure and the ionic relax-
ations to forces within 104 eV A˚1.2.2 Pristine BaTiO3
In order to assess the validity of our calculations we begin by
investigating the bulk properties of the cubic phase of pristine
BaTiO3 using PBE, PBE + U (U ¼ 3.3 eV, see Section 2.3 for
details) and HSE. The results of PBE and HSE (Table 1) agree
very well with the previous calculations in ref. 26. Relative to
PBE, PBE + U predicts both a slightly larger lattice constant and
band gap. A more striking diﬀerence between the two methods
is connected to the unstable vibrational mode, where the
magnitude of the imaginary frequency is reduced substantially
with PBE + U. The smaller magnitude indicates that the addi-
tion of a U-parameter increases the stability of the cubic phase,
although the tetragonal phase remains favorable with the
present choice of U. The real frequencies, on the other hand,
are very similar for PBE and PBE + U, which shows that the
addition of U does not alter the vibrational properties of pris-
tine BaTiO3 in any signicant way. PBE + U can therefore be
expected to perform similarly to PBE also when defects are
introduced.
When compared with experimental data35 we notice that
PBE and PBE + U underestimate the vibrational frequencies
while HSE gives excellent results (see Table 1). The PBE error is
partly due to the overestimated lattice constant but the
improved performance of HSE also depends on the inclusion of
exact exchange, which produces a more accurate electron
density that leads to stiﬀening of the bonds.26,36,37 The T1u-
modes all contain a component of stretching character in the
Ti–O bonds, which make these modes pressure dependent.
Wahl et al. showed that using a semi-local XC functional
(PBEsol) with a more accurate lattice constant increases the
frequencies by about 3–5% and inclusion of exact exchange
(HSE) further increases the frequencies by 3–4%.26 The T2u-
mode has more of a bending character, which makes it rather
insensitive to variations of the lattice constant.38 The inclusion
of exact exchange, however, increases the vibrational frequen-
cies of this mode by about 8–9%. To summarize, the use of HSEThis journal is © The Royal Society of Chemistry 2019
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View Article Onlineimproves on the PBE description substantially as it increases
the frequencies by about 5–10% and enables a very accurate
description of the vibrational modes compared with experi-
mental data (Table 1).26Fig. 1 Deviation from the piecewise linearity of the energy ﬁlling up
the polaron level for a polaronic HO conﬁguration in a 2  2  2
supercell. The yellow line shows how PBE delocalizes while the red line
shows how HSE over-localizes the electron. The blue lines show how
the PBE + U method can be tuned to produce a behaviour closer to
linear behaviour.2.3 Polaron calculations
The choice of U in the DFT + U method is of signicant
importance. The method is a parametric correction of standard
DFT and the value of U is not transferable but will depend on
the physical quantity under consideration as well as the
underlying functional. Here we determine the value of U by
enforcing the piecewise linearity constraint, which is a known
property of the exact XC functional.21 We follow the same
approach as in ref. 23 and 32, and tune U so that the energy
depends linearly on the charge during the population of the
polaronic level.
The addition of a U-parameter on Ti introduces a pressure in
the system, which increases with increasing U. Consequently,
for each value of U a diﬀerent equilibrium lattice constant is
obtained. We chose to release this pressure by relaxing the
lattice constant for each considered U-value.
The lattice distortion consistent with polaron formation
cannot be known a priori and we chose to prepare an arche-
type polaron conguration by displacing the atoms randomly
and performing ionic relaxations in the connement of
a cubic supercell at a large value of U. The obtained structure
was conrmed to be stable through a phonon calculation,
which displayed no imaginary modes. The ionic positions
were then further relaxed within a cubic supercell for the
respective U values at the corresponding equilibrium lattice
constants.
Fig. 1 shows the deviation from a piecewise linear behaviour
for four diﬀerent values of U together with PBE and HSE for
a polaronic HO conguration in a 2  2  2 supercell. As ex-
pected, PBE yields a convex behaviour consistent with delocal-
ization, while the HSE calculation results in a slightly concave
behaviour consistent with over-localization. The PBE + U
method, with the appropriate U, performs reasonably well
although a slight sinusoidal shape can be seen. The residual,
dened as the root mean square of the deviation from piecewise
linearity, was minimized at a value of U ¼ 3.3 eV, for which
the lattice constant is 4.0520 A˚. The value of U is not
completely transferable between diﬀerent supercell sizes and
for a 3  3  3 supercell a smaller value of U was found to yield
piecewise linearity. The residual for this system was minimized
at a value of U ¼ 3.1 eV with the corresponding lattice constant
of 4.0507 A˚.
In a previous theoretical study of BaTiO3xHx where polaron
formation was found to be favourable, the PBE + Umethod with
U ¼ 4.49 eV was used.7 That value was determined for the LSDA
functional.6 However, the value of U for correcting the self-
interaction error is not transferable between diﬀerent XC
functionals, diﬀerent projection radii (PAW potentials)39 and, as
shown here, diﬀerent supercell sizes. As indicated by Fig. 1,
such a high value of U would lead to over-localization and
erroneously favor polaron formation in these systems.This journal is © The Royal Society of Chemistry 20192.4 Vibrational calculations
Vibrational calculations were conducted following two diﬀerent
approaches. The full phonon spectra were calculated within the
harmonic approximation using the frozen phonon approach
with nite displacements and phonopy40 soware. Forces were
computed with a 2  2  2 augmented supercell consisting of
320 atoms for the defect-containing congurations, which
allows for a zone folding scheme with interpolation between
high symmetry points. Due to the computational cost the elec-
tronic k-point mesh was reduced to 2 2 2 for the augmented
supercell. In computing the vibrational density of states,
a Monkhorst–Pack q-point mesh of 10  10  10 was used.
When using the computationally more costly HSE func-
tional, a simplied approach was used for determining the
hydride ion frequencies. These oscillations are very localized
(which was conrmed by the full phonon calculations, see
Fig. 4) and can be well described by a 3D oscillator in a potential
well provided by the relaxed positions of the surrounding
atoms. The 3D potential is mapped out through displacements
of the hydride ion by0.1 A˚ and0.2 A˚ along the three diﬀerent
directions, where the energy is calculated at each displacement.
Second order polynomials are then used to t the energy land-
scape and to obtain the vibrational frequencies. We denote this
approach as the one particle harmonic potential (OPHP) method,
and its validity is demonstrated in Section 4.4.1.
3 Materials and experimental
technique
3.1 Sample preparation
The oxyhydride powder sample was prepared by mixing CaH2
powder with BaTiO3 powder and subsequently pelletizing inside
an Ar lled glove box. The pellet was placed in a custom made
stainless steel autoclave and heated inside a tube furnace to
a temperature of 700 C for a period of three days. Finally, the
pellet was washed and subsequently dried under dynamicJ. Mater. Chem. A, 2019, 7, 16211–16221 | 16213
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View Article Onlinevacuum at 120 C for about 1 day. The details of the sample
preparation can be found in ref. 41 and the present work makes
use of the sample denoted as CA1 in ref. 41.
Powder X-ray diﬀraction (PXRD) measurements conrmed
a simple cubic structure for the sample with lattice parameter
a ¼ 4.0055 A˚ at ambient temperature.41 Thermogravimetric
analysis (TGA) of the sample showed that the total defect
concentration x, as in BaTiO3xHy,xy, was x ¼ 0.18,41 where
, denotes oxygen vacancies in the oxyhydride. The hydride ion
concentration was determined to be y ¼ 0.10 using nuclear
magnetic resonance (NMR) spectroscopy,41 which implies an
oxygen vacancy concentration of (x  y) ¼ 0.08.3.2 Inelastic neutron scattering
The INS experiment was performed on TOSCA at the ISIS
Facility,42 with the sample loaded into a aluminum sachet and
the sachet into indium wire sealed thin-walled aluminum can.
The measurement was performed at 10 K with ameasuring time
of approximately 6 h per sample. The INS spectra were analyzed
with Mantid43 and DAVE44 soware.
To theoretically analyze the spectrum from the multi-
component poly-crystalline sample the incoherent approxima-
tion was employed.45 The emission part of the one-phonon
contribution to the INS law can then be written as46
SðQ;uÞ ¼
X
v
sv
ħQ2
2mv
exp½2WvðQÞ gvðuÞ
u
½1þ nðuÞ; (1)
where sv and mv are the total neutron scattering cross section
and atomic mass of the nth atom, and n(u) ¼ [exp(ħu/kBT) 
1]1 is the Bose population factor. The Debye–Waller factor, exp
[2Wv(Q)], is related to the mean square displacement hun2i
according to 2Wn(Q) ¼ (1/3)Q2hun2i, and
gvðuÞ ¼ 1
3N
X
qj
evqj
2du uqj (2)
is the partial phonon density of states, where N is the number
ofatoms in the simulation cell, uqj is the eigenfrequency for
phonon mode j with wavevector q and enqj is the corresponding
eigenvector projected onto atomic species n.40
A key aspect of TOSCA42 is that the momentum of the scat-
tered neutrons is very small. The momentum transfer ħQ and
the energy transfer ħu in the scattering event are therefore
related approximately as (ħ2Q2)/(2mn) ¼ ħu, where mn is the
neutron mass.47 The measured intensity S(Q,u) at low temper-
atures can then be written as
SðuÞ ¼
X
v
sv
mn
mv
gvðuÞexp

 2mnu
3ħ

uv
2

; (3)
where hun2i is evaluated at T ¼ 0 K. For the total neutron scat-
tering cross sections sv of H, Ba, Ti, and O, we use 82.0, 3.38,
4.35, and 4.23 barn, respectively.484 Results and discussion
The substitutional hydrogen on an oxygen site ðHOÞ acts as
a donor contributing one electron to the empty Ti 3d band. Here16214 | J. Mater. Chem. A, 2019, 7, 16211–16221we investigate two possible states for this electron. The rst
option is the delocalized state, where the electron is shared
among all titanium ions forming a bandstate. In the second
option the electron localizes on a titanium ion that is the
nearest neighbour to the hydride ion. The consequent forma-
tion of a bound polaron will be referred to as the polaron state.
4.1 Electronic and atomic structures
The valence and conduction bands of BaTiO3 consist of oxygen
2p states and titanium 3d states, respectively (see Fig. 2). In the
oxyhydride phase the hydrogen level is found in the valence
band with a peak at about 0.3 eV below the valence band edge.
Bader analysis49,50 shows an electron excess of 0.6, which
conrms electron transfer to the hydrogen atom. Similar values
were found by Iwazaki et al. for the substitutional hydrogen ion
in BaTiO3 (ref. 5) as well as in SrTiO3.51
For the bandstate the Fermi level is found inside the
conduction band making the material eﬀectively metallic
[Fig. 2(a)]. The charge is delocalized and shared between all
titanium atoms [see Fig. 2(c)]. The formation of a H defect also
causes lattice distortions. The atomic displacements for the
bandstate relative to pristine BaTiO3 are indicated with arrows
in Fig. 2(c). The largest displacement is found for the nearest
neighbour Ti, which move away from H by a distance of 0.09 A˚.
The nearest neighbour O moves 0.04 A˚ towards the hydride ion.
For the polaron state a defect level is formed in the band gap
0.37 eV below the conduction band edge [see Fig. 2(b)]. In real
space the electron is localized on one of the neighbouring Ti
atoms. While the bandstate maintains a principal axis of four-
fold rotational symmetry, the symmetry of the polaron state is
reduced to twofold rotational symmetry and the degeneracy of
the perpendicular axes is removed. This can be seen in Fig. 2(d)
where the electron density of the polaron is located in the xz-
plane.
The atomic displacements due to polaron formation can be
described relative to the hydride ion in the bandstate, by placing
the origin on the hydrogen. Almost all major displacements are
found in the vicinity of the polaron, which is not surprising
since the Ti ion needs more space to accommodate the addi-
tional electron. The nearest neighbour oxygen atoms are all
displaced away from the polaron along the Cartesian coordinate
axes by a distance of 0.10 A˚, 0.06 A˚ and 0.03 A˚, respectively [see
Fig. 2(d)]. The polaronic titanium itself is displaced by 0.06 A˚
towards the hydrogen, which decreases the distance between
the two from 2.12 A˚ in the bandstate to only 2.06 A˚. It is,
however, still 0.04 A˚ larger than the oxygen-titanium distance in
pristine BaTiO3 (as computed with PBE + U). Finally, there is
a shi of the entire oxygen-barium plane in the direction
opposite to the titanium distortion that increases the distance
between every second oxygen and titanium, which is similar to
a ferroelectric transition.
4.2 Formation energy
In order to determine the stability of the polaron we rst turn to
the formation energy. For HO it has been calculated according
to52This journal is © The Royal Society of Chemistry 2019
Fig. 2 Electronic band structure and partial density of states (PDOS) for one HO in BaTiO3 (a) as a bandstate and (b) as a polaronic state in a 2 2
 2 supercell of 40 atoms. In the band structures, blue and red colours indicate occupied and unoccupied levels, respectively. In the PDOS the
hydrogen density has been magniﬁed 10 times for clarity. The dashed black line indicates the Fermi level. The corresponding real space elec-
tronic densities for (c) the bandstate and (d) the polaron, where isosurfaces are shown at 0.1% and 1%, respectively. The arrows indicate atomic
displacements (c) larger than 0.01 A˚ for the bandstate relative to pristine BaTiO3 and (d) larger than 0.003 A˚ for the polaronic state relative to the
bandstate.
Table 2 Total and polaron formation energies (eV) for HO in cubic
BaTiO3
2  2  2 3  3  3
PBE HSE PBE + Ua PBE PBE + Ub
DfEHO ;band 4.456 4.552 4.854 4.193 4.621
DfEHO ;pol — 4.402 4.797 — 4.745
DEpol — 0.150 0.057 — 0.124
a U ¼ 3.3 eV. b U ¼ 3.1 eV.
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View Article OnlineDfEH
O
¼ EtotH
O
 Etotpristine 
1
2
mH2 þ
1
2
mO2; (4)
where EtotHO and E
tot
pristine are the total energies of the oxyhydride
and pristine BaTiO3, respectively. The chemical potentials for
the gas phases of O2 and H2 (mO2 and mH2, respectively) were
calculated as twice the total energy of the atom plus the exper-
imental cohesive energy for the molecule, where the latter was
obtained from ref. 53. Calculations were performed with 2  2
 2 and 3  3  3 supercells, which correspond to hydrogen
concentrations of x ¼ 0.125 and x ¼ 0.037. PBE, PBE + U and
HSE all predict rather similar formation energies that are
somewhat lower in the larger supercell (see Table 2), indicating
that the hydrogen concentration may inuence the formation
energy.
We dene the polaron formation energy as the formation
energy diﬀerence between the localized polaron state and the
delocalized bandstate:
DEpol ¼ DfEH
O
;pol  DfEH
O
;band: (5)This journal is © The Royal Society of Chemistry 2019With this denition a negative value indicates that the
polaron is more stable than the bandstate. The polaron
formation energy is found to depend not only on the value of U
but also on the system size (see Fig. 3 and Table 2). The polaron
formation energy is about 150 meV more negative for a 2  2 
2 compared to a 3  3  3 supercell. Thus, in the smaller
supercell a value of U ¼ 3.2 eV is suﬃcient to favour polaronJ. Mater. Chem. A, 2019, 7, 16211–16221 | 16215
Fig. 3 Polaron formation energy [eqn (5)] calculated with PBE + U for
the two supercell sizes. The circles indicate the U-values fulﬁlling
piecewise linearity. The formation energy as calculated with HSE is also
included for comparison.
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View Article Onlineformation while in the larger supercell a value of 3.7 eV is
necessary. Furthermore, the U-value that fulls piecewise line-
arity (see Section 2.3) is larger for a 2  2  2 supercell (U ¼ 3.3
eV) than for a 3  3  3 supercell (U ¼ 3.1 eV). This suggests
that a polaron is stable (DEpol ¼ 57 meV) in the smaller
supercell but unstable (DEpol¼ 124 meV) in the larger supercell.
In addition, the zero point energy is about 6 meV higher for the
polaron compared to the bandstate making the polaron less
stable.
Calculations with HSE suggest an even more stable polaron,
which is in agreement with the trend in Fig. 1. Such an agree-
ment between piecewise linearity and formation energy has
previously been found for both electron and hole polarons in
perovskites and other oxides.32,39Table 3 The defect induced strain tensor l and chemical expansion
coeﬃcient b for the bandstate and the polaron state of HO as well as
for the neutral oxygen vacancy ðvOÞ calculated with PBE + U (U ¼ 3.3
eV) in a 2  2  2 supercell
lxx lyy lzz b
Bandstate 0.0045 0.0045 0.0392 0.030
Polaron state 0.0283 0.0179 0.0456 0.056
Oxygen vacancy 0.0059 0.0059 0.0608 0.0494.3 Chemical expansion
When a defect is introduced into the material it can induce an
expansion (or contraction) of the material, a chemical expan-
sion. In analogy with thermal expansion the chemical expan-
sion coeﬃcient b is dened as54
bh
1
V
vV
vxd
x
1
xd
DV
V0
; (6)
where DV is the change of the original volume V0 when one
defect is introduced into V0. Hence, the defect concentration xd
is given by xd ¼ Uc/V0 with Uc being the volume of the primitive
unit cell. For a cubic system the linear expansion coeﬃcient is
given by bl ¼ b/3 and the relative change in the lattice constant
by Da/a0 ¼ xdbl ¼ xdb/3. If there are multiple defect species in
the material the total expansion is simply given by the sum of all
individual defect contributions, which in the present case, with
both hydride ions and oxygen vacancies, corresponds to
Da
a0
¼ xH bH
3
þ xV bV
3
: (7)
The induced strain from a single defect is generally not
isotropic. It is described by the defect induced strain tensor l,16216 | J. Mater. Chem. A, 2019, 7, 16211–16221and b is then given by the trace of l, b¼ Tr(l).55 The tensor l can
be computed by performing full relaxations, i.e., relaxation of
both ionic positions and cell parameters. The defect induced
strain tensor is then obtained as55
l ¼ 1
xd
ðL L0ÞL01; (8)
where L0 is the 3 3 matrix that describes the cell metrics of the
ideal supercell structure and L is the corresponding matrix for
the defective supercell (containing a single defect) aer full
relaxation.
We have determined the chemical expansion for both the
bandstate and the polaron state of HO using a 2  2  2
supercell. Our sample also contains oxygen vacancies (see
Section 3.1). This type of cubic O-decient oxyhydride is found
to be quite common.56 In BaTiO3 these vacancies act as shallow
donors and we have therefore also considered the neutral
vacancy ðvOÞ.57,58 We nd that the lattice expands along the
principal axis (z) for all three defects and that the degeneracy of
the perpendicular axes (x and y) is lied for the polaron (see
Table 3), in agreement with the symmetries described above.
The expansion of the lattice along the principal direction is
largest for the neutral vacancy. For the bandstate there is
a small contraction along the perpendicular axes, but the
chemical expansion is still positive with b ¼ 0.030. For the
polaron state there is also a contraction along the y direction
but an expansion along the x direction causing an overall
chemical expansion of b ¼ 0.056, which is nearly twice as large
as that of the bandstate. For the oxygen vacancy there is also
a small contraction along the perpendicular axes, and the
resulting chemical expansion is b ¼ 0.049, nearly as large as for
the polaron state.
The magnitude of the chemical expansion for the bandstate
and the polaron state is quite diﬀerent and depending on which
state is present the lattice expansion will be diﬀerent. The
measured composition is BaTiO2.82H0.1,0.08 and the expanded
lattice constant a ¼ 4.0055 A˚. To obtain the change of the lattice
constant we need an experimental value for a0 at 20 C. By
extrapolating the data for cubic BaTiO3 in ref. 59 to 20 C, a0 ¼
3.9975 A˚ is obtained. This implies that experimentally Da/a0 ¼
0.0020.We can also compute the lattice expansion using the data
in Table 3. By assuming a bandstate and polaron state, respec-
tively, we obtain the lattice expansions Da/a0¼ 0.0023 and Da/a0
¼ 0.0032 (see Table 4). Clearly, by assuming a bandstate the
theoretical lattice expansion becomes much closer to the
experimental value compared with assuming the polaron state.This journal is © The Royal Society of Chemistry 2019
Table 4 Relative lattice expansion computed from the data in Table 3
according to eqn (7) assuming either the bandstate or the polaron state
together with the experimentally measured lattice expansions
xH xV
Da/a0
Bandstate Polaron Exp
0.10 0.08 0.0023 0.0032 0.0020a
0.62 0.00 0.0062 0.0116 0.0065b
a This work. b Ref. 1.
Fig. 5 Illustration of the vibrational modes for the substitutional
hydride ion in oxyhydride BaTiO3 in the polaronic state. For the
bandstate u(1)t and u
(2)
t are degenerate.
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View Article OnlineIt is also interesting to compare with the experimental data
by Kobayashi et al.1 They synthesized a sample with the
composition BaTiO2.38H0.62. It was stated that the number of
oxygen vacancies was small. The expanded lattice constant was
a ¼ 4.0236 A˚, which then corresponds to an expansion of Da/a0
¼ 0.0065. Again, we nd that by assuming a bandstate the
theoretical lattice expansion becomes much closer to the
experimental value (see Table 4).4.4 Vibrational spectra
4.4.1 Theoretical. The vibrational spectrum for the oxy-
hydride phase has been computed both for the bandstate and
the polaron state using the frozen phonon approach with the
PBE + U functional (see Fig. 4), from which intensities are
calculated according to eqn (3). The mean square displace-
ments were found to be 1.15, 19.8, 3.45 and 1.85  103 A˚2 for
Ba, H, O and Ti, respectively.Fig. 4 Calculated partial (cumulative) intensity [eqn (3)] for a hydride
ion in a 2  2  2 BaTiO3 supercell for (a) the bandstate and (b) the
polaron state. Intensities below 750 cm1 (marked with a dotted line)
have been magniﬁed by a factor of 25.
This journal is © The Royal Society of Chemistry 2019The hydrogen motion for the bandstate can be seen as two
sharp peaks around 843 cm1 and 1018 cm1 [see Fig. 4(a)] and
the assignment of these modes is illustrated in Fig. 5. The
higher frequency mode is the stretching mode of A2u symmetry
along the principal axis, which is denoted as uk. The lower
mode frequency is the doubly degenerate bending mode of Eu
symmetry in the mirror plane perpendicular to the principal
axis and is denoted as ut. The vibrational frequencies of the
hydride ion motion for the bandstate conguration of HO have
been studied previously by Iwazaki et al.5 using a method
similar to our OPHP method (see Section 2.4) with the PBE
functional and the results from their investigation are in good
agreement with our results.
The lattice distortion associated with polaron formation
breaks the mirror-plane symmetry as well as the symmetry of
fourfold rotation into a two-fold rotation symmetry. The Eu
bending mode is split into two modes of B1 and B2 symmetry,
for which the separation is about 20 cm1 [see Fig. 4(b)]. In
addition, the displacement of the polaronic Ti towards the
hydrogen causes a substantial upward shi of the stretching
mode frequency from 1006 cm1 to 1133 cm1.
Due to the small mass of the hydride ion its vibrational
eigenmodes are localized and show little dispersion. Table 5
shows the maximum and minimum frequencies together with
the G-point frequency for the bandstate, where it can be seen
that the dispersion is small. For the stretching mode, the width
of the band is only 16 cm1 and the dispersion is negligible for
the bending mode. These modes should therefore be well
described by the OPHP method. By symmetry, the eigenmodes
must lie along the lattice vectors: the principal axis and the twoTable 5 Comparison between the vibrational frequencies (cm1) of
the Hmodes for the bandstate and the polaron state of HO computed
using phonopy with a 4  4  4 augmented supercell (G, max, min)
and the OPHP method. PBE + U calculations were performed using U
¼ 3.3 eV. The data that are used in the comparisonwith the INS spectra
are highlighted in bold
Mode
PBE + U HSE
G Max Min OPHP OPHP
Bandstate uk 1018 1018 1002 998 1033
ut 843 843 841 849 899
Polaron state uk 1133 1168 1133 1142 1160
u(1)t 835 835 840 831 894
u(2)t 818 815 818 814 874
J. Mater. Chem. A, 2019, 7, 16211–16221 | 16217
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View Article Onlineperpendicular axes, which can be considered independently.
The frequencies obtained with the OPHP method show good
agreement with the frequencies obtained from the full phonon
calculation using phonopy40 soware (see Table 5). This implies
that the vibrational modes for the hydride ion are accurately
described using the OPHP method.
As discussed in Section 2.2, the HSE functional predicts
accurate frequencies for pristine BaTiO3. The stretching mode
for the hydride ion is similar to the T1u modes of pristine BaTiO3
and the bending mode is similar to the T2u mode. It is therefore
desirable to use HSE also for the vibrational motion of the
hydride ion. However, a full phonon calculation with HSE is
computationally very demanding but as we have shown here
that the computationally less expensive OPHP method can be
used to obtain accurate frequencies. We have therefore
restricted the HSE calculations to the OPHP method.
Let us rst consider the bandstate. A relaxed HSE congu-
ration at the HSE lattice constant is used to obtain the 3D
potential as described in Section 2.4, from which the harmonic
frequencies are determined. Compared with PBE + U the HSE
functional shis the stretching frequency upwards by 35 cm1,
while the shi for the bending mode is even larger, 50 cm1 (see
Table 5).
Let us now consider the polaron state. The atomic relaxation
with the HSE functional was conducted only for the ions along
the Ti–H–Ti–O axis and its nearest neighbour oxygen ions, i.e.,
the ions depicted in Fig. 5. The largest displacements are found
along the principal axis, where the hydrogen and oxygen atoms
are both displaced in the negative z-direction, while the non-
polaronic titanium is displaced in the positive z-direction (see
Fig. 2 for the denition of the coordinate system). The polaronic
Ti itself is displaced only marginally relative to the lattice. This
causes the distance between the polaronic Ti and the hydrogen
to decrease by 0.04 A˚, from 2.06 A˚ to 2.02 A˚, and increase
between the polaronic Ti and the oxygen by 0.02 A˚. Displace-
ments of similar magnitudes were also found for the nearest
neighbour oxygen ions relative to the polaronic Ti. In the x-
direction the distance increases by 0.02 A˚ and in the y-direction
by 0.03 A˚. The relaxed conguration was used to create a 3DFig. 6 (a) The INS spectrum of the BaTiO2.82H0.10,0.08 sample at 10 K. (b
calculated with HSE (see Table 5) are marked with dashed (bandstate) and
Table 6).
16218 | J. Mater. Chem. A, 2019, 7, 16211–16221potential from which the harmonic frequencies are determined
using the OPHP method. The HSE functional shis the
frequencies of the polaron state in a similar way to that for the
bandstate. The stretchingmode frequency is shied upwards by
18 cm1 and the bending mode frequencies by 63 cm1 and
60 cm1, respectively (see Table 5). Compared with the PBE + U
values the frequencies are shied upwards by about 3–4% and
7% for the stretching mode and the bendingmode, respectively.
These relative shis are quite similar to the shis for pristine
BaTiO3 (see Section 2.2).
4.4.2 Experimental. The INS spectrum at 10 K of
BaTiO2.82H0.10,0.08 are shown in Fig. 6(a). The most
pronounced feature is the intense peak centered around
900 cm1. At slightly higher frequencies, around 1030 cm1,
there is a second less intense peak and there is also a distinct
feature around 800 cm1. Due to the high frequencies of these
modes and the large neutron cross section of hydrogen
compared to the other atomic species in the material, it is safe
to assume that these peaks can be assigned to hydrogen vibra-
tional modes. Peaks at frequencies larger than 1500 cm1 are
assigned to higher-order transitions of these modes. The
intensities at frequencies below 700 cm1 are attributed mainly
to oxygen lattice modes (cf. Fig. 4) but also partly to the
hydrogen motion inherent in these modes. Finally, the fact that
no peak is found in the range around 3500 cm1 is congruent
with the fact that the hydrogen atoms are located on the oxygen
sites rather than bonded as O–H species, as expected, although
it should be noted that TOSCA is quite insensitive in this
spectral range.59
For a more quantitative analysis we have tted the peaks in
the interval between 750 and 1250 cm1. Four Gaussians were
required to obtain a good t. The t parameters are listed in
Table 6 and the corresponding Gaussians are plotted in
Fig. 6(b).
4.4.3 Comparison. The two peaks at 913 and 1031 cm1 in
the INS spectrum of the sample t the calculated frequencies for
the bandstate very well [see Fig. 6(b)]. These two peaks are
therefore assigned to the double degenerate mode ut and the
mode uk with calculated frequencies 899 and 1033 cm
1,) Close up of the spectrum in the interval 700–1250 cm1. Frequencies
dotted (polaron) lines. Gaussian ﬁts are indicated by shaded areas (see
This journal is © The Royal Society of Chemistry 2019
Table 6 Fitted vibrational frequencies (u) of the H modes for the INS
spectra of BaTiO2.82H0.10,0.08 [see Fig. 6(b)] together with the cor-
responding ﬁtting parameters
u (cm1) Area (a.u.) FWHM (cm1)
799 0.3 33.5
882 0.7 44.8
913 6.2 33.9
1031 2.3 56.8
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View Article Onlinerespectively (see Table 5). The calculated frequency for the stretch
mode of the polaron state is located considerably higher, at
1160 cm1. At these frequencies very little intensity is present in
themeasured spectrum.We also expect the bendingmode for the
polaron state to be broader than the measured peak around
910 cm1. It follows that the presence of polarons is very unlikely.
The present oxyhydride sample contains about an equal
number of hydride ions and oxygen vacancies. The interaction
between these two defects is repulsive and hence we do not
expect any pronounced hydride ion–oxygen vacancy association.
We have computed the hydride ion frequency spectrum for
a few systems with an equal number of hydride ions and oxygen
vacancies, with about 10% each. We nd that when the hydride
ion and the oxygen vacancy are nearest neighbors the degen-
eracy of the bending mode is removed and one of these modes
is downshied by about 100 cm1. The other two modes are
essentially unaﬀected. It is tempting to identify the weak
experimental peak around 800 cm1 with this defect congu-
ration. For other defect congurations, where the hydride ion
and the oxygen vacancy are not nearest neighbors, we nd only
small changes of the computed vibrational frequencies.
This comparison between measured and computed vibra-
tional frequencies strongly suggests that electrons form band-
states in this O-decient cubic oxyhydride.5 Summary and conclusion
In the present contribution we have investigated the character
of conduction electrons in cubic BaTiO3xHx, where an electron
can form either a delocalized bandstate or localize as a small
electron polaron on titanium bound next to a hydride ion. The
polaron formation energy has been determined with density-
functional theory (DFT) calculations using both the DFT + U
method and the hybrid functional HSE, where U in the former
case was carefully chosen such that piecewise linearity was ob-
tained and the self-interaction error was minimized. The
formation energy was found to be small, on the order of thermal
energy, and this result alone does not provide a conclusive
description of the electronic state.
The formation of a polaron causes a local lattice distortion
where the Ti–H distance is reduced, which aﬀects the localized
hydride ion vibrational modes. These vibrational frequencies
have been determined using HSE and we nd that the stretching
mode frequency shis up from 1033 cm1 to 1160 cm1 upon
polaron formation. At the same time the degenerate bendingThis journal is © The Royal Society of Chemistry 2019mode is split into two modes that are slightly downshied by up
to 30 cm1. A comparison of these frequencies with data from
inelastic neutron scattering (INS) experiments strongly suggests
that electrons form bandstates in the present bulk material.
Furthermore, the chemical expansion has been determined,
showing that the lattice expansion of the polaron state is about
twice as large as that for the bandstate. By comparing the calculated
data with our experimental data as well as with the experimental
data for a fully hydride-ion substituted sample by Kageyama and
coworkers1 we conclude that the expansion due to the bandstate
ts much better than the polaron state, which further supports the
presence of delocalized electrons in the oxyhydride.
The delocalized nature of the electrons is in line with
metallic conductivity. For thin lms of BaTiO3xHx, Kageyama
and co-workers have reported metallic conductivity at high
hydride concentration,8,9 while at lower concentration a semi-
conducting behaviour was observed.9 It is possible that strain in
epitaxial thin lms could favour polaron formation and the
small formation energies found here suggest that a rather small
perturbation of the structure is suﬃcient for changing the
relative stability of the two electronic states. Indeed, in ref. 9 it is
found that the lattice structure of the thin lm is not cubic but
tetragonal. The semiconducting behaviour observed in bulk
BaTiO3xHx as reported in ref. 1 is, however, most likely due to
grain boundaries in the powder sample.8
To conclude, we nd that the electrons form delocalized
bandstates in bulk BaTiO3xHx, which implies a metallic
conduction mechanism in this material. Furthermore, we have
shown that rst-principles calculations in combination with
INS experiments are excellent tools to study the vibrational
motion of the hydride ions and relate this to the character of the
conduction electrons in oxyhydrides, and that chemical
expansion can be used to discriminate between formation of
delocalized bandstates and localized small polaron congura-
tions in these materials.
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