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ABSTRACT
We report on the core-collapse supernova simulation we conducted for a 11.2M⊙ progenitor model
in three-dimensional space up to 20 ms after bounce, using a radiation hydrodynamics code with full
Boltzmann neutrino transport. We solve the six-dimensional Boltzmann equations for three neutrino
species and the three-dimensional compressible Euler equations with Furusawa and Togashis nuclear
equation of state. We focus on the prompt convection at ∼ 10 ms after bounce and investigate how
neutrinos are transported in the convective matter. We apply a new analysis based on the eigenvalues
and eigenvectors of the Eddington tensor and make a comparison between the Boltzmann transport
results and the M1 closure approximation in the transition regime between the optically thick and thin
limits. We visualize the eigenvalues and eigenvectors using an ellipsoid, in which each principal axis is
parallel to one of the eigenvectors and has a length proportional to the corresponding eigenvalue. This
approach enables us to understand the difference between the Eddington tensor derived directly from
the Boltzmann simulation and the one given by the M1 prescription from a new perspective. We find
that the longest principal axis of the ellipsoid is almost always nearly parallel to the energy flux in
the M1 closure approximation whereas in the Boltzmann simulation it becomes perpendicular in some
transition regions, where the mean free path is ∼ 0.1 times the radius. In three spatial dimensions, the
convective motions make it difficult to predict where this happens and to possibly improve the closure
relation there.
Keywords: methods: numerical – supernovae: general
1. INTRODUCTION
The explosion mechanism of core-collapse supernovae
has been studied for a long time (see Janka 2012;
Burrows 2013; Muller 2016; Janka et al. 2016, for re-
views). Although it is not completely understood yet,
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accurate simulations in one spatial dimension (1D) un-
der spherical symmetry have shown that the delayed
explosion scenario by neutrino heating fails for most
of progenitor models (e.g. Liebendo¨rfer et al. 2001;
Sumiyoshi et al. 2005), whereas multi-dimensional simu-
lations with some approximate neutrino transport have
brought successful explosions (e.g. Lentz et al. 2015;
Pan et al. 2016; Takiwaki et al. 2016; Bruenn et al.
2016; Mu¨ller et al. 2017; Just et al. 2018; Vartanyan et al.
2019, for recent papers). However, it has not been
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clearly demonstrated whether the approximations for
neutrino transport are really justified in the transition
region between the optically thin and thick limits par-
ticularly in the multi-dimensional settings. In fact, the
turbulence energized by the neutrino-driven convec-
tion and the standing accretion shock instability form
complex structures in density, electron fraction, and
temperature in the transition region. It is hence very
interesting to see how the neutrinos are transported
through such a chaotic environment.
Motivated by these arguments, we have developed
the Boltzmann-radiation-hydrodynamics code for recent
years: the basic framework of our code is given in
Sumiyoshi & Yamada (2012); the non-relativistic Boltz-
mann equation with the standard weak interactions
is solved on some fixed matter distributions derived
from supernova simulations (Sumiyoshi et al. 2015); the
Boltzmann neutrino transport solver is extended so that
it could treat the special relativistic effects to all or-
ders of v/c, where v and c are the speeds of matter
and light, respectively; the Boltzmann solver is coupled
to a hydrodynamics solver with Newtonian self-gravity
(Nagakura et al. 2014); a moving-mesh technique to fol-
low the proper motion of proto-neutron star (PNS) is im-
plemented in the general relativistic Boltzmann solver in
the 3+1 formalism (Nagakura et al. 2017); very recently
a new method to improve the accuracy of the momen-
tum feedback from neutrino to matter is proposed by
Nagakura et al. (2019c), and weak interactions for light
nuclei are added to the code in Nagakura et al. (2019a).
These codes have been employed in spatially two-
dimensional (2D) simulations under axisymmetry to
study the EOS dependence (Nagakura et al. 2018) of
and rotational effects (Harada et al. 2019) on dynam-
ics as well as possible early PNS kicks (Nagakura et al.
2019d) and fast neutrino flavor conversions (Delfan Azari et al.
2019; Nagakura et al. 2019b). In particular, Nagakura et al.
(2018) and Harada et al. (2019) revealed non-axisymmetric
features in the neutrino distribution function in momen-
tum space and some differences in the Eddington tensors
between the Boltzmann simulations and the M1 closure
approximation. In this paper, we present for the first
time the results of radiation hydrodynamic simulations
in three spatial dimensions (3D) without any symme-
try with our Boltzmann-radiation-hydrodynamics code.
We pay particular attentions to the neutrino angular
distributions in the early post-bounce phase when the
prompt convection grows. We compare the Eddington
tensor obtained in the Boltzmann simulations with those
evaluated in the M1 closure approximation, employing
a new analysis method.
This paper is organized as follows. We explain the
basic equations, weak interactions, and numerical setup
used in this paper in Section 2. We first describe the 3D
features in matter flows and radiation fields, comparing
them with the 1D and 2D counterparts in Section 3. We
then conduct the new analysis with the eigenvalues and
eigenvectors of the Eddington tensor in Section 4. We
conclude this paper in Section 5. Throughout the paper,
the metric signature is − + + +, and we use the units
with c = G = h = 1 unless otherwise stated, where G
and h are the gravitational constant and Planck’s con-
stant, respectively.
2. NUMERICAL MODELING
We use the Boltzmann-radiation-hydrodynamics code
for core-collapse simulations (Sumiyoshi & Yamada
2012; Nagakura et al. 2014). The coordinate system
in phase space (r, θ, φ, ǫ, θν , φν) is shown in Figure 1,
where r, θ, φ, ǫ, θν , and φν denote radius, polar and
azimuthal angles in space, neutrino energy, and polar
and azimuthal angles in momentum space, respectively.
The special relativistic Boltzmann equation in the lab-
oratory frame,
∂f
∂t
+
µν
r2
∂
∂r
(r2f) +
√
1− µ2ν cosφν
r sin θ
∂
∂θ
(sin θf)
+
√
1− µ2ν sinφν
r sin θ
∂f
∂φ
+
1
r
∂
∂µν
[(1− µ2ν)f ]
−
√
1− µ2ν
r
cos θ
sin θ
∂
∂φν
(sinφνf) =
(
δf
δt
)
col
, (1)
is solved by the discrete ordinate SN method for three
neutrino species: νe, ν¯e, and νx; f and µν (= cos θν) are
the neutrino distribution function in phase space and
cosine of the polar angle in momentum space, respec-
tively. Using the finite volume method, we also solve
the Newtonian compressible hydrodynamics equations
along with the time evolution equation of electron num-
ber density:
∂tQ+ ∂jU
j = Wh +Wi, (2)
Q =
√
g


ρ
ρvr
ρvθ
ρvφ
e+ 12ρv
2
ρYe


, (3)
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Figure 1. The schematic pictures of the coordinate system in the phase space, where r, θ, φ, ǫν , θν , and φν are the radius,
polar and azimuthal angles in space and the neutrino energy, and polar and azimuthal angles in momentum space, respectively.
The three orthogonal axes in space are labeled as X, Y, and Z (left panel), and those in momentum space are referred to as
PX, PY, and PZ (right panel). The directions of the three orthogonal axes PX, PY, and PZ in momentum space are chosen to
agree with those of the basis vectors eθ, eφ, and er in space, respectively. The angle from the PZ axis is defined as θν , and the
angle from the PX axis on PX − PY plane is denoted by φν . The distance from the origin in momentum space corresponds to
the neutrino energy ǫ.
Uj =
√
g


ρvj
ρvrv
j + Pδjr
ρvθv
j + Pδjθ
ρvφv
j + Pδjφ(
e+ P + 12ρv
2
)
vj
ρYev
j


, (4)
Wh =
√
g


0
−ρ∂rΨ+ ρr(vθ)2 + ρr sin2 θ(vφ)2 + 2Pr
−ρr2∂θΨ+ ρ sin θ cos θ(vφ)2 + P cos θsin θ
−ρ∂φΨ
−ρvj∂jΨ
0


,(5)
Wi =
√
g


0
−Gr
−Gθ
−Gφ
Gt
−Γ


, (6)
where ρ, vj , e, Ye, P , Ψ, δ
j
i , and g (= r
2 sin θ) are the
mass density, fluid velocity, internal energy density, elec-
tron fraction, pressure, Newtonian gravitational poten-
tial, Kronecker’s delta, and volume factor in the spher-
ical coordinates, respectively. Here the index j runs
over the values 1, 2, 3, which correspond to the three
components of spatial coordinates. The numerical flux
is determined by the HLL scheme with the piecewise-
parabolic interpolation, and the time integration is done
with the third order Runge-Kutta method. Unlike in
the papers by Nagakura et al. (2018) and Harada et al.
(2019), we ignore the term of the coordinate acceler-
ation Wa given in Nagakura et al. (2017) and assume
the monopole gravity: the gradient of Ψ is obtained as
follows
∂jΨ =
(
M(r)
r2
, 0, 0
)
, (7)
M(r) =
∫ r
0
dr
∫
dΩ r2ρ(r, θ, φ), (8)
where dΩ (= sin θdθdφ) is the differential solid angle
in the spherical coordinates. Equation (6) presents the
feedback from neutrino to hydrodynamics,
Gα ≡
∑
s
Gαs , (9)
Gαs ≡
∫
pαs
(
δf
δλ
)
col(s)
dVp, (10)
Γ ≡ Γνe − Γν¯e , (11)
Γs ≡
∫ (
δf
δλ
)
col(s)
dVp, (12)
where pαs , λ, and dVp denote the four momentum of neu-
trino of species s, affine parameter, invariant volume in
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momentum space, respectively. The index α runs over
the four values 0, 1, 2, 3, corresponding to the time
and space components. The collision term (δf/δλ)col
is related to (δf/δt)col in the laboratory frame and
(δf/δτ)col in the fluid-rest frame as follows,(
δf
δλ
)
col
= ǫ
(
δf
δt
)
col
= ǫFR
(
δf
δτ
)
col
, (13)
where τ and ǫFR are the proper time of fluid element and
the neutrino energy measured in the fluid-rest frame,
respectively.
We consider the following neutrino reactions;
the absorption/emissions:
(ecp) : e− + p←→ νe + n, (14)
(aecp) : e+ + n←→ ν¯e + p, (15)
(eca) : e− +A←→ νe +A′, (16)
the scatterings:
(nsc) : νs +N ←→ νs +N, (17)
(csc) : νs +A←→ νs +A, (18)
(esc) : νs + e←→ νs + e, (19)
and the pair processes:
(pap) : e− + e+ ←→ νs + ν¯s, (20)
(nbr) : N +N ←→ N +N + νs + ν¯s, (21)
where the subscript s again denotes the neutrino species.
The detailed expressions of the collision terms are given
in Sumiyoshi & Yamada (2012). Most of the reaction
rates are taken from Bruenn (1985). The weak interac-
tions of electron neutrino (ecl) with light nuclei:
(elpp) : νe +
2H←→ e− + p+ p, (22)
(el2h) : νe + n+ n←→ e− + 2H, (23)
(el3h) : νe +
3H←→ e− + 3He, (24)
and those of anti-electron neutrino (aecl):
(ponn) : ν¯e +
2H←→ e+ + n+ n, (25)
(po2h) : ν¯e + p+ p←→ e+ + 2H, (26)
(po3h) : ν¯e +
3He←→ e+ + 3H, (27)
are also taken into account. We use the multi-
compositional equation of state (EOS) at sub-nuclear
densities (Furusawa et al. 2017) based on the supra-
nuclear density EOS calculated with the variational
method (Togashi & Takano 2013) and the new tables for
electron capture by heavy and light nuclei and positron
capture by light nuclei (Nagakura et al. 2019c).
Figure 2. The schematic image of a numerical spatial grid
in a spherical coordinate system. The conserved variables
are averaged over the same colored cells in the vicinity of the
polar axis for the numerical stability.
In this study, we employ the 11.2M⊙ progenitor model
in Woosley et al. (2002). The spatial domain of 0 ≤ r ≤
5000 km is divided into 384 radial grid cells in 1D sim-
ulations. The number is reduced to 256 and the spatial
domain covers only 0 ≤ r ≤ 200 km in multi-dimensional
simulations. The entire solid angle in space is divided
into 48 grid cells in θ for 2D and 48×96 grid cells in θ×φ
for 3D simulations. The neutrino energy in the range of
0 ≤ ǫ ≤ 300 MeV is divided into 16 cells. The entire
solid angle in momentum space is divided into 6 cells in
θν for 2D and 6× 6 cells in θν × φν for 3D simulations.
More detailed discussions on the numerical resolution
are provided in Appendix A.
The procedure of our 3D simulations is as follows:
1. the corresponding 1D simulation is done from the
onset of the core-collapse to a shock stagnation,
2. the time dependent boundary data are ex-
tracted from the 1D results for the use in multi-
dimensional simulations,
3. the multi-dimensional simulation is started with
an introduction of 1% random velocity pertur-
bations on the spherically symmetric flow when
a negative entropy gradient emerges for the first
time,
4. the values of conserved variables at the outer
boundary are obtained at every time step by lin-
early interpolating the boundary data obtained in
step 2.
Furthermore, two kinds of coarse graining are imple-
mented to relax the Courant-Friedrichs-Lewy (CFL)
condition for numerical stability around the singular
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Figure 3. The iso-surfaces of entropy with the fluid velocity vectors in (a) 1D, (b) 2D, and (c) 3D simulations at t = 10 ms.
The iso-surfaces are cut away between φ = 225◦ and 360◦. The vectors are superimposed only on the meridian plane in the
right half part. The shock wave is located at r = 70 km, corresponding to the surfaces of orange spheres.
points in spherical coordinates: near the coordinate ori-
gin (0 < r < 8 km), the physical quantities are averaged
over the solid angle; in the vicinity of the polar axis, the
conserved variables are averaged over every eight, four,
and two cells in the φ direction for the first, second, and
third θ cells from the polar axis, respectively (Fig. 2).
Note that the moving mesh technique is not activated
in this study.
3. FEATURES OF FLOW AND RADIATION
FIELDS
We present some noteworthy features in matter flows
and neutrino radiation fields in 1D, 2D, and 3D simula-
tions. Figures 3 and 4 show, respectively, the isosurfaces
of entropy with the fluid velocity vectors and those of
neutrino number density with the average velocity vec-
tors for νe, ν¯e, and νx (1st, 2nd, and 3rd rows) at t = 10
ms. The average velocity of neutrino viν is defined as
viν =
F i
N . (28)
The neutrino number density N and number flux F i are
given as
N =
∫
ǫ2dǫ
∫
dΩν f(ǫ,Ων), (29)
F i =
∫
ǫ2dǫ
∫
dΩν f(ǫ,Ων) n
i, (30)
where ni and dΩν(= sin θνdθνdφν) are the unit vector
in space and the differential solid angle in the spheri-
cal coordinates, respectively. Here the integrations in
Eqs. (29) and (30) are done in the laboratory frame.
The isosurfaces are cut away between φ = 225◦ and
360◦. The vectors are superimposed only on the merid-
ian plane in the right half part. For better visibility, the
vectors of the average velocity for ν¯e are not shown in
r < 20 km. The shock wave is located at r = 70 km,
corresponding to the surfaces of orange spheres. Unlike
the results in 1D (Fig. 3 (a)), the prompt convection
grows inside the shock wave in the multi-dimensional
computations. Three vortex rings grow in 2D (Fig. 3
(b)), whereas multiple round convective vorticies are
formed in 3D (Fig. 3 (c)). These convective flows af-
fect the transport of νe, ν¯e, and νx. Multi-dimensional
structures are also developed in the number densities of
neutrinos both in 2D (Fig. 4 (b), (e), and (h)) and 3D
(Fig. 4 (c), (f), and (i)). In the central convective re-
gion, neutrinos move in various directions with matter.
In the outer region, they propagate outward both in 2D
(Fig. 4 (b), (e), and (h)) and 3D (Fig. 4 (c), (f), and (i))
anisotropically.
Figure 5 shows the isosurfaces of the density, elec-
tron fraction, entropy with the fluid velocity vectors,
and the number density with the average velocity vec-
tors for νe, ν¯e, and νx on the equatorial plane for 3D.
The iso-surfaces are cut away above the equatorial plane.
The vectors are superimposed on the cut planes. The
integrations in Eqs. (29) and (30) are done both in the
laboratory (LB) and fluid-rest (FR) frames. The ran-
dom perturbation added initially by hand grows expo-
nentially in the region of the negative entropy gradient,
and complex structures in density, electron fraction, en-
tropy, and velocity develop as a result on the equato-
rial plane in the 3D simulation (Fig. 5 (a), (d), and
(g)). The spatial distributions of number density and
average velocity for νe, ν¯e, and νx are also affected by
them (Fig. 5 (b), (e), and (h)). Although the radiation
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Figure 4. The iso-surfaces of neutrino number density with the average velocity vectors for νe (1st rows), ν¯e (2nd row), and νx
(3rd row) in 1D (left panels), 2D (middle panels) and 3D (right panels) simulations at t = 10 ms. The iso-surfaces are cut away
between φ = 225◦ and 360◦. The vectors are superimposed only on the meridian planes in the right half part. The vectors of
the average velocity for ν¯e are not shown in r < 20 km. The spatial size is almost same as Fig. 3.
fields evolve differently among three species of neutrinos
due to their interactions with matter in different ways,
they have a common feature. The average neutrino ve-
locity measured in the laboratory frame agrees roughly
with the matter velocity in the central convective region
(Fig. 5 (b), (e), (g), and (h)) whereas the average neu-
trino velocity in the fluid-rest frame is quite small in
the same region (Fig. 5 (c), (f), and (i)). This means
that neutrinos are tightly coupled to matter in this op-
tically thick region. The two-energy grid approach en-
ables us to capture this effect to the full order of v/c
(Nagakura et al. 2014). On the other hand, neutrinos
3D Boltzmann 7
Figure 5. The isosurfaces of density, electron fraction, entropy with the fluid velocity vectors, are shown in the left column.
The isosurfaces of neutrino number densities with the average velocity vectors for νe (1st row), ν¯e (2nd row), and νx (3rd row)
measured in the laboratory frame (LB) and fluid-rest frame (FR) are also shown in the middle and right columns, respectively.
The isosurfaces are cut away above the equatorial plane. The vectors are superimposed on the cut planes. The vectors of the
average velocity for ν¯e are not shown in r < 20 km.
begin to propagate outward freely in the outer region.
Our code can capture the transition between the opti-
cally thick and thin limits.
Figure 6 shows the isosurfaces of neutrino distribution
function f at r = 30 km, which is in the diffusion regime.
The directions of the three orthogonal axes PX, PY, and
PZ in momentum space are chosen to agree with those of
the θ-, φ-, and r-axes in space, respectively. The angle
from the PZ axis is defined as θν , and the angle from
the PX axis on the PX − PY plane is denoted by φν (See
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Figure 6. The momentum space distribution of f for νe at r = 30 km, which is in the diffusion regime. The distance from
the origin corresponds to the neutrino energy ǫ, and the length of the axes is 20 MeV. The neutrino distribution function is
axisymmetric around the PZ axis in 1D, symmetric with respect to the PZ − PX plane in 2D whereas it does not have any
symmetry in 3D.
Fig. 1). The distance from the origin corresponds to
the neutrino energy ǫ, and the length of the axes is 20
MeV in these plots. The neutrino distribution function
is axisymmetric around the PZ axis in 1D (Fig. 6 (a)
and (d)), symmetric with respect to the PZ − PX plane
in 2D (Fig. 6 (b) and (e)) whereas it does not have any
symmetry in 3D (Fig. 6 (c) and (f)).
The Eddington tensor is defined as the pressure tensor
divided by the energy density. In the Boltzmann neu-
trino radiation transport simulations, we can directly
calculate it from the distribution function (see Appendix
B). The moment method is one of the common approx-
imations for neutrino transport. In the M1 closure ap-
proximation, in particular, the evolution equations of
the energy density E and flux F i are solved with an ar-
tificial closure relation for the pressure tensor P ij (e.g.
Thorne 1981; Shibata et al. 2011). In the following para-
graph, we compare the Eddington tensor kij in Eq. (B7)
obtained with the Boltzmann simulation and the Ed-
dington tensor kijM1 estimated with the M1 approxima-
tion as in Eq. (B13). Note that both kij and kijM1 are
measured in the laboratory frame throughout this pa-
per.
Figure 7 shows the typical radial distributions of di-
agonal (upper panels) and off-diagonal (lower panels)
components of the Eddington tensors kij and kijM1 at
ǫFR = 〈ǫFR〉 for νe at t = 10 ms in 1D (left panels),
2D (middle panels), and 3D (right panels) simulations.
Here the average energy is defined as
〈ǫ〉 = EN , (31)
where N is the number density in Eq.(29), and E is the
energy density given as
E =
∫
ǫ2dǫ
∫
dΩν ǫf(ǫ,Ων). (32)
The integration above is done in the fluid-rest frame
to calculate ǫFR. The Eddington tensors obtained in
the Boltzmann simulations and in the M1 closure ap-
proximation are drawn with the solid and dashed lines,
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Figure 7. The typical radial distributions of diagonal (upper panels) and off-diagonal (lower panels) components of Eddington
tensors kij (solid lines) and kijM1 (dashed lines) at ǫFR = 〈ǫFR〉 for νe at t = 10 ms in 1D (left panels), 2D (middle panels), and
3D (right panels) simulations, where kij , kijM1, ǫFR, and 〈ǫFR〉 are the Eddington tensors calculated in the Boltzmann simulation
and the M1 closure approximation, the neutrino energy observed in the fluid rest frame, and its averaged energy, respectively.
respectively. At t = 10 ms, the radial distributions of di-
agonal components of kij at ǫFR = 〈ǫFR〉 are almost the
same among the 1D, 2D, and 3D cases (Fig. 7 (a), (b),
and (c), respectively). They are almost 1/3 in the op-
tically thick region extending up to 60 km. They start
to deviate from 1/3 around the shock wave with krr
decreasing initially around 60 km and then increasing
monotonically with radius. The other diagonal compo-
nents have the opposite trend. On the other hand, the
off-diagonal components of kij are quite different among
the 1D, 2D and 3D cases (Fig. 7(d), (e), and (f), respec-
tively). All components in 1D and krφ and kθφ in 2D are
zero identically due to the symmetry of the neutrino dis-
tribution function in momentum space (Fig. 6 (d) and
(e)). Only krθ in 2D and all off-diagonal components in
3D have nonvanishing values.
Now we compare the Boltzmann Eddington tensor kij
with the M1 counterpart kijM1. The diagonal components
kii differ from kiiM1 around the shock wave at t = 10 ms
(Fig. 7 (a), (b), and (c)). In fact, the latters change
montonically with radius. It is also found that the ab-
solute value of kθφM1 tends to be smaller than those of
other off-diagonal components krθM1 and k
rφ
M1 both in the
transition and optically thin regions (Fig. 7 (f)). This is
understandable if one recalls that the radial flux domi-
nates over other components in these regions. We find
a large difference between kθφ and kθφM1 in the same re-
gions (Fig. 7 (f)). This suggests that the interpolation
between the optically thick and thin limits employed in
the M1 prescription is not very good for this component
in the 3D simulation.
4. PRINCIPAL-AXES ANALYSIS OF THE
EDDINGTON TENSOR
In this section, we apply a new analysis in the compar-
ison of the Eddington tensors obtained from the Boltz-
mann simulations and the M1 closure approximation.
The Eddington tensor kij in Eq. (B7) can be written as
k = krr(er ⊗ er) + krθ(er ⊗ eθ) + krφ(er ⊗ eφ)
+ kθr(eθ ⊗ er) + kθθ(eθ ⊗ eθ) + kθφ(eθ ⊗ eφ)
+ kφr(eφ ⊗ er) + kφθ(eφ ⊗ eθ) + kφφ(eφ ⊗ eφ), (33)
where er, eθ, and eφ denote the basis vectors of the
spherical coordinate system. Since kij is a real sym-
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Figure 8. Three representative configurations of the ellipsoid in the optically thick limit (left panel), the intermediate regime
between the optically thick and thin limits (middle panel), and the optically thin limit (right panel). The longest principal axis
L is denoted by a dashed line. The directions of the neutrino energy flux F and the matter velocity V are represented by the
arrows with white and black heads, respectively. The angle between F and L is designated as θFL.
metric tensor, it has real eigenvalues and eigenvectors,
which are easily obtained with the Jacobi method de-
scribed in Appendix C. The diagonalized tensor D of k
in Eq. (C19) is expressed as
D = λ1(e1 ⊗ e1) + λ2(e2 ⊗ e2) + λ3(e3 ⊗ e3), (34)
where λj and ej denote the j-th eigenvalue and the
corresponding normalized eigenvector of k, respectively.
Then the rotation matrix V in Eq. (C20) is defined as
V = V r1(er ⊗ e1) + V r2(er ⊗ e2) + V r3(er ⊗ e3)
+ V θ1(eθ ⊗ e1) + V θ2(eθ ⊗ e2) + V θ3(eθ ⊗ e3)
+ V φ1(eφ ⊗ e1) + V φ2(eφ ⊗ e2) + V φ3(eφ ⊗ e3),
(35)
where (V rj, V θj, V φj) are the r-, θ- and φ-components of
the j-th eigenvector. Using these eigenvalues and eigen-
vectors, we visualize the Eddington tensor as an ellipsoid
in momentum space,
(p · e1
λ1
)2
+
(p · e2
λ2
)2
+
(p · e3
λ3
)2
= 1, (36)
where p is the momentum vector. Note that the PX-,
PY-, and PZ-axes in momentum space are parallel to
the basis vectors eθ, eφ, and er, respectively (Fig. 1).
The surface of the triaxial ellipsoid is also represented
parametrically as

 p
x
py
pz

 =

 V
θ1 V θ2 V θ3
V φ1 V φ2 V φ3
V r1 V r2 V r3



 λ
1 cosu cos v
λ2 cosu sin v
λ3 sinu

 ,
(37)
where (px, py, pz) are the coordinates of a point on the
ellipsoidal surface and u and v are the parameters. Of
the three eigenvalues, λ3 is chosen to be the largest,
representing the longest axis of the ellipsoid.
Figure 8 shows three representative configurations of
the ellipsoid. In the optically thick limit, the ellipsoid
is reduced to a sphere for the vanishing matter velocity
(Fig. 8 (a)). Recall that we are working in the labora-
tory frame. The Eddington tensor has a single three-
fold degenerate eigenvalue and three mutually orthog-
onal eigenvectors, the orientation of which is arbitrary.
In this case, the Jacobi method returns the eigenvectors
as 
 V
θ1 V θ2 V θ3
V φ1 V φ2 V φ3
V r1 V r2 V r3

 =

 1 0 00 1 0
0 0 1

 . (38)
Note, however, that the completely isotropic distribu-
tion is never realized in the supernova core owing to
matter inhomogeneity, which would induce diffusion of
neutrinos even in the optically thick region. In the M1
closure approximation applied in the fluid-rest frame,
the situation is the same, with the dominant isotropic
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Figure 9. The distribution functions f of νe in momentum space (upper panels), and the corresponding ellipsoid of the
Eddington tensors obtained in the Boltzmann simulation (middle panels) and those evaluated in the M1 closure approximation
(lower panels) for ǫFR = 〈ǫFR〉 at r =10 km (left panels), 20 km (middle panels), and 40 km (right panels).
term of γij/3 in Eq. (B12) being modified by the mi-
nor term of F iF j/|F |2 in Eq. (B11). It is noted that in
this approximation F gives the eigenvector correspond-
ing to the largest eigenvalue in the almost all region for
r & 10km at t = 10 ms post bounce in this study (see
Appendix D). In the optically thin limit, on the other
hand, the ellipsoid is reduced to a line (Fig. 8 (c)). There
is only one non-vanishing eigenvalue. The correspond-
ing eigenvector gives the direction of the neutrino energy
flux also in this case. It is obvious that there is a two-
fold degenerate vanishing eigenvalue in addition to the
unique non-vanishing eigenvalue. Finally, in the inter-
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Figure 10. The same as the previous figure except for the radius at 60 km (left panels), 70 km (middle panels), and 80 km
(right panels).
mediate regime between the optically thick and thin lim-
its, the ellipsoid is triaxial in general (Fig. 8 (b)). The
longest principal axis is denoted by L hereafter. The
directions of the neutrino energy flux F and the matter
velocity V are also represented by the arrows with white
and black heads, respectively, in the figure. The angle
between F and L is designated as θFL, and its cosine
µFL = cos θFL is used for the later analysis.
Figure 9 shows the distribution functions f of νe in
momentum space (upper panels) and the corresponding
ellipsoids of the Eddington tensors obtained in the Boltz-
mann simulation (middle panels) and those evaluated in
the M1 approximation (lower panels) at three radii from
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Figure 11. The radial profile of 〈|µFL|〉Ω for νe (left panels), ν¯e (middle panels), and νx (right panels), where 〈|µFL|〉Ω denotes
the absolute value of µFL averaged over the whole solid angle Ω at each radius. It is unity (zero) if L is parallel (perpendicular)
to F . The vertical dashed line indicates the radial position of the shock wave.
10 km to 40 km for the neutrino energy ǫFR = 〈ǫFR〉, i.e.,
the average energy. At r = 10 km, the neutrino distri-
bution in momentum space is almost isotropic at all en-
ergies in the fluid rest frame owing to the tight coupling
with matter and, as a result, F is nearly parallel to V in
the laboratory frame (Fig. 9 (d)). The Eddington tensor
that is evaluated in the laboratory frame is also slightly
elongated in the direction of F . With the increasing
radius, high-energy neutrinos are depleted (Fig. 9 (b))
and, more importantly, anisotropy becomes pronounced
particularly for low-energy neutrinos (Fig. 9 (c)); it is
observed at the same time (Fig. 9 (e) and (f)) that
F and V start to be misaligned with each other in the
convective region (r ∼ 40 km) as the interactions of neu-
trinos with matter get weaker and neutrinos diffuse out
according to the local gradient of the neutrino number
density. It is noted that the ellipsoids for the Boltzmann
simulation (Fig. 9 (d)-(f)) agree well with those for the
M1 approximation (Fig. 9 (g)-(i)), with the longest axis
of the ellipsoid L being almost aligned with the direction
of the energy flux F .
Figure 10 shows the same quantities as Figure 9 does
except for the spatial positions considered: 60 km to
80 km. At these larger distances from the center of
the core, the neutrinos are more concentrated toward
the +PZ axis in momentum space (Fig. 10 (a)-(c)).
The energy flux F and the matter velocity V tend
to the +PZ and −PZ axes, respectively, with the in-
creasing radius (Fig. 10 (d)-(f)). The ellipsoid changes
its shape from a near sphere (Fig. 10 (d)) to a hor-
izontally elongated ellipsoid (Fig. 10 (e)), and finally
to a vertically extended ellipsoid (Fig. 10 (f)), where
the terms horizontal” and vertical” mean perpendicu-
lar” and parallel” to the direction of F , respectively.
The horizontally elongated configuration observed above
is consistent with the fact that krr (kθθ, kφφ) is lower
(higher) than 1/3 there (Fig. 7 (a)-(c)), which can be
also seen in the results of the neutrino radiation trans-
port simulations solving the Boltzmann equation with
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Figure 12. The radial profile of Λ for νe (left panels), ν¯e (middle panels), and νx (right panels), where Λ is the mean free path
normalized by the radius. The shock position is indicated by the vertical thick dashed line. The horizontal thin dashed line
corresponds to Λ = 1.
SN method (Smit et al. 2000) and with Monte-Carlo ap-
proach (Janka et al. 1992; Murchikova et al. 2017). It
occurs not only in 3D but also in 1D and 2D simula-
tions. In the bottom panels of Fig. 10, we exhibit the
ellipsoids given by the M1 closure approximation. At
60 km, the directions of the longest principal axis L are
different between the Boltzmann simulation and the M1
approximation although the ellipsoids are almost spher-
ical in both cases (Fig. 10 (d) and (g)). At r = 70 km,
however, the difference is more substantial. In fact, the
ellipsoid in the M1 approximation is extended vertically
whereas it is wider horizontally in the Boltzmann sim-
ulation (Fig. 10 (e) and (h)). The difference remains
even at r = 80 km, where the M1 approximation gives
a more elongated ellipsoid although L in the Boltzmann
simulation is now aligned with F (Fig. 10 (f) and (i)):
krrM1 > k
rr, kθθM1 < k
θθ, and kφφM1 < k
φφ at r > 70 km
(Fig. 7 (a)-(c)), which is also common to the 1D, 2D,
and 3D simulations. Note that to what extent these are
the case is rather sensitive to the numerical resolution
(see Appendix A). We stress again, however, that L is
always almost aligned with F in the M1 approximation
(Fig. 10 (g), (h), and (i)), while it is not necessarily the
case in reality (Fig. 10 (d) and (e)).
Figure 11 shows the radial profile of 〈|µFL|〉Ω for νe
(left panels), ν¯e (middle panels), and νx (right panels),
where 〈|µFL|〉Ω denotes the absolute value of µFL aver-
aged over the whole solid angle Ω at each radius. It is
unity (zero) if L is parallel (perpendicular) to F . The
vertical dashed line in the figure indicates the radial po-
sition of the shock wave. The prompt convection pre-
vails from r ∼ 10 km to 60 km while a laminar shocked
flow exists from 60 km to 70 km, and there is a su-
personic accretion from 70 km to 200 km. The results
for νe in the Boltzmann simulation show that in the
convective region, 〈|µFL|〉Ω gets small ∼ 0.5 for low-
energy neutrinos (reddish lines) while for the average-
energy neutrinos (yellow and green lines) it is deviated
from unity substantially in the laminar region; in the
supersonic accretion flow high-energy neutrinos (bluish
lines) are affected. The results for ν¯e and νx are more
or less similar to those for νe although the dip in the
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laminar region is less remarkable for the average-energy
neutrinos (Fig. 11 (b) and (c)). The results for the M1
closure approximation are quite different, on the other
hand. The longest principal axis of the ellipsoid ob-
tained from kijM1 is roughly parallel to the neutrino en-
ergy flux over the entire region, except just above the
shock wave (Fig. 11 (d)-(f)). This is due to the fact that
the term of F iF j/F 2 in Eq. (B11) have a dominant role
to determine the orientation of the ellipsoid in the M1
closure approximation even in the laboratory frame. As
a result, the M1 prescription Eq. (B9) cannot reproduce
the horizontally wide ellipsoids, which are realized in
different regions depending on the neutrino energy.
Figure 12 shows the radial profile of Λ for νe (left pan-
els), ν¯e (middle panels), and νx (right panels), where Λ
is the mean free path normalized by the radius. The
shock position is indicated by the vertical thick dashed
line whereas the horizontal thin dashed line corresponds
to Λ = 1. In the bottom row of Fig. 12, we show the
radial profiles of the contributions to Λ of various in-
teractions for the average neutrino energy (Fig. 12 (d)-
(f)). In both of the convective and laminar shocked re-
gions, the electron capture (ecp) gives the smallest Λ
for νe while the scattering with free nucleons (nsc) is
dominant for ν¯e and νx. In the supersonic accretion
flow, on the other hand, the coherent scattering with
heavy nuclei (csc) determines Λ for all neutrino species.
The region with Λ . 1 is the transition region and that
is exactly where the approximation for neutrino trans-
port should be validated by the Boltzmann simulation.
For low-energy neutrinos (reddish lines), Λ . 1 in the
prompt convection region from 10 km to 60 km. For the
neutrinos around the average energy (yellow and green
lines) the region with Λ . 1 extends itself over both the
prompt convection region and the laminar shocked re-
gion. The value of Λ for high-energy neutrinos (bluish
lines) is below unity in the entire region up to 200 km,
including the supersonic region. It is hence clear that
the misalignment of F and L occurs in their own tran-
sition regions for different energies of neutrinos.
One finds from Fig. 10 (b) for ǫFR = 〈ǫFR〉 ∼ 12.6
MeV just behind the shock wave that the neutrino
angular distribution becomes hemispheric, i.e. almost
isotropic only in one hemisphere, and this is associated
with the horizontally elongated ellipsoids in these re-
gions discussed earlier. The hemispheric distribution
is understood intuitively as follows: outgoing neutrinos
with θν < π/2 are mostly generated in the deeper and
hence optically thicker region while those going inward
with θν > π/2 are emitted or back-scattered in the outer
optically thinner region; as the reaction rates are cer-
tainly larger for the former, we obtain the angular dis-
tribution with the latter neutrinos highly depleted. As
the mean free path increases, the angular distribution
of f in the neutrino-rich hemisphere becomes forward-
peaked while f in the opposite hemisphere gets more
diminished. The hemispheric distribution emerges typi-
cally at Λ ∼ 0.1 at t = 10 ms. It is noted that the max-
imum entropy distributions for Fermi-Dirac radiation
(e.g. Janka et al. 1992; Cernohorsky & Bludman 1994),
making the normalized radiation pressure smaller than
1/3 depending on the occupation density and flux factor,
can give a similar distribution as the hemispheric one,
where the boundary between neutrino-rich and poor is
located at µν < 0. The relation of our results with
the maximum entropy distributions for Fermi-Dirac ra-
diation will be discussed in upcoming paper. It should
be stressed that in multi-dimensional cases, these hemi-
spheres do not exactly correspond to the outgoing or
ingoing directions. At the early post-bounce period we
consider here, this is particularly clear for low-energy
neutrinos. In Fig. 6 we find the typical hemispheric
distribution as the orange surface for ǫ . 10 MeV at
r = 30 km. Its shape is axisymmetric with respect to
the local radial direction in 1D (Fig. 6 (a)). In 2D and
3D (Fig. 6 (b) and (c)), it is distorted by the prompt
convection and, as mentioned, the two hemispheres are
inclined from the local radial direction although it re-
mains plane-symmetric with respect to the PZ-PX plane
in 2D. It is repeated that these hemispheric distributions
are the main origin of the horizontally elongated ellip-
soid, for which L and F are orthogonal to each other,
and the M1 approximation failed to reproduce the Ed-
dington tensor (Fig. 10 (e)).
In the multi-dimensional cases, the region, in which
L is perpendicular to F , appears in space in a com-
plex way. Figure 13 shows the color maps of unaveraged
|µFL| on the equatorial plane for the Boltzmann simula-
tion (1st rows) and the M1 closure approximation (2nd
rows) as well as Λ (3rd rows) and |F |/E (4th rows) for
νe at t = 10 ms. The left, middle, and right panels
are the results for ǫFR = 3.3, 6.4, and 12.6 MeV, re-
spectively. In the upper two rows for |µFL|, the thick
colored region is the place, where L and F are orthogo-
nal to each other and the ellipsoid becomes horizontally
wide. As was observed in Fig. 11, the radius of the thick
colored region gets larger with increasing energy in the
Boltzmann simulation (Fig. 13 (a)-(c)), while there is no
such region for the M1 closure approximation (Fig. 13
(d)-(f)). At low neutrino energies, ǫFR = 3.3 and 6.4
MeV, these regions are distributed in a patchy fashion
in the prompt convection zone (Fig. 13 (a) and (b)) and
the angle-average of |µFL| becomes 〈|µFL|〉Ω & 0.3 there
(Fig. 11 (a)). For the average neutrino energy ǫFR ∼12.6
16 Iwakami et al.
Figure 13. The color maps of |µFL| for the Boltzmann simulation (1st rows) and the M1 closure approximation (2nd rows), Λ
(3rd rows), and |F |/E (4th rows) on the equatorial plane for νe at t = 10 ms. The left, middle, and right panels are the results
for ǫFR = 3.3, 6.4, and 12.6 MeV, respectively.
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Figure 14. The Mollweide projection map of |µFL| (left panels) and |F |/E (right panels) for νe at various radii for ǫFR=12.6
MeV at t = 10ms. The inhomogeneous distribution of |µFL| at r = 60 km is responsible for the rapid growth of the prompt
convection around the pole axis due to the fine mesh around the coordinate singularity.
MeV (Fig. 13 (c)), on the other hand, it is extended
uniformly in the laminar shocked flow and, as a result,
〈|µFL|〉Ω is close to zero even just behind the shock wave
(Fig. 11 (a)). However, there are also pockets of regions
in the prompt convection zone, in which L and F are
not aligned (Fig. 13 (c)). They appear correlated not
with the color map of Λ (Fig. 13 (i)) but with |F |/E
(Fig. 13 (l)).
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Figure 15. The same as the previous figure except for the energy ǫFR=3.3 MeV.
Figures 14 and 15 are the Mollweide projection maps
of |µFL| (left panels) and |F |/E (right panels) at var-
ious radii for ǫFR=12.6 and 3.3 MeV, respectively, at
t = 10 ms. In Fig. 14 for ǫFR=12.6 MeV, we can con-
firm the correlation between the |µFL| and |F |/E, which
we found in Fig. 13 (c) and (l) above, at r = 20−50 km,
where Λ is & 0.01. It is also observed that the regions
of small |µFL| ellipsoids roughly agree with those of lo-
cal minima of |F |/E. It turns out that in these regions,
where Λ & 0.01 for ǫFR=12.6 MeV, the ellipsoids are
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almost spherical and slightly elongated in the direction
perpendicular to F (see Fig. 9 (d)-(f)). For ǫFR = 3.3
MeV, the pattern in |µFL| also looks very similar to that
in |F |/E at r = 40 km (Fig. 15 (c), (h)), where Λ is . 1
(Fig. 12 (a)). Although the neutrino distribution starts
to become forward-peaked, it is still hemispheric and the
ellipsoid is horizontally wide in the regions of |µFL| ∼ 0,
which again roughly agree with the regions of local min-
ima of |F |/E. This is not true, however, at smaller radii
(Fig. 15 (a), (b), (f), (g)). Note that there are still many
regions, where |µFL| is much smaller than 1 and the el-
lipsoid is horizontally elongated substantially. They are
located at Λ ∼ 0.1. It seems, however, that the con-
vection makes situations much more complicated in 3D.
In fact, the neutrino distribution function at ǫFR=3.3
MeV is severely distorted by complex matter motions in
these regions (see the orange-colored isosurfaces in Fig. 6
(c) and (f)), which makes the neutrino flux less corre-
lated with the shape of ellipsoid. If convective motions
at Λ ∼ 0.1 are responsible indeed, it may not be easy
to predict the place where the horizontally-elongated el-
lipsoids are produced and make an appropriate modi-
fication to the M1 prescription. That will be a future
work.
5. DISCUSSIONS AND CONCLUSIONS
We have done a radiation-hydrodynamical simula-
tion of core-collapse supernova for a 11.2M⊙ progenitor
model in three-dimensional space with the full Boltz-
mann neutrino transport until 20 ms after bounce. The
time-dependent six-dimensional Boltzmann equations
for three species of neutrinos and the three-dimensional
hydrodynamic equations with the monopole Newtonian
self-gravity have been solved with Furusawa and To-
gashi’s equation of state. What we have done in this
paper are summarized as follows.
1. We have investigated the neutrino distributions
in the three-dimensional space at this early post-
bounce phase. Multiple round vortices are gen-
erated in the prompt convection that sets in at
∼ 10 ms and produce in turn three-dimensional
structures of density, entropy, and electron frac-
tion in space. We have observed that neutrinos
move along with matter in the optically thick re-
gion and starts to decouple from matter in the
transition region between the optically thick and
thin limits, and finally propagate outward in the
optically thin region.
2. We have confirmed that the neutrino angular dis-
tributions in momentum space have no symme-
try for 3D, while they have axisymmetry with
respective to the radial direction and reflection-
symmetry with respective to the PZ-PX plane for
1D and 2D, respectively; all the off-diagonal com-
ponents of Eddington tensor are nonvanishing for
3D; and there are some differences between the
Eddington tensors obtained from the Boltzmann
simulation and from the M1 closure approxima-
tion.
3. We have applied a new analysis based on the prin-
cipal axis transformation for the Eddington tensor
to better understand these differences. We visu-
alize the Eddington tensor as the ellipsoid whose
principal axes are parallel to its eigenvectors, hav-
ing the lengths proportional to the corresponding
eigenvalues. The ellipsoid is reduced to a sphere in
the optically thick limit and to a line parallel to the
energy flux in the optically thin limit. In between
it is a triaxial ellipsoid in general. We have found
that the ellipsoid obtained directly from the Boltz-
mann simulation sometimes becomes horizontally
wide, that is, elongated in the direction perpen-
dicular to the energy flux, in the transition regime
between the optically thick and thin limits. This
is in sharp contrast to the M1 closure approxi-
mation, in which the longest principal axis of the
ellipsoid is always almost parallel to the direction
of the energy flux.
4. The horizontally wide Eddington tensor emerges
with high probabilities in the transition region be-
tween the optically thick and thin limits, where the
mean free path divided by the radius is Λ ∼ 0.1.
As a matter of fact, in the convective region, the
horizontally wide ellipsoid tends to occur at places,
where Λ is a bit higher or lower than 0.1 and,
in addition, the neutrino velocity |F |/E takes lo-
cally minimum values. We have observed, how-
ever, that convective matter motions make the sit-
uation more complicated. This may make it dif-
ficult to improve the M1 approximation in these
regions.
This paper is the very first step in our project of
3D Boltzmann radiation-hydrodynamics simulations of
core-collapse supernovae. In fact, we have focused only
on the prompt convection phase at t ∼ 10 ms post
bounce and paid attention to the neutrino distributions
in momentum space. In this very early phase, the entire
post-shock region is optically thick with Λ < 1 for neu-
trinos with & 10MeV. The convection region is hence
located deep in the optically thick region for the aver-
age neutrinos. At much later times, the neutrino-driven
convection or the standing accretion shock instability
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(SASI) and even the lepton-driven convection occur in
more optically thin regions. We hence should examine
how the Eddington tensor is affected by these multi-
dimensional matter motions: in particular we are in-
terested in whether the horizontally elongated ellipsoid
occurs in a similar fashion and, more importantly, if it
has an impact on the shock revival. If it does, it will
be important to try seriously to improve the M1 clo-
sure approximation. Not to mention, our simulation
is hardly perfect. The numerical resolutions in space
and momentum space, the monopolar Newtonian grav-
ity and the one-dimensional treatment of the innermost
region at r < 8 km are certainly concerns, to mention
a few. We are planning to perform longer simulations
with better resolutions on Fugaku computer, the next
generation flagship supercomputer of Japan whose ca-
pability is expected to be more than 10 times as large
as K-computer’s, and will address these issues there.
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APPENDIX
A. RESOLUTION TEST
In this appendix, we report some of the results of resolution tests we have conducted that we think are of relevance
for this paper. We refer readers also to our earlier publications for more tests (Richers et al. 2017; Nagakura et al.
2018; Harada et al. 2019).
The canonical number of numerical grid points deployed in this paper is Nr × Nθ × Nφ × Nǫ × Nθν × Nφν =
256× 48× 96× 16× 6× 6, where Nr, Nθ, Nφ, Nǫ, Nθν , and Nφν are the grid number of radial, polar and azimuthal
angles in space, neutrino energy, polar and azimuthal angles in momentum space, respectively. Note that the grid
spacing of the radial mesh is the same as in Nagakura et al. (2018), while the computational domain is confined to
r ≤ 200 km; the number of numerical grid points in momentum space is reduced from Nǫ ×Nθν ×Nφν = 20× 10× 6
in Nagakura et al. (2018) to 16× 6× 6 in this paper.
We first conduct the resolution test for the spatial angular mesh in 2D. Comparing the results among Nθ = 48, 64,
and 96, we find that at t = 10 ms the prompt convection grows with three coherent vortex rings for Nθ = 48 whereas
the number increases to four for Nθ = 64. At Nθ = 96 we observe three highly deformed and less coherent rings.
We also observe that modes with smaller sizes grow more rapidly, reaching the nonlinear phase earlier, as the spatial
resolution increases. The differences are not so large to affect the conclusions in this paper, though. We hence set
Nθ = 48 throughout the paper. The number of the azimuthal grid points Nφ is chosen to be twice Nθ.
Next we perform 1D simulations to examine effects of the energy and angular resolutions in momentum space.
Richers et al. (2017) conducted similar resolution tests, comparing the results from the Boltzmann simulations with
those obtained with their Monte Carlo code. They employed three different grids: (Nǫ, Nθν ) = (20, 10), (40, 20), and
(80, 40). Their results indicate that even (Nǫ, Nθν ) = (80, 40) may not be large enough in the discrete ordinates code
(Fig. 8 in Richers et al. (2017)). Since they changed both Nǫ and Nθν at the same time, however, it is not clear which
resolution is more important for their results. Here we vary each of the two numbers individually. Figure 16 shows
the energy-resolution dependence of (a) krr and (b) krrM1, in which Nǫ = 8, 16, and 32. The radial profiles of k
rr for
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Figure 16. The energy-resolution dependence of krr at ǫFR = 〈ǫFR〉 for νe at t = 10 ms post bounce in 1D. The numbers of
energy grid points employed are Nǫ = 8, 16, and 32. The vertical dashed line indicates the radial position of the shock wave.
Figure 17. The angular-resolution dependence of krr at ǫFR = 〈ǫFR〉 for νe at t = 10 ms post bounce in 1D. The numbers of
the angular grid points employed are for Nθν = 6, 12, and 48. The vertical dashed line indicates the radial position of the shock
wave.
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Figure 18. The radial profiles of the diagonal (upper panels) and off-diagonal (lower panels) components of the Eddington
tensor kij (left panels) and kijM1 (right panels) at ǫFR = 〈ǫFR〉 for νe at t = 10 ms post bounce in 3D. The numbers of the
angular grid points employed are (Nθν , Nφν ) = (6, 6), (6, 12), and (12, 6), denoted in solid, dashed-dotted, and dashed lines,
respectively. The vertical dashed line indicates the radial position of the shock wave.
Nǫ = 16 are in good agreement with those for Nǫ = 32, with deviations of the order of O(10
−3). This is also the case
for krrM1. We hence conclude that Nǫ = 16 is good enough for our analysis in this paper. Note also that this is still
larger than the number of energy grid points in most supernova simulations.
On the other hand, Figure 17 shows the angular resolution dependence of (a) krr and (b) krrM1, in which we deploy
Nθν = 6, 12, and 48. In the optically thin region for ǫFR = 〈ǫFR〉 at r > 70 km, krr becomes larger with increasing
Nθν ; it is obvious that Nθν = 6 is not large enough; it is interesting that k
rr
M1 is smaller than k
rr for Nθν = 12 and
48 while it is larger for Nθν = 6. It should be noted, however, that the Eddington tensor evaluated with the M1
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Figure 19. The radial profiles of 〈|µFL|〉Ω for νe at t = 10 ms post bounce for (a) (Nθν , Nφν ) = (6, 6), (b) (Nθν , Nφν ) = (6, 12),
and (c) (Nθν , Nφν ) = (12, 6), where 〈|µFL|〉Ω is the absolute value of µFL, the cosine of the angle between F and L, averaged
over the whole solid angle Ω. The vertical dashed line indicates the radial position of the shock wave.
closure approximation is based on the same numerical data obtained by the Boltzmann simulation. Deeper inside at
r = 30 ∼ 60 km, the radial profiles of krr and krrM1 for different values of Nθν both indicate again that Nθν = 6 is not
large enough to get numerical convergence. However, the important feature that there exists a region at r ∼ 55− 70
km, in which krr < 1/3 while krrM1 > 1/3 is common to the three cases with Nθν = 6, 12, and 48. We hence consider
that Nθν = 6 is good enough for the principal-axes analysis of the Eddington tensor in this paper.
Now we turn to the 3D case and consider the angular resolution in momentum space. The higher-resolution runs
with (Nθν , Nφν ) = (6, 12) and (12, 6) are initiated from t = 9.5 ms post bounce, interpolating the result for the original
resolution with (Nθν , Nφν ) = (6, 6). Figure 18 shows the radial profiles of diagonal (upper panels) and off-diagonal
(lower panels) components of the Eddington tensor kij (left panels) and kijM1 (right panels) at ǫFR = 〈ǫFR〉 for νe at
t = 10 ms. We find for the diagonal components that the larger Nθν raises k
rr and lowers kθθ and kφφ at r > 70 km,
which is essentially the same as what we saw above in the 1D tests, while the higher value of Nφν does not induce much
change for them in the whole region (Fig. 18 (a)). As we mentioned in the previous paragraph for the 1D resolution
tests, the region at r > 70 km is optically thin for ǫFR = 〈ǫFR〉 and the ellipsoids are elongated vertically. Those
are the features better captured with higher resolutions. At smaller radii r < 70 km the value of Nθν less affects the
diagonal components of the Eddington tensor just as in the 1D resolution tests. In fact the important feature that
the horizontally wide ellipsoids occur is unaffected by the resolution. This is also the case for kijM1 in the sense that it
produces almost always vertically long ones irrespective of the angular resolutions. The off-diagonal components, on
the other hand, are also affected by the angular resolutions, particularly at r > 70 km for the same reason (Fig. 18
(c)). Note that they are much smaller than the diagonal components (see the difference in the scales of the vertical
axes in the left panels). It is interesting that kθφ is somewhat more sensitive to the resolution in φν direction. We
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Figure 20. The color maps of |µFL| at ǫFR = 12.6 MeV for νe at t = 10 ms post bounce for (b) (Nθν , Nφν ) = (6, 6), (c)
(Nθν , Nφν ) = (6, 12), and (d) (Nθν , Nφν ) = (12, 6). For reference the 1D result is also shown in (a).
also point out that it is insensitive to Nθν and Nφν that k
rr
M1 (k
θθ
M1 and k
φφ
M1) increases (decrease) monotonically just
behind the shock wave (Fig. 18 (b)) and that kθφM1 is much smaller than k
rθ
M1 and k
rφ
M1 at r > 30 km (Fig. 18 (d)).
Now we investigate how the resolution dependence observed in Figure 18 is reflected in the principal-axes analysis for
the Eddington tensor. Figure 19 shows the radial profiles of 〈|µFL|〉Ω for kij and kijM1 at various energies. It is recalled
that |µFL| = 0 and 1 mean respectively that the longest principal axis of the Eddington tensor is perpendicular and
parallel to the energy flux. We find that the results for the higher resolutions agree well with that for the original
resolution below the shock wave at every energy (Fig. 19 (a), (b) and (c)). The results for the M1 closure approximation
share the same feature of 〈|µFL|〉Ω ∼ 1 among the different resolutions (Fig. 19 (d), (e) and (f)). Figures 20 and 21
present the color maps of |µFL| at ǫFR = 12.6 and 3.3 MeV, respectively, on the equatorial plane for νe at t = 10
ms in the Boltzmann simulations. The 1D results are also shown for reference. The thick colors indicate the regions
where the longest principal axis of the ellipsoid is perpendicular to the energy flux. In the 1D case for ǫFR = 12.6
MeV, there are two such regions (Fig. 20 (a)). In the inner region at Λ ∼ 0.01 the ellipsoids are almost spherical with
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Figure 21. The color maps of |µFL| at ǫFR = 3.3 MeV for νe at t = 10 ms post bounce for (b) (Nθν , Nφν ) = (6, 6), (c)
(Nθν , Nφν ) = (6, 12), and (d) (Nθν , Nφν ) = (12, 6). For reference the 1D result is also shown in (a).
aspect ratios of . 1.004, while in the outer region at Λ ∼ 0.1 they have higher aspect ratios of . 1.147. In the 1D
simulation for ǫFR = 3.3 MeV, on the other hand, there exists one thick colored region at 0.1 . Λ . 1 (Fig. 21 (a)),
where the ellipsoids have aspect ratios of . 1.042. The appearance patterns of the thick colored regions in the 3D
runs agree well among all the resolutions: (Nθν , Nφν ) = (6, 6), (12, 6), and (6,12) for both ǫFR = 12.6 (Fig. 20 (b), (c),
and (d)) and 3.3 MeV (Fig. 21 (b), (c), and (d)). The outer circular region is what we found below the shock front
commonly irrespective of the dimension of the simulations. The inner zone observed in the 1D case was shredded
into smaller pieces by the convective motions of matter in 3D. The important thing, as we mentioned, is that the
pattern is essentially the same among the different resolutions. We focus in this paper only on these features that are
rather insensitive to the grid resolution. Note that the Eddington tensor corresponds to the second angular moments
of the distribution function, that is, rather low order, and its ellipsoid in particular reflects not very fine but global
features in the angular distribution in momentum space. It is hence not surprising that even the angular grid with
(Nθν , Nφν ) = (6, 6) can capture those low-order features rather well except in the optically thin region. It is true that
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we have not yet seen the numerical convergence as observed in Figure 18 but we believe that the remaining errors do
not change the conclusions in this paper. However, they are based on the single 3D simulation and we certainly need
to confirm them with more simulations for different post-bounce times, other progenitor models, and different spatial
and momentum resolutions in the future.
B. EDDINGTON TENSOR
In this section, we give some definitions of the angular moments of the distribution function in phase space as well
as of the Eddington tensor, following the moment formalism described in Thorne (1981) and Shibata et al. (2011). An
unprojected second moment is first defined in an arbitrary frame as
Mαβ(ǫFR) ≡
∫
f(pα)δ
(
ǫ3FR
3
− (−uαp
α)3
3
)
pαpβdVp, (B1)
where f , pα, uα, and dVp are the neutrino distribution function, four-momentum of neutrinos, four-velocity of medium,
and invariant integration element, respectively. Note that ǫFR is a parameter to be specified, for example, as the
neutrino energy measured in the fluid-rest frame as adopted here. The Greek indices α, β, and γ run over 0, 1, 2, 3,
representing the time and space components. The second angular moment can be written as
Mαβ(ǫFR) = J(ǫFR)u
αuβ +Hα(ǫFR)u
β +Hβ(ǫFR)u
α + Lαβ(ǫFR), (B2)
where the energy density J , energy flux H , and radiation pressure tensor L are the variables projected on to the
fluid-rest flame. In this study, in which general relativity is ignored, they are calculated as follows
J(ǫFR) = JFR(ǫFR), (B3)
Hα(ǫFR) = Λ
α
βH
β
FR(ǫFR), (B4)
Lαβ(ǫFR) = Λ
α
γΛ
β
δL
γδ
FR(ǫFR), (B5)
where Λαβ is an appropriate Lorentz transformation; the energy density JFR, energy flux HFR, and radiation pressure
tensor LFR on the right hand side are derived from the numerical integration of the distribution function obtained in
the Boltzmann simulation. The same moment can be also expressed as
Mαβ(ǫFR) = E(ǫFR)n
αnβ + Fα(ǫFR)n
β + F β(ǫFR)n
α + Pαβ(ǫFR), (B6)
where nα is a unit timelike vector orthogonal to the hypersurface of constant coordinate time. The energy density E,
energy flux F , and radiation pressure tensor P on the right hand side of this equation are the variables projected on
to the laboratory frame. The Eddington tensor kij is then defined as
kij(ǫFR) =
P ij(ǫFR)
E(ǫFR)
, (B7)
where the index i and j run over 1, 2, 3, corresponding to the space components.
In the truncated moment scheme, the time evolution equations of E and F are normally solved with the algebraic
closure relation imposed by hand. In this paper, we investigate the M1 closure relation, the most favorite choise these
days, for which the radiation pressure tensor is expressed as
P ijM1(ǫFR) =
3ζ(ǫFR)− 1
2
P ijthin(ǫFR) +
3(1− ζ(ǫFR))
2
P ijthick(ǫFR), (B8)
where ζ is the variable Eddington factor given, for example (Levermore 1984), as
ζ(ǫFR) =
3 + 4F¯ (ǫFR)
2
5 + 2
√
4− 3F¯ (ǫFR)
, (B9)
where the flux factor is defined, following Shibata et al. (2011),
F¯ (ǫFR) =
√
hαβHα(ǫFR)Hβ(ǫFR)
J(ǫFR)2
. (B10)
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The optically thin limit of P ij is
P ijthin(ǫFR) = E(ǫFR)
F i(ǫFR)F
j(ǫFR)
F (ǫFR)2
, (B11)
whereas the optically thick limit is
P ijthick(ǫFR) = J(ǫFR)
γij + 4V iV j
3
+Hi(ǫFR)V
j + V iHj(ǫFR), (B12)
where V i and γij = gij+ninj stand for the three-dimensional fluid velocity and the spatial metric on the hypersurface
of constant coordinate time, respectively. The Eddington tensor in the M1 prescription is defined as
kijM1(ǫFR) =
P ijM1(ǫFR)
E(ǫFR)
. (B13)
C. JACOBI METHOD
Jacobi’s approach is one of the methods to obtain eigenvalues and eigenvectors of real symmetric matrices (e.g.
Vetterling et al. 1992). Let us consider to diagonalize a real symmetric matrix A. If the maximum absolute value of
the off-diagonal components of A is given by the pq component, the matrix A is transformed to
A′ = Ptpq ·A ·Ppq, (C14)
where Ppq is the basic Jacobi rotation matrix,
Ppq =


1 · · · 0 · · · 0 · · · 0
...
. . .
...
...
...
0 · · · cos θ · · · sin θ · · · 0
...
...
. . .
...
...
0 · · · − sin θ · · · cos θ · · · 0
...
...
...
. . .
...
0 · · · 0 · · · 0 · · · 1


. (C15)
Note that only the components on the p-th and q-th rows and columns are transformed as follows:
A′ =


· · · a′1p · · · a′1q · · ·
...
. . .
...
...
...
a′p1 · · · a′pp · · · a′pq · · · a′pn
...
...
. . .
...
...
a′q1 · · · a′qp · · · a′qq · · · a′qn
...
...
...
. . .
...
· · · a′np · · · a′nq · · ·


, (C16)
a′rp = arp cos θ − arq sin θ, (r 6= p, r 6= q, r = 1, 2, · · · , n),
a′rq = arq cos θ + arp sin θ, (r 6= p, r 6= q, r = 1, 2, · · · , n),
a′pp = app cos
2 θ + aqq sin
2 θ − 2apq sin θ cos θ,
a′qq = aqq cos
2 θ + app sin
2 θ + 2apq sin θ cos θ,
a′pq = apq(cos
2 θ − sin2 θ) + (app − aqq) sin θ cos θ.
(C17)
In the Jacobi method, each rotation is chosen so that the off-diagonal pq component should be zero, a′pq = 0. Then
we have the following relations,
cos θ =
√
1+α
2 ,
sin θ =
√
1−α
2 sgn(βγ),
α = |β|√
β2+γ2
, β = 12 (app − aqq), γ = −apq.
(C18)
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Repeating this operation until all the off-diagonal components vanish (actually fall below 1.0 × 10−8), we eventually
obtain the diagonal matrix D that satisfies
D = Vt ·A ·V, (C19)
where V is the rotation matrix given as
V = P1 ·P2 ·P3 · · · , (C20)
with Pi being one of the successive Jacobi rotation matrices. The diagonal components ofD finally give the eigenvalues
of the original matrix A, and the columns of V are the corresponding eigenvectors.
D. PRINCIPAL-AXES ANALYSIS IN THE FLUID-REST FRAME
In this paper, we analyze the Eddington tensor defined in the laboratory frame (Eq. B7). We can do the same in
the fluid rest frame, though. It is in fact easier in the optically thick regime. Figure 22 shows the radial profiles of
〈|µFL|〉Ω in the fluid-rest frame for νe at t = 10 ms post bounce, where 〈|µFL|〉Ω is the absolute value of µFL, the
cosine of the angle between F and L, averaged over the whole solid angle Ω. It should be mentioned first that if the
angular distribution is completely isotropic, the Eddington tensor is proportional to the unit tensor and the longest
principal axis is arbitrary but set to be radial in our code; then µFL becomes the cosine of the angle between F and
r. This never happens in the supernova core in reality, since neutrinos diffuse out of fluid elements to the adjacent
ones according to the gradient of energy density even in the optically thick region. This is demonstrated in Fig. 22
(a), in which we show the cosine of the angle between F and r averaged over the solid angle to be compared with
the 〈|µFL|〉Ω presented in Fig. 22 (c) in the same figure. In the fluid-rest frame, the pressure tensor in the M1 closure
approximation has just two terms of γij and F iF j, in which case L should be simply parallel to F . This is indicated
indeed at r > 14 km in Fig. 22 (b), in which we show the result for the M1 approximation. The small deviation from
unity at r < 14 km is come from ζ − 1/3 . O(10−8), where ζ is the variable Eddington factor in Eq. (B9). Then the
first term of Eq. (B8) divided by E(ǫFR), which determines the direction of L in the fluid-rest frame, becomes lower
than O(10−8) at r < 14 km. This means that the analysis can be precisely available for r > 14 km at t = 10 ms post
bounce since the accuracy of the Jacobi method is O(10−8). It is pointed further that the radial profiles of 〈|µFL|〉Ω
in the fluid rest frame for the Boltzmann simulation (Fig. 22 (c)) are qualitatively different from those of 〈|µFL|〉Ω in
Fig. 22 (a) in the transition regions. This is simply because L is not radial there. The radius, at which 〈|µFL|〉Ω gets
minimum in the fluid-rest frame (Fig. 22 (c)), gets larger with the neutrino energy, the feature also observed in the
laboratory frame (Fig. 11(a)). The minimum values in the fluid rest-frame, on the other hand, tend to be lower than
those in the laboratory frame. Regardless of the reference frame, the message here is that there are regions, in which
Figure 22. The radial profiles of 〈|µFL|〉Ω in the fluid-rest frame for νe at t = 10 ms post bounce. (a) µFL is actually the cosine
of the angle between F and r, (b) µFL in the M1 closure approximation, and (c) µFL obtained in the Boltzmann simulation.
The vertical dashed line indicates the radial position of the shock wave.
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the longest principal axis of the ellipsoid derived from the Eddington tensor is perpendicular to the energy flux in the
Boltzmann simulation.
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