Abstract: Specific patterns of brain activity during sleep and waking are recorded in the electroencephalogram (EEG). Time-frequency analysis methods have been widely used to analyse the EEG and identified characteristic oscillations for each vigilance state (VS), i.e., wakefulness, rapid-eye movement (REM) and non-rapid-eye movement (NREM) sleep. However, other aspects such as change of patterns associated with brain dynamics may not be captured unless a non-linear-based analysis method is used. In this pilot study, Permutation Lempel-Ziv complexity (PLZC), a novel symbolic dynamics analysis method, was used to characterise the changes in the EEG in sleep and wakefulness during baseline and recovery from sleep deprivation (SD). The results obtained with PLZC were contrasted with a related non-linear method, Lempel-Ziv complexity (LZC). Both measure the emergence of new patterns. However, LZC is dependent on the absolute amplitude of the EEG, while PLZC is only dependent on the relative amplitude due to symbolisation procedure and thus, more resistant to noise. We showed that PLZC discriminates activated brain states associated with wakefulness and REM sleep, which both displayed higher complexity, compared to NREM sleep. Additionally, significantly lower PLZC values were measured in NREM sleep during the recovery period following SD compared to baseline, suggesting a reduced emergence of new activity patterns in the EEG. These findings were validated using PLZC on surrogate data. By contrast, LZC was merely reflecting changes in the spectral composition of the EEG. Overall, this study implies that PLZC is a robust non-linear complexity measure, which is not dependent on amplitude variations in the signal, and which may be useful to further assess EEG alterations induced by environmental or pharmacological manipulations.
Introduction
Sleep is an essential part of everyday life. It affects a wide range of processes from cognitive performance and learning capabilities [1] to physical and emotional well-being that are thought to be related to neuronal plasticity [2, 3] . Cortical and subcortical brain structures contribute to the generation of oscillatory dynamic activities that are reflected in the electroencephalogram (EEG). The characterisation of these oscillatory dynamics has received a lot of interest in sleep medicine for the past 50 years in the context of mental health, including neurodegeneration [4, 5] . Sleep is subdivided into non-rapid-eye movement (NREM) and rapid-eye movement (REM) sleep [6] . Maintenance and transitions between vigilances states (VS) are regulated by changes in neural networks resulting in the cortical activity recorded by the EEG [7] . These dynamic changes in the EEG display various amplitudes (i.e., low amplitude in wakefulness and REM sleep and high amplitude in NREM sleep) and specific spectral features. Analysis of the EEG is based on the visual and/or automated scoring of vigilance states on epochs of various durations using defined criteria both in humans [8, 9] and rodents [10, 11] . Fourier Transform-based signal analysis has provided essential information about the amplitude and frequency features of the EEG associated with the different vigilance states, characterised by power density spectra revealing frequency components of the signal [12] . For instance, under physiological, baseline conditions, frequency distribution of the EEG power is characterised in rodents by theta (6-9 Hz) activity during wakefulness and REM sleep, while NREM sleep is associated with slow wave activity (SWA; 0.5-4.5 Hz) and spindle activity (10-15 Hz) [13, 14] and power density in NREM sleep exhibits a decreasing trend in the time course of light (inactive) phase [15] . During recovery sleep after sleep deprivation (SD), increased levels of SWA is consistently observed both in rodents [16] and humans [6] . Fast Fourier Transform (FFT) analysis primarily identifies changes occurring in the sleep-wake cycle based on the frequency spectrum of the signal. Therefore, local changes which could be indications of brain activity changes are interpreted as a frequency component.
In order to further understand underlying changes of brain activity, non-linear analysis methods are valuable tools [17] . Numerous algorithms including traditional non-linear analysis methods, such as correlation dimension [18, 19] , Lyapunov exponent [20, 21] or entropy [22] [23] [24] and artificial neural networks analyses [25, 26] , have been used to investigate the inherently non-linear nature of the EEG signal, where brain dynamics change due to different physiological states, pathologies, and manipulations [27] . Permutation Lempel-Ziv complexity (PLZC) is a novel symbolic dynamics analysis method which combines using the order of the data points in the symbolisation of the signal and measuring the emergence of new patterns within this new symbolised time series [28] . PLZC may be particularly useful in analysing biomedical signals as no assumption about the probability distribution of the data is necessary. It is also applicable to any time series that is long enough to ensure all possible patterns can be obtained in the symbolisation process (i.e., factorial of the length of order patters must be greater than the length of the time series). The length of the order patterns also allows the use of multiple symbols in the symbolisation process which overcomes the limited number of symbols (i.e., 0 and 1) used in measuring complexity with a related method, Lempel-Ziv complexity (LZC) . This is of importance as LZC analysis is dependent to amplitude changes which are typical in signals such as the EEG. This is especially the case when a subset of a time-series has a large amplitude: some fast-frequency components within this subset maybe be lost due to same symbol being assigned to them, hence some aspects may be overlooked [29, 30] . All the aforementioned features of PLZC suggest that it is useful to analyse any time-series without a priori information on how the time-series are generated and also provides an advantage in computation performance [28] .
In this study, PLZC values were computed on baseline EEG recordings obtained in mice, as well as during recovery following SD to assess its effects on brain EEG activity. It was hypothesised that PLZC would identify differences in complexity between VS. In activated brain states (i.e., wakefulness and REM sleep), complexity was expected to be high and lower in NREM sleep episodes. Additionally, baseline and recovery sleep comparison would reveal dynamic changes due to SD in addition to the well-characterised changes in EEG power spectrum. The application of surrogate data analysis would validate our findings to be a measure of brain dynamics change in different VS (i.e., not mere changes in the spectra). Lastly, comparison with another non-linear analysis method such as LZC would generate complementary information to the state-of-the-art linear signal processing techniques. 
Materials and Methods

Dataset
EEG and electromyogram (EMG) signals were recorded in seven, adult (11-13 weeks old at the time of surgery) wild-type male mice. All experimental procedures were carried out in accordance with the UK Animals (Scientific Procedures) Act 1986. The data were recorded using telemetry transmitter devices, as previously described [31] . The dataset consists of continuous 48-h EEG/EMG recordings. The first 24-h period include a 12-h light and a 12-h dark baseline recording periods. Sleep deprivation was performed in the last 6-h of the dark period, by gentle procedures [32] . The 6-h sleep deprivation period was then followed by a 24-h recovery period where subjects were allowed to sleep ad libitum.
EEG and EMG signals were sampled at 250 Hz at the time of recording. VS were classified for 4-s epochs by visual inspection of the EEG/EMG signals, according to standard criteria [10] . Rodents display "polyphasic" sleep, with very short NREM-REM sleep cycle, which are interrupted by brief awakenings (defined as episodes between 4 to 16 s) or more consolidated wake episodes. Selecting a 4-s epoch basis allows a higher precision and refinement of scoring of VS, including identifying transitions between VS. Based on the criterion, VS were classified as follows: wakefulness (high and variable EMG activity, high theta activity and low-amplitude EEG signal); NREM sleep (low EMG and high EEG amplitude, dominated by slow waves); and REM sleep (low EEG amplitude, loss of EMG muscle tone).
Lempel-Ziv Complexity
LZC is a non-linear method which includes coarse-graining of the original signal to form a symbol series and parsing of these to estimate complexity from the emergence of new sub-sequences within the symbol series [33, 34] . The value used in the coarse-graining determines the amount of information extracted from the original time series and there are various techniques available [35] . In the current study, the median was chosen for the symbolic decomposition process due to its robustness to any deviant value within the time series [34, 36, 37] . The algorithm used in the analysis was based on [34] and can be detailed as:
(1) The original signal X = x(i), x(i + 1), . . . , x(n), is symbolised according to the value of the original time series sample compared to the median value (T d ) of the time series as:
(2) The symbol series, P = s(1), s(2), . . . , s(n), is created. P is then parsed and used for the calculation of the complexity measure where, (3) S and Q (substrings of the symbol series) are allocated with the first and second symbols of the symbol series respectively and complexity counter c(n) is set to 1. (4) S and Q are merged together to form SQ and, SQv by deleting the last character of the string SQ.
For example if, S = x(1), x(2), . . . , x(i) and Q = x(i + 1), . . . , x(i + j − 1), x(i + j), then SQ = x(1), x(2), . . . , x(i), x(i + 1), . . . , x(i + j) and SQv = x(1), x(2), . . . , x(i + j − 1). (5) Substring Q is sought in SQv. If Q is found in SQv, Q is updated by adding next symbol from the symbol series and step 4 is repeated. If not, S is updated to be SQ and Q is set to be the next symbol of {P(n)} and complexity counter is increased by one, lastly step 4 and 5 are repeated until all the series is parsed. (6) c(n) is the complexity counter of symbol sequence {P(n)} which denotes the number of distinct words found in the sequence. The total number of substrings present in {P(n)} has an upper bound [37] denoted as b(n): The LZC output is then normalised as seen in Equation (3) where n denotes the total length of the symbol sequence. This step ensures calculated measures to be independent of time series. When n is very large:
Permutation Lempel-Ziv Complexity
PLZC is a complexity measure combining ordinal patterns and the LZC algorithm to evaluate changes in the dynamics of the EEG [28] . In this method, the order of the patterns (i.e., permutation vectors known as "motifs") is used in the symbolisation process of the time series. In the traditional permutation process, the length of the motifs is usually selected to be between 3 and 7 [38] . In our study, following notation introduced in [39] , m represents the number of data points in each of the motifs [40] . In Figure 1A , all possible motifs that can be obtained with m = 3 and the symbolisation process are illustrated. 
PLZC is a complexity measure combining ordinal patterns and the LZC algorithm to evaluate changes in the dynamics of the EEG [28] . In this method, the order of the patterns (i.e., permutation vectors known as "motifs") is used in the symbolisation process of the time series. In the traditional permutation process, the length of the motifs is usually selected to be between 3 and 7 [38] . In our study, following notation introduced in [39] , m represents the number of data points in each of the motifs [40] . In Figure 1A , all possible motifs that can be obtained with m = 3 and the symbolisation process are illustrated. Motif length is an important criterion in the parameter selection of the permutation process, as the number of possible patterns is equal to m! and, thereby, the time series of interest has to be long enough to ensure all possible patterns can be obtained to allow reliable statistical analysis (e.g., patterns occur enough times in the time series) [41] . On the other hand, it was suggested that if data points allow (e.g., a 4-s epoch from a signal sampled at 250 Hz consist N = 1000 data points making 6 the limit of pattern length), larger values of m should be tried in order to quantify the dynamics changes happening over large time scales [42] . In addition to length, time delay "τ " is another essential parameter in generating ordinal patterns; τ determines the location of sample points in the time series to be included within each motif according to the lag chosen (e.g., consecutive data points for τ = 1) [43] . Effects of time delay were extensively discussed in [40, 44] . High time delay is equivalent to down-sampling the time series and τ = 1 was reported to provide the highest coverage within the signal's frequency range. Time delay retains the maximum frequency range which can be achieved with the input parameters, thus, for larger m, smaller τ should be used [44] . Therefore, τ = 1 was selected as one of the input parameters in this study which provided the use of every data point in the symbolisation of the signal.
The original time series is transformed into a finite sequence {R(n)} based on permutation algorithm, i.e., the positions of time points in an embedded vector creates a motif and this corresponds to a symbol ( Figure 1A ) which forms the symbol sequence ( Figure 1B) . Complexity is then computed using step 3-5 detailed in the previous section. The upper bound denoted as L(n) is a combination of the complexity counter c(n) and the number of distinct patterns found in the symbol series can be estimated as in Equation (4): Motif length is an important criterion in the parameter selection of the permutation process, as the number of possible patterns is equal to m! and, thereby, the time series of interest has to be long enough to ensure all possible patterns can be obtained to allow reliable statistical analysis (e.g., patterns occur enough times in the time series) [41] . On the other hand, it was suggested that if data points allow (e.g., a 4-s epoch from a signal sampled at 250 Hz consist N = 1000 data points making 6 the limit of pattern length), larger values of m should be tried in order to quantify the dynamics changes happening over large time scales [42] . In addition to length, time delay "τ " is another essential parameter in generating ordinal patterns; τ determines the location of sample points in the time series to be included within each motif according to the lag chosen (e.g., consecutive data points for τ = 1) [43] . Effects of time delay were extensively discussed in [40, 44] . High time delay is equivalent to down-sampling the time series and τ = 1 was reported to provide the highest coverage within the signal's frequency range. Time delay retains the maximum frequency range which can be achieved with the input parameters, thus, for larger m, smaller τ should be used [44] . Therefore, τ = 1 was selected as one of the input parameters in this study which provided the use of every data point in the symbolisation of the signal.
The original time series is transformed into a finite sequence {R(n)} based on permutation algorithm, i.e., the positions of time points in an embedded vector creates a motif and this corresponds to a symbol ( Figure 1A ) which forms the symbol sequence ( Figure 1B ). Complexity is then computed using step 3-5 detailed in the previous section. The upper bound denoted as L(n) is a combination of the complexity counter c(n) and the number of distinct patterns found in the symbol series can be estimated as in Equation (4):
The PLZC output is then normalised as seen in Equation (5) where n denotes the total length of the symbol sequence. This step ensures calculated measures to be independent of time series and motif lengths. When n is very large:
In this study, m = 6 and τ = 1 were chosen as the input parameters to compute PLZC. PLZC was calculated for each 4-s epoch (N = 1000 data points). Results obtained from this analysis were then grouped and averaged over 1. Table 1 , these numbers were presented for only one subject in all periods (i.e., baseline light (BL), baseline dark (BD), recovery light (RL) and recovery dark (RD)). 
Surrogate Data Analysis
Various algorithms have been developed to generate surrogate datasets characterised by the same power spectrum of the original signal while modifications were implemented to alter the signal preserving amplitude distribution or embedded coherence [45, 46] . Surrogate data allow investigating whether the time series of interest cannot be only described by linear models (e.g., FFT used in preserving power spectrum and autocorrelation function of the time series) and that the non-linear analysis of interest allows identifying non-linear structures embedded in the signal underlying dynamic physiological variations. In order to validate our findings, LZC and PLZC were also performed using surrogate data. Our aim was to evaluate if differences identified by LZC and PLZC associated with VS and SD were a result of alterations in the brain dynamics. The algorithm introduced in [47] was used. First, Fourier coefficients of the signal were obtained by FFT. Next, the phases of these coefficients were randomised but the magnitudes were not altered to ensure spectral consistency. Finally, the Inverse FFT into time domain was performed. The resulting surrogate data could not be discriminated from the original data set with respect to the spectral characteristics (Figure 2 ). When a non-linear method is used on the surrogate dataset and the results obtained from the real and surrogate data are statistically significant, the method is reflecting a non-linear feature i.e., complexity of the signal due to emergence of new patterns in the signal. Figure 2 illustrates original and surrogate time series with their corresponding power spectral density graphs where the same spectral features were achieved for two completely different time series (i.e., blue lines for RTS and red lines for STS). 
Statistical Analysis
Statistical analyses were performed using the IBM SPSS Statistics v.23 software with probabilities of p < 0.05 considered as significant.
In this study, the EEG was analysed per vigilance state by 1.5-h interval (i.e., time intervals) per 12-h light and 12-h dark periods during baseline and recovery sleep. To determine the difference between complexity values calculated from RTS and STS, a non-parametric Related Samples Wilcoxon Signed Rank Test was performed on both LZC and PLZC results in 4 periods, i.e., BL, BD, RL and RD.
In order to investigate the possible effects of the periods, time intervals and VS on PLZC values were investigated only on the real time series. A mixed model repeated measures analysis of variance-ANOVA (RMA) was used to determine the main effects. Subsequently, recovery period PLZC values were used to characterise the effects of SD on the brain dynamics from the EEG. Post-hoc Bonferroni and Dunnett's tests were applied and significance set at p < 0.05.
Results
Non-Linear Complexity Measures-Surrogate Data Analysis
LZC and PLZC values were calculated for each epoch (4-s), averaged over 1.5-h intervals and, grouped per VS and period to determine whether the complexity measured with LZC and PLZC reflects changes in the dynamics using RTS and STS (non-parametric Related Samples Wilcoxon Signed Rank Test). Table 2 shows that complexity measures computed from RTS and STS were only significantly different for the majority of the time intervals with PLZC, while complexity values assessed with LZC were not significantly different between RTS and STS. In Table 2 , no p-values were computed in the time intervals which were marked with N/A, due to insufficient numbers of NREM and/or REM sleep episodes within these time intervals in the bout of SD. 
Statistical Analysis
Results
Non-Linear Complexity Measures-Surrogate Data Analysis
LZC and PLZC values were calculated for each epoch (4-s), averaged over 1.5-h intervals and, grouped per VS and period to determine whether the complexity measured with LZC and PLZC reflects changes in the dynamics using RTS and STS (non-parametric Related Samples Wilcoxon Signed Rank Test). Table 2 shows that complexity measures computed from RTS and STS were only significantly different for the majority of the time intervals with PLZC, while complexity values assessed with LZC were not significantly different between RTS and STS. In Table 2 , no p-values were computed in the time intervals which were marked with N/A, due to insufficient numbers of NREM and/or REM sleep episodes within these time intervals in the bout of SD. On the upper panels, wakefulness was characterised with the highest complexity in all periods. This was observed both in LZC (left panel) and PLZC (right panel) indicating the most complex brain On the upper panels, wakefulness was characterised with the highest complexity in all periods. This was observed both in LZC (left panel) and PLZC (right panel) indicating the most complex brain activity in this VS. Complexity in REM sleep was lower than in wakefulness, but higher than NREM sleep in all periods. NREM sleep was characterised by the lowest complexity measures in both LZC and PLZC. This was consistent in all periods reflecting lower brain activity during NREM sleep compared to wakefulness and REM sleep. There were almost no changes in complexity between RTS and STS in LZC analysis (Table 2 ). This suggests that LZC analysis was affected by the amplitude content whereas PLZC reflected changes in the brain dynamics. On the lower panels, LZC and PLZC values were plotted in BL to show the differences in complexity obtained by these methods in each VS. Complexity in wakefulness and NREM sleep were not significantly different (black error bars in STS and red error bars in RTS in Figure 3 ) and yielded to the high p-values in LZC analysis. On the other hand, PLZC analysis reflected marked differences in NREM sleep which contributed to higher significance obtained in Table 2 .
Lempel-Ziv Complexity
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Effects of Sleep Deprivation
As significant differences between RTS and STS were only obtained with PLZC, all subsequent statistical analyses were performed on PLZC results for RTS EEG (Table 3 ) using RMA. During baseline EEG recordings, wakefulness and REM sleep were characterised by significantly higher PLZC values compared to NREM sleep (p < 0.001; Table 3 ), suggesting increased complexity in brain activity during waking and REM sleep. This was found for all periods (i.e., BL, BD, RL, RD; upper right panel Figure 3) . Figure 4 also illustrates the significant effects of SD during the recovery light period which follows SD. To determine the effects of SD on brain dynamics assessed by PLZC, RMA was performed to investigate the effects of time intervals, periods and VS. According to Mauchly's test results assumptions of sphericity for complexity values in time intervals (x 2 (27) = 403.16, p < 0.001) was violated therefore the degree of freedom, df, was corrected using Huynh-Feldt estimates of sphericity (ε = 0.262). Significant main effect of "Time interval" (F(1.83, 93.49) = 18.69, p < 0.001) was found. Interactions including, "Time interval" × "period", "Time interval" × "VS" and "Time interval" × "period" × "VS" were also considered (F(5.50, 93.49) = 11.62, p < 0.001; F(3.67, 93.49) = 2.25, p = 0.075 and F(7.33, 93.49) = 2.12, p = 0.047 respectively). PLZC measures changed significantly in the time course within a period (e.g., BL, BD, RL and RD), but also reflected significantly different complexity in the EEG between periods ("Time" × "Sleep period", p < 0.001). Moreover, pairwise comparisons of complexity values of periods were performed to evaluate the interaction effects of the SD. For time intervals #1 to 4, F(3, 60) = 11.33, p < 0.001, r = 0.800, F(3, 60) = 11.72, p < 0.001, r = 0.776, F(3, 60) = 10.46, p < 0.001, r = 0.905 and F(3, 60) = 4.40, p = 0.008, r = 0.941 were obtained respectively suggesting a significant change at the time course of within a period. Main effect of time intervals was also found with 30-min time intervals analysis. This was performed in addition to 1.5-h time intervals analysis, which reflected proportional significant changes in complexity (i.e., PLZC in time intervals #1-12 were markedly lower following SD). Bonferroni comparisons between periods revealed that complexity in BL was significantly higher compared to RL (p < 0.001) and BD was significantly higher compared to RD (p < 0.001) in wakefulness. This marked difference in complexity was observed both in NREM sleep and REM sleep between BL and RL (p < 0.001). These changes in the complexity within periods (BL, BD, RL and RD) are illustrated in Figure 4D -F. Compared to BL, RL was significantly lower within the first half of the sleep course. Particularly in NREM sleep, complexity was significantly lower than in BL which suggest a further reduction on the brain activity in addition to the change associated with VS. When the two recovery periods were compared, it was observed that the brain activity in RL was affected by SD more than RD where changes in complexity were similar to those in BD (Table 3) . Table 3 . PLZC (m = 6, τ = 1) values in each vigilance state (VS) during baseline light (BL) and dark (BD) and recovery light (RL) and dark periods (RD). Repeated measures ANOVA (RMA), Factor: "VS" in each period was characterised by significant differences (described in text). Table 3 . PLZC (m = 6, τ = 1) values in each vigilance state (VS) during baseline light (BL) and dark (BD) and recovery light (RL) and dark periods (RD). Repeated measures ANOVA (RMA), Factor: "VS" in each period was characterised by significant differences (described in text). (BD) and recovery light (RL) and dark periods (RD). Repeated measures ANOVA (RMA), Factor: "VS" in each period was characterised by significant differences (described in text). (BD) and recovery light (RL) and dark periods (RD). Repeated measures ANOVA (RMA), Factor: "VS" in each period was characterised by significant differences (described in text). (BD) and recovery light (RL) and dark periods (RD). Repeated measures ANOVA (RMA), Factor: "VS" in each period was characterised by significant differences (described in text). 
Period/VS
(m = 6, τ = 1) values in each vigilance state (VS) during baseline light (BL) and dark (BD) and recovery light (RL) and dark periods (RD). Repeated measures ANOVA (RMA), Factor: "VS" in each period was characterised by significant differences (described in text).
Wakefulness NREM Sleep REM Sleep Baseline Light (Mean ± SEM) 0.733 ± 0.001 0.671 ± 0.002 0.711 ± 0.002 Baseline Dark (Mean ± SEM) 0.734 ± 0.002 0.681 ± 0.004 0.705 ± 0.004 Recovery
Discussion
In this pilot study, the usability of the PLZC method to identify changes in complexity of EEG signals was investigated. We first validated our results using surrogate data analysis. This analysis compared complexity measures of real and surrogate time series in both LZC and PLZC. Related Samples Wilcoxon Signed Test was performed revealing PLZC was superior in that it was able to identify changes in the non-linear dynamics of the signal, while LZC merely reflected the spectral (amplitude) signature of the EEG signal (Table 2; Figure 3 ). These results support the hypothesis that PLZC would reveal changes in brain dynamics, and hence can be used as a non-linear analysis tool.
Different non-linear analysis methods have been previously applied to the sleep EEG. The pioneering studies used methods such as correlation dimension (D2) [48] [49] [50] , Hurst exponent (H) [51] and detrended fluctuations analysis (DFA) [52] [53] [54] . Complexity of brain activity was quantified by a relative increase or decrease where D2 and H measures decreased from wakefulness to NREM sleep and increased during REM sleep. Additionally, lower D2 values in NREM sleep were observed compared to baseline EEG following SD [55] . In DFA, different types of processes (e.g., 1/f noise, Brownian Noise etc.) were used to describe different sleep stages. Wakefulness and REM stages resulted in values similar to pink noise (1/f) and Brownian noise as sleep deepened. These first approaches to characterise complexity were based on quantifying the degree of compressibility, using small sequences of time series to describe the series' complexity. It was hypothesised that the complexity of a simple/regular series could be estimated easily and concisely as a ratio of its small sequence to the time series whereas this estimation would be difficult for complex time series [27] . A signal that could not be compressed into smaller sequences, e.g., white or random noise would result in high complexity and a periodic signal would result in low complexity. To address this aspect, entropy based methods were developed to measure the uncertainty of the system and the probability distributions of samples used in the system's complexity estimation. Entropy-based methods revealed fundamental mechanisms of physiological time series by showing a continuous loss of complexity in ageing and disease, and reduced adaptability of these systems in sudden changes [27] . In sleep research, permutation entropy (PE), approximate entropy (ApEn) and sample entropy (SampEn) have been previously used. All these methods measure the regularity of a time series which results in lower entropy in regular (e.g., periodic) signals or higher if the signal is irregular or complex. Our study is consistent with previous reports using PE [56] , ApEn [57, 58] and SampEn [59] in the characterisation of sleep stages. These resulted in the highest entropy values obtained from wakefulness episodes and REM sleep values being higher than in NREM sleep stages 2-4. Also, a gradual increase in the entropy values in NREM sleep due to reduced regularity in brain activity in the course of a period was reported [56] . This is consistent with our findings in RL where complexity increased during the period. However, when other periods were investigated, no significant changes in complexity were found in the time course which is maybe reflecting the fact that background brain activity remains at a certain level during NREM sleep.
In our study, PLZC identified differences in complexity measure between vigilance states (Table 3) . Our results also revealed that PLZC in NREM sleep was markedly affected by SD which is consistent with previous studies using FFT analysis [13, 16, 31, 60, 61] and non-linear analysis [55] . In wakefulness and REM sleep, we did not find any significant effect of SD. In NREM sleep following SD, our measurements resulted in lower PLZC values due to decreased complexity in brain activity. This is likely a consequence of increased SWA activity (0.5-4.5 Hz), and increased levels of SWA was reported in SD compensation [13, 16, 62] during recovery sleep and particularly in the first half of recovery sleep [60, 61] . In our analysis, PLZC values in NREM sleep in RL were significantly lower than baseline levels in the first four time intervals (Figure 4 ). This indicates that our results might be reflecting the increased levels of SWA, which is a hallmark of sleep need. Changes in SWA would need to be confirmed by FFT analysis. Nevertheless, surrogate data analysis corroborates the change in the signal complexity following SD. Additionally, in NREM sleep, complexity values increased in the course of RL suggesting an increase in complexity in brain activity. This result is compatible with the decreasing SWA in NREM sleep during recovery [16] , which in our study resulted in increased complexity values potentially due to the reduced SWA toward the end of the period and sleep compensation process. Therefore, this was reflected in PLZC analysis as increased complexity possibly due to reduced neuronal synchronisation [62, 63] . In other periods, non-significant changes in PLZC values were observed both in wakefulness and REM sleep ( Figure 3A, right panel) .
Only a limited number of non-linear analyses were performed in rodent studies. Abasolo et al. [36] assessed the effect of SD in rats using two different symbolisation processes in LZC and compared LZC measures with power spectral density measures. LZC values were high in wakefulness and REM sleep and low in NREM sleep. Additionally, decreased LZC values were also obtained following SD due to increased SWA obtained by FFT. Our PLZC results are consistent with these complexity measures. LZC was also used in other studies [64] [65] [66] [67] [68] to estimate the information content in spike trains during different brain states. To exclude external stimuli, spike trains were recorded during the dark period. Sleep episodes were characterised by lower levels of information compared to wakefulness, which were measured as low complexity in sleep and high complexity in wakefulness.
While PLZC is a novel and promising method to analyse the EEG, some aspects of the algorithm need to be standardised. Tononi et al. [69] put forward multiple definitions of complexity, which is important for the interpretation of the results using non-linear analysis methods. In this study, a permutation vector length of six and a lag of one were used. However, different combinations of permutation vector lengths and time delays could reveal additional information about the sleep EEG. Future studies should evaluate the effects of these parameters, not only on the EEG but also for other biological signals with a non-linear nature. Effects of these input parameters should also be confirmed and correlated with FFT based methods to characterise how these input parameters might limit the analyses for some frequency ranges [44] in sleep research. Validation of PLZC analysis should also be performed on larger datasets to confirm the usefulness of this method even though previous studies reported consistent findings of complexity in altered consciousness (i.e., higher complexity in wakefulness [70] and REM sleep compared to NREM) in EEG durations as short as two to four minutes [71] .
In summary, our findings suggest that PLZC could be a valuable non-linear analysis method and could complement standard FFT analyses of the EEG. PLZC proved to be reliable in discriminating between vigilance states and capturing the changing brain dynamics due to a manipulation such as sleep deprivation. Non-linear symbolic dynamic analysis of the EEG is a promising tool to gain further insights into the interpretation of brain activity during the sleep-wake cycle as a complementary approach to methods based on the Fourier transform.
