The collective use of several models and tools at various abstraction levels and phases during the development of vehicular distributed embedded systems poses many challenges. Within this context, this paper targets the challenges that are concerned with the unambiguous refinement of timing requirements, constraints and other timing information among various abstraction levels. Such information is required by the end-to-end timing analysis engines to provide pre-run-time verification about the predictability of these systems. The paper proposes an approach to represent and refine such information among various abstraction levels. As a proof of concept, the approach provides a representation of the timing information at the higher levels using the models that are developed with EAST-ADL and Timing Augmented Description Language. The approach then refines the timing information for the lower abstraction levels. The approach exploits the Rubus Component Model at the lower level to represent the timing information that cannot be clearly specified at the higher levels, such as trigger paths in distributed 
Extended version
This paper extends our previous work [1] where we have discussed the refinement of two end-to-end delay constraints from higher to lower abstraction levels during model-and component-based development of vehicular embedded systems. As a proof of concept, we have selected the Timing Augmented Description Language (TADL2) [2] at the higher abstraction levels, whereas at the lower level (implementation), we have selected the Rubus Component Model (RCM) [3] which is already used in the vehicle industry for the development of control functionality in vehicular embedded systems. The work in this paper generalizes our previous work [1] by refining various other types of timing constraints (18 in total) from the higher to lower abstraction levels. Once again, we consider TADL2 and RCM for the proof of concept. We also conduct a detailed automotive-application case study to validate our refinement and timing model representation approach.
Introduction
Due to increase in the amount of advanced computer controlled functionality in vehicular distributed embedded systems, the size and complexity of embedded software has drastically increased in the past few years. For example, the embedded software in heavy vehicle architectures such as a modern truck may consist of as many as 2000 software functions that may be distributed over 45 Electronic Control Units (ECUs) [4] . In order to deal with the software complexity, the research community has proposed model-and componentbased development of embedded real-time systems by using the principles of model-based software engineering (MBSE) and component-based software engineering (CBSE) [5, 6] . This approach is intended to capture requirements early during the development, 1 lower development cost, enable faster turnaround times in early design phases, increase reusability, support modeling at higher abstraction levels and provide possibilities to automatically perform timing analysis, derive test cases and generate code. MBSE provides the means to use models to describe functions, structures and other design artifacts. In contrast, CBSE supports the development of large software systems by integration of software components. It raises the level of abstraction for the software development and aims to reuse software components and their architectures. Model-and component-based development of software architectures for vehicular embedded systems has had a surge in the last few years. It is evident from several large European research projects that have run in close collaboration between academia and the industry [7] [8] [9] [10] [11] .
Problem statement
Most of the vehicular functions are developed as distributed embedded systems with real-time requirements specified on them. This means that the providers of the systems are required to ensure that logically correct actions are taken by the systems at times that are appropriate to their environment (i.e., the timing requirements are satisfied). One way to guarantee that the system meets its timing requirements is to perform pre-run-time analysis of it, e.g., end-to-end response-time and delay analysis [12, 13] . Such analysis can validate the timing requirements without performing exhaustive testing. Note that the timing behavior of an individual task or a message can be determined by calculating its response time. The response time of a task or a message is defined as the amount of time elapsed between its activation and completion or reception respectively. Often, vehicular embedded systems are modeled with task chains. A task chain consists of a number of tasks that are in a sequence and have one common ancestor. Each task may receive an activation trigger, a data or both from its predecessor. Any two neighboring tasks in a chain may reside on two different nodes, while the nodes communicate with each other via net-work messages. In this case, the messages are part of the task chain. The timing behavior of the task chain is determined by calculating its end-to-end response time and/or delays. The end-to-end response time of a task chain is defined as the amount of time elapsed between the arrival of an event at the first task and the production of the response by the last task in the chain. If the tasks within a chain are activated by independent sources (e.g., clocks), then different types of end-to-end delays are also calculated to determine the timing behavior of the chain (Sect. 4.5.3 provides a detailed discussion on the end-to-end delays).
In order to perform the timing analysis of the system, its end-to-end timing model should be available. The endto-end timing model consists of the information containing timing properties, requirements, dependencies, control and data flows concerning all tasks, messages and task chains in the system. Based on this information, the timing analysis can predict the execution behavior of the system with respect to end-to-end timing. We refer the reader to [14] for details about the end-to-end timing models.
The majority of existing approaches for component-based vehicular distributed embedded systems support the representation of such timing models at an abstraction level that is close to their implementation [7, [13] [14] [15] [16] [17] ]. An abstraction level provides a complete definition of the system for a given purpose during the development process. There are a few works including [18, 19] that support the end-to-end timing analysis at the higher abstraction levels. It is shown in [18] that the timing analysis supported by the existing approaches at the higher abstraction levels cannot predict the end-toend timing behavior of the system with a high precision. This is because the analysis is often not based on the actual implementation of the system. The precision of the analysis refers to how accurately the analysis results capture the end-to-end timing behavior of the final systems. The lowprecision analysis results are overestimated due to educated guesses by the expert integrators about missing timing information at the higher abstraction levels and earlier phases during the development, whereas the high-precision analysis results do not include such overestimations. We assume, irrespective of the precision, the analysis results are not optimistic (underestimated). Recently, one of the main focuses of several international initiatives, involving both academia and industry, has been on supporting the timing analysis at various abstraction levels and development phases [8] [9] [10] [11] .
Representation of the timing model at the higher abstraction levels is challenging mainly because not all timing information is available at the higher levels. Moreover, a mismatch and incompatibilities among various methodologies, languages and tools that are used in different development phases also add to the complexity of representing the timing model. Since complete timing information may not be avail-able at the higher levels, the timing analysis results can be overestimated based on pessimistic assumptions. Hence, the analysis results may not represent accurate timing behavior of the final system. However, these results can provide useful information to the developer to guide her in performing model refinements earlier during the development [18] .
We envision the representation of the end-to-end timing models and support for a high-precision end-to-end timing analysis at the higher levels of abstraction to be the state of the practice in the future. We believe the timing information will be formally modeled at the higher abstraction levels in the vehicle industry. In that case, we need to extract the specified timing information at the higher abstraction levels and connect it to the implementation to generate the end-to-end timing model. Otherwise, it can be too late to extract the timing model at lower abstraction levels that are close to the system implementation.
We have experienced that the timing information is modeled at higher abstraction levels in the vehicle industry. This may be carried out using, e.g., the SysML language [20] . However, it is done mostly in an informal and textual way, which cannot be used for any formal timing analysis. Today, the TADL2 language [2] provides the only viable formal method for modeling of timing information using timing constraints at various abstraction levels in the vehicle domain. This is evident from the fact that TADL2 has recently provided the timing model to the EAST-ADL language [21] and AUTOSAR [7] . EAST-ADL is an architecture description language in the automotive domain. The industrial members in the EAST-ADL association and the consortium that has developed the TADL2 language are shown in Fig. 3 . AUTOSAR supports the development of standardized software architectures in the automotive domain. The AUTOSAR consortium consists of over 300 industrial partners including original equipment manufacturers (OEMs), tier-1 and tier-2 suppliers in the automotive domain.
In order to represent the complete end-to-end timing model and perform a high-precision end-to-end timing analysis, TADL2 has to be combined with a lower abstraction level execution modeling technology such as RCM. Since the TADL2 language and corresponding timing extensions in EAST-ADL and AUTOSAR have been introduced fairly recently, it may take some time for the automotive industry to use TADL2 for the development of vehicles. Note that TADL2 has been successfully employed for the development of some validators and prototypes in the automotive industry, e.g., electromechanic systems, brake-by-wire systems, steerby-wire systems and adaptive cruise control systems [9] . We hope that the industry will start using TADL2 very soon. If they do so, we can reuse that information to perform a highprecision end-to-end timing analysis at the higher abstraction levels.
Paper contributions
In this paper, 2 we propose an approach to represent the endto-end timing models at a higher abstraction level compared to the level where the software architecture is implemented. At the higher level, this approach provides a representation of the timing information on the system models that are developed with the EAST-ADL language using the TIMMO methodology [22] and annotated with timing information using TADL2. At the lower level, the approach exploits RCM and its tool suite Rubus-ICE [23] to represent the timing information that cannot be clearly specified at the higher level, e.g., control paths in distributed chains. However, it is not straightforward to combine TADL2 with RCM due to various challenges such as providing an unambiguous refinement of the TADL2 timing constraints in RCM and supporting an unambiguous representation of the control and data flows at the higher level (Sect. 5 discusses these points in detail). The main focus of this paper is to deal with these challenges. In order to show a proof of concept, we model a vehicular application at the higher level and refine it along with the timing information to the lower level. We then perform the end-to-end timing analysis of the system to validate the timing constraints specified at the higher level. The main contributions in this paper are listed as follows.
1. Interpretation of all TADL2 timing constraints in RCM. 2. Extensions to RCM for unambiguous refinement of the TADL2 timing constraints. 3. Representation of the end-to-end timing information at the higher abstraction level. 4. Performing a vehicular-application case study to show the applicability and usability of the proposed refinement and timing model representation approach.
We choose RCM instead of AUTOSAR at the lower abstraction level for two reasons. Although AUTOSAR provides a timing model in its current specification [7] , it still lacks a way to specify a few low-level details which are needed to perform the end-to-end timing analysis, e.g., control flow is not specifiable in an unambiguous way. The other reason is that the implementations built with RCM have relatively smaller run-time footprints, i.e., timing and memory overheads (Sect. 3.2 discusses this point in detail). The work in this paper brings us one step closer to the goal of developing a seamless tool chain for model-based development of vehicular embedded systems and supporting inter-operation of various modeling and analysis tools including the AUTOSAR-based tool chain [10] . 
Paper layout
The rest of the paper is organized as follows. Section 3 discusses the background and related work. Section 4 discusses the refinement of the TADL2 timing constraints in RCM. Section 5 discusses other challenges and corresponding solutions. Section 6 provides a case study. Finally, Sect. 7 concludes the paper and presents future work.
Background and related work
There are several frameworks that support the modeling of timing information such as AADL [24] , SCADE [25] , MARTE [26] , MAST [27] , SysML, CHESS [28, 29] . In this paper, we only target the vehicular domain, especially the segment of construction equipment and other heavy road vehicles, where the main focus is on EAST-ADL [21], EAST-ADL-like models 3 and AUTOSAR [7] . In addition, Rubus [30] is used complementary to EAST-ADL.
EAST-ADL
EAST-ADL is a domain-specific architecture description language that targets the development of software architectures for automotive embedded systems. Figure 3 depicts the industrial members in the EAST-ADL association that have been involved in the development and extension of the language. EAST-ADL is inspired by SysML which is a system modeling language used for systems engineering [31] . It is mapped to several automotive standards including ISO26262 [32] for functional safety and AUTOSAR for the implementation and run-time execution of the software architecture. It defines a top-down development methodology that advocates the separation-of-concerns principle by defining various abstraction levels for the development of vehicle software. Each abstraction level provides a complete definition of the system for a specific purpose. Figure 1 shows the abstraction levels along with various methodologies, models, languages and tools used at each level. This figure also depicts several recent works within the scope of this paper.
Vehicle or end-to-end level
At the vehicle level, requirements, functionality and features of the vehicle are captured in an informal (often textual) and solution-independent way. This level captures the information regarding what the system should do. Within the segment of construction equipment and other heavy road vehicles, this abstraction level is better known as the end-to-end level because the features and requirements on the end-to-end functionality of the machine or vehicle are captured in an informal way.
Analysis level
At the analysis level, the requirements are formally captured in an allocation-independent way. Functionality of the system is defined based on the requirements and features without Fig. 2 Example of the software architecture of a system modeled in RCM implementation details. A high-level analysis may also be performed for functional verification, e.g., consistency analysis.
Design level
The artifacts at this level are developed in an implementationindependent way. These artifacts are refined from the analysis level artifacts. In addition to the software architecture composed of the design-level software components, this level also contains the middleware abstraction, the hardware architecture and the software functions-to-hardware allocation.
Implementation level
At the implementation level, the design-level artifacts are refined to a software-based implementation of the system functionality. At this level, the EAST-ADL methodology describes the system in terms of AUTOSAR elements and their integration. However, in this work, our focus is on using RCM and Rubus-ICE at the implementation level. Hence, the artifact at this level consists of a software architecture of the system that is defined in terms of Rubus software components and their interactions.
In this work, we focus on the representation of the end-toend timing models mainly at the design and implementation levels.
Rubus Component Model (RCM) and Rubus-ICE
Rubus is a collection of methods and tools for the modeland component-based software development of dependable embedded real-time systems. It is developed by Arcticus Systems 4 in close collaboration with several academic and industrial partners. It has been used in the vehicle industry for over 20 years. Rubus is today mainly used for the development of control functionality in vehicles by several international companies, e.g., BAE Systems Hägglunds, 5 Volvo Construc-tion Equipment, 6 Knorr-Bremse, 7 Mecel 8 and Hoerbiger. 9 The Rubus concept is based on RCM and its development environment, Rubus-ICE, which includes modeling tools, code generators, analysis tools and run-time infrastructure. Rubus also includes a real-time operating system which has already been certified in the ISO 26262:2011 10 safety standard according to ASIL D. The overall goal of Rubus is to be aggressively resource efficient and to provide means for developing predictable, timing analyzable and synthesizable control functions in resource-constrained embedded systems. The timing analysis supported by Rubus-ICE includes the end-to-end response-time and delay analysis [13] . Rubus methods and tools focus on the implementation level and are used complementary to the EAST-ADL methodology at the top three levels.
Rubus enables the designer to graphically describe systems as interconnected components. These interconnected components, following a hardware paradigm called Software Circuits (SWCs), define the structure of the application system that can be analyzed and synthesized entirely within the Rubus environment. An SWC is the lowest level hierarchical element in RCM. It encapsulates basic functions. An SWC has the run-to-completion semantics, i.e., upon receiving a trigger (activation) on its trigger input port the SWC reads data from its data input ports, executes its functionality, provides data on its data output ports and finally produces a trigger on its trigger output port. Figure 2 shows an example of the software architecture in RCM that is composed of SWCs, interconnections between SWCs and interactions of SWCs with external events and actuators with regard to both data and triggering.
The Rubus run-time framework maps the SWCs to tasks which are run-time entities. Each external event trigger in the software architecture defines a task. The SWCs connected through the chain of triggered SWCs (trigger chain) are allocated to the corresponding task. All clock triggered chains are allocated to an automatically generated static schedule that fulfills the precedence order and other temporal require- there is no use of semaphores in point-to-point communications within a trigger chain. Another example is sharing of memory buffers between ports. This means that a buffer can be shared between two ports belonging to different SWCs if it can be guaranteed that these ports will never use the buffer space at the same time. This is applicable in the case of a trigger chain because a task early in the chain can never be active at the same time as a task late in the chain (assuming that the deadline of each task is smaller than or equal to its period). Allocation of SWCs to tasks and construction of schedule can be subject to different optimization criteria to minimize, e.g., response times for different types of tasks, or memory usage. The run-time framework executes all tasks on a shared stack, thus eliminating the need for static allocation of stack memory to each individual task.
AUTOSAR
AUTOSAR [7] is an industrial initiative to provide a standardized software architecture for the development of embedded software. It is used at the implementation level in Fig. 1 . It describes the software development at a higher abstraction compared to RCM. Unlike RCM, it does not separate control and data flows among components within a node. AUTOSAR does not differentiate between the modeling of intra-and inter-node communication which is unlike RCM. The timing model in AUTOSAR has been introduced fairly recently compared to that in RCM. There are some similarities between AUTOSAR and RCM, e.g., the sender-receiver communication in AUTOSAR resembles the pipe-and-filter communication in RCM. AUTOSAR is more focussed on the functional and structural abstractions, hiding the implementation details about execution and communication. AUTOSAR hides the details that RCM highlights.
TIMMO, TIMMO2USE, MARTE, TADL and TADL2
TIMMO [8] is an initiative to provide AUTOSAR with a timing model [33] . It is based on a methodology and the TADL language [34] which is used to express timing requirements and constraints. It is inspired by MARTE [26] which is a UML profile for model-driven development of real-time and embedded systems. The TIMMO methodology uses the EAST-ADL language for structural modeling and AUTOSAR for the implementation. TIMMO and EAST-ADL focus on the top three levels in Fig. 1 . TADL is redefined and released in the TADL2 specification of the TIMMO2USE project [9] . TADL2 can specify timing-related information at all abstraction levels shown in Fig. 1 . The industrial members in the TIMMO and TIMMO2USE projects are shown in Fig. 3 . Most of these initiatives lack the support for expressing the low-level details at the higher levels such as linking information in distributed chains. It is important to extract these details from the software architecture for the representation of the end-to-end timing model. These initiatives do not provide sufficient support for representing this information or performing the end-to-end timing analysis. In our view, the end-to-end timing model includes enough information from the system to be able to perform the end-to-end response-time and delay analysis.
Other related models and approaches
There are several other related component models and modeling approaches such as COMDES-II [16] , ProCom [15] and TECS [35] . ProCom supports timing analysis at the implementation level [36] . According to [13] , the analysis supported by ProCom is not performed with such a high precision as it is done in Rubus-ICE. To the best of our knowledge, none of these models support the representation of the end-to-end timing models at the higher abstraction levels. This is because these models are developed to model the software architecture only at the implementation level. These models rely on EAST-ADL at the higher abstraction levels. The end-to-end timing models cannot be completely represented at the higher abstraction levels of EAST-ADL mainly for two reasons: (1) EAST-ADL does not differentiate between the control and data flows and (2) EAST-ADL cannot express the low-level details at the higher levels such as linking information in distributed chains [14] . There are middleware development technologies such as real-time CORBA, minimum CORBA and CORBA lightweight services for distributed embedded systems [17] . CUTS [37] , based on CORBA, provides an execution modeling support to validate quality-of-service properties of the system. The downside of using CORBA-based development is that the run-time framework is heavyweight. Hence, it is not suitable for resource-constrained embedded systems that require a small run-time footprint. On the other hand, RCM has a small run-time footprint.
Modeling tools
DaVinci 11 is a tool for the software development of AUTOSAR applications. However, this tool does not support the representation of the end-to-end timing models at the higher abstraction levels. The Palladio tool 12 allows for modeling of the software architecture and its analysis based on several quality attributes including response times. However, this tool does not support the end-to-end timing analysis [13, 38] . The refinement of timing constraints and representation of the end-to-end timing models to facilitate such analysis is the main focus (and contribution) of our work. There are several other tools that support modeling of the systems using the methodology shown in Fig. 1 , e.g., Papyrus, Mentor Graphics VSA, Rubus-EAST, EATOP, MetaEdit+, Enterprise Architect, No Magic, System Weaver and SE Tool to name a few [39] . These tools are usable at the first three levels in Fig. 1 . None of these tools support the representation and refinement of the end-to-end timing models from the higher levels to the implementation level.
Authors' previous work
In our previous work [14, 40] , we have presented a method to represent the end-to-end timing models at the implementation level. However, this method is not applicable at the 11 http://vector.com/vi_davinci_developer_en.html. 12 http://www.palladio-simulator.com/tools/quality_dimensions. higher abstraction levels. We have recently targeted the vehicle level by developing a modeling technique (denoted by CBSE2016 [41] in Fig. 1 ). We have developed a method to extract the end-to-end timing models from the extended models of legacy systems (previously developed) to support the end-to-end timing analysis at the vehicle level (denoted by RTCSA2015 [19] in Fig. 1 ). Moreover, we have developed a method to refine timing requirements using early timing analysis at the vehicle level (denoted by ITNG2016 [18] in Fig. 1 ). Note that these techniques rely on the reuse of software architectures from the legacy systems. Hence, these techniques are not applicable when the system is developed from the scratch using the top-down development approach. Moreover, these techniques are not applicable at the design level which is the main focus of this paper. Another work (denoted by MASE 2015 [42] in Fig. 1 ) uses model transformations to anticipate design-level decisions to support the end-to-end timing analysis. It results in one-to-many implementation-level models corresponding to a single design-level model. However, it does not support the representation and refinement of the end-to-end timing models from the higher to lower abstraction levels. In [43] , we have discussed the basic idea for the representation of the timing models at the design level. We have discussed the refinement of two end-to-end delay constraints from the higher to the lower abstraction levels in [1] . In this paper, we generalize our previous work [1] by refining various other types of timing constraints (18 in total) from the higher to the lower abstraction levels. These constraints are concerned with synchronization, repetition, patterns and various types of delays. As a proof of concept, we select the EAST-ADL and TADL2 languages at the higher abstraction levels, whereas RCM is selected at the implementation level.
Interpretation of TADL2 timing constraints in RCM
In the first subsection, we present the model of constraints and events. In the following subsections, we discuss various timing constraints in TADL2. We also discuss the semantics of each timing constraint according to the specification of TADL2 [2] . Moreover, we interpret and refine these timing constraints in RCM.
Model of constraints and events
In TADL2, timing requirements are specified by means of timing constraints on events and event chains [22] . Constraints are used to put restrictions on, e.g., repetition of an event, delays between a pair of events and synchronicity of a set of events. An event denotes a distinct form of state change in a running system. It takes place at distinct points in time which are called its occurrences. There can be any number of A subsequence of the event is a subset of its sequence. For example, if there are ten occurrences of an event within a given time interval, then the size of the event sequence is ten. Any set of two consecutive occurrences within this sequence represents a subsequence of the event within the given time interval. Similarly, any set of three consecutive occurrences within this sequence also represents a subsequence of the event within the given time interval. An event is used to trigger an analysis-or designlevel function. When the function is triggered, input data are consumed followed by processing and transformation of the data and then production of the data at the output. A function can also be time triggered. A timing constraint is denoted by TC. The constraint can be specified on the occurrences of a single event or a set of events. In the former case, the sequence or any subsequence of the single event is constrained. In the later case, the occurrences of the set of events are constrained. In order to clarify the notations that are used to define timing constraints in the following subsections, consider the following example. Consider two events that are denoted by source and target. We use the object-oriented notation to define the attributes of the constraint. For example, TC.source refers to the source event on which TC is specified. Let us denote an occurrence of the event TC.source by an attribute s. The value of this attribute is basically a time point when an instance of the event occurs. These time points can be added, subtracted and compared. A constraint often puts limits on the occurrences of events. These limits can be specified in terms of time distances using upper and lower attributes. In that case, the occurrences of the events are required to happen within these limits. The following provides an example for the semantics of constraint TC.
A system behavior satisfies a specified timing constraint denoted by TC if and only if (iff) for every occurrence of TC.source at time s, there is an occurrence of TC.target at time t such that
This means that the timing constraint TC is satisfied if both of the following conditions are satisfied: (1) if the time distance between time points t and s is greater than or equal to the time distance specified by the lower attribute and (2) if the time distance between time points t and s is smaller than or equal to the time distance specified by the upper attribute.
It should be noted that the software components in an event chain can be triggered by independent clocks with different activating periods as shown in Fig. 4a, d . This phenomenon is common in multi-rate systems which are frequently found in the vehicular domain [13, 38] . Due to different activating periods along the chain, there can be multiple response occurrences corresponding to a single occurrence of the stimulus in an event chain. For example, the two components in Fig. 4a are activated independently with different periods. Figure 4b shows the task chain that corresponds to the component chain in Fig. 4a at run-time. In this chain, there are four occurrences of the response event corresponding to each occurrence of the stimulus event as shown in Fig. 4c . In such a chain, multiple response occurrences due to each consecutive stimulus occurrence are differentiated by means of colors. For example, assume that the current occurrence of the stimulus is at time 0 in Fig. 4c . All the occurrences of the response event that occur after the current occurrence but before the next occurrence of the stimulus event are represented with the same color (black) as that of the color of the current occurrence of the stimulus. We use a similar approach to associate colors to the event occurrences when there is a single occurrence of the response event correspond- 
Delay constraint

TADL2 description
This constraint constrains the distance between occurrences of the source and target events. It does not matter if the matching target occurrence is caused by the corresponding source occurrence or not.
Semantics
A system behavior satisfies the specified DelayCons traint DC iff for every occurrence s of DC.source, there is an occurrence t of DC.target such that
Interpretation in RCM
RCM does not offer any support for the specification of this constraint.
We propose the addition of a new timing constraint with the above semantics, denoted by Delay, in RCM. Since this constraint corresponds to the distance between occurrences of the source and target events, we associate two objects with it, namely Delay Start and Delay End as shown in Fig. 5 . The Delay Start object can be specified at the data input port (DIP) of the source SWC. The triggering of trigger input port (TIP) of the source SWC corresponds to a new occurrence of the source event. The triggering can be done by a clock or an event in RCM. The Delay End object can be specified at the data output port (DOP) of the target SWC. A trigger produced at the trigger output port (TOP) of the target SWC corresponds to a new occurrence of the target event. In order to express the lower and upper values of the constraint, we associate two parameters with the same names to the Delay End object. The occurrences of the target event (data in DOP_1 of SWC_D) may correspond to the input data at DIP_1 of SWC_A or DIP_1 of SWC_B or both depending upon how the SWCs are triggered. In the example shown in Figs. 5 and 6, the occurrences of the target event correspond to the input data either from SWC_B or from both SWC_A and SWC_B. The upward arrows in Fig. 6 symbolize occurrences of the events. The lower and upper attributes for the Delay constraint are also identified in Fig. 6 . Assuming the priority of the task corresponding to SWC_A to be higher than the priority of SWC_B, the first occurrence of the target event matches the first occurrences of both SWC_B and the source event, whereas the second occurrence of the target event is due to only SWC_B. As discussed earlier, the matching occurrence of the target event with respect to the occurrences of the source event does not matter in this constraint. This implicitly implies that the activation periods of the source and target events may or may not be equal as shown in Fig. 5. 
Strong delay constraint
TADL2 description
This constraint constrains the distance between each indexed occurrence of the source event and the corresponding identically indexed occurrence of the target event. Matching of the target occurrence caused by the corresponding source event occurrence is vital for this constraint.
Semantics
A system behavior satisfies the specified StrongDelayConstraint SDC iff the number of occurrences of SDC. source and SDC.target events is equal; and for each index i, if there is an ith occurrence of SDC.source at time s there also is an ith occurrence of SDC.target at time t such that
Interpretation in RCM
We propose the addition of a new timing constraint with the above semantics, denoted by S-Delay, in RCM. Since this constraint corresponds to the distance between two matching occurrences of the source and target events, we associate two objects with it, namely S-Delay Start and S-Delay End as shown in Fig. 7 . As the number of occurrences of the source and target events for each index is not equal in the example in Fig. 5 , S-Delay constraint cannot be used in place of the Delay constraint. However, it can be used on the same system if the source SWC is changed as shown in Fig. 7 . The S-Delay Start object can be specified at the DIP of the source SWC. The triggering of the TIP of the source SWC corresponds to a new occurrence of the source event. The S-Delay End object can be specified at the DOP of the target SWC. The production of a trigger at the TOP of the target SWC corresponds to the new occurrence of the target event. In order to express the lower and upper values of the constraint, we associate two parameters with the same names to the S-Delay End object. These values are identified in Fig. 8 . The figure also shows that the occurrences of the target event match with the occurrences of the source event. This implicitly implies that the activation periods of the source and target events must be equal as shown in Fig. 7 .
Order constraint
This constraint is a special case of the Strong Delay constraint (see Sect. 4.3). It constrains an order between the occurrences of any two events. The order constraint is equiv- 1. SDC.lower in Eq. 3 is set to zero, 2. SDC.upper in Eq. 3 is set to infinity, 3. the matching occurrences of the source and target events in Eq. 3 denoted by s and t, respectively, cannot coincide.
Reaction constraint
TADL2 description
This constraint constrains the occurrence of a response event after the occurrence of a corresponding stimulus event in an event chain. Basically, the constraint specifies "how long after the occurrence of a stimulus the corresponding response must occur" [2] . This constraint differs from the Delay constraint in a way that it can only be applied to event chains and not to individual events. In the multi-rate event chains, multiple response occurrences due to each consecutive stimulus occurrence are differentiated by means of colors. In order to satisfy this constraint, the earliest occurrence of the response with the same color as that of the stimulus must take place within the limits specified by this constraint as shown in Fig. 9 .
Semantics
A system behavior satisfies the ReactionConstraint ReaC if and only if for each occurrence of ReaC.stimulus at time s, there is an occurrence of ReaC.response at time r such that 
Interpretation in RCM
RCM offers the support to specify the reaction constraint. This constraint is denoted by DataReaction (DR for short). This constraint can be specified on an event chain, an event chain segment or a distributed event chain (distributed over more than one node) by means of the DR Start and DR End objects as shown in Fig. 10 . The DR End object supports the specification of a maximum value by means of a deadline parameter associated with it. However, the minimum parameter is considered to be zero. In order to be consistent with the TADL2 Reaction constraint, we associate a new parameter with the DR End object to specify the nonzero minimum value of the constraint.
The analysis engines [13] provided by Rubus-ICE support the calculations for the corresponding Reaction delay. Consider the example of an event chain in a multi-rate system in Fig. 10. In Fig. 11 , we show the time line when this chain is executed (assuming each SWC corresponds to a task denoted by τ at run-time). It should be noted that task τ B is deliberately given an offset of 15 ms to maximize the delays. An offset is an externally imposed time interval between the arrival of the activating event and release of the task for execution. Often, an offset is used to specify temporal dependency among the releases of a set of tasks. The reaction delay is equal to the time elapsed between the previous non-overwritten release of task τ A (input of the chain) and the first response of task τ C (output of the chain) corresponding to the current non-overwritten release of task τ A . Assume that a new value of the input is available in the input buffer of task τ A "just after" the release of the second instance of task τ A (at time 8 ms). Hence, the second instance of task τ A "just misses" the read of the new value from its input buffer. This new value has to wait for the next instance of task τ A to travel toward the output of the chain. Therefore, the new value is read by the third and fourth instances of task τ A . The first output corresponding to the new value (arriving just after 8 ms) appears at the output of the chain at 34 ms. This results in the delay of 26 ms as shown in Fig. 11 . This phenomenon is more obvious in the case of distributed embedded systems where a task in the receiving node may just miss to read fresh signals from the message arriving from the network. The analysis engines calculate the Reaction delay as shown in Fig. 11 and compare it with the specified constraint parameters.
Age constraint
TADL2 description
This constraint constrains the occurrence of a stimulus from the occurrence of the corresponding response looking back through the event chain. Basically, the constraint specifies "how long before each response the corresponding stimulus must have occurred" [2] . In order to satisfy this constraint, the latest occurrence of the stimulus with the same color as that of the response must lie within the limits specified by this constraint as shown in Fig. 12 . This constraint differs from the Delay constraint in a way that it can only be applied to event chains and not to individual events.
Semantics
A system behavior satisfies the specified AgeConstraint AgeC if and only if for each occurrence of AgeC.response at time r, there is an occurrence of AgeC.stimulus at time s such that (s.color = r.color) and (s is time of the latest occurrence of AgeC.stimulus with color r.color) and (AgeC.minimum ≤ (r -s) ≤ AgeC.maximum) 
Interpretation in RCM
RCM supports the specification of the Age constraint denoted by DataAge. This constraint can be specified on an event chain, an event chain segment or a distributed event chain by means of the Age Start and Age End objects as shown in Fig. 13 . The Age End object supports the specification of a maximum value by means of a deadline parameter associated with it. However, the minimum parameter is considered to be zero. In order to be consistent with the TADL2 Age constraint, we associate a new parameter with the Age End object to specify the nonzero minimum value of the constraint.
The analysis engines support the calculations for the corresponding Age delay. Consider the example of an event chain in a multi-rate system shown in Fig. 13 . Figure 11 shows the time line when this chain is executed. The analysis engines calculate the Age delay as shown in Fig. 11 and compare it with the specified constraint parameters.
Repetition constraint
TADL2 description
This constraint constrains the distribution of occurrences of a single event that may also experience jitter before its activation. Jitter represents the maximum variation in time with which the event can be delayed. The span attribute associated with this constraint determines which repeated occurrence will be constrained.
Semantics
A system behavior satisfies the specified RepetitionCons traint RC iff the following two are simultaneously satisfied for each subsequence X of RC.event: If the span attribute is equal to one, jitter is equal to zero and the upper attribute is equal to the lower attribute, then the behavior becomes strictly periodic. Figure 14 graphically illustrates this constraint.
Interpretation in RCM
In RCM, an SWC can be time triggered or event triggered by means of the TrigClockTT or TrigClockET objects, respectively. The TrigClockTT object generates periodic trigger signals with a period specified on it, whereas the TrigClockET object generates sporadic trigger signals with a minimum inter-arrival time between any two consecutive occurrences. These two objects are shown in Fig. 15 . Another object in RCM, denoted by TrigJitterPeriod, provides the allowance for jitter to the trigger generating objects. Figure 15 contains two of these objects with jitter values equal to 1 millisecond and 100 microseconds.
Note that we associate a new parameter, denoted by the maximum inter-arrival time, with the TrigClockET object. This attribute specifies the maximum amount of time that can elapse between the occurrence of any two consecutive arrivals of the sporadic activation events. With this extension, any two consecutive triggers produced by the TrigClockET object cannot happen in less than the minimum inter-arrival time and more than the maximum inter-arrival time.
The TrigClockTT or TrigClockET objects can be combined with the TrigJitterPeriod object to represent the TADL2 Repetition constraint. In order to be consistent with the TADL2 Repetition constraint, we add the span parameter to the TrigClockTT and TrigClockET objects. When the TrigClockTT object is combined with the TrigJitterPeriod object, it represents the TADL2 Repetition constraint that has the upper attribute equal to the lower attribute. When the TrigClockET object is combined with the TrigJitter Period object, it represents the TADL2 Repetition constraint with its lower and upper values assigned to the minimum and maximum inter-arrival time attributes, respectively.
Repeat constraint
This constraint is a special case of the Repetition constraint (see Sect. 4.7). It constrains the distribution of the occurrences of a single event that does not experience any jitter. It is similar to the Repetition constraint without allowance for any jitter. Hence, the semantics and refinement for the Repeat constraint are the same as that of the Repetition constraint with jitter set to zero.
Sporadic constraint
TADL2 description
This constraint constrains the occurrence of a sporadic event.
Semantics
This constraint is a special type of the Repetition constraint whose span is equal to 1. Moreover, any two subsequent activations of the event in this constraint must be separated by the minimum inter-arrival time (MIT). This constraint is graphically illustrated in Fig. 16 .
Interpretation in RCM
The TrigClockET object can be combined with the TrigJitterPeriod object to represent the TADL2 Sporadic constraint as shown in Fig. 17 . In order to consistently interpret this constraint, we set the span parameter to 1 and the MIT value equal to the period associated with the TrigClockET object. The lower and upper values can be assigned to the minimum and maximum inter-arrival times. If the maximum inter-arrival time is not specified, it can be considered equal to infinity.
Burst constraint
TADL2 description
The BurstConstraint constrains an event with bursty occurrences.
Semantics
This constraint is a special type of the Sporadic constraint with the following extensions.
1. There is no allowance for jitter. 2. There is a maximum number of occurrences of the event, denoted by MaxOccurrences, in an interval. The size of the interval is denoted by length. Two event sequences satisfying the same BurstCons traint are shown in Fig. 18 .
Interpretation in RCM
The Sporadic constraint in RCM is extended to represent the TADL2 Burst constraint by setting the TrigJitter Period to zero and associating the length and Max Occurrences attributes to the TrigClockET object shown in Fig. 17 .
Periodic constraint
TADL2 description
This constraint constrains the occurrence of a periodic event.
Semantics
This constraint is a special type of Sporadic constraint whose lower and upper attributes are equal. These attributes are assigned the value of the period. This constraint is graphically illustrated in Fig. 19 .
Interpretation in RCM
The TrigClockTT object can be combined with the TrigJitterPeriod object to represent the TADL2 PeriodicConstraint as shown in Fig. 20 . In order to consistently interpret this constraint, we set the span parameter to 1. The upper and lower parameters are equal and are assigned the value of the period. The MIT value is assigned to the period associated with the TrigClockTT object unless specified otherwise.
Pattern constraint
TADL2 description
This constraint constrains the occurrences of an event that follows a certain pattern with respect to some periodic temporal points.
Semantics
A system behavior satisfies the specified PatternCons traint PC iff there is a set of times X such that the same system behavior simultaneously satisfies the following conditions:
1. PeriodicConstraint with its period equal to PC. Note that x i represents all the occurrences of the event within each period shown in Fig. 21 . The Pattern constraint is graphically illustrated in Fig. 21 . In each period of event patterns, the event occurrences happen at the predefined temporal points, called offsets, with respect to the starting reference point in that period. Each occurrence of the event can be influenced by the specified jitter.
Interpretation in RCM
This constraint is similar to the transactional model of tasks with offsets which is inherent to the time-triggered execution in RCM. At run-time, all time-triggered tasks (assuming an SWC corresponds to a task at run-time) from a node are combined into one big periodic transaction. The tasks within the transaction have offsets and jitter. The period of the transaction is the least common multiple of the periods of all tasks in the transaction.
We propose the addition of a new timing constraint with the above semantics, denoted by the Pattern constraint, in RCM as shown in Fig. 22 . The parameters associated with this object are period, minimum inter-arrival time, jitter, number of event occurrences during the period time and a set of offsets. The analysis engines are responsible for checking this constraint by comparing the specified parameters with the corresponding parameters in the transactional model.
Arbitrary constraint
TADL2 description
This constraint constrains an event that occurs irregularly. The constraint contains a set of pairs consisting of a minimum inter-arrival time (denoted by min) and a maximum interarrival time (denoted by max).
Semantics
A system behavior satisfies the specified ArbitraryCons traint AC iff for each AC.min index i, the same system behavior satisfies, for each subsequence X of AC.event, if X contains i + 1 occurrences then d is the distance between the outer-and inner-most occurrences in X and
The constraint is graphically illustrated in Fig. 23 . In this figure, min1, min2 and min3 represent the minimum inter-arrival time between/among two, three and four subsequent occurrences of the event, respectively. Similarly, max1, max2 and max3 represent the maximum inter-arrival time between/among two, three and four subsequent occurrences of the event, respectively. Although three pairs of min and max parameters are plotted for the first two occurrences of the event, these parameters continue in a similar fashion for the rest of the occurrences of the event.
Interpretation in RCM
There is no existing support to specify the arbitrary constraint in RCM. We propose the addition of a new timing con- 
Execution time constraint
TADL2 description
This constraint constrains the time between activation and completion of the execution of a function (executable entity). However, the intervals, when the execution of the function is interrupted due to preemptions and blocking, are not considered in this constraint.
Semantics
A system behavior satisfies the specified ExecutionTime Constraint ETC iff for each occurrence x of the event ETC.activate, ET i is the set of times between x and the next ETC.completion while excluding the times due to ETC.preemtion and ETC.blocking, and that
ETC.lower ≤ sum of all continuous intervals in ET
This constraint is graphically illustrated in Fig. 25 . 
Interpretation in RCM
RCM supports the specification of the execution time constraint for an SWC. Each SWC has one or more behaviors, whereas each behavior represents a function. When an SWC is triggered, its state and data (from all of its DIPs) are passed to it. The states are updated and the newly calculated data are placed on the DOPs while a trigger is produced at the TOP upon completion of the behavior. RCM supports the specification of three types of execution times on the behavior of SWC, namely best-case execution time (BCET), worst-case execution time (WCET) and average-case execution time (ACET) as shown in Fig. 26 . In order to unambiguously interpret this constraint in RCM, the lower and upper values of this constraint (see Fig. 25 ) can be assigned to the BCET and WCET parameters, respectively, in Fig. 26 .
Synchronization constraint
TADL2 description
This constraint constrains the closeness of the occurrences of a group of events.
Semantics
A system behavior satisfies the specified SynchronizationConstraint on a given set of events and given the occurrence of any event in this set, then the rest of the events in the set must occur at least once within a certain time window called tolerance.
This constraint is graphically illustrated in Fig. 27 . It is applied on the two events data_A and data_B. In this constraint, more than one instance of the events may exist in a time window, provided the above conditions are met. Moreover, the windows may overlap and they may share occurrences of the events.
Interpretation in RCM
There is an existing support in RCM to synchronize multiple triggers by means of a synchronization object denoted by TrigSync as shown in Fig. 28 . This object has two or more TIPs and only one TOP. The synchronization condition can use either AND or OR semantics. In the case of the AND condition, the TOP is triggered only when trigger signals have arrived at all TIPs. In the case of the OR condition, the TOP is triggered as soon as there is a trigger signal at one of the TIPs. In order to make this constraint consistent with the TADL2 Synchronization constraint, we add the tolerance parameter to this object. The analysis engines are responsible for checking the constraint by determining if the triggering events occur within the tolerance window or not.
Strong synchronization constraint
TADL2 description
Semantics
The semantics of the StrongSynchronizationConstraint differs from the semantics of the SynchronizationConstraint in a way that the occurrences of the events in a window must have same indices. Therefore, at most one instance of the events can exist in the time window. Moreover, the windows cannot overlap and they may share occurrences of the events.
This constraint is graphically illustrated in Fig. 29 . It is applied on the two events data_A and data_B. 
Interpretation in RCM
There is an existing support in RCM to synchronize multiple triggers by means of a synchronization object denoted by TrigSync. In order to differentiate the Strong Synchronization constraint from this object, we add a similar object denoted by S-TrigSync as shown in Fig. 30 . This object has two or more TIPs and only one TOP. The synchronization condition can use either AND or OR semantics. In order to make this constraint consistent with the TADL2 Strong Synchronization constraint, we add the tolerance parameter to this object.
Output synchronization constraint
TADL2 description
This constraint constrains the closeness of the occurrences of responses to a certain stimulus. Basically, the constraint defines how far apart the responses to a certain stimulus can occur. This constraint differs from the SynchronizationConstraint in a way that it can only be applied to a set of event chains such that there are multiple responses to a single stimulus as shown in Figs. 31 and 32 . The tolerance parameter constrains the latest of these response occurrences for each chain. The system in Fig. 31 is modeled with two event chains. They have common stimulus but different responses denoted by response1 and response2. 
Semantics
A system behavior satisfies the OutputSynchronizationConstraint OSC iff for each occurrence of OSC. stimulus at time s, there is a time t such that for each index i, there is an occurrence of OSC.response i at time r such that (r.color = s.color) and (r is time of the earliest occurrence of OSC.response i with color s.color) and (0 ≤ (r − t) ≤ OSC.tolerance)
Interpretation in RCM
There is an existing support in RCM to synchronize multiple triggers by using the TrigSync object. We add a similar object, denoted by Out-TrigSync, in RCM. This object has two or more TIPs and only one TOP. The synchronization condition can use either AND or OR semantics. In order to make this constraint consistent with the TADL2 Output Synchronization constraint, we add the tolerance parameter to it. The analysis engines must ensure that this constraint is satisfied within the tolerance window. The example in Fig. 33 depicts a single-rate system. Hence, there cannot be more than one occurrences of each response corresponding to single occurrence of the stimulus. However, the Out-TrigSync is equally applicable to multi-rate systems where the components are triggered with independent clocks. It is important to note that the Output Synchronization constraint can also be specified in distributed systems. For example, the common stimulus of any two chains can be on one node, while their responses can be on two different nodes (other than the stimulus node). In such a case, two TrigSync objects are specified on the two response nodes. However, the usage name of these objects is the same. The run-time environment must consider any two or more TrigSync objects with the same usage name as one object. 
Input synchronization constraint
TADL2 description
This constraint constrains the closeness of the occurrences of stimuli corresponding to a certain response. Basically, the constraint defines how far apart the stimuli corresponding to a certain response can occur. This constraint differs from the Synchronization constraint in a way that it can only be applied to a set of event chains such that there are multiple stimuli and a single corresponding response as shown in Figs. 34 and 35 . The tolerance parameter constrains the latest of these stimuli occurrences for each chain. This means that once one of the stimuli has been acquired, the others should be acquired within the time window equal to the tolerance parameter. The system in Fig. 34 is modeled with two event chains. They are initiated by separate stimuli but they have one common response.
Semantics
A system behavior satisfies the InputSynchronization Constraint ISC iff for each occurrence of ISC.response at time r, there is a time t such that for each index i, there is an occurrence of ISC.stimulus i at time s such that (r.color = s.color) 
Interpretation in RCM
There is an existing support in RCM to synchronize multiple triggers by using the TrigSync object. We add a similar object, denoted by In-TrigSync, in RCM. This object has two or more TIPs and only one TOP. The synchronization condition can use either AND or OR semantics. In order to make this constraint consistent with the TADL2 Input Synchronization constraint, we add the tolerance parameter to it. The example in Fig. 36 depicts a single-rate system. Hence, there cannot be more than one occurrences of each response corresponding to single occurrence of the stimulus. However, the In-TrigSync is equally applicable to multi-rate systems where the components are triggered with independent clocks.
Comparison constraint
This constraint is not a timing constraint. In fact, it is used to represent the comparison between the value of a specified constraint and the values of the variables that have arithmetic relations between/among them. For example, consider a distributed chain that consists of three sub-chains. Also assume that the delay of each sub-chain is calculated separately. The distributed chain is considered schedulable if the sum of the three delays is less than or equal to the Delay constraint specified on the distributed chain. Since the Comparison constraint is not a timing constraint, it does not require any refinement. The Rubus tool suite automatically compares each specified constraint with the corresponding calculated value. The comparison results are presented to the user. Moreover, the results are back-propagated to the models at the higher abstraction levels.
Challenges in the representation of the end-to-end timing model at the design level
The models and approaches that are used at the implementation level such as RCM and AUTOSAR allow to represent the end-to-end timing models. However, the modeling approaches used at the design or higher levels such as EAST-ADL, TIMMO and TADL2 do not support complete and unambiguous representation of the timing models. Due to unavailability of the end-to-end timing models at the higher abstraction levels, it is not possible to perform the end-to-end timing analysis [13, 38] . As discussed earlier in Sect. 3.7, there are few works that support the end-to- end timing analysis at the higher levels of abstraction such as [18, 19] . However, the analysis supported by these works is of low precision. It has already been shown in [18] that the analyses in [18, 19] can be highly pessimistic (overestimated) as compared to the analyses in [13, 38] . The analyses in [18, 19] heavily rely on the reuse of software architectures from legacy systems. Hence, these analyses are not applicable when the system is developed from the scratch. On the other hand, our work aims to support the high-precision end-to-end timing analysis [13, 38] at the higher abstraction levels. We focus mainly on the design level within the context of this problem. We consider the modeling support of EAST-ADL, TIMMO and TADL2 at the design level, whereas the modeling support of RCM is considered at the implementation level. We discuss some of the challenges that hinder the representation of the end-to-end timing model. We propose guidelines and solutions to deal with these challenges. We also discuss the implementation of these solutions in RCM.
Representation of control and data paths
Unambiguous representation of control (trigger) and data paths from the system is vital for performing its end-to-end timing analysis. A trigger path captures the flow of triggers along a chain of components (tasks at run-time). For example, the trigger path in the chain shown in Fig. 37c can be expressed as {{SWC_A → SWC_B}, {SWC_C}} because SWC_B is triggered by SWC_A, while SWC_C is triggered independently. Similarly, the trigger paths in the chains shown in Fig. 37a , b can be expressed as {{SWC_A → SWC_B → SWC_C} and {{SWC_A}, {SWC_B}, {SWC_C}}, respectively. One of the main challenges in the representation of an end-to-end timing model at the design level is the lack of a clear separation between the trigger and data paths. At the implementation level, e.g., in RCM, these paths are clearly separated from each other by means of trigger and data ports as shown in Fig. 38b . A TOP of an SWC can only be connected to the TIP(s) of other SWC(s). Similarly, a DOP of an SWC can only be connected to the DIP(s) of other SWC(s). Hence, the trigger and data paths can be clearly identified.
On the other hand, the components at the design level communicate via the flow ports as shown in Fig. 38a . A flow port is an EAST-ADL object that is used to transfer data between components. It is single buffer, non-consumable and over-writable. Without any explicit information, it can be interpreted as a data or trigger port at the implementation level. There is no support to specify explicit trigger paths at the design level. Moreover, a component can be triggered via specified timing constraints on event, modes or internal behavior of the component. The two types of flows should be clearly and separately captured in the end-to-end timing model because the type of the timing analysis depends upon it. For example, it is not meaningful to compute the age delay of a trigger chain shown in Fig. 38a [13] . Since the age delay in a trigger chain is always equal to its response time, the calculations for the age delay in this case will produce redundant results.
In order to clearly identify the trigger and data paths at the design level, we make the following assumptions.
1. We assume a one-to-one mapping between each designand implementation-level component. In general, there can be an n-to-m mapping between a design-and an implementation-level component. Our assumption is quite practical because most of the existing works, such as [44] , consider a one-to-one mapping between the designlevel components (developed using EAST-ADL) and the implementation-level components (developed using AUTOSAR). In addition, our assumption is based on the common practice that is used in the vehicle industry, especially in the segment of construction equipment vehicles domain. 2. A flow port of a software component can be triggered either by an independent source such as a clock or by a dependent source such as another software component.
If the components in a chain are triggered independently, then the resulting end-to-end delays in the chain are higher as compared to the case when the components along the chain are triggered dependently [13, 38] . If there is no trigger information available for a flow port of a software component on which a timing constraint is specified, we assume that the component is triggered independently. The type of triggering is judged by the type of the constraint. This assumption is pessimistic but safe because we are interested in the worst-case end-toend timing analysis. 3. If the Age or Reaction are the only constraints that are specified on a chain, we assume that the first and last components in the chain are triggered independently. This is because more than one independent trigger in a chain makes it a multi-rate chain. Otherwise, the chain becomes a single-rate chain. In a single-rate chain, the age delay is equal to its response time, while the reaction delay is a slight variation of its response time. Hence, the schedulability of a single-rate chain can be determined by response-time analysis [12] without performing the end-to-end delay analysis [13, 38] . Therefore, the singlerate chains are constrained by the deadline constraints instead of the age and reaction constraints. It is more meaningful to specify the Age and Reaction constraints on the multi-rate chains as compared to the single-rate chains. 4. We assume that a flow port is implicitly triggered at the arrival of data. If there are more than one flow ports in a component, then the arrival of data at each port produces a trigger. For example, the component in Fig. 38a may receive three individual triggers when data are separately received at the three input flow ports. The TrigSync object in RCM can be used to deal with multiple implicit triggers (corresponding to multiple flow ports) at the implementation level. This object gets the multiple triggers at input, synchronizes them and produces a single trigger that can be used to trigger the SWC (correspond- Figure 39 shows an implementation-level equivalent of the design-level component with three flow ports as shown in Fig. 38a .
Representation of timing parameters
The timing information expressed with the models and tools used at the design level is not enough to represent the end-toend timing model. For example, one of the EAST-ADL based tools 13 used at the design and higher levels is able to specify only one timing parameter on components, i.e., the period of the component. Clearly, this information is not enough to perform the end-to-end timing analysis. TADL2 can specify timing constraints and properties at the design level in EAST-ADL and AUTOSAR-based development. However, TADL2 does not allow to express some timing parameters, e.g., priority and transmission type which are needed to perform the end-to-end timing analysis. We have already discussed the interpretation of TADL2 timing constraints in RCM in the previous section. We assume that the execution order of the design-level components in a chain is specified; otherwise, we make an implicit assumption about it. That is, each component is assumed to execute only after successful execution of its preceding component in the chain unless specified otherwise. This means a data provider component is assumed to be always executed before the data receiver component. Since this assumption fixes the execution order, it is safe to assume that the priorities of the components are equal within the chain. Note that this assumption is in line with the fourth assumption in Sect. 5.1. If worst-, best-and average-case execution times are not available at the design level, they can be estimated at the implementation level either by using estimates by the experts or by reusing them from the other projects or previous releases of the vehicle.
Identification of chain types
The chain types in RCM can be easily identified because the control and data flows are clearly separated at the implementation level. Various types of chains in RCM are depicted in Fig. 37 . Since there is no clear separation between these flows at the design level, virtually it is not possible to identify the type of a chain. At the design level, a chain can be interpreted as a trigger or data chain. Without any explicit trigger information, the end-to-end timing analysis cannot be performed. This is because a trigger chain is analyzed by calculating its end-to-end response time and reaction delay, whereas a data or a mixed chain is analyzed by calculating its end-to-end response time and reaction delay as well as its age delay [13] . If there are no constraints specified on a chain, we assume it to be a trigger chain. Otherwise, it can be considered as a data or a mixed chain depending upon how the constraints are specified.
Information duplication and ambiguity
At the implementation level, for example, RCM does not allow illogical operations such as specifying more than one clock on the same component without any synchronization or merge operation. However, these restrictions are not present at the design level, e.g., more than one execution time or periodic constraint can be specified on a single component in EAST-ADL using TADL2. Similarly, if the data age and reaction constraints are wrongly specified, then the development environment does not complain about it. As a result, the timing model may have redundant or erroneous information. Information duplication can lead to inconsistency in the timing model. However, at the implementation level, Rubus-ICE complains about these inconsistencies and ambiguities. The analysis engines calculate the age and reaction delays only when the corresponding constraints are specified on data and mixed chains.
Implementation challenges and applicability of the approach
There are two different approaches to deal with these challenges. The first approach is to extend and improve the design-level models, languages and tools in such a way that the timing models can be completely and unambiguously represented. Moreover, the represented models are general enough to be operated on by different models and tools. The only problem with this approach is that it requires strong collaboration among a number of tool suppliers and stake holders. This, in turn, raises other types of challenges and limitations. The second approach is to develop the interpretation of the design level that depends upon the execution-level modeling technology. Such an interpretation should be general enough to be applicable to any component model which is designed for the software development at the implementation abstraction level, for example, developing a Rubus interpretation of EAST-ADL. It is important to note that this interpretation can be a subset of the full expressiveness of EAST-ADL. No doubt, this may result in a number of these interpretations by several other modeling technologies. This can be a good solution as long as these interpretations support unambiguous representation of the end-to-end timing models. In this paper we have advocated the second option.
The approach proposed in this paper can be generally applied to any implementation-level component model for the development of vehicle software that (1) supports a pipe-and-filter style for the interaction between/among software components, (2) differentiates between the control and data flows between/among the software components and (3) allows representation of the low-level details at the higher abstraction levels such as the linking information in distributed chains [13, 14] . Moreover, the challenges and proposed solutions discussed in this paper are equally applicable to other higher-level modeling technologies that comply with the EAST-ADL methodology. Note that all the assumptions made in this paper reflect the worst-case conditions. Hence, the analysis results can be sometimes pessimistic (overestimated) but safe, i.e., the results cannot be optimistic (underestimated). The timing model representation approach is well suited to hard real-time software systems that are required to meet stringent timing requirements.
Implementation of the refinement in Rubus-ICE
The refinement of the TADL2 timing constraints to RCM (discussed in Sect. 4) is hard coded in the refinement engine of Rubus-ICE as shown in Fig. 40 . Note that all EAST-ADL editors support exchange of the design-level model in the XML format. Such a model, augmented with the TADL2 timing constraints, is read by the refinement engine. The output of this engine is the refined implementation-level model. The existing end-to-end timing analysis engines [13, 38] in Rubus-ICE are extended based on the assumptions and guidelines that are discussed in this section. The end-to-end timing 
Vehicular-application case study
In this section, first we model the steer-by-wire (SBW) system with EAST-ADL at the design level. In [1] , we modeled partial software architectures of only two nodes in the SBW system. This section extends the previous case study by modeling the complete software architecture of the SBW system. In the second step, we specify several timing constraints on the software architecture of the SBW system. In the third step, the design-level software architecture along with the specified timing constraints are refined to the implementation-level software architecture. In the fourth step, the analysis engines are run to verify the specified timing constraints.
Steer-by-wire (SBW) system
The SBW system provides electronic steer control to a vehicle by substituting majority of mechanical and hydraulic components with electronic components in the conventional steering system. In this system, the steering angle is converted into electrical signals. These signals are then processed to produce actuation signals that control the direction of the wheels. The SBW system consists of five nodes or electronic control units (ECUs) that are connected to a single Controller Area Network (CAN) [45] bus as shown in Fig. 41 . The CAN bus is assumed to operate at the speed of 250 Kbit/s. There are four ECUs for Wheel Control (WC) and one ECU for Steer Control (SC). The WC ECUs for front-left, front-right, rearleft and rear-right wheels are denoted by FL_WC, FR_WC, RL_WC and RR_WC in Fig. 41 .
The SC ECU receives inputs from three sensors that include steering angle, steering torque (applied by the driver) and vehicle speed sensors. It receives one CAN message from each WC ECU. The message includes information regarding the torque of each wheel. Based on these inputs, the SC ECU calculates the feedback steering torque and sends it to the feedback torque actuator. This actuator is responsible for producing the feeling of turning effect of the steering wheel for the driver. Such an effect corresponds to the grip of the wheels. The wheel actuators in the WC ECUs should move the wheels in accordance with the steering wheel movements. Hence, the SC ECU sends two CAN messages to all WC ECUs. One message carries the steer angle signal. Whereas the other message carries the steer torque signal.
Each WC ECU receives inputs from wheel angle and wheel torque sensors. Depending upon the sensor inputs and the CAN message that is received from the SC ECU, each WC ECU calculates the wheel torque and produces actuation signals for the corresponding wheel actuator. The actuator is responsible for moving the corresponding wheel in accordance with the steering wheel movements. Each WC ECU sends one CAN message to the SC ECU containing the corresponding wheel torque signals.
Modeling of the SBW system at the design level
The software architecture of the SBW system at the design level, modeled with EAST-ADL, is depicted in Fig. 42 . The left-hand side of the figure shows the software architecture of the SC ECU, whereas the right-hand side of the figure shows the software architectures of the four WC ECUs. Each component in Fig. 42 is a Function Prototype which is the design-level software component in EAST-ADL. It should be noted that EAST-ADL does not provide detailed models of networks. Hence, the components that require inter-ECU communication are interconnected using direct connections, e.g., SC_Controller and FL_Controller. The detailed network Hence, these components communicate with each other via network messages at the implementation level.
Specification of timing constraints at the design level
There are 41 Timing Constraints (TCs) that are specified on the software architecture of the SBW system shown in Fig. 42 . These constraints comprise of nine different types of timing constraints including Periodic, Sporadic, Repetition, Strong Delay, Execution Time, Age, Reaction, Input Synchronization and Output Synchronization. Various attributes that are associated with these constraints are listed in Table. 1. Let us consider three examples to understand the specified timing constraints. TC1 is a Periodic constraint that is specified on the Steer_Angle component. It requires the activation of Steer_Angle to be strictly periodic with a period of 10,000 µs and maximum allowed jitter of 10 µs. TC9 represents Output Synchronization constraint among the outputs of the FL_Controller, FR_Controller, RL_Controller and RR_Controller components. It constrains the closeness of occurrences of the responses of these four components by 60 µs. TC40 represents the Age constraint that constrains the data age delay between the arrival of input data at the Steer_Angle component in the SC ECU and the production of output data by the FL_Actuator component in the FL_WC_ECU. The maximum and minimum values associated with this constraint are equal to 20,000 and 30,000 µs, respectively.
Refinement of the SBW system to the implementation level
In order to refine the software architecture of the SBW system from the design level to the implementation level, we use the model representation and timing constraints refinement approach that we have discussed in Sects. 4 and 5. The refined system-level software architecture of the SBW system is shown in Fig. 43 . This figure contains the models of five ECUs and one CAN bus. There are six messages (see Sect. 6.1 for details) in the network. Each message is assumed to carry a maximum amount of data, i.e., 8 bytes. The refined software architecture of the SC ECU is shown in Fig. 44 , whereas the refined software architectures of the four WC ECUs are shown in Fig. 45 . Each Periodic constraint is refined as a pair of periodic clock and jitter objects. For example, TC11 is refined to the periodic clock and jitter objects that are connected to the input trigger port of the FL_Wheel_Angle component in Fig. 45 . Each Execution Time constraint is refined by specifying it on the behavior of the corresponding component in a similar fashion as it is done in Fig. 26 . The Sporadic constraint, TC5, is refined to the sporadic clock and jitter objects that are connected to the input trigger port of the Vehicle_Speed component in Fig. 44 . The Repetition constraint, TC3, is refined to the periodic clock and jitter objects that are connected to the input trigger port of the Steer_Torque component in Fig. 44 . The Input Synchronization constraint, TC8, is refined to the In_TrigSync object in Fig. 44 . The Output Synchronization constraint, TC9, is refined to the Out_TrigSync object in Fig. 45 . There are four Out_TrigSync objects in Fig. 45 . Since we use the same usage name for these objects, they correspond to only one Out_TrigSync object at run-time (see Sect. 4.17.3 for details). The Strong Delay constraint, TC39, is refined to the S_Delay Start and S_Delay End objects in Fig. 44 . The Age constraint, TC40, is refined to the Age Start and Age End objects in Figs. 44 and 45, respectively. The Age Start and Age End objects have the same usage name. Similarly, the Reaction constraint, TC41, is refined to the Reaction Start and Reaction End objects in Fig. 44 and 45 , respectively. The Reaction Start and Reaction End objects also have the same usage name.
Verification of the timing constraints and discussion
We use the analysis engines provided by the Rubus-ICE tool suite to verify whether the specified timing constraints are satisfied or not. The periodic and sporadic activations of tasks (run-time entities corresponding to software components) can be implemented at the user or kernel level in a real-time operating system (RTOS). The Rubus RTOS supports such activations at the kernel level. This means that it guarantees strict periodic and sporadic clocks. Hence, all the Periodic, Sporadic and Repetition constraints, specified on the SBW system, are satisfied by construction if the Rubus RTOS is used. RCM and its run-time framework consider both best-and worst-case execution times of the tasks. The tasks are not allowed to overrun as compared to the specified worst-case execution times. Hence, all the Execution Time constraints, specified on the SBW system, are satisfied by using such restrictions. The Rubus RTOS uses offline scheduling on top of the fixed-priority scheduling [46, 47] . Using the offline scheduling, all the tasks (corresponding to the components on which the Input Synchronization constraint is specified) are placed next to each other in the schedule. Hence, the static scheduler along with the priority assignment policy can provide guarantees for meeting the Input Synchronization constraint (identified as TC8 in Fig. 42 ). The Output Synchronization constraint can be verified by performing the end-to-end delay analysis [13] on the four chains on which TC9 is specified. According to the analysis engines, the output data are available at the data output ports of the FL_Controller, FR_Controller, RL_Controller and RR_Controller components at time 23,320 µs. Interestingly, the delay variation in the output of the four chains is 0 which is well below the tolerance parameter associated with TC9. The Strong Delay, data Age delay and data Reaction delay calculated by the end-to-end delay analysis engines are equal to 10,640, 23,440 and 33,440 µs, respectively. By comparing these delays with TC39, TC40 and TC41, we can see that the specified timing constraints are satisfied.
Conclusion and future work
We have extended our previous approach to support the representation of the end-to-end timing models at a higher abstraction level compared to the level where the software architecture is implemented. The purpose is to support the end-to-end timing analysis at the higher abstraction level and at an earlier phase during the development of componentbased vehicular distributed embedded systems. At the higher level, the approach provides a representation of the timing information that is extracted from the models developed with the EAST-ADL and TADL2 languages using the TIMMO methodology, whereas at the lower level, it uses the Rubus Component Model (RCM) to represent the timing information that cannot be clearly specified at the higher level. As part of this approach, we have provided an interpretation of the TADL2 timing constraints in RCM. We have also proposed extensions to RCM for the unambiguous refinement of these constraints. Moreover, we have discussed the challenges and issues that are faced during the representation of the timing information at the higher abstraction level. We have presented the guidelines and solutions to deal with these challenges. Finally, we have modeled and analyzed the timing of a vehicular-application case study to provide a proof of concept for our approach. The challenges and corresponding solutions presented in this paper can be applied to other modeling technologies that comply with the EAST-ADL methodology at the higher abstraction levels. The proposed approach is suitable for any implementation level modeling technology that supports a pipe-and-filter style for the communication among its software components, differentiates between the control and data flows among its software components and allows representation of the low-level details at the higher abstraction levels (e.g., linking information in distributed chains).
In TADL2, time can be expressed in multiple time bases, e.g., chronometric time, angular time, revolution per minute and time expressed in distance or rotation of a crank shaft. Furthermore, time can also be expressed as algebraic expressions and parameterized expressions between different time bases using the symbolic timing expression [2] . It can be an interesting future work to extend our approach by supporting the timing expressions that are based on multiple time bases.
