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We prove the existence of a finite extinction time for the solutions of the
Dirichlet problem for the total variation flow. For the Neumann problem, we prove
that the solutions reach the average of its initial datum in finite time. The asympto-
tic profile of the solutions of the Dirichlet problem is also studied. It is shown that
the profiles are nonzero solutions of an eigenvalue-type problem that seems to be
unexplored in the previous literature. The propagation of the support is analyzed in
the radial case showing a behaviour entirely different to the case of the problem
associated with the p-Laplacian operator. Finally, the study of the radially symme-
tric case allows us to point out other qualitative properties that are peculiar of this
special class of quasilinear equations. © 2002 Elsevier Science (USA)
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1. INTRODUCTION
Let W be a bounded set in RN with Lipschitz continuous boundary “W.
We are interested in some qualitative properties of the solutions of the
Dirichlet problem
PD ˛“u“t=div 1 Du|Du|2 in Q=(0,.)×Wu(t, x)=0 on S=(0,.)×“W
u(0, x)=u0(x) in x ¥ W
and of the Neumann problem
PN ˛“u“t=div 1 Du|Du|2 in Q=(0,.)×W“u
“n=0 on S=(0,.)×“W
u(0, x)=u0(x) in x ¥ W
for the total variation flow. Motivated by problems in image processing
[24] existence and uniqueness of solutions for the problems (PD) and (PN)
have been obtained in [4] and [3], respectively (see also [20] for the
Dirichlet problem). We point out that related formulations arise in other
different contexts: faceted crystal growth [19], continuum mechanics
[23], etc.
The main goal of this paper is to describe the behaviour of solutions of
(PD) and (PN) near the extinction time (we shall prove that it is finite). We
shall prove that this behaviour is described by a function that is a solution
of an eigenvalue problem for the operator −div( Du|Du|) and we shall describe
the solutions of this eigenvalue problem in the radial case. Moreover, the
explicit solution found for the case in which u0=kqB(0, r) with B(0, r) …… W
(see Lemma 1) allows us to point out other qualitative properties that are
peculiar of this special class of quasilinear equations. For instance, there is
an infinite ‘‘waiting time’’; i.e., there is no propagation of the support of
the initial datum and, which is more relevant, the solution is discontinuous
and has a spatial minimal regularity: u(t, · ) ¥ BV(W)0W1, 1(W) for any
t ¥ [0,+.) (i.e., the solution does not win any spatial differentiability, in
contrast to what happens for the linear heat equation and many other
quasilinear parabolic equations).
Our plan is as follows. First, in Section 2, we recall some results about
functions of bounded variation that we shall need in the sequel and we
recall the existence and uniqueness results for (PD) and (PN) that were
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proved in [4] and [3], respectively. In Section 3, we prove that the
solutions of the Dirichlet problem (PD) vanish in finite time and we study
the asymptotic profile of the Dirichlet problem near the extinction time.
This asymptotic profile is a solution of an eigenvalue problem for the
operator −div( Du|Du|). In Section 4, we study this eigenvalue problem in the
radial case. Finally, in Section 5 we sketch analogous results for the
Neumann problem.
2. PRELIMINARIES
Due to the linear growth of the energy functional associated with
problems (PN) and (PD), the natural energy space for these problems is the
space of functions of bounded variation. Recall that a function u ¥ L1(W)
whose partial derivatives in the sense of distributions are measures with
finite total variation in W is called a function of bounded variation. The class
of such functions will be denoted by BV(W). Thus u ¥ BV(W) if and only if
there are Radon measures m1, ..., mN defined in W with finite total mass in
W and
F
W
uDij dx=−F
W
j dmi
for all j ¥ C.0 (W), i=1, ..., N. Thus the gradient of u is a vector-valued
measure with finite total variation
|Du| (W)=sup 3F
W
u div j dx: j ¥ C.0 (W, Rn), |j(x)| [ 1 for x ¥ W4 .
Let E be a measurable set in RN and let W be an open set in RN. It is said
that E has finite perimeter in W if its characteristic function qE ¥ BV(W).
The perimeter of E in W is defined as
P(E, W) :=|DqE | (W).
We shall use the notation Per(E) :=P(E, RN). If E has smooth boundary,
by the classical Gauss–Green formula, we have
P(E, W) :=HN−1(“E 5 W),
being HN−1 the Hausdorff (N−1)-dimensional measure in RN. For further
information concerning functions of bounded variationwe refer to [2, 17, 26].
Also several results from [7] (see also [23]) are needed. Following [7], let
X(W)={z ¥ L.(W, RN): div(z) ¥ L1(W)}.
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If z ¥X(W) and w ¥ BV(W) 5 L.(W) the functional (z, Dw): C.0 (W)Q R is
defined by the formula
O(z, Dw), jP=−F
W
wj div(z) dx−F
W
wz ·Nj dx.
Then (z, Dw) is a Radon measure in W,
F
W
(z, Dw)=F
W
z ·Nw dx
for all w ¥W1, 1(W) 5 L.(W) and
:F
B
(z, Dw) : [ F
B
|(z, Dw)| [ ||z||. F
B
|Dw| (2.1)
for any Borel set B ı W. Moreover, (z, Dw) is absolutely continuous with
respect to |Dw| with Radon–Nikodym derivative h(z, Dw, x), which is a
|Dw| measurable function from W to R such that
F
B
(z, Dw)=F
B
h(z, Dw, x) |Dw| (W) (2.2)
for any Borel set B ı W. Moreover
||h(z, Dw, .)||L.(W, ||Dw||) [ ||z||L.(W, RN). (2.3)
In [7], a weak trace on “W of the normal component of z ¥X(W) is
defined. Concretely, it is proved that there exists a linear operator
c: X(W)Q L.(“W) such that
||c(z)||. [ ||z||.
c(z)(x)=z(x) · n(x) for all x ¥ “W if z ¥ C1(W¯, RN).
We shall denote c(z)(x) by [z, n](x). Moreover, the following Green’s
formula, relating the function [z, n] and the measure (z, Dw), for z ¥X(W)
and w ¥ BV(W) 5 L.(W), is established:
F
W
w div(z) dx+F
W
(z, Dw)=F
“W
[z, n] w dHN−1. (2.4)
Existence and uniqueness for (PD) and (PN) where obtained in [4] and
[3] for general initial conditions in L1(W) (and general boundary condition
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in L1(“W) in the case of Dirichlet problem). Since our main results in this
paper will concern only initial conditions in L.(W), to avoid some techni-
calities, we shall restrict our statements concerning existence and unique-
ness to initial conditions in L2(W).
Let us recall the notion of solution for which existence and uniqueness
are obtained. For that, we denote by L1w(0, T, BV(W)) the space of
functions w: [0, T]Q BV(W) such that w ¥ L1((0, T)×W), the maps t ¥
[0, T]Q ODw(t), fP are measurable for every f ¥ C10(W, RN) and such that
>T0 ||Dw(t)|| dt <..
Definition 1. Let u0 ¥ L2(W). A measurable function u: (0, T)×WQ
R is a weak solution of (PD) (respectively, (PN)) in (0, T)×W if u ¥ C([0, T],
L2(W)) 5W1, 2loc (0, T; L2(W)), u ¥ L1w(0, T; BV(W)), and there exists z ¥
L.((0, T)×W) with ||z||. [ 1, ut=div(z) in DŒ((0, T)×W) such that
F
W
(u(t)−w) ut(t)=F
W
(z(t), Dw)− |Du(t)|−F
“W
[z(t), n] w−F
“W
|u(t)|
(2.5)
(respectively,
F
W
(u(t)−w) ut(t)=F
W
(z(t), Dw)− |Du(t)| (W) (2.6)
in case of the Neumann problem) for every w ¥ BV(W) 5 L.(W) and a.e.
on (0, T).
Theorem 1 [4]. Let u0 ¥ L2(W). Then for every T > 0 there exists
a unique weak solution of (PD) in (0, T)×W such that u(0)=u0. Moreover,
the solution u(t) of (PD) is also characterized as u ¥ C([0, T], L2(W)) 5
W1, 2loc (0, T; L
2(W)), u ¥ L1w(0, T; BV(W)), and there exists z(t) ¥X(W), such
that ||z(t)||. [ 1, uŒ(t)=div(z(t)) in DŒ(W) a.e. t ¥ (0, T) and
F
W
(z(t), Du(t))=|Du(t)| (W) (2.7)
[z(t), n] ¥ sign(−u(t)) HN−1-a.e. on “W. (2.8)
Finally, we have the following comparison principle: if u(t), uˆ(t) are solutions
corresponding to initial data u0, uˆ0, respectively, then
||(u(t)− uˆ(t))+||1 [ ||(u0−uˆ0)+||1 and ||u(t)− uˆ(t)||1 [ ||u0−uˆ0 ||1,
(2.9)
for all t ¥ [0, T].
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Theorem 2 [3]. Let u0 ¥ L2(W). Then for every T > 0 there exists a
unique weak solution of (PN) in (0, T)×W such that u(0)=u0. Moreover, if
u(t), uˆ(t) are weak solutions corresponding to initial data u0, uˆ0, respectively,
then
||(u(t)− uˆ(t))+||1 [ ||(u0−uˆ0)+||1 and ||u(t)− uˆ(t)||1 [ ||u0−uˆ0 ||1,
(2.10)
for all t ¥ [0, T].
Theorems 1 and 2 were proved (in the more general case of data in
L1(W)) using the techniques of completely accretive operators [10] and the
Crandall–Liggett’s semigroup generation theorem [13]. Let us recall the
notion of completely accretive operator introduced in [10]. Let M(W) be
the space of measurable functions in W. Given u, v ¥M(W), we shall write
u° v if and only if F
W
j(u) dx [ F
W
j(v) dx (2.11)
for all j ¥ J0, where
J0={j: RQ [0,.], convex, l.s.c., j(0)=0} (2.12)
(l.s.c. is an abbreviation for lower semicontinuous function). Let A be an
operator (possibly multivalued) in M(W), i.e., A ıM(W)×M(W). We
shall say that A is completely accretive if
u− uˆ° u− uˆ+l(v− vˆ) for all l > 0 and all (u, v), (uˆ, vˆ) ¥ A.
(2.13)
In [4], the m-completely accretive operator B in L2(W) associated with
problem (PD) is introduced as
(u, v) ¥B if and only if u, v ¥ L2(W), u ¥ BV(W) and
there exists z ¥X(W) with ||z||. [ 1, v=−div(z) in DŒ(W) such that
F
W
(w−u) v [ F
W
(z, Dw)− |Du| (W)−F
“W
[z, n] w−F
“W
|u|,
for all w ¥ BV(W) 5 L.(W).
Now, if F: L2(W)Q ]−.,+.], is defined by
F(u)=˛ |Du| (W)+F“W |u| if u ¥ BV(W) 5 L2(W)
+. if u ¥ L2(W)0BV(W) 5 L2(W),
(2.14)
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then we have that B 5 (L2(W)×L2(W))=“F ([4]). Since the functional F
is convex and lower semicontinuous in L2(W), we have that “F is a
maximal monotone operator in L2(W) and, consequently (see [12]), if
{T(t)}t \ 0 is the semigroup in L2(W) generated by “F, then for every
u0 ¥ L2(W), the strong solution T(t) u0 of the problem
˛dudt+“F (u(t)) ¦ 0
u(0)=u0.
(2.15)
coincides with the weak solution of (PD).
The m-completely accretive operatorA in L2(W) associated with problem
(PN) is introduced as
(u, v) ¥A if and only if u, v ¥ L2(W), u ¥ BV(W) and
there exists z ¥ (W) with ||z||. [ 1, v=−div(z) in DŒ(W) such that
F
W
(w−u) v [ F
W
(z, Dw)− |Du| (W), -w ¥ BV(W) 5 L.(W).
If we consider the functional Y : L2(W)Q (−.,+.] defined by
Y(u)=˛ |Du| (W) if u ¥ BV(W) 5 L2(W)
+. if u ¥ L2(W)0BV(W) 5 L2(W), (2.16)
then we have A 5 (L2(W)×(L2(W))=“Y. Again the semigroup solution
and the weak solution of (PN) coincide [3].
3. THE DIRICHLET PROBLEM
This section is devoted to prove the following result.
Theorem 3. Let u0 ¥ L.(W) and let u(t, x) be the unique solution of
problem (PD). Let d(W) be the smallest radius of a ball containing W. If
Tg(u0)=inf{t > 0 : u(t)=0}, then
Tg(u0) [
d(W) ||u0 ||.
N
. (3.1)
Let
w(t, x) :=˛ u(t, x)Tg(u0)−t if 0 [ t < Tg(u0),
0 if t \ Tg(u0).
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Then, there exists an increasing sequence tn Q Tg(u0) and a solution vg ] 0 of
the stationary problem
SD ˛ −div 1 Dv|Dv|2=v in W
v=0 on “W
such that
lim
nQ.
w(tn)=vg in Lp(W)
for all 1 [ p <.. Moreover vg is a minimizer of F( · )−O · , vgP in BV(W) 5
L2(W).
Note that Theorem 3 improves a previous result proved in [20] showing
that the solutions of problem (PD) stabilize as tQ. by converging in the
L1-norm to 0. We also point out that, in the best of our knowledge, the
consideration of the eigenvalue-type problem (SD) is new in the literature.
We start the proof of Theorem 3 by proving a comparison principle
between solutions and subsolutions/supersolutions of (PD) that are
independent of the space variable, and, as a consequence, we deduce that
the solutions of (PD) vanish in finite time.
Theorem 4. Let u0 ¥ L.(W) and let u1(t, x) be the unique solution of
problem (PD). Let d(W) be the smallest radius of a ball containing W. Let
u2(t, x)=a(t), satisfying
|aŒ(t)| [ N
d(W)
. (3.2)
Then,
(i) if a(t) \ 0 and u0 [ a(0), we have
u1(t) [ u2(t) a.e. on W,
(ii) if a(t) [ 0 and u0 \ a(0), we have
u1(t) \ u2(t) a.e. on W.
Proof. We shall only prove (i), the proof of (ii) being similar. Without
loss of generality we may assume that W ı B(0, d(W)). By Theorem 1 there
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exists z1(t) ¥X(W) such that ||z1(t)||. [ 1, u −1(t)=div(z1(t)) in DŒ(W) a.e.
t ¥ ]0, T[ and satisfying
F
W
(z1(t), Du1(t))=|Du1(t)| (W) (3.3)
[z1(t), n] ¥ sign(−u1(t)) HN−1-a.e. on “W. (3.4)
If we take z2(t)(x) :=
a
−(t) x
N , since div(z2(t))=aŒ(t)=u −2(t), applying Green’s
formula (2.4), we get
1
2
d
dt
F
W
[(u1(t)−u2(t))+]2=F
W
(u −1(t)−u
−
2(t))(u1(t)−u2(t))
+
=F
W
(div((z1(t))−div(z2(t))(u1(t)−u2(t))+
=−F
W
((z1(t)−z2(t)), D[(u1(t)−u2(t))+])
+ F
“W
[z1(t)−z2(t), n](u1(t)−u2(t))+ dHN−1.
If Rt(r) :=(r−a(t))+, then
F
W
((z1(t)−z2(t)), D[(u1(t)−u2(t))+])
=F
W
((z1(t)−z2(t)), DRt(u1(t)))
=F
W
(z1(t), DRt(u1(t)))−F
W
(z2(t), DRt(u1(t))).
Now, by Proposition 2.7 in [7], we have
F
W
(z1(t), DRt(u1(t)))=F
W
h(z1(t), DRt(u1(t)), x) |DRt(u1(t))|
=F
W
h(z1(t), Du1(t), x) |DRt(u1(t))|.
From (3.3), we have h(z1(t), Du1(t), x)=1 a.e. with respect to the measure
|Du1(t)|. Now, since the measure |DRt(u1(t))| is absolutely continuous
respect to the measure |Du1(t)|, we also have h(z1(t), Du1(t), x)=1 a.e.
with respect to the measure |DRt(u1(t))|. Consequently
F
W
(z1(t), DRt(u1(t)))=F
W
|DRt(u1(t))|.
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Moreover, by (3.2) we have that ||z2(t)||. [ 1. Hence we have
F
W
((z1(t)−z2(t)), D[(u1(t)−u2(t))+]) \ 0.
On the other hand, since |[z2(t), n]| [ 1, [z1(t), n] ¥ sign(−u1(t)) and
u2(t) \ 0, it is easy to see that
F
“W
[z1(t)−z2(t), n](u1(t)−u2(t))+ dHN−1 [ 0.
Consequently, we get
1
2
d
dt
F
W
[(u1(t)−u2(t))+]2 [ 0.
Hence the condition u1(0) [ u2(0) gives us u1 [ u2, and the proof
concludes. L
Remark 1. Theorem 4 could be compared with what happens in the
study of the parabolic problem associated with the p-Laplacian operator.
Consider the Dirichlet problem for the p-Laplacian:
PpD ˛“u“t=div(|Du|p−2 Du) in Q=(0,.)×Wu(t, x)=0 on S=(0,.)×“W
u(0, x)=u0(x) in x ¥ W,
with 1 < p <.. The conditions on a(t) to generate a supersolution are
a(t) \ 0 and u0(x) [ a(0) a.e. x ¥ W, (3.5)
aŒ(t) \ 0, (3.6)
and, in fact, those conditions are also sufficient for the total variation flow.
Nevertheless, in the limit case p=1, condition (3.6) can be substituted
by the new one given in the above result (which is not the case of
problem PpD).
As a consequence of the above result we get the following upper bound
of the L.-norm of the solutions and the existence of the finite extinction
time.
Corollary 1. Let u0 ¥ L.(W) and let u(t, x) be the unique solution of
problem (PD). Then we have
||u(t)||. [
N
d(W)
1d(W) ||u0 ||.
N
−t2+. (3.7)
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Thus, if Tg(u0)=inf{t > 0 : u(t)=0}, then
Tg(u0) [
d(W) ||u0 ||.
N
. (3.8)
Proof. Take
a(t) :=
N
d(W)
1d(W) ||u0 ||.
N
−t2+,
since
|aŒ(t)|= N
d(W)
and a(0)=||u0 ||.,
from Theorem 4, it follows that
−a(t) [ u(t) [ a(t),
and (3.7) follows. L
We observe that the previous estimate can be refined if the support of u0
is contained in a ball B(0, r) …… W. For that, we compute explicitely the
evolution of the characteristic function of a ball.
Lemma 1. Assume that B(0, r) …… W and let u0=kqB(0, r) Then the
unique solution u(t, x) of problem (PD) is given by
u(t, x)=sign(k)
N
r
1 |k| r
N
−t2+ qB(0, r)(x).
Proof. Suppose that k > 0, the solution for k < 0 being constructed in a
similar way. We look for a solution of (PD) of the form u(t, x)=
a(t) qB(0, r)(x) on some time interval (0, T). Then, we shall look for some
z(t) ¥X(W) with ||z||. [ 1, such that
uŒ(t)=div(z(t)) in DŒ(W) (3.9)
F
W
(z(t), Du(t))=|Du(t)| (W) (3.10)
[z(t), n] ¥ sign(−u(t)) HN−1-a.e. (3.11)
If we take z(t)(x)=−xr for x ¥ “B(0, r), integrating Eq. (3.9) we obtain
aŒ(t) |B(0, r)|=F
B(0, r)
div(z(t)) dx=F
“B(0, r)
z(t) · n=−HN−1(“B(0, r)).
526 ANDREU ET AL.
Thus
aŒ(t)=−N
r
,
therefore,
a(t)=k−
N
r
t,
and T is given by T=krN .
To construct z in (0, T)×(W0B(0, r)) we shall look for z of the form
z=r(||x||) x||x|| such that div(z(t))=0, r(r)=−1. Since
div(z(t))=Nr(||x||) ·
x
||x||
+r(||x||) div 1 x
||x||
2=rŒ(||x||)+r(||x||) N−1
||x||
we must have
rŒ(s)+r(s) N−1
s
=0 for s > r. (3.12)
The solution of (3.12) such that r(t)=−1 is
r(s)=−rN−1s1−N.
Thus, in W0B(0, r),
z(t)=−rN−1
x
||x||N
.
Consequently, the candidate to z(t) is the vector field
z(t) :=˛−xr if x ¥ B(0, r) and 0 [ t [ T
−rN−1
x
||x||N
if x ¥ W0B(0, r), and 0 [ t [ T
0 if x ¥ W and t > T,
and u(t, x) is the function
u(t, x)=1k−N
r
t2 qB(0, r)(x) q[0, T](t),
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where T=kr/N Let us see that u(t, x) satisfies (3.9), (3.10), and (3.11).
Since u(t, x)=0 if x ¥ “W, it is easy to check that (3.11) holds. On the other
hand, if j ¥D(W) and 0 [ t [ T, we have
F
W
“zi(t)
“xi
j dx=−
1
r
F
B(0, r)
j dx+F
“B(0, r)
xi
r
xi
r
j dHN−1
−F
W0B(0, r)
“
“xi
1 rN−1xi
||x||N
2 j dx−F
“B(0, r)
rN−1
rN
xi
xi
r
j dHN−1.
Hence
F
W
div z(t) j dx=−
N
r
F
B(0, r)
j dx,
and consequently, (3.9) holds. Finally, if 0 [ t [ T, by Green’s formula
(2.4), we have
F
W
(z(t), Du(t))=−F
W
div z(t) u(t) dx+F
“W
[z(t), n] u(t) dHN−1
=−F
B(0, r)
1k−N
r
t2 div z(t) dx=F
B(0, r)
1k−N
r
t2N
r
dx
=1k−N
r
t2N
r
|B(0, r)|=1k−N
r
t2HN−1(“B(0, r))
=|Du(t)| (W).
Therefore (3.10) holds, and consequently u(t, x) is the solution of (PD) with
initial datum u0(x). L
Remark 2. The above result shows that there is no spatial smoothing
effect, for t > 0, similar to the case of the linear heat equation and many
other quasilinear parabolic equations. In our case, the solution is discon-
tinuous and has the minimal required spatial regularity: u(t, .) ¥
BV(W)0W1, 1(W).
Remark 3. If W=B(0, R) and u0=k, then the unique solution u(t, x)
of the problem (PD) is given by
u(t, x)=sign(k)
N
R
1 |k| R
N
−t2+.
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Indeed, it suffices to take
z(t, x) :=˛− xR if x ¥ B(0, R) and 0 [ t [ T,
0 if x ¥ B(0, R) and t > T,
with T=|k| RN . Then it is easy to check that u(t, x)=sign(k)
N
R (
|k| R
N −t)
+ and
z(t, x) satisfies (3.9), (3.10), and (3.11).
Corollary 2. Let u0 ¥ L.(W) and denote by u(t) the solution of
problem (PD) (at time t) with initial datum u0. Then we have that
||u(t)||. \
N
d(W)
(Tg(u0)−t) for 0 [ t [ Tg(u0). (3.13)
Moreover, if supp(u0) … B(0, r) …… W, then supp(u(t)) … B(0, r) and
Tg(u0) [
||u0 ||. r
N
.
Proof. Without loss of generality we can assume that W ı B(0, d(W)).
Take k > 0, such that kd(W)N =T
g(u0). By Lemma 1, we know that
v(t, x)=
N
d(W)
1kd(W)
N
−t2+
is the solution of problem (PD) on B(0, d(W)) with initial datum v0=
kqB(0, d(W)). The proof of (3.13) will follow from the inequality
||u(t)||L.(W) \ ||v(t)||L.(W).
By contradiction, suppose that there exists 0 < t0 < Tg(u0) such that
||u(t0)||L.(W) < ||v(t0)||L.(W),
and let e > 0 be such that
||u(t0)||L.(W) < ||v(t0)||L.(W)− e=k−
t0N
d(W)
− e=k1. (3.14)
Consider now the functions in W
v1(t, x) :=
N
d(W)
1k1d(W)
N
−t2+, v2(t, x) :=− Nd(W) 1k1d(W)N −t2+.
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By (3.14), we have that v2(0 [ u(t0) [ v1(0). Hence, by Theorem 4, it
follows that v2(t) [ u(t0+t) [ v1(t). Hence,
Tg(u0)−t0=Tg(u(t0)) [
k1d(W)
N
=
d(W)
N
1k− t0N
d(W)
− e2
=Tg(u0)−t0−
ed(W)
N
,
which is a contradiction, and the proof of the first statement concludes.
Suppose now that supp(u0) … B(0, r) …… W. Let m :=||u0 ||.. By
Lemma 1 we have that
v1(t, x) :=−
N
r
1mr
N
−t2+ qB(0, r)(x)
is the solution of problem (PD) with initial datum −mqB(0, r), and
v2(t, x) :=
N
r
1mr
N
−t2+ qB(0, r)(x)
is the solution of problem (PD) with initial datum mqB(0, r). Then, by the
comparison principle (2.9), we have v1(t, x) [ u(t, x) [ v2(t, x) for all t \ 0,
x ¥ W. Hence, supp(u(t)) … B(0, r) for all t \ 0, and u(t)=0 for all
t \ mrN . L
Remark 4. It is well known (see [14, 15, 22]) that if p > 2 then there is
finite speed of propagation (i.e., if supp(u0) … B(0, r) …… W, then the
solution of problem (PpD) satisfies that supp(u(t)) is a compact set for any
t > 0), but, if 1 < p [ 2 and u0 \ 0, u0 ] 0, then u(t) > 0 or u(t)=0 in W for
all t > 0 [15, 22]. Observe that (PD) can be considered as the limit case
p=1 of problem (PpD) and the above result shows that there is no propa-
gation of the support of the initial datum (or equivalently, there is an infi-
nite waiting time). Finite time extinction of the solutions of (PpD) when
2N
N+1 [ p < 2, N \ 2 was proved in [8], and, for 1 < p <
2N
N+1 , in [21] (see
also [6, 25]). The same approach also proves the finite time extinction of
solutions of (PD) (see inequality (3.29) in the proof of Lemma 3).
To study the behaviour of u(t) near the finite extinction time Tg(u0), we
follow the method introduced in [11] (see also [16]). Before giving the
proof of Theorem 3, we establish lower and upper bounds on the rate of
decay of ||u(t)||N and ||u(t)||., respectively. In order to get the upper bound,
let us see first the following regularizing effect due to the homogeneity of
the operator B defined in Section 2 [9].
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Lemma 2. Let u(t)=T(t) u0 be the solution of the Dirichlet problem
(2.15). Then
|uŒ(t)| [ 2
t
|u0 | for almost all t > 0. (3.15)
Proof. Since
if (u, v) ¥B and l > 0, then (lu, v) ¥B, (3.16)
it follows immediately that
1
l
(I+lmB)−1 u0=(I+mB)−1 11
l
u0 2 (3.17)
for any l, m > 0. Iterating (3.17) and taking m=tn we obtain
1I+t
n
B2−n 11
l
u0 2=1
l
1I+l t
n
B2−n u0 (3.18)
for any l > 0, n ¥N. Writing T(t)=e−tB and letting nQ. in (3.18) we
may write
T(t) 11
l
u0 2=1
l
T(lt) u0, (3.19)
for any l > 0. Fix t > 0 and let h > 0, l=1+ht . Using (3.19) we have that
T(t+h) u0−T(t) u0=T(lt) u0−T(t) u0=lT(t) 11
l
u0 2−T(t) u0
=l 5T(t) 11
l
u0 2−T(t) u06+(l−1) T(t) u0.
From this, it follows that
|T(t+h) u0−T(t) u0 | [ l :T(t) 11
l
u0 2−T(t) u0 :+|l−1| |T(t) u0 |.
(3.20)
The complete accretivity of B implies that
T(t) 11
l
u0 2−T(t) u0 ° 1
l
u0−u0,
T(t) u0 ° u0.
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Since u° v, u, v ¥M(W) implies that au° av, a > 0, and |u|° |v| the
previous relations in turn imply that
l :T(t) 11
l
u0 2−T(t) u0 :° (l−1) |u0 |,
(l−1) |T(t) u0 |° (l−1) |u0 |.
(3.21)
Since the set {f ¥M(W) : f° (l−1) |u0 |} is convex we deduce from (3.20)
and (3.21) that
|T(t+h) u0−T(t) u0 |° 2(l−1) |u0 |=2
h
t
|u0 |;
hence,
|T(t+h) u0−T(t) u0 |
h
°
2
T
|u0 |. (3.22)
Now, since u(t)=T(t) u0 is a strong solution, from (3.22) we obtain
(3.15). L
Lemma 3. Let u0 ¥ L.(W) and u(t, x) the unique solution of problem
(PD). Then we have:
(i) There exists a constant C independent of the initial datum, such
that
||u(t)||N \ C(Tg(u0)−t) for 0 [ t [ Tg(u0). (3.23)
(ii) Given 0 < y < Tg(u0), we have
||u(t)||. [
2 ||u0 ||.
y
(Tg(u0)−t) for y [ t [ Tg(u0). (3.24)
Proof. (i) By Theorem 1 there exists z(t) ¥X(W), ||z(t)||. [ 1, satisfying
F
W
(z(t), Du(t))=|Du(t)| (W) (3.25)
[z(t), n] ¥ sign(−u(t)) HN−1-a.e. on “W. (3.26)
−F
W
(w−u(t)) uŒ(t) [ F
W
(z(t), Dw)− |Du(t)| (W)
−F
“W
[z(t), n] w−F
“W
|u(t)| dHN−1 (3.27)
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for every w ¥ BV(W) 5 L2(W). Let q \ 1, and j(r) :=|r|q−1 r. Then, taking
w=u(t)−j(u(t)) as test function in (3.27), it yields that
F
W
j(u(t)) uŒ(t) [ −F
W
(z(t), Dj(u(t)))+F
“W
[z(t), n] j(u(t)) dHN−1.
Now, by Proposition 2.8 of [7] and having in mind (3.25), we have
F
W
(z(t), Dj(u(t)))=F
W
h(z(t), Dj(u(t)), x) |Dj(u(t))|=|Dj(u(t))| (W).
Moreover, by (3.26)
[z(t), n] j(u(t))=−|u(t)|q HN−1-a.e. on “W.
Consequently, we get
1
q+1
d
dt
F
W
|u(t)|q+1+|Dj(u(t))| (W)+F
“W
|u(t)|q dHN−1 [ 0. (3.28)
If we denote
v(t)(x) :=˛j(u(t))(x) if x ¥ W
0 if x ¥ RN0 W¯,
by Theorem 5.4.1 of [17], v(t) ¥ BV(RN) and
|Dv(t)| (RN)=|Dj(u(t))| (W)+F
“W
|u(t)|q dHN−1.
Moreover, by Sobolev’s inequality for BV functions (see Theorem 5.6.1 of
[17]) we obtain that
|| |u(t)|q ||LN/N−1(W)=||v(t)||LN/N−1(RN) [ C |Dv(t)| (RN).
Therefore, from (3.28), we obtain that
1
q+1
d
dt
F
W
|u(t)|q+1+
1
C
|| |u(t)|q ||LN/N−1(W) [ 0
Then, taking q=N−1, we get
d
dt
F
W
|u(t)|N+
N
C
1F
W
|u(t)|N2N−1N [ 0. (3.29)
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Hence
d
dt
51F
W
|u(t)|N2 1N6+1
C
[ 0. (3.30)
Then, given 0 [ t [ Tg(u0), integrating (3.30) from t to Tg(u0) we
obtain (3.23).
(ii) Since, u(Tg(u0))=0, from Lemma 2, if t \ y > 0, we get
: u(t, x)
Tg(u0)−t
:=|u(Tg(u0), x)−u(t, x)|
Tg(u0)−t
=
1
Tg(u0)−t
:FT*(u0)
t
uŒ(s) ds :
[
1
Tg(u0)−t
FT*(u0)
t
2
s
||u0 ||. ds [
2
y
||u0 ||.,
and (3.24) follows. L
Proof of Theorem 3. Since u(t) ¥ BV(W) for almost any t > 0, without
loss of generality, we may assume that u0 ¥ BV(W). We make a change of
scale in time t=j(y) so that j(+.)=Tg(u0). Let j(y) :=Tg(u0)(1−e−y).
Hence, if we define
v(y) :=
u(j(y))
Tg(u0)
ey,
we have
vŒ(y)=uŒ(j(y))+v(y).
Now, since the operator “F is positively homogeneous of zero degree, we
have that
(v(y), −vŒ(y)+v(y)) ¥ “F for almost all y > 0. (3.31)
Therefore, v(y) is a strong solution of the problem
vŒ(y)+“F(v(y)) ¦ v(y).
Let us see that there exists an increasing sequence yn Q+. and a function
vg ¥ BV(W), such that limnQ. v(yn)=vg in Lp(W), which implies the exis-
tence of an increasing sequence tn Q Tg(u0) such that limnQ. w(tn)=vg
in Lp(W).
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First, observe that, using (3.24), we have
||v(y)||.=
ey
Tg(u0)
||u(j(y))||. [
2 ||u0 ||.
y0
for all y \ y0 > 0. (3.32)
On the other hand, by Lemma 3.3 of [12, p. 73], we have
d
dy
F(v(y))=(−vŒ(y)+v(y), vŒ(y))=−F
W
vŒ(y)2+F
W
v(y) vŒ(y),
i.e.,
d
dy
1 |Dv(y)| (W)+F
“W
|v(y)|−
1
2
F
W
v(y)22=−F
W
vŒ(y)2 [ 0. (3.33)
Integrating from 0 to y we obtain
|Dv(y)| (W)+F
“W
|v(y)|− 12 F
W
v(y)2
[ |Dv(0)| (W)− 12 F
W
v(0)2+F
“W
|v(0)| -y \ 0. (3.34)
Estimates (3.32) and (3.34) prove that {v(y): y \ 0} is bounded in BV(W).
Hence, by the Compact Embedding Theorem for BV functions (see for
instance [2]) {v(y): y \ 0} is relatively compact in Lp(W) for 1 [ p < NN−1 ,
and consequently, there exists yn Q. and vg ¥ Lp(W) 5 BV(W), such that
v(yn)Q vg in Lp(W). Moreover, by (3.32) we can assume that v(yn)Q vg in
Lq(W) for all 1 [ q <.. On the other hand, by (3.23), we have that
||v(y)||N \ C -y \ 0.
Then, we get vg ] 0
Finally, let us prove that vg is a solution of the stationary problem (SD)
that minimizes F( · )−O · , vgP in BV(W) 5 L2(W). Let (T(t))t \ 0 be the
semigroup in L1(W) generated by B−I. Then we prove that T(t) vg=vg
for all t \ 0. In fact, by (3.33), we have
F s
t
F
W
vŒ(y)2 [ |Dv(t)| (W)+F
“W
|v(t)|+12 F
W
v(s)2 [M, (3.35)
for all 0 < t [ s. Now,
||v(t+yn)−v(yn)||
2
2=F
W
:F t+yn
yn
vŒ(s) ds :2 [ t F
W
F t+yn
yn
|vŒ(s)|2 ds;
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hence by (3.35), it follows that there exists en Q 0 such that
||v(t+yn)−v(yn)||
2
2 [ ten -n ¥N. (3.36)
Fix t > 0. Then, since v(t)=T(t)( u0T*(u0)), we have
||T(t) vg−vg||2 [ ||T(t) vg−v(t+yn)||2+||v(t+yn)−v(yn)||2+||v(yn)−vg||2
[ e t ||v(yn)−vg||2+||v(t+yn)−v(yn)||2+||v(yn)−vg||2,
and, having in mind (3.36), it follows that T(t) vg=vg. Thus 0 ¥ “F(vg)−
vg, in other words, vg minimizes F( · )−O · , vgP in BV(W) 5 L2(W). L
4. SOLUTIONS OF SD IN THE RADIAL CASE
In Theorem 3 we have shown that the asymptotic profile of the solutions
of problem (PD) are solutions of problem (SD). In this section we are going
to study this class of solutions of problem (SD) in the radial case.
In order to state our next result it is convenient to recall that any set of
finite perimeter X in RN can be decomposed into connected components (in
the BV sense, [1]) Xi, i ¥ I, I being at most countable, in such a way that
|X|=; i ¥ I |Xi | and HN−1(“MX)=; i ¥ I HN−1(“MXi) where “MX, “MXi
denote the measure theoretic boundaries of X and Xi, respectively [1].
Proposition 1. Let v be a solution of problem (SD) that is a minimizer
of F( · )−O · , vP in BV(W) 5 L2(W).
(i) Assume that v \ 0 has its support contained in a ball B …… W.
Then, for almost all k \ 0, the BV connected components of [v \ k] :=
{x ¥ W : v(x) \ k} are convex.
(ii) Assume W=B(0, R), R > 0 and let v \ 0 be a radially symmetric
function in B(0, R). Then, for almost all k ¥ R, the BV connected components
of [v \ k] are convex and consequently, v(x)=g(||x||) where g is a decreasing
function of r > 0.
Proof. (i) Let k be such that [v \ k] is a set of finite perimeter in
W, hence in RN. Let Xi(k), i ¥ I, be the BV-components of [v \ k] ([1]).
Let co(Xi(k)) be the convex envelope of Xi(k), i ¥ I. Let A(k)=
1 i ¥ I co(Xi(k)). Now, observe that if k \ kŒ are such that [v \ k], [v \ kŒ]
are sets of finite perimeter in RN, then A(k) ı A(kŒ) (modulo a null set).
Indeed, since k \ kŒ, we have that Xi(k) ıXi(kŒ) (modulo a null set), and,
hence, also co(Xi(k)) ı co(Xi(kŒ)). Thus, A(k) ı A(kŒ). Let w be the L.
function such that [w \ k]=A(k) a.e. for almost all k ¥ R ([1]). Since
[v \ k] ı A(k) for almost all k ¥ R, we have that v [ w. Now, since
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HN−1(“Mco(Xi(k))) [HN−1(“MXi(k)), using the coarea formula (see, [2]
or [17]), we have that
F
W
|Dw| [ F
W
|Dv|.
Hence, w ¥ BV(W). Now, if for a nonnull set K of k ¥ R, Xi(k) is not
convex, we have that HN−1(“Mco(Xi(k))) < HN−1(“MXi(k)), then
F
W
|Dw| < F
W
|Dv|.
Finally, observe that v=w=0 in “W. Therefore
F
W
|Dw|+F
“W
|w|−F
W
wv < F
W
|Dv|+F
“W
|v|−F
W
v2,
and v cannot be a minimizer of F( · )−O · , vP in BV(W) 5 L2(W).
(ii) In this case the proof is similar to that of (i), we only need to
observe that since v is radial we do not need that v has its support strictly
contained in B(0, R) to conclude the function w satisfy w=v on “W.
Finally, since almost all upper level sets of v have convex BV-connected
components and v is radially symmetric this implies that, for almost all
k ¥ R, [v \ k] is a ball centered at 0. This implies that v(x)=g(||x||) where
g is a decreasing function of r > 0. L
By Proposition 1, we know that if W=B(0, R), R > 0, the radial solu-
tions v of (SD) are of the form v(x)=g(||x||) for some decreasing function
g(r). By modifying, if necessary, v in a set of measure zero, we may assume
that g is upper semicontinuous in [0, R]. Consequently, the set [v \ k]=
{x ¥ B(0, R) : ||x|| [ f(k)}, wheref is the decreasing functionf(k) :=sup{r ¥
[0, R] : g(r) \ k}, k ¥ [g(R), g(0)]. Moreover, since
Per([v \ k])=Per({x ¥ B(0, R) : ||x|| [ f(k)})=2pf(k)
f(k) can be identified as
f(k)=
1
2p
Per([v \ k]).
Let us prove that
Per([v \ k])=F
[v \ k]
v(x) dx -k ¥ ]g(R), g(0)]. (4.1)
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Indeed, since v is a solution of (SD) there exists z ¥X(W) satisfying v=
−div(z) in DŒ(W), >W (z, Dv)=||Dv|| (W) and [z, n] ¥ sign(−v). Hence, if
k > g(R), using Green’s formula we have that
F
[v \ k]
v dx=F
W
vq[v \ k] dx=−F
W
div(z) q[v \ k] dx
=F
W
(z, Dq[v \ k])−F
“W
[z, n] q[v \ k] dHN−1=F
W
(z, Dq[v \ k]).
Now, by the coarea formula, we have that
F.
0
|Dqv \ t | dt=|Dv| (W)=F
W
(z, Dv)=−F
W
div(z) v dx−F
“W
v dHN−1
=F.
0
1F
W
−div(z) q[v \ t] dx+F
“W
[z, n] q[v \ t] dHN−12
=F.
0
F
W
(z, Dq[v \ t]) [ F
.
0
|Dq[v \ t] | dt.
It follows that
F
W
(z, Dq[v \ t])=|Dq[v \ t] | (W),
and, consequently, (4.1) holds.
On the other hand, since 0 [ v(x)=g(||x||) and g is decreasing, we
have that
F
[v \ k]
v(x) dx=F
[v \ k]
F+.
0
q[v \ t](x) dt dx
=F
[v \ k]
1k+F g(0)
k
q[v \ t](x) dt2 dx
=k |[v \ k]|+F g(0)
k
|[v \ t]| dt.
Then, a.e. in k ¥ [g(R), g(0)], we have that
d
dk
Per([v \ k])=k
d
dk
|[v \ k]|,
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which, written in terms of f(k), is
d
dk
2pf(k)=k
d
dk
pf(k)2,
i.e.,
d
dk
f(k)=kf(k)
d
dk
f(k).
Then we have that either f(k)=1k or fŒ(k)=0 for almost all k ¥
[g(R), g(0)]. Since f is a (pseudo)inverse of g, in terms of g this gives that
either g(r)=1r on gŒ(r)=0, a.e. in r ¥ (0, R). Summarizing, we have proved
the following result.
Corollary 3. Let W=B(0, R), R > 0, and u0 \ 0 be a radial function
in B(0, R). If vg is the asymptotic profile of the solution of (PD) with initial
datum u0, then there exists a decreasing function g: [0, R]Q [0, ||u0 ||.]
satisfying g(r)=1r or gŒ(r)=0, a.e. in r ¥ (0, R), such that vg(x)=g(||x||).
Proof. The result follows as a consequence of the above computations
having in mind that, since u0 is a radially symmetric function, we have that
vg is also a radially symmetric function. L
We finish this section by giving some explicit solutions of (SD) in the
radial case and by showing a procedure to construct many other explicit
radial solutions which could be called as towers (Corollary 3).
Proposition 2. The following functions are solutions of (SD) in B(0, R):
u1(x)=
N−1
||x||
,
u2(x)=
Per(B(p, r))
|B(p, r)|
qB(p, r)(x), where B(p, r) ı B(0, R),
and
u3(x)=˛Nr if x ¥ B(0, r) ı B(0, R)N−1
||x||
if x ¥ B(0, R)0B(0, r).
TOTAL VARIATION FLOW 539
Proof. Working as in the proof of Lemma 1 it is easy to see that u1, u2,
and u3 are solutions of (SD) in B(0, R) whose associated vector fields are
z1(x)=−
x
||x||
,
z2(x)=˛ −xr if x ¥ B(0, r)
−rn−1
x
||x||N
if x ¥ B(0, R)0B(0, r),
and
z3(x)=˛ −xr if x ¥ B(0, r)
−
x
||x||
if x ¥ B(0, R)0B(0, r),
respectively. L
Proposition 3. Let R1 < R2 [ R, B1=B(0, R1), B2=B(0, R2). Then
u(x)=
Per(B1)
|B1 |
qB1 (x)+
Per(B2)−Per(B1)
|B2 |− |B1 |
qB2 0B1 (x)
is a solution of (SD) in B(0, R).
Proof. Let W=B2 0 B¯1, C1=“B1, C2=“B2. Define z(x)=− xR1 in B1.
Then
−div(z)=
Per(B1)
|B1 |
in B1.
Since the vector field z outside B2 is given by z(x)=−R
x
||x||2
we only need to
construct a vector field z in W such that ||z|| [ 1,
−div(z)=
Per(B2)−Per(B1)
|B2 |− |B1 |
in W and such that z(x) · x||x||=−1 on C1 2 C2. For that let us consider the
following capillarity problem
−div 1 Du
`1+|Du|2
2=k0 cos c in W (4.2)
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with boundary conditions
−
Du
`1+|Du|2
· n=˛+cos c on C2
− cos c on C1,
where n denotes the outer unit normal to W, c ¥ (0, p2) and
k0=
Per(B2)−Per(B1)
|B2 |− |B1 |
.
Observe that, integrating by parts and using the boundary conditions, k0 is
fixed as the above value. Then, after proving that (4.2) has a solution, we
define zc(x)=Du/`1+|Du|2. Observe that ||zc || [ 1, and zc(x) · x||x||=−cos c
on C1 2 C2. Letting cQ 0+ we obtain the desired vector field z. The exis-
tence of solutions of (4.2) follows from a result of Giusti [18, Sect. 4].
A sufficient condition for the existence of a solution of (4.2) is that there
exists a0 > 0 such that the inequality
cos c |HN−1(“ME 5 C1)−HN−1(“ME 5 C2)+k0 |E| |
[ qHN−1(“ME 5 W)−a0 min(|E|, |W0E|) (4.3)
holds for any rectifiable subset contained in W. This will be a consequence
of the following two Lemmas. L
Lemma 4. The only minimizers of
Per(E)−k0 |E| (4.4)
in the class of rectifiable sets E such that B1 ı E ı B2 are E=B1 or E=B2.
Proof. Let E0 be a minimizer of (4.4). Let r > 0 be such that |E0 |=
|B(0, r)|. Since B1 ı E0 ı B2 we also have that B1 ı B(0, r) ı B2. If
|E0 DB(0, r)| > 0, by the isoperimetric inequality, we know that Per(E0) >
Per(B(0, r)). This implies that
Per(B(0, r))−k0 |B(0, r)| < Per(E0)−k0 |E0 |
contradicting the fact that E0 is a minimizer of (4.4). Hence E0=B(0, r).
Now the minima of (4.4) on the family of balls B(0, t), t ¥ [R1, R2], is
attained when t=R1 or t=R2.
Let G be the family of rectifiable subsets of W. L
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Lemma 5. For any E ¥ G we have that
HN−1(“ME 5 C1) [HN−1(“ME 5 C2)+HN−1(“ME 5 W)−k0 |E|, (4.5)
and
HN−1(“ME 5 C2) [HN−1(“ME 5 C1)+HN−1(“ME 5 W)+k0 |E|. (4.6)
Proof. For any E ¥ G, we define
G(E)=HN−1(“ME 5 C2)−HN−1(“ME 5 C1)+HN−1(“ME 5 W)−k0 |E|.
Let E0 be a minimizer of G(E) on the family G. Observe that G(W)=0;
hence
HN−1(“ME0 5 C2)−HN−1(“ME0 5 C1)+HN−1(“ME0 5 W)−k0 |E0 |
=G(E0) [ G(W)=0. (4.7)
On the other hand, by the above lemma, we have that
Per(B1)−k0 |B1 | [ Per(E0 2 B1)−k0 |E0 2 B1 |. (4.8)
Adding both inequalities, we obtain
HN−1(“ME0 5 C2)+Per(B1)−HN−1(“ME0 5 C1)+HN−1(“ME0 5 W)
[ Per(E0 2 B1),
which is indeed an equality. Hence, (4.7) and (4.8) must be equalities. In
particular,
Per(B1)−k0 |B1 |=Per(E0 2 B1)−k0 |E0 2 B1 |;
i.e., E0 2 B1 is a minimizer of (4.4). By the above lemma, E0 2 B1=B1 or
E0 2 B1=B2, i.e., E0 ]” or E0=W. In any case, G(E0)=0. It follows
that
0 [ G(E)
for any E ¥ G, which gives (4.5). To prove (4.6), it suffices to take W0E in
place of E in (4.5). L
We can now prove (4.3) and this will complete the proof of Proposition 3.
Both inequalities (4.5) and (4.6) give that
|HN−1(“ME 5 C1)−HN−1(“ME 5 C2)+k0 |E| | [HN−1(“ME 5 W).
(4.9)
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Now observe that
HN−1(“ME 5 W) [H
N−1(“ME 5 W)
cos c
−
a0
cos c
min(|E|, |W0E|),
(4.10)
for some constant a0 > 0. Indeed, by the relative isoperimetric inequality
[17, 26] we have that
HN−1(“ME 5 W) \ C min(|E|, |W0E|)N−1N ,
for some constant C > 0, and, since
min(|E|, |W0E|)
N−1
N \
min(|E|, |W0E|)
|W|
1
N
,
we obtain
HN−1(“ME 5 W) \ C
|W|
1
N
min(|E|, |W0E|).
This implies (4.10). Observe that (4.9) and (4.10) prove (4.3).
5. THE NEUMANN PROBLEM
In [3], it was shown that the weak solutions of problem (PN) stabilize as
tQ. by converging in the L1-norm to the average of the initial datum. In
this section we are going to prove, by energy methods, like in [5] (see
also the monograph [6]), that in the two-dimensional case, in fact, this
asymptotic state is reached in finite time.
Theorem 5. Suppose N=2. Let u0 ¥ L2(W) and u(t, x) the unique weak
solution of problem (PN). Then there exists a finite time T0 such that
u(t)=u0 :=
1
|W|
F
W
u0(x) dx -t \ T0.
Proof. Since u is a weak solution of problem (PN), there exists z ¥
L.(Q) with ||z||. [ 1, ut=div(z) in DŒ(Q) such that
F
W
(u(t)−w) ut(t)=F
W
(z(t), Dw)− |Du(t)| (W) (5.1)
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for all w ¥ BV(W) 5 L.. Hence, taking w=u0 as test function in (5.1), it
yields that
F
W
(u(t)−u0) ut(t)=−|Du(t)| (W).
Now, by Poincaré inequality for BV functions (see [17] or [26]) and
having in mind that we have conservation of mass, we obtain that
||u(t)−u0 ||2 [ C |Du(t)| (W).
Thus, we get
1
2
d
dt
F
W
(u(t)−u0)2+
1
C
||u(t)−u0 ||2 [ 0. (5.2)
Therefore, the function
y(t) :=F
W
(u(t)−u0)2
satisfies the inequality
yŒ(t)+My(t)1/2 [ 0,
from where it follows that there exists T0 > 0 such that y(t)=0 for all
t \ T0. L
By Theorem 5, given u0 ¥ L2(W), if u(t, x) is the unique weak solution of
problem (PN), then
Tg(u0) :=inf{t > 0 : u(t)=u0} <..
The study the behaviour of u(t) near Tg(u0) can be carryed out as in the
case of the Dirichlet problem. As in that case, before proving the result,
lower and upper bounds on the rate of decay of ||u(t)−u0 ||2 are established.
Lemma 6. Suppose N=2. Let u0 ¥ L.(W) and let u(t, x) be the unique
solution of problem (PN). Then we have that:
(i) There exists a constant C1 independent of the initial data, such that
C1(Tg(u0)− t) [ ||u(t)−u0 ||2 for 0 [ t [ Tg(u0). (5.3)
(ii) Given 0 < y < Tg(u0), we have that
||u(t)−u0 ||. [
2 ||u0 ||.
y
(Tg(u0)−t) for y [ t [ Tg(u0). (5.4)
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Proof. (i) Working as in the proof of Theorem 5, we get that
1
2
d
dt
F
W
(u(t)−u0)2+C1 ||u(t)−u0 ||2 [ 0.
Hence
d
dt
51F
W
|u(t)−u0 |22 126+C1 [ 0. (5.5)
Then, given 0 [ t [ Tg(u0), integrating (5.5) from t to Tg(u0) we obtain (5.3).
The proof of (ii) is again a consequence of the regularizing effect due to
the homogeneity of the operator A (defined in Section 2), which implies
the estimate
|uŒ(t)| [ 2
t
|u0 | for almost all t > 0. L (5.6)
As in the case of the Dirichlet problem we prove the following result.
Theorem 6. Suppose N=2. Let u0 ¥ L.(W) and let u(t, x) be the unique
weak solution of problem (PN). Let
w(t, x) :=˛u(t, x)−u0Tg(u0)−t if 0 [ t < Tg(u0),
0 if t \ Tg(u0).
Then there exists an increasing sequence tn Q Tg(u0), and a solution vg ] 0 of
the stationary problem
SN ˛ −div 1 Dv|Dv|2=v in W“v
“n=0 on “W,
such that
lim
nQ.
w(tn)=vg in Lp(W),
for all 1 [ p <.. Moreover vg is a minimizer of Y( · )−O · , vgP in BV(W) 5
L2(W).
TOTAL VARIATION FLOW 545
ACKNOWLEDGMENTS
We thank Julio Rossi for several stimulating discussions concerning this paper. The first
and fourth authors have been partially support by the Spanish DGICYT, Project PB98-1442,
the third author by the REN2000-0766. The second author acknowledges partial support by
the TMR European Project ‘‘Viscosity Solutions and their Applications’’, Reference FMRX-
CT98-0234 and the PNPGC Project BFM2000-0962-C02-01.
REFERENCES
1. L. Ambrosio, V. Caselles, S. Masnou, and J. M. Morel, Connected components of sets of
finite perimeter and applications to image processing, European J. Appl. Math. 3 (2001),
39–92.
2. L. Ambrosio, N. Fusco, and D. Pallara, Functions of bounded variation and free
discontinuity problems, Oxford Mathematical Monographs, 2000.
3. F. Andreu, C. Ballester, V. Caselles, and J. M. Mazo´n, Minimizing total variation flow,
Differential Integral Equations 14 (2001), 321–360.
4. F. Andreu, C. Ballester, V. Caselles, and J. M. Mazo´n, The Dirichlet problem for the total
variation flow, J. Funct. Anal. 180 (2001), 347–403.
5. S. N. Antonsev and J. I. Díaz, New results on space and time localization of solutions of
nonlinear elliptic or parabolic equations via energy methods, Soviet Math. Dokl. 303
(1988), 524–528.
6. S. N. Antonsev, J. I. Dı´az, and S. I. Shmarev, ‘‘Energy Methods for Free Boundary
Problems,’’ Birkhäuser, Boston, 2001.
7. G. Anzellotti, Pairings between measures and bounded functions and compensated
compactness, Ann. Mat. Pura Appl. (4) 135 (1983), 293–318.
8. A. Bamberger, Etude d’une équation doublement non linéaire, J. Funct. Anal. 24 (1977),
148–155.
9. Ph. Benilan and M. G. Crandall, Regularizing effects in homogeneous equations, in
‘‘Contributions to Analysis Geometry’’ (D. N. Clark et al., Eds.), pp. 23–39, John
Hopkins Univ. Press, Baltimore, 1981.
10. Ph. Benilan and M. G. Crandall, Completely accretive operators, in ‘‘Semigroups Theory
and Evolution Equations’’ (Ph. Clement et al., Eds.), pp. 41–76, Marcel Dekker, New
York, 1991.
11. J. G. Berryman and C. J. Holland, Stability of the separable solution for fast diffusion,
Arch. Rational. Mech. Anal. 74 (1980), 279–288.
12. H. Brezis, ‘‘Opérateurs Maximaux Monotones,’’ North-Holland, Amsterdam, 1973.
13. M. G. Crandall and T. M. Liggett, Generation of semigroups of nonlinear transforma-
tions on general Banach spaces, Amer. J. Math. 93 (1971), 265–298.
14. J. I. Dı´az and M. A. Herrero, Propriétés de support compact pour certaines équations
elliptiques et parabolique non linéaires, C. R. Acad. Sci. Paris 286 (1978), 815–817.
15. J. I. Dı´az and M. A. Herrero, Estimates on the support of the solutions of some nonlinear
elliptic and parabolic problems, Proc. Roy. Soc. Edinburgh Sect. A 89 (1981), 249–258.
16. J. I. Dı´az and A. Lin˜a´n, Movimiento de descarga de gases en conductos largos:
modelizacio´n y estudio de una ecuacio´n doblemente no lineal, in ‘‘Reunio´n Matema´tica en
Honor de A. Dou’’ (J. I. Dı´az and J. M. Vegas, Eds.), pp. 95–119, Universidad
Complutense de Madrid, Madrid, 1989.
17. L. C. Evans and R. F. Gariepy, ‘‘Measure Theory and Fine Properties of Functions,’’
Studies in Advanced Math., CRC Press, Boca Raton, FL, 1992.
546 ANDREU ET AL.
18. E. Giusti, Boundary value problems for non-parametric surfaces of prescribed mean
curvature, Ann. Scuola Norm. Sup. Pisa Sci. (4) 3 (1976), 501–548.
19. R. Kobayashi and Y. Giga, Equations with singular diffusivity, J. Statist. Phys. 95 (1999),
1187–1220.
20. R. Hardt and X. Zhou, An evolution problem for linear growth functionals, Comm.
Partial Differential Equations 19 (1984), 1879–1907.
21. M. Herrero and J. L. Vazquez, Asymptotic behaviour of the solutions of a strongly
nonlinear parabolic problem, Ann. Fac. Sci. Toulouse 3 (1981), 113–127.
22. M. Herrero and J. L. Vazquez, On the propagation properties of a nonlinear degenerate
parabolic equation, Comm. Partial Differential Equations 7 (1982), 1381–1402.
23. R. Kohn and R. Temam, Dual space of stress and strains with application to Hencky
plasticity, Appl. Math Optm. 10 (1983), 1–35.
24. L. Rudin, S. Osher, and E. Fatemi, Nonlinear total variation based noise removal
algorithms, Physica D 60 (1992), 259–268.
25. L. Veron, Effets régularisantes des semi-groupes non-linéaires dans les espaces de Banach,
Ann. Fac. Sci. Toulouse 1 (1979), 171–200.
26. W. P. Ziemer, ‘‘Weakly Differentiable Functions,’’ GTM 120, Springer-Verlag, Berlin,
1989.
TOTAL VARIATION FLOW 547
