Forecasting inflation is an important and challenging task. In this paper we assume that the core inflation components evolve as a multivariate local level process. This model, which is theoretically attractive for modelling inflation dynamics, has been used only to a limited extent to date owing to computational complications with the conventional multivariate maximum likelihood estimator, especially when the system is large. We propose the use of a method called "Moments Estimation Through Aggregation" (M.E.T.A.), which reduces computational costs significantly and delivers prompt and accurate parameter estimates, as we show in a Monte Carlo exercise. In an application to euro-area inflation we find that our forecasts compare well with those generated by alternative univariate constant and timevarying parameter models as well as with those of professional forecasters and vector autoregressions.
Introduction

1
The interest for inflation forecasts has traditionally been motivated by the existence of nominal contracts whose real value is determined, among other factors, by the changes in the purchasing power of money. Forecasting inflation is therefore crucial for nominal obligations, among others those of governments. The issue has gained further importance since the adoption by a large number of central banks of explicit or implicit inflation targets that have a forward looking flavour, like the below but close to 2 percent medium-term target stated by the European Central Bank (ECB), or the long-run 2 percent target adopted by the Fed in 2012.
When building models to predict inflation two issues arise. First, by targeting inflation aggressively, central banks have weakened the correlation between consumer prices and inflation determinants, making the job of forecasting inflation difficult. In practice it is hard to find models that outperform naive inflation forecasts, see Marcellino et al. (2003) , D'Agostino et al. (2006) and Bańbura and Mirza (2013) . A second issue regards the fact that models that work well at very short horizons tend to perform poorly at longer horizons. Similarly, models that track reasonably well changes in the inflation rate over the medium term have difficulties in getting the starting point right so that they can end up missing the level of inflation quite markedly.
The tension between short and medium-term forecasting models is at the heart of the comprehensive review by Faust and Wright (2013) . These authors stress that to obtain accurate inflation forecasts at different horizons two crucial ingredients are needed: first, the starting point must be predicted accurately; second, longer horizon forecasts must be somewhat anchored to the inflation target adopted by monetary policy. In practice, they find that it is hard to outperform a strategy in which the starting point is elicited from professional forecasters and the subsequent inflation path is obtained as a smooth transition to the inflation target.
These findings have far reaching implications for research on inflation forecasting since they take some emphasis out of long-term and trend inflation forecasting, which is the focus of a large and growing literature (Cogley, 2002; Chan et al., 2013; Garnier et al., 2013 and Clark and Doh, 2014, among others) , and place it on shorter horizons, on which the literature is relatively scant. Motivated by this observation, our paper contributes to the debate on inflation forecasting focusing on the short end of the inflation forecast curve. In particular, we propose a modelling framework that provides accurate one step ahead inflation predictions, and that can therefore be seen as a useful starting platform for longer horizon forecasts.
Central to our forecasting framework is a multivariate local level model, MLL henceforth, which extracts the permanent components from a panel of elementary inflation series composing the core index (overall index net of food and energy). The model represents the multivariate extension of the approach originally proposed by Muth (1960) and subsequently employed also in forecasting U.S. inflation (see for example Schwert, 1977, and Barsky, 1987) . In its univariate version, the local level model has attracted the attention of the recent literature mainly owing to its ease of computation. Stock and Watson (2007) , for example, use it for forecasting inflation in the U.S. during the Great Moderation period, allowing for changes over time of the signal to noise ratio. On the other hand, the multivariate version of the local level has attracted less attention due to the computational issues arising with maximum likelihood estimation even for systems of low dimensions. 2 We show that a new estimation method for the MLL model, recently proposed by Poloni and Sbrana (2015) , allows to circumvent these computational problems and makes it possible to evaluate the forecasting performance of relatively large systems. The method, defined as "Moments Estimation Through Aggregation" (M.E.T.A.
henceforth), consists of breaking down the complex problem of estimating a (potentially large) multivariate system into a more manageable problem of estimating the parameters of many univariate equations. The latter are used to estimate the moments of the system and eventually to derive the parameters of the multivariate model through a closed-form relation between the moments and the model parameters.
Our contribution is twofold. First, in an extensive Monte Carlo exercise, we show that the M.E.T.A. is considerably faster and more accurate (especially for large dimensional systems) than the traditional multivariate maximum likelihood estimator, and it is the only viable method beyond a certain model size. 3 This result opens up the use of the MLL model to a whole new set of applications, making MLL estimation feasible even for large dimensional systems.
Our second contribution is to employ this model in an empirical application to euro-area infla-tion forecasting at short horizons. We find that the predictions derived from the MLL model are more precise than those obtained with univariate and vector autoregressive (VAR) models, as well as the time varying local level model. They also compare well with those of professional forecasters. A feature that stands out is that the M.E.T.A. approach allows assessing the relative benefits of different aggregation levels of elementary price indices to forecast aggregate (headline) inflation: indeed, by using the M.E.T.A., we find that a preliminary aggregation of price indices improves forecast accuracy, a result that could not have been obtained solely on the basis of the traditional multivariate maximum likelihood estimator.
The rest of the paper is structured as follows. Section 2 describes the model, points out the problematic aspects of estimation and presents in details the M.E.T.A. methodology. Section 3 shows through a Monte Carlo exercise the computational and accuracy gains attained by the M.E.T.A. approach. Section 4 discusses the empirical application. Section 5 concludes.
The multivariate local level model
Our paper uses a multivariate local level model to construct core inflation forecasts. The MLL posits that all the series in the system are driven by series-specific random walks, Harvey (1989) .
Its state-space representation, which is also known as structural form, is the following:
The vector y t , of dimension d, collects the percentage change on the previous period of the elementary items that constitute the core index and t = 1, 2, . . . , T is the number of observations.
Thus, in (1), the multivariate time series y t is decomposed into a stochastic trend µ t evolving as a multivariate random walk and a vector white noise (η t ).
It is also assumed that the noises are i.i.d. with zero mean and the following covariances:
where Σ , Σ η are (d × d) matrices. In the unobserved components literature, Σ and Σ η are called structural parameters.
It is assumed that Σ , Σ η are both positive definite. The positive definiteness assumption can be relaxed by allowing Σ η to have eigenvalues equal to zeros. This is the case when cointegration arises such that the model is driven by a lower number of random walks. In principle, our method can be extended to this case: however, this will be the object of a separate paper.
In the empirical application we will experiment with two different levels of aggregation of the core inflation index, so that d in (1) will take values between 3 and around 40.
2.1
The mapping between the structural and the reduced form parameters Taking first differences in (1), we obtain the stationary representation of the multivariate local level model (see Harvey, 1989) :
where ξ t is an uncorrelated vector process with E(ξ t ξ T t ) = Ω. In fact, the autocovariances of z t are:
Therefore, the stationary vector process z t is a moving average process of order one and y t can be represented as an integrated vector moving average process of order one, i.e., a vector IMA (1, 1) . 4 Based on (4), the structural parameters Σ and Σ η can be easily recovered using the autocovariances of the stationary representation z t , i.e., Γ 0 and Γ 1 :
4 See e.g. Brockwell and Davis (2002) 
8
Also the reduced form parameters Θ and Ω can be recovered using the autocovariances of z t .
Indeed, as shown in Poloni and Sbrana (2015) , there exists a unique mapping between Γ 0 and Γ 1 and the reduced form parameters Θ and Ω. That is:
The proof of (5) is given in Appendix A.
An important aspect of this model is that both Γ 0 and Γ 1 are symmetric matrices as determined by the properties of the noises as in (2) . The symmetry of Γ 1 in particular turns out to be a necessary condition for the implementation of the M.E.T.A approach, as it will become clear in the following subsection.
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The mapping between Γ 0 , Γ 1 and Θ is particularly important in our context, since Θ in (3) is crucial in order to forecast the y t vector. Indeed, once an estimate of Θ is available, then the following recursion can be employed to derive the forecasting error (Muth, 1960; Harvey, 1989) :
This recursion does not need an infinite number of lags of z t+1−j as long as the eigenvalues of Θ are smaller than one.
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The estimator for Θ as in (5) is simple and fast to compute. However, its accuracy relies upon the estimates of the autocovariances of z t . Unfortunately, the use of the sample autocovarianceŝ
might not be accurate enough, especially in small samples. To overcome this problem, Poloni and Sbrana (2015) develop a simple estimation method defined as "Moment Estimation Through Aggregation" (i.e., M.E.T.A.) and establish the asymptotic properties (consistency and asymptotic normality) of the proposed estimator. (4), where for example cov(ε t η T t ) = 0, the symmetry of Γ 1 does not hold. 6 A proof that (I − ΘL) −1 = ∞ j=0 (ΘL) j can be found in Abadir & Magnus (2005) , p. 249. 7 Equation (6) will be used in our empirical analysis when forecasting the underlying items of the core industrial goods and services inflation aggregates. A forecast for core industrial goods (or services) inflation is then obtained aggregating predictions for the disaggregate items: w T t+1 z t+1 , where w t+1 is a vector of known core industrial goods/services weights.
Since this approach is novel to forecasting economic times series we describe it in detail in the next subsection.
The estimation problem: the M.E.T.A. solution
In order to provide an intuition for the M.E.T.A. estimation method let us make two observations:
1. A linear transformation of a vector MA(1) process possesses itself an MA(1) representation. Indeed, the moving average (MA) class of models (of generic q order) is closed with respect to linear transformations (see Lütkepohl, 2007, Proposition 11.1, p. 435) . As a consequence, if we take two generic elements of the vector z t , their sum is itself an MA(1).
2. Maximum likelihood is faster and more precise when applied to the estimation of the parameters of univariate, rather than vector processes.
The M.E.T.A. approach exploits these two facts to recover an estimate of Θ and Ω via Γ 0 and
In what follows we illustrate how to build the M.E.T.A. estimator by means of a simple example.
For the sake of simplicity and without loss of generality, let us consider the following bivariate process in (3):
This model can be reparametrized equation-by-equation as:
Each element of the vector z t (i.e., z 1t and z 2t ) is a linear transformation of the bivariate system in (7): for instance, z 1t = 1 0
Therefore, each z it has a univariate MA representation with parameter ψ i and innovation variance E(v , Lütkepohl, 1987, p. 102) .
Furthermore, consider the process derived after contemporaneous aggregation of the two individual components:
The aggregate process z (1+2),t also has an MA representation with parameter δ (1+2) and inno-
Next, we show that the autocovariances Γ 0 and Γ 1 of the system in (7) can be recovered by knowing those of the individual components z 1t and z 2t as well as those of the pairwise aggregate process z (1+2),t . First, notice that the diagonal elements of Γ 0 and Γ 1 are pinned down by the autocovariances of the individual processes.
Turning to the off-diagonal elements, note that E(z
This means that the off-diagonal elements of Γ 0 can be computed as
Summing up, one can recover Γ 0 and Γ 1 as follows:
In the general multivariate case, in accordance with the notation used earlier, let us define a pairwise aggregate process as z (i+j),t := z it + z jt (i, j = 1, 2, . . . , d), built aggregating pairs 11 of individual components. Let γ (i+j) k be its autocovariances, with k = 0, 1. Then, the (i, j)-th entry of Γ k is given by:
In particular, the d diagonal entries are just the autocovariances of the individual components γ
k while the off-diagonal entries are uniquely determined given the autocovariances of the
pairwise aggregate processes. That is, for each individual component we have:
and for the pairwise aggregate we have:
with moving average parameter δ (i+j) and innovation variance E(a More specifically, for the individual components we have:
while for the pairwise aggregate:
This suggests an estimation procedure that can be summarised in four steps. Given T observations of the multivariate process as in (3): 1. For each individual component, say z i , and for each pairwise aggregate process, defined as z (i+j),t := z it + z jt , estimate an MA(1) model obtaining respectively (ψ i ,σ
for k = 0, 1 using formulas (9) and (10). 3. Recover estimates of the autocovariance matrices Γ 0 and Γ 1 using (8). 4. Recover estimates of Θ (and of Ω) using the closed-form relation in (5).
The estimated Θ is then used to produce forecasts based on (6) .
In order to better visualise the four steps that make up the estimation procedure, a graphical representation of the M.E.T.A. approach is represented in Figure 1 . As highlighted by Poloni and Sbrana (2015) , a multivariate maximum likelihood estimator of the local level model in (1) and (2) would follow directly the "missing arrow" on the diagram in Figure 1 between the observed vector z t and the reduced form parametersΘ andΩ. 
of aggregate processes
The main advantage of the procedure described in steps 1-4 is that it exploits the univariate maximum likelihood estimation for MA(1) processes, yielding remarkably accurate values for the autocovariances and the parameters and low computational cost. 9 Most importantly, this estimation method is much faster than a multivariate maximum likelihood estimator and has 9 In fact, as highlighted by Poloni and Sbrana (2015) , it reduces the problem from one d-dimensional maximum likelihood estimation to
univariate maximum likelihood problems.
13 clear computational advantages. Indeed, a likelihood routine estimating directly the MLL model as in (1) is affected by numerical convergence issues and bad complexity, growing with the dimensionality of the model (see, e.g., Kascha, 2012) .
In the next section we will provide convincing evidence on this point through a Monte Carlo exercise. It can be noted that, given the results as in (5), the matrix of parameters Θ is only function of the covariances of the noises (2). In addition, as shown in Appendix A, the eigenvalues of Θ are always between 0 and -1. More specifically, one can observe that the higher the norm of Σ compared with the norm of Σ η (i.e. the more noisy are the observed data), the closer to -1 are the eigenvalues of Θ. On the contrary, the smaller the norm of Σ with respect to Σ η , the closer to 0 are the eigenvalues of Θ. Given that for the euro-area inflation the Θ matrix tends to have roots between -0.5 and -1, this led us to consider the covariances of the noises (2) as reported in Appendix B. Note that also Stock and Watson (2007) , Table 3 More specifically, these are the eigenvalues of Θ spanned by the covariances of the noises (2) considered for our three models: See Appendix A (equation (15)) for the derivation of the eigenvalues as function of the covariances of the noises. It should be noted that the considered eigenvalues mimic those estimated using the Euro-area inflation sub-indexes. For example, the prices of core industrial goods, being more noisy, tend to have roots closer to -1, while those of services tend to have roots closer to -0.5.
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For each model, we generate time series of three different sample sizes T = 200, 400 and 800, and estimate them using both approaches. Each experiment is repeated 500 times and the simulations are carried out using Mathematica 8 by Wolfram and its TimeSeries 1.4.1 package.
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As error measure, we use the relative error in the Frobenius norm (root mean squared error of the matrix entries) for the estimates of Θ. That is:
where
. The results are reported in Table 1 . The first column, comparing M.E.T.A. and MLE, contains the mean relative (normalized) RMSE multiplied by 1000. The second column reports the average time (in seconds) taken by each estimation procedure.
Overall, the results are clearly in favor of the M.E.T.A. estimator that seems to outperform the rival estimator all the times in terms of accuracy. Moreover, the last column of Table 1 reveals the computational difficulties of the MLE for medium-high dimensional systems. This is evident from the results relative to Model 2 and 3, where the M.E.T.A. tends to be faster than the MLE (with the exception of Model 2, with 800 observations). More specifically, when the dimension increases and the sample size is not large enough, the MLE faces convergence issues and this impacts on its performance (see the gaps between the RMSE). This is not the case for Model 1, where the MLE seems to be faster than the M.E.T.A., although less accurate.
Summing up, these results show that the M.E.T.A. estimator is faster and more accurate than standard multivariate maximum likelihood algorithms, especially for large dimensional systems. We can fairly claim that the M.E.T.A. is probably the only feasible method to estimate a system with more than 20 equations, leading to very significant time saving.
These nice features are clearly due to the fact that we have replaced the traditional multivariate maximum likelihood estimation with a procedure that requires estimating univariate processes only. Indeed, this makes the estimation fast and accurate, surmounting the computational difficulties met when maximising a multivariate likelihood. Finally, the univariate approach also allows estimating even medium-large systems. The benefits will become clearer in the empirical application, where we will be able to assess the relative gains of different disaggregation levels of the core price sub-indexes for inflation forecasting, an appraisal that would not be feasible using the multivariate maximum likelihood estimator.
Empirical application
Our empirical investigation consists of a pseudo real time out-of-sample forecasting exercise of euro-area inflation. We estimate all the models using data from January 1996 and run the forecast exercise with an out-of-sample ranging from January 2005 to April 2014 (112 observations). Our target variable is the year on year change of the headline euro-area Harmonized Index of Consumer Prices (HICP):
that is the transformation in terms of which the ECB target is defined. Our focus is on one step ahead forecasts (i.e., h = 1 in equation (12)).
We are particularly interested in contrasting the accuracy of our model forecasts with that 12 Forecasts of the headline index are obtained by aggregating core inflation predictions, obtained either with the integrated VMA(1) model estimated applying the M.E.T.A. approach or with alternative time series models, with forecasts for the volatile components (energy and food prices). The models used to forecast volatile components are quite standard, and follow closely those in ECB (2010) for energy prices, and in Ferrucci et al. (2012) and in Porqueddu and Venditti (2013) for food prices. Since they do not constitute the novelty of the paper we refer the interested reader to the Appendix C for the details on how they are specified. of the professional forecasters, which provide a hard to beat benchmark, as documented by Faust and Wright (2013) . To make this comparison meaningful we need to replicate as closely as possible the information set available to them when their forecasts are elicited. We clarify this issue in Appendix D.
Besides the comparison with the Bloomberg forecasts, we further test the value of our approach against other model based forecasts. Unless otherwise specified, all models are estimated on seasonally adjusted monthly price changes.
13 Seasonality and deterministic effects are modelled separately. 14 Forecasts are then computed for the annual HICP inflation rate, as in (12) .
The full battery of models that we consider is summarised here below: Tables A3 and A4 in the Appendix). The choice of this level of aggregation is led by the results obtained by . Indeed, using the multivariate local level model, the authors derive conditions on the parameters under which the variance of the contemporaneously aggregated process achieves its minimum (p. 188). These conditions are met here using 5 sub-indexes for goods and 3 for services. 3. "VAR(1)", "VAR(2)" and "VAR(3)" employ the same type of information as "VMA (1) large" but use Vector Autoregressions rather than a multivariate local level to jointly 13 Seasonal adjustment is carried out regressing the monthly price changes on a constant and eleven time dummies. Some intervention variables are also included in the regressions in order to remove the influence of outliers. The models "VMA(1) -large", "VMA(1) -small", VAR(1), VAR(2) and VAR(3) are fitted to seasonally adjusted monthly price changes, in first differences. With the "Sum-ARIMA" approach instead, univariate ARIMA(p,1,q) models are fitted to seasonally adjusted monthly price changes. Also the "T.V.P. IMA(1,1)" model is estimated on seasonally adjusted monthly price changes.
14 Forecasts for the seasonal and deterministic components are added to forecasts of the seasonally adjusted month-on-month inflation series. 15 In order to preserve the out-of-sample nature of the forecasting exercise, the parameters of the multivariate local level model are estimated once with information ranging from January 1996 up to December 2004. On the basis of these estimates, the preferred aggregation levels for core goods and services are chosen and then kept fixed over the whole out-of-sample period.
model the behaviour of the goods and services inflation series, in first differences.
4. "Sum-ARIMA" fits univariate ARIMA(p,1,q) models to the individual items of the core index. The same level of disaggregation as in "VMA(1) -large" is used. The Schwartz Information Criterion, BIC, is applied in order to select p and q, noting that the maximum AR and MA order is set equal to three.
5. "IMA(1,1)" employs the univariate integrated moving average process with constant parameters to model the two goods and services inflation series.
6. "T.V.P. IMA(1,1)" uses the univariate integrated moving average process with time varying parameters popularised by Stock and Watson (2007) to model the two goods and service inflation series. Six findings emerge:
1. Forecasts produced using the integrated VMA(1) models are more accurate than those of the professional forecasters, especially when a higher level of aggregation (VMA (1) -small) is used. In this case the improvement in terms of forecast accuracy over the Bloomberg forecast is of around 15 percent. In turn, the performance of the Bloomberg forecast is comparable to that obtained through standard VARs.
2. Higher levels of aggregation yield a better performance, as the forecasts of the VMA(1) -small are more accurate than those of the VMA(1) -large. These empirical results seem to confirm theoretical results obtained by Sbrana and Silvestrini (2013, p. 188) . Therefore, when forecasting contemporaneously aggregated local level processes, the aggregation level should be chosen in order to meet conditions that minimize the MSFE. models have a comparable performance, indicating that stochastic volatility is not a relevant feature of our dataset. Notice that these three MA models are closely related. Specifically, the model generated after contemporaneous aggregation of the integrated VMA(1) is itself an integrated MA(1): as already explained, the vector moving average of order one is in fact closed with respect to linear transformations. In turn, the univariate IMA(1,1) with constant parameters is a restricted version of the T.V.P. IMA (1, 1) . In this particular application we find that a prediction built aggregating forecasts of the whole integrated VMA(1) process is more accurate in mean squared error sense that a prediction built forecasting directly the aggregate series with an IMA(1,1) model, both with constant and time varying parameters. 17 This outcome further stresses the importance of having an estimation method that allows to easily estimate multivariate systems.
5. All the models and the professional forecasts improve quite substantially upon the Random Walk.
6. The ranking across models is stable across sub-samples, although the improvement over the Random Walk is larger in the 2005-2009 period than in the following five years.
To gauge whether the differences in forecast accuracy highlighted in Table 2 are statistically significant we run equal forecast accuracy and forecast encompassing tests. The hypothesis of equal forecast accuracy is analysed through the standard Diebold-Mariano (1995) test, in which the null hypothesis is that the difference in either the squared or the absolute prediction errors of two competing models are not significantly different from each other. The null hypothesis of forecast encompassing tests, instead, is that, given two competing forecasts for the same target variable, there is no significant gain in (linearly) combining the predictions of the two models.
In this case we use the test by Harvey et al. (1998) . We take as benchmark our preferred model, i.e., the VMA(1) -small, and run both forecast accuracy and encompassing tests against this benchmark. The results are reported in Table 3 .
The fact that the sum-ARIMA models produce forecasts that are similar to those of the integrated VMA (1) We explore the gains of pooling forecasts from the VMA(1) -small and the Bloomberg survey by letting the relative weights of these two models vary over time as a function of their relative forecast accuracy in the recent past. More specifically, for each of the two models to be combined we compute in each period in the forecast sample the mean squared errors over the previous L periods, and use the inverse of these MSFE (normalized by their sum) as model weights. This means that at time T we weigh each model j using the time varying weight:
where F E j,t is the (out-of-sample) one step ahead prediction error of model j at time t. In the exercise we set L = 24, that is we use the inverse MSE over the previous two years as weights.
18
In Table 4 we report a comparison of the RMSFE of the individual models relative to those of the forecast combination, together with the results of equal forecast accuracy and forecast encompassing tests in which the reference model is the combined VMA(1) -small/Bloomberg forecast.
The relative RMSFEs displayed in the first column of Table 4 show that the combined forecast provides indeed more accurate predictions than the individual models, with a gain ranging from 8% (with respect to the VMA(1) -small) to 24% (with respect to the forecasts from the Bloomberg survey). Looking at the results of the Diebold-Mariano tests, this combined forecast significantly outperforms single model forecasts, including the IMA(1,1) and the T.V.P.
IMA (1,1) model. Also, it significantly encompasses single model forecasts while, with the exception of the random walk, it is not encompassed by them.
Robustness checks and comparison with the literature
To assess the robustness of the proposed approach we conduct two further exercises. The former is an extension to the three largest euro-area countries (Germany, France and Italy).
Such a check is needed to dispel the doubt that there is something specific about the euro-area data that favours our approach. The latter consists of considering two steps ahead forecasts.
Notice that this is not the ideal setting for our model that, being a vector MA(1), has only one lag memory. This implies that, for multi-period predictions, its forecast reverts to the unconditional mean. To shorten the discussion, in both analyses we consider fewer models, the VMA(1) -small model, the VAR(1), the Random Walk and the sum-ARIMA. The results obtained for the individuals countries are shown in Table 5 .
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Three key results emerge. First, on the whole out-of-sample the RMSE of the integrated VMA(1) model is lower than for the remaining models for Germany and Italy; furthermore, the improvement on the Random Walk and on the VAR(1) model is statistically significant at the 10% confidence level according to the Diebold-Mariano test. For France only the sum-ARIMA model gives more accurate predictions. Second, the performance is quite stable over the two 18 Results obtained with a larger L as well as with constant weights are similar. 19 In the forecast exercise for the countries we assume the same information flow as for the euro area and therefore combine one step ahead forecasts for the core components with nowcasts of energy prices based on fuel price data on the current month.
half samples. Taken together, the results are quite reassuring on the validity of the integrated VMA(1) estimated with the M.E.T.A. approach for one month ahead predictions of inflation.
The results of the two steps ahead forecast exercise are reported in Table 6 . In this case the performance of the VMA (1) -small model and that of the VAR (1) and sum-ARIMA models are very similar, with a slight prevalence of the competitors. Overall, it appears that the differences in favour of the integrated VMA(1) model observed when considering one step ahead forecasts vanish at longer horizons. As highlighted above this is not surprising given the lag memory of the MA (1) For the sake of brevity we do not discuss here the relative merits of ours and their approach, as our main concern is gauging whether the performance of our method is comparable to that of other state-of-the-art methodologies. We do this in the only feasible (albeit rather coarse) Table 1) . 20 Needless to say, we do no take these results as conclusive evidence in favour of our approach, yet we read them as indicative of the fact that our methodology constitutes a serious benchmark for short term inflation forecasting. 20 The latter figure is obtained by multiplying the ratio to the Random Walk RMSFE (0.56) presented in Table 1 in Modugno (2011) , by the Random Walk RMSFE over the same period, 0.277.
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In this paper we propose to forecast euro-area inflation assuming that the underlying components of the core inflation index evolve as a multivariate local level model. We circumvent the estimation problems faced by the multivariate maximum likelihood estimator through the "Moments Estimation Through Aggregation" (M.E.T.A.) approach recently proposed by Poloni and Sbrana (2015) .
We illustrate the advantages of this estimation method through a Monte Carlo experiment and an application to forecasting euro-area inflation at short horizons. In the Monte Carlo simulations we show that the M.E.T.A. outperforms the standard multivariate maximum likelihood estimator both in speed and in accuracy. In the empirical application the multivariate local level model estimated with the M.E.T.A. approach is found to provide predictions more accurate than those obtained by other multivariate models and that compare well with those polled by Bloomberg. Important gains in forecast accuracy can be obtained by combining our model forecasts with those provided by professional forecasters using time varying combination weights. A robustness check conducted on the three largest euro-area countries confirms the validity of the approach for a wider range of applications.
In terms of future research, further work may refer to the recent literature on forecasting inflation using univariate models with time varying parameters, along the lines of the IMA (1, 1) process with stochastic volatility proposed by Stock and Watson (2007) . A challenging extension would be to consider a multivariate generalization of this model, developing an estimation procedure that allows us to overcome the computational difficulties that are known to emerge even in the univariate framework. Note to Table 5 . The table shows the one step ahead RMSE of the models indicated in the columns. For the models VAR (1), Random Walk and Sum ARMA we have underlined the RMSEs for which the Diebold-Mariano test rejects the null hypothesis of equal forecast accuracy between the forecasts produced with these models and those of the benchmark model VMA (1) -small. 
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Appendix
A The mapping between the autocovariances and the reduced form VMA parameters
In order to show the mapping between the autocovariances of z t and the reduced form parameters Θ and Σ, let us consider the autocovariances of the process in first differences, which is a vector MA(1) -VMA(1) -model:
Hence, Γ 0 can also be expressed as follows:
Post-multiplying the previous expression for Γ 0 by Ω −1 , we have:
Therefore we have the following quadratic matrix equation:
It can be seen that the previous expression is satisfied whenever:
Therefore Θ shares the same eigenvectors of the matrix ratio Γ 0 Γ −1 1 which can always be diagonalized. Indeed, as shown in Theorem 7.6.3 of Horn and Johnson (1985) p. 465, we can
(where P are the eigenvectors and E is the diagonal matrix of the eigenvalues). Given that Σ η and Σ −1 are positive definite matrices by definition we have that the eigenvalues of −Σ η Σ −1 are strictly negative. Therefore, all the eigenvalues in E are strictly negative and smaller than −2. It follows that:
Moreover, the equality (14) is satisfied whenever G + G −1 = E, that is, post-multiplying both sides by G, whenever G 2 − EG + I = 0. Given that G and E are diagonal matrices, and bearing in mind that E has all diagonal values smaller than −2, then the eigenvalues of Θ
However the only solution that guarantees the invertibility of the VMA(1) as in (3) 
. This is the solution with the roots of G constrained between 0 and −1. A closed-form estimator for the matrix Θ is then the following:
Note that
is not symmetric in general and this feature holds also for Θ. Once Θ is known, Ω can be easily derived simply considering that Ω = Θ −1 Γ 1 . This completes the proof.
B Details on the Monte Carlo experiment
We generate the multivariate local level model as in (1) 
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C Models for Energy and Food prices
As explained in the main text, we obtain headline inflation forecasts through a bottom up procedure, in which we aggregate core inflation forecasts with forecasts for the more volatile components. The models for volatile components described below (energy and food prices) are quite standard from a methodological point of view, but are somewhat tailored to euro-area inflation in terms of the information on commodity prices that they exploit. Besides food and energy we also strip from the core components clothing and footwear prices, whose behaviour has proved particularly erratic in the past few years owing to seasonal sales and a number of methodological breaks. For this component we therefore rely on a random walk forecast based on the year-on-year growth rate.
C.1 Energy prices
Following ECB (2010), Meyler (2009) and Venditti (2013) we model the prices of diesel, petrol and gasoil with Error Correction models (ECM) where a cointegration relationship between fuels and brent prices drives the long-run equilibrium. 21 Specifically for each of the three types 21 The models are in first differences of the levels, rather than of the log levels, as motivated by Meyler (2009) .
35 of fuels mentioned above we set up a model of the form:
where p t is the price of either diesel, petrol or gasoil collected from the European Commission and published in the Weekly Oil Bulletin. 22 Weekly Oil Bulletin data are very timely, so that a precise nowcast of this component is available at the end of the month, a few days before the HICP flash estimate is released. This means that the above model is only used for two steps ahead forecasts, while for the one step ahead exercise we aggregate the weekly data from the Weekly Oil Bulletin to the monthly frequency and use them to nowcast fuels prices.
Gas and electricity prices are forecast on the basis of dynamic regressions in which the only predictor is a long moving average of past oil prices. This captures the sluggishness with which these prices respond to changes in energy commodity prices, due to tariffs regulation in a number of euro-area countries.
C.2 Food prices
To forecast food prices inflation we build on the results in National Bank of Belgium (2008), Ferrucci et al. (2012) , and Porqueddu and Venditti (2013) , which document a strong impact of international commodity food prices on the whole pricing chain, from producer to consumer prices. 23 The pricing chain of food products is captured by bivariate Vector Error Correction
Models in which:
• There is a long-run cointegration relationship between consumer prices and producer prices driving the forecasts in the medium term.
• International food commodity prices enter the systems as exogenous variables.
Finally, tobacco prices (which are included in the processed food subcomponent) are forecast with a random walk. 22 The lag length (p and q) is chosen based on standard Information Criteria. 23 An issue, first raised by the National Bank of Belgium (2008) in the transmission of food commodity shocks to euro-area inflation, regards the price caps imposed by the Common Agricultural Policy. To take this into account we construct a synthetic index of food commodity prices using the farm gate prices collected by the European Commission, which explicitly account for the role of the Common Agricultural Policy, see Porqueddu and Venditti (2013) .
D The information timeline
In what follows, we describe the conditioning information set used for short term inflation forecasting and how this relates to the one available to Bloomberg. We briefly clarify how we treat the timing of the information flow with a practical example. Suppose we are interested in forecasting the inflation rate for September. Professional forecasters, surveyed by Bloomberg each month, produce such a forecast around the fourth week of September, i.e. a few days before an estimate of the September HICP (the so called flash estimate) is released by Eurostat. By that time, the available information set is constituted by:
1. the full breakdown of the HICP index for August. Since the HICP is typically released with a two weeks delay, this information has been available since mid September; 2. food and oil commodity prices for August; 3. fuel prices (diesel, petrol and gas) for the whole of September as available from the European Commission Weekly Oil Bulletin.
We therefore forecast September inflation combining one step ahead forecasts for core and food inflation (using information in 1 and 2) with a nowcast of fuels prices (using information in 3).
This procedure makes our information set broadly comparable to that available to professional forecasters. Some imprecisions cannot be avoided, as the number of weeks of energy price data available to Bloomberg respondents could vary depending on the precise day of the poll. On the other hand, important data for some countries (like Germany) are sometimes available to private analysts ahead of the survey on euro-area inflation, giving them an advantage over models that do not use such information. Overall, while we do not claim that our exercise constitutes an exact horse race, we believe that it provides a sensible level playing field between ex-post model based and real time judgemental forecasts. Other articles of clothing and clothing accessories 4 Footwear The breakdown is in accordance with the classification of individual consumption by purpose adapted to the needs of the HICP (COICOP/HICP). The breakdown shown is the one mainly used by the ECB. Other services n.e.c. The breakdown is in accordance with the classification of individual consumption by purpose adapted to the needs of the HICP (COICOP/HICP). The breakdown shown is the one mainly used by the ECB. 
