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Abstract
Using the theory of the mixed Hodge structure one can define a notion of spectrum of a singularity
or of a polynomial. Recently Claus Hertling proposed a conjecture about the variance of the spectrum
of a singularity. Alexandru Dimca proposed a similar conjecture on polynomials. Here, we prove
these two conjectures in the case of dimension 2 and when the singularity or the polynomial is
Newton non-degenerated and commode.  2002 Éditions scientifiques et médicales Elsevier SAS.
All rights reserved.
Résumé
Grâce à la théorie de Hodge Mixte, on peut définir une notion de spectre d’une singularité ou d’un
polynôme. Récemment Claus Hertling a proposé une conjecture sur la variance du spectre d’une
singularité. Alexandru Dimca a proposé une conjecture similaire pour les polynômes. Ici, on prouve
ces deux conjectures en dimension 2 dans le cas où la singularité ou le polynôme est commode et non
dégénéré par rapport au polygône de Newton.  2002 Éditions scientifiques et médicales Elsevier
SAS. Tous droits réservés.
AMS classification: 14B05; 52C05; 11F20
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1. Introduction
Some 25 years ago, Steenbrink has defined the spectrum of an isolated hypersurface
singularity in [16] and then Steenbrink himself, Varchenko [18] and others have obtained
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very interesting results motivated mainly by one conjecture made by Arnold, see [1] and
[17] for more details.
A few years ago, Sabbah [11] has defined the spectrum for the monodromy at infinity of
a tame polynomial, roughly following the same approach as Scherk and Steenbrink [14],
but overcoming special difficulties arising from this global, non-proper situation by using
deeper properties of the associated D-modules.
In both cases (up-to a shift) the spectrum is a collection of rational numbers between
−1 and n, where n+ 1 denotes the dimension of the ambient space.
The variance measures the distribution of these numbers with respect to the middle point
and is defined by
V = 1
µ
µ∑
i=1
(
αi − n− 12
)2
where α1 + · · · + αµ as an element of N(Q) is the spectrum with α1  · · · αµ.
It came as a great surprise when Hertling, at the Summer Institute on Singularities,
Newton Institute, Cambridge 2000, proposed the following conjecture.
Conjecture 1. For any isolated hypersurface singularity
V  αµ − α1
12
.
This conjecture was supported at the time by the case of weighted homogeneous
singularities where one has in fact an equality (see [7] for a conceptual proof involving
Frobenius manifolds and [3] for a high school proof based on some formulas in [16]) as
well as by inspection through Arnold’s lists of singularities.
At the same meeting, Dimca suggested that there is a dual conjecture for tame
polynomials, see [3].
Conjecture 2. For any tame polynomial
V  αµ − α1
12
.
Soon after this, M. Saito showed that Conjecture 1 holds for all irreducible plane curves.
The main result of our paper is the following.
Theorem 1. Conjecture 1 (resp. Conjecture 2) is true for singularities f : (C2,0)→ C
(resp. polynomials f :C2 → C) which are Newton non-degenerated and commode. We
have equalities if and only if the Newton polygon has one face.
Note that the spectra for a Newton non-degenerated singularity is known by Steenbrink
[16], Saito [12], . . . (in the special case of plane curve singularities see also [15] and [2])
while in the global case of Newton non-degenerated polynomials this follows from Sabbah
[11], for more details see [5]. Zeta functions for monodromy at infinity in more general
situations have been computed by Libgober and Sperber [9]. However, knowing the spectra
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is just the first step in proving the inequalities in the two conjectures. The proof below is
computational but we believe not at all obvious.
2. Notations and results
Let f be an isolated curve singularity or a polynomial function. We consider its
corresponding spectrum Sp(f ).
Let X0 = (x0, y0), X1 = (x1, y1), . . . ,Xr = (xr , yr) be the points of the Newton
polygon of f , ordered such that xiyi−1 − xiyi−1 > 0 for all 1  i  r . We suppose that
this polygon is commode (i.e. x0 = 0, yr = 0). It is very usefull to define two new points
X−1 =Xr+1 = (1,1).
Let:
– σi ith face given by Xi−1 and Xi ,
– Pσi the open parallelogram spanned by Xi−1 and Xi ,
– Li the open segment between 0 and 2Xi ,
– φi the linear form wich takes the value 1 on σi .
Then we have
Sp(f )=
r∑
i=1
∑
(x,y)∈Pσi∩N2
(
1− φi(x, y)
)+ r−1∑
i=1
∑
(x,y)∈Li∩N2
(
1− φi(x, y)
)
.
We consider
– S(X0, . . . ,Xr) the sum of the square of the spectral numbers,
– µ the Milnor number,
– Ai,j =Ai,j (X0, . . . ,Xr)= xiyj − xjyi , −1 i, j  r + 1,
– ai = yi−1−yiAi,i−1 , 0 i  r + 1,
– bi = xi−xi−1Ai,i−1 , 0 i  r + 1,
– di = pgcd(xi, yi), 1 i  r .
Remark 1. µ = A0,−1 + A1,0 + · · · + Ar+1,r + 1 as a special case of results in [8],
φi(x, y) = aix + biy and αµ−α112 = αµ6 by the symetry of the spectrum with respect to
the middle point 0.
Let
Ci(X0, . . . ,Xr) = 1
Ai,i−1(X0, . . . ,Xr)
+ 1
Ai+1,i(X0, . . . ,Xr)
− Ai+1,i−1(X0, . . . ,Xr)
Ai,i−1(X0, . . . ,Xr)Ai+1,i(X0, . . . ,Xr)
.
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We have
Proposition 1.
6S(X0, . . . ,Xr)= µ− 1+
r∑
i=0
(
d2i − yi
)
Ci(X0, . . . ,Xr).
Remark 2. We have
(xi − yi)Ci(X0, . . . ,Xr)= φi(1,1)− φi+1(1,1)
then
r−1∑
i=0
r∑
k=i
Ak+1,k(xi − yi)Ci(X0, . . . ,Xr)
=
r−1∑
i=0
r∑
k=i
Ak+1,k
(
φi(1,1)− φi+1(1,1)
)
= A1,0 + · · · +Ar+1,r −
r∑
i=1
Ai,i−1φi(1,1)−Ar+1,rφr(1,1)
= µ− 1−Ar+1,rφr(1,1)
= µ− 1+ (d2r − yr)Cr(X0, . . . ,Xr).
Introducing
Ei(X0, . . . ,Xr)=
r∑
k=i
Ak+1,k(X0, . . . ,Xr)(xi − yi)+ d2i − yi
we can write the formula in Proposition 1 as
6S(X0, . . . ,Xr)=
r−1∑
i=0
Ei(X0, . . . ,Xr)Ci(X0, . . . ,Xr).
The previous result is interesting because Ci(X0, . . . ,Xr) for 1  i  r − 1 is negative
for an isolated hypersurface singularity and positive for a Newton non-degenerated
polynomial.
We recall the folowing basic result.
Let φ the function defined by φi in the sector between Xi−1 and Xi .
Proposition 2 (see [5,11,12,16]). The maximal spectral number is 1− φ(1,1).
Example 1. Consider the polygonX0 = (0,3),X1 = (2,2),X2 = (3,0)which corresponds
to a Newton non-degenerated polynomial then µ= 7, S = 11/18 and αµ = 1/2.
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3. Sum of the square of the spectral numbers
We construct the following picture (see Fig. 1) to calculate the sum S0 of the spectral
numbers over a general open parallelogram given by X1 = (x1, y1), X2 = (x2, y2), with
0 x1 < x2, 0 y2 < y1.
Fig. 1.
More precisely we define
– P(X1,X2) the open parallelogram spanned by X1 and X2,
– a = y1−y2
x2y1−x1y2 , b =
x2−x1
x2y1−x1y2 ,
– φ(x, y)= ax + by ,
– S0 =∑(x,y)∈P(X1,X2)∩N2(1− φ(x, y))2,
and the following sums
– S1 =∑X∈R1∩N2(1− φ(X))2, where R1 = ]0, x1 + x2[×]0, y1 + y2[,
– S2 =∑X∈R2∩N2(1− φ(X))2, where R2 = ]x2, x1 + x2[×]0, y2[,
– S3 =∑X∈R3∩N2(1− φ(X))2, where R3 = ]0, x1[×]0, y1[,
– S4 =∑X∈R4∩N2(1− φ(X))2, where R4 = ]0,X1[,
– S′4 =
∑
X∈R5∩N2(1− φ(X))2, where R5 = ]0,X2[,
– S5 =∑X∈T ′1∩N2 x, where T ′1 is the open triangle (0,p1(X1),X1),
– S6 =∑X∈T ′1∩N2 y,
– S7 =∑X∈T1∩N2 1, where T1 is the open triangle (0,X1,p2(X1)),
– S8 =∑X∈T1∩N2(1− φ(X))2,
– S′8 =
∑
X∈T ′1∩N2(1− φ(X))2,
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– S9 =∑X∈R6∩N2(1− φ(X))2, where R6 = {x2}×]0, y2[,
– S10 =∑X∈R7∩N2(1− φ(X))2, where R7 = ]x2, x1 + x2[×{x2}.
Then we have the following equalities
S3 = S8 + S′8 + S4,
S8 =
∑
x∈T1∩N2
φ(X1 −X)2 =
∑
x∈T ′1∩N2
φ(X)2,
S3 = 2
∑
X∈T ′1∩N2
φ(X)2 − 2
∑
X∈T ′1∩N2
φ(X)+
∑
x∈T ′1∩N2
1+ S4,
S8 = 12
(
S3 + 2
∑
X∈T ′1∩N2
φ(X)−
∑
X∈T ′1∩N2
1− S4
)
= 1
2
(S3 + 2aS5 + 2bS6 − S7 − S4).
This give us an intermediate result for S0:
if x1 = 0 and y2 = 0 then
S0 = S1 − 2(S2 + S8 + S′8 + S4 + S′4 + S9 + S10),
if x1 = 0 and y2 = 0 then
S0 = S1 − 2(S′8 + S′4),
if y2 = 0 and x1 = 0 then
S0 = S1 − 2(S8 + S4),
if x1 = 0 and y2 = 0 then
S0 = S1.
Now we must have a more precise result so we introduce the following
((x))=
{
x − [x] − 1/2 si x /∈ Z,
0 si x ∈ Z, for x ∈R, [x] the integer part of x,
S(d,n)=
n∑
k=1
kd, for n and d integer greater than 1,
s(p, q)=
q−1∑
k=1
((
k
q
))((
pk
q
))
, for p and q coprime numbers.
s(p, q) is a Dedekind sum and verify the following reciprocity
s(p, q)+ s(q,p)=−1
4
+ 1
12
(
p
q
+ q
p
+ 1
pq
)
,
see the paper of Pommersheim [10] and references given inside.
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Lemma 1.
S7 =
∑
x∈T ′1
1 = #T ′1 =
1
2
x1y1 − 12 (x1 + y1 + d1)+ 1
by the Pick’s theorem see [6].
Lemma 2.
S5 =
∑
X∈T ′1
x = y1
x1
S(2, x1 − 1)− 12S(1, x1 − 1)−
1
2
x1
d1
S(1, d1 − 1)− x1s′1
and
S6 =
∑
X∈T ′1
y =−x1
y1
S(2, y1 − 1)+
(
x1 − 12
)
S(1, y1 − 1)
− 1
2
y1
d1
S(1, d1 − 1)+ y1s1,
where
s1 = s
(
x1
d1
,
y1
d1
)
and s′1 = s
(
y1
d1
,
x1
d1
)
.
Proof.
∑
X∈T ′1
x =
x1−1∑
x=1
[ y1x1 x]∑
y=1
x −
d1−1∑
k=1
x1
d1
k
=
x1−1∑
x=1
[
y1
x1
x
]
x − x1
d1
S(1, d1 − 1)
=
x1−1∑
x=1
(
y1
x1
x −
((
y1
x1
x
))
− 1
2
)
x −
d1−1∑
k=1
(
y1
x1
x1
d1
k − ((0))− 1
2
)(
x1
d1
k
)
+
d1−1∑
k=1
[
y1
x1
x1
d1
k
]
x1
d1
k − x1
d1
S(1, d1 − 1)
= y1
x1
S(2, x1 − 1)−
x1−1∑
x=1
x
((
y1
x1
x
))
− 1
2
S(1, x1 − 1)− 12S(1, d1 − 1).
With the equality
x1−1∑
x=1
x
((
y1
x1
x
))
= x1s
(
y1
d1
,
x1
d1
)
we get the result. For S6 it is the same kind of calculus. ✷
After a tedious calculus we find the sum over a general parallelogram.
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Lemma 3. If x1 = 0 and y2 = 0 then
6S0 = 1
A2,1
(
1− y2
y1
)(
d21 − y1
)+ 1
A2,1
(
1− y1
y2
)(
d22 − y2
)
+
(
1− 1
y1y2
)
A2,1 + 12(s2 − s1)
− (2d1 − 1)(d1 − 1)
d1
− (2d2 − 1)(d2 − 1)
d2
,
if x1 = 0 and y2 = 0, then
6S0 =
(
d22 − y2
)( 1
A2,1
− 1
x2y2
)
+ y2
x2y1
+ y1
x2
− 2y1 − 1
y1
− x2
y2
− y2
x2
+ x2y1 − 1
x2
+ 12s2 − (2d2 − 1)(d2 − 1)
d2
+ 3,
if y2 = 0 and x1 = 0, then
6S0 =
(
d21 − y1
) 1
x2y1
+ x2
y1
− 2x2 − 12s1 + x2y1 − (2d1 − 1)(d1 − 1)
d1
,
if x1 = 0 and y2 = 0 then
6S0 = (y1 − 1)(x2 − 1)
(
1− 1
x2
− 1
y1
)
.
Now with the equalities
S(X0, . . . ,Xr)=
r−1∑
i=0
S0(Xi,Xi+1)+ 2
r−1∑
i=1
S4(Xi,Xi+1)
and
S4(Xi,Xi+1)= (di − 1)(2di − 1)6di
it is easy to prove Proposition 1.
4. Proof of Theorem 1
Choose j such that yi  xi for all i with j  i  r and xi  yi for all i with
1 i  j − 1. We have
6S(X0, . . . ,Xr)−µ
(
1− φj (1,1)
)
=
j−1∑
i=1
(
i−1∑
k=−1
Ak+1,k(yi − xi)+ d2i − xi
)
Ci(X0, . . . ,Xr)
+
r−1∑
i=j
(
r∑
k=i
Ak+1,k(xi − yi)+ d2i − yi
)
Ci(X0, . . . ,Xr).
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In the case of an isolated hypersurface singularity we have the following inequalities
0 < x1 < · · ·< xr and 0 < yr−1 < · · ·< y0.
By recurrence we get
A0,−1 + · · · +Ai,i−1 > yi−1(xi − 1) for i  1,
and
Ai+1,i + · · · +Ar+1,r > xi+1(yi − 1) for i  1.
We see that
i−1∑
k=−1
Ak+1,k(yi − xi)+ d2i − xi > (xi − 1)
(
yi−1(yi − xi)− 1
)+ d2i − 1
and
r∑
k=i
Ak+1,k(xi − yi)+ d2i − yi > (yi − 1)
(
xi+1(xi − yi)− 1
)+ d2i − 1.
In the case of a Newton non-degenerated polynomial we make the summation of the
following inequalities
Al,l−1 +Ai,l > Ai,l−1
(obtained by the convexity). This gives us∑i−1k=−1 Ak+1,k > A0,−1+Ai,0 = y0(xi −1) and
then
i−1∑
k=−1
Ak+1,k(yi − xi)+ d2i − xi > (xi − 1)
(
y0(yi − xi)− 1
)+ d2i − 1.
By symmetry, we get
r∑
k=i
Ak+1,k(xi − yi)+ d2i − yi > (yi − 1)
(
xr(xi − yi)− 1
)+ d2i − 1.
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