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This paper is devoted to deriving the existence, uniqueness and approximation of solutions
to a first-order initial value problem on an interval of an arbitrary time scale, taking values
in a different time scale. We obtain the results considering dynamic equations whose
nonlinear part is nonnegative and satisfies a type of ‘‘inverse’’ Carathéodory’s conditions
and discontinuity. Several examples are given to illustrate the applicability of these results.
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1. Introduction
Many real world phenomena can bemodeled as dynamical processes that include both continuous and discrete variables
simultaneously. Traditionally, for such processes the standard approach is either to reduce the models to continuous or
discrete variables, or separate the models into different domains. Thus, traditional mathematical modelling techniques,
such as differential or difference equations, provide a limited understanding of these types of models.
A simple example of this hybrid continuous–discrete behavior appears inmany natural populations: for example, insects
that lay their eggs at the end of the season just before the generation dies out, with the eggs laying dormant, hatching at the
start of the next season giving rise to a new generation. See [1] for different examples of species which follow this behavior.
Stefan Hilger [2] introduced the notion of time scale in 1990 in order to unify the theory of continuous and discrete
calculus. The field of dynamical equations on time scale contains, links and extends the classical theory of differential and
difference equations, besides many others. There are more time scales than just R (corresponding to the continuous case)
and N (discrete case) and hence many more classes of dynamic equations.
Dynamic equations on a time scale have recently received much attention from many authors. These investigations are
not only significant in the theoretical research and in certain computational applications, but also has a tremendous potential
for applications in some mathematical models of real processes and phenomena studied in physics, chemical technology,
population dynamics, biotechnology, economics, neural networks and social sciences. See for example [3–7].
In this paper we consider the following first-order dynamic equation with initial conditions:
(P)
{
u∆(t) = f (g(t), u(g(t))) ∆-a.a. t ≥ t0, t ∈ T,
u(t0) = t˜0,
where f : [t0, T ] × D˜→ R, D˜ = [t˜0, T˜ ]T˜, subindex T or T˜means intersection with T or T˜, t0, T ∈ T, t˜0, T˜ ∈ T˜, T and T˜ are
arbitrary time scales and g : T→ T is either the identity on T or the forward jump operator on T. We say that a property P
holds∆-almost everywhere (∆-a.e.) on A, or for∆-almost all (∆-a.a.) t ∈ A if there is E ⊂ A a∆-null measure set such that
P holds for all t ∈ A \ E.
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Note that only if every point of T is dense, both problems we are considering are equal and for T ⊂ N they are explicit
and implicit difference equations, respectively.
We will denote as D := [t0, T ]T and, moreover, if J = [a, b]T, is a closed interval, we will denote as Jo = [a, b)T.
A solution to (P) will be a function u : [t0, Tu]T → D˜, where, Tu ∈ (t0, T ]T, such that it is absolutely continuous on
[t0, Tu]T, u∆(t) = f (g(t), u(g(t))) for∆-almost all t ∈ [t0, Tu)T and u(t0) = t˜0.
Let g˜ : T˜→ T˜ be defined as Id|T˜ if g = Id|T and as σ˜ |T˜ if g = σ |T. If f : [t0, T ]×D˜→ R, thenwe define f˜ : D˜×[t0, T ] → R
as
f˜ (t˜, t) :=

1
f (t, t˜)
; if f (t, t˜) 6= 0,
0; if f (t, t˜) = 0,
(1.1)
note that ˜˜f = f , and we consider the reciprocal problem
(P˜)
{
v∆˜(t˜) = f˜ (g˜(t˜), v(g˜(t˜))) ∆˜-a.a. t˜ ≥ t˜0, t˜ ∈ T˜,
v(t˜0) = t0.
A solution to (P˜)will be a function v : [t˜0, T˜v]T˜ → D, where T˜v ∈ (t˜0, T˜ ]T˜, such that it is absolutely continuous on [t˜0, T˜v]T˜,
v∆˜(t˜) = f˜ (g˜(t˜), v(g˜(t˜))) for ∆˜-almost all t˜ ∈ [t˜0, T˜v)T˜ and v(t˜0) = t0.
In [8], also either in [9] or in [10], the authors prove the existence of extremal solutions for different kinds of problems in
time scale satisfying Carathéodory’s conditions anddiscontinuity.Moreover, they are approximateduniformly by a sequence
of lower and upper solutions to this problem, respectively. A new step in the study of problem (P)when T = T˜ = R is given
in [11]where the authors prove the existence of a local solution by considering a nonnegative reverse Carathéodory function.
Applying this technique, new uniqueness results have been proved in [12].
This paper is organized as follows: in Section 2, we gather together the results linked to the calculus on time scales
necessary to read this paper. The last part of Section 2 is devoted to establish the relation between solutions to problems (P)
and (P˜)with strictly positiveweak∆-derivative and ∆˜-derivative, respectively. In Section 3, these results are then combined
with some existence and approximation results for extremal solutions to initial dynamic equations proved in [8], to derive
new existence and approximation results of extremal solutions to (P). By assuming a type of ‘‘inverse’’ Carathéodory’s
conditions and discontinuity, we give sufficient conditions for the existence of local extremal solutions of the problem in
absence of upper bounds for f . We also can guarantee the existence and approximation of global extremal solutions for the
problem. These results generalize to arbitrary time scales the previous ones given in [11] and in [12] for the particular time
scale T = T˜ = R. In Section 4, we present an extra condition which ensures the existence of the unique solution to (P). The
results which will be proved in this work are a substantial advance on those known for the existence and approximation
of extremal solutions for weak first-order dynamic equations, due to the large number of functions that can appear in the
nonlinear part of the equation. In Section 5 we present some examples, including a simple model of population, to illustrate
the applicability of the obtained results.
2. Equivalence between (P) and (P˜)
This section is devoted to prove the relation between problems (P) and (P˜); in order to do it we need the following results
concerning to∆-measure and∆-integration theories.
The definition of the Lebesgue ∆-measure µ∆ can be found in [4, Section 5.7] or in [13, Section 5] as the Carathéodory
extension of a set function and it may be characterized in terms of well-known measures as the following result shows.
Proposition 2.1 ([14, Proposition 2.1]). The Lebesgue∆-measure is defined over the Lebesguemeasurable subsets of T;moreover
it satisfies the following equality:
µ∆ =

λ+
∑
i∈I
(σ (ti)− ti) · δti + µM; if M ∈ T,
λ+
∑
i∈I
(σ (ti)− ti) · δti; if M 6∈ T,
(2.1)
where {ti}i∈I , I ⊂ N, is the set of all right-scattered points of T, M is the supremum of T, λ is the Lebesgue measure, δti is the Dirac
measure concentrate at ti and µM is a degenerate measure defined as µM(A) = 0 if M 6∈ A and µM(A) = +∞ if M ∈ A.
We denote by AC([a, b]T) the set of all absolutely continuous functions which are absolutely continuous on [a, b]T; this
set of functions is characterized in the following results.
Theorem 2.1 ([8, Theorem 2.1]). A function F : [a, b]T → R is absolutely continuous on [a, b]T if and only if there exists
f ∈ L1∆([a, b)T) such that
F(t) = F(a)+
∫
[a,t)T
f (s)∆s, for all t ∈ [a, b]T. (2.2)
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In this case, F is∆-differentiable∆-almost everywhere on [a, b)T and F∆ = f ∆-almost everywhere on [a, b)T. Moreover, if
f is continuous at t ∈ [a, b)T, then F∆(t) = f (t).
Theorem 2.2 ([15, Theorem 3.1]). A function F : [a, b]T → R is absolutely continuous on [a, b]T if and only if the following
conditions hold true:
(i) F is continuous and of bounded variation on [a, b]T.
(ii) F maps every∆-null measure subset of [a, b]T into a Lebesgue null measure set.
Next, we enunciate a useful criterion for absolute continuity of the inverse function of any strictly monotone and
absolutely continuous function on a closed interval [a, b]T. Moreover, it gives a formula to calculate the ∆˜-derivative of
the inverse function.
Theorem 2.3 ([15, Theorem 5.1]). Let F : [a, b]T → [a˜, b˜]T˜ = F([a, b]T) be an absolutely continuous and strictly monotone
function on [a, b]T.
The function F−1 : [a˜, b˜]T˜ → [a, b]T is absolutely continuous on [a˜, b˜]T˜ if and only if F∆(t) 6= 0 for ∆-a.a. t ∈ [a, b)T.
Moreover, if F−1 is absolutely continuous on [a˜, b˜]T˜, then, the following statements hold:
(i) If F−1 is strictly increasing on [a˜, b˜]T˜, then,
(F−1)∆˜(t˜) = 1
F∆(F−1(t˜))
for ∆˜-a.a. t˜ ∈ [a˜, b˜)T˜.
(ii) If F−1 is strictly decreasing on [a˜, b˜]T˜, then,
(F−1)∆˜(t˜) = 1
F∆(ρ(F−1(t˜)))
for ∆˜-a.a. t˜ ∈ [a˜, b˜)T˜.
The previous two results allow to deduce the following one.
Proposition 2.2. Let F : [a, b]T → F([a, b]T) ⊂ [a˜, b˜]T˜ be an absolutely continuous on [a, b]T and let N˜ ⊂ [a˜, b˜)T˜ be a ∆˜-null
measure set.
If F∆ > 0∆-almost everywhere on [a, b)T and F ◦ σ = σ˜ ◦ F on [a, b)T, then, F−1(N˜) is a∆-null measure set.
Proof. From Theorem 2.3, as F∆ > 0 ∆-almost everywhere on [a, b)T, we know that F−1 : F([a, b]T) ⊂ [a˜, b˜]T˜ → [a, b]T
is an absolutely continuous function on F([a, b]T).
Since N˜ ⊂ [a˜, b˜)T˜ is a ∆˜-null measure set, it follows from Theorem 2.2 that F−1(N˜) ⊂ [a, b)T is a Lebesgue null measure
set; moreover, from (2.1) we have that N˜ has not right-scattered points of [a˜, b˜)T˜ and, because of F is strictly increasing on
[a, b]T, equality F ◦ σ = σ˜ ◦ F on [a, b)T ensures that F−1(N˜) has not right-scattered points of [a, b)T. Therefore, from (2.1),
we deduce that F−1(N˜) is a∆-null measure set. 
Remark 2.1. Contrary to the real case, for arbitrary time scales, condition F∆ 6= 0∆-almost everywhere on [a, b)T is not
sufficient to guarantee that F−1(N˜) is a∆-null measure set. For example, ifT = T˜ = [0, 1]∪[2, 3], and F : T→ T is defined
as F(t) = 3− t , then, F∆ ≡ −1 on [0, 1] ∪ [2, 3), however, {0} is a∆-null set and F−1{0} = {3} has infinite∆-measure.
From this property we obtain the following change rule for absolutely continuous functions.
Proposition 2.3. Let F ∈ AC([a, b]T) such that F([a, b]T) ⊂ [a˜, b˜]T˜ and let F˜ ∈ AC([a˜, b˜]T˜).
If F∆ > 0∆-almost everywhere on [a, b)T and F ◦ σ = σ˜ ◦ F on [a, b)T, then,
(F˜ ◦ F)∆(t) = F˜ ∆˜(F(t)) · F∆(t) for ∆-a.a. t ∈ [a, b)T.
Proof. Theorem 2.1 establishes the existence of a ∆-null measure set such that F is ∆-differentiable on [a, b)T \ N and
the existence of a ∆˜-null measure set N˜ ⊂ [a˜, b˜)T˜ such that F˜ is ∆˜-differentiable on [a˜, b˜)T˜ \ N˜ and so, the chain rule for
∆-derivatives established in [3, Theorem 8.35] guarantees that
(F˜ ◦ F)∆(t) = F˜ ∆˜(F(t)) · F∆(t) for all t ∈ [a, b)T \ (F−1(N˜) ∩ N);
thus, the conclusion follows from Proposition 2.2. 
As a straight forward consequence of the previous results we deduce the following onewhichwewill use in the following
sections.
Corollary 2.1. Let N ⊂ [a, b)T and N˜ ⊂ [a˜, b˜)T˜ be a∆- and a ∆˜-null measure set respectively, and let f1, f2 : [a, b]T×[a˜, b˜]T˜ →
R be such that
f1(g(t), g˜(t˜)) = f2(g(t), g˜(t˜)) for all (t, t˜) ∈ ([a, b)T \ N)× ([a˜, b˜)T˜ \ N˜). (2.3)
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Let u : [a1, b1]T ⊂ [a, b]T → [a˜, b˜]T˜, u ∈ AC([a1, b1]T) such that u∆ > 0∆-almost everywhere on [a1, b1)T and
u ◦ σ = σ˜ ◦ u on [a1, b1)T. Then, u is a solution to
u∆(t) = f1(g(t), u(g(t))) for ∆-a.a. t ∈ [a1, b1)T, u(a1) = u0, (2.4)
if and only if u is a solution to
u∆(t) = f2(g(t), u(g(t))) for ∆-a.a. t ∈ [a1, b1)T, u(a1) = u0. (2.5)
Next we will prove that the inverse of a solution to (P˜) solves (P).
Theorem 2.4. If v : [t˜0, T˜v]T˜ → D is a solution to (P˜) such that v∆˜ > 0 ∆˜-almost everywhere on [t˜0, T˜v)T˜, and v ◦ σ˜ = σ ◦ v
on [t˜0, T˜v)T˜, then, function v−1 : [t0, v(T˜v)]T → R, is a solution to (P) and v−1 ◦ σ = σ˜ ◦ v−1 on [t0, v(T˜v))T.
Proof. Since v∆˜ > 0 ∆˜-almost everywhere on [t˜0, T˜v)T˜, we know that v is strictly increasing on [t˜0, T˜v]T˜ and so, from
relations v([t˜0, T˜v]T˜) ⊂ [t0, T ]T and v ◦ σ˜ = σ ◦ v on [t˜0, T˜v)T˜, we have that t0 < v(T˜v) ≤ T , v([t˜0, T˜v]T˜) = [t0, v(T˜v)]T,
and v−1 ◦ σ = σ˜ ◦ v−1 on [t0, v(T˜v))T. Moreover, Theorem 2.3 establishes that v−1 : [t0, v(T˜v)]T → [t˜0, T˜v]T˜ ⊂ D˜ is an
absolutely continuous function on [t0, v(T˜v)]T and the existence of a∆-null measure set N1 ⊂ [t0, v(T˜v))T such that
(v−1)∆(t) = 1
v∆˜(v−1(t))
> 0 for all t ∈ [t0, v(T˜v))T \ N1. (2.6)
On the other hand, there exists N˜ ⊂ [t˜0, T˜v)T˜ a ∆˜-null measure set such that
0 < v∆˜(t˜) = f˜ (g˜(t˜), v(g˜(t˜))) = 1
f (v(g˜(t˜)), g˜(t˜))
for all t˜ ∈ [t˜0, T˜v)T˜ \ N˜,
which implies, by equalities v ◦ σ˜ = σ ◦ v on [t˜0, T˜v)T˜ and v([t˜0, T˜v)T˜) = [t0, v(T˜v))T, that
0 < v∆˜(v−1(t)) = 1
f (g(t), v−1(g(t)))
for all t ∈ [t0, v(T˜v))T \ v(N˜) (2.7)
and as we know, from Proposition 2.2, that v(N˜) is a∆-null measure subset of [t0, v(T˜v))T, from (2.6) and (2.7), we conclude
that v−1 is a solution to (P). 
Remark 2.2. An analogous result is valid if we change the role of problems (P) and (P˜).
As a consequence of the previous result we deduce the following one which we will use in the following sections.
Corollary 2.2. If the problem (P˜) has at most one solution v on [t˜0, T˜1]T˜ such that v∆˜ > 0 ∆˜-almost everywhere on [t˜0, T˜1)T˜,
and v ◦ σ˜ = σ ◦ v on [t˜0, T˜1)T˜, for each T˜1 ∈ (t˜0, T˜ ]T˜, then, the problem (P) has at most one solution u on [t0, T1]T, such that
u∆ > 0∆-almost everywhere on [t0, T1)T, and u ◦ σ = σ˜ ◦ u on [t0, T1)T, for each T1 ∈ (t0, T ]T.
3. Sufficient conditions for the existence of solutions to (P)
First of all, we define some concepts related to the initial dynamic equations (P).
Definition 3.1. Let T0 ∈ (t0, T ]T.
(1) We say that u− is a lower solution to (P) in [t0, T0]T if u− ∈ AC([t0, T0]T), u−([t0, T0]T) ⊂ D˜, u−(t0) = t˜0 and
(u−)∆ (t) ≤ f (g(t), u−(g(t))) for∆-a.a. t ∈ [t0, T0)T.
If T0 = T , then, we say that u− is a lower solution to (P).
The concepts of upper solution to (P) in [t0, T0]T and upper solution to (P) are defined by reversing the previous
inequality.
(2) For a subset Y ⊂ AC([t0, T0]T), a function u∗ ∈ Y is said to be the minimal solution to (P) in Y if u∗ is a solution to
(P) and u∗ ≤ u on [t0, T0]T for any other solution u ∈ Y ; the maximal solution to (P) in Y is defined by reversing the
inequalities. Whenever both the minimal and the maximal solutions to (P) in Y exist, they are called extremal solutions
to (P) in Y .
Analogously, we can define the concepts of lower and upper solution to (P˜) in [t˜0, T˜0]T˜ with T˜0 ∈ (t˜0, T˜ ]T˜.
3.1. Conditions for the existence of local solution
By taking into account the relation between solutions to (P)with strictly positive weak∆-derivative and solutions to (P˜)
with strictly positive weak ∆˜-derivative achieved in Theorem 2.4 and an existence and approximation result for extremal
solutions in the set of all absolutely continuous functions to initial dynamic equations proved in [8], we will prove the
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existence and approximation of local extremal solutions to (P) in the set of all absolutely continuous functions with strictly
positive weak∆-derivative.
We will suppose that f : [t0, T ] × D˜→ R and g˜ : T˜→ T˜ satisfy the following hypotheses:
(HLf) The following conditions hold:
(HLf1) For every v ∈ AC(D˜) such that v(D˜) ⊂ [t0, T ], function f (v(·), ·) is ∆˜-measurable in D˜.
(HLf2) For ∆˜-almost all t˜ ∈ [t˜0, T˜ )T˜, we have,
lim inf
s→t−
f (s, g˜(t˜)) ≥ f (t, g˜(t˜)) for all t ∈ (t0, T ]
and
f (t, g˜(t˜)) ≥ lim sup
s→t+
f (s, g˜(t˜)) for all t ∈ [t0, T ).
(HLf3) There exists m˜ : D˜→ R¯ such that m˜ ◦ g˜ ∈ L1∆˜([t˜0, T˜ )T˜) and
0 <
1
m˜(g˜(t˜))
≤ f (t, g˜(t˜)) and 0 < f (t, t˜)
for all t ∈ [t0, T ] and for ∆˜-almost all t˜ ∈ [t˜0, T˜ )T˜.
(Hg) If g˜ = Id|T˜, then, for every right-scattered point t˜ ∈ [t˜0, T˜ )T˜, the function defined for every t ∈ [t0, T ] as
t + (σ˜ (t˜)− t˜) 1f (t,t˜) is non-decreasing in [t0, T ].
Moreover we will assume the following condition about solutions to (P˜)with strictly positive weak ∆˜-derivative.
(Hs) If v ∈ AC([t˜0, T˜v]T˜) is a function which satisfies (P˜) and v∆˜ > 0 ∆˜-almost everywhere on [t˜0, T˜v)T˜, then, v([t˜0, T˜v]T˜) ⊂
[t0, T ]T and v ◦ σ˜ = σ ◦ v on [t˜0, T˜v)T˜.
Remark 3.1. Since we are interested in solutions to (P) with strictly positive ∆-derivative, it is no loss of generality to
suppose that the conditions (HLf2) and (HLf3) hold for all t˜ ∈ [t˜0, T˜ )T˜ because if these conditions are valid only for
t˜ ∈ [t˜0, T˜ )T˜ \ N˜ , where N˜ 6= ∅ is a ∆˜-null measure set, then, we consider
S := {t˜ ∈ (t˜0, T˜ )T˜, t˜ is left-dense and right-scattered} ⊂ R
where R = {t˜i}i∈I˜ is the set of all right-scattered points of D˜o which is at most countable.
By defining f ∗ : [t0, T ] × D˜→ R¯ andm∗ : D˜→ (0,+∞) as
f ∗(t, t˜) := f ∗(t, g˜(t˜1)) =
{
f (t, g˜(t˜1)); if t˜1 ∈ [t˜0, T˜ )T˜ \ N˜,
1; if t˜1 ∈ N˜,
and
m∗(t˜) = m∗(g˜(t˜1)) :=
{
m˜(g˜(t˜1)); if t˜1 ∈ [t˜0, T˜ )T˜ \ N˜,
1; if t˜1 ∈ N˜,
if t˜ 6∈ S and g˜(t˜1) = t˜ , and f ∗(t, t˜) := 1,m∗(t˜) := 1 if t˜ ∈ S, it turns out that f ∗ satisfies conditions (HLf2) and (HLf3) for all
t˜ ∈ [t˜0, T˜ )T˜ andm∗ in (HLf3).
Moreover, it follows that
f (g(t), g˜(t˜)) = f ∗(g(t), g˜(t˜)) for all (t, t˜) ∈ [t0, T )T × ([t˜0, T˜ )T˜ \ N˜)
and so, Corollary 2.1 guarantees that problem (P) and problem{
u∆(t) = f¯ (g(t), u(g(t))) ∆-a.a. t ≥ t0, t ∈ T,
u(t0) = t˜0,
have the same solutions with strictly positive weak∆-derivative.
The existence and approximation result of local extremal solutions is the following.
Theorem 3.1. Assume (HLf), (Hg) and (Hs). Then, there exists a T0 ∈ (t0, T ]T such that (P) has extremal solutions in the set
Y0 := {u ∈ AC([t0, T0]T) : u∆ > 0∆-a.e. on [t0, T0)T and u◦σ = σ˜ ◦u on [t0, T0)T}. Moreover, if u∗ and u∗ stand, respectively,
for the minimal and the maximal solution to (P) in Y0, then, for all t ∈ [t0, T0]T, the following equalities hold:
u∗(t) = min{u+(t) : u+ ∈ Y0 is an upper solution to (P) in [t0, T0]T},
u∗(t) = max{u−(t) : u− ∈ Y0 is a lower solution to (P) in [t0, T0]T}.
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Proof. By Remark 3.1 we can assume that f satisfies conditions (HLf2) and (HLf3) for all t˜ ∈ [t˜0, T˜ )T˜.
Claim 1: There exists a T0 ∈ (t0, T ]T such that (P) has at least one solution in Y0.
We consider the extension to R of f˜ , fˆ : D˜× R→ R¯ defined as
fˆ (t˜, t) :=

0; if t < t0,
f˜ (t˜, t); if t ∈ [t0, T ],
m˜(t˜); if t > T .
(3.1)
We will show that fˆ satisfies the following properties:
(i) For each v ∈ AC(D˜), function fˆ (·, v(·)) is ∆˜-measurable in D˜.
Fix v ∈ AC(D˜). By (HLf3) and Remark 3.1, we have that for every t˜ ∈ D˜,
fˆ (t˜, v(t˜)) =

0; if v(t˜) < t0,
1
f (V (t˜), t˜)
; if v(t˜) ∈ [t0, T ],
m˜(t˜); if v(t˜) > T ,
where V : D˜→ R is defined as V (t˜) := max{min{v(t˜), T }, t0}. Because of V ∈ AC(D˜) and V (D˜) ⊂ [t0, T ], we deduce, from
(HLf1), that fˆ (·, v(·)) is ∆˜-measurable in D˜.
(ii) For all (t˜, t) ∈ [t˜0, T˜ )T˜ × R, we have
lim sup
s→t−
fˆ (g˜(t˜), s) ≤ fˆ (g˜(t˜), t) ≤ lim inf
s→t+
fˆ (g˜(t˜), s).
These inequalities are trivial on D˜ × ((−∞, t0) ∪ (T ,+∞)), the first one is trivial in t0 and the second one is trivial in T .
Moreover, if (t˜, t) ∈ [t˜0, T˜ )T˜ × (t0, T ], then, it follows from (HLf2) and (HLf3) that
lim sup
s→t−
fˆ (g˜(t˜), s) = lim sup
s→t−
1
f (s, g˜(t˜))
= 1
lim inf
s→t−
f (s, g˜(t˜))
≤ 1
f (t, g˜(t˜))
= fˆ (g˜(t˜), t);
analogously, one can deduce the second inequality on [t˜0, T˜ )T˜ × [t0, T ).
(iii) For all (t˜, t) ∈ [t˜0, T˜ )T˜ × R, |fˆ (g˜(t˜), t)| ≤ m˜(g˜(t˜)); it is a direct consequence of (HLf3) and Remark 3.1.
(iv) If g˜ = Id|T˜, then, for every right-scattered point t˜ ∈ [t˜0, T˜ )T˜, the function defined for every t ∈ R as t + (σ˜ (t˜)− t˜)fˆ (t˜, t)
is non-decreasing in R; obvious from (Hg).
Therefore, fˆ satisfies the hypotheses of [8, Theorem 4.1] and so, there exist v∗, v∗ ∈ AC(D˜) which satisfy equality of the
global problem
(Pˆ)
{
v∆˜(t˜) = fˆ (g˜(t˜), v(g˜(t˜))) ∆˜-a.a. t˜ ∈ [t˜0, T˜ )T˜,
v(t˜0) = t0,
and v∗ ≤ v ≤ v∗ on D˜ for any other u ∈ AC(D˜) which satisfies problem (Pˆ); moreover, v∗ is the biggest lower solution in
the sense of [8] and v∗ is the smallest upper solution in the sense of [8].
If v ∈ AC(D˜) is a function which satisfies (Pˆ), as fˆ ≥ 0 on D˜ × R, then, v ≥ t0 on D˜; so that, it follows from (3.1) and
(HLf3) that for ∆˜-almost all t˜ ∈ D˜, we have that
v∆˜(t˜) > 0. (3.2)
Define
T0 := min{T , v∗(T˜ )}, (3.3)
so that, by (3.2) and (Hs), we know that there exists T˜v∗ ∈ (t˜0, T˜ ]T˜ such that v∗([t˜0, T˜v∗ ]T˜) = [t0, T0]T. If v ∈ AC(D˜) satisfies
(Pˆ), then, it follows from (3.2), that there exists T˜v ∈ (t˜0, T˜v∗ ]T˜ such that
v∆˜(t˜) = f˜ (g˜(t˜), v(g˜(t˜))) for ∆˜-a.a. t˜ ∈ [t˜0, T˜v]T˜,
whence we deduce, by (Hs), that [t0, T0]T = v∗([t˜0, T˜v∗ ]T˜) ⊂ v([t˜0, T˜v]T˜) = [t0, v(T˜v)]T; thus, Theorem 2.4 establishes that
the function v−1 : [t0, T0]T → R is a solution to (P)which, from Theorem 2.3, belongs to Y0.
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Claim 2: Problem (P) has extremal solutions in Y0.
We know that if v ∈ AC(D˜) is a function which satisfies (Pˆ) then, (v∗)−1, (v∗)−1 and v−1 define solutions to (P) in Y0 and
(v∗)−1 ≥ v−1 ≥ (v∗)−1 on [t0, T0]T. Therefore, in order to ensure that u∗ := (v∗)−1 and u∗ := (v∗)−1 are the minimal and
maximal solution respectively to (P) in Y0 it suffices to prove that every solution to (P) in Y0 is defined from the inverse of
a solution to (Pˆ). Indeed, let u ∈ Y0 be a solution to (P).
If u(T0) < T˜ , then, we know, from Theorem 2.4 and Remark 2.2, that u−1 : [t˜0, u(T0)]T˜ → R, where [t˜0, u(T0)]T˜ ( D˜, is a
solution to{
v∆˜(t˜) = fˆ (g˜(t˜), v(g˜(t˜))) ∆˜-a.a. t˜ ∈ [t˜0, u(T0))T˜.
v(t˜0) = t0.
Since the problem{
v∆˜(t˜) = fˆ (g˜(t˜), v(g˜(t˜))) ∆˜-a.a. t˜ ∈ [u(T0), T˜ )T˜,
v(u(T0)) = T0
satisfies the hypotheses of [8, Theorem 4.1], it turns out that it has at least one solution v1 ∈ AC([u(T0), T˜ ]T˜).
Therefore, the function v : D˜→ R defined as
v(t˜) :=
{
u−1(t˜); if t˜ ∈ [t˜0, u(T0)]T˜,
v1(t˜); if t˜ ∈ [u(T0), T˜ ]T˜
is a solution to (Pˆ).
Else if u(T0) = T˜ , then, Theorem 2.4 and Remark 2.2 guarantees that u−1 is defined in D˜ and is a solution to (Pˆ).
Claim 3: If u∗ denotes theminimal solution to (P) in Y0, then, for all t ∈ [t0, T0]T, u∗(t) = min{u+(t) : u+ ∈ Y0 is an upper
solution to (P) in [t0, T0]T}.
Since u∗ is an upper solution to (P) in [t0, T0]T and u∗ ∈ Y0, it suffices to see that if u ∈ Y0 is an upper solution to (P)
in [t0, T0]T, then, u∗ ≤ u on [t0, T0]T. Let u ∈ Y0 be an upper solution to (P) in [t0, T0]T, by following similar arguments to
those in the proof of Theorem 2.4, one can prove that u−1 : [t˜0, u(T0)]T˜ → R is a lower solution to{
v∆˜(t˜) = f˜ (g˜(t˜), v(g˜(t˜))) ∆˜-a.a. t˜ ∈ [t˜0, u(T0))T˜,
v(t˜0) = t0
and by reasoning as in Claim 2, one can show that there exists v ∈ AC(D˜) a lower solution to (Pˆ)which match up to u−1 on
[t˜0, u(T0)]T˜. Consequently, we have that u−1 ≤ v∗ on [t˜0, u(T0)]T˜, or equivalently, u ≥ (v∗)−1 on [t0, T0]T.
Analogously, one can prove that if u∗ denotes the minimal solution to (P) in Y0, then, for all t ∈ [t0, T0]T, the relation
u∗(t) = max{u−(t) : u− ∈ Y0 is a lower solution to (P) in [t0, T0]T }
holds and the proof is complete. 
Note that for the real case, that is, T˜ = T = R, condition (Hs) is not a restriction because it is always true. Next, we
present two simple examples in which (Hf) holds, (Hs) is not satisfied and problem (P) has not solution.
In the first one,wewill see (Hs)does not hold because there exists a solution to (P˜)with strict positiveweak ∆˜-derivative,
image of which is not a subset of D.
Example 3.1. Let T = T˜ = {0, 1, 2}, then, f1 : [0, 2] × {0, 1, 2} → R be defined as f1(t, t˜) = t˜ + 1 satisfies (HLf), however
(Hs) does not hold as the unique solution to problem
v(n+ 1)− v(n) = 1
n+ 2 ; v(0) = 0
is given by v ≡ {0, 1/2, 5/6} 6⊆ {0, 1, 2}; moreover, it is obvious that problem
u(n+ 1)− u(n) = u(n+ 1)+ 1; u(0) = 0
has no solution.
One can think that condition v([t˜0, T˜v]T˜) ⊂ [t0, T ]T in (Hs) is enough to ensure the existence of extremal solutions to
(P), however, in the following example we will see that this condition is satisfied but the relation v ◦ σ˜ = σ ◦ v fails only
in a right-scattered point of [t0, Tv)T.
Example 3.2. Let T = T˜ = {0, 1, 2, 3, 4} and let f2 : [0, 4] × {0, 1, 2, 3, 4} → R be defined as f2(t, t˜) = 1/2 if t˜ = 1 and
f2(t, t˜) = 1 if t˜ 6= 1; condition (HLf) is readily verified and, because of the unique solution to problem
v(n+ 1)− v(n) = f˜2(n+ 1, v(n+ 1)); v(0) = 0
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is defined on {0, 1, 2, 3}, its image is given by v ≡ {0, 2, 3, 4} ⊂ {0, 1, 2, 3, 4}, v(σ˜ (t˜)) = σ(v(t˜)) for all t˜ ∈ {1, 2} and
v(σ˜ (0)) = v(1) = 2 6= 1 = σ(v(0)), it turns out that (Hs) is not satisfied; moreover, it is easy to check that problem
u(n+ 1)− u(n) = f2(n+ 1, u(n+ 1)); u(0) = 0
has no solution.
3.2. Conditions for the existence of global solution
Next, we will deduce some sufficient conditions to guarantee the existence of extremal solutions to (P) in the set
Y := {u ∈ AC(D) : u∆ > 0∆-a.e. on D0 and u ◦ σ = σ˜ ◦ u on D0}, (3.4)
note that every solution u ∈ Y to (P) is defined in the whole closed subinterval D of T and so, it is a global solution.
It is easy to deduce that condition (HLf) is not sufficient to guarantee the existence of a global solution on D to
problem (P).
We will assume that f : [t0, T ] × D˜→ R¯ satisfies the following condition:
(HGf) Condition (HLf) is satisfied and there exists M˜ ∈ L1
∆˜
([t˜0, T˜ )T˜) such that the following conditions hold:
(HGf1) For all t ∈ [t0, T ] and for ∆˜-almost all t˜ ∈ [t˜0, T˜ )T˜, f (t, g˜(t˜)) ≤ 1M˜(t˜) .
(HGf2)
∫
[t˜0,T˜ )T˜ M˜(t˜) ∆˜t˜ ≥ T − t0.
Theorem 3.2. Assume (HGf), (Hg) and (Hs). Then, (P) has extremal solutions in the set Y defined in (3.4). Moreover, if u∗ and
u∗ stand, respectively, for the minimal and the maximal solution to (P) in Y , then, for all t ∈ D, the following equalities hold:
u∗(t) = min{u+(t) : u+ ∈ Y is an upper solution to (P)}, (3.5)
u∗(t) = max{u−(t) : u− ∈ Y is a lower solution to (P)}. (3.6)
Proof. By Remark 3.1 we can assume that f satisfies condition (HGf) for all t˜ ∈ [t˜0, T˜ )T˜. As a consequence of Theorem 3.1
we only have to show that T0 defined in (3.3) satisfies that
T0 := min{T , v∗(T˜ )} = T . (3.7)
If v ∈ AC(D˜) is a function which satisfies (Pˆ), then, by (3.1), (HLf3) and (HGf1), we know that v∆˜(t˜) ≥ M˜(t˜), for ∆˜-almost
all t˜ ∈ [t˜0, T˜ )T˜, so that, by (HGf2), we have that
v(T˜ ) = t0 +
∫
[t˜0,T˜ )T˜
v∆˜(t˜) ∆˜t˜ ≥ t0 +
∫
[t˜0,T˜ )T˜
M˜(t˜) ∆˜t˜ ≥ T ,
which implies that (3.7) holds. 
Theorem 3.3. Assume condition (Hs), moreover, assume that there exists M˜ ∈ L1
∆˜
([t˜0, T˜ )T˜) such that (HGf1) and (HGf2) hold
and, for all (t, t˜) ∈ [t0, T ) × [t˜0, T˜ )T˜, there exist ε = ε(t, t˜) > 0 and ε˜ = ε˜(t, t˜) > 0 such that t + ε ∈ D whenever t ∈ D,
t˜ + ε˜ ∈ D˜, the restriction f : [t, t + ε] × [t˜, t˜ + ε˜]T˜ → R¯ satisfies (HLf) and (Hg) and, moreover, if t ∈ D, then, we have∫
[t˜,t˜+ε˜)T˜ M˜(s˜) ∆˜s˜ ≥ ε.
Then, (P) has extremal solutions in the set Y defined in (3.4). Moreover, equalities (3.5) and (3.6) are satisfied.
Proof. Let ε and ε˜ such that f : [t0, t0+ε]×[t˜0, t˜0+ ε˜]T˜ → R¯ satisfies (HLf) and (Hg) and,moreover
∫
[t˜0,t˜0+ε˜)T˜ M˜(s˜) ∆˜s˜ ≥ ε;
so that, Theorem 3.2 establishes that problem (P) has extremal solutions on [t0, t0 + ε]T with strictly positive weak
∆-derivative on [t0, t0 + ε)T.
Let t1 ∈ D be the supremum of t ∈ (t0, T ]T such that problem (P) has extremal solutions in the set of absolutely
continuous functions on [t0, t]T with strictly positive weak∆-derivative on [t0, t)T. We have that t1 = T ; indeed, if t1 < T ,
then, the maximal solution u∗ to (P) on [t0, t1]T satisfies that either u∗(t1) < T˜ or u∗(t1) = T˜ .
If u∗(t1) < T˜ , then, the argument used before allows to obtain a continuation of u∗ which contradicts with the choice
of t1.
Else if u∗(t1) = T˜ , then, by Theorem 2.4, Remark 2.2 and condition (HGf1), we know that v := (u∗)−1 satisfies that
v∆˜(t˜) = f˜ (g˜(t˜), v(g˜(t˜))) ≥ M˜(t˜) ∆˜-a.a. t˜ ∈ [t˜0, T˜ )T˜,
whence it follows, by (HGf2), that
t1 = v(T˜ ) = t0 +
∫
[t˜0,T˜ )T˜
v∆˜(t˜) ∆˜t˜ ≥ T ,
which is a contradiction with t1 < T . 
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4. Uniqueness results
Next, wewill introduce some conditions to guarantee either atmost one or exactly one solution to (P) in the set Y defined
in (3.4).
We will assume that f : [t0, T ] × D˜→ R¯ satisfies the following condition:
(HUf) For all t1, t2 ∈ [t0, T ]T, t1 ≤ t2, and for ∆˜-almost all t˜ ∈ [t˜0, T˜ )T˜,
f (t1, g˜(t˜))− f (t2, g˜(t˜)) ≤ h(t2 − t1, g˜(t˜)),
where h : R+× D˜→ R¯+ is a function such thatw ≡ 0 is the only absolutely continuous function in D˜which satisfies
(P˜h)
{
w∆˜(t˜) ≤ min {h(w(g˜(t˜)), g˜(t˜)) · m˜2(g˜(t˜)), m˜(g˜(t˜))} ∆˜-a.a. t˜ ∈ D˜0,
w(t˜0) = 0.
Theorem 4.1. The problem (P) has at most one solution u on D such that u ◦ σ = σ˜ ◦ u on D0 if the hypotheses (HLf3),
(HUf) and (Hg) hold.
Proof. If u ∈ AC(D) is a solution to (P), it follows from (HLf3) that u∆ > 0 on [t0, T ]T.
By Corollary 2.2 it suffices to show that (P˜) has atmost one solution v on [t˜0, T˜1]T˜, such that v∆˜ > 0 ∆˜-almost everywhere
on [t˜0, T˜1)T˜ and v ◦ σ˜ = σ ◦ v on [t˜0, T˜1)T˜, for each T˜1 ∈ (t˜0, T˜ ]T˜.
Assume that v1 and v2 are two of those solutions of (P˜) in [t˜0, T˜1]T˜, where T˜1 ∈ (t˜0, T˜ ]T˜. It follows from [8, Lemma 3.1]
that x(t˜) = max{v1(t˜), v2(t˜)} is a lower solution to (P˜) in [t˜0, T˜1]T˜. We define
v(t˜) :=
{
x(t˜)− v1(t˜); if t˜ ∈ [t˜0, T˜1)T˜,
x(T˜1)− v1(T˜1); if t˜ ∈ [T˜1, T˜ ]T˜.
(4.1)
Since v1 is a solution and x is a lower solution to (P˜) in [t˜0, T˜1]T˜, we deduce, from (HLf3) and (HUf), that for ∆˜-a.a. t˜ ∈ [t˜0, T˜1)T˜
v∆˜(g˜(t˜)) ≤ f˜ (g˜(t˜), x(g˜(t˜)))− f˜ (g˜(t˜), v1(g˜(t˜)))
= f (v1(g˜(t˜)), g˜(t˜))− f (x(g˜(t˜)), g˜(t˜))
f (v1(g˜(t˜)), g˜(t˜)) · f (x(g˜(t˜)), g˜(t˜))
≤ min {h(v(g˜(t˜)), g˜(t˜)) · m˜2(g˜(t˜)), m˜(g˜(t˜))} ;
then v satisfies (Ph), which implies that x = v1 in [t˜0, T˜1]T˜. Moreover, in a similar way, we deduce that x = v2 in [t˜0, T˜1]T˜.
Thus v1 = v2 in [t˜0, T˜1]T˜, which concludes the proof. 
The next existence and uniqueness theorem is a consequence of Theorems 3.2 and 4.1.
Theorem 4.2. Assume (HGf), (Hg), (Hs) and (HUf). Then, (P) has exactly one solution in the set Y defined in (3.4).
5. Examples
In this section we illustrate the applicability of some of the earlier results for two particular choices of time scales and
first-order dynamic equations.
The following example is devoted to find the solution to a class of first-order dynamic equation. It illustrates a technique
which can be applied to obtain the solutions tomany dynamic equations on time scales. For instance, it is useful to deal with
the following dynamic equation
x∆(t) = a(x)
an(x)tn + · · · + a1(x)t + a0(x)
for appropriate time scales.
Example 5.1. For q > 1 fixed, define qZ := {qk : k ∈ Z }, let qZ = qZ ∪ {0} be its closure, consider the time scales given by
T˜ = qZ.
Let f : [0,∞)× [0,∞)T˜ → R be defined by
f (t, x) =

0, if x = 0,
1
(q+ 1) x , if x ∈ (0, 1],
(q− 1) x σ˜ (x)
(x2 − 1) σ˜ (x) t + (q2 − 1) x2 e ln
2(σ˜ (x))
ln(q)
, if x > 1.
It is easy check that f satisfy (HLf) and (Hg) in [0, T ] × [0, T˜ ]T˜, for all T ∈ R+ and T˜ ∈ T˜. Thus, Theorem 3.1 ensures the
existence of extremal solutions to (P) in an interval of time scale T if condition (Hs) hold true.
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Consider the problem (P˜)with f˜ defined as in 1.1 and t0 = t˜0 = 0.
Using [14, Proposition 2.2] we can obtain that
∫ s
0 τ ∆˜τ = s2/(q+ 1). Thus, the function v(s) = s2 is the unique solution
of (P˜) in [0, T˜ ]T˜, for T˜ ∈ [0, 1]T˜.
On the other hand, the problem
z∆˜(s) = s
2 − 1
(q− 1)s z + e
ln2(σ˜ (s))
ln(q)
(q+ 1)s
σ˜ (s)
= p(s) z + g(s) s ≥ 1, s ∈ T˜,
with the initial condition z(1) = 1, is a regressive linear q-difference equation (that is 1+ µ˜(s)p(s) 6= 0 for all s ∈ T˜ and g
is rd-continuous), so a unique solution to this problem exists (see [3, Chap. 2]) and is given by
z(s) = ep(s, 1)
(
z(1)+
∫
[1,s)T˜
g(τ )
ep(σ (τ ), 1)
∆τ
)
.
Now consider the special case when p(s) = s2−1
(q−1)s . Using the techniques in [3, Chap. 2] we obtain ep(s, 1) = 1s e
ln2(s)
ln(q) and
z(s) = s2−1s e
ln2(s)
ln(q) + 1, s ∈ [1,∞)T˜.
It is easy to verify that the unique solution
v(s) =
s
2, if s ∈ [0, 1]T˜,
s2 − 1
s
e
ln2(s)
ln(q) + 1, if s ∈ T˜, s > 1,
of the dynamic equation (P˜) satisfies the conditions of Theorem 2.4 and Corollary 2.2 on any compact interval of the type
[0, T˜ ]T˜, if T = {q−2k : k ∈ N0} ∪ {qk(k+1) − qk(k−1) + 1 : k ∈ N0}. Thus the unique solution of (P) in [0,∞)T exists and is
uniquely determined by v−1 : [0,∞)T → [0,∞)T˜.
In the following example, the results obtained are applied to a simple model of population. The existence and
approximation of extremal solutions to a dynamic equation with initial conditions on time scales defined as a disjoint union
of real intervals is guaranteed.
Example 5.2. Let T˜ = ⋃
k∈N0
[2k, 2k+ 1].
Define f : R× T˜→ R¯ for every (x, t) ∈ R× T˜ as
f (x, t) := 1
p(t) x+ ep(t, 0) (5.1)
if t 6= 2k+ 1n , k, n ∈ N0, n > 1, and f (x, 2k+ 1n ) := 0, where p : T˜→ R is a regressive and rd-continuous function.
It is obvious that hypotheses (HLf) and (Hg) are satisfied in [0, X] × [0, T˜ ]T˜, for all X ∈ R+ and T˜ ∈ T˜. Thereby,
Theorem 3.1 guarantees the existence of extremal solutions to (P) with f defined in (5.1), t0 = t˜0 = 0 and g is the identity
on T =⋃k∈N[x(2k), x(2k+ 1)], where x is the unique solution of the linear problem:
x∆˜(t) = p(t) x+ ep(t, 0) (5.2)
for ∆˜-almost all t ∈ T˜ and x(0) = 0. This solution is given for ∆˜-almost all t ∈ T˜ (see [3, Chap. 2]), as
x(t) = ep(t, 0)
∫
[0,t)T˜
∆˜τ
1+ µ˜(τ )p(τ ) .
The uniqueness of solution for the last problem together with Theorem 2.4 and Corollary 2.2 allows to guarantee that
problem (P) has a unique solution.
We end this example by pointing out that Eq. (5.2) can be used both in the real and discrete cases in the mathematical
study of population dynamics in a certain period of time; this system includes the single species population models in the
time scale considered which can be interpreted as the life span of this species is one unit of time and just before the species
die out, eggs are laid which are hatched one unit of time later. For those species, the result means that one can find a time
function, T , whose growth is influenced by the number of individuals in the population, x, according to T∆(x) = f (x, t(x))
for∆-almost all t ∈ T, and f is given in (5.1).
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