ABSTRACT
Introduction
Shock waves are ubiquitous throughout the universe and play a crucial role in the transport of energy into the interstellar medium [1] . Therefore, the understanding of the dynamics and evolution of shock waves is crucial to the understanding of the structure of the interstellar medium [2] , When the radiation transport is important to the total energy budget, shock waves can be radiatively driven so that its dynamics can be significantly modified by radiative processes. At high shock velocity, the shocked medium is heated and ionized emitting radiation, which gives rise to radiative cooling. The radiation emitted in turn heats and ionizes the unshocked medium leading to the creation of a radiative precursor [3] . Radiative shocks are observed around astronomical objects in a wide variety of forms, e.g. accretion shock, pulsating stars, supernovae in their radiative cooling stage, bow shocks of stellar jet in galactic medium, collision of interstellar clouds and entry of rockets or comets into planetary atmospheres [4] [5] [6] [7] and they are also observed in laser inertial fusion [8] . However, each astronomical observation is unique and predominantly provides information on a small part of the shock evolution. This fact has led many groups to scale these astrophysical phenomena to accessible laboratory conditions and, recently, the study of radiative shocks has been highlighted as an area requiring further experimental investigations [1] . Moreover, laboratory studies of radiative shocks are also motivated by the developing ability to perform radiation-hydrodynamic experiments and by the need for experiments to benchmark new radiation-hydrodynamics codes useful for astrophysical simulations [3] . For a given shock velocity and a given initial gas pressure, materials with high atomic numbers suit the achievement of the radiative regime, and, for this reason, xenon is commonly employed for the medium in which the radiative shock propagates [9] [10] [11] [12] [13] [14] .
The need for accurate computation of radiative properties covers an extensive range of thermodynamic conditions. Depending on the thermodynamic character of the plasma under analysis (local thermodynamic equilibrium, LTE, or non local thermodynamic equilibrium, NLTE) existing physics models have different uses or implementations [15] . Under LTE conditions there exists an equation that gives the charge state distribution and the occupation probabilities of bound states, i.e., the Saha-Boltzmann (SB) equation. On the other hand, under NLTE conditions, the problem is complicated because there is not a priori expression for the occupation probabilities of bound states and therefore one must find the distribution of the ionic states by using a collisional-radiative model (CRM) [16] which requires the solution of a set of rate equations, with coupling of configurations, free electrons and photons. Moreover, if we consider that for accurate simulations of the emission and the absorption spectra it is essential to take into account as many quantum levels required to provide an accurate solution, the calculations can become computationally large. The number of the atomic levels involved, and therefore the amount of atomic data required is large and approximations must be made. For low and intermediate Z-plasmas Detailed Level Accounting (DLA) or Detailed Term Accounting (DTA) models are commonly used. On the other hand, for high-Z elements statistical approaches involving grouping of levels such as the Detailed Configuration Accounting (DCA) approach or SuperConfiguration Accounting (SCA) approach [17, 18] have been shown to be very efficient when they are combined with Unresolved Transition Array (UTA/SOSA) [19] and/or the SuperTransition Array (STA) formalisms [20] . More recently, new hybrid models that mix detailed levels and configurations are under development [21] [22] [23] . For these reasons, NLTE calculations are more difficult than LTE calculations.
The first objective of this paper is to determine for a range of plasma temperatures and densities, the average ionization state of the xenon plasmas and assess whether the plasma is in LTE or not. Whether a plasma is in LTE or not is important for several reasons: First, this allows us to establish in which density and temperature regions the LTE assumption is accurate. Second, the map for the average ionization identifies which are the most abundant ions for each plasma conditions. This fact will allow one to optimize subsequent computations of the radiative properties since the number of ions included in the calculation is reduced which is very relevant in elements like xenon with moderately high atomic number. Furthermore, this reduction allows us to include more atomic configurations per ion, which is important in the determination of the plasma atomic level populations and, therefore, of the radiative properties.
The second objective of this work is to characterize typical blast waves launched in xenon clusters [12, 14] . A blast wave is generally described as an expanding shock wave that is in the process of sweeping up the material that is ahead of the shock, which is important in astrophysical scenarios such as the supernova remnants. Blast waves launched in clusters typically have a gas density =5 -1CT 4 gcirT 3 and post-shock temperatures =5-10 eV. The conditions indicate that these blast waves are well within the radiative flux regime as the radiative energy flux is greater than the material energy flux, but well below the radiation dominated regime, in which the radiation pressure exceeds the material pressure [14] . The use of Xe has an advantage over experiments with solid plastic or foam targets, because at modest laser energies of <1 J one can access the radiative flux regime with shock velocities of =10 kms -1 . In this work we are interested in probing blast waves launched in xenon clusters belonging to the thin-thin regime of the radiative shocks [24] , where the blast wave is actually radiative and, finally, in determining the thermodynamic regime of pre-and post-shock regions. All the calculations presented in this work were performed using the computational package ABAKO/ RAPCAL [25] . Section 2 is devoted to a brief explanation of both codes. In sections 3 and 4, results and main conclusions are presented, respectively.
Theoretical model
The calculations in this work were performed using the computational package ABAKO/RAPCAL [25] that consists of two codes, ABAKO [26] and RAPCAL [27] .
ABAKO
ABAKO is devoted to the calculation of the plasma level populations for arbitrary optical depths in both LTE and NLTE conditions using a collisional-radiative steady state (CRSS) model. The CRSS model is solved level by level (or configuration by configuration, depending on the DLA or DCA approach) and it is applied to low-tohigh Z ions under a wide range of plasma conditions: Coronal Equilibrium, NLTE or LTE, optically thin and thick plasmas. Special care was taken during the development of our CRSS model to achieve an optimal balance between accuracy and computational cost. Hence, analytical expressions have been employed for the rate coefficients of the atomic processes included in the CRSS model, which yield a substantial saving of computational requirements, but still providing satisfactory results in relation to those obtained from more sophisticated codes and experimental data as it has been shown in recent NLTE code comparison workshops [28] [29] [30] . The processes included in the CRSS model are the following: collisional ionization [31] and three-body recombination, spontaneous decay, collisional excitation [32] and deexcitation, radiative recombination [33] , electron capture and autoionization. We have added between brackets the references wherefrom their approximated analytical rates coefficients have been acquired. The rates of the inverse processes are obtained through the detailed balance principle. It is worth pointing out that the autoionizing states are included explicitly. It has been shown that these contributions are critical to the determination of the ionization balance. The cross section of the autoionization is evaluated using detailed balance principle from the electron capture cross section which is obtained from the collisional excitation cross section using the approximation given in Ref. [34] .
Since the number of rate equations is large due to the number of atomic levels involved, ABAKO makes use of the technique of sparse matrices to storage the non-zero elements of the coefficient matrix of the system, which implies substantial savings in memory requirement. For the matrix inversion we use iterative procedures [25] because they entail much less memory than direct methods and, importantly, are faster.
The atomic data employed in this work were obtained from FAC code [35 ] . The calculations were carried out in the DCA approach. The radiative transitions rates in FAC are calculated in the single multipole approximation, and in this work they were obtained in the electric dipole approach. The UTA [ 19 ] formalism is used for the bound-bound transitions, so the transition energies include the UTA shift and width for each transition is provided. Furthermore, the line strengths are corrected for configuration interaction within the same non-relativistic configurations. The continuum lowering due to the influence of the plasma surrounding is also considered and is calculated by means of the expression due to Stewart and Pyatt [36] . Due to the inclusion of the continuum lowering, the kinetics equations must be solved iteratively, since the atomic data depend on ionization balance.
A key factor in the CRM calculations is the choice of configurations included in the model. Including configurations with energies up to three times the ionization potential should be adequate for accurate modeling of thermal plasmas [22, 37] . Thus, the set of configurations included was selected according to the following criteria:(l) ground configuration; (2) single excited configurations from the valence shell, n v , to shells with n v < n < n v + 4; (3) doubly-excited configurations from the valence shell to shells with n v < n < n v + 2 and (4) single excited configurations from the shell n v -l to shells with n v < n < n v + 2.
RAPCAL
RAPCAL code determines several relevant plasma radiative properties such as the spectrally resolved opacities and emissivities, mean and multigroup opacities, source functions, radiative power losses, specific intensities and plasma transmission. A detailed description of the code can be found in Ref. [27] . For this work, we focus our interest on the multifrequency and mean opacities as well as radiative power losses. For line transitions, natural, Doppler, UTA and electron-impact [38] broadenings were included. The lineshape function is applied by use of a Voigt profile that incorporates all these broadenings. In this work we have assumed complete redistribution hypothesis and, therefore, we have taken the same profiles for emission and absorption. Since the line contribution is dominant for the plasma conditions analyzed, photoionization cross sections have been evaluated using the semiclassical expression of Kramers [33] .
Results

Study of the thermodynamic regimes
We have obtained the map of the average ionization as a function of matter density and electron temperature (see Fig. 1 ). The range of plasma conditions considered covers both LTE and NLTE conditions so CRSS implemented in ABAKO was used. This map provides valuable information since it identifies the most abundant ions for each plasma conditions and thus allowing one to decrease the number of ions to be considered. This reduction allows us to include more atomic configurations per ion, which is important in the determination of the radiative properties. Another map of interest provides the thermodynamic regimes of the plasma as a function of matter density and electron temperature, since the resolution of SB equations is considerably easier than rate equations with a resulting reduction in computing time. To obtain this map, we proceeded as follows: when the ion populations, p¡, calculated from SB equations, pf B , present a mean deviation (Ap), with respect to those obtained from the CRSS model, pf RSS , is smaller than a certain criterion imposed (Ap*) then we consider that the use of LTE is acceptable for obtaining the ionization balance. The mean deviation is calculated as Ap where i runs over the whole set of ions included in the calculations. In previous works [27, 39] the criterion, Ap*, was fixed to 0.1 (=10%) for the thermodynamic regime maps of carbon and aluminum and in this work for xenon we have kept the same value for the criterion. Accordingly, we obtained the thermodyanmic map for xenon plotted in Fig. 2 . In Ref.
[39] we proved that taking the value of the criterion equal to 0.1 ensures that the deviations in the average ionization were always less than or equal to 1%. We have checked that this result also holds for xenon and we have also obtained that when the criterion is fulfilled the deviations for the Rosseland and Planck mean opacities are lower than 10% as it can be seen in Table  1 . However, we have found that for the radiative power loss we can obtain deviations larger than 10%, as can be observed in Table 1 for the case of 150 eV and 0.5 gcirr 3 . According to Fig. 2 , this case should be LTE but it is located in the border between LTE and NLTE regimes. In such situations the ground and the first excited levels could be in LTE but not the more excited ones. This fact is well illustrated in Fig. 3 , where we have shown the multifrequency opacity and emissivity for this particular case. From the figure we observe good agreement between the SB and the CRSS calculations of the multifrequency opacity whereas for the emissivities some differences are observed, which explains the low deviations in the mean opacities and the large discrepancies in the radiative power loss. On the other hand, in our analysis we have found that for regions far from the LTE regime, the SB calculations for the average ionization can be overestimated more than 100% with respect to the values provided by the CRSS model. Thus, for example, for a temperature of 200 eV and matter density of 10~5 gcirr 3 we obtained Z SB = 40.97 and Z CRSS = 19.89. In the mean opacities and radiative power losses these discrepancies can reach two orders of magnitude, which seen in Fig. 4 . From the figure we can also observe that for regions in the NLTE regime, the SB model overestimates the radiative power loss and underestimates the mean opacities.
Characterization of blast waves launched in xenon clusters
We now apply the results above to characterizing radiative blast waves launched in xenon clusters. In Ref.
[40] the conditions to define an optically thin, radiative regime for laboratory astrophysics experiments relevant to supernova remnants were formulated. In particular, in order to be optically thin the radiative flux should escape from the blast wave which implies that the photon mean free path, \ ra ¿ ¡ must be larger than a characteristic size scale of the system, h. Furthermore, to be radiative, the radiative cooling time, where T is the electron temperature in eV, n¡ is the ion density in crrr 3 and A is the cooling function in ergs cm 3 s _1 , which is the radiative power loss divided by the electron and ion particle densities. For optically thick plasmas, A should be replaced by the radiative flux [41] . In Ref. [14] an analysis was carried out of blast waves launched in clusters that have typical gas densities around 5 x 10~4 gcrrr 3 and post-shock temperatures around 5-10 eV and, according to our calculations of the average ionization shown in 
Table 2
Analysis of the mean deviations for the average ionization (Z), charge state distribution (p), Planck and Rosseland mean opacities (PMO and RMO, respectively) and radiative power loss (RPL) for the pre-and post-shock regions. radiative. However, their calculation of the mean free path only included the bremsstrahlung contribution to the opacity that is not a good approximation at these low densities and temperatures where line radiation is dominant. On the other hand, their calculation of the cooling time was made using the cooling function tabulated in Ref. [42] , which solves a coronal equilibrium model to obtain the level populations and is accurate for electron densities lower than those obtained in the experiments of interest here.
Using RAPCAL we have calculated both the Rosseland and Planck mean free paths including the bound-bound and bound-free contribution. From our calculations we find that the region where the plasma can be assumed optically thin is shifted, for a given temperature, toward lower densities due to the increases the opacity from line absorption. For the typical density of 5 x 10~4 gcirr 3 and temperature of 5 eV the Rosseland and Planck mean free paths obtained were 0.21 and 0.019 cm, respectively, and for a temperature of 10 eV, these were 0.74 and 0.03 cm, respectively. All of the mean free paths calculated are larger than h and, therefore, we conclude that the plasma in the post-shock region is optically thin. Thus, Planck averaging is justified and commonly used [43] . The results yield Planck mean free paths that are of the same order than h, and, therefore, we have analyzed the multifrequency opacity in order to detect in which spectral range the plasma is not optically thin. In Fig. 5 we show the spectrally resolved, Planck and Rosseland mean free paths and the characteristic size of the plasma for the temperature of 10 eV. Further, we have also plotted the Planck function to show which spectral ranges present a higher contribution in the Planck mean opacity. From the figure we observe that the plasma is optically thick only for the photons in the energy range of 60-85 eV, so for almost the whole photon energy range the plasma can be assumed as optically thin. Therefore, we can employ Eq. (2) to determine if the blast wave is in the radiative regime.
From our calculations we find that for the density of 5 x 10~4 gcirr 3 the plasma enters in the radiative regime for temperatures lower than =300 eV. From the calculations using the cooling functions provided in Ref. [42] , the temperature is around 600 eV. The cooling functions given in Ref. [42] were calculated for electron densities lower than 10 16 cirr 3 , whereas the electron density in this case is = 10 19 cirr 3 and, therefore, their results in this case could not be accurate. In any case, RAPCAL results also predicts that the blast waves under analyses are in the radiative regime.
Finally, we have analyzed the thermodynamic regime in this kind of experiments. For this purpose, we have analyzed a shock launched in xenon using the THOR laser system at the University of 80 120
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Photon energy (eV) Texas [12] . The gas density is 0.247 kg irT 3 and the electron density and average ionization of the pre-and post-shock regions are known. However, the electron temperature is unknown and in Ref. [14] it was estimated assuming LTE and applying an approach described in Ref. [44] . We have estimated the temperature solving both SB equations and the CRSS model. At 17 ns, for the pre-shock region the temperature given in Ref. [14] is around 7.5 eV, whereas our SB and CRSS calculations provided temperatures of 8.5 and 8.6 eV, respectively. For the post-shock region the temperature given by Ref. [14] is around 8.5 eV whereas our SB and CRSS estimation of the temperature are around 10 and 10.1 eV, respectively. First, from the results we observe that the LTE estimate from Ref. [14] gives a temperature which is around 1 eV lower than the value given by the SB equations. On the other hand, we detect that the SB and CRSS models provide very similar temperatures. In Table  2 we present the mean deviations between SB and CRSS calculations both for the pre-and post-shock regions. From the table, and according to the criterion presented, we could assume that the plasma is in the LTE regime. However, these cases of density and temperatures are near the border between the LTE and NLTE regimes, and, therefore, the discrepancies in the radiative power loss larger than 10% are expected due to the excited states could be in NLTE. This fact can be seen in Fig. 6 where noticeable differences between SB and CRSS emissivities are observed. Therefore, for these cases, although the SB equations would provide acceptable values of average ionization or mean opacities, the results for the radiative power loss and the emissivity would be not accurate enough and since we are dealing with radiative shocks, where the emissivity plays a pivotal role, a CRSS calculation would be required.
Conclusions
Xenon is commonly used for laboratory astrophysics simulations, in particular to study radiative shocks. In these cases, plasma radiative properties are key quantities and therefore should be calculated accurately. Since xenon a high Z element, the determination of its radiative properties is a complex task under NLTE conditions, and, therefore, theoretical studies are needed. In this work, making use of the CRSS model implemented in the computational package ABAKO/RAPCAL, we have presented maps of the average ionization and thermodynamic regimes of xenon for a wide range of plasma densities and temperatures. These maps provide useful information and help to optimize subsequent calculations. For obtaining the thermodynamic regimes, we have employed the criterion that LTE regime is attained when the mean deviation between CRSS and SB calculations of the charge state distribution is lower than 10%. We have checked that when the criterion is fulfilled the mean deviation in the average ionization is lower than 1% and lower than 10% in Rosseland and Planck mean opacities, and it is also found that good agreement occurs for the multifrequency opacities. However, for the regions near the border between NLTE and LTE regimes, although the criterion is fulfilled, the differences in the emissivity and radiative power loss can be larger than 10% since many excited levels can be in NLTE. Therefore, when we are interested in the emissivity or radiative power loss, the criterion must be employed with care.
We have applied our study to characterize typical experiments of radiative blast waves launched in xenon clusters. Due to the low temperature, xenon ionization is also low, and, therefore, radiative properties are dominated by line emission and calculations including only bremssthralung contribution provide a poor approach and overestimate the mean free path. On the other hand, the cooling functions provided by Ref. [42] were calculated for low electron densities (<10 16 cirT 3 ) and are not appropriate for the densities reached in these experiments, which are three orders of magnitude higher. With RAPCAL we have shown that the blast waves launched in xenon clusters are in the radiative regime and belong to the optically thin-thin regime of the radiative shocks, although the plasma is optically thick for some photon energy ranges. Finally, we have determined that to obtain accurate values of the emissivity and radiative power loss, key quantities in the study of the radiative blast waves, these should be calculated using the CRSS model even though in the plasma conditions under analysis the SB equations results are similar to those derived from the CRSS approach for the average ionization or the mean opacities.
