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ABSTRACT
We present the results of relativistic smoothed particle hydrodynamics simulations of tidal
disruptions of stars by rotating supermassive black holes, for a wide range of impact para-
meters and black hole spins. For deep encounters, we find that: relativistic precession creates
debris geometries impossible to obtain with the Newtonian equations; part of the fluid can be
launched on plunging orbits, reducing the fallback rate and the mass of the resulting accretion
disc; multiple squeezings and bounces at periapsis may generate distinctive X-ray signatures
resulting from the associated shock breakout; disruptions can occur inside the marginally
bound radius, if the angular momentum spread launches part of the debris on non-plunging
orbits. Perhaps surprisingly, we also find relativistic effects important in partial disruptions,
where the balance between self-gravity and tidal forces is so precarious that otherwise minor
relativistic effects can have decisive consequences on the stellar fate. In between, where the
star is fully disrupted but relativistic effects are mild, the difference resides in a gentler rise
of the fallback rate, a later and smaller peak, and longer return times. However, relativistic
precession always causes thicker debris streams, both in the bound part (speeding up circu-
larization) and in the unbound part (accelerating and enhancing the production of separate
transients). We discuss various properties of the disruption (compression at periapsis, shape
and spread of the energy distribution) and potential observables (peak fallback rate, times of
rise and decay, duration of super-Eddington fallback) as a function of the impact parameter
and the black hole spin.
Key words: black hole physics – hydrodynamics – relativistic processes – methods: numer-
ical – galaxies: nuclei
1 INTRODUCTION
As observational evidence for the tidal disruption of stars by su-
permassive black holes (SMBH) is mounting, the question remains
how such observations can help determine black hole (BH) proper-
ties such as mass and spin (Mockler, Guillochon & Ramírez-Ruiz
2019). While analytical calculations may be able to provide a strik-
ingly accurate description of some features of such an event, includ-
ing the famous t−5/3 decay of the fallback rate (Rees 1988; Phinney
1989), a relativistic tidal disruption event (TDE) is a highly non-
linear outcome of the interplay between the stellar hydrodynamics
and self-gravity, tidal accelerations from the black hole, radiation,
potentially magnetic fields and – in extreme cases – nuclear reac-
tions. To date, systematic numerical studies of relativistic TDEs are
still lacking.
In this paper, we shall use the formalism introduced by Tejeda
et al. (2017, henceforth TGRM+17), “relativistic hydrodynamics
with Newtonian codes”, to perform an extensive study of canonical
? E-mail: ega@ing.iac.es (EG), stephan.rosswog@astro.su.se (SR).
tidal disruption events around spinning black holes. The method
combines an exact relativistic description of the hydrodynamical
evolution of a fluid in Kerr spacetime with a quasi-Newtonian treat-
ment of the fluid’s self-gravity. The only similar study of the para-
meter space we are aware of belongs to Guillochon & Ramírez-
Ruiz (2013, henceforth GRR13), who analysed the dependency of
Newtonian TDEs on the penetration factor β , for two types of poly-
tropes (with polytropic exponent γ = 4/3 and 5/3), and with β ran-
ging from 0.6 to 4 (for γ = 4/3) and from 0.5 to 2.5 (for γ = 5/3).
High-resolution relativistic simulations of TDEs have only be-
come feasible in recent years. Since the seminal paper by Laguna
et al. (1993b), who tackled for the first time disruptions of Main-
Sequence (MS) stars around Schwarzschild BHs, relatively few
studies have continued the numerical investigation of relativistic
TDEs: Kobayashi et al. (2004) repeated the simulations of Laguna
et al. (1993b) (β = 1, 5 and 10) using essentially the same nu-
merical method (Laguna, Miller & Zurek 1993a), and additionally
treated the disruption of a helium star with β = 1, with the goal of
predicting the X-ray and gravitational wave signatures from such
TDEs, while Bogdanovic´ et al. (2004) used the same code to study
c© 2019 The Authors
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a canonical disruption with β = 1.2 and calculate the H α emission-
line luminosity of the resulting disc and debris tail. Cheng & Bog-
danovic´ (2014) presented three disruptions of MS stars with β = 1
around SMBHs of masses M = 105, 106 and 107 M, and of two
of white dwarfs (WD) with β = 5, 6 around a 105 M BH, fo-
cusing on the influence of relativistic effects on the fallback rate
of the bound debris. Other authors have chosen to focus exclus-
ively on the effect of General Relativity (GR) on WD disruptions
by intermediate-mass black holes (IMBH), since they pose less of
a computational challenge (Haas et al. 2012; Cheng & Evans 2013;
Shiokawa et al. 2015).
In recent years, another class of simulations, combining
particle codes for the disruption part of a TDE and fixed metric
general-relativistic Eulerian codes for the disc formation part, have
improved our understanding of the process of accretion disc form-
ation in TDEs (e.g., Sa¸dowski et al. 2016). However, these studies
have generally focused on a very reduced set of initial parameters
(one or two encounters being the norm), and have invariably ap-
proached TDEs on elliptical orbits in order to alleviate the tremend-
ous scale problem of a typical parabolic encounter. These studies
are complemented by pseudo-relativistic particle simulations of the
disruption of stars on elliptical orbits, followed by the subsequent
circularization (e.g., Bonnerot et al. 2016; Hayasaki, Stone & Loeb
2013, 2016).
The literature of TDEs in Kerr spacetime is substantially
sparser: aside from some older analytical and semi-analytical stud-
ies (Luminet & Marck 1985; Frolov et al. 1994; Kesden 2012), only
two numerical studies have included the effects of the BH spin: a)
Haas et al. (2012) presented six ultra-close TDEs of a 1 MWD by
a 103 M Kerr IMBH with spin parameters a? = 0 and a? = 0.6;
b) Evans, Laguna & Eracleous (2015) presented nine ultra-close
TDEs of a solar-type star by a 105 M Kerr IMBH with spin para-
meters a? = 0 and ±0.65. In both cases, the parameter range has
been fine-tuned with the periapsis being close to the marginally
bound radius of the BH, i.e., at the very limit of where a TDE could
possibly take place.
All these studies necessarily focused on restrictive subsets of
the parameter space (often chosen to reduce the otherwise prohibit-
ive computational burden), and while they have answered important
specific questions about the impact of GR on the disruption pro-
cess and in particular on the circularization, they cannot provide
an overview of Kerr TDEs across the range of impact parameters
and spins. To date, this has only been achieved by (semi-)analytical
means, by Kesden (2012).
To our knowledge, this paper is the first systematic numerical
study of TDEs with relativistic hydrodynamics around Kerr BHs.
Our goal is to analyse the disruption process from the initial ap-
proach until the second periapsis passage, and to: a) compare our
findings with previous results (both for Newtonian and Kerr BHs)
and with standard expectations based on theoretical arguments; b)
determine the effects of GR in general, and of the BH spin in partic-
ular, on the various stages of the disruption; c) present a unified pic-
ture of tidal disruptions in Kerr spacetime (since we also treat the
particular case a? = 0, we implicitly include Schwarzschild BHs in
our analysis).
The importance of general relativistic effects has recently been
reviewed by Stone et al. (2019), whereas results from simulations
are summarized by Lodato et al. (2015) and recent observational
advances on TDEs can be found in Komossa (2015).
Table 1. Overview of the SPH simulations presented in this paper. The para-
meter space spans the 26× 5 possible combinations of β and a?, plus 26
additional control simulations with a Newtonian BH.
Quantity Symbol Value(s)
BH mass M 106 M
Stellar mass m? M
Stellar radius r? R
Tidal radius rtid r? (M/m?)
1/3
Initial separation r0 5 rtid
Polytropic index γ 5/3
Adiabatic exponent γad 5/3
Impact parameter β {0.50, 0.55, 0.60, 0.65, 0.70,
0.75, 0.80, 0.85, 0.90, 0.95,
1.0, 1.1, 1.2, 1.3, 1.4, 1.5,
2, 3, 4, 5, 6, 7, 8, 9, 10, 11}
BH spin a? {−0.99, −0.5, 0, 0.5, 0.99}
SPH particles Npart 200 642
2 METHOD
2.1 Code and equations
All simulations presented in this paper used a modified version of a
Newtonian Smoothed Particle Hydrodynamics (SPH) code (Ross-
wog et al. 2008a). For general reviews of the method see Monaghan
(2005); Rosswog (2009, 2015). We modified the Newtonian accel-
erations due to the BH, the fluid self-gravity and the pressure forces
according to the “Generalized Newtonian” prescription introduced
in TGRM+17. This approach combines exact hydrodynamic and
black hole forces in Kerr spacetime with a (quasi-)Newtonian treat-
ment of the stellar self-gravity that reduces to the Newtonian for-
mulation far from the BH, and that ensures hydrostatic equilibrium
of the pressure and self-gravity forces in the rest frame of the star.
This method was carefully scrutinized in TGRM+17 and showed
excellent agreement with the few existing relativistic TDE simula-
tions and consistency with fundamental principles such as coordin-
ate invariance.
2.2 Parameter space
We perform a large set of simulations to systematically explore the
effects of the BH spin on the morphology and properties of the
debris resulting from tidal disruptions, a study that, to our know-
ledge, has not been performed before due to the lack of suitable
numerical tools.
Throughout this paper, we will refer to the typical quantities
involved in a tidal disruption with the following abbreviations: the
black hole mass M; the stellar mass m? and radius r?; the periapsis
rp; the tidal radius rtid ≡ r?(M/m?)1/3; the impact parameter or
penetration factor β ≡ rtid/rp; the gravitational radius of the BH
rg ≡ GM/c2; the BH angular momentum J, represented through
the dimensionless spin parameter a? ≡ Jc/GM2 ranging from −1
to 1, with the convention that a? > 0 for prograde orbits and a? < 0
for retrograde orbits.
We focus our study to canonical tidal disruptions of solar-
type stars (m? = M, r? = R) on parabolic orbits (eccentricity
e = 1, specific mechanical energy E = 0) that are disrupted by
M = 106 M supermassive black holes. We perform simulations
for various impact parameters, ranging from β = 0.5 (correspond-
ing to a periapsis distance rp/rg ≈ 94) to β = 11 (corresponding
to a periapsis distance rp/rg ≈ 4.3); note that the limit for disrup-
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tion is the marginally bound orbit (Bardeen, Press & Teukolsky
1972), spanning from rp/rg = 1.21 (or β ≈ 38.9) for a? = 0.99, to
rp/rg = 4 (or β ≈ 11.7) for a? = 0, to rp/rg ≈ 5.8 (or β ≈ 8.1) for
a? = −0.99, beyond which the star is expected to plunge directly
into the BH. For each individual β we run five simulations around
Kerr black holes with spin parameters a? = 0, ±0.5, ±0.99, plus
one simulation around a Newtonian black hole, bringing the total
number of simulations up to 1561.
Table 1 summarizes the parameter range of our simulations.
The choice of a single black hole mass and stellar type for
all simulations was imposed by the otherwise unwieldy parameter
space that TDEs can span. We chose to focus our analysis on β and
a?, since the former is the parameter that most affects the qualitat-
ive outcome of the TDE, while the latter is one of the most basic
yet so far unexplored relativistic parameters. The only other non-
trivial dependence is on the stellar structure, which in the case of
a polytropic model is related to the polytropic exponent γ . For this
work we chose to focus only on γ = 5/3, so as to have a manage-
able parameter space and to use the same equilibrium star as an
initial condition in all the simulations. We also set up the initial star
as non-rotating, while keeping in mind that stellar spin may have a
non-negligible influence of the fallback rates (Golightly, Coughlin
& Nixon 2019; Kagaya, Yoshida & Tanikawa 2019).
All the other quantities that describe a TDE (and in particu-
lar potential observables such as the peak fallback rate and time to
peak) are expected to obey a simple scaling relation with the black
hole mass and with the stellar mass and radius (see GRR13); most
of them, however, have a non-trivial dependence on β . Also, tidal
disruption event rates scale weakly with the black hole mass (typic-
ally as ∝M−0.25, e.g., Wang & Merritt 2004), but exhibit a stronger
dependence on β (typically scaling as ∝ β−1 for β > 1, e.g., Rees
1988).
2.3 Initial conditions
The SPH particles (200642 for all the simulations) are initially dis-
tributed on a close-packed hexagonal lattice so as to fulfil the Lane–
Emden equations for a γ = 5/3 polytrope, and are then relaxed with
damping into numerical equilibrium (see Rosswog, Ramírez-Ruiz
& Hix 2009 for details). The relaxed star is then placed on a para-
bolic orbit around the BH, using the equations derived in Appendix
A2 of TGRM+17. The initial separation from the BH is r0 = 5rtid,
in order for the relaxed, spherically-symmetric star to be a valid
initial condition, as discussed in Section 1 of TGRM+17. For all
the simulations, we use an off-equatorial trajectory with initial lat-
itude θ0 = 0.5pi (i.e., starting on the equatorial plane) and minimum
latitude θa′ = 0.1pi (we follow the angle conventions from the Ap-
pendix A2 of TGRM+17). The initial azimuthal angle is φ0 = 0,
and the star is imparted a positive initial azimuthal velocity. Dur-
ing the simulation, the gas is evolved with a γad = 5/3 equation of
state, which is appropriate for a gas-pressure dominated fluid (e.g.,
Chandrasekhar 1939).
2.4 Postprocessing
Most of the simulations are stopped ∼ 60 hours (' 2.5 days) after
the start of the simulation, or ≈ 57.5 hours after the periapsis pas-
sage (1 hour is comparable to the dynamical time scale of the initial
1 A complete table with the resulting snapshots, either a) at the end of the
simulation, or b) before the first SPH particle enters the event horizon, is
available online, at http://compact-merger.astro.su.se/~ega/tde.
Table 2. Time at which the simulations were stopped, when different from
60.28 hours.
Gravity Spin β / t [h]
Kerr −0.99 9 / 2.59 10 / 2.56 11 / 2.55
Kerr −0.5 9 / 2.59 10 / 2.55 11 / 2.54
Kerr 0 10 / 2.54 11 / 2.53
Kerr 0.5 11 / 2.54
Kerr 0.99 11 / 58.08
Newton 9 / 55.82 10 / 32.89 11 / 26.67
Kerr −0.99 0.50 / 48.54 0.55 / 51.09 0.60 / 43.52
Kerr −0.5 0.50 / 47.29 0.55 / 50.54 0.60 / 32.16
Kerr 0 0.50 / 49.21 0.55 / 37.23
Kerr 0.5 0.50 / 48.42 0.55 / 50.66 0.60 / 60.04
Kerr 0.99 0.50 / 49.60 0.55 / 37.33 0.60 / 31.97
Newton 0.50 / 12.25 0.55 / 12.87 0.60 / 53.31
polytrope and to the periapsis crossing time). There are two excep-
tions:
a) In the case of the deepest encounters (β & 9), part of the
tidal debris is already launched on plunging orbits (as will be shown
later on) during the disruption itself, which poses numerical chal-
lenges long before reaching the stopping time of the other simu-
lations. In order to be consistent and avoid the second periapsis
passage altogether, we stop these simulations just before the first
SPH particle on a plunging orbit enters the event horizon (at the
times given in the upper part of Table 2). Since the star is already
fully disrupted at this early time, and there is no surviving core to
exert its gravitational influence over the tidal tails, the particles are
already moving on essentially ballistic trajectories and therefore
the evolution up to the second periapsis passage may be accurately
predicted based on geodesic motion alone.
b) In the case of the partial disruptions, due to the computa-
tional expense of evolving the surviving core, we stop the simula-
tions once the star is outside the tidal radius of the black hole, and
the evolution of energy and angular momentum in most of the ma-
terial in the tidal tails slows down (at the times given in the lower
part of Table 2).
After the simulations are stopped, we perform the following
post-processing operations on the resulting snapshots:
(i) extract the positions, densities, internal energies, and calcu-
late the constants of motion (specific mechanical energy E , specific
angular momentum `z, Carter constant Q, as defined in Appendix
A1 of TGRM+17), for all of the particles;
(ii) based on E , `z, Q, compute the turning points rp and ra as
the largest two of the four real roots of Eq. (A18) in TGRM+17;
when, instead, two of the roots are complex conjugates, there are no
turning points; since in all such cases the radial velocity is negative,
the particles in question are on plunging orbits, and as such are not
considered for the computation of the M˙ curve; in all these cases
(for relativistic simulations with β & 9), the plunging time down
to the event horizon is less than an hour from the first periapsis
passage;
(iii) we integrate the radial equation of motion to periapsis (for
inbound particles) or to apapsis and then back to periapsis (for out-
bound particles) in order to calculate the fallback time; the histo-
gram of this quantity gives the M˙ curve;
(iv) in the case of partial disruptions, we determine which
particles belong to the self-bound mass, and which to the bound
and unbound tidal tails, following the iterative procedure described
MNRAS 000, 1–19 (2019)
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in GRR13 and used before in Gafton et al. (2015). Since the self-
bound mass is a re-collapsing stellar core escaping the SMBH at
high velocities, the M˙ curve is computed only with the particles
from the bound tail, not from all the particles with E < 0.
In order to plot snapshots of the tidal debris and analyse the
possible morphological classes, we apply the following transform-
ation on the data. Since the orbits are not equatorial (i.e., the Carter
constant is not zero and therefore the motion is not confined to the
equatorial plane, although the star does start at θ0 = pi/2), the plane
of the debris is not z = 0, and so plotting y(x) or other projections
onto the usual Cartesian axes leads to the particle distribution ap-
pearing distorted. This is particularly relevant for the close encoun-
ters in Kerr, where nodal precession yields a non-planar particle
distribution. Our solution is to fit a plane to the entire particle dis-
tribution (through linear regression), and then project the particles
onto that plane. This is the simplest solution analogous to plotting
y(x) in a typical Newtonian simulation with the star on the equat-
orial (z= 0) plane.
In addition, since the position, size, distance from the black
hole and orientation of the disrupted star in the final snapshot all
vary greatly (without being relevant for the morphology itself), we
shift the origin of the coordinate system to the centre of mass of
the debris, and express the distances in relativistic units of rg. We
also rotate all snapshots to have the bound tail in the lower-left
corner, and the unbound tail in the upper-right corner, by finding the
slope m of the line passing through the centres of mass of the un-
bound and bound debris, and then rotating the particle distribution
by pi/4− arctan(m). We will refer to these transformed Cartesian-
like coordinates as x˜ and y˜, and they will be used as the x and y axes
of our plots.
2.5 Comparing Newtonian and relativistic disruptions
As discussed at length by Servin & Kesden (2017), comparing sim-
ulations of Newtonian and relativistic TDEs is not straightforward,
because there are various mappings that all reduce to the Newtonian
limit far from the black hole.
The obvious choice, generally adopted throughout the literat-
ure, is that of considering orbits with equal periapsis distances (and
hence equal β ). This amounts to comparing what happens to a star
on a parabolic orbit when approaching the black hole at the same
minimum distance in the two gravity theories. We believe this mo-
tivation to be reasonable, and more relevant than the one given in
the mentioned paper (where it is linked to the circumference of a
circular orbit with the same periapsis as the parabolic orbit, which
we agree is not “particularly useful”). Another mapping proposed
by Servin & Kesden (2017) is that of orbits experiencing equal tidal
forces at periapsis; this is likely to yield the most similar disrup-
tions, and they present an analytical relationship between the usual
impact parameter, β , and the adjusted one, βN.
In our study we will analyse the dependence of many quantit-
ies on β . We will directly apply the first mapping, which is the most
prevalent throughout the literature and simplifies the comparison of
our results with previous ones, but we note that all our results can
be translated to the third mapping by a relatively simple scaling
from β to βN, as given by Eq. (23) of Servin & Kesden (2017).
3 STAGES OF A TIDAL DISRUPTION
3.1 Approach
As the star enters the tidal radius on its approach to periapsis, the
tidal force becomes comparable to the pressure and self-gravity.
Lodato, King & Pringle (2009) proposed a simple analytical model,
usually referred to as the “frozen-in model”, which assumes that all
gravitational and hydrodynamic interactions within the fluid cease
at a fixed point (originally taken to be the periapsis; Stone, Sari &
Loeb (2013) and GRR13 proposed using instead the point of exit
from being within the tidal radius), so that the fluid continues to
move on ballistic trajectories. In spite of its simplicity, the model
has resulted in fairly accurate predictions for the energy distribution
and the mass return rates.
Since the frozen-in model posits the lack of hydrodynamic and
self-gravitational interactions within the fluid, there is no mechan-
ism for the exchange of energy and angular momentum, and there-
fore the constants of motion are “frozen-in” to the values they had
at the fixed point. In particular, the specific orbital energies E are
given by the gradient of the BH potential (ΦN = −GM/r for the
Newtonian case) at the fixed point, r = rfix; this can be estimated
through a Taylor expansion across the star around rfix as
∆E ' kEβ nGMr?rtid2
, (1)
with kE being a constant of order unity related to the stellar struc-
ture and rotation. If rfix = rp (Lodato et al. 2009), then n = 2; if,
however, rfix = rtid (Stone et al. 2013; GRR13), then n = 0 and
the energy spread is independent of β , being solely determined by
the stellar structure and the BH mass. In TGRM+17 we found that
if ∆E is computed in a simulation as the width of 98 per cent of
the energy distribution centred on the median value, the n = 0 ap-
proximation applies reasonably well for 1. β . 4, while the n= 2
approximation is more suitable for the β & 4 case.
In this paper we will extract ∆E as σE , the standard deviation
of the energy distribution, as this is more representative of the shape
of the actual dM/dE curve: a more peaked distribution will have a
smaller σE , while the 98 per cent width-definition simply depends
on the difference in energy between the 1st and 99th percentiles.
3.2 Periapsis passage
3.2.1 Compression and bounce
As the star approaches periapsis, the fluid elements are compressed
in the vertical direction and the central density of the star can in-
crease by up to a few orders of magnitude. In the case of white
dwarfs, the compression can be severe enough to trigger thermo-
nuclear ignition (Luminet & Pichon 1989; Rosswog et al. 2008b,
2009; Anninos et al. 2018). In the case of main-sequence stars, the
temperatures are too low and the time scales too short to make this
scenario likely.
The analytical estimations of Carter & Luminet (1983) pre-
dicted that for γad = 5/3, the central density and temperature at the
point of maximum compression scale as ρ ∝ β 3 and T ∝ β 2, re-
spectively. Subsequent numerical simulations have not confirmed
this density scaling; starting with the earliest simulations of Bick-
nell & Gingold (1983), through the first relativistic simulations of
Laguna et al. (1993b), and on to the present-day high-resolution
simulations, the scaling found numerically has been closer to ρ ∝
β 1.5, though T ∝ β 2 is, usually, a fairly reasonable approximation.
In our simulations (Fig. 1), we find a scaling of ρ ∝ β 1.7 for the
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Figure 1. Left panel. Time when the maximum compression is attained, tρc,max , measured since the time of periapsis crossing tper, as a function of the penetration
factor β . Negative values occur when the star experiences the maximal compression before reaching periapsis. Right panel. Maximum central density, ρc,max,
scaled by the initial central density ρ0, as a function of the penetration factor β . The dashed gray lines show the ∝ β 1.7 and ∝ β 1.85 fits, accurate for β . 5
for Newtonian and relativistic simulations, respectively. In this and the rest of the figures in this paper, the colour coding is as follows. Newtonian: solid black
line; Schwarzschild (Kerr, a? = 0): solid red line; Kerr, a? =±0.5: dashed (dotted) orange line; Kerr, a? =±0.99: dashed (dotted) blue line, as specified in the
legend at the top of the figure.
Newtonian simulations, and ρ ∝ β 1.85 for the relativistic ones, al-
though this is only applicable for low β (. 4). The slope becomes
significantly milder in strong disruptions, approaching ρ ∝ β 0.65
for the Newtonian simulation and ρ∝ β 0.2, β 0.5 and β 1 for the ret-
rograde, non-spinning, and prograde simulations, respectively. The
compression factor decreases from a? = 1, through 0, towards −1.
In our simulations, the largest ratio which we observe is in the case
of a? = 0.99 vs Newtonian, where the former yields a∼ 60 per cent
higher compression factor for β = 11.
On the other hand, we find T ∝ β 2 to be an excellent approx-
imation, particularly for the Newtonian simulations with β & 4,
while being slightly milder (T ∝ β 1.5) for weaker encounters.
Luminet & Marck (1985) also predicted that in the case of
relativistic simulations, the first “pancake point” should be attained
before periapsis; for deep (β & 7) encounters, this leads to a second
vertical compression and bounce, which is markedly different from
the Newtonian case, where there is always one unique point of max-
imum compression, always reached just after the periapsis passage.
This feature has been reproduced by Laguna et al. (1993b) and
Kobayashi et al. (2004), and appears in our simulations as well.
In Fig. 2 we show the evolution of the central density as a func-
tion of time since periapsis, for all of the simulations with β = 10.
In all five relativistic simulations, the maximum compression is at-
tained before periapsis, and there is always a second compression
after periapsis. The second compression is stronger for the retro-
grade orbits (which have the first bounce earlier; dotted lines) than
for the prograde orbits (which have the bounce closer to periap-
sis; dashed lines). The a? = 0 case is in between the two. The typ-
ical spacing between the bounces is∼ few minutes. Unlike Laguna
et al. (1993b), we do not find evidence for more than two density
peaks at β = 10, although the second peak is noisier than the first
(best seen in the red curve of Fig. 2), in part due to imperfectly
captured shock noise, and in part due to the sampling (since the
simulation does not generate output files at each time step, but only
at the synchronization points of the individual time steps, the state
of the particles in between the output times cannot be plotted). On
the other hand, for β = 11 we clearly see multiple bounces for the
retrograde cases (dotted curves).
In the left panel of Fig. 1 we show the time when the maximum
compression is attained (measured since periapsis) as a function of
β , for all the simulations. It is clear that the Newtonian simulations
always have the peak after periapsis, sooner (within seconds) for
the deepest encounters and later (within minutes) for the weakest
ones. In the relativistic case, however, maximum compression is
attained before periapsis for all simulations with β & 5, with ret-
rograde orbits reaching it much earlier (up to ∼ few minutes) than
prograde ones.
The multiple bounces are interesting as they may give rise
to the formation of multiple shocks propagating from the core to
the surface. The resulting shock breakouts (Guillochon et al. 2009;
Yalinewich et al. 2019) may produce a distinctive X-ray signature,
particularly for negative BH spins, where we see more than two
compression points in very deep encounters (β > 10).
3.2.2 Morphological classes
Our simulations produced a large variety of morphological classes
for the tidal debris stream, some of which have not yet been presen-
ted in the literature. Based on geometry alone, we find that tidal
disruptions may result in seven distinct morphological classes (see
Fig. 3):
Class A: a surviving core surrounded by two tidal arms, without
(A0) or with (A1) tidal lobes at the end (0.5. β . 0.9);
Class B: a thin, well-defined tidal bridge and two well-defined
tidal lobes at the end; no visible core (0.9β . 1.5);
Class C: a thick, poorly-defined tidal bridge, with two poorly-
defined tidal lobes that span most of the length of the bridge
(1.5β . 3);
Class D: a thin, airfoil-shaped stream (Newtonian: β & 4);
The Kerr cases additionally result in:
Class E: two nearly-triangular, overlapping tidal lobes with no
tidal bridge in between (Kerr only: 4. β . 6);
Class F: a thick stream that is only accreting from its inner part
(Kerr only: 6. β . 9, but highly dependent on the spin);
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Figure 2. Time evolution of the central fluid density scaled by the initial central density of the star, ρ/ρ0, for all simulations with penetration factor β = 10
(left panel) and β = 11 (right panel). The plot illustrates how relativistic simulations are able to produce multiple bounces at periapsis of which the first (and
largest) occurs well before periapsis (up to three minutes earlier for β = 11, a? =−0.99).
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Figure 3. Morphological types of debris stream seen in our simulations. The colour coding denotes self-bound (yellow), bound (red), unbound (blue) and
plunging (green) particles, with the colour intensity being related to the logarithm of the density (without the colour scale being the same in all pictures).
Types E, F and G are only seen in relativistic simulations. The axes are transformed spatial coordinates (x˜, y˜), as described in the main text, given in units of
GM/c2 and with the origin in the centre of mass of the debris. The details of the model (gravity, spin, impact parameter) are given in the title of each panel, the
letter describing the morphological type (from A to G, as discussed in the main text) is given in the lower right corner, and the physical time of the snapshot
(measured from the periapsis passage) is given in the upper left corner of each panel. The dashed black arrow points in the direction of the black hole, while
the solid green arrow points in the direction of motion of the centre of mass of the stellar debris.
Class G: a spiral that is accreting from its near-end and that is
expanding ballistically (Kerr only: β & 9, again depending on the
spin).
At low β , the Newtonian and relativistic encounters are sim-
ilar, passing progressively through stages A, B, and C; however, in
so far as the relativistic encounters are more disruptive in terms of
the mass removed from the star, they reach stages B and C at lower
impact parameters.
After β ∼ 2 (rp/rg ≈ 23.5), Newtonian and relativistic en-
counters become qualitatively different: the Newtonian encoun-
ters with β & 4 are similar, resulting in virtually identical airfoil-
shaped debris streams that expand adiabatically. For the encounters
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Figure 4. Impact of spin on the long-term evolution of the tidal debris morphology. The panels represent three simulations with β = 11 and BH spin parameter
a? = 0 (top row), 0.5 (middle row) and −0.99 (bottom row). The post-disruption snapshots of the three simulations correspond to ∼ 7 minutes after the first
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in Kerr, however, we observe several new morphological classes, all
of them ultimately linked to the individual relativistic precession of
the fluid elements: up to β ≈ 5, the tidal tails merge into a single,
double-triangular shaped stream with no tidal bridge. After that, up
until β ≈ 9, the debris takes the shape of a very thick, banana-
shaped stream that accretes from its inner part. Above β ∼ 9,
the stream becomes a spiral expanding ballistically, with one end
“anchored” to the BH.
We note that the relativistic debris in panels E and F in Fig. 3
exhibits a considerably larger width than in the Newtonian case,
due to the differential periapsis shifts imparted on the different fluid
streams during the periapsis passage. The prospect of observing
such debris streams is promising: the unbound material keeps ex-
panding and cooling adiabatically, generating an optical transient
from hydrogen recombination (Kasen & Ramírez-Ruiz 2010). It
would be plausible to make the assumption that the axis ratio Et
of the debris in the orbital plane, in the presence of strong periap-
sis shift, is of order 1, as can be seen in classes E and F, instead
of ∼ 10, as was assumed by Kasen & Ramírez-Ruiz (2010), and
which is in agreement with our Newtonian simulations represen-
ted by class D. In this case, both the expansion time te, defined
by Kasen & Ramírez-Ruiz (2010) in their Eq. (8) as scaling with
∝ E1/3t , and the time at which the transient is expected to occur, tt ,
given in their Eq. (19) with the same scaling, would be reduced by
a factor of ∼ 2. In order to test this, we extract the times at which
the mean and maximum temperatures of the debris stream drop be-
low 104 K in two simulations with β = 6 (Newtonian and Kerr with
a? = 0). For the mean temperatures, we find the Newtonian time to
be ∼ 24 h, compared to ∼ 8.8 h for Kerr, representing a speed-up
of ∼ 2.7, in agreement with our very simple order-of-magnitude
analytical estimate.
If, instead, we consider the maximum temperature, the con-
trast is much larger: in the Newtonian case, the maximum temper-
ature, at the centre of the debris stream, only drops below 104 K
after∼ 160 days, while in the Kerr case it takes merely ∼ 1.5 days,
representing a speed-up of more than 102. In any case, both effects
are greatly diminished for β . 3, where the periapsis shift is not
strong enough to generate the∼ 1:1 aspect ratio of the debris in the
orbital plane.
Another scenario is the production of a γ-ray afterglow fol-
lowing the collision of the expanding debris with molecular clouds
(Chen, Gómez-Vargas & Guillochon 2016). The effect of relativ-
istic periapsis shift is to significantly increase the solid angle of the
unbound ejecta, reducing the time it takes to end the free expan-
sion and begin the Sedov-like phase, as predicted by Khokhlov &
Melia (1996) though never followed-up with three-dimensional re-
lativistic simulations. The velocities of the ejecta are similar in the
Newtonian and relativistic simulations (since the parabolic velocit-
ies are comparable, and of the order of ∼ few percent of the speed
of light), however the expansion velocity (relative to the centre of
mass) is higher in the relativistic simulations by ∼ 50 per cent (be-
low β = 1), 10 per cent (for 1< β < 4), and up to 300 per cent (in
deeper encounters); the effect is enhanced for retrograde orbits, and
diminished for prograde orbits, as compared to the Schwarzschild
case. This would be expected to significantly enhance the radio sig-
nal that is produced once the unbound part is braked by the ambient
gas, as the total power radiated in bremsstrahlung scales with the
square of the velocity (Landau & Lifshitz 1971).
For case G, the spiral eventually ends up winding multiple
times around the BH. The spiral shown for class G is much thinner
than the debris stream in classes E and F, but note that the time of
the snapshot is a mere∼ 30 seconds after the periapsis passage, just
before the plunge of the most bound particle into the event horizon,
as compared with ∼ 57 hours for E and F. The spiral, however,
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Table 3. Percentage of particles on plunging (green in Fig. 3), bound (red),
and unbound (blue) orbits. The bound debris will circularize and give rise
to an accretion disc of comparable mass.
Spin β Plunging [%] Bound [%] Unbound [%]
−0.99 9 0.38 47.89 51.73
−0.99 10 23.60 34.25 42.15
−0.99 11 48.52 20.57 30.91
−0.5 9 0.26 48.01 51.73
−0.5 10 23.06 34.21 42.73
−0.5 11 49.05 19.61 31.34
0.0 9 0.07 48.53 51.40
0.0 10 5.95 44.66 49.39
0.0 11 38.96 25.43 35.61
0.5 9 0.23 48.89 50.88
0.5 10 0.22 48.17 51.61
0.5 11 2.83 46.87 50.30
0.99 9 0.31 48.99 50.70
0.99 10 0.32 48.70 50.98
0.99 11 0.30 48.17 51.53
continues to expand because of the differential periapsis shift, and
it eventually reaches a comparable width to cases E and F (based
on ballistic extrapolation). Running the full simulation, however,
would be problematic, due to the imperative of accurately treating
the plunge and the second periapsis passage, which is outside the
scope of this paper.
We also note that we have found the bound and unbound
debris to be mixed (as previously observed in the simulations of
Cheng & Bogdanovic´ 2014), under the action of the different peri-
apsis shifts. This contrasts with the Newtonian case, where the
bound and unbound debris are always separated by the initial tra-
jectory of the centre of mass. The effect only appears in very close
(rp/rg . 5) encounters, where a crescent-shape debris stream is
formed (as seen before in Laguna et al. 1993b; Kobayashi et al.
2004; Cheng & Bogdanovic´ 2014; TGRM+17). Due to the same
mixing, a significant part of the plunging material (which is marked
with green in plot G of Fig. 3) may be energetically unbound, in-
validating the premise (otherwise valid for the Newtonian case) that
“half” of the debris always escapes (see Table 3). Nevertheless, we
observe that the ratio of bound to unbound plunging material is not
1, but ranges from ∼ 1.4 (for a? =−0.99) to ∼ 2.3 (for a? = 0.5).
The a= 0.99 case produces a negligible amount of plunging mater-
ial, since the periapsis is further from the event horizon. The most
dramatic effect which we see, three-dimensional spirals, appears
due to Lense–Thirring precession, i.e. only around Kerr BHs with
a 6= 0; see Fig. 4; we have first presented such a geometry in Sec.
5.3 of TGRM+17.
We observe that in the Kerr case the debris stream tends to puff
up due to Lense–Thirring precession, an effect that does not exist in
Newtonian simulations. This may have implications for how long
such a TDE can avoid detection, as the general prediction is that
a thin-enough stream will avoid self-intersection for many orbital
periods (Guillochon & Ramírez-Ruiz 2015b).
While reviewing how nodal precession may prevent the self-
intersection of the debris stream, Stone et al. (2019) pointed out
that streams in SPH simulations with adiabatic Equations of State
(EOS) tend to puff up quickly due to heating from internal shocks,
and quickly circularize, while streams with isothermal EOS tend to
remain narrower for a longer time, avoiding circularization for up to
10 orbital periods of the most-bound debris (tmin). Based on the typ-
ical temperatures, densities and opacities of the bound TDE debris
stream, it is unlikely that it could be well described by an isothermal
EOS, since it is highly opaque to radiation. Nevertheless, the con-
cern that SPH simulations tend to produce puffed up TDE debris
streams is valid, and we would like to address it, since a number
of the results in this paper originate in the wider debris streams we
obtain for relativistic TDEs. In our simulations, since we only treat
the first stage of the disruption, internal shocks only occur during
the strong compression experienced during the first periapsis pas-
sage. In addition, the debris streams we obtain are much narrower
in the vertical direction than in the orbital plane (with typical ratios
between 10 and 100), and in any case remain much narrower in the
Newtonian case than in Kerr (with typical ratios ∼ 10 for classes
E and F vs class D, see Fig. 3), all pointing towards the thickening
being a relativistic, rather than hydrodynamic effect.
Still, in order to test numerically that the puffing up is solely
the result of geodesic motion, and that hydrodynamic forces do not
affect the stream’s evolution (at least not before the second periap-
sis passage), we have also run three control simulations of a com-
plete disruption (Kerr, a?= 0.99, β = 6), by taking a snapshot: a) as
the star exits the tidal radius after disruption, b) just after the first
periapsis passage, and c) as the star enters the tidal radius before
disruption, switching off the self-gravity and hydrodynamic forces,
and letting the particles evolve on ballistic trajectories alone. The
results at the end of the simulations (at the same time as the SPH
case, ≈ 57 hours after the periapsis passage) are shown in Fig. 5.
We observe that cases a) and b) yield similar results, but only case
a) is virtually identical to the original simulation, showing that the
constants of motion do evolve for some time after the bounce, but
settle in by the time the star exits the tidal radius. The case c) utterly
fails to reproduce the geometry of the debris stream, proving that
the periapsis passage is crucial in determining how the energy and
angular momentum are redistributed, and so the frozen-in model
cannot be applied when entering rtid to determine the stream geo-
metry, at least for deep encounters. The results also show that the
expansion of the debris stream is due to geodesic motion alone, as
even if the constants of motion are frozen at periapsis, the resulting
debris stream has a comparable thickness to the one from the full
simulation, and much thicker than in the Newtonian case.
3.2.3 Energy spread
We find that the energy distribution (dM/dE) is not flat around
E = 0 except for a narrow range of impact parameters around β ∼ 1
(Fig. 6), when most of the matter resides in the thin and dense tidal
bridge (class C in Fig. 3). For weaker encounters, when the core of
the star survives, dM/dE exhibits broad wings that may evolve at
late times under the gravitational influence of the self-bound core;
for strong disruptions, above β ∼ 4, the logarithmic histogram of
dM/dE can be fitted remarkably well by a generalized Gaussian
function, with the Gaussian parameters a and b being smooth func-
tions of β , as shown in Appendix A.
The spread in orbital mechanical energies, calculated as the
standard deviation of the energy distribution, σE , exhibits little
variation with β until after β ∼ 4, where it starts approaching the
theoretical predictions of the standard frozen-in model, σE ∝ β 2
(Fig. 7). These results are somewhat in contradiction with those re-
cently presented by Steinberg et al. (2019), who found that above
β ∼ 5 the spread in energy is nearly insensitive with β . Apart from
using very different codes and computing the energy spread in dif-
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Figure 5. The geometry of the debris stream as obtained with a full simula-
tion using relativistic SPH (green plot), and by running the first part of the
disruption with SPH and then extrapolating the geodesic motion assuming
the constants of motion are frozen-in when: the star exits the tidal radius
(red plot), the star passes the periapsis (blue plot), or the star enters the tidal
radius (purple plot). The simulations used a Kerr BH with a? = 0.99, and
an impact parameter β = 6. The snapshots are all taken at the same time,
≈ 57 hours after the disruption.
ferent ways, it is difficult to understand well the origin of this dif-
ference, as they do not present histograms of the energy distribu-
tion. We strongly emphasize that the energy spread, in itself, does
not offer much information about the disruption, in general, or the
fallback rate, in particular, unless it is coupled with the (quite er-
roneous) assumption that the energy distribution is flat, which only
holds around β ∼ 1.
3.3 Fallback
In Fig. 8 we present the fallback rates, M˙(t), for the Newtonian
simulations (left panel) and for the Kerr case with a? = 0.5 (right
panel). The procedure for binning the data is discussed at length
in Appendix B. The log–log plot is similar to the one presented
in Fig. 5 of GRR13, although the parameter range is now exten-
ded to β = 11. The fact that, up to β ∼ 2, the results match so
well the ones from the reference paper is a non-trivial test of both,
since the two sets of simulations have been performed with differ-
ent codes, using different formalisms (high-resolution, grid-based
simulations, with a multipole gravity solver, in the rest frame of the
star, vs medium-resolution, global, tree-based SPH particle simula-
tion), different ways of setting up the initial conditions and of post-
processing the data, etc. We even reproduce the feature of M˙peak
discovered by GRR13 at around β ∼ 1, where the initial trend at
low β , towards earlier and higher peaks with increasing β , reverses
to later and lower ones. We find, however, that the trend reverses
again around β ∼ 3, where the peak starts shifting to significantly
higher accretion rates and to earlier times. Our explanation for this
behaviour is related to the occurrence of shocks during the periap-
sis passage, which does not happen at lower β , as will be discussed
later on.
In Fig. 9 we present the times and magnitudes of the peak
fallback rate, tpeak and M˙peak. For β < 2, the results for the Newto-
nian simulations are in agreement with Fig. 12 of GRR13, whose
fit curves are overplotted with a dashed purple line. Our results
also agree with the β = 1 tidal disruptions of Cheng & Bogdan-
ovic´ (2014), who concluded that Newtonian rates have a slightly
earlier rise, while GR rates exhibit: a more gradual rise, a higher
peak, and a later rise above the Eddington limit. However, the trend
reverses after β > 4, with the peak fallback increasing and occur-
ring at earlier times. We find M˙peak to be significantly higher and
tpeak to be earlier than the predictions of the frozen-in model, con-
sistent with the recent findings of Wu, Coughlin & Nixon (2018).
In Fig. 10 we plot the slope of the fallback rate at late times.
Again, the data are fairly similar to what GRR13 presented in their
Fig. 7. At high β , the trend does not disappear, and the slope re-
mains very close to −5/3.
In Fig. 11, we plot the time of rise from 10 to 100 per cent of
M˙peak (t10→100, left panel) and the time of decay from 100 to 10
per cent of M˙peak (t100→10, right panel). These quantities, although
not customarily presented in the literature on numerical TDEs, may
very much be of interest for the analysis of observational data, as
they are a good representation of how broad the fallback curves are,
and of how quickly they rise and fall. Here is where we find the
biggest relativistic effects, most noticeable at moderate β (between
∼ 1 and 5). There, the relativistic fallback rates take ∼ few days
longer to reach the peak from 10 per cent of its value, and signific-
antly longer (∼ few months) to decay.
In Fig. 12, we plot the duration of super-Eddington fallback
rate. This is not as helpful a quantity as t10→100 and t100→10, since
it depends non-trivially on the combination of the BH mass M and
the shape of the fallback rate curve. The trends that we find for
our disruptions by a 106 M BH are that: a) relativistic super-
Eddington fallback lasts from ∼ few months (for β < 1) to ∼ 2
years (for larger β ) longer than in the Newtonian case; b) the dur-
ation of super-Eddington fallback is severely reduced in the high-
β relativistic encounters, due to the large amount of material that
plunges directly into the BH; c) for moderate disruptions, the dura-
tion in relativistic encounters may be longer by ∼ a month than in
the Newtonian case.
To date, the most comprehensive numerical investigation of
the TDE fallback process across a wide range of impact parameters
has been undertaken in GRR13, in whose Appendix A the authors
present fitting parameters for M˙peak, tpeak, ∆M and n∞, as func-
tions of β , scaled with M, m? and r?, and with separate fittings for
γ = 4/3 and γ = 5/3. These fits have proven invaluable in sub-
sequent detections of TDE flares (e.g., Gezari et al. 2015; Leloudas
et al. 2016), and have helped narrow down the parameter space of
those events. In Appendix A we present an extended range of fit
formulae, based on the simulations in this paper, which extends the
ones given in GRR13 to larger β (up to 11) and to rotating black
holes.
4 DISCUSSION
A comparative look at most of the plots in this paper reveals that,
depending on the impact parameter β , tidal disruptions fall into
three categories (we will illustrate with values of β corresponding
to γ = 5/3; note that the exact values of β are different for other
equations of states, most notably for polytropes with γ = 4/3, al-
though we expect the trend itself to be unchanged).
4.1 Weak disruptions
At low β (β . 0.9), the star suffers a partial disruption. The mass
fraction ∆M/m? removed from the star and bound to the black hole
varies greatly, ranging from ∼ 0 around β = 0.5 to ∼ 0.5 at the
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lations.
disruption limit βd ∼ 0.9 (Fig. 13; the exact value of βd greatly de-
pends on γ , see GRR13); in the relativistic disruptions, more mass
is stripped from the core than in the Newtonian case, from & 100
per cent more (at β = 0.55) to ∼ 10 per cent more (at β = 0.9), in
agreement with the pseudo-relativistic simulations of Gafton et al.
(2015, Fig. 3; note that the effect is greatly exacerbated for lar-
ger BH masses). The effect of the BH spin is small but consistent,
with ∼ 1 per cent less mass in the surviving self-bound core for
a? = −0.99 and about ∼ 1 per cent more mass in the surviving
self-bound core for a? = 0.99 as compared to a? = 0.
The morphology of the tidal debris consists of a surviving core
and two tidal tails (A0 and A1 in Fig. 3); the time to peak fallback
rate is long, of the order of ∼ 2–3 months, and the fallback rate
varies significantly, from∼ Ledd at β ∼ 0.55 to∼ 102 Ledd at β ∼ 9
(Fig. 9); the relativistic simulations yield up to twice the fallback
rate for the lower range of β . The durations of the rise and decay of
the fallback rate (quantified as the time it takes to get to 10 per cent
of M˙peak to M˙peak, and back) are long and scale inversely with β
(Fig. 11). The duration of super-Eddington flow is highly variable
(Fig. 8), from ∼ 2 months for β ∼ 0.6 to ∼ 2 years for β ∼ 0.9.
The energy spread is relatively high; the energy distribution con-
sists only of the tidal tails, which are roughly centred around σE
(Fig. 6) and quickly drop towards E ∼ 0, predicting a sudden drop
in the fallback curve. The long-term fallback exponent, n∞, is sig-
nificantly steeper than t−5/3 for very weak encounters (n∞ ∝ t−2.2),
and milder than t−5/3 close to the disruption limit (n∞ ∝ t−1.5)
(Fig. 10); the reason for this is connected to the influence of the
surviving core, and was explained at length in GRR13. We find the
relativistic trend very similar, although n∞ is shifted to lower β as
compared to the Newtonian case.
4.2 Moderate disruptions
At moderate β (1 . β . 3), the star is disrupted completely, but
remnants of self-gravitating cores remain: morphologically, in the
form of a thin tidal bridge, and energetically, in the form of a flat
central distribution and “wings” in the energy histogram. The tidal
bridge is kept narrow by self-gravity, but at the two ends it broadens
into two tidal tails with or without lobes (B and C in Fig. 3).
The time to peak is shorter than for very weak disruptions (∼ 60
days), and the peak fallback rate is higher (by about one order of
magnitude), but the trend reverses around β = 1, as first noted in
GRR13, and also visible in the inset plots in Fig. 8); from that point,
the fallback rate decreases and the time to peak increases with β ,
reaching a minimum around β = 4 (corresponding to the narrowest
point in the dM/dE spread in Fig. 10). The times of the rise and
decay of the M˙ curve are very large, reaching a maximum around
β = 4 (∼ 45 days for the rise and ∼ 500 days for the decay); these
encounters last the longest (as measured from t10→100 to t100→10),
with relativistic effects prolonging them even further, by up to 20
per cent around β = 4. The duration of super-Eddington flow is
also very long, surpassing 2.5 years for rotating black holes with
M = 106 M. The energy spread is small, with the lowest point
occurring around β = 4; the energy histogram consists of a relat-
ively flat plateau of width ∼ σE where most of the mass is located
(the tidal bridge), and has very little mass outside of it (in the tidal
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to Figure 5 in GRR13. The dashed portions at the beginning of some of the curves show extrapolated data where the resolution of the most bound debris was
too low to extract a meaningful histogram. The data are binned logarithmically and smoothed using a spline fit, as detailed in Appendix B.
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Figure 9. Left panel. Time when the maximum fallback rate is achieved, measured in days elapsed since the first periapsis passage. Right panel. Peak mass
fallback rate, M˙peak. The horizontal dashed gray line shows the fallback rate corresponding to the Eddington luminosity for a 106 M BH, assuming a radiative
efficiency = 0.1. The lines show the A5/3 and B5/3 spline fits from Appendix A, while the points show the data from our simulations, extracted as described
in Appendix B; the fits from GRR13 are overplotted with a dashed, purple line.
tails). In this regime, the long-term fallback rate slope settles to the
canonical t−5/3 and exhibits virtually no variation with β .
4.3 Strong disruptions
At high β (β & 4), the star is fully disrupted; for Newtonian en-
counters, the morphology is a long stream, devoid of tidal tails or
any other distinguishing features (D in Fig. 3); for the Kerr case,
the debris is much thicker, with (E) or without (F) features remin-
iscent of the tidal tails; for non-equatorial orbits, the nodal preces-
sion creates three-dimensional spiral-like debris distributions (G)
that move ballistically; due to the different shifts imparted at peri-
apsis, the resulting structure is expected to thicken significantly in
time.
The time to peak is very short (of the order of ∼ few weeks),
and the fallback rate is very high, surpassing 2 M yr−1 for the
deepest encounters; this, however, is not the case in very close re-
lativistic encounters, where a significant fraction of the star may
plunge into a black hole and be promptly accreted (see Table 3),
leaving less material to fall back and circularize. The energy spread
is large, and it shows a power law dependence on β , only slightly
milder than the β 2 predicted by the original frozen-in theory; the
logarithmic energy distribution assumes a nearly Gaussian shape,
whose parameters can be well characterized in terms of β alone.
The fallback exponent remains very close to t−5/3.
4.4 What happens at β ≈ 4?
We believe that the qualitative change in the disruption around
β ≈ 4 is related to the shock that forms due to strong compres-
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ulations, extracted as described in Appendix B; the fits from GRR13 are
overplotted with a dashed, purple line.
sion: at β . 1, the star is not compressed at all, and it is disrupted
smoothly, due to the resonant quadrupole oscillations induced by
the tidal field of the BH; there is no real bounce wave to steepen
into a shock, because the fluid pressure has enough time to continu-
ously react to the (mild) geodesic compression during the periapsis
passage. At very large β , however, the strong compression is halted
by a shock, which then rebounds and travels to the surface of the
star, as clearly confirmed in previous simulations (e.g., Guillochon
et al. 2009 for β = 7 and γ = 4/3). It follows, then, that there must
be a boundary, in between full disruptions without compression or
shock (at β = 1) and full disruptions with large compression fol-
lowed by a shock (which we know happens at β = 7). This has
been hinted at in Sec. 5.2 of TGRM+17, but not fully discussed.
Note also that Rosswog et al. (2009) found a threshold value for
detonating white dwarfs around βcrit ≈ 3, which would be consist-
ent with the above interpretation.
We look for the presence of shocks in two ways: first, with the
geometrical shock-detection method for SPH presented by Beck,
Dolag & Donnert (2016). In Fig. 14 (left panel) we plot the fraction
of SPH particles that have a Mach speed larger than 1, as computed
with the formalism described in Section 2 of that paper, as a func-
tion of time elapsed since periapsis, for seven Newtonian simula-
tions ranging from β = 1 to β = 6. We see that for β & 3, virtually
the entire star is shocked right after the periapsis passage (with the
curves being nearly identical for all β & 4), while for β = 1 less
than 0.1 per cent of the star experiences Mach> 1 at periapsis. The
actual location of the shock also differs: at low β , the shock occurs
in the tidal tails (as discussed before by Lodato et al. 2009), and the
fraction of shocked particles is maintained at a level above 0.1 per
cent long after disruption (∼ few hours), with additional shocks oc-
curring as a result of tidally-induced, non-linear stellar pulsations.
On the other hand, at high β (> 4), the shock occurs throughout the
entire star during the first periapsis passage; as the debris stream is
now devoid of tidal tails and is merely expanding homologously,
the fraction of shocked particles quickly drops by several orders of
magnitude within an hour after disruption.
We also analyse the viscous heating rate (dq/dt)AV, repres-
enting the contribution of the SPH artificial viscosity to the energy
equation, which is a proxy for the entropy generated in the shock. In
Fig. 14 (right panel) we plot the average (dq/dt)AV, calculated for
all SPH particles in the simulations with β = 1 to β = 6, as a func-
tion of time elapsed since periapsis. We see that for the β = 6 case,
the average (dq/dt)AV is three orders of magnitude larger than for
β = 1, confirming the generation of significantly more shock en-
tropy for the deeper encounters. The rise of the (dq/dt)AV curve
is also very abrupt (it rises by three orders of magnitude within ∼
minutes), and the peak is sharp at β & 3 (lasting of the order of
∼ few minutes), but much softer for β < 3 (lasting of the order of
∼ an hour). After the shock at periapsis subsides, we see the same
trend as in the other panel: the low β encounters result in higher
post-periapsis shock indicators (in this case, the average (dq/dt)AV
1 hour after the periapsis passage is decreasing with increasing β ),
related to long-term oscillations induced in the tidal tails.
Once the shock rebounds and travels through the star, it re-
distributes energy and angular momentum between the centre and
the surface (the shock heating of the surface with energy from the
stellar core may, indeed, even be responsible for a short X-ray tran-
sient, see Guillochon et al. 2009 and Yalinewich et al. 2019). What
we would expect to see in such a case would be a complete loss
of all the “features” in the energy and angular momentum histo-
grams. At β ∼ 1, the centre of dM/dE is relatively flat (Fig. 6),
corresponding to a tidal bridge whose fluid elements are imparted
an orbital energy comparable to the one predicted by the frozen-in
theory, while the two wings corresponding to the tidal lobes have a
more peaked distribution); on the other hand, for β & 4, where the
entire star is shocked, we would expect the energy distribution to
be more Gaussian-like.
Indeed, in Fig. 15 we provide scatter plots of the energy E
and angular momentum `z, normalized by the reference energy
spread Eref and the initial angular momentum `0, respectively, for
two Kerr simulations with a? = 0 and impact parameters β = 1
(left panel) and β = 6 (right panel). While the β = 1 simulation
yields a distribution similar to the one extracted by Cheng & Bog-
danovic´ (2014) from their relativistic simulations, with various fea-
tures in the shape of the scatter plot, the β = 6 simulations results
in a featureless, normal distribution in both energy and angular mo-
mentum.
4.5 Relativistic effects
We analyse our results through the points of view of two oppos-
ite theoretical predictions. On the one hand, Kesden (2012), based
on the model of an undisturbed star at periapsis (similar to the
frozen-in model), argued that GR disruptions would be stronger
for the same β , producing a larger spread in energies and resulting
in earlier peak times and higher peak M˙ rates (by up to a factor of
two), more so for stars on retrograde orbits; our simulations do not
support this conclusion. On the other hand, we find the argument of
Servin & Kesden (2017) convincing: since the gravitational poten-
tial is steeper in GR (i.e., the tidal forces are stronger), the star will
be disrupted higher in the potential well (i.e., further from the black
hole), resulting in a smaller spread in specific energies. This creates
the opposite result, of lower M˙ rates, later peak times, and a broader
shape for the M˙ curve, in agreement with our findings and with the
few previous relativistic studies (e.g., Cheng & Bogdanovic´ 2014).
The two competing effects (steeper potential but earlier disruption)
partially cancel out to yield relatively similar energy distributions
and return rates (as seen before in Figures 9 and 11 of TGRM+17),
making it more difficult to discriminate between a relativistic and
a Newtonian encounter based solely on the mass return rate. The
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Figure 11. Left panel. Time of rise from 10 per cent of M˙peak to M˙peak, as a function of the penetration factor β . The relativistic curves take up to a couple of
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Figure 12. Duration of super-Eddington fallback assuming a radiative
efficiency of  = 0.1 and the Eddington limit LEdd = 4piGMc/κ , with
κ = 0.34 cm2 g−1 being the Thomson opacity assuming solar abundances.
The relativistic simulations result in a slightly longer duration of super-
Eddington fallback, except for the highest β , where a significant percent-
age of the stellar material is initially captured on plunging orbits. The lines
show the G5/3 spline fits from Appendix A, while the points show the data
from our simulations, extracted as described in Appendix B.
corrections to the shape of the debris fallback rate are also minor,
and are strongest around β ∼ 4.
On the other hand, the effect of GR on the morphology of
the debris stream is more significant, even in weak encounters (at
low β ), as the differential periapsis shifts create much wider debris
streams. In so far as the observational prospects are concerned, we
believe it much more likely to see the effects of GR in aspects other
than the fallback rates, such as:
(a) the optical transient generated through recombination in the
more expanded unbound debris stream;
(b) the bremsstrahlung radiation resulting from the breaking of
the expanding debris stream by the ambient gas;
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Figure 13. Mass fraction of material removed from the star and bound to
the black hole (E < 0) without being on plunging orbits. This is the material
that will eventually circularize and form an accretion disc. Values given in
units of M, as a function of the penetration factor β . The fits from the
Appendix of GRR13 are overplotted with a dashed, purple line.
(c) the γ-ray signature from the collision of the expanding un-
bound debris with molecular clouds;
(d) the X-ray signature of the shock breakout resulting from
multiple bounces at periapsis;
(e) the longer durations of super-Eddington flow, and longer
times of rise (t10→100) and decay (t100→10);
(f) the increased disruption rate due to the stronger disruptions
at low β ;
(g) the faster circularization, due to the self-crossing of the
debris stream closer to the BH and at higher angles than in the
Newtonian case.
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5 CONCLUSIONS
In this paper, we presented the results of relativistic SPH simula-
tions of tidal disruptions of stars by rotating supermassive black
holes, for penetration parameters between 0.5 and 11, and black
hole spins between −0.99 and 0.99. As expected, we found that
general relativity particularly affects deep encounters, within a few
event horizon radii, as follows: the strong (periapsis and nodal) pre-
cession creates debris stream geometries impossible to obtain with
the Newtonian equations (such as three-dimensional spirals wind-
ing multiple times around the black hole, Fig. 4); part of the fluid
can be launched on plunging orbits, which reduces the fallback
rate and decreases the mass of the resulting accretion disc (by as
much as 80 per cent in the deepest encounters with retrograde spin,
Fig. 13); a suite of compression and bounce episodes at periapsis
in very deep relativistic encounters (Fig. 2) may generate distinct-
ive X-ray signatures resulting from the associated shock breakout;
we also found that disruptions can even occur inside the marginally
bound radius, if the enhanced angular momentum spread launches
part of the debris on non-plunging orbits (as is the case of all the
simulations with a? =−0.99 and β > 8).
Perhaps surprisingly, we also found relativistic effects to be
important in weak disruptions, where the balance between self-
gravity and the tidal force is very close to equilibrium. In this
case, the otherwise minor relativistic effects can have decisive con-
sequences on the qualitative outcome of the disruption.
In between, where the star is fully disrupted but relativistic ef-
fects are not extreme, the difference is less conspicuous and resides
mostly in a gentler rise of the fallback rate, a later peak and a
broader return rate curve, in agreement with the few previous re-
lativistic simulations. However, even in the case of moderately
strong encounters, we found that the differential periapsis shift cre-
ates much thicker debris streams than in the Newtonian case, both
in the bound part (possibly speeding up the circularization) and in
the unbound part (speeding up the production of the recombination
transient by a factor of two, and enhancing the interaction of the
ejecta with the interstellar medium).
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In Appendix A we provided fit formulae for various proper-
ties of the disruption (such as maximum compression at periapsis,
shape and spread of the energy distribution) and potential observ-
ables (such as the peak fallback rate, the times of rise, peak and
decay, and the duration of the super-Eddington fallback phase) as a
function of the impact parameter and the black hole spin.
In Appendix B we discussed our strategy for binning the re-
turn times of the SPH particles and fitting a spline to the resulting
histogram, so as to generate a continuous function M˙(t) based on
which most quantities discussed in this paper were computed.
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APPENDIX A: FITTING PARAMETERS
We have calculated updated fitting parameters for the four characteristic quantities that appear in the Appendix of GRR13: the peak fallback
rate (M˙peak), the time from the first periapsis passage to peak (tpeak), the fraction of mass lost by the star (∆M), and the long-term slope of the
fallback rate (n∞). We also provide fitting parameters for several additional quantities: the time of rise of the fallback rate from 10 per cent of
M˙peak to M˙peak (t10→100), the time of decay of the fallback rate from M˙peak to 10 per cent of M˙peak (t100→10), the duration of super-Eddington
fallback (∆tL>LEdd ), the spread in the energy distribution σE , and the energy distribution dM/dE .
The fits are given in terms of functions of the penetration factor β (the first four being analogous to the A5/3, B5/3, C5/3 and D5/3 given
by GRR13), and follow the scaling with the BH size M, the stellar mass m? and radius r?, the radiative efficiency  and the canonical energy
spread ∆Eref (Eq. 1 with kE = 1 and n= 0) given by GRR13 and Stone et al. (2019):
M˙peak = A5/3
(
M
106 M
)−1/2( m?
M
)2( r?
R
)−3/2
M yr−1 (A1)
tpeak = B5/3
(
M
106 M
)1/2( m?
M
)−1( r?
R
)3/2
yr (A2)
∆M =C5/3m? (A3)
n∞ = D5/3 (A4)
t10→100 = E5/3
(
M
106 M
)1/2( m?
M
)−1( r?
R
)3/2
yr (A5)
t100→10 = F5/3
(
M
106 M
)1/2( m?
M
)−1( r?
R
)3/2
yr (A6)
∆tL>LEdd = G5/3
( 
0.1
)3/5( M
106 M
)−2/5( m?
M
)1/5( r?
R
)3/5
yr (A7)
σE = H5/3∆Eref (A8)
dM/dE = J5/3 10−4 c2/m?. (A9)
For J5/3 we fit a generalized Gaussian function,
J5/3 =
B
2AΓ(1/B) exp
[
−(∣∣E− E¯∣∣/A)B] , (A10)
where E¯ = 0 is the expected mean specific energy after the disruption, Γ(x) is the gamma function, and the parameters A and B are given
in Table A1 as JA,5/3 and JB,5/3, respectively. Note that A2 = 2σ2, B = 2 and E¯ = µ reduces the generalized Gaussian in Eq. A10 to the
normal distribution with mean µ and variance σ2.
We point out that while the Newtonian fits are straightforward (since the fit functions only depend on β ), in the relativistic case the
problem is a lot more complex: not only is the dependence on a? not strictly monotonic, but even in the absence of spin relativistic effects
depend on the rp/rg ratio. For instance, two encounters with the same β will have very different C5/3 curves for M = 106 M and M =
4×107 M (see Section 3 and in particular Fig. 3 of Gafton et al. 2015, where this point is clearly visible even for non-rotating BHs). This
means that the scalings given above hold for Kerr only around M . 106 M, and will break down for much larger BH masses. In so far as
the deviation from Newtonian curves (which scale with rt/rp) is due to relativistic effects (which scale with rp/rg), an alternative would be
to fit the relativistic curves in terms of offsets from the Newtonian ones, and then give those offsets as functions of rp/rg and of a?).
For the plots in this paper, some of the time scales above were plotted in days, with the conversion being made assuming a Julian year,
1 yr = 365.25 days of 86 400 seconds each.
As opposed to GRR13, who determined their A5/3 through D5/3 via a ratio of polynomials fit, we chose to provide a B-spline repres-
entation of our data. This is motivated by a number of reasons: a) since our data extend to β & 10, it exhibits a more complicated trend, with
various local extrema (in particular around β ∼ 1, β ∼ 4, and β ∼ 11). A higher order polynomial fit would be necessary to capture all of the
trends in the data, making the procedure vulnerable to Runge’s phenomenon (Runge 1901); a B-spline fit generally avoids this issue; b) both
the coefficients and the knots of a B-spline are closely related to the actual data (i.e., to the y and x axis, respectively), while the coefficients
of a polynomial (particularly in a ratio of polynomials) can grow arbitrarily high, and bear no relation to the data themselves (in particular,
trying to fit another variable, such as the BH spin a?, to the coefficients, would not generally make sense); c) we determined that a very low
precision (as low as 3 significant digits per coefficient) is sufficient to yield a virtually indistinguishable curve from the one constructed with
coefficients given with machine precision (mostly because the coefficients are related to the y-values); on the other hand, for a polynomial fit
the coefficients need to be expressed with high precision, otherwise the fit cannot be reproduced (Guillochon & Ramírez-Ruiz 2015a).
All B-spline curves used here are cubic (i.e., of order k= 3) and valid on a specific interval [βmin,βmax]. In general, a B-spline will have
an arbitrary nk interior knots and 2(k+ 1) border knots, which for simplicity are normally taken as equal to the boundary values (βmin and
βmax, respectively). The number of coefficients is nk +(k+1). For brevity, we will not write down the border knots (which can be deduced
from the limits of the domain).
The fits for the Newtonian and Kerr simulations are given separately in Table A1 in terms of B-spline knots and coefficients compatible
with popular spline functions such as splev from the PYTHON library SCIPY. To illustrate this, the following PYTHON code snippet generates
the M˙peak(β ) curve based on A5/3’s knots and coefficients from Table A1:
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Table A1. Knots and coefficients of B-spline fits, derived separately for the Newtonian case (A5/3,N through JB,5/3,N) and for the Kerr case (A5/3,K through
JB,5/3,K, as a function of the BH spin a?).
Quantity Range of β Knots Coefficients
A5/3,N [0.55, 11] [0.65, 0.75, 0.85, 0.95, [0.0147, 0.0201, 0.227, 0.807, 1.19, 1.36, 1.55, 1.29, 0.854, 0.578, 0.977, 1.75, 2.35]
1.0, 1.5, 2, 4, 7]
B5/3,N [0.55, 11] Same as A5/3,N [0.242, 0.206, 0.18, 0.166, 0.16, 0.155, 0.154, 0.167, 0.165, 0.164, 0.0798,0.0544, 0.0433]
C5/3,N [0.50, 0.95] [0.65, 0.75, 0.85] [0.000242, −0.00888, 0.0436, 0.356, 0.696, 0.882, 0.916]
D5/3,N [0.55, 11] [0.90, 0.95, 1.0, 1.4, 4] [−2.14, −2.42, −2.0, −1.49, −1.69, −1.66, −1.58, −1.63, −1.63]
E5/3,N [0.55, 11] Same as A5/3,N [0.0781, 0.073, 0.0674, 0.0673, 0.0714, 0.0713, 0.0799, 0.1, 0.107, 0.12, 0.0664, 0.0442, 0.0359]
F5/3,N [0.55, 11] Same as A5/3,N [0.431, 0.401, 0.337, 0.445, 0.575, 0.61, 0.541, 0.58, 0.895, 1.49, 0.691, 0.46, 0.364]
G5/3,N [0.55, 11] Same as A5/3,N [0.234, 0.234, 0.594, 0.815, 1.85, 2.38, 1.93, 1.96, 2.15, 2.84, 2.12, 1.76, 1.6]
H5/3,N [0.55, 11] Same as A5/3,N [0.497, 0.516, 0.588, 0.584, 0.551, 0.525, 0.557, 0.575, 0.522, 0.459, 0.682, 1.04, 1.25]
JA,5/3,N [1, 11] [1.5, 2, 4, 7 ] [1.95, 2.13, 2.07, 1.86, 1.11, 1.76, 2.63, 3.13]×10−4
JB,5/3,N [1, 11] [1.5, 2, 4, 7] [3.75, 7.2, 5.22, 2.94, 1.22, 1.85, 1.63, 1.91]
A5/3,K [0.55, 11] [0.65, 0.75, 0.85, 0.95, [0.029−0.000402a?, 0.055−0.000316a?, 0.372−0.00438a?, 1.04−0.0109a?
1.0, 1.5, 2, 3, 6, 9] 1.34−0.00246a?, 1.44−0.00995a?, 1.51+0.0165a?, 1.18−0.0132a?
0.836+0.0556a?, 0.548−0.0813a?, 0.673+0.108a?, 1.58−0.278a?
1.88+0.565a?−0.472a?2−0.65a?3, 1.36+4.42a?−0.136a?2−3.75a?3]
B5/3,K [0.55, 11] Same as A5/3,K [0.226−0.0034a?, 0.2+0.00253a?, 0.178−0.000766a?, 0.168+0.000487a?,
0.16−0.000565a?, 0.161−0.000215a?, 0.166−0.000977a?, 0.176+0.00198a?,
0.178−0.000837a?, 0.179+0.00364a?, 0.128+0.000959a?, 0.062+0.00872a?,
0.0384−0.0418a?+0.00975a?2 +0.0592a?3,0.07−0.0929a?−0.0115a?2 +0.0808a?3]
C5/3,K [0.50, 0.95] [0.65, 0.75, 0.85] [0.00138−0.000726a?, −0.011+0.00149a?, 0.0844−0.00348a?,
0.478−0.00236a?, 0.922−0.0168a?, 0.933+0.0172a?, 1+0a?]
D5/3,K [0.55, 11] [0.90, 0.95, 1.0, 1.4, 4] [−2.2+0.0338a?, −2.51−0.0346a?, −1.27+0.00813a?, −1.57+0.000244a?, −1.67+
0.00988a?, −1.7−0.00489a?, −1.53+0.0061a?, −1.68+0.00322a?, −1.6−0.017a?]
E5/3,K [0.55,11] Same as A5/3,K [0.0733−0.00492a?, 0.0719+0.00329a?, 0.0672−0.00138a?, 0.0698+0.00649a?,
0.0707−0.00068a?, 0.077−0.000164a?, 0.0909−0.000904a?, 0.108+0.00186a?,
0.117−0.00103a?, 0.126+0.00283a?, 0.104+0.000831a?, 0.0503+0.00677a?,
0.0263−0.0283a?+0.013a?2 +0.047a?3,0.0516−0.0705a?−0.00674a?2 +0.065a?3]
F5/3,K [0.55,11] Same as A5/3,K [0.414+0.00304a?, 0.36−0.00437a?, 0.335+0.00363a?, 0.492−0.00383a?,
0.619+0.00137a?, 0.596+0.00156a?, 0.504+0.000761a?, 0.662−0.0057a?,
0.841−0.0109a?, 1.72−0.0457a?, 0.912+0.145a?, 0.582−0.0661a?,
0.382+0.0969a?+0.0507a?2 +0.104a?3,0.56−0.728a?−0.0328a?2 +0.664a?3]
G5/3,N [0.55,11] Same as A5/3,K [0.0529−0.00482a?, 0.234−0.013a?, 0.572+0.0162a?, 1.06−0.0338a?, 2.54+0.00943a?,
2.15−0.025a?, 1.92+0.023a?, 1.99−0.0127a?, 2.07+0.00485a?, 2.24+0.208a?
2.01−0.159a?, 1.52+0.686a?−0.0296a?2−0.247a?3, 0.97+0.585a?+0.328a?2−0.128a?3]
H5/3,N [0.55,11] Same as A5/3,K [0.493−0.0000189a?, 0.584−0.000538a?, 0.593−0.000516a?, 0.567+0.00131a?, 0.517+
0.000487a?, 0.536−0.000206a?, 0.558−0.00144a?, 0.553+0.00349a?, 0.521−0.00377a?,
0.417+0.0152a?, 0.574−0.0407a?, 0.86+0.0224a?, 1.25−0.239a?, 1.25+0.0538a?]
JA,5/3,K [1, 11] [1.5, 2, 4, 7] [2.02−0.00878a?, 2.05+0.046a?, 2.04−0.0726a?, 1.62+0.196a?, 1.03−0.301a?,
1.98+0.423a?, 2.48−2.16a?+0.451a?2 +1.68a?3, 3.42+1.73a?−0.31a?2−2.21a?3] ×10−4
JB,5/3,K [1, 11] [1.5, 2, 4, 7] [6.44−0.107a?, 7.25+0.0387a?, 5.1−0.0428a?, 2.44+0.207a?, 1.32−0.185a?,
2.14+0.197a?, 1.38−0.978a?+0.34a?2 +0.905a?3, 2.2+0.77a?−0.31a?2−0.977a?3]
1 import numpy as np
2 from scipy.interpolate import splev
3 knots = [0.55, 0.55, 0.55, 0.55, 0.65, 0.75, 0.85, 0.95, 1.0, \ # Note the extra guard knots
4 1.5, 2.0, 4.0, 7.0, 11.0, 11.0, 11.0, 11.0] # (four on each side)
5 coeffs = [0.0147, 0.0201, 0.227, 0.807, 1.19, 1.36, 1.55, 1.29, \
6 0.854, 0.578, 0.977, 1.75, 2.35]
7 order = 3
8 xaxis = np.linspace(0.55, 11, 1000)
9 yaxis = splev(xaxis, [knots, coeffs, order])
The resulting function, defined by the arrays xaxis and yaxis, is shown in Fig. A1 (left panel) as a solid blue line; the data points from
our simulations are overplotted as filled black circles, while the fit from GRR13 is shown as a dashed purple line. In Fig. A1 (right panel)
we repeat the same exercise, this time with H5/3. In both cases, the fit to the data is excellent, and accomplished with as little as 3 significant
digits per coefficient.
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Figure A1. (Left panel) A5/3 curve resulting from the fit given in Table A1 (blue line), as produced by the code snippet in the main text, together with the
M˙peak(β ) data points extracted from our simulations (filled black circles) and the fits of GRR13 (dashed purple line). (Right panel) H5/3 curve resulting from
the fit given in Table A1 (blue line), together with the normalized standard deviation of the energy spread (σE/Eref) extracted from our simulations (filled
black circles).
APPENDIX B: BINNING PROCEDURE FOR THE FALLBACK RATE
Once the return times tret to periapsis are calculated from the specific orbital energy (and, in the Kerr case, also from the angular momentum
and the Carter constant, see, e.g., Appendix A of TGRM+17), one is left with a set of discrete values whose normalized histogram represents
the mass return rate, d(m/m?)/dt. In order to convert the distribution of values tret,i (over all particles i) into a continuous function M˙(t) (as
opposed to a discrete histogram), two steps are required: the binning of the data into a histogram, and the fitting of a sensible curve to the
resulting histogram.
B1 Choosing the bins
We found that the fit of quantities such as M˙peak and tpeak is quite sensitive to how the data are binned and interpolated. In particular, both
the rise part of the curve and the decay should be smooth and defined well enough so that one can reliably extract quantities before the peak
(such as t10→100) and after the peak (such as t100→10 and n∞). While one could employ statistical analysis or machine learning techniques to
solve this problem, we have attempted to devise a very simple procedure that still works well at low resolution (∼ 105 particles, representing
the bound half of the debris stream in our simulations).
In order to capture the long-term evolution of the M˙ curve, where both the times and the return rates can span several orders of
magnitude, a good binning scheme should be logarithmic. Due to finite resolution and imperfect sampling, a naive histogram (e.g., with
equal-width logarithmic bins) will tend to be very noisy if the number of bins is larger than ∼ 50, particularly in the decay part of the curve.
For . 50 bins, the histogram may be quite smooth, but will fail to capture much of the rising part of the curve, and will also miss details
of the peak (in particular the broken power-law typical of TDEs at β ∼ 1), as shown in panel (a) of Fig. B1. In the case of the very low-β
simulations (where only a very small fraction of the star becomes bound debris), the effect is even worse, to the point where the resulting
curve hardly resembles a typical TDE fallback curve (quick rise, power-law decay).
An alternative to the equal-width bins would be to use an equal number of particles in each bin. This would sample reasonably well
the rise and decay part of the curve, provided the number of particles per bin is small (e.g., 1000), but would quickly become noisy towards
the peak of the curve, where most of the particles are concentrated, as shown in Fig. B1. Since these are competing effects, modifying the
(fixed) number of particles in the bins would improve one of the two parts of the curve (rise+decay vs peak, i.e. low- vs high-resolution) at
the expense of the other.
We decided, therefore, to take the best of these approaches: sample the rise and fall with a small number of particles per bin, and use
few bins and a lot of particles per bin for the peak of the curve. In order to make the algorithm automatic and deterministic, we choose an
initial number of particles Nmin for the first bin, at the beginning of the curve (i.e., starting at the particle with the shortest return time), and
then successively increase the number of particles per bin until reaching a maximum Nmax. The same procedure is then applied starting at
the last bin, at the other end of the curve (i.e., from the particle with the longest return time), also until Nmax is reached. Then, the remaining
particles, around tpeak, are equally distributed into as few bins as necessary so as not to surpass Nmax in each bin. Of course, care is taken
along the way not to distribute more particles than available, if Nmax is not reachable because there are very few particles, e.g., at very low β .
There are various choices of how to increase the number of particles per bin, of which we tested two:
a) multiplying the number of particles in the previous bin by a constant f×, e.g., f× = 2, until reaching Nmax:
Npart,bins = Nmin,2Nmin,4Nmin,8Nmin, ...,Nmax (B1)
b) increasing the number of particles in the previous bin by a constant f+, e.g., f+ = 100, until reaching Nmax:
Npart,bins = Nmin,100+Nmin,200+Nmin,300+Nmin, ...,Nmax (B2)
The two methods give comparable results, but we have chosen b) as it is slightly better at sampling the low-density parts of the M˙ curve,
where the exponential growth of 2n is too fast.
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Figure B1. Analysis of possible histograms of M˙(t) for a Newtonian simulation with β = 1. (a) Bins of equal width in logarithmic space; (b) Bins containing
an equal number of particles, here 1000; (c) Bins of varying size, starting at ∼ 10 particles at the two ends of the M˙ curve and capped at ∼ 5000 particles
around the peak of the curve, as described in the main text. The black circles show the locations and values of the histogram, while the red line is a cubic spline
fitted to the underlying histogram.
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Figure B2. Analysis of a cubic spline fitted to the histograms of M˙(t) for a Newtonian simulation with β = 1. (a) First derivative of M˙(t); the root of the
function gives the time of the peak, tpeak, shown here as a filled circle. The mean value of the derivative at late times gives the asymptotic fallback power-law
decay slope n∞, shown here as a dashed red line; (b) The function M˙−0.1× M˙peak, whose roots give the quantities t10→100 and t100→10, shown here as filled
circles; (c) The function M˙−LEdd/c2, whose roots give the interval ∆tL>LEdd .
Our experiments show that, for ∼ 105 particles, Nmin ∼ 5, Nmax ∼ 3000, and fN+ ∼ 100 are good values, which minimize the noise in
the histograms across the entire range of β . An example of such a histogram is shown in panel (c) of Fig. B1. It is evident even at a glance
that the rise of the M˙ curve is better sampled than in either of the other methods, the features of the peak are reproduced well, without any
noise, while the decay part is sampled comparably to method (a), and is less noisy than in method (b).
B2 Choosing a fit curve
Once a histogram is created, we fit a cubic spline through the histogram points in log–log space, which gives a smooth, continuous, and
– most importantly – analytically differentiable function M˙(t). We have experimented with using more complex, global functions inspired
by the literature on supernova light curves (such as variant broken-power-law functions, see Zheng & Filippenko 2017), but found them
unsatisfactory in the case of TDEs, particularly for the rise and the decay parts (though fairly apt to reproduce the curve around its peak).
As long as the histogram is carefully calculated, as detailed in Appendix B1, a cubic spline generates a perfectly satisfactory differentiable
function. The quantities of interest can then be reliably extracted using precise mathematical methods, typically root finding algorithms; for
example, M˙peak and tpeak are given by the root of the first derivative of M˙(t), as illustrated in panel (a) of Fig. B2; the quantities t10→100 and
t100→10 are given by the roots of the function M˙−0.1×M˙peak, as illustrated in panel (b) of Fig. B2; ∆tL>LEdd is given by the distance between
the roots of the function M˙−LEdd/c2, as illustrated in panel (c) of Fig. B2.
Also, the asymptotic slope n∞ is calculated as the mean derivative of all the splines after t = 10 yr, as shown in panel (a) of Fig. B2. The
cutoff is chosen somewhat arbitrarily, to ensure that: a) it is a very long time after the disruption, much longer than the typical time scale of
any of the physical processes involved, and b) it is larger than both tL=LEdd and t100→10 for all of our simulations. The reason for taking the
mean instead of the last value is to minimize the noise at the end of the fallback curve, where the resolution is extremely low (of the order of
∼ 1 particle yr−1) and the cubic spline is somewhat prone to oscillations.
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