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Abstract
The solvability of the abstract implicit nonlinear nonautonomous differential equation (A(t)u(t))′ +
B(t)u(t)+ C(t)u(t)  f (t) will be investigated in the case of a measure as an initial value. It will be shown
that this problem has a solution if the inner product of A(t)x and B(t)x + C(t)x is bounded below.
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1. Introduction
We are motivated by the smoothening phenomenon of initial data in dynamic systems gov-
erned by the nonlinear heat equation. A classical result of the linear theory states that any
L2-function smoothens to a C∞-function, i.e., the heat equation with any L2-function as an
initial value has a solution, which is a C∞-function with respect to the space variable at any time
after the initial time moment. In [11], the authors have studied what happens if the initial value
for a concrete semilinear heat equation
ut −Δu+ |u|p−1u = 0 on Ω × ]0, T [, (1.1)
is a distribution (measure), say Dirac’s δ-function. Here, Ω ⊂ Rn is open with 0 ∈ Ω and 0 <
p < ∞. In this case the initial heat energy is concentrated at the origin. Equation (1.1) has a
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S. Aizicovici, V.-M. Hokkanen / J. Math. Anal. Appl. 331 (2007) 308–328 309solution u ∈ Lploc(Ω × ]0, T [) (derivatives are taken in the distributional sense), which satisfies
the initial condition
lim
t→0+
∫
Ω
u(x, t)ξ(x) dx = ξ(0) for all ξ ∈ C∞0 (Ω), (1.2)
iff p < (n + 2)/n. Physically, the nonlinear term |u|p−1u represents a negative heat source
(throat). If p  (n+ 2)/n, this throat absorbs the initial heat infinitely fast, and instead of (1.2),
one has
lim
t→0+
∫
Ω
u(x, t)ξ(x) dx = 0 for all ξ ∈ C∞0 (Ω).
We shall study the solvability of the abstract problem
v′(t)+w(t)+ C(t)u(t) = f (t) for a.a. t ∈ ]0, T [, (1.3)
v(t) ∈A(t)u(t), w(t) ∈ B(t)u(t) for a.a. t ∈ ]0, T [, (1.4)
v(0) = v0, (1.5)
which contains as a particular case a wide class of nonlinear parabolic boundary value problems.
Here, the operators A(t) and B(t) are maximal monotone and bounded affinely in a real Hilbert
space V such that A(t) + B(t) is V -coercive. Each A(t) is the subdifferential of a continuous
convex function on a real Banach space W . In addition, there is a compact injection i:V → W
such that iV is dense in W , f is integrable as a function from [0, T ] into V ∗, and C(t) :V → W ∗
is Lipschitzian.
The existence of a solution of (1.3)–(1.5) in the case where B and C do not depend on t has
been studied in several papers. Di Benedetto and Showalter assumed in [8] that A and B do not
depend on time t , C ≡ 0, and v0 ∈ R(A), the range ofA. IfA and B are subdifferentials but only
bounded, C ≡ 0, f is differentiable and v0 ∈ R(A), the solvability of (1.3)–(1.5) has been shown
by Grange and Mignot [14] and, by different methods, by Barbu [6]. By the methods of [14],
the solvability of (1.3)–(1.5) with time independent subdifferential B and v0 ∈ R(A(0)) has been
shown in [9]. If v0 belongs to the closure of R(A(0)) with respect to the topology of W ∗, the
solvability of (1.3)–(1.5) has been shown, by the methods of [8], in [15] for non-degenerateA(t),
and for degenerate A(t) in [16]. Recent existence results for abstract doubly nonlinear equations
have been obtained by the authors [1,2] in the case where B(t) are unbounded subdifferentials.
Other results on various classes of doubly nonlinear equations can be found in [3,12,17,18,21,22].
On the initial value v0 we assume only that it belongs to the closure of the range of A(0)
in V ∗. In addition to the conditions of [8,15], or [16], we assume that the inner product of the
elements of A(t)x and B(t)x + C(t)x is coercive in W . This condition is a strengthened version
of the key condition of [6], according to which this inner product is bounded below by a constant.
By adapting the methods of [8] and using weighted spaces of vector valued functions, we
generalize the existence results in [10] for the Cauchy problem
y′(t)+Ay(t)  f (t) for a.a. t ∈ ]0, T [, y(0) = y0, (1.6)
where A is a maximal monotone operator in a Hilbert space and y0 ∈ R(A), to the doubly non-
linear equation (1.3)–(1.5).
The plan of the paper is as follows. After reviewing the basic notation and some background
material in Section 2, we state our main results in Section 3. Three auxiliary lemmas are included
in Section 4. The proofs of the main results are carried out in Sections 5–7. The last section
(Section 8) contains an example that illustrates our abstract theory.
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For additional information the reader may consult [5,7,10,13,20,24]. All the spaces are real;
by X, we mean any Banach space, by X∗ its dual, by H any Hilbert space, by (·,·)H the inner
product of H , by ‖ · ‖Y the norm of the space Y , by R(f ) the range of the function f , and by
(a, b) where a ∈ A and b ∈ B , an element of the Cartesian product A×B . If x ∈ X and x∗ ∈ X∗,
we use 〈x, x∗〉X = x∗(x) to denote the duality pairing between X and X∗. A multivalued operator
A :D(A) ⊂ X → X∗ (i.e., a subset A ⊂ X ×X∗) is monotone if
〈x1 − x2, y1 − y2〉X  0 for all (x1, y1), (x2, y2) ∈ A.
The operator A is maximal monotone if it is not a subset of any other monotone operator. The
duality mapping F :X → X∗ is given by
Fx = {x∗ ∈ X∗ ∣∣ ‖x‖2X = 〈x, x∗〉X = ‖x∗‖2X∗}.
Lemma 2.1. [5, p. 42] Let A ⊂ X ×X∗ be a maximal monotone operator and (xn, yn) ∈ A, n =
1,2, . . . , be such that xn →x weakly in X, yn →y weakly star in X∗, and lim infn→∞〈xn, yn〉X 
〈x, y〉X . Then y ∈ Ax.
Let A ⊂ H × H be maximal monotone. For each x ∈ D(A), the domain of A, A0x is the
element of Ax which has the minimal norm. The operator A0 is called the minimal section of A.
Let f :X → [−∞,∞] be convex and lower semicontinuous. Then the conjugate function of f
is given by
f ∗ :X∗ → [−∞,∞], f ∗(u) = sup
v∈X
(〈v,u〉X − f (v))
and it is lower semi-continuous and convex. The set
∂f (x) = {x∗ ∈ X∗ ∣∣ f (x) < ∞ and f (v) f (x)+ 〈v − x, x∗〉X for all v ∈ X}
is called the subdifferential of f at x and its elements are subgradients of f at x. The set ∂f =
{(x, x∗) ∈ X ×X∗ | x∗ ∈ ∂f (x)} is the subdifferential of f .
Let T ∈ ]0,∞[, n = 1,2, . . . , p ∈ [1,∞] and r ∈ [0,∞[. We use the standard vector-valued
function spaces C([0, T ];X), C∞0 (]0, T [;X), L2(0, T ;X), and
L2
(
0, T ;X, tr)= {f : [0, T ] → X ∣∣ t → t r2 f (t) belongs to L2(0, T ;X)},
Wn,p(0, T ;X) = {f ∈ Lp(0, T ;X) ∣∣ the distributional derivatives
f ′, f ′′, . . . , f (n) ∈ Lp(0, T ;X)},
H 1(0, T ;X) =
{
f : [0, T ] → X
∣∣∣ there exists g ∈ L2(0, T ;X) such that
f (t) = f (0)+
t∫
g(s) ds for all t ∈ [0, T ]
}
.0
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The weighted space L2(0, T ;H, tr), r > 0, is a Hilbert space with
(f, g)L2(0,T ;H,tr ) =
T∫
0
(
f (t), g(t)
)
H
tr dt.
The duality pairing between L2(0, T ;X, tr ) and L2(0, T ;X∗, t r ) is given by
〈f,g〉L2(0,T ;X,tr ) =
T∫
0
〈
f (t), g(t)
〉
X
tr dt.
3. Main results
We are given a,M,T ∈ ]0,∞[, an increasing positive g ∈ C(R), a positive η ∈ L1(0, T ),
a real reflexive Banach space W , a real Hilbert space V , and a compact injection i :V → W such
that iV is dense in W .
The function φ : [0, T ] ×W →R satisfies:
(A.1) For each t ∈ [0, T ], φ(t, ·) is continuous and convex.
(A.2) For each x, y ∈ W and a.e. t ∈ ]0, T [, t → φ(t, x) is differentiable and∣∣φt (t, x)∣∣M +M‖x‖2W,∣∣φt (t, x)− φt (t, y)∣∣ g(‖x‖W + ‖y‖W )‖x − y‖W .
(A.3) For all t ∈ [0, T ] and each (x, y) ∈ ∂φ(t, ·),
‖y‖W ∗ M +M‖x‖W .
The operators A(t) = i∗∂φ(t, ·)i, t ∈ [0, T ], satisfy:
(A.4) Let x ∈ H 1(0, T ;V ) and y ∈ H 1(0, T ;V ∗) be such that y(t) ∈A(t)x(t) for a.a. t ∈ ]0, T [.
Then 〈
x′(t), y′(t)
〉
V
−η(t)−M∥∥x′(t)∥∥
V
∥∥x(t)∥∥
V
for a.a. t ∈ ]0, T [.
(A.5) If t ∈ [0, T ] and (x1, y1), (x2, y2) ∈A(t), then
〈x1 − x2, y1 − y2〉V  a‖ix1 − ix2‖2W .
The operators B(t) ⊂ V × V ∗ and C(t) :V → V ∗, t ∈ [0, T ], satisfy:
(B.1) For each t ∈ ]0, T [, B(t) is maximal monotone and
‖y‖V ∗ 
√
η(t)+M‖x‖V for all (x, y) ∈ B(t).
(B.2) For each λ ∈ ]0,∞[ and z ∈ V ∗, the mapping t → (R + λB(t))−1z is measurable in V
(R is the Riesz mapping V → V ∗).
(B.3) For a.e. t ∈ ]0, T [ and each (x, y) ∈ B(t),
〈x, y〉V  a‖x‖2V −M‖ix‖2W − η(t).
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V ∗
∣∣M(‖ix‖W + t‖x‖V + η(t))Cξ
for any ξ ∈ K , (x, y) ∈ B(t), and t ∈ [0, T ]. Here, Cξ ∈ ]0,∞[ depends only on ξ .
(B.5) For each (x, z) ∈A(t), y ∈ B(t)x and a.e. t ∈ ]0, T [,(
z, y + C(t)x)
V ∗  a‖ix‖2W − η(t)‖z‖2V ∗ −Mt2‖x‖2V − η(t).
(C.1) For each z ∈ V , the function t → C(t)z is measurable in V ∗.
(C.2) For each x, y, z ∈ V and t ∈ [0, T ], C(t)0 = 0 and∣∣〈x,C(t)y − C(t)z〉
V
∣∣M‖ix‖W‖y − z‖V .
(C.3) If (xn) converges to x in W a.e. on ]0, T [ and weakly in L2(0, T ;V, t2), then C(·)xn →
C(·)x weakly star in L2(0, T ;V ∗, t2), on a subsequence.
Theorem 3.1. Assume (A.1)–(A.5), (B.1)–(B.5), (C.1)–(C.3) and, in addition, that f ∈
L1(0, T ;V ∗) ∩ L2(0, T ;V ∗, t2) and v0 belongs to the closure of R(A(0)) in V ∗. Then there
exist u ∈ L2(0, T ;V, t2) ∩ L2(0, T ;W), v ∈ L2(0, T ;W ∗), and w ∈ L2(0, T ;V ∗, t2) such that
v is continuous on [0, T ] with respect to the weak-star topology of V ∗, t → tv(t) belongs to
H 1(0, T ;V ∗), and
v′(t)+w(t)+ C(t)u(t) = f (t) for a.a. t ∈ ]0, T [, (3.1)
v(t) ∈A(t)u(t), w(t) ∈ B(t)u(t) for a.a. t ∈ ]0, T [, (3.2)
v(0) = v0. (3.3)
Remark 3.1. Generally, it is not possible to weaken the linear boundedness assumption (C.2),
since for (1.1), C(t)u is |u|p−1u, and according to [11] no solution exists if p  (n+ 2)/n.
Any v0 ∈ V ∗ is acceptable, if an extra condition is assumed:
(A.6) ∂φ(0, x) is single-valued for all x ∈ W \ iV , or FiV ⊂ ∂φ(0, ·)iV , where F is the duality
mapping of W .
Lemma 3.1. Assume (A.1), (A.3), (A.5), and (A.6). Then R(A(0)) is dense in V ∗.
Theorem 3.2. Assume the conditions of Theorem 3.1 and, in addition, f ∈ L2(0, T ;V ∗, t). Then
u, v, and w of Theorem 3.1 satisfy u ∈ L2(0, T ;V, t) and v′,w ∈ L2(0, T ;V ∗, t).
Let us state some additional hypotheses for the case of degenerate A(t).
(A.7) There exists p ∈ [1,2[ such that∣∣φt (t, x)∣∣M +M‖x‖pW for all x ∈ W and a.a. t ∈ ]0, T [.
(A.8) If (xn) converges weakly to x in L2(0, T ;V, t2), then, on a subsequence,
lim inf
n→∞
T∫
0
t3φt
(
t, ixn(t)
)
dt 
T∫
0
t3φt
(
t, ix(t)
)
dt.
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(C.4) For each x ∈ V and a.e. t ∈ ]0, T [, 〈x,C(t)x〉V −M‖x‖pV .
(C.5) If (xn) converges weakly to x in L2(0, T ;V, t2), then a subsequence of (C(·)xn) converges
weakly star to C(·)x in L2(0, T ;V ∗, t2) and satisfies
lim inf
n→∞
〈
xn,C(·)xn
〉
L2(0,T ;V,t3) 
〈
x,C(·)x〉
L2(0,T ;V,t3).
Theorem 3.3. Assume all the hypotheses above, except (A.5) and (A.6). If f ∈ L1(0, T ;V ∗) ∩
L2(0, T ;V ∗, t2) and v0 belongs to the closure of R(A(0)) in V ∗, then there exist u ∈
L2(0, T ;V, t2)∩L2(0, T ;W), v ∈ L2(0, T ;W ∗), and w ∈ L2(0, T ;V ∗, t2) such that t → tv(t)
belongs to H 1(0, T ;V ∗), v is continuous on [0, T ] with respect to the weak-star topology of V ∗,
and (3.1)–(3.3) are satisfied.
Theorem 3.4. Assume the conditions of Theorem 3.3 and, in addition, f ∈ L2(0, T ;V ∗, t). Then
u, v, and w of Theorem 3.3 satisfy u ∈ L2(0, T ;V, t) and v′,w ∈ L2(0, T ;V ∗, t).
Remark 3.2. A local degeneracy of A(t) is allowed by (B.5).
Indeed, let V = W =R, B(t)x = x, C(t) = 0, and
A(t)x =
{0, if |x| 1,
x − signx, if |x| > 1.
Then
(A(t)x,B(t)x + C(t)x)
V ∗ =
{
0 · x = 0 |x|2 − 1, if |x| 1,
(x ± 1)x  12 |x|2 − 12 , if |x| > 1.
4. Auxiliary lemmas
We present some auxiliary results, which will be useful in the proofs of our main theorems.
Lemma 4.1. [15, Lemma 0.1] Assume (A.1)–(A.2). If y ∈ H 1(0, T ;V ∗), x ∈ L2(0, T ;V ) and
y(t) ∈A(t)x(t) for all t ∈ [0, T ], then t → φ∗(t, y(t)) is absolutely continuous and
d
dt
φ∗
(
t, y(t)
)= 〈x(t), y′(t)〉
V
− φt
(
t, x(t)
) for a.a. t ∈ ]0, T [. (4.1)
Lemma 4.2. Assume (A.1)–(A.3) and (B.1)–(B.2). Then the operators
A= {(x, y) ∈ L2(0, T ;V, t2)×L2(0, T ;V ∗, t2) ∣∣(
x(t), y(t)
) ∈A(t) for a.a. t ∈ ]0, T [},
B = {(x, y) ∈ L2(0, T ;V, t3)×L2(0, T ;V ∗, t3) ∣∣(
x(t), y(t)
) ∈ B(t) for a.a. t ∈ ]0, T [}
are maximal monotone.
Proof. In order to prove the maximal monotonicity of B, we only need to replace L2(0, T ;V ) by
L2(0, T ;V, t3) in the proof of [15, Lemma 0.4]. Similarly, we can prove the maximal monotonic-
ity of A. 
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Φ :L2
(
0, T ;V, t2)→R, Φ(x) =
T∫
0
t2φ
(
t, ix(t)
)
dt,
is convex and weakly lower semi-continuous.
Proof. By the continuity of φ(t, ·) and (A.2), t → t2φ(t, ix(t)) is measurable. By (A.2) and the
boundedness of ∂φ(t, ·),∣∣t2φ(t, ix(t))∣∣Mt2 +Mt2∥∥x(t)∥∥2
V
for all t ∈ [0, T ]. (4.2)
Thus t → t2φ(t, ix(t)) is integrable. The lower semicontinuity follows from (4.2) and Fatou’s
lemma, as in [10, p. 47]. The convexivity of φ(t, ·) implies that Φ is convex. Since Φ is
proper, convex, and lower semi-continuous, it is weakly lower semi-continuous, as well; see
[7, p. 89]. 
5. Proof of Theorems 3.1 and 3.2
There exist vn0 ∈ R(A(0)) and fn ∈ L∞(0, T ;V ∗), n = 1,2, . . . , such that
vn0 → v0 in V ∗, as n → ∞, (5.1)
fn → f in L2
(
0, T ;V ∗, t2) and L1(0, T ;V ∗), as n → ∞. (5.2)
Indeed, one can define
fn : [0, T ] → V ∗, fn(t) =
{
f (t) if ‖f (t)‖V ∗  n,
0 otherwise.
(5.3)
Then A(t), φ(t, ·), B(t), C(t), and fn(t) satisfy the conditions of [15, Theorem 2] of which
(A.6) is not necessary (cf. [16, Theorem 3.4]). Hence, for each n = 1,2, . . . , there exist un ∈
L2(0, T ;V ), vn ∈ H 1(0, T ;V ∗)∩L2(0, T ;W ∗) and wn ∈ L2(0, T ;V ∗) such that
v′n(t)+wn(t)+ C(t)un(t) = fn(t) for a.a. t ∈ ]0, T [, (5.4)
vn(t) ∈A(t)un(t), w(t) ∈ B(t)un(t) for a.a. t ∈ ]0, T [, (5.5)
vn(0) = vn0 . (5.6)
Lemma 5.1. There exists a constant M > 0 such that, for each n = 1,2, . . . and t ∈ [0, T ],
(a)
t∫
0
s2
∥∥un(s)∥∥2V ds M, (b)
t∫
0
s2
∥∥wn(s)∥∥2V ∗ ds M,
(c)
t∫
0
s2
∥∥v′n(s)∥∥2V ∗ ds M, (d) ∥∥vn(t)∥∥2V ∗ +
t∫
0
∥∥iun(s)∥∥2W ds M.
Proof. Here and in what follows, M denotes a generic positive constant that may vary from line
to line. By (5.4) and (B.5),
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dt
1
2
∥∥vn(t)∥∥2V ∗ = (vn(t), v′n(t))V ∗
= (vn(t), fn(t)−wn(t)− C(t)un(t))V ∗

∥∥vn(t)∥∥V ∗∥∥fn(t)∥∥V ∗
− a∥∥iun(t)∥∥2W + η(t)∥∥vn(t)∥∥2V ∗ +Mt2∥∥un(t)∥∥2V + η(t)
for a.a. t ∈ ]0, T [. Integrating and using ‖vn0‖V ∗  M and ‖fn(t)‖V ∗  ‖f (t)‖V ∗ for all t ∈[0, T ], we get
1
2
∥∥vn(t)∥∥2V ∗ + a
t∫
0
∥∥iun(s)∥∥2W ds
M +M
t∫
0
s2
∥∥un(s)∥∥2V ds +
t∫
0
η(s)
∥∥vn(s)∥∥2V ∗ ds +
t∫
0
∥∥f (s)∥∥
V ∗
∥∥vn(s)∥∥V ∗ ds
for all t ∈ [0, T ]. Using a Gronwall type inequality [10, p. 157] and f ∈ L1(0, T ;V ∗), we obtain
that
∥∥vn(t)∥∥2V ∗ +
t∫
0
∥∥iun(s)∥∥2W ds
M +M
t∫
0
s2
∥∥un(s)∥∥2V ds +M
t∫
0
η(s)
∥∥vn(s)∥∥2V ∗ ds
for all t ∈ [0, T ]. By Gronwall’s inequality [10, p. 156], for each t ∈ [0, T ],
∥∥vn(t)∥∥2V ∗ +
t∫
0
∥∥iun(s)∥∥2W ds M +M
t∫
0
s2
∥∥un(s)∥∥2V ds. (5.7)
Let A(t) = R−1A(t) and φ˜(t, ·) = φ(t, i·). Then A(t) is a maximal monotone operator in
the Hilbert space V and the subdifferential of φ˜(t, ·); see [13, p. 27]. The Yosida approximation
Aλ(t) of A(t) is Lipschitz continuous and coincides with the Fréchet differential of the Moreau–
Yosida regularization φ˜λ(t, ·) of φ˜(t, ·); see [10, p. 39]. By [23, p. 56],
φ˜λ(t, ξ) = φ˜λ(t,0)+
1∫
0
(
Aλ(t)sξ, ξ
)
V
ds for all ξ ∈ V, λ > 0.
Using Aλ(t)ξ ∈ A(t)Jλ(t)ξ , I = Jλ(t)+ λAλ(t), (A.5), and (A.3), we obtain that
φ˜λ(t, ξ) = φ˜λ(t,0)+
1∫
0
1
s
(
Aλ(t)sξ, Jλ(t)sξ + λAλ(t)sξ
)
V
ds
 φ˜λ(t,0)+
1∫ 1
s
((
Aλ(t)sξ −R−1v∗(t), Jλ(t)sξ − 0
)
V0
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 φ˜λ(t,0)+
1∫
0
1
s
(
a
∥∥iJλ(t)sξ∥∥2W −M∥∥iJλ(t)sξ∥∥W )ds,
where v∗(t) ∈A(t)0. As λ → 0+, by the Dominated Convergence Theorem and (A.3), we get
φ(t, iξ) = φ˜(t, ξ) φ˜(t,0)+ a
2
‖iξ‖2W −M‖iξ‖W 
a
3
‖iξ‖2W −M (5.8)
for all ξ ∈ V. Hence
φ∗
(
t, vn(t)
)= 〈un(t), vn(t)〉V − φ(t, iun(t))

∥∥un(t)∥∥V ∥∥vn(t)∥∥V ∗ − a3
∥∥iun(t)∥∥2W +M for all t ∈ [0, T ], (5.9)
whence∥∥iun(t)∥∥2W + φ∗(t, vn(t))M∥∥un(t)∥∥V ∥∥vn(t)∥∥V ∗ +M (5.10)
for all t ∈ [0, T ]. By the uniform boundedness of ∂φ(t, ·), φ(t, ·) is quadratically and uniformly
bounded, whence
φ∗
(
t, vn(t)
)
 1
M
∥∥vn(t)∥∥2W ∗ −M for all t ∈ [0, T ]. (5.11)
By Lemma 4.1, (5.4), (A.2), (B.3), and (C.2),
d
dt
φ∗
(
t, vn(t)
)= 〈un(t), fn(t)−wn(t)− C(t)un(t)〉V − φt(t, un(t))
−a
2
∥∥un(t)∥∥2V +M + η(t)+M∥∥iun(t)∥∥2W +M∥∥fn(t)∥∥2V ∗ (5.12)
for a.a. t ∈ [0, T ]. Multiplying (5.12) by t2, integrating, and employing f ∈ L2(0, T ;V ∗, t2),
(5.3), (5.10), and Hölder’s inequality, we obtain that
t2φ∗
(
t, vn(t)
)+ a
2
t∫
0
s2
∥∥un(s)∥∥2V ds

t∫
0
2sφ∗
(
s, vn(s)
)
ds +M +M
t∫
0
s2
∥∥iun(s)∥∥2W
M
t∫
0
s
∥∥un(s)∥∥V ∥∥vn(s)∥∥V ∗ ds +M
M
( t∫
0
s2
∥∥un(s)∥∥2V ds
) 1
2
( t∫
0
∥∥vn(s)∥∥2V ∗ ds
) 1
2
+M (5.13)
for all t ∈ [0, T ]. Now, from (5.7), (5.11), and (5.13), we obtain with the help of Gronwall’s
inequality
t2φ∗
(
t, vn(t)
)+
t∫
s2
∥∥un(s)∥∥2V ds M for all t ∈ [0, T ]. (5.14)0
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edness of C(t) and (5.4) imply (c). Finally, (d) is implied by (5.7) and (a). 
Lemma 5.2. There exist u ∈ L2(0, T ;V, t2) ∩ L2(0, T ;W), w ∈ L2(0, T ;V ∗, t2), and
v : [0, T ] → V ∗ such that v ∈ L2(0, T ;W ∗), the mapping t → tv(t) belongs to H 1(0, T ;V ∗),
and on a subsequence, as n → ∞, one has
un → u weakly in L2
(
0, T ;V, t2), L2(0, T ;V, t3) and L2(0, T ;W), (5.15)
un → u in L2(0, T ;W, t), (5.16)
un(t) → u(t) in W for a.a. t ∈ ]0, T [, (5.17)
vn → v weakly star in L2(0, T ;W ∗), (5.18)
vn(t) → v(t) in V ∗ for all t ∈ [0, T ], (5.19)
wn → w weakly star in L2
(
0, T ;V ∗, t2) and L2(0, T ;V ∗, t3), (5.20)
Cun → Cu weakly star in L2
(
0, T ;V ∗, t2) and L2(0, T ;V ∗, t3). (5.21)
Proof. Denote zn(t) = tvn(t) for all t ∈ [0, T ]. By the reflexivity of the spaces and (a), (b),
and (d), it follows that (5.15) and (5.20) are valid. Moreover, by (c) and (d), there exist z˜, z∗ ∈
L2(0, T ;V ∗) such that
zn → z˜ and z′n → z∗ weakly star in L2(0, T ;V ∗), as n → ∞,
on a subsequence. These limits imply that z∗ is the distributional derivative of z˜. Hence z˜ ∈
W 1,2(0, T ;V ∗). By [10, pp. 154, 140], there exists z ∈ H 1(0, T ;V ∗) such that z = z˜ and z′ = z∗
a.e. on ]0, T [. By [4], (c), and (d), the set {zn} is precompact in C([0, T ];V ∗). Thus
zn(t) → z(t) in V ∗ uniformly for all t ∈ [0, T ], (5.22)
as n → ∞, on a subsequence. Define
v : [0, T ] → V ∗, v(t) =
{ 1
t
z(t), if 0 < t  T ,
v0, if t = 0.
(5.23)
By (5.22) and (5.1), we conclude that (5.19) holds.
By (A.3), (d), and the reflexivity of L2(0, T ;W ∗), there is zˆ ∈ L2(0, T ;W ∗) which is the
weak-star limit of (vn) in L2(0, T ;W ∗). Taking into account (5.22) and (5.23), it is easily seen
that i∗zˆ = v, a.e. on ]0, T [, i.e., (5.18) holds.
By (5.15), (a), (d), (5.19), and the Dominated Convergence Theorem,
lim sup
n→∞
〈un, vn〉L2(0,T ;V,t2)
 lim sup
n→∞
〈un, v〉L2(0,T ;V,t2) + lim sup
n→∞
〈un, vn − v〉L2(0,T ;V,t2)
 〈u,v〉L2(0,T ;V,t2) + lim sup
n→∞
‖un‖L2(0,T ;V,t2)T ‖vn − v‖L2(0,T ;V ∗)
 〈u,v〉L2(0,T ;V,t2).
Since vn ∈Aun and A is maximal monotone, v ∈Au. Hence, by (A.5), (a), (d), (5.19), and the
Dominated Convergence Theorem,
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
T∫
0
t
〈
un(t)− u(t), vn(t)− v(t)
〉
V
dt
 ‖un − u‖L2(0,T ;V,t2)‖vn − v‖L2(0,T ;V ∗) → 0, as → ∞.
Thus (5.16) and (5.17) are valid. Finally, by (C.3), (5.15), and (5.17), we obtain (5.21). 
Let x ∈ V and t ∈ [0, T ]. Then, by (5.4),
0 =
t∫
0
s2
〈
x, v′n(s)+wn(s)+ C(s)un(s)− fn(s)
〉
V
ds
= t2〈x, vn(t)〉V −
t∫
0
2s
〈
x, vn(s)
〉
V
ds +
t∫
0
s2
〈
x,wn(s)+ C(s)un(s)− fn(s)
〉
V
ds.
As n → ∞, it follows, by (5.19), (d), (5.20) and (5.21), that
t2
〈
x, v(t)
〉
V
−
t∫
0
2s
〈
x, v(s)
〉
V
ds +
t∫
0
s2
〈
x,w(s)+ C(s)u(s)− f (s)〉
V
ds = 0.
By differentiation, we obtain (3.1). Finally, we get (3.3) from (5.23).
Lemma 5.3. For a.a. t ∈ ]0, T [, v(t) ∈A(t)u(t) and w(t) ∈ B(t)u(t).
Proof. We deduced the first relation in the proof of Lemma 5.2. By Lemma 2.1, (5.15) and
(5.20), to verify the second relation, it suffices to prove that
lim sup
n→∞
〈un,wn〉L2(0,T ;V,t3)  〈u,w〉L2(0,T ;V,t3). (5.24)
Denote, for a moment, by 〈·,·〉 the duality pairing between L2(0, T ;V, t3) and L2(0, T ;V ∗, t3).
By (5.4), (5.2), vn(t) ∈A(t)un(t), Lemma 4.1, and (5.15),
lim sup
n→∞
〈un,wn〉
= lim sup
n→∞
〈
un,fn − v′n − Cun
〉
 〈u,f 〉 + lim sup
n→∞
[
−
T∫
0
t3
(
d
dt
φ∗
(
t, vn(t)
)+ φt(t, iun(t))
)
dt
]
+ lim sup
n→∞
[−〈u,Cun〉]+ lim sup
n→∞
[−〈un − u,Cun〉]
 lim sup
n→∞
[−T 3φ∗(T ,vn(T ))]+ lim sup
n→∞
T∫
3t2φ∗
(
t, vn(t)
)
dt0
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n→∞
[
−
T∫
0
t3φt
(
t, iun(t)
)
dt
]
, (5.25)
by (5.21), (A.2), (a), (C.2) and (5.16). From the lower semicontinuity of φ∗(T , ·), and (5.19), it
follows that
lim sup
n→∞
[−T 3φ∗(T ,vn(T ))]−T 3φ∗(T ,v(T )). (5.26)
On the other hand,
lim sup
n→∞
T∫
0
3t2φ∗
(
t, vn(t)
)
dt
= lim sup
n→∞
T∫
0
3t2
(〈
un(t), vn(t)
〉
V
− φ(t, iun(t)))ds
 lim sup
n→∞
3〈un, vn〉L2(0,T ;V,t2) − lim inf
n→∞
T∫
0
3t2φ
(
t, iun(t)
)
dt
 3〈u,v〉L2(0,T ;V,t2) −
T∫
0
3t2φ
(
t, iu(t)
)
dt
=
T∫
0
3t2φ∗
(
t, v(t)
)
dt, (5.27)
since (5.15), (5.19), Lemma 4.3, and (d) are valid, the function
L2
(
0, T ;V, t2)→R, x →
T∫
0
3t2φ
(
t, ix(t)
)
dt,
is weakly lower semi-continuous, and v(t) ∈A(t)u(t) for a.a. t ∈ ]0, T [.
Let v∗(t) ∈A(t)0. By (A.3) and (A.5),
a
∥∥iun(t)∥∥2W  〈un(t), vn(t)− v∗(t)〉W

∥∥iun(t)∥∥W (∥∥vn(t)∥∥W ∗ + ∥∥v∗(t)∥∥W ∗)

∥∥iun(t)∥∥W (∥∥vn(t)∥∥W ∗ +M)
for a.a. t ∈ ]0, T ]. By (5.11) and (5.14),
t
∥∥iun(t)∥∥W M for a.a. t ∈ ]0, T [. (5.28)
Let  ∈ ]0, T [ be arbitrary. Using (A.2), (5.17), and (5.28),
T∫
t3
∣∣φt(t, iun(t))− φ(t, iu(t))∣∣dt +
∫
t3
∣∣φt(t, iun(t))− φt(t, iu(t))∣∣dt 0
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T∫

t3g
(∥∥iun(t)∥∥W + ∥∥iu(t)∥∥W )∥∥iun(t)− iu(t)∥∥W dt
+
∫
0
t3M
(
1 + ∥∥iun(t)∥∥2W + ∥∥iu(t)∥∥2W )dt
 g(M/)
T∫

t3
∥∥iun(t)− iu(t)∥∥W dt + 2(M + ‖iun‖2L2(0,T ;W,t) + ‖iu‖2L2(0,T ;W,t)).
By Hölder’s inequality, (5.16), and (d),
lim sup
n→∞
∣∣∣∣∣
T∫
0
t3φt
(
t, iun(t)
)
dt −
T∫
0
t3φt
(
t, iu(t)
)
dt
∣∣∣∣∣M2.
Since  ∈ ]0, T [ is arbitrary,
lim sup
n→∞
[
−
T∫
0
t3φt
(
t, iun(t)
)
dt
]
= −
T∫
0
t3φt
(
t, iu(t)
)
dt. (5.29)
Hence (5.25), (5.26), and (5.27) imply that
lim sup
n→∞
〈un,wn〉L2(0,T ;V,t3)
 〈u,f −Cu〉L2(0,T ;V,t3) −T 3φ∗
(
T ,v(T )
)+
T∫
0
3t2φ∗
(
t, v(t)
)
dt −
T∫
0
t3φt
(
t, iu(t)
)
dt
= 〈u,f − Cu〉L2(0,T ;V,t3) −
T∫
0
t3
(
d
dt
φ∗
(
t, v(t)
)+ φt(t, iu(t))
)
dt
= 〈u,f − v′ − Cu〉L2(0,T ;V,t3) = 〈u,w〉L2(0,T ;V,t3),
by Lemma 4.1. 
We only need to prove that v is continuous at t = 0 with respect to the weak-star topology
of V ∗. This is the only place where we need (B.4). Let ξ ∈ V ∗ and  > 0 be arbitrary. Since
K ⊂ V ∗ is dense, there exists ξ ∈ K such that ‖ξ − ξ‖V ∗ < . By (5.4), (5.3), (B.4), Hölder’s
inequality, and Lemma 5.1,∣∣(vn(t)− vn0 , ξ)V ∗ ∣∣
=
∣∣∣∣∣
t∫
0
(
v′n(s), ξ
)
V ∗ ds
∣∣∣∣∣
=
∣∣∣∣∣
t∫ (
fn(s)−wn(s)− C(s)un(s), ξ
)
V ∗ ds
∣∣∣∣∣
0
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t∫
0
∥∥fn(s)∥∥V ∗ ds +
t∫
0
∣∣(wn(s)+ C(s)un(s), ξ)V ∗ ∣∣ds
 ‖ξ‖V ∗
t∫
0
∥∥f (s)∥∥
V ∗ ds +MCξ
t∫
0
(∥∥iun(s)∥∥W + s∥∥un(s)∥∥V + η(s))ds
 ‖ξ‖V ∗
t∫
0
∥∥f (s)∥∥
V ∗ ds +MCξ
(√
t +
t∫
0
η(s) ds
)
,
for all t ∈ [0, T ]. Taking the limit as n → ∞, we get∣∣(v(t)− v0, ξ)V ∗ ∣∣

∣∣(v(t)− v0, ξ)V ∗ ∣∣+ ∣∣(v(t)− v0, ξ − ξ)V ∗ ∣∣
 ‖ξ‖V ∗
t∫
0
∥∥f (s)∥∥
V ∗ ds +MCξ
(√
t +
t∫
0
η(s) ds
)
+M,
for all t ∈ ]0, T ]; see (5.1). Since  > 0 is arbitrary,
lim
t→0+
(
ξ, v(t)− v0
)
V ∗ = 0.
This completes the proof of Theorem 3.1.
Using the definition of a subdifferential, Lemma 4.1, and (A.3) we get
φ∗
(
t, vn(t)
)
 φ∗(t,0)+ 〈un(t), vn(t)− 0〉V M∥∥iun(t)∥∥2W +M (5.30)
for all t ∈ [0, T ]. By (5.12) and (5.3),
d
dt
φ∗
(
t, vn(t)
)+ a
2
∥∥un(t)∥∥2V M + η(t)+M∥∥f (t)∥∥2V ∗ +M∥∥iun(t)∥∥2W (5.31)
for all t ∈ [0, T ]. Multiplying (5.31) by t , integrating, and invoking f ∈ L2(0, T ;V ∗, t), (5.30),
and (d), we have
tφ∗
(
t, vn(t)
)+ a
2
t∫
0
s
∥∥un(s)∥∥2V ds 
t∫
0
φ∗
(
s, vn(s)
)
ds +M +M
t∫
0
s
∥∥iun(s)∥∥2W ds
M for all t ∈ [0, T ]. (5.32)
By (5.11), (un) is bounded in L2(0, T ;V, t), whence it follows that u is the weak limit in
L2(0, T ;V, t) of a subsequence of (un). Thus u ∈ L2(0, T ;V, t).
By (B.1), w ∈ L2(0, T ;V ∗, t). By (3.1), f ∈ L2(0, T ;V, t) and (C.2), it follows that v′ ∈
L2(0, T ;V ∗, t).
Theorem 3.2 is completely proved.
6. Proof of Lemma 3.1
Assume that ∂φ(0, x) is single-valued for all x ∈ W \ iV . Let y ∈ V ∗. Since W ∗ is dense
in V ∗, there exists a sequence (yn) of elements of W ∗ such that ‖y − i∗yn‖V ∗  1/n for all
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Since V is dense in W , there are xn,m ∈ V , m = 1,2, . . . , such that ixn,m → xn in W , as m → ∞.
Hence there exist yn,m ∈ ∂φ(0, xn,m). Since ‖yn,m‖W ∗ M +M‖ixn,m‖W , there exist yˆn ∈ W ∗
such that i∗yn,m → i∗yˆn in V ∗ and yn,m → yˆn weakly-star in W ∗, as m → ∞, on a subsequence.
Hence 〈ixn,m, yn,m〉W → 〈xn, yˆn〉W , as m → ∞, and so, by Lemma 2.1, yˆn ∈ ∂φ(0, xn).
There are only two cases. In the first case, a subsequence of (xn) satisfies xn ∈ V for all n.
Then yn ∈ R(A(0)) for all n, which implies that y belongs to the closure of R(A(0)). In the
second case, a subsequence of (xn) satisfies xn ∈ W \ iV for all n. By assumption yn = yˆn,
whence
‖y − i∗ym,n‖V ∗  ‖y − i∗yn‖V ∗ + ‖i∗yn − i∗ym,n‖V ∗  2
n
→ 0,
as m → ∞ and subsequently n → ∞. Hence y belongs to the closure of R(A(0)) in V ∗.
Next, assume that FiV ⊂ ∂φ(0, ·)iV . By Troyanski’s renorming theorem [25, Proposi-
tion 32.23, p. 862], we can assume that W and W ∗ are locally uniformly convex. Hence F can be
assumed to be a homeomorphism (in particular, it is continuous and onto) [25, Corollary 32.24,
p. 862]. We prove that W ∗ is a subset of the closure of i∗FiV in V ∗, whence the statement
follows, since W ∗ is dense in V ∗. Let y ∈ W ∗; then, since F is onto, there is x ∈ W such that
y = Fx. Moreover, there exist xn ∈ V , n = 1,2, . . . , such that ixn → x in W as n → ∞. Since
F is continuous, we have F(ixn) → Fx in W ∗, hence i∗F(ixn) → i∗Fx = i∗y in V ∗.
Lemma 3.1 is proved.
7. Proof of Theorems 3.3 and 3.4
The proof of Theorem 3.3 follows the lines of the proof of Theorem 3.1. There exist vn0 ∈
R(A(0)), and fn(t) for all t ∈ [0, T ], n = 1,2, . . . , which satisfy (5.1)–(5.3). Then vn0 , A(t),
φ(t, ·), B(t), C(t), and fn(t) satisfy the conditions of [16, Theorem 3.5]. Hence there exist un ∈
L2(0, T ;V ), vn ∈ H 1(0, T ;V ∗) ∩ L2(0, T ;W ∗) and wn ∈ L2(0, T ;V ∗) which satisfy (5.4)–
(5.6), for each n = 1,2, . . . .
Lemma 7.1. The inequalities (a)–(d) of Lemma 5.1 are valid.
Proof. The inequality (5.7) is still valid. By Lemma 4.1, (5.4), (A.7), (B.6), (C.4), and (5.3),
d
dt
φ∗n
(
t, vn(t)
)= 〈un(t), fn(t)−wn(t)− C(t)un(t)〉V − φt(t, iun(t))
−a
2
∥∥un(t)∥∥2V +M∥∥fn(t)∥∥2V ∗ +M∥∥un(t)∥∥pV + η(t)
+M∥∥iun(t)∥∥pW −a3
∥∥un(t)∥∥2V + η(t)+M +M∥∥f (t)∥∥2V ∗ (7.1)
for a.a. t ∈ ]0, T [, where Young’s inequality [19, Chapter 12, Section 1] is applied. By multiply-
ing (7.1) by t2 and integrating, we obtain that
t2φ∗
(
t, vn(t)
)+ a
3
t∫
0
s2
∥∥un(s)∥∥2V ds 
t∫
0
2sφ∗
(
s, vn(s)
)
ds +M (7.2)
for all t ∈ [0, T ]. By the definition of a subdifferential and Lemma 4.1,
φ∗
(
t, vn(t)
)

〈
un(t), vn(t)
〉 + φ∗(t,0) ∥∥un(t)∥∥ ∥∥vn(t)∥∥ ∗ +MV V V
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t∫
0
sφ∗n
(
s, vn(s)
)
ds 
( t∫
0
s2
∥∥un(s)∥∥2V ds
) 1
2
( t∫
0
∥∥vn(s)∥∥2V ∗ ds
) 1
2
+Mt2
 a
4
t∫
0
s2
∥∥un(s)∥∥2V ds +M
t∫
0
∥∥vn(s)∥∥2V ∗ ds +Mt
for all t ∈ [0, T ]. Thus, by Gronwall’s inequality, (5.7), (5.11), and (7.2), we conclude that (5.14)
is valid. This implies (a)–(d), as in the proof of Lemma 5.1. 
Lemma 7.2. The limits (5.15) and (5.18)–(5.21) are valid.
Proof. The relations (5.15) and (5.18)–(5.20) can be verified as in the proof of Lemma 5.2. The
limit (5.21) follows from (5.15) and (C.5). 
Lemma 7.3. For a.a. t ∈ ]0, T [, v(t) ∈A(t)u(t) and w(t) ∈ B(t)u(t).
Proof. The relation v ∈ Au can be verified as in the proof of Lemma 5.2. For the validity of
w ∈ Bu, it suffices to prove (5.24). The inequality of (C.5) replaces (C.2) and (5.16) in the proof
of (5.25). Thus (5.25)–(5.27) are still valid. Instead of (5.29) we now use (A.8) and (5.15). Hence
lim sup
n→∞
〈un,wn〉L2(0,T ;V,t3)
 〈u,f −Cu〉L2(0,T ;V,t3) −T 3φ∗
(
T ,v(T )
)+
T∫
0
3t2φ∗
(
t, v(t)
)
dt −
T∫
0
t3φt
(
t, iu(t)
)
dt
= 〈u,f − v′ − Cu〉L2(0,T ;V,t3) = 〈u,w〉L2(0,T ;V,t3),
by Lemma 4.1 and (3.1). 
As above, we can prove the weak-star continuity of v at 0 and show that Eqs. (3.1) and (3.3)
hold.
Theorem 3.3 is proved.
In order to prove Theorem 3.4 we only need to show that u ∈ L2(0, T ;V, t) as in the proof of
Theorem 3.2. We multiply (7.1) by t , integrate over [0, t], and use f ∈ L2(0, T ;V ∗, t), (5.30),
and (d). Then
tφ∗
(
t, vn(t)
)+ a
3
t∫
0
s
∥∥un(s)∥∥2V ds 
t∫
0
φ∗
(
s, vn(s)
)
ds +M
M
t∫
0
∥∥iun(s)∥∥2W ds +M M for all t ∈ [0, T ].
By (5.11), u is a weak limit in L2(0, T ;V, t) of a bounded subsequence of (un).
This completes the proof of Theorem 3.4.
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Let T , a1, a2, a3, b1, and b2 be positive constants, denote QT = ]−1,1[×]0, T [, and consider
the problem
∂v
∂t
(x, t)− ∂wˆ
∂x
(x, t) = 0 for a.a. (x, t) ∈ QT , (8.1)
v(x, t) ∈ α(u(x, t)), wˆ(x, t) ∈ β(∂u
∂x
(x, t)
)
for a.a. (x, t) ∈ QT , (8.2)
wˆ(−1, t) = wˆ(1, t) = 0 for a.a. t ∈ ]0, T [, (8.3)
v(x,0) = δ(x) for a.a. x ∈ ]−1,1[, (8.4)
where δ is Dirac’s delta function and α,β ⊂R×R are respectively given by
α(y) =
⎧⎨
⎩
a1y, if y < 0,
[0, a2], if y = 0,
a3y + a2, if y > 0,
β(y) =
⎧⎨
⎩
b1y, if y < 0,
[0, b2], if y = 0,
b1y + b2, if y > 0.
A triple (u, v, wˆ) of real-valued functions on QT is called a generalized solution of the problem
(8.1)–(8.3), if
v ∈ H 1(, T ;H 1(−1,1)∗)∩L2(, T ;L2(−1,1)),
u ∈ L2(, T ;H 1(−1,1)), wˆ ∈ L2(, T ;L2(−1,1))
for all  ∈ ]0, T [, they satisfy (8.2), and
〈
y,
∂v
∂t
(·, t)
〉
H 1(−1,1)
+
1∫
−1
y′(x)wˆ(x, t) dx = 0 for all y ∈ H 1(−1,1) (8.5)
and a.a. t ∈ ]0, T [. The generalized solution of (8.1)–(8.3) is said to satisfy (8.4), if
lim
t→0+
〈
y, v(t)
〉
H 1(−1,1) = y(0) for all y ∈ H 1(−1,1). (8.6)
If we multiply (8.1) by a function from H 1(−1,1), integrate over [−1,1] and apply (8.3), then
we see that any classical solution of (8.1)–(8.4) is a generalized solution of (8.1)–(8.3) which
satisfies (8.4).
Let V = H 1(−1,1), W = L2(−1,1), and let i denote the canonical injection of V into W .
Set C ≡ 0, f ≡ 0, and define φ :W →R, and v0 ∈ V ∗ by
φ(y) =
1∫
−1
y(x)∫
0
α0(s) ds dx, 〈ρ, v0〉V = ρ(0) for all ρ ∈ V,
(α0(s) is the element of α(s), which has the minimal norm). The operator B ⊂ V × V ∗ is given
by z ∈ By if there exists yˆ ∈ W such that yˆ(x) ∈ β(y′(x)) for a.a. x ∈ ]−1,1[ and
〈ρ, z〉V =
1∫
ρ′(x)yˆ(x) dx for all ρ ∈ V.−1
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If also (B.4) and (B.5) hold, then, by Theorem 3.2 it follows that problem (8.1)–(8.3) has a
generalized solution which satisfies (8.4). Moreover,
u ∈ L2(0, T ;H 1(−1,1), t)∩L2(0, T ;L2(−1,1)), (8.7)
v′ ∈ L2(0, T ;H 1(−1,1)∗, t), and wˆ ∈ L2(0, T ;L2(−1,1), t). (8.8)
No significant additional regularity beyond (8.7)–(8.8) is generally available. Indeed, consider
the linear case α(y) = β(y) = y for all y ∈R. Using the Fourier method one can find that
u(x, t) =
∞∑
n=0
e−n2π2t cosnπx,
whence
∥∥u(t)∥∥2
L2(−1,1) =
∞∑
n=0
e−2n2π2t ≈
∞∫
0
e−2n2π2t dn = t
−1/2
√
8π
,
∥∥u(t)∥∥2
H 1(−1,1) =
∥∥u(t)∥∥2
L2(−1,1) +
∞∑
n=0
e−2n2π2t n2 ≈ t
−1/2
√
8π
+ t
−3/2
√
128π5
.
Hence u ∈ L2(0, T ;H 1(−1,1), tr ) if and only if r > 1/2.
In (8.2) the operators α and β can be time dependent, in (8.1) one can add a nonlinear non-
monotone term in u(x, t), and in (8.4) one can use a measure that is different from Dirac’s delta
and still conclude that (8.1)–(8.4) has a generalized solution (cf. [15]).
It remains to check (B.4) and (B.5). Let K = i∗FiV , where F is the duality mapping of W .
Let t ∈ [0, T ], x ∈ V , ξ ∈ V ∗, y ∈ B(t)x, and z ∈A(t)x. We recall the following two identities:
2(y, ξ)V ∗ = ‖y + ξ‖2V ∗ − ‖y‖2V ∗ − ‖ξ‖2V ∗ and ‖y‖V ∗ = sup
ρ∈V \{0}
〈ρ,y〉V
‖ρ‖V .
Let y˜ : [−1,1] →R be the solution of
y˜′′ − y˜ = xˆ a.e. on ]−1,1[, y˜(±1) = 0,
where xˆ ∈ W satisfies xˆ(s) ∈ β(x′(s)) a.e. on ]−1,1[. By integrating by parts,
(y˜′, ρ)V = (y˜′, ρ)W + (y˜′′, ρ′)W = (y˜′′ − y˜, ρ′)W = (xˆ, ρ′)W = 〈ρ,y〉V
for all ρ ∈ V . Hence
‖y‖V ∗ = sup
ρ∈V \{0}
(y˜′, ρ)V
‖ρ‖V = ‖y˜
′‖V . (8.9)
There exists ξˆ ∈ V such that ξ = i∗Fiξˆ . Let ξ˜ : [−1,1] →R be the solution of
ξ˜ ′′ − ξ˜ = −ξˆ a.e. on ]−1,1[, ξ˜ ′(±1) = 0.
By the variation of parameters formula,
ξ˜ (s) = C1 cosh(s + 1)−
s∫
sinh(s − σ)ξˆ (σ ) dσ, (8.10)
−1
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C1 = 1
sinh 2
1∫
−1
cosh(1 − σ)ξˆ (σ ) dσ. (8.11)
By integrating by parts,
(ξ˜ , ρ)V = (ξ˜ , ρ)W + (ξ˜ ′, ρ′)W = (ξ˜ − ξ˜ ′′, ρ)W = (iξˆ , iρ)W
= 〈iρ,F iξˆ 〉W = 〈ρ, i∗Fiξˆ 〉V = 〈ρ, ξ 〉V for all ρ ∈ V.
Hence ‖ξ‖V ∗ = ‖ξ˜‖V . Moreover, 〈ρ,y+ ξ 〉V = (ρ, y˜′ + ξ˜ )V for all ρ ∈ V, whence ‖y+ ξ‖V ∗ =
‖y˜′ + ξ˜‖V . Thus
2(y, ξ)V ∗ = ‖y + ξ‖2V ∗ − ‖y‖2V ∗ − ‖ξ‖2V ∗
= ‖y˜′ + ξ˜‖2V − ‖y˜′‖2V − ‖ξ˜‖2V = 2(y˜′, ξ˜ )V .
An integration by parts yields
(y, ξ)V ∗ = (y˜′, ξ˜ )W + (y˜′′, ξ˜ ′)W = (y˜′′ − y˜, ξ˜ ′)W = (xˆ, ξ˜ ′)W
= (b1x′ + γ, ξ˜ ′)W = −b1(x, ξ˜ ′′)W − (γ, ξ˜ ′)W ,
where γ ∈ W satisfies γ (s) ∈ [0, b2] a.e. on ]−1,1[. Thus∣∣(y, ξ)V ∗ ∣∣ b1‖x‖W‖ξ˜ ′′‖W + b2√2‖ξ˜ ′‖W

(‖x‖W + 1)(b1‖ξ˜ ′′‖W + b2√2‖ξ˜ ′‖W )=: (‖x‖W + 1)Cξ ,
see (8.10)–(8.11). Hence (B.4) is satisfied.
Let z˜ : [−1,1] →R be the solution of
z˜′′ − z˜ = −zˆ a.e. on ]−1,1[, z˜′(±1) = 0,
where zˆ ∈ W and zˆ(s) ∈ α(x(s)) a.e. on ]−1,1[. Indeed, z = i∗F zˆ and
z˜(s) = C2 cosh(s + 1)−
s∫
−1
sinh(s − σ)zˆ(σ ) dσ,
C2 = 1
sinh 2
1∫
−1
cosh(1 − σ)zˆ(σ ) dσ.
For any ρ ∈ V
(z˜, ρ)V = (z˜, ρ)W + (z˜′, ρ′)W = (z˜− z˜′′, ρ)W
= (zˆ, ρ)W = 〈iρ,Fz〉W = 〈ρ, z〉V .
Hence ‖z‖V ∗ = ‖z˜‖V and ‖z+ y‖V ∗ = ‖z˜+ y˜′‖V . Thus
2(z, y)V ∗ = ‖z+ y‖2V ∗ − ‖z‖2V ∗ − ‖y‖2V ∗
= ‖z˜+ y˜′‖2V − ‖z˜‖2V − ‖y˜′‖2V = 2(z˜, y˜′)V ,
whence
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= (z˜′, b1x′ + γ )W  b1(−z˜′′, x)W − ‖z˜′‖W‖γ ‖W
 b1(zˆ− z˜, x)W − ‖z˜′‖W
√
2b2  b1 min(a1, a3)‖x‖2W
− b1a2
√
2‖x‖W − b1‖z˜‖W‖x‖W − b2
√
2‖z˜′‖W
 1
2
b1 min(a1, a3)‖x‖2W −M
(
1 + ‖z˜‖2V
)
,
where M > 0 is a constant. Since ‖z‖V ∗ = ‖z˜‖V , it follows that (B.5) is satisfied. Hence Theo-
rem 3.2 can be applied to problem (8.1)–(8.4).
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