Abstract. A version of the Lebesgue differentiation theorem is offered, where the L p norm is replaced with any rearrangement-invariant norm. Necessary and sufficient conditions for a norm of this kind to support the Lebesgue differentiation theorem are established. In particular, Lorentz, Orlicz and other customary norms for which Lebesgue's theorem holds are characterized.
Introduction and main results
A standard formulation of the classical Lebesgue differentiation theorem asserts that, if u ∈ L 1 loc (R n ), n ≥ 1, then Br(x) u(y) dL n (y) exists and is finite for a.e. x ∈ R n , where L n denotes the Lebesgue measure in R n , and B r (x) the ball, centered at x, with radius r. Here, and in what follows, "a.e." means "almost every" with respect to Lebesgue measure. In addition to (1.1), one has that (1.2) lim
⊘ L 1 (Br(x)) = 0 for a.e. x ∈ R n , where · ⊘ L 1 (Br(x)) stands for the averaged norm in L 1 (B r (x)) with respect to the normalized Lebesgue measure
Br (x) |u(y)| dL n (y) for u ∈ L 1 loc (R n ). A slight extension of this property ensures that an analogous conclusion holds if the L 1 -norm in (1.2) is replaced with any L p -norm, with p ∈ [1, ∞). Indeed, if u ∈ L p loc (R n ), then (1.3) lim
⊘ L p (Br (x)) = 0 for a.e. x ∈ R n , the averaged norm · ⊘ L p (Br(x)) being defined accordingly. By contrast, property (1.3) fails when p = ∞.
The question thus arises of a characterization of those norms, defined on the space L 0 (R n ) of measurable functions on R n , for which a version of the Lebesgue differentiation theorem continues to hold.
In the present paper we address this issue in the class of all rearrangement-invariant norms, i.e. norms which only depend on the "size" of functions, or, more precisely, on the measure of their level sets. A precise definition of this class of norms, as well as other notions employed hereafter, can be found in Section 2 below, where the necessary background material is collected.
Let us just recall here that, if · X(R n ) is a rearrangement-invariant norm, then
where u * and v * denote the decreasing rearrangements of the functions u, v ∈ L 0 (R n ). Moreover, given any norm of this kind, there exists another rearrangement-invariant function norm · X(0,∞) on L 0 (0, ∞), called the representation norm of · X(R n ) , such that
for every u ∈ L 0 (R n ). By X(R n ) we denote the Banach function space, in the sense of Luxemburg, of all functions u ∈ L 0 (R n ) such that u X(R n ) < ∞. Classical instances of rearrangementinvariant function norms are Lebesgue, Lorentz, Orlicz, and Marcinkiewicz norms.
In analogy with (1.3), a rearrangement-invariant norm · X(R n ) will be said to satisfy the Lebesgue point property if, for every u ∈ X loc (R n ), (1.6) lim
⊘ X(Br (x)) = 0 for a.e. x ∈ R n .
Here, · ⊘ X(Br (x)) denotes the norm on X(B r (x)) with respect to the normalized Lebesgue measure 1 L n (Br (x)) L n -see (2.15), Section 2. We shall exhibit necessary and sufficient conditions for · X(R n ) to enjoy the Lebesgue point property. To begin with, a necessary condition for · X(R n ) to satisfy the Lebesgue point property is to be locally absolutely continuous (Proposition 3.1, Section 3). This means that, for each function u ∈ X loc (R n ), one has lim j→∞ uχ K j X(R n ) = 0 for every non-increasing sequence {K j } of bounded measurable sets in R n such that ∩ j∈N K j = ∅. The local absolute continuity of · X(R n ) is in turn equivalent to the local separability of X(R n ), namely to the separability of each subspace of X(R n ) consisting of all functions which are supported in any given bounded measurable subset of R n .
As will be clear from applications of our results to special instances, this necessary assumption is not yet sufficient. In order to ensure the Lebesgue point property for · X(R n ) , it has to be complemented with an additional assumption on the functional G X , associated with the representation norm · X(0,∞) , and defined as Such an assumption amounts to requiring that G X be "almost concave". By this expression, we mean that the functional G X , restricted to the convex set C of all non-increasing functions from [0, ∞) into [0, 1], fulfils the inequality in the definition of concavity possibly up to a multiplicative positive constant c. Namely,
for any numbers λ i ∈ (0, 1), i = 1, . . . , k, k ∈ N, such that k i=1 λ i = 1, and any functions f i ∈ C, i = 1, . . . , k. Clearly, the functional G X is concave on C, in the usual sense, if inequality (1.8) holds with c = 1. Theorem 1.1. A rearrangement-invariant norm · X(R n ) satisfies the Lebesgue point property if, and only if, it is locally absolutely continuous and the functional G X is almost concave. Remark 1.2. In order to give an idea of how the functional G X looks like in classical instances, consider the case when
is locally absolutely continuous only for p < ∞.
The local absolute continuity of a rearrangement invariant norm · X(R n ) and the almost concavity of the functional G X are independent properties. For instance, as noticed in the previous remark, the norm · L ∞ (R n ) is not locally absolutely continuous, although the functional G L ∞ is concave. On the other hand, whenever q < ∞, the Lorentz norm
is almost concave for every N -function A, but is locally absolutely continuous if and only if A satisfies the ∆ 2 -condition near infinity. These properties are established in Section 6 below, where the validity of the Lebesgue point property for various classes of norms is discussed.
An alternative characterization of the rearrangement-invariant norms satisfying the Lebesgue point property involves a maximal function operator associated with the norms in question. The relevant operator, denoted by M X , is defined, at each u ∈ X loc (R n ), as
where B stands for any ball in R n . In the case when X(R n ) = L 1 (R n ), the operator M X coincides with the classical HardyLittlewood maximal operator M. It is well known that M is of weak type from
for every u ∈ L 1 loc (R n ), the celebrated Riesz-Wiener inequality takes the form (Mu)
for s ∈ (0, ∞),
The validity of the Lebesgue point property for a rearrangement-invariant norm · X(R n ) turns out to be intimately connected to a suitable version of these two results for the maximal operator M X defined by (1.9) . This is the content of our next result, whose statement makes use of a notion of weak-type operators between local rearrangement-invariant spaces. We say that M X is of weak type from
for every function u ∈ X loc (R n ) whose support is contained in K. 
holds for some positive constant C, and for every u ∈ X loc (R n ); (iii) · X(R n ) is locally absolutely continuous, and the operator M X is of weak type from X loc (R n ) into L 1 loc (R n ). Remark 1.5. The local absolute continuity of the norm · X(R n ) is an indispensable hypothesis in both conditions (ii) and (iii) of Theorem 1.4. Indeed, its necessity is already known from Theorem 1.1, and, on the other hand, it does not follow from the other assumptions in (ii) or (iii). For instance, both these assumptions are fulfilled by the rearrangement-invariant norm · L ∞ (R n ) , which, however, is not locally absolutely continuous, and, in fact, does not satisfy the Lebesgue point property.
Remark 1.6. Riesz-Wiener type inequalities for special classes of rearrangement-invariant norms have been investigated in the literature -see e.g. [3, 2, 11, 12] . In particular, in [2] inequality (1.11) is shown to hold when · X(R n ) is an Orlicz norm · L A (R n ) associated with any Young function A. The case of Lorentz norms · L p,q (R n ) is treated in [3] , where it is proved that (1.11) holds if, and only if, 1 ≤ q ≤ p. In fact, a different notion of maximal operator is considered in [3] , which, however, is equivalent to (1.9) when · X(R n ) is a Lorentz norm, as is easily seen from [7, Equation (3.7)]. A simple sufficient condition for the validity of the Riesz-Wiener type inequality for very general maximal operators is proposed in [12] . In our framework, where maximal operators built upon rearrangement-invariant norms are taken into account, such condition turns out to be also necessary, as will be shown in Proposition 4.2. The approach introduced in [12] leads to alternative proofs of the Riesz-Wiener type inequality for Orlicz and Lorentz norms, and was also used in [14] to prove the validity of (1.11) for further families of rearrangement-invariant norms, including, in particular, all Lorentz endpoint norms · Λϕ(R n ) . A kind of rearrangement inequality for the maximal operator built upon these Lorentz norms already appears in [11] . Results on weak type boundedness of the maximal operator M X are available in the literature as well [1, 8, 13, 15, 22] . For instance, in [22] it is pointed out that the operator
loc (R n ). Our last main result provides us with necessary and sufficient conditions for the Lebesgue point property of a rearrangement-invariant norm which do not make explicit reference to the local absolute continuity of the relevant norm. (i) · X(R n ) satisfies the Lebesgue point property; (ii) For every function u ∈ X(R n ), supported in a set of finite measure,
(iii) For every function u ∈ X(R n ), supported in a set of finite measure, 
When the present paper was almost in final form, it was pointed out to us by A. Gogatishvili that the Lebesgue point property of rearrangement-invariant spaces has also been investigated in [5, 6, 17, 19] . The analysis of those papers is however limited to the case of functions of one variable. Moreover, the characterizations of those norms having Lebesgue point property that are proved there are less explicit, and have a somewhat more technical nature.
Background
In this section we recall some definitions and basic properties of decreasing rearrangements and rearrangement-invariant function norms. For more details and proofs, we refer to [4, 16] .
Let E be a Lebesgue-measurable subset of R n , n ≥ 1. The Riesz space of measurable functions
and by
respectively. The Hardy-Littlewood inequality tells us that
is non-increasing and satisfies u * ≤ u * * . Moreover,
The functional · X(E) is a norm in the standard sense when restricted to the set (2.6)
The latter is a Banach space endowed with such norm, and is called a rearrangement-invariant Banach function space, briefly, a rearrangement-invariant space.
Then the functional · X(E ′ ) given by
where → stands for a continuous embedding. The local r.i. space X loc (E) is defined as
The fundamental function of X(E) is defined by
where
Hardy's Lemma tells us that, given u, v ∈ L 0 (E) and any rearrangement-invariant norm · X(E) ,
The associate rearrangement-invariant norm of · X(E) is the rearrangement-invariant norm
The corresponding rearrangement-invariant space X ′ (E) is called the associate space of X(E). The Hölder type inequality
holds for every u ∈ X(E) and v ∈ X ′ (E). One has that X(E) = X ′′ (E).
The rearrangement-invariant norm, defined as
, is a representation norm for · X(E) . It has the property that
for every u ∈ X(E). For customary rearrangement-invariant norms, an expression for · We shall make use of the subspace
Now, assume that E is a measurable positive cone in R n with vertex at 0, namely, a measurable set which is closed under multiplication by positive scalars. In what follows, we shall focus the nontrivial case when L n (E) does not vanish, and hence L n (E) = ∞. Let · X(E) be a rearrangement-invariant norm, and let G be a measurable subset of E such that 0
denotes the rearrangement-invariant norm, defined as · X(G) , save that the Lebesgue measure L n is replaced with the normalized Lebesgue measure
is independent of G. The Hölder type inequality for averaged norms takes the form:
We conclude this section by recalling the definition of some customary, and less standard, instances of rearrangement-invariant function norms of use in our applications. In what follows, we set p ′ = p p−1 for p ∈ (1, ∞), with the usual modifications when p = 1 and p = ∞. We also adopt the convention that 1/∞ = 0. Prototypal examples of rearrangement-invariant function norms are the classical Lebesgue norms.
, is equivalent (up to multiplicative constants) to a rearrangement-invariant norm. The corresponding rearrangement-invariant space is called a Lorentz space. Note that
Let A be a Young function, namely a left-continuous convex function from [0, ∞) into [0, ∞], which is neither identically equal to 0, nor to ∞. The Luxemburg rearrangement-invariant norm associated with A is defined as
Recall that A is said to satisfy the ∆ 2 -condition near infinity if it is finite valued and there exist constants C > 0 and t 0 ≥ 0 such that
If A satisfies the ∆ 2 -condition near infinity, and u ∈ L A (R n ) has support of finite measure, then
for every positive number c. A subclass of Young functions which is often considered in the literature is that of the so called N -functions. A Young function A is said to be an N -function if it is finite-valued, and
be a concave function which does not vanish identically. Hence, in particular, ϕ is non-decreasing, and ϕ(t) > 0 for t ∈ (0, ∞). The Marcinkiewicz and Lorentz endpoint norm associated with ϕ are defined as
for u ∈ L 0 (R n ), respectively. The representation norms are · Mϕ(0,∞) and · Λϕ(0,∞) , respectively. The spaces M ϕ (R n ) and Λ ϕ (R n ) are called Marcinkiewicz endpoint space and Lorentz endpoint space associated with ϕ. The fundamental functions of M ϕ (R n ) and Λ ϕ (R n ) coincide with ϕ. In fact, M ϕ (R n ) and Λ ϕ (R n ) are respectively the largest and the smallest rearrangementinvariant space whose fundamental function is ϕ, and this accounts for the expression "endpoint" which is usually attached to their names. Note the alternative expression
A necessary condition: local absolute continuity
In the present section we are mainly concerned with a proof of the following necessary conditions for a rearrangement-invariant norm to satisfy the Lebesgue point property.
is a rearrangement-invariant norm satisfying the Lebesgue point property, then:
The proof of Proposition 3.1 is split in two steps, which are the content of the next two lemmas.
Lemma 3.2. Let · X(R n ) be a rearrangement-invariant norm which satisfies the Lebesgue point property. Then:
(H) Given any function f ∈ X 1 (0, ∞), any sequence {I k } of pairwise disjoint intervals in (0, 1), and any sequence {a k } of positive numbers such that a k ≥ L 1 (I k ) and
Let us stress in advance that condition (H) is not only necessary, but also sufficient for a rearrangement-invariant norm to satisfy the Lebesgue point property. This is a consequence of Proposition 5.1, Section 5, and of the following lemma.
The proof of Lemma 3.2 in turn exploits the following property, which will also be of later use.
is non-decreasing on (0, ∞), and the function
is non-increasing on (0, ∞). In particular, the function F is continuous on (0, ∞).
Proof. Let 0 < r 1 < r 2 . An application of (2.10) tells us that
Namely, F is non-decreasing on (0, ∞). The fact that the function
is non-increasing on (0, ∞) is a consequence of property (N2) and of the inequality
Hence, in particular, the function F is continuous on (0, ∞) (see e.g. [10, Chapter 2, p. 49]).
Proof of Lemma 3.2.
Assume that · X(R n ) satisfies the Lebesgue point property. Suppose, by contradiction, that condition (H) fails, namely, there exist a function f ∈ X 1 (0, ∞), a sequence {I k } of pairwise disjoint intervals in (0, 1) and a sequence {a k } of positive numbers, with a k ≥ L 1 (I k ), fulfilling (3.1) and such that ∞ k=1 a k = ∞. We may assume, without loss of generality, that
Indeed, if (3.3) fails, then the sequence {a k } can be replaced with another sequence, enjoying the same properties, and also (3.3). To verify this assertion, note that, if (3.3) does not hold, then there exist ε > 0 and a subsequence {a k j } of {a k } such that a k j ≥ ε for all j. Consider the sequence {b j }, defined as
Equation (3.4) immediately tells us that b j ≥ L 1 (I k j ), and ∞ j=1 b j = ∞. Moreover, Lemma 3.4 and the inequality b j ≤ a k j for j ∈ N ensure that (3.1) holds with a k and I k replaced by b j and I k j , respectively. Finally, lim
Moreover, by skipping, if necessary, a finite number of terms in the relevant sequences, we may also assume that
Now, set a 0 = 0, and
We define the function g :
and the function u :
The function u belongs to X(R n ). To verify this fact, note that
for every t ≥ 0. Indeed, thanks to the equimeasurability of g and f χ ∪ k∈N I k ,
From (3.6) it follows that
whence u ∈ X(R n ). Next, one has that
To prove (3.7), set
where J l denotes the closure of the open interval J l . Equation (3.8) has to be interpreted in the following set-theoretic sense: fixed any x ∈ (0, 1) n , there exist k 0 and an increasing sequence
On the other hand, for every k ≥ k 0 , one also has
Consequently, for every y ∈ R n ,
Hence,
Therefore, thanks to the boundedness on rearrangement-invariant spaces of the dilation operator, defined as in (2.13), one gets
for some positive constant C = C(n). Hence inequality (3.7) follows, since lim
To conclude, consider the set M = {y ∈ (0, 1) n : u(y) = 0}. This set M has positive measure. Indeed, (3.6) with t = 0 and (3.5) imply
Then, estimate (3.7) tells us that lim sup
This contradicts the Lebesgue point property for · X(R n ) .
Proof of Lemma 3.3. Let · X(R n ) be a rearrangement-invariant norm satisfying condition (H). We first prove that, if (H) is in force, then
Arguing by contradiction, assume the existence of some g ∈ X 1 (0, ∞) for which (3.10) fails. From property (N2) of rearrangement-invariant norms, this means that some ε > 0 exists such that g * χ (0,t) X(0,∞) ≥ ε for every t ∈ (0, 1). Thanks to (N1), we may assume, without loss of generality, that ε = 2. Then, by induction, construct a decreasing sequence {b k }, with 0 < b k ≤ 1, such that
for every k ∈ N. To this purpose, set b 1 = 1, and assume that b k is given for some k ∈ N. Then define
, and a k = 1, I k = (b k+1 , b k ) for each k ∈ N provides a contradiction to assumption (H). Indeed, inequality (3.1), which agrees with (3.11) in this case, holds for every k, whereas ∞ k=1 a k = ∞. Consequently, (3.10) does hold. Now, take any u ∈ X loc (R n ) and any non-increasing sequence {K j } of measurable bounded sets in R n such that
From (3.10) it follows that
namely the local absolute continuity of · X(R n ) . 
Proof of Proposition

The functional G X and the operator M X
This section is devoted to a closer analysis of the functional G X and the operator M X associated with a rearrangement-invariant norm · X(R n ) .
We begin with alternate characterizations of the almost concavity of the functional G X . In what follows, we shall make use of the fact that
for every h ∈ L 0 (0, ∞). Moreover, by a partition of the interval (0, 1) we shall mean a finite collection {I k : k = 1, . . . , m}, where
Proposition 4.1. Let · X(R n ) be a rearrangement-invariant norm. Then the following conditions are equivalent:
(ii) a positive constant C exists such that
for every f ∈ X 1 (0, ∞), and for every partition {I k : k = 1, . . . , m} of (0, 1); (iii) a positive constant C exists such that
for every u ∈ X loc (R n ), and for every finite collection {B k : k = 1, . . . , m} of pairwise disjoint balls in R n .
Proof. (i) ⇒ (ii) Assume that G X is almost concave. Fix any function f ∈ X 1 (0, ∞), and any partition {I k : k = 1, . . . , m} of (0, 1). It is easily verified that
Hence, by (4.1) and the almost concavity of G X , there exists a constant C such that
This yields inequality (4.2).
(ii) ⇒ (i) Take any finite collections {g k : k = 1, . . . , m} in C and {λ k : k = 1, . . . , m} in (0, 1), respectively, with
, and I k = (a k−1 , a k ) with a 0 = 0. Then define
Owing to (4.1) and (4.2), one thus obtains
whence the almost concavity of G X follows.
(ii) ⇒ (iii) Fix any function u ∈ X loc (R n ), and any finite collection {B k : k = 1, . . . , m} of pairwise disjoint balls in R n . Set a k = L n (B k ), for k = 1, . . . , m, and a 0 = 0. Define
Thanks to rearrangement-invariance of X(0, ∞), assumption (ii) ensures that
Inequality (4.3) is thus established. (iii) ⇒ (ii)
Assume that f ∈ X 1 (0, ∞), and that {I k : k = 1, . . . , m} is a partition of (0, 1). Let {B k : k = 1, . . . , m} be a family of pairwise disjoint balls in R n such that L n (B k ) = L 1 (I k ), and let u be a measurable function on R n vanishing outside of ∪ m k=1 B k and fulfilling (uχ
namely (4.2).
We next focus on the maximal operator M X . Criteria for the validity of the Riesz-Wiener type inequality (1.11) are the content of the following result.
Proposition 4.2. Let · X(R n ) be a rearrangement-invariant norm. Then the following conditions are equivalent:
(i) the Riesz-Wiener type inequality (1.11) holds for some positive constant C, and for every u ∈ X loc (R n ); (ii) a positive constant C 1 exists such that
for every u ∈ X loc (R n ), and for every finite collection {B k : k = 1, . . . , m} of pairwise disjoint balls in R n ;
(iii) a positive constant C 2 exists such that
for every f ∈ X 1 (0, ∞), and for every partition {I k : k = 1, . . . , m} of (0, 1). . If x ∈ B j for some j = 1, . . . , m, then
Thus,
Since the last inequality holds for every t < min k=1,...,m u
On the other hand, an application of assumption (i) with u replaced by uχ ∪ m k=1 B k tells us that (4.6)
Thus, owing to the continuity of the function
, which is guaranteed by Lemma 3.4, we deduce that
for every u ∈ X loc (R n ). By the boundedness of the dilation operator on rearrangement-invariant spaces, there exists a constant C ′′ , independent of u, such that
for s ∈ (0, ∞).
Inequality (1.11) follows from (4.7) and (4.8).
(ii) ⇔ (iii) The proof is completely analogous to that of the equivalence between conditions (ii) and (iii) in Proposition 4.1. We omit the details for brevity.
Condition (H) introduced in Lemma 3.2 can be characterized in terms of the maximal operator M X as follows. 
(ii) For every function u ∈ X(R n ), supported in a set of finite measure,
Proof. (i) ⇒ (ii) Let u ∈ X(R n ) be supported in a set of finite measure. Set E = {x ∈ R n : M X u(x) > 1}. According to (1.9), for any y ∈ E, there exists a ball B y in R n such that y ∈ B y and u ⊘ X(By ) > 1. Define (4.9)
We claim that, if y ∈ E 1 , then
Indeed, since L n (B y ) ≥ 1, by the monotonicity of the decreasing rearrangement
Thus, inequality (4.10) certainly holds if s ∈ 0,
. On the other hand, L n (B y ) ≥ L n ({|u| > 0}), and since (uχ By )
L n (By) , ∞ . Thereby, inequality (4.10) also holds for these values of s. Owing to (4.10),
.
Since (i) is in force, equation (3.10) holds with g = u * χ (0,1) ∈ X 1 (0, ∞), namely,
This implies the existence of some t 0 ∈ (0, 1) such that u * χ (0,t) X(0,∞) < 1 for every t ∈ (0, t 0 ). Thus, (4.11) entails that
for every y ∈ E 1 . Hence, by (4.9),
An application of Vitali's covering lemma, in the form of [21, Lemma 1.6, Chap. 1], ensures that there exists a countable set I ⊆ E such that the family {B y : y ∈ I} consists of pairwise disjoint balls, such that E ⊆ ∪ y∈I 5B y . Here, 5B y denotes the ball, with the same center as B y , whose radius is 5 times the radius of B y . If I is finite, then trivially L n (E) ≤ 5 n y∈I L n (B y ) < ∞. Assume that, instead, I is infinite, and let {y k } be the sequence of its elements. For each k ∈ N, set, for simplicity, B k = B y k , and
where α = L n ({y ∈ R n : u(y) = 0}) and α 0 = 0. Note that {I k } is a sequence of pairwise disjoint intervals in (0, 1), and
belongs to X 1 (0, ∞), and
, let {I k } be any sequence of pairwise disjoint intervals in (0, 1), and let {a k } be a sequence of real numbers, such that a k ≥ L 1 (I k ), fulfilling (3.1). Consider any sequence
Furthermore, u is supported in a set of finite measure. Thus, assumption (ii) implies that (4.14)
Condition (i) is thus fulfilled.
5. Proofs of Theorems 1.1, 1.4 and 1.7
The core of Theorems 1.1, 1.4 and 1.7 is contained in the following statement.
Proposition 5.1. Given a rearrangement-invariant norm · X(R n ) , consider the following properties:
The Riesz-Wiener type inequality (1.11) holds for some positive constant C, and for every u ∈ X loc (R n ); (v) The operator M X is of weak type from X loc (R n ) into L 1 loc (R n ). Then:
If, in addition, · X(R n ) is locally absolutely continuous, then
A proof of Proposition 5.1 requires the next lemma.
If u : R n → R is any simple function, then
Proof. Let E be any measurable subset of R n . By the Lebesgue density theorem,
for a.e. x ∈ E,
for a.e. x ∈ R n \ E, it follows from (5.1) that
Hence, if u is any simple function having the form u = k i=1 a i χ E i , where E 1 , . . . , E k are pairwise disjoint measurable subsets of R n , and a 1 , . . . , a k ∈ R, then (5.5) lim
Proof of Proposition 5.1. (i) ⇒ (ii) This is just the content of Lemma 3.2 above.
(ii) ⇒ (iii) We prove this implication by contradiction. Assume that the functional G X is not almost concave. Owing to Proposition 4.1, this amounts to assuming that, for every k ∈ N, there exist a function f k ∈ X 1 (0, ∞) and a partition {J k,l : l = 1, . . . , m k } of (0, 1) such that
Define the function f : (0, ∞) → R as
Since f ∈ L 0 (0, ∞), f = 0 on (1, ∞) and f X(0,∞) ≤ ∞ k=1 2 −k , we have that f ∈ X 1 (0, ∞). Let us denote by Λ the set {(k, l) ∈ N 2 : l ≤ m k }, ordered according to the lexicographic order, and define the sequence {I k,l } as
Each element I k,l is an open subinterval of (0, 1). Moreover, the intervals I k,l and I h,j are disjoint if (k, l) = (h, j). Actually, if k = h, then
if, instead, k = h but l = j, then the same conclusion immediately follows from the fact that the intervals J k,l and J k,j are disjoint. Owing to (5.6) and (5.7),
≤ 2}, and observe that (5.10)
From (5.9) and (5.10) we thus infer that
On the other hand, assumption (ii) implies property (3.10) . This property, applied with g = f χ I k,l , in turn ensures that, for every (k, l) ∈ Λ,
Note that the inequality holds since the function (f χ I k,l ) * belongs to X 1 (0, ∞), and is nonincreasing, and hence (
Furthermore, by (5.11),
Thanks to (5.12) , the function f ∈ X 1 (0, ∞), defined by (5.7), the sequence {I k,l }, defined by (5.8) , and the sequence {a k,l } contradict condition (H) in Lemma 3.2, and, thus, assumption (ii). (iv) ⇒ (v) Let K be a bounded subset of R n . Fix any function u ∈ X loc (R n ) whose support is contained in K. Clearly, u = uχ K . From (iv), we infer that
for some constants C and C ′ , where the last but one inequality follows from Lemma 3.4, and the last one from the boundedness of the dilation operator on rearrangement-invariant spaces. Property (v) is thus established. Finally, assume that · X(R n ) is locally absolutely continuous and satisfies condition (v). Since R n is the countable union of balls, in order to prove (i) it suffices to show that, given any u ∈ X loc (R n ) and any ball B in R n , (5.13) lim
Equation (5.13) will in turn follow if we show that, for every t > 0, the set (5.14)
A t = {x ∈ B : lim sup
has measure zero. To prove this, we begin by observing that, since · X(R n ) is locally absolutely continuous, [4 Fix any ε > 0. Then lim sup
Therefore,
Owing to (v),
On the other hand,
for every t ∈ (0, ∞), where C 0 is the norm of the embedding X(B) → L 1 (B). Inasmuch as w ε X(B) < ε, the last two inequalities, combined with (5.15) and with the subadditivity of the outer Lebesgue measure, imply that the outer Lebesgue measure of A t does not exceed
for every t ∈ (0, ∞). Hence, L n (A t ) = 0, thanks to the arbitrariness of ε > 0. In order to verify the equivalence of (ii) and (iii), it suffices to observe that, thanks to the positive homogeneity of the maximal operator M X , one has that L n ({x ∈ R n : M X u(x) > 1}) < ∞ for every u ∈ X(R n ) supported in a set of finite measure if, and only if, L n ({x ∈ R n : M X u(x) > t}) < ∞ for every u ∈ X(R n ) supported in a set of finite measure and for every t ∈ (0, ∞). The latter condition is equivalent to (iii).
6. Proofs of Propositions 1.8-1.11
In this last section, we show how our general criteria can be specialized to characterize those rearrangement-invariant norms, from customary families, which satisfy the Lebesgue point property, as stated in Propositions 1.8-1.11. In fact, these propositions admit diverse proofs, based on the different criteria provided by Theorems 1.1, 1.4 and 1.7. For instance, Propositions 1.8-1.10 can be derived via Theorem 1.4, combined with results on the local absolute continuity of the norms in question and on Riesz-Wiener type inequalities contained in [2] (Orlicz norms), [3] (norms in the Lorentz spaces L p,q (R n )), and [14] (norms in the Lorentz endpoint spaces Λ ϕ (R n )). Let us also mention that, at least in the one-dimensional case, results from these propositions overlap with those of [5, 6, 19] .
Hereafter, we provide alternative, more self-contained proofs of Propositions 1.8-1.11, relying upon our general criteria. Let us begin with Proposition 1.8, whose proof requires the following preliminarily lemmas. 
Proof. Equation (6.1) follows from a well-known expression of Lorentz norms in terms of the distribution function (see, e.g., [9, Proposition 1.4.9]), from equality (4.1) and from the fact that every non-increasing function f : [0, ∞) → [0, ∞] agrees a.e. with the function f = (f * ) * . The fact that G L p,q is concave if 1 ≤ q ≤ p is an easy consequence of the representation formulas (6.1). In particular, the fact that the function [0, ∞) ∋ t → t α is concave if 0 < α ≤ 1 plays a role here.
Lemma 6.2. Suppose that 1 ≤ p < q < ∞. Then there exists a function u ∈ L p,q (R n ), having support of finite measure, such that
Proof. We shall prove that the norm · L p,q (R n ) does not satisfy condition (H) from Lemma 3.2, if 1 ≤ p < q < ∞. The conclusion will then follow via Proposition 4.3. To this purpose, define f :
where c > q p 1 q . Observe that f = f * χ (0,1) a.e., since f is a nonnegative decreasing function in (0, ∞) with support in (0, 1) 
and hence condition (H) of Lemma 3.2 fails for the norm · L p,q (R n ) .
We are now in a position to accomplish the proof of Proposition 1.8. Consider any function f ∈ L A 1 (0, ∞), any sequence {I k } of pairwise disjoint intervals in (0, 1), and any sequence {a k } of positive real numbers such that
for every k ∈ N, one has that
Notice that the last inequality holds owing to the assumption that A satisfies the ∆ 2 -condition near infinity, and f has support of finite measure. Altogether, condition (H) is satisfied by the norm · L A (R n ) . In the next proposition, we point out the property, of independent interest, that the functional G L A is almost concave for any N -function A. Such a property, combined with the fact that the norm · L A (R n ) is locally absolutely continuous if and only if A satisfies the ∆ 2 -condition near infinity, leads to an alternative proof of Proposition 1.9, at least when A is an N -function, via Theorem 1.1. . Let ψ ′ denote the right-continuous derivative of ψ, and define u(x) = ψ ′ (ω n |x| n ) for x ∈ R n , where ω n is the volume of the unit ball in R n . Then u * = ψ ′ in (0, ∞), so that 1 ≤ u * * (s)ϕ(s) ≤ 2 for s ∈ (0, ∞).
The second inequality in the last equation ensures that u ∈ M ϕ (R n ), whereas the first one tells us that u does not have a locally absolutely continuous norm in M ϕ (R n ). Conversely, assume that lim s→0 + s ϕ(s) > 0, then (M ϕ ) loc (R n ) = L 1 loc (R n ), with equivalent norms on any given subset of R n with finite measure (see e.g. [20, Theorem 5.3] ). Hence, the norm · Mϕ(R n ) has the Lebesgue point property, since · L 1 (R n ) has it.
