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SUMMARY 
The matrix equationA'P + P A = - Q arises when the 
direct method of Lyapunov is used to analyse the stability of a 
constant linear system of differential equations x = A x. Consider-
able attention is given to the solution of this equation for the 
symmetric matrix P, given a symmet~ic positive definite matrix Q. 
Several new methods are proposed, including a reduction in the number 
of equations and unknowns brought about by introducing a skew-
symmetric matrix; a method based on putting A into Schwarz form 
and inverting a triangular matrix; and a solution in terms of a 
convergent infinite matrix series. Some numerical experience is 
also reported. 
Applications of the Lyapunov matrix equation are very 
varied and some new results are given, including a systematic technique 
for constructing Macfarlane's generalised functional-matrix and 
stability analysis of a class of second order damped dynamic systems. 
Sufficient conditions for the sum of two stability matrices to be 
stable are obtained and this leads to the idea of parametric stability 
(persistent perturbations in A which do not disturb the stability 
behaviour) and to the construction of asymptotically stable linear 
systems. Some special cases are discussed, including quasi-Jacobi 
matrices. The concepts of synthesis and insensitivity are easily 
extended to nonlinear systems (including control systems) using the 
same method of finding s¥stems having a common Lyapunov function. A 
relationship with the method of linear bounds is also established. 
Optimal linear control systems with quadratic performance 
index are analysed for sensitivity to small parameter variations and the 
matrices of sensitivity coefficients are shown to be solutions 
of a Lyapunov matrix equation provided an assumption on the 
independence of parameters is satisfied. A different approach is then 
followed, namely to find what persistent changes may occur in the 
system matrices without changing the optimal control. This produces 
some interesting results of both a qualitative and quantitative nature. 
The insensitivity procedure is generalised for optimal nonlinear 
control systems. 
The problem of design of control systems which are 
relatively insensitive to small parameter variations is briefly 
considered. 
possible future topics for research are suggested. 
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1 • INTRODUCTION 
1.1 Preliminaries 
Using state-space notation (1) the system described 
mathematically by the n-th order differential equation 
= 
dx F(x, dt 
can be put into the form 
x = f(x, t) 
, ... , 
n-l d;,~ X) 
dtn- l 
(1.1.1) 
where x = (xl, x2, •• , x )' describes the state of the system 
n 
andf = (fb f2 , . . , f )' , by taking as coordinates n 
n-l dx 
. . . d x n F. (1.1.2) x = xl' x = x2' x = x 3 ' ..... , = x --= n-l n' dt· dt 
When time is absent from the right side of (1.1.1) there results 
the autonomous system 
. 
x = f(x) (1.1.3) 
of which a special case is the linear,system 
x = A x , (1.1.4) 
where A is a real n x n matrix with constant elements. In each case 
it is assumed that the origin is a 'critical' (or equilibrium) point, 
i.e. f(o,t) = 0 in (1.1.1) and f(o) = 0 in (1.1.3). This can 
always be achieved by a translation of coordinates. 
A convenient and powerful theoretical tool for studying 
the stability properties of systems of differential equations of the 
form (1.1.1) or (1.1.3) is the ~direct' method of Lyapunov. The 
definitions of stability used are those of Lyapunov and are given in 
Appendix 1 together with other definitions and statements of the 
relevant theorems. The treatment followed is that of Hahn (2) •. In 
practical applications it is necessary to construct a Lyapunov 
function for a given system. Various systematic methods exist 
but will not be discussed here; see the reviews (3,4,5). 
Of considerable importance is the constant linear 
system (1.1.4). This is asymptotically stable if and only if 
all the characteristic roots of A have negative real parts, and 
A is then termed a stable, or stability, matrix (6, p.242). By 
a theorem of Lyapunov (2), a matrix A is then stable if and 
only if the solution for a symmetric matrix P of the matrix 
equation 
A'P + P A = ~ Q (1.1.5). 
is positive-definite for any symmetric positive-definite matrix 
Q. Throughout it is assumed that A' and -A have no common 
characteristic roots (~'3' that A has no roots with zero real 
parts) so that the solution of (1.1.5) is unique (7, p.225). 
In this case the quadratic form 
V = .x'p x (1.1.6) 
is a Lyapunov function for (1.1.4) with 
dV/dt = - x'Q x 
If Q in eqn. (1.1.5) is only positive-semidefinite the situation 
2. 
is more complicated; see the discussion at the end of Appendix 1. 
The Lyapunov matrix equation (1.1.5) and its applications 
form the central theme of most of this thesis. Chapter 2 is 
devoted entirely to a description of methods of solution of 
the equation, including several which are believed to be new. 
Some of these methods are compared numerically in Chapter 3. 
3. 
An account of the very wide range of applications of eqn (1.1.5) 
is given in (1.4) and in Chapter 4 some new results on applications, 
including the evaluation of functionals and the stability analysis 
of a class of second order damped dynamic systems, are presented. 
In the first two sections of Chapter 5 the Lyapunov matrix equation 
is used to construct stability matrices and some special cases are 
examined in detail. A generalisation to the synthesis of stable 
or asymptotically stable non-linear systems is contained in Chapter 
6. 
Apart from these problems in Lyapunov stability theory 
and directly related topics, the other area studied in this work 
is that of sensitivity of both linear and non-linear systems and 
of optimal control systems to parameter and other variations. Having 
obtained the solution to a mathematical model for certain fixed 
values of the various parameters it is the aim of sensitivity theory, 
broadly speaking, to describe in some way the effect on the solution 
when these parameters alter. For an introduction to sensitivity 
analysis of dynamic systems see the book by TomoYic (9); a wide 
ranging review of sensitivity in automatic control theory is given 
by Kokotovic and Rutman (10); and a review of sensitivity in optimal 
control isco"tained in (11). Only deterministic problems are 
considered in the present work. 
If the changes in the values of the parameters are known then 
to be of practical utility the work involved in the sensitivity 
analysis must be less than that needed to recalculate the solution 
for the chagged situation. If, however, as is more often the case, 
the parameter variations are unknown, then two rather different 
problems arise: 
4. 
(a) If the parameter changes are first order in magnitude 
then (assuming continuity) the corresponding first order 
change in the solution can be found by calculating partial 
derivatives and taking the first term in the appropriate 
Tay10r series. This might be called the classical 
approach to the sensitivity analysis prob1em~ 
(b) If the changes are persistent (i.e. not infinitesimally 
small) then generally nothing can be said about the 
solution to the new problem. However, it may be possible 
to find a region within which the parameteqmay lie so 
that some property of the solution is invariant. 
First the sensitivity of the stability behaviour of systems 
is inves tiga ted • The case of small perturbations is discussed by 
Hahn (2, Chapter 6). Approach (b) is followed for constant linear 
systems in Chapter 5, where the idea of parametric stability is 
introduced. That is finite perturbations can be given (in 
parametric form) to the elements of a stable matrix A in (1.1.4) 
which do not affect its stability behaviour. This is generalised 
in Chapter 6 to include non-linear systems; in this case the variations 
are not in parameters but in the function f~Y1.1.1) or (1.1.3). 
The sensitivity of optimal control systems is then 
dealt with in Chapter 7. The optimal linear control system is 
defined by 
. 
x = A x + B u,(x(o) specified) (1.1.7) 
where A is a constant n x n matrix, B a constant n x m matrix 
(m ~n) and the control vector u is chosen so as to minimise a 
quadratic performance index 
00 
I = S' (x'Qx + .u'Ru) dt 
o 
5. 
iT :::: min I, 
-. 
(1.1.8) 
u 
Q and R being constant symmetric positive-definite n x n and m x m 
matrices respectively. Such a system is first analysed for sensitivity 
to small variations in A and B, using the technique suggested in (a), 
and expcessions are given in (7.1) for the sensitivity of the 
performance index, optimal control law and state vector. In (7.2) 
the idea of (b) is used to find what changes in A and/or B can leave 
the optimal control law unaltered, and some interesting results 
(both qualitative and quantitative) are obtained. This latter 
work is generalised in (7.4) for general optimal control systems, 
the perturbations in this case again being in functional form. 
An aspect of sensitivity not yet mentioned is that arising 
in design problems, where the object is to make the system relatively 
insensitive to parameter variations. One method is to form sensitivity 
functionals and some attention is devoted in Chapter 8 to their 
application to linear systems. 
A general discussion is given in Chapter 9 and possible 
future problems areas indicated. 
The remaining Sections of this Chapter contain most of the 
relevant background material together with a short description of 
the contents of each associated Chapter. Thus Chapters 2 to 
8 consist largely of accounts of the new results which have been 
derived. 
6. 
1.2 Solution of the Lyapunov Matrix Equation 
The equation (1.1.5) is fundamental to this thesis. 
Chapter 2 is devoted to some methods of solution, most of which 
are new. The following are the nine suggested approaches, 
which are described in (2.1) to (2.9) respectively. 
(i) Direct solution. 
When n = 2, 3, ot 4 and Q is diagonal P may be read off 
directly from a table given by Ingwerson (28). More precisely, 
his solutions are fer when Q has just one nonzero diagonal element 
at a time, but the solutions when Q has some or all diagonal elements 
nonzero are simply obtained by using the linearity property of 
e~uation (1.1.5). 
If P = (p .. ) 
. ~J 
Bp. = 
n 
Q 
q 
= (q .. ) equation (1.1.5) can be written 
~J 
(1.2.1) 
where ~ = (PU, P12, P22, P13 , P23, P33, ••• )' is the vector 
composed of the elements on and above the principal diagonal of 
P, andq is defined similarly. The order of elements in p and 
q is that used by Macfar1ane (12). The square matrix B is of 
n 
order ~n(n+1) and its elements can be easily obtained from those 
of A (12). The solution of (1.1.5) is then obtained by inverting 
B. If A is in Jordan form solution is, of course, trivial. 
n 
Alternatively, P can be written in terms of. an infinite 
integral (6, p. 175). 
(ii) Introduction of skew-symmetric matrix ( A .1) 
It is shown in (2.2) that the solution of (1. 1.5) can 
be written 
P = (8 - ~Q)A-1 (1.i'.2) 
where S is the (unique) skew-symmetric matrix satisfying 
A'S + 8 A = ~(A'Q - QA) (1. 2.3) 
7. 
Equation (1.2.3) represents only! n(n-l) linear equations for the 
! n(n-l) unknown elements of S (a reduction of n) and the equation 
corresponding to (1.2.1) is 
(1.2.4) 
in a similar way from the right side of (1.2.3). The matrix Sn 
to be inverted is of order only! n(n-l). 
In the case when A is known to have all real roots (e.g. 
when it is symmetric) solution of (1.1.5) can be reduced to 
solving 
A'Q = Q A 
for a symmetric positive-definite matrix Q (A 10). 
For n ~ 4 solution by hand using the above method is quite 
a feasible proposition. The proportionate reduction in the number 
of computational operations brought about by the introduction of 
S is easily estimated to be about 6/n. (A4). This should be 
worthwhile for n not too large. 
(iii) An iterative scheme (A4) 
The matrix B' is quite sparse, and S is obtained by 
n n 
deleting some of the zeros in B. One possibility for continuing 
n 
this process is by partitioning S and an iterative scheme is 
n 
described in (2.3) whereby the order of the largest matrix to be 
inverted is 2n-3. 
(iv) A method due to Smith 
R. A. Smith (13) has given an explicit algebraic expression 
for P which depends upon calculation of the characteristic equation 
of A and evaluation of the cofactors of the first row of the n-th 
order Hurwitz determinant. It is shown in (2.3) (AlO) that intro-
duction of S achieves some simplification. 
(v) A in companion form. 
The general n-th order linear differential equation with 
constant coefficients can be written 
n-1 d x 
cl dtn- I 
n-2 d x 
+ c2 . + 
dtn- 2 
dx 
•• + cn- 1 dt· + cn x = o 
By choosing coordinates as in (1.1.2) the system matrix becomes 
K = 
o 
o 
o 
-c 
n 
1 o 
o 1 
o o 
-c -c 
n-1 n-2 
o 
o 
1 
the so-called 'comp·anion form ' 
o 
o 
o (1. 2.5) 
In this case the classical 
Routh-Hurwitz criteria can be used to determine stability (14). 
The relationship between these and Lyapunov's method has been 
8. 
demonstrated by Parks (15). However, any general linear system * 
with matrix A can be put into the form of (1.2.5) by means of a 
similarity transformation 
H A H-1 = K (1.2.6) 
so that 
y = H x y = Ky 
where the transforming matrix is 
f 
fA 
H = 
f being any row vector such that H is non-singular (16) and then 
c = n-r+1· r = 1 , 2, •• , n 
* provided at least one suitable vector f exists (;.e. A ttlO"-~"'OjAto."-') 
where h is the r-th column of H-1• The transformation (1.2.6) 
r 
has been programmed without difficulty for a digital computer. 
Wonham and Johnson (16) in fact go further; they show that for 
the control system 
. 
x = Ax+J/,u (1.2.7) 
where u·; is the scalar control function and J/, a constant column 
vector, a change of variables similar to that of (1.2.6) 
9. 
simultaneously reduces A to companion form ,and J/, to (0, 0, 0, .. , 
0, 1)'. It is interesting that this transformation exists 
(Le. H is non-singular) if and only if (1.2.7) is controllable. 
In this case there is then no loss of generality in taking A and 
J/, to have these special forms. For a different approach to trans-
formation into companion and other canonical forms see (17). 
The matrix B which arises in the solution of 
n 
.K' P + P K = - Q 
(and also in connection ,wi th Smith's method) has a special form 
for which a special method of construction is giv:en in (2.5). 
-1 Also, by partitioning it can be shown that to calculate B only 
n 
n-2 columns of a ! (n~1)(n~2) order matrix need to be found •. The 
rather large amount of algebraic detail, while interesting, is 
given in Appendix 2 since the method of this section is.superseded 
by those that follow. 
(vi) A in Schwarz form (A7) 
Any matrix can be put into Schwarz form 
0 1 0 0 0 
-w1 0 1 
0 0 
0 -w2 0 
0 0 
W = (1.2.8) 
0 1 
0 0 0 
0 0 -w -w 0 n-1 n 
-
10. 
by a similarity transformation by first putting it into companion 
form, and then 
W = F K F-l (1.2.9) 
with 
z = F Y , Z = W z (1.2.10) 
the transforming matrix Fbeing lower triangular and easily 
found from the Routh array (18). Again there is no difficulty 
in computer implementation. The equation 
.w' p + P W = Q 
has explicit solutions for two particular semi-definite Q, so that 
(1.1.5) also has explicit solutions in such cases (19, A7, ~); 
these are given in (2.6). Reduction to Schwarz fonn in fact solves 
the stability analysis problem directly, since it is easy to show that 
a Lyapunov function for (1.2.10) is ~ =z' P z with 
and 
dV /dt = 
so that a necessary and sufficient condition for asymptotic 
stability is that all the w. be positive (19). 
1. 
The Routh canonical form (19a) is very similar to the 
Schwarz form • 
(vii) Reduction to inversion of a triangular matrix ~) 
The Schwarz form is useful in a different way. 'It is shown 
in (2.7) that when A is put into Schwarz form, 8 in (1. 2 .4) can be 
n 
made triangular by selecting the elements of sand d in a special 
order. Inversion of a triangular matrix is, of course, extremely 
simple. 
A similar scheme for making B in (1.2.1) triangular 
n 
was suggested by Parks (15). 
The number of operations needed to transforM K into W 
11. 
is of order n3 , and the number to transform A into K is of order nq • 
Since for large n the number of operations needed for direct solution 
by inversion of B is of order n6 , it should be worthwhile transforming 
n 
a general matrix into Schwarz form in order to solve (1.1.5) using 
the method of (2.7). 
(viii) Infinite series solution (:==I) 
It is also possible to obtain the solution of (1.1.5) 
in the form of a convergent infinite matrix series when A is known 
to be a stability matrix. If 
a = (I + A')(I _A,)-l (1.2.11) 
then a is a convergent matrix , i.e. n a + 0 as n + 00 (20, 21). 
Equation (1.1.5) is transformed into 
P -aPa' = M (1.2.12) 
where M = 2(1 - A,)-l Q (I - A)-l 
and it is shown in (2.8) that the solution of (1.2.12) can be 
written 
P = M + a M a' +a2 M(a,)2 + • 
and that the series ~s convergent. When Q = I the solution can be 
obtained in terms of 
I· + aa' + a 2 ( a ' ) 2 + • • • • 
The transformation (1.2.11) also occurs in the theory of stability 
of the discrete constant linear system 
(1.2.13) 
This is asymptotically stable if and only if the symmetric matrix 
P obtained by solving (1.2.12) is positive-definite, M now being 
an arbitrary symmetric positive-definite matrix (22), and (1.1.6) is 
12. 
is then a Lyapunov function for (1.2.13). Thus solving (1.1.5) is 
equivalent to solving (1.2.11), the Lyapunov matrix equation for 
discrete linear systems (see also (13) for a generalisation to the 
case when A has complex elements). Zubov (23) has used (1.2.11) 
to obtain approximate regions in parameter space for asymptotic stability 
of continuous linear systems. 
(ix) Inverse of A' x I + I x A' (A12) 
Equation (1.1.5) can be written as 
(A' x I + I x A')p = ~ 
where x denotes Kronecker product and p,~ are vectors co~aedof the 
rows of P, - Q respectively, taken in order (6, p.23l). Although 
A' x I + I xA' is ann2 xn2 matrix, because of its special form 
a comparatively simple expression is given in (2.9) for its inverse. 
This depends upon finding the coefficients in the characteristic 
equation of A, but the only matrix to be inverted is of order n. 
Other methods for solving (1.1.5) are referred to in (13). 
13. 
1.3 Some numerical comparisons of solution methods 
An 8 x 8 matrix (given in Appendix 4) referring to a 
boiler problem is used to compare some of the methods of Chapter 2. 
Programs and flow diagrams are given in Appendix 5 and numerical results 
in Appendix 6. On the basis of this experience, and from general 
considerations, it is concluded that when the order of A is large, 
or when A has several small characteristic roots, the infinite 
series method of (2.8), with an iterative scheme (65c) used to 
calculate partial sums, is probably the most useful. 
It must be admitted that the numerical work which has 
been carried out is by no means extensive. However the author's aim 
(and indeed interest) has been to concentrate on ~ebraic aspects 
and the problems of numerical analysis occurring in the solution 
of the matrix ~.equation (and elsewhere) have in consequence been 
investigated only briefly. For example, the problem of accurate 
determination of companion form is dealt with at length by 
Wilkinson (65b). Only passing reference is made to this work, 
but it seems likely that solution of the matrix equation by reduction 
to Schwarz form will generally be unsatisfactory because of errors 
which arise in the similarity transformation to companion form. 
1.4 Applications of the Lyapunov matrix equation 
Kalman and Bertram (19) remark that solving (1.1.5) for 
.. 
P (with some suitable Q, the unit matrix, say) and testing for 
positive-definiteness provides a convenient and efficient algorithm 
for determining stability of a given linear system as compared with 
14. 
computing the characteristic equation and using the Rough-Hurwitz 
conditions. If P is positive-definite the system is asymptotically 
stable, if P is indefinite or negative-definite the system is 
unstable. The Sy1vester determinanta1 conditions can be used 
to test P, but a better method, easily programmed, is to express 
P in the form RR' where R is lower triangular; P is positive-
definite if and only if R is real and has positive diagonal elements 
(see Appendix 3). Further applications in the field of stability 
analysis include the method of linear bounds (2, 27) (see also (6.1) ), 
Ingwerson's method (28) for nonlinear autonomous systems, Rosenbrock 
(29) on linear time-dependent systems and results for stochastic 
linear systems (29a). References to the Lur'e problem and to 
work by Krasovskii, Zubov, etc. may be found in (3). The Lur'e 
problem is very briefly discussed in (4.4). 
Another direct application is to parameter optimisation 
for constant linear systems ( (24), (A1~. This follows from the 
fact that the functional 
x' Q x dt (1.4.1) 
for the system (1.1.4) has the value r=x'px] t=O' where P is the 
solution of (1.1.5) (6, p.243). If the elements of A are functions 
of a parameter then this can be chosen so as to minimise the value 
of (1.4.1), giving a 'best' system response. A simple example is 
given in (4.4). 
The evaluation of more general functiona1s of linear system 
response without explicit determination of the solution of (1.1.4) 
is described by Macfar1ane (12). Later work by the same author (25) 
introduces the general functiona1-matrix M(m, n) for linear systems 
whereby an extremely wide range of functiona1s can be evaluated 
15. 
(without evaluation of system response). A limitation on its 
use has been due to the amount of straightforward but lengthy 
and tedious algebra needed to find M in all except the simplest 
cases. A computer program has been written by Undri11 (26) but 
a completely systematic procedure involving little or no algebraic 
manipulation is given in (4.1) which removes much of the difficulty 
(A12). The method is adapted from the Kronecker product representation 
" (1.2.13) • It is shown that M(m,n) can be calculated either by 
forming successively the members of the sequence M(i,n), i = 2,3, •• , 
m-1 or by using two known members M(r,n) , M(m-r,n) of the sequence. 
Bass and Webber (30) investigate optimal linear control 
systems with quartic and higher order performance criteria leading 
to cubic, quintic, etc., feedback, which they claim gives considerable 
improvement in system response as compared with optimal linear control. 
A method based on the solution of the Lyapunov matrix equation is suggested 
in (4.2) (A12) for obtaining the non1inear part of the optimal feed-
back control. There is a direct connection with the general functional 
matrix of Section (4.1). 
Stability of a class of linear damped dynamic systems of the 
form 
M x + 2Gx + Tx = 0 (1. 4.2) 
where M is symmetric positive~definite and T symmetric, has been 
dealt with by Genin and Maybee (32) using classical methods. The' 
problem is investigated using the method of Lyapunov in Section 
(4.3) (A15) and the same necessary and sufficient conditions for 
asymptotic stability, but only sufficient conditions for stability, 
are obtained. When G is skew-symmetric (1. 4.2) is the equation of ; 
motion in the classical theory of small oscillations of a gyroscopic 
16. 
system about steady motion (32a, p. 145) (This connection was 
suggested by Professor H. H. Rosenbrock, University of Manchester 
Institute of Science and Techno1og~. 
Other applications include sensitivity analysis of optimal 
linear systems to small variations in parameters «AS), (7.1», 
insensitivity of optimal linear control systems to persistent changes 
in parameters «A6), (7.2) ) and stability of economic systems (31). 
Results in matrix theory can also be derived. The solution 
of (1.1.5) can be used to construct a stability matrix «5.1),(A10» 
and this leads to a sufficient condition for the sum of two stability 
matrices to be stable «5.3». These results are capable of genera1-
isation to non1inear systems in a remarkably simple way, and this is 
done in Chapter 6. For investigation of some of the properties of the 
mapping X -+- A X + X A" see (33), and the idea of inertia of a matrix 
(with complex elements) is dealt with in (34). 
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1.5 Synthesis and sensitivity of asymptotically stable 
constant linear systems 
Construction of stability matrices is dealt with in 
Section (5.1). There it is shown that the matrix 
A -1 = P (S -Q) (1.5.1) 
or, equivalently, 
A = (S - Q)P (1.5.2) 
where P, Q are arbitrary symmetric positive-definite matrices 
and S is an arbitrary skew-symmetric matrix, is always a stability 
matrix (A 10). Conversely, any stability matrix can be put 
into the form (1.5.1), P and S then being uniquely determined 
by Q as in (1.2). In fact some time after (A 10) was accepted 
for publication it was found that Taussky (35) has given indirectly 
a special case of (1.5.2) with P diagonal and Q a multiple of the 
unit matrix, but she does ng~more than show the equivalence with 
Lyapunov's theorem and does not give explicit expressions corresponding 
to (1.5.1) and (1.5.2). If A in (1.5.1) is the matrix of a system 
of linear differential equations (1.1.4) then (1.1.6) is a Lyapunov 
function with dV/dt = - 2x'Qx The ratio v/V is independent of 
S so that the 'speed' at which the solution approaches the origin 
is independent of S (19, 36). This implies that the magnitudes 
of the real parts of the characteristic roots of A are essentially 
independent of S. It is in fact shown in (5.1) that these real 
parts all lie between the greatest and least characteristic roots 
of _P-1Q (which are all real and negative). Thus a system (1.1.4) 
can be constructed with a largely predetermined transient response. 
Some special cases are given in (5.2) , including that 
obtained by taking P and Q in (1.5.2) to be diagonal. Then 
A = (a ) 
ij a .. < 0 11 a .. = m.s •. (m. > 0, s .. = - s .. ) (1.5.3) 1J 1 1J 1 1J J1 
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is stable with roots having real parts lying between min (a .. ) 
~ ~~ 
and max (a .. ). i ~~ That is, the transient response of a system 
with a matrix of this form depends largely upon the elements on: 
the principal diagonal and stability behaviour is unaffected by 
any change,in these elements provided they remain negative. 
Considerable attention is also given in (S.2) to so-called 
quasi-Jacobi matrices (37) which are shown to be a special 
case of (1.S.3) (without restrictions on the a .. , m.). Various 
~~ ~ 
other results are derived (A lS) which are closely connected 
with stability of economic systems (31), all by"way of particular 
of 
solutionsl(l.l.S). 
The idea of paramet~±c stability ( A 10, A 14) is 
introduced in (S.3), where equation (l.S.l) iS,used to give a 
sufficient condition for the sum of two stability matrices to be 
stable. If (1.1.4) is asymptotically stable so is 
. 
x = (A + C) x (1.S .4) 
where 
C = (S - Q ) P 
. 0 0 (1.S .S) 
or equivalently , 
C = P-1(S - Q ) 
. 0 0 (1.S .6) 
where S is an arbitrary skew-symmetric matrix ,Q is arbitrary 
o 0 
symmetric non-negative-definite and P is the solution of (l.l.S). 
In either case C is itself a stability matrix (by virtue of (l.S .1) 
or (1.S.2»)but (l.S.S) and (1.S.6) represent only sufficient 
conditions for (1.S.4) to be asymptotically stable. In either 
case (1.S.4) is ' at least' as stable as (1.1.4), or'more stable' 
if Q is taken positive-definite. 
o 
Thus C represents parametrica11y 
variations in the elements of A which do not affect the stability 
behaviour. 
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1.6 Nonlinear systems 
A theorem of Lyapunov (2) extends the theory of stability of 
linear systems to those with linear pi:incipal part 
x = A x· + g (x) (1. 6.1) 
If the functions g.(x) have, in the neighbourhood of the origin, 
~ 
power series expansions in the x. beginning with terms of a least 
~ 
second order, then if A is stable (1.6.1) is asymptotically stable; 
if A is unstable (i.e. having at least one characteristic root with 
positive real part) then (1.6.1) is also unstable. In the critical 
case further analysis is necessary (37a). The assumption on g(x) 
is very restrictive and an improvement is provided by the method of 
linear bounds (2, 27). If A is stable then it is possible to find 
linear bounds on the g.(x) so that (1.6.1) is asymptotically stable. 
~ 
An explicit expression is given in (6.1) (A2) for functions g(x) 
satisfying such bounds. 
Some generalisations of the results of Chapter 5 are given in 
(6.2) • If (1.1.3) is asymptotically stable with known Lyapunov 
function V(x), then 
x = f(x)· + h (x) 
will also b~ asymptotically stable for all h(x) such that 
h(x) = (S -Q) ~ 
where S S(x) is an arbitrary skew-symmetric matrix, Q 
(1.6.2) 
Q(x) 
an arbitrary nonnegative-definite matrix, ~(x) = ~V aridh{o) = o. 
(Anon-constant matrix Q is called positive-definite if it makes the 
form.~ 1 Q ~ positive-definite). Thus the idea of parametric stability 
is extended to nonlinear systems. For a given system the difficulty 
will lie in finding a Lyapunov function. Nevertheless, once this 
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has been done useful information can be obtained about the sensitivity 
of the stability behaviour of the system, and it is hoped that a 
little is thus added to the discussion by Hahn (2, Chapter 6) on this 
topic. 
Asymptotically stable (or stable) nonlinear systems can also 
be constructed using (1.6.2); ~(x) is then the gradient of any 
positive-definite scalar function and Q is positive-definite (or 
nonnegative-definite). 
Both the sensitivity and synthesis procedures are easily 
modified for the non-autonomous case (1.1.1). The known Lyapunov 
function must be decrescent for asymptotic stability (see Theorem 2, 
Appendix 1) and S and Q in (1.6.2) may be functions of x and t. 
Section (6.3) deals with applications of the above to systems with 
control (A3, A14). First the linear control system (1.1.7) is considered. 
Assume that A is a stability matrix and let P be the solution of (1.1.5). 
Then the control 
u(x,t) ,= [S(x,t) - K(x,t)] B'P x , (1.6.3) 
where S(x,t) is an arbitrary m x m skew-symmetric matrix and K(x,t) 
an arbitrary m x m symmetric positive-definite matrix, makes (1.1.7) 
more stable than the unforced system (~ = 0). Setting S = 0 and 
K = K(t) in (1.6.3) gives a result s~lar to one obtained by Johnson 
(38) • It is also easily demonstrated that the control which minimises the 
performance index (1.1.8) is a special case of (1.6.3). 
'Grayson (24) describes a design procedure for systems of the 
form 
x = f(x) + U (1.6.4) 
where the unforced system is stable but not asymptotically stable. 
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The~from (1.6.1) it follows that applying the control 
u(x) = [s(x) Q(x)] h (x) 
makes (1.6.4) asymptoica11y stable, where ~l(x) = VVl and 
Vl(X) is a Lyapunov function for (1.1.3). Chapter 6 ends with a 
simple example taken from (24). 
1.7 Sensitivity of optimal control systems 
The problem of determining the change in the value of a general 
performance index 
T 
F = I L(x,u) dt 
o 
for a general deterministic optimal control system 
x = f(x, u,8 ) 
(1.7.1) 
caused by small (infinitesimal) changes in the parameter vector 8 
was first introduced by Dorato (39). The change in F, to first order, 
is simply 
<' aF ~F, =L: ~8 08. 
• o. ~ 
~ ~ 
This approach was extended by Pagurek (40,41) particularly with 
respect to the optimal linear control system with quadratic performance 
index, defined by (1.1. 7) and (1. 1.8) • It is well known (e.g.(42) ) 
that the optimal control is given by the linear feedback law 
u =;: - R-1 ,B' P x 
= D x (1.7.2) 
where the n x n symmetric positive-definite constant matrix P 
is the solution of the steady state matrix Riccati equation; 
P B R-1 B' P - A'P PA - Q = 0 (1.7.3) 
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and then 
J = fr' Px Jt = 0 
Pagurek in fact considers throughout the situation when the 
upper limit in (1.1.8) is some fixed finite time. In this case the 
Riccati equation corresponding to (1.7.3) is a differential equation 
whose solution P is a function of time. In Section (7.1) only the 
simplified performance index with finite upper limit is used, and 
it is also assumed that Q and R remain fixed. A further assumption is 
that the parameters can be split into two sets' { a. } and' { b.} such 
. ~ ~ 
that A is independent of any of the b. and B of any of the a.. An 
~ ~ 
obvious and important example is when the elements of A and Bare 
themselves regarded as parameters. The sensitivity of the minimum value 
of the performance index, of the control law matrix D and of the 
optimal state vector x(t) all depend upon finding the matrices of 
partial derivatives aP/da. and ap/ab. (AS). These are the solutions of 
~ J 
linear matrix equations identical in form to the Lyapunov matrix 
equation (1.1.5) (as compared with the quadratic matrix equation (1.7.3) 
for the original optimisation problem) • 
A different approach, outlined in Section (1.1), is adopted 
in (7.2). the problem is to find what changes may occur in the 
matrices A and B (the performance index being (1.1.8) and Q and 
R remaining fixed) without causing any change in the optimal control 
matrix D in (1.7.2). There is no restriction to small changes in 
parameters, and it is thus of no value to calculate partial derivatives. 
A numerical example of an optimal linear control problem, referring 
to the design of a lateral autostabilser for an aircraft, is given by 
Noton (42). He remarks that " if the design procedure is carried out 
for different parts of the flight envelope (when some of the coefficients 
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in (1.1.7) change by a factor of 50) the elements of the D matrix 
change surprisingly little". Further details are given in the paper 
by Noton et. al. (42a). It is shown analytically in (7.2) (A6) 
that if the matrix D is to be insensitive to (i.e. unaltered by) 
changes in A and B then these changes must be connected in certain 
special ways. However, the optimal feedback law is insensitive to 
a wide variety of changes in A and B and the results obtained are 
quite powerful. 
I 
Some explicit solutions are given . for example, 
when B is fixed any change SP in A, where P is the solution of the 
d)\,. 
Riccati equation (1.7.3) and s)(arbitrary skew-symmetric matrix, leaves 
both the optimal control law and the minimum value of the performance 
index unchanged. Another special explicit solution gives changes in 
A and B which enable the minimum value-.of the performance index to be 
made as small as desired, again without altering the optimal control 
matrix. If A is fixed any change in B results in a change in the 
optimal control law so that the system can be said to be more sensitive 
to changes in B than in A. 
-
A much simpler but related problem is commented on by Rutman 
and Eppe1man (43). They consider the s~stem (1.1.4) and discuss 
what persistent changes may occur in A so that a scalar Ee~~.? function 
y = c ' x 
is unaltered (see (43a) for a generalisation to a vector output 
y. = ex) • A1exandro (44) also deals with a related situation where 
the optimal control law (for a linear system) is non1inear but is kept 
fixed despite changes in plant parameters. 
A simple numerical example illustrating the results of (7.1) 
and (7.2) is given in Section (7.3). There should be no difficulty 
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with higher order systems provided a program for solving the 
Riccati equation is available. 
The work on insensitivity is generalised in (7.4) for the 
control system 
. 
x = f(x,u) x(o) = x 
o 
whe;~ the control vector u is chosen so as to minimise (1.7.1). 
The problem considered is that of finding a vector function k(x-;'~so 
that 
. 
x = f(x,u) + k(x,t) 
has the same optimal feedback control and minmum value of F(= V(xo~O), 
say) as the original problem. It is shown that 
k(x,t) = S(x,t) $ (x,t) (1. 7.4) 
where S is an arbitrary skew-synunetric matrix and $(x,t) the solution 
of the Pontryagin adjoint equations, provided V(~~)has continuous 
second order partial derivatives. The result for the linear system 
with quadratic index, mentioned above, is shown to be a special case 
of (1.7.4). Optimal linear systems with higher order performance 
criteria, described in (4.2) are considered as an example and it 
turns out that any change even in A alone now causes a change in the 
optimal feedback control. 
Worth mentioning at this point is a paper by Rozonoer (44a), 
who uses variational methods to obtain conditions for the invariance 
of functiona1s for non1inear systems - essentially an extension of 
(43) • 
Finally, a very brief review of some work by other authors on 
sensitivity in deterministic optimal control theory: Gavri10vic et. al. 
(45) analyse small perturbations using the adjoint equations which they 
show reduces the computational effort. Rohrer and Sobra1 (46) 
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define ' relative sensitivity' wherein the system performance is 
compared with the optimum under the given circumstances, and 
investigate its relevance to optimal system design. The sensitivity 
te.( ft\ i tU'.£, 
of specifiedjconditions of optimal control systemsto parameter 
variations is examined in (47, 47a) and sensitivity to errors in the 
measurement of the initial state in (4B). A generalisation of some of 
Pagurek's work (40) is made in (49). Some interesting results are 
obtained by Be1anger (50) for the case when there are small bounded 
variations in the optimal control. Other papers are contained in 
the proceedings of the Dubrovnik symposium (51), including a novel 
approach by Dorato and Drenick using the theory of games. A more 
recent note on this aspect has been published by Dorato and Kesten-
baum (51a). 
1.B Sensitivity functiona1s for linear systems 
Sensitivity of linear mu1tivariab1e systems is discussed in 
detail by Morgan (52) and Cruz and Perkins (53). Using state-space 
notation, consider the' sensitivity functions', or partial derivatives 
of transient response. 
w. = ay/ae. 
~. ~ 
for the linear system 
x = A(e) x (1. B .1) 
y = c(e) x 
.". 
where A is n x n , C m x ~ (m generally <n) and e . , 
ek) a parameter vector. Cruz and Perkins (54) obtain bounds for wi for 
the case when C is independent of e and deduce that w.+ 0 as t + 00, 
~ 
using an analytical technique. It is shown in (B.1) (A9), using 
only straightforward matrix algebra, 
if C is not independent of e. 
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that w. + 0 as t + 00 even 
~ 
Associated with (1.8.1) form the functional 
00 
S (x' Qlx + Z 'Q2Z) dt 
o 
(1.8.2) 
where z = 'Ox/as. andQl and Q2 are synmetric positive-definite 
~ . 
n x n matrices. The functional (1.8.2) represents a measure of 
system response and sensitivity to small changes in the parameter e .• 
~ 
If 0. is chosen so as to minimise the value of this performance 
~ 
index then the resulting system will be relatively insensitive to 
parameter variations in addition to having a satisfactory transient 
response. It is shown in (8.2) that an expression can be obtained for 
the value of (1.8.2) in terms of the inverse of the Kronecker sum 
given in (1.2). 
These ideas have been extended to control systems. The aim is 
to.1essen the effect of small parameter variations by adding an 
extra term representing sensitivity to the integrand in (1.1.8) 
(as in (1.8.2) ), and choosing the control so as to minimise this 
modified performance index. The system will then be compromisingly 
optimal from the viewpoints of performance and of sensitivity. This 
was first su~gested by Laughton (55) for general control systems, and 
further work has been done by Gavri10vic and Petrovic (56) who show 
how the control can be calculated using the adjoint equations (45), 
and by Tue1 et. a1. (57). A slightly different approach is adopted 
by Cadzow (57a) who takes the additional term in the performance index 
(this time outside the integrand) to b"£ (aJ/ae) 'Q3 (aJ/ae), where 
27. 
J is the value of functional (1.1.8), aJ/ae - (aJ/ael,aJ/ae2, 
.• , aJ/dek) and Q3 is a k x k synnnetric positive-semidefinite 
matrix. 
Previous work is briefly described in (8.3) but no new results 
are presented there. 
CHAPTER TWO 
Solution of the Lyapunov matrix equation 
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2. SOLUTION OF THE LYAPUNOV MATRIX EQUATION 
Details are given here of several approaches which may be 
used to solve 
Alp + P A = - Q (1.1.5) 
Numerical aspects are dealt with in Chapter 3. 
2.1 Direct solution. 
Since P and Q are symmetric (1.1.5) represents! n(n+1) 
linear equations for the ! n(n+1) unknown elements of P. Following 
(12), let P = (p .. ), Q. = (q .. ) and define column vectors 
. 1.J 1.J 
p = (pU, P12, P22, P13, P23, P33, . . .. )' 
q = -(qll, q12, q2.2., ql3, q2.3, q33, ... ) I 
composed of the elements on and above the principal diagonals of 
P and Q respectively. We can then write (1.1.5) as 
B p = q (2.1.1) n . 
where B is a ! n n(n+1) order matrix easily obtained from A: 
2all 2a2.1 0 2a3l 0 0 
al2. Gall J a2l a32 a31 0 
+ a2.2 
0 2a12 2a22 0 2a32 0 
a13 a23 0 (aU J a2l a3l + a33 ~a22J 
B = 0 a13 a2.3 al2 + a33 a32 (~.1.2) n 
0 0 0 2a13 2a23 2a33 
Macfar1ane (12) gives a systematic method for constructing B which 
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is suitable for computer implementation. As stated in (1.1) 
it is assumed throughout that A has no zero or purely imaginary 
characteristic roots, so that (1.1.5) has a unique solution 0ip.22S) 
and B is non-singular (12). Hence 
-1 p . = B q (2.1.3) 
n 
An alternative expression for the solution of (1.1.5) 
is in terms of an infinite integral (6, p. 175): 
00 
P = S ~A't QeAt dt 
o 
2.2 Introduction of skew-symmetric matrix (A1) 
Equation (1.1.5) can be written as 
(PA + !Q)' + (PA + !Q) = 0 
so that 
PA + !Q = S 
(2.1.4) 
(2.2.1) 
where S is a skew-symmetric matrix such that P is symmetric. 
Since by assumption A is nonsingu1ar, eqn. (2.2.1) gives 
P = (S - !Q)A-1 (2.2.2) 
and the condition that P is symmetric gives, after simplification , 
A'S + SA = ! [(QA) , (QA) J (2.2.3) 
Since S and the right side of (2.2.3) are skew-symmetric, (2.2.3) 
represents !n(n~l) equations for the !n(n~l) elements of S. 
Substitution of the solution S of eqn. (2.2.3) into (2.2.2) then 
gives P. 
In the stability analysis problem there is no need to 
-1 
calculate A • Since A is nonsingu1ar, P is positive-definite 
if and only if A'PA is positive-definite, so that A is stable 
if and only if 
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A'PA = A' (S - ~Q) (2.2.4) 
is positive-definite, Sbeing the solution of (2.2.3). Since 
A'PA is syrmnetric, only ~n(n+l) elements need to be found from 
(2.2.4) by matrix multiplication. 
If A has real roots (for example, if it is symmetric) 
then a symmetric positive-definite matrix Q can be found ( (6),p.67) 
satisfying the equation 
A'Q = Q A (2.2.5) 
In this case S in (2.2.3) can be taken zero and the solution'of 
(1.1.5) is simply 
p = _ ~ Q A-I 
Such a matrix Q is not unique, since (2.2.5) represents ~n(n"':l) 
linear equations for the ~n(n+l) elements of Q. 
A result which is some times useful is the following (19): 
The real parts of the characteristic roots of A are < cr if, and 
only if, the solution of .:: 
A'P + P A - 2 cr P = - Q (2.2.6) 
is positive-definite, where Q is any symmetric positive-definite 
matrix. The solution of (2.2.6) can be written 
P = (Sl - ~Q) (A - cr 1)-1 
where Sl is the skew-symmetric solution of 
A'S 1 + SlA - 2 cr Sl ,= ~ (A' Q - QA). 
If A - cr I is nonsingular, the matrix P will be positive-definite 
if (A' - cr i) (Sl - ~Q) is positive-definite; so ggain matrix inversion 
is unnecessary. 
where 
The equation corresponding to (2.1.1) is 
(3 s = d 
n ' (2.2.7) 
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d is formed in a similar way from the matrix on the right side 
of (2.2.3) and S is of order ~n(n~l). Whether the saving in effort 
n 
due to the reduction in the number of equations is a worthwhile 
one will depend on the extra labour involved in 
(a) calculating the right side of eqn. (2.2.3) 
(b) inverting A 
(c) obtaining P from eqn. (2.2.2). 
This will depend to some extent on the particular forms of A and 
Q. If A is ill-conditioned the reduction in order from B to S n n 
can be very important; this is discussed more fully in Chapter 3. 
Certainly, for small values of n up to n = 5, say, the solution of 
eqn. (1.1.5) becomes a feasible proposition for hand calculation. 
For larger values of n the following estimate can be made (A4). 
Using Gauss's method, the number of multiplications and divisions 
necessary to solve a system of n equations is j n(n2 + 3n~1)(e.g.(58»; 
thus the saving due to the reduction in the number of equations is 
(n:S/4) + (13n 3/l2) - (n/3) operations. The increases due to (a), 
(b) and (c) are of lower orders, being at most n 3 , j n(n2 + 3n-l) 
and ~n2(n+l) operations, respectively. Hence the net saving can, 
even for moderate values of n(> 10, say), be taken as approximately 
!nS operations, a proportionate reduction of approximately 
! n S / ~4 n 3 (n+l) 3 ...rL6/n. 
This would seem to be worthwhile for n not too large.« 50,say). 
Once B in (2.1.2) has been calculated by Macfarlane's 
n 
procedure S can be obtained from it. 
n 
Consideration of 
rA'S + SA] .. L - ~J . 
n 
=L: 
k=l 
(2.2.8) 
shows that rows and columns of B numbered 1, 3, 6, 10, ••• , ~n(n+l) 
n 
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(corresponding to diagonal terms in P andQ) are deleted and negative 
signs inserted symmetrically in the positions: 
row 1 columns 3, 5, 8, 12, 17, 23, 
rows 2, 3 columns 6, 9, 13, 18, 24, 
rows 4, 5, 6 columns 10, 14, 19, 25, • 
rows 7, 8, 9, 10 columns 
. 
15, 20, 26, 
etc., together with an identical arrangement with 'rows' and 'columns , 
interchanged. 
The matrix B is quite sparse, each deleted row and column 
n 
containing !n(n-1) zeros. The matrix S is also sparse, every row 
n 
and column containing Hn-2) (n-3). (= k, say) zeros. Thus it would seem 
that the introduction of S has simplified matters by utilising some 
of the zeros in B • 
n 
It may be worthwhile to try to extend this process 
so as to achieve further simplification. 
2.3 An iterative scheme (A4) 
For example, Sn can be partitioned into 
SIn S2n 
S = 
n· 
S3n S4n 
where SI is k x k, S2 is k x (2n~3) with last column zero, S3 is 
n . n n 
(2n~3) x k with last row zero and SIf is (2n~3) x (2n~3). Use of 
n 
(2.2.8) shows that the zeros in S occur symmetrically and that 
n 
Sl = S 2' n n- The first k equations in (2.2.7) can be solved for 
the first k variables in terms of the other !n(n-1) - k - 1 = 2n - 4 
variables by inversion of the k-th order matrix SI • 
n 
These firs t k 
variables can then be substituted into the remaining 2n-3 equations 
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which may then be solved for the last 2n-3 unknowns. ~Equiva1ent1Y 
the usual formula for the inverse of a partitioned matrix (58) could 
be used. ] • Notice that the last row and column of 64 will be n 
unaffected by the substitution. Thus it is necessary only to invert 
a matrix of order ~ = !(n-2)(n-3) instead of !n(n-1). By using the 
fact that 61 = 6 2 it is clear that the procedure can be repeated 
n n-
(fll n-2 being of order !(n-4)(n-5)~ and an iterative scheme thus con-
, 
structed so that the largest matrix to be inverted is 64 ,of order n, 
2n-3. 
The pattern of zeros for n = 5 is shown in the following 
example. 
-1 2 . 3 ,4 ? 6 7 • 8 9 I~O 
0 0 0 1 
0 0 0 2 
0 0 0 3 
"- - ~ "-
0
1 
0 0 4 
0 0 0 5 
6s= 0 0 0 6 
0
1 
0 0 7 
0 0 0 8 
0 0 0 9 
0 0 01 10 
6
n 
has no zero elements on the principal diagonal. It may still 
be that the zeros in 6
n 
could be utilised more fully; the above 
scheme is not very efficient from that point of view. 
A different partitioning which might be useful is 
SI 
n °2 n 
T~ = n' 
°3 n °4 n 
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YJhe~e 01 is !en-1) (n-2) x !en-1) (n-2) and '..04 is (n-1) x (n-1). 
- - n n 
04 contains no zeros, 02 has n-3 zeros in each row and k in each 
n ' n 
column, 03 has n-3 in each column and k in each row. 
n 
2.4 A method due to Smith (13) 
K = 
The companion form 
o 
6 
-c 
n 
1 o . 
o 1 
(1.2.5) 
is used, the c. being the coefficients in the characteristic equation 
1. 
of A. = (u .. ) is the solution of 
1.J 
(2.4.1) 
where Cl , = diag (1, 0, 0, •• , 0), then the matrix P given 
by 
P = 2::2. 
i j 
u .. (A,)i-1 Q Aj - 1 
1.J 
(2.4.2) 
is the solution of (1.1.5). Smith (13) gives an explicit algebraic 
expression for Ul, which involves calculation of the cofactors of the 
first row of the n-th order Hurwitz determinant. In fact, because 
of the simple forms of the matrices K and Cl, (2.4.1) can be solved 
as follows. (A10) 
The solution of (2.4.1) can be written in the form 
(2.4.3) 
where S2 is the skew-symmetric solution of 
,---------------------- - - - -- - -- -- --------
The inverse of K is 
-1 K = 
-c Ic 
n-1 n 
1 
o 
0 
and the right 
HK'Cl - ClK) 
side 
= 
-c Ic 
n-2 n 
o 
1 
0 
of (2.4.4) 
0 
! -1 
0 
o 
Equation (2.2.7) becomes 
ys = g 
is just 
1 
0 
0 
o 
0 
0 
0 
o 
-cl/c 
n 
o 
o 
1 
0 
0 
0 
o 
";'l/c 
n 
o 
o 
0 
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(2.4.4) 
(2.4.5) 
(2.4.6) 
(2.4.7) 
where,g'. = (L 0, 0, . . , 0) , the s .. are the elements of St 1.J 
and y is the !n(n-1) x !n(n-1) matrix corresponding to B. The 
n 
elements of y = (y •• ) can be found from the left side of (2.4.4) 
1.J 
without difficulty: 
y •• = 1 
1.J 
i = P(1-1) +:t j = !(J-1) (J-2) + 1. , 
1 = 1, 2, .. , J-1; J = 2, 3, •• , n-1 
i = j +1 j = !(J-1)(J-2) + I , 
I= 1,2, •• , J-2; J= 3,4, •• , n 
Y •• 
1.J . 
= C 
n-p+l i 
j 
36. 
= HI-I) (1-2) + p 
= !(n-l) (n-2) + I 
P = 1, 2, •• , I - 1 (2.4.8) 
Yij = - Cn- r +1 
All other y.. = 0 
1.J 
I 
i 
j 
r 
I 
= 
= 
= 
= 
= 
1, 2, ••• , n-l 
Hr-l)(r-2) + I 
!(n-1) (n-2) + I 
I + 1, ... , n 
1, 2, .. , n-1 
The matrix y is very sparse, no row having more than four nonzero 
elements. The last column has n-1 nonzero elements, the preceeding 
n-2 columns have n nonzero elements, and the other columns have 
at most two elements unity, the rest being zero. The coefficients 
c. appear only in the last n-l columns. Thus, solving (2.4.1) by 
1. 
using (2.4.3) and (2.4.4) should be straightforward. 
2.5 Simplification when A is in companion form 
As shown in (1.2), any nonsingular matrix A can be put 
into companion form (1.2.5) by a similarity transformation 
H A H-1 .:= K (1.2.6) 
In this section t~e formulae in (2.4.8) are used to obtain y 
in partitioned form, and this enables a partitioned form for the 
inverse of y (needed to solve (2.4.7) ) to be constructed. In 
-1 
calculating y only n-2 columns of a !(n-1)(n-2) order matrix 
need to be found. The results are described in outline only; 
the rather lengthy algebraic details are given in Appendix 2. 
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Using (1.2.6) the solution of 
A' P + P A = - Q (1.1.5) 
is 
with Q = H'C2 H (2.5.1) 
where U2 is the symmetric solut~on of 
(2.5.2) 
the Lyapunov matrix equation for the companion form matrix K. 
Also, U2 can be written 
(2.5 .3) 
where S3 is the skew-symmetric solution of 
!'(K'C 2. 2 (2.5.4) 
The left side of (2.5.4) may be put into the form ys, where y is 
as in (2.4.7) and the s .. are now the elements of S3 • Thus to solve 
1.J 
the Lyapunov matrix equation when A has been put into companion form, 
either using Smith's method (2.4) or using (2.5.1), (2.5.3) and 
(2.5.4) it is necessary to obtain the inverse of y. 
Partition y into 
'( = (2.5.5) 
Y3 ,Y4 
where Yl is ~(n-l)(n-2) x ~(n-l)(n-2) Y2 is ~(n-l)(n~2) x (n-l) 
Y3 is (n-l) x ~(n-l)(n-2) and Y4 is (n-l) x (n-l). Using (2.4.8) 
it is not difficult to show that 
Y3 = [0°1 I n-2] 
° ... ° 
(2.5 .6) 
where I is the unit matrix of order n-2 and 01 is a zero matrix 
n-2 
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of order (n-2) x !(n-2)(n-3) , and that Y4 is bi-diagona1 
-Cl 
1 
-Cl 
Y4 . = (2.5.7) 
Rules for constructing Yl and Y2 are given in Appendix 2. 
Now write 
tLl_: L2 
-1 
Y = L3 I L4 
( 
(2.5 .8) 
Then (58) using (2.5.5) 
(n - -1 -1 "'- -1 Ll = Y2 Y4 Y3) ~ Ys , say 
L2 - Ll -1 = Y2 Y4 
L3 -1 Y3 Ll 
(2.5.9) 
= - Y4 
L4 -1 -1 L2 = Y4 - Y4 Y3 
The inverse of Y4 can be written down as the lower triangular matrix 
1 
-1 
Y4 = 
Cl 
1 
Cl 
1 
- cln- 1 
1 
- cln - 2 
1 
Cl 
(2.5.10) 
-1 The product Y4 Y3 is obtained from (2.5.6) and (2.5.10) as 
141 Y3 . = [02 : (Y41) * ] 
where 02 is a zero matrix of order (n-1) x !(n-2)(n-3) and (Y41)* 
-1 
stands for Y4 with the last column deleted. 
Thus 
(2.5.11) 
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where 03 is a zero matrix of order !(n-l)(n-2) x !(n-2) (n-3) 
-1 
and Y2(Y4 )* is !(n-l)(n-2) x (n-2). Hence YS is easily obtained 
from (2.5.11) and the expressions for Yl andY2. The effort needed 
-1 to find Y from (2.5.8) and (2.5.9) is therefore largely that of 
. -1 
comput1ngys the other operations needed are only those of matrix 
multiplication. Details are given in Appendix 2 of the inversion of 
the !(n-l)(n-2) order matrix Ys. Notice from (2.5.11) that the first 
!(n-2)(n-3) columns of YS are the same as those of Yl. Because of the 
-1 
simple form ofn this allows 2n-8 columns of Ys to be written 
down immediately. Of the remaining columns of the inverse only n-2 
are independent. This is illustrated by the case when .n=7 ; the 
total number of unknown elements in Ys is only (n-2) x !(n~1)(n-2) = 75, 
compared with! n 2(n-l)2 = 441 in Y-~ 
2.6 Explicit solution when A is in Schwarz form (A7) 
As stated in (1.2), a matrix in companion form (1.2.5) 
can be put into Schwarz form (1.2.8) by a similarity transformation 
w = F K F-l (1.2.9) 
and use of (1.2.6) gives 
W = (FH) A (FH)-l (2.6.1) 
It then follows, using (2.6.1), that the solution of 
A'P + P A = - Q (1.1.5) 
is 
P = (FH) , U3 (FH) (2. 6 .~·n 
Q. = (FH) , C3 (FH) (2.6.3) 
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where U3 is the symmetric solution of 
(2.6.4) 
the Lyapunov matrix equation for the Schwarz form matrix W. 
Equation (2.6.4) has explicit solutions for some particular 
semi-definite C3, so that by virtu~ of (2.6.2) and (2.6.3), 
equation (1.1.5) also has explicit solutions for some particular 
semi-definite Q. 
First, as stated in (1.2), an explicit solution of 
(2.6.4) is (19) 
••• ,w 1w,w) n- n n 
with 
C3 = diag (0, 0, • • , 0, 2w2 ) 
. n 
In this case, following Ra1ston (59) and Butchart (60) , the 
corresponding explicit solution to the Lyapunov matrix equation (2.5.2) 
for the companion form is 
u2. = (U~~» ~J = 0 i + j odd 
where r 
(2) 
c .. 
~J 
and C2. 
= 0 if i + j ,< 
= i + j - n - 1 
0 i = , n + or n 
= cl' cl' n+ -~ n+-J 
wi th e = 1 " .:, J' = 1 2 n o ... , , •• ,. 
n + 1 
if i + j > n + 
+ j odd 
n + i and 
n + j even 
, i+j even 
1 
(A correction to Butchart's expression for C2 has been included). 
2 Notice that Cz = (cl / 2) , 2 2 wF C3F and U2 = (Cl /w ) F'U3 F. n . n 
A second explicit solution of (2.6.4) (which as far as is known 
has not appeared elsewhere) is (~) 
and 
C3, = diag (0, 0, • • • , 2w w l' 0) n n-
U(3) = 1 
nn 
U(3) 
n-1,n-1 
2 
= w'+w l'+w 2 n n- n-
41. 
(3) 
Y.. = w.w. 1 
l.l. ' l.l.+ 
• • w 2 (w2 + w. + w. 1) , l. = 1, 2, • ., n-2 
n- n l. l.-
m(3) 
i;i+2 
tiT (3) 
n-1, n' = w n 
all other u~~) = 0. 
l.J 
••• wn - 2 i = 1, 2, • • , n-2 
be... obtui"eJ 
(w = 0) 
o 
2.7 Reduction to inversion of a triangular matrix ( A!II) 
If the solution to (2.6.4) is known, then the corresponding 
solution of (1.1.5) is given by (2.6.2) and (2.6.3). The solution 
of (2.6.4) can be written 
U3 = (84 - ~ C3 )W-1 (2.7.1) 
where 8 is the skew-symmetric matrix satisfying 
(2.7.2) 
-1 W = 
-1 W· ;;: 
The inverse of W 
-w2w4 ••• wn- 1 
wlw3··· W n 
1 
- W2W,+ .0 .. wn- 1 
w3wS·· • W n 
W2 
- W2W4· 
· 
W 
n-1 
WSW7· W 
· n 
w2w,+ 
W2W4· . wn- 3 
- W2W4··· wn- 1 
W 
n 
ifn is odd, and 
- W2W4· W n 
WIW3· 
· 
wn- 1 
1 
- W2 W 
n 
W 
n-1 
w2w,+ . 
• wn- 2 
if n is even. 
can be written down 
1 
wl - w4w6·· • wn- 1 
wlw3· •• W n 
0 0 
0 
- w4w6· W n-1 
w3wS· • W n 
0 1 
0 - w,+w6 
· 
• W 1 n-
wSw7 
· 
• W 
n 
0 W,+ 
0 .w4· 
· 
wn- 3 
0- - W,+W6· • W 1 n-
W 
n 
1 
. - .W4 • W Wl n 
Wl . 
• wn- 1 
0 0 
0 
- .W4 W 
n 
W 
n-1 
0 w4 . • W 2 n-
as 
1 
- --
wlw3 
0 
1 
w3 
0 
0 
0 
0 
0 
1 
~lw3 . 
0 
o 
o 
42. 
+ 
wIW3° 
0 
1 
w3wS 
0 
-1 
"WSw7· 
0 
o 
1 
W 
n 
1 
o 
1 
o 
W 
n 
W 
n 
W 
n 
Consider first the case when n is even and let D = !(W'C3 - C3 W). 
Equation (2.7.2) represents! n(n-1) linear equations for the! n(n-1) 
unknown elements of S,+ = (z .. ). It is now shown that if these 
~J 
equations are arranged in a special way then the matrix (corresponding 
43. 
to 8 in (2.2.7) ) which multiplies the vector z composed of the 
n 
elements of S4 , can be made triangular. 
This arrangement is as follows. Select the sequence of 
pairs of suffixes (i, j) of the elements d .. of D to be 
~J 
(reading from left to right, row by row) : 
(1, 2) (2, 3) (3, 4) , . , (n-1 ,n) 
(1, 4) , (2, 5) , (3,6) . , (n-3, n) 
(1, n-2) , (2, n-1) , (3,n) 
(1, n) (2.7.3) 
(2, n) (1, n-1) 
(4,n) , (3, n-1) , (2, n-2) , (1, n-3) 
(n-2, n) , • • • , (3, 5) , (2, 4) , (1, 3) 
This can be constructed easily from the table 
12 13 14 15 
~23 ~ 24 '\l25~ 
~34~35~ 
~ .", 
. 45 
Tab le (2.7.1) 
• 1,n-2 1,n-1 ~ln 
~ ~ . 
. 2 n-1' "" 2n , 
~ 3n 
The diagonals in Table (2.7.1) are taken in the order 
1, 3, 5, • , n-1, n-2, n-4, • • , 2. 
Now take the corresponding sequence of pairs (il, h,) of suffixes 
of the elements z. : of S4 as 
~J IJ 1. . 
(1, 3) , (2, 4) , (3, 5) , ••• , (n-2, n) , (n-1, n) 
(1, n~l) , (2, n) , (3, n) 
(l,n) (2.7.4) 
(continued) 
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(2,n-l) (1, n-2) 
(n-2,n-l) , ••• , (2,3) , (1, 2) 
The array (2.7.4) can be obtained from (2.7.3) by taking 
h. = j + 1,i1. = i for rows corresponding to odd numbered 
diagonals in Table (2.7.1) (with n + 1 where it occurs replaced 
by n ) and j 1, = j - 1, i1 = i for rows corresponding to even diagonals 
in Table (2.7.1). 
Let z* and d* stand for column vectors of the elements 
of 84 and D taken in the respective orders given by (2.7.4) 
and (2.7.3). Then (2.2.7) becomes 
8* z* = d* (2.7.5) 
and 8* is lower triangular. To show this, consider typical parts 
of the arrays (2.7.3) and (2.7.4), corresponding to odd numbered 
diagonals in Table (2.7.1) (in this case j - 1 is odd): 
••• , (i,j-2) , (i +1, j-l) , (2.7.6) 
, (i-I, j-l), (i, j) , (i + 1, j + 1), •• 
and 
, (i1, j1 - 2) , (i1 + 1, J1 - 1), (2. 7. 7.) 
, (i1 - l,h - 1), (i1, h) , (i1 +l,h + 1), • • • 
Because of the relationship between (i,j) and (i1, j1) (2.7.7) 
can be rewritten 
. . . , (i, j-l) 
. . , (i - 1, j) 
A typical equation of 
and 
, (i + 1, j) , . 
, (i, j + 1), (i + 
the set (2.7.2) is 
. 
1, j +2) 
= d .. 
~J 
, . 
( j :/:n) 
(2.7.8) 
. 
(2.7.9) 
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z. 1 - w z .. + z. 1 - w.z. 1 = d. ~,n- n ~n ~-,n ~~+,n . ~n (2.7.10) 
Consideration of (2.7.9), (2.7.6) and (2.7.8)shows that z··+l ~,J 
corresponds to - w. on the principal diagonal of 8*; z .. 1 ,~. 1 . and z. 1 • J ~,J- ~-,J .~ ~+~J 
have all occurred previously in z*, so there are no terms to the 
right of the principal diagonal of 8*. A very similar argument holds 
for the other diagonals in Table (2.7.1) (when j - i is even); 
no difficulty arises when J = n (using (2.7.10) ). Hence when 
n is even 8* is lower triangular. 
When n is odd Table (2.7.1) can still be used to construct 
the arrays corresponding to (2.7.3) and (2.7.4) , the diagonals 
in Table (2.7.1) now being taken in the order 1, 3, 5, •. , n-2, 
n-l, n-3, •• , 2. 
These arrays become 
. (1, 2) , (2, 3) , •••• , (n-l,n) 
(1, n-l) , (2,n) 
(1, n) (2.7.11) 
(3, n) , (2, n-l) , (1, n-2) 
(n-2, n) •• (2, 4) , (1, 3) 
and 
(1, 3) (n-l, n) 
(l,n) , (2, n) (2.7.12) 
(1, n"';l) 
(3, n-l) , (2, n-2) , (1, n-3) 
(n-2,n-l) , • • • , (2, 3) , (1, 2) 
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respectively. An almost identical argument can be used to show that 
S is again lower triangular. 
It is interesting that the combination of skew-symmetric 
and Schwarzmatrices achieves this simplification although, as 
noted in (1.2) , Parks (15) has essentially shown that B in (1.2.1) 
n 
for equation (2.6.4) can also be made triangular by a similar 
arrangement, although he gives no proof. 
The matrix S* can be constructed without difficulty. As 
an alternative to using (2.7.3) or (2.7.11) the elements of D 
can be ordered so as to give 
d* = (dk) by using 
k = i + ! (j i-I) (2n - j + i + 1) j - i odd 
= 1 n2 + ! (n - j - i + 2) + !(n - j + i)2 ,j - i even, 
i, J = 1, 2, •• ,n ,j > i. 
The vector z* can be constructed using (2.7.4) or (2.7.12) and 
the elements of S* then obtained using (2.7.9) and (2.7.10). In 
fact the (n-l) x (n~l) matrix in the upper left corner of S* is just 
1 -w3 
1 
1 -w 
n 
When n is even the first 1n2 terms on the principal diagonal of 
S* are 
- w ; - w4 - ws , 
n ' 
•• - w ; 
n 
• • - w ; 
n 
- w with the rest unity. When n is odd the first 1(n2 - 1) 
n 
terms are 
• ., - w ; - w4 - w 5, • • , - w ; • • • ; - w l'-w n n n- n 
with the rest unity. Also, from (2.7.9) and (2.7.10) it is clear that 
------------------- -- -- ----- --------------
no row of S* has more than four non-zero elements. 
As a simple example, the case n = 4 is given. 
Z* = (Z13, ZZIf, Z31f, Zllf , ZZ3, ZlZ) , 
d* = (dlZ, dZ3, d31f, dllf, dZIf, d13) , 
and 
-
-wZ 
1 -W3 
0 1 ~W4 
S* = 1 -wl 0 -Wlf 
0 -W4 -Wz 1 1 
0 0 0 -W3 -wl 1 
?8 Infinite series solution (~T}··) 
If A is a stability matrix then 
a. = (I + A')(I - A,)-l 
is a convergent matrix . n - ~.e. a. + 0 as n + 00 
Equation (2.8.1) gives 
A' = (a. + I)-l(a. - I) 
and (2.8.2) transforms (1.~) into 
P - a. P a.' = M 
where M = ! (a. + I) Q(a.' + I) 
Notice that it is easy to show from (2.8.1) that 
a. + I = 2(1 - A,)-l 
so (2.8.4) can be written 
M = 2(1 ~ A,)-l Q (1 - A)-l 
Now follow Wedderburn (61) and write (2.8.3) as 
(I - 1jJ)p = M 
(20, 21). 
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(2.8.1) 
(2.8.2) 
(2.8.3) 
(2.8.4) 
(2.8.5) 
Si., t.e ~ ~h.e..\; S WOJ bo" .. ~ .:~ J,Q.S J, e e " b.-o .... J '" I:" 1-0 
~~ o.tt.f'4Of S ~lt~"tio,,- t-h"t He ... ef:-"oGl of r~(.s S£t.t.·Oh 
is. CCll\.ta.iht'J ~ (€7). 
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so that 
P = (I - ~)-l M 
= (I + ~ +~2 + •• ) M 
= M + a M a' + a2 M(a,)2 + (2.8.6) 
It is first necessary to show that the infinite matrix series 
(2.8.6) converges. Since an + 0 it follows that all the 
characteristic roots A.(a) of a have modulus less than unity (62). 
. , 1 
Assuming that these A. are distinct, a constant matrix L can be found 
, 1 
such that 
L a L-l = A :: diag ,(Al, A2, • • ,An). 
Hence 
a = 
and 
Thus 
ar. M(aJ:) , -1 Ar L M L' Ar (L-l ) , = L (2.8.7) 
r = 1, 2, 3, . 
Let L M L' = K 
-
(k .. ) a constant matrix. 
1J 
Then (Ar r k .. A: A: K A ) .• = 
. 1J 1J l' J 
(2.8.8) 
From (2.8.7) 
M + a M a' + a2 M(a,)2 + • 
=L-l [LML' +ALML'.A+A2LML' 11.2 + •• J(L-1), 
= L-l [K + A K A +11.2 K 11.2 + •• ] (L-l ) , 
and the general element of 
is, by virtue of (2.8.8) 
k.. (1 + A. A. + A. 2 A. 2 + • • ) 
1J1 J l' J 
-1 
= k.. (1 - A. A. ) 
1J '1 J 
since I A. A. I = I A.I I A. I < 1 
1 J' '1 'J 
(2.8.9) 
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Thus (2.8.9) converges, and therefore so does (2.8.6). 
In the special case when 
-1 -1 q = 2(a + I) (a' + I) 
(2.8.4) shows that M reduces to the unit matrix, and the corresponding 
\ 
solution of (1.1.5) is 
(2.8.10) 
Denote the sum of the infinite series (2.8.10) by T. 
It is now shown that when Q = I the solution of (1.1.5) can again 
be expressed in terms of T. 
From (2.8.4) 
M = ! (I + a + a' + aa') 
and substitution into (2.8.6) gives 
2P = (I + a + a' +aa') + (aa' +a2a' + aa,2 +a2{a')2 ) + •• 
+ a (I + aa' + • • ) + (I + aa' + • • ) a' 
= T + (T - I) + aT + Ta' 
Hence 
P = T - ! I + ! (a T + (a T)' ) (2.8.11) 
is the solution of (1.1.5) when Q = I. 
The usefulness of (2.8.6) or (2.8.10) or (2.8.11) as 
solutions of (1.1.5) when A is a stability matrix depends upon the 
speed at which the series (2.8.6) or (2.8.10) converge. 
characteristic root of A, (2.8.1) gives 
~. = (1 + p.) I (1 - p.) •. 
1. 1. 1. 
If p. is a 
1. 
Thus convergence is fastest when p. = -1 , and slowest for I p. I 
1. 1. 
very large or very small. Calculation of each matrix in the series 
requires 2n3 multiplications, and the number of operations needed 
to calculate A-1 and (I _A)-l are also of order n 3 • Thus provided 
the series converge reasonably quickly the method of this section 
should be quite useful from a practical point of view. ~See Chapter 3). 
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However the method is also of some theoretical interest. For 
example, the infinite integral (2.1.4) can be expressed as an 
infinite series (e.g. as (2.8.11) when Q = I). Also, Smith (63) 
gives bounds for the quadratic form x' P x , P being the solution 
of (1.1.5). Since (2.8.6) gives 
x' P x = x' M x + x' et M et' X + • (2.8.12) 
it may be possible to obtain some of these bounds, or perhaps 
even sharper ones, using this expression. Certainly lower 
bounds can be calculated by simply taking successively one, two, 
three, terms of (2.8.12) , since each term is positive-
definite (or positive-semidefinite if et is singular). 
Both these suggestions may be worth further study. 
2.9 Inverse of A' x I + I x A' (A12) 
Equation (1.1.5) can be written 
r(A' x I ) + (I x A')' p = <I> (2.9.1) l n n 'J. 
where x represents Kronecker product, I is the unit matrix of 
n 
order nand p, <I> are column vectors composed of the rows of P, 
-Q respectively, taken in order (6, p.23l). 
Let 
JL =. A' x I + I x A'. 
n n 
It is more convenient to work with 
allI + A 
ft.'. = 
a I + A 
un 
FrC1m (2.9.1), the solution of (1.1.5) is given by 
(2.9.2) 
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p 
and it is now shown that the inverse of the n2 xn2 matrix;t' 
(or equiva1ent1y,jt) can be obtained quite simply. Clearly 
all the submatrices in (2.9.2) COIIm1l1te with each other. Thus 
the operations involved in invertingJt' are identical to those 
needed to invert a matrix of the same form as (2.9.2) but where 
the submatrices are just scalars (i.e. In replaced by unity, A, 
replaced by a scalar, a, say). Such a matrix could be written 
A + a I , so inversion of IP is 'closely related to that of the 
n 
characteristic matrix AI - A.From (1.2.5) the characteristic 
, n 
equation of A is 
n n-1 n-2 I Un - A I, 
and (7, p. 82) 
= A + cl A + c~ A + • • • • + c 
where 
and 
,(Un - A) -1 -, B(A) / I Un - A I 
= 
= A + Cl I 
n 
+ B(2) An- 3 + 
= A B(k-1) + ~ In 
n 
The c and B(k) can be calculated simultaneously by a method k 
due to Fadeev (7, p. 87). It then follows, by taking A = - a 
(2.9.3) 
in (2.9.3) , that 
(~') -1 
= (I x D-1) (I x An- 1 - B(l) x An- 2 + B(2) n-3 xA n n 
where 
D n n-1 n-2 = A - cl A + c2 A 
•• _ (_l)n B(n-1) 
+ (_l)n c I 
n n 
x I ) 
n 
Since A satisfies its own characteristic equation D can be written 
n-1 n-3 
- 2 (Cl A ,+ c3 A + 
and n-1 n-3 - 2 (Cl A + c3 A +... 
+ c
n
- 1 A) if n is even 
+ C I) if n is odd 
n n 
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Thus the only matrix to'be inverted is D~ of order n. 
As far as is known the above explicit form for <7t,)-l 
has not been given previously. There is no difficulty in 
generalising to finding the inverse of 
h, = 
= 
AxI+I xC 
n n 
C being square and of the same order as A. 
Consideration of (2.9.3) gives 
~-l = 
- (_l)n B(n-l) x I ) 
n 
where 
• + (_l)n c I 
n n 
This could be used to solve the equation (64) 
A X + XC' = Q (2.9.4) 
Notice that by transposing equation (2.9.4) the inverse of~' 
(and hence the solution of (2.9.4) ) could be obtained in terms 
of the inverse of the characteristic matrix of C. 
CHAPTER THREE 
Some numerical comparisons of solution. methods 
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3. SOME NUMERICAL COMPARISIONS OF SOLUTION METHODS 
An 8 x 8 matrix referring to a boiler system (65) 
was used and is given, together with its characteristic roots,in Appendix 
4. 
Computer programs were written for solving equation (1.1.5) 
with q = I by the direct method (2.1), the modification of this using 
the skew-synnnetric matrix (2.2) and the infinil:e series method (2.8), 
and for similarity transformation into companion and Schwarz forms. 
The programs (in FORTRAN IV) and flow diagrams are given in Appendix 5. 
These were produced by Miss. J. Hawker (technician), Loughborough 
University and programs were run on the University ICT 1905 computer. 
Although the test matrix is of small dimensions it 
is an awkward case because the characteristic roots were fairly difficult 
to obtain, and as can be seen some have very small real parts. When using 
the direct method, the matrix B has roots A.(A) + A.(A), i, j = 1, 2, 
n ~ J . 
, n as was mentioned in (4.1) so it follows that if A is ill-
conditioned by virtue of having small characteristic roots, B will 
n 
be at least as ill-conditioned. Since the test matrix has several small 
roots, B is more ill-conditioned than A, so much so that solution using the 
n 
direct method proved impossible, the matrix inversion subroutine used 
(an improved version of the Crout method) breaking down. The use of the 
skew-symmetric matrix enabled Bs (of order 36) to be replaced by ps 
(of order 28). This reduction was sufficient to enable inversion to be 
satisfactorily carried out, and the solution is given in Appendix 6. 
As will be seen from the result obtained when the solution was substituted 
back into eqn. (1.1.5) (" Check program") there were some rounding errors. 
,---------------------- -- -
54 • 
. Simi1arity transformation of the test matrix into 
companion form as described in (1.2) was without difficulties, and 
the result is given in Appendix 6. There seemed little variation 
caused by altering the vector f. However, it is important to bear 
in mind that similarity transformation into companion (or Frobenius) 
form is often by no means straightforward. Wi1kinson (65a, p .411) 
connnents, "For many harmless looking distributions of eigenva1ues 
the Frobenius form is extremely ill-conditioned, and it is connnon for 
doub1e-pre&;.icsion arithmetic to be quite inadequate." He gives a 
simple 2 x 2 example (loc. cit., p .420) to emphasise that the trans-
formation can give wildly inaccurate results. Householder (65b) 
suggests that companion form should be obtained via Hessenberg and 
Jacobi forms. Thus in particular, except for matrices of small 
the 
order, use ofAcharacteristic polynomial for determining roots is un-
satisfactory because even small errors in the coefficients,can cause 
large errors in the roots (65a, p. 416). Since the Schwarz form is 
obtained from the companion form, and since the transforming matrix 
depends upon the coefficients c. in (1.2.5) similar remarks can be 
~ 
made in this case also, although for the example used there was 
again no difficulty (Appendix 6). 
The infinite series in its direct form, described in 
(2.8), generally converges too slowly to be of practical value. 
In the present case, even after taking 500 terms, with a computing 
time of 21 minutes, convergence was far from satisfactory as can be 
seen in Appendix 6. However, a simple modification devised by 
Smith (65c) gave convergence with no rounding errors (to 5 decimal 
places) in only 1i minutes (Appendix 6). The device for obtaining 
partial sums of the series 
(2.8.10) 
is to set 
so that 
T2 =Tl + a Tl a' 
T3 = T2 +a2 T2 (a,)2 
T • ,.,. Tk + a 2k- 1 Tk (a ,)2k- 1 k+1· 
T = I + aa' + • • • + (J:1k~~) (a ')(1KJ.~.~ k+1· 
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Thus only 12 iterations give over 4000 terms in the series. There 
as clearly no difficulty in using the same nesting procedure with 
the series (2.8.6), when q -/: I; indeed Smith (65c) applies it to 
solution of the general matrix equation AX + XB = C with A n x n, 
B m x m. The only inversion needed is that of (I-A') to find a 
from (2.8.1) so that if A is stable (the roots of I-A' then having 
real parts> l)there will be no problems of ill-conditioning. Also, 
in calculating the Ik only 3n3 operations are needed for each step, 
so the total computational effort will be proportional to n3 , 
compared with n6 for the direct method of (2.1). 
On the basis of this limited experience it would 
seem that the most promising approach for n > 10, say, is that 
using the infinite series with Smith's iterative scheme. Certainly, 
the direct method breaks down when A is ill-conditioned or when 
~ n(n+1) is large. The method using S can help in some cases 
but again the capacity of most computers would be exceeded for 
theoretically 
n > 30 or 40. The method of (2.7), whilst attractiv~ suffers 
from the difficulty mentioned earlier of accurate reduction to 
companion or Schwarz form. Certainly a more sophisticated 
computational technique for obtaining the characteristic equation 
than that used (1.2) (or suggested in (2.9) ) will generally be 
necessary. 
CHAPTER FOUR 
Some applications of the Lyapunov matrix equation 
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4 SOME APPLICATIONS OF THE LYAPUNOV MATRIX EQUATION 
Previous work is described in Section (1.4); some new 
results are given in this chapter. 
4.1 The general functiona1-matrix for a linear system (A12) 
For any given asymptotically stable linear system 
x = A x (1. 1.4) 
Macfar1ane (25) has introduced a generalised state vector x(m) 
with components of the form 
m~ 
a!b! .h! 
h 
x 
n 
where a + b + • • + h = m , all possible combinations occurring 
in a defined order, so that x(m) has 
n(n+1) (n + m-1) 
.m! 
:: N (m,n) 
components. Associated with x(m) is the so-called general 
functiona1-matrix M(m,n) such that 
This N(m,n) x N(m,n) matrix M is uniquely defined by the 
relationships 
q. = M'p 
and 
d p(x) 
dt = Q (x) 
(4.1.1) 
(4.1.2) 
(4.1.3) 
where Q(x) and p(x) are time independent homogeneous algebraic 
forms of degree m in x and 
P (x) 
Q (x) 
= p' x(m) } 
= .q' x(m) 
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(4.1.4) 
p and q being vectors obtained by arranging the coefficients 
of p(x) and Q(x) in a defined order. In particular if p Q 
a.iJY •• 11 
is a general element of p then each sequence of k digits Q 
a.iJY ••• 11 
is formed from the sequence of k-l digits by choosing a. so that 
a. ~ S ~ Y •• ~ !l. 
For example when m = 3, n = 3 
and the corresponding sequence of suffixes i j k for the elements 
P.·.k of p and q .. k of q is ~J ~J 
(111, 112, 122, 222, 113, 123, 223, 133, 233, 333). 
Notice that by using (1. 1.4) equation (4.1.3) can be written 
x'A'V p(x) = Q(x) (4.1.5) 
The direct method of obtaining M is simply to write out the 
relationships represented by (4.1.2) and (4.1.5) and solve for 
the elements of M. Macfarlane (25) gives some examples for cases 
up to n = 5, but the work involved is tedious and soon becomes very 
. 
lengthy. (For example, N(3,4) = 20, N(4,5) = 70). 
The general functional matrix is applied in (25) to the 
evaluation of a very large class of functionals of the system response 
without the need for explicit determination of x(t) (the solution of 
(1.1.4»). A simple but important example follows at once from 
(4.1.3) : 
r
oo 
Q(x) dt = - P (~(o)] 
0 
= 
-p' x(m) (0) 
-1 (0) (4.1.6) = 
-q' M x (m) 
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so that the inverse of the general functional matrix needs to be 
calculated. In the case when Q(x) is a quadratic formx'Ql x 
Ql being a constant symmetric positive-definite matrix, (4.1.6) 
is equivalent to 
SOOo Xl Ql x dt = - Xl (O)Pl x(o) (4.1.6a) 
Pl being the solution of the Lyapunov matrix equation 
(4.1.7) 
General functionals of the form 
00 j 0 f(t) K x(m) dt 
where K is a matrix of arbitrary constants and f(t) a general weighting 
function, can also be evaluated in terms of the inverse of M. 
In this Section a method is given for constructing M 
in a systematic way which is quite straightforward and involves very 
little algebraic manipulation. This is done by first showing how to 
obtain M(2,n) and then generalising for any value of m. 
When m = 2 it has been observed that p(x) =xlPl x and 
Q(x). = XlQl x where Pl and Ql are related by equation (4.1.7). Following 
the representation using Kronecker products in Section (2.9), this 
equation can be written 
(AI x I + I x.A')p(l) 
n n 
= 
(1) q (4.1.8) 
where p(l), q(l) are vectors obtained by taking in order the rows of 
Pl , Ql respectively. Notice also, by inspection of (2.1.1) and (4.1.2), 
that it follows at once that M(2,n) =B I • It is more useful for the 
n 
present purposes, however, to obtain M(2,n) from (4.1.8). The matrix 
multiplying p(l) in (4.1.8) is of order n2 , and M(2,n) can be 
obtained from it by using the fact (66) that the diagonal elements of 
M(m,n) are formed from those of A in the same order as that of the 
suffixes in p. Thus when m = 2 the diagonal elements of M(2,n) are 
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corresponding to (Plb Pl2, P22, Pl3, • • .) 
Therefore to obtain M(2,n) from ( transposing) 
Ax1 +1 xA 
n n 
(4.1.9) 
the procedure is as follows: 
(1) Let the diagonal elements of (4.1.9) which give the 
(2) 
(3) 
A 
correct sequence (as defined above) for diagonal elements 
of M(2,n) be numbered rI, r2, ••• , r~n(n+1) , starting at 
q, = 1. 
Delete columns of (4.1.9) not belonging to the sequence' {r.}. 
1. 
Add to row r. all rows which have the same element on the 
1. 
principal diagonal as row r.. For example, when n = 3 the 
1. 
9 x 9 matrix (4.1.9) is 
all 13 a12 13 a13 13 
A + a2l 13 a22 13 a23 13 
A a3l 13 a32 13 a33 13 
The sequence' {r. } is 1, 2, 5, 7, 8, 9· by rules (2) and (3) columns ,
1. 
3, 4, 6 are deleted, row 4 is added to row 2, row 3 to row 7 and 
row 6 to row 8 to obtain M(2,3): 
2all . a12 0 a13 0 0 
2a2l (aU:J 2al2 a23 a13 0 
+.a22 
0 a2l 2a22 0 a23 0 
2a3l a32 0 (all ) + a33 a12 2al3 
0 a3l 2a32 a2l Ga22';) + a33 2a23 
0 0 0 a3l a32 2a33 
which is seen tobe .B~ , from (2.1.2) • 
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The reason for setting up the above procedure is that 
if Ao are the characteristic roots of A, then those of M(2,n) are 
~ 
(66) 
and the roots of (4.1.9) are Ao + A. (i,j = 1,2, •• , n) (6,p.230). 
~ J . 
The rules given above simply remove the repeated roots of (4.1.9) 
It is now possible to generalise. Writing 
and (4.1.10) 
where Pk-1' Qk-1 are constant n x N (k-1, n) matrices, use of (4.1.1) 
and (4.1.3) gives 
A 'Pk- 1 ' + Pk- 1 M(k-1,n) . = Qk-1 • (4.1.11) 
Writing (4.1.11) as 
. J (k-1) + I xM':<k~l,n) p 
n 
= 
(k-1) q 
where 
~' x IN(k-1,n) 
(k-1) d (k~ 1) p an q are vectors of the rows of Pk- 1, Qk-1' 
again 
it~fo11ows from (4.1.2) that M(k,n) can be obtained from the square 
matrix (of order (nN(k-1,n) ) 
A x ~(k-1,n) + In x M(k-1,n) (4.1.12) 
by a set of rules very similar to those for the case m = 2. These are 
(la) The elements on the principal diagonal of M(k,n) are in the 
(2a) 
(3a) 
same order as that of the suffixes in p(k,n). Number the 
diagonal elements of (4.1.12) which give this sequence 
Delete columns not belonging to the sequence {r.} 
~ 
Identical to rule (3). 
For example, when k = 3, n = 2 
A x 13 + 12 x M(2,2) is 
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3all al2 0 al2 0 0 
(2all ) 2a2l + a22 2a12 0 al2 0 
all 
0 a21 G 2ad 0 0 al2 
tall) a2l 0 0 + a22 al2 0 
~all ~ 0 a21 0 2a2l + 2a22 2al~ 
0 0 a2l 0 a2l 3a22 
By (la) the sequence { r.} is 1, 2, 3, 6 
~ 
by (2a) and (3a) delete 
columns 4, 5 and add row 4 to row 2, row 5 to row 3 to obtain 
3all al2 0 0 
,2<ill) 3a2l 2aI2 0 
+ a22 
all ~ M(3,2) = ~ 2a22 3aI2 0 2a2l 
0 0 a2l 3a22 
.Thus M(k,n) can be constructed from M(k-l,n) in a completely systematic 
way. It is not difficult to see that M(k,n) could also be obtained 
from M(r,n) x ~(k-r,n) + ~(r) x M(k-r,n) (4.1.13) 
r = 1, 2, . . , k-l 
by writing 
= Xl P x (r) k-r (k-r) 
and Qk(x) similarly. The rules for reducing (4.1.13) would be 
similar to (la) - (3a) , but the disadvantage of using this is that 
(4.1.13) is a matrix of order N(r,n) N (k-r,n) whereas (4.1.12) is 
of order only n N(k-l,n). However (4.1.13) does show that M(m,n) 
can be calculated by using any two known members M(r,n), M (m-r,n) 
of the sequence M(i,n) (~ = 2,3, • . , m-I), as an alternative 
to ~orming successively the members of that sequence using (4.1.12). 
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4.2 Optimal linear control systems with quartic and higher order 
performance criteria (A12) 
Bass and Webber (30) consider the case of a linear system 
. 
x = B x + a u (4.2.1) 
where B is a constant n x n matrix and a a constant column n-vector, 
andthesingle control variable u is chosen so as to minimise an integral 
containing quartic or hexadic (or general even degree)terms in the 
state variables. This leads to cubic or quintic feedback respectively, 
which it is claimed gives 11 remarkable effectiveness in the reduction 
.of overshoots as compared to optimal linear control." 
Using Macfar1ane's notation, if the performance index is 
taken to be of the form 
+ + + ! .u2 -' dt 
where Q2k (x) is positive-semidefitiite of degree 2k (k=2,3, •• ) 
then the non1inear part of the control is given by 
u = a' V P2k (x) (4.2.2) 
where P2k (x) satisfies (4.1.5) , with A calculated as described in 
(30). By virtue of (4.1.2) and (4.1.4) 
P 2k (x) . =q' G (2k,n) J -1 x(2k) (4.2.3) 
Thus the control (4.2.2) depends upon calculation of the inverse of 
M(2k,n) • Bass andWebber (30) give a method for solving (4.1.5) 
which (as in Macfar1ane's method) again depends upon finding the 
characteristic roots and vectors of A. In this Section an alternative 
procedure for solving (4.1.5) for P(x), given Q(x) with .m=2k(k=1,2, •• ) 
is suggested. This require~ solution of a Lyapunov matrix equation 
of order N(k,n), which by the method of (2.7) can be reduced to 
inversion of a matrix of order only N(k,n) (instead of N(2k,n»). 
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Determination of the characteristic roots and vectors of A is not 
necessary. 
Following (4.1.10) , write 
P2k (x) 
and (4.2.4) 
where Pk add Qk are constant symmetric N(k,n) x N(k,n) matrices 
with elements depending upon those of P2k andq2k respectively. 
Notice that the nonuniqueness of Pk and Qk presents no problems 
since only the forms ,x'(k) Pk x(k) and,x'(k) ~ x(k) are of interest. 
For example, when k = 2, n = 3 
P(x) = a1x1 ", + '3 ' 4a2x X2' 1 + 6a3xfx~ + 4a4xlx~ + 
, 4 
aSx2 
+ 4a6xix3 + 12a7xlx~x3 + 12asxlx~x3 + 4a9xix3 
+ 4aloxfx§ + 12allx1x2x~ + 6a12x~x~ + 4a13xlx~ 
+ 4a14x2xg + alSx~ . 
and 
0,1 a2 0,3 a6 0,7 ala 
0,2 0,3 0,4 a7 as all 
0,3 0,4 as as 0,9 a12 
Pz = 
0,6 a7 as alO an 0,13 
0,7 as 0,9 all a12 0,14 
ala all 0,12 a13 0,14 0,15 
Using (4.2.4) and (4.1.1) ,equation (4.1.3) becomes 
M' (k,n) Pk + PkM(k,n), = Qk (4. 2. 5) 
which is a Lyapunov matrix equation of order N(k,n). Thus to find 
P2k(x) (using (4.2.4) ) equation (4.2.5) has to be solved for 
Pk • Direct solution of (4.2.5) involves inverting a matrix of 
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order! N(k,n) [N(k,n) + 1 ] (as shown in (2.1) ) so there is 
little to be gained from this approach; but if the method of Section 
(2.7) is used the only matrix inversion necessary (apart from the 
simple inversion of a triangular matrix) is of a matrix of order N(k,n) 
in the similarity transformation of M(k,n) in equation (4.2.5) into 
Schwarz form. If k = 2 (which Bass and Webber suggest gives good 
results) then N(k,n) = ! n(n+1) and this procedure may well be 
a useful one. Alternatively, inspection of (4.1.12) and consideration 
of simple examp1es'suggests that if A is triangular so is M(k,n) 
(k = 2; 3,- .) in which case solution of (4.2.5) would be 
very easy. There would seem to be scope for further study of these 
and other approaches to obtaining the non linear part of the optimal 
control, particularly from the computational point of view. 
4.3 A class of damped dynamic systems (A15) 
Consider the system 
M x + 2 Gx + T x = 0 (4.3.1) 
subject to the following conditions (32): 
(i) M is a symmetric positive-definite n x n matrix 
(ii) T is symmetric with distinct characteristic roots 
(Hi) 
It is assumed that the matrices in equation (4.31) have 
real elements, but there is little difficulty in generalising to 
the complex case. 
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If 
.A1 < .. A2 < •••• <. An 
are the real distinct characteristic roots of M-1T and 
-1 
the distinct characteristic roots of M G, then Genin and Maybee 
(32) give necessary and sufficient conditions for the system 
represented by (4.3.1) to be stable. For the sake of completeness 
these are restated in corrected form: 
The system (4.3.1) satisfying conditions (i) to (iii) is stable 
if and only if when llf = A' ,R(ll') > 0, A ~ > ° ; and when J' . J J . J . 
ll~ -/: A. , A. ~ ° if R(ll.) ~. 0,. A. >ll~ if R(ll.) = 0. For asymptotic 
J . J . J J J'J J . 
stability these conditions reduce to A. > 0, R(ll.) > 0, all j. 
J J 
This problem is now dealt with by Lyapunov's method. 
Let 
-1 ~ = M T, . y = x 
so that (4.3.1) can be written 
[~J =~: -:x] [:] (4.3.2) 
or 
. Z z • z = 
Take {:l :J ~i QJ P q = Q2 
wherePl, P2, Q2 are symmetric matrices of order n, and Q2 is 
the solution of 
Ql being an arbitrary symmetric positive-definite matrix. 
The Lyapunov matrix equation 
z'P + P Z = - Q 
gives 
(4.3.3) 
(4.3.4) 
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and 
.. (4.3.5) 
For the quadratic form 
U = z' P z 
to be a possible Lyapunov function for the system (4.3.2), Pl and 
P2 must be positive-definite. Take .Ql to be skew-symmetric, in which 
c:ase 
dU/dt = -y' Q2 y. (4.3.6) 
Using the fact thatPl is symmetric, equation (4.3.4) gives 
and thus 
(4.3.7) 
Since X and Y commute it is easy to show using equations (4.3.3), 
(4.3.5) and (4.3.7) that 
(4.3.8) 
If (-Y) is stable then the solution for Q2 of equation (4.3.3) 
will be positive-definite. If in addition (~X) is stable then 
the solution forP; of equation (4.3.5) and forP1 of equation 
(4.3.8) will both be positive-definite. Thus if both -X and -Y 
are stability matrices U will be a positive-definite function 
with negative-semidefinite derivative. However from (4.3.6), 
dU/dt can be zero only when y is zero, which implies that x is 
. 
a constant vector since ~ = x. 
Also 
11 In r, 
y . = 0 x = constant 
is not a trajectory of the original system, so by a Theorem of 
Barbashin (Appendixl), the system (4.3.2) is asYmptotically stable 
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with Lyapunov function U provided A. > 0, R(p.) > 0,. agreeing 
. ~. ~ 
with the previous result. Notice that this implies that T must 
be positive-definite for asymptotic stability. 
Some special cases are worth mentioning. If T is 
positive-definite then the special choice of~ 
Pl . = T, P2 = M 
gives 
q = [: 
If G is skew-symmetric this shows stability, and in fact in this 
case (4.3.1) represents small oscillations of a gyroscopic system 
about steady lOOtion (A10). Alternatively, if G + G' is positive-
semidefin:i,te the systenr; is stable, and asymptotically stable if 
G +G' is positive-definite. The case when G is symmetric is 
well known (6, p.246). In each of these special cases the commut-
condition 
ativitYA(iii) given at the beginning of this Section is unnecessary. 
Thus the method of Lyapunov has provided necessary and 
sufficient conditions for asymptotic stability, but only sufficient 
conditions for stability. No progress has been made by taking a 
more general form for P. 
No improvement is obtained by taking Q3 in (4.3.3) 
to be positive-semidefinite, suitably chosen so as to ensure that 
Q2 is still positive-definite even if Y has a zero root. For 
if -x is stable, P2 in (4.3.5) will be positive-definite but PI 
in (4.3.8) may be only positive-semidefinite if X has a real root 
(8). Hence U may not be positive-definite. 
4.4 Other results 
As an example of parametricoptimisation (24) consider 
the second order equation 
.. 2 a w . +.w2 0 x + x x = 
where a is to be chosen so as to minimise 
00 
cj> (a) 0 = 1 (x2 + 8 x2 ) WZ dt 0 
o.nJ-
is a weighting la •• : 0£3 factor. 
0 1 
A = 
~w2 
-2aw 
and integrand in (4.4.2) x.KHme the 
is then easily solvEd for P 
~/w + (8+1)/4aw 
P = 
and equation (4.1.6a) gives 
cj>(a) (
8+1 
4a 
where x(o) = x, x (0) = o. 
o 0 
Taking x = xl 
1 
Q = 
0 
is written x' Q 
(8+1)/4aw3 
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(4.4.1) 
(4.4.2) 
. 
xl = X2 , then 
0 
8/w2 
x. Equation (1.1.5) 
For cj>(a) to be a minimum with respect to a, dcj>/da = 0, giving 
a2 = ! (8+1);, The optimal choice of a is thus determined by 
the weighting factor 8. 
This can be selected so as to give satisfactory transient response 
by making the smallest root of 
IQ -0 HI = 0 (4.4.3) 
as large as possible (19). Equation (4.4.3) is easily solved 
explicitly, and the smallest root is 
A = 2 a w(l - I 1 - 48/ [(8+1)2 + 4 a 2 SJ) 
This is greatest when 8/ [(8+1)2 + 4.a2 BJ is greatest, which by 
differentiation is found to be when B = 1. 
69. 
Hence the 'best' value of a is 1/1 2 (the usually quoted value (67) ). 
Unfortunately, for higher order systems equation (4.4.3) cannot be solved easily. 
Finally, briefly consider the Lur'e problem. This can be written, 
after Lefschetz, in the form (see (3) ) 
x = A x + b f (cr) 
a = c'x - p f (cr) 
The system is asymptotically stable if 
p > (Pb + ~c)' Q-1 (Pb + ~ c) (4.4.4) 
P and Q being related by (1.1.5). Using the expression (2.2.2), 
the inequality (4.4.4) becomes 
-1 P > l·c'Q c + Id'Qd (4.4.5) 
where d = A-~. When A has real roots, as stated in (1.2) Q can be 
chosen so that S = 0, and the right side of (4.4.5) then contains 
only three terms. The usefulness of (2.2.2) in the Lur'e problem 
may be worth further investigation, possibly also in connection with 
the work of Yacubovic (68). 
CHAPTER FIVE 
Synthesis and sensitivity of asymptotically stable 
constant linear systems 
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5. SYNTHESIS AND SENSITIVITY OF ASYMPTOTICALLY STABLE 
CONSTANT LINEAR SYSTEMS. 
Some results in the algebra of stability matrices are 
obtained directly from the Lyapunov matrix equation. Implications 
for systems of' linear differential equations are discussed. 
5.1 Construction of stability matrices ( A 10) 
It is easy to show that the matrix A given by 
-1 A = P (S - ! .Q) (5.1.1) 
where P and Q are arbitrary symmetric positive-definite matrices 
and S is an arbitrary skew-symmetric matrix , is always a stability 
matrix, because A'P + P A = - Q. S · -1. 1 . ~nce P ~s a so a symmetr~c 
positive-definite matrix (5.1.1) could be written 
with P1 arbitrary symmetric positive-definite. Another alternative 
expression is 
A = (S - !Q ) P (5.1.2) 
for in this case.A'P + P A = - P Q P. It can be seen also, 
from (2.2.2), that any given stability matrix can be expressed in 
the form (5.1.1), P and S then being uniquely determined by A. If 
A in (5.1.1) or (5.1.2) is the matrix of a system of linear 
differential equations (1.1.4) then (1.1.6) is a Lyapunov function 
with 
dV/dt = -x'Q x 
and dV/dt = - x'PQP x 
for 
for 
(5.1.1) 
(5.1.2) • 
In either case the ratio (dV/dt)/V is independent of S, so that 
the 'speed' at which the solution of (1.1.4) approaches the origin 
is independent of t (19, 36). 
5 
This implies that the magnitudes 
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of the real parts of the characteristic roots are essentially 
independent of S. This can be demonstrated more precisely by 
using a result given in (36). Write 
A. (A) = Cl. + j f3 • 
~ . ~ ~ 
i = 1 , 2, •• , n 
with 
and with 
~ Cl n 
and let ~. be the characteristic roots of !P-1 Q (all real and 
~ 
positive) with 
ll' ~. • • ~ 112 } lll' > 0 
n 
Then, from (36) , 
III and Cl > - II n ;..-0 n (5.1.3) 
That is, the real parts of the characteristic roots of A in 
(5.1.1) all lie between the greates t and leas t roots of the matrix 
or 
Noti~e also that, since trace (P-1S) = 0 , (5.1.1) gives 
trace A = trace (_ ! p-1 Q ) , 
n n 
L A. (A) 
i=l' ~ 
= 
- ~ ll· ~ i=l 
so that the sum of the characteris tic roots of A in (5.1.1) is 
also independent of A. [Similar results apply to (5.1.2); the 
~i are then the roots of !QP) . 
The role of the matrix S can be clarified a little. Certainly, 
the characteristic roots of A are real if S = 0, b~t they are not 
necessarily complex if S 1= O. However, the roots of the matrix 
-1 . 
P S are either zero or pure imaginary. 
Denote them by 
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where 
and m < [ !nJ. 
By an argument similar to that used to obtain (5.1.3) it can be 
shown that 
o ~ I 8. I ~ Yl 1. i = 1, 2, .. , n 
Proof: 
jS is Hermitian, since (jS)* = - jS' = jS • 
From (5.1. 1) 
A'P - P A = - 2S 
so that 
x~ (A 'p - PA)x -I. = -2x J S x 
Let x be a characteristic vector of A, with 
A x =11. x - , =AX • 
Substitution of (5.1.5) into (5.1.4) gives 
Hence 
or 
Therefore 
x' HI" P - PA) x = - z-x'j Sx 
-'2 P - 2-'· S x S x. = - x J x 
s = 
- -:x ' (j S) x 
x, P x 
I 8 I ~ Yl 
since Yl ·is -1 the greatest root of j P S, 
(5.1. 4) 
(5.1.5) 
and - Ylthe least. 
The magnitudes of the imaginary parts of the characteristic roots 
do not of course affect the stability, but the result is of some 
mathematical interest. 
Thus (5.1.1) (or equivalently, (5.1.2»can be used to 
construct stability matrices with characteristic roots similar to 
those of a chosen matrix product and the transient performance of 
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the associated system (1. 1.4) of linear differential equations 
can be partially predetermined. 
It is worth pointing out also that if A is taken as in 
(5.1.1) and x(t) is then the solution of (1.1.4), the functional 
(1.4.1) has the value [!Xf px] 
of S. 
t=o' which again is independent 
:5 .2 Some special cases, including quasi-Jacobi matrices 
5.2a Some special cases (A 10) 
As has been shown in (5.1), the real parts of the char act-
istic roots of a stability matrix 
A = (5.2.1) 
Ml and M2 being arbitrary symmetric positive-definite and S 
arbitrary skew-symmetric, are essentially determined by the 
Let Mi . = M3 (an arbitrary positive-definite 
matrix) and M2 = I then (5.2.1) gives a stability matrix 
Ai = MJSi - M3 
Taking Mi . = I and M2 = M3 gives 
A2 . = S2 - M3 
(5.2.2) 
(5.2.3) 
Since the matrix product MiM2 is the same for both (5.2.2) and 
(5.2.3) it can be concluded that the real parts of the characteristic 
roots of the matrices Ai and A2 all lie between the greatest and 
least characteristic roots of the negative-definite matrix - M3 , 
for any skew-symmetric matrices sl and S2 , although Ai and A2 
are, in general, of quite different form. The expressions (5.2.2) 
and (5.2.3) can also be thought of as generalisations of the fact 
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that any negative-definite matrix is also a stability matrix. 
Now take Ml and M2 in (5.2.1) to be diagonal: 
with all m., L > o. 
~ ~ 
This leads to a stability matrix A* = (a .. ) , 
. ~J 
where 
a. . = - m. !/,. < 0 
~~ . ~ ~ 
i = 1, 2, •• , n 
and (5.2.4) 
a. . = m. s .. 
~J ~ ~J 
where s .. = - s .. 
~J J~ 
i ~ j 
Thus, the elements on the principal diagonal of A are negative, but 
otherwise arbitrary (since m. and ~. are arbitrary). Notice 
~ ~ 
that a necessary but not sufficient condition for a stability 
foo Ite.. 
matrixLof the form (5.2.4) is that a •. a .. < 0 , i ~ j. If 
~J J~ . 
a. are the real parts of the characteristic roots of such a matrix 
~ 
A* then by virtue of (5.1.3) 
max (a k) ,~tL· :'. min (a k) kit'> ~'> k it i=l, 2, •• , n. 
Thus the magnitudes of the real parts of the characteristic roots 
of A* are essentially determined only by the elements on the 
principal diagonal. In any case, provided the off-diagonal 
elements are as in (5.2.4), A* will be a stability matrix for any 
negative a ... 
~~ 
In particular if all the a .. are equal ( - a, say) 
~~ 
this implies that all the a. will also be equal to - a. 
~ 
5.2b Quasi-Jacobi matrices (A 15) 
Some conditions for stability of Jacobi and quasi-Jacobi 
matrices (37) will now be established by considering special 
solutions of the Lyapunov matrix equation. 
3 
Genin and Maybee (32) call the system (4.1.1) a Jacobian 
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dynamic system if M is diagonal and T is a Jacobi (tri-diagona1) 
matrix (no longer necessarily symmetric) 
T = (t .. ) 
~J t.. = 0 if I i - j I ~ .2. ~J ' 
It is easy to establish sufficient conditions for a Jacobi matrix 
T to be stable. For the matrix 
-t12 t12 t23 
PIf = diag (1, 
is a solution of the equation 
T' PIf +PIf T = -QIf 
with 
, . . . , 
(~l)n t12 t23 
t21 t32 
t n- 1 ,n ) 
t 
n,n-1 
·QIf 
~t12 . n 
= 2 diag (tll, -t- t22, ••• , (-:-1) 21 . n-1,n nn t12 t23. •• t t) 
Hence sufficient conditions for stability are 
t .. < 0 , i = 1, 2, ••• , n 
~~ 
i = 1, 2, •• , n-1 
Sj>1Ce.. 
since PIf and .QIf will then.be positive-definite. In factiPIf is 
diagonal it follows in this case that T is D-stab1e (31). [A matrix 
A is said to be D-stab1e if D A is stable for any choice of positive-
diagonal D; D stability =:> stability] • 
Next, if T satisfies the conditions 
t .. 1 t. 1 . > 0 ~;~-:- ~+,~ , i = 1 . . . , n-1 (5.2.5) 
then all its characteristic roots are real and simple and if 
with 
then the matrix 
e. = + 
]; 
T = E-1 T E 
i = 2, •. , n 
is synnnetric· (32). An interesting relationship between E and a 
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particular solution of (1.1.5) can now be demonstrated, thereby 
providing some sufficient conditions for the stability of T when 
the conditions (5.2.5) are satisfied. Let 
-2 
R = - E T (5.2.6) 
...-
This is symmetric since T is symmetric, and 
T' R + R T = - 2T' E-2 T (5.2.7) 
The matrix on the right of equation (5.2.7) is positive-definite 
since T is non-singular and 
. . , d ) 
n 
where 
dl = 1, d. = 
l: 
t12 t23 ••• t. 1 . 
1.- ,1. > 
t21 t32 • t .. 1 .0, i = 2, • . • , n 1.,1.-
(the d. are· > ° because of (5.2.5) ). 1. 
Jacobi and 
Theorem 
R = (r .. ) 
1.J 
r.. = - d. t .. 
1.J 1. 1.J 
The matrix R is a1s'o 
(5.2.8) 
T is stable if it satisfies the Hicksian conditions (70) 
(~l)k det (Tk) > 0, 
with (5.2.5). 
k = 1,2, ••• , n, k where Tk = (t .. )1 together 
1.J 
This is in fact a weaker form of a theorem due to Metz1er (70) 
that a necessary condition for T to be totally stable 'Qioe. every 
principal submatrix of T to be D-stable) is that Dt be Hicksian; 
but it is interesting to prove the above Theorem using the particular 
solution (5.2.6) of the Lyapunov matrix equation (5.2.7). 
Proof 
This depends on the determinanta1 relationship for Jacobi 
matrices 
det(Tk) = tkk det (Tk-" 1) - t k ,k-1 t k- 1,k det (Tk~2) } 
det(Rk) = r kk det (~-1) - r k ,k-1 r k- 1,k det (~~2) 
(5.2.9) 
k = 2, 3, • • , n. 
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Now det (Rl) = - det(Tl) 
and det (R2) = d2 det (T2) 
and by induction it is proved that 
k 
• dk det (Tk) det (~) = (-1) d2 • . , k = 2, . • , n • 
(5.2.10) 
Assume that (5.2.10) Holds for k-l. Then from equations 
(5.2.8), (5.2.9) and (5.2.10) 
det (~) = - ~-l det (Tk- l ) 
k-2 . (-1) d2 ••• dk- 2 det(Tk_2) - dkdk-ltk_l ktk k-l , , 
k 
= (-1) d2. 
Thus R is positive-definite if and only if T satisfies the Hicksian 
conditions, and this proves the theorem. 
Now examine a special class of generalised Jacobi matrices 
introduced in a paper by Maybee (37). A "quasi-Jacobi" matrix 
H is irreducible and combinatorially symmetric (h .. 1= 0 ~ h .. 1= 0, 
~J J~ 
all i, j) and has exactly n-l non-zero elements above the principal 
diagonal. Since H is irreducible it has at least one non-zero 
off-diagonal element in every row and column. 
Theorem 
If H is quasi-Jacobi then there exist diagonal matrices 
PS' QS satisfying equation (1.1.5). Futher, if H .. h •. < 0 when 
~J J~ 
h .. 1= 0 and h .. < 0 (i. = 1, 2, .• , n) then H is stable. 
~J ~~ 
Proof 
----------------------------------------~-~~-
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Then for Qs to be diagonal, equation (1. 1.5) gives 
p.h.. + p.h.. = 0 (i '" j) 
1. 1.J J J 1. . 
(5.2.11) 
for all i, j such that h." '" o. 
1.J 
The (n-1) equations (5.2.11) will be consistent since they 
include all the p. (i = 1,2, •• ,n). 
1. 
then 
Take PI. 
will be 
positive 
theorem, 
q. 
1.' 
= - 2h .. p. 
1.1. 1. 
= 1 so that from (5.2.11) the other p. (i=2, 3, •• ,n) 
1. . 
positive provided h .. h .. < 0 and the q. will then be 
1.J J 1. 1. 
provided h .. ~ o. Thus H is s tab le by Lyapunov' s 
1.1. 
and again since Ps is diagonal it will be D-stab1e. 
The converse of this second theorem is certainly not true, 
for the matrix given by (5.2.4)is stable and satisfies equation 
(1. 1.5) with P and Q diagonal but clearly need not be quasi-
Jacobi. Notice that A in (5.2.4) is combinatorially symmetric 
and satisfies a .. < 0, a .. a .. ~ 0; and that sE J l~ quasi-Jacobi 
1.1. 1.J J1. 
matrices are a subset of (5.2.4) without restrictions on the t. 
1. 
and m .• 
1. 
As a final example take S and Q in (5.1.1) to be Jacobi 
and P diagonal so that A will also be Jacobi. Using (32) 
k + kl 
o 
-kl o 
(kl + k~ -k2 -kl 
o 
-k2 (k2 + k3) 
(all k; >0) gives 1. . 
a.. = 
1.1. . (k. l' + k.) m. 1.- 1. 1. i = 1, •. " n 
a •• 1 = (k. + s •• '1) 1.~1.+' 1. 1.j1.+ 
i = 1, 2, • • , n-1 
a. 1 • = (k. - s. '+1) 1.+ ,1.' 1. 1.,1. 
a .. = 0 (j 
'" 
i + 1) 
1.J 
79. 
where s .• , m. are as in (5.2.4). 
1.J 1. 
Notice that 
which can be of arbitrary sign. 
In any case a matrix A obtained from (5.1.1) with P 
diagonal will be D-stab1e and have negative elements on the 
principal diagonal. 
Many interesting and closely related results in the 
theory of stability of economic systems are given in' (31). 
5.3 Parametric stability 
A sufficient condition is now given for the sum': of two 
stability matrices A and C to be a stability matrix. Let A be a 
given stable matrix and P be the corresponding solution of (1.1.5) 
for some given matrix Q. Then a sufficient (but not necessary) 
condition for A + C to be stable is that C be of the form. 
c = p -1 (S - Q ) ~·1 0 0 (5.3.1) 
where S is an arbitrary skew-symmetric matrix and Q an 
o 0 
arbitrary symmetric non-negative-definite matrix. C is itself 
a stability matrix by virtue of (5.1.1), and A + C is a stability 
matrix since 
(A + C)'P + P(A +C) = - Q - 2Q . 
. 0 
Thus if A + C is the matrix of a system of linear differential 
equations 
x = (A + C)x (5.3.2) 
the quadratic form (1. 1.6) is a Lyapunov function for (5.3.2) 
with 
with 
dV/dt = -x'Q x - 2x' Q x 
o 
~ - x' Q x 
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so that (5.3.2)is 'at least. ' as stable as (1.1.4) (or more 
stable if Q is taken positive-definite). 
o 
An equivalent alternative to (5.3.1) is 
C = (S - Q) P • 
o 0 
(5.3.3) 
Also, the real parts of the characteristic roots of both C 
and A + C are essentially independent of S; and i't is interesting 
o 
that no matrix C of the form (5.3.1) or (5.3.3) can have principal 
diagonal identically zero, except in the trivial case S = Q = o. 
o 0 
For, using (5.3.3) " 
Trace C = - Trace Q P 
o 
since all the roots of Q P are positive (Q , P are both positive-
o 0 
definite) • Hence the principal diagonal of C in (5.3.3) cannot. 
be identically zero. (Similarly using (5.3.1»). In other 
w;otds, no matrix A + C of the forms given above can have principal 
diagonal identical to that of A, unless C = o. 
Thus solution of equation (1.1.5) for the matrix P 
provides information not only about the asymptotic stability 
of the system (1. 1.4) but also allows the setting up of what 
may be called ' parametric stability'. That is, given any stability 
matrix A an infinite number of stability matrices A + C can be 
constructed with elements in parametric form, the parameters 
being the elements et S ,Q and Q. 
o 0 
A convenient procedure would 
be as follows: let ~. be the solution of (1.1.5) when Q has 
~ 
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unity as the i-th element on the principal diagonal and zero 
everywhere else. Then if Q = diag(Al,A2, •• An) the 
n 
corresponding solution P of (1.1.5) is 2:. A. ~. , with all 
i=l ~ ~ 
A~ ~o, and C is then given by (5.3.1) or (5.3.3). This 
~ 
is illustrated by a simple example : 
and taking 
gives 
With 
P = 
s 
o· 
is a stability matrix 
:::: : :::: ] 
= IJO al 
tet oJ 
o 
equation (5.3.3) gives the matrix 
= l: 
-:J e
ZAl + 2011.2 36~l + 18~J 
+ et 
-
5Ul - 2511.2 -4211.1 - 2011.2 rHl 0+ 25~2 4211.1 + 20j ~~10 -q2 0 + 2011.2 
A + C 
which is a stability matrix for qb q2,Al,A2 ~ .0 and 
et arbitrary. 
3611.1 
0 
+ 1811.2 
CHAPTER SIX 
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6. NONLINEAR SYSTEMS 
Some of the results of Chapter 5 are generalised to non1inear 
systems, and applications to control systems are discussed. 
6.1 The method of linear bounds (A2). 
If the system (1.1.4) is asymptotically stable then the quadratic 
form 
v =x' P x (1.1.6) 
is a Lyapunov function for the system, P being the solution of 
(1.1.5). Using the same Lyapunov function it fo11ows(2,p.34) that the 
linear system 
x = (A + G)x (6.1.1) 
where G is a constant matrix, is also asymptotically stable provided 
that the symmetric matrix 
M = - Q + G'P + P G (6.1.2) 
is negative-definite, since, in this case, dV/dt = x'M x. 
The conditions for definiteness of M provide 
n2 elements g .. of G. If the numbers g~~), 
1J 1J 
n inequalities for the 
g~~) lie within the 
1J 
interval in which the g .. may vary, then the system. 
1J 
. 
x = A x + g(x) (6.1.3) 
is also asymptotically stable with Lyapunov function (1.1.6) provided 
that g.(x) satisfies the linear bounds 
1 
or 
x'g~l) 
1 
g. (x) . ~ x' g~2) 
1 1 
(6.1. 4) 
g~l) and g~2) being vectors with components g~~) and g~:) respectively. 
1 1 1J 1J 
Nesbit (27) extended the technique to the system x = f(x) + g(x,t). 
It is in fact possible to give an explicit expression for functions 
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g(x) satisfying the bounds (6.1.4). First write the solution for 
G of eqn. (6.1.2) in the form 
G = p-1 (S + ! Q + ~ M) (6.1.5) 
where S is an arbitrary skew-symmetric matrix. The system (6.1.1) 
will then be asymptotically stable ~or any negative-definite matrix M. 
Next notice that the elements of M and S in (6.1.5) can be functions of 
x, provided that M is symmetric negative-definite, S is skew-symmetric 
and Gx = 0 when x = o. The elements of G, as given by (6.1.5), 
are then, of course, no longer constants: 
g(x) = ! Q + ! M)x (6.1.6) 
Consider as an example (27) the equation 
x + x + x - g(x,x) = 0 (6.1.7) 
which can be written 
o 
= 
-1 
Following (27), take Q in (1.1.5) to be the unit matrix, and add 
the further requirement dV/dt < - !x'x. Setting M + ! I = N gives, 
from (6.1.5), 
G = p-1 ( S + ! I + ! N) (6.1.8) 
where N is to be negative-definite and the first row of G is zero. 
The solution of (1.1.5) is 
[! :1 ' ~; 1 -1 4 2 p = and P = 5 3 2" 
Let S 
=c: :l _ u _[ n1 nz] , G = [:ZI :J n2 n3 
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Equation (6.1.8) gives 
(6.1.9) 
a - 1 - 1 n2 + ! n3 = 0 8 2 
4 ( 3 ! + ! l ) --a- nI - n2 = g2I 5 2 4 (6.1.10) 
4 ( ! + ~ + ! i ) - a n2 - n3 = g22 5 (6.1.11) 
Equation (6.1.9) can be solved for n l and n3 in terms of n~ and «, 
and substitution into (6.1.10)and (6.1.11) gives 
) (6.1.12) 
One of the conditions for definiteness of N(viz: nln3 > n~) leads 
to 
~1!s,.se~~ing 
n2 > ~ (4 a - !) (a + !). 5 
4 ~ =n2 - 5 (4 a - !) (a + !) 
enables (6.1.12) to be written 
- .!! a2 - 8 1 ! g21 = -a + 10 -5 5 
_ 16 a2 + 4 1 g2Z = - a + - B 5 5 5 
B 
(6.1.13) 
where a is arbitrary and B >0 (the condition nl > 0 does not lead 
to any further restrictions on a or B). It is very easy to show 
from (6.1.13) t~at 
g2l· < 1 2 g22 < J. it 
and elimination of a and B between the two equations in (6.1.13) 
gives 
(ga - ! g22) 2 
the 
so thatXgij satisfy the 
+ (g22 + ! g2l) < ! 
, 
} 
same inequalities as those obtained by 
Nesbit (as expected), but a and B can be functions of x. That is, 
(6.1.6) shows that, for 
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_ 16 a2+ ~ a 
5 5 g(x, ~) 
8 2 8 1 
= ( - 5".a - 5" a + 10 ! S)x + ( 
1 ) . 
+ 5" - s x 
subject only to S(x) > 0 and g(o,o) = 0, equation (6.1.7) is 
asymptotically stable. 
A slightly more general procedure can be devised, following 
Lehnigk (71) , by taking Q The 
corresponding solution P of equation (1.1.5) will be a linear 
function of the parameters p., and the dependence of g(x) on 
~ 
these parameters may be determined from (6.1.6). 
6.2 Synthesis and sensitivity of asymptotically stable 
non1inear systems (A3, A14) 
Assume that the non1inear system 
. 
x = f(x) (1.1.3) 
is asymptotically stable with a known Lyapunov function V(x) 
having dV/dt = - N < 0, say. Then the sys tem 
x = f(x) + h(x) (6.2.1) 
will also be asymptotically stable for all functions h(x) of the 
form 
h(x) = [s - Q}p (6.2.2) 
where S =S(x) is an arbitrary skew-symmetric matrix, Q = Q(x) 
is an arbitrary symmetric nonnegative-definite matrix, ~(x) = VV 
and h(o) = o. A Lyapunov function for (6.2.1) is still V(x) 
and, in this case, 
dV/dt = - N - ~'Q~ 
< ,.::; - N. ,. 
In the linear case f (x) = A x, V = x 'Px and ~. = 2Px, so (6.2.2) 
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reduces to (5.3.3). Again it must be pointed out that (6.2.2) 
represents a sufficient and. not a necessary condition on hex) for 
the system in (6.2.1) to be asymptotically stable. 
A similar result holds for the nonautonomous case 
· x = f(x, t) (1.1.1) 
with a known decrescent Lyapunov function V(x,t) (2, p.15) having 
negative-definite derivative. The system 
~ = f(x,t)· + h(x,t) h(o,t) = 0 
is also asymptotically stable for h(x,t) of the same form as (6.2.2) 
except that S = S(x,t) Q = Q(x,t) and ~(x,t) = VV. 
The following example is taken from (5). The system 
described by 
~t + x + x3 = 0 
or 
is asymptotically stable with Lyapunov function 
4 2 2 4 V =! Xl +·xl + 2xlx2 +x2 and dV/dt = - 2xl. 
ro 
Lo 
Choosing S = 0, Q = ! o'J in (6.2.2) gives 
q 
hex) 
= [-q;Xl +X2J 
which produces, on substitution, 
x + ~(1 + q) + x 3+ q X = 0 
which is asymptotically stable for any q (x) ~ o. 
Lyapunov function and now 
dV/dt 
Synthesis 
, 4 
= - 2xl 
Vex) is still a 
Asymptotically stable non1inear systems can also be constructed: 
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x = ~JCS(X' t) - Q(x, t) ] <p{x) (6.2.4) 
where S(x,t) is skew-synunetric for all t, Q(x,t) is synunetric 
positive-definite for all t and ~(x) is the gradient of any positive-
definite function V(x). A Lyapunov function for (6.2.4) is this 
function V(x) , and dV/dt. = -~' Q ~ < o. Again the relationship 
with (5.1.2) is made apparent by taking V =.x'p x. 
Throughout, modifications for stability, instead of 
asymptotic stability, are obvious. 
6.3 Systems with control (A3, A14) 
First consider the linear control system 
x = A x + B u (1.1.7) 
where A is n x n, B n xm and u is the control vector. Assume A 
is a stability matrix and let P be the solution of (1.1.5). Then if 
the control 
u(x,t) = [S(x,t) - K(x,t)] B'Px (6.3.1) 
where S(x,t) is an arbitrary m x m skew-symmetric matrix and K(x,t) 
an arbitrary m x m symmetric positive-definite matrix, is applied to 
(1.1.7) the resulting system is always asymptotically stable for all 
choices of S and K. 
For the control (6.3.1) gives 
x = A x + B(S -K)B'Px (6.3.2) 
and a Lyapunov function for (6.3.2) is again (1.1.6) with 
dV/dt = -x'Qx. - 2x'PBKB'Px 
~ -x'Qx 
so the system with control is more stable than the unforced system 
(u = 0). There is in fact a connection between the control (6.3.1) 
r---------------------------------------------
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and that which minimises the quadratic performance index (1.1.8); 
for inspection of (1.7.'J,) shows that it is the special case of 
(6.3~1) which also minimises the performance index. 
Grayson (24) describes a design procedure for systems 
of the form 
• x = f(x)· + u (6.3.3) 
where the unforced system <u=o) is stable, but not asymptotically 
stable. This implies~that a Lyapunov functionVl(x) exists for 
the unforced system (1.1.3) with dVl/dt ~ O. From (6.2.2) it 
follows that taking 
u(x) . =~(x) - Q(x)Jh (x) (6.3.4) 
where ;<1>1 (x). = VVl , makes the system (6.3.3) asymptotically 
stable. Grayson considers as an example a problem whose Euler 
equations are 
12 - 13 . 
wl = W2W3 + ul 
,11 
13 -11 
. (6.3.5) W2 = W1W3 + U2 12 
11 - 12 
. W3 = wlW2 + u3 
13 
where t., w. and u. (i = 1,2,3) are the moment of inertia, 
~ ~ ~. 
angular rate and control torque about the i-th principal axis, 
respectively. 
A Lyapunov function for equation (6.3.5) is .the total 
rotational energy. , 
for Wtich V = O. 
1(222 V(x) = 2 Ilwl' + I 2 w2 + I3W3) 
Use of (6.3.4) gives the control 
* under certain conditions on f; see (2), p. 68. 
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rUl ,Ilwl 
lU2 = G(x) - Q(x) ] I2W2 (6.3.6) 
U3 I3W 3 
where S (x) and Q (x) are arbitrary. The solution given by 
Grayson is, in fact a special case of equation (6.3.6), with 
~ =0 and q = diag (a/2Il a/2I3) , a being a 
positive constant. 
\ 
CHAPTER SEVEN 
Sensitivity of optimal control systems 
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7. SENSITIVITY OF OPTIMAL CONTROL SYSTEMS 
Optimal linear systems with quadratic performance 
index are analysed first for insensitivity to small variations 
in parameters, and then for insensitivity of the optimal feed-
back control to persistent changes in parameters. This second 
approach is generalised for optimal nonlinear control systems. 
7.1 Sensitivity of optimal linear control systems to small 
variations in parameters (A5). 
The system has been defined by 
. 
x = A x + Bu (1.1.7) 
w 
J = mn S (x'Q x + u' Ru) dt (1.1.8) 
u 0 
where A is n x n, B n x m and Q(n x n) and R(m x m)are symmetric 
positive-definite. The optimal control vector is given by 
u = - R-lB'P x 
= D x (7.1.1) 
where P is the symmetric constant positive-definite solution 
of the steady state matrix Riccati equation 
PBR-lB'P -A'P - P A - Q = 0 
and the minimum value of the performance index is 
J = (x'P x) t=o 
(7.1.2) 
(7.1.3) 
Following Pagurek (41) if 8= (81,82 , . • , 8k) is some set of 
plant parameters, then the sensitivity of J to small variations 
in parameters is determned simply by finding the partial derivatives 
aJ/a8. or, by virtue of (7.1.3), by finding the matrix of partial 
~ 
derivatives ap/a8 .• 
~ 
Differentiation of (7.1.3) with respect to 8. 
~ 
gives 
_ A' ap 
ae. 
~ 
+ 
ap 
ae. 
~ 
ap A _ aA' p 
as. as. 
~ ~ 
+ 
_ p aA 
as. 
~ 
aQ 
- 3&. 
~ 
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= o (7.1.4) 
and (7.1.4) can (in theory) be solved for ap/ae .• From ~ 
(7.1.3) it then follows that 
aJ ( ,l! 
x)t=o (7.1.5) = x ae. ae. 
~ ~ 
If e stands for the original value of the parameter vector, 
o 
then the change in J corresponding to small changes e. in the 
~ 
parameters from their original values is, to first order, given 
by n 
oJ 
= ~(;~.) 
. ~e=e 
o 
08. 
~ 
(7.1.6) 
Throughout it is assumed that no changes occur in the 
matrices Q and R. Further, assume that the parameters e. can ~ 
be divided into two sets, which for convenience may be labelled 
a = (ab a2, •• , a1q) and b. = (bl, b2, •• ,bk2) ,in such 
a way that A is independent of any of the b. and B is independent 
~ 
of any of the a .• 
~ 
possible i. 
That is, aA/ab. = 0 
~ 
and aB/aa. = 0 for every 
~ 
In this case equation (7.1.4) is greatly simplified, so that 
solving for ap/ae. becomes a more practical proposition. This 
~ 
separation of parameters into two groups cannot always be done, 
of course, but an abvious and very important example is when the 
elements a .. and b .. of A and B respectively are themselves 
~J ~J 
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regarded as the parameters. In this latter case the equations 
involved become simplified still further. In generat however, 
for the above assumption concerning the parameters to hold, it 
is only necessary that the (small ) changes in A and B occur 
independently. This is certainly not an unreasonable requirement. 
Throughout this Section the notation A , B ,P and D is 
o 0 0 0 
used to stand for the respective matrices when the parameter 
vectors are at their original values a and b • 
o 0 
Small changesoa. and ob. in the parameters give rise 
1. J 
to a corresponding change, to first order, in P of 
oP = 2:(ap J oa. + ~G~.) ob. (7.1.7) - . aa. 1. J 1. 1. 0 J J 0 
and to a change in J 
oJ -~eJ) oa. +ZeJ ) ob. (7.1.8) . aa. 1. . ab. J 1. 1. 0 J J 0 
the suffix () indicating that the derivatives are evaluated 0 
with the parameters at their original values. The partial 
derivatives of J in (7.1.8) are given by (7.1.5). 
Differentiation of (7.1.2) with respect to a. and 
1. 
setting a = a , b = b gives 
o - 0 
(B R-1B'P - A ) 
000 0 + 
and with respect to b. gives 
1. 
-A') (ap) 
o aa. 
1. 0 
P QaA '\ 
o aaU 0 
A) + (p B R -lB, -. A') Cap) 
o 0 0 0 0 ab. 
J 0 
(7.1.9) 
(7.1.10) 
- = - Po (~:.) R-1B'P _ P B R-1 (aB') P 
J 0 0 0 0 0 ab. 0 
J 0 
Equations (7.1.9) and (7.1.10) are of the same form as the 
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Lyapunov matrix equation (1.1.5), and can be seen to have identical 
left sides. Hence the equations to be solved for aP!aa. and 
1 
ap /db. are linear and the calculation required will be much 
J 
less than for the original optimisation problem. A suitable 
method from Chapter 2 may be used, and solution of (7.1.9) 
or (7 .1.10) will certainly be simpler than solving (7.1.4). 
Using (7.l.~, equation (7.1.9) can be written 
+ (D'B'. + ,A') (ap) 
o 0 0 aa. 
1 0 
= - GA') ,p aa. 0 
1 0 
p GM) 
o aai 0 
(7.1.11) 
and (7.1.10) similarly as 
Gap J (B D + A)· + ab. 0 0 0 J 0 (D'B . + A,)(ap) o 0 0 \.:ab. J 0 (7.1.12) 
+ P B R-l caB') P. 
o 0 ab. 0 
J 0 
Since the matrix A + B D is assumed stable (i.e. the original 
o 0 0 
optimal system is assumed asymptotically stable) the solutions of 
(7.1.11) and(7.1.l2) for ap/aa. and ap/ab. will be unique (see 
1 J 
1.1) ). 
.- ~ - #-
in, 'the ,special case when a;. is taken to be an element 
1 
of A , a·A/aa. and aA' /aa. have just one element unity and all 
1 1 
others zero, so that the right side of (7.1.11) becomes extremely 
simple. Similarly if b. is an element of B, the right side of 
J 
(7.1.12) is much reduced. Thus the problem of finding ap /aa .. 
1J 
from (7.1.11) or ap tab.. from (7.1.12) is a relatively straight-
1J 
forward one. Each sensitivity matrix depends on the solution 
of a Lyapunov matrix equation, and much duplication of effort is 
avoided since the form of the left side of (7.1.11) or (7.1.12) 
depends, for all values of i and j, only on the constant matrix 
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A + BD. 
o 0 0 
It is worth noticing that zero elements in ap/aa. or 1 
ap /db. mean that the corresponding elements (i. e. in the same 
_ J 
.positions) of P are insensitive to small changes in a. or b. 
1 J 
respectively. 
An expression is now given for aD/ae., the matrix 
1 
representing sensitivity of the optimal control law. From 
(7.1.1) the optimal control law matrix is 
D = - R-1B Ip 
o· 0 0 
Differentiation of (7.1.13) with respect to a. gives 
1 
and with 
aD 
aa. 
1 
respect 
aD 
ab .. 
J 
= 
to b. 
J 
= - R -1 aB I 
ab. 
J 
ap 
aa. 
. 1 
p - R-lB
' 
ap 
ab. 
J 
(7.1.13) 
(7.1.14) 
(7.1.15) 
The change in D corresponding to small changes in a. and b. is 
1 J 
given, to first order , by 
oD _ z.(aD \ 
- . aa 1 ) 110 
oa. 
1 + ~ (~~.1 
J J 0 
ob. , 
J 
and the change in the optimal control vector is 
eu = (:CD) x 
(7.1.16) 
(7.1.17) 
Thus once (ap/aa.) and cap/ab.) have been calculated from 
1 0 J 0 
(7.1.11) and (7.1.12) respectively, the changes in the optimal 
control matrix or in the optimal control vector, corresponding 
to small changes in the parameters, can be obtained from (7.1.16) 
and (7.1.17), respectively, with very little further computation. 
In particular, the effect of small changes in some or all of 
the elements in A and for B can be examined in this way. 
Notice again that zeros in aD/aa. or aD/ab. imply 
1 J 
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insensitivity of the corresponding elements of D to small 
changes in a. or b •• If aD/da. or an/db. were identically zero, 
1. J 1. J 
then the optimal control law would be completely insensitive to 
small changes in a. or b. (at any rate to first order). This 
1. J 
situation can be examined a little more closely. 
If aD/aa. = 0, then from (7.1.14) 
1.' 
ap 
aa. = ° 1. 
and substitution into (7.1.11) gives 
or 
+ P aA 
oaa. 
1. 
[ _a_ (A'p + aa. 
1. 
+ .A' ap 
o aa. 
1. 
PA) ] 
o 
+ 
= 
° 
ap 
aa. 
1. 
A = 
o· ° 
(7.1.18) 
Equation (7.1.18) shows that the matrix A'P + P A is independent 
of ai' so that 
A lZ SP + A 
o 0 
(7.1.19) 
where S is an arbitrary skew-symmetric matrix which is independent 
of h. In fact it will be shown in Section (7.2) that if A in 
(1.1.7) is of the form given in (7.1.19), then the optimal control 
matrix D is completely insensitive to changes of any size (not 
o 
necessarily small changes) in the parameter vector a. 
If (aD/ab.) = 0, then from (7.1.15) 
J 0 
+ D' ap 
o ab. 
J 
= ° (7.1.20) 
1hd substitution into (7.1.12) gives 
+ A' cap I = 
o ab. ' 
J 0 
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o (7.1.21) 
Equation (7.1.21) implies that OP/~b.) = 0 (except in the 
J 0 
special case when A has roots with zero real parts), so that 
o 
from (7.1.20) it follows that (~B/~b.) = 0 since P is non-J 0' 0 
singular. That is, (dD/dh.) = 0 only if (aB/db.) = O. In J 0 " J 0 
other words any small change in B from its original value B 
o 
causes a change in the optimal control matrix; there is no 
expression for B corresponding to (7.1.19). 
It can be said, therefore, that the optimal control is 
'more sensitive' to small changes in B than to small changes in 
A, since any small change whatsoever in B results in a change 
in D, whereas if the changes in A conform to (7.1.19), D is 
unchanged. As might be expected, a similar statement is mBde 
in the next Section when the changes in a and b are not small. 
Finally equations for ax/de. , the sensitivity coefficients 
1. 
of the state vector x(t) are derived. By virtue of (1. 1.7) and 
(7.1.1) the original optimal system is 
i = (A, + BD) x . 
o 0 0 
(7.1.22) 
Denote the solution of (7.1.22) by x (t). 
o 
For small changes 
in a and b the state vector is, to first order x(t) = 
b + ob, t) 
o 
= x (t) o + ~ a~.) ~b •• J J 0 J 
x(a + oa, 
o E 
(7.1.23) 
The partial derivatives a'x/aa. , ax/ab. in (7.1.23) are evaluated 
1. J 
at a = a , b = b and are functions of t. Equations are now 
, 0' 0 
obtained for these partial derivatives. Differentiation of 
>'(7.1.22) with respect to a. gives 
\. = (A.; + BoDo)Xai +~!i)O + BO@~i)J Xo 
where 
x ; lx/ ~ a. 
a. 1. 
1. 
and with respect to b. 
J 
• x. = D. > 
J 
where 
(A + B D )x. 
o 0 0 D. 
J 
~. 
J 
- ax/ab. 
J 
D + 
o 
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(7.1. 24) 
(7.1.25) 
Simultaneous solution of (7.1.22) and (7.1.24), and (7.1.22) and 
(7.1.25) gives ax/aa. and Ox/ab. respectively, and x(t) is then 
1. J 
given by (7.1.23). For example, taking Lap1ace transforms of 
(7.1.22) and (7.1.24) gives 
s x = (A + B D)i + x (0) 
o 0 0 0 
(7.1.26) 
and 
(7.1.27) 
where (-) denotes the transform. It is assumed that the initial 
conditions for (1.1.7) are unaffected by chagges in parameters, 
so that ax/da. = 0 at t = o. 
J.; 
From (7.1.26) and (7.1.27) the 
transform ofax/aa. is 
P xai . = (:1 - Ao'- BoDo)-l [G!Jo + BO~~it}SI - Ao - BoDo)-l xo(o). 
A similar expression can be obtained for the transform of Ox/ab .• 
J 
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7.2 Insensitivity of optimal linear control systems to 
persistent changes in parameters (A6) 
The original problem is again described by 
X =Ax + Bu 
o 0 
00 
J = min I (x'Qx + u'Ru) dt 
u 0 
(1.1. 7) 
(1.1. 8) 
The object now is to find what persistent changes may occur in 
A and B (Q and R again remaining fixed) without causing any change 
in the optimal control matrix. 
D = - R-1B'P 
o· 0 0 
(7.2.1) 
P being the corresponding solution of the Riccati equation (7.1.2). 
o 
Let the new system be 
(7.2.2) 
and let the corresponding solution of (7.1.2) be P + Plo 
o 
. The problem is to find matrices Al .and Bl such that the D matrix 
for system (7.2.2) remains at its original value D , so that the 
o 
optimal feedback control 
u = - D x 
o 
is unaltered. From (7.2.1) this implies that 
R-1 (B~ +Bi) (P
o
+· Pl ) . = R-1B~ Po 
or 
(a!,. .,. Bl') (P + Pl) =.B' P o 0 0 0 
which can be simplified to 
The Riccati equation (7.1.2) for the new problem is 
(7.2.3) 
(7.2.4) 
(p + Pl)(B + Bl)R-1(B' + B') (p + Pl) - (A' + A'l)(P + Pl) 
o· 0 010 0 0 
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which by virtue of .(7.2.3), reduces to 
P oB oR -lB ~P 0 (A~ + .Ai)(P
o 
+Pl ) - (p <> + .Pl)(Ao + A l ) - q = O. 
(7.2.5) 
Since P is the solution of the Riccati equation (7.1.2) for the 
o 
original problem, (7 .2.5) can be written 
Thus to solve the problem it is necessary to find matrices Al and 
Bl which satisfy (7.2.4) and (7.2.6) , together with the 
condition that the matrix P + Pl be positive-definite. The 
o 
minimum value of the performance index ~or the new problem is 
J = [x.' (P <> +Pl)x ] .t=o 
= J. + (X'PlX) 
o . t=o 
where J is the value for the original problem. 
o 
,(7.2.7) 
Notice that equation (7.2.6) is linear in P so that, 
computationally, the advantage in keeping D fi~ed is that the 
new optimisation probJemrepresented by ,(7.2.2) and (1.1.8) 
depends only upon the solution of a linear matrix equation 
(in fact a Lyapunov matrix equation for PI) compared with the 
quadratic matrix equation (7.1.2) for the original problem. Also 
(7.2.6) does not contain B or B I explicitly. 
o 
Some expressions for A, and BI satisfying the required 
conditions are now produced. First write (7.2.6) in the form 
[r> oAl + Pl (Al + Ao) J + ~ oAl +Pl (Al + Ao) J I = 0 
so that 
P Al + Pl (Al + A) = S 
00' 
(7.2.8) 
where S is a skew-symmetric matrix such thatPl is symmetric. 
From (7.2.8) 
(S - P A) (A + A )-1 
o 1 1 0 
100. 
provided (AI + Ao) is nonsingu1ar, and the condition that P 
be symmetric gives 
= ,A 'p A, - Al' P A • 
o 0 0 0 
(7.2.9) 
Equation (7.2.9) is very similar in form to (2.2. '3) 
Consider possible cases separately: 
(i) Al = 0 
In this case (7.2.6 ) gives 
which has in general no solution other thanPl = 0 (the 
exception is when A has characteristic roots with zero real parts). 
o 
Hence from (7.2.4) if A remains fixed at its original value 
A , any change Bl in B causes a change in D. 
o 
(ii) Bl, = 0 
From (7.2.8), replacing Sby (Po + Pl)Sl(Po + Pl): 
where Pl is any symmetric matrix satisfying (7.2.4): 
and the condition thatPl + P be positive-definite. 
o 
(7.2.10) 
(7.2.11) 
Since (7.2.11) represents mn equations for the! n(n+1) 
elements of Pl , such a matrix Pl will be nonzero only if.m~!(n+1). 
The skew-symmetric matrix in (7.2.10) is entirely arbitrary. 
Notice that a particular solution of (7.2.11) is ~l = 0 ,when 
Al , = (7.2.12) 
and, from (7.2.7), J = J. That is, for anyAl of the form 
. 0 
(7.2.12) ,where S1 is an arbitrary skew- symmetric matrix, the 
new problem has the same D matrix as the original problem, and the 
same minimum value of the performance index. 
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Thus when A is fixed any change in B produces a change in 
D, but if B is fixed A may vary according to (7.2.12) without 
altering D. Hence the system can be uaid to be more sensitive 
to changes in B than in A. This generalises the result of the 
previous Section. Notice also that (7.2.12) is a special case 
of (5.1.2). 
(iii) Ai ~ O,Bi ~ o. 
Three cases are considered: 
(a) If Al is given then from equation (7.2 .4) the value of Bl 
whiCh leaves D unaltered is 
(7.2.13) 
where 
PI . = (s - P AI) (AI + A )-1 
o 0 
and S is the unique solution of ·(7.2.9). Thus for any given Al 
there is just one correspondingBl which leaves D unaltered. 
(b) If PI is chosen to be symmetric and such that Po + P, 
is positive-definite then Al is again given by (7.2.10) with SI 
arbitrary, and Bl is given by ·(7.2.13)(with the known value for 
Thus, for any particular PI, there are an infinite number 
• 
of suitable matrices Al but only one matrix Bl. 
The advantage of specifying P1 is that if desired J 
can be made less than J
o
( e. g. by taking P1 negative-definite) 
so that the perfo~mance index has a smaller value than for the 
original problem. That is, systems can be found which are 
'better' than the original system (in the sense that J has a smaller 
value) but which still have the same optimal control u = - D x. 
o 
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(c) An interesting special solution of (7.2.4) and 
(7.2.6) (obtained by setting S =0) is 
KPA 
o 0 
K P B 
o 0 
PI . = - P K P (I + K P )-1 
000 
where K is an arbitrary symmetric positive-definite matrix. The 
system ,(7.2.2) is then 
x = (I + K P ) (A x + B u) 
000 
(7.2.14) 
This special case is particularly interesting, since it is easily 
shown that 
(I + K P )' (PI + P.) (I + K P ) = P + P K P 
o 0 0 . 000 
(I + K P,)'(PI)(I + K p) = - P (K+ K PK)P 
o 0 . 0 0 0 
so that Po +.PI is always symmetric posit~ve-definite and P, 
always symmetric negative-definite. Thus the value of the 
performance index is always less than for the original system. 
In fact, if K is taken to be diagonal, then as k.. + 00 , PI + 
~~ . 
P + 0, so that J for the new system can be made as small as 
o 
desired. 
If A is kept fixed and B allowed to vary then it is easy 
to show from·(7.2.5) that Q must also be changed if D is to be 
unaltered, and the Change in Q uniquely determines the change 
necessary in B. However, this means that the optimisation problem 
is essentially a different one, since the performance criterion 
has been altered. This situation is outside the scope of the 
thesis, but an interesting paper (72) describes how the elements 
of Q can be chosen so as to design optimal mu1tivariab1e control 
systems with desired transient response. 
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Also worth mentioning here is the approach used by 
Rissanen(73), who deals with the problem of evaluating 
the extent-to which system parameters may be changed and 
still guarantee that the value of the performance index 
will remain within a specified limit. 
7.3 Numerical example 
The following very simple example with ~ = 2, m = 1 is 
taken from Noton (42). The original problem has matrices 
A= 
-0 
-1 
1 
and the corresponding solution of (7.1.2) is 
r·
17 
p -
o 0.316 
0.3l6J • 
0.85 
The optimal control vector is obtained from (7 .1.1) 
First consider the results of Section (7.1). Take 
(7.3.1) 
and investigate sensitivity near bl = 1. 
gives 
Equation (7.1.12) 
[a.PJ t·7 abl . o -1 rz.7 l3.16 
which is easily solved, g~v~ng 
-~ [apJ abl .. o 0 
[;~J 0 . - - [~::~6 ~:~~6J 
and from (7.1.15) 
t;~11o. - (0.5,0). 
Thus a change of ebl in.bl causes a change 
in the optimal control, which thus becomes 
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= _ 2 [0.29 
0.535 
u + eu = (-1.70 + 0.5ebl )xl - 3.16x2 
In a similar way, writing 
. it is easy to obtain: , 
aK 
ab2 = (1.96,0) 
at the point .bl = 1, bZ = 0 so that in this case a change 
eb2 results in a change 
eu. = (1.96eb2)xI 
and the total variation in the optimal control caused by 
changes ebl and eb2 in B is 
Next apply the results of Section (7.2h Use of (7.2.12) 
shows that the system with 
+ 0.316a 0.85a J 
-0.316a [ 
1 
A = 
. 1 
- 0.17a· 
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has the optimal control (7.3.1) for all values of a. Use of 
(7.2.14) with K = diag (kl, k2) shows that the system with 
A = r-~ O.15kl J 0.53k2 , B [1 + O·17kl J = 0.3l6k2 
has the optimal control (7.3.1) for all kl' k2 ~ O. 
Other systems using (7.2.10) or (7.2.13) could be obtained. 
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7.4 Insensitivity of general optimal control systems. 
The idea of'(7.2), namely to find what persistent changes 
may occur in a given system without altering the optimal control, 
is now extended to deal with a class of general optimal control problems. 
Let the origi~a1 situation be described by 
x = f(x,u) (x(o) specified) (7.4.1) 
the control vector u = (ul, U2, . . , u)' being chosen so as to 
m 
minimise a performance index 
T 
F = j !-(x, u) d t 
o 
(7.4.2) 
where the final time T and x(T) are fixed.* Following Rozonoer (74) 
the control u(t) will be assumed piecewise continuous, and the functions 
f l' f2' •• , f L assumed to be concinuous with respect to x, u and 
n 
have continuous first and second partial derivatives with respect to 
x. As usual the Hafni'~tonian is defined by 
n 
H =~t/J.f. 
, i=l ~ ~ 
- L 
where ,the functions 'f"i (x,t) satisfy the adj oint equations 
. 
t/J. = 
~' 
= -
ClH 
- -Clx. 
n ~ 
_ Clf. 
L--Llf;+ 
. 1 Clx. J J= ~ 
ClL 
Clx. 
~ 
(7.4.3) 
(7.4.4) 
i = 1, 2, •• , n. 
Define also 
then 
V(x,t) = min JT L(x,u) dt 
u t 
(7.4.5) 
and itifollows (74) that 
t/J. = 
~' 
ClV 
Clx. 
~ 
i = 1, 2, •• , n. (7.4.6) 
~ There would be no difficulty in considering the non-autonomous case. 
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ThePont;¥gin condition requires that H as defined by (7.4.3) be 
a maximum with respect to u, leading to the optimal control as a 
function of·state and adjoint variab1~s uo{x,~). 
Since r is a function of x and t , 
n dl/l. dl/l. . 
=2. ~ ~ 1/1. x .. + at ~. j=l dX. J J 
n dl/l. dl/l. =~ ~ f .. + ~ 
j=l dX. J -dt:: J 
Hence from equations (7.4.4) and{7.4.7) , 
n 
<:::: df. 
-L~ 
. 1 ax. 
.J= ~ 
1/1. 
J 
+ 
dL 
-dX . 
~ 
n dl/l. 
='£ ~ 
j=l ax. J 
i=1,2, •• ,n. (7.4.7) 
dl/l. 
f. ~ + -- , 
J dt 
i=1,2, •• n. (7.4.8) 
Notice that substitution for 1/1 from (7·.4.6) into (7.4.8) results in 
a partial differential equation for V{x,t), which for the linear 
case (1.1.7) with quadratic performance index (1.1.8) reduces just 
to the Riccati equation (7.1.2). 
Consider now the perturbed system 
i = f{y,v)· + k{y,t) y{o) = x{o) (7.4.9) 
which is to be compared with the system (7 .4.1). The piecewise 
continuous control v = (VI, •• , V )' is to be chosen so as to minimise 
m 
the same performance index 
,T 
J L{y,v) dt 
. 0 . Co"t-itlvovs. 
and k{y,t) is also assumed to be continuous and haveffirst and 
(7.4.10) 
second partial derivatives with respect to y. The Hamiltonian is 
n 
= ~ (~. f. + ~. k.) - L 
i=l ~ ~ ~ ~ (7.4.11) 
where 
aHl 
~ . = - --~. dy· 
~ 
n 
(dfj. ak. ) 
= -2 + ~ ~j + dL (7.4.12) j=l dy· dy· ~ ~ 
i=1,2, •• ,n. 
• 
Define 
so that 
W(y,t). = min 
V 
</>. (y,t) = 
~ . 
,T. J L(y,v) dt 
t 
aw 
ay. 
1. 
i=1,2, •• , n 
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(7.4.13) 
(7.4.14) 
and the equation corresponding to ,(7.4.8) is 
ak.) 
+ -r- </>. 
Yi J 
+ aL 
ay .. 
~ 
n 
=Z j=l a</>. 0 ) a</>i ~ L + k. + ~t oYj J J 0 
i=1,2, •• ,n. (7.4.15) 
The optimal control which maximises HI in (7.4.11) is correspondingly 
denoted by vo(~</». 
The problem is to determine the vector function k(y,t) 
so that 
(a) the optimal control vectors, as functions of state and adjoint 
vectors are the same for both the perturbed and original systems: 
i.e. Go(y,</» ]y=x - u 0 (x, 1/1) (7.4.16) 
</>=1/1 
(b) V(x,t) :: [W(y,t) J y=x (7.4.17) 
Requirement (a) is in fact satisfied, because k is independent of v 
so that 
~</>i fi - LJv=u -
.y=x 
- L 
The second requirement is thus the critical one and,using (7.4.17) 
with equations (7.4.6) and (7.4.14), it then follows that 
1/1. (x,t) = 1<1>. (y,t) ] .i=1,2, •• ,n (7.4.18) ~ LG ~ y=x 
A particular consequence of (7.4.17) is that the minimum values of 
the performance indices (7.4.2) and (7.4.10) are equal: 
i.e. V(x(o),o) =W(y(o),o) 
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Hence the problem is a restricted.version of the linear system 
problem of Section· (7.2), where only the optimal feedback control 
was kept fixed. 
Under the assumptions on the continuity and differentia-
bi1ity of u, v, f, k and L stated earlier in this section, it follows 
that the second partial derivatives of V with respect to x and t and 
of W with respect to yand t exist and are continuous (74). It 
thus also follows from (7.4.6) , (7.4.14) and (7.4.17) that 
ol/J. 
= [:!i] ~ at y=X 
(7.4.19) 
ol/J. 
= U~iJ ~ ox. oy. 
J J y=x 
i=1,2, •• ,no 
Now set .y=x in equation (7.4.15) and subtract it from (7.4.8), 
using (7.4.18) and (7.4.19) to obtain 
n ok. 
~ j=l ~I/J. ox. J. ~ 
n ol/J. 
= -:z=. ox~ k j j=l J 
(7.4.20) 
i=1,2, •• ,no 
Equation (7.4.20) determines k and may be written in vector-matrix 
form as 
K I/J 
where 
okl 
oXl 
K = 
okl 
ox 
n 
= -~ 
ok2 
oXl 
ok 
n 
ox 
n 
(7.4.21) 
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oh ol/Jl ol/Jl 
oXl OX2 ox 
n 
~. = 
01/J 01/J n n 
oXl ax 
n 
it being understood that the elements of ~ are derived from the 
solution to the original optimisation problem. Notice that since V 
has continuous second partial derivatives it follows from (7.4.6) 
that the matrix ]fis symmetric. 
The solution to the problem is thus provided by vectors k 
(if any) which satisfy equation (7.4.21). 
For example, in the constant linear case discussed in 
Section (7.2) , 
I/J = - 2 P x 
so that 
I = - 2P 
and equation (7.4.21) becomes 
KPx = -Pk (7.4.22) 
This equation is satisfied by 
k = S P x 
where S is an arbitrary constant skew-symmetric matrix, for then 
~ = (SP) , = - PS. This agrees with the result (7.2.12), but it 
can now be seen that the elements of S may be functions of x and t, 
for in this case 
K = - P S -.x'p * 
so that (7.4.22) will again be satisfied since each matrix as/ox. is 
1. 
* Using the notation 
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skew-symmetric. That is, for any function 
k(x,t) = S(x,t) Px k(o,t) = 0 
the system 
x = A x + B u + k(x,t) 
has the same optimal control and same minimum value of the quadratic 
performance index (1.1.8) as the original optimal linear system (1.1.7). 
The foregoing example suggests that a solution of (7.4.21) may be 
k(x,t) = S(x,t) ~ (x,t) (7.4.23) 
where S(x,t) is a skew-symmetric matrix for in the earlier results on 
parametric stability the expression S P x for linear systems obtained from 
(5.3.3) was replaced by S(VV) for non1inear systems using (6.2.2), and 
a link between the situations with and without control can be provided 
by regarding V in (7.4.5) as a Lyapunov function, with (7.4.6) giving 
~= -VV. This supposition is in fact correct since it is not 
difficult to show that (7.4.23) gives 
K = - ~' 
as/ax 
n 
-fS 
---
and that (7.4.21) is then satisfied for any skew-symmetric matrix S. 
Thus the expression (7.4.23) provides a solution to the 
problem. The original system (7.4.1) and the perturbed system (7.4.9) 
have the same optimal control (in the sense of (7.4.16) and (7.4.18», 
viz: 
and the same minimum value of the performance index, so that the original 
system is completely insensitive to perturbing functions k(x,t) of the 
form (7.4.23). 
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As a second example, consider the optimal linear system 
with higher order performance index (30), described in (4.2). If the 
integrand in the performance index contains terms 
.x'Q x +Qzk (x) 
then (30) 
~ = - p x - V(PZk (x) ) 
so that in addition to linear feedback there is feedback of degree 2k - 1. 
Equation (7.4.23) gives 
k(x,t) = - S P x - s (:7P2k) 
so that even if the elements of S are taken to be constant, for the 
system to be insensitive the function k must contain terms of degree 
2k - 1 in x as well as linear terms. Thus it follows that any constant 
change in the matrix A alone for the linear control system (1.1.7) will 
cause a change in~he nonlinear part of) the optimal feedback control 
if the performance index contains higher than second order degree terms 
in the state variables. It is interesting that the choice of performance 
criterion affects the sensitivity of the optimal control. 
Another example is provided by some work of Salukvadze (75). He 
considers optimal linear systems with a scalar control variable and 
quadratic performance index but having a disturbing term k(t) and proves 
that there can be no optimal control which is independent of k(t). This 
agrees with (7.4.23) which shows that for the optimal control to be the 
same as when k = 0, k must be "a function of x and t. 
It is, of course, clear that the account in this section is 
not a strictly rigorous one. The conditions imposed on u, f and L are 
certainly sufficient but difficulties will arise in cases where these 
are not satisfied. To resolve such circumstances an analysis based on 
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the approach of Berkovitz (82) would be necessary. 
Other developments may be possible but it seems unlikely 
that progress will be made by allowing k to depend upon u. 
Since this section was written a similar result has been 
published by McC1amroch and Aggarwa1 (85), although their proof is 
less satisfactory that that given here. 
CHAPTER EIGHT 
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8. SENSITIVITY FUNCTIONALS FOR LINEAR SYSTEMS. 
Procedures are discussed for the synthesis of linear systems 
which are relatively insensitive to small parameter variations. 
8.1 Partial derivatives of transient response(A9) 
Define the' sensitivity functions' (54) 
w. = ay/ae. 
~ . ~ 
for the linear system 
. 
x = A(e) x 
y = c(e) x 
(8.1.1) 
(8.1.2) 
(8.1. 3) 
where A is an n x n matrix , C an m x n matrix (with generally 
that (8.1.2) is asymptotically stable. 
and (8.1.3) with respect to e. gives 
~ 
and 
z = A z + (aA/ a e .) x 
~ 
w. = C z + (ac/ae.) x 
~. ~ 
It is assumed 
Differentiation of (8.1.2) 
(8.1.4) 
(8.1.5) 
where z = ax/ae .• 
~ 
Cruz and Perk ins (54) obtain bounds for w.(t) 
~ 
for the case when C is independent of e and deduce that w. + 0 as 
~ 
The method used depends upon taking Laplace transforms and 
using the triangle inequality. 
It is now shown, using only straightforward matrix algebra, that 
w. + 0 as t + ro even if C is not independent of e. Equations (8.1.2) and 
1 
(8.1.4) can be written in the form 
A o 
A (8.1.6) 
where Ae stands for the matrix (aA/ae i ). 
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.. Th~_Eharacteristic roots of the matrix on the right side of (8.1.6) 
are given by 
A - AI o 
= 0 (8.1. 7) 
A - AI 
where I is the n-th order unit matrix. Equation (8.1.7) reduces 
(e.g. (76), p.337) to 
lA ~ AII2 . = o. 
Thus the matrix on the right side of (8.1.6) has the same characteristic 
roots as those of A(twice) and the linear system (8.1.6) is therefore 
asymptotically stable. Hence x and z both tend to zero as t + 00, 
so that from (8.1.5) w. + 0 as t + 00 • 
~ 
Similarly it can be shown that all higher partial derivatives of y 
also tend to zero as t + 00. For example, let 
v = 'tJw ./ae. 
~ ~ 
= .a2Y/ae 2 • ~ 
and 
"3 az/ae. = ~ 
Differentiation of (8.1.4) and (8.1.5) with respect to et gives 
. 
3 = A 3 + 2 Ae ... z + Aeex (8.1.8) 
and v = c 3 + 2(aC/ae.) Z + (a2C/a~~)x 
~ ~ (8.1.9) 
where Aee :;a2A/ae~. Equations (8.1.2), (8.1.4) and (8.1. 8) can then 
be written 
. 
x A o o 
A o z 
. (8.1.10) 
o A 
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The characteristic roots of the matrix on the right side of (8.1.10) 
are given by 
A - AI o o 
A - AI o = 0 
which reduces by a standard result (e.g. (76) loc .cit.) to 
A- AI 0 
IA-. AIl = 0 
or 
I A .~;u I ~ = 0 • 
The characteristic roots are again those of A, now repeated three 
times. Hence (8.1.10) is asymptotically stable so that x, z,3 -+- 0 
as t -+- 00 and from (8.1.9) it then follows that v-+-O as t -+- 00. There 
is no difficulty in generalising to higher order derivatives of y. 
It is worth pointing out here that an interesting generalisation 
can be made of (8.1.6). 
The system 
x = .Alx + B Y 
where y(t) is the solution of 
(8.1.11) 
(8.1.12) 
is asymptotically stable for any stability matrices Al(n x n) and 
A2(m x m) and arbitrary B(n x m) • This follows at once by writing 
(8.1.11) and (8.1.12) as 
= ] [] (8.1.13) 
The characteristic roots of the matrix on the right of (8.1.13) are 
given by 
= o. 
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8.2 Sensitivity functionals for systems without control 
Associated with the system (8.1.2), form the functional 
00 
j (X'QIX· + zthz) dt 
o 
(8.2.1) 
where Ql and Q2 are symmetric positive-definite n x n matrices. 
The additional term in (8.2.1) as compared with (4.l.6a) represents 
a measure of system sensitivity to small changes in the parameter 
8. • If 8. is chosen so as to minimise the value of (8.2.1) then 
1. 1. 
the resulting system will be relatively insensitive to small 
variation~in 8. as well as having a satisfactory transient response. 
1. 
In equation (8.1.6) let 
r A °l [X-l Aa A j 'j= z_ ~= (8.2.2) 
so that (8.1.6) becomes 
~ . = fil i 
and (8.2.1) 
00 '~1 J" ° • dt 
By virtue of (4.l.6a), the functional (8.2.1) has value 
(8.2.3) 
where ~l is the solution of 
, (8.2.4) 
and 
(8.2.5) 
Substitution for~, 101 and a into (8.2.4) leads to the three equations 
(8.2.6) 
(8.2.7) 
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(8.2.8) 
where Pl and P3 are symmetric. As shown in the previous section, 
if A is stable so is A. , so that'P, will be positive-definite. 
Assuming that parameter variations have no affect on the initial 
conditions , [z J t=o = 0, so (8.2.3) reduces to 
[Xl PI x] t=o 
Hence equations (8.2.6), (8.2.7) and (8.2.8) must be solved for 
Pl. This is now done in terms of the inverse of 
K = AI X I + I x AI • 
Inversion of K has been dealt with in (2.9); following the methods 
used there, let Pz, qz, P3 be the column vectors (with nZ elements) 
formed by the rows of Pz' Qz' P3 respectively, taken consecutively. 
Equation (8.2.6) then gives 
-1 P3 = - K qZ (8.2.9) 
Let tl be the vector of rows of the matrix Tt = Aa P3, so that 
(8.2.7) gives 
-1 
PZ = - K tl 
Also, from equation (8.2.8) 
-1 -1 Pl . = - K ql - K tz 
where t~ is the vector of rows of the matrix 
(8.2.10) 
(8.2.11) 
(8.2.12) 
The first term in (8.2.11) is, of course, just that obtained when 
It is not difficult to show that 
(AI x I)P3 e (8.2.13) 
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since P3 is symmetric, so from (8.2.9), (8.2.10) and (8.2.13), 
-1 -1 P2 = K (A~ x 1)Kq2 (8.2.14.) 
Next an expression for t2 is obtained. The column vector of 
(8.2.15) 
A similar expression for (P2Aa)I can be obtained by transposing 
equation (8.2.7): 
A'P~ 
Following (8.2.14), equation (8.2.16) gives 
-1 p~ . = - K (I xA~)P3 
(8.2.16) 
(8.2.17) 
where p* is the vector of toWS of pI (i.e. of columns of P2). 2 2 
Hence the vector of rows of A' pI is a 2 
(A' x 1)p* a 2 
or 
-1 
-(A' x 1)K (I x A~)P3 
a 
(8.2.18) 
(8.2.19) 
using (8.2.17). Substitution of (8.2.15) and (8.2.18) into (8.2.12) 
gives 
(I xAa' )P2 + (A' x 1)p* a . 2 (8.2.20) 
and finally (8.2.14), (8.2.19), (8.2.20) give, when put into 
(8.2.11) : 
-1 -1 C -1 -1 ] -1 PI = - Kql - K L!1 xA~)K (A~ x I) + (A~ x 1)K (I xA~) K q2 • 
This last expression gives PI (and hence PI) in terms of the inverse 
of K and the elements of QI and Q2 • 
8.3 Functiona1s for optimal linear control systems 
Consider again the linear control system 
x = A x + B u (1.1.7) 
Assuming B is independent of parameters, differentiation of (1.1.7) 
with respect to a. gives 
~ 
· z = A z + Aa x 
so that 
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(8.3.1) 
(8.3.2) 
Following the idea of the previous Section, add to the terms involving 
state and control variables in the performance index (1.1.8) a 
further one representing system sensitivity to small changes in ~, 
~ 
so the performance index to be minimised now becomes 
00 j (x'Q,x' + .z'Qlz + u'Ru) dt 
o 
(8.3.3) 
If the control u is now chosen so as to minimise (8.3.3) then the 
system (1.1.7) will also be optimal with respect to small variations in 
the parameter a., and "the control will move the process through less 
~ 
sensitive regions of state space" (56). The weighting matrix Q2.. can 
be adjusted to give a compromise between optimality of performance 
and insensitivity to parameter variations. 
The new optimisation problem is described by (8.3.2) and 
(8.3.3), and is of order 2n. Unlike the unforced system in 
Section (8.2), no progress has been made using the partitioned form 
If B is also dependent on a. the necessary modifications 
~ 
are obvious. It would be computationally attractive to try to 
solve (1.1.7) and (8.3.1) in sequence, rather than simultaneously. 
That is, find a ' least sensitive' response x*(t) satisfying (8.3.1) 
and minimising over x 
00 J (x'Qlx, + ·z 'Q2Z ) dt 
o 
and then find u(t) which minimises 
00 J (x* - x)2 + .u'Ru) dt 
o 
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Unfortunately this approach cannot suceed since both x(o) and 
z(o) (=0) are specified. 
The idea of this section is only a particular case of that 
proposed for nonlinear control systems (55,56,57), but attempts to 
derive analytical results in this area, even for the linear case, 
have not been very encouraging. 
CHAPTER NINE 
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122. 
9. CONCLUSIONS AND DISCUSSION 
A number of topics in the mathematics of modern control 
theory have been discussed. In this final Chapter some general 
comments are made and topics for further research are suggested. 
The connecting thread running through the whole work 
is the Lyapunov matrix equation and Chapter 2 was entirely devoted 
to methods of solution. It must be conceded, however, that whilst 
all of these methods are of theoretical interest even the brief 
numerical experience reported in Chapter 3 shows that only one or 
two will be of general practical use. Indeed, several problems of 
numerical analysis which arise from Chapter 3 and elsewhere might 
be mentioned at this point. 
When A has very small characteristic roots it has 
been stated that direct solution is generally difficult or even 
impossible because of the ill-conditioned forms of BandS • It 
n n 
should be worth investigating in this case whether P, the corres-
ponding solution of (1.1.5), is sensitive so far as positive-
definiteness is concerned. In other words would it be possible 
for A to be 'just' asymptotically stable with roots having very small 
real parts and yet have P indefinite or the Schwarz form unstable ? 
A starting point could perhaps be to look more closely into difficulties 
encountered with the companion form (see Chapter 3). In any case, 
because of these problems of accuracy it should usually be worthwhile 
solving the stability analysis problem for a general linear system 
(even when A does not have small roots) by using the Lyapunov approach 
rather than the Routh-Hurwitz conditions which depend upon the 
calculation of the coefficients in the characteristic equation. 
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However it should be noted 'that the effort needed to solve the matrix 
equation may be greater than that needed to calculate the character-
istic roots directly. Other possibilities for future numerical 
work could be (a) to program the method for constructing Macfar1ane's 
M matrix, described in (4.1) and use this to pursue Bass and Webber' s 
work (30) on optimal linear systems with higher order performance 
indices (4.2) to try and gain knowledge of the effect of' choice of 
performance criterion on systems behaviour; and (b) rather differently, 
to examine the applicability of the relationship (2.8.1) between 
convergent and stability matrices for problems of stability in numerical 
iterative schemes (77) •. 
Possible problem areas in linear algebra include 
(i) Further insight into relationships between A, P 
and Q in the Lyapunov matrix equation. The case when 
P and Q are diagonal was dealt with in (5.2) and some 
interesting results concerning Jacobi and quasi-Jacobi 
matrices were obtained. Any additional progress might 
lead to 
(ii) information about the characteristic roots of 
A from those of P. This could include sharper bounds on 
the roots of A (63) and more general results might be 
derived using the idea of inertia of a matrix (34). 
(iii) The properties of the mapping A*( ) + ( ) A 
(33) when applied repeatedly could also prove of some 
interest. See, for example, (12). 
(iv) Problems of continuous spectral distribution, in 
particular for Jacobi matrices (6, p. 157) may merit some 
attention. 
It would seem that the usefulness of the Lyapunov matrix 
equation in producing theorems in linear algebra has not yet 
been exhausted. Certainly the results on construction of stability 
matrices and parametric stability were obtained rather easily, 
although the work in (g.3) on damped second order linear systems 
demonstrated that the Lyapunovtechnique may sometimes be less 
powerful than direct classical methods. However, the real advantage 
of Lyapunov theory becomes apparent only when applied to non linear 
systems. This accounts for the remarkably simple way in which it 
was possible to generalise some of the results of Chapter 5 to nonlinear 
systems. The work in (6.2) on sensitivity of nonlinear systems would 
seems particularly suitable for further research from the points of 
view of application to engineering systems. A comparison with 
results of Brauer (83), who does not use Lyapunov theory, may also 
be interesting. The effort in finding a suitable Lyapunov function 
for a given nonlinear systems can often be considerable, and when 
this has been done the use of the function to generate a class of 
finite perturbations of the system which do not affect the stability 
behaviour (as described in (6.2) ) is an attractive proposition. 
This is, of course, true even for the linear case; the Routh-Hurwitz 
conditions merely test stability but the quadratic form Lyapunov 
function produces in addition the simple but potentially useful~ 
concept of parametric stability (5.3). The natural extensions to 
synthesis of linear or nonlinear stable systems should also be 
capable of development. 
There remains the work on sensitivity of optimal control 
systems. That dealing with the effect of small variations in para-
meters (7.1) is essentially an application of established methods 
and it seems doubtful whether any real further progress could be made. 
However the work on insensitivity to persistent parameter changes is 
125: 
rather different from most other approaches to the sensitivity 
problem in optimal control, and should prove useful when its 
implications for real systems are examined. This certainly applies 
to the linear case, but application to non1inear problems may 
prove difficult because of the restrictions put on f and L in (7.4). 
However it is interesting that the adjoint function ~ , 
of no intrinsic use in the original optimisation problem, can be 
used to provide sensitivity information, so that again the effort 
put into solving the original problem is made more worthwhile. 
The basic idea of the insensitivity approach, namely to 
find what variations in a system will leave some chosen property 
of the solution unaltered, is essentially that of a suitably posed 
inverse problem and as ,such is a standard mathematical strategy. 
The paper by Ka1man (78) falls into this category; he finds all 
matrices Q in (1.1.7) for which a given (fixed) linear control law 
is optimal for a given (fixed) linear system with scalar control 
variable. However, apart from the Russian work on the' principle of 
invariance ' (see for example (44a) or (54) ) the concept does not 
"* 
seem to have been applied to control systems. As has been illustrated 
by the two cases where the technique was used in this thesis (finding 
systems with the same Lyapunov function; and systems with the same 
optimal control) results derived can be mathematically interesting 
and potentially of practical value, in both a qualitative and quantitative 
sense. It ~ay be of some interest to point out that the insensitivity 
principle has also been used in the theory of linear programming. 
First, rather indirectly by Gass (79, p.123) who shows how the solution 
varies when the coefficients in the objective function depend linearly 
upon a single parameter; and also by the present author (80) who finds 
what changes may occur in the matrix of coefficients without changing 
the optimal basis. Again, in both cases little extra computation 
is needed once the original problem has been solved. 
4/- See... t:\.C.so (8& 
126. 
Some development of Chapter 8 may be possible. For 
example, in the non1inear case the equations corresponding to 
(8.1.2) and (8.1.4) become 
x = f(x,8) 
o 
Z = (a'f/ax)z' + af/ae 
where z = ax/ae (af/dx) .. :: af. lax. , and e is a single parameter. 
1.J 1. J 
It would then be useful if the stability properties of this linked 
system could be determined - see (84, p. 122). However, experience' 
with the linear system in (8.2) suggests that the Lyapunov approach may 
not be very successful. 
A general aspect of the sensitivity problem in optimal control 
which would undoubtedly be valuable to the design engineer is that of 
determining how the optimal control and system behaviour vary with 
changes in the parameters (72) and functions in'the performance index. 
This field is at present still largely unsolved • 
• 
APPENDICES 
Appendix 1: Some definitions and theorems in Lyapunov 
stability theory (2, 19) 
Sign definiteness 
A function V(x) is called positive (negative)definite if 
V(o) = 0 and if in some neighbourhood ~ :1 x I ~ h of the origin 
V(x.) >0 (<: 0) 
lfor ~ p O. If V(x) ~ 0 ( ~ 0) the function is called positive 
(negative) semidefinite. (The case when V vanishes identically 
is included). 
A function V(x,t) defined in a domain ~ t :1 x I ~ h, 
, 0 
t >,. t is callE!d positive(negative)definite if V(o, t) = 0 and if 
o 
in a domain ~l (hl ~h) a positive-definite function W(x) exists 
such that 
V(x, t) ~ W(x) (~ .:. W(x) ) 
V(x,t) is positive(negative) semidefinite if V(o,t) = 0 
(t ~ t ) and if, with suitable hl ~ h, V(x,t) ~ 0 (~ 0) in 
o 
Decrescence 
A function V(x,t) is called decrescent if the relation 
lim V(x,t) = 0 
Ixl40 
holds uniformly in t. 
Stability 
The critical point at the origin of equation (1.1.1) is 
stable if for each E > 0 there exists a O(E) > 0 such that if 
then 
Ix (t, xo ' 
Ix I < 0 
o 
t )1 < E 
o 
, for all t ~ t 
o 
, 
where x(t,x , t ) is the solution of (1.1.1) which passes through 
o 0 
the point x at time t • 
o 0 
The critical point ~ = 0 is asymptotically stable if it is 
stable and if in addition x(t, x , t ) + 0 as t +,00. If this 
o 0 
last relation holds for all initial points x the equilibrium is 
o 
said to be asymptotically stable in the large. 
A system is called unstable if it is not stable. 
Lyapunov functions 
A function V(x,t) , defined in ~ t ,which is positive-
, 0 . 
definite and whose total derivatives V with respect to eqn. (1.1.1) 
is negative-semidefinite is a Lyapunov function for (1.1.1) in 
~,t • 
o 
The main theorems 
1. Stability 
The origin of (1.1.1) is stable if there exists a Lyapunov 
function V(x,t) in ~ t • 
, 0 
2. Asymptotic Stability 
The origin of (1.1.1) is asymptotically stable if there 
exists a positive-definite descrescent function V(x,t) having 
negative-definite derivative. 
3. Instability 
The origin of (1.1.1) is unstable if there exists a decrescent 
function V(x,t) which has a domain V < 0, and whose total 
derivative is negative-definite. 
4. Autonomous systems 
The critical point at the origin of (1.1.3) is (a) stable 
if there exists a positive-definite V(x) with V negative-semi 
definite 
(b) asymptotically stable if V is negative-definite. 
5. Barbashin I s Theorem 
. . 
In Theorem 4, if V ~ 0 for all x, but V does not 
vanish identically for any trajectory qf (1.1.3) (with x # 0) 
o 
then the origin is asymptotically stable. 
Linear Systems 
The origin for (1.1.4) is asymptotically stable if and only 
if given any symmetric positive-definite matrix Q, there exists 
a symmetric positive-definite matrix p which is the unique solution 
of 
A'p + P A = - Q (1.1.5) 
. 
V =·X11p X is then a Lyapunov function for (1.1.4) with V = - X'QX. 
Remarks. 
If Q in (1.1.5) is taken only positive-semidefinite, then: 
(a) If P is positive-definite the origin is certainly stable 
(Theorem 4, above). 
(b) However, if P is positive-definite the system may be 
asymptotically stable 
o 3/2 2 
P = is positive-definite 
-2 2 3 
is positive-semidefinite 
This example illustrates a Theorem of Lehnigk (81, p. 51): 
... . If the equ~l~br~um of x. = A x with A # k I (k a scalar) 
is asymptotically stable and if R is a singular matrix such that 
At . -l . J. h· . . Re x r ° for every x T 0, then t ere eX1sts a pos1t1ve-
o 0 
definite solution of A'P + P A = - R'R. 
In the example , R =r: 2:Z] 
(c) But P positive-definite is not a sufficient condition for 
asymptotic stability 
e. g. A = fo 1] has characteristic roots 0, -1 lo -1 
P = • positive-definite 
[
11 21J ';s 
[0° : °2] q = is positive-semidefinite. 
(d) A can be a stability matrix but the solution of (1.1.5) for 
P may also be positive-semidefinite (8). 
e. g. 
A = G ~J has characteristic roots -1, -2 
P = r 1 -1] 
t1 1 
is positive-semidefinite 
q = r 2 -21 
l-2 2J 
is positive-semidefinite. 
In this case V = x'p x is not a Lyapunov function for (1.1.4). 
(e) If A is in Schwarz form then it follows that the explicit 
solution of (1.1.5) given in (1.2) with q = diag(O, 0, •• , 0, 2a2) 
n 
satisfies the requirement of Theorem 5 (above) so that P positive-
definite ensures asymptotic stability (19). 
Clearly the connnent of Schultz (:(5), p.13), that "dV /dt need only 
be seiDidefinite", is incorrect. 
---------------------------------- -
When Q is positive-semidefinite, positive-definiteness of P 
is neither a necessary nor sufficient condition for asymptotic 
stability, and it would seem from the above examples that particular 
cases must be considered individually. 
Appendix 2: Solution of the Lyapunov matrix equation when A is 
in companion form. 
This appendix gives the algebraic detail omitted in (2.5). 
Rules for constructing YI 
(i) Yl is lower triangular with principal diagonal zero. All elements 
are either unity or zero. 
(ii) The last column is identically zero. 
(iii) The last but one column has unity in the last row and 
zeros ~verywhere else. 
(iv) The first column has unity in the second row, zeros every-
where else. 
(v) Beginning with the second column of YI, the diagonal 
below the principal diagonal has unity in the first 
position, zero in the next, then two consecutive unit 
elements, zero, three consecutive unit elements, zero, 
etc. The unit elements thus occur in positions (3,2); 
(5,4), (6, 5) ; (8,7) , (9, 8), (10, 9); (12, 11), •• 
ofYl· i, j both increase by two in passing from one 
group to the next. 
(vi) The diagonal below this has unity in the first two places 
(again beginning with the second column of Yl) (4, 2) , 
(5, 3); i then increases by 2, j by 1 to the next block, 
now of 3 unit elements, in positions (7, 4), (8, 5), (9, 6); 
again, i increases by 2, j by 1 to give the next block of 
four unit elements at (11, 7), (12, 8), (13, 9), (14, 10). 
Etc. 
(vii) All other elements of Yl are zero. 
These rules are su~ficient to enab1eYl to be constructed 
very easily. For example, when n = 7 
n. ?: 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1 0 0 
2 1 0 0 
3 0 1 0 
4 1 0 0 
5 1 1 0 
6 0 1 0 
7 1 0 0 0 
8 1 0 1 0 
9 1 0 1 0 
10 0 0 1 0 
11 1 0 0 0 0 
12 1 0 0 1 0 
13 1 0 0 1 0 
14 1 0 0 1 0 
15 1 0 
Rules for constructing Y2 
(i) cl does not appear in Y2 
c • 
n 
elements are either zero or 
(ii) The positive elements in Y2 occur in groups of 1, 2, 
3, •• , n-2. The first group is just c in the first 
n 
row of the second column; the second is c ,c l' in rows 
n n-
2 and 3 of column 3; the third c ,c l' c 2 in rows n n- n-
4, 5, 6, of column s, 5, 6 of. column 4 etc. 
(iii) The negative terms in Y2 also occur in groups of 1, 2, 
•• , n-2, but in this case along the first, second, fourth, 
seventh, •• , 1 + ~(n-2)(n~3), diagonals of Y2(numbering 
Yz, = 
the.P!incipal diagonal as 1, the one below as 2, etc). 
The first group is - cn- l ; the second - cn- 2 ' - cn- 2' the 
third - cn- 3 ' - cn- 3 ' - cn- 3 ; etc. 
Thus Y2 can also be constructed in a straightforward manner. 
Again using the case n = 7 as an example 
1 2 3 4 5 6 
1 
2 
3 -cs 
4 
5 
6 
7 
15 
The rules for obtaining Yl and Y2 are derived from the formulae 
(2.4.8) and these can, of course, be used directly. 
Inversion of Ys 
-1 
Ys = Yl - Y2 Y4 Y3 
from (2.5.9) , and 
-1 ( 03 -1 ] (2.5.11) Y2 Y4 Y~ = Y2 (Y4 )* 
Thus the first !(n-2)(n-3) columns of Ys are the same as the 
first !(n-2)(n-3) columns of Yl. The remaining n-2 columns of 
-1 Ys depend on Y2 and (YIf)* and will be relatively dense; no 
special information can be inferred from these. 
of 
Consider th~ only the first !(n-2)(n-3) columns~ys. 
First notice (from the rules for constructing Yl given above) 
• that n-3 of these columns contain just one unit element and all 
other elements zero. These columns are numb em 1, 3, 6, 10, .. , 
!(n-2)(n-3) , and the unit elements are in rows 2, 5, 9, . . , 
!n(n-3) respectively. -1 By considering the product Ys Ys it is 
easy to see that to each such column inys corresponds a similar 
-1 
column in Ys • Thus the (n"':3) columns numbers 2, 5, 9, • . , 
-1 !n(n"':3) of Ys have just one unit element in each, in rows 1, 3, 6, • 
!(n"':2)(n-3) respectively, all other elements in these columns being 
zero. 
The remaining ! (n-2) (n-3) - (n-3). = ! (n-3) (n"':4) columns 
of Ys under consideration each contain just two unit elements, all 
others being zero. For example, when n = 7, column 3 of Yl . has 
unity in the fifth row, column 4 has unity in the fifth and seventh 
rows. By again considering YSlyS it follows that the seventh 
column of -1 Ys must have -1 in the third row and + 1 in the fourth 
row, with zeros elsewhere. A similar situation occurs by cunsidering 
the 6th and 8th columns of Ys, leading to the 12th column of YSl 
having -1 in row 6, + 1 in row 8, zero elsewhere. Generally there 
-1 
will be n-5 such columns of Ys ,one corresponding to each of 
the columns of Ys having a single unit element (except the first 
and the last of such columns). The columns of YSl will be numbers 
7, 12, 18, • • .corresponding to rows 3, 4; 6, 8 ; 10, 13; • • 
. -1 . . 
Thus n-3 + n-5 = 2n-8 columns of y~ can be wr1tten down 
. , 
~(n-l)(n-2) - (2n - 8) remain to be discussed. Of the ~(n-3)(n~4) 
columns [out of the first Hn"':2) (n-3) ] columns of Ys which 
have just 2 unit elements, n-5 have been taken into account by 
the preceeding discussion (giving columns of y~~ith 2 unit elements) 
so ! (n~3) (n-4) - (n-5) = ~ (n 2 -, 9n + 22) remain. Each of these 
remaining columns leads to two columns of paired elements in y~l 
For example, using again the case ,n=7, column 2 has unity in rows 
3 and 4, and consideration of y~l Ys shows that if the third column 
ofy~l is written (z+" Z2' •• , zlS)' then the fourth column is 
Thus the total number of unknown 
elements in these two columns is only 15. This can be done for 
each relevant column ofyS , but where a unit occurs in the same 
row for two columns (e.g. row 8 for columns 5 and 7 when ,n=7) , 
these two columns of Ys lead to only three columns of related elements 
in y~l(columns 6, 8,11in this example). Generally there are two 
unit elements in the same row of Ys 
+ 2 + 1 = '~(n-6)(n-5) times. 
Thus the number of columns with related or 'paired' elements in 
-1 d Ob d ° Ys ,as escr1 e above, 1S 
[Hn2 - 9n + 22) - ~ (n-6) (n-5) ] 2· + ~ (n"':6) (n~5) 
= ! (n2 - 7n + 14) 
Hence only! (n2 - 9n + 22) - ~ (n2 ..:. 7n + 14) = 2 columns ofy~l 
are unrelated to any others. These are in fact the first and last 
columns. 
The number of paired columns containing unknown elements 
(the other paired or related columns being obtainable from these) is 
Hn2 - 9n + 22) - Hn-6)(n-5) = n. - 4 
Therefore only (n"':4) + 2 = n-2 independent columns are to be 
determined. 
Finally, the case n=7 is written down, the unknown elements of YSl 
being denoted by x .•• 
~J 
The first 10 columns ofyS are the same 
-1 
as those ofYl , and only 5 columns ofys are unknown and 
independent. 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1 xli 1 x13 -x13 0 x16 0 -x16 0 xl 10 x16 0 -xl ,10 0 xl 15 , 
2 x2I 0 X23 1-X23 0 x26 0 -x26 0 x2 10 x26 0 -x2l0 x21S , 
3 X3l 0 X33 -X33 1 x36 -1 -x36 0 x36 0 ~.-
4 X4l 0 X43 -X43 0 x46 1 -X46 0 X46 0 
5 xSl 0 XS3 -XS3 0 XS6 0 1-XS6 0 XS6-1 0 
6 x6l 0 X63 -X63 0 X66 0 -x66 1 x66 -1 
7 X71 0 X73 -X73 0 X76 0 -X76 0 X76+1 0 -X7l0 0 
8 x8l 0 X83 -X83 0 X86 0 -X86 0 x86 +1 -x810 0 , 
9 X9l 0 X93 -X93 0 X96 0 -X96 0 X96 0 1-X9l0 0 , 
-1 10 xlO I 0 xlO 3 -xlO 3 0 xIO 6 0 -xIO 6 0 0 1 
Ys = 
, 
11 xll 1 0 xli 3 -xli 3 0 xll 6 0 -xlI 6 0 0 0 , , , , 
12 x12 1 ,0 x12 3 -x12 3 0 xI2 6 0 -x12 6 0 
13 x13' 1 0 x13 3 -x13 3 0 x13 6 0 -x13 6 0 
, 
14 X14 1 0 x14 3 -x14 3 0 X14 6 0 -x14 6 0 -x14 10 , 
15 xlS 1 0 xlS 3 -xlS 3 0 xlS 6 0 -xIS 6 0 xlS 10 xIS 6 0 -xlS 10 0 xlS 15 
, , , , , , , , 
The total number of unknown elements in -1 is 5 x 15 75 (columns 1, 3, 6, 10, 15) Ys = 
Appendix 3: Test for positive-definiteness 
It is well known result (e.g. (69) ) that a symmetric matrix P 
is positive-definite if and only if it can be expressed in the form 
R RI 
where R is a real lower triangular matrix with all diagonal elements 
positive. If R = (r •. ), P = (p .. ) it is easily found that 
. ~J . ~J 
rll = 1Pi1' 
r .. = I p .. - r~ -a. :L i = 2,3, ••• ,no 
~~ . ~~ ~I ri'2. r i i-I , 
j-l 
r k · = Pkj L r ki r .. J = 1,2,3, •• , n J . J~ 
i=l k j+l,j+2, ••• ,n = 
r .. 
JJ 
(rk · = J . 0, j > k) 
which are simple formulae for finding the elements of R, column by 
column. A computer program in FORTRAN IV is given overleaf (P is 
replaced by A, R by B). 
7 
R~AP : N - ot'rJ.er ef t'l'\Gltt'ix 
J, 
~eAP: A(::r -) :J'J ) I.~:r .. 'J".1 Jo\. 
- ""a.tyj le to be. ~,,~,J... 
J 
/=0 ifl M BCI/I) = JA(~ I) 
J. 
fO)tM 8CK) ,) = A (1<) I) IBC~ I) 
t<:'2.13 .... ~N 
w-
C .':ta.2., J 
-' ,. 
.r 
::-/ 
FoltM SI = z.. 8 (X.1.T) '"-
J".: I 
.J.. )( = AC:tJI) - 'S \ 
J.. 
( X.>,.O~, NO IPFLINT: ,l , 
,oA IS ,tlPEt=,,., IT~' 
.y YE~ 
BCr,:r) =- rx ~ ..... , (k = :X-H) 
, 
:r-l 
, X:: 2.. BCK"T-0x g,r/IJJ) 
:LW: / .. 
J-. 
," 13lk'..lX) = ACK)I) - X 
SCX)J:) 
-l-
I kaktl I NO ( K;;'N ~ J \. 
. 
,J, YES ~D . . . ',_. ': .. 
'+I 1= :t+(j f T~N ~J I.. 
J,'(e S . 
PRINT IiEAI>IN6- ANO B fvf 11 rlll~ 
ED 
" ... " .. : 
'., ' 
~ :.'; -.,. 
c 
MASTER GENF-
P OS I T I \J E -DE FIN I TE NE SS_ TE ST ___ --- --- -- ---------- ------------- --
D I MI:NS I ON A (9,9) , B C 9,9) _: ~~::::.~~:~:~~_::.~-~cc_::~_~~:;:=:-
READC1,110)N 
1 1 0 FOR 1-1I1T C I 1 ) 
DO 100 I=l,1.,J 
100 READ(1,111)CA(I,J),J=hN,-L 
111 FORMAT(7Flt.7) 
IF ( A ( 1 , 1 ) ) 13, t :3 , 114 -
114 9(1,1 )=SQRT.(ACld»' 
DO 200 K=2,~: 
200 8 ( K ,1 1 = A ( K dl I B (1 ,-1 
DO 10 I=2,N_. 
81=0. 
DO 11 J=ld-l 
11 61~Bl+B(I,J)**2-
X = A ( I , I ) - B 1 ----
,: IF (Y) t 3,13, t 4 _ 
148(J,Il=SQRT(X) 
_ DO is K=:;I+l,N 
X=O. 
DO 17 IN=ltI-t 
17 1(=X+8(K,INh9CI,IN) 
15 BCK,I)=(ACK,I) .. X)/8(Idl-
10 CONTINUE 
WRIiEC2,30) 
.. _- - - -~----- -=.:~ ... -:.- -:------
- - ------ ._- - --_. ---
30 Fa R M P. T ( 30)( , ~ 1 ~T RI A NGULA RTE ST FOR pas I T I VE .. OEF I N I TENES S-\C-'~'-":c.---·-,---
DO 20 I=l,N 
20 WRITE(2,21)(BCI,J), .. I=ldf 
21 FORMATC/B(2X,P-l1.6»_-
GO TO 23 - _. - ---
1 3 W R I T E ( 2 , ? 2 ) --
2~ FORMATCt5HA IS~INOEPINITE) 
23 STOP 
END 
END OF SEGMENT, - LENr.TH -292 'cNAME.--GENF'-77CC-~--'-- - ------
- - . -_. - ._ .... -- - - --- - - ... - -.--'-'- _ .. 
..• '.r' .. - .... ..,.\~~.::~~.~.'/".~.'!""~' '.""'" ~"~". ':- ." .... '" ,". '.···> .. rjOi~ """~ .... ,.' ••.. ~ . ,.,~. ·.~.t'''''~ ~ ,. " 
· Appendix 4: Test matrix (65) 
Row by row: 
- 0.021516, 0.021516, 0, 0, - 0.001138, 0.662, 0, 0. 
0.132, - 0.1469, 0, 0, 0, 0, 0, 0. 
0, 0, - 0.4241, 0, 0, 0, 0, 0.5561. 
0, 0, - 0.516, 0, 0, 0, 0, 0. 
0, 0, 2.7073, 0, - 0.4995, 0, 0, 0. 
0, 0, 0.5166, 0, 0, - 1.834, 0.1207, 0. 
0, 0, 0.516, 0, 0, - 1.332, 0, 0. 
0, 0, - 0.2346, 0. 0909, 0, 0, 0, - 0.4546. 
Characteristic roots: 
- 0. 001926, - 0. 09224, - 0. 1090, - 0. 1665, 
- 0.38499 + 0.3021 j, - 0.4995, - 1.7417. 
Appendix 5: Programs and flow diagrams 
1. Direct solution of matrix equation 
2. Solution of matrix equation using S 
3. Infinite series solution of matrix equation 
4. Similarity transformation into companion and 
Schwarz forms. 
.. 
READ: 
k - Otd.~1' of NCl'farl&A~e S Wl4tY~X 
N - oder 
°t od:J .... al l't\C4hi-" 
I~ i 
ReA.!>: A ("Ai) i.Jj = 1.1 ••• .) I<. 
M" .. tao('("",e s 'WIa ry.x.... pteJ"IeJ.. 
by sef"'f'"fe pro,:rralh. 
, 
F 1Nl> ihlr'e.~,e. ' o.\- A 
:: h1C(ty·,x B 
t 
Set Q a) . fY~wt. v"'i~ Wtd~;x 
~~ 
CAI.CUI.A1'€ P(i.) := Bx Q 
I 
Fo.,."" so{~hot\ >( CjJj) 
~Jj:I",.· ... N 
fYO~ PC;) ." 
. 
! .. 
P{il'\t- HeQ,d.i~ ~kJ m4C;"lX -X 
.. ~ < 
c 
c 
C 
- - -- -_~-:::-:::--':"::==--=--:':""--::::--==--_-:'::7-=:-:--~-=":' 7-:-..:.----==---==.:::~:::::::::::..-=-- = 
MASTER ATR L______ __ ____ ______ __ 
P = I N V • B X Q ~ - ~_ -~=,~,c~:-c~'_''':~f~~E'''C:_,~~~,~~?~~::=,-:-~:=-Z_c=:-_=~~~-~~~-~ _ -
------- ~ .. ---: 
~ 
. +._._---------,----_._._--_._-
._---- -----_ .. -----
_ 0 I MENS I ON __ A (6, 61,B( 6, 6J,P-l4S't,Q (45-)---_-______ _ 
REA 0 ( 1., 1 0 ) K '; N_Lg=-,C::c~S:-~~~,~:,,-:~~=-"'-==:'==:c:-~='::?~~~~:''::i::: - - -=-=:c-====--=:===---'c-::-=--=--==----
10_ FOR M A T ( 2 I 2 >. _ __ _ 
DO 20 I = 1 , K L __ _ :::::=~c::::-,'-=-~':-"=:~=~--=~-=-====:cC=-7~--o"---,---== -------------- ---_. 
20 READ Lt ,1 t HAt I ,JJ-,_J~J,,-~)__ _ _ ____ _ _ __ 
--11 _ FORMAT ( 6 F 1 t ~. 4 )=~}"'-~~~'S~'£=~~~~~~~-;'~'-' 
FIND_INVERSE"OF,..,BccMAJRtx _ --- _ 
_ CALL A I N V ( A, B, 65~:::~~'~::='~=::=======:=:===~~==-7-- :=:=::;--- ----+------
===== 
M= t__ ___________ ___ __ _ _ _ _ 
DO 412::-1 = 1 ,i<j~:[,~s=='¥jg=-=~==-=:S-:,:::-~~~~~::~~~:-:::~;.=~~~,,---
DO _ 412 J= 1,1 ________ ========== 
eRE ATE ~Q = U N:uFMA-r R IX=:'o=~'::-~~~~~~~==,~'-~ - _--=::::-cC=====--:=~=:=:-=,' 
- -~ ~ M :~~ EQ~cJI~C;(M-_r=~;;'fT'.Ot=-'c~~~~~~~~~~",=::--,::-,--,: __ ;,,-~~~:;-~g~ 
412 
413 
M=M+i_,, _____ --c __ -=,,_ ___ _ __ =______ __ 
DO -414 c- I = 1_ ;-KE~-i:~:c:,-::,c:"--:::=TSSl~''C'-~~~~==~~-=~::=-~~~:::::' 
__ P (J ) = 0 • - ----'-c-=_-=,-_ _ __ _ 
DO 415-J= 1 , K!: __ ~: _______ ~==_.:..:...:.:_'--=_===:?_--=:..-_--"=~~=:.:_==:=-...:. ___ _ 
__ __ __ C ALe U L AT E -- P: -,.-_---,c-=-cc=--c"_ ==_=====c= 
415 P ( I ) =P( IJ +B(I,\J)*Q(J)~~~:C;'=~~-'~:=-:===~c.~c;--c~c=,-E=~-~:_-~:;::~;.~~~::::c='O~-==c, _ 
414 CONT I NUE:.._=c-,~=~: 
J=l -- - ------~---------------~- _ .. _--------_. __ .-_. ~ __ -_:- __ :-:.. =..:: -:....-=-::::..=.:-=-=--::~:-~:==.==.7=_=::.=.::=_-=--=-=..:.-~..:.......:-_ 
__ I =_1_ -c----------c- ___ ____ _ 
417 DO 416: I K= t ',-J ____ ~~=-=-<~'_"_~~:~~:=-=:=:-~~=~:,',,==='::cc=-~~="--=='====:.c __ .. --_._._---------
_B U K, J )=~(IJ 
. -. 4 1 6 -I = I + 1~:ft:::L:~,:;>'=:-'[f,~;~=-::;:L''':~-'=''='-~--=':'o:====--=:=-"~~~~,,.c"-:.c,=::-.::. =-_____ :': --=-==-=-==-===-=--== ~ 
-- -t~1j:N)4-t 7; 417,'4' 1 8~::,::;~=;~~~~5-~~~~= 
------------
418 
346 
344 __ 
1=2_ -'. ______________________ --'-__ '-___ _ _________ _ 
DO 344-_ J= 1 ; I "1 _=~ ~c = __ ';;-==C'- _?=-c::- =:~- :::-:-=- --=:::-==:== ---:. = __ ~ _ '-'-"=..:::;---- :::~==-=-=.:.-
B U, J )=8 tJ dJ 
I = I + t ~:~: - ------~-------.---- --------.- -- ------.-.. 
IF(N-I )345,346,346__ ___ _ 
- ._----------_._._---_. _ ..
345 WR I T E ( 2 , tl1-9·)C,,=:-.c'';.:::~~-~-~;5-l~==:ttJt~=~~-=:~'.:=Ef.~;~:=:0-=~~ 
4 t 9 FORMAT t/.I./.40X,31J:1S0L.Qll0J.l=OE_ T!lE=t.1ATRJLEQUATJOI'V ._. _. __ 
DO 420. I = 1,:~~:'~'~:tt~c:.LC;l='~~Ff~~'§.R~::===-;:"':'::';:'===-=-~L~<~, _____ -,::,:,--=-:=;?=---==-== .. '=:-=:-==::~ 
4 21 ~ ~ ~ ~ ~ i ~ ;: ~ ~ :~~ ~-~}~~~;c:.~~4dl~g~~~~=~~:1~=i~='-~~_L:j~~~~~~C~ 
-4 20~ ~_~ ~ ~:If~,~~71'c~f~~~~~;i~~~~f;:,~~~~~~~~~~~~~~~,:c_ . :~~~lEg+J 
ENO=-___ ~==C7=-=:..,C-__ _ _ 
.. -".-~.-.--~--.---- -" -.- - ----- -- ------~-~~-+------
.-------~---------~.---- -+ 
----.-----+- -'- -+-------
END_OF 
-- --- - _. _. 
--- . -- -:::--:~-~ ':=':'.:-:::-:-~..:~=:::=~- --==-=-=-=-::::-::-=--===-:-:-::::---=-::::::::::::..:::..:-..::::.::---=--_..::-=.::::.-_-::.-::.::-:..: _._-
_ .... _- --~--------- -":"==-=::. -.- .----==-------:-:: :-:-.:-:---;-------:- --
.... __ . ----.-------- ------------
--- --.---.-+---------.---.------
._------- ------------------~---- -- -
~=::..-. _. -::;:~ ~....:.:-~~:..~~:~~--=:~--=-=~~-:=:.=--==.:--~=-:::-:...=:--=:==~=...:=-==:--=:~--..:=-=-~=-----:.---== :::':=--~::.:-
---:::----.-"::--::-.:.-:=?~ .. ~=::-:~-;.=:::-.:.:-.~=:~-:::~~~~==--===-=-~-- --.. --
-- -_. --_ .. _ .. _--- _._----------- -.-._----_.- _. __ ... _. _.-
• ______ 0. _____ -----_._----
-_ .. _-- .-- _.-- ----- ----+ .---- -._._----_._------- ++-----------_.-
-·~;r,· .> ,.~. ~. f ,. '":~''' ·::t.·t,t:'t~ .. -"'·<" .. - - >,. 
. ~, '. 
r: 
• 
- - - _________ • ___ "' __ • _._. __ ._ ._0 
... _-----_.- '-- --------
-_._--_ .. _._---_._-_. __ ._---
-- ----.----------~ 
w ~~ _______ __ 
CJ 
-.----------:~=~-=--------~:~-==-=-::====::?~-=-:.=====-=-=::--__ ::_:~;:-=--7=-=::.~:=_=~-?~-----. 
-~~:=-~:=.:-:--= .:;:._-_::=:=---:::-:-===---=:::::-. --.=--------::::- - - -- -~-==-:::~~.=~-==--===.~--====-=--------
--:-------:------ -----:::---=-::--:::-::-:------;:" .::::.;:: --- -------
SU B R 0 UTI NE A I N V (A ,9 , N>:=-=-c::,-:--:-,-.~~=~~:-'::--.=:-=~-.:",,=-:-::.7"O.--.. :.=---:C- =-cc.,-.. :.-:c..-c-=::--, 
o I MENS I ON A ( 5,6 ),9<'6,6 t,A1136) I B G36f,x (36)~RLU(36J-~Y ( 5 ) I RES(" ):;:;~! 
tU L T S ( 6 ) , I V 0 T S ( 6L==-=--c-: .. _ =70:C:==-==.-"-------~-'- --""C-'-~"'=::-_ ..-_____ -. 
00 1 ,J = t , N. __ ----=-==-~::.~ ~~~~i.;~~~~~:-~:}~~:::~~~~~~¥~:;.;==- '-'~-:::"-=-:"-=-=-~ ___ 7_~ __ ;~~.~~~-~~~. __ 
DO 1 I::: 1 , N 
p=o. 
A 1 ( I +N * ( J-l ).l=A .. (Jc':J..).==:.=.--::===~===:-_:-.:-:-:--:=-===c=:-=:-.--.-
IF ( I . E Q • J )P=1 ; O::_::_:~:6~B"7=:~:c;==:~:{~t:::(~l=::::::C~{L~c..,~~:.=~~¥I~2:c: ~: ___ ._ ... 
B 1 ( 1+ N * ( J ... 1) )=P--==':c-.:-:o-::~-=-=-=--==_-. ----... -:--:-:;"'-- " .... --=-::-.~----"--. :c_-.:==-:-::~:-' 
C Al.L F 2L YNS YT( A L, N, B t,N iX, eET , MEX , CNR, RLU,.y, RES IULTS, I VOTS ),;:::;,~~-,,-~,,; 
DO 2 J=l,N 
DO 2 1=1, N ___ . ________ '-:~:--=~~='~j_::.:_.:_=.:.::~=_::~:.=:: ... ____ :__:::c.. __ ::::'___ ...... -_~ _____ _ 
2 8 ( I , J ) = X (t ~. N *JJ.",,: tJJ_:::c:-=--===:.==-=-====.==::c:::·::,-'_=-=-:::-:::=::-:==,-==--=., .. 
RETURN . __ ::=~:E::-::::~:~.:.: _c--:'-:i~;-f~':~=::'::-~~.:=;;i~:=C;.:~:='::::~~:".c.:::~':~~:;:_==::c:~: __ "-:=:.c:,-' 
END 
--------. ------------ ----~------_----=---__:::--:-::::-7 -~=_::::____-_::_::_-_::_::::_-___=:::7 :::-:-_7-::----
EN£) OF SEGMENT, __ LENGT~s~Ll il~~NAME[=TA I NV=-::.:=·~lt'~'::=~c¥l~~~~~-"~Hl'T:t~:=: __ J[_:> --:"'::::-.=.--:::";:-==--':~ .:::'::: 
------------:-=:-:::-::::-::---=~;-.'::.----::-::-. 
--~ =~:~-=-=-=-~:~-=-=:.::: ~~~~~~~~.:--:~=-:.-:.--=-=-~~~~~-=~~--=~~::~-=-=:=-~~~~: 
--- ---_._._---
.. -- - --- -- - - .-...:::~.: .=-~~::==-~..::..:~~. :::-:::~:.:::.:-,:..~~=-:-=:::~:....:..:..-::::::: --~:--::=::===--=...::..:...:.::-..:~-=:.=::::..:..::::::::.==:: ':"-:: .. 
- - --_._----
.... - -- - --- ... _-----------_.-.-- ---- -- ---- ._- - . -- ---------
---~- =:---~~~-~~=~~~~~:i~;i::_-~-:~~--=-~·:===---=--::--==-~?;~:=_~ ~~=_~~_==~~~~~~~~_~~_ 
- -- - ---_ .. - --------
_.- - -- =--_.---_._----.:_. -- .:-=.:::.: .. -=--::.-:::.--::-::: .. -:.. ... :~--:~=====--.-~=--=--::-:---...-.::.--":-=-:.:.-~-= ---
:.:..:.:-:-::-:~ .. =-.::~~;~--=..::==~-::::-=::=.=;:.:.:::~~----::.-=:.=.:=-:~--=:::::=:-~~===-=-----=--
----.-~-- -
.. - --_. --_._---- -.---.-.------ -----~------ --- _._-------
. .. --------. 
- --~--.-.--- ._--.. - -
- _.- .,- . 
..-C:_--=_= __ "'._:C: __"' ..~':=-:==-===:::-,=-,-=: .. ' :." __ .... 0.: ... "._. 
-- --= . .:~.:=~-.::::=.:.::- -..:=:-::.-:..:::..~-::::~,~;:.:-===~:---.:-~--:~.::-=.::.~~=:---==--==-:=- .:::=-~.::--.:::-::.:::~==-=-=-====-=--
.--.--:---:~.:.:=:~~=::--:===--=-:-=-=----=-=--~=-====~-:=-:::::=~====--=~~= --=-:::-=:..~ -
__ .- ==-_·==-=.:-=.::.---=-=::.~.:==_:-=_=--=:~~~~~;·.:~=::::---=-=-=~-=~~:;~i~~~--==--~-=::::=::::.::-.~~-=--=----=-:::.~-= .~-
f~··"·.-"".-l. 
~ !,; I • 
----'-::~~. 
::::..: .. ::.:-::::------=:-::::::.::::..:.:.:=: 
--.---------
---------_. 
---.------- -, 
- --:.==---:.....----=-=.::=.-=-..=-. 
.-.::::-.--===:::-:::::.:::::::-=:::: 
.--:--~---.--==---::::::::-::.:... 
.. :':' .,. .,. -:" ~ ::" '"'" . 
.-
. REA!): 
K - o.-J..e-.r et f.1IH.fat1a. .. e's. ........ h··." A),. 
N - o~.(e ... o} o"'j,,, ... l .... "t,...>< A, 
A, (l"J) I ',d:: I)'· ,,"N 
FOIlM 
R HS = (A.'-A.)/2 
ReAD: A~'i.)j) 
" 
i"j = ')"1 K 
I FIND Inll'ill"'Se. i}A,· ~ 1 
tor:M c ~tv.., n voOd·o.- R1i fo{M RHS 
1 I FtWP <D("~' v,;.~ s= BxRH 
I Fo~,.." tn(tfrix s: fl"O- s 
V' 
l' ~----------------.--------------~---~ 
x = (S - I/::.) )( Aj) 
, . 
H ea.A;~ ~".,( ",,,,.tl"'X X 
I. 8 
. I 
'. ; 
c 
c 
.. c 
c 
.~ I:.i ... --' ----.-........ - l\ .. ' '. 
-U --, .. -----.-.. -~ .. ~
'~7~==~~==:~~~·~·O·=,=~-~~~~: 
---.:.---.-----:=~~~~~-:-~..::-:::::-:~~~=?~~~.~----------. -
.... __ ~_-= __ -:::;:_.:- ~:.._ :.,":-:: _.=:-= ::.: -:::=.::.-::.::_-==.:-=:-::::-~ _-:::-:::=:-:>-=:..~::~=:: ~::-.:.=-:..=;.:::'"7=:"'='-::':::~ ~ .::...:~ ~~.---=-_ _ ___ __ __ _ _ .. 
- -- ...... . 
I 
- -_._-- - - ------ -- ._-. -"--.~-----~. -----.-- -------.' ._-
M A S T E H CH A N,~=~:;'~ __ :_;:~;;· '_ . .::,;~~;~-- ~~ .. =:'~=,:oo=~~=~~~~:C;' .~. ___ 'c.... •.. ~ .. 
x = e $- 1/2 l X I NV. A-c,-=-=-. ,._-",-,-:-~~-"-,-----,-C"CO~=.,,.=-c--,-----.~.-.-.--==,-"--
D I MENS I ON A( 3 €I, 3 €I )-, R H S ( 9 ~. 9 n B (' 3 6 ,3 f;) I A [) (9i9 j. RH ( 36) , S ( 3 6 ) 
REA 0 ( t , 11 ) N , K,--~,.~C'=,-o~:~, .. ,. __ . --------... 
1 1 F OR M A T ( 2 I 2 ) .. = __ .f,,-==-=,:c.'L-S::'~:c.:t:.~~c:=~t~':::::~~Ei.:;=';:::O:::~~~I:i:.L:;~~=I~:::::C'C~2~. 
DO 20 1= t , N _ ----------:-:::-:--:--::::::--:-:::--:----- ___ ~- _ ..-.... _.--- . - -. -.-----.----.. 
2 eRE A D ( t I 2 1 ) ( A ( !.~ J),J = 1; N )':_E:G':::==:':E."=:~=:=~f{::+f'~':==3.:c=';:::='=~H~n,,~J~t:::.~1t'-:·~Tc '. 
2 1 FOP. M A T ( 7 F 1 1. 7) ... . ..""=c===-=,,,=,:,==-=-=~-==-=-. -.. 77-C~"-'-C"" . 
DO 210 1=1, N ~~~.:l~~:c=:C:~,£~}~I"'J25.E='E:t=¥'Co~::2i:C~"::':':;~"''::''::':=~':::~ccEC:~::''::_ 
210 
260 
270 
10 
~~s 7 i ~ J ~~ ~ ~ ~ J ',~ i';~A"(I;JI) i2 ';::::~~;I~~n2,}~~i=~~~I~~it:5~:'-':L.d='~:::'-'.-·' 
FIND INVERSE OF_A 
CALL AINV(A,B,NL 
DO 260 I=1,N 
DO 260 J=l,~ 
AO(I,J)=B(I,J .----~·~c~~,~~,.-~:·c~,'~=~~c~,:~=~:~:~~:~,C·7-~~-~~~~~·~·· 
DO 270 I=l,K 
READ ( 1 ,10) ( ~ (I, JJ,.J=1,.KL=_._ ~-=-=-'=-C'~~.=-=~'~-~­
FORMAT (7F t 1 .5) .. -----,-'-".----- .-.-~=--:.~~:=:::==-::..:=.-..:=...:.~=-:.- ... 
F I NO l N V ER S E'OF •. B=-cccc-- . ____ _. ___ .. .~--=""=-=-.-
,)=7 
I = 1 
- --_ .. _-_.-
... --- . 
- -- ---.--~- --- ---- . -- ----- ----_._---"- -----"- -------.------.----.--~ .. ------.--.--.-
.. ----,------c-- ___ . --.--- -- .. ":::C: .. '_- :c .. -::'-.~~,__,_,___,_-
.. 
212 00 211 KO=l,I. 
RHe IG)=RIiS(KO,JL. 
211 IG=IG+l 
2t3 
214 
,J=J+l 
1= 1 .;. 1 ...... --- -------
IF(J-N)2121212~213 
DO 214 J=l,K 
seJ)=o. 
DO 214 I=l,K 
SeJl=S(J)+B(J,I)·RH(I) . 
IG=l 
J=? 
. 1=1 
217 DO 216 KO=1,I 
A(KO,J)=S<IG) 
~ • i • 
.. ';', .. : 
,-",,\ 
.,., .... , ..... , "';~"'" , 
.j 
J 
c 
216 
218 
219 
321 
320 
340 
-_.- --_._----
~ -.. -~ .-~~~~ ~~~--i =~~1-_~·~~i:~~{_=-::-::~t~~~~~~~·. -=-_:~~.::~_: ~~~.~-~~=~:-~;-~~. -~-.:_ -=- 7_' ::: _. .. 
----- .. ---.-
.. - --------- --~-.--.- ~~ .. -.-------.-~ . 
. . ::::-~-.-- .. ---.=-~-~-- + -::::.--=---~ --- -:::-- =-=---=---.~'--.~:==~-:""~:"==.:.::::...-....:-~.:.:.:...-:..-.-.:::.=--=-:--=-":. 
-- ·-----:::-::::7_~::-_~___=_:=~ + __________ .:_:. ____________ • ____ • ______ -=::_=_-___ -. .. ------+---
I G= I G + 1 _ _-..:._ .... _:...:. :::--=-~~;~:~;.,._:L~L~=:£::;=~~~~_==.~=:"_::.....::..:_.-__ ~..:..:_~=__ _ _=.:...:"_. __ ..:.~ .. ~-:::::.=~ 
J=J+l 
1=1+1 
IF(J-N)217,217,218 c_. -_"cc-- - _______ _ 
DO 21 9 1=1, N_~:c::~-·'~=H ______ .;.~,;_;--=---.;:.=-::~..:=--=-:.::.::oc::.=~::,=:?= ... -:.-.-c'c':.:.c_:.c~-- ::_:=-=-: 
.A(I.I)=O. 
I 1>1=2 
DO 320 I=1'N-17;~:~~~~;~c7~IT~~~~J:-~~~~~ill~§f~~~~f~J-Z DO 321 J=IM,N 
A ( J. r ) = - A ( I , J ) -,-=--=-=,,-=-c-~~-_ .. ~_C-.~'---CC--C~=~--OO~'-.. _-----.-. __ . 
I t~= I t~ + 1 ..... -- ,~--,-~,-,-----c;~~-,,-~~i,=~~~~:~~T~=-~;=I.;.'-:'~~~i'-:-:;,Ic':c';'c~=--c=":· :::::--:-- c,,'-. __ . 
CONTI NUE _ 
DO 340 l=l,N· 
DO 3a.q J=l,N ___ , 
RHSII,J)=O. 
.. ---~--.---L I 
. . 
.,:.;-
350 DO 350 1=1, N --:Sst}1~s~~~ssI~~E~~I.f{~2~~~_' -- '-:--:-~-::.:;:-_-_____ ::--=--:-_-. R H S ( r • I ) = 1 ._ . __ -. -_--:_-_·:·:C:::'::=:-:-C::.-=-. 
CA L C UL ATE FIN A L_-'·1 AT R IX------c---... -.. ----~=-,cc-~=~=_:~--,---.-­
DO 380 I = 1 , ~ ..... ' : --. - . .~::~ :-=~=~:~_=:~~_.:--~~_~~_ ~~~_:':'~:~~~:':~~~~~"~==::=~ __ ,-, '=="~"'" _ 
DO 380 _ J= 1, N_,-------'-c.--..---,--_:-c-c---c,,=-o---_. __ . __ ._. _____ ._ . 
~- :..----=-~~::::.-.. ....::---~-~~:~...:-~~"--=--- •... ~.,-- -... --.----~:. :~:~~~-~--~~~------~~--.. -----.--..~.--. --" 
. .. ~ _ . 
.• •. _____ .• _. __ ~_ •• _Cl_ • • _~_ .~_ •• :.::_- • 
R ( I , J ) =0. 
DO 380 JJ= 1 ,N _______ - ----------0-- -------------------- ------~ ,,----,-c_=----
3130 B(I,J)=B(I,Jl+«A(I,JJ):~RHS(I,JJ)J2.)*AD(JJ,.__J)L::-~_ 
yj R I T E ( 2 , 370) ___ --------7"----- ____ ~ __ _ _ __ c-- ____ .-,-,~-
3 70 FOR~l A T (50 X, 27HSOLUTI ON OF_ MATR IX _. eQUA TI ON >-_~~_~ 
DO 390 I=1,N .... ___ . 
3 q 0 W R I T E ( 2 , It 0 0 ) ( B ( I , J ) , J = 1, N ) __ cc~ __ , __ .::..~:..:__'__".~ ____ : • .::... _ 
<l I) () FOR M A T ( 1/9 ( 2 X , F i to 4 ) L-c--, ___ ,----=.:.__ _ __________ _ 
STOP _______> ______ :_ •. :=~c_~_: ___ ,_:_ 
END 
----- --- -_ .. 
. ____ ._~. ______ .. I 
--,---- ----- '1 
I 
I 
•... j 
-- _. - -
" ... -.- _. "_ .. ----... 
END OF SEGMENT, LENGTH 606, _ NAME _CHAN . . ... - _., 
- ----.-- - -_. _._ .... -.. 
• - -. +-
. - - - --.-
.-. -- - - -. - . _. -_._- .. -------~--- .. --.-.--.--.-
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~-f-··\-I.;:j -----. -----~" -\~ . ----.. - .. ---- .. -
lJ .. ~ 
- ---- --- --------• . =:-OCO:-=~~ 
--- .... ---
- - -- _. --~~. _ .. ---
SUBROUTINE A I NV ( A, B, N ),::::::c~C:~~-='~c_':O_"--_'-=:L~:':_, ~--
D lM ENS I ON A ( 3 6 , 3 6 ), B (3 6 , 3 6 t, A tU 2 9 6), B 1- (J 2 9 6 ), X (1 2 96 ) , R L U ( 1 2 96 ) " - ,-
1 y ( 36 ) , RES ( 36) , ULT S ( 36 ),1 V OTS (36L:fLL~"~-L:::~~~~~~:_S~_ -- _:"-~. ______ _ 
DO 1 J=l,N_ 
00 1 I=1,N 
~ ~ ~ I + N * ( J -1--»;-A-(-X--,-jj~L~':';:X:cct~l _~,='--cc:..:_~~:L~~2,~_;~~~~:::-O:;;~:'::- :.~~_ 
I F ( I • E Q • J) p::: 1 • O:coc--- cco-~_,_---~--c:,-,--=,,~-=_o_=_cc:c_c:-- _ _ _ _ _ -:,,_-__ -_-. -_ -__ c:-- _ 
B 1 ( 1+ N" ( J -1 ) ) =p :,2::~ _;'.::2c'2~_c:::j=-c12~-::-~~it:t_LC}~~~-=-~-=~iJEti~c:::~j:~-=:::':2is __ 
CALL F2L YNSYT( A t,N, B I,N, X ,DET, MEX, CNR, RLU,:-y, RES, UL TS, I VOTS):-__ ,-----0-:-----:::-::-
00 2 J= 1 , N __ -= ____ -==~-:::=-:::_~_~=_~_=_::___::~:::::=:::-::.:::'1::=~'0::..:~,--~___ _ :..: __ :::-=-:_: __ ~~ 
002I=1,N _ 
2 B( I ,J)=X( I+N*(J-1 
RETURN 
END 
_- ::: ::~_-_-_ -::: __ ·~_-,,-=-:'"=:c.C~~~::,:""~=::=::--:---:'-~.:-c=:~-,--:~------:-:- ---- _ 
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Set: 'LCiJj) } UN ('/j) "),) .. 1) •• 11. 
to fI~ v,,;t" ... "tt'i}( 
t 
Rea.~ : A B (~.Ij.) '.j = ,,,,,,'N 
- o"'i~i l1a( ~"ty"~ x. 
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J, 
x (:(i.j) = [vNCi.j) + AB(l.j)J" BCi,j) 
Jr 
XFI(i.j):. Xl=U.j) 
. x F 4- (i. j) =)( F (j. i) 
~ I 
Is 
X~4U.j)= XF3[i,j) . 
yES 
ALP{i,j) ::> ALp!, (i,j) ,c.XF3(i.j) 
AJei AL-P t-o 2 
No 
, ':#" 
AL.PU,j} = XF ( 7lXF4-
~~. .,. 
v I 
·1 XZti.j) = x;:(i.j) x Z{i/j) . 
J, 
X2.(',i) 
; Z(£,j) - ± UNCi/j) .j.~[XZ{~j)+.xZ(i,i)] 
I rV' ... r head;"., a;~ X2l,.j) , 
X2ACq): X2({,j»)C ABCi,j) 
' .. 
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-----_. --- .~- - . -- - -'--~ ---- -------~ ---.---~-----..---~~ ----. --.--- - .--, 
o 
o 
o 
o 
o 
o 
C) 
o 
o 
o 
o 
o 
o 
:) 
'. 
," ,<," • • ~ ; • ..,. ... ;i. . 
--- '-'-'---'-'-'-~--~'---'---"- ----
- .. -" -- . . .. -~-
~~~~c~rR q6-R.A M·' Po (e,.' IN FIN IT G_ .. £8f(.1 (; S~~~~~cS ci.i.:.(ij-.!~o.N ,-=;:.;.c'~~~~ 
_. . - - - - -- -- ------ ---.--.",--:--.. --~_-.7"'"'":'".--:--_-_:_ _ :_.- _. . -_._-_.-
MASTER MATRIX .--... , ....••. ~.~~:~-'c·,~ .. ,:·cc,::==-:~:'.:-::·:: . c 
o I MEN S ! 0 N X F ( Q , 9 ) , Z C 9 , 9 ) , UN ( 9 , 9 ) , X 2 C 9 , 9 ) , X Z C· 9 , 9 ) , AB C 9 , 9 ) , A C 9 , 9 
. t B ( 9 , 9 ) , X 2 A ( C) , 9 ) ; FIN ( 9 , 9 ) , u I( C 4. , , X F 1 ( 9 , 9 ) ~ A l! P ( 9 ;9 ,., V F 2 ( 9 , 9 ) ~:. ,,~':. 
2 X F 3 ( 9 , 9 ) , h LP 1 i 9; 9) , X F 4 ( 9 , 9 ) .,._~_~. __ .~ __ : ____ . _.~._._ .. _~ ______ . __ ..... . - -----
REA; 0 C t , 50 0 ) ~" TaL " _,,;~::_.c.:::,~c..~~~~±:-=~~~~~~}~.~"O~~~~0~:~,~·. -: 
500 FORMATCI2,F7.5) 
00501 I=!,~. 
00 501 J=t,~ 
Z c-r , J , =0 • 
UN( r ,J)=O. 
:501 CONT I NUE 
WRIT Et 2, 629 ., _____ . ______________ . ____ ._,.-.,.. ..... ,= 
FORMA l' ( /40 X , 3~HMOO 1Ft EO I NF 1 N ITE:~SERt eS:.',SOLU.T !·ON )c~~~·{C~~: 
0050?I=1,N ,
Z(I,1)=L 
UN ( I, I ) = 1 "__ .. ____ .. __ . -.~,...-"C"-.-.cc..,..-=~--.. _c_.-~..._ ....... ~.--...... -
_ .. --_. - .. - -- - _._- ---"- - ._--- -00700 r = 1 ,~. _:_. i::.=';:=.:::::";"::O:i~=~~..::'.,~~~~'O:'c:,~~~=·~~·-:.=:.'_'~~, .• =.'. 
~ ~: e ~ ~ ( ~ ~ ~ ::.~ ~ ~ (. I , J ) , J = 1 , N ):= ~~~~~i~~~i~~~~ .. t"~::~~~.I~~:;;t:~~=~~=,: -,:~ ~is~:~!~ 
CONTI Nue ... 
00 401 I=t.,~ 
DO 402 J=1,N ... . .... 
402 A(I~J)=UN(I~J) .. AB(J,I) 
401 CONT J ~IUE 
CALL AtNU(A,B;Nf~ 
00 411 l=l,N 
00 41~ J=l,N 
XFC!,J)=O •. 
-.--: -':---..--:~ -~.-~ ..... ::-::----=-.,.... .  -=-=.-=" -= .. :,.-.-.:.=-::-:-. 
-----..... _- ._--
.'- - :':::-.-::: -~-' ...:. ~.-.:::-:....-:--=- -.:':".::: ::-=-===.::.:.--:::.:~..::.-.:..:.... --=.::.:: ::-:::::.....~:=.:-:-:: - -=- '-":: 
. 0 0 4 1:3 K = t , N. .. '-."-
t 3 X F ( J , J ) = )( F ( r , J ) • ( UN ( I , 1(.) + A B ( K , r ) ) IIdH K , J )"~="'~'-""-'=",,""~=""-7 '.-~-
4 t 2 CONTINUE :" __ '.=._'. .::.:.~·,:::.::,3.::_iio~~:-fEE_":_:-:'::',~~~~~--=:~::::~: 
____ . ___ ._ .. _ 4 t t CONTINUE 
JK(1)=10 
JI«2)=11 
JK(3)=t2 
JK(4)=t3 
o 0 1 7 a '1 K = t ; 4,;' 
00·819I=l,N 
00 At9 J=l,N 
.. p=o. ." . 
IFCI.F.Q.J) ?::t.o 
... " _. -'---- - .----.---:-----:---.-.----:--------~-----.-... ---.~-. 
- .. _.---_. 
Z ( I , J ) :: P -- .. -""-'- ... ·:--'·".c - ,- ~--~-·-'_:_:'':~'.'''''; .•.. :_.._.o.=,-=:_=~,,::_::_~ __ 'c,,: _ _,_ .. .."=''' .•. __ c __ '-.." __ .... "': 
00" 7 0 I = t , N' . --'. " ... '. :CC:'.' =:-~ .:': ...... _.=0.....''''_' _ .. ::e,_ c== =-=-•. = ... ==:=:. ... ,. 
00 70 J=l,N. . ..• _ ..... _ .•..• ~ .... -.. .-'-._~--,-.. -.....,.. • ..._._ ........ =_.~.........-. 
X Ft ( I , J ) = ~ Ft I; J t ~-; .. :., :=:.:~_:;.~{.:>,:.::.:='-':.-.c.,';:-,.,,;:="'.:::.=cc:.==:~....=:~--=::.::;"'::;':=-='..=' .... =i'=.-~~'~~'2 
X F 4 ( I , J ) = It F ( J , ! '; 
DO 175 NK=t,JK(IK) 
IF(NK ... l )8~"~0,7! 
.' . ',:" 
___ -;"'" .; _____ .--.-;-___ ._.~_,_.... --."-- ••. --- -. --~--. -'Ol -: -:- ~ -.- --- -.----;- --_-..._._.--r~. ------.---
; . 
.' 
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, .. ;; 
- •.• ,.", .• _ ... _.- .••... ; .... ..-:--.• - ..... --...... - ..... ----•. ---'--.. ••••• ---~.--.:.- ..... ~ --.~ •• -- .-- ~--.-- ... -- - •• ----- ............. --.-.... --•.• _- ,-.~--- •. ~, --.~- .. '--.-.--"--.- .......... ---...-.... ~ .... ~---... --.. -. _____ . __ , '.-"0" '_N • 
.... , ; "-..~. ".,' 
" ~.~. ~,.; l-..i ~-~{~ , 
" . 
('" 
" 
, .. ...., 
-' ... 
. 
80 00 85 1=1,N 
00 85 J::1,N 
ALPlI,J)=O. 
00 85 K:q, N .. . .. '." 
, 8 5 ALP ( I , J ):: ALP ( r , J )"" X Ft Cl , K ) 11- ~ F 4 ( I< , J )' 
GO TO 90 
71 00 82 l=t,N 
\ DO 82'J=1,N 
.XF2( I,J)=O. 
00 A2 K:::l,N . 
. . a 2 x F 2 ( ! , J ) ::: lI. F ,t r , J )+ X F 1 ( I , I( ,. X F t ( K, J ) 
DO 831:.: 1, N 
" DO 113' ,Jet IN 
83 XFttr,J)::y.F?(t,J) 
00 Cl2 !=t,N 
DO 92 J=1,N 
XF3tl,J)::O. 
, ... ,.. ,., 00 92 K:: 1 , , 
92 XF3(r,J)=~F3(I,J)~XF4Cr,K)*~F4(K,J) 
DO q3 I=1,N 
00 Cl3'J=1,N 
93 XF4tI,J):::XF3Cr,J) 
00qSI=1,N' 
DO Cl5 J=t,N 
.... ALP1CY,J)::O': 
DO 95 K=l,N. 
~~5 ALP1tr,J)=AL~tCt,J).XF2Cr,K}*Z(K,J) 
DO 96 I=1,N 
DO 96 J:: 1 , ~J 
ALP ( I , J) ::: 0 • 
DO 96 K::t,N 
96 AlPC!,J):::AL P1t,J)+ALP1CX,K)*XF3CK,J) 
. ·90 DO 100 1=1,N 
00 100 J= 1 , ~. 
100 Z{I,J)::ZCr,J)+ALP(I,J)· 
175 CONT! NUr: 
JK(!K ):;JK( 71< )+2 
WRrTE(2~630}J~CtK) 
630 FORMAT Cl150;( d 3HNO OF TERMS=~ 13) 
DO 670 J=i,"l 
WRITE(~/675}(7(J,I'/I=1,N) 
675 FORMAT(/8(3X,F1t.~» 
670 CONTINUE . 
DO AOt J=l,N 
DO AO~ ... 1::1, N 
XZCI,.J)=q. 
DO 80~· 1(=1 ,I.J. 
803 xz(r,J)=xz(r,J)+(XF(IIK)*Z(~,j» 
. . 
I 
\ . 
.. 
, . 
j' 
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,', .J 
!'.' ~> 
i 
t ~ ... i, ;. 
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-_._-------_. - ------_.-------~~~---------------~--
602 CaNT r NUE, 
801 CONTINUE 
00 8 04 I = t • N ' ,-
DO BO~ J=l.~ 
--_. - _. -- -- --- ._-
805 X 2 Cl, J ) =Z ( I , J ) ... (UN ( I , J ) 12:) +-C ( xzi i;J)+-XZ(-J~'i)-ii2 -:-i).:~::---"~ 
604 CaNT I NUE . - --.-... ---- -
WRIT E ( 2 ~' 8 t 41 ' - --~:_;:;;~]f:;;:;;;;> 
614 FORMA'T(//30X,:HHSOLIJTIONOF-n~E_MATRIX EQtJATtON'-----------" -
00 80'5 1= l , N ' - ';=:c_:'-;;~~;~~~==~~~7~i._-"':~~~l~~~:.,~-_=_ 
WRIT E ( 2, 807 ) ( 'J( 2 I I , J )" J == t , N ) 
807 FORMATC/8C3X,P11.5)} 
__ .806 CaNT! NUE 
00 BOA I=l,~ 
00 809 J=t,~ 
X2Af r ,J)=O._ . 
. DO 810 K=l,N 
:b~ ~~~~ ~~~~=X2A (i,_J )+( X2_( I~ K ).AB t~'J' ):~gf2~~~i~;~~~;I"Z 
aoaCONTINUE _ 
_ 00 BH l=l,N 
00 81~ J=t,~,. 
a12 FINt!,J)=X2A(f,J)+X2A(J,I) 
- 811 CONTINUE 
WR I TE (2; 8 t 3·' . . -... 
S t 3 FOR M A T ( 1130 X ,t 6 H C H ECK _R I G H T-: 5 i 0 E' )-~~=~7;~:-~:~:~~-~~;:~~;::-:Z~;~;=~~~T~--_-~: 
o 0 8 t 5 I = t , N  
WRITE(2,8t6)fFIN(t,J»)J=1,N) 
FORMAT(/8(3X,Ftt.5»' 
CONTINUE 
_CONTINUE 
END 
END OF SEGMENT, LENGTH 1344,NAM~ 
-'--'----~--- .. -.-:------~~~-.-~UBROUTINE·-AINV(A,B,N) _________ r_·. ___ · __ . . __ .•.. -.k-.-_ . --_. 
.. . nIME:NSION A(9,9l,B(9,9),AtCS1',Stf81l,l(CSt ,RLU,al),Y(9),RES;Q), 
. iULTS(9),JVOTS(9) , 
. DO 1 J=l,N 
DO t ! et IN 
p=o • 
. A 1 C I +N,1f( J-U )=A (I ,J):: 
IFCI.EQ.Jl P=1.0 ---------
1 BiCI+N*CJ .. t),=P -... '-'':' ' .. -,-, . 
------------------- CALL F2LYNSYTt At, N dB, NI X, DF.T, MeX; CNR, RLU, V, RES ~ ULTS.! VOTS) 
DO 2J= t , N~> ----, ,- . 
00,2 t=l,N 
_____ ·2B(I.J)=X(I+N.(J~t·», 
RETUR~J ' \. 
END- . 
.. . 
.. __ ...... - . 
.. -- .,._-----_.----- .. ~ 
... '< .. '"- ••• -- .... ~ ...... -.- - -. _.-". - .. --•••• - ... ~, .. -. _ ••• ,.--. 
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Rell..rA : FCj) ) j=(""N 
-a,,~ ,.0,"" ved'l,)t" , 
.I I Sec H q"j) = :'f(j)<, J = Ir . N 
~ . 
H (i.Jj) :: H{i-IJk)x G-{k .... j) 
i=l).,/yi . ~=Ii'·~l'\. 
-L-
F'i,,~ l" \f1(Se. .01- H (=HP) 
Jr 
c::. HxG-
J. 
·H PI> =CX.HD 
.)0. 
Pitlr/T G- att J. I.fl> C> 
.~ 
HC(s f>roS""-tn ~e .. ,he..l) 
\ I'h(.s ~ .. ,,,, t- '3~' »-e.s~ 
, 
, t 
--- '~----~,.---. ---------
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.' 
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I ""1- - -7 
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I 
.t-
~;' .' .,' . .: 
t;.L);;~j , 
Rea.J.: 8('.)) i.j:I,2'''l\ 
ov-'j"1ce.l ""&4(:Y'~X: j~ Cobtpanic» 
fOil>\., 
f2eQ.cL~ B\(;.') ~=1)2,. .. ~>1. 
I '\st" r"'O"" of co .... ral1i OkfOj'~ 
(Set; PN(i.i)= I: t:I,2,hJt. 
PNCi.j)~O ,:i)" 
'" C(I,j) = 81 (2 (J-IJ) 
J::: 2'''J~ 
.I., 
C (2,j) = 'SI (tj-I) j= !,',:,)\ 
,!, 
CCI,I) ~ I 
J; 
C Ci.j) 
-= c.. ('.'-,j ~!)\ 
- C(i-\,jt~C(i-2,~ lea-I, I) 
i=3, .. ,,,, j=I, .. )YL 
,~ . 
~et k= 2. I M: 2. 
,~ 
rrJ l i.j):: 0 , C=M,··,N 
j~ I-M-t-{ 
,l,. 
AU. l ro M 
,I.-( M>N "< '< c.$ . 
,~NO' 
s~!:' J:2=-O J I:: M 
'" Xi : N -J: +M 
:r T = IT -M + I 
J, 
o' 
, -
, ' .... 
+ I 
I 
I 
1 
1" 
I PN(I.T,JST) :. C(2+XZJ K)/C(l.trzJ ,) 
I 
A 
L ____ !J!!~ b 
ArJ..rJ.. 1"0 I< ~'I'\c.l {V\ 
tJO I~ 
Fit'\~ i l'\ve-t.se 
I P<iht h<~.,{i"j ;"J ?NI 
FOl'Y\'\.. AIN -==- PN xB 
~Of""" A-== A'IN x PI'JI 
\''f,~t he","'ih" A"J ~~r1'LX 
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1 
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~- .... ----------- ._------.----- .. ~.----~--.-. -- ~.--.~.-. ---- -.~ -- ._-_._"-- --~-------~-- -
~ ~ .. _ ~~~ _~. ._~ _ ~ ___ ~~_~ ___ ~_ .. ~ _~ ______ ~l_ ~~ __ ~~______ __ 
~ P Ra G- RA- fI1 FoR. $' I M 1'- 1'1(,-' 'r' T tViW Spo£,M 11"(.,-01'/.£ .. , , LN,O~- ~ (;,OMf'1l ""ON 
A Nt> _ _ SC/-IwA.e-z:. Fo/!!MS._ ~~- -~-------~---~~~---~~-=c-,-~,-'-'-cc-:_-e"c7'~_~~-
MASTER CaMP 
-- - 0 I MENS'Y ON F ( 18) ,G ( 1 B,-t 13 ) rH ( 113,-rBT,HO Ft B,-t8l,-X nB-; 18) , I·WO ( t 8, ~ 8) 
o ~ 1 B ~ ( 40 ) , P N ( 1 8 , t 8 ) , A IN ( 18 , 1 B ), A ( t 8 , 18 )~,P NI ( 18, t B ) , c et B , 1 8 )~ I 
---------- - ----- --- READ ( t ,5) ~ -------------
(; 
\_~: 
,.. .. 
5 FORMATCI2) 
DO 7 ~ 1=1 , N 
7 REAOC1,8lCGCIi-J),J=1,N) 
a FORMAT( 7Ft L 7) 
WRIT E C 2', 2 3 ) 
--- ~- 23 FORMAT C I 150 ~ ,18 HGE NE R A L' M AT RI X~~'(G.-r)_c:"-;;~s~J-~t._C=-'~::i~_c7~:':/~=:;:-~rc;: 
DO 24. I = 1 , N - --- - - ,----------~----~ ---~---~--~-~---------- ~-. -
24 WR ITE C 2·,t!5 ) (G ( I iJ) ,-J= tiN \ --::-::=::-"~~~s:~~f:~:;T~~:;=-{ 
25 P08MAT(/8(1l(,Pt4.8l) 
~ 0 0 tOO ISO = 1 , 3 - -- ~. --
READ(t,6)(F(I),I=1,~) -
6 FORMhT(10F4;O)-
DO 10 J=1,N--' 
_ -- 1 0 H ( 1 • J J = F ( J )- ,e-
DO 20 I=2,N 
-- ---- 00- 20 J= 1-, N---' 
H(I,J)=O. 
-~_----o---,- '--:- -c-- - - DO 20 K = 1, N-
-~ 20 - H ( I , J ) = H ( I ,J ) + ( H ( I - 1 , K ) * G ( K ~ ;j -
-~----~------ -:-.----'-- --. - C ,\ L L A I N V ( H, H D, N 1 -_~e.-~c.-cc=-c-===--==.----c-._._-----,-.--.--,-.--.-.---c--~-~'7~·-.----c-.-~-,--~ 
DO 50 I=1,N 
DO 50J= 1, N -::--:----
-X(I,J)=O. 
DO 50 K=1,N ----- ---------
50 X(I,Jl=X(I,Jl+H(I;'Kl"'G(K,J 
DO 51 1= t ,N-e~---------- -------~~~~.~-~-~-=~~~~-.--.-=c_.__.,_=-._~--__,_-.__..___.____:~c_.__~_.,_ 
D051J=1,N' 
--~----------- .. ---- '~H 0 0 ( I , J 1 = 0 • --.-::_ _ - - ~--- ~-~~-. ~ ~-c~. _C',,-c-.-c:--~. ,,_ .. ::~ _____ ~ _ ~ ~-.-,,- ._--~-.-~-~ - ~ ~-""'c----.-~ 
--- ----------- -- - ----- -_. ------~ - ~. ~'- ~-".--~~~~ -. DO 5 t K= 1, N _ -~--- -----------~--------------~------~--- .. --~-~ 
~-=~~--:--------::___::- 51 HOD ( I,J ) =Hon (IiJ ) + x ( 1-, K ) * H 0 ( K,-J) :,~c~~...-j~~-::~: c~--~:-,~-::=:::''="-_",·~:--­
WR I TE (2,21 ) -------------------------------~:=- ------
~ ~ ~ --.-- 2 1 - FOR M A T ( I 14 0 x -, 34 H T RAN S FOR M A T I 0 ~~~ I N TO::C 0 M P.I\ N I 0 ~r: FOR I~ T~-.-__ ~-----
WRIT E· ( 2, 22 ) ( F ( I ) , I = 1 , N )-- -----.- - - - ~- -,~-
=~c-,..,-_._~-,.__._~--~._-~--~~---,,~~-~ 22- F OR M A T ( /1 0 Xi2 H F =, 1 0 ( 1 X , F A-~ 0 
. WRITE(2,26\ 
26: FORMAT( 11501(,t4HCOMPANION'FOR 
00 27 I=1,N 
-c-27 WRIT E ( 2''- '- 5 ) ( HOD ( I, J) -,J= 1-, N )-_--~2~~~~20iz::2::~~i 
M=N: 
~~ -- -.- -~---. .1 = 1 ~ - ~- -- -.-: ---.- ~ ".--,--.-~--.----.--.-.-.---.-.--~c-.-.~_._~~.-.--~_ -~~ .. ~ :,,~-,~.-~ ---
28 B1(11=-HDD(N,M) 
--- -- - I = I + t .~ ~ -
M=M-1 - _ .. --- - ... _- --- .... __ . - .. ... --------~-------------.~~--.-. -~- -- -_. ----------- .... - ---
I F ( M ) 2 9 , 29, ? S --.---.- ---- --- ------~~:_:___::.. --. __ -_::~: ~ ---- .-.-.---=~--.--.--.--~ -~ -~ ~--~~----
" .. J.- _ 
-. - -_ .. _. __ .. 
- .... _---- -- ::--=----~-=-=-::-==----.,-~.:...~-=~-=--=-~--==---=--- -.:..::.. --_.- --- .. 
-..:.--!---. -----"--~- "- - ---.--.---......... --.---.-_._-----.-_. -_. -_ .. ---.. -, - ,_.- -_ ... _-,.- .... 
! ( 
r"', 
I ' , ' 
c 
r--
'. ' 
......--.----.. -----.- .. ----------.-.- .... -----------------,-.~ ..... _-
29 D 0- 210 I:: 1 , N 
210 PNCId)=1. 
M=:? 
. 00 1f I=1,N-t, 
00 '120 J=M,N 
--.------- -. ---:-"·.t 20· PN ( I , J) =0.,-
11 M=M+1 
- 00 150 J::2,N------
-- 150 CC 1.J)=81C2*U ... 1» 
DO 1 10 J=l,N' 
"110 CC2,J'=B1C2*J_l) 
C(l,tI=1. 
DO 12 I=3,N 
DOl? J=1,N 
.--.-'. 12 Cc I ,J)=C( I-?';J+1 )"'CCCI-1 ,,)+ 
"--cc~c.o-:-_- --------.---------- ;-:-: K =2 - ,- ----- - -,----c-c-c-=-ccc-,"-cc .. -', 
M=2 
. ,~-:::: 2 20 DO 1 5 I:: M , N 
- -------J=I-M·q -
:-:-:---cc--cC-:-'-'-cc-,-=c~':~,~15 P N ( I ,J I =O_~; 
~--, - - --. M=M+l 
IFCM-N)17)t7,18-
7 lZ=O 
I 
,~ 
'.-
: ' 
, .... / 
~-~--,OO 19 I=M,N'-
- IT=N- I +M 
'-" ----:-:~:-- --~::::-~-'~:-:--.- - J T = I T - M + l' 
-- - -PNCIT,JT)=C(2+IZ,K)/C(2+1Z,t I 
19- IZ= I Z 01- 1 
K=K+l 
M=M+ 1" 
IFCM-NI220,220,18 
18 CALL AINV(PN,PNIfN) 
WRIT E ( 2, 250 I . \ '. 
-:250 FORMAT ( /3SX, 32HTRAN5FOR~~,~T ION:-INTO'SCHWARZ~FORM)-~ 
DO 221 I=1,'J 
__ ·-----·~~---c-:---- '221 WRITF.(2',2?'?'I(PNI(I,Jl,-J=t,N 
'222 FORMATC/8Cll(,F14.811 '-
~-- -DO,: 30 1=1, W:----
--0030 J,=l,N'-'" 
-:c-, A I N C Ii J ) = 0.---- -,- -c----, -
-DO 30 K=l,N 
30AINC I iJ·)=AIIIJ( I'iJ)+PN( I,K )*HOOCK,:JI.::C-::-:'::-
. ~ = - -- -- DO :3 1 I = 1 I N - -. -- -;- -.--. -~ -: ' .. --' : - -
DO 31J=t,N 
ACI,Jl=O. 
DO 31. K=1,N 
- - 31· A ( I , J ) :: A ( t , J ) + AI N ( L K ) ,.. P NI ( K ,J 
I~ RITE ( 2 , :; 2) --, " 
r'-'· 
,-
( 
__ • ~._. - - .A_ ••.•. 
32 FORMAr(/50X.12H$CHW~RZ 
DO 33 1=1,N 
33 WRITE(2,222l(ACI,J),J=1,N) 
-100 CONT! NUE . --- ------ ---
STOP END --·cc - --.-,.,.--... -.--- -- .--- -._---
END OF SEGMENT, L~NGTH104e! NAMECOMP 
, --.- --~_.-". - -_._-_.- _ ...... _._.--.. - -~ - ._,' _.... . '.-
SU8ROUTINE AINV(A,B,N) ---
DIMENSION A(t8,18),B(18"e'iA1(3?4'~Bl(324)~X(~24),RLU(324) 
1 Y ( t 8 ) , RES ( 1 8 ) , UL T S ( .1 B ) I 1 \I 0 T S ( 1 8 ) .... ---- - - ---
DO t J::1,N 
001!:::1,N-
p=O. 
A 1 ( 1+ N .. ( J -1 ) ):: A ( I "I ) 
-1 F ( I • E Q • J) p:: 1 .0 
1 Bl(r+N*(J-l»=P 
CALL F2LYNSYTCA1,N,B1,N,X,DETtMFX,CNR,RlU,Y,PES;tJLTS,lVOT 
DO 2 J=1,N 
DO ? I=i,N 
-- 2 B( I ,J,=X( I+N*(J-t» 
.. RETURN 
END 
ENDOFSEGMENTi LENGTH ···.171, NAME'-. AINV 
,. 
·f· 
-r •••• - ."." 
..... --.--.-,--.---~--. ':'~-,,"~- ~ ... -
AppeJ1.dix 6: Numerical Results 
Solution P of the equation, 
A'P + P A = - I 
1. Using S 
2 • Using infinite series directly 
3. Using nested form of infinite series 
In each case the ' check ' is the matrix A'P + P A, where 
s s 
P is the calculated solution 
s 
4. Companion and Schwarz forms. 
-._.- -:----::---=---:-- --.-~.:::-----:--::---- ---'-::'-- ....:-~--...:::::- ~-::- .. ---
364.1622 
- - .- ... 2.7664 171.937,9 
. --- -- .. ----------
------55.574L· ft. 5435~·::~·,_o ~691 7~.~L -..25; 657L 
.. 
-- --
2.7669 O. 691 7___.__ t 9 • 2537 
-7.7548 
.~ i71 .9342 25.6546 ';'7~755t 
·96.7086 
.-Q.8277. 
-0,1255 
.-.0. t 355 
2.5622 0.7205~ 0.4412 
-0.9445 
J n .4896 26.5883 0.9446 .. 
.. 
.. 
0,7627 15.3970> 
-5.5002 
.T L ~.' .. ~. ~/ l!...r'C~-:·,c-::=c:=~~,:c:=-~:c-:-~c~ 1-
- - .~--" -- ;-:;.:-: . ..:....---.~ ... ~-:-.....:.- "':'::":=::---=:"'-::":---::-';-"':"-''';:-::'':''-,::, -=...;:::....=.:...:..:.:::_._": 
- ':-.:::::.-:"'-~-- ----::- -.:..~"-;; ~--~.~-':"'-:---:_7:":"-:-:---:: 
.. 
-0.8272 
. "0; i254 . -- - -- ~"--+- --._--.-._---------- ------------
---- -O-;~ 720! -- .- ~--:~~ '::- -26:.5904"~~··-_·-~_. ~~- - 0;: 7 6 27~~~'~\-~:"'~- :;~--~I:~~f~~i~~::::.:.:...:.::~·~, 
0,441"2 0.9449 .. 
-+--~--
·;.~ .. O~ I 353::.:...:-~ 
t.0029 .. -0.0045 
-." •• ---:.-:- '-",='. 
-.. - ~- .. -
--- ----._----_._-- ------"- ----
---:;--: -::----;-.- .:.....--:------:-:. 
. "0.0045 ' .. co...::4)20SQ 
"0.4055 
·1.4092 _._-::-- - ::.-------~-...:..-------::--:-:::::--:- ---:- --.-:-.------ -----tg~ 9346. c=·,'~:·0L~ ... _ ... _ 
-.. -~ ~~'~-" .~=~~.~~:~~---~~-=.::;---:--:-.:~-~.-. -=-::::-~-~---::.:: .. ::;:-:~:.-:--::- -~~ 
--. -. - - .-- --.- -- -_. -----:-:-;::=---...::::...::--- .-:...:-..:;....... . ....:.:.....--=.::::-::.....---=-::....:..:.:.. . ..::.-~--.-----....:-=-::.::..:::...-:..--.---
.~.~ .... c,~c~:~'.'_- . ..._ .. =c ... -._=:c""::.-.~~:_:::.~'?:~_:'~~---_-_=-:-~~:~_-::.~':'-:o:.c~--co.-
~:..:::::. ..:::.-=-- :--.:::..----.-:-----~-::;--= ::,= ::'::-.:: :. .-::... ..;.:~-=:--:-:-;.::::..- -.::...:.::..-- --=-::::..:---=--- ::......-- -
-~---'-- ----- -- -- ._--
... 
-_._" - - ._- - -------~.+ 
-:-. ---=--:::-::-:---=-:.'". ::..:.:--:- -:-::-::-:--=--::-:-.::-:-:.~--:~~:::-:- -:........ ::--::::::.=-::.::.--:::::.::-:-:-:-= 
_.- :;-=-~ -:::..~~-:.:.-::.=:=~=~~.::=-:::::::::~.: .---:;.=:=--=== 
-Q.9c}99g . 
-0.00008 -0-.00000_-
0.0.00001.: 
"_0. 0000 7~~c' _ -0.00007 
--d;ooObG~ 0.00001 
-0.00003 
__ __ -_0 __ -__ .• _ - - - _.-_=lCHECK:~§ROG8A1.tFoR:-8xe:MAfRI y'-:_'c=;-=I)SIN6--~5-;-
-0.00006 
~Ij ,00607-----.--=':- ;.;T~oooof~_ 
_~-~: 0;0"0002 
-'-
--
-0-.00000_ 
" ~0~0()002 
--.------
-
;;'0-,06007 
-- .. "- -- -
0,00062 
0.001'02. - 0.00000 
.•.. _ .... ~~ 1.000'0 1 '--~~_;-c;_~6. 00604-
-0.00009 
-
· . 
-- -
- - ~.~-
._---- -- -- -_. 
--- ------
- ---,-,'- .. 
-----;-.--:---:~--.-----:--~~-:...--=~--=-~ .. :.-=-~~--~-~-:--;;.~.-.--::::: 
----- ---.~- --- - ----~-.----=----.~--. ..:::::--= 
0:.0000 f-,~: 
;'0. 00009 ~Z:_ 
---t ~06000 
O.oooot 
-__ ----- -----=------:.-=-~·---7-·_;:---
--
------ ---
- .---=-'~~:':-":"-"':'='~-=- - ---::::..:.::: 
O'~OOOOL_ 
-:':I:-;"O· •. 99999~-;'.~-;:-~~--~:;-~~:'..~:E;.:"-'~ 
~~~..:---:--.:-:--.--:-:--;--:-:----::~---.-. -~~~-::-::: 
- ... -
::::;:--~:... -:"-- --:--:-~~:~~-:--=- .=---=-:-"----::- --;-"--- ~-~ _...:.-::-~.::.~~"--~- ~ ::~:~_::~3::::.:=-_--~ 
--~. --------,-- -::-.:;..::....:.=-.:..::~-=: 
~._ - - __ ;:::-_____ 0- -:=-~ ____ . __ -. __ --------- --~ --=::-~--
---- ---- --_.---- --_._------ --_.-----_ .. -----
_~_. :--:: ____ 0; ___________ -:- - - ._ •• ~". - _------;:-.:: ____ ". ____ --o-_-- .. "_--:-"-::-:::---:_·~- -"---::--'";----:-:--::-:--:--:-
:": . .=-:" =-~:=:=.;~-$.;.:i.==:;::~~_::r~-;;~~::-~::.=:L~ 
·.·57.70423·· . 
. -. ·:·2.46253 
23~53'5& 
, ;"0.12794· 
- .'-
~ --~-. 
- -"--' --
... 
'. _0.02025 
. . O. 50629 ...... ~ .• 0-.02040'. '0.0301.7: .. -:-' .... 0 ;00470 3.37815 
-2. t 1220, ---..". 
0.nU3c .· . 
0.127:55:' :-
• 2.29694,· . 
·25.27836 3,87153 
,0.57443 
1.03339 
. -.---- ~--- -
11.66372"0.05.761 :.··:-1.58706 
3.04601. 
.. 114.83451 
18.56729. 
4.91473 
47.30068 
-0.25693 
4.58246 
50.79582 
6.081 43 
-0.03979 
0.14251 
18.56729 
6,051t8 
. 1.01052 
7.t5743 
.. 0.04074 
1.02032 
1.7eB8 
1.15426 
- - - . 
SOLUTI ON OF T~E. MATR I X EQU.AT.! ON 
- -. - "'; '. -.::: ~- .. --
~~.300~.8,_, __ ._ -0.25f)9~_ 
.. 
7 • 1 5743 . ~. - 0 • 04 n 7 4 . 
_ -€I. 6812~ _ 2.41.998 . 
.-- -- . 
4 •. 9J 4.73_ _~, 
t.Ol052 
19.24523 
-6.68122 
. -
__ 2.4199.8 . .0.14979 1.00t58 
0.42385 _0 .06?3J_~· ,-0.00909 
.-
2.03620. _ .23.44526, __ _ -0.11569 
.. _ ~.s. 3.1433 
CHECK RIGHT Sloe 
.. ~-0.00818 
.. -0.00121 
·~o .99993 
. . . 
.. -:4.18146._._1.40 321 
0_- _ ... __ . 
0.071 22 .. '. -0.00·033 
-O~00409 
.-
_ ~; 5824(·~::. __ 50~. 795·82 6.01143 
-- . -
, ,02032 ... _. .,.7853. __ .. _ 1. l,426 
0,42385 __ 
0.06531 _ 
2.03620.._ 15,57433 .. 
. 23,44526 
-0.11569 
-'.11574._ 29.91H' 
0.35153 .. 2.59537 
-
0.48785. 
"0.00115 O~07240 
_ .
. -4.18146 ..... . 
. ,. 
.. _ _ 1. 4032 t. _ _. 
._- ... 0.3'153 
2."537 
.. -
~-O.01002 
-0.00149 
- - .. - .... _-- -
.,0.00009 
._. . - . 
-·0.00007 
.. 0.0081& 
0.4798&, 
.. 0.00220 
·-0.00773 . 
0~14251 
.0.97885 
-0.00121 
~,07t22 
_O.OOCl~3 
.... -0.00409 
. _.. - - . 
... -0.76019· .. -0.00110 .:-:'~-0.00386 0.24380 .-O.OO,ot 
-0.00115 
0.00002 
0,00007 .. 
0.48785 . 0.07240 -0.00416 
__ .~O~o(09?- .. _._ .. :-0' ~o I_-I~ _._ _ o,coc>o'l 
... - - - -_. 
. -0.ont10 -0.99999 
-0.00386 
0;24'580 
-.0' 00 S'OI. 
5. TERfv1S 
0.00002 
-O.OOtU 
() . (;.0 co 2-
.---:: - - - ~-
0.00002 
c"0.99994 
-o.on393 
o·.ooo~& . 
·-0.00112 
-0.15214 
- o· oOSOq 
.--- _.-.-' 
0.00002 
0,00008 
-0.00'09 
- e>.qqqq 0 
.. -- - . 
•••• - • - 0" _ ••• __ 
~.ii ... _g._'ii.3Igg.2.g._.,~g.~gWgg.g~tc.l"W-g~.)~Ug~6~gg~g·-_ .. ~~----~-----·~~----~ .. ~.~--~~~~-~-~.~ 
_- ___ "j 8-MATR'X-Sr:RI~!- -" -----.--------_. --.---
-;: .. --', - --:: -.- .. 
-- - -~ --- --' .-
---- .... 
-,-_.:c Nn nF_TERMS. tOl -
-_ .. -- - - -_. 
- --" - --- --
97.62738._--_---- t 5. t 4364_~_ 
- ... -- - - .- .. _-
15.14364- . __ 4.432116_-
.43.4I1e'-9 
1.97362-
45.5M77 
_ 2.62406 -
6.52tOL 
.. 0.03381 
.0.45113' 
6 .862~9 
_ 0.5tlel 
-3.6110tl 
(I.9Q750 
.(1.02319 
0.115879 
11.39573 
. . 
_ -0.13145 
2 t .1\1"1.446 . 
SOLUTtnN hF TWF MATRty ~OUATrDN 
-
194.527"15 
30.3Cl476-
87.13746 
.. 0.439t9 
_3.937n3-
_ 30.3947(1 
7.80652 
0.90117'-
t3.06970 
__ 0.06779-
• __ 0.92453 
91. 2c}070.13. 79533 
. ---.--- -- -----
-- - -
--_. -
4.22!1H 
0.90ll72 
t Cl • 25 t t 3 -
.-
-7 .024{ 1 
2.42154. 
0.42(;41 
, .687"'; 
--
,1).381!58 
.. _---_.--- ---
-
. 87.f3746 
t3.M970 
-7.02411 
54.~t~84 
o .-(l"Ie6S 
.. 
43.M780 
.. 4.60254 
c-:~~:CHECj( _ RIGHT - S r OE .-
-0.34670 _0.32658 
. 0. OCl6Cl6 _ -- .~.-o •• 9115M, , ... -.-~,:"O. 00084 .... ('\ .(141\4 7 ~ ... 
n.~07')O 
.. 0.00264 
1.12"187 
... 0.00396 
.. -0.10100 
0.52seo 
-0.4391 Q 
-0.06779 
2.4~154 
·0.05"'68 -
1 .00200 . 
~O.OO762 
-0.201\31 
. 1.401)1 4 
-
_.-
-0.00022 
. ~C.- t .91362 . 45.'6417 '.-. --.: '.~'4M--· 
-- ' 
·0.45Bt 
0.35879 
-0.13145 2t.80446.·'.32313 
.. 0.on396 
"1.7505 
-0.10400 
-1.75135 
".735~t 
0.13077 
L08~t3 
1.08913 _ . --tL60~ee 
:5 • 9:5 7 03- -. .: 
-.. 0.9245~ 
0.42941 
-
- _ .. _--
91.29070 
t 3.795'53 
1.61'765 
-0~2573' 4'.687~O 
·1.0'925 
·15.38158· 
.. 4.60254 
- _.- -. ~-'. -: -:- '~--.'-- -- .. ' 
-3.44370 -
-2.15134-
(\. 3~835 .. .·2. t6n4 
. . .. 
- ..... - -- - .. --_. - -
-0.00019 
,,0.0n5e.3 .~ .~_.(I.OOOI\4 . __ . _ -(\.999q5~ .-O.M282 o.onont·-- a.MOOS 
--" -
-- --
0.'3'658 '_ 0.04847 
-0.00149- _0.00022. (\ .00/'\0 t 
-0.OO5'3() -0.00(179 ('1.00005 
0.04927 -0.01')2116 
_ -o.oo~.q2 -(1.00 t03 -' (1.00('10.6-:--
... -0.f\~674 - - -0.00075 
-1).MC7S -i.OOMO. 
O. OOf'lO 1. 
0.'''595 -O.OOI'l7F. 
.. O.on2155- -
0.01'001-
-O.Qc}g96 
-O.{lo269 
O. (')Cl 0 06 
0.16595 
. -0.00076 .. 0.00002 
-0.0021',9 O.OOOU6 
-(\.e3t31 -0.003'52 
-0.00352 
.- .. - - ... 
_. - .-- - - ---- -.-~-------~--'::--'--.--' ._ . 
~ - ------ -- -----
- .. -
··2~'6475 - - - -_.. .. - ---
. 9.-90734_',-:,: :o3.87679--~·_-~·:39.101lL--c-~-·-O~05483· '-.' .;O.3t642:-.:...·.~ 35.39888 
. 21. 91 768---~~-~:~5; 4382(>=~:;:~ ~:0392i4~~.::-c~~Z-f--9~'~0734'_·~_~~{~'O :04.930 ~~C __ . :~~~·;O:40339,;·~ ..... 1-0. 32449: _ ..:.~::~~·O:4-4607 ~: 
':'f.72~4 7 c-:·;~. :~:~_ 6~~3..:9214~~~~:':~~-1~2:.i2268~~,~=:~:~3 ~ 87fl;9~~ ~:' ~ ::c.:.... o. 90-A4'O-~:'::=: '~. ~~~O~ 02638':~': ' .. -. : O~ 65886·':' '~.:~-- 8-~39989--- • :-:.-~~;:~~.-~ 
___ -O~32364 •... - - ---_. __ .. -
0.13469' .. 
: :~: 0.84352-. 
-- - .. - .. - -
·.1.60360 - 'O~4033~ 
.-
68.75832 ·10;32449 
--
2.14072_ 0.44007 
.. 43.91674 
. . - - . --
.' ·o-.3i642 -0.00311 
. . 
3.36377. ~.' ·-1.93931 
----
0.02638 
--- 0.65866 33.39888 "0.15705 .: -~. -1 .93937- .... 37.'2 t 6' 
- 0.52690 11.60.899 -' 
SOLUTION OF .THE. MATRIX EQUATION ... ':'-- _.-- --' 
- -
.3.44341 . 132.68387 3.19843 .~ .. 137.58865 ... , . __ .4.2742' 
-
- --- - - ... 
- -- - - _.--.. - ."- ----- - .-.- --- -- .-
__ 0.79216 .19.('2935 
__ .7. 4_1672 
77.08742 
_-0.09871. .. O;8149~ _. ·20.66651-·· -_~. ~.- 0.8860.5-.,-:-, -~c __ •• ~_ ,_43_.9167 IL 
--.. --.---:-... _--.. 
. 3.4434 1 
132.68~~7 
0.79216 
19.62935 
19.25790 
.. -7.41672 . 
_2.42334 Ow43577 
-0.04549 
.. . 
.. - - -.-- _. -
_ .. -0..6265'.. -_ 66~ 832Cl.-.=-:~~ .. 5. 08485-..• 
. .. 
- - - .-- --_ .. 
. -0.64757. __ ._.-0.0ge71 2.4?3~4 _ -0,04549 .. 1.00.247-. -0..00593:.::.-.--0.31419 .. 
- ._-- ---'--" - ._- -- -- -" 
--;--_. ---:-=-- -~-
-
_. ---
~- _ ... - - ---
3.19f'43 
137.58~e-5-
_4.27425 
0..15118 
-0..0001;9 
~. __ -••• __ ~·-·-~-o..C0245 ... -
.... O.614~2 
20. M,551 1. 28!!56 
15.36989 
-:;:- --- - ---::-~- -::...- -- - .--
CHECK ~lGHTSIOe 
-0.0026-1 -
-
-0..62655 
-5.0.6465 
--. 
0.15116. 
-0.00593 
-0.314.19 -:: c-3 .81902; •... -- 74 .02S06~.?"~~-1.61706 .• --_.-
--------_.. - . --=------:--.:---.-- . .:--:----~ .. ---
1.40735 0..36617 .... - --1.6770.6 - --: I 9.92581--: 
•• + -- . -
.- - _ ... -- -_. ---
-- ._-_.- - --
.-~. '.:-----:--:::::-- .. 
-0.. CO~69-
-:;:-:::-:=----:-:--:-::..-:.-:.-_ .... 0.' 5367': T~;""'·-'~o.00326~:::,:.-~:..· .' .--
-- -" ----- ---
-0-.0.00.39 0:-02244- .'::-. -0..0.00.10. - - - -""O.0003&~ - . 
.- -0. .0.0130 '._ c.o.OMt. _. -." 0. .0000.2 
. - - -~ -' _·~~·-O·;02244':"'_-·--0.00t3o. . 
-.' -" .'. " .' ". .- _. - -.--~ - - . 
.. ;'O:92443.~ - ·.-0.00035' :-:_--0.00123--<-O.07682·c:"'-~" :..~o.:iOOt6o.-·,· 
. - - _._- .--~- _.,-
~- .0:00010 :c~,c·-":~;OOOOr-·, -_.~ -0~00035 
.:-- . - ---- -~ --' .. - .. 
.. 1 :00000 '. O .. OOOo.l-~ 
.--- -_._- ~ .. 
-0-,00.036' -::-.-- .0.:0.0.002- 0.0000.1 ~: .. 
.. - --~.::'::::-'-~-;'--.-:-:'-~;:--:-;---:-;-
.. -
:- "--=-, .. ,. --~ - :_::..~ 0 .:{ 5367 :,- -=2c'o~oi28i ·:~:";-~":.o.:;OO 132 . ~"'- -c. 0.07662 -0:00035-.--' \--0.00125--- ---0.92191·' 
-
- - -- _.- - • J 
.0 _ --
'::: :,<-"O~00320._-.- c':O.o.oo.46_--:~ :·~-·o..00003- - ==-0.0.0160 OiOOo.b1-~:0.0000~ -0..00.163 
-- -.~ -'---
.- - ----
- .~:::--:. -----. -- _ .. - - - -_.- -_. 
0.9626321- c-- _0 .2258849_~~ .0_. 036.e t 92-0~-~_~ .7480688 _-~- -
-_: - ->~:---~'-:- -::_' 7~C_-:C:z.C_:..c-~=':- :<:~=~ --::~, 8X 8- t.4ATRJX SERIc:S -
__ .__ __ ~,_- _"7 __ C_~.' ~::::-,::-:-:_-:::: _'=:,.'O:,_::--=cc~-,cc-·-~::--- "NO :_OF _,TER",SI:l·_. 50 ~=: 
---- -
--- .----- •. --'-~- -H· _-- -.- .-- - --'-- _.- .-~ ._--
.- - -- - -
-.- - - -_. ~;_...::--__ =-_-;.::.;~ .-:-:-~-=';::-~:'~~:-:"::-.::i--'--;.~:=-'~:-::-~ .. :. -_. __ ~-~._:---<::. ;': ----:..--=:- -~. _ ..
_~ _________ t7-8~ 707!58~ ___ -:~2i.17094-~~-o~..,....- L.A200 t _~ C.7_- 84_.02010 _ --_-0 _,_-0._4_0469 
- . - _ .. - -- .:-~ -:- ~-:-~ =-=.-~~~'.~ --'.~'--~: - - -:~- -=- - - -' --- -.~ - - - _to. 31633 __ ~~_ 86.76'44 ._1.76'46 
__ 27 .17694 t~_.=~~64_~c ''':'-.: __ ~O.0~t33 __ - 0.36076 __ ------12.99697- _,'0.38438 
--'- --
_.- --
__ ~t.4200t- __ 0 .34 74J ____ ~-=12-. 72S302~. ~_-4.02949 >7_.0.90Q(19 - 0,0288'5_- 0.50364, __ -.,-,_---,8,40313 
84.02016 __ _ 12.53644 ____ , -4.02949_ 47.96279. _ -0.09534 -0.46002, _.C-- -42.40061-7~-,---... 2."234 
_ -0.40469 
.1.31633 
86.76544 
1.76546 
- . 
- -- ._-
-0.06133" ___ 0.90909 _____ :_-0.()9534 -_--- _1.12630 __ _ 
_ 0.36076 
_ 12.99697 
---
,_---0.02885- __ ~---O.46002 
- - - -- _. ~ 
--
_0_0.50364 _ 42.40061--
- -- .- -----=----~--------.-
0.3843B :: ---c 8.40313 ____ ,-2.75234_,--
-0,00246 _ 
-0.191'23 
_ 0.52776_ 
, -0.00246 - -0.19823 
3.386'-0 - . _._-2.0853'. 
--2.08535 -- 4~.67t 91 
0.13773 c- - 0.652&3 
-
_ .~~. __ ~,SQi.UUON~OF:" THE~ MATRIX EQUATION_=~~~_--~:""- .::~~--~- :--'-- -----~-::~~~- --~~--~~ ~-., 
- - - -- - .- --'- -
-_ .. - -_. -- - -- ._--- --- . - -----.--- .. --- - - -
356.37610 54.41505 2.8336' t68~~.54t~:-O.8o.935 173.5336& 
0~70!67 25.07744 . 
.-::.~---.-:- --:------::-----::::-~-. --- -- _.- ~---:-.. ---- -- --
-0.12'72··.· -. . 0.72981 26.00120 
.. ---::. --::---- - --:--. _-::----. .:..- . 
54.41505-11.37144-
. _. - --- - ----_. 
• 0.-52776 
0,13773 
0.6'263 
1 t ,&129-7 
3~'2'U 
- - 0.77488 
2.83365. .. 0.70167. -_~19~26316 ····· .• ·.-_.:-.;,7.72154--· 0.97871 . ··_t5~39635 
. - -0.80935 
--- - - - _.- ._ .. --'- --
.. 2~624ge 
. 25.07744- . 
.- - _ .. _- .- -'~-
.. ~ .• 2.42473 
__ ~o. t 2272 ' 
- - -'--- -- --- --.. -- - ------ -- .. _--- -- -" ---'--'--'---"._- ---
... ' .. .. --~ - --
";0.-.12636 - _'-~~:-L1>O'84-:-o~' -;'0.0()462~-: _c - ;;'Or39640 
-----_._-_._---- -
- - -- --- - --- . - -
0..7298 L: .-C-. :-- 0.44072 - ::-_ -0. q t 321 . :~_ -0.00462 ---- 4.20'546--~ ~4.1104f 
.. - -- ---- -- -.- --- --'--- .~- --_. __ . 
64.80094 ~0.39640-: __ -4rll04' 92.28642- .:. 
-5.45932 0.37224-':'· ~L29642· 
---- ----
t.40906 
0.37224 
t -.29642 
19.-93381 
_. ___ ._0 __ .. _., __ CHECLRIGHT_SIOE --
- -
__ -0_ 97000 
--. 
0.0.0.445 
.-0.00026 
0.01500 . 
-0.00007 
---
___ -0..00.0.24 
0.01524 
-. 
-O.9~934_ 
._. 
-0..0.0004 -I.OQOOO 
0..00223 -0.0.00.13 
_-0..00001. _0.0.00.0.0 _ 
--
-0,00004 ._0.0.0000 
-.- --.-
0..00226 
--
- . - .- ---
0,0. 't500-_---c-"O. o._OOO?7~:i.;_:- -_ '--0.. COO ~4: __ i~~'::::,:::,:' 0-. 01'24--
-- - - -
_ 0.00223_ 
-
-0.00001.-- -0. OOo.O~_--
. -
- _. -- -_.-
-0,000 1.3.=- - _0.00000- 7C- ,0.00.000.:::-_0..0.0013-- ---0..0.0000--::------.. : 
-0.,99250. .. 0.000.03 - : -0.OflOI2 0.00762- - -0.001)16 -
'--
-O.MOO! -t.ODOOO '- -0.0.0000. ---- -0.0000.3,- -- ~,O.OOOo.O--------
__ : -. . .: _,~ -:- . . _ _ - 5P 1 
0.001'100. 
-1.00000.-: --0.00012-. '. ·0.001'100 - :--"TeR.M~ 
0.00762 -0.00003 -0.00012 -0.99225 _ .. 0.00016 
" . 
27.75607 6.31'1471'1 .C~34242 12.82594 "1'1.1'16,65 0.3561'16 13 :29,1?6 1'1.3'''2' 
1.3A637 1'1.34242 12'~72561 ';4.1'14631 1'1.91'1917 0.1'12913 1'1':48654 ,8.4t'l348 
85.97QM 12.82594 -4'~ 0463 1 48.9'793 -1'1.1'19<181 "1'1.47584 4":39184 .. 2 ~7'13CC 
-1'1.41361 "1'1.1'16265 1'1.91'1917 ~Q.QCJ981 1.12632 -0.1'11'1238 .. 1'1:'0271 Q.5U86 
1.284'11'1 1'1.3561'16 0'~02913 ~Q.4'1584 -1'1.1'11'1238 3.38635 .. 2:11'1143 1'1: 1381'16 
88.74831'1' 13.291~6 0;48654 43.39184 -1'1.20277 "'.10143 4'~61950 Q~63183 
1 .72414 1'1.37825 8:40348 .2.7131'10 1'1.52786 1'1.1381'16 1'1.6318' 11:6i',41 
SOLUTI"N OF THE MATRIX EQUATION (NESTED Se/? 1£5) 
364.16539 ~5.57t08 2.76650 111 .93926 .. 1'1.8271 ., 2.56184 177.491'18 3:44269 
55.5711'18 11.5431'11'1 1'1:69171'1 25.65534 -1'1.12531 1'1.721'144 26.588~3 1'1.76264 
2.76650 1'1.69171'1 19.263'4 :;7.75511'1 2.42489 1'1.44126 0.94459 t5 :3471'16 
171.93926 '5.65534 -7. 75511'1 96.71114 -1'1.13527 -1'1.944 78 86.71959 .. 5.501'155 
-0,82717 -1'1.12537 2';42489 -1'1.13527 1.1'11'1289 -1'1.00447 .. 0.41'1546 1.4t'l925 
2,56184 O,72C4~ 1'1.44126 ';1'1.94476 "1'1.1'10447 4.21'159' .4.14251'1 1'1.3'291 
177,49178 26.58863 1'1.94459 86.77959 -Q.4Q~'6 -4.14251'1 94.29772 t. 25451 
3.44269 1'1.76264 15.39706 .. 5.51'1055 1.40925 1'1.31291 1.25451 19:93468 
eHeel( RIGH' SIDE 
.. 1.1'1001'10 1'1.01'101'11'1 -0.1'11'11'101'1 1'1.1'10000 -0.1'11'11'11'11'1 .. 1'1.1'11'11'11'11'1 1'1,1'11'11'11'11'1 "1'1.1'11'11'11'11'1 
1'1,1'11'1000 .. 1.1'11'11'101'1 -1'1 '. 1'11'11'11'11'1 1'1.1'11'11'100 -0.1'11'11'101'1 .. 1'1,1'101'11'10 0.1'11'11'11'10 .. 0:1'11'11'11'10 
-1'1.1'11'101'11'1 -1'1,1'11'11'101'1 '-1.1'11'1000 .0.1'11'11'11'11'1 1'1.1'11'11'101'1 .. 1'1.001'100 .. Q~QOQOQ Q,Ct'lQQQ 
1'1.01'11'101'1 1'1.1'11'11'101'1 -0': 1'11'1001'1 -1.01'11'11'11'1 -C.QCnI'lC .. 0.1'11'11'11'11'1 Q.QQQtlQ .. 1'1.1'11'11'11'11'1 
-0,1'1('11'11'11'1 -1'1.1'11'11'11'11'1 C~CQCQQ "1'1.1'11'11'11'11'1 "1.1'11'11'11'11'1 1'1.1'11'11'11'11'1 "1'1.1'11'11'11'11'1 .. Q.Ct'lCQQ 
.. 0,1'11'11'1('11'1 "1'1.1'11'11'101'1 -1'1': 01'101'10 0.1'1.1'11'11'11'11'1 1'1.01'11'11'11'1 .. 1.001'11'11'1 ... 0.1'101'11'11'1 .. 1'1.1'1(')1'101'1 
1'1.1'11'101'11'1 1'1.1'11'11'11'10 -0.001'11'11'1 1'1.001'11'11'1 "1'1.1'11'11'11'11'1 -1'1.01'11'11'10 .. I~QOCI'IQ .. Q.cecoc 
-1'1.1'10000 -1'1.1'11'11'11'11'1 1'1;1'11'11'101'1 .. 0.0001'11'1 -O.Ct)Qt'lO .. 0.1'11'11'11'11'1 .. 1'1 ': 1'101'11'11'1 .. 1.1'11'11'11'11'1 
13 'TERMS 
0.13200(1)0 
0.000000('10 
0.00000000 
0.0000(\000 
O.oooooono 
().oooooO'1,o 
0.00000000 
-(\.000(')0000 
-0.00000000 
-(\.OOOOC)(\!')O 
-1').000000(\0 
0.00000(100 
_I~. O'')OOOO:lO 
0.00000(1)0 
-0,00000067 
~ ,00000(\00 
1).00000000 
-('·.OOl)n7935 
0.000000"0 
0.00000033 
0.00000000 
-(\.0000001'1 
~. 000000(10 
I. 
-0.t469000() 
0.0000')000 
0.00000000 
0.00000000 
O,OOO~OOOC 
0.00000000 
O.OOOC~OM 
1. O. 
1.000(1)000 
-0.000C'I)(100 
-O.OOOC'OOOI) 
-0,00000001 
1),00011:)001 
-0,00000002 
0.000('10"'03 
-0,00037019 
0,00000000 
1.0000000(') 
O.OOOCOOM 
-0.00411025 
0.00000000 
0.00008592 
0.00000001') 
-0.00000562 
o. 
(I.OOOOOOf)O 0.1')0000000 O,nr.ooO('l(10 n,C(,)OOO()I'~ 
-".42410000 C,nooooooO o. "0(100()(~O 0, QI'M 0"'1'0 o.OOf)nOonn 0.'>56'nI'lI)0 
-"'.51600000 (I 1'10000(')00 O. (\1') (l 0 n(',nn O,O()OI'lO('lOO 
2.7073(10(10 0.0000000(1 
1"1.51('.6(1000 o (100(\0000 <,. ·1"'):\"01)0 
1'1.5151)0000 O. "OMH1000 
-1'1.23460000 1,OIHH101'\('I0 
TRANSFO~MAT'n~ INTO COMPANI"~ ~nRM 
0, 0, 1. 
C('l~PANION FOR'" 
"',001';('0005 () ,')nOOO()11I 1', "01'1.)", <13 
I,OOI'lOOOOO 0.00nl'n024 
0, (,)1')1'!)Of,OI' 
",OOI'l000n7 
-0.0001')00111 
-,..., ooonooo! ,') 01')01'11')131 
-0, t,l')r ,11'l 61; A 
,..·,00('(')0036 (I, (\00('1{) 231'-
-0.13':;31\265 
TRANSFORMATION INTO SCHWAPZ FOR~ 
",001'00000 o ,1"(Hl'10(1t')('l 
I'.OOQnOOOO (l OCOr.OOOO n,oor.(')nr,oo 
'. 
1,000000(')0 O,noooooon 1'l.I'lI)O()I)I'IQo 
1'.00(100000 I . ·')(loonono 0,001'000(1(,. O,1(,Of01'1'lO 
o.oc)o"'oC)co 1 ,M\I'\(l/')OOO n, i)1'1'\:"'(\1'0~ 
~,oooooooo -0 .1763n643 • ,')('10/',(11'('.(1 ,'), .100(101'11(\ 
(\,00139251 (') (l"'O('lOoon 1', ,)(,I'IO()O(l!\ 1,I'lI'lOI'l(,)nnn ~I. nOO(ll'lOO('l 
",001'1(01)01) 
-"'.71'1;71664 1,'>000(\1'00 
--- -:--._- - ..... - - -~--:-' - - -----~--- - ~:--.------ --.~--- -.----- - - - - --"-- -----.---- --. - -~ - - - - - -.- -.-,.~-.,,-. --.---- --. ---.. ------- -.--.- .~.-.- ---
PAPERS ARISING FROM. THE WORK 
Al. Barnett, S. and Storey, C.: 'Stability analysis of constant 
linear systems by Lyapunov's second method', Electronics 
Letters, ~, p. 165-166, May 1966. 
A2. Barnett, S. and Storey, C.:' Asymptotic stability and the 
method of linear bounds, Electronics Letters, ~, p. 343, 
September, 1966. 
A3. Barnett, S. and Storey, C.:' Asymptotic stability of non1inear 
systems', Electronics Letters, !, p. 375, October, 1966. 
A4. Barnett, S. and Storey, C.: ' Solution of the Lyapunov matrix 
equation " Electronics Letters, 2 , p. 466-467, December 
1966. 
A5. Barnett, S. :' Sensitivity of optimal linear systems to small 
variation in parameters', International Jn1. of Control, It, 
p. 41-48, 1966. 
A6. Barnett, S. and Storey, C •. :' Insensitivity of optimal linear 
control systems to persistent changes in parameters', Internat-
ional Jnl. of Control, It, (2), p.179-184, 1966. 
A7. Barnett, S. and Storey, C. :' The Lyapunov matrix equation 
and Schwarz's form', Trans. I.E.E.E. (Correspondence), AC-12, 
p. 117-118, February 1967. 
A8. Barnett, S. and Storey, C.: ' Connnents on the Lyapunov matrix 
equation', Electronics Letters, 1 , p.122-123, March 1967. 
A9. Barnett, S. and Storey, C.:' Connnent on "On Invariance and 
Sensitivity" " Trans. LE.E.E. (Correspondence), AC-12, 
p. 210-211, April 1967. 
AlO. Barnett, S. and Storey, C.:'Analysis and synthesis of 
stability matrices', Jnl. of Differential Equations, 3 
p. 414-422, July 1967. 
tia:a • liS!22et!t!, is: sl'La iSl!ere" 8;;'8el:atioiZ of the hLLtL. 
Al 2. Barnett, S. and Storey, C.: 'On the general functional-
matrix for a linear system', Trans. r.E.E.E.(Short Papers), 
AC-12, 1967} fr. +3{,-4-&'8 • 
A13. Barnett, S. and Storey, C.:'Construction.of the generalised 
functional matrix', Proc. r.E.E. (Correspondence) 114, 
p. 688, May 1967. 
A14. Barnett, S. and Storey, C.: 'Some results on the sensitivity 
and synthesis of asymptotically stable linear and nonlinear 
systems', ~o ()t.ffear' 
A1S. Barnett, S. and Storey, C. : 'Some applications of the 
Lyapunov matrix equation~·.', -to . ~ ::T. /..,st: . 
A16. Barnett, S. and Storey, C. :' Remarks on numerical 
solution of the Lyapunov matrix equation ' Electronics 
Letters,l, p. 417-418, September, 1967. 
REFERENCES 
1. Fuller, A. T. :' Phase space in the theory of optimum 
control', J. Elec. and Control,~, p. 381,1960. 
and 
2. Hahn, W. : Theory,(application of Liapunov's direct 
method, Prentice-Hall, 1963. 
3. Ellis, J. and Storey, C.:' Stability in process control: 
A review of the use of Liapunov functions', Proc. I. Mech. 
E. 178, Pt. 3M, p~ 36, 1963-4. 
4. Brockett, R. W. : ' The status of stability for deterministic 
systems', Trans. I.E.E.E., AC-ll, p. 580, 1966. 
5. Schultz, D. G. , The generation of Liapunov functions' 
in Advances in Control Systems, Vol. 2, Academic Press, 
1965. 
6. Bellman, R. Introduction to Matrix Analysis, .McGraw-
Hi11, 1960. 
7. Gantmacher, F. R. The Theory of Matriices, Vol. 1, 
Chelsea, 1959. 
8. Vogt, W. G. : ' Further discussion of "A modified Lyapunov 
method for nonlinear stability analysis" " Trans. I.R.E., 
AC-7, p. 90, 1962. 
9. Tomovic, R. : Sensitivity analysis of dynamic systems, 
McGraw-Hill, 1963. 
10. Kokotovic, P. V. and Rutman, R.S. :' Sensitivity of automatic 
control systems (survey)', Automation and Remote Control, 
26, p. 727, 1965. 
11. Athans, M. : ' The status of optimal control theory and 
applications for deterministic systems', Trans. I.E.E.E., 
AC-ll , p. 580, 1966. 
12. Macfarlane, A. G. J. : " The calculation of functionals of the 
13. 
time and frequency response of a linear constant coefficient 
dynamical system', Quart. Journ. Mech. and Applied Math., 
XVI, p. 259, 1963. 
Smith, R. A. . , . Matrix Calculations for Liapunov quadratic 
forms', J. Diff. Eqns., ~, p. 208, ,1966. 
14. Brown, B. M. : The mathematical theory of linear systems, 
Chapman and Hall, 1961. 
15. Parks, P. C. : 'Anew proof of the Hurwitz stability 
criterion by the second method of Liapunov, with applications 
• to "optimum" transfer functions, Joint Automatic Control 
Conference, 1963. 
16. Wonham, W. M. and Johnson, C. D.: ' Optimal bang-bang control 
with quadratic performance index', Trans. A.S.M.E., Series D, 
86, p. 107, 1964. 
17. Bass, R. W. and Gura, I. : ' Canonical forms for controllable 
systems with applications to optimal nonlinear feedback', 
l.F.A.C. Conference, London, 1966. 
18. Ch en , C. F and Chu, H. : ' A matrix for evaluating Schwarz's 
form " Trans. l.E.E.E., AC-ll, p. 303, 1966. 
19. Kalman, R.E. and Bertram, J. E. :' Control system analysis 
and design via the " Second Method " of Lyapunov', Part I, 
Trans. A. S. M. E., Series D, 82, p. 371, 196D. 
19a. Puri, N. N. and Weygandt, C. N. : ' Calculation of quadratic 
moments of high-order linear systems via RoUJb Canonical 
Transformation', Trans. l.E.E.E. (Appl. and ~.), 83, p. 428, 
1964. 
20. Taussky, 0. : ' Matrices C with Cn + 0', J. of 
Algebra, !, p. 5, 1964. 
21. Taussky,O. : ' On the variation of the characteristic 
roots of a finite matrix under various changes of its 
elements', in Recent Advances in Matrix Theory, The University 
of Wisconsin Press, p. 125, 1964. 
22. Ka1man, R.E. and Bertram, J. E. : ' Control system analysis 
and design via the "Second Method" of Lyapunov, Part 11, 
Trans. A.S.M.E., Series D, 82, p. 394, 1960. 
23. Zubov, V.I.: ' A new method of constructing stability regions 
for an automatic control system in the space occupied by the 
permissible values of the parameters', Automation and Remote 
Control, 20 (3), p. 314, 1959. 
24. Grayson, L. P. : 'The status of synthesis using Lyapunov's 
method', Automatica, 1. , p. 91, 1965-. 
25. Macf ar lane , A. G. J •. :'Functiona1-matrix theory for the 
general linear electrical network', Part 2, Proc. I.E.E., 
112, p. 763, 1965. 
26. Undrill, J. M. : 'On the construction of Macfar1ane's 
generalised functional matrix', Proc. I.E.E. (Correspondence), 
114, p. 166, 1967. 
27. Nesbit, R.A •. : 'Several applications of· the direct method 
• of Liapunov in Advances in Control Systems, Vol. 2, Academic 
.. -
Press, 1965. 
28. Ingwerson, D.R.:' A modified Lyapunov method for nonlinear 
stability analysis', Trans. I.R.E., AC-6, p. 199, 1961. 
29. Rosenbrock, H.H.: 'The stability of linear time-dependent 
control systems', J. E1cc. and Control XV, p. 73, 1963. 
29a. Caughey, T. K. and Gray, A. H. : ' On the almost sure 
stability of linear dynamic systems with stochastic 
coefficients', Trans. A.S.M.E., Series E, 32, p. 365, 
1965. 
30. Bass, R. W. and Webber, R. F. :' Optimal non1inear feedback 
control derived from quartic and higher-order performance 
criteria', Trans. I.E.E.E., AC-11, p. 448, 1966. 
31. Quirk, J. and Ruppert, R. : ' Qualitative economics and the 
stability of equilibrium', Review of Economic Studies, 
32, p. 311, 1965. 
32. Genin, J. and Maybee, J. S. : ' A stability theorem for a 
class of damped dynamic systems and some applications', J. 
Inst. Maths. Applies. 1, p. 343, 1966. 
32a. Jeffreys, H. and Jeffreys, B. S. : Met40ds of Mathematical 
Physics, 3rd. ed. Cambridge University Press 1956. 
33. Givens, W. : 'Elementary divisors and some properties of 
I 
the Lyapunov mapping X + A X + X A *, Argonne Nat. Lab. 
Report ANL-6456, .1961. 
34. Ostrowski, A. and Schneider, H. :' Some theorems on the 
inertia of general matrices', J. Math. Anal. App1., ~, 
p. 72, 1962. 
35. Taus sky , O. : ' A remark on a theorem of Lyapunov' , 
J. Math. Anal. App1., ~ , p. 105, 1961. 
36. Vogt, W. G. : ' Transient response from the Lyapunov 
stability equation " Joint Automatic Control Conference, 
1965. 
37. Maybee, J. S. : .' New generalisations of Jacobi matrices', 
J. SIAM Appl. Math.,14, p. 1032, 1966. 
37a. Liapunov, A.M.: Stability of motion, Academic Press, 1966. 
38. Johnson, G.W. : .' Synthesis of control systems with:stability 
constraints via the direct method of Liapunov " Joint Automatic 
Control Conference, 1964. 
39. Dorato, P. :' On sensitivity in optimal control systems' , 
Trans. LE.E.E. (Correspondence), AC-8, p. 256, 1963. 
40. Pagurek, B.: .' Sensitivity of the performance of optimal 
control systems to plant parameter variations', Trans. 
I.E.E.E., AC-lO, P.178, 1965. 
41. Pagurek, B.:' Sensitivity of the performance of optimal 
linear control systems to parameter variations', Int. J. 
Control, 1:.,. p. 31, .1965. 
42. Noton, A. R. M.: Introduction to variational methods in 
Control Engineering, Pergamon Press, 1965. 
42a. Dyer, P.,Noton, A.R.M. and Rutherford, D.: 'The application 
of dynamic programming to the design of invariant auto-
stabilisers', J. Roy. Aero. Soc., 70, p. 469, 1966. 
43. Rutman, R. and Eppelman, M. :' On necessary and sufficient 
• 
conditions of parametric invariance, p. 290 of Ref. 51. 
43a. Cruz, J. B. and Perkins, W. R. :' Conditions for signal 
and parameter invariance in dynamical systems', Trans. 
I. E. E. E. (Correspondence), AC-ll, p. 614, 1966. 
44. Alexandro, F. J. :' Compensation of plant variations in 
optimal control systems', Trans. I.E.E.E., AC-lO, p. 275, 
1965. 
44a. Rozonoer, L. I. : .' A variational approach to the problem 
of invariance of automatic control systems', Automation 
and Remote. Control, 24, Part I, p. 680; Pt. 11, p. 793, 
1963. 
45. Gavriloric, M~, Petrovic, R. and Siljak, D.:' Adjoint 
method in the sensitivity analysis of optimal systems', 
J. Franklin Inst., 276, p. 26, 1963. 
46-. Rohrer, R. A. and Sobral, M. :' Sensitivity considerations 
in optimal system design', Trans. I.E.E.E., AC-IO, p.43, 
1965. 
47. Holtzman, J. M. and Horing, S. : 'The sensitivity of 
terminal conditions of optimal control systems to parameter 
variations', Trans. I.E.E.E., AC-lO, p.420, 1965. 
47a. Holtzman, J. M. and Horing, S. :' Further results on the 
stability and sensitivity of terminal control systems', 
Joint Automatic Control Conference, p. 76, 1966. 
48. Clark, J.M.C.:' Sensitivity of an optimal system to specified 
errors of measurement', Automatica, 1, p. 151, .1966 • 
. 49. Witsenh-ausen, H. S. : ' On the sensitivity of optimal 
control systems', Trans. I.E.E.E. (Correspondence), AC-lO, 
p. 495, 1965. 
50. Belanger, P. R. : 'Some aspects of control tolerances and 
first-order sensitivity in optimal control systems', Trans. 
I.E.E.E., AC-ll,p.77, 1966. 
51 Radanovic, L. (Ed): Sensitivity methods in control theory, 
Pergamon Press, 1966. 
5la. Dorato, P. and Kestenbaum, A.: ' Application of game theory 
to the sensitivity design of optimal systems', Trans. 
I.E.E.E., AC-12, p. 85, 1967. 
52. Morgan, B. S. : 'Sensitivity analysis and synthesis of 
multivariable systems', Trans. I.E.E.E., AC-ll, p. 506, 
1966. 
53. Cruz, J. B. and Perkins, W.R. , Criteria for system 
53. sensitivity to parameter variations', I.F.A.C. 
contd/ • 
Conference, London, 1966. 
54. Cruz, J. B. and Perkins, W. R. : ' On invariance and 
sensitivity', I.E.E.E. Int. Convention Record, 14, p. 159, 
1966. 
55. Laughton, M. A.:' Sensitivity in dynamical system analysis' , 
J. Elec. and Control, XVII, p. 577, 1964. 
56. Gavriloric, M. and Petrovic, R. :' On the synthesis of 
the least sensitive control', p. 407 of Ref. 51. 
57. Tuel, W. G., Lee, 1. and De Russo, P.M. : 'Synthesis of 
optimal control systems with sensitivity constraints', 
I.F.A.C. Conference, London, 1966. 
57 a. Cadzow, J. A. :' Optimal control of a system subject to 
parameter variation', Joint Automatic Control Conference, 
p. 807, 1966. 
58. F addeeva, N. N. Computational methods of linear algebra, 
Dover, 1959. 
59. Ralston, A. : ' A symmetric matrix formulation of the 
Hurwitz-Routh stability criterion', Trans. I.R.E. (Corres-
pondence), AC-7, p. 50, 1962. 
60. But chart , R. L. :' An explicit solution to the Fokker-
Planck equation for an ordinary differential equation', 
Int. J. Control, l , p. 201, 1965. 
61. Wedderburn,M. : 'Note on the linear matrix equation' , 
Proc. Edin. Math. Soc., 22, p. 49, 1904. 
62. Mirsky, L. : An introduction to linear algebra, Oxford 
University Press, 1955. 
63. Smith, R. A. : 'Bounds for quadratic Lyapunov functions' , 
AroaJ..· 
J. Mathi Appl., 12, p. 425, 1965. 
64. Er-Chieh Ma.: ' A finite series solution of the matrix 
equation A X - X B =. C', J. SIAM Appl. Math., 14, p. 490, 
1966. 
65. E11is, J. K. and White, G.W.T. :' An introduction to 
modal analysis', Control, ~, p. 317, 1965. 
65a. Wi1kinson, J. H. : The algebraic eigenva1ue problem, 
Oxford University Press, 1965. 
65b. Householder, A. S. : The theory of matrices in numerical 
analysis, B1aisde11, 1964. 
65c. Smith, R. A. : 'Matrix equation X A + B X =. C', to be 
published. 
66. Macfar1ane, A. G. J. : ' Functiona1-matrix theory for the 
·6:A •. 
general linear electrical network', Part 3, Proc. I.E.E., 
113, p. 1268, .1966. 
Graham, D. and Lathrop, R.C. . , . The synthesis of "optimum" 
, 
transient response: criteria and standard forms', Trans. 
A.I.E.E., 72, p. 273, 1953. 
68. Jakubovic, V .A.: ' The solution of certain matrix inequalities 
in automatic control theory', Dokl. Akad. Nauk. S.S.S.R. 
143, p. 620, 1962. 
. 69. Mishina, A.P. and Proskuryakov., I.V • Higher A1ge:bra, 
Pergamon Press, 1965. 
70. Metz1er, L. A. : 'Stability of multiple markets: the 
Hicks conditions', Econometricd, 13, p. 277,1945. 
71. Lehnigk, S.G. : 'On Liapunov's. second method with parameter-
dependent quadratic forms in the case of autonomous non-
linear equations which have a linear part', I.F.A.C. Conference 
Moscow, p.934, 1960. 
72. Tyler, J. S. and Tuteur, F. B. :' The use of a quadratic 
performance index to design multivariable control systems', 
Trans. I.E.E.E., AC-ll, p. 84, 1966. 
73. Rissanen, J. J. : ' Performance deterioration of optimum 
systems', Trans. 1.E.E.E. (Short Papers), AC-U, p. 530, 
1966. 
74. Rozonoer, L. 1. : .' The maximum principle of L. S. Pontryagin 
in optimal system theory', Automation and Remote Control, 
20, Part I, p. 1288, Part 11, p. 1405; Part III p. 1517, 1959. 
75. Salukvadze, M. E •. : 'The problem of invariancy of optimal 
regulators', Automation and Remote Control, 25, p. 590, 
1964. 
76. Archbold, J. W. : Algebra, Pitman, 3rd Ed., 1964. 
77. Varga, R. S. : Matrix iterative analysis, Prentice-Hall, 
1962. 
78. Kalman, R. E. : ' When is a linear control system optimal?', 
Trans. A.S.M.E., Series D, 86 , p. 51, 1964. 
79. Gass, S.I. : Linear Programming, MCGraw-Hill, 2nd Edn., 
1964. 
80. Barnett, S. :' Stability of the solution to a linear 
programming problem', Operate Res. Quart., 13, p. 219, 1962. 
81. Lehnigk, S. H. : Stability theorems for linear motions, 
Prentice-Hall, 1966. 
82. Berkovitz, L. D. :' Variational methods in problems of 
control and programming', J. Math. Anal. Appl., 1, p.145, 
1961. 
83. Brauer, F. :' Perturbations of nonlinear systems of 
differential equations', J. Math. Anal. Appl., 14, p.198, 
1966. 
84. ' 
85. 
86. 
87. 
Lefschetz, S. : Differential equations: Geometric 
theory, 2nd. Edn., Interscience. 
McC1amroch, N. H. and Aggarwa1, J. K. :' On equivalent 
systems in optimal control and stability theory'; Trans. 
I.E.E.E., AC-12, p. 333, 1967. 
Liu, R. and Leake, R. J. :' 'Inverse Liapunov problems', 
p. 333 in Differential Equations and Dynamic Systems' , 
Ed. J. K. Hale, J. P. La Sa11e, Academic Press, 1967. 

