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ABSTRACT 
 
A numerical study of chemotaxis in 3D turbulence is presented here. Direct Numerical 
Simulation were used to calculate the nutrient uptake for both motile and non-motile bacterial 
species and by applying the dynamical systems theory the effect of flow topology on the 
variability of chemotaxis is analyzed. It is done by injecting a highly localized patch of nutrient 
in the turbulent flow, and analyzing the evolution of reaction associated with the observed 
high and low stretching regions. The Gaussian nutrient patch is released at different locations 
and the corresponding nutrient uptake is obtained. The variable stretching characteristics of 
the flow is depicted by Lagrangian Coherent Structures and the roles they play in affecting the 
uptake are analyzed. The Lagrangian Coherent Structures are quantified by the Finite Time 
Lyapunov Exponents which is a measure of the average stretching experienced by the flow in 
finite time. It is found that in high stretching regions, the motile bacteria are attracted to the 
nutrient patch very quickly, but also dispersed quickly; whereas in low stretching regions the 
bacteria respond slower towards the nutrient patch. However the total uptake is intricately 
determined by stretching history. These reaction characteristics are reflected in the several 
realizations of simulations. This helps in understanding turbulence intensity and how it affects 
the uptake of the nutrient.  
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1. INTRODUCTION 
Chemotaxis is the movement of bacteria towards or away from nutrition/poison respectively 
due to chemical stimuli. Uptake of Dissolved Organic Matter(DOM) occurs mainly by 
diffusion of nutrient molecules to the cells of bacteria [1]. It helps the bacteria to find food 
such as glucose by swimming with the help of flagella towards a higher concentration of food 
or to avoid swimming towards a higher concentration of poison.  
The nutrients in ocean environment are located in small patches. Phytoplanktons, 
zooplanktons, cell lysates [21] and similar organic matter. The DOM is in small concentrations 
but they are available in abundance in the ocean. There is the question whether the chemotactic 
response is fast enough so that the bacteria reaches the quickly dispersing nutrient 
[21].Chemotaxis response helps the bacteria to be able to exploit the nutrient patches 
originating from the various sources before any physical dispersion of the nutrients due to 
ocean turbulence [21].  
Bacteria is a very important part of the food chain [4]. They consume DOM from 
microorganisms and other organisms alike during cell lysis. The bacteria convert the DOM 
into the useful inorganic matter[1]. These are nutrients for other organisms. Bacteria are also 
food for other organisms[3]. There are generally 2 kinds of bacteria based on the means of 
transport i.e. motile and non-motile. Motile bacteria have a clear edge in exploiting nutrient 
resources which are available in the form of solute patches as they can move towards them.  
The presence of turbulence reshapes the nutrient patch landscape which in turn affects the 
nutrient uptake rate by the bacteria[2]. Interest on chemotaxis is around more complex flows 
and in turbulent ocean environments [2].  Different spatial scales affect bacterial foraging in 
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real world environments. For bacteria, turbulence is felt as smoothly varying velocity gradient 
[1] as the scales are much smaller to the scales at which turbulence occurs i.e. the Kolmogorov 
scale. The Kolmogorov scale is the smallest scale at which turbulence occurs [5]. 
But the gradients in the concentration of nutrients exist to the Batchelor scale which is smaller 
than the Kolmogorov scale [5]. The “motility range- the distance they cover over the lifetime 
of the patch” has to be greater than the Batchelor scale (Taylor Stocker, 2012, p 675). . So the 
motile bacteria is at an advantage if the nutrient concentration gradient has a time scale longer 
than that of the homogenization [21]. Homogenization of the patch depends on both the 
diffusion and advection in the reactive flow. 
Motility benefit has been defined as the domain averaged uptake advantage the motile bacteria 
has over non-motile bacteria in which the motile bacteria are able to flock around the nutrient 
patch protected in the coherent structures with the aid of swimming[1].  
Also, it has been found that the motility benefit is inversely proportional to turbulence 
intensity so there is a balance between stirring and mixing [1]. For Motile bacteria, with an 
increase in chemotactic velocity, the motility benefit also increases [1],[21]. The velocity 
increases with the increase in the concentration gradient. But with an increase in the 
chemotactic velocity, the swimming cost increases so there is a trade-off between the two. So 
there exists an optimal chemotactic velocity which enhances nutrient uptake by the motile and 
non-motile bacteria [2].   
Chemotaxis is a transitional process which occurs before the nutrient concentration is 
homogenized throughout the fluid. The fact that chemotaxis is transient plays an important 
role in maintaining the fitness advantage of motile bacteria [1]. Fitness advantage, according 
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to Jones, Tang and Walker is the difference in nutrient uptake between motile and non-motile 
species [2]. It depends on factors such as turbulence intensity and swimming cost.   
We here, have analyzed a model of chemotaxis reaction of bacteria with 2 species and have 
focused on finding the Lagrangian Coherent Structures that are formed in the turbulent flow 
environment [2]. We find it by computing the FTLE. We do not focus on the biology aspect 
but the dynamical systems and the fluid mechanics part of the problem. After finding the 
Lagrangian Coherent Structures we try to analyze the high stretching and shrinking regions 
which will help us in analyzing the rate of chemotaxis by the bacteria. Jones, Tang and Walker 
[2] studied chemotaxis in 2D DNS turbulence model [2]. We have worked on the 3D DNS 
turbulence model and have tried to analyze chemotaxis through the dynamical systems tool of 
LCS. 
2. THEORY 
2.1 Dynamical Systems 
Dynamics is the subject that deals with the evolution of systems in geometric space and time. 
The system can evolve in many different ways. It can be cyclic, periodic or aperiodic.  We 
define Dynamical systems through differential equations to understand their evolution both 
temporally and spatially [9]. They were originally used by Poincare towards the end of the 19th 
century for the study of Celestial Mechanics [8]. But the use of dynamical systems in solving 
problems is marked. They are used in solving problems such as in optics, wave mechanics, 
turbulent flows of fluids, the evolution of galactical systems, propagation of flames, explosions 
so on and so forth. We utilize the Dynamical system theory to analyze the phenomena of 
Chemotaxis in Turbulent flow through the use of Lagrangian Coherent Structures in a Non-
autonomous time dependent system. Non-autonomous systems are those which show explicit 
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time dependence. If a dynamical system is not time dependent then it is called autonomous 
[9].  
The general equation for a dynamical system is given by  
x1'=f1(x1,x2,…,xn) 
. 
. 
. 
xn'=fn(x1,x2,….xn) 
Evolution of material surface along a trajectory of particles is called a flow. The flow map 
represents the flow of particles in a fluid flow[8]. The flow map is given by, 
                  Ftto(x0) = x(t;t0,x0)     , x ∈  U , t ∈ [t0,tend]                          [8] 
                        Dx/dt =  v(x,t),  x= (x,y,z) and v= (u,v,w) , v ∈  Rn n=(1,2,3)          [8] 
such that domain of v is called the phase space of the system [11].  It can also be defined as 
“the physical space in which the fluid flow takes place”(Ide et al, 2002, p. 237).  
Stable Manifold of a hyperbolic fixed point is defined by 
    Ws(x*) = {x0 ∈ S : 𝑙𝑙𝑙𝑙𝑙𝑙
𝑡𝑡→𝑖𝑖𝑖𝑖𝑖𝑖
𝑥𝑥(t;x0) =x*}         [8] 
Similarly, the unstable manifold is defined by 
    Wu(x*) = {x0 ∈ S : 𝑙𝑙𝑙𝑙𝑙𝑙
𝑡𝑡→−𝑖𝑖𝑖𝑖𝑖𝑖
𝑥𝑥(t;x0) =x*}         [8] 
Stable and unstable manifolds divide the phase plane of the function into distinct asymptotic 
regions [8]. They behave as separatrices for the phase space.  
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2.2 Lagrangian Coherent Structures and Hyperbolicity 
Most of the natural phenomena involve non-recurring finite time dynamical systems. Most of 
the classical dynamical systems theory have been very helpful in understanding Lagrangian 
coherence for autonomous or periodic systems such as the example of double gyre flows as 
these are recurrent structures in infinite time. But when it comes to aperiodic flows, we have 
no fixed points or stable and unstable manifolds w.r.t the fixed points [10]. Also, here the 
classical dynamic systems models fail as the flows are non-recurrent and not temporally 
idealized [10]. Real fluids in atmosphere or oceans do not behave in a periodic or quasi-
periodic manner.  Hence we rely on uniformly hyperbolic trajectories [10]. ` They are also called 
Distinguished Hyperbolic Trajectories by Haller (DHT) [10]. According to Ide et al.[23] (p. 
239, line 5) a Hyperbolic trajectory is the one in which n linear equations have n linearly 
independent solutions that grow and decay exponentially[23].  
Hyperbolicity is represented by stretching in Lagrangian Coherent Structures [12]. Hyperbolic 
trajectories may expand or contract in time and also divide flow regions into stable and 
unstable manifolds when subjected to infinite perturbations [12]. Shadden postulated that the 
largest FTLE could be taken as a quantification of hyperbolicity as it could be the maximum 
or minima of the rate of expansion [12]. We are interested in the way flow behaves in a 
transient phase when undergoing such perturbations. Wiggins defined a hyperbolic trajectory 
as one in which the FTLE over the finite time interval are nonzero [22]. This is a very broad 
definition of a hyperbolic trajectory and its relation to Lagrangian Coherent Structures. 
Hyperbolicity was also defined as exponential dichotomy by Massera and Schaffer (1966) in 
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which they say that hyperbolic surfaces are those that separate from each other at an 
exponential rate for non-autonomous systems [23].  
Let,  
    x’(t) = Ax(t)           [24] 
be an autonomous system that has an exponential dichotomy on the given finite time interval 
if none of the eigenvalues of A is purely imaginary [24]. For non-autonomous systems let X(t) 
be the trajectory of the linear system given by, 
x’ (t) = A (t) x (t)            [24] 
A is a square matrix of order n and is continuous throughout the finite time interval[24].  
So we see from above hyperbolicity can be represented in many different ways, but most 
commonly used tool to find Lagrangian Coherent Structures using hyperbolicity is the FTLE.  
Hyperbolicity can be quantified by the stretching amount in a material surface [12]. Stretching 
could be normal and tangential. Usually, material surfaces are exposed to a combination of 
these forces. This stretching is the reason the spherical drop changes to ellipsoidal when 
subject to perturbations. The flow field in which the fluid elements straddle in a direction 
normal to the flow field is typical of flow representing hyperbolic trajectories [12]. If the fluid 
elements move in a direction parallel to the flow field then it more resembles a shear flow [12]. 
The flow that resembles the hyperbolic trajectory is the one that could be pointed out as a 
Lagrangian Coherent Structure. This is due to the reason that the fluid elements resembling a 
shear flow do not divide the manifold into stable and unstable regions, unlike a Lagrangian 
Coherent Structure which acts as a stable manifold [12].  
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So usually while associating a hyperbolic trajectory with a stable manifold, the material surfaces 
identified are usually normal and not tangential. This view was echoed by both Shadden and 
Haller. In any case, stretching would not be just normal or tangential. Beron-Vera [25] talked 
about other structures which are not normally hyperbolic. So it cannot be purely resolved into 
normal and tangential hyperbolic material surfaces.  
For a long time, we have been wanting to study the organization of fluid structures in 3D flow. 
Dynamical systems theory has certainly made it easier to understand and describe the evolution 
of fluid flow. Time-dependent 3D flow is generally chaotic and un-integrable [12]. So we try 
to base our information on instantaneous velocity or similar Eulerian features which give us 
tangible information regarding fluid flow. But the results we derive from these do not stay 
coherent with time. Lagrangian measures, actually give us the ability to derive fields that can 
relay correct information even after incorporating time dependence. The coherent structures 
that we derive (LCS) remain invariant in space and time which is one of the objectives of a 
coherent solution [12].      
A vortex dipole is one of the basic elements of fluid mechanics. It is formed due to fluid 
elements being subjected to shear stresses. No fluid has zero viscous coefficients. Hence we 
see fluid elements beginning to form rotational or spinning flow when impressed upon by 
shear stresses. They are called vortices. A vortex dipole is one of the basic features of turbulent 
flow [12]. A vortex dipole consists of 2 hyperbolic saddle type fixed points [12]. The stable/ 
unstable manifolds asymptote to these points in time [12]. The stable fixed points direct the 
flow and the manifolds delineate the direction of the fluid flow from/to the fixed point. The 
fluid particles approaching the repelling transport barrier or the stable manifold are directed 
in an orthogonal direction towards the unstable manifold [6]. The attracting transport barrier 
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and repelling transport barriers look exactly mirror images of each other. The hyperbolic fixed 
saddle points could be a trajectory with steady velocity.   
So when you provide a periodic perturbation to a 2D dynamical system, the hyperbolic fixed 
points become hyperbolic periodic orbits, and their associated stable /unstable manifolds 
become heteroclinic tangles [12]. This provides an interesting insight into chaotic dynamics by 
the use of the said invariant manifold theory. But the deficiency of the invariant manifold 
theory lies in the fact that in nature, we hardly have fixed or periodic trajectories. Hyperbolic 
trajectories may not remain hyperbolic at the next instant [12]. Also since we have a set 
numerical data to describe our fluid flow, sample velocity data from DNS in our case, we 
cannot define the stable/unstable manifolds till asymptotic limits. Hence it is very difficult to 
identify stable/unstable manifolds in hyperbolic turbulence [6]. So we alter our method to 
compute and establish stable and unstable manifolds of hyperbolic trajectories by computing 
the FTLE (Finite Time Lyapunov Exponent). With the help of FTLE, we are able to compute 
and analyze these manifolds as these structures appear in myriad forms in turbulent flows. 
With FTLE we are able to describe more accurately the various phenomena that constitute 
real fluid flows. Also, the results are coherent for time-dependent systems. These stable 
unstable manifold like structures which help us understand the dynamics of flow are called 
Lagrangian Coherent structures. But all stable/unstable manifolds do not necessarily result in 
FTLE. Lagrangian Coherent Structures have proved to be one of the various dynamical system 
tools that help us in analyzing the transient behavior of turbulent flow. In our specific case, 
chemotaxis.   
According to Haller, LCS are continuous smooth material lines of fluid elements which are 
advected by the flow [6].  
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“WHY IS IT CALLED LAGRANGIAN?” 
The flow is described as Lagrangian as we take the history and identity of the fluid element 
into consideration and track the changing behavior of the fluid element along its path in the 
phase space[6]. If it was Eulerian we would only be interested in the nature or characteristics 
of the fluid element at the given location and time instance [6]. Also, we cannot describe the 
advection of fluid particles through a trajectory with Eulerian properties. Time-dependent 
flows carry tracers with them through a definite pattern or coherent Structures [7]. Since we 
take into consideration the nature and behavior of the fluid element along the trajectory of 
flow we call it Lagrangian. The LCS are the material lines of fluid elements which are 
responsible for the coherent transport of fluids, by attracting and repelling adjacent elements 
[6]. So they give information regarding the structure of the fluid flow in a turbulent 
environment.  
 
The approach most used for calculating LCS was discussed by Shadden [12] which is by 
discretizing the fluid domain in a regular grid of material points and calculate the hyperbolicity 
about each point.  The surfaces with the maximum hyperbolicity or Lagrangian expansion rate 
are then extracted [12]. This gives us repelling LCS. Attracting LCS can be found out by 
calculating LCS in forward time. A more conventional method of computing the LCS is by 
defining a distinguished hyperbolic trajectory and consequently defining stable and unstable 
manifolds of the same [12]. Haller defined attracting LCS as material lines that attracted fluid 
onto itself more than any other material lines and repelling LCS as material lines that throw 
fluid from itself more strongly than other material lines [6]. The heteroclinic intersections 
between the stable and unstable manifolds are saddle points and they behave as 
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separatrices[12]. The attracting LCS behaves as an organizing structure even though it is the 
unstable manifold as it allows the fluid to flow towards it unlike the repelling LCS [6]. The 
attracting LCS will be very distinct from the rest of the material surfaces as the fluid pours 
into or towards the attracting LCS and is repelled by the repelling LCS [12]. 
The importance of the finite time interval in the analysis of Lagrangian Coherent Structures is 
unquestionable. The question of hyperbolicity is subject to the finite time that is involved. We 
may encounter tangential stretching for one-time interval and that may change to a 
predominantly normal stretching in a different time interval [12]. Even a ridge in the FTLE 
field is dependent on the specific time interval involved [12].     
The tracer blob is placed in the Gaussian patch of flow and then it’s stretching, shrinking and 
folding is observed thus revealing the coherent structures and its distance from them. The 
stable and the unstable manifolds are responsible for such changes in the dynamical system 
[13]. Haller and Yuan also said that stable material lines coincide with unstable manifolds in 
Poincare maps, inflows having periodic time dependence [13]. To look at regions of constant 
stretching and shrinking a dense grid of passive tracers is selected and advected in a velocity 
field [13]. The pattern of tracer distribution is considered at different times. Advecting fluid 
particles in the flow map over a time interval is similar to experimental flow visualization by 
passive tracers [10]. 
 
2.3   FTLE 
Finite Time Lyapunov Exponent, according to Haller[14], are tools to measure the Lagrangian 
Coherent Structures. The ridges of FTLE are heuristic indicators of hyperbolic LCS [14]. It all 
started when Yang and Pierrehumbert looked at the Lagrangian properties of a velocity field 
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data and looked at the Finite Time Lyapunov Exponent [15]. Doerner et al [16] later published 
and said that local maxima of FTLE or ridges of FTLE were indicators of LCS as they matched 
with stable manifolds of hyperbolic fixed points. Winkler [17] later said that FTLE helped in 
locating stable invariant manifolds in geophysical flows [12].  
In 1999, Provenzale thought about using FTLE to emphasize the Lagrangian properties of the 
flow [10]. He used relative dispersion for the same [10]. Relative dispersion is useful but at the 
same time because of its spatial discretization properties, the stability of material surfaces could 
not be accounted for correctly [10]. 
Haller started the era of relating repelling material surfaces or Lagrangian Coherent Structures 
to the FTLE. This led to extracting LCS by using FTLE by Mathur et al (2007) [31]. Later the 
mathematical criteria for repelling LCS were explored by Tang et al[32], Haller (2002,2011)[33, 
34]. 
FTLE gives the entire picture of a fluid particle’s behavior with reference to its initial position 
in a given velocity field. It shows the change in the trajectory of the fluid particles from initial 
time t0 to the final time. Lyapunov exponents were used since long for predicting the change 
in a dynamical system from its initial conditions [12]. It is an indicator of the rate of separation 
of 2 adjacent points/trajectories [12] in the material line after an interval of time.  
The separation after a finite time is given by the following equation. 
|εt|= e۸(t-t0) |ε0|                                           [12] 
Here, ۸ is the FTLE. FTLE varies with space, time and integration length.  εt gives us the 
amount of separation between the 2 adjacent trajectories after a finite time interval with initial 
time at t0. Initial position is given as x0 and final position is given by x0 + ε0  [12]. 
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The fluid particle trajectories[7] are given by 
dx
dt
=  v(x, t)                                                                [7] 
v(x,t) is velocity of the given fluid. And x E U such that,  
     x=(x,y,z) belong to U is a subset of R3.  
     t= [t0, t1] 
   
The above equation is a very good example of chaotic transport where the velocity field could 
be very simple but the trajectory taken by the fluid will be very complex [7]. 
 
For a flow map given by,   
            F(t0:t;x0)—›x(x0,t0,t))                                            [12] 
A material surface M(t) is given by, 
               M(t)= F(t0:t)(M(t0))           [12] 
       
where M(t0) is the initial material surface at time t0 evolving under the flow. Once a 
stable/unstable manifold or a surface is identified as a Lagrangian Coherent Structure, then its 
positions can be advected with time. 
The separation is given by, 
                            εt = F(t0:t; x0 + ε0) - F(t0:t; x0)                   [12]   
     |εt| = | 𝛻𝛻(F(t0:t)(x0)). x0 | + O(|ε0|2)                           [12] 
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𝑙𝑙𝑙𝑙𝑙𝑙
Ӏ𝜀𝜀0Ӏ→0
|εt |/ |ε0|  = ( eT .𝛻𝛻𝛻𝛻(t0:t;x0)T . 𝛻𝛻𝛻𝛻 (t0:t;x0).e)1/2                      [12] 
 
Where, 
            C= 𝛻𝛻𝛻𝛻(x0)T . 𝛻𝛻𝛻𝛻(x0)          [12] 
𝛻𝛻𝛻𝛻(x0) is the Deformation gradient given by 
           Fij = 
𝜕𝜕𝜕𝜕𝑖𝑖
𝜕𝜕𝜕𝜕𝜕𝜕
     = xi,j              [18] 
Deformation gradient is the most universally accepted standard to calculate the deformation 
in the continuum theory [18]. X is the reference configuration and x, the current configuration.   
C is the right Cauchy Green Tensor and lamda and ε are the eigenvalues and eignevectors 
respectively such that, 
           Cεi = ۸i εi              [10] 
Where, |εi| =1, 1<=i<=n, Such that, n∈ N 
Where ۸i is the ith eigenvalue of the Cauchy green strain tensor.  
The Cauchy green strain tensor is a 3 by 3 symmetric positive definite matrix [6]. It has 3 
positive eigenvalues and the eigenvectors are orthogonal in nature [6]. 
Deformation gradient can be computed by the given formula: 
                                    𝛻𝛻𝛻𝛻(x0) =  [F11  F21 F31 ; F12 F22 F32 ; F13 F23 F33 ] 
                                    𝛻𝛻𝛻𝛻(x0)T = [F11  F12 F13 ; F21 F22 F23 ; F31 F32 F33 ] 
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We can also write the deformation gradient as,  
𝑥𝑥(𝑥𝑥0 + ∆𝑥𝑥1) − 𝑥𝑥(𝑥𝑥0 − ∆𝑥𝑥1)2∆𝑥𝑥1 𝑥𝑥(𝑥𝑥0 + ∆𝑥𝑥2) − 𝑥𝑥(𝑥𝑥0 − ∆𝑥𝑥2)2∆𝑥𝑥2 𝑥𝑥(𝑥𝑥0 + ∆𝑥𝑥3) − 𝑥𝑥(𝑥𝑥0 − ∆𝑥𝑥3)2∆𝑥𝑥3
𝑦𝑦(𝑦𝑦0 + ∆𝑦𝑦1) − 𝑦𝑦(𝑦𝑦0 − ∆𝑦𝑦1)2∆𝑦𝑦1 𝑦𝑦(𝑦𝑦0 + ∆𝑦𝑦2) − 𝑦𝑦(𝑦𝑦0 − ∆𝑦𝑦2)2∆𝑦𝑦2 𝑦𝑦(𝑦𝑦0 + ∆𝑦𝑦3) − 𝑦𝑦(𝑦𝑦0 − ∆𝑦𝑦3)2∆𝑦𝑦3
𝑧𝑧(𝑧𝑧0 + ∆𝑧𝑧1) − 𝑧𝑧(𝑧𝑧0 − ∆𝑧𝑧1)2∆𝑧𝑧1 𝑧𝑧(𝑧𝑧0 + ∆𝑧𝑧2) − 𝑧𝑧(𝑧𝑧0 − ∆𝑧𝑧2)2∆𝑧𝑧2 𝑧𝑧(𝑧𝑧0 + ∆𝑧𝑧3) − 𝑧𝑧(𝑧𝑧0 − ∆𝑧𝑧3)2∆𝑧𝑧3
 
 
The above formula for deformation gradient is for 3D flows. For 2D flows, it becomes a 2*2 
matrix. We solve the deformation gradient in a regular grid as well as in an auxiliary grid. The 
above formula is for the auxiliary grid. ∆𝑥𝑥 is the the distance of the point on the auxiliary near 
the point on the regular grid in each of the 3 dimensions. 
The auxiliary grid divided the regular grid into 6 equal quadrants and computed the 
deformation across each of them. The computational cost is more than that of the regular 
grid. The advantage of using an auxiliary grid is that it is more accurate than the regular grid 
and gives better precision on the deformation gradient and the CG Strain Tensor.  The velocity 
field is interpolated in each of the 6 quadrants.  
FTLE is computed by calculating the maximum eigenvalue of the Cauchy green strain tensor.  
            ۸imax = max(۸i) 
The FTLE is calculated by taking the natural log of the maximum eigenvalue and dividing it 
by integration time.  
FTLE = 1
𝑡𝑡1−𝑡𝑡0
 log(۸i (x0) )     [2] 
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The above equation gives us the FTLE at the location (x0).  
We have already written how we consider Lagrangian Coherent Surfaces are material surfaces 
with a maximum slope of FTLE or in other words the most transversely repelling structures 
[12]. High FTLE values implied regions of high separations and are characterized by strong 
divergent flows. In forward time they become regions of high divergence [6]. In forward time, 
the FTLE gives us regions of repelling surfaces while in backward time the repelling surfaces 
are depicted as attracting surfaces [2]. 
The study and analysis of stretching in fluid flows has come very far in helping us understand 
the concept of FTLE [12]. Shadden[12] explained how deformation in a spherical fluid 
element resulted in the fluid element changing to an ellipsoid shape and consequently the 
principal axes of the ellipsoid is in the same direction as that of the eigenvectors of the strain 
tensor[12]. The FTLE can be found out through this stretching as the coefficient of expansion 
of the spherical fluid element as it undergoes deformation to the ellipsoid.  
 
One of the major objectives behind the FTLE technique to identify Lagrangian Coherent 
Structures is the basis that they remain invariant when undergoing various coordinate 
transformations. Hence we can safely say that they need to independent of their particular 
coordinate frame, in other words, objectivity must be preserved [12]. This is one of the main 
reasons the FTLE technique is widely accepted.  
Let us for example consider a transformation from, X → Y            [12] 
 
                Y = R(t)X + S(t) ;          [12] 
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Where R(t) is the rotation matrix and S(t) is the translation matrix [26]. Both are time 
dependent as system is non-autonomous.  
 
Now, 
 
Y2- Y1 = R(t)X2 + S(t) – (R(t)X1 +S(t))         [12] 
    Y2- Y1 = R(t)(X2-X1)  
R(t) is a rotation matrix, 
    Det(R) = 1. 
 
Hence,    |∆𝑌𝑌| = |∆𝑋𝑋|                                  [12] 
 
Since FTLE is one of the measures of stretching of the surface [12] represented by the Cauchy 
green tensor, we can safely say that FTLE would remain objective under a coordinate 
transformation. 
3. GOVERNING EQUATIONS 
3.1   Reaction Model 
We take a case of a 3D turbulence model with characteristic length scale L and velocity scale 
U. We have 2 species of bacteria in the chemotaxis reaction. Homogenous Initial 
concentration is given by b0 and consumption rate given by c. The nutrient patch is injected 
in the form of a Gaussian patch into the flow. We have 2 bacteria species wherein one of them 
is motile and the other is non-motile. The motile bacteria swim at a chemotactic rate of xi, 
with a diffusivity k [2]. 
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Diffusivity for the motile bacteria is given by k1. Diffusivity for nutrients is given by k2. The 
non-motile bacteria remain homogenous as its density doesn’t change [2].  The governing 
equation for the Advection Diffusion Reaction system remains the same as in Jones, Tang and 
Walker [2], and the non-dimensional equation is given by, 
 
ct + (u.𝛻𝛻c )= 
1
𝑃𝑃𝑃𝑃
𝛻𝛻2𝑐𝑐 − 𝐷𝐷𝐷𝐷. 𝑐𝑐(b1 + 1)   (1)  [20] 
     
b1t + (𝑢𝑢.𝛻𝛻)b1 = = 1
𝑃𝑃𝑃𝑃
𝛻𝛻2𝑏𝑏1 − 𝛻𝛻. (𝑏𝑏1𝛻𝛻𝑐𝑐). Vch   (2)         [2] 
 
b2t + (𝑢𝑢.𝛻𝛻)b2 = 0      (3)        [30] 
 
Where c is the nutrient concentration with it being 1 at the initial time. The reaction has 2 
stable states at c=0 and c=1[20]. We take c =1 as the most stable state out of c=0 and c=1. 
The concentration of motile and non-motile is both taken to be uniform at the start of the 
simulation. The motile bacteria are then advected by the flow velocity u. b1 stands for the 
concentration of the motile species [2]. The initial concentration value is 1 for the motile 
species. 
 
The non-motile species is designated as b2. The concentration of the non-motile species 
remains constant throughout and is taken as 1. U is the background velocity field from the 
DNS of the 3D turbulence model.  Hence, the (𝑢𝑢.𝛻𝛻)b2 term is zero initially [30] since there 
is no other mechanisms by which non-motile bacteria can move towards and gather around 
the nutrients [30]. So the 3rd equation has to be accounted for even if we do not solve it [30]. 
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Re number scale is of the order of 100 and at such low Re number values the flow is laminar 
in nature and diffusion plays the major role. So the uptake scale of bacteria is controlled mostly 
by diffusion. 
 
Pe is the Peclet number given by Pe= UL/k which is the ratio of advective transport rate and 
diffusive transport rate [19].  
Pe = D/u2t or Pe = D/ul ; 
 
If Re>>1, 
Diffusion is dominant then the patch spreads out faster than it moves to a different location. 
[27]  
 
If Re<<1, 
Crossflow velocity is very high and hence the patch would have less time to spread [27]. The 
patch moves faster than it spreads. Hence Advection is dominant.  
 
Also, over larger time span or distances, Pe becomes lesser and Advection is the dominant 
force[27]. The concentration of the patch decreases as the patch moves “downstream” [27] as 
concentration varies inversely with time. 
Cmax = 1/ t√𝑡𝑡 for 3 Dimensional cases. [27]  
Re = UL/v is the Reynolds number. Sch =v/k is the Schmidt number. The Reynolds number 
gives the ratio of inertial over viscous forces while Schmidt number gives the ratio of 
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momentum and mass diffusivity [2].  Local Da is the Damkohler number ( Da=εb0L/U) which 
characterizes reaction time scales over advection timescales. Large Da number means that the 
stirring is slow and hence low stretching region which implies that the reaction would proceed 
faster. General Da characterizes on an average the consumption rate of the bacteria. 
The chemotactic speed of the bacteria is defined by the term Vch.  
            Vch= xc0 /UL           [20]      
Where x→ chemotactic uptake of nutrient by bacteria.  
The average nutrient concentration is given by the domain average of c, which is   
          <c> = 1
𝐴𝐴
∫ 𝑐𝑐 𝑑𝑑𝐷𝐷𝐴𝐴           [20] 
We strive to find the difference in domain average nutrient uptake in motile and non-motile 
bacteria. We compute the FTLE in 3 Dimensional turbulent flow. Then we compute the 
convolutions from the computed FTLE to find high convolution and low convolution regions 
which are markers for high stretching and low stretching respectively.  
Weighted FTLE = ∫𝑓𝑓𝑡𝑡𝑙𝑙𝑓𝑓 ∗ 𝑁𝑁𝑢𝑢𝑡𝑡𝑟𝑟𝑙𝑙𝑓𝑓𝑖𝑖𝑡𝑡 𝑐𝑐𝑐𝑐𝑖𝑖𝑐𝑐𝑓𝑓𝑖𝑖𝑡𝑡𝑟𝑟𝐷𝐷𝑡𝑡𝑙𝑙𝑐𝑐𝑖𝑖 
Now we calculate the motility benefit in both motile and non-motile bacteria in both high 
stretching and low stretching over different times. The uptake rate gives us the amount of 
nutrients being absorbed by the bacteria [30]. 
Instantaneous nutrient uptake for motile bacteria is given by, 
    Um = 
<𝑏𝑏1.𝑐𝑐>
<𝑏𝑏1>
            [2] 
Instantaneous nutrient uptake for the non-motile bacteria species is given by,   
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Unm = 
<𝑏𝑏2.𝑐𝑐>
<𝑏𝑏2>
  =  < 1. 𝑐𝑐 >          [2] 
 
The chemotactic motility advantage is defined as Um-Unm [2]. To find the fitness advantage 
over the entire release of nutrient we integrate the nutrient uptake over the entire time domain. 
Um =  ∫Um𝑑𝑑𝑡𝑡 
Unm = ∫Unm𝑑𝑑𝑡𝑡 
Where Um and Unm have been defined as scalar functions of time [2] while the domain 
averaged quantities are just numerical values. The chemotactic uptake advantage measures the 
increase in nutrient uptake due to chemotaxis. For lower nutrient concentrations, uptake 
advantage can be low even if motile bacteria consume most of the nutrients [30].  
The domain averaged uptake advantage was defined in Jones, Tang and Walker [2] as, 
                                                             < 𝑐𝑐. 𝑏𝑏1 > −< 𝑐𝑐. 1 >                                            [2]  
Concentration of non-motile bacteria is taken as 1 throughout as it does not change. 
3.2   The Flow Model 
The flow model is the 3 Dimensional Turbulence model of the Navier Stokes equation [28]. 
It is solved by the DNS. For incompressible flow the Navier Stokes Equation is given by: 
  𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝑡𝑡
+  𝜕𝜕𝑢𝑢𝑗𝑗 𝑢𝑢𝑖𝑖
𝜕𝜕𝜕𝜕𝑗𝑗
−  𝑣𝑣 𝜕𝜕2𝑢𝑢𝑖𝑖
𝜕𝜕𝜕𝜕𝑗𝑗
2 =  − 𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝑖𝑖 + 𝑓𝑓𝑖𝑖           Momentum Equation 
  
𝜕𝜕𝑢𝑢𝑗𝑗
𝜕𝜕𝜕𝜕𝑗𝑗
= 0     Continuity Equation 
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di is the dissipation at small scales and damping at larger scales [2]. fi is the forcing term which 
keeps supplying energy into the flow. The total energy is computed and contained in 
wavenumbers. The energy decreases due to damping. To prevent inverse energy cascade we 
need the forcing term to scale up the energy term.  So the energy is scaled up by the amount 
of energy dissipated. 
The DNS model solves all scales of motion to achieve maximum accuracy. The smallest scale 
of turbulence that can be resolved without being affected by viscosity is called the 
Kolmogorov scale.  
n = (ν3/ϵ)1/4 
In chemotaxis, we have bacteria clustering around nutrients around the edge of the filaments. 
This happens mainly through diffusion. The width of the filaments is of Batchelor scale. Hence 
the filament width is aligned with the strain and dictates how the bacteria responses. That 
response is the anomaly from the uniform bacteria response. This anomaly will dictate the 
uptake advantage which depends on the Kolmogorov scale.  
The fractional step method developed by Moin and Kim [29] was used to solve the 3D Navier 
Stokes equation using DNS. It was done by solving the continuous flow field through a 
discrete set of points [28]. The resulting numerical forms of the discretized Navier Stokes 
Equations were solved by time marching and space marching respectively. Finite difference 
techniques such as RK-3(explicit method) and Crank Nicholson (implicit) were used for 
advancement in time [28].  
Spatial derivative was calculated using Pseudo Spectral Technique [28]. The FFTW software 
was used to calculate the Discrete Fourier Transforms [28].  
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We have a cubic domain which corresponds to D= L3.  The Computational domain is given 
by Lx =2*pi, Ly= 2*pi, Lz=2*pi. The grid size of Diablo is 256 * 256 * 256 with 2 species of 
bacteria [28].  The flow is solved till it reaches the steady state and then the nutrient patch is 
introduced and then we begin solving the ADR equations of the flow.  
The parameters of the DNS were as follows. Δt is given by 0.005 and Δx is given by Lx/256. 
Number of time steps taken is 6000 which is sufficient time for the flow to reach steady state. 
It corresponds to 30 time units. The coefficient of viscosity is taken as 0.01. The Schmidt 
Number is taken as 25.  
A grid resolution of 256*256*256 is used on an auxiliary grid. The 3 Dimensional velocity 
fields and density fields are obtained and they are used as inputs to find the FTLE for 
Hyperbolic Structures. The velocity field is integrated and interpolated to the auxiliary grids.   
The trajectory of the field is then projected. We use RK 4 to evolve through space. At every 
time step, the velocity field obtained from solving the DNS is loaded. We subsequently 
calculate the Cauchy Green Strain Tensor and the Finite Time Lyapunov Exponent which 
gives us an idea of the stretching in the fluid domain. 
The Gaussian patch is given by: 
    𝑓𝑓(−(−𝜕𝜕−𝜕𝜕𝑖𝑖)/2)2− (−𝑦𝑦−𝜕𝜕𝑖𝑖)/2)2−(−𝑧𝑧−𝜕𝜕𝑖𝑖)/2)2 
We move the patch along the 3D grid and compute the convolution. We observe the amount 
of stretching in the field after computing the convolution on the nutrient concentration with 
the FTLE.  
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4.   ANALYSIS 
The convoluted FTLE plot is a 3D grid of 32*32*32. Convolution field is the integration of 
the density patch and the FTLE values for a 256*256*256 grid. High values of convolution  
often characterizes high values of stretching. If stretching is high then the nutrients could 
disperse faster and could break into filaments quicker. If it is a low stretching region the 
nutrients remain in the stable manifold for a longer time and there is a greater chance of the 
bacteria reaching the nutrient patch.  
 
Figure 1 2D layer of the computed FTLE 
The mechanism of chemotaxis works in such way such that when there is a gradient of 
nutrients existing in the flow region, the motile bacteria swim towards it. Both the motile and 
non-motile bacteria accumulate on the edge of the nutrient which are protected by the 
hyperbolic coherent structures against dispersion. 
Sufficiently high stretching would make the nutrients to saturate quicker but if the stretching 
is way too high then the nutrients would undergo dispersion quicker [2]. That is where the 
uptake advantage has a greater say in the dynamics of chemotaxis. Motile bacteria are able to 
take advantage of the situation. 
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In high stretching regions fitness advantage or instantaneous uptake advantage is lower than 
in low stretching regions. In high stretching regions, the nutrients diffuse quickly enough so 
the advantage of the motile bacteria over the non-motile bacteria is limited.   
 
Figure 2 FTLE for (16,128,40) showing the lagrangian coherent structures 
 
Figure 3 Convoluted FTLE showing the high stretching region at (3,17,6) 
High stretching regions indicate higher convolution values. So the maxima of FTLE ridges 
indirectly give us the stable manifolds of material surfaces or LCS. We are unable to sample 
for high Pe numbers as fine grid resolutions are required [2]. We run the simulation upto 30 
time units as that is sufficient to show the complete flow evolution after the nutrient patch 
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disperses and saturation is achieved. The nutrient patch is put in a different location for each 
realization in which the patch is offset by 8 grid points [2] in x y and z directions.  
As the nutrients are released into the turbulent flow environment, the 2 types of bacteria that 
we study try to consume them. Due to the inhomogeneous amount of nutrient concentration, 
there happens to be a difference in gradient of nutrients which leads to the bacteria flocking 
around the edge of the nutrient filaments. We use the velocity and the concentration fields of 
the nutrients and bacteria to compute the instantaneous amount of uptake for different 
realizations [2]. We have accounted for them in the form of Um and Unm.   
b1 is the motile species of bacteria and b2 is the non-motile species of the bacteria. We look 
at both the individual density fields of the motile and non-motile bacteria and find the 
instantaneous uptake rate and compare them. These instantaneous quantities give an 
indication of where and when the uptake is most intense and how Lagrangian Coherent 
Structures affect the uptake rate among motile and non-motile bacteria. 
 
                           Figure 4 Domain averaged time history of uptake advantage 
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Figure 5 Instantaneous uptake advantage at a location with a high stretching rate at 5 time units 
Individual Realizations for Extreme Cases:  
High Stretching Case: 
We look at fig 4 and fig 5.  We show realizations representing different conditions at different 
times. In figure 4, we show the domain averaged time history of the uptake advantage for the 
particular release location. In figure 5, We compare the realizations over different times and 
different release locations. The above realization is at the location (16, 128, 40). The nutrient 
patch is initially situated in the hyperbolic filament region. As is the case with a high stretching 
region the instantaneous uptake advantage initially rises quickly and then around t=5, peaks. 
After that the sudden drop in uptake advantage shows that due to high stretching the nutrient 
disperses quickly into the flow and hence the uptake advantage is lost.  Also, since the 
advantage of swimming in motile bacteria are accomplished very early [2] so that is another 
factor affecting the uptake advantage. 
In fig. 6, we show the uptake advantage over space. The 3D isocontour plots show us the 
instantaneous uptake advantage in space at a given time.  From the figure we can see how the 
nutrient patch stretches with time over space. The nutrient patch isn’t filamented extremely 
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which tells us that it is not the highest stretching case. It helps us in understanding the relation 
between stretching and uptake advantage. The value of uptake advantage maybe high in this 
case the nutrient is not completely stretched and filamented. It is stretched in a circular form 
as well and not stretched into filaments completely. This shows that even though it has a fairly 
high uptake advantage with a high value of FTLE the stretching is not as high.  
 
 
Figure 6 Isocontour of instantaneous uptake advantage at time =10 time units. 
 
 
Figure 7 Uptake rate of both motile and non-motile bacteria. 
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Fig 7 gives us a clear picture of the rate of uptake of both the motile and non-motile bacteria. 
The uptake of non-motile bacteria constantly decreases as can be seen as their concentration 
is uniform. It shows how the uptake advantage initially increases for the motile bacteria and 
how the high stretching influences dispersion of the nutrient patch around t=5. Around 10 
time units the nutrients are fully dissolved in the flow and hence there is no marked difference 
in the uptake of motile and non-motile bacteria. 
Very High Stretching Case: 
 
Figure 8 Domain averaged time history for high stretching region 
 
Figure 9 Hyperbolic filament structure at 10 time units 
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The above realization is at the location (80, 48, 40). This is a very high stretching region as the 
nutrient disperses almost immediately and the uptake advantage is negligible. The hyperbolic 
Lagrangian structures quickly stretch in this case and they don’t do a good job in suppressing 
transport. 
The nutrient disperses almost in the beginning of the advected time units i.e. around 3 time 
units. Because of such high stretching the uptake advantage decreases very quickly.  Compared 
to the previous case the stretching is even higher and there is no visible uptake advantage. 
Turbulence intensity is way too high for the coherent structures to exist for tangible time. 
Also from figure 10 we see the individual uptake rates of motile and non-motile bacteria. We 
can see that the uptake rate curves are overlapped with each other. This also implies that the 
uptake advantage is negligible. Figure 8 shows a 3D Isocontour of hyperbolic filament 
structure of dispersed nutrient at t=15. The uptake is around these elongated structures.         
 
Figure 10 Uptake rate of motile and non motile bacteria 
 
30 
 
Figure 11Isocontour showing the uptake advantage in 3D space at t=10 time units. 
Overall stretching is high as we can see that the nutrient patch is well stretched after 10 time 
units. Figure 11 backs up the plots we obtained in figure 8 and 9 in that it proves that the 
nutrient patch filament quickly before the hyperbolic coherent structures break down.    
As we compare figure 4 and figure 8, with figure 4 being the case of high stretching with a 
higher uptake advantage and figure 9 the case where in t we see that in fig 4, the patch stretches 
a little slower and peaks more than in figure 5. But even in figure 4, due to stretching the 
uptake advantage goes away fairly quickly. Faster homogenization also means that uptake 
advantage is lost faster and motile bacteria are not able to utilize their swimming benefits to 
the fullest. 
Intermediate Rate of Stretching: 
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Figure 12 Domain averaged time history for intermediate stretching rate 
 
 
Figure 13 Instantaneous uptake advantage for intermediate rate of stretching at 15 time units. 
The above realization is at the location (208, 40, 200). The Coherent structure takes more time 
to dissipate than a highly stretching region in which the nutrient patch dissipates faster. It 
stretches slowly and peaks around t=8.  After that, the uptake advantage diminishes gradually. 
At t=15, it plateaus out. It does not drop rapidly like the High Stretching region indicating that 
nutrients are still yet to disperse but the advantage the motile bacteria have over the non-
motile bacteria is cancelled out after approximately 8 time units.  
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We observe a sudden drop in the uptake advantage after 8 time units which suggests that the 
hyperbolic structures have broken down and the nutrient patch has been exposed to motile 
and non-motile bacteria who are uniformly present in the flow. So the sudden surge in nutrient 
concentration in the flow leads to this drop.  
Once the imbalance is overcome by the bacteria consuming the excess nutrients, the uptake 
advantage stabilizes and gradually diminishes. That would be as the flow nears saturation with 
the Gaussian nutrient patch getting dispersed in the flow. The Hyperbolic Structures do a 
good job of suppressing transport in this case.  
 
Figure 14 Uptake Rate of motile and non-motile bacteria for intermediate stretching region. 
33 
 
Figure 15 Isocontour showing the uptake advantage in 3D space at 10 time units. 
The above figure shows how the uptake rate of motile bacteria increases gradually with respect 
to that of the non-motile bacteria in a region of Intermediate Stretching Rate. As the transport 
of nutrients is suppressed for about 8-10 time units, the motile bacteria are able to use their 
swimming benefits to good use. But the uptake advantage increases slowly compared to high 
stretching case where uptake advantage rises and falls sharply. The nutrients do not form 
filaments after stretching but form more of circular patches which imply that nutrient patches 
disperse before the nutrient structure filaments. 
Low Stretching Case: 
In low rate of stretching case the hyperbolic structures protect the nutrient patch for a long 
time. Due to low stretching it becomes difficult for the motile bacteria to swim faster towards 
the nutrient patch. Hence, initially the uptake advantage is not expected to be high.  
It should also be noted that the nutrients are decaying at an exponential rate inside the 
hyperbolic structures. This also affects the peak of the uptake advantage because the 
concentration of nutrients decrease in the Gaussian patch due to the decay.  
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Based on the above factors, the uptake advantage peaks later than in High stretching regions 
but the uptake advantage should be overall high.   
Let us look at the figure below. It is the extreme case of low stretching. The convolution plot 
of the same is also shown below. The coordinates of minimum stretching are (32,152,232). 
 
Figure 16 Minimum stretching layer. We show the FTLE. Represents the stretching associated with 
(32,152,232). 
 
Figure 17 Convoluted FTLE for the minimum stretching region 
The convoluted FTLE signifies the stretching intensity in the region we are focusing on. The 
uptake advantage is given in Fig 15.  As we can see the rise of uptake advantage in the low 
stretching region is a natural outcome of the nutrient patch being protected from stretching 
by the hyperbolic structure.  
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Now we look at the rate of the domain averaged uptake advantage for our particular Low 
Stretching Case.  
 
Figure 18 Domain averaged time history of uptake advantage 
The uptake advantage is negligible till around 18 time units as that should be the time taken 
by the motile bacteria to swim towards the nutrient patch. Hence the peak of uptake advantage 
is delayed. Once the bacteria reach at the edge of the nutrient patch the uptake increases but 
the peak achieved is far less than the peaks in the High Stretching or Intermediate Stretching 
Regions due to nutrient decay in the Gaussian patch.  
The peak reached is reached around 25 times units as around that time the hyperbolic 
structures break down and the nutrients are dispersed. After that the drop in uptake advantage 
is very gradual. It does not have a sudden drop like the high stretching or even the intermediate 
stretching region.  
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Figure 19 Instantaneous uptake advantage for low rate of stretching at 10 time units 
 
Figure 20 Instantaneous uptake advantage for low rate of stretching at 25 time units 
Figure 19 and 20 show us the uptake advantage at 10 time units and 25 time units. As we can 
see, there isn’t too much difference in the amount of stretching at both times. This further 
confirms the low stretching characteristics of the region. The figure 21 represented below is 
an isocontour of the uptake advantage and is an indicator of the stretching of the nutrient 
patch. Even after 20 time steps the nutrient patch is hardly stretched when nutrients are 
dispersed. The nutrients do not elongate in filaments before the coherent structures break 
down. The patch is still elliptical or circular after dispersion into the flow. 
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Figure 21 Isocontour showing the uptake advantage in 3D space at 20 time units. 
We compare the uptake advantage in each of the Stretching cases and see how it varies in 
each stretching region.  
 
Figure 22 Comparison of domain averaged time history for high, intermediate and low stretching regions 
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As we can see, the uptake advantage is visibly highest in the region of the high stretching case. 
The peak of the uptake advantage reduces for a less highly stretched case. The two lowest 
peaks correspond to a low stretching region and the lowest stretching region respectively. 
Hence the largest uptake advantage obtained in High stretching regions are several 100 times 
than the one obtained in lowest stretching region. 
We can note from the above figure that the peak of the uptake advantage is achieved quickest 
with the extremely high stretching case and it is delayed the most in the extremely low 
stretching case. We have already discussed, in the individual cases, regarding the relation 
between the swimming time for the motile bacteria to reach the nutrient patch and the rate of 
stretching in the flow.  
It is also worth noting that slope of the uptake advantage is the highest in the high stretching 
cases. The uptake advantage rises quickly and decays initially at a fast rate. After around 15 
time units the rate in uptake advantage decreases and almost coincides with that of low 
stretching. While the peak of uptake advantage is both low and delayed in that of the low 
stretching case, but the decrease in the uptake advantage follows a much gentler slope.   
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5.   CONCLUSION 
We have looked into the phenomena of chemotaxis in 3D turbulent flow. We have used DNS 
to obtain the velocity fields and density fields that characterize the turbulent flow. This flow 
consists of Lagrangian Coherent Structures which play an important role in the preserving 
nutrients in the flow by preventing mixing, so that bacteria may or may not take advantage of 
chemotaxis. We take the previous work of Jones, Tang and Walker on 2D Turbulence [2] into 
consideration as a reference for our work on 3D domain. We try to see if the dependence on 
initial release locations, as found in Jones, Tang and Walker[2] in 2D turbulent flow, also exist 
in the 3D turbulent flow. 
We ran simulations in which the nutrient patch was released at different locations of the flow 
domain. We extracted the Lagrangian Coherent Structures in the flow through the Finite Time 
Lyapunov Exponent technique and used it to identify the high and low stretching regions in 
the flow. These hyperbolic coherent structures are important in determining how long the 
nutrient patch would remain undisturbed by external turbulence and serves as a transport 
barrier which prevents it from mixing. 
The uptake rate for motile and non-motile bacteria in each of the release locations were 
computed and the uptake advantage was measured. It was found that the uptake advantage 
varied with the rate of stretching in each of the locations and hence was sensitive to the initial 
location of the nutrient patch.   The uptake advantage was computed over the time history as 
well as the instantaneous uptake advantage was calculated and analyzed to understand how the 
reaction rate was affected by stretching. The actual reaction is affected by both the reaction 
front and the stretching part. 
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We found that in High Stretching cases the slope of uptake advantage was generally high and 
uptake advantage peaked very fast. After peaking the uptake advantage decreased at a very fast 
rate. In definite contrast, low stretching cases had their peaks delayed and the maximum value 
of uptake advantage was lesser than in high stretching cases. We also try to see how the 
nutrient patch behaves before and after dispersion into the flow and how it reacts. In high 
stretching cases the nutrients filament and stretch before dispersing while in low stretching 
cases they resist filamenting and remain in elliptical or circular shapes before they disperse into 
the flow. 
So we studied the Chemotactic Advantage in 3D turbulent flow using DNS and applied the 
Dynamical system tools and tried to shed light on the uptake advantage and how the Coherent 
Structures act as a transport Barrier to mixing. We only studied these for hyperbolic structures. 
The future work would involve studying chemotaxis in elliptic structures as well and 
comparing the uptake advantage in 3D turbulent flow between hyperbolic structures and 
elliptic structures. Another area would be to use the geodesic theory to identify Lagrangian 
Coherent Structures. 
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