We consider general stochastic systems of interacting particles with noise which are relevant as models for the collective behavior of animals, and rigorously prove that in the mean-field limit the system is close to the solution of a kinetic PDE. Our aim is to include models widely studied in the literature such as the CuckerSmale model, adding noise to the behavior of individuals. The difficulty, as compared to the classical case of globally Lipschitz potentials, is that in several models the interaction potential between particles is only locally Lipschitz, the local Lipschitz constant growing to infinity with the size of the region considered. With this in mind, we present an extension of the classical theory for globally Lipschitz interactions, which works for only locally Lipschitz ones.
Introduction
The formation of large-scale structures (patterns) without the need of leadership (selforganization) is one of the most interesting and not completely understood aspect in the collective behavior of certain animals, such as birds, fish or insects. This phenomena has attracted lots of attention in the scientific community, see [8, 14, 33, 37] and the references therein.
Most of the proposed models in the literature are based on particle-like description of a set of large individuals; these models are called Individual-Based Models (IBM). IBMs typically include several interactions between individuals depending on the species, the precise mechanism of interaction of the animals and their particular biological environment. However, most of these IBMs include at least three basic effects: a short-range repulsion, a long-range attraction and a "mimicking" behavior for individuals encountered in certain spatial regions. This so-called three-zone model was first used for describing fish schools in [2, 25] becoming a cornerstone of swarming modelling, see [3, 24] .
The behavior of a large system of individuals can be studied through mesoscopic descriptions of the system based on the evolution of the probability density of finding individuals in phase space. These descriptions are usually expressed in terms of spaceinhomogeneous kinetic PDEs and the scaling limit of the interacting particle system to analyze is usually called the mean-field limit. These kinetic equations are useful in bridging the gap between a microscopic description in terms of IBMs and macroscopic or hydrodynamic descriptions for the particle probability density. We refer to the review [12] for the different connections between these models and for a larger set of references.
The mean-field limit of deterministic interacting particle systems is a classical question in kinetic theory, and was treated in [6, 18, 32] in the case of the Vlasov equation. In these papers, the particle pairwise interaction is given by a globally bounded Lipschitz force field. Some of the recent models of swarming introduced in [19, 16, 22] do not belong to this class due to their growth at infinity leading to an interaction kernel which is only locally Lipschitz. These IBMs are kinetic models in essence since the interactions between individuals are at the level of the velocity variable to "align" their movements for instance or to impose a limiting "cruising speed". The mean-field limit for deterministic particle systems for some models of collective behavior with locally Lipschitz interactions was recently analysed in [9] showing that they follow the expected Vlasov-like kinetic equations.
On the other hand, noise at the level of the IBMs is an important issue since we cannot expect animals to react in a completely deterministic way. Therefore, including noise in these IBMs and thus, at the level of the kinetic equation is an important modelling ingredient. This stochastic mean-field limit formally leads to kinetic Fokker-Planck like equations for second order models as already pointed out in [10] . The rigorous proof of this stochastic mean-field limit has been carried out for globally Lipschitz interactions in [34, 30] , see also [29] .
This work is devoted to the rigorous analysis of the stochastic mean-field limit of locally Lipschitz interactions that include relevant swarming models in the literature such as those in [19, 16] . We will be concerned with searching the rate of convergence, as the number of particles N → ∞, of the distribution of each of the particles and of the empirical measure of the particle system to the solution of the kinetic equation. This convergence will also establish the propagation of chaos as N → ∞ for the particle system and will be measured in terms of distances between probability measures. Here, we will not deal with uniform in time estimates since no stabilizing behaviour can be expected in this generality, such estimates were obtained only in a specific instance of Vlasov-FokkerPlanck equation, see [5] . The main price to pay to include possible growth at infinity of the Lipschitz constants of the interaction fields will be at the level of moment control estimates. Then, there will be a trade-off between the requirements on the interaction and the decay at infinity of the laws of the processes at the initial time.
The work is organized as follows: in the next two subsections we will make a precise descriptions of the main results of this work, given in Theorems 1.1 and 1.2 below, together with a small overview of preliminary classical well-known facts and a list of examples, variants and particular cases of applications in swarming models. The second section includes the proof of the stochastic mean-field limit of locally Lipschitz interacting particle systems under certain moment control assumptions (thus proving Theorem 1.1). Finally, the third section will be devoted to the proof of Theorem 1.2: a result of existence and uniqueness of the nonlinear partial differential equation and its associated nonlinear stochastic differential equation, for which the stochastic mean-field limit result can be applied. The argument will be performed in the natural space of probability measures by an extension to our diffusion setting of classical characteristics arguments for transport equations.
Main results
We will start by introducing the two instances of IBMs that triggered this research. The IBM proposed in [19] includes an effective pairwise potential U : Ê d −→ Ê modeling the short-range repulsion and long-range attraction. The only "mimicking" interaction in this model is encoded in a relaxation term for the velocity arising as the equilibrium speed from the competing effects of self-propulsion and friction of the individuals. We will refer to it as the D'Orsogna et al model in the rest. More precisely, this IBM for N-particles in the mean-field limit scaling reads as:
where α > 0 measures the self-propulsion strength of individuals, whereas the term corresponding to β > 0 is the friction assumed to follow Rayleigh's law. A typical choice for U is a smooth radial potential given by
where C A , C R and ℓ A , ℓ R are the strengths and the typical lengths of attraction and repulsion, respectively. The other motivating example introduced in [16] only includes an "alignment" or reorientation interaction effect and we will refer to it as the Cucker-Smale model. Each individual in the group adjust their relative velocity by averaging with all the others. This averaging is weighted in such a way that closer individuals have more influence than further ones. For a system with N individuals the Cucker-Smale model in the mean-field scaling reads as
with the communication rate matrix given by:
for some γ ≥ 0. We refer to [16, 22, 11, 12] and references therein for further discussion about this model and qualitative properties. Let us remark that both can be considered particular instances of a general IBM of the form Our aim is to deal with a general system of interacting particles of the type (1.1) with added noise and suitable hypotheses on F and H including our motivating examples.
More precisely, we will work then with a general large system of N interacting Ê 2d -valued
with independent and commonly distributed initial data (
Here, and throughout this paper, the (B i t ) t≥0 are N independent standard Brownian motions in Ê d . More general diffusion coefficients will be considered in the next subsection. The asymptotic behavior of the Cucker-Smale system with added noise has been recently considered in [15] , and eq. (1.2) includes as a particular case the continuous-time models discussed there. Our main objective will be to study the large-particle number limit in their mean-field limit scaling. It is sometimes usual to write (X i,N t , V i,N t ) to track N individuals, but to avoid a cumbersome notation we will drop the superscript N unless the dependence on it needs to be emphasized.
By symmetry of the initial configuration and of the evolution, all particles have the same distribution on Ê 2d at time t, which will be denoted f
t . For any given t > 0 the particles get correlated due to the nonlocal term
in the evolution, though they are independent at initial time. But, since the pairwise action of two particles i and j is of order 1/N, it seems reasonable that two of these interacting particles (or a fixed number k of them) become less and less correlated as N gets large: this is what is called propagation of chaos. The statistical quantities of the system are given by the empirical measuref
It is a general fact, see Sznitman [34] , that propagation of chaos for a symmetric system of interacting particles is equivalent to the convergence in N of their empirical measure. Following [34] we shall prove quantitative versions of these equivalent results. We shall show that our N interacting processes (X 
Here a · b denotes the scalar product of two vectors a and b in Ê d and * stands for the convolution with respect to (x, v) ∈ Ê 2d : Assuming the well-posedness of the stochastic differential system (1.2) and of the nonlinear equation (1.3) together with some uniform moment bounds, we will obtain our main result on the stochastic mean-field limit. Existence and uniqueness of solutions to (1.2), (1.3) and (1.4) verifying the assumptions of the theorem will also be studied but with more restrictive assumptions on F and H that we will comment on below. 
for all x, y, v, w in Ê d , and analogously for H instead of F . Take T > 0. Furthermore, assume that the particle system (1.2) and the processes (1.
Then there exists a constant C > 0 such that
then for all 0 < ǫ < 1 there exists a constant C such that
This result classically ensures quantitative estimates on the mean field limit and the propagation of chaos. First of all, it ensures that the common law f (1) t of any (by exchangeability) of the particles X i t at time t converges to f t as N goes to infinity, as we have W
Here W 2 stands for the Wasserstein distance between two measures µ and ν in the set P 2 (Ê 2d ) of Borel probability measures on Ê 2d with finite moment of order 2 defined by
where the infimum runs over all couples of random variables
with Z having law µ and Z having law ν (see [36] for instance). Moreover ε(N) denotes the quantity in the right hand side of (1.8) or (1.10), depending on which part of Theorem 1.1 we are using. Moreover, it proves a quantitative version of propagation of chaos: for all fixed k, the law f 
by Theorem 1.1 and argument on the independent variables (X i t , V i t ) based on the law of large numbers, see [34] .
The argument of Theorem 1.1 is classical for globally Lipschitz drifts [34, 30] . For space-homogeneous kinetic models it was extended to non-Lipschitz drifts by means of convexity arguments, first in one dimension in [4] , then more generally in any dimension in [13, 27] . Here, in our space inhomogeneous setting, sole convexity arguments are hopeless, and we will replace them by moment arguments using hypothesis (1.7). We also refer to [31, 7] for related problems and biological discussions in space-homogeneous kinetic models with globally Lipschitz drifts but nonlinear diffusions.
Our proof will be written for p > 0, but one can simplify it with p = 0, by only assuming finite moments of order 2 in position and velocity. In this case our proof is the classical Sznitman's proof for existence, uniqueness, and mean-field limit for globally Lipschitz drifts, written in our kinetic setting and giving the classical decay rate in (1.8) as 1/N, compared to (1.8)-(1.10). We will discuss further examples related to swarming models and extensions in subsection 1.2. Section 3 will be devoted to the proof of existence, uniqueness, and moment propagation properties (1.7) and (1.9) for solutions to (1.2), (1.3) and (1.4). This well-posedness results and moment control for solutions will be obtained under more restrictive assumptions that those used in the proof of Theorem 1.1.
Theorem 1.2. Assume that the drift F and the kernel H are locally Lipschitz functions satisfying that there exist
for all x, v, y, w ∈ Ê d . Let f 0 be a Borel probability measure on Ê 2d such that Moreover, for all T > 0 there exists b > 0 such that
Concerning the hypotheses on F , let us remark that we could also ask F to satisfy similar properties as H in (1.15)-(1.16), but (1.12)-(1.14) are slightly weaker.
Examples, extensions and variants
As discussed above the drift F models exterior or local effects, such as self propulsion, friction and confinement. In our motivating examples F ( Of course, more general relaxation terms towards fixed "cruising speed" are allowed in the assumptions of Theorem 1.1, for instance:
α, β globally Lipschitz bounded away from zero and infinity functions and δ > 0. Also, concerning the interaction kernel we may allow H(x, v) = a(x)|v| q−2 v with q ≥ 1 for a bounded and Lipschitz a in Cucker Smale as introduced in [23] . This has the effect of changing the equilibration rate towards flocking, see [11, 23] for details. However, the assumptions on existence and moment control in Theorem 1.2 are only verified for q = 2.
Other more general mechanisms can be included such as the one described in [26] .
Variants on the assumptions
We first remark two simple extensions of the results in Theorem 1.1 by trading off growth control on F and H by moment control of the solutions to (1.2):
V1. Theorem 1.1 holds while weakening assumption (1.5) on F and H to
both for F and H. Solutions in this case need to satisfy
t | p < +∞ on the particle system or equivalent conditions on p ′ for the second estimate (1.10).
Observe by lower continuity and weak convergence in N of the law of (X 1 t , V 1 t ) to the law f t of (X 1 t , V 1 t ) that this is a stronger assumption than part of the assumption (1.7) made in Theorem 1.1, more precisely
Observe also that we may not have global existence in this case since for instance
, which leads to blow up in finite time, satisfies this new condition with p = 2.
V2.
One can remove the antisymmetry assumption on H in Theorem 1.1 by imposing
instead of (1.5) for H. The reader can check that very little modifications are needed at the only point in the proof below where the symmetry of H is used, namely, when bounding term I 21 . Actually, one can directly carry out the estimates instead of symmetrizing the term first. From the modeling point of view, it is important to include the non-antisymmetric case since some more refined swarming IBMs include the so-called "cone of vision" or "interaction region". In these models, individuals cannot interact with all the others but rather to a restricted set of individuals they actually see or feel, see [26, 12, 1] . From the mathematical point of view this implies that the interaction term H * f t need not always be a convolution but must be replaced by
here H(x, v; ·, ·) is compactly supported in a region that depends on the value of (x, v) and H(y, w; x, v) is not necessarily equal to −H(x, v; y, w). Our results extend to this case.
V3. Theorem 1.1 also holds when F is an exterior drift in position only, non globally Lipschitz, for instance satisfying
with q > 0. Now, the moment control condition (1.7) has to be reinforced by assuming sup 0≤t≤T e b|X from which its corresponding continuous version is
where η is a nonnegative radial nonincreasing function with unit integral but non necessarily compactly supported and ε measures the size of the interaction. The name of "local average" comes from the smearing of choosing η ε instead of a Dirac delta at 0, which would be meaningless in the setting of a particle system. Such a diffusion coefficient is considered in [20] with η(x) = Z 1+|x| 2 and ε = 1, from the point of view of the long-time behaviour of solutions to the kinetic equation, not of the mean-field limit: there the particle system evolves according to the diffusive Cucker-Smale model
Other local quantities upon which the diffusion coefficient may depend on is the averaged local velocity at x defined as
in the particle system, and
in the continuous setting. More generically, we can consider diffusion coefficients in the particle system such as
Here, η ε controls which individuals we should take into account in the average and with which strength; among these X j , how each velocity influences at x is controlled by h; finally, after averaging over those j, g controls how we should compute the diffusion coefficient. For instance, given the diffusion coefficient g(u(x)), we could argue that g should be large for small u(x) (large noise for small velocity), and conversely; there we see g as an even function, nonincreasing on Ê + . Similar coefficients were used in [37] of the form
with η(x) = Z½ |x|≤1 and N(x) = ♯{j; |x − X j t | ≤ ε}. However, we cannot include this scaling in the mean-field setting.
On the other hand, mean-field limits such as those in Theorem 1.1 have been obtained in [30, 34] with the diffusion coefficient
where σ is a 2d × 2d matrix with globally Lipschitz coefficients.
We include the two variants above by considering diffusion coefficients of the form
where, for a probability measure f on Ê
. We shall assume that g is globally Lipschitz on Ê and
In this notation, [34] corresponds to g(x) = x and σ kl bounded and Lipschitz, and (1.17)
where the kernel η ε is bounded and Lipschitz and
Observe that this framework does not include the model considered in [20] for which the diffusion coefficient is given by a non locally Lipschitz g. In this notation and assumption, if furthermore there exists b > 0 such that
on the nonlinear process and particle system, then (1.8) holds in Theorem 1.1, and correspondingly with p ′ for the second estimate (1.10) (see Remark 2.1).
One-variable formulation
We now give a formulation of the mean-field limit in one variable z ∈ Ê D , to be thought of as z = (x, v) ∈ Ê 2d as in our examples above or as z = v ∈ Ê d in a space-homogeneous setting. We consider the particle system 
Assume now that there exists C > 0 such that
for all z, z ′ ∈ Ê D with p > 0. Assume also global existence and uniqueness of these processes, with sup
or equivalent conditions on p ′ . Then (1.8) and (1.10) in Theorem 1.1 holds.
Mean-field limit: proof
This section is devoted to the proof of Theorem 1.1. We follow the coupling method [34, 30, 35] . Given T > 0, we will use C to denote diverse constants depending on T , the functions F and H, and moments of the solution f t on [0, T ], but not on the number of particles N. 
1)
Let us consider the quantity α(t) = [|x i | 2 + |v i | 2 ] (independent of the label i by symmetry), which bounds the distance W 
t , f t ) as remarked in (1.11). Then, by using (2.1)-(2.2), we readily get
Step 1.-Estimate I 1 by moment bounds: We decompose I 1 in (2.4) as
By assumption (1.5)-(1.6) on F , I 1 can be controlled by
Given R > 0, the second term I 12 is estimated according to
by the Young and the Cauchy-Schwarz inequalities. Invoking the Markov inequality, hypothesis (1.7) implies that there exists C > 0 such that
for all i and 0 ≤ t ≤ T . By defining r = aR p /2, we conclude that given T > 0, there exists C > 0 such that
holds for all r > 0 and all 0 ≤ t ≤ T .
Step 2.-Estimate I 2 by moment bounds: We decompose the second term in (2.4) as
Since all particles are equally distributed and H is antisymmetric, we rewrite I 21 as
Analogously to the argument used to bound I 1 in the first step, for each (i, j) we introduce the intermediate term
, split the expression in two terms, and estimate the corresponding expectations using (1.5)-(1.6) on H by
For a given R > 0, and fixed (i, j), consider the event R := {|V i | ≤ R, |V j | ≤ R} and the random variable Z :
. Then the last expectation in (2.8) can be estimated as follows, using again the Young and CauchySchwarz inequalities:
by hypothesis (1.7). Inserting (2.9) into (2.8) and defining r = aR p /2, we conclude that given T > 0, there exists C > 0 such that
holds for all r > 0 and all 0 ≤ t ≤ T . We now turn to estimate I 22 , i.e., the second term in (2.7). Using that H(0, 0) = 0, we get
The latter inequality follows from 12) which is bounded on [0, T ] due to hypothesis (1.7).
The last term I 23 is treated as in the classical case in [34, Page 175 ] by a law of large numbers argument. We include here some details for the sake of the reader. By symmetry we assume that i = 1. We start by applying the Cauchy-Schwarz inequality to obtain
by independence of the N processes (X j t , V j t ) t≥0 , where
as in (2.12) due to hypothesis (1.7). Therefore, we get
Hence, combining the estimates (2.10), (2.11) and (2.13) to estimate I 2 , we get that there exists C > 0 such that
Step 3.-Proof of (1.8): It follows from (2.3), (2.4), (2.6), (2.14), the above estimates and the Young inequality that ] , all N ≥ 1 and all r > 0. From this differential inequality and Gronwall's lemma, we can first deduce that the quantity α(t) is bounded on [0, T ], uniformly in N, by a constant D > 0. Hence, the function β(t) := α(t)/(eD) is bounded by 1/e, so that 1 −ln β ≤ −2 ln β. Now, whenever β(t) > 0, take r := − ln β(t) > 0. This choice proves that, for any t such that β(t) > 0,
Actually, the above inequality is also true whenever β(t) = 0 (with the convention that z log z = 0 for z = 0), as can be seen by choosing r := log N in that case. Hence, (2.15) holds for all t ∈ [0, T ]. Now, the function u(t) := β(Ct) satisfies u(0) = 0 and
Let finally a(t) be a function on [0, T /C], to be chosen later on. Then the map v(t) = u(t) N a(t) satisfies v(0) = 0 and
on [0, T /C] provided we choose a(t) = e −t ≤ 1. Hence, this choice of a(t) implies the
for 0 ≤ t ≤ T , and thus, (1.8) is proven.
Step 4.-Proof of (1.10): If additionally there exists p ′ > p such that hypothesis (1.9) holds, then by the Markov inequality, estimate (2.5) turns into
Hence, following the same proof, the quantity α(t) finally satisfies the differential inequality
p/p ′ , and since α(0) = 0, this integrates to
Given ǫ > 0, there exists a constant D such that
for all N ≥ 1. This concludes the proof of Theorem 1.1.
Remark 2.1. In the setting of subsection 1.2.2 when the constant diffusion coefficient √ 2 governing the evolution of the particle (X 
For that purpose we use the Lipschitz property of g, introduce the intermediate term
and adapt the argument used above to bound the term I 2 .
Existence and uniqueness
This section is devoted to the proof of Theorem 1.2 on existence, uniqueness and propagation of moments for solutions of the particle system (1.2), the nonlinear process (1.3) and the associated PDE (1.4). This provides a setting under which Theorem 1.1 holds, showing that the existence and moment bound hypotheses are satisfied under reasonable conditions on the coefficients of the equations and the initial data alone. Given T > 0, we will denote by b and C constants, that may change from line to line, depending on T , the functions F and H, and moments of the initial datum f 0 .
Existence and uniqueness of the particle system
Let us start by proving point i) of Theorem 1.2. In this section we let f 0 ∈ P 2 (Ê 2d ) and consider the particle system for 1 ≤ i ≤ N: 
Proof. The system (3.1) can be written as the SDE
Lipschitz function defined in the obvious way. Moreover, letting ·, · be the scalar product and · the Euclidean norm on Ê 2dN , then for all
Here we have used the elementary inequality 2ab ≤ a 2 + b 2 , and the bounds (1.12) and (1.15) . This is a sufficient condition for global existence and pathwise uniqueness, see [21, Chapter 5, Theorems 3.7 and 3.11] for instance.
Remark 3.2.
For the existence we do not use any properties of symmetry of the system, and in particular we do not need the initial data to be independent. On the other hand, the condition (1.15) in Lemma 3.1 can be relaxed to
tually, in this case we can perform a symmetrization in (i, j) to estimate the term involving H by
Existence and uniqueness for the nonlinear process and PDE
In this section we prove points ii) and iii) in Theorem 1.2, namely, the existence and uniqueness of solutions to the nonlinear SDE (1.3):
and to the associated nonlinear PDE (1.4): 
Notice that all terms above make sense due to the continuity of F, H, equation (1.15) , and the bound on the second moment of f t on bounded time intervals (needed for H * f t to make sense). For the purpose of this definition, condition (1.15) can actually be relaxed to |H(x, v)| ≤ C(1 + |x| 2 + |v| 2 ), but we will always work under the stronger hypothesis below. The proof spans several steps, that we split in several subsections. Since some parts of the proof hold under weaker conditions on F and H, we will specify the hypotheses needed in each part.
Existence and uniqueness of an associated linear SDE
Let us first consider a related linear problem: we want to solve the SDE 
Let us first observe that the growth condition (1.15) on H implies
|w| dg t (y, w) . 
, using the fact that the second moment of g t (and hence its first moment) is uniformly bounded on [0, T ]. Then, the same applies to t → b(t, x, v).
indeed, for x, v, y, w ∈ Ê d , using (1.16) we get
The moment of g t above is bounded on [0, T ] since p ≤ 2 and the curve is continuous in the W 2 -metric. As F is also locally Lipschitz, we conclude that t → b(t, x, v) is locally Lipschitz.
Finally, for the scalar product ·, · on Ê 2d , we deduce
by (1.12), (3.5) , and again the fact that the second moment of g t is uniformly bounded on [0, T ]. As in the proof of Lemma 3.1, these are sufficient conditions for global existence and pathwise uniqueness for solutions to (3.4) with square-integrable initial data. Moreover, by (3.6),
so that by integration the second moment
Existence and uniqueness of an associated linear PDE
By Itô's formula, the law f t of the solution of (3.3) at time t is a solution of the following linear PDE:
in the distributional sense as in (3.2) of Definition 3.3. Moreover, the curve t → f t is continuous for the W 2 topology. Indeed, on the one hand
On the other hand, the paths t → X t (ω) are continuous in time for a.e. ω, and (X t , V t ) has bounded second moment on [0, T ]; hence, by the Lebesgue continuity theorem, for fixed s the map
is continuous, and hence converges to 0 as t tends to s. (Alternatively, one can obtain quantitative bounds on the time continuity by estimating
in the spirit of the last equation in the proof of Lemma 3.4; we do not follow this approach here). Then one can follow a duality argument in order to show that solutions to (3.7) are unique, which we sketch now. Take a solution f t of (3.7) with f 0 = 0; we wish to show that f t = 0 for any t > 0. For fixed t 0 > 0 and ϕ smooth with compact support in Ê 2d , consider the solution h t defined for t ∈ [0, t 0 ] of the dual problem
This is a linear final value problem, and by considering h t 0 −t one can show that it has a solution by classical arguments. In addition, for each t, this solution h t is a continuous function, as can be seen through classical results on propagation of regularity. Then, as h t solves the dual equation of (3.7), it holds that
from which f t 0 ϕ = f 0 h 0 = 0. Since ϕ is arbitrary, this shows that f t 0 = 0 and proves the uniqueness.
Existence and uniqueness for the nonlinear PDE and SDE
We are now ready to finish proving points ii) and iii) in Theorem 1.2.
Step 1.-Iterative scheme: Take f 0 ∈ P 2 (Ê 2d ) and random variables (X 0 , V 0 ) with law f 0 , and let (B t ) t≥0 be a given standard Brownian motion on Ê d . We define the stochastic processes (X n t , V n t ) t≥0 recursively by
for n ≥ 1, where f n t := law(X n t , V n t ) and it is understood that f 0 t := f 0 for all t ≥ 0.
Observe that these are linear SDEs for which existence and pathwise uniqueness are given by Lemma 3.4 since all t → f n−1 t is continuous for the W 2 topology. We also know from section 3.2.2 that the f n t are weak solutions to the PDE
with initial condition f 0 . More precisely, the following holds for n ≥ 1 and all ϕ ∈ C
Step 2.-Uniform estimates on moments of f 
Proof. We prove this lemma in two steps.
Step 1.-Bound for moments of order 2: Let
for n ≥ 1 and t ≥ 0. Using (1.12) and (3.5) applied to the measure f ≤ C 1 + e n (t) + e n−1 (t) ,
for diverse constants C depending on F and H but not on t or n. Since moreover e n (0) = e 0 (t) = e 0 (0) = Step 2.-Bound for exponential moments: Let α = α(t) be a smooth positive function to be chosen later on and v = (1 + |v| 2 ) 1/2 . Then we have the following a priori estimate: Given R > 0, we bound T 11 as follows:
where we have used the uniform-in-n bound on moments of f n obtained in (3.9) . For the term T 12 , we get
using again the bound on moments of f n in (3.9). Finally, using (3.10), there exist constants b and C such that for all 0 ≤ t ≤ T T 1 ≤ C(1 + R p ) γ n (t) + C e −bR p (3.13)
for all n and R > 0. Estimate for T 2 . On the other hand, for T 2 ,
(3.14)
e Cr(t−s) γ n−1 (s) ds + Ce −r te Crt , and iterating this inequality gives γ n (t) ≤ C t . This estimate can be obtained in a similar way as in Lemma 3.5 and therefore, we omit the proof: 
