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A well-known property of an M-matrix M is that the inverse is
element-wise non-negative, which we write as M−1  0. In this
paper, we consider element-wise perturbations of non-symmetric
tridiagonal M-matrices and obtain sufﬁcient bounds on the per-
turbations so that the non-negative inverse persists. These bounds
improve the bounds recently given by Kennedy and Haynes
[Inverse positivity of perturbed tridiagonal M-matrices, Linear
Algebra Appl. 430 (2009) 2312–2323]. In particular, when perturb-
ing the second diagonals (elements (l, l + 2) and (l, l − 2)) of M,
these sufﬁcient bounds are shown to be the actualmaximumallow-
able perturbations. Numerical examples are given to demonstrate
the effectiveness of our estimates.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
A P-matrix is a squarematrix whose principal minors are positive [1]. A Z-matrix is a squarematrix
whose off-diagonal entries are non-positive, and an (invertible)M-matrix is one that is both a P-matrix
and a Z-matrix [2]. Characterizations of the entries of the inverses of tridiagonal M-matrices, which
are considered as a special case of diagonally dominant tridiagonalmatrices [3,4] and bandedmatrices
[5–8], have been discussed by authors in Peluso and Politi [4], and Nabben [9]. Based on these results,
Haynes, Trummer and Kennedy [10] studied perturbations of the second diagonals (elements (l, l + 2)
and (l, l − 2)) of symmetric tridiagonal M-matrices and a speciﬁc single element-wise perturbation
of a non-symmetric tridiagonalM-matrix. Recently, Kennedy and Haynes [11] obtained bounds on the
maximumallowableperturbationmade toageneral elementofanon-symmetric tridiagonalM-matrix.

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Using the Sherman–Morrison formula [12] for the inverse of the perturbed matrix, they investigated
the element-wise perturbations and found sufﬁcient bounds written in terms of decay estimates of
the elements of the inverse of the tridiagonal M-matrix. However, little effectiveness of the resulting
maximum allowable perturbations may be exist: the sufﬁcient bounds are close to the actual bounds
in some positions, while are much smaller than the actual ones in other positions. So, further studies
are still necessary. In this paper, we obtain sufﬁcient bounds by exploiting the explicit formulas for
the inverse of partitioned perturbed matrix and using determinants of co-factors to represent the
elements of the inverse. The resulting bounds are n independent and written in terms of parameters
which characterize the decay of the elements of the inverse of the tridiagonal M-matrix as well. That
is to say, our bounds have the same properties as those obtained by Kennedy and Haynes. However,
we will show that our bounds are always closer to the actual maximum allowable perturbations. In
particular, when perturbing the second diagonals of a tridiagonal M-matrix, our bounds are not only
sufﬁcient but the actualmaximumallowableperturbations.Numerical results are included to illustrate
the effectiveness of our estimates.
In this paper, for notational convenience, given any matrix Xn ∈ Rn×n, let Xm denote the leading
principal submatrix of Xn of order m, for m = 1, . . . , n, let XTn denote the transpose of Xn, and if Xn is
invertible, let (X−1n )ij denote the (i, j) element of X−1n .
The outline of the paper is as follows. Section 2 reviews several known properties of inverses of
tridiagonal M-matrices. Section 3 details the main results for general element-wise perturbations of
non-symmetric tridiagonal matrices made to elements outside of the tridiagonal band, and gives a
comparison of our bounds with those provided by Kennedy and Haynes [11] as well. Two numerical
examples are given in Section 4 to validate our results. Finally, Section 5 draws some conclusions.
2. Inverses of tridiagonalM-matrices
Consider a general tridiagonalM-matrix
Mn =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a1 −c1 0 . . . 0
−b1 a2 −c2
...
0
. . .
. . .
. . . 0
... −bn−2 an−1 −cn−1
0 . . . 0 −bn−1 an
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where ai, bi and ci > 0, and each ai is large enough such thatMn is strictly row diagonally dominant.
Deﬁne
τi = ci
ai − bi−1 , ωi =
bi−1
ai − ci ,
δi = ci
ai
, γi = bi−1
ai
,
for i = 1, . . . , n, with b0 = c0 = bn = cn = 0 for consistency. It is useful to note that all these quan-
tities are positive values less than 1 due to the assumption of strict row diagonal dominance of Mn.
The following lemma about the decay rates of the elements of the inverse of a tridiagonal matrix was
original given by Nabben [3] but was reﬁned forM-matrices by Peluso and Politi [4]. It establishes the
entries ofM−1n decay along a column away from the diagonal.
Lemma 1. If (M−1n )ij is the (i, j) element of M−1n , then
δi(M
−1
n )i+1,j (M−1n )ij  τi(M−1n )i+1,j , i = 1, . . . , j − 1
and
γi(M
−1
n )i−1,j (M−1n )ij ωi(M−1n )i−1,j , i = j + 1, . . . , n.
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Since I = MnM−1n , choosing i = n − 1 and j = n in the ﬁrst inequalities of Lemma 1, we have
1=−bn−1(M−1n )n−1,n + an(M−1n )nn
 (−bn−1τn−1 + an)(M−1n )nn.
Thus a simple, but very useful, expression now follows readily in the following result.
Lemma 2. If (M−1n )nn is the (n, n) element of M−1n , then
(M−1n )nn 
1
an − τn−1bn−1 .
3. PerturbedM-matrices
In this section, we investigate the effects of single element perturbations made to tridiagonal M-
matrices and express sufﬁcient bounds on the size of allowable perturbations such that the perturbed
matrix has a non-negative inverse (element-wise).
It is shown in Kennedy and Haynes [11] that if these perturbations do not change the M-matrix
sign pattern, then a sufﬁcient condition to ensure that the inverse is non-negative is obtained by
imposing the required row diagonal dominance property. On the other hand, when perturbing a single
element within the band of a tridiagonal M-matrix, if the M-matrix sign pattern is changed, then it
is not possible to maintain the inverse positivity of the perturbed matrix. In this event, we explore
the perturbations which destroy the sign pattern in position (l, k) where l k − 2 or l k + 2 in the
remainder of this paper.
3.1. Perturbing element (1, k) for k 3
Let Pn = Mn + En, where En ∈ Rn×n has entry h in position (1, k) and all other entries are zero, for
k = 3, . . . , n, so that we perturb the (1, k) element of Mn. We ﬁrst consider k n − 1, the case k = n
will be included in Theorem 2.
For k = 3, . . . , n − 1, let Pn be partitioned as
Pn =
(
Pn−1 −α
−βT an
)
,
in which α = (0, . . . , 0, cn−1)T and β = (0, . . . , 0, bn−1)Tare vectors of length n − 1. Assume
ρ = an − bn−1cn−1(P−1n−1)n−1,n−1,
then
P−1n =
⎛
⎝P−1n−1
(
I + 1
ρ
αβTP−1n−1
)
1
ρ
P
−1
n−1α
1
ρ
βTP−1n−1 1ρ
⎞
⎠ . (1)
Under these assumptions, the following result relates the inverse positivity of the perturbed matrix
Pn to that of its leading principal submatrix Pn−1.
Theorem 1. LetMn be a strictly row diagonally dominant tridiagonalM-matrix. Let Pn = Mn + En, where
En ∈ Rn×n has entry h in position (1, k) and all other entries are zero, for k = 3, . . . , n − 1, and let Pn−1
be the leading principal submatrix of Pn of order n − 1. If P−1n−1 is element-wise non-negative, then P−1n is
also element-wise non-negative.
Proof. Obverse from Eq. (1) that when k = 3, . . . , n − 1 if P−1n−1  0, then both P−1n−1α and βTP−1n−1 are
non-negative, in this case P−1n  0 if we show ρ > 0.
To prove ρ > 0, we ﬁrst show that for k = 3, . . . , n − 1,
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(
P
−1
n−1
)
n−1,n−1 
1
an−1 − τn−2bn−2 .
If k = n − 1, then
Pn−1 =
⎛
⎜⎜⎜⎜⎜⎜⎝
a1 −c1 h−b1 a2 −c2
. . .
. . .
. . .
−bn−3 an−2 −cn−2−bn−2 an−1
⎞
⎟⎟⎟⎟⎟⎟⎠
,
thus, Pn−2 = Mn−2, and
det Pn−1 = detMn−1 + h
n−2∏
i=1
bi  detMn−1.
Since Lemma 2 ensures that
(M−1n−1)n−1,n−1 
1
an−1 − τn−2bn−2 ,
then
(
P
−1
n−1
)
n−1,n−1 =
det Pn−2
det Pn−1

detMn−2
detMn−1
= (M−1n−1)n−1,n−1 
1
an−1 − τn−2bn−2 .
For k = 3, . . . , n − 2, let
M′n−k =
⎛
⎜⎜⎜⎜⎜⎜⎝
ak+1 −ck+1−bk+1 ak+2 −ck+2
. . .
. . .
. . .
−bn−2 an−1 −cn−1−bn−1 an
⎞
⎟⎟⎟⎟⎟⎟⎠
∈ R(n−k)×(n−k).
A simple calculation reveals that
det Pn−2 = detMn−2 + h
k−1∏
i=1
bi detM
′
n−k−2,
det Pn−1 = detMn−1 + h
k−1∏
i=1
bi detM
′
n−k−1.
Thus, applying Lemma 2 withM′n−k−1 andMn−1, respectively, gives that(
P
−1
n−1
)
n−1,n−1=
det Pn−2
det Pn−1
= detMn−2 + h
∏k−1
i=1 bi detM′n−k−2
detMn−1 + h∏k−1i=1 bi detM′n−k−1

1
an−1 − τn−2bn−2 .
According to theproved inequality for the (n − 1, n − 1) element of P−1n−1,wenowshow thatρ > 0,
for k = 3, . . . , n − 1. Recall thatMn is strictly row diagonally dominant, so τn−2 < 1, thus
cn−1bn−1 < (an−1 − bn−2)an < (an−1 − τn−2bn−2)an.
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Then (
P
−1
n−1
)
n−1,n−1 
1
an−1 − τn−2bn−2 <
an
bn−1cn−1
,
from which it is straightforward to get
ρ = an − bn−1cn−1
(
P
−1
n−1
)
n−1,n−1 > 0. 
A useful observation that follows easily from the proof of Theorem 1 is that(
P
−1
n−1
)
n−1,n−1 
1
an−1 − τn−2bn−2 <
1
cn−1
,
since
cn−1 < an−1 − bn−2 < an−1 − τn−2bn−2.
Moreover, using a similar technique to consider the leading principal submatrix of Pn of order k, i.e.,
Pk =
⎛
⎜⎜⎜⎜⎜⎜⎝
a1 −c1 h−b1 a2 −c2
. . .
. . .
. . .
−bk−2 ak−1 −ck−1−bk−1 ak
⎞
⎟⎟⎟⎟⎟⎟⎠
,
for k = 3, . . . , n − 1, we obtain the following remarkwhich gives a sufﬁcient estimate about the (k, k)
element of P
−1
k .
Remark 1. Assume Mn and Pn as in Theorem 1, and let Pk be the leading principal submatrix of Pn of
order k. Then(
P
−1
k
)
kk
<
1
ck
.
Based on Theorem 1, we immediately obtain the following theorem.
Theorem 2. AssumeMn and Pn as in Theorem 1, and let Pk be the leading principal submatrix of Pn of order
k, for k = 3, . . . , n. If P−1k is element-wise non-negative, then P−1n is also element-wise non-negative.
We note that Theorem 2 holds naturally true for k = n, and for k = 3, . . . , n − 1, there is another
approach to prove Theorem 2. We state the outline since it may be helpful in the following analysis.
For k = 3, . . . , n − 1, partition
Pn =
(
Pk −C
−B M′n−k
)
. (2)
It follows
P−1n =
(
P
−1
k (I + CH−1BP−1k ) P−1k CH−1
H−1BP−1k H−1
)
, (3)
where the matrix B ∈ R(n−k)×k (respectively C ∈ Rk×(n−k)) is a matrix of zeroes, except for the (1, k)
(respectively (k, 1)) element which has a value of bk (respectively ck), and H = M′n−k − BP−1k C ∈
R(n−k)×(n−k). Since a direct calculation shows that
H = M′n−k − BP−1k C =
⎛
⎜⎜⎜⎜⎜⎜⎝
ak+1 − bkck(P−1k )kk −ck+1−bk+1 ak+2 −ck+2
. . .
. . .
. . .
−bn−2 an−1 −cn−1−bn−1 an
⎞
⎟⎟⎟⎟⎟⎟⎠
,
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and Remark 1 ensures that
ak+1 − bkck(P−1k )kk > ak+1 − bk > ck+1,
then H is a strictly row diagonally dominant Z-matrix, is therefore anM-matrix, hence H−1  0. From
equation (3), it is clear that if P
−1
k
 0, then P−1n  0.
As we can see, Theorem 2 gives a sufﬁcient requirement to maintain the inverse of the perturbed
matrix non-negative. It guarantees thatwhen perturbing the (1, k) element of a strictly row diagonally
dominant tridiagonal M-matrix, the inverse positivity of the leading principal submatrix Pk ensures
that the inverse of the perturbed matrix is element-wise non-negative, for k = 3, . . . , n.
In the following, we establish sufﬁcient bounds on the perturbation made to element (1, k) ofMn,
for k = 3, . . . , n.
Theorem 3. LetMn be a strictly row diagonally dominant tridiagonalM-matrix. Let Pn = Mn + En, where
En ∈ Rn×n has entry h in position (1, k) and all other entries are zero, for k = 3, . . . , n. To ensure the
perturbed matrix has a non-negative inverse (element-wise) it is sufﬁcient that h satisﬁes
h c1
k−1∏
i=2
δi.
Proof. Suppose h c1
k−1∏
i=2
δi, from Theorem 2, we wish to show that P
−1
k
 0, for k = 3, . . . , n.
Partition
Pk =
(
Mk−1 −αˆ
−βˆT ak
)
,
where both αˆ = (−h, 0, . . . , 0, ck−1)T and βˆ = (0, . . . , 0, bk−1)Tare vectors of length k − 1. Let
ρˆ = ak − βˆTM−1k−1αˆ,
then
P
−1
k =
⎛
⎜⎝M
−1
k−1(I + 1ρˆ αˆβˆTM−1k−1) 1ρˆM−1k−1αˆ
1
ρˆ
βˆTM−1k−1 1ρˆ
⎞
⎟⎠ .
Toprove thatP
−1
k isnon-negative,wewillprove thateachblockofP
−1
k isnon-negative ifh c1
k−1∏
i=2
δi.
First of all,
ρˆ=ak − βˆTM−1k−1αˆ
=ak +
(
hbk−1(M−1k−1)k−1,1 − bk−1ck−1(M−1k−1)k−1,k−1
)
=ak − bk−1ck−1(M−1k−1)k−1,k−1 + hbk−1(M−1k−1)k−1,1.
According to the proof of Theorem 1, we have
ak − bk−1ck−1(M−1k−1)k−1,k−1 > ck > 0,
thus
ρˆ > 0.
It follows that the (2,1) block of P
−1
k is non-negative, i.e.,
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1
ρˆ
βˆTM−1k−1  0.
Next we show that the (1,2) block of P
−1
k is also non-negative. Suppose h c1
k−1∏
i=2
δi, we only need
to show that
M
−1
k−1αˆ = M−1k−1
⎛
⎜⎜⎜⎝
−h
...
0
ck−1
⎞
⎟⎟⎟⎠ 0,
which is equivalent to
ck−1
(M−1k−1)j,k−1
(M−1k−1)j1
 h,
for j = 1, . . . , k − 1.
In fact, from Hadamard inequality forM-matrix [1], it is clear that
det
⎛
⎜⎜⎜⎜⎜⎜⎝
a2 −c2−b2 a3 −c3
. . .
. . .
. . .
−bk−3 ak−2 −ck−2−bk−2 ak−1
⎞
⎟⎟⎟⎟⎟⎟⎠

k−1∏
i=2
ai.
By Lemma 1, it is also obvious that
(M−1k−1)j,k−1 (M
−1
k−1)1,k−1,
(M−1k−1)11 (M
−1
k−1)j1,
for j = 1, . . . , k − 1.
Hence
ck−1
(M−1k−1)j,k−1
(M−1k−1)j1
 ck−1
(M−1k−1)1,k−1
(M−1k−1)11
=ck−1
∏k−2
i=1 ci
det
⎛
⎜⎜⎜⎜⎜⎜⎝
a2 −c2−b2 a3 −c3
. . .
. . .
. . .
−bk−3 ak−2 −ck−2−bk−2 ak−1
⎞
⎟⎟⎟⎟⎟⎟⎠

∏k−1
i=1 ci∏k−1
i=2 ai
= c1
k−1∏
i=2
δi  h,
for j = 1, . . . , k − 1.
Finally, it is clear that the (1,1) block of P
−1
k is non-negative, since
M
−1
k−1
(
I + 1
ρˆ
αˆβˆTM−1k−1
)
= M−1k−1 +
1
ρˆ
(M−1k−1αˆ)(βˆTM
−1
k−1) 0. 
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3.2. Perturbing element (l, k) for l k − 2 or l k + 2
In this section we generalize our result to an arbitrary single element perturbation in position (l, k)
where l k − 2 or l k + 2, and obtain the following theorem.
Theorem 4. LetMn be a strictly row diagonally dominant tridiagonalM-matrix. Let Pn = Mn + En, where
En ∈ Rn×n has entry h in position (l, k) and all other entries are zero. To ensure the perturbed matrix Pn
has a non-negative inverse (element-wise) it is sufﬁcient that h satisﬁes
h cl
k−1∏
i=l+1
δi if l k − 2
or
h bl−1
l−1∏
i=k+1
γi if l k + 2.
Proof. Without loss of generality, we prove only the case l k − 2 and, since the case l = 1 is readily
considered in Theorem 3, we assume that l 2.
Partition
Pn =
(
Ml−1 −C′
−B′ M′′n+1−l
)
, (4)
where the matrix B′ ∈ R(n+1−l)×(l−1) (respectively C ∈ R(l−1)×(n+1−l)) is a matrix of zeroes, except
for the (1, l − 1) (respectively (l − 1, 1)) element which has a value of bl−1 (respectively cl−1), and
M
′′
n+1−l =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
al −cl h−bl al+1 −cl+1
. . .
. . .
. . .
−bk−1 ak −ck
. . .
. . .
. . .
−bn−2 an−1 −cn−1−bn−1 an
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ R(n+1−l)×(n+1−l).
Then
P−1n =
(
M
−1
l−1(I + C′H′−1B′M−1l−1) M−1l−1C′H′−1
H′−1B′M−1l−1 H′−1
)
, (5)
where H′ = M′′n+1−l − B′M−1l−1C′. Therefore P−1n  0 if and only if H′−1  0. Assume
Hˆ =
⎛
⎜⎜⎜⎜⎜⎜⎝
al − bl−1cl−1(M−1l−1)l−1,l−1 −cl−bl al+1 −cl+1
. . .
. . .
. . .
−bn−2 an−1 −cn−1−bn−1 an
⎞
⎟⎟⎟⎟⎟⎟⎠
,
then H′ = Hˆ + E′, where E′ ∈ R(n+1−l)×(n+1−l) has entry h in position (1, k + 1 − l) and all other
entries are zero. According to
al − bl−1cl−1(M−1l−1)l−1,l−1 > cl,
Hˆ is strictly row diagonally dominant. Given h cl
k−1∏
i=l+1
δi, we have H
′−1  0 from Theorem 3, conse-
quently P−1n  0. 
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From Theorem 4, we notice that the obtained bound is n independent, and when perturbing a
general element (l, k) for l k − 2 (respectively l k + 2), the obtained allowable perturbation does
not depend on the elements below (respectively above) the diagonal, i.e., each bi (respectively ci). We
also notice that when perturbing an element below (respectively above) the diagonal, if we increase
(respectively decrease) the row index or decrease (respectively increase) the column index, then the
allowable perturbation gets smaller. That is to say, the further from the diagonal, the smaller the
allowable perturbation will be.
In particular when the tridiagonalM-matrix has a Toeplitz structure, i.e., each ai, bi and ci share the
same value a, b and c, respectively, we have
δi = c
a
, γi = b
a
,
for all i, except i = 1 where γ1 = 0 and i = n where δn = 0. This leads to the following result which
is an immediate corollary of Theorem 4.
Corollary 1. LetMn be a strictly rowdiagonally dominant tridiagonal ToeplitzM-matrix.Ageneral element
(l, k) can be perturbed as much as
a
(
c
a
)k−l
if l k − 2
or
a
(
b
a
)l−k
if l k + 2.
Moreover, if Mn is symmetric, then the element (l, k) can be perturbed as much as
a
(
b
a
)|k−l|
.
From Corollary 1, we see that ifMn is a Toeplitzmatrix, then our bound is constant along a diagonal.
In this case, we consider only the maximum allowable perturbations made to the ﬁrst row and the
ﬁrst column instead of the whole positions outside the tridiagonal band.
Notice that the properties of our bounds are similar to those given by Kennedy and Haynes [11]. In
the following,we compare the twomaximumallowable perturbationsmade to a general element (l, k)
of a tridiagonal matrix for l k − 2 or l k + 2. For simplicity, we consider only perturbing element
(1, k) for k 3.
It is shown in [11] that to ensure the perturbed matrix has a element-wise non-negative inverse
when perturbing element (1, k) it is sufﬁcient that h satisﬁes:
h
1
μ
k−1∏
i=1
δi,
where
1
μ
= min
i=1,...,n(ai − τi−1bi−1 − ωi+1ci)
with τ0 = ωn+1 = 0. Clearly
1
μ
< ai, i = 1, . . . , n,
thus
1
μ
k−1∏
i=1
δi = 1
μa1
c1
k−1∏
i=2
δi < c1
k−1∏
i=2
δi.
140 J. Huang, T.-Z. Huang / Linear Algebra and its Applications 434 (2011) 131–143
Hence, our bound improves the bound given in [11]. More precisely, when perturbing element (l, k) of
Mn for l k − 2 or l k + 2, our sufﬁcient bound on h is μal > 1 times that from [11].
Particularly, for symmetric Toeplitz matrices, Kennedy and Haynes [11] noted that to perturb the
(1, 3) entry by as much as τ 2/μ where τ = b/a, the inverse of the perturbed matrix will still be
element-wise non-negative. A simple calculate shows
τ 2
μ
= b
2
a
− 2b
4
(a − b)a2 .
While, from Corollary 1, our bound on h is b2/a. Hence, the difference between our bound and that by
Kennedy and Haynes is 2b
4
(a−b)a2 , which can be ignored if b is much smaller than a.
Theorem4gives a sufﬁcient but not necessary conditiononmaximumallowable perturbationmade
to a general element (l, k) outside the tridiagonal band. The following theorem guarantees that the
obtained sufﬁcient bounds are just the actual maximum allowable perturbationswhen perturbing the
second diagonals (elements (l, l + 2) and (l, l − 2)) ofMn.
Theorem 5. LetMn be a strictly row diagonally dominant tridiagonalM-matrix. Let Pn = Mn + En, where
En ∈ Rn×n has entry h in position (l,l+2) (respectively (l, l − 2)) and all other entries are zero. The
actual maximum allowable perturbation, which ensures that the perturbed matrix has a element-wise
non-negative inverse, is clδl+1 (respectively bl−1γl−1).
Proof. There is no loss of generality to consider perturbing entry (l, l + 2), as the case (l, l − 2) follows
by similar analysis.
First consider the case l = 1. In this event, to prove that c1δ2 is the actual maximum allowable
perturbation such that P−1n  0, we wish to prove that P−1n  0 if and only if h c1δ2. The sufﬁciency
is guaranteed by Theorem 3, conversely, suppose that P−1n  0, we show that h c1δ2 in the following.
Specify (2) and (3) as Pn =
(
P3 −C
−B M′n−3
)
and
P−1n =
(
P
−1
3 (I + CH−1BP−13 ) P−13 CH−1
H−1BP−13 H−1
)
,
respectively, where
C =
⎛
⎝ 0 0 . . . 00 0 . . . 0
c3 0 . . . 0
⎞
⎠ ∈ R3×(n−3), B =
⎛
⎜⎜⎜⎝
0 0 b3
0 0 0
...
...
...
0 0 0
⎞
⎟⎟⎟⎠ ∈ R(n−3)×3
andH = M′n−3 − BP−13 C. If P−1n  0, thenH−1, P−13 CH−1 andH−1BP−13  0. Adirect calculation reveals
that
P
−1
3 CH
−1 = c3
⎛
⎜⎝(P
−1
3 )13 0 . . . 0
(P−13 )23 0 . . . 0
(P−13 )33 0 . . . 0
⎞
⎟⎠H−1  0,
thus (P−13 )i3  0 for i = 1, 2, 3. Particularly, using the determinant of the corresponding co-factor of
P3 to represent (P
−1
3 )13 and since
det P3 = detM3 + hb1b2 > 0,
we have
c1c2 − a2h = (P−13 )13 det P3  0,
it follows that
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h
c1c2
a2
= c1δ2.
Consider now perturbing element (l, l + 2) for l 2. Suppose P−1n  0, we will show h clδl+1.
Specify Pn as (4)
Pn =
(
Ml−1 −C′
−B′ M′′n+1−l
)
,
thus we obtain
P−1n =
(
M
−1
l−1(I + C′H′−1B′M−1l−1) M−1l−1C′H′−1
H′−1B′M−1l−1 H′−1
)
,
as (5). If P−1n  0, clearly H′−1  0, thus (H′−1)1,n+1−l  0. Similarly, using the determinant of the
corresponding co-factor of H′ to represent (H′−1)1,n+1−l and since the inequality that
det H′ = det Hˆ + hblbl+1 detM′n−l−2 > 0,
we obtain
clcl+1 − hal+1  0,
therefore
h
clcl+1
al+1
= clδl+1. 
4. Numerical experiments
In this section, we give two numerical examples to illustrate the effectiveness of our bounds on the
maximum allowable perturbation made to a general element of a tridiagonalM-matrix.
First consider perturbations of
M =
⎛
⎜⎜⎜⎜⎝
10 −1 0 0 0
−1 50 −8 0 0
0 −8 100 −1 0
0 0 −1 20 −8
0 0 0 −8 10
⎞
⎟⎟⎟⎟⎠
in positions (1, 3) and (3, 1). Theorem 5 ensures that the actual maximum allowable perturbations
in positions (1, 3) and (3, 1) are 0.16. A simple calculation shows 1/μ = 126/19 ≈ 6.6316, thus the
maximum allowable perturbations in positions (1,3) and (3,1) by Kennedy and Haynes are
δ1δ2
μ
≈ 0.1061, γ2γ3
μ
≈ 0.01061,
respectively.
Clearly for entry (1, 3), the above estimate (0.1061) is close to the actual one (0.16). While for
entry (3, 1) the bound of 0.01061 is much smaller than the actual bound of 0.16. The reason is that
μa1 ≈ 1.5079 is close to 1, whileμa3 ≈ 15.0794 ismuch larger than 1. To overcome this effectiveness
in position (3,1), the authors tightened their bound with respect to symmetry, which means that, to
bound the size of the allowable perturbationmade to the (3,1) element ofM, it is equivalent to consider
bounding the size of the perturbation made to element (1,3) of MT , if M is symmetric, then one can
consider element (1,3) ofM instead. Theorem 5 gives the actual bound without the help of symmetry,
which potentially indicates that our bounds on perturbations are more effective in non-symmetric
cases.
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Table 1
Maximum allowable perturbations ofM∗ .
Position (1,3) (1,4) (1,5) (3,1) (4,1) (5,1)
Actual 1.00000 0.57143 0.33333 0.25000 0.07143 0.02083
Bound 1 1.00000 0.50000 0.25000 0.25000 0.06250 0.01560
Bound 2 0.50000 0.25000 0.12500 0.12500 0.03125 0.00780
As a second example consider
M∗ =
⎛
⎜⎜⎜⎜⎝
4 −2 0 0 0
−1 4 −2 0 0
0 −1 4 −2 0
0 0 −1 4 −2
0 0 0 −1 4
⎞
⎟⎟⎟⎟⎠ .
In Table 1, we give the bounds (Bound 1) obtained by Theorem4 tomaintain the element-wise non-
negative inverse of the perturbed matrix. Since M∗ is a Toeplitz matrix as well, from Corollary 1, the
maximum allowable perturbation is constant along a diagonal, so we consider only the perturbations
in the ﬁrst row and the ﬁrst column outside the tridiagonal band. For comparison, we also give the
actual maximum allowable perturbations (Actual) and the sufﬁcient bounds (Bound 2) by Kennedy
and Haynes [11].
We see from Table 1 that both Bound 1 and Bound 2 depict the maximum allowable perturbations
on persisting the element-wise non-negative inverse to some extent. Clearly, compared with Bound 2,
Bound 1 are much closer to the actual bounds. More precisely, Bound 1 is two times Bound 2, which
is consistent with the previous theoretic analysis since μai = 2, for i = 1, . . . , 5.
5. Conclusions
In this paper, we have perturbed a general element of a tridiagonalM-matrix and have established
sufﬁcient upper bounds on the size of this perturbation outside the band so that the non-negative
(element-wise) inverse persists. In particular, when perturbing the second diagonals (elements (l, l +
2) and (l, l − 2)), our sufﬁcient bounds are just the actual maximum allowable perturbations. Theo-
retical analysis and numerical examples show that our bounds are superior to those recently given by
Kennedy and Haynes [11].
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