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Die Principien der Differential- und Integralrechnung findet 
man, mit wenig Ausnahmen, unter denen in erster Linie das Werk 
von L i p s e h i t z zu nennen ist, in den Lehrbüchern nicht mit der 
gegenwärtig erreichbaren Strenge* entwickelt. In akademischen 
Vorlesungen aber alle Einzelheiten vor Anfängern zu besprechen, 
ist nicht bloss sehr zeitraubend, sondern auch im allgemeinen von 
zweifelhaftem Erfolge, da der Lernende erst bei einer gewissen 
Reife des Urteils die grossenteils sehr abstrakten Auseinandersetz-
ungen sich anzueignen und ihre Notwendigkeit einzusehen vermag. 
Nichtsdestoweniger muss man, glaube ich, bei dem Vortrage der 
Infinitesimalrechnung gleich von vornherein die älteren Darstellungs-
weisen verlassen, wenn man nicht in der Lage ist, auf die Priu-
cipien jener Disciplin später, etwa bei der Einführung in die Funk-
tionentheorie, ausführlich zurückkommen zu können. 
Vielleicht wird daher für manche Zwecke eine Darstellung 
brauchbar sein, welche, wie die vorliegende, über die einleitenden 
Teile der Differential- und Integralrechnung nicht hinausgeht, ihren 
Gegenstand jedoch möglichst genau und ausführlich zu behandeln 
sucht. Die Schrift ist im Anschluss an Vorlesungen über Infini-
tesimalrechnung und Funktionentheorie (hauptsächlich im Winter-
semester 1878/79) ausgearbeitet worden. Da sie nur als Ergänzung 
zu Vorlesungen oder Lehrbüchern dienen soll, wurde der Stoff ent-
sprechend begrenzt; so blieben z. B. die Differentialquotienten 
* Über die Möglichkeit einer rein arithmetischen Darstellung der Analysis 
vero-1. die neuerlichen Bemerkungen von Cantor , Mathem. Ann. Bd. 20 S. 121. 
IV " Vorwort. 
höherer Ordnung ausser Betracht, ebenso die Anwendungen der 
Theorie; die Tangenten der ebenen Kurven, sowie Quadratur und 
Rektifikation sind nur herangezogen, um die Begriffebildung zu er-
läutern. Für die trigonometrischen Funktionen kann die elenientar-
geonietrische Definition bei der analytischen Untersuchung nicht 
den Ausgangspunkt bilden; indem jene Funktionen aus dem Kreis-
bogenintegral erzeugt wurden, bot sich zugleich Gelegenheit, den 
Begriff des Integrationsweges zu erweitern und die Periodicität 
ohne Zuziehung von komplexen Variablen zu erklären. Zum Schluss 
werden die unendlichen Reihen, insbesondere die Potenzreihen be-
sprochen und die Reihenentwickelurfgen der elementaren Funktionen 
gegeben. 
Einige wesentliche Punkte in der Analysis haben erst durch 
vollkommenere Ausbildung des Begriffes der irrationalen Zahlen 
ihre Erledigung gefunden. Hinsichtlich dieses Begriffes bin ich, 
mit geringer Modifikation, der vou Dedekind entwickelten An-
schauungsweise gefolgt, welche am meisten der Natur der Sache 
entsprechen dürfte. 
Gi essen, im Mai 1882. 
M. Pasch. 
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§ 1. Einführung von Zahlenstrecken. 
Eine strenge Begründung der Infinitesimalrechnung ist ohne 
genaue Erklärung des Wesens der irrationalen Zahlen nicht möglich. 
Die Einführung der irrationalen Zahlen setzt die der gebrochenen 
voraus, aber nicht notwendig die der negativen, sowie der Zahlen 
Null und Unendlich. Wir werden den Begriff der irrationalen Zahlen 
so entwickeln, wie er sicli der Zahlenlehrc an mögliebst früher 
Stelle einfügen lässt* Derugeinäss soll das Wort „Zahl" bis auf 
weiteres stets eine positive ganze Zahl oder den Quotienten zweier 
positiven ganzen Zahlen bedeuten. 
Soweit es innerhalb dieses Zahlengebietes möglich ist, müssen 
die Begriffe „gleich, grösser, kleiner, Summe, Differenz, Produkt, 
Quotient und Potenz" nebst den darauf bezüglichen Benennungen, 
Bezeichnungen und Pundamentalsätzen bekannt sein. Wir können 
also die folgenden Hilfssätze aufstellen, in denen n durchweg eine 
ganze Zahl bedeuten soll. 
1. „Zu jeder gegebenen Zahl a kann man die Zahl b so be-
stimmen, dass bn<.a. 
Denn nimmt man b zugleich < 1 und <rt , so ist bn<&<a. 
2. ,Zu jeder gegebenen Zahl a jkann man die Zahl g so be-
stimmen, dass gn>a. 
Denn nimmt man g zugleich > 1 und > a , so ist gn>g>a. 
3. Sind a und u beliebige Zahlen, so kann man die Zahl h 
so bestimmen, dass
 7„ ^ n . N„^ 
~ ~ ~ ~ . ~ ~ ~ i ~ ~ . . h« <:a, Qb + «) > a. 
* Die nachstehende Einführung der irrationalen Zahlen beruht auf den 
Anschauungen, welche R. Dedekind in seiner Schrift: Stetigkeit und ir-
rationale Zahlen, Braunacnweig 1872, entwickelt hat. 
P a s c h , Differential- u Intngralxnohiiung 1 
2 § 1. Einführung von Zahlenstreeken. 
Wählt man nämlich die Zahl b so, dass ftM0, und bildet die 
Zahlen ,
 7 . 7 . t, , , .> , 
so sei &-M« die erste Zahl der Reihe, deren ntü Potenz den Wert a 
übersehreitet. Setzt man dann b + (l— l)u •=•/*, so besitzt h die 
verlangten Eigenschaften. 
4. Sind a und & beliebige Zahlen, so kann man stets eine 
Zahl x angeben, deren wtu Potenz zwischen a und h fällt. 
Beweis: Es sei etwa a<b und b — a = d. Man kann eine 
Zahl g so wählen, dass gn>a wird, hierauf eine Zahl 
u < 1 und < —T——TN—-, 
und endlich eine Zahl h derart, dass lin<a, dagegen (7t+ « ) " > « 
ausfällt. Bezeichnet man dann li-\-u mit #, so wird 
rr«- 7t" = (x — 7/) (a?1-1 + a,»-27i -f-... + hn~l) <u.M^n~x <rf, 
Wenn nun zu jeder Zahl a Zahlen gehören, deren «te Potenz 
hinter a zurückbleibt, und Zahlen, deren ntL Potenz den Wert a 
übersteigt, so lässt sich doch nicht immer eine Zahl auffinden, deren 
n
t0
 Potenz genau mit a übereinstimmt. Wird die Zahl a durch den 
Quotienten dargestellt, in welchem a und ß ganze Zahlen ohne 
gemeinschaftlichen Teiler bedeuten sollen, so lässt sich zeigen, dass 
eine Zahl, deren nii% Potenz gleich a ist, nur dann existiert, wenn 
a und ß gleichzeitig ni0 Potenzen von ganzen Zahlen sind. Soll 
jede Zahl als ntP Potenz einer anderen ersche inen , so is t 
eine E rwe i t e rung des Zahlenbegr i f fes erforder l ich. 
Gehen wir in der Absicht, eine Zahl, deren nu' Potenz gleich 
a ist, aufzuziehen, alle Zahlen der Reibe nach durch, so begegnen 
wir zuerst einer ununterbrochenen Folge von Zahlen, welche sich 
als zu klein für jenen Zweck erweisen, indem sie, zur «ten Potenz 
erhoben, einen kleineren Wert als a ergeben. Die Gruppe aller 
Zahlen, deren «t0 Potenz unter a liegt, ist aber immer genau de-
finiert, gleichviel ob a sich als wte Potenz einer andern Zahl dar-
stellen lässt oder nicht, und besitzt folgende Eigenschaften: 
1. die Gruppe umfasst nicht alle Zahlen; 
§ 1. Einführung von ZahletiHkockon. :i 
2. wenn die Zahl x zur Gruppe gehört, so gehören zw ihr 
auch alle kleineren Zahlen; 
3. es giebt keine grösste Zahl in der Gruppe. 
Um die dritte Eigenschaft nachzuweisen, betrachte man irgend eine 
Zahl x der Gruppe; da # " < « , so kann man nach Satz 4. die Zahl xx 
so angeben, dass xn<.xxn<rt; es ist dann xx zur Gruppe gehörig 
und grösser als x. 
Wir wollen jede Zahlengruppe, welche diese drei Eigenschaften 
besitzt, eine Zahlens t recke oder auch kurz eine Strecke nennen. 
Darnach wird z. B die Gesamtheit derjenigen Zahlen, deren Quadrat 
kleiner als 25 ist, eine Zahlenstrecke heissen, ebenso die Gesamt-
heit derjenigen Zahlen, deren Kubus kleiner als 25 ist. Während 
es jedoch unter den Zahlen, welche von der ersteren Strecke aus-
geschlossen werden, eine kleinste giebt, nämlich 5, ist dies bei der 
letzteren nicht der Fall; denn wenn y nicht zur Strecke gehört, so 
lässt sich, da keine Zahl den Kubus 25 liefert und mithin ? / > 2 5 
ist, eine Zahl yx so angeben, dass ?/ : ,>?/13>25, also yx ausserhalb 
der Strecke und kleiner als y. Wenn es unter den von einer Strecke 
ausgeschlossenen Zahlen eine kleinste b giebt, d. h. wenn die Strecke 
alle Zahlen, welche kleiner als b sind, und nur diese umfasst, so 
wollen wir sagen, die Strecke werde durch b begrenzt , und 
eine solche Strecke eine Strecke mit Begrenzung oder auch eine 
ra t iona le S t recke nennen. Die übrigen Zahlenstrecken, die 
Strecken ohne Begrenzung, nennen wir i r ra t iona l . 
Die Strecken werden im folgenden mit Buchstaben bezeichnet, 
wie die Zahlen. Ist ein Buchstabe b das Zeichen einer Zahl, so 
gilt er zugleich als Zeichen der durch die Zahl b begrenzten Strecke. 
Die Grundeigenschaften einer Zahlenstrecke sind in folgenden Be-
merkungen ausgesprochen: 
Gehört die Zahl x zur Strecke J , und ist die Zahl xx<x) so 
gehört auch xx zur Strecke A. 
Gehört die Zahl x zu einer Strecke, die Zahl y a.ber nicht, so 
ist x<y. 
Gehört die Zahl // nicht zur Strecke A, und ist die Zahl yt>y, 
so kann yx weder zur Strecke A gehören, noch sie begrenzen. 
Ist x eine Zahl der Strecke J., so kann man immer eine 
Zahl xx angeben, welche grösser als x und ebenfalls eine Zahl der 
Strecke A ist. 
Wenn die Zahl y weder zur Streckp A gehört, noch sie be-
grenzt, so kann man immer eine Zahl yt angeben, welche kleiner 
l * 
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als y ist und ebenfalls weder zur Strecke A geliört, noch sie 
begrenzt. 
Ist eine Zahl s und eine Strecke A gegeben, so kann man stets 
eine Zahl x angeben, welche mr Strecke A gehört, während die 
Zahl x + s weder zur Strecke A gehört, noch sie begrenzt. Yerstekt 
man nämlich unter xx eine beliebige Zahl der Strecke, und ist in 
der Reihe #13 x± + s, x1-{-2£, ... die Zahl o:t-\-ls die erste, welche 
nicht zur Strecke A gehört, so wähle man für x irgend eine Zahl, 
•welche grösser als xx + (l — 1) s ist und noch zur Strecke A gehört. 
Wenn sich herausstellt, dass zwei Zeichen A und B eine und 
dieselbe Strecke vorstellen, so sagen wir: Die Rfcrecken A und B 
sind einander g l e i ch , und schreiben: 
A^B. 
Sind jedoch die Strecken A und B verschieden, so wird in der 
einen, -4., (mindestens) eine Zahl vorkommen, welche nicht zu 
andern, B, gehört; es wird dann A die g r ö s s e r e , B die k le inere 
Strecke heissen; die Strecke A enthält alle Zahlen der Strecke L\ 
aber zugleich noch (unendlich viele) andere Zahlen. Wir schrei-
b e u d a m i :
 A>By B<A. 
Hat man drei Strecken A, B7 C und ist A^>B, J 3 > f , so ist 
A~>C. Wird die Strecke A durch die Zahl « begrenzt, so ist 
A = a. Ist a eine Zahl der Strecke A, so ist a<A. Wenn die 
Zahl a weder zur Strecke A gehört noch sie begrenzt, so ist a>A. 
Wenn endlich a und b Zahlen bedeuten, so findet jede der Be-
Ziehungen
 a<h^ {( = h^ a > h 
zwischen den Zahlen a, b gleichzeitig mit der nämlichen Beziehung 
zwischen den Strecken a, b statt. 
§ 2. Addition, Subtraktion, Multiplikation und Division 
von Zahlenstrecken. 
Sind irgend zwei (gleiche oder ungleiche) Zahlenstrecken A 
und ß gegeben, und nennt man % eine beliebige Zahl der Strecke A, 
y eine beliebige Zahl der Strecke 1>, z die Summe v-\-y.t dann 
bilden die Werte von $ eine Strecke. Denn wenn die Zahl c nicht zur 
Strecke A, die Zahl d nicht zur Strecke B gehört, so ist immer 
# < c , y<d<) 8<.c-\-ä) d. h. c.-\-d gehört nicht zur Gruppe der 
Werte von g\ betrachtet man ferner neben einem Werte von z 
irgend eine kleinere Zahl sx und setzt 
§ 2. Addition, Subtraktion, Multiplikation und Division von Zahlenstrecken. 5 
& z 
so ist xx<x, yx<y, ^ - f 24 = ^ , d. h. xx gehört zu A, yx zu # , 
zx zur Gruppe; nimmt man endlich in der Strecke A die Zahl xr>x 
und bildet %' -f. y = #',
 s o gehört #' zur Gruppe und ist grösser als e. 
Für eine beliebige Anzahl von Zahlenstrecken AtAa... gilt 
dasselbe. Nennt man xxx%... beliebige Zahlen resp. aus den Strecken 
AXA.,... und 0 die Summe ^ + £ ä + . . . ; so bilden die "Werte von e 
eine Strecke 6'. Wir nennen C die Summe der S t recken AXA2... 
und schreiben:
 n A \ A \ 
L. — ^ L X - j - T 1 2 - j - . . . 
Dass wir dadurch nicht mit schon getroffenen Festsetzungen in 
Widerspruch gerathen, ist leicht zu erkennen. Sind nämlich die 
Strecken AXA.2... sämtlich rational, also die Zeichen AXA%... 
zugleich Zeichen von Zahlen, und ist G die Summe der Zahlen 
AXA.2..,1 so ist auch die rationale Strecke G die Summe der Strecken 
AXA,2...-, denn jede Zahl der Strecke ^ + ^2 + ... ist dann kleiner 
als die Zahl C, mithin zur Strecke G gehörig; und ist umgekehrt 
s irgend eine Zahl der Strecke 0, also z <G und 
A® , Ae . 
^ == _i_ _j_ _^_ + ... =
 Ä;1 4- ^2 -(- . . . , 
wo xx<AX) x.2<C.A2) . . . , so gehört 0 zur Strecke Ax~\-A2-{-— 
E s i s t
 AX + A>AX. 
Denn wählt man in der Strecke Ax die Zahl xx beliebig und hierauf 
in der Strecke A<2 die Zahl x2 derart, dass xi-\-x1 nicht zu A2 ge-
hört, so enthält die Strecke Ax + A.2 die nicht zu A% gehörige 
Zahl xx -\- x.2. Weiter hat man 
Al + B>A + B, wenn AX>A. 
Wählt man nämlich die Zahlen x und xt in der Strecke Ax, aber 
ausserhalb der Strecke A, und zwar xx >x, hierauf die Zahl y in 
der Strecke B derart, dass y-\-(xx — x) nicht zu B gehört, so ist 
Xl _|_ y = x + (y -f xx — x) eine Zahl der Strecke Ax + B, aber nicht 
der Strecke A-j-B. Endlich ist 
AX + A2 = A2 + AX) (AL + AJ + AZ^A + A + A U- S - W -
Sind irgend zwei ungleiche Strecken A und B gegeben, A>B, 
und nennt man x und y irgend zwei Zahlen der Strecke A, aber 
ausserhalb J5, tf>z/, so bilden die Werte der Differenz z = x~y 
eine Strecke G. Denn wenn die Zahl c nicht zu A gehört, so ist 
c>x>z, d. h, c gehört nicht zur Gruppe der Werte von «; be-
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trachtet man ferner neben einem Werte von g irgend eine Zahl 
* ! < * , also auch <x, und setzt x — ^^y^ so ist x>yx>y, folg-
lich yx zur Strecke A gehörig, aber nicht zu B, mithin s1=x — yl 
eine Zahl der Gruppe; ist endlich in der Strecke A die Zahl x'>x. 
also nicht in B gelegen, so ist x* — y eine Zahl der Gruppe und 
•grösser als g. Die Strecke C ist durch die Eigenschaft ausgezeich-
net, die Summe B4-G=A 
hervorzubringen. Ist nämlich u irgend eine Zahl der Strecke B + C\ 
so hat man: u = t + 0=t-{-x—y1 wo t eine Zahl von B, s eine 
Zahl von (7, x und y Zahlen von A, aber nicht von B, x>y, folg-
lich t<y und u — % — (y — t) <x, d. h. u eine Zahl von A, ist um-
gekehrt u irgend eine Zahl der Strecke A, wobei der Fall u<B 
sich sofort erledigt und deshalb nur der Fall B<.u noch in Be-
tracht gezogen wird, und wählt man die Zahl x>u in der Strecke A 
(also x nicht in J3), hierauf die Zahl y in der Strecke B so, dass 
y-\-(x~u)^>B, so ist y<u, y + (x~u)<x<A) x — (y-f x — 11) 
= u~-y<C, u = y -\~ (u — y) < B -\- G. Keine andere Strecke ausser 
CJ besitzt die erwähnte Eigenschaft. Denn ist die Strecke C ' o O , 
so ist JE? -f~ C > J3 4- Gy, B + G von J. verschieden. 
Hiernach giebt es, wenn -4 und B ungleiche Strecken sind, 
J . > J 5 , eine und nur eine Strecke G derart, dass B + G=A. Wir 
nennen C die Differenz der S t r ecken A und JS und schreiben: 
C = A-B. 
Sind die Strecken A und J5 rational und ist C die Differenz der 
Zahlen A und I?, so ist auch die Strecke G die Differenz der Strecken 
A und B. 
Wenn die Zahlenstrecken A und B wieder beliebig (gleich oder 
ungleich) angenommen werden, und man bildet aus einer beliebigen 
Zahl x der Strecke A und einer beliebigen Zahl y der Strecke B 
das Produkt zs = xy, so bilden die Werte von & eine Strecke. Denn 
liegt die Zahl c ausserhalb von A, die Zahl d ausserhalb von B, 
so ist immer cä>g, d. h. cd gehört nicht zur Gruppe der Werte 
von #; nimmt man ferner ax<z und setzt 
so ist xt<x<A, #! = %?/, d. h. gL gehört zur Gruppe; nimmt man 
endlich in der Strecke A die Zahl x'>x, so gehört x'y zur Gruppe 
und ist grösser als g. Diese Bemerkung überträgt sich sofort auf 
§ 2. Addition, Subtraktion, Multiplikation und Division von Zahlenskeclcon, 7 
beliebig viele Zahlenstrecken J^A.,..,; die Werte des Produktes 
xlx^...) -wo x± eine Zahl von A{) x% eine Zahl von At u. s. w., 
bilden eine Strecke C, welche das P roduk t der S t recken i ^ . . . 
beissen soll. Wir schreiben: 
G= AlAii...=-~-Al.Ai — -=-i, xiax... 
Sind die Strecken A1Ai... sämtlich rational, G da» Produkt der 
Zahlen AxA2..n so ist auch die Strecke G das Produkt der Strecken 
Jede Strecke A ist gleich dem Produkte der Strecken A und 1. 
Denn jede Zahl der Strecke i x l ist von der Form xy, wo x eine 
Zahl von A und ? /< l , und kommt demnach in der Strecke A vor; 
und ist umgekehrt 0 irgend eine Zahl der Strecke A) so kann man 
in A die Zahl s ' > # nehmen, so dass 
als Zahl der Strecke i x l erscheint. 
Aus drei Strecken A, JB, C bilde man die neuen Strecken 
{A + B)C-^F und AG+BC=G. 
Jede Zahl von F hat die Form (x-\-y)2 — x3-\-y#, wo x eine Zahl 
von A, y eine Zahl von JS, # eine Zahl von G bedeutet, und ge-
bort mitbin zu G. Jede Zahl "von G hat die Form 
J52 + y0t = (x + y~~)0 oder ^s? + y)gl) 
wo a? eine Zahl von i , ?/ eine Zahl von i:?, ;J und ^ Zablen von 0 
bedeuten, und gehört mithin zu F. Folglich ist 
(A + B)G=AG-\-BG 
Mau hat überdies: 
AtB>AB für AX>A, 
AxA$ =~AtAu (Ati2) AA = i x i 2 i 3 u. s, w. 
Einer Strecke B kann man stets eine bestimmte Strecke B' 
zuordnen, welche alle (und nur solche) Zahlen umfasst, deren reci-
proker Wert weder zur Strecke B gehört, noch sie begrenzt. Jede 
Zahl der Strecke BB' hat die Form xy, wo x zu B und y zu B' 
gehört, und ist < 1 , da ^ 
x<B< — 
V 
Jede Zahl der Strecke 1 hat die Form 1 - s , wo e < l ; wählt 
man die Zahl c in B beliebig und hierauf in B die Zahl y so, dass 
y + sc weder zur Strecke B gehört, noch sie begrenzt, so bat man: 
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11+sc 
Hiernach geben die beiden Strecken B und ß' da« Produkt 1. Bildet 
man daher mit einer beliebigen Strecke A das Produkt Ji>w = C, 
80 l s t
 . BC-BAB'-ABB' = Ax\*=A, 
während jede von G verschiedene Strecke, mit B nmltipliciert, ein 
von A verschiedenes Produkt hervorbringt. 
Zu zwei beliebigen Strecken A und B gehört also stets eine 
und nur eine Strecke C derart, dass BG-^A. Wir nennen G den 
Quot ien ten der S t recken A und B und schreiben: 
A C=-= oder A:B. 
Sind die Strecken A und B rational und ist G der Quotient der 
Zahlen A und B, so ist auch die Strecke G der Quotient der Strecken 
A und B. 
Alle Ausdrücke, welche sich auf Summen, Differenzen, Produkte 
und Quotienten von Zahlen beziehen, können jetzt auf Zahlenstrecken 
übertragen werden, ebenso diejenigen Sätze, welche die Begriffe 
„gleich, grösser, kleiner" nur mit den eben erwähnten Begriffen in 
Verbindung bringen. 
§ 3. Fotenzieruug und Radieierung von Zahlenstrecken; 
die irrationalen Zahlen. 
Zufolge der Schlussbemerkung des vorigen Paragraphen können 
wir, wenn n eine ganze Zahl bedeutet, von der nt&n Po tenz einer 
S t recke sprechen und auf solche Potenzen die Sätze anwenden, 
welche für die Potenzen von Zahlen gelten. Während sich aber 
n icht jede Zahl als nt0 Po t enz einer anderen Zahl da r s t e l l en 
läss t , i s t dies bei den Zah lens t r ecken ohne A u s n a h m e der 
F a l l . 
Um letzteres einzusehen, betrachten wir irgend eine Strecke A 
und bilden die Gruppe B aller Zahlen, deren nt0 Potenz zu A ge-
hört. Nehmen wir die Zahl c > 1 und >A, so ist ^^c^A, also c 
nicht in der Gruppe B enthalten; gehört die Zahl x zur Gruppe 
und nimmt man xt<x, so ist x1H<xn<.A) also x1 in der Gruppe 
enthalten; wählt man endlich in der Strecke A die Zahl 5 > # w , 
§ 3. Pofcpnzicrung u. Radioionmff von Zahlpiifttrockmi; dio inationalen Zahlen, {) 
hierauf die Zahl 3! HO, (laus xll<j'n<h<A1 dann gehört jj zur 
Gruppe und ist grösser als «r. Die Gruppe 11 ist mithin eine Zahlon-
strecke. Es sei nun u eine beliebige Zahl der Sirecke 11% r eine 
beliebige Zahl der Strecke A. Man hat dann: 
wo ^ j j . . . ^ « Zahlen der Strecke J5 bedeuten, deren gröbste mit x 
bezeichnet werde 5 da x<B} so wird 
u<x»<A, 
d. h. « gehört auch zu A In J. kann man die Zahl w > v an-
nehmen und dann die Zahl g so bestimmen, dass 
v<gn<io<A} also 0 < U ; 
es wird v < # ' l < I ? " , d. h. v gehört auch zu Bn. Die Strecke Bn 
fällt hiernach mit A zusammen, aber keine von B verschiedene 
Strecke wird, zur nion Potenz erhoben, die Strecke A erzeugen. 
Es ist also in der That, wie immer die Strecke A und die ganze 
Zahl 11 gegeben sein mögen, stets eine und nur eine Strecke B vor-
handen, welche Bn = A ergiebt. Wir nennen B die nt0 Wurzel 
aus A, n den Exponenten der Wurzel, und schreiben: 
B = yA (insbesondere y Ä — YÄ). 
Sind dann m und n ganze Zahlen, A und A! beliebige Strecken, so 
gelten folgende Beziehungen: 
VT~1, Yl = A, (Y'Äf^A, fAn^A, 
]/ÄYA!~YAA\ yfZi "f.l, {yAY~~}/A>% 
m~\-n 111 -{-« 
fÄ < Y ~Ä bei A < 1, fÄ>]/A bei A>i, 
YÄ < YA' bei A < ii'. 
Fasst man insbesondere die unter Zuziehung einer beliebigen ganzen 
Zahl j) sich ergebende Gleichung 
PH 
yAm = K4*m 
ins Auge, so erkennt man, dass (für ganze »i, H, JA, I>) 
3j—r~ 1 r~T~ n , W& (W-
TM»» —yOi/« so oft - = > 
'
 K
 ' Ol V 
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dass also y.,4"4 ausser von J. nur von dem Quotienten abhängt. 
Darauf gründet sich die Berechtigung, für "j/M"' eine Bezeichnung 
einzuführen, in welcher nur A und auftreten. Ist X der Quotient 
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der ganzen Zahlen m und w, l der reoiproke Wert, so nennen wir 
}/Jj>1 die Xta Potenz von J., die Zahl oder die Strecke X den Ex-
ponenten der Potenz, auch wohl yAm die lte> Wurzel aus A, die 
Zahl oder die strecke 1 den Exponenten der Wurzel, und bedienen 
uns der Bezeichnungen 
fjfi-Ji-j/A für A - - , A - - . 
Die Begriffe „Potenz einer Strecke" und „Wurzel aus einer Strecke" 
sind somit auf beliebige Zahlen als Exponenten derart ausgedehnt, 
dass sie bei ganzzahligen Exponenten ihre ursprüngliche Bedeutung 
behalten. Auch die Regeln für die Rechnung mit Potenzen und 
Wurzeln bleiben giltig; insbesondere ist, wenn man unter m und n 
beliebige Zahlen, unter A und AI beliebige Strecken versteht: 
i 
1 - - 1 , j^l — 1, fA^A^, tfA)* = yA*-A, 
AnA'n = (AA'Y, A"lAn=*AM+n, (A"l)n=~Am>1, 
Am>A,n+* bei A<1, Am<AM+n bei A>1, 
A"<A!» bei A<A'. 
Als Exponent kann jetzt jede rationale Strecke auftreten, aber 
keine irrationale. Uni auch diese Lücke zu beseitigen, nehmen wir 
zwei beliebige Strecken A und Z>, verstehen unter x für A<*1 alle 
Zahlen ausserhalb der Strecke B, für A>1 alle Zahlen innerhalb 
der Strecke B oder an deren Begrenzung, und bilden aus den Zahlen 
aller Strecken von der Form Ax eine neue Strecke C. Für einen 
rationalen Wert von B ist stets G=AB- denn da alsdann die 
Strecke AB selbst die Form Ax besitzt, so gehören alle ihre Zahlen 
zu C, und da zu jeder Zahl u von 0 eine Zahl x^B resp. <^J3 
existiert derart, dass u<,Ax<iAB, so gehört u zu AB. Nennt man 
also G die Bte Potenz von -4, B den Exponenten, und schreibt 
C~AB, so kann man zu jeder Strecke jede andere als Potenz-
exponenten setzen, ohne für rationale Exponenten an der Bedeutung 
der Potenz etwas zu ändern. "Es fragt sich aber, ob nach dieser 
Ausdehnung des Potenzbegriffes die Regeln für die Rechnung mit 
Potenzen immer anwendbar bleiben. Dass dies in der That der 
Fall ist, wird besser an einer späteren Stelle (§ 5) bewiesen werden. 
Hier sei nur noch bemerkt, dass 
Es ist leicht, den Begriff der Wurzel entsprechend zu erwei-
tern, jedoch dürfen wir davon als zwecklos absehen. — 
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Aus dem Vorstehenden erhellt schon zur Genüge, wie die 
Rechnung mit Strecken nicht bloss die Rechnung mit Zahlen voll-
ständig umfasst, sondern zugleich über diese wesentlich hinaus-
führt, indem sie die Uinkehrung der Potenz mit ganzzahligein Ex-
ponenten und im Anschluss daran wieder neue Gebietsausdehimiigen. 
gestattet. Wenn wir daher die Rechnung mit Strecken weiter aus-
bilden, so wird einerseits in den gewonnenen Resultaten die Lehre 
von den Zahlen mit enthalten sein, indem jede Beziehung zwischen 
Zahlen sich auf die entsprechenden rationalen Strecken überträgt, 
und umgekehrt; aber zugleich werden wir andrerseits eine voll-
kommenere, weniger durch Einschränkungen behinderte Theorie er-
halten. 
In dieser Theorie haben wir nirgends mehr nötig, das AVort 
Zah l zu gebrauchen, da wir statt der Zahl in allen Beziehungen 
die von ihr begrenzte Strecke einführen können; wir brauchen durch-
weg nur von Strecken zu sprechen und erforderlichenfalls ratio-
nale und irrationale Strecken zu unterscheiden. Ist so das Wort 
„Zahl" in seinem bisherigen Sinne entbehrlich geworden, so steht 
nichts im Wege, dasselbe Wort in einem neuen Sinne wieder ein-
zuführen. Dies soll in der That geschehen, und zwar werden wir 
uns einfach des Wortes „Zahl" künftig statt „Strecke" und des 
letzteren Ausdrucks in seinem bisherigen Sinne gar nicht mehr be-
dienen. Eine Folge davon ist, dass überall, wo früher das Wort 
„Zah l " ohne Zusatz genügte, jetzt r a t iona le Zahl stehen muss, 
während das Wort „Zahl" ohne Zusatz jetzt in einem weiteren 
Umfange als früher benutzt wird. 
Die Definition der Strecke wird durch folgenden Satz künftig 
vertreten: 
Wenn eine Gruppe von rationalen Zahlen a so beschaffen ist, 
dass 1) nicht alle rationalen Zahlen zu ihr gehören, 2) jede unter 
einem a gelegene rationale Zahl selbst ein a und 3) kein a das 
grösste ist, so existiert eine und nur eine Zahl J., welche alle a 
übertrifft, während jede unter A gelegene rationale Zahl selbst zu 
den a gehört. 
Ferner wird der die Definition der „grösseren" und „kleineren" 
Strecke vertretende Satz gebraucht: 
I s t die Zah l b k le iner als die Zahl e, so g i e b t es r a t i o -
na l e Z a h l e n a de ra r t , dass & < a < & 
Man überzeugt sich leicht, dass im vorigen Satze das Wort 
„rational" fortbleiben darf, dass also auch der folgende Satz gilt: 
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Wenn eino (Truppe von Zahlen «, welche n ich t al le Zah-
len umfasst , so beschaffen is t , dass j ede un te r einem a ge-
legene Zahl se lbs t ein a i s t , so wird dadurch eine Zahl A 
bes t immt derar t , dass kein a die Zahl A über t r i f f t , und 
dass al le unter A ge legenen Zahlen zu den a gehören. 
Zum Beweise bildet man eine Gruppe von rationalen Zahlen «', 
indem man aus der Gruppe der Zahlen a alle irrationalen und, 
wenn ein a das grösste ist, auch dieses fortlässt. 
Um die Zweckmässigkeit der neuen Begriffsbildung an einem 
geometrischen Beispiel erläutern zu können, ist es nötig, auf die 
Anwendung der Zahlen zur Messung in der ge raden Linie über-
haupt näher einzugehen. Da bei der Messung Teile des Maasses in 
Betracht kommen können, so muss feststehen, welcher aliquote 
Teil des Maasses zuletzt noch berücksichtigt werden kann oder soll; 
dieser Teil sei etwa der nte. Trägt man nun, um eleu geraden 
Weg von 0 bis P 
Fig. I . „ 
zu messen, auf 
OP den wten Teil 
des Maasses etwa 
von 0 aus wieder-
holt auf, so dass 
eine Reihe von Punkten PXP^... entsteht, und ist unter diesen 
Pm der dem Punkte P zunächstliegende, so nennt man die Zahl 
Air 
— die Länge von OP: wenn P zwischen zwei Punkten Pu und 
n • 
P,i + 1 in der Mitte liegt, so mag man nach Belieben m — p oder 
m 
m = ti4-1 nehmen. Aus der Zahl — ist allerdings, wenn der 
Punkt 0 und die Richtung von OP gegeben ist, der Punkt P nicht 
mit voller Bestimmtheit wieder herzustellen; vielmehr können, wenn 
man in der Geraden 0PX die beiden Punkte Q und B aufsucht, 
welche von Pm um die Hälfte von OPx abstehen (etwa Q zwischen 
0 und li\ alle Punkte zwischen Q und B der Zahl — entsprechen. 
Diese Unbestimmtheit war jedoch durch die zu Grunde gelegte 
Genauigkeitsgrenze von vornherein bedingt; es wird eben unter 
der gemachten Voraussetzung zwischen den Strecken, welche von 
0 ausgehen und zwischen Q und B endigen, kein Unterschied gemacht. 
Hiermit steht es in Zusammenhang, dass, solange n fest-
gehalten wird, jede Zahl a zwischen 
0 
p 
fi 
P p p p 
q |Ä 
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bei der Rechnung in gewissem Sinne dieselben Dienste leistet, wie 
- selbst. Zwar zieht die Änderung der Zahl eine Änderung 
n ° n ° 
des Rechnungsresultafces nach sich: allein die Änderungen von --? 
' ° n 
welche zwischen den angegebenen Grenzen vor sich gehen, ent-
sprechen den Schwankungen des Punktes P zwischen Q und II, und 
die Wirkung dieser Schwankungen muss, wie die Schwankungen 
selbst, von der Berücksichtigung ausgeschlossen bleiben. Wir dürfen 
daher, ohne einen unstatthaften Fehler zu veranlassen, irgend eine 
der Zahlen a für die Länge der Strecke OP nehmen.* 
Während die empirische Messung eine mit der Genauigkeits-
grenze sich ändernde Zahl ergiebt, sucht die Mathematik allgemein-
giltige, von besonderen Beobachtimgsverhältnissen unabhängige 
Regeln auf; dabei kann sie aber der irrationalen Zahlen nicht ent-
behren, wenn sie sich nicht auf ein ganz enges Gebiet beschränken 
will. Das einfachste hierher gehörige Beispiel aus der Geometrie 
ist die Aufgabe, die Länge der Diagonale OP des über der 
Längene inhe i t e r r ich te ten Quadrats zu berechnen. Das 
Quadrat über OP enthält zwei Flächeneinheiten; behalten wir die 
Buchstaben «, WÜ, ^, 22, u in ihrer bisherigen Bedeutung bei, so 
enthält das Quadrat über OQ weniger, das über OR mehr als zwei 
Flächeneinheiten. Es ist also 
folglich 
' » _ L < l / a <"!+! , 
n in n in 
d. h. "j/2 ist eine Zahl a. Nennen wir demgemäss ]/2 die Länge 
der Geraden OP und schreiben 
O P « 1/2, 
so haben wir die gesuchte Grösse auf eine unter allen Umständen 
brauchbare Weise ausgedrückt, Bei der einzelnen Anwendung wird 
die innezuhaltende Genauigkeit durch einen bestimmten Wert von 
n repräsentiert werden, und wenn man die von "j/2 am wenigsten 
differierende Zahl der Reihe 
* Vergl. des Verf. „Vorlegungen über neuere Geometrie" (Leipzig 1882) § 23. 
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aufsucht, so gelangt man genau zu derselben Zahl > zu welcher 
die Messung führen würde. Da man aber statt dieser rationalen 
Zahl hei der weiteren Rechnung die irrationale Zahl ]/2 verwenden 
darf, so überhebt uns die obige Formel der Notwendigheit, die Ge-
nauigkeitsgrenze des besonderen Falles zu kennen. 
§ 4. Untere und obere Grenze. 
Nach Einführung der irrationalen Zahlen hat man die der 
nega t iven Zahlen, sowie der Zahlen Nul l und Unendl ich vor-
zunehmen und die Rechnungsregeln entsprechend zu erweitern, worauf 
hier nicht besonders eingegangen werden soll. Über das so ge-
wonnene Zahlengebiet wollen wir aber nicht hinausgehen; es bleiben 
also die imaginären Zahlen von der Betrachtung ausgeschlossen, 
und das Wort „Zahl" wird im folgenden immer eine reel le 
Zahl bedeuten. Der absolute Betrag" einer Zahl a werde mit abs a 
bezeichnet. Man hat: 
abs (a -f fr) ^  abs a -j- abs fr, abs (a -f fr) > abs (abs a — abs fr), 
abs (nfr) == abs a. abs fr, abs
 7 = , 7 > v J
 ' b abs fr 
abs an = (abs o)n, 
zunächst nur für rationale ??, und bei negativem a nur sofern aH 
reell ist. 
Ich nenne eine Gruppe von Zahlen nach oben begrenz t , 
wenn sich eine'Zahl angeben lässt, über welche keine Zahl der 
Gruppe hinausgeht. Ich nenne die Gruppe nach oben unbegrenz t , 
wenn zu jeder beliebigen Zahl sich eine grössere Zahl in der Gruppe 
vorfindet. Man sagt dann auch: Die Zahlen der Gruppe können 
bel iebig gross werden. — Eine Gruppe von Zahlen heisst nach 
un ten begrenzt , wenn sich eine Zahl angeben lässt, unter welche 
keine Zahl der Gruppe sinkt. Die Gruppe heisst nach un ten un-
begrenz t , wenn zu jeder beliebigen Zahl sich eine kleinere Zahl 
in der Gruppe vorfindet. Man sagt dann auch: Die Zahlen der Gruppe 
können bel iebig klein werden. 
Eine Gruppe von Zahlen heisst eine s t e t ige Folge (ein Con-
t inuum) , wenn jede zwischen zwei Zahlen der Gruppe gelegene 
Zahl selbst zur Gruppe gehört. Die Gesamtheit aller Zahlen von 
— oo bis + co ist eine stetige Folge (die „stetige Zahlenreihe"). 
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Wenn gesagt wird: Die Zahl % befindet sieh in gewisser 
Nähe des Wertes «, so hat man zu unterscheiden, ob « endlich 
oder unendlich ist. Wenn a endlich ist, so wird gefordert, daan x 
von a in der einen oder in der anderen Richtung einen Abstand 
besitzt, der eine bestimmte positive Zahl f nicht erreicht, d. h. das« 
a - - f < . « < « + £? abs (x-~ci)<£. 
Wenn « = c o ist, so wird gefordert, dass .1: von der Null in der 
einen oder in der anderen Richtung eine Entfernung hat, welche 
eine bestimmte positive Zahl Q übertrifft, d. h. dass 
%>Q oder < — Q1 abs#>(>, 
oder wenn viir diesmal unter s den reeiproken Wert von Q verstehen: 
— £ < < £ , abs < f. 
x x 
Endlich kann a „bes t immt" unendlich sein, d. h. entweder +00 
oder —00. Ist a = + c o , so wird gefordert, dass 
x > Q oder 0 < < s. s
 x 
Ist a — — 00, so wird gefordert, dass 
x<C — 0 oder — e < ~ < 0 . v
 x 
Wir sind jetzt in der Lage, den folgenden Fundamentalsatz 
aufzustellen: 
Wenn unendlich viele Zahlen a eine stet ige, nach oben 
begrenz te , nach unten unbegrenzte Folge bilden, so wird 
durch sie eine endliche Zahl A bes t immt derar t , dass 
keine der Zahlen a über A l iegt , dass aber alle unter A 
gelegenen Zahlen zu den a gehören. 
Beweis: Der Voraussetzung nach gehört zu den a zwnr nicht 
jede beliebige, aber doch jede unter einem a gelegene Zahl. Ist K 
grösser als der absolute Betrag eines a und bildet man die Summen 
«'•=« + «, so hat die Gruppe der a' denselben Charakter und ent-
hält überdies sicher positive Zahlen. Durch die positiven a' wird 
aber (§ 3 Seite 11) eine Zahl A' bestimmt derart, dass kein posi-
tives a' (also überhaupt kein a') die Zahl A' übertrifft, und dass 
alle unter A' gelegenen positiven Zahlen (als*) überhaupt alle unter 
A' gelegeneu Zahlen) zu den a' gehören. Nimmt man A~=A' - a, 
so gilt von A die Behauptung. 
Ebenso besteht der Satz: 
Wenn unendlich viele Zahlen a eine s te t ige , nach unten 
begrenz te , nach oben unbegrenzte Folge bilden, so wird 
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durch sie eine endliche Zahl A. b e s t i m m t de ra r t , dass 
keine der Zahlen a un te r A l i eg t , dass ah er a l le über A 
gelegenen Zahlen zu den a gehören. 
Setzt man nämlich — a = «', so erfüllen die Zahlen a' die Voraus-
setzung des vorigen Satzes. 
Es seien jetzt Zahlen a nach irgend einem Gesetz, in endlicher 
oder in unendlich grosser Menge, in stetiger Folge oder nicht in 
stetiger Folge gegeben. Nennen wir a' jede Zahl, zu welcher sich 
unter den a eine kleinere oder gleiche vorfindet. Ist die Gruppe 
der a nach unten begrenzt, so bilden die o! eine stetige, nach unten 
begrenzte, nach oben unbegrenzte Folge, durch welche eine endliche 
Zahl a bestimmt wird derart, dass kein a' unter a liegt, dass aber 
alle über a gelegenen Zahlen zu den n! gehören. Es sind dann 
alle ff > a , aber zugleich liegt in jeder Nähe von a mindestens eine 
Zahl ff, d, h. wie klein auch die positive Zahl s angenommen werde, 
so liegt immer mindestens eine Zahl a zwischen a — s und a + s 
(also entweder in a oder zwischen a und «-f- 0? w e ^ S0]QSt aHe 
rt!>a-f f wären, mithin auch alle a'. Man nennt a nach Weier-
s t r a s s die un t e r e Grenze der Zahlen a. Können die Zahlen a 
beliebig klein werden, so sagt man, sie haben die untere Grenze 
— co. Keine Zahl a ist kleiner als die untere Grenze, aber in jeder 
Nähe der unteren Grenze findet sich mindestens eine Zahl a vor. 
Die untere Grenze wird durch diese Eigenschaften vollkommen be-
stimmt. Ist unter den Zahlen a eine die kleinste, so ist sie zu-
gleich untere Grenze. Ist die untere Grenze selbst eine Zahl ff, so 
ist sie die kleinste der Zahlen ct. Bei einer endlichen Zahlenmenge 
ist die untere Grenze allemal zugleich die kleinste Zahl. 
Die untere Grenze ist die grösste derjenigen Zahlen, unterhalb 
deren sich kein a vorfindet. Die untere Grenze ändert sich nicht, 
wenn man irgend welche Zahlen ~><x hinzufügt. 
Die Zahlen ~a haben eine untere Grenze, deren entgegen-
gesetzter Wert ß nach We ie r s t r a s s die obere Grenze der Zahlen a 
genannt wird. Die obere Grenze der Zahlen a ist endlich, wenn 
die a nicht beliebig gross werden können, sonst ist sie -f- co. Keine 
Zahl a ist grösser als die obere Grenze, aber in jeder Nähe der 
oberen Grenze befindet sich wenigstens eine Zahl a. Die obere 
Grenze wird durch diese Eigenschaften vollständig bestimmt. Ist 
von den Zahlen a eine die grösste, so ist sie zugleich obere Grenze. 
Ist die obere Grenze selbst eine Zahl a, so ist sie zugleich die 
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grösalo der Zahlen a. Bei einer endlichen Zahlemu enge ist die 
obere Grenze allemal zugleich die grössle Zahl. 
Die obere Grenze ist die kleinste derjenigen Zahlen, welche 
von keinem a übertroffen werden. Die obere Grenze ändert sieh 
nicht, wenn man irgendwelche Zahlen </3 hinzufügt. 
Alle Zahlen der Gruppe, abgesehen eventuell von der kleinsten 
und der grössten, liegen zwischen a und ß; und wenn die a irgend 
einer bestimmten Grösse m beliebig nahe kommen können, so ist 
a<m<ß. Beide Grenzen bleiben ungeändert, wenn man irgend-
welche Zahlen, die > « und <ß sind, hinzufügt, d.h. irgendwelche 
Zahlen, die sich zwischen zwei Zahlen a einschliessen lassen. 
Ist cc die unterey ß die obere Grenze einer stetigen Folge, so 
gehört jede zwischen cc und ß gelegene Zahl der Folge an, aber 
nicht notwendig a und ß selbst. 
Ist cc die untere, ß die obere Grenze der Zahlen «, so ist ß — a 
positiv. Nimmt man ax und a2 unter den Zahlen rtjbeliebig, a a>«1 , 
so können die Differenzen a% — ax dem Werte ß — a beliebig nahe 
kommen, ohne ihn je zu überschreiten. Die Zahl ß — a) welche 
somit die obere Grenze aller Differenzen a%~at bildet, werde die 
Schwankung* der Zahlen a genannt. Wenn ich einen Teil der a 
fortlasse, so nimmt die untere Grenze nicht ab, die obere Grenze 
und die Schwankung nehmen nicht zu. 
Wenn a und ß dem Betrage nach übereinstimmen, so haben 
die Beträge der a die obere Grenze abs cc «=» abs ß. Wenn ab« a und 
abs ß nicht übereinstimmen, so ist die grössere dieser beiden Zahlen 
die obere Grenze der Beträge der a. Sind z. B. sämtliche a < 0, 
so ist abs « > abs ß, abs a die obere Grenze der abs a, zugleich abs ß 
ihre untere Grenze. 
Die untere Grenze der Zahlen —a ist --ß, die obere — cc. 
1 . 1 
Haben alle a dasselbe Vorzeichen, so ist „ die untere, die obere 
' ß cc 
1 Grenze der Zahlen — 
a 
Sind noch Zahlen d mit der unteren Grenze «', der oberen 
Grenze ß' gegeben, so ist « + «' die untere, ß-\~ß' die obere Grenze 
der Zahlen « + #'; bedeutet nämlich A nicht bloss jede Zahl rt, son-
dern auch jede beliebige Zahl zwischen cc und ß, ebenso A! nicht 
bloss jede Zahl «', sondern auch jede beliebige Zahl zwischen a' 
* ß iemann , Gesammelte Werke S. 226; Lüroth, Mathem, Ann. Bd. 6 
S. 319. 
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und ß', so bewegt sich die Summet -\-A' zwischen denselben Grenzen, 
wie die Summe «-{•«'. Sind alle a und a! positiv, so ist au' die 
untere, ßß' die obere Grenze der Zahlen iW; denn das Produkt AA' 
bewegt sich zwischen denselben Grenzen, wie das Produkt aa'. 
§ 5. Potenzen und Logarithmen. 
Wir kommen jetzt auf die Potenz in der im dritten Paragraphen 
erzielten Allgemeinheit zurück. Als Grundzahlen und Exponenten 
sind danach zunächst nur positive endliche Zahlen zulässig, und 
die Werte der Potenzen sind zunächst immer positiv zu nehmen. 
Indem wir eine positive endliche Zahl w einführen, bestimmen wir 
zugleich, dass 
mt jede positive rationale Zahl < w , 
nh2 jede rationale Zahl > w , 
ftj, jede positive rationale Zahl <Cm} 
ft2 jede rationale Zahl > w 
bedeuten soll. Von den folgenden Sätzen dient der erste als Hilfs-
satz bei den späteren Beweisen. 
1. Ist die positive Zahl x beliebig und J . > 1 gegeben, so kann 
man die positive ganze Zahl r so bestimmen, dass -/i''>av{: 
Nimmt man in der That die positive ganze Zahl 
,. x— 1 
so wird 
A'-l = (Ar-l + Ar-* + ... + A+\)(A — l)>r(A-\)>x-l. 
2. Für 0 < / i < l ist Am obere Grenze der Zahlen Am* <m\il 
der Zahlen / P \ zugleich untere Grenze der Zahlen Am* und der 
Zahlen Af>, 
Beweis: Versteht man unter b jede positive rationale Zahl, 
welche kleiner, ist als eine der Zahlen Af"-, so ist A"1 zufolge der 
in § 3 gegebenen Erklärung die obere Grenze der /;, und es ist 
Af' < Am, 
weil man sonst (§ 3 Seite 11) eine positive rationale Zahl zwischen 
Ä"1 und '"2 angeben könnte, also eine über Am gelegene Zahl b. 
Daher ist Am obere Grenze der Af'*, cl. h. die b und die A^ haben 
eine und dieselbe obere Grenze, nämlich die obere Grenze der die b 
* Folglich auch die positive ganze Zah] s so, dass (1 -f- a*)" > A und mit-
i 
hin A* < l -\-x. 
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und die /!"» zugleich umfassenden Zahlengruppe; und man bemerkt, 
dass stets 
A"1 <f A"l> 
weil man sonst ein jua wühlen könnte, für welchen 
/]'"* < AU><A>% 
während doch yl"*<yl'"' sein inuss wegen ^3>w^. 
Die Potenz Am ist grösser als alle Potenzen yp"j; denn man 
kann stets ein }i2 zwischen m und m., wählen und hat dann: 
Am> Af'*>A'"\ 
Nimmt man aber die positive Zahl t beliebig, so kann mau stets 
ein yl'"j zwischen Am - e und Am einschieben; denn wählt man die 
positive Zahl n zwischen Am — i- und Am beliebig, hierauf die posi-
tive ganze Zahl r so, dass 
(-:)>]• Am , wo > 1, u 7 
> ] / , Am.]/A>it, Am>>Ami 
1 
und endlich irgend ein mx zwischen m— > und w, so darf man 
1 . * 
w, + - mit m., bezeichnen und erhält: 1
 r 
A"1 
u 
j _ 1 l l 
Ain* = A r = Am' Ar > AmA r > «, 
Am — e <u<Am--<Am. 
Folglich ist A'H obere Grenze der yp% welche kein Maximum be-
sitzen. 
Die Potenz Am ist kleiner als alle Potenzen Am>. Nimmt man 
aber die positive Zahl s beliebig', so kann man stets ein A'"> zwi-
sclien Am und A>"-\-s einschieben; denn wählt mau die positive 
ganze Zabl r so, dass 
{Am + e\r 1 ,
 Atu , ^ Am 
. > , , also Am + E > „ - ? \ yp" / yi ' ^ 
l 
und hieranf irgend ein mx zwischen w—— und w, so darf man 
wie vorhin m, 4- mit »z, bezeichnen und erhält: 
r 
i yp" 
A1'1' Ar = yP"* < A'", yP"> < —j < Am + s. 
2 * 
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Folglich ist Am untere Grenze der A"^} welche kein Minimum be-
sitzen; und die untere Grenze der A"1 ist von der der A"'i nicht 
verschieden. 
3. Sind A und B positive Zahlen, deren Produkt AB = t , so ist 
AmB"1 « 1 . 
Beweis: Der Fall A—B-^l bedarf keiner besonderen Er-
örterung; es wird sich nur um den Fall handeln, wo der eine Faktor 
kleiner als Eins ist, etwa A, der andere B grösser als Eins. Ver-
steht man unter e jede positive rationale Zahl, welche kleiner ist 
als eine der Zahlen /><"<, so ist li'" zufolge der in § 3 gegebenen 
Erklärung die obere Grenze der c, i>>('>> Ji'", Bm die obere Grenze 
der Bu>. Demnach ist 
1 1 / 1 \ " 1 
r,~ untere Grenze der Zahlen -~- = ( ) <=A^t B"L Bll> \B/ }
d. h. nach dem vorigen Satze: 
4. Für A > 1 ist Am obere Grenze' der Zahlen Am> und der 
Zahlen All>, zugleich untere Grenze der Zahlen A'"> und der Zahlen Al,\ 
Beweis: Nennt man B den reciproken Wert von J., so ist 
0<B<1, Ä»-^, 
1 1 1 1 
JB"*' J3"* J ^ B^ 
Nach dem zweiten Satze ist B1" obere Grenze der Bm* und der J?/'J; 
untere Grenze der Bm> und der ü*"1; die />'"'•> besitzen kein Maximum, 
die J->"h kein Minimum. Folglich ist Am untere Grenze der Am>- und 
der Af'*} obere Grenze der A'"' und der A"": die yl"'-> besitzen kein 
Minimum, die Am<- kein Maximum. 
Wird noch eine positive Zahl n eingeführt, so gilt der Satz: 
5. Bei 0<A<1 ist 
Ani<l, Am>A'n+»; 
bei A > 1 ist 
Am>l, Am<Am+». 
Denn nimmt man die positive rationale Zahl s<»? , die rationale 
Zahl t zwischen m und w-f-M, so ist 
l > X * > X m > 4 ' > ^ L w + * bei 0 < X < 1 , 
1 < J / < J W < J / < J W + ' 2 bei J . > 1 . 
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(>. Bedeutet fi jede positive Zahl < m,
 vu! jede Zahl > m, so ist 
Am bei ( ) < - i < l obere Grenze der A>1' und untere (Werne der A''; 
dagegen Ist A"1 bei A > 1 obere Grenze der A>1 und untere der J"'.* 
Beweis: Nehmen wir zuerst 0 < J < 1 . Es ist dann Am obere 
Grenze der J '% also auch der Af'\ weil alle Jw» zu den A'1' ge-
hören und A"'< J"« nach dem vorigen Satze; ebenso ist dann Am 
untere Grenze der Am>, also auch der J.", weil alle -.1"'* zu den Af 
gehören und A" > ,1'". U. s. w. 
Der Satz bleibt richtig, wenn p jede positive Zahl < m oder p' 
jede Zahl ~>m bedeutet. 
7. Sind - i , B, C positive Zahlen, deren Produkt ABG«--- 1, so ist 
AmBmGm^ 1. 
Beweis: In Rücksicht auf Satz 3. können wir von dem Falle 
absehen, wo eine der drei Zahlen J., J>', G der Einheit gleich ist. 
Nehmen wir nun zuerst an, dass eine von ihnen die Eins über-
trifft, etwa G, während die beiden andern kleiner als Eins sind, 
so haben wir: 
1 / IV* 
es ist dann Am obere Grenze der A'"*, Bm obere Grenze der H'% 
folglich AmBm obere Grenze der Am*B"1*, andererseits 
/1V" n • 1 
\G) d< h ö-
obere Grenze der A'"*B'H*i folglich 
1 
\ m Pin __ x . 
Nehmen wir zweitens an, dass zwei von den Zahlen yi, i?, 6" die 
Eins übertreffen, etwa A und -ö, während die dritte kleiner als 
Eins ist, so haben wir: 
1 / I V ' 
AB~LÖ>1, A*JB>*-(£) 
u. s. w. 
8. Sind A und B positive Zahlen, so ist 
Im fA\m 
* Bei J . > 1 ist 1 die untere Grenze aller Am (vergl. Satz 1, Anmerkung); 
bei 0 < J . < 1 ist 1 die obere Grenze aller Äm, 
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Denn wenn mau den reeiproken Wert von A B mit G be-
zeichnet, so wird 
J />'G'= 1, folglich J ' » i K 6 w - 1, 
ebenso 
0. 6ymc/ .1 und 11 positive Zahlen, so ist 
A»< </;»> für ^ i<y ; . 
Denn für A<B ist 
J. /A\M Am 
• B < 1 , folglich ^ J - ] g S i < 1 -
10. JP»> ffWc positiven A ist 
AmAn — AmJrn. 
Beweis: Nennt man nt jede positive rationale Zahl O , so stellt 
die Ötimnie inx -f- nx alle positiven rationalen Zahlen < m -f ^ dar. 
Demnach haben die Zahlen 
Ami+n> d. i. A'^A"* 
die Potenz J ' "+" zur unteren Grenze bei J . < 1 , zur oberen bei 
J > 1. Zugleich ist A"lAn bei A < 1 die untere, bei J > 1 die obere 
Grenze der Produkte A'^A'1'. Folglich fällt A"lAn mit Am+" zu-
sammen bei i o 1. Der Fall A = 1 erledigt sich ohne weiteres. 
Ist # eine positive ganze Zahl, so ergiebt sich aus dem soeben 
bewiesenen Satze: 
(A"iY = Aiim, (AMy = A3uit ..., {A>*y = Aom, 
weiter: 
f « y m 
Av) =^i'«, f'»^AfJ. 
Jede positive rationale Zahl y ist der Quotient zweier positiven 
ganzen Zahlen y und h. Nun folgt aus obigem: 
Folglich hat man: 
(Amy = Amv. 
1 1 . Zvlüf aZ/e positiven A ist 
(Am)n*=Änn. 
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Beweis: Ich nonno v jede positive rationale Zahl <"», )> jede 
positive Zahl ^ »in. Bei A<\ ist J ' " < 1 , A"ni die untere Grenze 
der .1' ', d.i. die unlere Grenze der J"" ; denn setzt man ^- ;«»', 
so ist » ' < « , also M' zwischen zwei Zahlen »>, /J zwischen zwei 
Zahlen WJV gelegen. Nach dem Zusatz zum vorhergehenden Theo-
rein ist aber 
Amr ~— (Am\ 
mithin (A"')'1 die untere Grenze der J"u . Damit ist die Behauptung 
für J < 1 bewiesen. Bei J > 1 hat man „obere Grenze" statt 
„untere Grenze" zu schreiben. Bei A- 1 ist die Richtigkeit so-
fort klar. 
12. Sind die positiven Zahlen J , J>, w gegeben, so kann man 
stets eine positive Zahl x so wählen, dass x'" zwischen A und li liegt. 
1 l 
Man braucht nur x zwischen ,1'" und 11m anzunehnien. 
13. Wenn A eine positive Zahl, al jede positive Zahl <A} a2 
jede endliche Zahl > A bedeutet, so ist Am obere Graue der Zahlen 
«j/", untere Grenze der Zahlen a.2'n. 
Beweis: Zunächst ist stets 
Am>atm, Am<aJ". 
Wird nun die positive Zahl ? beliebig gegeben und die positive 
Zahl u zwischen A"l — s und A" beliebig angenommen, so giebt es 
eine positive Zahl x derart, dass xm zwischen u und .1'", also ,/;< J ; 
diese Zahl x ist eine Zahl a1: für welche 
A"1- £ < / t < « 1 M , < ^ K 
Ebenso giebt es eine Zahl «2, für welche 
Am<u^<AmA-t. 
14. Werden die Zahlen A und x grösser als Eins angenommen, 
so existiert stets eine und nur eine positive Zahl y derart, dass 
A» — x. 
Beweis: Nach Satz 1. giebt es Potenzen von .1, welche grösser 
als x sind; nach Satz 0., Anmerkung, giebt es Potenzen von J , 
welche kleiner als x sind. Versteht man also unter m jeden Ex-
ponenten, für welchen Am<x ausfällt, so bilden die m eine stetige 
Folge mit der unteren Grenze Null und einer endlichen positiven 
oberen Grenze y\ nach dem sechsten Theorem (siehe den Zusatz 
daselbst) ist Av obere Grenze der Ami folglich 
A»<oß. 
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Nach demselben Theorem ist, wenn man unter n jede Zahl >?y 
versteht, Av untere Grenze der A"} zugleich J " > s c , folglich 
A'J > x. 
Hiernach fällt Ay mit % zusammen, während alle anderen Potenzen 
von A entweder über oder unter x liegen. 
Die vorstehenden Sätze enthalten nicht nur die Übertragung 
der für rationale Exponenten giltigen Sätze auf irrationale, sondern 
sie bahnen zugleich die Auflösung der Aufgabe an: 
eine bel iebige pos i t i ve Zahl als Po tenz einer be-
l iebigen, aber von E i n s verschiedenen pos i t iven 
Zahl darzus te l len . 
Soll es möglich sein, dieser Aufgabe immer zu genügen, so darf 
man sich nicht mehr auf positive Exponenten beschränken. Ich 
nehme deshalb an, dass jetzt die Einführung be l i eb ige r Expo-
nenten in der üblichen Weise vorgenommen wird; es ist dann leicht, 
die erforderlichen Modifikationen an den oben aufgestellten Sätzen 
anzubringen. Pur die rationalen Exponenten mit ungeraden Nennern 
wird auch die Beschränkung auf positive Grundzahlen nicht auf-
recht erhalten, und für die rationalen Exponenten mit geraden 
Nennern müssen zwei Werte der Potenz zugelassen werden; bei der 
nunmehr aufzustellenden Erklärung der Logarithmen kommen jedoch 
die bloss auf r a t i ona l e Exponenten bezüglichen Erweiterungen 
nicht in Betracht. 
Es sei A eine vou Eins verschiedene positive Zahl, x eine be-
liebige positive Zahl. Ist A > 1 und x > 1, so kann man x als 
Potenz von A darstellen nach Satz 14. Auf diesen Fall lassen sich 
aber alle anderen zurückführen (ausgenommen den Fall a = 1, wo 
x = A°), ist nämlich A > 1 und * < 1 , also — > 1 , so kann man — 
in der Form As darstellen und erhält: 
x — A~3\ 
1 . 
ist JL< 1, also - j > 1, so kann man hiernach immer x in der Form 
1 \z 
/ - j j darstellen und erhält wieder x = A~z. Man kann also stets 
eine und zwar nur eine Zahl y angeben derart, dass 
Av^=x. 
Die Zahl y heisst der L o g a r i t h m u s von x in Bezug auf A, x der 
Numerus oder L o g a r i t h m a n d u s , A die Grundzahl oder Basis , 
Man schreibt: ^ ^ ^ j . 
§ C, Begriff der Funktion. QK 2» 
Bei -1 > 1 wuchst // zugleich mit «, bei J ^ 1 nimmt // ab bei 
wachsendem «/,; in beiden Füllen nimmt // alle endlichen Werl«1 .tu 
während x die Reihe der positiven Zahlen durchläuft, und zwar 
jeden Wert nur einmal 
Während der Numerus zwischen 0 und x variiert, nimmt der 
Logarithmus bei . 1 > 1 alle Werte zwischen — co und y) bei A^\ 
alle Werte zwischen y und + oo an. Während der Numerus zwischen 
x und -fco variiert, nimmt der Logarithmus bei J > 1 alle Werte 
zwischen y und -f co, bei A < 1 alle Werte zwischen - x> und y an. 
Die Regeln für die Rechnung mit Logarithmen leitet man aus 
den Eigenschaften der Potenzen ab. Wir werden an einer späteren 
Stelle (§ 19) von einem anderen Gesichtspunkte aus auf die Poten-
zen und Logarithmen nochmals zurückkommen* 
§ 6. Begriff der Funktion. 
Aus der Funktionenlehre sind zunächst einige allgemeine Er-
örterungen vorzutragen; dieselben mögen an ein Beispiel ange-
knüpft werden. Stellen wir uns vor, dass ein Körper, der bis dahin 
die Lage A über der Erdoberfläche einnahm, durch einen schräg 
aufwärts gerichteten Stoss in Bewegung gesetzt ist. Der Punkt A 
befindet sich vertikal über einem bestimmten Punkte der Erdober-
fläche, den wir 0 nennen; die Vertikale OA bestimmt mit der 
Richtung des Stosses eine gewisse vertikale Ebene, und in dieser 
verläuft die ganze Bewegung des Körpers. Dabei wird vorausgesetzt, 
dass der Körper ausschliesslich der Schwerkraft ausgesetzt ist und 
auf keine Hindernisse stösst. Die Bahn ist alsdann ein Parabel-
bogen, sie steigt von A bis zu
 v g 
einem gewissen Punkte Z>', um 
dann in beständigem Fall die Erd-
\ 
Oberfläche bei G zu erreichen, so 
dass die Linie OG horizontal und 
der Winkel GOA ein rechter ist. 
Der Voraussetzung gemäss be-
sitzt der Körper beim Beginn der —-J—-}- '— - - - ^ 
Bewegung eine gewisse Erhebung 
über der Erdoberfläche, dargestellt durch die Strecke OA] wir 
nehmen den Meter als Längeneinheit und bezeichnen die Länge 
* Siehe auch §§ 8 und 12 
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der Strecke OA mit a. Durch den Stoss, welcher die Bewegung 
hervorruft, empfängt der Körper eine gewisse Anfangsgeschwindig-
keit, die in eine horizontale Anfangsgeschwindigkeit b und in eine 
vertikal aufwärts gerichtete c zerlegt werden kann. Nach t Sekun-
den werde der Punkt P erreicht, der vertikal über Q liege; wird 
die Strecke OQ durch die Zahl a;, die Strecke QP durch die Zahl y 
dargestellt, so bedeutet x den während der ersten t Sekunden in 
horizontaler Richtung zurückgelegten Weg, y die am Ende dieser 
Zeit erlangte Höhe des Körpers über der Horizontalen OG. Im 
Punkte P besitzt der Körper eine gewisse Geschwindigkeit, deren 
Richtung in der Ebene AOG enthalten ist, und die man wieder 
in eine horizontale Geschwindigkeit u und eine vertikale c zerlegen 
kann. Wir stellen uns nun die Aufgabe, Or t und Geschwind ig -
k e i t des Körpers für j e d e n Moment de r B e w e g u n g an-
zugeben. 
Auf die horizontale Bewegung übt die Schwerkraft keinen Ein-
fluss aus. Die horizontale Geschwindigkeit hatte im Anfang den 
Wert b und behält ihren Wert für die ganze Dauer der Bewegung; 
also ist u = b. Vermöge dieser Geschwindigkeit wird in jeder 
Sekunde in horizontaler Richtung der Weg b zurückgelegt, iu t Se-
kunden der Weg &£; also ist x — bt. Um v zu finden, wird die 
Geschwindigkeit, welche ein frei fallender Körper nach einer Sekunde 
erreicht, eingeführt und wie üblich mit y bezeichnet: 
0 = 9,81. 
Die vertikale Geschwindigkeit war anfangs gleich c, wird aber 
durch die Schwerkraft in jeder Sekunde um y Meter verringert; 
folglieh kommt v — c — gt.* Könnte der Körper, der anfangs die 
Hohe a über der Erdoberfläche besass, sich unter der Wirkung des 
Stosses allein fortbewegen, so würde er in jeder Sekunde um c Meter 
steigen, also nach t Sekunden die Höhe a-j-ci erreichen; die Schwer-
kraft aber zieht ihn in dieser Zeit um \-gt* herab, und es bleibt 
y = a + ct—~gt^. Somit ergeben sich die Formeln: 
X=~bt, y = a + ct-fgt% 
u = b, u = c — gt, 
aus denen man schliesst: 
* Yergl. § 7 Anfang. 
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Diese Formeln können wir anwenden, um die einzelnen Stellen 
der Bahn zu untersuchen; wir wollen insbesondere auf die beiden 
Momente näher eingehen, wo der höchste Punkt H und der tiefste 
Punkt G erreicht wird. Wenn man 
— mit a 
9 
bezeichnet, so wird 
und man sieht, dass nach a Sekunden die anfangs nach oben ge-
richtete vertikale Geschwindigkeit sich auf Null reduziert, der 
Körper zu steigen aufhört und in das Sinken übergeht. Im Punkte B 
ist also v = 0, und wenn man seine Höhe mit h bezeichnet, 
c2 
2g 
mithin schreiben wir auch: 
y^h-^~=h~ \g(t-u)\ 
Es war a die Dauer des Steigens; ist ß die des Fallens und 
K + ß = mi so ist m die der ganzen Bewegung, also nach m Se-
kunden verschwindet y) d. h. es ist 0 = h — \g(m — a ) 2 =h — \gß% und 
ß = T / - (positiv), OÜ = l)m. 
In der vorstehenden Betrachtung sind nach einander eine Ifcoihe 
von (Grössen eingeführt worden, nämlich 
a, &, c, tf, «, y, w, v, g, «, A, /3, m, 
Es sollte eine bestimmte Bewegung beschrieben werden, deren 
einzelne Momente somit zu verfolgen waren; es handelte sich nicht 
darum, diese Bewegung im ganzen oder im einzelnen mit anderen 
ähnlichen zu vergleichen. Demgemäss behalten die Grössen 
a, &, c, u, g, a} h) ß, m 
während der ganzen Betrachtung beständig dieselben Werte; sie 
heissen die Kons tan ten des Problems. Unveränderlich brauchen 
sie darum nicht zu sein. Zwar die Konstante g hat allemal den 
einen oben angegebenen Wert und heisst deshalb eine-numerische 
K o n s t a n t e . Hingegen kann man die Werte der Konstanten a, fr, e 
(durch welche H, a, 7i, ß, m bedingt werden) in gewissen Grenzen be-
liebig annehmen. Aber nur insofern man die einmal gewählten 
Werte festhält, bleibt man bei unserer Aufgabe stehen; verändert 
man jene Werte, so geht man zu einer anderen Aufgabe über. 
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Anders verhalten sich die Grössen tf, ar, yt i\ Während der zu 
beschreibenden Bewegung durchläuft t eine Reihe von Zahlen, näm-
lich alle Werte von 0 bis m, x die von 0 bis bm, y die von a bis 
li und dann die von h bis 0, v die von c bis c — gm. Daher heissen 
die Grössen 
die Var iablen des P r o b l e m s ; eine jede von ihnen wird in dem 
Problem va r i i e r t , t in dem I n t e r v a l l von 0 bis m u. s. w. 
_Z?ei jeder Aufgabe heissen die Grössen, welche in ihr denselben 
Wert fortwährend behalten, die Xonstanten der Aufgabe, hingegen jede 
Grösse, welche eine Heike von Werten durchläuft, eine Variable der 
Aufgabe. Jede Konstante einer Aufgabe, ausgenommen die nume-
rischen Konstanten, kann Variable bei einer anderen Aufgabe sein, 
und umgekehrt. 
Bei der obigen Aufgabe nimmt t nach und nach jeden Wert 
an aus einem gewissen Intervall, ebenso &•; aber man kann nicht 
mit einem beliebigen Werte der Variablen t einen beliebigen Wert 
der Variablen % verbinden; vielmehr rmiss man, wenn man irgend 
einen Wert von t wählt, der Variablen x einen bestimmten Wert 
beilegen, da x = bt. Es besteht hier zwischen t und x ein Ab-
h ä n g i g k e i t s v e r h ä l t n i s . Das Gleiche wiederholt sich zwischen 
t und ?/, zwischen t und v; die Variablen x, ?/, v sind von der Varia-
blen t abhängig vermöge der Gleichungen 
x = bt, y = a-\-ct — ±-gt% v = c — gt, 
und man stellt deshalb x, y, v als die a b h ä n g i g e n Var i ab l en 
des P r o b l e m s der Grösse £, der u n a b h ä n g i g e n ( i ndependen-
t e n ) Va r i ab l en des P r o b l e m s gegenüber. Hätten wir uns die 
Frage gestellt, wie man aus der Geschwindigkeit des Körpers (also 
aus !?, da u beständig =b) die Zeit und den Ort (also t,x,y\ be-
rechnet, so würden wir mit den Gleichungen 
. c — v b(c — v)
 7 v
z 
9 9 %g 
antworten. Dann hätte man £, x, y als abhängige Variablen, v als 
die independente aufzufassen, und man sieht, wie diese Unter-
scheidung sich nicht aus der Bedeutung der Variablen ergiebt, son-
dern die Fragestellung wesentlich in Betracht kommt. 
Wir hatten hier nur eine einzige Independente. Das ist jedoch 
nicht der allgemeine Fall; die Zahl der unabhängigen Variablen ist 
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ebensowenig beschränkt, wie die der abhängigen. (Stellen wir uns 
ein Problem mit irgend einer Anzahl von Tndependenten vor und 
fassen irgend eine abhängige Veränderliche ins Auge, so wird diese 
wenigstens von e iner Independenten abhängen, aber nicht notwendig 
von al len. Man nennt die abhängige Veränderliche eine Punkt ion 
derjenigen Independenten, von denen sie abhängt, deren Wertangabe 
also notwendig ist und hinreicht, um jene zu bestimmen. Also sind 
im obigen Beispiel x1 ?/, v Funktionen von t) aber durch veränderte 
Fragestellung können t, %:y Funktionen von v werden. 
Uni jetzt den Gebrauch des Wortes „Funktion" ohne Bezug-
nahme auf einen speciellen Fall zu erklären, bleiben wir zuerst bei 
einer einzigen Independenten stehen. Wenn t einen Wert bezeich-
net, der im unendlichen Zahlengebiete oder in einem gegebenen 
Teile desselben beliebig gewählt werden darf, und durch ein ge-> 
gebenes, auf t allemal anwendbares Verfahren eine bestimmte Zahl v 
erlangt wird, die nicht bei jeder zulässigen Veränderung von t un-
verändert bleibt, so sagt man, v sei eine gewisse Funkt ion der 
U n b e s t i m m t e n £, und nennt in Bezug auf dieses Verhältnis t auch 
die unabhängige Variable (die Independente, das Argument) , v die 
abhängige Variable. In der zur Herstellung der Funktion gegebenen 
Anweisung* können ausser t noch andere Grössen vorkommen; diese 
jedoch müssen bei allen Veränderungen von t ihre Werte behalten 
und heissen die Konstanten (Pa rame te r ) der Funktion. Wenn 
man ihre Werte durch andere ersetzt, so erhält man im allgemeinen 
eine andere Funktion von t. 
Die Werte, welche für t gewählt werden dürfen, bilden das 
Gebie t des Arguments. Wenn diese Werte eine stetige Folge aus-
machen, so heisst t eine s te t ige (kont inuier l iche) Variable; 
die Werte von t erfüllen** dann ein In t e rva l l mit einer bestimm-
ten unteren Grenze (welche — oo sein kann) und einer bestimmten 
oberen Grenze (welche + oo sein kann); jede Zahl zwischen diesen 
Grenzen ist ein Wert von t, aber ob die Grenzen selbst zum Inter-
vall gehören sollen, niuss besonders angegeben werden. 
Die Erklärung der Funktion wird leicht auf mehrere Argu-
men te ausgedehnt. Dabei ist indessen Folgendes zu bemerken. 
* Die Vorschrift, nach welcher v bestimmt wird, braucht nicht für alle 
in Betracht kommenden t dieselbe zu sein. 
** Yergl. § 4 Seite 17. 
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Süll /" Funktion etwa von zwei Argumenten s und / sein, HU darf r 
nicht immer unverändert bleiben, wenn man .s festhält und t variiert, 
(1. h. bei konstantem s LUUSH /; im allgemeinen Funktion von t sein, 
u. s. w. Ferner, wenn wir bei zwei Argumenten s und t bleiben, 
so hat H eine gewisse Reihe von Werten zu durchlaufen, ebenso /, 
aber es kann eine Einschränkung gegeben sein, die es nicht ge-
stattet, jeden zulässigen Wert von s mit jedem zulässigen Werte 
von b zu kombinieren. Es kann z. ß. verlangt sein, dass s2 + i5a die 
Einheit nicht übersehreite, während s und t im übrigen beliebig 
bleiben; das genügt in der That, wenn die Funktion durch die 
Quadratwurzel aus 1 — .s2 — t? dargestellt wird. 
Als Funktionen oder als Argumente von Funktionen können 
Grössen auftreten, welche bei einer anderen Gelegenheit unter die 
Konstanten zu zählen waren. So darf man bei der vorhin be-
sprochenen Bewegung h, ß, m als Funktionen von a und c, a als 
Funktion von c bezeichnen, da 
c , , c1 ,,
 1 /2h c ' -* /2 a , c 
9 %9 V 9 9 V 9 ±9" 
Gehören die Argumente .einer Funktion zu den Konstanten einer 
gewissen Betrachtung, so gilt dies auch von der Funktion. 
Als Argumente einer Funktion können auch Grössen auftreten, 
welche ihrerseits Funktionen gewisser Argumente sind. Ist v eine 
Funktion von p, und p eine Funktion von #, so ist auch v eine 
Funktion von t. Ist dagegen v eine Funktion der Variablen p und #, 
welche ihrerseits Funktionen von t sein sollen, so ist nicht immer v 
eine Funktion von t- denn wenn z. B. 
*-r+r, P-t+r ^i+>" 
so hat man r = 1 für alle Werte von #, also v konstant. Allgemein 
gilt Folgendes: Eine Funktion von einer Funktion beliebig vieler 
Argumente ist eine Funktion dieser Argumente; aber eine Funktion 
von mehreren Funktionen gewisser Argumente ist entweder eine 
Funktion dieser Argumente oder eines Teiles derselben oder von 
allen diesen Argumenten unabhängig. 
Erscheinungen, wie die eben erwähnte, machen es wünschens-
wert, das Wort „Funktion" manchmal in einem wei teren Sinne 
zu gebrauchen. Mau versteht alsdann unter einer Funktion gewisser 
Argumente eine Grösse, die entweder von diesen Argumenten oder 
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nur von einem Teile oder auch von keinem derselben abhängt, die 
aber jedenfalls keine anderen Argumente enthüll. In diesem Sinne 
ist man berechtigt, zu den Funktionen irgendwelcher Argumente 
jedes Argument selbst zu zählen, ebenso jede Konstunte. Man IUUHH 
aber allemal darauf achten, in welchem Sinne das Wort Funktion 
gebraucht ist. Nur wenn es in dem zuletzt erklärten Sinne an-
gewendet wird, darf man den Satz aussprechen: 
Jüiiie Funktion von beliebig vielen Funktionen gewisser Ar-
gumente ist stets eine Funktion dieser Argumente. 
Um die bei einer Betrachtung vorkommenden Funktionen kurz 
zu bezeichnen, führt man Buchstaben ein und spricht z. B. von 
einer /"-Funktion des Argumentes f, von einer//-Funktion des Argu-
mentes f, von einer (p- Funktion der Argumente .s und t u. s. w., 
kürzer: 
Wird beispielsweise die Funktion 
1 — t* 
r r Ä mit f(f) 
bezeichnet, so ist 
/•Co-l, /•(-• i ) - /w»o, m-n-f). 
Versteht man unter 
g (/) die Funktion " -
 v j 1 -f- r" 
so i s t 
/•(o)-o, /\i)--i, /x- t ) - - 1 , /•(/) -n-t). 
Wenn 
F(p,(f) die Funktion p~-\-ql 
bedeutet, so hat man: 
Manchmal werden noch andere Funktionszeichen benutzt, die man 
alsdann besonders erklärt. 
Die Funktion f(i) wird in einem gewissen Gebiete eine gerade 
Funkt ion von t genannt, wenn an allen Stellen des Gebietes die 
Gleichung „,
 f, ^ ,,,. 
gilt; sie heisst eine ungerade Funkt ion, wenn sie durchweg die 
Gleichung f ( _ *)__/•(<) 
erfüllt. 
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§ 7. Geometrische Darstellung von Funktionen. 
Die Betrachtung einer Funktion gewinnt in mancher Hinsicht 
an Anschaulichkeit durch geometrische Darstellung ihres Verlaufes. 
Wie eine solche Darstellung bei Funktionen einer einzigen Indepen-
denten erfolgen kann, soll jetzt näher besprochen werden, und zwar 
in Anlehnung an das den Erörterungen des vorigen Paragraphen 
zu Grunde gelegte Beispiel. ' 
Zu dein Zweck ist vor allem ein Übereinkommen zu treffen, 
von dem wir bereits stillschweigend Gebrauch gemacht haben. Als 
auf Seite 26 die vertikale Geschwindigkeit v ermittelt werden sollte, 
hätten wir angeben können | 
von 0 bis a Sekunden: c~-gt = g(cc — t) Meter aufwärts, 
von a bis m Sekunden: gt— c = g(t—cc) Meter abwärts. 
Statt dessen gaben wir den einen Ausdruck v = c — gt für beide 
Teile der Bahn und unterschieden die beiden entgegengesetzten 
Richtungen jener Geschwindigkeit mittels des Vorzeichens von ?', 
indem die Richtung nach oben dem positiven, die Richtung nach 
unten dem negativen Zeichen entsprach. Dieses Verfahren ist alle-
mal anwendbar, wenn Bewegungen (Geschwindigkeiten, Kräfte) in 
einer Geraden oder in parallelen Geraden durch Zahlen wieder-
gegeben werden; es sind dann zwei entgegengesetzte Richtungen zu 
unterscheiden, und zu dem Zwecke wird die betreffende Anzahl von 
Einheiten bei den in der einen Richtung'zu durchlaufenden Strecken 
mit dem Pluszeichen, bei den in der andern Richtung zu durch-
laufenden mit dem Minuszeichen versehen. Demgemäss heisst die eine 
Richtung die positive, die andere die negative; welche Richtung posi-
tiv heissen soll, muss in jedem einzelnen Falle angegeben werden. 
Hierauf gestützt, werden wir jetzt erklären, wie man zur Dar-
stellung der geometrischen Gebilde durch Zahlen gelangt, jedoch 
unter Beschränkung auf eine Ebene, Es werden in dieser Ebene 
zwei gerade Linien angenommen, C'G und A'A, die sich recht-
winklig kreuzen im Punkte 0 zwischen 0, C und zwischen A} A'. 
Mit P bezeichnen wir irgend einen Punkt der Ebene und fällen 
aus P eine Senkrechte auf die Gerade CO; ihr Pusspunkt heisse Q. 
Um von 0 nach Q zu gelangen, hat man in der Geraden C'G eine 
gewisse Anzahl von Einheiten in bestimmter Richtung zu durch-
laufen; wir wählen als positive Richtung die von 6" nach G und 
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verstehen unter J die Anzahl clor in OQ enthaltenen Längenein-
heiten, mit dem clor Richtung von 0 nach Q entsprechenden Zeichen 
versehen, so dass ng ,i, 
0 Q ~ , j , aber Q 0 =- — x. 
Die Zahl % giebt durch ihren 
absoluten Wert an, WIQ weit 
der PunktPvon der Linie A'A 
entfernt ist, und durch ihr Vor-
zeichen, ob der Punkt P sich QrL-. 
mit G oder mit 6" auf dersel-
ben Seite der Linie A'A be-
findet-, man nennt x die Ab-
scisse des Punktes P in Bezug 
o q 
r 
- r 
y 
auf die Geraden C'G und A'A (in dieser Reihenfolge) darf aber 
hierbei die Punkte 6" und C nicht mit einander vertauschen, weil 
durch ihre Reihenfolge zugleich die positive Richtung der Abscissen 
angedeutet werden soll. 
Mit Hilfe der Abscisse bestimmt man den Punkt t^ . Um nun 
von Q nach P zu gelangen, hat man parallel zu A'A eine gewisse 
Anzahl von Einheiten in bestimmter Richtung zu durchlaufen; als 
positive Richtung wählen wir die von A' nach A und nennen y die 
Anzahl jener Einheiten mit dem der Richtung von Q nach V ent-
sprechenden Zeichen, so dass 
QP = y, aber PQ- — //. 
Der absolute Wert von y misst die Entfernung des Punktes P von 
der Geraden C'C; aus dem Vorzeichen von y scbliosst mau, ob P 
mit A oder mit A' auf einerlei Seite der Geraden C'G liegt. Man 
nennt y die Ordinate des Punktes P in Bezug auf die Geraden C'G 
und A'A (in dieser Reihenfolge), wobei die Buchstaben A' und A 
nicht umgestellt werden dürfen. Endlich nennt man % und y die 
Koord ina ten des Punktes V in Bezug auf die Geraden C'G miü A'A, 
die Koorclinatenaxen. 
Wenn man überhaupt nach irgend einer Vorschrift jedem Punkte 
der Ebene Zahlen zuordnet, durch die man seine Lage zu bestimmen 
vermag, so nennt man diese Zahlen die Koordinaten des Punktes in 
dem durch jene Vorschrift gekennzeichneten Koordinatensysteme. 
Ein Koordinatensystem, wie das vorhin erklärte, heisst ein recht-
winkl iges oder or thogonales ; ein solches System wird bestimmt 
durch die Koordinatenaxen OG und ()At von denen die erstere die 
P a s c h , Differential-u Ueiigralißchuung. 3 
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Abse issenaxe , die letztere die Ürd ina t euaxe heisst. Für jeden 
Funkt der ürdinatenaxe ist die Abseisso null, für jeden Punkt der 
Abscissenaxe ist die Ordinale null; der Durehschnittspunkt 0 bat 
beide Koordinaten gleich Null und heisst der N u l l p u n k t oder An-
fangspunkt oder Ursprung der Koordinaten. 
Rechtwinklige Koordinaten haben wir bei der Untersuchung 
der Bahn eines schräg geworfenen Körpers angewendet. In der 
That sind die dort mit v, und y bezeichneten Zahlen nichts anderes 
als rechtwinklige Koordinaten 
des Punktes P ; die Abscissen-
axe OC ist horizontal, ihre 
positive Richtung entspricht 
der Fortbewegung des Körpers; 
die Ordinatenaxe ist vertikal 
durch den Ausgangspunkt der 
Bewegung gelegt, ihre posi-
tive Richtung geht aufwärts. 
Die Koordinaten des Punktes P sind Funktionen der Zeit, nämlich 
x—bt, y = a-\-ct — Igt2. 
Es lässt sich aber auch y als Funktion von sc darstellen, nämlich 
wo x die Independente ist und von 0 bis bm variiert. Diese Glei-
chung wird von allen Punkten der Linie ABC und (in Rücksieht 
auf das beigemerkte Intervall der Variablen x) von keinem anderen 
Punkte erfüllt; sie kann daher zur Bestimmung der Linie ABC 
benutzt werden und heisst die Gleichung der letzteren in dem zu 
Grunde gelegten Koordinatensysteme. 
Betrachten wir jetzt irgend eine ebene Linie (Plankurve) und 
nennen P einen Punkt, der in ihr beliebig gewählt werden darf, 
x und y seine Koordinaten in einem rechtwinkligen Systeme, so 
haben die Punkte der Linie im allgemeinen nicht dieselbe Abseisse*, 
sondern x variiert stetig in einem Intervall, d. h. x nimmt alle 
zwischen den Grenzen des Intervalles vorhandenen Zahlenwerte an. 
Dabei entspricht jedem Werte von x mindestens ein Punkt der Linie; 
es können aber auch mehrere entsprechen; z. B. bei der umstehend 
gezeichneten Linie KL kommen Abscissen vor, denen drei Punkte 
* Siehe unten Seite 36. 
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(Mitsprechen. Man kann nun die gegebene Linie nötigenfalls derart 
in Abschnitte zerlegen, das« in jodeni Abschnitt keine Abscisse 
mehrmals vorkommt, z. ß, Mg r». 
die Linie KL in die Ab- A 
schnitte KM, MN, NL) auf 
solche Abschnitte beschrän-
ken wir uns und dürfen dann 
sagen, dass zu jeder Ab-
seisse x aus dem betreffen-
den Intervall ein einziger 
Punkt P, eine einzige Ordi-
nate y gehört. 
Ist die Linie durch ihre 
geometrischen Eigenschaf-
ten definiert, so lehrt die 
(!' 
'hur 
Nt 
(f 
„analytische Geometrie", wie man diese Eigenschaften benutzt, um 
zu jeder Abscisse x die zugehörige Ordinate y durch Rechnung zu 
finden, d. h. die Ordinate als Funktion der Abscisse darzustellen. 
Aber auch wenn die Linie nur gezeichnet (mithin begrenzt) vor-
liegt, z. B. als Resultat von Versuchen, so kann mau immer ein 
Funktionsverhältnis zwischen x und y aufstellen, welches die Linie 
mit hinreichender Genauigkeit wiedergiebt. Dies leistet u. a. fol-
gendes Verfahren. Man teilt die gegebene Linie KM in möglichst 
viele Teile, etwa in n Teile, so dass « + 1 Punkte vermerkt werden, 
misst die Koordinaten der n 4-1 Punkte und nimmt y als Punktion 
von x in der Form 
• ax
n
 -f lxn~1 + co;n~2 + . . . 
Vi«. G 
y 
mit n -f-1 noch zu bestimmenden 
Koefficienten #, Z>, c ... an. Ersetzt 
man x und y in der vorstehenden 
Gleichung nach und nach durch die 
Koordinaten jener n -f 1 Punkte, so 
erhält man n-f-1 Gleichungen ersten O— 
Grades für die unbekannten Koeffi-
cienten; man berechnet die letzteren, 
setzt in den für y angenommenen Ausdruck die gefundenen Werte 
ein und erhält so eine möglichst genaue* Darstellung der Linie KM. 
A 
J' 
* In Rücksicht darauf, dass y als stetige Funktion von a* ausgedrückt 
wurde, vergl. §§ 10 und 12, 
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mit der 
J 
, hat die Gleichung x= p\ für solche 
Linien ist die Ordinate nicht Funktion 
Hiernach besitzt jede Linie der betrachteten Art eine Gleichung, 
welche die O r d i n a t e a l s F u n k t i o n der A b s e i s s e ausdrückt. 
Die Ordinatenaxe hat die Eigenschaft, dass allen ihren Punkten 
dieselbe Abscisse entspricht, nämlich Null, und hat daher die Glei-
chung r/' = 0; die Parallele zur Ordinatenaxe. welche einen Punkt 
Abscisse p enthält 
T'ig 7 
der Abscisse, sondern die Abscisse 
j konstant, die Ordinate beliebig. Die 
p (xleichung der Abscissenaxe ist y =- <': 
' die Parallele zur Abscissenaxe. wel-
i ehe einen Punkt mit der Ordinate q 
| enthält, hat die Gleichung // —<y: 
j tj für diese Linien kamt die Ordinate 
. 0 L. (<
 n u r <]:aim e i n e Funktion der Abscisse 
I . genannt werden, wenn man als spe-
ciellen Fall einer Funktion von ./' 
die Konstante q zulässt. In allen anderen Fällen bind beide Koor-
dinaten variabel und ron einauder abhängig; der analytische Aufdruck 
dieser Abhängigkeit spiegelt den ganzen Verlauf der Linie wieder. 
Man bedient sich aber auch umgekehrt einer ebenen Kurvt», 
um den Verlauf einer Funktion einer stetigen Variablen zu ver-
folgen. Es sei y als Funktion der Independenten :t gegeben, etwa 
y—f(x). 
In einem begrenzten Intervall nehme man Werte von ,r? die mög-
lichst dicht aufeinander folgen, und berechne die zugehörigen Werte 
Tia s von y. Die so entstehenden Werte-
paare sind, wenn man in einer Ebene 
ein rechtwinkliges Koordinatensy-
stem einführt, die Koordinaten von 
ebensovielen Punkten der Ebene. 
Man konstruiert die betreffenden 
Punkte, die sich im allgemeinen* 
sehr nahe aneinander aiisdilieaseii 
werden, und verbindet sie durch eine 
zusammenhängende Linie; die Glei-
chung p*=~f{x) giebt diese Linie hinreichend genau wieder, und 
man nennt die letztere eine g e o m e t r i s c h e oder g r a p h i s c h e 
\J 
4- •a 
* Wenn nämlich y eine stetige Funktion von x ist, vergl. § 10. 
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D a r s t e l l u n g der F u n k t i o n /"(V) in dem betrachteten Intervall. 
Die Linie lässt in der Tkat den Yerlauf der Funktion im grossen 
Ganzen erkennen; die Eigenschaften der Linie lassen sich in ge-
wissen Grenzen auf die Funktion übertragen. Aber man darf nicht 
unbedingt aus den Eigenschaften der Linien aitf die entsprechenden 
Eigenschaften der Funktionen sclüiessen, vielmehr ist für jede Eigen-
schaft der Funktionen ein analytischer Beweis mi fordern. Es giebt 
Funktionen mit Eigenschaften, die sich gar nicht geometrisch ver-
anschaulichen lassen; aber auch davon abgesehen ist keine Zeichnung 
genau genug, um alle bei dem Verlaufe einer Funktion möglichen 
Einzelheiten zu * umfassen. 
Wenn man sich hütet, der graphischen Darstellung mehr als 
ihren wahren Wert beizumessen, so gewährt sie den Vorteil, dass 
alles, was sie bietet, anschaulich und übersichtlich hervortritt. Darum 
mag man sich immer auf sie beziehen und die geometrischen Aus-
drücke anwenden, also von der Abseisse sprechen statt der Inde-
pendenten, von der Ordinate statt der Funktion, vom Punkte (#, ?/), 
d. i. mit den Koordinaten x und y, statt dem Wertepaare #, ?/, 
wobei ein rechtwinkliges Koordinatensystem in einer Ebene voraus-
gesetzt wird. 
§ 8. Begriff des Grenzwertes. 
Wir haben für eine Bewegung, die unter gewissen Voraus-
setzungen eintritt und in einer ebenen Bahn vor sich geht, in Be-
zug auf ein durch die Aufgabe selbst nahegelegtes rechtwinkliges 
System die Gleichungen gefunden: 
1) $ = bt, y = a + ct — \gt*, 
wo «, 5, c, g Konstanten sind und «r, y die Koordinaten des nach 
t Sekunden erreichten Punktes P. Wir haben zugleich die zu der-
selben Zeit erlangte Geschwindigkeit des bewegten Körpers an-
gegeben, wTelche sich aus einer horizontalen Geschwindigkeit u und 
einer vertikalen v zusammensetzte; es war 
2) * u = bj v = c — gt. 
Da aber die Bewegung durch die Gleichungen 1) vollkommen wieder-
gegeben wird, so muss es möglich sein, alle Merkmale der Be-
wegung aus jenen Gleichungen zu entnehmen. Ein solches Merk-
mal ist die Geschwindigkeit, die in den Gleichungen 2) direkt zum 
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Fig.!». 
Ausdruck gebracht ist, und mau kann demnach fragen, wie die 
Gleichungen 2) aus 1) abge le i t e t werden. 
Halten wir irgend einen Wert von t fest und nennen tx einen 
grösseren Wert in dem Intervall (vorausgesetzt dass b<m). Nach 
tx Sekunden befinde sich der Körper im Punkte P15 vertikal über 
Qx] hat Px die Koordinaten xX: yu so ist 
xx^htu yx = a + ctx- \<jt;\ 
Die Strecke PPX in der Bahn 
wird zurückgelegt in tx — t 
Sekunden; dabei rückt der 
Körper um 
xx~x~OQx-ÜQ=~QQx 
in horizontaler Richtung vor, in 
vertikaler um yx — y (was auch 
negativ sein kann). Es ist 
xx~x*=b(tx-t), 2/1-?/ = c ( f 1 - 0 - | ( ^ n, 
mithin, da tx- t von Null verschieden, 
k-t = c &+* ) • 
Diese Quotienten stellen das Verhältnis des in horizontaler resp. 
in vertikaler Richtung zurückgelegten Weges zu der dabei ver-
gessenden Zeit dar. Der erste Quotient hat den konstanten Wert &; 
es werden in horizontaler Richtung b Meter in der Sekunde durch-
laufen, gleichviel welchen Ausgangspunkt man nimmt; das kon-
stante Verhältnis ist daher als horizontale Geschwindigkeit zu be-
zeichnen und so ergiebt sich M = 7;. Der zweite Quotient 
Vi y
 = c~-gt-Utx-t) 3 ) tt-t~~ u" 2 
ist nicht konstant, sondern von t und tx abhängig. Er kann als 
die durchschnittliche Vertikalgeschwindigkeit auf der Bahnstrecke PPX 
bezeichnet werden. Allein die Geschwindigkeit, deren Erklärung 
wir suchen, hat mit dem Punkte Px nichts zu thun, sondern sie be-
zieht sich nur auf den Punkt P Nun ist in der That im Ausdruck 3) 
der eine Teil nur von t abhängig, nämlich 
c-gt, 
und der hiervon in Abzug zu bringende Term 
§ 8. Begriff des Grenzwertes. 39 
der allerdings auch tx enthält, kommt um so weniger in Betracht, 
je kürzer man die Strecke VJ\) d.h. je näher an / man den Wort tx 
annimmt. Diese Bemerkung führt zum gewünschten Ziele, wenn 
man daran denkt, dass es sieh bei jeder Zahl, die man prak-
t i sch verwenden will, oder die aus Beobachtungen herrühr t , 
nur um eine begrenzte Genauigkei t handeln kann. Begnügt 
man sich z. B. bei jener Durchschnittsgeschwindigkeit mit vier 
Decimalstellen, so lüsst man einen Fehler bis zum Betrage von 
0,00005 zu. Nehmen wir der Allgemeinheit wegen an, dass ein 
Fehler bis zum Betrage s gestattet wird, wo s eine beliebige 
positive Zahl bedeutet. Man berechne die positive Zahl 
und beschränke tx auf die Werte zwischen t und l-\-ö1 so dass 
dann ist 
4l—i-^c — qt mit erlaubtem Fehler. 
tx~t 
Der Eiufluss der Variablen tx ist jetzt beseitigt; es tritt nur der 
festgehaltene Wert t auf, das Resultat ist durch den Punkt P allein 
bestimmt und als die vertikale Geschwindigkeit im Punkte P zu 
bezeichnen. So entsteht die Formel v**=-c — gt. 
Wir konnten auch, vorausgesetzt dass i nicht Null, unter tx 
einen kleinereu Wert aus dem Intervall verstehen. Es war dann 
tx auf die Werte zwischen t und t — 6* zu beschränken, wo dass 
t>tx>t-~d, 0<t-tx<d, i)<\g{t^ti)<e. 
Setzt man also zur Abkürzung 
^-t^t, ~-4sg(bx~~t)^ri 
und lässt tx nur zwischen t — ö und t+S variieren, wobei jedenfalls 
t selbst als Wert von tx nicht zugelassen wird, so hat man: 
abs % < 8j abs rj < s. 
Demgemäss wird zwar der Quotient 
Vi — V i 
niemals gleich *>, aber er wird durch o dargestellt mit jeder vor-
geschriebenen Genauigkeit. Man nennt deshalb v den „Grenzwert 
( l imes) , dem der Quotient zustrebt, wenn tx sich dem Grenzwerte 
t nähert", und schreibt: 
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v = lim -/ —v W'i' liiti i^ — .^ fx -- * 
Es war t festzuhalten und tl zu variieren; iu Rücksicht darauf er-
scheint jener Quotient als eine Funktion von /x und mag mit f(tt) 
bezeichnet werden. Die Funktion 
ist nicht definiert für ^ = ;^ wenn also auf der rechten Seite sich 
y ergiebt für t1 = t, so ist rnaft darum nicht berechtigt, ü den „Wert 
der Funktion für tx = iu zu nennen. Aber man kann tt der Zahl t 
beliebig nähern; durch h in re ichende Annäherung, d.h. durch hin-
reichende Verkleinerung des abs £ kann man 
abs rj =• abs \f(tx) ~~ v\ 
bel iebig klein machen; man hat daher für gewisse Werte von tt: 
f(t1)=v mit beliebig kleinem Fehler 
und nennt v den „Grenzwert der Funktion für l im^ = /". 
Es sei jetzt allgemein die Variable y als Funktion des Argu-
mentes x gegeben in irgend einem Gebiete, Mit a werde eine Zahl 
bezeichnet, der die Variable x) indem sie von a verschieden bleibt, 
sich beliebig nähern kann (a braucht nicht zum Gebiete von x zu 
gehören). Wie das vorangeschickte Beispiel lehrt, kann der Fall 
eintreten, dass für alle von a verschiedenen Werte der Variablen xy 
die hinreichend nahe bei a liegen, y mit einer beliebig vorgeschrie-
benen Genauigkeit ausgedrückt wird durch eine Zahl b. Man 
sagt alsdann: 
y strebt dem Grenzwerte b zu, wenn x sich (innerhalb seines 
Gebietes) dem Grenzwerte a nähert, 
und schreibt:
 7 ,. „., ,. 
/; = lim y tur lim x = a. 
Ein „Wert der Funktion y für x = au braucht nicht zu existieren, 
da a nicht zum. Gebiete von x zu gehören braucht, und wenn er 
existiert, so braucht er nicht mit h zusammenzufallen. 
Die Funktion y soll in einer be l iebig vorgeschriebenen Nähe 
der Zahl b bleiben für alle #, die h in re i chend nahe bei a liegen, 
ausgenommen a selbst. Was die Aussage „die Variable 0 befindet 
sich in gewisser Nähe der Zahl c" bedeutet, ist für endliche und 
unendliche Werte von c in § 4 (Seite 15) erklärt worden. In Rück-
sicht auf diese Erklärung führen Avir zuerst eine Variable g ein 
und setzen 
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t — jä — a, wenn a endlich ist, 
§— ? wenn a~ co. 
vi; 
Dann orgiebt sich ein bestimmtes Gebiet für die Variable g, welchn 
sieh der Null beliebig nahem kann, ohne das« die Null zum (»e-
biote von £ zu gehören braucht, imd es wird JÜ eine Funktion von g: 
1 
demnach auch y eine Funktion von g (§ (> Seite 31). Führen wir 
ferner eine Variable rj ein und setzen 
r} = y — b, wenn /> endlich ist, 
1
 7 
?; = J wenn u—oo. 
y 
so kann man v\ als eine Funktion von er oder von i auffassen. Man 
soll nun y in eine gewisse Nähe von b bringen, d.h. es ist eine 
positive Zahl s gegeben, und es soll abs > ? 0 werden. Der Voraus-
setzung nach lässt sich dies erreichen, indem man x in gewisse 
Nähe von a bringt, aber nicht der Zahl a gleich werden lässt*, 
d. h. man braucht nur eine geeignete positive Zahl d zu ermitteln 
und 0 < a b s £ < < 5 zu machen. Die Zahl s durfte man beliebig 
kle in auswählen; d kann man hinreichend klein berechnen, wie 
auch s gegeben sei. 
Es ivird also b der Grcnxtvert von y für lim x =• a genannt, ivenn 
man im stände ist, wie klein aueh die positive Zahl c gegeben sei, 
eine positive Zahl d derart ,vu bestimmen, dass für alle von Xull ver-
schiedenen Beträge von %, die kleiner als ö sind, der Betrag von r} 
kleiner als e ausfällt. Man hat dann zugleich: 
b = \imy für lnn£ = 0, 0 — lirn?? für Ihn •£»=«, 
0 = lim t] für lim g = 0. 
Insbesondere ist 
lim x — (7 für lim x — a. 
Bei ihrer Annäherung an den Grenzwert Null braucht die 
Funktion r\ sich nicht auf einer und derselben Seite der Null zu 
bewegen. Wenn jedoch TJ zuletzt (d. h. nachdem der absolute Wert 
* Den Wert te. — a darf man. nur dann mitbenutzen, wenn auch bei ,c — a 
ein Wert der Funktion y gegeben ist und dieser Wert von b nicht diiloriert. 
Ist dagegen y — b' bei x = u gegeben und b' von b verschieden, so hat r\ bei 
| = 0 einen von Null verschiedenen Wert ß, und wenn man s *- abs ß wählt, 
so werden bei noch so kleinem S niemals alle abs r\ < t sein für abs g < S. 
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von § bis zu einem gewissen Grade abgenommen hat) nur positive 
Werte durchläuft, so kann man schreiben: 
lim. rj ==-\-0 ^  liro ?/==-7> + 0 resp. =--l-co, 
um anzudeuten, dass y zuletzt nie unter den endlichen Wert b 
sinkt, beziehungsweise dass y zuletzt keine negativen Werte mehr 
annimmt. Hat dagegen // zuletzt nur negative Werte, so kann 
man schreiben: 
lim t\ — — (), lim y^-b — 0 resp. == — co, 
um anzudeuten, dass y zuletzt nie den endlichen Wert b übertrifft, be-
ziehungsweise dass y zuletzt keine positiven Werte mehr annimmt. 
Die gleiche Unterscheidung ist bei der Variablen § zu machen. 
Man schreibt: 
l in i | = -}-0, Hm x = a -+- 0 resp. =-\-cc, 
wenn x nur abnehmend sich der endlichen Zahl a nähern, bezie-
hungsweise wenn x durch eine Reihe von positiven Zahlen hindurch 
sich ins Unendliche entfernen soll. Man schreibt: 
l h n | = —-0, Ihn # === a - - 0 resp. = —co, 
wenn x nur zunehmend sich der endlichen Zahl a nähern, beziehungs-
weise wenn x durch eine Reihe von negativen Zahlen hindurch sich 
ins Unendliche entfernen soll. Nehmen wir nun an, dass zwei Ge-
biete, in deren jedem £ sich nur von einer Seite der Null nähern 
kann, zu einem neuen Gebiete zusammengefügt werden. In dem 
einen Abschnitt dieses Gebietes nimmt § beliebig kleine positive 
Werte an, y kann daselbst einem Grenzwerte bt zustreben für 
lim | = -f 0; in dem anderen kann y einen Grenzwert b2 für lim £ = — 0 
besitzen. Wenn beide Grenzwerte existieren, so brauchen sie ein-
ander nicht gleich zu sein; sind aber beide vorhanden und überdies 
einer Zahl b gleich, so ist b der Grenzwert von y für lim £ = 0 
zu nennen. 
Wenn x sich der Zahl a nur zunehmend nähert und y dabei nie-
mals abnimmt, so existiert der Grenzwert 
lim y = & für lim x = a — 0 resp. = -f- co, 
wo b die obere Grenze der y für x<a bedeutet; denn wie nahe an 
b auch die Zahl &'<?; gewählt werde, immer giebt es unter den 
zu x<.a gehörigen y eine in b oder zwischen V und & gelegene 
Zahl; gehört ein solches y etwa zu x = a': so ist y>b'} sobald x 
zwischen d und a liegt. Wenn x sich der Zahl a nur zunehmend 
nähert and y dabei niemals zunimmt, so existiert der Grenzwert 
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l imy — b für Hinx — a 0 resp. «•»-f x>, 
100 & die ««terc (rVciirc rfer */ /'&'»' #• bedeutet. Wenn x sieh der 
Zahl a nur abnehmend nähert, y dabei < miocder niemals abnimmt oder 
niemals zunimmt, und b im, ersten Falte die obere, im zweiten die 
untere (hensse der y für x>a bedeutet, so ist 
lim y — b für lim x — a -f 0 resp. « — oo. 
Hieraus iiiesseu folgende Eigenschaften der Potenz und 
des L o g a r i t h m u s : 
Ist m eine beliebige endliche Zahl, a endlich und positiv, so 
hat man: 
am—linia*. für lii\ix=*m, am—limxm für limx==«, 
wobei am, ax und xm positiv angenommen werden (siehe § 5 Satz 6. 
und 13). Bei a>l ist (vergl. § 5 Satz 1): 
l i ina : c=-fao für lim# =-f-°o} l i rna r =0 für Ihn #<=»--oo, 
dagegen bei 0 < a < 1: 
lim ax= 0 für lim x = + oo, lim ax—-\-co für lim x =» — oo. 
Endlich ist bei w > 0 : 
lim xm = 0 und lim ar'" = -f- oo für lim x = + 0, 
Ihn #'"«=» + co und lini #""'"= 0 für l i m ^ ^ + o0-
Sind a und b positive endliche Zahlen, b von Eins verschieden, 
so hat man (§ 5 extr.): 
*log a =» lim *log x für lim x =• a. 
Bei b > 1 ist 
lim 6log x « — co für lim« ==+0, lim 'log x = + co 1 ür lim j ; =- -f co, 
dagegen bei 0 < a < 1 
lim ''log a? — + co für lim x = 4-0, lim ''log x =-- — co für lim J; « - fco . 
In Rücksicht auf diese Sätze führt man noch folgende Poten-
zen und Logarithmen ein: 
«+<*>== co, <j~-«> = 0 bei « > 1 , 
rt+co^O, ar m^co bei 0 < Ö < 1 , 
O'«=0, 0 - w = c o , (-foo)w= co, (+ co)-»•—() bei *»>0, 
«log 0 = — co, *log (+ co) = + co bei b> 1, 
*log 0 = + co, Alog (+ co) = — oo bei 0 < b < 1. 
Wir beziehen uns noch einmal auf das Beispiel, von dem wir 
ausgegangen sind. Dort war 
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und bei der auf Seite 39 näher angegebenen Bedeutung der Zahlen s 
und 8 war abs rj<£, sobald abs %<d war. Die Zeit | verfliesst, 
während die Bahnstrecke PPX zurückgelegt wird; nimmt man für g 
einen Wert zwischen — d und -f ^ so stellt die Durchschnitts-
geschwindigkeit ffa) die Geschwindigkeit v mit erlaubtem Fehler 
dar; mit diesem Fehler TJ ist, wenn man £ dem absoluten Betrage 
nach verkleinert, f(lx) als konstant zu betrachten. Einen solchen 
Zeitraum g, innerhalb dessen für den vorschwebenden Zweck ein-
zelne Momente nicht mehr zu unterscheiden sind, nennt man un-
e n d l i c h klein in R ü c k s i c h t auf d iesen Zweck. Dieselbe Be-
nennung ist auf die entsprechenden Werte von rj anzuwenden; wenn £ 
zwischen — d und -f- Ö liegt, so sind die Schwankungen von /'(^) 
„unendlich klein", f(tt) von. dem festen Werte o „unendlich wenig" 
verschieden. 
Kehren wir nun zur allgemeinen Betrachtung zurück und setzen 
wir voraus, dass
 H m ^ = 0 för l i m g _ a 
Wenn man d passend wählt, so wird abs r)<.s für abs § < <5', wie klein 
auch s gegeben sei. Begnügt man sich also bei der Berechnung von v\ 
mit der durch die Zahl s begrenzten Genauigkeit, so kann man | 
beliebig zwischen — d und + d wählen; in Rücksicht auf die gefor-
derte Genauigkeit beissen diese Werte von | unendl ich klein, 
ebenso die entsprechenden Werte von )]. Ist die Differenz zweier 
Zahlen unendlich klein, so sagt man, die Zahlen seien einander 
u n e n d l i c h nahe , von einander unend l i ch wenig verschieden. 
Der Wert einer Variablen heisst u n e n d l i c h g ros s , wenn der reci-
proke Wert unendlich klein ist. Mit Benutzung dieser Ausdrücke 
wird man sagen: „rj wird unendlich klein mit £", und:
 vy kommt 
der Zahl b unendlich nahe (resp. y wird unendlich gross), wenn x der 
Zahl a unendlich nahe kommt (resp. wenn x unendlich gross wird)". 
Eine Zahl, die bei der einen Gelegenheit unendlich klein oder 
unendlich gross ist, braucht es nicht bei jeder anderen zu sein. 
Alle diese Betrachtungen lassen sich durch die Bemerkung ver-
allgemeinern, dass y ebensowenig eine Funktion von x zu sein 
braucht, wie x eine stetige Variable zu sein brauchte. Es genügt, 
wenn jedem Werte von | eine oder mehrere, sogar unendlich viele 
Zahlen irgendwie zugeordnet sind und y jede beliebige der zu £ 
(oder überhaupt zu den Gebietsstellen von — £ bis -f I) gehörigen 
Zahlen bedeuten darf* Die Erklärung der Grenzwerte und der un-
* In dieser Weise sind in § 17 die Grössen w und Q von h abhängig. 
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endlich kleinen Werte bleibt dann bestehen. Von dein Begriff der 
unendlich kleinen Zahlen hat die In f in i t e s imal rechnung ihren 
Namen, welche im wesentlichen aus der Differentialrechnung und 
der Integralrechnung besteht. 
§ 9. Sätze über Grenzwerte. 
Nehmen wir an, dass zwischen zwei Variablen x und y die im 
vorigen Paragraphen auf Seite 40 angegebene Beziehung besteht, 
und zwar in der am Ende desselben angedeuteten Ausdehnung, und 
behalten wir die daselbst eingeführten Bezeichnungen bei, indem 
wir jedoch unter b eine endliche Zahl verstehen. Dem Werte xxi 
welcher aus dem Gfebiete von #, verschieden von a (nicht notwen-
dig von x) genommen werde, sei yx als ein Wert der anderen 
Variablen zugeordnet; wir führen noch ein: 
X 1 7 
%x = xx-a resp. == - , i7, = & - & . 
Wenn y und yx endlich sind, so ist 
y~~yi==7l~~'Ylii a^s (y — yt) < abs TJ + abs ijv 
Strebt nun y dem endlichen Grenzwerte b zu für lim x = a, so be-
wegen sieh, wenn x in gewisser Nähe von a bleibt, die Werte von y 
zwischen endlichen Grenzen.* Kommen dann x und xx der Zahl a 
hinreichend nahe, ohne sie zu erreichen, so sinken die absoluten 
Beträge von t\ und t\x unter eine beliebig gegebene positive Zahl, 
der absolute Betrag von y — yx sinkt unter das doppelte derselben 
Zahl, also ebenfalls unter eine positive Zahl, die beliebig klein vor-
geschrieben werden kann. Besitzt y einen endlichen (rrenmert für 
Ihn x = a, so bleiben in gewisser Nähe von a die Werte von y mnselum 
endlichen Grenzen, und man leanu abs (y — yi) beliebig Idein machen, 
indem man die von a verschiedenen Werte x und xx der Zahl a hin-
reichend nähert. 
Auch die Umkehrung ist richtig:** Wenn in gewisser Nähe 
von a die Werte von y endlich bleiben, und es sinld abs (y — yx) unter 
jede beliebig gegebene Zahl für edle von a verschiedenen x und xt1 welche 
'* Tat b nicht null, so hat y zuletzt beständig dasselbe Zeichen, nämlich 
da« Zeichen von b. Hiernach ist abs 7; = lim abs y für lim ic=>a. Der Betray 
des Grenzwertes ist Grenzwert der Beträge. Dies gilt auch, wenn b~0 oder 
b~ co. 
** Vergl. Dedekind, Stetigkeit und irrationale Zahlen, S. 30. 
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dem Werte a hinreichend nahe "kommen, so strebt y einem endliehen 
Grenzwerte b m.ßr lim x = a, und auch dbs (y — bj kann jene Zahl 
für die bezeichneten Werte von x nicht übersteigen. Beweis: Wählt 
man die positive Zahl 8 hinreichend kleinT so hat für die dem Be-
trage nach zwischen 0 und 8 gelegenen | die Schwankung der y 
(§ 4 Seite 17) eine endliche Grösse, und es bewegen sich mithin 
die y zwischen endlichen Grenzen; die untere werde mit Ad, die 
obere mit B& bezeichnet. Verkleinert man 8, so nimmt A& nicht ab, 
-B,j nicht zu; also ist, sobald m und n Werte von 8 sind: 
Am < Bm < Bn bei m <. n, Am <An< Ii„ bei m > n. 
Da hiernach immer Am< Bn ist, so besitzen die Zahlen AÖ eine 
endliche obere Grenze &, welche keine der Zahlen B§ übertrifft. 
Jetzt sei die positive Zahl s beliebig klein gegeben; der Voraus-
setzung gemäss kann man 8 so weit verkleinern, dass für die dem 
Betrage nach zwischen 0 und 8 gelegenen § die absoluten Beträge 
aller Unterschiede der y unter £ liegen, d. h. dass 
BÖ — AÖ<£. 
Nimmt man jetzt | zwischen 0 und 8 oder zwischen 0 und — 8, so 
wird 
Aö <: y <. jfy, As <; b <: Bä) 
also 
abs {y — b)<, Bd — Ad<;S. 
Wie auch die y in dem für x angenommenen Gebiete definiert 
sein mögen, immer existiert eine untere Grenze ihrer Werte, etwa#, 
Wird nun von den x ein derartiger Teil fortgelassen, dass die zu-
gehörigen y nicht g (also eine grössere Zahl) zur unteren Grenze 
haben, so ist g auch für keinen Teil dieser y die untere Grenze, 
wohl aber für diejenigen y, welche den zurückgebliebenen x ent-
sprechen. Verstehen wir überhaupt unter A eine Eigenschaft, welche 
einer Zahlenmenge zukommen kann, jedoch nur in der Weise, dass, 
wenn jene Eigenschaft einer in Teile I und II zerlegbaren Zahlen-
menge zukommt, aber nicht dem Teile I, dieselbe Eigenschaft 
auch bei dem Teile II vorhanden ist, aber jedem Teile von I fehlt; 
wenn also ein Teil von I die Eigenschaft A besitzt, so gilt dies auch 
von I selbst. Es besteht dann der Satz: 
Wenn an den x die Eigenschaft A wahrzunehmen ist, so existiert 
mindestens eine Stelle von der Beschaffenheit, dass sich in jeder Halle 
von ihr Werte der Variablen x vorfinden und diese die Eigenschaft A 
besitzen. 
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Beweis: Wenn die Zahlen -f co und - oc die verlangte Be-
schaffenheit nicht haben, so kann man zwei endliche Zahlen « und ß 
(a<ß) derart annehmen, dass ausserhalb des Intervalle« (a...ß) 
entweder keine Werte x liegen oder doch die Eigenschaft A nicht 
vorhanden ist. Bezeichnet man mit m jede Zahl, unterhalb deren 
die Eigenschaft Ä nicht auftritt, so ist jede Zahl < a eine m, jede 
Zahl >ß ist keine m. Die m bilden eine stetige Folge; denn ist k 
eine m und Z<7<;, so ist auch l eine m. Die obere Grenze der m 
ist eine endliche Zahl t ( a < ^ | 8 ) ; jede Zahl < t ist eine w; ob t 
selbst zu den m gehört, bleibt dahingestellt. Man nimmt nun die 
positive Zahl 8 beliebig, u zwischen t—d und t\ wenn Werte 
x<t — d existieren, so haben diese nicht die Eigenschaft Af weil 
sonst u keine m wäre. Hingegen giebt es, da t-\-d keine m ist, 
Werte %<t-\-ö\ und diese haben die Eigenschaft -4; folglich giebt 
es Werte x zwischen t—d und t + d, und diese haben die Eigen-
schaft A, d. h. die Zahl t hat die im obigen Satze geforderte Be-
schaffenheit. 
Hiernach gelten u. a. folgende Sätze:* 
Ist g die untere (obere) Grenze der y, so existiert mindestens eine 
Stelle von der Beschaffenheit, dass sich in jeder Nähe von ihr Werte 
der Variablen x vorfinden und g die untere (obere) Grenze der zu-
gehörigen y ist 
Kommen die y einer Zahl h beliebig nahe, so existiert mindestens 
eine Stelle von der Beschaffenheit, dass sich in jeder Nähe von ihr Werte 
von x befinden und die zugehörigen y der Zahl h beliebig nahe kommen. 
Nimmt x unendlich viele Werte an, so existiert mindestens eine 
Stelle von der Beschaffenheit, dass in jeder Nähe von ihr unendlich 
viele Werte x liegen. 
In den folgenden Sätzen tritt ausser y noch eine Variable z auf, 
die von x auf ähnliche Weise wie y abhängen soll. Da alle vor-
kommenden Grenzwerte sich auf lim x = a beziehen werden, so mag 
dieser Zusatz wegbleiben. Die Sätze bleiben giltig, wenn man statt y 
oder z Konstanten nimmt; eine Konstante ist dann ihr eigener Grenz-
wert zu nennen. 
Ist lim ?/ = 0, während der Betrag von z zuletzt (d. h. nachdem x 
eine gewisse Annäherung an a erreicht hat) nicht beliebig gross ge-
macht werden kann, so ist 
lim yz = 0. 
* Diese Sätze sind von Herrn Weierstrass in seinen Vorlesungen mit-
geteilt worden. 
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Beweis: Der Voraussetzung nach steigt ab« z zuletzt nicht mehr 
über eine gewisse positive Zahl y, d.h. es ist abs z<.y) wenn x 
eine gewisse Annäherung an a beibehält. Jetzt sei die positive 
Zahl s beliebig gegeben und 
v 
Die positive Zahl d wähle man so, dass abs y < s'} wenn 0 < abs £ < #; 
für diese £ ist 
abs yz — abs 7/. abs 0 < £'?/, d. i. < £, 
woraus die Behauptung unmittelbar folgt.. 
Ist / im?/=00, während der Betrag von r: zuletzt nicht beliebig 
Mein gemacht werden kann, so ist 
lim yz = oo. 
Ist Umy = Q, ivährend der Betrag von z zuletzt nicht beliebig Idein 
gemacht werden leann, so ist 
T V n T & 
lim = 0 , hm - === 00. 
z y 
Diese beiden Sätze lassen sich leicht auf den vorhergehenden 
zurückführen, ebenso die beiden ersten Behauptungen im nächsten 
Satze: 
Ist Mmy—co, während der Betrag von z zuletzt nicht beliebig 
gross gemacht werden hann, so ist 
%l . z lim — — co, lim - = 0, lim (1/ 4- z) = 00. 
z ' y 
Um die dritte Behauptung zu rechtfertigen, führen wir y wie 
ohen ein und verstehen unter Q eine beliebig grosse positive Zahl, 
unter Q' die Summe Q-\-y. Wird die positive Zahl ä passend ge-
wählt, so ist für 0 < a b s i ; < t h 
abs y > Q', abs (?/ + #)!> abs y — abs z > IO' — y, d. i. > Q. 
Ist Um y — lim £ == + 00, ,w wf lim {y + J?) == -f- co 5 ?*>•£ //w jy 
== ??M? 0 === — co, so ist lim (JJ •+•£•)==—• co. 
Beweis: Die positive Zahl Q sei beliebig gegeben. Ist lim y 
=== lim #== + co, so wähle man die positiven Zahlen d\ und 82 so, dass 
? / > | für 0 < abs K t ^ , ,? > £ für 0 < a b s § < < ? 2 , 
und nenne 8 die kleinere der beiden Zahlen. Für 0 < a b s § < # 
ist dann 
§ fl Riitsi« über (Jvonzworlo. 4!> 
Einen ähnlichen Gang verfolgt man beim Beweine dos Satzes: 
Ist lim y=- h, lim s^e, und sind beide Gremwerte endlich, so ist 
6 -+• e •= lim (y -f s), 
d. h. die tiumme der Grcngiuertc ist dann Grenzwert der tfumme. 
Dieser Satz lässt sich auf die Differenz y — g übertragen und auf 
algebraische Summen von beliebig vielen Gliedern ausdehnen. 
Jst lim y*=b, lim g — c, so ist 
&c = liin yg, 
d. h. das Produkt der Grenzwerte ist Grengivert des Produktes, wenn 
nickt der eine Grengivert 0, der andere oo ist. Auch dieser Satz laust 
sich auf Produkte von beliebig vielen Faktoren ausdehnen. Beim 
Beweise setzen wir h und e als endliche Zahlen voraus, da der 
andere Fall schon durch einen früheren Satz erledigt ist* Auch 
der Fall, wo der Grenzwert eines Faktors verschwindet, ist schon 
oben erledigt. Es ist daher 
lim (y — b) (g — e) = 0, lim &(£ — <?) —0, lim c(y — b) = 0, 
lim (yg — be) = lim {(y — b) (g — c) -\-b(g — e) + c(y — b)} = 0, 
lim yg — bc. 
Ist lim y — b, Um g = c, so ist 
& r y *=lim -> 
e g 
d. Ji. der Quotient der (bmgwerte ist Grengwert des Quotienten, wenn 
nicht beide Grmzivcrtc 0 oder oo sind. 
Beweis: Wir betrachten nur den Fall, wo beide Grenzwerte 
endlich und von Null verschieden sind; die anderen Fälle sind durch 
frühere Sätze erledigt. Wir haben also: 
lim (cy —lg)<= lim{c(y — b) — &(> —<•)} —0, lim cg***c\ 
,. (y b\ .. cy—bg . y b hm ) = hm «• 0, hm ~ =- • \g cJ cg ' g e 
Der Begriff des Grenzwertes und die an ihn geknüpften 
Sätze lassen sich auf bel iebig viele unabhängige Variable 
ausdehnen. Es wird genügen, wenn wir zwei Independente oc, y 
einführen und der Kürze halber nur endliche Zahlen berücksichtigen. 
Es seien also beliebig viele Wertepaare x, y oder, geometrisch ge-
sprochen, Punkte (x, y) gegeben, gleichviel ob stetig aneinaiuh>r-
* Ist lim y endlich, HO wird abs y zuletzt nicht beliebig gross. Ist lim y 
von Null verschieden, HO wird abs y zuletzt nicht beliebig klein. 
P a s c h , Differential• u, Integralrechnung. '* 
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gereiht oder nicht. l*)ie (absolute) Wnilernung des variablen Punk-
tes ( ' , / /) von dem festen Punkte (Vr, b) wird durch die positiv 
genommene Quadratwurzel 
Vi* «)* K'/ bf- r 
dargestellt. Will man nun den 
Punkt (x, y) dem Punkte (<7, b) 
allmählich nähern, so kann 
man von einer positiven Zahl ö 
ausgehen und zuerst diejenigen 
Punkte (y;, //) Hammeln, welche 
die Bedingungen 
K~() < x< r/ + (3, 
h ö<y<b + d, 
___^ , |
 ; d. i. abs (JC — (£) und abs (y — b) 
a-b t* ' .r a+d~ < # erfüllen, hierauf ä der Null 
immer mehr nähern; oder man 
geht von einer positiven Zahl £ aus, sammelt die Punkte (J?, y)1 
welche der Bedingung 
f < g , d.i. (x- ay + {y-by<$< 
genügen, und verkleinert g allmählich. BeideVerfahrungsarten lassen 
sich aufeinander zurückführen. Ist abs (x <i) < d und abs (y b) < tix, 
so hat man: 
0 - af + (?/ - bf < £a, wo g = ^]/2. 
Ist ? '<£, so hat man: 
abs (x •—«)<£ und abs (y — />)< £. 
Der Punkt (y, 5) braucht nicht zum Gebiete des veränderlichen 
Punktes (/ , '<!/) zu gehören; wir nehmen aber an, dass der Punkt 
(r, ?/), indem er vom Punkte («, fr) verschieden bleibt, sich doch 
dem letzteren bcliebiy nähern kann, d. h, dass für jeden noch so 
kleinen Wert der positiven Zahl d bezw. £ Punkte (x} y) existieren, 
für welche 
( )< abs (x — a)<. ö und 0 < abs (y — b)< ö\ bezw. 0 <»*<§ . 
Wir nehmen ferner an, dass jedem Punkte (/, y) eine oder mehrere 
oder unendlich viele Zahlen <: zugeordnet sind. Wenn alsdann für 
alle von (",&) verschiedenen Punkte (.r, ?/), welche hinreichend nahe 
bei jenem liegen, <:' mit einer beliebig vorgeschriebenen Genauigkeit 
ausgedrückt wird durch eine Zahl <s, so sagt man: s strebt dem 
' ',1 S.ii/i1 iihci <{rtm/weite l i l 
Grenzwerte e zu, wenn (r,?/) sicfi der Grenzlage (//, b) nähert, und 
kann schreiben: 
v lim . l'iir lim (,r, //) (//, fr). 
Diese Relation ist gleichbedeutend mit der folgenden; 
e lim . für lim Q - 0, 
wobei (> eine positive Variable bedeutet und die ,; den Q zugeordnet 
werden; nämlieh zu jedem Q geboren unendlich viele (.r, y) mit der 
Eigenschaft {.< «)-'+(// /')"<(>", zu diesen O^y) gehören (im 
allgemeinen) unendlich viele :, und die letzteren werden jenem Q 
zugewiesen.* 
Ist dem Punkte {.t^iJx), den mau im Gebiete von (x,y) ver-
schieden von i«,b) auswählt, z1 als ein Wert der abhängigen Va-
riablen zugeordnet, so gelten die Sätze: 
Besitzt z einen endlichen Grenztmrt für Um {x,y) — (a}b)} so 
bleiben in gewisser Nähe von (a, b) die Werte von c zwischen endlichen 
Greinen, und man kann abs (: — ; t) beliebig klein machen, indem man 
die ron (et, b) verschiedenen Funkte (x, y) und (pt'u yf) dem Punkte (a, b) 
h inreichend nähert 
Wenn in gewisser Nähe des Funktes [et, b) die Werte von " endlich 
bleiben und ßS sinkt abs (; -- zf) unter jede gegebene positive Zahl für 
alle ron (a,b) verschiedenen Tunkte (v,y) und (j\,yi), welche hin-
reichend nahe bei (a, b) liegen, so strebt ,c einem endlichen Grenzwerte c 
.zu für Um (x, y)=^(a, b), und auch abs (z—c) härm jene Zahl für 
die bezeichneten Lagen von (x, y) nicht übersteigen. 
Es seien beliebig viele Funkte (JS, y) gegeben, welche aus einem 
endliehen Gebiete nicht heraustreten, d. h. deren Koordinaten sich 
zwischen endlichen Grenzen bewegen. Nennen wir A eine Eigen-
schaft, welche einer Punktmenge zukommen kann, jedoch nur in 
der "Weise, dass, wenn jene Eigenschaft einer in Teile I und 0 zer-
legbaren Punktmenge zukommt, aber nicht dem Teile I, dieselbe 
Eigenschaft auch an dem Teile II wahrgenommen wird, aber nicht 
an irgend einem Teile von 1, so gilt der Satz: 
Wenn an den Funkten (x, y) die Eigenschaft A leahrmnehmen 
ist, so existiert mindestens ein Funkt ron der Beschaffenheit, dass sich 
in jeder Nähe von ihm Funkte (%, y) vorfinden und diese die Eigen-
schaft A besitzen. 
Beweis: Wenn man bloss die vorkommenden Abscissen x in Be-
tracht zieht, so kann man den Umstand, dass zu den x gewisse y 
* Uer Betrag des Grenzwertes ist Grenzwert der Betrüge. 
4* 
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und mithin gewisse Punkte (->:,//) gehören, und dass diese Punkte 
die Eigenschaft A besitzen, als eine Eigenschaft A' der x auflassen, 
von demselben Charakter wie die Eigenschaft A. Folglich giebt 
es (Seite 40) eine endliche Zahl / derart, dass in jeder Mühe bei / 
Werte von ,r liegen und diese die Eigenschaft A' besitzen. An den 
Funkten (.<",//) wird demnach eine Eigenschaft Ii bemerkt, welche 
wieder von demselben Charakter ist wie die Eigenschaft A und 
darin besteht, dass, wie Idein man auch die positive Zahl d wählen 
mag, immer Punkte (,r, //) existieren, deren Abscissen zwischen 
t—d und t-\-ö liegen, und class diese Punkte die Eigenschaft A 
besitzen. Zieht man jetzt bloss die vorkommenden Ürdinaten y in 
Betracht, so kann man den Umstand, dass zu den y gewis.se .r und 
mithin gewisse Punkte (&',?/) gehören, und dass diese Punkte die 
Eigenschaft J> besitzen, als eine Eigenschaft IV der y auffassen, 
von demselben Charakter wie die Eigenschaft A. Folglich giebt 
es (Seite 46) eine endliche Zahl u derart, dass in jeder Nähe bei 
u Werte von // liegen und diese die Eigenschaft IV besitzen. 
Wählt mau also die positive Zahl ö' beliebig, so existieren immer 
Punkte (&,?/), deren Ordinaten zwischen u--d' und tt + d' liegen, 
und diese Punkte besitzen die Eigenschaft i i , d. h. wie klein auch 
die positiven Zahlen S und d1 angenommen werden, immer existieren 
Punkte (.'*',//), deren Abscissen zwischen t — d und f-fd, deren 
Ordinaten zwischen u~- ö' und u-\-ö' lallen, und diese Punkte be-
sitzen die Eigenschaft A. Wählt man die positive Zahl £ beliebig 
und nimmt dann # = $ ' = - > > so wird 
1/2 
(x — t)2-\- (y — n)"< £u, wenn abs {x - f) und abs (?/ - - u) < 8. 
Demnach liegen immer Punkte (.r, y) innerhalb des um den Punkt 
(t, n) mit dem Halbmesser £ beschriebenen Kreises, und diese (#,?/) 
besitzen die Eigenschaft A, 
An diese Sätze schliessen sich Folgerungen an, welche den für 
eine unabhängige Variable auf Seite 47 bis 49 aufgeführten ent-
sprechen. 
§ 10. Kontinuität. 
Da stetige Planlinien durch Funktionen von einer Tndependen-
ten dargestellt werden, so spricht man auch von stetigen oder kon-
tinuierlichen Funktionen. Jede Linie im engsten Sinne des Wortes 
ist stetig, d. h. jeder Punkt der Linie ist mit jedem anderen durch 
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einen Teil der Linie verbunden; erst wenn der Begriff der Linie 
gewisse Erweiterungen erfahren hat., .so dass die, Teile einer Linie 
niid einander nicht mehr zusammenzuhängen brauchen, ist, es mög-
lich, von Unstetigkeit zu sprechen. 
Eine stetige ebene Linie J\L: innerhalb deren jede Abseisse 
nur einmal vorkommt (»Seite f^V), werde von einem Punkte P mit 
den rechtwinkligen Koordinaten xy durchlaufen; die Abseisse x va-
riiert von einem endlichen kleinsten Werte « bis zu einem endlichen 
grösäten Werte ß. Fassen 
wir irgend einen Funkt 
G (a, h) der Linie ins 
Auge. Schreitet man 
(bei a < ß) von (' aus in 
der Linie GL vor, so 
wird die Linie zuerst 
steigen oder fallen oder _ 
zur Abscissenaxe parallel 
sein; nehmen wir an, 
dass sie zuerst steigt und zwar wenigstens bis zum Punkte JJ(ai1 ?>t). 
Wenn alsdann der Punkt P die Linie von C bis I) durchläuft, so 
wächst x von a bis aL, y von b bis bv Wird also eine positive 
Zahl ? beliebig ausgesucht, so kann mau in der Linie zwischen G 
und 1) einen Punkt Jti angeben, dessen Ordinate zwischen b und 
b + s liegt. Die Abseisse von ¥* bezeichne man mit a 4* d\, wo 
dt eine positive Zahl ist. Variiert x zwischen a und a-^Öt, so 
variiert P zwischen G und I'J, y zwischen b und der Ordinate von 
K Also ist 0<y—b<s für 0 < x — a < d\, oder 
abs 0/ — ?>)<« für 0 < x — a < d\. 
Dasselbe ergiebt sich, wenn die Linie GL von (7 aus zuerst füllt 
oder zur Abscissenaxe parallel läuft. Berücksichtigt man aber (bei 
« > « ) den anderen Teil der Linie, nämlich 6'Jf, so ergiebt sich 
bei geeigneter Wahl der positiven Zahl 8%: 
&bs(y — b)<e für 0 < « ~ - a ; < # s . 
Man kann also die positive Zahl d so wählen, dass 
abs (y — b)<e für 0 < abs (sc — a) < ä. 
Auf diese Bemerkung kann man die Definition der Stetigkeit 
oder Kontinuität einer Funktion gründen. Indem wir von der geo-
metrischen Darstellung ganz absehen, verstehen wir jetzt unter x 
;Vj *} 10, Kontinuität 
eine stetige Veränderliche mit der unteren Grenze a und der oberen 
Grenze /i, unter // «ine Funktion von ./. Ohne zu fordern, das« alle 
in Betracht kommenden Zahlen endlich seien, nennen wir y .stetig 
oder kon t inu ie r l i ch hei dem zum Tntervall von x gehörigen 
Werte u, wenn der Wert von // daselbst zugleich Grenzwert 
von y ist für lim ,* - «; andernfalls sagen wir, y ist an der be-
treffenden Stelle u n s t e t i g oder d i skont inu ie r l i ch . 
Z. B. wenn m irgend eine endliche und von Null verschiedene 
Zahl bedeutet, bo ist die positive Potenz .)'" eine stetige Funktion 
von x in dem Intervall von 0 bis -f ^ mit Eiuschluss der Grenzen-, 
wenn u eine endliche, positive und von Eins verschiedene Zahl be-
deutet, so ist "log x eine stetige Funktion von c in demselben 
Intervall, die positive Potenz (0 eine stetige Funktion von x in 
dem Intervall von — oo bis -f °° mit Einschluss der Grenzen. (Vergl. 
§ 8 Seite 43.) 
Überliaupt, wenn die Werte der Funktion y~f(x) beständig im 
Wachsen oder beständig im Abnehmen sind, während x zunimmt, und 
eine stetige Folge mit den (hemm A und I> (A<.J>) bilden, so ist 
y überall stetig. 
Beweis: Nehmen wir an, das« // beständig mit x wächst, und 
nennen wir ut und a., irgend welche Werte von x, bx und \ die 
zugehörigen Funktionswerte; es sei (tx<Ca>, also auch bx<J).2. Wählt 
man £ zwischen ax und «a beliebig, so ist «x </ '(§) < « a ; wählt 
man Y\ zwischen bx und \ beliebig, so ist >/ ein Wert der Funktion 
und gehört zu einem zwischen ax und a± gelegeneu Werte von je. 
Die Werte von y1 welche den zwischen at und a3 gelegenen Argu-
mentwerten entsprechen, fallen also mit der Gesamtheit der zwi-
schen bx und h> eingeschlossenen Zahlen zusammen; folglich ist bx 
ihre untere, 63 ihre obere Grenze, überhaupt bt die untere Grenze 
aller y für a?>« n h2 die obere Grenze aller y für x<£ar Daraus 
folgt aber (§8 Seite 42f.): 
lim y = bx für lim x = ax + 0, lim y = 6a für lim x •= a» —• ü, 
so dass an jeder Stelle a des Tntervalles 
lim f(x) *» f(a) für lim x -= a. 
Wenn et (die untere Gmwe der x) nicht cum Liter call gehört, so ist 
A oder B Grenzwert ton y für limx — a\ ist nämlich y im Wachsen 
mit X, so wird lim «/•= J. für lim x — a; ist dagegen y im Abnehmen 
bei wachsendem x1 so wird lim y -=- B für lim %«-«, Wenn ß (die 
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obere Grenze der x) nicht ,.um Intervall gehört, so ist A oder />' Grenz-
wert von y für lim x ft. 
FJine FunUion ist oft durch Vermittelung einer anderen ge-
geben. Ist z. B. 
y~~F(r), r-ff(x), also //- F\g(:r)}, 
so ist y m i t t e l b a r als Funktion von x gegeben (ziiHaminini-
gese tz te Funktion) . Es sei .*„ ein Wert von x und 
Wenn die „vermittelnde1* Funktion g(x) bei .«=-.£„ stetig ist und F[r) 
bei >•=• r0, so ist y stetiy bei x~~xü. Denn wenn y in gegebener 
Nähe von y0 bleiben soll, so braucht man nur r in gewisser Nähe 
von r() festzuhalten, und dies wird erreicht, wenn man x hinreichend 
nahe bei x0 annimmt, Ist also lim«/= 7; für limx=*a und F(y) 
eine stetige Funktion bei y — b-, so ist 
lim F (y) = F (lim y) für lim x = a. 
Ist die Funktion y bei x~a stetiy und endlich, b der Funktions-
wert an dieser Stelle, y von b verschieden, so ist für die hinreichend 
nahe an u gelegenen x die untere Grenze der y grösser als y, wenn 
b>y ist, hingegen die obere Grenze Meiner als y, wenn b<.y id. 
Liegt nämlich die Zahl c zwischen b und y, so bleiben alle y dem 
Werte b näher als die Zahl c, wenn man x in gewisser Nähe von 
a festhält; ist nun b~>y, also 5 > c > y , so sinken ^jene y nicht 
bis d; ist b<y% also & < c < y , so steigen sie nicht bis e. Und 
icenn die Funktion y bei x~a stetig ist, ohne endlich zu sein, während 
y eine endliche Zahl bedeutet, so bleiben für die hinreichend nahe an 
a gelegenen x alle y in beliebig vorgeschriebener Entfernung von y. 
Ist die Funktion y stetig in dem ganzen Intervall mit Finschluss 
der Grenzen, und kann sie der Zähl y beliebig nahe kommen, so er-
reicht sie dm Wert y mindestens für einen Wert von x* Nach § 0 
(Seite 47) giebt es nämlich in dem Intervall mindestens einen Wert a 
derart, dass die y der Zahl y beliebig nahe kommen können, wenn 
man die sc in beliebiger Nähe von a festhält. An dieser Stelle 
wird 3/ = y; denn sonst könnte man nach dem vorigen Satze die x 
auf eine solche Nähe an a beschränken, dass die y der Zahl y nicht 
beliebig nahe kommen. Insbesondere wenn der absolute Betrag von 
y beliebig Meine Werte annehmen kann, so verschwindet y wenigstens 
* Dieser Satz rührt von Weierstrass her. Vergl. die Bemerkung von 
Cantor, Crelles Journal Bd. 72 S. 141. 
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einmal; wenn der absoluta ttefrag von y beliebig grosse. Werte an-
nehmen kann, so wird y wenigstens einmal unendlich. 
Nennen wir A die untere, 11 die obere Grenze der Funktioiib 
werte in dem betrachteten Intervall. Wenn die Funktion von x--a 
bis x — ß mit Finschlnss der (ironsen stetig kl. so sind A und 1> 
Werte der Funktion, also A der kleinste, B der gr'össte Wert. 
Wenn y von X = K bis x--=ß mit Einschluss der (ironsen stetig 
und endlieh ist, so sind auch A und B endliehe, (hvssen; mithin haben 
die absoluten Beträge der y dann ebenfalls eine endliche obere Grenu. 
unter Beibehaltung dieser Voraussetzung sei y ein Wert, den 
y in dem betrachteten Tntervall nicht annimmt. Bei x <=*>«, bei y~>y. 
Nennen wir m jeden Wert im Intervall vuu der Art, das« von « 
bis m einschliesslich die y grösser als y sind, und a die obere Grenze 
der m, so sind von a bis a ausschliesslich die y grösser als y. Bei 
x — a sei # = &; für die hinreichend nahe bei a gelegenen x sind 
alle y grösser als y, wenn &>y, alle y kleiner als j>, wenn b<Cy; 
folglich muss b>y sein, überhaupt y>y in gewisser Nähe bei a. 
Hiernach gehört a selbst zu den Werten m, kann aber von ß nicht 
verschieden sein, da es sonst Werte von m gäbe, die a übersteigen, 
und es ist somit durchweg y>y. Ist y<y bei x = a} so ist y 
durchweg <Cy. 
Ist also die Funktion y überall mischen a und ß stetig und end-
lich, und liegt y zwischen der oberen und unteren Grenzse der zwischen 
a und ß vorkommenden Funktionswerte, so gehört y selbst Sit diesen 
Werten. Denn nimmt man zwischen a und ß die Werte xL und x% 
so, dass von den entsprechenden Funktionsweisen der eine grösser, 
der andere kleiner als y ist, so kann // zwischen x1 und x% nicht 
überall von y verschieden sein. 
Wenn « oder ß oder « und ß zum Intervall hinzutreten und 
y dabei stetig bleibt, so ändern sich die Grenzen von y nicht. Die 
Werte der Funktion y bilden auch dann eine stelige Folge; es kommt 
jede zwischen A und B gelegene Zahl vor. Insbesondere wenn y 
nicht überall einerlei Zeichen hat, so muss y zwischen et und ß 
wenigstens einmal verschwinden. 
Wenden wir uns für einen Augenblick von der Betrachtung 
des ganzen Intervalles zu der einer einzelneu Stelle zurück. Wenn 
y bei &==« stetig und endlich ist, so bleibt y in geioisser Nähe von a 
endlich und abs (y •— yf) fällt unter jede beliebig gewählte positive Zahl 
für alle bei a hinreichend nahen x und xX) wo auch xt einen Wert 
der Ind&pmdentcn, yt den zugehörigen Wert der Funktion bedeuten 
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soll, und umgekehrt. ist a endlich, y bei x • a stetig und endlich, 
e eine beliebige positive Zahl, so bleibt abs (// //1)*'"f, so lange 
abs (x «) und ab« (^ - «) eine hinreichend kleine positive Zahl d 
nicht erreichen. Diese Zahl 8 ist von e abhängig, aber durch s 
nicht vollkommen bestimmt; wenn für 8 irgend ein Wert ati-
genommen werden kann, so ist auch jeder kleinere Wert zulässig. 
Die obere Grenze aller Werte von 8 mag mit d bezeichnet werden. 
Nicht nur jede unter d liegende positive Zahl, sondern auch d 
selbst ist ein Wert von ö\ d.h. für abs (x — a) und a b s ^ - a)<,d 
ist stets abs (jj — i/i) O ; denn man kann zwischen d und der grösseren 
der beiden Zahlen abs (x — a), abs (x1 — u) einen Wert d' einsehalten 
u.s .w. Nimmt man aber £>rf und unterwirft .£, a\ nur den Be-
dingungen abs (x - « ) < £ , abs (rrx — (t)<£, so ist (falls nicht alle 
x in die Strecke von a - d bis a + d fallen) nicht immer abs (?/ — yx) < e, 
sondern es tritt auch der Fall abs (// — yx) > £ ein. 
Es sind hier wiederholt Differenzen verschiedener Werte einer 
Variablen vorgekommen. Wenn nun £ und pt Werte einer Varia-
blen sind, 0 endlich, also ^ = ^ + ( ^ - » ) ) so heisst zx — .o der Zu-
wachs oder das Inkrenient der Variablen von 8 bis gli auch die 
Differenz, weshalb die Bezeichnung d# angewendet wird, so dass 
Sind also, wie in unserem Falle, % und xt Werte der Independenten, 
x endlich, so werden wir xl- x*=*dx das Inkrement der Indepen-
denten nennen. Sind y und y^ die entsprechenden Punktionswerte, 
y endlich, so ist yt —- y <=• Jy das entsprechende Inkrement <jer Funktion. 
Die Stetigkeit der Funktion bei irgend einem endlichen Werte #, 
dem ein endliches y entspricht, kann also dahin erklärt werden, 
dass an der betreffenden Stelle das Inkrement der Funktion unend-
lich klein werden muss mit dem der Independenten. 
Wir haben uns bisher nicht auf endliche Werte des Argumentes 
beschränkt. Wenn aber zum Intervall von % nur endliche Zahlen 
und zu diesen nur endliche y gehören, so kann es vorkommen, dass 
bei beliebiger Wahl der positiven Zahl s der absolute Betrag von 
y — yx stets unter s He^t, wo immer x und xx im Intervall an-
genommen werden, sobald nur abs («c •—a^ ) eine hinreichend kleine 
positive Zahl 8 nicht erreicht. In diesem Falle ist y nicht nur 
durchweg stetig zu nennen, sondern man sagt,* y sei g le ichmässig 
s t e t i g in dem Intervall. 
* Nach Heine, Grelles Journal Bd. 71 S.361, Bd. 74 S 184. 
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Beiveyi x sich zwischen endlichen Grenzen, und ist y überall mit 
Einshluss der Grcuscn stetig und endlich, so ist y in dem Intervall 
yleiclmiässig stetig. 
Beweis:* Unter xtx2 sollen Zahlen aus dem Intervall, unter 
Uill-j. die zugehörigen Funktionswerte verstanden werden; s sei eine 
"beliebige positive Zahl, kleiner als die obere Grenze aller abs (yL - y.2). 
Man kann zu jedem Werte von x eine positive Zahl s so angeben, 
dass abs (yL — y2) < s, sobald xl und x, zwischen x — z und x -f- s 
liegen, dass abs (^ — //a) nicht durchweg < 5 , wenn xt und xt zwischen 
x — g und x-\-t, liegen und £ > z ist. Diese Zahl : ist eine Funk-
tion von x, hat überall endliche positive Werte und mithin eine 
untere Grenze ö, die nicht negativ sein kann. Es sei nun z = d 
für x — a\x werde zwischen a — d und a -f- d angenommen, abs (x — a) 
— n gesetzt. Liegen xt und x$ zwischen x - (d — u) und x-\-(d— u), 
so liegen sie auch zwischen a — d und a-j-d, und es ist daher 
abs (y± — y a ) < £ ; daraus folgt: 
0~>d— u. 
Nimmt man aber g>c?+w 3 so kann man zwischen «--(£—«) und 
«+(£--?«) Werte xt und x2 angeben, für welche abs (jyx — IJ^)">E; 
da diese Werte auch zwischen x — t, und x'-f £ liegen, so ist 
z< §, d. i. &<d-\- u, 
folglich d— uK s<,d-\-u und 
abs (s — d)<u. 
Für lim x~a ist lim u — 0, folglich auch lim (s — d) — 0, lim z=>ä, 
d. h. & ist stetig bei x = a. Demnach ist $ überall stetig. Daraus 
folgt, dass d selbst ein Wert von s, mithin von Null verschieden ist. 
Nimmt man nun x und xx im Intervall beliebig, aber abs (x — xL) < d, 
so liegt xt zwischen x — ä und x -f- dt also zwischen x — 8 und x -j- s, 
und folglich ist abs (jy — yx) < s. 
Der Begriff der Stetigkeit und (im allgemeinen) die vorstehen-
den Sätze über stetige Funktionen lassen sich auf beliebig viele Inde-
pendenten ausdehnen. Ist z. B. y eine Funktion von zwei Indepen-
denten x,y und für die Wertepaare oder Punkte (x,y) ein Continuum** 
* Vergl. Lüroth, Mathem. Ann. Bd. 6 S. 319. 
** Wenn die eindeutigen und endlichen Funktionen der stetigen Veränder-
lichen t: k n\ /t\ 
stetig verlaufen von b — t0 bis t — tlt und es ist 
9(io) = *o» »(*o)-yoi v(fii)*=xi> *&)-&> 
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gegeben, so sei (n, b) ein Punkt des Gebietes und a der zugehörige 
Funktion» wert; ^ heisst stetig an der Stelle («,&), wenn 
c -=- lim .:• für lim (x, y) = («, 6), 
andernfalls unstetig. — Eine wesentliche Änderung erfährt der Be-
weis des Satzes: 
Wenn die Funktion # durchweg stetig und endlich ist und die 
Zahl y liegt zwischen der unteren und der oberen Grenze aller 
Funktionsweise, so ist y selbst ein "Wert der Funktion. 
Beweis: Man kann eine Stelle (x0,y0) angeben, wo £ > y ist, 
und eine Stelle (st\^y1), wo , * < y ist. Verbindet man diese Stellen 
durch eine stetige, ganz in dem Kontinuum verlaufende Linie, so 
wird s für die Punkte dieser Linie Funktion einer stetigen Variab-
len t, und zwar stetige und endliche Funktion; die daselbst auf-
tretenden Werte von s bilden demnach eine stetige Folge, und es 
niuss y unter ihnen vorkommen. 
# 1 1 . Die inyerse Funktion. 
Um eine ebene Linie (von der kein Teil eine konstante Ab-
scisse hat) in rechtwinkligen Koordinaten xy darzustellen, teilten 
wir sie in Abschnitte, innerhalb deren jede Abscisse nur einmal 
vorkommt; in einem solchen Abschnitte lässt sich die Ordinate als 
eine Funktion der Abscisse auffassen. Liegt z. B. die Linie KL 
vor, so sind zwei Abschnitte KM m&n. 
und LM zu unterscheiden. Die Ab-
scissen der Punkte IT, L) M seien & 
«, y, ß, y zugleich die Abscisse von N. 
Die Abscisse variiert von cc bis /3, aber 
die Abscissen von y bis ß (ß selbst J[ 
ausgenommen) kommen je zweimal 
vor; demgemäss wird eine Funktion 
den Bogen KM darstellen, eine andere 
den Bogen LM. Diese Funktionen hängen bei x = ß mit einander 
zusammen. 
dann sagt man: der Punkt (|, r/) durchläuft eine stetige Linie von (x0, yü) bis 
i^tiVi)-! während t von t0 bis tt variiert. Das Gebiet der Punkte (x, y) wird 
eine stetige Mannigfaltigkeit (ein Kontinuum) genannt, wenn je zwei 
Punkte sieh durch eine stetige Linie verbinden lassen, welche mit allen 
ihren Punkten zu jenem Gebiete gehört. 
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Man ist aber übereingekommen, den einheitlichen Oharakfer 
<hr Linie auch in der analytischen AusdrucLsweise zu wahren. Hi.au. 
von zwei Funktionen zu «{»reellen, deren man für die Linie KL 
bedarf, zieht man es vor, von einer im Iniervall f...ß zweideu-
i igen Funktion zu sprechen und zwei Zweige dieser Funktion zu 
unterscheiden, entsprechend den beiden über einander verlaufenden 
Zweigen der Linie Jn diesem Sinne bedient man sich auch eines 
einzigen Funktions/.eiehens für beide Zweige und stellt für die Linie 
in ihrer ganzen Ausdehnung eine Gleichung auf von der Form 
In anderen Fällen wird man einer d re ideu t igen Funktion bedürfen, 
von drei Zweigen reden u. s. w. Wird das Wort Funktion im 
alten Sinne gebraucht, so ist es von jetzt ab nötig, den Zusatz 
„e indeu t ig" zu machen. 
Die Ordiuaten der Linie worden variieren von einem kleinsten 
Werte -1 bis zu einem grössteu J>. Zwischen diesen Grenzen kann 
man (wenn kein Teil der Linie eine konstante Ordinate hat) die 
Abseisse eine Funktion der Ordinate nennen mit demselben Rechte, 
mit Avelchem wir die Ordinate eine Funktion der Abscisse nannten. 
Die Linie wird daher auch durch eine Gleichung von der Form 
x^<p(y) 
dargestellt. Die Funktion cp {y) braucht selbst dann nicht eindeutig 
zu sein, wenn f(u) eindeutig war; so z. B. würde schon der Bogen KM 
eine zum Teil zweideutige Funktion erfordern. 
»Sehen wir wieder von der geometrischen Auffassung ab. Unter 
// — /'(./;) werde zunächst eine eindeutige Funktion verstanden, die 
leinen Wert mehr als einmal annimmt (ako nicht konstant ist); x habe 
die untere Grenze «, die obere ß, y die untere Grenze yl, die obere />'. 
Zu jedem dieser y gehört ein x und zwar nur eines; x ist daher 
eine Funktion von y, etwa x — <p(y). Das Abhängigkeitsverhältnis 
zwischen x und y ist jetzt umgekehrt, und man nennt deshalb <p (y) 
die inverse Funk t ion von f(%). Die Funktion <p{y) ist hier eben-
falls eindeutig und nimmt keinen Wert mehr als einmal an (i&t 
also nicht konstant). Wir wollen insbesondere annehmen, dass x 
eine stetige Variable, y eine stetige Funktion und überdies // pivisehen a 
und ß endlich ist. Die Werte von y bilden dann eine stetige Folge 
mit den Grenzen A und i i ; dabei kann es unentschieden, bleiben, 
ob cc und ß zum Intervall von x gehören oder nicht. 
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Die Funktion 1/ nimml beständig zu oder beständig ab, während x 
zunimmt. WH seien nämlich at und av beliebige Zahlen zwischen 
a und ß} ax < er.,, ,*\ und ,rB zwi-
schen ax und «„, ,rt <f ir'j, .r„ zwi-
schen a und f/n ,J8 zwischen 
a., und /i; bn lh„ yx, ?/a, ym //3 seien 
die zugehörigen Funktionswerte. 
Nehmen wir zuerst. bx <&.>. Wäre 
?/i < t^ j H0 k'^i^te // zwischen _ 
.'/'! und tf2 nicht überall von />t 
verschieden sein; da aber fy sich 
nicht wiederholen darf, so niuss yx > fy sein. Ebenso ergiebt sich 
Vi < hi a^so 1^ < l'/i < ^> i m $ weiter ?/j < ?/2 < ??a. Wäre ?/0 > />„ 
so könnte man y so wählen, dass sein Wert zwischen y() und bx 
und zwischen &2 und bx läge; ein solcher Wert niüsste sowohl zwi-
schen x0 und ax als auch zwischen ax and aa vorkommen. Da dies 
nicht stattfinden soll, so ist %<bv Ebenso findet man h<yy 
Demnach ist ?y0<?/3, und wie zwischen ax und a2 der kleineren 
Ordinate yx die grössere ?/s folgt, so findet dies auch zwischen #0 
und xs statt, d. h. in der ganzen Ausdehnung des Intervalles. In 
gleicher Weise wird der Fall bx > bä behandelt. 
Daraus folgt, dass die inverse Funktion <p{y) ebenfalls be-
ständig im Zunehmen oder beständig im Abnehmen ist. Für diese 
Funktion ist das Intervall des Argumentes durch A und H be-
grenzt. Ob A oder /> zu den Werten von y gehört, hängt davon 
ab, ob a oder ß Werte von cc sind; jedenfalls aber ist y eine stetige 
Variable und die Werte von <p (y) bilden eine stetige Folge zwischen 
den Grenzen « und ß. Also ist cp(y) überall stetig nach § 10 
Seite 54. 
Die Funktion x^cp(y) ist für alle Werte, welche y annimmt, 
stetig und besitzt überhaupt alle Eigenschaften, welche bei der Funktion 
y — f{p) rorausgescM wurden. 
Aber bei diesen Voraussetzungen können wir nicht stehen bleiben. 
Halten wir bei der Funktion y= f(%) die Eindeutigkeit noch fest, so 
genügt, um eine im allgemeinen stetige Umkehrungsfunktion zu 
erhalten, die Annahme, dass das Intervall der Variablen x sich in 
eine endliche Anzahl von Abschnitten zerlegen lässt, innerhalb deren 
jene Voraussetzungen erfüllt sind. Wenn a die untere, ß die obere 
Grenze der .r bedeutet, so mag der erste Abschnitt sich von a bis ax 
erstrecken, der zweite von ax bis «a u. s. w.; die Grenzen der Funk-
(52 i$ 12. Di« algebraischen Funktionen. 
FlR. 1 i 
7 
tioiiHwerte in den einzelnen AbHchnitten seien u und <(\ <ix und a", 
f(n—\ und h. An einer Übergangsstelle, wie a n int y 
unstetig oder unendlich oder ein ex-
t r e m e r Wert,* d. h. ein Maximum 
hl—
 3 oder ein Minimum, und zwar ein 
Maximum, wenn /'(«i) in gewisser 
Z l _ — X ^ 7 Nähe bei ecx alle anderen Funktion s-
werte übertrifft, dagegen ein Minimum, 
wenn f(ax) in gewisser Nähe bei ax 
u2 ß hinter allen anderen Funktionswerten 
zurückbleibt. 
Man erhält im ersten Abschnitt eine eindeutige und stetige 
Umkehrung der Funktion f{x) für alle y zwischen a und a'} im 
zweiten Abschnitt eine ebensolche Umkehrung für alle ?/ zwischen 
ax und a" u. s. w. Aber nicht immer werden diese Funktionen sich 
zu einer eindeutigen Umkehrung der Funktion /'(#) zusammenfügen. 
Vielmehr wird, wenn ein Wert von /'(V) sich wiederholt, eine mehr-
deutige Umkehrung x*=*q>($) entstehen. Gehört z. B. zu x==ax 
ein extremer Wert von ?/, so bildet die dem ersten Abschnitt ent-
sprechende Umkehrung einen Zweig der Funktion 9?0/), die dem 
zweiten Abschnitt entsprechende gehört dann zu einem zweiten 
Zweige. U. s. w. 
§ 12. Die algebraischen Funktionen. 
Die Funktionen unterscheiden sich wesentlich je nach den Opera-
tionen, durch welche sie aus den Argumenten berechnet werden. 
Die Keehnungen, mit denen die Zahlenlehre beginnt, Add i t ion , 
S u b t r a k t i o n , Mu l t i p l i ka t i on und Divis ion (die vier Species, 
die Grundoperationen, die arithmetischen Operationen), führen zu 
den einfachsten Funktionsarten. Schliessen wir vorerst die Division 
aus. Jede Operation, die nur aus Additionen, Subtraktionen und 
Multiplikationen (in endlicher Anzahl) besteht, kann man eine 
ganze Opera t ion nennen; an ganzen Zahlen vollzogen, giebt sie 
eine ganze Zahl als Resultat. Kann man eine Funktion aus den 
Argumenten und aus anderen (endlichen) Zahlen durch eine ganze 
Operation berechnen, so heisst sie eine ganze F u n k t i o n . Die 
* Baltzer, Die Elemente der Mathematik, Bd. 1 (3. Aufl. 1872), Al-
gebra § 2. 
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Argumente können jeden endlichen Wert annehmen; die Funktion 
selbst ist dabei endlich und eindeutig. Die in § (5 erhaltenen 
Funktionen 
x = ht, tj = a-\-ct — l gi'\ u — c — gt 
sind ganze Funktionen von f. Jede ganze Funktion einer Variab-
len t lässt sich — und zwar nur in einer Weise — auf die Form 
a + bt-\-ct2-\- ...-t-kt» 
bringen, wo die Koei'fieienten a, &, c,..., k von t nicht abhängen; w, 
der höchste vorkommende Exponent von t, heisst der Grad der 
Funktion. Die ganze Funktion ersten Grades 
a-\-bt 
nennt man auch l inear . Für «==0, 6 = 1 reduciert sie sich auf 
die Independente selbst; diese ist demnach als lineare ganze Funktion 
zu betrachten. Die Konstante a kann man ebenfalls als ganze Funk-
tion betrachten, und zwar vom Grade 0. Auch bei mehreren Argu-
menten rs... erscheint die ganze Funktion nach dem Ordnen als 
Polynom, dessen Glieder (Te rme) je aus einem konstanten Faktor 
(dem Koefficienten) und aus positiven ganzen Potenzen der Argu-
mente (die nullte Potenz eingeschlossen) durch Multiplikation ent-
stehen, z. B. —2r3s. Die Algebra lehrt, dass die Funktion eine 
Summe solcher Glieder ist und sich nur auf eine Art in Glieder 
zerlegen lässt. 
Setzt man für einen Augenblick 
a + ht+... + 1it»-t + kt"^n, |: + J L + . . . + j + lt-v, 
so ist u = vtn. Für lim t=-\-co hat man: 
lim tn = lim tn~l — ... = lim t = -f co, 
"lim r -= l im ,— , ==... = lim - = 0 , 
tn tn~l t ' 
folglieh lim v = Z*, lim u = 1c (-j- oo); für lim t = — oo hat man lim u 
= (— l)nk ( + co); endlich wird 
lim «( = oo für lim f — oo. 
In Rücksicht hierauf spricht man auch von einem Werte der Funk-
tion u bei / — co , und zwar nimmt man ti = oo bei t = oo , ins-
besondere u — lc(+ oo) bei t = + co, u = (— 1)"& (+ oo) bei t = — oo. 
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Z. ß * wenn nt eine positive Zahl, // eine positiv«! ganze Zahl 
^ bedeutet, .so ist hm l positiv, und die ganze Funldion /**"" 
Grade« von ,r: 
?/ ,«(.i: + 2 )* - - ( . r+ l ) ( j . '+2- -»0* 
- x («* + 2 Ä ,rÄ - x + . • •) ~ (•'' + ]) fa* -1~ h (- " »^ ^ " " ' + ... I 
~ (hm-- 1) OD''•{-... 
ist - + o o für # ~ + °°5 <i- h. ?/ nimmt nur noch positive Werte an, 
sobald ,r eine gewisse (»rosse (> übersehritten hat. Nimmt man 
insbesondere eine positive ganze Zahl />(> und > m ~ 2, so ist 
/ _j_ 2 -- tu positiv und 
/(/+ä)*-(i+i)0'+2-»o*>o, «X' + ^C- i^ )*» 
m - 2 - i \ t + 2j . , A H - 1 \ * , . . , , , A H - I V 
Vi + 1 / 
dabei wird vorausgesetzt, dass w keine ganze Zahl ist, und dass 
(A _ p ( f * - - l ) . . . ( f t - f r + l ) 
w*"" " I.2..:Ä-
Tu die letzte Relation darf man, wenn n eine ganze Zahl > i -f-1 
bedeutet, an Stelle von i die Zahlen /, / -Hl , i-\-2, . . . , M —2 setzen 
und erhält also: 
»• »i» (7+ / ) >o-+1) »b- (T+a)> ("'+2) •*• (7+31) >••• 
!i
'
bsC' ,)71)<''''(»-1)"''al,s(7+i1)-
_ I 
Da nun lim (n — 1) '' = 0 für lim n «= + oo (Reite 43), so ergiebt 
sich schliesslich:** 
lim I j -- 0 für lim n — <x>, wenn w positiv. 
Jede Operation, die nur aus Additionen, Subtraktionen, Multi-
plikationen und Divisionen (in endlicher Anzahl) besteht, kann man 
eine r a t iona le Operat ion nennen; an rationalen Zahlen voll-
* Siebe üauss' Werke, Bd. 3 S. I89f 
** Vergl. tmtcu § 25. 
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zogen, liefert sie ein rational«!« Resultat. Kann mau eine Funktion 
aus den Argumenten und aus anderen (endlichen) Zahlen durch 
eine rationale Operation hercehnei), so heisst sie eine ra t ionale 
Funkt ion . Jede ganze Funktion ist eine rationale. Jede rationale 
Funktion, die keine ganze ist, nennt man eine gebrochene rat io-
nale Funk t ion oder rationale Bruehf'imktion. Man kann eine 
rationale Funktion stets auf die Form eines Bruches bringen, dessen 
Zähler und Nenner ganze Funktionen sind. Wenn der Nenner ver-
sehwindet, so kann die Funktion unendlich oder unbestimmt werden. 
So ist z. B. die Funktion 
-- = oo für ss —Oi 
t 
die Funktion 
r — s 
wird unbestimmt bei >*-=-l, s = l . Hiervon abgesehen, sind die 
Argumente unbeschränkt variabel, die Funktion eindeutig und endlich. 
Die Argumente6selbst sind stetige Funktionen, ebenso die Kon-
stanten. Um die Stetigkeit der rationalen Funktionen allgemein 
zu prüfen, führen wir zwei Funktionen ?/, a eines Argumentes sr 
ein und setzen voraus, dass y = b und s — c bei x~a und überdies 
?/, s stetig bei # —«, d.h. 
b = lim y für lim x — «, c = lim g für lim x — a. 
Dann gelten folgende Sätze, die siflii auf bel iebig viele Argu-
mente ausdehnen lassen. 
Ist ?> + c nicht unbestimmt^ so ist die Funktion y-\-ß stetig bei 
x*=a. Das Entsprechende gilt von der Funktion v/ — £, sowie von 
der algebraischen Summe beliebig vieler Addenden. 
Ist bc nicht unbestimmt, so ist die Funktion ys stetig bei x=*a. 
Dasselbe gilt bei beliebig vielen Faktoren. 
Ist - nicht unbestimmt, so ist die Funktion — stetig bei x*=--a. 
c ' 8 
Der erste Satz beruht darauf, dass 
l-\-c*=*lim y-j~lim g = lim (y + #) für lim x~a 
und zugleich b + c der Wert der Funktion y -f s für x = a ist. Ana-
log werden die beiden anderen begründet. 
Nach dem zweiten Satze ist jede positive ganze Potenz einer 
Tndependenten eine stetige Funktion, nach demselben Satze auch 
jeües <illied einer ganzen Funktion, endlich nach dem ersten Satze 
P a s oh, Diffuroatial - u. Integralrechnung. 5 
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jede Summe von solchen Gliedern. Dit (jmr.c l''mddiou ist aliud 
hallnn .Htc/ltj; und als Quotieid zweier ganzen Funktionen ist jedt 
rationale Funktion iiheralf steint, tea sie nie/il imhesliwud ist. 
Wenn wir den Kreis der rationalen Operationen verlassen, be-
gegnen wir zuerst der Hadicierung. Die >/'" Wurzel einer Variablen 
ist inverse Funktion einer wu'n Potenz. Betrachten wir die Funktion 
y _-
 :r
n 
der Independenten #; n ist eine positive ganze Zahl. Die Variable-r 
ist unbeschränkt veränderlieh; für alle endlichen ,r ist // eindeutig, 
endlich und stetig. Bei ,>'-- co ist // - co, ohne unstetig zu werden. 
Tst n ungerade, so nimmt i/—x" alle Werte an. Variiert 
nämlich x von 0 bis -f x , so durchläuft auch // alle Zahlen von 0 
bis + 0 0 , keine wiederholt; variiert x 
von 0 bis — co, so durchläuft auch y 
alle Zahlen von 0 bis — cc, keine wieder-
holt. Indem also x von -- co bis + co 
variiert, ist // durchweg eindeutig und 
stetig, endlich für die endlichen x, und 
durchläuft in beständigem Zunehmen die 
Zahlen von — co bis + co. Demgenüiss 
ist auch die inverse Funktion x — yy 
durchweg e indeu t ig* und stetig, und 
wenn y von - co bis + co variiert, so bewegt sich yy beständig 
zunehmend zwischen denselben Grenzen. 
Ist « gerade, so nimmt y~xn nur alle positiven Werte an. 
Während x die Keihe der positiven Zahlen durchläuft, verhält y 
].',K u; sich wie im vorigen Falle; geht 
man jedoch zu den negativen x über, 
so nimmt // die Worte von 0 bis 
+ co nochmals an. Daraus ergiebt 
sich für die inverse Funktion .'/;=-]/// 
als Tutervall des Argumentes nur 
die Reihe der positiven Zahlen. 
Aber zu jeder dieser Zahlen gehören zwei entgegengesetzt gleiche 
Werte von x (zu // —0 nur einer). Einen Zweig der (bei Be-
schränkung auf die reellen Werte) zweideutigen Funktion yy bilden 
die positiven .r, welche von 0 bis + co wachsend und stetig va-
* Komplexe Werte haben wir ausgeschlossen. 
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riieren, während ;// von 0 bis | */J variiert. Den anderen Zweig 
bilden die negativen .r, welche gleichzeitig die Worte von 0 bis 
co abnehmend und .stetig durclilaufen. Bei // - 0 Illingen beide 
Zweige .stetig zusammen. 
Nehmen wir daher wieder x als Jndependente und betrachten 
die Funktion 
jl—yx (n positive ganze Zahl) 
beziehungsweine einen Zweig dieser Funktion, HO ist y durchweg 
stetig, gleichviel ob n gerade oder ungerade ist. Wenn r von einer 
oder mehreren Independenten abhängt und bei irgend welchen Werten 
stetig ist, so ist yr bei denselben Werten stetig. überhaupt wenn 
man stetige Funktionen, durch Additionen, Subtraktionen, Multipli-
kationen, Divisionen und lladicicrungen (in endlicher Anmhl) mit ein-
ander verbindet, so ergieht, sich eine stetige Funktion. Vorausgesetzt 
wird dabei, dassjene Rechnungen an der betreffenden Stelle zu einem 
bestimmten Werte führen. 
Die Funktion g=yx ist durch eine Gleichung ?/" —Ä:=~0 deli-
niert, deren linke Seite eine ganze Funktion der beiden Variablen 
ist. Eine Gleichung, deren beide Seiten ganze Funktionen gewisser 
Grössen sind, wird eine a lgebra i sche Gleichung zwischen diesen 
Grössen genannt. Auf eine solche Gleichung lässt sich jede zurück-
führen, in welcher nicht bloss Additionen, Subtraktionen und Multi-
plikationen, sondern auch Divisionen und JRadicierungen vorkommen, 
da man die Nenner und Wurzeln beseitigen kann. Jede Gleichung, 
die nicht algebraisch ist, heisst eine t ranscendente Gleichung. 
Ist mm eine Funktion ?/ von beliebig vielen Argumenten mit 
diesen durch eine algebraische Gleichung verknüpft, so heisst sie 
eine a lgebra i sche Funk t ion , in allen anderen Fällen heisst sie 
eine t r anscenden te Funkt ion . Demnach ist jeder Ausdruck, den 
man aus den Argumenten und aus anderen Grössen bloss durch 
Additionen, Subtraktionen, Multiplikationen, Divisionen und Eadi-
eierungen (in endlicher Anzahl) berechnen kann, eine algebraische 
Funktion und wird, weil durch gebräuchliche Zeichen darstellbar, 
eine expl ic i te oder en twicke l te (entwickelbare) algebraische 
Funktion genannt; den Gegensatz bilden die impl ic i ten oder 
im en twicke l ten (unentwickelbaren) algebraischen Funktionen. 
Jede rationale Funktion ist eine algebraische und zwar eine 
entwickelte. Die algebraischen Funktionen, die nicht rational sind, 
heissen i r r a t iona le a lgeb ra i sche Funkt ionen. 
5* 
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In einer entwickelten algebraischen Funktion kamt Division 
vorkommen. Eine solche kann daher stellenweise unendlich werden, 
auch unbestimmt; und abgesehen davon kann da« Gebiet der Argu-
mente noch anderweitig beschränkt sein, wie wir dies bei der 
Funktion yx für gerades n gesehen haben. Aber eine entu ichelte 
algebraische Funktion ist überall stetig, wo sie einen bestimmten Wert 
besitzt. 
Die Algebra lehrt, dass jede algebraische Funktion von einer 
oder mehreren algebraischen Funktionen wieder eine algebraische Funk-
tion ist, und dass jede (Heiehung, deren beide freiten •algebraische 
Funktionen sind, sich auf eine algebraische (lleichvng ?,urileh führen lässl. 
§ 13. Differentiale. 
Die Berechnung der Geschwindigkeit, mit der eine Bewegung 
der Aufgaben," welche zur Erfindung der sich vollzieht, ist 
Fig. 17. 
»nie 
Differentialrechnung hingeführt haben. 
F/ x lJ 
\ 
Für eine gewisse Bewegung, deren Be-
dingungen in § (> entwickelt worden 
sind, haben wir in § 8 die Geschwindig-
keit aus den Gleichungen, welche die 
Ortsveränderung darstellen, hergeleitet. 
Dabei bedeutete t, die seit dem Beginn 
der Bewegung verflossene Zeit, y die 
Erhebung des bewegten Körpers) über 
der Erdoberfläche (positiv); es waren rt, c, g Konstanten und 
y^a + cb — ^gt", 
also y eine ganze Funktion zweiten Grades von t. Ist P der Ort 
des Körpers zur Zeit /, 1\ ein anderer Ort, so verfliesst, während 
die Bahnstrecke Pl\ zurückgelegt wird, eine gewisse Zeit dt und 
erfolgt ein Fortschreiten in vertikaler Richtung um eine gewisse 
Strecke dy. Das Verhältnis der korrespondierenden Tncremente 
(Differenzen) beider Variablen Hess sieh auf die Form 
bringen; wo 
r, =-e~~gt, tj - —jpgdt 
Nun wurde in Betracht gezogen, dass es sich bei Berechnung des 
obigen Verhältnisses nur um eine gewisse, jedesmal au bezeichnende 
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Genauigkeit handelt. War der absolute Betrag der (von Null ver-
schiedenen) Grösse dt und demgenuiss auch die Bahnstrecke 1>J\ 
hinreichend klein gewählt, dann war 
** ' -- v mit erlaubtem Fehler 
und innerhalb der Strecke Vl\ das Verhältnis des Weges (in ver-
tikaler Richtung) zur Zeit annähernd überall dasselbe. Den so 
/.wischen Grenzen eingeschlossenen Wert von dt nannten wir un-
endlich klein; während die unendlich kleine Zeit dt verdiesst, ver-
einfacht sich die Bewegung annähernd zu einer gleichförmigen und 
geht mit der Geschwindigkeit o vor sich. 
Eine unendlich kleine Zeitdifferenz, ein unendlich kleines hi-
crement der Independenten t, wird ein Zei tdif ferent ia l , Diffe-
ren t i a l der Var iab len t genannt und mit dt bezeichnet. Wenn 
die Independente vom Werte t zu dem unendlich nahen Werte t-\-dt 
übergeht, so erfährt die Funktion y den Zuwachs 
(v + ??) dt — v dt -)- ij dt.* 
Das Glied väl ist dem Differential der Zeit proportional, in dem 
anderen Gliede ist i] = —-\gdt nicht unabhängig von db. Allein 
insofern es sich nur um das Verhältnis der Incremente und bei 
diesem nur um eine gewisse Genauigkeit handelt, stellt schon das 
Glied vdi das Inkrement von y mit hinreichender Genauigkeit dar. 
Dieser Teil des dem dt entsprechenden Incrementes von y wird das 
Different ial der Funkt ion y (das vertikale Wegdif ferent ia l ) 
in Bezug auf t genannt und mit dy bezeichnet, so dass 
dy — udt 
in einfachster Weise von dt abhängig. Wegen dieser Gleichung 
und weil
 7 
dy 
dt1 
heisst v der Different ia lkoeff ic ient oder Di f fe ren t ia lquot ien t 
von y in Bezug auf t Da 
du 
v = lim ~~; für lim dt=*0, dt 
so ist der Differentialquotient als Grenzwert des Diiferenzquotienten 
für lim dt***0 zu definieren, und es liegt also der ganzen Betrach-
tung die Voraussetzung zu Grunde, dass ein solcher Grenzwert 
existiert. 
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lim nun die allgemeine]] Erklärungen zu gehen, bezeichnen 
wir niii ..,
 x 
eine eindeutige Funktion der stetigen Variablen b und fassen einen 
nullichni Wert von x in« Auge, dem ein nullhher Funfdionsivf rl ent-
spricht. Beim Libergange zu einem anderen endlichen Werte xh 
dem der Funktionswert //t entspricht, erfahren /; und // Incremente, 
die wir mit dx resp. Jy bezeichnen werden, kürzer auch mit h 
resp. /i, so class 
h~ Jx-~,il- x, xt- x -f-A --o- + *-^) 
7^  _ Ji/ _
 tVl - ,/ =, ffa) ~ /'(^ -) u. s. w. 
Der Quotient der incremente 
ft
 :, <'/., Vi-ff /(«Q- /'O) : f(a+/Q-/fo) 
A //& a;t — x xx — x h 
ist im allgemeinen von der endlichen Variablen h = ^/x abhängig, 
deren absoluter Betrag beliebig klein werden kann, wenn auch nicht 
Null. Man hat aber bemerlt, dass hei denjenigen Funktionen, denen man 
tveitaus am meisten begegnet, und von denen der Fmilüiombegriff ur-
sprünglich entnommen ist, der JDifferenzejuotienf einem (Irenzwerte an-
strebt, wenn h sich dem (henswerte Null nähert Bin solches Ver-
halten setzen wir bei der Punktion y an der festgehaltenen Stelle x 
voraus und bezeichnen den Grenzwert des Differenzquotienten mit //: 
2, '- lim i y - lim (^±J!tzM für
 H m h „ 0 . dx li 
Bleiben x und xt hinreichend nahe bei einander, so ist 
Ay 
~-y s= y' mit beliebig kleinem Fehler. 
Die Differenz zlx ist dann unendlich klein in Kücksicht auf die 
vorgeschriebene Fehlergrenze; sie wird ein Differential der Va-
riablen x genannt und mit dx bezeichnet (Leibnitz). Das ent-
sprechende Increment von // wird hinreichend genau durch das 
Produkt y1 dx dargestellt; man nennt dieses Produkt das Differen-
tial der Funktion y in Bezug auf x und bezeichnet es mit dy 
oder df(x) oder auch wohl mit df. Danach ist dy proportional dx: 
und man nennt // den Differeutialkoefficieuten oder Diffe-
rential quotienten von ?/ in Bezug auf .'*' für den betreffenden 
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Wert der 1 ii<l<*|jt'tid<»i*i«*ii (die Fluxion bei Newton), föme Funk-
tion di lTerenti iereu heisst: ihr Differential oder ihren Differential-
quotieitten bilden. Diu Dif ferent ia l rechnung hat die Anwei-
sungen zu liefern, welche heim Differentiieren gebraucht werden. 
Die Funktion // dos Argumentes t, welche uns als Beispiel ge-
dient hat, war eine ganze» Funktion zweiteu Grades. Nehmen wir nun 
y ~ K -f bx 
als ganze Funktion höchstens ersten Grades vom Argumente ./', so 
kommt: 
?/t =- a 4 b a\, yt - // = b (xl - x), ^ = &, 
(1. ti. der Differenzquotient ist weder von x noch von Jx abhängig. 
J)a folglich auch 
h — lim — für lim A x =• (.), d. h. b— ~~- ? Ax da, 
so hat y für alle endlichen x einen Differentialquotienten, der überall 
denselben Wert behält. Weiterhin wird sich ergeben, dass bei keiner 
anderen Funktion ein Differentialquotient vorkommt, der von x nicht 
abhängt. Für jetzt sei nur auf zwei besondere Fälle der obigen 
Funktion hingewiesen. Die Funktion reduciert sich auf eine Kon-
stante: 
wenn b verschwindet; dann ist 
J T / S - O , f t y - O , ^ - = 0 , 
und mau sagt daher: Bas Differential (und der Differentialquotient) 
einer Konstanten ist Null. Die Funktion wird der Independenten 
gleich: 
ö
 ?/ = £, 
wenn man a •=-(), ü)=-l annimmt; da alsdann 
so sagt man: Ber Differentialquotient der Independenten ist Eins. 
Wie der Differentialquotient einer Funktion die Geschwindig-
keit der Bewegung angiebt, wenn die Funktion den zurückgelegten 
Weg durch die Zeit darstellt, so gewährt der Differentialquotient 
überhaupt Aufschlüsse über das Verhalten der Funktion. Wo y' 
einen endüelim Wart hat, ist y stetig (folglich y endlich in gewisser 
Nähe der Stelle). Denn für Ihn Jx^O ist 
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lim -~ ' -//, lim Jx-A), 
i x 
folglich 
Um (' ' ( • J,n — //. 0, ci. i. lim Jy—0. 
Im Falle der Diskontinuität ist daher y' — x> ;* aber es kann y' ~~ oo 
werden, ohne dass // unstetig wird. 
Wenn ?/ einen endlichen Wert hat, so kann man sich den Öinn 
der Dill'erentiale auf folgende Weise veranschaulichen. Es sei 8 ein 
positiver echter Bruch, und es werde xt auf die Werfe zwischen 
x -8 und x-\-ö beschränkt, so dass abs Jx<£.8. Ist die positive 
Zahl s beliebig klein gegeben, so wird für hinreichend kleine Werte 
von 8: 
Jy-tfJx ^ , (Jy 
8 
also ist 
abs — - - *- - - < abs & - ' ) 
O - l i m f ö - ^ ^ ) für l i m d - 0 . 
Hat mau 8 bei gegebenem £ hinreichend klein gewählt, so be-
zeichnen wir die Werte von dx mit dx und das Produkt y'dx 
mit dt)] es wird 
dy . dx dy . . . ,-, , , 
" / ^y y ~ JJ m « emem Fehler < £, 
(1. li. wenn man in gewisser Umgebimg der betrachteten Stelle die 
Veränderungen von x und y im Verhältnis von 8:1 vergrössert, so 
wird das Increment der Funktion durch ihr Differential mit be-
liebiger Genauigkeit dargestellt; die ebene Linie, welche in recht-
winkligen Koordinaten der Gleichung y=-f(x) entspricht, weicht für 
ein gewisses Intervall auch im vergrößerten Maassstabe beliebig 
wenig von der Geraden ab, welche die Gleichung 
dy^ijdx oder yt-y•«= ij' (xt-x) 
mit den laufenden Koordinaten xxyx besitzt. 
Wo ij tveder 0 noch oo ist, sondern einen positiven Wert hat, 
ist y im Zunehmen, d. h. man kann die positive Zahl 8 so an-
* Wenn y' existiert; dies ist aber für den gegenwärtigen Paragraphen 
vorausgesetzt worden (Seite 70). 
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gelten, das« alle FunklioiiMverto zwischen s und .1 t) kleiner als t/, 
alle /.wischen .f und j,-\~d grösser al« // sind. Niimni man in der 
That d* so, dass *".' zwischen // 7
 Jx "II und Uff 18 
,#•-() ./' ./.' + <) 
// + //'} i^o positiv bleibt, HO lange ^/J; 
/•wischen — tf und -|~ d variiert, so hat Jy 
für diese *r/.f das Zeichen von Jx\ daher y 
ist y + Ay<iy für die /Jx zwischen 0 und / // 
d, dagegen y-i-Ayy-y für die /^x1 zwi-
schen 0 und +d\ 
Wo }J •weder 0 noch co /^, sondern 
einen negativen Wert hat, ist y im Abnehmen, 
d. h. man kann die positive Zahl Ü so angeben, dass alle Funk-
tionswerte zwischen x und x~~ ö grösser als //, alle zwischen x und 
x -f d kleiner als y sind. Man kann näm-
A ii *% !y-
lieh # so wählen, class —^  negativ ist, so 
lange Ax zwischen — d und -\-d bleibt-
für diese Ax hat Ay das entgegengesetzte 
Zeichen von Ax, und es ist daher y-\-Ay 
für di'e zwischen 0 und — 8 gelegenen Ax 
grösser als y, für die zwischen 0 und ~f ö 
gelegenen Ax kleiner als y. 
Indess darf man nicht umgekehrt aus 
dem Verschwinden oder Unendlichwerden des Differentialquotienten 
sohliessen, dass die Funktion an der betreffenden Stelle weder im 
Zunehmen noch im Abnehmen begriffen sei. Aber wo y einen ex-
tremen Wert erreicht (überhaupt wo y weder im Zunehmen noch im 
Abnehmen ist), mnss ?/=-() oder oo werden. Wenn wir die posi-
\ 
9 
JC-<? oo JC-*Ö 
l'ig. '20. m«. ui. 
/ \ 
«*?-<$ oc oo*b 
tive Zahl ä hinreichend klein annehmen, so kommen zwischen x~d 
und x-j-d im, Falle des Maximums keine Funktionswerte vor, die 
74 §13. Differentiale. 
grösser als y sind, im Falle des Minimums keine, die kleiner 
als // sind. 
Der Entslohuiigsweiso zufolge scheint es, als sei bei der Glei-
chung
 d 
di/=-i/d% oder v~ = ?/ dx 
immer daran festzuhalten, dass x die unabhängige Variable be-
deutet. Das ist jedoch nicht der Fall. Wenn in gewisser Umgebung 
der betrachteten titelle eine eindeutige Umkehrungsfimlction % = <p(jj) nid 
stetiger Variablen y existiert und cp(if) an der betreffenden Stelle stetig 
ist, so hat auch <p(y) daselbst einen Differentialquotienten in Bezug 
auf y, der durch den reeiproJcen Wert von j dargestellt wird?" Wählt 
man nämlich die positive Zahl d hinreichend klein und nimmt Ax 
AII 
(von Null verschieden) zwischen — 8 und -f tf, so bleibt - - in einer 
gewissen, übrigens beliebigen Nähe bei ?/. Um nun zu bewirken, 
dass dx zwischen — 8 und -j- 8 bleibt,** braucht man nur Ay hin-
reichend nahe bei der Null zu halten. Für unendlich kleine Ay 
A y ist demnach - "• unendlich wenig von j verschieden; also auch /ix 
für lim Ay = Q i s t 
. ,. Au 1
 n. Ax y = lim .- 5 -. = lim —-? Ax y Ay 
d. h. der reeiproke Wert von y' ist der Differentialquotient von x 
in Bezug auf y, oder es ist 
dx 1 dy _ , 
dy y' dx 
auch in dem Sinne, dass y die unabhängige, x eine von y abhän-
gige Variable ist. 
Wird an Stelle von x eine Funktion g (u) der stetigen Variab-
len u gesetzt, so wird durch die Beziehungen 
// = /'(*•), Jß*=g(n) 
y mittelbare Funktion von u: 
_ y= f\9 («)J-
* In Betreff dieses und der beiden folgenden Sätze vergl. noch das Ende 
des § 15. 
** Dass bei jeder Verkleinerung von abs Jy die Null zu den Werten 
von Jas gebort, dass also in jeder Nähe des betrachteten Wertes von y der 
entsprechende Wert von cp (y) wiederkehrt, ist durch die Eindeutigkeit von 
f(ß) ausgeschlossen. 
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Entspricht der betrachtete Wert von x einem endlichen Werte von u, 
so kann man fragen, ob y sich auch in Bezug auf a diüerentiiereti 
lässt. Wenn mm g(u) bei diesem Werte von u stetig ist und einen 
Differentialquotienten x' besitzt, der mit y' ein bestimmtes Produkt liefert, 
wenn ferner der entsprechende Wert von g (11) nicht in jeder Nähe des 
hetraehteten Wertes von u wiederkehrt, so existiert daselbst ein Differen-
ticütßiotient von y in Bezug auf u, der durch Multiplikation der beiden 
Differentialquotienten y' und x' erhalten wird. Denn, ähnlich wie im 
vorigen Beweise, ist nicht nur für lim Ax = 01 sondern auch für 
lim Au = Q: 
y ==lim, —^? Ax 
wobei Ax nur von Null verschiedene Werte annimmt. Für lim 
Au = (d ist ferner 
Daraus folgt aber: 
, ,. Ax 
x—iim — • Au 
Ali 
i/.x' — lim - für lim Au = 0, Au 
d. h. das Produkt y'x' ist der Differentialquotient von y in Bezug 
auf Uj oder es ist 
dy , , ,dx , 
-~ — ifx = y -j~> d i) — ydx du J J du J J 
auch in dem Sinne, dass x die Funktion #(w)j dM m r Differential 
in Bezug auf u bedeutet, dass also 
dx = x'du. 
Um unter den vorstehenden Bedingungen das Differential von y 
nach u zu bilden, bildet man das Differential von y nach #, als 
wäre x Independente, versteht aber in der Formel dy = y'dx unter dx 
das Differential der vermittelnden Funktion in Bezug auf «, d. i. 
x'du] will man den Differentialquotienten von y nach w, so bildet 
man den Differentialquotienten von y nach a?, als wäre x Indepen-
dente, und multipliciert ihn mit dem Differentialquotienten von x 
nach u. In diesem Sinne gilt die Formel 
dy dy dx 
du dx du 
welche eine sogenannte m i t t e l b a r e D i f f e r en t i a t i on darstellt. 
Das Einsetzen einer Funktion g (u) für x in den Ausdruck //== f(x) 
wird unter Umständen eine S u b s t i t u t i o n genannt, durch welche 
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die Variable ./ entfernt und die „neue Variable1*' u eingeführt wird. 
Durch die Substitution / \ 
wird // in eine Funktion von u t ransformiert . Dabei bleibt unter 
den angegebenen Voraussetzungen die Dill'erentiierbarkeit erhalten, 
und die obige Formel lehrt, wie hieb der Dül'erentiahjuotient der 
transformierten Funktion auf den der ursprünglichen Funktion zu-
rückführt. 
Endlich kommt noch der Fall in Betracht, wo x und y als 
eindeutige Funktionen einer stetigen Variablen / gegeben bind, etwa 
j;-<p(7), !/-4'(t). 
Während t «ein Intervall durchläuft, kann man zu jedem Werte den 
Punkt (x, y) in Bezug auf ein in der Ebene angenommenes System 
rechtwinkliger Koordinaten konstruieren. Dadurch entsteht eine ebene 
Linie, und für diese kann man // als Funktion von &', oder x als 
Funktion von y ausdrücken. Man wird demgemäss erwarten, dass 
die obigen Gleichungen ein Abhängigkeitsverhältnis zwischen x 
und y hervorbringen. Wenn in der That x — q>(b) in einem ge-
wissen Intervall eine eindeutige Umkehrungsfimktion t — y(x) mit 
stetiger Variablen x zulässt, so wird 
eine B'unktion von x, die wieder mit f\x) bezeichnet werden mag. 
Bei einem endliehen Werte von t, dem endliche Werte von x und // 
entsprechen, kann man also fragen, ob y sich nach x differentiieren 
Hisst. Wenn nun x und y bei diesem Werte von i Differentialquolien-
ten i; und rj in Bezug auf t beulten, die einen bestimmten Quotienten 
liefern, und y(x) bei dem entsprechende)!, Werte von x stetig ist, so 
existiert daselbst ein Differmticdt/uotieni ron y in Bezug auf x, und 
man erhält ihn, indem man t] durch | dividiert. Zunächst ist nach 
dem vorletzten Satze der reeiproke Wert von £ der Differential-
quotient von t in Bezug auf x. Infolge der Eindeutigkeit von 97 (t) 
treffen aber auch alle Voraussetzungen des letzten Satzes zu. Multi-
pliciert mau also ^ 
yj mit v> 
5 
so erhält mau den Differentialquotienten von y in Bezug auf x', den 
wir wieder 1/ nennen wollen: /.. 
, Y\ dt 
lJ
 ~~ 1 ~ Ix' 
dt 
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wo bei den Differentiationen im Zähler und im Nenner / ul» Inde-
p<Mi<i<»ut<» behandelt wird. Demnach i.si 
"'-1 
dx 
auch dann, wenn // und x die Funktionen i}<(f) und q>Q), dt/ und dx 
ihr«1 Differentiale in Bezug auf / bedeuten, wenn also 
fly — tldt, da ~ %dt. 
& 14. Differentiation der entwickelten algebraischen 
Funktionen. 
Wir haben gesehen, class sieh der Differentialquotient eine) 
Konstanten auf Null, der der Tndependenten auf Eins reduciert. 
AuHser diesen Bemerkungen bedürfen wir jetzt einiger Sätze, die 
«ich auf zwei eindeutige Punktionen w, V einer stetigen Variablen x 
beziehen. Es wird ein bestimmter endlicher Wert von x aufgefas&t, 
dem endliehe Werte beider Punktionen entsprechen, und voraus-
gesetzt, da ss die letzteren daselbst Differentialquotienten nach x 
besitzen, welche itr resp. v' heissen mögen. Wenn man zu einem 
andern Werte xx der Independenten übergeht, so nehmen die Punk-
tionen gewisse Werte tix resp. vx an; setzt man 
xx~x = Ax) t<x— tl — All, Vx — V = dV) 
so ist für lim Au = 0 : 
^'-=lim
 J i 2/— Hm „ 5 du—u'dx, dv^v'dx. Ax Ax, 
Wenn v' -f- d einen bestimmten Wert hat, so besitzt auch die Fnnl-
tion u -f v an der betrachteten Stelle einen Differe,ntialquotknten wach x 
und ewar ist 
^ '*=n'4-v\ d(u-Jrv)<=du*\-dv, dx 
d, h. das Differential der Summe gleich der Summe der Differentiale. 
Denn man bat: 
At . \ / . \ / i \ / i A Aiu + v) Au , Av J(,( + v) = (n1 + r1)'-{u + v)^Au + Jv, —'JV Aoo^Äx7 
folglich:
 d, . . 
n' -f if = hm v , —' rar hmAx=**0. Ax 
Dieser Satz lässt sich auf die Differenz u — v und auf Summen 
von beliebig vielen Gliedern übertragen. Wenn v sich auf eine 
Konstante a reduciert, so wird e '~0 und 
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d(ii-\-a) = du, 
(1. h.: Hßjm .c« ciwr Funktion eine Konstante addiert wird, so ändert 
sieh ihr Dif/'ercntiah/uoticnt nicht, oder: Funktionen, die nur um eine 
Konstante differieren, haben denselben Differentialquotienten. 
Wenn an der betrachteten Stelle r>u' + ur' einen bestimmten Wert 
hat wid von den Funktionen u, v höchstens eine unstetig ist, so besitzt 
auch die Funktion uv dort einen Differentialquotienten nach .r und 
gwar 'ist
 1( . 
-A—l =
 vn' _j_ uv' tf fuv\ — v (ju _|_ u f]r_ 
dx 
Nehmen wir an, u sei stetig. Aus 
A (itv) = ?^?'j ~uv = (M + Au) (?: + ^/?') — uv — rAu + (n ~\- An)v 
ergiebt sieb: 
A(uii) Au , , , , . Av 
und daraus: 
vn1 -\- ii v' — lim -~V~ f"** üui Asr — 0. 
Wird r konstant angenommen, etwa — a, so kommt: 
d (cni) = a cht, ebenso d—*=* — •> x /
 ' a a 
d.h.: JV/ft £?/ w?<r Funktion ein konstanter Faktor oder Divisor, so 
tritt derselbe auch zum Differentialquotienten. Insbesondere ist 
d (— « ) = — <fo{. 
Führen wir noch eine Funktion w ein, so ist bei entsprechen-
der Erweiterung unserer Voraussetzungen: 
d (u vtv) = w (v du -j- n dv) -f uv. diu = r«ü du -f- Mtt" eif?1 -f ^ " tf?r 
u. s. w. Daher lautet die allgemeine Regel für die Differentiation 
eines Produktes, in welchem, höchstens ein Faktor unstetig ist: 
Man diffemittiert je einen Faktor, ohne die übrigen r.u ändern, und 
addiert die entstehenden Produkte. Die Regel lässt sich auch folgender-
massen darstellen: 
d(uv) du , dv d(nvw) du , dv , dw 
—- = - -f- -- , - ' = - 4- \- 5 U. S. W. 
uv n v uviv u v w 
Hat man nun n gleiche Faktoren v, also das Produkt un, so er-
hält man n gleiche Addenden, also 
d (un) cht
 1, s , , . , , 
u
n
 u
 K J
 ' 
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vorausgesetzt, dass n stetig und uu' bestimmt ist. Für n~% wird 
n' = 1; also ist 
d(xn) 
dx 
für jede positive ganze ZaM n (auch für n = 0). 
II?;??« rm rfrr betrachteten Stelle vn' — ur' einen bestimmten Wert 
besitzt und v ircder verschwindet noch unstetig wird, so besitst auch 
u die Fimldimi — dort einen Differcntirdrßiotientcn nach x und sivar ist 
än-
V 
dx 
AI 
V 
Vit' • 
v äi 
— 
i 
— U V 
_ 
1 — U 
t > — 
V" 
t 
dv 
t 
u 
V 
= 
— u 
du 
— -V 
f 
vf 
ir 
-n 
dv 
—5-5 
v2 
u A- = V 
111 
v± 
d. h.: Um einen Bruch zu differentiieren, bildet man das Produkt 
des Nenners in das Differential (bezw. den Differentialquotienten) 
des Zählers, subtrahiert davon das Produkt des Zählers in das 
Differential (bezw. den Differentialquotienten) des Nenners und divi-
diert den Rest durch das Quadrat, des Nenners. In der That ist 
u v(ii-\-Aii) — u(v-\-Av) vAu—uAr 
v v (v -f Av) v (v + Av) 
, u Au Av A~ v- u -
v Ax Ax 
Ax v(v-\-Ar) 
vv' — ur' — lim (v — u —- )•> v2 = Hin \v (v -f 4v)] für lim Ax = 0 
\ Ax Ax) K J-
wegen der Kontinuität von #, folglich 
t ! J ~ 
vu' — uv' V „.. 
v- Ax 
Für u = 1 ist «' = 0, mithin 
rZ-
v __ ?/ 1 _ r?T 
tf.^ ? i 3 ' •?> r a 
Wird hier -?; = ?^? wo jp eine positive ganze Zahl bedeutet, also 
dv=*puv~ldu, so kommt: 
X() '? H. IHtl(M-ciili;ilioii der enhuYkrlh'n .ll^ clir.iisclitMi Funlcüouon. 
\ora umgesetzt, (hiss ti weder verschwindet noch uuHteiig wird. Dein-
Mticli ist l'ür jede ganze Zahl </: 
d(u'i) f/it'i ' n'dj, d{.(.•') • <ix'< ~ ' tf.i. 
Die Funktion // u>' [p ganz« und > 1) luii, den Difl'erential-
((iioiionten p,i*' '. Die iuverse Funktion ./' (/// ist überall stetig 
und für alle endliehen // endlich, folglich ist sie nach // diHerentiier-
bat- und ihr Di Heren tiahpiotient der reeiproke des vorigen: 
p V (I 
Führt man in der inversen Funktion wieder x als Independente ein, 
so erhält man: , _ _ 
dfx _ l fx
 = 1 i-i 
dx p x p ' 1 
und wenn // eine Funktion von .r bedeutet, die für den betrachteten 
endlichen Wert von x endlich und stetig ist, den entsprechenden 
Wert nicht in beliebiger Nähe wieder annimmt, überdies einen nicht 
mit n zugleich verschwindenden Differeniialqtiotienten ?/' besitzt: 
dyu — — II"J' it'dx. 
P 
Diese Formel liefert das Differential von xn für jeden rationalen 
Wert von n. Wir setzen 
P 
wo <[ eine ganze, p eine positive ganze Zahl ( > 1). Für n — a*1 
liefert jene Formel: 
dVa"! -- d (.r») =» - Y • qx''-1 der — -- v dx, r
 P X' P ® 
wobei für negative n der Wert x — 0 auszuschliessen ist, und man 
hat für (dir rationalen Exponenten: 
d(xn)^--iixn-1dx, 
(1. h. um eine Potenz von x mit rationalem Exponenten nach x zu 
differentiieren, erniedrigt man ihren Exponenten um Eins und fügt 
ihr dann den Exponenten als Faktor hinzu. 
Die vorstehenden Regeln reichen aus, um alle entwickelten 
algebraischen Funktionen zu differentiieren. Liegt zunächst eine 
ganze Funktion vor: 
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// et + hx -f ex* - j - . . . 4- /•"&'", 
so hat man: 
<7<7 - 0 , </ (hx) «=» /> rf#, </ (V;«2) --= 2«# rf#, . . . , d (1cxu) -* n kxn "~1 rf.r, 
und efy/ ist die Summe dieser Differentiale, also 
rfa? 
Der Diiferentialquotient nach x existiert dalier für alle endlichen .r; 
er wird durch eine ganze Funktion des nächst niederen Grades dar-
gestellt und ist endlich mit x. Liegt eine rationale Funktion vor: 
u //=»-> 
v 
wo « und v ganze Funktionen von x sind, so ist y nach x differen-
tiierhar für alle endlichen .£, für die r nicht verschwindet, und 
zwar ist der üifferentialquotient 
du dv 
v « 
«?/ _ dx dx 
dx v2 
ii 
eine rationale Funktion, welche für dieselhen x endlich ist: ist -
r 
eine gebrochene Funktion, so ist a,uch der Differentialquotient eine 
gebrochene Funktion. Treten endlich in einer Funktion von x noch 
Wurzeln auf, so kann man jeden Funktionszweig nach x differen-
tiieren überall, wo ein bestimmter endlicher Fnnktionswert existiert;* 
der Differentialquotient ist wieder eine entwickelte algebraische 
Funktion von x (endlich, wo kein Radikand Null und kein Nenner 
Null) und zwar irrational, wenn die differentiierte Funktion irratio-
nal war.** 
$ lö. Die derivierte Funktion, 
Die ganzen Funktionen einer Variablen x sind, wie wir ge-
sehen haben, nach x differentiierbar für alle endlichen x, die ent-
wickelten algebraischen Funktionen für alle endlichen .£, denen be-
stimmte endliche Funktionsweise entsprechen. Nehmen wir über-
* Die Möglichkeit, dass in beliebiger Mibe einer Stelle der Funktions-
wert sieh wiederholt (also unendlich oft vorkommt), ist bei den algebraischen 
Funktionen abgeschlossen. Denn ist y eine algebraische Funktion von sc, so 
ist auch x eine algebraische Funktion von y\ zu jedem Werte von y gehört 
ako nur eine endliche Anzahl Werte von cc. 
-w
* Vergl. S t ick eiber ger, Grelles Journal Bd. 82 S. 45. 
Pasch, Differential- u. Integralrechnung. 6 
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haupt an, dass in einem Intervall endlicher Werfe von ./; eine ein-
deutige Funktion // / ( / ) vorließ!, die durchweg endlich und nach 
' dÜferentiierbar ist, und nennen wir// den jedesmaligen Differential-
quotieuien. Dann stellt // in demselben Intervall eine Funktion 
von .' dar, die man nach Lagrange (Theorie dos Ibnetions aualy-
tiques 17<>7) mit , ,.,, 
bezeichnet und die der iv ie r te ( abge le i t e t e ) F u n k t i o n oder die 
Der ivier te (Able i tung ; von // in Bezug auf .r nennt. 
Eine entwickelte algebraische Funktion von .t besitzt also stets 
eine Ableitung in jedem Intervall, wo die Funktion bestimmte end-
liche Werte hat. Die Ableitung ist wieder eine entwickelte alge-
braische Funktion von n. Die Ableitung einer irrationalen Funk-
tion ist eine irrationale Funktion, die Ableitung einer gebrochenen 
rationalen Funktion ist rational und gebrochen, die Ableitung einer 
ganzen Funktion ist ganz. 
Die Ableitung der linearen ganzen Funktion 
<t + hjt 
ist die Konstante /;. Die Ableitung einer Konstanten ist Null Die 
Ableitung der Independenten ist Eins. 
Kehren wir zu der mit // bezeichneten Funktion zurück und 
bilden aus ihr durch Addition der Konstanten a die Funktion 
so besitzt auch diese eine Ableitung, nämlich wieder y'. Also ist 
y nicht die einzige Funktion, von der // die Derivierte darstellt. 
Man nennt y nach Lagrange eine pr imi t ive F u n k t i o n (StaiuIn-
funkt ion) von // in Bezug auf ./. Ist y eine ötainmfunktion von 
»/, so ist // + Konst. auch ötauiniiunklion von //'. 
Seien oc. und a\, Werte 
Fig. 22 , " 
von #, //t und ?/s die zuge-
t, hörigen Werte von </, und 
\ ^ . ^ «setzen wir voraus, dass // bei 
~ j — " " " *\ und a*a stetig, %f zwischen 
a\ und j?a endlich ist, mithin 
— •$ [ -L y stetig von wt bis a\A. Ist y 
°
 Z
 konstant in diesem Abschnitt, 
so ist daselbst // überall Null. 
Anderenfalls bilden die dort vorkommenden Werfe von ?/ eine 
stetige Folge zwischen gewissen endlichen Grenzen, die selbst zu 
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Jenen Werten gehören. Von diesen Frenzen kann höchstens «ine den 
Werten ,r, und ,ra als Kunküonswert entsprechen, wenn y{ mit ;//„ 
zusammenfällt; unter dieser Voraussetzung kommt daher eine der 
Frenzen als Funktionswert vor zwischen xx und a;2, etwa bei |, 
so dass // bei ä* entweder den grössten oder den kleinsten Wert an-
nimmt. Während x die stelle | passiert, ist ;// weder im Zunehmen 
noch im Abnehmen, dabei //' nicht unendlich, folglich ?/==(). Dem-
nach verschwindet, im Falle dass yx — ?/2, die Derivierte y' min-
destens für einen Wert £ zwischen xx und x2. 
Hetzen wir jetzt, ohne über das Verhältnis von yl zu //2 etwas 
vorauszusetzen, die endliche Grösse 
h-lb _
 A 
X\ ~~ ®1 
und betrachten die in dem ganzen Intervall endliche und nach x 
differentiierbare Funktion 
g^y — Ax, 
die bei xx und x2 denselben Wert annimmt, nämlich 
yx — Axx ~y2 — A a\. 
Auch
 (c ist bei xt tmcl #a stetig, die Ableitung 
,:' = / / - y l 
zwischen xx und .r2 endlich; folglich verschwindet z' mindestens für 
einen Wert § zwischen xx und &\,, und man erhält:* 
/ • ' ( D - y l ^ O , also V.Clh-f'®. 
"UVm/ «/.so die Funktion ?/==/'(«) ''Mi «ä bis &> endlich, bei xx 
imd fl'a sfe//</ w# ««</ mischen xx und a\> die endliche Ableitung 
y'~f'(x) besitzt, so 'ist 
wo | f/«^ w gewissen Wert meischen xx und xt bedeutet und 
Schreibt man x für ,rx, ä'~j-/< für a'2, SO kann man für £ 
#-1-07* 
setzen, wo 0 einen positiven echten Bruch bedeutet, und erhält: 
f(sr + h)- f(x)-~~hf'(x + Qh). 
* üewt'ia nach Ütsaian Bonnot; niebo Serret, COTIVR de calcul diff, et 
int. (IL t'd.) T, I p. 17 — 19. 
6* 
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Über die Existenz von Dillorentialquotienten bei ./, und .r„ selbst 
wird keine Voraussetzung gemacht* HJs variiere .'' nur von .r, bis 
.*.,, mit Einschluss der (bronzen, dagegen .r0 nur zwischen ,r, und 
.*,,; wird f\x{)) mit //„ bezeichnet, so kann man setzen: 
•ß _• ! /''(£„), wo §„ zwiscben x0 und ,;'t. 
»:0 — xx 
Wenn mm /*'(/„) einem (henzwerte \\ anstrebt für lim :«„-=-xt, so fcr-
.svYc/ // <7w/< bei x-=-xl einen Differentialqiwtienten, nämlich */.** Denn 
da £() näher bei ^\ liegt als ./(), HO ist für lim ,*•„ - xt auch: 
lim /'' (|0) — y, lim !/° —^ - tj. 
Anwendungen von dieser Bemerkung finden sieh in § 20 (gegen 
Ende) und § 2G. 
Aus dem vorstehenden F u n d a m e n t a l s a t z e können wir unter 
Festlialtung der am Anfang des Paragraphen gemachten Voraus-
setzungen sofort einige Folgerungen ziehen. Wenn y' in dem ganzen 
Intervall endlich bleibt und zwischen den (hrmen desselben mir posi-
tive oder nur negative Werte annimmt, so ist y beständig im Zunehmen 
bfzw. im Abnehmen. Denn für xt < # a fällt dann yl — yL -= (xä - xt} f (§) 
im ersten Falle immer positiv, im zweiten immer negativ aus. 
Wenn y' in dem ganzen Intervall midi ich bleibt und zwischen den 
(Frenzen desselben nie negative oder nie positive Werte annimmt, so 
nimmt y nie ab, beuv. nie zu. Ist in einem solchen Falle etwa 
//i~//aj y o na/* // *n dein. Abschnitt von xt bis :t\, einen und den-
selben Wert, so dass, wenn // bei xt und *ra denselben Wert an-
nehmen soll, ohne von J\ bis j \ , konstant zu sein, sowohl positive 
als auch negative Ditferentialquotienten zwischen xt und .r2 vor-
kommen müssen. Demnach stellt in dem Fundamenfalsatze die Grösse 
/''(£;) ivcder den grössten noch den kleinsten Wert dar, welchen y' ari-
schen J \ und x% erreicht, wofern nicht // sich zwischen xx und ,ra als 
lineare ganze B\mktion von x oder als Konstante ergiebt. 
Wenn y' an einer bestimmten Hielte nicht bloss endlieh, sondern 
auch stetig ist, so bleibt der Quotient 
* Vergl. Cantor, Grelles Journal Bd. 72 R. 141; ühii, Fundamenti per 
la teoriea delle funzioni di variabili reali H. 75. 
*+ Dini a. a 0. S. 82. 
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der (1 rosse i/' beliebig nahe, so lange .*, und x„ hinreichend nahe bei 
x liegen. Die positive Zahl t sei beliebig gegeben; wählt man die 
positive Zahl <) hinreichend klein, so ist für jeden /.wischen ,/• - d 
und x-^d gelegenen Wert i* der Independenten 
ab8|/''(g) »/]<*; 
werden also .*;, und ,<, /.wischen ,r <) und ic-f-d angenommen, so 
kommt: 
Und wann ?/' /« (/tv// yan,:en Intervall glcichmässig stetig ist, so kann 
bei beliebiger Wahl, der positiven, Zahl ? 
abs (—^ - ?/) <f , überhaupt absf-1—'- — ;/') < f 
gemacht werden dadurch, dass man abs z/ir, /;<?,ow. abs (^-~./;) M«d 
abs (.t\,— .r) kleiner nimmt als eine gewisse positive Zahl $. 
Verschwindet y' im ganzen Intervall, so treffen die Voraus-
setzungen des Fundamentalsatzes zu, wie auch xx und J\2 angenom-
men werden, und es ist immer / '(£) = 0, folglich //!*=%, d.h. alle 
Funktionswerte sind einander gleich, // reduciert sich auf eine Kon-
stante. Sind // und y Funktionen, die in einem Intervall dieselbe 
endl iche Ableitung // besitzen, so kann man auch die Funktion 
i) — g nach x differentiieren und erhält: 
r / (w-v) dt) dg , . . . 
dx dx dx 
Demnach ist y — y eine Konstante, n = y + Konst. ^ÜCÄ Funktionen, 
welche dieselbe endliche Ableitung besitzen, differieren nur um eine 
Konstante Alle Stammfunktionen von y' werden daher, wenn //' 
endlich bleibt, durch den Ausdruck 
y ~\- a 
dargestellt, wo a eine willkürliche Konstante bedeutet. Ist z. B. 
//•=-?> einer Konstanten gleich, so ist bx eine Stammfunktion und 
die lineare ganze Funktion a-\-bx mit dem willkürlichen Gliede a 
stellt alle Stammfunktionen dar. 
Wenn y' im ganzen Tntervall endlich und zwischen den Gren-
zen desselben von Null verschieden ist, so wird niemals ?/x === jr/a, 
wie auch xt und xt angenommen werden, d. h. y nimmt keinen 
Wert mehr als einmal an; also ist y entweder beständig im Zu-
nehmen oder beständig im Abnehmen (§11 Seite 61), und y' hat 
HCl (; H'. l'iti Tj in^i 'u lou tuiii'i i'lioiicti K u r v e 
überall dasselbe Zeichen, Die Derivierte /'{•>) mus.s demnach zwi-
schen .<t und .r, mindeHietis einmal verschwinden oder unendlich 
werden, Calla f (J\) nnd / '(. ' ,) endliche Werie mit. verschiedenem 
Zeichen .sind, Betrachtet man statt // die Funktion / / - Aj mit der 
Ableitung //'— J , HO ersieht sieh der Salz: Wenn // nni 11 bis .*._, 
endlich ist, so nimmt ij jeden :irischnt f'U\) und /''' (J >) <jelc(/enen 
Wn-t zwischen Jr und .»'«, mindestens einmal mi. Aber die Stetigkeit 
der Funktion // folgt hieraus keineswegs. 
Zu den drei letzten Sätzen des § V,) lassen sieh jetzt folgende 
Bemerkungen hinzufügen: 
1. Wenn //' im ganzen Intervall endlich und von Null ver-
schieden ist, so liefert // eine eindeutige und endliche Um-
kehrimgsfunktion .v=-<p(j/) mit stetiger Variablen //, und 
(p (jf) besitzt eine Deri vierte, welche dem reeiproken Werte 
von ?/ gleich ist. 
2. Wird in der Funktion f(/\ das Argument M als eine ein-
deutige Funktion y(n) gegeben, welche in einem Intervall 
endlicher Werte von u endlich bleibt und eine überall end-
liche, nicht verschwindende Ableitung (j (u) besitzt, so ent-
spricht der Funktion 
/'\9 («)J die Funktion /'' 1 g (it) j // («) 
als Ableitung in Bezug auf die Variable ti, 
B. Nehmen wir endlich den Fall, wo .« und // in einem Iutor-
vall endlicher Werte der Variablen / als eindeutige und 
endliche Funktionen von t: 
gegeben sind nnd Ableitungen <p' (t), fy1 (t) in Bezug auf t 
besitzen. Ist q>'(f) überall endlich und von Null verschieden, 
so wird // eine eindeutige und endliche Funktion von ,r für 
ein gewisses Tntervall endlicher Werte, und der Quotient 
9/(0 
ist die Ableitung von // in Bezug auf x. 
§ 10. Die Tangenten einer ebenen Kurve. 
In § 13 (Seite 72) wurde bemerkt, dass unter den dort gelten-
den Voraussetzungen die ebene Linie, welche in rechtwinkligen 
Koordinaten durch die Gleichung y~f{:v) dargestellt wird, m ge-
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wüssor Umgebung dos Punktes (',//) «ich eng au eine gewisse Ge-
rade nnsehliessfc. Diese Gerade wird eine Tangen te dor Kurve ge-
nannt. Um den Zusammenhang der Tangente mit dem Diüerontial-
«Hiotienten näher darzulegen, schicken wir einige Bemerkungen voraus, 
denen die Annahme eines Systeme« rechtwinkliger Koordinalen in 
der Ebene zu Grunde liegt. 
Solange die beiden hinkte *''« aa' 
i ' ( / , / / ) und J\ (ast, !/t) auf einer 
Geraden// bleiben, hat das Ver-
hältnis 
//) - y 
J\ — x m 
einen und denselben Wert; denn 
verlegt man etwa 1\ in der Ge-
raden //nach dem Punkte •/"^(/•»//a), 
so wird 
Der Quotient m erleidet auch dann keine Änderung, wenn man 
von der Geraden // zu einer parallelen Geraden übergeht; durch die 
Richtung der Geraden // wird die Zahl m und umgekehrt durch m 
die Richtung vollkommen bestimmt; man nennt m deshalb die 
Rieht ungs kons t au te der Geraden g. Die Gleichung 
y „ y 
- — - ~ m 
st — sc 
zwischen den laufenden Koordinaten x., iL bedeutet die Gerade 
rallelen zur Abseissenaxe ist m ~ 0, für die Parallelen zur Ordinaten-
axe ist m = o e . Für alle anderen Geraden ist die Ordinate eine 
lineare ganze Funktion der Abscisse: 
?/x ~= mxx 4- (// — moo). 
Durch den Punkt Q(^rf), dessen Abscisse von x verschieden 
sein soll, ziehen wir die Parallele RQ zur Ordinatenaxe und lassen 
in ihr den Punkt 44 (£}>?<)) variieren. Setzt man 
so wird 
ij — y 
^ 0 - f t 
II 
• J 
" f * 0 , 
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1'iK 21 
•7\ 
/ 
r 
j r 
da 
Z? 
iv: A 
P 
K, 
V 
L 
Man kann also die KiehiungskoiiHfanlt' des Slrahlos !'{)„ der Hichtungs 
konstant,!.' des Strahles l'Q beliebig nahe bringen, indem man ^0 in 
der Goraden IIQ dem Punkte (J hin-
reichend nähert; man kann die Rieh-
tungskonslunte des Strahles PQn 
dem absoluten Betrag«1 nach beliebig 
gross machen, indem man dem 
Punkte Q0 eine dem absoluten Be-
trage nach hinreichend grosse Or-
dinate zuerteilt. 
Rs sei jetzt /-*(.<,//) irgend ein 
Funkt der stetigen Plankurve KL 
innerhalb deren sich keine Abseisse 
wiederholt; die Abscissen von 7f, L 
seien «, ß und zwar a<ß. Wenn (für x<ß) die Linie PL nicht 
in der Nähe von P gerade ist, so nehme man auf ihr den Punkt 11 
i-jg.25. s o 11&he bei P , das« 
//' kein durch P gezo-
gener Strahl dem Bo-
gen Pll zwischen P 
und R mehr als ein-
mal begegnet. Wie 
die Erfahrung lehrt, 
^1 . I i i kann man allemal 
von P aus einen 
Schenkel TT derart 
ziehen, dass jeder von 
aCj J"0 ß P ausgehende und 
im (hohlen) Winkel 
TPE gelegene Schenkel dem Bogen PI* zwischen T und U be-
gegnet, während kein Punkt dieses Bogens sich ausserhalb des 
Winkels TPll befindet. Man sagt vom Strahl TT und vom Schen-
kel TT) dass sie die Linie TL in P be rühren , und nennt die Ge-
rade PT die Tangen te der Linie PL im Punkte T. Die Richtungs-
konstante dieser Tangente werde mit // bezeichnet. 
Nehmen wir zuerst ?/' endlich. Der Schenkel PT schneidet 
dann eine durch E parallel zur Ordinatenaxe gelegte Gerade in 
einem Punkte Q, und man kann, wie klein auch die positive Zahl f 
gegeben sei, auf der Strecke QU den Punkt ^0 so nahe bei Q 
wählen, dass die Hichtungskonstante des Strahles PQ0 von // um 
/ 
y 
a oc 
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w«ni{j?or als ? differiert. Der Schenkel /V ,^, LreflV den Bogen /'/»' 
im Punkte /', mii der Abseisse ,/'„; man hetze ,r„- ,< <) und nehme 
die Abscisso ,r, zwischen ,r und .t -f- r> beliebig; der entsprechende 
Punkt 7', (vf,,//,) der Kurve PL liegt zwischen P und /'„, also im 
Winkel QPQn, mithin die Riehtungskonstante des Strahles J'J\ 
zwischen //' und der des Strahles JV^,, d. h. es ist 
ab« ( * ' - " * . , / ) f für <) < &\ - .* < ö. 
Vi« Sfi. 
Ist ?/--=-oo, so ziehe man wieder durch // eine Parallele zur 
Ordinatenaxe und nehme auf ihr unter Einführung einer beliebigen 
positiven Zahl Q den 
Punkt ({){) innerhalb des 
Winkels TPB derart, 
dass die Kichtimgskon-
stante des Strahles PQU 
dem absoluten Betrage 
nach die Zahl Q über-
trifft. Der Schenkel JYt>(> 
treffe wieder den Bo-
gen P7? im Punkte P0 
mit der Abseisse sr;0; es 
wird x{} - sc = d gesetzt, 
,>
 i zwischen .< und x -f- ö 
beliebig angenommen 
und der zugehörige Kurvenpunkt J\(-iu!h) zwischen P und /'„ aut-
gesucht. Die Richtungskonstante des Strahles Pl\ hat alsdann das-
selbe Zeichen, wie die des Strahles PP 0 , aber grösseren absoluten 
Betrag. Also ist diesmal 
abs -- für Q<xi~x<d. 
Mag also // endlich sein oder nicht, immer kann man die 
Richtungskonstaute der Sehne PPt dem Werte // beliebig nahe 
bringen, indem man die Abseisse von J\ zwischen x und ß in hin-
reichender Nähe bei x hält. Deshalb werden die Eigenschaften der 
Linie KL durch eine Gleichung ?/ — /(«) nur dann genügend wieder-
gegeben, wenn die Funktion f(x) nicht bloss stetig ist, sondern auch 
der Differenzenquotient, welcher die Kichtungskonstaute der Sehne 
PPX darstellt, einem Grenzwerte für l i m a ^ Ä + O zustrebt. Dieser 
Grenzwert wird der vo rwär t s genommene Differentialquo-
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liont von // in Bezug auf x genannt und ist die ßichtungskoiistanto 
der Tangente der Linie PL im Punkte P. — Ist die Linie PL in 
der Nähe von P gerade, hat sie also dort mit eiuer Geraden eine 
»Strecke gemein, so betrachtet man diese Gerade als Tangente. 
Längs jener Strecke hat // die Form u + hx, wo b die Richtungs-
konstante der Tangente und 'zugleich den vorwärts genommenen 
Diiferentialquotienten von // in Bezug auf x bedeutet. 
Es ist (für x > a) ebenso notwendig, dass jener Differenzen-
quotient einem Grenzwerte zustrebt für lim ^ — .r—-0; dieser heisst 
der r ü c k w ä r t s genommene D i f f e r e n t i a l q ü o t i e n t von // in 
Bezug auf x und giebt die Richtung der Tangente der Linie KP 
im Punkte P an. Werden die Linien KP und PL, in P von einer und 
derselben Geraden berührt, so heisst diese die Tangente der Linie KL 
im Punkte P ; ihre Richtungskonstante ist der Grenzwert des Diffe-
renzenquotienten für lim x\ — %, also der DifTe-
rentialquotient von y in Bezug auf x. Lassen 
sich jedoch die Schenkel, welche IfP resp. PL, 
in P berühren, nicht zu einer Geraden zu-
sammenfügen, so hat im Punkte P die Linie 
KL keine Tangente, die Funktion y keinen 
Differentialquotienten in Bezug auf x- die Linie bildet bei P eine 
Ecke (Knie, point saillant, point anguleux). 
Es kann sich ereignen, dass die 
beiden im Punkte P zusamniensto-
ssenden Teile einer Kurve von einem 
und demselben Schenkel der Tan-
gente berührt werden. Der Punkt P 
heisst alsdann eine Sp i t ze (point de 
rebroussement), und zwar von der 
ers ten Art , wenn (in gewisser Nähe von 7J) die beiden Teile der 
Kurve auf verschiedenen Seiten der Tangente liegen, von der zwe i t en 
Ar t (Schnabelspitze), wenn sie auf derselben Seite der Tangente 
liegen. Solange zu jeder Abscisse bloss eine Ordinate gehört, 
kann nur da eine Spitze — und zwar von 
der ersten Art — vorkommen, wo die Tan-
gente auf der Abscissenaxe senkrecht steht, 
also die Richtungskonstante y' = oc wird. 
Im allgemeinen werden beide Teile der Kurve 
in P von verschiedenen Schenkeln der 
Tangente berührt und liegen (in gewisser 
4? 16 Die Tangenten einer ebenen Kurve Ol 
Nähe von F) auf derselben Seite der Tangente. Liegen jedoch die 
beiden Teile auf verschiedenen Seiten der Tangente, ohne von dem-
selben Schenkel berührt zu werden, so wird P ein Wendepunk t 
oder In f l ex ionspunk t genannt (Fig. 2!)). 
Extreme Werte der Ordinate können nur da vorkommen, wo // 
verschwindet oder unendlich oder unbestimmt wird. Der Punkt P 
sei zwischen K und L gelegen und in ihm eine bestimmte Tangente 
vorhanden, welche keine von P ausgehende Strecke mit der Kurve 
gemein hat. Ist // —0, also die Tangente zur Abscissenaxe parallel, 
so tritt entweder ein extremer Wert der Ordinate oder ein Wende-
punkt auf. Ist ? /=oo , also die Tangente auf der Abscissenaxe 
senkrecht, so ist P entweder ein Wendepunkt oder eine Spitze; im 
letzteren Falle erreicht die Ordinate einen extremen Wert. 
Wie auch die Linie KL sich im Punkte P verhalten niag, 
immer kann man auf der Linie PL von P aus ein Stück Pll ab-
grenzen, welches folgende Eigenschaften besitzt: Kein durch P 
gezogener Strahl begegnet dem 
Bogen PR mehr als einmal; zwi-
schen P und R existiert überall 
eine Tangente, und der Bogen PR 
liegt mit allen Punkten auf einer 
Seite der Tangente. Da zwischen 
P und R weder ein Knie, noch 
eine Spitze, noch ein W endepunkt 
vorkommt, so besitzt y zwischen 
P und R überall einen endlichen 
Differential quotienten in Bezug 
auf x. Nach dem Fundamental-
satze des vorigeu Paragraphen existiert also zwischen P und R 
mindestens ein Punkt P0(%0, Vo)i ^ll welchem die liiehtungskonstante 
der Tangente mit der der Sehne PR übereinstimmt, d. h. die 
Sehne PR läuft allemal parallel zu einer bestimmten Tangente am 
Bogen PR zwischen P und R. Nennen wir wieder PT den Sehenkel, 
welcher in P berührt, so liegt P 0 im Winkel TPR} die Tangente in P0 
hat mit dem Schenkel PT einen Punkt 8 gemein. Nimmt man nun 
Px (scxi yt) zwischen Pund P 0 , so kann seine Tangente der Sehne PPÜ 
nicht begegnen; die Parallele zu dieser Tangente durch 8 kann nicht 
im Winkel PSP0 liegen, sie fällt vielmehr in den Winkel TSP0. 
Man kann R so nahe an P wählen, dass die Richtungskonstante 
der Sehne PR, mithin auch die der Tangente P0S in beliebig vor-
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geschriebener Nahe bei // liegt. Wenn mnn dann die Abseissc .r, 
zwischen x und ,r0 beliebig aiuümmi, HO Hegt, auch die Kiehtungs-
konstante der Tangente des entsprechenden Kurvenpunktes in der 
vorgeschriebenen Nähe bei //, d. h. die Riehtungskonstante der 
Taugente verändert sich in der Linie PL stetig heim IFunkle P. 
Schliesst man also die Stellen aus, wo keine bestimmte Tangente 
existiert, so ist jf als eine stetige Funktion von x anzunehmen. 
Die vorstehenden Betrachtungen beziehen sich auf die ebenen 
Linien, wie sie unmittelbar durch die Erfahrung gegeben sind. Sie 
treffen nicht mehr zu, wenn man den Begriff verallgemeinert, indem 
man die Ordinate irgend einer rein analytisch definierten Funktion 
der Abscisse gleich setzt. 
§ 17. Das bestimmte Integral. 
Wenn in einem Intervall endlicher Werte von x die Funktion 
F(x) durchweg eindeutig, endlich und nach x differentiierbar ist 
und man bezeichnet mit 
die Ableitung von J<'(x), so stellt F(x) eine StamInfunktion von f(x) 
vor. Die Funktion F(x) wird durch f(x) nicht vollständig bestimmt. 
Wenn jedoch // nirgends unendlich wird, so ist F(x) bis auf eine 
additive Konstante bestimmt; hebt man alsdann ans dem Intervall 
einen Wert it der Independenten heraus und bildet die Funktion 
so ist .: eine bes t immte Stammfunktion von //. JBs ist nämlich 
und mithin z diejenige Stammfunktion, welche bei a verschwindet. 
Es entsteht demnach die bestimmte Forderung, aus der Funktion 
// — /'(.«), welche der Voraussetzung nach Stammfunktionen besitzt, 
die bei a verschwindende Stammfunktion .;'-=• cp(x) herzustellen, d. h. 
für jede (von ff verschiedene) Zahl b im Intervall den Wert 
zu berechnen. 
Bei der Besprechung dieser Aufgabe müssen wir zunächst an 
der Voraussetzung festhalten, (tat® // durchweg von a bis b endlich ist; 
der Fall eines konstanten y ist schon in § 15 erledigt. Zwischen a 
4? 17. Dan bestimmte luic^r.tl, <)'$ 
und h schalten wir auf beliebige Weine etwa n 1 Zahlen u{a, ,.,an ~i 
ein, NO das« aax<L,.,.(/„ |/> der Orösse nach geordnet erscheinen, 
KiB 81. 
f—tH—I 1-1-1 I ••! h • 
>h: 
und setzen 
es ist dann 
//,+ÄS -f ... + A„--?> — r/, 
und das Intervall von a bin b ist in « Abschnitte zerlegt. Heizt 
inau weiter: 9 ^ ~ l M 
n
x 
so ist I/J nach dem Fnudanientalsatze des § 15 ein bestimmter Wert, 
den ?/ mindestens einmal annimmt, während .r die Werte zwischen « 
und tt} durchläuft. Tu entsprechender Bedeutung* kann man >/a ... r}„ 
für die übrigen Abschnitte einführen und erhält: 
daraus endlich wegen 95 («)==(): 
9 (?0 = » A + %/<2 + . . . +1?»/*«. 
Zur Berechnung von q>(b) wird dieses ltesultat nicht genügen, da 
man nicht weiss, welche Werte für >;x i^ .. • ty» einzusetzen sind. 
Versteht mau nun unter gtg^ ...?/« beliebige Werte von y resp. aus 
dem ersten, zweiten, . . . , nteu Abschnitt und bildet den Ausdruck 
w = ^ h{ + & \ + . . . + y„ hn, 
HO besteht allerdings zwischen cp (/>) und 20 die Differenz 
w — (p (b) =-~ 0/i - »1) /'x + 0/a ~ >fe) /*a + •.. + 0/« - V») Ä»i 
aber </<r Itetrag dieser Differenz' kann unter gewissen Umständen be-
liebig klein gemacht mid infolgedessen der gesuchte Wert ron cp(b) 
mit beliebiger Annäherung durch w ausgedrückt tverdeu. Führt man 
nämlich eine Zahl h ein, welche nicht den Wert Null, aber alle 
positiven Werte annehmen kann, und schaltet « t « a . . . a„_ i so 
zwischen a und b ein, das« die Beträge von hx k> ... hn kleiner als h 
ausfallen, so gehören zu jedem Werte von /* unendlich viele Ein-
teilungen des Intervalle» (ff... ?>), zu jeder Einteilung im allgemeinen 
unendlich viele Werte von u\ Jedem Werte von h sind also im 
allgemeinen unendlich viele Werte von zo zugeordnet, und diese 
J) | v, 17. D.IH benimmt!«' Infc^i.il 
gehören, wenn // ; li ist, mich zu //'.* Man niimni nun // immer 
kleiner und kleiner; gelingt es dadurch, die Schwankungen von ir 
beliebig zu verkleinern, so strebt ir einem endlichen Greu/,werte zu 
h'ir lim // 0, und es ersieht sich: 
q)(J>) lim <r für lim h -0 . 
Sehen wir jelzt von der Frage ah, die uns zu diesem Grenz-
werte geführt hat. Es sei // /'(.*) irgend eine eindeutig1 und end-
liche Funktion des endlichen Argumentes J , welches von a bis b 
variiert-, indem wir es dahingestellt sein lassen, oh // Stanimfunk-
tionon besitzt, oder nicht, behalten wir die Buchstaben 
n, ai (t., ... <t„~ i, hjtj,... h„, /^//SJ . . . i/„, w und h 
in ihrer bisherigen Bedeutung hei und fragen nach dem Grenzwerte 
von w für lim h~(). Zu jedem Werte von /* gehören unendlich 
viele Einteilungen, aber für die zu derselben Einteilung gehörigen 
Werte von tv lässt sich die Schwankung auf folgende Weise aus-
drücken. Sind PLPJ, ...2hi die unteren, qtq2 ... q,, die oberen Grenzen 
von y resp. im ersten, zweiten, . . . , nu'n Abschnitt, also 
die Schwankungen von >/ in den einzelnen Abschnitten, dann sind, 
solange dieselbe Einteilung beibehalten wird, die Grössen 
)h lli + V>2 K + • • • -r- Pn K, <h !h + <2s /'s + • • • + <]nh„ 
für a < b untere resp. obere, für <v>/> obere resp. untere Grenze 
von w. Mithin ist die Schwankung von w bei fester Einschaltung 
"""
 d h Q>
 Q => t\ht + )\,ÄS4- • • • + rnhn. 
Wenn ferner u\ irgend einer Einteilung entspricht, bei der als ein-
geschaltete Zahlen wieder axa,...an„x auftreten, aber noch andere 
hinzukommen dürfen, so ist 
abs (io — u\) < abs Q. 
Man gelaugt nämlich von w zu wu indem man jedes Glied von tv 
durch ein oder mehrere ueue ersetzt- Es sei nun wieder zuerst 
a < b. tat. zwischen a und ax keine weitere Einschaltung erfolgt, 
aber etwa r]t für ?/t genommen, so tritt •)/,//1 an Stelle von ?/j//a 
und es ist , , ,
 7 N . . 
abs (%/*!-2/!^) <>-,/*,. 
Sind zwischen rt und at irgend welche Zahlen eingeschaltet, und ist. // 
dadurch in die Teile L\k>... zerlegt, so tritt an Stelle des Gliedes 
*• Vergl. die HchlusHbemerkimy hi § 8. 
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//,//, <L i. V|/t,4 Utk» h-.-
eine Huninie von der Komi 
wo ?/,>/,... Werl e von // resp. aus dem ersten, /weilen, . . . Teile 
des Abschnittes (a..,a^) sind, so dass 
abs (?/t - //[) < ;•,, abs (^ >/,) < ? ' , , . • 
und wieder die Änderung dos ersten Gliedes von iv: 
abs (^^4 + ^/u, + . . . — «/, //t) < r, Ä,. 
Demnach ist die Gesamtünderimg aller Glieder nichi grösser als 
>\h1 + r,h,-}-... + rJill) 
d. li. abs (?r —1<\) < p. Für a > b ist abs (w - wx) < — p. Wenn 
endlich w und w>' irgend welchen Einteilungen entsprechen, bei 
denen alle Abschnitte unter h bleiben, so kann man die bei w 
und w' eingeschalteten Punkte zu einer neuen Einteilung vereinigen, 
welcher ws entsprechen mag. Bildet man Q' für %v\ wie Q für w 
gebildet wurde, so hat man: 
w — w' = (tu — «^) -f (tox — w/), 
abs (w — ?/>,) < abs 9, abs («^ ~ w') < abs p', 
folglich: 
abs (ic — IÜ') < abs Q -j~ abs Q'. 
Jedem Werte von h sind (im allgemeinen) unendlich viele Wert* 
von Q zugeordnet, und diese Werte gehören, wenn // '>// , auch zu //; 
bei der obigen Bedeutung von Q' gehören ^ und Q' zu demselben 
Werte von h. 
Besitzt nun tc einen endlichen Grenzwert für lim li — 0, so ist, 
wenn die positive Zahl E beliebig klein gewählt und dann h hin-
reichend klein angenommen wird, die Differenz irgend zweier zu 
diesem h gehörigen Werte von w dem Betrage nach kleiner als s. 
Es seien insbesondere w und wx zwei zu diesem // gehörige Werte, 
denen dieselbe Einteilung des Intervalles (a ... b) zu Grunde liegt. 
Dann ist abs Q die obere Grenze der Werte abs (w — % ) , anderer-
seits abs (w~ Wj) < «, folglich abs £><£, d. h. lim ^==»0 für lim 
h 0. Umgekehrt: Ist lim@=-=-0 für lim/i-=-0, so ist, wenn die 
positive Zahl e beliebig gegeben und h hinreichend klein angenommen 
wird, abs Q <-* S, abs Q' < * f, also abs (iv- id) < i, d. h. w strebt 
einem endlichen Grenzwerte zu für lim h — 0 (§9 Seite 45 f.). 
hie notwendige und hinreichende Bedingung für die Existenz eines 
endlichen Grmmvertes von tv für lim // ~ 0 ist daher 
0 0 *? 17 D.is bestimmte lnio^ral. 
lim $ 0 fia lim // <>. 
Mau kann, wenn diese Bedingung' erfüllt ist, den Grenzübergang 
vollziehen, indem man in tr setzt: 
oder 
oder 
„ A«W(«i) ,. . /W+/(«*) „ A«.-0 + A&). 
1
 " 2" ' " 2 ' ' n^ 2 ' 
bezüglich der Einteilung des Jntervalles kann man sich auf gleiche 
Teile beschränken, so dass 
& - « h—a, 
Z.B. für ?/ = > <7=1, /; > 0 ist wegen der gleielmiässigen 
Stetigkeit der Funktion // die Bedingung l i m ^ —0 erfüllt, wie 
gegen Ende dieses Paragraphen gezeigt werden wird. Nimmt man 
für b eine positive ganze Zahl Je und teilt das Tut ervall von 1 bis /.' 
in 7iW gleiche Teile, so kann man schreiben: 
( 1 1 1 \ 
lim ic -=- lim ( , « + - . - « + • • • + r ) für l imw—co.* \w~f-l «*-J-2 /*;«/ 
Wenn >c einen endlichen (Grenzwert ü besitzt, so wendet man 
eine gewisse Bezeichnung für ihn au, die jetzt erklärt werden soll. 
Zunächst führen wir ein: 
ht =•» ax —• a =•- Jt.r, k> =- ff« — at = ^ ä y, . . . , ha — /> — <7„_i «= J„.r 
in Rücksicht darauf, dass diese Grössen Differenzen von Werten 
der I ndependenten vorstellen. Dadurch wird 
w = yx Ax 'X 4- //s z/a x + ... + yn J„ sr 
eine Summe von Gliedern der Form y dz und deshalb 
w =-$y 4.T 
geschrieben, wo der Buchstabe S das Wort „Summe" vertritt. Da 
nach unserer Voraussetzung 
6 *= lim S y J(? für lim h -=<= 0, 
* Siehe unttni §§ 19 und 25. 
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so int o' von $ j/Jx für unendlich kleine h unendlich wonig ver-
schieden, d. h. 
d—^yJx mit beliebig kleinem Fehler, 
wenn man //, hinreichend klein nimmt. Die in UinHieht auf eine 
beHtimmte zu erzielende (Jonauigkeit dem absoluten Betrage nach 
hinreichend kleinen Differenzen Jx nennt man auch hier Differen-
tiale und bezeichnet sie mit </#, so dass 
6 = S ydx mit erlaubtem Fehler. 
Hieraus ist die Bezeichnung (Leibuitz) 
G = fy dx — f f(x) dx 
entstanden, gelesen: Integral von ydx (Jacob Bernoulli). Die 
Bedeutung von a kann man aber aus dieser Bezeichnung nicht voll-
ständig erkennen, da noch a und b angegeben sein müssen. Des-
halb nennt man 6 das von a bis h erstreckte Integral von ydx 
und schreibt (Fourier 1822): 
b
 - i 
Q emjy fix = jf(ß) dX\ 
a a 
a heisst die untere, b die obere Grenze des Integrales; die Werte 
von a bis b bilden das Integrationsintervall. 
Das Wort „Integral" wird noch in anderem Sinne gebraucht. 
Das soeben definierte Integral heisst ein bestimmtes oder de-
finites Integral. Ein Integral bilden, in welchem Sinne das 
Wort auch zu verstehen sei, heisst integrieren. Die beim Inte-
grieren anwendbaren Sätze und die Eigenschaften der Integrale 
machen den Inhalt der Integralrechnung aus. 
War y die Ableitung einer Funktion F(x), also auch der Funk-
tion cp(x) = F(x) — F(a)1 so ist, wie schon bemerkt: 
b 
(5 = cp(b), also F(b) — F(a)=*fyäx. 
a 
Wir halten jedoch nur die Voraussetzung fest, dass der endliche 
Grenmert <s existiert. Wenn man a mit b vertauscht, so bleibt die 
Integrierbarkeit bestehen. Denn dann kommen die Zahlen 
&, «»—i, . . . , «!*, a statt Ö, au . . . , ß„_i, ?;, 
~hn) ~hn-x, . . . , —\ statt liu \ , ..., hn} 
mithin — w statt w. Nun besitzt — w den endlichen Grenzwert — 6 
für lim h'=01 folglich ist 
P a s c h , Differential- u. Integralrerfmung. • 
98 § 17. Das bestimmte Integral. 
b a b a 
jy dx — — fy dx, fy dx -J-j'y dx = 0. 
a b a b 
Existiert also eines von diesen Integralen, so .existiert mich das andere, 
und die Vertaitschung der Grenzen hat nur einen Zeichenivechsel des 
Integralwertes mr Folge. 
Da abs Q beliebig klein gemacht werden kann, so müssen 
rx...rn endliche Zahlen sein, ebenso pt ...jö„, «fr... 2». Wird also 
mit A die untere, mit B die obere Grenze von y} mit C die grössere 
der beiden Zahlen abs A und abs J5, also die obere Grenze von 
abs y bezeichnet, so haben auch A, -B, G endliche Werte und es 
ist für a<Cb: 
w'2>Ahl + Aha + ... + Ahn und w<CBh1-\-Bh2 + ...-{-Bhn, 
d. h. AQ) — d)<w<?B(b — a), folglich auch 
A(b-a)<6<B(b-a). 
Dagegen ist A(b~a)'^>6'>_B(b — a) für a>b. Setzt man daher 
b 
1
 Jy dx~<Y)(b — a), 
1
 a 
so ist A<'Yi<,B und abs v\^C. Bei der Bildung des Grenzwertes 6 
kann man aber die Bestimmung treffen, dass für yx nicht f(a), 
für yn nicht f(b) genommen werde. Treten nun, wenn man bloss 
die zwischen a und b gelegenen Abscissen berücksichtigt, A\ B\ C' 
an Stelle von A,B,C, so ist auch 
A^n^B' und a b s ^ C . 
Man kann hieraus eine Folgerung ziehen für den Fall, wo y 
nicht bloss von sc, sondern noch von einer Variablen t abhängt, 
welche etwa der Null beliebig nahe kommen kann. Wird y mit t 
in der Weise unendlich klein, dass bei hinreichend kleinem Betrage 
von t die Werte von y für alle x aus dem Intervall (a...b) in be-
liebig vorgeschriebener Nähe bei der Null liegen, so ist 
b 
0 = lim fy dx für lim 2 = 0 . 
a 
Strebt y in derselben Weise einem beliebigen Grenzwerte zu für 
lim 2 = 0, so ist 
b b 
i J (lim y) dx = lim Jy dx für lim t =•= 0. 
a a 
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Die Grenzen der Integration mussten bisher von einander ver-
schieden sein. Es empfiehlt sich aber, auch gleiche Grenzen zu-
zulassen und unter dem Zeichen 
a 
jy dx 
a 
die Null zu verstehen. Die eben abgeleiteten Sätze bleiben dann 
giltig. 
Es seien aber a und b wieder ungleich, c eine Zahl zwischen 
a und h. Man definiere p' und 10' für das Intervall (rt...c), p" und 
to" für das Intervall (c . . . b) in der- ^ig. 3i>, 
selben Weise, wie p und w für das «. | j . 
Intervall (a...b) definiert wurden. f* l b 
Dann sind die Werte von pf + p" auch Werte von p, die von 
iv'-\-w" auch Werte von M>, mithin 
lim (p' + p") = 0 und lim (w' + to") = tf für lim Ä = 0. 
Da pr und p" dasselbe Zeichen besitzen, so ist abs p ' < a b s (p'+p")> 
lim pr = 0; folglich nähert sich w' einem endlichen Grenzwerte, ebenso 
SÜ", und zwar ist lim w' -f Hm w" = tf. Man kann y dx auch von 
a bis c und von c bis b integrieren und erhält: 
e b b 
Cy dx -f- fy dx = Jy dx. 
a c a 
Umgekehrt: Wenn man y dx von a bis c und von c bis b inte-
grieren leann, so leann man y dx auch von a bis b integrieren. 
Beweis: Zufolge der Voraussetzung bleibt y zwischen endlichen 
Grenzen von x~a bis x = b. Ist nun a,_i in der Reihe at a^...an~i 
die letzte Zahl, welche zwischen a und c liegt, und bezeichnet man 
die Schwankung von y in dem Abschnitte (a,-_i...c) mit r', in dem 
Abschnitte (c.. . at) mit r", so kann man schreiben: p = p' + p" + 0, wo 
ß = nh- r' (c - <*,_,) - r" 0 ~ c) = (r,— r') (c - m-i) + (r, - r") (a—c). 
Da 0 < r,- — r' <! B — X ; abs (c — «;-1) < 7*, so wird 
abs (V, - r') (c - a,_i) < Ä ( # - Ä), 
ebenso 
abs (r,— r") ( « , - c) < h (B - Ä), 
mithin abs 6<2h(B — Ä), so dass für lim h = 0: 
limp' = 0, lim p" = 0, lim 0 = 0 
und folglich auch lim p = 0. 
7 * 
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Eine Umkohruug dos vorletzten Sätzen ist auch der folgende: 
Bleibt y zwischen endlichen (hmsen von x-- a Ins x- b} und ist 
ydx inletjricrbar von a bis r.u jedem von b verschiedenen Werk x aus 
dem Intervalle (a...b), so ist ydx auch integrierbar von a bis b. 
Beweis: Wir nehmen a<.b an, wählen die positive Zahl s be-
liebig, die positive Zahl öt kleiner als b- a und als ~ 
und bezeichnen die zwischen a und b gelegene Zahl /; — d\ mit r. 
Wenn af_i und Q' dieselbe Bedeutung haben, wie im vorigen Be-
weise, so ist 
rt+i + ... + rH*-b- a,<b- r, rjit + ... + ?-f-i Ä/-i < Q\ 
n Ä , < ( ^ A)h, r ,-+iÄ/+i+ ... + »•»//„<(7? -A)dx< ~> 
folglich 
Q<Qt + (B-A)h + ~-
Nimmt man jetzt die positive Zahl tfa so klein, dass abs $'<-$•£ 
für h < ds, und bezeichnet mit tf die kleinere der beiden Zahlen Sx 
und #a, dann wird p < * für ?£<# und lim p = 0 für lim A=-0. 
Die unabhängige Variable konnte jeden Wert zwischen a und 
fr annehmen und die Wrerto a, b selbst; diese Werte bilden das 
Integrationsintervall für das Integral 
b 
fy äx <= 6. 
Fig. 33. 
Sind nun x und oct irgend welche 
Werte der Independenten, so kann 
^ _4 _i—- \ß
 m a n yßx 7 0 n ^ l)is ^3 von « bis a\, 
von x bis a;x integrieren, gleichviel 
^ ^ ^ ~'g ob xt zwischen a und a; oder zwi-
schen b und a? liegt. Es ist 
a-i 
fy dx -\-fy dx — A/ da? oder JV «üa? + t /V ^ "",/# ^ J 
a #i « « sc « 
dabei tritt der Buchstabe, welcher für die „Integrationsvariable" 
benutzt wird, zum Teil auch als Bezeichnung der oberen resp. unteren 
Grenze auf. Setzt man 
- •••• a t 
fy dx <=* co(xt-~ #), 
so kommt: 
--v, fydx^ul} >; 
« * .c 
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und da Jiior abs *«)<(/, HO int hei festgehaltenem J?: 
lim (itt ~-u) - 0 für lim .% — #. 
Die Grösse u isl eine Funktion von #; in dem betrachteten Inter-
vall. Wird 
J V dx - *& - f/ (as) 
gesetzt, HO können wir g(x) eine Integralfunktion von y dx 
nennen und haben: 
g (a) — 0; # (6) = 6, # («j) = %, lim wx «= u für lim ^ =•= x. 
Demnach ist die Funktion u durchweg endlich und stetig; aber u ist 
nicht notivendig nach x differentiierhar, und wo u nach x differenüiert
 t 
werden kann, ist der Differentialquotient nicht notwendig <=>y. Wir # 
hatten 
_ i _ _ _ _ _ a ) w 0 « < G ) < Ö , 
xx — x ' - -
; = r
' 
wenn a die untere, ß die obere Grenze der Werte der /•-Funktion 
bedeutet, die den Abscissen zwischen x und xx entsprechen, aber 
ein Grenzwert von co für lim xx = x braucht nicht zu existieren, 
und wenn er existiert, so kann er von y verschieden sein. Besitzt 
jedoch f{xx) einen Grenzwert § für lim xx = x, so ist g endlich und 
stellt den Differentialquotienten von u in Bezug auf x an der betrach-
teten Stelle dar; denn es ist dann 
abs t<Oj l «= lim et =» lim ß = lim w für lim xx = x. 
Insbesondere wenn y an der betrachteten Stelle stetig ist, so ist y der 
Differentialquotient von u in Bemg auf x, da alsdann 
y = lim f(xx) für lim xx = x. 
Endlich wenn y von x^abis x*=b die Ableitung einer Funktion F(x) 
darstellt, so ist „ , , . . _ . , , . 
1
 u = F(x) — F(a)', 
die bei a verschwindende Stammfunktion von y ist dann durch ein 
bestimmtes Integral ausgedrückt: 
(p (x) = JP'(a?) — F(a) = fy dx, F(x) ~fy dx + Konsi 
a a 
In diesem Falle ist (§ 15 Seite 83 f.) 
A<y<B und 7} —/(£), 
wo £ zwischen a und b. 
102 § 17. Dm huHhmiutc Integral 
Die llvdnujtuuj der Inteyrnbilititl ist stets <rftUU, wenn >l endlich 
und siel ig ist ron >i~a bis x -^b. Dann i.sl» nämlich // gleichniits.sig 
.stetig in diosom Intervall. Niiumfc uuui also die nositivo Zahl i 
beliebig und setzt unter der Voraussetzung <t<b: 
^ b-a* 
so ist für hinreichend kleines h: 
abs f f(x) ~ /'(#i) I < t, sobald abs (x -~x
 t) < h. 
Diesmal ist pi der kleinste, qt der grosste Wert von y im ersten 
A.bschnitt; die zugehörigen Abseissen dillerieren um weniger als A, 
folglich ist r1<=qi — pl<.^. Ebenso ist / '2<6, . . . , »'«<£, folglich 
Q < £ (ÄX + \ + • • • + A») i d. i. Q < £; lim 0 = 0 für lim /* = 0. 
Dasselbe ergiebt sich für « > ö . — Die Funktion u ist in diesem i 
Falle nicht bloss endlich und stetig, sondern auch durchweg nach j 
x differentiierbar und y der Differentialquotient. 
Wenn also die Funktion y des Argumentes x endlich und stetig 
ist in einem Intervall endlicher Werte, cu denen a gehört, so besitzt 
y Stammfunläionen, und zwar stellt das bestimmte Integral 
X 
fy dx = <p (x) 
a * 
die bei a verschwindende Stammfunläion dar. Diese ist endlich und 
stetig. 
Wir haben bisher vom Integrationsintervall alle Stellen aus-
geschlossen, wo die zu integrierende Funktion unendlich wird, und 
nur endliche Zahlen als Grenzen zugelassen. Man ist aber über-
eingekommen, den Begriff des bestimmten Integrales unter Um-
ständen auszudehnen. Es seien nämlich a und b endliche Zahlen, 
y eine eindeutige Funktion der stetigen Variablen x im Intervall 
von x = a bis x = b. Kann man y dx nach den bisherigen Bestim-
mungen von a bis /; integrieren, so ist y dx auch integrierbar von 
a bis zu jedem von b verschiedenen Werte x aus dem Intervall, 
und man hat:
 b 
fy dx = lim fy dx für lim x = b. 
a a 
Kann jedoch die Integration von a bis l> nach den bisherigen Be-
stimmungen nicht zugelassen werden, so ist es nicht notwendig, 
dass y dx von a bis zu jedem von b verschiedenen Werte x aus 
dem Intervall integriert werden kann, und wenn dies möglich 
8 18. Dat. uubentinnufco lutogral. \{)',\ 
isi<;* HO braucht da>s von a bis &• erstreckte Integral keinem Grenz-
werte zuzustreben für lim J; /;. Wenn aber beiden der Fall ist, 
HO nennt man den Hieb ergebenden Grenzwert da« von a bin b er-
streckte Integral und schreibt: 
f> X 
f y dx =- limj y dx für lim x ~ b. 
a a 
Wenn ferner y dx von a bis zu jedem die Zahl a übertreffenden 
Werte x integrierbar
 > ist und überdies das von a bis x erstreckte 
Integral einem Grenzwerte zustrebt für unbegrenzt wachsende x) 
ao nennt man diesen Grenzwert das von a bis -f- oo erstreckte Inte-
gral und schreibt: 
+ 00 X 
I y dx *= lim J y dx für lim x — + oo. 
a a 
Ist y dx von a bis zu jedem unter a gelegenen Werte x integrier-
bar und ein Grenzwert des von a bis x ausgedehnten Integrales für 
endlos abnehmende x vorhanden, so heisst dieser Grenzwert das 
von a bis — oo erstreckte Integral: 
— CO SB 
fy dx «= lim Jy dx für lim x «== — oo. 
a a 
Das Entsprechende gilt für die untere Grenze. 
§ 18. Bas imbestimmte Integral. 
Die Begriffe Stammfunktion und Integralfunktion lassen sich, 
wie wir gesehen haben, überall wo beide anwendbar sind, auf ein-
ander zurückführen. Da man ursprünglich nur solche Fälle in Be-
tracht ziehen konnte, so war man berechtigt, die Integralfunktion 
geradezu als Stammfunktion zu definieren. Daher kommt es, dass 
jede Funktion von x, welche in Bezug auf x die Derivierte y oder 
das Differential y dx besitzt, eine Integralfunktion oder ein In te-
g ra l von y dx genannt und mit 
fydx " 
* Ist y dx integrierbar von a bis zu jedem von b verschiedenen Werte 
aus dem Intervall, so ist zwar y clx auch von a bis b integrierbar, wenn y 
zwischen endlichen Grenzen bleibt von x*=*a bis #=»& (Seite 100), aber nicht, 
wenn j / = oo wird für &«=& oder y dem Betrage nach beliebig grosse Werte 
annehmen kann, während x sich der Zahl b nähert. 
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bezeichnet wird. Bedeutet F(x) irgend eine Stammfunktion von y, 
so hat man: 
fydx=*F(x)-\-C, 
wo Ü, die In tegra t ionskonstante , eine beliebige von x unabhän-
gige Grösse ist. Wegen des Auftretens dieser Konstanten nennt 
man das soeben eingeführte Integral das unbestimmte (indefi-
nite) Integral von ydx. Wird der Konstanten C ein specieller 
Wert beigelegt, so erhält man ein partikuläres Integral von ydx. 
Versteht man unter a und b Werte der Independenten <r, der Inte-
grat ionsvariablen, unter <p (x) die bei a verschwindende Funktion 
y (x) =~ F (x) — F (a), 
so schreibt man auch in dem jetzigen Sinne: 
x b 
(p{x)=J'ydx, also fydoc==<p(b)=F(b) — F(a) 
a u 
und nennt diese Ausdrücke bestimmte Integrale. Hiernach erhält 
man das bestimmte Integral aus dem unbestimmten, indem man in 
letzteres für x die untere und die obere Grenze des ersteren einträgt 
und den ersten Wert vom zweiten subtrahiert. 
Im folgenden wird von Integralen nur in diesem Sinne die 
Rede sein. So oft dann y die im vorigen Paragraphen gefundenen 
Bedingungen erfüllt, insbesondere wenn y in einem Intervall endlich 
und stetig ist, kann das Integral als Grenzwert einer gewissen 
Summe aufgefasst werden. Wir haben auch jetzt, wenn «, Z>, c 
Werte der Independenten sind: 
a b a o b b 
Jydx = Oy Jyäx = —fy dx, fy dx +fy dx =Jydx 
a a b a o a 
und wenn y endlich ist von x — a bis x = b: 
b 
Jydx = (b — d)ri, 
a 
wo r) einen bestimmten zwischen a und b vorkommenden Wert 
von y bedeutet. Die elementarsten Sätze der Integralrechnung fliessen 
aus denen der Differentialrechnung. Ob nämlich eine vorgelegte 
Funktion das Integral von y dx sei, wird durch Differentiation er-
kannt; es muss der nach x genommene Differentialquotient 
j - Jydx = y oder djydx = ydx 
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sein. So überzeugt man sich leicht von der Richtigkeit) der folgen-
den Sätze. 
Tritt su einer Funktion ein konstanter Faktor oder Divisor «, so 
tritt derselbe auch su ihrem Integral: 
j aydx^a I ydx, j — dx=> — I ydx; 
insbesondere ist 
f— y dx = —Jy dx. 
Eine Summe oder Differenz integriert man, indem man die Glieder 
ein sein integriert: 
J(u -\-v)dx — fu dx-\-fvdx, f(u — v)dx =ju dx —jv dx. 
Dieser Satz gilt für Summen von beliebig vielen Gliedern. 
Wenn n eine rationale Zahl ist, aber nicht = — 1, so hat man: 
lxndx=*——: + C J w-f-1 
Hieraus ergeben sich zunächst die Formeln, 
fdx^*x + G, Jxdx = -^-\-C, fx*dx*=-ä+C u. s. f., 
mit deren Hilfe man jede ganze Funktion 
a 4- hx -f c%* + • • • + kxn 
integriert. Es ist 
f(a+Jjx+cx2+..,+ kxn) dx =fadx+Jbx dx+fex2dx+...+fkxn dx 
= afdx + bfx dx + cfx* dx -f... •+- kfxn dx 
= C + ax+\x*+^x*+...+ -^x*+\ 
also das Integral einer ganzen Funktion ist wieder eine ganze Funk-
tion und zwar vom nächst höheren Grade. 
Man findet ferner folgende Integrale von gebrochenen ratio-
nalen Funktionen: 
/
*dx 1 .
 n fdx 1 fdx 1 n „ 
Wenn man endlich für n gebrochene Zahlen einträgt, so erhält man 
Integrale von irrationalen entwickelten algebraischen Funktionen, z. B. 
fYx dx = -| x y% + 0. 
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Diese Formeln reichen in vielen Fällen zur Integration von 
entwickel ten a lgebra ischen Funk t ionen aus, aber nicht immer, 
da sie schon i'ür das Integral 
/ 'dx J * 
keinen Ausdruck liefern. 
Die Integration wird oi't durch Einführung einer anderen Va-
riablen erleichtert. In dem Integral 
Y^fydx 
kann die Variable u für x s u b s t i t u i e r t werden, wenn sich x als 
Funktion von u darstellt und u als Funktion von »•, und wenn 
überdies x sich nach u difl'erentiieren lässt. Es ist nämlich y die 
Ableitung von Y in Bezug auf x. Durch die Substitution werden 
x, y) Y Funktionen von u} und die Ableitung von l r in Bezug auf u 
erhält man, indem man y mit der Ableitung von x nach u niulti-
pliciert, d. h. es wird r*
 ({x 
Y=> I II -r- du. 
J du 
Das vorgelegte Integral ist somit in ein anderes t r ans fo rmie r t , 
wo u die Integrationsvariable und 
dx 
y
 dii 
die zu integrierende Funktion ist. Kann man das transformierte 
Integral auswerten, so erhalt man Y als Funktion von u und mittels 
der i iüeksubs t i tu t ion ( inversen S u b s t i t u t i o n ) schliesslich als 
Funktion von x. 
Wenn a und b Werte von x sind, denen resp. a und ß als 
Werte von u entsprechen, so ist 
jyilX~J V dl dU> Jyd'X Z)yd^ dlL 
a a a ix 
, Setzt man beispielsweise, a und b konstant gedacht, & nicht null: 
a-\-ox<= u, also x ~ --=— » 
so wird 
dx 1 P, , N , /*«*" -, 1 C -, 
__ B= ~, § (a-\-bx)ndx<= I Y du=-* =- / undu. 
Ist also n rational und von — 1 verschieden, so kommt: 
(a + b x)n dx — ,-T—r-.-r + 0 — - 7 -/—-. -n + 0. 
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Wir .schon bei Gelegenheit, der Substitution, dann im un-
bestimmten Integral das Differential ebenso behandelt wird, wie in 
der Differentialrechnung. Infolgedessen schreibt man, wenn w und v 
Funktionen von x sind, v' die Ableitung von v: 
ftidv für fuv'dx. 
Ein Faktor der zu integrierenden Funktion ist die Ableitung einer 
Funktion v. Besitzt nun u die Ableitung a\ so dass 
d (uv) =*= (uv' + vu') dx, also u v = Cuv' dx-\- jv u' dx, 
so erhält man folgende Formel, welche die sogenannte te i lweise 
I n t e g r a t i o n darstellt: 
Ja dv=*uv ~ fvdu=*uv — fv u' dx. 
Hierdurch zerlegt sich das erste Integral in zwei Teile, von denen 
der eine keine Integration mehr erfordert, und es ist die Integra-
tion der Funktion W auf die der Funktion W zurückgeführt. Beim 
Übergange zum bestimmten Integral ergiebt sich: 
6 b 
Juv' dx = [uvfa — fvu' dx. 
a a 
Bedeutet nämlich X irgend einen Ausdruck, der x enthält, so wird 
unter dem Zeichen . 
ml 
die Differenz der beiden Werte von X verstanden, die beim Ein-
tragen von a und b für x herauskommen, den ersteren als Sub-
trahend 'genommen. 
So ist 
J *fl+*) % -/a+*) ^ — ^ -f- \" c1+»> 
1 + x Cdx 
Auf direkterem Wege findet man: 
Scheinbar weichen beide Ergebnisse von einander ab, da im zweiten 
das Glied — 1 fehlt; indess muss man sich erinnern, dass die Er-
gebnisse stets um konstante Zahlen differieren dürfen. Das Integral 
lOS 5 l!>. K\j)tm«ni.iiiirimkti<>u und Lotfuriünmih. 
ist übrigen« nicht ausgewertet, sondern mir auf das schon er-
wiilmto Integral ,, , 
zurückgeführt, zu dessen Untersuchung wir uns jetzt wenden. 
% 10. Exponentialfunktion und Logarithmus. 
Dm Variable .?; werde auf das Intervall zwischen 0 und + co, 
also auf die endlichen positiven Worte beschränkt. Alsdann ist der 
reeiproke Wert von x eine endliche und stetige Funktion von ,r; zu 
•ihm gehören also Stammfunktionen, und wir wollen die bei $ = 1 
verschwindende Stamnifunktion mit y oder fix) bezeichnen, so dass 
/ 
x 
Die Derivierte von y 
der x 
ist überall positiv, folglich y nicht bloss endlich und stetig, sondern 
auch beständig im. Wachsen. Demnach ist y positiv für # > 1 , ne-
gativ für %<Cl. 
Im folgenden werden unter a und h positive Zahlen verstanden. 
Bei der Substitution 
ax = u 
wird auch u positiv; %=>! giebt w==«, x — h giebt w = a&. Aus 
(üa? du 
x ~ u folgt: 
oder 
ab 
dx 
/
'dx f*du __ fdx _ f*dx __ /' a 
x J u J x
 ff x J x 
f(«&W(«)+ /"(&), 
was auf beliebig viele (positive) Faktoren ausgedehnt werden kann. 
7 
Schreibt man für b, so kommt: 
a ' 
K a ) ~W)"~^' insbesondere / ' ( ^ J « - f(a). 
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Bedeute! 11 irgend eine von Null verschiedene rationale Zahl, 
.r" einen positiven Wert und wird 
eingeführt, HO ist u- 1 für x ~ 1, u---au (positiv) fftr x 
man erhält: 
du 
u 
dx /'du (\U 
J f it f u 
a, und 
Folglich gilt für jede rationale Zahl w die Gleichung: 
f(an) — nf(a), wo «"positiv. 
Man sieht hieraus, das« y beliebig grosse Werte annimmt. Wählt 
man nämlich « > 1, so fallt f(a) positiv aus, und um einen Funktions-
wert f(an), grösser als eine gegebene Zahl, zu erlangen, nimmt 
man einen hinreichend grossen Exponenten n. Mithin ist 
lim y = -{-co für Hm x = + oo, 
d. h. wenn x zwischen 1 und -f- co variiert, so durchläuft m wach-
send alle positiven Zahlen. Variiert x dagegen zwischen 1 und 0, 
so durchläuft y abnehmend alle negativen Zahlen, da /*(—) ~~f{x\ 
und man hat: 
lim y = — oo für lim x =- 0. 
Dieser Verlauf wird durch die bei- vi« 3 t. 
gefügte Figur veranschaulicht. Man 
kann nun die Werte 0 und -f- co dem 
Intervall von x einfügen mit der Be-
Stimmung, dass 
/'(0) = —oo, f(-f- oo) = + oo. 
Auch dann ist y eine durchweg ste-
tige Funktion von X, die keiuen Wert 
mehr als einmal annimmt. 
Das Integral y besitzt Grenzwerte für lim x — 0 und für 
l im# = +°c>. Den Wert x°=*Q hatten wir ausschliessen müssen, 
weil bei ihm die zu integrierende Funktion unendlich wird, den 
Wert x = oo, weil wir von vornherein nur endliche Zahlen als Gren-
zen kannten. In Rücksicht auf die Erweiterungen, welche der Be-
griff des bestimmten Integrales am Schluss des § 17 erfahren hat, 
{1() § 19 Exponentialfunktion und LogariÜmmn 
können wir jedoch auch jene Grenzwerte /(()) und /*(-{- oo) als In-
tegrale schreiben, nämlich 
0 -fco 
fd-?-f[f))- -oo, |'^-/>(+oo)-+oo. 
1 1 
Die Funktion f(x) lässt infolge ihres oben beschriebenen Ver-
haltens eine eindeutige und stetige Umkehrungsfunktiou 
x~~y{y) 
zu, deren Argument y alle Werte von — oo bis -f- oo durchläuft, 
während sie selbst in beständigem Zunehmen von 0 bis + °o va-
riiert. Man hat: 
<p(— 00) = 0 , 90 (0) = 1, <p(-f- oo) = -f 00. 
Für ?/<0 ist £ < 1 , für y>0 ist # > 1 . Führt man wieder eine 
endliche und von Null verschiedene, positive Zahl a ein und setzt 
der Kürze halber
 n, , . 
/ ( « ) - 4 , 
so ist auch <p(yA) eine stetige Funktion von y. Für jedes ratio-
nale n ist: 
f(an) = nA7 (p(nÄ)z=an, wo an positiv, 
also <jp (11A) als ni0 Potenz von a berechenbar. Da man jedes ir-
rationale n als Grenzwert einer rationalen Veränderlichen r darstellen 
kann, so ist auch für irrationale n: 
(p (nA) — Hm ar für lim r = n. 
Dass die positive Potenz ar sich einem Grenzwerte nähert, wenn r 
einem Grenzwerte n zustrebt, ist bereits bemerkt worden; es be-
ruht auf dieser Thatsache die Erweiterung, «welche der Potenz-
begriff erfahren hat, indem man auch den Grenzwert von ar eine 
Potenz nennt, und zwar die «t0 Potenz von «, und für diese Potenz 
dasselbe Zeichen wie für die Potenzen mit rationalem Exponenten 
in Gebrauch nimmt. Die (reelle positive) yiü Potenz von a wird 
hiernach für alle y durch cp(yA) dargestellt: 
9>Cyf(«)J-«ri f(p)-vf(fi)-
Von grösster Wichtigkeit für die Auffassung der Funktion cp (?/) ist 
die Zahl 93 (1), die man nach Euler mit e bezeichnet und als eine 
irrationale Zahl erkannt hat. Es ist* 
Yergl. unten § 27. 
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9 > ( l )« f i«2 ) 7182818 . . . ) f(e)~l. 
Indem man e für a einsetzt, erhält man: 
9(2/) — ^ , e'('c) = £, e^/^ = ^ , 
d. h. 9 (2/) bedeutet die (reelle positive) yte Potenz der Grundzahl G. 
Die Funktion cö> des Argumentes y wird eine E x p o n e n t i a l -
funkt ion genannt, weil y als Exponent zur konstanten Grundzahl a 
hinzutritt; im engeren Sinne heisst & die Exponentialfunktion. Be-
sondere Werte sind: 
e-ao = 0, e+c c = + co, 12 /=1 für alle endlichen ?/, 
ß - c o ^ g + o o ^ ^ ^ a + c o ^ g - c o ^ o für 0 < « < 1 , 
ör-«> = er-«> = 0, a + ^ ^ e + ^ ^ - f o o für a > l . 
Dagegen ergeben sich keine bestimmten Werte für 
0°, O00, 1°°, oo°, oo00. 
Die mit dem Potenzbegriff vorgenommene Erweiterung be-
währt sich dadurch, dass alle Regeln für die Rechnung mit Poten-
zen gütig bleiben. Aus den Eigenschaften der Integralfunktion 
1 
ergiebt sich dies folgen dermassen. Für positive a, b und beliebige 
a, ß ist zunächst 
folglich: 
/•(>«<) =f(att) + f(aß) = (« + ß)f(a) ^f(aa+*), 
. f[(<*Y] -18 /• ( O - a/3 /*(«) - f (a«?\ 
f[(aby\ ~uf{al)-af(a) + a f(b) = f(aa) + /"<>) - f(a«l«) 
und mithin: 
fl« aß = ««+.«, — = att-fif (««)/*— ««<*, 
Wir nehmen a von 0, 1, 00 verschieden und betrachten die ein-
deutige und stetige Funktion des Argumentes y*. 
Während y von — co bis + 00 variiert, durchläuft 0 für 0 < a < 1 
alle Werte von -f <x> bis 0, für « > 1 alle Werte von 0 bis +005 
also ist y für das Intervall von g = 0 bis 0 = + co vollkommen be-
\\*J i} l'.l. Kvpowmüalfmildion und Lo^nrithnui'i, 
stimmt als clor Exponent derjenigen Potenz von r/, die <l<m Wert r: 
liut. Dieser Exponent heisst aber der Logarithmus von ,c in Be-
zug auf die Basis a: 
HO dass 
"log U O , "log «--. 1, "log«'/ ?/, rt"1"«" -»?/, ''log.r=~/'(^'). 
?/ --"log 0, 
Die Logarithmen, welche zu einer und derselben (von 0, 1, oo ver-
schiedenen, übrigens positiven) Basis gehören, bilden ein Loga-
r i thmensys tem. Für die Analysis ist von besonderer Bedeutung 
das System mit der Basis r, das sogenannte na tü r l i che oder 
Nepersehe Logar i thmensys tem. Im Gegensatz zu diesem heissen 
die anderen künstliche Systeme; zu den letzteren gehört das gemeine 
(vulgäre, Briggische, dekadische) Logarithmensystem mit der Basis 10. 
Es ist also c die Basis der natürlichen Logarithmen, die wir kurz 
mit log bezeichnen und im engeren Sinne Logarithmen nennen 
werden. Die Logarithmen aus verschiedenen Systemen lassen sich 
leicht aufeinander zurückführen; es ist 
s=(&== (j) f'iog ay=hij •Bioff a — ? / ' i o g " • "irMi'; 
folglich 
''log <c=''logff ."log.?, 
woraus für z — b: 
1 "1O<T r 
''log ««=»-?—=-» also ''log,3= - ö . 
°
 alog b ' «log b 
Insbesondere dient zur Zurückführung auf natürliche Logarithmen 
die Formel: , 
«i l o Sff 
log a 
in welcher der sogenannte Modulus des Systems mit der Basis a 
1 
=«log e 
log a 
vorkommt. Aus den Eigenschaften der Funktion / (ss) ergeben sich, 
da f(x) = log Xj ohne weiteres die Grundregeln für die Rechnung 
mit den natürlichen Logarithmen, welche leicht auf beliebige über-
tragen werden, nämlich: 
(t log(«&) = log « + log ?;, logy- — log a — log b1 log <7a = «log «, 
insbesondere 
1 
log = — log b, log ß*= flj, ft1"««" — u\ 
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Die Funktion log«: ist auf positive Argumente beschränkt; variiert 
x von 0 bis -{-oo, so variiert log« stetig in beständigem Wuchsen 
von --OD bis + c o ; es ist 
log 0 •--•• — co , log 1 =•(), l o g e ^ l , log (+ 00)=----+ co. 
Die Logarithmen der positiven ganzen Zahlen k werden nach § 17 
(Seite üß) durch folgende Formel als Grenzwerte von rationalen 
Zahlen dargestellt: 
log /.; «= lim (-•-'-— -f- - — - -f... -f - - ) für lim m — 00 .* a
 w + 1 m-\-2 km/ 
Den Differentialquotienten der Funktion /"(#), also d,es natür-
lichen Logarithmus von #, kennen wir bereits; für alle x zwischen 
0 und 4- co ist „ . 
d log x __ 1 
dx x 
Daraus wird sofort der Differentialquotient des Logarithmus mit 
der Basis a abgeleitet: 
äa\og x __ 1 __ alog e 
dx x log a x 
Auch die Exponentialfunktion e® lässt sich differentiieren. Wenn 
man ex mit y bezeichnet, so kommt: 
. dx 1 dt/ 
a-tog„,
 J r ? &-»-", 
also für alle endlichen x: 
ü (6<l') 
dx ' 
d. h. die Exponentialfunktion ff ist gleich ihrer Ableitung nach x. 
Für die allgemeine Exponentialfunktion 
ergiebt sich durch mittelbare Differentiation: 
•~~
Ä
 —> <p log a. 
dx & 
Dies sind die ersten transeendenten** Funktionen, die wir 
differentiieren lernen. Auf sie lässt sich unter anderen die von 
x =>0 bis x= + <x> giltige Funktion 
x
n
^e
nla
^
x
 (n konstant), 
* Siehe unten § 25. 
** Vorgl. § 23. 
P a s c h , Differential- n. IntoKralroolnuing. g 
^14 § 20. Quadratur und Rektifikation. 
d. i. die Potenz von x mit beliebigem (endlichen) Exponenten, die 
für irrationale n transcendent ist,* zurückführen. Wieder durch 
mittelbare Differentiation erhält man für alle x zwischen 0 und 
+ oo: 
a\x") 
= n x
n dx , ) 
wie bei rationalem Exponenten. Dementsprechend gilt auch die 
Formel für die Integration von xn jetzt allgemein. Es ist bei be-
liebigem (endlichen) Exponenten n: 
ß xndx*= —:~j + C, wenn n nicht — 1. n-
Zugleich besitzen wir jetzt die ergänzende Integralformel: 
dx J log x + C oder log (— x) + (7, x 
jenachdem x positiv oder negativ; für positive x ist 
V 
dx 
/ • 
l0ff#. 
X ° 
Fügt man noch 
dxdx = ex+C, axdx=-, \-C 
J l o g « 
hinzu, so kann man mit Hilfe dieser Formeln eine ausgedehnte 
Anzahl von Funktionen integrieren. 
§ 20. Quadratur und Rektifikation. 
Die Ermittelung des Flächeninhaltes ( Q u a d r a t u r ) von ebenen 
Figuren mit krummliniger Begrenzung und die Ermittelung der 
Länge . (Rek t i f ika t ion) einer ebenen Kurve aus der analytischen 
Darstellung der betreffenden Figuren sind Aufgaben der Integral-
rechnung. Mehrere Probleme dieser Art sind sehr alt und schon 
von Arch imedes gelöst worden. 
Wir beginnen mit der Berechnung des Inhalts einer ebenen 
Fläche, zu deren Begrenzung die krumme Linie KL gehört. Dabei 
setzen wir rechtwinklige Koordinaten voraus; die Linie KL wird 
so klein angenommen, dass keine Abscisse sich wiederholt, und 
dass die Abscissenaxe nirgends überschritten wird. Ist (sc, y) irgend 
* Vergl. § 23. 
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mg. 35. 
ein Punkt der Linie KL, («, ./i) der Punkt K, (7>, /:») der Punkt X, 
80 wird y als Funktion von # aufgefasst, und das Intervall der 
Independenten erstreckt sich von 
a bis 1). Wir setzen: 
y = f(x). 
Diese Funktion ist eindeutig, 
endlich und stetig anzunehmen 
von x — a bis x — 1). Da die 
Abseissenaxe nirgend überschrit-
ten wird und mithin (§ 10 
Seite 53) die Funktion ihr Zei-
chen nicht wechseln kann, so 
wollen wir annehmen, dass sie 
durchweg positiv ist, was sich 
durch geeignete Wahl des Ko-
ordinatensystems stets erreichen lässt. Bndlich wird a<J) voraus-
gesetzt. 
Aus der krummen Linie KL, den Ordinaten ihrer Endpunkte 
und dem durch sie herausgeschnittenen Teile der Abseissenaxe setzt 
sich die Begrenzung einer gewissen ebenen Fläche F zusammen. 
Auf Flächen dieser Art kann man jede andere zurückführen; wir 
beschränken uns daher auf die Figur F und fragen, was man unter 
ihrem Flächeninhalt zu verstehen habe. 
Teilt man die Linie KL etwa in n Abschnitte durch die 
Punkte JSTj, IC%,..., Kn~i, so sind die Teile KKU K±K21..., Kn~xL 
im allgemeinen wieder" krumme Linien. Die E r f a h r u n g l e h r t 
aber , dass bei l ange genug f o r t g e s e t z t e r Z e r l e g u n g zu-
l e t z t die e inze lnen Te i le der k r u m m e n Linie von ge raden 
S t r e c k e n n i c h t mehr u n t e r s c h i e d e n w e r d e n können . Stellen 
wir uns vor, dass dies bei obiger Einteilung erreicht ist. Man setzt 
alsdann an Stelle der krummen Linie KL die gebrochene Linie 
KKiK^^-Kn-tL, dementsprechend an Stelle der Fläche F eine 
nur von geraden Strecken begrenzte. Der Inhalt der letzteren wird 
nach elementaren Vorschriften berechnet; ihn nennt man geradezu 
den I n h a l t der Figur F. Indem wir jetzt die analytische Dar-
stellung dieser Zahl untersuchen, wird sich zugleich zeigen, wie 
ihr allemal hinreichende Bestimmtheit innewohnt, trotz der bei 
ihrem Zustandekommen obwaltenden Willkür. 
Es seien ax a2 ... an—i die Abscissen, Ax A%... An—i die Ordinaten 
der Punkte KxK%...Kn—x'., die Ordinaten sind positiv. Ferner sei 
ins § 20. Quadratur und Rektifikation. 
at- et hu « 8 - r t , </<J8, . . . , f t ««_ i Ä„-, 
auch diese Zahlen sind positiv. Jone geradlinig begrenzte Fläche 
zerfällt in n Trapeze». Das erbte denselben bat zwei parallele Holten 
von der Länge A resp. Ax und eine zu diesen senkrechte Heile von 
der Länge ht, also den Flächeninhalt 
\1>X(A + AX), 
u. a. f. Die Zahl, welche den Inhalt der Figur F darstellen soll, 
ist demnach 
J hx {A + At) + J ha (Ax + A,) + . . . + J hn (A*- x + 7i) - 5 {wx + M«,)", 
hier sind 
wx *=*Ahi + A1ht + ... + An^Jini w'j, =- ^ 7*! H- -4g7ia + . . . + Bhn 
besondere Werte des in § 17 eingeführten Ausdrucks 
w « yxlix 4- &Ä* + • • • + 2/A, 
in welchem die (positiven) FunMionswerte yxy^...yn resp. aus dem 
ersten, zweiten,..., nion Abschnitt beliebig genommen werden können. 
Nennen wir wieder h eine Variable, die beliebig kleine positive 
Werte annehmen kann, nur nicht die Null, und nehmen die Strecken 
Jilhz.,.h)l kleiner als Ä, so nähert sich w einem endlichen Grenz-
wert a für lim h = 0, und es ist auch 
et •= lim wx — lim wt = lim \ (ivx + u\) für lim h = 0. 
Wenn wir nun behufs Ermittelung der Fläche auf der Linie KL 
noch weitere Punkte einschalten, so wird die Grösse -J (Wj-H^) bei 
der rein analytischen Berechnung (im allgemeinen) Veränderungen 
erleiden. Da sie aber bei der empirischen Bestimmung durch die 
erforderlichen Abmessungen nicht mehr merklich verändert wird, 
so müssen jene Differenzen sich innerhalb der der Aufgabe an-
gemessenen Fehlergrenze bewegen. Eine solche Differenz (positiv 
genommen) sei s. Man nehme h so klein, dass alle ihm ent-
sprechenden Werte \ (wx + w2) von einander und von 6 sich um 
weniger als e unterscheiden. Dann kann man 6 für \ (wx + w%) 
schreiben, d. h, es ist 
2 (wt + «0») — # mit erlaubtem Fehler. 
Hieraus fliesst die Berechtigung, wie es in der Analysis geschieht, 
den Grenzwert ö den Flächeninhalt der Figur F zu nennen. Nun 
war a das von a bis 1 erstreckte Integral von y d$\ folglich ist 
unter den angegebenen Voraussetzungen der Flächeninhalt der von 
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der Linie KL, den Ordinalen ihrer Endpunkte und der Abmasenaxa 
begrenzten Figur gleich 
. ( • 
y dos, 
ein "Resultat, das auch richtig bleibt, wenn KL eine gerade Strecke 
oder eine gebrochene Linie ist. Man kann 
b 
J y dx = (b — a) TJ 
setzen; dann bedeutet 17 eine besiniuite zwischen der grössten and 
kleinsten liegende Ordinate und entspricht einer bestimmten Ab-
seisse zwischen a und b. Also ist jedenfalls <? > 0. 
Weil hiernach die Integrale stetiger Funktionen als Flächen-
werte gedeutet werden können, nennt man überhaupt Integrationen 
der Art, wie wir sie hier betrachten, Quadraturen im Gegensatz 
zu den anderen. 
Wird der Bogen KL *%• 36. 
beispielsweise auf dergleich-
seitigen Hyperbel 
-'
==s
 x 
angenommen (a und b posi-
tiv), so ergiebt sich der 
Flächeninhalt gleich 
/ 
(ICO 1 1 1 
— = log b — log a 
00 
7 b 
- l o g - . 
Ein anderes Beispiel bietet der um den Anfangspunkt 0 mit 
dem Halbmesser 1 beschriebene Kreis 
Wir nehmen K auf dem Schenkel der positiven Ordinaten, also 
mit der Abscisse Null, L mit positiven Koordinaten a, b. Dann 
variiert x von 0 bis a} und 
y^Yl — x% (positiv genommen) 
118 s ÜO yu.uli i i l i i i unil l inkl i l i lu thon 
isl. (3inc eindeutige, endliche und stetige Funktion von .t uiil der 
Derivierten 
IL 
1 iK .17 
\ 
dx 
X l 
j / i --.** tj •'' v y 
Der zu bestimmende Flächeninhalt 
wird durch das Integral 
\ 
jihV 
a 
dargestellt. Subtrahiert mau hier-
von den Inhalt des rechtwinkligen 
Dreiecks mit den Katheten a) 6, so 
erhält man den Inhalt des Kreis-
sektors HOL-. 
• x
A
 - -l a b. 
0 
Nim kommt bei teilweiser Integration (§ 18 Seite 107): 
I y dx=*- xy — I x ~dx=-^y — j (y J dx, 
a a u 
j y dx = [xy\l -J y dx + / ~\ 
0 0 0 
a a 
2 / y dx~-ab= I —? 
o o 
Sektor KOL - 4 / '— - i / ,_- , 
0 0 
zunächst mir für a < 1, da auf der rechten Seite der vorletzten 
Formel die zu integrierende Funktion unendlich wird bei a—1. 
Die linke Seite jener Formel ist aber eine stetige Funktion von a 
auch bei a = 1, mithin strebt das rechts stehende Tntegral einem 
endlichen Grenzwerte zu für lim a = 1, die obere Grenze 1 ist zu-
lässig (§17 extr.) und ohne Einschränkung 
" dx 
§ täd. Quadratur und HdKtifikniioti, 11J) 
** 
Wir wenden uns jetzt zur Rekt i f ikat ion eine« ebenen Kurven-
bogens A'/v, indem wir wieder rechtwinklige Koordinaten einführen 
und voraussetzen, dass keine Abseisse sieh wiederholt.. Die Ko-
ordinaten x1 y des die Linie durchlaufenden Punktes sind von ein-
ander abhängig; es sei wieder a die Abscisse von A', b die von L, 
a<Cb und ,,, , 
y ist eindeutig, endlieh und stetig von x-~=-a bis x•=•-!>. Wir müssen 
ausserdem die Linie KL so klein annehmen, dass in jedem Punkte 
eine bestimmte Tangente vor- ^
 38, 
handon ist (§ 16) 5 die Rich-
tung der Tangente verändert 
sich dann stetig von Punkt zu ]£ 
Punkt. Endlich müssen wir 
Tangenten ausschliessen, die 
auf der Abscissenaxe senkrecht K 
stehen; dies erreicht man durch 
Vertauschung der Koordinaten-
axen, nachdem man die Linie ~ a a, co* w 
erforderlichenfalles in Teile 
zerlegt hat. Somit hat y eine endliche und stetige Ableitung y'. 
Auf der Linie KL werden die Punkte K1K2...Kn—i wieder so 
eng eingeschaltet, dass die entstehenden n Teile der krummen Linie 
von geraden Strecken nicht unterschieden werden können; aus den 
geraden Strecken KKU KtK%,..., Kn~iL setzt sich eine gewisse 
Länge zusammen, diese nennt man die Länge des Bogens KL. 
Um eine analytische Darstellung der Länge zu erhalten, seien wieder 
«xfl^...«»_i die Abscissen der eingeschalteten Punkte, also 
1% 
O/i ~~~ Cl —— lb^ , «<> «1 —Ägj •hn 
positiv; ausserdem sei 
abs [/(%) -f(a)\=>l 
Dann ist die gerade Strecke KKt die Hypotenuse eines rechtwink-
ligen Dreiecks mit den Katheten \ und l und hat daher die Länge 
yji^-\-V^h 
•>Y ß&>. i + piWW 
wo die Wurzeln positiv zu nehmen sind. Es giebt aber (§ 15 
Seite 83) zwischen a und % mindestens einen bestimmten Wert | 
derart, dass 
Führen wir die positiv genommene Quadratwurzel 
]/l + ?/// - u 
ein, so ist auch u eine eindeutige, endliche und stetige Funktion 
von x. Für ,r =----§ sei /<-=- ?<,; dann ist obige Länge gleich 
/ ^ l + r /w-Mi . 
Die Zahl, welche wir die Länge des Bogens KL nannten, ist dem-
nach eine Summe von solchen Produkten, etwa 
uxht + M3 Aa H-... + W/A, 
wo «^^.. .w« bestimmte Werte von u resp. aus dem ersten, zwei-
ten, . . . , ni6n Abschnitt sind. Wenn aber h eine positive Veränder-
liche bedeutet und hlki...hn kleiner als h genommen werden, so 
strebt die Summe einem endlichen Grenzwerte x zu, wenn h dem 
Grenzwerte Null zustrebt, und zwar ist 
-j u dx. 
Hieraus folgt durch denselben Gedankengang, wie bei der Quadra-
tur, die Berechtigung, die Länge des Bogens KL durch den Grenz-
wert % darzustellen. Unter den angegebenen Voraussetzungen ist also 
die Länge des Bogens KL gleich 
b 
= / dxYl + 2/V« 
Man kann auch schreiben* 
/ ]/d aß + chf für / das ]/1 4- if lf• 
Die Formel bleibt giltig, wenn KL gerade ist. 
Als Beispiel diene der in rechtwinkligen Koordinaten durch die 
Gleichung * , « * 
dargestellte Kreis, der den Schenkel der positiven Abscissen in 
y l ( l , 0 ) , den der positiven Ordinaten in i?(0, 1) sehneide. Wir 
* Für (dx)n wird dxn geschrieben. 
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betrachten nur den Qu;i drunten, der die Punkte mit. positiven Ko-
ordinaten enthält. Ein beliebiger Punkt dioHOS Quadranten «oi lY (,<;,?/). 
Dann ist 
yz=y\ —x* (positiv genommen) 
QisiQ eindeutige, endliche und stetige 
Funktion der Abscisse von # = 0 bis 
x = l. Der Differentialquotient von y 
nach x: 
i_dy __ x x 
y-Öx j / f ~"^ ~~"" y 
ist durchweg stetig und für x < 1 auch 
endlich, aber für # — 1 , d. h. im Punkte -4, ist die Tangente senk-
recht zur Abscissenaxe und ?/=oo. Um daher die Länge a des 
Bogens AN auszudrücken, nehmen wir einen Punkt M{x0) y0) des 
Kreises zwischen A und N und erhalten zunächst die Länge 0O des 
Bogens MN: 
-M»W-M,-f dx v' 
Die Differenz #--0o bedeutet die Länge des Bogens AM\ nun ist 
x~yi — ys (positiv genommen) 
eine eindeutige, endliche und stetige Funktion der Ordinate von 
y — 0 bis y = 1, und der Differentialquotient von x nach y 
dx 
dy 
y 
yi-tf ® . 
ist durchweg stetig und für y<C 1 auch endlich; folglich hat man: 
--/V'+Cf-Ä-/ dy 
O ^ l i n i ^ — g0) für lim2/0==0, d. i. für lmi#0==l, 
0 *= lim #0 für lim #0 — 1, 
1 X X 
i '^x __ f'd® __ I* dx 
*~J J J T^JW+°f 
§ täO, ((Juiidnitui' und KtiklililtaUnn, 
Die Bogenliingo s stellt sieh als endliche und stetige Funktion 
der Abseissc dar von x • 0 bis x- 1; ihr Wert von ß bei x~--() 
KiK. .10. ist die Länge dos Cogens AJi, dos 
(Quadranten. Nach E u l e r wird die 
Länge des Halbkreisen vom Radius 
Eins , d. i. die Länge dos .Kreis-
umlanges vom Durchmesser Eins, 
mit 7t bezeichnet,* Hiernach wird 
c— },7t bei x = 0 und 
3 , 71 
dm 
Vi 
2 
Man kann 
x< 1: 
«e 1 a; a 
y J v J y % J 
»a 
Jx 
i/r •ar o o 
nach a; differentiieren, und zwar ist zunächst nur für 
dß __ 1 _ 1 
dx~~~"y~~ j/I"-^T2' 
folglich nach dem Fundamentalsatze in § 15: 
s — 0 1 
= _ _ ,
 w 0 ()<«<•?/, 
a? —1 ^ 
lim lim — = 
1? 
oo für lim x — 1, 
Fig. 41. 
so dass £ auch bei x = 1 differentiierbar ist; die Ableitung von # 
nach £ ist durchweg negativ, ß fortwährend im Abnehmen. "Wird 
also das Abhängigkeitsverhält-
nis umgekehrt, so erscheint x 
als eine eindeutige, endliche, 
stetige und fortwährend ab-
nehmende Punktion von £, im 
Intervall von ,s 
mit der Ableitung 
0 bis ß — \ 7t, 
dx 
dß = - 2 / ! yi-x
% 
* Yergl. unten § 27. 
ft -,'A Die (rigonmuelrn-ielimi Knukütmeii. 
I)io Variable ,- kann auch als Funktion der Ordinate // auf-
golaNNt werden. ViH isi i<>. 4t> 
X'/ dy 
endlich und stetig von ;/— 0 
bis y == 15 bei // — 1 wird s =-
 y JE. 
Der Differentialquotient 
i 
Vl-y* 
ist negativ, p überall im Zu-
nehmen; mithin ergiebt sieh 
auch y als eindeutige, endliche, 
stetige und fortwährend wach-
sende Funktion von #, im Inter-
vall von g ~ 0 bis £ = -§ Jt} mit 
der Ableitung 
dy Vi -jf. 
1 
y 
ms. da. 
X 
X 2 ? 
§ 21, Die trigonometrischen Funktionen. 
Sowohl die Quadratur als auch die Rektifikation des Kreises 
haben uns zu dem Integrale 
/ 
dx 
VT 
geführt, welches jetzt vollständiger diskutiert werden soll. Indem 
wir wieder zwei auf einander senkrechte Durchmesser des Kreises zu 
Koordinatenaxen und seinen Halbmesser zur Längeneinheit wählen, 
erhalten wir für den Kreis die Gleichung 
sc2+?/2=l 
124 8 5Ü. Hie irigonometriinchon Funktionen. 
und be/eichnen auf ihm diu PunUe (1,<0, (0, I), (• 1,0) und 
(0, - 1) roHp, mit A, i>, 0 und Jh l<Yir jodon Punkt N (/,?/) des 
Kreises ist 
vig u / / - - ] / ] — ; r , &•-= j / l ~- ?/, 
aber die Wurzeln sind nicht im-
mer positiv zu nehmen. Die 
Punkte, deren beide Koordinaten 
positiv sind, erfüllen den Qua-
dranten i j ß ; zur Messung der 
Bogen auf diesem Quadranten 
dient die im vorigen Paragraphen 
mit s bezeichnete Variable, wel-
che dort in ihrer Abhängigkeit 
sowohl von der Abscisse x als 
auch von der Ordinate y be-
trachtet wurde-, beide Abhängig-
keitsverhältnisse Hessen sich umkehren und jedesmal eine Differen-
tialformel aufstellen. 
In jedem der drei übrigen Quadranten kann eine ganz analoge 
Betrachtung durchgeführt werden. Passen wir aber jetzt einen 
Bogen auf, der nicht ganz in einem Quadranten liegt. Wird etwa 
N(x,y) im Quadranten AB} JVj. (^I j 2/i) i m Quadranten BC an-
genommen, also sc, y, yt positiv, x± negativ, so wird zwar die Länge 
des Bogens NtBN durch die Abscissen seiner Endpunkte ausgedrückt 
mittels des Integrales 
J\ dx Vi (j / l •— a;a positiv). 
Aber durch die Ordinaten seiner Endpunkte Iliast sie sich nicht in 
entsprechender Integralform 
±/'i 
dy 
yr 
darstellen. Dieses Integral vielmehr bedeutet nur die Länge dos 
Bogens PN, wenn P derjenige Punkt des Kreises ist, welcher die 
positiven Koordinaten — xuyx besitzt. Einen Bogen endlich, der 
sich vom Quadranten AB bis in den Quadranten OB erstreckt, 
werden wir in keiner Weise als ein einziges Integral schreiben 
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können, so lange wir bei der bisherigen Auffassung des bestimmten 
Integrales stehen bleiben. 
Um diene Auffassung in geeigneter Weise auszudehnen, werden 
folgende Festsetzungen getroffen, wobei xx und .ra Werte aus dem 
Jnfcervall ( ~ l . # . 1 ) bedeuten. Die Funktion ;?/ der Variablen x be-
stellt aus zwei bei x =-= 1 und x — ~ 1 zusammenhängenden Zweigen, 
von denen der eine die positiven, der andere die negativen Werte 
umfasst. In den bisherigen Integralen waren die während der Inte-
gration vorkommenden Werte von y aus einem Zweige zu ent-
nehmen, welcher jedesmal besonders kenntlich gemacht werden 
musste. Statt 
dx 
V 
.7', 
wollen wir nun schreiben: 
/ 
. / 
/ 
— auf dem Wege v^t ...'&>/, 
beziehungsweise 
V r /— — \ 
vAJw O l TT T I 1 
--- am dem Wege \xi...x<i}, 
jenachdem die y positiv oder negativ verlangt sind. Statt 
/
liX / (IX 
(mit positiven y) + / — (mit negativen y) 
Xi 1 
schreiben wir: 
'dx „ ,
 <TT / + + — "~ 
— auf dem Wege ^ . . . 1 , l...x2). 
i —I y tlx I dx 
--' (mit positiven y) -f / (niit negativen y) 
V, ' 1 
(* dx 
-1 —• (mit positiven y) 
r+ 
auf dem Wege 
a-a 
schreiben wir: ~ 1 
/ 
(srt..A, ! . . , - ! , -1...XJ 
y 
u. s. w. Die Variable % kann also, wenn sie in einem Bndpunkte 
ihres Intervalle» anlangt, wieder umkehren, dabei geht aber y in 
den anderen Zweig über. Es ist beispielsweise 
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/ — auf dem Wege (Ö. . .O = .'i 
i — auf dem Wege \\... — l)=%. 
Die erste Abscisse des Integrat ionsweges soll wieder die untere 
Grenze, die letzte die obere Grenze genannt werden. 
Das Integral ist jetzt durch die beiden Grenzen nicht mehr 
eindeutig bestimmt. Wenn man trotzdem auch jetzt noch ein von 
xx bis x% erstrecktes Integral durch 
dx jda 
J y 
darstellt, so erhält dieses Zeichen erst durch Angabe des zwischen 
xx und x2 zurückzulegenden Integrationsweges einen völlig bestimm-
ten Sinn. Die Wahl des Weges wird wenigstens zum Teil be-
sekränkt, wenn man kenntlich- macht, welchem Zweige die ersten 
und welchem .Zweige die letzten Werte von y angehören sollen. 
Ist etwa der unteren Grenze xx der positive Wert yX) der oberen 
Grenze x2 der negative Wert y2 zuzuordnen, so kann man schreiben: 
«2,2/2 
/
dx , C dx 
— oder / - • V J y 
Wird auf kürzestem Wege integriert, so sind die Integrale 
/
dx fdx f* dx fax 
y" J y} J y' J u 
1,0 0 , 1 —1,0 o , — i 
negativ, wenn die Punkte (x, y), (xl} yx), (x%) y^), (xs, y3) resp. dem 
Quadranten AB, JE?(7, CD, DA angehören. 
Wir definieren nun, im Einklang mit der Bezeichnungsweise des 
vorigen Paragraphen, durch die Gleichung 
_ / ^ = * 
J y 
1,0 
eine Variable 0, welche nicht bloss von dem Wertepaare (x} y) ab-
hängt, sondern auch vom Integrationswege. Den Weg nennen wir 
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positiv oder negativ, jenachdem die y auf seinem ersten Abschnitte 
positiv oder negativ sind. Im ersten Falle ist g positiv, und zwar 
wird, indem man von s möglichst viele Quadranten absondert: 
0 , 1 — 1 , 0 0 , - 1 
f dx fdx fdx . , x , c 
1,0 0 ,1 — 1 , 0 
wo die positive Grösse £ eine der Formen 
x,y x,y n,y a , y 
fdx fdx __ f dx C dx 
J y J y' J yf ./ y 
1,0 0 ,1 —1,0 0 , - 1 
besitzt, m jede positive ganze Zahl oder die Null bedeuten kann 
und alle Integrationen auf dem kürzesten Wege auszuführen sind. 
Den vier Formen, welche % besitzen kann, entsprechen die vier 
Formen von m: 
Ah, 4Ä + 1, 4ft + 2, 47i + 3, 
wo h eine ganze Zahl vorstellt. Wird m festgehalten, so kann der 
Punkt (x, y) nur in einem der vier Quadranten variieren. Dabei 
durchläuft £ alle Werte von 0 bis -|sc, folglich 0 alle Werte von 
\ m% bis \ im -f 1) #*, £ ist differentiierbar nach x und nach y, 
ebenso 0: , , r „ 
_!_: _ fü _. __ I ^ ^ ^ ^ 1 . 
dx dx y dy äy x1 
zugleich werden x und y Funktionen von £, also auch von 0, mit 
den Differentialquotienten: 
dx dx dy __ dy 
_ _ _ _ _ _ _ y} _ _ _ _ _ _ x. 
Hiernach durchläuft 0, wenn man alle positiven Integrationswege 
in Betracht zieht, die Keihe aller endlichen positiven Zahlen; zu 
jeder dieser Zahlen erhält man, indem man'sie auf die Form 
m _ j _ g ? w 0 0 < J £ < ~ ? m positive ganze Zahl oder Null, 
bringt, einen bestimmten Wert von x und einen bestimmten Wert 
von y. Zieht man schliesslich noch die negativen Wege in Betracht, 
so treten als Werte von g alle endlichen negativen Zahlen auf. 
Zu jeder endlichen Zahl 8 gehört demnach ein und nur ein Werte-
paar {x, y) derart, dass 
/
dx 
y 
1 , 0 
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herauskommt, und zwar ist auch der integrationswog völlig be-
.stimmt. 
Die so definierten eindeutigen Funktionen x und y der Varia-
bleu ff führen die Namen (losinuH und fcjinus der Zahl ff. Man 
sehreibt: 
** x =-- cos ff, y =•-- sin s. 
Es sind a' und y die Koordinaten des Kreispunktes, der erreicht 
wird, wenn man von Ä aus auf dem Kreise in der dem Zeichen 
von a entsprechenden llichtung die durch den absoluten Wert von ff 
dargestellte Anzahl von Längeneinheiten zurücklegt; dem positiven 
Zeichen entspricht die Richtung AB VI), dem negativen die Rich-
tung AD ÜB. Man nennt deshalb das Argument jener beiden Funk-
tionen auch den Bogen oder Arcus ; sein Intervall umfasst alle 
endlichen Zahlen. Beide Funktionen sind überall endlich, stetig 
und differentiierbar. Aus 
folgt jetzt: 
dx __ dy 
de ~~ dz 
d cos ff . d sm s 
dff 7 dff 
Wir notieren die besonderen Werte: 
cos 0 = 1, sin 0 = 0, c o s r t = 0 , sin „ — 1. 
Um die Eigenschaften des Cosinus und des Sinus aus der hier 
zu Grunde gelegten, rein analytischen Definition zu erschliessen, 
verstehen wir unter a eine Konstante und bilden: 
d eos (ff4-«) . , ,
 N d sin (ff + « ) ,- , \ 
_ _ i — ' _ L = _
 s m (ff + cc), -) — -J «= cos (ff 4~ a), 
dff . <?£ 
Daraus ergiebt sich: 
cos ff. d cos (0 + a) + sin (,c? -f- a ) . «i sin <c? => 0, 
cos (0 + a). d cos ff -f- sin £ . d sin (0 -f a) — 0, 
sin s. d eos (g-\-a) — sin (5 + «) • d cos ff = 0, 
cos (Ä + K ) . CZ sin # — cos ff. <Z sin (Ä -f a) — 0, 
und weiter 
cZ [eos 5 cos (0 4-«) 4* sin s sin (,: + «) 1 — 0, 
cü [cos ff sin (Ä' + «) • - sin ff cos, (,c 4-«) I -- 0, 
(1. h. die eindeutigen Punktionen von g: 
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cos ,;* COM (fJ + «) 4 Hin r; Hin (p \~ a)} 
COM ,*J sin (: -f~«) - sin ;; COM (/; -|-«) 
redimieren sielt auf Konstanten. Indem man s 0 eintrügt, erliiilt 
man die Werte dieser Konstanten, und zwar wird für alle "Worte 
von o und a: 
cos r: cos (;; + «) -f sin r: sin (r; + «) ==• cos a, 
cos r; sin (c ~f «) ~ sin s cos (# + «) — sin a. 
Die Annahme «===• — r; lehrt, dass 
cos (•— ,?) — cos s, sin (— ,c) — — sin s, 
d. li. der Cosinus ist eine gerade, der Sinus eine ungerade Funktion. 
Weiter liefert die Annahme .:'==-«, « = — «—& mit beliebigen a 
und ?> die Formeln: 
cos (« -f &) = cos a cos & — sin a sin &, 
sin (rc + &) = sin « cos 6 + cos a sin &, 
mithin für b~ — a: 
cos2« + sin2« =- 1, 
für Z) = ± 4^ : 
/ Ä \ . / Ä \ 
sin «==cos I -^ - - « ), cos a —sm I ^ — «1, 
cos I a -f- ~ l = ~ sm «, sm ( a + » I <= cos af 
und daraus entwickelt man endlich: 
COS(JC — «) — — cos«, sin. (it-~a) =sinf l ; 
cos (a + «) = — cos «, sin (a + st) = — sin a, 
cos (a -f 2Ä) === cos «, sin (a + 2Ä) ==• sin a. 
Durch Verbindung der im vorigen Paragraphen für das Inter-
vall von 0 bis \% gegebenen Beschreibung mit den Formeln 
cos (— x) — cos x, cos (x + %) === — cos x, COS(^ + 2JT)==COS x 
wird jetzt der Verlauf der Funktion 
y — cos x 
erkannt, wie er in der umstehenden Figur veranschaulicht ist. 
Variiert x von 0 bis TC, so durchläuft y beständig abnehmend die 
Werte von 1 bis — 1, um dann, wenn x weiter von % bis 2% va-
riiert, beständig wachsend die Werte von — 1 bis 1 wieder zu durch-
laufen. Indem man zu jedem y aus dem Intervall (—1...1) den 
Wert von x das eine Mal aus den Zahlen von % bis 0, das andere 
* P a s c h , Differential- u. Intotfialroehnunff. 9 
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Mal aiKs den Zahlen von % bis 2 ff entnimmt, bringt mau zwei 
Zweige der inversen Punktion zu stände, welche bei y - 1 zu-
mg. i; 
samnienhängen. Setzt x seine Veränderungen fort von 0 bis —2 ff, 
von 2ff bis 4 JE, von ~ 2 j r bis —4% u. s. w., so wiederholen sich 
die im Intervall (0..„2ff) beobachteten Erscheinungen, weshalb der 
Cosinus eine per iodische Funktion mit der Pe r iode 2% genannt 
wird, und zugleich werden fortwährend neue Zweige der inversen 
Funktion erzeugt. 
Die inverse Funktion des Cosinus wird der 
Arcus-Cosinus genannt. Setzt man 
y — areeos x, 
so ist die Independente x auf das Tntervall von 
— 1 bis 1 beschränkt, und y stellt daselbst eine 
unendlichvieldeutige Funktion von x dar. Wird 
zu gegebenem x der Wert y0 aus irgend einem 
Zweige entnommen, so sind sämtliche Werte 
des arecos x: 
Vo, !/ü±2ff, ? / 0 ±4» , ...; 
-2/o, -2/o±2ff, —y0±4:n, ... 
In jedem Zweige ist y endlich, stetig und dif-
ferentiierbar. Aus 
dx 
dy 
folgt: 
ä arecos x _ 1 __ 1 
dx sin arecos x 
x — cos y, s in y •• •j/1 
•dX • ]/l 
Auch der Sinus ist für die Bogen von 0 bis -f-ff im vorigen 
Paragraphen diskutiert worden. Der Verlauf der Funktion 
y «=* sin x 
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lässt Hicli daher l'iir alle endlichen x angeben, indem man die Re-
lationen 
«in (- - x) -- sin (x + st) - — Hin x, sin (x + 2 Ä) <= sin (»•— x) •=» sin # 
benutzt. Man kann aber einlach den Sinns auf den Cosinus durch 
die Formel 
sm x cos (*+!) 
zurückführen. Auch der Sinus ist eine um 2?r periodische Funktion. 
Während x von — -\% bis -~TE variiert, wächst y von —1 bis 1; 
Fig. 47. 
während x von -|JE bis J-JE variiert, nimmt y ab von 1 bis — 1. 
Folglich gehört zu jedem y aus dem Intervall (— 1. . . 1) ein Wert 
von x aus der Folge (—-| JT ...-£ jr) und ein Wert von x aus der 
Folge (•jtt,,.-j3t). An die beiden so entstehenden 
Zweige der inversen Funktion schliessen sich 
nach beiden Seiten unendlich viele andere an. 
Die inverse Funktion des Sinus wird der 
Areus-Sinus genannt. Ist jetzt 
y~ aresin #, 
so ist die Independente x wieder auf das Inter-
vall (—1...1) beschränkt, y eine unendlichviel-
deutige Funktion von x, in jedem Zweige endlich, 
stetig und differentiierbar. Ist yQ ein zu ge-
gebenem x gehöriger Funktionswert, so sind 
diesmal sämtliche Werte: 
~y0±n, -y0±3it, -2fo±6tf, •- . 
Aus dem zwischen den Funktionen Arcus-Cosinus 
und Arcus-Sinus bestehenden Zusammenhange 
aresin x — ~ « — arecos x 
oder aus den Gleichungen 
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schliesst man: 
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x sin //, ' ' (sos y j / l • - xA 
d aresin x 1 
dx eoH arcsm x 
1 
y\ X-
Für die Tangen te und Ootangente einer Zahl (eines Bozens) 
rc, welche durch die Gleichungen 
sin x . cos a* 
tg a1 =* 7 cotg >*' - -
cos x .sin a-
definiert werden, gelten die Formeln: 
lg(~a;) = - t g a ; , tg (a + 9 t ) - t g a-, tg a; 
cotg a; 
cotg (—«) = — cotg a;, cotg (a; + «)=• cotg a;, cotg a; = tg(A- -~aA 
Beide Funktionen sind eindeutig und stetig, überdies ungerade und 
periodisch; die Periode ist %. Variiert x von —\% bis {JT, SO 
Fig. 49. 
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durchläuft die Tangente von x beständig wachsend die Zahlen von 
-- oo bis + co und besitzt, wo sie endlich ist, das Differential 
7 , cos x. d sin x — sin x. d cos x cos2 x dx -f sin2 x dx 
ä tg x = _ _ _ _ , = = —_ 
° cos1* a; 
und die Ableitung 
<? ^ a? 1 
COS" X 
dx cos" # 
Dieser Verlauf wiederholt sich in den Abschnitten von -jir bis -f^ 
von - j « bis — -f# u. s. w. Die Ootangente durchläuft in jedem 
der Abschnitte von 0 bis Ä, von 0 bis — sr, von JE bis 2JE u. S. W. 
beständig abnehmend die Zahlen von + oo bis — oo und besitzt, 
wo sie endlich ist, das Differential 
fjai. Die trigonmm'fcriHi'lit'u Funktionell, 
dx 
COS"' 
mithin die Ableitung 
m 
d oott; x di iü" l •- x ) 
" \2 1 
"'C *) 
d cotg a; _ 1 
rfa? sjna ic 
Durch Umkchrung entstehen die unendliehvieldeutigen Funk-
tionen Arcus -Tahgens und Arcus -Cotangens , verknüpft durch 
die Beziehung: 
arecotg x — ~- — arctg a?. 
Ihr Argument nimmt alle Werte von — oo bis -f- <*> an. In den 
einzelnen Zweigen variiert arctg x stetig von —\% bis \%, von 
l'ig. 50. 
3 
0 
.« --—— 
^ ^ — 
J Ä bis - | Ä , von — - | Ä bis - J J I u. s. w. und besitzt für alle end-
lichen x die Ableitung 
d arctg x 
dx — cos
2
 arctg x •• 1 + «2 
Bndlich variiert arecotg x in den einzelnen Zweigen stetig von % 
bis 0, von 0 bis — je, von 2JC bis JE U. S. W. und besitzt für alle 
endlichen x die Derivierte: 
d arecotg sc 1 
dx 1 + x* 
Ist «/0 ein zu gegebenem x gehöriger Wert des arctg x oder des 
arecotg #, so sind 
sämtliche Werte der Funktion. 
Hiermit ist die Beschreibung und die Differentiation der tri-
gonometrischen (goniometrischen, cyklonietrischen) oder Kreisfunk-
m § 22. l'artiollü Ableitungen. 
dx 
1 - f a?a 
Cl = C-\~ •$• 
iionen zum AbnehlusH gebracht.* Aus dm obigen DillVrential-
formeln gewinnen wir folgende Integrale: 
/ sin x dx cos x + 6', / cos x dx - sin x -f C, 
/* ^a; /* dx 
/ - - » = tg a; + 6', / „;„a „ - — cotg X + C, 
J (MB"X a ' , / >sm •* ° ' 
y -=- arctg & -1- 6' -» - areeotg x -j- ^ 
__ = aresin $ + C7— arecos x 4- 61 
] / l~-«2 * 
Bei dem vorletzten Integral ist es gleiehgiltig, welchen Zweig des 
arctg x oder arecotg x man wählt. Bei dem letzten Integral da-
gegen kommt das Vorzeichen der Quadratwurzel in Betracht, man 
nruss den Zweig so wählen, dass 
cos aresin x = sin arecos x ="j/l - x*. 
Durch den Sinus und das Zeichen des Cosinus, oder den Cosinus 
und das Zeichen des Sinus, ist der Bogen bis auf Vielfache von 2 % 
bestimmt. 
J 
A 
Jj'ig. 51. 
§ 22. Partiel le Ableitungen. 
Indem wir jetzt zu Funktionen mehrerer Variablen übergehen, 
nehmen wir zuerst eine Funktion von zwei Argumenten x und y: 
Nicht immer ist es erlaubt, den Argumenten alle "Werte beizulegen; 
die zulässigen Wertkombinationen bilden das Gebie t des veränder-
lichen Paares xy und können unter 
Aimahme rechtwinkliger Koordinaten 
durch Punkte einer Ebene veranschau-
licht werden. Wir setzen voraus, dass 
das Gebiet des Punktes (#, y) durch ein 
jener Ebene angehöriges Flächenstüek 
(welches die ganze Ebene bedecken 
darf) repräsentiert wird, so dass der 
Punkt (x} y) sich überall kontinuierlich 
bewegen kann. Indem man nötigen-
* Der Beweis, dass alle trigonometrischen Funktionen transcendent sind, 
folgt in § 28. 
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falls von den am Rande gelegenen Punkten teilweise oder ganz 
alwielit, kann man jeden Punkt des Gebietes zur .Keke eines Recht-
ecks machen, dessen Seiten den Koordinatenaxen parallel laufen, 
und welches nur Punkte des Gebietes umfasst. Auf ein solches 
Rechteck worden wir uns beschränken, d. h. wir lassen x ein Inter-
vall endlicher Werte (a^... ht) und y ein Intervall endlicher Werte 
(<h... ()$) jedesmal mit Einsehluss der Grenzen durchlaufen, ohne 
irgend eine Kombination dieser Werte auszuschliessen. 
Solange man einen bestimmten Wert von y festhält, ist ß als 
eine Funktion der stetigen Variablen x allein zu betrachten. Nimmt 
mau alsdann x in seinem Tntervall beliebig, so entsteht die Frage, 
ob daselbst ein Differentialquotient von 8 in Bezug auf x existiert. 
Ist ein solcher vorhanden, so wird er der pa r t i e l l e Differential-
quo t i en t von s in Bezug auf x genannt und mit 
| »
 oder £05*2 odor »1 
dx dx _ dx 
bezeichnet. Ferner schreibt man (Oauchy, Besinne des le9ons etc. 
p. 31):
 dB 
dx 
und nennt dieses Produkt das par t ie l le Differential von 0 in 
Bezug auf x. Wenn in einem Gebiete der Variablen xy überall ein 
partieller Differentialquotient von 0 in Bezug auf x existiert, so ist 
derselbe in jenem Gebiete als eine Funktion von x und y zu be-
trachten, welche die pa r t i e l l e Ab le i tung von 0 in Bezug auf % 
genannt wird. Man schreibt alsdann: 
T~ = fx («, y), oder auch f (x). 
ox 
Unter den entsprechenden Umständen giebt es einen partiellen Dif-
ferentialquotienten von ß in Bezug auf y: 
r~ oder - — - ^ oder J •> 
dy dy dy 
ein partielles Differential von & in Bezug auf y: 
und eine partielle Ableitung von 0 in Bezug auf y; 
3~ = /v(^2/)> oder auch f (y). 
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Im Gegensatz zu den partiellen Differentialquotienteu oder Ablei-
tungen spricht man auch von gewöhnlichen. 
W i r n e h m e n j e t z t a n , dass a in don betrachteten Gebiete überall 
nach x und nach y di/f'ereutiiert werden kann, und dann diu beiden par-
tiellen Ableitungen, für welche wir besondere Beze ichnungen 
d® .
 N da , / \ 
dx ~1> = 9> 0», 2/), rd~f -q-il> (x, y) 
einführen, sich awisehen endlichen Grenccn bewegen. (Gehört auch der 
P u n k t (&\, yt) zum Gebie te u n d se tz t m a n 
X^X^JX^h.^-y^-^y^ k: f(x -f d'J\ y + Jy)- ffa y) =, j 0 } 
so sind dx und dy Incremente der beiden Independenten, da das 
entsprechende Increment der Funktion, und man hat: 
fix + h,y)- f(x, #) = Ä g> (S, #), 
f(x + h,y-{-k)—f(x + h, y) = kip(x-\-Ji} rj), 
wo § zwischen x und x-j-h, -rj zwischen y und y-\-k liegt, folglich: 
da = h(p (|, y) + kip (# + h, rf) =p^x + Q. ^V + ra) 
indem man einführt: 
<»i=,9>G;>y)-9>(aj>#)j G>i=iP{^ + \n)-^{^y), co^^dx + m^dy. 
Mithin ist a eine durchweg stetige Funktion von x und y* Machen 
wir aber noch die Voraussetzung, dass ihre beiden partiellen Ablei-
tungen an der betrachteten Stelle stetig sind, so lässt sich, wie klein 
auch die positive Zahl s vorgeschrieben werden mag, die positive 
Zahl 8 so Hein angeben, dass 
s s 
abs dp <
 9 und abs dq < - > sobald abs dx < 8 und abs dy < 6. 
Nimmt man dann abs dx< 8 und abs dy< 8, so wird 
S S CO 
absß»1<xj absß>l!<j)~3 absca<C$s, abs j < £, 
d. h. es wird die Differenz 
da=pdx + qdy mit einem Fehler, 
der im Verhältnis, zu 8 beliebig klein gemacht werden kann. Incre-
mente der beiden Independenten, welche in Rücksicht auf die vor-
geschriebene Grösse von s dem Betrage nach hinreichend klein sind, 
heissen wieder Differentiale und werden mit dx und dy bezeichnet. 
Das entsprechende Increment der Funktion ist mit der vorhin be-
zeichneten Annäherung gleich pdx + qdy, einer homogenen linearen 
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Funktion von dx und dy. Diese nennt man (law to ta le (vol ls tän-
dige, exakte) Differential von s in Bezug' auf x und y und 
schreibt: 
dff •=- pdx -f- V^ V - - rr™ (^c + TT" du. x l J
 dx d\) ' 
Das totale Differential ist die Summe der partiellen Differentiale. Die 
Bedeutung des Totaldiiferentials mag man sich auf folgende Weise 
veranschaulichen (vergl. § 13 Seite 72). Da 
0. Az T lim l -s p 
dx 
T U ~F~) ^
r
 Hind"=--Ö, 
so ist bei geeigneter Wahl von d: 
Az dx dy du ., . ~ , , 
~jf = i ) ~sr + (1 ~*r ^ ~f m1«' einem Jbehler < £, 
d. h. wenn man für die beiden Indepen- ^ 5 a -
deuten nur die Intervalle von x~~ 8 bis 
# + #, resp. von y — 8 bis y-f-d' in Be-
tracht zieht und die Veränderungen von 
x} y, z im Verhältnis von 8: 1 vergrössert, "$ 
so wird das Increment der Funktion durch 
ihr Differential mit beliebiger Genauig-
keit dargestellt. 
Das Vorstehende wird leicht auf be-
liebig viele Argumente ausgedehnt. Die 
Regeln zur Bildung der Differentiale von Summen, Differenzen, Pro-
didäen, Potenzen und Quotienten bleiben giltig. Als Beispiel einer 
Funktion von zwei Independenten x und y diene 
wo x alle endlichen positiven Zahlen, y alle endlichen Zahlen durch-
läuft. Da , 
<$ B ßV lOg » 
so ist # überall endlich und stetig (vergl. § 10 Seite 54 flg., § 12 
Seite 05). Hier existieren überall die beiden partiellen Ableitungen 
ÜO-B oc oo+S 
d0 
— ™=yj? 
dx ' 
dy 'XVlogCC, 
welche wieder endlich und stetig sind, mithin auch das Total-
differential _ „ 1 T , „1 7 
dz ~~yxv~x dx -f %v logx dy. 
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Wenn die Funktion f(x) endlich und stetig ist im Intervall 
(at...b{) und man nimmt ff, b au.s dienern Intervall, ,so ist das be-
stimmte Integral 
a b 
eine überall endliche und stetige Funktion seiner beiden (Frenzen 
mit den partiellen Ableitungen 
'du
 Y n du . 
und dem Totaldifferential 
du — - /'(ff) rfff + /'(&) ^ -
Kehren wir wieder zu der oben mit s bezeichneten Funktion 
zurück. Indem wir annehmen, dass ff durchweg endlich und stetig 
ist und dass die Zahlen a, b dem Intervall von x angehören, setzen wir 
u=- I ff dx =• I /'(#, y) dx. 
a a 
Die hierdurch definierte Funktion u der drei Variablen «, &, y mit 
den Intervallen resp. (at... bt)7 {at... ?>,,), (ct.,... K) ist ebenfalls durch-
weg endlich und stetig. Um die Stetigkeit zu beweisen, bildet man 
die Differenz 
b+Jl> b 
Ju = fY(x, y -\-dy) dx ~ff(x, y) dx 
a-\-Jtt a 
a b + Jb b 
=//'(.«, y + Jy) dx +ff{x, y + Jy) dx +j\f(x, y + Jy) - /'(>, y)} dx 
= Yit Ja + % Jb + % (b — a), 
wo rjx und rjä bestimmte Werte von #, >/8 einen bestimmten Wert 
von ^/," bedeutet. Die obere Grenze von abs » heisse 6". Die 
Funktion ff ist gleichmässig stetig in dem betrachteten Gebiete; 
wird also die positive Zahl s beliebig klein gegeben, so kann man 
die positive Zahl d kleiner als „ ~ und so klein wählen, dass 
s 
abs Jff<w~~,—TT-—o sobald abs Jx< 8 und abs Jy< d. d abs (& — a) 
Nimmt man dann abs z / « < # , abs Jb<Cd, abs Jy<d\ so wird 
§ 22. Parfciello Abloitungon. KM) 
abs (}}l . 1a) < „ 5 abs (tya. 1h) --"" •> 
abs(6 - a) .absl( / ' (^2/ + ^ ) - /'(>,//.)]< j ' 
mithin ab« Ut<Cs. — Es existieren wieder die Ableitungen 
Aber auch in Bezug- auf ?/ kann" u differentiiert werden, wenn eine 
endliche und stetige partielle Ableitung von P in Bezug auf y 
8z 
— ^q^y^y) 
existiert. Wird nämlich y im Intervall ( « 2 . . . hS) angenommen und 
b 
fia^y^dx^u, J-
gesetzt, so ist 
i-y J Vi-y J K u 
wo t] zwar von #, ?/, #x abhängt, aber immer zwischen # und yx 
liegt, und weiter 
= / q dx -f c , wo co— I ]$(%,)]) -ty(J;,i/)Jdsc. 
Da nun (§ 17 Seite 98) lim <Ö--=Ü für lim yx^y-, so erhält man: 
= I q dx ==y - f(%, y) dx, OU 
und da diese Ableitung eine endliche uud stetige Funktion von 
a} h, y ist: * 
/
* df 
r - dx. 
*y 
a 
Die Variable y wird ein P a r a m e t e r des Integrals genannt. Das 
Integral wird unter den angegebenen Voraussetzungen in Bezug auf den 
Parameter y differentiiert, indem man die zu integrierende Funktion in 
Bezug auf y differentiiert (Dif ferent ia t ion unter dem In teg ra l -
(40 8 22. Partielle Xbloitun^cn. 
zeichen). Di« Regel kann auf tum Fall mehrerer Parameter aus-
gedehnt werden. 
Partielle Differentiationen sind unter Umständen erforderlich, 
um gewisse Differentiah|uotienteii zu ermitteln. Sind nämlich die 
beiden Argumente der Funktion <c — /'(#, //) als Funktionen einer 
»stetigen Variablen u gegeben: 
ff--#(«), ij- A ( « ) , 
so wird 
mittelbare Funktion von it. Wenn nun einem Intervall endlicher 
Werte von u endliche Werte von x, y, a entsprechen und die Vor-
aussetzungen erfüllt sind, unter denen wir ein Totaldifferential von a 
m Bezug auf x und y aufgestellt haben, wenn lerner g (ii) und h (ii) 
die Ableitungen , , 
besitzen, so kann man ß überall nach u differentiieren, wo g(u) 
und h{tt) stetig sind und die Summe p g' («) + q li!(u) einen be-
stimmten Wert hat. Denn bei Benutzung der früheren Bezeich-
nungen hat man: 
dz
 /f. . dx , , . du 
du v V b ' J ) Ju K ' } du1 
für limdu = 0 ist lim ^/,r==0, lim d# = 0, wo g{ii) und /t(«) 
stetig sind, mithin: 
lim <p (jj, y) ~-jo, lim V (•» 4- ^ , >?) «= ff, 
,. dx dx ,. ^ y Ö?« lim —r- ~ -T ' Ii™ , -= -7^ 
-a« du du du 
und — vorausgesetzt, dass keine Unbestimmtheit eintritt —: 
oder 
T dz dx , d ii „,. , . .
 n lim -—=-» , -ff/ ,™ iur hm du = 0 Au du du 
dz oz dx , dz du _ gs _ , a# _ 
— «=» - - j — ^ —- -"-i dtf'**-- dx -f- „ d « 
auch in dem Sinne, dass x und y die Funktionen resp. #(M) und 7t (V), 
c?£C und <% ihre Differentiale in Bezug auf u bedeuten, d. h. 
dx = g' (u) du, d y •= /t' (M) rf M. 
l/w «ZSÖ rfe« Differordinlquotienkn von % in Bezug auf u zu erlangen, 
diferentiiett man z zuerst, als wäre nur x von u abhängig, sodann 
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als wäre nur y von u abhängig, und addiert die Resultate, (mittelbare 
Differentiation). 
Diese Kegel wird wieder zu partiellen Differentiationen ge-
braucht. Wenn z. B. 
a -//(«,*')> V^h(u,v) 
Funktionen zweier Variablen sind, so wird p eine Funktion von u 
und v. Unter gewissen, aus dem Vorhergehenden ersichtlichen Um-
ständen erhält man durch mittelbare Differentiation eine partielle 
Ableitung von c in Bezug auf «, eine partielle Ableitung von P }n 
Bezug auf v, ein Totaldifferential von s in Bezug auf n und o: 
du 
dp _ 
dv 
de dx dp dy 
dx du dy du 
_^dp dx dp dy 
dx dv dy dv1 
, dB , , ds , dp ==- . - dx + — dy. dx dy J) 
wo dx und dy die Totaldifferentiale von x resp. y in Bezug auf u 
und v sind. Natürlich unterliegt weder die Anzahl der vermitteln-
den Punktionen noch die der unabhängigen Veränderlichen einer 
Beschränkung. 
§ 23. Unentwickelte Funktionen. 
Die Einteilung der algebraischen Funktionen in entwickelte und 
unentwickelte war in § 12 darauf gegründet worden, dass die einen 
sich durch gewisse Rechnungszeichen ausdrücken lassen, die anderen 
aber nicht. In der Regel werden jedoch die Funktionen in einem 
anderen Sinne als entwickelte oder unentwickelte bezeichnet. Nehmen 
wir z. B. die Gleichung ., , „ „ 
aH + ^ - l , 
durch welche nach den Ausführungen in §§ 20 und 21 die Grösse y 
als eine zweideutige, überall differentiierbare Funktion von x deli-
niert wird. Man kann y durch elementare Rechnungszeichen aus-
drücken; aber auch ohne dies zu thun, kann man y differentiieren 
und in anderer Weise mit y operieren, indem mau nur die obige 
Gleichung benutzt. Um die Ableitung y' von y zu erhalten, beruft 
man sich darauf, dass xA-\-yz eine mittelbare Funktion von x ist, 
welche sich auf eine Konstante, nämlich die Eins, reduciert, deren 
Differentialquotient mithin verschwindet: 
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<IC>U !f) d(/') d(f)
 () 
dx d'x dx ' 
2a 4 - W 0, y< - *-. 
Man .sagt, es sei y in unentwickelter Form dillbreniüert worden. 
Überhaupt wenn eine Funktion von beliebig vielen Argumente]i mit 
den letzteren durch eine nicht nach der Funktion aufgelöste Glei-
chung verknüpft ist, so sagt mau, die Funktion werde als unent-
wickelte oder implicite behandelt, solange man ihre Untersuchung 
nur auf jene Gleichung stützt. Drückt man die Funktion jedoch 
durch allgemein übliche oder besonders erklärte liechmmgszeichen 
aus, so erscheint sie als entwickelte oder explicite Funktion. 
Stellt man zwischen irgend welchen Veränderlichen eine Glei-
chung auf, so wird dadurch nicht immer die eine als Funktion der 
anderen bestimmt. Es giebt z. B. keine Funktion y von x1 welche 
der Gleichung ., , „
 A 
° x* + y% = — 1 
genügt (wenn man die imaginären Zahlen ausschliesst). In jedem 
einzelnen Falle muss also zuerst festgestellt werden, ob sich aus 
der Gleichung wirklich ein Funktionsverhältnis ergiebt. "Wir werden 
nun gewisse Bedingungen angeben, unter denen dies sicher der 
Fall ist. 
Dabei beschränken wir uns zunächst auf zwei Variable. Es sei 
s~~f(x, y) 
eine eindeutige Funktion der Argumente x und yy welche unabhängig 
von einander die Intervalle endlicher Werte (r/x... hj) resp. (<72... h.,) 
mit Einschluss der Grenzen durchlaufen. Wir setzen voraus, dass p 
überall endlich ist und partielle Ableitungen 
besitzt, da-ss p und q durchweg endlich und stetig sind, und dass q 
nirgends verschwindet. Die Funktionen £', p} q sind alsdann gleich-
massig stetig. Man kann also, wie klein auch die positive Zahl t 
gewählt werde, durch passende Wahl der positiven Zahl d be-
wirken, dass 
abs[/ ,(Ä1)j/1)~/(aJ,2/)J<fi, 
abs [<p (xu yx) - cp (x, y)\ < s, abs |> (a\ , &) - V (a>, y)\ < s 
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Für alle zu (lein oben definierten Gebiete gehörigen l'unktepaare (A , y) 
und (/[,?/,), welche <lic Bedingungen 
al)H (SL\ - #) < Ö und abs (?/t - y) < d" 
erfüllen. Ist ferner P die obere Grenze der absoluten Beträge von p, 
0 die untere Grenze der absoluten Beträge von q1 so ist P eine 
endliche Zahl, Q von Null verschieden. Man kann also eine Zahl 
X zwischen 0 und ^ 
wählen und hat dann: 
A > 0 , Q~XP>0. 
Nennen wir c irgend einen Wert, ivelehen die Funktion ,c anzu-
nehmen vermag, ohne dass man aä und b2 eds Werte ron y benutzt. 
Es sei etwa 
wo b von r/.2 und b2 verschieden. Dann ist 
c - c » \ f (x , b)~f(a, l)\ + [ f f o 2/) - / • ( * , &)] 
=• (a? — a) <p (£, &) + (y —b)ip («, >/) =» (?/ - &) ^ (<?, 7>) -f OJ, 
wo § zwischen a und je, •»; zwischen & und ?/ und 
co«- (jr - «) 90 («, fr) + (o? - a) \cp (g, 6) - 90 («, &)] 
+ & - & ) [ * ( * , ? ) - « ( « , & ) ] . 
Wählt man nun die positive Zahl d\ hinreichend klein und nimmt 
abs (x — a) < ö\ und abs (y — ?;) < ö\, so wird 
abs [<p (£, &) - 9? (ft, &) ] < ~ — > abs |> (>, vj)-il> (a, &)] < -T _. 
WäMt man ferner die Zabl s gleich der kleinsten unter den 
Zahlen d\, abs (itä — ?/), abs (&a —&), die Zabl r gleich der kleine-
ren der beiden Zahlen s und As, so wird für abs (je — «) < r und 
abs (?/---&) = s: 
Q — XP Ö — XP 
abs«<l5P+« -
 9 M — „ — — s Ö < abs f(y —6)V(«,&)]. 
Für jedes je von « - - r bis a 4-»' ist demnach 0 — c eine endliche 
und stetige Funktion des von a* bis &2 variierenden Argumentes y, 
welche in Bezug auf y die durchweg endliche und von Null ver-
schiedene Derivierte q besitzt und bei 2/ —& + « das Zeichen der 
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Grösse ^ (« ,&) , bei y^b — s das Zeichen der Grösse —^(a , 6) 
annimmt. Folglich entspricht jedem x von a — r bis « -f- r ein und 
nur ein Wert y aus dem Intervall (a2...&3) in der Weise, dass 
rig 53 £ — c verschwindet, d. h. die 
Gleichung 
ist in Bezug auf y lösbar — 
und zwar nur auf eine Art 
lösbar — für alle x aus einem 
gewissen Intervall [A ... B) 
mit Einschluss der Grenzen, 
welches entweder mit dem In-
tervall (at . . . bt) zusammen-
fällt oder einen Teil desselben 
ausmacht. 
Es sei a1<ib1 und A<B. Dann kann man das Intervall 
(A...B) über A hinaus erweitern, wenn A von % und der die 
Gleichung f(A, y) = c befriedigende Wert y von a% und &2 verschieden 
ist. Nennt man ac die untere Grenze aller für A eintretenden Werte, 
so ist die Gleichung $~c immer erfüllbar für a<Cx<CB; aber auch 
für den Wert a selbst existiert eine (und nur eine) Auflösung. 
Denn sonst hätte abs [/'(«, «/) — cJ für die y aus dem Intervall 
(a2...&2) ein von Null verschiedenes Minimum m, und es wäre, 
wenn man a! zwischen a und B hinreichend nahe bei a wählt, für 
alle y von a2 bis &2: 
abs [f(ct, y) -/"(«, y)]<m<abs [f(a, y) — c], 
f(af, y) - c - [/(«, ?/) - o] + f/'(«', 2/) - / '(«, y)] ^ 0 , 
d. h. die Gleichung /'(«', y) — c wäre nicht erfüllbar. — Ist B von 
&J und der die Gleichung f(B, y) = c befriedigende Wert y von r^ 
und &2 verschieden, so kann man das Intervall (cc... B) über I? 
hinaus erweitern. Man nenne ß die obere Grenze aller für B ein-
tretenden Werte. Die Gleichung z — c ist alsdann für a<x<iß 
immer nach y auflösbar, und zwar nur auf eine Art, d. h.: 
Unter den angegebenen Voraussetzungen wird durch die Forderung 
f(x,y)=>c 
jedem Werte x aus einem bestimmten Intervall (a...ß) mit 
Mnscliluss der Grenzen ein und mir ein Wert y zugeordnet, 
und es wird also y eine eindeutige und endliehe Funktion von 
x mit stetigem Argument. 
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Die Zahl cc fällt entweder mit ax zusammen oder der zugehörige 
Wert der Funktion y ist eine der Zahlen aa, b^ ebenso fällt ß ent-
weder mit ht zusammen oder der zugehörige Wert der Funktion y 
ist eine der Zahlen a*,, JA,. Zwischen diesen Grenzen wird die Funk-
tion y durch eine begrenzte stetige* Kurve dargestellt, welche in 
dem das Gebiet der Argumente der Funktion : darstellenden Recht-
eck verläuft, und deren beide Endpunkte auf dem Perimeter des 
Rechtecks liegen. Die Gleichung, durch welche die Funktion y de-
finiert wurde, wird eine Gleichung dieser Linie genannt. 
Die Funktion y ist überall stetig. 
Beweis: Es seien x und xi Werte aus dem Intervall (a...ß\ 
y und yt die zugehörigen Werte der Funktion, also 
/•</,?/)=£, / , f e ? / i ) ~ c , [f&Hy)-f(?,y)\+\f(Px,yi)-f(xuy)\="% 
Oi - « ) ? ( § , y) + (sh-y)t{ocu ??) = 0, 
wo | zwischen x und Ä?1? IJ zwischen y und yv Dann ist 
Vl _ y = __ (xx _ x) ? k J ^ , abs (?/l - ?/) < ^ abs ( ^ - a ) , 
lim ^ == y für lim #j =• sc. 
Die Funktion y kann überall nach x differentiiert werden, und 
mar ist . „ 
8L 
dy __ ß# 
dy 
Beweis: Unter Beibehaltung der eben benutzten Bezeichnungen 
ist der Differenzenquotient 
xt — x tp {xx, rf) 
Wie klein aber auch die positive Zahl s vorgesehrieben werden 
mag, so lässt sich doch durch passende Wahl der positiven Zahl 6$ 
bewirken, dass für abs (p\ — x) < 8t und abs (yt — y) < $./. 
abs \<p (xl, yt) — p] < s, abs |> (xt, &) — <?J<e, 
auch wenn & und ?/, ^ und ^ unabhängig von einander in ihren 
ursprünglichen Intervallen variieren. Ist also ö die kleinere der 
beiden Zahlen d\2 und -^jfi und werden wieder y und yx als Werte 
"*• Siehe den nachfolgenden Satz. 
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der durch die Gleichung : - r delinicrten Funktion betrachtet, so 
ist, für abs (a\ - • x) •' <): 
abs (§ - - x) < abs (xt • .r) < <)», ab« (»; ;?/) < abs (^ - //) < o\,, 
abs | tp (J;, //) - p | < f, abs | </< (>, ,»/)•-//1*< !•, 
folglich für lim .''\ .7;: 
^ « lim 7) (£, •//), q - - lim ^ (.r,, )/), v - lim ^ > - ' ^ -
Der gefundene Diflerentiahiuotient ist durchweg endlich, und 
daraus folgt wieder die »Stetigkeit der Funktion; aber diese »Stetig-
keit wurde bei dem Beweise der DiH'erentiierbarkeit be re i t s voraus-
gesetzt . 
Man kann den Dilferentialquotienten jetzt auch auf folgende 
Weise herstellen. In Rücksicht auf die zwischen x und // statuierte 
Abhängigkeit ist /'(.•/', y) als eine mittelbare Funktion der einen 
Grösse x zu betrachten, welche sich auf die Konstante c redimiert, 
deren Differential mithin verschwindet. Aus der Gleichung/'(#,?/) ==--r 
folgert man also: .-,. 
rf/=0, d.i. ' dx+ . ' dy~-0 - . - - _ _ _ . 
n'X ry (IX Cf 
dy 
Aber diese Dif ferent ia t ion der Gleichung /'(;;:, y) •= r. setzt 
(§ 22 Seite 140) die Existenz des Dilferentialquotienten von y in 
Bezug auf x voraus und darf n icht als ein Beweis für die 
Dif ferent i ie rbarke i t der unen twicke l t en Funk t ion ange-
sehen werden. 
Die vorstehenden Sätze finden insbesondere Anwendung auf die 
algebraischen Funktionen. Jede algebraische. Funktion // von x be-
friedigt eine Gleichung von der Form 
deren linke Seite eine ganze Funktion von .c und y ist. Aber es wird 
(wenn man die imaginären Zahlen ausschliefst) nicht umgekehrt 
durch jede derartige Gleichung eine Funktion deliniert; dazu ist 
vielmehr notwendig und hinreichend die Existenz eines Wertenaares, 
welches die Funktion f(x, y) zu Null macht, ohne dass gleichzeitig 
die nach y genommene partielle Ableitung verschwindet. An der 
in gewissen Intervallen durch die obige Gleichung definierten al-
gebraischen Funktion hat man im allgemeinen mehrere Zweige zu 
unterscheiden; jeder Zweig stellt eine Funktion mit stetiger Varia-
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bleu dar und ist ditt'erentiierbnr. Da die partiellen Ableitungen 
von /•(,»•, //) wieder ganze Funktionen von > und // sind, HO erscheint 
der Diflerentialquotient 
rational durch ,i und // ausgedrückt. Durch Elimination von y 
zwischen den beiden Gleichungen 
f(x, y) -= 0? <p (IK, y) -f ?/ tf> («, ?/) = 0 
entsteht eine algebraische Gleichung zwischen a* und //, niithiu ist 
die Derivierte einer algebraischen Funktion allemal wieder eine 
algebraische Funktion, und zwar* im Sinne des § 12 unentwiekel-
bar, wenn die Stanimfunktion uuentwickelbar ist. 
Wir können jetzt den Beweis dafür erbringen, dass der Loyarith-
mus eine transcendente Funktion ist. Wäre log x eine algebraische 
Funktion, so müsste diese (vergi. § 14 Schluss) rational und ge-
hrochen sein, also von der Form —5 wo u und r ganze Funktionen 
von sc ohne gemeinschaftlichen Teiler bedeuten, und man erhielte 
durch Differentiation:** 
1 WH1— WO1 . , , ,N , 
= —
 3 _ oder x(<)nt'~iur) = ir} 
. du , dv 
dx (ttr 
Hiernach wäre x ein Teiler von «, etwa v<=anwi wo w eine posi-
tive ganze Zahl und w eine durch x nicht teilbare ganze Funktion 
von x bedeutet; folglich wäre 
r' = x
n
 w' -f n xn~ltoy nuw^x (tv n' — u %d — x)l -x ?r2), 
d. h. n durch x teilbar. — Ebensowenig, wie zwischen x und log 3, 
besteht zwischen el und x, überhaupt zwischen al und x eine al-
gebraische Gleichung, also sind mich die EjLponeniialfimlüonen tran-
mmdent. 
Die Potenz xn ist eine algebraische Funktion von .y, sobald 
n rational ist. Aber für jeden irrationalen Exponenten n ist xn eine 
transemdente Funktion von x. Ist nämlich*** 
' Vergl. Stiekt'lbevger, Crelles Journal Bd. 82 S. 45. 
*** Liouvillo, Journal de Math, pures et appl. T. IL p. 07. 
*** Kinen Kingeren Beweis giebt Liouville, a. a, U. p, 8(5 tlgg. 
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/'(,<',//) 0 für !h*>JtJl, 
wo /'(.*', //) «ine irredueible ganze Funktion von ./' nn«i // wein soll, also 
0.r <>// .*; 
so existiert eine Konstante V derart, duss identisch 
weil die linke (Seite allemal mit der rechten verseil windet. Hetzt man 
/•(*,.v)-^Vi.v,'/) + ...4J/i(//)-r-/öCv), 
so kommt: 
»' H + «.V fj " ^' l i> /; 0/) + «?/ IP (.'/) 1 + . • • + '"2/ /Ü (?/), 
f'fp di) - / > / i0 / ) -H<.»/ /Ü i!/) - (p + «</) ««?/*+•. •, 
< 7 i (?/) - - « y /o 0/) - w >'?J' ?/'' + • • • > 
Vi -- <« + w tf =-1) r, M — rational. 
' ?'-~c/ 
Der Arcus -Tangen« ist eine transeenclente Funktion; denn 
wäre arctg x eine algebraische Funktion von »', so miisste diese 
von der Form — sein, wo n und v ganze Funktionen von x ohne 
v 
gemeinschaftlichen Teiler bedeuten, und man erhielte: 
(1-f j;a) (vu' — nr1) - -r2, also r = ( l - f a,2)"'?r, 
wo w eine positive ganze Zahl, w eine durch l+ . ' ' a nicht teilbare 
ganze Funktion von .r, weiter: 
v' -* f 1 -f :r)n tr' + 2n (1 -f a*)»-h'it\ 
d. h. « durch 1 -j- *2 teilbar. Da hiernach auch tg tr eine transceu-
dente Funktion ist, so können cotg x, sin J , co.s .r nicht algebra-
ische Funktionen sein; denn sonst wäre auch tg.;' algebraisch, als 
algebraische Funktion von jeder der anderen: 
- _ ^ _„ sin a; _ ]/l —-cos-'.r 
eotgj; " ]/{„
 8iü\r " eoa.r 
Mithin sind auch areeotg n\" aresin .r, arecos % nicht algebraisch. 
Alle trigonometrischen Funktionen sind trameemlent. 
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Bei einer unentwickelten Funktion von mehreren Independonien 
wird es sieh um die partiellen Ableitungen und das Totaldiilorential 
lumdeln. Kl« genug!, zwei unabhängige "Variablen anzunehmen. Man 
kann dann nach Analogie den l'fir eine einzige Jndependente ge-
führten Beweisen den folgenden Ratz herleiten: 
Ist /"(/, //,.:) eine eindeutige und endliche Funktion der Grossen 
x, I/J z, welche zunächst unabhängig von einander in einem gewissen 
Gebiefc stetig variieren, o irgend ein im Innern des Gebietes vor-
kommender Funktionswert, f in Bezug auf x, y, : differentiierbar, 
und sind die drei partiellen Ableitungen überall endlieh und stetig, 
während die nach z genommene nirgends rerschwindet, so wird durch 
die Forderung 
jedem Wertepaare .r, y aus einem bestimmten Gebiete ein und nur ein 
Wert ; zugeordnet; es wird z eine eindeutige, endliche und stetige 
Funktion der stetigen Argumente x, y und kann nach x und nach y 
dijferentiiert werden. 
Die partiellen Ableitungen 
'iL di 
Öz dx dz dy 
bx *" " 'dp dy *" Bf 
ds fe 
sind durchweg endlich und werden auch durch Differentiation der 
Gleichung f(x) ?/, z)*=~ ü gefunden. Sofern nämlich z jene Punktion 
von ,r und // bedeutet, sind die partiellen Ableitungen von /" nach 
x und y der Null gleich zu setzen, ebenso das Tofcaldifferential 
von /': 
dx dz ox dy dz dy 
()a_ ~L dx-\~ r^ ~ du-\- — dz, dx dy J dz 
Aus der letzten Gleichung ergiebt sich das Totaldifferential von s 
direkt: 
J dx-\- J dy dx dy 
de 
}•)() K Ül. Uni'iniliclit' Kmiien mit pnnitiv»n (üietlern. 
§ 24. Unendliche Reihen mit positiven (Miedern. 
Ein wichtiges Hilfsmittel der Kunktionenlehre niiid die unend-
lichen Reihen. Das Vorhalten der unendlichen hVihen ist ein 
wesentlich verschiedene«, jenachdein alle Glieder einerlei Vorzeichen 
haben oder nicht. Wir beginnen mit denjenigen Reihen, welche 
nur positive (nieder enthalten. 
Sind unendlich viele positive, endliche Zahlen gegeben (die 
Null nicht ausgeschlossen); 
"o; an <l-2i "• (iu infinitum), 
so kann von einer Summe dieser Zahlen zunächst nicht die Rede 
sein. Es lassen sich aber aus ihnen unendlich viele P a r t i a l s u m -
nien bilden, d. h. Summen von der Form 
s = aa -f <t,i + tty + . . • + «« (a < ß < V < • • • < ft). 
Besondere Partialsummen sind die folgenden: 
Da ,v„ die Summe #0+#1 + ^3+ ••• + #<« bedeuten wird, in welcher 
alle Addenden von s vorkommen, so ist 
()<8<StH. 
In der Reihe der positiven Grössen s{)} bi} si} ... iindet überall Zu-
nahme oder doch nirgends eine Abnahme statt. Wäre die Reihe 
der Zahlen a0, at1 ... begrenzt, mithin auch die Reihe der Zahlen 
s0, al} ..., so würde die grösste unter den letzteren die Summe der 
ersteren vorstellen. Da aber unserer Annahme zufolge jene Reihen 
endlos fortlaufen, so dürfen wir bei den Zahlen «0, si} s2, ... nur 
von einer oberen Grenze, nicht von einein Maximum sprechen. 
Diese obere Grenze wird die Summe der Zahlen «0, au «a, ... 
genannt; wir bezeichnen sie mit 8 und schreiben: 
a04-«1 + «2 + ---=='s'-
Der Index n der Grösse sn ist als eine Variable zu betrachten, 
welche die Werte 
0, 1, 2, o, . . . (in infinitum) 
durchläuft und sich mithin der Zahl -f- oo beliebig zu nähern ver-
mag; an und sn sind von n abhängig. Während n sich der Zahl 
-f oo nur zunehmend nähert, nimmt slt niemals ab; folglich ist 
^
 k ;
 S — limSn für lim n •=--{- oo. 
--J.I l l i i i ' i n l l i i In K e i l t e n m t l | K I l i t w u <<III><]<»III | , > { 
Bei der Herstellung der Summe .N «spielt dem Anscheine nach 
diu Reihenfolge, in welcher die Zahlen a0, «{) ... aufgesiellt werden, 
eine Rolle. In Wirklichkeit, isl. jedoch die Zahl H von der Reihen-
folge der Summanden ebenso unabhängig, wie die Summe einer 
endlichen Ulioderzahl-, denn sie kann als die obere Grenze al ler 
Partialsunimen definiert werden, da die obere Grenze der Zahlen 
•\n <si? «So ••• , s ic n "h'ht ändert, wenn irgendwelche Zahlen i><Csn'^S 
hinzutreten! ($ 4 Seite 17). 
Man kann allemal Glieder in endlicher Menge so herausheben, 
dass ihre Summe der Zahl N beliebig nahe kommt, und die^o An-
näherung wird noch verstärkt, wenn man Glieder aus dem Rest 
hinzunimmt. Ohne die Summe der unendlichen Reihe zu ändern, 
darf man Glieder zusammenfassen oder Glieder in positive Addenden 
zerlegen. Werden alle Glieder mit einer und derselben positiven 
Zahl Q multipliciert, so wird zugleich die Summe mit Q multipli-
eiert, da 
p aQ 4- Q % + ••• + £ an = Q sn, lim (Q SU) — QÜ für lim n ~ yo. 
Beispiele: In der unendlichen Reihe (geometrischen Progression) 
1 -f- JÜ -f #a + &'3+ •.. 
nehmeu wir J ; > 0 ; es ist hier # 
1- jH-* 1 x 
Solange j , unterhalb der Einheit bleibt, hat man lür lim n «= oo: 
lim xH«-0, lim sn~ < - •> *S» < — • 5
 1 — x \ — x 
Dagegen kommt bei x~i: 
Sn. ~ n -f-15 lini sH — co, S ~ oo. 
Folglich ist umso mehr: 
l-f.#-j-a;2-f...=== oo
 ö e i t « > l . 
Den Summen-wert oo liefert auch die sogenannte harmonische Reihe 
welche nach Zusammenfassung von Gliedern die Form 
a-+i)+(i-H)+a -H +-} +i)+a+...+A)+... 
annimmt; hier ist nämlich 
«0>T> ^ > f > * J > J ) " . > J » - > 
folglich s«> } ( » + ! ) . Überhaupt wird bei # < ! : 
Q 
' 1" 
inendlic 
i- ( -
+ tt 
i . ; - i - . 
+ 
Ins 
+ 
+ 
1 1 1 
Reihe 
5" 
, 1 
1 
6" 
1 .. 
•• 
+ 
. » . x , 
- 00. 
* ) * • • 
lf>2 h yi IhiMitHirlm Utnlicn mit potiitivon Uliotlorn. 
z. H. 
1 1 1 
j / l H | / 2 " f |/8 " 
Dagegen besitzt hei <0 l die i 
1" r 2" ' 3" ^ 1" 
eine endliche Summe, da nach der Zusammenfassung 
^ 2 1 4 / 1 V 
« , ,<1 , fli<2„ - " j j ^ i » «3*^40 ^ ^ " - - V ' "*' 
und mithin 
1 / i V / I \» [ 
i>'»<l + 2 ^ 1 + ^«»-y + • • • + \2 , !~V < l - 2 t - ' 7 " 
Die Reihe ^„-f-^ 4-«a + • • • hei^t konve rgen t oder diver-
gent , jenachdem ihre Summe endlich oder unendlich ist. Z. B. 
die geometrische Reihe 
•* I -f- x + •''" + ^,;i + • • • 
ist konvergent für 0 < o , ' < l , divergent für # > 1 ; die Reihe 
1 l 1 
_ J „ _l_ -L-
ist konvergent für <?>] , divergent für tf< 1. Die Reihenfolge der 
Glieder übt keinen Kinfluss auf die Konvergenz aus. Kann man 
eine endliche Zahl *S" angeben, welche von keiner Partialsumme 
überstiegen wird, so ist die Keihe konvergent und ihre Summe 
S < $ ' . Verkleinert man Glieder einer konvergenten Keihe, so er-
hält man wieder eine konvergente Keihe; vergrössert man Glieder 
einer divergenten Reihe, so erhält man wieder eine divergente 
Reihe. Z. B. da 
1 1 1 1 1 1 
p + 98 + g8 + .. • konvergent, _ -f - + _ -f ... divergent, 
so sind auch 
1 1 1 1 1 1 
*» + ÖS + - « + •• • konvergent, -f- + T + • • • divergent. 
i" o ö 1 o o 
Bei Untersuchung der Konvergenz darf man Glieder in endlicher 
Menge fortlassen oder zusetzen, 
K Ü<1, lliiemllit'ho Reihen mit po-iituon (Jliedom. 15.'» 
Wenn die unendliche Reihe //„ f ti{ -} " . | . . . konvergieri, HO 
ist i'iir Jim « TD: 
lim sa /*>, lim .v„_. t /-»', lim (,s"„ .s„_i) l i n i n v - O . 
Folglich wird in joder konvergenten Reihe f/„ unendlich klein für 
unendlich gro>s.se n. Aber die Umkehrung ist nicht richtig, wie 
das Beispiel der harmonischen Reihe lehri. Untersuchen wir zuerst, 
welche Folgerungen sieh ziehen lassen, wenn fitl mit endlos wach-
sendem // dem Grenzwerte Null zustrebt, gleichviel ob die Reihe 
konvergiert oder divergiert. 
Ist lim (i„ - 0 , so haben die Glieder der Keine die untere 
Grenze Null. Das Umgekehrte findet nicht immer statt; vielmehr 
darf, wenn lfm <iH- ^ «ein soll, nur eine endliche Anzahl von Glie-
dern die beliebig kleine positive Zahl i übertreffen (wobei f kleiner 
als eine der Zahlen (tlv at... angenommen wird). Die Glieder einer 
solchen Reihe haben eine endliche obere Grenze, welche zugleich 
Maximum ist, nämlich gleich dem grössten unter den die Zahl s 
übertreffenden Gliedern. 
Aus lim ef„ = 0 folgt immer: 
l im—£-=-=• liin " l ,*'* " — 0 für l i u i ; i — c o , 
auch wenn die Reihe divergiert und mithin lim sn - - cc ist. 
Beweis: Wir nennen bn die grösste unter den Zahlen #„, «„+/ , 
^,1+Ü, • . . und setzen zur Abkürzung 
J>0+ &! + . . . + />»*=•*», 
so dass 
lim b„ •=-(». b0 > bt > b2 > . . . , tn > (n + 1) bu+i, 
(w-f2)^ ^ _'( ;i+J)i«_+'i > i __'»_ ^ i>l+L 
0» + 1) tn+i ' (n~+ 1)1+ (n + 1) bn.{ t ' 7* + 1 "" » + a 
d.i. 
1 2 3 
Die Zahlen f0, - | ^ , -|fa, . . . haben eine untere Grenze ra>03 und 
zwar ist (§ 8 Seite 42 flg.) 
co — lim -—£•— für lim n ~ oo. 
«-+-1 
Wäre oa > 0, so könnte man >t so gross nehmen, 
1 5 | K »\. Unendliche Reihen nnl Judithen <<lieilo.ni, 
M
 ' 2 U " n-\ 1 2 ' 
und hätte dann ' , . > w, zugleich aber auch: 
2« 4 L* ' 
, /,,.. , . " 
2 
; - S , i i \ / - fi' 7 ^ ( , )  -• Cö 
/ . . , J H < ( 2 H 4 - 2 ) M . 
Folglich i.st rot - 0 und wegen
 tsH < /,t auch lim '" - 0. 
«-(- l 
Ist lim an- co, su haben die (Mieder der Reihe eine endliche 
uulere Grenze, welche zugleich Minimum isl. Bezeichnet man dann 
mit („ die kleinste unter deu Zahlen <tn) f/»-}-i, «n + 2, ••• unc^ m^ u" 
die Summe c0+cx + •>• + £>», so wird 
lim c„=- co, f0 < Cj < . . . , " < * < 02 < . . . , 
und es ergiebt sieb, wieder ein Grenzwert 
ii 
Sl — lim ,". für lim n — co. 
7*4" 1 
Wäre ü endlich, so Hesse n sich so gross bestimmen, dass 
' U i > l ß und i i * < - - • 
' ii-\- L 2 
Man hätte dann
 tr ' , i < ü , zugleich aber auch: 
Un >
 t)— ß , <•»•+1 > Ja &, C» + 3 > 2 ü , . • . , r 2 n + l > | Sl, 
Folglieh ist Sl — co und wegen t>„ > ?/„ auch lim -" - «=- oo. Über-
haupt gilt der Satz: 
Wenn un hei unbegrenzt wachsendem n einem Grenzwerte (> an-
dreht, so ist auch* 
lim —^-T- — ß für lim u =~ oo. 
»4 -1 
Der Beweis braucht nur noch für endliche <? geführt zu werden. 
Wird zur Abkürzung abs (ctn—0) durch cln bezeichnet, so ergiebt sich: 
* Dieser Satz findet sich bei Cauchy, Analyse algebrique Cliap. IT., als 
Folgerung aus einem allgemeineren Satze. Er bleibt giltig, wenn «0, <%, a2... 
beliebige Zeichen haben, vorausgesetzt, dass a nur bestimmt unendlich wird; 
aber er ist nicht umkehrbar. VergL den folgenden Paragraphen. 
8 ti't. Unendlich« Reihe» mit jtuuüven <«Miedern J^r, 
abs ( 'S* 
\ » 4 
lim . ~ o <> 
5
 u | l ' «4 1 «4-1 
 1 V w «4 1 ' " ' " V/H-i 
Um die Konvergenz einer Reihe zu prüfen, hat man zahlreiche 
Knlerieu aufgestellt Eines der wichtigsten besteht in der Ver-
gleiehung der Reihe mit andern, deren Verhalten man kennt (vergl. 
ohen »Seite I5*f). Wenn die Glieder der Reihe rc0 4- ux 4 • • • (li(' 
entsprechenden Glieder einer konvergenten Reihe «0-f-/^-f... nicht 
übersteigen, so ist auch, die erste Reihe konvergent; z. B. wenn die 
Reihte H 0 4 " I 4 - - - . konvergiert und man hat unendlich viele positive 
Zahlen p(n Qi} Q21 ... mit einer endlichen oberen Grenze £/, so ent-
steht durch Komposition die .Reihe 
welche sicher konvergiert; denn die Reihe G-n^Gu^... ist kon-
vergent (»Seite 151) und 
Qüu0<iGuüi Qiui<Gul u. s. w. 
Am häutigsten wird die zu prüfende Reihe (direkt oder in-
direkt) mit der geometrischen Reihe 1 4» #-f-vt.8 4- . . . oder 
verglichen. In dieser hat der Quotient zweier aufeinander folgenden 
Glieder einen konstauten (d. h. von /* unabhängigen) Wert: 
und die Reihe ist konvergent oder divergent, jenachdem dieser 
Wert unter der Einheit liegt oder nicht. In der beliebigen Reihe 
rt04-«! + . . . wird der Quotient mit /* variieren zwischen zwei 
Grenzen ij und G (0 < ij < Cr); bezeichnet man ihn mit #M, so ist 
«i -= Vio> «2 - VMi> • • • > «»^ <Vio2i • • • <h-h 
«0gn<a»<a0GM, 
und man wird die vorgelegte Reihe mit den geometrischen Reihen 
aü 4- axg 4- % (f-\-..., a0 4- at (r 4- ag C rH . . . 
vergleichen. Die vorgelegte Reihe konvergiert sicher bei G < 1; 
sie divergiert sicher bei g > 1; über die anderen JFälle lässt sich 
nichts allgemeines sagen. 
l,")(i Ü üi linondliclin Reihen mit positiven dlliedouj. 
Wenn bei endlos ivaelisendem )i der Quotient qn iniem Grenzwerte q 
zustrebt: 
q hm ' ur hm u er. , 
und es ist f / < l , -sv> konvergiert, die Heilte <({)-\-tty-\ . . . ; int dagegen 
q > 1, so divergiert die Ileihe. 
Beweis: Im Falle 0 -C q < 1 nehtne man fr" zwischen <j und I 
beliebig, bezeichne die positive Zahl G" q mit d und bestimme 
,.lir r,, die positive Zahl w so gross, dass <•/, 
zwischen q <) und y -j- $ bleibt für 
,
 {t~(\ , fl__, alle w>w/; da alsdann in der Reihe 
0 '/ i 1 , 1 
die Quotienten </m-j-i, qm-\-tt ••• kleiner als G' und ilu'e obere Grenze 
< G'< 1 auslallen, so konvergiert die Reihe um + i•{-..., mithin 
auch die Reihe r/0 -f- ax + . . . 
l,,,
*
S5
- (.Seite 152). Im Falle # > 1 
# ' y+$ nehme man tj zwischen 1 und 
0 i (f q beliebig, bezeichne die posi-
tive Zahl q - - (/ mit d und 
bestimme die positive ganze Zahl m so gross, dass qH zwischen q — d 
und q~\-d bleibt für alle » > w ; die (Quotienten j/m+i, '/m+a, . . . 
werden jetzt sämtlich > //, ihre untere Grenze > // > 1, die Reihe 
divergent. 
Beispiele: Es sei J eine positive Variable. Iu der Reihe 
j je" »*,! 1 + j , + ,} -f *r, + •.•.. wo w! =~ i .2 . . ' ) . . .w, 
limlet man: 
'/»" ^ j ' lim</fl«Ü, 
folglich konvergiert die Reihe immer. Mit ihr konvergieren die 
folgenden:
 t , , 
2! 4! ' 1! ,'J! 5! 
Dagegen kommt es in den Reihen 
auf die Grösse von J; an; beide konvergieren für ,v < t und diver-
gieren für * • > ! ; dass sie für x- 1 divergieren, ist schon auf 
Seite 151 flg. gezeigt. Endlieh die Reihe 
§'25. ITiiäiulliolu1 Heilten mii beliebigen UHediirn. 157 
liefert: 
(J
" C + 2 ' » Um<hl h 
daraus erfahren wir nichts bestimmtes fiber das Verhalten der Reihe. 
In der That konvergiert sie für o^l und divergiert j'fir tf<l. 
/)/> Addition und Multiplikation zwritr unendlichen Jlcihen 
«,,-!• «! + «., + ... fl, /,0 + ftl + fts + . . . - 7 ' 
?w><:/ Ü/'/C die ziceier gewöhnlichen Summen iwltotjen: Die Reihe, welche 
alle (Mieder beider Reihen umfasst, stellt die Summe S + T dar; 
multiplieierf man jedes (ülied der einen Reihe mit jedem (Uiede der 
andern, so entsteht eine neue Reihe mit der Summe /ST; d. h.: 
# 21 -- /<„ \ + ^ ft0 + ffs /,(( 4 . . . . 
-f ff0/;, + f'i l>i + a^?>i -f • • • 
-f " . . 
« rr0 &, -b («t ?;0 + «0 \ + a^ hx) -b («s ft0 + «0 \ + fl:i &t -1- ax b, + aji,) + ... 
-' <UA + l/'i &o + « I A ) + (<h \ + ai lh + "(A) + • • • 
Zum Beweise führen wir noch folgende Abkürzungen ein: 
h0 + . . . ~|- />»=- f„, «„ + hn— ca, a0\ -- f/0, «, fc„-(- «„/>! f-«,^ — t/i, . . . , 
Dann wird 
<o + r't + • • • + r"~~ *» + tu, dü-f r/, + . . . + 4 =* *»4, 
folglieh für lim n — co, wegen #=-lim slt und T-=* lim f„: 
N {-T-- lim (.s',,4- ?») =- Hm fc,+ ^ 4- • • • + '«) =~^o+ ^ 4~ • • •, 
S T « lim (Ä„ /„) — lim (</0 4- 4 -|-... 4- rf„) - r/„ -f- </, 4- • • • 
Beide Regeln lassen sieh ohne weiteres auf jede beliebige An-
zahl von Reihen ausdehnen. 
§ 25. Unendliche Reihen mit beliebigen (Miedern. 
Die vorstehenden Betrachtungen gelten nicht bloss für Reihen 
mit positiven Gliedern, sondern mit den nötigen Änderungen über-
haupt für Reihen, deren Glieder einerlei Zeichen besitzen. Nehmen 
Jf)H i) 25. Unondlich« Rnüuni mit beliebigon (Üicdoru. 
wir jetzt unendlich viele Zahlen mit endlichen Beirä ten, aber mil 
beliebigen Vorzeichen: 
"in (ID "u? ••• (*n iufinituiu), 
und setzen wieder «,, + ^ d - . . . 4- <ta~ ,s„, ho wird sM nicht immer 
einem Grenzwerte für lim >/ — -/:> zudrehen; bei geeigneter Be-
schaffenheit der Glieder ergiebt sieh jedoch ein solcher Grenzwert, 
und zwar ist er bald endlich, bald unendlich. 
Z. B.: Jn der Keine 
1 - 1 + 1 - 1 + 1 • 1 +. • . 
ist « u ^ l , .s't —0 , &>—-l, s.ä — 0, . . . , überhaupt *_>„=• l , s»n+i -=•(), 
aber weder 1 noch 0 ist Grenzwert von ,s'„. Dagegen ist in der 
Reihe 1 -{• J + * ' S + •.-, wo ,r eine positive oder negative Zahl, aber 
nicht die E m s , vorstellen soll: 
1—0,»+» . 1 . ^ 
i, =~ - , Hm sK •=- „ — oder oo, ienaehdem ahs vr >^ 1. J — x \ — x -> 
Bei .?;><> sind alle Glieder positiv, bei :* < 0 sind die Glieder ab-
wechselnd positiv und negativ. 
Die aus Binomialkoeflicienten gebildete Keihe 
>-(r)+(?)-(?)+-+(-D-©+--. 
in welcher m eine beliebige positive oder negative Zahl bedeutet, 
giebt: 
att+t _ w - w ( .(m-l\ 3 ( r 1 ) ; 7 m \ °>'+1 
(-')"'(:z11) + (-,:,"(«)"(-1)"C"«1)-
Die Differenz M M ist" mindestens von einer gewissen Stelle an 
positiv, so dass von da an sämtliche Glieder einerlei Zeichen be-
sitzen. Ist in + 1 positiv, mithin n — m < n + 1, so nehmen die 
Beträge dieser Glieder fortwährend ab, die untere Grenze der Be-
trüge ist ---±lim <7«; ist w-\-1 negativ, mithin n- w > w - f - l } so 
nehmen die Beträge derselben Glieder fortwährend zu, die obere 
Grenze der Beträge ist =-±l i ra^„. Ein Grenzwert <y —lima,, für 
lim n == co ergiebt sieh demnach in beiden Fällen, und man hat 
überdies (Seite 154): 
§ 85. Unendliche Reihen mit beliebige» Gliedern. ]f>{) 
0 h m , , lim 
n "l l m in 
Hiernach ist o* entweder 0 oder oo, mul zwar HUIHH «ein: 
6 «- 0 für m > — 1, (> - * oo für m < - 1, 
(1. li. (vergl. § 12 Seite (»4): 
lim r " M - - 0 oder oo, jenaehdem w ^ 0. 
Dienuial strebt also .s,< einem (Grenzwerte zu, der Null ist für die 
pusitiven w, unendlich für die negativen w. 
Sind /»• und m positive ganze Zahlen und schreibt man 6m für 
.s'(A-f-i)W_i, so gieht die unendliche Reihe* 
I I 1 1 1 
^ 2&4-1 M 3 h ' " ' 
falls n zwischen (Je + 1) M ~~ 2 und (/•; 4-1) (w 4-1) — 1 liegt: 
1 _ 1 _ 1 
ffw
 "w + 1 ^ + 2 + * " + /rw' 
a>n+1 ra 0
'" * /r;;r+1 + £ m+2+"''+Fw +T "" w+' 1' 
1 1 1 
/.• w 4-1 /cm + /r »H 
Da nun (§ 19 Seite. IIB) lim tf,„ = log Je für lim w-^oo, so folgt: 
Hm ,s'„ — log Ä" für lim n ~ cc . 
Führt die unausgesetzte Vergrößerung von w zu einem Grenz-
werte S der Summe s„, so wird H die Summe der unendlichen 
Reihe genannt. Man schreibt dann: 
<v0 + ffx-f-«g + • • • =•-" fl, 
l , . , , , < 
also insbesondere: 
1 4* & 4* -'s 4~ • •«**" -« ^ "der oo, jenachdom abs or ^ 1, 
1_
 (T) + 0*)~ (™) + '"^° oder w' .ieuachdem w < ° ' 
1 I I 1 _ i I 1 l I A 
i - - x T a j» "T ;t ;i T • " ' '• 
* E i e m a n n , Partielle BilTerentiulgleiclmugen B. 42 Hg. 
|(',0 8 üft. Unendliche Reihen mit beliebigen (Miedern. 
Kine unendliche, aber uichl bestimmt unendliche* Summe giebi die 
für welche .s'aH ^ + 1 , .s'j« | i -w 1. 
Werden alle Glieder mit einer und derselben Zahl $) multipli-
ciert, HO wird zugleich die Summe mit {> inultiplieiert. In jeder 
summierbaren Reihe darf mau, ohne die Summe zu ändern, (Jlieder 
zusammenfassen, aber nicht nach Belieben zerlegen. Ms isi, /. B. 
lotfä l-f- 1 1 4 J4 j - i - | H-H i - M- . . . 
1
 a r .! i i r> h r • • •) 
dagegen fuhrt von der Reihe 
l_|_l
 + A + J. + . . . - 2 
eine Zerlegung der Glieder zu folgender Reihe: 
1 4 1 —_ _|_ j — "t 4 1 ~ -^  + • • • j 
welche keine Summe besitzt, da lim .S'JJ„ -= 2, aber lim Sv^-i -= 3. 
Jedoch ist es (ausser bei unbestimmt unendlicher Summe) erlaubt, 
Glieder in Teile von einerlei Zeichen aufzulösen, da die Zahlen, 
welche dann in die Reihe ,s0; .s^ , &,, . . . etwa zwischen sn und .s'M+] 
eingeschoben werden, auch der Grosse nach zwischen s» und .sV|-i 
zu Hegen kommen. 
Für jede summierbare Reihe, deren Summe nicht unbestimmt 
unendlich ist, besteht nach Seite 154 die Formel: 
a i • s0 4 * Si 4 " • • • 4 " Sit .... T • 
AS = hm " L~- r für lim « — ao. 
Aber die Ümkehrung ist nicht richtig, z. B. die Reihen: 
1 i-f . i — i + . . . } i 4 1 _ » 4. i _ 3 4 i _ _j + . , . 
liefern die Grenzwerte: 
1 • '% + st 4 .. • -I- fy 1 
lim , . =---., resi). -.,, 
»4-1 " " 
ohne summievluu* zu sein. 
Die Reihen mit endlicher Summe heissen konve rgen t , die 
Reihen ohne Summe oder mit unendlicher Summe divergent . Bei 
Untersuchung der Konvergenz darf man Glieder in endlicher Menge 
fortlassen oder zusetzen; wenn daher etwa die negativen Glieder in 
begrenzter Anzahl auftreten, so braucht mau nur die Reihe der 
* Soll die Summe unbestimmt unendlich werden, HO »»rissen positive und 
negative Ulieder von beliebig grossem Betrage vorkommen. 
i? iä5. Unendliche Keihon nüi beliebigen (jHwli'ni. \\\\ 
positiven <«liedcr zu prüfen. In jeder konvergenten Reihe ist 
lim a„ 0. Das IJmgek<dui,e ist nicht notwendig, z. B. für ~1 -"Jti «""<> 
erfüllt die Reihe 
' (T) »(?)-(")+••• 
die Bedingung lim «„ --() und hat doch die Summe x . Aber HO 
oft lim an - 0 ist, muss in der Keihe ein grösstes positives und 
ein kleinste« negativen Glied, mithin auch ein Glied von gröbstem 
Beirage vorkommen.* 
Ans unendlich rieten positiren Zahlen u0i «,, ?/.,, ..., /reiche dem 
(hens werte Null zustreben, die aber siujleich der (I rosse nach (jeordnet 
erscheinen, hmn man allemal eine honrergenie Heilte herstellen, indem 
man dieselben mit abwechselnden Vorzeichen verstellt, tdso 
u{) - Kt -f Mg — .. • oder - % + nt — ?/., -f... 
Beweis: Wir nehmen die positive Zahl £ beliebig und tn so 
gross, duss « , « 0 . Da für ^ > w in beiden Reihen 
1l„+ i — l()l + » + . . . + ( - 0»«« + v •=» ± ($« + ,, ~~ '%) 
— ihi+i {itn+-> — Ww-]_a) — ... = (itn_j_! — 7/rt-f-a) + (^«+:! —w«+4)+ •••» 
0 < abs (s«+, — s„) < w„+i < H » < «, 
so strebt N« immer einem endliehen Grenzwerte zu {§ S) Seite 45flg.). 
— Das Zeichen der Reihonsumme ist das des ersten Gliedes, und 
man bemerkt überdies, dass sn die Summe mit einem Dehler dar-
stellt, dessen Betrag kleiner ist als un+i. 
Beispiele: Tn der aus Binomialkoefficienten gebildeten Reihe 
haben die (Glieder, von einer gewissen Stelle an, abwechselnde Zei-
chen und für w > — 1 abnehmende Beträge mit der unteren Grenze 
Null; die Reihe konvergiert also nicht bloss für »Oft , sondern 
auch für - 1 < w <(). 
Die zweite üeihe, welche wir oben für log 2 erhielten, lautet: 
lAn, 9 I L ± i _ L i_ 
wh w i 2 > T 1 ~r • • • 
Durch Zusammenfassung von Gliedern und Addition zweier Reihen 
folgert man: 
!
 11berhairpi, wenn a„ einen endlichen Grenzwert für lim «--cc> bewitzt, 
so bewegt sich an zwischen endlichen Grenzen. 
I ' asc l i , lhftiiroutial- n. luteum livolmung 11 
|()2 §25. niH'inlli« ho liciliint mit beliebigen (ilietteni, 
log2 -(! 1 \ 1 D + Ü M !" i) I - . 
^-iüg2 u { ; i) + u H- i) F... 
liier darf man aber die Klammern fortlassen. In der Thai ist 
1 , 1
 > 2 1 1 
4 m — 3 4 >M - l "^ Im" 4 w -|- 1 4 m ~\~ 3 ' 
und mithin bestehen nach den vorausgeschickten Sätzen noch die 
konvergenten Eniwickelungen 
i.l0|?2-(H-i)- i+ci+f)- 1+... 
Man sieht nun sofort,* dass die letzte Reihe, obwohl sie nicht 
log 2 darstellt, doch aus denselben Gliedern besteht, wie die zum 
Ausgangspunkt genommene Entwickelung von log 2, nur in anderer 
Reihenfolge, nämlich aus den Gliedern 
k -I i
 imcl „ i _ 1 _ i 
Die nämliche Beobachtung macht man an der Reihe 
1 1 1 1 1 
l o g Ä - = l +
 2 + • • . + k - l + -frr\ + . . . + 2 / i - k> + . . . , 
welche für alle Werte der positiven ganzen Zahl h aus denselben, 
allerdings verschieden geordneten Gliedern 
1 4/ l ... und —1 — 4/ — \ 
bestellt und je nach der Anordnung dieser Glieder die Summe 0, 
log 2, log 3, ... ergiebt. 
Aus der konvergenten Reihe (deren Summe A heisse) 
_ L __ JL L l _ 1 _L 
yi 1/2" T/3 yi 
in Verbindung mit einer Bemerkung auf Seite 152 folgert mau: 
/ J _ 1__ 1 _ 1 \ / l 1_ 1 1 
* V]/f T?2 ]/3 ]/4 / "h V 5 " y«J }/7 j/8 
, /x __ __L
 +
 l
_ _ _ LW 
vyö yio yii yia/ ""' 
fe"" ?4")+ (i/6" vi)+ (yiö" Ti i )+"" ' y2 vy2 j/ / vye j/s/ v o j/u 
i i \ . /_i_ i \ . / i i 
+
"° " vyr y2 ) + vy2 y J + Vys" y; 
Durch Addition dieser Reihen entsteht: 
* Dirichh't, Abh. cl. Berl. Akad. vom Jahre 1837, 8 49. 
f? 2f>. IlneiHlliehe h'i'ihcn mii lti'liclüfftMi UliVtloi'u. |j|, '} 
1 1 1 , 1 , 1 1 
j / i \/:\ i/:> }/f> j/7 |/.i 
also eine divergent.« Reihe,* welche, wie die gegebene, aus den 
diliedern 
1 l , ' und ' 1 t 
' |/n ' | /5' "" Un< 1/2 ' " l / j ' !/()' 
zusammengesetzt ist. Die ISuiunio einer unendliclien Reihe, welche 
.sowohl positive als auch negative Glieder in unendlicher Menge 
umfasst, verhält sieh hiernach nicht notwendig ebenso, wie eine 
gewöhnliche Summe, indem die Reihenfolge der Summanden auf 
den Wert der Summe und auf die Konvergenz nicht ohne Einiluss 
zu sein braucht.** Um diesen Gegenstand genau zu erörtern, müs-
sen wir die positiven Glieder von den negativen trennen. 
Es seien in der Reihe «0-f-«x 4-«a 4- . . . unendlich viele positive 
Glieder p(), pu /A>, ... und unendlich viele negative —q0) —{/1, — (&!> ••• 
vorhanden-, mau setze 
#>+Ä+i>8+ . . . = iJ, & + & + & + . .-=-#. 
Tst P — GO und Q endlich, so kommt Ä = 4- 00; denn wie gross auch 
(>>0 sei, immer kann man m so gross wählen, dass für alle w > w 
die Summe der in .% auftretenden positiven Glieder >(H-<V, mit-
hin ö'«>(> wird. Ist Q=cc und P endlich, so kommt $«= — 00. 
In beiden Fällen divergiert die vorgelegte Reihe; sie kann also 
nur konvergieren, wenn P und Q zugleich endlieh oder unendlich 
sind. Im ersten Falle ist in der That bei jeder Anordnung der 
G l i e d e r
 a{)+(h + a, + ...<~P-~- Qi 
denn wie klein auch e>0 sei, immer kann man m so gross macheu, 
dass für alle n > m in sn die Summe p der positiven Glieder 
>J>—£ und der Betrag q der Summe der negativen Glieder >(?--£ 
ausfällt, dass also sn=p-~q und 
0 < P - j p < « , 0<Q-q<s, 
abs (P- Q - sn) - abs \P-p - (Q~~q)\<e. 
Im zweiten Falle wird zur Konvergenz jedenfalls die Bedingung 
lim«„ = 0, d. i. Ihn j ; „ ~ lim y«==0, erforderlich sein; dass aber dann 
die Reihe bei geeigneter Anordnung der Glieder konvergiert, geht 
aus dem folgenden Satze hervor:*** 
* Dirichlet a, a. 0. 
** Zuerst, von Dirichlet bemerkt, a. a. 0. R. 48. 
•*•**• Kiemann, Gesammelte Werke Si 221, 
11* 
1G4 §25. Unendliche Kßihen mit beliebigen Gliedern. 
Wenn in einer miendliehm Reihe sowohl die positiven als auch 
die negativen Glieder divergente 'Reihen bilden, dabei aber für 'unend-
lich grosse Indiees unendlich klein 'werden, so wird die vorgelegte Reihe 
bei passender Anordnung ihrer Glieder koueergenl, mid man kann 
sogar jeden gegebenen endlichen Simmteniveri hervorbringen. Um die 
beliebige endliche Summe S zu erzeugen, nimmt man irgend welche 
positive Glieder, deren Summe n{) sei, hierauf negative Glieder, bis 
die Summe nt}—ui eben unter/? sinkt, dann positive, bis die Summe 
u^ — «i-f «2 ^exi über 8 steigt, hierauf wieder negative Glieder, 
bis die Summe un—ux-\-u^~ "8 e D e u u u t e r # sinkt, u. s. w* 
Beweis: Setzt man «0 — ^ -f... + (-- 1)ÄH„ = £«, SO ist bloss zu 
zeigen, dass lim ta=°S, da u0, ?/n «f2, ... in positive Addenden zer-
legt werden dürfen. W i r wollen nun unter au das letzte Glied der 
Reihe a0} a n rtä, . . . verstehen, welches in t,n also in + un vor-
kommt,- p ist mindestens gleich In resp. a ( « - - l ) . Bei positivem 
atl hat man: , . n „ ,_, , 
tn-a^S, tH>S, 0<tH~Fi<of, 
und bei negativem o,,: 
4 - « « > # , *»<#, 0 < f l - * „ < ; — « , , . 
Der Betrag von £n—# überschreitet also niemals den von «„. Mit 
5/ nimmt p endlos zu7 der Betrag von afl endlos ab, umsomehr 
der Betrag von tn — S. 
Man unterscheidet unbedingte und bedingte Konvergenz. Un-
b e d i n g t k o n v e r g e n t e Keinen haben den Charakter der gewöhn-
lichen Summen; die Anordnung der Glieder übt auf die Summe 
keinen Einfiuss aus. Die notwendige und hinreichende Bedingung 
dieser Konvergenz besteht darin, dass die Reihen ]\-\-Pi-\-... und 
Qo ~f~ di ~^~ •' - ( w e n n überhaupt beide unendlich viele Glieder enthalten) 
einzeln konvergieren müssen; es geben dann sowohl die positiven 
als auch die negativen Glieder endliche Summen, resp. P und - Q, 
durch deren Vereinigung man die Summe P--Q der ganzen Reihe 
' Man kann die Glieder auch so anordnen, dass «in eine unendliche 
Summe geben, die jedoch nach Seite ltiO bestimmt unendlich sein IHUSH; in 
der That findet man durch Addition aus 
S—u0 — ut -1- «2 — «3 -f-..., + co — uü + iu +... 
die mit den Gliedern 2JN(>5 2jp t , . . . und —</0, ~ #,, . . . gebildete Reihe 
2 it0 — ux + 2 u, — iia + 2 %ti ~ «fl -)-. . .-=+ co. 
Um eine Reihe ohne Summe herzustellen, nehme man positive Glieder, bis 
die Summe über die positive Zahl A steigt, dann negative, bis die Summe 
unter — A sinkt, u.a. w. 
§ 25. niiPiit[liehe Reihen mit belifhi^cn filiodern. t(if> 
erhält. Wenn ein« der beiden Reihen ?>„ + ••• und f/0-}-... kon-
vergiert, die andere divergiert, HÜ divergiert zwar" die ganze Reihe, 
hat aber eine Summe, nämlich wieder P - - (>t also -f- co oder - x . 
Wenn hingegen eine endliehe Summe existiert, während die Reihen 
j»;0+... und #(, + ... einzeln divergieren, so sagt man, dass die Reihe 
a
o + (h + • • • u e i der gegebenen Anordnung gegen die Summe S be-
d ing t konve rg i e r t . Man darf dann die Glieder nicht beliebig 
anordnen, die Summe wird nicht durch P — Q dargestellt. 
Wenn die aus den absoluten Botrügen der (Wieder gebildete Tleilie 
J>{> + Uo+]>i + ft + .••«= abs a0 + abs «x-f . . . 
konoergiert, so ist die Reihe a,)-{-ai-\-... ebenfalls konvergent, und 
zwar unbedingt konvergent; denn dann ist die Summe P-\-Q end-
lich, folglich sind P und Q selbst endlich. Umgekehrt: Wenn die 
Reihe «0 -f- ^ + • • • unbedingt konvergiert, so ist auch die Reihe der 
absoluten Betrüge konvergent; denn dann sind P und Q endlich, folg-
lich auch die Summe P+Q. In jeder divergenten oder nur be-
dingt konvergenten Reihe ist die Summe der Beträge der Glieder 
unendlich. Eine bei jeder Anordnung divergierende Reihe kann 
man u n b e d i n g t d ivergen t , dagegen eine in der vorgelegten An-
ordnung, aber nicht bei jeder anderen divergierende Reihe be-
d ing t d ive rgen t nennen. Die Reihen, welche P = ( ) = c o , aber 
nicht liiua„ = 0 geben, sind unbedingt divergent; ebenso die Reihen, 
welche P = o o und Q endlich, oder $ = o o und P endlich geben. 
Beispiele: Für ? « > 0 sind die beiden Reihen 
unbedingt konvergent, für — l < « i < 0 ist die erste bedingt kon-
vergent, die zweite unbedingt divergent, für w, < — ] sind beide 
Reihen unbedingt divergent. Die Reihen (§ 24 Seite 156) 
T i: r'ß 
1 -i_ _ _L _ -|_ _ 4 -
1! 2! 3! ' 
sind für alle endlichen x unbedingt konvergent (bes t änd ig kon-
ve rgen t ) . Die Reihe 
\{\{] $ 2fi. UjwjmUuUc H<Mln'n mit 1K>1 m i n i e n (HUMUM-II. 
ist. im bedingt konvergent iVtr abs ,r 1, unbedingt <liv<»rjjfont l'ür 
,i;- 1 und für a b s . r > I ; für x I kommt: 
l .» i ! | I • • • l l ' n *-• 
Schliesslich sei noch eine Reihe angeführt, welche für abs ,i -"" 1 un-
bedingt konvergiert,, für abs r ~-> 1 uiil>edIn<^ L divergiert, für ./' — ± 1 
bedingt konvertiert: 
i :$ "h 5 " 7 "' ' " 
/« jeder konvergenten Reihe, denn Glieder nicht einerlei Zeichen 
besäßen, ist wie bei gewöhnlichen tiumnum: 
abs S < abs a() + abs ai -(- abs a2 + . . . 
Denn bei bedingter Konvergenz ist tf endlich, P-\-Q unendlich, und 
bei unbedingter ist abs ( i J - Q) < P-j- ty. 
In jeder konvergenten Reihe kann mau, wie klein auch «>U 
angenommen werde, stets m so gross wählen, dass für n> m 
abs (sn — £>) = abs (a„_j_ i + «„ 4... + . . . ) < 
ausfällt; es wird dann für ?4>w auch 
abs (sÄ+, — ««) — abs («„ + , -(- «„4a -f •.. -f «»+,,) < £, 
also insbesondere 
abs « W + I < £ , abs (« / H+i+tf / l l + 3)<«, 
abs (am 41 + «M+a -f «„,4.3) < f u. s. w. 
Alles dies drückt nur aus, dass die Bumme der Reihe mit beliebiger 
Genauigkeit dargestellt wird durch die Summe einer hinreichend 
grossen Anzahl von aufeinanderfolgenden Gliedern. Pur unbedingt 
konvergente Reihen jedoch, überhaupt für Reiben mit endlicher 
oder unendlicher, aber von der Anordnung der Glieder unabhängi-
ger Summe gilt noch mehr: Aus einer solchen Reihe kann man 
Glieder in endlicher Menge derart herausheben, dass ihre Summe in 
beliebig vorgeschriebener Nähe bei H liegt, und dass die verlangte, An-
näherung fortdauert, wenn man noch Glieder aus dem Rest hinsu-
nimmt (Weie r s t rass ) . 
Beweis: Bei endlichem S sei s > 0 beliebig klein-, entnimmt 
man aus p^-h... und (fo-f... die Partialsunimen p>l'—s und 
<j>Q~~ f, so ist s ~ p — q eine Partialsumme aus r?0-f-... und 
abs(s — S) O ; fügt man ?AI 6* noch andere Glieder hinzu, so kön-
nen |> und q nicht abnehmen, und die durch F delinierte Annäherung 
bleibt bestehen. Bei unendlichem #, etwa /V-----f °e>, sei p > 0 be-
ij *-•>• I »H'HIIIN'IJ« Roilu-n mit beliobi^e» («IKMWJI 1(>7 
liebig gross; entnimmt Juan aus //0 } ... die l'jirlialhumnie //„ Q \ Q 
und aus at) \ ... irgend eine die Glieder von // enthaltende 1'artinl 
summe .s }> q} so i.si ,s - }>' Q, • (j. 
Die im vorigen Paragraphen besprochenen Konvorgenzkritorien 
dienen jetzt zur Beurteilung der unbedingten Konvergenz. Wenn 
die Glieder der Keine- «u~}~ <iA -\ ... dem Betrage nach die entsprechen-
den Glieder einer unbedingt konvergenten Keilte «n-f- »i +••• nieht 
übersteigen, so ist auch die erste Reihe unbedingt konvergent. 
Wenn die Reihe //„ -J~ i^ + ... unbedingt konvergiert und die Zahlen 
()0, gn o^, ... sieh zwischen endlichen Grenzen bewegen, so ist auch 
die Reihe 
unbedingt konvergent. Wenn die obere Grenze der Beträge von 
(In — 
- Ä„ 
unter der Eins liegt, also z. B. wenn q„ für lim n — oo einem dem 
Betrage nach unter der Eins gelegenen Grenzwerte zustrebt, so 
konvergiert die Reihe «0 ~f e^-f-... unbedingt; wenn die untere 
(Frenze von abs <jn über der Eins liegt, also z. B. wenn qn einem 
dem Betrage nach über der Eins gelegenen Grenzwerte zustrebt, 
so divergiert die Reihe unbedingt. 
Z. B.: \n der sogenannten Binomial re ihe 
1 + ^J x + (2)^+ (3) '^!+ ••• 
ist, wenn positive ganze m ausgeschlossen werden: 
m — n ,. 
daher ist die Reihe für abs J' < t unbedingt konvergent, für abs # > 1 
unbedingt divergent; für .«=-±1 und w>( ) ist sie unbedingt kon-
vergent, für .J;-~1 und ~ - l < w < 0 bedingt konvergent, für x — l 
und >« < - 1, sowie für x — - 1 und m < 0 unbedingt divergent. 
Die Reihe l+l.%+{,2 .x*i-\ ,2.3 ,x*+... 
ist (ausser bei .£—0) unbedingt divergent, da für a b s $ > 0 
qn « (w 4.1) x, lim tf „ =- 00. 
Wenn in einer bßdingt konvergenten Reihe qn einen Grenzwert 
hat, so ist der Betrag desselben — 1; es kann aber qn beliebige 
Schwankungen erleiden, wie an den oben angeführten Reihen wahr-
zunehmen ist, z. B. 
168 § 2'> Unendliche Roilion mit boliobi^ mi Ulicdorn 
log a—
 x 2 -f- 8 — . . . =- - - 2 + , - 4 - j - ^ - . . . 
- i + j - i + i + i -± + ;, + - ;- l, + . . . 
Zwei konvergente unendliche Reihen 
a0 + at 4- «j + •.. =- #, />0 + \ + fr2 + . . . =- T 
geben als Summe die unendliche Reihe 
Setzt man in der That &0+&1 + . . . + &»s=*>i, so streben sn+t„ — i 
und s„ + £„ dem Grenzwerte S+ T zu. Waren die gegebenen Reihen 
unbedingt konvergent, so wird es auch die neue Reihe (§ 24 Seite 157). 
— Das Entsprechende gilt für die Differenz zweier, sowie für die 
Summe beliebig vieler (aber nicht unendlich vieler; konvergenten 
Reihen. 
Zwei konvergente unendliche Reihen «,,-f-... = $, &„+...=* T 
geben als Produkt die unendliche Reihe 
ST= a0 &0 + (ö! &„ + a0 bx -f ^ / J J + {at h0 + «0 h + "2^i 4- «i h + tf a &a) + • • • 
(vergl. § 24 Seite 157). Sind die gegebenen Reihen unbedingt kon-
vergent, so gilt dies auch von der neuen Reihe-, es gelten dann 
überdies die folgenden unbedingt konvergenten Entwickelungen:* 
8T=a0bQ + «i &0"+- ffjj?>0 + • • • 
-|- ao&i -h ajfej + Oa&i + • • • 
= a0&0 + («i&o + "o&i) + («s ^ o + «l K + «o&a) + ' • • 
Z. B.: Das Produkt der Reihen 
wird nach der letzten Formel: 
•i . tf + S . C a + S)8 . 
yn^\ + —j— -f- v~y^ - + . . . , 
hat also für jj = — u den Wert 1. Das Quadrat der Reihe 14- «r + J-8 -f • - • 
wird nach derselben Formel: 
_ 1 = l - f -2a? - f -3a ; 8 +. . . für ~ l < a < l . 
(l—%y 
Zum Schluss sind noch einige Bemerkungen zu machen, die 
im folgenden Paragraphen zur Anwendung kommen. 
* Eine Ergänzung dieser Regel folgt unten in § 26 (ö. 176). 
§25. Unendliche Reihen mit beliebige Gliedern, 160 
Bezeichnet m;m mit F0, ru ea, . . . positive abnehmende Grössen, 
mit /„ die Bumme 
f0rtj, + *i«i + . . . + * « ^ 
und mit xY die obere Grenze der Zahlen &-0, s n sa, . . . , bo ist 
^,<s0A7.* Man hat in der That: 
^ = V o + £i CÄ'I ~ s„) + *a («2 — si) + • • • + £« C's>" — *'* - 0 
= (fo — £i) so + ( f! ~ fa) s i + • • • + ( f»- i — F'0 6 '»- I + £«'s'» 
< ( 6 ü - £ 1 ) x \ r + ( £ 1 - ~ - £ 2 ) J \ T + . . . H - ( ß « - l - ^ ) i Y + £ « J ( l L f<)^ 
IM gleicher Weise findet man, wenn M die untere Grenze der 
Zahlen sn, s1} s3} . . . und li die obere Grenze der Beträge bedeutet: 
ta > s0M, M < tn < N, abs tn < s0R 
s 
Die untere Grenze r\ der Zahlen eü, st, . . . ist zugleich der 
Grenzwert von s„ für lim « = co; daher ist die aus lauter positiven 
Gliedern zusammengesetzte Reihe 
0« ~ *i) + 0 i - «s)+ ( « s - «a) + • • • 
konvergent und hat die Summe «0 ~ ^- Ist nun die Reihe «0 + % + . . . 
konvergent und H ihre Summe, so bewegen sieh 6()} s , s2} . . . zwi-
schen endlichen Grenzen (Seite 161), und auch die Reihe 
(*o — £i) *o + («i ~ h) *'i + (£a - *a) *a + • • • 
konvergiert dann (unbedingt) gegen eine zwischen 31 (s0 — >/) und 
Nfa—rf) eingeschlossene Summe l\ Die Summe der n-\-l ersten 
Glieder der letzten Reihe ist aber gleich der Differenz tn—en+is„, 
folglich hat man: 
lT-\- r}S— lim t» für lim n = oo, 
d. h. die Reihe s0a0-}- s1a1-{-... konvergiert gegen eine zwischen 
s{)M+ i] (8 — M) und &0N— r}(N — S) eingeschlossene Summe. 
Bildet man ans unendlich vielen positiven abnehmenden Zahlen 
£
oi £ij £2J • • • unü den Gliedern der konvergenten lieihe a0-\- at + . . . — S 
die neue lieihe 
so ist auch diese konvergent; ihre Summe liegt mischen s()M und E0N 
und ist also dem Betrage nach kleiner als «0i£, WO M) N} II die 
oben angegebene Bedeutung haben. 
* Abel, Oeuvres eompletes (IL ed.) T. 1 p -222. 
1 7() 5? -<»• I'oiotr/.rcilion 
§ 2<>. Pot(Mizniih<Mi. 
Wenn die Glieder einer konvergenten unendlichen Reihe von 
einer Veränderlichen
 %> abhängen, so isi. die Summe der Weihe im 
allgemeinen ebenfalls von x abhängig, eine Funktion von x. Eine 
solche Weihe wird eine Potenz reihe genannt, wenn jedes (»liod 
durch Multiplikation einer Potenz von x mil einer Konstanten ent-
steht. Wir ziehen hier nur die gewöhnl i chen Potenzre ihen in 
Betracht, d. h. diejenigen, welch« nach positiven ganzen Potenzen 
der Variablen fortseh reiten; Weihen dieser Art sind bereits mehrfach 
vorgekommen. 
Mit «„, al) «», . . . sollen unendlich viele konstante (endliche) 
(»rossen, mit Ö„ die »Summe aü-f at -f- •••-(-an bezeichnet werden. 
Bildet man nun die Potenzreihe 
tf0-r-rt,.r-|- </3.c3+..., 
so konvergiert diese sicher bei x=-(), aber es ist nicht nötig, dass 
sie bei irgend einem andern Werte von ./' konvergiert, wie das auf 
»Seite 1Ü7 angeführte Beispiel* lehrt. (Jiebt es jedoch einen von 
Null verschiedenen Wert x0 der Tndependenten, bei welchem die 
Reihe konvergiert, so ist die letztere unbedingt konvergent für 
abs x <abs*r0; denn für alle x zwischen x{) und — x0 ist die Keihe 
u o xü x{) 
unbedingt konvergent, und die Grössen c/„, aLx{), Ü±XQ, . . . bewegen 
sich zwischen endlichen Grenzen. Die Moduln aller Werte von .«, 
bei denen die Weihe konvergiert, bilden daher eine stetige Folge 
mit der unteren Grenze Null; die obere Grenze werde mit r be-
zeichnet. Da zu jedem x zwischen - r und r sich ein Wert x0 
angeben lässt, dessen Betrag zwischen r und abs x liegt, und bei 
welchem die .Weihe konvergiert, so findet bei jenem x unbedingte 
Konvergenz statt; dagegen ist die Reihe für abs x > r unbedingt 
divergent. 
Zu jeder Potcn prellte «0-H*i&,+ <Vs!+---5 welche nicht bloss bei 
x — 0 konvergiert, gehört eine bestim'mte positive Zahl r von der Be-
schaffenheit, (hrns die Heihe für alle zwischen — r und r gelegenen x 
unbedingt konvergiert, für alle anter — r oder über -J- r gelegenen x 
unbedingt divergiert. 
§ tJI'i. l'oti'ii/ri'ihmi. | 7 1 
Beispiel« hierfür sind im vorigen Paragraphen zu linden. Wenn 
die Reihe bes tänd ig (d. li. für alle endlichen .1) konvertier!, so 
ist r er.. Hai >• einen endlichen Werl, so linde) hei ./• r bald 
Konvergenz, hald Divergenz statt, ebenso hei ,< - r; i.st die Reihe 
an einer der beiden Grenzen unbedingt konverbeut, so ist nie es 
auch an der andern. 
Die Werte von .«, bei denen die Reihe <t{)-\-art'~\- a,x~~\~... 
konvergiert,, bilden eine stetige Folge, deren Grenzen nicht immer 
mitzurechnen sind, und welche das Konvergenzgebiet der Reihe 
genannt wird. »Sobald x{) zum Konvergenzgebiete gehört, besitzen 
die Beträge der Glieder «„, («v0, a./x{{, ••• ''ine endlich«' obere 
Grenze. Liegt dagegen Jn weder innerhalb noch an der Grenze 
des Konvergenzgebietes, so wachsen die Beträge jener Glieder un-
begrenzt; mit anderen Worten: Wenn bei ./;===-x{) die Betrüge aller (Me-
iler der Heilte unterhalb einer endlichen (iren;:e liegen, bo ist abs ./'„< /', 
(/. h. die Reihe konvergiert dann für abs x < abs x{). In der That hat 
man: ., 
«l * = Ol #o) — > «2 ^  = Oü X*) ' ~a' * ' ' 
11. S. W. l 
Wenn daher die Reibe (tt)-\-<tl-\-u.J,-\-... konvergiert, so ist für 
abs x < 1 nicht bloss die Keine a()-\~ (^x~{-a^x*-\~..., sondern auch 
die Reihe , , ., . 
A'() + !>i OS + «2 • » " + • • • 
unbedingt konvergent.* Überhaupt ist die letztere unbedingt kon-
vergent an allen Stellen, welche zwischen — 1 und -{-1 und zu-
gleich zwischen den Konvergenzgrenzen der Reihe a([-\-a{x-\-(h2.«" + ... 
liegen; denn an diesen Stellen erhält man nach § 25 Seite KW: 
l"o ~l~ (h •'' + ««-^ + . . . ) ( I + iC + •$ + • • •) -=- *'o + *'i >*'• + >% & + . • • 
Umgekehrt ist bei allen x} wo die Reihe ^ + 6'^'+ ^J'2 + »" k(m_ 
vergiert, auch die Reihe a0-\~atx-{• a.yi-•(-•... konvergent, und zwar 
hat man: 
(l ~ x) (6'o H~ 6>ix ""T" st '^ +•••) — 0^ ~T" ai 'C + lLi ^  + • • • 
Wird x' auf das Konvergenzgebiet der Reihe a[)-\-aix-\- «a.-r'-f... 
besekränkt und die Summe der Reihe mit // bezeichnet, so können 
wir y als Funktion von x auffassen;** setzen wir etwa 
* Diriclilot, nach einer Mitteilung von Liouvillo in dessen Journal 
T. VII (21*"»«* sörio) p. 253. 
** y ist nur dann konstant, wenn ax -u, a,«(), . . . ; s. unten K. 178. 
I7üf *'- -<> Poteit/treHVn. 
// %'h«r'' t"'V'J I-..-- /(•') 
uiul ausserdem zur Abkürzung 
",, I "r'" + .. I "„.tf" /'„(•>"), «» |-i <'" ! l+^)«-|--.f""1 -'-I-... - <p„(.r), 
so dass /«(.') eine ganze Funktion ^','" Grades und 
/'Cr) /;,(•«) + <p„ (,«). 
Da hei jedem s aus dem Konvergenzgebiete 
lim (p„{i) " für lim n - <x>, 
so wird ?/ bei hinreichend grossem M durch die ganze Funktion fn(x) 
mit beliebig kleinem Fehler dargestellt. Die untere Grenze der 
geeigneten Werfe von n erscheint zunäehbt als eine von x abhän-
gige Zahl; Abel jedoch hat in seiner Abhandlung über die Binomial-
reihe die Bemerkung gemacht, dass sich ein Index n angeben lässt, 
welcher für alle zu einer stetigen Folge gehörigen x genügt, um 
die geforderte Annäherung zu erzielen* Sei etwa xu ein von Null 
\erschiedener Wert aus dem Konvergenzgebiete und ? > 0 beliebig 
angenommen-, man wähle die positive ganze Zahl m so gross, dass 
abs <jp„ (.*,,) •*- l} h'tr lim n ^ m. 
Wenn x zwischen 0 und ,/() variiert; so hat man: 
abs (p„(x) <U{) < / i , 
wo li die obere Grenze der Beträge dei Zahlen 
"»+ 1 V + S «» + 1 . V + l + «« + 3 V + 2 > 
"„ +. i x{)'1 +' -f <r« + u V + " + tf«-i-3 >C + 3 , 
bedeutet (§ 2f) am Ende\ Alle diese Beträge sind aber kleiner 
als e (§ 25 Seite UU))} folglich ist R<e und 
abs <pn(cc) < e für « > » / , 
wenn .t' das Intervall von 0 bis ./•„ mit Einsehluss der Grenzen 
durchläuft. 
Es seien überhaupt uny HL, ut, . . . unendlich viele (endliche) 
Funktionen der Variablen x in einem gewissen Intervall, und die 
unendliche Reihe n„ + ux -f «j + • • • daselbst konvergent; wir bezeichnen 
<tie Summe der Iteihe mit </(.«) und setzen 
!
 Abel, Oeuvres completes (IL ed.) T. I p. 223 (dazu Note in T. 2 p. 302). 
— Vergl. Heine, Kugeliunkticmen, 2. Auflage, Bd. II S. 354. 
§ 2<">, l'ofct'u/ii'oihon. 17;5 
«» \ nt \ . . \ >t„. //„ ( /) , //( ') / /«(J) I </'„CO. 
Zu jedem J aus dem Konvergenzbereiohe kann man, wie klein 
auch f „>0 gegeben sein mag, eine hinreichend grosso Zahl in be-
stimmen, so dass hei jenem ,r: 
abs il>n(>t) < f für u > w. 
Betrachten wir tum ein Iniervall (//...//), dessen Grenzen im Innern 
oder an der Begrenzung des Konvergenzbereiehes liegen. Uni er 
Umständen ist, wie oben an der Potenzreihe gezeigt wurde, ein 
Wert )H vorhanden, welcher bei allen zum Intervall (<t..J>) ge-
hörigen i die Eigenschaft besitzt, ahs 4>n(i)<t für n~> w zu er-
geben. In diesem Falle sagt man nach Weiers t rass , dass die 
Reihe «,,-f « t-f . • • im Intervall (a,..b) g le iehmnssig konver-
giert.* — Ist die Reihe gleichmässig konvergent in einem Intervall, 
so ist sie es in jedem seiner Teile. Wird ein Tntervall in Teile 
zerlegt, und ist die Reihe in jedem dieser Teile gleichmässig kon-
vergent, so ist sie es auch in dem ganzen Intervall. 
Hiernach werden wir, wenn .r() einen positiven, xt einen nega-
tiven Wert aus dem Konvergenzgebiete der Potenzreihe 
bedeutet, von dieser sagen, dass sie sowohl für 0 < v < rr0, als auch 
für »;, < !t < ( ) gleichmässig konvergiert; und daraus folgt, dass dir 
Pütmurihr für a < x < (> (/leirhnn'i^ij/ hwrarj/ert, wo immer a und h 
im Konren/eitaij/ehiefr angenommen werde». Konvergier! die Keine für 
,r - a und x - h unbedingt, so ist sie für a <. x < h gleichmässig 
und unbedingt konvergent; in diesem Falle lässi sich der Beweis 
einfacher führen, indem man die grössere der beiden Zahlen abs a, 
abs h mit § bezeichnet, ferner etwa 
abs c/0 — r0, £ abs (t{ =- (\, §a ab« a, = c,, . . . 
setzt, und beachtet, dass die Reihe <"0-{-^-f r,-f-.. • konvergiert, und 
dass für die in Betracht kommenden sc wegen abs .r < £: 
abs (atx) < <\, abs (V^rr) < r>, . . . 
Es gilt nämlich der allgemeine Satz:** 
* Die Wichtigkeit dieses Begriffes ihi zuerst von Seidel dargelegt wor-
den: Abhandlungen der matb.-phy^. Klasse der bayr. Akad. Bd. V Ablh. II 
(1848) H. 381. 
"' Weierstrass, Monatabeiieht der Berl. Alcud. 1880 Au»iiht; Harnaek, 
Dilieteutial- und Integralrechnung S, WA. 
174 l'' 2<»- l'otenzreihcn 
Wenn für «ll< ,r in einem getvisssen (lehietc die lief rüge der Firnk-
iioneu u(i, Hn Hj,... die (ilitder einer konvergenten unendlichen Heilte 
ron positiven Konstanten c0-\-(\-\ r., f . . . nieht ültcrsteigiu, so /.>>/ die 
in jenem (U'hiete gleiehmdssig itnd unbedingt konvergent. Ks sei in 
der Thai (• ^- 0 beliebig gegeben; wählt man m so gross, dass 
ausfällt, so ist iiir w < rc < ß < }> < . . . bei allen jenen ./ (vergl. 
§ 25 »Seite K><>) 
abs (^ („ -f w,y + ?</ + • • •) < abs M« + abs ^. ~f abs uY + • • • 
Die Eigenschaft der Potenzreihe // = aa -f ^ ^ + " a ^ + • • •? welche 
jetzt gleichmässige Konvergenz genannt wird, hat Abel (a. a. 0.) 
in Betracht gezogen, um die Stetigkeit der Funktion y zu beweisen. 
tiinä überhaupt ul)} ulf «.,, . . . stetige Funktionen ron x in einem Inter-
vall, in welchem die Heilte g(x) == uü ~{~ ni-\-IL,-\-... gleiclimässig kon-
vergiert, so ist die Funktion g(x) daselbst überall stetig. Denn es 
sei t > 0 beliebig gegeben und n so gross berechnet, dass in jenem 
Intervall 
abs 4'n(^)<
 4>; 
wegen der Stetigkeit der Funktion gn(£) kann man #>.<> so klein 
angeben, dass „ 
absi<7«Cfto)-fl,»WJ< |>> 
so olt ,r() und a't im Intervall angenommen werden und abs (.r0 -a\) 
< ö auslallt; da 
U 0*u) ~ ff i.xi) «= [(//*Oo) - </«W J + 4>n(jru) - ij/n(a\), 
abs #„(«„) < .; J abs fw(/,) < ., ? 
so kommt bei der angegebenen Lage von ,r0 und ,r,: 
abs [//(ao)-^(a'1)J<f. 
Demnach stellt die konvergente .Potenzreihe at)-{- alx + <i.>V"-\-... in 
der ganzen Ausdehnung ihres Konveryembereiehs eine eindeutige, end-
•' Wenn die Reihe ul[ + itl + u, + ... in einem Gebiete gleichmäßig und 
unbedingt konvergiert, HO ist daselbul «ineh die Lieihe <ler Betrüge gleiehnuiHsig 
konvergent. 
§ 20 Poien/reiheii. 175 
liehe und ntetu/a Funktion ron x <(<tr."" Die^e Funktion iht gleich 
massig stetig in jedem lniorvall, an dessen Grenzen die Keihe kon-
vertiert. Ist die Keihe beständig konvergent, so ist .sie in jedem 
endliehen Intervall gleichmütig konvergent und stellt darin eine 
gleiehmässig «tetige Funktion dar. 
Wenn die Reihe ^() 4 'V'^ > 4 «VV 4 • • • konvergiert, so ist 
a0 -j~ ax x{)-f- <V'V 4 . . . ~ lim («0 -f- <>i £ 4 <f»£" 4 • • •) i'ür lim x - «'„. 
Insbesondere wenn die Keihe ^ 0 -H / , - f - ^4 • •• konvergiert, so ist 
an 4 fit 4 "_»4 • • • - lim (//„ 4 «, x 4 «^ x* 4 ...) für lim x - 1 ** 
Sind zwei nicht bloss bei # ~ 0 konvergierende Potenzreihen 
gegeben: 
f(x) — •/„ -f «i tf 4 «., sr 4 . . . , A (#) = fy, -f ^ •''' 4 ^ J* 4 • • •, 
so wird man bei gleichzeitiger Betrachtung derselben sich auf die-
jenigen x beschränken, für welche beide Reihen konvergieren. Die 
Summe beider Reihen erscheint wieder als Potenzreihe: 
f(x) 4 h {x) === («„ 4 6„) 4 («i 4 6X) * 4 (<h 4 />a) ^ 4 • • •, 
ebenso die Differenz. Das Produkt kann sofort als Potenzreihe ge-
schrieben werden an allen Stellen, wo beide Reihen unbedingt kon-
vergieren, also jedenfalls zwischen den Grenzen dejs Intervall es: 
f{x) h {x) — anbn 4 (^ b0 4 a{)bx) x 4 (aJ>0 4 ttx hx + «„&,) ar' -f... 
($ 25 Seite 1G8). Diese Entwickelung ist aber an den Grenzen des 
Jntervalles nicht immer statthaft, wenn eine der beiden Reihen nur 
bedingt konvergiert; indessen bleibt sie gütig, wenn die drei Reihen 
«0 4- ax x -f..., h{) -f- bt x 4 . . . , rt„ />„ 4 («i l>{) 4 «o h) Ä' 4»• • 
gleichzeitig konvergieren, da alsdann für lim X = x; 
"<A4- ( « A 4 tf,A)a?4 • • • = Hm KA>4(«i^„ + w»A) A r 4 • • •[, 
f{x) A(aO - lim /-(X) A(A-), /'(X) Ä(X) - « A + ( « A + « , « X 4 . . . 
Hieraus ergiebt sich ein von Abel (a. a. 0. Seite 22(5) aufgestellter 
Satz, durch welchen die in § 25 gegebene Multiplikationsregel er-
gänzt wird: 
s
 Für die Stetigkeit der Poteuzreihe hat Diriehlet noch einen andern 
Bewein angegeben, den Liouville a. a. U. mitteilt. Vergl. fhoinae, Elemen-
tare Theorie der analytischen Funktionen S. 48. 
'"Eine Verallgemeinerung dieses Satzes hat Frohen ins angegeben: 
Grelles Journal Bd. 89 S. 262. 
17G § 26. Poteiv/reilien. 
Wenn die drei Reihen 
"n 4 «i 4 <k 4 • • •, K 4- h 4 \+...} 
«X 4 ("i K 4 tf,A) 4- {((, \ -f r/j &, + a^K) -(- . . . 
konvergieren, so ist 
(% 4 «t 4 • • 0 (A> + /ji 4 • • 0 =~ « tA + («i \+ ff 0h) 
4 (" A 4 "l/>l 4 "<A) 4 • • 
Die Stetigkeit der Potenzreihe setzt uns in den Stand, zu be-
urteilen, ob zwei Reihen ff()-fff1r + . . . ) &0 + &1a;+... mit verschie-
denen Koefficienten eine und dieselbe Funktion darstellen können. 
Wir beweisen zuerst den Satz;: Soll die Reihe «,, + ^ Ä + . . . in einem 
die Null enthaltenden Intervalle fortwährend die Summe Null be-
sitzen, so müssen alle Koefficienten verschwinden. In der That 
ergiebt sich zunächst: 
"o ^  f(P) = Q) a l s o f(%) = «i x 4- «•> a,s 4 • • • 5 
sehen wir daher von dem Werte x = 0 ab, so kommt: 
a1-hfL>x + ...=-f^ = 0, 
aber zugleich wird 
n1 = lim (^ -f «3Ä + • • •) für lim x = (>, also at = 0 ; 
d. h. auch die Reihe c^-f-tt^-f.. . giebt in jenem Intervalle fort-
während die Summe Null, ebenso die Reihe CL, -f- a.,x -f- • • - u. s. w 
— Hieraus folgt: 
Sollen die Reihen a{)-f- r/x#-)-. . . , ?>0-f ^i^ 4 • •• in einem die 
Null enthaltenden Intervalle fortwährend dieselbe Summe besitzen, 
so müssen alle Koefficienten übereinstimmen. Denn dann ist in 
jenem Intervalle 
(«a — h) 4- Oi - \) x + (rt8 - kj) a/2 + . , . = 0, 
folglich r/() — h() = 0, *vx — hx — 0 u. s. f. 
Beide Sätze werden sich auf andere Intervalle übertragen lassen. 
Zuvor müssen wir zeigen, wie für jeden zwischen den Konvergenz-
Figi 5fii grenzen gelegenen Wert von ,r 
der Ausdruck 
_, ^ **>'* £ f(x
 + k)^a0 + al(rr + h) 
4- (l2 Cr 4" ^)2 4" • • • 
nach Potenzen von x entwickelt wird. Es sei der Kürze halber 
abs aQ = «0, abs al—a1, . . . , abs # — £, ab« // = iq. 
Solange § + w < r. d. h. .
 7 ^ , 
;
 abs h< r — abs #, 
§ 2l>. Polen/reihen. 177 
konvergiert die Reihe <7Ü + ", (§ + »;) + • • • unbedingt, folglich 
auch 
«»+ «i (§ 4~1?) + «s (Sa 4 - 2 | ^ + >?2) + «., (j-3 -f. 3 g2 y 4- 3 (tys 4- ?f) 4-.. . 
==«04-«tS4-«aSs4-a3S34- ••• 
4- at >Y] 4- 2 «g | >? 4- 3 a 3 1 2 q 4- 4 a 4 1 3 >; + .. . 
4- «2 '>f 4- 3 a31 r^ 2 4- 6 a4 g2 >}2 + 10 ccr> | 3 if + . . . 
4-
und mit dieser die Reihe 
r/0~\-axx-\- <\x*4- cis%:i4- •.• 
4 -%h4-2« 2 #7/4-3<73a;2A 4-4« 4 x s h- \ - . . . 
4- «2 A8 4- 3 as x lr 4- 0 r/t $2 7*2 4- 10 rc5 r ! 7*2 4 - . . . 
deren Summe f(x-\-h) darstellt, die sich aber auch in 
y 4- Mt h 4- M3 A24- % hs+... 
zusammenziehen lässt, wo at1 ?<2, itS} ... zwischen —r und r be-
stimmte Funktionen von x bedeuten, definiert durch die daselbst 
unbedingt konvergierenden Potenzreihen: 
ui ^ ch 4- 2 a% x 4- 3 Ö3 #2 4- 4 % #3 4-. • •, 
w2 = a2 4- 3 % a? 4- 6 % %% 4-10 &5 #s 4- • • • 
n. s. w. Von der hiermit erlangten. Entwickelung 
f(x 4- A) — y + itt li 4- w2 A2 4- «s A3 4- • • -
wissen wir aus der Herleitimg, dass sie unbedingt konvergiert, so-
lange #4-/i bei # näher bleibt, als der nähere der beiden Werte 
r und — r; daraus folgt aber nicht, dass sie in jedem Falle für alle 
anderen Lagen von x-\-h divergiert. — War die Reihe aü-\-axx-\-... 
beständig konvergent, so ist es die Reihe für f(x-\~h) ebenfalls. 
Dieses Ergebnis mag sofort benutzt werden, um folgenden Satz 
zu beweisen: Sollen die JReihen 
a04-rt1fl?4-«8^94-"') \Jr'htxJr'b.zx%-\-,.. 
in irgend einem Intervalle fortwährend dieselbe Summe besitzen, m 
müssen alle Koefficienten übereinstimmen. Oder: Soll die Reihe 
a() 4- (ix x 4- «2 x% 4- • • • in irgend einem m8.57. 
Intervalle fortwährend die Summe 
Null besitzen, so müssen alle Koef- zrt-r 0 <& ?• 
ficienten verschwinden. 
Beweis der zweiten Aussage: Es handelt sich nur um ein 
Intervall, welches die Null nicht umgiebt, also etwa um positive 
P a s c h , Differential- u. Integralrechnung. 12 
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Werte; die untere Grenze nennen wir <\ und nehmen an, dans man 
sie möglichst weit zurückgeschoben hat. Alsdann \t\> f{a\ lim f{x) 
für lim.*;- «-\-M} also /'(<() 0; lerner hat man Für ahs h < v a, 
d. h. für Ja r-'tt (-//•' >•, eine lUnfwiekelung von der Form: 
welche für hinreichend kleine / />() die Summe Null giebt. Folg-
lich ist v0 0, r t- 0, . , . , weiter /{ü) - 0 für L}<t • >•<.'/• <r/. 
Daraus folgt aber <7 0 u. ,s. w. 
Hiernach kann man eine und dieselbe Funktion von J in keinem 
Intervalle auf mehr als eine Art nach positiven ganzen Potenzen 
von x entwickeln. Insbesondere kann die Reihe <t{) |- a1x-\-t(.r't'ä-{-... 
in keinem Intervalle eine konstante Summe besitzen, ausser wenn 
«i - 0, «a0 , 0» ... 
Für alle x zwischen - r und r konnte der Ausdruck f(x-\-h) 
bei hinreichend kleinem abs h nach positiven ganzen Potenzen von 
h entwickelt werden. Sieht man von dem Werte / /= 0 ab, so wird 
f{x + h)-f(x) , . . ..> , 
h -
und daraus folgt: 
M, - lim ' K '. ' v lür hm // — 0, h 
d.h. die Funktion y~ a{) -f at x + . . . ist für alle x zwischen ~ r und 
r differentiierbar in Bezug auf .r. Da 
äx " 
so erkennt man, dass die Potenzreihe aü + alx +... nach x diÜeren-
tiiert wird, indem man ihre Glieder nach x differentiiert. 
Die Konvergenz dei- neuen Reihe zwischen r und r ergiebt 
sich auch direkt aus der Konvergenz der beiden Reihen 
«i + < V o + <W + a4 >V' + . • •, 
1 -}- Z -f- o —"7, "4-4. —., "T- «..« 
wo man abss r<r und .r0 zwischen r und abs x anzunehmen hai. 
Für absa?>r divergiert die neue Reihe unbedingt, da alsdann 
(Seite 171) die Beträge der Grössen rt„x" und umsomehr die Be-
träge der Grössen n<tnxn~~l über alle Grenzen wachsen. Aber an 
den Grenzen des Konvergenzgebietes wird die abgeleitete Reihe 
bald konvergieren, bald divergieren. Z. B.: Aus der Reihe 
S "M). I'oicn'/.roilum. J7il 
entsteht durch Differentiation der (nieder die folgende: 
w l'+rr')-! (VW 
und während (§ 25 Seite 107) für m > 0 beide Reihen bei .i -- 1 
konvertieren, so ist für -- 1 < w < 0 die erste Reibe bei x — l kon-
vergent, die zweite divergent. Überall wo die abgeleitete Reihe 
al-{- 2a, i'-\- ,')^.;.;•-+••• konrergiert, konvergiert auch die itrsjiribigliche 
Jleihe tf() -f ^ x -\-a>x"-\-... und besitit einen JJifl'crentialquoiienten, 
welcher durch die erstere dargestellt wird. Die Konvergenz ergiebt 
sieh aus dem letzten Satze des vorigen Paragraphen, das Übrige 
aus § 15 Seite 84.* 
Die durch die Potenzreihe an + at x -f «y ti* + • • • dargestellte 
Funktion y der Variablen x ist in der ganzen Ausdehnung des 
Konvergenzgebietes integrierbar. In der That konvergiert die Reihe 
a(]x+ g «-+ -.'r5-!-... 
überall, wo jene konvergiert, und stellt eine Stammfunktion von // 
dar, so dass zwischen beliebigen zum Konvergenzgebiete gehörigen 
Grenzen 
/ y dx - uü (b a) + ' (ir • a
A) + a (bn- «») + . . . , 
a 
d.h. die Potenzreihe <70-H'r/; + -«. wird integriert, indem man ihre 
(Glieder integriert. 
Man erkennt diese Eigenschaft der Potenzreihe noch auf ganz 
anderem Wege, nämlich als besonderen Fall des folgenden Satzes. 
Wenn die Funktionen u01 ?<n wa, ... (in infnütum) der endlichen 
Variablen x endlich und stetig sind von x^a bis x-*-b und die un-
endliche Reihe ,
 N . 
daselbst glciehmässiy konrergiert, so kann man g(x) integrieren und 
erhält das hdegral, indem man die (ilicdcr der Reihe integriert 
fWeiers t rass) . 
Beweis; Nach Seite 3 74 ist die Funktion g{x) von x=-a bis 
x~b stetig und mithin integrierbar. Hetzt man 
* Vergl. auch Harnack, Differential- und Integralrechnung S. 78 flg. 
|S0 *. "<•• I'olt'u/.vcilio». 
w0 H'i ( ... f nn //,»(>), / / (A) <A»(/H tf/„(.r), 
so gilt dasselbe von //,(.*) und 0« (.1"), und man lnti: 
I g(x) dx - / g„(x) dx - y rt>n{/) (i.V. 
a a " 
Unter 1 werde eine beliebig kleine positive Zahl verstanden und u 
so gross angenommen, dass in dem ganzen Intervalle 
abs il>n(*)< . ,. . v
 abs (/> — a) 
ausfällt. Dann wird nach § 17 Seite OS: 
h 
abs / i/;„(')(iU <t, 
fi 
und man erhält demnach für lim n — OD : 
6 ft i b b b \ 
I y(x) ^x===lim / gn(x) dx — lim\ / «„</.< -\- i u^dx-{-...-{• i u)hdx\ 
a <« l « « « ) 
d.i. 
6 
/
g {x) dx =• / «„ uU' H- / «1 dx -f I iu, dx -f ... (in inlinituiu). 
e ' - * ' 
a a (i « 
Überhaupt wann die Funktionen «„, uxi n^ ... nm ,i~<t bis 
j «=& integriert iverdenkönnen, und die unendliche Reihe g{.i)~~u^+nx + ... 
daselbst gleichmäßig konvergiert, so kann man g{x) integrieren and 
erhält: * * 
/ dx 22u === 22 I u dx. 
a a 
Beweis: Der Voraussetzung gemäss sind die Funktionen g0(*')f 
^ ( j ) , ... integrierbar. Wird nun für die Funktion//(u) ein Aus-
druck 03 in derselben Weise deiiniert, wie in § 17 die Summe w 
für die Funktion y definiert wurde, so kann man schreiben: 
w = 0 + ty * 
wo 0 und Y) die entsprechende Bedeutung für resp. </, (x) und J/I, (x) 
besitzen. Ebenso wird man, wenn h wie a. a. 0. eingeführt und 
ausser co noch ein zu dem nämlichen Werte von h gehöriger ana-
loger Ausdruck m' hergestellt wird, co' in zwei Teile 0', rf zerlegen 
und erhalten: 
§ U7. Ii'tHlu'ucni wicKolütifjf der «»li'iuentdreu Kunklioiitsn. |,S1 
e>- (.)' (0 {)') | y >/. 
EH sei .' 0 beliebig angenommen. Wir wühlen v .so groKS, da.ss in 
dorn ganzen Intervalle 
v
 ' <-3 uns (o -~ er) 
ist, und hierauf A so klein, dass abs(9 W')<., i*ür Jille zu h ge-
hörigen Werie von f) und 0'; dann wird für diesen Jr. 
abs >/<.,) abs »/ < » abs (co io') <* i, 
d.h. io strebt einem endliehen Grenzwerte zu für lim//— 0. Durch 
diese Betrachtung ist die Jntegrierbarkeit der Funktion <J(J) und 
folglich auch die der Funktionen «/^(.O, ^ t(.f), ... festgestellt, und 
man beweist, wie oben, dass das Integral 
I it>n (x) dx 
a 
für lim n •= co dem Grenzwerte Null zustrebt. 
§ 27. Btiihoiieiitwickplung der elementaren Funktionen. 
Zu den in § 25 als Beispiele benutzten Potenzreihen wird man 
gelührt, wenn man die elementaren Funktionen von einer Variableu 
nach positiven ganzen Potenzen der letzteren zu entwickeln sucht. 
Nehmen wir zuerst diejenigen Funktionen, welche sich durch 
beständig konvergente Reihen darstellen lassen. Soll die unend-
liche Reihe 
die Summe «' ergeben, so muss tt0-= 1 und e' zugleich die Summe 
der abgeleiteten Reihe 
at + 2 n.j, x -f- 3 aA .<,-+••• 
sein. Hieraus folgt (Seite 177): 
Uass die Lieihe 
1 + |, +
 L), + «, + • • • 
|82 S «7. KuilieiienUvickolung der elumentaron Funktionen. 
beständig konvergiert, ist schon bemerkt worden; sie stellt dem-
nach für alle endlichen ,r eine Funktion // /'(.*;) dar, und man 
i i m l e t ;
 d,j . , ,. 
(§ 2f> Seite 1 (IS), n> das« IJ fortwährend endlieh und positiv bleibt, 
weiter (§ lfi Seite SU): 
da log IJ mit ,'' verschwindet. Also ist bei allen endlichen x: 
X X" x"' 
c' =--l+ 4- -|- 4-. . . 1! 2! ,5! 
und insbesondere die Grundzahl der natürlichen Logarithmen 
^ 1 4 - 1 + { 4 ! - + 
^ 1 M . 2 ^ 1 . 2 . 3 ^ * " ' 
von welcher l i e rmi te* bewiesen hat, dass sie keiner algebraischen 
Gleichung mit ganzen Koeffieienten genügt. 
Indem wir unter <t eine positive Zahl verstehen und x log a 
au Stelle von x setzen, kommen wir zu der iür alle endlichen x 
giltigen JEntwiekelung: 
„,,, + ^ %+^f *+£«-'£ *+... 
L 1 . «s 1 . ä . «> 
und sehliessen für alle von Null verschiedenen x: 
~ r - - l o g / / + x J u + K 2 . 3 * + - > 
a* — J log <( =• lim ^ für lim .Ü =-= 0, 
oder bei veränderter Bezeichnung (x positiv): 
log x — lim n ( yx - 1) für lim u •=- co. 
Zugleich ergeben sich die folgenden (Grenzwerte: 
1 —lim für lim &'=-(), 1 — lim -.— für lim^"—1, 
X 1 l o g LG ' 
l=- l im ' und a-^lim--^— ~ - für l im^ ' - -0 1 
x x 
i 
ö" = lim (14- ft*'),c für lim # -- 0, 
* fckir la fonotion oxponentiulle, Comptos rondua T. 77 (1873); auch in 
besonderem Abdruck Paris 1874. 
;} 'it. Ikcilieucniwi<-ke1mn>' der t'leim'uliin'ii Funktionen. | H*» 
wo <t jeden endliehen Wert annehmen darf, oder hei veränderter 
Bezeichnung: / x\a 
r' lim 1 | -1 i'ür limw x> 
und insbesondere 
<" lim ( 1 -f- ] für lim n oo. 
Soll die unendliche Reihe ^0~| nxx-\ ... die »Summe eos ,r er-
geben, so nmss ^„ 1 sein und 
eos x - eos (— x) - • ti{) c/,,/ -\ a., ,t - .^, ,rs -f" • • • 5 
f/ cos ,r ,>
 0 „ . sin. ' / ' — — , —• — ((.- 2a.,x -,ut.,ay-~ Aa.x" - . . . , dx i - .. i i 
, d sin .r „ 
(1. li. die Koei'ücienien aller ungeraden Potenzen müssen verschwin-
den, während 
( - 1> 
wird, Demgemäss .sind die beständig konvergenten Reihen 
y-* -
 2 , + 4 I ~ . . . , £ • - - ( /a, - ! , - 3, -i- 5 , - • -
7 -. 
aufzustellen. Da —- • V wird, so versehwinden die Differentiale * 
dx ' ' 
d (y sin J? —•.:' eos x) — eos x (y dx — dz) -J~ sin x (tiy + z dx), 
r/ (?/ cos x + : sin rr) ~- cos .«(//?/ + z dx) -4- sin '*' (//s ?/ </•''), 
und die diü'erentiierten Funktionen sind konstant: 
y sin x — z cos x •=•(), ?/ cos rr -f- ,c sin rr •— 1. 
Indem man nun diese Gleichungen in Bezug auf y und z auflöst, 
erhält man: //—-eoN.r, .c —siii,r, also bei allen endliehen x: 
cos x - - 1 X" . X *.» 
" 2 ! ~^"4! ' * " ' 
.
 11 X X" X" 
1! <5! o ! 
Jft.j •,; '27. Ri'ihi'iH'al.wicki'liaii; d e r i'liMtu'rilurcu Kutikf iontui. 
Diese Reihen liei'ern Grenzwerte von einigen trigonometrischen 
Ausdrücken. Man Hndet für lim,/' 0: 
sin*' , ,. tg ;r , ,. i ~ COM x , .. 1 - COS./" . lim 1, hm 'z 1, lim 0, lim - -, - - ' 
lim '. - 1, lim ' - 1, lim
 ( . 0, 
aresm x arctg x arecos (1 —./') 
wo die Bogen zwischen
 t> und -f genommen werden müssen. 
Man sagt deshalb, dass unendlich kleine Bogen ihrem Sinus und 
ihrer Tangente gleich sind. 
Um die hei beliebigen (endlichen) Werten von w für alle x 
zwischen - 1 und -j- 1 konvergente Binomialreihe 
1 + ( l') 'x + ( 2 ) ^ + ( 3 ) *':! + ' ' • 
zu summieren, kann man die im vorigen Paragraphen erwähnte 
Eigenschaft der bei festem m durch die Reihe dargestellte Funk-
tion // von x benutzen, wonach 
dy 
dx j1 + (V) .,.•+('";>+...{ 
und mithin (l-\-x)dy==-mydx, da 
(,+.,,.)(,+(»-l).t+("'^),»+...}„l+(»)K+(»).1,+... 
Die Funktion y nimmt nur positive Werte an; denn bei 0 > w > — l 
nehmen die Beträge der Glieder fortwährend ab, das Zeichen ist 
entweder bei allen Gliedern dasselbe, oder es wechselt von Glied 
zu ülied (§ 25 Seite KU); auf diesen Fall kann man aber jeden 
anderen zurückführen, indem man y hinreichend oft mit l + . r mul-
tiplieiert oder dividiert. Wir dürfen daher schreiben: 
dlogy m r?log(l-f-.r) . ,
 fi , N 
~~dv ~* f+x ""m dx g V = mlo&^ + * ) ' 
da ? / = l bei %<=0. Versteht man also unter (l~\~x)m einen reellen 
positiven Wert, so gilt zunächst für abs , r < l die Entwickelung: 
(1 +*)«- 1 + ('?) x + (™) ** + (™) a* + ... 
Die Reihe konvergiert aber (abgesehen davon, dass sie für alle 
positiven ganzen m nur m -f-1 (rliecler umfasst) für m > — 1 auch 
fc.'27. Ut'iht'iicn{\M( kclun-^ <|cj cloiHMitaicu JAuiktioncn. f(H[> 
an der Stellt» ,r 1, lür m 0 auch A\\ der Siel)«» i j ; wegen 
der Stetigkeit der Polen/reihe erhält inuu daher noch: 
* 1 + ^ - 1 ( 2 ) + ( " ) + • • "•"' '"•' ' . 
Für negative w— JU nimmt die Binomialreilie folgende Form an: 
1
 - 1 _ ** » J. ^L&L+l) -,'S_ P (f* + r) 0 + 2) ,.a , 
0 + . 0 " 1 "*" 1.2 1.2.3 + ' " 
ist JU. eine ganze Zahl, so sind alle Koefficienten ganze Zahlen. 
Wir notieren die besonderen Resultate für m = -±-^: 
1 /r+^-i + Ia ;-2 1 4 .< ;H2 1 4 ä ß* j- . . . (- i<a-<i) , 
Aus dem ersteren folgt für % == — 1: 
2 "t 2.4"1"" 2.4.6 " t " ' " 
Durch Vergleiehung mit dieser Reihe ergiebt sich die Konvergenz 
der folgenden: 
1 1 1.3 1 1_.3.5 1 
2 ' 3 + 2 .4* 5 + 2.4.G " 7 + ' " 
Die Glieder der Binomialreihe sind nicht bloss von x abhängig, 
sondern auch von m; untersuchen wir daher, ob die Reihe auch 
dann gleichmässig konvergiert, wenn m bei festem x sich verändert. 
Es werde zur Abkürzung 
(»+l)* ,+,+ (»?8)«'+, + - - * • 
gesetzt. Durchläuft m zuerst ein von ganzen Zahlen begrenztes 
Intervall positivem Werte (P"-p + l)} so kann man abs x < 1 
nehmen und erhält für « > p : 
12* 
186 fc -7. HoilumoniWickelung <1<M' t'lonumturmi Kunki innen 
»««*•.'-'( ' ) - " ! ( , , T I ) - C H " . , ) + ( » T ; ! ) - - { • 
-.--i^|i-(r)+a')--+<-D-ö} 
beachtet mau nun, dass für /) < »i < » + 1: 
^ V n ) n\ 
0 < (w - l) (w — 2 ) . . . (wi - /)) < 2» (p - L ) . . . 1, 
0 <C (^J2"> -f-1 — m) (p + 2- m).. .[ii — m) < 1 . 2 . . . (» —jt>), 
so findet m a n : 
abs */;,, < ? ' ^ ^ ' , a b s - — > ( / ) , 
wo ( J für lim « = o o dem (Grenzwerte -f °o zustrebt; man kann 
also die Zahl n so gross wählen, dass die Beträge der Grössen 
iplt) ^»4.1, ^w-j_a, . . . für alle betrachteten m unter eine beliebig 
gegebene Zahl herabsinken, d. h. die Reihe ist für diese m gleich-
massig konvergent. Durchläuft m zweitens ein Intervall negativer 
Werte von 0 bis — ft, wo ft < 1, so kann man — 1 < x < 1 
nehmen; für jedes negative x ist dann: 
abs « , „ - * „ < ( ~ / l ) J - + » + (n~^>) *»+* + . . . , 
dagegen für jedes positive ,£ (§ 25 Seite 161): 
abs ^ < (~ l)»+i („ ™
 t ) . t-+t < ( - lj« + i ( ^ ) , 
wo L 1 J für lim w—oo dem Grenzwerte Null zustrebt; also ist 
die Reihe auch für diese m gleichmässig konvergent. Durchläuft m 
endlich ein Intervall negativer Werte von 0 bis —ft, wo (i > 1, 
so darf man nur abs x < 1 nehmen; man hat dann: 
abs ^ < ( - 1)"+' ( n " ^ \ ) !»+' + ( - 1)«+- ( ^ 2 ) §*+* + . . . , 
wo £ *= abs # sein soll, und gelaugt zu demselben Resultat wie 
vorhin. 
§ "27. Ilrtihunontwickolun^ der Clement,m>n Funktionen. J,S7 
Variiert also m zwischen irgend welchen endlichen (tremen, und 
wird der (Irössc x ein fester Wert beigelegt, für uelchen die Hinomial-
reihe bei allen in Betracht gesogenen Werten von m kmrergiert, so r*t 
die Heike gleiehmässig konvergent. 
Es erübrigt noch, die Entwiekelungen des Logarithmus, des 
Arcustangens und des Areussiuus zu geben. Da log x unendlich 
wird bei J = 0, so kann log x nicht nacb positiven ganzen Potenzen 
von x entwickelt werden; man nimmt daher 
log (a -f «t') d. i. log a -f- log (1 -f- " J, 
wo a positiv sein inuss, also am einfachsten log (1 -\-x). Die Reihen 
für log (1 -f- x), arctg x und aresin x können aus den Derivierten 
1 
1 1 1 H 1 °i r> 
1 + o~ <*•"'~r o~ A x "T~ n V c> J ,~r •'•) |/f__;Ta ' 2 ' 2 . 4 ' 2 . 4 . 6 
welche nur bei abs * < 1 konvergieren, hergeleitet werden. Nach 
Seite 179 kommt, da die drei darzustellenden Funktionen mit cc ver-
schwinden : 
X 3 ' 3 , Xn Xi 
log (1 + x) -
 x - j + 3 ~ 4 + • • •' 
x %* . a" a 
arctg ^ = 1 - g + ^ - 7 + . 
arcsm x 
x 1 a;!! , 1 - 3 Ä;5 1 . 3 . 5 .r7 
1 + 2 3 + 2 . 4 5 + 27476 7 + 
zunächst nur für — 1 < x < 1. Diese Bedingung ist jedoch in 
- 1 < x < 1 
zu erweitern. Denn auf Seite 185 wurde die Konvergenz der 
dritten Reihe für x*=*l bewiesen, die der beiden ersten für x^l 
war schon früher (§ 25) erkannt worden; die beiden letzten Eteihen 
konvergieren auch für x = — 1, während die erste an dieser Stelle 
die Summe — oo giebt; es bleibt also nur noch, zu berücksichtigen, 
dass log 0== —oo ist, während bei .« = ± 1 sowohl die Funktionen 
arctg x und aresin x als auch die zu ihrer Darstellung gefundenen 
Reihen Stetigkeit besitzen. 
JKN s -"• Heihenontwickeltnig dei elementaren Funktionen. 
Du* Funktionen arctg .<" und arosin .r sind unendliehvieldeutig. 
Die obigen Heihen liefern für diu eruiere den Wert aus dem Jnter-
vall ( - . . . )> für die letztere den Wert aus dem Intervall 
( 7t 7f\ 
( —
 9 . . . )• Daher ergeben sieh zur Berechnung* der Zahl % die 
konvergenten Reihen: 
% X __ 1 1 1 
Ä
 ' i 1 i i . ;J j . , i . 3. r> L 
2 ^ 1 + 2 ' 3 + 2 . 4 * 5 + 2.4.<> " 7 + ' " " 
Bei abs x > 1 sind die obigen Keinen unbedingt divergent. 
Bemerkung zu Seite 13, 
Zu dem auf Seite 13 gegebenen Citat ist noch hinzuzufügen, dass Herr 
F. Klein bereits in einem Aufsatze „Über den allgemeinen Funktionsbegriff 
und dessen Darstellung durch eine willkürliche Kurve" (Sitzungsberichte der 
physikalisch-medicinischen Societät zu Erlangen, 8. Decomber 1873) die Un-
genauigkeit der geometrischen Begriffe zur Sprache gebracht und die sich 
daraus ergebenden Konsequenzen bezüglich der analytischen Darstellung der 
ebenen Kurven näher entwickelt hat. 
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