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This paper is concerned with a class of stochastic diffcrcmial equations which 
arks by adding a nonlinear term involving a small parameter n‘ to the drift coef- 
ficient of a linear stochastic system. First, a stochastic representation of Lhe 
solutions of a certain class of Cauchy problems is studied. Second, a finite time 
expansion in powers of b of the expectations of functions is established. Third, the 
corresponding ergodic expansions arc sought with additional assumptions regarding 
the existence of a unique ergodic measure. 
1. INTH~D~CTI~N 
Let the system state denoted by r”(t) = (T’:(t),..., c:(t)) evolve according to 
the stochastic differential equation 
d<” = [A cg + dg((“) 1 dt + .B dw (1.1”) 
with initial condition r’(O) =x, where IV is an m < n dimensional Brownian 
motion with w(0) = 0. Occasionally we will write <“(t, x) instead of c’(1) to 
indicate the dependence on the initial condition. 
It is generally quite difficult to calculate the probability distribution of 
(‘(1). Actually, one often wants not the distribution itself, but rather certain 
related quantities. For example, many interesting properties of the process <” 
are determined by the expectation E@(<“(t, x)) for various choices of @. For 
instance, if Q(x) = lxlrn then E Ic”(t, x)1” is the mth absolute moment. These 
expectations could be calculated in principle if we know the hard-to-find 
distribution of <‘. However, when 6 = 0, the unperturbed system is linear. 
This means the distribution of t”(t) is gaussian with computable paramctcrs 
and the quantities of interest can then be found exactly. Therefore, instead of 
trying to find the distribution of c”, we wish to compute E@(l(t, x)) approx- 
imately for small 6 > 0. In some problems both the processes c” and <” are 
ergodic with finite invariant measure ,uu,(x) and ,D(,(x), respectively. It would 
thus seem interesting to study the expansion JR,, @J(X) dp,(s) in powers of 6. 
An expansion of this type of problem for nearly deterministic systems has 
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been studied in Fleming I1,2]. In Holland 15 1 an ergodic expansion in small 
noise problems was studied. An expansion of solutions of the nearly linear 
regulator problem in powers of 6, a*, a”,... for fixed time case was discussed 
in Tsai (71. A similar problem with stronger conditions has been studied in 
Tsai 181. Many criteria have been found for the existence of a unique 
invariant measure and upper bounds on the expectations of funcbons with 
respect to the invariant measure. See 15 ] and 19, 10.1. 
Let P” denote the differential operator associat.ed with (1 a I”), 
(1.2”) 
where vX is the gradient, the prime denotes the transpose and tr the trace of a 
matrix. Let (I, be a function of x only and consider the Cauchy problem 
with initial condition ~(0. x) = G(x). Under certain conditions, the solution. 
of the above equation with ~(0. X) = G(s) h as a stochastic representation. 
See 13 1. However, the function Ax t- &(x) does not in general satisfy those 
conditions. Thus we do not know whether there is such a representation. We 
will attem.pt to answer this question by constructing a solution an.d :h.en 
using probabilistic methods to prove that it is actually a solution. 
In Section 2 some assumptions are given about the systems and subsc- 
quently some preliminary results are derived for later use. In Section 3 it is 
proved that E@(c”(t, x)) is a classical solution of the Cauchy problem 
(1.3”). In Section 4 some results about the expansion for fixed finite time 
problems are considered and their validity is then proved. In Section 5 the 
ergodic expansion for the proposed problems is studied. Finally, in Section 4 
an example is treated using the technique outlined in the previous two 
sections. 
2. ASSUMPTIONS AND PRELIMINARY RESULTS 
Let us denote by C’,’ the class of functions I+v(~, -Y) continuous on 
(0, T) X !RJ1” together with its partial derivatives, I//~, w,~, I,Y~.<. where 7’ is a 
suitable fixed time. We say that I+V satisfies a polynomial growth condition if, 
for some positive c0nstant.s C, k, 1 y(t, x)1 < C( 1 + 1x1”) when (t, X) E 
(0, T) X 3”. Let Cj;’ denote the class of IJ! in Cl.’ which satistlcs a 
polynomial growth condition. Tf v depends only on X, similar classes will be 
denoted by C2 and Ci, respcctivcly. A function v/(t, x) is said to satisfy a 
uniformly exponential decay condition if there exist nonnegative constants C, 
k, y > 0 such that Iv(1, x)1 < C( 1 + 1x1”) e--Y’ for all (tl x) E TO, cm) x %“. Let 
us denote by Cl,*’ the class of ~1 in C’-’ where 7’= a;, such that w satisfies a 
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uniformly exponential decay condition. Throughout this paper p will denote 
an n vector with nonnegative integer components, and 
where p = (,0, ,..., p,) and ]bI = ,f3, ,$- ..a + /3,, . In all other situations 1.1 is the 
appropriate Euclidean norm. 
Throughout we assume the following: 
(Al) g is C”’ on W’ and @g E Ci for any p. 
(AH) There exist constants M, > 0, hl, > 0, M, and a positive C” 
function V such that 
(i) L?!“v/kf,(l + V), 0<6< 1, 
(ii) I v,l <:,(I + 0 
(iii) M, Ix/’ GM, + V. 
(AIIl) There exists a positive C” function U such that 
u, . (A + Jg*(x)) 4’ < 0 vx E 3”. 
(AIV) BB’ has an inverse. 
(AV) There exist positive definite matrices Q and H such that A’Q + 
QA = -id. 
(AVI) @ is C” on %‘I and D!@ E C/5 for any /I. 
To obtain some stronger results, we replace (AH) in Section 5 by the 
stronger condition 
(AH’) There exist constants M,, M2 > 0, M, > 0, M, and a positive 
C” function V such that 
(i) L’*V<M,-MzI/, O<S< 1, 
(ii) M, 1x1’ GM4 + V, 
(iii) for every c > 0, there exists a compact set G, such that 
1 V,I < cV for 3” - G,.. 
Assumption (AI) and (AII) imply that r” is delincd for all t > 0. 
Moreover, for any m = 1, 2 ,..., there is a constant C depending on m, a 
bound for V(x) and t such that for each 6 > 0, 
E Icp(t, x)1” < c. (2.1) 
See 121. Similarly, it is easy to see that 
E I &, x)lm E C;+ (2.2) 
E I D;c”(t. x)1” Q C, (2.3) 
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and 
D!g”(t, x) = 0 (2.4; 
for any I,& > 2. With additional assumption (AV) we have 
E 1 c;(t, x)1” E C;“‘, P-56 
E ID;<;@, x)1” E cy. (2<.6) 
We shall now prove some preliminary results which are needed to obtain 
the main results in later sections. 
LEMMA 2.1. Assume (AI j(AIII). Then c”(t) converges 2u (‘(1) if.7 
probability as 6 --) 0. 
Proqf: Subtracting (1.1”) from (I. I”), we have 
d(p - p) = (,4 (p -- to) + dg(t*) j dt, 
which is equivalent to 
d(P -- to) = 
L 
A + 6 (I’ g,((“(t) + n(yyf) ...-. T”(t))) d/J. 
a 0 1 
. (t” -- t”) dt + hg((“(t)) dt. 
Let X be the principal solution of 
’ 8g,@(t) ,f 1(<“(t) -. r”(t))) dL 
I 
X dt. 
Assumption (AIII) implies that there exists a constant K such that 
I X(t) x -- ’ (s)l < K, O<s<t<cQ. 
See 14, pp. 84, 3041. Then 
i;“(t) -- <O(t) = S 1’ X(f) X -- ‘(s) g((“(s)) ds. 
0 
By (AI), it is easy to see that T”(r) converges to <O(t) in mean square. 
Therefore, t”(t) + c”(t) in probability as 6 + 0. 
The next lemma will be used mainly in Section 5. 
LEMMA 2.2. Suppose (AI), (All’), (AIV), and (AV). Then for 0 < s < 1 
the process c”(t) has a unique jinite invariant measure. Furtherm.ore, al! 
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moments 1 Tb(t)l” are ultimately bounded: that is, given any positive integer 
m, there exists a constant C such that 
lim-.zp E I<“(t)l’” < C. (2.7) 
Proof. The first part of the conclusion follows Kushner [6] directly. Let 
us prove the second part. Since (AII’(ii)), it suffkes to show that EV’(ts(t)) 
is ultimately bounded. For the case I= I, using Ito formula, we have 
EV(ts(t)) - V(t) = ,(’ (M, - M,EV(<“(s))) ds. 
0 
By routine computation, we get 
Thus E, V(c’(t)) is ultimately bounded. For the case that I> 1, we only have 
to show that V’ also satisfies (AII’(i)) with some constants M:“, Mi”. By 
direct calculation, 
By choosing c in (All’(iii)) sufficiently small and using (AlI’(i there exist 
suitable MI’) and MI” such that 
as required. 
Next consider the dynamical system 
dt;l = (A .t ky(t”)) v dt (2.8) 
with ~(0) = q0 where <” is the solution of (1.1”). For each sample path (2.8) 
is just an ordinary differential equation. The following lemma is a summary 
of properties about q which we need in Section 3. 
LEMMA 2.3. Under assumptions (AI)--(AIIT) there exist a unique 
solution satisfying (2.8) and a constant C such that 
E IsW’ < C, 
where C may depend on m and t. 
E 5 i 
3. THE EXISTENCE OF A CLASSICAL SOLUTION TO (1.3") 
This section is concerned with the probabilistic representation of classic& 
solutions to the Cauchy problem ( 1.36) with initial condition @(x,). The 
difficulty here is that g and g, might not be bounded. We wili prove our 
main results by using a probabilistic approach. 
We begin with a discussion about the derivatives of <“(t, x) ,with respect to 
initial data x. Differentiating (1. I “) formally with respect to xi, we have 
dtji = (A + &@j) vi dt (3.. P ) 
with !/#I) = e, where vi = (rj’) ,..., rjn))’ = (a<,/8~~, . . .. ~&,/i;i.x,)’ and ti is an 
n-vector where all components are zero except the it.h component, which is 
I. 
LEMMA 3.1. Let (‘AI).-(AlII) hold. The derivatives 6(/2x, exist in the 
sense that 
and the Jumtions fyi(t) = 2</i)xi satisjj the stochastic dllfkrential sptem 
(3.1). 
Pro@: By Lemma 2.3, there exists a unique solution of (3.1). Clearly5 
(“(l, x + de.) -- <“(t x) -.-... -.--!-.--‘- 
A 
= ei + 1: 1’ (A -t dg,(<‘(s, x) + /l(<“(s, x -t de,) - <“(s, x)))) d/l 
x $“(s, ;C + Aei) -- P(s, x) ds --- 
A 
Subtracting (3.11) from above, we have 
(“(f. X + Aei) - (“(t, Xj ----- 
A 
- -- qi(t) 
A .--i c-.. ’ (A -t 6g,(5’(s, x) -t .A(cfZ”(s, x t- Aei) - <“(s, .x)))j dJ .fi .o 
x C”(S, X + AEi) - (“(S, X) 
A 
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(A + dg,(P(s, X) + I(<“(s, x + Aei) - T*(s, x)))) dA 
Now let X(t) be the principal solution of 
dX(t) = I,’ [A + b;g&“( S, X) + A((“(s, x + de;) - <“(s, .~)))I dXf(t) dt. 
As before (AIII) implies IX(t) X -‘(s)l < K, 0 < s < t < 00, where K is a 
constant. Then 
P(C X + Aei) -- P(f, X> _ q,(f) 
A I 
=~~fX(~)X~~i(s)~‘(g~(~b(s,~)-~(~d(~,~+Ae~)-~b(~,~~))) 
0 0 
- g,(t”(s, x>)l dk Vi(s) ds. 
Taking square on both sides and applying the Cauchy-Schwartz inequality, 
we then have 
E i;‘“(& x + Aei) - (“(t, X) 2 
A - Vitt> * O 
as A + 0. 
This completes the proof of Lemma 3.1. 
LEMMA 3.2. Under the assumptions (AI)-(AIII), the derivatives 
a25(t, x)/~~&~ exist in the mean square sense and the functions &(t) = 
J’<(t, x)/~Yx~ax,~ sati@ 
where g, = ( gj;’ ’ . . . g.?‘). 
YrooJ Similar to the proof of Lemma 3.1. 
Using reasoning similar to the preceding we can establish the existence of 
higher-order derivatives. Thus 
THEOREM 3.1. Assume (AI)-(AIII). Then the solution of (1.1’) and its 
derivatives of anq’ order exist in the sense of mean square. Moreover, for 
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each m > 0, there exists a constant C depending on m, kl a bound qf V(X) 
and t such that 
E iD$?(t, x)1” < C 
and .Dtt;‘(t, x) is continuous with respect to x and I in meal! square. 
COROLLARY 3.1. Let Q(x) satkfy (AVI). Then under the condilions q/ 
the preceding theorem the function u(t, x) = E@(r”(t, xj) is dzyferentiabk 
with respect to x. Furthermore, u(t, x) and ils derir!atives with respect to .X 
are continuous in all their arguments. 
Pro@ Clearly 
~(1, x $- Aei) - u(t, x) 
A 
= E@,,((*(Z, x) + l(P(f, x + Ae,) - <“(lv x))) 
x t$“(f, x + de;) -.-- (“(t. x) -_----_-- 
A 
where 0 < k < 1. Hence, 
u(l, x -t de;) --.- u(t, x) 
A 
.- - mgy(t, x)) Tjj(l” x) 
Therefore, 
WC can show that the expression for i-u(t, x)/LLx~ under the expectation sign 
can again be differentiated, etc. This proves Corollary 3.1. 
We arc now ready to prove the existence of a smooth Tolution to (1.3”). 
THEOREM 3.2. If (Al), (MI), (Alll), and (AVI) hold, rhen ~he~kctio~ 
u(t, x) -=: E@(<“(f, x)) satisJ7es 
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-uf(l, x) + + tr uu’ u,,(t, x) + u,(t, x) . (Ax + &(x)) = 0 
with Cauchy condition ~(0, x) = @p(x) where <’ is the solulion of (1.1”). 
Proof. Since <‘(t + A, x) = t’(t, 16(A, x)), it follows that u(f + A, x) = 
E(u(t, (“(A, x))). By Ito’s formula 
Wt, <“(A, x)) - u(t, x) = E j,d Iu,(E, t-(s, x)) . (4% x) + 4&t%, x))) 
+ f tr BB’u,,(t, T*(s, x))) ds. 
Hence. 
= u,(t, x)(Ax + dg(x)) + + tr BB’u,,(t, s). 
We will now show that the right side of the last equation is continuous in t. 
Since 
(“(r,, x) - t”(t,, x) = If2 (A<“@, x) + 6g(<“(s, x))) ds + I’? B dw, 
-11 11 
it easily follows that for some cnstants L and CL, 
E lT*(t2,x)-r8(tr,X)12 <L(l + Ixl”)(l,--l,). 
Consequently, 
E I W”(b 5 -xl> - ‘W% 7 x>>l 
~L(.EIrs(12,x)--rfi(t,,x)12}“2 {E(l +~rh(lZ,X)12+Irli(1,..~)12)}‘,‘2 
--) 0 as t2-+lI. 
This implies u(l, x) is continuous in t. It can also be shown that u,(t, s) and 
u,,(l,x) are continuous in t. Thus u(t,x) is continuous in t and has a 
continuous right derivative with respect to t, i.e., its derivative in t exists and 
lim u(t + A, x) - u(l, x) c?u(G x) =-. 
4 +o A at 
That lim,.+, u(l, x) = a(x) follows from the fact that <“(t,x) + x in 
probability as t + 0 and the possibility of interchanging the limit and expec- 
tation operations. Hence the theorem is proved. 
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COROLLARY 3.2. Assume the conditions OJ Theorem 3.2. Then 
is5 
u(t, x) = E !” A(t - s, c”(s)) ds + E@(<“(t)) 
0 
is the solution of the Cauchy problem 
(-$+p”) u(t,x)=A(t,x) 
with 
u(0, x) = G(x). 
4. ASYMPTOTIC EXPANSIONS IN POWERS OF &FOR FIXED E 
Suppose a fixed time t is given. L,et us define 
Q’(t, x) = E@(r”(t, s)), qqt, s) = E@(S”(t. x)). 
WC seek an expansion of the type 
qJ6(& x) = @(t, x) + dO,(t, x) + cm&, x) + . . ’ + h’O,(/. x) + o(i)“). (4.1) 
In Theorem 4.1, it will be shown that such an expansion is valid for any 
finite I. The coefficients t),, H,,... satisfy 
O,(t, x) : E 1” (0, ,), (t -- s, (“(s, x)) . g(<“(s, x)) ds, I< = 1) 2 )...) (4.2.j 
” 0 
where 8, = 4”. These can be derived in the following way. By Theorem 3.1 
#” and 4” satisfy the partial differential equations 
(-$+P)/“(t,x)=O, 
(-$+r”)p(t,X)=O, 
respectively, with the same initial condition 
f$“(O, x) = qqo, x) = Q(x). 
(4.3”) 
(4.4) 
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By formally differentiating (4.3”) repeatedly with respect to 6 and setting 
6 = 0, we get 
(-$+e”)s,(t,1)+(e~-~),(t:X).g(-~)=o (4.5) 
with t51k(0,x) = 0 for k = 1, 2 ,.... Applying Corollary 3.2, we then get (4.2) 
formally. 
To compute 0,) O?,... for given initial state x, we need to know partial 
derivatives $zi, #ziXj ,..., gXi, gX,X,i ,..., of any order. These can be found from the 
derivatives of @, g and from a<“/&. For example, to get 19,, one needs the 
first derivative #i, and to get 8, one needs (fl,),. By differentiating (4.2) with 
k = 1 with respect to xi, one gets (S,),i in terms of second derivatives of 4” 
and first derivatives of g; and so on. 
The following lemmas play the major role in proving the validity of (4.1). 
LEMMA 4.1. Let X be the C’-2 solution on [0, a~) x 3” oj’the equation 
(-$+r”)x(t,x)+n(t,x)=o (4.6) 
with X(0, x) = y(x), x E ‘X”. If DtA E Civ2 and Df FE Ci *for any ,!I, then 
DtX E C~;‘for any /?. 
ProoJ By Corollary 3.2, the solution can be expressed as follows: 
3E(t, x) = E f’ A(t - s, <‘(s, x)) ds + E@“(t, x)). 
II 
Hence 
X,i(t, X) =E JtA,(l - S, <“(ST X)) vi(S) dS + EY,(l”(t, X)) vi(t). 
II 
From (2.2), (2.3) and the assumptions about /i and y, clearly X, XXi E CA-‘. 
Thus the result holds for I,8 < I. Higher-order terms follow in a similar 
manner with additional fact (2.4) if necessary. 
LEMMA 4.2. Dt#“(t, x) E (Ii32 for any ,& 
ProoJ Applying Lemma 4.2 directly with /1 = 0 and Y= @, we get 
Lemma 4.2. 
LEMMA 4.3. Dte,(t, x) E CA-’ for any p, k = I, 2 ,.... 
PERTURBED STOCHASTIC SYSTEMS 157 
ProoJ: For k = 1, 8, satisfies (4.6) with II = qz . g and Y= 0. Lemmas 
4.1 and 4.2 imply that the result holds with this case. Now assume the result 
is true for a positive integer 12, then 8,,+ 1 satisfies (4.6) witb n = (O,),Y . g and 
u= 0. Again applying Lemma 4. I, the result holds for n + 1. By induction 
we then get Lemma 4.3. 
We now consider the validity of the expansion (4.1). 
'I‘HEOREM 4.1. Under the assumptions (A,I)-(AIll) und (AVI) the 
expansion (4. I ) holds uniformlj~ for (t, X) in any compact set. 
Proqfi For 0‘ > 0 let 
O,“(t, x) = + * (ef. ,(t, x) .-- e,.. [(l, x)). 
We need to show that 8: + 0,, uniformly on any compact set as 6 --i 0. By 
direct calculation the functions 0: satisfy linear partial differential equations 
(-&+12S)Bf(t,~)+(d, l),,(t,.xj.g(x)=O (4.7) 
with initial data @(O, x) = 0. From Corollary 3.2 it follows that 
f$(ty x) = E (’ (0, .,) (t - s, t’(s, x)) . g(<“(s, x)) ds. 
* 0 
Since 6.) (19~ ,)x E Cj,’ and the bound (2.1) on the moments of {“. 
E, I(Bk-. ,), (t -- 6, {‘(S, x)) . g(l”(6, x))l” is bounded with the bound not 
depending on 6. Moreover, Lemma 2.1 indicates c6 --+ 5” in probability as 
6 -+ 0. Elcnce the assertion of the theorem follows from the dominated 
convergence theorem. 
5. EKGODK EXPANSIONS 
In this section the main result is the ergodic expansion outlined in 
Theorem 5.1. It has been shown in Lemma 2.2 that under more stringent 
conditions for each 6 > 0 there exists a unique finite invariant measure. L.et 
us denote it by pa. See [61. Recall that p,, has gaussian distribution and 
hence is known. Let 
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We wish to expand 4’ in powers of S, 
4” = $f4” + 68, + 6*e, + *‘a + 6%, + o(8), (5.1) 
and show that the constants 8, are actually the limit of 0,(t, x) in (4. I) as t 
goes to infinity. 
Lemma 2.2 tells that all moments I<“(t)l” are ultimately bounded; in other 
words, given 6 and a positive integer m, there exists a constant C not 
depending on 6 such that for all x in YR’, 
lim s,“p E I<2(t)(m < C. (5.2) 
Since Cp satisfies a polynomial growth condition, we have, for any E > 0, 
lim+!$rp ~?(@(~“(f)))‘+~ < co, lim-.s,“p E(@(f’(l)))‘+” < co. 
Then it follows easily that 
lim #‘(1,x) = $“, 
f+ni 
lim f$“(f, X) = 4”. (5.3) I’00 
Next, lemmas similar to Lemmas 4.1-4.3 are needed in order to prove the 
validity of expansion (5.1). 
LEMMA 5.1. Let X he the C’32 solution of the equution 
(-$+g”)X+n(t,x)=O, (4x)E [O,oo)xW, 
with X(0,x) = F(x), x E fl”. If D$4 E Cj,,‘, Dt YE Ci.* for any /?, then 
DfX E @‘for any IpI > 1. 
ProoJ As in the proof of Lemma 4.1, we have 
X(f, x) = E j’ A(t - s, <“(A,, x)) a’s + EF(f’(t, x)) 
-0 
and 
X,i(t, x) = E f A,@ - s, <“( s, x)> vi(s) ds + EYx(<% xl) rl;W. 
n 
Since (2.6) and the ultimate boundedness of <“, it is-k&y to see that the 
result holds for I/P = 1. Higher-order terms can be proved similarly with 
(2.4) if necessary. This proves Lemma 5.1. 
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By reasoning used to prove Lemmas 4.2 and 4.3. we can prove the 
following two lemmas. 
LEMMA 5.2. @#“(t, x) E Ci,2 for afly Ipi > 1. 
LEMMA 5.3. D~O,(t, x) E C:,vZnfbr any //I > 1 md k = i, 2 ,.“.. 
-The next lemma gives the result that as t approaches infinite the limit of 
Bk(t. x) does not depend on the initial data x. 
LEMMA 5.4. Given x, y E !I?‘, Hk(t, x) - 0,(t, y) + 0 as f --t m. 
Prooj: Let F(z) = (Ok ,)x (t - s, z) ’ g(z). From (4.2) we have 
O,(f, x) -- B,((f, y) = E f (F({“(s, x) - !qO(s, .y))) ds 
0 
= E /“I 1’ p#“(s, y) f A(t”(s, x) - (“(as, I)))) d/l 
.n .o 
x (5”(s, x) - i”(s, y)) ds. 
It is ea.sy to set that there exists a positive constant y! such that 
E /t”(t, X) - <“(t,~‘))~ < 62 “’ /X -- JJ/. 
Using (AI) and Lemmas 2.2 and 5.3 there exist positive constants C and y2, 
such that 
Hence 
E I ul,(T"(s, y) t- q5ys, x) -. <"(s, y)))l' < Ce 'i:\, 
(O,(t, x) -. Bk(f, y)l’ < C Ix - y / !I: e y2w ,“e w ds. 
Clearly this implies / 0,(l, x) - Bk(t,~7)12 + 0 as I + 00. This proves Lemma 
5.4. 
We are now ready to state the main result. 
THEOREM 5.1. Suppose (Al), (AH’), (AN-(AVI). The evgodic 
expansion (5.1) holds. 
ProoJ Since (5.3), it suffices to show for any positive integer h, 
li”(- s,Up I 0i(t, x) -- 0,(t, x jl < K6 (5.4) 
+ , 
160 
and 
CHUN-PING1‘SAI 
lim 19~(t, X) exists 
t-lox (5.5) 
where constant K might depend on k. Let us consider (5.4) first. Let 
ogt, x) = e;T<t, x) -’ s,(t, x). 
Then 0’ satisfies 
with Cauchy condition @(O, x) = 0. By Corollary 3.2, 
@(t, x) = SE I’ (e/J, (t -- s, p(s, x)) * g(cy(s, x)) ds. 
‘0 
By standard estimate, (2.7) and Lemma 5.3 there exists some constant K 
such that 
Now consider (5.5). Applying Lemmas 2.2 and 5.2 again, we have the 
existence of the limit 0,(t, x) as t-t co. Lemma 5.4 indicates the limit is 
independent of X. This establishes Theorem 5.1. 
6. EXAMPLE 
Let us consider the one-dimensional stochastic process which obeys the 
dynamical system 
d<” = (a<” - 2@“)“) dt + o dw 
with r”(O) = x where a is less than zero and cr a constant. We wish to expand 
I?@((“(& x)) to first order of 6 =x2. 
Clearly, 
$“(t. x) = (x2 + g) pt - 2L, 
E((“(l,x))4=s-+ (Xl++-)e’“‘+ [x4+$(x2+$-) -$I e4”. 
PERTURBED STOCHASTIC SYSTEMS 
Hence, 
H,(1, x) = -2E ji (t”(S))’ e20’f-s) ds 
Then 
fq<yt, x))’ = p(t, x) + SB,(t: s) + o(6). 
As t + co, we have $O(r, x) -+ -02/2a, 6’,(t, x) + 3a2/4a3. Therefore, 
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