This paper concerns continuous-time optimal investment and consumption decision of a CRRA investor who faces proportional transaction costs and finite time horizon. In the no consumption case, it has been studied by Liu and Loewenstein (2002) and Dai and Yi (2006) . Mathematically, it is a singular stochastic control problem whose value function satisfies a parabolic variational inequality with gradient constraints. The problem gives rise to two free boundaries which stand for the optimal buying and selling strategies, respectively. We present an analytical approach to analyze the behaviors of free boundaries. The regularity of the value function is studied as well. Our approach is essentially based on the connection between singular control and optimal stopping, which is first revealed to the present problem.
Introduction
This paper concerns continuous-time optimal investment and consumption decision of a constant relative risk aversion (CRRA) investor who faces finite horizon and proportional transaction costs. In the absence of transaction costs, Merton (1971) has shown that the optimal strategy is to keep a constant fraction of total wealth in each asset and to consume at a rate proportional to wealth. Such a strategy leads to incessant trading, which is impracticable in a real market with transaction costs.
Magil and Constantinides (1976) introduced proportional transaction costs to Merton's model. They provided a fundamental insight that there exists a no-trading region and that trading only takes place along the boundary of the no-trading region. Davis and Norman (1990) first formulated the problem as a free boundary problem, where the boundary of the no-trading region is the socalled free boundary. They then studied the properties of the free boundary that reflect the optimal strategy. In terms of a viscosity solution approach, Shreve and Soner (1994) entirely characterized the behaviors of the free boundary. Akian, Menaldi and Sulem (1996) considered an extension to the case of multiple risky assets. Janecek and Shreve (2004) presented an asymptotic expansion of the associated value function and obtained some asymptotic results on the free boundary. All of these work were confined to infinite horizon problems.
It is more challenging to get finite horizon involved since the corresponding free boundary (optimal strategy) varies with time. Theoretical analysis on the finite horizon problem became possible only very recently. For example, Liu and Loewenstein (2002) examined the optimal strategy by virtue of a sequence of analytical solutions that converge to the solution to the finite horizon optimal investment problem with transaction costs. Dai and Yi (2006) considered the same problem and derived an equivalent variational inequality by which they completely figured out the optimal strategy. Dai, Xu and Zhou (2007) extended the idea of Dai and Yi (2006) to the continuous-time mean-variance analysis with transaction costs.
So far, the study of the finite horizon problems has been limited only to the no consumption case. In this paper, we will take into account investment and consumption together with finite horizon and transaction costs, and aim to characterize the optimal strategy. Let us first look at the problem formulation.
Problem formulation
We consider a continuous-time market in which there are only two investment instruments: a bank account and a stock with price dynamics given respectively by dP 0t = rP 0t dt,
Here r > 0, α > r and σ > 0 are constants, and the process {B t ; t ∈ [0, T ]} is a standard onedimensional Brownian motion on a filtered probability space S, F , {F t } t∈ [0,T ] , P with B 0 = 0 almost surely. We assume that the filtration {F t } t∈ [0,T ] is generated by the Brownian motion, right-continuous and each F t contains all P -null sets of F .
Assume that a CRRA investor holds X t and Y t in bank and stock respectively, expressed in monetary terms. In the presence of transaction costs, the equations describing their evolution are
where C t ≥ 0 is the consumption rate, L t and M t are right-continuous (with left hand limits), nonnegative, and nondecreasing {F t } t∈[0,T ] -adapted processes with L 0 = M 0 = 0, representing cumulative dollar values for the purpose of buying and selling stock respectively. The constants λ ∈ [0, ∞) and µ ∈ [0, 1) appearing in these equations account for proportional transaction costs incurred on purchase and sale of stock respectively, and λ + µ > 0. Without loss of generality, 1 we always assume Y t > 0. Due to transaction costs, the investor's net wealth in monetary terms at time t is
Since it is required that the investor's net wealth be positive, the solvency region is defined as
Assume that the investor is given an initial position (x, y) ∈ S at time 0. An investment and consumption strategy (L, M, C) is admissible for (x, y) starting from time s
given by (1.1)-(1.2) with X s = x and Y s = y is in S for all t ∈ [s, T ]. We let A s (x, y) be the set of admissible investment strategies starting from time s. The investor's problem is to choose an admissible strategy so as to maximize the expected utility of accumulative consumptions and terminal wealth,
Here β > 0 is the discounting factor, E
x,y t denotes the conditional expectation at time t given that initial endowment X t = x, Y t = y, and the utility function is taken as 2
Problem (1.3) is a singular stochastic control problem for state processes X t and Y t due to controls are allowed to be discontinuous. Let us define the value function by
It turns out that ϕ(x, y, t) satisfies the following Hamilton-Jacobi-Bellman equation [cf. Shreve and Soner (1994) 
Making use of the homotheticity of the utility function, it follows that for any positive constant ρ, ϕ(ρx, ρy, t) = ρ γ ϕ (x, y, t) .
This inspires us to make a transformation
where 
Gradient constraints
Similar to Dai and Yi (2006) , we make use of the transformation w(x, τ ) = 1 γ ln(γV ) to reduce problem (1.7) to a parabolic variational inequality with gradient constraints:
Problem A:
Here
Problem A gives rise to two free boundaries that correspond to the optimal buying and selling strategies. So, our main purpose is to investigate the behaviors of the free boundaries. 3 In addition, we are interested in the regularity of the solution to problem A. PDE problems related to problem A (variational inequalities with gradient constraints) have been studied by many researchers, including Evans (1979) , Wiegner (1981) , Ishii and Koike (1983) , Hu (1986) , Soner and Shreve (1991) and Zhu (1992) . It can be shown that the solution to this type of problem belongs to
. This regularity turns out to be sharp in the absence of convexity. But, the present problem does have the convexity. Indeed, Shreve and Soner (1994) and Dai and Yi (2006) have obtained C 2 smoothness (in the spatial direction) for the infinite horizon case and the no-consumption case, respectively. We will show that it is still true for the present problem. However, the viscosity solution approach adopted by Shreve and Soner (1994) seems hard to deal with the present time-dependent problem. On the other hand, it is intractable to study the properties of free boundaries directly from problem A. Hence, we will follow Dai and Yi (2006) to adopt an indirect approach.
Our approach and novelty
We attempt to reduce problem A to a standard variational inequality. In what follows let us briefly introduce the idea.
As in Dai and Yi (2006) , we set
Formally we have
and
Then we postulate that v is the solution to the following standard variational inequality, also called double obstacle problem: It is well known that the solution to a double obstacle problem is of C 1 in the spatial direction. We immediately obtain w ∈ C 2 in the spatial direction (except on x = 0) provided that v = ∂ x w satisfies (1.10). More importantly, we will see later that it is rather straightforward to analyze the behaviors of free boundaries in terms of problem (1.10).
Hence, the main task is to prove the equivalence between problem A and problem (1.10) which essentially indicates the connection between a singular control problem and an optimal stopping problem [cf. Karatzas and Shreve (1984) and Soner and Shreve (1991) ]. In the no consumption case in which the counterpart of (1.10) does not contain the nonlinear term L w v, Dai and Yi (2006) first established such an equivalence in terms of which they completely characterized the optimal buying and selling strategies. Nevertheless, the equivalence has never been revealed for the present problem with consumption. We would like to emphasize that it is not an easy task to establish the equivalence. One of the main barriers is that L w v depends on w, which leads problem (1.10) not to be a self-contained system. We will exploit an auxiliary condition with which the problem (1.10) can be shown to have a solution by the Schauder fixed-point theorem and to be equivalent to problem A. In addition, it can be proved in the no-consumption case that Lv is hypoelliptic, which enables us to take into account (1.10) independently in x > 0 and x < 0. However, it is no longer true when a consumption is taken into consideration. Hence, we will have to introduce a regularized problem in order to deal with the degeneracy of Lv on x = 0.
The rest of the paper is arranged as follows. In next section, we take into account the regularity of solution to problem (1.10) with a known w(x, t). In section 3, we derive the auxiliary condition with which problem (1.10) becomes self-contained and has a solution by use of the regularity result obtained in section 2 and the Schauder fixed point theorem. In section 4, we make use of problem (1.10) to investigate the behaviors of the free boundaries. Section 5 is devoted to the equivalence between problem A and problem (1.10) with the auxiliary condition. We conclude in section 6.
2 The problem (1.10) with a known w(x, τ )
In this section, we study problem (1.10) with known w(x, τ ) which is assumed to possess the following properties:
Here M and M T are positive constants.
Notice that the initial value and the upper obstacle in (1.10) are unbounded near x = −(1−µ). As a result, we confine problem (1.10) to the domain
where x * ∈ (−(1 − µ), 0). We always assume x * to be close enough to − (1 − µ). Later we will see that it is without loss of generality. In addition, owing to the unboundedness of Ω T , we further confine problem (1.10) to a bounded domain Ω R T = (x * , R) × (0, T ) with R > 0. On x = R we impose a boundary condition
Since the operator L is degenerate on x = 0, we instead consider the following regularized problem:
where
Lemma 2.1 For a given w(x, t) satisfying (2.1)-(2.4), problem (2.7) has a solution
where K is a positive constant independent of δ and R. 
It is not hard to verify
In terms of the maximum principle [cf. Friedman (1982) , Page 74], we then deduce H ≤ 0 in M. Now we turn to the proof of left hand side inequality of (2.9). Note that (2.10) can be rewritten as
It can be verified that for constant K big enough,
because the coefficient of the leading term K 2 is negative. Here K is independent of δ and R. It is clear that p ≥ − 
for any small η > 0, 1 < p < +∞, and
where K, θ and C are positive constants independent of R, 0 < θ < 1, and C θ/2 [0, T ] is a Hölder space.
Proof: Let v be the limit of a weakly convergent subsequence of {v δ } as δ → 0. We immediately get (2.11)-(2.12). Now we prove (2.13). When x > 0, letting δ → 0 in (2.7), we infer that (1.10) holds in (0, R) × (0, T ) and can be rewritten as
where f (x, τ ) = −(e γw v)
+χ {v=
and χ A is the indicator function on set A. Notice that f (x, τ ) has a bound independent of R.
and g(y, τ ) = f (e y , τ ) is still a bounded function. Owing to (2.11), we infer that both the boundary condition and the coefficients of L y u are bounded. By applying C θ,θ/2 (0 < θ < 1) estimate of parabolic equation, we obtain
where C is independent of R.
In the same way,
Thanks to (2.12), v is continuous with respect to x. We then obtain (2.13) and v ∈ C(Ω R T ). It remains to show that v is the solution to (1.10) in Ω R T with boundary conditions (2.5)-(2.6). In fact, we only need to prove that (1.10) holds near x = 0 in the distributional sense. For any (0, τ 0 ) , let us first consider the case
Due to the continuity of v, there exist ε > 0 and x 1 < 0 < x 2 , such that
In the same way, for fixed x 2 > 0,
Note that (2.16) can be rewritten as
where we have used the right hand side inequality in (2.9). We then deduce
On the other hand, due to 20) it follows from (2.17)
From (2.19) and (2.21), we infer that the first equation of (2.7) holds in E ≡ {x 1 < x < x 2 , |τ − τ 0 | < ε}. We then deduce by letting δ → 0 that the first equation of (1.10) holds in E in the distributional sense. Now let us move on to the case v (0,
Using a similar argument, we deduce that there is a neighborhood E of (0, τ 0 ) , such that
when δ is sufficiently small. Then,
Again, we let δ → 0 to get the desired result. The case of v (0, τ 0 ) = 
For later use, we introduce a lemma:
Proof: Let us prove (2.24) first. Note that for any x < x s,w (τ ),
from which we infer x s,w (τ )
we use the method of contradiction. Suppose not, we would have x s,w (0) < (1−µ)x M . Then for any x 0 ∈ (x s,w (0), (1−µ)x M ), applying the equation 
The problem (1.10) with an auxiliary condition
As mentioned before, we need an auxiliary condition to make problem (1.10) self-contained. Now let us exploit the condition. Assume that v = ∂ x w is a solution to problem (1.10) in Ω T . Due to Lemma 2.4, we expect that there would be a function
So, we have w(x, τ ) =
, where A (0) = 0 and A(τ ), τ > 0, is to be determined. Then we conjecture
It is expected that v(·, τ ) ∈ C 1 and w (·, τ ) ∈ C 2 . Thus, we should have
which yields
Notice that (3.1) can be rewritten as
Combining with A(0) = 0, we obtain
This is the auxiliary condition with which we want to combine the problem (1.10). In other words, we plan to study the following problem:
where A(τ ) = H (x s (τ )) .
Proposition 3.1 Then problem B allows a unique solution (w(x, τ ), v(x, τ ), x s (τ )) satisfying (2.1)-(2.4), (2.11)-(2.13) and (2.24), respectively.
Proof : The uniqueness of solution is apparent. In the following we will prove the existence of solution by virtue of the Schauder fixed point theorem. To begin with, let us still confine to a bounded domain Ω 
where M and M T are positive constants to be prescribed, and ∂ x w and ∂ τ w are weak derivatives. Clearly D is a compact convex set in B.
For any w(x, τ ) ∈ D given, let v(x, τ ) be the solution of problem (1.10) confined to Ω R T with boundary conditions (2.5)-(2.6), and x s,w (τ ) be the corresponding free boundary as given in (2.22) . Define a mapping F : D → B as follows:
where A(τ ) = H (x s,w (τ )) .
In the following we shall prove w(x, τ ) ∈ D. By definition, it is obvious that w(x, 0) = ln(x + 1 − µ), ∂ x w(x, τ ) = v(x, τ ) and thus
According to the definition of A(τ ) and (2.24), A(τ ) is bounded. Then we deduce that there is a positive constant, denoted by M T independent of R, such that
It remains to show
Combining with (2.11)-(2.12) and the boundedness of A(τ ), we deduce that there is a constant
Regarding the boundedness of the last term in (3.6), observe that w(x, t) has a bound depending only on R. Hence, it is easy to see that there is a constant M 2 depending only on R such that
We then choose M = M 1 + M 2 to obtain (3.5).
So far we have obtained F(D) ⊂ D.
Owing to the uniqueness of solution, F must be a one-one mapping. Thanks to the compactness of D, we then infer that F must be continuous. Applying the Schauder fixed point theorem we see that problem B confined to Ω R T allows a solution (w R , v R , x s ).
To extend the result to domain Ω T , we only need to show that ∂ τ w R has a uniform bound (i.e. independent of R). Thanks to (1.9) and
Combining with (3.6), we obtain
As a result, it suffices to show that e w R v R has a uniform bound. Similar to (3.4), we have
Owing to
which is desired. The proof is complete. 2
In contrast to x b,w (τ ) in (2.23), we can similarly define the boundary x b (τ ) related to problem B as follows:
Behaviors of free boundaries
The equivalence proof between problem A and B is deferred to section 5. In this section we study the behaviors of free boundaries x s (τ ) and x b (τ ) which reflect the optimal selling and buying boundaries, respectively. For comparison, let us first recall the results when there is no consumption.
Without consumption
In the absence of consumption, the counterpart of (1.10) becomes [see Dai and Yi (2006) 
In contrast to (1.10), the nonlinear operator L w disappears. Problem (4.1) also allows two free boundaries, denoted by x s (τ ) and x b (τ ), such that 
, and (i) both x s (τ ) and x b (τ ) are monotonically decreasing; (ii) for any τ > 0,
moreover, 
Remark 4.2 Liu and Loewenstein (2002) obtained partial results of the above proposition, including (4.3), (4.4), (4.7) and (4.8).

With consumption
It is worthwhile pointing out that ∂ τ v ≤ 0 in the no-consumption case, which plays an important role in the analysis of the no-consumption case. But it is not true in the consumption case. Fortunately, we have the following theorem which enables us to extend most results in Proposition 4.1 to the consumption case. 
It follows that
which yields the desire result. 
14) 
In finance, the three regions defined above stand for the selling region, buying region and no transaction region, respectively. Due to Proposition 3.1, we already have
Similar to (2.22)-(2.23), we infer that there is a function
Note that v = w x satisfies (1.10). Owing to (1.8), we have
= 0, we deduce w is the solution to problem A. In terms of Lemma 2.3 and Proposition 3.1, we achieve the following theorem:
where K and M are positive constants.
Conclusion
In this paper, we study the optimal investment and consumption decision of a CRRA investor who faces proportional transaction costs and finite time horizon. Most of previous work only takes either infinite time horizon or pure investment without consumption into consideration. Mathematically the problem can be formulated as a singular stochastic control problem. It turns out that the value function is governed by a degenerate parabolic variational inequality with gradient constraints, which gives rise to two free boundaries. We aim to investigate the behaviors of the free boundaries which respectively stand for the optimal buying and selling strategies.
Since it is intractable to study the free boundaries directly from the original variational inequality with gradient constraints, following Dai and Yi (2006) which dealt with the no-consumption case, we manage to derive a standard variational inequality (i.e. an obstacle problem) that some partial derivative of the value function satisfies. In term of the later variational inequality, it is rather straightforward to characterize the behaviors of the free boundaries and to study the regularity of the value function. In essence, our approach relies on the connection between singular control and optimal stopping, which is, well known though in the field of singular stochastic control, never revealed for the present problem. Our approach can also be utilized to handle the infinite horizon problems.
Compared with the no-consumption case, the free boundaries are no longer monotone, but most of other results remain valid. For instance, there is a critical time after which it is never optimal to purchase stocks. The no-trading region is always in the first quadrant if and only if α − r − (1 − γ)σ 2 ≤ 0, which means that leverage is always suboptimal if the adjusted risk premium is non-positive.
It is worthwhile pointing out that a technical condition γ > 0 is required [see Remark (2.2)]. We believe it could be removed and would like to leave this for future research. 
(1 + lnḡ(τ ) + w + ln ∂ x w) .
We postulate that v is the solution to the following double obstacle problem: where
Note that L 4 v is independent of w. To study the problem, we can adopt a similar argument as in Dai and Yi (2006) and the same treatment on degeneracy used in the present paper. The details are omitted.
B On the case of y < 0
The reduction of dimension in (1.6) is confined to the case of y > 0. To extend to the case of y < 0, we can make another transformation. Indeed, due to x + (1 + λ) y > 0, we get by the homotheticity . In contrast to V (x, τ ) and v(x, τ ), it is not hard to verify that z = for z < 1. This is nothing but the transformation (4.18) which yields problem (4.19). We emphasize that problem (4.19) in z > 1 corresponds to the case of y < 0 subject to the initial condition v(z, 0) = 0 (keep in mind that ϕ(x, y, T ) = 1 γ (x + (1 + λ) y) γ for y < 0). Then, it is easy to see that v(z, τ ) ≡ 0 is the unique solution to problem (4.19) in z > 1, τ ∈ (0, T ] because
This implies that the whole region {z > 1} (i.e. {y < 0}) is in the buy region, that is, leverage is never optimal for α > r. It is worthwhile pointing out that v(z, τ ) is likely to be discontinuous across z = 1, but the value function ϕ(x, y, t) must be continuous across y = 0.
