Abstract-The emergence of large sensor networks has facilitated the collection of large amounts of real-time data to monitor and control complex engineering systems. However, in many cases the collected data may be incomplete or inconsistent, while the underlying environment may be time-varying or unformulated. In this paper, we develop an innovative cognitive fault diagnosis framework that tackles the above challenges. This framework investigates fault diagnosis in the model space instead of the signal space. Learning in the model space is implemented by fitting a series of models using a series of signal segments selected with a sliding window. By investigating the learning techniques in the fitted model space, faulty models can be discriminated from healthy models using a one-class learning algorithm. The framework enables us to construct a fault library when unknown faults occur, which can be regarded as cognitive fault isolation. This paper also theoretically investigates how to measure the pairwise distance between two models in the model space and incorporates the model distance into the learning algorithm in the model space. The results on three benchmark applications and one simulated model for the Barcelona water distribution network confirm the effectiveness of the proposed framework.
systems for fault diagnosis has been receiving considerable attention from both industry and academia.
The fault diagnosis procedure can be investigated in the following three steps: 1) fault detection, which is aimed at determining whether a fault has occurred or not; 2) fault isolation, which aims to determine the type/location of fault; and 3) fault identification, which estimates the magnitude or severity of the fault. In some cases, the issues of fault isolation and fault identification are interwoven, since they both determine the type of fault that has occurred.
In recent years, there has been a lot of research in the design and analysis of fault diagnosis schemes for different dynamic systems (e.g., [1] , [2] ). A significant part of the research has focused on linear dynamic systems, where it is possible to obtain rigorous theoretical results. More recently, considerable effort has been devoted to the development of fault diagnosis schemes for nonlinear systems with various kinds of assumptions and fault scenarios [3] [4] [5] .
These traditional fault diagnosis approaches rely, to a large degree, on the mathematical model of the "normal" system. If such a mathematical model is available, then fault diagnosis can be achieved by comparing actual observations with the prediction of the model. Most autonomous fault diagnosis algorithms are based on this methodology. However, for complex engineering systems operating in unformulated or timevarying environments, such mathematical models may not be accurate or even unavailable at all. Therefore, it is necessary to develop cognitive fault diagnosis methods mainly based on the collected real-time data.
In this paper, we present a novel framework for dealing with fault detection to fault isolation if no or very limited knowledge is available about the underlying system. We do not assume that we know the type, number, or functional form of the faults in advance. The core idea is to transform the signal into a higher dimensional "dynamical feature space" via reservoir computation models and then represent varying aspects of the signal through variation in the linear readout models trained in such dynamical feature spaces. In this way, parts of the signal captured in a sliding window will be represented by the reservoir model with the readout mapping fitted in that window.
Dynamic reservoirs of reservoir models have been shown to be "generic" in the sense that they are able to represent a wide variety of dynamical features of the input-driven signals, so that, given a task at hand, only the linear readout on top of reservoir needs to be retrained [6] . Hence in our formulation, the underlying dynamic reservoir will be the same throughout the signal-the differences in the signal characteristics at different times will be captured solely by the linear readout 2162-237X © 2013 IEEE models and will be quantified in the function space of readout models.
We assume that, for some sufficiently long initial period, the system is in a "normal/healthy" regime so that when a fault occurs the readout models characterizing the fault will be sufficiently "distinct" from the normal ones. A variety of novelty/anomaly detection techniques can be used for the purposes of detection of deviations from the "normal." In this paper, we will use the one-class support vector machine (OCS) [7] methodology in the readout model space. As new faults occur in time, they will be captured by our incremental fault library building algorithm operating in the readout model space.
There have been other learning-based approaches on fault detection and diagnosis, e.g., [8] [9] [10] [11] [12] . In [10] , when a neural network is expanded or the topology of the network is changed to accommodate new faults or unexpected dynamics, the network should be retrained. Later on, Barakat et al. [13] proposed the use of a self-adaptive growing neural network for fault diagnosis. They applied wavelet decomposition and used the variance and Kurtosis of the decomposed signals as features. In 2009, Yélamos et al. [14] proposed the use of support vector machines (SVMs) for fault diagnosis in chemical plants. Recently, Zhang et al. [15] proposed a datacore-based fuzzy min-max neural network (DCFMN) for pattern classification. A new fuzzy membership has been incorporated in the DCFMN to consider the characteristics of the data and the influence of noise. Barua et al. [16] developed a hierarchical fault-diagnosis methodology that decomposes a complex system hierarchically into simpler nodes based on "prior" knowledge about the systems and faults, deploys fault-diagnosis algorithms at these nodes, and fuses the results from different nodes on the basis of a Bayesian-network-based component dependency model. Crucially, most of the current learning-based approaches are formulated in the supervised learning framework, assuming that all fault patterns are known in advance. This can clearly be unrealistic.
The contributions of this paper are as follows: 1) we propose a novel learning framework for cognitive fault diagnosis; 2) the framework is based on learning in the model space (as opposed to the traditional data space) of readout models operating on the dynamic reservoir feature space representing parts of signals; and 3) we propose the use of incremental one-class learning in the readout model space for fault detection/isolation and dynamic fault library building.
The rest of this paper is organized as follows. Section II introduces deterministic reservoir computing and the framework of "learning in the model space," followed by the incremental one-class learning algorithm for cognitive fault diagnosis in Section III. The experimental results and analysis are reported in Section IV. Finally, Section V concludes the paper and presents some future work.
II. DETERMINISTIC RESERVOIR COMPUTING AND LEARNING IN THE MODEL SPACE
This section introduces the deterministic reservoir model to fit multiple-input multiple-output (MIMO) signals. Then, we introduce the framework of learning in the model space for fault diagnosis.
A. Deterministic Reservoir Computing
Reservoir computing (RC) [6] is a recent class of state space models based on a "fixed" randomly constructed state transition mapping, realized through a so-called reservoir and a trainable (usually linear) readout mapping from the reservoir. Popular RC methods include echo state networks (ESNs) [17] , [18] , liquid state machines [19] , and the backpropagation decorrelation neural network [20] .
In this paper, we will focus on ESNs. ESNs are one of the simplest yet effective forms of RC. Generally speaking, ESNs are recurrent neural networks with a nontrainable sparse recurrent part (reservoir) and a simple linear readout. Typically, the reservoir connection weights as well as the input weights are randomly generated, subject to the "echo state property" [17] .
The traditional randomized RC is largely driven by a series of randomized model building stages, which could be unstable and hard to understand, especially for fault diagnosis. In this paper, we propose the use of the deterministic reservoir algorithm, i.e., a simple cycle topology with regular jumps (CRJs) [21] , to fit the signals for fault diagnosis, since CRJs can approach any nonlinear mapping with arbitrary accuracy. Because of the linear training, the CRJ model can be trained fast and run in real time.
We deliberately use reservoir models (especially CRJ)-special cases of recurrent neural networks (RNNs)-for several reasons.
1) Training of RNNs on time-series segments would require long segment lengths. Training itself can be complicated, time consuming, and hampered by local optima in the error surface [22] , [23] . 2) Reservoir models have been shown to be competitive with RNNs on many datasets [23] , except for specialized cases, e.g., linguistic data, where more intricate memory structures (e.g., periodic orbits for certain inputs) have to be induced during training through a series of bifurcations. 3) Reservoir models can be trained extremely fast and without local optima (training is only required for linear readouts). 4) The CRJ reservoir architecture has been shown to be competitive or superior to conventional randomly constructed reservoirs while being simple and transparent [21] , [24] .
B. Learning in the Model Space
Recently, there is a new trend in the machine learning community to represent "local" data collections through models that capture what is thought to be important in the data and carry out machine learning on those models-this can have the benefit of more robust and more targeted learning on diverse data collections [25] .
The idea of learning in the model space is to use models fitted on parts of data as more stable and parsimonious representations of the data. Learning is then performed directly in the model space instead of the original data space. Some aspects of the idea of learning in the model space have Fig. 1 . Illustration of "learning in the model space" framework. The first stage is to fit models using the input-output signal, i.e., generate individual points in the model space. The second stage is to discriminate the faulty models from healthy models using discriminating learners. appeared in different forms in the machine learning community. For example, using generative kernels for classification (e.g., the P-kernel [26] or the Fisher kernel [27] ) can be viewed as a form of learning in a model-induced feature space (see [28] , [29] ). Recently, Brodersen et al. [25] used a generative model of brain imaging data to represent functional magnetic resonance imaging (fMRI) measurements of different subjects to build an SVM-type learner to classify these subjects into aphasic patients or healthy controls.
In this paper, we use "learning in the model space" approach to represent chunks of signals by dynamic models (reservoirs models with linear readout) and perform learning in the models space of readouts. The framework is illustrated in Fig. 1 .
1) Distance in the Model Space:
There are several ways to generate the model space from the original signal space. One possible way is to identify parameterized models with their parameter vectors and work in the parameter space. This, however, will make the learning highly dependent on the particular model parameterization used. A more satisfactory approach is to use parameterization-free notions of distance or similarities between the models.
In the model space, the m-norm distance between models
m is a function that measures the difference between f 1 (x) and f 2 (x), μ(x) is the probability density function of the input domain x, and C is the integral range. In this paper, we adopt m = 2 and first assume that x is uniformly distributed. Of course, nonuniform μ(x) can be adopted either by using samples generated from it or by estimating it directly using, e.g., Gaussian mixture models.
In the following, we demonstrate the application of the distance definition in the model space for linear readout models. The readout model can be represented by the following equation 1 : 
Since the sigmoid activation function is employed in the domain of the readout,
where W = W 1 − W 2 , and a = a 1 − a 2 . Note that for any fixed a and
where w T i is the i th row of W, and w i, j is the (i, j )th element of W .
Scaling of the squared model distance (
which differs from the squared Euclidean distance of the readout parameters
by the factor 1/3 applied to the differences in the linear part W of the affine readouts. Hence, more importance is given to the "offset" than "orientation" of the readout mapping. 1 The dynamic reservoir is fixed throughout the time series-the differences in the signal characteristics at different times will be captured solely by the linear readout model [see (1) ] and will be quantified in the function space of readout models. The L 2 distance between linear readouts operates on the reservoir state space
Assume f is the true or the best reservoir readout for the given data, and consider another readout f 1 . Consider two situations (see Fig. 2 ): 1) f and f 1 share the same orientation, but differ in the offset and 2) f and f 1 have the same offset but differ in the orientation. On the symmetric state space domain [−1, 1] N , case 1 introduces more bias in predictive/modeling capabilities of the reservoir model than case 2. In case 1, the output will be constantly over-(or under-) estimating the target, while in case 2 the biggest disproportions will occur only close to the faces of the state space hypercube. This is a consequence of using the function L 2 distance on the readout model space.
In the above, we assumed that the distribution of x is uniform in the integral range C. As mentioned before, in case of nonuniform μ(x), we can either use samples generated from μ or estimate it analytically using, e.g., a Gaussian mixture model.
Assume we have m sampled points
Alternatively, a Gaussian mixture model can be employed to represent μ
can be obtained as follows:
According to [30, p. 42] , the first moment of Gaussian variable t∼N(η, ), and mean of square variable t can be obtained as follows:
Therefore, the following equations can be obtained: 
a) Discussions on features characterizing the data chunks:
In this paper, we have theoretically and empirically demonstrated how to use the functional distance in the model space as the representations of data chunks, instead of using any other types of features characterizing the shape, distribution, statistics of current data chunks, or directly using the parameters from the readout models as features.
If the model class that generated the data were known (e.g., AR of some fixed order), it would, of course, be advisable to use that model class to represent successive segments of the time series. But this is too strong an assumption in many practical situations. We cannot assume that we know the model class behind the data. Reservoir computing provides and studies "nonparametric" models of dynamic data. Reservoir models have been extensively shown to be able to successfully process and model time series of a surprisingly wide variety of types (from deeper memory deterministic chaotic systems to shorter memory stochastic sequences) [21] . The key idea is to use a fixed nonlinear high-dimensional nonautonomous dynamical system with fading memory as a general temporal filter, on top of which it is usually sufficient to train a linear readout mapping. The main point of our paper is that, given the capability of the reservoir architecture to function as a fixed general temporal filter, each time-series chunk is naturally represented by the linear readout from the dynamic filter that fits that data segment well. Besides the advantage of not having to specify the model class of the data in advance, we can calculate function distances between the linear readouts analytically. Thus "distances" between the data segments are translated into principled function distances between the corresponding readout mappings.
Of course, one can choose any set of features to represent the individual time series segments, if one finds them useful. The key idea in this paper is the representation of time-series chunks in a cognitive approach to fault detection through models that fit the data segments well. Learning is then transformed to learning in the model space (as opposed to learning in the original data/signal space). We argue that, even if we do not know the model class, we can still use learning in the model space framework by employing reservoir models as general temporal filters. Learning is then performed in the space of linear readouts with an appropriate function distance in that space. Distance between two functions should be parameter-free, in the sense that it should not depend on the particular parameterization used. If the models form a Riemannian manifold, parameterization is just a choice of local coordinate chart for the Riemannian model manifold in the function space. As an example, consider the class of univariate Gaussian distributions. One can parameterize 1-D Gaussians in many different ways, e.g., using the first two central moments (mean μ, variance σ 2 ). But one can use natural parameterization instead, or use (μ 10 , σ −10 ). Whatever parameterization one uses, the only relevant thing is how the two Gaussians differ as functions-e.g., in the L 2 sense-not what the Euclidean distance between their parameters. This is the principal reason why we avoided using ad hoc distance measures on parameters. Our features for data segments are not parameters of the corresponding linear readouts but the linear readouts themselves (as functions).
As for using other features characterizing the shape, distribution, and statistics of data chunks, of course, any appropriate features could be used. However, for calculating robust statistics-based features, one would need longer time segments, which is not optimal in the fault detection setting. In this paper, we use a model-based approach with a fixed reservoir-linear readouts are models characterizing the data chunks. Such models only require moderate amounts of data for learning.
III. INCREMENTAL ONE-CLASS LEARNING FOR COGNITIVE FAULT DIAGNOSIS
In fault diagnosis, it should be determined whether a running subsystem/component is in a normal operation condition or a faulty situation is occurring. It is relatively inexpensive and simple to obtain measurements from a normally working system (although sampling from all possible normal situations might still be expensive). In contrast, sampling from faulty Incrementally train the one class learner k with the new "data point," i.e., model f j , and empty the candidate pool; 13: else 14: put f j in the candidate pool; 15: end if 16: if size of candidate pool > 0.5 * m then 17: Train a new one-class learner k+1 with the candidate pool 18: Add k+1 to li b and empty the candidate pool 19: end if 20: end for situations requires the system to break down in various ways to obtain faulty measurement examples. The construction of a fault library will therefore be very expensive, or completely impractical. In this section, we focus on this challenge and aim to develop an algorithm that can identify unknown faults and construct a fault library dynamically, which will facilitate fault isolation based on this library.
Based on the "learning in the model space" framework ( Fig. 1) , one-class learning [7] will be employed in the model space for fault diagnosis. One-class classification is a special type of classification algorithm. One-class SVMs are used to discover a hyperplane that has maximal distance to the origin in the kernel feature space with the given training examples falling beyond the hyperplane [7] .
Note that the signal characteristics can change at different positions of the sliding window. That means that the underlying measure μ over reservoir activations x can change. Consider two readouts f i and f j obtained from two sliding window positions i and j . If reservoir activations in positions i and j are considered, we would obtain two distances 2 The distance f i , f j based on the sampling approach is theñ
In this paper, we propose an algorithm that can construct the fault library online. The idea is to use each one-class learner to represent each fault/subfault segment by using the "learning in the model space" approach. In the beginning, a normal one-class learner 0 will be constructed based on the normal signal segments. With the sliding window moving forward, we continually apply 0 to judge whether a fault occurs. If a fault is coming, we will train a new one-class learner i for fault i . Then, we keep monitoring the signal and determine whether the ongoing signal segment belongs to the normal state or a known fault. If not, we build a new one-class learner i and include it in the model library. This is illustrated in Algorithm 1, which includes the following major steps.
1) Prepare healthy data by applying deterministic reservoir model drc to the sliding windows (size m) in the first t steps, i.e., the healthy dataset
according to (1) and the kernel matrix K = exp {−σ · L 2 }, and then train a one-class SVM (OCS) 0 [7] 3 using this kernel matrix K to act as the healthy model referee 0 (Lines 7 and 8). In one-class SVMs, the Gaussian RBF kernel is employed with the data distance replaced by the model distance
3) With the sliding window moving forward, if a new f j belongs to an existing model k , 4 evaluate the one-class learner k (referee for fault k) at the "point" f j , i.e., eval( k , f j ) = 1, incrementally train the existing one class SVM k with this new data point f j , and empty the candidate pool. Otherwise, put the "point" f j in the candidate pool (Lines 9-15). 4) If the number of data points in the candidate pool exceeds half of the window size m, train a new oneclass learner k+1 (to act as the referee) for fault k + 1 with the data points in the candidate pool and empty the candidate pool (Lines 16-18 ). In the above algorithm, the assumption is that the system is running normally in the first t steps. Although the window size m should be relatively large (e.g ., > 200 time steps) to accurately fit the dynamic models (e.g., deterministic reservoir computing in this paper), the sliding window is moved forward by one time step, which reduces fault detection delays. 
IV. EXPERIMENTAL STUDIES
This section presents experimental results in four faultdiagnosis scenarios, which include one synthetic nonlinear autoregressive moving average (NARMA) system with three different signals; one van der Pol oscillator with three faults imposed; one benchmark three-tank system with three faults; and the Barcelona water system with 31 faults. We investigate fault detectability and fault isolation capability using a number of approaches.
A. Experimental Settings
In our experiments, to evaluate the "learning in the model space" framework for fault diagnosis, a number of approaches have been adopted for comparison. The approaches include Hotelling's T -squared statistic test (T2) [31] , a density-based algorithm for discovering clusters in large spatial databases with noise (DBscan) [32] , affinity propagation [33] in the model space (AP-Model), affinity propagation in the signal space (AP-Signal), one-class SVMs [7] in the model space (OCS-Model), one class SVMs in the signal space (OCS-Signal), autoregressive moving-average model with exogenous inputs with incremental one-class leaner (ARMAX-OCS), reservoir computing with incremental one-class leaner (RC-OCS), deterministic reservoir computing with incremental one-class leaner (DRC-OCS), and DRC-OCS (sampling) where the model distance matrix is estimated by sampling method [3 and (5) In the following four datasets, we generate 3000 time steps for normal signal and each fault signal, respectively, and employ a sliding window (size 500) to generate a series of data segments, which are employed to train deterministic reservoir model. In each dataset, the first 1000 time steps of the signal are normal, i.e., the first 500 models are normal with window size 500.
The parameters of DBscan are optimized by minimizing the number of discovered classes and the false alarm rates using the first 500 normal points. The parameters of ARMAX are selected by minimizing the normalized mean squared error (NMSE) in the first 1000 time steps. The parameters of one-class SVMs in OCS-Model, OCS-Signal, ARMAX-OCS, RC-OCS, and DRC-OCS are optimized by fivefold cross validation using the first 500 data points.
B. NARMA System
In NARMA, the current output depends on both the input and the previous output. Generally speaking, it is difficult to model this system because of high nonlinearity and possibly long memory. In this paper, we employ three NARMA time series with orders O = 10, 20, 30 which are given by (6)- (8), respectively y(t + 1) = 0.3y(t) + 0.05y(t) where y(t) is the system output at time t, u(t) is the system input at time t (u(t) is an i.i.d stream generated uniformly in the interval [0, 0.5).
The three sequences are illustrated in Fig. 3 . The three NARMA sequences look quite similar, and it is very difficult to separate them on the basis of the signal only. Fig. 4 shows MDS analysis 5 of the NARMA dataset in the model space (top) and in the signal space (bottom). Based on this figure, it is relatively easy to separate different classes in the model space, where most of the data points overlap in the signal space. The figure confirms that the model-based representation is able to effectively represent the signals. In Table III , several supervised classification techniques have been employed to confirm the benefits of using model-spacebased approaches.
C. Van der Pol Oscillator
The Van der Pol oscillator [34] has been a subject of extensive research, and its discrete-time expressions play an important role in the numerical investigations. A discrete-time Van der Pol oscillator can be obtained as
where is Gaussian white noise with variance 0.01. Three faults are imposed to the van der Pol oscillator by adding 0.75 sin(y 1 (k − 1)) t, 0.75 tanh(y 1 (k − 1)) t and 0.75 cos y 1 (k − 1) 2 to y 2 (k). The van der Pol oscillator and the three faults are illustrated in Fig. 5 .
D. Three-Tank System
The well-known three-tank problem [3] in Fig. 6 is presented to illustrate the effectiveness of the proposed algorithm. The cross section of these tanks is A i = 1m 2 , and there is a cross section A p = 0.1m 2 at the end of each tank. The outflow rate is c j , i, j = 1, . . . , 3. The level of each tank is denoted by x i (0 ≤ x i ≤ 10, i = 1, . . . , 3) .
The input flows by two pumps are denoted by u i with the restrictions 0 ≤ u i ≤ 1m 3 /s, i = 1, 2. In this paper, the inflows are set as u 1 (k) = 0.2 cos(0.3kT s ) + 0.3 and u 2 (k) = 0.25 cos(0.5kT s ) + 0.3, respectively, and the initial levels in the tanks are 8, 6.5, and 5 m. In the model, three faults are introduced as follows.
1) Actuator fault in pump 1: the pump is partially or fully shut down. 2) Leakage in tank 3: there is a leak through a circular hole with unknown radius 0 < ρ 3 < 1 in the tank bottom. 3) Actuator fault in pump 2: same as fault 1 but related to pump number 2. Fig. 7 illustrates the water levels of three tanks in normal and three faulty situations.
E. Barcelona Water Distribution Network
The next application is the Barcelona Water Distribution Network (BWDN) [35] . BWDN supplies water to approximately 3 million consumers, distributed in 23 municipalities in a 424 km 2 area. Water can be drawn from both surface and underground sources. From these sources, water is supplied to 218 demand sectors through about 4645 km of pipelines. The complete transport network has been modeled using 63 storage tanks, 3 surface and 6 underground sources, 79 pumps, 50 valves, 18 nodes, and 88 demands. A detailed model of the BWDN has been developed using MATLAB/Simulink [35] , which has been calibrated and validated using real data, which was contributed by our EU project partner, Prof. Joseba Quevedo, Universitat Politècnica de Catalunya, who has been working with Barcelona water supplying company Agbar (http://www.agbar.es/es/home.html) for more than ten years. Agbar has been using this software to compare the results with the actual reading from the sensor networks for fault diagnosis in their water system.
In this software, we can manipulate and inject different faults into the system. Studied faults are introduced in the two subsystems of the network shown in Fig. 8 . In the two subsystems, we introduce 31 faults, which are detailed in Table II . These faults include actuator faults, actuator sensor faults, demand (input) sensor faults, and tanks (output) sensor faults. Four examples of faulty signals are illustrated in Fig. 9 .
As there are two subsystems, two deterministic reservoir computing models, each with 25 nodes in the reservoir, have been employed in the proposed framework. 
F. Comparisons and Evaluations
This section will first report the comparisons of several supervised algorithms applied in the model space and signal space, respectively, and then evaluate those algorithms listed in Table I in terms of fault detectability and fault isolation ability.
In this section, we perform the statistical t-test for paired algorithms, e.g., classification and regression trees (CART) in the model space versus in the signal space in Table III,  T2 versus DRC-OCS in Table IV , and DBscan versus DRC-OCS in Table V on each single dataset. We have carried out statistical tests on the metrics used in this paper including the error rate (Table III) ; fault detection rate (FDR) and false alarm rate (FAR) (Table IV) ; precision, recall, and specificity (Table V) . The threshold of the statistical t-tests is set to 0.05.
In above section, the model space and signal space have been illustrated by the MDS algorithm. However, because of the high dimensionality, the visualizations might not reveal the real relationship of these data points in the high-dimensional space. In order to compare the model-space-and signalspace-based approaches, Table III reports the comparisons of the representations of model space and signal space using a number of supervised learning algorithms, including CART, SVMs, OCS, Bagging (100 trees), and Adaboosting (100 trees).
In the signal space approach, the order p will be selected in the range [1, 30] by a fivefold cross validation approach. The parameters of SVMs and one-class SVMs are optimized by fivefold cross validation.
Since the default setting of MATLAB is to optimize the CART algorithm, 6 we follow the default setting in MATLAB for CART. Bagging and Adaboosting are ensemble algorithms with decision trees (CARTs) as based learners (CARTs have been optimized by MATLAB). They have only one parameter 7 to specify, i.e., the number of trees in the ensembles. We use a popular choice (100 decision trees) in this comparisons.
The reported results in Table III are based on ten runs of fivefold cross validation. In Table III, An * means that the difference between drc-ocs and other algorithms is statistically significant in terms of fdr and far. The boldface indicates the best performance among these algorithms for each dataset in terms of fdr and far. An * means that the difference between drc-ocs and other algorithms is statistically significant in terms of precision, recall, and specificity for the four datasets. The boldface indicates the best performance among these comparable algorithms for each dataset in terms of precision, recall, and specificity, respectively.
representation usually achieves a lower error rate. In some cases, e.g., CART/SVMs in NARMA and SVM/Bagging in the three-tank system, model space representation can even achieve 100% accuracy. These results are consistent with those MDS visualizations, and confirm the benefits of using model space rather than signal space in fault diagnosis. Subsystems of the water network where faults are introduced. iOrioles, iStaClmCervello, iCesalpina1, and iCesalpina2 are actuators (controller). c175LOR, c147SCC, c205CES, and c263CES are demands (input). d175LOR, d147SCC, d205CES, and d263CES are tank level (output). The reason for showing Table III in this paper is to confirm the benefits of the model space representation over the signal space representation in fault diagnosis. Therefore, we employ five supervised algorithms to demonstrate their separability in both model and signal spaces. In our algorithm, we did not use the supervised algorithms listed in Table III for fault diagnosis. 8 In other words, the objective here is not to compare the algorithms in terms of which is the best, but to show the differences between using the model space and signal space representations.
In fault diagnosis, the first step is to discriminate faults from normal situations. Table IV reports fault detection results 8 One-class SVMs are not considered supervised learning algorithms as they are trained on examples from a single class only (no labels). They are used as "anomaly detectors" in our proposed cognitive fault diagnosis approach. using a number of algorithms listed in Table I . The parameters related to DBscan, one-class SVM, and ARMAX are optimized by fivefold cross validation in the normal period. In this table, the FDR and FAR are employed as two metrics.
According to Table IV, model space-based algorithms, such as DRC-OCS and RC-OCS, are superior to other algorithms. Since a deterministic reservoir is more stable than a random reservoir and there is no model assumption in DRC, 9 DRC-OCS is better than RC-OCS and ARMAX-OCS.
Although the sampling method of DRC-OCS could potentially obtain better estimates when the readout parameters are nonuniform, it would require dense sampling points, i.e., a large window size m in this case, with increased computational cost. However, due to real-time requirements and computational restrictions, the window size should be restricted for prompt response to faults. Hence, DRC-OCS (sampling) is often inferior to DRC-OCS.
The statistical-test-based algorithm T2 acts as a base line algorithm and usually has a lower FDR and a fair FAR. DBscan and affinity propagation (AP) are clustering-based algorithms. As these clustering algorithms do not make use of the information that the first t steps are normal, these algorithms did not perform well in the four applications.
In a time-varying environment, there may be unanticipated fault scenarios that would not have been encountered before. In this paper, we propose a dynamic fault library construction framework and its application on fault isolation. These results are reported in Table V .
In Table V , we first report the true number of classes and the discovered classes (i.e., number of faults plus normal class) using a number of algorithms for each dataset. 10 Then, we report the fault isolation performance of these algorithms in terms of precision, recall, and specificity.
Since the number of discovered faults does not equal to the true number of faults, we compare each true cluster i and these discovered clusters and merge those clusters by maximizing the overlap with i to a pseudo-cluster i . The performance metrics are obtained by comparing and˜ . Based on Table V , DRC-OCS usually outperforms other algorithms under these three metrics. AP-model performs well on the isolation stage, but often generates too many subfaults in the library, e.g., 270 subfaults versus two faults.
In the three "learning in the model space" approaches, i.e., DRC-OCS, RC-OCS, and ARMAX-OCS, DRC-OCS is the best and ARMAX-OCS is the most inferior one as it requires the model order selection for different applications. Without prior information for complex applications, it is usually difficult to select the model order. With limited sampling points due to real-time requirement, the sampling method of DRC-OCS is often inferior to DRC-OCS, though it often outperforms other approaches. 9 ARMAX model assumes the model order and ARMAX-OCS might not perform well on signals with incorrect model assumption. 10 Because of the assumption that the types of faults are unknown in advance, these compared algorithms always discover more faults than true number of faults by decomposing each true fault to a number of small fault segments.
Based on the results presented in Tables III, IV , and V, the proposed approach DRC-OCS achieves the best results and these results also confirmed that "learning in the model space" is an effective framework for fault diagnosis.
V. CONCLUSION
In this paper, an effective cognitive fault diagnosis framework was proposed to tackle the challenges in complex engineering systems in time-varying or unformulated environments. Instead of investigating the fault diagnosis in the signal space, this paper introduced "learning in the model space" framework which represents the MIMO data as a series of models fitted using a sliding window. By investigating the characteristic of these fitted models using a learning approach in the model space, one can identify and isolate faults effectively, and construct a fault library dynamically.
This paper applied the deterministic reservoir models to fit the MIMO data, since reservoir models are generic to fit a wide variety of dynamical features of the input-driven signals, and the deterministic reservoir models further simplify the model structure and thus improve the fitting performance.
To rigorously investigate these fitted models for fault diagnosis, this paper demonstrated the application of the distance definition in the model space for linear readout models. The model distance differs from the squared Euclidean distance of the readout parameters, indicating that more importance is given to the "offset" than "orientation" of the readout mapping. We also presented the estimated forms of model distance by using either sampling methods or a Gaussian mixture model when the domain of readout parameters is nonuniform.
By replacing the data distance matrix with the model distance matrix, one-class SVMs are able to "learn" in the model space to identify normal/abnormal models. To accommodate unknown faults, the algorithm "incremental one-class learning in the model space" was proposed to identify and isolate faults, and simultaneously construct the fault library.
To evaluate this proposed framework with other related fault diagnosis approaches, three benchmark systems and one simulated software for Barcelona water system have been employed. The results confirmed both the benefits of representing MIMO data in the model space and the effectiveness of "learning in model space" framework.
"Learning in the model space" is an effective framework for complex data representation and fault diagnosis. 11 Instead of using reservoir models and one-class SVMs as fitting and discriminating models, respectively, there should be other effective opinions or combinations for various application systems, which comprise our future work.
