Abstract: User-in-the-loop (UiL) content delivery is a recently proposed scheme for personalized content retrieval over mobile communication networks. It is a promising scheme that can better manage the overall user quality-of-experience (QoE) throughout the entire content retrieval process. The performance of the scheme, however, has only been investigated in a simplified system model that assumed synchronized user behavior, inflexible delay constraint, and identical quality-of-service (QoS) requirement among users. This paper studies the performance of UiL content delivery scheme in a generalized and realistic system model with asynchronous user behavior, flexible outage delay constraint, and customized user QoS. Heuristic algorithms and theoretical bounds are investigated for the UiL content delivery problem. The proposed system is shown to be effective in managing the user QoE in generalized practical scenarios.
Introduction
Measurements revealed that content retrieval applications (e.g., website browsing, video streaming, and file download) have contributed to the majority of traffic running on the mobile Internet. To help users obtain the most relevant and timely information, personalized content retrieval services have recently emerged as a novel type of content retrieval service. Personalized content retrieval relies on the historical user-behavior data to drive recommendation algorithms [1, 2] , which can effectively process a vast content pool and select a small subset of content that would best appeal to the targeted user's interest. As an indispensable tool in the era of information explosion, personalized content retrieval technology has attracted wide research interests worldwide.
The service of personalized content retrieval is provided in two consecutive phases: content recommendation phase and content delivery phase. The first phase is responsible for processing a vast amount of user-relevant contextual data [3, 4] , such as historical online behavior, social relationships, and mobility patterns, to establish user profiles. The information of user profiles and content properties are then jointly processed to rate the user's potential interest on a piece of content. Contents with the highest rating can then be recommended to the user. The latter phase of content delivery is responsible for end-to-end delivery of the requested content via the communication network with certain quality-of-service (QoS) requirement. In the personalized content retrieval service, user's quality-of-experience (QoE) is related to both phases. First, at the semantic level, the recommended content should be appealing to users; second, at the perception level, the content model of outage delays. Third, all users are treated equally in terms of QoS requirements, which means that the delay requirements are identical for all users. In practice, it is desirable to have the flexibly to customize the QoS for different users. This paper contributes in improving our previous work in [20] by addressing the above-mentioned three limitations. First, the synchronous user behavior model is extended to an asynchronous model, which better captures the user behaviors in reality. Second, we use outage delay to bound the delay performance of the content delivery system. The outage delay constraint is a generalization from the fixed delay constraint. Third, our algorithm in this paper can support customized user QoS by allowing different delay constraints for different users. Hence, it allows more flexibility to manage the overall QoE in practice. In summary, our work generalizes the assumptions of homogeneous user behavior, delay constraint, and user QoS requirement to the heterogeneous cases.
The rest of this paper is organized as follows. Section 2 introduces the system model and formulates the problem of UiL content delivery. Derivations of several theoretical performance bounds are presented in Section 3. A heuristic algorithm to solve the problem is proposed in Section 4, followed by simulation results in Section 5. Finally, conclusions are drawn in Section 6.
System Model

System Architecture
The architecture of a UiL content delivery system is illustrated in Figure 1 . The system includes three types of entities: central server, BSs, and users. Each user is associated with one BS, while each BS is connected to the central server, which stores a total of F content files. It is assumed that each BS, once allocated with a fixed amount of radio resources, operates independently in performing the task of content delivery, so that our study can focus on a single BS. The number of users in the considered BS is denoted by U.
Using existing recommendation algorithms [21] [22] [23] [24] , the central server tracks the interest profile of all users in the BS and outputs a U × F user interest matrix R. The elements of R is denoted by r u f , which indicates the interest of the u-th user in the f -th file. Here, u(u = 1, 2, . . . , U) and f ( f = 1, 2, . . . , F) are the indexes for users and content files, respectively. We use L f to denote the size of the f -th content file. The file size varies across different content. For simplicity, it is assumed that the user interest profile is independent from the file size. The UiL content delivery system aims to maximize the sum interests of all contents recommended to all users in the cell, under the condition that the recommended contents can be delivered to the user in time with a predefined probability.
Traffic Demand Model
The asynchronous user behavior and the resulted traffic demand model are illustrated in Figure 2 . The time is divided into frames of duration T. Each time frame is further divided into n time slots. The list of content recommendation is updated at the beginning of each time frame. Within the time frame, we assume that users will browse the recommendation list and request content from the list in an asynchronous manner. It is assumed that the behavior for user u to request a content at each time slot follows a Bernoulli process with parameter λ u , which means the probability for user u to place a content request at the time slot t is
This model allows the user requests to be asynchronous in time and is a generalization of the model in [20] . When λ u = 0, it means that user u is inactive and does not request any content at the time period. When λ u = 1, it means that the user always requests one and only one piece of content at each time slot. In this case, our model reduces to the extreme case in [20] . The arrival rate λ u is assumed to be stable during a time frame but can vary across different time frames and different users. Two general assumptions are further made about the traffic demand model. First, we assume that the size of a common content file (which can be a video) is much larger than the size of a recommendation list (which includes mainly text and small image), so that the transmission time of the recommendation list is negligible. Second, we assume that the large scale (i.e., slow fading) channel gains remain unchanged during a cycle of content recommendation and delivery. This assumption is considered reasonable for indoor or pedestrian users.
When a user generates a request according to the received recommendation list, we assumed that the probability of requesting any content in the recommended list is the same. When a specific piece of content is requested, traffic demand with respect to the content size is generated. As shown in Figure 2 , different content sizes will result in varying traffic demands across different time slots. The probability mass function (PMF) of the traffic demand from user u at time slot t is given by
or expressed as
where N is the total number of files in the recommendation list, L u is the set of indexes of the subset of contents included in the u-th user's recommendation list, and L u f is the size of the corresponding file in the u-th user's recommendation list. Because we have a fixed number of files, the density of traffic demand at a time slot can only take discrete values of the file sizes. When there are multiple users, then PMFs of each user's traffic at time slot t are given by
The PMF of the sum traffic
where ⊗ represents the convolution operation.
Air Interface Model
The air interface is in charge of signal modulation and transmission over the wireless links. It is a common bottleneck that limits the communication capacity of each user. Our paper considers an orthogonal frequency division multiplexing (OFDM)-based air interface with K subcarriers. Each subcarrier is an independent channel that adapts M-quadrature amplitude modulation (M-QAM). The subcarrier index is denoted by k(k = 1, 2, . . . , K).
Let us denote c uk , α 2 uk , and p uk as the assigned bits of user u on subcarrier k, the instantaneous channel gain of user u on subcarrier k, and the transmission energy allocated to user u's subcarrier k, respectively. We have p uk = f (c uk )/α 2 uk , where f (c) denotes the required received energy in the subcarrier for a reliable reception of c bits per symbol when the channel gain is equal to unity. In addition, we assume that the channel gains are exponentially distributed [25] [26] [27] .
The total transmit power and bandwidth of the BS are denoted as P T and B, respectively. In the presence of multiple users, the air interface should properly allocate the subcarrier (i.e., band width) and power resource to multiple users. The subcarrier allocation is indicated by a binary variable ρ uk ∈ {0, 1}. If ρ uk = 1, it means that subcarrier k is allocated to user u. Each subcarrier can only be allocated to at most one user. Now, considering the transmission in a single subcarrier, the required received power f (c) can be written as a function of the target BER P e and bits per symbol c as [20, 28] 
where N 0 is the power spectrum density of white Gaussian noise and Q −1 (·) is the inverse Q-function [29] . For the u-th user, the bits per symbol duration aggregated over multiple subcarriers is given by
Similarly, the sum energy per symbol duration for user u across multiple subcarriers is
Because the symbol rate scales linearly with the system bandwidth B, the total power (per second) allocated to user u can be written as
Similarly, the bit rate (i.e., bits per second) of user u is
Problem Formulation
In this paper, we are interested in the problem of UiL contert delivery. Upon a user request, a decision should be made to recommend a list of N contents to the user. Such a decision should jointly consider the user interest and the current channel conditions of the user. The decision could be made at the BSs in a distributed fashion, or at the central server in a centralized fashion. In both cases, the users' interest profile and channel conditions should be periodically monitored.
The performance of the UiL content delivery system can be evaluated by two metrics, both directly related to the user QoE. The first metric is sum user interests, which indicates the user satisfaction at the semantic level, while the second metric is transmission delay, which indicates the user satisfaction during the communication process. We assume that multiple users have different service classes and different delay requirements. The delay requirement of user u is denoted as τ u . The recommendation algorithm needs to ensure that the contents requested by a user are delivered in time with high probability. Our problem formation aims to maximize the total user interests, under the condition that the probability for the transmission delay to be smaller than the given delay requirement is greater than a predefined parameter ξ. In other words, the probability of satisfying each user's delay requirement should be greater than ξ. Mathematically, the delay requirement can be written as
where q t u represents the amount of traffic generated by user u at time slot t, and R t u is the user's data rate at time slot t. The problem of UiL content delivery can be formally stated as
The goal of our problem is to optimize the total interest over multiple decision variables x u f , ρ t uk and c t uk . This implies that the tasks of content recommendation and content delivery (i.e., subcarrier and power allocation) are jointly executed. Here, constraints C1 to C4 correspond to transmission delay constraint, total BS power limit, number of recommended files, and orthogonal subcarrier allocation, respectively.
Theoretical Performance Limits
Some theoretical performance bounds of the UiL content delivery system will be evaluated in this section. For convenience and mathematical tractability, we consider a simplified scenario with relatively ideal assumptions. Specifically, we assume that users' interest profiles are independent from each other. The users' interest coefficient r u f follows independent and identical distributions (i.i.d.) given by a truncated normal distribution in [a, a + h] with mean µ and variance δ 2 . In addition, we suppose that content file sizes L f follows a uniform distribution in [b, b + g]. Our subsequent analysis will try to derive the upper and lower bounds of the mean user interest.
Upper Bound
Given that the users' interest coefficient follows a normal distribution, the sum interest of the N contents with the highest interest for a user is
where Z (i) denotes the i-th order statistics. Referring to Refs. [30, 31] , the PDF of Z (i) can be evaluated by the order statistic theory as
where f (z) and F(z) are the probability density functions (PDFs) and cumulative distribution functions (CDFs) of the truncated normal distribution, respectively. The expectation of the i-th interest is
Then, we could get the mean of S as
Here, E(S; F; N) denotes the sum interest in an individual user's recommended list. When we consider multiple users, the sum interest becomes
Lower Bound
The lower bound of mean user interest lies in the case where the actual transmission delay of each user is required to be strictly lower or equal to τ, which means that ξ should be equal to 1. We have assumed that the file sizes of contents stored in the server obey a uniform distribution in [b,
If the data rate of user u is R u , then the file size in each user's recommended list should be no more than R u * τ. We can then define a ratio as
Supposing that the number of available contents is proportional to the interval in uniform distribution, then the number of available contents under the above hypothesis is
With the number of contents given by F, the lower bound of mean user interest where the outage is zero can be obtained as
Simulation Validation
This subsection conducts Monte Carlo simulations to verify the theoretical performance bounds obtained above. The parameter values are set as follows. The BS power limit is P T = 2W while the number of channels K = 256. The user interest obeys a truncated normal distribution in [1, 10] with mean 6 and variance 1. The file size of contents in the server obeys a uniform distribution in [1, 50] , the user behavior follows a Bernoulli process, the number of users is U = 10, the amount of content is F = 500, and the length of each user's recommended list is N = 50. Figure 3 shows the total user interest as a function of transmission delay with different outage probability threshold ξ. The simulation performance curves are obtained by running the above-proposed algorithms for 100 random snapshots and taking the average over the results. In addition, the theoretical upper and lower bounds are also calculated and shown. According to Equation (17) , the upper bound of total user interest is calculated to be 3874.7, which is not a function of the transmission delay. The lower bound of the total user interest is calculated according to Equation (20) and shown to be a function of the transmission delay. We can see that the theoretical upper and lower bounds depict a feasible region, which is an accurate description of the performance areas of the UiL content delivery system. 
Heuristic Algorithms for UiL Content Delivery Systems
Formulated in Equation (12) , the problem of UiL content delivery is a nonlinear mixed integer programming problem. It can be easily shown that the problem is non-deterministic polynomial (i.e., NP-hard), such that the optimal solution is hard to obtain. Therefore, we retreat to a heuristic algorithm, which divides the problem into two phases: a radio resource allocation phase and a content recommendation phase. Optimized output of the first phase is used as the input of the second phase.
Capacity Allocation with Multiple Users
A commonly adopted heuristic for radio resource allocation is to maximize the sum capacity. This, however, is not suitable for our problem setting because different users have different delay requirements. To this end, we propose a refined heuristic by letting each user's capacity be inversely proportional to his/her delay constraint. In this case, the problem of radio resource allocation can be formulated as
where R t u = ∑ K k=1 c t uk ρ t uk * B, which denotes the data rate of user u at time slot t, and τ u is the required transmission delay for user u. This problem is an integer programming problem, which is itself NP-hard. To solve this problem effectively, a greedy algorithm is proposed. The rationale of the algorithm is similar to the water-filling algorithm. The algorithm runs iteratively. In each iteration, a single bit is allocated to a user in a subcarrier. The allocation that demands the least power is chosen. The same process is repeated until the BS power constraint is reached.
The flowchart of the algorithm is shown in Figure 4 . We note that our proposed algorithm is computationally efficient with a polynomial complexity. More specifically, the time complexity is O(K 2 ) in the carrier allocation step and O(P T UK) in the bit allocation step. 
Recommendation of Content Lists
Once the capacity is assigned for each user, the problem of content recommendation can be formulated as
This problem is still a nonlinear integer programming problem. Therefore, a novel heuristic algorithm is proposed to solve the problem in four steps: (1) Sort the user's interest profile in a descending order, then select the top N contents of each user as the initial solution, and calculate the total interest; (2) If each user's transmission delay constraint is satisfied, exit the algorithm. If not, continue to the next step; (3) For the users whose transmission delay constraint is not satisfied, discard the content with the largest file size in the recommendation list, and select the file whose size is smaller than the content just discarded and whose interest level is next in the ranking list; (4) Finally, recalculate the total interest and go back to step 2 to continue the calculation. The flowchart of the algorithm is shown in Figure 5 . It can be shown that the algorithm has a polynomial time complexity given by O(UFN + UF 2 ). 
Simulation Results and Performance Evaluation
Realistic Models and Parameters
This section will give a comprehensive assessment on the performance of the proposed algorithm in realistic scenarios. Unlike Section 3 where ideal models are assumed, this section applies realistic models based on measurement. In the literature, the file size can follow either lognormal distributions [32] [33] [34] [35] [36] or power law distributions [37] . Here, we adapt the lognormal distribution because it is more frequently reported. The content popularity, which measures the aggregated interest of a particular content over multiple users, was reported to follow Zipf distribution [38] or power law distribution [39] . The widely-used Zipf distribution is adopted. Given a piece of content, the interest distribution among multiple users varies. It can be normal distribution [40] , Levy alpha-stable distribution [41] , Beta distribution [42] , or U-shaped (or J-shaped) distribution [43, 44] . The normal distribution is adopted in our paper by default. For the convenience of readers, Table 1 summarizes the parameters used in this section. Table 1 . Simulation parameters.
Simulation Parameter Parameter Value
Number of users U 10
Number of contents F 500
Number of channels K 256
Recommended form length N 50
System bandwidth B 10 MHz
Noise power spectral density N 0 −174 dBm/Hz [45] Bit error rate BER 1 × 10 −4 [46] Macrocell path loss model 128.1 + 37.6log 10 d (d in km) [45] Inter-site distance d 330 m
Channel gain α 2 uk Exponential distribution of parameter 1
File distribution L Logarithmic normal distribution with location parameter of 9.357 and scale parameter of 1.318 [33] Interest matrix R Zipf distribution with parameter 1 [38] ; Truncated Gaussian distribution between 1 and 5 with a mean of 3 and a variance of 2 [40] .
Simulations Results and Discussion
The system performance is evaluated by the trade-off relationship between the total user interest and transmission delay. First of all, Figure 6 compares the performance between our proposed algorithm and two standard meta heuristic algorithms: the simulated annealing (SA) and genetic algorithm (GA) [47, 48] . The simulated annealing algorithm can find a high-quality solution that does not strongly depend on the choice of the initial solution. It has been theoretically proved to converge to the optimum solution as long as the cooling process is slow enough [49] . On the other hand, the basic rationale of the genetic algorithm is to maintain a population of solutions to the problem and select the next generation solution according to the principle of survival of the fittest. The specific steps for SA and GA could be found in [50] . The simulation settings used in our paper for SA and GA are summarized in Table 2 . It is shown in Figure 6 that our proposed algorithm outperforms the SA and GA algorithms, especially when the transmission delay is small.
In addition, for comparison purposes, we also show the performance of the traditional content delivery protocol based on, e.g., the "pull-type" http protocol. Because the traditional protocol does not include the "user-in-the-loop" procedure, it yields a static performance regardless of the delay constraint. The static performance, shown as a single star sign in Figure 6 , represents the case where the transmission delay is relaxed to an extreme to obtain the highest user interest. The above comparisons show that our heuristic algorithm not only offers greater trade-off flexibility than traditional protocols, but also outperforms standard meta-heuristic algorithms in solving the complicated NP-hard problem. Table 2 . Simulation settings for simulated annealing (SA) and genetic algorithm (GA). Figure 7 investigates the impact of arrival rate λ on the system performance. The arrival rate represents the probability for a user to request a file from the central server at a time slot. It can be observed in Figure 7 that a lower arrival rate leads to a higher user interest. This is because a lower arrival rate means less competition for the limited radio resource, so that each user can be allocated with a higher capacity. It is interesting to see that a four times increase on the arrival rate (from 0.2 to 0.8) only causes less than 15% percent of reduction on the total interest. This means our system is robust to traffic congestion, such that it can cope well with increasing traffic demand per user or increasing number of users. We note that such a robustness essentially comes from our joint content recommendation and delivery design: when the per user capacity is reduced, content recommendation can choose to recommend small-size files with high user interests, so that the traffic demand can be effectively reduced while maintaining a high user interest level.
Simulation
In Figure 8 , we illustrate the total interest as a function of the transmission delay with varying values of the outage probability parameter ξ, which is the probability for the actual transmission delay to be less or equal to the required transmission delay. A greater value of ξ means a stricter requirement on the delay performance. It is observed that an increasing ξ leads to a reduced user interest. This is because a higher ξ implies that there is less tolerance to random delay outage. In addition, it is interesting to see that a high user interest with a small transmission delay of 0.4 could be obtained when the outage probability parameter ξ = 0.6. This implies that, in practice, a system designer should aim to strike a balance by jointly choosing proper values for ξ and the transmission delay. Furthermore, Figure 9 demonstrates the impact of the BS power constraint on the trade-off performance. Intuitively, the overall user interest is observed to increase with increasing power. When the power is large, an ideal solution with low transmission delay and high user interest could be achieved. However, increasing the power supply indefinitely will have diminishing returns in terms of energy efficiency. We further note that the aspect of intercell interference is not addressed in this paper. In practice, high BS power will drive the capacity to the interference-limited region, where the energy efficiency can be arbitrarily low. In practice, the power constraint should be properly chosen according to a targeted interest-delay trade-off performance.
Finally, Figure 10 demonstrates how the proposed system can be used to effectively differentiate users' QoE/QoS. As shown in Equation (21), our system supports customized user QoS by allowing different users to have different delay constraints. The proposed radio resource allocation algorithm allocates a user's data rate to be inversely proportional to its delay. As a result, high-priority users with low transmission delay will be allocated with more radio resources and will hence enjoy better user QoS/QoE. A proper measure of the QoE is the individual user's interest (instead of the sum interest). Figure 10 shows the individual user's interest as a function of the traffic arrival rate λ with varying user delay constraints. It is observed that the user interests can be effectively differentiated by setting different delay constraints τ u . In addition, Figure 10 also evaluates the joint impacts of traffic density λ and outage probability threshold ξ by varying both parameters together. Intuitively, it is observed that the user interest decreases with increasing density and outage threshold. However, it is interesting to see that, when the outage threshold is relatively low (i.e., more tolerance on outage), the user interests remain steady with increasing traffic density until λ reaches a certain threshold. In other words, a smaller outage threshold corresponding to a higher traffic density threshold, below which changing the traffic density has a marginal impact on the user interest. As shown in Figure 10 , the outage thresholds at 0.6 and 0.9 yields density thresholds at 0.5 and 0, respectively. 
Individual interest
User1, τ = 0.5, ξ = 0.6 User2, τ = 1, ξ = 0.6 User3, τ = 2, ξ = 0.6 User1, τ = 0.5, ξ = 0.9 User2, τ = 1, ξ = 0.9 User3, τ = 2, ξ = 0.9 Figure 10 . The individual user interest as a function of the arrival rate with varying user delay and outage requirements (U = 3 and P T = 0.5W).
Conclusions
In this paper, we have investigated the problem of UiL content delivery over mobile communication systems. The problem has been formulated under a generalized model with asynchronous user behavior and customized user QoS requirements. The upper and lower performance bounds of the system have been theoretically derived in simplified scenarios. For more realistic scenarios, a novel heuristic algorithm with polynomial complexity has been presented and shown to outperform conventional schemes and meta-heuristic algorithms. Simulation results have shown that by exploiting the user interest semantics as a new degree of freedom for system design, the UiL system offers a holistic approach to better manage the overall QoE of personalized content retrieval services. 
