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Abstract
Burgers equation for inviscid fluids is a simplified case of Navier–Stokes equation which cor-
responds to Euler equation for ideal fluids. Thus, from a variational viewpoint, Burgers equation
appears naturally in its nonconservative form. In this form, a consistent concept of a weak solu-
tion cannot be formulated because the classical distribution theory has no products which account
for the term u(∂u/∂x). This leads several authors to substitute Burgers equation by the so-called
conservative form, where one has 12 (∂u
2/∂x) in distributional sense. In this paper we will treat non-
conservative inviscid Burgers equation and study it with the help of our theory of products; also, the
relationship with the conservative Burgers equation is considered. In particular, we will be able to
exhibit a Dirac-δ travelling soliton solution in the sense of global α-solution. Applying our concepts,
solutions which are functions with jump discontinuities can also be obtained and a jump condition
is derived. When we replace the concept of global α-solution by the concept of global strong solu-
tion, this jump condition coincides with the well-known Rankine–Hugoniot jump condition for the
conservative Burgers equation. For travelling waves functions these concepts are all equivalent.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
Nonconservative inviscid Burgers equation (NCB),
∂u
∂t
+ u∂u
∂x
= 0 (1.1)
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and u(x, t) stands for the physical state), is a drastic simplification of the Navier–Stokes
equation. It was proposed by Burgers [3], Hopf [6] and Cole [4] as a model of turbulence.
It is interesting to stress that, from a variational viewpoint, Burgers equation appears
naturally in its nonconservative form. This fact leads to a problematic situation concern-
ing weak solutions in that, formally, distributional products appear afforded by the term
u(∂u/∂x).
In this paper we present a solution to the issue, within a convenient space with physical
significance, by using our theory of distributional products.
The history of the use of products of distributions is very old and has provided interest-
ing results in several situations concerning partial differential equations. In many questions
the nondeterminacy of the product plays an essential role. With this respect let us mention
[2], [5] and [8].
Let us summarize the contents of the paper. In Sections 2 and 3 we sketch our product
of distributions and what we call the basic α-products; here, a simple extension of the basic
α-products is also introduced, allowing us to define u(∂u/∂x) within a convenient space
of physical significance.
In Section 4 we define the concept of global α-solution for NCB within a space F of
distributions and we prove that this concept is consistent with the concept of a classical
global solution. As an example, we prove the existence of “delta-soliton” travelling waves
u(x, t)=mδ(x − γ (t)), (1.2)
where δ is the Dirac measure, m ∈ R and γ : [0,+∞[→ R is a C1-function; (1.2) is a
global α-solution of NCB if and only if the speed γ ′(t) is constant. Physically, this means
that if we think of u(x, t) as being the density of matter at x at the instant t , then a point
of mass m and position x = γ (t), not subject to any influence, must have constant speed.
Thus we may claim rigorously that the first Newton’s law of the motion is contained in
NCB theory! This example also allows us to understand clearly the indeterminacy which
underlies the product of distributions.
In Section 5, in order to provide a basic understanding in the light of our approach of
discontinuous functions solutions, we present a necessary and sufficient condition for a
C1-function u(x, t) having a jump discontinuity along a curve γ of the (x, t)-plane, to
be a global α-solution of NCB. Here, the main result is the jump condition (5.7) which,
in general, does not coincide with the well-known Rankine–Hugoniot condition for the
conservative Burgers equation (CB):
∂u
∂t
+ ∂
∂x
(
1
2
u2
)
= 0. (1.3)
Section 6 shows that not all global α-solutions of NCB are weak solutions of CB and
that, conversely, not all weak solutions of CB are global α-solutions of NCB. We also give
conditions for a global α-solution of NCB to be a weak solution of CB and conversely.
In Section 7 we introduce the concept of global strong solution for NCB and we prove
that all global classical solutions are global strong solutions for NCB and also that all these
are global weak solutions for CB. It is also proved that, for the global strong solutions,
condition (5.7) for NCB reduces to the Rankine–Hugoniot condition for CB.
C.O.R. Sarrico / J. Math. Anal. Appl. 281 (2003) 641–656 643Finally, in Section 8 we prove that, for travelling wave functions, the concepts of global
α-solution for NCB, global strong solution for NCB and the concept of global weak solu-
tion of CB are all equivalent, in agreement with the physical grounds of the theory.
2. The product of distributions
Let D be the space of indefinitely differentiable complex functions defined on RN
(N = 1,2,3, . . .) with compact support, D′ the space of distributions and L(D) the space
of continuous linear maps D→ D. We will sketch the main ideas of our distributional
product. For details, the reader may see [9,10].
First we define a product T φ ∈ D′ for T ∈ D′ and φ ∈ L(D) by 〈T φ, ξ〉 = 〈T ,φ(ξ)〉
for all ξ ∈ D; this makes D′ a right L(D)-module. Next we define an epimorphism
ζ˜ :L(D)→D′ which is given by 〈ζ˜ (φ), ξ〉 = ∫ φ(ξ), for all ξ ∈D. Thus, given T ,S ∈D′
we are tempted to define a natural product by setting T S := T φ, φ ∈L(D) being such that
ζ˜ (φ) = S (we say that φ ∈ L(D) is a representative operator for S ∈ D′). Unfortunately,
this product is not well-defined because T S depends on the representative φ ∈ L(D) of
S ∈D′.
This difficulty can be overcame if we fix α ∈ D with ∫ α = 1 and define sα :L(D)→
L(D) by
[
(sαφ)(ξ)
]
(y)=
∫
φ
[
(τyαˇ)ξ
]
,
for all ξ ∈ D and all y ∈ RN , where τyαˇ :RN → C is given by (τyαˇ)(t) = αˇ(t − y) =
α(y − t) for all t ∈ RN . It can be proved that, for each α in D with ∫ α = 1, sα is linear,
sα ◦ sα = sα (sα is a projector of L(D)), Ker sα = Ker ζ˜ and ζ˜ ◦ sα = ζ˜ .
Now, for each α ∈ D with ∫ α = 1 we define an α-product of T ∈ D′ by S ∈ D′ by
setting
T 
α
S := T (sαφ)= (T ∗ αˇ)S, (2.1)
where φ ∈L(D) is a representative of S ∈D′. This α-product is independent of the repre-
sentative φ of S because
T (sαφ)− T (sαψ)= T
[
sα(φ −ψ)
]= T [ζ˜ (φ −ψ)]= T · 0 = 0,
if φ,ψ are such that ζ˜ (φ)= ζ˜ (ψ)= S.
In general, this α-product is neither commutative nor associative, but it is bilinear, has
left unit element (the constant function with value 1 seen as a distribution), and satisfies
the usual rule for the derivative of the product:
Dk(T 
α
S)= (DkT )
α
S + T 
α
(DkS),
where Dk is the usual k-partial derivative operator in distributional sense (k = 1,2, . . . ,N ).
Moreover, this product is invariant for translations, and also for the action of any group G
of unimodal transformations (linear transformations h :RN →RN with |deth| = 1) which
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products [11] of distributions and functions.
In order to obtain consistency with the usual product of a distribution by a C∞-function
we are going to introduce some definitions and single out a certain subspace Hα of L(D).
An operator φ ∈L(D) is said to vanish on an open set Ω ⊂RN if and only if φ(ξ)= 0
for all ξ ∈D with support contained in Ω . The support of an operator φ ∈ L(D), suppφ,
will be defined as the complement of the largest open set in which φ vanishes.
Let N be the set of operators of L(D) with nowhere dense support and ρ(C∞) the set
of operators φ ∈L(D) defined by φ(ξ)= βξ for all ξ ∈D, with β ∈ C∞. For each α ∈D,
with
∫
α = 1, let us consider the space Hα = ρ(C∞)⊕ sα(N ) ⊂ L(D). It can be proved
that ζα := ζ˜ |Hα :Hα → C∞ ⊕ D′m is an isomorphism. The space D′m here is denoted by
D′n in [9]; it is the space of nowhere dense supported distributions. Then, if T ∈ D′ and
S = β + f ∈ C∞ ⊕D′m, a new α-product can be defined by Tα˙S := T φα , where φα ∈Hα
is the representative of S in C∞ ⊕D′m. It is easy to see that
Tα˙S = T ζ−1α (S)= T
[
ζ−1α (β + f )
]= T [ζ−1α (β)]+ T [ζ−1α (f )]
= Tβ + T 
α
f = Tβ + (T ∗ αˇ)f, (2.2)
and we get consistency with the usual product of distributions by C∞-functions, when
these are placed on the right hand side: if S ∈ C∞ then f = 0, S = β and Tα˙S = Tβ . The
product (2.2) enjoys the same properties stated above for (2.1). We stress that in (2.2) the
factor (T ∗ αˇ) is not an approximation of T ; formula (2.2) is an exact result.
There are thus lots of products, one for each α; Section 4 shows the need for this mul-
tiplicity of meanings. We also may take advantage of the properties of α. For example, if
α is invariant for a group G of unimodal transformations the product will be also invariant
for G. In dimension N = 1, there are only two groups of unimodal transformations on R:
G1 = {I } and G2 = {I,−I }, where I is the identity function on R. Through all this paper,
all the products of distributions are done in dimension N = 1 and so α will always be an
even function in D with ∫ α = 1. Thus, all our products will be invariant for G2, i.e., for
the transformation t → −t of R onto R. For instance, if δ stands for the Dirac measure and
H for the Heaviside function, we have
δα˙δ = δα˙(0+ δ)= (δ ∗ αˇ)δ = αˇδ = αδ = α(0)δ, (2.3)
Hα˙δ = (H ∗ αˇ)δ =
( +∞∫
−∞
α(x − τ )H(τ) dτ
)
δ(x)
=
( +∞∫
−∞
α(−τ )H(τ) dτ
)
δ = 1
2
δ, (2.4)
δα˙(Dδ)= (δ ∗ αˇ)(Dδ)= α(Dδ)= α(0)(Dδ)− α′(0)δ
= α(0)(Dδ)− 0δ= α(0)(Dδ), (2.5)
where D is the usual derivative operator for distributions in one variable.
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ing that supp(Tα˙S) ⊂ supp(S) as for usual functions, but sometimes it may happen that
supp(Tα˙S) ⊂ supp(T )! Indeed,
(τaδ)α˙(τbδ)=
[
(τaδ) ∗ αˇ
]
(τbδ)= (τaα)(τbδ)=
[
(τaα)(b)
]
(τbδ)=
[
α(b− a)](τbδ).
Thus, in general, the α-products are global products and when we apply them to differential
equations the solutions are to be naturally viewed as global solutions.
Also, it is easy to see that formula (2.2) can be extended for T ∈ D′p and S ∈ Cp ⊕
D′m (p = 0,1,2, . . .) where D′p is the space of distributions of order  p in the sense of
Schwartz [11]. So, assuming that D′∞ means D′, (2.2) makes sense for T ∈D′p and S ∈
Cp⊕D′m with p ∈ {0,1,2, . . . ,∞}. Note, however, that the usual rule for the derivative of
the product
Dk(Tα˙S)= (DkT )α˙S + Tα˙(DkS)
is now verified for T ∈D′p and S ∈Cp+1 ⊕D′m.
Lastly, let D′µ be the space of complex distributions defined on RN whose support
has measure zero in the sense of Lebesgue. Clearly, we have D′µ ⊂ D′m. If T ∈ D′p and
S = β + f ∈ Cp ⊕ D′µ with p ∈ {0,1,2, . . . ,∞} then the α-product defined by (2.2) is
called a basic α-product.
3. An extension of the basic α-products
Let L1loc be the space of locally summable complex functions on R seen as distributions.
We have L1loc ∩D′µ = {0} because if f ∈ L1loc ∩ D′µ and K = suppf , then
∫
fϕ = 0 for
all ϕ ∈D such that suppϕ ⊂Kc = R \K . Then, as a function, f = 0 almost everywhere
on R, which means that f = 0 in D′. Thus, L1loc ⊕D′µ is a direct sum of subspaces of D′.
Let us denote by D′ −1 the space of distributions T ∈D′ whose distributional derivative
DT is in D′ 0, so that, locally, T is a function of bounded variation.
Definition 3.1. Let T ∈D′ −1 and S =w + f ∈ L1loc ⊕D′µ. We define the new α-product
Tα˙S by the formula
Tα˙S =D(T F)− (DT )F + T 
α
f, (3.1)
where F ∈ C0 is such that DF = w (this extension of basic α-products can be enlarged;
however, the above definition is enough to set up our study).
Now, we must prove that Tα˙S given by (3.1) is not only independent of the function
F ∈ C0 such that DF =w, but that it is also consistent with the basic α-products. The two
following lemmas will show this.
Lemma 3.2. The α-product Tα˙S given by (3.1) is independent of the function F ∈C0 such
that DF =w.
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F2) = 0 and so F1 − F2 is a constant (seen as distribution). Now we will prove that the
value of the product (2.1) does not change if we replace F by F +C, whereC is a constant.
In fact,
D
(
T · (F +C))− (DT )(F +C)+ T 
α
f
=D(T · F + T ·C)− (DT )F − (DT )C + T 
α
f
=D(T · F)+ (DT )C − (DT )F − (DT )C + T 
α
f
=D(T · F)− (DT )F + T 
α
f. ✷
Lemma 3.3. If p ∈ {0,1,2, . . . ,∞}, T ∈D′p ∩D′ −1 and S ∈ (Cp ⊕D′µ) ∩ (L1loc ⊕D′µ)
then the values of Tα˙S given by (2.2) or by (3.1) are the same.
Proof. Since S = w + f ∈ Cp ⊕D′µ and S = w1 + f1 ∈ L1loc ⊕D′µ, we have w −w1 =
f1 − f and so w − w1 = f1 − f = 0 because w − w1 ∈ L1loc and f − f1 ∈ D′µ. Thus,
w =w1 ∈ C0 and f = f1 ∈D′µ. Clearly, there exists F ∈ C1 such that DF =w. By (3.1)
and the usual rule for the derivative of the product for D(T F) (clearly applicable in this
case), we have
Tα˙S = (DT )F + T (DF)− (DT )F + T 
α
f = Tw+ (T ∗ α)f,
which is the value given by (2.2). ✷
The next example will be needed in Section 5.
Example 3.4. Let a ∈R, h1, h2 ∈ C1 and T = h1 + (h2 − h1)(τaH) ∈D′ −1. Clearly,
DT =Dh1 +
[
D(h2 − h1)
]
(τaH)+ (h2 − h1)(a)(τaδ) ∈ L1loc ⊕D′µ.
Setting b = (h2 − h1)(a), we have DT = DF + b(τaδ), where F ∈ C0 is defined by
F(x)= h1(x)+ b if x < a and F(x)= h2(x) if x  a. Applying (3.1) we have
Tα˙(DT )=D(Tα˙F )− (DT )α˙F + Tα˙
[
b(τaδ)
]
=D(T F)− (DT )F + b(T ∗ α)(τaδ),
where
T F = h21 + bh1 +
(
h22 − h21 − bh1
)
(τaH),
D(T F)= 2h1(Dh1)+ b(Dh1)+
(
2h2(Dh2)− 2h1(Dh1)− b(Dh1)
)
(τaH)
+ bh2(a)(τaδ),
(DT )F = h1(Dh1)+ (Dh1)b+
(
(Dh2)h2 − (Dh1)h1 − (Dh1)b
)
(τaH)
+ bh2(a)(τaδ),
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( a∫
−∞
α(s − a)h1(s) ds +
+∞∫
a
α(s − a)h2(s) ds
)
(τaδ).
Thus,
Tα˙(DT )= h1(Dh1)+
(
h2(Dh2)− h1(Dh1)
)
(τaH)
+ b
( a∫
−∞
α(s − a)h1(s) ds +
+∞∫
a
α(s − a)h2(s) ds
)
(τaδ).
4. The concept of global α-solution for nonconservative Burgers equation
Let us consider Eq. (1.1). By a classical solution u of (1.1) we mean a continuously
differentiable complex function (x, t) → u(x, t) which satisfies (1.1) at every point of its
domain. By a global classical solution we mean a classical solution that satisfies (1.1) on
R× [0,+∞[.
LetF be the space of continuously differentiable maps u˜ : [0,+∞[→D′ in the sense of
the topology ofD′. The notation [u˜(t)](x) is sometimes used to explicit that the distribution
u˜(t) acts on functions ξ ∈D which depend on x .
Definition 4.1. The map u˜ ∈F is said to be a global α-solution of NCB (1.1) if and only
if there exists α such that, for all t  0,
(a) u˜(t)α˙D
[
u˜(t)
]
is defined, (4.1)
(b)
du˜
dt
(t)+ u˜(t)α˙D
[
u˜(t)
]= 0. (4.2)
This definition sees Burgers equation as an evolution equation and it is straightforward
to conclude that
Theorem 4.2. If u is a global classical solution of NCB then, for any α, the map u˜ :
[0,+∞[→D′ defined by [u˜(t)](x)= u(x, t) is a global α-solution of NCB.
Theorem 4.3. If u :R× [0,+∞[→C is a C1-function and u˜ : [0,+∞[→D′ defined by
[u˜(t)](x)= u(x, t) is a global α-solution of NCB, then u is a global classical solution of
NCB.
For the proof it is enough to observe that a C1-function u(x, t) can be read as a
C1-function [0,+∞[→ D′ and to use the consistence of our α-product with classical
products.
At this point it will be certainly interesting to examine an extreme example of a “delta-
soliton” for NCB, i.e., a travelling wave u˜ defined by
u˜(t)=m(τγ (t)δ), (4.3)
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Dirac-delta wave on the real line with speed γ ′(t). Usually, the solution u(x, t) of Burgers
equation is read as the velocity field of a particle on the x-axis, varying in time. Then Burg-
ers equation is the vanishing of the substantial derivative, i.e., the momentum conservation
law. We can instead interpret the state variable u(x, t) as the density of matter at x , at
time t . Then the travelling wave (4.3), usually written u(x, t)=mδ(x−γ (t)) corresponds
to a distribution of mass on the real line reduced to a point of mass m located at x = γ (t).
We have
du˜
dt
(t)= lim
h→0
u˜(t + h)− u˜(t)
h
=−mγ ′(t)τγ (t)(Dδ),
as we may convince ourselves by considering〈
u˜(t + h)− u˜(t)
h
, ξ
〉
= 1
h
(〈
m(τγ (t+h)δ), ξ
〉− 〈m(τγ (t)δ), ξ 〉)
=mξ [γ (t + h)] − ξ [γ (t)]
h
for every test function ξ ∈D. Also, t → (du˜/dt)(t) from [0,+∞[ into D′ is continuous.
Thus, the map u˜ defined by (4.3) is in F .
Now we are going to see that u˜ can be a global α-solution of NCB. By applying (2.5)
we have that, for each t  0,
u˜(t)α˙D
[
u˜(t)
]=m2[τγ (t)δ]α˙[τγ (t)(Dδ)]=m2τγ (t)[δα˙(Dδ)]=m2α(0)τγ (t)(Dδ),
and (4.2) turns out to be
−mγ ′(t)[τγ (t)(Dδ)]+m2α(0)τγ (t)(Dδ)= 0.
If m = 0, this is equivalent to
γ ′(t)=mα(0). (4.4)
So, if m = 0 there exist travelling waves of the form (4.3) if and only if the speed γ ′(t) is
constant.
This extreme example of interest by itself shows the necessity of the indeterminacy
which underlies the distributional product: in the situation above, the speed, although
constant, is physically arbitrary and so to account for this α is to be chosen such that
α(0)= γ ′/m. We have the first Newton’s law!
5. The global α-solutions of NCB in the space Γ
Now we will study the consequences of Definition 3.1 within a space Γ containing
discontinuous functions, to be introduced below.
Definition 5.1. We denote by Σ the space of functions u :R× [0,+∞[→C such that
(a) for each t  0, the map x → u(x, t) from R to C is in L1loc,
(b) the map u˜ : [0,+∞[→D′ defined by [u˜(t)](x)= u(x, t) belongs to F .
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certain map in F . Since C1(R× [0,+∞[)⊂Σ , we can write
C1
(
R× [0,+∞[)⊂Σ ⊂F . (5.1)
Let γ : [0,+∞[→R be a C1-map and let us consider the curve {(x, t): x = γ (t), t  0}
on the (x, t)-plane, which we call the γ -curve. Let u :R× [0,+∞[→C be a C1 map on
both sides of this curve with possibly a jump discontinuity when this curve is crossed. Such
an u can be written in the form
u(x, t)= u1(x, t)+ (u2 − u1)(x, t)H
(
x − γ (t)), (5.2)
where u1 and u2 are C1-extensions to R × [0,+∞[, respectively, of the restrictions of
u to U1 = {(x, t): x < γ (t), t > 0} and U2 = {(x, t): x > γ (t), t > 0}. Note that u is
independent of the restriction of u1 to U2 and also of the restriction of u2 to U1. For a
given curve γ , let Σγ be the space of such functions u.
Lemma 5.2. Let u ∈ Σγ be defined by u(x, t) = H(x − γ (t)). Then u˜ ∈ F and for any
t  0 we have
du˜
dt
(t)=−γ ′(t)τγ (t)δ. (5.3)
Proof. Fix t  0. For h = 0 such that t + h ∈ [0,+∞[ and any ξ ∈D, we can write
+a∫
−∞
H(x − γ (t + h))−H(x − γ (t))
h
ξ(x) dx =
γ (t+h)∫
γ (t)
−1
h
ξ(x) dx,
in each one of the cases γ (t + h)  γ (t) or γ (t + h) > γ (t). So, (5.3) follows by taking
the limit as h→ 0. Also, the continuity of du˜/dt given by (5.3) is easily checked using the
test functions ξ ∈D. ✷
The contents of the above lemma is usually expressed synthetically by the relation
∂
∂t
H
(
x − γ (t))=−γ ′(t)δ(x − γ (t)).
Theorem 5.3. We have Σγ ⊂Σ .
Proof. Let u ∈Σγ . Condition (a) of Definition 5.1 is obvious. Let us prove (b). We have[
u˜(t)
]
(x)= u1(x, t)+ (u2 − u1)(x, t)H
(
x − γ (t)), (5.4)
and since
du˜
dt
(t)= lim
h→0
u˜(t + h)− u˜(t)
h
,
using Lemma 5.2 it is easily checked that
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[
du˜
dt
(t)
]
= ∂u1
∂t
(x, t)+ ∂(u2 − u1)
∂t
(x, t)H
(
x − γ (t))
+ (u2 − u1)
(
γ (t), t
)[−γ ′(t)]δ(x − γ (t)) (5.5)
and so u˜ ∈F since, clearly, the map t → (du˜/dt)(t) is continuous. ✷
Let Γ =⋃γ Σγ , where the union is extended to all C1 curves γ : [0,+∞[→R. Then
we can write the inclusions
C1
(
R× [0,+∞[)⊂ Γ ⊂Σ ⊂F . (5.6)
If one wants to know whether a given u ∈ Γ is a global α-solution of NCB, the following
result can be used.
Theorem 5.4. A function u ∈ Γ , as given by (5.2), is a global α-solution of NCB if and
only if the following three conditions are verified:
(a) u1 is a classical solution of (1.1) on the open set U1 = {(x, t): x < γ (t), t > 0},
(b) u2 is a classical solution of (1.1) on the open set U2 = {(x, t): x > γ (t), t > 0},
(c) for each t  0 such that u1(γ (t), t) = u2(γ (t), t), we have
γ ′(t)=
+∞∫
0
α(x)v(x, t) dx, (5.7)
where v : [0,+∞[×[0,+∞[→C is defined by
v(x, t)= u1
(−x + γ (t), t)+ u2(x + γ (t), t). (5.8)
Proof. Let us suppose that u ∈ Γ is given by (5.2). Then, for each t  0 we have
{
D
[
u˜(t)
]}
(x)= ∂u1
∂x
(x, t)+ ∂(u2 − u1)
∂x
(x, t)H
(
x − γ (t))
+ (u2 − u1)
(
γ (t), t
)
δ
(
x − γ (t)). (5.9)
Also, by Example 3.4, the product u˜(t)α˙D[u˜(t)] exists and we have that
{
u˜(t)α˙D
[
u˜(t)
]}
(x)= u1(x, t)∂u1
∂x
(x, t)
+
(
u2(x, t)
∂u2
∂x
(x, t)− u1(x, t)∂u1
∂x
(x, t)
)
H
(
x − γ (t))
+ (u2 − u1)
(
γ (t), t
)( γ (t)∫
−∞
α
(
s − γ (t))u1(s, t) ds
+
+∞∫
α
(
s − γ (t))u2(s, t) ds
)
δ
(
x − γ (t)). (5.10)γ (t)
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∂u1
∂t
(x, t)+ u1(x, t)∂u1
∂x
(x, t)
+
(
∂(u2 − u1)
∂t
(x, t)+ u2(x, t)∂u2
∂x
(x, t)− u1(x, t)∂u1
∂x
(x, t)
)
H
(
x − γ (t))
+ (u2 − u1)
(
γ (t), t
)(−γ ′(t)+
γ (t)∫
−∞
α
(
s − γ (t))u1(s, t) ds
+
+∞∫
γ (t)
α
(
s − γ (t))u2(s, t) ds
)
δ
(
x − γ (t))= 0. (5.11)
For each t  0 and by restriction of this equality to the open set {x: (x, t) ∈ U1} we have,
on this set,
∂u1
∂t
(x, t)+ u1(x, t)∂u1
∂x
(x, t)= 0, (5.12)
and (a) follows. For each t  0 and by restriction of (5.11) to the open set {x: (x, t) ∈U2}
we have, on this set,
∂u2
∂t
(x, t)+ u2(x, t)∂u2
∂x
(x, t)= 0, (5.13)
and (b) follows. Since the coefficient of δ(x − γ (t)) depends only on t , it must vanish.
Thus, for each t  0 such that (u2 − u1)(γ (t), t) = 0, we have
γ ′(t)=
γ (t)∫
−∞
α
(
s − γ (t))u1(s, t) ds +
+∞∫
γ (t)
α
(
s − γ (t))u2(s, t) ds. (5.14)
Changing s to x by the rule s =−x + γ (t) in the first integral and by s = x + γ (t) in the
second integral yields (5.7).
If, conversely, for a certain α, u1, u2 and γ verify (a), (b) and (c) of Theorem 5.4
then, taking u˜ defined by (5.4), u˜ is a global α-solution of NCB because condition (a) of
Definition 4.1 is verified with the α-product u˜(t)α˙D[u˜(t)] given by (5.10) and condition (b)
is also verified, since this condition is equivalent to (5.11) and, by assumption, we have
(5.12), (5.13) and (5.14). ✷
6. Global α-solutions of NCB and global weak solutions of CB
Let us consider the conservative equation (1.3). By a classical solution u we mean a
C1-function (x, t) → u(x, t) which satisfies (1.3) at every point of its domain. Clearly, u is
a classical solution of CB on Ω if and only if u is a classical solution of NCB on Ω . Now,
we will consider CB in Γ and we will adopt the usual notion of weak solution.
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Ω ⊂ R × [0,+∞[ if and only if u and u2, seen as distributions on Ω , verify (1.3) with
the derivatives taken in distributional sense. If Ω =R×]0,+∞[, we call u a global weak
solution for CB.
For elements of the space Γ , the following theorem sums up essentially known results
(see, for instance, [1,7,12]).
Theorem 6.2. The function u ∈ Γ defined by (5.2) is a global weak solution for CB if and
only if the following conditions are verified:
(a) u1 is a classical solution for CB on U1 = {(x, t): x < γ (t), t > 0},
(b) u2 is a classical solution for CB on U2 = {(x, t): x > γ (t), t > 0},
(c) for each t ∈ [0,+∞[ such that [(u1−u2)](γ (t), t) = 0 we have the Rankine–Hugoniot
condition
γ ′(t)= u1(γ (t), t)+ u2(γ (t), t)
2
. (6.1)
It is easy to see that not all global weak solutions for CB in Ω are global α-solutions
for NCB for some α, since from (5.7) it follows immediately that γ ∈ C2 and so, if we
consider a global weak solution u ∈ Γ such that γ ∈C1 and γ /∈ C2, u cannot be a global
α-solution for NCB. The following example shows us that, conversely, not all α-solutions
for NCB in Γ are global weak solutions for CB.
Example 6.3. Let u1(x, t)= (x + 1)/(t + 1) and u2(x, t)= 0. It is easy to see that u1 and
u2 are global classical solutions of NCB (or CB). We want to know if there exists γ such
that u(x, t) defined by (5.2) can be considered a global α-solution of NCB. By applying
Theorem 5.4 we have v(x, t)= (t + 1)−1(−x + γ (t)+ 1) and so (5.7) is equivalent to
γ ′(t)=
+∞∫
0
α(x)
−x + γ (t)+ 1
t + 1 dx =−
1
t + 1
+∞∫
0
xα(x) dx + γ (t)
2(t + 1) +
1
2(t + 1) .
Let us suppose, for the sake of simplicity, that γ (0)= 0. Then, takingKα =
∫ +∞
0 xα(x) dx ,
we have
γ (t)= (1− 2Kα)
(√
t + 1− 1) (6.2)
and we conclude that there exist many global α-solutions with γ (0) = 0 because, as we
will see (Lemma 6.4 below), Kα can take an arbitrary value. Notice that by applying the
classical Rankine–Hugoniot condition for CB we have
γ ′(t)= u1(γ (t), t)+ u2(γ (t), t)
2
= γ (t)+ 1
2(t + 1)
and, also supposing that γ (0)= 0, we have necessarily that
γ (t)=√t + 1− 1. (6.3)
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global weak solution of CB.
Lemma 6.4. Let K ∈R be given. Then there exists α such that ∫ +∞0 xα(x) dx =K .
Proof. Fix an even function α1 ∈ D such that
∫
α1 = 1, let c =
∫ +∞
0 xα1(x) dx and let
V be the linear space of all even functions β ∈ D such that ∫ +∞0 β = 0. Since the map
β → ∫ +∞0 xβ(x) dx is a linear form over V and it is not identically zero, this form is onto
and so there exists β0 ∈ V such that
∫ +∞
0 xβ0(x) dx = K − c. Taking α = α1 + β0 the
proposition is proved. ✷
The following theorem gives us a sufficient condition for a global weak solution in Γ for
CB to be a global α-solution for NCB and also a sufficient condition for a global α-solution
in Γ for NCB to be a global weak solution for CB.
Theorem 6.5. If u ∈ Γ is a global weak solution of CB and there exists α such that
+∞∫
0
α(x)v(x, t) dx = 1
2
v(0, t) (6.4)
for all t  0, where v is given by (5.8), then u is a global α-solution of NCB. Conversely, if
u ∈ Γ is a global α-solution of NCB and α verifies (6.4) then u is a global weak solution
of CB.
Proof. It is a direct consequence of Theorems 5.4 and 6.2, noting that v(0, t) =
u1(γ (t), t)+ u2(γ (t), t). ✷
7. The class of global strong solutions
We call the map u˜ ∈ F a global strong solution of NCB if and only if, for all α, u˜ is a
global α-solution of NCB. Thus, by Theorem 4.2 all global classical solutions of NCB are
global strong solutions of the same equation. Our main point here is that there are other
global strong solutions other than the classical ones. The following result is a necessary
and sufficient condition for u ∈ Γ to be a global strong solution.
Theorem 7.1. The function u ∈ Γ as given by (5.2) is a global strong solution of NCB
if and only if conditions (a) and (b) of Theorem 5.4 are verified and for each t  0 such
that u1(γ (t), t) = u2(γ (t), t), v(x, t) defined by (5.8) is independent of x . In this case,
γ ′(t) = 12v(0, t), i.e., we have the Rankine–Hugoniot condition. Thus, all global strong
solutions of NCB are global weak solutions of CB.
Proof. First, let us suppose that u ∈ Γ is a global strong solution of NCB. Then, by The-
orem 5.4, for all t  0 such that u1(γ (t), t) = u2(γ (t), t), condition (5.7) is verified for
all α. Then, for any even functions α1, α2 ∈D with
∫
α1 =
∫
α2 = 1, we have
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0
(α1 − α2)(x)v(x, t) dx = 0. (7.1)
Let q ∈D be an odd function. Then, taking α1 ∈D even with
∫
α1 = 1 and α2 = α1 − q ′,
α2 is an even function,
∫
α2 = 1 and we have, applying (7.1),
+∞∫
0
q(x)
∂v
∂x
(x, t) dx = [q(x)v(x, t)]+∞0 −
+∞∫
0
q ′(x)v(x, t) dx
=−
+∞∫
0
(α1 − α2)(x)v(x, t) dx = 0 (7.2)
for all odd functions q ∈ D. Then (∂v/∂x)(x, t) = 0 on ]0,+∞[×[0,+∞[ follows.
Indeed, if (∂v/∂x)(x0, t0) = 0 for some (x0, t0) ∈]0,+∞[×[0,+∞[ then, thanks to
the continuity of the map x → (∂v/∂x)(x, t0), there exists ε such that 0 < ε < x0 and
(∂v/∂x)(x, t0) > 0 (respectively, (∂v/∂x)(x, t0) < 0) on ]x0 − ε, x0 + ε[. Taking q ∈ D
odd such that q(x) > 0 (respectively, q(x) < 0) on ]x0 − ε, x0 + ε[ and q(x) = 0 on
]−∞, x0 − ε] ∪ [x0 + ε,+∞[ we have
+∞∫
0
q(x)
∂v
∂x
(x, t0) dx =
x0+ε∫
x0−ε
q(x)
∂v
∂x
(x, t0) dx > 0,
which contradicts (7.2).
Conversely, if v(x, t) is independent of x , then γ ′(t) given by (5.7) is independent of α,
since
γ ′(t)=
+∞∫
0
α(x)v(x, t) dx =
+∞∫
0
α(x)v(0, t) dx
= 1
2
v(0, t)= u1(γ (t), t)+ u2(γ (t), t)
2
.
The rest of the theorem is a direct consequence of Theorems 5.4 and 6.2. ✷
Example 7.2. It is straightforward to apply this theorem to prove that u ∈ Γ defined by
u(x, t) = (t + 1)−1(x + 1 −H(x − t/2)) is a global strong solution of NCB and so it is
also a global weak solution of CB.
8. Travelling waves in Γ
We call u ∈ Γ a general travelling wave if we can write it in the form
u(x, t)= f1
(
x − γ (t))+ (f2 − f1)(x − γ (t))H (x − γ (t)), (8.1)
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u2(x, t)= f2(x − γ (t)).
In the setting of the conservative Burgers equation, it is well known that (8.1) is a
global weak solution of CB if and only if f1 and f2 are constant functions and γ ′(t) =
(f1 + f2)/2. In the following we will prove that exactly the same happens if we replace
the concept of global weak solution of CB by global α-solution of NCB.
Theorem 8.1. The general travelling wave (8.1) is a global α-solution of NCB if and only
if f1 and f2 are constant functions and γ ′(t)= (f1 + f2)/2. Thus, in this case (8.1) is also
a global strong solution of NCB and a global weak solution of CB.
Proof. Let us suppose that (8.1) is a global α-solution of NCB. Then, by applying Theo-
rem 5.4 we have that
∂
∂t
f1
(
x − γ (t))+ f1(x − γ (t))
(
∂
∂x
f1
(
x − γ (t)))= 0 (8.2)
on the set U1 = {(x, t): x < γ (t), t > 0}. Thus, we have
f ′1
(
x − γ (t))(−γ ′(t)+ f1(x − γ (t)))= 0 (8.3)
on U1. Now, we will prove that (∂/∂x)f1(x − γ (t))= f ′1(x − γ (t)) = 0 for x < γ (t): if,
by contradiction, for a fixed t > 0 there exists x0 < γ (t) such that f ′1(x0 − γ (t)) = 0 then,
by the continuity of the map x → f ′1(x − γ (t)) there will be a neighbourhood V of x0 in
R such that f ′1(x − γ (t)) = 0 for x ∈ V . Then, by (8.3), f1(x − γ (t))= γ ′(t) for x ∈ V ,
and (∂/∂x)f1(x − γ (t)) = 0 holds for x ∈ V , which is a contradiction. Thus, by (8.2),
(∂/∂t)f1(x− γ (t))= 0 on U1 and f1(x− γ (t)) is also independent of t on U1. Therefore,
f1(x − γ (t)) is constant on U1, which means that f1(s)= f1 is constant for s < 0. In the
same manner we conclude that f2(s)= f2 is constant for s > 0 and so, by (5.8),
v(x, t)= f1(−x)+ f2(x)= f1 + f2
for x  0 and t  0. Therefore, by (5.7), if f1 = f2 we have γ ′(t)= (f1 + f2)/2.
Conversely, if f1 and f2 are constant functions and γ ′(t)= (f1 + f2)/2, conditions (a),
(b) and (c) of Theorem 5.4 are obviously verified and (8.1) is a global α-solution of NCB,
clearly independent of α. The case f1 = f2 and the rest of the statement in the theorem are
immediate. ✷
Thus, we conclude that the general travelling waves in Γ for NCB (global strong and
global α-solutions) are exactly the same than the general travelling waves for CB in the
weak sense. Thus, our theory is in agreement with the basic physical phenomenology.
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