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Patient length of stay (LOS) is frequently used by researchers in the field of hospital management 
as a performance measuring criterion (McDermott & Stock, 2007). Patient LOS is found to be 
related to the quality of care (Thomas, et al., 1997) and prolonged LOS increases the probability 
of patients acquiring infections at the hospital. Hence, hospitals provide significant importance to 
patient LOS to maximize superior performance related rewards and minimize poor care related 
penalties by the public and private insurance providers. In addition, understanding patient LOS is 
also necessary for hospitals to meticulously manage their resources. In this research, predictive 
modeling techniques, including, decision trees, boosted trees, bootstrap forests, are used to predict 
patient LOS and understand patient attributes that influence patient LOS. Decision trees are tree-
based predictive modeling technique, with popularity that is partially attributed to the ease of 
interpreting the results. On the other hand, boosted tree and bootstrap forest are found to provide 
high classification and prediction accuracies when the relationship between response and predictor 
variables is non-linear. Deidentified patient records from a large hospital system in Upstate New 
York, USA are used for the study in this thesis. The results show that bootstrap forest outperforms 
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1. Introduction  
Patient Length of Stay (LOS) is frequently used as a performance measuring criterion by 
researchers in the field of hospital management (McDermott & Stock, 2007). The reason for LOS’s 
popularity is attributed to its relationship with other vital hospital performance metrics. Thomas et 
al. (1997) studied the dependency of patient LOS on the quality of care provided by the hospital. 
The researchers found that the inferior quality of care was positively related to long LOS. In 
addition, Hassan et al. (2010) found that increase in patient LOS increases the probability of 
acquiring infections while in the hospital. Researchers also found that shorter than required LOS 
is positively related to hospital readmissions (Jencks, Williams and E.A. Coleman, 2009). 
Public and private health insurance providers reward hospitals for providing quality care 
to the patients. U.S. Centers for Medicare and Medicaid in addition to rewarding hospitals for 
superior care, also penalizes hospitals for excess readmissions. Therefore, hospitals aim to 
maximize their rewards by providing quality care to the patients and minimize readmissions 
related penalties by preventing readmissions. As discussed in the previous paragraph, inferior 
quality of care is positively related to long LOS and readmissions is positively related to short 
LOS. Hence, to maximize rewards and minimize penalties, hospitals need to prevent early and late 
discharges. 
Having an estimate of the number of days a patient is required to stay at the hospital can 
be helpful in preventing early and late discharges. Also, knowing the patient attributes that 
influence patient LOS can help hospitals in identifying the current good practices and areas for 
improvement.  
Numerous predictive modeling techniques, including supervised and unsupervised, can be 





variables with their values and their corresponding response variable values to approximate the 
relationship between the predictor variables and response variables are categorized as supervised 
predictive modeling techniques. The techniques that don’t require a training dataset containing 
predictor variable values and their corresponding response variable values to approximate the 
relationship between predictor variables and response variables are categorized as unsupervised 
predictive modeling techniques.  
Supervised predictive modeling techniques are used to predict and classify patient LOS in 
this research. As discussed in the previous paragraph, a training set is a requirement while utilizing 
supervised predictive modeling techniques, for this research, the training dataset is derived from 
the dataset provided by a large hospital system in Upstate New York. The provided dataset 
contains deidentified records for 21,076 patients admitted to the hospital. The dataset contains 
LOS data corresponding to different patient attributes, and as a result, supervised predictive 
modeling techniques that can take advantage of this available dataset, appear to be the best choice 
for predicting LOS.  
In addition, a vital component in the management of hospital resources and improved 
efficiency while providing adequate care is to understand the relationship of patient LOS with 
various medical and socio-demographic variables. Predictive modeling techniques can also be 
used to identify the medical and socio-demographic variables influencing patient LOS, and some 
techniques can even quantify the relationship between the identified influential variables and LOS. 
Tree based modeling techniques like decision tree, boosted tree, and bootstrap forest have 
not been extensively utilized for the purpose of understanding patient LOS. Based on the 
conducted literature review, discussed in Section 2, regression-based modeling techniques appear 





suggests that tree-based techniques like decision tree, boosted tree, and bootstrap forest are less 
frequently used in predicting and classifying LOS.  In addition, the conducted literature review 
suggests that the performance of tree-based modeling techniques is comparable to that of 
regression-based techniques when applied to patient length of stay data. Conducted literature 
review suggests that the performance of tree-based modeling techniques applied to hospital length 
of stay is not extensively studied, hence, this thesis aims at performing an in-depth analysis of the 
performance of decision tree, boosted tree, and bootstrap forest in predicting and/or classifying the 
patient LOS. Further, linear regression models are also created to predict patient length of stay and 
their performance is compared to that of tree-based modeling techniques.   
Section 2 provides a literature review of several techniques that have been used to predict 
and classify patient LOS. The literature review section also highlights the prediction and 
classification potential of the tree-based modeling techniques. The literature review section is 
followed by the methodology, Section 3, which discusses the planned analysis, and further 
describes the patient hospital LOS dataset as well as proposed modeling techniques. Section 4 
discusses the results of the analysis followed by the conclusion section presented in Section 5. 
2. Literature Review  
This section provides a summary of some of the previous works done in the field of hospital 
LOS prediction and classification. The modeling techniques used in the reviewed work and the 
objective of the previous work are presented by means of pie charts in this section. In addition, the 
potential of the tree-based modeling techniques for understanding patient LOS is discussed.    
2.1 LOS Overview  
              The importance of prior LOS estimates can be explained by the extensive research found 





performance measuring criterion (McDermott & Stock, 2007).  Thomas et al. (1997) studied the 
dependency of patient LOS on the quality of care provided by the hospital. The researchers found 
that the inferior quality of care was positively related to long LOS. In addition, Hassan et al. (2010) 
in their research found that increase in patient LOS increases the probability of acquiring infections 
at hospital. Therefore, extensive research has been performed to predict patient LOS and 
understand the factors that influence LOS. Regression-based modeling techniques appear the most 
frequently in literature related to the prediction and/or classification of patient LOS. Logistic 
regression, negative binomial regression and Poisson’s regression have also been used to predict 
or classify the LOS for patients with varying medical conditions across the globe.   
              The general methodology in the reviewed literature includes data preprocessing, applying 
statistical tools and techniques, interpreting the results of the statistical techniques, and making 
conclusions. The data preprocessing includes cleaning the data, defining response variable and 
predictor variables. Categorical or continuous LOS variable is selected as the response variable, 
and the predictor variables included socio-demographic as well as clinical or hospital-related 
factors.  In some cases, new factors were created using a combination of existing factors. Once all 
the factors were defined, statistical methods were used to model relationships and extract 
information from the data.   
The analysis of the effects for continuous variables was mainly done by using ANOVA and  
Student’s t-test. For studying categorical variables, Chi-square, Fisher’s exact, Mann-Whitney U, 
and Kruskal-Wallis tests were used. Also, Stata and SPSS were the most commonly used statistical 
software.   
Tree based modeling techniques including decision tree and random forest have also been 
used to predict and classify patient’s LOS. Li et al. (2013) used classification and regression tree 


















Figure 1: Pie chart showing distribution of research papers by utilized modeling technique. 
logistic regression, and random forest to predict patient LOS in real time and found that the 
regression-based random forest outperformed the other techniques.  
Multiple linear regression and generalized regression are the most frequently used 
modeling strategies found in the literature review. Out of 26 reviewed papers, only 5 made use of 
tree-based tree modeling techniques and it was found that the performance of these techniques in 
predicting and classifying the patient LOS was comparable to that of other techniques. Figure 1 











 Out of the 26 reviewed papers, 22 papers aimed at finding the factors that influence patient 
length of stay, 4 aimed at solely predicting patient LOS, and 2 papers aimed at predicting and as 









The pie chart in Figure 2 shows the distribution of research papers by their objective of study. 
     
Figure 2: Pie Chart showing distribution of research papers by their objective of study. 
 
From the performed literature review, it was inferred that there is a need to study the prediction 
and classification performance of the tree-based modeling techniques with two objectives. First 
objective is to solely predict and classify patient LOS and the second objective is identify patient 
attributes influencing patient LOS. The detailed plan for this study is provided in the methodology 
section. 
 
2.2 Tree Based Modeling Techniques Overview  
This subsection provides an overview of previous work done related to the application of 
tree based predictive modeling techniques in health care domain. The tree-based modeling 
techniques: decision tree, boosted tree, and bootstrap forest are discussed in detail along with their 
respective reference materials in Subsection 3.3. Decision trees are a popular machine learning 
algorithm, and their popularity is partially attributed to the ease of interpreting the results. Decision 
trees have been used in various hospital related applications.  For example, Goto et al. (2013) used 
Identifying attributes 
influencing LOS, 22, 79%
Predicting LOS, 4, 
14%
Both, 2, 7%





decision tree to predict the outcomes in patients after out-of-hospital cardiac arrest. The model was 
used to guide clinicians in making their strategies according to the predicted outcome. In addition, 
this study aimed at providing a generic bedside model that was easy to interpret by the hospital 
staff. Decision trees have also been used to predict the symptoms of Parkinson’s disease (Exarchos 
et al., 2012).  
Random forest or bootstrap forests have been used to predict patient outcomes. For 
example, Husain et al. (2016) used random forests to predict generalized anxiety disorder among 
women. The study showed that the random forest prediction model could achieve an accuracy of 
more than 90 percent (Husain et al., 2016). In addition, Bruser et al. (2013) used random forest, 
boosted trees along with five other popular machine learning algorithms to detect atrial fibrillation 
in cardiac vibration signal. The study found that random forest was the best classification 
algorithm. 
While tree-based modeling techniques have been applied to healthcare applications, their 
application in predicting or classifying patient LOS is limited. The goal of this thesis is to study 
the prediction and classification performances of the decision trees, boosted trees and bootstrap 
forest applied to patient hospital LOS data. In addition, the prediction performance of these 
methods is compared with the predictions provided by linear regression models. Based on the 
literature review, linear regression is found to be the most frequently used technique in predicting 
LOS, hence, the goal is to see how the tree-based modeling techniques compare to linear 
regression. 
3. Methodology 
This section discusses the methodology used for the thesis. The section can be broadly 





is used for this study. The description of modeling techniques that are studied in this research is 
provided in Section 3.2 and Section 3.3 describes the plan followed to conduct the study.  
3.1 Dataset Description  
LOS related data has been extracted from the electronic medical records of a large hospital 
in Upstate New York, USA. The dataset contains 21,074 deidentified patient records. The patient 
records present in the dataset are for patients that were admitted to the hospital after the Hospital 
Readmissions Reduction Program (HRRP) was launched. Each patient record includes a set of 
attributes which represent the patient’s medical condition, socio-demographic information, and 
other hospital administration relevant information. This subsection discusses patient attributes 
present in the provided dataset, descriptive statistics of the attributes, and limitations of the dataset.  
3.1.1 Data Fields 
The description of relevant patient attributes can be found in Table 1 and 2. Table 1 presents 
the description of the categorical variables in the dataset. The first column denotes the name of the 
variable, the second column provides a description of the variable and the third column contains 
the possible values of each field.    
Table 1: Categorical variable descriptions for patient data. 
Field  Description  Possible Values  
TT Same  A binary variable indicating whether or not 
the same nurse was the same first and last  
rounding provider.  
Yes, No  
Patient Class  Type of patient.  9 values (Most frequent: 
Inpatient 17,211)  
LOS Class Three classes for the categorical LOS. A [0,1 days], B (1,7 days], 
C (7,462 days] 
ED  Binary variable indicating whether the patient 
was admitted through the Emergency 
Department. 
Yes, No  
Insurance  Type of insurance patient used. 31 Different types  
Seven Day 
Readmit  
Binary variable indicating whether or not the 
patient has been readmitted within 7 days.  







Binary variable indicating whether or not the 
patient has been readmitted within 30 days.  
Yes, No  
Last Department  The department the patient was discharged 
from.  
29 Departments (Pediatric 




Disposition upon discharge from hospital.  23 Discharge dispositions 
(Psychiatric Hospital, 
Expired at the hospital, 
etc.) 
Visit Number  The number of visits seen by the patient. 1 to 117 since the time 
they were first admitted 
to the hospital. 
Patient Zip Code The postal zip code of patient’s residence. 5978 Zip Codes in 
dataset 
TT’s last round 
and discharge 
date same 
Binary variable indicating whether treatment 
team’s last round was on the day of 
discharge. 
Yes, No 
DRG Name Diagnostic related group name. 813 DRG names in 
dataset 
DRG Number Diagnostic related group number. 813 DRG number in 
dataset 
 
Table 2 presents description of the relevant continuous variables present in the data set, the first 
column specifies the name of the variable, the second column provides a brief description of the 
variable and the adjacent columns provide the median, mean and range of the variables.  
Table 2: Continuous variables in data set as well as median and mean values for all 21,074 patient 
records in the study. 
Field  Description  Median  Mean  Range  
Age at Admit  Patients age at time of 
admit  
67 years  65.8 years  18years-104years  
LOS  Calculated LOS days  3.42 days  5.49 days  0 days -461.42 days  
Bill DRG 
Weight  
Diagnostic related group  
 assigned to patient visit  






















3.1.2 Descriptive Statistics 
Distribution plots along with quantiles description and descriptive statistics for the 
continuous variables listed in Table 2 are presented in this subsection. Figure 3 illustrates that the 
minimum patient LOS is equal to 0 days and the maximum LOS is equal to 461.42 days. However, 
90% of the patients had LOS less than 10.54 days. The median and mean LOS values were found 
to be 3.42 and 5.49 days respectively. Further, it was found that most of the patients had a LOS 
between 1.5 days and 2 days.    
 
 
Figure 3: Distribution plot of Patient LOS along with quantiles description and summary statistics. 
 
In Figure 4, the mean age of the patients at admit appears to be equal to 65.80 years. Unlike other 






                     
 
Figure 4: Distribution plot of Patient’s age at Admit along with quantiles description and 
summary statistics. 
 
Each patient is assigned a Diagnosis Related Group (DRG) after their initial diagnosis is 
performed. A weight is then assigned to each DRG and it relates to the average number of resources 
that will be used in treating a patient belonging to that DRG. Figure 5 on the next page shows that 
the DRG weight ranges from 0.19 to 26.6.   
 
Figure 5:  Distribution plot of DRG weight along with quantiles description and summary. 
 
In Figure 6, the DRG expected reimbursement value appears to have a range between $932.97 and 


















Figure 6: Distribution plots, quantiles description, and summary statistics for DRG expected 
reimbursement. 
influenced by few extremely high reimbursement values. Also, the expected reimbursements 
between $4,000 and $4,500 had the highest frequency.  
                         
 
 
3.1.3 Limitations of the Dataset 
          The provided dataset contains only a subset of patient attributes that are present in electronic 
medical records dataset. The specific patient attributes absent in the provided dataset are unknown. 
The provided dataset has 6,868 rows with values missing in one or more columns and no attempts 
are made to impute them. Tree based algorithms in JMP are robust and can handle missing values 
(SAS Institute Inc., 2016). The patient attributes related to event dates and days like hospital 
discharge date, discharge day, admit date, etc. are not used in the analysis as none of the previous 
works reviewed in Section 2 found days and dates related patient attributes to be significant in 






3.2 Validation and Independent Testing  
To prevent biased predictions and classifications, an independent subset of the main dataset 
is created. This subset contained de-identified records for 5000 randomly selected patients and the 
remaining 16,074 patient records are used for modeling purpose. The main objective for creating 
this independent subset was to evaluate the performance of the created models on any new dataset. 
Figure 7 presents the distribution of dataset into training, validation, and testing datasets 
graphically. 
                          
Figure 7: Graphical representation of modeling, validation, and testing dataset. 
 
3.3 Modeling Techniques  
This section provides a detailed description of the tree-based modeling techniques namely 
decision trees, boosted trees and bootstrap forest. These are the three modeling techniques that are 
used to classify and predict patient LOS. JMP Pro 13 was used for the modeling purpose.  
  
3.3.1 Decision Trees  
Decision trees or Classification and Regression trees is a supervised machine learning 
method to create a prediction model for a data set (Loh, 2011). Decision trees work on the principle 
of recursive partitioning (Speybroeck, 2012). The dataset is divided into subsets by splitting the 
data based on one variable at a time (Loh, 2011).  
 
21,074 Patient records  












Figure 8 shows a generic representation of the decision tree modeled on the dataset R. The 
following sections provide a detailed description of the splitting mechanism for regression and 
classification trees.  
  
                                        
Figure 8: A generic decision tree diagram showing data regions before and after the split. 
 
Decision tree, boosted tree, and bootstrap forest can be used for both continuous and 
categorical response variables. One limitation that the boosted tree algorithm has is its inability to 
classify categorical response variables with more than two classes, i.e. boosted trees can only 
classify binary and continuous response variables.  The splitting mechanism discussed in the 
following paragraphs is applicable for decision trees, boosted trees, and bootstrap forests. 
3.3.1.1 Regression Trees  
This section will focus on the splitting mechanism of the decision tree when the response 





Consider a dataset R with N rows and P+1 columns. Out of the P+1 columns, P columns 
represent the independent variables and the remaining column is the response variable y.  
Let xij denote the value at the ith row of the jth column and, yi be the value of the response variable 
for the ith row, where, i = (1,2,3…, N) and j = (1,2,3…, P).    
The dataset R is divided into two regions R1 and R2 after the first split. This first split is 
performed at a point m on the independent variable j such that the following expression is 
minimized,  
               
   𝑀𝑖𝑛∑ (𝑦𝑖 − 𝑦)2𝑛𝑖:𝑋𝑖𝑗<𝑚 + 𝑀𝑖𝑛∑ (𝑦𝑖 − 𝑦)
2 𝑛𝑖:𝑋𝑖𝑗≥𝑚 𝑤ℎ𝑒𝑟𝑒 𝑋𝑖𝑗 ∈ 𝑅                    (1) 
  
Equation 1 is composed of two parts; the first part represents the sum of squares value of the 
residuals for the region R1 and the second part represents the sum of squares value of the residuals 
for the region R2. The value of y in each region is equal to the mean of actual y values in the region. 
This is computed by differentiating the sum of squares of the residuals with respect to y. In other 
words, a line is fitted on both the regions such that the residual sum of squares in both the regions 
is minimized, and accordingly a combination of the independent variable and its value is selected 
that minimizes the total sum of squares in both the regions (Torgo, 1999).  
3.3.1.2 Classification Trees  
In this section, the splitting mechanism of the decision tree with categorical response 
variable is discussed. Suppose Rg denotes a region in the dataset R before the gth split takes place, 
then the split will be performed at the point in Rg where the independent variable j is equal to m 
such that the equation 2 is minimized. Also, Rg+1 and Rg+2 are the two resulting regions after the 





𝑁𝑅𝑔+1 ∗ 𝐸𝑅𝑔+1(𝑗,𝑚) + 𝑁𝑅𝑔+2 ∗ 𝐸𝑅𝑔+2(𝑗,𝑚)                     (2) 
Where,                                
𝐸𝑅𝑘 = 𝑀𝑖𝑛 
1
𝑁𝑅𝑘
∑ 𝐼(𝑦 ≠ 𝑦𝑖)𝑛𝑖:𝑋𝑖𝑗∈𝑅                             (3) 
and, 𝑁𝑅𝑘 is the number of xij in the region Rk, I is an indicator that take a value of 1 if the actual 
value is not equal to the classified value and 0 otherwise. The equation 3 represents the minimum 
value of the fraction of data points xij ∈ Rk misclassified by a majority vote in the region Rk .  
Further, the resulting regions will include data points such that,  
𝑅𝑘+1(𝑗,𝑚) = {𝑖: 𝑋𝑖𝑗 < 𝑚}  𝑎𝑛𝑑 𝑅𝑘+2(𝑗,𝑚) = {𝑖: 𝑋𝑖𝑗 ≥ 𝑚}     (4) 
This process of splitting continues until a predefined condition is achieved. These 
predefined conditions can be the number of splits, minimum number of records in the data subset 
or region, etc. Once, a predefined condition is met, the splitting process stops, and tree-like output 
is produced. This output is a series of if and else statements based on the splitting point.   
The output is intuitive and can also be inferred by any non-technical person. In addition,  
the decision trees learn the relationships in the data set quickly. These learnings are then used to 
determine the class or value of the response variable. However, the accuracy of prediction and 
classification depends on the dataset used to train the decision trees (Han and Kamber, 2006). As 
a result, one major drawback of the decision trees is that it tries to overfit the training data to 
achieve maximum prediction accuracy for the training data. This desire to achieve high prediction 
accuracy for the training data harms the prediction accuracy of the trees in general. However, this 





 Decision tree are created with four different settings for this study. Decision tree 
algorithmic variables and their values are presented in Table 3. 
Table 3: Decision tree algorithmic variables and their values. 
Algorithmic Variables Values 
Minimum Split Size 16 
Validation portion 0.1, 0.2, 0.3 and 0.4 
 
3.3.2 Boosted Trees  
Boosted Tree involves boosting of the decision trees, i.e. combining the results of several 
decision trees to provide predictions (De'ath, 2007). The intention is to improve the prediction by 
combining results of several weak decision trees (Schapire & Freund, 2012). 
Initially, a simple tree is created using the training dataset, the predictions of this tree are 
then compared to the actual response values and residuals are calculated. Using these 
misclassifications or errors, a new tree is fitted to these residuals using all or a random sample of 
predictors. For continuous response variable, the scaled residual for the i th observation in a leaf is 
calculated using the equation 5.  
                                                      𝑆𝑐𝑎𝑙𝑒𝑑 𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝑖 = ȳ ′ − 𝑦𝑖                  (5)                                                 
where ȳ ′ is the mean of predicted values for the leaf and 𝑦𝑖 is the actual response value for the ith 
observation. For categorical response variables, boosted tree supports only two levels and the 





Boosted trees cannot classify response variables with more than two classes. The dataset 
used in this research has a categorical response variable with three classes and hence, boosted trees 
are not used for classification purpose. 
Boosted trees in JMP uses gradient boosting algorithm developed by Friedman, 2001. 
According to the algorithm developed by Friedman, the objective of the gradient boosting 
algorithm is to determine a function ?̂?(𝑥) which is an approximation of the function 𝐺(𝑥) that 
defines relationship between the independent variables 𝐱 = {𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑝} and the response 
variable 𝐲 such that the value of a loss function 𝐿(𝑦, 𝐺(𝑥)) is minimized over all the values of  𝐱 
and 𝐲 defined by the function 𝐺(𝑥).The loss function 𝐿(𝑦, 𝐺(𝑥)) used in predicting a continuous 
response variable is sum of squares of the residuals (Friedman, 2001).  
Hastie, Trevor et al. (2009) in their book ‘Elements of Statistical Learning: Data Mining, 
Inference, and Prediction’ provide a comprehensive explanation of the gradient boosting algorithm 
applied to Boosted trees. According to the textbook, for a dataset {𝑥𝑖, 𝑦𝑖}1𝑁 , the Boosted tree 
algorithm starts by initializing the function 𝑔0(𝑥) equal to the mean of all the response variable 
values ?̅? . Then for each tree or layer in the algorithm, 𝐪 = 1 𝑡𝑜 𝑄, residuals 𝑟𝑖𝑞 are calculated such 
that 
𝑟𝑖𝑞 = 𝑦𝑖 − 𝑔𝑞−1(𝑥𝑖)  for  𝑖 = 1,… ,𝑁                (6) 
These residuals are then used as the response variable to create a regression tree using 
independent 𝐱 variables and producing regions 𝐑𝐤𝐪  where 𝐪 is the layer index and 𝐤 = 1,… , 𝐾 
such that 𝐾 is the total number of terminal regions resulting from the created regression tree. The 





𝛾𝑘𝑞 = argmin𝛾 ∑ 𝐿(𝑦𝑖, 𝑔𝑞−1(𝑥𝑖) + 𝛾)𝑥𝑖∈𝑅𝑘𝑞              (7) 
After computing the 𝛾𝑘𝑞 values, the next step involves updating the function 𝑔𝑞(𝑥) as follows, 
𝑔𝑞(𝑥) = 𝑔𝑞−1(𝑥) + 𝛿 ∑ 𝛾𝑘𝑞 𝐼 (𝑥𝑖 ∈ 𝑅𝑘𝑞)𝐾𝑘=1               (8) 
where, 𝛿 is the learning rate and 𝛿 ∈ [0,1]. The objective behind using 𝛿 is to prevent overfitting 
by learning from the performed iterations at a slower rate (Hastie, Tibshirani, & Friedman, 2009). 
After performing all the desired 𝑄 iterations and updating the 𝑔𝑞(𝑥) function, the final model  
?̂?(𝑥) = ∑ 𝑔𝑞(𝑥)
𝑄
𝑞=1             (9) 
?̂?(𝑥)  that approximates the actual relationship between the 𝑥  and the  𝑦  variables can be 
determined by summing all the models 𝑔𝑞(𝑥) created at each iteration.  
Boosted tree algorithm has nine algorithmic variables. Sixteen settings for boosted tree 
algorithm are used for this study. The algorithmic variables with their values are presented in Table 
4. 
Table 4: Boosted tree algorithmic variables and their values. 
Algorithmic Variables Values 
Minimum Split Size 16 
Minimum Learning rate 0.01 
Maximum Learning rate 0.1 





Maximum Splits per tree 999 
Maximum Number of layers 1000 
Row Sampling Rate 0.50 and 1 
Column Sampling Rate 0.5 and 1 
Validation portion 0.1, 0.2, 0.3 and 0.4 
 
3.3.3 Bootstrap Forest                                                               
Random forest introduced by Breiman involves the creation of several decision trees each 
modeled using a random sample of the dataset and a random subset of the predictor variables for 
each tree split (Breiman, 2001). Random forest is termed as bootstrap forest in JMP.  
According to the algorithm created by Breiman, for a categorical response variable y, 
where y takes 𝑚 discrete classes in the provided training dataset, bootstrap forest algorithm starts 
by creating a user defined number of categorical trees, using a random sample from the training 
dataset sampled with replacement and with each tree using a fixed number of random subset of 
predictor variables to perform splitting.  
After the predefined number of trees are created, the Bootstrap forest’s classification is a 
result of the voting performed by all of the created classification trees. The class of the categorical 
response variable 𝐲,  that receives the maximum number of votes or the class that majority of the 
created trees predict as their outcomes is considered as the final predicted class for any given set 





Similarly, for a continuous response variable y, Bootstrap forest algorithm involves 
creation of a user defined number of regression trees. The regression trees are created using a 
random sample of training dataset sampled with replacement. Each tree then uses a fixed number  
of randomly selected predictor variables to perform each split. After the predefined number of 
trees are created, the predictions made by each of the trees are averaged and the resulting mean 
value is considered as the final prediction. Section 3.3.1 shows how regression and classification 
trees are created. 
Bootstrap forest algorithm has several algorithmic variables. Eight different algorithmic 
variables settings are used to create bootstrap forests for this study. The algorithmic variables along 
with their values are presented in Table 5. 
Table 5: Bootstrap forest algorithmic variables and values. 
Algorithmic Variable Values 
Minimum number of trees in the forest 1 
Maximum number of trees in the forest 1000 
Minimum number of terms sampled per split 1 
Maximum number of terms sampled per split 14 
Sampling rate 0.5 and 1 
Minimum split size 16 
Validation Portion 0.1, 0.2, 0.3 and 0.4 
 
3.4 Modeling Approach 
The modeling techniques discussed in Section 3.3 can serve two purposes. First, they can 
be used to predict and classify patient length of stay depending upon the nature of the response 
variable i.e. classifying patient length of stay class and predicting patient length of stay in days. 





In this research, the modeling techniques are used to serve both the above-mentioned 
purposes. Two scenarios are considered. In the first scenario, decision tree, boosted tree, and 
bootstrap forest are used to predict and classify patient LOS using the patient attributes known to 
the hospital administration at the time of patient admit. The patient attributes used to create models 
for the first scenario are presented in Table 6. 
Table 6: Patient attributes used to create models for predicting/classifying patient LOS. 
Information Category Patient Attributes 
Patient’s Personal Info. Age at Admit 
Patient zip code 






Insurance and Billing Info. Insurance 
DRG name 
Bill DRG weight 
DRG expected reimbursement 
 
In the second scenario, the objective is to identify the factors that influence patient LOS 
using all the patient attributes known to the hospital. The models are created for both continuous 
patient LOS and categorical patient LOS. The patient attributes used for creating the models are 






Table 7: Patient attributes used to create models for identifying patient attributes influencing 
patient LOS. 
 
Information Category Patient Attribute 
Patient’s Personal Info. Age at Admit 
Patient zip code 






Treatment team same 
Last department 
Elapsed time between first treatment and first admit 
Treatment Team’s last round and hospital discharge 
Rounding Assignment at discharge 
Discharge disposition 
Insurance and Billing Info. Insurance 
DRG name 
Bill DRG weight 
DRG expected reimbursement 
 
For each scenario, the performance of the three modeling techniques are assessed based on 
their performance on the training, validation, and testing datasets.  
Lastly, linear regression modeling technique is also used to predict patient LOS and 





in the provided dataset have a large number of levels making the output of the regression model 
difficult to interpret, the actual dataset is modified by recoding these categorical patient attributes. 
This modified dataset is then used to create linear regression, decision tree, boosted tree, and 
bootstrap forest models. The performance of the tree based modeling techniques is then compared 
with that of linear regression. Appendix A provides information related to the categorical patient 
attributes that were re-coded and the new and old values of the recoded attributes. 
 
4. Results 
This section provides a detailed summary of the performance of decision tree, boosted tree, 
and bootstrap forest in predicting and classifying patient LOS on training, validation, and test 
dataset. The models are first assessed based on their performance on training and validation 
datasets. The models that performed the best on the training and validation datasets are then used 
to predict and classify outcomes for the test dataset. Section 4.1 discusses performance of the 
models created to predict and classify patient LOS on training and validation datasets. In Section 
4.2, the performance of the models created with an aim to identify the patient attributes influencing 
patient LOS is discussed with reference to training and validation datasets. The models identified 
as the best performers in Section 4.1 and 4.2 are then tested on the test dataset and the resulting 
performance is discussed in Section 4.3. Lastly, in Section 4.4, the dataset is modified, linear 
regression models along with the tree-based modeling techniques are created using this dataset to 
predict patient LOS and their performance are later compared. 
 
4.1 Models for Predicting and Classifying Patient LOS 
In this section, the modeling techniques discussed in Section 3.3 are used to predict and 





admission. The patient attributes used to create models for this section are presented in Table 6. 
The objective here is to identify the modeling technique(s) that can be used by the hospital to 
predict or classify LOS of an incoming patient using the limited patient related information 
available at admittance. 
Section 4.1.1 provides documentation related to the performance of decision trees, boosted 
trees, and bootstrap forests in predicting patient LOS and Section 4.1.2 provides documentation 
related to the performance of the three modeling techniques in classifying patient LOS. 
4.1.1 Predicting patient LOS 
In this section, the performance of decision tree, boosted tree, and bootstrap forest in 
predicting patient LOS is discussed. The R square values for training and validation datasets were 
the highest for bootstrap forest followed by boosted trees and decision trees achieved the lowest 
R square values for training and validation datasets. 
 
4.1.1.1 Decision Tree 
Decision trees are created to predict patient LOS using the patient attributes presented in 
Table 6. Several decision trees are created for each combination of algorithmic variable setting 
presented in Table 3. The mean R-square values for training and validation datasets provided by 
the trees created for each setting are presented in Table 8. The table illustrates that decision trees 
created using validation portion value of 0.1 on an average perform better than the other trees in 
terms of validation R square value and those created with a validation portion of 0.3 perform better 





Table 8: Mean R-square values for validation and training datasets for trees created using 
different validation portion values. 
Serial Number Validation 
Portion 




1 0.1 0.294 0.262 
2 0.2 0.233 0.341 
3 0.3 0.203 0.344 
4 0.4 0.197 0.334 
 
However, it is a promising idea to have a predictive modeling technique that performs well 
on both validation and training datasets. The R-square values of decision trees for validation and 
training datasets are plotted in Figure 9 on the next page. In Figure 9, the size of markers is directly 
proportional to validation portion value, decision trees 2 and 3 appear to perform better than the 
other models in terms of both R-square training and validation portion values. 
 





4.1.1.2 Boosted Tree 
This section discusses the prediction performance of boosted trees. In total, 16 boosted 
trees are created using the algorithmic variable settings presented in Table 4. For each variable 
setting, JMP creates multiple boosted trees by varying the split size, splits per tree, number of 
layers, and learning rate values. JMP then compares the R-square validation values for all the 
created boosted trees and provides the boosted tree with the highest R-square validation value as 
the output. The performance of the best identified models on training and validation datasets are 
presented in Table 9 on the next page.  
Using the information presented in Table 9, there appears no clear winner. Hence, graphical 
method is used to identify the overall best performing boosted tree. Figure 10 shows the plot of R-
square validation and training values for the created boosted trees. 























1 0.1 1 1 464 1 0.01 0.273 0.532 
2 0.2 1 1 254 1 0.01 0.238 0.460 
3 0.3 1 1 389 1 0.01 0.310 0.508 
4 0.4 1 1 334 1 0.01 0.260 0.484 
5 0.1 0.5 0.5 455 1 0.01 0.275 0.324 
6 0.2 0.5 0.5 567 1 0.01 0.331 0.306 
7 0.3 0.5 0.5 787 1 0.01 0.270 0.352 
8 0.4 0.5 0.5 670 1 0.01 0.316 0.357 
9 0.1 1 0.5 63 5 0.01 0.280 0.310 
10 0.2 1 0.5 181 2 0.01 0.267 0.436 
11 0.3 1 0.5 36 5 0.01 0.268 0.191 
12 0.4 1 0.5 188 1 0.01 0.193 0.405 
13 0.1 0.5 1 346 1 0.01 0.143 0.267 
14 0.2 0.5 1 14 874 0.01 0.284 0.408 
15 0.3 0.5 1 274 1 0.01 0.181 0.235 







Figure 10: R-square training value against R-square validation value for boosted trees. 
 
 
The validation portion of the boosted tree is represented by the size of markers in Figure 10. From 
the figure, boosted tree number 1 and 3 appear to be on the extreme top-right and hence have high 
validation and training R-square values. Therefore, models 1 and 3 appear to perform better than 
the other boosted trees. 
4.1.1.3 Bootstrap Forest 
In this section, performance of bootstrap forest in predicting patient LOS is documented. 
The algorithmic variables of bootstrap forest algorithm are presented in Table 5. Bootstrap forests 
are created using all the possible combinations of algorithmic variable values. In total, there are 8 
possible combinations of variable settings and for each combination, multiple forests are created 
by varying the number of trees, and number of terms sampled per split values. JMP compares the 
R-square validation values for these forests and the forest which provides the highest R-square 
validation value is considered the best forest for each combination of variable setting. 
The best bootstrap forests along with their specifications for all eight combinations are 





rest in terms of R-square validation value and bootstrap forest 4 outperforms the other forests in 
terms of R-square training value. 
 



















1 0.1 1 4 8 0.604 0.473 
2 0.2 1 1 8 0.437 0.461 
3 0.3 1 1 6 0.461 0.365 
4 0.4 1 15 8 0.641 0.332 
5 0.1 0.5 12 10 0.507 0.436 
6 0.2 0.5 36 10 0.502 0.357 
7 0.3 0.5 1 10 0.312 0.347 
8 0.4 0.5 13 8 0.473 0.348 
 
In Figure 11, the R-square training values are plotted against R-square validation values for the 
eight bootstrap forests, bootstrap forest 1 appears to be on the top-right corner and provides higher  
 
 






R-square values for both validation and training datasets. Bootstrap forests 5 and 2 also perform 
better than the rest of the forests on validation and training datasets but since, bootstrap forest 2 
has a higher validation portion value, bootstrap forest 1 and 2 are considered as the top performers 
for this case. 
4.1.2 Classifying patient LOS 
In this section, the classification performance of decision tree and bootstrap forest created 
using the patient attributes known to the hospital administration at the time of patient admission 
is discussed. Boosted trees are not capable of classifying a response variable with more than two 
classes, hence, this technique was not used for classifying patient LOS. Decision trees are 
created to classify patient LOS, however, none of the created decision trees are able to classify 
patient LOS. The validation R-square value is found to be zero in all the cases and hence, the 
trees have zero splits.  
Similar to the bootstrap forests created for continuous LOS, bootstrap forests are now 
created using all the possible combinations of the algorithmic variable values to classify patient 
LOS class. In total, eight bootstrap forests are created, one for each of the eight possible 
combinations. Table 11 presents the Bootstrap forests along with their classification rates and 
forest specifications.  
 























1 0.1 1 42 5 0.896 0.756 
2 0.2 1 15 3 0.859 0.753 
3 0.3 1 36 5 0.895 0.761 
4 0.4 1 94 4 0.892 0.748 





6 0.2 0.5 75 3 0.804 0.741 
7 0.3 0.5 49 3 0.804 0.752 
8 0.4 0.5 39 3 0.804 0.75 
 
No clear winner appears after observing the classification rate values in Table 11. Hence, 
a graph plotting training dataset classification rate and validation dataset classification rate for all 
the created bootstrap forests is plotted. This graph also provides information about the validation 
portion value, the size of markers plotted on the graph are directly proportional to the validation 
portion value. Figure 12 on the next page shows the plot. Since, high classification rate values are 
desirable, bootstrap forests that appear on the top right corner in the plot are better than the others. 
As a result, bootstrap forest 1 and 3 appear outperform the other forests in terms of their 









4.2 Identifying Patient Attributes that Influence Patient LOS  
In this section, decision tree, boosted trees, and bootstrap forests are created to identify the 
factors or patient attributes that influence patient LOS at the hospital. The primary objective behind 
creating models for this section is to identify the influential patient attributes. The patient attributes 
used to create models for this section are discussed in Table 7. The performance summary of the 
models created using continuous LOS as the response variable is discussed in Section 4.2.1, and 
in Section 4.2.2 the performance of the model created using categorical LOS as the response 
variable is discussed. 
 
4.2.1 Continuous response variable 
In this section, the patient attributes that influence continuous patient LOS are identified 
by using decision tree, boosted tree, bootstrap forest. Patient zip code, DRG name, and DRG 
expected reimbursement are the patient attributes that are found to be influential in predicting 
patient LOS by decision tree, boosted tree, and bootstrap forest. In addition to these commonly 
identified patient attributes, discharge disposition and treatment team’s last round and hospital 
discharge same are also found to be influential by decision tree and bootstrap forests. Lastly, 
bootstrap forest also identified insurance, last department, bill DRG weight, treatment team same, 
and patient class to be influential patient attributes in predicting patient LOS. 
 
4.2.1.1 Decision Trees 
Multiple decision trees are created to identify the factors influencing patient length of stay 
at the hospital. The decision tree with validation portion value set to 0.4 provided better R-square 
values for both training and validation datasets than the other trees, and as a result, this tree is 





analysis. From the figure it can be observed that DRG expected reimbursement, patient zip code, 
DRG number, discharge disposition, and a binary variable informing whether the treatment team’s 
last round and patient discharge were at the same day or not, were found to be influential. The first 
split divides the training dataset into two nodes, first node includes patients with expected DRG 
reimbursements less than $92557.35 or missing values, and the second node includes patients with 
expected DRG reimbursements more than or equal to $92557.35. The node containing patients 
with expected DRG reimbursements less than $92557.35 or missing values is then split into two 
new nodes based on patient zip code. The first node includes patients belonging to zip codes 
present in patient zip code group A, and the second node includes patients belonging to zip codes 
present in patient zip code group B. DRG number is then used as the criterion to split all the 
patients with zip codes present in patient zip code group A. The DRG number-based split creates 
two new nodes. The left node contains all the patients with DRG numbers present in DRG number 
group A or missing, and the right node contains the patients with DRG number present in DRG 
number group B. Discharge disposition is then used to split the node that contains patients with 
DRG numbers either belonging to DRG number group A or missing. The resulting two nodes have 
patients with discharge disposition belonging to discharge disposition group A and B. Patient zip 
code is then used to split the node containing patients with group A discharge dispositions or 
missing values. The resulting nodes have patients with zip codes belonging to patient zip code 
group C and group D. The next decision tree split is performed on the node containing patients 
with zip codes belonging to zip code group C. DRG number is used as the criteria to perform this 
split. The resulting left node contains patients with DRG numbers either present in DRG number 
group C or missing, and the right node contains patients with DRG numbers present in DRG 





missing are split into two terminal nodes based upon whether the patient was discharged on the 
same day his or her treatment’s last round was performed. The left node contains patients who 
were discharged the same day and the right node contains the patients who were not. In total, the 
created decision tree had seven splits. The R-squared values for the training and validation sets 
were 0.404 and 0.151 respectively. Appendix B contains group wise discharge disposition values. 
Zip code group A contains 3335 zip codes, group B contains 155 zip codes, group C contains 1985 
zip codes, and group D contains 384 zip codes. DRG group A contains a total of 559 DRG codes, 
group B contains 133 DRG codes, group C contains 261 DRG codes, and group D contains 207           
DRG codes. Due to the large number of elements present in each DRG and zip code groups, the 






Figure 13: Decision tree used to identify the factors influencing patient length of stay at the hospital.
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4.2.1.2 Boosted Trees 
After identifying the factors influencing patient length of stay using decision trees, boosted 
trees are created to identify the same. Boosted trees algorithm contains multiple algorithmic 
variables, variables are discussed in Table 4, using which 16 boosted trees are created. Further, for 
each of these 16 combinations, multiple boosted trees are created using JMP by varying the split 
size, splits per tree, number of layers, and learning rate values. JMP then compares the R-square 
validation values for all the created boosted trees and provides the boosted tree with the highest 
R-square validation value as the output. The best boosted trees for all the 16 combinations along 
with their specifications are presented in Table 12. 
 

















R2 Validation R2 Training 
1 0.1 1 1 1000 1 0.01 0.342 0.644 
2 0.2 1 1 287 1 0.01 0.301 0.467 
3 0.3 1 1 293 1 0.01 0.214 0.494 
4 0.4 1 1 66 1 0.01 0.122 0.263 
5 0.1 0.5 0.5 792 1 0.01 0.403 0.354 
6 0.2 0.5 0.5 689 1 0.01 0.302 0.324 
7 0.3 0.5 0.5 456 1 0.01 0.224 0.313 
8 0.4 0.5 0.5 622 1 0.01 0.273 0.365 
9 0.1 1 0.5 228 2 0.01 0.266 0.538 
10 0.2 1 0.5 108 2 0.01 0.284 0.367 
11 0.3 1 0.5 467 1 0.01 0.269 0.555 
12 0.4 1 0.5 276 2 0.01 0.320 0.563 
13 0.1 0.5 1 398 1 0.01 0.250 0.252 
14 0.2 0.5 1 72 3 0.01 0.295 0.323 
15 0.3 0.5 1 375 1 0.01 0.290 0.495 







From Table 12, there appears no boosted tree that provides the highest R-square values for 
both training and validation datasets. As a result, R-square values for training and validation 
datasets are plotted for the created boosted trees to identify the overall best performer. Figure 14 
shows the plot for the same. Figure 14 illustrates that boosted trees 1 and 12 perform better than 
the other candidates in terms of R square values for training and validation datasets. 
 
 
Figure 14: R-square training value against R-square validation value for boosted trees. 
 
According to boosted tree 1 and 12, DRG expected reimbursement, DRG name, and patient 
zip code explain more than 99 percent of the total sum of squares explained by the boosted trees 












4.2.1.3 Bootstrap Forests 
Bootstrap forest technique is next utilized to identify the influential patient attributes using 
the 8 possible combinations of algorithmic values discussed in Table 5. The bootstrap forests built 
using these algorithmic variable settings are then analyzed and the forest(s) that perform well on 
both training and validation datasets are used to identify the factors influencing patient LOS.  
For each combination of validation portion and sampling rate values, multiple forests with 
varying number of trees and number of sampled terms are created. The forest that provided the 
best R-square value for validation dataset using a specific validation portion and sampling rate 
combination is tagged as the best forest for that combination. The bootstrap forests that are found 
to be the best for each combination are presented in Table 13. Table 13 shows that bootstrap forest 
number 6 provides the overall best R square value for both validation and training datasets when 
compared to the other candidate bootstrap forests. 



















1 0.1 1 2 6 0.477 0.578 
2 0.2 1 11 3 0.415 0.431 
3 0.3 1 59 6 0.413 0.554 
4 0.4 1 48 10 0.412 0.609 
5 0.1 0.5 41 17 0.452 0.492 
6 0.2 0.5 8 8 0.483 0.670 
7 0.3 0.5 20 6 0.345 0.469 







Figure 15 plots the R-square values achieved by the created bootstrap forests for training 
and validation datasets. This figure can be used to visually identify the bootstrap forests that 
perform better than the other forests. The forests in the extreme top-right portion of the plot i.e. 
forests with the highest R-square values for both training and validation datasets are the 
outperformers. In the figure, bootstrap forest number 6 appears to be in the top-right corner of the 
plot and hence, is the best performer. In addition, bootstrap forest number 1 also appears to be a 




Figure 15: R-Square Training versus R-Square Validation for Bootstrap Forests. 
 
The bootstrap forests 1 and 6 are then used to identify the factors influencing patient length 
of stay. Total sum of squares explained by the bootstrap forests and sum of squares explained by 
each predictor variable are calculated. Using these two values, the portion of total sum of squares 
explained by each predictor variable is calculated. The predictor variables that explain high 





DRG expected reimbursement, DRG name, patient zip code, bill DRG weight, discharge 
disposition, last department, insurance, patient class, TT last round and hospital discharge, and 
TT same are found to be influential patient attributes. 
 
4.2.2 Categorical response variable 
In this section, LOS class is used as the response variable to create decision trees and 
bootstrap forests with an aim to identify patient attributes that influence patient LOS class. The 
predictor variables include all the patient attributes known to the hospital administration post 
patient discharge, see Table 7. 
As discussed previously, boosted trees are not able to classify categorical variables with 
more than two classes and hence, they are not used to classify patient LOS. 
Decision trees are created using four different values of validation portion. The minimum 
split size is set to 16, LOS class is selected as the response variable. The resulting four decision 
trees fail to classify the patient LOS as R square values for the training and validation datasets are 
found to be zero for all the trees. Therefore, in this study, decision trees fail to identify patient 
attributes that influence the LOS class. 
Bootstrap forests are then created to classify patient LOS. The bootstrap forests fitted using 
different algorithmic variable settings along with their training and validation dataset classification 
rates are presented in Table 14 on the next page. In Table 14, bootstrap forest number 2 appears to 





























1 0.1 1 44 4 0.92 0.783 
2 0.2 1 45 5 0.921 0.785 
3 0.3 1 34 4 0.908 0.774 
4 0.4 1 27 4 0.907 0.784 
5 0.1 0.5 58 5 0.861 0.755 
6 0.2 0.5 69 6 0.865 0.771 
7 0.3 0.5 42 4 0.844 0.779 
8 0.4 0.5 43 5 0.854 0.761 
 
 
To identify additional bootstrap forests that do a better job in classifying patient LOS when 
compared with the other forests, the classification rates of all the created bootstrap forests for 
training and validation datasets are plotted in Figure 16. 
            






In addition to plotting the classification rate values for the training and validation datasets, 
the plot in Figure 16 also plots the validation portion value used while creating each forest. The 
validation portion values are represented by the size of the markers plotted in the figure, with size 
being directly proportional to the validation portion value. Since, a high validation portion value 
will make the model more robust when compared to a small validation portion value, Bootstrap 
forest number 4’s performance should be considered comparable to that of Bootstrap forest 2. 
After identifying bootstrap forests 2, and 4 as the best performing forests, the predictor 
variables that contribute the highest in the construction of these forests are identified or in other 
words, the predictor variables that influence the patient LOS class are identified. Patient zip code, 
DRG name, TT last round and hospital discharge, discharge disposition, last department, DRG 
expected, reimbursement, bill DRG weight, TT same, age at admit, and insurance are the patient 
attributes that influence patient LOS class. 
Table 15 shows the patient attributes that are found to influence patient LOS by decision 
tree, boosted tree, and boosted forest. These patient attributes explained more than 95 % of the 
total variance explained by each modeling technique. 
Table 15: Patient attributes influencing patient LOS. 












✔ ✔ ✔ ✔ 
DRG Name ✔ ✔ ✔ ✔ 
































Age at admit    ✔ 
 
 
4.3 Testing performance of the best identified models 
In this section, the models that are identified to be the best performers in predicting patient 
LOS, classifying patient LOS class, and identifying patient attributes influencing patient LOS at 
the hospital are applied to the test dataset. The goal is to assess the performance of each identified 
model on testing dataset in addition to the training and validation datasets.  
To assess performance of the models on the test dataset, first, all the best performing 
models identified for continuous LOS are applied to the test dataset. Later, the performance of the 
models that were found to be the best in classifying patient LOS are tested on the test dataset.  In 
addition to the R Square values, root mean squared error (RMSE) values are also computed for 
these shortlisted models. In general, RMSE values are easier to interpret when compared to R 
square values, hence, to provide better interpretability of the results, RMSE values are also 




Table 16: Performance on Training, Validation, and Testing Dataset while Predicting Continuous LOS. 












1 Predict LOS Decision Tree 0.34 0.23 0.47 8.47 11.18 7.54 
2 Predict LOS Decision Tree 0.34 0.20 0.64 8.51 10.15 7.79 
3 Predict LOS Boosted Tree 0.51 0.31 0.30 6.85 10.34 6.87 
4 Predict LOS Boosted Tree 0.36 0.32 0.27 9.33 7.88 6.8 
5 Predict LOS Bootstrap 
Forest 
0.60 0.47 0.41 6.28 7.22 6.77 
6 Predict LOS Bootstrap 
Forest 
0.44 0.46 0.64 7.65 7.73 7.44 
7 Identify patient 
attributes 
influencing LOS 
Decision Tree 0.28 0.26 0.23 9.32 8.17 7.18 
8 Identify patient 
attributes 
influencing LOS 
Decision Tree 0.33 0.21 0.45 9.24 8.54 7.88 
9 Identify patient 
attributes 
influencing LOS 
Boosted Tree 0.64 0.34 0.59 6.53 7.54 7.16 
10 Identify patient 
attributes 
influencing LOS 
Boosted Tree 0.56 0.32 0.64 7.32 8.89 7.86 





0.67 0.48 0.22 8.01 6.96 6.57 





0.58 0.48 0.36 7.75 6.41 7.08 
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Using the information presented in Table 16, R-square values for training, validation, and 
testing datasets are plotted in Figure 17. The size of the markers in the plot represents the R square 
value for the testing dataset. Figure 17 illustrates that bootstrap forests appear to be the top 
performers when the objective is to predict patient LOS using the patient attributes known at the 
time of patient admit, as they have higher R-square values for training, validation, and testing 
datasets than those for the other techniques. For models created to identify patient attributes 
influencing patient LOS after the patient is discharged, decision tree appears to be the worst 
performer in terms of R-square values for training, validation, and testing datasets. Boosted trees 
perform the better on the test dataset, but they fail to outperform the other techniques on training 
and validation datasets. 
 
Figure 17: Performance of the modeling techniques on training, validation, and testing dataset 
when LOS is continuous in nature. 






From Figure 17, bootstrap forest appears to perform better than the other two techniques, however, 
the RMSE value provided by bootstrap forest is extremely high and LOS predictions with high 
errors are not useful. 
After assessing the performance of the models created with continuous response variable 
for the scenarios discussed in Section 3.4, the performance of the models created using categorical 
response variable, LOS class, is assessed. Table 17 shows the classification rates of the best 
identified models on training, validation, and testing datasets. Since, only bootstrap forest is able 
to classify patient LOS in this research, bootstrap forest appears to be the clear outperformer. 
Classification rates of bootstrap forests for testing datasets are found to be similar to that for 
training and validation datasets. Bootstrap forest does a decent job in classifying patient LOS. 
Table 17: Performance of Bootstrap Forest on Training, Validation, and Testing Dataset while 












1 Predict LOS Bootstrap Forest 0.804 0.74 0.746 


















4.4 Using Linear Regression 
This section discusses the performance of linear regression model in predicting patient 
LOS and identifying the influential patient attributes. The actual dataset used in this research has 
numerous categorical patient attributes and most of these categorical patient attributes have more 
than 10 classes or levels. Categorical variables with high number of classes make linear regression 
equation difficult to interpret. 
To make linear regression equations interpretable, categorial patient attributes that can be 
generically grouped and those identified as influential by decision tree, boosted tree, and bootstrap 
forest are recoded. This resulted in modified training and testing datasets. Also, interpreting linear 
regression equations with multiple terms is not an easy task, hence, the objective was to make 
regression equation parsimonious. To achieve this, stepwise linear regression method was then 
used with minimum Bayesian information criterion (BIC) criteria to fit regression models. 
Bayesian information criterion applies larger penalties to models with high number of terms when 
compared to other candidate criteria like Akaike information criterion (AIC) and Mallow’s Cp. 
Hence, BIC was used as the comparison criteria to find the best linear regression model. 
Four linear regression models are fitted for the scenarios discussed in Section 3.4. These 
models differ based on their validation portion values. Table 18 shows performance of all the 
created models on training, validation, and testing dataset. 
Table 18: R-Square values for Training, Validation, and Testing datasets for linear regression 
models. 








1 Predict LOS 0.1 0.228 0.296 0.241 
2 Predict LOS 0.2 0.223 0.253 0.246 
3 Predict LOS 0.3 0.252 0.140 0.246 





5 Identify patient attributes 
influencing LOS 
0.1 0.229 0.299 0.257 
6 Identify patient attributes 
influencing LOS 
0.2 0.244 0.287 0.257 
7 Identify patient attributes 
influencing LOS 
0.3 0.311 0.049 0.312 
8 Identify patient attributes 
influencing LOS 
0.4 0.203 0.258 0.312 
 
To identify the linear regression models that perform considerable on training, validation, 
and testing datasets, R-square values are plotted. Figure 18 shows the plot of training, validation, 
and testing R-square values for linear regression models created to predict patient LOS and find 
patient attributes influencing patient LOS using the modified dataset. 
Figure 18 shows that linear regression models 2 and 4 are the top performers when the 
objective is to predict patient LOS and linear regression models 6 and 8 are the top performers 
when the objective is to identify patient attributes that influence patient LOS.   
 
 
Figure 18: R-Square values for Training, Validation, and Testing datasets for Linear Regression 
models. 






To compare the performance of the identified top performing linear regression models with 
the three tree-based modeling techniques, decision tree, boosted tree, and bootstrap forests are 
created using the modified dataset. The performance of each technique for the two scenarios on 
training, validation, and testing dataset is presented in Table 19. 
In addition to the R-square values, RMSE values are also presented in Table 19. Similar to 
the models created using the actual dataset, models for this recoded dataset also fail to provide a 
low RMSE value. Also, linear regression models do not appear to perform better than the tree-









Table 19: R-Square values for Training, Validation, and Testing datasets when Decision Trees, Boosted Trees, Bootstrap Forests, and 
Linear Regression techniques are applied on the modified dataset. 
 












1 Predict LOS Decision Tree 0.499 0.388 0.238 7.29 8.89 6.43 
2 Predict LOS Decision Tree 0.499 0.434 0.233 7.8 7.02 6.74 
3 Predict LOS Boosted Tree 0.525 0.517 0.305 8.07 6.18 6.5 
4 Predict LOS Boosted Tree 0.567 0.546 0.312 6.9 8.23 6.54 
5 Predict LOS Bootstrap Forest 0.506 0.532 0.309 7.48 6.29 6.6 
6 Predict LOS Bootstrap Forest 0.519 0.426 0.291 7.44 7.57 6.29 
7 Predict LOS Linear Regression 0.252 0.14 0.246 9.22 12.57 6.82 
8 Predict LOS Linear Regression 0.184 0.268 0.249 10.67 8.01 6.81 
9 Identify patient attributes influencing LOS Decision Tree 0.517 0.269 0.264 7.66 4.88 6.51 
10 Identify patient attributes influencing LOS Decision Tree 0.489 0.474 0.269 6.52 9.79 6.16 
11 Identify patient attributes influencing LOS Boosted Tree 0.58 0.604 0.123 7.6 7.09 10.1 
12 Identify patient attributes influencing LOS Boosted Tree 0.584 0.524 0.047 7.92 6.26 7.38 
13 Identify patient attributes influencing LOS Bootstrap Forest 0.473 0.46 0.417 7.14 10.15 5.8 
14 Identify patient attributes influencing LOS Bootstrap Forest 0.569 0.729 0.315 7.59 7.2 6.69 
15 Identify patient attributes influencing LOS Linear Regression 0.311 0.049 0.312 9.4 13.38 7.37 




The information presented in Table 19 can be visualized using the plot in Figure 19. In Figure19, 
linear regression models perform the worst in predicting patient LOS when compared based on R-
square values. Also, according to the plot, for this modified dataset, boosted tree appears to 
perform better than the others when the objective is to predict patient LOS at the time of patient 
admission and bootstrap forest appears to perform better when the objective is to identify patient 
attributes influencing patient LOS. 
 
Figure 19: Training, Validation, and Testing R-Square values for Linear Regression, Decision 
Tree, Boosted Tree, and Bootstrap Forest models. 
 
Although bootstrap forests perform better in identifying patient attributes influencing LOS 
when compared using R-square values, they fail to quantify relationship between the identified 
influential factors and patient LOS. Linear regression models can quantify this relation. Equation 
10 on next page shows the prediction equation for patient LOS using the patient attributes found 








?̂?𝐿𝑂𝑆 = 1.53 + 0.261𝑥𝐵𝑖𝑙𝑙 𝐷𝑅𝐺 𝑊𝑒𝑖𝑔ℎ𝑡 + 0.0004𝑥𝐷𝑅𝐺 𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑅𝑒𝑖𝑚𝑏𝑢𝑟𝑠𝑒𝑚𝑒𝑛𝑡 + 𝐴 + 𝐵 + 𝐶 + 𝐷 + 𝐸               (10) 
𝑤ℎ𝑒𝑟𝑒 
             𝐴 = { 0.629 𝑤ℎ𝑒𝑛 𝑝𝑎𝑡𝑖𝑒𝑛𝑡 𝑖𝑠 𝑎𝑑𝑚𝑖𝑡𝑡𝑒𝑑 𝑡ℎ𝑟𝑜𝑢𝑔ℎ 𝐸𝐷−0.629 𝑤ℎ𝑒𝑛 𝑝𝑎𝑡𝑖𝑒𝑛𝑡 𝑖𝑠 𝑛𝑜𝑡 𝑎𝑑𝑚𝑖𝑡𝑡𝑒𝑑 𝑡ℎ𝑟𝑜𝑢𝑔ℎ 𝐸𝐷} , 
 
            𝐵 =  {
1.01 𝑤ℎ𝑒𝑛 𝐼𝑛𝑠𝑢𝑟𝑎𝑛𝑐𝑒 = "𝑀𝑒𝑑𝑖𝑐𝑎𝑖𝑑" 
0.465 𝑤ℎ𝑒𝑛 𝐼𝑛𝑠𝑢𝑟𝑎𝑛𝑐𝑒 = Medicare
−0.344 𝑤ℎ𝑒𝑛 𝐼𝑛𝑠𝑢𝑟𝑎𝑛𝑐𝑒 = Non Medicaid or Non Medicare
−0.717 𝑤ℎ𝑒𝑛 𝐼𝑛𝑠𝑢𝑟𝑎𝑛𝑐𝑒 = "𝑀𝑖𝑠𝑠𝑖𝑛𝑔"
}, 
 
           𝐶 =  {0.884 𝑤ℎ𝑒𝑛 𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡 𝑇𝑒𝑎𝑚 𝑖𝑠 𝑛𝑜𝑡 𝑠𝑎𝑚𝑒−0.884 𝑤ℎ𝑒𝑛 𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡 𝑇𝑒𝑎𝑚 𝑖𝑠 𝑠𝑎𝑚𝑒 }, 
 
         𝐷 =  {0.845 𝑤ℎ𝑒𝑛 𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡 𝑇𝑒𝑎𝑚
′𝑠 𝑙𝑎𝑠𝑡 𝑟𝑜𝑢𝑛𝑑 𝑑𝑎𝑡𝑒 𝑎𝑛𝑑 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 𝑑𝑎𝑡𝑒 𝑖𝑠 𝑛𝑜𝑡 𝑠𝑎𝑚𝑒
−0.845 𝑤ℎ𝑒𝑛 𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡 𝑇𝑒𝑎𝑚′𝑠 𝑙𝑎𝑠𝑡 𝑟𝑜𝑢𝑛𝑑 𝑑𝑎𝑡𝑒 𝑎𝑛𝑑 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 𝑑𝑎𝑡𝑒 𝑖𝑠 𝑠𝑎𝑚𝑒 }, 
𝑎𝑛𝑑  












−2.461 𝑤ℎ𝑒𝑛 𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 𝐷𝑖𝑠𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = "𝐴𝑔𝑎𝑖𝑛𝑠𝑡 𝑀𝑒𝑑𝑖𝑐𝑎𝑙 𝐴𝑑𝑣𝑖𝑐𝑒" 
−1.955  𝑤ℎ𝑒𝑛 𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 𝐷𝑖𝑠𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = "𝐸𝐷 𝑜𝑛𝑙𝑦: 𝐻𝑜𝑚𝑒 𝐿𝑊𝑂𝑇 𝑎𝑛𝑑 𝑆𝑁𝐹" 
1.186  𝑤ℎ𝑒𝑛 𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 𝐷𝑖𝑠𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = "𝐸𝑥𝑝𝑖𝑟𝑒𝑑 𝑎𝑡 𝑅𝐺𝐻𝑆 𝑎𝑛𝑑 𝑅𝐺𝐻𝑆 𝐻𝑜𝑠𝑝𝑖𝑐𝑒 𝐼𝑛𝑝𝑎𝑡𝑖𝑒𝑛𝑡"
−1.746  𝑤ℎ𝑒𝑛 𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 𝐷𝑖𝑠𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = "Home with Home Health, IV Meds and Self Care"
0.372  𝑤ℎ𝑒𝑛 𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 𝐷𝑖𝑠𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = "Hospice-Home and Medical Facility"
1.435  𝑤ℎ𝑒𝑛 𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 𝐷𝑖𝑠𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 =
"Inpatient Rehab, Intermediate, Psychiatric, Short Term Facility"
3.483 𝑤ℎ𝑒𝑛 𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 𝐷𝑖𝑠𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 = "Skilled Nursing Rehab and Facility"
−1.223 𝑤ℎ𝑒𝑛 𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 𝐷𝑖𝑠𝑝𝑜𝑠𝑖𝑡𝑜𝑛 = "Still a patient or using Lifetime Reserve Days"













In equation 10, A, B, C, and D are dummy variables that take different values based on the 
values of certain patient attributes. The values of A, B, C, and D along with their dependency on 





From the above equation, linear regression appears to quantify the relationship between the 
patient LOS and the factors that are found to be significant at a confidence level of 95 percent. 
However, even after using the modified dataset, this equation doesn’t offer ease in interpretation.  
Table 20 presents the list of patent attributes found to be influential in predicting LOS when 
decision tree, boosted tree, bootstrap forest, and linear regression are used on the modified dataset. 
Table 20: Influential patient attributes identified by Decision Tree, Boosted Tree, Bootstrap 
Forest, and Linear Regression when modified dataset is used. 
 Continuous Response Variable 








DRG Expected Reimbursement ✔ ✔ ✔ ✔ 
BILL DRG Weight ✔ ✔ ✔ ✔ 




TT Last Round and Hospital 
Discharge 
✔ ✔ ✔ ✔ 
TT same ✔ ✔ ✔ ✔ 
Age at admit   ✔  
ED    ✔ 
Time Elapsed between treatment 
team’s first round and admit 
 ✔   
To strengthen the claim regarding deficient performance of linear regression models in 
predicting LOS and interpreting the results, a simple decision tree with only 5 splits is created. 
This tree is also created using the modified dataset. Although, this decision tree has lower R-square 
values than the best possible Decision Tree for the dataset, it still provides better R-square values 
for training and validation datasets when compared to those for the best identified linear regression 
model. Also, the created tree appears easier to interpret than the linear regression equation 







Figure 20: A simple decision tree that performs better than the best linear regression model.
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5. Discussing Model Performance 
Bootstrap forest in general appears to perform better than the other techniques studied in 
this research. Although, the R-square and RMSE values achieved by bootstrap forest when the 
response variable is continuous in nature are better than those achieved by the other techniques, 
the R-square and RMSE values achieved by bootstrap forest in general are poor. The LOS 
predictions provided by the created bootstrap forests are prone to errors of more than 6 days. LOS 
predictions with high errors are not useful for the hospitals. 
The reason for this inferior performance is attributed to the extreme LOS observations 
present in the dataset. The provided dataset has 1,380 patients with LOS between 0 and 1 day or 
LOS class A, 15,516 patients with LOS between 2 and 7 days or LOS class B, and 4,178 patients 
with LOS between 7 and 463 days or LOS class C. 
To strengthen the claim regarding the role of extreme observations in poor model 
performance, decision trees, boosted trees, and bootstrap forests are created to predict LOS for 
patients belonging to each LOS class present in the dataset separately. Table 21 presents the 
performance of each modeling technique in predicting LOS for patients LOS class wise.  
Table 21: Performance of decision tree, boosted tree, and bootstrap forest in predicting LOS for 















A Decision Tree 0.00 0.00 0.00 0.00 0.00 
A Boosted Tree 0.30 0.02 0.16 0.20 0.21 
A Bootstrap Forest 0.56 0.05 0.12 0.19 0.23 
B Decision Tree 0.00 0.00 0.00 0.00 0.00 
B Boosted Tree 0.49 0.08 1.11 1.47 1.5 
B Bootstrap Forest 0.72 0.27 0.82 1.31 1.3 
C Decision Tree 0.00 0.00 0.00 0.00 0.00 
C Boosted Tree 0.63 0.36 13.1 15.26 14.05 





Table 21 shows that decision trees fail to perform, the reason for their failure is because 
the new LOS class wise datasets are already homogeneous, and there is not enough scope to make 
more homogeneous subsets without overfitting the models.  The RMSE values for boosted tree 
and bootstrap forest have reduced for models created to predict LOS for patient belonging to class 
A and B. The RMSE values for boosted tree and bootstrap forest created to predict LOS for patient 
belonging to class C increased and this is because of the extreme LOS values present in this class. 
From the information presented in Table 21, boosted tree and bootstrap forest created for 
each LOS class appears to perform better than those created for the entire dataset. Bootstrap forest 
outperforms the other two techniques. Figure 3 in Section 3.1.2 shows that majority of the patients 
have LOS belonging class B, hence, bootstrap forest trained using the dataset containing patients 
belonging to LOS class B can be used to predict patient LOS for all the patients.  
For categorical LOS, bootstrap forest is the only technique that is able to classify LOS in 
this research. The classification rate for the test dataset averages to approximately 74 %. Bootstrap 
forest performs decent in classifying patient LOS. 
 
6. Conclusion 
The performed study uses dataset provided by a large hospital system in Upstate New York, 
USA. The data contains de-identified patient records. Decision tree, boosted tree, and bootstrap 
forest are used to predict and classify patient LOS and to find patient attributes that influence 
patient LOS. Based on our study using the provided dataset, bootstrap forest outperformed decision 
tree and boosted tree in predicting and classifying patient LOS at the hospital. The R-square values 
for training, validation, and testing datasets were the highest for bootstrap forests. However, the 





LOS are poor in general as the LOS predictions provided by the best identified bootstrap forests 
are prone to errors of more than 6 days. The classification performance of bootstrap forest is 
decent. The classification rate for test dataset averages to approximately 74%.   
DRG groups, DRG Expected Reimbursement, Bill DRG weight, Patient zip code, 
Discharge disposition, and whether the patient discharge and treatment team’s last round were on 
the same day are found to be influential factors. Decision tree, boosted tree, and bootstrap forest 
are able to identify these influential factors. Although, boosted tree and bootstrap forest perform 
better than decision tree in terms of R-square values when the models are created mainly to identify 
patient attributes that influence patient LOS, these models, however, are not able to quantify the 
relationship between the identified patient attributes and patient LOS. Decision tree’s output shows 
the specific splitting point for each variable split and hence, they can be used to quantitively 
understand the results. 
Linear regression models are created using a modified dataset to compare their 
performance with the tree-based modeling techniques. Decision tree, boosted tree, and bootstrap 
forest are also created using this modified dataset to do an unbiased comparison. After comparing 
the results, linear regression models appeared to perform the worst in predicting patient LOS when 
the modified dataset is used.  
Linear regression models when created for the scenario where the objective is to solely 
identify patient attributes influencing LOS, produces a prediction equation that can be used to 
quantify the relationship between the identified influential factors and LOS. However, the 
produced equation is difficult to interpret due to numerous dummy variables. A simple decision 





than those provided by the best linear regression models. Hence, linear regression models are 
outperformed by the tree-based modeling techniques in this study. 
To conclude, in this study, tree-based modeling techniques don’t appear to perform well in 
predicting patient LOS when the entire LOS dataset is used for model creation. The LOS 
predictions are prone to errors of more than 6 days. The reason for this deficient performance is 
the presence of extreme LOS values in the provided dataset. Boosted tree and bootstrap forest 
perform well when trained using datasets containing records for patients belonging to the same 
LOS class. Bootstrap forest outperforms the other two techniques in predicting LOS when the data 
does not have extreme LOS values. Majority of the patients in the provided dataset have LOS 
belonging to class B, hence, bootstrap forest trained using the dataset containing patient LOS 
belonging to class B are recommended for predicting LOS. In addition, bootstrap forests are also 
recommended for classifying patient LOS. Decision trees can be used to get an understanding of 
how the identified patient attributes influence patient LOS.  
 This study can be enlarged by studying the prediction and classification performance of 
additional techniques like support vector machines (SVM), neural networks, k-nearest neighbors, 
etc. and comparing their performance with the tree-based modeling techniques. This will mainly 
be beneficial for the scenario when predicting and/or classifying patient LOS is the only goal.  In 
addition, efforts can be made to overcome the limitations of the dataset and patient attributes like 
gender, ethnicity, marital status, and whether the patient is a smoker or not can be included in the 
study. Multiple research papers reviewed for this research found the stated patient attributes to be 
influential. 
 Patients, hospitals and insurance providers will be benefited from this study. As predicted 





discharges. Hospitals can perform additional tests to confirm whether the identified patients are fit 
to be discharged. This will reduce the chances of readmissions and late discharges. As a result, 
patient will not have to stay longer than required, hospitals can increase their throughput and, 
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1.Patient Zip Code 
 
Patient zip codes are grouped to their respective counties. The counties are then grouped to the 
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Aetna 



















Health republic insurance - freelancers 
Healthnow 
ILS 
Independent Health Association 
Institutional 
Jail 




Medicare Wellcare Medicare HMO 








3. Discharge Disposition 
 
Old Value New Value 
Against Medical Advice Against Medical Advice 
ED ONLY - Home 
ED only - Home, ED only - LWOT (after 
MSE), ED only - SNF ED ONLY - LWOT (After MSE) 
ED ONLY - SNF 
Expired at the hospital 
Expired at the hospital or as Hospice Inpatient  
Expired Hospice Inpatient 
Home or Self Care 
Home with Home Health, Home, or IV Meds Home with Home Health 
Home with IV Meds 
Hospice/Home 
Hospice-Home and Medical Facility 
Hospice/Medical Facility 
Inpatient Rehab Facility 
Inpatient Rehab, Intermediate Care, 
Psychiatric, or Short-term Facility 
Intermediate Care Facility 
Psychiatric Hospital 
Short Term Hospital 
Skilled Nursing Facility 
Skilled Nursing Facility or Rehab 
Skilled Nursing Rehab 
Transfer to Another Facility 
Transfer 
Another Health Care Institution Not Defined 
Federal Hospital 
Medicare Certified Long-Term Care Hospital 
Lifetime 
Still a patient or using lifetime reserve days 











Discharge Disposition Group A Discharge Disposition Group B 
Against Medical Advice Federal Hospital 
Another Health Care Institution Not Defined Home with Home Health 
ED ONLY - Home Hospice/Home 
ED ONLY - LWOT (After MSE) Hospice/Medical Facility 
Expired at the hospital Inpatient Rehab Facility 
Expired Hospice Inpatient  Medicare Certified Long Term Care Hospital 
Home or Self Care Short Term Hospital 
Home with IV Meds Skilled Nursing Facility 
Intermediate Care Facility Skilled Nursing Rehab 
Lifetime Still a Patient 
Psychiatric Hospital  
Transfer to Another Facility  
 
