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In CF09, continuous responses are first discretized into several groups. Thus, we assume without loss of generality that the response variable y is categorical, say y = 1, 2, . . . , h. The relevant notation from CF09 we need includes:˜ = Var(x);˜ y = Var(x|y); P S = projection onto subspace S; |A| 0 = products of nonzero eigenvalues of A; n = total sample size; and n y = number of observations in the subgroup indexed by y.
Let S be a dimension-reduction subspace, and suppose dim(S) = d is given. CF09 propose estimating S by maximizing
with respect to S. Our Equation (1) above is CF09's equation (1), except that additive terms not depending on S are removed and the remaining terms are scaled by a factor of 2/n. Neither difference alters the maximization problem. In ZH03, we proposed sequentially maximizing a likelihoodratio criterion. This we did for general densities, but also used the Gaussian as a special illustrative example. In the special case that x|y is normally distributed, our method amounts to maximizing
sequentially over unit vector α-after the first maximizing solution is obtained, sayα 1 , we maximize (2) again, adding an extra constraint such as α ⊥α 1 , and so on. Equation (2) above is equation (4.3) in ZH03, expressed here using the notation of CF09. Noting that n = h y=1 n y by definition, it is easy to see that, if d = 1 in Equation (1), then Equations (1) and (2) are identical. The case of d > 1 was not considered in ZH03 because we took a sequential approach to optimize (2). In other words, the basis vectors of S were obtained one at a time, so it sufficed to consider only the one-dimensional case of the objective function. In short, the underlying proposals in CF09 and ZH03 are the same; the main difference lies in joint optimization versus sequential optimization.
Although the subspace resulting from d steps of our sequential algorithm would be suboptimal with respect to (1), the approach might be seen to be more practical: the sequence of subspaces would be nested. On the other hand, the (d − 1)-dimensional solution to (1) will not in general be nested in the d-dimensional solution. Nesting is desirable if we want to estimate a suitable value for d.
We think that the formulation in ZH03, of which (2) is a special case, is more direct and intuitive. In addition, it does not make any parametric assumption about the distribution of x|y, and thus is more general than CF09. The general formulation of ZH03 sequentially maximizes
over unit vector α, where C y refers to the subgroup indexed by y;p (α) y is the (nonparametric) MLE for the conditional distribution of x|y in the direction of α; andp (α) is the (nonparametric) MLE of the marginal distribution of x in the direction of α regardless of subgroup membership. As shown in ZH03, this is a generalization of Fisher's LDA problem that seeks directions to maximize between/within variance, or equivalently between/total variance. Here the sequential approach is even more compelling, since it requires only one-dimensional density estimation.
