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RELAXATION OF REGULARITY FOR THE WESTERVELT EQUATION BY
NONLINEAR DAMPING WITH APPLICATION IN ACOUSTIC-ACOUSTIC
AND ELASTIC-ACOUSTIC COUPLING
RAINER BRUNNHUBER, BARBARA KALTENBACHER, AND PETRONELA RADU
Abstract. In this paper we show local (and partially global) in time existence for the Wester-
velt equation with several versions of nonlinear damping. This enables us to prove well-posedness
with spatially varying L∞-coefficients, which includes the situation of interface coupling between
linear and nonlinear acoustics as well as between linear elasticity and nonlinear acoustics, as
relevant, e.g., in high intensity focused ultrasound (HIFU) applications.
1. Introduction
The Westervelt equation for the acoustic pressure p
(1.1) (p− k(p2))tt − c2∆p− b∆pt = 0,
where k = βa/λ, βa = 1 + B/(2A), λ = ̺c
2 is the bulk modulus, ̺ is the mass density, c is the
speed of sound, b is the diffusivity of sound, B/A is the parameter of nonlinearity, is a classical
model of nonlinear acoustics, cf. [10, 16, 20]. In particular, it is widely used for the simulation
of high intensity focused ultrasound (HIFU) which has a broad range of technical and medical
applications ranging from lithotripsy or thermotherapy to ultrasound cleaning or welding and
sonochemistry, see [1, 16] and the references therein. Note that the Westervelt equation can be
written alternatively in terms of the acoustic velocity potential ψ,
(1.2) (ψt − k˜(ψ2t ))t − c2∆ψ − b∆ψt = 0,
where ̺ψt = p and k˜ = ̺k.
An analysis of the Westervelt equation with homogeneous [12] and inhomogeneous [13] Dirich-
let and Neumann [15] boundary conditions as well as with boundary instead of interior damp-
ing [11] has yielded well-posedness and exponential decay of small and regular (i.e., H2(Ω))
solutions. Here Ω ⊆ Rd, d ∈ {1, 2, 3} is the spatial domain on which (1.1) is considered.
An important open question to be addressed in this paper is existence of spatially less regular
solutions as needed, e.g., for coupling with elastic or acoustic regions exhibiting different material
parameters in the simulation of a focusing silicone lens immersed in an acoustic medium.
An important feature of equation (1.1) (similarly also of (1.2)) is the potential degeneracy
due to the factor (1 − 2kp) of the second time derivative ptt. In order to avoid degeneracy, it
is crucial to obtain an L∞-estimate of p in order to bound (1 − 2kp) away from zero. This
has been achieved until now by combining a bound of ∆p (obtained by energy estimates) with
Sobolev’s embedding H2(Ω)→ L∞(Ω). In this paper, we will employ the nonlinear damping for
this purpose instead. Note that, indeed, the particular choice of the damping is to some extent
left open from the point of view of the physical modeling. We will use this freedom to devise
possible damping terms leading to existence of H1(Ω)-solutions.
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We consider three modifications of the homogeneous Dirichlet boundary value problem asso-
ciated with (1.1) and (1.2), namely
(1.3)


(1− 2ku)utt − c2 div
(
∇u+ ε|∇u|p−1∇u
)
− b∆ut = 2k(ut)2,
(u, ut)|t=0 = (u0, u1),
u|∂Ω = 0,
(1.4)


(1− 2ku)utt − c2∆u− bdiv
(
((1− δ) + δ|∇ut|q−1)∇ut
)
= 2k(ut)
2,
(u, ut)|t=0 = (u0, u1),
u|∂Ω = 0, .
(1.5)


utt − c21−2k˜ut∆u− bdiv
(
((1 − δ) + δ|∇ut|q−1)∇ut
)
= 0,
(u, ut)|t=0 = (u0, u1),
u|∂Ω = 0, .
in a smooth domain Ω ⊆ Rd, d ∈ {1, 2, 3} with ε ≥ 0, δ ∈ [0, 1] and p, q ≥ 1. The constant
parameters b, c will be positive while k will not be assumed to have a particular sign. Equations
(1.3) and (1.4) are motivated by (1.1) while (1.5) comes from (1.2). In all equations we changed
the notation to the typical mathematical one for solutions of PDEs, i.e., p → u, and ψ → u,
respectively.
Note that if ε = 0 or if p = 1 in (1.3), one obtains the classical Westervelt equation; likewise,
for δ = 0 or q = 1 in (1.4) and (1.5). Here we will analyze the problem for
ε, δ > 0 and p, q > d− 1 ,
where d is the space dimension such that W 1,p+1(Ω) and W 1,q+1(Ω) are continuously embedded
in L∞(Ω); precise conditions for these inclusions to hold will be discussed later in the paper. In
Sections 3 and 5 we will have to to use the stronger assumption q ≥ 3, since there we will need
W 1,q+1(Ω) to be continuosly embedded in W 1,4(Ω).
In all three cases the damping terms enable us to derive an L∞-estimate on u (or ut) and
thus avoid degeneracy of the coefficient 1− 2ku (or 1− 2kut). Namely, for the damping term of
(1.3) we have, using homogeneity of the Dirichlet boundary values of u,
(1.6)
|u(t, x)| ≤ CΩ
W 1,p+10 ,L∞
|∇u(t)|Lp+1
= CΩ
W 1,p+10 ,L∞
(
|∇u0|p+1Lp+1 +
∫ t
0
d
dt
∫
Ω
|∇u(s, y)|p+1 dy ds
) 1
p+1
= CΩ
W 1,p+10 ,L∞
[
|∇u0|p+1Lp+1
+
∫ t
0
∫
Ω
(p+ 1)|∇u(s, y)|p−1∇u(s, y)∇ut(s, y) dy ds
] 1
p+1
= CΩ
W 1,p+10 ,L∞
[
|∇u0|p+1Lp+1
− (p + 1)
∫ t
0
∫
Ω
div
(
|∇u(s, y)|p−1∇u(s, y)
)
ut(s, y) dy ds
] 1
p+1
,
where CΩ
W 1,p+10 ,L∞
denotes a combination of the constant in the Sobolev embeddingW 1,p+10 (Ω)→
L∞(Ω) with the one from the Poincare´-Friedrichs inequality.
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For the damping term of (1.4), we have
(1.7)
|u(t, x)| ≤ CΩ
W 1,q+10 ,L∞
|∇u(t)|Lq+1
= CΩ
W 1,q+10 ,L∞
∣∣∣∇u0 + ∫ t
0
∇ut(s) ds
∣∣∣
Lq+1(Ω)
≤ CΩ
W 1,q+10 ,L∞
[
|∇u0|Lq+1 +
∣∣∣ ∫ t
0
∇ut(s) ds
∣∣∣
Lq+1
]
≤ CΩ
W 1,q+10 ,L∞
[
|∇u0|Lq+1 +
(
tq
∫ t
0
∫
Ω
∣∣∣∇ut(s, y)∣∣∣q+1 dy ds) 1q+1 ]
= CΩ
W 1,q+10 ,L∞
[
|∇u0|Lq+1
+
(
−tq
∫ t
0
∫
Ω
div
(
|∇ut(s, y)|q−1∇ut(s, y)
)
ut(s, y) dy ds
) 1
q+1
]
.
Finally, for (1.5), we get, replacing u by ut and p by q in (1.6)
(1.8)
|ut(t, x)| ≤ CΩW 1,q+10 ,L∞
[
|∇u1|q+1Lq+1
− (q + 1)
∫ t
0
∫
Ω
div
(
|∇ut(s, y)|q−1∇ut(s, y)
)
utt(s, y) dy ds
] 1
q+1
.
Hence, in all three cases, multiplication of the damping term with ut (or utt) and integration
over time and space will provide us with the desired L∞-estimate on u (or ut). In this manner,
we avoid estimates on ∆u in order to conclude L∞-boundedness of u, a strategy that has been
used in previous studies of the Westervelt equation [12, 13].
A major advantage of this relaxed regularity is the fact that it can be expected to enable
solutions of the modified Westervelt equation to be coupled with other equations or with jumping
coefficients, a situation that is also of high practical relevance for HIFU devices based on the
use of acoustic lenses immersed in a fluid medium [16].
We will first consider an acoustic-acoustic coupling. This can be modeled by the presence of
spatially varying, namely piecewise constant coefficients, in a pressure formulation (cf. [2] for
the linear case)
(1.9)


1
λ(x)(1− 2k(x)u)utt − div ( 1̺(x)∇u)
−div
(
b(x)((1 − δ(x)) + δ(x)|∇ut|q−1)∇ut
)
= 2k(x)λ(x) (ut)
2,
(u, ut)|t=0 = (u0, u1),
u|∂Ω = 0.
Here we have emphasized space dependence of the coefficients while suppressing space and time
dependence of u in the notation as before. While in the above equations (1.3), (1.4), (1.5) and
in the regions of nonlinearity (i.e., k 6= 0) in (1.9), strong damping b > 0 is needed for ensuring
well-posedness, we may set b = 0 in regions where k vanishes. This corresponds to the physically
relevant situation of a linearly acoustic (possibly to be considered as approximation to linearly
elastic) silicone lens immersed in a nonlinear acoustic fluid.
The physically more relevant model requires a linearly elastic model for the lens. Therefore,
we consider a velocity based formulation for elastic-acoustic coupling (see also the displacement
based formulation in [4] and the velocity potential formulation in [9], both for the linear case)
(1.10)


̺(x)utt − BT 11−2k˜(x)ψt [c](x)Bu
+BT
(
((1 − δ(x)) + δ(x)|But|q−1)[b](x)But
)
= 0,
(u,ut)|t=0 = (u0, u1),
u|∂Ω = 0,
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where u plays the role of the velocity, ψ determines the gradient part in the Helmholtz decom-
position of u,
u = ∇ψ +∇×A ,
and the first order differential operator B is given by
B =

 ∂x1 0 0 0 ∂x3 ∂x20 ∂x2 0 ∂x3 0 ∂x1
0 0 ∂x3 ∂x2 ∂x1 0

T .
Note that ψ can be determined from u as the solution of
−∆ψ = −divu
which is unique, e.g., if we imposed homogeneous Dirichlet boundary conditions on ψ, which
we will do below. Here we think of Ω being decomposed into an acoustic (fluid) and an elastic
(solid) subdomain
Ω = Ωf ∪ Ωs , Ωf ∩Ωs = ∅ .
No particular smoothness assumption will have to be imposed on the domains Ωf and Ωs as
these subdomains are just characterized as the sets of points where the L∞-coefficients ̺, c, k˜,
and b take on certain values that are typical for fluid and solid, respectively. The acoustic region
Ωf is characterized as the region of vanishing shear modulus µ = 0 in the tensor
[c] =


λ+ 2µ λ λ 0 0 0
λ λ+ 2µ λ 0 0 0
λ λ λ+ 2µ 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ

 ,
i.e.,
λ > 0 , µ
{
= 0 in Ωf
> 0 in Ωs
.
(Note that [c] could be set to any symmetric positive definite 6×6 matrix with entries in L∞(Ω)
in the elastic region Ωs, thus allowing for anisotropic elasticity.) The tensor [b](x) is assumed to
be symmetric nonnegative definite and to have the same structure as [c](x) in the fluid region,
i.e.,
[b] =


bˆ bˆ bˆ 0 0 0
bˆ bˆ bˆ 0 0 0
bˆ bˆ bˆ 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

 in Ωf with bˆ(x) ≥ b > 0 in Ωnl .
From the Westervelt equation on the subdomain of nonlinearity
Ωnl = {x ∈ Ω: k˜(x) 6= 0} ⊆ Ωf
we have that the vector potential A may be set to zero in the acoustic region (ψ equals the
acoustic velocity potential there) and therewith
[c]Bu = λ∆ψe in Ωf , where e = (1, 1, 1, 0, 0, 0)T ,
so that on Ωf the PDE in (1.10) becomes
̺∇ψtt − BT λ
1− 2k˜ψt
∆ψe−BT
(
((1 − δ) + δ|∆ψt|q−1)bˆ∆ψte
)
= 0.
Multiplying with an arbitrary vector valued test function v = ∇w+∇×W compactly supported
in Ωf , integrating by parts on Ω, using the fact that
eTBv = ∆w , divv = ∆w
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and assuming that ̺ is constant on Ωf such that ̺∇ψtt = ∇(̺ψtt), we arrive at∫
Ωf
∆w
(
̺ψtt − λ
1− 2k˜ψt
∆ψ − ((1 − δ) + δ|∆ψt|q−1)bˆ∆ψt
)
dx = 0
for any smooth compactly supported w. With c2 = λ̺ , b =
bˆ
̺ we get (1.5) which is (up to the
damping term) equivalent to (1.2).
In order to be able to make use of the embeddings
H10 (Ω)→ L4(Ω) with norm CΩH10 ,L4 ,(1.11)
W 1,q+10 (Ω)→ L∞(Ω) with norm CΩW 1,q+10 ,L∞ ,(1.12)
in this paper, we will impose zero Dirichlet boundary conditions and assume that Ω ⊂ Rd is an
open bounded set with Lipschitz boundary, d ∈ {1, 2, 3}.
Actually, (1.11) allows to increase the space dimension even to d = 4. However, this case is
not of practical relevance. The proofs below show that the embedding H10 (Ω) → Lr(Ω) with
r = 4 indeed suffices and we do not need to use the maximal possible exponent r = 6 in R3.
Throughout the paper we will use Poincare´’s inequality; on convex domains the inequality
reads (see for example page 364 in [14])∫
Ω
|u(x)− uΩ|pdx ≤ C(d, p)(diam(Ω))p
∫
Ω
|∇u(x)|pdx.
where uΩ is the average of u over the domain Ω and diam(Ω) denotes the diameter of the domain
Ω. The Poincare´ constant plays a role in the existence time for the solutions, however, our focus
is on establishing local well-posedness of solutions and not on estimating the time of existence.
Several times we will make use of Young’s inequality in the form
(1.13) ab ≤ ǫar + C(ǫ, r)b rr−1
with
(1.14) C(ǫ, r) = (r − 1)r rr−1 ǫ−1/(1−r) .
The remainder of this paper consists of five sections, each of them dealing with one of the
equations (1.3), (1.4), (1.5), (1.9) and (1.10), respectively. We prove local in time existence (for
sufficiently small times and initial data) for all of them. Global existence and exponential decay
can only be established for the p-Laplace damping case (1.3), which lacks uniqueness, though.
2. The Westervelt equation in acoustic pressure formulation with nonlinear
strong damping (1.4)
First we consider the initial boundary value problem
(2.1)


(1 + α)utt − c2∆u− bdiv
(
((1 − δ) + δ|∇ut|q−1)∇ut
)
+ fut = g,
(u, ut)|t=0 = (u0, u1),
u|∂Ω = 0.
Proposition 2.1. (i) Let T > 0, c2, b, δ, 1 − δ > 0, q ≥ 1 and assume that
• α ∈ C(0, T ;L∞(Ω)), αt ∈ L∞(0, T ;L2(Ω)), −1 < −α ≤ α(t, x) ≤ α,
• f ∈ L∞(0, T ;L2(Ω)),
• g ∈ (Lq+1(0, T ;W 1,q+10 (Ω)))∗,
• u0 ∈ H10 (Ω), u1 ∈ L2(Ω).
with
‖f − 1
2
αt‖L∞(0,T ;L2(Ω)) ≤ b <
b(1− δ)
(CΩ
H10 ,L4
)2
.
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Then (2.1) has a weak solution
u ∈ X˜ := C1(0, T ;L2(Ω)) ∩ C(0, T ;H10 (Ω))
∩W 1,q+1(0, T ;W 1,q+10 (Ω)).
Moreover, this solution is unique in X˜ and it satisfies the energy estimate
1
2
[∫
Ω
(1 + α)(ut)
2 dx+ c2|∇u|2L2(Ω)
]t
0
+
∫ t
0
(
bˆ|∇ut|2L2(Ω) + bδ2 |∇ut|
q+1
Lq+1(Ω)
)
ds
≤ C( bδ2 , q + 1)‖g‖
q+1
q
(Lq+1(0,T ;W
1,q+1
0 (Ω)))
∗
.(2.2)
with
bˆ = b(1− δ)− (CΩH10 ,L4)
2b
and C(ǫ, r) as in (1.14).
(ii) If in addition to (i) α is independent of time, we have the estimate
(2.3)
‖(1 + α)utt‖(Lq+1(0,T ;W 1,q+10 (Ω)))∗
≤ C
{
‖u‖X˜ + ‖g‖(Lq+1(0,T ;W 1,q+10 (Ω)))∗ + ‖u‖X˜‖f‖L∞(0,T ;L2(Ω))
}
.
for some constant C > 0.
(iii) If in addition to (i)
• f ∈ L∞(0, T ;L4(Ω)) with ‖f‖L∞(0,T ;L4(Ω)) ≤ b,
• g ∈ L2(0, T ;L2(Ω)),
• u1 ∈ H10 (Ω) ∩W 1,q+10 (Ω),
then
u ∈ X := H2(0, T ;L2(Ω)) ∩ C1(0, T ;W 1,q+10 (Ω)) ,
and there exist constants c1, C1 depending only on α, b, c, δ, C
Ω
H10 ,L4
, b, such that
E1[u](t) + c1
∫ t
0
(
|utt|2L2(Ω) + |∇ut|2L2(Ω) + |∇ut|
q+1
Lq+1(Ω)
)
ds
≤ C1(E1[u](0) + ‖g‖L2(0,T ;L2(Ω)) + ‖f‖2L∞(0,T ;L4(Ω)))(2.4)
for
(2.5) E1[u](t) =
[
|ut|2L2(Ω) + |∇u|2L2(Ω) + |∇ut|2L2(Ω) + |∇ut|
q+1
Lq+1(Ω)
]
(t).
Remark 2.2. Some simplified versions of Proposition 2.1 appear in the literature; usually, α is
taken to be zero (i.e. constant coefficient for utt), δ = 1. This version appears in [5, 7] where
the damping appears under a regular (p = 2) Laplacian, and the authors allow a more general
divergence operator, instead of ∆u, to prove global existence of weak solutions.
Nonlinear p-Laplace damping was in considered in [18], where a nonlinear source term appears
too. However, other features of the equation (such as variable α) were not present. For the sake
of self-completeness we include below the proof of Proposition 2.1.
Proof. The weak form of (2.1) reads as
(2.6)
∫
Ω
{
(1 + α)uttw + c
2∇u∇w + b
(
(1− δ) + δ|∇ut|q−1
)
∇ut∇w
}
dx
=
∫
Ω
(g − fut)w dx, ∀w ∈W 1,q+10 (Ω),
with initial conditions (u0, u1).
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Step 1: Smooth approximation of α, f , and g: We consider sequences
(αk)k∈N, (fk)k∈N and (gk)k∈N such that
• (αk)k∈N ⊆ C∞([0, T ] ×Ω) ∩W 1,∞(0, T ;L2(Ω)),
αk → α in C(0, T ;L∞(Ω)) ∩W 1,∞(0, T ;L2(Ω)), −1 < −α ≤ αk(t, x) ≤ α,
• (fk)k∈N ⊆ C∞((0, T ) × Ω), fk → f in L∞(0, T ;L2(Ω)),
• (gk)k∈N ⊆ C∞((0, T ) × Ω), gk → g in (Lq+1(0, T ;W 1,q+10 (Ω)))∗,
• ‖fk − 12αk,t‖L∞(0,T ;L2(Ω)) ≤ b,
and, for fixed k ∈ N, prove that there exists a solution u(k) of (2.6) with α, f and g replaced by
αk, fk and gk, respectively, i.e.,
(2.7)
∫
Ω
{
(1 + αk)u
(k)
tt w + c
2∇u(k)∇w + b
(
(1− δ) + δ|∇u(k)t |q−1
)
∇u(k)t ∇w
}
dx
=
∫
Ω
(gk − fku(k)t )w dx ∀w ∈W 1,q+10 (Ω),
with initial conditions (u0, u1). Later we will consider limits as k →∞ to prove well-posedness
of (2.6). The existence proof follows the line of the standard approach for linear parabolic or
second order hyperbolic PDEs as it can be found, e.g., in [8]. The proof is divided into three
subparts: (a) Galerkin approximation, (b) energy estimates and (c) weak limit.
Step 1 (a): Galerkin approximation. We will first show existence and uniqueness of solutions
for a finite-dimensional approximation of (2.7).
Assume wm = wm(x), m ∈ N are smooth functions such that
{wm}m∈N is an orthonormal basis of Lα˜k2 (Ω),
{wm}m∈N is a basis of W 1,q+10 (Ω),
where Lα˜k2 is the weighted L2-space based on the inner product
〈f, g〉
L
α˜k
2 (Ω)
:=
∫
Ω
(1 + α˜k)fg dx ,
with
α˜k =
1
T
∫ T
0
α(t) dt .
Moreover, let Vn be the finite dimensional subspace of L
αk
2 (Ω)∩W 1,q+10 (Ω) spanned by {wm}nm=1.
Thus (Vn)n∈N is a nested sequence (Vk ⊆ Vl for k ≤ l) of finite dimensional subspaces Vn ⊆
Lαk2 (Ω) ∩W 1,q+10 (Ω) such that
⋃
n∈N Vn =W
1,q+1
0 (Ω).
Furthermore, suppose (u0,n)n∈N, (u1,n)n∈N are sequences satisfying
• u0,n ∈ Vn, u0,n → u0 in H10 (Ω),
• u1,n ∈ Vn, u1,n → u1 in L2(Ω).
Based on this, we consider a sequence of discretized versions of (2.7),
(2.8)
∫
Ω
{
(1 + αk)u
(k)
n,ttwn + c
2∇u(k)n ∇wn
+ b
(
(1− δ) + δ|∇u(k)n,t |q−1
)
∇u(k)n,t∇wn
}
dx
=
∫
Ω
(gk − fku(k)n,t)wn dx ∀wn ∈ Vn,
with u
(k)
n (t) ∈ Vn and initial conditions (u0,n, u1,n).
For each n ∈ N the equality in (2.8) together with initial conditions (u0,n, u1,n) gives an initial
value problem for a second order system of ordinary differential equations which has smooth
(with respect to time) coefficients and right-hand side.
The standard existence theory for ordinary differential equations (cf. [19]) provides us with a
unique solution u
(k)
n ∈ C∞(0, T˜ ;Vn) of the finite-dimensional approximation (2.8) of (2.6) for
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some T˜ ≤ T sufficiently small. By the uniform energy and norm estimates below, we obtain
T˜ = T , i.e. there is a unique solution u
(k)
n ∈ C1(0, T ;Vn) of (2.8).
Step 1 (b): Energy estimate. Testing (2.8) with wn = u
(k)
n,t(t), integrating with respect to time
and using the identity
d
dt
αk
(
u
(k)
n,t
)2
= 2αku
(k)
n,tu
(k)
n,tt + αk,t
(
u
(k)
n,t
)2
as well as Young’s inequality in the form (1.13) with (1.14), we obtain
1
2
[∫
Ω
(1 + αk)
(
u
(k)
n,t
)2
dx+ c2|∇u(k)n |2L2(Ω)
]t
0
+ b
∫ t
0
∫
Ω
(
(1− δ) + δ|∇u(k)n,t |q−1
)
|∇u(k)n,t |2 dx ds
= −
∫ t
0
∫
Ω
(fk − 1
2
αk,t)
(
u
(k)
n,t
)2
dx ds+
∫ t
0
∫
Ω
gku
(k)
n,t dx ds
≤ b
∫ t
0
|u(k)n,t |2L4(Ω) ds+
∫ t
0
(
bδ
2 |u
(k)
n,t |q+1W 1,q+10 (Ω) dx+C(
bδ
2 , q + 1)|gk |
q+1
q
(W 1,q+10 (Ω))
∗
)
ds ,
hence
(2.9)
1
2
[∫
Ω
(1 + αk)
(
u
(k)
n,t
)2
dx+ c2|∇u(k)n |2L2(Ω)
]t
0
+
∫ t
0
(
bˆ|∇u(k)n,t |2L2(Ω) + bδ|∇u
(k)
n,t |q+1Lq+1(Ω)
)
ds
≤ C( bδ2 , q + 1)‖gk‖
q+1
q
(Lq+1(0,T ;W
1,q+1
0 (Ω)))
∗
,
which corresponds to the energy estimate (2.2) upon replacement of α, f, g by αk, fk, gk. As,
by assumption, gk ∈ (Lq+1(0, T ;W 1,q+10 (Ω)))∗, we have that
(
u
(k)
n
)
n∈N
is a bounded sequence in
the Banach space
(2.10) X˜ := C1(0, T ;L2(Ω)) ∩ C(0, T ;H10 (Ω)) ∩W 1,q+1(0, T ;W 1,q+10 (Ω)).
Hence
(2.11)
(
u(k)n
)
n∈N
is bounded in W 1,q+1(0, T ;W 1,q+10 (Ω)),
which is a reflexive Banach space. Furthermore, we obtain that
(2.12) |∇u(k)n,t |q−1∇u(k)n,t is uniformly bounded in L q+1
q
(0, T ;L q+1
q
(Ω)).
Step 1 (b) — part (ii): Estimate of u
(k)
n,tt. To show (ii) in case αk,t = 0 and therewith α˜k = αk,
we now prove an analog of (2.3) with αk, fk, gk in place of α, f, g. For this purpose, let v ∈
W 1,q+10 (Ω). We decompose v,
v = vn + zn with vn ∈ Vn and zn ∈ V
⊥
L
αk
2
n .
Here
|vn|W 1,q+10 (Ω) ≤ |v|W 1,q+10 (Ω)
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holds due to the fact that with a linearly independent set of dual vectors {w∗m}m∈N ⊆ (W 1,q+10 (Ω))∗
of V ∗n , i.e., such that 〈w∗i , wj〉W 1,q+10 (Ω)∗,W 1,q+10 (Ω) = δi,j (which exists by the Hahn-Banach The-
orem) we have
|vn|W 1,q+10 (Ω) = supv∗∈V ∗n , |v∗|W1,q+1
0
(Ω)∗
=1
〈v∗, vn〉W 1,q+10 (Ω)∗,W 1,q+10 (Ω)
= sup
v∗∈span(w∗1 ,...,w
∗
n) , |v
∗|
W
1,q+1
0
(Ω)∗
=1
〈v∗, vn〉W 1,q+10 (Ω)∗,W 1,q+10 (Ω)
= sup
v∗∈span(w∗1 ,...,w
∗
n) , |v
∗|
W
1,q+1
0
(Ω)∗
=1
〈v∗, v〉W 1,q+10 (Ω)∗,W 1,q+10 (Ω)
≤ sup
v∗∈W 1,q+10 (Ω)
∗ , |v∗|
W
1,q+1
0
(Ω)∗
=1
〈v∗, v〉W 1,q+10 (Ω)∗,W 1,q+10 (Ω)
=|v|W 1,q+10 (Ω) .
By using orthogonality we obtain the first equality below; by (2.8) we obtain the second equality);
finally, by using |.|L2(Ω) ≤ CΩLq+1,L2 |.|Lq+1(Ω) we have∫
Ω
(1 + αk)u
(k)
n,ttv dx =
∫
Ω
(1 + αk)u
(k)
n,ttvn dx
= −c2
∫
Ω
∇u(k)n ∇vn dx− b(1− δ)
∫
Ω
∇u(k)n,t∇vn dx
− bδ
∫
Ω
|∇u(k)n,t |q−1∇u(k)n,t∇vn dx+
∫
Ω
(gk − fku(k)n,t)vn dx
≤
{
c2|∇u(k)n |L2(Ω) + b(1− δ)|∇u(k)n,t |
}
CΩLq+1,L2 |∇vn|Lq+1(Ω)
+
{
bδ|∇u(k)n,t |qLq+1(Ω) + |gk − fku
(k)
n,t |(W 1,q+10 (Ω))∗
}
|∇vn|Lq+1(Ω)
=
{
c2CΩLq+1,L2 |u(k)n |H1(Ω) + b(1− δ)CΩLq+1,L2 |u
(k)
n,t |H1(Ω)
+ bδ|u(k)n,t |qW 1,q+10 (Ω) + |gk − fku
(k)
n,t |(W 1,q+10 (Ω))∗
}
|vn|W 1,q+10 (Ω)︸ ︷︷ ︸
≤|v|
W
1,q+1
0 (Ω)
.
Multiplying the resulting inequality with a test function φ ∈ C∞(0, T ) and integrating with
respect to time yields∫ t
0
∫
Ω
(1 + αk)u
(k)
n,ttv dxφ ds
≤
∫ t
0
{
c2CΩLq+1,L2 |u(k)n |H1(Ω) + b(1− δ)CΩLq+1,L2 |u
(k)
n,t |H1(Ω)
+ bδ|u(k)n,t |qW 1,q+10 (Ω) + |gk − fku
(k)
n,t |(W 1,q+10 (Ω))∗
}
|v|
W 1,q+10 (Ω)
|φ| ds
≤ ‖vφ‖
Lq+1(0,T ;W
1,q+1
0 (Ω))
{
c2CΩLq+1,L2‖u(k)n ‖L q+1
q
(0,T ;H1(Ω))
+ b(1− δ)CΩLq+1,L2‖u(k)n ‖L q+1
q
(0,T ;H1(Ω))
+bδ‖u(k)n ‖L q+1
q
(0,T ;W 1,q+10 (Ω))
+ ‖gk − fku(k)n,t‖(Lq+1(0,T ;W 1,q+10 (Ω)))∗)
}
,
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which shows that
(2.13)
‖(1 + αk)u(k)n,tt‖(Lq+1(0,T ;W 1,q+10 (Ω)))∗
≤ C
{
‖u(k)n ‖X˜ + ‖gk‖(Lq+1(0,T ;(W 1,q+10 (Ω)))∗ + ‖u
(k)
n ‖X˜‖fk‖L∞(0,T ;L2(Ω))
}
for some constant C > 0. Hence
(1 + αk)u
(k)
n,tt ∈ (Lq+1(0, T ; (W 1,q+10 (Ω)))∗
with a uniform bound with respect to n.
Step 1 (c): Weak limit. As a consequence of (2.11), (2.12), there exists a weakly convergent sub-
sequence, which for simplicity we denote by u
(k)
n again, and a sequence u(k) ∈W 1,q+1(0, T ;W 1,q+10 (Ω))
such that
u(k)n ⇀ u
(k) in W 1,q+1(0, T ;W 1,q+10 (Ω)),(2.14)
|∇u(k)n,t |q−1∇u(k)n,t ⇀ |∇u(k)t |q−1∇u(k)t in L q+1
q
(0, T ;L q+1
q
(Ω)).(2.15)
This weak limit satisfies the estimates (2.9) and (2.13) with u
(k)
n replaced by u(k).
For fixed k,m ∈ N and φm ∈ C∞(0, T, Vm) ⊂ Lq+1(0, T ;W 1,q+10 (Ω)) with φm(T ) = 0 we have
for any n ≥ m by Vm ⊆ Vn that
(2.16)
∫ T
0
∫
Ω
{
(1 + αk)u
(k)
tt φm + c
2∇u(k)∇φm
+ b
(
(1− δ) + δ|∇u(k)t |q−1
)
∇u(k)t )∇φm + fku(k)t φm − gkφm
}
dx ds
= −
∫ T
0
∫
Ω
[u
(k)
t − u(k)n,t ]
(
(1 + αk)φm
)
t
dx ds
−
∫
Ω
[u1 − u1,n](1 + αk(0))φm(0) dx ds +
∫ T
0
∫
Ω
[u
(k)
t − u(k)n,t ]fkφm dx ds
+
∫ T
0
∫
Ω
(
c2[∇u(k) −∇u(k)n ] + b(1− δ)[∇u(k)t −∇u(k)n,t ]
)
∇φm dx ds
+ b
∫ T
0
∫
Ω
δ[|∇u(k)t |q−1∇u(k)t − |∇u(k)n,t |q−1∇u(k)n,t ]∇φm
)}
dx ds→ 0
as n → ∞, due to (2.14) and (2.15). Since ⋃m∈N Vm = W 1,q+10 (Ω), the relation (2.16) proves
that u(k) solves (2.7). Moreover u(k) satisfies the energy estimates (2.2) with α, f , g and u
replaced by αk, fk, gk and u
(k), respectively. In case (ii) αk,t = 0, so additionally, we have that
(2.3), with α, f , g and u replaced by αk, fk, gk and u
(k), respectively, holds.
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Step 2: k →∞. For all w ∈ C∞(0, T ;W 1,q+10 (Ω)) with w(T ) = 0 we have∫ t
0
∫
Ω
{
(1 + α)uttw + c
2∇u∇w
+ b
(
(1− δ) + δ|∇ut|q−1
)
∇ut∇w + futw − gw
}
dx ds
= −
∫ t
0
∫
Ω
[ut − u(k)t ]
(
(1 + α)w
)
t
dx ds−
∫ t
0
∫
Ω
u
(k)
t
(
[α− αk]w
)
t
dx ds
−
∫
Ω
u1
(
[α(0) − αk(0)]w(0)
)
dx
+
∫ t
0
∫
Ω
c2[∇u−∇u(k))]∇w dxds+
∫ t
0
∫
Ω
b(1− δ)[∇ut −∇u(k)t ]∇w dxds
+
∫ t
0
∫
Ω
bδ[|∇ut|q−1∇ut − |∇u(k)t |q−1∇u(k)t ]∇w dxds
+
∫ t
0
∫
Ω
[ut − u(k)t ]fw dx ds +
∫ t
0
∫
Ω
[f − fk]u(k)t w dxds
−
∫ t
0
∫
Ω
[g − gk]w dxds→ 0 as k →∞,
since we imposed αk → α in C(0, T ;L∞(Ω)) ∩W 1,∞(0, T ;L2(Ω)), fk → f in L∞(0, T ;L2(Ω)),
gk → g in (Lq+1(0, T ;W 1,q+10 (Ω)))∗. Due to the fact that the estimate (2.2) remains valid
for u(k), analogously to Step 1(c), we find a convergent subsequence (which we relabel) and a
function u ∈W 1,q+1(0, T ;W 1,q+10 (Ω)) such that
u(k) ⇀ u in W 1,q+1(0, T ;W 1,q+10 (Ω)),(2.17)
|∇u(k)t |q−1∇u(k)t ⇀ |∇ut|q−1∇ut in L q+1
q
(0, T ;L q+1
q
(Ω)).(2.18)
This weak limit is, by construction, a weak solution of (2.1) and it satisfies the energy estimate
(2.2); in case (ii) αt = 0, it also satisfies (2.3).
Step 3: Uniqueness of weak solutions. Uniqueness of weak solutions follows from the fact that
the difference uˆ = u1 − u2 between any two weak solutions u1, u2 of (2.1) satisfies
(2.19)


(1 + α)uˆtt − c2∆uˆ− b(1− δ)∆uˆt − bδ
∫ 1
0 div
(
wσ
[
|∇(u2 + σuˆ)t|2∇uˆt
+(q − 1)(∇(u2 + σuˆ)t∇uˆt)∇(u2 + σuˆ)t
] )
dσ + fuˆt = 0
(uˆ, uˆt)|t=0 = (0, 0)
uˆ|∂Ω = 0,
in a weak sense, with
(2.20) wσ(x, t) = |∇(u2 + σuˆ)t(x, t)|q−3 .
Above we used the fact that for
F (λ) = |λ|q−1λ, F ′(λ) = |λ|q−1I + (q − 1)|λ|q−3λλT
we have
F (∇u1t (x, t))− F (∇u2t (x, t)) =
∫ 1
0
F ′(∇(u2 + σuˆ)t)(x, t)) dσ∇uˆt(x, t).
Multiplication of (2.19) by uˆt yields
1
2
[∫
Ω
(1 + α)(uˆt)
2 dx+ c2|∇uˆ|2L2(Ω)
]t
0
+
∫ t
0
b(1− δ)|∇uˆt(s)|2 ds
+
∫ t
0
∫
Ω
(f − 1
2
αt)(uˆt)
2 dx ds ≤ 0
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since
(2.21)
bδ
∫ 1
0
∫ t
0
∫
Ω
wσ
(
|∇(u2 + σuˆ)t|2|∇uˆt|2
+ (q − 1)(∇(u2 + σuˆ)t · ∇uˆt)2
)
dx ds dσ ≥ 0.
Therefore uˆ = 0 almost everywhere and the proof of uniqueness is complete.
Step 4: Higher energy estimate. For the proof of (iii), we need a higher energy estimate which
can be obtained by testing (2.6) with w = utt(t) (strictly speaking, we multiply by a smooth
approximation of utt and take weak limits); then integration with respect to time yields
(2.22)
∫ t
0
∫
Ω
(1 + α)(utt)
2 dx ds +
[
b(1− δ)
2
|∇ut|2L2(Ω) +
bδ
q + 1
|∇ut|q+1Lq+1(Ω)
]t
0
= c2
∫ t
0
|∇ut|2L2(Ω) ds− c2
[∫
Ω
∇u∇ut
]t
0
−
∫ t
0
∫
Ω
(fut − g)utt dx ds
≤ c2
∫ t
0
|∇ut|2L2(Ω) ds+ b˘
(
|∇ut(t)|2L2 + |∇ut(0)|2L2
)
+
c4
4b˘
(
|∇u(t)|2L2 + |∇u(0)|2L2
)
+ (τ + σ)
∫ t
0
|utt|2L2 ds
+
(
CΩ
H10 ,L4
)2
4τ
‖f‖2L∞(0,T ;L4(Ω))
∫ t
0
|∇ut|2L2 ds+
1
4σ
‖g‖L2(0,T ;L2(Ω)),
where we have used integration by parts with respect to time for the c2-term. Choosing b˘ <
b(1−δ)
2 , then adding (2.2) to (2.22) multiplied by λ for any τ, σ > 0 such that
τ + σ < 1− α, λ ∈
(
0,min
{
bˆ
s , 2
b˘
c2
})
with s = 2c2 + 14τ b(C
Ω
H10 ,L4
)2
yield the energy estimate (2.4). 
Note that by the assumptions α(t, x) ≥ −α > −1, c2 > 0, (2.2) implies an estimate of the
form
E0[u](t) + c0
∫ t
0
(
|∇ut|2L2(Ω) + |∇ut|
q+1
Lq+1(Ω)
)
ds
≤ C0(E0[u](0) + ‖g‖(Lq+1(0,T ;Lq+1(Ω)))∗)(2.23)
for the usual lower order energy
(2.24) E0[u](t) =
[
|ut|2L2(Ω) + |∇u|2L2(Ω)
]
(t).
Using Proposition 2.1 in a fixed point argument, we now show local well-posedness.
Theorem 2.3. Let c2, b, δ, 1 − δ > 0, k ∈ R, q > d− 1.
For any T > 0 there is a κT > 0 such that for all u0, u1 ∈W 1,q+10 (Ω) with
E1[u](0) + |∇u0|2Lq+1
= |u1|2L2(Ω) + |∇u0|2L2(Ω) + |∇u1|2L2(Ω) + |∇u1|
q+1
Lq+1(Ω)
+ |∇u0|2Lq+1 ≤ κ2T
there exists a weak solution u ∈ W of (1.4) where
W = {v ∈ X : ‖vtt‖L2(0,T ;L2(Ω)) ≤ m
∧‖∇vt‖L∞(0,T ;L2(Ω)) ≤ m
∧‖∇vt‖Lq+1(0,T ;Lq+1(Ω)) ≤M}(2.25)
with
(2.26) 2kCΩ
W 1,q+10 ,L∞
(κT + T
q
q+1M) < 1
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and m sufficiently small, and u is unique in W.
Proof. We define the fixed point operator T :W → X, v 7→ T v = u where u solves (2.1) with
(2.27) α = 2kv , f = 2kvt , g = 0 ,
which is well-defined by Proposition 2.1. Indeed, by v ∈ W, (2.26), and the penultimate
line in (1.7) we have that α ∈ C(0, T ;L∞(Ω)), −1 < −α ≤ α(t, x) ≤ α, with α = α =
2kCΩ
W 1,q+10 ,L∞
(κT + T
q
q+1M) < 1. Moreover,
‖f − 12αt‖L∞(0,T ;L2(Ω) ≤ kCPFm,
‖f‖2L∞(0,T ;L4(Ω)) ≤ 4k2(CΩH10 ,L4)
2m2,
with CPF the constant in the Poincare´-Friedrichs inequality
‖w‖L2(Ω) ≤ CPF‖∇w‖L2(Ω) .
Hence, we can make use of the higher energy estimate (2.4) to conclude that for any m,M > 0
with
2kCΩ
W 1,q+10 ,L∞
T
q
q+1M < 1, kCPFm <
1− δ
(CΩ
H10 ,L4
)2
,
we obtain that under the assumption
E1[u](0) ≤ κT < min
{ 1
2kCΩ
W 1,q+10 ,L∞
− T qq+1M, m√
C1
,
√
c1
C1
m
}
,
the operator T maps into W.
Contractivity is obtained by considering vi ∈ W, ui = T vi ∈ W, i = 1, 2 and subtracting the
equations for u1 and u2, which yields
(2.28)


(1− 2kv1)uˆtt − bδ
∫ 1
0 div
(
wσ
[
|∇(u2 + σuˆ)t|2∇uˆt
+(q − 1)(∇(u2 + σuˆ)t∇uˆt)∇(u2 + σuˆ)t
] )
dσ
−b(1− δ)∆uˆt − c2∆uˆ− 2kv1t uˆt = 2k(vˆu2tt + vˆtu2t ),
(uˆ, uˆt)|t=0 = (0, 0),
uˆ|∂Ω = 0,
for uˆ = u1−u2, vˆ = v1−v2, with wσ(x, t) = |∇(u2+σuˆ)t(x, t)|q−3 as in (2.20). Due to the special
form of the nonlinear strong damping term here, we cannot apply Proposition 2.1 directly, but
we can proceed analogously to its proof. By multiplication of (2.28) with uˆt, integration with
respect to space and time, and the fact that the bδ term yields a nonnegative contribution
(2.29)
bδ
∫ 1
0
∫ t
0
∫
Ω
wσ
(
|∇(u2 + σuˆ)t|2|∇uˆt|2
+ (q − 1)(∇(u2 + σuˆ)t · ∇uˆt)2
)
dx ds dσ ≥ 0.
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on the left hand side, we obtain
1
2
[∫
Ω
(1− 2kv1)(uˆt)2 dx+ c2|∇uˆ|2L2(Ω)
]t
0
+ bˆ
∫ t
0
|∇uˆt|2L2(Ω) ds
≤ 2k
∫ t
0
∫
Ω
(
v1t (uˆt)
2 + vˆu2ttuˆt + vˆtu
2
t uˆt
)
dx ds
≤ 2k(CΩH10 ,L4)
2
(
‖v1t ‖L∞(0,T ;L2(Ω))
∫ t
0
|∇uˆt|2L2(Ω) ds
+‖u2tt‖L2(0,T ;L2(Ω))
1
2
[
‖∇vˆ‖2L∞(0,T ;L2(Ω)) +
∫ t
0
|∇uˆt|2L2(Ω) ds
]
+‖u2t‖L∞(0,T ;L2(Ω))
1
2
[
‖∇vˆt‖2L2(0,T ;L2(Ω)) +
∫ t
0
|∇uˆt|2L2(Ω) ds
]
.
This by v1, v2, u1, u2 ∈ W yields
min
{
1−α
2 ,
c2
2 , bˆ− k(CΩH10 ,L4)
2(3CPF + 1)m
}
|||uˆ|||
≤ k(CΩH10 ,L4)
2(
√
T + CPF )m|||vˆ||| ,
where we have used |∇vˆ|2L∞(0,T ;L2(Ω)) ≤ T |∇vˆt|2L2(0,T ;L2(Ω)) since ∇vˆ(0) = 0, hence contractivity
of T with respect to the norm
|||v||| = ‖vt‖L∞(0,T ;L2(Ω)) + ‖∇v‖L∞(0,T ;L2(Ω)) + ‖∇vt‖L2(0,T ;L2(Ω))
provided m is chosen sufficiently small. 
Remark 2.4. To establish a self-mapping property of the fixed point operator used in the local
well-posedness proof above, a condition on smallness of the initial data multiplied with the final
time is required, cf. (2.26). This results from the appearance of the factor tq in the L∞ estimate
(1.7), that we have used to exclude the possibility of degeneracy. Thus, whenever (1.7) is sharp,
degeneracy may occur after finite time even for small initial data. We therefore expect a global
in time wellposedness result not to hold for (1.4).
3. The Westervelt equation in acoustic velocity potential formulation with
nonlinear strong damping (1.5)
Like in Section 2 we assume that Ω ⊆ Rd, d ∈ {1, 2, 3}, is an open bounded set with Lipschitz
boundary in order to make use of (1.11), (1.12).
Again we first consider an equation in which the nonlinearity occurs only through damping,
namely
(3.1)


utt − α∆u− bdiv
(
((1− δ) + δ|∇ut|q−1)∇ut
)
= 0
(u, ut)|t=0 = (u0, u1)
u|∂Ω = 0.
Proposition 3.1. (i) Let T > 0, b, δ, 1 − δ > 0 and assume
• α ∈ L2(0, T ;L∞(Ω)), ∇α ∈ L2(0, T ;L2(Ω))
• u0 ∈ H10 (Ω).
• q ≥ 1 if d = 1, q > d− 1 if d ∈ {2, 3}
and 

b− (12 +
√
T )‖α‖L2(0,T ;L∞(Ω))
−(12T + (CΩW 1,q+10 ,L∞)
2)‖∇α‖L2(0,T ;L2(Ω)) := b1 > 0 if q = 1,
b(1− δ)− (12 +
√
T )‖α‖L2(0,T ;L∞(Ω))
−12T‖∇α‖L2(0,T ;L2(Ω)) := b1 > 0 if q > 1.
WESTERVELT 15
Then (3.1) has a weak solution
u ∈ C1([0, T ];L2(Ω)) ∩W 1,q+1(0, T ;W 1,q+10 (Ω))
and any solution satisifies the energy estimate
(3.2)
1
2
[
|ut|2L2(Ω)
]t
0
+min{b1, bδ2 }
∫ t
0
(
|∇ut|2L2(Ω) + |∇ut|
q+1
Lq+1(Ω)
)
ds
≤


(
‖α‖L2(0,T ;L∞(Ω)) + ‖∇α‖L2(0,T ;L2(Ω))
)
1
2 |∇u0|L2(Ω) if q = 1,(
‖α‖L2(0,T ;L∞(Ω)) + ‖∇α‖L2(0,T ;L2(Ω))
)
1
2 |∇u0|L2(Ω)
+C( bδ2 ,
q+1
2 )‖∇α‖
q+1
q−1
L2(0,T ;L2(Ω))
if q > 1,
for C( bδ2 ,
q+1
2 ) according to (1.14).
(ii) Let T > 0, b, δ, 1 − δ > 0, and assume that
• α(t, x) ≥ α > 0
• α ∈ C(0, T ;L∞(Ω)), αt ∈ L4/3(0, T ;L2(Ω)), ∇α ∈ L2(0, T ;L4(Ω))
• ‖∇α‖L2(0,T ;L4(Ω)) < 1
• ‖αt‖L2(0,T ;L∞(Ω)) + ‖∇α‖L2(0,T ;L4(Ω)) < α2
• u0 ∈ H10 (Ω), u1 ∈W 1,q+10 (Ω).
• q ≥ 3
Then (3.1) has a weak solution
u ∈ H2(0, T ;L2(Ω)) ∩ C1(0, T,W 1,q+10 (Ω))
and any solution satisfies the energy estimate
(3.3)
1
2‖ut‖2C(0,t;L2(Ω)) + ‖
√
α∇u‖2C(0,t;L2(Ω)) + ‖∇ut‖2L2(0,t;L2(Ω))
+ ‖∇ut‖q+1Lq+1(0,t;Lq+1(Ω))
+ ‖utt‖2L2(0,t;L2(Ω)) + ‖∇ut‖2C(0,t;L2(Ω)) + |∇ut|
q+1
C(0,t;Lq+1(Ω))
≤ C
(
‖∇α‖
q+1
q−1
L2(0,T ;L4(Ω))
+ |u1|2L2(Ω) + ‖α‖C(0,T ;L∞(Ω))|∇u0|2L2(Ω)
+ (‖αt‖L4/3(0,T ;L2(Ω)) + ‖∇α‖L2(0,T ;L4(Ω)))|∇u0|2L4(Ω)
+ ‖α‖C(0,T ;L∞(Ω))
(
|∇u0|2L2(Ω) + |∇u1|L2(Ω)|∇u0|L2(Ω)
)
+ ‖αt‖
q+1
q−1
L4/3(0,T ;L2(Ω))
+ (t3/2‖∇α‖L2(0,T ;L4(Ω)))
q+1
q−1
+ |∇u1|2L2(Ω) + |∇u1|
q+1
Lq+1(Ω)
)
for some constant C > 0.
Proof. Since we deal with an autonomous second order in time PDE, the proof can be done
directly via Galerkin discretization, energy estimates and weak limits.
We therefore only provide the crucial energy estimates for (i) and (ii), which are obtained by
multiplying the discretized version of (3.1) with un,t and un,tt, respectively and integrating by
parts with respect to space and time.
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For (i), from multiplication of the discretized version of (3.1) with un,t we get
1
2
[
|un,t|2L2(Ω)
]t
0
+
∫ t
0
(
b(1− δ)|∇un,t|2L2(Ω) + bδ|∇un,t|
q+1
Lq+1(Ω)
)
ds
=
∫ t
0
∫
Ω
(
−α∇un,t∇un − un,t∇α∇un
)
dx ds
≤
∫ t
0
(
|α(s)|L∞(Ω)|∇un,t(s)|L2(Ω) + |∇α(s)|L2(Ω)|un,t(s)|L∞(Ω)
)
[
|∇u0,n|L2(Ω) +
√
s
∫ s
0
|∇un,t(σ)|2L2(Ω) dσ
]
ds
≤

‖α‖L2(0,T ;L∞(Ω))
√∫ t
0
|∇un,t(s)|2L2(Ω) ds+ ‖∇α‖L2(0,T ;L2(Ω))
√∫ t
0
|un,t(s)|2L∞(Ω) ds


·

|∇u0,n|L2(Ω) +
√
t
∫ t
0
|∇un,t(σ)|2L2(Ω) dσ


which in case q = 1 yields
(3.4)
1
2
[
|un,t|2L2(Ω)
]t
0
+
∫ t
0
(
b(1− δ)|∇un,t|2L2(Ω) + bδ|∇un,t|
q+1
Lq+1(Ω)
)
ds
≤ ‖α‖L2(0,T ;L∞(Ω))
(√
t
∫ t
0
|∇un,t(s)|2L2(Ω) ds+ 12
∫ t
0
|∇un,t(s)|2L2(Ω) ds+ 12 |∇u0,n|2L2
)
+ ‖∇α‖L2(0,T ;L2(Ω))
(
(CΩ
W 1,q+10 ,L∞
)2
∫ t
0
|∇un,t(s)|2Lq+1Ω) ds
+ 12 t
∫ t
0
|∇un,t(s)|2L2(Ω) ds+ 12 |∇u0,n|2L2
)
.
If q > 1, using (1.13) and (1.14), we further estimate
(3.5)
1
2
[
|un,t|2L2(Ω)
]t
0
+
∫ t
0
(
b(1− δ)|∇un,t|2L2(Ω) + bδ|∇un,t|
q+1
Lq+1(Ω)
)
ds
≤ ‖α‖L2(0,T ;L∞(Ω))
(√
t
∫ t
0
|∇un,t(s)|2L2(Ω) ds
+ 12
∫ t
0
|∇un,t(s)|2L2(Ω) ds+ 12 |∇u0,n|2L2
)
+ bδ2
∫ t
0
|∇un,t(s)|q+1Lq+1Ω) ds
+ ‖∇α‖L2(0,T ;L2(Ω))
(
1
2t
∫ t
0
|∇un,t(s)|2L2(Ω) ds + 12 |∇u0,n|2L2
)
+ C( bδ2 ,
q+1
2 )t((C
Ω
W 1,q+10 ,L∞
)2‖∇α‖L2(0,T ;L2(Ω)))
q+1
q−1 .
By our assumptions on smallness of α, the estimates (3.4) and (3.5) yield
(3.6)
1
2
[
|un,t|2L2(Ω)
]t
0
+min{b1, bδ2 }
∫ t
0
(
|∇un,t|2L2(Ω) + |∇un,t|
q+1
Lq+1(Ω)
)
ds
≤


(
‖α‖L2(0,T ;L∞(Ω)) + ‖∇α‖L2(0,T ;L2(Ω))
)
1
2 |∇u0,n|2L2 if q = 1,(
‖α‖L2(0,T ;L∞(Ω)) + ‖∇α‖L2(0,T ;L2(Ω))
)
1
2 |∇u0,n|2L2
+C( bδ2 ,
q+1
2 )t‖∇α‖
q+1
q−1
L2(0,T ;L2(Ω))
if q > 1.
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For (ii), we multiply (3.1) with un,t (but carry out the estimates after multiplication differently)
and with un,tt. By multiplication with un,t we get
(3.7)
1
2
[
|un,t|2L2(Ω) + |
√
α∇un|2L2(Ω)
]t
0
+
∫ t
0
(
b(1− δ)|∇un,t|2L2(Ω) + bδ|∇un,t|
q+1
Lq+1(Ω)
)
ds
=
∫ t
0
∫
Ω
(
1
2αt|∇un|2 − un,t∇α∇un
)
dx ds
≤ 12‖αt‖L2(0,T ;L∞(Ω))‖∇un‖2C(0,T ;L2(Ω))
+ ‖∇α‖L2(0,T ;L4(Ω))
(
1
2‖un,t‖2C(0,T ;L4(Ω)) + 12‖∇un‖2C(0,T ;L2(Ω))
)
which due to our smallness assumption on α implies
(3.8)
1
2 |un,t(t)|2L2(Ω) + c1|
√
α∇un(t)|2L2(Ω) +
∫ t
0
(
b(1− δ)|∇un,t|2L2(Ω) + bδ|∇un,t|
q+1
Lq+1(Ω)
)
ds
≤ ǫ0‖un,t‖q+1C(0,T ;L4(Ω)) + C(ǫ0,
q+1
2 )(
1
2‖∇α‖L2(0,T ;L4(Ω)))
q+1
q−1
+ 12 |u1,n|2L2(Ω) + 12‖α‖C(0,T ;L∞(Ω))|∇u0,n|2L2(Ω)
for c1 =
α
2 − ‖αt‖L2(0,T ;L∞(Ω)) − ‖∇α‖L2(0,T ;L4(Ω)) and some ǫ0 > 0.
Multiplication with un,tt yields∫ t
0
|un,tt(s)|2L2(Ω) ds+
[
b(1−δ)
2 |∇un,t|2L2 + bδq+1 |∇un,t|q+1Lq+1(Ω)
]t
0
=
∫ t
0
∫
Ω
(−α∇un,tt∇un − un,tt∇α∇un) dx ds
=
∫ t
0
∫
Ω
(
αt∇un,t∇un + α|∇un,t|2 − un,tt∇α∇un
)
dx ds −
[∫
Ω
(α∇un,t∇un) dx
]t
0
≤
∫ t
0
(|αt(s)|L2(Ω)|∇un,t(s)|L4(Ω) + |∇α(s)|L4(Ω)|un,tt(s)|L2(Ω))[
|∇u0,n|L4(Ω) + 4
√
s3
∫ s
0
|∇un,t(σ)|4L4(Ω) dσ
]
ds
+ ‖α‖C(0,T ;L∞(Ω))
(
|∇un,t(t)|L2(Ω)|∇un(t)|L2(Ω) + |∇u1,n|L2(Ω)|∇u0,n|L2(Ω) +
∫ t
0
|∇un,t(s)|2L2(Ω) ds
)
≤ ‖αt‖L4/3(0,T ;L2(Ω))
(
(1 + 12 t
3
2 )‖∇un,t‖2L4(0,t;L4(Ω)) + 12 |∇u0,n|2L4(Ω)
)
+ ‖∇α‖L2(0,T ;L4(Ω))
(
‖un,tt‖2L2(0,t;L2(Ω)) + 12 |∇u0,n|2L4(Ω) +
t
3
2
2
‖∇un,t‖2L4(0,T ;L4(Ω))
)
+ ‖α‖C(0,T ;L∞(Ω))
(
|∇u1,n|L2(Ω)|∇u0,n|L2(Ω) + ‖∇un,t‖2L2(0,t;L2(Ω))
)
+ b(1−δ)4 |∇un,t(t)|2L2(Ω) + 1b(1−δ)‖α‖2C(0,T ;L∞(Ω))|∇un(t)|2L2(Ω)
≤ ‖αt‖L4/3(0,T ;L2(Ω)) 12 |∇u0,n|2L4(Ω)
+ ‖∇un,t‖q+1L4(0,T ;L4(Ω)) + C(1,
q+1
2 )((1 +
1
2t
3
2 )‖αt‖L4/3(0,T ;L2(Ω)))
q+1
q−1
+ ‖∇α‖L2(0,T ;L4(Ω))
(
‖un,tt(s)|2L2(0,t;L2(Ω)) + 12 |∇u0,n|2L4(Ω)
)
+ ‖∇un,t‖q+1L4(0,T ;L4(Ω)) + C(1,
q+1
2 )(t
3/2‖∇α‖L2(0,T ;L4(Ω)))
q+1
q−1
+ ‖α‖C(0,T ;L∞(Ω))
(
|∇u1,n|L2(Ω)|∇u0,n|L2(Ω) + ‖∇un,t‖2L2(0,t;L2(Ω))
)
+ b(1−δ)4 |∇un,t(t)|2L2(Ω) + 1b(1−δ)‖α‖2C(0,T ;L∞(Ω))|∇un(t)|2L2(Ω) ,
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which, by smallness of α, implies
(3.9)
∫ t
0
c2|un,tt(s)|2L2(Ω) ds +
[
b(1−δ)
4 |∇un,t|2L2 + bδq+1 |∇un,t|q+1Lq+1(Ω)
]t
0
≤ (‖αt‖L4/3(0,T ;L2(Ω)) + ‖∇α‖L2(0,T ;L4(Ω)))12 |∇u0,n|2L4(Ω)
+ ‖α‖C(0,T ;L∞(Ω))
(
|∇u0,n|2L2(Ω) + |∇u1,n|L2(Ω)|∇u0,n|L2(Ω)
+ ‖∇un,t‖2L2(0,t;L2(Ω))
)
+ 2‖∇un,t‖L4(0,T ;L4(Ω)))q+1
+ C(1, q+12 )‖αt‖
q+1
q−1
L4/3(0,T ;L2(Ω))
+ C(1, q+12 )(t
3/2‖∇α‖L2(0,T ;L4(Ω)))
q+1
q−1
+ 1b(1−δ)‖α‖2C(0,T ;L∞(Ω))|∇un(t)|2L2(Ω)
for c2 = 1− ‖∇α‖L2(0,T ;L4(Ω)). Adding (3.8) and ǫ times (3.9) with ǫ0, ǫ sufficiently small
ǫ < min
{
b(1− δ)
2‖α‖C(0,T ;L∞(Ω))
,
c1αb(1− δ)
2‖α‖2C(0,T ;L∞(Ω))
,
bδ
4(CΩLq+1,L4)
q+1
}
,
ǫ0 <
bδǫ
(q + 1)(CΩLq+1,L4)
q+1
,
where we use q + 1 ≥ 4, yields the energy estimate
1
2‖un,t‖2C(0,t;L2(Ω)) + c1‖
√
α∇un‖2C(0,t;L2(Ω)) +
b(1−δ)
2 ‖∇un,t‖2L2(0,t;L2(Ω))
+ c3‖∇un,t‖q+1Lq+1(0,t;Lq+1(Ω)) + ǫc2‖un,tt‖
2
L2(0,t;L2(Ω))
+ ǫ b(1−δ)2 ‖∇un,t‖2C(0,t;L2(Ω)) + ǫ bδq+1 |∇un,t|
q+1
C(0,t;Lq+1(Ω))
≤ C(ǫ0, q+12 )(12‖∇α‖L2(0,T ;L4(Ω)))
q+1
q−1
+ 12 |u1,n|2L2(Ω) + 12‖α‖C(0,T ;L∞(Ω))|∇u0,n|2L2(Ω)
+ ǫ(‖αt‖L4/3(0,T ;L2(Ω)) + ‖∇α‖L2(0,T ;L4(Ω)))12 |∇u0,n|2L4(Ω)
+ ǫ‖α‖C(0,T ;L∞(Ω))
(
|∇u0,n|2L2(Ω) + |∇u1,n|L2(Ω)|∇u0,n|L2(Ω)
)
+ ǫC(1, q+12 )‖αt‖
q+1
q−1
L4/3(0,T ;L2(Ω))
+ ǫC(1, q+12 )(t
3
2 ‖∇α‖L2(0,T ;L4(Ω)))
q+1
q−1
+ ǫ b(1−δ)2 |∇u1,n|2L2(Ω) + ǫ bδq+1 |∇u1,n|
q+1
Lq+1(Ω)
,
for some c3 > 0, which leads to (3.3). 
Remark 3.2. Note that multiplication with ut (via q ≥ d − 1) according to (3.2) only gives an
L2(0, T ;L∞(Ω)) bound on ut and in order to obtain a C(0, T ;L∞(Ω)) bound, multiplication
with utt is required, cf. (1.8). Thus part (i) of Proposition 3.1 is only an intermediate result.
In part (ii) we make use of a positive sign of the term pertaining to the potential energy in
the equation. However this leads to an L4(Ω) norm term on the right hand side of the energy
identity, which we can only dominate by means of the Lq+1(Ω) norm term on the left hand side.
Hence, for this part, q + 1 ≥ 4 is needed.
Theorem 3.3. Let c2, b, δ, 1 − δ > 0, k ∈ R, q ≥ 3.
There exist κ > 0, m > 0, M > 0, T > 0 such that for all u0 ∈ H10 (Ω), u1 ∈ H10 (Ω)∩W 1,q+1(Ω)
with
(3.10) |u1|2L2(Ω) + |∇u0|2L2(Ω) + |∇u1|2L2(Ω) + |∇u1|
q+1
Lq+1(Ω)
≤ κ2
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there exists a weak solution u ∈ W ⊆ X = H2(0, T ;L2(Ω))∩C1(0, T ;W 1,q+1(Ω)) of (1.5) where
W = {v ∈ X : ‖vtt‖L2(0,T ;L2(Ω)) ≤ m
∧‖∇vt‖C(0,T ;L2(Ω)) ≤ m
∧‖∇vt‖C(0,T ;Lq+1(Ω)) ≤M} .(3.11)
Proof. Relying on Proposition 3.1, we carry out the proof by means of a fixed point argument.
To this end, we define the fixed point operator T : W → X, v 7→ T v = u where u solves (3.1)
with
(3.12) α =
c2
1− 2k˜vt
,
which is well-defined by Proposition 3.1 (ii), since we have
α(t, x) ≥ c
2
1 + 2k˜‖vt‖C(0,T ;L∞(Ω))
≥ c
2
1 + 2k˜CΩ
W 1,q+10 ,L∞
M
≥ 2c
2
3
‖α‖C(0,T ;L∞(Ω)) ≤
c2
1− 2k˜‖vt‖C(0,T ;L∞(Ω))
≤ c
2
1− 2k˜CΩ
W 1,q+10 ,L∞
M
≤ 2c2
‖∇α‖L2(0,T ;L4(Ω)) = ‖
2k˜c2
(1− 2k˜vt)2
∇vt‖L2(0,T ;L4(Ω))
≤ 2k˜c
2
(1− 2k˜CΩ
W 1,q+10 ,L∞
M)2
CΩLq+1,L4
√
TM ≤ k˜c2CΩLq+1,L4
√
TM
‖αt‖L4/3(0,T ;L2(Ω)) = ‖
2k˜c2
(1− 2k˜vt)2
vtt‖L4/3(0,T ;L2(Ω))
≤ 2k˜c
2
(1− 2k˜CΩ
W 1,q+10 ,L∞
M)2
4
√
Tm ≤ 8k˜c2 4
√
Tm ,
where we have used v ∈ W, so the positivity and smallness assumptions on α in Proposition 3.1
are satisfied, provided m, M are sufficiently small, in particular M ≤ (4k˜CΩ
W 1,q+10 ,L∞
)−1.
Hence, the energy estimate (3.3) yields
1
2‖un,t‖2C(0,T ;L2(Ω)) + ‖
√
α∇un‖2C(0,T ;L2(Ω)) + ‖∇un,t‖2L2(0,T ;L2(Ω))
+ ‖∇un,t‖q+1Lq+1(0,T ;Lq+1(Ω))
+ ‖un,tt‖2L2(0,T ;L2(Ω)) + ‖∇un,t‖2C(0,T ;L2(Ω)) + |∇un,t|
q+1
C(0,T ;Lq+1(Ω))
≤C
(
(
√
TM )
q+1
q−1 + |u1|2L2(Ω) + |∇u0|2L2(Ω)
+ (
4
√
Tm+
√
TM )|∇u0|2L4(Ω)
+ |∇u0|2L2(Ω) + |∇u1|L2(Ω)|∇u0|L2(Ω)
+ (
4
√
Tm)
q+1
q−1 + (T 2M )
q+1
q−1
+ |∇u1|2L2(Ω) + |∇u1|
q+1
Lq+1(Ω)
)
.
Thus by making T and the bound κ on the initial data sufficiently small, by an appropriate
choice of m, M we can achieve that u ∈ W. By closedness of W we obtain existence of a
solution.

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Remark 3.4. To see that contractivity and therefore also uniqueness fails for (1.5), consider two
solutions ui = T (vi), i = 1, 2 as well as their difference uˆ = u1 − u2, which is a weak solution to
(3.13)


uˆtt − c21−2k˜v1t ∆uˆ− b(1− δ)∆uˆtbδ
∫ 1
0 div
(
wσ
[
|∇(u2 + σuˆ)t|2∇uˆt
+(q − 1)(∇(u2 + σuˆ)t∇uˆt)∇(u2 + σuˆ)t
] )
dσ = 2k˜c
2
(1−2k˜v1t )(1−2k˜v
2
t )
∆v2vˆt
(uˆ, uˆt)|t=0 = (0, 0),
uˆ|∂Ω = 0,
with vˆ = v1− v2 and wσ(x, t) = |∇(u2+σuˆ)t(x, t)|q−3 as in (2.20). Upon multiplication with uˆt
and integration with respect to space and time, like in the proof of Proposition 2.1 and Theorem
2.3, the bδ term yields a nonnegative contribution on the left hand side. Therewith, similarly to
(3.7), we obtain
1
2

|uˆt|2L2(Ω) + | c√
1− 2k˜v1t
∇uˆ|2L2(Ω)

t
0
+
∫ t
0
b(1− δ)|∇uˆt|2L2(Ω)
=
∫ t
0
∫
Ω
(
− k˜c
2
(1− 2k˜v1t )2
v1tt|∇uˆ|2 + uˆt
2k˜c2
(1 − 2k˜v1t )2
∇v1t∇uˆ
− 2k˜c
2
(1− 2k˜v1t )(1− 2k˜v2t )
∇v2∇vˆt − 4k˜
2c2
(1− 2k˜v1t )2(1− 2k˜v2t )
∇v1t∇v2vˆt
− 4k˜
2c2
(1− 2k˜v1t )(1− 2k˜v2t )2
∇v2t∇v2vˆt
)
dx ds
We see that estimation of the first term on the right hand side (the one containing v1tt|∇uˆ|2)
would require higher spatial summability of v1tt and/or of ∇uˆ. The estimates on these two
quantities, following from v1 ∈ W and from the left hand side of the above estimate on uˆ are
not strong enough for this purpose. However, multiplication of (1.5) with higher time or space
derivatives of u leads to difficulties involving the strong nonlinear damping term; the same holds
for multiplication of (3.13) with uˆtt.
4. Linear wave – nonlinear Westervelt equation coupling via nonlinear strong
damping (1.9)
We make the following assumptions on the spatially varying coefficients λ, k, ̺, b, δ in (1.9):
(4.1)


k, λ, ̺, b ≥ 0, δ ∈ L∞(Ω), 0 ≤ δ ≤ 1,
∃λ, ̺ > 0 : λ ≤ λ(x) , ̺ ≤ ̺(x) in Ω,
∃b, δ > 0 : b ≤ b(x) , δ ≤ δ(x) in Ωnl,
where Ωnl := {x ∈ Ω : k(x) 6= 0}.
Since (1.9) can be viewed as a version of (1.4) with spatially varying coefficients, inspection of
the proof of Theorem 2.3 immediately yields
Corollary 4.1. Let q > d− 1 and suppose assumptions (4.1) are satisfied.
For any T > 0 there is a κT > 0 such that for all u0, u1 ∈ H10 (Ω) ∩W 1,q+1(Ω) with
E1[u](0) + |∇u0|2Lq+1 ≤ κ2T ,
there exists a weak solution u ∈ W (defined as in (2.25) with (2.26) and m sufficiently small) of
(1.9) and u is unique in W.
Remark 4.2. Consider the case that the coefficients λ, k, ̺, b, δ are piecewise constant, for sim-
plicity of exposition, only on two open subdomains ΩI , ΩII with ΩI ∩ ΩII = ∅, ΩI ∪ ΩII = Ω,
WESTERVELT 21
with a smooth interface Γ defined by Γ = ΩI ∩ ΩII . Due to the fact that (cf., e.g., [6], [17])
H1(Ω) = {v ∈ L2(Ω) : v|Ωi = vi ∈ H1(Ωi) , i = I, II , trΓvI = trΓvII} ,
multiplying the PDE (1.9) with v ∈ H1(Ω) and integrating by parts separately on each subdo-
main (cf. equations (2.3), (2.5) in [2]), we arrive at the interface conditions
trΓ(u|ΩI ) = trΓ(u|ΩII )
i.e., continuity of pressure in a trace sense∫
Γ
{
vu|ΩI − vu|ΩII
}
ν v ds = 0 ∀v ∈ H1(Ω)
where vu :=
1
̺
∇u+ b
(
(1 − δ) + δ|∇ut|q−1
)
∇ut ,
i.e., continuity of (modified) normal velocity in a variational sense.
Here the notation for velocity is motivated by the linearized Euler equation ̺vt = −∇p relating
the velocity v with the pressure p, which is denoted by u here.
5. Linear elasticity – nonlinear Westervelt equation coupling via nonlinear
strong damping (1.10)
In this section we consider the coupled nonlinear acoustic – elastic system
(5.1)


̺(x)utt − BT 11−2k˜(x)ψt [c](x)Bu
+BT
(
((1− δ(x)) + δ(x)|But|q−1)[b](x)But
)
= 0,
(u,ut)|t=0 = (u0, u1),
u|∂Ω = 0,
−∆ψ = −divuψ|∂Ω = 0.
We again assume that Ω ⊆ Rd is an open bounded set with Lipschitz boundary and impose the
following conditions on the coefficients in (5.1)
(5.2)


k˜, ̺, [b], [c], δ ∈ L∞(Ω), 0 ≤ δ ≤ 1,
with [b(x)], [c(x)] symmetric positive semidefinite matrices,
∃̺, ̺, c, c, γ > 0 : ̺ ≤ ̺(x) ≤ ̺,
c ≤ λmin([c(x)]) ≤ λmax([c(x)]) ≤ c,
γ ≤ (1− δ(x))λmin([b(x)]), in Ω,
∃δ, b, b > 0 ∃δ < 1 : b ≤ λmin([b(x)]) ≤ λmax([b(x)]) ≤ b,
δ ≤ δ(x) ≤ δ, in Ωnl,
where Ωnl := {x ∈ Ω : k˜(x) 6= 0} is an open domain and
Ωnl is a compact subset of Ω or Ω has C
2 boundary .
In particular, strong linear damping is required in the whole domain, whereas strong nonlinear
damping is only needed in the region Ωnl of nonlinear acoustics.
Similarly to Theorem 3.3 we obtain the following local existence result
Theorem 5.1. Let q ≥ 3 and assumption (5.2) be satisfied.
There exist κ > 0, m > 0, a > 0, M > 0, T > 0 such that for all u0,u1 ∈ (H10 (Ω))d,
u1|Ωnl ∈ (W 1,q+1(Ωnl))d with
|u1|2L2(Ω) + |Bu0|2L2(Ω) + |Bu1|2L2(Ω) + |Bu1|
q+1
Lq+1(Ωnl)
≤ κ2
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we have existence of a weak solution u ∈ W ⊆ H2(0, T ; (L2(Ω))d) ∩C1(0, T ; (H10 (Ω))d) of (5.1)
where
(5.3)
W = {v ∈ X : ‖vtt‖L2(0,T ;L2(Ω)) ≤ m
∧ ‖Bvt‖C(0,T ;L2(Ω)) ≤ a
∧ ‖Bvt‖C(0,T ;Lq+1(Ωnl)) ≤M} .
Proof. Recall that ψ is related to u via −∆ψ = −divu and that we impose homogeneous
Dirichlet boundary conditions on ψ. Like in the proof of Theorem 3.3 we can use a fixed point
argument with an operator T mapping v to a weak solution of
(5.4)


̺(x)utt − BTα(t, x)[c](x)Bu
+BT
(
((1− δ(x)) + δ(x)|But|q−1)[b](x)But
)
= 0,
(u,ut)|t=0 = (u0, u1),
u|∂Ω = 0,
where
α(t, x) =
1
1 + 2k˜(x)(−∆)−1divvt(t, x)
,
−∆ denotes the Laplace operator on Ω with homogeneous Dirichlet boundary conditions on ∂Ω,
and C∆,Ωnl is the constant in the regularity estimate
‖(−∆)−1f‖H2(Ωnl) ≤ C∆,Ωnl‖f‖L2(Ω) .
Existence of a weak solution for fixed v ∈ W can be shown like in Proposition 3.1. In particular
by choosing a sufficiently small so that
2‖k˜‖L∞(Ωnl)C∆,ΩnlCH2(Ωnl),L∞(Ωnl)a < 1
we have that
α(t, x) ≥ 1
1 + 2‖k˜‖L∞(Ωnl)C∆,ΩnlCH2(Ωnl),L∞(Ωnl)a
=: α > 0
α(t, x) ≤ 1
1− 2‖k˜‖L∞(Ωnl)C∆,ΩnlCH2(Ωnl),L∞(Ωnl)a
=: α <∞
|αt(t, x)| =
∣∣∣∣∣ 2k˜(x)(1 + 2k˜(x)(−∆)−1divvt(t, x))2 (−∆)−1divvtt(t, x)
∣∣∣∣∣
≤ 2‖k˜‖L∞(Ωnl)|(−∆)
−1divvtt(t, x)|
1− 2‖k˜‖L∞(Ωnl)C∆,ΩnlCH2(Ωnl),L∞(Ωnl)a
on Ωnl
αt(t, x) = 0 on Ω \Ωnl
‖αt‖Lp(0,T ;L2(Ω)) ≤
2‖k˜‖L∞(Ωnl)‖∇(−∆)−1divvtt‖Lp(0,T ;L2(Ω))
1− 2‖k˜‖L∞(Ωnl)C∆,ΩnlCH2(Ωnl),L∞(Ωnl)a
≤ 2‖k˜‖L∞(Ωnl)T
2−p
2p m
1− 2‖k˜‖L∞(Ωnl)C∆,ΩnlCH2(Ωnl),L∞(Ωnl)a
=:αT
2−p
2p m, p ∈ [1, 2]
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for v ∈ W, provided a is chosen sufficiently small. By multiplying (5.4) with ut+εutt we obtain
1
2
[
|√̺ut|2L2(Ω)
]t
0
+ 12
[
|
√
α[c]Bu|2L2(Ω)
]t
0
+ ε
∫ t
0
|√̺utt|2L2(Ω) ds
+
∫ t
0
(
|
√
(1− δ)[b]But|2L2(Ω) + |
√
δ[b]But|q+1Lq+1(Ωnl)
)
ds
+ ε
[
1
2 |
√
(1− δ)[b]But|2L2(Ω) + 1q+1 | q+1
√
δ[b]But|q+1Lq+1(Ωnl)
]t
0
= 12
∫ t
0
∫
Ωnl
(
αt[c]Bu
)TBu dx ds
+ ε
∫ t
0
|
√
α[c]But(s)|2L2(Ω) ds+ ε
∫ t
0
∫
Ωnl
(
αt[c]Bu
)T
But dx .ds
− ε
[∫
Ω
(
α[c]Bu
)TBut dx]t
0
.
We estimate the right-hand side and arrive at
1
2
[
|√̺ut|2L2(Ω)
]t
0
+ 12
[
|
√
α[c]Bu|2L2(Ω)
]t
0
+ ε
∫ t
0
|√̺utt|2L2(Ω) ds
+
∫ t
0
(
|
√
(1− δ)[b]But|2L2(Ω) + |
√
δ[b]But|q+1Lq+1(Ωnl)
)
ds
+ ǫ
[
1
2 |
√
(1− δ)[b]But|2L2(Ω) + 1q+1 | q+1
√
δ[b]But|q+1Lq+1(Ωnl)
]t
0
≤ 12αt
1
2mc
∫ t
0
|Bu(s)|2L4(Ωnl)ds
+ εαc
∫ t
0
|But(s)|2L2(Ω) ds+ εαmc
∫ t
0
|Bu(s)|L4(Ωnl)|But(s)|L4(Ωnl)ds
+ εαc
(
|Bu(t)|L2(Ω)|But(t)|L2(Ω) + |Bu0|L2(Ω)|Bu1|L2(Ω)
)
≤ αmc
(
t
3
2 |Bu0|L4(Ωnl) + t3‖But‖2L4(0,T ;L4(Ωnl))
)
+ εαc
∫ t
0
|But(s)|2L2(Ω) ds+ εαmc
(
1
2 |Bu0|L4(Ωnl) + 32 t
3
2 ‖But‖2L4(0,T ;L4(Ωnl))
)
+ εγ4 |But(t)|2L2(Ω) + ε
(αc)2
γ |Bu(t)|2L2(Ω) + εαc|Bu0|L2(Ω)|Bu1|L2(Ω),
thus by (5.2) using (1.13), (1.14) in
αmc(t3 + ε32 t
3
2 )‖But‖2L4(0,T ;L4(Ωnl))
≤ δb4 ‖But‖q+1Lq+1(0,T ;Lq+1(Ωnl)) + C(
δb
4 ,
q+1
2 )
(
αmc(t3 + ε32 t
3
2 )t
q−3
2(q+1) (CΩLq+1,L4)
2
) q+1
q−1
we get
(5.5)
1
4̺‖ut‖2C(0,T ;L2(Ω)) + (14αc−
(εαc)2
γ )‖Bu‖2C(0,T ;L2(Ω)) + ε2̺‖utt|2L2(0,T ;L2(Ω))
+ (12γ − εαc)‖But‖2L2(0,T ;L2(Ω)) +
δb
4 ‖But‖q+1Lq+1(0,T ;Lq+1(Ωnl))
+ ε2
(
1
2γ‖But‖2C(0,T ;L2(Ω)) + 1q+1δb‖But‖
q+1
C(0,T ;Lq+1(Ωnl))
)
≤ εαc|Bu0|L2(Ω)|Bu1|L2(Ω) + εαc|Bu0|L2(Ω)|Bu1|L2(Ω)
+ ̺|u1|2L2(Ω) + α|Bu0|2L2(Ω) + ε
(
b|Bu1|2L2(Ω) + 2q+1b|Bu1|
q+1
Lq+1(Ωnl)
)
+ C( δb4 ,
q+1
2 )
(
αmc(t3 + ε32t
3
2 )t
q−3
2(q+1) (CΩLq+1,L4)
2
) q+1
q−1
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Thus by choosing ε, κ sufficiently small, we obtain u ∈ W . 
Due to the appearance of positive powers of t in the energy estimate (5.5), also here only a
local in time well-posedness result can be expected. Morever, for similar reasons as in Section 3
uniqueness is not likely to hold here, see Remark 3.4.
Remark 5.2. Again we can derive an interface condition in the case that the coefficients λ, µ, k, ̺, b, δ
are piecewise constant, i.e., in a setting similar to the one of Remark 4.2. This yields
trΓ(u|ΩI ) = trΓ(u|ΩII )
i.e., continuity of velocity in a trace sense∫
Γ
{
σu|ΩI − σu|ΩII
}
ν v ds = 0 ∀v ∈ (H1(Ω))d
where σu := [c]Bu+ ((1− δ(x)) + δ(x)|But|q−1)[b](x)But ,
i.e., continuity of (modified) normal stresses in a variational sense.
6. The Westervelt equation in acoustic pressure formulation with p-Laplace
damping (1.3)
Similarly to Section 2, we start with a result on the equation
(6.1)


(1 + α)utt − c2 div
(
∇u+ ε|∇u|p−1∇u
)
− b∆ut + fut = g
(u, ut)|t=0 = (u0, u1)
u|∂Ω = 0.
Proposition 6.1. Let T > 0, c2, ε > 0, b ≥ 0 and assume that
• α ∈ C(0, T ;L∞(Ω)), αt ∈ L∞(0, T ;L2(Ω)), −1 < −α ≤ α(t, x) ≤ α,
• f ∈ L∞(0, T ;L2(Ω)),
• g ∈ L2(0, T ;L4/3(Ω)),
• u0 ∈ H10 (Ω), u1 ∈ L2(Ω).
with
‖f − 1
2
αt‖L∞(0,T ;L2(Ω)) ≤ b <
b
(CΩ
H10 ,L4
)2
.
Then (6.1) has a weak solution
u ∈ X˜ := C1(0, T ;L2(Ω)) ∩ C(0, T ;H10 (Ω))
∩ C(0, T ;W 1,p+10 (Ω)) ∩ H1(0, T ;H10 (Ω))
which is unique in X˜ and satisfies the energy estimate
(6.2)
[
1
2
∫
Ω
(1 + α)(ut)
2 dx+
c2
2
|∇u|2L2(Ω) +
c2ε
p+ 1
|∇u|p+1Lp+1(Ω)
]t
0
+ bˆ
∫ t
0
|∇ut|2L2(Ω) ds ≤
1
4bˇ
‖g‖2L2(0,T ;L4/3(Ω)).
where bˆ = b− (b+ bˇ)(CΩH1,L4)2 and bˇ = b(CΩ
H1,L4
)2
− b.
In particular, for the energy
(6.3) E [u](t) :=
[
|ut|2L2(Ω) + |∇u|2L2(Ω) + |∇u|
p+1
Lp+1(Ω)
]
(t)
we have
(6.4) E [u](t) + c1
∫ t
0
|∇ut|2L2(Ω) ds ≤ C2
(
E [u](0) + ‖g‖L2(0,T ;L4/3(Ω))
)
for some constants c1, C2 only depending on α, c, b, ε, p and C
Ω
H1,L4.
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Proof. The proof can be done analogously to the one of Proposition 2.1 by first showing that
(6.5) below holds for smooth approximations αk, fk and gk of α, f and g by means of Galerkin’s
method, energy estimates and weak limits and then letting αk → α, fk → f and gk → g,
respectively. Here, we omit details and only show the key energy estimates. The weak form of
(6.1) reads as
(6.5)
∫
Ω
{
(1 + α)uttw + c
2
(∇u+ ε|∇u|p−1∇u)∇w + b∇ut∇w} dx
=
∫
Ω
(g − fut)w dx ∀w ∈W 1,p+10 (Ω),
with initial conditions (u0, u1).
Testing (6.5) with w = ut(t) and integrating with respect to time yields[
1
2
∫
Ω
(1 + α) (ut)
2 dx+
c2
2
|∇u|2L2(Ω)
+
c2ε
p+ 1
|∇u|p+1
Lp+1(Ω)
]t
0
+ b
∫ t
0
|∇ut|2L2(Ω) ds
= −
∫ t
0
∫
Ω
(
f − 1
2
αt
)
(ut)
2 dx ds +
∫ t
0
∫
Ω
gut dx ds
≤ (b+ bˇ)
∫ t
0
|ut|2L4(Ω) ds+
1
4bˇ
‖g‖2L2(0,T ;L4/3(Ω)),
hence, by bˆ = b− (b+ bˇ)(CΩH1,L4)2 > 0, we arrive at (6.2), which directly implies (6.4). 
Remark 6.2. Note that in the case of p-Laplace damping we do not obtain a higher order energy
estimate like in the proof of Proposition 2.1. Testing (6.5) with w = utt yields∫ t
0
∫
Ω
{
(1 + α)(utt)
2 dx ds +
b
2
|∇un,t|2
∣∣t
0
= c2
∫ t
0
|∇ut|2L2(Ω) ds − c2
[∫
Ω
∇u∇ut dx
]t
0
− c2ε
∫ t
0
∫
Ω
|∇u|p−1∇u∇utt dx ds−
∫ t
0
∫
Ω
(fut − g)utt dx ds,
but here the first term in the third line cannot be controlled.
Using Proposition 6.1 we now show local existence of solutions.
Theorem 6.3. Let c2, b, ε > 0, k ∈ R, p > d− 1.
For any T > 0 there is a sufficiently small κT > 0 such that for all u0 ∈W 1,p+10 (Ω), u1 ∈ L2(Ω)
with
(6.6) E [u](0) = |u1|2L2(Ω) + |∇u0|2L2(Ω) + |∇u0|
p+1
Lp+1(Ω)
≤ κ2T
there exists a weak solution u ∈ W of (1.3) where
W = {v ∈ X˜ : ‖vt‖L∞(0,T ;L2(Ω)) ≤ m
∧ ‖∇vt‖L2(0,T ;L2(Ω)) ≤ m
∧ ‖∇v‖L∞(0,T ;Lp+1(Ω)) ≤M}(6.7)
where m and M are sufficiently small and 2kC
W 1,p+10 ,L∞
M < 1 is satisfied.
Proof. We define the fixed point operator T : W → X˜, v 7→ T v = u where u is a solution of
(6.1) with
α = 2kv , f = 2kvt , g = 0 ,
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which is well-defined by Proposition 6.1. First, note that
‖f − 1
2
αt‖L∞(0,T ;L2(Ω) ≤ km
and, that by assumption we have α ∈ C(0, T ;L∞(Ω)), −1 < −α ≤ α(t, x) ≤ α, with α = α =
2kCW 1,p+10 ,L∞
M < 1.
Hence, we can make use of the energy estimate (6.2) to conclude
1− α
2
|ut(t)|2L2(Ω) +
c2
2
|∇u(t)|2L2(Ω) +
c2ε
p+ 1
|∇u(t)|p+1Lp+1(Ω) + bˆ‖∇ut‖L2(0,t;L2(Ω))
≤ 1 + α
2
|u1|2L2(Ω) +
c2
2
|∇u0|2L2(Ω) +
c2ε
p+ 1
|∇u0|p+1Lp+1(Ω)
which, together with the initial bound (6.6), leads to the estimates
‖ut‖2L∞(0,T ;L2(Ω)) ≤
2
1− αLκ
2
T ,
‖∇ut‖2L2(0,T ;L2(Ω)) ≤
1
bˆ
L κ2T ,
‖∇u‖p+1L∞(0,T ;Lp+1(Ω)) ≤
p+ 1
c2ε
Lκ2T ,
where L := 1+α2 +
c2
2 +
c2ε
p+1 . Choosing κT so small that
2
1− αLκ
2
T ≤ m2,
1
bˆ
L κ2T ≤ m2,
p+ 1
c2ε
Lκ2T ≤Mp+1
implies ‖ut‖L∞(0,T ;L2(Ω)) ≤ m, ‖∇ut‖L2(0,T ;L2(Ω)) ≤ m, ‖∇u‖L∞(0,T ;Lp+1(Ω)) ≤ M and thus
u ∈ W which proves that T : W → W is a self-mapping. The closedness of W is trivial.
Existence of solutions can be obtained by a compactness argument: Since W is bounded in the
dual of a separable Banach space, it is w∗-compact. Hence the sequence of fixed point iterates
un defined by T un = T un−1 where u0 is chosen compatible with initial and boundary conditions
has a w∗-convergent subsequence whose w∗-limit u lies in W. Furthermore, as by
(1− 2kun−1)untt − c2 div
(
∇un + ε|∇un|p−1∇un
)
− b∆unt = 2kun−1t unt
and integration by parts with respect to time we have∫ T
0
∫
Ω
{− ut((1− 2ku)φ)t + [c2(∇u+ ε|∇u|p−1∇u) + b∇ut]∇φ− 2k(ut)2φ}dx ds
=
∫ T
0
∫
Ω
{
− (u− un)t((1 − 2ku)φ)t + 2kunt ((u− un−1)φ)t
− 2k(ut − unt )utφ− 2k(ut − un−1t )unt φ+ [c2∇(u− un) + b∇(u− un)t]∇φ
+ c2ε
∫ 1
0
w˜σ [|∇(un + σuˆ)|2∇uˆ+ (p − 1)(∇(un + σuˆ)∇uˆ)∇(un + σuˆ)]dσ∇φ
}
dx ds
→ 0 as k →∞
for any φ ∈ C∞0 ((0, T ) × Ω) where w˜σ(x, t) = |∇(un + σuˆ)|p−3, uˆ = u − un, the w∗-limit u
satisfies the PDE in a weak sense which completes the proof of existence. 
Remark 6.4. In Theorem 6.3 but contractivity of T could not be proved, similarly to Sections 3
and 5; see also Remark 3.4. Suppose vi ∈ W, ui = T vi, i = 1, 2 solve (1.3). Then, similarly to
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(2.28) we obtain
(6.8)


(1− 2kv1)uˆtt − c2∆uˆ− c2ε
∫ 1
0 div
(
w˜σ
[|∇(u2 + σuˆ)|2∇uˆ
+(p− 1)(∇(u2 + σuˆ)∇uˆ)∇(u2 + σuˆ)] )dσ
−b∆uˆt − 2kv1t uˆt = 2k(vˆu2tt + vˆtu2t )
(uˆ, uˆt)|t=0 = (0, 0)
uˆ|∂Ω = 0.
for uˆ = u1 − u2, vˆ = v1 − v2, with w˜σ(x, t) = |∇(u2 + σuˆ)(x, t)|p−3. Multiplication of (6.8)
with uˆ as well with uˆt leads to problems with the first or fourth term, respectively. Therefore,
uniqueness of solutions of solutions remains open.
For this equation we even have global existence and exponential decay of the energy
E[u](t) =
1
2
|√1− 2kuut|2L2(Ω) +
c2
2
|∇u|2L2(Ω) +
c2ε
p+ 1
|∇u|p+1Lp+1(Ω).
Theorem 6.5. Let c2, b, ε > 0, k ∈ R, p > d− 1.
There exist κ, κ > 0 such that for all (u0, u1) ∈W 1,p+10 (Ω)× L2(Ω) with
E[u](0) =
1
2
|
√
1− 2ku0u1|2L2(Ω) +
c2
2
|∇u0|2L2(Ω) +
c2ε
p+ 1
|∇u0|p+1Lp+1(Ω) ≤ κ
2
there exists a weak solution u of (1.3) for all times which satisfies
E[u](t) ≤ κ2.
Moreover, there exists ω > 0 such that the exponential decay estimate
E[u](t) ≤ E[u](0) exp(−ωt)
holds.
Proof. The crucial energy estimate is obtained by multiplication of (1.3) with ut (using (1 −
2ku)ututt =
1
2
d
dt [(1− 2ku)(ut)2 + k(ut)3)[1
2
|√1− 2kuut|2L2(Ω) +
c2
2
|∇u|2L2(Ω) +
c2ε
p+ 1
|∇u|p+1Lp+1(Ω)
]t
0
+ b
∫ t
0
|∇ut(s)|2L2(Ω) ds
= k
∫ t
0
∫
Ω
(ut(s))
3 dx ds ≤ k sup
s∈(0,t)
|ut(s)|L2(Ω)
∫ t
0
|ut|2L4(Ω) ds
≤ kCΩH10 ,L4
2
sup
s∈(0,t)
|ut(s)|L2(Ω)
∫ t
0
|∇ut|2L2(Ω) ds
as long as u exists and is pointwise bounded away from 12k
−1 < −α ≤ −2ku(s, x) ≤ α ∀s ∈ (0, t) , x ∈ Ω
which is true for sufficiently short time according to Theorem 6.3. Hence, if
|ut(0)|2L2 ≤
2
1− αE[u](0) ≤
2
1− ακ
2 <
( b
k(CΩ
H10 ,L4
)
2
)2
,
the energy decreases monotonically with time,
(6.9) E[u](t) + b˜
∫ t
0
|∇ut(s)|2L2(Ω) ds ≤ E[u](0)
with b˜ = b −
√
2
1−ακk(C
Ω
H10 ,L4
)2 > 0 and global existence can be concluded. Equipartition of
energy, which we get by multiplication of (1.3) with u and integration over space and time, here
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reads as ∫ t
0
{
−|√1− 4kuut|2L2(Ω) + c2|∇u|2L2(Ω) + c2ε|∇u|
p+1
Lp+1(Ω)
}
ds
+b
[
|∇u|2L2(Ω)
]t
0
= −
[∫
Ω
(1− 2ku)uut dx
]t
0
,
hence
(6.10)
∫ t
0
|ut(s)|2L2(Ω) ds ≥
1
1 + 2α
∫ t
0
{
c2|∇u|2L2(Ω) + c2ε|∇u|
p+1
Lp+1(Ω)
}
ds
+
b
1 + 2α
(
|∇u(t)|2L2(Ω) − |∇u(0)|2L2(Ω)
)
− 1 + α
1 + 2α
(
C2PF |∇u(t)|2L2(Ω)
+ |ut(t)|2L2(Ω) + C2PF |∇u(0)|2L2(Ω) + |ut(0)|2L2(Ω)
)
.
Thus we can split the term b
∫ t
0 |∇ut(s)|2L2(Ω) ds in (6.9) as follows
b
∫ t
0
|∇ut(s)|2L2(Ω) ds
≥ b
C2PF
∫ t
0
{
(1− λ)|ut(s)|2L2(Ω) +
λc2
1 + 2α
|∇u(s)|2L2(Ω) +
λc2ε
1 + 2α
|∇u(s)|p+1Lp+1(Ω)
}
ds
+
λb2
C2PF (1 + 2α)
(
|∇u(t)|2L2(Ω) − |∇u(0)|2L2(Ω)
)
− λb
2C2PF
1 + α
1 + 2α
(
C2PF |∇u(t)|2L2(Ω) + |ut(t)|2L2(Ω) + C2PF |∇u(0)|2L2(Ω) + |ut(0)|2L2(Ω)
)
which inserted into (6.9) with λ ∈ (0, 1) sufficiently small implies
E[u](t) + c
∫ t
0
E[u](s) ds ≤ CE[u](0)
for some constants c, C > 0 and all t > 0. This relation by a standard argument implies
exponential decay of E[u](t). 
7. Conclusions and Remarks
The introduction of nonlinear strong damping in equations of nonlinear acoustics allows us
to prove existence of solutions with weaker regularity; in particular, this enables us to show
well-posedness of solutions to coupled acoustic-acoustic and acoustic-elastic problems. However,
the nonlinear strong damping also introduces additional challenges to the analysis: due to the
relatively high order of differentiation they contain, these terms only allow to derive energy
estimates for certain low order multipliers. For this reason, for some of the equations under
consideration, uniqueness of solutions remains open.
The presence of the linear strong damping term −∆ut would seem to imply that the use of
a nonlinear strong damping −div (|∇ut|q−1∇ut) of viscosity type is more natural, it turns out
that a p-Laplace damping term −div (|∇u|q−1∇u) yields some nicer mathematical properties
such as global in time existence and exponential decay; uniqueness, however, remains an open
problem for this formulation. Here we have only investigated the p-Laplace damping for the
acoustic pressure formulation; we do expect that global existence and exponential decay will
also carry over to the velocity potential formulation (1.5) and to the coupled problems (1.9),
(1.10) upon replacement of viscosity by p-Laplace damping. This setting together with a choice of
different boundary conditions (e.g., practically relevant Neumann as well as absorbing boundary
conditions) will be subject of future research.
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