In this paper, we propose a new algorithm for calculating the exact poles of the admittance matrix of RLCG interconnects. After choosing dominant poles and corresponding residues, each element of the exact admittance matrix is approximated by partial fraction. A procedure to obtain the residues that guarantee the passivity is also provided, based on experimental studies. In the procedure the residues are calculated by using the least squares method so that the partial fraction matches each element of the exact admittance matrix in the frequency-domain. From the partial fraction representation, the asymptotic equivalent circuit models which can be easily simulated with SPICE are synthesized. It is shown that an efficient model-order reduction is possible for short-length interconnects.
Introduction
The analysis and design of high speed LSI chips are becoming more and more important, because the sub-circuits coupled with interconnects embedded in the substrate sometimes cause the fault switching operations due to the signal delays, crosstalks, reflections and so on [1] - [5] . The Elmore resistance-capacitance (RC) delay metric is popular due to its simple closed-form expression, computation speed and fidelity with respect to the simulation [4] . The closed-form combining with the delay and crosstalk is firstly presented in the reference [5] . The modified algorithms are proposed later for the improvement of the accuracy and the practical applications in the simulations [6] - [9] . AWE (asymptotic waveform evaluation method) [10] is widely used as a reduction technique of the large scale of linear networks, the algorithm is based on a moment-matching technique and Padé approximation. However, the method sometimes become erroneous, if there exist the poles far from the origin. To overcome the problem, CFH (complex frequency hopping) [11] and multi-point Padé approximation [12] methods are proposed. In these reduction algorithms, the reduced circuits sometimes become unstable in the time domain even if all the poles are located in the left hand side of the complex plane. The ill-condition can be † † The author is with the Faculty of Engineering, Kagawa University, Takamatsu-shi, 761-0396 Japan.
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a) E-mail: kawata@fe.bunri-u.ac.jp overcome by PVL (Padé via Lanczos process) [13] , and PRIMA (passive reduced-order interconnect macromodeling algorithm) [2] , [14] . In order to apply these algorithms to the interconnects, we need two steps such that each interconnect is firstly modeled by a finite order system, and Arnoldi-based congruence transformation is applied to the system to form its reduced order model. In this paper, we consider LSIs such as ASIC or SoC (System on a Chip) are coupled with interconnects embedded in the substrate. In this case, the diffusion resistance components of the interconnects are generally assumed to be very large compared to those of PCBs [3] and the lengths are very short. From the telegrapher's equation of the interconnects, the admittance matrix can be derived from the relations at the near and far ends [1] . We propose here a new computational algorithm for calculating the exact poles in the complex plane. Next, each of the elements of the admittance matrix is approximated by partial fraction using dominant poles around the origin, where the corresponding residues are evaluated by the least squares method. A computational procedure to obtain the residues that guarantee the passivity is also provided. Thus, the admittance matrix are reduced as the partial fractions and are subsequently synthesized as asymptotic equivalent circuits.
We present the numerical methods for calculating the exact poles and corresponding residues in Sect. 2. Section 2.3 shows the asymptotic equivalent circuits of the interconnects. Illustrative examples are given in Sect. 3. First, distribution of poles for some cases is investigated. Then, using the residues estimated by the least squares method, we calculate the frequency response curves and compared them with the exact ones. Here, it will be investigated that how the passivity of partial fractions obtained from poleresidue pairs breaks and why inaccurate residues are obtained. Based on the considerations, we provide a procedure to guarantee the passivity of the asymptotic circuits. Furthermore, SPICE simulations using the asymptotic equivalent circuit and the built-in lossy transmission line model of SPICE are carried out and the transient waveforms are compared. It is found that the transient responses obtained by the macromodels are in good agreement with those of SPICE model as the number of poles increases, and that the order of partial fractions can be efficiently reduced for shortlength interconnects.
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Calculation of Exact Poles of Interconnects
Admittance Matrix of Interconnects and Its Poles
Now, consider a uniform N coupled RLCG interconnects described by the following telegrapher's equations:
where, V(x, s) ∈ R N and I(x, s) ∈ R N are the voltage and current vectors at x, and R ∈ R N×N , L ∈ R N×N ,C ∈ R
N×N
and G ∈ R N×N are the resistance, inductance, capacitance and conductance matrices per unit length, respectively. These are non-negative definite symmetric matrices. From (1), we have
Let us introduce the transform matrices P v (s) and P c (s) in order to transform (2) into diagonal forms. Thus, we have
When a complex frequency s is given, the eigenvalues γ i (s) 2 and the corresponding eigenvectors can be uniquely obtained. Because P v (s) and P c (s) have the eigenvectors as the columns, these matrices can be also uniquely determined for the complex frequency s. P c (s) satisfies the following relations:
. Then, the input and output relations at the near and far ends are described by the admittance matrix as follows [1] :
where d is the length of the interconnects, and {V(0, s), V(d, s)} and {I(0, s), I(d, s)} denote the terminal voltage and current vectors of the interconnects, respectively. The submatrices Y i j (s) ∈ R N×N of the admittance matrix are given by:
Observe that all the poles of admittance matrix can be found at the locations satisfying sinh γ i (s) = 0, i = 1, 2, . . . , N. Thus, we have the following theorem for calculation of the exact poles.
Theorem 1:
The locations of poles satisfying the relations (7) are found by solving the following equation:
Proof: In the case of n 0, we have from (7) that the poles satisfy the following relations:
Since the transform matrices P v (s) and P c (s) are nonsingular for the nonzero eigenvalues, the poles satisfying the above two relations are given by
Therefore, the characteristic equation from the telegrapher's equation (1) has to satisfy the relation (8).
Q.E.D. Corollary 1.1: The poles at n = 0 satisfy the following relation:
We have γ i = 0 at n = 0. Thus, using the relation of (4), we have the following relation:
Q.E.D.
Numerical Methods for Calculating Exact Poles
Generally, it is not easy to calculate the poles using the relation (8) . Hence, we apply Leverrier-Faddeeva algorithm [16] in order to obtain the characteristic equation |sI−A| = 0 for the relation (8) . Setting (8) into
we have
where α k (s) is found by the following recurrence formulae:
Note that the maximum degree of (14) (7) is approximated by the partial fractions that is composed of the dominant poles and the corresponding residues, in the following forms † :
where N is the number of conductors and M shows the number of complex conjugate pairs for each γ i (s).
It has been shown in [18] that the absolute values of residues are the same, but their signs change alternately with n; i.e.,
Therefore, there is no need to evaluate the residues for (17).
Equations (16) and (17) are divided into two parts depending on whether n is odd or even, where the first term in the equations corresponds to the case of n = 0 and is included in the even part. Since all elements of the approximated submatricesŶ 11 ,Ŷ 12 ,Ŷ 21 , andŶ 22 are separated into the odd and even parts, we can express the submatrices with the two new submatrices Y a and Y b as follows.
where Y a and Y b are corresponding to the odd and even parts, respectively. The asymptotic equivalent circuit models to be synthesized must satisfy the relations (16)-(19).
Asymptotic Equivalent Circuit of Interconnects
In this subsection, we derive the asymptotic equivalent circuit models that satisfy the relations (16)- (19) . Each term of partial fractions (16) and (17) is synthesized by the circuit models shown in Figs. 1(a) and (b), where the circuit parameters are given by (16) and (17). 
Each element of the admittance matrix (19) is modeled by parallel connection of the sub-circuits shown in Fig. 1 . For example, in the case of single-conductor interconnect, we have the circuits shown in Observe that the circuit of Fig. 3 does not contain any controlled source, so that the circuit is passive if all of the circuit parameters have positive values. Also, it should be noted that the circuit shown in Fig. 4(a) is passive if the circuit shown in Fig. 3 is passive. The macromodels can † To avoid confusion about suffix notation, the suffix (i, j) is omitted in (16)- (17). be easily implemented on any kind of SPICE-like simulators, since the asymptotic circuits are composed of typical circuit elements only. The model of two conductors interconnect is realized by the use of 4 current transformers as shown in Fig. 5 . The asymptotic equivalent circuit for multiconductor interconnect is shown in Fig. 6 , which is easily modeled with SPICE. 
Numerical Procedure for Calculating Residues
The residues satisfying (16) can be calculated by the least squares method. The frequency response curve of each element of the admittance matrix (7) must be matched to the exact one, namely
where X is unknown vector containing the residues, and B is column vector consisted of exact sampled frequencydomain data:
and each element of A is given as:
The least squares solution X can be found by using QR factorization so that ||B − AX|| 2 is minimized. In order to guarantee the passivity of the macromodels, the following trial-and-error approach for calculating the residues is provided. In Sect. 3, it will be explained in detail how the following procedure ensures the passivity of the macromodels.
Step 1) Determine the highest frequency f max considering the frequency spectrum of input pulse signals.
Step 2) Choose all poles with the imaginary part less than or equal to 2π f max and further several extra poles beyond the frequency. Let the number of the former and the latter be M and α, respectively. Thus the value of M in (23) and (26) is replaced with M ext = M + α. The appropriate initial value of α is about 5 ∼ 10.
Step 3) Perform the least squares fitting and subsequently truncate the extra α pole-residue pairs beyond 2π f max .
Step 4) If all of the residues (23) and the resulting circuit parameters (20) and (21) are positive, finish the computation; otherwise increase the number of extra poles α and return to Step 3.
It should be noted that the proposed method enforces the passivity of the interconnect macromodels. All the values of the passive elements included in the macromodels are constrained to be positive. Hence, the macromodels are guaranteed to be passive.
Illustrative Examples
Distribution of Poles
First, we investigate distribution of poles in the complex plane by the computational method described in the subsection 2.2, because this gives us very important information to choose dominant poles. The parameters of interconnects are set as follows: and the values of N, r and d (resp., the number of conductors, the resistance component and the length of interconnect) are changed in the examples. Figure 7 shows distribution of poles for interconnects with different values of N. The poles with negative imaginary part are not shown in these figures. Observe that they consist of N real poles and complex conjugate poles for each n in (8) . As shown in Fig. 7 the imaginary parts of the complex conjugate poles increase monotonically as n in (8) . We assume an input pulse waveform which has large spectrum in the lower frequency range. Thus model accuracy in the lower frequency range, which is closely related to poles located near the origin, is very important for transient simulations. Since poles for large n are far from the origin, they do not play important roles for the transient responses.
Next, either the length d or the resistance component r of 4-conductors interconnect is changed and the distributions are examined. The results are shown in Fig. 8 . Compared Fig. 7(c) with Fig. 8(a) , it is obvious that the imaginary parts of the poles for short-length interconnect become quickly large for n. Further, from Figs. 7(c) and 8(b), we found that the real parts of poles become larger, as the resistance components of the interconnect increase.
Since some of poles keep away from the origin do not play important roles for the transient response, it is expected that for either short-length or high-resistive interconnects the number of dominant poles will become small, i.e., ef- fective reduction may be possible.
Calculation of Residues by Least Squares Method
We mention here the reason why the residues calculation procedure described in subsection 2.4 is required, through the following numerical results. Throughout our simulations, we set the real part of the complex frequency s k as zero (i.e., s k = jω k = j2π f k ) in (24) and (25), and the sampling interval is taken to be 0.01 [GHz] equally.
Case 1:
Let the highest frequency and the number of poles be f max = 6 [GHz] and M = 10, respectively. In this case the frequency corresponding to the pole p 10 (the suffix i = 1 is omitted) with largest imaginary part is about 5 [GHz] . The frequency response curve obtained by substituting the calculated poles and residues to the partial fraction (16) or (17) and the exact curve obtained from (7) are shown in Fig. 9 . Here, the above-mentioned procedure of residues calculation is not used, and |Ŷ 12 ( jω)| is calculated using the relation (18) . The approximated curves by the partial fractions have relatively good agreement with the exact one up to 11-th peak around 5 [GHz], because we took a real pole and 10 of complex conjugate poles (i.e., M = 10). From the figure, it seems that the least squares fitting is successfully performed. However the calculated residues contain negative values as listed in the left-half of Table 1 , which yields negative circuit parameters in (21) . Thus, it is clear that the passivity is not satisfied in this case.
Case 2:
For the case that the resistance component of interconnect becomes large, the least squares fitting fails to approximate the frequency-domain response accurately, as shown in Fig. 10 . In this example, |Ŷ 12 ( jω)| is also calculated using the relation (18) . From these two examples, we can conclude that the pole selection in this manner is not suitable for our purpose.
Case 3:
Next we tried to choose some extra poles beyond the highest frequency f max . After choosing 6 of extra poles beyond f max = 6 [GHz] (i.e., M = 18), the residues are calculated by performing the least squares fitting, which are listed in the right-half of Table 1 and the frequency response curves are shown in Fig. 11 . As expected, |Ŷ 11 ( jω)| matches the exact one within the whole frequency range (0 ≤ f ≤ f max ) of interest, as shown in Fig. 11(a) . Unfortunately, as shown in Fig. 11(b) , |Ŷ 12 ( jω)| obtained from (17) and (18) is entirely different from the exact one. Furthermore, the values of |Ŷ 11 ( jω)| at certain frequency range beyond the highest matched frequency ( f max = 6 [GHz]) become very large and differ completely from the exact one, as shown in Fig. 11(c) . Note that the only difference of Figs. 11(a) and (c) is the scales of axes. From the right-half of Table 1 , the residues for n > 12, which correspond to the extra poles, contain negative or large values and consequently do not guarantee the passivity. Thus, it is concluded that disagreement of |Ŷ 12 ( jω)| and huge values of |Ŷ 11 ( jω)| at frequency range beyond f max are due to the extra pole-residue pairs.
Case 4:
In this example, to remove the pole-residue pairs beyond the highest frequency is considered. In the same conditions as Case 3, 6 extra pole-residue pairs for n > 12 are truncated and the frequency response curves are computed. The results are illustrated in Fig. 12 . The effect of truncation begins to appear at the last half of the frequency range; that is, the accuracy of partial fractions (16) and (17) at higher frequency range is degraded. However, at lower frequency range both curves remain matched. Furthermore the calculated response |Ŷ 12 ( jω)| using the relation (18) is also matched to the exact one at lower frequency range, unlike the Case 3. Note that the partial fractions (16) and (17) (or the resulting asymptotic equivalent circuits) become more precise as the value of f max increases, because matched frequency range becomes wide accordingly. Further it has been confirmed that positive residues and/or circuit elements of the macromodels can be obtained by increasing the num- ber of extra poles, even if negative residues and/or circuit elements appeared around f max .
In order to investigate the effect of the truncation and how to determine the number of extra poles α, we examined root mean square (rms) error between the exact and the approximated frequency responses in 0 ≤ f ≤ f max , with different line parameters, highest matched frequency f max and number of extra poles α. The results are shown in Table 2 , where the most right column indicates whether all passive elements have positive values or not when the extra poleresidue pairs are truncated. Note that the rms error of Y 11 increases due to truncating the extra poles, while the one for Y 12 always decreases. This coincides with the results shown in Figs. 11 and 12 . When the same line parameters and different α are taken, the differences between the rms errors are small. Therefore, a small α is preferable from computational efficiency point of view. However, this does not necessarily obtain the passive macromodels as shown in Table 2 . Roughly speaking, α depends on the number Table 2 Root mean square error between the approximated and exact responses, where "truncated" and "not truncated" mean that the terms corresponding to the extra poles are truncated or not, and "True" and "False" in the column of passivity indicate that the obtained circuit is passive or not, respectively. of poles which have the imaginary part less than or equal to 2π f max . With increase of the number of poles, M and α should be taken largely in order to obtain the passive macromodels. However, α is also dependent on the line parameters. Therefore, it is difficult to determine a suitable value of α in advance, and the proposed procedure provided in Subsect. 2.4 is necessary.
Transient Simulations
Now, let us calculate the transient responses for a simple linear circuit with a single-conductor interconnect shown in Fig. 13 . The SPICE simulations using the asymptotic equivalent circuit of Fig. 4 (a) are carried out with varying the highest matched frequency f max (accordingly M is changed), and compared with the simulated results of built-in SPICE model. Figure 15 Figure 16 is the transient waveforms for the case that the resistance component r of interconnect was increased. In this case, the poles are far from the imaginary axis (see Fig. 8 (b) ), but this does not affect the transient waveforms; that is, the number of poles M can not be reduced for the case of interconnect with high resistance component.
Next, after setting the length d of interconnect to be short, the transient simulation is carried out. In this case, the poles go far away from the real axis with n of (8), which is illustrated in Fig. 8(a) . The transient waveforms for M = 10 (in this case f max = 25 [GHz] ) are approximately coincide with the SPICE results, as shown in Fig. 17 . Thus, for the case of short-length interconnect, effective reduction is possible.
Finally, as an example of circuit with nonlinear element, a full-adder circuit shown in the results are illustrated in Fig. 18 . Replacing the interconnect with the corresponding asymptotic equivalent circuit, where M = 20, effective simulation using SPICE is possible for nonlinear cases.
Conclusion
In this paper, we have proposed an algorithm for calculating the exact poles, the corresponding residues are estimated by the least squares method. A procedure for calculation of the residues that guarantee the passivity has also provided. Using the poles and residues, each element of the admittance matrix of interconnects is approximated by the partial fraction. Though the frequency response curves calculated using the partial fractions becomes inaccurate around the highest matched frequency f max , the partial fractions and the resulting asymptotic equivalent circuit models are always passive. Further, it has been shown, from the investigations of pole distributions and the transient simulations, that the effective model-order reduction is possible for the case of short-length interconnects. Thus our method is efficiently applied for VLSIs.
