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Abstract
In this work we investigate the capabilities of a hybrid quantum-classical procedure to explore
the solution space using the D-Wave 2000QTM Quantum Annealer device. Here we study the
ability of the Quantum hardware to solve the Number Partitioning Problem, a well-known NP-
Hard optimization model that poses some challenges typical of those encountered in real-world
applications. This represents one of the most complex scenario in terms of qubits connectivity and,
by increasing the input problem size, we analyse the scaling properties of the quantum-classical
workflow. We find remarkable results in most instances of the model; for the most complex ones, we
investigate further the D-Wave Hybrid suite. Specifically, we were able to find the optimal solutions
even in the worst cases by fine-tuning the parameters that schedule the annealing time and allowing
a pause in the annealing cycle.
I. INTRODUCTION
Recently, the availability for the first time of quantum
annealing devices from D-Wave Systems has captured the
attention of both researchers and technology companies
[1–4]. Besides, a growing interest is in the experimental
determination of whether or not a quantum speedup can
be achieved with this new class of quantum devices and
what kind of working applications can be developed on
such platforms [5–8].
The participation of major technology powers such as
Google, Lockheed Martin, and Los Alamos Laboratories
continues rising, together with the scientific literature
and application reports. Nevertheless, there is still a
strong limitation in the usage of this model of compu-
tation for solving real world problems due to the limited
number of qubits and couplers inside the quantum pro-
cessor unit (QPU). Actually, it is well known that quan-
tum annealers need to have a dramatically larger number
of qubits and couplers in order to model the complexity
of real life problems. Especially, the limited connectiv-
ity between qubits inside the current Chimera graph ar-
chitecture represents an additional obstacle in mapping
large real problems in the QPU [9–12].
Furthermore, with the release of an open-source suite
spanning from the decomposing solver Qbsolv to the new
Hybrid framework, D-Wave took a significant step for-
ward towards gathering the attention from technology
companies. As a matter of fact, with these technolo-
gies it is possible to close the gap between logical qubits
representation encoded in the QUBO (Quadratic Uncon-
strained Binary Optimization) matrix and the physical
embedding of the problem into the Chimera graph [13].
Besides, it is possible to decompose large problems into
smaller subsets in such a way that they can be integrated
immediately into the QPU, by providing both the combi-
natorial implementation required for the physical embed-
ding and the decomposition procedure for the creation of
the smaller instances. Also, the backend to be used dur-
ing the computation can be specified in order to solve the
model by means of either a classical or a quantum-based
platform.
However, despite all the attention drawn to this crucial
tool, a systematic investigation of the efficiency related
to the optimization and decomposition performance has
not been exhaustively conducted yet. Some studies have
been developed using special techniques such as the time-
to-target metric [14] or applying methods based on the
matrix factorization [15] but without taking into account
the capabilities of scaling up when the input size grows.
In this work we investigate the accuracy and the capa-
bility of the D-Wave 2000Q quantum annealer to solve
problems with a significantly large input. To perform
this study, we use one well-known NP-Hard model: the
number partitioning problem (NPP) [16]. Thanks to the
simplicity of this problem, it is easy to generate artifi-
cial problems of any size for which the optimal solution
is known. Consequently, the measurement of the quality
of the solution provided by the quantum annealer, along
with the classical implementation of the tabu-search al-
gorithm for the problem decomposition, will be possible
even for large datasets.
II. NUMBER PARTITIONING PROBLEM AND
QUANTUM ANNEALING
The number partitioning problem (NPP) is defined as
the task of discriminating if a given set S of positive
integer numbers can be divided (partitioned) into two
subsets S1 and S2 where the total sum of the elements in
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2S1 equals the total sum of the elements in S2. Although
the NPP is an NP-complete problem, the optimization
version is considered NP-Hard and can be formulated
in the following way: given a list of N positive integers
{a1, a2, ..., aN}, the solution consists in finding a subset
A ⊂ {a1, a2, ..., aN} such that the difference:
D(A) =
∣∣∣∣∑
i∈A
ai −
∑
i6∈A
ai
∣∣∣∣, (1)
is minimized. Throughout this work, we will refer to this
difference as the delta between the two subsets A and
S \ A. This problem is of both practical and theoretical
importance: possible real applications span from multi-
processor pipeline scheduling [17], where balancing and
partitioning different resources can be crucial, to cryptog-
raphy [18] and all those problems requiring load balanc-
ing for I/O capacities, e.g. during databases processing
[19].
The D-Wave device implements a quantum annealing
heuristics to solve sampling, optimization and machine
learning problems. Specifically, given a physical system
composed of qubits, it is possible to define its Hamilto-
nian and initialize it in such a way that the lowest-energy
state corresponds to all qubits being in a superposition
state of 0 and 1. Then, as the annealing proceeds, a
new Hamiltonian deriving from the problem’s specifica-
tions, called the problem Hamiltonian, is introduced and
gradually takes over the initial energy landscape, up to a
point where it contains all the energy contributions. The
Hamiltonian of the system can be defined in the following
way:
H(t) = HI(t) +HP (t), (2)
where HI is the initial Hamiltonian, HP is the problem
Hamiltonian and their temporal evolution through the
annealing is such that HI(0)  HP (0) and HI(tf ) 
HP (tf ), being tf the final time of the annealing.
As the problem Hamiltonian is introduced, the energy
levels of the excited states are originated, increasing the
probability of the system to jump from the ground state
to some other excited state. In particular, there exists
a critical point, the point of minimum gap, where the
ground-state energy level is closest to the lowest energy
level of one of the excited states. In such point, the proba-
bility of escaping the ground state is the highest, in which
case the system is driven away from the global minimum.
In practice, in order to manipulate the Hamiltonian of
the system, an external magnetic field is applied to the
qubits. In this way, the probability of qubits falling into
the 0 or 1 state is changed. The quantity that controls
the magnetic field, called bias or weight, is directly con-
trolled by the function of the problem at hand, that is
the one from which a sample is needed or that has to be
minimized. Moreover, it is possible to correlate qubits by
entangling them. This is obtained by setting the value of
a coupler, which represents the strength of the correlation
between qubits that are linked together.
Hence, by letting the initial system undergo the quan-
tum annealing process, it is possible to raise energy bar-
riers in such a way that the energy of the system reflects
the function to be minimized or sampled from. If the
quantum annealing is slow enough, the system is able
to naturally end up in the lowest-energy state, i.e. the
low energy states needed in a sampling problem or the
solution of a minimization problem.
In its current implementation, the D-Wave’s quantum
annealer is able to solve problems expressed in the form
of an Ising glass, with a Hamiltonian written in the fol-
lowing form:
H =
N∑
i=1
hiSi +
∑
i6=j
cijSiSj (3)
where H is the Hamiltonian encoding the problem, Si ∈
{−1, 1} are the spin values and hi and cij are respectively
the qubits weights and the couplers coefficients of the
model.
A complete formulation of the NPP as Ising spin glass
has been provided in Ref.[20]. The Hamiltonian for this
type of problem can be defined by assuming an increase in
the energy when the total of amplitudes associated with
positive spin states is different from that of amplitudes
with negative spins. Accordingly to this formulation, it
is possible to use the following relation:
H =
(∑
i∈N
aiSi
)2
(4)
with Si = ±1 the spin values indicating the subset to
which the i-th element belongs and ai the element of the
set A. It follows that if the ground state has H > 0
there is no exact solution of the specific problem and the
ground state is the one minimizing the mismatch between
the two subsets.
In order to formulate the problem as a Quadratic Un-
constrained Binary Optimization model, we first have to
convert our Si = ±1 into binary variables of the form
qi ∈ {0, 1}. This can be done by using the following
simple relation:
qi =
Si + 1
2
(5)
where qi is the i-th variable and Si is the spin value.
Now, the original Ising problem can be mapped into the
QUBO form:
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Figure 1: Execution time of tabu-search for increasing
input size. Classical partitioning of a set with the classical
embedded tabu-search as backend. The red line is the expo-
nential fitting t = Aex/B where B=340 a.u. and x is the size
of the input. Blue points represent measured data. The blue
line in the bottom part is the deviation of the experimental
point from the value of the fitting.
min
∑
i,j
Qijxixj (6)
where x represents a binary variable and Q is the so-
called QUBO matrix containing the weights of qubits (hi
in Eq.3) in the diagonal and the couplers coefficients (cij
in Eq.3) in the (i, j) elements. This matrix will be sym-
metric (cicj = cjci), allowing a reduction in the number
of variables by selecting only i 6 j and setting the re-
maining terms to zero, leading to an upper-triangular
matrix.
Having the QUBO matrix, it is possible to submit it
to the QPU and retrieve a solution of the optimization
problem. However, the connectivity between qubits re-
quired by the NPP is that of a complete graph, which
is yet to be supported by any modern quantum annealer
that provides a fairly high number of qubits. To overcome
this and similar problems, the D-Wave device operates a
minor-embedding of the problem onto its Chimera archi-
tecture. Specifically, one can either run the built-in tabu-
search heuristics provided by the D-Wave Hybrid tool to
optimally decompose the problem into subproblems or
choose a custom minor-embedding strategy. The sub-
problems will then be mapped onto che Chimera graph,
for which the QPU will start the quantum annealing.
In Fig. 1 the time required to solve the NPP on clas-
sical hardware by using the D-Wave Qbsolv is reported
as a function of the input set size. The elaboration time
increases exponentially while a structured procedure is
applied in order to find the minimum: a number of sub-
problems are generated, handled and finally merged into
a global solution of the NPP. The exponential increase in
the execution time confirms the NP-Hardness of the prob-
lem when approached with classical hardware and for-
mulations. When the problem is submitted to the QPU,
the execution time changes and paves the way for a wide
range of investigations of the D-Wave Hybrid tool. More-
over, this peculiar model allows us to study what happens
in one of the worst case scenario from the perspective of
the qubits connectivity: a fully connected graph, where
the number of couplers and weights precision play a cen-
tral role [5, 21].
III. RESULTS
In order to investigate the capabilities of the D-Wave
hybrid tool, we solve multiple NPP examples of increas-
ing size. For each fixed problem size we use 10 different
datasets and collect statistics of the results. For experi-
mental purposes, we choose the data in such a way that
the ground state of the corresponding Ising models is
H = 0, i.e. there is a single partition of the set of num-
bers.
For our studies, we first construct the QUBO matrix
for each problem, and then we define the tabu-search
heuristics as the algorithm that splits the original prob-
lem into the subproblems, preparing them to be embed-
ded on the Chimera graph.
Fig. 2a shows the QUBO matrix defining the connec-
tivity of qubits required by the specific NPP instance and
with regular patterns related the number amplitudes in
the dataset. With the problem being formulated as an
Ising model, all variables are coupled in pairs, resulting
in a dense (upper-triangular) QUBO matrix. Such con-
nectivity is the most complex to handle and can thus be
an issue for current quantum hardwares, making it inter-
esting to investigate the quantum annealer performance.
The distribution of partition deltas for each different
problem size is summarized in Fig. 2b. We produced 10
different datasets to be partitioned for every problem size
and we computed the value of delta for all these instances.
For each problem size we have built a boxplot of deltas
centered on the median of the 10 delta values coming
from the solution of the NPP.
The combination of quantum annealing with the classi-
cal minor-embedding heuristics is able to find the optimal
solution in most cases. This is achieved especially when
the problem is very small (and, as a consequence, com-
putationally easy) or when its size is significantly higher.
In fact, for our smallest problem and for those with in-
put size greater than 450 binary variables, we are able to
optimally solve the 10 different NPP instances. On the
other hand, for middle-sized problems, not all distribu-
tions of data allow qubits to reach the ground state. As a
result, we obtain the optimal solutions only for a subset
of the given problems.
Figs. 2c-d report the density distribution of each of the
10 datasets used for two different problem sizes (200 and
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Figure 2: QUBO matrix and delta distributions over multiple datasets. a. QUBO matrix of one instance of data
with problem size equal to 100. The entries are scaled and the intensity of colors is used as a means to summarize the main
characteristics of the plot: the diagonal is made up of negative values, the lower triangular part is zero and the upper one
has no null entries. b. Boxplots of deltas for different input problem sizes computed over 10 datasets for each size with dots
representing the values of the delta in each instance. c-d. Kernel density estimation of the distribution of input data for
problems with, respectively, 200 and 500 variables, showing the data from all 10 instances in each plot. For b, c and d the
values of deltas were saturated to a reference value of 50, therefore such numerical value is to be interpreted as the result of a
bad solution.
500 variables). As explained above, the quality of the re-
sults on the bigger model exceeds the one on intermediate
sizes. Comparing both density distributions we can con-
clude that this behavior is fundamentally related to the
fact that a shift of the distribution curve to lower values
leads to a dataset containing more solution degeneracy
for lower energy states and consequently simpler to solve
even when the problem is bigger.
An effective method to enhance the exploration of the
solution space is the direct manipulation of the anneal-
ing schedule [22, 23]. This distinctive technique can be
used to improve the quality of the solution in the cases
described before in which we could not reach the ground
state. Indeed, in contrast to what we did with the first
approach, where the annealing has been used without in-
terfering with the spontaneous process, we exploit now
the capability of the D-Wave solver API to manipulate
directly the scheduling of the cycle. To accomplish this,
we define the time instant at which the cycle has to be
stopped and resumed, as well as the value of the per-
sistent current powering the adiabatic relaxation. This
entire procedure is referred to as annealing pause.
The top panel of Fig. 3 is a sketch of the evolution over
time of the initial and problem Hamiltonians, as the time-
scheduled moves forward, compared with their theoreti-
cal state if no pause is scheduled. In both cases the prob-
lem Hamiltonian grows while the initial one decreases,
but in the time-schedule case we find a moment (deter-
mined by the user), when the annealing is paused and, as
a consequence, the two terms of the system Hamiltonian
remain constant. Once the pause is finished, the normal
scheduling is resumed and continues its cycle. At the end
of the process, the initial Hamiltonian vanishes and the
energy of the system is determined by the problem alone.
The middle and bottom panels of Fig. 3 show the re-
sults of the analysis on two problems, one of size 200 and
the other of size 300, for which the uncontrolled anneal-
ing performed worst. For each problem we have paused
the annealing after 10 µs, let the system rest for 10, 40,
60, 100 and 120 µs respectively halfway through the flow
of current and finally let the annealing end. This whole
process was repeated five times for each problem.
The best energy configuration in terms of distance from
the ground state for the two problems analysed here were
not achieved with the same parameters settings. In fact,
every instance requires different values of the pause start-
ing point, duration and persistent current. Nevertheless,
all of our choices greatly improved the results previously
obtained with the uncontrolled annealing, even though
not all of them led to the optimal solution. We were
able to record considerable results multiple times, prov-
ing that the introduction of the pause can increase the
accuracy of the annealing.
This improvement in the quality of the results is due to
the effect of the pause on the search region of the solution
space: by pausing the flow of the persistent current, and
hence the annealing, we are able to widen the exploita-
tion of the energy landscape and, as a consequence, the
probability of finding the global minimum.
The parameters must be tuned wisely: too long pauses
could make the system escape from energy points near
the ground state, while too short pauses could not be
effective at all. At the same time, if we schedule a pause
after the system overcome the minimum gap between the
energy levels, i.e: it has already been in some equilibrium
state, we will get no benefit from this whole procedure;
likewise, a pause scheduled too early will have no effect on
the probability of obtaining the global minimum because
5the chances of escaping the ground state are still high.
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Figure 3: Annealing cycle and boxplots of deltas with
pause. a. Sketch representation of the terms contributing to
the system Hamiltonian as a function of the time. The solid
red, dashed orange, solid green and dashed blue lines repre-
sent respectively the problem Hamiltonian with and without
pause and the initial Hamiltonian with and without pause.
b-c. Boxplots of deltas found over multiple runs of the an-
nealing with the same pause starting point, same value of
persistent current but different pause duration times. The
dots represent the values of deltas for each run (saturated
where needed as in Fig. 2). b. shows the boxplots for a sin-
gle instance of the problems (300 variables) associated with a
degradated solution, i.e. far from the ground state, whereas
c. depicts the same but for a single instance of the problem
with 200 variables.
It has been shown empirically that finding the appro-
priate time to start the pause and its duration is a tech-
nique that is likely to increase the computation perfor-
mance of the quantum annealing, yielding much better
solutions at the cost of only little more QPU computa-
tional time [22].
IV. CONCLUSIONS
In this work we studied the capabilities of the D-Wave
quantum annealer and the D-Wave Hybrid framework to
approach problems in a complex scenarios. For our analy-
sis we selected a fully connected model: the NPP, which
poses an enormous challenge to the currently available
QPUs and the architecture they are based on.
Two different analyses were done: accuracy of the out-
come when the input size scales up and the impact of the
annealing pause on the solution quality.
For the first part we conducted our analysis on a num-
ber of small-to-large size problems to investigate the be-
haviour of the quantum annealer on a level of complexity
which is potentially that of real-life problems. One inter-
esting result was found: a discontinuous accuracy with
the problem size. While high-quality results were found
at small problems, there is a counter-intuitive behaviour
as the problem dimension increases: a dip in the accuracy
for medium-sized problems and a recovery as it contin-
uous increasing. This effect was explained by the value
distribution within the dataset: lower values in the input
allow higher accuracy of the result, even when the size of
the problem is rising.
The medium-sized problems were studied in more de-
tail by applying pauses during the annealing cycle, al-
lowing the system to explore the solution space with a
modified equilibrium. Our results prove that with the
correct parameters tuning it is possible to improve dra-
matically the accuracy of the solution, obtaining optimal
results in cases that had proven to be troublesome in a
non-altered context.
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