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ABSTRACT: This is the continuation of a numerical study on vortex shedding from a blunt trailing-edge of a hydrofoil. 
In our previous work (Lee et al., 2015), numerical schemes for efficient computations were successfully implemented; 
i.e. multiple domains, the approximation of domain boundary conditions using cubic spline functions, and particle-
based domain decomposition for better load balancing. In this study, numerical results through a hybrid particle-mesh 
method which adopts the Vortex-In-Cell (VIC) method and the Brinkman penalization model are further rigorously 
validated through comparison to experimental data at the Reynolds number of 2× 106. The effects of changes in numer-
ical parameters are also explored herein. We find that the present numerical method enables us to reasonably simulate 
vortex shedding phenomenon, as well as turbulent wakes of a hydrofoil. 
KEY WORDS: Vortex shedding; Hydrofoil; Vortex-in-cell (VIC); Penalization; Large eddy simulation (LES). 
INTRODUCTION 
Propeller singing is a critical vibration phenomenon generated by the interaction between a Kármán vortex shedding 
mechanism from the trailing-edge of a blade and its natural frequency (Fischer, 2008). The singing phenomenon has been 
interpreted as the self-excited oscillation simulated by a closed loop. That is to say, Kármán vortex shedding mechanism is a 
self-excited system which can continue to shed vortices periodically without any periodic stimulation from outside (Shioiri, 
1965). Vortex-Induced Vibration (VIV), which is the most common problem in fluid-structure interaction, is of particular 
interest to practical ocean engineers (for example, Chen and Kim, 2010; Kim and Rheem, 2009). In such a flow, the volume of 
fluid with significant vorticity magnitude is typically a small fraction of the total flow volume. The flow can be represented in a 
more compact form by vorticity than velocity (Stock et al., 2008). An unsteady turbulent wake behind a hydrofoil is therefore 
considered as a good prototype to assess the viability of numerical approaches based on velocity-vorticity formulation.  
Vortex methods are essentially a grid-free approach, and flows are basically represented as a set of vortex particles tracked 
in a Lagrangian manner. The importance of vortex methods lies in the possibility of analyzing directly the vorticity which plays 
a great role in fluid dynamics. Chen and Marshall (1999) present a summary of the benefits of vortex methods compared to 
more traditional approaches based on the velocity-pressure formulation on a fixed grid. Vortex methods remain as an interesting 
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alternative to finite difference or finite volume approaches. However, high computational cost of vortex methods is a leading 
cause limiting their widespread use. This is the reason why vortex methods have been developed toward an efficient algorithm 
that combines Lagrangian and Eulerian schemes. In recent years, a significant reduction of the computational time has been 
achieved through the combination of the Vortex-In-Cell (VIC) method pioneered by Christiansen (1973) and the Brinkman 
penalization approach (Angot et al., 1999), as well as the practical use of parallel computer systems (also refer to Coquerelle 
and Cottet, 2008; Ossmani and Poncet, 2010; Rasmussen et al., 2011; Beaugendre et al., 2011; Lee et al., 2014). There are both 
a fixed (Eulerian) mesh and moving (Lagrangian) particles. In a so-called hybrid particle-mesh method, field quantities such as 
velocity and vorticity (or circulation) are typically solved on a temporary uniform mesh and then interpolated back to particles. 
Particles move freely in n-dimensional space as individuals according to their velocity vectors during a unit time interval. The 
VIC method requires much less computing time compared with the Fast Multipole Method (FMM), as well as direct summation 
methods (Cocle et al., 2008), and the penalization technique is possible to replace an usual vorticity creation algorithm for 
enforcing a no-slip condition at a solid body. It is therefore noted that the VIC method combined with Brinkman penalization 
technique offers an efficient way to simulate incompressible viscous flows and enables one to track a larger number of vortices. 
Another good feature of the hybrid particle-mesh method is that an immersed boundary approach greatly simplifies creation of 
meshes by decoupling solid boundaries and computational meshes. 
In this paper, we present numerical investigations of turbulent flows behind a NACA 0009 hydrofoil with a truncated 
trailing-edge to assess the capability of our numerical methodology. The current work also aims at analyzing the effects of 
changes in key parameters for numerical simulations.  
GOVERNING EQUATIONS AND NUMERICAL METHODS 
For a two-dimensional flow parallel to xy-plane, the velocity-vorticity form of the Navier-Stokes equations can be expressed 
in a Lagrangian frame as 
2z
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where ν is the kinematic viscosity and 𝜔𝑧 is the scalar plane component of vorticity vector. N discrete Lagrangian fluid 
particles are advanced with the corresponding local velocity u , and their strength is gradually diffused due to viscous effects. 
The pressure term in the Navier-Stokes equations is completely decoupled in this form and not part of the solution algorithm. 
In the hybrid particle-mesh method, the right-hand sides of Eq. (1) are efficiently evaluated on a uniform Cartesian mesh 
using finite difference schemes. The vorticity zω  is first interpolated onto a uniform mesh by 
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Here h  is the mesh spacing and 𝑊 is the interpolation kernel. Each particle is characterized by its position px  and its strength 
Γ. A circulation 2dSω ωεΓ = ≈∫  where ε  is the size of the fluid particle. The subscript m  and p  denote mesh and particle 
quantities, respectively. In the current work, the third order interpolation kernel 4M ′  (Monaghan, 1985) is used. A single par-
ticle contributes to the nearest 16 nodes through the 4M ′  kernel, and the total vorticity at each node is obtained by summing the 
vorticity contributions of all the vortex particles. 
VIC method  
The stream-function on the uniform mesh is computed through the FFT-based Poisson solver based on an open-source 
library called Fastest Fourier Transform in the West (FFTW) (Frigo and Johnson, 2005). Thereafter, rotational velocities on the 
nodes of the grid are computed from the definition /x zu yψ= ∂ ∂  and /y zu xψ= −∂ ∂  through the fourth order central finite 
z 
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difference scheme. For a non-homogeneous Dirichlet boundary condition, stream-functions at the FFT domain boundaries are 
obtained from the cubic spline approximation with the Green's function solution (Lee et al., 2015). In the current work, only 
one-fourth of the number of the boundary nodes is equidistantly chosen as points for direct summation, and values at inter-
mediate nodes are evaluated by the cubic spline approximation. 
Brinkman penalization method 
Boundary conditions at a solid body are imposed by adding the Brinkman penalization term to the Navier-Stokes equations. 
The vorticity transport equation thus becomes 
2 [ ( )]z z s
D
Dt
ω
n ω λχ= ∇ +∇× −u u  (3) 
where su  is the velocity of a solid body and χ  denotes a mask function that yields 0 in the fluid and 1 in the solid. The 
penalization term in Eq. (3) can be evaluated by the implicit expression (Coquerelle and Cottet, 2008; Rasmussen et al., 2011) 
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To solve the contribution of the penalization term, the spatial derivatives of the curl operators are evaluated using a centered 
difference approximation with fourth order error. To achieve higher numerical accuracy, we use a mask function for which the 
boundary is located at the midpoint of the grid points where the mask function jumps from 0 to 1 (Rasmussen et al., 
2011; Iwakami et al., 2014). 
Smagorinsky turbulence model 
The filtered vorticity transport equation for Lagrangian, vorticity-based Large-Eddy Simulation (LES) can be expressed as 
2( )z zT
D
Dt
ω
n n ω= + ∇   (5) 
where the bar denotes spatial filtering at length scale (Mansfield et al., 1996). The eddy viscosity Tn  associated with a 
Smagorinsky turbulence model is defined by  
2( ) zT sCn ω= ∆   (6) 
where 1/2( )x yh h∆ =  is defined by the grid spacing (Caswell, 1967). The non-dimensional Smagorinsky constant sC  is pre-
scribed and its standard value is typically 0.15 (Pope, 2000). In this study, the diffusion term is evaluated onto a grid with the 9-
point finite difference scheme. 
Parallel computation 
For high performance computing, the Message Passing Interface (MPI) works on our distributed systems, 16 Intel Xeon64 
3.3 GHz CPUs with 4 GB memory per processor. For efficient parallel computations, a computational domain is decomposed to 
ensure that the amount of particles in each processor is about equal (Lee et al., 2015). Obviously, it is valuable in terms of 
computational load balancing. 
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NUMERICAL RESULTS AND DISCUSSION 
In this study, a NACA 0009 hydrofoil with truncated trailing-edge is selected for numerical simulations and is the same 
cross-section as the experimental model used by Ausoni (2009) and Zobeiri et al. (2012). The portion removed from the 
trailing-edge region of the NACA 0009 hydrofoil is 10 percent of the original chord ( oc ). The hydrofoil thickness distribution is 
expressed in Ausoni (2009) as  
1.2 2 3
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o o o o o o
x y x x x x
c c c c c c
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The maximum thickness normalized by the chord length 𝑐 is max / 0.10t c =  and the thickness at the trailing-edge 
/ 0.0322TEt c = . The hydrofoil at zero angle of attack is immersed in a uniform mesh that does not conform to the surface of 
the body. In this study, we compare numerical results to experimental data for validations of turbulent wake flows behind the 
NACA 0009 hydrofoil at Reynolds number of 6Re 2 10= ×  based on the chord length 𝑐 and the free-stream velocity U∞ .  
 
 
 
Fig. 1 A uniform rectangular mesh. 
 
Fig. 1 shows a uniform rectangular mesh used in this study. Numerical parameters are determined through the stability 
condition 2 / 1/ 4tε n∆ <  (Ploumhans and Winckelmans, 2000; Rasmeussen et al., 2011). We carried out several combinations 
of spatial and temporal resolutions. The grid convergence was achieved for 0.0003ε =  and 0.00015t∆ =  was chosen in 
order to guarantee the numerical accuracy for the Reynolds number of 62 10× . The penalization parameter λ  is set to 108 and 
the Smagorinsky constant sC  is 0.15. The instantaneous contour of vorticity magnitude is plotted in Fig. 2. Vortices are regu-
larly shed from the symmetric trailing-edge in the form of two trains of opposite-sign but equal-strength vortices. The Strouhal 
number based on the trailing-edge thickness, /TE TESt ft U∞= , is about 0.225 for 6Re 2 10= × . Equivalently, the chord-based 
Strouhal number, /St fc U∞=  is about 7.0 from our numerical simulation. Zobeiri et al. (2012) made a similar remark and 
uniform rectangular mesh
hydrofoil
x/c
y/
c
-0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
-0.2
-0.1
0
0.1
0.2
x/c
y/
c
0.49 0.495 0.5 0.505
0.01
0.012
0.014
0.016
0.018
0.02
fluid
solid
1038 Int. J. Nav. Archit. Ocean Eng. (2015) 7:1034~1043 
experimentally gave 7.2 which is calculated by shedding frequency f =  1.4 kHz approximately read from their figure (also 
refer to Ausoni (2009)). Regular vortex shedding causes periodic loading on the structure. Fig. 3 shows the evolution of drag 
and lift coefficients. It has been well-known that the drag force oscillation during vortex shedding is much smaller than the lift 
force. Oscillations in drag force occur at twice the vortex shedding frequency owing to the fact that two vortices are shed from 
alternate sides during one full period of wake oscillation. Such features are well captured by our numerical simulation as shown 
in Fig. 3. The mean drag coefficient DC  which is defined as 
22 /D dC F U cρ ∞=  is 0.0107, and the root-mean-square fluc-
tuating lift coefficient is 0.0056. In Fig. 4 the mean and standard deviation of velocity components are compared to the ex-
perimental results by Zobeiri et al. (2012). The statistics are collected over the last 6,000 time units. The results from numerical 
simulations are in good agreement.  
 
   
Fig. 2 Instantaneous vorticity magnitude at 6Re 2 10= × .     Fig. 3 Time histories of drag and lift coefficients. 
 
     
(a) Mean of streamwise velocity xu .                   (b) Mean of transverse velocity yu . 
     
(c) Standard deviation of streamwise velocity xu .      (d) Standard deviation of transverse velocity yu . 
Fig. 4 Mean and standard deviation of velocity components at / 0.52x c =  for / 0.52x c = .  
Note that the experimental data are reprinted from Zobeiri et al. (2012). 
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Fig. 5 shows temporal mean streamlines in a turbulent velocity field. The length of vortex formation region /L c  is 
approximately 0.522 in our simulation for / 0.52x c = . In order to approximate the size of vortices, the perturbed velocity field 
( ′u ) is obtained by subtracting the temporal mean velocity ( meanu ) from the instantaneous velocity as shown in Fig. 6(a). The 
vortex core radius max/core tγ  is about 0.085 as shown in the velocity profiles; Fig. 6(b) and (c), and from the experimental data 
of Zobeiri et al. (2012) max/core tγ is approximately 0.056 at / 0.6x c =  in the lock-in condition. In the near-wake field, the 
vortex core size is little changed along the wake flow downstream.  
 
  
Fig. 5 Mean streamlines for 6Re 2 10= ×  
 
 
 (a) Instantaneous velocity perturbation vectors, mean′ = −u u u  
      
(b) Streamwise velocity profile along A-A'.     (c) Transverse velocity profile along B-B'. 
Fig. 6 Instantaneous velocity perturbation vectors and profiles of each velocity component.  
Note that the vorticity contour is the same as Fig. 1. 
 
Fig. 7 shows the temporal power spectrum of vertical velocity fluctuations measured in the near wake. The maximum peak 
is identical to the vortex shedding frequency and the second peak area is found in the third harmonic of the shedding frequency. 
For / 5fc U∞ < , spectral levels are almost flat as f  decreases. This trend is similar to experimental data of Bourgoyne et al. 
(2005). In their measurements (Bourgoyne et al., 2005) an important characteristic of the spectra is the presence of a clear 
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region with a -5/3 slope; spectral power-law for high Reynolds number turbulent fluctuations. From our numerical simulation, 
however, the spectral density of the velocity fluctuations shows a decay of the form 3f −  as shown in Fig. 7. A similar remark 
was made by Singh and Mittal (2005). This is due that the vortex stretching mechanism is absent in two-dimensional flows. 
More detail on fluid turbulence confined two spatial dimensions can be found in Boffetta and Ecke (2012). 
 
 
Fig. 7 Temporal power spectral density (PSD) of vertical velocity fluctuations  
sampled at a point ( / 0.52x c = , / 0.0y c = ). 
 
We consider here the determination of the penalization parameter 𝜆𝜆 to impose the effect of a solid body. In the Brinkman 
penalty model which was originally developed to model a fluid flow in porous media, a solid body is regarded as porous media 
with permeability approaching zero. It is noticed that 𝜆𝜆 is equivalent to an inverse permeability 𝜂𝜂 and must be as large as 
possible to enforce the so-called no-permeability condition. The explicit formulation of Eq. (3) requires 1/ tλ = ∆  to guarantee 
numerical stability. The time step Δ𝑡𝑡 should not be too small for long time-scale simulations of unsteady flows. We therefore 
used the implicit formulation of Eq. (4) which is unconditionally stable (Coquerelle and Cottet, 2008). Consequently, λ  in Eq. 
(3) and ( / (1 ))tλ λ λ′ = + ∆  in Eq. (4) play a similar role. The drag coefficient is used as the monitor to ensure that our solution 
has converged. As shown in Fig. 8, the drag coefficient is sufficiently converged when λ′ is larger than 0.99, i.e. 610λ ≥ . The 
Strouhal number remains constant over a range of 𝜆𝜆 from 104 to 1010. It is thought that the penalization constant 𝜆𝜆 in the 
implicit formulation must be chosen to satisfy 0.99λ′ >  for a solid body. Note that at smaller λ  velocity values inside the 
body remain larger due to high permeability, resulting in drag reductions. 
 
   
Fig. 8 Effect of the penalization constant.                Fig. 9 Effect of the Smagorinsky constant. 
 
Another important factor in numerical simulations is the Smagorinsky constant sC . Although the Smagorinsky model is 
popular because of its simplicity and computation efficiency, the main problem is that to the best of our knowledge there is no 
theoretical derivation that would justify a single, universal value. Therefore the Smagorinsky constant has to be determined 
empirically. Values ranging from 0.1 to 0.24 have been reported in literature. Fig. 9 shows the effect of the Smagorinsky 
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constant on the drag coefficient and Strouhal number based on the chord length. As can be seen, the drag coefficient is linearly 
dependent on the Smagorinsky constant whereas the Strouhal number is rather insensitive to its variation. We deduce that the 
effect of the Smagorinsky constant on the drag forces comes from velocity distributions in the inner region of the boundary 
layer. Fig. 10 shows time-averaged boundary layer velocity profiles at / 0.49x c =  (99% of the chord length) for different 
Smagorinsky constants. The numerical results are compared to the experimental data of Ausoni (2009). The boundary layer 
thickness from the experimental data is roughly estimated at 0.008 and from our numerical simulation the thickness of the 
boundary layer is 0.0061, 0.0070, and 0.0084 for 0.15sC = , 0.17, and 0.19, respectively. In numerical results, velocity 
profiles are affected by the Smagorinsky constant. It is noted that the Smagorinsky constant should be adjusted in terms of flow 
features such as eddies and boundary conditions. 
 
 
Fig. 10 Time-averaged boundary layer velocity profile at / 0.49x c =  and 1y is defined as the vertical distance  
from the hydrofoil surface. Note that the experimental data are reproduced from Ausoni (2009). 
 
Fig. 11 shows the root-mean-square of velocity fluctuations at / 0.0y c =  for different Smagorinsky constants. As pointed 
out by Griffin (1995), maximum of the velocity fluctuation is located at the end of vortex formation region in Fig. 4. There are 
no significant differences in the vortex formation length among different Smagorinsky constants. The vortex formation length 
from numerical simulations is in good agreement with the experimental data of Zobeiri et al. (2012). Velocity fluctuation 
increases in the vortex formation region and then gradually decreases downstream. This trend in all the tested cases is the same. 
In the very near wake, velocity fluctuations decrease with an increase in the Smagorinsky constant. It is well known that the large 
Smagorinsky constant causes a high turbulent eddy viscosity and too much damping of most fluctuations.  
 
 
Fig. 11 The root-mean-square of velocity fluctuations in the near wake for different Smagorinsky constants. 
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CONCLUSION 
We have presented the hybrid particle-mesh method that combines the VIC method and penalization method based on the 
velocity-vorticity formulation and applied to the NACA 0009 hydrofoil with the truncated trailing-edge. Shear layer instabilities 
around the blunt trailing-edge give rise to regions of concentrated vorticity, and finally it evolves as a shedding vortex and goes 
into the wake. The hybrid method, resolving directly vorticity, is thought to be suitable for shedding vortex simulations due to 
the fact that such flows are well-characterized by vortices. Since both numerical methods allow the use of a uniform Cartesian 
mesh that does not conform to the surface of a body, the hybrid method is efficient. More efficient simulations have been made 
possible by the numerical schemes such as the use of multiple domains, the approximation of domain boundary conditions 
using a cubic spline, and the particle-based domain decomposition for better load balancing. In this study, two dimensional LES 
results were rigorously compared to the existing experimental data and turbulent wake features were fairly well captured by our 
numerical simulations. The numerical results are promising in the sense that they reasonably predict vortex shedding phenomena 
and turbulent wake features behind a two-dimensional hydrofoil. Since the flow is characterized by quasi-two dimensionality 
with vortex shedding from a blunt trailing-edge, two-dimensional LES should not be dismissed so easily. Obviously, two-
dimensional LES is possible to make the problem much less expensive to solve.  
However, a turbulent flow is inherently three-dimensional. Physically more realistic three-dimensional simulation is admit-
tedly required. For example, two-dimensional LES cannot resolve certain important features such as flow development in the 
spanwise direction (also refer to Huang et al., 2014; Ji et al., 2015). We have thought that this two-dimensional LES can be used 
as a basis of comparison and as a step towards a future three-dimensional implementation. Three-dimensional LES is currently 
being undertaken and we have a plan to revisit all the issues discussed in this study.  
ACKNOWLEDGMENT 
This research was supported by the Industrial Convergence Strategic Technology Development Program (no. 10044499) 
funded by the Ministry of Trade, Industry & Energy (MOTIE, Korea) and the National Research Foundation of Korea (NRF-
2014M3C1A9060860). 
REFERENCES 
Angot, P., Brunear, C.H., Fabrie, P., 1999. A penalization method to take into account obstacles in incompressible viscous 
flows. Numerische Mathematik, 81(4), pp.497-520. 
Ausoni, P., 2009. Turbulent vortex shedding from a blunt trailing edge hydrofoil. Ph.D. Thesis. École Polytechnique Fédérale 
de Lausanne.  
Beaugendre, H., Morency,F., Gallizio, F., and Laurens, S., 2011. Computation of ice shedding trajectories using Cartesian 
grids, penalization, and level sets. Modelling and Simulation in Engineering, 2011. 
Boffetta, G. and Ecke, R.E., 2012. Two-dimensional turbulence. Annual Reviews of Fluid Mechanics, 44, pp.427-451. 
Bourgoyne, D.A., Ceccio, S.L. and Dowling, D.R., 2005. Vortex shedding from a hydroil at high Reynolds number. Journal 
of Fluid Mechanics, 531, pp.293-324. 
Caswell, B., 1967. Kinematics and stress on a surface rest. Archive for Rational Mechanics and Analysis. 26(5), pp.385-399. 
Chen, H. and Marshall, J.S., 1999. A Lagrangian vorticity method for two-phase particulate flows with two-way phase cou-
pling. Journal of Computational Physics, 148(1), pp.169-198. 
Chen, Z.S. and Kim, W.J., 2010. Numerical investigation of vortex shedding and vortex-induced vibration for flexible riser 
models. International Journal of Naval Architecture and Ocean Engineering, 2(2), pp.112-118. 
Christiansen, J.P., 1973. Numerical simulation of hydrodynamics by the method of point vortices. Journal of Computational 
Physics, 13, pp.363-379. 
Cocle, R., Winckelmans, G. and Daeninck, G., 2008. Combining the vortex-in-cell and parallel fast multipole methods for 
efficient domain decomposition simulations. Journal of Computational Physics, 227, pp.9091-9120. 
Coquerelle, M. and Cottet, G.-H., 2008. A vortex level set method for the two-way coupling of an incompressible fluid 
with colliding rigid bodies. Journal of Computational Physics, 227, pp.9121-9137. 
Int. J. Nav. Archit. Ocean Eng. (2015) 7:1034~1043 1043 
Fischer, R., 2008. Singing propellers - solutions and case histories. Marine Technology, 45(4), pp.221-227. 
Frigo, M. and Johnson, S.G., 2005. The design and implementation of FFTW3. Proceedings of the IEEE, 93(2), pp.216-231. 
Griffin, O.M., 1995. A note on bluff body vortex formation. Journal of Fluid Mechanics, 284, pp.217-224. 
Huang, B., Zhao, Y. and Wang, G.Y., 2014. Large eddy simulation of turbulent vortex cavitation interactions in transient 
sheet/cloud cavitating flows. Computers and Fluids, 92, pp.113-124. 
Iwakami, W., Yatagai, Y., Hatakeyama, N. and Hattori, Y., 2014. New approach for error reduction in the volume penal-
ization method. Communications in Computational Physics, 16(5), pp.1181-1200. 
Ji, B., Luo, X.W., Arndt, R.E.A., Peng, X. and Wu, Y., 2015. Large eddy simulation and theoretical investigations of the 
transient cavitating vertical flow structure around a NACA66 hydrofoil, International Journal of Multiphase Flow, 68, 
pp.121-134. 
Kim, Y.C. and Rheem, C.K., 2009. Cross flow response of a cylindrical structure under local shear flow. International 
Journal of Naval Architecture and Ocean Engineering, 1, pp.101-107. 
Lee, S.J., Lee, J.H., and Suh, J.C., 2014. Computation of pressure fields around a two-dimensional circular cylinder using 
the vortex-in-cell and penalization methods. Modelling and Simulation in Engineering, 2014.  
Lee, S.J., Lee, J.H., and Suh, J.C., 2015. Numerical investigation on vortex shedding from a hydrofoil with a beveled 
trailing edge. Modelling and Simulation in Engineering, 2015. 
Mansfield, J.R., Knio, O.M. and Meneveau, C., 1996. Towards Lagrangian large vortex simulation. ESAIM:Proceeding, 1, 
pp.49-64. 
Monaghan, J.J., 1985. Particle methods for hydrodynamics. Computer Physics Reports, 3, pp.71-124. 
Ossmani, M.E. and Poncet, P., 2010. Efficiency of multiscale hybrid grid-particle vortex methods. Multiscale Modeling 
and Simulation, 8(5), pp.1671-1690. 
Ploumhans, P. and Winckelmans, G.S., 2000. Vortex methods for high-resolution simulations of viscous flow past bluff 
bodies of general geometry. Journal of Computational Physics, 165, pp.354-406. 
Pope, S.B., 2000. Turbulent flows. Cambridge: Cambridge University Press 
Rasmeussen, J.T., Cottet, G.H., and Walther, J.H., 2011. A multiresolution remeshed Vortex-In-Cell algorithm using patches. 
Journal of Computational Physics, 230, pp.6742-6755. 
Shioiri, J., 1965. An aspect of the propeller-singing phenomenon as a self-excited oscillation, Davidson Laboratory report 
no. 1059. Virginia: Defense Documentation Center. 
Singh, S.P. and Mittal, S., 2005. Flow past a cylinder: shear layer instability and drag crisis. International Journal for 
Numerical Methods in Fluids, 47, pp.75-98. 
Stock, M.J., Dahm, W.J.A. and Tryggvason, G., 2008. Impact of a vortex ring on a density interface using a regularized 
inviscid vortex sheet method. Journal of Computational Physics, 227(21), pp.9021-9043. 
Zobeiri, A., Ausoni, P., Avellan, F., and Farhat, M., 2012. How oblique trailing edge of a hydrofoil reduces the vortex-
induced vibration. Journal of Fluids and Structures, 32, pp.78-89. 
