ABSTRACT Convolutional neural network (CNN) has become the mainstream method in the field of image recognition for its excellent ability to feature extraction. Most of the CNNs increase the classification accuracy for the rotational objects by imposing the network with rotation invariance or equivariance property, which causes the loss of the targets orientation information. This paper attempts to achieve objects recognition and angle or orientation estimation simultaneously without additional network training. To this end, we propose the matching criterion and the kernel-mapping convolutional neural network (KM-CNN). It has been shown that when the kernel satisfies the matching criterion, the output remains the same. Based on this study, we apply rotation transformation to the KM-CNN. Besides, the KM-CNN with the rotation by shifting pixel method and octagonal convolutional kernels can solve the mismatching problem caused by the rotations. The KM-CNN with the kernel sharing central weights gives the near state-of-art results in target recognition and angle estimation on benchmark datasets MNIST, GTSRB and Caltech-256.
augmented training samples [14] , [15] . Data augmentation enhances the rotation invariance of the networks to a certain degree at the cost of the number of training samples and the complexity of the networks increasing which meanwhile boosts the risk of overfitting.
Another way to assure the rotation invariance property is to add a separate module which specifically targets at processing rotation information in the networks [16] , [17] . RIFT-CNN [16] ingeniously designed a rotation invariant fully-connected layer which is trained by imposing an explicit regularization constraint on the objective function that enforces invariance on the CNN features before and after rotation. Different than RIFT-CNN, spatial transformer (ST) networks [17] added a learnable ST module to estimate the transformed matrix and enabled the networks spatial transformation based on the feature graph itself without extra training supervision. Similarly, Lenc and vedaldi [18] estimates the linear relationships between representations of the original and transformed images by introducing transformation and stitching layers in CNNs.
Equivariance is also be applied to deal with the rotation problem of CNN. Equivariance is defined as the output to a system varies in a predicted way as the input varies. For CNN, the intermediate layers should not be thoroughly rotation invariant, for the reason that the relative positions of some local features must be reserved to the next layer [19] . Translation is a typical equivariant transformation.
Specifically, if the functions h(x) and g(x) satisfy h(g(x)) = g(h(x)), we declare h(x) is equivariant to transformation g.
Based on the equivariance, Cohen and Welling [20] proposed the group equivariant convolutional neural networks (G-CNN). G-CNN is composed of the group convolution which contains a set of rotated convolutional kernels and the pooling operation over the rotations. Feeding unrotated data into G-CNN obtains the output with different rotation features, thus realizing the rotation invariance. As the improvement over G-CNN, harmonic networks [21] applied more rotation angles not restricted to 90 degrees. Albeit having achieved a very compact representation, this design constrained the kernels to the family of circular harmonics.
RotEqNet [22] applied each convolutional kernel with varied orientations and returned a feature map encoded with the angle of the highest scoring rotation. Although RotEqNet is comparably small in the model size, significant more kernels are involved in the convolutional operations which bring in higher need for storage and computation time. Similar to G-CNN, Follmann and Bottger [23] used kernel rotations and pooling over orientations, but not restrict the transformations to be from a symmetry group [24] .
Methods mentioned previously such as the adoption of data augmentation or adding a separate module for processing rotation information are obtaining the rotation invariance property of CNNs [1] , [16] , but not fully digging into the spatial information contained in the convolutional network itself [20] . Besides, for the equivariance-based methods like G-CNN and RotEqNet the recognition rate increases at the cost of the loss of angle information. However, the angle information is very important in biomedical, remote sensing and robot vision applications [11] , [25] [26] [27] .
For instance, the number of ''6 might be recognized as ''9 after a 180-degree rotation in handwritten font recognition task, and the direction of movement can be inferred by the orientation of the target in remote sensing image interpretation task. The angle information of the targets can help with speeding up the interpretation of images [28] .
In this paper, in order to achieve the objects recognition and angle estimation simultaneously, we propose a kernel mapping CNN which can recognize the rotated images without altering the networks basic structure and requiring extra training samples for the rotated data. Instead of considering CNN as a black box, the proposed method is based on discovering the spatial characteristics of the convolutional layers.
We first train a CNN and extract all the weights parameters from each convolutional kernel. These parameters are then replaced by their rotated version with a certain angle based on the proposed matching criterion. The new network construct with these new parameters can thus achieve recognizing the rotated images and estimating the rotation angles. Comparing with transfer learning [29] , there's no need for retraining the networks which highly reduces the amount of computation.
In comparison to the approaches proposed in [20] , [23] , in which the rotation of the convolutional kernels are along with the training of the network, we separate the two operations. To separate the rotation of the convolutional kernels and the network's training can avoid the operations other than weights update and improve the training efficiency. To further reduce the error rate for the rotations at the odd multiples of 45 • , an octagonal convolutional kernel in our approach was introduced.
The paper consists of 6 parts. After briefly talk about the basic units of a convolutional network and analyze their spatial retention property in Section 2. Section 3 will discuss the spatial matching criterion which will meanwhile be proved theoretically. Furthermore, the newly proposed rotation by shifting pixels method and octagonal convolutional kernel are discussed in this section. The requirement along with the improvement to the structure of the network is stated. The experiments results and discussion are shown in Section 4 and Section 5, and the last section will summarize this paper.
II. BRIEF REVIEW OF CNN AND ITS SPATIAL RETENTION PROPERTY ANALYSIS
Generally, a CNN always consists of the alternately presented convolutional layers, the pooling layers, and the fully-connected layers at last. A pooling layer always appears after a convolutional layer as in pairs. After training by the back-propagation algorithm, the convolutional kernels in each convolution layer can extract the geometric characteristics of objects such as edges, angles, shapes, etc. The pooling layers reduce the dimensionality of the features extracted from the convolutional layer, aiming at reducing the data flow in the network to improve the computational efficiency. The fully-connected layers work as a classifier and classify the objects based on the extracted features.
A. THE CONVOLUTIONAL LAYER
As shown in Fig. 1 , the convolutional layer is composed of the input feature map, the convolutional kernels, and the output feature map. The convolutional kernels convolve within the corresponding area of the input feature map with a certain stride and export the two-dimensional output feature map. A convolutional kernel only corresponds to a specific region of the input and this region in the input is usually considered as the receptive field for that kernel unit [30] . The value of every pixel in one feature map is evaluated by the same convolutional kernel and this is called weights sharing. Generally, a convolutional layer has a few convolutional kernels, thus outputs a set of two-dimensional feature maps.
For a CNN with the number of L convolutional layers, denoting the output of the th layer as X l , the value at the position (x, y) for the ith feature map in X l , X l i (x, y), can be evaluated
where c l−1 and X l−1 k denote the number of input feature maps and the kth, k = 1, 2, . . . , l − 1, input feature map respectively. W l k,i ∈ R d×d is the corresponding convolutional kernel of the input in which d denotes the length of the square convolutional kernel, usually with the choice of 3, 5 or 7. R is the set of real numbers. Furthermore, b i is the offset term, and f (·) denotes the nonlinear activation function, often chosen as the Rectified Linear Unit (ReLU) or the sigmoid function.
We can observe from (1) that a convolutional layer includes three operations, convolving the input with the convolutional kernels, compensating the result of the convolutions with the offset term and the nonlinear activation. The offset term can be considered part of f (·) and neither of this affects the targets spatial characteristics. The convolution operation can pass the spatial characteristics within the range of receptive field to the specific position of the feature map in the next layer. This endows the spatial retention property for the convolutional layer. Fig. 2 illustrates how the output feature map changes with a 90 • rotation of the input. Apparently, the output of each convolutional layer retains the same spatial characteristics of the original input. Also, the same spatial characteristics variation appears in the output feature maps after a 90 • rotation of the input, as shown in subfigures (e) and (f).
B. THE POOLING LAYER
The pooling layer which always exits after the convolutional layer plays a role in nonlinear downsampling, aiming at reducing the dimensionality of the spatial characteristics. In general, one pooling operation is applied after a few convolution operations employed in a row. Max pooling, mean pooling and stochastic pooling are the most common pooling methods. Max pooling outputs the maximum value within the sliding window while mean pooling outputs the average value. Fig. 3 gives an example of the max pooling. The left part shows the first pooling operation while the right part shows the last operation. We can easily notice there won't be significant changes to the output with small variations to the targets regarding positions, etc., thus enables the networks with a certain spatial invariance [12] , [31] . 
C. THE FULLY-CONNECTED LAYER
The fully-connected layers are often presented at the end of the networks, and there are always more than one fully-connected layers for one network. The last fully-connected layer is also the output layer with the same number of output as the number of classes. The output of the VOLUME 7, 2019 ith unit is
where X k is the kth input, W k,i is the parameters of the corresponding network, b i is the offset term, and f (·) is the nonlinear activation function. Different than the convolutional kernels, which only receive data within the receptive field, the value of each unit in the fully-connected layers depends on the entire input. The input at each unit in the fully-connected layer is based on all the data from the output of the last layer and will be converged to pass to the next layer until the class of the targets is predicted. Before passing the feature maps to the fully-connected layers, we need first to vectorize the element that contained in the feature maps. In the process of vectorization operation, the spatial characteristics of the feature maps will be disorganized which considerably increase the difficulty of the following study on the convolutional networks spatial characteristics. Thus, this paper only focuses on the study of the spatial characteristics before the fully-connected layers.
III. METHODS

A. MATCHING CRITERION FOR THE CONVOLUTIONAL LAYERS
From the analysis above, we learned that the convolutional layers in the convolutional networks have spatial retention property. The spatial information of objects is preserved during the forward propagation of the neural networks and directly shown in the feature maps. This process of spatial characteristics transmission satisfies the matching criterion.
Matching Criterion: while the convolutional kernel and its corresponding receptive field are guaranteed spatially accordant or in details the parameters at each position of the convolutional kernels are correspondent to the value of the input at the same position within the receptive field during the convolution operation, the output of the convolution thus retains the same.
Proof: The spatial transformation can be considered the targets in the image mapped to the new coordinates via the transformation function. Let (x, y) and (x r , y r ) be the coordinates before and after transformation, M be the transformation matrix, we thus have
For a convolution operation with X (x, y) being the input feature map and W (x, y) being the convolutional kernel, the output feature map is assumed G, and we substitute the discrete convolution operation in a CNN with the continuous operation for convenience. Also, we only consider the two-dimensional convolution in this part. The value at Define the transformed input and convolutional kernel being X (x r , y r ) and W (x r , y r ). The transformed functions are assumed g(·) and h(·). We thus have x r = g(x, y) and y r = h(x, y). However, the direction of the sliding window during the convolution remains the same after transformation, as shown in Fig. 4 . The output after transformation can then be expressed as
Based on the integration by substitution [32] , (5) can be rewritten as
where J is the determinant of the Jacobian matrix,
For any transformation with |J | = 1, (6) can be simplified as
Comparing (8) with (4), we can observe that the value at (u, v) remains unchanged after transformation. We call this with |J | = 1 transformation is the spatial-invariant transformation satisfying the matching criterion. For the output G we have u = x and v = y, but u = x r and v = y r in G r . Therefore the same transformation to the input also happens to the output G r corresponding to G. Let T (·) denotes the spatial transformation, then we have
Specifically, when |J | = 1, it is complicated to maintain the matching criterion. The scaling transformation is a simple way to understand the |J |. For instance, for x r = 2x, y r = 2y, the feature map expands by one time via interpolation and the weights vary correspondingly to satisfy the matching criterion. The output is thus three times more of its origin. Hence, to keep the same output, we need the absolute value of the Jacobian determinant to equal to 1/4, as shown in the following
B. KERNEL-MAPPING ROTATION TRANSFORMATION
The spatial transformation can be considered as the coordinates mapping, and we thus call the spatial transformation of the convolutional kernels as kernel-mapping. Based on the matching criterion, while the spatial transformation happens to the input and the same kernel-mapping rotation transformation is performed to the convolutional kernels, the output does not change. With the angle of α r rotation, the transformation matrix in (3) can be expressed
With (11), it can be derived x = cos(α r )x r − sin(α r )y r and y = sin(α r )x r − cos(α r )y r . Hence, the value of the determinant of the Jacobian matrix in (6) is
Therefore, the kernel-mapping rotation transformation satisfies the matching criterion. Fig. 4 explains the rotation transformation further.
Comparing the (c) and (f) in Fig. 4 , we can observe while both the convolutional kernel and the input are with a 90 • rotation, the parameters at each position of the convolutional kernel can still be matched with each pixel of the image, such as ''a'' matches with ''1,1'' and ''b'' matches ''1,2'', etc. Hence, every convolution operation can still outcome the same output as before the rotation, as shown in (b) and (e) in which the values at position (2, 2) are the same X 2,2 . However, as stated previously, for the reason that the direction of the sliding window during convolution remains the same, spatial rotation happens to the position with the same output, as shown a 90 • rotation of the position (2, 2). 
C. OCTAGONAL CONVOLUTIONAL KERNEL FOR 45 • ROTATION
Although kernel-mapping rotation transformation satisfies the matching criterion, while the rotation degree is not at the integral multiples of 90 • , the coordinates after transformation might not be integers for which interpolation is required for the coordinates mapping, which is called the interpolation rotation in this paper. The common interpolation methods are the nearest neighbor interpolation, bilinear interpolation [33] , etc. Nevertheless, the size of the convolutional kernel is usually small, and interpolation thus brings in comparably evident bias.
1) ROTATION BY SHIFTING PIXELS
To solve the problem of mismatching caused by interpolation, we propose a new kernel-mapping method, i.e., the rotation by shifting pixels, for rotation with the angles such as 45 • and its integral multiples. As shown in Fig. 5 , while the size of the convolutional kernel is 3×3 and the central weights parameter is kept the same, the 45 • rotation can be implemented by shifting the parameters in the outermost layer by one pixel. In the same way, for a 5 × 5 convolutional kernel, we only need to shift the parameters in the outermost layer by two pixels and the parameters in the second to the outermost layer by one pixel.
2) OCTAGONAL CONVOLUTIONAL KERNEL
Rotation by shifting pixels can effectively reduce the bias caused by interpolation for the 45 • rotation. However, we can quickly notice from Fig. 6(c) that the rotated square convolutional kernel does not match its origin. Hence, the parameters VOLUME 7, 2019 and the input space are not precisely matched, and the offset exists between the output before and after rotation during each convolution. Only by enabling the convolutional kernel with 45 • rotation symmetry, the mismatching problem caused by rotation can be solved substantially. Therefore, we design an octagonal convolutional kernel, as shown in Fig. 7(a) .
While designing an octagonal convolutional kernel, we set the value of the parameters in the four corners of the 4 × 4 square convolutional kernel into zero and the value of the parameters in the center 2 × 2 the same. The training process is similar to the square convolutional kernel. The differences are that the four zero parameters are no longer optimizing, but the four sharing parameters needed to have the same incremental update. Therefore, only the parameters in the octagonal convolutional kernel have an effect on the output.
From (c), (f) in Fig. 7 , we can observe that any rotation with integral multiples of 45 • the octagonal convolutional kernel is symmetric. After rotation, every parameter is fully matched with the corresponding area of the input feature, which avoids the bias owing to the mismatching during the process of kernel-mapping.
D. NETWORK STRUCTURE
While designing our CNN structure, we only need to guarantee the output of the last convolution or pooling layer with the size of 1 × 1, and the proposed method is hence able to work. We design a network, based on the analysis above, as shown in Fig. 9(top) . The size of the output feature before fully-connected layers reduce to 1 × 1. Only the part of the convolutional and fully-connected layers are shown in the figure. In our application, we call the network that trains the unrotated data as the standard network and the optimized weights parameters as the standard weights parameters.
1) 1 × 1 OUTPUT FEATURE NETWORK
As we analyzed in the previous sections, after both the feature map and the convolutional kernel rotated, the same spatial transformation happens to the output feature map. Vectorization is applied to the last feature map before the fully-connected layer. We can observe from Fig. 8 that the order of the elements in the vectorized feature map is disorganized which lead to the parameters mismatching. However, it is complicated to maintain the matching via varying the parameters of the fully-connected layers. We thus preserve the original parameters in the fully-connected layers and only adopt concentric rotation to the convolutional kernels. Therefore, we limited the dimension of the output feature map of the last convolutional layer to 1 × 1 when we design the network. At present here, (9) can be modified
which suggests the feature map remains the same after rotation. As shown in Fig. 8(c) , for the feature of the single pixel, the rotation will not change its spatial distribution, and the vectorization will not disorganize the targets spatial information. Under this circumstance, even with the fixed parameters in the fully-connected layers, the rotation to the input will not impact the spatial characteristics of the fully-connected layers. In addition, in this paper, to achieve the size of the last output feature map in the convolutional layers being 1 × 1, we apply global average pooling [34] instead of max pooling. To summarize, we keep the parameters in the fully-connected layers unchanged and only rotate the parameters in the convolutional kernels with the same angle as the rotation to the objects. It can thus be used for recognizing objects with the specific rotation angles.
2) NETWORK CONVERGENCE
The rotated weights parameters of the convolutional kernels loaded on the CNN can be used for recognizing the image with the same rotation angle. However, one set of parameters is limited to recognizing the objects within a small range of rotations. To expand the range of recognition area, it is necessary to converge the parameters of different rotation angles and construct a new kernel-mapping network. Details are shown in Fig. 9 (bottom). The input passes through different sub-networks concurrently, and each sub-network is mutually independent during convolutions. Parameters of different convolutional kernels are acquired via rotating their corresponding original convolutional kernels. All the sub-networks 1 × 1 output feature of the last convolutional layer share the same weights parameters of fully-connected layer. (i) shows the predicted outcome of each sub-network. The classification label corresponding to the maximum probability is the final recognition result, the rotation angle of which corresponding to is the target angle.
IV. EXPERIMENTS
Our purpose is to acquire the networks weights parameters by training the unrotated data and then apply the parameters to KM-CNN based on the matching criterion to enable the classification and angle estimation of the rotated objects. While designing the experiments, we first explore the rotation invariance property of the convolutional networks and the effects of the size of the convolutional kernels on this property. Afterward, we validate the effectiveness of rotation by shifting pixels and the octagonal convolutional kernels.
At last, we test the classification and angle estimation abilities of the KM-CNN. Data description: we first apply MNIST dataset. MNIST has 55000 training images and 10000 testing images, all of which are grayscale with a size of 28 × 28. To validate the spatial rotation characteristics, we rotate the images in MNIST within the range of 0 • ∼ 360 • and with the step of 5 • using the bilinear interpolation. Each rotation of the set is independently saved as a sub-training set and sub-testing set, and all the augmented sub-sets were called rot-MNIST. Please note that it is not the same dataset as mnist-rot proposed by [35] , where each image is only rotated once with random rotation.
Furthermore, GTSRB [36] and Caltech-256 [37] datasets which include images with complicated scenes are also selected. The GTSRB dataset was collected from the real traffic records in Germany. The Caltech-256 dataset was collected by choosing a set of object categories, downloading examples from Google images and then manually screening out all images that did not fit the category.
In the experiments, we select 5 sets of data from GTSRB that are sensitive to the changing of angles. For Caltech-256 dataset, 9 sets of data such as tower, telephone booth, belvedere and etc. were selected. The number of two datasets is 5302 and 11364. Part of the samples used for training network are shown in the right of Fig. 10 . 70% of samples are chosen as the training data and the rest are used for testing. All the training and testing images are resized to 40 × 40 and 128×128 respectively. Besides, rotation augmentation is also applied, testing set rot-GTSRB and rot-Caltech obtained. Specifically, for Caltech-256, apart from the object samples, we also randomly select several kinds of images as separate genres to enable to the network to learn more complicated features, which are only applied during training.
Experimental setup:The topology of the networks is shown in TABLE 1, in which Net-A, Net-B and Net-C are used for recognition of MNIST, GTSRB and Caltech respectively. To simplify, we neglect the ReLU activation function and batch normalization in this table. Net-A consists of three VOLUME 7, 2019 convolutional layers and two fully-connected layers. 2 × 2 max pooling is applied to the first two convolutional layers while the global average pooling is applied to the last convolutional layer.
The characteristics of VGG [38] such as stacked two convolutional layers were considered when we design the Net-C. Net-C contains four convolutional groups, and each group consisting of two convolutional layers.
All models were trained with mini-batch stochastic gradient descent (SGD) with a mini-batch size of 128. All weights were initialized by a modified scheme of Xavier initialization [39] proposed by He et al. Meanwhile, we used the Adam optimizer [40] with tuned hyper-parameters to accelerate training. The hyper-parameters were kept the same across all layers and all networks. Batch normalization was used in every convolutional layer before ReLU. 
A. ROTATIONAL CHARACTERISTICS OF CNN
The rotation invariance property of CNN with different kernel sizes was first analyzed. We use the unrotated data to train three standard networks with the same structure and the convolutional kernels of the size of 3 × 3, 5 × 5 and 7 × 7 respectively. After the training, we use the rotated datasets for testing. The testing results of these three datasets are shown in Fig. 11 .
For MNIST, we can observe that the accuracy does not decrease evidently while the rotation angle is less than 20 • , which suggests that CNN is rotational invariant to a certain degree [12] . However, as the rotation angle increases consecutively, the accuracy drops severely. There exists a difference in terms of the rotation-invariance property between various datasets. We can observe from (a), (b) and (c) that rot-Caltech is most sensitive to rotation and GSTRB is most robust. The recognition rate of rot-GTSRB with 45 • rotation is 72.08% and drops less than 30% compared with the recognition rate without rotation, while rot-Caltech drops nearly 80% under the same condition (with the recognition rate of only 21.02% at this moment). This phenomenon can be explained by the matching criterion since the input and the weights match properly at small rotation angles, and vice versa. Besides, it is also obvious to notice that the accuracy does not vary much as the size of the convolutional kernel increases.
B. KERNEL-MAPPING ROTATION
To overcome the limits of the networks rotational invariance and expand the range of the recognizable rotation angles, we use the weights parameters trained from the last section as the standard parameters to implement kernel-mapping rotation transformation by the matching criterion.
CNN consists of parameters in both convolutional and fully-connected layers. We use W and b to denote the weights and offsets terms in the convolutional layer seen in Eq. (1). And we use φ to denote all the parameters in fully-connected layers. For the reason that the offsets term does not impact on the spatial distribution, we thus only rotate the weights term W . The rotated weights W , the offsets b, along with the parameters φ in the fully-connected layers are again loaded on the network to recognize the objects in the testing samples with the same rotation angles. The whole process is summarized as follows: We first apply interpolation [33] to rotate the parameters of the convolutional kernels, the result of which is shown in Fig. 12 .
For MNIST and GTSRB, we can easily tell from the results that the recognition rate increases significantly after rotation transformation except for the rotations with angles at the odd multiples of 45 • . Especially for the result with rotation angles at integer multiples of 90 • , the accuracy rate only decreased by 1% compared with the result before rotation. Although the recognition rates at the odd multiples of 45 • are lower than 80%; they are still higher than the result of the standard network, 55.83%. Therefore, it is feasible to increase the recognition accuracy by kernel mapping rotation.
However, for the rot-Caltech dataset, rotate the parameters by interpolation method cannot increase the recognition rate with the rotation angles at the odd multiples of 45 • . This is owing to the sensitivity of this dataset to rotations (as shown in Fig. 11 (c) ) and interpolation rotation cannot satisfy the matching criterion precisely.
C. ROTATION BY SHIFTING PIXELS FOR THE CONVOLUTIONAL KERNEL
As discussed previously, rotating the convolutional kernels can enable the networks to recognize the samples with most of the rotation angles, the rotation angles at the odd multiples of 45 • are still not recognizable at a high accuracy rate. In this part, to solve the problem, we explore the rotation by shifting pixels to replace the interpolation operation. We still only rotate the weights term W in the convolutional kernel here. For the convolutional kernel with the size of 3 × 3, we only shift the outermost grid by one pixel clockwise to implement the 45 • counter-clockwise rotation. In the same way, shifting 3 and 5 pixels corresponds to 135 • and 225 • rotations respectively. TABLE 2, 3 and 4 show that with the rotation angles at the odd multiples of 45 • applying to the testing images. We can observe from Table 2 that the error rate of rot-MNIST for baseline is more than 30%. And the error rate for rotation by shifting pixels is less than 3%, which decreases by 21.72% compared with interpolation rotation. Nevertheless, for the rot-Caltech dataset in Table 4 , the error rate for rotation by shifting pixels falls from 79.98% ∼ 93.41% to 6.4% ∼ 6.6%, which drops more than that with interpolation rotation. This indicates rotation transformation, especially rotation by shifting pixels, can effectively solve the mismatch problem and improve classification accuracy.
D. OCTAGONAL CONVOLUTIONAL KERNEL
Although rotation by shifting pixels can solve the mismatching problem with rotation angles at the odd multiples of 45 • , the square convolutional kernel is not symmetric to 45 • rotation which implies the imprecisely satisfying the matching criterion as discussed previously. To reduce the impact of mismatching problem, we proposed an octagonal convolutional kernel which is symmetric to 45 • rotation. The experiment in this section is to verify the recognition ability of CNN using octagonal convolutional kernels.
In the experiment, we train the standard networks with the 4 central parameters sharing for the octagonal convolutional kernels, as shown in Fig. 7 . Rotation by shifting pixels in the way as discussed in the previous section is then applied to the trained networks. The recognition results with various angles are shown the fifth row of TABLE 2, 3 and 4.
From the table, we can observe at rotation angles at 45 • and 135 • , the network with the octagonal convolutional kernel performs better than the square kernel. For MNIST, the error rate of CNN with the octagonal convolutional kernel is only 1.2%, which decreases 1.20% ∼ 1.65% compared with CNN with the square kernel. The advantage of the octagonal convolutional kernel is more obvious for the rot-Caltech dataset. The error rate drops from 6.4% to 0.8% with the rotation at the angle of 45 • .
E. MULTI-CHANNEL CONVERGENCE AND ANGLE ESTIMATION
To achieve recognizing rotated images with unknown rotation angles, we construct the converged kernel-mapping network based on Fig. 9 and choose 45 • as the stride to rotate the standard network. For MNIST, we first validate the feasibility of the converged network and compare the results with other models. The models include the baseline CNN, the G-CNN [20] model with 8 rotational convolutional kernels, the ORN [41] model and the RP_RF_32 model in [23] which exploits the reversal feature maps. The baseline CNN is a standard network without kernel-mapping rotation. All the models were trained on the unrotated data and test on a rotated test set. The comparison is shown in TABLE 5. It is obvious that the standard CNN and G-CCN are not able to recognize rotated images and our proposed converged network performs better than ORN and RP_RF_32 for rotated images. Fig. 13 shows the recognition results of rotated MNIST with our proposed KM-CNN. We can notice from the results that the accuracy for signs ''6 and ''9 are much lower than other signs. We hence analyze the distribution of the recognition outcome for both signs, as shown in Fig.15 . Nearly 20% of ''9 were classified as ''6 , and more than 10% ''6 after rotation 45 degrees is recognized as ''9 . This leads to lower recognition rates. However, the converged network can make up for this to a certain extent for its ability of angle estimation.
Furthermore, Fig. 14 is the classification results of our KM-CNN with square convolutional kernels on rot-MNIST. Similar to the test results in Table 2 , the advantage of KM-CNN with octagonal convolutional kernels is significant. Compared with Table 13 , we can see that the recognition rate increased by 1.9%, rising from 90.8% to 92.7% when the rotation angle is 0 • . And the recognition rate increased by 13%, rising from 78.9% to 91.9% when the rotation angle is 45 • . Fig. 16 and Fig. 17 are the classification results of rot-GTSRB and rot-Caltech with KM-CNN. It can be observed that the recognition rates nearly all achieve 90% with the rotation angles at the integer multiples of 90 • . Although the recognition rates with the rotation angles at the odd multiples of 45 • are comparatively low, they are still 85% or higher. However, CNN without kernel mapping rotation transformation is not able to recognize these rotated images. Angle Estimation: Fig. 18 gives the accuracy of angle estimation results for MNIST at various rotation angles, in which ave represents the ratio of the number of correctly classified and angle-estimated images to the total number of correctly classified samples. We can observe that the accuracy of angle estimation is above 82%. Besides, it is not hard to notice that the recognition rates for the sign ''0 and ''1 are comparably low for the reason of them being equal to their reversals.
For rot-MNIST, we also compare the classification and angle estimation results for the converged networks with both square and octagonal convolutional kernels and the results are shown in Fig. 19 . It is obvious the output results of KM-CNN with the octagonal convolutional kernels are much better. Compared to the square convolutional kernel, the octagonal convolutional kernel is symmetric of the odd multiples of 45 • which accurately satisfies the matching criterion and enables stronger compatibility to the converged network. The results are accordant to the previous analysis.
The results of rot-GTSRB and rot-Caltech are shown in Fig. 20 and Fig. 21 . We can easily observe that the angle estimation accuracy of GTSRB data with strong direction is above 90%. Although the images in Caltech are with complicated scenes the angle estimation accuracies with KM-CNN are all above 85%. 
V. DISCUSSION
In this paper, we apply eight different rotation angles, n×45 • , n = 0, 1, . . . , 7, to the network. To be noticed that, the CNNs trained by different training sets are not compatible, which indicates that the probability outputs are not comparable. For example, we use dataset S 1 and S 2 to train networks A and B. For the testing samples s 1 in S 1 , we denote the maximum output of network A as p 1 with its corresponding class as a 1 If the parameters of different networks are from the same set of standard parameters and only the rotation transformations lead to different spatial distribution, these sub-networks are still compatible to some extents. It means the probability outputs of different networks under this circumstance are comparable, and we set the class corresponding to the maximum value as the final classification result.
However, this compatibility is limited and likely to cause lower recognition probability. We can observe from Table 5 and Figure 11 , the classification error rate of standard CNN with MNIST is less than 2% while the error rate of KM-CNN with rot-MNIST is more than 9%. Nevertheless, this result is acceptable because we get orientation information while the recognition rate is reduced.
VI. CONCLUSION
In this paper, we researched the spatial characteristics of convolutional neural networks. The matching criterion is proposed and proved, which states that while the transformation satisfies the matching criterion, the output remains the same after transformation. Based on this, a kernel-mapping CNN implemented by rotating the convolutional kernel is proposed, which can recognize and estimate the rotation angles. Besides, we analyzed the rotation invariance property of the convolutional network and the impact of the size of the convolutional kernel on this property, in which we found out the size of the convolutional kernel hardly affects the rotation invariance property. The octagonal convolutional kernel and the rotation by shifting pixels methods can solve the mismatching problem caused by the rotations, meanwhile increasing the recognition accuracy. The KM-CNN with the central weights sharing gives the best result in classification and angle estimation.
In the future work, we will apply the kernel mapping theory to other computer vision tasks such as object detection and semantic segmentation. Furthermore, compatibility issues lead to poorer performance of KM-CNN and we will explore anomaly detection methods [42] [43] [44] to solve this problem. Besides, for angles that are not equal to n×45 • (n = 1, 2, . . . , 7), the network can only estimate the angle roughly for the reason that we only choose 45 • as the stride to rotate the parameters in convolutional layers. In the late work, we plan to employ smaller rotate strides to predict angles such as 10 • and 25 • precisely. 
