We use an isotropic harmonic map representation of Willmore surfaces to solve the analogue of Björling's problem for such surfaces. Specifically, given a real analytic curve y 0 in S 3 , together with the prescription of the values of the surface normal and the dual Willmore surface along the curve, lifted to the light cone in Minkowski 5-space R 5 1 , we prove that there exists a unique pair of dual Willmore surfaces y andŷ satisfying the given values along the curve. We give explicit formulae for the generalized Weierstrass data for the surface pair. Similar results are derived for S-Willmore surfaces in higher codimensions. For the three dimensional target, we use the solution to explicitly describe the Weierstrass data, in terms of geometric quantities, for all equivariant Willmore surfaces.
Introduction
A Willmore surface in Euclidean 3-space R 3 is an immersion S that is locally critical for the Willmore functional
where H is the mean curvature of the surface. As such, these surfaces are generalizations of minimal surfaces, and also, from another point of view, of elastic curves. Hence the interest in Willmore surfaces, which have attracted a lot of attention in recent decades. The governing equations are a fourth order nonlinear PDE, and they are therefore a challenging class of surfaces to get information about: for example, the Willmore conjecture, that the Clifford torus is the global minimizer of the Willmore energy among tori, proposed in the 1960's, took more than half a century to resolve [25] . The property of being a Willmore surface is invariant under conformal transformations of the ambient space. Hence, from a theoretical point of view, the choice of conformally congruent target space is unimportant. In fact the natural choice is the 3-sphere S 3 , because this case includes, up to Möbius equivalence, both R 3 and the hyperbolic space H 3 as proper subspaces. In this article, we generally regard the surfaces as living in S 3 , and more generally S n , n ≥ 3. For further introduction and background on Willmore surfaces, especially relevant to this article, see Hélein [17] .
Being one kind of generalization of minimal surfaces, it is natural to consider the extension of Björling's classical problem to Willmore surfaces. Björling's problem is to find the unique minimal surface that contains a given curve with surface normal prescribed along the curve. The solution can be found, in terms of the Weierstrass-Enneper representation, via analytic extension of the prescribed data. It is a useful tool in the study of minimal surfaces and has been generalized recently, through various means, to several other surface classes. An approach that can be expected to be fruitful among surfaces associated to harmonic maps can be found in the solution for non-minimal constant mean curvature surfaces given in [4] . Here one uses an infinite dimensional version of the WeierstrassEnneper formula, the DPW method of Dorfmeister/Pedit/Wu [11] , to again obtain the solution by holomorphic extension.
For Willmore surfaces, there are more than one type of harmonic map one might consider employing. For example, it has long been known that the conformal Gauss map into the Grassmannian Gr 3,1 (R 5 1 ) of Lorentzian 4-planes in R 5 1 is harmonic. This is a certain lift of the surface normal into R 5 1 , and the harmonicity of this map has been used in [12] to study Willmore surfaces via the DPW method. The related flat connections also form the basis for some of the recent works on constrained Willmore surfaces: see, e.g. [9, 2, 14, 19] .
On the other hand, a different ("roughly") harmonic map, this time into SO(1, 4)/(SO(1, 1) × SO(3)) was found by Hélein in [17] (See also [18] ). In our distillation of Hélein's work, the basic object is the map Y ∧Ŷ , where Y and Y are the surface and its dual, lifted to the light cone. Essentially, the projections of Y andŶ are Willmore if and only if Y ∧Ŷ is what we call an isotropic harmonic map. The DPW method also works for isotropic harmonic maps, and this is the approach we will use. Figure 1 . Three solutions to the Björling problem for Willmore surfaces in S 3 , all with the same initial curve (a circle) and the same constant normal along the curve. The prescribed dual surface dataŶ 0 is different in each case. The surfaces are all given the same stereographic projection to R 3 .
Results of this article
If only the surface and surface normal are prescribed along a curve, then there is no hope of obtaining a unique solution for the Björling problem for Willmore surfaces (see Figures 1 and 6) . One needs to prescribe something more, and it turns out that the value along the curve of the dual surfaceŶ is enough. Hence, the representation in terms of Y ∧Ŷ seems canonical for this problem, rather than the conformal Gauss map representation.
In Section 2, we outline the projective light cone model for conformal surface theory, the basic theory of Willmore surfaces in this setting, and the relation with isotropic harmonic maps into SO(1, 4)/(SO(1, 1)×SO (3)). In Section 3 we derive the DPW construction for isotropic harmonic maps. The DPW construction for harmonic maps f : Σ → G/K makes use of a holomorphic frame F λ − for the extended frame F λ : Σ → ΩG ∼ = ΛG C /Λ + G C , a lift of f into the group of based loops in G. The Maurer-Cartan form η of F λ − is known as a potential, and this is the Weierstrass data for the problem. Given a potential η, which essentially consists of a series of arbitrary holomorphic functions, the equation dF λ − = F λ − η can be solved, and a frame F λ : Σ → ΛG is obtained via the Iwasawa decomposition. If G is non-compact, all of this happens only on a large open set (the big cell) of the loop group, but otherwise the theory is the same. We need to verify that the theory restricts to isotropic harmonic maps (see Definition 2.10), and this is indeed the case because the isotropic condition is preserved by the loop group decompositions. The prescribed data is the pair of curves (one red, one blue) together with a family of 2-spheres tangent to both curves at the touching points. One sphere is shown.
In Section 4 we present, in Theorems 4.1 and 4.2, a solution to the Björling problem for Willmore surfaces: given a real analytic sphere congruence ψ 0 (a lift of the surface normal) along a curve I, with two enveloping curves Y 0 and andŶ 0 , there exists a unique dual pair of Willmore surfaces Y andŶ that restrict, along I, to Y 0 andŶ 0 (Figure 2) . We also give an explicit formula for a holomorphic potential for the surface, in terms of the prescribed geometric data.
In Section 5, we apply this result to describe all SO(4)−equivariant Willmore surfaces in S 3 , that is surfaces invariant under the action of a 1-parameter subgroup of the isometry group. Our approach is to solve the Björling problem along a parallel. One can describe all SO(1, 3)−equivariant Willmore surfaces in H 3 in an analogous way, and we give the details for some of these, including hyperbolic rotational surfaces and the hyperbolic analogue of Hopf surfaces in Section 6. We remark that it is known [6, 21] that Willmore surfaces of revolution in R 3 can be obtained by revolving about the x-axis an elastic curve in H 2 , represented by the upper half plane model above the x-axis. General equivariant surfaces have not been described so explicitly, however Ferus and Pedit [15] gave a description of all non-rotational SO(4)-equivariant Willmore tori. We end this paper in Section 7 with an extension of the isotropic harmonic map construction to Willmore surfaces in S n+2 , for arbitrary positive n, which is related to the geometric adjoint transforms of such surfaces. This section is partly motivated by the desire to give a uniform treatment of results of Hélein [17] , Xia/Shen [33] and Ma [23] . We then use this setup to solve the Björling problem for S-Willmore surfaces in S n+2 , defined to be those Willmore surfaces for which there exists a dual surface.
Finally, we remark that all the images in this article were produced by numerically implementing the DPW method for the problem at hand. At the time of writing, some code is available at: http://davidbrander.org/software.html. In our examples, the surfaces appear smooth when the boundary of the Iwasawa big cell is approached. One expects that these are points where the surface and its dual coincide, such as can happen at umbilics (see Lemma 2.7 below). Babich and Bobenko [1] , constructed Willmore surfaces which contain lines of umbilics. Such a curve could not be taken as the initial curve for our solution of the Björling problem because we have an umbilic-free assumption along the curve. In principle one can nevertheless construct these solutions by choosing a different curve on the surface.
Willmore surfaces in S n+2
2.1 Conformal surface theory in the projective light cone model We will review first the projective light cone model of the conformal geometry of S n+2 and derive the surface theory in this model. Then we formulate it at the Lie algebra level. Our treatment here follows the surface theory in [8, 24] .
We denote the Minkowski space R n+4 1
as R n+4 equipped with a Lorentzian metric
Let C n+3 be the light cone of R n+4 1
. One can see that the projective light cone
with the induced conformal metric, is conformally equivalent to S n+2 , and the conformal group of Q n+2 is exactly the orthogonal group O(1, n + 3)/{±1} of
. We denote by SO + (1, n+ 3) the connected component of O(1, n + 3) containing I, that is for any T ∈ SO + (1, n + 3), det T = 1 and T preserves the signature of the first coordinate of any x ∈ R Now we define the conformal Gauss map of y as follow. See also [5, 8, 13, 24] . Definition 2.1. For a conformally immersed surface y : M → S n+2 with canonical lift Y (with respect to a local coordinate z), we define
where N ≡ 2Y zz ( mod Y ) is the frame vector determined in (2.1). It is direct to see that G is well defined. We call G : M → Gr 3,1 (R n+4 1 ) the conformal Gauss map of y.
Given frames as above, and noting that Y zz is orthogonal to Y , Y z and Yz, there exists a complex function s and a section κ ∈ Γ(V ⊥ C ) such that
This defines two basic invariants κ and s depending on coordinates z, the conformal Hopf differential and the Schwarzian of y (for more discussion, see [8, 24] ). Let D denote the normal connection and ψ ∈ Γ(V ⊥ C ) any section of the normal bundle. The structure equations can be given as follows:
The conformal Gauss, Codazzi and Ricci equations as integrable conditions are:
The conformal Hopf differential plays an important role in the study of Willmore surfaces. To see this, we first give the transformation formula of κ. 
Direct computation using the structure equations above shows that G induces a conformal-invariant metric g := 1 4 dG, dG = κ,κ |dz| 2 on M. Note this metric degenerates at umibilic points of y. We define the Willmore functional and Willmore surfaces by use of this metric.
Definition 2.2. The Willmore functional of y is defined as the area of M with respect to the metric above:
An immersed surface y : M → S n+2 is called a Willmore surface if it is a critical surface of the Willmore functional with respect to any variation of the map y : M → S n+2 .
It is direct to verify that W (y) is well-defined from the formula (2.2). Willmore surfaces can be characterized as follows [5, 8, 13, 30] : Theorem 2.3. For a conformal immersion y : M → S n+2 , the following three conditions are equivalent:
).
(iii) The conformal Hopf differential κ of y satisfies the following Willmore condition, which is stronger than the conformal Codazzi equation (2.1):
DzDzκ +s 2 κ = 0.
In the seminal paper [5] [13] states that a Willmore surface admits a dual surface if and only if it is S-Willmore. Moreover the dual surface is also Willmore when it is non-degenerate.
Example 2.5. 1. It is well known that minimal surfaces in Riemannian space forms are Willmore surfaces (see [5, 20] for example). These surfaces give the basic examples of Willmore surfaces. Moreover, they are, in any codimension, S-Willmore surfaces, i.e., Willmore surfaces with a dual surface, see [13, 24] . (3)). HereŶ is an arbitrary lightlike vector other than Y in the mean curvature sphere V of Y . Moreover, he found that ifŶ is chosen suitably (which yields a Riccati equation), the roughly harmonic map Y ∧Ŷ will be truly harmonic [17] . A special choice is to setŶ to be the dual surface of Y ( [17] , [18] ). These results are generalized for Willmore surfaces in S n+2 in [33] .
In a different approach Ma [23] proved that a Willmore surface in S n+2 locally always admits an adjoint transform (which in general may be non-unique). This is the generalization of the duality theorem of Willmore surfaces in S 3 . Furthermore, he found that a Willmore surface together with an adjoint transform, derives a new kind of harmonic map into SO + (1, n+3)/ (SO + (1, 1) × SO(n + 2)), which turns out to be one of the harmonic maps found by Hélein [17] and Qiaoling Xia, Yibing Shen [33] .
To avoid burdening the reader who may be primarily concerned with the S 3 case with unnecessary information, we will restrict ourselves, in this subsection and the sections immediately following, to Willmore surfaces in S 3 . The general case of S n+2 includes more possibilities, which we discuss in the last section of the paper.
Let y : U → S 3 be an umbilic free Willmore surface with canonical lift Y with respect to z as above. We introduceŶ as
with µdz = 2 Ŷ , Y z dz a complex connection 1-form. Direct computation yieldŝ
ThenŶ is the dual surface of Y if and only if Dzκ +μ 2 κ = 0 ( [5] , [13] , [24] , [23] ). Note now the Willmore equation is equivalent to the Riccati equation
Theorem 2.6. [17] , [33] , [23] (Harmonicity of another map) Let Y be an umbilic free Willmore surface in S 3 withŶ its dual surface. Set
Then f h is a conformally harmonic map.
At umbilic points it is possible that there exists a limit of µ such that (2.4) holds. Due to the following lemma, the harmonic map f h has no definition when µ tends to ∞. In order to use the machinery of loop groups, we need to examine the structure of the Maurer-Cartan form of a frame for Y ∧Ŷ : Proposition 2.8. Let f h = Y ∧Ŷ be a harmonic map, where Y andŶ are a Willmore surface and its dual, as above. Chose a frame
, and ψ a unit vector in the normal bundle V ⊥ . Set κ = kψ. Then the Maurer-Cartan form
It is straightforward to see that this last condition on B 1 is independent of the choice of frame F for the harmonic map f h . Conversely, this condition is also sufficient to characterize Willmore surfaces: Theorem 2.9. [17] , [18] , [33] , [23] . Let f : M → SO + (1, 4)/(SO + (1, 1) × SO(3)) be a non-constant harmonic map satisfying B 1 B t 1 = 0. Then Y andŶ are a pair of dual (possibly degenerate) Willmore surfaces. Moreover, set
Then Y is immersed at the points
Note that Y orŶ may degenerate to a point, and in this case the dual (Ŷ or Y ) is Möbius equivalent to a minimal surface in R 3 .
Since B 1 B t 1 = 0 serves as some isotropic condition, we define: (3)) be a non-constant harmonic map. Then f is called an isotropic harmonic map if the Maurer-Cartan form of any frame of f , with the above notation, satisfies
This characterization of Willmore surfaces in terms of isotropic harmonic maps essentially follows from the work of Hélein [17, 18] , although the name "isotropic" is not used there.
Isotropic harmonic maps into
SO + (1, 4)/(SO + (1, 1) × SO(3))
Harmonic maps into a Symmetric space
Let g and k denote the Lie algebras of G and K respectively. The Cartan decomposition shows that
Let f : M → G/K be a conformal harmonic map from a connected, oriented, close surface M . Let U ⊂ M be an open connected subset. Then there exists a frame F : U → G such that f = π • F . So we have the Maurer-Cartan form and Maurer-Cartan equation
Decomposing these with respect to g = k ⊕ p amounts to:
Decomposing α 1 further into the (1, 0)−part α 1 and the (0, 1)−part α 1 , we then set
We have the famous characterization in terms of one-parameter families:
Definition 3.2. The frame F (z, λ), solving from the equation
with the initial condition F (0, λ) = F (0), is called the extended frame of the harmonic map f . Note that it satisfies F (z, 1) = F (z).
3.2 The DPW construction of harmonic maps 3.2.1 Two decomposition theorems We denote by SO + (1, n + 3) the connected component of the identity of the linear isometry group of R n+4 1
, with the metric introduced in Section 2. Then
Consider the involution σ :
We have
has Lie algebra so(1, n+3, C). Extend σ to an inner involution of SO + (1, n+3, C) with fixed point group
Let ΛG C σ denote the group of loops in G C = SO + (1, n + 3, C) with the twisting by σ. Let Λ + G C σ denote the subgroup of loops which extend holomorphically to the unit disk |λ| ≤ 1. We also use the subgroup
In this case,
Here B 2 is the solvable subgroup of SO(n + 2, C). For more details, see Lemma 4 of [17] . Then we have:
, see also [33] , [11] , [28] , [3] (Iwasawa decomposition): The multiplication
denote the loops that extend holomorphically into ∞ and take values I at infinity. Theorem 3.4. Theorem 7 of [17] , see also [33] , [11] , [28] , [3] (Birkhoff decomposition):
The DPW construction and Wu's formula Here we recall the DPW construction for harmonic maps. Let D ⊂ C be a disk or C itself, with complex coordinate z.
Theorem 3.5. [11] (i) Let f : D → G/K be a harmonic map with an extended frame F (z,z, λ) ∈ ΛG σ and F (0, 0, λ) = I. Then there exists a Birkhoff decomposition
Moreover, the MaurerCartan form of F − is of the form
σ . This way, one obtains an extended frameF (z,z, λ) of some harmonic map from D I to G/K withF (0, λ) = I. Moreover, all harmonic maps can be obtained in this way, since these two procedures are inverse to each other if the normalization at some based point is used.
The normalized potential can be determined in the following way. Let f and F be as above. Let α λ = F −1 dF . Let δ 1 and δ 0 denote the sum of the holomorphic terms of z about z = 0 in the Taylor expansion of α 1 ( ∂ ∂z ) and α 0 ( ∂ ∂z ). Theorem 3.6.
[32] (Wu's formula) We retain the notions in Theorem 3.5. The the normalized potential of f with respect to the base point 0 is given by
where
For many applications, normalized potentials are too specific. Another type of holomorphic potential was also introduced in [11] :
We retain the notions of f and F (z,z, λ) in Theorem 3.5. Then there exists some V + :
is holomorphic in z and in λ ∈ C * . Moreover, the Maurer-Cartan form Ξ = C −1 dC is a holomorphic 1−form on D with λη holomorphic in λ for all λ ∈ C. The 1-form Ξ is called a holomorphic potential of f .
Conversely, let Ξ be a Λg C σ −valued holomorphic 1-form on D such that λΞ is holomorphic in λ for all λ ∈ C. Let C be a solution to
Hence, one obtains an extended frameF (z,z, λ) of some harmonic map from D I to G/K withF (0, λ) = I. Moreover, all harmonic maps can be obtained in this way.
Note that there exist many different holomorphic potentials for a harmonic map.
Potentials of isotropic harmonic maps
Theorem 3.8. [17] , [18] (i) Let f : D → SO + (1, 4)/(SO + (1, 1) × SO(3)) be an isotropic harmonic map with complex coordinate z. Then its normalized potential satisfies
Conversely, let f be the harmonic map derived from a normalized potential η satisfying the above condition. Then f = Y ∧Ŷ is an isotropic harmonic map associated with the dual Willmore surfaces Y andŶ . (3)) be an isotropic harmonic map with complex coordinate z. Then any holomorphic potential of f satisfies
Conversely, let f be the harmonic map derived from a holomorphic potential Ξ satisfying the condition above. Then f = Y ∧Ŷ is an isotropic harmonic map associated with the dual Willmore surfaces Y andŶ .
The proof comes directly from the decompositions F = F − ·F + and F = C ·V + , and the fact that conjugation by some T ∈ SO + (1, 1, C) × SO(3, C) does not change the isotropic condition B 1 B t 1 = 0.
In [17] , there is an interesting description of Willmore surfaces Möbius equivalent to minimal surfaces in space forms. Here we restate it as:
is Möbius equivalent to a minimal surface in R 3 ifŶ reduces to a point. In this case
is Möbius equivalent to a minimal surface in S 3 if f h reduces to a harmonic map into SO(4)/SO(3). In this case
is Möbius equivalent to a minimal surface in H 3 if f h reduces to a harmonic map into SO + (1, 3)/SO + (1, 2). In this case
Here b 1 ∈ C 4 and b t 1 b 1 = 0. The converse of the above results also hold. That is, if B 1 is (up to conjugation) of the form stated above, then [Y ] is Möbius equivalent to the corresponding minimal surface where it is an immersion. 
Examples
It is shown in [17] , that if one chooses
one will obtain the Clifford torus in S 3 . Note that b 2 is exactly the Weierstrassrepresentation data of the Enneper surface.
Example 3.11. If we choose we obtain the second image in Figure 4 . Note that this Willmore surface is not Möbius equivalent to a minimal surface in any space form, by Theorem 3.9.
Example 3.12. Replacing z with 1/z in the Clifford torus potential:
and integrating with initial condition F (1) = I, we obtain the third image in the figure. This Willmore surface is Möbius equivalent to a minimal surface in S 3 by Theorem 3.9.
Björling's Problem for Willmore surfaces in S 3
We state the Björling problem for Willmore surfaces in S 3 as: Given a sphere congruence together with two enveloping curves on an interval I of S 3 , does there exist a unique pair of dual Willmore surfaces such that their restrictions to the interval I coincide with the two enveloping curves separately and their mean curvature sphere coincides with the sphere congruence?
Concretely, we have the following result: 
Moreover, let ψ : Σ → S 4 1 be the conformal Gauss map of Y , we have ψ| I = ψ 0 . Theorem 4.1 is a straightforward corollary of the following Theorem 4.2. We retain the assumptions and notions in Theorem 4.1. Choose two real analytic unit vector fields P 1 and P 2 on I such that
There exist real analytical functions
By DPW, Theorem 3.7, the potential Ξ provides an isotropic harmonic map, together with a unique pair of dual Willmore surfaces y,ŷ : Σ → S 3 , with Σ some open subset containing I, such that the lifts Y,Ŷ of y,ŷ satisfy
Moreover, let ψ : Σ → S 4 1 be the conformal Gauss map of Y . Then ψ| I = ψ 0 .
Proof. Set
Rewriting (4.1), we obtain
and A j are as in the statement of the theorem. Introducing λ, we set
Let z = u + iv be the complex coordinate such that u + i0 parameterizes I. As a consequence, the holomorphic 1-form Ξ coincides withα λ when restricted to I, since on I z = u + i0 = u. Assume that F is the solution to
Since F 0 (u, λ) ∈ ΛG σ for all u ∈ I, F(z) is in the big cell for z in some open subset D 0 containing I. Performing the Iwasawa decomposition of Theorem 3.3, pointwise on on D 0 , we obtain
By Theorem 3.5,F is an extended frame of some harmonic map. It is straightforward to computeB 1B t 1 ≡ 0. By Theorem 3.8,F is an isotropic harmonic map. As a consequence, settingF = (e −1 , e 0 , e 1 , e 2 , ψ), then Y = The potential Ξ defined in the above theorem is a special type of holomorphic potential one can generally define by taking the Maurer-Cartan form of the extended frame F for a harmonic map, restricting to some curve in the domain, and then extending holomorphically. We call it the boundary potential.
Examples
In the following examples we denote by E 0 = (1, 0, 0, 0, 0), . . . E 4 = (0, 0, 0, 0, 1) an orthonormal basis for R 5 1 , with E 0 , E 0 = −1. For convenience, we write X for X u , and we abuse notation by dropping the subscripts on Y 0 ,Ŷ 0 and ψ 0 . 
The requirement that Ŷ , P 1 = 0 gives us:
The equationŶ = µ 1Ŷ + ρ 1 P 1 + ρ 2 P 2 gives us
The
where θ is any real analytic map R → R. The last equation at (4.1), becomes θ P 2 = ψ = 2k 2 P 2 , and so we conclude that k 2 = θ /2. There are no further constraints, so we can say that all solutions corresponding to the pair Y andŶ above are obtained from a choice of angle function θ with the boundary potential given by the data: Conformal coordinates (u, v) for y are defined by setting v = ṽ 0 (cos 2 w + r 2 sin 2 w) −1/2 dw, and u = u. Setting R = cos 2ṽ + r 2 sin 2ṽ , a canonical lift and frame are given by:
(1, −y),
The restriction of this frame to v =ṽ = 0 is precisely the frame given in Example 4.3, with θ = r. In particular the boundary potentials for Lawson's minimal surfaces τ m, are given by
For the case that r is not rational, one obtains an immersed cylinder. Figure 5 shows three examples computed from these potentials.
Equivariant Surfaces
The Lawson-type surfaces of the previous example are special cases of Willmore surfaces invariant under the action of a 1-parameter subgroup of SO(4). More generally, by an equivariant surface we mean one that is invariant under the action of a 1-parameter subgroup of the Möbius group SO + (1, 4). Such a subgroup necessarily sits inside either a copy of SO(4) or of SO + (1, 3) , the isometry groups of S 3 and H 3 respectively. We will consider the SO(4) case first, which we will call SO(4)-equivariant surfaces. Up to conjugation in SO(4), such a subgroup acts on (z, w) ∈ S 3 ⊂ C 2 by (z, w) → (e it z, e irt w), where r ∈ R. The case r = 0 corresponds to surfaces of revolution, and r = 1 corresponds to Hopf cylinders.
Criteria for minimality in space forms
We are interested to distinguish those Willmore surfaces that are "non-minimal" in the sense that they are not Möbius equivalent to a minimal surface in some space form. For equivariant surfaces, the criteria is given in the lemma below.
We first remark that a standard argument [7] shows that a surface is equivariant, with the curve v = 0 an equivariant curve, if and only if the corresponding holomorphic potential depends only on v. This means that the Björling potentials corresponding to equivariant surfaces are exactly those with µ, k and ρ constant. See also the direct argument below in Section 5.2. Applying this to equivariant Willmore surfaces in S 3 , we have Lemma 5.2. Let y be an equivariant Willmore surface generated by the boundary potential corresponding to the constants (µ 1 , µ 2 , k 1 , k 2 , ρ 1 , ρ 2 ). Then 
By simple computation one will see thatB 1 being of the above form is conjugation invariant. So let F = (e 0 , e 1 , e 2 , e 3 , e 4 ) be the extended frame derived from Ξ. Then the B 1 part of the Maurer-Cartan form of F has the same form, which means thatŶ z = 1 √ 2 (e −1 + e 0 ) z = 0 modŶ . By Lemma 5.1, y is Möbius equivalent to a minimal surface in R 3 .
(ii) By Lemma 5.1, if y isMöbius equivalent to a minimal surface in S 3 , then there exist two real functions a and b such that (aY + bŶ ) u = 0, and aY + bŶ , aY + bŶ = −2ab = −r 2 .
By (4.1), µ 1 = ρ 2 = 0, and a + bρ 1 = 0. Since ab = r 2 > 0, ρ 1 < 0. Conversely, if µ 1 = ρ 2 = 0 and ρ 1 < 0, there exists a unique θ 0 ∈ R such that (1 + ρ 1 ) cosh θ 0 + (1 − ρ 1 ) sinh θ 0 = 0. Let
Then the first row and column ofΞ = T ΞT −1 are both zero. That is,Ξ induces a conformal harmonic map into SO(4)/SO(3) = S 3 , which means that the surfaces induced byΞ are Möbius equivalent to some minimal surfaces in S 3 . Let F be the extended frame of Ξ. SoF = T F T −1 is the extended frame ofΞ and hence y is Möbius equivalent to some minimal surface in S 3 . The proof of (iii) is the same as (ii), and is left to the interested reader.
Surfaces of revolution in S 3
A rotational surface in S 3 is an equivariant surface where the 1-parameter subgroup fixes a geodesic in S 3 , or, equivalently fixes a plane in R 4 . Without loss of generality, we can take the geodesic to be the unit circle in the plane E 3 ∧E 4 , so that the action is R t (z, w) = (e it z, w). A point on the surface that is not a fixed point of the action is (after a rotation in the fixed plane E 3 ∧E 4 ) of the form (a cos θ, a sin θ, b, 0), where a 2 +b 2 = 1, and a = 0. Applying R t , the surface thus contains the curve γ(t) = (a cos t, a sin t, b, 0), and we write our initial curve as
The surface normal along this curve must be of the form
where c 2 + d 2 =1, and the assumption that the surface is invariant under R u means that c and d are constant. The starting point for the construction is the canonical lift Y of y and a general R u -invariant lift ψ of n:
where a, b, c, d and are constant, and the constant h will be the value of the mean curvature along the curve. We expect another parameter to appear because we have not yet chosenŶ , but we begin by finding all possible solutions to (5.1), and then identify those that are equivariant. The last equation of (4.1) becomes:
If h − bc = 0 then we must have k 1 = k 2 = 0 along the whole curve, and hence the curve is a line of umbilics. If the surface is not totally umbilic, we can choose a different parallel curve as our initial curve for the Björling problem. Hence, we assume that h = bc. In this case, ψ = 0, and we necessarily have span(P 1 , P 2 , ψ) = span(ψ, ψ , V ), where V depends on the choice ofŶ . We can therefore choose P 1 = ψ /|ψ |, that is:
From the second and third equation of (4.1), one obtainŝ
Differentiating the expressionŶ = −µ 2 P 2 − f − βψ − ρ 1 Y , we have
The fourth equation of (4.1) is P 2 = −µ 2 P 1 + ρ 2 Y . Inserting this above, we end up with
The vanishing of the coefficients of P 1 , P 2 and Y above implies that
The third equation, ρ 1 = −µ 2 ρ 2 , gives nothing new, and so we retain the function µ 2 as a parameter m. In summary, all possible Willmore surfaces containing the curve and surface normal specified at (5.1) are given by the boundary potential data
where m(u) is an arbitrary function of u. Three examples are computed numerically and displayed in Figure 1 . All have the same value for β, but with respectively m(u) = e u−π/2 , m(u) = 2 cos 2 (2u) and m(u) = −1. An interesting result of Palmer [26] shows that such a Willmore surface, i.e. containing a circle and with constant normal along the circle, cannot enclose a topological disc, unless it is part of a sphere or a plane. Only the last or our examples is a surface of revolution, because we have not yet taken into account that all the geometry of the surface should be invariant under the action of T (u). In that case, the dual surfaceŶ , which is unique, must also be invariant. This, combined with the invariance of P 1 and ψ implies that the vector P 2 is invariant too. Noting that P 2 , P 1 = P 2 , f = 0, this means we can write
where A,B, C and E are all constants. Differentiating this, the fourth equation from (4.1) is
from which we conclude that m = −B is constant and ρ 2 = 0. Hence, we have the characterization: Theorem 5.3. All Willmore surfaces of revolution in S 3 are given by the boundary potentials with data:
where β = bc − h if b and c are chosen as described above, and h is the value of the mean curvature along the initial parallel.
Proof. We have already shown this for the case β = 0 and non-totally umbilic surfaces. If β = 0 then the last row and column of the potential are zero, and so the surface is an immersion into a totally geodesic sphere S 2 ⊂ S 3 . Conversely, The only totally umbilic surface of revolution in S 3 is the totally geodesic 2-sphere. shows the relevant symmetry, we then premultiply the solution by the initial con- 
Non-rotational SO(4)-equivariant surfaces
We now consider SO(4)-equivariant surfaces that are not surfaces of revolution, namely the isometries (z, w) → (e it z, e irt w) where r = 0. Let p = (z, w) ⊂ C 2 , with |z| 2 + |w| 2 = 1 be an arbitrary point on the surface. After a rotation of S 3 , we can assume that z = (a, 0) and w = (b, 0), where a 2 + b 2 = 1. We can therefore take the initial curve as y = (ae it , be irt ), with r = 0. An SO(1, 4) frame for R 5 1 = R × C 2 along the curve, invariant under the action of the subgroup, is given by
where, for computations, we note that f 2 = f 1 and f 4 = f 3 /r. Writing all vectors as coordinate vectors in this frame, we have the canonical lift for y as
The most general unit normal for the surface along y give us, in the frame f i ,
where h, c and d are constant. As with rotational surfaces, all of the vector fields, Y , P 1 and P 2 can be chosen to be invariant, and thus have constant coefficients in the basis f i . Hence all possible solutions are obtained using linear algebra. We can write
where µ 1 = is constant. As in the rotational case, we assume that the surface is not totally umbilic, implying that ψ = 0 and span(P 1 , P 2 , ψ) = span(P 1 , ψ , ψ).
To find P 2 , we extend the orthonormal pair (ψ, P 1 ) to an orthonormal basis (ψ, P 1 , P 2 ) for span(P 1 , ψ, ψ ), and find:
It is also straightforward algebra to find the unique null vector fieldŶ that is orthogonal to P 1 , P 2 and ψ and satisfies Ŷ , Y = −1. Substituting these expressions into (4.1), we finally obtain:
Theorem 5.7. All non-rotational equivariant Willmore surfaces in S 3 are obtained from the boundary potential Ξ r,θ,φ, ,h , with r ∈ R\{0}, , h ∈ R, and θ, φ ∈ R mod 2πZ, defined as follows: write
The potential Ξ r,θ,φ, ,h is the boundary potential with the following data: 
which only depends on h and . Hence there is a two parameter family of Willmore Hopf cylinders. According to Lemma 5.2, the surface is Möbius equivalent to a minimal surface in some space form if and only if = h = 0, in which case the data is of the form (0, 0, 0, 1/2, −1/2, 0), a Clifford torus in S 3 . Otherwise, the surface is not minimal. This re-derives Proposition 2 of [27].
Equivariant surfaces containing an equator, Case
In this case, the data (
Rr . 
Proof. Considering Lemma 5.2, note that if the surface is minimal in R 3 , so that [Ŷ ] is constant, we can assume, at least locally, thatŶ is constant, so that µ 1 is zero, as it is also for minimal surfaces in the other two space forms. Inserting = µ 1 = 0 into the potential given at Theorem 5.7, we obtain the potential data:
in particular ρ 2 = rH/R, and this is zero if and only if H = 0. With = H = 0, the data reduce to that given in the statement of the theorem. Since r = 0, we have ρ 1 < 0 and so the surface can only be minimal in S 3 .
SO(1, 3)-Equivariant Surfaces
Given a lift Y of a Willmore surface y in S 3 to the light cone in R 5 1 , any of the projections to H 3 ⊂ R 4 1 , for example
gives a Willmore surface (possibly with singularities) in H 3 , Möbius equivalent to y. Each choice of subgroup SO(1, 3) in SO(1, 4) corresponds to one of these projections. For definiteness, we choose the projection above, which corresponds to the subgroup SO(1, 3) × {1}. Since we have already considered the subgroup S 1 , the only 1-parameter subgroups left are of the form
After an action of SO(1, 1) × SO(2), and a rescaling so that Y , Y = 1, we can assume the initial curve is of the form
The general solution can be found as in the SO(4) case. To simplify matters, we discuss two interesting cases: one case which includes the hyperbolic analogue of rotational surfaces in the next subsection, and then the case r = 1 in the following subsection.
6.1 Case a = 1, b = 0, c = 1: This case includes, but is not restricted to, the case r = 0, because if r is zero then a = ±1, and the lower right part of T (u) is the 3 × 3 identity matrix I 3 . In this case, there are many possible hyperbolic spaces on which T (u) acts isometrically, and we can freely rotate among the last three coordinates without losing any generality. Hence we can assume that our Writing vectors as coordinate vectors in the frame ξ i , we find, for a = 1, b = 0, the frame:
where h and θ are arbitrary real constants. Using the equations (4.1), we find the potential data:
Note that these surfaces are congruent to minimal surfaces in H 3 if and only if hr = 0. If hr = 0 then they are not congruent to a minimal surface in any space form.
6.1.1 The minimal case, hr = 0 Note that a discussion of rotational minimal surfaces in H 3 can be found in [10] . 
given by:
This is an analogue in H 3 of the Lawson type surfaces, and a geodesically ruled minimal surface, that appears in [10] . Consider now the lift to the light cone and associated frame given by, for R = cosh 2ṽ + r 2 sinh 2ṽ :
(coshṽ sinh u, coshṽ cosh u, −r sinhṽ sin ru, r sinhṽ cos ru, 0) , P 2 (u,ṽ) = (sinhṽ cosh u, sinhṽ sinh u, coshṽ cos ru, coshṽ sin ru, 0) , ψ(u,ṽ) = − 1 R (r sinhṽ sinh u, r sinhṽ cosh u, coshṽ sin ru, − coshṽ cos ru, 0) .
With respect to the coordinates (u, v), where v is given by
the maps Y andŶ are conformally immersed, and canonical lifts of f , by which we mean that Y,Ŷ = −1, and |dY | 2 = |dz| 2 . Additionally, ψ z is orthogonal to both Y andŶ , and the frame is orthonormal. Finally, along the curve v = 0, this frame is nothing other than the frame given above at (6.1), for the case h = 0, with θ = π/2. The value of θ is not relevant, since it does not appear in the potential. Hence the maps Y (u, v), for r = 0, give all the solutions for this case. Note that theṽ coordinate in (6.2) only gives a part of the surface, namely that part that lies in one copy of H 3 . The mapṽ → v takes the whole real line to a bounded open interval in R. Computing the rest of the surface with the coordinate v, we find that the surface continues smoothly through the boundary. In fact the curves u = constant are closed curves, and the surface (6.3) y(u, v) = 1 coshṽ cosh u (coshṽ sinh u, sinhṽ cos ru, sinhṽ sin ru, 1) , in S 3 is apparently a topological cylinder.
6.1.2
The non-minimal case, hr = 0 Examples that are not congruent to minimal surfaces are shown in Figure 13 , where we used the projection 
After suitable isometries of the ambient space, we can assume that a, b and c are all non-negative, so that there is a unique constant θ satisfying:
The most general choice for ψ and P 1 = ψ + µ 1 ψ, invariant along the curve are, in the basis ξ i :
where m, q and h are all constant. We extend these using linear algebra to find the most general form for
and finally find the unique null vectorŶ orthogonal to P 1 , P 2 , ψ and ψ satisfying Ŷ , Y = −1. The condition Ŷ , ψ = 0 gives a further constraint on the parameters:
Substituting Y ,Ŷ , ψ, P 1 and P 2 into (4.1), we obtain the boundary potential data: If c is non-zero, we can eliminate p by solving the constraint (6.4) for p, while if c is zero, all the data simplifies and we can elminate q instead. We summarize this as Theorem 6.1. All SO(1, 3)-equivariant surfaces with r = 1 are determined by the boundary potentials with data as follows:
(i) If c = 0, then the boundary potential data is (6.5), where a = cos θ, b = sin θ, c = √ cos 2θ, and
The real parameters θ, m, q and h are arbitrary, subject to the conditions:
(ii) If c = 0, the boundary potentials are given by:
for h, m and p arbitrary real numbers subject to the condition |hm| ≤ 1.
Generalized isotropic harmonic maps associated to Willmore surfaces in S n+2
Hélein's treatment [17] of Willmore surfaces has been generalized in [33] to S n+2 . However, the geometry inside was unclear prior to the introduction of adjoint transforms by Xiang Ma [23] . One aim in this section is to clarify this interesting relationship between Willmore surfaces and isotropic harmonic maps using the language of [8] and [23] . This should be a useful way to deal with Willmore surfaces as well as harmonic maps into Grassmannians. An immediate application is that one can solve the Björling problem for a pair of dual S-Willmore surfaces in S n+2 in the same way as Section 4.
7.1 Adjoint transforms and harmonic maps associated to Willmore surfaces We retain all the notions in Section 2.2 for a Willmore surface Y . As before, consider another lightlike vectorŶ in the mean curvature sphere of Y , given byŶ
The map into S n determined byŶ , defined as above, is called an adjoint transform of the Willmore surface Y if the following two equations hold for µ: 2 (e 1 −ie 2 ), and a frame {ψ j , j = 1, · · · , n} of the normal bundle
Then the Maurer-Cartan form α = F −1 dF = α + α of F has the structure:
with
, and (7.4)
Moreover, f h is an isotropic harmonic map, and henceŶ an adjoint transform of Y , if and only if f h is a conformally harmonic map, if and only if For any Ψ 1 ∈ SO(1, 1) there exists some a ∈ R + such that
It follows that the condition (7.4) on B 1 is independent of the choice of frame F for f h . The following theorem shows that Equation (7.4) is a good condition to characterize half-isotropic harmonic maps. We refer to [17] , [33] , [31] for a proof. To have a detailed discussion of half-isotropic and isotropic harmonic maps, we first take a look at their normalized potentials. = Ψ 1B1 Ψ t 2 . So we haveB 1B t 1 = Ψ 1B1 Ψ t 2 Ψ 2B1 Ψ t 1 = γΨ 1 EΨ t 1 . Then (7.8) follows directly. And (7.7) follows from (7.6).
Note that the isotropic condition B 1 B t 1 = 0 is equivalent to the pair of equations Y z , Y z = Ŷ z ,Ŷ z = 0. So if a non-constant harmonic map f is isotropic, by Theorem 4.8 of [23] , Y andŶ form a pair of adjoint Willmore surfaces. Then one has (compare also [17] , [18] and [33] ): Proof. By the DPW construction, an extended frame F of f is derived from the decomposition F = F − · F + , for some F − such that F −1 − dF − = η, F − (0, λ) = I. Assume that F + = j=0 λ j F +j is the Taylor expansion of F + with respect to λ ∈ C. So F +0 = diag (F +01 , F +02 ) , with F +01 ∈ SO(1, 1, C), F +02 ∈ SO(n + 2, C). Then let In the latter case, f is a half isotropic harmonic map if and only ifŶ is Möbius equivalent to a minimal surface in R n+2 and f is congruent to the isotropic harmonic map derived withŶ and its dual surface.
7.3 Björling's problem for a pair of dual S-Willmore surfaces in S n+2 . From the above theory, as in Section 4, it is straightforward to write down the solution to the Björling problem for the isotropic harmonic maps associated to a pair of dual S-Willmore surfaces in S n+2 . We refer to [16] for the representation of sphere congruences in S n+2 (See also [8] , [23] for a discussion of mean curvature spheres). Y 0u = −µ 1 Y 0 + P 1 , Y 0u = µ 1Ŷ0 + ρ 1 P 1 + ρ 2 P 2 , P 1u = µ 2 P 2 + 2 n j=1 k j1 ψ 0j +Ŷ 0 + ρ 1 Y 0 , P 2u = −µ 2 P 1 − 2 n j=1 k j2 ψ 0j + ρ 2 Y 0 , ψ 0ju = n l=1 b jl1 ψ 0l − 2k j1 P 1 + 2k j2 P 2 , 1 ≤ j ≤ n, for the equations (4.1), and writing down the corresponding Maurer-Cartan form for the associated frame. We leave these details to the interested reader.
Remark 7.12. From the above set of equations, we see that for isotropic harmonic maps associated to a pair of dual Willmore surfaces, all γ j in the MaurerCartan form (7.3) vanish, making it possible to write down the boundary potential and hence derive the solution of the Björling problem. For general Willmore surfaces, one needs more information to solve the problem. Considering (7.3), to write down the boundary potential for general isotropic harmonic maps, one needs full information of γ j , but only the real parts are provided by Y,Ŷ and Ψ on I.
