This paper introduces a conceptual, yet quantifiable, architecture framework by extending the notion of system modularity in its broadest sense. Acknowledging that modularity is not a binary feature and comes in various types and levels, the proposed framework introduces higher levels of modularity that naturally incorporate decentralized architecture on the one hand and autonomy in agents and subsystems on the other. This makes the framework suitable for modularity decisions in Systems of Systems and for analyzing the impact of modularity on broader surrounding ecosystems. The stages of modularity in the proposed framework are naturally aligned with the level of variations and uncertainty in the system and its environment, a relationship that is central to the benefits of modularity. The conceptual framework is complemented with a decision layer that makes it suitable to be used as a computational architecture decision tool to determine the appropriate stage and level of modularity of a system, for a given profile of variations and uncertainties in its environment. We further argue that the fundamental systemic driving forces and trade-offs of moving from monolithic to distributed architecture are essentially similar to those for moving from integral to modular architectures. The spectrum, in conjunction with the decision layer, could guide system architects when selecting appropriate parameters and building a system-specific computational tool from a combination of existing tools and techniques.
Design (AD) [32] , and methods based on Real Options [8] . However, the majority of these methods treat modularity as a binary feature rather than a continuum and do not relate modularity decisions to characteristics of the environment as defined earlier.
DSM, a representation method for the interactions among systems components [33] , in particular, has been widely used in many modularity decision methods [34] , [35] , [36] . Although the method uses a natural representation of internal system interactions and is simple to use, it is only effective in modularity decisions for relatively simple systems. DSMs have serious shortcomings when used in systems with higher levels of complexity, since they are static, do not incorporate the system's interactions with the environment, and do not allow for clear presentation of multiple relations or time domain evolution [37] , [38] . Some extensions of the method, such as Domain Mapping Matrix (DMM) [39] and Engineering System Matrix (ESM) [38] , have been proposed in order to overcome these limitations. However, they haven't advanced much beyond framework definitions and multi-attribute relational descriptions of the system; and more research is needed to make these methods applicable for real problems.
Besides accommodating a non-binary notion of modularity and incorporating environment parameters, a novel modularity decision framework needs to extend to open architectures and Systems of Systems and be able to capture the impact of system modularity on various parameters of the surrounding ecosystem. These extensions must incorporate two important features, namely decentralized/distributed schemes and autonomy of system components. These features contribute to system complexity, yet at the same time provide new capacities for complexity management mechanisms which in turn require a transformation in the notion of modularity from static to dynamic in which the modular structure of the system can dynamically and autonomously change in response to variations in the environment by leveraging available autonomy in the system as well as its underlying decentralized network structure [40] . This notion of modularity is generally missing in the literature of product and system design.
This paper introduces a conceptual, yet quantifiable modularity framework that is a step toward addressing these shortcomings.
First, it acknowledges that modularity is not a binary feature and comes in various types and levels. Second, the framework introduces higher stages of modularity that naturally incorporate decentralized architecture on the one hand and autonomy in agents and subsystems on the other. This makes the framework suitable for modularity decisions in systems of systems and analyzing the impact of modularity on broader surrounding ecosystems. Third, stages of modularity in the proposed framework are naturally aligned with the level of variations and uncertainty in the system and its environment; a relationship that is central to the benefits of modularity. Finally, the conceptual framework is complemented with a decision layer that makes it suitable to be used as a computational architecture decision tool to determine the appropriate stage and level of modularity of a system, for a given profile of variations and uncertainties in its environment. We further argue that the fundamental systemic driving forces and trade-offs of moving from monolithic to distributed architecture are essentially similar to those for moving from integral to modular architectures. In both of these two dichotomies, increased uncertainty, often in the environment, is one of the key contributors for pushing a system toward a more decentralized scheme of architecture, in which subsystems are loosely coupled. Trends in processing units in computer systems can be illustrative here. Depending on the relative rate of change and uncertainty, the CPU can be an integrated part of the system (e.g., Smart phone), be modular at the discretion of the user (e.g., PC), transition to client-server architecture to accommodate smoother response to technology upgrade, security threads, or computational demand, or finally migrate to a fully flexible system with dynamic resource-sharing (e.g., cloud computing).
The organization of the rest of the paper is as follows: In Section II, a method for characterizing the complexity of the environment and its impact on systems modularity is proposed. Next, in Section III, a conceptual five-stage modularity spectrum is introduced together with a computational decision layer that quantifies the value of architecture transitions along this spectrum.
In Section IV, a formal method to quantify such transition decisions is presented. To show the applicability of the framework, one representative example is discussed, quantified, and simulated in detail using a case study related to fractionated spacecraft systems. Finally, Section V summarizes conclusions and provides direction for future studies. Following the general theme of the paper, its structure is designed quite modular; thus the reader who is interested in the conceptual parts, the theoretical foundation and the setup of the framework can skip Section IV without loosing much of the core message of the paper.
II. THREE DRIVERS OF MODULARITY AND A SPACE-TIME MODEL OF A SYSTEM'S ENVIRONMENT
Much of the increase in systems' complexity can be attributed to mechanisms that enable systems to deal with external complexity resulting from variations and uncertainties in their environments. In other words, the complexity of the system is driven by the complexity of the environment in which it is planned, architected, and operated [41] , [42] . The notion of environment goes beyond the physical context and includes factors such as consumers and stakeholders requirements; various market forces; and policy, budgetary, and regulatory issues that can affect the performance of the system, and to which the system is expected to respond. The increase in external complexity means that the system should be able to respond to a wide range of scenarios, many of which are not entirely known during earlier phases of the system's life cycle and can be subject to unanticipated changes. From this perspective, complexity management is a set of mechanisms that keep the system's complexity (internal complexity) at an appropriate level that can respond to an expected level of external complexity, while staying robust, resilient, and within budget [43] . Deviating from this level can result in performance degradation, where the system is unprepared to respond to the environment (under-complexity), or unnecessary cost and damaging unintended consequences, where the complexity is above the required level (over-complexity).
In an earlier work [40] , using a dynamic network formation model [44] , we demonstrated that the appropriate level of modularity in a heterogeneous complex networked system can be described by three factors: level of heterogeneity (diversity) in the environment, average cost of resource exchange, and resource processing capacity of systems constituents. "Resource"
can have different interpretations depending on the context and can refer to information, power and energy or materials. We showed, using analytical and computational methods, that an increase in the first two factors pushes networks toward more modularity, while the third factor has an opposite effect. We refer to [40] and [45] for thorough description, assumptions, results, and implications of this framework.
These factors, once translated properly, help us to identify and categorize key drivers of modularity in complex engineering systems. It is worth mentioning that even though many complex systems do not have network architecture-which was a fundamental assumption that lead to these results-relationship and dependencies among their constituents can be represented using network structures, as is the case in Design Structure Matrix that can also be considered as the adjacency matrix of a graph [46] . The first factor, i.e., the heterogeneity of the environment, can now be defined in such a way that captures variations and uncertainties in the environment over time (temporal heterogeneity), as well as variations in the system's environment at a given point in time (spatial heterogeneity). Examples of spatial heterogeneity include diversities that exist in stakeholders' requirements, in product consumers preferences, or in expected missions for multi-mission systems. For a single stakeholder, single mission, and no environmental uncertainty (e.g., technical failure, technology evolution, market fluctuation, funding availability, etc) one will get the highest value by going for the most integral architecture. 1 We then expect to gain more value from modularity if the stakeholders needs or expected missions become heterogeneous, since modularity provides the option for customization. From this perspective, having a single stakeholder whose needs might change over time (temporal heterogeneity), once adjusted using discount factors, creates a similar impact as having multiple heterogeneous stakeholders at a given point of time. Here, the basic intuition is that we can model the environment as a finite set of possible states and design the architecture in order to be able to respond to these states. From this perspective, increase in both types of heterogeneityi.e., spatial and temporal-adds to the number and diversity of such states and results in higher levels of adaptability, required for the system.
The simple hypothetical case shown in Figure 1 can further clarify the notion of space-time heterogeneity. To keep things as simple as possible, we limit the number of time steps to two and assume the environment can be modeled by two binary parameters. These parameters, for example, can be assumed to be market demand and temperature, both may take low and high values. This results in a total of four states in the environment, represented by S 1 to S 4 . Depending on whether the environment is expected to be static or dynamic, and the number of stakeholders (one or two), one can identify four scenarios, each represented by a separate panel in Figure 1 . (a) needs to respond to one environment state and system (d) to four, thus we can expect system (a) to have low modularity and system (d) to be highly modular. Systems (b) and (c), although different in number of stakeholders and environment dynamics, both need to respond to two environment states (i.e., S 2 and S 3 ), thus we can expect them to be both similar in their level of modularity.
The heterogeneity level of the environment determines the level of responsiveness needed for the system, but to translate this into the actual modularity level, one needs to consider the other two factors. These two factors, namely the processing capacity of the system's constituents and the cost of resource exchange among them, are intertwined in engineering systems.
The cost of resource exchange, which defines the cost to establish and maintain a connection between two parts, includes various components such as the cost of interface design, maintaining an information link, losses and inefficiencies at the interface, and noise impacts. These cost components increase with the heterogeneity among the system's constituents. Moreover, the increased range of customization options can result in more unintended consequences, including security risks that can ultimately compromise the robustness of the system. The processing capacity of nodes, as the third factor in the suggested model, captures various notions of budget in the system, and includes factors such as monetary budgets for development/customization of interfaces, information processing capacity on each subsystem, information link and noise budget for wireless systems, and cognitive budget for real-time decision-making where the system has human-in-the-loop.
III. SPECTRUM OF MODULAR ARCHITECTURES AND DECISION OPERATORS
As discussed earlier, and as been pointed out by other scholars in management sciences and engineering, modularity is not a binary property and needs to be considered as a spectrum of various levels and forms [47] , [48] . This continuous nature exists for the level of a component's modularity, as well as the modularity level of certain subsystems or that of a system as a whole. For some systems, continuous modularity can be modeled and quantified in a more intuitive and systematic way. For example, in the Complex Networks literature, network modularity is naturally defined as a continuous parameter ranging from zero to one, and continuous measures of modularity have been introduced for a subset of components in the network [49] , [10] . For most other engineered systems, however, dealing with continuous spectrums in systems architecture decisions can be challenging for several reasons. One reason is that using a general continuous spectrum would turn the decision problem into an optimization problem that can easily become computationally intractable and might not be easily reconcilable with the engineering design intuition that is needed for such decisions. Furthermore, treating modularity as a single continuous spectrum does not lend itself to hierarchical and layered architectures, where adding a new layer to the system results in a discontinuity Client-server Internet of things
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To address this dilemma, we suggest a hybrid solution that keeps the spectral nature of modularity, yet discretizes it into multiple stages, each representing a different modularity class. Within each stage, modularity can be approximated as continuous (or can be further discretized if needed), while a change in the modularity stage is considered as discontinuous shifts.
A. Modularity spectrum
Following the broad definition of modularity [3] , our proposed framework is composed of five stages of modularity, indicated by M 0 to M 4 , and is shown in Figure 2 . Higher stages represent more complex architectures from the perspective of a particular elements in the functional domain and are able to respond to higher levels of complexity in the environment.
Stage M 0 is considered as the lowest level of modularity and describes integral products where there is an unstructured mapping from functional elements to physical components. Engineering systems that are fully integral are rare, yet some products or subsystems such as pipes, communication transmission lines, or certain analog integrated electronic circuits belong to this stage. M 0 can be considered as zero modularity level and be used as a baseline in modularity quantification.
At the next stage, M 1 represents systems of identifiable physical components and subsystems, each responsible for specific elements in the functional structure. For most engineering systems, this stage represents the lowest bound of modularity. To allow additional flexibility, one needs to go to the next stage, M 2 . Here, similar to M 1 , there is a structured mapping between functional and physical structure, however components interact with each other through flexible standard interfaces.
These standard interfaces allow the components to be replaced or upgraded without disrupting the rest of the system. This stage represents what is often referred to in the literature as product modularity in general and can itself take several different forms such as component-sharing, component swapping, mix, sectional and bus modularity [47] , [29] , [50] . Returning to our processor example, contrary to in smartphones, personal computers' CPUs are at M 2 stage, which allow users to customize or upgrade the processing units according to their preferences. The extent of such customization or upgrade depends on the limitations of standard interfaces. In the case of the CPU example, limited bit-rate capacity or signal interference of on-board interconnections are often limits that make users unable to keep upgrading beyond a few years, as newer technologies impose stricter requirements on interface latency, noise, and interference shielding.
Stages M 0 to M 2 represent modularity schemes for monolithic systems in which all components are in the same, and often compact, physical unit. These components might be decomposable or M 2 -modular, using standard interfaces. Extending the notion of modularity from monolithic to decentralized systems is crucial since much of the trends in Cyber-Physical Systems, critical infrastructure systems and Internet-of-Things are moving toward decentralized architectures. Moreover many of these systems include a set of autonomous agents, either in the form of autonomous machines, or interactive human agent that needs to be rigorously considered in the design process. Decentralized scheme and autonomy contribute to systems' complexity; yet at the same time provide new capacities for complexity management mechanisms which in turn require a transformation in the notion of modularity from static to dynamic in which the modular structure of the system can dynamically and autonomously change in response to variations in the environment by leveraging available autonomy in the system as well as its underlying decentralized network structure. In light of this, the next two stages of the modularity spectrum are formulated.
Considering modularity as an architecture mechanism that enables the system to respond to a given complexity level in the environment, as this was the motivation for moving from integral to modular in the first place, one can extend the notion of standard interfaces beyond what was defined in the M 2 level so that it includes platform architecture, wireless standards and web protocols to also cover decentralized systems. In such systems, certain functionalities of the otherwise monolithic system 2 are transferred to different, and often remote, physical units. Here, we refer to these units as systems fractions. Systems at 
Computational Process Outputs H%(@1#& to tree or two-mode networks with no loops, the structure of M 4 systems have numerous loops and multi-path connections that can take the complexity of the system to a much higher level and cause new systemic problems such as coordination, cooperation and proneness to cascading failure [51] , [24] .
In addition to dynamic resource sharing, one can add another degree of flexibility at M 4 by allowing for dynamic connectivity structure in response to changes in the environment. Determining the connectivity structure of systems with heterogeneous components in response to the environmental uncertainty is an important design decision and creates an array of interesting and challenging research problems at the junction of engineering, economics and computer science [45] . The sheer number of possibilities for connectivity structure and resource sharing paths, even for a small set of fractions, makes pre-planning of such systems unfeasible. As a result, in most M 4 systems network nodes (fractions) are given some level of autonomy to create and delete links and prioritize resource allocation requests. The autonomous, dynamic, network nature of systems at this stage makes analysis and design of such systems challenging and we can expect to see these challenges to motivate considerable volume of interdisciplinary and systems-oriented research in the coming decade.
It is wroth emphasizing that a given architecture can be at different stages at the same time for different elements in the functional domain. For example, a cloud computing system can be at M 4 stage for data processing, while being at M 2 or even M 1 from the perspective of data storage (relying on local hard-drives). However, a portion of the cost of moving toward higher stages are shared by more than one functionality, which in turn means that once the system is transferred to a higher stage for one function (e.g. computation), transfer of other functionalities to this new stage can be performed with less cost.
This path dependency in architecture transitions need to be considered in quantitative decision models.
B. M+ Decision Operators
In order to transform the proposed conceptual framework into a computational tool, we need to add a decision layer to the model that determines the optimal level of modularity for a given functionality of a system and under a certain profile of the environment. This decision involves selecting the stage of modularity, as well as the design instantiation within that stage.
Here, we focus on the former by introducing a set of operators (M + Operators) that calculate the value of transition from one stage of modularity (M x ) to its next immediate stage (M x+1 ). The proposed decision operators compare the value of the system prior to the operation to the value of the system afterward by calculating the probability distribution of value difference of two consecutive stages. This will allow decisions to be made not only based on the value difference average but also on the level of the risk tolerance.
One can consider transitions between different levels of modularity as a value-seeking process to also enable future evolution of the system. This view towards complex systems matches existing theoretical conjectures that natural selection favors more evolvable systems [52] . Building on this metaphor and considering variation and selection as two of the key elements of the value-seeking evolutionary process, one can think of each modularity stage M x as determinant of limits of variations.
Moreover, within each stage, a selection process is needed to decide the fittest design instantiation.
Here, we introduce a set of operators that address the first element by determining the optimal stage of modularity. However, as noted by [8] , variation and selection in human design process are more intertwined than what appears to be the case in biological systems. This fact underscores a simplifying assumption in the decision layer of our proposed framework in which these two steps need to be done sequentially. This can be a sound assumption if one uses multiple iterations of these valuedetermining steps. One can further assume that the value of a transition operator between two stages should use the best-case design instantiation of the source (the one with the highest value in its modularity stage), since this instantiation is already determined in the previous round of iteration.
As mentioned in the previous section, M 1 is the lowest modularity for most engineering systems, therefore, the first decision operation, Splitting Operation, refers to the transition from M 1 to M 2 by developing and using proper standard interfaces.
Fractionation operation takes a system from M 2 to M 3 by moving one or more of its subsystems to other fractions. Although the specifics of M+ evaluation depend on individual systems and their parameters, we can provide a procedural algorithm that would act as the evaluation engine for decision operations. To measure the value of the M+ operation we have to compare the value of the system prior to the operation to the value of the system afterward. Such evaluation requires knowledge of the system and its environment. Figure 3 shows the input and output of the evaluation engine. The value of the system at each modularity level can be calculated via any of the standard system evaluation methods (e.g., scenario analysis, discounted cash flow analysis) and should consider the following parameters: Calculating the value of decentralization sharing operation-i.e., moving from M 3 to M 4 -is more challenging because of the dynamic nature of the resulting system. The cost of moving to M 4 depends on the ratio of clients to servers, the total heterogeneity of the system, and resource capacity of the fractions. Given the autonomous behavior of systems units at M 4 and the dynamic nature of sharing resources and connectivity structure, calculating the associated cost and benefits, using analytical methods, is difficult for this level of modularity.
The underlying network structure together with the dynamic, autonomous behavior of some systems constituents require designers to use multi-agent systems approaches that incorporate dynamics and evolution of systems with strategic, autonomous behavior of interconnected constituents [53] . A high-level sketch of the method that calculates the value of the decentralization operation is depicted in Figure 4 . Further details, more elaborate methods and illustrative case studies for the M 3 to M 4 transition create a number of interesting and challenging research questions that can be pursued in future publications.
IV. VALUE OF THE FRACTIONATION OPERATION FOR A SPACECRAFT
As mentioned earlier, the specific details of the model and implementation of the proposed operations depend on the context of the problem, depth and time-scale of analysis, system boundary, and types of uncertainties to consider. Moreover, similar to Real Options Analysis, there are different ways to implement M + operations depending on the underlying assumptions and available computational resources. To show an illustrative example of how this framework can be implemented, we apply it to a simplified case of fractionating a spacecraft. We use this example to show a real-world realization of modularity stages (M 2 and M 3 in this case) on the one hand, and show the way that the proposed framework extends the notion of modularity by considering distributed systems, on the other hand. It is worth emphasizing that the case in this section is not meant to demonstrate the full capability of the framework, the complexities of implementation, or a detailed solution for a fractionated spacecraft.
The presented case is constructed based on a simplified architecture that is proposed as a part of DARPA F 6 program, whose objective is to determine the feasibility of replacing a number of large, expensive, and rigid monolithic satellite systems with agile, flexible, and evolvable systems based on reconfigurable fractions [54] . Traditional monolithic satellites are at the M 2 stage of modularity and have limited ability to respond to variations and uncertainties in the environment. In fractionated architecture, however, subsystems are placed into separate fractions that communicate wirelessly to deliver the capability of the original monolithic system [55] , [56] , thus moving the system to level M 3 (fractional) in the proposed framework. Clearly, this transition does not make sense for all satellite systems, thus the system architect needs to know conditions in the system and its environment, under which transition toward fractionated architecture increases the overall value of the system [57] . While dynamic resource sharing (M 4 Stage) has been proposed to further increase the flexibility of fractionated satellite systems, we restrict our attention to a static scheme and consider M 3 as the ultimate level of flexibility for this case and calculate the value M + operator for moving to this level.
The system in this case study contains four fractions flying in low earth orbit; one fraction carries the payload (sensor), one fraction carries a high performance computing unit, one fraction provides high-speed downlink capabilities, and a final fraction provides broadband access to a ground network through Inmarsat I-4 GEO constellation. Data collected by the sensor needs to be processed and transmitted to earth via a high-speed downlink, while a connection from earth to the system is needed for maintenance. In fractionated architecture, these functions are separated into four fractions while relations between fractions are fixed and no reconfiguration/reuse of assets is planned. Each fraction in the system carries a System F 6 Tech-Package (F6TP), which enables fractions to wirelessly communicate. Figure 5 illustrates the allocation of subsystems for the monolithic and fractionated architectures.
In order to make the calculations feasible for a small case study, we make a number of simplifying assumptions. Most of these assumptions, as will be explained, do not change the logic behind the proposed framework, yet they are needed to keep the case calculation tractable. In some other cases, for example for limiting the number of uncertainties, the simplifying assumptions are made in order to retain the focus of the paper. Similar to many other computational methods, such as NPV and Real Options, curse of dimensionality can also create computational problems for the framework. We discuss this in the last part of the paper and in our future publications.
To evaluate the fractionation operation (M + : M 2 → M 3 ), we compare this fractionated architecture with a monolithic system comprised of the same four subsystems at the M 2 level of modularity. Note that since we are comparing the value of the fractionated system to the monolithic system, design costs of all subsystems are already taken into account. For simplification we assume project lifetime is fixed, and the system is managed to keep uninterrupted functionalities to the end of the project lifetime. This assumption results in gaining the same benefit from both systems. As a result, the value of the M + operation can be represented by the cost difference of the two systems. To simplify calculations we compare the cost of running the project to the end of its lifetime in the two different modularity levels. However, a similar method can be used to compare the total value of the system even if the benefits are not identical. We further simplify by considering only the following uncertainties in our calculations:
• Component Failure: We assume time to failure for a subsystem follows a known distribution that can be approximated using historical data, and we assume various subsystems have independent failure times.
• Technological Obsolescence: We assume that subsystems can become obsolete via technology upgrades and assume each technology has its own obsolescence time distribution. We also assume that different subsystems have independent time to obsolescence.
We also assume that obtaining the subsystem has a fixed cost through time, but future expenditures are discounted by a given interest rate. We are effectively assuming that replacement is immediate once it is needed. However, this assumption can easily be lifted without changing the underlying method. The parameters we use for the calculations include subsystem costs and masses; bus cost, mass, and capacity; distribution parameters for component failure and technological obsolescence; and launch costs, assumed to be proportional to mass.
First let us consider the replacement time for a fraction in the fractionated system. The fraction has to be replaced either because it has failed, or because it is obsolete. Given that these two are independent events, we can analytically compute the probability distribution function for the time to replacement given the probability distributions of time to failure, and time to obsolescence. Similarly, the monolithic system has to be replaced when any of its components require replacement, and can also be calculated analytically (Section IV-A). Once the distribution for time to replacement is calculated, replacing the fractions becomes a renewal process with a known distribution. Due to the fact that finding analytical solution for cost distribution is not easily tractable, we rely on simulation to approximate cost distributions.
A. Computing replacement time probability distribution
Given the probability distribution of the time to failure for each subsystem, the bus and the F6TP, and the probability distribution of each subsystem's obsolescence time, we calculate the probability distribution for replacement time. We can also assume that time to failure, and technology obsolescence times are independent random variables.
For a fraction, we consider its payload, the F6TP and the bus, each having time to failure T i with f i and F i being Probability Density Function (PDF) and cumulative distribution function (CDF), respectively. The payload's obsolescence time is also given by a random variable O 1 with probability density and cumulative distribution functions g 1 and G 1 . We can then compute the CDF of the fraction's replacement time, T , as follows. Note that the fraction has to be replaced if either one of its three components fail, or if its payload is technologically obsolete. Therefore:
Thus, the probability density function of T is:
We can compute the probability density function and the cumulative distribution function for the replacement time of the monolithic system in a similar way, with minor differences; the F6 tech-package will not be part of a monolithic system, and as such its time to failure will not enter our calculations. On the other hand, we have to consider all four subsystems, their time to failure, and their technology obsolescence times.
B. Simulation setup to calculate value distribution
In this section, we calculate the probability distribution for the value of the fractionation operation (M + :
on the cost of building and launching of subsystems, and the probability distributions of their replacement times.
For monolithic satellite systems to remain functional, the whole system has to be replaced once one of its components become obsolete or fails. However, for a fractionated system, only the fraction associated with the dysfunctional component has to be deployed and launched again. Hence, a lower bound for the value of fractionated architecture can be calculated by comparing the cost imposed by each component replacement in a fractionated to an equivalent monolithic architecture over its lifetime. 3 We can formulate the cost of running the system as follows: For each fraction j, suppose a sequence of random variables R 1j , R 2j , . . . , R nj represents the time between two consecutive replacements. A new instance of a fraction j has to be deployed at times R 0j = 0, R 0j + R 1j , . . . , R 0j + R 1j + · · · + R nj in order for the system to function without interruption until the end of its lifetime. n is the largest integer such that R 0j + R 1j + · · · + R nj < T , where T is the project lifetime. Suppose that C F j is the cost of building and launching a new instance of fraction j. The cost of running a system, C, with m fractions is the sum of the costs of its fractions, discounted to the present time (discount rate=r), i.e., for a monolithic architecture, we
can consider a single fraction in this model.
In the Monte Carlo simulation setup, we sample components' replacement times based on their probability distribution. We find the component with the earliest replacement time and calculate the cost associated with its replacement in both monolithic and fractionated architecture. We continue this for both architectures until the earliest replacement time is greater than the given lifetime. For each run of the simulation, we calculate the cost difference of running the fractionated system against the monolithic system and discount it to the present time. Repeating this process a large number of times yields an approximation for the value distribution of the fractionated architecture over the monolithic architecture. Table I presents the values that are used in the simulation. The input to the simulation includes subsystems' costs, masses, and failure and obsolescence probability distribution parameters. We adopt the typical values and distribution functions for satellite systems design suggested in [58] . For approximating subsystems' failure, we use Weibull probability distribution. For technological obsolescence approximation, we employ a Lognormal distribution and assume subsystems' obsolescence times are independent. We assume mean value of 1 year with standard deviation of 3 years for the obsolescence distribution. We also assume buses and F6TP do not become obsolete. Moreover, we consider $30k per kg for launch cost. We consider an interest rate of 2% in our simulation for a project lifetime of 20 years. All these assumptions and values can be easily tailored to other projects and circumstances. Figure 6 illustrates the cost of operating a fractionated satellite system, where each main subsystem is assigned to a separate fraction, versus a monolithic system. The solid curves in Figure 6 represent expected cost for each architecture during the lifetime. The curves have relatively low slopes in the beginning of the system lifetime due to the low probability of obsolescence and failure in the early years. The initial cost of running the fractionated system is greater than that of the monolithic system due to fractionation cost, i.e., the cost of building additional subsystems such as F6TP. However, the expected lifetime cost of the monolithic system increases more quickly over time due to the fact that the whole system must be redeployed and launched when a component fails or becomes obsolete.
C. Results
The boxplot in Figure 6 depicts the probability distribution of cost. The cost variance at each point is the result of two opposing forces. On the one hand, the intrinsic property of the underlying stochastic process results in increase of variance over time. On the other hand, during the lifetime, whenever a fraction is deployed and launched, the replacement time of its components is reset, which suppresses variance of cost. In the monolithic architecture, when a component fails, the time of replacement for the whole system is reset with a high cost. However, in case of failure of the equivalent component in the fractionated architecture, the replacement time for the other components do not change but the failure results in a lower cost. Figure 6 shows that the cost variances of both systems increase by time. However, the monolithic architecture has higher variance at every time step due to dominance of the impact of cost associated with each incident of subsystem replacement.
At this point, we will only look at the value of the fractionation operation. Figure 7 shows the value of fractionated architecture for two different payloads as listed in Table I . Payload 2 has higher mass and is more expensive than Payload 1. It can be observed that fractionation does not result in significant value to the system with Payload 1 over the simulated lifetime. However, the system having Payload 2 has a positive fractionation value earlier in the project lifetime.
Since F6 tech-package will only be a part of a fractionated system, it is important to analyze how its characteristics affect the value of fractionation. Figure 8 depicts the effect of reliability parameters of F6TP on the system fractionation value. In Figure 8 , β, is the shape parameter, and average lifetime is the mean value in Weibull distribution. The results in Figure 8 suggest that the value of fractionation is highly sensitive to the reliability of F6TP. If the average lifetime of FT6TP is less than a certain value (e.g., average lifetime=35 (years) for beta=5), fractionation would impose unnecessary costs to the system. This is due to the large number of replacements of fractions due to failure of F6TP when compared to the monolithic architecture.
V. CONCLUSION AND FUTURE DIRECTIONS
As a common feature in many complex systems, modularity is a primary mechanism for complexity management in natural, social, and engineering systems, with several associated advantages and disadvantages identified in the literature. On the one hand, modularity increases the adaptability and evolvability of systems and enables local changes without disrupting the whole system. On the other hand, it introduces additional costs, makes finding global optimized design more difficult, and hinders those innovations where a major change in the architecture is needed. These fundamental trade-offs make it necessary to determine under what conditions modularity increases the overall system value. Moreover, with the increasing complexity of large-scale engineering systems, in which features such as decentralized architecture and autonomy of systems components are becoming increasingly common, we need to extend the notion of modularity. Modularity must be a complexity management mechanism that incorporates these novel schemes such that system architectures can take advantage of them within complexity management in future generations of engineering systems.
In this paper, we used a general definition that recognizes modularity as a set of principals that enhance the management of complexity by breaking up a complex system into discrete pieces that communicate through standard interfaces. This definition encompasses a wide spectrum of modularity in complex systems that goes beyond component modularity and extends to decentralized and autonomous networked systems. We proposed a domain-independent framework that helps with understanding trade-offs of modularity and the dependency of these trade-offs on the characteristics of the system and its surrounding environment. The proposed framework accommodates different classes of architecture and allows designers to decide the class and the stage and level of modularity for a system as a function of uncertainty parameters in the environment. This unification originates from a theoretical complex network model in which structural (architectural) mechanisms of complexity management are divided into three general categories: space-time heterogeneity in the environment, transaction-cost of resource exchange between system components, and the available resource budget per system component. This paper argues that the same combination of factors that push an integral system toward modularity, once intensified, are responsible for pushing it further to higher stages of structural complexity as noted on the proposed spectrum. The paper also provides a novel way of looking at environment complexity by unifying complexity factors related to static variations such as heterogeneity in customers preferences or stakeholders requirements, with those factors related to temporal variation of an uncertainty. Further quantification of this notion of environment complexity and its impact on architecture decisions of a system can be further explored in future work.
To make this framework computationally feasible, we discretize the spectrum into five major stages of modularity, including fully integral (M 0 ), integral yet decomposable (M 1 ), modular yet monolithic (M 2 ), static distributed (client-server architecture M 3 ), and dynamic distributed architecture (M 4 ). We introduced a set of value operators (M+ operator) that quantify the net value of changing the level of modularity on this spectrum between two adjacent stages. The spectrum in conjugation with M+ operators can guide designers in selecting appropriate parameters and building a system-specific computational tool from a combination of existing tools and techniques. To illustrate the functionality of the proposed framework in a rather simple system, we apply it to the case of fractionated satellite systems, as a part of the DARPA System F 6 program. We analyze the value of fractionation as a function of uncertainty parameters by quantifying the M + : M 2 → M 3 operation in the proposed framework.
The proposed framework has also some limitations that can be addressed further in future research: First, while conceptually general, the framework might not scale well when the number of uncertainty parameters increases. As a result, one proposed direction for the future of this research is to devise methods that alleviate the curse of dimensionality. Second, the key drivers of modularity in the paper are based on a theoretical work that is mathematically verified, but not empirically validated. While several examples are provided in this work to shape an intuition regarding these drivers, a thorough empirical work to further validate the assumptions of the framework seems to be a natural next step for this work. Third, this paper treated the M 3 to M 4 transition at the very general level. Systems at M 4 stage are becoming exceedingly crucial given that many socio-technical systems are now moving toward peer-to-peer resource sharing and autonomous schemes. The decision layer will require a more specific computational procedure to formulate this transition. Finally, the relationship between the proposed framework and other taxonomies of system architecture, especially its precise relationship to layered systems [59] , that can fall under M 3 and M 4 stages, can be further elaborated. As for the case study presented in this paper, our primary intention was to illustrate the applicability of the framework to real systems, so we made a series of simplifying assumptions: We limited uncertainties to technology obsolescence and technical failure. The model of the environment can be expanded by adding more sources of uncertainty and inclusion of spatial heterogeneities such as diversity in stakeholders preferences. Finally, we mainly focused on flexibility and uncertainty management, and ignored the values of scalability, resilience, and evolvability that are all important aspects of distributed architecture. Hence, the value presented is a lower bound for the proposed architecture.
Integrating the added value related to resilience, evolvability and the impact of architecture and modularity transitions on innovation [60] , collaboration, and market competition [61] will add another set of interesting questions for future research by Systems Engineering community.
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