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Abstract. In high altitude areas snow cover duration largely determines the length of the growing
season of the vegetation. A sensitivity study of snow cover to various scenarios of temperature and
precipitation has been conducted to assess how snow cover and vegetation may respond for a very
localized area of the high Swiss Alps (2050–2500 m above sea level). A surface energy balance model
has been upgraded to compute snow depth and duration, taking into account solar radiation geometry
over complex topography. Plant habitat zones have been deﬁned and 23 species, whose photoperiodic
preferences were documented in an earlier study, were grouped into each zone.
The sensitivity of snowmelt to a change in mean, minimum and maximum temperature alone and a
change in mean temperature combined with a precipitation change of +10% in winter and −10% in
summer is investigated. A seasonal increase in the mean temperature of 3 to 5 K reduces snow cover
depth and duration by more than a month on average. Snow melts two months earlier in the rock
habitat zone with the mean temperature scenario than under current climate conditions. This allows
the species in this habitat to ﬂower earlier in a warmer climate, but not all plants are able to adapt to
such changes.
1. Introduction
In alpine terrain, the distribution of snow and vegetation are closely linked. The
topography allows a variety of microhabitats to exist as a result of particular mi-
croclimatic conditions. These are modulated to a large extent by the solar energy
input, which is itself inﬂuenced by local topography, in particular slope angle and
orientation (Fischer, 1990; Guisan et al., 1998; Horsch, 2003). Plant species in these
areas exhibit speciﬁcmicro-environmental requirements that aremostly affected by
the duration of snow cover but also by relief (Ko¨rner, 1995; Ko¨rner, 1999). Micro-
habitats are certainly key factors affecting the plant diversity of high mountains and
species can be clearly differentiated according to their micro-topographical niches
(Gottfried et al., 1998; Gottfried et al., 1999). According to Grabherr et al. (1995)
at least one-third of the alpine/nival ﬂora of the Alps is restricted to azonal habitats,
especially rocks, scree, and snowbeds which represent abnormal habitats created
by disturbances (Grabherr et al., 1995). For example, plants in snowbeds, i.e.,
hollows with a long-lying snow cover, receive an effective protection against low
temperatures in winter. Following snowmelt, the water availability in a snowbed is
improved but the soil organic matter content and the nutrient availability is reduced
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(Billings and Bliss, 1959; Galen and Stanton, 1995). Plant species such as Sibbaldia
procumbens, Veronica alpina and others are well adapted to such conditions as
shown by a study of Galen and Stanton (1995) in the Pennsylvania Mountain Park,
U.S.A., but there are other alpine species which are not (for example Loiseleuria
procumbens).
The patterns of snow distribution in rugged alpine terrain are the most visible
consequence of topography and its interactionwith climatic variables like radiation,
precipitation andwind (Ko¨rner, 1992; Gottfried et al., 1999; Ko¨rner, 1999). In order
to adequately simulate the snow distribution in such regions, a model with a very
high spatial resolution is required. However, there are computational limits to the
application of such models (Beniston et al., 1997). General Circulation Models
(GCMs) and Regional Circulation Models (RCMs) work with grid cells too large
to reﬂect patterns relevant for snow-plant interactions. On the other hand, surface
energy balance models (SEBM), although not representing the 3-D atmospheric
circulation patterns, are able to simulate locally the energy and water budgets. With
the help of such amodel, it is possible to assess the change in snow cover duration in
response to climatic change scenarios (Beniston et al., 2003b; Keller and Goyette,
accepted).
Since the beginning of the 20th century a positive trend in global-average annual
temperature has been observed (0.3–0.7 K; Jones and Moberg, 2003) with more
pronounced changes in some regions. In the Swiss Alps, for instance, the increase
of the average annual temperature over the 20th century reached 1.5 K in certain
locations (Beniston et al., 1997). A clear difference in behavior of minimum and
maximum temperatures that depends on altitude and location could be observed for
Switzerland (Jungo and Beniston, 2001). The predictions for future global temper-
ature increase range from 1.4 to 5.8 K for the end of the 21st century (IPCC, 2001).
For the Swiss Alps, Giorgi and Francisco (2000) estimate a temperature increase
of 2–4 K and a precipitation increase in winter of 10% and a decrease in summer
of 10%.
The vegetation at high altitudes is believed to be particularly sensitive to long-
term climate change because abiotic factors, especially climate, dominate with
respect to biotic interactions (Ko¨rner, 1994; Grabherr et al., 1995; Beniston et al.,
1996; Theurillat and Guisan, 2001). At these elevations, effects of anthropogenic
land use change are mostly negligible and many high alpine species grow slowly
and are long-lived. Therefore, signiﬁcant changes of vegetation patterns are not
likely to be caused by short-term climatic ﬂuctuations, but may become obvious as
a result of long-term climate change (Pauli et al., 1999).
Recently, a study showed that the development of alpine plants is not only a
function of temperature change but is also sensitive to day length at the beginning of
the growing period (Keller andKo¨rner, 2003). Themoment of snowmelt determines
the day length experienced by the plants at the beginning of the growing season;
hence the timing of snowmelt is crucial for the vegetation cycle of the species
(Ko¨rner, 1992).
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This study focuses on the simulation of the change in timing of snowmelt on a
500 × 500 m2 surface in the Swiss Alps. The following questions are addressed:
– How will the dates of snowmelt change very locally in a rugged terrain with
an increase in the mean, minimum and maximum temperatures and a shift in
precipitation?
– What impact will this have on the plant habitats?
The separation into mean, minimum and maximum temperature scenarios was
investigated because vegetation and snow exhibit different sensitivities to each of
these components of the diurnal temperature cycle (Ko¨rner and Larcher, 1988).
2. Methods
2.1. STUDY SITE AND CLIMATIC DATA
The study site is located on the southwestern slope of the Sa¨ntis, a summit in the
eastern part of Switzerland (2490 m above sea level, 9◦20′E; 47◦15′N). This site
accommodates a weather station, which provides the necessary input data for the
numerical simulations as well as for the analysis. The observations of air temper-
ature, precipitation, wind, snow depth, surface pressure, incoming solar radiation
and dew point temperature are compiled by Meteo Swiss on the basis of measure-
ments made by the automated weather station network ANETZ (Bantle, 1989).
The site was chosen because of its elevation and the availability of hourly weather
records. Close to this station, an area covering 500 × 500 m2 with an elevation
range of 500 m was selected on the basis of a digital elevation model (DEM) with
a grid spacing of 25 m (Figure 1). This grid is then used as one of the boundary
conditions in the simulation of the distribution of snowmelt using a SEBM. Details
of the model structure and the experimental design are given in the Appendix.
2.2. PLANT DATA AND ANALYSES
The snowcover duration and themoment of snowmelt are analyzed for the following
four altitudinal classes: 2050–2150, 2150–2250, 2250–2350, and 2350–2450 m
above sea level. This allows a description of the general behavior of the snow cover
in the four altitudinal classes and over the investigated period for the different
climate change scenarios.
Over the investigated area ﬁve habitat zones for plant species are distinguished
according to Grabherr et al. (1995) and Gottfried et al. (1998) as shown in Figure 2:
1. Snowbeds
2. Ridges
3. Swards (i.e. rather ﬂat areas)
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Figure 2. Habitat distribution in the investigated area. Numbers refer to: 1 snowbeds, 2 ridges, 3
sward, 4 scree zones and 5 rocky habitats. The distribution of the plant species into the different
habitat zones are indicated in Table I.
4. Scree
5. Rocks
The digital elevation model used in this study has a resolution of 25 m, which
is rather coarse for the analysis of the microhabitats of plants, and consequently
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TABLE I
Habitat preferences of the investigated plant species combined to the results of
the Keller and Ko¨rner (2003) study
Speciesa Abbreviation Daylengthb Habitat preferencesc
Androsace alpina Andr alpi >=14.5 h 5
Carex curvula Care curv no trend 3
Cerastium uniﬂorum Cera unif always 4
Elyna myosuroides Elyn myos always 2
Erigeron uniﬂorum Erig unif <=15 h 2
Festuca af.intercedens Fest inte >=14.5 h 3
Gentiana bavarica Gent bava no trend 1
Geum reptans Geum rept no trend 3, 4
Gnaphalium supium Gnap supi >=14.5 h 1
Leucanthemopsis alpina Leuc alpi >=15 h 3
Linaria alpina Lina alpi >=15 h 4
Luzula spicata Luzu spic >=14.5 h 3, 4
Minuartia sedoides Minu sedo always 3
Oxyria digyna Oxyr digy >=15 h 1
Poa alpina Poa alpi always 3
Poa laxa Poa laxa >=14.5 h 3, 5
Potentilla frigida Pote frig <=15 h 3, 5
Ranunculus glacialis Ranu glac always 3, 4, 5
Saxifraga bryoides Saxi bryo >=14.5 h 4, 5
Saxifraga oppositifolia Saxi oppo always 5
Saxifraga seguieri Saxi segu always 4
Sedum alpestre Sedu alpe >=16 h 3
Sibbaldia procumbens Sibb proc <=12 h 1
1 = snowbed, 2 = ridges, 3 = sward, 4 = scree and 5 = rock habitat zone.
aNomenclature follows Ehrendorfer (1973).
bResults from Keller and Ko¨rner (2003).
cHabitat preferences from Bahn and Ko¨rner (1987), Grabherr (1995), Lauber
and Wagner (1996).
only large habitat zones in the study area are deﬁned. The vascular plant species
already examined in Keller and Ko¨rner (2003) are grouped into ﬁve azonal habitat
classes according to a bibliography review (Table I). The rock zones are inserted
in the model where the slopes exceed 40 degrees. Although there are more species
that could grow in each of these habitat types, the investigations are limited to the
species previously analyzed in Keller and Ko¨rner (2003) in order to reach further
conclusions. Although high alpine plant species mostly reproduce vegetatively,
ﬂowering is still important to guarantee genetic variability, an aspect which can
also contribute to adaptation to new environmental conditions.
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The snow cover for four dates during snowmelt is considered. For convenience
the snow cover on 18 March, 3 April, 13 May and 21 June is analyzed; these dates
correspond to the day length scenarios tested in Keller and Ko¨rner (2003), i.e., 12,
14.5, 15 and 16 h. For every date the percentage of snow-free pixels per habitat
zone is calculated. The day length preference of the species described in Keller and
Ko¨rner (2003) togetherwith the grouping into habitat zones allows the calculation of
the percentage of potentially ﬂowering species per habitat zone for each of the four
investigated dates. Together with the percentage of snow-free pixels, this allows an
assessment of the interspeciﬁc variations of possible reactions of the plant species
to changed snowmelt patterns.
3. Results
3.1. SNOW COVER SIMULATIONS
3.1.1. Control Run and Observations
As already shown in Keller and Goyette (accepted), the snow depth simulated by
the SEBM generally shows a good agreement with the observed snow depth data
(Figure 3) for a point simulation at the level of the Sa¨ntis weather station and
guarantees therefore a good validation of the model.
In the following paragraphs the evolution of the snow cover in the control run
is described.
The snow depth simulated per altitudinal class increases with altitude (Figure 4).
At 2350–2450m above sea level more days can be counted with a snow depth >3m
Figure 3. Model validation for Sa¨ntis (2490 m above sea level, 9◦20′E; 47◦15′N): observations (obs;
black dots) and the simulated snow depth for the control run (ctrl; grey dots) for September 1988 to
August 1989.
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Figure 4. Frequency distributions of snow cover duration. The averaged number of days per snow
depth for each of the four altitudinal classes (2050–2150, 2150–2250, 2250–2350, 2350–2450 m)
in the September 1988 to August 1989 and for each climate scenario. P = precipitation sce-
nario (increase of 10% in winter, decrease of 10% in summer), T = mean temperature increase
scenario.
whereas at 2050–2150 m above sea level only very few days show this snow depth.
Days with a shallow snow cover are also increasing with altitude.
The simulated average Julian day of the end of snowmelt can be observed later
in the year for increasing altitude (Table II). The increasing standard deviation with
altitude is important. This is due to the more complex relief at 2350–2450 m above
sea level, to the orientation of the pixels either south or north and therefore to a
much greater range of snow cover duration attributed to the inﬂuence of the direct
solar radiation on the energy budget of the snow pack (Table III).
On 13 May, 14% of the pixels in the snowbed and the ridge area are snow-
free, 28% of the scree, and 22% of the rocky habitat zones, especially in the areas
7
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TABLE II
Julian day when snow has melted with an indication of the standard deviation for each of the four
elevation classes and scenarios
Elevational Current climate T-scenarios
classes (m) control Mean Min Max P-scenario P + T-scenario
2050–2150 148.4 ± 20.9 112.2 ± 18.7 135.9 ± 10.3 128.0 ± 6.0 149.1 ± 16.7 110.7 ± 19.3
2150–2250 154.6 ± 24.3 120.5 ± 19.0 142.3 ± 18.4 134.0 ± 16.7 158.2 ± 24.4 124.0 ± 18.3
2250–2350 170.7 ± 37.1 137.3 ± 27.5 159.2 ± 33.3 152.2 ± 34.9 174.4 ± 37.3 139.4 ± 26.9
2350–2450 188.5 ± 43.9 159.0 ± 43.4 176.4 ± 43.8 171.0 ± 47.8 190.5 ± 43.3 160.8 ± 44.5
Mean stands for mean, Min for minimum and Max for maximum temperature scenario.
TABLE III
Number of pixels per altitudinal class and per orientation
Elevation classes (m) N NE E SE S SW W NW
2050–2150 – – 4 8 20 33 19 1
2150–2250 – – 1 22 14 40 47 1
2250–2350 – – – 11 12 27 32 15
2350–2450 4 5 – – 22 18 11 20
Total 4 5 5 41 68 118 109 37
exposed to the south (Figure 5a). No snowmelt was simulated for the sward pixels
(Table IV). On 21 June, parts of the snowbeds, the rocky slopes facing north and
the scree zone to the north are still snow covered. On this particular date, 70% of
the pixels are on average snow-free.
3.1.2. Mean Temperature Scenario
The mean temperature increase scenario is prescribed by a seasonally dependent
increase in the mean temperatures and it shows the strongest decrease in simulated
snow depth (Figure 4).
The simulated average Julian day of snowmelt decreases by 36 days for the
lowest altitudinal class in comparison to the control run (Table II).
With the mean temperature scenario, the snow pack is already less abundant
in March than in the control run (Figure 5b), but there are no snow-free pixels
(Table IV). On 3 April, a large part of the simulated area is snow-free (53% of
the pixels; Table IV), especially in the sward and the scree habitat zone. Only the
parts of the snowbeds and the rocky slopes orientated to the north are still covered
with snow. By 21 June, snow has mostly melted in these areas (93% of the pixels
are snow-free). Only on the north-oriented slopes does some snow still remain,
according to the model.
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Figure 5. Evolution of the snow cover for 18 March, 3 April, 13 May and 21 June (from left to
right) for the six investigated climate change scenarios (from top down). The blended contour curves
from grey to black indicate the snow depth (deeper when the area is darker). The white zones in-
dicate a snow depth of 5 to 35 centimetres, i.e. the snow, which will melt in the next days. Areas
where the grid is visible have less than 5 cm of snow (with 5 cm of snow 70% of the surface is
snow covered according to the snow fraction parameterisation). a) denotes the control run, b) the
mean, c) the minimum, d) the maximum, e) the precipitation and f) the temperature-precipitation
scenario.
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TABLE IV
Percentage of snow-free pixels per scenario for speciﬁed dates and per habitat zone
Current Potential
Habitat Climate T-scenarios P + T ﬂowering
zone control Mean Min Max P-scenario scenario species (%)
snowbed 0.0 0.0 0.0 0.0 0.0 0.0 50
18 March ridge 0.0 0.0 0.0 0.0 0.0 0.0 100
12 h sward 0.0 0.0 0.0 0.0 0.0 0.0 36
scree 0.0 0.0 0.0 0.0 0.0 0.0 28
rock 0.0 0.0 0.0 0.0 0.0 0.5 50
snowbed 0.0 28.6 0.0 0.0 0.0 28.6 25
3 April ridge 0.0 48.8 0.0 0.0 0.0 48.8 100
14.5 h sward 0.0 67.6 0.0 17.6 0.0 64.7 81
scree 0.0 75.0 0.0 0.0 0.0 71.9 71
rock 0.0 50.0 0.0 5.6 0.0 48.0 100
snowbed 14.3 71.4 14.3 14.3 14.3 71.4 25
13 May ridge 14.0 72.1 23.3 25.6 7.0 69.8 100
15 h sward 0.0 94.1 5.9 29.4 0.0 94.1 72
scree 28.1 84.4 31.3 25.0 28.1 84.4 71
rock 22.7 73.7 36.9 73.7 14.6 71.7 100
snowbed 57.1 100.0 71.4 100.0 42.9 100.0 75
21 June ridge 67.4 93.0 74.4 88.4 58.1 93.0 50
16 h sward 79.4 100.0 97.1 97.1 73.5 97.1 81
scree 75.0 93.8 84.4 87.5 75.0 93.8 71
rock 65.7 82.3 75.8 77.8 61.6 82.3 83
T = temperature scenario, P = precipitation scenario, P + T = precipitation and mean temperature
increase scenario. In the last column the percentage of the potential ﬂowering species at this moment
of the year and for each habitat zone are listed.
3.1.3. Minimum Temperature Scenario
The minimum temperature scenario is prescribed by a seasonally dependent in-
crease in the minimum temperatures.
The minimum temperature scenario only shows an impact on the snow cover
where the observed input temperatures do not decrease toomuch below the freezing
point.
The simulated number of days with a thin snow cover (see the enlarged graphs
of Figure 4) decreases slower for the minimum temperature scenario than the max-
imum temperature scenario and the control run. The simulated average date of
snowmelt advances one third less than for the mean temperature scenario (Table II).
The spatial distribution of the evolution of the snow cover up to the beginning of
April closely follows that of the control run (Figure 5c). In mid-May, the minimum
temperature scenario already shows more snow-free pixels in all habitat zones
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(except in snowbed). On 21 June the rocky slopes facing north and the two taller
snowbed zones are still snow-covered, although with a less deep snow pack than in
the control run (80% of pixels are snow-free; Table IV).
3.1.4. Maximum Temperature Scenario
Themaximum temperature scenario is given by a seasonal increase of themaximum
temperatures.
In all altitudinal classes the model simulates a larger number of days with a
snow depth below 25 cm.
Snowmelt occurs 20 days earlier for the lowest and 18 days for the highest
altitudinal class compared to the control run (Table II). These shifts in snowmelt
are larger than for the minimum temperature scenario.
The simulated spatial distribution of the snow pack and its depth show large
differences in comparison to the control run and resembles the pattern of the mean
temperature scenario (Figure 5d). On 3 April, the sward and the rock habitat zone
already show some snow-free pixels, but elsewhere, computed snow depths range
from 5 to 35 cm. On 13 May, except for the snowbed, all zones are snow-free. On
21 June only the north-facing slope and the tallest snowbed are still partly snow
covered.
3.1.5. Precipitation Scenario
The precipitation scenario, which consists of an increase of 10% of the winter
precipitation and a 10%-decrease of the summer precipitation, simulates a slightly
higher number of days per snow depth than the control run (Figure 4). However,
the number of snow-free days is about the same as in the control run, despite the
fact that the number of days with smaller snow depth is decreasing.
The snowmelt for each altitudinal class occurs a few days later than in the
control run (Table II), and the difference from the control run is much less than the
calculated standard deviation for all pixels within a given altitudinal class.
The spatial pattern of snowmelt closely resembles that of the control run although
there is a greater snowpack (Figure 5e). On 13May, the ﬁrst snow-free pixels appear
on the south-facing rocky slopes, snowbed, ridges and sward areas. On 21 June, all
habitat zones exhibit some snow-free pixels, but except for the scree area all zones
show less important snowmelt than in the control run (62% of snow-free pixels;
Table IV).
3.1.6. Temperature-Precipitation Scenario
The temperature-precipitation scenario is constructed by a combination of themean
temperature increase scenario and the precipitation scenario as described above.
The simulated number of days per snow depth for the combined temperature-
precipitation scenario is for all altitudinal classes slightly larger than for the mean
temperature scenario (Figure 4).
The average date of snowmelt decreases by 38 days at 2050–2150 m above sea
level, which is a faster rate than for the mean temperature scenario (Table II).
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The spatial snowmelt pattern closely resembles that of the mean temperature
scenario (Figure 5f). On 3 April all habitat zones have snow-free pixels (Table IV).
In the scree and the rock habitat zone the percentage of snow-free pixels is slightly
less than in the mean temperature scenario. On 21 June snow is still simulated on
the north-orientated slopes.
3.2. THE SNOW-PLANT INTERACTION
3.2.1. Description of Habitat Preferences of the Species Investigated
Five habitat zones in the test area were distinguished as shown in Figure 2. A
differentiation was drawn between species, which avoid disturbances (by snow
and moving scree) and therefore prefer sward or rock zones. Species, which are
adapted to regular disturbances, grow either on moving scree or on windswept
ridges. Others, which need a deep snow cover will grow in snowbed areas. There
are further species, which can grow on nearly all types of terrain (see Table I).
3.2.2. Species Habitat and Snow Cover Changes
The analysis of the snow cover simulations showed that depending on the sce-
nario, snowmelt might occur up to a month earlier. The timing of snowmelt and
the day length at snowmelt determine the onset of the growing season for alpine
plant species. If the disappearance of snow in the habitat zones and the day length
requirements for ﬂowering of each species are compared (according to Keller and
Ko¨rner, 2003), the percentage of potentially ﬂowering species per habitat can be
determined and it can be deduced whether potentially more species are able to
ﬂower when snow melts earlier in the season.
Under current climate (control) conditions, there are no snow-free pixels until
13 May in the snowbed, ridge, scree and rock zones, and no snow-free pixels in the
sward zone until 21 June. The precipitation scenario closely follows the control run,
with slightly fewer snow-free pixels in most habitats. The minimum temperature
scenario slightly increases the percentage of snow-free pixels, while the maximum
temperature scenario givesmoderate increases. Large increases are produced by the
mean temperature scenario, with similar increases for the temperature-precipitation
scenario.
The results of this investigation highlight the fact that, in snow-free conditions,
75% of the species in the snowbed habitat zone are potentially able to ﬂower on
21 June, while all species growing on ridges are already potentially able to ﬂower
on 18 March. 81% of the sward zone species are potentially able to ﬂower on 3
April as well as 71% of the scree species. All species growing in the rock zone
are potentially able to ﬂower on 3 April (Table IV). All these percentages are only
valid if the snow cover has already melted at these dates.
SEBM computations of the snow cover for the mean temperature scenario show
that snow-free pixels occur already on 3 April in all habitat zones. The creation of
12
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snow-free pixels on 3 April would allow earlier ﬂowering of 25% of species in the
snowbed zone, all species in the ridge and scree zones (Table IV). Especially in
sward zones, 9% more species are able to ﬂower on 3 April compared to 13 May.
The combined temperature-precipitation scenario shows the same tendencies as the
mean temperature scenario.
For the maximum temperature scenario, the creation of snow-free pixels on 3
April that would allow earlier ﬂowering of 81% of species in the sward zone and all
species in the rock zone. On 13 May 14% snow-free pixels in the snowbed habitat
zone are simulated compared to the control run.
The precipitation scenario closely follows the control run, and snowmelt does
not occur earlier in any of the habitat zones.
Species that ﬂower later than the period of snowmelt will already use energy to
respire and run the risk of being overgrown by other species.
4. Discussion
The snowmelt patterns change signiﬁcantly according to the scenario. The greatest
difference is observed between the control run and the mean temperature scenario,
because to construct the mean temperature scenario the whole temperature curve
is shifted to a higher level and thereby both the maximum and the minimum tem-
perature values were increased. The construction of the maximum temperature
scenario, however, only increases the maximum values of the temperature curve
and therefore the minimum temperature values are left unchanged. This leads to a
greater energy input in the mean temperature scenario compared to the maximum
temperature scenario and to a faster snowmelt.
The average date of snowmelt in the rock and sward habitat zonesmoves forward
by up to a month for an average temperature increase of close to 4 K. The strongest
decrease in the snow cover duration occurs in the lower elevation parts of the inves-
tigated area and on the south-exposed slopes (Figure 5), thus clearly demonstrating
the inﬂuence of direct solar energy. Furthermore, the pattern of snowmelt differs
quite strongly between the minimum and the maximum temperature scenario, es-
pecially the number of days with a thin snow cover decreases. This is due to the fact
that, for lower altitudinal classes, the negative hourly temperature anomalies com-
pared to the baseline period (1978–1998) used to construct the scenario, already
exceed the freezing point in some instances and therefore the warming does not
have as important an impact as for the highest altitudinal classes. Therefore, the ef-
fect of the minimum temperature scenario is conspicuous for the highest altitudinal
classes.
In the maximum temperature scenario, only the positive hourly temperature
anomalies are increased and therefore the negative anomalies can still occur well
below the freezing point, thereby increasing the daily temperature range and the
rate of snowmelt. That is why in all altitudinal classes the model simulates a larger
13
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number of days with a snow depth below 25 cm. This leads to large differences in
the spatial melting pattern between the maximum and the minimum temperature
scenario. In the maximum temperature scenario, the additional energy that this
scenario implies can be fully used to melt the snow (i.e. increase of the positive
anomalies), whereas in the minimum temperature scenario it is used to increase
the temperature of the negative anomalies up to and above the freezing point. For
example, 53 days more above freezing point could be counted when the minimum
temperature scenario was compared to control temperature values.
It could be argued that temperature and precipitation are correlated, and hence
a change in one parameter is accompanied by a change in the other and both
variables should always be simulated together. For this study a combination of both
parameters (temperature and precipitation) is producing a negligible synergy in the
simulation of the snow depth and duration (Mo¨lders, 2000). Also, the correlation
between temperature and precipitation depends on the timescale. Short-term (daily
to yearly) variations tend to be negatively correlated, but long-term correlations
may be positive or negative. Therefore, for decadal-scale changes in climate, it is
valid to treat changes in temperature and precipitation separately.
The simulated snowmelt results presented here are similar to the results obtained
using different methods applied to other locations. Studies of Martin et al. (1994),
Bultot et al. (1994), Whetton et al. (1996) and Beniston (1997) showed a marked
sensitivity of simulated snow cover duration to increasing temperature, with the
strongest sensitivity at low elevation sites. The study of Martin et al. (1994) also
examined the impact of variations in precipitation of 10%and, in agreementwith the
current study, found snow cover duration to be rather insensitive to such variations.
Brown (2000) andYe et al. (1998) observed an increased snow accumulation during
coldmonths and reduced snow accumulation in spring in the 20th century. However,
not all studies investigate the impact of a combined temperature and precipitation
scenario which, according to the current analysis, introduces a negligible non-
linearity effect (see also Beniston et al., 2003a).
However, all these studies consider much larger spatial scales. The challenge
to simulate snowmelt at very ﬁne scales relevant for plant life requires a speciﬁc
knowledge of snowmelt patterns at particular locations. In our case, we found that
the general spatial pattern of snowmelt always remains the same but, depending on
the scenarios considered, the date of snowmelt changes. This conﬁrms observations
by Friedel (1961 in Ko¨rner, 1999) who determined spatially conservative snowmelt
ﬁgures in alpine terrain for which snow depth and timing of melting change from
year to year and thus determine plant distribution. However, if snowmelt were
always to occur earlier in a future climate, some areas would always be snow-
free earlier. These areas could be invaded by species potentially better able to
ﬂower at shorter day length than the species present on the patch. The species for
which snowmelt occurs too early might attempt to ﬁnd a higher refugia. Species-
speciﬁc growth schedules and phenologywill change the plant composition in these
small-scale habitats. Galen and Stanton (1995) also concluded that interspeciﬁc
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differences in growth phenology of coexisting species would promote shifts in
snowbed plant communities. They show that such changes in plant communities are
anticipatedwhen neighboring species differ in sensitivity to environmental changes,
such as the preference for a speciﬁc day length at snowmelt, for example. Most
advances in snowmelt date in the deﬁned habitat zones could be observed in this
study in the rock and sward zones. Opportunistic species which grow in these zones
like Minuartia sedoides, Poa alpina, Ranuncula glacialis and Saxifraga seguieri
(Table I) might be potentially able to ﬂower more in these areas at earlier moments
in the year. As Gottfried et al. (1998) have noted, high altitude specialist species,
if widespread (like Androsace alpina) will reach such refugia habitats; but rare
species will probably become extinct on some mountains. Dirnbo¨ck et al. (2003)
support the hypothesis that alpine plant species with restricted habitat availability
will experience severe fragmentation and habitat loss. They showed that this would
only occur if temperatures increase by 2 K or more. On the other hand, Pauli et al.
(1999) have already observed an increase in species numbers on mountains with
increased ridge topography, which apparently act as migration corridors.
Despite a number of limitations, this study nevertheless demonstrates the sensi-
tivity of the snowmelt patterns to different temperature and precipitation scenarios
and shows its possible impact on vegetation habitat zones at this high altitude
site.
5. Conclusion
This study describes considerable changes in snowmelt timing and snow amount on
a ﬁne-scale relief according to a number of regional climate change scenarios. Fol-
lowing the investigated scenarios, ﬁve deﬁned plant habitat zones (snowbed, ridge,
scree, sward, rock) will be partly snow-free earlier in the year than under cur-
rent climatic conditions. With respect to photoperiodic preferences, not all species
are potentially able to ﬂower at earlier moments in the year. In the rock, scree,
and sward zones, snow melts much earlier for the mean temperature, maximum
temperature and combined mean temperature and precipitation scenario, allowing
potential ﬂowering by 3 April of 81% of sward-zone plants, 71% of scree-zone
plants and all rock zone-plants. Therefore, a possible consequence of snowmelt
always occurring earlier in the year is a modiﬁcation of the species composition
of these plant habitat zones. The species that are able to cope with the changed
environmental conditions might become more abundant.
Although the snow pack parameterization in the present study is a rather simple,
the approach used shows that a SEBM distributed onto a ﬁne mesh covering a
small area is a valuable technique to assess the snow cover variation under speciﬁc
temperature and precipitation changes. However, the results of this study are valid
for a particular area and the applicability of this approach is limited to areas where
adequate meteorological data and a ﬁne-scaled DEM are available. The rather
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coarse horizontal resolution of the climate change scenarios imply the necessity for
improved downscaling and modeling approaches to adequately address the issues
of climate change on ﬁne scale environments such as mountain ecosystems.
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Appendix
MODEL STRUCTURE AND PARAMETERIZATION
The SEBM used in this study is driven by time series of input data symbolized
by i = {T, Td, v, P, K↓, p}, where T and Td represent the observed air and dew
point temperature, both measured at the screen level (K), v, is the anemometer-level
horizontal wind speed (m s−1), P is the precipitation rate (mm s−1), K↓, the net
incoming solar radiation (W m−2), and p, the surface pressure (Pa). The simulated
snowcover, resulting from the energy andwater balance at the surface, ismodeled as
a packwith a temperature, Tsnow, amass, Msnow, and a density of ρsnow. Details of the
parameterization schemes are found in Keller and Goyette (accepted). Compared
to the methodology developed in that paper, the model has been upgraded in such
a way as to simulate the impact of solar radiation on surfaces inclined at different
angles and orientated in different directions according to Oke (1987), such that K↓
is a function of the local slope α and orientation β.
EXPERIMENTAL DESIGN
Theﬁrst part of this study aims at simulating the change in the durationof snowcover
with a SEBM over a small area close to the Sa¨ntis weather station and in response
to three simple climate-warming scenarios. For this study, it is assumed that the
observed data is homogeneous in the horizontal, given that the surface area covered
by the grid is relatively small. However, these data is modulated in such a way that
for each of the pixels belonging to the surface grid, the time series of effective input
data, i, needed by the model is computed as the sum of observed values, i,obs,
and an altitudinal adjustment, 1i,vint, combined with an additional perturbation
speciﬁc to each variable prescribed to emulate climate warming, 2i,warm. Thus,
the model-input data are computed as follows:
i = i,obs + 1i,vint + 2i,warm (A1)
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Consequently, the time series of effective input data provide a realistic represen-
tation of the current and future climate conditions over the area close to the Sa¨ntis
station.
The vertical interpolation, 1, depends on the relative difference between the
true altitude of the station, zobs, and that of individual grid points on themesh, zi, such
that z = zobs − zi. This difference is speciﬁc to each variable. The air temperature
is interpolated in the vertical using the mean environmental lapse rate. The surface
pressure varies in the vertical according to the Poisson equation (T/Ti) = (p/pi)κ ,
where (p, T) represents the initial state compiled from observation, (pi, Ti) the
ﬁnal state onto the computational grid, and κ = R/cp; R is the gas constant for
dry air (287.04 J kg−1 K−1), and cp is the speciﬁc heat of air at constant pressure
(1004 J kg−1 K−1). The dew point temperature is interpolated assuming a constant
relative humidity proﬁle in the vertical.
The altitudinal perturbations to the observed values of screen-level air temper-
ature, dew-point temperature, and surface pressure, respectively Tobs, Td,obs, and
pobs, are computed as follows:
1Tvint = γz
1Td,vint = Td,obs −
[
1
T
− Rv
Lv
ln h
]−1
(A2)
1 pvint = pobs − pobs
[
T
Tobs
]g/γ R
where γ is the vertical lapse rate deﬁned as 6.5 K/km, Rv is the water vapor constant
(461.5 J kg−1 K−1), Lv is the latent heat of vaporization (2.5 × 106 J kg−1), g is
the constant of gravity (9.80616 m s−2). The relative humidity, h, derived from
observations is computed as follows:
h = exp
[
Lv
Rv
(
1
Tobs
− 1
Td
)]
(A3)
The altitudinal perturbation to the precipitation, P, has been neglected mainly
due to a lack of observational data to validate the precipitation lapse rate at the Sa¨ntis
station. Some studies proposed a correction term allowing for the precipitation to
increase linearly with height in the form: 1Pvint = Pobs (1 − βz) when zi is
higher than zobs, and equal to 0 when zi is lower that zobs (e.g., Liston et al., 1999).
In this correction term, β is a station-dependent parameter whose value has to be
determined with care. Considering that the Sa¨ntis station is located at the top of
the computational grid, the correction would indeed be negligible; consequently
we considered 1Pvint = 0.
For this study, the altitudinal perturbations of the wind speed and that of the
incoming solar radiation are assumed to be zero, i.e., 1vvint = 1K↓vint = 0.
Next, to emulate the effect of a climate change scenario, a series of perturbations,
2, are combined with the screen air temperature and precipitation input data as
17
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TABLE V
Temperature changes for 2071–2100 for the mean (Mean),
minimum (Min) and maximum (Max) temperature for each
season according to Christensen (2002)
DJF MAM JJA SON
Mean (in K) 3.25 3.23 4.60 4.74
Min (in K) 4.39 3.53 4.04 4.64
Max (in K) 2.66 3.32 5.31 5.15
Pcp (in %) +10% No change −10% No change
The precipitation scenario was deduced from Giorgi and
Francisco (2000). DJF: December, January, February; MAM:
March, April, May; JJA: June, July, August; SON: September,
October, November. Pcp stands for precipitation.
described in Table V. For this study, the climate change perturbations of wind speed,
surface pressure, and incoming solar radiation resulting from climate change are
assumed to be zero, i.e., 2vwarm = 2 pwarm = 2K↓warm= 2Tdwarm = 0.
The temperature increase scenarios, 2Twarm, over Switzerland are based on
results from theHIRHAMregional climatemodel available to us in the context of the
EU 5th Framework Program PRUDENCE project (Christensen et al., 2002). These
simulations are based on the global greenhouse-gas emission A2 established by the
IPCC (Nakicenovic et al., 2000) which lies within the upper bounds of the IPCC
scenarios. The driving General Circulation Model (GCM) for these simulations is
the UK Hadley Center’s HADCM3 coupled ocean-atmosphere model.
The reference period was 12 months from September 1988 to August 1989.
This was a period in which the snow data were complete. Seasonal warming sce-
narios were calculated for mean, minimum and maximum temperature (Table V).
The mean temperature scenario indicates a general increase of the observed tem-
perature of the reference period. To construct the minimum and the maximum
temperature scenarios, the negative hourly and positive hourly anomalies of the
reference period in comparison to the hourly observations of the baseline period
1978–1998 were respectively increased in such a way that they reach the seasonal
values of the scenarios as shown in Table V. For the minimum temperature scenario
only the negative hourly anomalies are increased, which results in a decrease of the
daily temperature range. The maximum temperature scenario shows an increase
of the positive hourly anomalies that leads to an increase of the daily temperature
range (Figure 6). The scenarios are seasonal averages for 2071–2100 and assume
that the CO2-emissions increase from 7.97 PgC/yr (≈370 ppm) in 2000 to 29.09
(≈800 ppm) in 2100 what corresponds to the IPCC A2 scenario. Furthermore, a
scenario for precipitation is constructed on the basis of Giorgi and Francisco (2000)
where each already existing precipitation event is increased by 10% in intensity in
18
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Figure 6. Illustration of the construction of the temperature scenarios.  Mean,  Min and  Max
indicate the respective seasonal increase for the respective temperature scenario.
the winter months (December, January, February) and decreased by 10% during
the summer months (June, July, August). In spring and autumn the precipitation
amounts remain the same. In a ﬁnal scenario the mean temperature scenario is
combined with the precipitation scenario to examine their mutual effects (Beniston
et al., 2003a). For each grid point on the mesh within the study area, a separate
simulation is achieved using i as effective input data for the SEBM model.
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