We introduce the separator graph for a given graph G and show a l-l correspondence between its maximal cliques and the minimal triangulations (i.e., C-minimal chordal embeddings) of G. This approach can be used for characterizations of graph classes by properties of their minimal separators. In particular, we show that a graph is AT-free if and only if every minimal triangulation is an interval graph, that a graph is claw-free AT-free if and only if every minimal triangulation is a proper interval graph, and that a graph is a cograph if and only if every minimal triangulation is a trivially perfect graph. These results have algorithmic consequences for several graph parameters that are related to triangulation problems. In this context, we also show how the vertex ranking problem can be formulated as a triangulation problem into trivially perfect graphs. As consequences for the claw-free AT-free graphs we obtain that the bandwidth equals the treewidth and pathwidth, and that the proper interval completion number equals the chordal completion number and interval completion number. This directly implies that computing the bandwidth or interval completion number is &Y-hard even for co-bipartite graphs and, on the other side, that there are efficient algorithms for these problems on many other claw-free subclasses of co-comparability graphs.
Introduction
A triangulution of a graph G is a chordal supergraph, i.e., an embedding of G into a graph without chordless cycles of length greater than three.
The problem of finding a triangulation for a given graph that optimizes some objective function has given rise to much interest in recent years; see [4, 231 for surveys.
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0166-218x/97/%17.00 0 1997 Elsevier Science B.V. All rights reserved PII SOl66-218X(97)00041-3 the number of additional edges is minimum; this number is called the chordal completion number or the minimum Jill-in. It has applications in sparse matrix factorization and has been investigated in many papers, see e.g. [7, 381 . The second problem corresponds to finding a triangulation with the smallest possible maximum clique size;
its order decreased by one is the treewidth of a graph. The treewidth of graphs has been studied especially widely since it was defined by Robertson and Seymour in the framework of their graph minor theory [36] . The main reason for this is that many
.&Y-complete problems become solvable in polynomial or even linear time when they are restricted to graphs with bounded treewidth; see e.g.
[2] for a characterization of such problems and [4] for an overview of applications in many different areas as VLSI-layout or evolution theory.
Very similar to the treewidth resp. chordal completion number are the parameters pathwidth resp. interval completion number: The only difference is that the triangulations are restricted to those into interval graphs. As graphs of bounded treewidth have nice algorithmic properties, all the more graphs of bounded pathwidth have; see e.g. [30] for an overview of applications in VLSI-layout. Another related parameter is the bandwidth, which is investigated since the 1960s. It arises from many different engineering applications; see [lo] for a survey and references. Here, we use a graph embedding formulation: It was shown in [22] that the bandwidth of a graph G is the same as the smallest maximum clique size of all proper interval supergraphs of G, decreased by one. Analogously, the proper interval completion number is defined as the minimum number of additional edges of all triangulations into proper interval graphs. Both the notion proper interval completion number and bandwidth have applications in physical mapping of DNA in molecular biology [22] . Eventually, we also study the vertex ranking of graphs, which seems at first glance to be very different from the previous parameters. For the vertex ranking problem, we look for a proper coloring of the vertices into { 1,. . . , r} with minimum r such that, for every two vertices with the same color and for every path that connects them, there is at least one vertex in this path with larger color. Vertex ranking has interesting applications in communication network design and in the planing of efficient assembly of products in manufacturing systems; see [13, 21, 28] .
Note that in general the differences between any two parameters we consider here may be arbitrarily large: For example, arbitrary differences between the pathwidth and treewidth are provided by complete ternary trees, and for bandwidth minus pathwidth by the stars Kl,,.
Our first goal in this paper is to achieve a homogeneous formulation of all those different graph parameters. For this reason, we show that the rank of a graph G corresponds to the smallest maximum clique size of all triangulations of G into trivially perfect graphs, which generalizes a result in [5] . This throws a new light on the ranking problem and establishes a connection to the other parameters. Now, all the parameters that we consider correspond to optimum values of some objective functions that depend on triangulations of the graph into chordal graphs or some of its subclasses. If for some class of graphs Y all minimal triangulations (i.e., edge-inclusion minimal triangulations) come under one of these subclasses, then this implies that some of our parameters coincide on 9, depending on that subclass. A result of this type would also enable us to transfer complexity or algorithmic results from one parameter to another, and it could reveal new structural properties of the class 3. For example, the result by Mohring [31] that every minimal triangulation of a graph without asteroidal triples is an interval graph, implies the coincidence of the treewidth and pathwidth on this class of graphs and demonstrates its linear structure (see also [ 111) . For these reasons, we are interested in finding the largest class of graphs g(V) for that every minimal triangulation is in V, for %? being the interval graphs, the proper interval graphs, and the trivially perfect graphs. In some sense, these classes are the equivalents in the class of all graphs for the respective subclass of chordal graphs, concerning structural properties and the relation of some graph parameters.
The main tool for our purposes is the separator graph, which was introduced in [33] . It characterizes all minimal triangulations of an arbitrary graph. For a graph G, we define its separator graph as follows: The vertices correspond to the minimal separators of G, and parallel separators are connected by an edge, where two separators are called parallel if none of them contains two vertices that are separated by the other. In one of our main results, we prove a l-l correspondence between the minimal triangulations of a graph and the maximal cliques of its separator graph. Using this characterization, we can solve the above problems by showing (1) that g(interva1 graphs) are the AT-free graphs, (2) that g(proper interval graphs) are the claw-free AT-free graphs, and (3) that %(chordal &free graphs) are the &-free graphs, for k d 5, which implies that Y(trivially perfect graphs) are the cographs. Statement (1) generalizes the result by Mijhring mentioned above and also the well-known result by Lekkerkerker and Boland [29] that interval graphs are exactly chordal AT-free graphs.
The second one implies that for claw-free AT-free graphs, first, the bandwidth equals the treewidth and pathwidth, and, second, the proper interval completion number equals the chordal completion number and interval completion number. Hence, computing the bandwidth or proper interval completion number is . KY-hard even for co-bipartite graphs and, on the other side, there are efficient algorithms for these problems on clawfree trapezoid graphs and thus on all claw-free permutation graphs [8, 331. Statement (3) yields the fact that the rank, the pathwidth, and the treewidth coincide on cographs.
A counterexample demonstrates that (3) fails to be true for any larger k.
The structure of our paper is as follows: Section 2 gives the basic notations and definitions and necessary graph theoretic background. Section 3 contains the definitions of several graph parameters and the corresponding triangulation problems. In this context, we show how the vertex ranking can be reformulated as a triangulation problem.
In Section 4, we introduce the separator graph of an arbitrary graph G and prove a l-1 correspondence between its maximal cliques and the minimal triangulations of G.
We discuss how the separator graph can be used for solving some triangulation problems of Section 3. Section 5 describes the connections between AT-free graphs and interval graphs, between claw-free AT-free graphs and proper interval graphs, and between &-free graphs and chordal &free graphs in terms of minimal triangulations.
These connections imply coincidences of several graph parameters in the respective class of graphs. Some algorithmic consequences are derived for the corresponding triangulation problems.
Preliminaries
Throughout this paper, we consider simple, finite and undirected graphs. First in this section, we give some necessary notations. Then, we define the graph classes that are considered in this paper. For all graph-theoretic notions and properties of graph classes not given here we refer to [ 181.
Let G = (V,E) be a graph. The complement graph of G is denoted by G = (V,E). Lekkerkerker and Boland [29] introduced asteroidal triples in order to obtain the following characterization of interval graphs as a special subclass of chordal graphs. Three mutually independent vertices of a graph are called an asteroidal triple if, between any two of them, there exists a path that avoids the neighborhood of the third. Graphs without asteroidal triples are said to be AT-free.
Theorem 2.2 (Lekkerkerker and Boland [29] 
Theorem 2.3 (Roberts [35]). A graph G is a proper interval graph if and only if G is a claw-free interval graph.
Hence, proper interval graphs are claw-free and AT-free. Other examples of claw-free AT-free graphs are co-bipartite graphs and AT-free line graphs.
By Pk we denote the simple path on k vertices. A graph that does not contain a Pk as an induced subgraph is called &free. The most important class of &free graphs are the Pd-free graphs; they are also called cographs and are a subclass of the permutation graphs. Recall that cographs can be decomposed on a parse tree according to the operations union and product, which is very useful for algorithmic applications [12] .
The graphs that are simultaneously interval graphs and cographs are called trivially perfect. There are many other names and characterizations for this class of graphs, for example they are exactly the Pd-free and Cd-free graphs [18] .
Chordal triangulations and related optimization problems
In this section, we define the chordal triangulation problems and survey some of the complexity results on them. Moreover, we introduce the VERTEX RANKING problem, and we show how it can be reformulated as triangulation problem, too.
Any chordal supergraph of a graph G is called a triangulation of G. A triangulation H = (V,E U F) of G = (V, E) is a minimal triangulation if any intermediate graph
proper interval triangulation are used for triangulations that are interval graphs resp.
proper interval graphs.
We are looking for optimal triangulations. In the literature, several parameters for optimality are considered.
Definition. Let G = (V, E) be a graph.
The treewidth tw(G) is defined as tw(G)= min{o(H):
H triangulation of G} -1.
The pathwidth pw(G) is defined as pw(G) = min{w(H): H interval triangulation of G} -1.
The proper pathwidth ppw(G) is defined as ppw(G) = min{w(H): H proper interval triangulation of G} -1.
The chordal completion number cc(G) is defined as
The interval completion number it(G) is defined as ic( G) = min{ IF 1: G U Finterval triangulation of G}.
The proper interval completion number pit(G) is defined as pit(G) = min{ IFI: G U F proper interval triangulation of G}.
We will consider two more parameters -the bandwidth and the rank of graphs. Next we define them and describe how they are related to the other triangulation problems.
Further we give some complexity results.
Definition. Let G = (V,E) be a graph. A layout of V is a linear ordering 71 : { 1, 2 , . . . , n} + V. The width of a layout is max{ Ii -jl : x(i)x(j) E E}. The bandwidth of G, denoted by bw(G), is defined as the minimum width over all layouts of V.
The following interesting result was proved in [22] .
Theorem 3.1. Let G be a graph. Then bw(G)=ppw(G).
Given a graph G = (V,E), the problem MINIMUM FILL-IN is to find a triangulation of G with minimum number of additional edges, and the problem TREEWIDTH is to find a triangulation of G with minimum clique number. Definition. Let G = (V,E) be a graph. A (vertex) r-ranking of G is a coloring c :
. , r} such that, for every two vertices U, u with c(u) = c(v) and for every u,v-path P, there is at least one vertex w E P with c(w)>c(u). The rank r(G) of a graph is defined as the smallest r for that G admits an r-ranking.
Clearly, in every r-ranking adjacent vertices must have different colors. Hence, a ranking is a special vertex coloring.
The VERTEX RANKIK problem is to determine the rank of a given graph. It is .KZJJhard even for co-bipartite graphs [34] . We show that VERTEX RANKING is equivalent to a triangulation problem, too. Our aim is to prove the following theorem, which generalizes a result in [5] .
Theorem 3.2. The rank of a graph G is equal to the minimum clique number of all triangulations of G into trivially perfect graphs.2
In order to prove this theorem we make use of the following characterization of trivially perfect graphs. We define a graph G to be an unproper interval graph if G is the intersection graph of intervals such that any two intervals are either disjoint or one is contained in the other. With the graphs Gi and intervals I,, as inputs, for every 1 < i Q k, we again perform the step DIVIDE, and recursively continue this procedure until every vertex is attached to one interval.
' Originally, this result was shown with a different proof using pebbling games by one of the authors in [37].
Clearly, {Z, : u E V} is an unproper interval representation of a graph H = ( V,F). Let U, v E V be two adjacent vertices in G with c(u) > c(v). Among all graphs that arose during the performing of DIVIDE consider the smallest one that contains both u and v: then u has to be its vertex with maximum color. Hence, I, > I,, and H is an unproper interval triangulation of G with o(H) 6 r(G).
On the other side, let H = (V,F) be an unproper interval supergraph of G. By slightly shifting endpoints of intervals that are identical we can obtain an unproper interval representation {I, : v E V} of H where no two intervals coincide. We now define Finally, we state the following well-known inequalities. For the rank, the relation to the other parameters is also a direct consequence of Theorem 3.2. 
Minimal separators and their connection to triangulations
In this section, we introduce the separator graph Z(G) for a graph G. First, we give some basic properties of minimal separators, and then we prove our main theorema l-l correspondence between the maximal cliques of C(G) and the minimal triangulations of G. We discuss some general algorithmic consequences of this characterization.
Observe that one minimal separator well may be contained in another; see Fig. 1 . The set of all minimal separators of a graph G is denoted by AG.
A component C of G\S is called a full component if every vertex in S is adjacent to at least one vertex in C. The following crucial property of minimal separators is well known, cf. [ 181. This implies immediately that a separator S in a graph G is minimal if and only if there are at least two full components of G\S.
Let S, T E Ac. We say that S crosses T, denoted by S#T, if there are two components CD of G\T such that S intersects both with C and D. If S does not cross T, we say 
Lemma 4.2. Let S, T E AC. If S is parallel to T, then T is parallel to S.
Proof. Suppose Each of these paths intersects the s,s'-separator T. Hence, T n C # 8 # T n D, and T#S -a contradiction. c7 
Corollary 4.3. A graph G is chordal if and only if its separator graph C(G) is complete.
If a graph G is not chordal then some of its minimal separators S are not cliques. In order to triangulate G we have to destroy each such separator S: either by making S complete or by adding edges between the full components of G\S so that S is no longer a minimal separator. For S E do, let Gs denote the graph obtained by adding all edges between non-adjacent vertices in S; thus making S a clique. For 9' = {Si, . . . , Sk} C AC, let Gy be the graph obtained by making each S; to a clique, for 1 6 i d k. The following two lemmas describe the connection between the minimal separators in a graph and those in its supergraphs that are obtained by changing some minimal separators into cliques. Proof. Consider the two full components Ca,Cb of G\T containing a resp. b. Since SII T for every S E 9, a separator S E Y does not contain elements of different connected components of G\T. Hence, C, and Cb remain full components in every graph H', for GcH'cH.
0
Also for this lemma the minimality of the separators is crucial. In Fig. 1 , for instance, T = {3,6} is parallel to S = {3,4,5}, but T is not a separator in Gs. In the following, let C(G\S) denote the set of components of G\S, for any separator S in a graph G. Proof. Every SE 9' is a clique in H; hence, T/IS in H, for every SE Y. Note that T also separates a and b in G. We claim that T is a minimal a, b-separator in G and that C(G\T) = C(H\T). Suppose that this is not true. Then either T is a minimal a, b-separator in G and some components of G\T are connected in H or some T' c T is a minimal a, b-separator in G but not in H. In other words, there is some minimal a, b-separator T' c T in G and S' E Y that crosses T' in G. By Lemma 4.2, this yields that there are two components C,D of G\S' that both intersect T'. By the fact that every SE 9' is parallel to S', we obtain that C(H\S') = C(G\S'). Hence, T crosses S' also in H, a contradiction. The second part of our claim yields that every S E Y is parallel to T in G. 0 Now we are able to prove our main theorem. It reveals the relation between minimal triangulations and maximal sets of pairwise parallel minimal separators. [a, c, b,d] in H\{ab}. Note that any larger induced cycle cannot be triangulated with only one additional edge. Consequently, there is some minimal c, d-separator S E AH which has to contain a and 6, a contradiction to ub $ E( GdH ).
We complete the proof by showing that A H is a maximal set of pairwise parallel minimal separators in G. Suppose that there is some T E Ac\AH such that T/S, for every SE dH. Lemma 4.4 implies that T E ~~~~ . But this contradicts the fact that H=G/,,.
C! This theorem gives a general characterization for the role of minimal separators in finding minimal triangulations. The idea to study the connection between triangulations and minimal separators was first developed in [24] . Indeed, notice that this paper contains an error. Using the definition of the separator graph, Theorem 4.6 can be reformulated as follows.
Theorem 4.7. A graph H is a minimal triangulation of G if and only if H = Gw, for a maximal clique W in the separator graph C(G).
The first part of an algorithm for solving a triangulating problem on a graph G that makes use of this theorem is to compute all minimal separators of G. Kloks and Kratsch gave an algorithm for this problem that needs polynomial time per separator [25] . It is not difficult to modify this algorithm so that it also reports whether two separators are parallel. This algorithm is efficient for graphs where the number of minimal separators is polynomially bounded in the number of vertices. This is true for permutation graphs, trapezoid graphs, circle graphs, circular arc graphs and some other classes.
In a second step, moreover, all maximal cliques V of C(G) should be computed. Then, for every V, the corresponding minimal triangulation Gq could be calculated straightforwardly. For a solution of MINIMUM FILL-I" and TREEWIDTH, it remains then to choose an optimal minimal triangulation. Unfortunately, little is known up to now about the structure of separator graphs for graphs of special graph classes. So, a direct application of Theorem 4.6 in this way needs further research.
Beyond that, even if C(G) has possibly an exponential number of maximal cliques, it can sometimes be used for solving TREEWIDTH or MINIMUM FILL-IN efficiently. In such cases, the triangulation problem can be encoded in suitable manner as a WEIGHTED CLIQUE problem in the separator graph. This approach was demonstrated in [33] for a special class of intersection graphs where the intersection model yields a transitive orientation of the separator graph, namely for the d-trapezoid graphs. This is the class of co-comparability graphs of interval dimension at most d. It contains the interval graphs, the permutation graphs, and the trapezoid graphs. In permutation graphs, for instance, the minimal separators and their parallel@ relation have a geometric representation -the so-called scanlines in the model of the graph [8] . These scanlines were used for a TREEWIDTH algorithm on permutation graphs [8] . The algorithms for MINIMUM FILL-IN and TREEWIDTH given in [33] generalize this approach by embedding it into the more abstract concept of Theorem 4.6. The scanlines are used in order to obtain some structure information about the separator graph of a d-trapezoid graph. Compared to the TREEWIDTH algorithm of [23, 271 for the similar class of co-comparability graphs of bounded dimension, we achieved a better time bound. On the other side, the algorithm of [23, 271 does not need an intersection model as part of the input.
The separator graph is useful not only for algorithmic tasks but also for proving structural results about minimal triangulations. A few such consequences are presented in the next section.
Equivalence of different triangulation problems
In this section, we characterize some graph classes for that all minimal triangulations have certain additional properties. First, we consider AT-free graphs, then claw-free AT-free graphs and, at last, &free graphs. Our results imply coincidences of several graph parameters in the respective class of graphs, and some algorithmic consequences are derived for the corresponding triangulation problems.
AT-free graphs and pathwidth
Recently, Miihring [31] proved the following result.
Proposition 5.1. If a graph G is AT-free, then every minimal triangulation of G is an interval graph.
As a consequence, the treewidth equals the pathwidth and the chordal completion number equals the interval completion number for AT-free graphs. This means that every efficient algorithm that solves the TREEWIDTH resp. MINIMUM FILL-IN problem on a class of AT-free graphs simultaneously solves the PATHWIDTH resp. INTERVAL COMPLETION problem. Consequently, in [33] 
Theorem 5.2. A graph G = (V, E) is AT-free if and only if every minimal triangulation of G is an interval graph.4
Proof. "*". See Proposition 5.1. "+". Suppose that x, y, z is an AT in G. Define H' to be G plus all edges uv 6 E such that {u, u} n {x, y,z} = 0. Clearly, H' is a split graph and thus chordal. Let H & H' be a minimal triangulation of G. W. l.o.g., we consider some y,z-path P, in G that avoids NG(x). Since NG(x) = NH/(X) = NH(X), P, also avoids NH(X) in H, which implies that H is not AT-free, either -a contradiction.
c7
Of course, this theorem does not imply that every graph with equal treewidth and pathwidth should be AT-free; for counterexamples look at the planar grids. But it means that, for solving the PATHWIDTH problem, beyond the class of AT-free graphs it is not sufficient to consider only minimal triangulations.
We close this subsection with a useful lemma that has a proof very similar to the previous one and a corollary of it.
Lemma 5.3. Let G = (V, E) Observe that, like Theroem 5.2, this result also yields that the class of claw-free AT-free graphs is the largest one with the property that every minimal triangulation is a proper interval graph. In addition, Theorem 5.6 implies the following corollary.
Corollary 5.7. Let G be claw-free A T-fvee. Then &v(G) = pw(G) = bw(G) and cc(G) = ic( G) = pic( G).
This result has several algorithmic consequences: On the one hand, we immediately get polynomial time algorithms that solve the BANDWIDTH and PROPER INTERVAL COMPLETION problem on claw-free d-trapezoid graphs and thus on all claw-free permutation graphs [33] . On the other hand, it is well-known that TREEWIDTH and MINIMUM Theorem 5.9. For any Jixed k, the k-BANDWIDTH problem is decidable in linear time for claw-free AT-free graphs.
Pk-free graphs and vertex ranking
In [9], Bodlaender and MGhring developed an algorithm to compute the treewidth of cographs. Implicitly, they proved the following result.
Proposition 5.10 (Bodlaender and Mohring [9] ). Every minimal triangulation of a cograph is a cograph.
Since cographs
are exactly the P4-free graphs, Corollary 5.4 implies that Proposition 5.10 is the best possible. Furthermore, the following result shows that Proposition 5.10 can be extended to Pk-free graphs for any k 6 5. A counterexample will demonstrate that this bound is sharp.
Theorem 5.11. For any k < 5, a graph G = (V, E) is Pk-free if and only if every minimal triangulation of G is Pk-free.
Proof. "-G". By Corollary 5.4, if G contains an induced Pk, then there is a minimal triangulation of G which is not &free.
"j". This is obvious for k < 3, since all components in Pz-free resp. Pj-free graphs are single vertices resp. cliques.
The case that k = 4 is proved by Proposition 5.10. Alternatively, there is a straightforward proof in analogy to the following one for the case that k = 5.
Assume now that k = 5. Suppose that there is a minimal triangulation H of G that contains an induced path P = [PI,. . . , ps]. Observe that Theorem 2.1 and Theorem 4.6
imply that P intersects with some SE LIH C A G in at most two consecutive elements of P. For every pipi+ that are not adjacent in G, let Si E AH be the minimal separator that contains these two vertices. Note that all Si are pairwise parallel, For i = 1,2, let
Ci denote a full component of G\Si different from the component that contains ~4.
And for j = 3,4, let Cj denote a full component of G\Sj different from the component that contains ~2. Then, for i = 1,2 and j = 3,4, Si and Sj separate Ci and Cj. Hence, Ci U {pl, ~2) and Cj U {pa, ps} are disjoint and not connected by any edge, for every i = 1,2 and j = 3,4, where Ci resp. Cj is assumed to be empty if not existing.
We now construct a p', ps-path P' in G[Cl U C2 U {p,, ~2, pi}] of length two. Case 1: ~2~3 4 E. Then there is a ~2, ps-path in G[C2 U (~2, p3}], which contains some p', ps-path of length two as a subpath. Case 2: p2p3 E E and pip2 E E. Define P' = [PI, ~2, ~31.
Case 3: p2p3 E E and ptp2 $-E. In this case, let P' = [p', ~2, p3] for some p' E Cl that is adjacent to ~2. Analogously, we can construct a ~3, p/'-path P" in G[{ph, ps} U C3 U C4]. Then the concatenation of P' and P" yields a Ps in G -a contradiction. 0
The example in Fig. 2 shows that Theorem 5.11 fails to be true if k 2 6.
As mentioned above, Proposition 5.10 was implicitly used in [9] to compute the treewidth resp. pathwidth of cographs. Theorem 3.2 now implies the fact that the same algorithm outputs also the rank of a cograph. Moreover, we have proved that the cographs are the largest class of graphs for that all minimal triangulations are trivially perfect. Maybe, Theorem 5.11 for the case that k = 5 can be an initial step for developing algorithms for triangulation problems on Ps-free graphs. 
