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1. Introduction
Consider the gamma distribution with scale parameter σ > 0 and shape parameter p > 0,
γp,σ (dy) = σ
p
Γ (p)
e−σyyp−11(0,+∞)(y)dy.
Then the beta distribution on R with parameters p > 0 and q > 0 may be presented as the distribution of the random
variable U/(U + V ), where U and V are two independent random variables with distributions γp,σ and γq,σ respectively. It
is given by
βp,q(dx) = x
p−1(1− x)q−1
B(p, q)
1(0,1)(x)dx,
where B(p, q) is the beta Euler function.
Similarly, themultivariate beta distribution is related to themultivariate version of the gamma distribution, that is to the
Wishart distribution on symmetric matrices or on any symmetric cone (see [1]). Let V be the linear space of symmetric r× r
matrices on R, and Ω be the cone of positive-definite elements of V . We denote the identity matrix by e, the determinant
of an element x of V by ∆(x) and its trace by trx. For an invertible r × r matrix a, we consider the automorphism g(a) of
V defined by g(a)x = axa∗ where a∗ is the transpose of a. We denote by G the group of such isomorphisms, and by K the
subgroup of elements of G corresponding to a orthogonal, called the orthogonal group. We will use the division algorithm
on matrices based on the Cholesky decomposition of an element y ofΩ , that is on the fact that y can be written in a unique
manner as y = tt∗, where t is a lower triangular matrix with a strictly positive diagonal. For an element x in V , we set
pi(y)(x) = txt∗, and we define the ‘‘quotient’’ of x by y as pi−1(y)(x) = t−1x(t∗)−1.
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Consider the absolutely continuous Wishart distribution concentrated on Ω with scale parameter σ ∈ Ω and shape
parameter p > (r − 1)/2,
Wp,σ (dx) = (∆(σ ))
−p
ΓΩ(p)
exp(−tr(xσ−1))(∆(x))p− r+12 1Ω(x)dx,
where
ΓΩ(p) = (2pi) r(r−1)4
r∏
k=1
Γ (p− (k− 1)/2).
If U and V are two independent Wishart random matrices with the same scale parameter σ and respective shape
parameters p > r−12 and q >
r−1
2 , then the random matrix pi
−1(U + V )(U) is independent of U + V , and has the so-
called beta-Wishart distribution βp,q given by
βp,q(dz) = (BΩ(p, q))−1(∆(z))p− r+12 (∆(e− z))q− r+12 1Ω∩(e−Ω)(z)dz,
where BΩ(p, q) = ΓΩ (p)ΓΩ (q)ΓΩ (p+q) .
Many remarkable characterizations of the gamma and beta distributions on R have been extended to the Wishart and
beta-Wishart distributions. The most famous one is the characterization of the gamma distribution by the fact that the
random variable U/(U + V ) is independent of its denominator U + V , due to Lukacs [2]. This characterization has been
extended by Olkin and Rubin [3] to the Wishart distribution on symmetric matrices and by Casalis and Letac [4] to the
Wishart distribution on any symmetric cone. In these characterizations, a property of invariance of the distribution by the
orthogonal group is added to the property of independence. Recently Seshadri and Wesolowski [5] have given the two
following characterization results concerning the beta distribution on R based on some constancy of regression conditions.
Theorem 1.1. Let X and Y be two independent non-degenerate random variables in (0, 1). Denote V = 1 − XY and U =
(1− Y )/V .
(a) If
E(U | V ) = c and E(U2 | V ) = d, (1.1)
where c and d are two real constants, then q = (1−c)(d−c)
c2−d > 0, r = c(d−c)c2−d > 0, and there exists p > 0 such that
(X, Y ) ∼ βp,q ⊗ βp+q,r . Consequently (U, V ) ∼ βr,q ⊗ βr+q,p.
(b) If
E(U | V ) = c and E(U−1 | V ) = b, (1.2)
where c and b are real constants, and if E((1 − Y )−1) < ∞, then q = (1−c)(b−1)bc−1 > 0, r = c(b−1)bc−1 > 0, and there exists
p > 0 such that (X, Y ) ∼ βp,q ⊗ βp+q,r . Consequently (U, V ) ∼ βr,q ⊗ βr+q,p.
In each characterization, Seshadri and Wesolowski show that the regression property leads to some recursive relations
which permit obtaining all the moments of each random variable. As the variables are bounded, they have been able to
conclude using the fact that under such a condition, a distribution on R is entirely determined by the sequence of its
moments. In the present paper, we first establish some properties of the beta distribution on Ω ∩ (e − Ω). In particular,
we give the distribution of some generalized powers of a beta random matrix and we show the independence of some
related statistics. We then give multivariate versions of the regression formulas (1.1) and (1.2) and we show that each of the
two extended versions characterizes the beta-Wishart distribution on the coneΩ of positive-definite symmetric matrices.
For the proof, we first show that under the hypothesis of invariance by the orthogonal group, the distribution of a random
matrix X in Ω is entirely determined by the distribution of a related random vector M(X) in Rr . We then follow Seshadri
and Wesolowski and use the regression properties to determine the moments of the random vector M(X). To close this
introduction, we mention that, for the sake of simplicity, we have restricted our considerations to real matrices, however,
with very slight changes, similar characterizations also occur for complex Hermitian matrices.
2. Some properties of the matrix beta distribution
In this section, we establish some properties of the beta-Wishart distribution on the cone of positive-definite symmetric
matrices which, while being of independent interest, play a crucial role in the proof of our characterization results. It
is known that for the study of the beta distribution on R, we usually use the fact that a positive random variable X is
characterized by its Mellin transform defined by θ 7→ E(Xθ ). Recall that the distribution of a random matrix X is said
to be K -invariant if for any orthogonal matrix k, X and kXk∗ have the same distribution. We will show that, for the class of
K -invariant distributions on the cone Ω of positive-definite (r, r) symmetric matrices, the expectation of the generalized
power function plays the role of the Mellin transform. This result is based on the notion of spherical Fourier transform
defined in the general framework of Riemannian symmetric spaces, for functions and for bounded measures invariant by
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the orthogonal group. For details about this notion, we refer the reader to the Graczyk and Loeb [6] and to Faraut [7]. In the
case of symmetric cones andmore particularly of the cone of positive symmetric matrices, the spherical Fourier transform is
expressed in terms of the generalized power function. It is given in Faraut andKorànyi [8], for functions, and it can be adapted
in a similar way for probabilitymeasures. Let X = (Xij)1≤i,j≤r be inΩ and let for 1 ≤ k ≤ r ,∆k(X) = det((Xij)1≤i, j≤k) denote
the principal minor of order k of X . Then the generalized power of X is defined for s = (s1, . . . , sr) ∈ Cr , by
∆s(X) = (∆1(X))s1−s2(∆2(X))s2−s3 · · · (∆r(X))sr .
If λ is in C, we will write s+ λ = (s1 + λ, . . . , sr + λ).
In particular, when s = ei = (0, . . . , 1, . . . , 0) ∈ Rr ; (1 at the ith place and 0 elsewhere), the generalized power∆ei(X)
is equal to the quotient of the principal minor∆i(X) by the minor∆i−1(X), with∆0(X) = 1. When s1 = s2 = · · · = sr = p,
∆s(X) = (∆(X))p.
Now to an element X inΩ , we associate the vector of Rr
M(X) = (∆e1(X), . . . ,∆er (X)).
Note that
∆s(X) = (M(X))s = ∆e1(X)s1 · · ·∆er (X)sr .
When r = 1,M(X) = X , and when r = 2, writing X =
(
X1 X12
X12 X0
)
,M(X) = (X1, X0 − X
2
12
X1
).
For a K -invariant probability measure µ concentrated on the coneΩ , we introduce the set
S(µ) =
{
α ∈ Rr;
∫
Ω
∆−α+ρ− r+12 (x) µ(dx) <∞
}
,
where ρ = (ρ1, . . . , ρr)with ρj = 14 (2j− r − 1).
Denote by A the set of K -invariant probability measures µ on Ω such that the interior of S(µ) is not empty. Then the
spherical Fourier transform of an element µ ofA is the function Fµ defined for λ in the tube S(µ)+ iRr by
Fµ(λ) =
∫
Ω
∆−λ+ρ− r+12 (x)µ(dx).
It characterizes µ among the elements of A in the sense that if µ and ν are in A such that Fµ and Fν coincide on a open
subset of Rr then µ = ν.
As a corollary of this, we have the following result.
Proposition 2.1. Let X be a random matrix in Ω . If the distribution of X is in A, then it is characterized by the distribution
of M(X).
Proof. Let µ denote the distribution of X . From the definition of the spherical Fourier transform, we have that for all λ in
S(µ)+ iRr ,
Fµ(λ) = E
(
∆−λ+ρ− r+12 (X)
)
= E
(
M(X)−λ+ρ−
r+1
2
)
.
Hence the distribution ofM(X) determines the spherical Fourier transform of µ. As µ is inA, this determines µ. 
Now, for s ∈ Cr such that the real partRsj of sj satisfiesRsj > j−12 for j = 1, . . . , r,we set
ΓΩ(s) = (2pi) r(r−1)4
r∏
j=1
Γ (sj − (j− 1)/2).
We have the following preliminary result concerning the expectation of the generalized power of a beta randommatrix.
Proposition 2.2. Let X be a randommatrix inΩ∩(e−Ω)with distributionβp,q, where p, q > r−12 . Then for all s = (s1, . . . , sr)
in Cr such that p+R(sj) > j−12 , j ∈ {1, . . . , r}, we have
E(∆s(X)) = ΓΩ(p+ q)ΓΩ(p+ s)
ΓΩ(p)ΓΩ(p+ q+ s) .
In particular, for all k = (k1, . . . , kr) ∈ Nr (ki, 1 ≤ i ≤ r is a positive integer).
E(∆k(X)) =
r∏
i=1
(
ki∏
j=1
p+ ki − i−12 − j
p+ q+ ki − i−12 − j
)
. (2.3)
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Proof. As X ∼ βp,q, then (see [8] page 130)
E(∆s(X)) = 1BΩ(p, q)
∫
Ω∩(e−Ω)
∆s(x)(∆(x))p−
r+1
2 (∆(e− x))q− r+12 dx
= 1
BΩ(p, q)
∫
Ω∩(e−Ω)
∆s+p− r+12 (x)∆q− r+12 (e− x)dx
= ΓΩ(p+ q)ΓΩ(p+ s)
ΓΩ(p)ΓΩ(p+ q+ s) .
With this, (2.3) follows from the definition of ΓΩ . 
Next,we give a characterization result concerning the beta distribution. In the necessary part,weuse the spherical Fourier
transform to extend to any βp,q randommatrix a result which appears in Muirhead [9], page 120, as an exercise on the beta
matrix β n
2 ,
m
2
with half integer parameters defined by the so-called χ2 matrices, that is the Wishart matrices which are
constructed by Gaussian vectors.
Theorem 2.1. Let X be a random matrix inΩ ∩ (e−Ω). Then X is βp,q distributed, where p, q > r−12 , if and only if:
(i) The distribution of X is inA;
(ii) For i ∈ {1, . . . , r}, the real random variable∆ei(X) has the distribution βp− i−12 ,q;
(iii) The∆ei(X) are independent.
Proof. (⇒) Suppose that X isβp,q. It is easy to see that the distributionβp,q is inA. On the other hand, for all θ = (θ1, . . . , θr)
such that θi ≥ 0 ∀i ∈ {1, . . . , r}, we have
E
(
r∏
i=1
(∆ei(X))
θi
)
= E
(
r∏
i=1
∆θiei(X)
)
= E(∆θ (X))
= ΓΩ(p+ q)ΓΩ(p+ θ)
ΓΩ(p)ΓΩ(p+ q+ θ)
=
r∏
i=1
Γ
(
p+ q− i−12
)
Γ
(
p+ θi − i−12
)
Γ
(
p− i−12
)
Γ
(
p+ q+ θi − i−12
) .
For θ = (0, . . . , 0, θi, 0, . . . , 0); θi ≥ 0, we get that
E((∆ei(X))
θi) = Γ
(
p+ q− i−12
)
Γ
(
p+ θi − i−12
)
Γ
(
p− i−12
)
Γ
(
p+ q+ θi − i−12
) ,
which is the Mellin transform of a βp− i−12 ,q.
Using the last equality we conclude that
E
(
r∏
i=1
(∆ei(X))
θi
)
=
r∏
i=1
E((∆ei(X))
θi).
Consequently the∆ei(X) are independent.
(⇐) Since the distribution of X is in A, by Proposition 2.1, it suffices to verify that the distribution of M(X) is equal to
the one we obtain if X is βp,q. As X is inΩ ∩ (e − Ω), the random vector M(X) is bounded in Rr . Then all its moments are
finite and uniquely determine the distribution. According to Proposition 2.2, we need only to verify that for k = (k1, . . . , kr)
in Nr ,
E((M(X))k) =
r∏
i=1
(
ki∏
α=1
p+ ki − i−12 − α
p+ q+ ki − i−12 − α
)
.
In fact, as for all i ∈ {1, . . . , r}, ∆ei(X) ∼ βp− i−12 ,q, then
E(∆kiei(X)) =
ki∏
α=1
p+ ki − i−12 − α
p+ q+ ki − i−12 − α
.
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This with the fact that the∆ei(X) are independent implies that
E((M(X))k) = E(∆k(X)) =
r∏
i=1
E(∆kiei(X)) =
r∏
i=1
(
ki∏
α=1
p+ ki − i−12 − α
p+ q+ ki − i−12 − α
)
. 
Next, we establish an independence property concerning some beta randommatrices.
Theorem 2.2. Let X and Y be two independent beta random matrices, X ∼ βp,q and Y ∼ βp+q,s where p, q, s > r−12 . Then
pi−1(e− pi(Y )X)(e− Y ) and e− pi(Y )X are independent with distributions βs,q and βq+s,p, respectively.
Proof. From the hypothesis on X and Y , there exist A, B and C independent Wishart random matrices onΩ with the same
scale parameter e and respective shape parameters p, q and s such thatX = pi−1(A+B)(A) and Y = pi−1(A+B+C)(A+B). Let
T1 and T2 be lower triangularmatrices with strictly positive diagonal elements such that A+B = T1T ∗1 and A+B+C = T2T ∗2 .
As
pi(Y )X = T−12 T1XT ∗1 (T ∗2 )−1
= T−12 A(T ∗2 )−1
= pi−1(A+ B+ C)(A),
then
e− pi(Y )(X) = pi−1(A+ B+ C)(A+ B+ C)− pi−1(A+ B+ C)(A)
= pi−1(A+ B+ C)(B+ C),
which is a βq+s,p randommatrix.
Now let T3 be the lower triangular matrix such that
T3T ∗3 = pi−1(A+ B+ C)(B+ C).
Then
pi−1(e− pi(Y )X)(e− Y ) = T−13 (e− Y )(T ∗3 )−1
= T−13 T−12 C(T ∗2 )−1(T ∗3 )−1
= pi−1(B+ C)(C).
This shows that pi−1(e− pi(Y )X)(e− Y ) is a βs,q randommatrix and is independent of B+ C . As it is also independent of A
and e−pi(Y )X is a function of B+ C and A, we conclude that pi−1(e−pi(Y )X)(e− Y ) and e−pi(Y )X are independent. 
It is worth pointing out here that the matrices pi−1(e − pi(Y )X)(e − Y ) and e − pi(Y )X will not be used for the
characterizations of the beta-Wishart distribution. Other statistics built from the ∆ei(X) and ∆ei(Y ) will serve to give
multivariate versions of the regression formulas (1.1) and (1.2).
Corollary 2.1. Let 1 = ∑ri=1 ei. Under the hypothesis of Theorem 2.2, we have that [diag (1 − (diag (M(X))M(Y )))]−1[1 −
M(Y )] and [1− (diag (M(X))M(Y ))] are independent.
Proof. From Theorem 2.1, we have that, for all i 6= j, ∆ei(X) and∆ej(X) are independent. Then 1−∆ei (Y )1−∆ei (X)∆ei (Y ) is independent
of 1−∆ej(X)∆ej(Y ). Also, as∆ei(X) and∆ei(Y ) are independent with respective distributions βp− i−12 ,q and βp+q− i−12 ,s, then
using a result due to Seshadri and Wesolowski [5], we have that
1−∆ei (Y )
1−∆ei (X)∆ei (Y ) is independent of 1 − ∆ei(X)∆ei(Y ). Thus
[diag (1− (diag (M(X))M(Y )))]−1[1−M(Y )] and [1− (diag (M(X))M(Y ))] are independent. 
3. Characterizations of the beta distribution
In this section, we state and prove our characterization results.
Theorem 3.1. Let X and Y be two independent random matrices inΩ ∩ (e−Ω) with distributions inA, non-concentrated on
affine hyperplanes. Denote
V = 1− diag (M(X))M(Y ) and U = (diag (V ))−1(1−M(Y )). (3.4)
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Assume that
E(U | V ) = c1 (3.5)
E(U ⊗ U | V ) = (d− c2)e+ c21⊗ 1 (3.6)
E(M(Y )) = (diag ((a+ s)1− w))−1(a1− w) (3.7)
where w = (0, 12 , . . . , r−12 ) and a, c and d are positive real constants such that c ∈]0, 1[, s = c(d−c)c2−d > r−12 and
q = (1−c)(d−c)
c2−d >
r−1
2 .
Then a > q+ r−12 and if p = a− q, X ∼ βp,q and Y ∼ βp+q,s.
Consequently, the probability density functions of U and V with respect to the Lebesgue measure are respectively
fU(u1, . . . , ur) =
r∏
i=1
us−1i (1− ui)q−1
β(s, q)
1(0,1)(ui)
and
fV (v1, . . . , vr) =
r∏
i=1
v
s+q−1
i (1− vi)p−
i+1
2
β
(
s+ q, p− i−12
) 1(0,1)(vi).
Note that the assumption (3.7) is obviously verified when Y is a real random variable, in this case it does not appear in
the statement. This assumption is required to obtain the fit parameters.
Proof. The proof is based on Theorem 2.2. As X and Y are two independent random matrices in Ω ∩ (e − Ω), non-
concentrated on affine hyperplanes, then for every i ∈ {1, . . . , r}, ∆ei(Y ) and ∆ei(X) are independent and non-degenerate
random variables valued in (0, 1). Also, from (3.5) and (3.6), we have that
E
(
1−∆ei(Y )
1−∆ei(X)∆ei(Y )
| V
)
= c (3.8)
and
E
[(
1−∆ei(Y )
1−∆ei(X)∆ei(Y )
)2
| V
]
= d. (3.9)
This, according to Seshadri and Wesolowski, implies that ∆ei(Y ) ∼ βpi+q,s and ∆ei(X) ∼ βpi,q where s = c(d−c)c2−d > 0, q =
(1−c)(d−c)
c2−d > 0 and pi > 0.
Using (3.7), we deduce that for all i ∈ {1, . . . , r}, E(∆ei(Y )) = pi+qpi+q+s =
a− i−12
a+s− i−12
.
Thus pi = a−q− i−12 . If we set p = a−q, then pi = p− i−12 , and consequently∆ei(Y ) ∼ βp+q− i−12 ,s and∆ei(X) ∼ βp− i−12 ,q.
Now as 1−∆ei(X)∆ei(Y ) is V -measurable, we have from (3.8), that
E(1−∆ei(Y ) | V ) = c(1−∆ei(X)∆ei(Y )).
It follows that for any k ∈ Nr ,
E[(1−∆ei(Y ))∆k(X)∆k(Y )] = cE[(1−∆ei(X)∆ei(Y ))∆k(X)∆k(Y )]. (3.10)
If we set
hi(k) = E(∆k+ei(Y ))E(∆k(Y )) and gi(k) =
E(∆k+ei(X))
E(∆k(X))
,
then (3.10) can be written as
hi(k)[1− cgi(k)] = 1− c. (3.11)
Also from (3.6), we obtain for i 6= j that
E
(
1−∆ei(Y )
1−∆ei(X)∆ei(Y )
.
1−∆ej(Y )
1−∆ej(X)∆ej(Y )
| V
)
= c2.
For any k ∈ Nr ,we have that
E[(1−∆ei(Y ))(1−∆ej(Y ))∆k(X)∆k(Y )] = c2E[(1−∆ei(X)∆ei(Y ))(1−∆ej(X)∆ej(Y ))∆k(X)∆k(Y )].
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This, using (3.11) and some elementary calculation, leads to the relation
hj(k) = hj(k+ ei). (3.12)
Thus
E(∆k+ei+ej(Y )) =
E(∆k+ei(Y ))E(∆k+ej(Y ))
E(∆k(Y ))
. (3.13)
Now suppose that for some k = (k1, . . . , kr) in Nr ,
E(∆k(Y )) =
r∏
i=1
E(∆kiei(Y )), (3.14)
then using (3.13), we verify that
E
∆ r∑
i=1
(ki+εi)ei
(Y )
 = r∏
i=1
E(∆(ki+εi)ei(Y )),
where, for each i, εi is either 0 or 1.
But (3.14) is trivially true for k = (0, . . . , 0), it follows that it holds true for all k = (k1, . . . , kr) in Nr . Consequently the
∆ei(Y ) are independent.
As q > 0 and pi = p − i−12 > 0 for any i ∈ {1, . . . , r}, then a > p = a − q > r−12 . Also s > r−12 . Hence we conclude
using Theorem 2.1 that Y ∼ βp+q,s.
Finally, we use (3.11) and (3.12) to obtain that gj(k)gj(k+ ei), and with a similar reasoning, we show that X ∼ βp,q. This,
according to Seshadri andWesolowski [5], implies that vi = 1−∆ei(X)∆ei(Y ) isβs+q,p− i−12 and that ui =
1−∆ei (Y )
1−∆ei (X)∆ei (Y ) isβs,q.
On the other hand, using Theorem 2.1, we have that the (ui) are independent and the (vi) are independent. It follows that
the probability density functions of U and V are
fU(u1, . . . , ur) =
r∏
i=1
us−1i (1− ui)q−1
β(s, q)
1(0,1)(ui)
and
fV (v1, . . . , vr) =
r∏
i=1
v
s+q−1
i (1− vi)p−
i+1
2
β
(
s+ q, p− i−12
) 1(0,1)(vi). 
Next, we give our second characterization result.
Theorem 3.2. Let X and Y be two independent random matrices inΩ ∩ (e − Ω) with distributions in A such that the ∆ei(X)
are independent. Denote
V = 1− diag (M(X))M(Y )
and
U = (diag (V ))−1(1−M(Y )).
Assume that (3.5) is verified and that
E([1−∆ei(Y )]−1) <∞, ∀i, (3.15)
E((diagU)−1 | V ) = be, (3.16)
and
E(M(X)) = (diag ((p+ q)1− w))−1(p1− w), (3.17)
wherew = (0, 12 , . . . , r−12 ) and b, c and p are positive real constants such that q = (b−1)(1−c)bc−1 > r−12 , s = (b−1)cbc−1 > r−12 .
Then X ∼ βp,q and Y ∼ βp+q,s. Consequently, the probability density functions of U and V with respect to the Lebesgue
measure are respectively
fU(u1, . . . , ur) =
r∏
i=1
us−1i (1− ui)q−1
β(s, q)
1(0,1)(ui)
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and
fV (v1, . . . , vr) =
r∏
i=1
v
s+q−1
i (1− vi)p−
i+1
2
β
(
s+ q, p− i−12
) 1(0,1)(vi).
Proof. From (3.16), we have that for all i ∈ {1, . . . , r},
E((1−∆ei(Y ))−1 | V ) = b(1−∆ei(Y )∆ei(X))−1,
and from (3.15), we have that for all k = (k1, . . . , kr) ∈ Nr ,E((1−∆ei(Y ))−1∆k(Y )) <∞.
It follows that
E(∆k(X))E
[
∆k(Y )
1−∆ei(Y )
]
= bE
[
∆k(Y )∆k(X)
1−∆ei(Y )∆ei(X)
]
.
Hence we obtain that
E(∆k(X))
∑
l≥ki
E(∆(k1,...,ki−1,l,ki+1,...,kr )(Y )) = b
∑
l≥ki
E(∆(k1,...,ki−1,l,ki+1,...,kr )(Y ))E(∆(k1,...,ki−1,l,ki+1,...,kr )(X)).
If we set
Hi(k) =
∑
l≥ki
E(∆(k1,...,ki−1,l,ki+1,...,kr )(Y ))
and
gi(k) = E(∆k+ei(X))E(∆k(X)) ,
then we have that for all k ∈ Nr ,
Hi(k)− gi(k)Hi(k+ ei) = b[Hi(k)− Hi(k+ ei)].
On the other hand, (3.5) leads to (3.11) which can be written in the form
(1− c)[Hi(k)− Hi(k+ ei)] = (1− cgi(k))[Hi(k+ ei)− Hi(k+ 2ei)], k ∈ Nr .
Denoting Pi(k) = Hi(k+ei)Hi(k) , the previous equalities yield respectively
1− b = [gi(k)− b]Pi(k),
and
(1− c)(1− Pi(k)) = (1− cgi(k))Pi(k)(1− Pi(k+ ei)).
It follows that for all k = (k1, . . . , kr) ∈ Nr such that ki ≥ 1,
gi(k) = 1+ (q− 1)gi(k− ei)q+ 1− gi(k− ei) ,
where q = (b−1)(1−c)bc−1 .
By induction on α ∈ {0, . . . , ki},we get that
gi(k) = α + (q− α)gi(k− αei)q+ α − αgi(k− αei) . (3.18)
From (3.17), we have that for all i ∈ {1, . . . , r}, E(∆ei(X)) = p−
i−1
2
p+q− i−12
. As assumed that∆ei(X) is independent of∆ej(X) for
all i 6= j, we obtain that gi(k− kiei) = E(∆ei(X)).
Using (3.18), we easily obtain that for α ∈ {0, . . . , ki},
gi(k− αei) = p+ ki − α −
i−1
2
p+ q+ ki − α − i−12
.
By a recursive way, we get
E(∆k(X)) =
k1∏
α=1
g1(k− αe1)
k2∏
α=1
g2(k− k1e1 − αe2) · · ·
kr∏
α=1
gr(k− k1e1 − · · · − kr−1er−1 − αer)
=
r∏
i=1
(
ki∏
α=1
p+ ki − i−12 − α
p+ q+ ki − i−12 − α
)
.
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As q > r−12 , to deduce that X ∼ βp,q, we need to verify that p > r−12 . In fact, as 0 ≤ E(∆ei(X)) ≤ 1 and q > r−12 , then
necessarily p > r−12 .
Now using (3.11), we get for all k = (k1, . . . , kr) ∈ Nr ,
E(∆k+ei(Y )) =
p+ q+ ki − i−12
p+ q1−c + ki − i−12
E(∆k(Y )),
which leads to
E(∆k(Y )) =
r∏
i=1
(
ki∏
j=1
p+ q+ ki − i−12 − j
p+ q+ s+ ki − i−12 − j
)
,
where s = qc1−c .
This, since p+ q > r−12 , implies that Y ∼ βp+q,s.
Finally, as we have done in Theorem 3.1, we use Seshadri and Wesolowski [5] and Theorem 2.1, to deduce that U and V
have respectively the following probability density functions with respect to the Lebesgue measure:
fU(u1, . . . , ur) =
r∏
i=1
us−1i (1− ui)q−1
β(s, q)
1(0,1)(ui)
and
fV (v1, . . . , vr) =
r∏
i=1
v
s+q−1
i (1− vi)p−
i+1
2
β
(
s+ q, p− i−12
) 1(0,1)(vi). 
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