Abstract. A Large Deviation Principle (LDP) is proved for the family
where η is a probability with given marginals P and Q and τ (z) = e |z| − 1. This distance allows us to quantify easily the "exponential proximity" of two probability measures.
The large deviation principle
The main result of the article is the Large Deviations Principle (LDP) established for L n , f under the previously mentioned assumptions: Cramér's condition (1.1) and variables Z n i which are independent but not identically distributed.
The Large Deviations associated to this model are of interest in gaz theory and have been studied in the one-dimensional case by Ellis, Gough and Pulé in [15] in the case where L(Z n i ) ∝ e g(x n i )·z P (dz). Related LDPs have been established by Dembo and Zajic [10] and Gamboa and Gassiat in [17] . In both cases [15, 17] , it is important to consider random variables which do not have all their exponential moments (1.1). This model is also of interest in information theory where Z [9] and Chi [3, 4] in the case where the process Y satisfies some mixing conditions.
There are two key issues to establish the LDP. 1. Since no steepness is assumed, we are not able to use Gärtner-Ellis' theorem nor to adapt in a different way Cramér's exponential change of measure argument. Our main tools to overcome it are the technique developed in [22] in the i.i.d. setting and a coupling argument based on the distance d OW . 2. The identification of the rate function is non trivial. In fact, the technique developed in [22] relies heavily on exponential approximation and thus yields to a very abstract rate function. The model being more complex here, so is the identification of the rate function. Convex Analysis provides us with very efficient tools to address this point. Let us mention that this kind of problems often arises when dealing with LD of independent but not identically distributed random variables (Dawson and Gärtner [6, 7] , Djellout, Guillin and Wu [13] ). In a different fashion, let us mention the work of Zabell [29] around Mosco-convergence and Large Deviations.
Applications of the LDP
LDPs in infinite dimension. The LDP of L n , f is the cornerstone to get LDPs in infinite dimensional settings via Dawson and Gärtner's projective limit approach. We derive LDPs for the empirical measure L n and the random walkZ n where
These results extend those of [22] to the case where the random variables Z n i are not identically distributed and yield to rate functions with an extra term (see Ths. 4.1 and 4.3)à la Lynch and Sethuraman [21] . For instance, the rate function of the LDP satisfied by L n is given by:
where µ = µ a + µ s is the Lebesgue decomposition of µ with respect to R. In particular, I(µ) can be finite for measures µ which are not absolutely continuous with respect to R. One shall notice that the LDP forZ n has been studied by Schuette in [28] under different conditions.
Erdös and Rényi's functional law of large numbers (FLLN) . Assume that the Z n i 's are as previously, that E Z n i = 0 and consider the process
where
denotes the integer part of x) and m lies between 1 and n − A n . Our main result is the description of the cluster points of the sets
This problem is known as Erdös-Rényi's FLLN and has been studied by several authors among which Deheuvels [8] , Borovkov [2] , Sanchis [26, 27] and Gantert [18] . Let us first remind the crucial observation of Erdös and Rényi. Let
If A n = n, then the limit of U n is a.s. zero (law of large numbers). If A n is finite, say A n = 1, then the limit is infinite (provided that the Z's are not bounded). Erdös and Rényi [16] have shown that for a scaling in-between, namely A n = [log n], then the limit of U n exists, is non trivial and might by expressed by means of the rate function associated to the LDP of the empirical mean (Cramér's theorem).
We describe the set of cluster points by means of the rate function associated to the LDP ofZ n . Our results extend Deheuvels' result to the multidimensional setting and extends Borovkov's result to the case where the random variables Z i do not have all their exponential moments. We also relax the i.i.d. assumption.
Outline of the paper
The paper is organized as follows: in Section 2, the notations and the assumptions are given, the distance d OW is defined and examples fulfilling the assumptions are studied (Sect. 2.4); the LDP together with the identification of the rate function are stated and proved in Section 3. Large Deviations for the empirical measure L n and the random walkZ n are proved in Section 4. Finally, Section 5 is devoted to Erdös and Rényi's functional law of large numbers.
Notations and assumptions

Notations
Let X be a topological vector space endowed with its Borel σ-field B(X ) and let R be a probability measure on X . We denote by C(X ) (resp. C d (X )) the set of R-valued (resp. R d -valued) continuous bounded functions on X ; by L 1 d (X ) the set of R d -valued R-integrable functions on X and by P(X ) the set of probability measures on X . We shall sometimes drop X and denote the previous sets by C,
Let | · | denote a norm on any finite-dimensional vector space (usually R, R d or R m×d ). We denote by · the supremum norm on the space of bounded continuous functions from X with values in R, R d or R m×d , i.e. f = sup x∈X |f (x)|. As usual, δ a is the Dirac measure at a. Let a be a m × d matrix and let z ∈ R d .
We denote by · the usual matrix product, that is
where a j is the j-th row of the matrix a. Hence, · denotes the scalar product λ · z or the matrix product a · z, depending on the context. Let f : X → R m×d be a (matrix-valued) continuous bounded function and θ ∈ R m , then
where each f j ∈ C d (X ) is the j-th row of the matrix f . Let u : X → R d be a measurable function, we denote by
In the sequel, we shall follow the convention that x ∈ X , y and θ are elements of R m and z and λ, of R d . We will denote byĀ (resp. int(A)) the closure (resp. the interior) of the set A.
The Orlicz-Wasserstein distance
We introduce here a distance on the space of probability measures having some exponential moments:
We call it the Orlicz-Wasserstein distance. This distance appears to be very useful to quantify the "exponential proximity" of two probability measures and is described below. It is then natural to ask to the distributions of the family (Z n i ) to change continuously (with respect to x n i ) with respect to this distance. Let τ (z) = e |z| − 1, z ∈ R d and let us consider
P τ is the set of probability distributions having some exponential moments. We denote by M (P, Q) the set of all laws on R d × R d with given marginals P and Q. Consider the following Orlicz-Wasserstein distance defined on P τ (R d ) by:
inf a > 0; 
Assumptions
Let us now introduce some assumptions on the model:
Remark 2.2. The combination of Assumptions (A-1) and (A-2) is standard (see [1, 15, 17] ). It has been shown in [22] that the LDP for L n , f might fail to hold if Assumption (A-1) is not fulfilled. 
We shall call (P (x, ·), x ∈ X ) the distribution kernel associated to the family (Z n i ). We will equally write P (x, ·),
We can associate to each kernel (P (x, ·), x ∈ X ) a cumulant generating function defined by
and its convex conjugate
is continuous when 
) is a continuous application and is therefore bounded on the compact set X , that is d OW (P x , P x0 ) ≤ a for every x ∈ X . In particular, for all x ∈ X , there exists a probability η x ∈ M (P x , P x0 ) such that
Let α + β = 1. Choose b large enough so that α b > a and e
and (2.2) is established by taking α
Assumption (A-5) is probably the harder to check. Once (A-5) is fulfilled by a family of kernels (P (x, ·)) x , it is easy to build independent random variables whose law is given by L(Z 
Examples of families satisfying Assumption (A-5)
2.4.1. A family defined by its densities with respect to some probability measure P Let P be such that
and consider the family of probability distributions P x defined by
where g is a bounded continuous function from the compact set X ⊂ R k into R d . We will assume that P (dz) = f (z) dz where dz stands for the Lebesgue measure on R d and that f (z) = f (|z|), i.e. f is radial. We also assume:
Under these assumptions, R d e g(x)·z P (dz) does not depend on x. In order to prove that lim x→x0 d OW (P x , P x0 ) = 0, it is sufficient to prove that for every > 0, there exists δ > 0 and a joint probability η such that
where |x − x 0 | < δ and η ∈ M (P x0 , P x ). By (2.4), there exists an orthogonal matrix O x such that:
where I denotes the identity matrix. Consider now the joint probability measure η associated to the random
Notice that A(x 0 ) = 1. The Dominated Convergence theorem together with (2.4) and (2.5) yields then that
A(x) = 1.
Twisted i.i.d. random variables
Let Z be a R d -valued random variable with distribution Q. We introduce the following Orlicz space (recall that τ (z) = e |z| − 1):
We endow it with the norm
Let X be a compact metric space and consider C(X ; L τ ), the set of continuous functions from X to L τ . The fact that φ ∈ C(X ; L τ ) implies two things:
is continuous with respect to the norm · τ .
Denote by P x the distribution of φ(x, Z). Then the family (P x ) x∈X satisfies (A-5). In fact, consider the random
Here is an example of a family for which Gärtner-Ellis' theorem might not apply: let g : R d → R and f : X → R (X compact) be bounded and continuous and let Z be a random variable with values in R d having some exponential moments:
Then the family of laws associated to
Csiszàr's example
We study here a family of probability measures with non steep logarithmic moment generating functions. Consider the probability distribution P a associated with the following distribution function:
This kind of distribution has been introduced by Csiszàr [5] to emphasize some side effects in conditional limit theorems (see also Léonard and Najim [20] for further information).
It is straightforward to check that Λ(λ) = log 
It is straightforward to check that
Consider now the joint probability distribution η associated to the random variable (F
where U is uniformily distributed over [0, 1] . Then η's marginals are P a and P a0 . From (2.6), we deduce that
On the other hand, (2.7) yields
where the last equality follows from (2.8). Standard considerations about implicit functions (see for example Dieudonné [12] , Chap. 3) yield that
In particular, equations (2.8) and (2.9) together with (2.10) yield
Notice that (α, u) does not depend on a. Let us prove now that for every > 0, there exists δ * > 0 such that |a − a 0 | ≤ δ * implies that
First choose u 0 close enough to 1 such that
This is possible via the Dominated Convergence theorem since lim a→a0 F −1
a0 (u) by the Implicit Function theorem and |F
The large deviation principle
We can now state the Large Deviation Principle.
Theorem 3.1 (the LDP). Let f : X → R m×d be a bounded continuous function. Assume that (A-1), (A-2), (A-3), (A-4) and (A-5) hold. Then, the family
with some good rate function Υ.
One can have a look at (3.8) to get more insight on the rate function Υ.
Theorem 3.2 (identification of the rate function).
Under the assumptions of Theorem 3.1, let (P x ) x∈X be the distribution kernel associated to the family (Z n i ) and let I f be defined by
where Λ(x, λ) is the cumulant generating function associated to (P x ). Then
Proof of the LDP
The proof follows closely proof of Theorem 2.2 in [22] . Let us briefly outline it in the real case. Consider
where f and the Z n i 's are real-valued and satisfy the assumptions of Theorem 3.1. Letf (x) = p k=1 a k 1 A k (x) be a step function and let (P k ) 1≤k≤p be p probability measures with some exponential moments. Assume that there are independent random variablesZ
via Cramér's theorem (this is the content of Lem. 3.3). The whole point of the proof of Theorem 3.1 is to build an exponential approximation of 
One should notice that in [22] , step (2) is not necessary since the variables are i.i.d.
Lemma 3.3. Assume that (A-4) holds with the following kernel:
and consider the (matrix valued) step function:
where a k are m × d matrices. Then,
satisfies the LDP in (R m , B(R m )) with the good rate function
where Λ(x, ·) is the cumulant generating function associated to (P x ) x∈X .
Remark 3.1 (on the assumptions R(A k ) > 0 and R(∂A k ) = 0). In [22] , a probability measure P with some exponential moments is built such that Assumptions R(A k ) > 0 and R(∂A k ) = 0 are made in order to avoid the effects (1) and (2) . Denote by
by virtue of (3).
Proof of Lemma 3.3 . The proof is a direct adaptation of Lemmas 5.2 and 5.6 in [22] . The LDP is established via Cramér's theorem (Lem. 5.2) and the identification of the rate function relies on duality arguments (Lem. 5.6). 
satisfies the LDP with good rate function given by
(iv) The random variable L n , f satisfies the full LDP with good rate function
Proof.
• The step function f and the kernel P . In the sequel, we shall build a step function f and a probability kernel P 
are R-continuous and form a cover of X :
Thus, the family (B 
Consider now a pairing which associates to each ι a unique couple (k, l) = (k(ι), l(ι)) such that (3.3) is satisfied. We denote by
It is then straightforward to check that f − f ≤ and that each D ι is R-continuous with strictly positive
We denote by P the following kernel:
We can now build properly the families (Z n i ) i,n and (Z n,
where l(ι) is associated to ι via the pairing introduced after (3.3). Therefore, there exists a probability mea-
) with given marginals P x n i and P l(ι) such that
) with the probability measure η i,n and set Z n i (x, y) = x and Z n,
The usual countable extension ⊗ i,n η i,n on the cartesian product Π i,n R d × R d yields the existence of a family (Z n i ) i,n satisfying (A-4). The previous construction also yields the fact that the distribution kernel associated to (Z n, i ) is given by (3.4) . Thus, L n , f satisfies the assumptions of Lemma 3.3 and therefore satisfies the LDP with good rate function I f .
• The exponential approximation. First notice that
where a ∨ b = max(a, b). Consider first:
where the last inequality comes from (3.5). Thus lim sup
Consider now
where α * > 0 is chosen so that (2.2) is satisfied. We therefore get lim sup
where S * is given by (2.2). Finally, combining (3.6) and (3.7) with (3.5), we get
Consequently, the family ( 
• The full LDP: exponential tightness of L n , f . In order to prove that L n , f satisfies the full LDP, one has to check that L n , f is exponentially tight (see Chap. 4 in [11] for the definition of the exponential tightness):
As previously, if α * > 0 is chosen so that (2.2) is satisfied, we get:
Therefore, L n , f is exponentially tight and satisfies the full LDP with good rate function Υ.
Proof of Theorem 3.1. Given any kernel (P x ) satisfying (A-5), we have shown in the previous proof that there exist random variables with distribution kernel (P x ) satisfying (A-4) and such that the LDP holds for L n , f . This is sufficient to assert that the LDP holds for any family of random variables satisfying (A-4) and (A-5).
Identification of the rate function
Let us first introduce some definitions which are customary in Convex Analysis. We say that J epi-converges to J and we note J = epi-lim →0 J if for every y ∈ R For the details, see the book by Rockafellar and Wets [25] , Chapter 7. Epigraphical convergence has already been mentioned by Dawson and Gärtner in [6, 7] to identify rate functions. In order to prove Theorem 3.2, we will heavily rely on Wijsman's theorem (Th. 11.34, [25] ) which states that the convex conjugation is continuous with respect to the epi-convergence. Otherwise stated, if J epi-converges to J, then J , * will epi-converge to J * , where J , * (resp. J * ) is the convex conjugate of J (resp. J). Recall that by Lemma 3.4 (iv), the rate function of the LDP is given by Υ = epi-lim I f where I f is defined in Lemma 3.4 (ii) by:
In order to prove Theorem 3.2, we will prove that
). Wijsman's theorem will then allow us to conclude that I f converges toward the convex conjugate of X Λ(x, θ · f (x)) R(dx), which is the desired result. We first need the following result:
n be as in Lemma 3.4 and consider their distribution kernels
where Λ(x, ·) (resp. Λ (x, ·)) is the cumulant generating function associated to (P x ) (resp. (P x )).
Proof. Let x be fixed and consider a family of i.i.d. random variables (Ž
The empirical mean 1 n n i=1Ž i satisfies the LDP with good rate function
For every > 0, the probability measure P (x, dz) satisfies
Therefore one can build an exponential approximation of 1 n n i=1Ž i with P x -distributed i.i.d. families of random variables (Ž i ) i≥1 . Thus, Theorem 4.2.16 in [11] yields the following identity for the rate functions:
Wijsman's theorem (Th. 11.34, [25] ) yields then:
and Proposition 3.5 is proved.
Lemma 3.6. Consider the following integral functionals
Proof. Assume first that Λ(x, ·) and Λ (x, ·) are non-negative. In view of Theorem 7.17 in [25] , it is necessary and sufficient to prove the pointwise convergence Γ (θ) → Γ(θ) for θ ∈ D where D is a dense subset of R m . Denote by
We shall first deal with the case where θ ∈ (D Γ ) c . In this case, Γ(θ) = ∞ and
In particular, the lower bound (3.9) of the epi-convergence yields
As the Λ 's are non-negative, we can apply Fatou's lemma:
Thus lim
Let us first prove the pointwise convergence: lim
In order to do so, we shall prove that
Then there exists > 0 and there exists ξ ∈ R m such that
Let α + β + δ = 1 be a convex combination, then Hölder's inequality yields
where η has given marginals P x and P y . Since ξ ∈ int(D Γ ), there exists δ < 1 such that ξ/δ ∈ int(D Γ ). Let α = β = (1 − δ)/2 and choose a neighborhood V x of x such that 
Necessarily, -1) ) which is impossible since ξ/δ ∈ D Γ . Necessarily, (3.17) is false and (3.16) is proved.
Assume from now that θ ∈ int(D Γ ). As shown previously, there exists a neighborhood
. Since no points of the boundary ∂D x belong to V x , a caracterization of the epi-convergence (Th. 7.17, [25] ) yields that: sup
It remains to prove that Λ (x, θ · f (x)) is uniformly majorized by an integrable function.
First choose δ close enough to 1 so that θ/δ ∈ D Γ . Then fix α and β so that α + β + δ = 1. For small enough, the right hand of the previous inequality can be majorized uniformily in . The Dominated convergence theorem yields then lim
Finally, (3.14) and (3.19) yield the pointwise convergence lim →0 Γ (θ) = Γ(θ) for every point outside ∂D Γ . Since the complement of ∂D Γ is dense in R d , Theorem 7.17 in [25] yields the epi-convergence of Γ toward Γ and the case where Λ and Λ are non-negative is done.
In the general case, let 
Since |m x | ≤ K S * where S * is given by (2.2), the Dominated convergence theorem yields
where 
• Restriction of the LDP. Let us show that I(ξ) < +∞ implies that ξ is a continuous linear form. Assume that
For a large enough sup x∈X log R d e |z|/a P (x, dz) is finite by (2.2) and ξ, f ≤ K f . Considering −f , we get | ξ, f | ≤ K f . Thus ξ is a continuous linear form. Since X is compact, Riesz's representation theorem implies that ξ can be represented as a R d -valued measure over X , i.e. ξ ∈ M d (X ). We shall denote it by µ. We can now apply Lemma 4.1.5 in [11] to obtain the LDP in (
• Representation of the rate function. The representation of the rate function relies heavily on the following theorem from Rockafellar: 
Assume further that V |Λ(x, λ)|R(dx) < ∞ whenever V is an open subset of X and λ is a point of
where ρ(x, ·) is the recession function of Λ * (x, ·), µ s is the singular componant of µ with respect to R, and θ is any nonnegative measure in M 1 (X ) with respect to which µ s is absolutely continuous.
It is straightforward to check that int D x = ∅ for every x holds here. We must check that the multifunction
is fully lower semicontinuous [24] (p. 457), that is:
The first step is easy to check. Let us focus on the second point. Let V × U be a neighborhood of (x 0 , λ 0 ) such that {x ∈ V, U ⊂ D x } is dense in V . Let 0 < β < 1 be such that λ0 β ∈ U and let x ∈ {x ∈ V, U ⊂ D x } be such that d OW (P x , P x0 ) ≤ α |λ0| (α + β = 1). Hölder's inequality yields ] and recall that L n = 1/n n 1 Z i δ xi . Then Π is a continuous bijection and Π(L n ) =Z n . As L n satisfies the LDP with the good rate function (4.3), the contraction principle yields the LDP with the desired rate function.
Erdös and Rényi's functional law of large numbers
In this section, we establish Erdös and Rényi's functional law of large numbers. Assume for the sake of simplicity that E Z n i = 0 for every 1 ≤ i ≤ n, n ∈ N. In this case, Λ * (x n i , 0) = 0 which in turn yields that
where A n = [log n] and 1 ≤ m ≤ n − A n and recall that
is defined over the set BV (we denote by Φ(A) = inf A Φ). Our main result is the following:
Theorem 5.1. Under Assumptions (A-1), (A-2), (A-3), (A-4) and (A-5),
There exists a setΩ with probability one such that for every ω ∈Ω:
(1) the set {η n,m (ω); 1 ≤ m ≤ n − A n , n ∈ N} is relatively compact in BV and every cluster point belongs to
(2) let f ∈ ∆, then there exists a subsequence of {η n,m (ω)} which converges to f .
Remark 5.1. Note that since BV is not first countable, the existence of a subsequence of η n,m converging to f is a stronger result than the fact that f is a cluster point of {η n,m } (in the later case, we would only have the existence of a subnet converging to f ).
As a corollary, we get: 
≤ C} and consider the following distance defined on BV :
where denotes the Lebesgue measure. Then BV C is a compact set of BV and the topology induced by the weak topology on BV C is compatible with the one induced by d on BV C (see [19] ). We will denote by
As usual, we will say that a condition κ n holds ultimately if there exists N such that κ n is true whenever n ≥ N . Similarly, we will say that κ n holds ultimately with probability one if there exists a setΩ with probability one such κ n is true whenever n ≥ N (ω) and ω ∈Ω. 
ultimately with probability one.
Our proof is essentially a restatement of Deheuvels' proof of Theorem 3.1 in [8] . Since our LDP is not exactly the one stated by Deheuvels in [8] (Lem. 2.14), a few details need to be added.
Proof. The guideline of the proof is to restrict ourselves to some compact set BV c of BV which is metrisable with respect to the induced topology. We shall prove the theorem in several steps.
• Step 1. Choice of the constant C.
Let A > 0 then the complement of BV A is a σ w -open set in BV and
The LD lower bound in Theorem 4.3 yields
On the other hand,
where α * and S * are defined in (2.2). Thus
for A large enough. In particular, inf{Φ(f ); f / ∈ BV A } ≥ 2 > 1 which implies that ∆ ⊂ BV A . Let us now prove that lim sup
with probability one. One shall notice that
for B large enough. Thus Using the fact that A n ≥ log n − 1, one gets: Introduce now the sequence of integers n k = max{n; A n = k}. Recalling that A n = [log n], we see that n k is properly defined for k large enough. Moreover, e k ≤ n k < e (k+1) , and K n ⊂ K n k for n k−1 < n ≤ n k . Thus (5.4) is equivalent to
(5.7)
By (5.6), we obtain for k large enough (say k ≥ k 0 ):
Therefore, (5.7) follows by Borel-Cantelli. This in turn yields (5.4).
• Step 3. Let us prove now that ∆ ⊂ K n ultimately with probability one. Let f ∈ ∆ and > 0. for n sufficiently large. To prove the full statement, recall that ∆ is d-compact in BV C thus there exist
for n sufficiently large where the last inequality follows by (5.9). Therefore Borel-Cantelli's lemma implies that P{∆ ⊂ M n , i.o.} = 0.
As M n ⊂ K n , the same conclusion holds for K n :
