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Resumo
Neste trabalho dedicamo-nos a` ana´lise da presenc¸a de curvas fechadas tipo
tempo em espac¸os-tempos cilindricamente sime´tricos e estaciona´rios Ct. A
equac¸a˜o de movimento que descreve a evoluc¸a˜o de um campo escalar massivo
nos espac¸os-tempos Ct e´ apresentada.
Uma classe de espac¸os-tempos descrevendo cordas e cilindros co´smicos
que admitem a presenc¸a de curvas fechadas tipo tempo e´ estudada em deta-
lhes. A regia˜o na˜o-causal desses espac¸os-tempos se revela acess´ıvel tanto a
part´ıculas massivas quanto a fo´tons. Curvas geode´sicas e curvas fechadas tipo
tempo sa˜o obtidas e investigadas. Essencialmente, dois tipos de o´rbitas des-
critas por part´ıculas massivas e fo´tons foram observadas: o´rbitas confinadas
e o´rbitas espalhadas. Os cones de luz evidenciaram claramente a intersecc¸a˜o
de futuro e passado na regia˜o na˜o-causal.
Soluc¸o˜es exatas das equac¸o˜es de movimento do campo escalar se propa-
gando nos espac¸os-tempos das cordas e cilindros sa˜o apresentadas. No caso
dos cilindros esta´tico e em rotac¸a˜o os modos quasinormais de oscilac¸a˜o do
campo escalar foram calculados. A presenc¸a de modos insta´veis foi observada
em alguns casos. Observamos, tambe´m, que tanto na corda esta´tica quanto
na corda em rotac¸a˜o o campo escalar na˜o apresentam modos quasinormais
de oscilac¸a˜o.
Concluimos com a proposta de uma conjectura relacionando curvas fe-
chadas tipo tempo e instabilidades do espac¸o-tempo.
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Abstract
This work deals with the analysis of cylindrically symmetric and stationary
space-times Ct with closed timelike curves. The equation of motion describing
the evolution of a massive scalar field in a Ct space-time is obtained.
A class of space-times with closed timelike curves describing cosmic strings
and cylinders is studied in detail. In such space-times, both massive particles
as well as photons can reach the non-causal region. Geodesics and closed ti-
melike curves are calculated and investigated. We have observed that massive
particles and photons describe, essentially, two kinds of trajectories: confined
orbits and scattering states. The analysis of the light cones show us clearly
the intersection between future and past inside the non-causal region.
Exact solutions for the equation of motion of massive scalar field propaga-
ting in cosmic strings and cylinder space-times are presented. Quasinormal
modes for the scalar field have been calculated in static and rotating cosmic
cylinders. We found unstable modes in the rotating cases. Rotating as well
as static cosmic strings, i.e., without regular interior solutions, do not display
quasinormal modes for the scalar field.
We conclude presenting a conjecture relating closed timelike curves and
space-time instability.
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Pro´logo
Resultado natural da trajeto´ria evolutiva da humanidade e´ o desenvolvimento
da cieˆncia a fim de termos um certo controle ou melhor dizendo, uma melhor
previsa˜o dos eventos da Natureza.
Dominamos a terra, o mar e ate´ o ce´u; aprendemos a controlar o espac¸o.
Seguindo adiante nesse processo criamos a tecnologia, automatizac¸a˜o, pois
nos faltava tempo. Quer´ıamos mais tempo.
Ponto marcante de nossa sociedade atual e´ a tentativa de controlar o
tempo. A cieˆncia corre na busca por meios de controlar nosso tempo, de
entendeˆ-lo e domina´-lo. Mas ele escapa, flui, evapora, enquanto tentamos
compreendeˆ-lo. Sempre um passo a frente, o tempo foge.
Recorramos enta˜o a` Relatividade Geral. Ela diz que ma´quinas do tempo
sa˜o, pelo menos, teoricamente poss´ıveis. Bem, agora sim temos a possi-
bilidade de algo concreto, mesmo que isso nos parece estranho afinal, ser
concreto, absoluto isso o tempo na˜o e´.
Pore´m, para nossa infelicidade ou para nossa liberdade tais ma´quinas
parecem ser insta´veis. Relativas, inconstantes, assim como no´s agora somos.
Vejamos que segredos podemos descobrir quando mergulhamos no oceano
do tempo. Talvez na˜o sejamos capazes de subir a` tona novamente, mas e da´ı.
Ser senhor do nosso tempo, na˜o e´ necessariamente ser senhor do pro´prio
tempo. Subir a` tona e´ saber o que dizer a respeito do tempo. Eu na˜o sei.
Talvez na˜o saiba nesta vida. Quem sabe na pro´xima enta˜o. Na˜o sei falar
do tempo sem inclu´ı-lo, necessariamente, na minha fala. Os verbos, fazem o
tempo fluir para tra´s, ou para frente. Na˜o tenho conscieˆncia do mundo sem
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usar o tempo.
Mesmo depois de tanta desinformac¸a˜o ou desconhecimento, quero tentar.
Afinal, saber do tempo.... e´ na˜o tomar conhecimento de limites.
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Cap´ıtulo 1
Introduc¸a˜o
Uma das perguntas mais intrigantes que a Relatividade Geral trouxe a` tona,
com seu novo entendimento sobre a relac¸a˜o entre o espac¸o e o tempo, foi
a respeito da possibilidade de viagens no tempo. A simples possibilidade
de uma viagem ao futuro ou ao passado, contudo, nos obriga a lidar com
certos obsta´culos lo´gicos e filoso´ficos ta˜o complicados de serem elucidados
que geralmente acabamos por descartar soluc¸o˜es das equac¸o˜es de Einstein
que tenham essa propriedade.
Se, por um lado, tal atitude ameniza nosso desconforto filoso´fico e previne
nosso Universo de qualquer paradoxo causal, por outro, cria preconceitos que
acabam prejudicando a investigac¸a˜o futura de fenoˆmenos ainda na˜o observa-
dos que poderiam ser relacionados a poss´ıveis violac¸o˜es da causalidade. Na˜o
podemos, portanto, usar nossa ignoraˆncia em solucionar paradoxos causais
como desculpa. Devemos sim, lembrarmo-nos de que situac¸o˜es paradoxais
surgem, geralmente, quando ainda na˜o somos capazes de formular adequa-
damente nossas perguntas a respeito do assunto em ana´lise.
Em uma discussa˜o apresentada em [1], Hawking argumenta que os pos-
tulados da Relatividade Geral nada dizem a respeito de poss´ıveis violac¸o˜es
globais da causalidade de modo que, a menos das nossas dificuldades lo´gicas,
tais violac¸o˜es poderiam fazer parte do nosso Universo.
Partindo dessa hipo´tese, trataremos a existeˆncia de ma´quinas do tempo
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como uma realidade e procuraremos investigar seus poss´ıveis efeitos em nosso
mundo. Deste modo, o foco principal desse trabalho e´ tentar ampliar nossa
compreensa˜o sobre ma´quinas do tempo questionando, de diferentes maneiras,
algumas de suas propriedades.
As propriedades que mais nos interessam estudar sa˜o resumidas nos se-
guintes assuntos: garantias para o viajante do tempo realizar uma viagem
segura e estabilidade da ma´quina do tempo. Dentro desses dois assuntos
procuraremos responder questo˜es cruciais para uma viagem no tempo tais
como:
1. Sob quais circunstaˆncias pode um candidato a viajante do tempo acessar
a regia˜o da ma´quina do tempo onde a causalidade e´ violada?
2. Existe alguma forc¸a de mare´ ou algo semelhante, que pode por em risco
a vida de um viajante do tempo?
3. O encontro de um viajante do tempo como seu avoˆ, ainda jovem, im-
plica necessariamente em uma contradic¸a˜o lo´gica futura?
4. Ma´quinas do tempo se manteˆm esta´veis quando submetidas a algum
tipo de perturbac¸a˜o?
Vejamos, enta˜o, que avanc¸os ja´ foram obtidos a respeito das propriedades
das ma´quinas do tempo.
Embora a ide´ia de voltar no tempo dirigindo o De Lorean do Dr. Brown1
nos parec¸a um tanto divertida e atraente, em Relatividade Geral, o estudo
de ma´quinas do tempo pode ser matematicamente traduzido na ana´lise de
soluc¸o˜es das Equac¸o˜es de Einstein que possuem regio˜es onde curvas fechadas
tipo-tempo sa˜o permitidas. Dentro dessas regio˜es, uma part´ıcula massiva
pode descrever uma traje´toria temporal circular voltando ao pro´prio passado.
A busca por soluc¸o˜es das equac¸o˜es de Einstein que admitem curvas fecha-
das tipo tempo na˜o e´ recente. As primeiras soluc¸o˜es conhecidas descrevendo
1R. Zemeckis (diretor), “Back to the Future”, Universal Pictures, (1985).
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“ma´quinas do tempo”foram encontradas por Van Stockum [2] em 1937 e
Go¨del [3] em 1949. Em termos do conteu´do material usado para gera´-las,
ambas as soluc¸o˜es eram simples. Elas representavam um cilindro infinito
de poeira em alta rotac¸a˜o, no primeiro caso e um universo com constante
cosmolo´gica em rotac¸a˜o, no segundo.
Aparentemente, a rotac¸a˜o dos objetos em Relatividade Geral e´ um fator
importante na criac¸a˜o de uma ma´quina do tempo. A maioria das soluc¸o˜es que
possuem curvas fechadas tipo-tempo sa˜o objetos em rotac¸a˜o e curiosamente,
nem sempre essa rotac¸a˜o precisa ser muito alta. Hoje em dia ja´ colecionamos
uma boa quantidade de exemplos de espac¸os-tempos como essa propriedade.
Alguns deles sa˜o, o buraco negro de Kerr [4], o cilindro co´smico em rotac¸a˜o,
obtido por Jensen [5]; a corda co´smica em rotac¸a˜o, obtida por Deser [6];
o buraco negro cil´ındrico em rotac¸a˜o, obtido por Lemos [7]; a corda em
rotac¸a˜o cercada por um “ga´s de cordas”, obtida por Gron [8]; uma classe
geral de cordas em rotac¸a˜o, obtida por O¨zdemir [9] e o universo inomogeˆneo
em rotac¸a˜o, obtido por Soares [10]. Duas outras soluc¸o˜es, importantes pelo
seu conteu´do material, foram obtidas por Bonnor e colaboradores [11, 12].
A primeira descreve uma re´gua finita, sem massa em rotac¸a˜o e a segunda
descreve duas part´ıculas em rotac¸a˜o presas por uma re´gua finita e sem massa.
Buscando um melhor entendimento sobre esses espac¸os-tempos apuramos
que a maior parte dessas soluc¸o˜es ja´ tiveram suas propriedades investigada
por diversos pesquisadores.
As propriedades gerais da soluc¸a˜o de Van Stockum foram bastante discu-
tidas por Bonnor [13] e Tipler [14]. Enquanto Tipler estuda os treˆs regimes de
rotac¸a˜o do cilindro e prova a unicidade da soluc¸a˜o, Bonnor calcula a massa
e o momento angular do cilindro. Sobre o comportamento das geode´sicas
nessa soluc¸a˜o, Steadman [15] mostrou a existeˆncia de geode´sicas fechadas
tipo tempo ale´m de confirmar o resultado obtido por Opher e colaboradores
[16] sobre o confinamento de part´ıculas massivas e fo´tons no exterior do ci-
lindro. A estabilidade destas geode´sicas fechadas tipo tempo foi analisada e
confirmada por Letelier e Rosa [17].
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O universo de Go¨del, por sua vez, teve algumas de suas propriedades
discutidas por Hawking em [1] e por Grave e colaboradores em [18]. Hawking
apresenta a soluc¸a˜o e discute o comportamento dos seus cones de luz. As
soluc¸o˜es exatas para as equac¸o˜es das geode´sicas sa˜o obtidas e discutidas por
Grave e tambe´m por Calva˜o, Soares e Tiomno [19]. Em [20], Letelier analisa a
estabilidade de algumas curvas fechadas tipo tempo presentes neste universo
e mostra que elas sa˜o esta´veis. A propagac¸a˜o de campos de mate´ria neste
espac¸o-tempo tambe´m foi explorada e discutida por alguns pesquisadores. A
evoluc¸a˜o do campo eletromagne´tico e seu espectro de frequeˆncias foi analisada
por Mashhoon [21] e Vishveshwara [22]. Ja´, a propagac¸a˜o do campo escalar
massivo e seu espectro de frequeˆncias foram discutidos por Pimentel [23] e
Hiscock [24]. O campo espinorial de Weyl foi estudado por Pimentel [23] e a
evoluc¸a˜o das perturbac¸o˜es gravitacionais e´ discutida por Barrow [25].
Como vimos, a corda co´smica em rotac¸a˜o foi estudada e discutida por
Deser [6]. A propagac¸a˜o de campos neste tipo de geometria tambe´m foi
alvo da atenc¸a˜o de alguns pesquisadores ha´ algum tempo. Resultados tanto
cla´ssicos quanto semi-cla´ssicos foram obtidos e analisados. A evoluc¸a˜o do
campo escalar foi discutida tanto por Krori [26] quanto por Aliev [27]. Per-
turbac¸o˜es eletromagne´ticas e gravitacionais neste espac¸o-tempo foram obti-
das por Aliev [27]. Neste trabalho ele tambe´m discute a presenc¸a de um
efeito Aharonov-Bohm gravitacional neste espac¸o-tempo. Em [28], Matsas
obteve correc¸o˜es semi-cla´ssicas na me´trica da corda em rotac¸a˜o produzidas
por flutuac¸o˜es quaˆnticas de um campo escalar conformalmente acoplado.
Mais recentemente alguns buraco negros supersime´tricos que admitem
curvas fechadas tipo tempo foram analisados por Gibbons e colaboradores em
[29]. Nestes trabalhos eles discutiram o comportamento das geode´sicas jun-
tamente com a propagac¸a˜o de um campo escalar. Em dimenso˜es mais altas
Abdalla e Konoplya [30] analisaram a evoluc¸a˜o de um campo escalar em um
buraco negro do tipo Schwarzschild-Go¨del 5-dimensional em baixas rotac¸o˜es.
Eles observaram que o campo escalar se comportava de maneira esta´vel.
Contudo, esse resultado na˜o implicou na estabilidade de uma “ma´quina do
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tempo”ja´ que no regime de baixas rotac¸o˜es nenhuma curva fechada tipo
tempo era permitida.
Outra soluc¸a˜o bastante usada como ma´quina do tempo e´ o espac¸o-tempo
de um “buraco de minhoca”. Em [31], Thorne e colaboradores criaram uma
ma´quina do tempo movimentando as gargantas do buraco de minhoca de
modo a produzir curvas fechadas tipo tempo. O problema de Cauchy para
um campo escalar se propagando em um buraco de minhoca tambe´m foi
bastante discutido por Friedman [32]. Embora eles tenham obtido resultados
interessantes na˜o abordaremos tais espac¸os-tempos nesse trabalho.
Como se veˆ, muito tem sido estudado sobre ma´quinas do tempo. Desta
forma, para oferecer alguma contribuic¸a˜o concreta nesse assunto apresenta-
mos a proposta de estudar a classe de espac¸os-tempos das cordas e cilindros
co´smicos. Esta classe foi escolhida devido, especialmente, a` simplicidade das
componentes das me´tricas ale´m da facilidade em se obter soluc¸o˜es exatas
para as equac¸o˜es de movimento de campos se propagando nessas geometrias.
Investigaremos o espectro de frequeˆncias do campo escalar se propagando
nessas geometrias buscando relacionar o comportamento deste espectro com
a estabilidade dos espac¸os-tempos.
As ide´ias e resultados desse trabalho sa˜o organizados como se segue. Ini-
cialmente apresentaremos definic¸o˜es e propriedades gerais de espac¸os-tempos
cilindricamente sime´tricos e estaciona´rios. No cap´ıtulo 3 mostraremos a
equac¸a˜o mestra para a evoluc¸a˜o de um campo escalar massivo em um espac¸o-
tempo cilindricamente sime´trico e estaciona´rio. Em seguida, discutiremos
a organizac¸a˜o da estrutura causal de um espac¸o-tempo, a conjectura da
protec¸a˜o cronolo´gica e os paradoxos causais em espac¸os-tempos que admi-
tem curvas fechadas tipo tempo. No cap´ıtulo 5 descreveremos as propri-
edades dos espac¸os-tempos analisados. Eles sa˜o classificados segundo suas
estruturas internas em cordas co´smicas e cilindros co´smicos. No cap´ıtulo
seguinte analisaremos quais sa˜o as condic¸o˜es necessa´rias para existeˆncia da
uma regia˜o na˜o-causal nos espac¸os-tempos estudados. Para entender o com-
portamento de part´ıculas e luz viajando nesses espac¸os-tempos, estudaremos,
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no cap´ıtulo 7, as caracter´ısticas das geode´sicas tipo tempo e tipo luz. Em se-
guida investigaremos alguns tipos de curvas fechadas tipo tempo que podem
ocorrer nos espac¸os-tempos estudados. No cap´ıtulo 9, procuraremos soluc¸o˜es
exatas para a equac¸a˜o de movimento do campo escalar nos espac¸os-tempos
estudados. Nos dois cap´ıtulos seguintes definiremos quais sa˜o as condic¸o˜es de
contorno para o ca´lculo dos modos quasinormais de oscilac¸a˜o do campo es-
calar em espac¸os-tempos que admitem curvas fechadas tipo tempo e calcula´-
los-emos, quando poss´ıvel, buscando poss´ıveis valores que indiquem alguma
instabilidade.
Conclu´ımos esse trabalho apresentando uma s´ıntese dos argumentos que
consideramos dar suporte a nossa conjectura que relaciona curvas fechadas
tipo tempo a instabilidades do espac¸o-tempo. Os principais resultados obti-
dos neste trabalho sa˜o apresentados no artigo [33].
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Cap´ıtulo 2
Propriedades de um
espac¸o-tempo cilindricamente
sime´trico e estaciona´rio
Iniciaremos nossos estudos apresentando a definic¸a˜o de um espac¸o-tempo
cilindricamente sime´trico e estaciona´rio. Em seguida, descreveremos algumas
das suas principais propriedades e discutiremos como elas sera˜o usadas para
sustentar a argumentac¸a˜o na defesa de nossa tese.
Seja M um espac¸o-tempo arbitra´rio 4-dimensional que e´ soluc¸a˜o das
equac¸o˜es de Einstein
Rµν − 1
2
gµνR + gµνΛ = 8πTµν , (2.1)
onde Tµν e´ o tensor energia-momentum de mate´ria ou campos presentes no
espac¸o-tempo e Λ e´ a constante cosmolo´gica. Se M permanece invariante
sob rotac¸o˜es em relac¸a˜o a um eixo de simetria e reflexo˜es por planos que
conteˆm esse eixo ele e´ um espac¸o-tempo axialmente sime´trico. Agora, se
ale´m da simetria axial, ele tambe´m for invariante por translac¸o˜es temporais
enta˜o esse espac¸o-tempo e´ dito ser axialmente sime´trico e estaciona´rio. Por
causa dessas simetrias, o elemento de linha que descreve este espac¸o-tempo,
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escrito no sistema de coordenadas (t, φ, x2, x3), sera´
ds2 = −Fdt2 + 2Mdφdt+ Ldφ2 +H(dx2)2 + S(dx3)2 , (2.2)
onde as func¸o˜es F,M,L,H, S dependem apenas das coordenadas (x2, x3).
Um exemplo desse espac¸o-tempo e´ o buraco negro de Kerr escrito nas coor-
denadas de Boyer-Lindquist onde x2 = r e x3 = θ.
Ale´m deste caso, a me´trica (2.2) pode ainda ser usada para descrever
inu´meros outros espac¸os-tempos se as coordenadas (x2, x3) forem escolhidas
convenientemente. Veremos, a seguir, que mesmo para espac¸os-tempos cilin-
dricamente sime´tricos e estaciona´rios essa descric¸a˜o e´ poss´ıvel.
Para justificar a afirmac¸a˜o acima precisamos, primeiramente, definir a
noc¸a˜o de espac¸o-tempo cilindricamente sime´trico. Usaremos a definic¸a˜o apre-
sentada em [34]. Um espac¸o-tempo C e´ dito ser cilindricamente sime´trico
se ele for invariante sob rotac¸o˜es em relac¸a˜o a um eixo de simetria e sob
translac¸o˜es ao longo desse eixo.
Se quisermos que o espac¸o-tempo C seja tambe´m estaciona´rio ele deve ser
invariante sob translac¸o˜es temporais. Portanto,
um espac¸o-tempo Ct e´ dito ser cilindricamente sime´trico e esta-
ciona´rio se for invariante sob rotac¸o˜es em relac¸a˜o a um eixo de
simetria, sob translac¸o˜es ao longo desse eixo e ainda sob trans-
lac¸o˜es temporais.
Comparando o espac¸o-tempoM com Ct em relac¸a˜o a` simetria axial e cil´ındrica
vemos que a imposic¸a˜o da condic¸a˜o de translac¸a˜o ao longo do eixo exige uma
maior simetria do espac¸o-tempo Ct e impo˜e restric¸o˜es a` dependeˆncia das
func¸o˜es F,M,L,H, S em relac¸a˜o a`s coordenadas (x2, x3).
Para descrevermos os espac¸os-tempos Ct que sera˜o aqui analisados usare-
mos o sistema de coordenadas cil´ındricas dadas por (t, φ, r, z). Definiremos
o eixo de simetria do espac¸o-tempo como sendo o eixo z. Neste sistema de
coordenadas as func¸o˜es que aparecem na me´trica (2.2) devem depender ape-
nas da coordenada radial r. Essa exigeˆncia e´ fruto da invariaˆncia de Ct em
relac¸a˜o a` translac¸o˜es ao longo do eixo de simetria.
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Deste modo, reescrevendo a me´trica (2.2) nesse sistema de coordenadas
para espac¸os-tempos cilindricamente sime´tricos e estaciona´rios temos
ds2 = −F dt2 + 2M dφdt+ L dφ2 +H dr2 + S dz2 , (2.3)
onde F,M,L,H, S sa˜o func¸o˜es apenas da coordenada r. Como a me´trica
(2.3) apresenta elementos fora da diagonal o ca´lculo de suas componentes
contravariantes e o seu determinante e´ na˜o trivial. Apresentamos abaixo
cada uma das componentes e o determinante
gtt = − L
FL+M2
, gtφ =
M
FL+M2
, (2.4)
gφφ =
F
FL+M2
, gφt =
M
FL+M2
, (2.5)
grr =
1
H
, gzz =
1
S
, (2.6)
g = det(gµν) = −(FL+M2)HS = −XHS , (2.7)
Estas expresso˜es sera˜o utilizadas muitas vezes ao longo do trabalho, especi-
almente nos cap´ıtulos sobre propagac¸a˜o de campos no espac¸o-tempo curvo.
Associados a` cada uma dessas simetrias do espac¸o-tempo Ct teremos treˆs
vetores de Killing, T = ∂t, Φ = ∂φ e Z = ∂z . Cada um desses vetores sera´ o
gerador das simetrias do espac¸o-tempo. O vetor T e´ o gerador das translac¸o˜es
temporais, o vetor Φ e´ o gerador das rotac¸o˜es em torno do eixo de simetria
e Z e´ o gerador das translac¸o˜es ao longo do eixo z.
Ale´m das suas relac¸o˜es com as simetrias, os vetores de Killing guardam
informac¸o˜es adicionais sobre espac¸o-tempo. Por exemplo, se analisarmos a
norma quadra´tica do vetor T quando a coordenada r varia podemos desco-
brir se esse espac¸o-tempo em rotac¸a˜o produz ergoregio˜es como aquela que
aparece no buraco negro de Kerr. As ergoregio˜es esta˜o intimamente ligadas
ao fenoˆmeno de arraste do espac¸o-tempo. Dentro desta regia˜o o vetor T
passa a ser tipo espac¸o de modo que a trajeto´ria de qualquer part´ıcula deve
obrigatoriamente seguir o sentido de rotac¸a˜o do espac¸o-tempo [35].
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Uma ana´lise semelhante para o vetor Φ nos permite identificar poss´ıveis
regio˜es onde esse vetor possa tornar-se tipo tempo. Se existe no espac¸o-
tempo uma regia˜o com essa caracter´ıstica enta˜o curvas fechadas tipo tempo
sa˜o poss´ıveis. Dentro dessa regia˜o a coordenada φ se comporta como uma
coordenada temporal perio´dica permitindo esse tipo de curva. A essa regia˜o
chamaremos regia˜o na˜o-causal do espac¸o-tempo. Essa ana´lise sera´ ampla-
mente discutida no cap´ıtulo 6.
Outro aspecto importante dos vetores de Killing sa˜o sua relac¸a˜o com as
geode´sicas do espac¸o-tempo. Como se sabe, vetores de Killing e geode´sicas
esta˜o intimamente ligados e ambos fornecem importantes informac¸o˜es sobre
a estrutura causal do espac¸o-tempo. Uma curva xµ(τ) e´ dita ser um curva
geode´sica se ela satisfizer a equac¸a˜o
d2xµ
dτ 2
+ Γµαβ
dxα
dτ
dxβ
dτ
= 0 . (2.8)
Uma dessas relac¸o˜es nos diz que a projec¸a˜o de um vetor de Killing se deslo-
cando ao longo de uma geode´sica e´ sempre constante, ou seja, se Kµ e´ um
vetor de Killing e xµ(τ) e´ uma geode´sica parametrizada pelo paraˆmetro afim
τ vale a relac¸a˜o
gµνK
µx˙ν = C , (2.9)
onde ( ˙ ) representa a derivada ordina´ria em relac¸a˜o ao paraˆmetro afim.
Portanto, usaremos a relac¸a˜o (2.9) para calcular quais sa˜o as constantes de
movimento associadas aos vetores T , Φ e Z para um espac¸o-tempo Ct. As
componentes dos vetores de Killing T , Z e Φ podem ser escritas como
T µ = δµt , Z
µ = δµz e Φ
µ = δµφ . (2.10)
A substituic¸a˜o da me´trica (2.3) nas Eqs. (2.9, 2.10) resulta em
E = −F t˙ +Mφ˙ , (2.11)
ℓ = Mt˙ + Lφ˙ , (2.12)
pz = Sz˙ , (2.13)
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onde as constantes de movimento E, ℓ e pz sa˜o associadas aos vetores T , Φ e
Z respectivamente. Como as velocidades que aparecem nas Eqs.(2.11, 2.12,
2.13) sa˜o relacionadas a`s curvas geode´sicas podemos obter as primeiras inte-
grais da Eq.(2.8) tanto das geode´sicas tipo tempo quanto das geode´sicas tipo
luz combinando essas equac¸o˜es com a me´trica (2.3). Para tal, derivaremos a
me´trica (2.3) em relac¸a˜o ao paraˆmetro afim τ resultando
− ǫ = −F t˙2 + 2M t˙φ˙+ L φ˙2 +H r˙2 + S z˙2 , (2.14)
onde ǫ = 0, 1 indica a equac¸a˜o para geode´sicas tipo luz e tipo tempo respec-
tivamente. Rearranjando as Eqs.(2.11, 2.12, 2.13) e substituindo-as na Eq.
(2.14) teremos
φ˙ =
ℓF − EM
X , (2.15)
t˙ =
EL+ ℓM
X , (2.16)
z˙ =
pz
S
, (2.17)
r˙2 = − ǫ
H
− p
2
z
HS
+
2MEℓ− Fℓ2 + LE2
XH . (2.18)
Estas sa˜o as primeiras integrais da Eq.(2.8) neste espac¸o-tempo Ct. Se es-
colhermos analisar a geode´sica tipo tempo devemos lembrar que as cons-
tantes de movimento sa˜o todas normalizadas pela massa da part´ıcula. As
Eqs. (2.15, 2.16, 2.17, 2.18) geralmente sa˜o combinadas afim de obtermos a
dependeˆncia de uma coordenada em relac¸a˜o a` outra. Por exemplo, se combi-
narmos as Eqs. (2.15, 2.18) obteremos a dependencia da coordenada radial
em func¸a˜o da coordenada angular. Isso nos permite descrever as o´rbitas de
part´ıculas no plano (r, φ).
Se quisermos conhecer o comportamento das acelerac¸o˜es sofridas pelas
part´ıculas ou fo´tons se propagando em Ct usaremos a Eq.(2.8) juntamente
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com a me´trica (2.3) para obter
r¨ +
F ′t˙2
2H
− M
′t˙φ˙
H
− L
′φ˙2
2H
+
H ′r˙2
2H
− S
′z˙2
2H
= 0 , (2.19)
z¨ +
S ′r˙z˙
S
= 0 , (2.20)
t¨ +
(LF ′ +MM ′)t˙r˙
χ
− (LM
′ −ML′)φ˙r˙
χ
= 0 , (2.21)
φ¨ +
(FM ′ −MF ′)t˙r˙
χ
+
(MM ′ + FL′)φ˙r˙
χ
= 0 . (2.22)
Estas equac¸o˜es sera˜o estudadas em grande detalhe nos pro´ximos cap´ıtulos
onde observaremos o comportamento de fo´tons e part´ıculas massivas em
espac¸os-tempos que admitem curvas fechadas tipo tempo.
Por fim, se quisermos compreender como se comporta a curvatura do
espac¸o-tempo Ct precisamos conhecer as componentes dos tensores de Riemann
e de Ricci. Desta forma, as componentes na˜o-nulas do tensor Riemann podem
ser escrita de forma condensada como
Rtrφr =
M ′′
2
− M
′H ′
4H
+
1
4X
(
MX¯ −M ′X ′) , (2.23)
Rrφrφ =
L′′
2
− L
′H ′
4H
+
1
4X
(
LX¯ − L′X ′) , (2.24)
Rtrtr = −F
′′
2
+
F ′H ′
4H
− 1
4X
(
F X¯ − F ′X ′) , (2.25)
Rtzφz =
M ′S ′
4H
, Rtztz = −F
′S ′
4H
, Rtφtφ = − X¯
4H
, (2.26)
Rφzφz =
L′S ′
4H
, Rrzrz =
S ′′
2
− S
′(SH)′
4HS
, (2.27)
onde ′ significa derivada com respeito a` coordenada r e a func¸a˜o X¯ e´
X¯ = F ′L′ + (M ′)2. (2.28)
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Estas componentes sa˜o usadas na ana´lise de forc¸as de mare´ pro´ximas a regia˜o
na˜o-causal abordadas no Apeˆndice B. Para o tensor de Ricci as componentes
na˜o-nulas sa˜o
Rtt = − 1
4XH2S
[
2FHSX¯ − F ′ (HSX )′ + 2HX (F ′S)′
]
, (2.29)
Rφφ = +
1
4XH2S
[
2LHSX¯ − L′ (HSX )′ + 2HX (L′S)′
]
, (2.30)
Rφt = +
1
4XH2S
[
2MHSX¯ −M ′ (HSX )′ + 2HX (M ′S)′
]
,(2.31)
Rzz = +
1
4XH2S
[
2HS (S ′X )′ − S ′ (HSX )′
]
, (2.32)
Rrr = +
1
4X 2HS2
[
2HSX (S ′′X + SX ′′)− 2S2HXX¯−
− S2X ′ (XH)′ − S ′X 2 (SH)′
]
. (2.33)
24
Cap´ıtulo 3
Evoluc¸a˜o de campos em um
espac¸o-tempo cilindricamente
sime´trico e estaciona´rio
A ana´lise da evoluc¸a˜o de campos de mate´ria se propagando em um espac¸o-
tempo curvo tem se revelado uma importante fonte de informac¸a˜o sobre a
pro´pria dinaˆmica desse espac¸o-tempo. Representando uma ampla a´rea de
pesquisa, essa ana´lise tem mostrado qua˜o estreita e´ a relac¸a˜o entre estas
propagac¸o˜es de campos e a estabilidade do pro´prio espac¸o-tempo [36, 37, 39,
38]. Dentre os campos de mate´ria mais estudados destaca-se o campo escalar
por ser matematicamente mais simples que os outros campos. Interessados
nas informac¸o˜es que podem ser extra´ıdas da propagac¸a˜o desse campo em
um espac¸o-tempo cilindricamente sime´trico e estaciona´rio dedicaremos este
cap´ıtulo ao ca´lculo da sua equac¸a˜o de movimento.
3.1 Evoluc¸a˜o do campo escalar
O estudo da evoluc¸a˜o de campos escalares em diversos espac¸os-tempos tem
sido de grande utilidade para a compreensa˜o de propriedades ate´ enta˜o desco-
nhecidas de buracos negros e estrelas, tais como superradiaˆncia [40] e tempe-
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ratura Hawking [41]. Embora estes campos na˜o descrevam qualquer campo
f´ısico conhecido, sua evoluc¸a˜o, geralmente mais simples e trata´vel, e´ capaz
revelar as caracter´ısticas essenciais sobre o comportamento geral da pro-
pagac¸a˜o de outros campos de spin mais alto. Todavia, esta ide´ia vem sendo
reformulada. Com uma melhor compreensa˜o da correspondeˆncia AdS/CFT,
o estudo de campos escalares em espac¸os-tempos curvos adquiriu novo im-
pulso e importaˆncia devido ao fato de que campos escalares se propagando
em um espac¸o-tempo AdS podem ser interpretados como operadores O de
uma teoria quaˆntica de campos dual ao espac¸o-tempo AdS [42].
Quando se estudam espac¸os-tempos estaciona´rios a equac¸a˜o de evoluc¸a˜o
do campo escalar se torna um pouco mais complicada de se tratar, pois
ela nem sempre e´ separa´vel e a presenc¸a do termo cruzado gφt dφdt al-
tera o modo de calcular as componentes contravariantes da me´trica. Um
bom exemplo ilustrando estas dificuldades e´ o estudo de campos escalares
se propagando no exterior do buraco negro de Kerr. Neste caso as equac¸o˜es
parecem ser na˜o separa´veis devido a uma dependeˆncia, na˜o-trivial das co-
ordenadas r, θ, da me´trica. Esta dificuldade foi contornada por Brill [43]
utilizando uma nova constante de movimento encontrada por Carter [44]
que separa as equac¸o˜es apesar da dependeˆncia complicada das func¸o˜es que
a descrevem. No caso da me´trica (2.3) que possui alto grau de simetria, a
equac¸a˜o da evoluc¸a˜o do campo escalar e´ sempre separa´vel. Exploraremos
estas caracter´ısticas para obter uma equac¸a˜o de evoluc¸a˜o ta˜o geral quanto
poss´ıvel.
A equac¸a˜o que descreve a evoluc¸a˜o de um campo escalar massivo Ψ em
um espac¸o-tempo arbitra´rio e´ a equac¸a˜o de Klein-Gordon,
✷ Ψ(t, φ, x2, x3) = β2 Ψ(t, φ, x2, x3) , (3.1)
onde β e´ a massa do campo Ψ e
✷ =
1√−g∂µ(
√
ggµν∂ν) . (3.2)
26
Usando a me´trica (2.2) e expandindo a Eq.(3.1) termo a termo teremos
1√−g
{
∂t
(√−ggtt∂tΨ+√−ggtφ∂φΨ)+
+ ∂φ
(√−ggφt∂tΨ+√−ggφφ∂φΨ)+
+ ∂2
(√−gg22∂2Ψ)+ ∂3 (√−gg33∂3Ψ) } = β2 Ψ . (3.3)
Se separarmos a Eq.(3.3) em treˆs partes e nos lembrarmos que a me´trica
depende apenas de (x2, x3), os termos relacionados as coordenadas (φ, t) sera˜o
gtt∂2tΨ+ g
φφ∂2φΨ+ 2g
tφ∂t∂φΨ = T Ψ , (3.4)
e os termos relacionados as coordenadas (x2, x3) sera˜o
KΨ = 1√−g ∂2
(√−g) g22∂2Ψ+ ∂2 (g22) ∂2Ψ+ g22∂22Ψ+
+
1√−g ∂3
(√−g) g33∂3Ψ+ ∂3 (g33) ∂3Ψ+ g33∂23Ψ . (3.5)
Desta forma, a Eq.(3.1) pode ser reescrita na forma compacta
(T +K) Ψ = β2 Ψ . (3.6)
Redefinindo as componentes contravariantes da me´trica como sendo
gtt =
−LHS
−g , g
φt =
MHS
−g , g
φφ =
FHS
−g , (3.7)
e fazendo uso da relac¸a˜o
∂A(
√−g)√−g =
1
2
(
1
−g
)
(−g),A , (3.8)
onde A = 2, 3 poderemos expandir a Eq.(3.3) e iniciar a separac¸a˜o de varia´veis.
Assim procedendo, teremos
−LHS
−g ∂
2
tΨ+
FHS
−g ∂
2
φΨ+
2MHS
−g ∂t∂φΨ+
1
2
(−g,2
−g
)
1
H
∂2Ψ
+∂2
(
∂2Ψ
H
)
+
1
2
(−g,3
−g
)
1
S
∂3Ψ+ ∂3
(
∂3Ψ
S
)
= β2 Ψ . (3.9)
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Simplificando a Eq.(3.9) teremos
− L∂2tΨ+ F∂2φΨ+ 2M∂t∂φΨ+
1
2
(XHS),2
1
H2S
∂2Ψ
+X∂2
(
∂2Ψ
H
)
+
1
2
(XHS),3
1
S2H
∂3Ψ+ X∂3
(
∂3Ψ
S
)
= Xβ2 Ψ , (3.10)
onde usamos a func¸a˜o X = FL +M2, permitindo agora uma tentativa de
separac¸a˜o de varia´veis.
Usando como Ansatz a relac¸a˜o
Ψ(t, φ, x2, x3) = T (t)Φ(φ)R(x2, x3) , (3.11)
para a descric¸a˜o do campo Ψ, a Eq.(3.10) se torna
− L
T
∂2t T +
F
Φ
∂2φΦ +
2M
TΦ
∂t(T )∂φ(Φ) +
1
2
(XHS),2
1
RH2S
∂2R
+
X
R
∂2
(
∂2R
H
)
+
1
2
(XHS),3
1
RS2H
∂3R +
X
R
∂3
(
∂3R
S
)
= Xβ2 . (3.12)
Como nosso problema tem simetria axial, queremos garantir a periodicidade
da soluc¸a˜o identificando Φ(0) = Φ(2π). Portanto, usaremos como Ansatz
uma decomposic¸a˜o em modos de Fourier dada por
Φ(φ) =
∞∑
m=−∞
cm e
imφ , (3.13)
onde m e´ um nu´mero inteiro devido a` condic¸a˜o de periodicidade.
A dependeˆncia temporal do campo pode ser tratada de duas maneiras
distintas. A primeira e´ fazer uma decomposic¸a˜o em modos de Fourier da
func¸a˜o T (t). Este tipo de decomposic¸a˜o e´ particularmente interessante pois
permite-nos calcular os modos quasinormais de oscilac¸a˜o do campo escalar
por meio, tanto do me´todo WKB [45] quanto do modo anal´ıtico. A segunda
maneira e´ reescrever a func¸a˜o R(x2, x3) de modo a incorporar a dependeˆncia
temporal R˜(t, x2, x3) para permitir uma integrac¸a˜o nu´merica da equac¸a˜o de
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movimento. A vantagem desta decomposic¸a˜o e´ evidenciar detalhes do com-
portamento assinto´tico e decaimentos das oscilac¸o˜es do campo escalar [46].
Usando a primeira opc¸a˜o temos
T (t) =
∫ ∞
−∞
c(ω)e−iωt dω , (3.14)
com a equac¸a˜o do campo sendo dada por
1
2
(−g),2
1
H2S
∂2R + X∂2
(
∂2R
H
)
+
1
2
(−g),3
1
S2H
∂3R +
+X∂3
(
∂3R
S
)
= R
[Xβ2 + Fm2 − 2Mmω − Lω2] , (3.15)
e o campo Ψ definido como
Ψ(t, φ, x2, x3) =
∫ ∞
−∞
∞∑
m=−∞
Rmω(x
2, x3)ei(mφ−ωt) dω . (3.16)
Usando a segunda opc¸a˜o a equac¸a˜o de campo se torna
− L∂2t R˜ + 2imM∂t(R˜) +
1
2
(−g),2
1
H2S
∂2R˜ +
1
2
(−g),3
1
S2H
∂3R˜ +
+ X∂2
(
∂2R˜
H
)
+ X∂3
(
∂3R˜
S
)
= R˜
[Xβ2 + Fm2] , (3.17)
e o campo Ψ sera´ enta˜o
Ψ(t, φ, x2, x3) =
∞∑
m=−∞
R˜m(t, x
2, x3)ei(mφ) . (3.18)
Como as Eqs.(3.15, 3.17) foram obtidas sem especificarmos a me´trica e sua
depeˆndencia em relac¸a˜o a`s coordenadas (x2, x3) conclu´ımos que elas sa˜o
va´lidas para qualquer espac¸o-tempo axialmente sime´trico e estaciona´rio cuja
me´trica possa ser escrita na forma da Eq.(2.2).
Os espac¸os-tempos que estudaremos neste trabalho apresentam simetrias
adicionais que nos auxiliam a simplificar um pouco mais essas equac¸o˜es de
campo. Estes espac¸os-tempos sa˜o todos cilindricamente sime´tricos e suas
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me´tricas podem ser escritas no formato da Eq.(2.3). As componentes das
me´tricas dependem apenas da coordenada r. Portanto, a dependeˆncia do
campo em relac¸a˜o a` coordenada z fica mais simples tornando a equac¸a˜o de
movimento do campo sempre separa´vel. Essa dependeˆncia pode ser expressa
em termos da expansa˜o de Fourier
R(r, z) = R(r)
∫ ∞
−∞
c(k) eikz dk . (3.19)
Deste modo, em todos os casos aqui estudados, o campo escalar sera´ definido
como
Ψ(t, φ, r, z) =
∫ ∞
−∞
∫ ∞
−∞
∞∑
m=−∞
R˜mkω(r)e
i(mφ+kz−ωt)dωdk , (3.20)
e a equac¸a˜o de campo sera´
1
2
(−g),r
1
H2S
dR
dr
+ X d
dr
(
1
H
dR
dr
)
= V esckmωβ(r) R(r) , (3.21)
com o potencial V esc(r) dado pela expressa˜o
V esckmωβ(r) =
[
X
(
β2 +
k2
S
)
+ Fm2 − 2Mmω − Lω2
]
. (3.22)
Nos pro´ximos cap´ıtulos, estas equac¸o˜es sera˜o utilizadas para estudarmos
a evoluc¸a˜o do campo escalar em espac¸os-tempos com simetria cil´ındrica e
rotac¸a˜o. Esse tipo de configurac¸a˜o e´ de interesse pois parece possuir ca-
racter´ısticas que favorecem o aparecimento de curvas fechadas tipo-tempo,
ale´m de ser simples o suficiente a ponto de obtermos resultados exatos para
a evoluc¸a˜o dos campos.
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Cap´ıtulo 4
Causalidade e Protec¸a˜o
Cronolo´gica
A seguranc¸a que adquirimos, com o tempo absoluto da gravitac¸a˜o Newtoni-
ana, de que o nosso universo imuta´vel percorre um linha definida, na˜o nos
protege mais. Com as revoluc¸o˜es trazidas pela Relatividade Geral, novas
questo˜es surgiram e o incerto passou a ser mais frequente. Nossa noc¸a˜o da
relac¸a˜o entre espac¸o e tempo foi modificada e com ela tambe´m nosso en-
tendimento sobre causalidade. De que maneira um viajante pode retornar
no tempo e mudar seu pro´prio passado e´ uma pergunta poss´ıvel apenas se
admitirmos a posibilidade de que passado e futuro podem, de algum modo,
se influenciarem mutuamente. Mas enta˜o, como e´ que a noc¸a˜o de passado,
presente e futuro se organiza na Relatividade Geral?
Nossa noc¸a˜o a respeito do tempo e de que maneira sua dinaˆmica se da´
ainda na˜o e´ ta˜o clara. Localmente, ate´ conseguimos definir uma flecha do
tempo atrave´s de um sistema termodinaˆmico. Mas relacionar essa flecha do
tempo com aquela definida pela evoluc¸a˜o do universo nos parece uma tarefa
mais dif´ıcil. Esta dificuldade expo˜e tambe´m problemas maiores pois nossa
noc¸a˜o de causalidade esta´ intimamente ligada a` dinaˆmica de tal flecha tem-
poral. Portanto, o primeiro passo e´ saber de que maneira podemos atribuir
uma orientac¸a˜o para essa flecha do tempo.
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Isso pode ser feito se formos capazes de mapear, de maneira cont´ınua, o
espac¸o-tempo, dividindo-o em duas regio˜es, de modo que possamos distinguir
em que direc¸a˜o apontam futuro e passado de um vetor nele contido. Se
esse mapeamento for poss´ıvel diremos que o espac¸o-tempo e´ temporalmente
orientado. Neste caso um vetor do tipo na˜o-espacial pode ser classificado
como futuro-direcionado ou passado-direcionado de maneira na˜o amb´ıgua.
Se na˜o for poss´ıvel, na˜o poderemos definir de maneira inequ´ıvoca uma direc¸a˜o
para a flecha do tempo e nem classificar a orientac¸a˜o de vetores do tipo na˜o-
espaciais. Esta e´ a situac¸a˜o quando o espac¸o-tempo admite curvas fechadas
tipo tempo. A flecha do tempo, neste caso, e´ dinaˆmica, mudando de sentido
e direc¸a˜o dependendo da regia˜o do espac¸o-tempo.
4.1 Espac¸o-tempo temporalmente orientado
Vejamos enta˜o, como a estrutura causal de um espac¸o-tempo temporalmente
orientado se comporta. Usaremos, as algumas definic¸o˜es apresentadas por
Hawking no cap´ıtulo 6 de [1] para entendermos essa organizac¸a˜o causal do
espac¸o-tempo.
Sejam S e U dois conjuntos de pontos pertencentes ao espac¸o-tempoM.
Definiremos o futuro cronolo´gico I+(S,U) de S relativo a U como o conjunto
de todos os pontos que partem de S e podem alcanc¸ar U por meio de uma
curva tipo tempo futuro-direcionada em U .
De modo semelhante, definiremos o futuro causal de S relativo a U re-
presentado por J+(S,U) como a unia˜o de S ∩ U com o conjunto de todos
os pontos em U que partem de S e podem alcanc¸ar U por uma curva na˜o-
espacial futuro-direcionada, ou seja, essa curva pode ser tipo tempo ou tipo
luz.
As definic¸o˜es de passado cronolo´gico I−(S,U) e passado causal J−(S,U)
sa˜o diretas.
Deste modo, a estrutura causal de um espac¸o-tempo temporalmente ori-
entado pode ser organizada usando os conceitos de passado e futuro causal
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do conjunto de pontos que compreende o espac¸o-tempo. Tomemos como
exemplo o espac¸o-tempo de Minkowski representado por MI .
Figura 4.1: Estrutura causal deMI . As curvas (λ1, λ2, λ3, λ4) sa˜o curvas tipo
tempo, tipo luz, tipo espac¸o e tipo tempo respectivamente.
O conjunto de pontos S pertencente aMI possui um futuro e um passado
causal dados por J+(S,MI) e J−(S,MI) respectivamente. Na Fig. (4.1)
observamos que os eventos P e Q localizados no futuro causal de S podem
ser causalmente afetados por eventos em S, ou seja, existira´ uma ou mais
curvas tipo tempo ou tipo luz que ligam P e Q a S. De modo ana´logo o
evento T localizado no passado causal de S afetara´ causalmente os eventos
em S. O evento R, por outro lado, na˜o pode ser afetado por eventos em S
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a menos que liguemos os eventos por meio de uma curva na˜o-causal do tipo
espac¸o.
Embora a estrutura causal de espac¸os-tempos mais gerais nem sempre
sejam ta˜o simples quanto no caso do espac¸o-tempo de Minkowski elas podem
ser analizadas de maneira semelhante a realizada.
Uma ana´lise mais completa, ale´m de outras definic¸o˜es, seriam necessa´rias
para discutirmos espac¸os-tempos mais gerais onde as relac¸o˜es causais sa˜o
mais complexas, como por exemplo, quando um ponto do espac¸o-tempo e´
removido. Pore´m, as definic¸o˜es aqui apresentadas ja´ sa˜o suficientes aos nos-
sos propo´sitos de estudar espac¸os-tempos cilindricamente sime´tricos e esta-
ciona´rios que admitem curvas fechadas.
4.2 Protec¸a˜o cronolo´gica
Ate´ o presente momento temos falado apenas de espac¸os-tempos cuja ori-
entac¸a˜o temporal e´ poss´ıvel. Contudo, nosso interesse e´ justamente naqueles
espac¸os-tempos que admitem curvas fechadas tipo tempo e cuja orientac¸a˜o
temporal na˜o e´ bem definida.
Em [1], Hawking argumenta que o postulado da Relatividade Geral sobre
causalidade impo˜e apenas que ela seja preservada localmente nada dizendo
a respeito da sua caracter´ıstica global. Portanto, a teoria permite que a
causalidade seja violada ao menos globalmente. E´ preciso enta˜o, haver ou-
tros argumentos ou fatos para que possamos descartar um espac¸o-tempo que
admita curvas fechadas tipo tempo como sendo fisicamente invia´vel.
Dentre os muitos argumentos utilizados para justificar esta exclusa˜o o
mais plaus´ıvel e´ aquele que se apo´ia no fato de que uma violac¸a˜o da causa-
lidade permitira´ a existeˆncia de paradoxos lo´gicos. O mais conhecido deles
e´ o paradoxo do avoˆ. Esse paradoxo possui muitos outros nomes e muitas
variac¸o˜es mas a ide´ia central e´ apresentada como se segue.
Um jovem estudante de F´ısica constro´i uma ma´quina do tempo.
Voltando ao passado esse jovem encontra seu avoˆ e este encontro
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acaba modificando as condic¸o˜es necessa´rias para seu nascimento
no futuro. Enta˜o, como e´ que esse jovem vai nascer no futuro
se ele modificou as condic¸o˜es necessa´rias para seu pro´prio nasci-
mento?
Essa possibilidade acaba criando uma contradic¸a˜o lo´gica ja´ que na˜o te-
remos mais uma causa (o encontro do avoˆ e avo´) para o efeito (o jovem).
Por outro lado, essa contradic¸a˜o pode ser evitada se abrirmos ma˜o do li-
vre arb´ıtrio como princ´ıpio ba´sico da nossa filosofia da cieˆncia. Sob essa
condic¸a˜o o jovem ate´ poderia voltar no tempo mas na˜o poderia altera´-lo,
ou poderia altera´-lo de uma maneira consistente de modo que sua existeˆncia
no futuro na˜o fosse afetada. Novikov e colaboradores analisam e discutem
estas possibilidades em [47]. Eles chegam inclusive a enunciar um princ´ıpio
de auto-consisteˆncia que permite a volta no tempo mas pro´ıbe mudanc¸as
no passado de modo que a histo´ria desse universo se repita infinitamente.
Assim, em um universo onde o princ´ıpio de auto-consisteˆncia e´ va´lido, os in-
div´ıduos perdem a liberdade de realizar experimentos livremente, repetindo
as mesmas ac¸o˜es toda vez que retornam no tempo.
Discutiremos, novamente o princ´ıpio de auto-consisteˆncia no cap´ıtulo 10
quando apresentarmos as condic¸o˜es de contorno para o estudo dos modos
quasinormais de um campo escalar em um espac¸o-tempo cilindricamente
sime´trico e estaciona´rio que admite curvas fechadas tipo tempo.
Baseado na contradic¸a˜o lo´gica que o paradoxo do avoˆ apresenta, Hawking
prefere preservar o livre arb´ıtrio e descartar espac¸os-tempos que admitem
curvas fechadas tipo tempo propondo a conjectura da protec¸a˜o cronolo´gica.
Ela apresenta o seguinte enunciado [47, 48]
Conjectura da protec¸a˜o cronolo´gica:
As leis da F´ısica na˜o permitem o aparecimento de curvas fechadas
tipo tempo.
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Embora esta conjectura na˜o tenha sido provada, existem argumentos
tanto cla´ssicos quanto quaˆnticos que a reforc¸am. Um exemplo de resultado a
favor da conjectura, obtido por Hawking [48], mostra que e´ imposs´ıvel criar
uma ma´quina do tempo em uma regia˜o finita do espac¸o-tempo sem violar a
condic¸a˜o de energia nula me´dia. Outro resultado usando campos escalares
quantizados favora´vel a` conjectura foi obtido por Frolov [49]. Ele mostra
que o tensor energia-momentum renormalizado do va´cuo diverge perto de
um horizonte cronolo´gico futuro1. Isso significa que a retroac¸a˜o originada
pelo campo escalar quaˆntico previne a formac¸a˜o de ma´quinas do tempo ou
as destroem criando uma singularidade.
E´ com o apoio desses e de outros resultados que a conjectura da protec¸a˜o
cronolo´gica vai se fortalecendo. Portanto, nossa contribuic¸a˜o poss´ıvel neste
assunto, consiste em apresentar elementos que confirmem ou refutem a con-
jectura.
4.3 Exemplos de violac¸a˜o da causalidade em
Minkowski
Na sec¸a˜o anterior apresentamos algumas dificuldades que sa˜o enfrentadas
quando espac¸os-tempos que admitem curvas fechadas tipo tempo sa˜o aceitos
como soluc¸o˜es fisicamente va´lidas. Para ilustrar algumas dessas discusso˜es
anteriormente apresentadas usaremos o espac¸o-tempo de Minkowski M1+1
(1+1) dimenso˜es, onde identificaremos a coordenada temporal t tal que a
condic¸a˜o (tf = ti) e´ satisfeita. A coordenada x e´ definida no intervalo x ≥ 0.
De modo geral, um espac¸o-tempo que admite curvas fechadas tipo tempo
pode ser divido em regio˜es cronais onde na˜o existem tais curvas e em regio˜es
acronais que permitem tais curvas. Na regia˜o acronal, um evento pode ser
influenciado tanto pelo seu passado quanto pelo seu futuro. Vejamos na
Fig.(4.2) a estrutura causal de um evento P .
1 Horizonte cronolo´gico futuro e´ a superf´ıcie limite que marca o in´ıcio da regia˜o acronal
e o fim da regia˜o cronal do espac¸o-tempo.
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Figura 4.2: Estrutura causal de um evento P em M1+1. A linhas diagonais
representam geode´sicas nulas.
Como vemos, o evento P acontece exatamente quando t = tf = ti o
que implica que Pi = Pf . O futuro causal do evento P , J
+(P ), emerge
de Pi, enquanto seu passado causal J
−(P ) emerge de Pf . Por causa dessa
identificac¸a˜o temporal, um evento localizado na regia˜o onde J+(P ) ∩ J−(P )
pertence tanto ao passado quanto ao futuro do evento P . Pensando a respeito
do paradoxo do avoˆ nesse espac¸o-tempo podemos observar algo interessante.
Vamos dizer que o nascimento do jovem e´ representado pelo evento P = Pi.
Enta˜o o futuro causal do jovem sera´ J+(P ) e seu passado causal J−(P ).
Obviamente, o avoˆ do jovem se encontra no seu passado causal em J−(P )
mas na˜o necessariamente no seu futuro causal. Se o avoˆ estiver na regia˜o
B que na˜o se intercepta com o futuro causal do jovem, pode acontecer deles
na˜o se encontrarem. Isso permitiria que o jovem voltasse ao passado mas na˜o
mudasse as condic¸o˜es necessa´rias para o seu nascimento.
Vejamos agora como se comportam curvas fechadas tipo tempo em um
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espac¸o-tempo onde o princ´ıpio de auto consisteˆncia e´ va´lido. A Fig.(4.3)
representa as situac¸o˜es onde o princ´ıpio e´ aplicado (a) e onde ele na˜o e´ (b).
Figura 4.3: Curvas fechadas tipo tempo em M1+1. A linhas diagonais represen-
tam geode´sicas nulas.
A curva λ1 que cruza o ponto P representa a trajeto´ria de uma part´ıcula
parada. Neste caso, onde vale o princ´ıpio de auto-consisteˆncia, a part´ıcula
volta ao passado e se encontra de maneira consistente pois sua posic¸a˜o final
e´ igual a inicial. Isso implica que a part´ıcula repete uma mesma histo´ria um
nu´mero infinito de vezes. A curva λ2 representa uma part´ıcula que realiza um
movimento oscilato´rio. Ela tambe´m satisfaz o princ´ıpio de auto-consisteˆncia
retornando a` sua posic¸a˜o inicial. Ja´ a curva λ3 se comporta de maneira
distinta das anteriores. Ela viola o principio de auto-consistencia uma vez
que sua posic¸a˜o final R e´ distinta da posic¸a˜o inicial Q. Neste caso, a part´ıcula
pode modificar sua histo´ria passada.
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Como vemos, o princ´ıpio de auto-consisteˆncia elimina o paradoxo do avoˆ
mas limita o movimento de part´ıculas.
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Cap´ıtulo 5
Descric¸a˜o dos espac¸os-tempos
estudados
Como vimos, as primeiras soluc¸o˜es das equac¸o˜es de Einstein onde curvas
fechadas tipo tempo sa˜o permitidas foram obtidas por Van Stockum [2] e
Goedel [3]. Estas duas soluc¸o˜es e algumas outras que citamos anteriormente
sa˜o apresentadas no Apeˆndice A. Se levarmos em conta apenas o conteu´do
material necessa´rio a` formac¸a˜o de tais espac¸os-tempos, parece-nos que os
exemplos citados acima confirmam a possibilidade da existeˆncia e construc¸a˜o
de uma ma´quina do tempo. Contudo ainda nos resta responder algumas
questo˜es importantes sobre esse assunto. Exploraremos duas dessas questo˜es
neste trabalho:
1. Estes espac¸os-tempos sa˜o esta´veis quando submetidos a` uma perturba-
c¸a˜o em sua geometria?
2. Esta regia˜o que permite curvas fechadas tipo-tempo e´ acess´ıvel, ou seja,
part´ıculas materiais podem adentrar ou escapar desta regia˜o?
Na tentativa de responder estas duas questo˜es escolhemos um conjunto de
espac¸os-tempos com curvas fechadas tipo tempo que nos parece significativo
o bastante.
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Sa˜o eles,
• o Cilindro co´smico esta´tico,
• a Corda co´smica esta´tica,
• a Corda co´smica em rotac¸a˜o e
• o Cilindro co´smico em rotac¸a˜o com
soluc¸a˜o interior tipo “vaso de flor”e
soluc¸a˜o interior tipo “caneta esferogra´fica”.
Como pode-se observar, todos eles possuem simetria cil´ındrica e sa˜o majo-
ritariamente estaciona´rios. Para fixarmos a nomenclatura utilizada ao longo
deste trabalho chamaremos de cilindro co´smico todo espac¸o-tempo que pos-
sui uma regia˜o interna limitada, preenchida com algum conteu´do material,
cuja fronteira repousa em rs e se estende infinitamente ao longo da direc¸a˜o z.
Chamaremos de corda co´smica o espac¸o-tempo que preserva todas as carac-
ter´ısticas do cilindro co´smico descritas anteriormente exceto pelos fatos de
que neste caso, todo conteu´do material se concentra na origem e a fronteira
da corda localiza-se em rs = 0. A Fig.(5.1) mostra a distribuic¸a˜o de mate´ria
dos espac¸os-tempos que estudaremos.
A corda co´smica esta´tica e a corda em rotac¸a˜o sa˜o representadas pela
Fig.(5.1-a), o cilindro em rotac¸a˜o com interior do tipo “vaso de flor”pela
Fig.(5.1-b) e o cilindro esta´tico e o cilindro em rotac¸a˜o com interior do tipo
“caneta esferogra´fica”, pela Fig.(5.1-c). A nomenclatura adotada para os
tipos de interiores dos cilindros em rotac¸a˜o fica clara quando observamos
a projec¸a˜o da superf´ıcie (t = constante, z = constante) dessas soluc¸o˜es na
Fig.(5.3). O cilindro esta´tico e a corda co´smica esta´tica foram as primeiras
soluc¸o˜es a serem estudadas pela simplicidade e pela possibilidade de obter-
mos soluc¸o˜es exatas das equac¸o˜es de propagac¸a˜o de campos e das geode´sicas.
Apesar da simplicidade da me´trica muito se pode aprender com elas. O cilin-
dro e a corda co´smica em rotac¸a˜o sa˜o os primeiros espac¸os-tempos estudados
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Figura 5.1: Representac¸a˜o dos espac¸os-tempos: (a) Corda co´smica, (b) cilindro
co´smico: casca cil´ındrica, (c) cilindro co´smico: cilindro de mate´ria. A coordenada
t foi suprimida nesta projec¸a˜o.
onde aparecem curvas fechadas tipo tempo. Apesar da rotac¸a˜o, eles possuem
me´tricas bem simples, fornecendo uma grande quantidade de informac¸a˜o so-
bre como se comportam campos e part´ıculas em espac¸os-tempos com curvas
fechadas tipo tempo. A seguir descreveremos as principais propriedades des-
ses espac¸os-tempos que sera˜o analisados neste trabalho.
5.1 Cilindro co´smico esta´tico
A soluc¸a˜o para um cilindro co´smico esta´tico foi obtida primeiramente por
Gott III [50] e logo em seguida por Hiscock [51].
A descric¸a˜o deste espac¸o-tempo se resume a duas soluc¸o˜es das equac¸o˜es
de Einstein que se conectam suavemente na fronteira do cilindro. A soluc¸a˜o
interior descreve a curvatura exercida pelo conteu´do de mate´ria do cilindro
e a soluc¸a˜o exterior descreve como o cilindro curva o espac¸o vazio ao seu
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redor. O conteu´do de mate´ria sera´ disposto de forma cil´ındrica ao longo da
coordenada z com uma pressa˜o longitudinal dada por pz = −ρ. Portanto, o
tensor energia-momentum que descreve essa distribuic¸a˜o de mate´ria sera´
T zz = T
t
t = −
1
8πr¯20
. (5.1)
Isso implica que a densidade de energia do cilindro sera´ ρ = 1
8πr¯2
0
. A me´trica
que descreve a regia˜o interior sera´
ds2 = −dt2 + dr2 + dz2 + r¯20 sin(r/r¯0)2dφ2 , (5.2)
onde os intervalos das coordenadas sa˜o −∞ < t < ∞, 0 < r < r¯0θM ,
0 ≤ φ ≤ 2π, e −∞ < z < ∞. As constantes r¯0 e θM sera˜o relacionadas
aos paraˆmetros da soluc¸a˜o exterior. A me´trica que descreve a regia˜o exterior
sera´
ds2 = −dt2 + dr2 + dz2 + (1− 4µ)2r2dφ2 , (5.3)
onde µ = 1
4
(1 − cos(θM)) e´ a densidade linear de massa do cilindro. Nesta
regia˜o os intervalos das coordenadas sa˜o −∞ < t <∞, 0 ≤ φ ≤ 2π, rb < r <
∞ e −∞ < z < ∞. Veremos a seguir que o raio do cilindro rb no sistema
de coordenadas exterior tem um valor diferente daquele mostrado no sistema
de coordenadas interior, ou seja, (r¯0θM 6= rb) na fronteira do cilindro. Isso
ocorre devido a` imposic¸a˜o de que a circunfereˆncia descrita pela superfic´ıe do
cilindro deve ser igual nos dois sistemas de coordenadas. Os valores de rb
dependem, portanto, desta condic¸a˜o e sa˜o classificados de acordo com o valor
da densidade linear de massa.
Se 0 ≤ µ < 1
4
, e θM <
π
2
enta˜o a continuidade das componentes da me´trica
na fronteira imposta pelas condic¸o˜es de junc¸a˜o resulta no valor do raio do
cilindro rb =
r¯0 sin(θM )
(1−4µ) . Neste caso, a me´trica interior se comporta como uma
casca menor que um hemisfe´rio. Ela e´ ligada a` metrica exterior em r = rb que
neste caso representa um cone de aˆngulo de de´ficit ∆φ = 8πµ. A condic¸a˜o
imposta sobre θM acaba vinculando ρ ao tamanho do cilindro. Escrevendo,
de outro modo, temos
θM =
rs
r¯0
= rs
√
ρ8π <
π
2
, (5.4)
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onde rs e´ o raio do cilindro no sistema de coordenadas exterior. Portanto,
na˜o podemos ter um cilindro de raio rs com qualquer valor de densidade de
energia pois a relac¸a˜o (5.4) deve ser preservada.
Gott ainda analisa os casos quando o paraˆmetro µ assume os valores
1
4
≤ µ ≤ 1
2
. Nestes casos, o comportamento da coordenada radial e da
topologia da regia˜o exterior sa˜o alterados. Embora tenham caracter´ısticas
peculiares na˜o os abordaremos aqui.
5.2 Corda co´smica esta´tica
A soluc¸a˜o da corda co´smica foi primeiramente obtida por Vilenkin [52] como
uma soluc¸a˜o aproximada das equac¸o˜es de Einstein no limite de campo fraco
para uma distribuic¸a˜o singular de mate´ria representada pelo tensor energia-
momentum
T tt = T
z
z = −µδ(x)δ(y) . (5.5)
Nesta soluc¸a˜o o conteu´do material da corda se concentra em r = 0 e a densi-
dade de energia µ e´ compensada por uma pressa˜o p na direc¸a˜o z satisfazendo
a equac¸a˜o de estado p = −µ. A me´trica que descreve a soluc¸a˜o resultante,
escrita em coordenadas cil´ındricas, e´
ds2 = −dt2 + dr2 + dz2 + (1− 8µ)r2dφ2 . (5.6)
Contudo, esta me´trica e´ va´lida apenas em primeira ordem de aproximac¸a˜o ja´
que a grandes distaˆncias o limite de campo fraco e´ violado. A soluc¸a˜o exata
para a corda co´smica foi obtida por Hiscock [51] como um caso limite do
cilindro co´smico esta´tico quando rb → 0 mantendo µ constante. Neste caso
a me´trica da corda sera´
ds2 = −dt2 + dr2 + dz2 + (1− 4µ)2r2dφ2 . (5.7)
Os intervalos das coordenadas sera˜o −∞ < t <∞, 0 < r <∞, 0 ≤ φ ≤ 2π,
e −∞ < z < ∞. Vemos que, para pequenos valores de µ, a me´trica (5.7)
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recupera o resultado apresentado por Vilenkin. Um aspecto importante que
a me´trica (5.7) nos apresenta e´ que a corda na˜o deforma o espac¸o-tempo ao
seu redor, apenas muda sua topologia.
Observando-a vemos que ela se parece com a me´trica de Minkowski em co-
ordenadas cil´ındricas, entretanto, por causa do fator (1−4µ) na componente
gφφ, a identificac¸a˜o entre os pontos 0 e (1− 4µ)2π da coordenada angular φ
acabam introduzindo um recorte no disco unita´rio, gerando um espac¸o-tempo
em forma de cone. A representac¸a˜o desse recorte pode ser vista na Fig.(5.2).
Figura 5.2: Disco unita´rio (esquerda). Disco recortado com identificac¸a˜o entre 0
e (1 − 4µ)2pi (centro). Cone formado pelo plano (r, φ) resultado da identificac¸a˜o
(direita).
A diferenc¸a entre 2π e o aˆngulo de identificac¸a˜o e´ dada pelo aˆngulo de
deficit
∆φ = 8πµ . (5.8)
A presenc¸a desse aˆngulo de deficit foi usada por Gott [50] no estudo de len-
tes gravitacionais. Esse mesmo comportamento para a coordenada φ estara´
presente em todos os outros espac¸os-tempos estudados aqui.
Usaremos a soluc¸a˜o exata para a corda co´smica esta´tica em nossos ca´lculos
ao longo da tese.
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5.3 Corda co´smica em rotac¸a˜o
A corda co´smica em rotac¸a˜o foi obtida por Deser e Jackiw [6]. Ela se estende
ao longo do eixo z. Sua massa por unidade de comprimento e´ µ e seu spin
intr´ınseco por unidade de comprimento e´ J . A secc¸a˜o-transversal da linha
e´ desprezivel, de modo que a densidade de massa e´ proporcional a` func¸a˜o
espacial δ bidimensional, enquanto a densidade do spin e´ mais singular, sendo
dada por uma densidade de momentum proporcional a` derivada de δ. Esta
soluc¸a˜o na˜o tem me´trica interna ja´ que a densidade de massa so´ e´ definida
em r = 0. Portanto, a me´trica da corda co´smica em rotac¸a˜o e´
ds2 = −dt2 + dr2 + dz2 − 8Jdφdt+ [(1− 4µ)2r2 − 16J2] dφ2 , (5.9)
onde fizemos G = c = 1. Os intervalos das coordenadas sa˜o os mesmos
apresentados para a corda co´smica esta´tica.
Se observarmos a componente gφφ veremos que para
r <
4|J |
1− 4µ , (5.10)
a me´trica admite curvas fechadas tipo tempo.
Como na corda esta´tica, essa me´trica pode ser escrita localmente como
Minkowski atrave´s da transformac¸a˜o de coordenadas
t˜ = t + 4Jφ , φ˜ = (1− 4µ)φ . (5.11)
Todavia, isso tambe´m introduz um aˆngulo de de´ficit de (1 − 4µ)2π em
φ˜. Ale´m disto, a coordenada t˜, ao inve´s de se comportar de modo suave
e linear, da´ saltos de 8πJ sempre que a corda e´ circundada. O aˆngulo de
de´ficit transforma a secc¸a˜o espacial do espac¸o-tempo em um cone que depende
de µ enquanto a estrutura helicoidal do tempo que depende de J gera as
curvas fechadas tipo tempo. Apesar da simplicidade da me´trica essa soluc¸a˜o
e´ muito rica tendo muitas propriedades interessantes que sera˜o mencionadas
nos pro´ximos cap´ıtulos.
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5.4 Cilindro co´smico em rotac¸a˜o
A soluc¸a˜o do cilindro co´smico em rotac¸a˜o foi obtida por Jensen e Soleng [5]
e difere da soluc¸a˜o da corda em rotac¸a˜o pois ela apresenta soluc¸o˜es internas.
Enquanto a regia˜o interior permite duas soluc¸o˜es distintas, a regia˜o exterior
e´ descrita apenas por uma u´nica soluc¸a˜o.
A soluc¸a˜o externa se assemelha bastante a` soluc¸a˜o externa da corda co´smi-
ca, sendo dada pela me´trica
ds2 = −dt2 + dr2 + dz2 − 8Jdφdt+ [(1− 4µ)2(r + r0)2 − 16J2] dφ2 , (5.12)
onde µ e´ a densidade linear de massa do cilindro e J e´ o momento angular por
unidade de comprimento. A constante r0 determina a origem da coordenada
radial exterior. Para este espac¸o-tempo, a condic¸a˜o de existeˆncia de curvas
fechadas tipo tempo e´
r + r0 < ±
√
16J2
(1− 4µ) . (5.13)
Vemos, portanto, que esta condic¸a˜o sera´ satisfeita dependendo do valor da
constante r0. Este aspecto sera´ discutido no pro´ximo cap´ıtulo.
A primeira soluc¸a˜o interior chamaremos, como no artigo original, de
soluc¸a˜o tipo “vaso de flor”. Este nome e´ devido ao formato da projec¸a˜o
da superf´ıcie (t = constante, z = constante) da soluc¸a˜o. Essa projec¸a˜o e´
apresentada na Fig.(5.3-a). A soluc¸a˜o “vaso de flor”descreve uma casca infi-
nitamente fina em rotac¸a˜o e sua me´trica tem a forma
ds2 = −
[
1 +
16J2
r4s
(r2s − r2)
]
dt2 − 8Jr
2
r2s
dφdt+ r2dφ2 + dr2 + dz2 ,(5.14)
onde rs descreve o raio onde as duas soluc¸o˜es sa˜o conectadas suavemente.
Neste caso o raio rs se relaciona com r0 da me´trica exterior da forma
r0 = ±
√
r2s + 16J
2
(1− 4µ)2 − rs . (5.15)
Inspecionando a componente gφφ desta soluc¸a˜o interna observamos que curvas
fechadas tipo tempo na˜o sa˜o permitidas no interior da casca cil´ındrica.
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Figura 5.3: Projec¸a˜o bidimensional das me´tricas interiores: (a) me´trica tipo “vaso
de flor”, (b) me´trica tipo “caneta esferogra´fica”.
A segunda soluc¸a˜o interna chamaremos de soluc¸a˜o tipo “caneta esfe-
rogra´fica”. Se observarmos a Fig.(5.3-b) fica evidente a raza˜o de tal nome.
A soluc¸a˜o “caneta esferogra´fica”descreve um cilindro em rotac¸a˜o preenchido
com um conteu´do de material cuja densidade de energia e´ dada por
8πρ = λ+ Ω2 , Ω = α˜λ(rs − r) , (5.16)
onde α˜ ≤ 1 e´ uma constante relacionada ao momento angular por unidade
de comprimento J que podemos ajustar para termos ou na˜o curvas fechadas
tipo tempo nesta soluc¸a˜o interior. Estas constantes apresentam relac¸o˜es da
forma
µ =
1− cos(√λrs)
4
,
J =
α˜
2
(
rs − sin(
√
λrs)√
λ
)
. (5.17)
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Portanto, o elemento de linha desta segunda soluc¸a˜o e´
ds2 = −dt2 − 2Mdφdt+
(
sin2(
√
λr)
λ
−M2
)
dφ2 + dr2 + dz2 , (5.18)
M = 2α˜
[
(r − rs) cos(
√
λr)− sin(
√
λr)√
λ
+ rs
]
.
Neste caso, rs se relaciona com r0 da me´trica exterior como
r0 =
[
±
√
1− (1− 4µ)2
(1− 4µ) arccos (1− 4µ) − 1
]
rs . (5.19)
Aparentemente, a raiz negativa da Eq.(5.19) foi ignorada por Jensen, contudo
ela sera´ importante para nossa ana´lise causal que vem a seguir.
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Cap´ıtulo 6
Ana´lise da regia˜o na˜o-causal
Ate´ o presente momento, temos discutido somente propriedades gerais dos
espac¸os-tempos descritos no cap´ıtulo anterior. Neste cap´ıtulo, apresentare-
mos o primeiro argumento que usaremos para defender nossa tese sobre a
estabilidade de ma´quinas do tempo. Este primeiro argumento se relaciona
com a existeˆncia de um paraˆmetro da soluc¸a˜o capaz de controlar a presenc¸a
de curvas fechadas tipo tempo e e´ resultado de uma ana´lise mais detalhada
da regia˜o do espac¸o-tempo que permite a existeˆncia de curvas fechadas tipo
tempo. A essa regia˜o demos o nome de regia˜o na˜o-causal. No caso dos
cilindros em rotac¸a˜o essa regia˜o e´ limitada por duas superf´ıcies tipo luz lo-
calizadas em r±nc. No caso da corda em rotac¸a˜o essa regia˜o compreende o
intervalo 0 < r ≤ r+nc. Esses dois casos podem ser observados na Fig.(6.1).
A maior parte dos espac¸os-tempos aqui estudados podem ser divididos
entre uma regia˜o causal, onde a noc¸a˜o de tempo e´ bem definida, e uma
regia˜o na˜o-causal onde essa noc¸a˜o e´ perdida ou alterada. Nos casos aqui
estudados essas regio˜es sa˜o cascas cil´ındricas infinitamente longas, como foi
mostrado na Fig.(6.1). A existeˆncia e a extensa˜o desta regia˜o dependera´ do
conjunto de paraˆmetros do espac¸o-tempo.
A presenc¸a de curvas fechadas tipo tempo em um espac¸o-tempo pode ser
verificada atrave´s da ana´lise da sua componente gφφ. Se existir algum lugar
no espac¸o-tempo onde gφφ < 0 para algum conjunto de paraˆmetros va´lidos,
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Figura 6.1: Formatos da regia˜o na˜o-causal: Na corda 0 < r ≤ rnc (esquerda) e
nos cilindros r−nc ≤ r ≤ r+nc (direita).
enta˜o esse espac¸o-tempo admite curvas fechadas tipo tempo.
Analisando a componente gφφ tanto do cilindro co´smico esta´tico quanto
da corda esta´tica vemos que ambas sa˜o positivas definidas. Desta forma,
os casos esta´ticos, podem ser declarados causalmente bem comportados, ou
seja, nenhuma curva fechadas tipo tempo e´ poss´ıvel nesses espac¸os-tempos.
Os espac¸os-tempos que possuem rotac¸a˜o devem ser analisados caso a caso
pois apresentam particularidades relacionadas a` soluc¸a˜o interior que os des-
creve.
Repetindo o processo de ana´lise para a corda co´smica em rotac¸a˜o vemos
que ela admite uma regia˜o na˜o-causal se
rnc <
√
16J2
(1− 4µ) . (6.1)
Portanto, a regia˜o na˜o-causal compreende o intervalo 0 < r ≤ rnc. A su-
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perf´ıcie localizada em rnc e´ tipo-luz. A extensa˜o dessa regia˜o e´ arbitra´ria,
dependendo apenas das constantes µ e J . Na Fig.(6.2) podemos observar
como essas constantes mudam a extensa˜o da regia˜o na˜o-causal. A a´rea em
cinza entre a origem e cada uma das curvas em preto representa a regia˜o
na˜o-causal para cada par (µ, J).
Para esse espac¸o-tempo, nenhuma restric¸a˜o e´ imposta aos valores de J .
Ja´ para densidade linear de massa impomos que µ < 1/4 para que o aˆngulo
de de´ficit permanec¸a positivo.
Os dois outros casos dos cilindros co´smicos em rotac¸a˜o sa˜o mais complexos
que a corda co´smica em rotac¸a˜o. Daqui para frente, manteremos a regia˜o
interior de ambos os cilindros livre de curvas fechadas tipo tempo restringindo
o espac¸o de paraˆmetros. Essa imposic¸a˜o e´ necessa´ria pois queremos que
a fonte material da ma´quina do tempo seja causalmente bem comportada.
Portanto permitiremos a presenc¸a de curvas fechadas tipo tempo apenas na
regia˜o exterior dos cilindros.
No caso do cilindro com interior tipo “vaso de flor”a componente gφφ e´
positiva definida. Portanto, a regia˜o interior e´ livre de curvas fechadas tipo
tempo. No exterior deste cilindro, a regia˜o na˜o-causal se localiza entre os
dois valores limites dados por
r−nc < r < r
+
nc ,
(
−
√
16J2
(1− 4µ) − r0
)
< r <
( √
16J2
(1− 4µ) − r0
)
, (6.2)
onde a constante r0 pode ser escolhida entre dois valores
r0 = r
±
0 = ±
√
r2s + 16J
2
(1− 4µ)2 − rs . (6.3)
A Fig.(6.2) mostra o comportamento da regia˜o na˜o-causal para o cilindro
co´smico em rotac¸a˜o com interior do tipo “vaso de flor”para os conjunto de
paraˆmetros (J = 1, µ = 1.0× 10−2). Inspecionando a Eq.(6.2) vemos que se
|r0| for grande o bastante r+nc < rs, o que nos permite concluir que a regia˜o
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Figura 6.2: Componente gφφ da corda co´smica em rotac¸a˜o para diferentes valores
de J e µ (acima). Componente gφφ da regia˜o interior e exterior do cilindro em
rotac¸a˜o co, interior do tipo “vaso de flor”para r+0 e r
−
0 satisfazendo (6.2) com
rs = 5 (abaixo).
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na˜o-causal e´ coberta pelo interior do cilindro, ou seja, tal regia˜o na˜o existe.
Portanto, o valor de r0 tambe´m e´ um fator importante para a existeˆncia da
regia˜o na˜o-causal. Para ilustrar a importaˆncia de r0, no aparecimento da
regia˜o na˜o-causal, mostramos na Fig.(6.3) a posic¸a˜o das superf´ıcies limites
r±nc para o cilindro co´smico em rotac¸a˜o com interior do tipo “vaso de flor”com
rs = 5.
Quando a constante r+0 e´ escolhida em (6.3), observamos que as superf´ıcies
limite da regia˜o na˜o-causal r±nc sempre se localizam antes de rs. Para essa
escolha, o exterior do cilindro em rotac¸a˜o na˜o admite curvas fechadas tipo
tempo, isto e´, ele e´ causalmente bem comportado. Por outro lado, quando
escolhemos r−0 as superf´ıcies limite da regia˜o na˜o-causal sempre se localizam
depois da fronteira do cilindro, ou seja, r±nc > rs permitindo assim a exis-
teˆncia de curvas fechadas tipo tempo no exterior do cilindro. Desta forma,
concluimos que a escolha do paraˆmetro r0 dita a presenc¸a de curvas fechadas
tipo tempo nesse espac¸o-tempo. Esta conclusa˜o independe do valor de rs.
Neste caso, nenhuma imposic¸a˜o e´ necessa´ria para J mas ainda impomos que
µ < 1/4.
No caso do cilindro em rotac¸a˜o com o interior do tipo “caneta esfero-
gra´fica”tanto a regia˜o interior quanto a regia˜o exterior permitem a existeˆncia
de curvas fechadas tipo tempo. Por causa do nu´mero de paraˆmetros livres
desta soluc¸a˜o, uma ana´lise geral e´ mais complicada. Assim, cada conjunto
de paraˆmetros deve ser analisado independentemente. Contudo, algumas res-
tric¸o˜es ao conjunto de paraˆmetros podem ser impostas de forma a restringir
o espac¸o de paraˆmetros e tornar nossa ana´lise causal mais geral.
Sa˜o elas:
• Preservar a regia˜o interior de curvas fechadas tipo tempo verificando
se os paraˆmetros escolhido manteˆm a componente gφφ interior positiva
definida.
• A densidade linear de massa deve ser satisfazer a relac¸a˜o µ < 1/4 e λ
deve respeitar
√
λrs < π/2.
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Figura 6.3: Posic¸a˜o das superf´ıcies limite da regia˜o na˜o-causal r±nc para o cilindro
em rotac¸a˜o com interior do tipo “vaso de flor”. O raio r+nc e´ mostrado nos gra´ficos
acima e r−nc nos gra´ficos abaixo. Os gra´ficos da esquerda representam a escolha de
r+0 e os da direita r
−
0 na condic¸a˜o (6.3). A superf´ıcie escura indica a posic¸a˜o de
rs e a superf´ıcie cinza indica a posic¸a˜o das superf´ıcies limite da regia˜o na˜o-causal.
A flecha preta mostra a posic¸a˜o das superf´ıcies limite da regia˜o na˜o-causal para
µ = 1.0 × 10−2 e J = 1.
A segunda restric¸a˜o esta´ relacionada ao comportamento da coordenada
radial no exterior soluc¸a˜o do cilindro em rotac¸a˜o. Uma restric¸a˜o semelhante,
55
θM < π/2, foi discutida para a soluc¸a˜o do cilindro esta´tico.
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Figura 6.4: Componente gφφ da regia˜o interior e exterior do cilindro em
rotac¸a˜o com interior do tipo “caneta esferogra´fica”para r+0 e r
−
0 satisfazendo
(6.4) com (rs = 1, α˜ = 0.2, λ = 1.0 × 10−3) (acima). Detalhes da regia˜o
na˜o-causal (abaixo).
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A estrutura causal desse espac¸o-tempo dependera´ do ajuste das treˆs cons-
tantes rs, λ e α˜ que devem ser escolhidas adequadamente segundo as res-
tric¸o˜es declaradas anteriormente. Na Fig.(6.4) mostramos um exemplo do
comportamento da componente gφφ na regia˜o interior e exterior do cilindro
co´smico em rotac¸a˜o com interior do tipo “caneta esferogra´fica”.
Estabelec¸amos enta˜o a condic¸a˜o para existeˆncia de curvas fechadas tipo
tempo no exterior desse espac¸o-tempo analisando a componente gφφ do ex-
terior do cilindro com interior do tipo “caneta esferogra´fica”.
Neste caso, a condic¸a˜o para a presenc¸a de uma regia˜o na˜o-causal tambe´m
dependera´ de r0. A regia˜o na˜o-causal se estendera´ por todo o intervalo
r−nc < r < r
+
nc ,
(
−
√
16J2
(1 − 4µ) − r0
)
< r <
(
−
√
16J2
(1 − 4µ) − r0
)
, (6.4)
onde o paraˆmetro r0 pode assumir dois valores,
r0 = r
±
0 = ±
√
1− (1− 4µ)2 rs
(1 − 4µ) arccos(1− 4µ) − rs . (6.5)
As superf´ıcies limite da regia˜o na˜o-causal localizadas em r±nc sa˜o do tipo
luz. Novamente a constante r0 assume um papel importante na ana´lise das
curvas fechadas tipo tempo. Vejamos a seguir um exemplo que captura a
esseˆncia dos argumentos desenvolvido aqui. Para tal, escolhemos o conjunto
de paraˆmetros (λ = 1.0 × 10−3, α˜ = 0.2, rs = 1) que manteˆm a compo-
nente gφφ interior positiva definida. Na Fig.(6.5) mostramos a posic¸a˜o das
superf´ıcies limite da regia˜o na˜o-causal r±nc para o cilindro co´smico em rotac¸a˜o
com interior do tipo “caneta esferogra´fica”. Nosso conjunto sera´ representado
no gra´fico por uma flecha preta.
Quando escolhemos a constante r+0 na condic¸a˜o (6.5), vemos que a posic¸a˜o
da superf´ıcie limite depende dos valores de λ e α˜. Se λ e α˜ forem grande o
bastante teremos a presenc¸a de curvas fechadas tipo tempo na regia˜o exte-
rior. Contudo, neste caso tambe´m teremos curvas fechadas tipo tempo na
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Figura 6.5: Posic¸a˜o das superf´ıcies limite da regia˜o na˜o-causal rnc para o cilindro
em rotac¸a˜o com interior do tipo “caneta esferogra´fica”. O raio r+nc e´ mostrado
na parte superior e r−nc na parte inferior. Os gra´ficos da esquerda representam a
escolha de r+0 e os da direita r
−
0 na condic¸a˜o (6.5). A superf´ıcie escura indica a
posic¸a˜o de rs e a superf´ıcie cinza indica a posic¸a˜o das superf´ıcies limite da regia˜o
na˜o-causal. A flecha preta indica a posic¸a˜o das superf´ıcies limite da regia˜o na˜o-
causal para (rs = 1, λ = 1.0 × 10−3, α˜ = 0.2).
regia˜o interior e dessa forma violaremos uma das restric¸o˜es impostas. Por-
tanto, podemos variar os valores de λ e α˜ somente ate´ o ponto onde as curvas
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fechadas tipo tempo sa˜o ausentes no interior da soluc¸a˜o. O exemplo apresen-
tado, onde λ = 10−3, rs = 1 e α˜ = 0.2 satisfaz as restric¸o˜es impostas a` regia˜o
interior. Neste caso, as superf´ıcies limite da regia˜o na˜o-causal r±nc sa˜o sempre
menores que rs, ou seja, ele na˜o apresenta curvas fechadas tipo tempo na
regia˜o exterior.
Se escolhermos a constante r−0 na condic¸a˜o (6.5), vemos que a posic¸a˜o da
superf´ıcie limite da regia˜o na˜o-causal na regia˜o exterior tambe´m depende de
λ e α˜. Novamente, a regia˜o interior sera´ livre de curvas fechadas tipo tempo
se λ e α˜ na˜o forem muito grande. Todavia, neste caso, as superf´ıcies da regia˜o
na˜o-causal r±nc esta˜o localizadas sempre depois de rs. Portanto, escolher a
constante r−0 implica em permitir a presenc¸a de curvas fechadas tipo tempo
no exterior do espac¸o-tempo.
Mais uma vez observamos que os paraˆmetros r±0 foram cruciais para o
controle da presenc¸a de uma regia˜o na˜o-causal no espac¸o-tempo.
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Cap´ıtulo 7
Geode´sicas
Neste cap´ıtulo exploraremos as o´rbitas de part´ıculas movimentando-se nos
espac¸os-tempos estudados. Discutiremos as condic¸o˜es para a existeˆncia de
geode´sicas fechadas tipo tempo circulares.
Apo´s a apresentac¸a˜o das principais caracter´ısticas dos espac¸os-tempos que
estudaremos devemos nos concentrar em obter informac¸o˜es adicionais sobre
a dinaˆmica de part´ıculas.
Focaremos nossa atenc¸a˜o apenas na dinaˆmica de part´ıculas no exterior dos
espac¸os-tempos apresentados. Realizando esse estudo de maneira unificada,
analisaremos apenas o exterior do cilindro co´smico em rotac¸a˜o, pois todos
os outros sa˜o casos particulares desse u´ltimo. Quando necessa´rio, discusso˜es
complementares sera˜o apresentadas. Nos casos dos espac¸os-tempos apresen-
tados no cap´ıtulo 5 essas equac¸o˜es de movimento sa˜o resolvidas exatamente
em termos de um paraˆmetro afim τ . Para demonstrar essa afirmac¸a˜o resol-
veremos as equac¸o˜es de movimento de part´ıculas apresentadas no cap´ıtulo
2 para a me´trica da regia˜o exterior do cilindro co´smico em rotac¸a˜o e discu-
tiremos suas respectivas dinaˆmicas. Desenvolvendo as Eqs.(2.15, 2.16, 2.17,
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2.18) para a me´trica (5.12) temos
φ˙ =
ℓ+ 4JE
α2(r + r0)2
, (7.1)
t˙ = E +
4J (ℓ+ 4JE)
α2(r + r0)2
, (7.2)
z˙ = pz , (7.3)
r˙2 = E2 − ǫ− p2z −
(ℓ+ 4JE)2
α2(r + r0)2
. (7.4)
Aqui, as constantes de integrac¸a˜o ℓ e E na˜o sera˜o identificadas, em princ´ıpio,
com momento angular e energia de uma part´ıcula massiva ou de um fo´ton
pois a estrutura assinto´tica do espac¸o-tempo na˜o e´ plana devido a presenc¸a do
termo gφt. No caso da part´ıcula massiva devemos normalizar estas constantes
pela massa de repouso mp da part´ıcula. Escolhemos mp = 1 pois tal escolha
na˜o reduz a generalidade da ana´lise.
Para encontrarmos as soluc¸o˜es exatas das equac¸o˜es acima enunciadas in-
tegramos a Eq.(7.4) em func¸a˜o do paraˆmetro afim τ∫
dr√
E2 − ǫ− p2z − (ℓ+4JE)
2
α2(r+r0)2
= ±
∫
dτ , (7.5)
resultando em
τ = ±
√(
E2 − E¯2) (r + r0)2 − (ℓ+ 4JE)2
α2
+ C1 , (7.6)
onde fizemos a substituic¸a˜o E¯2 = ǫ + p2z. Invertendo a Eq.(7.6) obtemos a
func¸a˜o r = r(τ)
(r + r0)
2 =
α2
(
E2 − E¯2)2 (τ − C1)2 + (ℓ+ 4JE)2
α2
(
E2 − E¯2) , (7.7)
r(τ) = ±
√√√√α2 (E2 − E¯2)2 (τ − C1)2 + (ℓ + 4JE)2
α2
(
E2 − E¯2) − r0 . (7.8)
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A seguir, substituindo a Eq.(7.7) na Eq.(7.1) temos
dφ
dτ
=
(ℓ+ 4JE)
(
E2 − E¯2)
α2
(
E2 − E¯2)2 (τ − C1)2 + (ℓ+ 4JE)2 . (7.9)
Integrando agora a Eq.(7.9) temos a func¸a˜o φ = φ(τ)
φ(τ) =
1
α
arctan
(
α
(
E2 − E¯2) (τ − C1)
ℓ+ 4JE
)
+ C2 . (7.10)
Repetindo o mesmo processo para a Eq.(7.2) teremos a func¸a˜o t = t(τ)
t(τ) = τE − 4J
α
arctan
(
α
(
E2 − E¯2) (τ − C1)
ℓ+ 4JE
)
+ C3 . (7.11)
No caso da Eq.(7.3) o resultado e´
z(τ) = τ pz + C4 . (7.12)
As constantes C1, C2, C3, C4 sa˜o definidas pelas condic¸o˜es iniciais. Essas sa˜o
as equac¸o˜es que descrevem as coordenadas (t, φ, r, z) em func¸a˜o do paraˆmetro
afim τ .
Voltando nossa atenc¸a˜o novamente para a Eq.(7.4) percebemos que o
comportamento da velocidade radial e´ praticamente o mesmo para part´ıculas
massivas e fo´tons.
Iniciaremos nossa ana´lise do comportamento de fo´tons e part´ıculas mas-
sivas nesse espac¸o-tempo fazendo uma redefinic¸a˜o das equac¸o˜es movimento.
Elas sera˜o reescritas como
φ˙ = E
(
L+ 4J
α2(r + r0)2
)
, (7.13)
t˙ = E
(
1 +
4J (L+ 4J)
α2(r + r0)2
)
, (7.14)
z˙ = E P¯ , (7.15)
r˙2 = E2
(
1− P¯ 2 − ǫ
E2
− (L+ 4J)
2
α2(r + r0)2
)
, (7.16)
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onde as constantes L e P¯ sa˜o definidas como
L =
ℓ
E
, P¯ =
pz
E
. (7.17)
Inspecionando as Eqs.(7.13,7.14,7.15,7.16) vemos que as caracter´ısticas das
o´rbitas va˜o depender do valor da constante (L+ 4J). Por isso, separaremos
os tipos o´rbitas em treˆs regimes distintos:
• (L+ 4J) = 0 o´rbitas radiais,
• (L+ 4J) > 0 o´rbitas diretas,
• (L+ 4J) < 0 o´rbitas retro´gradas.
Discutiremos cada caso separadamente prestando especial atenc¸a˜o a`s geo-
de´sicas nula e sua relac¸a˜o com a estrutura causal do espac¸o-tempo analisado.
7.1 O´rbitas radiais (L + 4J) = 0
Como sabemos, o estudo de geode´sicas nulas (ǫ = 0) radiais em um espac¸o-
tempo pode nos revelar muitos aspectos da sua estrutura causal. No caso do
cilindro em rotac¸a˜o, a condic¸a˜o necessa´ria para existeˆncia de o´rbitas radiais
pode ser obtida atrave´s da Eq.(7.13) fazendo
(L+ 4J) = 0 =⇒ φ˙ = 0 . (7.18)
Impondo a condic¸a˜o (7.18) a`s outras equac¸o˜es de movimento resulta no con-
junto
t˙ = E , (7.19)
z˙ = E P¯ , (7.20)
r˙2 = E2
(
1− P¯ 2) . (7.21)
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Vejamos enta˜o quais os tipos de o´rbitas radiais que os fo´tons podem realizar.
Se escolhermos P¯ = ±1 o resultado sera´ um fo´ton se propagando paralela-
mente ao longo do eixo z para cima (+) ou para baixo (−) mantendo um
raio rf fixo com energia E. Isso pode ser confirmado derivando a Eq.(7.21)
em relac¸a˜o a τ tendo como resultado r¨ = r˙ = 0, ou seja, na˜o ha´ movimento
na direc¸a˜o radial. Se agora escolhermos qualquer valor de P¯ tal que |P¯ | < 1
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Figura 7.1: Projec¸a˜o no plano (z × r) das trajeto´rias descritas por fo´tons na
corda co´smica em rotac¸a˜o com J = 0.2 e µ = 0.1. Nas trajeto´rias diagonais
P¯ = 0.2 e E = 100. A regia˜o na˜o-causal compreende o intervalo 0 < r < rnc.
teremos novamente r¨ = 0, mas agora a velocidade radial sera´
r˙ = ±E
√(
1− P¯ 2) . (7.22)
Neste caso, o fo´ton se afasta (+) do cilindro ou se aproxima (−) dele ate´
alcanc¸ar sua fronteira em r = rs ou a origem r = 0 no caso da corda.
Se P¯ = 0 teremos trajeto´rias radiais sem movimentos na direc¸a˜o z. As
trajeto´rias acima sa˜o apresentadas nas Figs.(7.1, 7.2).
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Figura 7.2: Projec¸a˜o no plano (z × r) das trajeto´rias descritas por fo´tons no
cilindro em rotac¸a˜o com interior tipo “vaso de flor”com J = 0.5, µ = 0.2 e rs = 1.5.
Nas trajeto´rias diagonais P¯ = 0.2 e E = 100. A regia˜o na˜o-causal compreende o
intervalo r−nc < r < r
+
nc.
Vemos que, mesmo no caso do cilindro em rotac¸a˜o, a estrutura das
geode´sica nulas radiais sa˜o bem simples. Curiosamente, o comportamento
dos cones de luz radiais tambe´m sa˜o simples mesmo no caso onde curvas
fechadas tipo tempo possam existir. Contudo, isso ja´ era esperado uma vez
que o ingrediente essencial para a formac¸a˜o dessas curvas, o movimento na
direc¸a˜o φ, e´ ausente no caso das geode´sicas radiais.
O comportamento dos cones de luz pode ser obtido integrando a equac¸a˜o
t˙
r˙
=
dt
dr
= ± 1√
1− P¯ 2 , (7.23)
que tem como resultado
t = ± r√
1− P¯ 2 + C1 . (7.24)
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Vemos na Fig.(7.3) que eles se assemelham aos cones de luz do espac¸o-tempo
de Minkowski. As trajeto´rias radiais de part´ıculas (ǫ = 1) se encontram
contidas na regia˜o interior dos cones de luz e sa˜o descritas pela equac¸a˜o
t = ± r√
1− 1
E2
− P¯ 2
+ C1 , (7.25)
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Figura 7.3: Cones de luz (linhas cheias) com P¯ = 0 e E = 100 e trajeto´rias radiais
(linhas diagonais tracejadas) de part´ıculas com P¯ = 0 e E =
√
1.2 para o cilindro
em rotac¸a˜o com interior tipo “vaso de flor”. Os paraˆmetros da corda sa˜o J = 0.5,
µ = 0.2 e rs = 1.5. A regia˜o na˜o-causal compreende o intervalo r
−
nc < r < r
+
nc.
Para o caso do cilindro e da corda esta´tica a condic¸a˜o para o´rbitas radiais
e´ susbstitu´ıda por L = 0 ja´ que J = 0. Portanto, as trajeto´rias radiais de
fo´tons e part´ıculas massivas, nestes casos sa˜o semelhantes a`s apresentadas
acima.
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7.2 O´rbitas diretas (L + 4J) > 0
Exploraremos agora o´rbitas um pouco mais gerais permitindo o movimento
em todas as direc¸o˜es, inclusive na direc¸a˜o φ. O conjunto de equac¸o˜es de
movimento para fo´tons e part´ıculas massivas sob a condic¸a˜o (L + 4J) > 0
resulta nas Eqs.(7.13, 7.14, 7.15, 7.16). Iniciaremos nossa ana´lise calculando
os pontos cr´ıticos da Eq.(7.16). Assim procedendo teremos
r˙2 = 0 =⇒ (r + r0)2 = (L+ 4J)
2
α2
(
1− ǫ
E2
− P¯ 2) , (7.26)
rext = r
(1,2)
ext = ±
(L+ 4J)
α
√(
1− ǫ
E2
− P¯ 2) − r0 . (7.27)
Os pontos rext sa˜o os pontos de retorno da parte radial da trajeto´ria seja para
uma part´ıcula massiva ou um fo´ton. Observa-se que a condic¸a˜o (E2 − ǫ −
P¯ 2) > 0 deve ser satisfeita para que esses pontos existam. Como sabemos, r0
pode assumir valores positivos e negativos no caso do cilindro em rotac¸a˜o, ou
ainda ser nulo no caso das cordas esta´tica e em rotac¸a˜o e do cilindro esta´tico.
Isso implica que a presenc¸a de mais de um ponto de retorno estara´ associada
ao valor de r0 escolhido em cada caso. Nos casos onde r0 = 0, teremos um
u´nico ponto de retorno localizado em
rext =
(L+ 4J)
α
√(
1− ǫ
E2
− P¯ 2) . (7.28)
Se o paraˆmetro r0 < 0, teremos:
• dois pontos de retorno se r(1,2)ext > rs,
• um ponto de retorno se r(2)ext > rs ou
• nenhum ponto de retorno se r(1,2)ext < rs
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Agora, se r0 > 0 temos um ponto de retorno se r
(2)
ext > rs ou nenhum ponto de
retorno se r
(2)
ext < rs. Para tentar fazer cada caso mais claro vamos reescrever
a Eq.(7.16) em termos de um potencial efetivo geral Vg(r) tal que
r˙2 = E2 − Vg(r) , (7.29)
onde o potencial efetivo Vg(r) sera´
Vg(r) = E
2
(
P¯ 2 +
ǫ
E2
+
(L+ 4J)2
α2(r − r0)2
)
. (7.30)
Observemos o comportamento do potencial efetivo geral apresentado nas
Figs.(7.4, 7.5, 7.6) para os casos r0 = 0, r0 > 0 e r0 < 0.
Caso r0 = 0
Apresentaremos o potencial efetivo para a corda em rotac¸a˜o por ele ser
mais rico, mas discutiremos brevemente os casos da corda e do cilindro
esta´ticos. O valor de rext depende essencialmente do valor de L e E tanto
para fo´tons quanto para part´ıculas massivas. Focando nossa atenc¸a˜o nos
fo´tons vemos que, se L ≥ 0 e E > 1 o ponto de retorno sempre se encontra
fora da regia˜o na˜o-causal. Por outro lado, se −4J < L < 0 o ponto de re-
torno se encontra dentro da regia˜o na˜o-causal. Para ilustrar essas situac¸o˜es
observemos a Fig.(7.4). A curva B representa a trajeto´ria de um fo´ton com
os paraˆmetros L = −0.2, E3 = E2 = 20 e P¯ = 0. Seu o ponto de retorno,
representado pela flecha preta, e´ rext = 1.0. A curva A representada pela
linha tracejada mostra o efeito da mudanc¸a de P¯ , ou seja, o aumento de P¯
eleva a cauda do potencial e antecipa o ponto de retorno. Nesta curva A os
paraˆmetros escolhidos sa˜o L = 0, P¯ = 0.9 e E3 = E
2 = 20.
De modo geral, Vg se comporta como uma barreira de potencial sendo po-
sitivo definido. Portanto, na˜o apresenta pontos de mı´nimo, nem de ma´ximo,
implicando na impossibilidade de o´rbitas circulares ou el´ıpticas seja para
fo´tons ou para part´ıculas massivas. Podemos confirmar a afirmac¸a˜o sobre
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Figura 7.4: Potencial efetivo Vg(r) para os foto´ns se propagando na corda co´smica
em rotac¸a˜o com J = 0.2, µ = 0.1, rnc = 1.33. A linhas tracejadas horizontais
representam os diferentes valores de E2 para fo´tons com P¯ = 0 e L = 1. Sa˜o eles
E1 = E
2 = 1, E2 = E
2 = 10, E3 = E
2 = 20. A regia˜o na˜o-causal compreende
o intervalo 0 < r < r+nc. Os pontos de retorno sa˜o representados pelos c´ırculos
pretos.
geode´sicas circulares e el´ıpticas mostrando que r¨ > 0 nos pontos de retorno.
Assim procedendo temos
r¨(r) =
(L+ 4J)2
α2r3
, (7.31)
r¨(rext) =
(L+ 4J)2
α2(rext)3
. (7.32)
Como rext e´ sempre positivo r¨(rext) nunca assume valores negativos, ou seja,
existe uma forc¸a sempre empurrando tanto fo´tons quanto part´ıculas massivas
para longe da corda. E mais, o u´nico conjunto de paraˆmetros para o qual
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r¨(rext) = 0 e´ L = −4J . Mas esse valor de L viola a condic¸a˜o (L+ 4J) > 0.
Esse aspecto e´ muito importante pois garante que na˜o teremos geode´sicas
fechadas tipo-tempo (GFT) circulares nestes espac¸os-tempos com r0 = 0. No
pro´ximo cap´ıtulo discutiremos esse ponto. As concluso˜es sa˜o similares para
a corda esta´tica e cilindro esta´tico, excetuando-se a discussa˜o sobre a regia˜o
na˜o-causal. No caso do cilindro esta´tico, se as constantes E ou L forem muito
pequenas comparadas com o raio rs do cilindro na˜o existira´ ponto de retorno.
Caso r0 > 0
Para ilustrar o comportamento de Vg quando r0 > 0 usaremos o cilindro
em rotac¸a˜o com interior “tipo vaso de flor”.
Vemos na Fig. (7.5) que o comportamento de Vg e´ muito semelhante
ao caso r0 = 0. Como vimos no cap´ıtulo anterior, quando r0 > 0 a regia˜o
na˜o-causal e´ encoberta pela parte interior da corda. Novamente, os valores
de L e E determinam a posic¸a˜o de rext. Como neste caso na˜o temos regia˜o
na˜o-causal a u´nica discussa˜o de interesse e´ sobre qual condic¸a˜o L precisa
satisfazer para que na˜o exista ponto de retorno. Um exemplo no qual o
fo´ton, com paraˆmetros P¯ = 0, E3 = 20 e L = −1.5, alcanc¸a o cilindro e
na˜o retorna e´ dado pela curva B. Podemos ver que neste caso o ponto de
retorno se localiza em rext < 0. Assim, se L < 0 e a constante E na˜o for
muito grande comparada com rs o fo´ton pode na˜o ter ponto de retorno. A
curva A mostra o caso de um fo´ton onde os paraˆmetros sa˜o P¯ = 0.9, E3 = 20
e L = 0. Uma ana´lise mais geral sobre todo o espac¸o de paraˆmetros seria
muito extensa, portanto nos manteremos a` condic¸a˜o citada anteriormente.
Neste caso, Vg tambe´m atua como uma barreira de potencial ja´ que e´ po-
sitivo definido. Isso tambe´m acaba impossibilitando a existeˆncia de o´rbitas
circulares e el´ıpticas quando r0 > 0.
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Figura 7.5: Potencial efetivo Vg(r) para foto´ns se propagando no exterior do
cilindro em rotac¸a˜o com interior do tipo “vaso de flor”com J = 1, µ = 0.1, rs = 1
e r0 = 5.87. A linhas tracejadas horizontais representam os diferentes valores de
E2 para fo´tons com P¯ = 0 e L = 1. Sa˜o eles E1 = E
2 = 1, E2 = E
2 = 10, E3 =
E2 = 20.
Caso r0 < 0
O caso r0 < 0 e´ o de maior interesse pois apresenta de uma regia˜o na˜o-
causal. O cilindro em rotac¸a˜o com interior “tipo vaso de flor”foi escolhido
novamente para ilustrar o comportamento de Vg. Como esse caso e´ o mais
complexo escolheremos algumas o´rbitas de interesse para ilustrar a variedade
de o´rbitas poss´ıveis. Neste caso e´ mais dif´ıcil fazermos declarac¸o˜es gerais.
Vemos na Fig.(7.6) que o comportamento de Vg, apesar de ser positivo de-
finido, e´ bastante diferente dos outros casos.A regia˜o na˜o-causal compreende
o intervalo r−nc < r < r
+
nc. Os pontos de retorno para cada um dos casos sa˜o
indicados pelos c´ırculos pretos sobre as linhas horizontais tracejadas. Essas
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Figura 7.6: Potencial efetivo Vg(r) para foto´ns se propagando no cilindro em
rotac¸a˜o com interior do tipo “vaso de flor”com J = 1, µ = 0.1, rs = 1 e r0 = −7.87.
A linhas tracejadas horizontais representam os diferentes valores de E2 para fo´tons.
Sa˜o eles E1 = E
2 = 1, E2 = E
2 = 10, E3 = E
2 = 20.
linhas indicam os valores de E2. As curvas A, B e C descrevem fo´tons com
os seguintes paraˆmetros (P¯ = 0, E3 = 20, L = −3.5), (P¯ = 0, E1 = 1, L = 1)
e (P¯ = 0, E2 = 10, L = 0), respectivamente.
A diferenc¸a marcante apresetada por Vg e´ o ponto de ma´ximo localizado
em r = |r0|. Na verdade Vg diverge neste ponto dividindo o espac¸o-tempo em
duas regio˜es. Portanto, se (L+4J) > 0, tanto fo´tons quanto part´ıculas massi-
vas localizadas entre rs e |r0| na˜o conseguem escapar para o infinito espacial
seguindo uma geode´sica. Pela mesma raza˜o, se eles estiverem localizados
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entre |r0| e r =∞ na˜o podem alcanc¸ar o cilindro.
Embora o ponto |r0| separe o espac¸o-tempo criando um poc¸o de potencial
infinito de um lado e uma barreira infita do outro na˜o e´ poss´ıvel a existeˆncia
de o´rbitas circulares ou el´ıpticas.
7.2.1 Cones de luz
Continuando nossa ana´lise veremos que, quando (L+4J) > 0, a estrutura dos
cones de luz se apresenta muito mais rica devido ao movimento na direc¸a˜o
φ. Vejamos enta˜o o comportamento dos cones de luz integrando a equac¸a˜o
dt
dr
= ±

 α(r + r0)√
α2(r + r0)2
(
1− ǫ
E2
− P¯ 2)− (L+ 4J)2−
− 4J(D + 4J)
α(r + r0)
√
α2(r + r0)2
(
1− ǫ
E2
− P¯ 2)− (L+ 4J)2

 , (7.33)
obtida das Eqs.(7.16,7.15). O resultado da integrac¸a˜o e´
t = ±
√
α2(r + r0)2
(
1− ǫ
E2
− P¯ 2)− (L+ 4J)2
α
(
1− ǫ
E2
− P¯ 2) −
−4J
α
arcsec

(r + r0)
√
1− ǫ
E2
− P¯ 2
(L+ 4J)

 + C3 . (7.34)
Nas Figs.(7.7, 7.8) apresentamos o comportamento dos cones de luz (ǫ = 0)
para r0 < 0 e para r0 = 0 quando existe uma regia˜o na˜o-causal. Na˜o discu-
tiremos os casos em que curvas fechadas tipo tempo na˜o sa˜o poss´ıveis pois
a estrutura dos cones de luz e´ semelhante ao espac¸o-temo de Minkowski. A
influeˆncia da regia˜o na˜o-causal no comportamento dos cones de luz do ci-
lindro em rotac¸a˜o e´ evidente. As linhas vermelhas representam o fo´ton se
movimentando em direc¸a˜o ao cilindro e as linhas azuis representa o fo´ton
escapando do cilindro. Vemos na Fig.(7.7) que o comportamento da coorde-
nada t, quando L = −3.5, na regia˜o I e´ distinto da regia˜o II. Na regia˜o I, o
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Figura 7.7: Estrutura dos cones de luz com P¯ = 0 e L = −3.5 (descont´ınua)
e L = 3.5 (cont´ınua) para o cilindro em rotac¸a˜o com interior do tipo “vaso de
flor”com J = 1, µ = 0.1, rs = 1 e r0 = −7.87. As linhas tracejadas verticais
posicionadas da esquerda para direita representam r−nc, |r0| e r+nc respectivamente.
fo´ton se movimenta apenas na direc¸a˜o negativa de t, isto e´, viaja para o pas-
sado e seu movimento e´ descont´ınuo saltando de t = −20 para t = 20 quando
alcanc¸a o ponto de retorno. Na regia˜o II ele se movimenta nos dois sentidos
dependendo da posic¸a˜o radial, podendo influenciar o pro´prio passado. Nessa
regia˜o a coordenada t e´ cont´ınua tanto para L = −3.5 (esquerda) quanto
para L = 3.5 (direita).
Podemos observar que o ponto onde os cones de luz para L = −3.5
mudam de direc¸a˜o coincide, exatamente com a divergeˆncia da sua velocidade
angular, representada pela linha verde na regia˜o II. A velocidade angular foi
amplificada em 10 vezes. Essa mudanc¸a na direc¸a˜o e´ a responsa´vel pela volta
ao passado do fo´ton. Na regia˜o I a dinaˆmica do fo´ton e´ bastante estranha
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ja´ que ele inicia seu movimento escapando do cilindro, voltando ao passado,
saltando para o futuro e voltando ao cilindro.
Vemos ainda que, todos os fo´tons com φ˙ 6= 0 que tentam escapar ou al-
canc¸ar o cilindro acabam confinados ao seu local de origem. A u´nica maneira
de se escapar ou alcanc¸ar o cilindro e´ realizando um movimento puramente
radial.
Observemos na Fig.(7.8) o comportamento dos cones de luz no caso da
corda em rotac¸a˜o .
Figura 7.8: Estrutura dos cones de luz com P¯ = 0 e L = (−3.5,−2, 3.5, 5) (es-
querda para direita) para a corda em rotac¸a˜o com J = 1 e µ = 0.1. A linha vertical
tracejada representa r+nc. Os fo´tons escapando para o infinito e movimentando-se
em direc¸a˜o a corda sa˜o representados pelas linhas azuis e vermelhas, respectiva-
mente.
Neste caso, o ponto |r0| se localiza sobre a corda em rotac¸a˜o de modo que
agora temos apenas a regia˜o II. Como na regia˜o II do cilindro em rotac¸a˜o, a
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evoluc¸a˜o do fo´ton na coordenada t se comporta de maneira cont´ınua permi-
tindo-lhes o movimento tanto na direc¸a˜o positiva quanto na direc¸a˜o negativa
de t. Tomemos como exemplo, o fo´ton localizado no ponto P1. Se acom-
panharmos a evoluc¸a˜o da geode´sica descrita por esse fo´ton veremos que seu
passado e futuro ira˜o se interceptar exatamente em P1.
7.2.2 O´rbitas de fo´tons e part´ıculas massivas
O pro´ximo passo nessa ana´lise e´ descobrir quais tipos de trajeto´rias fo´tons e
part´ıculas massivas podem realizar no plano (r, φ). Para tal, dividiremos a
Eq.(7.13) pela Eq.(7.16) obtendo
dφ
dr
= ± (L+ 4J)
α(r + r0)
√
α2(r + r0)2
(
1− ǫ
E2
− P¯ 2)− (L+ 4J)2 . (7.35)
Integrando (7.35) temos como resultado
φ = ± 1
α
arcsec

(r + r0)α
√
1− ǫ
E2
− P¯ 2
(L+ 4J)

+ C1 . (7.36)
Invertendo a Eq.(7.36) teremos a coordenada r em func¸a˜o da coordenada
angular φ. Isso conduz a` equac¸a˜o
r(φ) =
(L+ 4J)
α
√
1− ǫ
E2
− P¯ 2
sec
[
± α(φ− φ0)
]
− r0 . (7.37)
Nas Figs.(7.9, 7.10, 7.11) apresentamos algumas o´rbitas descritas fo´tons nos
espac¸os-tempos dos cilindros co´smicos em rotac¸a˜o. Como observaremos,
tanto part´ıculas massivas quanto fo´tons descrevem, essencialmente, dois tipos
de trajeto´rias. O primeiro tipo chamaremos de espalhamento. Neste caso,
part´ıculas massivas e fo´tons vindos de um regia˜o distante sa˜o espalhados pelo
cilindro co´smico e escapam para o infinito com um aˆngulo que depende dos
paraˆmetros escolhidos. O segundo tipo chamaremos de trajeto´ria confinada.
Este tipo de trajeto´ria acontece apenas quando r0 < 0 devido ao comporta-
mento do potencial efetivo Vg entre rs ≤ r ≤ |r0|. Na Fig.(7.6) as curvas A, B
e C ilustram a presenc¸a do poc¸o de potencial inifnito no intervalo comentado.
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Figura 7.9: Trajeto´ria dos fo´tons no plano (r×φ) para o cilindro em rotac¸a˜o com
interior do tipo “vaso de flor”com J = 1, µ = 0.1, rs = 1 e r0 = −7.87. As linhas
tracejadas localizadas do centro para fora representam r = r−nc, r = |r0| e r = r+nc
respectivamente.
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Na Fig.(7.9) podemos observar tanto as trajeto´rias do tipo espalhamento
(acima) quanto do tipo confinada (abaixo). As curvas A, B e C apresentadas
teˆm os seguintes os paraˆmetros:
• Curva A: fo´ton ǫ = 0 com P¯ = 0 e L = −3.5,
• Curva B: fo´ton ǫ = 0 com P¯ = 0 e L = 0,
• Curva C: fo´ton ǫ = 0 com P¯ = 0 e L = 1.
As diferenc¸as observadas entre as trajeto´rias apresentadas na parte superior
e na parte inferior da figura sa˜o devidas a`s diferentes condic¸o˜es iniciais. Para
um mesmo conjunto de paraˆmetros podemos ter tanto trajeto´rias espalhadas
quanto confinadas. A curva A e´ um destes exemplos. Tambe´m e´ evidente
a influeˆncia da barreira de potencial em |r0| divindo as regio˜es onde temos
trajeto´rias espalhadas e confinadas.
A Fig.(7.10) apresenta a mudanc¸a nas o´rbitas confinadas e espalhadas
quando diminu´ımos o paraˆmetro L. As o´rbitas sa˜o obtidas mantendo o
paraˆmetro P¯ = 0 fixo e variando os valores de L. Na Fig.(7.10) sa˜o mostra-
das as trajeto´rias para fo´tons com L = (−0.5,−1,−2,−3,−3.99). Na figura
a` esquerda (direita), quanto menor o valor de L mais externa (interna) e´ a
curva.
Como argumentamos anteriormente e pudemos observar nas trajeto´rias
acima apresentadas, o´rbitas do tipo circular e el´ıpticas na˜o sa˜o permitidas
no cilindro em rotac¸a˜o. Contudo, mudando alguns paraˆmetros do cilindro
observamos que o´rbitas fechadas sa˜o poss´ıveis. Essas o´rbitas podem ser ob-
servadas na Fig.(7.11).
Na parte superior da figura vemos duas o´rbitas descrevendo fo´tons con-
finados entre rs e |r0|, enquanto na parte inferior observamos o´rbitas descre-
vendo fo´tons espalhados pelo cilindro. Neste caso os paraˆmetros escolhidos
para os fo´tons foram L = −0.03 (linha vermelha) e L = 3 (linha azul).
Observa-se tambe´m que a regia˜o na˜o-causal praticamente na˜o existe. Con-
tudo, o ponto |r0| ainda produz uma barreira infinita que divide os tipos
de trajeto´rias. Assim, apesar da existeˆncia de o´rbitas fechadas elas na˜o sa˜o
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Figura 7.10: Trajeto´ria dos fo´tons no plano (r × φ) para o cilindro em rotac¸a˜o
com interior do tipo “vaso de flor”com J = 1, µ = 0.1, rs = 1 e r0 = −7.87. As
linhas tracejadas localizadas do centro para fora representam r = r−nc, r = |r0| e
r = r+nc respectivamente.
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Figura 7.11: Trajeto´ria dos fo´tons no plano (r×φ) para o cilindro em rotac¸a˜o com
interior do tipo “vaso de flor”com J = 1.0× 10−2, µ = 0.23, rs = 10 e r0 = −135.
As linhas tracejadas representam r = r−nc, r = |r0| e r = r+nc respectivamente.
tipo tempo, confirmando a auseˆncia de geode´sicas fechadas tipo tempo nesses
espac¸os-tempos.
80
No caso da corda em rotac¸a˜o a situac¸a˜o e´ um pouco diferente. Aqui,
a o´rbita se fecha dentro da regia˜o na˜o-causal possibilitando a existeˆncia de
geode´sicas fechadas tipo tempo.
Figura 7.12: Trajeto´ria dos fo´tons no plano (r× φ) para a corda em rotac¸a˜o com
J = 1.0, µ = 0.23. A linha tracejada representa r+nc.
Apesar das o´rbitas apresentadas serem tipo luz e´ bem simples encontrar
o´rbitas tipo tempo que apresentam quase os mesmos comportamentos que
os fo´tons descritos na Fig.(7.12). As o´rbitas apresentadas nesta figura des-
crevem fo´tons cujos paraˆmetros sa˜o L = 0 (linha azul) e L = −3 (linha
vermelha). Portanto, embora na˜o existam geode´sicas fechadas tipo tempo
circulares ou el´ıpticas, ainda temos trajeto´rias como as apresentadas acima
que permitem uma viagem ao passado no caso da corda em rotac¸a˜o.
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7.3 O´rbitas retro´gradas (L + 4J) < 0
Finalmente, analisaremos que mudanc¸as acontecem na dinaˆmica das geo-
de´sicas quando (L+ 4J) < 0.
Inspecionando a Eq.(7.30) vemos que o comportamento do potencial efe-
tivo e´ independente do sinal da constante (L+4J). Deste modo, as condic¸o˜es
necessa´rias para a existeˆncia de pontos de retorno sa˜o as mesmas discutidas
no caso (L+4J) > 0. Resta-nos, enta˜o, analisar o comportamento dos cones
de luz e os tipos de o´rbitas que fo´tons e part´ıculas realizam sob essa condic¸a˜o.
7.3.1 Cones de luz
O comportamento dos cones de luz pode ser obtido integrando a equac¸a˜o
dt
dr
= ±

 α(r + r0)√
α2(r + r0)2
(
1− ǫ
E2
− P¯ 2)− (L+ 4J)2 +
+
4J |L+ 4J |
α(r + r0)
√
α2(r + r0)2
(
1− ǫ
E2
− P¯ 2)− (L+ 4J)2

 , (7.38)
e o resultado da integrac¸a˜o e´
t = ±


√
α2(r + r0)2
(
1− ǫ
E2
− P¯ 2)− (L+ 4J)2
α
(
1− ǫ
E2
− P¯ 2) +
+
4J
α
arcsec

(r + r0)
√
1− ǫ
E2
− P¯ 2
|L+ 4J |



+ C3 . (7.39)
Vejamos, a seguir, como se comportam alguns cones de luz quando, r0 < 0 e
r0 = 0, nas Figs.(7.13,7.14). Novamente, os casos sem curvas fechadas tipo
tempo na˜o sera˜o discutidos.
Observemos na Fig.(7.13) a mudanc¸a no comportamento dos cones de luz
do cilindro em rotac¸a˜o. Neste caso, a velocidade angular do fo´ton quando
L = −5, representada pela linha verde, na˜o apresenta divergeˆncia. Para
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Figura 7.13: Estrutura dos cones de luz para o cilindro em rotac¸a˜o com interior do
tipo “vaso de flor”com J = 1, µ = 0.1, rs = 1 e r0 = −7.87. As linhas tracejadas
verticais, localizadas da esquerda para direita representam r = r−nc, r = |r0| e
r = r+nc, respectivamente.
uma melhor visualizac¸a˜o do seu comportamento, dφ
dt
foi amplificada em 100
vezes. As linhas vermelhas representam o fo´ton se movimentando em direc¸a˜o
ao cilindro e as linhas azuis representam o fo´ton escapando do cilindro. O
ponto |r0| divide o espac¸o-tempo em duas regio˜es de interesse. A curva A
descreve a trajeto´ria de um fo´ton com P¯ = 0 e L = −10 espalhado pelo
cilindro. Ja´ a curva B descreve a trajeto´ria de um fo´ton com P¯ = 0 e
L = −5 que e´ espalhado se estiver na regia˜o II ou e´ confinado se estiver na
regia˜o I. Vemos que, diferentemente da curva A, a curva B tem dois pontos
de retorno. Na regia˜o I a evoluc¸a˜o do fo´ton na coordenada t e´ novamente
descont´ınua, saltando de t = 20 para t = −20. Entretanto, na regia˜o II,
t e´ cont´ınua e causalmente bem comportada. Esse comportamento difere
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daquele apresentado no caso (L+ 4J) > 0.
No caso da corda em rotac¸a˜o os cones de luz se comportam de maneira
um tanto surpreendente. Este comportamento e´ apresentado na Fig.(7.14).
Figura 7.14: Estrutura dos cones de luz para a corda em rotac¸a˜o com J = 1
e µ = 0.1. A linha vertical tracejada representa r+nc. Os fo´tons represen-
tados acima possuem os seguintes paraˆmetros: (da esquerda para a direita)
L = (−4.1,−5,−7,−10).
Neste caso, a evoluc¸a˜o do fo´ton na coordenada t e´ sempre cont´ınua e cau-
salmente bem comportada, mesmo dentro da regia˜o na˜o-causal. Aparente-
mente o fo´ton e´ espalhado pela corda, entrando e saindo da regia˜o na˜o-causal,
sem retornar ao pro´prio passado. Aqui tambe´m mostramos o comportamento
da velocidade angular do fo´ton quando L = −4.1, que foi amplificada em 100
vezes e e´ representada pela linha verde. Ela e´ sempre negativa e finita.
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7.3.2 O´rbitas de fo´tons e part´ıculas massivas
Vejamos agora quais tipos de trajeto´rias podem ser realizadas quando (L+
4J) < 0. Dividindo a Eq.(7.13) pela Eq.(7.16) obteremos a equac¸a˜o
dφ
dr
= ± |L+ 4J |
α(r + r0)
√
α2(r + r0)2
(
1− ǫ
E2
− P¯ 2)− (L+ 4J)2 . (7.40)
Integrando a Eq.(7.40) temos como resultado
φ = ± 1
α
arcsec

(r + r0)α
√
1− ǫ
E2
− P¯ 2
|L+ 4J |

+ C1 . (7.41)
Invertendo a Eq.(7.41) temos
r(φ) =
|L+ 4J |
α
√
1− ǫ
E2
− P¯ 2
sec
[
± α(φ− φ0)
]
− r0 . (7.42)
Sob essa condic¸a˜o, os tipos de trajeto´rias descritas tanto por fo´tons quanto
por part´ıculas massivas sa˜o essencialmente os mesmos apresentados no caso
(L + 4J) > 0. Escolhemos alguns valores do paraˆmetro L para ilustrar nas
Figs.(7.15, 7.16) algumas trajeto´rias de fo´tons tanto no cilindro em rotac¸a˜o
como na corda em rotac¸a˜o.
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Figura 7.15: Trajeto´ria dos fo´tons com L = −8.5 (linha azul), L = −5 (linha
vermelha) e L = −4.1 (linha verde) no plano (r × φ) para o cilindro em rotac¸a˜o
com interior do tipo “vaso de flor”com J = 1.0, µ = 0.1, rs = 1 e r0 = −7.87 .
As linhas tracejadas localizadas da esquerda para a direita representam r−nc, |r0| e
r+nc, respectivamente.
Figura 7.16: Trajeto´ria dos fo´tons com L = −5 (linha azul) e L = −8 (linha
vermelha) no plano (r×φ) para a corda em rotac¸a˜o com J = 1.0, µ = 0.1. A linha
tracejada representa r+nc.
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Cap´ıtulo 8
Curvas e Geode´sicas fechadas
tipo tempo
Quando pensamos em curvas fechadas tipo-tempo, imaginamos que para
obteˆ-las e´ necessa´rio que a mate´ria ou o espac¸o-tempo se comporte de ma-
neira exo´tica. Entretanto como vimos nos cap´ıtulos anteriores na˜o e´ este o
caso. Objetos em rotac¸a˜o com simetria cil´ındrica geralmente admitem curvas
fechadas tipo-tempo. Parece-nos que a rotac¸a˜o dos objetos pode fornecer as
condic¸o˜es necessa´rias para a formac¸a˜o dessas curvas, como vimos nos exem-
plos citados acima.
Agora, curvas fechadas tipo-tempo parece-nos ta˜o acess´ıveis que existem
soluc¸o˜es onde tais curvas sa˜o geode´sicas. A existeˆncia de geode´sicas fecha-
das tipo-tempo (GFT) sa˜o mais um ind´ıcio de que tal aspecto das soluc¸o˜es
na˜o podem ser ignorados. A vantagem de possuirmos GFT’s e´ que na˜o pre-
cisamos de nenhuma forc¸a externa para gerar tais curvas e que podemos,
consequ¨entemente, criar ma´quinas do tempo sem fornecer energia externa
para a manutenc¸a˜o das GFT’s.
Neste cap´ıtulo nos devotaremos a encontrar novos tipos de curvas fechadas
tipo tempo e se poss´ıvel, GFT’s. Discutiremos tambe´m algumas de suas
consequeˆncias.
Seja S uma curva arbitra´ria parametrizada pelas coordenadas xµ(τ), onde
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τ e´ o paraˆmetro afim. O vetor tangente a curva S sera´ dado por
kµ =
dS
dτ
, (8.1)
de modo que a curva S sera´ tipo tempo, tipo luz ou tipo espac¸o se a norma
quadra´tica do vetor tangente < k, k >= gµνk
µkν for negativa, nula ou posi-
tiva respectivamente.
Para uma geometria arbitra´ria a mesma curva gene´rica S(xµ) e´ soluc¸a˜o
da equac¸a˜o
d2xµ
dτ 2
+ Γµαβ
dxα
dτ
dxβ
dτ
= F µ , (8.2)
onde F µ e´ o campo vetorial de forc¸as externas que geram a curva S. Quando
S for uma geode´sica, F µ = 0 e a Eq.(8.2) se reduz a
d2xµ
dτ 2
+ Γµαβ
dxα
dτ
dxβ
dτ
= 0 . (8.3)
Para obtermos uma curva fechada tipo tempo queremos uma soluc¸a˜o da
Eq.(8.2) que possua a seguinte propriedade
xµ(τ0) = x
µ(τ1) , (8.4)
onde xµ faz o papel da coordenada temporal do espac¸o-tempo. Por exemplo,
se xµ for a coordenada φ, a condic¸a˜o (8.4) e´ satisfeita devido a` identific¸a˜o
entre 0 e 2π. Por outro lado, se xµ for a coordenada t sua evoluc¸a˜o deve ter
uma regia˜o onde t(τ0) = t(τ1).
A curva fechada tipo tempo Sc deve ter portanto uma caracter´ıstica
perio´dica e tem o formato de c´ırculo. Isso significa que ela sempre retorna ao
ponto inicial. Essa caracter´ıstica e´ que nos permite voltar ao nosso passado.
Sob essa curva voltamos ao nosso passado um nu´mero infinito de vezes.
Pode tambe´m ocorrer o caso de termos uma curva fechada tipo tempo
Slc do tipo lac¸o. Nesse tipo de curva a condic¸a˜o (8.4) tambe´m e´ sastisfeita
infinitas vezes, mas diferentemente do caso da curva Sc circular nem sempre
voltamos ao ponto inicial da trajeto´ria. Sob esses lac¸os geralmente voltamos
ao ponto inicial uma u´nica vez.
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Uma expressa˜o geral para a obtenc¸a˜o de Sc e Slc pode ser calculada,
para espac¸os-tempos cilindricamente sime´tricos e estaciona´rios que dependem
apenas da coordenada radial, como se segue. Dada uma curva S qualquer,
ela satisfaz a seguinte equac¸a˜o
− ǫ = gφφφ˙2 + grrr˙2 + gzz z˙2 + gttt˙2 + 2gtφt˙φ˙ , (8.5)
onde ˙ e´ a derivada comum com relac¸a˜o a τ e ǫ define se a curva e´ tipo
tempo (ǫ = 1), tipo luz (ǫ = 0) ou tipo espac¸o (ǫ = −1). Uma curva do tipo
Sc circular pode ser obtida se escolhermos as condic¸o˜es
ǫ = 1 , t(τ) = t0 , r(τ) = rc ,
z(τ) = z0 , φ(τ) = Aτ , (8.6)
onde A = 1√
gφφ(rc)
e a condic¸a˜o gφφ(rc) < 0 deve ser satisfeita juntamente
com a condic¸a˜o (8.6). Essas curvas sa˜o c´ırculos de raio rc e a coordenada φ
faz o papel de um tempo perio´dico satisfazendo a condic¸a˜o (8.4). Essa curva
e´ o tipo de curvas fechada tipo tempo mais simples e mais estudado.
Curvas do tipo lac¸o Slc e outras mais gerais, podem ser obtidas, depen-
dendo da complexidade dos termos da me´trica, se relaxarmos algumas im-
posic¸o˜es feitas na condic¸a˜o (8.6). Tomemos um novo e mais geral conjunto
de condic¸o˜es dado por
t(τ) = t0 , gφφ(r(τ)) < 0 , (8.7)
de modo que a Eq.(8.5) se tornara´
φ˙2 =
−ǫ− (grrr˙2 + gzzz˙2)
gφφ
. (8.8)
A Eq.(8.8) acima tem como soluc¸o˜es curvas do tipo Sc, Slc e tambe´m cur-
vas fechadas tipo luz. Para o caso do cilindro em rotac¸a˜o ou da corda em
rotac¸a˜o temos os treˆs tipos de soluc¸o˜es. Podemos checar os tipos de curvas
calculando a norma quadra´tica do vetor tangente e observando seu sinal pois
pode acontecer de uma curva mudar de tipo.
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Apo´s obtermos uma soluc¸a˜o de curva fechada tipo tempo podemos tentar
descobrir se existe alguma geode´sica fechada tipo-tempo relacionada a esta
curva. O procedimento e´ o seguinte:
• Primeiro substitu´ımos as func¸o˜es que definem a curva fechada tipo
tempo na Eq.(8.2) e calculamos quais sa˜o as componentes da forc¸a F µ
que geram essa curva.
• Procuramos pontos onde F µ(xµGFT ) = 0. A geode´sica fechada tipo
tempo (GFT) sera´ dada pela restric¸a˜o imposta pela condic¸a˜o anterior.
Portanto na regia˜o onde temos curvas fechadas tipo tempo geralmente
podemos encontrar GFT’s seguindo esse procedimento.
Letelier e Rosa aplicaram esse procedimento em diversos trabalhos onde
analizaram espac¸os-tempos que admitem curvas fechadas tipo tempo [17, 20].
Contudo, devemos ficar atentos ao realizar tal procedimento. Precisamos
sempre checar se essa GFT implica na imposic¸a˜o de valores reais para as
constantes de movimento associadas a ela. Algumas vezes e´ poss´ıvel que a
soluc¸a˜o exista, apenas quando impomos valores complexos para essas cons-
tantes de movimento. Neste caso a “GFT”encontrada deve ser descartada.
Usaremos esse procedimento para mostrar que na˜o existem GFT’s cir-
culares associadas a` curva fechada tipo tempo Sc tanto no caso do cilindro
quanto da corda em rotac¸a˜o.
Aplicando as Eqs.(2.19, 2.20, 2.21, 2.22) obtidas no cap´ıtulo 2 a` me´trica
exterior do cilindro em rotac¸a˜o dada pela Eq.(5.12) resulta no conjunto de
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equac¸o˜es
r¨ − (1− 4µ)2(r + r0)φ˙2 = 0 , (8.9)
t¨− 8Jφ˙r˙
(r + r0)
= 0 , (8.10)
φ¨+
2φ˙r˙
(r + r0)
= 0 , (8.11)
z¨ = 0 . (8.12)
Escolhendo r0 < 0 para garantir a existeˆncia da curva fechada tipo tempo e
substituindo as func¸o˜es (8.6) que definem a curva Sc nas Eqs.(8.9) teremos
− (1− 4µ)2(rc − |r0|)A2 = 0 . (8.13)
A u´nica soluc¸a˜o poss´ıvel para a Eq.(8.13) e´ rc = |r0|. Portanto, a princ´ıpio,
existe uma GFT associada a` curva Sc dada por
ǫ = 1, t(τ) = t0, r(τ) = |r0|,
z(τ) = z0 , φ(τ) = Aτ (8.14)
Entretanto, investigando as Eqs.(7.13,7.14,7.16) observaremos que nenhum
valor das constantes L e E e´ capaz de reproduzir as condic¸o˜es impostas pela
“GFT”circular dada pela Eq.(8.14). Ale´m disso, como pode ser observado
no cap´ıtulo anterior, quando r0 < 0, φ˙ e Vg divergem exatamente neste
ponto. Consequentemente, essa soluc¸a˜o deve ser descartada, mostrando a
inexisteˆncia de GFT circulares.
No caso da corda em rotac¸a˜o, como r0 = 0 a soluc¸a˜o da Eq.(8.13) sera´
rc = 0. Portanto, a poss´ıvel “GFT”circular e´ na verdade um ponto e na˜o
uma curva. Assim, devemos descarta-la´ neste caso tambe´m.
A seguir, apresentaremos algumas soluc¸o˜es de curvas fechadas tipo tempo
obtidas nos espac¸o-tempos do cilindro e da corda em rotac¸a˜o.
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Devido a` simplicidade dos coeficientes de suas me´tricas exteriores tanto
o cilindro quanto a corda em rotac¸a˜o possuem va´rias curvas fechadas tipo-
tempo. Vejamos alguns exemplos.
A primeira curva Sc e´ do tipo circular, sendo descrita pelas seguintes
condic¸o˜es
z(τ) = z0, t(τ) = t0, r(τ) = rc, φ(τ) =
τ√
gφφ
(8.15)
onde t0, rc e z0 sa˜o constantes e gφφ(rc) < 0. Essas curvas sa˜o c´ırculos sobre
o plano (r, φ). Sob essa curva, a part´ıcula fica parada.
A segunda curva, S2lc, e´ tipo lac¸o, sendo descrita pelas expresso˜es
z(τ) =
cosh(τ)√
gzz
, t(τ) = t0, r(τ) = rc, φ(τ) =
sinh(τ)√
gφφ
(8.16)
onde t0 e rc sa˜o constantes e gφφ(rc) < 0 e gzz(rc) > 0. Neste caso a part´ıcula
se movimenta apenas na direc¸a˜o z. O movimento na direc¸a˜o φ descreve a
evoluc¸a˜o temporal da part´ıcula.
A terceira curva S3lc e´ do tipo lac¸o tambe´m e e´ dada por
z(τ) =
(τ − C1)2
2
√
gzz
, t(τ) = t0, r(τ) = r0,
(8.17)
φ(τ) =
[
(τ − C1)
√
1 + (τ − C1)2 + arcsinh(τ − C1)
]
2
√
gφφ
onde t0 e rc sa˜o constantes e gφφ(rc) < 0 e gzz(rc) > 0. Neste caso tambe´m
teremos uma part´ıcula se movimentando apenas na direc¸a˜o z.
Vejamos o comportamento das curvas citadas acima nas Figs.(8.1,8.2).
A evoluc¸a˜o temporal das curvas S2lc e S
3
lc e´ praticamente a mesma tanto
no cilindro quanto na corda em rotac¸a˜o. Entretanto, o movimento das curvas
na direc¸a˜o z e´ distinto. Diferentemente da curva Sc, nas curvas S
2
lc e S
3
lc a
part´ıcula na˜o retorna ao passado no mesmo ponto inicial. Apo´s a coordenada
φ realizar um per´ıodo de 2π a part´ıcula geralmente encontra-se em outra
posic¸a˜o no eixo z. No caso da curva S3lc a part´ıcula cruza o ponto inicial
enquanto a curva S2lc na˜o.
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Figura 8.1: Comportamento das curvas S2lc com rc = 3 (acima) e S
3
lc com rc = 4
(abaixo) na corda em rotac¸a˜o com J = 1 e µ = 0.1. O ponto escuro marca a
posic¸a˜o inicial da part´ıcula. O c´ırculo preto delimita a regia˜o na˜o-causal.
A quantidade de pontos de intersecc¸a˜o das curvas depende geralmente das
condic¸o˜es iniciais. Portanto, elas podem ser ajustadas para termos quantos
pontos de intersecc¸a˜o quisermos. O fato interessante desses pontos e´ que eles
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Figura 8.2: Comportamento das curvas S2lc com rc = 10 (acima) e S
3
lc com rc = 5
(abaixo) no cilindro em rotac¸a˜o com interior tipo “vaso de flor”com J = 1, µ = 0.1,
rs = 1 e r0 = −7.87. O ponto escuro marca a posic¸a˜o inicial da part´ıcula. Os
c´ırculos pretos delimitam a regia˜o na˜o-causal.
marcam o encontro da part´ıcula que viaja para o passado com a part´ıcula
que vem do futuro, ou seja, ele marca o ponto crucial do paradoxo do avoˆ.
94
Vejamos agora alguns exemplos de curvas fechadas tipo luz. Usaremos o
espac¸o-tempo da corda em rotac¸a˜o para ilustra´-los.
A primeira curva chamaremos S1luz e e´ descrita pelas condic¸o˜es
z(τ) = τ, t(τ) = t0, r(τ) = rc, φ(τ) =
τ√
gφφ
(8.18)
onde t0, rc sa˜o constantes e gφφ(rc) < 0. Essas curvas descrevem espirais em
torno do eixo z. Sob essa curva, o fo´ton segue na direc¸a˜o positiva de z. A
cada volta que o fo´ton completa ele tem a possibilidade de influenciar seu
passado. Contudo, como seu movimento sempre o afasta do ponto inicial ele
na˜o pode alterar seu passado. A curva S1luz pode ser observada na Fig.(8.3
(acima)).
A segunda curva sera´ chamada de S2luz e satisfaz
z(τ) =
τ 2
B
, t(τ) = t0, r(τ) = rc, φ(τ) = τ
2
√
1
B2gφφ
(8.19)
onde t0, rc sa˜o constantes e gφφ(rc) < 0. Essas curvas descrevem um com-
portamento oscilato´rio inicialmente e depois seguem em espiral na direc¸a˜o
positiva do eixo z. Sob essa curva, o fo´ton e´ capaz de voltar ao pro´prio
passado e interferir em sua trajeto´ria pois a curva apresenta 3 pontos de
intersecc¸a˜o. A curva S2luz pode ser observada na Fig.(8.3 (abaixo)).
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Figura 8.3: Comportamento das curvas fechadas tipo luz S1luz com rc = 3 (acima)
e S2luz com rc = 3 (abaixo) na corda em rotac¸a˜o com J = 1 e µ = 0.1. O ponto
escuro marca a posic¸a˜o inicial da part´ıcula. O c´ırculo preto delimita a regia˜o
na˜o-causal.
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Cap´ıtulo 9
Evoluc¸a˜o do campo escalar nos
espac¸os-tempos das cordas e
dos cilindros
Neste cap´ıtulo apresentaremos as soluc¸o˜es das equac¸o˜es que governam a
dinaˆmica de campos escalares nos espac¸os-tempos apresentados no cap´ıtulo
5.
9.1 Cilindro co´smico esta´tico
Como mostrado na Sec¸a˜o (5.1) o cilindro co´smico esta´tico possui uma me´trica
interior e uma me´trica exterior. O elemento de linha que caracteriza a pri-
meira e´
ds2 = −dt2 + dr2 + dz2 + r20 sin(r/r0)2dφ2 , (9.1)
e o elemento de linha da segunda e´
ds2 = −dt2 + dr2 + dz2 + (1− 4µ)2r2dφ2 , (9.2)
onde nos manteremos no intervalo de paraˆmetro
(
µ < 1
4
)
, pelo motivos de-
clarados anteriormente. A equac¸a˜o mestra da evoluc¸a˜o do campo e o pro´prio
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campo escalar Ψ sa˜o dados pelas Eqs.(3.20, 3.21, 3.22,). Desta forma, po-
demos calcular a evoluc¸a˜o do campo nas duas me´tricas e conectar as duas
soluc¸o˜es de modo suave e cont´ınuo. Para a me´trica exterior (9.2) a equac¸a˜o
do campo se torna
(−g),r
2
dR
dr
+ α2r2
d2R
dr2
− k2α2r2R =
= R
[
α2r2β2 +m2 − α2r2ω2
]
. (9.3)
Reescrevendo a Eq.(9.3) de forma mais compacta temos
r2
d2R
dr2
+ r
dR
dr
+R
[(
ω2 − k2 − β2) r2 − m2
α2
]
= 0 , (9.4)
onde usamos as relac¸o˜es α = (1 − 4µ) e X = −g = α2r2 para realizar os
ca´lculos. Inspecionando a Eq.(9.4) vemos que se assumirmos que ω e´ um
nu´mero real e ω2 > k2+β2 enta˜o a Eq.(9.4) e´ a equac¸a˜o de Bessel. A soluc¸a˜o
geral da Eq.(9.4) e´ dada em termos das func¸o˜es de Bessel e Neumann sendo
escrita como
R(r) = C1 Jν
(√
ω2 − k2 − β2 r
)
+ C2 Nν
(√
ω2 − k2 − β2 r
)
. (9.5)
O ı´ndice ν = m
α
sera´ um nu´mero real discreto ja´ que m e´ um inteiro. Outras
combinac¸o˜es lineares dessas func¸o˜es ainda podem ser realizadas de modo a
gerar outras soluc¸o˜es com caracter´ısticas distintas para a Eq.(9.4). Uma delas
gera como soluc¸a˜o as func¸o˜es de Hankel que sa˜o de grande interesse uma vez
que elas se comportam assintoticamente como ondas viajantes.
Por outro lado se ω for real mas ω2 < k2+β2 enta˜o a Eq.(9.4) e´ a equac¸a˜o
de Bessel modificada e possui dois tipos de soluc¸o˜es independentes,
R(r) = C1 Iν
(√
k2 + β2 − ω2 r
)
+ C2 Kν
(√
k2 + β2 − ω2 r
)
. (9.6)
Ainda temos o caso onde ω2 = k2 + β2 de modo que a Eq.(9.4) tera´ por
soluc¸a˜o geral
R(r) = C1 r
m
α + C2 r
−m
α . (9.7)
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Se quisermos uma soluc¸a˜o menos restrita podemos supor que ω seja um
nu´mero complexo. Esse sera´ o caso quando calcularmos os modos quasinor-
mais deste espac¸o-tempo. Neste caso a Eq.(9.4) tera´ como soluc¸a˜o func¸o˜es
de Bessel como as apresentadas na Eq.(9.5), mas o argumento das func¸o˜es
podera´ assumir valores complexos.
Para a me´trica interior (9.1) a equac¸a˜o do campo pode ser escrita como
(−g),r
2
dR
dr
+ X d
2R
dr2
− k2XR− R
[
Xβ2 +m2 − Lω2
]
= 0 . (9.8)
Substituindo as func¸o˜es L, g e X na Eq.(9.8) temos
d2R
dr2
+
1
r0 tan(
r
r0
)
dR
dr
+R
[ (
ω2 − k2 − β2)− m2
(r0)2 sin(
r
r0
)2
]
= 0 , (9.9)
onde usamos as relac¸o˜es X = −g = r20 sin(r/r0)2. Se fizermos uma trans-
formac¸a˜o de coordenadas onde r/r0 = x enta˜o temos
d2R
dx2
+
1
tan(x)
dR
dx
+R
[
r20
(
ω2 − k2 − β2)− m2
sin(x)2
]
= 0. (9.10)
As poss´ıveis soluc¸o˜es da Eq.(9.10) podem ser classificadas atrave´s das ca-
racter´ısticas adotadas para ω da mesma maneira como foi realizada para a
me´trica exterior. Tomando o caso de maior interesse, assumiremos que ω e´
um nu´mero complexo. Neste caso a soluc¸a˜o da geral da Eq.(9.10) sera´ uma
combinac¸a˜o linear de func¸o˜es de Legendre Associadas dadas por
R(r) = C1 P
m
n (cos (x)) + C2 Q
m
n (cos (x)) , (9.11)
onde o ı´ndice n e´ dado por
n = −1
2
+
√
4r20 (ω
2 − k2 − β2) + 1
2
. (9.12)
A escolha adequada de combinac¸o˜es de soluc¸o˜es das Eqs.(9.4, 9.9) esta´ es-
tritamente relacionada ao tipo de problema f´ısico que se deseja estudar e
as condic¸o˜es de contorno que esse problema devem satisfazer. O problema
de interesse a ser tratado nesta tese e´ o ca´lculo dos modos quasinormais.
Discutiremos as condic¸o˜es de contorno para os modos quasinormais e suas
implicac¸o˜es nos pro´ximos cap´ıtulos.
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9.2 Corda co´smica esta´tica
A propagac¸a˜o do campo escalar no espac¸o-tempo da corda co´smica esta´tica
pode ser pensada como um caso particular dessa propagac¸a˜o no cilindro
esta´tico. Isso por que a me´trica da corda, dada pela Eq.(9.2) e´ a mesma
daquela que descreve o exterior do cilindro. A diferenc¸a agora e´ que, as
soluc¸o˜es obtidas para o campo escalar, sa˜o va´lidas em todo lugar exceto em
r = 0.
A equac¸a˜o que governa a dinaˆmica do campo assim como as soluc¸o˜es
poss´ıveis dessa equac¸a˜o sa˜o aquelas apresentadas nas Eqs.( 9.4, 9.5, 9.6, 9.7,)
que foram obtidas para a regia˜o exterior do cilindro. A decomposic¸a˜o do
campo e´ dada pela Eq.(3.20) e a discussa˜o realizada anteriormente sobre as
caracter´ısticas de ω ainda sa˜o va´lidas para este caso.
9.3 Corda co´smica em rotac¸a˜o
Como vimos anteriormente, a corda co´smica em rotac¸a˜o na˜o possui me´trica
interior, de modo que podemos usar as Eqs.(3.20, 3.21, 3.22) diretamente
para a me´trica apresentada pela Eq.(5.9). As relac¸o˜es
X = σ2r2 = −g , σ = (1− 4µ) , (9.13)
sa˜o utilizadas no ca´lculo das equac¸o˜es do campo de modo que teremos uma
equac¸a˜o diferencial ordina´ria de segunda ordem unidimensional dada por
(−g),r
2
dR
dr
+ X d
2R
dr2
− R [X (β2 + k2)+
+m2 − L ω2 − 2Mmω] = 0 . (9.14)
A substituic¸a˜o dos valores das func¸o˜es F , L, M e X na Eq.(9.14) resulta em
(−g),r
2
dR
dr
+ σ2r2
d2R
dr2
−R
{
σ2r2(β2 + k2) +m2−
− [σ2r2 − 16J2]ω2 + 8Jmω} = 0 . (9.15)
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Reescrevendo a Eq.(9.15) de maneira mais conveniente temos
r2
d2R
dr2
+ r
dR
dr
+R
[(
ω2 − k2 − β2) r2 − (m+ 4Jω)2
σ2
]
= 0 . (9.16)
Observando atentamente a Eq.(9.16) vemos que ela e´ muito semelhante a`
Eq.(9.4), ou seja, ela tambe´m e´ uma equac¸a˜o de Bessel. Na verdade, se
fizermos J = 0 recuperamos exatamente a Eq.(9.4) descrevendo o caso da
corda esta´tica. Embora a corda co´smica em rotac¸a˜o apresente termos na˜o
diagonais na me´trica eles podem ser agrupados de modo que a u´nica dife-
renc¸a entre as equac¸o˜es mencionadas aparecera´ na dependeˆncia na˜o-trivial
em ω da ordem das func¸o˜es de Bessel. Novamente, a ana´lise a respeito do
comportamento das soluc¸o˜es em func¸a˜o das caracter´ısticas de ω podem ser
realizadas de maneira semelhante.
Escrevemos a soluc¸a˜o geral da Eq.(9.16) como (9.5) onde o ı´ndice ν que
indica a ordem da func¸a˜o de Bessel e´
ν = ±
√
(m+ 4Jω)2
σ2
. (9.17)
Sendo ω um nu´mero complexo vemos que a ordem ν das func¸o˜es de Bessel
tambe´m sera´ complexa.
9.4 Cilindro co´smico em rotac¸a˜o
No caso da cilindro em rotac¸a˜o devemos tratar da propagac¸a˜o do campo
escalar tanto na regia˜o exterior do espac¸o-tempo como na regia˜o interna.
Para a regia˜o interna as soluc¸o˜es na˜o sa˜o u´nicas, portanto analisaremos as
duas soluc¸o˜es internas descritas anteriormente:
• Soluc¸a˜o tipo “vaso de flor”,
• Soluc¸a˜o tipo “caneta esferogra´fica”.
A soluc¸a˜o que descreve a regia˜o externa e´ a mesma para ambas as soluc¸o˜es
internas.
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Soluc¸a˜o exterior
Como sabemos, a me´trica que descreve a regia˜o exterior e´ dada pela Eq.(5.12).
Aplicaremos as Eqs.(3.20, 3.21, 3.22) a essa me´trica de modo direto tambe´m.
As relac¸o˜es
X = σ2(r + r0)2 = −g, σ = (1− 4µ) , (9.18)
sa˜o utilizadas no ca´lculo das equac¸o˜es do campo de modo que
(−g),r
2
dR
dr
+ X d
2R
dr2
+ (−k2)XR− R
[
Xβ2+
+m2 − L ω2 − 2Mmω
]
= 0 . (9.19)
Substituindo as func¸o˜es F , M , L, X e g na Eq.(9.19) temos
σ2(r + r0)
dR
dr
+ σ2(r + r0)
2d
2R
dr2
− R
[
σ2(r + r0)
2(β2 + k2)+
+ m2 − [σ2(r + r0)2 − 16J2]ω2 + 8Jmω] = 0 , (9.20)
que escrito de forma compacta resulta em
x2
d2R
dx2
+ x
dR
dx
+R
[(
ω2 − k2 − β2)x2 − (m+ 4Jω)2
σ2
]
= 0 . (9.21)
No ca´lculo da equac¸a˜o fizemos a mudanc¸a de coordenadas x = (r + r0). As
soluc¸o˜es da Eq.(9.21), no caso mais geral onde ω e´ um nu´mero complexo,
sa˜o novamente as func¸o˜es de Bessel descritas pelas Eqs.(9.5, 9.17) apenas
com a dependeˆncia radial trocada de r → r + r0. Vemos que quando J = 0
e r0 = 0 recuperamos a mesma soluc¸a˜o obtida para o cilindro esta´tico e
quando fazemos apenas r0 = 0 recuperamos a soluc¸a˜o obtida para a corda
co´smica em rotac¸a˜o. Essa soluc¸a˜o exterior e´ muito importante pois descreve
a evoluc¸a˜o do campo escalar em um espac¸o-tempo que possui curvas fechadas
tipo tempo. Apesar desta caracter´ıstica exo´tica ainda podemos calcular os
MQN’s deste espac¸o-tempo se tivermos a soluc¸a˜o da parte interior. Este e´ o
nosso pro´ximo passo.
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Soluc¸a˜o vaso de flor
A primeira soluc¸a˜o interna a ser analisada e´ a do tipo “vaso de flor”com
a me´trica sendo dada pela Eq.(5.14). Assim como foi feito para a regia˜o
exterior, seguiremos os mesmos passos usando as relac¸o˜es
X = r2σ21 = −g , σ21 =
(
r2s + 16J
2
r2s
)
, (9.22)
e as Eqs.(3.20, 3.21, 3.22) obtemos a equac¸a˜o para a evoluc¸a˜o do campo que
sera´
r2
d2R
dr2
+ r
dR
dr
+R
{[
1
σ21
(
ω − 4Jm
r2s
)2
− k2 − β2
]
r2 −m2
}
= 0 . (9.23)
A soluc¸a˜o mais geral da Eq.(9.23) quando ω e´ complexo sa˜o as func¸o˜es de
Bessel, de modo que
R(r) = C1 Jm (p r) + C2 Nm (p r) , (9.24)
onde a constante p e´ dada por
p =
√√√√[ 1
σ21
(
ω − 4Jm
r2s
)2
− k2 − β2
]
. (9.25)
O efeito da rotac¸a˜o do espac¸o-tempo pode ser observado na mudanc¸a da
dependeˆncia de p. A frequeˆncia ω sofre um deslocamento devido ao momento
angular J do cilindro, o ı´ndice m e o raio rs da casca cil´ındrica. Interessante
e´ o fato que este deslocamento e´ discreto uma vez que m e´ um nu´mero
inteiro. O momento angular e rs afeta tambe´m a amplitude de p. Usaremos
essa soluc¸a˜o juntamente com a soluc¸a˜o para regia˜o exterior para calcular os
modos quasinormais deste espac¸o-tempo.
Soluc¸a˜o caneta esferogra´fica
A segunda soluc¸a˜o a ser analisada e´ a do tipo “caneta esferogra´fica”cuja
me´trica e´ dada pela Eq.(5.18). Assim como foi feito para a outra soluc¸a˜o
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interior, seguiremos os mesmos passos usando agora as relac¸o˜es
X = sin(
√
λr)2
λ
= −g , −g,r = sin(
√
λr) cos(
√
λr)√
λ
,
M = −2α˜f , f =
[
(r − rs) cos(
√
λr)− sin(
√
λr)√
λ
+ rs
]
, (9.26)
e as Eqs.(3.20, 3.21, 3.22) obtendo a equac¸a˜o para a evoluc¸a˜o do campo que
sera´
sin(x)2
d2R
dx2
+ sin(x) cos(x)
dR
dx
+
+R
{
(ω2 − k2 − β2)
λ
sin(x)2 − [m+ 2α˜ωf ]2
}
= 0 . (9.27)
No ca´lculo da Eq.(9.27) fizemos a mudanc¸a de coordenadas x =
√
λr. Neste
caso a Eq.(9.27) na˜o possui soluc¸a˜o exata conhecida exceto para o caso muito
particular onde impomos α˜ = 0 e
√
λ = 1
r0
. Neste caso, sa˜o recuperadas a
Eq.(9.10) e sua soluc¸a˜o dada pelas Eqs.(9.11, 9.12) para o cilindro esta´tico.
Apesar desse fato, pudemos obter duas soluc¸o˜es aproximadas dessa equac¸a˜o
nos seguintes regimes
• limite quasi-esta´tico quando √λrs ≪ 1
• limite de altos valores de m
Para estes dois limites fomos capazes de calcular os modos quasinormais desse
espac¸o-tempo. Eles sera˜o apresentados nos pro´ximos cap´ıtulos.
104
Cap´ıtulo 10
Modos quasinormais
Em 1957, as discusso˜es sobre qual seria o melhor entendimento de certas
soluc¸o˜es singulares das equac¸o˜es de Einstein, que depois receberiam o nome
de “buracos negros”, ainda eram bastante controversas. Neste mesmo ano,
Regge e Wheeler [53] lanc¸aram alguma luz sobre esse asunto iniciando um
novo ramo de pesquisa em Relatividade Geral. Eles estudaram a singu-
laridade de Schwarzschild analisando o espectro de frequeˆncias complexas
de perturbac¸o˜es lineares na me´trica e concluiram que tal singularidade era
esta´vel.
Partindo dessa iniciativa uma se´rie de outros trabalhos relacionando a
propagac¸a˜o de campos de mate´ria e a estabilidade de geometrias foi realizada
[30, 46]. Dentre as muitas opc¸o˜es de estudo escolhemos trabalhar com a
ana´lise dos modos quasinormais.
No contexto da Relatividade Geral, os modos quasinormais (MQN’s) po-
dem ser entendidos como o conjunto de frequeˆncias complexas de oscilac¸a˜o,
tanto de campos de mate´ria evoluindo em uma geometria quanto da pro´pria
geometria perturbada gravitacionalmente. A componente complexa desses
modos pode gerar um amortecimento ou uma amplificac¸a˜o exponencial das
oscilac¸o˜es indicando a estabilidade ou a instabilidade do campo ou da geome-
tria. Um outro aspecto importante desses modos e´ que em geral eles guardam
estreita relac¸a˜o com os paraˆmetros que definem o espac¸o-tempo analisado.
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Por essa raza˜o eles sa˜o considerados impresso˜es digitais dos objetos gravita-
cionais que os produziram [54].
No caso de buracos negros os modos quasinormais sa˜o intimamente ligados
aos paraˆmetros que os caracterizam tais como a massa, a carga ele´trica e o
momento angular. Ainda hoje o estudo desses modos de oscilac¸a˜o em buracos
negros e´ um ramo de pesquisa que desperta grande interesse [38, 39, 55].
Pensando nestas razo˜es investigaremos a existeˆncia de tais modos nos
espac¸os-tempos estudados, com interesse especial naqueles que possuem cur-
vas fechadas tipo-tempo. Nossa “ferramenta de trabalho”sera´ o campo esca-
lar que sera´ inserido na me´trica fundo como uma perturbac¸a˜o, de tal sorte
que o tensor energia-momentum do campo e´ desprez´ıvel. Desta forma preci-
samos resolver apenas a equac¸a˜o de Klein-Gordon, que governa a evoluc¸a˜o do
campo escalar. A evoluc¸a˜o do campo sera´ afetada pela curvatura da me´trica
e assim relacionaremos a evoluc¸a˜o do campo com os paraˆmetros da me´trica.
Condic¸o˜es de contorno bem espec´ıficas devem ser impostas nas soluc¸o˜es
das equac¸o˜es de perturbac¸a˜o para a obtenc¸a˜o dos MQN’s.
rh
ωi xe ωi xe
V (x)
ef
x
Figura 10.1: Condic¸o˜es de contorno para MQN em buracos negros: ondas en-
trando no horizonte de eventos e ondas escapando para o infinito.
No caso de buracos negros assinto´ticamente planos essas condic¸o˜es [38]
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pedem que
Ψinhor ∼ e−iωx, x→ rh (10.1)
Ψout∞ ∼ eiωx, x→∞ (10.2)
ou seja, pro´ximo ao horizonte de eventos queremos apenas ondas entrando
Ψin e nenhuma saindo e no infinito queremos apenas ondas escapando para o
infinito Ψout e nenhuma vinda dele. A Fig.(10.1) ilustra as condic¸o˜es acima.
V (x)
ef
r
S
ωi xe
x
x
µ
d
d
in
x
µ
d
d
ext
extin
x
Figura 10.2: Condic¸o˜es de contorno para MQN em espac¸os-tempos com soluc¸a˜o
interna: Continuidade na fronteira e ondas escapando para o infinito
No caso de objetos que possuem uma soluc¸a˜o interna com um conteu´do
de mate´ria espec´ıfico essas condic¸o˜es de contorno devem ser alteradas. A
maioria dos casos estudados neste trabalho possuem soluc¸o˜es internas e sa˜o
cilindricamente sime´tricos. Para esses casos os MQN’s sera˜o definidos atrave´s
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das seguintes condic¸o˜es de contorno
|Ψin| < ∞ quando x→ 0 , (10.3)
Ψin = Ψext
quando x = rs , (10.4)
∂Ψin
∂xν
=
∂Ψext
∂xν
Ψext∞ ∼
eiωx√
x
, quando x→∞ , (10.5)
ou seja, impomos continuidade para as soluc¸o˜es internas e externas dos cam-
pos e suas derivadas, na fronteira rs e mantemos a condic¸a˜o de que apenas
ondas cil´ındricas escapando para o infinito sa˜o permitidas. Veja a Fig.(10.2).
Entretanto, devemos nos lembrar que alguns espac¸os-tempos estudados
neste trabalho admitem a presenc¸a de curvas fechadas tipo tempo. Isso
poderia, a princ´ıpio, inviabilizar o estudo da evoluc¸a˜o do campo escalar nesses
espac¸os-tempos. Contudo, esse na˜o e´ um problema insupera´vel. Na verdade,
para tornar esse problema bem posto precisamos apenas impor condic¸o˜es de
contorno extras.
Seguindo a ide´ia de Nokivov e colaboradores [47], utilizaremos o princ´ıpio
de auto-consisteˆncia para contornar esse problema. O princ´ıpio de auto-
consisteˆncia declara que:
As u´nicas soluc¸o˜es das leis f´ısicas que podem ocorrer localmente
no Universo real sa˜o aquelas que sa˜o globalmente auto-consistentes.
Isso implica que todos os eventos sobre uma curvas fechadas tipo tempo influ-
encia outros eventos na sua vizinhac¸a apenas de uma maneira auto-ajustada.
Nesta situac¸a˜o uma part´ıcula pode voltar ao passado mas nenhuma alterac¸a˜o
pode ser efetuada. Ela apenas repete a mesma histo´ria indefinidamente. Por-
tanto, devemos garantir que a propagac¸a˜o do campo escalar seja perio´dica
na regia˜o onde a coordenada temporal e´ identificada.
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Da imposic¸a˜o desse princ´ıpio resulta a condic¸a˜o de contorno adicional
dada por
Ψ(t, 0, r, z) = Ψ(t, 2π, r, z) =⇒ Φ(0) = Φ(2π) . (10.6)
Inspecionando os espac¸os-tempos aqui estudados vemos que a condic¸a˜o (10.6)
e´ satisfeita tanto na regia˜o causal quanto na regia˜o na˜o-causal. Assim, tor-
namos o problema do ca´lculo dos modos quasinormais de um campo escalar
bem posto.
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Cap´ıtulo 11
Modos quasinormais - Campo
Escalar
Neste cap´ıtulo apresentaremos o ca´lculo dos modos quasinormais referentes
a` propagac¸a˜o de um campo escalar nos espac¸os-tempos apresentados.
11.1 Modos quasinormais do cilindro co´smico
esta´tico
Iniciaremos o ca´lculo dos MQN’s com o espac¸o-tempo do cilindro esta´tico.
Primeiramente definimos os paraˆmetros do nosso problema. Neste caso os
paraˆmetros livres sa˜o a densidade de energia ρ = 1
8πr0
do cilindro e o raio da
fronteira rints que limita o cilindro. Essas duas constantes se relacionam da
seguinte maneira,
rints = r0θM , (1− 4µ) = cos(θM) , rextb =
r0 sin(θM )
(1− 4µ) . (11.1)
Devemos observar que µ possui um valor cr´ıtico µc = 1/4. Portanto, traba-
lharemos apenas com valores de µ < µc pelos motivos declarados na Sec¸a˜o
(5.1) onde descrevemos esse espac¸o-tempo.
Para este espac¸o-tempo temos soluc¸o˜es exatas tanto para a me´trica in-
terna quanto para a externa. Comecemos com a me´trica externa. Tratare-
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mos o caso onde ω e´ complexo, de modo que a soluc¸a˜o da Eq.(9.4) e´ dada
em termos de func¸o˜es de Bessel. Usando a condic¸a˜o de contorno dada pela
Eq.(10.5) percebemos que a combinac¸a˜o de func¸o˜es de Bessel que apresenta
o comportamento assinto´tico desejado em r →∞ e´ da forma
Rext(r) = C1 H
1
ν (pr) + C2 H
2
ν (pr) , (11.2)
onde temos p2 = ω2− k2− β2 e o ı´ndice ν2 = m2/(1− 4µ)2. Essas sa˜o as co-
nhecidas, primeira e segunda func¸o˜es de Hankel, que teˆm um comportamento
de onda viajante quando r →∞. Detalhes sa˜o apresentado no Apeˆndice D.
Como queremos apenas ondas escapando para o infinito e nenhuma vindo
dele, devemos proceder da seguinte forma:
• Se ωR > 0 enta˜o C2 = 0 =⇒ Rext(r) = C1 H1ν (pr).
• Se ωR < 0 enta˜o C1 = 0 =⇒ Rext(r) = C2 H2ν (pr).
Assim, ao calcularmos os MQN’s devemos estar atentos pois, para cada ramo
de ωR, devemos usar uma func¸a˜o R(r) diferente para garantir que tenhamos
apenas ondas escapando para o infinito.
Na regia˜o interior tambe´m teremos ω complexo. Neste caso a Eq.(9.10)
tera´ como soluc¸a˜o as func¸o˜es associadas de Legendre. Sua forma geral e´ dada
por
Rint(r) = C˜1 P
m
n (cos(r/r0)) + C˜2 Q
n
m(cos(r/r0)) , (11.3)
onde o ı´ndice n e´ dado por
n = −1
2
+
√
4(ω2 − k2 − β2)r20 + 1
2
. (11.4)
Impondo que a condic¸a˜o de contorno dada pela Eq.(10.3) seja satisfeita pela
Eq.(11.3) nos obriga eliminar a func¸a˜o de Legendre Qmn , fazendo C˜2 = 0, pois
esta func¸a˜o apresenta um comportamento divergente em r = 0.
A soluc¸a˜o interior final se reduz enta˜o a
Rint(r) = C˜1 P
m
n (cos(r/r0)) . (11.5)
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Por fim usaremos a condic¸a˜o de contorno dada pela Eq.(10.4) nas Eqs.(11.2,
11.3) resultando nas equac¸o˜es
Rint(rs)
Rext(rb)
=
C1,2
C˜1
,
R′int(rs)
R′ext(rb)
=
C1,2
C˜1
,
R′int(rs)
Rint(rs)
− R
′
ext(rb)
Rext(rb)
= 0 , (11.6)
onde as constantes C1,2 esta˜o relacionadas a qual ramo de ωR se esta´ cal-
culando. Agora que ja´ impusemos as condic¸o˜es de contorno apropriadas ao
nosso problema podemos calcular os MQN’s do cilindro esta´tico. Escolhe-
mos uma densidade de energia ρ e um raio da fronteira rints . Isso fixa as
outras constantes do problema e dessa forma podemos obter as frequ¨eˆncias
ω calculando os zeros da Eq.(11.6) para valores espec´ıficos de k, β e m. Os
zeros da Eq.(11.6) podem ser obtidos numericamente. A seguir, podemos
observar algumas frequeˆncias do campo escalar obtidas usando o programa
Maple. Detalhes do ca´lculo das frequeˆncias sa˜o apresentados no Apeˆndice C.
Tabela 11.1: Modos quasinormais para o cilindro esta´tico com paraˆmetros
rs = 5.0, ρ = 1.0 × 10−3, r¯0 = 6.3, µ = 0.1, rb = 6.4, β = 0, k = 0. Na
tabela da esquerda apresentamos o modo fundamental (n = 1) e os sobretons
(n > 1) para m = 0. Na tabela da direita apresentamos o modo fundamental
(n = 1) para va´rios valores de m.
n ω = ωR + i ωI
1 -0.66 - i 0.54 , +0.66 - i 0.54
2 -1.33 - i 0.65 , +1.33 - i 0.65
3 -1.98 - i 0.72 , +1.98 - i 0.72
4 -2.62 - i 0.78 , +2.62 - i 0.78
5 -3.25 - i 0.82 , +3.25 - i 0.82
6 -3.89 - i 0.85 , +3.89 - i 0.85
7 -4.52 - i 0.88 , +4.52 - i 0.88
8 -5.15 - i 0.91 , +5.15 - i 0.91
m ω = ωR + i ωI
0 -0.66 - i 0.54 , +0.66 - i 0.54
1 -0.21 - i 0.42 , +0.21 - i 0.42
2 -0.49 - i 0.51 , +0.49 - i 0.51
3 -0.76 - i 0.58 , +0.76 - i 0.58
4 -1.01 - i 0.63 , +1.01 - i 0.63
5 -1.26 - i 0.68 , +1.26 - i 0.68
6 -1.51 - i 0.72 , +1.51 - i 0.72
7 -1.76 - i 0.76 , +1.76 - i 0.76
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Como podemos observar na parte superior da tabela (11.1), tanto a parte
real quanto a parte imagina´ria de ω crescem quando passamos a considerar
os sobretons n > 1. Isso significa que os sobretons mais altos decaem mais
ra´pido que o modo fundamental. Vemos tambe´m que existe uma simetria
entre o ramo positivo e negativo de ωR em relac¸a˜o ao eixo ima´gina´rio que
representa ωI . Essa simetria permanece para qualquer valor de m e pode
ser entendida levando em conta a invariaˆncia da equac¸a˜o de movimento em
relac¸a˜o a aplicac¸a˜o do complexo conjugado e que as func¸o˜es de Hankel se
transformam uma na outra com a troca de sinal de ωR sob a mesma aplicac¸a˜o.
Isso explica a simetria ω → −ω∗. Observando a parte de baixo da mesma
tabela vemos que o modo fundamental para m = 0 e´ maior que m = 1. Para
os outros modos ha´ um crescimento de ω com o aumento de m.
Quando consideramos k 6= 0 e β 6= 0 observamos apenas um deslocamento
positivo no modo fundamental, ou seja, o modo fundamental acontece em
valores maiores de ω. Isso significa que esses modos fundamentais e todos os
sobretons decaem mais rapidamente que o caso k = 0 e β = 0.
Finalmente o aspecto mais significativo observado e´ que ωI e´ sempre ne-
gativo indicando que o cilindro esta´tico e´ esta´vel quando submetido a uma
perturbac¸a˜o escalar.
11.2 Modos quasinormais da corda co´smica
esta´tica e em rotac¸a˜o
O estudo dos MQN’s para o campo escalar nos espac¸os-tempos da corda
esta´tica e da corda em rotac¸a˜o foi agrupado em uma u´nica sec¸a˜o pois ambos
apresentaram o mesmo comportamento: auseˆncia de modos quasinormais de
oscilac¸a˜o.
Nesses dois casos, devemos impor apenas as condic¸o˜es de contorno dadas
pelas Eqs.(10.3, 10.5) ja´ que na˜o ha´ uma regia˜o interior. Quando aplicamos a
condic¸a˜o de contorno dada pela Eq.(10.5) nas soluc¸o˜es radiais das equac¸o˜es
de movimento do campo escalar em cada uma das me´tricas o resultado e´
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que elas devem ser func¸o˜es de Hankel. Entretanto, ao testarmos a condic¸a˜o
de regularidade das soluc¸o˜es em r = 0, exigida pela Eq.(10.3), descobrimos
que ambas as func¸o˜es de Hankel sa˜o divergentes neste ponto. Assim a u´nica
soluc¸a˜o poss´ıvel seria impormos C1 = C2 = 0. Ja´ que uma das condic¸o˜es de
contorno na˜o e´ satisfeita, exceto no caso da soluc¸a˜o trivial Φ = 0 conclu´ımos
que na˜o ha´ modos quasinormais de oscilac¸a˜o do campo escalar nestes espac¸os-
tempos.
11.3 Modos quasinormais do cilindro co´smico
em rotac¸a˜o
Trabalharemos agora com o cilindro em rotac¸a˜o. Como comentamos na Sec¸a˜o
(5.4) temos duas soluc¸o˜es internas. Iniciaremos o ca´lculo dos MQN’s com
a soluc¸a˜o interna tipo “vaso de flor”pois ela possui soluc¸a˜o exata para o
campo escalar. Em seguida calcularemos os MQN’s da soluc¸a˜o interna tipo
“caneta esferogra´fica”atrave´s de soluc¸o˜es aproximadas obtidas em dois limites
distintos.
11.3.1 Soluc¸a˜o Vaso de flor
Primeiramente definiremos os paraˆmetros do nosso problema. Neste caso
os paraˆmetros livres sa˜o o raio da superf´ıcie rs, ou seja, a posic¸a˜o radial
da casca cil´ındrica infinitamente fina, o momento angular por unidade de
comprimento J da casca e a densidade linear µ que esta´ relacionada com a
soluc¸a˜o exterior. Essas constantes conectara˜o as regio˜es interior e exterior
do espac¸o-tempo fixando a constante r0 atrave´s da relac¸a˜o
r0 = r
±
0 = ±
√
r2s + 16J
2
(1− 4µ)2 − rs . (11.7)
Contudo, ainda temos a liberdade de escolher qual ramo de r0 queremos
explorar. Lembrando da discussa˜o apresentada no cap´ıtulo 6 a respeito da
presenc¸a de curvas fechadas tipo-tempo e a escolha r±0 teremos o cuidado de
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explorar cada um dos casos. Novamente trabalharemos apenas com valores
de µ < 1/4.
Para esse espac¸o-tempo temos soluc¸o˜es exatas para o campo tanto para a
me´trica interna quanto para a externa. Comecemos com a me´trica externa.
Trataremos o caso onde ω e´ complexo de modo que a soluc¸a˜o da Eq.(9.21) e´
dada em termos de func¸o˜es de Bessel. Aplicando a condic¸a˜o de contorno dada
pela Eq.(10.5) nas func¸o˜es de Bessel percebemos que a combinac¸a˜o dessas
func¸o˜es que apresenta o comportamento assinto´tico desejado em r → ∞ e´
da forma
Rext(r + r0) = C1 H
1
ν (p(r + r0)) + C2 H
2
ν (p(r + r0)) , (11.8)
onde p2 = ω2−k2−β2 e o ı´ndice ν2 = (m+4Jω)2/(1−4µ)2. Como queremos
apenas ondas escapando para o infinito e nenhuma vindo dele, devemos impor
que
• Se ωR > 0 enta˜o C2 = 0 =⇒ Rext(r) = C1 H1ν (p(r + r0)).
• Se ωR < 0 enta˜o C1 = 0 =⇒ Rext(r) = C2 H2ν (p(r + r0)).
Para a regia˜o interior tambe´m queremos que ω seja complexo. Neste caso, a
Eq.(9.23) tera´ como soluc¸a˜o as func¸o˜es de Bessel dadas por
Rint(r) = C˜1 Jm(p˜r) + C˜2 Nm(p˜r) , (11.9)
onde o ı´ndice m e´ um nu´mero inteiro e a constante p satisfaz a relac¸a˜o
p˜ =
√√√√( 1
σ21
(
ω − 4Jm
r2s
)2
− k2 − β2
)
. (11.10)
A imposic¸a˜o de que o campo seja regular sobre a origem r = 0, condic¸a˜o
exigida pela Eq.(10.2), nos obriga eliminar a func¸a˜o Nm(p˜r), fazendo C˜2 = 0.
A soluc¸a˜o interior final se reduz enta˜o a
Rint(r) = C˜1 Jm(p˜r) . (11.11)
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Por fim, usaremos a condic¸a˜o de contorno dada pela Eq.(10.4) nas Eqs.(11.8,
11.11) resultando nas equac¸o˜es
Rint(rs)
Rext(rs)
=
C1,2
C˜1
,
R′int(rs)
R′ext(rs)
=
C1,2
C˜1
,
R′int(rs)
Rint(rs)
− R
′
ext(rs)
Rext(rs)
= 0 , (11.12)
onde as constantes C1,2 sa˜o novamente relacionadas a` escolha do ramo posi-
tivo ou negativo de ωR. Agora que ja´ impusemos as condic¸o˜es de contorno
apropriadas ao nosso problema podemos calcular os MQN’s desta soluc¸a˜o.
Escolheremos valores para J , rs e µ e enta˜o escolheremos o ramo de r0 que
queremos analisar. Isso fixara´ as outras constantes do problema e dessa forma
podemos obter as frequ¨eˆncias ω calculando os zeros da Eq.(11.12) para valores
espec´ıficos de k, β e m. Aplicando o mesmo procedimento desenvolvido para
o cilindro esta´tico, calculamos alguns modos quasinormais do campo escalar
para o cilindro em rotac¸a˜o.
Da tabela (11.2) podemos observar que para o cilindro em rotac¸a˜o, di-
ferentemente do cilindro esta´tico, a simetria ω → −ω∗ e´ quebrada, exceto
quando m = 0, na˜o importando o valor escolhido para r0. Essa quebra de si-
metria de ω pode ser entendida se observarmos o potencial efetivo da equac¸a˜o
de movimento do campo escalar. Quando m = 0 recuperamos o potencial
efetivo do caso esta´tico. Agora, quando m 6= 0 temos um termo proporcio-
nal a ω aparecendo na ordem da func¸a˜o de Hankel que quebra o argumento
apresentado anteriormente.
Na parte superior da tabela (11.2), onde apresentamos os modos qua-
sinormais obtidos, quando o paraˆmetro r−0 e´ escolhido na condic¸a˜o (6.3)
observamos a presenc¸a de frequencias com ωI > 0 indicando instabilidade
desse espac¸o-tempo quando submetido a perturbac¸o˜es escalares. E´ impor-
tante lembrar neste momento que a escolha de r−0 implica na presenc¸a de
curvas fechadas tipo tempo no exterior desse espac¸o-tempo.
Na parte inferior da tabela observamos apenas frequeˆncias com ωI < 0.
Essa tabela apresentadas as frequeˆncias obtidas quando escolhemos r+0 na
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Tabela 11.2: Modos quasinormais para o cilindro em rotac¸a˜o com soluc¸a˜o
interior do tipo “vaso de flor”com os paraˆmetros J = 1.0, µ = 1.0 × 10−2,
rs = 5.0, β = 0, k = 0, r0 = −12 (topo) e r0 = 1.7 (abaixo). Nas tabelas
localizadas a` esquerda apresentamos o modo fundamental (n = 1) e os so-
bretons (n > 1) para m = 0, e nas tabelas localizadas a` direita apresentamos
o modo fundamental (n = 1) para va´rios valores de m. O s´ımbolo ∗ indica
os modos insta´veis.
n ω = ωR + i ωI
1 0.06 + i 0.04 ∗ -0.06 + i 0.04 ∗
2 0.75 - i 0.23 -0.21 + i 0.04 ∗
3 1.57 - i 0.32 -0.79 + i 0.01 ∗
4 2.39 - i 0.36 -0.90 + i 0.01 ∗
5 3.20 - i 0.40 -1.46 + i 0.03 ∗
6 4.01 - i 0.43 -1.57 - i 0.32
n ω = ωR + i ωI
1 0.46 - i 0.45 -0.46 - i 0.45
2 1.23 - i 0.57 -1.23 - i 0.57
3 2.02 - i 0.63 -2.02 - i 0.63
4 2.83 - i 0.67 -2.82 - i 0.67
5 3.63 - i 0.70 -3.63 - i 0.70
6 4.43 - i 0.73 -4.43 - i 0.73
m ω = ωR + i ωI
0 0.06 + i 0.04 ∗ -0.06 + i 0.04 ∗
1 0.03 - i 0.05 -0.03 + i 0.03 ∗
2 0.05 + i 0.07 ∗ -0.56 + i 0.03 ∗
3 0.15 - i 0.22 -0.19 + i 0.31 ∗
4 0.22 - i 0.31 -0.37 + i 0.04 ∗
5 0.29 - i 0.39 -0.44 + i 0.59 ∗
m ω = ωR + i ωI
0 0.46 - i 0.45 -0.46 - i 0.45
1 0.94 - i 0.39 -0.83 - i 0.57
2 1.43 - i 0.39 -0.12 - i 0.15
3 1.90 - i 0.40 -0.07 - i 0.26
4 0.30 - i 1.90 -0.17 - i 0.30
5 0.83 - i 2.09 -0.26 - i 0.33
condic¸a˜o (6.3). Isso nos indica que para essa escolha o espac¸o-tempo resul-
tante e´ esta´vel em relac¸a˜o a` perturbac¸o˜es escalares. Neste caso, tambe´m
observamos que os sobretons decaem mais rapidamente que o modo fun-
damental e a presenc¸a de k 6= 0 e β 6= 0 desloca positivamente o modo
fundamental e seus sobretons fazendo-os decair mais rapidamente.
A relac¸a˜o entre r±0 e a estabilidade do espac¸o-tempo sera´ melhor discutida
na conclusa˜o desta tese.
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11.3.2 Soluc¸a˜o Caneta esferogra´fica
Neste caso calcularemos os MQN’s do espac¸o-tempo em questa˜o em dois li-
mites distintos. Os paraˆmetros livres para a soluc¸a˜o interna tipo “caneta
esferogra´fica”sera˜o o raio da superf´ıcie rs, ou seja, a posic¸a˜o radial da fron-
teira do cilindro, a constante λ que se relaciona com a densidade linear de
energia e a constante α relacionada ao momento angular por unidade de com-
primento do cilindro. Essas constantes conectam as regio˜es interior e exterior
do espac¸o-tempo fixando a constante r0 atrave´s da relac¸a˜o
r0 = r
±
0 =
[
±
√
1− (1− 4µ)2
(1− 4µ) arccos(1− 4µ) − 1
]
rs . (11.13)
Novamente trataremos ambos os ramos de r0 e trabalharemos apenas com
valores de m0 < 1/4.
Para a regia˜o exterior vale o resultado obtido anteriormente para a soluc¸a˜o
tipo “vaso de flor”onde a soluc¸a˜o final, apo´s a imposic¸a˜o da condic¸a˜o de
contorno, e´ dada pela Eq.(11.8) e a restric¸a˜o imposta por ωR.
Para a regia˜o interior, soluc¸o˜es exatas aproximadas sa˜o obtidas em dois
limites:
• limite quasi-esta´tico quando √λrs ≪ 1
• limite de altos valores de m
Limite quasi-esta´tico
O limite quasi-esta´tico do cilindro em rotac¸a˜o e´ alcanc¸ado quando seu raio
rs e´ muito menor que sua densidade de energia, ou seja, quando
rs ≪ 1√
λ
. (11.14)
Neste limite, podemos expandir as func¸o˜es da me´trica em se´rie de Taylor
para r pequeno desprezando termos de O(√λr)3. Assim procedendo temos
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que
sin(
√
λr) ∼
√
λr +O(
√
λr)3 , (11.15)
cos(
√
λr) ∼ 1− (
√
λr)2
2
+O(
√
λr)3 , (11.16)
f ∼ 0 +O(
√
λr)3 , (11.17)
J ∼ 0 +O(
√
λr)3 , (11.18)
µ ∼ λr
2
s
8
+O(
√
λr)3 . (11.19)
Descartaremos a contribuic¸a˜o da func¸a˜o f no potencial efetivo do campo es-
calar na regia˜o interior, mas ainda manteremos a relac¸a˜o dada pela Eq.(5.17)
para calcular o valor de J e substitu´ı-lo no potencial efetivo na regia˜o ex-
terior. Adotamos esse procedimento pois, mesmo J sendo muito pequeno,
ele deve ser na˜o nulo para permitir a possibilidade de curvas fechadas tipo
tempo no exterior do espac¸o-tempo. Por esses motivos a Eq.(9.27) torna-se
x2
d2R
dx2
+ x
dR
dx
+R
[
(ω2 − k2 − β2)
λ
x2 −m2
]
= 0. (11.20)
Se supusermos que ω e´ complexo, a Eq.(11.20) tera´ soluc¸a˜o exata em termos
de func¸o˜es de Bessel,
Rint(r) = C˜1 Jm(p˜ r) + C˜2 Nm(p˜ r) , (11.21)
onde o ı´ndicem e´ um nu´mero inteiro e p˜ =
√
(ω2−k2−β2)
λ
. Em seguida, faremos
a constante de integrac¸a˜o C˜2 = 0 ja´ que a condic¸a˜o de contorno dada pela
Eq.(10.2) exige regularidade do campo em r = 0. Isso implica que a soluc¸a˜o
final para o campo escalar na regia˜o interior no limite quasi-esta´tico sera´
Rint(r) = C˜1 Jm(p˜ r) . (11.22)
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De modo semelhante ao caso anterior aplicaremos as duas condic¸o˜es de con-
torno restantes dadas pela Eq.(10.4) a`s soluc¸o˜es interior e exterior para cal-
cular as equac¸o˜es
Rint(rs)
Rext(rs)
=
C1,2
C˜1
,
R′int(rs)
R′ext(rs)
=
C1,2
C˜1
,
R′int(rs)
Rint(rs)
− R
′
ext(rs)
Rext(rs)
= 0 . (11.23)
O pro´ximo passo sera´ escolher valores para λ, rs e α˜ e enta˜o escolher o
ramo de r0 que queremos analisar. Repetindo o procedimento adotado nos
outros casos, calculamos alguns modos quasinormais para o campo escalar
se propagando no cilindro em rotac¸a˜o no limite quasi-esta´tico.
Inspecionando a tabela (11.3) observamos as mesmas caracter´ısticas apre-
sentadas pelos modos quasinormais do cilindro em rotac¸a˜o com interior do
tipo “vaso de flor”. Novamente a escolha de r−0 implicou no aparecimento de
modos insta´veis com ωI > 0. De modo semelhante, quando r
+
0 foi escolhido
tais modos insta´veis desapareceram.
Novamente o paraˆmetro r0 ditou a presenc¸a ou auseˆncia de modos insta´veis
para o campo escalar neste espac¸o-tempo.
Limite de altos valores de m
Se analisarmos a Eq.(9.27) veremos que
m+ 2α˜ωf (11.24)
e´ o termo que dificulta a obtenc¸a˜o de uma soluc¸a˜o exata devido a` forma
complicada de f(r). Podemos enta˜o nos perguntar qual e´ a contribuic¸a˜o do
termo 2αωf no potencial efetivo do campo escalar. Uma ra´pida inspec¸a˜o
da func¸a˜o f(r) nos revela que ela e´ limitada no intervalo 0 < r ≤ rs. As
constantes α˜ e ω sa˜o quaisquer em princ´ıpio. Portanto, se pudermos garantir
que
m≫ max
r∈[0,rs]
|2α˜ω f(r)| , (11.25)
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Tabela 11.3: Modos quasinormais para o cilindro em rotac¸a˜o com soluc¸a˜o
interior tipo “caneta esferogra´fica”no limite quasi-esta´tico, com paraˆmetros
J = 2.0×10−5, µ = 1.0×10−4, rs = 1.0, β = 0, k = 0, α˜ = 0.2, λ = 1.0×10−3,
r0 = −2.0 (topo) e r0 = 3.0× 10−4 (abaixo). Nas duas tabelas localizadas a`
esquerda apresentamos o modo fundamental (n = 1) e os sobretons (n > 1)
para m = 0. Nas duas tabelas a` direita apresentamos o modo fundamental
(n = 1) para va´rios valores de m. O s´ımbolo ∗ indica os modos insta´veis.
n ω = ωR + i ωI
1 0.30 + i 0.41 ∗ -0.30 + i 0.41 ∗
2 2.96 - i 0.94 -2.96 - i 0.94
3 6.16 - i 1.28 -3.83 + i 0.18 ∗
4 9.33 - i 1.47 -5.52 + i 0.17 ∗
5 12.5 - i 1.62 -6.16 - i 1.28
6 15.6 - i 1.73 -7.01 + i 0.17 ∗
n ω = ωR + i ωI
1 2.61 - i 5.54 -2.61 - i 5.54
2 5.94 - i 5.72 -5.94 - i 5.72
3 9.17 - i 5.87 -9.17 - i 5.87
4 12.4 - i 6.00 -12.4 - i 6.00
5 15.5 - i 6.10 -15.5 - i 6.10
6 18.7 - i 6.18 -18.7 - i 6.18
m ω = ωR + i ωI
0 0.30 + i 0.41 ∗ -0.30 + i 0.41 ∗
1 1.84 + i 0.25 ∗ -1.84 + i 0.25 ∗
2 0.34 + i 0.47 ∗ -3.06 + i 0.27 ∗
3 1.10 + i 0.70 ∗ -1.11 + i 0.70 ∗
4 1.92 + i 0.86 ∗ -1.92 + i 0.86 ∗
5 2.76 + i 0.99 ∗ -2.76 + i 0.98 ∗
m ω = ωR + i ωI
0 2.61 - i 5.54 -2.61 - i 5.54
1 1.07 - i 5.47 -0.66 - i 5.46
2 2.74 - i 5.54 -2.21 - i 5.60
3 1.00 - i 5.86 -0.53 - i 5.90
4 2.37 - i 6.15 -1.94 - i 6.27
5 0.85 - i 6.77 -0.49 - i 6.81
o termo 2α˜ωf pode ser desprezado em relac¸a˜o a m. A condic¸a˜o expressa na
Eq.(11.25) e´ a relac¸a˜o que caracteriza o limite de altos valores de m. Desta
forma, se supormos que tal limite seja satisfeito a Eq.(9.27) se reduzira´ a`
equac¸a˜o
d2R
dx2
+
cos(x)
sin(x)
dR
dx
+R
{
(ω2 − k2 − β2)
λ
− m
2
sin(x)2
}
= 0 . (11.26)
A soluc¸a˜o geral da Eq.(11.26) quando ω e´ complexo pode ser escrita em
termos das func¸o˜es de Legendre associadas. Neste caso a forma da soluc¸a˜o
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sera´
Rint(r) = C˜1 P
m
n
[
cos
(√
λr
)]
+ C˜2 Q
n
m
[
cos
(√
λr
)]
, (11.27)
onde o ı´ndice n e´ dado por
n = −1
2
+
√
4(ω2−k2−β2)
λ
+ 1
2
. (11.28)
A condic¸a˜o de regularidade sobre a origem imposta pela Eq.(10.2) obriga-nos
a descartar a func¸a˜o Qmn , portanto C˜2 = 0. Assim, a forma final da soluc¸a˜o
para a regia˜o interior neste limite de altos valores de m sera´
Rint(r) = C˜1 P
m
n
[
cos
(√
λr
)]
. (11.29)
Aplicaremos as duas condic¸o˜es de contorno restantes dadas pela Eq.(10.4),
a`s soluc¸o˜es interior e exterior para chegar as equac¸o˜es
Rint(rs)
Rext(rs)
=
C1,2
C˜1
,
R′int(rs)
R′ext(rs)
=
C1,2
C˜1
,
R′int(rs)
Rint(rs)
− R
′
ext(rs)
Rext(rs)
= 0 . (11.30)
Escolheremos enta˜o, valores para λ, rs, α˜ e o ramo de r0 que queremos
analisar e calcularemos numericamente os modos quasinormais do campo
escalar neste limite usando o procedimento apresentado anteriormente.
No limite de altos valores m vemos novamente as mesmas caracter´ısticas
apresentadas pelos modos quasinormais da corda em rotac¸a˜o com interior do
tipo “vaso de flor”. Outra vez a escolha de r−0 implicou no aparecimento de
modos insta´veis com ωI > 0 ale´m do aparecimento de modos puramente reais.
E como antes, quando r+0 foi escolhido os modos insta´veis e os puramente
reais desapareceram.
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Tabela 11.4: Modos quasinormais para o cilindro em rotac¸a˜o com soluc¸a˜o
interior tipo “caneta esferogra´fica”no limite de altos valores de m com
paraˆmetros J = 0.1, µ = 1.0 × 10−2, rs = 10, β = 0, k = 0, α˜ = 1.0,
λ = 1.0× 10−3, r0 = −20 (topo) e r0 = 0.4 (abaixo). Nas duas tabelas loca-
lizadas a` esquerda apresentamos o modo fundamental (n = 1) e os sobretons
(n > 1) para m = 70. Nas duas tabelas a` direita apresentamos o modo
fundamental (n = 1) para va´rios valores de m. Os s´ımbolos ∗ e † indicam os
modos insta´veis e os modos puramente reais, respectivamente.
n ω = ωR + i ωI
1 2.20 † -2.20 †
2 2.47 + i 3.99 ∗ -2.31 + i 4.30 ∗
3 2.80 + i 3.86 ∗ -2.84 + i 4.08 ∗
4 2.96 + i 3.78 ∗ -3.02 + i 3.99 ∗
5 3.12 + i 3.70 ∗ -3.20 + i 3.90 ∗
6 3.29 + i 3.61 ∗ -3.38 + i 3.80 ∗
n ω = ωR + i ωI
1 0.03 - i 5.00 -0.15 - i 4.70
2 0.21 - i 5.00 -0.32 - i 4.70
3 0.39 - i 4.99 -0.48 - i 4.69
4 0.57 - i 4.98 -0.64 - i 4.67
5 0.75 - i 4.96 -0.81 - i 4.66
6 0.93 - i 4.94 -0.97 - i 4.63
m ω = ωR + i ωI
60 1.88 † -1.88 †
62 1.94 † -1.94 †
65 2.04 † -2.04 †
67 2.10 † -2.10 †
70 2.20 † -2.20 †
72 2.26 † -2.26 †
m ω = ωR + i ωI
60 0.18 - i 4.30 -0.10 - i 4.05
62 0.19 - i 4.44 -0.11 - i 4.18
65 0.11 - i 4.65 -0.04 - i 4.38
67 0.11 - i 4.79 -0.06 - i 4.51
70 0.03 - i 5.00 -0.16 - i 4.71
72 0.04 - i 5.14 -0.17 - i 4.84
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Cap´ıtulo 12
Concluso˜es
Ja´ no seu in´ıcio, a teoria da Relatividade Geral apresentou novas questo˜es a
cerca da natureza do espac¸o e do tempo. Uma das mais intrigantes, dessas
questo˜es, perguntava sobre a possibilidade de se realizar uma viagem ao
passado por meio de uma ma´quina do tempo. E as primeiras respostas na˜o
tardaram em aparecer. Uma grande quantidade de soluc¸o˜es das equac¸o˜es
de Einstein que admitiam curvas fechadas tipo tempo foram encontradas
forc¸ando-nos a considerar, ainda que teoricamente, a possibilidade da cons-
truc¸a˜o de uma ma´quina do tempo.
Ignorando todas as implicac¸o˜es filoso´ficas da construc¸a˜o de uma ma´quina
do tempo conclu´ımos que o passo seguinte, para a concretizac¸a˜o deste feito,
seria estabelecer as condic¸o˜es necessa´rias para garantir a estabilidade da
ma´quina e a seguranc¸a do viajante. Em outras palavras, precisar´ıamos ana-
lisar se a simples presenc¸a do viajante do tempo na˜o a tornaria insta´vel
inviabilizando sua volta no tempo e se a ma´quina na˜o ofereceria algum risco
ao viajante.
Portanto, nossa ana´lise ao longo deste trabalho foi desenvolvida afim de
responder duas questo˜es cruciais:
1. Pode o viajante acessar a` ma´quina do tempo sem sofrer algum dano?
2. Ainda que seja poss´ıvel a construc¸a˜o de uma ma´quina do tempo, ela
seria esta´vel?
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Para os espac¸os-tempos dos cilindros co´smicos em rotac¸a˜o fomos capazes
de responder as duas questo˜es de maneira conclusiva.
A primeira pergunta foi respondida usando os resultados obtidos na ana´lise
do comportamento das geode´sicas, dos tipos de curvas fechadas tipo tempo
e ainda de poss´ıveis forc¸as de mare´ na regia˜o na˜o-causal. Pudemos observar
que, a regia˜o na˜o-causal, apesar da caracter´ıstica exo´tica, mostrou-se bas-
tante acess´ıvel tanto a part´ıculas massivas quanto a fo´tons. Diferentes tipos
de curvas fechadas tipo tempo foram encontrados mostrando a variedade de
maneiras de se voltar no tempo e nenhuma forc¸a de mare´ foi encontrada
na vizinhac¸a da regia˜o na˜o-causal. Portanto, se essa classe de ma´quinas do
tempo for esta´vel, ela tambe´m sera´ acess´ıvel e segura ao viajante do tempo.
Para responder a segunda pergunta tivemos que usar os dados obtidos
sobre o comportamento dos modos quasinormais de campos escalares e so-
bre a ana´lise da regia˜o na˜o-causal. Nossos resultados mostraram a exis-
teˆncia de uma relac¸a˜o estreita entre curvas fechadas tipo tempo e a instabi-
lidade do campo escalar. Observamos que, quando os paraˆmetros do espac¸o-
tempo eram escolhidos de modo a garantir a presenc¸a de modos quasinormais
esta´veis ωI < 0, a ana´lise da regia˜o na˜o-causal revelava a auseˆncia de curvas
fechadas tipo tempo. Por outro lado, se os paraˆmetros escolhidos permi-
tissem a presenc¸a de curvas fechadas tipo tempo nesses espac¸os-tempos, os
modos quasinormais do campo escalar apresentavam modos insta´veis ωI > 0.
Esse resultado nos levou a dividir os espac¸os-tempos dos cilindros em
rotac¸a˜o em dois grupos: o grupo E caracterizado pela escolha de r+0 nas
Eqs. (5.15, 5.19) e´ composto pelos espac¸os-tempos cujo campo escalar e´
esta´vel; e o grupo I, caracterizado pela escolha de r−0 nas Eqs. (5.15, 5.19),
e´ composto pelos espac¸os-tempos cujo o campo escalar e´ insta´vel. Portanto,
e´ exatamente o paraˆmetro r±0 que regula a presenc¸a das curvas fechadas tipo
tempo e, consequentemente, a instabilidade do campo escalar propagando-se
nos espac¸os-tempos dos cilindros co´smicos em rotac¸a˜o. As propriedades dos
dois grupos podem ser esquematicamente representadas como
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Estabilidade do Presenc¸a de curvas
campo escalar fechadas tipo tempo
ωI < 0 gφφ < 0
⇓ ⇓
grupo E: grupo I:
r+0 nas Eqs. (5.15, 5.19) r
−
0 nas Eqs. (5.15, 5.19)
⇓ ⇓
Auseˆncia de curvas Instabilidade do
fechadas tipo tempo campo escalar
gφφ > 0 ωI > 0
Podemos notar que o espac¸o-tempo da corda em rotac¸a˜o na˜o pertence a
nenhum dos dois grupos pois o paraˆmetro r0 e´ nulo neste caso. Na verdade,
ele pode ser interpretado justamente como a fronteira que divide os dois
grupos uma vez que ele e´ o caso limite dos cilindros em rotac¸a˜o. O caso do
cilindro esta´tico tambe´m corrobora nossas concluso˜es ja´ que curvas fechadas
tipo tempos sa˜o ausentes e os modos quasinormais do campo escalar indicam
estabilidade. O u´nico caso que nada podemos concluir e que portanto deve
ser analisado por outros me´todos e´ a corda esta´tica. Contudo, suspeitamos
que nenhuma instabilidade seja encontrada pois tal espac¸o-tempo na˜o admite
curvas fechadas tipo tempo. Resumindo nossa ana´lise da estabilidade do
campo escalar para essa classe de ma´quinas do tempo conclu´ımos que e´ bem
prova´vel que a simples presenc¸a do viajante do tempo possa desestabiliza´-la
inviabilizando a viagem.
Finalmente, podemos nos perguntar se essa relac¸a˜o entre a presenc¸a de
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curvas fechadas tipo tempo e as instabilidades de campos de mate´ria pode
ser entendida como uma manifestac¸a˜o de instabilidades do pro´prio espac¸o-
tempo. Dito de outro modo, sera´ que uma poss´ıvel instabilidade do espac¸o-
tempo devido a presenc¸a de curvas fechadas tipo tempo pode ser considerada
a origem dessas instabilidades dos campos de mate´ria?
Como acreditamos em uma resposta afirmativa para essa questa˜o propo-
mos uma generalizac¸a˜o da nossa u´ltima conclusa˜o apresentando a seguinte
conjectura:
A presenc¸a de curvas fechadas tipo tempo em espac¸os-tempos do
tipo Ct implicara´ na instabilidade linear cla´ssica desta classe de
geometrias.
Essa conjectura tem algum suporte em outro resultado anteriormente obtido
tal como a estabilidade do buraco negro de Schwarzschild-Go¨del no regime
de baixas rotac¸o˜es [30].
Os resultados principais desta tese sa˜o apresentados no artigo [33].
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Cap´ıtulo 13
Desenvolvimentos futuros
Na tentativa de fornecer mais resultados que confirmem nossa conjectura,
apresentamos alguns to´picos que sera˜o alvo de investigac¸o˜es futuras:
1. Perturbac¸o˜es eletromagne´tica, gravitacional, Dirac e Weyl em espac¸os-
tempos Ct que admitem curvas fechadas tipo tempo e o ca´lculo dos
modos quasinormais associados a essas perturbac¸o˜es.
2. Perturbac¸o˜es escalar, eletromagne´tica e gravitacional e seus modos qua-
sinormais em espac¸os-tempos axialmente sime´trico e estaciona´rios que
admitem curvas fechadas tipo tempo.
3. Perturbac¸o˜es escalar, eletromagne´tica e gravitacional, Dirac e Weyl
em espac¸os-tempos do tipo buraco de minhoca que admitem curvas
fechadas tipo tempo.
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Apeˆndice A
Soluc¸o˜es que admitem curvas
fechadas tipo tempo
Neste apeˆndice nos devotaremos a` apresentac¸a˜o de algumas outras soluc¸o˜es
das equac¸o˜es de Einstein que admitem curvas fechadas tipo tempo. A condic¸a˜o
de existeˆncia de uma regia˜o na˜o-causal e´ investigada em cada caso.
Soluc¸a˜o de Van Stockum
A primeira soluc¸a˜o das equac¸o˜es de Einstein que admitia curvas fechadas tipo
tempo foi obtida por Van Stockum [2] em 1937. Esta soluc¸a˜o descreve um
cilindro de poeira infinito em rotac¸a˜o que admite curvas fechadas tipo tempo
quando sua rotac¸a˜o e´ alta. Uma ana´lise bastante detalhada desta soluc¸a˜o
foi realizada por Tipler [14]. Neste trabalho ele discute a possibilidade de se
usar essa soluc¸a˜o para a construc¸a˜o uma ma´quina do tempo real´ıstica com
conteu´do material bem simples. No regime de altas rotac¸o˜es aR > 1/2 o
elemento de linha do cilindro e´ dado por [14]
ds2 = H(dr2 + dz2) + Ldφ2 + Fdt2 + 2Mdφdt , (A.1)
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onde as func¸o˜es F , M , L e H sa˜o
H = e−a
2R2
( r
R
)−2a2R2
, (A.2)
L =
Rr sin(3β + γ)
2 sin(2β) cos(β)
, (A.3)
M =
r sin(β + γ)
sin(2β)
, (A.4)
F =
r sin(β − γ)
R sin(β)
. (A.5)
com
β = arctan
(√
4a2R2 − 1
)
, (A.6)
γ =
(√
4a2R2 − 1
)
ln
( r
R
)
. (A.7)
Inspecionando a func¸a˜o L, que descreve a componente gφφ, vemos que uma
regia˜o na˜o-causal surge quando
sin(3β + γ) = 0 , =⇒ γ = nπ − 3β (A.8)
rnc = R e
npi−3β√
4a2R2−1 . (A.9)
Neste caso, teremos um nu´mero infinito de regio˜es na˜o-causais permitindo
a existeˆncia de curvas fechadas tipo tempo em diferentes regio˜es do espac¸o-
tempo.
Soluc¸a˜o de Go¨del
Em 1949, Go¨del [3] apresenta uma nova soluc¸a˜o da equac¸a˜o de Einstein que
permitia a presenc¸a de curvas fechadas tipo tempo. Esta soluc¸a˜o descreve um
universo homogeˆneo com constante cosmolo´gica em rotac¸a˜o cujo elemento de
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linha, em coordenadas cil´ındricas, e´ dado por
ds2 =
2
ω2
[
− dt2 + dr2 − (sinh(r)4 − sinh(r)2) dφ2+
+ 2
√
2 sinh(r)2dtdφ
]
+ dz2 , (A.10)
onde a constante ω e´ sempre positiva e se relaciona com a constante cos-
molo´gica como
ω2 = −Λ . (A.11)
Neste espac¸o-tempo a regia˜o na˜o-causal e´ dada por
r > ln
(
1 +
√
2
)
. (A.12)
Portanto, podemos afirmar que a soluc¸a˜o de Go¨del admite ao menos uma
curva fechada tipo tempo do tipo Sc circular.
Soluc¸a˜o de Soares
Uma outra classe de soluc¸o˜es cosmolo´gicas que admitem curvas fechadas tipo
tempo foi obtida por Soares [10]. Esta classe de soluc¸o˜es descreve diferentes
universos inomogeˆneos em rotac¸a˜o preenchidos com poeira e campo eletro-
magne´tico. A sub-classe destas soluc¸o˜es que mais nos interessa admite, ale´m
de curvas fechadas tipo tempo, geode´sicas fechadas tipo tempo. Na˜o discu-
tiremos aqui o comportamento destas geode´sicas pois isto e´ feito com certo
detalhe em [10]. Contudo, queremos conhecer a condic¸a˜o de existeˆncia da
regia˜o na˜o-causal para essa sub-classe. O elemento de linha deste espac¸o-
tempo pode ser escrito como
ds2 = A20
[
dt− 2λ1 cos(θ)dφ
]2
− dr2 − B2(r) (dθ2 + sin(θ)2dφ2) ,(A.13)
onde a func¸a˜o B2(r) pode ser escolhida entre treˆs opc¸o˜es. Se a constante de
integrac¸a˜o Λ for negativa
B2(r) =
−λ +√λ2 + 2α0|Λ| sin(2√|Λ|)(r − C0)
2|Λ| , (A.14)
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onde C1 e´ uma constante de integrac¸a˜o tal que C0 ≤ r. Por outro lado se
Λ = 0 enta˜o
B2(r) = −
(
1
λ
)[
(r − C0)2 − α0
2
]
. (A.15)
Agora, se Λ > 0 e λ = 1 = 2α0Λ enta˜o
B2(r) =
[
1− e−2
√
Λ(r−C0)
]
2Λ
. (A.16)
Neste caso, a condic¸a˜o de existeˆncia da regia˜o na˜o-causal pode ser obtida
inspecionando-se a componente gφφ da me´trica (A.13) resultando na ex-
pressa˜o
4A20λ
2
1 cos(θ)
2 − B2(r) sin(θ)2 > 0 . (A.17)
As constantes A0 e λ1 esta˜o relacionadas com a densidade de carga ele´trica, a
constante α0 se relaciona com a densidade de energia ρ do espac¸o-tempo e λ e´
proporcional a` curvatura da 2-esfera dΣ2 = K2(θ)(dθ2 + sin(θ)2dφ2). Assim,
se a condic¸a˜o (A.17) for satisfeita podemos construir uma curva fechada tipo
tempo Sc circular neste espac¸o-tempo.
Soluc¸a˜o de Bonnor
Observando as soluc¸o˜es acima apresentadas vemos que nenhuma delas e´ as-
sintoticamente plana. Portanto, seria interessante analisarmos uma soluc¸a˜o
que tenha essa caracter´ıstica. Para tal escolheremos a soluc¸a˜o obtida por
Bonnor [11] de um espac¸o-tempo assintoticamente plano que admite curvas
fechadas tipo tempo. Esta soluc¸a˜o descreve essencialmente uma re´gua finita
sem massa em rotac¸a˜o. Seu elemento de linha pode ser escrito como
ds2 = −f−1
[
eν(dz2 + dr2) + r2
(
1− f
2w2
r2
)
dφ2
]
−
−2fwdφdt+ fdt2 , (A.18)
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onde as func¸o˜es f , w e ν sa˜o
f−1 = cosh
[
2a
(
1
R1
− 1
R2
)]
, (A.19)
w = −2a
(
z − b
R1
− z + b
R2
)
, (A.20)
ν = −a2
[
r2
(
1
R41
− 1
R42
)
+
R2 − b2
b2R1R2
]
+
a2
b2
. (A.21)
As constantes a e b esta˜o relacionadas com o momento angular por unidade
de comprimento e o tamanho da re´gua respectivamente. As func¸o˜es R, R1 e
R2 satisfazem as relac¸o˜es
R = |
√
z2 + r2| , R1 = |
√
(z − b)2 + r2| , R2 = |
√
(z + b)2 + r2| .(A.22)
A inspec¸a˜o da componente gφφ da me´trica (A.18) mostra-nos que a regia˜o
na˜o-causal existira´ se
f 2w2 > r2 . (A.23)
Deste modo, quando a condic¸a˜o (A.23) e´ satisfeita a existeˆncia de curvas
fechadas tipo tempo Sc circulares e´ garantida.
133
Apeˆndice B
Sobre as forc¸as de mare´
pro´ximas da regia˜o na˜o-causal
Explorando outros aspectos de espac¸os-tempos que possuem curvas fechadas
tipo-tempo podemos nos perguntar se essa regia˜o na˜o-causal produz forc¸as de
mare´ capazes de despedac¸ar um viajante. Se assim o for, essa regia˜o pode ate´
existir, mas na˜o sera´ acess´ıvel a um candidato a viajante do tempo. A pre-
senc¸a de forc¸as de mare´ em um espac¸o-tempo curvo e´ calculada investigando-
se o comportamento de uma congrueˆncia de geode´sicas tipo-tempo atrave´s
da equac¸a˜o do desvio geode´sico. Seguindo o formalismo apresentado por
D’Inverno [56] a equac¸a˜o do desvio geode´sico e´ dada por
D2ξi
dτ 2
= Rabcd v
b vc ξd (B.1)
onde o quadri-vetor ξi descreve como duas geode´sicas vizinhas em uma con-
grueˆncia se relacionam, ou seja, como o espac¸o-tempo interfere no movimento
relativo entre duas part´ıculas seguindo trajeto´rias geode´sicas tipo-tempo que
formam uma congruencia. O vetor vb e´ o vetor tangente a uma geode´sica
em um ponto P que descreve a quadri-velocidade de uma das part´ıculas do
par. Como estamos interessados em descrever o movimento relativo entre as
duas part´ıculas vamos conectar um referencial em uma delas e reescrever a
Eq.(B.1) em termos desse novo referencial.
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Sobre o mesmo ponto P da trajeto´ria da part´ıcula introduziremos uma
base tetrada ortogonal descrita pelo vetores
eiα = (e
i
0, e
i
1, e
i
2, e
i
3), (B.2)
onde ei0 e´ um vetor tipo-tempo ortogonal aos outros treˆs vetores que sa˜o
tipo-espac¸o. Identificaremos esse vetor tipo-tempo com a quadri-velocidade
da part´ıcula de modo que
ei0 = v
i . (B.3)
A informac¸a˜o contida na parte espacial de ξi pode ser descrita, atrave´s do
vetor ortogonal de conexa˜o ηi que e´ definido como
ηi =
(
δib − vivb
)
ξb
ηi = hibξ
b . (B.4)
onde hib tem a func¸a˜o de projetar tensores no espac¸o 3-dimensional ortogonal
a vi sobre qualquer ponto P . Projetando ηi na base tetrada ortogonal teremos
ηα = eαi η
i . (B.5)
Portanto, a equac¸a˜o do desvio geode´sico representada na base tetrada orto-
gonal sera´ obtida substituindo as Eqs.(B.2, B.4, B.5 ) na Eq.(B.1) resultando
em
D2ηα
dτ 2
= Rabcd e
α
a v
b vc edα η
α . (B.6)
Deste modo, se desejamos estudar o comportamento de forc¸as de mare´ nas
vizinhanc¸as da regia˜o na˜o-causal de um espac¸o-tempo Ct devemos ser capazes
de encontrar uma base tetrada ortogonal causalmente bem comportada nessa
regia˜o. A seguir, apresentaremos uma base bem comportada e discutiremos
as dificuldades de encontra´-la nestes casos.
Uma base tetrada ortogonal
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Neste apeˆndice da tese modificaremos a definic¸a˜o da assinatura da me´trica
adotada durante toda a tese por convenieˆncia na operac¸a˜o dos ca´lculos. Se-
guiremos a definic¸a˜o adotada por Chandrasekhar [38]. Portanto, seguindo
o autor anteriormente mencionado, uma me´trica cilindricamente sime´trica e
estaciona´ria sera´ descrita pelo elemento de linha
ds2 =
(
e2ν − ω2e2ψ) dt2 − e2ψdφ2 + 2ωe2ψdtdφ− e2µrdr2 − e2µzdz2, (B.7)
onde µr, µz, ν, ψ, ω dependem apenas da coordenada r. Associada a` me´trica
acima podemos construir uma base tetrada formada por quatro vetores re-
ais linearmente independentes sendo um deles tipo-tempo e os outros tipo-
espac¸o. Sa˜o eles
ei0 =
(
e−ν , ωe−ν , 0 , 0
)
, (B.8)
ei1 =
(
0 , e−ψ, 0 , 0
)
, (B.9)
ei2 =
(
0 , 0 , e−µr , 0
)
, (B.10)
ei3 =
(
0 , 0 , 0 , e−µz
)
, (B.11)
com o ı´ndice i = t, φ, r, z respectivamente.
Esses vetores satisfazem as relac¸o˜es de ortogonalidade e normalizac¸a˜o
ei0e1i = e
i
0e2i = e
i
0e3i = 0, e
i
1e0i = e
i
1e2i = e
i
1e3i = 0,
(B.12)
ei2e0i = e
i
2e1i = e
i
2e3i = 0, e
i
3e0i = e
i
3e1i = e
i
3e2i = 0,
ei0e0i = 1, e
i
1e1i = −1, ei2e2i = −1, ei3e3i = −1. (B.13)
Essa base (B.8) pode ser interpretada como uma descric¸a˜o do espac¸o-tempo
em um referencial localmente inercial. Fazendo uma combinac¸a˜o linear desses
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vetores podemos construir uma nova base tetrada nula. Esses novos vetores
nulos sera˜o
mi =
1√
2
(
ei0 + e
i
1
)
, (B.14)
ni =
1√
2
(
ei0 − ei1
)
, (B.15)
li =
1√
2
(
ei2 + ie
i
3
)
, (B.16)
l¯i =
1√
2
(
ei2 − iei3
)
. (B.17)
Pode-se observar que os vetores mi e ni sa˜o vetores reais enquanto li e l¯i sa˜o
vetores complexos. Esses vetores sa˜o constru´ıdo tal que as seguintes relac¸o˜es
de ortogonalidade e normalizac¸a˜o sa˜o satisfeitas:
mimi = 0, n
ini = 0, l¯
i l¯i = 0, l
ili = 0, (B.18)
mili = m
i l¯i = n
ili = n
i l¯i = 0, (B.19)
mini = 1, l¯
ili = −1. (B.20)
Se prestarmos atenc¸a˜o no vetor ei1 e nos vetores nulos composto por ele
vemos que, se esse espac¸o-tempo possui curvas fechadas tipo-tempo, ou seja,
se gφφ(rctc) = 0, esse vetor diverge exatamente quando alcanc¸amos a regia˜o
na˜o-causal ja´ que
gφφ = e
2ψ =⇒ e−ψ = 1√
gφφ
. (B.21)
Assim sendo esse conjunto de vetores que geralmente e´ utilizado no caso de
buracos negros na˜o serve para o caso de espac¸os-tempos com curvas fecha-
das tipo-tempo. Portanto precisamos encontrar uma nova base tetrada que
tambe´m seja regular na regia˜o na˜o-causal.
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Para sanar essa dificuldade em obter uma base tetrada nula que na˜o
seja divergente nas redondezas da regia˜o na˜o causal propomos o seguinte
procedimento generalizando o resultado obtido por O¨zdemir [57].
Reescreveremos o elemento de linha (B.7) como sendo
ds2 = (A dt−G dφ)2 − B2 dφ2 − H¯dr2 − S¯dz2, (B.22)
onde as func¸o˜es A,G,B,H, S dependem apenas da coordenada r. Adaptando
a mudanc¸a de assinatura a` nossa definic¸a˜o de elemento de linha apresentada
na sec¸a˜o 2.3 teremos
ds2 = F dt2 −H dr2 − S dz2 − L dφ2 − 2M dtdφ. (B.23)
Relacionando esses dois elementos de linha podemos estabelecer as seguintes
relac¸o˜es entre as componentes das me´tricas
A =
√
F , H¯ = H, S¯ = S, (B.24)
G =
M√
F
, B2 =
FL+M2
F
=
X
F
. (B.25)
Para construirmos uma base tetrada nula precisamos de quatro vetores tipo-
luz, sendo dois deles reais mµ e nµ e dois imagina´rios lµ e l¯µ. Portanto
podemos seguir o mesmo procedimento anterirormente descrito tal que eles
satisfac¸am as condic¸o˜es (B.18), (B.19) e (B.20).
Devido aos argumentos apresentados acima, estamos interessados em ve-
tores que sejam regulares na regia˜o na˜o-causal. Portanto eles na˜o devem
possuir termos do tipo
1
L(r)
(B.26)
que divergiriam quando r = rctc. Neste ponto devemos reconhecer que en-
contrar um conjunto de vetores que sejam bem comportados na regia˜o de
nosso interesse na˜o e´ uma tarefa ta˜o simples. Por isso partirmos de um con-
junto de vetores encontrados por Ozdemir [9] para os espac¸os-tempos das
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cordas co´smicas e generalizamos esses vetores para um espac¸o-tempo cilin-
dricamente sime´trico e estaciona´rio que possuem curvas fechadas tipo-tempo
descrito pela me´trica B.23. Os vetores que propomos para a construc¸a˜o de
uma base tetrada bem comportada na regia˜o na˜o-causal sa˜o
mµ =
1√
2
(
M
F
,− M√
FH
, 0 , 0
)
, (B.27)
nµ =
1√
2
(
1
M
,−
√
F√
HM
, 0 , 0
)
, (B.28)
lµ =
1√
2
(
− iM
BF
, 0 ,− 1√
S
,− i
B
)
, (B.29)
l¯µ =
1√
2
(
iM
BF
, 0 ,− 1√
S
,
i
B
)
. (B.30)
Os termos dos vetores segue a seguinte sequeˆncia de ı´ndices µ = (t, r, z, φ)
respectivamente. Esses vetores satisfazem todas as relac¸o˜es (B.18), (B.19)
e (B.20). Inspecionando os vetores vemos que todas as outras componentes
da me´trica, exceto gφφ, devem ser na˜o nulas na regia˜o na˜o causal. Essa
imposic¸a˜o poderia inviabilizar o uso dessa tetrada em problemas de interesse
como buracos negros uma vez que neste caso a func¸a˜o H se anula sobre o
horizonte de eventos. E a situac¸a˜o seria ainda pior no caso de buracos negros
em rotac¸a˜o que possuem ergosferas pois a func¸a˜o F se anularia antes mesmo
de alcanc¸ar-se o horizonte de eventos.
Contudo, quando estudamos buracos negros a maioria das bases tetra-
das tambe´m divergem sobre o horizonte de eventos. Esse problema e´ “evi-
tado”nesses casos restringindo o intervalo de interesse de ana´lise, passando
a caracterizar o espac¸o-tempo como sendo va´lido do horizonte de eventos
para fora. Esse procedimento e´ justificado pelo argumento de que nenhuma
informac¸a˜o pode sair do horizonte de eventos portanto na˜o afeta o exterior
diretamente. No caso das ergosferas a situac¸a˜o e´ mais complicada pois ela se
localiza fora do horizonte de eventos e portanto e´ afetada pela sua vizinhanc¸a.
Contudo na˜o sa˜o incomuns os casos de buracos negros que possuem curvas
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fechadas tipo-tempo e na˜o possuem ergosfera. Uma explicac¸a˜o simplificada
desse fato seria que esse arrasto do espac¸o-tempo altera o comportamento da
coordenada angular ao inve´s da coordenada temporal gerando a regia˜o onde
curvas fechadas tipo-tempo sa˜o poss´ıveis. Levando essa analogia ao extremo
poder´ıamos dizer enta˜o que, a regia˜o na˜o-causal e´ uma “ergosfera”onde toda
part´ıcula e´ forc¸ada a voltar no tempo. Um exemplo de buraco negro que
possui curvas fechadas tipo-tempo e na˜o possui ergosfera e´ aquele obtido por
Lemos [7]. Esse buraco negro ja´ esta sendo analisado em um trabalho em
preparac¸a˜o.
Convencidos de que essa base e´ bem comportada queremos decompor essa
base em uma base tetrada localmente inercial para calcularmos as compo-
nentes das forc¸as de mare´ dada pela Eq. (B.6). Esse processo e´ semelhante
a`quele apresentado acima. Fazendo o processo inverso somaremos os vetores
(B.27) e (B.28) e obtemos um vetor tipo-tempo dado por
eµ0 =
1√
2
(mµ + nµ) . (B.31)
Fazendo agora a subtrac¸a˜o do mesmos vetores obtemos um vetor tipo-espac¸o
dado por
eµ1 =
1√
2
(mµ − nµ) (B.32)
Repetindo o procedimento para os vetores (B.29) e (B.30) obteremos os ou-
tros dois vetores tipo-espac¸o dados por
eµ2 =
1√
2
(
lµ + l¯µ
)
(B.33)
eµ3 =
1√
2
(
lµ − l¯µ) (B.34)
para completar a base localmente inercial. Agora ja´ podemos usar essa base
para calcular as forc¸as de mare´ que cordas co´smicas exercem sobre um par de
part´ıculas em queda livre. Como apresentado acima identificaremos o vetor
tipo-tempo eµ0 com a velocidade da part´ıcula v
µ tal que
vµ = eµ0 , (B.35)
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e os outros vetores com a hipersuperf´ıcie ortogonal a ele. Usando as Eqs.
(2.23) calculamos as componentes na˜o nulas do tensor de Riemann e vemos
que todas elas sa˜o nulas para o exterior das cordas e dos cilindros. Como
Rabcd = 0 neste caso podemos afirmar que nenhuma forc¸a de mare´ e´ exercida
sobre as part´ıculas nestes espac¸os-tempos. Esse ate´ seria o resultado esperado
uma vez que a presenc¸a da corda ou do cilindro na˜o curva o espac¸o-tempo ao
seu redor. Contudo, nosso trabalho na˜o e´ perdido por dois motivos. Primeiro,
essa base ortogonal pode ser usada para analisar o comportamento de forc¸as
de mare´ em outros espac¸os-tempos Ct que admitem curvas fechadas tipo
tempo cujo o tensor de Riemann e´ na˜o-nulo. E segundo, a base tetrada
nula encontrada pode ser usada para calcularmos perturbac¸o˜es em soluc¸o˜es
que possuem curvas fechadas tipo-tempo usando o formalismo de Newman-
Penrose [58].
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Apeˆndice C
Um exemplo do ca´lculo dos
MQN’s usando o Maple
Neste apeˆndice apresentaremos, como exemplo, a maneira pela qual obtive-
mos os modos quasinormais do campos escalar se progando no espac¸o-tempo
do cilindro co´smico esta´tico usando o programa Maple.
O ponto central do ca´lculo e´ usar o comando fsolve para resolver a
Eq.(11.6) varrendo o plano complexo em busca dos modos quasinormais.
******************************************************************
MQM’s para a corda co´smica esta´tica
******************************************************************
> restart :
> with(DEtools) :
> with(plots) :
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******************************************************************
SOLUC¸A˜O INTERNA
******************************************************************
> eqin := diff(R(r), r, r)+1/(r0 ∗ tan(r/r0)) ∗ diff(R(r), r)+R(r) ∗ ((ω2−
k2 − β2)−m2/(r02 ∗ sin(r/r0)2)) :
> solin := dsolve(eqin,R(r)) :
******************************************************************
COMO QUEREMOS REGULARIDADE NA ORIGEM C1=0
******************************************************************
> Rin := C2 ∗ LegendreP (1/2 ∗ (1 + (−4 ∗ k2 − 4 ∗ β2 + 4 ∗ ω2) ∗ r02)(1/2) −
1/2, m, cos(r/r0)) :
> derivRin := diff(Rin, r) :
> condin := subs(r = rs, derivRin/Rin) :
******************************************************************
SOLUC¸A˜O EXTERNA
******************************************************************
> eqext := r
2 ∗ diff(R(r), r, r) + r ∗ diff(R(r), r) + R(r) ∗ (r2 ∗ (ω2 − k2 −
β2)−m2/(1− 4 ∗ µ)2) :
> solext := dsolve(eqext, R(r)) :
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******************************************************************
COMO QUEREMOS ONDA VIAJANTE NO INFINITO USAMOS
FUNC¸O˜ES DE HANKEL APENAS OUTGOING
******************************************************************
******************************************************************
ωR : RAMO POSITIV O
******************************************************************
> Rext := C2 ∗HankelH1(((−1 + 4 ∗ µ)2)(1/2)/(−1 + 4 ∗ µ)2 ∗m, (ω2 − k2 −
β2)(1/2) ∗ r) :
> derivRext := diff(Rext, r) :
> condext := subs(r = rb, derivRext/Rext) :
******************************************************************
ωR : RAMO NEGATIV O
******************************************************************
> Rext1 := C2 ∗HankelH2(((−1 + 4 ∗ µ)2)(1/2)/(−1 + 4 ∗ µ)2 ∗m, (ω2− k2−
β2)(1/2) ∗ r) :
> derivRext1 := diff(Rext1, r) :
> condext1 := subs(r = rb, derivRext1/Rext1) :
******************************************************************
CALCULANDO OS MQN’S
******************************************************************
> MQN := condext − condin :
> MQN1 := condext1 − condin :
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******************************************************************
DADOS DO PROBLEMA ESTUDADO
******************************************************************
> ρ := 1/1000;
> ρ := evalf(rho);
> rs := 5;
ρ : = 1/1000
ρ : = 0.001000
rs : = 5
******************************************************************
> r0 := evalf(sqrt(1/(8 ∗ π ∗ ρ)));
> θ1 := rs/r0;
> θc := evalf(π/2);
> µ := 1/4 ∗ (1− cos(theta1));
> µc := 0.25;
> rb := r0 ∗ sin(θ1)/(1− 4 ∗ µ);
r0 : = 6.307831306
θ1 : = 0.7926654594
θc : = 1.570796327
µ : = 0.0745126500
µc : = 0.25
rb : = 6.400185852
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*****************************************************************
PARA CAMPOS NA˜O MASSIVO β = 0 e k=0
*****************************************************************
> m := 7 :
> k := 0 :
> β := 0 :
> w0 :=MQN :
> w01 :=MQN1 :
*********************************************************************
RAMO NEGATIVO
*********************************************************************
> ω01 := fsolve(w01, ω,−1.9− 5 ∗ I..− 0.0001 + 5 ∗ I, complex, fulldigits,
maxsols = 1);
> ν := m/(1− 4 ∗ µ);
ω01 := −1.759014218− 0.7623314167 ∗ I
ν := 9.972228767
> z1 := sqrt(ω012 − k2) ∗ r :
> limH2 := simplify(exp(−I ∗ (z1− (ν + 1/2) ∗ π/2)) ∗ exp(−I ∗ ω01 ∗ t));
limH2 := exp(−1.759014218 ∗ I ∗ r + 0.7623314168 ∗ r + 16.44973848 ∗ I −
0.7623314167 ∗ t+ 1.759014218 ∗ I ∗ t)
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*********************************************************************
RAMO POSITIVO
*********************************************************************
> ω02 := fsolve(w0, ω, 0.0001− 5 ∗ I..1.9 + 5 ∗ I, complex, fulldigits,
maxsols = 1);
> ν := m/(1− 4 ∗ µ);
ω02 := 1.759014218− 0.7623314167 ∗ I
ν := 9.972228767
> z2 := sqrt(ω022 − k2) ∗ r :
> limH1 := simplify(exp(I ∗ (z2− (ν + 1/2) ∗ π/2)) ∗ exp(−I ∗ ω02 ∗ t));
limH1 := exp(0.6606589885 ∗ I ∗ r + 0.5421910867 ∗ r − 0.7853981635 ∗ I −
0.5421910867 ∗ t− 0.6606589885 ∗ I ∗ t)
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Apeˆndice D
Expanso˜es Assinto´ticas das
Func¸o˜es de Bessel e Hankel
As func¸o˜es de Hankel, Bessel e Neumann sa˜o soluc¸o˜es da equac¸a˜o diferencial
de segunda ordem
r2
d2Rν(kr)
dr2
+ r
dRν(kr)
dr
+Rν(kr)
[
k2r2 − ν2] = 0. (D.1)
Muitas vezes o comportamento assinto´tico dessas soluc¸o˜es sa˜o fundamentais
na soluc¸a˜o de problemas de contorno. Para detalhes sobre as func¸o˜es citadas
ver [59]. Para descrever o comportamento dessas func¸o˜es para grandes valores
de z = kr definimos as seguintes func¸o˜es
Pν(z) ∼ 1− (µ− 1)(µ− 9)
2!(8z)2
+
(µ− 1)(µ− 9)(µ− 25)(µ− 49)
4!(8z)4
...(D.2)
Qν(z) ∼ (µ− 1)
1!(8z)
− (µ− 1)(µ− 9)(µ− 25)
3!(8z)3
... (D.3)
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com o paraˆmetro µ = 4ν2. Essas duas func¸o˜es tendem a Pν ∼ 1 e Qν ∼ 0
quando z →∞. O comportamento para z grande da func¸a˜o de Bessel e´
Jν(z) =
√
2
πz
[
Pν(z) cos
(
z −
(
ν +
1
2
)
π
2
)
−
− Qν(z) sin
(
z −
(
ν +
1
2
)
π
2
)]
, (D.4)
−π < arg(z) < π.
O comportamento para z grande da func¸a˜o de Neumann e´
Nν(z) =
√
2
πz
[
Pν(z) sin
(
z −
(
ν +
1
2
)
π
2
)
+
+ Qν(z) cos
(
z −
(
ν +
1
2
)
π
2
)]
, (D.5)
−π < arg(z) < π.
O comportamento para z grande da primeira func¸a˜o de Hankel e´
H1ν (z) =
√
2
πz
ei[z−(ν+
1
2
)pi
2
][Pν(z) + i Qν(z)], (D.6)
−π < arg(z) < 2π.
O comportamento para z grande da segunda func¸a˜o de Hankel e´
H2ν (z) =
√
2
πz
e−i[z−(ν+
1
2
)pi
2
][Pν(z)− i Qν(z)], (D.7)
−2π < arg(z) < π.
Portanto se uma onda Ψ e´ dada por
ψ(t, z) = e−iωtH1,2ν (z) , (D.8)
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enta˜o seu comportamento, para z →∞, sera´ de uma onda cil´ındrica viajante
representada por
ψ(t, z) =
√
2
πz
e−i[ωt±[z−(ν+
1
2
)pi
2
]] . (D.9)
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