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Zaradi bolǰse preglednosti velikost vzorca na abscisi ni prikazana v
linearni skali. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.3 Velikost pri Weibullovi porazdelitvi z m=10 in s=1400. V prvi
vrstici sta prikazana grafa, ko spremenljivko x1 obravnavamo kot
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4.6 Moč pri Weibullovi porazdelitvi z m=0,1 in s=1400. V prvi vrstici
sta prikazana grafa, ko spremenljivko x1 obravnavamo kot opisno,
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vilsko spremenljivko x2 pri n=600. Opravili smo 1000 ponovitev
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4.15 Grafični prikaz podatkov o trdnosti cirkonijeve oksidne keramike. 47
4.16 Ostanki pri analizi pravih podatkov z linearnim modelom. . . . . 51
4.17 Ostanki pri analizi pravih podatkov po transformaciji z rangi. . . 54
1 Velikost pri normalni porazdelitvi. Grafi so v navpični smeri razpore-
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mešane med spoloma. Vrednosti v modri barvi so pri originalnih
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obravnavanja. Opravili smo 100000 ponovitev simulacije. . . . . . 45
4.3 Parametri po obravnavanjih. . . . . . . . . . . . . . . . . . . . . . . 48
4.4 Izpis rezultatov analize z linearnim modelom, pri čemer peskanje
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nje obravnavamo kot opisno spremenljivko z dvema kategorijama,
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Povzetek
Obravnavamo statistično analizo podatkov o trdnosti cirkonijeve oksidne ke-
ramike, ki spada med krhke biomateriale. Za trdnost je značilna Weibullova
porazdelitev in ob uporabi linearnih modelov ostanki niso normalno porazdeljeni.
Alternativi sta transformacija z rangi in permutacijski testi. Velikost in moč teh
metod preverjamo na simuliranih podatkih iz normalne in Weibullove porazde-
litve. Pomembneǰse razlike med metodami se pokažejo le pri zelo asimetrični
Weibullovi porazdelitvi, ki je v pravih podatkih ne srečamo. Linearni modeli po-
stanejo konzervativni in zmanǰsa se jim moč. Ob ohranjeni velikosti se zmanǰsa
tudi moč permutacijskih testov, moč transformacije z rangi pa se celo poveča.
Dodatno preverjamo velikost in moč testov pri različnih obravnavah opisnih spre-
menljivk. Pri nepravilni obravnavi imajo testi napačno velikost in precenjeno
moč. Rezultate simulacij ilustriramo na pravih podatkih in zaključimo, da so
linearni modeli dovolj zanesljiva metoda za statistično analizo.
Ključne besede: trdnost krhkih materialov, Weibullova porazdelitev, line-




This thesis addresses the statistical analysis of zirconia bioceramic strength
data. Strength of brittle materials is known to follow the Weibull distribution.
When linear models are used, the assumption of normality is not met. Rank trans-
formation and permutation tests can be used instead. We perform a simulation
study concerning the type I error and power on normal and Weibull distributed
data. We show that notable differences only emerge in extremely asymmetric
Weibull distributions not relevant for real data. For linear models, we detect a
reduction in the type I error and power. With the type I error preserved, the
power loss of permutation tests and the power increase of rank transformation
is evident. Additionally, we consider different treatments of categorical variables
and show that inappropriate treatment results in an inflated type I error and
overestimated power. We also present a real data set and conclude that linear
models are a reliable method to analyze the strength data.
Keywords: strength of brittle materials, Weibull distribution, linear models,




Biomateriali so materiali, namenjeni nadomeščanju izgubljenih tkiv ali uporabi
v tesnem stiku z živimi tkivi. Pri njihovem razvoju se prepletajo medicinski,
biološki in inženirski vidiki [1]. Ključno je, da so biomateriali obstojni v biolo-
škem okolju, ne da bi slednjemu škodovali [2]. Za nadomeščanje trdih tkiv, kot
sta kostnina in zobovina, mora biti biomaterial zmožen prenašati velike mehan-
ske obremenitve [1]. Primer takšnega materiala je cirkonijeva oksidna keramika,
ki jo zaradi dobrih mehanskih in bioloških lastnosti med drugim uporabljajo v
ortopediji in protetiki [3].
Ena od poglavitnih faz pri razvoju novih ali preizkušanju obstoječih različic
materiala je testiranje trdnosti. Številni poskusi so načrtovani tako, da spremi-
njajo pogoje sinteze in obdelave ter biološke dejavnike, ki jim je material izpo-
stavljen v dejanskem okolju. Glede na izkazano trdnost ocenjujemo materialovo
primernost za klinično uporabo. Trdnost keramike je pri tem posebnega pomena,
ker keramika spada med krhke materiale, ki se v nasprotju z duktilnimi materiali
pred zlomom plastično skoraj nič ne deformirajo [4]. Zlom materiala je zato težko
napovedati, saj pred njim ni opozorilnih znakov v smislu deformacije. Prav tako
se navidez enake komponente ne zlomijo pri enaki obremenitvi [5].
Zaradi specifičnih lastnosti krhkih materialov se postavlja vprašanje, ali je
podatke o trdnosti mogoče zanesljivo analizirati z uporabo razširjenih statistič-
nih metod, ki predpostavljajo normalno porazdelitev napak. Odraz slednjih so
ostanki, ki jih definiramo kot odstopanja dejansko izmerjenih vrednosti od vre-
dnosti, napovedanih z modelom.
5
6 Uvod
1.1 Trdnost krhkih materialov
Trdnost je notranji odpor telesa proti razdružljivosti molekul pod vplivom zuna-
njih obremenitev, kot so nateg, tlak, upogib, strig in torzija [6]. Tlačna trdnost
je odpornost proti stiskanju. Natezna trdnost je odpornost proti pretrganju v
dolžino. Upogibna trdnost je odpornost proti upogibu in zlomu v primeru sile,
ki deluje pravokotno na os preizkušanega materiala [7]. Da pridobimo podatke
o trdnosti, je vzorce materiala potrebno namestiti v preskuševalno napravo, ki
vsak vzorec posebej obremeni do porušitve. Naprava zabeleži obremenitev, pri
kateri se vzorec zlomi. Slednja je enaka trdnosti vzorca in je odvisna od napak v
njegovi mikrostrukturi. Med nepravilnosti sodijo pore, vključki, področja kemij-
skih in faznih sprememb ter površinske raze in razpoke, nastale med brušenjem
ali obdelovanjem. Na teh mestih se med obremenjevanjem koncentrirajo natezne
napetosti [8, 9]. Mehanska odpoved krhkega materiala se po teoriji naǰsibkeǰsega
člena prične v največji napaki v najbolj obremenjenem področju [5, 9]. Mikro-
strukturne nepravilnosti so porazdeljene na površini in v volumnu materiala, za-
radi česar obstaja tudi pripadajoča statistična porazdelitev trdnosti [9]. Podatke
o trdnosti je mogoče opisati z več porazdelitvami, med katerimi se pojavljata
predvsem normalna in Weibullova [10].
1.1.1 Normalna porazdelitev
Eden od najpogosteǰsih pristopov k analizi eksperimentalnih podatkov je uporaba












,−∞ < x <∞ . (1.1)
Normalna porazdelitev ima dva parametra: povprečje µ in varianco σ2. Po-
razdelitev je zvonaste oblike in je simetrična okrog µ [11].
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1.1.2 Weibullova porazdelitev
Čeprav je normalna porazdelitev ena poglavitnih izbir za opis eksperimentalnih
podatkov, so dognali, da se podatkom o trdnosti ne prilega najbolje [10]. Kot
možna alternativa se je uveljavila dvoparametrična Weibullova porazdelitev, ki
jo je prvi opisal švedski inženir Waloddi Weibull [8, 12, 13]. Obstaja več oblik
parametrizacije in pri analizi trdnosti krhkih materialov je uveljavljen način, kjer













, x ≥ 0 . (1.2)
Gre za družino porazdelitev, katerih oblika je močno odvisna od parametra
oblike m (angl. shape parameter), ki ga imenujemo tudi Weibullov modul, in











parameter m: 2 3,4 10
Vpliv spreminjanja parametra m 
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 (parameter m je nastavljen na 10)
Slika 1.1: Oblika Weibullove porazdelitve ob spreminjanju parametrov m in s.
Parameter m ima velik vpliv na stopnjo asimetričnosti Weibullove porazdeli-
tve. Porazdelitev je povsem simetrična pri m=3,4. Pri m<3,4 je asimetrična v
desno, pri m>3,4 pa v levo [14]. Tipična vrednost m za trdnost keramike je 10,
s čimer je oblika porazdelitve sicer podobna normalni, vendar kljub temu neko-
liko asimetrična v levo [10]. To se ujema s teorijo naǰsibkeǰsega člena, po kateri
trdnost določajo zgolj največje (in ne vse) napake v materialu, zaradi česar se
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trdnost pričakovano ne porazdeljuje simetrično [5]. Poleg tega ima parameter m
podobno vlogo kot varianca pri normalni porazdelitvi, le da je učinek obraten.
Večji kot je m, ožja oziroma manj razpršena je porazdelitev. Parameter m je
zato pomemben pri vrednotenju zanesljivosti materiala (angl. reliability), kar je
pogost inženirski pristop [5, 14]. Manǰsi kot je m, širša je porazdelitev izmerjenih
trdnosti in manj zanesljiv je material [14].
Kot je razvidno s slike 1.1, parameter s prav tako vpliva na varianco in s tem
širino Weibullove porazdelitve, v inženirskem vrednotenju materialov pa je obrav-
navan podobno kot povprečje pri normalni porazdelitvi. Ker označuje 63. per-
centil namesto 50. percentila, ima nekoliko večjo vrednost. Verjetnost zloma pri
napetosti, manǰsi ali enaki s, je 0,632 oziroma 63,2 % [5, 10].
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1.2 Predstavitev problema
Analizirati želimo podatke o trdnosti cirkonijeve oksidne keramike, pridobljene v
dvofaktorskem poskusu s popolnim križanjem, kot je prikazano na sliki 1.2. Fak-
torja poskusa sta bila obdelava površine s peskanjem (2 vrsti) in umetno staranje
vzorcev z izpostavitvijo povǐsani temperaturi in tlaku (3 časi). Eksperimentalni
del bomo podrobneje predstavili v 3. poglavju.
Slika 1.2: Obravnavanja, vključena v poskus.
Za podatke je značilno majhno število enot v skupinah, v tem primeru 30.
Slednje je pogosta omejitev, saj sta priprava in lomljenje večjega števila vzorcev
časovno in stroškovno težko izvedljiva [15].
Pri statistični analizi tovrstnih podatkov je pogosta uporaba normalne po-
razdelitve s poročanjem povprečij ter standardnih odklonov po skupinah, čemur
sledi analiza variance [5, 14].
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Na teh podatkih pride pri uporabi linearnih modelov do opaznega odstopanja
porazdelitve ostankov od normalne, kot je razvidno s slike 1.3. Transformacija
podatkov z logaritmiranjem, korenjenjem ali kvadriranjem neskladja ne odpravi,
je pa ob uporabi transformacije z rangi razvidno zmanǰsanje asimetričnosti po-
razdelitve ostankov. Obenem zaradi večfaktorske zasnove ni mogoče uporabiti

















Ostanki glede na napovedane vrednosti
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Slika 1.3: Ostanki pri uporabi linearnih modelov na primeru pravih podatkov o trdnosti
cirkonijeve oksidne keramike.
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1.3 Struktura magistrskega dela
V naslednjem poglavju predstavljamo možne pristope k statistični analizi podat-
kov o trdnosti krhkih materialov. V tretjem poglavju navedemo cilje in hipoteze
ter predstavimo metode dela. Pri tem opǐsemo simulacije in pridobitev ter ana-
lizo pravih podatkov. V četrtem poglavju prikažemo rezultate naših analiz. Peto
poglavje je namenjeno vrednotenju rezultatov in razpravi. V šestem poglavju
povzamemo glavne ugotovitve zaključnega dela.
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2 Predstavitev možnih pristopov k
statistični analizi
Podatke o trdnosti krhkih materialov v literaturi najpogosteje analizirajo s po-
močjo linearnih modelov [14]. Če predpostavke za uporabo linearnih modelov
niso izpolnjene, lahko uporabimo katero od drugih metod, izmed katerih predsta-
vljamo transformacijo z rangi in permutacijske teste.
2.1 Linearni modeli
Imamo n opazovanih enot z vrednostmi odvisne spremenljivke y1, y2, ..., yn.
Enačba (2.1) opisuje splošen linearen regresijski model [16]:
y = β0 + β1x1 + β2x2 + · · ·+ βkxk + ε . (2.1)
Pri tem y predstavlja odvisno spremenljivko, x1, x2, ..., xj, ..., xk k < n neod-
visnih spremenljivk (prediktorjev), β0, β1, ..., βj, ..., βk regresijske koeficiente, ki
predstavljajo parametre modela za neko populacijo, ε pa napake. Predposta-
vljamo, da so napake neodvisne in normalno porazdeljene s povprečjem nič in
varianco σ2, ki je konstantna in neodvisna od vrednosti prediktorja (homoskeda-
stičnost) [11]:
ε ∼ N(0, σ2) . (2.2)
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Koeficient β0 je pričakovana vrednost y, ko so vsi prediktorji enaki 0: x1 =
x2 = · · · = xk = 0 [17]. Koeficienti βj povedo spremembo pričakovane vrednosti
y, ko se prediktor xj spremeni za eno enoto in so ostali prediktorji konstantni
[16].
Da bi na podatkih prilagodili model, je potrebno oceniti parametre. To sto-
rimo z metodo najmanǰsih kvadratov, pri čemer minimiziramo vsoto kvadriranih
napak. Ocene parametrov dobimo iz sistema p = k + 1 enačb, po ene za vsakega
od neznanih regresijskih koeficientov. Rešitev sistema enačb so ocene regresijskih
koeficientov β̂0, β̂1,..., β̂k. Prilagojeni model nato zapǐsemo kot:
ŷi = β̂0 +
k∑
j=1
β̂jxij i = 1, 2, ..., n . (2.3)
Razlika med opaženo vrednostjo yi in ocenjeno vrednostjo ŷi je ostanek ei :
ei = yi − ŷi . (2.4)
2.1.1 Linearna regresija v matrični obliki
Linearni model lahko izrazimo tudi v matrični obliki [16]:
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y je (n × 1) vektor opazovanih vrednosti. X je (n × p) matrika vrednosti
prediktorjev. β je (p × 1) vektor regresijskih koeficientov in ε je (n × 1) vektor
napak. Po metodi najmanǰsih kvadratov dobimo cenilko za β :
β̂ = (XTX)−1XTy . (2.7)
Tako lahko na podatkih prilagodimo regresijski model:
ŷ = Xβ̂ . (2.8)
2.1.2 Varianca ocen koeficientov
Celotno variabilnost v podatkih SST je z analizo variance mogoče razdeliti na del
SSR, ki ga pojasnimo z modelom (torej kot posledico delovanja prediktorjev), in
na del SSE, ki ostane z modelom nepojasnjen in ga obravnavamo kot napako [17]:

















SST je torej vsota kvadriranih odmikov posameznih opaženih vrednosti yi od
povprečja vseh opaženih vrednosti ȳ, SSR pa je vsota kvadriranih odmikov z
modelom napovedanih vrednosti ŷi od povprečja vseh opaženih vrednosti ȳ.
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Pri linearnih modelih je SSE definiran kot vsota kvadriranih ostankov, torej
odstopanja opažene vrednosti yi od z modelom napovedane vrednosti ŷi. Variance
ocen koeficientov β̂ so odvisne od σ2, ki jo ocenimo iz podatkov s pomočjo SSE .
Če slednjo delimo s σ2, se porazdeljuje po porazdelitvi χ2 z n− k− 1 stopinjami
prostosti [16, 18]. Velja:
E(SSE) = σ
2(n− k − 1) , (2.13)
Zato je nepristranska cenilka za σ2 :
σ̂2 =
SSE
n− k − 1
. (2.14)
Večje kot je število enot n in manǰse kot je število prediktorjev k, vključenih v
model, manǰsa je varianca ocen, kot je razvidno iz enačbe 2.14. S tem so ocene ko-





Pri tem je Cjj diagonalni element izraza (X
TX)−1, ki ustreza β̂j [16].
2.1.3 Testiranje hipotez pri linearnih modelih
Pri globalnem testiranju preverjamo, ali med odvisno spremenljivko in naborom
prediktorjev obstaja linearna povezanost oziroma ali vsi prediktorji skupaj zado-
voljivo pojasnijo variabilnost. Ničelna in alternativna hipoteza sta:
H0 : β1 = β2 = · · · = βk = 0 ,
HA : βj 6= 0 za vsaj en j .
(2.16)
Če ničelno hipotezo zavrnemo, pomeni, da je vsaj eden od prediktorjev pove-
zan z vrednostjo odvisne spremenljivke.
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Tu sta χ2u in χ
2
v neodvisni spremenljivki, porazdeljeni po porazdelitvi χ
2 z u
in v stopinjami prostosti.




SSE/(n− k − 1)
. (2.18)
Referenčna porazdelitev za F0 ob veljavni ničelni domnevi je porazdelitev F s
k stopinjami prostosti v števcu in n−k−1 stopinjami prostosti v imenovalcu. Ni-
čelno hipotezo zavrnemo, če vrednost F0 preseže kritično vrednost Fα,k,n−k−1 [17].
Pri tem je α vnaprej določena stopnja značilnosti, pod čemer razumemo (1−α)-ti
kvantil iz porazdelitve F s k in n− k − 1 stopinjami prostosti.
Pri testiranju vrednosti posameznega regresijskega koeficienta ugotavljamo,
ali posamezni prediktorji statistično značilno prispevajo k modelu. Ničelna in
alternativna hipoteza sta:
H0 : βj = 0 ,
HA : βj 6= 0 .
(2.19)





Ničelno hipotezo zavrnemo, če je |t0| > tα/2,n−k−1. Pri tem gre dejansko za
parcialni test, saj je β̂j in s tem izid testa odvisen tudi od prisotnosti ostalih
prediktorjev xi (i 6= j) v linearnem modelu [16, 19].
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Statistično sklepanje temelji na predpostavki, da se β̂j porazdeljuje normalno.
Če na podlagi ostankov opazimo odstopanje od normalne porazdelitve, lahko
pričakujemo spremembe v velikosti in moči testa. Pri povečanju napake I. vrste
dobimo preveč lažno pozitivnih rezultatov (več od predvidene vrednosti α). Tak
test je liberalen. Pri zmanǰsanju napake I. vrste pa postane test konzervativen in
torej napačno ničelno hipotezo zavrača redkeje od predvidene vrednosti α.
Poročajo, da so linearni modeli dokaj robustni na blažje kršenje predpostavke
o normalnosti. V tem primeru testi ohranjajo primerno velikost [20, 21]. Pri
zelo asimetrično porazdeljenih podatkih lahko pride do zmanǰsanja moči. Po
drugi strani so linearni modeli bolj občutljivi na kršenje predpostavke o homo-
skedastičnosti, saj zaradi povečanja napake I. vrste obstaja večja verjetnost lažno
pozitivnih rezultatov [22].
Če so prediktorji opisne spremenljivke z več kot dvema kategorijama, jih je
potrebno prekodirati v slamnate spremenljivke (angl. dummy variables) [17].
Eden od pristopov analize statistične značilnosti je, da pri testiranju vsako od
kategorij primerjamo z referenčno kategorijo.
2.2 Transformacija z rangi
Transformacija z rangi je metoda, pri kateri izvirne podatke odvisne spremen-
ljivke y nadomestimo z rangi (števili, urejenimi od najmanǰse do največje vredno-
sti). Enota z najnižjo vrednostjo odvisne spremenljivke y dobi rang 1, naslednja
rang 2 in tako naprej do enote z največjo vrednostjo y, ki dobi rang n, pri čemer
je n celotno število enot v podatkih. Kot pri ostalih transformacijah je cilj po-
datke preoblikovati tako, da postane njihova porazdelitev bolj simetrična. S tem
skušamo zadostiti predpostavki o normalni porazdelitvi napak. Pristop se upo-
rablja tako pri močno asimetričnih porazdelitvah kot pri prisotnosti osamelcev
[23]. Na rangih nato izvedemo analizo s parametrično metodo, v tem primeru z
običajnimi linearnimi modeli [23, 24].
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2.3 Permutacijski testi
Pri permutacijskem testu naključno prerazporejamo podatke in izračunamo ver-
jetnost (vrednost p), da pod ničelno hipotezo dobimo vrednost testne statistike,
ki je enaka ali še bolj skrajna od opažene [25]. Pristop bomo prikazali na enostav-
nem primeru podatkov o dolžinah spodnje čeljusti pri šakalih moškega in ženskega
spola, ki so navedene v tabeli 2.1. Podatki so povzeti po študiji Highama s sode-
lavci [26, 27].
spol dolžina spodnje čeljusti (mm)
moški 120 107 110 116 114 111 113 117 114 112
ženski 110 111 107 108 110 105 107 106 111 111
Tabela 2.1: Primer podatkov za permutacijski test.
Zanima nas, ali je med spoloma statistično značilna razlika v povprečni dolžini










Ob tem sta x̄1 in x̄2 povprečji, n1 in n1 pa velikosti obravnavanih skupin.





(n1 − 1)s21 + (n2 − 1)s22
n1 + n2 − 2
. (2.22)
Preverili bi, ali t0 sodi med vrednosti, ki bi jih lahko pričakovali zaradi na-
ključne variabilnosti, če ničelna hipoteza drži. Pri tem bi predpostavljali enakost
varianc med skupinama in normalno porazdelitev podatkov. V kolikor katera od
predpostavk ni izpolnjena, so sklepi lahko neveljavni [26].
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Alternativna metoda je permutacijski test. Tu predpostavljamo, da med spo-
loma ni razlik v dolžini spodnje čeljusti in da opaženih 20 vrednosti lahko na-
ključno razdelimo med spola, kot je prikazano v tabeli 2.2.
spol dolžina spodnje čeljusti (mm)
moški 106 110 111 107 105 107 107 112 111 114
ženski 120 114 108 117 110 116 111 113 111 110
Tabela 2.2: Primer podatkov po permutaciji, kjer so vrednosti naključno pomešane
med spoloma. Vrednosti v modri barvi so pri originalnih podatkih spadale k moškemu
spolu, vrednosti v rdeči barvi pa k ženskemu spolu.
Možnih razporeditev je seveda mnogo (v tem primeru C1020=184756), zato po-
stopek velikokrat ponovimo in vsakič izračunamo testno statistiko. Tako dobimo
porazdelitev permutacijskih testnih statistik in jo primerjamo s testno statistiko,
dobljeno na originalnih podatkih. Vrednost p je delež permutacijskih testnih sta-
tistik, ki so enake ali še bolj skrajne od opažene [26]. Pri eksaktnem testu testno
statistiko izračunamo za vsako izmed možnih permutacij in dobimo točno vre-
dnost p. Ker število možnih permutacij ob večanju vzorcev zelo hitro narašča,
obravnava vseh pogosto ni izvedljiva. Oceno vrednosti p lahko dobimo tudi na
podlagi naključnega vzorca vseh možnih permutacij. Večji kot je vzorec, natanč-
neǰsa bo ocena. Za teste s stopnjo značilnosti 5 % predlagajo rabo najmanj 1000
permutacij, za stopnjo značilnosti 1 % pa 5000 permutacij [25, 28].
Permutacijski testi so uveljavljeni predvsem pri enostavnih poskusih z dvema
spremenljivkama (linearna regresija, enosmerna analiza variance, test t). Pri
kompleksneǰsih poskusih z več kot dvema spremenljivkama (multipla linearna re-
gresija, večsmerna analiza variance) je uporaba permutacijskih testov zahtevneǰsa
in manj razširjena. Načinov izvedbe je več. Eden preprosteǰsih je neomejeno per-
mutiranje surovih podatkov, se pravi vrednosti odvisne spremenljivke y, ob čemer
ostanejo vrednosti prediktorjev x nepermutirane [19, 26]. Poleg permutiranja su-
rovih podatkov so razvili tudi več načinov permutiranja ostankov [19, 28].
3 Metode dela
3.1 Cilji in hipoteze
Namen naloge je prikazati in primerjati možnosti analize obravnavanega primera
z uporabo:
 linearnih modelov na originalnih podatkih (v nadaljevanju bomo za to me-
todo uporabljali izraz linearni modeli),
 linearnih modelov na podatkih, kjer je bila izvedena transformacija z rangi
(v nadaljevanju bomo za to metodo uporabljali izraz transformacija z
rangi),
 linearnih modelov, pri katerih vrednosti p dobimo s pomočjo permutacijskih
testov (v nadaljevanju bomo za to metodo uporabljali izraz permutacijski
testi).
S simulacijami smo želeli ugotoviti, kako je razlika med normalno in Weibul-
lovo porazdelitvijo odvisne spremenljivke povezana z rezultati statistične analize.
Predvsem nas je zanimalo, ali so linearni modeli pri tovrstnih podatkih dovolj




Pri normalno porazdeljenih podatkih smo pod ničelno hipotezo predvideli
ustrezno velikost pri vseh treh metodah statistične analize. Pod alternativno
hipotezo smo pričakovali, da bo največja moč dosežena z uporabo linearnih mo-
delov.
Pri podatkih, porazdeljenih po Weibullovi porazdelitvi, smo pod ničelno hi-
potezo pričakovali spremembe velikosti predvsem v primeru linearnih modelov.
Obenem smo pod alternativno hipotezo pričakovali zmanǰsanje moči pri vseh treh
statističnih metodah.
Dodatno smo želeli preveriti še, kako obravnava opisnih spremenljivk vpliva
na velikost in moč testa. Predvidevali smo, da bo velikost testa napačna, če bomo
globalno značilnost spremenljivke preverjali na podlagi statistične značilnosti po-
samičnih kategorij in da bo napaka I. vrste rasla s povečevanjem števila kategorij.
Predvideli smo torej, da bo takšen način obravnave povzročil liberalen test, ki po-
gosteje od predvidene vrednosti α zavrača ničelno hipotezo, četudi slednja drži.
Na ta način dobimo preveč lažno pozitivnih rezultatov.
3.2 Opis simulacij
Vse simulacije in statistične analize smo opravili s pomočjo programskega jezika
R, verzija 2.15.2 [29]. Uporabljene funkcije s programsko kodo so predstavljene v
Dodatku E.
Pri prvem delu simulacij, kjer smo preverjali delovanje različnih statističnih
metod na podatkih, porazdeljenih po normalni in Weibullovi porazdelitvi, smo
zaradi velike računske zahtevnosti permutacijskih testov vsak korak simulacije
ponovili 1000-krat. Pri drugem delu simulacij, kjer smo opazovali učinek različne
obravnave opisne spremenljivke na velikost in moč testa, smo vsak korak simu-
lacije ponovili 100000-krat. Pri vseh simulacijah smo kot statistično značilno
upoštevali vrednost p<0,05.
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3.2.1 Prvi del simulacij: delovanje različnih statističnih metod na po-
datkih, porazdeljenih po normalni in Weibullovi porazdelitvi
3.2.1.1 Simuliranje podatkov
Za prvi prediktor x1 smo generirali
n
2
vrednosti 0 in n
2
vrednosti 1. Za drugi





vrednosti 24 in n
3
vrednosti 48, kjer
je n velikost vzorca. Generirali smo n = 18, 60, 180 ali 600 enot, tako da je bilo
v posamezni skupini glede na obravnavanje 3, 10, 30 ali 100 enot. Generirane
vrednosti smo uredili v podatkovni okvir in ga poimenovali baza.
Neodvisno smo simulirali napake iz normalne in iz Weibullove porazdelitve.
Pri izbiri parametrov so nam bile vodilo vrednosti, ocenjene na pravih podat-
kih. Pri normalni porazdelitvi smo uporabili µ=0 ter σ=50, 100, 150 in 200. Pri
Weibullovi porazdelitvi smo uporabili m=20, 10, 5, 1 in 0,1, s čimer smo dose-
gli različne stopnje asimetričnosti, kot je prikazano v tabeli 3.1 in na sliki 3.1.
Parameter s je bil vsakič nastavljen na 1400.
Prediktor x1 smo obravnavali kot opisno spremenljivko z dvema kategorijama,
regresijski koeficient smo nastavili na b1=39. Prediktor x2 smo obravnavali na dva
načina: kot številsko spremenljivko in kot opisno spremenljivko s tremi kategori-
jami. Pri številskem obravnavanju smo regresijski koeficient nastavili na b2=-2,4,
pri opisnem pa smo regresijska koeficienta za slamnati spremenljivki x2.1 in x2.2
nastavili na b2.1=-57 oziroma b2.2=-113. Tudi pri opisnem obravnavanju smo torej
simulirali linearno povezanost. Konstanta b0 je bila nastavljena na 1400.
m koeficient asimetrije koeficient sploščenosti µ σ
20 -0,86 4,26 1362,62 83,64
10 -0,61 3,42 1332,15 158,99
5 -0,28 2,96 1282,34 292,84
1 2,12 10,16 1434,80 1455,45
0,1 69,44 5024,04 8,73e+09 4,66e+11
Tabela 3.1: Momenti uporabljenih Weibullovih porazdelitev, s=1400.
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Slika 3.1: Izbrane Weibullove porazdelitve (s=1400) in tipičen primer ostankov pri
uporabi linearnih modelov. V pravih podatkih srečujemo predvsem vrednosti med
m=10 in m=20, kjer je opaziti rahlo asimetričnost v levo. Zaradi preglednosti so vsi
primeri gostot prikazani na enaki skali.
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3.2.1.2 Analiza simuliranih podatkov z linearnimi modeli
Pri oceni modela smo uporabili funkcijo lm.
model <- lm(y ~ x1 + x2, data=baza)
3.2.1.3 Analiza simuliranih podatkov s pomočjo transformacije z rangi
Podatkom smo s funkcijo rank pripisali range. Na transformiranih podatkih smo
nato s funkcijo lm prilagodili linearni model.
baza$rang <- rank(baza$y)
model.rang <- lm(rang ~ x1 + x2, data=baza)
3.2.1.4 Analiza simuliranih podatkov s permutacijskimi testi
Permutacijske teste smo izvedli s pomočjo paketa lmPerm. Izbrali smo ga, ker
je bil zasnovan posebej za primere uporabe permutacijskih testov v primeru li-
nearne regresije [30]. Paket je bil 11. februarja 2014 odstranjen s spletǐsča The
Comprehensive R Archive Network (CRAN) [31].
Paket lmPerm uporablja funkciji lmp in aovp, ki sta različici ustaljenih funk-
cij za linearno regresijo lm in aov. Funkciji lmp in aovp sta prirejeni tako, da
uporabljata permutacijske teste, ki v vsaki iteraciji naključno zamenjajo en par
enot. Postopek je povzet po Manlyju [26]. Primer uporabe funkcije lmp:
lmp(y ~ x1 + x2, data = baza, perm="Prob", Ca=0.0000001, maxIter=100000)
Argument "perm" določa število permutacij. Z nastavitvijo "Exact" izve-
demo vse mogoče permutacije. Ker število slednjih hitro preseže smiselne časovne
okvire, z argumentom "maxExact" določimo največje dovoljeno število opazovanj,
pri katerih je "Exact" še možno izvesti. Privzeta vrednost je 10. Če je število
v uporabljenih podatkih preseženo, se permutacije samodejno izvedejo po načinu
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"Prob", ki je uporabljen v naših analizah in simulacijah. Metoda vzorči iz na-
bora vseh možnih permutacij in poda ocenjene vrednosti p. Vzorčenje se ustavi,
ko ocenjeni standardni odklon vrednosti p pade pod določen delež ocenjene vre-
dnosti p. Slednjega določimo s parametrom "Ca", ki ima privzeto vrednost 0,1.
Argument "nCycle" določa, kako pogosto funkcija namesto menjave enega para
permutira vse enote. Privzeta vrednost je 1000 (vsakih 1000 ponovitev) [31].
Pri obravnavi opisnih spremenljivk funkcija lmp privzeto uporablja polinom-
ske kontraste (contr.sum, contr.poly) [31]. Če želimo, da tako kot funkcija lm
uporablja kontraste, ki vsako od kategorij opisne spremenljivke primerjajo z re-
ferenčno kategorijo prek slamnatih spremenljivk, je to potrebno nastaviti v glo-
balnem okolju. Tu navedemo, koliko kategorij ima opisna spremenljivka in katera
od kategorij je referenčna:
contrasts(baza$x2) = contr.treatment(n=3, base = 1)
3.2.2 Drugi del simulacij: obravnava opisnih spremenljivk z več kot 2
kategorijama
Dodatno smo iz normalne porazdelitve z µ=0 in σ=100 simulirali podatke z eno
opisno spremenljivko, ki je imela 3, 5 ali 10 kategorij. Po simuliranju pod ni-
čelno domnevo smo simulirali še linearno povezanost in regresijske koeficiente
za slamnate spremenljivke nastavili tako, da so se med seboj razlikovali za 10.
Opravili smo 100000 ponovitev simulacije. V vsaki iteraciji smo s funkcijo lm
prilagodili linearni model in beležili velikost oziroma moč testa pri dveh različnih
načinih obravnave opisne spremenljivke. Pri prvem načinu smo najprej preve-
rili statistično značilnost vsake od kategorij posebej. Opisno spremenljivko kot
celoto smo obravnavali kot statistično značilno, če je bila značilna vsaj ena od
kategorij. Pri drugem načinu smo s pomočjo izpisa ANOVA najprej preverili re-
zultate globalnega testa statistične značilnosti spremenljivke kot celote. Zgolj če
je bila spremenljivka kot celota značilna, smo preverili in upoštevali še statistično
značilnost posameznih kategorij.
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3.3 Opis pridobitve in analize pravih podatkov
Ugotovitve, pridobljene na simuliranih podatkih, smo primerjali s pravimi po-
datki o trdnosti 180 keramičnih vzorcev, pridobljenih v dvofaktorskem poskusu
s popolnim križanjem. Faktorja poskusa sta bila peskanje (2 vrsti) in umetno
staranje (3 časi). Eksperimentalno delo je bilo izvedeno v laboratorijih Odseka
za inženirsko keramiko na Institutu Jožef Stefan ter Katedre za stomatološko
protetiko Medicinske fakultete v Ljubljani.
Vzorce smo izdelali iz keramičnega prahu ZrO2, stabiliziranega s 3 mol % Y2O3
(TZ-3YB-E, Tosoh, Tokio, Japonska). Pri tem smo uporabili metodo enoosnega
stiskanja v plavajoči matrici pri tlaku 150 kPa. Vzorce smo žgali (sintrali) na tem-
peraturi 1500 ◦C 2 h do končne gostote, da smo dobili okrogle ploščice premera 15
mm in debeline 1,5 mm. Naključno smo jih razdelili v 6 skupin po 30 vzorcev.
Eno od ploskev vsakega vzorca smo peskali, pri čemer abrazivni delci Al2O3
v usmerjenem zračnem curku udarjajo ob površino. Ta postopek je sicer rutin-
sko uporabljen za čǐsčenje in povečanje hrapavosti površine, kar je potrebno pri
cementiranju konstrukcije na zobovino [32]. 90 vzorcev smo peskali z delci veli-
kosti 50µm, 90 pa z delci velikosti 110 µm v laboratorijskem peskalniku (Basic
IS, Renfert Dental, Hilzingen, Nemčija) pri tlaku 2,5 bara. Sledilo je umetno
staranje, ki v pospešeni obliki simulira degradacijske procese, ko je material iz-
postavljen biološkim tkivom in procesom [33]. Vzorce smo starali v tlačni posodi
z vodo, segreto na 134 ◦C. Del vzorcev ni bil staran, ostali pa so bili starani 24
h ali 48 h. Nato smo vsem vzorcem določili biaksialno upogibno trdnost v pre-
skuševalni napravi (Quasar 100, Galdabini, Cardano al Campo, Italija). Vzorci
so pri tem položeni na podporo, sestavljeno iz treh jeklenih kroglic premera 3
mm. Pomična glava s trnom vzorec obremeni v sredinskem delu zgornje ploskve,
tako da na spodaj ležečem delu vzorca nastane biaksialna natezna napetost. Sle-
dnja s povečevanjem obremenitve narašča, vse dokler se vzorec ne zlomi, kot je
prikazano na sliki 3.2.
28 Metode dela
Slika 3.2: Keramični vzorec pred in po preizkusu trdnosti.
Naprava vsak vzorec posebej obremeni do porušitve in zabeleži silo, pri kateri
se vzorec zlomi. Izmerjeno silo pretvorimo v trdnost vzorca po enačbi (3.1) [9, 34]:




(X − Y ) , (3.1)
kjer je:
 S = trdnost oziroma maksimalna natezna napetost ob porušitvi,
 F = izmerjena sila loma,
 d = izmerjena debelina vzorca,
 X = (1+ν)ln(b/R)2 +[(1-ν)/2](b/R)2,
 Y = (1+ν)[1+ln(a/R)2 +[(1-ν)](a/R)2,
 R = izmerjen premer vzorca,
 ν = Poissonovo število za cirkonijevo oksidno keramiko = 0,22,
 a = premer podpornega kroga = 11 mm,
 b = premer trna = 1,4 mm.
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V tem dvofaktorskem poskusu s popolnim križanjem je bilo za vsako od šestih
obravnavanj izmerjenih 30 vrednosti trdnosti, kot je prikazano na sliki 1.2. Za
vsako od 6 skupin smo določili parametre normalne in Weibullove porazdelitve.
Slednje smo izvedli s pomočjo paketa abrem, ki privzeto za določanje parametrov
uporablja metodo linearne regresije. Pri analizi podatkov smo uporabili line-
arne modele, transformacijo z rangi in permutacijske teste po enakem postopku,
kot je opisano v razdelku o simulacijah. Pri analizi pravih podatkov je bila kot
statistično značilna upoštevana vrednost p<0,05.
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4 Rezultati
V tem poglavju bomo najprej predstavili rezultate simulacij. Pričeli bomo s
prikazom velikosti in moči testov pri normalno porazdeljenih podatkih.
Sledil bo razdelek s predstavitvijo velikosti in moči v primeru podatkov, po-
razdeljenih po Weibullovi porazdelitvi. Pri Weibullovi porazdelitvi so se med
metodami pokazale razlike tako pri velikosti kot pri moči. To poglavje bo zato
razčlenjeno na tri dele. V prvem delu bomo prikazali rezultate s parametri Wei-
bullove porazdelitve, ki so najbolj podobni pravim podatkom. Sledil bo razdelek
z rezultati izjemno asimetrične Weibullove porazdelitve, kakršne v resnici ne sre-
čamo. Tretji del bo nekatera opažanja dodatno osvetlil na razširjenem naboru
vrednosti m.
Rezultate simulacij bomo zaključili s predstavitvijo ugotovitev o velikosti te-
stov pri različnem obravnavanju opisnih spremenljivk.
Po rezultatih simulacij bomo predstavili še rezultate analiz na pravih podat-
kih. Pri tem bomo primerjali ugotovitve, dobljene z linearnimi modeli, transfor-
macijo z rangi in permutacijskimi testi.
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4.1 Simulacije - normalna porazdelitev
Pri normalni porazdelitvi so rezultati vseh treh metod domala enaki. Velikost
testov v okvirih simulacijske napake niha okrog 5 %. Simulacijsko napako smo
ocenili s postopkom samovzorčenja (angl. bootstrap) [35] in ugotovili, da je 95 %
interval zaupanja med 4 % in 6,8 %. Relativno velika simulacijska napaka je
posledica velike računske zahtevnosti permutacijskih metod, zaradi česar smo se
omejili na 1000 ponovitev. Slika 4.1 prikazuje rezultate za normalno porazdelitev









































































  Linearni modeli                        Permutacijski testi                    Transformacija z rangi
Slika 4.1: Velikost pri normalni porazdelitvi s σ=100. V prvi vrstici sta prikazana grafa,
ko spremenljivko x1 obravnavamo kot opisno, x2 pa kot številsko. V drugi vrstici je
situacija, ko spremenljivko x2 obravnavamo kot opisno s tremi kategorijami, kar pomeni
dve slamnati spremenljivki x2.1 in x2.2. Opravili smo 1000 ponovitev simulacije. Zaradi
bolǰse preglednosti velikost vzorca na abscisi ni prikazana v linearni skali.
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Moč pri vseh treh metodah narašča z večanjem velikosti vzorca in manǰsanjem
standardnega odklona (σ). Slika 4.2 prikazuje rezultate za normalno porazdelitev
s standardnim odklonom 100. V Dodatku A so predstavljeni še ostali rezultati.
Razvidno je, da je moč odvisna tudi od tega, ali isto spremenljivko x2 obravna-





















































  Linearni modeli                        Permutacijski testi                    Transformacija z rangi
Slika 4.2: Moč pri normalni porazdelitvi s σ=100. V prvi vrstici sta prikazana grafa,
ko spremenljivko x1 obravnavamo kot opisno, x2 pa kot številsko. V drugi vrstici je
situacija, ko spremenljivko x2 obravnavamo kot opisno s tremi kategorijami, kar pomeni
dve slamnati spremenljivki x2.1 in x2.2. Opravili smo 1000 ponovitev simulacije. Zaradi
bolǰse preglednosti velikost vzorca na abscisi ni prikazana v linearni skali.
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4.2 Simulacije - Weibullova porazdelitev
Na sliki 4.3 so prikazani rezultati za velikost testov pri m=10, kar ustreza pra-
vim podatkom. Razvidno je, da velikost vseh treh statističnih metod v okviru
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Slika 4.3: Velikost pri Weibullovi porazdelitvi z m=10 in s=1400. V prvi vrstici sta
prikazana grafa, ko spremenljivko x1 obravnavamo kot opisno, x2 pa kot številsko. V
drugi vrstici je situacija, ko spremenljivko x2 obravnavamo kot opisno s tremi kategori-
jami, kar pomeni dve slamnati spremenljivki x2.1 in x2.2. Opravili smo 1000 ponovitev
simulacije. Zaradi bolǰse preglednosti velikost vzorca na abscisi ni prikazana v linearni
skali.
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Pri večanju asimetričnosti Weibullove porazdelitve se med statističnimi me-
todami pokažejo razlike. Pri skrajno asimetrični porazdelitvi z m=0,1 postanejo
linearni modeli konzervativni. Kot je razvidno s slike 4.4, njihova velikost pade
na manj kot 1 %. Pri permutacijskih testih in transformaciji z rangi je želena
velikost 5 % ohranjena pri vseh obravnavanih stopnjah asimetričnosti. Celotni
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Slika 4.4: Velikost pri Weibullovi porazdelitvi z m=0,1 in s=1400. V prvi vrstici sta
prikazana grafa, ko spremenljivko x1 obravnavamo kot opisno, x2 pa kot številsko. V
drugi vrstici je situacija, ko spremenljivko x2 obravnavamo kot opisno s tremi kategori-
jami, kar pomeni dve slamnati spremenljivki x2.1 in x2.2. Opravili smo 1000 ponovitev
simulacije. Zaradi bolǰse preglednosti velikost vzorca na abscisi ni prikazana v linearni
skali.
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Glede moči se pri m=10 vse tri metode obnašajo zelo podobno, kot je razvidno
s slike 4.5. Moč je primerljiva kot pri normalni porazdelitvi s σ=150 (glej Dodatek
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Slika 4.5: Moč pri Weibullovi porazdelitvi z m=10 in s=1400. V prvi vrstici sta prika-
zana grafa, ko spremenljivko x1 obravnavamo kot opisno, x2 pa kot številsko. V drugi
vrstici je situacija, ko spremenljivko x2 obravnavamo kot opisno s tremi kategorijami,
kar pomeni dve slamnati spremenljivki x2.1 in x2.2. Opravili smo 1000 ponovitev si-
mulacije. Zaradi bolǰse preglednosti velikost vzorca na abscisi ni prikazana v linearni
skali.
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Naraščanje asimetričnosti Weibullove porazdelitve je povezano z zmanǰsanjem
moči linearnih modelov in permutacijskih testov, ob čemer je zmanǰsanje pri line-
arnih modelih izraziteǰse. Dogajanje je pri transformaciji z rangi ravno obratno,
saj moč z večanjem asimetričnosti narašča. Moč se pri transformaciji z rangi po-
večuje tudi z večanjem vzorca, česar pri ostalih dveh metodah na obravnavanih
velikostih vzorca še ni opaziti. Primer z m=0,1 je prikazan na sliki 4.6, celotni
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Slika 4.6: Moč pri Weibullovi porazdelitvi z m=0,1 in s=1400. V prvi vrstici sta prika-
zana grafa, ko spremenljivko x1 obravnavamo kot opisno, x2 pa kot številsko. V drugi
vrstici je situacija, ko spremenljivko x2 obravnavamo kot opisno s tremi kategorijami,
kar pomeni dve slamnati spremenljivki x2.1 in x2.2. Opravili smo 1000 ponovitev si-
mulacije. Zaradi bolǰse preglednosti velikost vzorca na abscisi ni prikazana v linearni
skali.
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Nepričakovano povečevanje moči pri uporabi transformacije z rangi smo pre-
verili še z nizom dodatnih simulacij, kjer smo tako moč kot velikost spremljali pri
razširjenem naboru vrednosti m. Pri tem smo obravnavali številsko spremenljivko
x2 ob velikosti vzorca n=600. Vrednosti regresijskih koeficientov smo nastavili
enako kot v preǰsnjih simulacijah (b0=1400, b1=39, b2=-2,4). Celotni rezultati so
predstavljeni v Dodatku C. Na sliki 4.7 so prikazani razširjeni rezultati za moč.
Razvidno je, da moč transformacije z rangi sledi ostalima dvema metodama do
približno m=1,5. Pri nadaljnjem zmanǰsevanju vrednosti m moč linearnih mo-
delov ter permutacijskih testov še naprej pada, moč transformacije z rangi pa se
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Slika 4.7: Moč pri Weibullovi porazdelitvi z s=1400. Obravnavamo številsko spremen-
ljivko x2 pri n=600. Opravili smo 1000 ponovitev simulacije. Zaradi bolǰse preglednosti
vrednost parametra m na abscisi ni prikazana v linearni skali.
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Na sliki 4.8 so prikazani še razširjeni rezultati za velikost. Glede na prej pri-
kazano povečevanje moči ob večanju asimetričnosti je pomembno predvsem, da
velikost testov za transformacijo z rangi ostaja ustrezna ne glede na vrednost
parametra m. Enako velja za permutacijske teste. Slika potrdi tudi ugotovitev,
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Slika 4.8: Velikost pri Weibullovi porazdelitvi z s=1400. Obravnavamo številsko spre-
menljivko x2 pri n=600. Opravili smo 1000 ponovitev simulacije. Zaradi bolǰse pregle-
dnosti vrednost parametra m na abscisi ni prikazana v linearni skali.
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Razlago za večanje moči transformacije z rangi lahko poǐsčemo s pomočjo gra-
fičnih prikazov, kjer prikazujemo porazdelitev odvisne spremenljivke in poveza-
nost le-te s prediktorjem pred in po transformaciji z rangi pri različnih stopnjah
asimetričnosti Weibullove porazdelitve. Razvidno je, da postane porazdelitev
spremenljivke po transformaciji z rangi enakomerna ne glede na asimetričnost
originalnih podatkov. Pri bolj asimetričnih porazdelitvah se med originalnimi
in transformiranimi podatki pojavijo razlike pri prilagoditvi linearnega modela.
V primeru Weibullove porazdelitve z m=0,1 postane regresijska premica na pod-
lagi originalnih podatkov praktično vodoravna in ne upošteva majhnega števila
osamelcev, kot prikazuje slika 4.9. Moč je torej zelo nizka (glej sliko 4.7 in Do-
datek C). Po transformaciji z rangi postanejo razlike med posameznimi enotami
bolj razvidne, hkrati pa dobijo osamelci manǰso težo. Premica ima tu večji naklon
kot na originalnih podatkih.
Slika 4.9: Grafični prikaz učinka transformacije z rangi pri podatkih, porazdeljenih po
Weibullovi porazdelitvi z m=0,1 in s=1400.
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Na sliki 4.10 je prikazana situacija za manj asimetrično Weibullovo porazde-
litev z m=0,9. Regresijska premica na podlagi originalnih podatkov tu ni več
povsem vodoravna, a je naklon še vedno manǰsi kot po transformaciji z rangi.
Tudi v tem primeru je moč linearnih modelov po transformaciji z rangi vǐsja kot
na originalnih podatkih (glej sliko 4.7 in Dodatek C).
Slika 4.10: Grafični prikaz učinka transformacije z rangi pri podatkih, porazdeljenih po
Weibullovi porazdelitvi z m=0,9 in s=1400.
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Slika 4.11 ilustrira še primer s skoraj simetrično Weibullovo porazdelitvijo
z m=10, kakršna je značilna za prave podatke o trdnosti cirkonijeve oksidne
keramike. Sedaj sta naklona regresijskih premic na podlagi originalnih podatkov
in po transformaciji z rangi primerljiva, kar velja tudi za moč (glej sliko 4.7 in
Dodatek C).
Slika 4.11: Grafični prikaz učinka transformacije z rangi pri podatkih, porazdeljenih po
Weibullovi porazdelitvi z m=10 in s=1400.
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4.3 Simulacije - obravnava opisnih spremenljivk z več kot
2 kategorijama
V preǰsnjem razdelku smo predstavili rezultate za velikost in moč pri obravnavi
številskih in opisnih spremenljivk. Pri slednjih smo prikazali rezultate za vsako
od kategorij posebej. Zaradi možnosti, da so rezultati za opisno spremenljivko
kot celoto napačni, v kolikor k analizi ne pristopimo na pravilen način, smo iz-
vedli niz dodatnih simulacij. Pri tem smo se omejili na linearne modele in eno
opisno spremenljivko, pri kateri smo predpostavili normalno porazdelitev napak.
Opisno spremenljivko smo obravnavali na dva načina in izkazalo se je, da je način
obravnave za veljavnost rezultatov zelo pomemben.
4.3.1 Velikost testa
Pri prvem pristopu smo statistično značilnost spremenljivke kot celote ocenjevali
na podlagi značilnosti posameznih kategorij. Opisno spremenljivko smo razglasili
za statistično značilno, že če je bila značilna zgolj ena od kategorij. Velikost
testa za spremenljivko kot celoto je v tem primeru presegala 5 % in je dodatno
naraščala s številom kategorij, kot je prikazano v tabeli 4.1 in na sliki 4.12.
Če pa smo izbrali drugi način in najprej preverili rezultate globalnega testa
za statistično značilnost spremenljivke kot celote, je test ohranil želeno velikost
5 % ne glede na število kategorij opisne spremenljivke. Obenem je v tem primeru
test za posamezne kategorije spremenljivke postal konzervativen. Tipična velikost
testa za posamezno kategorijo je bila pri 3 kategorijah 2,5 %, pri 5 kategorijah
1,6 %, pri 10 kategorijah pa 1,0 %. Kot pričakovano, velikost vzorca ni bistveno
vplivala na rezultate. Podrobni rezultati so predstavljeni v Dodatku D.
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število n α na podlagi α na podlagi
kategorij posameznih kategorij globalnega testa
3 60 8,9 5,0
600 9,0 5,0
5 60 15,2 4,9
600 15,6 5,0
10 60 26,3 4,8
600 26,8 5,0
Tabela 4.1: Velikost testa (%) za opisno spremenljivko kot celoto pri dveh načinih















posamezna kategorija, 60 enot
posamezna kategorija, 600 enot
globalni test, 60 enot
globalni test, 600 enot
Slika 4.12: Velikost testa za opisno spremenljivko kot celoto pri dveh načinih obrav-
navanja. Opravili smo 100000 ponovitev simulacije. Zaradi bolǰse preglednosti število
kategorij na abscisi ni prikazano v razmerju.
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4.3.2 Moč testa
Tabela 4.2 in slika 4.13 prikazujeta, da je moč testa za spremenljivko kot celoto
vǐsja, če statistično značilnost ocenjujemo na podlagi posameznih kategorij name-
sto upoštevanja globalnega testa. Razlika med pristopoma je večja pri manǰsem
vzorcu.
število n moč na podlagi moč na podlagi
kategorij posameznih kategorij globalnega testa
3 60 13,8 8,1
600 55,0 41,5
5 60 27,7 11,1
600 91,6 79,9
10 60 58,6 23,7
600 100 100
Tabela 4.2: Moč testa (%) za opisno spremenljivko kot celoto pri dveh načinih obrav-

















posamezna kategorija, 600 enot
globalni test, 600 enot
posamezna kategorija, 60 enot
globalni test, 60 enot
Slika 4.13: Moč testa za opisno spremenljivko kot celoto pri dveh načinih obravnavanja
in velikostih vzorca 60 ter 600. Opravili smo 100000 ponovitev simulacije. Zaradi bolǰse
preglednosti število kategorij na abscisi ni prikazano v linearni skali.
46 Rezultati
Na sliki 4.14 je prikazano, da je tudi moč testa za posamezne slamnate spre-
menljivke večja v primeru, če slednje obravnavamo posamično in ne na podlagi
globalnega testa. Razvidno je, da se moč testa pri obeh načinih obravnave pove-
čuje z večanjem učinka in povečevanjem vzorca. Razbrati je še, da razlika v moči
testa med načinoma obravnave pri n=600 in opisni spremenljivki z 10 kategori-





















































posamezna kategorija, 600 enot
globalni test, 600 enot
posamezna kategorija, 60 enot
globalni test, 60 enot
Slika 4.14: Moč testa za posamezne slamnate spremenljivke pri dveh načinih obravna-
vanja in velikostih vzorca 60 ter 600. Opravili smo 100000 ponovitev simulacije.
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4.4 Pravi podatki
Pri analizi pravih podatkov smo ugotavljali učinek peskanja in staranja na trdnost
cirkonijeve oksidne keramike. Na sliki 4.15 je ilustrirano, da imajo vzorci, peskani
z delci velikosti 110µm, vǐsjo trdnost in da se trdnost s časom staranja zmanǰsuje.
Grafi ne nakazujejo obstoja interakcije med faktorjema. Levenov test ni pokazal





























































Slika 4.15: Grafični prikaz podatkov o trdnosti cirkonijeve oksidne keramike.
48 Rezultati
Pri vsaki od 6 skupin smo določili parametre normalne in Weibullove poraz-
delitve, kot je prikazano v tabeli 4.3.
obravnava normalna porazdelitev Weibullova porazdelitev
peskanje staranje µ σ s m
(µm) (h) (MPa) (MPa) (MPa)
50 0 1433,03 147,40 1497,61 11,13
50 24 1393,07 141,23 1455,25 11,26
50 48 1316,66 139,95 1378,26 10,69
110 0 1481,74 145,73 1546,50 11,54
110 24 1406,57 98,47 1449,02 17,25
110 48 1372,00 106,31 1417,337 15,63
Tabela 4.3: Parametri po obravnavanjih.
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4.4.1 Linearni model
Analiza z linearnim modelom pokaže, da so med skupinami statistično značilne
razlike v povprečnih vrednostih trdnosti (p<0,0001), kot je prikazano v tabelah
4.4 in 4.5. Analizirali smo model z dvema glavnima vplivoma: peskanjem in sta-
ranjem. Vzorci, peskani z delci velikosti 110µm, imajo v povprečju za 39,19 MPa
vǐsjo trdnost od vzorcev, peskanih z delci velikosti 50 µm, kar je s strokovnega
stalǐsča pomembno. Razlika je statistično značilna (p=0,0456 oziroma p=0,0462).
Če staranje obravnavamo kot številsko spremenljivko, se trdnost po vsakih
24 urah staranja v povprečju zmanǰsa za 56,53 MPa (p<0,0001). Če pa ga
obravnavamo kot opisno spremenljivko, se po 24 urah v povprečju zmanǰsa za
57,57 MPa (p=0,0171) in po 48 urah za 113,05 MPa (p<0,0001) v primerjavi z
nestaranimi vzorci.
Zapǐsemo lahko enačbi regresijske premice, pri čemer so pod ocenami koefici-
entov v oklepajih navedene standardne napake:












× P110− 57, 57
(23,90)
× S24− 113, 05
(23,90)
× S48 .
Kratica P110 pomeni umetno spremenljivko, ki označuje prisotnost peskanja
z delci velikosti 110 µm. Kratica S označuje staranje, ki ga obravnavamo kot
številsko spremenljivko z enotami v urah. Ko staranje obravnavamo kot opisno
spremenljivko, uporabimo slamnati spremenljivki S24 in S48. Slednji označujeta
prisotnost staranja po 24 oziroma 48 urah.
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koeficient ocenjena vrednost standardna napaka t p
konstanta 1437,45 18,20 78,962 <0,0001
peskanje 110 µm 39,19 19,46 2,014 0,0456
staranje -56,53 11,92 -4,743 <0,0001
F = 13,28 pri 2 in 177 stopinjah prostosti, p<0,0001
Tabela 4.4: Izpis rezultatov analize z linearnim modelom, pri čemer peskanje obrav-
navamo kot opisno spremenljivko z dvema kategorijama, čas staranja pa kot številsko
spremenljivko, pri kateri so rezultati izraženi za 24 ur.
koeficient ocenjena vrednost standardna napaka t p
konstanta 1437,79 19,52 73,672 <0,0001
peskanje 110 µm 39,19 19,52 2,008 0,0462
staranje globalno <0,0001
staranje 24 h -57,57 23,90 -2,408 0,0171
staranje 48 h -113,05 23,90 -4,730 <0,0001
F = 8,802 pri 3 in 176 stopinjah prostosti, p<0,0001
Tabela 4.5: Izpis rezultatov analize z linearnim modelom, pri čemer peskanje obrav-
navamo kot opisno spremenljivko z dvema kategorijama, čas staranja pa kot opisno
spremenljivko s tremi kategorijami.
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Slika 4.16 prikazuje, da ostanki pri linearnem modelu odstopajo od normalne
porazdelitve. Drugih kršenj predpostavk, recimo heteroskedastičnosti, na diagno-

















Ostanki glede na napovedane vrednosti
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Slika 4.16: Ostanki pri analizi pravih podatkov z linearnim modelom.
52 Rezultati
4.4.2 Transformacija z rangi
Analiza po transformaciji z rangi pokaže, da so med skupinami statistično značilne
razlike v povprečnih rangih (p<0,0001), kot je prikazano v tabelah 4.6 in 4.7.
Analiziramo model z dvema glavnima vplivoma: peskanjem in staranjem. Razlika
v povprečnih rangih med vzorci, peskanimi z delci velikosti 110 µm in z delci
velikosti 50µm, je 11, vendar ni statistično značilna (p=0,113).
Če staranje obravnavamo kot številsko spremenljivko, se rang po vsakih
24 urah staranja pri velikosti vzorca 180 v povprečju zmanǰsa za 25 (p<0,0001),
kar je približno 14 %. Če pa staranje obravnavamo kot opisno spremenljivko,
se rang po 24 urah v povprečju zmanǰsa za 27 (p=0,0029) in po 48 urah za 49
(p<0,0001), kar je približno 15 % in 27 %. Vsebinska interpretacija rezultatov
je otežena zaradi uporabe rangov namesto dejanskih vrednosti trdnosti. Enačbi
regresijske premice z navedenimi standardnimi napakami sta:












× P110− 26, 57
(8,78)
× S24− 49, 28
(8,78)
× S48 .
Kratice imajo enak pomen kot pri linearnem modelu (str. 49).
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koeficient ocenjena vrednost standardna napaka t p
konstanta 109,45 6,69 16,363 <0,0001
peskanje 110 µm 11,38 7,15 1,591 0,1130
staranje -24,64 4,38 -5,627 <0,0001
F = 17,1 pri 2 in 177 stopinjah prostosti, p<0,0001
Tabela 4.6: Izpis rezultatov analize po transformaciji z rangi, pri čemer peskanje obrav-
navamo kot opisno spremenljivko z dvema kategorijama, čas staranja pa kot številsko
spremenljivko, pri kateri so rezultati izraženi za 24 ur.
koeficient ocenjena vrednost standardna napaka t p
konstanta 110,09 7,17 15,355 <0,0001
peskanje 110 µm 11,38 7,17 1,587 0,1143
staranje globalno <0,0001
staranje 24 h -26,57 8,79 -3,025 0,0029
staranje 48 h -49,28 8,78 -5,612 <0,0001
F = 11,36 pri 3 in 176 stopinjah prostosti, p<0,0001
Tabela 4.7: Izpis rezultatov analize po transformaciji z rangi, pri čemer peskanje obrav-
navamo kot opisno spremenljivko z dvema kategorijama, čas staranja pa kot opisno
spremenljivko s tremi kategorijami.
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Slika 4.17 prikazuje, da so se ostanki pri uporabi transformacije z rangi v
primerjavi z linearnimi modeli popravili, čeprav še vedno nekoliko odstopajo od
normalne porazdelitve. Drugih kršenj predpostavk na diagnostičnih grafih tudi
sedaj ni opaziti.









































































































Slika 4.17: Ostanki pri analizi pravih podatkov po transformaciji z rangi.
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4.4.3 Permutacijski testi
Podobno kot pri ostalih dveh metodah tudi analiza s permutacijskimi testi po-
kaže, da so med skupinami statistično značilne razlike (p<0,0001). Rezultati so
prikazani v tabelah 4.8 in 4.9.
Trdnost vzorcev, peskanih z delci velikosti 110µm, je bila mejno stati-
stično značilno različna v primerjavi z delci velikosti 50 µm (p=0,0511 oziroma
p=0,0534).
Staranje je bilo statistično značilno povezano s trdnostjo ne glede na to, ali
smo ga obravnavali kot številsko ali kot opisno spremenljivko.
koeficient p
peskanje 110 µm 0,0511
staranje <0,0001
F = 13,28 pri 2 in 177 stopinjah prostosti, p<0,0001
Tabela 4.8: Izpis rezultatov analize s permutacijskimi testi, pri čemer peskanje obrav-
navamo kot opisno spremenljivko z dvema kategorijama, čas staranja pa kot številsko
spremenljivko.
koeficient p
peskanje 110 µm 0,0534
staranje globalno <0,0001
staranje 24 h 0,0186
staranje 48 h <0,0001
F = 8,802 pri 3 in 176 stopinjah prostosti, p<0,0001
Tabela 4.9: Izpis rezultatov analize s permutacijskimi testi, pri čemer peskanje obrav-
navamo kot opisno spremenljivko z dvema kategorijama, čas staranja pa kot opisno
spremenljivko s tremi kategorijami.
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4.4.4 Primerjava rezultatov uporabljenih statističnih metod na pravih
podatkih
Čeprav so rezultati pri uporabi različnih metod podobni, je z njimi vseeno mogoče
priti do različnih sklepov. To je zlasti očitno pri peskanju, ki ga obravnavamo
kot opisno spremenljivko z dvema kategorijama. Pri uporabi linearnih modelov
dobimo vrednost p=0,0456, pri transformaciji z rangi je vrednost p=0,1130 in pri
permutacijskih testih je vrednost p=0,0511. Na podlagi linearnih modelov je torej
mogoče sklepati, da je način peskanja statistično značilno povezan s trdnostjo
cirkonijeve oksidne keramike. Na podlagi ostalih dveh statističnih metod tega ni
mogoče sklepati. Diagnostika modelov pokaže, da ostanki pri linearnih modelih
niso porazdeljeni normalno in da se odstopanje pri uporabi transformacije z rangi
nekoliko zmanǰsa. Do odločitve, kateri metodi najbolj zaupati, nam pomagajo
rezultati simulacij. Pri n=180 in Weibullovi porazdelitvi z m=10 in m=20, kar je
najbližje pravim podatkom, so vse tri metode izkazovale ustrezno velikost testov
(glej Dodatek B, str. 74). Imele so tudi zelo podobno moč: pri m=10 okrog 38 %,
pri m=20 pa okrog 86 % za relevantno spremenljivko x1 (glej Dodatek B, str. 76).
V dani situaciji bi se odločili za linearne modele. Ostanki pri uporabi linearnih
modelov sicer odstopajo od normalne porazdelitve, vendar iz simulacij sledi, da je
velikost testa kljub temu ustrezna. Pri bolj asimetrični porazdelitvi test postane
konzervativen in s tem manj nagnjen k lažno pozitivnim rezultatom. Obenem so
pri parametrih Weibullove porazdelitve, ki so relevantni za prave podatke, razlike
v moči med metodami majhne in pri bolj simetričnih porazdelitvah imajo linearni
modeli največjo moč. Ob tem linearni modeli omogočajo tudi najbolj uporabno
interpretacijo rezultatov.
Pri drugem prediktorju, staranju, so vse tri statistične metode dale zelo zna-
čilno vrednost p. Razlog za to je velika vrednost učinka. Vseeno se je pokazalo
nekaj razlik med obravnavo staranja kot številske in kot opisne spremenljivke.
Oceni za regresijske koeficiente sta bili pri obeh načinih obravnave zelo podobni,
saj je med trdnostjo peskane keramike in staranjem prisotna linearna povezanost.
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Ocenjeni vrednosti koeficientov sta bili -56,53 pri številski obravnavi ter -57,57
pri opisni obravnavi, če je učinek izražen za 24 ur staranja.
Več razlik med obravnavama je opaziti pri standardnih napakah. Kot pri-
čakovano, je standardna napaka pri opisni obravnavi večja: 23,9 v primerjavi z
11,9. Vzroka za večjo standardno napako pri opisnem obravnavanju sta večje
število ocenjenih koeficientov kot posledica slamnatih spremenljivk in dejstvo, da
pri ocenjevanju koeficientov upoštevamo le tisti del vzorca, ki ustreza skupinama,
ki ju primerjamo. Vseeno se to zaradi velike vrednosti efekta ni odrazilo na sta-
tistični značilnosti staranja. S simulacijami smo pokazali tudi, da je moč testov




V zaključnem delu prikažemo, da so linearni modeli dovolj zanesljivi, da jih je
kljub odstopanju porazdelitve ostankov od normalne mogoče uporabiti za sta-
tistično sklepanje pri analizi trdnosti krhkega materiala. Iz simulacij sledi, da
je pri skrajno asimetričnih Weibullovih porazdelitvah velikost testa sicer lahko
napačna, vendar test postane kozervativen in s tem ne predstavlja nevarnosti za
preveč lažno pozitivnih rezultatov. Do podobnega zaključka je prǐsla tudi razisko-
valna skupina Blacka in sodelavcev, ki je preučevala delovanje enosmerne analize
variance v primeru različnih Weibullovih porazdelitev [21].
Eden od razlogov za uporabnost linearnih modelov je v tem, da je Weibullova
porazdelitev na obravnavanem primeru zelo podobna normalni. Tipična vrednost
Weibullovega modula m za keramiko je približno 10 [36], vrednost parametra s
pa je bistveno večja od nič, kar pomeni, da bo porazdelitev le blago asimetrična
v levo. Pomembno vlogo pri razlikovanju med Weibullovo in normalno porazde-
litvijo igra tudi velikost vzorca. Številni poskusi, ki preučujejo trdnost dentalnih
materialov, vključujejo merjenje relativno majhnega števila enot, recimo 10 na
skupino [13]. Pri majhnih vzorcih je porazdelitvi podobnih oblik težko razliko-
vati [37]. Za sprejemljivo natančnost pri določanju parametrov Weibullove po-
razdelitve priporočajo najmanj 30 enot na skupino [5], kar smo upoštevali tudi v
obravnavanem poskusu za pridobitev pravih podatkov.
Ko smo linearne modele v simulacijah primerjali s transformacijo z rangi in
permutacijskimi testi, med metodami večinoma ni bilo pomembneǰsih razlik ne
pri velikosti ne pri moči. Razlike med metodami so se pokazale šele pri ekstre-
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mnih vrednostih parametra m in s tem izjemno asimetrični Weibullovi poraz-
delitvi, kakršne v praksi ne srečamo. Linearni modeli so postali konzervativni,
pri permutacijskih testih in transformaciji z rangi pa je bila predvidena velikost
testov ohranjena. Asimetričnost Weibullove porazdelitve je imela v splošnem ne-
gativen vpliv na moč linearnih modelov in permutacijskih testov, izstopala pa je
transformacija z rangi. Medtem ko je moč te metode v naših simulacijah sledila
ostalima dvema do m ≥1,5, se je z naraščanjem asimetričnosti pričela v nasprotju
z njima povečevati. Razlaga za nepričakovano obnašanje bi lahko bila, da pri zelo
asimetrično porazdeljenih podatkih dobimo veliko število enot z zelo podobnimi
vrednostmi, ki pa so zgoščene daleč od povprečja, kot je prikazano v tabeli 3.1 in
na slikah 3.1 ter 4.9. Transformacija z rangi enote razporedi po velikosti, s čimer
postanejo razlike med enotami bolj razvidne, zato se lahko moč statističnih testov
poveča. Začetno padanje moči, ko se transformacija z rangi obnaša podobno kot
ostali dve metodi, bi lahko razložili z naraščanjem variabilnosti. Variabilnost se
s padanjem parametra m namreč povečuje, kot je prikazano v tabeli 3.1. Ko vre-
dnost parametra m doseže kritično točko, prične pri moči namesto negativnega
učinka variabilnosti prevladovati pozitiven učinek transformacije z rangi.
Dobljeni rezultati so zanimivi zlasti v luči dejstva, da je transformacija z rangi
ves čas ohranjala želeno velikost. Zato je pri obravnavanem primeru načeloma
dala najbolǰse rezultate. Ugotovitev se ujema s študijo Mendeşa in Yiğita, ki sta
transformacijo z rangi primerjala s klasično analizo variance in permutacijskimi
testi pri kršenju predpostavk o normalni porazdelitvi ostankov ter homoskeda-
stičnosti [38]. Transformacija z rangi je bila zaradi enostavnosti in dobrih rezul-
tatov zelo priljubljena v 70. letih preǰsnjega stoletja [24]. Kasneǰse raziskave pa
so opozorile, da ima tudi pomembne pomanjkljivosti. Poleg otežene vsebinske
interpretacije rezultatov izstopa predvsem nezanesljivost v primeru prisotnosti
interakcij [20, 23], vendar tega področja v naši študiji nismo preučevali.
Uporabljeni permutacijski testi so bili izmed vseh treh prikazanih metod naj-
manj prepričljivi. Pri zelo asimetrični Weibullovi porazdelitvi so sicer ohranili
predvideno velikost, vendar glede moči niso pokazali bistvene prednosti v primer-
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javi z linearnimi modeli. Glede na v simulacijah prikazano zanesljivost linearnih
modelov ter omejitve transformacije z rangi bi linearne modele ocenili kot najpri-
merneǰso izbiro za statistično analizo prikazanih podatkov o trdnosti cirkonijeve
oksidne keramike. Pri tem se je v simulacijah izkazalo, da je številsko obravna-
vanje spremenljivk primerneǰse od opisnega, če narava podatkov to omogoča. Pri
linearni povezanosti, na katero smo se omejili v naši študiji in ki ustreza tudi de-
janski naravi prikazanih podatkov, je bila moč testa pri številskem obravnavanju
večja kot pri opisnem obravnavanju. Ugotovitev seveda ni posplošljiva na pri-
mere nelinearne povezanosti. V delu pokažemo tudi, da se lahko napaka I. vrste
bistveno poveča, če opisnih spremenljivk ne obravnavamo na pravilen način. Pri-
stop, pri katerem se za statistično značilnost spremenljivke kot celote odločamo na
podlagi značilnosti posameznih kategorij, je napačen in povzroči bistveno poveča-
nje napak I. vrste. Pri 5 kategorijah je velikost testa že 15 % namesto želenih 5 %,
kar pomeni veliko nevarnost lažno pozitivnih rezultatov. Prav tako pri nepravil-
nem obravnavanju precenjujemo moč testov. Pri analizi podatkov, ki vključujejo
opisne spremenljivke, je zato potrebno najprej preveriti značilnost spremenljivke
kot celote. Šele zatem pričnemo obravnavati še posamezne kategorije.
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6 Zaključki
1. Linearni modeli so primerni za statistično analizo podatkov o trdnosti cir-
konijeve oksidne keramike, četudi je kršena predpostavka o normalni poraz-
delitvi napak.
2. Uporabljeni permutacijski testi niso pokazali bistvene prednosti v primerjavi
z linearnimi modeli.
3. Transformacija z rangi je v primeru zelo asimetrične Weibullove porazdelitve
pokazala večjo robustnost, vendar ne omogoča primerne interpretacije in je
lahko nezanesljiva v primeru interakcij.
4. Pri testiranju statistične značilnosti opisnih spremenljivk je potrebno z glo-
balnim testom najprej preveriti značilnost spremenljivke kot celote, šele
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Delovanje metod pri podatkih iz normalne porazdelitve
Tabela 1: Normalna porazdelitev, velikost (%), 1000 ponovitev simulacije.
(L=linearni modeli, R=transformacija z rangi, P=permutacijski testi)
x1 opisna x2 številska x2.1 opisna x2.2 opisna
n σ L R P L R P L R P L R P
18 50 4,5 5,3 4,6 4,7 5,3 4,8 4,7 5,3 4,7 6,1 6,0 6,2
100 5,5 6,0 5,5 4,8 5,1 4,8 4,3 4,3 4,2 4,9 5,3 4,9
150 4,4 5,4 4,6 4,5 4,4 4,8 4,1 4,5 4,0 4,1 4,3 5,3
200 4,9 5,5 4,9 4,3 4,7 4,3 4,6 5,1 4,7 5,2 6,3 5,0
60 50 4,9 4,8 5,0 3,9 4,4 3,8 5,3 5,0 5,3 5,5 5,2 5,4
100 5,5 6,0 5,6 4,7 5,2 4,8 4,6 5,0 4,6 4,3 5,0 4,8
150 6,1 6,1 6,0 5,7 6,0 5,6 3,9 5,2 3,9 4,1 3,4 5,3
200 5,8 6,0 6,1 3,9 4,2 4,9 4,3 4,3 4,3 4,5 5,0 5,0
180 50 4,0 4,9 4,8 4,1 4,8 4,2 5,7 6,1 5,8 5,1 5,1 4,3
100 5,6 4,8 5,4 5,2 4,5 5,2 4,7 4,9 4,8 4,7 4,6 4,4
150 5,4 5,8 5,5 5,9 5,7 5,7 5,0 5,1 5,2 5,3 5,9 5,8
200 4,3 4,6 4,4 5,8 5,6 4,9 5,1 4,6 5,1 5,9 6,7 5,4
600 50 4,6 4,6 4,8 4,6 4,4 4,9 6,1 6,7 6,2 5,0 4,6 4,5
100 5,8 5,2 5,7 5,1 4,5 5,2 4,8 5,0 4,8 5,0 5,2 4,6
150 6,0 5,9 5,8 4,9 5,3 5,1 5,4 4,9 5,1 6,0 5,3 3,9


























































































































































  Linearni modeli                        Permutacijski testi                    Transformacija z rangi
Slika 1: Velikost pri normalni porazdelitvi. Grafi so v navpični smeri razporejeni glede
na standardni odklon (σ) od 50 do 200. Opravili smo 1000 ponovitev simulacije.
72 Dodatek
Tabela 2: Normalna porazdelitev, moč (%), 1000 ponovitev simulacije.
(L=linearni modeli, R=transformacija z rangi, P=permutacijski testi)
x1 opisna x2 številska x2.1 opisna x2.2 opisna
n σ L R P L R P L R P L R P
18 50 33,2 30,9 33,2 96,8 95,1 97,0 44,7 45,9 44,7 96,1 95,5 89,1
100 10,8 11,3 10,7 43,4 42,7 43,1 15,5 15,7 15,3 42,4 42,4 35,1
150 7,0 7,0 6,9 23,5 23,7 23,6 9,1 9,8 8,9 20,9 21,0 15,6
200 6,6 6,7 6,8 15,7 15,4 15,6 8,2 8,6 8,3 16,2 17,0 13,7
60 50 83,8 80,8 83,8 100 100 100 95,5 95,2 95,2 100 100 100
100 32,7 31,3 32,6 94,2 93,3 94,3 42,3 42,6 42,2 93,3 92,1 84,8
150 17,8 17,3 17,9 63,4 61,5 63,9 23,1 22,5 23,0 65,7 63,5 51,9
200 10,4 10,3 10,3 44,4 43,9 44,8 14,6 14,8 14,0 40,1 37,1 31,2
180 50 100 99,9 100 100 100 100 100 100 100 100 100 100
100 75,2 73,3 75,9 100 100 100 86,3 84,9 86,4 100 100 99,0
150 43,4 41,4 43,3 98,8 98,6 98,7 52,1 51,1 52,1 98,2 98,1 94,2
200 25,0 23,0 24,3 88,4 86,7 88,9 31,6 31,5 31,6 86,2 84,6 75,4
600 50 100 100 100 100 100 100 100 100 100 100 100 100
100 99,9 99,8 100 100 100 99,8 100 100 100 100 99,0 100
150 89,9 87,3 89,6 100 87,3 100 96,2 95,6 96,1 100 94,2 100






























































































































  Linearni modeli                        Permutacijski testi                    Transformacija z rangi
Slika 2: Moč pri normalni porazdelitvi. Grafi so v navpični smeri razporejeni glede na
standardni odklon (σ) od 50 do 200. Opravili smo 1000 ponovitev simulacije.
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Dodatek B
Delovanje metod pri podatkih iz Weibullove porazdelitve
Tabela 3: Weibullova porazdelitev (s=1400), velikost (%), 1000 ponovitev simulacije.
(L=linearni modeli, R=transformacija z rangi, P=permutacijski testi)
x1 opisna x2 številska x2.1 opisna x2.2 opisna
n m L R P L R P L R P L R P
18 20 4,0 4,8 4,2 4,8 5,3 5,1 5,9 6,0 6,2 4,9 5,5 4,4
10 4,9 5,3 5,3 4,8 4,9 5,5 4,8 4,5 4,8 4,5 4,9 5,2
5 4,9 4,6 4,8 5,4 5,9 5,3 5,0 4,9 5,1 4,6 4,2 4,3
1 4,3 5,1 3,4 3,5 4,0 3,8 4,0 5,2 4,1 5,0 6,0 4,9
0,1 0,3 5,0 4,5 0,5 4,5 5,4 0,2 5,7 4,4 0,4 4,9 4,8
60 20 6,0 5,5 6,2 4,4 4,6 4,6 5,8 5,6 5,9 4,9 5,5 5,4
10 4,9 5,1 5,1 5,4 5,7 5,5 4,8 5,6 4,9 5,8 5,6 5,9
5 4,4 5,2 4,4 6,3 6,5 6,3 4,7 4,3 4,7 5,3 5,8 4,1
1 3,8 5,9 4,2 6,4 6,6 6,5 4,9 4,6 5,2 5,2 5,5 5,7
0,1 0,2 4,4 5,2 0,1 5,5 4,8 0,8 4,5 5,9 0,7 5,6 4,5
180 20 5,7 5,9 5,5 5,3 4,7 5,7 4,2 4,4 4,0 4,2 4,6 4,6
10 5,2 4,5 5,0 4,9 4,8 5,1 5,6 5,7 5,5 5,1 5,4 5,0
5 6,6 6,1 6,4 4,5 4,0 4,2 4,7 4,5 4,8 4,2 4,8 5,2
1 4,8 4,8 4,9 4,6 4,5 4,7 5,9 5,7 5,9 5,0 5,2 4,9
0,1 0,4 4,9 5,1 0,7 4,4 4,8 1,4 5,1 5,2 0,7 5,6 4,5
600 20 5,0 5,5 5,2 4,8 5,7 4,6 5,2 5,3 5,1 5,4 4,3 3,9
10 4,3 4,4 4,8 5,1 5,1 5,6 4,9 4,8 5,2 4,4 4,5 5,1
5 5,2 5,7 5,4 4,7 4,2 4,7 4,8 5,2 4,8 5,0 4,3 4,0
1 6,1 5,5 6,2 4,5 4,7 4,8 3,5 4,4 3,4 5,1 5,5 5,0






























































































































































  Linearni modeli                        Permutacijski testi                    Transformacija z rangi
Slika 3: Velikost pri Weibullovi porazdelitvi (s=1400). Grafi so v navpični smeri raz-
porejeni glede na parameter oblike (m) od 0,1 do 20. Opravili smo 1000 ponovitev
simulacije.
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Tabela 4: Weibullova porazdelitev (s=1400), moč (%), 1000 ponovitev simulacije.
(L=linearni modeli, R=transformacija z rangi, P=permutacijski testi)
x1 opisna x2 številska x2.1 opisna x2.2 opisna
n m L R P L R P L R P L R P
18 20 14,7 14,9 15,0 61,4 62,2 61,8 18,7 22,0 19,0 59,8 61,5 45,8
10 7,9 8,5 8,2 20,2 20,9 20,4 9,2 9,8 9,2 19,8 19,0 15,7
5 4,9 5,2 4,9 9,2 9,5 9,2 5,6 6,2 5,6 11,2 11,2 9,6
1 4,2 5,2 4,8 4,9 5,4 5,1 3,8 4,3 5,0 5,0 5,8 4,4
0,1 0,1 7,7 5,2 0,7 22,7 6,0 0,1 4,3 4,5 0,1 4,8 5,0
60 20 47,3 47,7 47,2 98,2 99,2 98,1 57,2 57,2 6,2 98,0 97,9 94,7
10 16,2 15,4 15,9 62,4 65,0 62,3 21,1 22,6 21,1 59,8 62,7 48,1
5 5,4 5,1 5,6 24,1 23,4 23,7 7,7 8,1 7,9 19,5 18,9 16,4
1 4,6 4,6 4,8 5,6 6,9 5,8 5,4 4,7 5,4 7,3 8,4 7,9
0,1 0,2 9,3 3,5 0,5 54,7 5,0 0,5 16,9 5,1 0,6 52,0 4,6
180 20 86,0 87,8 85,9 100 100 100 96,5 97,2 96,3 100 100 100
10 37,7 37,5 37,7 98,3 97,8 98,2 49,4 51,8 49,8 96,6 96,8 91,2
5 13,9 12,7 13,9 56,8 55,2 56,9 20,0 19,1 19,7 55,6 53,8 44,2
1 6,0 6,7 6,0 8,3 14,0 8,2 4,6 5,2 4,9 8,2 12,1 7,8
0,1 0,5 23,0 5,2 0,9 93,5 5,3 0,8 47,4 4,3 1,0 93,4 4,0
600 20 100 100 100 100 100 100 100 100 100 100 100 100
10 83,2 84,9 83,4 100 100 100 94,3 95,6 94,3 100 100 100
5 36,7 35,7 35,7 97,3 96,5 97,4 47,4 45,2 47,4 97,1 96,3 91,7
1 6,7 8,7 6,5 14,0 29,1 14,1 7,7 10,4 8,1 13,6 27,8 10,6






























































































































  Linearni modeli                        Permutacijski testi                    Transformacija z rangi
Slika 4: Moč pri Weibullovi porazdelitvi (s=1400). Grafi so v navpični smeri razporejeni
glede na parameter oblike (m) od 0,1 do 20. Opravili smo 1000 ponovitev simulacije.
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Dodatek C
Tabela 5: Razširjeni rezultati za velikost in moč testov pri Weibullovi porazdelitvi
(s=1400, n=600, številska spremenljivka x2, 1000 ponovitev simulacije).
(L=linearni modeli, R=transformacija z rangi, P=permutacijski testi)
moč (%) velikost (%)
m L R P L R P
20 100 100 100 4,6 5,5 4,5
15 100 99,8 100 4,4 4,7 4,9
10 100 100 100 4,9 4,6 5,4
5 97,1 96,3 91,7 5,0 4,4 5,1
4 89,1 87,0 79,1 5,4 5,2 5,4
3,4 78,8 76,6 67,6 5,3 4,8 5,5
3 71,3 66,7 58,4 4,9 5,5 5,3
2,5 55,2 53,3 44,5 5,1 5,4 5,4
2 39,3 39,8 31,7 5,2 4,7 5,1
1,5 26,6 31,3 21,2 4,9 4,6 5,3
1 13,6 27,8 10,6 4,7 4,8 4,5
0,9 9,9 26,9 8,8 4,7 5,1 4,7
0,8 8,4 29,6 7,5 5,2 5,1 4,8
0,7 6,9 34,5 6,4 5,8 5,3 5,8
0,6 5,3 38,0 4,7 4,5 5,5 4,8
0,5 6,8 51,7 6,2 4,4 5,1 4,7
0,4 4,6 70,5 4,0 4,8 5,4 4,9
0,3 3,1 91,4 5,4 5,2 5,3 5,5
0,2 1,9 99,1 5,2 2,1 5,2 4,2
0,1 2,4 100 5,3 1,4 4,7 5,6
0,01 0,1 100 5,2 0 4,7 5,8
Dodatek 79
Dodatek D
Velikost testa pri obravnavi opisne spremenljivke
na dva načina
slamnata n obravnava na podlagi obravnava na podlagi
spremenljivka posamezne kategorije globalnega testa
x1.1 60 4,9 2,5
600 5,0 2,5
x1.2 60 4,9 2,5
600 4,9 2,4
Tabela 6: Velikost testa za posamezno slamnato spremenljivko pri različnih obravnavah
opisne spremenljivke s 3 kategorijami. Opravili smo 100000 ponovitev simulacije.
slamnata n obravnava na podlagi obravnava na podlagi
spremenljivka posamezne kategorije globalnega testa
x1.1 60 4,9 1,6
600 5,0 1,5
x1.2 60 4,9 1,5
600 5,0 1,6
x1.3 60 4,9 1,6
600 5,0 1,5
x1.4 60 4,9 1,5
600 5,0 1,6
Tabela 7: Velikost testa za posamezno slamnato spremenljivko pri različnih obravnavah
opisne spremenljivke s 5 kategorijami. Opravili smo 100000 ponovitev simulacije.
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slamnata n obravnava na podlagi obravnava na podlagi
spremenljivka posamezne kategorije globalnega testa
x1.1 60 5,0 1,1
600 5,0 1,1
x1.2 60 5,1 1,1
600 5,0 1,0
x1.3 60 4,9 1,1
600 5,0 1,0
x1.4 60 5,0 1,0
600 5,0 1,0
x1.5 60 5,1 1,0
600 5,0 1,0
x1.6 60 5,0 1,1
600 5,0 1,1
x1.7 60 5,0 1,1
600 5,1 1,0
x1.8 60 5,0 1,0
600 4,9 1,0
x1.9 60 5,0 1,1
600 5,0 1,0
Tabela 8: Velikost testa za posamezno slamnato spremenljivko pri različnih obravnavah
opisne spremenljivke z 10 kategorijami. Opravili smo 100000 ponovitev simulacije.
Dodatek 81
Moč testa pri obravnavi opisne spremenljivke na dva načina
slamnata n obravnava na podlagi obravnava na podlagi
spremenljivka posamezne kategorije globalnega testa
x1.1 60 6,1 3,4
600 16,9 14,4
x1.2 60 9,7 5,5
600 51,6 39,1
Tabela 9: Moč testa (%) za posamezno slamnato spremenljivko pri različnih obravnavah
opisne spremenljivke s 3 kategorijami. Opravili smo 100000 ponovitev simulacije.
slamnata n obravnava na podlagi obravnava na podlagi
spremenljivka posamezne kategorije globalnega testa
x1.1 60 5,6 2,5
600 12,1 11,6
x1.2 60 7,8 3,5
600 33,9 32,2
x1.3 60 11,0 4,9
600 63,8 59,0
x1.4 60 16,0 6,7
600 87,1 76,5
Tabela 10: Moč testa (%) za posamezno slamnato spremenljivko pri različnih obravna-
vah opisne spremenljivke s 5 kategorijami. Opravili smo 100000 ponovitev simulacije.
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slamnata n obravnava na podlagi obravnava na podlagi
spremenljivka posamezne kategorije globalnega testa
x1.1 60 5,3 2,9
600 8,5 8,5
x1.2 60 6,4 3,4
600 19,5 19,5
x1.3 60 8,0 4,3
600 37,5 37,5
x1.4 60 10,5 5,6
600 59,0 59,0
x1.5 60 13,5 6,9
600 77,9 77,9
x1.6 60 17,5 8,7
600 90,8 90,8
x1.7 60 22,1 10,8
600 96,9 96,9
x1.8 60 27,2 12,8
600 99,2 99,2
x1.9 60 33,1 15,0
600 99,9 99,8
Tabela 11: Moč testa (%) za posamezno slamnato spremenljivko pri različnih obravna-




V sklopu simulacij smo definirali 7 funkcij.
Funkcija simulacija.norm.stevilska je bila namenjena simuliranju podat-
kov dvofaktorskega poskusa s popolnim križanjem, pri katerem so bili podatki
normalno porazdeljeni. Ena od spremenljivk je bila opisna z dvema kategori-
jama, druga spremenljivka pa je bila številska. Generirane podatke smo analizi-
rali z običajnimi linearnimi modeli, linearnimi modeli po transformaciji z rangi
in permutacijskimi testi ter beležili velikost in moč posameznih testov. Pri funk-
ciji simulacija.norm.faktor je bila izvedba podobna, le da smo drugo spre-
menljivko obravnavali kot opisno s 3 kategorijami, zaradi česar je bila potrebna
uporaba dveh slamnatih spremenljivk.
Podobno simulacijo smo izvedli tudi s funkcijama
simulacija.weib.stevilska in simulacija.weib.faktor, le da smo po-
datke namesto iz normalne generirali iz Weibullove porazdelitve.
S funkcijami sim.norm.faktor3, sim.norm.faktor5 in sim.norm.faktor10
smo ločeno generirali še normalno porazdeljene podatke za preverjanje velikosti
testa pri opisni spremenljivki s 3, 5 in 10 kategorijami.
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Normalna porazdelitev, x2=številska spremenljivka
simulacija.norm.stevilska <- function(k, n, odklon, b0.n, b1.n, b2.n)
# k = število ponovitev simulacije
# n = velikost vzorca
# odklon = standardni odklon porazdelitve ostankov
# b0.n = nastavljen koeficient za konstanto
# b1.n = nastavljen koeficient za x1
# b2.n = nastavljen koeficient za x2
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x1.1 <- rep(0, n/2)
x1.2 <- rep(1, n/2)
x1 <- c(x1.1, x1.2)
x2 <- rep(c(0,24,48), n/3)
e <- rnorm(n,0,odklon)
y <- b0.n + b1.n*x1 + b2.n*x2 + e
baza <- data.frame(y, x1, x2)
Dodatek 85
# x1 opisna, x2 številska
baza$x1 <- as.factor(baza$x1)
baza$x2 <- as.numeric(baza$x2)
### PRILAGODITEV MODELOV NA PODATKIH
## linearni model
model <- lm(y ~ x1 + x2, data=baza)
## ANOVA
model.anova <- aov(y ~ x1 + x2, data=baza)
## RANGI
baza$rang <- rank(baza$y)
model.rang <- lm(rang ~ x1 + x2, data=baza)
## PERMUTACIJE
contrasts(baza$x1) = contr.treatment(n=2, base = 1, contrasts = TRUE, sparse = FALSE)












































p.vrednosti.perm <- data.frame(p.vrednosti.perm )
p.vrednosti.perm [1,]
p1.perm [j] <- p.vrednosti.perm [2,]




























#shranjevanje rezultatov vsake simulacije v txt datoteko (toliko vrstic, kolikor je ponovitev simulacije k)
mere <- cbind(b1, b2, p1, p2, SE1, SE2,
b1.a, b2.a, SE1.a, SE2.a, p1.a, p2.a,
b1.rang, b2.rang, SE1.rang, SE2.rang, p1.rang, p2.rang,
b1.perm, b2.perm, p1.perm, p2.perm)
assign(paste0("norm", k, n, odklon, b0.n, b1.n, b2.n), mere)







".txt ", sep ="")
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write.table(get(paste0("norm", k, n, odklon, b0.n,b1.n, b2.n)) , file = filename1)
# pričakovana vrednost = povprečje ocen koeficientov v vseh simulacijah
mere.izpis <- cbind(b1, b2, SE1, SE2,
b1.a, b2.a, SE1.a, SE2.a,
b1.rang, b2.rang, SE1.rang, SE2.rang,
b1.perm, b2.perm, p1.perm, p2.perm)
povprecja.mere <- apply (mere.izpis, 2, mean)
## velikost testa (kolikokrat test zavrne ničelno domnevo, čeprav ta drži)
## moč testa (verjetnost zavrnitve napačne ničelne domneve)
tab1 <- table(p1 > 0.05)/k*100
names(tab1) <- c("odstotek zavrnjenih H0 pri koeficientu 1 (linearni model)")
tab2 <- table(p2 > 0.05)/k*100
names(tab2) <- c("odstotek zavrnjenih H0 pri koeficientu 2 (linearni model)")
tab1.a <- table(p1.a > 0.05)/k*100
names(tab1.a) <- c("odstotek zavrnjenih H0 pri koeficientu 1 (ANOVA)")
tab2.a <- table(p2.a > 0.05)/k*100
names(tab2.a) <- c("odstotek zavrnjenih H0 pri koeficientu 2 (ANOVA)")
tab1.rang <- table(p1.rang > 0.05)/k*100
names(tab1.rang) <- c("odstotek zavrnjenih H0 pri koeficientu 1 (rangi)")
tab2.rang <- table(p2.rang > 0.05)/k*100
names(tab2.rang) <- c("odstotek zavrnjenih H0 pri koeficientu 2 (rangi)")
tab1.perm <- table(p1.perm > 0.05)/k*100
names(tab1.perm) <- c("odstotek zavrnjenih H0 pri koeficientu 1 (permutacije)")
tab2.perm <- table(p2.perm > 0.05)/k*100








Normalna porazdelitev, x2=opisna spremenljivka
simulacija.norm.faktor <- function(k, n, odklon, b1.n0, b1.n1, b2.n1, b2.n2)
#k = število ponovitev simulacije
#n = velikost vzorca
#odklon = standardni odklon porazdelitve ostankov
#b1.n0 = nastavljen koeficient za konstanto
#b1.n = nastavljen koeficient za x1
#b2.n = nastavljen koeficient za x2
{























































x1.1 <- rep(0, n/2)
x1.2 <- rep(1, n/2)
x1 <- c(x1.1, x1.2)
x2 <- rep(c(0,24,48), n/3)
dummy1 <- ifelse(x2=="24", 1, 0)
dummy2 <- ifelse(x2=="48", 1, 0)
e <- rnorm(n,0,odklon)
y <- b1.n0 + b1.n1*x1 + b2.n1*dummy1 + b2.n2*dummy2 + e
baza <- data.frame(y, x1, x2, state)




baza$x2b <- factor(baza$x2b, levels = c("48", "24", "0"))
contrasts(baza$x1) = contr.treatment(n=2, base = 1, contrasts = TRUE, sparse = FALSE)
contrasts(baza$x2) = contr.treatment(n=3, base = 1, contrasts = TRUE, sparse = FALSE)
contrasts(baza$x2b) = contr.treatment(n=3, base = 3, contrasts = TRUE, sparse = FALSE)
### PRILAGODITEV MODELOV NA PODATKIH
## linearni model
model <- lm(y ~ x1 + x2, data=baza)
## ANOVA
model.anova <- aov(y ~ x1 + x2, data=baza)
## RANGI
baza$rang <- rank(baza$y)
model.rang <- lm(rang ~ x1 + x2, data=baza)
## PERMUTACIJE
model.perm <- lmp(y ~ x1 + x2b, data = baza, perm="Prob", settings=FALSE, Ca=0.0000001, maxIter=100000)
### KOEFICIENTI
## linearni model
# iz modela pridobimo ocene za vse koeficiente hkrati
koeficienti <- summary(model)$coefficients[,1]
# podatke preuredimo v podatkovni okvir
koeficienti <- data.frame(koeficienti)
# ocenjeni koeficient za x1.0 (prva vrstica)
b1.0[j] <- koeficienti[1,]
# ocenjeni koeficient za x1.1 (druga vrstica)
b1.1[j] <- koeficienti[2,]
# ocenjeni koeficient za x2.1 (tretja vrstica)
b2.1[j] <- koeficienti[3,]
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#dobimo pretečen čas simulacije
elapseTime <- proc.time()[3]-startTime
cat("Elapsed Time:",floor(elapseTime/60),"min",elapseTime%%60,"sec \n")
#shranjevanje rezultatov vsake simulacije v txt datoteko (toliko vrstic, kolikor je ponovitev simulacije k)
mere <- cbind(b1.0, b1.1, b2.1, b2.2, p1.0, p1.1, p2.1, p2.2, SE1.0, SE1.1, SE2.1, SE2.2,
b1.0.a, b1.1.a, b2.1.a, b2.2.a, p1.0.a, p1.1.a, p2.1.a, p2.2.a, SE1.0.a, SE1.1.a, SE2.1.a, SE2.2.a,
b1.0.rang, b1.1.rang, b2.1.rang, b2.2.rang, p1.0.rang,
p1.1.rang, p2.1.rang, p2.2.rang, SE1.0.rang, SE1.1.rang, SE2.1.rang, SE2.2.rang,
b1.0.perm, b1.1.perm, b2.1.perm, b2.2.perm, p1.0.perm, p1.1.perm, p2.1.perm, p2.2.perm)
assign(paste0("norm", k, n, odklon, b1.n0, b1.n1, b2.n1, b2.n2), mere)








".txt ", sep ="")
write.table(get(paste0("norm", k, n, odklon, b1.n0, b1.n1, b2.n1, b2.n2)) , file = filename1)
# pričakovana vrednost = povprečje ocen koeficientov v vseh simulacijah
mere.izpis <- cbind(b1.0, b1.1, b2.1, b2.2, p1.0, p1.1, p2.1, p2.2, SE1.0, SE1.1, SE2.1, SE2.2,
b1.0.a, b1.1.a, b2.1.a, b2.2.a, p1.0.a, p1.1.a, p2.1.a, p2.2.a, SE1.0.a, SE1.1.a, SE2.1.a, SE2.2.a,
b1.0.rang, b1.1.rang, b2.1.rang, b2.2.rang, p1.0.rang,
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p1.1.rang, p2.1.rang, p2.2.rang, SE1.0.rang, SE1.1.rang, SE2.1.rang, SE2.2.rang,
b1.0.perm, b1.1.perm, b2.1.perm, b2.2.perm, p1.0.perm, p1.1.perm, p2.1.perm, p2.2.perm)
povprecja.mere <- apply (mere.izpis, 2, mean)
## velikost testa (kolikokrat test zavrne ničelno domnevo, čeprav ta drži)
## moč testa (verjetnost zavrnitve napačne ničelne domneve)
tab1.1 <- table(p1.1 > 0.05)/k*100
names(tab1.1) <- c("odstotek zavrnjenih H0 pri koeficientu 1.1 (linearni model)")
tab2.1 <- table(p2.1 > 0.05)/k*100
names(tab2.1) <- c("odstotek zavrnjenih H0 pri koeficientu 2.1 (linearni model)")
tab2.2 <- table(p2.2 > 0.05)/k*100
names(tab2.2) <- c("odstotek zavrnjenih H0 pri koeficientu 2.2 (linearni model)")
tab2 <- table(p.2 > 0.05)/k*100
tab1.1.a <- table(p1.1.a > 0.05)/k*100
names(tab1.1.a) <- c("odstotek zavrnjenih H0 pri koeficientu 1.1 (ANOVA)")
tab2.1.a <- table(p2.1.a > 0.05)/k*100
names(tab2.1.a) <- c("odstotek zavrnjenih H0 pri koeficientu 2.1 (ANOVA)")
tab2.2.a <- table(p2.2.a > 0.05)/k*100
names(tab2.2.a) <- c("odstotek zavrnjenih H0 pri koeficientu 2.2 (ANOVA)")
tab1.1.rang <- table(p1.1.rang > 0.05)/k*100
names(tab1.1.rang) <- c("odstotek zavrnjenih H0 pri koeficientu 1.1 (rangi)")
tab2.1.rang <- table(p2.1.rang > 0.05)/k*100
names(tab2.1.rang) <- c("odstotek zavrnjenih H0 pri koeficientu 2.1 (rangi)")
tab2.2.rang <- table(p2.2.rang > 0.05)/k*100
names(tab2.2.rang) <- c("odstotek zavrnjenih H0 pri koeficientu 2.2 (rangi)")
tab1.1.perm <- table(p1.1.perm > 0.05)/k*100
names(tab1.1.perm) <- c("odstotek zavrnjenih H0 pri koeficientu 1.1 (permutacije)")
tab2.1.perm <- table(p2.1.perm > 0.05)/k*100
names(tab2.1.perm) <- c("odstotek zavrnjenih H0 pri koeficientu 2.1 (permutacije)")
tab2.2.perm <- table(p2.2.perm > 0.05)/k*100








Weibullova porazdelitev, x2=številska spremenljivka
simulacija.weib.stevilska <- function(k, n, shape, scale, b0.n, b1.n, b2.n)
# k = število ponovitev simulacije
# n = velikost vzorca
# shape = Weibullov modul
# scale = skalni parameter (characteristic strength)
# b0.n = nastavljen koeficient za konstanto
# b1.n = nastavljen koeficient za x1 (opisna spremenljivka, 2 kategoriji)
# b2.n = nastavljen koeficient za x2 (številska spremenljivka)
{































x1.1 <- rep(0, n/2)
x1.2 <- rep(1, n/2)
x1 <- c(x1.1, x1.2)
x2 <- rep(c(0,24,48), n/3)
e <- rweibull(n,shape, scale)
y <- b0.n + b1.n*x1 + b2.n*x2 + e
baza <- data.frame(y, x1, x2)
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# x1 opisna, x2 številska
baza$x1 <- as.factor(baza$x1)
baza$x2 <- as.numeric(baza$x2)
### PRILAGODITEV MODELOV NA PODATKIH
## linearni model
model <- lm(y ~ x1 + x2, data=baza)
## ANOVA
model.anova <- aov(y ~ x1 + x2, data=baza)
## RANGI
baza$rang <- rank(baza$y)
model.rang <- lm(rang ~ x1 + x2, data=baza)
## PERMUTACIJE
contrasts(baza$x1) = contr.treatment(n=2, base = 1, contrasts = TRUE, sparse = FALSE)












































p.vrednosti.perm <- data.frame(p.vrednosti.perm )
p.vrednosti.perm [1,]
p1.perm [j] <- p.vrednosti.perm [2,]




























#shranjevanje rezultatov vsake simulacije v txt datoteko (toliko vrstic, kolikor je ponovitev simulacije k)
mere <- cbind(b1, b2, p1, p2, SE1, SE2,
b1.a, b2.a, SE1.a, SE2.a, p1.a, p2.a,
b1.rang, b2.rang, SE1.rang, SE2.rang, p1.rang, p2.rang,
b1.perm, b2.perm, p1.perm, p2.perm)
assign(paste0("weib", k, n, shape, scale, b0.n, b1.n, b2.n), mere)





"b0", "_", b0.n, "_",
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"b1", "_", b1.n, "_",
"b2","_", b2.n,
".txt ", sep ="")
write.table( get(paste0("weib", k, n, shape, scale, b0.n, b1.n, b2.n)) , file = filename1)
# pričakovana vrednost = povprečje ocen koeficientov v vseh simulacijah
mere.izpis <- cbind(b1, b2, SE1, SE2,
b1.a, b2.a, SE1.a, SE2.a,
b1.rang, b2.rang, SE1.rang, SE2.rang,
b1.perm, b2.perm, p1.perm, p2.perm)
povprecja.mere <- apply (mere.izpis, 2, mean)
## velikost testa (kolikokrat test zavrne ničelno domnevo, čeprav ta drži)
## moč testa (verjetnost zavrnitve napačne ničelne domneve)
tab1 <- table(p1 > 0.05)/k*100
names(tab1) <- c("odstotek zavrnjenih H0 pri koeficientu 1 (linearni model)")
tab2 <- table(p2 > 0.05)/k*100
names(tab2) <- c("odstotek zavrnjenih H0 pri koeficientu 2 (linearni model)")
tab1.a <- table(p1.a > 0.05)/k*100
names(tab1.a) <- c("odstotek zavrnjenih H0 pri koeficientu 1 (ANOVA)")
tab2.a <- table(p2.a > 0.05)/k*100
names(tab2.a) <- c("odstotek zavrnjenih H0 pri koeficientu 2 (ANOVA)")
tab1.rang <- table(p1.rang > 0.05)/k*100
names(tab1.rang) <- c("odstotek zavrnjenih H0 pri koeficientu 1 (rangi)")
tab2.rang <- table(p2.rang > 0.05)/k*100
names(tab2.rang) <- c("odstotek zavrnjenih H0 pri koeficientu 2 (rangi)")
tab1.perm <- table(p1.perm > 0.05)/k*100
names(tab1.perm) <- c("odstotek zavrnjenih H0 pri koeficientu 1 (permutacije)")
tab2.perm <- table(p2.perm > 0.05)/k*100








Weibullova porazdelitev, x2=opisna spremenljivka
simulacija.weib.faktor <- function(k, n, shape, scale, b1.n0, b1.n1, b2.n1, b2.n2)
# k = število ponovitev simulacije
# n = velikost vzorca
# shape = Weibullov modul
# scale = skalni parameter (characteristic strength)
# b1.n0 = nastavljen koeficient za konstanto
# b1.n1 = nastavljen koeficient za x1 (opisna spremenljivka, 2 kategoriji)
# b2.n1 = nastavljen koeficient za prvo slamnato spremenljivko pri x2 (x2 je opisna spremenljivka, 3 kategorije)
# b2.n2 = nastavljen koeficient za drugo slamnato spremenljivko pri x2 (x2 je opisna spremenljivka, 3 kategorije)
{




















































x1.1 <- rep(0, n/2)
x1.2 <- rep(1, n/2)
x1 <- c(x1.1, x1.2)
x2 <- rep(c(0,24,48), n/3)
dummy1 <- ifelse(x2=="24", 1, 0)
dummy2 <- ifelse(x2=="48", 1, 0)
e <- rweibull(n,shape, scale)
y <- b1.n0 + b1.n1*x1 + b2.n1*dummy1 + b2.n2*dummy2 + e
baza <- data.frame(y, x1, x2, state)




baza$x2b <- factor(baza$x2b, levels = c("48", "24", "0"))
contrasts(baza$x1) = contr.treatment(n=2, base = 1, contrasts = TRUE, sparse = FALSE)
contrasts(baza$x2) = contr.treatment(n=3, base = 1, contrasts = TRUE, sparse = FALSE)
contrasts(baza$x2b) = contr.treatment(n=3, base = 3, contrasts = TRUE, sparse = FALSE)
### PRILAGODITEV MODELOV NA PODATKIH
## linearni model
model <- lm(y ~ x1 + x2, data=baza)
## ANOVA
model.anova <- aov(y ~ x1 + x2, data=baza)
## RANGI
baza$rang <- rank(baza$y)
model.rang <- lm(rang ~ x1 + x2, data=baza)
## PERMUTACIJE



























































































#shranjevanje rezultatov vsake simulacije v txt datoteko (toliko vrstic, kolikor je ponovitev simulacije k)
mere <- cbind(b1.0, b1.1, b2.1, b2.2, p1.0, p1.1, p2.1, p2.2, SE1.0, SE1.1, SE2.1, SE2.2,
b1.0.a, b1.1.a, b2.1.a, b2.2.a, p1.0.a, p1.1.a, p2.1.a, p2.2.a, SE1.0.a, SE1.1.a, SE2.1.a, SE2.2.a,
b1.0.rang, b1.1.rang, b2.1.rang, b2.2.rang, p1.0.rang,
p1.1.rang, p2.1.rang, p2.2.rang, SE1.0.rang, SE1.1.rang, SE2.1.rang, SE2.2.rang,
b1.0.perm, b1.1.perm, b2.1.perm, b2.2.perm, p1.0.perm, p1.1.perm, p2.1.perm, p2.2.perm)
assign(paste0("weib_faktor", k, n, shape, scale, b1.n0, b1.n1, b2.n1, b2.n2), mere)









".txt ", sep ="")
write.table(get(paste0("weib_faktor", k, n, shape, scale, b1.n0, b1.n1, b2.n1, b2.n2)) , file = filename1)
# pričakovana vrednost = povprečje ocen koeficientov v vseh simulacijah
mere.izpis <- cbind(b1.0, b1.1, b2.1, b2.2, p1.0, p1.1, p2.1, p2.2, SE1.0, SE1.1, SE2.1, SE2.2,
b1.0.a, b1.1.a, b2.1.a, b2.2.a, p1.0.a, p1.1.a, p2.1.a, p2.2.a, SE1.0.a, SE1.1.a, SE2.1.a, SE2.2.a,
b1.0.rang, b1.1.rang, b2.1.rang, b2.2.rang, p1.0.rang,
p1.1.rang, p2.1.rang, p2.2.rang, SE1.0.rang, SE1.1.rang, SE2.1.rang, SE2.2.rang,
b1.0.perm, b1.1.perm, b2.1.perm, b2.2.perm, p1.0.perm, p1.1.perm, p2.1.perm, p2.2.perm)
povprecja.mere <- apply (mere.izpis, 2, mean)
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## velikost testa (kolikokrat test zavrne ničelno domnevo, čeprav ta drži)
## moč testa (verjetnost zavrnitve napačne ničelne domneve)
tab1.1 <- table(p1.1 > 0.05)/k*100
names(tab1.1) <- c("odstotek zavrnjenih H0 pri koeficientu 1.1 (linearni model)")
tab2.1 <- table(p2.1 > 0.05)/k*100
names(tab2.1) <- c("odstotek zavrnjenih H0 pri koeficientu 2.1 (linearni model)")
tab2.2 <- table(p2.2 > 0.05)/k*100
names(tab2.2) <- c("odstotek zavrnjenih H0 pri koeficientu 2.2 (linearni model)")
tab2 <- table(p.2 > 0.05)/k*100
names(tab2) <- c("odstotek zavrnjenih H0 pri skupnem koeficientu 2 (linearni model)")
tab2.1b <- table(p2.1b > 0.05)/k*100
names(tab2.1b) <- c("odstotek zavrnjenih H0 pri skupnem koeficientu 2.1b (linearni model)")
tab2.2b <- table(p2.2b > 0.05)/k*100
names(tab2.2b) <- c("odstotek zavrnjenih H0 pri skupnem koeficientu 2.2b (linearni model)")
tab1.1.a <- table(p1.1.a > 0.05)/k*100
names(tab1.1.a) <- c("odstotek zavrnjenih H0 pri koeficientu 1.1 (ANOVA)")
tab2.1.a <- table(p2.1.a > 0.05)/k*100
names(tab2.1.a) <- c("odstotek zavrnjenih H0 pri koeficientu 2.1 (ANOVA)")
tab2.2.a <- table(p2.2.a > 0.05)/k*100
names(tab2.2.a) <- c("odstotek zavrnjenih H0 pri koeficientu 2.2 (ANOVA)")
tab1.1.rang <- table(p1.1.rang > 0.05)/k*100
names(tab1.1.rang) <- c("odstotek zavrnjenih H0 pri koeficientu 1.1 (rangi)")
tab2.1.rang <- table(p2.1.rang > 0.05)/k*100
names(tab2.1.rang) <- c("odstotek zavrnjenih H0 pri koeficientu 2.1 (rangi)")
tab2.2.rang <- table(p2.2.rang > 0.05)/k*100
names(tab2.2.rang) <- c("odstotek zavrnjenih H0 pri koeficientu 2.2 (rangi)")
tab1.1.perm <- table(p1.1.perm > 0.05)/k*100
names(tab1.1.perm) <- c("odstotek zavrnjenih H0 pri koeficientu 1.1 (permutacije)")
tab2.1.perm <- table(p2.1.perm > 0.05)/k*100
names(tab2.1.perm) <- c("odstotek zavrnjenih H0 pri koeficientu 2.1 (permutacije)")
tab2.2.perm <- table(p2.2.perm > 0.05)/k*100








Velikost testa pri obravnavi opisne spremenljivke s 3 kategorijami
sim.norm.faktor3 <- function(k, n, odklon, b1.n1, b1.n2)
# k = število ponovitev simulacije
# n = velikost vzorca
# odklon = standardni odklon porazdelitve ostankov
# b1.n1 = nastavljen koeficient za prvo slamnato spremenljivko pri x1 (x1 je opisna spremenljivka, 3 kategorije)
# b1.n2 = nastavljen koeficient za drugo slamnato spremenljivko pri x1 (x1 je opisna spremenljivka, 3 kategorije)
{
## prazni vektorji za rezultate
#A) Gledamo posamezna dva p-ja pri faktorju
p1.1 <- numeric(k)
p1.2 <- numeric(k)
# indikatorska spremenljivka, če je posamezen p značilen (vrednost 1) ali ne (vrednost 0)
sig1.1 <- numeric(k)
sig1.2 <- numeric(k)
# indikatorska spremenljivka, ki ima vrednost 1, če je vsaj eden od posameznih p-jev značilen
sig <- numeric(k)




# indikatorska spremenljivka, ki ima vrednost 1, če je skupni p značilen, in vrednost 0, če ni
sig.global <- numeric(k)
# indikatorska spremenljivka, ki ima vrednost 1, če je posamezni p značilen,









x <- rep(c(0,1,2), n/3)
dummy1 <- ifelse(x=="1", 1, 0)
dummy2 <- ifelse(x=="2", 1, 0)
e <- rnorm(n,0,odklon)
y <- b1.n1*dummy1 + b1.n2*dummy2 + e
baza <- data.frame(y, x)
## spremenljivka je opisna
baza$x <- as.factor(baza$x)
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### PRILAGODITEV MODELOV NA PODATKIH
## linearni model
model <- lm(y ~ x, data=baza)
## ANOVA
model.anova <- aov(y ~ x, data=baza)
### p - VREDNOSTI
## linearni model
# iz modela izpišemo p-vrednosti za vse koeficiente hkrati
p.vrednosti <- summary(model)$coefficients[,4]
# podatke preuredimo v podatkovni okvir
p.vrednosti <- data.frame(p.vrednosti)
# p-vrednost za koeficient za x1.1 (druga vrstica)
p1.1[j] <- p.vrednosti[2,]
# p-vrednost za koeficient za x1.2 (tretja vrstica)
p1.2[j] <- p.vrednosti[3,]





# najprej pogledamo skupni p in šele če je značilen,








# indikatorski spremenljivki sig1.1 in sig1.2 imata vrednost 1,











# indikatorska spremenljivka sig ima vrednost 1, če je vsaj eden od posameznih p-jev značilen












# indikatorski spremenljivki sig1.1b in sig1.2b imata vrednost 1, če je posamezen p značilen,



















#shranjevanje rezultatov vsake simulacije v txt datoteko (toliko vrstic, kolikor je ponovitev simulacije k)
mere <- cbind(p1.1, sig1.1, p1.2, sig1.2, sig, p.1, sig.global, p1.1b, sig.1.1b, p1.1b, sig.1.2b)
assign(paste0("norm", k, n, odklon, b1.n1, b1.n2), mere)




"b1.1", "_", b1.n1, "_",
"b1.2", "_", b1.n2, "_",
".txt ", sep ="")
write.table(get(paste0("norm", k, n, odklon, b1.n1, b1.n2)) , file = filename1)
# pričakovana vrednost = povprečje ocen koeficientov v vseh simulacijah
mere.izpis <- cbind(p1.1, p1.2, p.1, p1.1b, p1.2b)
povprecja.mere <- apply (mere.izpis, 2, mean)
## velikost testa (kolikokrat test zavrne ničelno domnevo, čeprav ta drži)
## moč testa (verjetnost zavrnitve napačne ničelne domneve)
tab1.1 <- sum(sig1.1)/k*100
names(tab1.1) <- c("odstotek zavrnjenih H0 pri koeficientu 1.1 (linearni model)")
tab1.2 <- sum(sig1.2)/k*100
names(tab1.2) <- c("odstotek zavrnjenih H0 pri koeficientu 1.2 (linearni model)")
tab.pos <- sum(sig)/k*100
names(tab.pos) <- c("odstotek zavrnjenih H0 pri posamicni obravnavi koeficienta 1 (linearni model)")
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tab.global <- sum(sig.global)/k*100
names(tab.global) <- c("odstotek zavrnjenih H0 pri skupnem koeficientu 1 (linearni model)")
tab1.1b <- sum(sig.1.1b)/k*100
names(tab1.1b) <- c("odstotek zavrnjenih H0 pri koeficientu 1.1 ob skupni obravnavi (linearni model)")
tab1.2b <- sum(sig.1.2b)/k*100
names(tab1.2b) <- c("odstotek zavrnjenih H0 pri koeficientu 1.2 ob skupni obravnavi (linearni model)")
return(list(povprecja.mere,
tab1.1, tab1.2, tab.pos, tab.global, tab1.1b, tab1.2b))
}
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Velikost testa pri obravnavi opisne spremenljivke s 5 kategorijami
sim.norm.faktor5 <- function(k, n, odklon, b1.n1, b1.n2, b1.n3, b1.n4)
# k = število ponovitev simulacije
# n = velikost vzorca
# odklon = standardni odklon porazdelitve ostankov
# b1.n1 = nastavljen koeficient za prvo slamnato spremenljivko pri x1 (x1 je opisna spremenljivka, 5 kategorij)
# b1.n2 = nastavljen koeficient za drugo slamnato spremenljivko pri x1 (x1 je opisna spremenljivka, 5 kategorij)
# b1.n3 = nastavljen koeficient za tretjo slamnato spremenljivko pri x1 (x1 je opisna spremenljivka, 5 kategorij)
# b1.n4 = nastavljen koeficient za četrto slamnato spremenljivko pri x1 (x1 je opisna spremenljivka, 5 kategorij)
{
## prazni vektorji za rezultate










# indikatorska spremenljivka, ki ima vrednost 1, če je vsaj eden od posameznih p-jev značilen
sig <- numeric(k)






# indikatorska spremenljivka, ki ima vrednost 1, če je skupni p značilen, in vrednost 0, če ni
sig.global <- numeric(k)
# indikatorska spremenljivka, ki ima vrednost 1, če je posamezni p značilen,












x <- rep(c(0,1,2,3,4), n/5)
dummy1 <- ifelse(x=="1", 1, 0)
dummy2 <- ifelse(x=="2", 1, 0)
dummy3 <- ifelse(x=="3", 1, 0)
dummy4 <- ifelse(x=="4", 1, 0)
e <- rnorm(n,0,odklon)
y <- b1.n1*dummy1 + b1.n2*dummy2 + b1.n3*dummy3 + b1.n4*dummy4 + e
baza <- data.frame(y, x)
## spremenljivka je opisna
baza$x <- as.factor(baza$x)
### PRILAGODITEV MODELOV NA PODATKIH
## linearni model
model <- lm(y ~ x, data=baza)
## ANOVA
model.anova <- aov(y ~ x, data=baza)













# najprej pogledamo skupni p in šele če je značilen, gledamo še posamezna dva













# indikatorske spremenljivke sig1.1, sig1.2, sig1.3 in sig1.4 imajo vrednost 1,





















# indikatorska spremenljivka sig ima vrednost 1, če je vsaj eden od posameznih p-jev značilen











# indikatorske spremenljivke sig1.1b, sig1.2b, sig1.3b in sig1.4b imajo vrednost 1,






























#shranjevanje rezultatov vsake simulacije v txt datoteko (toliko vrstic, kolikor je ponovitev simulacije k)










assign(paste0("norm", k, n, odklon, b1.n1, b1.n2, b1.n3, b1.n4), mere)




"b1.1", "_", b1.n1, "_",
"b1.2", "_", b1.n2, "_",
"b1.3", "_", b1.n3, "_",
"b1.4", "_", b1.n4, "_",
".txt ", sep ="")
write.table(get(paste0("norm", k, n, odklon, b1.n1, b1.n2, b1.n3, b1.n4)) , file = filename1)
# pričakovana vrednost = povprečje ocen koeficientov v vseh simulacijah
mere.izpis <- cbind(p1.1, p1.2, p1.3, p1.4,
p.1,
p1.1b, p1.2b, p1.3b, p1.4b)
povprecja.mere <- apply (mere.izpis, 2, mean)
## velikost testa (kolikokrat test zavrne ničelno domnevo, čeprav ta drži)
## moč testa (verjetnost zavrnitve napačne ničelne domneve)
tab1.1 <- sum(sig1.1)/k*100
names(tab1.1) <- c("odstotek zavrnjenih H0 pri koeficientu 1.1 (linearni model)")
tab1.2 <- sum(sig1.2)/k*100
names(tab1.2) <- c("odstotek zavrnjenih H0 pri koeficientu 1.2 (linearni model)")
tab1.3 <- sum(sig1.3)/k*100
names(tab1.3) <- c("odstotek zavrnjenih H0 pri koeficientu 1.3 (linearni model)")
tab1.4 <- sum(sig1.4)/k*100
names(tab1.4) <- c("odstotek zavrnjenih H0 pri koeficientu 1.4 (linearni model)")
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tab.pos <- sum(sig)/k*100
names(tab.pos) <- c("odstotek zavrnjenih H0 pri posamicni obravnavi koeficienta 1 (linearni model)")
tab.global <- sum(sig.global)/k*100
names(tab.global) <- c("odstotek zavrnjenih H0 pri skupnem koeficientu 1 (linearni model)")
tab1.1b <- sum(sig1.1b)/k*100
names(tab1.1b) <- c("odstotek zavrnjenih H0 pri koeficientu 1.1b (linearni model)")
tab1.2b <- sum(sig1.2b)/k*100
names(tab1.2b) <- c("odstotek zavrnjenih H0 pri koeficientu 1.2b (linearni model)")
tab1.3b <- sum(sig1.3b)/k*100
names(tab1.3b) <- c("odstotek zavrnjenih H0 pri koeficientu 1.3b (linearni model)")
tab1.4b <- sum(sig1.4b)/k*100
names(tab1.4b) <- c("odstotek zavrnjenih H0 pri koeficientu 1.4b (linearni model)")
return(list(povprecja.mere,
tab1.1, tab1.2, tab1.3, tab1.4,
tab.pos,
tab.global,
tab1.1b, tab1.2b, tab1.3b, tab1.4b))
}
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Velikost testa pri obravnavi opisne spremenljivke z 10 kategorijami
sim.norm.faktor10 <- function(k, n, odklon, b1.n1, b1.n2, b1.n3, b1.n4, b1.n5, b1.n6, b1.n7, b1.n8, b1.n9)
# k = število ponovitev simulacije
# n = velikost vzorca
# odklon = standardni odklon porazdelitve ostankov
# b1.n1 = nastavljen koeficient za prvo slamnato spremenljivko pri x1 (x1 je opisna spremenljivka, 10 kategorij)
# b1.n2 = nastavljen koeficient za drugo slamnato spremenljivko pri x1 (x1 je opisna spremenljivka, 10 kategorij)
# b1.n3 = nastavljen koeficient za tretjo slamnato spremenljivko pri x1 (x1 je opisna spremenljivka, 10 kategorij)
# b1.n4 = nastavljen koeficient za četrto slamnato spremenljivko pri x1 (x1 je opisna spremenljivka, 10 kategorij)
# b1.n5 = nastavljen koeficient za peto slamnato spremenljivko pri x1 (x1 je opisna spremenljivka, 10 kategorij)
# b1.n6 = nastavljen koeficient za šesto slamnato spremenljivko pri x1 (x1 je opisna spremenljivka, 10 kategorij)
# b1.n7 = nastavljen koeficient za sedmo slamnato spremenljivko pri x1 (x1 je opisna spremenljivka, 10 kategorij)
# b1.n8 = nastavljen koeficient za osmo slamnato spremenljivko pri x1 (x1 je opisna spremenljivka, 10 kategorij)
# b1.n9 = nastavljen koeficient za deveto slamnato spremenljivko pri x1 (x1 je opisna spremenljivka, 10 kategorij)
{
## prazni vektorji za rezultate




















# indikatorska spremenljivka, ki ima vrednost 1, če je vsaj eden od posameznih p-jev značilen
sig <- numeric(k)











# indikatorska spremenljivka, ki ima vrednost 1, če je skupni p značilen, in vrednost 0, če ni
sig.global <- numeric(k)
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pb <- winProgressBar(title="Napredek", min=0, max=k)




x <- rep(c(0,1,2,3,4,5,6,7,8,9), n/10)
dummy1 <- ifelse(x=="1", 1, 0)
dummy2 <- ifelse(x=="2", 1, 0)
dummy3 <- ifelse(x=="3", 1, 0)
dummy4 <- ifelse(x=="4", 1, 0)
dummy5 <- ifelse(x=="5", 1, 0)
dummy6 <- ifelse(x=="6", 1, 0)
dummy7 <- ifelse(x=="7", 1, 0)
dummy8 <- ifelse(x=="8", 1, 0)
dummy9 <- ifelse(x=="9", 1, 0)
e <- rnorm(n,0,odklon)
y <- b1.n1*dummy1 + b1.n2*dummy2 + b1.n3*dummy3 + b1.n4*dummy4 + b1.n5*dummy5 + b1.n6*dummy6 + b1.n7*dummy7 + b1.n8*dummy8 + b1.n9*dummy9 + e
baza <- data.frame(y, x)
## spremenljivka je opisna
baza$x <- as.factor(baza$x)
### PRILAGODITEV MODELOV NA PODATKIH
## linearni model
model <- lm(y ~ x, data=baza)
## ANOVA
model.anova <- aov(y ~ x, data=baza)



















# najprej pogledamo skupni p in šele če je značilen,






















# indikatorske spremenljivke sig1.1, sig1.2, sig1.3 in sig1.4, sig1.5, sig1.6, sig1.7, sig1.8 in sig1.9 imajo vrednost 1,















































# indikatorska spremenljivka sig ima vrednost 1, če je vsaj eden od posameznih p-jev značilen
if(sig1.1[j] == 1 | sig1.2[j]== 1 | sig1.3[j]== 1 | sig1.4[j] == 1 | sig1.5[j] == 1 |











# indikatorske spremenljivke sig1.1b, sig1.2b, sig1.3b in sig1.4b, sig1.5b, sig1.6b, sig1.7b, sig1.8b in sig1.9b























































#shranjevanje rezultatov vsake simulacije v txt datoteko (toliko vrstic, kolikor je ponovitev simulacije k)





















assign(paste0("norm", k, n, odklon, b1.n1, b1.n2, b1.n3, b1.n4, b1.n5, b1.n6, b1.n7, b1.n8, b1.n9), mere)




"b1.1", "_", b1.n1, "_",
"b1.2", "_", b1.n2, "_",
"b1.3", "_", b1.n3, "_",
"b1.4", "_", b1.n4, "_",
"b1.5", "_", b1.n5, "_",
"b1.6", "_", b1.n6, "_",
"b1.7", "_", b1.n7, "_",
"b1.8", "_", b1.n8, "_",
"b1.9", "_", b1.n9, "_",
".txt ", sep ="")
write.table(get(paste0("norm", k, n, odklon, b1.n1, b1.n2, b1.n3, b1.n4, b1.n5, b1.n6, b1.n7, b1.n8, b1.n9)) ,
file = filename1)
# pričakovana vrednost = povprečje ocen koeficientov v vseh simulacijah
mere.izpis <- cbind(p1.1, p1.2, p1.3, p1.4, p1.5, p1.6, p1.7, p1.8, p1.9,
p.1,
p1.1b, p1.2b, p1.3b, p1.4b, p1.5b, p1.6b, p1.7b, p1.8b, p1.9b)
povprecja.mere <- apply (mere.izpis, 2, mean)
## velikost testa (kolikokrat test zavrne ničelno domnevo, čeprav ta drži)
## moč testa (verjetnost zavrnitve napačne ničelne domneve)
tab1.1 <- sum(sig1.1)/k*100
names(tab1.1) <- c("odstotek zavrnjenih H0 pri koeficientu 1.1 (linearni model)")
tab1.2 <- sum(sig1.2)/k*100
names(tab1.2) <- c("odstotek zavrnjenih H0 pri koeficientu 1.2 (linearni model)")
tab1.3 <- sum(sig1.3)/k*100
names(tab1.3) <- c("odstotek zavrnjenih H0 pri koeficientu 1.3 (linearni model)")
tab1.4 <- sum(sig1.4)/k*100
names(tab1.4) <- c("odstotek zavrnjenih H0 pri koeficientu 1.4 (linearni model)")
tab1.5 <- sum(sig1.5)/k*100
names(tab1.5) <- c("odstotek zavrnjenih H0 pri koeficientu 1.5 (linearni model)")
tab1.6 <- sum(sig1.6)/k*100
names(tab1.6) <- c("odstotek zavrnjenih H0 pri koeficientu 1.6 (linearni model)")
tab1.7 <- sum(sig1.7)/k*100
names(tab1.7) <- c("odstotek zavrnjenih H0 pri koeficientu 1.7 (linearni model)")
tab1.8 <- sum(sig1.8)/k*100
names(tab1.8) <- c("odstotek zavrnjenih H0 pri koeficientu 1.8 (linearni model)")
tab1.9 <- sum(sig1.9)/k*100
names(tab1.9) <- c("odstotek zavrnjenih H0 pri koeficientu 1.9 (linearni model)")
tab.pos <- sum(sig)/k*100
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names(tab.pos) <- c("odstotek zavrnjenih H0 pri posamicni obravnavi koeficienta 1 (linearni model)")
tab.global <- sum(sig.global)/k*100
names(tab.global) <- c("odstotek zavrnjenih H0 pri skupnem koeficientu 1 (linearni model)")
tab1.1b <- sum(sig1.1b)/k*100
names(tab1.1b) <- c("odstotek zavrnjenih H0 pri koeficientu 1.1b (linearni model)")
tab1.2b <- sum(sig1.2b)/k*100
names(tab1.2b) <- c("odstotek zavrnjenih H0 pri koeficientu 1.2b (linearni model)")
tab1.3b <- sum(sig1.3b)/k*100
names(tab1.3b) <- c("odstotek zavrnjenih H0 pri koeficientu 1.3b (linearni model)")
tab1.4b <- sum(sig1.4b)/k*100
names(tab1.4b) <- c("odstotek zavrnjenih H0 pri koeficientu 1.4b (linearni model)")
tab1.5b <- sum(sig1.5b)/k*100
names(tab1.5b) <- c("odstotek zavrnjenih H0 pri koeficientu 1.5b (linearni model)")
tab1.6b <- sum(sig1.6b)/k*100
names(tab1.6b) <- c("odstotek zavrnjenih H0 pri koeficientu 1.6b (linearni model)")
tab1.7b <- sum(sig1.7b)/k*100
names(tab1.7b) <- c("odstotek zavrnjenih H0 pri koeficientu 1.7b (linearni model)")
tab1.8b <- sum(sig1.8b)/k*100
names(tab1.8b) <- c("odstotek zavrnjenih H0 pri koeficientu 1.8b (linearni model)")
tab1.9b <- sum(sig1.9b)/k*100
names(tab1.9b) <- c("odstotek zavrnjenih H0 pri koeficientu 1.9b (linearni model)")
return(list(povprecja.mere,
tab1.1, tab1.2, tab1.3, tab1.4, tab1.5, tab1.6, tab1.7, tab1.8, tab1.9,
tab.pos, tab.global,
tab1.1b, tab1.2b, tab1.3b, tab1.4b, tab1.5b, tab1.6b, tab1.7b, tab1.8b, tab1.9b))
}
