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Abstract
In this paper we consider the Grioli-Koiter-Mindlin-Toupin linear isotropic indeterminate couple stress
model. Our main aim is to show that, up to now, the boundary conditions have not been completely un-
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1 Introduction
Higher gradient elasticity models are nowadays increasingly used to describe mechanical systems with underlying
micro- or nano-structures (see e.g. among many others [7, 80, 4, 13, 16, 24, 5, 23, 78, 76, 20, 29, 28, 48, 3]) or to
regularize certain ill-posed problems with higher gradient contributions (see e.g. [58, 63, 22, 21, 31, 65]). Such
higher gradient models, together with the more general class of micromorphic models [67, 62, 64, 70, 68, 46, 84, 8],
have been also proved to be a useful tool for the description of micro-structured materials showing exotic
behaviours in the dynamic regime (see e.g. [54, 53, 14, 77, 79, 10, 34, 33, 89]).
One among such higher order models which was introduced at the very beginning is the so called inde-
terminate couple stress model in which the higher gradient contributions only enter through gradients on the
continuum rotation. We place ourselves in the context of the linear elastic, isotropic model by choosing a specific
form of the quadratic free elastic energy density.
The question of boundary conditions in higher gradient elasticity models has been a subject of constant
attention. The matter is that in a higher gradient model, it is not possible to independently vary the test
function and its gradient. Some sort of split into tangential and normal parts is usually performed (see e.g.
[17, 18, 19]). This is well known in general higher gradient models. The boundary conditions in the general
case of gradient elasticity and strain gradient elasticity have been settled in the paper by Bleustein [9], see also
[57, 52, 51, 12]. However, as it turns out, the boundary conditions obtained by Tiersten and Bleustein in [85]
with respect to the special case of the indeterminate couple stress model are not the only possible ones in the
framework of the indeterminate couple-stress model.
While the strain gradient framework necessitates to work with a third order hyperstress tensor, the inde-
terminate couple stress model is apparently simpler: it restricts the form of the curvature energy and allows
to work with a second order couple-stress tensor work-conjugate to gradients of rotation. For this apparent
simplification the indeterminate couple stress model has been heavily investigated and is still being heavily
used as well. A first answer as regards boundary conditions has been given by Mindlin and Tiersten as well
as Koiter [59, 47] who established (correctly) that only 5 geometric and 5 traction boundary conditions can be
prescribed. Their format of boundary conditions has become the commonly accepted one for the couple stress
model [59, 86, 47, 6, 88, 74], all these papers using the same set of (incomplete) boundary conditions. It seems,
to us, however, that the state of the art in general strain gradient theories [59, 86, 47, 72, 75, 6, 56, 55, 44, 64]
is much more advanced as far as boundary conditions are concerned.
This paper has been motivated by our reading of [42, 40, 41, 39, 38, 43], in which the form of traction
boundary conditions in the indeterminate couple stress model, together with an apparently plausible physical
postulate lead to unacceptable conclusions, see [73]. Therefore, there had to be an underlying problem which
we believe to have tracked down to the hitherto accepted format of boundary conditions.
The main result of this paper, consisting in setting up a "stronlgy independent" set of boundary conditions
for the couple stress model, has been announced in [66]. This contribution is now structured as follows: after a
subsection fixing the notations used throughout the paper, we outline some related models in isotropic second
gradient elasticity and we give a brief digression concerning differential geometry. In Section 2, we present the
equilibrium equations and the constitutive equations of the indeterminate couple stress model as they have been
derived in the literature. We also present the classical "weakly independent" boundary conditions proposed by
Mindlin and Tiersten [59] and the main arguments of their proposal. Since we remark that these boundary
conditions are not the only possible ones, in Section 3 we obtain the novel set of boundary conditions in the
indeterminate couple stress model. To this main aim of our paper, we follow two different paths. On the
one hand, we consider the indeterminate couple stress model as a special case of the second gradient elasticity
model and we derive the "strongly independent" boundary conditions which follow naturally as restriction of
such general framework, see Subsection 3.2. This kind of approach involves the third order hyperstress tensor
as a reminiscence of the second gradient elasticity approach. However, in Subsection 3.3, we prove that the
equilibrium equations and the boundary conditions may all be rewritten in terms of Mindlin’s second order
couple stress tensor. On the other hand, following the line of Mindlin’s argument in combination with some
calculations specific to second gradient elasticity model, we set up a "direct approach" which leads to the
same set of boundary conditions with those coming from second gradient elasticity, see Section 3.4. However,
these boundary conditions do not always coincide with those proposed by Mindlin and Tiersten and which are
accepted and used until now in the literature. We explain this fact in Subsection 1.4 where we explicitly show
that, if an "a priori" equivalence can be found in most cases between our approach and Mindlin’s one, this is
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not the case when considering "mixed" boundary conditions, simultaneously assigning the force and the curl
of displacement (Mindlin) or the force and the normal derivative of displacement (our approach) on the same
portion of the boundary.
In the appendix, we give some explicit or alternative calculations which are used in the main text and we an-
swer again to the question: what are the missing steps in Mindlin and Tiersten’s approach? (see Appendix A.4).
We do so by using all the arguments provided throughout the paper and pointed out in different circumstances.
We end our paper by some concluding diagrams summarizing our findings.
1.1 Notational agreements
In this paper, we denote by R3×3 the set of real 3 × 3 second order tensors, which will be written with
capital letters. We denote respectively by · , : and 〈·, · 〉 a simple and double contraction and the scalar
product between two tensors of any suitable order1. Everywhere we adopt the Einstein convention of sum
over repeated indices if not differently specified. The standard Euclidean scalar product on R3×3 is given by
〈X,Y 〉R3×3 = tr(X · Y T ), and thus the Frobenius tensor norm is ‖X‖2 = 〈X,X〉R3×3 . In the following we
omit the index R3,R3×3. The identity tensor on R3×3 will be denoted by 1, so that tr(X) = 〈X,1〉. We
adopt the usual abbreviations of Lie-algebra theory, i.e., so(3) := {X ∈ R3×3 |XT = −X} is the Lie-algebra
of skew symmetric tensors and sl(3) := {X ∈ R3×3 | tr(X) = 0} is the Lie-algebra of traceless tensors. For
all X ∈ R3×3 we set symX = 12 (XT + X) ∈ Sym, skewX = 12 (X − XT ) ∈ so(3) and the deviatoric part
devX = X − 13 tr(X)1 ∈ sl(3) and we have the orthogonal Cartan-decomposition of the Lie-algebra gl(3)
gl(3) = {sl(3) ∩ Sym(3)} ⊕ so(3)⊕ R·1, X = dev symX + skewX + 1
3
tr(X)1 . (1.1)
Throughout this paper (when we do not specify else) Latin subscripts take the values 1, 2, 3. Typical conventions
for differential operations are implied such as comma followed by a subscript to denote the partial derivative
with respect to the corresponding cartesian coordinate. Here, for
A =
 0 −a3 a2a3 0 −a1
−a2 a1 0
 ∈ so(3) (1.2)
we consider the operators axl : so(3)→ R3 and anti : R3 → so(3) which verify the following identities
axl(A) := (a1, a2, a3)
T
, A. v = (axlA)× v, (anti(v))ij = −ijkvk, ∀ v ∈ R3, (1.3)
(axlA)k = −1
2
ijkAij =
1
2
kijAji , Aij = −ijk(axlA)k =: anti(axlA)ij , (a× b)i = ijkajbk,
where ijk is the totally antisymmetric Levi-Civita third order permutation tensor.
We consider a body which occupies a bounded open set Ω of the three-dimensional Euclidian space R3 and
assume that its boundary ∂Ω is a smooth surface of class C2. An elastic material fills the domain Ω ⊂ R3 and
we refer the motion of the body to rectangular axes Oxi.
With reference to Fig.1, n is the outward unit normal to ∂Ω, Γ is an open subset of the boundary ∂Ω, ν−
is a vector tangential to the surface ∂Ω \ Γ and which is orthogonal to its boundary ∂(∂Ω \ Γ), τ− = n× ν− is
the tangent to the curve ∂(∂Ω \ Γ) with respect to the orientation on ∂Ω \ Γ given by the outward unit normal
n to this surface. Similarly, ν+ is a vector tangential to the surface Γ and which is orthogonal to its boundary
∂Γ, τ+ = n× ν+ is the tangent to the curve ∂Γ with respect to the orientation on Γ.
In the following, given any vector field a defined on the boundary ∂Ω we will also set
J 〈a, ν 〉K := 〈a+, ν+ 〉+ 〈a−, ν− 〉 = 〈a+, ν 〉 − 〈a−, ν 〉 = 〈a+ − a−, ν 〉, (1.4)
which defines a measure of the jump of a through the line ∂Γ, where ν := ν+ = −ν− and
[·]− := lim
x ∈ ∂Ω \ Γ
x→ ∂Γ
[·], [·]+ := lim
x ∈ Γ
x→ ∂Γ
[·].
1For example, (A · v)i = Aijvj , (A · B)ik = AijBjk, A : B = AijBji, (C · B)ijk = CijpBpk, (C : B)i = CijpBpj , 〈v, w 〉 =
v · w = viwi, 〈A,B 〉 = AijBij etc.
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∂Ω \ Γ Ω
Γ
∂Γ
?ν−
6
ν+
Figure 1: The domain Ω ⊂ R3 together with the part Γ ⊂ ∂Ω, where Dirichlet boundary
conditions are prescribed. We need to represent the boundary conditions on a disjoint union
of ∂Ω = (∂Ω \ Γ) ∪ Γ ∪ ∂Γ, where Γ is a open subset of ∂Ω.
We are assuming here that ∂Ω is a smooth surface. Hence, there are no geometric singularities of the boundary.
The jump J·K arises only as a consequence of possible discontinuities which follows from the prescribed boundary
conditions on Γ and ∂Ω \ Γ. Nevertheless, if one would like to explicitly consider continua with non-smooth
boundaries, the jump conditions to be imposed at the edges of the boundary would be formally the same to
those that we will present in the remainder of this paper, with the precision that the jump would in this case
indicate a true jump across a geometrical discontinuity of the surface.
The usual Lebesgue spaces of square integrable functions, vector or tensor fields on Ω with values in R, R3
or R3×3, respectively will be denoted by L2(Ω). Moreover, we introduce the standard Sobolev spaces [1, 32, 49]
H1(Ω) = {u ∈ L2(Ω) | gradu ∈ L2(Ω)}, ‖u‖2H1(Ω) := ‖u‖2L2(Ω) + ‖gradu‖2L2(Ω) ,
H(curl; Ω) = {v ∈ L2(Ω) | curl v ∈ L2(Ω)}, ‖v‖2H(curl;Ω) := ‖v‖2L2(Ω) + ‖curl v‖2L2(Ω) ,
H(div; Ω) = {v ∈ L2(Ω) |div v ∈ L2(Ω)}, ‖v‖2H(div;Ω) := ‖v‖2L2(Ω) + ‖div v‖2L2(Ω) ,
(1.5)
of functions u or vector fields v, respectively.
For vector fields v with components in H1(Ω), i.e. v = (v1, v2, v3)
T
, vi ∈ H1(Ω), we define
∇ v = ((∇ v1)T , (∇ v2)T , (∇ v3)T )T , while for tensor fields P with rows in H(curl ; Ω), resp. H(div ; Ω), i.e.
P =
(
PT1 , P
T
2 , P
T
3
)
, Pi ∈ H(curl ; Ω) resp. Pi ∈ H(div ; Ω) we define CurlP =
(
(curlP1)
T , (curlP2)
T , (curlP3)
T
)T
,
DivP = (divP1,divP2,divP3)
T
. The corresponding Sobolev-spaces will be denoted by
H1(Ω), H1(Div ; Ω), H1(Curl ; Ω).
1.2 The indeterminate couple stress model
In the indeterminate couple stress model we consider that the elastic energy is given in the form
W = Wlin(∇u) +Wcurv(∇[axl(skew∇u)]) = Wlin(∇u) + W˜curv(∇curlu), (1.6)
where
Wlin(∇u) = µ ‖ sym∇u‖2 + λ
2
[tr(sym∇u)]2 = µ ‖dev sym∇u‖2 + κ
2
[tr(sym∇u)]2. (1.7)
Here, µ > 0 is the infinitesimal shear modulus, κ = 2µ+3λ3 > 0 is the infinitesimal bulk modulus with λ the
first Lamé constant. In order to discuss the form of the curvature energy Wcurv(∇[axl(skew∇u)]), let us recall
some variants of the linear isotropic indeterminate couple stress models. Some parts of this classification have
already been included in the paper [30] but we include them also here for the sake of completeness:
• the indeterminate couple stress model (Grioli-Koiter-Mindlin-Toupin model) [35, 2, 47, 59, 87, 82, 36]
in which the higher derivatives (apparently) appear only through derivatives of the infinitesimal continuum
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rotation curlu. Hence, the curvature energy has the equivalent forms
Wcurv(∇[axl(skew∇u)]) = α1
4
‖ sym∇curl u‖2 + α2
4
‖ skew∇curl u‖2
= α1 ‖ sym∇[axl(skew∇u)]‖2 + α2 ‖ skew∇[axl(skew∇u)]‖2 (1.8)
=
α1
4
‖dev sym∇curl u‖2 + α2
4
‖ skew∇curl u‖2.
Here, we have used the identities
2 axl(skew∇u) = curlu, tr[∇[axl(skew∇u)]] = 1
2
tr[∇[curlu]] = 1
2
div[curlu] = 0, (1.9)
together with the fact that ∇curlu is a trace-free second order tensor and hence so is sym∇curlu. This
implies that dev sym∇curlu = sym∇curlu. Although this energy admits the equivalent forms (1.8)1 and
(1.8)3, the equations and the boundary value problem of the indeterminate couple stress model is usually
formulated only using the form (1.8)1 of the energy. Hence, we may individuate one of the aims of the
present paper in the fact that we want to formulate the boundary value problem for the indeterminate
couple stress model using the alternative form (1.8)2 of the energy of the Grioli-Koiter-Mindlin-
Toupin model (see Section 2). We also remark that the spherical part of the couple stress tensor is zero
since tr(∇curlu) = div(curlu) = 0. In order to prove the pointwise uniform positive definiteness it is
assumed, following [47], that α1 > 0, α2 > 0 (corresponds to −1 < η := α1−α2α1+α2 < 1 in the notation of [47]).
Note that pointwise uniform positivity is often assumed [47] when deriving analytical solutions for simple
boundary value problems because it allows to invert the couple stress-curvature relation. We have shown
elsewhere [30] that pointwise positive definiteness is not necessary for well-posedness.
• In this setting, Grioli [35, 36] (see also Fleck [25, 26, 27]) initially considered only the choice α1 = α2. In
fact, the energy originally proposed by Grioli [35] is
Wcurv(D
2u) = µL2c
α1
4
[ ‖∇(curl u)‖2 + η tr[(∇(curl u))2]]
= µL2c
α1
4
[‖ dev sym∇[axl(skew∇u)]‖2 + ‖ skew∇[axl(skew∇u)]‖2
+ η 〈∇[axl(skew∇u)], (∇[axl(skew∇u)])T 〉] (1.10)
= µL2c
α1
4
[
‖dev sym∇(curl u)‖2 + ‖ skew∇(curl u)‖2
+ η 〈∇(curl u), (∇(curl u))T 〉
]
= µL2c
α1
4
[
(1 + η) ‖dev sym∇(curl u)‖2 + (1− η) ‖ skew∇(curl u)‖2] .
Mindlin [59, p. 425] (with η = 0) explained the relations between Toupin’s constitutive equations [86]
and Grioli’s [35] constitutive equations and concluded that the obtained equations in the linearized theory
are identical, since the extra constitutive parameter η of Grioli’s model does not explicitly appear in the
equations of motion but enters only the boundary conditions, since ∇ axl(skew∇u) = [Curl (sym∇u)]T ,
Div Curl (·) = 0, and
Div{anti Div[∇ axl(skew∇u)]T } = Div{anti Div[Curl (sym∇u)]} = Div{anti(0)} = 0.
The same extra constitutive coefficient appears in Mindlin and Eshel [60] and Grioli’s version (1.10).
• the modified - symmetric couple stress model - the conformal model. On the other hand, in the
conformal case [72, 71] one may consider that α2 = 0, which makes the second order couple stress tensor
m˜ symmetric and trace free [11]. This conformal curvature case has been considered by Neff in [72], the
curvature energy having the form
W˜curv(∇curl u) = α1
4
‖ sym∇curl u‖2. (1.11)
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Indeed, there are two major reasons uncovered in [72] for using the modified couple stress model. First, in
order to avoid singular stiffening behaviour for smaller and smaller samples in bending [69] one has to take
α2 = 0. Second, based on a homogenization procedure invoking an intuitively appealing natural “micro-
randomness" assumption (a strong statement of microstructural isotropy) requires conformal invariance,
which is again equivalent to α2 = 0. Such a model is still well-posed [45] leading to existence and
uniqueness results with only one additional material length scale parameter, while it is not pointwise
uniformly positive definite. The initial motivation of Yang et al. [88] for using the modified couple stress
model is based on incomplete arguments [61], even if their conclusions concerning a symmetric couple
stress tensor may be kept in some particular phenomenological cases [61].
1.3 Brief digression concerning differential geometry
When dealing with higher order theories it is suitable to introduce (see also [81, 15] for details) two second order
tensors T and Q which are the two projectors on the tangent plane and on the normal to the considered surface,
respectively. As it is well known from differential geometry, such projectors actually allow to split a given vector
or tensor field in one part projected on the plane tangent to the considered surface and one projected on the
normal to such surface. We can introduce the quoted projectors as
T = τ ⊗ τ + ν ⊗ ν = 1− n⊗ n, Q = n⊗ n.
It is easy to check that the following identities are verified by the two introduced projectors
T +Q = 1, T · T = T, Q ·Q = Q, T ·Q = 0, T = TT , Q = QT . (1.12)
It is then straightforward that any vector v can be represented in the local basis {τ, n, ν} as
v = v · (T +Q) = (T +Q) · v = 〈v, τ〉 τ + 〈v, ν〉 ν︸ ︷︷ ︸
T ·v
+ 〈v, n〉n︸ ︷︷ ︸
Q·v
,
or equivalently the components of v can be written as
vi = vh Thi + vhQhi = Tih vh +Qih vh.
Analogously, a second order tensor B can be represented in such local coordinates as B = (T +Q)T ·B · (T +Q)
and this representation can be also straightforwardly generalized to a tensor of generic order N . To the sake
of generality, from now on we introduce a global orthonormal basis
{
e1, e2, e3
}
in which all fields (included τ, ν
and n) will be represented if not differently specified. This also implies that all the space differential operations
which will be performed in the following calculations are all referred to the coordinates (X1, X2, X3) associated
to such global basis.
From [37, p. 58, ex. 7], we have the following variant of the surface divergence theorem
Proposition 1.1. Suppose that w satisfies 〈w, n〉 = 0 on the surface S ⊂ R3, then∫
S
〈T,∇w〉 da =
∫
∂S
〈n× w, τ〉 ds, (1.13)
where τ is a vector tangent to S and to ∂S.
Taking now w = T · v, for arbitrary v ∈ R3 and using that
〈n× (T · v) , τ〉 = 〈τ × n, T · v〉 =: 〈ν, T · v〉 = 〈T · ν, v〉
we obtain ∫
S
〈T,∇ (T · v)〉 da =
∫
∂S
〈n× (T · v), τ〉 ds =
∫
∂S
〈T · ν, v〉 ds =
∫
∂S
〈ν, v〉 ds, (1.14)
for v ∈ R3, since T · ν = ν · T = ν. We explicitly remark that the vector ν is tangent to the surface S but
orthogonal to its boundary ∂S (it points inward or outwards, depending on the choice of the orientation of n
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and τ : usually, n is chosen to be the outward unit normal to S and the orientation of τ is chosen in order to
have that the vector ν, orthogonal to the border of S, is pointing outward the border of the surface S itself).
With such notations, when considering a vector field v defined in the vicinity of the considered surface, the
surface divergence theorem can be applied to the projection of v on the tangent plane to the surface as follows
(see e.g. [83])∫
S
DivS (v) da :=
∫
S
〈T,∇ (T · v)〉 da =
∫
∂S
〈T · v, ν〉 da =
∫
∂S
〈v, T · ν〉 da =
∫
∂S
〈v, ν〉 ds, (1.15)
where, clearly, in the last equality the notation
DivS (v) := 〈∇ (T · v) , T 〉
for the surface divergence of a generic vector v has been used. Equivalently, in index notation the surface
divergence theorem reads ∫
S
(Tijvj),k Tik da =
∫
∂S
viTikνk ds =
∫
∂S
vi νi ds. (1.16)
This definition of surface divergence can be extended to higher order tensors, in particular, for a second order
tensor B, its surface divergence is introduced as the vector of components
[
DivS(B)
]
i
= (T ·B)ij,kTjk.
Remark 1.2. We explicitly remark that if S coincides with the boundary ∂Ω of the considered body and Γ is
an open subset of ∂Ω, then the surface divergence theorem (1.15) implies (see Fig. 1 and eq. (1.4))∫
∂Ω
DivS (v) da :=
∫
∂Ω
〈T,∇ (T · v)〉 da =
∫
∂Ω\Γ
DivS
(
v−
)
da+
∫
Γ
DivS
(
v+
)
da (1.17)
=
∫
∂(∂Ω\Γ)
〈v−, ν−〉 ds+
∫
∂Γ
〈v+, ν+〉 ds =
∫
∂Γ
J〈 v , ν 〉K ds.
Clearly, we can equivalently write in index notation∫
∂Ω
(Tijvj),k Tik da =
∫
∂Γ
J vj νjK ds. (1.18)
1.4 Weakly and strongly independent surface fields
Since it will be useful in the following, we give in this subsection some definitions which will be used throughout
the paper. In particular, we introduce the notions of "strongly" and "weakly independent" vector fields defined
on suitable regular surfaces.
Definition 1.3. [Weakly independent surface fields] Given two vector fields u and v defined on a suitable regular
surface S, we say that they are "weakly independent" if we can arbitrarily assign u and v, independent of each
other, by choosing two vectors u and v and a function f such that
u = u and v = f(u, v). (1.19)
By means of the notion of weak independence, we can arbitrarily fix the vectors u and v on the surface S, but a
variation of the chosen u induces a variation on one part of v. Nevertheless, the vector v can still be arbitrarily
chosen thanks to the arbitrariness of v and f .
Definition 1.4. [Strongly independent surface fields] Given two vector fields u and v defined on a suitable
regular surface S, we say that they are "strongly independent" if we can arbitrarily assign u and v, independent
of each other, by choosing two vectors u and v such that
u = u and v = v. (1.20)
The notion of strong independence allows to arbitrarily fix the two vector fields u and v on the surface S and a
variation in the choice of the first vector u = u does not induce a variation in the vector v.
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Considering the power of external actions for a second gradient continuum
Pext =
∫
∂Ω
〈text, δu〉+
∫
∂Ω
〈gext, D1(δu)〉,
where D1(δu) is a suitable first order space differential operator, we say, by extension of the former definition,
that text and gext are strongly and weakly independent tractions whenever they are the conjugates of strongly
or weakly independent surface vector fields δu and D1(δu).
An example of strong and weak independence which will be pertinent in the framework of the present paper
is that which can be established between the displacement assigned on the surface and its curl or, alternatively,
its normal derivative. Indeed, if for convenience we choose an orthonormal local basis {τ, ν, n} on S, where τ
and ν are unit tangent vectors to S, while n is the outward unit normal vector, we can recognize that
∇u · n =
(
∂uτ
∂xn
,
∂uν
∂xn
,
∂un
∂xn
)T
and curlu =
(
∂un
∂xν
− ∂uν
∂xn
,
∂uτ
∂xn
− ∂un
∂xτ
,
∂uν
∂xτ
− ∂uτ
∂xν
)T
, (1.21)
where we clearly indicated by uτ , uν and un the components of the displacement field in such local basis and
xτ , xν and xn the space coordinates of a generic material point in the same reference frame.
It is known that the fact of fixing the displacement field u on the surface does not fix its normal derivatives
∂uτ/∂xn, ∂uν/∂xn, ∂un/∂xn, while it fixes the tangential derivatives ∂un/∂xν , ∂un/∂xτ , ∂uν/∂xτ , ∂uτ/∂xν .
In this optic, we can say that u and ∇u · n are strongly independent surface vector fields, while u and curlu
are weakly independent surface vector fields. Indeed, even if when fixing the displacement u on the surface its
tangential derivatives result to be fixed, the arbitrariness of the normal derivatives still allows to globally choose
curlu in an arbitrary way.
Therefore (regarding the curlu), it is impossible to fix as constant the curlu but varying only u. In contrast,
it is possible to fix as constant ∇u. n and to vary u arbitrarily. In summary in this example
u and ∇u. n are strongly independent,
u and curlu are (only) weakly independent.
2 Bulk equations and (Mindlin’s weakly independent) boundary con-
ditions in the indeterminate couple stress model
In this section we re-propose the results presented by Mindlin and Tiersten but explicitly using a variational
procedure. More particularly, we try to explicitly present some reasonings that can be made to obtain their
bulk equations and boundary conditions. Nevertheless, how we will show in due detail in the remainder of this
paper, such reasonings are not in complete agreement with other sets of boundary conditions which can be
assigned when dealing with a couple stress theory, and which are equally legitimate.
2.1 Equilibrium and constitutive equations of the indeterminate couple stress
model
Since we consider that the solution belongs to H1(Ω), we take free variations δu ∈ C∞(Ω) of the energy
W (∇u,∇curlu) = Wlin(∇u) + W˜curv(∇curlu), (2.1)
where
Wlin(∇u) =µ ‖ sym∇u‖2 + λ
2
[tr(∇u)]2 = µ ‖dev sym∇u‖2 + 2µ+ 3λ
6
[tr(∇u)]2,
W˜curv(∇curlu) =α1 ‖ dev sym∇[axl(skew∇u)]‖2 + α2 ‖ skew∇[axl(skew∇u)]‖2, (2.2)
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and we obtain the first variation of the action functional as
δA = δ
∫
Ω
−W (∇u,∇ axl(skew∇u)) dv =−
∫
Ω
[
2µ 〈sym∇u, sym∇δu〉+ λ tr(∇u) tr(∇δu)
+ 2α1 [〈dev sym∇[axl(skew∇u)],dev sym∇[axl(skew∇δu)]〉 (2.3)
+ 2α2 〈skew∇[axl(skew∇u)], skew∇[axl(skew∇δu)]〉]
]
dv.
Or equivalently, applying the classical divergence theorem
δA =
∫
Ω
〈Div (2µ sym∇u+ λ tr(∇u)1) , δu〉 dv −
∫
∂Ω
〈(2µ sym∇u+ λ tr(∇u)1) · n, δu〉 da
−2
∫
Ω
〈
α1 dev sym[∇ axl(skew∇u)] + α2 skew[∇ axl(skew∇u)],∇ axl(skew∇δu)]
〉
dv. (2.4)
The classical divergence theorem can be applied again to the last term appearing in the previous equation. In
particular, we can notice that the following chain of equalities holds∫
Ω
〈
α1 dev sym[∇ axl(skew∇u)] + α2 skew[∇ axl(skew∇u)],∇ axl(skew∇δu)]
〉
dv
=
∫
Ω
〈
−Div
(
α1 dev sym[∇ axl(skew∇u)] + α2 skew[∇ axl(skew∇u)]
)
, axl(skew∇δu)]
〉
dv
+
∫
∂Ω
〈[
α1 dev sym[∇ axl(skew∇u)] + α2 skew[∇ axl(skew∇u)]
]
· n, axl(skew∇δu)
〉
da
=
1
2
∫
Ω
〈
− anti{Div(α1 dev sym[∇ axl(skew∇u)] + α2 skew[∇ axl(skew∇u)])}, skew∇δu
〉
dv
+
∫
∂Ω
〈[
α1 dev sym[∇ axl(skew∇u)] + α2 skew[∇ axl(skew∇u)]
]
· n, axl[skew∇δu]
〉
da
=
1
2
∫
Ω
〈
− skew anti{Div(α1 dev sym[∇ axl(skew∇u)] + α2 skew[∇ axl(skew∇u)])},∇δu
〉
dv
+
∫
∂Ω
〈[
α1 dev sym[∇ axl(skew∇u)] + α2 skew[∇ axl(skew∇u)]
]
· n, axl(skew∇δu)
〉
da
=
1
2
∫
Ω
〈
Div [skew anti{Div(α1 dev sym[∇ axl(skew∇u)] + α2 skew[∇ axl(skew∇u)])}], δu
〉
dv
− 1
2
∫
∂Ω
〈
[skew anti{Div(α1 dev sym[∇ axl(skew∇u)] + α2 skew[∇ axl(skew∇u)])}] · n, δu
〉
da
+
∫
∂Ω
〈[
α1 dev sym[∇ axl(skew∇u)] + α2 skew[∇ axl(skew∇u)]
]
· n, axl(skew∇δu)
〉
da,
where n is the unit outward normal vector at the surface ∂Ω. Hence, recalling that skew anti(·) = anti(·), the
first variation (2.4) of the action functional can be finally rewritten as
δA =
∫
Ω
〈Div (σ − τ˜), δu〉 dv −
∫
∂Ω
〈(σ − τ˜) · n, δu〉 dv −
∫
∂Ω
〈m˜ · n, axl(skew∇δu)〉 da,
for all virtual displacements δu ∈ C∞(Ω), where σ is the symmetric local force-stress tensor
σ = 2µ sym∇u+ λ tr(∇u)1 ∈ Sym(3), (2.5)
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τ˜ represents the second order nonlocal force-stress tensor (which here is automatically skew-symmetric)
τ˜ = α1 anti Div(dev sym[∇ axl(skew∇u)]) + α2 anti Div(skew[∇ axl(skew∇u)] (2.6)
=
α1
2
anti Div(dev sym[∇curlu]) + α2
2
anti Div(skew[∇curlu])
= anti Div
[α1
2
dev sym(∇curlu) + α2
2
skew(∇curlu)
]
=
1
2
anti Div [m˜] ∈ so(3),
and
m˜ = 2α1 dev sym(∇ axl(skew∇u)) + 2α2 skew(∇ axl(skew∇u))
= [α1 dev sym(∇curlu) + α2 skew(∇curlu)] (2.7)
=
[
α1 + α2
2
∇curl u+ α1 − α2
2
[∇curl u]T
]
is the second order hyperstress tensor (couple stress) which may or may not be symmetric, depending on the
material parameters. The asymmetry of force stress is a hidden constitutive assumption, compared to the
development in [30]. Postulating a particular form of the power of external actions, the equilibrium equation
can therefore be written as
Div σ˜total + f ext = 0, (2.8)
where we clearly set σ˜total = σ − τ˜ .
2.2 Classical (weakly independent) boundary conditions in the indeterminate cou-
ple stress model
In the previous section, we have shown that the power of internal actions can be finally written in compact form
as
P int = δA =
∫
Ω
〈Div(σ − τ˜), δu〉 dv −
∫
∂Ω
〈(σ − τ˜) · n, δu〉 da− 1
2
∫
∂Ω
〈m˜ · n, curl δu〉 da . (2.9)
Such form of the power of internal actions seems to suggest 6 possible independent prescriptions of mechanical
boundary conditions; three for the normal components of the total force stress (σ − τ˜) · n and three for the
normal components of the couple stress tensor. The possible Dirichlet boundary conditions on Γ ⊂ ∂Ω would
seem to be the 6 conditions2
u = uext, axl(skew∇u) = 1
2
curlu = a˜ext (or equivalently curlu = 2 a˜ext), (2.10)
for two given functions uext, a˜ext : R3 → R3 at the boundary Γ ⊂ ∂Ω (3+3 boundary conditions).
However, following Koiter [47] we must note that the following remark holds true:
Remark 2.1. Assume that u ∈ C∞(Ω) and u
∣∣∣
Γ
is known. Then curlu
∣∣∣
Γ
exists and for all open subsets Γ ⊂ ∂Ω
the integral
∫
Γ
〈curlu, n〉 da is already known, while ∫
Γ
〈curlu, τ〉 da is still free, where τ is any tangential vector
field on Γ ⊂ ∂Ω. This fact follows using Stokes’ circulation theorem∫
Γ
〈curlu, n〉 da =
∫
∂Γ
〈u(γ(t)), γ′(t)〉 ds, (2.11)
where τ is a continuous unit vector field tangent to the curve ∂Γ = {γ(t) | t ∈ [a, b]} compatible with the unit
vector field n normal to the surface Γ.
This leads us to the next correct observation:
2as indeed proposed by Grioli [35] in concordance with the Cosserat kinematics for independent fields of displacements and
microrotation.
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Remark 2.2. Only the two tangential components of curlu may be independently prescribed on an open subset
of the boundary. However, we may have six independent conditions in one point on Γ, but not on an open subset
of the boundary.
Already Mindlin and Tiersten [59] have also correctly remarked that in this formulation only 5 mechanical
boundary conditions can be prescribed. Using our notations, their argument runs as follows:
1
2
〈m˜ · n, curl δu〉 = 1
2
〈(T +Q) · (m˜ · n), curl δu〉 = 1
2
〈T · (m˜ · n), curl δu〉+ 1
2
〈Q · (m˜ · n), curl δu〉
=
1
2
〈T · (m˜ · n), curl δu〉+ 1
2
〈(n⊗ n) · (m˜ · n) , curl δu〉 = 1
2
〈T · (m˜ · n), curl δu〉+ 1
2
〈(〈(sym m˜) · n, n〉)n, curl δu〉
=
1
2
〈T · (m˜ · n), curl δu〉+ 1
2
〈n, (〈(sym m˜) · n, n〉) curl δu〉 (2.12)
=
1
2
〈T · (m˜ · n), curl δu〉+ 1
2
〈n, curl [(〈(sym m˜) · n, n〉) δu]〉 − 1
2
〈n,∇ (〈(sym m˜) · n, n〉)× δu〉
=
1
2
〈T · (m˜ · n), curl δu〉+ 1
2
〈n, curl [(〈(sym m˜) · n, n〉) δu]〉 − 1
2
〈n×∇ (〈(sym m˜) · n, n〉) , δu〉
=
1
2
〈T · (m˜ · n), curl δu〉+ 1
2
〈n, curl [(〈(sym m˜) · n, n〉) δu]〉 − 1
2
〈n×∇ (〈(sym m˜) · n, n〉) , δu〉,
where ⊗ denotes the dyadic product of two vectors, we have used the property (η⊗ ξ) · a = η 〈ξ, a〉 (for vectors
η, ξ and a), the formula curl (ψ δu) = ∇ψ × δu+ ψ curl δu (for any scalar field ψ ) and the fact that n⊗ n is a
symmetric second order tensor. The power of internal actions (2.9) can hence be rewritten as
P int =
∫
Ω
〈Div(σ − τ˜), δu〉 dv −
∫
∂Ω
〈(σ − τ˜) · n, δu〉 da
−
∫
∂Ω
{
1
2
〈T · (m˜ · n), curl δu〉+ 1
2
〈n, curl [(〈(sym m˜) · n, n〉) δu]〉 − 1
2
〈n×∇ (〈(sym m˜) · n, n〉) , δu〉
}
da.
It can be remarked that the second term in the last surface integral can be rewritten as a bulk integral by means
of the divergence theorem, so that the power of internal actions can also be rewritten in a further equivalent
form in addition to the one already established in (2.9)
P int =
∫
Ω
〈Div(σ − τ˜), δu〉 dv −
∫
Ω
1
2
div {curl [(〈(sym m˜) · n, n〉) δu]} dv (2.13)
−
∫
∂Ω
〈(σ − τ˜) · n− 1
2
n×∇ (〈(sym m˜) · n, n〉) , δu〉 da−
∫
∂Ω
1
2
〈(m˜ · n), T · curl δu〉 da,
where the fact that the tangential projector T is symmetric has also be used.
Mindlin and Tiersten [59] concluded that 3 boundary conditions derive from the first surface integral and
two other from the second surface integral, since [59, p. 432] “the normal component of the couple stress vector
[〈m˜ · n, n〉 = 〈(sym m˜) · n, n〉] on ∂Ω enters only in the combination with the force-stress vector shown in the
coefficient of δu in the surface integral ...”. Indeed, Mindlin and Tiersten are assuming to assign arbitrarily the
displacement and the tangential components of its curl on the surface ∂Ω.
As we will deeply discuss in Section 4, this choice leads to a possible set of boundary conditions in the
indeterminate couple stress model. Nevertheless, this choice is not unique and assigning at the boundary
different virtual fields as the virtual displacement and its normal derivative will lead us to a set of boundary
conditions that are not equivalent to those proposed by Mindlin and Tiersten.
2.2.1 Geometric (essential, or kinematical) weakly independent boundary conditions
Based on the expression (2.13) of the power of internal actions, Mindlin and Tiersten [59] concluded that the
geometric boundary conditions on Γ ⊂ ∂Ω are the five independent conditions
u
∣∣
Γ
= uext, (3bc)
(1− n⊗ n) · curlu∣∣
Γ
= (1− n⊗ n) · a˜ext, (2bc) (2.14)
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for given functions uext, a˜ext : R3 → R3 on the portion Γ of the boundary.
An equivalent form of the above boundary condition is
u
∣∣
Γ
= uext, (3bc)
(1− n⊗ n) · axl(skew∇u)∣∣
Γ
= 12 (1− n⊗ n) · a˜ext, (2bc)
(2.15)
for given functions uext, a˜ext : R3 → R3 at the boundary. The latter condition prescribes only the tangential
component of axl(skew∇u) = 12 curlu. Therefore, we may prescribe only 3+2 independent geometric boundary
conditions. Regarding this formulation, an existence result was proven in [45].
In order to give a first comparison with the boundary conditions which are coming from the full strain
gradient approach, let us remark that:
Lemma 2.3. [Equivalence of geometric boundary conditions] We consider a vector field
u : R3 → R3, u ∈ C∞(Ω). The following sets of boundary conditions are equivalent:
u
∣∣
Γ
= uext,
(1− n⊗ n) · curlu∣∣
Γ
= (1− n⊗ n) · a˜ext
}
⇔
{
u
∣∣
Γ
= uext,
(1− n⊗ n) · ∇u · n∣∣
Γ
= (1− n⊗ n) · aext (2.16)
in the sense that one set of boundary conditions defines completely the other set of boundary conditions, where
n is the unit outward normal vector at the surface Γ ⊂ ∂Ω and a˜ext and aext can be a priori related.
Proof. The proof is included in Appendix A.5.
In summary, we can say that if purely kinematical boundary conditions are assigned in the indeterminate
couple stress model, in virtue of the previous Lemma 2.3, it is equivalent to assign on one portion of the
boundary the displacement and the tangential part of its curl or the displacement and the tangential part of its
normal derivative. As we will see, things become much more complicated when one wants to deal with traction
or mixed boundary conditions, since it is not straightforward to individuate the equivalence between different
sets of boundary conditions which are nevertheless equally legitimate.
2.2.2 Classical (weakly independent) traction boundary conditions
Always considering the expression (2.13) of the power of internal actions, the possible traction boundary con-
ditions on ∂Ω \ Γ given by Mindlin and Tiersten [59] in the axial formulation are
(σ − τ˜) · n− 1
2
n×∇ (〈(sym m˜) · n, n〉) = t˜ext, traction (3 bc)
(1− n⊗ n) · m˜ · n = (1− n⊗ n) · g˜ext, double force traction (2 bc) (2.17)
for prescribed functions t˜ext, g˜ext : R3 → R3 on the portion ∂Ω \ Γ of the boundary.
Since δu and (1−n⊗n) · curl δu are weakly independent, at this point we are tempted to conclude that the
equality ∫
∂Ω\Γ
〈t˜, δu〉 da+
∫
∂Ω\Γ
〈g˜, (1− n⊗ n) · curl δu〉 da = 0 (2.18)
for all δu ∈ C2(Ω) does not imply that t˜
∣∣∣
∂Ω\Γ
= 0 and (1 − n ⊗ n) g˜
∣∣∣
∂Ω\Γ
= 0. However, this holds true after
using the Lemmas included in Appendix A.8.
We want also to explicitely point out that (2.14) and (2.17) correctly describe the maximal number of
independent boundary conditions in the indeterminate couple stress model but even if these conditions have
been re-derived again and again by Yang et al. [88], Park and Gao [74], [50], etc. among others they are not the
only possible choice in the couple stress model. This is explained in the following two subsections. Prescribing
δu and (1−n⊗n) · curl δu on the boundary means that we have prescribed independent geometrical boundary
conditions, this is also the argumentation of Mindlin and Tiersten [59], Koiter [47], Sokolowski[82], etc. However,
the prescribed traction conditions are not stronlgy independent but only weakly independent in the sense
established in Section 1.4. For this reason we claim that, in order to prescribe strongly independent geometric
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boundary conditions and their corresponding energetic conjugate, we have to prescribe u and (1−n⊗n) ·∇u ·n.
In other words, as it is well assessed in the framework of full second gradient theories (see also the expression
of the external power given in (3.8)), we prescribe on the boundary the following part of the power of external
actions ∫
∂Ω
〈t˜ext, δu〉 da+
∫
∂Ω
〈g˜ext, (1− n⊗ n) · ∇δu · n〉 da, (2.19)
in which now δu and (1−n⊗n) ·∇δu ·n are strongly independent and g˜ext does not produce (anymore hidden)
work against δu. This type of strongly independent boundary conditions are also correctly considered already
by Bleustein [9], but for the full strain gradient elasticity case only. We give more details in the following section.
3 Through second gradient elasticity towards the indeterminate cou-
ple stress theory: a direct approach
Independently of the method that one wants to choose to set up the correct set of bulk equations and associated
boundary conditions for the indeterminate couple stress model, such set of equations must be compatible with
a variational principle based on the form (2.1) of the strain energy density. We present two different ways of
performing such variational treatment: the first one passes through a full second gradient approach and the
second one, which we call direct approach, is based on the fact that the curvature energy is regarded as a
function of the second order tensor ∇curlu instead than of the third order tensor ∇∇u or ∇ sym∇u.
Worthless to say, as expected, we will find that such two approaches are equivalent and we will explicitly
establish this equivalence in eqs. (3.31)-(3.34).
3.1 Second gradient model: general variational setting
In this section, we show how the couple stress model can be regarded as a particular case of the second gradient
model.
3.1.1 First variation of the action functional: power of internal actions
Let us consider the second gradient strain energy density W (∇u,∇∇u) and the associated action functional in
the static case (no inertia considered here)
A = −
∫
Ω
W (∇u,∇∇u) dv.
The first variation of the action functional can be interpreted as the power of internal actions P int of the
considered system and can be computed as follows
P int = δA = −
∫
Ω
(
∂W
∂ui,j
δui,j +
∂W
∂ui,jk
δui,jk
)
dv,
where we used Levi-Civita index notation together with Einstein notation of sum over repeated indices. Inte-
grating a first time by parts and using the divergence theorem we get
δA = −
∫
∂Ω
∂W
∂ui,j
njδui da+
∫
Ω
(
∂W
∂ui,j
)
,j
δui dv −
∫
∂Ω
∂W
∂ui,jk
nkδui,j da+
∫
Ω
(
∂W
∂ui,jk
)
,k
δui,j dv.
Integrating again by parts the last bulk term we get
δA = −
∫
∂Ω
(
∂W
∂ui,j
−
(
∂W
∂ui,jk
)
,k
)
njδui da+
∫
Ω
[
∂W
∂ui,j
−
(
∂W
∂ui,jk
)
,k
]
,j
δui dv −
∫
∂Ω
∂W
∂ui,jk
nkδui,j da,
which can also be rewritten as
δA = −
∫
∂Ω
(σij −mijk,k) njδui da+
∫
Ω
(σij −mijk,k),j δui dv −
∫
∂Ω
mijk nkδui,j da , (3.1)
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if one sets
σij =
∂W
∂ui,j
, mijk =
∂W
∂ui,jk
,
or equivalently, in compact notation:
σ =
∂W
∂∇u, m =
∂W
∂∇∇u. (3.2)
3.1.2 Surface integration by parts and independent variations
At this point, it must be considered that expression (3.1) can still be manipulated remarking that the tangential
trace of the gradient of virtual displacement can be integrated by parts once again and that the surface divergence
theorem can be applied to this tangential part of∇δu. Using the brief digression concerning differential geometry
and recalling the properties (1.12) of the tangential and normal projectors, we can now ulteriorly manipulate
the last term in eq. (3.1) as follows,∫
∂Ω
mijk nkδui,j da =:
∫
∂Ω
Bijδui,hδhj da =
∫
∂Ω
Bijδui,h (Thj +Qhj) da
=
∫
∂Ω
Bijδui,hThj da+
∫
∂Ω
Bijδui,hQhj da,
=
∫
∂Ω
(ThjBij) δui,h da+
∫
∂Ω
(Bijnj) δ (ui,h)nh da (3.3)
=
∫
∂Ω
(ThpTpjBij) δui,h da+
∫
∂Ω
(Bijnj) δ (ui,hnh) da,
where we clearly set
Bij = mijk nk. (3.4)
We can hence recognize in the last term of this formula that the virtual variation of the normal derivative
ui,hnh =: u
n
i = (∇u · n)i of the displacement field appears. As for the first term, it can be still manipulated
suitably integrating by parts and then using the surface divergence theorem (1.18), so that we can write∫
∂Ω
mijk nkδui,j da =
∫
∂Ω
Thp
[
(TpjBijδui),h − (TpjBij),h δui
]
da+
∫
∂Ω
(Bijnj) δu
n
i da, (3.5)
=
∫
∂Γ
JBipνpδuiK ds− ∫
∂Ω
(TpjBij),h Thpδui da+
∫
∂Ω
(Bijnj) δu
n
i da.
The final variation of the second gradient action functional given in (3.1), can therefore be written as
P int = δA =
∫
Ω
(σij −mijk,k),j δui dv −
∫
∂Ω
[
(σij −mijk,k) nj − (Tpjmijk nk),h Thp
]
δui da (3.6)
−
∫
∂Ω
(mijk nknj) δu
n
i da−
∫
∂Γ
Jmijk nkνjδuiK ds,
or equivalently in compact notation
P int = δA =
∫
Ω
〈Div (σ −Div m) , δu 〉 dv −
∫
∂Ω
〈(σ −Div m) · n−∇ [(m · n) · T ] : T, δu 〉 da
−
∫
∂Ω
〈(m · n) · n, (∇δu) · n 〉 da−
∫
∂Γ
J 〈(m · n) · ν, δu 〉K ds. (3.7)
If now one recalls the principle of virtual powers according to which a given system is in equilibrium if the power
of internal forces is equal to the power of external forces, it is straightforward that the expression (3.6) naturally
suggests which is the correct expression for the power of external forces that a second gradient continuum may
sustain, namely:
Pext =
∫
Ω
f extj δuj dv +
∫
∂Ω
textj δuj da+
∫
∂Ω
gextj δu
n
j da+
∫
∂Γ
Jpiextj δujK ds, (3.8)
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where f ext are external bulk forces (expending power on displacement), text are external surface forces (expend-
ing power on displacement), gext are external surface double-forces (expending power on the normal derivative
of displacement) and piext are external line forces (expending power on displacement). Imposing that
P int + Pext = 0 (3.9)
and localizing, one can get the strong form of the equations of motion and associated boundary conditions for
a second gradient continuum.
Therefore, the equilibrium equation for a second gradient continuum is
Div (σ −Div m) + f ext = 0. (3.10)
This set of partial differential equation can be complemented with the following boundary conditions:
• Strongly independent, second gradient, geometric boundary conditions
u
∣∣
Γ
= uext, (3bc)
∇u · n∣∣
Γ
= aext, (3bc)
(3.11)
for given functions uext, aext : R3 → R3 on the portion Γ of the boundary.
• Strongly independent, second gradient, traction boundary conditions
Traction boundary condition on ∂Ω \ Γ:
(σ −Div m) · n−∇ [(m · n) · T ] : T ∣∣
∂Ω\Γ = t
ext, traction (3 bc)
(m · n) · n∣∣
∂Ω\Γ = g
ext, “double force traction” (3 bc) (3.12)
for prescribed functions text, gext : R3 → R3 at the boundary.
Traction boundary condition on ∂Γ:
J(m · n) · νK∣∣
∂Γ
= piext “line force traction” (3 bc) (3.13)
for a prescribed function piext : R3 → R3 on ∂Γ.
We want to stress the fact that in the framework of a second gradient theory the test functions that can
be arbitrarily assigned on the boundary ∂Ω are the virtual displacement δu and the normal derivative of the
virtual displacement ∇(δu) · n. This means that one has 3 + 3 = 6 independent geometric boundary conditions
that can be assigned on the boundary of the considered second gradient medium. Analogously one can think
to assign 3 + 3 = 6 traction conditions on the force (in duality of δu) and double force (in duality of ∇(δu) · n)
respectively. Hence, in a complete second gradient theory 6 independent scalar conditions must be assigned on
the boundary in order to have a well-posed problem.
3.2 The indeterminate couple stress model viewed as a subclass of the second
gradient elasticity model
As in the previous case, we consider a particular strain energy density of the type
W = Wlin(∇u) +Wcurv(∇[axl(skew∇u)]) = Wlin(∇u) + W˜curv(∇curlu),
where Wlin(∇u) is given in eq. (2.2), while the curvature energy W˜curv(∇curlu) also discussed in the previous
section, is given by
W˜curv(∇curlu) = α1
4
‖ sym∇curlu ‖2 + α2
4
‖ skew∇curlu ‖2 (3.14)
=:
α1
4
‖S ‖2 + α2
4
‖A ‖2 = α1
4
SlmSlm +
α2
4
AlmAlm,
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where we set
Spq := (sym∇curlu)pq =
prsus,rq + qrsus,rp
2
, Apq := (skew∇curlu)pq =
prsus,rq − qrsus,rp
2
. (3.15)
This decomposition of the curvature energy is equivalent to that which can be found in Mindlin and Tiersten
[59] and presented by us in eq. (1.8).
Regarding the curvature energy (3.14) as a particular case of second gradient energy, we can directly calculate
the particular form of the third order hyperstress tensor as
m˜ijk =
∂W˜curv
∂ui,jk
=
∂W˜curv
∂Spq
∂Spq
∂ui,jk
+
∂W˜curv
∂Apq
∂Apq
∂ui,jk
=
α1
2
Spq
∂Spq
∂ui,jk
+
α2
2
Apq
∂Apq
∂ui,jk
. (3.16)
It can be checked that, from (3.15), one gets
∂Spq
∂ui,jk
=
1
2
(pjiδqk + qjiδpk) ,
∂Apq
∂ui,jk
=
1
2
(pjiδqk − qjiδpk) .
Replacing these expressions in (3.16), using the definitions (3.15) together with the identities
pjiprs = δjrδis − δjsδir
and
pjikrs = δpkδjrδis − δpkδjsδir − δprδjkδis + δprδjsδik + δpsδjkδir − δpsδjrδik,
the fact that Spk = Skp and Apk = −Akp and simplifying gives
m˜ijk =
α1
4
(pjiSpk + qjiSkq) +
α2
4
(pjiApk − qjiAkq) = α1
2
pjiSpk +
α2
2
pjiApk
=
α1
4
pji(prsus,rk + krsus,rp) +
α2
4
pji(prsus,rk − krsus,rp) (3.17)
=
α1
2
(ui,jk − uj,ik) + 1
4
(α1 − α2) [up,ipδjk − ui,ppδjk + uj,ppδik − up,jpδik] .
Such particular expression of the third order hyperstress tensor can be also written in compact form as
m˜ =α1∇ [skew (∇u)] + 1
4
(α1 − α2) [∇ (div u)⊗ 1−Div (∇u)⊗ 1] (3.18)
+
1
4
(α1 − α2)
[
(Div (∇u)⊗ 1)T 12 − (∇ (div u)⊗ 1)T 12
]
,
where we denote by the superscript T 12 the transposition over the two first indices of the considered third order
tensors. With such definition of the third order hyperstress tensor m˜ one can now write the principle of virtual
powers for the considered particular case in the form∫
Ω
(σij − m˜ijk,k),j δui dv −
∫
∂Ω
[
(σij − m˜ijk,k) nj − (Tpjm˜ijk nk),h Thp
]
δui da
−
∫
∂Ω
(m˜ijk nknj) δu
n
i da−
∫
∂Γ
Jm˜ijk nkνjδuiK ds (3.19)
= −
∫
Ω
f exti δui dv −
∫
∂Ω
texti δui da−
∫
∂Ω
mexti δu
n
i da−
∫
∂Γ
piextj δuj ds .
• We have to remark that the term
(m˜ijk nknj) δu
n
i =
[α1
2
(ui,jk − uj,ik)nknj
+
1
4
(α1 − α2) (up,ipnjnj − ui,ppnjnj + uj,ppnjni − up,jpnjni)
]
δuni (3.20)
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is vanishing for some particular choices of the indices. In particular, if, for the sake of simplicity, one
considers the introduced quantities to be all expressed in the local orthonormal basis {n, τ, ν}, then the
aforementioned term can be rewritten as
(m˜ijk nknj) δu
n
i =
[
α1
2
(ui,11 − u1,i1) + 1
4
(α1 − α2) (up,ip − ui,pp + u1,ppni − up,1pni)
]
δuni .
It can be easily checked that such term is vanishing when i = 1. More precisely, we are saying that the
normal component of the normal derivative δuni does not contribute to the power of internal forces when
considering the indeterminate couple stress model. This is equivalent to say that indeed only 2 geometric
boundary conditions can be imposed on the normal derivative of virtual displacement or, equivalently, on
its “traction” counterpart which is the double force.
Hence, the governing equations of the considered system can also be formally written in the form
Div(σ −Div m˜) + f ext = 0, in duality of δu (3.21)
together with the following boundary conditions induced by (3.7)3:
• Strongly independent, geometric boundary conditions for the couple stress model on Γ (as
derived by a full-gradient model)
u
∣∣
Γ
= uext,
T · ∇u · n∣∣
Γ
= T · aext, (3.22)
for given functions uext, aext : R3 → R3 at the boundary.
• Strongly independent, traction boundary conditions on ∂Ω \ Γ (as derived by a full-gradient
model)
(σ −Div m˜) · n−∇ [(m˜ · n) · T ] : T = text, in duality of δu (3.23)
T · [(m˜ · n) · n] = T · gext, in duality of T · (∇δu) · n
for prescribed functions text, gext : R3 → R3 at the boundary.
Traction boundary condition on the curve ∂Γ:
J(m˜ · n) · νK = piext, (3.24)
for a prescribed function piext : R3 → R3 on ∂Γ.
3.3 Reduction from the third order hyperstress tensor m˜ to Mindlin’s second order
couple stress tensor m˜
We want to prove here that the equations (3.10) and the traction boundary conditions (3.22)-(3.23) can be
equivalently rewritten using Mindlin’s second order couple stress tensor
m˜ =
α1 + α2
2
∇curlu+ α1 − α2
2
(∇curlu)T Mindlin (3.25)
= α1 dev sym(∇curlu) + α2 skew(∇curlu) equivalent form 1
= 2α1 dev sym(∇ axl(skew∇u)) + 2α2 skew(∇ axl(skew∇u)), equivalent form 2
m˜il =
α1 + α2
2
ijkuk,jl +
α1 − α2
2
mjkuk,ji, index format
3We recall that in the considered couple stress model expressed in the framework of a full second gradient theory the constitutive
form for m is given in eq. (3.17) or equivalently (3.18).
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instead of the third order tensor given in eq. (3.18). Such second order hyper-stress tensor has been introduced
by Mindlin and Tiersten [59] and we have shown in a previous section that it can be obtained by means of a
direct variational approach that does not need the introduction of the third order couple stress tensor m˜ (see
eq. (2.7)).
In order to be able to set up such equivalence, we have to remark that, for the choices (3.18) and (3.25) of
m˜ and m˜, the following properties are verified (see Appendix A.2 for detailed calculations)4
Div m˜︸︷︷︸
R3×3×3
=
1
2
antiDiv m˜︸︷︷︸
R3×3
=
α1 + α2
2
∆(skew∇u), (3.26)
and
∇ [(m˜ · n) · T ] : T = 1
2
∇[anti (m˜ · n) · T ] : T, (3.27)
T · [(m˜ · n) · n] = 1
2
T · anti(m˜ · n) · n, (3.28)
J(m˜ · n) · νK = 1
2
J[anti(m˜ · n) · n] · νK, (3.29)
where
m˜ · n = 1
2
anti (m˜ · n) = α1 [∇ (skew∇u)] · n+ (α1 − α2)
2
skew [∇ (Div u)⊗ n−Div (∇u)⊗ n] . (3.30)
Clearly, based upon such relationships, we can recognize the following equivalent forms for the bulk equations
Div(σ −Div m˜) + f ext = 0 ⇔ Div
(
σ − 1
2
antiDiv m˜
)
+ f ext = 0, (3.31)
in duality of δu
together with the following equivalent forms of the traction boundary conditions
(σ −Div m˜) · n−∇ [(m˜ · n) · T ] : T = text ⇔
(
σ − 1
2
antiDiv m˜
)
· n− 1
2
∇[anti (m˜ · n) · T ] : T = text (3.32)
in duality of δu,
T · [(m˜ · n) · n] = T · gext ⇔ 1
2
T · anti(m˜ · n) · n = T · gext (3.33)
in duality of T · (∇δu) · n,
and finally the following equivalent conditions on the boundary of the boundary ∂Γ where traction is assigned
J(m˜ · n) · νK = piext ⇔ 1
2
Janti(m˜ · n) · νK = piext (3.34)
in duality of δu .
3.4 A direct way to obtain strongly independent boundary conditions in the
indeterminate couple model
Let us consider again the energy
W = Wlin(∇u) + W˜curv(∇curlu),
with Wlin and W˜curv defined in equations (2.2) and for which different equivalent forms of the curvature energy
have been given in eq. (1.8). To the sake of completeness, we derive in this section the equations of motion and
4Using a classical notation ∆ = Div∇ is the Laplacian operator.
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associated boundary conditions of the couple stress model by directly computing the first variation of the action
functional associated to the considered energy, without noticing that such energy is indeed a very particular
case of a second gradient energy. This procedure follows what was done by Mindlin and Tiersten [59] and it
is presented in Section 2. Here, as done in [59], the curvature energy is regarded as a function of the second
order tensor ∇curlu, instead that of the third order tensor ∇∇u. The difference of the calculation that we
present here, with respect to what is done by Mindlin and Tiersten, is that we proceed further in the process
of integration by parts up to the point of getting strongly independent quantities on the boundary. As it is
shown in Section 3.3, the two approaches can be considered to be finally equivalent, provided that a suitable
identification of the second and third order tensors appearing in the governing equations is performed.
As usual, the power of internal actions is given by the first variation of the action functional which can be
directly computed as
P int = δA = −δ
∫
Ω
[
Wlin(∇u) + W˜curv (∇curl u)
]
dv
= −
∫
Ω
〈∂Wlin
∂∇u , δ∇u 〉 dv −
∫
Ω
〈∂W˜curv
∂S
, δS 〉 dv −
∫
Ω
〈∂W˜curv
∂A
, δA 〉 dv (3.35)
= −
∫
Ω
∂Wlin
∂ui,j
δui,j dv −
∫
Ω
∂W˜curv
∂Sij
δSij dv −
∫
Ω
∂W˜curv
∂Aij
δAij dv.
Using the expression of W˜curv given in (3.14) and then the definitions (3.15) for S and A together with the
properties of Levi-Civita symbols, it can be checked that
−
∫
Ω
∂W˜curv
∂Sij
δSij dv −
∫
Ω
∂W˜curv
∂Aij
δAij dv
= −α1
4
∫
Ω
SijδSij dv − α2
4
∫
Ω
AijδAij dv =
= −α1
8
∫
Ω
(ipquq,pj + jpquq,pi) (irsδus,rj + jrsδus,ri) dv
− α2
8
∫
Ω
(ipquq,pj − jpquq,pi) (irsδus,rj − jrsδus,ri) dv
= − (α1 + α2)
8
∫
Ω
(ipqirsuq,pjδus,rj + jpqjrsuq,piδus,ri) dv
− (α1 − α2)
8
∫
Ω
(jpqirsuq,piδus,rj + ipqjrsuq,pjδus,ri) dv
= − (α1 + α2)
4
∫
Ω
[(δprδqs − δpsδqr)uq,piδus,ri] dv
− (α1 − α2)
4
∫
Ω
((δijδprδqs − δijδpsδqr − δjrδpiδqs + δjrδpsδqi + δjsδpiδqr − δjsδprδqi)uq,piδus,rj) dv
= − (α1 + α2)
4
∫
Ω
(us,r − ur,s),i δus,ri dv
− (α1 − α2)
4
∫
Ω
(
(us,r − ur,s),i δus,ri + (ui,si − us,ii) δus,rr + (ur,ii − ui,ri) δus,rsδus,rs
)
dv
= −α1
2
∫
Ω
(us,r − ur,s),i δus,ri dv −
(α1 − α2)
4
∫
Ω
(
(ui,s − us,i),i δus,rr + (ur,i − ui,r),i δus,rs
)
dv .
Recalling also the results for the variation of the classical first gradient term given in (2.4) this last relation
implies that the internal actions (3.35) can be rewritten as
P int = δA = −
∫
Ω
(µ (ui,j + uj,i) + λuk,kδij) δui,j dv − α1
4
∫
Ω
SijδSij − α2
4
∫
Ω
AijδAij dv
= −
∫
Ω
(µ (ui,j + uj,i) + λuk,kδij) δui,j dv − α1
2
∫
Ω
(us,r − ur,s),i δus,ri dv
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− (α1 − α2)
4
∫
Ω
[
(ui,s − us,i),i δus,rr + (ur,i − ui,r),i δus,rs
]
dv.
Suitably integrating by parts we can hence write
P int = δA = −
∫
∂Ω
σijnjδui da+
∫
Ω
σij,jδui dv
+
∫
Ω
[
α1
2
(us,r − ur,s),ii +
(α1 − α2)
4
(
(ui,s − us,i),ir + (ur,i − ui,r),is
)]
δus,r dv (3.36)
−
∫
∂Ω
[
α1
2
(us,r − ur,s),i ni +
(α1 − α2)
4
(
(ui,s − us,i),i nr + (ur,i − ui,r),i ns
)]
δus,r da
= −
∫
∂Ω
(σij − τ˜ij)njδui da+
∫
Ω
(σij − τ˜ij),j δui dv −
∫
∂Ω
Bijδui,j da ,
where we set
σij = (µ (ui,j + uj,i) + λuk,kδij) ,
τ˜ij =
[
α1
2
(ui,jpp − uj,ipp)− (α1 − α2)
4
(ui,ppj − uj,ppi)
]
=
(α1 + α2)
4
(ui,j − uj,i),pp ,
and
Bij =
α1
2
(ui,j − uj,i),p np +
(α1 − α2)
4
(
(up,i − ui,p),p nj + (uj,p − up,j),p ni
)
. (3.37)
With reference to eqs. (3.26) and (3.30), it can be recognized that
τ˜ = Div m˜ =
1
2
anti Div m˜ =
α1 + α2
2
∆(skew∇u), (3.38)
B = m˜ · n = 1
2
anti (m˜ · n) = α1 [∇ (skew∇u)] · n+ (α1 − α2)
2
skew [∇ (Div u)⊗ n−Div (∇u)⊗ n] , (3.39)
with m˜ and m˜ given in (3.18) and (3.25) respectively.
Remark 3.1. We explicitly remark at this point (and we will point it out more precisely in the next section)
that the results presented by Mindlin and Tiersten [59] are compatible with a variational procedure which stops
at this point (eq. (3.36)) without proceeding further in the process of integration by parts.
Indeed, in the view of proceeding towards the determination of strongly independent virtual variations, the
last term in the expression (3.36) of the power of internal forces can still be manipulated according to the
procedure (3.5) of surface integration by parts, so that one finally gets∫
∂Ω
Bijδui,j da =
∫
∂Γ
JBijνpδuiK ds− ∫
∂Ω
(TpjBij),h Thpδui da+
∫
∂Ω
(Bijnj) δu
n
i da.
Hence, supposing that the virtual displacement is continuous through the curves ∂Γ, the power of internal forces
of the couple stress model calculated by means of a direct approach reads
P int =
∫
Ω
(σij − τ˜ij),j δui dv−
∫
∂Ω
[
(σij − τ˜ij)nj − (TpjBij),h Thp
]
δui da−
∫
∂Ω
(Bijnj) δu
n
i da−
∫
∂Γ
JBijνpKδui ds.
It has already been proven in Subsection 3.2 that only the tangent part of the normal derivative δuni contributes
to the power of internal actions when considering the indeterminate couple-stress model, so that the power of
internal actions can be finally written as
P int =
∫
Ω
(σij − τ˜ij),j δui dv −
∫
∂Ω
[
(σij − τ˜ij)nj − (TpjBij),h Thp
]
δui da−
∫
∂Ω
(TipBpjnj) (Tihδu
n
h) da
−
∫
∂Γ
JBijνpKδui ds, (3.40)
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or equivalently, in compact form
P int =
∫
Ω
〈Div (σ − τ˜) δu 〉 dv −
∫
∂Ω
〈[(σ − τ˜) · n− (∇ (B · T )) : T ] , δu 〉 da (3.41)
−
∫
∂Ω
〈(T ·B · n) , T · δ(∇u · n) 〉 da−
∫
∂Γ
〈JB · νK, δu 〉 ds,
where we recall once again that the tensors τ˜ and B are given by eqs. (3.38), (3.39).
Considering the power of external actions to take the form (3.8) imposing P int + Pext = 0 and localizing, one
gets the bulk equations and associated traction boundary conditions for the couple stress model by means of a
direct approach
Div (σ − τ˜) + f ext = 0 in duality of δu, (3.42)
together with the following traction boundary conditions on the portion of the boundary ∂Ω \ Γ
(σ − τ˜) · n− [∇ (B · T )] : T = text in duality of δu, (3.43)
T ·B · n = T · gext in duality of (∇δu) · n (3.44)
and finally the following condition on the boundary of the boundary ∂Γ where traction is assigned
JB · νK = piext in duality of δu. (3.45)
Given the identification of the tensors τ˜ and B with the tensors m˜ and m˜ as specified in eqs. (3.38), (3.39),
the bulk equations and traction boundary conditions (3.42)-(3.45) as derived by means of a direct approach are
completely equivalent to eqs. (3.31)-(3.34).
3.5 The geometric and traction, strongly independent, boundary conditions for
the indeterminate couple stress model
We have proven up to now that, independently of the method that one wants to choose to obtain the correct
set of bulk equations and associated boundary conditions, passing through a full second gradient approach or a
direct approach based on second order tensors instead the third order ones, one finally arrives at the following
complete set of boundary conditions which can be used to complement the bulk equilibrium equation (3.42) of
the couple stress model:
3.5.1 Geometric (essential or kinematical), strongly independent, boundary conditions on Γ
u = uext (3 bc) (3.46)
(1− n⊗ n) · (∇u · n) = (1− n⊗ n) · aext (2 bc)
where uext, aext : R3 → R3 are prescribed functions on the subportion Γ of the boundary ∂Ω, where kinematical
boundary conditions are assigned.
3.5.2 Traction, strongly independent, boundary conditions on ∂Ω \ Γ
Correspondingly to the geometric boundary conditions, we may prescribe the following traction boundary
conditions based on (3.43) (or equivalently (3.32))
(σ − τ˜) · n− 12∇[anti(m˜ · n) · T ] : T = text,
(1− n⊗ n) · anti(m˜ · n) · n = (1− n⊗ n) · gext,
}
on ∂Ω \ Γ (3 bc)
(2 bc)
(3.47)
1
2Janti(m˜ · n) · νK = piext, on ∂Γ (3 bc)
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where text, gext : R3 → R3 are prescribed functions on ∂Ω \ Γ, while piext is prescribed on ∂Γ and leads to 3
boundary conditions on the curve ∂Γ.
It can be shown (see Appendix A.6 for the proof of the needed identities (A.31) and (A.32)) that such set
of traction boundary conditions can be ulteriorly simplified in the following form
(σ − τ˜) · n− 12∇[anti(m˜ · n) · T ] : T = text,
(1− n⊗ n) · anti((1− n⊗ n) · m˜ · n) · n = (1− n⊗ n) · gext,
}
on ∂Ω \ Γ (3 bc)
(2 bc)
(3.48)
1
2Janti((1− n⊗ n) · m˜ · n) · νK = piext, on ∂Γ (3 bc)
where text, gext : R3 → R3 are prescribed functions on ∂Ω \ Γ, while piext is prescribed on ∂Γ and leads to 3
boundary conditions on the curve ∂Γ.
4 Assessment of the strongly independent boundary conditions for
the indeterminate couple stress model in a form directly compara-
ble to Mindlin and Tiersten’s ones
Given that the bulk equations (3.42) that we obtained are the same as Mindlin and Tiersten’s ones, the delicate
point is now to compare our boundary conditions (3.46)-(3.47) with those provided by Mindlin and Tiersten
in [59]. If a proof of the equivalence of the purely kinematical boundary conditions (3.46) with those proposed
by Mindlin and Tiersten has already been provided in Lemma 2.3, the equivalence between traction boundary
conditions as derived with our and Mindlin’s approach is not straightforward. This is why we need here to
rewrite the boundary conditions (3.48) in a suitable form.
4.1 Towards a direct comparison with Mindlin’s traction boundary conditions
In order to be able to directly compare the traction boundary conditions for the indeterminate couple stress
model which we obtained both passing through a second gradient theory and by means of a direct approach
with those proposed by Mindlin, we need to rewrite our equations in a suitable form. In this section we show
some calculations which are needed in order to reach this goal.
Proposition 4.1. For all m˜ ∈ R3×3 and for all smooth surfaces Σ = {(x1, x2, x3) ∈ R3 |F (x1, x2, x3) = 0},
F : ω ⊂ R3 → R3 of class C2, the following identity is satisfied:
1
2
∇[anti (m˜ · n) · T ] : T = 1
2
n×∇ [ 〈n, (sym m˜) · n 〉] + 1
2
∇ [anti (T · m˜ · n) · T ] : T. (4.1)
Proof. The proof is included in Appendix A.7
Remark 4.2. From the above proposition, it follows that the first of the boundary conditions (3.47) (or equiv-
alently (3.32)) can be finally re-written in the form
(σ − τ˜) · n− 1
2
n× [∇ ( 〈n, (sym m˜) · n 〉)]− 1
2
∇ [anti (T · m˜ · n) · T ] : T = text. (4.2)
In Section 2.2 we have recalled the argument of Mindlin and Tiersten and we have remarked, see (2.17),
that the term − 12∇ [anti (T · m˜ · n) · T ] : T is absent in their formulation since it remains somehow hidden in
duality of curl(δu) which is not manipulated further in their formulation.
4.2 Final form of the strongly independent, geometric and traction boundary
conditions for the indeterminate couple stress model
Basing ourselves on the previously results obtained in Subsection 3.3, we can now establish which is the set of
geometric and traction boundary conditions to be used in the indeterminate couple stress model, alternatively
to those proposed by Mindlin and Tiersten. As we will better point out in the remainder of this section, the
boundary conditions that we derive by our direct approach are as legitimate as those proposed by Mindlin and
Tiersten. Nevertheless, if in one case one can equivalently pass from one set of imposed boundary conditions to
the other one, such equivalence cannot be stated for the case of mixed boundary conditions.
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4.2.1 Geometric (kinematical, essential) strongly independent boundary conditions for the in-
determinate couple stress model
As for the geometric boundary conditions, we recall that one can assign on Γ ⊂ ∂Ω the following conditions
u = uext (3 bc)
(1− n⊗ n) · ∇u · n = (1− n⊗ n) · aext (2 bc) (4.3)
where uext, aext : R3 → R3 are prescribed functions. Such conditions are the geometric boundary conditions
which are known to be valid in the framework of second gradient theories, with the peculiarity that here only
the tangent part of the normal derivative of displacement can be assigned here.
We have already shown that the fact of assigning the tangent part of ∇u ·n is indeed equivalent to assigning
the tangent part of curlu, so that such set of geometric boundary conditions can be seen to be equivalent to
Mindlin and Tiersten one’s according to Lemma 2.16.
4.2.2 Traction strongly independent boundary conditions for the indeterminate couple stress
model
As far as the traction boundary conditions are concerned, considering the manipulated form (4.2) of equation
(3.48)1, the strongly independent boundary conditions (3.48) for the indeterminate couple stress model can be
finally rewritten as
[(σ − τ˜) · n− 12n×∇[〈n, (sym m˜) · n〉]
− 12∇[(anti[(1− n⊗ n) · m˜ · n]) · T ] : T = text,
(1− n⊗ n) · anti[(1− n⊗ n) · m˜ · n] · n = (1− n⊗ n) gext
 on ∂Ω \ Γ (3 bc)(2 bc) (4.4)
Janti[(1− n⊗ n) · m˜ · n] · νK = piext, on ∂Γ (3 bc),
where text, gext : R3 → R3 are prescribed functions on ∂Ω \ Γ, while piext : R3 → R3 is prescribed on ∂Γ and
leads to 3 boundary conditions.
In this section we have deduced the strongly independent traction boundary conditions which are coming in
a natural way from second gradient elasticity and we have compared them to those presented by Mindlin and
Tiersten thus showing their apparent disagreement.
5 Are Mindlin and Tiersten’s weakly independent boundary condi-
tions equivalent to our strongly independent ones?
Up to this point, we have shown that the boundary conditions derived by Mindlin and Tiersten [59] for the
indeterminate couple stress model are not directly superposable to those that we obtain by means of a standard
variational approach in the spirit of second gradient theories.
Even if these sets of boundary conditions are formally not the same, they both follow from the same strain
energy density. The only difference that we can point out in the two approaches is related to the process of
integration by parts which is perfomed on the action functional based upon the considered strain energy density.
Indeed, Mindlin and Tiersten’s boundary conditions are only "weakly independent", while those obtained by
means of our direct approach can be considered to be "strongly independent" in the sense established in
Subsection 1.4.
To the sake of compacteness, we use in the sequel the following notations for the internal tractions and
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hypertractions respectively as obtained by Mindlin and Tiersten’s and our approach
t˜int :=
(
σ − 1
2
anti(Div m˜)
)
· n− 1
2
n×∇[〈n, (sym m˜) · n〉], Mindlin-Tiersten’s formulation
tint :=
(
σ − 1
2
anti(Div m˜)
)
· n− 1
2
n×∇[〈n, (sym m˜) · n〉] our formulation
− 1
2
∇ [ anti ( (1− n⊗ n) · m˜ · n ) · (1− n⊗ n) ] : (1− n⊗ n), (5.5)
g˜int := (1− n⊗ n) · m˜ · n, Mindlin-Tiersten’s formulation
gint := (1− n⊗ n) · anti[(1− n⊗ n) · m˜ · n] · n = anti[(1− n⊗ n) · m˜ · n] · n. our formulation
In the last equality for gint we have used the fact that gint is indeed the dual of T · ∇(δu) · n which is a
vector tangent to the boundary, which is equivalent to say that the normal part of gint does not intervene in
the balance equations.
To the sake of of simplicity, we summarize the two sets of possible geometric and traction boundary conditions
as obtained by Mindlin and Tiersten and by ourselves in the following summarizing box
Table 1. Possible sets of boundary conditions in the indeterminate couple stress model.
Mindlin and Tiersten Our approach
Geometric (I) u = u˜ext, (III) u = uext
(II) T · curlu = T · a˜ext (IV) T · ∇u · n = T · aext
Traction (A) t˜ int = t˜ext, (C) tint = text
(B) g˜int = g˜ext (D) gint = gext
Mixed BCs 1 (I) u = u˜ext, (III) u = uext
(B) g˜int = g˜ext (D) gint = gext
Mixed BCs 2 (II) T · curlu = T · a˜ext, (IV) T · ∇u · n = T · aext
(A) t˜ int = t˜ext (C) tint = text
The problem now arises to establish the equivalence between analogous sets of boundary conditions in the
two approaches. Since all the presented boundary conditions arise from the same strain energy density, we would
naively expect a complete equivalence between the two models. We will instead show that, if a direct equivalence
can be established in some cases, this is not indeed feasible for all possible sets of boundary conditions that may
be introduced in couple-stress continua. More particularly, we individuate different possible sets of boundary
conditions that are allowed in couple-stress continua being compatible with the Principle of Virtual Powers as
settled in Mindlin’s and Tiersten’s and our approach respectively:
• Fully geometric boundary conditions. The boundary conditions (I) and (II) (Mindlin and Tiersten)
or (III) and (IV) (our approach) are simultaneously assigned on the same portion of the boundary.
• Fully traction boundary conditions. The boundary conditions (A) and (B) (Mindlin and Tiersten)
or (C) and (D) (our approach) are simultaneously assigned on the same portion of the boundary.
• Mixed 1: displacement/double-force boundary conditions. The boundary conditions (I) and (B)
(Mindlin and Tiersten) or (III) and (D) (our approach) are simultaneously assigned on the same portion
of the boundary.
• Mixed 2: force/D1(u) boundary conditions. The boundary conditions (II) and (A) (Mindlin and
Tiersten) or (IV) and (C) (our approach) are simultaneously assigned on the same portion of the boundary.
We recall that by D1(u) we compactly indicate the operator T · curlu when we consider Mindlin and
Tiersten’s approach or the operator T · ∇u · n when considering our approach.
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We explicitly remark that, in order to be consistent with the introduced Principle of Virtual Powers, when the
first sets of conditions is applied on a portion Γ of the boundary, the second ones must be assigned on the
portion ∂Ω \Γ. Analogously, when assigning the third set of boundary conditions on Γ, the fourth one must be
assigned on ∂Ω \ Γ.
In the following subsections we carefully study the four introduced cases by establishing whether Mindlin
and Tiersten’s approach is equivalent with our formulation of the indeterminate couple-stress model.
5.1 Fully kinematical boundary conditions
We have already shown (see Lemma 2.3) that it is equivalent to simultaneously assign the displacement and
the tangential part of its curl or the displacement and the tangential part of its normal derivative on the
same portion of the boundary. This means that Mindlin and Tiersten’s boundary conditions (I)+(II) are
completely equivalent to our conditions (III)+(IV) in the sense that one system of equations can be directly
obtained from the other and vice-versa. We would like to thank an unknown reviewer for pointing out to us
this equivalency.
5.2 Fully traction boundary conditions
We consider here the case in which forces and double forces are simultaneously applied on the same portion
of the boundary. More particularly, this means that we are simultaneously applying on the same portion of
the boundary conditions (A) and (B) (Mindlin and Tiersten’s) or conditions (C) and (D) (our approach).
We start by showing that conditions (B) and (D) are equivalent. To do so, we notice that, given two vectors
v and n, one can check that, according to definitions 1.3, the following equalities hold
(anti v)ij nj = −ijk vk nj = −(n× n)i = (v × n)i.
This means that we can write:
gint = anti[(1− n⊗ n) · m˜ · n] · n = ((1− n⊗ n) · m˜ · n)× n,
so that the boundary condition (D) can be rewritten as ((1 − n ⊗ n) · m˜ · n) × n = gext. Comparing this
last equation with equation (B), we can finally conclude by direct inspection that equations (B) and (D) are
equivalent when setting
gext = g˜ext × n. (5.6)
On the other hand, eq. (C) can be rewritten as(
σ − 1
2
anti(Div m˜)
)
· n− 1
2
n×∇[〈n, (sym m˜) · n〉] = text + 1
2
∇ [ anti ( T · m˜ · n ) · T ] : T,
which, considering eq. (B) can also be rewritten as(
σ − 1
2
anti(Div m˜)
)
· n− 1
2
n×∇[〈n, (sym m˜) · n〉] = text + 1
2
∇ [ anti ( g˜ext ) · T ] : T︸ ︷︷ ︸
already known since only the tangetial derivatives are considered
.
It is easy to check that this last equation is equivalent to eq. (A) when setting
text = t˜ext − 1
2
∇ [ anti ( g˜ext ) · T ] : T. (5.7)
We have thus proved that, in the case of fully traction boundary conditions, given a couple of tractions (t˜ext, g˜ext)
in Mindlin and Tiersten’s model, one can always “a priori” find a corresponding pair of tractions (text, gext) in
our model such that the two sets of boundary conditions (A)+(B) and (C)+(D) are equivalent thanks to the
relationships (5.6) and (5.7). The converse is clearly also true.
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5.3 Mixed 1: displacement/double-force boundary conditions
We treat here the case in which we simultaneously assign the displacement and the double force on the same
portion of the boundary. This is equivalent to say that one is assigning eqs. (I) and (B) in the Mindlin
and Tiersten’s approach or (III) and (D) when considering our approach. As already proven in the previous
subsection, the equivalence between equations (B) and (D) can be obtained by setting the relationship (5.6)
between gext and g˜ext. Moreover eqs. (I) and (III) are clearly equivalent when uext = u˜ext.
5.4 Mixed 2: force/D1(u) boundary conditions
We have shown up to now that for the three preceeding cases of boundary conditions an a priori equivalence can
be established between Mindlin and Tiersten’s and our couple stress model. More particularly, this means that,
given a boundary value problem stemming from Mindlin and Tiersten’s model, we can set up (thanks to suitable
identifications between tractions and double tractions in the two models) another boundary value problem which
give rise to the same solution. We show here that the establishment of such an a priori equivalence is not possible
in this last "Mixed 2" case in which forces and higher derivatives of the displacement field are simultaneously
assigned on the same portion of the boundary. We start by noticing that if the displacement field is not assigned
on the boundary, then Lemma 2.3) is not valid any more and, as a consequence, equations (II) and (IV) are no
longer equivalent. Indeed, starting from the equations (1.21), it is possible to easily deduce that the tangent
part of the normal derivative and of the curl of the displacement field are respectively given by
T · ∇u · n =
(
∂uτ
∂xn
,
∂uν
∂xn
, 0
)T
and T · curlu =
(
∂un
∂xν
− ∂uν
∂xn
,
∂uτ
∂xn
− ∂un
∂xτ
, 0
)T
. (5.8)
When, as in this case, the displacement is not assigned on the boundary, both its normal and tangential
derivatives are free, so that we cannot establish an a priori equivalence between equations (II) and (IV). The
same is true when one wants to compare equations (A) and (C). In fact, we can always recognize that eq. (C)
can be rewritten as:(
σ − 1
2
anti(Div m˜)
)
· n− 1
2
n×∇[〈n, (sym m˜) · n〉] = text + 1
2
∇ [ anti ( g˜ext ) · T ] : T.
Nevertheless, contrary to the case treated in Subsection 5.2, this last equation cannot be claimed to be equivalent
to eq. (A) just by setting
text = t˜ext − 1
2
∇ [ anti ( T · m˜ · n ) · T ] : T = t˜ext − 1
2
∇ [ anti ( g˜int(u) ) · T ] : T. (5.9)
As a matter of fact, the term gint(u) appearing in equation (5.9) and defined in eq. (5.5)3 depends on the
displacement field u through the couple-stress tensor m˜ defined in (3.25). This means that, actually, formula
(5.9) does not allow to calculate a priori the force text in our model which is equivalent to an assigned t˜ext
in Mindlin and Tiersten’s model. Of course, one could think to assign, e.g., the boundary conditions (II) and
(A) on the same boundary, solve the associated boundary value problem so finding its solution u∗ and then
calculate the quantities aext and text to be assigned in our model in order to give rise to the same solution u∗.
The converse operation of imposing our boundary conditions (IV) and (C) in our model and then calculate
a posteriori the quantities t˜ext and a˜ext to be assigned in Mindlin and Tiersten’s model to obtain the same
solution, can also be envisaged. In other words, we are saying that only an a posteriori equivalence is eventually
possible in the case that the considered force/D1(u) boundary conditions are applied on the boundary. This
fact poses, at least, some philosophical problems by giving rise to the question: how to chose among Mindlin
and Tiersten’s or our mixed boundary conditions?. This indeterminacy leaves many questions open concerning
the physical transparency of higher gradient theories.
6 Conclusions
The present paper gives a comprehensive analysis of the indeterminate couple stress model and of the boundary
conditions arising in this theory. We have seen the indeterminate couple stress model as a special case of the
full strain gradient elasticity, we have directly derived the equilibrium equations and the boundary conditions
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in the same spirit as in the general strain gradient elasticity approach and we have compared our approach with
that proposed by Mindlin and Tiersten [59].
As a balance for the present paper we can state that an apparent inconsistency is found between the classical
(Mindlin and Tiersten’s) approach and our direct approach to the indeterminate couple stress model.
Indeed, if an "a priori" equivalence can be found in most cases between the two models, we point out that
this is not the case when considering "mixed" boundary conditions for which "forces" and suitable combinations
of first order derivatives of displacement are simultaneously assigned on the same portion of the boundary.
It turns out that for such particular mixed boundary conditions an "a priori" equivalence cannot be estab-
lished between the two models.
This fact poses serious conceptual and philosophical problems concerning the transparency of the physical
meaning of the boundary conditions in higher gradient models. The question remains open whether the use of
one model would be preferable to the other, at least for the quoted case of mixed boundary conditions.
Acknowledgement
We thank Samuel Forest and for the discussions on a prior version of the paper and to the unknown reviewers
for the helpful suggestions and comments. The work of the second author was partial supported by a grant of
the Romanian National Authority for Scientific Research and Innovation, CNCS-UEFISCDI, project number
PN II-ID-PCE-2011-3-0521, contract nr. 144/2011.
References
[1] R.A. Adams. Sobolev Spaces., volume 65 of Pure and Applied Mathematics. Academic Press, London, 1. edition, 1975.
[2] E.L. Aero and E.V. Kuvshinskii. Fundamental equations of the theory of elastic media with rotationally interacting particles.
Soviet Physics-Solid State, 2:1272–1281, 1961.
[3] E.C. Aifantis. Recent progress on gradient theory and applications. In R. de Borst and E. v. Giessen, editors, Material
Instabilities in Solids, pages 533–548. Wiley, Chichester, 1998.
[4] J.-J. Alibert, P. Seppecher, and F. dell’Isola. Truss modular beams with deformation energy depending on higher displacement
gradients. Math. Mech. Solids, 8(1):51–73, 2003.
[5] H. Altenbach and V. A. Eremeyev (Eds.). Generalized Continua from the Theory to Engineering Applications. Springer,
Wien, 2013.
[6] A. Anthoine. Effect of couple-stresses on the elastic bending of beams. Int. J. Solids Struct., 37:1003–1018, 2000.
[7] N. Auffray, H. Le Quang, and Q.C. He. Matrix representations for 3d strain-gradient elasticity. J. Mech. Phys. Solids,
61(5):1202–1223, 2013.
[8] G. Barbagallo, M. Valerio D’Agostino, R. Abreu, I.D. Ghiba, A. Madeo, and P. Neff. Transparent anisotropy for the relaxed
micromorphic model: macroscopic consistency conditions and long wave length asymptotics. in preparation, 2015.
[9] J. Bleustein. A note on the boundary conditions of Toupin’s strain-gradient theory. Int. J. Solids Struct., 3(6):1053–1057,
1967.
[10] N. Charalambakis, A. Rigatos, and E.C. Aifantis. The stabilizing role of higher-order strain gradients in non-linear thermo-
viscoplasticity. Acta Mech., 86(1-4):65–81, 1991.
[11] J.S. Dahler and L.E. Scriven. Theory of structured continua. I. General consideration of angular momentum and polarization.
Proc. Royal Soc. London. Series A. Math. Phys. Sci., 275(1363):504–527, 1963.
[12] F. dell’Isola, U. Andreaus, and L. Placidi. At the origins and in the vanguard of peridynamics, non-local and higher-gradient
continuum mechanics: An underestimated and still topical contribution of Gabrio Piola. Math. Mech. Solids, page doi:
10.1177/1081286513509811, 2014.
[13] F. dell’Isola, M. Guarascio, and K. Hutter. A variational approach for the deformation of a saturated porous solid. A second-
gradient theory extending Terzaghi’s effective stress principle. Arch. Appl. Mech., 70(5):323–337, 2000.
[14] F. dell’Isola, A. Madeo, and L. Placidi. Linear plane wave propagation and normal transmission and reflection at discontinuity
surfaces in second gradient 3d continua. Z. Angew. Math. Mech., 92(1):52–71, 2012.
[15] F. dell’Isola, G. Sciarra, and A. Madeo. Beyond Euler-Cauchy Continua: The structure of contact actions in N-th gradient
generalized continua: a generalization of the Cauchy tetrahedron argument. CISM Lecture Notes C-1006, Chap.2. Springer,
2012.
[16] F. dell’Isola, G. Sciarra, and S. Vidoli. Generalized Hooke’s law for isotropic second gradient materials. Proc. R. Soc. A,
465:2177–2196, 2009.
[17] F. dell’Isola and P. Seppecher. The relationship between edge contact forces, double force and interstitial working allowed by
the principle of virtual power. C.R. Acad. Sci. II, Mec. Phys. Chim. Astron., 321:303–308, 1995.
28
[18] F. dell’Isola and P. Seppecher. Edge contact forces and quasi-balanced power. Meccanica, 32(1):33–52, 1997.
[19] F. dell’Isola, P. Seppecher, and A. Madeo. How contact interactions may depend on the shape of Cauchy cuts in Nth gradient
continua: approach “á la d’Alembert". Z. Angew. Math. Phys., 63(6):1119–1141, 2012.
[20] R. Dendievel, S. Forest, and G. Canova. An estimation of overall properties of heterogeneous Cosserat materials. In A. Bertram
and F. Sidoroff, editors, Mechanics of Materials with Intrinsic Length Scale: Physics, Experiments, Modelling and Applica-
tions., Journal Physique IV France 8, pages 111–118. EDP Sciences, France, 1998.
[21] F. Ebobisse and P. Neff. Existence and uniqueness for rate-independent infinitesimal gradient plasticity with isotropic hardening
and plastic spin. Math. Mech. Solids, 15(6):691–703, 2010.
[22] F. Ebobisse, P. Neff, and D. Reddy. Existence results in dislocation based rate-independent isotropic gradient plasticity with
kinematical hardening and plastic spin: The case with symmetric local backstress. preprint arXiv:1504.01973, 2015.
[23] V. Eremeyev and H. Altenbach. Equilibrium of a second-gradient fluid and an elastic solid with surface stresses. Meccanica,
49(11):2635–2643, 2014.
[24] M. Ferretti, M. Madeo A., F. dell’Isola, and P. Boisse. Modelling the onset of shear boundary layers in fibrous composite
reinforcements by second gradient theory. Z. Angew. Math. Phys., DOI 10.1007/s00033-013-0347-8, 2013.
[25] N.A. Fleck and J.W. Hutchinson. A phenomenological theory for strain gradient effects in plasticity. J. Mech. Phys. Solids,
41:1825–1857, 1995.
[26] N.A. Fleck and J.W. Hutchinson. Strain gradient plasticity. In J.W. Hutchinson and T.Y. Wu, editors, Advances in Applied
Mechanics, volume 33, pages 295–361. Academic Press, New-York, 1997.
[27] N.A. Fleck and J.W. Hutchinson. A reformulation of strain gradient plasticity. J. Mech. Phys. Solids, 49:2245–2271, 2001.
[28] S. Forest and R. Sedlacek. Plastic slip distribution in two-phase laminate microstructures: dislocation-based versus generalized
continuum approach. Phil. Mag., 83:245–276, 2003.
[29] S. Forest, R. Sievert, and E.C. Aifantis. Strain gradient crystal plasticity: thermodynamical formulations and applications. J.
Mech. Beh. Mat., 13:219–232, 2002.
[30] I.D. Ghiba, P. Neff, A. Madeo, and I. Münch. A variant of the linear isotropic indeterminate couple stress model with symmet-
ric local force-stress, symmetric nonlocal force-stress, symmetric couple-stresses and complete traction boundary conditions.
accepted, Math. Mech. Solids, Preprint arXiv:1504.00868, 2015.
[31] I.D. Ghiba, P. Neff, A. Madeo, L. Placidi, and G. Rosi. The relaxed linear micromorphic continuum: Existence, uniqueness
and continuous dependence in dynamics. Math. Mech. Solids, doi: 10.1177/1081286513516972, 2014.
[32] V. Girault and P.A. Raviart. Finite Element Approximation of the Navier-Stokes Equations., volume 749 of Lect. Notes Math.
Springer, Heidelberg, 1979.
[33] P.A. Gourgiotis and H.G. Georgiadis. An approach based on distributed dislocations and disclinations for crack problems in
couple-stress elasticity. Int. J. Solids Struct., 45(21):5521–5539, 2008.
[34] P.A. Gourgiotis and H.G. Georgiadis. Torsional and SH surface waves in an isotropic and homogenous elastic half-space
characterized by the Toupin–Mindlin gradient theory. Int. J. Solids Struct., 62:217–228, 2015.
[35] G. Grioli. Elasticitá asimmetrica. Ann. Mat. Pura Appl., Ser. IV, 50:389–417, 1960.
[36] G. Grioli. Microstructures as a refinement of Cauchy theory. Problems of physical concreteness. Cont. Mech. Thermodyn.,
15(5):441–450, 2003.
[37] M.E. Gurtin, E. Fried, and L. Anand. The mechanics and thermodynamics of continua. Cambridge University Press, 2010.
[38] A. Hadjesfandiari and G.F. Dargush. Polar continuum mechanics. Preprint arXiv:1009.3252, 2010.
[39] A. Hadjesfandiari and G.F. Dargush. Couple stress theory for solids. Int. J. Solids Struct., 48(18):2496–2510, 2011.
[40] A. Hadjesfandiari and G.F. Dargush. Fundamental solutions for isotropic size-dependent couple stress elasticity. Int. J. Solids
Struct., 50(9):1253–1265, 2013.
[41] A.R. Hadjesfandiari. On the skew-symmetric character of the couple-stress tensor. Preprint arXiv:1303.3569, 2013.
[42] A.R. Hadjesfandiari and G.F. Dargush. Couple stress theory for solids. Int. J. Solids Struct., 48:2496–2510, 2011.
[43] A.R. Hadjesfandiari and G.F. Dargush. Evolution of generalized couple-stress continuum theories: a critical analysis. Preprint
arXiv:1501.03112, 2015.
[44] A. Javili, F. dell’Isola, and P. Steinmann. Geometrically nonlinear higher-gradient elasticity with energetic boundaries. J.
Mech. Phys. Solids, 61(12):2381–2401, 2013.
[45] J. Jeong and P. Neff. Existence, uniqueness and stability in linear Cosserat elasticity for weakest curvature conditions. Math.
Mech. Solids, 15(1):78–95, 2010.
[46] J. Jeong, H. Ramezani, I. Münch, and P. Neff. A numerical study for linear isotropic Cosserat elasticity with conformally
invariant curvature. Z. Angew. Math. Mech., 89(7):552–569, 2009.
[47] W.T. Koiter. Couple stresses in the theory of elasticity I,II. Proc. Kon. Ned. Akad. Wetenschap, B 67:17–44, 1964.
[48] M. Lazar, G.A. Maugin, and A.C. Aifantis. Dislocations in second strain gradient elasticity. Int. J. Solids Struct., 43(6):1787–
1817, 2006.
[49] R. Leis. Initial Boundary Value problems in Mathematical Physics. Teubner, Stuttgart, 1986.
29
[50] V.A. Lubarda. The effects of couple stresses on dislocation strain energy. Int. J. Solids Struct., 40(15):3807–3826, 2003.
[51] A. Madeo, M. Ferretti, F. dell’Isola, and P. Boisse. Thick fibrous composite reinforcements behave as special second gradient
materials: three point bending of 3D interlocks. to appear in Z. Angew. Math. Phys., doi: 10.1007/s00033-015-0496-z, 2015.
[52] A. Madeo, D. George, T. Lekszycki, M. Nierenberger, and Y. Rémond. A second gradient continuum model accounting for
some effects of micro-structure on reconstructed bone remodelling. Comptes Rendus Mécanique, 340(8):575–589, 2012.
[53] A. Madeo, P. Neff, I.D. Ghiba, L. Placidi, and G. Rosi. Band gaps in the relaxed linear micromorphic continuum. Z. Angew.
Math. Mech., doi 10.1002 / zamm.201400036, 2014.
[54] A. Madeo, P. Neff, I.D. Ghiba, L. Placidi, and G. Rosi. Wave propagation in relaxed linear micromorphic continua: modelling
metamaterials with frequency band-gaps. Cont. Mech. Therm., doi 10.1007/s00161-013-0329-2, 2014.
[55] G.A. Maugin. The method of virtual power in continuum mechanics: application to coupled fields. Acta Mech., 35(1-2):1–70,
1980.
[56] G.A. Maugin. The principle of virtual power: from eliminating metaphysical forces to providing an efficient modelling tool.
In memory of Paul Germain (1920-2009). Cont. Mech. Thermodyn., 25:127–146, 2013.
[57] G.A. Maugin. Continuum Mechanics Through the Eighteenth and Nineteenth Centuries: Historical Perspectives from John
Bernoulli (1727) to Ernst Hellinger (1914), volume 214. Springer, 2014.
[58] A. Mielke. Existence theory for finite-strain crystal plasticity with gradient regularization. In IUTAM Symposium on Varia-
tional Concepts with Applications to the Mechanics of Materials, pages 171–183. Springer, 2010.
[59] R.D. Mindlin and H.F. Tiersten. Effects of couple stresses in linear elasticity. Arch. Rat. Mech. Anal., 11:415–447, 1962.
[60] R.D. Mindlin and N.N. Eshel. On first strain-gradient theories in linear elasticity. Int. J. Solids Struct., 4:109–124, 1968.
[61] I. Münch, P. Neff, A. Madeo, and I.D. Ghiba. The modified indeterminate couple stress model: Why Yang’s et al. argu-
ments motivating a symmetric couple stress tensor contain a gap and why the couple stress tensor may be chosen symmetric
nevertheless. in preparation, 2015.
[62] P. Neff. Existence of minimizers for a finite-strain micromorphic elastic solid. Proc. Roy. Soc. Edinb. A, 136:997–1012, 2006.
[63] P. Neff, K. Chełmiński, and H.D. Alber. Notes on strain gradient plasticity. Finite strain covariant modelling and global
existence in the infinitesimal rate-independent case. Math. Mod. Meth. Appl. Sci., 19(2):1–40, 2009.
[64] P. Neff and S. Forest. A geometrically exact micromorphic model for elastic metallic foams accounting for affine microstructure.
Modelling, existence of minimizers, identification of moduli and computational results. J. Elasticity, 87:239–276, 2007.
[65] P. Neff, I.D. Ghiba, M. Lazar, and A. Madeo. The relaxed linear micromorphic continuum: well-posedness of the static problem
and relations to the gauge theory of dislocations. Q. J. Mech. Appl. Math., 68:53–84, 2015.
[66] P. Neff, I.D. Ghiba, A. Madeo, and I. Münch. Correct traction boundary conditions in the indeterminate couple stress model.
submitted, Preprint arXiv:1504.00448, 2015.
[67] P. Neff, I.D. Ghiba, A. Madeo, L. Placidi, and G. Rosi. A unifying perspective: the relaxed linear micromorphic continuum.
Cont. Mech. Therm., 26:639–681, 2014.
[68] P. Neff and J. Jeong. A new paradigm: the linear isotropic Cosserat model with conformally invariant curvature energy. Z.
Angew. Math. Mech., 89(2):107–122, 2009.
[69] P. Neff, J. Jeong, and A. Fischle. Stable identification of linear isotropic Cosserat parameters: bounded stiffness in bending
and torsion implies conformal invariance of curvature. Acta Mech., 211(3-4):237–249, 2010.
[70] P. Neff, J. Jeong, I. Münch, and H. Ramezani. Mean field modeling of isotropic random Cauchy elasticity versus microstretch
elasticity. Z. Angew. Math. Phys., 3(60):479–497, 2009.
[71] P. Neff, J. Jeong, I. Münch, and H. Ramezani. Linear Cosserat Elasticity, Conformal Curvature and Bounded Stiffness. In G.A.
Maugin and V.A. Metrikine, editors, Mechanics of Generalized Continua. One hundred years after the Cosserats, volume 21
of Advances in Mechanics and Mathematics, pages 55–63. Springer, Berlin, 2010.
[72] P. Neff, J. Jeong, and H. Ramezani. Subgrid interaction and micro-randomness - novel invariance requirements in infinitesimal
gradient elasticity. Int. J. Solids Struct., 46(25-26):4261–4276, 2009.
[73] P. Neff, I. Münch, I.D. Ghiba, and A. Madeo. On some fundamental misunderstandings in the indeterminate couple stress
model. A comment on the recent papers [A.R. Hadjesfandiari and G.F. Dargush, Couple stress theory for solids, Int. J. Solids
Struct. 48, 2496–2510, 2011; A.R. Hadjesfandiari and G.F. Dargush, Fundamental solutions for isotropic size-dependent couple
stress elasticity, Int. J. Solids Struct. 50, 1253–1265, 2013.]. Preprint arXiv:1504.03105, accepted, Int. J. Solids Struct., 2015.
[74] S.K. Park and X.L. Gao. Variational formulation of a simplified strain gradient elasticity theory and its application to a
pressurized thick-walled cylinder problem. Int. J. Solids Struct., 44:7486–7499, 2007.
[75] S.K. Park and X.L. Gao. Variational formulation of a modified couple stress theory and its application to a simple shear
problem. Z. Angew. Math. Phys., 59:904–917, 2008.
[76] L. Placidi. A variational approach for a nonlinear 1-dimensional second gradient continuum damage model. Continuum
Mechanics and Thermodynamics, pages 1–16, 2014.
[77] L. Placidi, G. Rosi, I. Giorgio, and A. Madeo. Reflection and transmission of plane waves at surfaces carrying material
properties and embedded in second gradient materials. Math. Mech. Solids, DOI: 10.1177/1081286512474016, 2013.
[78] A. Rinaldi and L. Placidi. A microscale second gradient approximation of the damage parameter of quasi-brittle heterogeneous
lattices. Z. Angew. Math. Mech., 94(10):862–877, 2014.
30
[79] G. Rosi, I. Giorgio, and V.A. Eremeyev. Propagation of linear compression waves through plane interfacial layers and mass
adsorption in second gradient fluids. Z. Angew. Math. Mech., DOI: 10.1002/zamm.201200285, 2013.
[80] G. Sciarra, F. dell’Isola, and O. Coussy. Second gradient poromechanics. Int. J. Solids Struct., 44:6607–6629, 2007.
[81] P. Seppecher. Etude d’une Modelisation des Zones Capillaires Fluides: Interfaces et Lignes de Contact. Ph.D-Thesis, Ecole
Nationale Superieure de Techniques Avancees, Université Pierre et Marie Curie, Paris, 1987.
[82] M. Sokolowski. Theory of Couple Stresses in Bodies with Constrained Rotations., volume 26 of International Center for
Mechanical Sciences CISM: Courses and Lectures. Springer, Wien, 1972.
[83] M. Spivak. A comprehensive introduction to differential geometry. Wilmington, DE: Publish or Perish Inc., I and II (2nd
edn.), 1979.
[84] B. Svendsen, P. Neff, and A. Menzel. On constitutive and configurational aspects of models for gradient continua with
microstructure. Z. Angew. Math. Mech., 89(8):687–697, 2009.
[85] H.F. Tiersten and J.L. Bleustein. Generalized elastic continua. In G. Herrmann, editor, R.D. Mindlin and Applied Mechanics,
pages 67–103. Pergamon Press, 1974.
[86] R.A. Toupin. Elastic materials with couple stresses. Arch. Rat. Mech. Anal., 11:385–413, 1962.
[87] R.A. Toupin. Theory of elasticity with couple stresses. Arch. Rat. Mech. Anal., 17:85–112, 1964.
[88] F. Yang, A.C.M. Chong, D.C.C. Lam, and P. Tong. Couple stress based strain gradient theory for elasticity. Int. J. Solids
Struct., 39:2731–2743, 2002.
[89] T. Zisis, P.A. Gourgiotis, K.P. Baxevanakis, and H.G. Georgiadis. Some basic contact problems in couple stress elasticity. Int.
J. Solids Struct., 51(11):2084–2095, 2014.
Appendix
A.1 First variation of a second gradient action functional and principle of virtual
power in compact form
In this section we basically propose again the calculations concerning the first variation of a second gradient action functional by
means of a compact notation instead of using Levi-Civita index notation as done instead in Section 3.1. To this purpose, let us
consider the second gradient energy W (∇u,∇∇u) = W (∇u) +Wcurv(∇∇u) and the associated action functional in the static case
(no inertia considered here)
A = −
∫
Ω
W (∇u,∇∇u) dv = −
∫
Ω
[W (∇u) +Wcurv(∇∇u)] dv.
The first variation of the action functional can be interpreted as the power of internal actions P int of the considered system and
can be computed as follows
P int = δA = −
∫
Ω
(〈D∇uW (∇u),∇δu〉+ 〈D∇∇uWcurv(∇∇u),∇∇δu〉) dv,
Integrating a first time by parts and using the divergence theorem we get
δA =
∫
Ω
〈Div[D∇uW (∇u)], δu〉 dv −
∫
∂Ω
〈D∇uW (∇u) · n, δu〉 da
−
∫
∂Ω
〈D∇∇uWcurv(∇∇u) · n,∇δu〉 da+
∫
Ω
Div[D∇∇uWcurv(∇∇u)],∇δu〉 dv.
Integrating again by parts the last bulk term we get
δA =−
∫
∂Ω
〈{D∇uW (∇u)−Div[D∇∇uWcurv(∇∇u)]} · n, δu〉 da
+
∫
Ω
〈Div {D∇uW (∇u)−Div[D∇∇uWcurv(∇∇u)]} , δu〉 dv −
∫
∂Ω
〈D∇∇uWcurv(∇∇u) · n,∇δu〉 da,
which can also be rewritten as
δA =−
∫
∂Ω
〈{σ −Div[m]} · n, δu〉 da+
∫
Ω
〈Div {σ −Div[m]} , δu〉 dv −
∫
∂Ω
〈m · n,∇δu〉 da (A.1)
if one sets
σ = D∇uW (∇u), m = D∇∇uWcurv(∇∇u).
Using the brief digression concerning differential geometry (see Section 1.3) and recalling the properties (1.12), we can now ulteriorly
manipulate the last term in eq. (A.1) as follows
〈m · n,∇δu〉 = 〈m · n,∇δu1〉 = 〈m · n,∇δu (T +Q)〉 = 〈(m · n) · T,∇δu〉+ 〈m · n, (∇δu) ·Q〉 (A.2)
= 〈(m · n) · T · T,∇δu〉+ 〈m · n, (∇δu) ·Q〉 = 〈T, T · (m · n)T · ∇δu〉+ 〈m · n, (∇δu) · (n⊗ n)〉
= 〈T, T · (m · n)T · ∇δu〉+ 〈{n⊗ [(∇δu) · n]}m · n,1〉 = 〈T, T · (m · n)T · ∇δu〉+ 〈n⊗ {(m · n)T · (∇δu) · n},1〉
= 〈T, T · (m · n)T · ∇δu〉+ 〈n, (m · n)T · (∇δu) · n〉 = 〈T, T · (m · n)T · ∇δu〉+ 〈(m · n) · n, (∇δu) · n〉.
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We can hence recognize in the last term of this formula that the normal derivative
(
∂δu
∂n
)
i
= [(∇δu) · n]i = δui,hnh of the
displacement field appears. As for the other term, it can be still manipulated, suitably integrating by parts for Γ an open subset
of ∂Ω and then using the surface divergence theorem (1.17), so that we can finally write∫
∂Ω
〈m · n,∇δu〉 da =
∫
∂Ω
〈T,∇[T · (m · n)T · δu]−∇[T · (m · n)T ] · δu〉 da+
∫
∂Ω
〈(m · n) · n, (∇δu) · n〉 da
=
∫
∂Γ
J〈(m · n)T · δu, ν〉K ds− ∫
∂Ω
〈T,∇[T · (m · n)T ] · δu〉 da+
∫
∂Ω
〈(m · n) · n, (∇δu) · n〉 da
=
∫
∂Γ
J〈(m · n) · ν, δu〉K ds− ∫
∂Ω
〈∇[(m · n) · T ] : T, δu〉 da+
∫
∂Ω
〈(m · n) · n, (∇δu) · n〉 da. (A.3)
The final variation of the second gradient action functional given in (A.1), can hence be finally written as
δA =
∫
Ω
〈Div {σ −Div[m]} , δu〉 dv −
∫
∂Ω
〈{σ −Div[m]} · n−∇[(m · n) · T ] : T, δu〉 da
−
∫
∂Ω
〈(m · n) · n, (∇δu) · n〉 da−
∫
∂Γ
J〈(m · n) · ν, δu〉K ds, (A.4)
which is directly comparable with eq. (3.7) obtained by means of calculations via Levi-Civita index notation. If now one recalls the
principle of virtual powers according to which a given system is in equilibrium if and only if the power of internal forces is equal to
the power of external forces, it is straightforward that the expression (A.4) naturally suggests which is the correct expression for
the power of external forces that a second gradient continuum may sustain, namely:
Pext =
∫
Ω
〈fext, δu〉 dv +
∫
∂Ω\Γ
〈text, δu〉 da+
∫
∂Ω\Γ
〈Mext, (∇δu) · n〉 da+
∫
∂Γ
〈piext, δu〉 ds,
where
• fext are external bulk forces (expending power on displacement),
• text are external surface forces (expending power on displacement),
• Mext are external surface double-forces (expending power on the normal derivative of displacement) and
• piext are external line forces (expending power on displacement).
Imposing that P int = −Pext and localizing, one can get the strong form of the equations of motion and associated boundary
conditions for a second gradient continuum.
A.2 Some useful relationships between the third order hyperstress tensor and the
second order couple stress tensor for the indeterminate couple stress model
Let us consider the third order couple stress tensor
m˜ =α1∇ [skew (∇u)] + 1
4
(α1 − α2) [∇ (Div u)⊗ 1−Div (∇u)⊗ 1] (A.5)
+
1
4
(α1 − α2)
[
(Div (∇u)⊗ 1)T12 − (∇ (Div u)⊗ 1)T12
]
,
together with the second order couple stress tensor
m˜ =
α1 + α2
2
∇curlu+ α1 − α2
2
∇(curlu)T = α1 dev sym(∇curlu) + α2 skew(∇curlu). (A.6)
It can be checked that, suitably deriving eq. (3.17) one gets
(Div m˜)ij = m˜ijk,k =
α1
2
(
ui,jkk − uj,ikk
)
+
1
4
(α1 − α2) [up,ipj − ui,ppj + uj,ppi − up,jpi] = α1 + α2
4
(ui,j − uj,i),kk , (A.7)
or equivalently in compact form
Div m˜ =
α1 + α2
2
∆(skew∇u). (A.8)
On the other hand, one has that
1
2
[anti Div m˜]ij = −
1
2
ijpm˜pm,m = −1
2
ijp
(
α1 + α2
2
pqkuk,qmm +
α1 − α2
2
mqkuk,qpm
)
=
α1 + α2
4
(δqjδik − δqjδjk) uk,qmm
+
α1 − α2
4
(−δmiδqjδkp + δmiδqpδkj + δmjδqiδkp − δmjδqpδki − δmpδqiδkj + δmpδqjδki) uk,qpm
=
α1 + α2
4
(ui,jmm − uj,imm) + α1 − α2
4
(−up,jpi + uj,ppi + up,ipj − ui,ppj − uj,ipp + ui,jpp)
=
α1 + α2
4
(ui,j − uj,i)mm .
32
This relationship, together with (A.7) and (A.8) implies the relationship (3.26).
As for proving the equalities (3.26)-(3.29), we start remarking that
(m˜ · n)ij =
α1
2
(
ui,jk − uj,ik
)
nk +
1
4
(α1 − α2)
[
up,ipδjk − ui,ppδjk + uj,ppδik − up,jpδik
]
nk
=
α1
2
(ui,j − uj,i),k nk +
1
4
(α1 − α2) [up,ipnj − ui,ppnj + uj,ppni − up,jpni] ,
which in compact form equivalently reads
m˜ · n =α1 [∇ (skew∇u)] · n+ 1
4
(α1 − α2) [∇ (Div u)⊗ n−Div (∇u)⊗ n]
=− 1
4
(α1 − α2) [(∇ (Div u)⊗ n)− (Div (∇u)⊗ n)]T
=α1 [∇ (skew∇u)] · n+ (α1 − α2)
2
skew [∇ (Div u)⊗ n−Div (∇u)⊗ n] .
On the other hand, using the notations introduced in (1.3), one has that[
1
2
anti (m˜ · n)
]
ij
= − 1
2
ijkm˜kmnm = −
1
2
ijk
(
α1 + α2
2
kpquq,pm +
α1 − α2
2
mpquq,pk
)
nm,
= − α1 + α2
4
(δipδjq − δiqδjp)uq,pmnm
+
α1 − α2
4
(−δmiδjpδkq + δmiδqjδkp + δipδjmδkq − δipδqjδkm − δkpδqiδmj + δmkδpjδqi)uq,pknm
=
α1 + α2
4
(ui,j − uj,i),mnm + α1 − α2
4
(ui,jmnm − uj,imnm − uq,jqni + uj,ppni + uq,iqnj − ui,ppnj)
=
α1
2
(ui,j − uj,i),mnm + α1 − α2
4
(uq,iqnj − ui,ppnjuj,ppni − uq,jqni) .
This relation, when compared to (A.9) finally allows to prove that
m˜ · n = 1
2
anti (m˜ · n) =α1 [∇ (skew∇u)] · n+ (α1 − α2)
2
skew [∇ (Div u)⊗ n−Div (∇u)⊗ n] .
It is clear that, since also in this case m˜ · n = 1
2
anti (m˜ · n), then (3.26)-(3.29) are straightforwardly verified.
A.3 Some alternative calculations useful to rewrite the governing equations and
boundary conditions in a form which is directly comparable to Mindlin’s one
In this subsection we just report some alternative calculations to obtain the same results as before, so that they are not
uncontournable to the understanding of the main results of the paper. Indeed, the result of the first part of this sections
can also be re-obtained remarking that
∇[(anti[m˜ · n]) · T ]−∇[(anti[(1− n⊗ n) · m˜ · n]) · T ] = ∇[(anti[(n⊗ n) · m˜ · n]) · T ]
= ∇[(anti[n 〈n, (sym m˜) · n〉]) · T ] = ∇[ 〈n, (sym m˜) · n〉 anti(n) · T ] (A.9)
and
anti(n) (n⊗ n) = (anti(n)n)⊗ n = (n× n)⊗ n = 0,
(n⊗ n) anti(n) = −n⊗ (anti(n)n) = −n⊗ (n× n) = 0. (A.10)
and also that(∇[〈n,(sym m˜) · n〉 anti(n) · T ] : T )i = [〈n, (sym m˜) · n〉 anti(n) (1− n⊗ n) ]ij,k Tjk
=[〈n, (sym m˜) · n〉 anti(n)]ij,k Tjk − [〈n, (sym m˜) · n〉 anti(n) (n⊗ n) ]ij,k Tjk
=[〈n, (sym m˜) · n〉 anti(n)]ij,k Tjk (A.11)
=[〈n, (sym m˜) · n〉],k [anti(n)]ij Tjk + 〈n, (sym m˜) · n〉 [anti(n)]ij,k Tjk
=[〈n, (sym m˜) · n〉],k [anti(n)]ij δjk − [〈n, (sym m˜) · n〉],k [anti(n)]ij njnk + 〈n, (sym m˜) · n〉 [anti(n)]ij,k Tjk
=[〈n, (sym m˜) · n〉],k [anti(n)]ik − [〈n, (sym m˜) · n〉],k [anti(n)]ij njnk + 〈n, (sym m˜) · n〉 [anti(n)]ij,k Tjk
=− {n×∇[〈n, (sym m˜) · n〉]}i − [〈n, (sym m˜) · n〉],k [anti(n)]ij (n⊗ n)jk + 〈n, (sym m˜) · n〉 [anti(n)]ij,k Tjk
=− {n×∇[〈n, (sym m˜) · n〉]}i − [〈n, (sym m˜) · n〉],k [anti(n) (n⊗ n)]ik + 〈n, (sym m˜) · n〉 [anti(n)]ij,k Tjk
=− {n×∇[〈n, (sym m˜) · n〉]}i + 〈n, (sym m˜) · n〉 [anti(n)]ij,k Tjk.
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A.4 The missing steps in Mindlin and Tiersten’s classical approach
In this section, we present once again the reasoning followed by Mindlin and Tiersten to obtain their set of bulk equations and
boundary conditions trying to highlight the points in which their approach had to be further developed.
We start our analysis, remarking that the quantity 〈m˜·n, (1−n⊗n)·[axl(skew∇δu)]〉 still does contain contributions performing
work against δu alone (even though there is a projection 1− n⊗ n involved), which can be assigned arbitrarily and are therefore
somehow related to independent variation δu. This case is not similar with the Cosserat theory in which we assume a priori that
displacement u and microrotation A ∈ so(3) are independent kinematical degrees of freedom. On the other hand, the indeterminate
couple stress model is not simply obtained as a constraint Cosserat model [82], i.e. assuming that A = axl skew∇u. In the
indeterminate couple stress model the only independent kinematical degree of freedom is u. We believe that the indeterminate
couple stress model constructed as a constraint Cosserat model represents only an approximation of the indeterminate couple stress
model, in the sense that the boundary conditions are not correctly and completely considered.
Indeed, using the projectors (T = 1− n⊗ n and Q = n⊗ n) we obtain
〈[(1− n⊗ n) · m˜ · n], curl δu〉 = 〈anti[(1− n⊗ n) · m˜ · n] · 1,∇δu〉 = 〈anti[(1− n⊗ n) · m˜ · n] · (T +Q),∇δu〉
= 〈anti[(1− n⊗ n) · m˜ · n] · T,∇δu〉+ 〈anti[(1− n⊗ n) · m˜ · n] ·Q,∇δu〉
= 〈anti[(1− n⊗ n) · m˜ · n] · T · T,∇δu〉+ 〈anti[(1− n⊗ n) · m˜ · n]∇δu ·Q〉 da (A.12)
= 〈T, T · anti[(1− n⊗ n) · m˜ · n]T · ∇δu〉+ 〈anti[(1− n⊗ n) · m˜ · n],∇δu ·Q〉
= −〈T, T · anti[(1− n⊗ n) · m˜ · n] · ∇δu〉+ 〈anti[(1− n⊗ n) · m˜ · n],∇δu ·Q〉.
On the other hand we have
〈anti[(1− n⊗ n) · m˜ · n],∇δu ·Q〉 = 〈anti[(1− n⊗ n) · m˜ · n],∇δu · (n⊗ n)〉
=〈anti[(1− n⊗ n) · m˜ · n] · n,∇δu · n〉
= 〈(1− n⊗ n) · anti[(1− n⊗ n) · m˜ · n] · n,∇δu · n〉 (A.13)
+ 〈(n⊗ n) · anti[(1− n⊗ n) · m˜ · n] · n,∇δu · n〉
= 〈(1− n⊗ n) · anti[(1− n⊗ n) · m˜ · n] · n,∇δu · n〉
− 〈n⊗ [anti[(1− n⊗ n) · m˜ · n] · n] · n,∇δu · n〉
= 〈(1− n⊗ n) · anti[(1− n⊗ n) · m˜ · n] · n,∇δu · n〉
− 〈n〈[anti(m˜ · n) · n], n〉,∇δu · n〉
= 〈(1− n⊗ n) · anti[(1− n⊗ n) · m˜ · n] · n,∇δu · n〉
− 〈anti[(1− n⊗ n) · m˜ · n] · n, n〉 〈n,∇δu · n〉
and, moreover,
〈anti[(1− n⊗ n) · m˜ · n]︸ ︷︷ ︸
∈so(3)
·n, n〉 = 0. (A.14)
Hence
〈anti[(1− n⊗ n) · m˜ · n],∇δu ·Q〉 = 〈(1− n⊗ n) · anti[(1− n⊗ n) · m˜ · n] · n,∇δu · n〉. (A.15)
Thus, we deduce
〈m˜ · n, (1− n⊗ n) · curl δu︸ ︷︷ ︸
not completely independent
second order variation
〉 =− 〈T, T · (anti[(1− n⊗ n) · m˜ · n]) · ∇δu〉 (A.16)
+ 〈(1− n⊗ n) · anti[(1− n⊗ n) · m˜ · n] · n, ∇δu · n︸ ︷︷ ︸
completely δu -independent second
order normal variation of gradient
〉.
Since
{∇[T · (anti[(1− n⊗ n) · m˜ · n]) · δu︸ ︷︷ ︸
∈R3
]}ik = {T · (anti[(1− n⊗ n) · m˜ · n]) · δu}i,k
= {(T · (anti[(1− n⊗ n) · m˜ · n]))
ij
(δu)j},k
=
(
T · (anti[(1− n⊗ n) · m˜ · n]))
ij,k
(δu)j +
(
T · (anti[(1− n⊗ n) · m˜ · n]))
ij
(δu)j,k (A.17)
=
(
T · (anti[(1− n⊗ n) · m˜ · n]))
ij,k
(δu)j +
(
T · (anti[(1− n⊗ n) · m˜ · n]))
ij
(∇δu)jk
=
(
T · (anti[(1− n⊗ n) · m˜ · n]))
ij,k
(δu)j + {T · (anti[(1− n⊗ n) · m˜ · n]) · ∇δu}ik
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using the surface divergence theorem5 we obtain∫
∂Ω
〈m˜ · n, (1− n⊗ n) · curl δu〉 da =−
∫
∂Ω
〈T,∇[T · (anti[(1− n⊗ n) · m˜ · n]) · δu]〉 da
+
∫
∂Ω
Tik
(
T · (anti[(1− n⊗ n) · m˜ · n]))
ij,k
(δu)j da
+
∫
∂Ω
〈(1− n⊗ n) · anti[(1− n⊗ n) · m˜ · n] · n,∇δu · n〉 da
surface
divergence
= −
∫
∂Γ
J〈anti[(1− n⊗ n) · m˜ · n])δu , ν〉K ds (A.18)
+
∫
∂Ω
(
T · (anti[(1− n⊗ n) · m˜ · n]))
ij,k
Tik (δu)j da
+
∫
∂Ω
〈(1− n⊗ n) · anti[(1− n⊗ n) · m˜ · n] · n,∇δu · n〉 da
=
∫
∂Ω
〈(1− n⊗ n) · anti[(1− n⊗ n) · m˜ · n] · n,∇δu · n〉 da
+
∫
∂Ω
(
T · (anti[(1− n⊗ n) · m˜ · n]))
ij,k
Tik (δu)j da
+
∫
∂Γ
〈Janti[(1− n⊗ n) · m˜ · n] · νK, δu〉 ds.
On the other hand, we have(
T · (anti[(1− n⊗ n) · m˜ · n]))
ij
= Til(anti[(1− n⊗ n) · m˜ · n])lj
= −Til(anti[(1− n⊗ n) · m˜ · n])jl = −Tli(anti[(1− n⊗ n) · m˜ · n])jl (A.19)
= −(anti[(1− n⊗ n) · m˜ · n])jlTli = −{(anti[(1− n⊗ n) · m˜ · n]) · T}ji.
Hence, we deduce (
T · (anti[(1− n⊗ n) · m˜ · n]))
ij,k
Tik = −{(anti[(1− n⊗ n) · m˜ · n]) · T}ji,k Tik (A.20)
= −(∇[(anti[(1− n⊗ n) · m˜ · n]) · T ] : T )
j
.
In view of the above computations, we deduce
−
∫
∂Ω
〈(σ − τ˜) · n, δu〉 da−
∫
∂Ω
〈m˜ · n, axl(skew∇δu)〉 da
=−
∫
∂Ω
〈 (σ − τ˜) · n− 1
2
n×∇[〈n, (sym m˜) · n〉]︸ ︷︷ ︸
classical first boundary term of Mindlin, Gao, Yang, etc.
, δu〉 da−
∫
∂Ω
〈m˜ · n, (1− n⊗ n) · [axl(skew∇δu)]〉︸ ︷︷ ︸
classical second boundary term of
Mindlin, Gao, Yang, etc.
da
...must be split further to obtain strongly independent variations... (A.21)
=−
∫
∂Ω
〈(σ − 1
2
anti Div[m˜]) · n− 1
2
n×∇[〈n, (sym m˜) · n〉]− 1
2
∇[(anti[(1− n⊗ n) · m˜ · n]) · T ] : T, δu〉 da
− 1
2
∫
∂Ω
〈(1− n⊗ n) · anti[(1− n⊗ n) · m˜ · n] · n,∇δu · n〉︸ ︷︷ ︸
completely δu-independent second
order normal variation of gradient
da
− 1
2
∫
∂Γ
〈Janti[(1− n⊗ n) · m˜ · n] · νK, δu〉 ds (A.22)
for all variations δu ∈ C∞(Ω). Note that ∂(∂Ω \ Γ) = ∂Γ. Hence, there are indeed two terms
(σ − 1
2
anti Div[m˜]) · n− 1
2
n×∇[〈n, (sym m˜) · n〉]− 1
2
∇[(anti[(1− n⊗ n) · m˜ · n]) · T ] : T
and Janti[(1− n⊗ n) · m˜ · n] · νK
which perform work against δu, while only the term
(1− n⊗ n) · anti[(1− n⊗ n) · m˜ · n] · n
is related solely to the independent second order normal variation of the gradient ∇δu · n. This split of the boundary condition is
not the one as obtained e.g. by Gao and Park [75] among others and seems to be entirely new in the context of the couple stress
model.
5The surface divergence theorem in this context reads
∫
∂Ω〈∇(T v), T 〉 da =
∫
∂ΓJ〈v, ν〉K ds, see (1.15).
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A.5 The proof of Lemma 2.3
In other words, this lemma implies that, for any tangential vector field τi on Γ ⊂ ∂Ω
u
∣∣
Γ
= uext,
〈curlu, τi〉
∣∣
Γ
= known
}
⇔
{
u
∣∣
Γ
= uext,
〈∇u · n, τi〉
∣∣
Γ
= known ,
. (A.23)
Since u ∈ C∞(Ω), on the one hand we obtain
u
∣∣
Γ
= uext
(Stokes)⇒ also 〈curlu, n〉∣∣
Γ
= known),
〈curlu, τi〉
∣∣
Γ
= known
 ⇔
{
u
∣∣
Γ
= uext,
curlu
∣∣
Γ
= known
(A.24)
⇔
{
u
∣∣
Γ
= uext,
skew∇u ∣∣
Γ
= known.
On the other hand we deduce
u
∣∣
Γ
= uext (⇒ also ∇u. τi
∣∣
Γ
= known) ⇔

u
∣∣
Γ
= uext,
〈∇u. τi, τi〉
∣∣
Γ
= known
〈τi, (∇u)T . τi〉
∣∣
Γ
= known,
〈∇u. τi, n〉
∣∣
Γ
= known,
〈τi, (∇u)T · n〉
∣∣
Γ
= known
〈∇u · n, τi〉
∣∣
Γ
= 〈b0, τi〉 ⇔ 〈n, (∇u)T · τi〉
∣∣
Γ
= 〈b0, τi〉

(A.25)
⇔

u
∣∣
Γ
= uext,
(∇u)T · τi
∣∣
Γ
= known,
(∇u) · τi
∣∣
Γ
= known
⇔

u
∣∣
Γ
= uext,
(skew∇u) · τi
∣∣
Γ
= known,
(sym∇u) · τi
∣∣
Γ
= known.
Until now, we have obtained
u
∣∣
Γ
= uext,
(1− n⊗ n) · curlu∣∣
Γ
= known
}
⇔

u
∣∣
Γ
= uext,
∇u · τi
∣∣
Γ
= known,
skew∇u ∣∣
Γ
= known
⇔

u
∣∣
Γ
= uext,
∇u · τi
∣∣
Γ
= known,
(skew∇u) · τi
∣∣
Γ
= known,
(skew∇u) · n∣∣
Γ
= known
⇔

u
∣∣
Γ
= uext,
∇u · τi
∣∣
Γ
= known,
(sym∇u) · τi
∣∣
Γ
= known,
(skew∇u) · τi
∣∣
Γ
= known,
(skew∇u) · n∣∣
Γ
= known,
(A.26)
while
u
∣∣
Γ
= uext,
(1− n⊗ n) · ∇u · n∣∣
Γ
= known
}
⇔

u
∣∣
∂Ω
= uext,
∇u · τi
∣∣
Γ
= known,
(skew∇u) · τi
∣∣
Γ
= known,
(sym∇u) · τi
∣∣
Γ
= known.
(A.27)
The only one boundary condition which appears in the last term of (A.26) but does not appear in the last term of (A.27) is
(skew∇u) · n∣∣
Γ
= known. However, (skew∇u) · τi
∣∣
Γ
= known implies also (skew∇u) · n∣∣
Γ
= known, since
〈(skew∇u) · n, n〉 = 0 always,
〈(skew∇u) · n, τi〉 = −〈n, (skew∇u) · τi〉 = known.
}
⇔ (skew∇u) · n = known. (A.28)
Therefore, by eliminating the redundant information we obtain
u
∣∣
Γ
= uext,
(1− n⊗ n) · curlu∣∣
Γ
= known
}
⇔
{
u
∣∣
Γ
= uext,
(skew∇u) · τi
∣∣
Γ
= known,
(A.29)
and
u
∣∣
Γ
= uext,
(1− n⊗ n) · ∇u · n∣∣
Γ
= known
}
⇔
{
u
∣∣
Γ
= uext,
(skew∇u) · τi
∣∣
Γ
= known,
(A.30)
and the proof is complete.
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A.6 The proof of some identities to ulteriorly simplify the traction boundary
conditions
In this appendix we prove some identities which must be used in order to show the equivalence between some traction boundary
conditions. We start by checking that the following identity holds
1
2
(1− n⊗ n) · anti[(1− n⊗ n) · m˜ · n] · n = 1
2
(1− n⊗ n) · anti(m˜ · n) · n. (A.31)
In other words, we have to check if
(1− n⊗ n) · anti[(n⊗ n) · m˜ · n] · n = 0.
But this fact follows immediately from
anti[(n⊗ n) · m˜ · n] · n = anti[n〈n, m˜ · n〉] · n = 〈n, m˜ · n〉 anti[n] · n = 〈n, m˜ · n〉n× n = 〈n, m˜ · n〉 0 = 0.
The final step in order to be able to complete our comparison to Mindlin and Tiersten’s boundary conditions, is to prove thatJanti[m˜ · n] · νK =Janti[(1− n⊗ n) · m˜ · n] · νK (A.32)
holds also true pointwise. To this aim, let us first remark that
[anti[(n⊗ n) · m˜ · n]]± · ν± = [anti[n〈n, m˜ · n〉]]± · ν± = 〈n, [m˜ · n]±〉[anti(n)]± · ν±
= 〈n, [m˜ · n]±〉(n× ν±) = 〈n, [m˜ · n]±〉 τ±, (A.33)
where τ± = n× ν± is tangent to curves ∂Γ, according to the orientation on ∂Ω \ Γ and Γ, respectively.
Hence, we deduce
[anti[(n⊗ n) · m˜ · n]]+ · ν+ + [anti[(n⊗ n) · m˜ · n]]− · ν− = 〈n, [m˜ · n]+〉 τ+ + 〈n, [m˜ · n]−〉 τ−. (A.34)
Therefore, we haveJ[anti[m˜ · n] · νK = ([anti[m˜ · n]]+ − [anti[m˜ · n]]−) · ν
=
(
[anti[(1− n⊗ n) · m˜ · n]]+ − [anti[(1− n⊗ n) · m˜ · n]]−) · ν
− (〈n, [m˜ · n]+〉 τ+ + 〈n, [m˜ · n]−〉 τ−) (A.35)
= Janti[(1− n⊗ n)m˜ · n] · νK− (〈n, [m˜ · n]+〉 τ+ + 〈n, [m˜ · n]−〉 τ−).
Using Stokes theorem and the divergence theorem, we obtain∫
∂Γ
〈〈n, [m˜ · n]+〉 τ+, δu〉 ds+
∫
∂Γ
〈〈n, [m˜ · n]−〉 τ−, δu〉 ds
=
∫
∂Γ
〈τ+, 〈n, [m˜ · n]+〉 δu〉 ds+
∫
∂Γ
〈τ−, 〈n, [m˜ · n]−〉 δu〉 ds
=
∫
∂Ω\Γ
〈n, curl (〈n, m˜ · n〉 δu)〉 da+
∫
Γ
〈n, curl (〈n, m˜ · n〉 δu)〉 da (A.36)
=
∫
∂Ω
〈n, curl (〈n, m˜ · n〉 δu)〉 da =
∫
∂Ω
div[curl (〈n, m˜ · n〉 δu)] dv = 0.
Therefore, we have ∫
∂Γ
〈Janti[m˜ · n] · νK− Janti[(1− n⊗ n) · m˜ · n] · νK, δu〉 ds = 0, (A.37)
for all δu ∈ C∞(Ω). We choose
δu = Janti[m˜ · n] · νK− Janti[(1− n⊗ n) · m˜ · n] · νK (A.38)
and we obtain ∫
∂Γ
‖Janti[m˜ · n] · νK− Janti[(1− n⊗ n) · m˜ · n] · νK‖2 ds = 0. (A.39)
Let us consider an arbitrary parametrization γ : [a, b]→ ∂Γ of the curve ∂Γ. We obtain∫ b
a
(
‖Janti[m˜ · n] · νK− Janti[(1− n⊗ n) · m˜ · n] · νK‖(γ(s)) |γ′(s)|)2 ds = 0,
which implies
‖Janti[m˜ · n] · νK− Janti[(1− n⊗ n) · m˜ · n] · νK‖(γ(s)) = 0, ∀s ∈ [a, b].
Hence
‖Janti[m˜ · n] · νK− Janti[(1− n⊗ n) · m˜ · n] · νK‖ = 0 on ∂Γ
which is equivalent to Janti[m˜ · n] · νK = Janti[(1− n⊗ n) · m˜ · n] · νK on ∂Γ. (A.40)
37
A.7 The proof of Proposition 4.1
First, we prove the following lemma:
Lemma A.1. Let us consider a smooth level surface Σ = {(x1, x2, x3) ∈ R3 |F (x1, x2, x3) = 0},
F : ω ⊂ R3 → R3 of class C2, then it holds true:
∇[anti(n)] : T = 0. (A.41)
Proof. Let us first remark that ∇[anti(n)] : T is well defined, since only the tangential derivative of anti(n) are involved. The
normal vector to the surface Σ is given by
n =
∇F
‖∇F‖ , (n1, n2, n3) =
1√
F,lF,l
(F,1, F,2, F,3). (A.42)
Let us remark that[∇[anti(n)] : T ]
i
= [anti(n)]ij,k Tjk =
[
anti
( ∇F
‖∇F‖
)]
ij,k
Tjk = [‖∇F‖−1 anti(∇F )]ij,k Tjk (A.43)
= [‖∇F‖−1],k[anti(∇F )]ij Tjk + ‖∇F‖−1 [anti(∇F )]ij,k Tjk.
We compute
[‖∇F‖−1],k = [(F,lF,l)−1/2],k = −
1
2
[(F,lF,l)
−3/2] 2 (F,l F,lk) = −‖∇F‖−3 F,l F,lk , (A.44)
anti(n)ij,k = −[ijlF,l],k = −ijlF,lk,
Tjk = δjk − njnk = δjk − ‖∇F‖−2F,jF,k .
Moreover, using (A.10), we have
[anti(∇F )]ij Tjk = [anti(∇F ) · T ]ik = ‖∇F‖ [anti(n) · T ]ik
= ‖∇F‖ [anti(n) · (1− n⊗ n)]ik = ‖∇F‖ [anti(n)]ik = −‖∇F‖ iklnl = −iklF,l. (A.45)
Using (A.44)–(A.45) in (A.43), we obtain[∇[anti(n)] : T ]
i
=
(−‖∇F‖−3 F,l F,lk) (−iksF,s) + ‖∇F‖−1 (−ijlF,lk) (δjk − ‖∇F‖−2F,jF,k)
= ‖∇F‖−3 (iks F,s F,l F,lk + ijlF,lkF,jF,k)− ‖∇F‖−1 ijlF,lkδjk (A.46)
= ‖∇F‖−3 (ikj F,j F,l F,lk + ijlF,lkF,jF,k)− ‖∇F‖−1 iklF,lk
= ‖∇F‖−3 (ilj F,j F,k F,kl + ijlF,lkF,jF,k)
= ‖∇F‖−3 (ilj + ijl)F,lkF,jF,k = 0,
and the proof is complete.
We now proceed with the proof of Proposition 4.1: We start remarking that, using the properties of the projectors T and Q
introduced in (1.12) and the definition (3.39) of the tensor B one has
B =
1
2
anti (m˜ · n) = 1
2
anti ((T +Q) · m˜ · n) = 1
2
anti (T · m˜ · n) + 1
2
anti (Q · m˜ · n)
=
1
2
anti (T · m˜ · n) + 1
2
anti (n⊗ n · m˜ · n)
=
1
2
anti (T · m˜ · n) + 1
2
anti ( 〈n, (sym m˜) · n 〉n) =: A+ 1
2
anti (ψ n) .
Recalling the definition (1.3) of the anti-operator, the second term in the traction boundary condition (3.43) can hence be manip-
ulated as follows:
[∇ (B · T ) : T ]i =
(
AijTjp − 1
2
ijkψ nkTjp
)
,h
Thp = (AijTjp),h Thp −
1
2
(
ijkψ nkTjp
)
,h
Thp. (A.47)
We can now remark that (
ijkψ nkTjp
)
,h
Thp = ijk
[
ψ ,hTjhnk + ψ Tjhnk,h + ψ Tjp,hThpnk
]
. (A.48)
On the other hand, recalling that T +Q = 1 and that Q = n⊗ n is a symmetric tensor, we also have
0 = (Tjp +Qjp),h = Tjp,h + nj,hnp + np,hnj ⇒ Tjp,h = −2nj,hnp. (A.49)
Using this last equality in (A.48) and the fact that T · n = 0 we finally have(
ijkψ nkTjp
)
,h
Thp = ijk
[
ψ ,hTjhnk + ψ Tjhnk,h − 2ψ nj,hnpThpnk
]
= ijkψ ,hTjhnk + ijkψ Tjhnk,h − 0, (A.50)
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and we can hence rewrite the term in (A.47) as
[∇ (B · T ) : T ]i =
(
AijTjp − 1
2
ijkψ nkTjp
)
,h
Thp
= (AijTjp),h Thp −
1
2
(
ijkψ ,hTjhnk + ijkψ Tjhnk,h
)
= (AijTjp),h Thp +
1
2
(
ijkψ ,h(δjh − Tjh − δjh)nk
)− 1
2
(
ijkψ Tjhnk,h
)
= (AijTjp),h Thp +
1
2
(
ijkψ ,hnjnhnk
)− 1
2
(
ijkψ ,jnk
)− 1
2
(
ijkψ Tjhnk,h
)
(A.51)
= (AijTjp),h Thp + 0−
1
2
(
ijkψ ,jnk
)− 1
2
(
ijkψ Tjhnk,h
)
= (AijTjp),h Thp −
1
2
(
ijkψ ,jnk
)− 1
2
(
ijkψ Tjhnk,h
)
or equivalently in compact form (see the definition of vector product in (1.3)):
∇ (B · T ) : T = ∇ (A · T ) : T − 1
2
(∇ψ )× n− 1
2
ψ∇[anti(n)] : T
= ∇ (A · T ) : T + 1
2
n× (∇ψ · T )− 1
2
ψ∇[anti(n)] : T = (A.52)
=
1
2
∇ [anti (T · m˜ · n) · T ] : T + 1
2
n× [∇ ( 〈n, (sym m˜) · n 〉)]− 1
2
ψ∇[anti(n)] : T.
Moreover, using Lemma A.1, we have
∇[anti(n)] : T = 0. (A.53)
Therefore, the proof is complete.
A.8 Some lemmas useful to understand Mindlin and Tiersten’s approach
Lemma A.2. Let Ω be an open subset of R3, Γ an open subsets of ∂Ω and t˜, g˜ : ∂Ω \ Γ→ R3 two functions. Then, the equality∫
∂Ω\Γ
〈t˜, δu〉 da+
∫
∂Ω\Γ
〈g˜, (1− n⊗ n) · curl δu〉 da = 0 (A.54)
holds for all δu ∈ C2(Ω) if and only if t˜
∣∣∣
∂Ω\Γ
= 0 and (1− n⊗ n) g˜
∣∣∣
∂Ω\Γ
= 0.
Proof. Similar calculations as in Appendix A.4 lead to∫
∂Ω\Γ
〈t˜, δu〉 da+
∫
∂Ω\Γ
〈g˜, (1− n⊗ n) · curl δu〉 da (A.55)
=
∫
∂Ω\Γ
〈t˜−∇[(anti[(1− n⊗ n) · g˜]) · T ] : T, δu〉 da
−
∫
∂Ω\Γ
〈(1− n⊗ n) · anti[(1− n⊗ n) · g˜] · n,∇δu · n〉 da
−
∫
∂∂Ω\Γ
〈Janti[(1− n⊗ n) · g˜] · νK, δu〉 ds
for all variations δu ∈ C2(Ω). Therefore∫
∂Ω\Γ
〈t˜, δu〉 da+
∫
∂Ω\Γ
〈g˜, (1− n⊗ n) · curl δu〉 da = 0 (A.56)
implies ∫
∂Ω\Γ
〈t˜− 1
2
∇[(anti[(1− n⊗ n) · g˜]) · T ] : T, δu〉 da
−
∫
∂Ω\Γ
〈(1− n⊗ n) · anti[(1− n⊗ n) · g˜] · n,∇δu · n〉 da
−
∫
∂∂Ω\Γ
〈Janti[(1− n⊗ n) · g˜] · νK, δu〉 ds = 0 (A.57)
for all variations δu ∈ C2(Ω). Since δu ∈ C2(Ω), this fact is equivalent to∫
∂Ω\Γ
〈t˜−∇[(anti[(1− n⊗ n) · g˜]) · T ] : T, δu〉 da
−
∫
∂Ω\Γ
〈(1− n⊗ n) · anti[(1− n⊗ n) · g˜] · n,∇δu · n〉︸ ︷︷ ︸
completely δu-independent second
order normal variation of gradient
da = 0 (A.58)
39
for all variations δu ∈ C2(Ω). Having now the possibility to consider independent variations of δu and ∇δu ·n on ∂Ω \Γ, we obtain
that
t˜−∇[(anti[(1− n⊗ n) · g˜]) · T ] : T
∣∣∣
∂Ω\Γ
= 0,
(1− n⊗ n) · anti[(1− n⊗ n) · g˜] · n
∣∣∣
∂Ω\Γ
= 0. (A.59)
We also remark that
(1− n⊗ n) · anti[(1− n⊗ n) · g˜] · n = anti[(1− n⊗ n) · g˜] · n. (A.60)
Hence, it remains to prove that from
t˜−∇[anti[(1− n⊗ n) · g˜] · T ] : T
∣∣∣
∂Ω\Γ
= 0,
anti[(1− n⊗ n) · g˜] · n
∣∣∣
∂Ω\Γ
= 0 (A.61)
it follows that t˜
∣∣∣
∂Ω\Γ
= 0 and (1− n⊗ n) · g˜
∣∣∣
∂Ω\Γ
= 0.
In the suitable local coordinate system (τ, ν, n) at the boundary we obtain
n⊗ n = diag(0, 0, 1), (1− n⊗ n) = diag(1, 1, 0), g˜ = g˜τ τ + g˜ν ν + g˜n n,
(1− n⊗ n)g˜ = g˜τ τ + g˜ν ν, [(1− n⊗ n) · g˜]× n = g˜τ ν − g˜ν τ. (A.62)
Hence
anti[(1− n⊗ n) · g˜] · n
∣∣∣
∂Ω\Γ
= (g˜τ ν − g˜ν τ)
∣∣∣
∂Ω\Γ
= 0
⇔ g˜τ
∣∣∣
∂Ω\Γ
= 0, g˜ν
∣∣∣
∂Ω\Γ
= 0 ⇔ (1− n⊗ n) · g˜
∣∣∣
∂Ω\Γ
= 0. (A.63)
Moreover, we deduce
{∇[anti[(1− n⊗ n) · g˜] · T ] : T}i
∣∣∣
∂Ω\Γ
= [anti[(1− n⊗ n) · g˜]ij,k Tjk
∣∣∣
∂Ω\Γ
= [anti[(1− n⊗ n) · g˜]ij,k τkτj
∣∣∣
∂Ω\Γ
= 〈∇{[anti[(1− n⊗ n) · g˜]ij}, τ〉 τj
∣∣∣
∂Ω\Γ
= 0, (A.64)
since [anti[(1− n⊗ n) · g˜]ij
∣∣∣
∂Ω\Γ
= 0, for all i, j = 1, 2, 3. Therefore, it follows that also t˜
∣∣∣
∂Ω\Γ
= 0.
Lemma A.3. Let Ω be an open subset of R3, Γ an open subsets of ∂Ω and t˜ : ∂Ω \Γ→ R3, g˜ : ∂Ω \Γ→ R3 two functions. Then,
the equality ∫
∂Ω\Γ
〈t˜, δu〉 da+
∫
Γ
〈g˜, (1− n⊗ n) · curl δu〉 da = 0 (A.65)
holds for all δu ∈ C2(Ω), δu
∣∣∣
Γ
= 0 and (1− n⊗ n) · curl δu
∣∣∣
∂Ω\Γ
= 0 if and only if t˜
∣∣∣
∂Ω\Γ
= 0 and (1− n⊗ n) g˜
∣∣∣
Γ
= 0.
Proof. The proof is similar with the proof of Lemma A.2.
A.9 Concluding diagrams
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Standard boundary conditions in the indeterminate couple stress model [59]
Geometric (essential) boundary conditions (3+2) [only weakly independent]
u
∣∣
Γ
= uext ∈ R3, (1− n⊗ n) · ∇u · n∣∣
Γ
= (1− n⊗ n) · a˜ext ∈ R3, or (1− n⊗ n) · curlu∣∣
Γ
= (1− n⊗ n) · b˜ext
Mechanical (traction) boundary conditions (3+2)(
(σ − τ˜) · n− 1
2
n×∇[〈n, (sym m˜) · n〉]) ∣∣
∂Ω\Γ = t
ext, τ˜ = Div m˜ = 1
2
anti(Div m˜) ∈ so(3)
(1− n⊗ n) · m˜ · n∣∣
∂Ω\Γ = (1− n⊗ n) ·mext
3 bc
2 bc
Boundary virtual work
− ∫∂Ω〈(σ − τ˜) · n, δu〉 da− ∫∂Ω〈m˜ · n, axl(skew∇δu)〉 da = 0 ⇔
− ∫∂Ω〈{(σ − τ˜) · n− 12n×∇[〈n, (sym m˜) · n〉]︸ ︷︷ ︸
normal curvature
}
, δu〉 da− ∫∂Ω〈m˜ · n,{(1− n⊗ n) · [axl(skew∇δu)]}〉 da = 0
m'
&
$
%
Standard boundary conditions in the indeterminate couple stress model, index-format
Geometric (essential) boundary conditions (3+2) [only weakly independent]
ui
∣∣
Γ
= uext,i ∈ R3,
(
iklul,k − jklul,knjni
) ∣∣
Γ
= iklu
ext
l,k − jkluextl,k njni,
or
(
ui,knk − uj,knknjni
) ∣∣
Γ
= uexti,k nk − uextj,knknjni
Mechanical (traction) boundary conditions (3+2)(
(σij − τ˜ij)nj − 12 iklnk(m˜ijninj),l
) ∣∣
∂Ω\Γ = t
ext
i , τ˜ij =
1
2
jikm˜kl,l ∈ so(3)(
m˜iknk − m˜jknknjni
) ∣∣
∂Ω\Γ = m
ext
i −mextj njni
3 bc
2 bc
Boundary virtual work
− ∫∂Ω ((σij − τ˜ij)nj) δui da− ∫∂Ω〈m˜ · n, axl(skew∇δu)〉 da = 0 ⇔
− ∫∂Ω ((σij − τ˜ij)nj − 12 iklnk(m˜ijninj),l) δui da− 12 ∫∂Ω (m˜iknk − m˜jknknjni) (iklδul,k − jklδul,knjni) da = 0
Figure 2: The standard boundary conditions in the indeterminate couple stress model which have been employed
hitherto by all authors to our knowledge. The virtual displacement is denoted by δu ∈ C∞(Ω). The number of
traction boundary conditions is correct, but the split into independent variations at the boundary is no taken
to it’s logical end.
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Boundary conditions in the indeterminate couple stress model in terms of gradient elasticity
and third order moment tensors
Geometric (essential) boundary conditions (3+2) [strongly independent]
u
∣∣
Γ
= uext ∈ R3, (1− n⊗ n) · ∇u · n∣∣
Γ
= (1− n⊗ n) · a˜ext ∈ R3, or (1− n⊗ n) · curlu∣∣
Γ
= (1− n⊗ n) · b˜ext
Mechanical (traction) boundary conditions (3+2)
((σ −Div m˜) · n−∇[(m˜ · n) · (1− n⊗ n)] : (1− n⊗ n)) ∣∣
∂Ω\Γ = t
ext, m˜ = D∇∇u[W˜curv(∇[axl(skew∇u)])]
(1− n⊗ n) · [m˜ · n] · n∣∣
∂Ω\Γ = (1− n⊗ n) ·mextJ(m˜ · n) · νK∣∣
∂Γ
= piext, “edge line force” on ∂Γ
3 bc
2 bc
3 bc
Boundary virtual work
− ∫∂Ω〈(σ −Div m˜) · n, δu〉 da− ∫∂Ω〈m˜ · n,∇δu〉 da = 0 ⇔
− ∫∂Ω〈(σ −Div m˜) · n−∇[(m˜ · n) · (1− n⊗ n)] : (1− n⊗ n), δu〉 da− ∫∂Ω〈(1− n⊗ n) · [m˜ · n] · n,∇δu · n〉da
− ∫∂Γ〈J(m˜ · n) · νK, δu〉ds = 0
m equivalent'
&
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%
Boundary conditions (3+2) in the indeterminate couple stress model in terms of gradient elasticity,
third order moment tensors, and written in indices
Geometric (essential) boundary conditions (3+2) [strongly independent]
ui
∣∣
Γ
= uexti , (ui,knk − uj,knjnkni)
∣∣
Γ
= uexti,k nk − uextj,kninjnk,
or (iklul,k − jklul,knjni)
∣∣
Γ
= (iklu
ext
l,k − jkluextl,k njni),
Mechanical (traction) boundary conditions (3+2)[(
σij − m˜ijk,k
)
nj −
(
m˜ipk nk − m˜ijk nknjnp
)
,h
(
δph − npnh
)] ∣∣
∂Ω\Γ = t
ext
i , m˜ijk = Du,ijkW˜curv
((
ijkuk,j
)
,m
)
(
m˜ijp nj − m˜pjk nknjni
)
np
∣∣
∂Ω\Γ = m
ext
i −mextp npniJm˜pjk nk νjK∣∣∂Γ = piextp , “edge line force” on ∂Γ
3 bc
2 bc
3 bc
Figure 3: The standard strongly independent boundary conditions in the indeterminate couple stress model
in terms of a third order couple stress tensor coming from full gradient elasticity. The virtual displacement is
denoted by δu ∈ C∞(Ω). The summation convention was used in index notations.
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Strongly independent boundary conditions in the indeterminate couple stress model
Geometric (essential) boundary conditions (3+2)
u
∣∣
Γ
= uext ∈ R3, (1− n⊗ n) · ∇u · n∣∣
Γ
= (1− n⊗ n) · aext ∈ R3, or (1− n⊗ n) · curlu∣∣
Γ
= (1− n⊗ n) · bext
Mechanical (traction) boundary conditions (3+2)(
(σ − τ˜) · n− 1
2
n×∇[〈n, (sym m˜) · n〉]
− 1
2
∇[(anti[(1− n⊗ n) · m˜ · n]) · (1− n⊗ n)] : (1− n⊗ n)
)∣∣
∂Ω\Γ = t
ext,
(1− n⊗ n) · anti[(1− n⊗ n) · m˜ · n] · n∣∣
∂Ω\Γ = (1− n⊗ n) ·mextJanti[m˜ · n] · νK∣∣
∂Γ
= piext, “edge line force” on ∂Γ
3 bc
2 bc
3 bc
Boundary virtual work
− ∫∂Ω〈(σ − τ˜) · n, δu〉 da− ∫∂Ω〈m˜ · n, axl(skew∇δu)〉 da = 0 ⇔
− ∫∂Ω〈{(σ − τ˜) · n− 12n×∇[〈n, (sym m˜) · n〉]︸ ︷︷ ︸
normal curvature
}
, δu〉 da+ ∫∂Ω〈m˜ · n,{(1− n⊗ n) · [axl(skew∇δu)]}〉 da = 0
− ∫∂Ω〈(σ − τ˜). n− 12n×∇[〈n, (sym m˜) · n〉]− 12∇[(anti[(1− n⊗ n) · m˜ · n]) · (1− n⊗ n)] : (1− n⊗ n), δu〉 da
− 1
2
∫
∂Ω〈(1− n⊗ n) · anti[(1− n⊗ n) · m˜ · n] · n,∇δu · n〉da− 12
∫
∂Γ〈Janti[m˜ · n] · νK, δu〉ds = 0
m equivalent'
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Equivalent strongly independent boundary conditions in the indeterminate couple stress model
Geometric (essential) boundary conditions (3+2)
u
∣∣
Γ
= uext ∈ R3, (1− n⊗ n) · ∇u · n∣∣
Γ
= (1− n⊗ n) · aext ∈ R3, or (1− n⊗ n) · curlu∣∣
Γ
= (1− n⊗ n) · bext
Mechanical (traction) boundary conditions (3+2)(
(σ − τ˜) · n− 1
2
∇[(anti(m˜ · n)) · (1− n⊗ n)] : (1− n⊗ n)) ∣∣
∂Ω\Γ = t
ext,
(1− n⊗ n) · anti[m˜ · n] · n∣∣
∂Ω\Γ = (1− n⊗ n) ·mextJanti[m˜ · n] · νK∣∣
∂Γ
= piext, “edge line force” on ∂Γ
3 bc
2 bc
3 bc
Boundary virtual work
− ∫∂Ω〈(σ − τ˜) · n, δu〉 da− ∫∂Ω〈m˜ · n, axl(skew∇δu)〉 da = 0 ⇔
− ∫∂Ω〈(σ − τ˜) · n− 12∇[(anti(m˜ · n)) · (1− n⊗ n)] : (1− n⊗ n), δu〉 da
− 1
2
∫
∂Ω〈(1− n⊗ n) anti(m˜ · n) · n,∇δu · n〉da− 12
∫
∂Γ〈Janti[m˜ · n] · νK, δu〉ds = 0
m equivalent'
&
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Alternative equivalent strongly independent boundary conditions, index-format
Geometric (essential) boundary conditions (3+2)
ui
∣∣
Γ
= uexti ∈ R3,
(
iklul,k − jklul,knjni
) ∣∣
Γ
= aexti
or
(
ui,knk − uj,knknjni
) ∣∣
Γ
= bexti
Mechanical (traction) boundary conditions (3+2)(
(σij − τ˜ij)nj + 12 (ihkm˜ksns − ijkm˜ksnsnjnh),p(δhp − nhnp)
) ∣∣
∂Ω\Γ = t
ext
i ,
(ipkm˜ksns − jpkm˜ksnsnjni)np
∣∣
∂Ω\Γ = m
ext
i −mextp npni,Jipkm˜ksns νpK∣∣∂Γ = piexti , “edge line force” on ∂Γ
3 bc
2 bc
3 bc
Figure 4: The possible boundary conditions in the indeterminate couple stress model. The equivalence of the
geometric boundary condition is clear. The virtual displacement is denoted by δu ∈ C∞(Ω).
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