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Hybrid functionals, which mix a fraction of Hartree-Fock (HF) exchange with local or semilocal
exchange, have become increasingly popular in quantum chemistry and computational materials
science. Here, we assess the accuracy of the Heyd-Scuseria-Ernzerhof (HSE) hybrid functional to
describe many-electron interactions and charge localization in semiconductors. We perform diffusion
quantum Monte Carlo (DMC) calculations to obtain the accurate ground-state spin densities of the
negatively charged (SiV)− and the neutral (SiV)0 silicon-vacancy center in diamond, and of the
cubic silicon carbide (3C-SiC) with an extra electron. We compare our DMC results with those
obtained with the HSE functional and find a good agreement between both methods for (SiV)−
and (SiV)0, whereas the correct description of 3C-SiC with an extra electron crucially depends on
the amount of HF exchange included in the functional. Also, we examine the case of the neutral
Cd vacancy in CdTe, for which we assess the performance of HSE against the many-body GW
approximation for the description of the position of the defect states in the band gap.
I. INTRODUCTION
Density functional theory (DFT)1,2 has become the
leading method for electronic structure calculations in
materials science, quantum chemistry, and condensed-
matter physics.3,4 The DFT formalism shows that ground
state properties of a many-electron system can be deter-
mined from the knowledge of the electron density distri-
bution alone, thereby avoiding the computation of mas-
sively complex many-dimensional wave functions. The
ground state density is described by a single determi-
nant with all many-body effects included in one term,
the exchange-correlation functional. Unfortunately, the
exact functional is unknown and it is necessary to use
practical approximations.
Extensive research efforts have been dedicated to
obtain better approximations to the exact exchange-
correlation functional. Earlier approximations were the
local density approximation (LDA),5 which considers
the exchange and correlation interaction as obtained
from a homogeneous electron gas, and the generalized
gradient approximation (GGA),6,7 which adds gradient
terms to the LDA approach. Both approximations are
computationally efficient and give reasonable results for
ground state properties of molecules and solids, how-
ever, they have limitations that hinder their predictive
power. They do not properly account for the long-range
dispersion forces in van der Waals systems,8,9 underesti-
mate the energy barriers of chemical reactions, give er-
roneous dissociation energies of diatomic radicals,10 and
severely underestimate the band-gap in semiconductors
and insulators.11 Better approximations can achieved by
including additional information to the energy density.
In this way, meta-GGAs12,13 incorporate the second-
order gradient of the density, giving accurate results
when the system is near mechanical equilibrium, but
still failing when bonds are stretched, as nonlocality
dominates.14 Hybrid-GGAs15,16 include nonlocality in-
formation by mixing a fraction of Hartree-Fock exchange
with local or semilocal exchange. They improve the de-
scription of the energy band gap in semiconductors and
insulators, but the results critically depend on amount
of Hartree-Fock exchange included in the functional. Al-
though some studies have shown that hybrid function-
als such as the Heyd-Scuseria-Ernzerhof (HSE)16,17 yield
good accuracy for defect energy levels in solids,18,19 other
calculations revealed serious discrepancies when they are
compared with more accurate methods such as diffu-
sion quantum Monte Carlo (DMC).20–22 More recently,
double-hybrids GGAs have been proposed.23–26 In addi-
tion to a fraction of Hartree-Fock exchange, they include
a fraction of second order Møller-Plesset (MP2) correla-
tion within the random phase approximation (RPA).
Recently, Medvedev and co-workers27 pointed out that
DFT is straying from the path toward the exact func-
tional, which should give “the right answer for the right
reason.”28,29 They show that modern highly parameter-
ized functionals have improved the energies while not al-
ways improving the electron densities. Here, we investi-
gate the performance of the HSE hybrid functional to de-
scribe many-electron interactions and charge localization
in semiconductors beyond that of pristine bulk materials.
We present a comparison of electron densities calculated
using the increasingly popular HSE functional with those
obtained with the accurate wave function based DMC
method.30–32 We assess the accuracy of HSE for the de-
scription of defective diamond and cubic silicon carbide
(3C-SiC) with an extra electron. Additionally, we com-
pare the performance of HSE with the many-body GW
approximation33,34 for the description of the position of
localized defect levels introduced in defective CdTe. In
the latter case, we find that the two approaches quali-
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2tatively differ in determining of the position of the anti-
bonding orbital introduced by the neutral Cd vacancy
with respect to the conduction band edge, irrespective
of the amount of Hartree-Fock exchange included in the
hybrid functional.
II. METHODS
A. Computational Details
We performed density functional calculations using
the optimized norm-conserving pseudopotential library
v0.435 generated by Hamann,36 in a plane-wave basis set
with an energy cutoff of 80 Ry. We used the HSE hy-
brid functional with the standard exchange and screening
parameters, as implemented in the QUANTUM-ESPRESSO
code.37,38
Our DMC calculations were performed using the
CASINO code.39 We used trial wave functions (ΨT ) of
the Slater-Jastrow40,41 type:
ΨT = det{ψ↑} det{ψ↓}eJ , (1)
where the determinants are composed of single parti-
cle orbitals obtained from spin-polarized DFT calcu-
lations performed using the QUANTUM-ESPRESSO code
package.37,38 We used Trail and Needs norm-conserving
pseudopotentials42,43 with a plane-wave energy cutoff of
∼ 4081.71 eV (= 150 Ha). Electron terms, electron-
nucleus terms, and electron-electron-nucleus terms were
included in the Jastrow correlation factor (eJ), whose pa-
rameters were optimized through variance minimization
of the local energy at the variational Monte Carlo (VMC)
level.44,45 This process was followed by DMC calcula-
tions within the fixed-node approximation.46–48 In this
approach, the diffusion process is confined inside the con-
nected nodal region of ΨT where the wave function is al-
ways positive and vanishes at the boundaries. Unless the
nodal surface is exactly correct the fixed-node approxi-
mation gives an upper bound to the true ground-state
energy. In general, the nodal structure given by PBE
or LDA wave functions multiplied by an optimized Jas-
trow factor to correct for electron correlation are found
quite accurate for systems without partially occupied d
orbitals.49–53
In our calculations, the trial wave functions were gen-
erated from spin-polarized DFT-PBE calculations using
64-atom supercells for diamond and 3C-SiC, at the R-
point only. At DMC level, the spin-density was cal-
culated using the mixed estimator.30 We used a DMC
time step τ of 0.01 a.u. and a target population of
5048 walkers, which resulted in an acceptance ratio grater
than 99.6%. To reduce the bias due to pseudopotential
localization, we used the T-move scheme proposed by
Casula.54 Additionally, to establish the difference among
the methods under study, we calculated the dissociation
curve of H2 by placing the molecule in a cubic supercell
of side 18 A˚.
For the Cd vacancy in CdTe, we performed many-
body G0W0 calculations using the ABINIT simulation
code.55,56 The calculations were performed in 64-atom
supercells, using a 2 × 2 × 2 k-point mesh to obtain a
converged DFT charge density that was then used a as
starting point for a subsequent COHSEX (Coulomb-Hole
Screened Exchange)+G0W0 calculation at the Γ-point
only. We employed projector-augmented wave (PAW)57
pseudopotentials from the GBRV library58 and a plane-
wave energy cutoff of 30 Ry. In addition, we used a 20-Ry
energy cutoff to represent the dielectric matrix and 3200
bands plus the extrapolar approximation of Bruneval and
Gonze.59 The frequency dependence of the dielectric ma-
trix was approximated by the plasmon-pole model of Hy-
bertsen and Louie.60
III. RESULTS AND DISCUSSION
A. Many-electron interactions in the
silicon-vacancy center in diamond
Defects in diamond have been proposed as promis-
ing candidates to realize single photon sources with ap-
plications in quantum cryptography,61 magnetic field
sensing,62,63 and quantum optics.64–66 In particular, the
negatively charged silicon-vacancy center (SiV)−67–72 has
attracted considerable interest due to its exceptional op-
tical properties. The (SiV)− has a split-vacancy configu-
ration wherein the Si atom adopts a position equidistant
from two carbon vacancies. This configuration has D3d
symmetry and six carbon dangling bonds, which combine
into a1g, a2u, eu, and eg defect orbitals. Eleven electrons
fill these orbitals: six electrons are provided by the dan-
gling bonds, four sp3 electrons are donated by the Si
impurity and one additional electron is captured by the
defect center, leading to the a21ga
2
2ue
4
ue
3
g open-shell elec-
tronic configuration. As the eg state is partially filled,
the (SiV)− should, in principle, undergo a Jahn-Teller
distortion to a lower symmetry point group. However,
photoluminescent emission (PL) and excitation (PLE)
experiments,73 as well as Zeeman studies74 suggest that
this defect center keeps the D3d symmetry. The origin
remains unclear, but an explanation is given in terms of
a dynamic Jahn-Teller effect.73,75–78
One way to assess the accuracy of the hybrid func-
tional for the description of many-electron interactions
is by computing first the spin-density at HSE level and
then comparing the results with those obtained using the
more accurate quantum Monte Carlo method. In the
latter case, the dependence of the many-electron wave
function on electron-electron separations is first taken
into account at VMC level by including an optimized
Jastrow correlation factor.44 Additionally, the projection
operation in the subsequent DMC calculation includes
all dynamic correlation (whether included or not in the
optimized trial function) for states that fall within the
space consistent with the fixed node constraint.
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FIG. 1. Schematic diagram of the electronic structure and the corresponding electron spin density (ρ = 20% of the maximum)
obtained by HSE and DMC calculations of the negatively charged silicon-vacancy center in diamond in D3d (left) and C2h
symmetry (right).
We first investigate the (SiV)− in the symmetrical D3d
configuration, which has orbital and spin degeneracy, and
in the C2h configuration where the eg states are split
by a static Jahn-Teller distortion.79 In the former case,
there are three electrons in the eg level, leaving a single
hole with e symmetry and a many-body state with 2E
total spin symmetry. The schematic representation of the
electronic structure of the D3d configuration, based on
a simple molecular orbital model, and the spin-density
obtained by HSE and DMC calculations are shown in
Figure 1 (left). Both methods give qualitatively the same
results.80
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FIG. 2. Schematic diagram of the electronic structure and
the corresponding electron spin density (ρ = 20% of the max-
imum) obtained by HSE and DMC calculations of the silicon-
vacancy center in diamond in the neutral charge state in D3d
symmetry.
According to the Jahn-Teller theorem,81 the orbital de-
generacy of the partially occupied eg level can be lifted
by a small structural distortion to a less symmetric point
group. We found two configurations with C2h symmetry
where two carbon dangling bonds are located ∼ 0.03 A˚
closer and ∼ 0.03 A˚ away from the silicon impurity. At
DMC level, the former configuration is more stable by
about 0.12 eV. Figure 1 (right) shows the schematic rep-
resentation of the electronic structure of this configura-
tion and the corresponding spin-density obtained by HSE
and DMC calculations. The HSE result shows that the
spin-density is localized equally on the four C atoms lo-
cated farther away from the Si atom. On the other hand,
DMC indicates that spin-density is localized on the two
C atoms located closer to the Si atom and on two of the
four C atoms located farther away from the impurity.82
Nevertheless, the HSE functional can correctly describe
the localization of a hole on the eg(y) state. It is worth
mentioning the recent work of Bockstedte et al.,83 that
highlights the importance of dynamic correlation effects
on the energy-level structure of the excited state of the
nitrogen-vacancy center in diamond.
It is also suitable to investigate the silicon-vacancy in
the neutral charge state (SiV)0. This complex has a
a21ga
2
2ue
4
ue
2
g electronic configuration which according to
the Hund’s rule results in a S=1 ground-state electron
spin configuration.84 The schematic representation of the
electronic structure as well as a comparison between the
spin-density obtained by HSE and DMC calculations are
shown in Figure 2. In contrast to (SiV)−, we observe
a qualitatively agreement between HSE and DMC. Al-
though the HSE spin-density is slightly over localized as
compared with the DMC result, in both cases the distri-
bution has its maxima equally centered on the six carbon
dangling bonds.
Next, we discuss about how many-electron interactions
are treated in the Kohn-Sham density functional theory
and within the DMC approximation. In the case of elec-
trons with parallel spins, the antisymmetry requirement
of the wave function fulfills the Pauli exclusion principle
and keeps electrons apart introducing the so-called Fermi
hole.85 However, the Pauli exclusion principle exerts only
a small influence in electrons of opposite spin and thus
Coulomb interactions should be explicitly taken into ac-
count. Therefore, we should note that correlation errors
mainly affect the description of electrons having opposite
spins. In DFT, electron interactions are approximated by
a mean-field potential and the many-body wave function
is represented by a single Slater determinant composed
of single-particle orbitals. This is a good approximation
for systems of slowly varying density, but it is insufficient
for situations of degeneracy or near degeneracy,86–88 or
when electron correlations depend on the shape of the
ground-state vacant orbitals or excited-state orbitals. In
these cases, the system is poorly described by a single
4Slater determinant. On the other hand, in DMC the
effect of short-range correlations is accounted by a Jas-
trow correlation factor, which reduces the amplitude of
the wave function when electrons are close to each other,
thereby making the wave function explicitly dependent
on the position.
The difference between the two approximations can be
clearly seen by considering the stretched H2 molecule, the
simplest case of a strongly correlated system, where the
true (interacting) ground state is a singlet.89 The ground
state energy of the hydrogen molecule was previously cal-
culated by Traynor and Anderson90 using the quantum
Monte Carlo method. Our results for the dissociation
curve of the H2 molecule obtained within the DFT ap-
proximation (employing both PBE and HSE exchange-
correlation functionals) and with the DMC method are
shown in Figure 3. According to the mean-field approxi-
mation of DFT, the probability of finding both electrons
in the same atom is always 1/2, regardless of the bond
length.91 This is a good approximation when the atoms
are near their equilibrium bond length (∼1.4 bohr), but
it fails in the dissociation limit where each H atom has a
half spin-up electron and a half spin-down electron.88
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FIG. 3. Dissociation energy curve of the H2 molecule obtained
by DMC, PBE, and HSE calculations.
The reason behind the good accuracy of HSE in the
description of (SiV)0 might be explained by the fact that
in this case there are two electrons with parallel spins
occupying the eg orbital. Moreover, it was demonstrated
that this many-body state can always be represented by a
single Slater determinant.92 In contrast, the (SiV)− cen-
ter has two electrons of opposite spins occupying the eg
orbital, thus electron-electron interactions beyond their
mean-field average may become important.
B. Small polarons in 3C-SiC
It was recently pointed out that the inclusion of a
fraction of Hartree-Fock interaction in hybrid functionals
HSE DMC
FIG. 4. Electron spin density (ρ = 40% of the maximum)
of 3C-SIC obtained by HSE (left) and DMC (right) calcula-
tions. Beige and turquoise spheres represent Si and C atoms,
respectively.
may introduce a spurious exchange splitting between oc-
cupied and unoccupied states.93–95 In spin-polarized cal-
culations, this effect could lead to unusually large mag-
netic moments,93 wrong magnetic ground-states,96 and a
slow convergence of the total energy of the system with
respect to the supercell size.97,98
In the following, we investigate the effects of the inclu-
sion of Hartree-Fock interaction in the HSE functional
by considering the negatively charged 3C-SiC. The excess
electron may: (1) self-localize by coupling to a lattice dis-
tortion, forming a polaron; (b) retain its free-carrier char-
acter. For TiO2, it was found that the solution crucially
depends on the fraction of the Hartree-Fock exchange in-
cluded in the exchange-correlation functional.99,100
We performed spin-polarized calculations to determine
the ground state of the negatively charged 3C-SiC sys-
tem. We added an extra electron to the conduction
band and then allowed the system to relax. Our cal-
culations were performed in a 64-atom supercell, us-
ing the HSE functional (α = 25%) for structural relax-
ations. We found a slightly distorted structure in which
one C-Si bond is stretched by ∼0.07 A˚.101 In Figure
4, we compare the spin-density obtained by HSE and
DMC calculations. We observe that both approxima-
tions give qualitatively different results. According to
HSE, the negatively charged 3C-SiC is an electride-like
compound102–104 which is characterized by charge local-
ization at interstitial regions; on the other hand, DMC
predicts the formation of a small polaron. The HSE wave
function has large magnetic moments on the Si atoms
near the local maxima of the spin-density and exhibits
negative values on the nearby C atoms. We found that
the unusual HSE result is due to a finite size effect, a di-
rect consequence of the long-range nature of the Hartree-
Fock exchange that converges extremely slowly with re-
spect to the supercell size. The same result as shown in
Figure 4 is obtained using a 2×2×2 k-point mesh dis-
placed from the Γ-point, which is equivalent to a single
k-point calculation in a 512-atom supercell. However, if
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FIG. 5. Electronic band structures and charge density isosurfaces (ρ = 0.002e/bohr3) corresponding to the energy level labeled
as A of the neutral cation vacancy in CdTe (left) and ZnTe (right), in C2v symmetry. Brown spheres represent Te atoms; beige
and azure spheres represent Cd and Zn atoms, respectively. The calculations were performed at DFT-PBE level in a 128-atom
supercell.
we decrease the fraction of the Hartree-Fock exchange to
10% or use a finer k-point mesh, we find that the spin-
density is in close agreement with the DMC result. The
form of the long-range tail of the Coulomb interaction
critically depends on the screening parameter (µ) which
defines the extent of the Hartree-Fock exchange in real
space105 Therefore, we strongly recommend the use of
large simulation cells and a careful choice of the amount
of Hartree-Fock exchange included in the hybrid func-
tional.
C. Localized defect levels in the band gap
In the simulation of point defects in semiconductors
and insulators, a correct description of the band gap
as well as the absolute position of the band edges is
of critical importance.106,107 The severe underestimation
of the band gap in standard DFT has lead to large
discrepancies and conflicting results among theoretical
calculations. Hybrid functionals can give reliable band
gaps for most semiconductors when an optimum system-
dependent fraction of Hartree-Fock exchange energy is
used.108 Moreover, it is commonly assumed that they
can give a reliable description of defects states,19,22,108
although the use of the same parameters to describe or-
bitals with a distinct degrees of localization seems ques-
tionable. In the following, we assess the accuracy of the
HSE functional in the not uncommon case when a local-
ized defect state merges with one of the band edges of
the host. We consider the Cd vacancy in CdTe, which
is among the most important native defects in this semi-
conductor.
The Cd vacancy in CdTe has been extensively inves-
tigated both theoretically and experimentally;109,110 still
several aspects remain unclear. In the neutral charge
state, the Cd vacancy undergoes a structural distortion
from Td to C2v symmetry. The situation is similar to
the well-known AX distortion,98,111 where two Te atoms
move toward each other to form a new bond. The net
result is the loss of one bond (as each Te atom breaks one
bond with a Cd atom) and the creation of an empty anti-
bonding orbital. At DFT-PBE level, this anti-bonding
state is strongly hybridized with the conduction-band
minimum (CBM), as shown in Figure 5 (left). How-
ever, this effect is likely to be an artifact of DFT due
the fact that the CdTe band gap is too small such that
the anti-bonding level erroneously lies above the CBM at
the Γ-point. This can be seen by considering the isoelec-
tronic case of the neutral Zn vacancy in ZnTe where the
anti-bonding state appears well isolated in the band gap.
In Figure 5, we compare the DFT-PBE band struc-
ture and the squared wave function corresponding to the
anti-bonding level (labeled as A) of the neutral cation
vacancy in CdTe and ZnTe. In contrast to CdTe, in the
case of ZnTe the unoccupied anti-bonding level lies iso-
lated in the band gap of the host, as the CBM is higher
in energy. To accurately obtain the position of this anti-
bonding level introduced by the Cd vacancy in CdTe,
we performed many-body GW calculations that can give
accurate band structures of solids.112–114 We used DFT-
PBE wave functions as a starting point for a subsequent
COHSEX+G0W0 perturbative calculation. We found
that the unoccupied anti-bonding state lies 0.26 eV below
the CBM.
Taking the G0W0 result as a reference, a natural ques-
tion arises: is the HSE hybrid functional able to cor-
rectly describe the position of the anti-bonding orbital
associated with the neutral Cd vacancy in CdTe? We
performed HSE calculations using 128- and 250-atom su-
percells in which the Brillouin zone was sampled at the
Γ−point only. These calculations were performed using
PAW potentials, as implemented in the Vienna ab ini-
tio simulation package (VASP).115 We found that HSE
6gives a band gap of 1.41 eV, in good agrement with the
COHSEX+G0W0 result of 1.42 eV. However, HSE keeps
the PBE result by placing the anti-bonding orbital 0.48
eV above the CBM. A similar behavior was previously
reported for ZnO:Co,116,117 where DFT results are incor-
rect for the optical absorption and the Co d-d splitting is
overestimated in the order of 300% when the fraction of
Hartree-Fock exchange corresponds to the one necessary
to reproduce the experimental band gap of ZnO.116 An-
other example is the carbon vacancy in 3C-SiC, where the
position of the localized defect state erroneously appears
above the CBM.118
The failure of the HSE to describe the position of the
anti-bonding orbital in the neutral Cd vacancy in CdTe
is an example of the drawback of the uniform treat-
ment of electronic states with distinct degrees of local-
ization. This issue may be corrected through the addi-
tion of empirical nonlocal external potentials,119 by us-
ing local hybrid functionals that use a position-dependent
mixture of local and exact exchange,120,121 or the orbital
dependent exact exchange extension of hybrid function-
als proposed by Iva´dy et al.122,123 The latter approach
has the advantage that the orbital dependent parameter
can be obtained self-consistently based on the analogy of
quasi-particle equations and hybrid-DFT single particle
equations.123 A recommendation to practitioners study-
ing defects in semiconductors or any system having states
with different degrees of localization is always to plot the
band structure of the system (at least using computa-
tionally efficient local or semilocal functionals) to iden-
tify problems analogous to the presented in this section.
In these cases the use of more advanced methods such as
G0W0 is highly recommended.
IV. SUMMARY
We have investigated the accuracy of the HSE hy-
brid exchange-correlation functional in the description
of three systems with different levels of complexity: the
negatively charged and the neutral silicon-vacancy center
in diamond, pristine 3C-SiC with an extra electron, and
the neutral Cd vacancy in CdTe.
Our results show that the HSE functional can ac-
curately describe many-electron interactions in systems
with moderate correlations, such as the neutral and the
negatively charged silicon-vacancy center in diamond.
Moreover, the application of the HSE functional to sys-
tems with different degrees of localization shows sys-
tematic errors: (1) Due to the slow convergence of
the Hartree-Fock exchange with respect to the super-
cell size, it may predict an incorrect ground state for
the negatively charged 3C-SiC; (2) When localized de-
fect states artificially merge with delocalized (Bloch-like)
conduction-band states at DFT-PBE level, as in the case
of the neutral Cd vacancy in CdTe, HSE corrects the
band gap but keeps the spurious hybridization given by
PBE, predicting an incorrect position of the localized
level with respect to the CBM.
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