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Abstract
We characterize the practical photon-counting receiver in optical scattering communication with finite
sampling rate and electrical noise. In the receiver side, the detected signal can be characterized as a series
of pulses generated by photon-multiplier (PMT) detector and held by the pulse-holding circuits, which
are then sampled by the analog-to-digit convertor (ADC) with finite sampling rate and counted by a
rising-edge pulse detector. However, the finite small pulse width incurs the dead time effect that may
lead to sub-Poisson distribution on the recorded pulses. We analyze first-order and second-order moments
on the number of recorded pulses with finite sampling rate at the receiver side under two cases where
the sampling period is shorter than or equal to the pulse width as well as longer than the pulse width.
Moreover, we adopt the maximum likelihood (ML) detection. In order to simplify the analysis, we adopt
binomial distribution approximation on the number of recorded pulses in each slot. A tractable holding
time and decision threshold selection rule is provided aiming to maximize the minimal Kullback-Leibler
(KL) distance between the two distributions. The performance of proposed sub-Poisson distribution and
the binomial approximation are verified by the experimental results. The equivalent arrival rate and holding
time predicted by the of sub-Poisson model and the associated proposed binomial distribution on finite
sampling rate and the electrical noise are validated by the simulation results. The proposed the holding
time and decision threshold selection rule performs close to the optimal one.
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2I. INTRODUCTION
On some specific occasions where the conventional RF is prohibited and direct link transmission
cannot be guaranteed, the non-line-of-sight (NLOS) optical scattering communication provides
an alternative solution to achieve certain information transmission rate [1]. Optical scattering
communication is typically studied in the ultraviolet (UV) spectrum due to a solar blind region
(200nm-280nm) where the solar background radiation is negligible [1]. On the UV scattering
communication channel characterization, extensive studies on the Monte carlo simulation [2]–[5],
theoretical analysis [6]–[9] and experimental results [10]–[12], show that the atmospheric atten-
uation among scattering channel can be extremely large, especially for long-range transmission.
Hence, it is difficult to detect the received signals using conventional continuous waveform receiver,
such as photon-diode (PD) and avalanche photon-diode (APD). Instead, a photon-counting receiver
is widely deployed.
For photon-counting receiver, the received signals are usually characterized by discrete photo-
electrons, whose number in a certain interval satisfies a Poisson distribution. For such a Poisson
channel, recent works mainly focus on the channel capacity, such as the continuous Poisson
channel capacity [13], [14] , discrete Poisson channel capacity [15]–[17], wiretap Poisson channel
capacity [18], as well as the Poisson interference channel capacity [19]. Besides, the system
characterization and optimization, as well as the signal processing [5], [20]–[26] have also been
extensively studied from the receiver side.
Most information theory and signal processing works assume perfect photon-counting receiver,
which is difficult to realize. A practical photon-counting receiver typically consists of a photon-
multiplier (PMT) and the subsequent processing blocks [27]. A solution is that PMT detects the
arriving photons and generates a series of pulses, which are detected by the pulse-holding circuit
to generate a series of square pulses with certain width, and further detected by the rising-edge
detector to count the pulse number. However, the square pulses generated by pulse-holding circuits
typically have finite small width that incurs the dead time effect [28], where a photon arriving
during the pulse duration of the previous photon cannot be detected due to the merge of two pulses.
Based on such effect, the photon counts may not satisfy a Poisson distribution. The dead time
effect and the model of sub-Poisson distribution for the photon-counting processing have been
investigated in [29], [30], whose variance is lower than its mean. The photon-counting system with
dead time effect has been investigated in optical communication for channel characterizations [31],
3[32], and experimental implementation [33], [34]. However, these works assume infinite sampling
rate, and identical shape for all pulses, which cannot be realized. The finite sampling rate in
ADC and shot noise of PMTs incur further loss of photon counting rate, where the distribution
of detected pulse numbers needs to be characterized.
In our work, we model the architecture of a practical photon-counting receiver using a PMT, a
pulse-holding circuit, an finite sampling rate ADC and a rising-edge detector. We first assume no
electrical noise, and analyze the final distribution under two cases: the sampling period shorter
than or equal to the pulse width, and the sampling period longer than the pulse width. Based on
the first-order and second-order moments estimation, we derived that for practical photon arrival
rate, small pulse width and finite sampling rate, the counting process can still be characterized by
the sub-Poisson model for both cases. Then we consider the receiver with shot noise assuming
no thermal noise. The results on the first-order and second-order moments estimation show that
the sub-Poisson model can still well characterize the practical system, where the corresponding
parameters can be formulated as functions with respect to the sampling period, pulse width,
and shot noise. When the thermal noise is added, based on the first-order and second-order
moments of detected pulses we adopt a binomial approximation on the detected signals. Finally,
we consider the on-off keying (OOK) modulation and maximum likelihood (ML) detection. To
optimize the holding time and decision threshold for the rising-edge detector that minimizes
the error probability, we propose a selection rule on the holding time and detection threshold,
which aims to maximize the minimal KL distance of two approximated binomial distributions.
Experimental and numerical results validate the effectiveness of sub-Poisson model and evaluate
the performance of the proposed holding time and decision threshold selection rule.
The remainder of this paper is organized as follows. In Section II, we propose the model
of PMT-based practical photon-counting receiver and present the existing results on the sub-
Poisson distribution for finite-sampling rate. In Section III, we assume finite sampling rate with
no electrical noise, and obtain first-order and second-order moments of detected pulses with finite
sampling rate. In Sections IV, first-order and second-order moments on the number of detected
pulses are addressed under both the shot and thermal noise. Optimizing the circuit holding time
and the detection threshold, as well as the associated maximum likelihood signal detection are
proposed in Section V. Experimental and numerical results are shown to verify the effectiveness
of the sub-Poisson characterization of practical photon-counting receiver, as well as evaluate the
4performance of the proposed holding time and decision threshold selection rule in Section VI.
Finally, we conclude this paper in Section VII.
II. PRACTICAL SYSTEM MODEL FOR DISCRETE PHOTON-COUNTING
A. Practical Photon Counting Process
Consider a practical photon-counting receiver for optical wireless communication, which
contains a PMT detector, a pulse-holding circuit, an ADC, and a rising-edge pulse detector. The
practical photon-counting receiver architecture is shown in Figure 1.
The entire PMT detector architecture comprises of two parts: an photoelectric converter, and
a post-amplifier. Upon one photon is received, the PMT detector generates a short continuous
pulse; the pulse-holding circuit detects each short pulse and then outputs a square pulse with
certain width. The output signal of pulse-holding circuit is sampled by the ADC and then quantized
according to a certain threshold. We adopt a rising-edge pulse detector, where one pulse is recorded
upon detecting a rising edge from zero to one.
Fig. 1
THE ARCHITECTURE DIAGRAM OF PHOTON-COUNTING DETECTOR.
5B. Signal Model for PMT Detector
For optical wireless scattering communication, due to the large channel attenuation, the detected
optical signal can be characterized as discrete photoelectrons in a symbol duration of length Ts.
The number of detected photoelectrons, denoted as N , satisfies a Poisson distribution. For OOK
modulation, let λ0 denote the mean number of detected photoelectrons for symbol zero, which
is that for the background radiation. Let λ1 = λs + λ0 denote the mean number of detected
photoelectrons for OOK symbol one, which is the summation of the signal component λs and
background radiation component λ0.
We characterize the continuous pulses generated by each detected photoelectron. Let f(t− tp)
denote the square pulse generated by one detected photoelectron by PMT detector and pulse-
holding circuit, where tp denotes the photon arrival time, given by
f(t− tp) = Ag(t− tP ) + v(t), (1)
where A denotes the random Gaussian amplitude with mean one due to the shot noise, and v(t)
denotes additive Gaussian white thermal noise with mean zero. Note that waveform g(t) depends
on the PMT architecture, which is assumed to be known. Let σ2 and σ20 denotes the variances of
the A and v(t), respectively, and the thermal noise variance is given by
σ20 =
2keT
0Ts
R
, (2)
where ke denotes the Boltzmann constant; T
0 denotes the temperature (K); and R denotes the
load resistance.
Let F (t) denote the pulse-holding circuits output signal generated by a series of short pulses
from PMT, which is sampled by the ADC. Let F [tk] denote the quantized samples according to
the threshold, given as follows,
F [tk] =


0, F (tk) < ξ,
1, F (tk) ≥ ξ,
(3)
where ξ denotes the decision threshold. Recall that a photoelectron is recorded upon detecting
0 − 1 rising edge. Letting n[k] denote the number of recorded photonelectrons for two samples
at tk and tk+1, we have
n[k] =


1, F [tk+1]− F [tk] = 1;
0, otherwise.
(4)
6C. Distribution of Photon Counting with Dead Time
Note that the square pulses generated by a practical PMT detector and pulse-holding circuits
have certain widths, which enables the pulse detection via finite-rate sampling. However, such
pulse width incurs dead time effect that may lead to photon counting loss. When a photon arrives
in the dead time duration of the previous photon, the two pulses will merge into one, where
only one photoelectron is counted. Such effect is called “dead time effect”, where the duration of
photon arrival time leading to the merge of two pulses is denoted as τ0. In other words, when a
photoelectron is detected at the time t, a dead time interval from t to t+ τ0 is generated, during
which the next arriving photon cannot be recorded.
To simplify the analysis, we normalize the symbol duration interval to [0, 1], and the dead time
is normalized to τ = τ0/Ts. The number of recorded pulses n must be less than the true number
of photons N . Assuming sufficiently high sampling rate and zero noise variances of the PMT
detector, the probability mass function (PMF) of detected photoelectrons number n is given by
[29], summarized by the following result.
Proposition 1: Given dead time τ and photon arrival rate λ, the probability for the number n
of detected pulses is given by the following probability function,
P(n|λ, τ) =
M−n∑
m=0
(−1)m
n!m!
[
(1− (n+m− 1)τ) λe−λτ]n+m , (5)
where integer M
△
= ⌊ 1
τ
⌋+1 defines the maximum number of counted pulses. Moreover, the mean
and variance of n are given as follows,
E[n] = λe−λτ , (6)
D[n] = E[n]− [1− (1− τ)2]E[n]2. (7)
✷
In general, for the sufficiently short dead time τ , the variance can be approximated by D[n] ≈
E[n]− 2τE[n]2. According to (6) and (7), the variance of n is lower than the mean, and thus the
above distribution shows sub-Poisson characteristics.
III. THE SUB-POISSON DISTRIBUTION WITH FINITE SAMPLING RATE
Note that Equation (5) provides the distribution of detected photoelectrons in a symbol duration
with sufficiently high sampling rate. In this section, we characterize the practical photon-counting
7receiver and the corresponding sub-Poisson distribution under finite sampling rate. It is interesting
to see that different sampling rates may lead to different sub-Poisson distributions on the number
of detected pulses. Moreover, we analyze the first-order and second-order moments on the
distributions of the detected pulse numbers.
To study the relationship between the sampling rate and the distribution of detected pulse
numbers, we first assume no shot noise and no AWGN, which implies identical width and height
for the pulses generated by all photoelectrons. We analyze the distribution of detected pulse
numbers the two scenarios, of the sampling periods T ≤ τ and T > τ , and provide its mean
and variance. Assume that N
△
= 1
T
is an integer, such that there are 1
T
samples in each symbol
duration.
A. The Distributions for T > τ
For sampling interval duration T > τ , one pulse can be detected in interval [kT, (k+1)T ] in case
of no photon arrival in [kT−τ, kT ] and at least one photon arrives in interval [(k+1)T−τ, (k+1)T ].
Thus the probability of one pulse detected in this interval is given by e−λτ (1−e−λτ ). For the total
number of photoelectrons detected in one symbol duration, denoted as ns, we have the following
results on its first-order and second-order moments.
Theorem 1: For the pulse number ns, we have the following results on ns,
E[ns] =
e−λτ
(
1− e−λτ)
T
, (8)
E[n2s ] = E[ns] + E[ns]
2
[
1 + 2T 2 − 3T ] . (9)
Proof: Please refer to Appendix.A.
Similar to the case of T ≤ τ , we have the following approximation on the mean and variance
of ns, for sufficiently small λT and λτ << 1.
Corollary 1: We have the following approximation on E[ns] and D[ns] for sufficiently small
λT and λτ
E[ns] ≈ τλ
T
e−
τλ
T
· 3T
2 ; , (10)
D[ns] = E[n
2
s]− E[ns]2
≈ E[ns]− 3TE[ns]2. (11)
8Proof: Considering τ < T << 1
λ
, the mean E[ns] given in Theorem 1 can be approximated
by
E[ns] =
e−λτ (1− e−λτ )
T
≈ 1
T
e−λτ (λτ − λ
2τ 2
2
)
=
τλ
T
e−λτ (1− λτ
2
)
≈ τλ
T
e−
τλ
T
· 3T
2 . (12)
Then the approximation on D[ns] is given by
D[ns] = E[n
2
s]− E[ns]2
= E[ns]− (3T − 2T 2)E[ns]2
≈ E[ns]− 3TE[ns]2. (13)
Similar to the results (7-8), the distribution on the number of detected pulses under finite
sampling rate can also be characterized by the sub-Poisson model, where the equivalent dead
time increases from τ to 3T
2
and the equivalent photon arrival rate decreases from λ to τλ
T
.
B. The Distributions for T ≤ τ
Consider one sampling interval [kT, (k+1)T ] where the photoelectron detection result n[k] = 1.
Since the event F [kT ] < ξ occurs if and only if no photon arrives in [kT − τ, kT ], the probability
is given by P (F [kT ] < ξ) = e−λτ . The event F [(k + 1)T ] ≥ ξ occurs if and only if there is at
least one photon arriving in interval [kT, (k + 1)T ], where the probability is given by P(n[k] =
1) = e−λτ (1− e−λT ). For the total number of photoelectrons detected in one symbol duration, we
have the following results on its first-order and second-order moments.
Theorem 2: For the pulse number ns, we have the following results,
E[ns] =
e−λτ
(
1− e−λT )
T
, (14)
E[n2s] = E[ns]−E[ns]2
[
[(1− (α + 1)T )(1− (α + 2)T ) + 2T (1− (α + 1)T )1− e
−λ(T−σ)
1− e−λT
]
,(15)
where α is an positive integer given by α =
⌊
τ
T
⌋
.
Proof: Please refer to Appendix.B.
9Assuming that λT, λτ << 1, we have the following approximations on E[ns] and D[ns].
Corollary 2: We have the following approximation on E[ns] and D[ns],
E[ns] ≈ λe−λ(τ+T2 ), (16)
D[ns] = E[n
2
s]− E[ns]2
≈ E[ns]− 2(τ + T
2
)E[ns]
2. (17)
Proof: Then we consider the case of T < τ << 1
λ
. According to the Theorem 2, the mean
E[ns] can be approximated as follows,
e−λτ (1− e−λτ )
T
≈ e
−λτ (λT − (λT )2/2)
T
= λe−λτ (1− λT
2
)
≈ λe−λ(τ+T2 ). (18)
The approximation on E
[∑
k 6=l n[k]n[l]
]
is given by
E
[∑
k 6=l
n[k]n[l]
]
= E[ns]
2
[
(1− T (2α+ 3) + (α + 2)(α+ 1)T 2) + 2T 1− e
−λ(T−σ)
1− e−λT
]
≈ E[ns]2
[
(1− T (2α+ 3)) + 2T (α + 1)T − τ
T
]
= E[ns]
2
[
1− 2(τ + T
2
)
]
. (19)
Then the approximated variance D[ns] is given by
D[ns] = E[n
2
s]− E[ns]2
≈ E[ns]− 2(τ + T/2)E[ns]2. (20)
Comparing the mean and variance [c.f. (16) and (17), respectively] of ns with the results
given in (7-8), it is seen that for T < τ << 1
λ
, the finite-rate sampling essentially increases the
equivalent dead time from τ to τ +T/2, while the sub-Poisson distribution can still well describe
photon-counting process based on rising edge detection.
IV. THE COUNTING PROCESSING CHARACTERIZATION WITH ELECTRICAL NOISES
Recall that the real PMT receiver may suffer both shot and thermal noise with variances σ2 and
σ20 , respectively. The performance degradation of such two types of noises needs to be analyzed.
Moreover, the optimal decision threshold ξ∗ under the two types of noise needs to be determined.
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For a practical PMT-based photon-counting receiver, thermal noise is significantly weaker than
shot noise and signal power, i.e. σ0 << σ. In this section, we will investigate the counting
performance of the counting receiver first under shot noise first, and then under both shot and
thermal noise.
A. The Number of Detected Photoelectrons with Merely Shot Noise
Assuming no additive thermal noise, we analyze the probability P(nk = 1). Consider the
probability that the sample at time kT , denoted as F [kT ], is lower than the decision threshold ξ.
Assuming a small T such that the mean number λT of arrival photons in the duration of T is
small as well, based on which we have the following analysis on the probability P(F [kT ] < ξ).
Case H1: There is no photon arrival events in time interval [kT−τ, kT ]. It is obvious that event
F [kT ] < ξ must occur, i.e., we have P(F [kT ] < ξ|H1)P(H1) = e−λτ . We analyze the following
three cases.
Case H2: There is one photon arriving in interval [kT − τ, kT ]. Based on the Gaussian random
characteristics of the amplitude of each pulse, we have that
P(F [kT ] < ξ|H2)P(H2) = e−λτλτQ(1− ξ
σ
), (21)
where Gaussian tail probability Q(·) is given by
Q(x) =
∫ ∞
x
1√
2pi
e−
x2
2 . (22)
Case H3: There are more than one photon arriving in the interval [kT −τ, kT ]. The probability
is given by
P(F [kT ] < ξ|H3)P(H3) =
∞∑
k=2
(λτ)ke−λτ
k!
Q
(
k − ξ√
kσ2
)
< λ2τ 2Q
(
2− ξ√
2σ2
)
. (23)
Note that for small λT and σ, probability P(F [kT ] < ξ|H3)P(H3) is significantly lower than
that of other two cases. Thus we assume that P(F [kT ] < ξ|H3)P(H3) is negligible and can be
omitted in the following analysis. More specifically, the following approximation on P(F [kT ] < ξ)
is given by
P(F [kT ] < ξ) = P(F [kT ] < ξ|H1)P(H1) + P(F [kT ] < ξ|H2)P(H2) + P(F [kT ] < ξ|H3)P(H3)
= e−λτ [1 + λτq] +
∞∑
k=2
(λT )ke−λτ
k!
Q
(
k − ξ√
kσ2
)
≈ e−λτ [1 + λτq] , (24)
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where q
△
= Q(1−ξ
σ
).
Similarly to the previous Section, we analyze the probability of of detecting a rising edge
between two samples at kT and (k + 1)T , i.e., F [kT ] < ξ and F [(k + 1)T ] > ξ. Consider two
cases, T > τ and T ≤ τ .
1) Analysis for case T > τ : It can be seen that any photon arrival event in [kT −τ, kT ] has no
impact on the sample at (k+1)T , and thus events F [kT ] < ξ and F [(k+1) > ξ] are statistically
independent. Note that the probability of the former event has been approximated by Equation
(24), and the probability of the latter one is given by
P(F [(k + 1)T ] > ξ) = 1− P(F [(k + 1)T ] < ξ)
= 1− e−λτ [1 + λτq]−
∞∑
k=2
(λT )ke−λτ
k!
Q
(
k − ξ√
kσ2
)
≈ 1− e−λτ [1 + λτq] . (25)
Similarly, assuming sufficiently λT and λτ , we have the following approximation on the mean
and variance of ns.
Corollary 3: The approximation on E[ns] and D[ns] are given by
E[ns] ≈ (1− q)λτ
T
e−
(1−q)τ
T
· 3T
2 , (26)
D[ns] = E[n
2
s]− E[ns]2
≈ E[ns]− 3TE[ns]2. (27)
Proof: Please refer to Appendix.C.
From the above results, it is seen that under shot noise and sampling period T , the equivalent
photon arrival rate is reduced to
τλ(1−q)
T
, while the equivalent dead time remains the same as that
without shot noise.
2) Analysis for case T ≤ τ : We still calculate the probabilities of F [kT ] < ξ and F [(k+1)T ] >
ξ. However, the two cases are not statistically independent. When one photon arrives in interval
[(k + 1)T − τ, kT ], the samples at (k + 1)T may be changed. Assuming small λT and σ, the
probability of F [(k + 1)T ] > ξ is that of at least one photon arriving. To make the analysis
tractable, we adopt the approximation of at most one photon arrival in interval [kT −τ, kT ] based
on the assumption of sufficiently small τλ. We analyze the probability of n[k] = 1 considering
the following three cases:
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Case E1: No photon arrives in [kT −τ, kT ]. Then the probability of n[k] = 1 is that of a photon
arriving between kT and (k + 1)T , given by
P (n[k] = 1|E1) = 1−
∞∑
k=0
λkT keλT
k!
Q
(
k − ξ√
kσ2
)
≈ 1− e−λT (1 + λTq), (28)
where we denote Q(−∞) = 1.
Case E2: One photon arrives in [kT−τ, (k+1)T−τ ], and no photon arrives in [(k+1)T−τ, kT ].
Since the photon arrival in [kT − τ, (k + 1)T − τ ] does not affect the sample F [(k + 1)T ], the
probability of n[k] = 1 is given by
P (n[k] = 1|E2) = P(F [kT ] < ξ|E2)P(F [(k + 1)T ] > ξ)
≈ q [1− e−λT (1 + λTq)] . (29)
Case E3: No photon arrives in [kT−τ, (k+1)T−τ ], and one photon arrives in [(k+1)T−τ, kT ].
Recalling that the probability P(F [kT ] < ξ) can be approximated to be zero if more than one
photon arrives in [kT − τ, kT ], we have the probability of n[k] = 1 as follows,
P (n[k] = 1|E3) = q
[
1− e−λT ] . (30)
Thus, we also have the following approximation on probability P[ns = 1], given by
P[ns = 1] = P[ns = 1|E1]P[E1] + P[ns = 1|E2]P[E2] + P[ns = 1|E3]P[E3]
= e−λτ (1 + λTq)
[
1− e−λT (1 + λTq)]+ e−λτλ(τ − T )q(1− e−λT )
= e−λτ (1 + λτq)− e−λ(τ+T ) [(1 + λTq)2 + λ(τ − T )q]
≈ e−λτ (1 + λτq)
[
1− e−λT 1 + λTq + λτq
1 + λτq
]
≈ e−λτ (1 + λτq) [1− e−λT (1 + λTq)] . (31)
Moreover, we also have the following approximation on the mean and variance of ns.
Corollary 4: We have the following approximation on E[ns] and D[ns],
E[ns] ≈ λ(1− q)eλ(1−q)(τ+ τ2 ), (32)
D[ns] = E[n
2
s]− E[ns]2
≈ E[ns]− 2(τ + T
2
)E[ns]
2. (33)
Proof: Please refer to Appendix.D.
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Based on the above results on the mean and variance, we have that with electrical noise, the
equivalent photon arrival rate is reduced to (1 − q)λ and the equivalent dead time remains the
same as that without shot noise.
B. The Number of Detected Photoelectrons with Both Shot and Thermal Noise
In the photon-counting system, the electrical thermal noises in the PMT and amplifier are
significantly weaker than the shot noise, i.e., σ0 << σ. Consider one sample at nT , when there
are k (k ≥ 1) pulses merging at nT , the variance of this sample is kσ2 + σ20 , where the standard
deviation is
√
kσ2 + σ20 <
√
kσ +
σ20
2kσ2
. Since
σ20
2kσ2
is significantly smaller than σ0
σ
, we assume
negligible thermal noise in the sample at nT in case of one pulse arrival event that brings shot
noise, and consider the probability that the sample at nT exceeds the decision threshold in case
of no photon arrivals in [nT − τ, nT ].
As aforementioned in last subsection, the photon-counting process with shot noise can be
approximated as a new photon-counting process with its equivalent photon arrival rate. Comparing
with the model without shot noise, it can be found that the shot noise only results in a modified
photon arrival rate, i.e., λ′
△
= (1 − q)λ. Hence the counting process with both shot and thermal
noise can be approximated as that without shot noise but under a modified photon arrival rate
corresponding to the shot noise. Such approximation performs well according to simulation results.
Similar to the former analysis on the moments of detected pulse numbers, we investigate the two
cases of T > τ and T ≤ τ .
1) Analysis for Case T > τ : We calculate the probability of F [kT ] < ξ and F [(k+ 1)T ] > ξ.
Recall the formula (24), The probability P (F [kT ] < ξ) is given by
P (F [kT ] < ξ) ≈ e−λτ (1− p) + e−λτλτq
≈ e−λτ (1− p) + e−λτλτq(1 − p)
≈ e−λ′τ (1− p), (34)
where p
△
= Q
(
ξ
σ0
)
denotes the probability that the thermal noise signal exceeds the decision
threshold ξ. Then we have the probability of n[k] = 1, given by
P[n[k] = 1] = P[F [kT ] < ξ]P[F [(k + 1)T ] > ξ]
= e−λ
′τ (1− p)
[
1− e−λ′τ (1− p)
]
. (35)
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Moreover, we have the following results on the mean and variance of ns.
Corollary 5: We have the following approximation on E[ns] and D[ns],
E[ns] ∼=
e−λ
′τ (1− p) [1− e−λ′τ (1− p)]
T
, (36)
D[ns] = E[n
2
s]− E[ns]2
∼= E[ns] + (2T 2 − 3T )E[ns]2. (37)
Proof: Since the events F [kT ] < ξ and F [(k + 1)T ] > ξ are statistical independent, the
above results can be derived by following the identical procedures as that given in Appendix. A,
which is omitted here.
2) Analysis for Case T ≤ τ : Similarly, the counting system with shot noise can be
approximated as a new counting system with a modified photon arrival rate. One pulse is recorded
in [kT, (k + 1)T ] if F [kT ] < ξ and F [(k + 1)T ] > ξ. The probability of one pulse detected in
this interval is given by e−λτ (1− p) [1− e−λT (1− p)]. Considering the total number of detected
pulses, we have the following results on its mean and variance of ns.
Corollary 6: We have the following results on E[ns] and D[ns],
E[ns] ∼=
e−λ
′τ (1− p) [1− e−λ′T (1− p)]
T
, (38)
D[ns] ∼= E[ns]
[
1 + 2
α∑
s=2
(1− sT )p(1− p)e−λ′sT ]
+E[ns]
2
[
(1− (α+ 1)T )(1− (α + 2)T )− 1
+2T (1− (α+ 1)T )1− e
−λ′(T−δ)(1− p)
1− e−λ′T (1− p)
]
≈ E[ns] [1 + 2(α− 1)p] + 2E[ns]2
[
−(τ + T/2) + pδ
λ′T + p
]
. (39)
Proof: Please refer to Appendix.E.
V. SIGNAL DETECTION AND SYSTEM PARAMETER OPTIMIZATION
A. Binomial Approximation on Likelihood Functions
At the receiver side, let P(n|λ) denote the probability of detecting n pulses under where number
of detected photoelectrons satisfies a Poisson distribution with mean λ. We adopt the maximum
likelihood (ML) detection, given as follows,
Y =


1, P(ns|λ1, τ) ≥ P(ns|λ0, τ),
0, P (ns|λ1, τ) < P(ns|λ0, τ);
(40)
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where λ0 and λ1 denote the mean number of photons for symbols 0 and 1, respectively.
However, the complicated term of P(n|λ, τ) may make the analysis on the exact error probability
intractable. We resort to the KL distance-based criterion, and adopt binomial approximation with
the same mean and variance on the probability P(ns|λ, τ).
Theorem 3: Based on the mean and variance of ns given in Corollary 5 and Corollary 4, for
the mean number of photoelectrons λ, the parameters in binomial distribution for the two cases
T > τ and T ≤ τ are given as follows.
• For T > τ , we have that
N =
1
2τ ′
,
P = 2τ ′Nˆ, (41)
• For T ≤ τ , we have that
N =
1
2τ ′
1
1−
[
pδ
τ ′(λ′T+p)
+ (α−1)p
Nˆτ ′
] ,
P = 2τ ′Nˆ
{
1−
[
pδ
τ ′(λ′T + p)
+
(α− 1)p
Nˆτ ′
]}
, (42)
where Nˆ
△
= E[ns] denotes the mean recorded pulse number, λ
′ = λ(1 − q). τ ′ = τ + T/2 and
τ ′ = 3T
2
denotes the equivalent dead time for the cases T ≤ τ and T > τ , respectively.
Proof: For the case of T > τ , we have the mean E[ns] = Nˆ = NP , and the variance
D[ns] = Nˆ − 2τ ′Nˆ2 = NP (1 − P ). Thus Equation (41) can be directly obtained by solving the
above two equations.
For the case of T ≤ τ , we also write the equations on the mean and variance, given by
NP = Nˆ ,
NP (1− P ) = Nˆ
{
1 + 2(α− 1)p+ 2Nˆ
[
−τ ′ + pδ
λ′T + p
]}
. (43)
Dividing the second equation by the first one, we have the following result on P
P = 2τ ′Nˆ − 2pδNˆ
λ′T
− 2(α− 1)p
= 2τ ′Nˆ
{
1−
[
pδ
τ ′(λ′T + p)
+
(α− 1)p
Nˆτ ′
]}
. (44)
Then we have the following result on N
N =
Nˆ
P
=
1
2τ ′
1
1−
[
pδ
τ ′(λ′T+p)
+ (α−1)p
Nˆτ ′
] . (45)
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Based on Theorem 3, it is seen that for T > τ , the binomial distribution approximations for λ0
and λ1 have the same length but different probability distributions, i.e., N1 = N0 but P1 6= P0;
but for T < τ , the binomial distribution approximations for λ0 and λ1 have the different lengths
and different probabilities, i.e., N1 6= N0 and P1 6= P0. For such lengthes and probabilities,
the parameters λ′ and τ ′ can be estimated via matching the first and second moments of the
distributions.
B. The Decision Threshold and Holding Time Optimization
The decision threshold ξ and holding time τ needs to be optimized to improve the pulse-counting
performance.
As discussed, we consider the KL distance between two binomial distributions rather than
the formulation of total error probability, since the optimization on the exact error probability
may be intractable. Two approximated likelihood functions, denoted as PB1
△
= B(N1, P1) and
PB0
△
= B(N0, P0), respectively, have the following KL distances for the case of T > τ ,
D(PB0 ||PB1 ) = N0
[
P0 log
P0
P1
+ (1− P0) log 1− P0
1− P1
]
;
D(PB1 ||PB0 ) = N0
[
P1 log
P1
P0
+ (1− P1) log 1− P1
1− P0
]
. (46)
and the following KL distances for the case of T ≤ τ ,
D(PB0 ||PB1 ) = En|p0
[
N0∑
k=N1+1
log
k
k − n
]
+N0(1− P0) log 1− P0
1− P1
+N0P0 log
P0
P1
+ (N0 −N1) log(1− P1);
D(PB1 ||PB0 ) = En|p1
[
N0∑
k=N1+1
log
k − n
k
]
+N1(1− P1) log 1− P1
1− P0
+N1P1 log
P1
P0
+ (N1 −N0) log(1− P0). (47)
According to the Chernoff-Stein Lemma [35], we pursue the optimal threshold ξ∗ that maximizes
the minimum of the above two KL distances. More specifically, the optimal threshold ξ∗ and
holding time τ ∗ are defined as
{ξ∗, τ ∗} = argmax
ξ,τ
min
{
D(PB0 ||PB1 ), D(PB1 ||PB0 )
}
. (48)
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Note that the exact solution to the above optimization problem is intractable. In the remainder
of this subsection, we resort to an approximation but tractable solution, which does not show
significant loss in simulations.
Note that the probability P1 is of the same order of λ1τ when p is sufficiently small, and that
P0 < P1 if we try to maintain reliable communication. The expectation of n in (47) is much
smaller than N1 and N0, and thus each term in the summation is close to each other. Therefore,
we have the following approximation on the KL distances in (47),
D(PB0 ||PB1 ) ≈ (N0 −N1) log
N0
N0 −N0P0 +N0P0 log
P0
P1
+N0(1− P0) log 1− P0
1− P1 + (N0 −N1) log(1− P1)
= N1 log
1− P0
1− P1 +N0P0
[
log
P0
P1
− log 1− P0
1− P1
]
;
D(PB1 ||PB0 ) ≈ (N0 −N1) log
N1
N1 −N1P1 +N1P1 log
P1
P0
+N1(1− P1) log 1− P1
1− P0 + (N1 −N0) log(1− P0)
= N0 log
1− P1
1− P0 +N1P1
[
log
P1
P0
− log 1− P1
1− P0
]
. (49)
Note that the optical scattering communication is typically operating in the UV spectrum,
where the background radiation is sufficiently small. We can formulate the optimization problem
assuming sufficiently small λ0. First we have the following lemma.
Lemma 1: Let τ ′0
△
= 3T
2
. If log Nˆ1
Nˆ0
>
1+ τ
′
τ ′
0
1−2τ ′Nˆ1
, we have approximatelyD(PB0 ||PB1 ) < D(PB1 ||PB0 )
for both cases of T > τ and T ≤ τ .
Proof: Please refer to Appendix.F.
Note that for sufficiently small p and λ1τ
′, the condition log Nˆ1
Nˆ0
>
1+ τ
′
τ ′0
1−2τ ′Nˆ1
can be easily satisfied
in the photon-counting system with sufficiently small background radiation if τ
′
τ ′0
is not large. Based
on such assumption, the optimization problem in (48) can be approximated as follows,
{ξ∗, τ ∗} = argmax
ξ,τ
D(PB0 ||PB1 ). (50)
1) Optimization on τ : We first consider the optimization on τ . For the case of T > τ , we have
the following result.
Lemma 2: Let γ
△
= Nˆ1
Nˆ0
. For the case of T > τ , we have the optimal holding time τ ∗ = T if
p < 1
2
− log γ
2(γ−1)
− γτ .
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Proof: We write the derivative of D(PB0 ||PB1 ) with respect to τ as follows,
∂D(PB0 ||PB1 )
∂τ
=
[
log
Nˆ0
Nˆ1
− log 1− 2τ
′Nˆ0
1− 2τ ′Nˆ1
]
∂Nˆ0
∂τ
+
[
−Nˆ0
Nˆ1
+
1− 2τ ′Nˆ0
1− 2τ ′Nˆ1
]
∂Nˆ1
∂τ
. (51)
Then we show that the above derivative is larger than zero, which is equivalent to proving the
following
log 1−2τ
′Nˆ0
1−2τ ′Nˆ1
− log Nˆ0
Nˆ1
1−2τ ′Nˆ0
1−2τ ′Nˆ1
− Nˆ0
Nˆ1
≤
∂Nˆ1
∂τ
∂Nˆ0
∂τ
. (52)
Considering the function log a−log b
a−b
, which is decreasing with respect to both a and b. Then the
result can be proved if the following can be proved,
log Nˆ1
Nˆ0
1− Nˆ0
Nˆ1
≤
∂Nˆ1
∂τ
∂Nˆ0
∂τ
=
λ′1e
−λ′1τ
[
2(1− p)e−λ′1τ − 1]
λ′0e
−λ′0τ
[
2(1− p)e−λ′0τ − 1] . (53)
Defining h(x) = 1−(1−p)e
−βx
x
, we have that
∂h(x)
∂x
= −1+(1−p)(1+βx)e
−βx
x2
≤ 0, which implies that
λ′1e
−λ′1τ
λ′0e
−λ′0τ
>
[
1− (1− p)e−λ′1T ] e−λ′1τ[
1− (1− p)e−λ′0T ] e−λ′0τ = Nˆ1Nˆ0 . (54)
Moreover, we have
2(1−p)e−λ
′
1τ−1
2(1−p)e−λ
′
0τ−1
> 2(1 − p)e−λ′1τ−1 > 2(1 − p)(1 − λ′1τ) − 1 > 1 − 2p − 2λ′1τ .
Then the inequality (54) is satisfied if the following holds
log
Nˆ1
Nˆ0
≤
(
Nˆ1
Nˆ0
− 1
)
(1− 2p− 2λ′1τ), (55)
which is equivalent to the condition given in this lemma.
Note that for sufficiently small background radiation λ0, p and λ
′
1τ , the condition p <
1
2
−
log γ
2(γ−1)
− γ1τ can be satisfied by the photon-counting system under consideration, and thus the
optimal holding time can be obtained in Lemma 2.
Then we consider the case of T ≤ τ , where the KL distance D(PB0 ||PB1 ) can be written as
follows
D(PB0 ||PB1 ) = N1 log
1
1− P1 +N1 log(1− P0) +N0P0
[
log
P0
P1
+ log(1− P1)
]
−N0P0 log(1− P0).(56)
We first discuss the term N1 log
1
1−P1
. Considering sufficiently small p such that p << λ′1T , we
have P1 ≈ 2τ ′Nˆ1 and N1 ≈ 12τ ′ . Then the first term of KL distance D(pB0 ||pB1 ) given in (56) can
be approximated by
N1 log
1
1− P1 ≈ 2τNˆ1 log
1
1− 2τ ′Nˆ1
. (57)
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We first have the following lemma that provides a sufficient condition on the negative property
of the derivative of N1 log
1
1−P1
with respect to τ .
Lemma 3: If probability p ≤ 1 − e−λ′31 T 3 , we have that N1 log 11−P1 decreases strictly with
respect to τ for τ ≥ T .
Proof: Please refer to Appendix.G.
For the term N1 log(1− P0), note that N1 = 12τ ′ decreases with respect to τ , and
∂P0
∂τ
= 2Nˆ0
[
1− λ0τ ′ − p(1− λ0δ)
p+ λ0T
]
≥ 0, (58)
if p ≤ 1−λ0τ ′
α+1/2
. Thus the term N1 log(1− P0) decreases with respect to τ if p ≤ 1−λ0τ ′α+1/2 .
We consider the second term N0P0
[
log P0
P1
+ log(1− P1)
]
, denoted as R(τ). Its derivative with
respect to τ is given as follows,
∂R(τ)
∂τ
= Nˆ0
∂r(τ)
∂τ
+
∂Nˆ0
∂τ
r(τ), (59)
where r(τ)
△
= log P0
P1
+ log(1− P1). For the function r(τ), we have the following lemma.
Lemma 4: If p ≤ 1− 2(α−1)
2α+1
eλ
′
0(τ+T ), then function r(τ) strictly decreases with respect to τ .
Proof: Please refer to Appendix.H.
Finally, according to the above results on the terms of D(PB0 ||PB1 ), assuming that the condition
p ≤ min
{
1− e−λ′31 T 3 , 1− 2(α−1)
2α+1
eλ
′
0(τ+T )
}
is satisfied, we have the following,
D01(τ)−D01(T ) ≤ max
τ
∂Nˆ0
∂τ
[
log
P0
P1
+ log(1− P1)
]
(τ − T ) + Nˆ0P0
= max
τ
{
P0 − λ′0(τ − T )
[
log
P0
P1
+ log(1− P1)
]}
Nˆ0. (60)
According to (54), we have Nˆ0
Nˆ1
≥ λ′0
λ′1
and N1
N0
≥ τ ′0
τ ′
≥ 3
2α+3
, which provides a lower bound on P0
P1
,
given by P0
P1
= Nˆ0
Nˆ1
N1
N0
≥ 3λ′0
(2α+3)λ′1
. Then an upper bound on D01(τ)−D01(T ) is given follows,
D01(τ)−D01(T ) ≤ max
τ
{
P0 + λ
′
0τ log
1
λ′0
+ λ′0τ
[
log
(2α + 3)λ′1
3
+ log(1− P1)
]}
Nˆ0. (61)
In optical scattering communication, we consider sufficiently small λ0 and thermal noise variance
such that λ0 << 1 and
p
T
<< 1. Then we have that Nˆ0 <
1−(1−λ′0T )(1−p)
T
< λ′0 +
p
T
<< 1 and
P0 < 2τNˆ1 << 1. It is seen that for not large α and λ1 (large λ1 would incur channel capacity
loss, because we can divided each slot into a shorter one to realize a higher transmission rate), the
term λ′0τ
[
log
(2α+3)λ′1
3
+ log(1− P1)
]
can be regarded as the same order of λ′0τ . Hence, it could
be observed that the expression of Equation (61) is of the order lower than −N¯20 log N¯0, where
20
N¯0
△
= λ′0 +
p
T
. Since N¯0 << 1, the upper bound given in (61) is also small and can be neglected.
Based on the experimental measurements, the detail numerical analysis of this upper bound will
be further presented in Section V-C .
Hence, we choose τ ∗ = T as the holding time, and the performance loss may become negligible.
2) Optimization on ξ: Recall that we select the value τ ∗ = T as the sub-optimal but satisfactory
holding time, which is independent of the decision threshold ξ. Then we have that α = 1, δ = 0
when τ = T , thus Equations (46) and (47) are identical.
We aim to maximize D(PB0 ||PB1 ). Due to the complicated form of the KL distance with respect
to ξ, we adopt numerical optimization solutions, such as Genetic Algorithm to seek the optimal
decision threshold. Note that the KL distance is a bounded deterministic function with respect
to p and q when λ1 and λ0 are given. Considering small σ0 and σ, there exists a wide region
of ξ where the parameters p and q vary slightly, which implies that the KL distance also varies
slightly. In the numerical results, we will show that the BER curve with respect to ξ has a wide
and flat region, where the performance loss of optimal threshold selection deviation is negligible.
C. Discussions of the Conditions on p and Upper Bound in (61)
1) Conditions on p: In the previous subsection, we provides three conditions on probability p,
which can be summarized as follows,
p ≤ min
{
1− e−λ′31 T 3 , 1− λ0τ
′
α + 1/2
, 1− 2(α− 1)
2α + 1
eλ
′
0(τ+T )
}
. (62)
In the UV optical wireless communication, the background radiation can be extremely small,
where we assume λ0 << 1 and
λ1
λ0
>> 1.
Considering the term 1− e−λ′31 T 3 . In the receiver side, we assume the sampling resource is well
utilized, which implies λ′1T could not be extremely small like λ
′
0T . Thus, we assume λ
′
1T > 0.02
by referring to our experiment setting and channel characterization experiment [36]. Then we have
1− e−λ′31 T 3 > 8× 10−6.
For the second term, we assume extremely small λ′0(τ + T ) (< 0.01) and not large α (≤ 10).
Then it can be seen that 1−λ0τ
′
α+1/2
> 0.0943.
As for the last term in the right side of (62), according to the above assumption on α and λ0τ
′,
it can be observed that 1− 2(α−1)
2α+1
eλ
′
0(τ+T ) > 0.144.
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For the photon counting system, the variance thermal is found to be significantly less than one
(< 0.022), then it could be seen that for ξ > 0.09, we have p < Q( ξ
σ0
) = 3.4× 10−6 < 8× 10−6.
Thus, the conditions on p could be satisfied when the decision threshold ξ is not too small.
2) Discussion on Upper Bound in (61): Considering that for sufficiently weak background
radiation, i.e. λ0 < 0.1, λ1 = 20 is large enough to achieve reliable information transmission, and
we may shorten each time slot for a larger λ1 to increase the communication rate. Meanwhile,
assuming λ1τ
′ << 1 such that P1 = 2τ
′Nˆ1 ≤ 2τ ′λ1 ≤ 0.5, and α ≤ 10, we have log (2α+3)λ
′
1
3
−
log(1− P1) < 5.7258. Note that we have λ′0τ < 0.01 for sufficiently weak background radiation,
T > 0.02
20
= 0.001 for well utilization of sampling resource, and p < 8 × 10−6 for satisfying the
conditions p ≤ 1 − e−λ′31 T 3 . It can be seen that D01(τ)−D01(T ) < 0.0102 << 1, which implies
that the photon counting system only incur negligible performance loss compared with the optimal
one when we select τ ∗ = T .
D. Signal Detection
Since we select τ ∗ = T as the sub-optimal holding time in the photon-counting system, it can
be seen that N1 = N0 =
1
3T
. Thus the two likelihood functions are given as follows,
P(n|λ1, τ = T ) ≈ B( 1
3T
, 3TNˆ1);
P(n|λ0, τ = T ) ≈ B( 1
3T
, 3TNˆ0). (63)
Based on the above likelihood functions, we can obtain the following detection threshold,
nˆth =
 1
3T
log 1−3TNˆ1
1−3TNˆ0
log Nˆ1
Nˆ0
+ log 1−3TNˆ1
1−3TNˆ0
 . (64)
The error probabilities are then given by
pe =
p10 + p01
2
=
∑nˆth
n=0 P(n|λ1, τ) +
∑∞
nˆth+1
P(n|λ0, τ)
2
. (65)
VI. EXPERIMENTAL AND NUMERICAL SIMULATION RESULTS
We first present the experimental results. In the transmitter side, the intensity of transmitted
light remains constant during the photon-counting process, while three experiments with different
intensities are conducted. In the receiver side, a PMT, pulse holding circuits, an ADC, and a
post-processing FPGA are adopted to realize the photon-counting process. In the three different
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THE PMF OF RECORDED PULSES PER MICROSECOND: COMPARISON BETWEEN EXPERIMENTAL, THE DISTRIBUTION IN
EQUATION (6), AND THE BINOMIAL DISTRIBUTION FITTING.
experiments, the ADC sampling rate is set to be 100MHz, and the decision threshold is set to be
a low value due to the small thermal noise.
Figure 2 shows the PMF of recorded pulses per microsecond, which contains the experimental
results, the fitting results according to Equation (5) and binomial distribution. The fitting parameters
are obtained based on matching the first-order and second-order moments. It can be seen that
Equation (5) and binomial distribution both fit well even under finite sampling rate and electrical
noise. The binomial distribution can serve as a good model to describe the number of recorded
photoelectrons.
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Then we provide simulation results to verify our proposed approximation results in Section.II.
Assume the mean number of photoelectrons λ = 10, and no electrical noise. Figure 3 and Figure 4
show the estimated equivalent dead time and photon arrival rate with respect to sampling rate for
different holding times, where the results from the both theoretical analysis and simulation are
provided. It is seen that the two types of results match well, which validates Corollary 1 and 2
in Section.II.
Moreover, we consider the photon-counting system with shot noise and finite sampling rate.
Assuming the mean number of photoelectrons λ = 10, and 100 samples per symbol duration.
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Figures 5 and 6 show the equivalent dead time τ ′ and photon arrival rate λ′ compared with the
ideal model for different shot noise variances, respectively, based on both theoretical approximation
and simulations. It can be seen that the equivalent dead time and photon arrival rate obtained from
simulations match well with the theoretical results given in Corollary 3 and 4. We also consider
thermal noise, where the shot and thermal variances are 0.2 and 0.02, respectively. Figures 7 and 8
compare the binomial distribution parameters N and P obtained from numerical simulation and
theoretical results of Theorem 3 for different decision thresholds, respectively. It can also be seen
that the binomial approximation with parameters given in Theorem 3 can well characterize the
25
0 0.1 0.2 0.3 0.4 0.5
0.01
0.012
0.014
0.016
0.018
0.02
0.022
0.024
0.026
0.028
0.03
σ
D
ea
d 
Ti
m
e
 
 
Simulation: τ=0.005
Simulation: τ=0.01
Theory: τ=0.005 & τ=0.01
Simulation: τ=0.015
Theory: τ=0.015
Simulation: τ=0.02
Theory: τ=0.02
Fig. 5
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practical photon-counting system with both thermal and shot noise under finite sampling rate.
We adopt Monte Carlo method to obtain the bit error rate of the photon counting system,
where the shot and thermal variances are set to be 0.2 and 0.02, respectively. Figure 9 shows
the simulation results of bit error rate performance for different holding times τ and sampling
periods T , where decision threshold ξ is set to be 0.3. It can be seen that the photon counting
system performs well when τ = T for fixed T , the BER performance is close to the optimal
one. Figure 10 shows the simulated BER for different decision thresholds ξ, where τ is set to be
0.01 according to the holding time selection rule. It can be observed that there exists a wide and
flat region in each curve, where the optimal threshold locates in such flat region while a slight
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change of threshold selection may only incur negligible performance loss. Finally, we compare
the performance of the proposed sub-optimal holding time and decision threshold selection rule
and the optimal counterpart in Figure 11. It can be seen that the proposed sub-optimal selection
rule shows negligible performance loss compared with the optimal one.
VII. CONCLUSION
We have analyzed the architecture of PMT-based photon-counting receiver with finite holding
time and sampling rate, and showed that the dead time effect can lead to a sub-Poisson
characteristics. We have studied the first-order and second-order moments on the sub-Poisson for
the number of detected photoelectrons under finite sampling rate and electrical noise. Moreover, we
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have proposed a binomial distribution approximation on such sub-Poisson distribution and provided
a tractable holding time and decision threshold selection rule based on maximizing the minimal
KL distance. Experimental results showed that the proposed sub-Poisson model and the binomial
approximation can well characterize practical photon-counting system. Besides, numerical results
can well characterize the equivalent arrival rate under finite-rate sampling and the associated
binomial parameters P and N under electrical noises. Simulations results also shown that the
performance of the proposed holding time and decision threshold selection rules is close to that
of the optimal counterpart.
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VIII. APPENDIX
A. Proof of Theorem 1
Note that P[n[k] = 1] = e−λτ (1− e−λτ ), we have the following
E[ns] = E
[
N−1∑
k=0
n[k]
]
=
N−1∑
k=0
E[n[k]]
=
e−λτ (1− e−λτ )
T
. (66)
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We next consider the variance of ns. We have the following second moment of ns,
E[n2s] = E


(
N−1∑
k=0
n[k]
)2
= E
[
N−1∑
k=0
n[k]2 +
∑
k 6=l
n[k]n[l]
]
. (67)
Since n[k] can only take the value of 0 or 1, we have that E[n[k]2] = E[n[k]]. Thus we have that
E
[
N−1∑
k=0
n[k]2
]
= E[ns] =
e−λτ (1− e−λT )
T
. (68)
Consider the case of |k− l| > 1, where the photoelectron detected in interval [kT, (k+1)T ] has
no impact on the counting in interval [lT, (l+1)T ]. Thus n[k] and n[l] are statistically independent,
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which shows
E[n[k]n[l]] = E[n[k]]2
=
[
e−λτ (1− e−λτ )]2 , for |k − l| > 1. (69)
Consider the case of |k − l| = 1. Since the sample at time (k + 1)T must be larger than the
threshold if one pulse is detected in interval [kT, (k + 1)T ], we have P[n[l] = 0|n[k] = 1] = 1,
and thus
E[n[k]n[l]] = 0, for |k − l| = 1. (70)
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Based in the above two cases, we have
E
[∑
k 6=l
n[k]n[l]
]
=
∑
|k−l|≥2
E[n[k]n[l]]
= (
1
T
− 1)( 1
T
− 2) [e−λτ (1− e−λτ )]2 ,
(71)
and then
E[n2s] = E[ns] + (1− 3T + 2T 2)E[ns]2. (72)
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B. Proof of Theorem 2
Note that P[n[k] = 1] = e−λτ (1− e−λT ), we have the following
E[ns] = E
[
N−1∑
k=0
n[k]
]
=
N−1∑
k=0
E[n[k]]
=
e−λτ (1− e−λT )
T
. (73)
We next consider the variance of ns. The second moment of ns is given as follows
E[n2s] = E


(
N−1∑
k=0
n[k]
)2
= E
[
N−1∑
k=0
n[k]2 +
∑
k 6=l
n[k]n[l]
]
. (74)
Similar to the case of T > τ , we have E
[∑N−1
k=0 n[k]
2
]
= E[ns].
Since the sampling period T is less than or equal to the dead time τ , let τ = αT + σ, where
α is a positive integer and 0 ≤ σ < T . Due to the dead time effect, if one pulse is detected
in interval [kT, (k + 1)T ], the samples at time (k + 1)T, (k + 2)T, . . . , (k + α)T must be larger
than the threshold, which implies that we cannot detect any pulse in the sampling intervals from
[(k + 1)T, (k + 2)T ] to [(k + α)T, (k + α + 1)T ]. Thus we have
E[n[k]n[l]] = 0, for |k − l| ≤ α. (75)
If |k − l| ≥ α + 2, the rising edge detection in interval [kT, (k + 1)T ] has no impact on that in
[lT, (l + 1)T ], and thus the number of detected pulse n[k] and n[l] are statistically independent.
Then we have
E[n[k]n[l]] = E[n[k]]2
=
[
e−λτ (1− e−λT )]2 , for |k − l| ≥ α + 2. (76)
The last situation is |k − l| = α + 1, which needs to be more delicately analyzed. Assuming the
number of detected pulse in interval [kT, (k + 1)T ] is one, the necessary condition of one pulse
detected in [lT, (l+1)T ] is the sample at time lT smaller than the threshold, or no photon arrival
in time region [lT − τ, lT ]. Note that since lT − τ = (k + α+ 1)T − αT − σ = (k + 1)T − σ ≤
(k + 1)T , the event that n[k] = n[l] = 1 is equivalent to the following two events: no arrival in
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[kT − τ, kT ] ∪ [lT − τ, lT ] and at least one arrival in [kT, (k + 1)T − σ] and [lT, (l + 1)T ]. The
probability of such an event is given by
P[n[k] = 1, n[l] = 1] = e−2λτ
(
1− e−λ(T−σ)) (1− e−λT ) . (77)
Considering all the above three cases, we have that
E
[∑
k 6=l
n[k]n[l]
]
=
∑
|k−l|≥α+2
[
e−λτ (1− e−λT )]2 + ∑
|k−l|=α+1
e−2λτ
(
1− e−λ(T−σ)) (1− e−λT )
= (1/T − α− 1)(1/T − α− 2) [e−λτ (1− e−λT )]2
+2(
1
T
− α− 1)e−2λτ (1− e−λ(T−σ)) (1− e−λT ) . (78)
Substituting the above results into (68) can lead to the second moment.
C. Proof of Corollary 3
Note that the event of F [kT ] < ξ and F [(k + 1)T ] > ξ are independent with each other, we
have the following approximated probability of P[n[k] = 1] based on the approximation forms of
(24) and (25),
P[n[k] = 1] = P[F [kT ] < ξ]P[F [kT ] > ξ]
≈ e−λτ (1 + λτq) [1− e−λτ (1 + λτq)] . (79)
Note that λτ and q are both small, the mean of ns is approximated by
E[ns] =
e−λτ (1 + λτq)
[
1− e−λτ (1 + λτq)]
T
≈ e
−λτeλτq
(
1− e−λτeλτq)
T
≈ (1− q)λτ
T
e−
(1−q)τ
T
· 3T
2 , (80)
where the last step follows the same procedure as (12).
We next consider the variance. The variance of ns can be approximated as follows
D[ns] = E[ns] +
∑
k 6=l
E[n[k]n[l]] − E[ns]2. (81)
Similar to the case without shot or thermal noise, we have E[n[k]n[l]] = 0 for |k − l| = 1, and
E[n[k]n[l]] = E[ns]
2/T 2 for |k − l| ≥ 2. Thus, the variance D[ns] can be approximated by
D[ns] = E[ns] + T
2(
1
T
− 1)( 1
T
− 2)E[ns]2 − E[ns]2
≈ E[ns]− 3TE[ns]2. (82)
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D. Proof of Corollary 4
Similar to the case of T > τ , the mean of ns is approximated by
E[ns] =
e−λτ (1 + λτq)
[
1− e−λT (1 + λTq)]
T
≈ e
−λτeλτq
(
1− e−λT eλTq)
T
≈ (1− q)λe−(1−q)λ(τ+T2 ), (83)
where the last step follows the same procedure as (18).
Then we consider variance of ns. We find the parameter α 0 ≤ δ < T such that τ = αT + δ,
the variance can be expressed as follows
D[ns] = E

N−1∑
k=0
n[k]2 +
∑
|k−l|≥α+1
n[k]n[l]

 − E[ns]2, (84)
where
E[
N−1∑
k=0
n[k]2] = E[ns], (85)
and we have the following for |k − l| ≥ α + 2,
E

 ∑
|k−l|≥α+2
n[k]n[l]

 = ( 1
T
− α− 1)( 1
T
− α− 2)E[n[k]]2.
≈ (1− T (2α+ 3))E[ns]2. (86)
As for |k − l| = α + 1, note that more than one photon arrives in [kT − τ, kT ], the probability
p(F [kT ] < ξ) is assumed to be zero. Similar to the analysis for the case without shot noise, the
event that n[k] = n[l] = 1 is equivalent to the events no photon arrival in [kT−τ, kT ]∪[lT−τ, lT ]
and at least one photon arrival in [kT, (k+1)T −σ] and [lT, (l+1)T ], respectively. Thus we have
E[n[k]n[l]] = e−λτ (1 + λτq)
[
1− e−λ(T−δ)(1 + λ(T − δ)q)]
e−λτ (1 + λτq)
[
1− e−λT (1 + λTq)]
= E[n[k]]2
1− e−λ(T−δ)(1 + λ(T − δ)q)
1− e−λT (1 + λTq)
≈ E[n[k]]2 (α + 1)T − τ
T
. (87)
Moreover, we have
E

 ∑
|k−l|=α+1
n[k]n[l]

 = 2( 1
T
− 1)E[n[k]n[l]]
≈ E[ns]2[2(α+ 1)T − 2τ ]. (88)
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Thus similar to (20), the variance of ns is approximated by
D[ns] = E[n
2
s]− E[n2s]
≈ E[ns] + E[ns]2[−T (2α + 3) + 2(α+ 1)T − 2τ ]
= E[ns]− 2(τ + T
2
)E[ns]
2. (89)
E. Proof of Corollary 6
Based on the probability of one pulse detected in [kT, (k+1)T ], the mean of ns can be directly
derived as follows
E[ns] =
N−1∑
k=0
E[n[k]]
=
e−λ
′τ (1− p) [1− e−λ′T (1− p)]
T
. (90)
As for the variance of ns, we consider the parameter α and δ such that τ = αT + δ, where
0 ≤ δ < T . And the variance D[ns] has the following form
D[ns] = E[n
2
s]− E[ns]2
= E
[
N−1∑
k=0
n[k]2 +
∑
k 6=l
n[k]n[l]
]
− E[ns]2. (91)
Noting that E
[∑N−1
k=0 n[k]
2
]
= E[ns], we analyze the term E
[∑
k 6=l n[k]n[l]
]
in the following.
First it is obviously that P[n[k]n[l]] = 0 if |k − l| = 1, since the adjacent two rising-edge
cannot exist in the pulse detecting system. Similar to the no noise counting system, we have
E[n[k]n[l]] = E[n[k]]2 for |k − l| ≥ α + 2, since the number of detected pulse n[k] and n[l] are
statistically independent.
For |k − l| = α + 1, n[k] and n[l] are no longer statistically independent. For example, if
n[k]n[l] = 1, then there cannot exist any photon arrival in [(k + 1)T − δ, (k + 1)T ]. Recall that
the probability P [n[k] = 1] = e−λ
′τ (1 − p) [1− e−λ′T (1− p)], the probability of P[n[k]n[l] = 1]
is given by
P[n[k]n[l] = 1] = P[n[k] = 1|n[l] = 1]P[n[l] = 1]
= e−λ
′τ (1− p)
[
1− e−λ′(T−δ)(1− p)
]
e−λ
′τ (1− p)
[
1− e−λ′T (1− p)
]
= E[n[k]]2
1− e−λ′(T−δ)(1− p)
1− e−λ′T (1− p) . (92)
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In contrast to the case of noiseless counting system, the probability of n[k]n[l] = 1 is not zero
when 1 < |k − l| ≤ α. Since the thermal noise in different samples are statistically independent,
events n[k] = 1 and n[l] = 1 may occur in case of no photon arrival in [kT, lT ]. Therefore, the
probability P[n[k]n[l] = 1] is given by
P[n[k]n[l] = 1] = P[n[k] = 1|n[l] = 1]P[n[l] = 1]
= e−λ
′τ (1− p)e−λ′T |l−k|p(1− p)
[
1− e−λ′T (1− p)
]
= E[n[k]]p(1 − p)e−λ′T |l−k|. (93)
Thus, the variance D[ns] can be obtained as follows
D[ns] = E[ns]
[
1 + 2
α∑
s=2
(1− sT )p(1− p)e−λ′sT ]
+E[ns]
2
[
(1− (α + 1)T )(1− (α + 2)T )− 1
+2T (1− (α+ 1)T )1− e
−λ′(T−δ)(1− p)
1− e−λ′T (1− p)
]
(94)
Note that λ′sT < λ′τ << 1, we have
α∑
s=2
(1− sT )p(1− p)e−λ′sT ≈
α∑
s=2
(1− sT )p(1− p)[1− λ′sT ]
≈ p(1− p)
[
α− 1− λ
′ + 1
2
T (α+ 2)(α− 1)
]
≈ p(α− 1). (95)
Moreover, we have the following results on
1−e−λ
′(T−δ)(1−p)
1−e−λ′T (1−p)
,
1− e−λ′(T−δ)(1− p)
1− e−λ′T (1− p) ≈
1− [1− λ′(T − δ)] (1− p)
1− (1− λ′T )(1− p))
≈ λ
′(T − δ) + p
λ′T + p
=
T − δ
T
+
δp
(λ′T +′ p)T
(96)
Substituting (95) and (96) into (94), ignoring the second order quantities (T 2) that is deemed
to be sufficiently small, we have the following result on the variance of ns,
D[ns] ≈ E[ns] [1 + 2(α− 1)p] + 2E[ns]2
[
−(τ + T/2) + pδ
λ′T + p
]
. (97)
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F. Proof of Lemma 1
For the case of T > τ , we have N1 = N0
△
= N , P1
P0
= Nˆ1
Nˆ0
, τ
′
τ ′0
= 1 and the following
D(PB1 ||PB0 )−D(PB0 ||PB1 ) = N
[
(P0 + P1) log
P1
P0
+ (2− P1 − P0) log 1− P1
1− P0
]
> N
[
(P0 + P1) log
P1
P0
− 2 log 1− P0
1− P1
]
> N
[
P1 log
P1
P0
− 2 P1
1− P1
]
. (98)
For T > τ , since log Nˆ1
Nˆ0
> 2
1−Nˆ1τ ′
, it is straightforward that D(PB1 ||PB0 )−D(PB0 ||PB1 ) > 0 for
the case T > τ . For T ≤ τ , we have τ ′ = τ + T
2
, and the following
D(PB1 ||PB0 )−D(PB0 ||PB1 ) ≈ N0 log
1− P1
1− P0 +N1P1
[
log
P1
P0
− log 1− P1
1− P0
]
−N1 log 1− P0
1− P1 −N0P0
[
log
P0
P1
− log 1− P0
1− P1
]
= (N1P1 +N0P0)
P1
P0
− (N0 +N1 −N1P1 −N0P0) log 1− P0
1− P1
> N1
[
P1 log
P1
P0
− N0 +N1
N1
P1
1− P1
]
. (99)
Noting that Nˆ decreases with respect to λ′, we have
1
2τ ′
≤ N(λ′) ≤ N(0), (100)
where
N(0) =
1
2τ ′
1
1−
[
δ
τ ′
+ (α−1)T
τ ′
] = 1
3T
=
1
2τ ′0
. (101)
Thus, we have that N1+N0
N1
< 1 + τ
′
τ ′0
. Recall the expressions of P0 and P1 in Theorem 3, we have
P1
P0
> Nˆ1
Nˆ0
. Moreover, since Nˆ1
Nˆ0
>
1+ τ
′
τ ′
0
1−2τ ′Nˆ1
, we have that D(PB1 ||PB0 ) − D(PB0 ||PB1 ) > 0 for the
case of T ≤ τ .
G. Proof of Lemma 3
We first write the derivative of N1 log
1
1−P1
with respect to τ in the following,
∂N1 log
1
1−P1
∂τ
=
(1− λ′1τ ′)Nˆ1
(1− p1)τ ′ −
1
2τ ′2
log
1
1− p1
=
p1(1− λ′1τ ′)− (1− p1) log 11−p1
2τ ′2(1− p1) . (102)
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Then we need to prove that p1(1 − λ′1τ ′) + (1 − p1) log (1− p1) ≤ 0. Noting that we have
(1 − x) log(1 − x) ≤ −x + x(ex−1)
2
for 0 ≤ x < 0.5, thus we need to prove the following is
satisfied,
p1(1− λ′1τ ′)− p1 +
p1(e
p1 − 1)
2
=
p1
2
(ep1 − 1− 2λ′1τ ′) ≤ 0, (103)
which is equivalent to proving the following
Nˆ1 ≤ log(1 + 2λ
′
1τ
′)
2τ ′
. (104)
Recall that Nˆ1 =
e−λ
′
1τ (1−p)
[
1−e−λ
′
1T (1−p)
]
T
△
= e−λ
′
1τC, where C is independent of τ . We may need
to prove that function g(τ)
△
= 2(τ + T/2)e−λ
′
1τC − log[1 + 2λ′1(τ + T/2)] decreases strictly with
respect to τ , i.e., we need to prove that ∂g(τ)
∂τ
=
2[Nˆ1(1−4λ21τ ′2)−λ′1]
1+2λ′1τ
′
≤ 0. We first assume it is true,
and the strict proof will be given in the rest part of this appendix.
If it is true, the rest work is to prove that the inequality (104) holds when τ = T . Let z
△
= λ′1T ,
and h(z, p)
△
= g(T ) = 3(1 − p)e−z [1− e−z(1− p)] − log(1 + 3z). Note that for small z and p,
function h(z, p) increases strictly with respect to p. Thus recalling the condition given in Lemma 3,
we have
h(z) = 3(1− p)e−z [1− e−z(1− p)]− log(1 + 3z)
≤ 3e−z−z3(1− e−z−z3)− log(1 + 3z) △= r(z). (105)
For the function r(z), we have
∂r(z)
∂z
=
3e−2(z+z
3)
[
2(1 + 3z2)(1 + 3z)− ez+z3(1 + 3z2)(1 + 3z)− e2(z+z3)
]
1 + 3z
. (106)
Note that for sufficiently small z we have the following,
2(1 + 3z2)(1 + 3z)− ez+z3(1 + 3z2)(1 + 3z)− e2(z+z3)
≤ 2(1 + 3z2)(1 + 3z)− (1 + z + z3)(1 + 3z2)(1 + 3z)− (1 + z + z3)2
= −z2(1− 3z + 14z2 + 3z3 + 10z4) ≤ 0, (107)
where the last inequality holds due to the small z. Thus we have ∂r(z)
∂z
< 0, which leads to
g(τ) ≤ g(T ) = h(z) ≤ r(z) ≤ r(0) = 0.
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Finally we prove that
∂g(τ)
∂τ
< 0 in the following. Recall that the inequality h(z) ≤ 0 have been
proved, we have
Nˆ1 ≤ 3(1− p)e
−z [1− e−z(1− p)]
T
≤ log(1 + 3z)
3T
≤ z/T = λ′1, (108)
and thus Nˆ1(1− 4λ21τ ′2)−λ1 ≤ Nˆ1−λ′1 ≤ 0, which shows that ∂q(τ)∂τ ≤ 0, i.e., g(τ) is decreasing
with respect to τ .
H. Proof of Lemma 4
We write the derivative of r(τ) with respect to τ as follows,
∂r(τ)
∂τ
=
1
P0
∂P0
∂τ
− 1
(1− P1)P1
∂P1
∂τ
=
1− λ′0τ ′ − p(1−λ
′
0δ)
p+λ′0T
τ ′
[
1−
(
pδ
τ ′(λ′0T+p)
+ (α−1)p
Nˆτ ′
)] − 1− λ′1τ
τ ′(1− 2τ ′Nˆ1)
. (109)
We first prove that 1
P0
∂P0
∂τ
is less than 1
τ ′
. Note that
Nˆ0T = e
−λ′0τ (1− p)
[
1− e−λ′0T (1− p)
]
= e−λ
′
0(τ+T )(1− p)
[
eλ
′
0T − (1− p)
]
≥ e−λ′0(τ+T )(1− p)(λ′0T + p). (110)
Substituting the condition into the above inequality, we have
Nˆ0
λ′0T + p
≥ α− 1
(α + 1
2
)T
=
α− 1
τ ′ − δ . (111)
Note that
1−
(
pδ
τ ′(λ′0T + p)
+
(α− 1)p
Nˆτ ′
)
−
[
1− λ′0τ ′ −
p(1− λ′0δ)
p+ λ′0T
]
≥ p
τ ′
[
τ ′ − δ
p + λ′0T
− α− 1
Nˆ0
]
≥ 0, (112)
where the final inequality is obtained based on (111). Then it can be seen that 1
P0
∂P0
∂τ
≤ 1
τ ′
.
According to the assumption of sufficiently small λ′1τ
′, we have that Nˆ1 ≥ e
−λ′1τ (1−e−λ
′
1T )
T
≥
e−λ1(τ+T )λ′1T
T
> 1
2
λ′1. Then it can be seen that
1
(1−P1)P1
∂P1
∂τ
=
1−λ′1τ
τ ′(1−2τ ′Nˆ1)
> 1
τ ′
.
Based on the above analyses, it can be proved that
∂r(τ)
∂τ
is negative.
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