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Abstract 
The problem of comparing two independent sample means arising from popula-
tions with unequal variances has been considered for many years. Historically, 
it has become known as the Behrens-Fisher problem. In this paper we trace the 
historical development of work on the problem and consider a generalization of 
the Behrens-Fisher problem to contrasts of more than two population means. We 
are concerned with testing the null hypothesisE~ 1c.~. = 0 where~. is the mean l.= l. l. l. 
of the ith population, k is the number of populations in the contrast, and the 
c.'s are real numbers such that E~ 1c. = 0. A test of this null hypothesis is l. l.= l. 
based on the sample statistic d = E~ 1c.X./ ~c~s~/n. , where X., s~, and n. are l.= l. l. vl l. l. l. l. l. l. 
the mean, variance and sample size in the ith sample. 
To obtain our generalizations, we propose four tests to compare linear 
combinations of k means from populations with unequal variances. Two of the 
tests are based on the work of W. G. Cochran and two are based on the work of 
B. L. Welch. We evaluated the size and power of each test using numerical analy-
tic techniques. Invariance to change in scale and asymptotic normality properties 
of the four tests were studied. Small sample properties were studied via simula-
tion. The cases of three, four, and eight population means with various sample 
sizes and configurations of sample sizes were investigated. The differences in 
population variances for four treatment means ranged from 1:4 to 1:8 with two 
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~ different configurations of the 1:8 ratio. Different contrasts were also 
investigated. The purpose of these variations in structure of a contrast, of 
variance configurations, and of sample size configurations was to determine 
their effect on size and power of the four tests. 
~ 
~ 
• 
• 
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l. INTRODUCTION AND A REVIEW OF THE LITERATURE 
The problem of comparing independent sample means arising from two popula-
tions with unequal variances has been studied for many years and there is a 
sizable literature. Historically, this problem has come to be known as the 
Behrens-Fisher problem. In the present paper, we are interested in individual 
specified contrasts involving ~ than two means. We propose four tests, two 
based on W. G. Cochran's work, for comparisons of k means for the unequal variance 
situation. We evaluate the size and power of each test using numerical analytic 
techniques. 
Before proceeding with a literature review, we will establish some nota-
tion and definitions. Let rr1 represent a normal population with mean ~i and 
variance ~fori= l,···,v. 
~ 
From each population we draw an independent random 
sample • Let X .. represent the jth 
~J 
observation from the ith sample, j = l,···,n. 
~ 
and i = l,···,v. Thus, Xij- N(~i'~). The usual unbiased estimators of ~i and 
2 x- ,..n1 X / and s2• ,..n1 (X x- )2 / ( l) D t 1 b f d th ~ are i = ~ j=l ij ni ~ = ~j=l ij- i ni- • eno e ni- y i an e 
tabulated value of Student's t distribution for h degrees of freedom at the a 
percentage point by t (h). The range of summation will be omitted where it is 
a 
clear from its context. We are concerned with a linear contrast of k of the v 
k -
sample means, say E. 1c.X., where the ~= ~ ~ 
We want to test the null hypothesis: 
we will consider is 
In the two-sample case, d reduces to 
c.'s are 
~ 
k E. 1c.~. ~= ~ ~ 
k 
real numbers such that E. 1c. = 0. ~= ~ 
= 0. The sample statistic which 
• 
• 
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The comparison procedures we will be discussing are approximate, i.e., the 
supposed signi~icance level or nominal signi~icance level at which a test is 
per~ormed is not the actual signi~icance level o~ the test. We will speak o~ a 
test as being conservative i~ its actual signi~icance level is less than the 
nominal level. We will call the test liberal i~ the actual signi~icance level 
exceeds the nominal level. 
In the ~allowing the history o~ the problem of comparison of means 
~rom populations with unequal variances is reviewed with attention restricted 
to those procedures designed ~or single-stage sampling schemes. Note that unless 
explicitly mentioned to the contrary, the solutions cited in the literature are 
~or the two-sample case. The time line presented in Figure 1 gives a historical 
perspective o~ the Behrens-Fisher problem. The authors whose names are under-
lined proposed solutions to the problem and in some cases compared their solu-
tions with other candidates. The other authors evaluated previously proposed 
solutions. Each solution is based on the idea of comparing d with a critical 
value given by an expression involving the sample variances and sample sizes. 
The earliest proposed solution appeared in a paper by Behrens (1929). 
Fisher (1935;1941) 1 while acknowledging some errors in Behrens' work, claimed 
to justify Behrens' solution by the use of fiducial in~erence. This solution 
(BF test) consists o~ comparing the value o~ the sample statistic d with a 
critical value given by an asymptotic series involving the sample variances 
and sample sizes. Sukhatme (19.38) published tables o~ the 5~ and 1~ signi~i­
cance levels o~ the BF test. In the 1940's, W. G. Cochran produced an empirical 
• approximation based on the Student's t-table by an inspection o~ Sukhatme's tables. 
• 
• 
• 
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1928 1964 Cochran; Golhar 
Behrens 
Li.nnik 
32 68 Pagurova 
Mehta and Srinivasan; Scheffe 
Fisher ~ 
36 Sukhatme; Welch 72 
Welch Lauer and Han 
Lee and Gurland 
4o ----Cochran 76 Murphy 
Scheffe Grimes 
44 80 
Grimes 
Welch 
48 A spin 
A spin 
Welch 
52 
Wald 
56 
60 Banerjee; McCullough, Gurland, and Rosenberg 
Bennett and Hsu 
Figure l. History of Behrens-Fisher Problem 
Underlined - Proposed new solution Not underlined - evaluated solutions 
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His approximation was passed around by word of mouth and subsequently incorporated 
into a number of textbooks [see, e.g., Snedecor (1946, pages 83-84) and Federer 
(1955, pages 94-95)]. This led Cochran in 1964 to publish an account of the 
accuracy of his approximation for the two-sample problem. For_k = 2, Cochran 
(1964) suggested that d could be compared to an approximate critical value t~ 
which is obtained as a weighted sum of Student's t values, namely, t~ = [w1ta(f1 ) 
+ w2ta(f2 )]/(w1+w2 ) where wi = s~/ni • We discuss his comments concerning the 
accuracy of the approximation later. 
In a series of papers, Welch (1938; 1947; 1951) disputed Fisher's use of 
fiducial inference and rejected the claim that Behrens' solution had been justi-
fied; he presented an approximate solution to the BF problem (to be discussed 
later) and published an asymptotic solution which was further studied by Aspin 
(1948; 1949). Scheffe (1943) obtained a statistic for the BF problem by minimiz-
• ing the length of the confidence interval for the difference of the means of two 
normal populations with unequal variances based on the Student's t distribution. 
• 
The calculation of his confidence interval involved taking differences between 
sample values of the two samples. The sample sizes could be equal or unequal. The 
pairing of the sample values for subtraction was done randomly. The length of his 
confidence interval depended upon the arrangement of the sample values after random 
pairing. 
The next proposed solution was by Wald (1955). He wanted to construct a 
test where the actual level of significance would not vary as the unknown popula-
tion variances varied. For the equal sample sizes case, he produced a test where 
the actual significance level varied only slightly as the variances varied. 
Pagurova (1968) generalized this test to the case of two samples of unequal 
sizes. Pagurova's test consists of comparing the value of d with a critical 
value f(c), where f(c) is a polynomial in c = wif(w1+w2 ). 
I ( 
• 
• 
- 7 
Banerjee (1960) and McCullough, Gurland, and Rosenberg (1960) proposed 
equivalent tests that will be re~erred to as the BR test. The BR test is similar 
in ~orm to Cochran's approximate test, with d being compared to an approximate 
critical value o~ the ~orm [w1~(f1 ) + w2t~(~2 )Ji/(w1+w2 ), where wi = s~/ni. 
Linnik (1966) proved that ~or the BF situation there is no test with good 
statistical properties whose level o~ signi~icance does not depend on the 
nuisance parameters, the unknown variances. We must content ourselves, there-
~ore, with tests that per~orm well ~or a wide range o~ situations o~ variance 
imbalance and sample size imbalance. Some measures o~ imbalance were considered 
by Grimes (1979). 
Lee and Gurland (1975) proposed a test ~or the two-sample case with a 
critical value that depended on the sample variances, the sample sizes, and the 
nominal signi~icance level. The computation o~ the critical value involves.the 
solution o~ a nonlinear minimization problem. 
Another large section o~ literature is devoted to the comparison and evalua-
tion o~ the proposed solutions to the BF problem. The majority o~ published 
results concerning the size and power o~ the tests are for two-sample compari-
sons and for limited situations o~ variance and sample size imbalance. Since 
the calculation o~ the exact size and power of these tests is di~ficult, many 
studies have been simulation studies. Bennett and Hsu (1961) presented a sampl-
ing study of the power functions o~ the Behrens-Fisher test and the Welch asymp-
totic test (see Section 2 which describes this test). Their experiment indicated 
that the BF test showed a smaller level of significance than the Welch test for 
small sample sizes. The Welch test showed greater power than the BF test over the 
whole interval of values of -0 = c~l-~2~~ (crfjnl) + (~~n2). The complexity of 
• Welch's asymptotic test, however, limits its practical use. 
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Cochran (1964) published an account of the accuracy of his approximation 
in the two-sample case, comparing the values of his approximation to Sukhatme's 
table and an additional table computed by Fisher and Healy (1956). The perfor-
mance of his approximation appeared to depend upon the significance level, being 
fairly conservative at the 5% and 1% levels and giving too many significant 
results at the lo% level. 
Golhar (1964) derived the power functions of the tests suggested by Welch 
and Scheffe for the two-sample case. He calculated the power for a few sample 
sizes and noncentrality parameters. The calculations involved in evaluating his 
integral expression for the power function are quite lengthy. Others then began 
studying the size and power of various tests using numerical integration of 
Golhar's result. Mehta and Srinivasan (1970) gave several recommendations for 
the two-sample case. Both the BR and the BF tests had low size and low power 
• for the sample size and variance configurations they studied. Pagurova's test 
and Welch's asymptotic test had size closer to the supposed nominal level. Both 
• 
of these tests, however, did not have stable sizes if the larger of the two 
sample sizes was less than or equal to seven. 
Scheffe (1970) discussed several of the proposed solutions to the BF problem. 
He did not recommend his 1943 solution, and concluded that Welch's approximate 
solution was the practical one. His rationale was that Welch's solution could 
be computed with minimal loss of accuracy simply by using the usual Student's t 
tables. For the case of two samples, Wang (1971) compared Welch's approximate 
test and asymptotic test on the basis of the difference between the actual signi-
ficance levels of the two tests and the supposed nomiJfl levels of the tests. 
She used numerical integration techniques to evaluatejthe probabilities. Her 
• 
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conclusion, mentioned by Scheffe (1970) prior to its publication, was that in 
practice one could use the approximate solution with little loss of accuracy. 
Lauer and Han (1974) used numerical integration techniques to study the 
size and power of Cochran's test for the case k = 2. If the two sample sizes 
are equal, Cochran's test is uniformly conservative, that is, for all values 
of R = a2If~ the largest actual significance level of Cochran's test is less than 
or equal to the nominal level. If the sample sizes are not equal, this result 
still holds except for a small range of values of R. Thus for all practical 
purposes, they say the test is conservative. They also studied the BR test and 
found it to be conservative in size. The power of the Cochran test was never 
smaller than that of the BR test for the situations that they studied. 
Lee and Gurland (1975) computed the size and power of several tests for the 
two-sample case, using numerical integration techniques to evaluate the expres-
• sion given by Golbar. They reconfirmed the conservativeness of the BR test and 
the Cochran test. Welch's asymptotic test did the best job in controlling the 
size, followed closely by the new test proposed by the authors. As stated pre-
viously, the complexity of Welch's asymptotic solution limits its practical use. 
The test of Lee and Gurland is not easily extendible to comparisons of more than 
two means. Welch's approximate solution showed wider variation than his asymp-
totic solution, but as Scheffe (1970) stated, it seems a satisfactory practical 
solution. 
Using Monte Carlo techniques, Murphy (1976) also studied the size and power 
of Welch's approximate solution. He compared its performance to that of the 
distribution-free Wilcoxon-Mann-~itney (WMW) 
test is acceptable while the WMW/test is not. 
test, concluding that the Welch 
He also discussed some results 
• when samples were drawn from non-normal populations, claiming that if the parent 
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distribution is reasonably symmetric no serious problem arises. I~ extreme 
skewness is present, no test is satisfactory. 
'nlus in the case o~ comparing two sample means, the con sensus in the litera-
ture seems to be approval of Welch's approximate solution and rea~irmation o~ 
the conservativeness o~ Cochran's test. Many standard statistical methods text-
books [see, e.g., Snedecor and Cochran (1967, pages 115-116) and Bliss (1967, 
pages 216-218)] recommend the use o~ Cochran's approximate test when variances 
are unequal. These two tests are then likely candidates for extension to the 
case of comparisons of more than two means. 
In this work, we propose an extension of Cochran's approximation to com-
parisons of more than two means. These tests and two versions o~ Welch's test, 
extended to contrasts o~ more than two means, are studied and compared in terms 
of their size and power for specified contrasts under various sample size and 
~ variance imbalance situations. 
2. FORMULATION OF TEST STATISTICS AND ANALYTIC PROPERTIES 
In this section we present analytic descriptions of our four test procedures 
and analytic results describing their behavior. Recall that we are interested 
in approximations to the distribution of the sample statistic d for the case 
k ~ 2. We extend Cochran's (1964) approximation for this case by comparing d 
with an approximate critical value, t~, defined as follows 
' 
An alternative value is defined as 
~ 
• 
• 
• 
ll -
k k 
ta" = \ c~. t (f.~\ c~w . ~ ~ ~ a ~ ~ ~ ~ 
i=l i=l 
When fi = f for all k samples in the contrast, both critical values reduce to 
t~ = t; = ta(f). 
The critical value t' has one undesirable feature. The statistic d is 
a 
invariant with respect to changes in the scales of the X •• 's, butt' is not 
~J a 
invariant. We can see this by letting ~j = ~Xkj where ~ is a real number which 
is not equal to zero. If we then divide the value of '\: by ~' the value of d 
does not change. However, the value of t' does change, and we have 
a 
t' = 
a 
k-l 
E lc.!w.t (f.)+ ~lc. lwk t (fk) . 1 ~~a~ K a ~= 
The value t" is invariant to this change in scale. 
a 
Two other approximate solutions to the BF problem are also studied. The 
original idea for the case k = 2 put forth by Welch (1938) is that d is distri-
buted approximately as a Student's t, denoted by d ~ t. The degrees of freedom 
for this t are given below in the general case as suggested by Welch (1947). 
By extension of his proof for the case k = 2, we have the following theorem 
for k ~ 2. 
Theorem 1. Let X .. - N(~.,~) where the X .. 's are independent. Let 
-- l.J ~ ~ -- l.J -- ----~~;;;;;_;,. 
d = ~ 1c.X. // ~ 1c~s~/n. where~ 1c. = 0 and X. and s~ are the usual ~= ~ ~!"-~ l.= l. 1: ~ l.= ~ -- ~ -- ~ -- -- ...;.;..;..~~ 
unbiased estimators of ~i and ~~ respectively. Then under the null hypothesis 
~=lci~i = 0, d is distributed approximately as! Student's t, with degrees of 
• 
• 
• 
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freedom, b, given ~ 
b =[ 1 c:: ]/[ 
In this theorem, when we say that d is distributed approximately as a Student's 
t, we mean that in deriving the distribution of d the distribution of a weighted 
sum of Chi-Square random variables is approximated by a Pearsonian type III 
curve. We choose the parameters of the curve such that the first two moments 
of the curve agree with the first two moments of the weighted sum. 
Since the d7 are usually unknown, an estimator of b is required. We can 
J. 
replace d7 in the expression for b by the sample estimator s~. Letting A. = c~/n. 
J. J. J. J. J. 
and f. = n.-1, this yields 
J. J. 
(EA.s~)2 
J. J. bl = --~--(EA~s~/ f. ) 
J. ~ J. 
A second estimator is given by 
b2 = EA~s~/(f.+2) 
J. J. J. 
The rationale behind this estimator is that the numerator of b2 is an unbiased 
estimator of (EA.d7)2 and the denominator is an unbiased estimator of EA~cr~/f .• 
J. J. J. J. J. 
First order Taylor's series approximations for the expected value and variance 
of a ratio can be used to derive formulas for the expected value and variance 
of both bl and b2. '!he expressions are lengthy and are given in Grimes (1979; 
1981). Both upper and lower bounds on the sizes of bl and b2 can be established 
• 
• 
• 
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as :f"ollows: 
'lheorem 2. Min (f".) ~ bl ~Ef". and min (f1)~ b2 ~ E(f.+2) - 2, l. ].--. l. i=l, ••• ,k l.=l, ,k 
Proof. We shall prove min (f.) ~ bl. l. 1=1, .•• ,k 
Proof"s for the other assertions 
f"ollow similarly. We have 
bl = ( L ).1• s21• ) 2 ~( L ).21• s~/ f 1.) ~ ( I A. s~ t / ( \ A~s~j; min (f.>) I' , • 1 1 / L 1 1 i=l ·•· k 1 
' ' 
Thus when all the n. are equal we can talk about the relative sizes of the tests 
l. 
based on t~, bl, and b2 • 
Theorem .J. If n. 
- l. 
= n for all i then b2 ~ bl. 
----
Proof. When sample sizes are equal bl = (n-l)(Ec~s~)2/Ec~s~ and l. l. l. l. 
b2 = (n+l)(Ec~s~)2/Ec~s~ - 2. Let x = (Ec~s~)2/Ec~s~ • We want to show that 
l. l. l. l. l. l. l. l. 
(n-l)x ~ (n+l)x - 2 which is equivalent to showing x ~ 1. Now 1 ~ (Ec~s~)2/Lc~s~ 
l. l. l. l. 
if and only if Ec~s~ ~ (Ec~s21 )2 . But letting y. = c~s~ this is equivalent to l. l. l. l. l. l. 
asking if~~ (Ey.)2 = ~ + 2 E f;y.y .• Th. · 1 1y t · 0 1. 1. 1. i<j 1. J l.S l.S c ear rue s1.nce yi ~ 
for all i. 
Let aA(x) represent· the actual size of" the test based on the statistic x • 
• 
• 
• 
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Proof. We know that when all samples are of equal size, t" reduces to a 
a 
Student's t value based on n-1 degrees of freedom. From the previous two 
Another interesting question that can be looked at analytically is how the 
approximate tests behave for large sample sizes. 
'Ibeorem .2.. As min(n.) fori= l,···,k approaches infinity, t" approaches 
-- ~ --- - - a ------------
Za' the a percentage point of ~ standard normal random variable. 
Proof. Without loss of generality, assume that we are using values from 
the positive tail of the t distribution. We then have 
'Ibus 
Also, 
Hence, 
Thus, 
t" s: ( L\ c~ s~ t [max (f. ) J/ n. \ /,( \ c~ s~ / n . ) = t [max (f. ) ] • a ~ ~ a ~ ~)/ ~ L ~ ~ ~ a ~ 
lim t" s: 
min ( n . ) _. CD a 
~ 
lim t [max(f. )] = 
• ( ) _.CD a ~ mn n. 
~ 
z 
a 
t" ::2!: ( \ c~s~t [min(f. )]/n. '\ /i( \ c~s~/n.) = t [min(f. )] • a L ~ ~ a ~ ~v ~ L ~ ~ ~ a ~ 
lim t" ::2!: lim t [min(f. )] = 
min ( n . ) -- CD a min ( n . ) --CD a ~ 
~ ~ 
lim t" = za 
min(n.) a 
~ 
I 
z 
a 
n:.eorem £. As min ( n1 ) f'or i = 1, • · f k approacbe s inf"ini ty, t ~ approa cbe s 
~a percentage point of! standard,normal random variable . 
Proof. Proof of this theorem is similar to that of Theorem 5. 
• 
• 
• 
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Theorem I· As min(ni) fori= l,···,k approaches infini~, bl approaches 
infinity. 
Proof. 
lim bl = 
min(n. ) -= ]. 
~ lim min(f. >( \ c~s~/n. \ 2 ~( \ c~s~/n~) 
• ( ) ...... CZI ]. L ]. l: ].)/ I L ]. 1: ]. IIU.n n. ]. 
~ lim min(f.) = = 
min ( n . ) ..... = J. 
]. 
Theorem 8. As min(ni) fori= 1,··· ,k approaches infinity, b2 approaches 
infinity • 
Proof. Proof of this theorem is similar to that of Theorem 7. 
We can see from theorems 5 through 8 that for large samples all four approxi-
mate tests approach a test based on standard normal critical values. This is 
desirable behavior since it has been established by Mickey and Brown (1966) that 
in the two-sample case, as the smaller of the two sample sizes approaches infinity, 
the distribution of d approaches a standard normal. 
3. DERIVATION OF ANALYTIC EXPRESSION FOR SIZE 
AND POWER OF TESTS 
To evaluate ~he behavior of the four tests, we calculated the sizes and 
powers of each Jfst for a variety of sample size and variance imbalance situa-
tions. Our fir~t approach, detailed in Grimes (1979), was to estimate the size 
• 
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using Monte Carlo simulations. This however was expensive due to the large 
number of samples needed to maintain even two decimals of accuracy in our 
estimates. Here we present a more satisfYing answer combining an ana~tic 
result with numerical analytic techniques. We derive an ana~tic expression 
for the size or power of any of the proposed tests, following the approach of 
Golhar (1964). Recalling the notation given in Section 1 and defining 
y = ~ciXi, y- N(Eci~i,Ec~a2rfn1 ). Also (ni-l)s~/~- X~1 _1 , where X~1 -l 
random variable with n.-1 degrees of freedom. 
~ 
denotes a Chi-Square 
d = Ec.x./J r.c~s~/n. , 
~ l: ~ ~ ~ 
A. = c~/n .• 
~ l: ~ 
a2 = Ec~rl7/n., 
~ l: ~ P = Tl/cr, f. = ~ 
Let 
We are considering tests of the null hypothesis Ec.~. = 0. We base our 
~ ~ 
tests on the sample statistic d. The acceptance region for the hypothesis is 
(dl !d! < x*}. To calculate the size or power of any of the multi-sample tests 
• discussed, we need to evaluate 
I 
• 
i = 1 ... k} , , 
The value of x* depends on the test being used and usually involves the s~. 
~ 
If ~ is equal to zero, the above probability will equal 1-aA where aA is the 
size of the test based on x*. If ~ is not equal to zero, the above probabi-
lity will equal 1-~ where ~ is the power of the test at the supposed nominal 
Ot4 Ot4 
level, DN· To evaluate the above probability, we use numerical quadrature based 
on the following analysis. First, note that 
i=l···k} , , 
i=l···k} , , 
• 
• 
• 
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The X are independent of the s2 for all i and j. and we know the distributions i j , 
of xi and sj; hence, 
for i = 1 ... k} , , 
i = 1, ••. ,k , 
where 
1 1 
and 
V. = s~/ c?. • 
l. l. l. 
Now, letting U = (y-~)/cr, we have 
= 
p = B f ... 
0 
k ( lT vfft/2)-lexp {- L>i VJ2} s:::P exp[-u"/2)dUdV1 , 
1 
i = 1, .•. ,k , 
where a= x*~A.c?.V./cr. Thus to calculate the power or the size of any of V' l. l. l. 
our tests, we must evaluate this multidimensional integral. Table 3.1 gives 
the expression for x* for each of the tests we are considering. Since 
Jx (2TTriexp{-tf/2}du = i(x), the integral to be evaluated reduces to 
-= 
k k {- L fi V/2} TT vif1/2)-l[ t(a-p) 
1 1 
where 
- t(-a-p)]dV, 1 ... 
• 
• 
• 
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TABLE 3.1 
Expressions for x in Evaluation of Power or Size of Tests 
Test based on x* (critical value) 
tbl ta [( l}·ia~v1)2 /'L>..~a~vf. /fi] 
\,2 \, [CC Iv>fvS /L>-fat'1J<t:i + 2 >} 2] 
t' 
a ( [)cifafvita(fi)/ni) / ( Lfcifafvi/ni) 
t" 
a ( L>..i crfvi ta(fi)) / ( L>..1 afvi) 
ta(x) is the value z such that Prob( f t f < z} = 1- a, where t is 
a Student's t random variable based an x degrees of 
.free dan • 
• 
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Remember that x* depends on v1 ,···,Vk. Thus letting g(V1,···,Vk)= t(a-p)- t(-a-p), 
the integral to be evaluated is of the form 
c ( •.. 
CD k k 
J o exp {- L fi V/2} T( vff1/2)-lg(Vl, ••• 'vk)dVl 
l l 
••• dV: 
k , 
where 
i = l, ... ,k 
The choice of a numerical technique for evaluating the multidimensional integral 
• depends upon the dimensionality of the problem. For low dimensional problems, 
i.e., k = 2, 3, or 4, a quadrature rule is known to be more effective than a 
Monte Carlo integration technique (Bell and G1az, 1980). Hence a quadrature rule 
was used for the low dimensional problems, and a Monte Carlo integration technique 
was used for the higher dimensional problems. The details are presented in 
Grimes (1979;1981). 
4. PRESENTATION OF SIMULATION RESULTS 
4.1. SELECTION OF EXPERIMENTAL FACTORS 
We present results on the size and power of the four tests for comparisons 
involving three, four, and eight means. Since the size and power of tests in 
the BF situation depend upon the population variances, we must examine the 
• 
• 
• 
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behavior of our tests for a wide range of variance imbalance situations. Hence 
we are in the role of an experimenter who must first decide which factors are 
most influential on the response of interest and then what range of values of 
these factors will give a good representation of the response. __ 
In this study we varied four factors: l) the value of Ec.~., 2) population 1 1 
variances, 3: sample sizes, and 4) the nominal significance level. We express 
the value of the contrast of population means as a multiple of the standard 
error, i.e., we set~= pcr. This is equivalent to looking at various values of 
the noncentrality factor p. 
The study was divided into two phases. First we considered comparisons 
involving k = 3 samples. We used the contrast (l,l,-2), i.e., a comparison of 
the form Xi + ~ - 2x3• Table 4.1 gives the values used for p, ~' and crf, 
i = 1,2,3 and the variance and sample size imbalance situations considered. 
The size of each test was not evaluated for all 5 X 4 X 5 X 4 = 4oo combinations. 
Values of the first four levels of two of the factors and all four levels of the 
other two would have entailed 256 evaluations. We selected 16 of the 256 combina-
tions for initial information by using an orthogonal main effects plan. The 
results are presented as the first sixteen entries in Table 4.2, as well as the 
details of sample sizes and variances for each of the combinations. Based on the 
information gained from these, we selected other combinations to include the fifth 
level for two of the factors. The vector of population means is ~' cr2 is the vector 
of population variances, and n is the vector of sample sizes. 
We used the results of phase one to guide our selection of factor values 
for the second phase of our study in which we looked at contrasts involving four 
• and eight means. To determine if the tests behaved differently for different 
• • • 
TABLE 4.1 
Factors Selected for Preliminary Evaluation of Tests 
Level A• P B =Sample Size and Variance Situations C=~ D ~ a2 
. 
... 
/ 
0 0 ~/ni equals a constant .10 (1,2!,3) 1\) 
...... 
1 i n1 af equals a constant .05 (l, 3 '5) 
2 1 small equal ni' a~ different .025 (1, 5 ,7) 
3 2 large equal n1, <1 different .01 (1,1,7) 
4 small unequal ni, a~ different (1, 1 ,3) 
:•' 
-- ·-- ·----
" 
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TABIE 4.2 
• Actual Size or Power of Tests Based on t", a t~, ~1, and ~2 for Given Combinations of Factors from Table 4.1 
Tests 
Combination ECi!J.i a2 n ~ t" t' bl b2 
-
a a 
1) 0000 0 (1,2!,3) ( 9,21,27) olO .o895 .o871 .0997 .1001 
2) 0111 0 (1,3,5) (45,15, 9) .05 .o46o oo474 .0518 .053l 
3) 0222 0 ?' 5 '7~ ~ 5, 5, 5~ .025 o0111 o0273 .0318 4) 0333 0 1, 1 '7 21,21,21 .01 .0091 .0102 .0103 
5) 1013 1 (1, 1 ,7) ( 5, 5,35) 0 05 oo497 o0399 .0760 o0778 ]ia 
6) 1102 l. (1, 5 '7) (35, 7, 5) olO .1161 oll94 .1360 .1424 '2'a 
7) 1231 l. (1, 3 ,5) ( 5, 5, 5) .01 .oo46 o0192 0 0239 ~a 
8) 1320 ta (1,2!,3) (21,21,21) o025 .0367 .o426 • o430 
9) 2021 a (1, 3 ,5) ( 9,27,45) o025 .o871 .o815 o1o43 .1050 
10) 2130 a (1,2!,3) (21, 9, 7) oOl .0264 o0287 .o455 .o498 
11) 2203 a (1,1,7) ( 5, 5, 5) .10 .2037 .2263 .2335 
12) 2312 a (1, 5 '7) (21,21,21) • 05 .1530 ol623 .1630 
13) 3032 2a (1, 5 '7) ( 9,45,63) oOl .2281 .2123 .27o8 o2721 
14) 3123 2a (1, 1 '7) (35,35, 5) .025 .2o83 .2115 o2151 .2197 
• 
15) 3301 2a (1, 3 ,5) (21,21,21) olO o6l18 .62o6 .6211 
16) 3210 2a (1,2!,3~ ~ 5, 5, 5) .05 .2990 . 3970 .4184 
17) 1221 ~~ (1, 3 '5 5, 5, 5) .025 .0181 .o412 .o474 18) 1331 (1,2~,3) (21,21,21) oOl .0150 .0192 .0195 
19) 0231 0 (1, 3,5) ( 5, 5, 5) . 01 .0026 .0124 .0156 
20) 0331 0 (1,2!,3) (21,21,21) .01 .0076 .0102 . 0103 
21) 0212 0 (1, 5 '7) ( 5, 5, 5) .05 • 0301 o0520 .0577 
22) 0111 0 (1,3,5) (15, 5, 3) o05 .0362 .o422 o0671 .o818 
23) 0000 0 (1,2!,3) ( 3, 7, 9) .10 .0621 o0552 .0963 o10o8 
24) 0213 0 (1, 1 '7) ( 5, 5, 5) .05 .0395 • 0550 .0595 
25) 0214 0 (1, 1 ,3) ( 5, 5, 5) . 05 .0318 .0541 .0597 
26) o413 0 (1, 1 '7) ( 3, 5, 7) .05 .0289 o0241 .0500 .0534 
27) o414 0 (1,1,3) ( 3, 5, 7) .05 .0210 .0168 .o472 .0521 
28) o414 0 (1, 1 ,3) ( 7, 5, 3) 0 05 .0379 .o445 .0713 .o863 
29) o413 0 (1, 1 '7) ( 7, 5, 3) 0 05 .o439 .o494 .0688 .o824 
30) o410 0 (1,2!,3) ( 3, 7, 9) • 05 .0213 .0174 .o4n .0509 
31) o430 0 (1,2!,3) ( 3, 7, 9) .01 .0012 .ooo8 .Oo89 .0106 
I 
The contrast used is (1,1,-2), i.e., 
I 
a co/trast of the form ~ + J..L2 - 2J..L3 • 
• 
• 
• 
• 
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contrast t,ypes we also used two different t,ypes of contrasts. The variances, 
sample sizes, and contrasts are given in Table 4.3. For example, looking at 
row l of the variance structure matrix, the entries represent ~ = 1, ~ = 1.5, 
o'3 = 2, and ~ = 4. Looking at the contrast matrix, rows 1 and __ 2 represent the 
coefficients of orthogonal polynomial contrasts and rows 3 and 4 represent the 
coefficients of Hadamard contrasts. 
In Table 4.4 the sizes of the tests as calculated by using the Monte Carlo 
integration routine are presented for the combinations given in the second column. 
For example, combination (1,1,1) means (referring to Table 4.3) that the contrast 
is of the form -1~ + 3~ - 3x3 + x4 where independent samples of size 5 are 
taken from populations with variances of 1, 1.5, 2, and 4, respectively. In 
Table 4.5, the power of each of the four tests is given against the alternative 
Eci~i =a, i.e., p = l for the specified combinations • 
We also looked at comparisons involving eight samples. Table 4.6 gives the 
contrasts, variance structures, and sample sizes from which we selected some 
combinations. Tables 4.7 and 4.8 present the sizes and powers, respectively, for 
our selections. 
4.2. DISCUSSION OF SIMULATION RESULTS 
We will first discuss Table 4.2 in which results are presented for compari-
sons involving three means. Recall that combinations 1 through 16 represent our 
preliminary study. When looking at these combinations, it was clear that the 
tests were becoming asymptotically equivalent when each sample size was 21 or 
larger. 
on small 
Hence when sjlecting 
sample sizei· 
additional combinations, we focused our attention 
• 
• 
• 
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TABLE 4. 3 
Contrasts, Variance Structures, and Sample Sizes 
for the Four Populations Case 
Sample Sizes 
1 5 5 5 5 
2 5 5 5 15 
3 15 15 15 5 
4 2l. 21 21 21 
5 5 7 9 ll 
6 ll 9 7 5 
• 
• 
• 
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TABLE 4.4 
Actual Sizes of Tests Based on t;, t~, ~1 , and ~2 for ~ = .05 and 
Given Contrasts, c, Variance Structures, vs, and Sample- Sizes, SS 
Number (c,vs,ss) a (t") A a a (t') · A a aA (~1) aA(~2) 
1 (1,1,1) .018 .o46 .052 
2 (1,2,1) .019 .o47 .053 
3 (1,3,1) .016 .o45 .051 
4 (1,3,2) .021 .026 .o48 .053 
5 (1,3,3) .031 .024 .052 .056 
6 (2,1,4) .o44 .050 .050 
7 (2,2,4) .o46 .050 .051 
8 (2,3,2) .030 .O'Zf .o49 .050 
9 (2,3,4) .o47 .050 .051 
10 (3,1,2) . 018 .o47 . .051 
11 (3,2,2) .020 .o48 .052 
12 (3,2,3) .037 .0'5'( .o62 
13 (3, 3, 4) .o44 .050 .051 
14 (4,1,1) .016 .o46 .052 
15 (1,1,5) 
·029 .028 .o49 .051 
16 (1,1,6) .026 .023 .o48 .051 
17 (1,2,5) .029 .030 .o48 .050 
18 (1,2,6) .026 .023 .o48 .051 
• 
Number 
1 
• 
2 
3 
• 
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TABLE 4. 5 
Power of Tests Based on t~, t~, ~1 , and ~2 for ~ = .05 and Given 
Contrasts, c, Variance Structures, VS, and Sample Sizes, SS 
(c,vs,ss) 
(1, 1,6) 
(1,2,6) 
(1, 2, 5) 
Against the Alternative Ec.~. = a 
J. J. 
.ogr .o88 
-097 .o88 
.109 .109 
.151 .157 
.150 .157 
.159 
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• TABLE 4. 6 
Contrasts, Variance Structures, and Sample Sizes 
for the Eight Samples Case 
Contrasts 
1 [ 1 
2 15 
1 1 1 -1 -1 - 1 
- 1 J 
-15 17 -23 7 -7 23 -17 
Variance St:ructures 1[1 1 4 4 7 7 10 1:] 
2 1 1.5 2 3 4 6 7 
• 
Sample Sizes 
1 7 7 9 9 ll ll 13 13 
2 5 5 7 7 9 9 ll ll 
3 ll ll 9 9 7 7 5 5 
I 
• 
• 
• 
• 
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TABLE 4. 7 
Actual Size of Tests Based on t~ t~ ~l' and 1b2 for Given Contrast, 
Variance Structure, and Sample Size Combination1 ;· and 
Nominal Significance Level of 0.05 
Number (c,vs,ss)C! 
1 (1,1,1) .028 .o49 .050 
2 (2,2,2) .023 .023 .o49 .050 
3 (2,2,3) .018 .018 .o48 .051 
1 The ccntrasts, variance structures, and sample sizes are those 
given in Table 4.6. No entry for t~ appears for the first can-
binatian because for Hadamard ccmtrasts t~ = t~ • 
a C = contrast, VS =variance structure, SS = sample size • 
• 
• 
• 
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TABLE 4.8 
--
Power of Tests Based on t~ t~ ~l' and ~2 for Given Contrast, 
Variance Structure, and Sample Size Combination1 , and Nominal 
Significance Level of 0.05 Against the Alternative Ec.~. = a 
l. l. 
Number (c, vs, ss)3 
1 (2, 2, 2) .ogr 
·097 
2 (2, 2, 3) .(175 .152 
1 The ccntrasts, variance structures, and sample sizes are those 
given in Table 4.6. 
a C =contrast, VS =variance structure, SS =sample size • 
.165 
.16o 
• 
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Looking only at the cases where LC.~. = 0, we can see that the tests can be 
~ ~ 
ordered in terms of' their conservativeness. We have aA(t;) <aA(\,1 ) < aA(\2 ). 
(Note that since the tests based on t" and t' behave much the same, we limit our 
a a 
discussion to the invariant test based on t".) In all cases the test based on 
a 
t" is conservative. For small sample sizes the ratio between the actual signi-
a 
f'icance level and the nominal level f'or t" appears to vary with the nominal 
a 
level. For example, at~= .01, aA(t;) took on values .0026 and .0012,approxi-
mately one-fourth to one-eighth of' the supposed nominal level. At ~ = o. 05, 
aA(t;) equals approximately two-thirds of'~· 
The test based on tb2 is liberal in every case. The actual significance 
level of' the test based on ~l fluctuates around the nominal level. The amount 
of' difference between the actual and nominal significance levels is, however, 
independent of' the nominal level. When comparing the absolute value of the 
• difference between the actual significance level and the nominal level, we see 
that in most cases the value is smaller f'or \,l and ~2 than f'or t;. The excep-
tion occurs when smaller sample sizes are taken from the more variable popula-
• 
tions. Here if' we use the test based on ~2 , our actual significance level may 
be almost double the supposed nominal level. The test based on tbl performs 
better, but it is still liberal. 
We also evaluated the power of' the various tests. Since the tests are all 
operating at different actual significance levels, it is not strictly fair to 
compare their powers. At a given nominal level, a test operating at a higher 
significance level would appear to have greater power than another test operat-
ing at a lower significance level even if' the power curves are actually the 
same. However, since the practitioner is essentially forced to deal with nominal 
significance levels, we will discuss results from this point of' view. Again 
• 
• 
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looking at Table 4.2., we see that· t3~ (~2 ) > t3~ (~1 ) > t3~ (t;) f'or all combina-
tions. The f'act that the test based on t; is less powerf'Ul is not surprising 
due to the conservativeness of' the test. It should also be noted that in most 
cases., the power of' the test based on ~l dif'f'ers f'rom the power of' the test 
based on ~2 only in the third or f'ourth decimal place. 
To summarize this study we f'ound: 
l. The test based on t" is conservative., especially f'or small sample sizes 
a 
and small nominal significance levels., 
2. the tests based on bl and b2 are liberal., 
3. the test based on bl has aA close to ~ except when the smaller samples 
are drawn f'rom the more variable popUlations., and 
4. we see the asymptotic equality of' the tests when each sample size is 21 
or greater • 
We next wanted to study situations where f'our or more means are in the con-
trast. The contrasts, variance structures, and sample sizes considered are 
presented in Table 4.3. To examine more situations of' sample size and variance 
imbalance, all the tests were compared at a nominal significance level of' .05. 
In Tables 4.4 and 4.5, the results f'or contrasts of' f'our means are presented. 
The results seen above f'or the use of' 3 populations again hold, except that the 
size associated with tbl tends to be less than the nominal level in most cases. 
We wished to see if' the tests behaved dif'f'erently f'or dif'f'erent contrast types. 
Comparing the results f'or contrasts l and 2 with the results f'or contrasts 3 and 
4, we see no change in the behavior of' the tests. 
Finally we .looked at comparisons involving eight samples (Tables 4. 6 - 4.8 ). 
We took the maximum sample size to be 13 as we know that f'or large sample sizes 
• the tests are almost indistinguishable with respect to size and power. We also 
• 
• 
• 
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used an orthogonal polynomial contrast with large coefficients to see if the 
magnitude of the coefficients would affect the behavior of the tests. Again 
we see the same results as for comparisons involving fewer means. The magni-
tude of the coefficients does not influence the behavior. 
5. SUMMARY 
Based on the results of our investigation we can summarize our conclusions 
and recommendations as follows: 
1. The type of contrast or magnitude of coefficients in the contrast had 
no effect on the behavior of the tests; 
2. for sample sizes~· 15 or greater, the tests begin to demonstrate their 
asymptotic equality; 
3. the test based on t~ is conservative, especially when sample sizes are 
small; 
4. the test based on ~l is preferable to the test based on ~2 , since the 
test based on ~l is less liberal and has comparable power; 
5. the test based on t" should be used if false rejection of the null a 
hypothesis is costly; 
6. the test based on bl should be used if detection of differences is more 
important; and 
7. the programs developed for evaluation of the size and power can be used 
for other values of x* than the ones we have currently studied • 
• 
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