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GAUSS-MANIN CONNECTION IN DISGUISE: GENUS TWO
CURVES
JIN CAO, HOSSEIN MOVASATI AND SHING-TUNG YAU
Abstract. We describe an algebra of meromorphic functions on the Siegel do-
main of genus two which contains Siegel modular forms for an arithmetic index
six subgroup of the symplectic group and it is closed under three canonical deriva-
tions of the Siegel domain. The main ingredients of our study are the moduli
of enhanced genus two curves, Gauss-Manin connection and the modular vector
fields living on such moduli spaces.
1. Introduction
Igusa in [Igu67] computes 5 explicit generators E4, E6, χ10, χ12, χ35 of the ring of
Siegel modular forms of genus 2 for Sp(4,Z). The first 4 are given by Eisenstein
series and they generate Siegel modular forms of even weight. The first example of a
differential equation for a Siegel modular form is due to Resnikoff in [Res70a,Res70b].
He computes in [Res70a, page 496] an eight order differential equation for E4 (in
his notation ψ4) and expresses the difficulty to find differential equations for E6.
Bertrand and Zudulin in [BZ03] show that the transcendental degree of the field
generated by Siegel modular forms of genus g and their derivations is 2g2+ g. They
further describe many differential equations involving theta constants.
We are motivated by the fact that in all these works there is a moduli space
equipped with canonical vector fields which is responsible for all the involved com-
putations. In [Mov08] it is remarked that the Ramanujan’s differential equation
between Eisenstein series can be interpreted as a vector field on the moduli of el-
liptic curves enhanced with a suitable frame of the first cohomology bundle, see
also [Mov12] for further details. Such a moduli space in the case of Calabi-Yau
varieties is worked out in [Mov15,AMSY16,Mov12] and it is the building block of
the new theory of Calabi-Yau modular forms. This is mainly inspired by many
computations in string theory and in particular Yamaguchi and Yau’s polynomials
description in [YY04] of generating functions of genus g Gromov-Witten invariants,
see also [Ali13] and the references therein. The case of principally polarized abelian
varieties was initiated in [Mov13] and the construction of Ramanujan-type vector
fields is done in [Mov20] for a complex moduli framework and in [Fon18] for a mod-
uli stack framework. In this paper we work out such a moduli space for genus two
curves with a marked Weierstrass point and the outcome of our approach in terms
of Siegel modular forms is the following.
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Let Γ be the subgroup of Sp(4,Z) generated by four matrices:
(1.1)


1 0 0 0
0 1 0 0
1 0 1 0
0 0 0 1

 ,


1 0 −1 1
0 1 1 −1
0 0 1 0
0 0 0 1

 ,


1 0 0 0
0 1 0 0
0 0 1 0
0 1 0 1

 ,


1 0 0 0
0 1 0 −1
0 0 1 0
0 0 0 1

 ,
which turns out to be of index 6, see §6.2, and H2 be the Siegel upper half plane of
genus 2. We denote an element of H2 by τ =
(
τ1 τ3
τ3 τ2
)
.
Theorem 1.1. There are meromorphic functions Xi, i = 1, 2, . . . , 153 on H2 with
possible poles only along τ3 = 0 such that
(1) 5 of Xi’s are mermorphic Siegel modular forms of weights 1, 2, 3, 4, 5 for Γ.
These are denoted by Xi = T4i, i = 1, 2, 3, 4, 5, and we have a quadratic re-
lation of the form T 216 = T20T12. The Siegel modular form T20 is holomorphic
and vanishes only in τ3 = 0.
(2) The ideal I of all polynomial relations between Xi’s is defined over Q (by the
first item we have X24 −X5X3 ∈ I).
(3) The affine variety Spec(Q[X ]/I) is isomorphic to an open subset of the
weighted projective space P6,8,10,3,3,3,3,1,1,1,1. Its complement is the zero set
of a degree 4 homogeneous polynomial.
(4) The derivation ∂Xi
∂τk
, i = 1, 2, . . . , k = 1, 2, 3 multiplied with the Siegel mod-
ular form X5 are polynomials in X with Q coefficients.
The proof of Theorem 1.1, and also the structure of the paper is as follows. In §2
we first use some classical statements on the moduli of genus two curves in order to
construct the moduli of genus two curves endowed with a Weierstrass point. Then
using a well-known basis of de Rham cohomologies, we compute the Gauss-Manin
connection over such a moduli. In §3 we use the hypercohomology definition of
de Rham cohomology and compute the cup product in de Rham cohomology. The
content of these two sections are needed in order to construct the moduli space
T of genus two curves enhanced with a basis of de Rham cohomologies with some
compatibility conditions. This is done in §4. In §5 using the Gauss-Manin connection
matrix on T, we construct three vector fields Rk, k = 1, 2, 3 in T which will be
eventually interpreted as derivations ∂
∂τk
, k = 1, 2, 3 in §7. The bridge between
regular functions in T, and mermorphic functions Xi in the Siegel domain is the
t-map which is explained in §7. Our functions Xi have functional equations with
respect to the underlying monodromy group and in §6 we compute such a group
explicitly. This turns out to be the group Γ. We would like to highlight that instead
of genus two curves we could start with the Clingher-Doran family of K3 surfaces
in [CD12], as some of the ingredients of our work has been worked out in [DMWH16].
The computations in this case become heavier and this will be exploited in a future
work.
The main body of the paper is written during the visit of the first two authors
in CMSA, Harvard university. They would like to thank the institute for financial
support and its lovely and stimulating ambient.
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2. A geometric set up
2.1. Hyperelliptic curves. Fix a positive integer d. Given t = (t1, · · · , td) ∈ V :=
Cd, we let Lt be the affine curve defined by y
2 = f(x), where
(2.1) f(x) = xd +
d∑
k=1
tkx
d−k.
We set: deg x = 2, deg y = d and in this way P is a tame polynomial in the sense
of [Mov19, Chapter 10]. Let αi, i = 1 · · ·d be the formal roots of f(x), i.e.,
f(x) =
∏d
i=1(x− αi), and then we define the discriminant ∆ of f(x) as
(2.2) ∆ =
∏
1≤i<j≤d
(αi − αj)
2.
Because of the fundamental theorem of symmetric polynomials, it is known that
∆ ∈ Q[t]. Hence, if t ∈ V − {∆ = 0} then Lt is a smooth curve.
From now on assume that d = 2g+1 is odd. For t ∈ V , we let Yt be the completion
of Lt which is obtained by adding a point at infinity ∞ := [0 : 1 : 0] ∈ P
2 to Lt. The
projective curve Yt is smooth of genus g which is a hyperelliptic curve. It is known
that H1dR(Lt)
∼= H1dR(Yt) has a basis consisting of
(2.3)
[
dx
y
]
,
[
xdx
y
]
, · · · ,
[
x2g−1dx
y
]
,
from which the first g elements form a basis of H0(Yt,Ω
1
Yt
).
Assume that d is even, say 2g + 2. The completion of (2.1) also gives us a
hyperelliptic curve Yt. However, Lt is corresponding to an open subvariety of Yt by
removing two points. In this case, H1dR(Lt) also has a basis consisting of
(2.4)
[
dx
y
]
,
[
xdx
y
]
, · · · ,
[
x2gdx
y
]
.
The first g elements are holomorphic, but the rest may have non-vanshing residues.
In order to get a basis of H1dR(Yt), we need to find 2g elements in H
1
dR(Lt) without
residues. This basis can be found after choosing a coordinate function around the
two points at infinity, §3.1. As an example for
y2 = f(x) = x6 + t2x
4 + t3x
3 + t4x
2 + t5x+ t6.
we have
Res∞
x2dx
y
= −1, Res∞
x3dx
y
= 0, Res∞
x4dx
y
=
t2
2
,
where ∞ is one of the two points at infinity, and so, we may choose the following
basis of H1dR(Yt):
dx
y
,
xdx
y
,
x3dx
y
,
t2
2
x2dx
y
+
x4dx
y
.
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2.2. Gauss-Manin connections. We consider the family of hyperelliptic curves
Yt over V and let H
1
dR(Y/V ) be the first cohomology bundle, that is, its fiber over
t ∈ V is H1dR(Yt). By abuse of notation, we use ωi to denote the global section of
H1dR(Y/V ), whose value at t is the [
xidx
y
] of H1dR(Yt). After fixing these sections, the
Gauss-Manin connection
∇ : H1dR(Y/V )→ Ω
1
V ⊗OV H
1
dR(Y/V )
can be expressed as:
(2.5) ∇


ω1
ω2
· · ·
ω2g

 =


b1,1 b1,2 · · · b1,2g
b2,1 b2,2 · · · b2,2g
· · ·
b2g,1 b2g,2 · · · b2g,2g

⊗


ω1
ω2
· · ·
ω2g

 ,
where bi,j are meromorphic differential 1-forms in t1, · · · , td with pole order one along
∆ = 0. If we denote the matrix in the right hand side by B, then we may write B
as
(2.6) B = B1dt1 + · · ·+Bddtd,
where Bi are 2g×2g matrices with entries lying in
1
∆
Q[t1, t2, · · · , td]. For simplicity,
we decompose the Gauss-Manin connection matrix B as
(2.7)
(
B1 B2
B3 B4
)
.
where Bi’s are g×g matrices. We also use the notation Bi =
∑d
m=1Bm,i ·dtm, where
Bm,i are g×g-matrices. In general the expressions of Gauss-Manin matrices are huge.
However, it turns out that the inverses of Gauss-Manin matrices are much simpler.
Below is the data of the Gauss-Manin connection for a family of hyperelliptic curves
of genus 2 given by
(2.8) Yt : y
2 = x5 + t2x
3 + t3x
2 + t4x+ t5.
These are computed by the procedure gaussmaninmatrix of the library foliation.lib
1 of Singular, [GPS01], and the relevant algorithms are explained in [Mov11, Chap-
ter 4], see also [Mov19, Chapter 12].
(2.9)
55 ·∆ = 108t52t
2
5 − 72t
4
2t3t4t5 + 16t
4
2t
3
4 + 16t
3
2t
3
3t5 − 4t
3
2t
2
3t
2
4 − 900t
3
2t4t
2
5 + 825t
2
2t
2
3t
2
5
+560t22t3t
2
4t5 − 128t
2
2t
4
4 − 630t2t
3
3t4t5 + 144t2t
2
3t
3
4 − 3750t2t3t
3
5 + 2000t2t
2
4t
2
5
+108t53t5 − 27t
4
3t
2
4 + 2250t
2
3t4t
2
5 − 1600t3t
3
4t5 + 256t
5
4 + 3125t
4
5,
1http://w3.impa.br/∼hossein/foliation-allversions/foliation.lib
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B−12 =


−
72t2
2
t2
5
−56t2t3t4t5+12t2t34+16t
3
3
t5−4t23t
2
4
24t2t25−12t3t4t5+3t
3
4
6t2
2
t4t5−8t2t23t5+2t2t3t
2
4
+80t3t25−30t
2
4
t5
24t2t25−12t3t4t5+3t
3
4
−
24t2t3t25−2t2t
2
4
t5−8t23t4t5+2t3t
3
4
24t2t25−12t3t4t5+3t
3
4
−
36t2
2
t2
5
−16t2t3t4t5+4t2t34−20t4t
2
5
24t2t25−12t3t4t5+3t
3
4
152t2t4t25+80t
2
3
t2
5
−116t3t24t5+24t
4
4
24t2t25−12t3t4t5+3t
3
4
184t2t3t25−10t2t
2
4
t5−72t23t4t5+18t3t
3
4
−400t3
5
24t2t25−12t3t4t5+3t
3
4
10t5
3
8t4
3
−
40t2t25−28t3t4t5+8t
3
4
8t2t25−4t3t4t5+t
3
4
−
6t2t4t5−8t23t5+2t3t
2
4
24t2t25−12t3t4t5+3t
3
4
2t2
4
t5
8t2t25−4t3t4t5+t
3
4
−
60t2t25−32t3t4t5+8t
3
4
24t2t25−12t3t4t5+3t
3
4
32t22t
2
5−16t2t3t4t5+4t2t
3
4−40t4t
2
5
8t2t25−4t3t4t5+t
3
4
−
40t3t25−10t
2
4t5
24t2t25−12t3t4t5+3t
3
4
2t3
4t2
3

 ,
B−13 =


6t2t4t5−8t23t5+2t3t
2
4
4t3t5−t24
−
12t2t3t5−4t2t24
4t3t5−t24
60t2t25−32t3t4t5+8t
3
4
4t3t5−t24
10t2t4t5−24t23t5+6t3t
2
4
4t3t5−t24
10t5 8t4
−
32t2
2
t2
5
−16t2t3t4t5+4t2t34
4t3t5−t24
−
16t2
2
t4t5−32t2t23t5+8t2t3t
2
4
−40t3t25+10t
2
4
t5
12t3t5−3t24
10t4t5
4t3t5−t24
−
20t3t5−8t24
4t3t5−t24
−
16t2t3t5−4t2t24−100t
2
5
4t3t5−t24
30t4t5
4t3t5−t24
6t3 4t2
16t2
2
t3t5−4t22t
2
4
−160t2t25+32t3t4t5−8t
3
4
12t3t5−3t24
−
16t2t4t5−8t23t5+2t3t
2
4
4t3t5−t24

 ,
B−14 =


20t3t5−8t24
3t4
10t2t5−2t3t4
t4
−4t2
3
50t5
3t4
−10t5 −8t4 −6t3 −4t2
−
16t2t3t5−4t2t24
3t4
−
8t22t5−10t4t5
t4
−
4t22−24t4
3
−40t2t5−18t3t4
3t4
16t2t4t5−8t23t5+2t3t
2
4
3t4
−
4t2t3t5−4t2t24
t4
6t2t3+10t5
3
4t2
2
t4−20t3t5+8t24
3t4

 ,
B−15 =


−10t5
3
−8t4
3
−2t3 −
4t2
3
4t2t4
5
8t2t3−50t5
5
12t2
2
−40t4
5
−6t3
40t2t5−18t3t4
15
20t2t4−36t23
15
−18t2t3−50t5
5
−
4t2
2
−24t4
3
−
4t2
2
t4−20t3t5+8t24
15
−
8t2
2
t3−80t2t5+6t3t4
15
−
4t3
2
−12t2t4
5
6t2t3+10t5
3

 .
We could also compute the Gauss-Manin connection matrices of the family y2 =
x6 + t2x
4 + t3x
3 + t4x
2 + t5x + t6 which is too big to fit into this paper. For the
computer data of this see the second author’s webpage.
3. Cup product in de Rham cohomology
In H1dR(Yt) we have a natural pairing which is 〈α, β〉 :=
1
2pii
∫
Yt
α ∪ β for α, β ∈
H1dR(Yt). In this section we want to compute this pairing in the basis ωi:
(3.1) Ω := [〈ωi, ωj〉] =
[
Ω1 Ω2
Ω3 Ω4
]
=
[
0 Ω2
−Ωtr2 Ω4
]
,
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where Ωi’s are g × g matrices. Applying the Guass-Manin connection on Ω, we get
(3.2) dΩ = BΩ+ ΩBtr,
where B is the Gauss-Manin connection matrix written in the basis ωi. In order to
get entries of Ω, one needs to solve the above equation. This seems to be a quite
difficult task. In this section we give a direct way to compute Ω.
3.1. Coordinate functions at the infinity point. We write Yt in homogeneous
coordinates: y2zd−2 = F (x, z), where F (x, 1) = f(x) and cover it with two open sets:
U0 := {z 6= 0} and U1 := {y 6= 0}. It is easy to see that [0 : 1 : 0] is the only possible
singular point of Yt. It lies in U1. We do blow-ups to determine the coordinate
function at the desingularization of this point. We first perform (x, z) = (x1, t1x1).
Then Yt in U1 is given by
(t1x1)
d−2 = F (x1, t1x1), that is , t
d−2
1 = x
2
1F (1, t1).
For the next, we do the blow-up: (x1, t1) = (x2t2, t2). Then we get:
td−22 = (x2t2)
2F (1, t2), that is , t
d−4
2 = x
2
2F (1, t2).
We do more blow-ups. If d is odd, we will stop with an equation t d−1
2
= x2d−1
2
F (1, t d−1
2
),
whose linear term is t d−1
2
. We may choose x d−1
2
as the coordinate function. Pulling
pack along all these blow-up maps and pulling back along the transformation map
from the U0-chart to the U1-chart, we get the coordinate function t =
x
d−1
2
y
writ-
ten in the coordinate system of U0. If d is even, we will stop with an equation
t2d−2
2
= x2d−2
2
F (1, t d−2
2
) which shows that Yt has two points at infinity. In this case,
we may choose x d−2
2
as a coordinate function. Pulling back will lead us to the
coordinate function t = x
d−2
2
y
.
3.2. De Rham cohomology as hypercohomology. In this subsection we focus
on our genus two curve Yt. The algebraic de Rham cohomology of Yt can be described
as:
(3.3) H1dR(Y )
∼=
{(ω0, ω1) ∈ Ω
1
U0
× Ω1U1 |ω1 − ω0 ∈ d(Ω
0
U0∩U1
)}
dΩ0U0 × dΩ
0
U1
,
and
(3.4) H2dR(Y )
∼=
Ω1U0∩U1
Ω1U0 + Ω
1
U1
+ dΩ0U0∩U1
,
see for instance [Mov12, §2.6]. Under the first isomorphisms (3.3), the basis ωi =
xidx
y
(i = 0, · · · , 3) can be represented as
(3.5) ωi →
{
(x
idx
y
|U0,
xidx
y
|U1), i = 0, 1,
(x
idx
y
|U0,
xidx
y
|U1 + d(Pi(
x2
y
))), i = 2, 3,
for some polynomials Pi such that the underlying sum becomes holomorphic at
infinity. In the next subsection, we explain how to compute P2, P3.
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3.3. Computing the cup product. In the U1 := {y 6= 0}, the curve Yt is given
by:
z3 = x5 + t2x
3z2 + t3x
2z3 + t4xz
4 + t5z
5.
In this chart, x
idx
y
becomes x
idx
zi
− x
i+1dz
zi+1
. We may choose the coordinate function
t = x
2
y
on U0 as explained at the beginning of this section. On the U0-chart, along
t = 0, we may compute the local t-expansion of (x, y): assume that
(3.6) x = t−2 + a−1t
−1 + a0 + a1t + a2t
2 + · · · ,
then
(3.7) y = t−5 + (
5
2
)t−4 + (
15
8
a2−1 +
5
2
a0)t
−3 + (
5
16
a3−1 +
15
4
a−1a0 +
5
2
a1) + · · · .
Under the coordinate function t = x
2
y
, we may solve these coefficients
a−1 = a0 = a1 = 0, a2 = −t2, a3 = 0, . . . .
Therefore, for x
2dx
y
, we may choose a representative x
2dx
y
− 2d((x
2
y
)−1), which is
algebraic in U1. Similarly for
x3dx
y
, we may choose a representative x
3dx
y
− 2
3
d((x
2
y
)−3).
Hence, we have:
P2(t) = −2t
−1, P3(t) = −
2
3
t−3.
According to the cup product formula given in [Mov12, §2.10], for any 0 ≤ i, j ≤ 3,
we have:
(3.8)
xidx
y
∪
xjdx
y
= Pj(
x2
y
)
xidx
y
− Pi(
x2
y
)
xjdx
y
+ PidPj ,
and
〈
xidx
y
,
xjdx
y
〉
= the residue of Pj(
x2
y
)
xidx
y
− Pi(
x2
y
)
xjdx
y
+ PidPj at ∞.
(3.9)
We have P0 = P1 = 0 and P2, P3 are defined above and so we get:
(3.10) Ω =


0 0 0 4
3
0 0 4 0
0 −4 0 4
3
t2
−4
3
0 −4
3
t2 0

 .
It can be easily verified that Ω satisfies the differential equation (3.2).
4. Moduli spaces
4.1. Moduli space I. We recall that the moduli spaceM2 of curves of genus 2 can
be described as the GIT quotient associated to the action of GL2(C) on the space
of binary sextics with non-vanishing discriminants, see for instance [CFv17, §4] and
the appendix of [EG98]. Precisely, such a binary sextics Q˜(x1, x2) determines an
affine equation C : y2 = Q(x), where Q(x) = Q˜(x, 1), which is a curve of genus 2.
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Moreover, the curve C comes with a basis of differentials dx
y
and xdx
y
. The group
GL2(C) acts on these data by
x→
ax+ b
cx+ d
, y →
y
(cx+ d)3
,
( dx
y
xdx
y
)
→ det(A)
(
d c
b a
)( dx
y
xdx
y
)
.
The six zeros of Q with y = 0 gives us 6 Weierstrass points of C. Now we assume
that x divides Q(x). After a change of variables:
x→
1
x
, y →
y
x3
,
we get a curve y2 = f(x), where f(x) = x6Q( 1
x
) is a polynomial of degree 5. The
subgroup B of GL2(C) fixing the root x = 0 of f(x), consists of lower triangular
matrices of the form
(
a 0
c d
)
. It acts on the parameter space of y2 = f(x) by
(4.1) x→
c+ dx
a
, y →
y
a3
,
which is compatible with its action on the corresponding sextic. Notice that each
orbit of y2 = f(x) under the action of B can be chosen as (2.8). Therefore, giving a
quintic with non-vanishing discriminant will lead to a GL2(C)-orbit of the equation
y2 = xP (x) which is just a genus 2 curve with a Weierstrass point (0, 0). For the
family (2.8) the action of B reduces to the action of Gm = C
∗ given by:
(4.2) (x, y)→ (a2x, a5y), t→ t • a : (t2, t3, t4, t5)→ (a
−4t2, a
−6t3, a
−8t4, a
−10t5)
for a ∈ Gm. The curve (2.8) after the change of variables y →
y
x3
, x → 1
x
has the
form y2 = t5x
6 + t4x
5y + t3x
4y2 + t2x
3y3 + xy5, and so, for the moduli of genus two
curve we have to remove t5 = 0. We conclude that
Proposition 4.1. The moduli space M2(w) of hyperelliptic curves of genus two
and with a marked Weierstrass point is P2,3,4,5\{∆ · t5 = 0}. The hyperelliptic curve
together with its Weierstrass point over the point t = [t2 : t3 : t4 : t5], is given by
(y2 = x5 + t2x
3 + t3x
2 + t4x+ t5, [0 : 1 : 0]).
It seems natural to choose the following modular coordinates on M2(w):
(4.3) j2 :=
t52
t25
, j3 :=
t53
t35
, j4 :=
t54
t35
.
4.2. Moduli space II. In this section we define:
(4.4) T4 := t2, T8 := t4, T12 := t
2
3, T16 := t3t5, T20 := t
2
5.
We can write the discriminant ∆ in (2.9) as a polynomial in Ti’s and for simplicity
we denote it again by ∆; being clear in the context whether it depends on t or T .
For a curve Y of genus 2 the abstract wedge product H2dR(J(Y )) := ∧H
1
dR(Y ) has
a one dimensional subspace F 2H2dR(J(Y )) which is generated by the wedge product
of holomorphic 1-forms in Y .
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Proposition 4.2. The moduli space S of triples (Y, P, ω), where (Y, P ) is as before
and ω ∈ F 2H2dR(J(Y )), is
S = Spec(C[T4, T8, T12, T16, T20,
1
T20∆
]/〈T 216 − T12T20〉).
The corresponding triple over a point is given by:
(y2 = x5 + t2x
3 + t3x
2 + t4x+ t5, [0 : 1 : 0],
[
dx
y
]
∧
[
xdx
y
]
).
and so, we do not have a universal family over S.
Proof. For a triple (Y, P, ω), by Proposition 4.1 we can assume that (Y, P ) has the
form
(y2 = x5 + t2x
3 + t3x
2 + t4x+ t5, [0 : 1 : 0]).
Because of dimF 2H2dR(J(Y )) = 1, ω = k[
dx
y
] ∧ [xdx
y
] for some k = C∗. Under the
action of a ∈ Gm, we have:
(t2, t3, t4, t5, k
[
dx
y
]
∧
[
xdx
y
]
)→ (a−4t2, a
−6t3, a
−8t4, a
−10t5, a
−4k
[
dx
y
]
∧
[
xdx
y
]
).
Hence two triples (Y1, P1, ω1) with t-coordinates (t2, t3, t4, t5) and (Y2, P2, ω2) with
t-coordinates (t˜2, t˜3, t˜4, t˜5) are isomorphic if and only if their t-coordinates are the
same,i.e. t˜2 = t2, t˜3 = −t3, t˜4 = t4, t˜5 = −t5. Therefore, the moduli space of (Y, P, ω)
is isomorphic to Spec(C[t2, t
2
3, t4, t
2
5, t3t5,
1
t2
5
∆
]). 
4.3. Moduli space III. Now let us consider the moduli of
(Y, P, α1, α2, α3, α4),
where (Y, P ) are as before, and (α1, α2, α3, α4) is a basis of H
1
dR(Y ) such that
• α1, α2 ∈ F
1H1dR(Y );
• the intersection form in the basis (αi) is:
(4.5) Φ = [〈αi, αj〉] =


0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

 .
.
We recall that 〈αi, αj〉 := Tr(αi ∪ αj) =
1
2pii
∫
Y (C)
αi ∪ αj . In order to construct the
moduli space T, we take a 4 × 4 matrix S =
(
S1 0
S3 S4
)
with unknown entries and
write α = Sω:
(4.6)


α1
α2
α3
α4

 =


s11 s12 0 0
s21 s22 0 0
s31 s32 s33 s34
s41 s42 s43 s44




ω1
ω2
ω3
ω4

 .
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The constancy of the cup product in αi’s implies that Φ = SΩS
tr, where Str is the
transpose matrix of S. Under the action a ∈ Gm on Yt, for i = 0, 1, 2, 3, the pull
back of ωi is a
2i−3ωi (on Yt•a). Hence, under this action we have the identification:
(Yt, [0 : 1 : 0] , α) ∼= (Yt•a, [0 : 1 : 0], S · diag(a
−3, a−1, a, a3) · ω),
where diag(a−3, a−1, a, a3) is a diagonal matrix. Therefore, we get that the moduli
space T is isomorphic to{
(t2, t3, t4, t5, S) ∈ C
16|Φ = SΩStr, t5∆ 6= 0, detS 6= 0
}
/Gm.
Proposition 4.3. We have
T = Proj

C
[
t2, t3, t4, t5, s11, s21, s31, s41, s12, s22, s32, s42,
1
t5∆·(s11s22−s12s21)
]
〈s42s21 − s41s22 + s32s11 − s31s12 −
t2
4
〉


⊂ P4,6,8,10,3,3,3,3,1,1,1,1,
where we have considered the degrees deg(ti) = 2i, deg(si1) = 3 and deg(si2) = 1.
In particular, T is of dimension 10.
Proof. From the equation Φ = SΩStr, we get:
(4.7) S1Ω2S
tr
4 =
(
1 0
0 1
)
and
(4.8) S4Ω3S
tr
3 + S3Ω2S
tr
4 + S4Ω4S
tr
4 = 0.
Using (4.7), we get identities: S4Ω3 = −(S
tr
1 )
−1 and Ω2S
tr
4 = S
−1
1 . Putting them in
the equation (4.8), we have an equation:
(4.9) − (Str1 )
−1Str3 + S3S
−1
1 + S4Ω4S
tr
4 = 0,
which is equivalent to the equation
(4.10) s42s21 − s41s22 + s32s11 − s31s12 −
t2
4
= 0.

In Proposition 4.3 we can discard the variable t2 as this is equal to 4(s42s21 −
s41s22 + s32s11 − s31s12). In this way we obtain the fact that T is an open subset of
the weighted projective space P6,8,10,3,3,3,3,1,1,1,1 given by t5 ·∆ · (s11s22− s12s21) 6= 0.
This appears in Theorem 1.1, part 3.
4.4. Ring of functions of T. In this section we find the smallest N such that we
can realize T as an affine subvariety of CN .
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Proposition 4.4. Let δ = detS1 = s11s22 − s12s21. There is an embedding from
T→ C153, which is given by sending (t2, t3, t4, t5, s11, s21, s31, s41, s12, s22, s32, s42) to
T4 = t2/δ, T8 = t4/δ
2, T12 = t
2
3/δ
3, T16 = t3t5/δ
4, T20 = t
2
5/δ
5,
Qi1i2 =
si11si22
δ
, 1 ≤ i1, i2 ≤ 4,
Qi1i2i3i4 =
(s12)
i1(s22)
i2(s32)
i3(s42)
i4
δ
, 0 ≤ i1, i2, i3, i4 ≤ 4,
4∑
j=1
ij = 4,
Pi1i2i3i4 =
(s11)
i1(s21)
i2(s31)
i3(s41)
i4
δ3
, 0 ≤ i1, i2, i3, i4 ≤ 4,
4∑
j=1
ij = 4,
U3i1i2 =
t3si12si22
δ2
, U5i1i2 =
t5si12si22
δ3
, 1 ≤ i1, i2 ≤ 4,
V3i1i2 =
t3si11si21
δ3
, V5i1i2 =
t5si11si21
δ4
, 1 ≤ i1, i2 ≤ 4.
(4.11)
Note that via the equation (4.10), we have:
T4 = 4(Q24 −Q42 +Q13 −Q31)
and
Q21 −Q12 = 1,
and so we do not need two functions in (4.11) which consists of 153 + 2 functions.
Proof. Let U be the open affine subvariety of P4,6,8,10,3,3,3,3,1,1,1,1, which is the comple-
ment of δ = 0. By the definition of T, there is an embedding T→ U . We just want
to find enough invariants under the action of Gm generating the coordinate functions
on U . According to the degrees of variables tm, sij, if δ
−n
∏5
m=2 t
nm
m
∏
1≤i≤4,1≤j≤2 s
nij
ij
is a function on U , then we need to make sure that:
(4.12) 4n = 4n2 + 6n3 + 8n4 + 10n5 + 3
4∑
i=1
ni1 +
4∑
i=1
ni2.
Moreover, for generators of the ring of regular functions on U , we can assume that
0 ≤ nm ≤ 1, 0 ≤ nij ≤ 2 for 2 ≤ m ≤ 5 and 1 ≤ i ≤ 4, 1 ≤ j ≤ 2. For the solutions
of (4.12), we may divide into the following types:
• 4n = 4n2 + 6n3 + 8n4 + 10n5;
• 4n = 3
∑4
i=1 ni1 +
∑4
i=1 ni2, where nij 6= 0;
• 4n =
∑4
i=1 ni2;
• 4n = 3
∑4
i=1 ni2;
• 4n = 6n3 + 10n5 +
∑4
i=1 ni2;
• 4n = 6n3 + 10n5 + 3
∑4
i=1 ni1.
In each case, we will get the solutions as stated in the proposition respectively. 
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4.5. Algebraic group G. The algebraic group G
G =
{(
k k
′
0 k−tr
)
∈ GL(4,C)
∣∣∣∣∣k(k′)tr = (k(k′)tr)tr
}
⊂ Sp(4,C)
acts from the left on T by the base change:
T× G→ T, t = ((Y, [0 : 1 : 0], α), g)→ t • g = (Yt, [0 : 1 : 0], α · g),
where we regard α as a 1×4 matrix and α ·g is the usual multiplication of matrices.
The algebraic group G is also called a Siegel parabolic subgroup of Sp(4,C). For
g =
[
k k
′
0 k−tr
]
, we have δ(t • g) = det(k) · δ(t). From this we get the functional
equations for Ti:
(4.13) Ti(t • g) = (det k)
− i
4Ti(t), t ∈ T.
The functional equations of other regular functions on T are not as short as (4.13)
and we do not reproduce them here.
5. Modular vector fields
In this section we describe three vector fields on T which are algebraic incarnation
of the derivations/vector fields ∂
∂τi
, i = 1, 2, 3.
Theorem 5.1. There are unique global vector fields Rk, 1 ≤ k ≤ 3 on T such that
(5.1) ∇Rk


α1
α2
α3
α4

 =
(
0 Ck
0 0
)
α1
α2
α3
α4

 ,
where C1 =
(
1 0
0 0
)
, C2 =
(
0 0
0 1
)
, C3 =
(
0 1
1 0
)
. Here, ∇ is the Gauss-Manin
connection of the family of genus two curves over T.
Proof. Our proof actually computes Rk, k = 1, 2, 3 and it is as follows. For the
relevant computer code see Appendix A. Let us first consider a vector field
Rk =
5∑
m=2
Rk,m
∂
∂tm
+
∑
1≤i≤4,1≤j≤2
Rk,ij
∂
∂sij
,
with unknown coefficients Rk,m and Rk,ij. We have
∇Rkα = ∇Rk(Sω) = (∇RkS)ω + SB(Rk)ω = (dS(Rk) + SB(Rk))S
−1α.
The equation (5.1) is equivalent to
(5.2) dS(Rk) + SB(Rk) = CˇkS,
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where Cˇk =
(
0 Ck
0 0
)
. Recall that we use the notation S =
(
S1 0
S3 S4
)
and Bm =(
Bm,1 Bm,2
Bm,3 Bm,4
)
for 2 ≤ m ≤ 5. From the equation (5.2), we get an equation:
(5.3)(
Rk(S1) 0
Rk(S3) Rk(S4)
)
+
(
S1 0
S3 S4
) 5∑
m=2
(
Bm,1 Bm,2
Bm,3 Bm,4
)
Rk,m =
(
0 Ck
0 0
)(
S1 0
S3 S4
)
.
Considering the right-upper 2× 2 matrices, we get its equivalent form:
(5.4)
5∑
m=2
Rk,m · Bm,2 = S
−1
1 CkS4.
From the equation (4.7), the right-hand side of the above equation can be trans-
formed into:
S−11 CkS4 = S
−1
1 CkS
−tr
1 (Ω2)
−tr
=
1
(detS1)2
(
s222 −s21s22
−s22s21 s
2
21
)
(Ω2)
−tr
=
1
(det(S1))2
(
−1
4
s21s22
3
4
s222
1
4
s221 −
3
4
s21s22
)
,
(5.5)
for k = 1. Similarly we do the computation for k = 2, 3 and define:
(5.6)
s1,−4s1,−6
s1,−2

 = 1
(det(S1))2

 −14s21s223
4
s222
1
4
s221

 ,

s2,−4s2,−6
s2,−2

 = 1
(det(S1))2

 −14s11s123
4
s212
1
4
s211

 ,
and
(5.7)

s3,−4s3,−6
s3,−2

 = 1
(det(S1))2

 14(s12s21 + s11s22)−3
2
s12s22
−1
2
s11s21

 .
The existence of Rk depends on the solution of
(5.8)


b213 b
3
13 b
4
13 b
5
13
b214 b
3
14 b
4
14 b
5
14
b223 b
3
23 b
4
23 b
5
23
b224 b
3
24 b
4
24 b
5
24




Rk,2
Rk,3
Rk,4
Rk,5

 =


sk,−4
sk,−6
sk,−2
3sk,−4

 .
The vector [2t2, 3t3, 4t4, 5t5]
tr is in the kernel of the above 4 × 4 matrix. This also
follows from the fact that the Euler vector field
∑5
m=2mtm
∂
∂tm
induces the zero
vector field in the weighted projective space P4,6,8,10,3,3,3,3,1,1,1,1. The solution of (5.8)
up to addition of the Euler vector field is unique and it is given by
Rk,2 =
1
75t5
((24t22t4 + 450t3t5)sk,−2
+(−180t22t5 + 36t2t3t4 + 600t4t5)sk,−4 + (−40t2t3t5 + 16t2t
2
4 + 250t
2
5)sk,−6),
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Rk,3 =
1
75t5
((−180t22t5 + 36t2t3t4 + 600t4t5)sk,−2
+(−390t2t3t5 + 54t
2
3t4 + 750t
2
5)sk,−4 + (−20t2t4t5 − 60t
2
3t5 + 24t3t
2
4)sk,−6),
Rk,4 =
1
75t5
((−120t2t3t5 + 48t2t
2
4 + 750t
2
5)sk,−2
+(−60t2t4t5 − 180t
2
3t5 + 72t3t
2
4)sk,−4 + (150t2t
2
5 − 110t3t4t5 + 32t
3
4)sk,−6),
Rk,5 = 0.
Despite the fact that the Gauss-Manin connection matrix B is not simple, we can
compute the matrices E−2, E−4, E−6 through the equality
E(k) :=
5∑
m=2
Rk,mBm = sk,−2E−2 + sk,−4E−4 + sk,−6E−6
for k = 1, 2, 3, and they have rather simple expressions:
E−2 =


−6t2t4
25t5
−1 0 0
4
5
t2 −
2t2t4
25t5
1 0
0 8
5
t2
2t2t4
25t5
3
−t4 −2t3 −
3
5
t2
6t2t4
25t5

 ,
E−4 =


(4
5
t2 −
9t3t4
25t5
) 0 1 0
6
5
t3 (
8
5
t2 −
3t3t4
25t5
) 0 3
−t4
2
5
t3 −(
3
5
t2 −
3t3t4
25t5
) 0
−2t5 −3t4 −
2
5
t3 −(
9
5
t2 −
9t3t4
25t5
)

 ,
E−6 =


(2
5
t3 −
4t2
4
25t5
) 1
3
t2 0 1
1
5
t4 (
2
15
t3 −
4t2
4
75t5
) 0 0
−2
3
t5
1
15
t4 −(
2
15
t3 −
4t24
75t5
) 0
0 −4
3
t5 −
1
15
t4 −(
2
5
t3 −
4t2
4
25t5
)

 .
Putting these solutions back to (5.3), we get Rk,ij:[
dS1(Rk)
dS3(Rk)
]
=
[
CkS3
0
]
−
[
S1(
∑5
m=2 Rk,mBm,1)
S3(
∑5
m=2 Rk,mBm,1) + S4(
∑5
m=2 Rk,mBm,3)
]
=
[
CkS3 − S1E(k)1
−S3E(k)1 − S4E(k)3
]
,
where we have used our convention E(k) =
[
E(k)1 E(k)2
E(k)3 E(k)4
]
. It remains to prove
that Rk is tangent to the loci F = 0, where F is the polynomial (4.10). This follows
from the equations:
dF (R1)
F
=
1
25t5δ2
(2t2t4s
2
21 + 15t2t5s21s22 − 3t3t4s21s22 − 10t3t5s
2
22 + 4t
2
4s
2
22),
dF (R2)
F
=
1
25t5δ2
(2t2t4s
2
11 + 15t2t5s11s12 − 3t3t4s11s12 − 10t3t5s
2
12 + 4t
2
4s
2
12),
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dF (R3)
F
=
1
25t5δ2
(−4t2t4s11s21 − 15t2t5s11s22 − 15t2t5s12s21 + 3t3t4s11s22+
3t3t4s12s21 + 20t3t5s12s22 − 8t
2
4s12s22).

All Rk’s are tangent to ∆ = 0 and this follows from the computation:
(5.9)
d∆
∆
(Rk) =
16t2t4
5t5
· sk,−2 −
60t2t5 − 24t3t4
5t5
· sk,−4 −
60t3t5 − 32t
2
4
15t5
· sk,−6.
Let us define
Hk := S
−1
1 CkS3, Jk := S
−1
1 CkS4 =
[
sk,−4 sk,−6
sk,−2 3sk,−4
]
, k = 1, 2, 3.
The following proposition might be useful for a better understanding of Rk’s.
Proposition 5.2. We have the following equations:
Rkˇ(Jk) = HkˇJk − E(kˇ)1Jk −HkE(kˇ)2 − JkE(kˇ)4,
Rkˇ(Hk) = HkˇHk − E(kˇ)1Hk −HkE(kˇ)1 − JkE(kˇ)3,
for kˇ = 1, 2, 3.
Proof. We only check the first equation. Similarly, one can verify the other.
Rkˇ(Jk) = Rkˇ(S
−1
1 CkS4) = Rkˇ(S
−1
1 )CkS4 + S
−1
1 CkRkˇ(S4)
= S−11 Rkˇ(S1)S
−1
1 CkS4 + S
−1
1 CkRkˇ(S4)
= S−11 (CkˇS3 −
∑
m
Rkˇ,mS1Bm,1)S
−1
1 CkS4 +
S−11 Ck(−
∑
m
Rkˇ,m(S3Bm,2 + S4Bm,4))
(5.3)
= S−11 CkˇS3Jk −
∑
m
Rkˇ,m(Bm,1Jk + (S
−1
1 CkS3)Bm,2 + JkBm,4)
= HkˇJk −
∑
m
Rkˇ,m(Bm,1Jk +HkBm,2 + JkBm,4)
= HkˇJk − E(kˇ)1Jk −HkE(kˇ)2 − JkE(kˇ)4.

5.1. The description of Rk’s in an affine chart. Let f be a homogeneous poly-
nomial in C[x0, · · · , xn] with deg xi = αi ∈ N and P
α := Proj(C[x0, · · · , xn]) be
the weighted projective space. The coordinate ring of U := Pα − {f = 0} is
given by the polynomial ring generated by
x
a0
0
···x
an
n
fk
such that
∑n
i=0 aiαi = k deg(f).
We find generators X = (Xi)i=1,··· ,m of the coordinate ring of U and we have
O(U) = Spec(C[X1, · · · , Xm]/I), where I is the ideal generated by the polyno-
mials P with variables in X such that P (X) = 0. A vector field on Pα is given by
v =
∑n
i=0 vi(x)
∂
∂xi
, where vi(x) =
fi
gi
can be written as the ratio of two homogeneous
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polynomials fi and gi such that deg fi − deg gi = αi. Then we can write dXi(v) in
terms of Xi, denoted by Qi(X), and then we have:
(5.10) v|U =
m∑
i=1
Qi
∂
∂Xi
.
This can be used to describe the vector fields Rk’s in the complement U of δ = 0 in
P4,6,8,10,3,3,3,3,1,1,1,1. Note that we have already chosen coordinate functions for U in
§4.4.
6. The monodromy group of genus 2 hyperelliptic curves
In this section, we want to compute the monodromy group of the moduli space
of genus 2 hyperelliptic curves with a marked Weierstrass point.
6.1. Picard-Lefschetz theory. First we recall some general statements. We de-
note the moduli space of hyperelliptic curves of genus g by Cg. For each hyperelliptic
curve g, we can associate it with a polynomial of degree d with a non-vanishing dis-
criminant such that the affine part of Y is given by y2 = P (x). Then the genus
of Y is g = [d−1
2
]. We fix a base point b = 0 ∈ Cg, which is corresponding to the
hyperelliptic curve whose affine part is given by
(6.1) Yb : y
2 = xd + 1.
We denote the monodromy map:
π1(Cg, b)→ Aut(H1(Yb,Z), ·) ∼= Sp(2g,Z)
by h, where · denotes the intersection pairing.
We define f : C2 → C by f(x, y) = −y2+P (x). Then we let {p1, p2, · · · , pd−1} be
the critical points of f , i.e., pi = (ai, 0) such that P
′
(ai) = 0. Moreover, we denote
the critical values of f by {c1, c2, · · · , cd−1}. One may choose a set of vanishing
cycles δ1, δ2, · · · , δd−1 such that their intersection numbers are given by the Dynkin
diagram of the polynomial P (x), i.e.
δ1 · δ2 = −δ2 · δ1 = δ2 · δ3 = −δ3 · δ2 = · · · δd−2 · δd−1 = −δd−1 · δd−2 = 1
otherwise δi · δj = 0,
(6.2)
see for instance [Mov19, Chapter 7]. Moreover if d is odd, we can use linear combi-
nations of δi to form a symplectic basis ei of H1(Yb,Z) :
e1 = δ1, e2 = δ3, · · · , e d−1
2
= δd−2,
e d+1
2
= δ2 + δ4, e d+3
2
= δ4 + δ6, · · · , ed−2 = δd−3 + δd−1, ed−1 = δd−1.
(6.3)
If d is even, the similar ei consists of a symplectic basis of H1(Yb,Z) and δ1 + δ3 +
· · ·+ δd−1 = 0 in H1(Yb,Z).
We recall the Picard-Lefschetz formula (see for instance in [Mov19, §6.6]). Suppose
that f is a holomorphic map from a projective complex manifold Y of dimension n
to the projective line P1. Also suppose that all critical points are non-degenerate
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(not necessarily in different fibers). We let b be a regular value of f . Then the
monondromy h around the critical value ci is given by the Picard-Lefschetz formula
(6.4) h(δ) = δ −
∑
j
〈δ, δj〉δj, δ ∈ H1(Yb),
where j runs through all the Lefschetz vanishing cycles in the singularities of Yci
and 〈·, ·〉 denotes the intersection number of two cycles in Yb.
6.2. Monodromy of genus two curves. Now we assume d = 5. Then there are
4 critical points ci. For simplicity, we choose a symplectic basis of H1(Yb,Z):
(6.5) e1 = δ1, e2 = δ3, e3 = δ2 + δ4, e4 = δ4.
Using the Picard-Lefschetz formula and the symplectic basis {ei} ∈ H1(Yb,Z), we
get:
hc1(ei) = ei − 〈ei, δ1〉δ1.
Under the basis (ei), hc1 corresponds to the matrix

1 0 0 0
0 1 0 0
1 0 1 0
0 0 0 1

 .
Similarly we will get other 3 matrices and hence the monodromy group of genus 2
hyperelliptic curves with a Weierstrass point is generated by four generators of Γ
in (1.1). Let us call these matrices A,B,C and D, respectively. Note that if we
consider the moduli space of genus 2 hyperelliptic curves, then the similar discussion
implies that Sp(4,Z) is generated by the above 4 matrices together with
(6.6) E =


1 0 0 0
0 1 0 0
1 1 1 0
1 1 0 1

 .
We let Γ02 be the mapping class group associated with the orbifold fundamental
group of the moduli space of nondegenerated Riemann surfaces of genus 2. Then it
is well know that Γ02 has the following presentation:
generators :ζ1, · · · , ζ5,
relations :[ζi, ζj] = 1, | i− j |> 1
ζiζi+1ζi = ζi+1ζiζi+1,
(ζ1ζ2ζ3ζ4ζ5)
6 = 1, ζ2 = 1, [ζ, ζi] = 1,
(6.7)
where ζ = ζ1ζ2ζ3ζ4ζ
2
5ζ4ζ3ζ2ζ1, see for instance [BL94, Page 577]. Hence we may view
Γ02 as a natural quotient of the braid group B6, whose generators are also denoted
by ζi. It also known that the map Γ
0
2 → Sp(4,Z) is surjective and the image of
ζ1 (resp ζ2, ζ3, ζ4, ζ5) is A (resp B,C,D,E). Therefore, A,B,C,D,E generate the
whole group Sp(4,Z). We let Γ be the subgroup of Sp(4,Z) generated by A,B,C,D.
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Note that E2 = (ABC)4 ∈ Γ. We denote the congruence group of Sp(4,Z) with
level two by Γ(2), i.e., Γ(2) = Ker(Sp(4,Z)→ Sp(4,Z/2Z)).
Proposition 6.1. Γ contains the congruence group Γ(2) as a subgroup.
Proof. Note that by our definition of A,B,C,D,E, there is a natural map from the
6-th braid group B6 to Sp(4,Z):
φ : B6 → Sp(4,Z),
given by φ(ζ1) = A, φ(ζ2) = B, φ(ζ3) = C, φ(ζ4) = D and φ(ζ5) = E, see [KT08,
§1.1]. Moreover we have the following commutative diagram:
P6 B6 Σ6
Γ(2) Sp(4,Z) Sp(4,Z/2Z)
//
pi
//
// //

φ

∼=

where π is the map sending ζi to si = (i, i+ 1) and P6 = Ker(π). We want to show
that Γ(2) ⊂ Γ = 〈A,B,C,D〉. Note that s set of generators of P6 also provides a
set of generators of Γ(2). Now we can consider a set of generators of P6 given by
Corollary 1.19 in [KT08, Page 21] and then we want to show that the corresponding
generators of Γ(2) can be expressed by A,B,C,D. Besides the ones lying in Γ, we
need to show that:
EDCBA2B−1C−1D−1E−1, EDCB2C−1D−1E−1, EDC2D−1E−1, ED2E−1 ∈ Γ.
By the explicit computation, we find that:
ED2E−1 = (ABCD)5(AB)3D−2(ABC)−4 ∈ Γ,
and
EDC2D−1E−1 = (CD)3(ABCD)−5(AB)−3(DA)2 ∈ Γ.
Moreover, we also have an identity:
(EDCBA2B−1C−1D−1E−1)−1 = EDCB2C−1D−1E−1[A2(CD)3(ABCD)5].
This implies that we only need to show that EDCBA2B−1C−1D−1E−1 ∈ Γ. After
a lot of computations, we get that:
EDCBA2B−1C−1D−1E−1 = (DCB)4 ∈ Γ.
Therefore, we have Γ(2) ⊂ Γ. 
Corollary 6.2. The index of Γ in Sp(4,Z) is 6. Moreover we have a short exact
sequence
(6.8) 1→ Γ(2)→ Γ→ Σ5 → 1.
Proof. We have the following diagram:
GAUSS-MANIN CONNECTION IN DISGUISE: GENUS TWO CURVES 19
Ker(πΓ) Γ Σ5
Γ(2) Sp(4,Z) Sp(4,Z/2Z) ∼= Σ6
//
piΓ
//
// //
  
Note that we use the fact that the map Γ → Sp(4,Z) → Sp(4,Z/2Z) ∼= Σ6 sends
A,B,C,D to (12), (23), (34), (45), which implies that the image is Σ5. On the other
hand, we have shown that Γ(2) → Γ is injective and this map factors through
Ker(πΓ). This means that Γ(2)→ Ker(πΓ) is injective and hence is an isomorphism.
Then we get a short exact sequence
1→ Γ(2)→ Γ→ Σ5 → 1.
We may take ABCDE,BCDE,CDE,DE,E, I as representatives of cosets of Γ in
Sp(4,Z). 
7. Differential Siegel modular forms
7.1. The t map. We denote the moduli space of curves of genus 2 (resp. principally
polarized abelian surfaces) by M2 (resp. A2). Recall that we can view M2 as
an open subspace of A2. The complement of M2 in A2 consists of nodal curves,
see for instance [CFv17, Page 1654]. The period map gives us an isomorphism
A2 ∼= Sp(4,Z)\H2 and under this isomorphism, the loci of nodal curves is given by
τ3 = 0. This in turn is the moduli of product of two elliptic curves. We have the
following commutative diagram:
M2(w) Γ\H2
M2 Sp(4,Z)\H2 ∼= A2
//
//
 
where the horizontal maps are injective and the vertical maps are both 6 to 1 covering
maps. By our construction M2(w) ∼= P
2,3,4,5\{t5∆ = 0}. Smooth points of ∆ = 0
correspond to nodal curves. Let us define
M2(w) :=
(
P2,3,4,5\{t5 = 0}
)
∪ smooth(∆ = 0).
We observe that the map M2(w) → A2 is ramified over the loci of nodal curves,
and in this loci it is a 5 to 1 map.
Proposition 7.1. The moduli of triples (Y, P, e), where Y is a genus two curve, P
is a Weierstrass point of Y and e := (e1, e2, e3, e4) is a symplectic basis of H1(Y,Z),
is isomorphic to a disjoint union of six copies of H2 − {τ3 = 0}.
Proof. Let Y0 : y
2 = x5+1 be the hyperelliptic curve in (6.1) and e be the symplectic
basis of H1(Y0,Z) defined in (6.5). This data together with the Weierstrass point
P := [0 : 1 : 0] at infinity, gives us a point in the moduli space of the proposition.
Let H˜2 be the connected component of this moduli containing this point. We have
the following commutative diagram
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M2(w) M2
H˜2 H2 − {τ3 = 0}
//
//
OO OO
Since H˜2/Γ ∼= M2(w) and (H2/Sp(4,Z)) − {τ3 = 0} ∼= M2 and M2(w) → M2 is
6 to 1 map and Γ has index 6 in Sp(4,Z) we get the fact the canonical covering
H˜2 → H2 − {τ3 = 0} is one to one, and hence, an isomorphism. This is enough to
finish the proof. 
From now on we regard H2−{τ3 = 0} as the connected component of the moduli
of triples (Y, P, e) containing the marked point as in the begining of the proof of
Proposition 7.1. We have a natural map
t : H2 − {τ3 = 0} → T,
which is defined in the following way. For τ ∈ H2 − {τ3 = 0} corresponding to
(Y, p, e), there is a unique basis α of H1dR(Y ) such that (Y, α) is enhanced and we
have the following format of the period matrix
(7.1)
[∫
ei
αj
]
i,j=1,2,3,4
=
[
τ −I2×2
I2×2 02×2
]
.
For this we first take an arbitrary enhancement (Y, α) and use the fact that there
is a unique g ∈ G such that the period matrix of αg is of the desired form, see
for instance [Mov13, §4.1]. We define t(τ) = (Y, α). We can now interpret all the
functions in Proposition 4.4, and in particular Ti’s, as holomorphic functions in
H2 − {τ3 = 0}. This is obtained by taking the pull-back Ti ◦ t. The Gm-action on
S, which is basically given by (4.13), is translated into the automorphic property of
Ti’s:
(7.2) det(cτ + d)−
i
4Ti((aτ + b) · (cτ + d)
−1) = Ti(τ),
(
a b
c d
)
∈ Γ.
The functional equation of other functions on T are more complicated and can be
obtained from the action of G. For computing these functional equations in the case
of elliptic curves (resp. mirror quintic) see [Mov12, §8.5] ( [Mov17, Theorem 7]).
In principle, the pull-back of regular functions in T by the t-map might be mero-
morphic in τ3 = 0. Therefore, we are looking for generators of the algebra of
differential Siegel modular forms for Γ:
(7.3) DM(Γ) :=
{
f ∈ OT
∣∣∣ f ◦ t is holomorphic along τ3 = 0} .
where for an affine variety V we have denoted by OV the ring of global regular
functions in V . The algebra of Siegel modular forms for Γ is defined similarly:
(7.4) M(Γ) :=
{
f ∈ OS
∣∣∣ f ◦ t is holomorphic along τ3 = 0} .
Note that using the canonical projection T→ S we have considered OS as a subal-
gebra of OT. We note that T20,∆ ∈ DM(Γ). More precisely, these are holomorphic
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Siegel modular forms for Γ of weights 5 and 10, respectively. Both of them vanish
along τ3 = 0. If not, then
1
T20
and 1
∆
would be holomorphic Siegel modular form for
Γ of negative weight which is a contradiction.
Theoretical arguments as in [Mov20, Chapter 11] and [Fon18] show that modular
vector fields in the case of abelian varieties are holomorphic in the whole moduli.
However our vector fields in the present text have pole order one along t5 = 0. This
translates into meromorphicity along τ3 = 0 and it implies that the pull-back of
regular functions in T to the Siegel domain are not all holomorphic along τ3 = 0.
7.2. Comparison with Igusa’s invariants. In order to compare our results in
this paper with Igusa’s results in [Igu67], we also need to define the moduli space
Sˇ and Tˇ which have the same definition as S and T but without the presence of
Weierstrass points. There is a natural forgetful map:
(7.5) S→ Sˇ,T→ Tˇ, (Y, P, α)→ (Y, α).
We also need the ring of invariants of binary sextics, which is given by
(7.6) I = C[A,B,C,D,E]/〈E2 − P (A,B,C,D)〉),
where P is an explicit polynomial and we have natural weights deg(A) = 2, degB =
4, deg(C) = 6, deg(D) = 10, deg(E) = 15, see [Bol87]. We also need the moduli Tav
and Sav which are the moduli of enhanced principally polarized abelian surfaces,
see for instance [Mov13, §4.1] or [Mov20, Chapter 11]. Then we have the following
diagram:
M(Γ) OS OT DM(Γ)
M(Sp(4,Z)) ∼= OSav OSˇ OTˇ OTav
∼= DM(Sp(4,Z))
I
  // 

// ? _oo
  // 

// ? _oo
 ?
OO
 ?
OO
 ?
OO
 ?
OO
 ?
OO
In [Igu67, Page 848], Igusa shows that the intersection of of M(Sp(4,Z)) with I,
is generated by
E4 := B, E6 := AB − 3C, χ10 := D, χ12 := AD, χ35 := D
2E
up to constants. Note that in the proof of Theorem 4.2, the Gm-action multiplies
[dx
y
]∧[xdx
y
] with a−4 for a ∈ Gm. This implies that the degree in our case is 4 times the
canonical degree of Siegel modular forms. Let F be the composition of two inclusions
I →֒ O
Sˇ
→֒ OS Looking I inside OS, we know that E4 (resp. E6, χ10, χ12, χ35) are
degree 16 (resp. 24, 40, 48, 140) polynomials in variables T4, T8, T12, T16 and T20,
which are defined in Remark 4.4. We can use invariant theory to determine these
expressions explicitly. This is as follows. The curve given by y2 = x5+ t2x
3+ t3x
2+
t4x + t5 corresponds to the binary sextic f = t5x
6 + t4x
5y + t3x
4y2 + t2x
3y3 + xy5.
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The result up to multiplication with constants is
A(f) = −3t22 − 20t4,
B(f) = −3t2t
2
3 + 9t
2
2t4 − 20t
2
4 + 75t3t5,
C(f) = 12t32t
2
3 + 18t
4
3 − 36t
4
2t4 − 13t2t
2
3t4 − 88t
2
2t
2
4 +
160t34 − 165t
2
2t3t5 − 800t3t4t5 − 1125t2t
2
5,
D(f) = ∆ is defined in (2.9),
E(f) = 729t102 t
2
5 − 486t
9
2t3t4t5 + 108t
8
2t
3
3t5 + 81t
8
2t
2
3t
2
4 − 18225t
8
2t4t
2
5 − 36t
7
2t
4
3t4 +
12150t72t
2
3t
2
5 + 10800t
7
2t3t
2
4t5 + 4t
6
2t
6
3 − 9720t
6
2t
3
3t4t5 − 1800t
6
2t
2
3t
3
4 +
135000t62t
2
4t
2
5 + 1584t
5
2t
5
3t5 + 2015t
5
2t
4
3t
2
4 − 175500t
5
2t
2
3t4t
2
5 − 60000t
5
2t3t
3
4t5 +
928125t52t
4
5 − 623t
4
2t
6
3t4 + 60000t
4
2t
4
3t
2
5 + 92500t
4
2t
3
3t
2
4t5 + 10000t
4
2t
2
3t
4
4 −
1012500t42t3t4t
3
5 − 250000t
4
2t
3
4t
2
5 + 59t
3
2t
8
3 − 45050t
3
2t
5
3t4t5 − 17500t
3
2t
4
3t
3
4 +
225000t32t
3
3t
3
5 + 850000t
3
2t
2
3t
2
4t
2
5 − 2812500t
3
2t4t
4
5 + 5700t
2
2t
7
3t5 + 10825t
2
2t
6
3t
2
4 −
478125t22t
4
3t4t
2
5 − 50000t
2
2t
3
3t
3
4t5 + 1875000t
2
2t
2
3t
4
5 + 1250000t
2
2t3t
2
4t
3
5 −
2610t2t
8
3t4 + 93750t2t
6
3t
2
5 + 32500t2t
5
3t
2
4t5 − 1187500t2t
3
3t4t
3
5 + 216t
10
3 −
9000t73t4t5 + 625t
6
3t
3
4 + 175000t
5
3t
3
5 + 15625t
4
3t
2
4t
2
5 − 390625t
2
3t4t
4
5 − 9765625t
6
5,
which can be easily rewritten in terms of Ti’s. The equalities for A,B,C,D are
taken from [Tay14, §3.3 page 47]. Igusa’s generator E is the first invariant with the
odd degree and we have computed it from the classical theory of transvectants. Up
to constant, it is j15 defined in [Dra14, page 53].
For our main purposes, it would be essential to generalize Igusa’s results and find
generators for the DM(Γ). For this one has to understand in a geometric way why
the pull-back of A = AD
D
and E = D
2E
D2
by the t-map has a pole order 2 and 4
along τ3 = 0, respectively. Note that D has a zero of order two along τ3 = 0, see
for instance [Igu67, Page 849]. One possible way to investigate this is as follows.
We take a three parameters family of genus two curves with a marked Weierstrass
point (for instance the family Yt in (2.8) with some ti equal to zero). We also take
the canonical basis ω of H1dR(Yt) in (2.3). We can express the generators of OT in
terms of the periods of ω and then we investigate when such period expressions are
holomorphic around nodal curves. This is going to be explained in §7.3. Similar
computations has been explained in the case of elliptic curve in [Mov12, §8.7] and
mirror quintic in [Mov17, §4.9].
7.3. Expressions of the image of t-map via abelian integrals. We choose the
following loci L of T consisting of points (t, S0) of the form:
(7.7) (t2, t3, t4, t5), S0 =


1 0 0 0
0 1 0 0
0 t2
4
0 3
4
0 0 1
4
0

 .
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We could restrict ourselves to a three dimensional subspace in t = (t2, t3, t4, t5),
however, for lack of a canonical choice we do not do it. Let
xij :=
∫
ei
ωj,
where ei (resp. ωj) are the symplectic basis (resp. the canonical de Rham cohomol-
ogy basis) of genus two curves determined by (2.8). We have[∫
ei
αj
]
= [xij ]S
tr
0 =
[
τ −I
I 0
]
· g,
where
(7.8)
τ =
[
x11x42−x41x12
x31x42−x41x32
−x11x32−x31x12
x31x42−x41x32
x21x42−x41x22
x31x42−x41x32
−x21x32−x31x22
x31x42−x41x32
]
, g =


x31 x32
1
4
t2x32 +
3
4
x34
1
4
x33
x41 x42
1
4
t2x42 +
3
4
x44
1
4
x43
0 0 x42
x31x42−x32x41
−x41
x31x42−x32x41
0 0 −x32
x31x42−x32x41
x31
x31x42−x32x41

 ∈ G.
This implies that t(τ) = (t, S0) • g
−1, where (t, S0) is the point in T given by (7.7).
This means that the image of τ as above (viewed as an element in the Siegel domain
H2) under the t-map is given by the entries of the action of g
−1 on the point (t, S0)
in (7.7), where t = (t2, t3, t4, t5). This is (t, S), where
S := g−trS0 =
(7.9)

x42
x31x42−x32x41
− x41
x31x42−x32x41
0 0
− x32
x31x42−x32x41
x31
x31x42−x32x41
0 0
3x31x32x44−3x31x34x42+x232x43−x32x33x42
4x31x42−4x32x41
−
3x2
31
x44+x31x32x43−3x31x34x41−x32x33x41
4x31x42−4x32x41
x32
4
3x31
4
3x32x41x44+x32x42x43−x33x242−3x34x41x42
4x31x42−4x32x41
−
3x31x41x44+x31x42x43−x33x41x42−3x34x241
4x31x42−4x32x41
x42
4
3x41
4


Now, a differential Siegel modular form f ∈ OT evaluated at (t, S) above has an
expression in terms of abelian integrals xij . If we regard f(τ) as a function in τ ,
this means that we replace τ in (7.8) in f(τ) and we get such period expressions.
For instance, we have the equality:
(7.10) T4i
([
x11x42−x41x12
x31x42−x41x32
−x11x32−x31x12
x31x42−x41x32
x21x42−x41x22
x31x42−x41x32
−x21x32−x31x22
x31x42−x41x32
])
= ai ·(x31x42−x41x32)
i, i = 1, 2, 3, 4, 5,
where (a1, a2, a3, a4, a5) = (t2, t4, t
2
3, t3t5, t
2
5). This follows form the definition of Ti’s
in §4.4 and we have regarded them as functions on H2. The periods xij are functions
in t, and if we write them in terms of the modular parameters (4.3) and then these
parameters as functions of τ then we may arrive in formulas which are natural
generalization of some classical identities such as Fricke and Klein’s formula in the
case of elliptic curves:
4
√
E4(τ) = F (
1
12
,
5
12
, 1;
1728
j(τ)
),
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see for instance [KZ01, §2.3]. See also [Mov12, page 364] for more examples of this
type. Finally note that we have six relations between xij :
x12x31 − x11x32 + x22x41 − x21x42 = 0,(7.11)
x13x31 − x11x33 + x23x41 − x21x43 = 0,
x14x31 − x11x34 + x24x41 − x21x44 =
4
3
,
x13x32 − x12x33 + x23x42 − x22x43 = 4,
x14x32 − x12x34 + x24x42 − x22x44 = 0,
x14x33 − x13x34 + x24x43 − x23x44 =
4
3
t2.
These equalities correspond to the entries (1, 2), (1, 3), (1, 4), (2, 3), (2, 4) and (3, 4)
of the equality [xij ]
trΦ−tr[xij ] = Ω, where Φ and Ω are given in (4.5) and (3.10).
This comes from the duality of intersection form in homology and cup product in
cohomology, see for instance [Mov17, §4.1].
7.4. Proof of Theorem 1.1. The main ingredient of the proof is the t-map which
translates most of the algebraic machinery introduced in this paper into complex
analysis of holomorphic functions on the Siegel domain. The 153 quanitities men-
tioned in the theorem are just the pull-back of functions constructed in §4.4. Part
1 is established in §7.1. Note that the Gm-action on S and the functional equation
(4.13) via the t-map is translated into the functional equation (7.2). Part 2 follows
from the fact that T is an affine variety defined over Q. The ideal of polynomial
relations among Xi can be computed easily from their algebraic definition in §4.4.
For part 3 note that the affine variety Q[X ]/I is just the ring of functions that we
have described in §4.4. For part 4 note that ∂Xi
∂τi
is just dXi(Rk) and the computation
of this is explained in §5.1. In §5.1 we have explained how to write Rk’s in the affine
chart given by Xi’s. Since Rk is meromorphic in t5, the vector field in Xi variables
has a pole order one in X5 = T20 = t
2
5.
8. Final comments
The vector fields Rk’s together with the vector fields coming from the action of
G on T provide natural foliations for Humbert surfaces in the moduli of principally
polarized abelian varieties. The general theory is being formulated in [Mov20] and
explicite computations of Rk’s in the present text can be used for computing explict
equations for such surfaces, see [DMWH16]. In [Igu67], Igusa defined the map from
the ring of Siegel modular forms to the ring of invariants via the theta functions.
It seems also reasonable to use theta functions to understand the differential Siegel
modular forms in our sense. For this we must rewrite the content of this paper
for the family y2 =
∏6
i=1(x − ti). In our geometric setting, we have not written
(differential) Siegel modular forms as Poincare´ series and one might ask for their
Fourier expansions. This can be done using the explicit expression of Rk’s, which
turns out to be recursion in the coefficients of such Fourier expansions. For such
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a computation in the case of Calabi-Yau modular forms, one may find in [Mov17,
Chapter 5].
Appendix A. Our computer code
For the convenience of the reader we reproduce here our computer code in order
to compute the Gauss-Manin connection matrices Bi, i = 2, 3, 4, 5 and the vector
fields Rk, k = 1, 2, 3. The library foliation.lib of Singular can be downloaded
from the second author’s webpage.
LIB "foliation.lib"; LIB "latex.lib";
ring r=(0,t(2..5)),(x,y),wp(2,5);
poly f=y^2-x^5-t(2)*x^3-t(3)*x^2-t(4)*x-t(5);
list GMl=gaussmaninmatrix(f,list(t(2..5)), 2);
matrix S[4][4]=0,0,0,1,0,0,1,0,0,1,0,0,1,0,0,0; print(S);
for (int i=2; i<=5;i=i+1){ GMl[i]=S*GMl[i]*inverse(S);}
list B=0; for (int i=1; i<=4;i=i+1){ B=insert(B, GMl[1]*GMl[i+1], size(B));}
poly Delta=1/GMl[1];
//-----B is the list of Gauss-Manin connection matrices-----------
matrix Om[4][4]= 0,0,0,4/3,0,0,4,0,0,-4,0,(4/3)*t(2),-4/3,0,
-(4/3)*t(2), 0; print(Om);
//-----Om is the cup product pairing in de Rham cohomology
//-----Checking the differential equation of Om--------------
for (int i=2; i<=5;i=i+1){ print(B[i]*Om+Om*transpose(B[i]));}
//-------A check for the structure of M matrix----------
matrix M[4][4]=B[2][1,3],B[3][1,3], B[4][1,3], B[5][1,3],
B[2][1,4],B[3][1,4], B[4][1,4], B[5][1,4], B[2][2,3],
B[3][2,3], B[4][2,3], B[5][2,3], B[2][2,4], B[3][2,4], B[4][2,4], B[5][2,4];
matrix kn[1][4]=-3,0,0,1; print(kn*M);
//-------Computing R_k’s---------------------------
ring r2=(0,t(2..5), s(-2), s(-4),s(-6),s(1..4)(1..2)),(x(2..5)),dp;
matrix M=imap(r, M);
matrix X[4][1]=x(2..5); matrix S[4][1]=s(-4),s(-6),s(-2), 3*s(-4);
ideal I=M*X-S; I=std(I); int i; list Ra=0;
for (i=2; i<=5;i=i+1){ Ra=insert(Ra, reduce(x(i), I),size(Ra));}
for (i=2; i<=5;i=i+1){Ra[i]=subst(Ra[i],x(5),0); }
//----------------Computing E-2, E-4, E-6-----------------------
list B=imap(r, B);
matrix E=Ra[2]*B[2]+Ra[3]*B[3]+Ra[4]*B[4]+Ra[5]*B[5];
//------Cheking that R_k’s are tangent to F=0-------------------
matrix S1[2][2]=s(1)(1),s(1)(2),s(2)(1),s(2)(2);
matrix S3[2][2]=s(3)(1),s(3)(2),s(4)(1),s(4)(2);
poly delta= det(S1);
//----These must be changed for R_1,R_2,R_3-----
matrix C[2][2]=1,0,0,0;
poly s4=-1/4*s(2)(1)*s(2)(2)/(delta*delta);
poly s6=3/4*s(2)(2)*s(2)(2)/(delta*delta);
poly s2=1/4*s(2)(1)*s(2)(1)/(delta*delta);
E=substpar(E, s(-2), s2); E=substpar(E, s(-4), s4); E=substpar(E, s(-6), s6);
matrix E1=submat(E, 1..2, 1..2); matrix E3=submat(E, 3..4, 1..2);
matrix Om2[2][2]= 0,4/3,4,0;
matrix S4 =inverse(transpose(S1))*inverse(transpose(Om2));
matrix R[4][2]=C*S3-S1*E1, -S3*E1-S4*E3;
poly R2=substpar(Ra[2], s(-2), s2); R2=substpar(R2, s(-4), s4); R2=substpar(R2, s(-6), s6);
poly dFR=R[4,2]*s(2)(1)+R[2,1]*s(4)(2)-R[4,1]*s(2)(2)-R[2,2]*s(4)(1)+
R[3,2]*s(1)(1)+R[1,1]*s(3)(2)-R[3,1]*s(1)(2)-R[1,2]*s(3)(1)-1/4*R2;
poly F=s(4)(2)*s(2)(1)-s(4)(1)*s(2)(2)+s(3)(2)*s(1)(1)-s(3)(1)*s(1)(2)-t(2)/4;
poly A=(dFR/F)*25*t(5)*delta*delta;
//-------Tangency to Delta=0------------
poly Delta=imap(r, Delta);
(diffpar(Delta,t(2))*Ra[2]+diffpar(Delta,t(3))*Ra[3]+diffpar(Delta,t(4))*Ra[4]+diffpar(Delta,t(5))*Ra[5])/Delta;
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