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ABSTRACT 
This paper considers the transportation problem, both in the standard form and in 
the case where flow is prohibited on some arcs. We review the celebrated Monge 
sequence result for the standard problem, give an antimatroid interpretation of an 
algorithm for constructing Monge sequences or determining that none exist, and 
extend this algorithm and the antimatroid interpretation to include the case of 
forbidden arcs. 
INTRODUCTION 
This paper considers the transportation problem, both in the standard 
form given below, and in the case where ilow is prohibited on some arcs. We 
review the celebrated Monge sequence result from Hoffman [l] for the 
standard problem, give an antimatroid interpretation of the algorithm in Alon 
et al. [2] for constructing such sequences or determining that none exist, and 
extend this algorithm and the antimatroid interpretation to include the case 
of forbidden arcs. The necessary antimatroid background is included in 
Section 2. 
1. THE TRANSPORTATION PROBLEM 
The transportation problem can be formulated as the following linear 
program. Let C be an N X M matrix of nonnegative numbers, A a nonnega- 
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tive M-vector, and B a nonnegative N-vector. Then we have 
min C Ci, jxi, j 
%..I 
s.t ~x~,~=A~, j=1,2,...,M, 
CXi,j = Bi, i=1,2 N, >..., 
O<Xi j , ’ i=1,2,..., N, j=1,2 ,..., M (1.1) 
The corresponding network consists of N sources and M destinations. Source 
i has a supply Bi, and destination j has a demand Aj. A per unit cost Ci j is 
associated with the arz (i, j). The objective is to find the amount of flo\l; for 
each arc that minimizes the total shipping cost. Of course, no feasible 
solution exists unless Cj Aj = Xi Bi, that is, unless supply equals demand, 
and when supply does equal demand the problem is feasible. 
Most algorithms for solving the transportation problem are based on 
either simplex method operations or on flow augmentation in the correspond- 
ing digraph. It is always possible to obtain an initial feasible solution by 
taking the indices of the variables in any order and performing the following 
greedy algorithm: 
GREEDY 
Let Aj=Aj, j=1,2 ,..., M, Bi= Bi, i=1,2 ,..., N 
For k=1,2,...,NMdo 
set xik, jk 4- min {Ajk, S,,) 
(1.2) 
AAjk + AAjij, - xiL j, 
,. ,. 
Bjkt Bjk- ‘it,j, 
end 
The greedy algorithm considers the variables in the order given by the 
sequence of indices, and in turn sets each variable to the largest value 
permitted, given the values taken by the previously set variables. This 
requires only linear time, and produces a basis solution. In [I] Hoffman 
provides necessary and sufficient conditions for an ordering of the variables 
which guarantees that for any values of A and B having Cj Aj = Xi Bi the 
greedy algorithm will produce an optimal solution. The condition that the 
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sequence of indices a = (G,, j,),(i,, j2>, . . . ,(i~,+f, .&d) of the cost coeffi- 
cients must satisfy is 
For every 1~ i, r Q N, 1 <j, s d M, if (i, j) precedes 
both (i, S> and (r, j) in (Y, then Ci,j + C,,, < Ci,s + C,,j. (1.3) 
An ordering of the indices satisfying (1.3) is called a Monge sequence 
for C. 
2. SOME ANTIMATROID RESULTS 
Several equivalent axiomatizations of antimatroids are known. (See [3], 
[4], and [5].) Here we give the “ordered set” definition because of its natural 
algorithmic interpretation. Let E be a finite set (called the ground set), and 
let E* denote all sequences of elements of E in which no element is 
repeated. We use cup to denote the concatenation of the two sequences (Y 
and p, that is, the sequence (Y followed by the sequence p. For each cr E E* 
we let g be the (unordered) set of elements of E that appear in (Y. If 
-8 c E*, then the pair (E, -8) is an antimutroid if J satisfies the following 
three properties: 
0E _zY, (2.1) 
c-u,PE=-f, gcp - 3XE(Y-j3 s.t. @E-Y. (2.3) - - 
The sequences in _.8 are said to be feasible; all other sequences are 
infeasible. Note that if (Y = xlxZxB . . . xk is a sequence in 2, then for any 
i=1,2 , . . . , k - 1, the subsequence xrxZ,. . . , xi is also in 2. This means that 
any sequence in -8 can be constructed from the empty sequence by adding 
one element at a time, with all the intermediate sequences also in -8. The 
property (2.3) implies that any maximal length sequence in -8 contains all 
the elements of E that appear in any feasible sequence. Examples of 
antimatroids can be found in [3], [4], and [5]. 
If a E E and a e C c E, then the pair (a, C) is called a rooted subset of 
E, and the element a is called the root. A collection t of rooted subsets of 
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E determines the antimatroid (E, J(C)) h w ose collection of feasible se- 
quences is given by 
_&(Tf) = (x1x2 *. * xk E E*( for all (r,C) E 8 s.t. x = xi, 
forsome l<i<k,aj<i s.t. xj=C). (2.4) 
That is, a sequence is feasible if and only if, each time the root of some 
rooted set in d appears, it is preceded in the sequence by at least one 
nonroot element of that rooted set. It is easy to verify that _.8(&> satisfies 
the properties (2.1), (2.2), and (2.3). Th e collection of rooted sets t is said to 
generate the antimatroid (E, J(4)). An antimatroid need not have a unique 
generating set; different collections of rooted sets may generate the same 
antimatroid. In fact, any collection of rooted subsets of E that has each 
element of E as the root of at least one set determines the antimatroid 
(E,(0)). It is clear from the definition (2.4) that if d and 1’ are two 
collections of rooted subsets of E with d c 6, then d(C’) c _f(&). 
Let (E,_f) be an antimatroid, and let S c E. For any sequence cx E E* 
let (Y : S be the sequence obtained from LY by deleting the elements of E - S 
while preserving the order given by (Y of the elements in S. Let J: S denote 
the collection {(Y: S ] (Y E J}, and note that (S, 1: S) is an antimatroid 
whenever (E, 2) is. We say that (S, -8: S) is the trace of (E, 1) on S. A 
similar operation is defined in terms of a generating set for an antimatroid. 
For B a collection of rooted subsets of E and S c E, the restriction of B to 
S, denoted G (S, is the collection of rooted sets of S given by B 1 S = 
{(x, C) I(x,C) E 8, C U{x) C S}. Of course [see (2.411, the collection 6 ) S 
generates an antimatroid on S. The relationship between the trace and 
restriction operators can be inferred from results in [4]. We include the 
necessary results and brief proofs below. 
PROPOSITION 2.1. If 4 is a collection of rooted subsets of E and S C E, 
then (J(8)): S C d(8 I S). 
Proof. Suppose (Y = x1x2 . . ‘xk E(&%Z)):S. Then {ri,xs,...,rk}cS, 
and there is a feasible sequence p = ylYr * * . yz E 1(C) such that p : S = (Y. 
Furthermore, the map cr :{1,2,. . ., k} + {1,2,. . . , Z) defined by xi = yacij has 
a(i)> a(j) if and only if i > j. Choose a rooted set (x,Cl E d ] S, and 
suppose that x=xi=g for some l<i&k. Then, since dlSc-6 and 
xi = ywcij, the rooted set (yocij, C) E 6. This implies that there exists yh E 
Cn{Y,,Ys,..., yo(ij_ i}. Since C C S, the element Yh = xj E c. Also a(j) = 
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h <a(i), implying that j < i, and rj E C 0{xi,x2,.. ., x~__~}. This holds for 
any choice of rooted set in % ) S, so a E ..J(& 1 S) and the proposition is 
proved. W 
In general, the opposite inclusion does not hold. For example, let 
E ={a,b}, with &‘={(a,{b}),(b,(a))} and S = (a}. Then J(4)= (0) con- 
tains only the empty sequence, so of course _.Y(&): {a} = (0) too. Since b is 
in each rooted set in 8, we have 8 [{a} =0, and _&~:{u))={~,u}. 
However, if all of the nonroot elements of each rooted set in G are contained 
in the set S, then the opposite inclusion does hold, and the two antimatroids 
(S,(&&): Sl and (S, J(& 1 S)) are the same. 
PROPOSITION 2.2. If 8 is a collection of rooted subsets of E and S c E is 
such that CcSfor all (x,C)E~, then _J(~IS)C(_.&T~?):S. 
Proof. By assumption any rooted set (x, C> E L has C c S, and so the 
collection t 1 s = ((x, c)((x, c> E 6, x E s). Let a = x1x2 . ’ ’ xk E d(% (s), 
and choose any rooted set (x, C) E 8. If r = ri E g c S then (x, C> E d ) S, 
and so there exists j < i such that xj E C. This holds for any choice of rooted 
set in 8, so LY E g. Since g c S, we have (Y = (Y: S E _&(&I: S. This com- 
pletes the proof of the proposition. n 
3. THE TRANSPORTATION PROBLEM ANTIMATROID 
Given a nonnegative N by M matrix C, we define an antimatroid by 
considering sequences of indices of the entries that satisfy a property similar 
to (1.3). The ground set E consists of all pairs (i, j> with 1 < i < N and 
1~ j < M. First we construct a collection 6?(C) of rooted subsets of E by 
considering the relative sizes of the two diagonals of each 2 X 2 submatrix of 
C. For each pair of rows i and r and each pair of columns j and s the 
submatrix 
'i,j ‘i,s 
i I 'r,j ‘r-,8 
has two diagonals: Ci, j + C,,, and C,,j + Ci,,. If Ci,j + C,,. < Cr,j + Ci,s, 
then we say that C, j + C+ is the large diagonal and C,,. + Ci,j is the small 
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diagonal. For each 2 X2 submatrix having a large diagonal, +7(C) contains 
the two rooted sets having as root the indices of one of the elements on the 
large diagonal, and whose remaining elements are the indices of the two 
elements on the small diagonal. That is, 
Let J(C) = _&&Cl) be the feasible sequences of the antimatroid 
generated by 8(C) as in (2.4). Elements of _/(C> are exactly those se- 
quences (rl, s,Xr,, sa) f.. (T- k, sk) of indices of elements of C that satisfy the 
following property: 
For each i = 1 2 , > ..I k and each pair (r, s) with r z ri and s # si either 
We call the antimatroid (E, J(C)) the Monge sequence antimatroid, and call 
any word in -8(C) a partial Monge sequence for C. We note that C has a 
Monge sequence as in (I.31 if and only if there is a sequence (Y E -Z?(C) with 
(Y = E. 
Although not stated in this form, the algorithm described in [2] uses a 
“greedy” or “myopic” algorithm to produce a maximum length feasible word 
in Y(C). In fact, the proof that the algorithm works is equivalent to showing 
that the collection of sequences satisfying the property (3.2) forms the set of 
feasible sequences of an antimatroid. Once the appropriate generating set 
e(C) has been defined, this result is immediate. 
4. THE MONGE ANTIMATROID FOR NETWORKS WITH 
FORBIDDEN ARCS 
In contrast with the standard transportation problem (l.l), for the trans- 
portation problems with forbidden arcs, even establishing feasibility is non- 
trivial. The simple condition Cj A, = Cj Bi is still necessary, but no longer 
sufficient. Also, even if the problem is feasible, applying the greedy algo- 
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rithm to an arbitrary sequence of permitted arcs need not produce a feasible 
solution. For example consider the following feasible 2 X 2 problem: 
A, = A, = B, = B, = 1, 
E = {(1,1), (1,2), (2, I)}, 
qj = 1 V(i,j> E E, 
and let cy be the sequence (1, 11, (1,2),(2,1). Then applying the greedy 
algorithm to cy produces the flow x1 , = 1, xr,a = x2, i = 0, which is not 
feasible. 
We extend the antimatroid interpretation of the algorithm in [2] to 
include transportation networks that have forbidden arcs, that is, variables 
xi,j that are not allowed to take any nonzero values. We note, as in [2], that 
not all transportation networks (or all cost matrices) have Monge sequences, 
so it is not reasonable to expect that all transportation problems with 
forbidden arcs will have Monge sequences. For example, if the edges (i,i), 
i = 1,2,3, are deleted from the complete 3 X 3 bipartite graph, then not even 
a partial Monge sequence exists for any choice of (finite) costs on the 
remaining edges. 
For an N by M transportation problem with permitted arcs E C{(i,j)l 
lgi<N, l<j<M} let E’={(i,j)ll < i < N, 1~ j < M} denotes the arcs 
in the corresponding complete bipartite graph. Assign each arc in E” - E 
the cost m, and let c denote the resulting N X M cost matrix with entries in 
R UCQ. We call c the extended cost matrix for the transportation problem. 
For each pair of arcs (i, j),(r, s) E E” with i # r and j # s consider the 
relative cost of the corresponding two diagonals. When computing these 
costs, use the following rules for addition and inequality in RUW 
x<w VXER, 
(4.1) 
r +w=cc VxERU@J. 
Having computed the cost of the diagonals of all 2 X 2 submatrices using the 
above arithmetic, create the collection 8(c) of rooted sets of E”, as in (3.1). 
Then construct a maximal feasible sequence of the antimatroid on E” 
generated by g(c), and take its trace on the set E. Equivalently, since the 
arithmetic rules (4.1) imply that a forbidden arc can never be on a small 
diagonal, we could restrict the collection 4(c) to the set E, and then 
generate a maximal feasible sequence of the resulting antimatroid. If the 
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resulting sequence contains all the arcs in E, then we say that it is a Monge 
seyuence for the original transportation problem with forbidden arcs. 
The following collection of rooted subsets of E” generates the antima- 
troid ( E ‘, d(c)): 
~(C)=(((r,s),((r,j),(i,s)})l(r,s),(i,j),(r,j),(i,s)EE 
and (C,,,s +Ci,j > Cr,j + Ci,s>) 
u{((~,~),{(~,j),(i,~)})l(r,j>,(i,s) EE and (r,s) G E}. (4.2) 
Then, restricting these rooted sets to the arcs in E, we have IF?(C) = 6(c) 1 E 
given by 
4(C) = (((~,s),((~,i),(~,~)))~(~,~),(~,j),(r,/),(~,s) E E 
and C,,, + C,,j > C,,j + Ci,y) 
(4.3) 
Let d(C) denote the collection of feasible sequences of the antimatroid 
generated by 8(C). Since no forbidden arc appears in a rooted set in 4(C) 
except as the root, the set E satisfies the conditions of Proposition 2.2, and 
we have _&C) = _/(4(c) 1 E) = _f( 8(c) : E. Note that each sequence LY 
in J(C) satisfies the following two properties: 
If (i,j)~a, (r,s),(r,j),(i,d~E, and C,,,+Ci,j>Cr.j+Ci,s~ 
then either (i, s) or (r,j) precedes (i,j) in a; (4.4) 
If (i,j) E a, (r,j),(i, S) E E but (r, s) P E, then either (6 ~1 or 
(r, j) precedes (i, j) in cy. (4.5) 
The first property is clear; to see the second note that since cr., is infinite, 
while the costs of the permitted arcs (r, j), (i, s), and (i, j) are all finite, 
regardless of their values, we have C,,, + Ei, j > ci,, + C,, j. This implies that 
the rooted set ((i,j),{(r,j),(i,~)I)~ %(C>, and so at least one of (6~) and 
(r, j) must precede (i, j) in CL 
MONGE SEQUENCES 141 
As an example, consider the 4 by 3 problem with forbidden arcs 
((1,1>,(1,2), (2,3),(4,2)}, and costs on the permitted arcs given by C,, , = C,, 
= C,,, = 0, C,,, = C,, = C,,, = 1, C,,, = 3, and C,,, = 4. The extended cost 
matrix C is given by 
4 
c= [ ; 7 
1 3 
w I 0’ 0 m 1 
The generating set 8(C) and its restriction to E are given by 
The sequence (Y = (1,3), (2,2>, (2,1>, (3,2), (3,3)(3,1>, (4,3x4,1) is in -8(C) 
and is a full Monge sequence for the transportation problem. 
We remark that the procedure described above is not equivalent to 
assigning each forbidden arc a large cost, say il? z 1 +2max{Ci,j [(i, j> E E}, 
because the resulting real matrix may not have a full Monge sequence, or 
even a partial Mange sequence that contains all the arcs in the original - 
network. Consider the previous example with M = 100. The cost matrix 
becomes 
100 100 4 
CO= I ; 1 3 100 1 0’ 0 100 1 
It is easy to check that each pair (i, j) is on some large diagonal and hence is 
the root of some rooted set in 8(C”). Therefore the antimatroid associated 
with Co has as its collection of feasible sets -/(Co) = {0). In this example, 
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giving all forbidden arcs the same “big M” cost results in a matrix that does 
not have even a partial Monge sequence. 
As has undoubtedly been observed before, whenever there exists a choice 
of “large” costs on the forbidden arcs, say {Mi,j z M l(i,j) @ E), such that 
the resulting real matrix has a full Monge sequence (or even a partial Monge 
sequence containing E), the procedure described above will produce a full 
Monge sequence for the original problem with forbidden arcs. We state this 
result as a theorem, and give a brief proof based on the antimatroids 
associated with the two transportation problems. 
THEOREM. 4.1. Let EVE be a partition of E’=Ki,j)ll<i<N, 
1~ j < M). kt Co be an N by M real matrix such that 
lf the matrix Co has a partial Monge sequence containing all the arcs in E, 
then there is a full Monge sequence for the N x M transportation problem 
with forbidden arcs E and cost function Ci, j = C,yj, for all (i, j> E E. 
Proof. Let C be the extended cost matrix for the transportation problem 
with forbidden arcs Z and cost matrix C. Construct the generating sets 
8(C) and 6(C”> as in (4.2) and (3.1) respectively. Then 4(c) c 6(C”), so 
_&Co) c J(c). If Co has a partial Monge sequence (Y containing the set E, 
then the sequence (Y : E E _-8(C) = 2(c) : E contains all the elements of E 
and is a full Monge sequence for C, as required by the theorem. n 
5. THE GREEDY ALGORITHM FOR NETWORKS WITH 
FORBIDDEN ARCS 
We now show that even in the case of forbidden arcs, if the antimatroid 
associated with the cost matrix c has a feasible word containing all the 
permitted arcs, then the transportation problem can be solved by applying 
the greedy algorithm [GREEDY given by (1.211 to this sequence. If supplies A, 
and the demands Bi do not permit a feasible flow, then clearly GREEDY will 
terminate with some Aj, si > 0. If the problem is feasible, GREEDY will 
produce an optimal feasible flow. Once it has been established that applying 
GREEDY to a Monge sequence produces a feasible solution, the proof that the 
flow is optimal is essentially the same as in [l]. The difficulty lies in showing 
that if the problem is feasible, and a full Monge sequence is produced, then 
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applying the greedy algorithm to the Monge sequence produces a feasible 
solution. 
Consider the following transportation problem with forbidden arcs: 
min C Ci,jxi,j 
ij 
s.t. cxi,j = Aj, j=1,2 M, >..‘, 
CXi,j = Bi, i=1,2 N, >..., 
0 Q xi,j < vi j > ’ i = 1,2,..., N, j=1,2 ,..., M, (5.1) 
where Vi j = min{Aj, Bi) if (i, j> E E and 0 otherwise. 
THEOREM 5.1. If the problem (5.1) is feasible, then applying GREEDY 
with a full Monge sequence cz E J(C) of the arcs in E will produce a feasible 
% ow. 
Proof. Let (Y = (rl, sl)(rz, s2) . * . (ri, si). . . (TIE,, s,e,) be a full Monge 
sequence for (5.0, and let X denote the flow obtained by applying GREEDY 
with LY. Let the initial problem (5.1) be denoted by To, and for each n > 1 let 
T” be the problem obtained from To by applying GREEDY to only the first n 
elements of (Y; T” is given by 
i.j k=l 
s.t. ~x~,~=A~- c X,.t,SL=q, j=1,2 ,..., M, 
;zi,, = Bi - ‘;;,,,,,= @‘, i=1,2 N, ,*.., 
_i rk = i 
0 G xi,j d vi j 2 ’ i = 1,2 ,..., N, j=1,2 ,..., M, 
x = ‘k.St 0, k =I,2 ,..., n. (5.2) 
At stage n > 0 let E” = {(i, j) E E :(i, j) # (rk, sk) Vk = 1,2,. . ,n) be the 
remaining eligible arcs. The vectors F and 3” can be thought of as the 
reduced demand and supply vectors, respectively. Note that once a supply or 
demand has been reduced to zero, it remains zero; @ > x’ > 0 and @’ 2 E: 
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> 0 for all n 2 m. Assume that the original problem is feasible but that 
GREEDY does not result in a feasible flow. Then there is a first infeasible 
problem, say T”, in the sequence T’,T’,..., TIE’. The integer n can be 
viewed as the point in the sequence at which the infeasibility resulting from 
applying GREEDY can be detected. We show that no such integer exists. 
Assume that for some n > 1 the problem T"- ’ is feasible, and let r = r,, 
S=S and X 
T”- I”‘are 
= min{Fs--l, E:-’ }. If Z,. s = 0, then the problems T” and 
the ;irne, and T * is also feasible: If f, s > 0, then choose a feasible 
flow x”-l for T”-’ having x:,,’ as large as possible. Then x: T ’ < 2,. s, and 
if equality holds rnP1 is also feasible for T”. Any feasible solution’ x for 
T”-’ has C, xi ,~ = A”,-’ and Cj X, j = SF-‘, so if x:,,’ < Xr ,~ = 
min(A”,-‘, B,” - ‘) >’ 0, then there are indices q f r and t it s such ’ that 
x”-‘>O and x:T’ > 0. This implies that $ -’ > 0, 2” - ’ > 0, and 
(GTs),(r,t)E En-“. Therefore neither (4,s) nor (r, t) can pr;ede (r, s) in 
(Y, and [by (4.5)] we must have (4, t) E E. The arc (4, t> cannot precede (r, s) 
in cy, for this would imply that at least one of A:-’ and B,“-’ is zero. So 
(q,t)E En-‘. Let E = min(x,“,l,xF,;l}> 0, and let the flow x be given by 
x. .=*FTl 1.J I.3 V(i,j)~ En-’ -((r,s>,(q,t),(r,t),(q,s)), 
Xq,t = *q,t n-1 + F, 
x =X :,’ + &, r,s . 
Tr,t =X 
n-1 
r,t - E, 
x =X n-1 
4.s q,s -ST. 
This feasible flow for T”-’ has x,,, > x:T’, contradicting the choice of 
X”-‘. Therefore r:,,’ = X,,,, and T” is feasible whenever T”-’ is. This 
completes the proof of the theorem. H 
THEOREM 5.2. lf the problem (5.1) is feasible and has a full Monge 
sequence (Y E J(C), then the flow X produced by applying GREEDY to (5.1) 
with the sequence LY is optimal. 
Proof. Let x* be an optimal solution to the transportation problem, 
chosen so that x* and ? are identical on a maximum length prefix of (Y, and 
among all such optimal flows, the first arc on which they disagree, say (r, s), 
has xrxs as large as possible. We must have Z,. s > x:~, and so there exists 
arcs (4, s),(r, t) E E with rzt > X,,, and x& >‘X,,,. Since Z,,, > 0, neither 
of these arcs can precede (r, s) in cr, and so (4, t> E E. 
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fij= x;fi-8 if (i,j)E{(7.,t),(q,s)), 
x*j + 6 if (i,j) E {(r,s),(q,t)j, 
where 6 = min{Z,,, - x,??~, xc,, r$ } > 0. The flow x’ is optimal, since C(Z)- 
C(x*) =[(C,,, + C4,t)-(Cr,t + C,,,)]S Q 0. Since f,,, > xzs, this contradicts 
the choice of x*. Therefore the flow X produced by applying the greedy 
algorithm with the Monge sequence is optimal for the transportation problem 
(5.Q as stated in the theorem. n 
The converse of this theorem, that a permutation (Y of the arcs E that 
optimally solves all feasible instances of a transportation problem with cost 
function C: E + R, is a Monge sequence for C, is proved by Shamir [6]; an 
efficient algorithm for constructing such sequences, which exploits the 
sparseness of the graph, is also given. 
Alan Hoflman first suggested that I consider the problem of extending the 
Monge condition to problems with forbidden arcs. The algorithm in [2] made 
the antimatroid connection clear (to me, at least), and allowed for this 
extension. 
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