ABSTRACT An optimal fault detection (FD) approach for a class of networked control systems (NCSs) is concerned in this work. To improve the accuracy of the FD, a new event-triggered scheme (ETS) is addressed, where the output measurement transmitted or not is determined by a set of conditions instead of a single condition. Moreover, output measurements in these conditions are not only the last transmitted data, but also the data in the past period of time. The structure of fault detection and isolation (FDI) consisting of the residual generation and residual evaluation can detect faults as accurately as possible, and show robustness to disturbances in the meantime. Optimal observer gains can be obtained by utilizing the discrete-time Riccati equation (DTRE), and the time-varying threshold can be specified by employing the linear matrix inequality (LMI). Finally, a numerical simulation and the application on closed-loop continuous stirred-tank reactor (CSTR) are adopted to prove the superiority of the proposed approach.
I. INTRODUCTION
Networked control systems (NCSs), which transmit and exchange data over the communication network, have received much attention in recent decades. Comparing with traditional control systems, NCSs achieve remote control and resource sharing easily due to the shared communication networks [1] , [2] . Furthermore, the difficulty and cost of equipment installation and maintenance are greatly reduced. Due to the advantages mentioned above, NCSs play a significant role in various fields, such as offshore structures [3] and unmanned aircraft vehicles (UAVs) [4] .
To guarantee the control performance in a certain extent, NCSs adopt a periodic sampling scheme, namely time-triggered scheme. However, it will release a large amount of redundant data, occupy the networked bandwidth heavily, and brings about poor quality of service (QoS). The event-triggered scheme (ETS) proposed in late 1990s is an effective solution, in which transferring task is only carried out after the well-designed event occurs. The scheme can significantly alleviate the resource The associate editor coordinating the review of this article and approving it for publication was Bing Li. occupation while ensuring satisfactory performance so that it is applied to many control systems, such as fuzzy control systems [5] , [6] , multi-agent systems (MAS) [7] - [9] and so on. In ETS-related research, many achievements have been obtained, which basically can be made into three classifications according to literature [10] , namely, event-triggered sampling scheme (ETSS) [11] , [12] ; self-triggered sampling scheme (STSS) [13] - [15] ; and discrete event-triggered communication scheme (DECS) [7] , [16] . ETS with multiple quantization is put forward in [17] , [18] to further reduce the communication burden. The authors in [19] overcome the drawback which controller cannot be co-designed with ETS, and the co-design strategy also has a nice application in fuzzy systems with asynchronous constraints in [20] . To ensure the MAS can converge under any initial conditions, the authors propose the fixed-time event-triggered control (ETC) in [21] . For acquiring a suitable threshold, ETS with adaptive thresholds is addressed in [22] . To reduce the conservatism of NCSs, stochastic process such as Markovian jump is introduced in [23] . To avoid the collapse caused by NCSs attacks such as denial-of-service (DoS), deception and replay, contributions of [24] - [26] are delivered, which offer feasible solutions to these issues. It should be mentioned that ETS may lead to a loss of information of the systems, which motivates our study.
Inevitable faults such as sensor bias and drift happen widely, which can lead to a breakdown of the systems. To maintain the normal operation, and ensure the good performance of the NCSs, fault detection (FD) is of significance in various practical fields. The observer or filter based residual generator performs very well in terms of detection performance with the utilization of the fault alarming apparatus in [27] , which is generated by making the comparison between the threshold and residual. Fault detection and isolation (FDI) established in ETS is more complex because of dynamics changes brought by the non-periodic sampling [28] . Except for discrete-time linear time invariant (LTI) systems [29] , FD with ETS also performs well in complex systems such as nonlinear polynomial fuzzy NCSs [30] , and aircraft systems [31] . In [32] , the subspace identification method (SIM) and ETS are combined in process monitoring and the hot strip mill process (HSMP). However, unknown inputs such as disturbances should not be ignored since it would lead to a poor detection performance.
To overcome this problem, a tradeoff approach, which providing an optimal strategy is adopted, and the ratio-type performance index is utilized in many systems. In terms of the fuzzy systems with disturbance, the design of fault detection observer is converted to an H − /H ∞ problem in [33] . For LTI systems with uniformed quantization and non-uniform quantization of output, the quantization error is regarded as the unknown input of the generated residual in [34] . The tradeoff approach is extended in event-triggered systems [35] , where the event-triggered transmission errors are taken into account. Nevertheless, little literature mentioned avoiding decline of the detection accuracy because of the information missing partly introduced by ETS, and that sparks our research.
ETS is always shown as a single condition, and the trigger instants are only related to the last transmitted values. Paper [15] develops a new ETS, which replaces a single trigger condition with a set of trigger conditions, and the values in these conditions are based on the state of the past time within the specified horizon instead of the last triggered instants. Nevertheless, as far as we know, there is no existing literature which addresses the ETS based optimal FD with a set of trigger conditions. Motivated by the above discussion, in this work, we address the tradeoff approach of optimal FD with ETS, triggers are determined by a set of conditions instead of a single condition, and the values in these conditions are not only the last transmitted data, but also the data in the past period of time. A time-varying threshold will be delivered by FDI, which can detect faults as accurately as possible, and show robustness to disturbances simultaneously, where transmission errors are taken into account. Finally, numerical simulation and application in closed-loop continuous stirred-tank reactor(CSTR) are utilized to prove the approach.
The rest of the paper is revealed below. Description and problem preliminaries of the systems are presented in Section II. The solution of optimization problem and residual generation are addressed in Section III. In Section IV, two simulation examples are given to prove the superiority of the proposed method. The conclusion is presented in Section V.
Notations: R n refers the n-dimensional Euclidean space; 
II. SYSTEMS DESCRIPTION AND PROBLEM PRELIMINARIES

A. SYSTEMS DESCRIPTION
The discrete closed-loop system is considered as
where To realize the FD of the systems, as presented in Fig. 1 , the ETS is introduced into the design of the residual generator. The major difference between our work and others is that the ETS are implemented in two steps. The first step of the ETS is given as follows:
where σ 1 ≥ 0 is the triggering parameter, k is the sampling instant, y(t k ) is the last transmitted output at instant t k , and (2) is violated, the current output y(t k+1 ) will be converted to a uniform signalỹ(k) via ZOH VOLUME 7, 2019 and transmitted to the FD structure such that
If (2) is not violated, then check the norm of the outputs from the instant (k − n + 1) to the instant k. If the data keeps increasing or decreasing within the range, and the first inequality in (4) is violated, then we judge that a fault occurs, and the output at instant k will be delivered. The conditions of the second step are expressed as follows
where
then, the current output is converted to a uniform signalỹ(k) such that
variable α(k) is utilized to denote the condition which is triggered, and is shown as follows
The transmitted output is delivered to the residual generator to get the residual value r(k), which is produced by utilizing the measurement and estimation value. The residual generator is designed as follows
wherex(k) ∈ R n is the estimation state,ŷ(k) ∈ R m is the estimation output, L ∈ R n×m is the observer gain matrix, T (k) is the impulse response matrix, both L and T (k) are undetermined coefficient matrices.
To distinguish faults from unknown inputs, the generated residual needs to be processed and compared with the threshold to decide whether a fault generates. Then, a time-varying threshold is determined as follows
According to [35] , the criteria is specified as follows
where r(k) RMS stands for the evaluation function, J th is the time-varying threshold which needs to be determined, and a(k) indicates the alert status. The estimation error is defined as e(k) = x(k) −x(k), and the transmission error of ETS is defined asẽ(k) =ỹ(k)−y(k). Combining (1) and (6), an error model is established as follows
Then, take Z transformation of (9), define
In an attempt to measure the robustness of the residual generator against disturbances and the sensitivity to faults, the optimization indices which provide a compromise can be utilized. To assess robustness of the FDI against disturbances, let f = 0 and u = 0, by utilizing (3) and (5), the following inequality is acquired
Similarly, let ω(k) = 0, and u(k) = 0, then, the sensitivity to faults is evaluated by utilizing the (3) and (5), such that
According to [35] , a ratio-type performance index is employed for the residual generator (10) 
For simplicity without loss of universality, T (z) is specified as a constant matrix W . Then, the ratio-type performance index turns into as follows
Then, our targets are transformed into the following works 1) Acquiring the optimal observer gain L min and the weighting matrix W min for the optimization problem in (12) .
2) Specifying the threshold J th by assessing the effects of ω(k) andẽ(k) on the function r(k) RMS in the case of f (k) = 0.
III. MAIN RESULTS
A. OPTIMAL RESIDUAL GENERATOR DESIGN
The optimal solution of (12) and residual generator of the FD will be presented in this section. To proceed successfully, a lemma needs to be introduced in advance.
Lemma 1: [36] Suppose that the discrete-time LTI systems G(z) = D+C(zI −A) −1 +B ∈ RH ∞ has no transmission zeros on the unit circle. Then, there exists a co-inner-outer factorization of
where X is the stabilization solution of the discrete-time Riccati equation (DTRE)
and H † is left inverse of the H satisfying H † H = I and
For the given LTI systems (1) with ETS (2) and (4) and the residual generator (7),
is the optimization solution for problem (12) , where X is the stabilization solution of the following DTRE
In a similar way,
Then the co-inner-outer factorization technique is utilized and G dẽ,L(z) = G ωco (z)G ωci (z) is obtained, where G ωco (z) is the co-outer factor and G ωci (z) is the co-inner factor satisfying
with an arbitrary systems M (z) ∈ RH ∞ . Then, optimal solution of T (z) can be expressed as
is the optimal solution of problem (12) , according to the Lemma 1, the G † ωco (z) is shown as follows
where X is the stabilization solution of the DTRE
and
The (15) can be expanded, then, the DTRE in (15) is equivalent to the one in (14) .
and G † ωco becomes the constant weighting matrix H † , then W min = H † is specified as the optimal solution of (11) . By replacing L with L min , the following expressions
are obtained with the application of left co-prime factorization technique, where
is left invertible. Then, the following inequality is acquired according to the left side of (16) such that
which means that (13) is the optimal solution of (12). Then, the minimum value of the performance index J rs (L, W ) is expressed as
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B. THRESHOLD GENERATION AND RESIDUAL EVALUATION
Residual evaluation plays a significant role in distinguishing the faults from the unknown inputs such as disturbances and transmission errors. The norm-based RMS value selected as the evaluation function is widely accepted [33] . In this work, the threshold is defined as the maximum impact of disturbances and transmission errors, which are actually affected by the input u(k) on the evaluation function under the assumption of f (k) = 0. Therefore, the threshold is indicated as
, and r u (k) = r(k)| f =0,ω=0 , the threshold J th is specified as
The threshold J th is time-varying and could be computed online according to (22) . Define an augmenting vectorx
Then, the system (1), residual generator (7), error system (9), and the optimal solution (13) are integrated into the following augmenting system
The theorem of the threshold is given as follows.
Theorem 2: For given matricesĀ,B,B 1 ,L andC, and the residual generator (7) with the optimal solution (13), if there exist nonnegative scalars γ 1 , γ 2 , µ 1 , and µ 2 and positive definite matrices P 1 and P 2 of appropriate dimensions satisfying the following inequalities 
where 11 =Ā
then the augmenting system in (23) satisfying the H ∞ performance index r ω (k) 2 ≤ γ 1 ω(k) 2 , and r u (k) 2 ≤ γ 2 u(k) 2 , and the threshold is given as follows
Considering the L 2 gain from ω(k) to r(k), let u(k) = 0, then according to (3) and (5), the following inequality is obtained if nonnegative scalar µ 1 exists.
Define a Lyapunov functional
and the function
where Adding the (27) into J , then
define a vector
If (24) holds, J ≤ 0, then, for any zero initial states,
by the definition of the RMS, the L 2 gain equals to the RMS gain, then r u (k) 2 ≤ γ 2 u(k) 2 , then (26) is obtained. The whole procedure in this paper is proposed in Fig. 2 .
IV. SIMULATION
In this section, a numerical simulation and application on CTSR will be used to verify the proposed approach.
A. NUMERICAL SIMULATION
Consider a LTI systems, which data is given as follows
Referring to [35] , let B 2 = B, D 2 = D, h = 0.1 is the sampling period, and fault is defined as follows
the disturbance ω(k) is defined as the white noise. According to (13) and (14), L min and W min can be obtained, the differences between our work and [35] is that the L min and the W min change the σ 1 and σ 2 instead of remaining fixed, choose σ 1 = 0.2, σ 2 = 0.02, and n = 5, then the following parameters can be obtained 
The detection performance of missed detection rate (MDR) is computed as
Select N = 20 as the moving time window length, and γ 11min = 0.7037, γ 12min = 3.0401, γ 21min = 0.6007, γ 22min = 3.5030, which are computed according to (24) and (25) . The event-triggered releases and the result of FD with different ETS proposed in our work are presented, and the comparison with the old one is shown in Fig. 3 and Fig. 4 , where new ETS means that the ETS proposed in this work with (2) and (4), and old ETS stands for the single triggering condition of (2) with parameter σ 1 . Fig. 4 shows a better FD performance with new ETS than the old one. By utilizing (29) , the MDR of the FD with the two kinds of ETSs are acquired. To further appreciate the Remark 1: The disturbance in the model is specified as the white noise, which could reduce the conservatism. The triggers of new ETS is more than the old one since the second condition set, which means leading to an increase of the communication cost. Therefore, a tradeoff of the performance of FD and communication cost should be achieved.
Remark 2: According to Theorem 2, in order to ensure the feasibility of LMI, an appropriate range of threshold J th should be set by considering the actual production needs, and triggering parameter σ can be adjusted within the range to achieve the best tradeoff between the communication cost and FD performance.
B. APPLICATION ON CSTR
The CSTR plays a significant role in the reaction device since it is utilized widely for various physical and chemical reactions in industrial production. Most of synthetic production reactors in the production of plastic, chemical fiber and synthetic rubber are CSTR. In addition, it also has a wide application on the production of other industries, such as pharmaceutical, paint, and fuel.
The reaction temperature is one of the most important parameter in a CSTR since it affects product quality and yield directly. The mechanism of CSTR is complex where the characteristics such as time-varying, nonlinear, and time delay are presented, since the concentration of reactants (or catalyst), reactor pressure, heating (or cooling) device type, heat agent (or refrigerant) temperature and flow rate have a greater impact on temperature control.
Before starting reaction in CSTR, the materials and catalysts are fed to the kettle through the feed port, the reaction temperature is provided by the high-pressure steam which introduced into the reactor jacket, and the reaction temperature needs to be maintained when it reaches the set value, sometimes the further heating is required. During the stirring process, materials will be mixed uniformly and release heat, the releasing rate is related to the reaction temperature, which is measured online by the temperature sensor installed in the kettle. In addition, the shape and size of the agitator can also have an effect on the reaction. The working principle of CSTR proposed in [37] is presented in Fig. 5 . outputs are y = [C T T c Q c ] T , white noise is specified as disturbance, and faults are characterized by ramp signal and introduced after 200s of normal operation, parameters of the CSTR are also proposed in [37] , a discrete model is obtained as form of (1) Remark 3: It can be seen from the Fig. 6 that faults are detected at around 340s in FD with old ETS, while are detected at around 250s in the new one, which reveals that new ETS detects faults earlier, and reduce the MDR.
Remark 4:
Unsuitable triggering parameter of ETS in existing literature such as [19] , [35] will lead to some consequences, a lager parameter will cause the loss of important information, while an ETS with small parameter cannot alleviate the network congestion. The proposed ETS has one more step than the old ETS in terms of detection data, which can save the significant information as much as possible while reducing the network congestion, and improve the detection accuracy obviously in FD.
V. CONCLUSION
This paper develops an optimal FD approach for discrete NCSs with a new ETS. The occurrence of events are determined by a set of conditions rather than a single condition, and values in these conditions are not only the last transmitted data, but also the data within a specified time period. The FDI detects faults more precisely, and shows robustness to disturbances, where the transmission errors are also taken into account. Optimal observer gains are acquired by using the DTRE, and the time-varying thresholds are obtained by utilizing the LMI. It turns out that the approach proposed in this work can effectively reduce the MDR, and improve the detection accuracy by implementing two simulations.
It should be noted that the paper leaves some open questions, issues of NCSs such as packet loss, quantization are not taken into consideration. These issues can be further considered to improve the FD performance, such as developing relevant methods with ETS to realize the low MDR and low communication cost, these are also the topics in our further research.
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