The quantum version of communication complexity allows the two communicating parties to exchange qubits and/or to make use of prior entanglement (shared EPRpairs). Some lower bound techniques are available for qubit communication complexity, but except for the inner product function, no bounds are known for the model with unlimited prior entanglement. We show that the "log rank" lower bound extends to the strongest variant of quantum communication complexity (qubit communication + unlimited prior entanglement). By relating the rank of the communication matrix to properties of polynomials, we are able to derive some strong bounds for exact protocols. In particular; we prove both the "log rank conjecture" and the polynomial equivalence of quantum and classical communication complexiv for various classes of functions. We also derive some weaker bounds for bounded-error quantum protocols.
uct function [ 111. A strong and well known lower bound for the classical complexity D ( f ) is given by the logarithm of the rank of the communication matrix for f [23] .
As first noted in [8] , techniques of [36, 191 imply that an R(logrank(f))-bound also holds for Q ( f ) . Our first result is to extend this bound to Q * ( f ) and to derive the optimal constant:' This implies n/2 lower bounds for the Q*-complexity of the equality and disjointness problems, for which no good bounds were known before. This n/2 is tight up to 1 bit, since Alice can send her n-bit input to Bob with n/2 qubits and n/2 EPR-pairs using superdense coding [6] . Our corresponding lower bound also provides a new proof of optimality of superdense coding. In fact, the same n / 2 bound holds for almost all functions. Furthermore, proof of the wellknown "log rank conjecture" ( D ( f ) < ( l o g r a n k ( f ) ) k for some IC) would now imply our desired polynomial equivalence between D ( f ) and Q * ( f ) (as already noted for D ( f ) and Q ( f ) in [ 2 ] ) . However, this conjecture is a long standing open question that is probably hard to solve in full general i ty.
Secondly, in order to get an algebraic handle on ranIC(f), we relate it to a property of polynomials. It is well known that every total Boolean function g : {0,1)" + ( 0 , l ) has a unique representation as a multilinear polynomial in its n variables. For the case where Alice and Bob's function has the form f(z, y) = g(z A y), we show that r a n k ( f ) equals the number of monomials m o n ( g ) of the polynomial that represents g ( r a n k ( f ) 5 mon(g) was shown in [31] ). This number of monomials is often easy to count and allows to determine r a n k ( f ) . The functions f(z, y) = g(z A y) form an important class that includes inner product, disjointness, and the functions that give the biggest gaps known between D ( f ) and logranIC(f) [31] (similar techniques work for the class of functions where
We use this to show that Q * ( f ) E O ( D ( f ) ) if g is symmetric. In this case we also show that D ( f ) is close to the classical randomized complexity. Furthermore, Q' (f) 5
For the latter result we re-derive a result of Lov5sz and Saks [22] using our tools. f(z, Y) = g(z v Y) or @ Y)).
Lower bounds for bounded-error protocols
For the case of bounded-error quantum communication protocols, very few lower bounds are currently known (ex-'During discussions we had with Michael Nielsen in Cambridge (UK) in the summer of 1999 after having obtained this result, it appeared that an equivalent theorem can be derived from results about Schmidr numbers in [27, Section 6.421.
ceptions are inner product [ l 11 and the general discrepancy bound [ 191) . In particular, no good lower bounds are known for the disjointness problem. The best known upper bound for this is O ( f i 1 o g n ) qubits [8] , contrasting with linear classical randomized complexity [ 16, 331. Since disjointness is a co-NP-complete communication problem [3], a good lower bound for this problem would imply lower bounds for all NP-hard communication problems.
In order to attack this problem, we make an effort to extend the above polynomial-based approach to bounded-error protocols. We consider the approximate rank r&&(f), and show the bound Qz(f) 2 (logr=(f))/2 for 2-sided bounded-error qubit protocols (again using techniques from [36, 191) . Unfortunately, lower bounds on r%(f) are much harder to obtain than for r a n k ( f ) . If we could prove for the case f(z, y) = g(s A y) that r a n k ( f ) roughly equals the number of monomials m ( g ) of an approximating polynomial for g, then a fi lower bound would follow for disjointness, because we show that disjointness requires at least 2 6 monomials to approximate. Since we prove that the quantities r a n k ( f ) and mon(g) are in fact equal in the exact case, this gives some hope for a similar result r a n k ( f ) e G ( g ) in the approximating case, and hence for resolving the complexity of disjointness.
The specific bounds that we actually were able to prove for disjointness are more limited at this point: Qa ( Below we sum up the main results, contrasting the exact and bounded-error case.
h _
We show that Q * ( f ) 2 logrank(f)/2 for exact protocols with unlimited prior EPR-pairs and Q 2 ( f ) 2 l o g r z ( f ) / 2 for bounded-error qubit protocols without prior EPR-pairs. If f ( z , y ) = g(z A y) for some Boolean function g, then r a n k ( f ) = mon(y). An analogous result r a n k ( f ) z 6 % ( g ) for the approximate case is open.
A polynomial for disjointness, DISJ,(z, y) = NOR,(z A y), requires 2" monomials in the exact case (implying &* (DISJ,) 2 ./a), and roughly 2 6 monomials in the approximate case.
-2 Preliminaries
We use 1x1 to denote the Hamming weight (number of 1s) of z E {O,l)n, zi for the ith bit of z (20 = 0), and ei for the string whose only 1 occurs at position i. If z,y E (0, l}", we use z A y E (0, l}" for the string obtained by bitwise ANDing z and y, and similarly z V y. Let g : (0, l}" -+ (0,1} be a Boolean function. We call g symmetric if g ( x ) only depends on 1x1, and monotone if g cannot decrease if we set more variables to 1. It is well known that each g : (0, l}" -+ R has a unique representation as a multilinear polynomial g(z) = Csc(l,...,n} a s X s . where XS is the product of the variables in 3 and as is a real number. The term a s X s is called a monomial of g and " ( 9 ) denotes the number of non-zero monomials of g. A polynomial p approximates g if 1g(z) -p ( z ) l < 1/3 for all x E (0, l}n. We use G ( g ) for the minimal number of monomials among all polynomials that approximate g. The degree of a monomial is the number of its variables, and the degree of a polynomial is the largest degree of its monomials.
Let X and Y be finite sets (usually X = Y = (0,l)") and f : X x Y + {0,1} be a Boolean function. For example, equality has EQ,(z,y) = 1 iff z = y, disjointness has DISJ,(z,y) = 1 iff Iz A y ( = 0 (equivalently, DISJ,(z, y) = NOR,(zAy)), and innerproduct has IP,(z, y) = 1 iff 1% A yI is odd. M f denotes the 1x1 x IYI Boolean matrix whose z, y entry is f(z, y), and ranIC(f) Their system has three parts: Alice's part, the 1-qubit channel, and Bob's part. For definitions of quantum states and operations, we refer to [28] . In the initial state, Alice and Bob share IC EPR-pairs and all other qubits are zero. For simplicity we assume Alice and Bob send 1 qubit in turn, and at the end the output-bit of the protocol is put on the channel. The assumption that 1 qubit is sent per round can be replaced by a fixed number of qubits qi for the ith round. However, in order to be able to run a quantum protocol on a superposition of inputs, it is important that the number of qubits sent in the ith round is independent of the input (x,y). An C-qubit protocol is described by unitary transformations U l ( z ) , &(y), U~( Z ) , U4(y), . . . , U e ( z / g ) .
First Alice applies U, (x) to her part and the channel, then Bob applies U2(y) to his part and the channel, etc. Q ( f ) denotes the (worst-case) cost of an optimal qubit protocol that computes f exactly without prior entanglement, C*(f) denotes the cost of a protocol that commu-fA\m(21,...,x,,Y1r...,Ym) = f ( z 1 , y l ) A f ( z 2 ,~2 ) A nicates classical bits but can make use of an unlimited (but finite) number of shared EPR-pairs, and Q * ( f ) is the cost of a qubit protocol that can use shared EPR-pairs. A clean quantum protocol is a protocol without prior entanglement that starts with l0)lO)lO) and ends with lO)lf(z,y))lO). We use Q c ( f ) to denote the minimal cost of such protocols for f . We add the superscript "1 round" for I-round protocols, give the correct answer with probability at least 2/3 on every input. We use Rgub(f) for the classical bounded-error complexity in the public-coin model [20] .
Log rank lower bound
As first noted in [8, 21, techniques of Kremer and Yao [36, 191 imply Q ( f ) E R(logranlc(f)). We first state and prove a lemma from [36, 191, then ( 2 ) i€{O,l}P We assume without loss of generality that it is Alice's turn:
she applies Ut,, (x) to her part and the channel. Note that there exist complex numbers rrio(z), ail (z) and unit vectors Aio(z), Ail(z) such that (Ue-tl (z) 8 I)lAi(z)) lie) IBi(y)) = Thus every element of the superposition (2) "splits in two" when we apply Ue+l. Accordingly, we can write the state 0 after U~+ I in the form required by the lemma.
Proof Consider a clean e-qubit protocol for f. By Lemma I , we can write its final state as
~i (~)~i ( y )
1-4(4) lie) IB~(v)).
i € { O , l } e
The protocol is clean, so the final state is lO)lf(~,y))lO). Hence all parts of IAi(z)) and IBi(y)) other than 10) will cancel out, and we can assume without loss of generality that IA;(rc)) = I&(y)) = 10) for all i. Now the amplitude of the 10)11)10)-state is simply the sum of the amplitudes cri(z)Pi(y) of the i for which ie = 1. This sum is either 0 or 1 , and equals the acceptance probability P ( x , y) of the protocol. Letting a(.) (resp. P(y)) be the dimension-2e-' vector whose entries are ai(.) (resp. ,&(y)) for the i with ie = 1:
Since the protocol is exact, we must have P(z,y) = f ( z , y ) . Hence if we define .4 as the (XI x d matrix having the CY(.) as rows and B as the d x 11' 1 matrix having the P(y) as columns, then A/rf = 4B. But now rank(A!ff) = rank(AB) 5 r a n k ( A ) 5 d 5 2 ' -l , and the theorem follows.
0
The previous lower bound on clean protocols suffices to prove a log rank lower bound also for the strongest model of quantum communication complexity: log r a n k ( f ) 2 '
Theorem2 &*(f) 2
Proof Suppose we have some exact protocol for f that uses e qubits of communication and k prior EPR-pairs. We will build a clean qubit protocol without prior entanglement for Bob now sends his halves of the k pairs to Aiice who sets each of the k pairs back to 100). The protocol thus ends up with the answer and a clean workspace, so we have a clean protocol for f"" that uses 2 n d + 2k qubits and no prior entanglement. By Theorem 1 :
Since this holds for every m > 0, the theorem follows. 0
We can derive a stronger bound for C* (f)
Proof Since a qubit and an EPR-pair can be used to send 2 classical bits [6], we can devise a qubit protocol for f A f using C* (f) qubits (compute the two copies of f in parallel using the classical bit protocol). Hence by the previous
Below we draw some consequences from these log rank lower bounds. Firstly, MEQ, is the identity matrix, so rank(EQ,) = 2". This gives the bounds Q*(EQ,) 2 n/2, C*(EQ,) 2 n (in contrast, Q2(EQ,) E O(1ogn) and C,+(EQ,) E O(1)). The disjointness function on n bits is the AND of R. disjointnesses on 1 bit (which have rank 2 each), so rank(DISJ,) = 2". The complement of the inner product function has rank( f ) = 2,. Thus we have the following strong lower bounds, all tight up to 1 bit? Corollary 1 Q*(EQ,), Q*(DISJ,), Q*(IP,) 2 n / 2 and C*(EQ,,), C*(DISJ,), c*(IP,) 2 72. Koml6s [IS] has shown that the fraction of m x m Boolean matrices that have determinant 0 goes to 0 as m + CO. Hence almost all 2, x 2, Boolean matrices have full rank 2", which implies that almost all functions have maximal quantum communication complexity:
Corollary 2 Alniost all f : (0, l}" x (0, l}" + (0, l} have Q * ( f ) 2 n/2 and C * ( f ) 2 n. 'These bounds for IP, are also given in [ 1 I]. The bounds for EQ, and DISJ, are new, and can also be shown to hold for zero-error protocols.
We say f satisfies the quantum direct sum property if computing m independent copies of f (without prior entanglement) takes mQ(f) qubits of communication in the worst case. (We have no example of an f without this property.) Using the same technique as before, we can prove an equivalence between the qubit models with and without prior entanglement for such f : Finally, because of Theorem 2, the well-known "log rank conjecture" now implies the polynomial equivalence of deterministic classical communication complexity and exact quantum communication complexity (with or without prior entanglement) for all total f :
f.
A lower bound technique via polynomials 4.1 Decompositions and polynomials
The previous section showed that lower bounds on r a n k ( f ) imply lower bounds on Q*(f). In this section we relate ranlc(f) to the number of monomials of a polynomial for f and use this to prove lower bounds for some classes of functions.
We define the decomposition number m ( f ) of some we have m ( f ) 5 r a n k ( f ) .
Combined with Theorems 2 and 3 we obtain
Corollary5 Q*(f) 2 a n d C * ( f ) _> logm(f).
2
Accordingly, for lower bounds on quantum communication complexity it is important to be able to determine the decomposition number m(f). Often this is hard. It is much easier to determine the number of monomials mon(f) of f (which upper bounds m(f)). Below we show that in the special case where f ( z , y) = g(z A y), these two numbers are the same.4
Below, a monomial is called even if it contains z i iff it contains yi, for example 25123y1y3 is even and ~1 x 3~1 is not. A polynomial is even if each of its monomials is even.
Lemma 3 I f p : (0, l}n x (0, l}" -+ R is an even polynomial with k monomials, then m ( p ) = k. Proof Clearly m ( p ) 5 IC. To prove the converse, consider DISJ,(z, y) = n~==,(lziyi), the unique polynomial for the disjointness function. Note that this polynomial contains all and only even monomials (with coefficients fl). Since DISJ, has rank 2,, it follows from Lemma 2 that DISJ, cannot be decomposed in fewer then 2n terms. We will show how a decomposition of p with m(p) < IC would give rise to a decomposition of DISJ, with fewer than 2" terms. Suppose we can write Let a X s Y s be some even monomial in p and suppose the monomial XsYs in DISJ, has coefficient c = f l . Now whenever b X s occurs in some ai, replace that b X s by ( c b / a ) X s . Using the fact that p contains only even monomials, it is not hard to see that the new polynomial obtained in this way is the same asp, except that the monomial aXsYs is replaced by CXSYS.
4After learning about this result, Mario Szegedy (personal communication) came up with an alternative proof of this, using Fourier transforms.
Doing this sequentially for all monomials in p , we end up with a polynomial p' (with k monomials and m ( p ' ) 5 m ( p ) ) that is a subpolynomial of DISJ,, in the sense that each monomial in p' also occurs with the same coefficient in DISJ,. Notice that by adding all 2"k missing DISJ,monomials top', we obtain a decomposition of DISJ, with m ( p ' ) +2" -k terms. But any such decomposition needs at least 2" terms, hence m ( p ' ) + 2 ,k 2 2", which implies 0 k 5 m(p') 5 4 p ) .
If f(z, y) = g ( x A y) for some Boolean function g, then the polynomial that represents f is just the polynomial of g with the ith variable replaced by ziyi. Hence such a polynomial is even, and we obtain: 
Symmetric functions
As a first application we show that D ( f ) and &*(f) are linearly related if f ( z , y ) = g ( z A y) and g is symmetric (this follows from Corollary 8 below). Furthermore, we show that the classical randomized public-coin complexity RgUb(f) can be at most a logn-factor less than D ( f ) for such f (Theo_rem 4). We will assume without loss of generality that g ( 0 ) = 0, so the polynomial representing g does not have the constant-I monomial.
Lemma 4 I f g is a symmetric function whose lowest-weight I-input has Hamming weight t > 0 and f (2, y) = g(x A y),
then D l r o v n d ( f ) = log
Proof It is known (and easy to see) that D l r o U n d ( f ) = l o g r + 1, where T is the number of different rows of M f (this equals the number of different columns in our case, because f(z, y) = f ( y , z ) ) . We count r . Firstly, if 1x1 < t then the x-row contains only zeroes. Secondly, if x # z' and both 1x1 2 t and Jz'I 2 t then it is easy to see that there exists a y such that )z A y( = t and 15' A yI < t (or vice versa), hence f(z, y) # f ( x ' , y) so the z-row and 2'-row are different. Accordingly, r equals the number of different z with 1x1 2 t, $1 for the 0-row, which gives the lemma. 0 ( :
Lemma 5 I f g is a symmetric function whose Iqwest-weight I-inputhas weightt > 0, then ( 1 -o(l)) log (E,",, (7) ) 5 logmon(9) 5 log (CLt (1) ) .
Proof
The upper bound follows from the fact that g cannot have monomials of degree < t. For the lower bound we distinguish two cases. (a) 2 2"-0(n0.548) , which implies the lemma.
Case 2: t > n/2. It is easy to see that g must contain all (y) monomials of degree t. Now
The number mon(g) may be less then cy=t (7). Con Hence the 1 -o( 1) of Lemma 5 cannot be improved to 1 in general (it can if g is a threshold function).
Combining the previous results:
Corollary 7 I f g is a symmetric function whose lowestweight I-input has weight t > 0 and f(z, y) = g(z A y), then (1 -O P ) ) 1% (E?=, (1)) 5 C*(f) 5 W ) L (f) = 1% (EL (7) + 1) + 1.
D 1 T O U n d
Accordingly, for symmetric g the communication complexity (quantum and classical, with or without prior entanglement, I-round and multi-round) equals log rank(!) up to small constant factors. In particular:
Corollary 8 I f g is symnietric and f(z, y) = g(z A y), then
(1 -o ( l ) ) D ( f ) 5 C*(f) 5 Wf).
We have shown that Q * ( f ) and D ( f ) are equal up to constant factors whenever f(z, y) = g ( z A y ) and g is symmetric. For such f, D ( J ) is also nearly equal to the classical bounded-error communication complexity RgUb(f), where we allow Alice and Bob to share public coin flips. In order to prove this, we introduce the notion of 0-block sensitivio in analogy to the notion of block sensitivity of Nisan [29] . For input z E (0, l},, let bsO,(g) be the maximal number of disjoint sets SI,. . . , Sb of indices of variables, such that for every i we have (1) all Si-variables have value 0 in z and (2) g(z) # g(&'a), where zsi is the string obtained from z by setting all &-variables to 1. Let bsO(g) = max, bs0, (9). We now have:
Lemma 6 I f g is symmetric, then mon(g) 5
Proof Let t be the smallest number such that gt # gt+l, then bsO(g) 2 nt. If t 5 n / 2 then bsO(g) 2 n/2, so mon(g) 5 2" 5 n2bsn(g). If t > n / 2 then g has no monomials of degree 5 t , hence mon(g) 5 cy="=,,, (a) 5 n2bs%). Hence Rgub ( f ) E O( 1).
Monotone functions
A second application concerns monotone problems. LovAsz and Saks 1221 prove the log rank conjecture for (among others) the following problem, which they call the union problenifor C . Here C is a monotone set system (i.e., (A E C A A C B ) 3 B E C ) over some size-n universe. Alice and Bob receive sets x and y (respectively) from this universe, and their task is to determine whether z U y E C . Identifying sets with their representation as n-bit strings, this problem can equivalently be viewed as a function f ( E , y) = g(x V y), where g is a monotone increasing Boolean function. Note that it doesn't really matter whether we take g increasing or decreasing, nor whether we use x V y or x A y, as these problems can all be converted into each other via De Morgan's laws. Our translation of rank to number of monomials now allows us to re-derive the Lovksz-Saks result without making use of their combinatorial lattice theoretical machinery. We just need the following, slightly modified, result from their paper. For the sake of completeness, we have included a proof in Appendix A. A somewhat more general result may be found in [21, Section 31. Proof Let M 1 , . . . , Mk be all the minimal monomials in g. Each M i induces a rectangle Ri = Si x Ti, where Si = {x I Mi x} and T i = {y I Mi C_ y}. Because g is monotone increasing, g ( z ) = 1 iff z makes at least one Mi true. Hence f(x, y) = 1 iff there is an i such that (x, y) E Ri. Accordingly, the set of Ri is a 1-cover for f and C ' ( f ) 5 IC 5 mon(g) = r.anlc(f) by Corollary 6. U Plugging into Theorem 5 gives the theorem.
Theorem 5 (Lovbz and Saks)
W ) E O ( W C l ( f ) ) logf-anlc(f)). f(z1 Y) = d x A Y), then D ( f ) E O ( ( h rank(fH2).
Theorem 6 (Lovasz and Saks) If g is monotone and
This result can be tightened for the special case of d-level AND-OR-trees. For example, let g be a 2-level AND-of-ORs on n variables with fan-out +and f(x, y) = g(zAy). Note that the acceptance probability is
We have now decomposed P(zly) into 22e-2 functions.
However, we must have IP(z,y) -f ( z , y ) l 5 1/3 for all z,y, hence 22e-2 2 6 ( j ) . It follows that e 2 (log")/2
Unfortunately, it is much harder to prove bounds on G(f) than on ~n ( f ) .~ In the exact case we have m(f) = mon(g) whenever f(z, y) = g(x A y), and mon(g) is often easy to determine. If something similar is true in the approximate case, then we obtain strong lower bounds on Qz(f), because our next theorem gives a bound on f i ( g ) in terms of the 0-block sensitivity defined in the previous section (the proof is deferred to Appendix B).
Theorem 8 I f g is a Boolean function, then mTn(g) 2 ~l.bam.
In particular, for DISJ,(z,y) = NOR,(z A y) it is easy to see that bsO(NOR,) = n, so for any 1 5 i 5 n of his choice. For this the lower bound m 2 (1 -H ( 2 / 3 ) ) n > 0.08 n is known [25] , where H ( . )
is the binary entropy function. for disjointness require Q ( T L ' /~) qubits of communication (see also [26] ).
For unlimited-rounds bounded-error quantum protocols for disjointness we can only prove a logarithmic lower bound, using a technique from [ I I] (for the model without entanglement, the bound Q2(DISJn) E R(1ogn) was already shown in [2] ).
Proposition 2 &;(DISJ,) E R(1ogn).
Proof We sketch the proof for a protocol which maps 1z)ly) + (-l)D'SJn("~Y)lz)Iy). Alice chooses some i E (1,. . . , n } and starts with lei), Bob starts with (l/@) E, Iy). After running the protocol, Bob has state
Hence the I&) form an orthogonal set, and Bob can determine exactly which l4i) he has and thus learn i. Alice now has transmitted log n bits to Bob and the extension of Holevo's theorem that is given in [ 1 I ] implies that at least (log n ) / 2 qubits must have been communicated to achieve this, no matter how much entanglement Alice and Bob share initially. A similar analysis works for bounded-error (as in [ I I]).
0
Finally, for the case where we want to compute disjointness with very small error probability, we can prove an R(log(n/E)) bound. Here we use the subscript "E" to indicate qubit protocols without prior entanglement whose error probability is < E. We first give a tight bound for equality: Since it is also known that Q,(EQ,) E R(1ogn) for all fixed E < 1/2 (this follows for instance from the result that
Q z ( f ) E fl(logD(f)) [191h we have
We now reduce equality to disjointness. Let z,y E {0,1}"/2. Define z' E {O,l}n by replacing zi by in z, and y' E (0, l}n by replacing yi by g y i in y. It is easy to see that EQ,/,(z,y) = DISJ,(z',y') so from the previous proposition we obtain:
Proposition4 FE 2 2-;, then Q,(DISJ,) E R(log(z)).
In particular, both equality and disjointness require n(n) qubits of communication if we want the error probability E to be exponentially small. There is a close analogy between the quantum communication complexity lower bounds presented here, and the quantum query complexity bounds obtained in [4] . Let deg(g) and mon(g) be, respectively, the degree and the number of monomials of the polynomial that represents g : (0, l } n -+ (0, l}. In [4] it was shown that a quantum computer needs at least deg(g)/2 queries to the n variables to computeg, and that O(deg(g)4) queries suffice (see also [30] ). This implies that classical and quantum query complexity are polynomially related for all total f . Similarly, we have shown here that (logmon(g))/2 qubits need to be communicated to compute f(z, y) = g(z A y). An analogous upper bound like Q*(f) E O((logmon(g))k) might be true. A similar resemblance holds in the boundederror case. Let deg(g) be the minimum degree of polynomials that approximate 9. In [4] it was shown that a bounded-error quantum computer needs at least deg(g)/2 queries to compute g and that O(deg(g)6) queries suffice. Here we showed that (logG(f))/2 qubits of communica- Since m ( f ) = mon(g) in the exact case, this may well be true. As mentioned above, this is particularly interesting because it would give a near-optimal lower bound Qz(DISJ,) E n ( f i ) .
Open problems
Third and last, does prior entanglement add much power to qubit communication, or are Q(f) and Q*(f) roughly equal up to small additive or multiplicative factors? Similarly, are Q2(f) and QZ(f) roughly equal? The biggest gap that we know is Qa(EQ,) E o(1ogn) versus Q;(EQ,) E O(1). p ( i ) 5 62 for every integer 0 5 i 5 n, and the derivareal 0 5 x 5 n. Then A hypergraph is a set system H Pow{l,. . . ,n}. 
