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Об’єктно-орiєнтована розробка програмних систем та їх компонентiв
базується на застосуваннi об’єктно-орiєнтованих моделей, технологiй та
iнструментальних засобах, що їх пiдтримують. Об’єктно-орiєнтованi ме-
тодологiї дозволяють зрозумiти рiзнi аспекти та властивостi програмної
системи, що розробляється, i згодом суттєво покращити її реалiзацiю, те-
стування, супровiд, розробку нових версiй та модифiкацiю. До об’єктно-
орiєнтованої технологiї вiдносяться як до засобу подолання складностi,
що властива реальним систем. Ця складнiсть обумовлена проблемами
опису властивостей та поведiнки об’єктiв предметного середовища. Опис
предметного середовища задається природною мовою, яку можна вважа-
ти вхiдною мовою на етапi об’єктно-орiєнтованого аналiзу. Синтаксично-
орiєнтована обробка речень вхiдної мови формує на виходi модель про-
грамної системи. Перетворення вхiдної мови у певну вихiдну зводиться
до побудови деякого транслятора, який для будь-яких перетворень ре-
чень вхiдної мови використовує структуру цього речення. В коло iдей,
на яких базується ця концепцiя, входять iдеї формальних граматик, та
семантичних обчислень для символьних ланцюжкiв. Саме цi питання i
покладенi в основу розробки, що розглядається.
Аналiз проблеми моделювання предметного середовища
Проектування програмної системи починається з аналiзу вимог, яким
вона має задовольняти. Етап формування вимог передбачає дослiджен-
ня бiзнес-процесiв, аналiз предметного середовища та розробку моделей
цiєї системи, якi формально описують систему у виглядi об’єктiв що її
складають, та вiдношень мiж ними. Об’єкти є екземплярами класiв, якi
характеризуються спiльнiстю атрибутiв, властивостей та поведiнки. Ви-
значення класiв предметного середовища найчастiше здiйснюється шля-
хом вербального аналiзу опису постановки прикладної задачi (технiчного
завдання, анкет, iнтерв’ю тощо). Зокрема, кожному iменнику, що зустрi-
чається в постановцi задачi, може вiдповiдати клас певних об’єктiв. Цей
етап є найбiльш вiдповiдальним в технологiї програмування та найменш
формалiзованим. Усi iнструментальнi засоби, що пiдтримують процес ав-
томатизацiї програмування, визначення класiв залишають розробнику.
Сам процес класифiкацiї включає велику кiлькiсть рутинної роботи, яку
бажано звести до мiнiмуму. Одним з можливих шляхiв розв’язання цi-
єї задачi є спроба застосувати лексичний та синтаксичний аналiз опису
предметного середовища для машинного розумiння природної мови.
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Метою даної роботи є вирiшення задач з прикладного моделюванню
предметного середовища, а саме розробка програмних засобiв, що дозволя-
ють автоматизувати процес лексичного та синтаксичного аналiзу опису
предметного середовища шляхом створення мови, близької до природної
англiйської, яка дозволяє задати об’єктно-орiєнтовану модель предме-
тного середовища. Результатом є створення транслятору, який аналiзує
вхiднi данi, що є описом предметного середовища природною мовою, i
формує оголошення класiв мовою програмування.
Розробка базується на методах i алгоритмах лексичного аналiзу iз за-
стосуванням регулярних виразiв [1] та синтаксичного аналiзу з викори-
станням алгоритму низхiдного синтаксичного аналiзу [2].
Основнi положення теорiї синтаксично-орiєнтованої
трансляцiї
Трансляцiя включає кiлька фаз: лексичний, синтаксичний i семан-
тичний аналiз. У результатi трансляцiї отримується певна структура да-
них, яка потiм використовується для виконання конкретних завдань.
Розглянемо основнi термiни, що застосовуються в теорiї трансляцiї
[1,2]. Пiд алфавiтом розумiємо скiнченну множина символiв. Послiдов-
нiсть символiв з алфавiту складає ланцюжок w мови. Множина лан-
цюжкiв над певним алфавiтом означує формальну мову L. Формальна
граматика є сукупнiстю правил, що застосовуються для завдання фор-
мальної мови. Контекстно вiльною формальною граматикою G називає-
ться множина {N,T, S, P}, де N – скiнченна непорожня множина нетер-
мiнальних символiв (нетермiналiв), кожний з яких задає множину слiв
формальної мови; T – скiнченна непорожня множина термiнальних сим-
волiв (термiналiв), кожний елемент котрої задає слово формальної мови
на множинi T ; S ∈ N – початковий символ, P – скiнченна непорожня
множина продукцiй (або правил перетворення) вигляду A → α, A ∈ N ,
α ∈ N ∪ T.
Якщо двi та бiльше продукцiй мають однакову лiву частину, то вони
можуть бути об’єднанi за допомогою символу | (операцiї “або”). Послiдов-
нiсть крокiв для отримання ланцюжка αn з α0 називається виведенням.
У мовах, породжених контекстно вiльними граматиками, виведення мо-
жна зображати графiчно за допомогою орiєнтованих кореневих дерев, якi
називаються деревами виведення або деревами синтаксичного розбору.
Трансляцiя починається з лексичного аналiзу програми. Лексика мо-
ви – це правила правопису слiв, таких, як iдентифiкатори, константи,
службовi слова, коментарi тощо. Лексичний аналiз (lexical analysis) – це
лiнiйне сканування вхiдної програми, при якому символи групуються в
лексеми (lexemes) – послiдовностi, що мають певне сукупне значення. На
основi лексем генеруються токени (tokens), найменшi лексичнi одиницi,
якi характеризуються класом (наприклад, iдентифiкатори, константи,
ключовi слова тощо) та атрибутами (якi можуть бути вiдсутнiми), що
формують значення токена.
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Синтаксис мови – це правила складання речень мови з окремих слiв.
Синтаксичним аналiзом або розбором (parsing) називається групування
токенiв у граматичнi фрази. Синтаксису притаманний принцип рекур-
сивностi правил побудови. Тому граматичну структуру виразу можна
представити у виглядi дерева синтаксичного розбору.
Семантика мови – це змiст, який закладається в кожну конструкцiю
мови. Зокрема, у цьому випадку семантичний аналiз полягає у побудовi
об’єктної моделi. Процес трансляцiї зображено на рисунку 1:
Рис. 1 – Процес трансляцiї природної мови
Усунення лiвої рекурсiї
Граматика називається лiворекурсивною, якщо у неї є продукцiї виду
A → Aα, A ∈ N , α ∈ A ∪ N ∪ {ε}, де ε – пустий ланцюжок символiв.
Якщо є правила виду A → Aα|β, вони створюють явну лiву рекурсiю.
Позбавитися вiд неї можна замiнивши кожне iз таких правил на A →
β|βA′, де A′ → α|αA′|ε.
В загальному випадку правила виду A →
Aα1|Aα2| . . . |Aαn|β1|β2| . . . |βm слiд замiнити на A → β1A′|β2A′| . . . |βmA′,
деA′ → α1A′|α2A′| . . . |αmA′|ε. Однак така замiна не усуває лiву рекурсiю,
викликану кiлькома породженнями. Її можна усунути за допомогою
наступного алгоритму.
Алгоритм усунення лiвої рекурсiї
Вхiднi данi представленi граматикою G без циклiв, тобто породжень
виду A
+
⇒A та без ε продукцiй, тобто продукцiй виду A → ε. Вихiдними
даними є еквiвалентна граматика G′ без лiвої рекурсiї. Сам алгоритм
складається з таких крокiв. Нехай заданий A1, A2, . . . , An – набiр усiх
нетермiналiв граматики G. Для усiх нетермiналiв Ai, i = 1, 2, . . . , n та
Aj , j = 1, 2, . . . , i−1, j > i замiнимо продукцiї видуAi → Ajγ продукцiями
Ai → δ1γ|δ2γ| . . . .|δkγ, де Aj ← δ1|δ2| . . . .|δk. Дiї повторюватимуться доти,
поки iснують продукцiї виду Ai → Ajγ.
Лiва факторизацiя
Лiвою факторизацiєю (left factoring) називається таке перетворення
граматики, що вона може бути використана для предикативного аналi-
зу. Суть лiвої факторизацiї полягає в можливостi змiни продукцiй та їх
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застосування до нетермiнала A в момент однозначного вирiшення пита-
ння щодо виду продукцiї. Опишемо основнi кроки алгоритму виконання
лiвої факторизацiї вхiдної граматики G. Для кожного нетермiнала A
знаходимо найдовший префiкс α, спiльний для двох або бiльше альтер-
натив. Замiнюємо всi продукцiї виду A→ αβ1|αβ2| . . . |αβn|γ1|γ2| . . . |γm на
A → αA′|γ1|γ2| . . . .|γm та A′ → β1|β2| . . . |βn. Дiї повторюватимемо, поки
iснують альтернативи, що мають спiльний префiкс. Вихiдними даними
є еквiвалентна лiвофакторизована граматика G′.
Нерекурсивний предикативний аналiз
Схематично нерекурсивний предикативний аналiзатор зображено на
рисунку 2. Вхiдний буфер мiстить вхiдний ланцюжок та маркер його
кiнця $ . У стеку знаходяться данi, що визначають обранi правила пере-
творення. На початку стек мiстить символ $ на днi та стартовий символ
S на верхiвцi. Таблиця розбору M встановлює вiдношення для будь-якої
пари символiв нетермiнал A та термiнал α. Елемент M [A,α] будується
на основi граматики та може мiстити або правило, або повiдомлення про
помилку.
Рис. 2 – Структура нерекурсивного предикативного аналiзатору
Вхiднi данi представленi вхiдним ланцюжком w та таблицею преди-
кативного розбору M для граматики G. Вихiдними даними є лiве поро-
дження w, якщо w ∈ L(G), або повiдомлення про помилку. Одна iтера-
цiя алгоритму має такi кроки. У стеку розмiщуємо $S, де S – стартовий
символ граматики, $ – маркер завершення, в результатi чого S знахо-
дитиметься на вершинi стеку. У вхiдному буферi розмiщуємо ланцюжок
символiв w$ . Нехай X – символ на вершинi стеку, α – поточний символ
у вхiдному буферi. Поки стек не пустий, перевiряємо, чи його символ X
є термiналом, чи маркером завершення $. Якщо X – термiнал i дорiвню-
ватиме α, X вибирається iз стеку та стає доступним наступний символ
α. Якщо X – нетермiнал, генеруватиметься повiдомлення про помилку
та завершуватиметься робота. Якщо у таблицi розбору елемент M [X,α]
мiстить продукцiю виду X → Y1Y2 . . . Yk, зi стеку вибирається X та дода-
ється у стек YkYk−1 . . . Y1 з Y1 на верхiвцi стеку. Отримуємо та виводимо
продукцiю X → Y1Y2 . . . Yk.
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Цей алгоритм може бути застосований для будь-якої граматики,
однак таблицю предикативного аналiзу за допомогою алгоритму, наве-
деного нижче, можна отримати лише на основi граматики класу LL(1).
Граматики LL(1) повиннi бути однозначними та не можуть бути лiво-
рекурсивними. В позначеннi LL(k). значення k визначає кiлькiсть необ-
хiдних для прийняття рiшень символiв, що переглядаються. За замов-
чуванням приймається значення 1. Саме LL(1) граматики найчастiше
застосовують на практицi.
Розглянемо двi множини символiв [5]. Позначимо через FIRST (α)мно-
жину всiх термiнальних символiв, з яких починається ланцюжки, виве-
денi з α. Тут α –множина термiнальних символiв, що формують лан-
цюжки в деякiй мовi L = {α|S → α, a ∈ T}. Побудувати First(α) можна,
використовуючи правила:
1. FIRST (α) = {a}, якщо перший символ α термiнальний iз значенням
a.
2. До First(α) додаватиметься пустий ланцюжок ε, якщо iснує ε про-
дукцiя α→ ε.
3. До First(α) додаватиметься FIRST (Yj), j = 1, . . . , k, якщо iснує про-
дукцiя X → Y1Y2 . . . Yk та Y1Y2 . . . Yj−1
∗
⇒ ε.
Через FOLLOW (A) позначимо об’єднання всiх множин початкових
термiнальних символiв, якi можуть з’являтися в ланцюжках, що стоять
справа вiд нетермiналаA у виведеннi S
∗
⇒αAaβ, де S – стартовий символ.
Побудувати множину FOLLOW (A) можна, використовуючи такi прави-
ла:
1. Кiнцевий символ $ додаватиметься до FOLLOW (S), якщо справа
вiд нетермiналу A не з’являються ланцюжки символiв .
2. Для всiх продукцiй виду B → αAβ всi елементи FIRST (β) додава-
тимуться до FOLLOW (A) за винятком пустого ланцюжка ε.
3. Для всiх продукцiй виду B → αA та для продукцiй B → αAβ, де
β
∗
⇒ ε всi елементи iз FOLLOW (B) додаватимуться до FOLLOW (A).
На основi введених множин FIRST (α), FOLLOW (A) побудуємо ал-
горитм створення таблицi предикативного аналiзу. Вхiдними даними
вважатимемо граматику G. Вихiдними даними буде таблиця предика-
тивного аналiзу M . Основнi кроки алгоритму такi. Визначити M [A, α]⇒
{A→ α} для кожної продукцiїA→ α граматикиG та кожного термiнала
α iз FIRST (α). Якщо ε ⊂ FIRST (α), до всiх термiналiв b ∈ FOLLOW (A),
визначити M [A, b] = {A → α}. Якщо ε ⊂ FIRST (α), $ ⊂ FOLLOW (A),
визначити M [A, $] = {A→ α}.
Складнiсть алгоритму нерекурсивного предикативного низхiдного
синтаксичного аналiзу контекстно вiльної граматики класу LL(1) до-
рiвнює O(n), де n – довжина ланцюжка символiв граматики. Отже, ал-
горитм працює з лiнiйною складнiстю, оскiльки побудова допомiжних
таблиць вiдбувається лише один раз i не береться до уваги.
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Граматика, що застосовується
Засоби реалiзацiї
Для реалiзацiї задач синтаксичного аналiзу опису предметного сере-
довища з метою автоматизацiя створення програмного коду, було розро-
блено програмний комплекс OOP_GEN мовою C++. Для зберiгання даних
застосовувалися контейнери STL. При програмуваннi логiки задiянi ал-
горитми iз бiблiотеки boost. Програмний код не залежить вiд платформи:
вiн може бути скомпiльований для роботи пiд будь-якою операцiйною си-
стемою. Програма OOP_GEN спроектована вiдповiдно до концепцiї Unix
way. Для реалiзацiї лексичного та синтаксичного аналiзу використову-
ється бiблiотека boost::spirit. Синтаксичний аналiзатор побудований на
базi алгоритму низхiдного синтаксичного аналiзу. Тобто для визначен-
ня мови використовується лiворекурсивна граматика. Граматика зада-
ється прямо у вихiдному кодi програми в форматi, подiбному до EBNF
(Extended Backus-Naur Form). Причому визначення граматики є пра-
вомiрним кодом на C++: для цього використовуються шаблоннi вирази
(Expression Templates). Отже, код програми цiлком вiдповiдає стандарту
ISO/IEC 14882. Варто вiдзначити, що бiблiотека сумiсна iз STL.
Опис контрольного прикладу
Програма отримує вхiднi данi iз стандартного потоку введення рядкiв
тексту, що описують бiзнес процеси предметного середовища. Зчитанi да-
нi записуються у файл формату Xml. На виходi у вказаному каталозi ге-
нерується каркас програми мовою програмування С++. Каркас програми
мiстить оголошення класiв, що є описом об’єктiв предметного середовища.
Пiдтримуються конструкцiя додавання методу класу:
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Наприклад, речення “Machine can ride by using wheel and motor” ма-
тиме вигляд “Machine has color” пiсля додавання атрибута
Формат операцiї успадкування:
У результатi операцiї успадкування отримуємо речення “Car is machi-
nе”.
Висновки
В результатi об’єктно-орiєнтованого аналiзу та об’єктно-орiєнтованого
моделювання була побудована об’єктно-орiєнтована модель, що вiдобра-
жає сутнiсть задачi. Розроблений синтаксично-орiєнтований транслятор,
який виконує аналiзує опис предметного середовища, поданого мовою,
близької до природної. Особливу увагу придiлено технiчному документу-
ванню програмного забезпечення: всi класи, методи та атрибути деталь-
но задокументованi та, iз використанням doxygen, згенерована технiчна
документацiя у форматi HTML.
Планується i надалi розвивати проект. Зокрема необхiдно розширюва-
ти граматику. Планується реалiзувати можливiсть генерувати вихiднi
данi в iнших форматах.
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