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Abstract
We prove the completeness of the generalized (interior) transmission eigenstates
for the acoustic and Schro¨dinger equations. The method uses the ellipticity
theory of Agranovich and Vishik.
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1 Introduction
In this paper we prove the completeness of the generalized eigenstates corre-
sponding to the interior transmission problem(
∆+ k2(1 +m)
)
w = 0 in Ω (1.1)
(∆ + k2)v = 0 in Ω (1.2)
u = ∂∂νu = 0 on ∂Ω (1.3)
for u = w − v with m > 0 smooth in Ω. For an overview of transmission eigen-
values we refer to [7], [8], [10], [13] and [28]. Cakoni, Gintides and Haddar posed
the question of completeness for the eigenstates in [8]. A sufficient condition for
completeness of the generalized eigenstates for higher order elliptic operators is
given in [15].
Our method gives also a new proof for the existence of an infinite number of
transmission eigenvalues and an upper bound for their counting function. While
the mathematics of the present paper were already finished, we became aware
of the manuscript of Luc Robbiano [29], where similar results were shown. In
contrary to Robbiano’s proof, our argument is based Agranovich and Vishik’s
ellipticity condition [5]. Our method generalizes also to many other interior
transmission problems than (1.1) – (1.3), for example the Schro¨dinger case(
(∆ + k2) + V
)
w = 0 in Ω (1.4)
(∆ + k2)v = 0 in Ω (1.5)
u = ∂∂νu = 0 on ∂Ω (1.6)
with u = w− v again. What is somewhat surprising, is that the boundary con-
ditions (1.3) and (1.6) can be replaced with more general boundary conditions
∂m1ν u = 0
∂m2ν u = 0
on ∂Ω (1.7)
where m1,m2 ∈ {0, 1, 2, 3} are different. See Section 7.
Let us denote λ = −k2 and q = 1m . It is well-known that the interior
transmission problem (1.1) – (1.3) with w, v ∈ H4(Ω) can be reduced to seeking
for nontrivial solutions u ∈ H4(Ω) of the fourth order equation
T (λ)u =
(
∆− λ(1 + 1q )
)
q(∆− λ)u = 0 in Ω (1.8)
u ∈ H20 (Ω) (1.9)
From now on we shall only consider such operator pencils instead of the eigen-
value problems. We show that the problem (1.8) – (1.9) is parameter-elliptic and
its inverse is meromorphic of finite order. Completeness then follows from the
Phragme´n-Lindelo¨f principle. Note that this is despite the fact that the problem
(1.1) – (1.3) is not even elliptic. Similar methods have already been used in the
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study of transmission eigenvalue problems, for example when establishing the
location of transmission eigenvalues in the complex plane [14]. Lakshtanov and
Vainberg [21], [22], [23] have also considered parameter-ellipticity in relation to
transmission eigenvalues, but without using the operator pencil (1.8).
We note that the completeness of the generalized eigenstates would also
follow directly from parameter-ellipticity by Theorem 5 in [2] or more explicitly
by Theorem 2 in [3]. See also Section 6 in [4]. Hence this proof could be reduced
to just proving parameter-ellipticity. Nevertheless we have decided to keep the
rest of the paper for a more self-contained article and because our method may
work also for analytic families of operators T (λ) that are not polynomial pencils.
Another very interesting future work is studying the paper [4] for getting a
precise Weyl law instead of the upper bound in Theorem 6.14.
Aknowledgements
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2 Idea of the proof
The original idea on how to prove this result was to combine the ellipticity
result of Agranovich and Vishik [5] with the methods of Robert and Lai [20, 30].
Basically the idea was to estimate
∥∥T (λ)−1∥∥ as |λ| → ∞ on some rays and show
that T (λ) = A0 + λA1 + λ
2A2 has the following properties:
1. A0 is a self-adjoint positive operator with dense domain D,
2. A
−1/2
0 A1 and A1A
−1/2
0 can be extended to bounded operators on L
2(Ω),
3. A
−1/2
0 is in some Schatten class C
p(L2(Ω), L2(Ω)), 0 < p <∞.
These would imply completeness after some calculations. The main trick is to
reduce the consideration of T (λ)−1 to a matrix-valued resolvent (A −λ)−1. This
reduction is the same kind as used to reduce a high-order ordinary differential
equation into a first order matrix valued ordinary differential equation. Robert
and Lai [20, Prop 1.3 proof] attributed this trick to Agmon and Niremberg.
Then use the theory for the resolvents of non-self-adjoint operators, for example
Agmon [1, Sec. 16] or Dunford and Schwartz [11, XI.9.31].
The details of the above deduction seemed to contain some redundancy. The
first step was to simplify the completeness proofs from [1] and [11] to our case.
Both of them were formulated for resolvents but used the Phragme´n-Lindelo¨f
principle as a punchline. The most nontrivial part of those proofs is the so called
Carleman’s inequality, which is a resolvent estimate for non-normal operators.
After identifying and isolating this, the structure of the proof became very
simple: It requires the analyticity of T (λ), the meromorphicity of T (λ)−1, its
boundedness on some rays, and a limit to its growth on bigger and bigger circles.
Meromorphicity and the boundedness on rays follows like in the original
way of proving the result, i.e. using Agravonich and Vishik [5] and the analytic
Fredholm theorem. Actually, according to Theorem 5 in [2], this would be
enough. We decide to show also other ways of proving completeness to keep the
text more self-contained, and because using Nevanlinna theory may open doors
to considering more general families of operators.
The last thing to do after showing meromorphicity and boundedness on some
rays is to estimate the growth of
∥∥T (λ)−1∥∥ on big circles. There are at least
two ways of doing that. The “black box” way is to use Olavi Nevanlinna’s
T1, more specifically Theorem 3.2 in [27]. The other way is more concrete and
gives a better result, but is longer and only works when T (λ) is a polynomial.
Basically, a linearization allows us to consider a resolvent (A − λ)−1 instead of
the meromorphic T (λ)−1.
We will have an estimate
∥∥T (λ)−1∥∥ ≤ ∥∥(A − λ)−1∥∥, from which we can
continue by using Carleman’s inequality for resolvents. This inequality is of the
form ∥∥ϕK(Id−K)−1∥∥ ≤ expC ‖K‖pCp , (2.1)
whereK is Schatten p and ϕK a so-called “determinant”. In practice K and ϕK
will depend analytically on λ and the job of ϕK is to remove the singularities
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of (Id−K(λ))−1. The usual way to prove Carleman’s resolvent inequality is to
reduce to a finite-dimensional case since K is Schatten. The function ϕK(λ) is
built using a Weierstrass product. We will have
K(λ) = (λ − λ′)(A − λ′)−1,
ϕK(λ) =
∞∏
j=0
(
1−
λ− λ′
λj − λ′
)
exp
(
λ− λ′
λj − λ′
+ · · ·+
1
k − 1
(
λ− λ′
λj − λ′
)k−1)
,
(2.2)
where λ′ is in the resolvent set of A and λj are its eigenvalues, or equivalently
the poles of T (λ)−1. The operator K is Schatten p so
∑∣∣∣ λ−λ′λj−λ′ ∣∣∣p <∞ for all λ.
Hence the Weierstrass product converges to an entire function of order p. This
also implies that |ϕK(λ)| > e−|λ|
p+ε
on some larger and larger circles.
We finish by
∥∥T (λ)−1∥∥ ≤ ∥∥(A − λ)−1∥∥ = ∥∥∥∥(A − λ′)−1 1ϕK(λ)ϕK(λ)(Id−K)−1
∥∥∥∥
≤
∥∥(A − λ′)−1∥∥ 1
|ϕK(λ)|
∥∥ϕK(λ)(Id−K(λ))−1∥∥
≤ CA ,λ′e
|λ|p+εeC|λ|
p
≤ eC|λ|
p+ε
(2.3)
on some circles |λ| = rj , rj →∞.
How does all of this combine into a proof? Start with g ∈ L2(Ω) such that
(u, g) = 0 for all generalized eigenstates u of our operator T (λ) with range
L2(Ω). To prove density of the span of generalized eigenstates, it’s enough to
show that the previous implies that g = 0, or in other words, that (v, g) = 0 for
v in a dense subset of L2(Ω). Because T (λ) will be invertible for some λ′, it is
enough to show that
w(λ) :=
(
T (λ)−1f, g
)
= 0 (2.4)
for all λ ∈ C and f ∈ L2(Ω).
The definition of generalized eigenstates will imply that w is entire on C. In
particular the principal parts of all the Laurent series expansions of T (λ)−1 will
map L2(Ω) into the span of the generalized eigenstates.
Boundedness of T (λ)−1 on some rays and its growth rate on some circles
will allow us to use the Phragme´n-Lindelo¨f principle to see that w is actually
bounded on C. Hence it is a constant. The constant is zero since T (λ)−1 → 0
as λ→∞ along some rays.
We will still give some more background information about the different
tools used in the proof.
2.1 Generalized eigenstates
Let T (λ) be an analytic family of operators in a Hilbert space H , λ0 ∈ C a point
of non-invertibility and consider the Taylor expansion T (λ) =
∑
Bm(λ− λ0)m.
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A function u will be called a generalized eigenstate of T associated with the
generalized eigenvalue λ0 if there is k ∈ N and u0, u1, . . . , uk−1 ∈ H such that
B0u0 = 0,
B1u0 +B0u1 = 0,
B2u0 +B1u1 +B0u2 = 0,
...
Bku0 +Bk−1u1 + · · ·+B1uk−1 +B0u = 0.
(2.5)
As far as we know, the definition goes back to Keldysh [17, 18]. One usually
calls v a generalized eigenvector of a matrixM if (M−λ)kv = 0 for some natural
number k. Using the same name for both definitions is not a coincidence.
Consider the case of T (λ) = A0 + λA1 + λ
2A2 with A2 invertible. Then the
equation T (λ)u = 0 can be linearized to
(A − λ)
(
u
v
)
= 0, A =
(
0 A−12
−A0 −A1A
−1
2
)
. (2.6)
To ease the notation assume that λ = 0 is a point of non-invertibility for T .
This will make Bj = Aj for all j. Consider the generalized eigenvectors of the
matrix A corresponding to the eigenvalue 0. We have
1.
(
u0
v0
)
is an eigenvector ⇔ A
(
u0
v0
)
= 0⇔ A0u0 = 0 and v0 = 0
2. A 2
(
u1
v1
)
= 0 ⇔
(
u0
v0
)
:= A
(
u1
v1
)
=
(
A−12 v1
−A0u1 −A1A
−1
2 v1
)
is an eigen-
vector⇔ u0 = A
−1
2 v1, v0+A0u1+A1A
−1
2 v1 = 0, v0 = 0, A0u0 = 0, which
is equivalent to A0u0 = 0, A1u0 +A0u1 = 0, v0 = 0 and v1 = A2u0.
Continuing similarly always defining
(
uj
vj
)
= A
(
uj+1
vj+1
)
we get the equation
array
v0 = 0 A0u0 = 0
v1 = A2u0 A1u0 +A0u1 = 0
v2 = A2u1 A2u0 +A1u1 +A0u2 = 0
...
vk = A2uk−1 A2uk−2 +A1uk−1 +A0uk = 0
...
(2.7)
which is just the definition for the generalized eigenstate of T (λ) because we
had Bj = Aj when λ = 0 is the point of non-invertibility.
Both definitions have been used in different articles proving density results.
For the case of (M − λ)k see for example Section 16 of [1], the definition right
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before XI.6.29 in [11] and then XI.6.29, XI.9.29 and their corollaries. For the case
of generalized eigenstate of an analytic family see for example Keldysh [17, 18],
the introduction in Linden [24] and Chapter II in Markus [26]. When consulting
Keldysh, note that his operator A(λ) corresponds to our (T (λ′)−T (λ))T (λ′)−1,
where T (λ′) is assumed invertible and the difference at the two points will be a
compact operator.
2.2 Boundedness of T (λ)−1 on rays
The goal here is to be able to use the Phragme´n-Lindelo¨f principle on the func-
tion (T (λ)−1f, g), where f and g will be such that the map is entire. Hence we
will have to show that
∥∥T (λ)−1∥∥ is bounded on some rays.
It will be a straightforward application of Agranovich and Vishik [5] because
T (λ) will be elliptic with parameter when taking into account the boundary
values of the elements of its domain. We will not go into the details of their proof
as their article is very clearly written. Their proof considers first a few model
cases, namely Ω = Rn and Ω = Rn−1 ×R+, then they straighten the boundary
and use a fine partition of unity to freeze the coefficients of the operator. The
model cases and some semiclassical Sobolev space estimates then give the result:
Theorem. Let D = H4∩H20 (Ω) with norm ‖u‖
2
D = ‖u‖
2
H4+|λ|
4 ‖u‖2L2 . Assume
that T (λ) : D → L2(Ω) is elliptic with parameter in a closed cone Q. Then there
is r0 > 0 such that if |λ| > r0 and λ ∈ Q, then T (λ)−1 is bounded L2(Ω)→ D.
For our case of interior transmission eigenvalues of either the Helmholtz or
the Schro¨dinger equation, T (λ) will be elliptic with parameter in every cone not
touching R− and vertex at the origin. The analytic Fredholm theorem applied
to the Fredholm operator
T (λ)T (λ′)−1 = Id−(T (λ′)− T (λ))T (λ′)−1 (2.8)
where T (λ′) is invertible will imply that T (λ)−1 is meromorphic. Hence the
inverse exists everywhere except on a discrete set of poles.
The semiclassical norm-estimate from Agranovich and Vishik will give us∥∥T (λ)−1∥∥
L2(Ω)→L2(Ω)
→ 0 when |λ| → ∞ along rays not pointing towards −∞.
Hence
∥∥T (λ)−1∥∥ will be bounded on a sufficiently large set of rays.
The only remaining matter is to define ellipticity with parameter. For that,
T (λ) must be a polynomial. Moreover some conditions are imposed on the
symbols of T and the boundary operators used to define its domain. Since the
final estimate for T (λ)−1 will take the parameter into account, the symbols have
to be defined carefully. The symbol of T (λ) is defined by: transform ∇ 7→ iξ,
ξ ∈ Rn, and then consider the resulting operator as a polynomial1 in (ξ, λ). The
principal symbol will be the sum of all highest order terms. The same trick will
1Actually there is no unique way of doing this. We may as well consider it as a polynomial
in (ξ,
√
λ), however not all choices will give ellipticity with parameter.
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be done for the operators defining the boundary conditions. If τ > 0,
T (λ) =
∑
|α|+l≤m
cα,l(x)λ
l d
|α|
dxα
, (2.9)
and M = max{|α|+ τl | cα,l 6= 0}, then the principal symbol with weight τ is
T0(x, ξ, λ) =
∑
|α|+τl=M
cα,l(x)λ
l(iξ)α. (2.10)
In this article we will have τ = 2 when considering the Helmholtz and Schro¨dinger
inner transmission problems.
Let A(ξ, λ) be the principal symbol of the operator and Bj(ξ, λ), j = 0, 1, . . .
the principal symbols of the boundary operators. Then the requirements are
I. A(ξ, λ) 6= 0 when (ξ, λ) 6= 0,
II. After rotating and translating the coordinates such that 0 ∈ ∂Ω and −en
is the outer normal, we require that the problem{
A
(
(ξ′,−i ddt), λ
)
v(t) = 0, t > 0
Bj
(
(ξ′,−i ddt ), λ
)
v(t) = hj , t = 0
(2.11)
has a single solution in the space of functions vanishing at infinity for each
choice of the numbers hj as long as (ξ
′, λ) 6= 0.
The second condition is a generalization of the well known Shapiro-Lopatinsky
condition. See Shapiro [32], Lopatinsky [25] and the introduction in [19].
2.3 Growth of T (λ)−1 on |λ| = R
Here the goal is again to be able to use the Phragme´n-Linderlo¨f theorem on the
entire function (T (λ)−1f, g). For that we want to show that it is of order p,
that is ∣∣(T (λ)−1f, g)∣∣ ≤ eC|λ|p (2.12)
We know from before that T (λ)−1 is meromorphic, so the poles will cause prob-
lems. How can we avoid them? Basically we will say that T (λ)−1 is a mero-
morphic family of operators of order p.
There are at least three ways to avoid the poles blowing up the estimate. The
simplest one is to have the estimate only on bigger and bigger circles |λ| = rj ,
rj → ∞, none of them being too close to the poles. Another way would be to
have it true whenever |λ− λj | > |λj |
−p−ε for all the poles λj . See for example
Titchmarsh [34, 8.71]. The third way seems to be the most natural one for
considering the growth of meromorphic functions. It uses T∞, the Nevanlinna
characteristic from function theory. We would have to show that
T∞(r, T (λ)
−1) ≤ Crp. (2.13)
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These are all three sides of the same coin. It seems to relate to Nevanlinna
theory, starting from Weierstrass products. The underlining idea here is that if
λj are the poles of T (λ)
−1 counting multiplicities, then we will have∑
|λj |
−p
<∞, (2.14)
and this is a very strong assumption in function theory. An entire function f
whose zeros satisfy such an inequality is necessarily of order p and 1/f can be
estimated from below by expR−p−εj on bigger and bigger circles of radius Rj .
Moreover given such λj we can construct an entire function of order p vanishing
only at those points.
Unfortunately the previous deductions can’t be generalized for operator val-
ued meromorphic functions so easily. For those readers who are more familiar
with Nevanlinna theory we suggest to read about the characteristic T1 from [27],
especially Theorem 3.2. It will allow us to estimate the growth of the inverse of
an analytic family of Fredholm operators if we know some simple properties of
that family. For the other readers, we will also use a more functional analytic
approach. We will construct the entire function ϕ(λ) vanishing at the poles, and
then use Carleman’s resolvent inequality to get an upper bound for ϕ(λ)T (λ)−1.
This will lead to the desired estimate.
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3 Completeness theorem
The theorem of this section has appeared in various sources in different forms.
See for example Chapter II in Keldysh [18], XI.6.29 and XI.9.29 with related
corollaries in Dunford and Schwartz [11], and also Section 16 in Agmon [1]. We
shall prove a version which suits well our needs.
In the next theorem H is a fixed Hilbert space and D ⊂ H a dense normed
subspace. We will have the following three assumptions in this section:
1. Let T (λ) : C→ L (D,H) be analytic.
2. Assume that T (λ)−1 is meromorphic C→ L (H,H), bounded on a num-
ber of rays partitioning C into cones of angle less than π/β and that∥∥T (λ)−1∥∥→ 0 on some sequence in C.
3. Moreover assume that if f, g ∈ H are such that λ 7→ (T (λ)−1f, g) is entire,
then ∣∣(T (λ)−1f, g)∣∣ ≤ ‖f‖ ‖g‖ eC|λ|β (3.1)
for sufficiently large λ.
Definition 3.1. For λ0 ∈ C, m ∈ N, we write Bm =
1
m!
dm
dλmT (λ)|λ=λ0 . Now we
say u ∈ sp(λ0) if there is k ∈ N and non-zero u0, u1, . . . , uk−1 ∈ H such that
B0u0 = 0,
B1u0 +B0u1 = 0,
B2u0 +B1u1 +B0u2 = 0,
...
Bku0 +Bk−1u1 + · · ·+B1uk−1 +B0u = 0.
(3.2)
sp(λ0) is the set of generalized eigenstates related to the singular value λ0.
Theorem 3.2. Let λ0, λ1, . . . be the poles of T (λ)
−1. Then span∪∞j=0 sp(λj) is
dense in H.
Proof. We will show that if g ∈ H and (u, g) = 0 for all u ∈ ∪∞j=0 sp(λj), then
g = 0. This follows if (v, g) = 0 for all v ∈ D since the domain D of T (λ) is
dense in H . It is enough to show that there is some λ not a pole, such that
w(λ) := (T (λ)−1f, g) = 0 (3.3)
for all f ∈ H . We will show that w is analytic and w(λ) = 0 for all λ.
If λ′ is not a pole, then w(λ) is analytic near λ′. So let λ′ be a pole, for
example λ′ = λ0. If |λ− λ0| is small, we have the power series expansions
T (λ) =
∞∑
m=0
Bm(λ − λ0)
m, T (λ)−1 =
∞∑
n=−N
Cn(λ− λ0)
n. (3.4)
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Hence we get
Id = T (λ)T (λ)−1 =
(
∞∑
m=0
Bm(λ− λ0)
m
)(
∞∑
n=−N
Cn(λ − λ0)
n
)
=
(
∞∑
m=0
Bm(λ− λ0)
m
)(
(λ− λ0)
−N
∞∑
n=0
Cn−N (λ− λ0)
n
)
=
N−1∑
k=0
 k∑
j=0
Bk−jCj−N
 (λ−λ0)k−N + ∞∑
k=N
 k∑
j=0
Bk−jCj−N
 (λ−λ0)k−N .
(3.5)
Both sides are meromorphic, and the left hand side is analytic. Hence the right
hand side’s power series must represent an analytic function. This means that
k∑
j=0
Bk−jCj−N = 0, k = 0, 1, . . . , N − 1. (3.6)
Writing this out more explicitly gives
B0C−N = 0,
B1C−N +B0C1−N = 0,
B2C−N +B1C1−N +B0C2−N = 0,
...
BkC−N +Bk−1C1−N + · · ·+B1C−2 +B0C−1 = 0,
(3.7)
which just says that Cn : H → sp(λ0) for n = −1,−2, . . . ,−N .
Since we have g ⊥ sp(λ0), we see that
w(λ) =
∞∑
n=−N
(Cnf, g)(λ− λ0)
n =
∞∑
n=0
(Cnf, g)(λ− λ0)
n. (3.8)
Thus w(λ) = (T (λ)−1f, g) is analytic in a neighborhood of λ0. By doing the
same deductions for all the other poles too, we see that w is analytic in the
whole C.
Partition the complex plane into a finite number of cones, all with vertex
at a single common point, with angle less than π/β and none of them having a
pole on their boundary. By Assumption 2 we have
‖f‖−1H ‖g‖
−1
H |w(λ)| ≤
∥∥T (λ)−1∥∥ ≤ C <∞ (3.9)
on the boundary rays, and by Assumption 3
‖f‖−1H ‖g‖
−1
H |w(λ)| ≤ e
C|λ|β (3.10)
when |λ| is large. The Phragme´n-Lindelo¨f principle (e.g. [34, Thm 5.61]) tells
us now that w(λ) is bounded on the whole C. By Liouville’s theorem, w(λ) is
a constant. This constant is zero by the last part of Assumption 2.
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4 Schatten class embedding
We add here a proof of the fact that H20 (Ω) embeds compactly into L
2(Ω).
Actually the embedding is of Schatten class p > n/2. See for example Definition
XI.9.1 in [11]. We will need this fact when using analytic Fredholm theory and
when proving that T (λ)−1 is meromorphic of finite order.
Lemma 4.1. Let Ω ⊂ Rn be a bounded domain. Then the inclusion
ι : H20 (Ω) →֒ L
2(Ω) (4.1)
is compact. Moreover it is Schatten C p(H20 (Ω), L
2(Ω)) for p > n/2.
Proof. Let Tn be the n-dimensional torus. Let E : H20 (Ω)→ H
2(T) be given as
follows: extend u ∈ H20 (Ω) as zero to a big enough hypercube which is identified
as Tn by extending u then periodically.
Let PΩ : L
2(Tn) → L2(Ω) be given by projecting to a periodic function on
Rn and then multiplying by the characteristic function of Ω. Let I : H2(Tn) →֒
L2(Tn). Now
ι = PΩ ◦ I ◦ E, (4.2)
where E and PΩ are bounded. It is enough to prove that I is compact and
Schatten p for p > n/2.
We have u ∈ H2(Tn) if and only if (1 + |ξ|2)û(ξ) ∈ ℓ2(Zn) and u ∈ L2(Tn),
with equivalent norms. Let
J :
{
L2(Tn)→ L2(Tn)
u 7→
∑
ξ∈Zn
〈u(y),e2piiy·ξ〉
1+|ξ|2
e2πix·ξ
. (4.3)
We have I = J ◦ (J−1)|H2(Tn), where J
−1 is bounded H2(Tn)→ L2(Tn). Hence
it is enough to prove that J is compact and Schatten p for p > n/2.
The sequence (e2πix·ξ | ξ ∈ Zn) is a Hiblert basis for L2(Tn) and ( 1
1+|ξ|2
|
ξ ∈ Zn) can be ordered to a decreasing sequence γj , with each γj having finite
multiplicity. Hence J is compact and its eigenvalue-eigenstate pairs are( 1
1 + |ξ|2
, e2πix·ξ
)
(4.4)
for ξ ∈ Zn.
Because 1
1+|ξ|2
> 0, J is self-adjoint and positive. Hence its singular values
are its eigenvalues, an so
‖J‖
Cp(L2(Tn),L2(Tn)) =
∑
ξ∈Zn
1
(1 + |ξ|2)p
≤
∑
ξ∈Zn
(1 + n)p
∫
[ξ1,ξ1+1[×···×[ξn,ξn+1[
dm(x)
(1 + |x|2)p
= (1 + n)p
∫
Rn
dm(x)
(1 + |x|2)p
= (1 + n)pσ(Sn−1)
∫ ∞
0
rn−1dr
(1 + r2)p
<∞ (4.5)
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when 2p− n+ 1 > 1, i.e. p > n/2.
Remark 4.2. The same proof shows that ι′ : Hk+2(Ω) → Hk(Ω) is Schatten p
for p > n/2 if Ω has an extension operator E : Hk+2(Ω) → Hk+2(Rn). Now
instead of extending u as zero, we extend it as φEu, where φ ∈ C∞0 (R
n) is
constant one near Ω.
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5 Invertibility and boundedness on rays
We will start by proving Conditions I and II from page 74 of Agranovich and
Vishik [5]. This means that the operator under consideration is parameter-
elliptic. The goal is to prove that the maps
TH :H
4 ∩H20 (Ω)→ L
2(Ω)
u 7→ ∆q∆u− λ(∆q + q∆+∆)u+ λ2(1 + q)u
TS :H
4 ∩H20 (Ω)→ L
2(Ω)
u 7→ ∆q∆u+∆− λ(∆q + q∆+ 1)u+ λ2qu
(5.1)
corresponding to the interior transmission eigenvalue problems of the Helmholtz
and Schro¨dinger equations have a bounded inverse when λ ∈ C \ R− is large
enough, and that the inverse vanishes at infinity. Basically we want to prove
that Assumption 2 of Section 3 is satisfied.
First write TH and TS in the form
∑
cα(x)D
α, where ∇ = iD:
TH(x,D, λ) = q(x)(D ·D)
2 − 2i∇q(x) ·D(D ·D)−∆q(x)(D ·D)
− λ
(
− (1 + 2q(x))(D ·D) + 2i∇q(x) ·D +∆q(x)
)
+ λ2(1 + q(x)) (5.2)
TS(x,D, λ) = q(x)(D ·D)
2 − 2i∇q(x) ·D(D ·D)− (1 + ∆q(x))(D ·D)
− λ
(
− 2q(x)(D ·D) + 2i∇q(x) ·D +∆q(x) + 1
)
+ λ2q(x) (5.3)
Along the differential operators we will use the boundary operators
B1(x,D, λ) = 1, (5.4)
B2(x,D, λ) = iη(x) ·D, (5.5)
where η(x) is the outer boundary normal vector at x ∈ ∂Ω.
These will allow us to have
Definition 5.1. The principal symbols are defined as
TH0(x, ξ, λ) = q(x) |ξ|
4
+ λ(1 + 2q(x)) |ξ|2 + λ2(1 + q(x)),
TS0(x, ξ, λ) = q(x) |ξ|
4
+ 2λq(x) |ξ|2 + λ2q(x),
B10(x, ξ, λ) = 1,
B20(x, ξ, λ) = iη(x) · ξ.
(5.6)
Remark 5.2. Note that these are gotten from the symbols of TH , TS, B1 and B2
by taking the highest order terms while considering (ξ, λ1/2) as the variables.
Proposition 5.3. Let Ω ⊂ Rn be a bounded smooth domain and q ∈ C∞(Ω,R)
be positive and bounded away from zero and infinity. Then Condition I [5, p. 74]
holds for TH and TS. That is, for x ∈ Ω, λ ∈ C \R−, ξ ∈ R
n with |ξ|+ |λ| 6= 0
we have TH0(x, ξ, λ) 6= 0 and TS0(x, ξ, λ) 6= 0.
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Proof. Let’s first prove it for the Schro¨dinger case. We have
TS0 = q(x)
(
|ξ|2 + λ
)2
= 0 (5.7)
if and only if |ξ|2 + λ = 0. The latter is impossible when λ ∈ C \ R− and
|ξ|+ |λ| 6= 0.
For the Helmholtz operator we have two cases:
Case 1: λ = 0. Now |ξ| 6= 0 so TH0(x, ξ, 0) = 0⇔ q(x) = 0 which is not true.
Case 2: λ 6= 0. Now ξ ∈ Rn is arbitrary. We have
TH0(x, ξ, λ) = 0
⇔ λ =
−(1 + 2q(x)) |ξ|2 ±
√
(1 + 2q(x))2 |ξ|4 − 4q(x)(1 + q(x)) |ξ|4
2q(x)
=
−1− 2q(x)±
√
1 + 4q(x) + 4q(x)2 − 4q(x)− 4q(x)2
2q(x)
|ξ|2
=
−1− 2q(x)± 1
2q(x)
|ξ|2 ∈ R−,
(5.8)
which is impossible since λ ∈ C \ R−.
We have to do some preparations to prove Condition II. It is formulated
using a coordinate system connected with the point x0 ∈ ∂Ω. These coordinates
are defined by translating x0 to the origin and then rotating so that the inner
normal vector −η(x0) maps to the vector en = (0, . . . , 0, 1). See [5, p. 63]. Let
y = Φ(x) denote these new coordinates and T˜H0, T˜S0, B˜10 and B˜20 the principal
symbols of the differential and boundary operators in these new coordinates. We
get
T˜H0(y,Dy, λ) = q(Φ
−1(y))(Dy ·Dy)
2 + λ(1 + 2q(Φ−1(y)))Dy ·Dy
+ λ2(1 + q(Φ−1(y))),
T˜S0(y,Dy, λ) = q(Φ
−1(y))(Dy ·Dy)
2 + 2λq(Φ−1(y)))Dy ·Dy + λ
2q(Φ−1(y)),
B˜10(y,Dy, λ) = 1, B˜20(y,Dy, λ) = −
d
dyn
(5.9)
because the Laplacian ∆ = −D ·D is invariant under rigid motions and B20 is
just the boundary normal derivative.
Proposition 5.4. Let Ω ⊂ Rn be a bounded smooth domain and q ∈ C∞(Ω,R)
be positive and bounded away from zero and infinity. Then Condition II [5, p.
74] holds for TH and TS. That is, let x0 ∈ ∂Ω, λ ∈ C \R− and ξ′ ∈ Rn−1 such
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that |ξ′|+ |λ| 6= 0. Then in coordinate systems connected with x0, the ordinary
differential equations
T˜H0(0, (ξ
′, 1i
d
dt), λ)v(t) = 0, t > 0
B˜10(0, (ξ
′, 1i
d
dt), λ)v(t) = h1, t = 0
B˜20(0, (ξ
′, 1i
d
dt), λ)v(t) = h2, t = 0
(5.10)
and 
T˜S0(0, (ξ
′, 1i
d
dt ), λ)v(t) = 0, t > 0
B˜10(0, (ξ
′, 1i
d
dt), λ)v(t) = h1, t = 0
B˜20(0, (ξ
′, 1i
d
dt), λ)v(t) = h2, t = 0
(5.11)
have one and exactly one solution inside S (R+) for any h1, h2 ∈ C.
Proof. Write q = q(Φ−1(0)) = q(x0). Consider the case of TH0 first. The
ordinary differential equation is then{
q(|ξ′|2 − d
2
dt2 )
2v + λ(1 + 2q)(|ξ′|2 − d
2
dt2 )v + λ
2(1 + q)v = 0, t > 0
v(0) = h1, v
′(0) = −h2.
(5.12)
We will solve it using the method of characteristic polynomial. Let
P (r) = q(|ξ′|
2
− r2)2 + λ(1 + 2q)(|ξ′|
2
− r2) + λ2(1 + q). (5.13)
Now
P (r) = 0⇔ |ξ′|
2
− r2 =
−λ(1 + 2q)±
√
λ2(1 + 2q)2 − 4qλ2(1 + q)
2q
=
−1− 2q ±
√
1 + 4q + 4q2 − 4q − 4q2
2q
λ
=
−1− 2q ± 1
2q
λ =
{
−λ
−λ(1 + 1/q)
.
(5.14)
Let r21 = r
2
2 = λ+ |ξ
′|2 and r23 = r
2
4 = λ(1 + 1/q) + |ξ
′|2 with ℜr1,ℜr3 > 0 and
ℜr2,ℜr4 < 0. This is possible since λ /∈ R−, q ∈ R+ and |ξ′|+ |λ| 6= 0.
Case 1: λ = 0 and |ξ′| 6= 0. Now we have r1 = r3 = |ξ′| and r2 = r4 = − |ξ′|.
They give the general solution
v(t) = (c1 + c3t)e
|ξ′|t + (c2 + c4t)e
−|ξ′|t. (5.15)
Because we are looking for v vanishing at infinity, we must have c1 = c3 = 0.
Now the boundary conditions reduce to
c2 = v(0) = h1, − |ξ
′| c2 + c4 = v
′(0) = −h2, (5.16)
whose unique solution is c2 = h1, c4 = |ξ′|h1 − h2.
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Case 2: λ 6= 0 and ξ′ ∈ Rn−1 arbitrary. Now r1, r2, r3 and r4 are all different
and hence the general solution is
v(t) = c1e
r1t + c2e
r2t + c3e
r3t + c4e
r4t. (5.17)
By the condition at infinity, we have similarly that c1 = c3 = 0. The boundary
conditions are now
c2 + c4 = v(0) = h1, r2c2 + r4c4 = v
′(0) = −h2. (5.18)
This has a unique solution since
∣∣ 1 1
r2 r4
∣∣ = r4 − r2 6= 0.
Tackle the case of TS0 now. The ordinary differential equation isq
(
|ξ′|2 − d
2
dt2 + λ
)2
v = 0, t > 0
v(0) = h1, v
′(0) = −h2.
(5.19)
We will solve it using the method of characteristic polynomial. Let
P (r) = q(|ξ′|
2
+ λ− r2)2. (5.20)
Now
P (r) = 0⇔ r2 = |ξ′|
2
+ λ, (5.21)
each of the roots having multiplicity two. Let r1 = r3 and r2 = r4 be the
solutions with ℜr1,ℜr3 > 0 and ℜr2,ℜr4 < 0. This is possible since λ /∈ R−
and |ξ′|+ |λ| 6= 0. They give the general solution
v(t) = (c1 + c3t)e
r1t + (c2 + c4t)e
r2t. (5.22)
Because we are looking for v vanishing at infinity, we must have c1 = c3 = 0.
Now the boundary conditions reduce to
c2 = v(0) = h1, r2c2 + c4 = v
′(0) = −h2, (5.23)
whose unique solution is c2 = h1, c4 = −r2h1 − h2.
We can now prove invertibility. Note that the estimate will hold only for
large λ contained in a closed sector not touching R−. We will have to use some
functional analysis to get the invertibility everywhere except for a discrete set
of points.
Proposition 5.5. Let Ω ⊂ Rn be a bounded smooth domain and q ∈ C∞(Ω,R)
be positive and bounded away from zero and infinity. Let Q ⊂ C be a closed
sector in the complex plane with vertex at the origin and not containing R−.
Now there is R ≥ 0 such that if λ ∈ Q, |λ| ≥ R and f ∈ L2(Ω), then there is a
unique u ∈ H4 ∩H20 (Ω) such that TH(λ)u = f . Moreover we have the estimate
‖u‖2H4(Ω) + |λ|
4 ‖u‖2L2(Ω) ≤ C ‖f‖
2
L2(Ω) (5.24)
with C independent of u, f and λ. The claim holds for TS too.
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Proof. We refer to the paper from Agranovich and Vishik [5]. Note that in that
paper the authors write q for the parameter, and in there it has the same weight
as differentiation. Hence choose q = λ1/2 when consulting their results.
Proposition 5.3 and Proposition 5.4 show that Condition I and Condition II
in [5, p. 74] are satisfied for both TH and TS . Note that
u ∈ H4 ∩H20 (Ω)⇔ u ∈ H
4(Ω) and Tr u = Tr η(x) · ∇u = 0. (5.25)
Hence Theorem 5.1 in [5, p. 84] gives existence and Theorem 4.1 in [5, p. 75]
gives uniqueness and the estimate. Note that they have hidden the parameter
λ1/2 into the semiclassical Sobolev space norms unlike us.
Theorem 5.6. Let Ω ⊂ Rn be a bounded smooth domain and q ∈ C∞(Ω,R) be
positive and bounded away from zero and infinity and let T denote either one of
TH or TS. Then T (λ)
−1 is meromorphic C→ L (L2(Ω)) and its poles are in a
neighborhood of R− of the form ∪t>0B(−t, r(t)), where r(t)t−1 → 0 at infinity.
Moreover the inverse satisfies∥∥T (λ)−1∥∥ ≤ C |λ|−2 (5.26)
on all rays not touching its discrete set of poles and not having direction (−1, 0).
Here C depends on the ray.
Proof. To prove that the inverse is meromorphic, we will use the analytic Fred-
holm theorem. We will prove it again in Theorem 6.3 later because we want to
keep the assumptions of different sections distinct.
There is some λ′ ∈ C such that T (λ′)−1 : L2(Ω)→ H4 ∩H20 (Ω) is bounded
by Proposition 5.5. Moreover
T (λ′)− T (λ) = (λ′ − λ)P2 + (λ
′2 − λ2)P0 (5.27)
where P2 is a second order partial differential operator and P0 just a smooth
function. Hence the difference maps H4 ∩ H20 (Ω) → H
2(Ω) and the latter
embeds compactly into L2(Ω) by Remark 4.2. Now
λ 7→ Id−T (λ)T (λ′)−1 = (T (λ′)− T (λ))T (λ′)−1 (5.28)
is an analytic family of compact operators in L2(Ω). By the analytic Fredholm
theorem (see for example the supplementary note 3 for chapter VII concerning
Theorem VII.1.9 in [16]), we see that T (λ)T (λ′)−1 is meromorphic, and hence
T (λ)−1 is so too. The location of its poles follows from Proposition 5.5. The
description of the neighborhood is due to the fact that R may depend on Q.
But we still know that if Γ 6= R− is a ray starting from the origin, then Γ will
not have any poles on it after some finite distance. Hence the requirement for
r(t)t−1 → 0.
Let Γ ⊂ C be a ray not touching any of the poles and not pointing in the
same direction as R−. Let v be the direction vector of Γ and take Q to be
{z | (1− ǫ) arg(v1 + iv2) ≤ arg z ≤ (1 + ǫ) arg(v1 + iv2)} (5.29)
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for a sufficiently small ǫ > 0 so that Q ∩ R− = ∅. Take R from Proposition
5.5. Now the estimate holds on Q \B(0, R). Then Γ \ (Q \B(0, R)) is bounded,
and can be enclosed in a compact set K not touching any of the poles. Our
operator family is analytic in a neighborhood of K, hence it is bounded on K.
This implies the estimate for the whole ray.
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6 Growth of order p
We want to give an estimate for T (λ)−1 on large circles in this section. More
precisely, we want to show that∣∣(T (λ)−1f, g)∣∣ ≤ eC|λ|p (6.1)
on circles |λ| = Rj , Rj →∞, whenever f and g are such that the inner product
is entire.
As we saw in the introduction, there are many ways of proving that, all of
them related to each other. Hence we shall prove it in two ways. The first one
works for analytic families T (λ) but uses Nevanlinna characteristics. The second
one uses mostly just basic functional analysis but only works for polynomials.
On the other hand, the second approach gives a better Weyl law for the poles.
Proof using Nevanlinna characteristics
We will use Nevanlinna characteristics, namely the well-known T∞ and the
more specific T1 from [27]. Both of them are defined in that same article.
Definition 6.1. Let λ 7→ W (λ) be meromorphic C → L (X,Y ). Then we
define
T∞(r,W ) =
1
2π
∫ π
−π
ln+
∥∥W (reiθ)∥∥ dθ
+
∫ r
0
n∞(t,W )− n∞(0,W )
t
dt+ n∞(0,W ) ln r, (6.2)
where n∞(t,W ) counts the number of poles of W in the closed disc |λ| ≤ t with
multiplicities.
Remark 6.2. Its most remarkable property for us is that if W is analytic, the
maximum of W over circles can be estimated by T∞ on slightly bigger circles.
From now on, we assume that H is a Hilbert space and that D ⊂ H is a
dense normed subspace. We write C p for the Schatten class of order p. Its norm
is given by the ℓp-norm of the sequence of singular-, or characteristic values. See
for example [11, XI.9].
Theorem 6.3. Let λ 7→ T (λ) be analytic C → L (D,H). Assume that there
exists some λ′ ∈ C and 1 ≤ p <∞ such that
• T (λ′) is invertible and
• λ 7→ T (λ′)− T (λ) is analytic C→ C p(D,H).
Then λ 7→ T (λ)−1 is meromorphic C→ L (H,D) and
T∞(r, T
−1) ≤ C
(
1 + sup
|λ|=r
ln(1 + ‖T (λ)‖) + sup
|λ|=r
‖T (λ′)− T (λ)‖
⌈p⌉
Cp
)
, (6.3)
where C depends only on T , λ′ and p. The number ⌈p⌉ is the smallest integer
at least p.
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Remark 6.4. Actually T (λ)−1 will be finite meromorphic, which means that the
coefficients of the negative powers in its Laurent expansions are operators of
finite rank, but we won’t need that information.
Proof. We will consider the operator valued function λ 7→ F (λ) given by
F (λ) = Id−T (λ)T (λ′)−1 = (T (λ′)− T (λ))T (λ′)−1 ∈ C p(H,H). (6.4)
The meromorphicity of T (λ)−1 will follow from the fact that the family of
operators T (λ)T (λ′)−1 = Id−F (λ) is Fredholm and analytic. For the proof,
see [12, 4.1.4] or [16], like in Theorem 5.6.
Let us now prove the estimate. Letm = ⌈p⌉ so that m is the smallest integer
such that Fm ∈ C 1(H,H). This exists since ‖Fm‖
C 1
≤ ‖F‖m
Cm
and since we
have the inclusion C ⌈p⌉ →֒ C p. Then use Theorem 3.2 from [27] to get
T∞(r, T (λ
′)T (λ)−1) = T∞
(
r, (Id−F (λ))−1
)
≤ T1(r, Id−F
m) + (m− 1)
(
T∞(r, F ) + ln 2
)
− ln |c−ν | . (6.5)
Let’s look how each term is defined in [27] and estimate them.
a) The constant c−ν is the first nonzero coefficient of the Laurent series of
det(Id−Fm) at the origin. This series is well defined since Fm ∈ C 1(H,H)
can be approximated by finite rank operators. Nonetheless c−ν does not
depend on r and 0 < |c−ν | <∞.
b) Since λ 7→ F (λ) is analytic, we have
T∞(r, F ) =
1
2π
∫ π
−π
ln+
∥∥F (reiθ)∥∥
H→H
dθ
≤
1
2π
∫ π
−π
ln+
(
1 +
∥∥T (reiθ)∥∥
D→H
∥∥T (λ′)−1∥∥
H→D
)
dθ
≤ CT,λ′ sup
|λ|=r
ln(1 + ‖T (λ)‖D→H). (6.6)
c) Again, Id−Fm is analytic, so according to definitions 2.4, 2.5, 2.9 and lem-
mas 2.2 and 2.8 in [27], we get
T1(r, Id−F
m) =
1
2π
∫ π
−π
s
(
Id−F (reiθ)m
)
dθ
=
1
2π
∫ π
−π
∞∑
j=0
ln+ σj
(
Id−F (reiθ)m
)
dθ ≤
1
2π
∫ π
−π
∥∥F (reiθ)m∥∥
C 1(H,H)
dθ
≤ Cp
∫ π
−π
∥∥F (reiθ)∥∥m
Cp(H,H)
dθ ≤ Cp,T,λ′ sup
|λ|=r
‖T (λ′)− T (λ)‖
m
Cp(D,H) .
(6.7)
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The claim follows now by using Theorem 2.1 in [27], which gives us
T∞
(
r, T (λ)−1
)
≤ T∞
(
r, T (λ′)T (λ)−1
)
+T∞
(
r, T (λ′)−1
)
, (6.8)
where the second term is just ln+
∥∥T (λ′)−1∥∥
H→D
= CT,λ′ <∞.
Corollary 6.5. Let T satisfy all the assumptions in Theorem 6.3. Assume that
there are f, g ∈ H, ‖f‖ = ‖g‖ = 1 such that λ 7→
(
T (λ)−1f, g
)
is entire. Then
sup
|λ|=r
ln
∣∣(T (λ)−1f, g)∣∣ ≤
C
(
1 + sup
|λ|=2r
ln(1 + ‖T (λ)‖D→H) + sup
|λ|=2r
‖T (λ)− T (λ)‖
⌈p⌉
Cp(D,H)
)
(6.9)
for r > 0.
Proof. See for example Paragraph 8.9, 8.91 in [34] or Theorem 2.2 in [27]. By
them
sup
|λ|=r
∣∣(T (λ)−1f, g)∣∣ = M∞ (r, (T (λ)−1f, g)) ≤ e3rT∞(2r,(T (λ)−1f,g)), (6.10)
and then
T∞
(
2r,
(
T (λ)−1f, g
))
=
1
2π
∫ π
−π
ln+
∣∣(T (2reiθ)−1f, g)∣∣ dθ
≤
1
2π
∫ π
−π
ln+
∥∥T (2reiθ)−1∥∥ dθ ≤ T∞(2r, T (λ)−1). (6.11)
Corollary 6.6. Let T ∈ {TH , TS} be like in Section 5, p > n/2, and assume
that f, g ∈ L2(Ω), ‖f‖ = ‖g‖ = 1, are such that λ 7→
(
T (λ)−1f, g
)
is entire.
Then ∣∣(T (λ)−1f, g)∣∣ ≤ expC |λ|2⌈p⌉ (6.12)
for all |λ| ≥ 1.
Proof. This follows from Corollary 6.5, the fact that the highest power of λ in
T (λ) is two and the fact that T (λ′)−T (λ) : H4∩H20 (Ω)→ H
2(Ω). Embedding
the latter into L2(Ω) is Schatten p > n/2 by Remark 4.2.
If we want to prove a Weyl law for the poles of TH(λ)
−1 or TS(λ)
−1, the
previous results are not optimal. This may be due to the fact that the coefficient
of λ2 is just a smooth function, which is in a smaller Schatten class than C p with
p > n/2. The latter is needed for the coefficient of λ, a second order differential
operator.
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Proof using Carleman’s resolvent inequality
If T (λ)−1 were a resolvent, we could use an estimate of the form
∥∥ϕ(λ)(K − λ)−1∥∥ ≤ |λ| exp 1
2
(
1 +
‖K‖2
C 2
|λ|2
)
(6.13)
for Hilbert-Schmidt operators K and a specific analytic function ϕ. The esti-
mate is from Carleman and it has a generalization to Schatten class operators,
see [9] and [11, XI.6.27, XI.9.25]. We have to linearize T (λ) first. The con-
structions of this section work for any polynomial family of operators with some
assumptions on the coefficients, but we shall do it only for T = TH and T = TS .
We construct a 2 × 2 matrix operator A such that T−1(λ) is an entry in
(A − λ)−1. We can then use Carleman’s resolvent estimate to get an upper
bound for T−1(λ). This is the same linearization trick that is used to reduce
ordinary differential equations of order n to a first order n×n matrix differential
equation.
Throughout this section we will assume that T ∈ {TH , TS}, where
TH :H
4 ∩H20 (Ω)→ L
2(Ω)
u 7→ ∆q∆u− λ(∆q + q∆+∆)u+ λ2(1 + q)u
TS :H
4 ∩H20 (Ω)→ L
2(Ω)
u 7→ ∆q∆u+∆− λ(∆q + q∆+ 1)u+ λ2qu
(6.14)
are the fourth-order differential operators corresponding to the interior trans-
mission eigenvalues of the Helmholtz and Schro¨dinger equations respectively.
We will also assume that q ∈ C∞(Ω) is real-valued and bounded away from
zero and infinity. We write
T (λ) = A0 + λA1 + λ
2A2. (6.15)
By writing v = λA2u we see that T (λ)u = 0 if and only if there is v ∈ H20 (Ω)
such that {
λu = A−12 v,
λv = −A0u−A1A
−1
2 v.
(6.16)
Hence the “non-linear eigenvalue problem” T (λ)u = 0 can be reduced to a linear
matrix-valued eigenvalue problem A ~u = λ~u.
Definition 6.7. Let A be the operator H4∩H20 (Ω)×H
2
0 (Ω)→ H
2
0 (Ω)×L
2(Ω)
defined by
A
(
u
v
)
=
(
0 A−12
−A0 −A1A
−1
2
)(
u
v
)
, (6.17)
where A0, A1 and A2 are the coefficients of T (λ).
Lemma 6.8. The operator T (λ) is invertible if and only if A − λ is, and∥∥T−1(λ)∥∥
L2(Ω)→L2(Ω)
≤
∥∥(A − λ)−1∥∥
H2
0
(Ω)×L2(Ω)→H2
0
(Ω)×L2(Ω)
. (6.18)
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Proof. By an elementary calculation we see that
(A − λ)−1 =
(
−T (λ)−1(A1 + λA2) −T (λ)−1
A2 −A2T (λ)−1(λA1 + λ2A2) −λA2T (λ)−1
)
(6.19)
Hence if u ∈ L2(Ω), then
∥∥T (λ)−1u∥∥
L2(Ω)
≤
√
‖−T (λ)−1u‖2L2(Ω) + ‖−λA2T (λ)
−1u‖2L2(Ω)
=
∥∥∥∥(A − λ)−1 (0u
)∥∥∥∥
L2(Ω)×L2(Ω)
≤
∥∥(A − λ)−1∥∥ ‖u‖L2(Ω) , (6.20)
where the last operator norm is taken insideH20 (Ω)×L
2(Ω). We could as well get
the estimate
∥∥T (λ)−1u∥∥
H4∩H2
0
≤
∥∥(A − λ)−1∥∥
H2
0
×L2→H4∩H2
0
×H2
0
‖u‖L2 .
The idea of the next lemma is to allow us to use Carleman’s resolvent in-
equality, which holds for resolvents of Schatten operators. Hence we have to
write the resolvent of A as a resolvent of a compact operator, which will be
another resolvent in this case.
Lemma 6.9. There is λ′ ∈ C such that (A − λ′)−1 is in C p(H20 (Ω) × L
2(Ω))
for p > n/2, and for λ in the resolvent set of A , we have
(A − λ)−1 = (A − λ′)−1
(
Id−(λ− λ′)(A − λ′)−1
)−1
. (6.21)
Proof. The existence of λ′ follows from the invertibility of T (λ) for some λ
by Proposition 5.5. The resolvent is Schatten since ι : H20 (Ω) → L
2(Ω) and
ι′ : H4(Ω)→ H2(Ω) are so according to Lemma 4.1 and the remark after it. The
identity is an elementary calculation following from the resolvent identity. This
can be seen by operating both sides from the right by Id−(λ−λ′)(A −λ′)−1.
By Lemma 6.9 the operator A has compact resolvent, hence its spectrum
consists of a sequence λ0, λ1, . . . of eigenvalues. We take into account their
multiplicities and arrange them so that |λ0| ≤ |λ1| ≤ . . . → ∞. Note that
(λ− λ′)(A − λ′)−1 ∈ C p for all λ and its eigenvalues are
λ− λ′
λ0 − λ′
,
λ− λ′
λ1 − λ′
, . . . (6.22)
The operator (Id−(λ−λ′)(A −λ′)−1)−1 has poles. To get a norm estimate for
(A − λ)−1 without the singularities on the right-hand side causing trouble, we
have to multiply by an analytic function having zeros at the poles. This is more
or less the idea behind the determinant ϕ in Carleman’s inequality. We use the
standard Weierstrass product for constructing such a function. See for example
[31] Chapter 15, especially Theorem 15.9.
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Lemma 6.10. Let p > n/2, denote k − 1 ≤ p ≤ k ∈ N and define
ϕ(λ) =
∞∏
j=0
(
1−
λ− λ′
λj − λ′
)
exp
(
λ− λ′
λj − λ′
+ · · ·+
1
k − 1
(
λ− λ′
λj − λ′
)k−1)
.
(6.23)
Then ϕ is a well-defined entire function vanishing at all λj counting multiplici-
ties. Moreover it is of order p:
|ϕ(λ)| ≤ C exp
(
C
∥∥(A − λ′)−1∥∥p
Cp
|λ|p
)
, (6.24)
where the Schatten norm is taken inside H20 (Ω)× L
2(Ω).
Proof. Note that (λ − λ′)(A − λ′)−1 ∈ C p, so the sequence of its eigenvalues,
counting multiplicities, is in ℓp. Hence by Theorem 15.9 of [31] the function ϕ is
well-defined, entire and vanishes on the eigenvalues. The estimate comes from∣∣∣∣(1− z)ez+ z22 +···+ zk−1k−1 ∣∣∣∣ ≤
{
ek|z|
k−1
, when |z| > 1
e|z|
k
, when |z| ≤ 1
(6.25)
and the fact that
∥∥(λj − λ′)−1∥∥ℓp ≤ ∥∥(A − λ′)−1∥∥Cp .
Proposition 6.11 (Carleman’s inequality). There is a constant C = C(p, λ′,A )
such that∥∥∥ϕ(λ)( Id−(λ− λ′)(A − λ′)−1)−1∥∥∥
L (H2
0
(Ω)×L2(Ω))
≤ CeC|λ|
p
, (6.26)
for all λ ∈ C.
Proof. Use Corollary XI.9.25 on page 1112 of [11]. More explicitely, let their
T := −(λ−λ′)(A −λ′)−1, which is Schatten by Lemma 6.9. Their detk(Id+T )
is our ϕ(λ). See Definition XI.9.21 on page 1106.
Theorem 6.12. Let Ω ⊂ Rn be a bounded domain, q ∈ C∞(Ω) positive, bounded
away from zero and infinity and let p > n/2. Then there are real numbers
0 < r0 < r1 < . . .→∞ such that T (λ) is invertible on |λ| = r0, r1, . . . and∥∥T−1(λ)∥∥
L2(Ω)→L2(Ω)
≤ eCε|λ|
p+ε
, |λ| ∈ {r0, r1, . . .} (6.27)
for any ε > 0.
Proof. By Lemma 6.10 the function ϕ is entire and of order p. Check out the
results 8.71 and 8.711 on page 273 of Titchmarsh [34]. They tell that ϕ(λ)
decreases at around the speed of e−|λ|
p
. More precicely, they imply that for any
ε > 0 there are 0 < r0 < r1 < . . . → ∞ such that the circles S(0, rj) do not
touch the zeros of ϕ, which are the poles λ0, λ1, . . . of (λ−A )−1, and that
|ϕ(λ)| > e−r
p+ε
j on |λ| = rj . (6.28)
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Hence by Lemma 6.8, Lemma 6.9 and Proposition 6.11 we have∥∥T−1(λ)∥∥ ≤ ∥∥(A − λ)−1∥∥ = ∥∥∥(A − λ′)−1 (Id−(λ− λ′)(A − λ′)−1)−1∥∥∥
≤
∥∥(A − λ′)−1∥∥ ∣∣ϕ(λ)−1∣∣ ∥∥∥ϕ(λ) (Id−(λ− λ′)(A − λ′)−1)−1∥∥∥
≤
∥∥(A − λ′)−1∥∥ erp+εj CeCrpj ≤ eCrp+εj , (6.29)
when |λ| = rj . The constant C at the end depends on λ′,A , r0, p and ε.
Corollary 6.13. Let Ω ⊂ Rn be a bounded domain, q ∈ C∞(Ω) positive,
bounded away from zero and infinity and let p > n/2. Assume that f, g ∈ L2(Ω)
with ‖f‖ = ‖g‖ = 1. Then there are real numbers 0 < r0 < r1 < . . . →∞ such
that ∣∣(T (λ)−1f, g)∣∣ ≤ expCε |λ|p+ε (6.30)
on |λ| = r0, r1, . . .
Proof. This follows directly from Theorem 6.12.
We can prove an upper bound for the counting function of the transmission
eigenvalues after knowing that λ−1j ∈ ℓ
p. The result is probably not the best one.
See for example Lakshtanov and Vainberg [23] and other recent papers from the
same authors, where they prove a Weyl law with exponent n/2 in non-isotropic
cases. Using the theorems of [4] or [6] it seems that our parameter-elliptic
operator with weight 2 would get a Weyl law with exponent n/2. Asymptotics
of the counting function are not the topic of this paper, so we contend with just
giving the following result which has a very simple proof.
Theorem 6.14. Let Ω ⊂ Rn be a bounded domain, q ∈ C∞(Ω) positive, bounded
away from zero and infinity and let ε > 0. If λ0, λ1, . . . are the poles of T (λ)
−1
counting multiplicities and T is invertible at λ′ ∈ C, then
#{j ∈ N | |λj − λ
′| < t} ≤ Ctn/2+ǫ (6.31)
with C =
∥∥(A − λ′)−1∥∥
Cn/2+ε
<∞.
Proof. By Lemma 6.8 we know that T (λ)−1 is not bounded exactly when λ is
an eigenvalue of A , hence when (λ− λ′)−1 is an eigenvalue of (A − λ′)−1. The
latter is Schatten n/2+ε in H20 (Ω)×L
2(Ω) by Lemma 6.9. Hence its eigenvalues
(λj − λ′)−1 and singular values σj satisfy∥∥(λj − λ′)−1∥∥ℓn/2+ε ≤ ‖σj‖ℓn/2+ε = ∥∥(A − λ′)−1∥∥Cn/2+ε <∞. (6.32)
Write f(j) =
∣∣(λj − λ′)−1∣∣. We want to estimate #{j | f(j) > t−1}. By
Chebyshev’s inequality [33], we get
#{j | f(j) > t−1}
≤
1
t−(n/2+ε)
∞∑
j=0
|f(j)|n/2+ε =
∥∥(A − λ′)−1∥∥
Cn/2+ε
tn/2+ε. (6.33)
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7 The cases of Schro¨dinger and Helmholtz equa-
tions
We will now show that all the three assumptions of Section 3 are true for both
of TH and TS given by
TH :H
4 ∩H20 (Ω)→ L
2(Ω)
u 7→ ∆q∆u− λ(∆q + q∆+∆)u+ λ2(1 + q)u
TS :H
4 ∩H20 (Ω)→ L
2(Ω)
u 7→ ∆q∆u+∆− λ(∆q + q∆+ 1)u+ λ2qu
(7.1)
We will use Theorem 5.6 and Theorem 6.12.
Theorem 7.1. Let Ω ⊂ Rn be a bounded domain, q ∈ C∞(Ω) positive, bounded
away from zero and infinity and let T = TH or T = TS. Then the set of gener-
alized eigenstates corresponding to all singular values of λ 7→ T (λ) is complete
in L2(Ω).
Proof. Assumption 1 is true because λ 7→ T (λ) is a polynomial. For the two
other ones, let β = p+ ε for some p > n/2 and ε > 0. Take λ′ ∈ R+ such that
T (λ′) is invertible. This exists by Proposition 5.5. Now draw a ray Γj from λ
′
to the pole λj of T
−1(λ), and let Γ−1 = λ
′ + R−. These form a countable set
by Theorem 5.6, and they are the only rays starting at λ′ on which∥∥T−1(λ)∥∥ ≤ C |λ|−2 (7.2)
will not necessarily hold. Hence it is possible to satisfy Assumption 2 no matter
how small π/β > 0 is. Assumption 3 has been shown to be true in the corollaries
after Theorem 6.3 and Theorem 6.12. The claim follows from Theorem 3.2.
Remark 7.2. This method actually shows too that there is an infinite number of
transmission eigenvalues, and that they form a discrete set. Discreteness follows
from the fact that λ 7→ T (λ)−1 is meromorphic. Existence follows because
the generalized eigenstates are dense in L2(Ω). Given a single transmission
eigenvalue λ0, the space spanned by the corresponding generalized eigenstates
span sp(λ0) is finite dimensional. To see this, check [18, Chp I. 4]. Substitute
A(λ) =
(
T (λ′)− T (λ)
)
T (λ′)−1, (7.3)
for his operator A(λ). The point λ′ is any point of invertibility.
We showed that ∪∞j=0 span sp(λj) is dense in L
2(Ω), and each span is finite
dimensional. Hence the set {λj | j ∈ N} is infinite.
We end this paper by mentioning some generalized interior transmission
eigenvalue problems for which this method seems to work. The first one was
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mentioned already in the introduction. Namely, finding nontrivial v, w ∈ H4
such that (
∆+ k2(1 +m)
)
w = 0 in Ω
(∆ + k2)v = 0 in Ω
∂m1ν (w − v) = 0 on ∂Ω
∂m2ν (w − v) = 0 on ∂Ω
(7.4)
where m1 6= m2 are any numbers from {0, 1, 2, 3}.
Again, write λ = −k2 and q = 1m . Then problem (7.4) has a nontrivial
solution if and only if the problem
T (λ)u = ∆q∆u − λ(∆q + q∆+∆)u+ λ2(1 + q)u = 0,
u ∈ H4∗ (Ω).
(7.5)
has a nontrivial solution. We will in fact have u = w − v and w = q(∆ − λ)u,
v = q (∆− λ(1 + 1/q))u. But here we have
H4∗ (Ω) = {u ∈ H
4(Ω) | ∂m1ν u|∂Ω = 0, ∂
m2
ν u|∂Ω = 0}. (7.6)
We have to check that the three assumptions of Section 3 hold. The space
H4∗ (Ω) is a Hilbert space dense in L
2(Ω) and T (λ) is clearly analytic. The
ellipticity conditions of Agranovich and Vishik are checked as in Proposition
5.3 and Proposition 5.4. The only difference is caused by the boundary terms,
and will happen when solving (5.10). The method of characteristic polynomial
still gives the exact same general solution. When choosing a particular solution
when λ = 0 we will arrive at the determinant∣∣∣∣(− |ξ′|)m1 (− |ξ′|)m1−1m1(− |ξ′|)m2 (− |ξ′|)m2−1m2
∣∣∣∣ 6= 0 (7.7)
When λ 6= 0, the determinant is∣∣∣∣rm12 rm14rm22 rm24
∣∣∣∣ = rm12 rm24 − rm22 rm14 = rm12 rm14 (rm2−m14 − rm2−m12 ) 6= 0 (7.8)
because m1 6= m2 and r2 6= r4. Now Agranovich and Vishik give us∥∥T (λ)−1f∥∥
L2(Ω)
≤ C |λ|−2 ‖f‖L2(Ω) (7.9)
for λ big enough in cones not touching R−. This will imply Assumpion 2 from
Section 3. To prove Assumption 3, just follow the proof of Corollary 6.6.
Other possible generalizations include having a non-isotropic metric, for ex-
ample by switching ∆ to ∇·K∇ with positive symmetric K. This kind of equa-
tion with Robin boundary conditions comes from optical tomography. With
this change, only the conditions of Agranovich and Vishik need to be checked,
which may still prove to be a tedious calculation. Continuing on this line, we
can change ∆ into any other elliptic operator, but again, the calculations may
become tedious.
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Another generalization is to change the homogeneous boundary conditions
u = 0, ∂νu = 0 to inhomogeneous ones u = g1, ∂νu = g2. Here Agranovich
and Vishik’s result works immediately since it does not care about whether the
equations are homogeneous or not. Instead, problems arise in the other parts
of the proof because our operator T (λ) will then be defined on an affine space
which is not a vector space. Fixing this would require some changes which are
out of the scope of this paper.
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