We study in this paper the semi-classical expansion of the Schr odinger equation, using a probabilistic approach based on the Wiener measure. Using almost-analytic extensions, we exhibit a probabilistic ansatz for the wave function. We show that this ansatz approximates very well the wave function in the semi-classical regime, and gives the semi-classical expansion under mild hypothesis on the potential at in nity,
Introduction
We give in this paper a new probabilistic approach to the semi-classical approximation of the Schr odinger equation, i.e. the behavior when the Planck's constant h tends to zero, of the solution (t; (1) where f; s; V are smooth functions. This is indeed an old question, and with no claim of completeness, we can quote the following references in the physics literature, starting from Van Vleck ('28) 23], Feynman ('45) 10], Voros 24] , and two recent surveys in the books of Schulman 20] and G utzwiller 13].
In the mathematical literature, one can distinguish two di erent approaches. The rst one, for which a good source could be the books of Guillemin & Sternberg 12] , and of Robert 19] , is purely analytical. This approach is very complete and e cient, but very far from the physical picture given by the path integral formalism. The second one tries to stay closer to this physical intuition and is probabilistic in nature. One can distinguish there two di erent lines of attack: the rst one is to build rigorously a Feynman integration, and has been pursued by Albeverio The second line is to extend analytically the Feynman-Kac formula for solutions of the heat equation. The general opinion about this very appealing strategy is resumed by Berezin & Shubin 7] when they say that \it runs into practically insurmontable di culties". We want here to show that this strategy based on Wiener measure, can indeed be implemented for general smooth potentials. It must be noticed that if one is ready to assume very strong analyticity hypothesis on the potentials, this strategy has been successfully used by Doss 8] , and by Azencott & Doss 5] . Our trick to avoid these analyticity assumptions is to use the almost-analytic machinery introduced by Melin & Sj ostrand 18] , to complexify the Feynman-Kac formula. This almost-analytic extension of the Feynman-Kac formula does not give an exact probabilistic representation of the wave function, but it enables us to give a probabilistic ansatz which, although it does not solve the Schr odinger equation, gives a very good approximation of its solution; and to which the available stationary phase results on Wiener space proved in 6], can be applied to get semi-classical expansions in any Sobolev norm, or uniform norm.
The error between the ansatz and the true solution is of order O( h 1 ) in L 2 -norm with no assumption on V , except smoothness and essential self-adjointness of the operator ? h 2 2 4 + V . To get estimates in better norms is a purely analytical problem. We propose some results in H 1 -norm, and uniform norm, which are certainly not optimal. But it should be noticed that our ansatz gives the semi-classical approximation in a given norm as soon as the problem is \semi-classically localizable" in this norm, which is a necessary condition for the expansion to be valid (see the discussion of section 4.4). Our discussion is for this paper, limited to the short time problem, i.e. before caustics. We expect to extend this approach after caustics in a forecoming paper.
2 A probabilistic ansatz using almost-analytic extensions
The following assumptions will be made throughout the paper. The reader is referred to 22] for the de nition, existence and elementary properties of almost-analytic continuations. We just want to underline that almostanalytic continuations are not unique. Two almost-analytic continuations differ one from the other by a smooth function, which is at on the real axis (i.e. in x), but whose behavior in y near 1 is free. For this reason, it can be assumed thatf,s,Ṽ are null for jyj r, for some r > 0. Moreover, since f has compact support,f can be taken with compact support in C ? d .
From now on, the same notations will be used for f; s; V and their almostanalytic continuations. Moreover, " 2 will denote h. Using these almost-analytic extensions, we guess that the function (t; x) de ned (whenever it is possible) by (t; x) = E (2) , which is the natural expression to obtain semi-classical approximations.
In our context, where the analyticity assumptions are removed, the analytical extension of Cameron-Martin formula is no longer valid, so that (2) and (4) are no longer equal. Our goal being here to obtain semi-classical expansions, we haven chosen to work directly on (2 (12) where Z satis es (6) and (7), and G is de ned by (8). 
In order to compute @G @p , let us apply lemma 2.4 with n = 2d, = (q; p), F de ned by (9) , and the real path g( ) = '(q; p). It is clear that F is in all the
are null whenever j"B u j p 2r). Since ' 0 (q; p) = q, (11) 
, and so on... Equation (13) implies that @ t r @ y = 0, and @ t r @y = t r. (16) 
13 where the operator S x t is the classical action, de ned by (20) . But it is a well-known fact that before the caustics (i.e. t < T K ), the classical trajectories are non degenerate minima of the action, so that 0 is a non degenerate critical point of F x;r t .
It remains now to prove the uniqueness of 0 as a critical point of F In order to apply stationary phase method, we have now to look at the global minima of the real part of F x;r t . It is done in exactly the same way as for the critical points of F x;r t , so we omit the proof of the third assertion of proposition 3.7.
Asymptotic expansion of
We are now able to give the asymptotic expansion when " ! 0, of . The result is the following Proposition 3.9 Let t < T K , and r be as in proposition 3.7. For all x 2 IR d , 
To see that (38) and (39) coincide is classical (see for instance 1]).
Proof of proposition 3.9: It would be su cient to apply theorem 7 of 6] to obtain proposition 3.9. In our context, the proof of this theorem is much easier, so that we give it for the sake of completeness. The main fact is the following lemma, whose proof is given in appendix 3. x; !)k C k!k k s . Lemma 3.12 yields then the result of proposition 3.9 in C 1 -norm. The same kind of arguments holds for the other derivatives. The assertion concerning the Sobolev norms is then straightforward, since everything happens inside the compact K r t .
4 Using the probabilistic ansatz to get semiclassical estimates on the wave function
We prove in this section that our probabilistic ansatz is a good approximation of the wave function solution of the Schr odinger equation, in various norms. We begin by the L 2 -norm, for which the hypothesis needed on V is minimal (we just require the Schr odinger operator to be essentially self-adjoint). To get better norms, we have to strengthen our hypothesis on V . We treat the case of H 1 -norm, and uniform norm, but as already said in the introduction, we do not claim here for optimality in our hypothesis on the potential.
L 2 -estimates
We will assume in this section that H4. If the functions V; s; f are analytic on a strip around the real axis, the L 2 -error between and is exponentially small.
Proof of proposition 4.14: Before proving proposition 4.14, we are going to demonstrate the following lemma, which will be useful in the sequel. 
where the minus sign comes from the complex conjugation. Thus,
since A is a symmetric operator. Therefore, for all s t, h kE s k 2 Furthermore, when f; V; s are analytic in a strip around the real axis, Z(s; x; !)1I k!k s r 0 = 0; so it follows from lemma 3.12 that the L 2 -error between and is exponentially small. Z jrE t (x)j 2 dx
But, (t; ) and (t; ) are in the domain of the Schr odinger operator, so that kAE t k L 2 < 1. Proposition 4.16 follows then from proposition 4.14. Therefore, the semi-classical expansion given in proposition 3.9 is valid for in any Sobolev norm, and hence in C 1 -norm.
Sobolev and C
Here again, if the functions V; s; f are analytic on a strip around the real axis, the H l -error between and is exponentially small. 
For jJj m ? l ? 2, and h 1, 
But @V @x 1 
Localization
It is worth to notice that our probabilistic ansatz sees only the values of V on a compact set of IR d , so that it is unsensitive to a truncation of V . This truncated potential trivially satis es the assumptions H6, so that our probabilistic ansatz is an O( h 1 ) approximation in C 1 -norm to the wave function associated to this truncated potential. This remark leads us to the de nition: In this case, our strategy can be applied to obtain the semi-classical expansion of .
On the other side, to be semi-classically localizable in norm k k is a necessary condition for the semi-classical expansion to be true in norm k k (note that the semi-classical expansion (37) depends only on the values of V on a compact set).
Therefore, for the norms satisfying (48), we have To determine the class of potentials and initial conditions which are semiclassically localizable in a given norm, is a purely analytical problem. In this section, we have given some answers to this question, but we are aware that these results are certainly not optimal. 29 in K r s . Moreover, by symmetry of Brownian motion, k (s; x) = 0 for odd k. Let 
