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RESUMEN
En este trabajo consideramos el siguiente problema elíptico semilineal abstracto:
Au = Fu en H (∗)
Donde H es un espacio de Hilbert, A : D(A) ⊆ H −→ H es un operador lineal autoadjunto
y F : H −→ H es un operador semilineal monótono.
El objetivo de este trabajo es demostrar la existencia de soluciones para el problema (*).
Además, probaremos la unicidad de la solución y daremos algunas aplicaciones a las ecua-
ciones diferenciales.
PALABRAS CLAVES: Ecuación Semilineal Abstracta, Espacios de Hilbert, Teorema de la
contracción .
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ABSTRACT
In this work, we consider the following abstract elliptic semilinear problem
Au = Fu in H (∗)
where H is a Hilbert space, A : D(A) ⊆ H −→ H is a self-adjoint linear operator and
F : H −→ H is a nonlinear monotone operator.
The objetive of this work is to prove the existence of solutions for the problem (*).
Furthermore, we show the uniqueness of solution and some applictions to differential equa-
tions are given.
KEY WORDS: Abstract Semilinear Equation , Hilbert Space , Contraction Theorem.
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Introducción
En Ecuaciones Diferenciales Ordinarias se presenta un problema del tipo:
−d
2 u
dt
+ λu = f ; en Ω
con condiciones de frontera
(1)
con λ ∈ R y f una función dada, que representa por ejemplo el modelo linealizado y
simplificado del oscilador armónico.
En Ecuaciones Diferenciales Parciales, un modelo elíptico lineal clásico es el sistema de
Laplace:  −∆u+ λu = f ; en Ωcon condiciones de frontera (2)
con λ ∈ R y f : Ω −→ R una función dada , donde Ω es un conjunto abierto, acotado y
bien regular de Rn. Cuando la función f , llamada el término fuerza externa, depende de u
se tiene una ecuación del tipo semilineal: −∆u+ λu = f(u) ; en Ωcon condiciones de frontera . (3)
Generalizando el sistema (3) con el operador elíptico del tipo:
Au =
n∑
i=1
n∑
j=1
∂
∂xj
(aij(x)
∂u
∂xi
) + λu,
denotando F (u) = f(u) − λu y colocando condiciones de Dirichlet nulas en la frontera,
obtenemos el sistema que es motivo de nuestro trabajo :Au = Fu en Ωu = 0 en Γ = ∂Ω (4)
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Aún más, el sistema (4) puede ser colocado en la forma de una ecuación abstracta del tipo:
Au = F˜ u en H. (5)
siendo H un espacio de funciones (por ejemplo, un espacio de Sobolev).
Diversos autores han estudiado la ecuación (5), desde diferentes puntos de vista imponiendo
condiciones sobre A y F˜ . En particular Amann [1], impuso las condiciones de que A es lineal,
autoadjunto, con resolvente ρ(A) y F˜ un operador gradiente Gateaux diferenciable, con esta
no linealidad interactuando con el espectro de A; Teodorescu [19] probó un resultado de
existencia y unicidad, con la única condición sobre F , de ser un operador Lipschitz.
En el presente trabajo estudiamos la ecuación:
A(u) + F (u) = 0 en H. (6)
sin imponer las condiciones de ser el operador A autoadjunto y de ser F Gateaux diferen-
ciable, además de retirar la dependencia de la no linealidad de F con el espectro de A. Sin
embargo pedimos que el operador A, sea máximal monótono y que F sea fuertemente mo-
nótono y Lipzchitziano. Nuestro trabajo se basa en el trabajo de Mortici [16], que aportará
al entendimiento de la metodología de resolución de la ecuación abstracta (6) permitiendo
comprender las técnicas matemáticas usuadas para afrontar modelos más complicados, lo
que es de suma importancia para la comunidad matemática de nuestro país.
Capítulo 1
Preliminares
En este capítulo incluiremos las definiciones y teoremas que serán necesarias para
lograr el objetivo trazado en el presente trabajo de tesis, mencionaremos resultados básicos
del análisis funcional, las ecuaciones diferenciales parciales (del tipo elíptico) y la teoría de
operadores lineales.
Conceptos Básicos del Análisis Funcional
1.1. Espacios Métricos
Definición 1.1.1 (Espacio Métrico).- Sea un conjunto X 6= ∅, una función
d : X × X −→ R llamada distancia o métrica, tal que ∀ x, y, z ∈ X cumple las siguientes
condiciones:
(M1) d ≥ 0.
(M2) d(x, y) = 0 si y sólo si x = y.
(M3) d(x, y) = d(y, x). (Simetría)
(M4) d(x, y) ≤ d(x, z) + d(z, y). (Desigualdad triangular)
El par (X, d), es llamado espacio métrico en el conjunto X.
Ejemplo 1.1.2 Sea X = R y consideremos la función distancia d : X ×X −→ R definida
por:
d(x, y) = |x− y|
Usando las propiedades de valor absoluto se prueba que d es una métrica sobre R denominada
métrica usual; así el par (X, d) es un espacio métrico.
Ejemplo 1.1.3 Sea 1 ≤ p < ∞ un número real fijo. Denotemos con ℓp como el conjunto
de todas las sucesiones {xi} de números reales tal que
∞∑
i=1
|xi|p <∞,
y la métrica definida por:
dp(x, y) =
(
∞∑
i=1
|xi − yi|p
)1/p
para todo x = (x1, x2, ..., xn, ...) y y = (y1, y2, ..., yn, ...) ∈ ℓp
Usando la desigualdad de Hölder se prueba que dp es una métrica sobre Rn. Luego el par
(Rn, dp) es un espacio métrico. (Ver [11])
En forma particular, tenemos:
(♦) Si p = 1 tenemos d1(x, y) =
n∑
j=1
|xi − yi|.
(♦) Si p = 2 tenemos d2(x, y) =
(
n∑
i=1
(|xi − yi|)2
)1/2
.
(♦) Si p =∞ se define d∞(x, y) = sup {|xi − yi| : 1 ≤ i ≤ n}.
Ejemplo 1.1.4 Denotemos con L2[a, b] al conjunto de todas las funciones medibles
f definido sobre [a, b] tal que |f |2 es tambien integrable sobre [a, b]. Entonces L2[a, b] es un
espacio métrico con respecto a la métrica definida por:
d(f, g) =
(∫ b
a
|f(x)− g(x)|2dx
)1/2
donde f, g ∈ L2[a, b]
Definición 1.1.5 (Sucesión convergente).- Sea (X, d) un espacio métrico. Diremos que
una sucesión {xn} ⊂ X converge a un punto x ∈ X si:
∀ε > 0, ∃k ∈ N tal que d(xn, x) < ε ; ∀n > k.
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En este caso denotamos por: l´ım
n→∞
d(xn, x) = 0 ó l´ım
n→∞
xn = x
Ejemplo 1.1.6 Sea X = R y d la métrica usual de R. Tomemos 0 < a < 1 y consideremos
la sucesión: xn = an; esta sucesión es convergente y el valor del límite es 0.
Definición 1.1.7 (Sucesión de Cauchy).- Sea {xn} ⊂ X una sucesión de puntos en un
espacio métrico (X, d). Se dice que {xn} es una sucesión de Cauchy si para cada ε > 0,
existe un k = k(ε) tal que d(xm, xn) < ε para cada m,n > k.
En éste caso denotaremos por: l´ım
n,m→∞
d(xn, xm) = 0
Propiedades
(1) Toda sucesión convergente es de Cauchy. (Ver [11])
(2) Toda sucesión de Cauchy es acotada. (Ver [11])
(3) Sea {xn} una sucesión de Cauchy en (X, d). Si {xn} posee una subsucesión que converge
a un punto x0 ∈ X, entonces {xn} converge a x0. (Ver [11])
Definición 1.1.8 (Espacio Métrico Completo).- Sea (X, d) un espacio métrico. Se dice
que (X, d) es un espacio métrico completo si cualquier sucesión {xn} ⊂ X es una sucesión
de Cauchy, y se tiene que {xn} converge en X
Ejemplo 1.1.9 Sea ( R , | · | ) , ( R , d∞ ) , ( ℓp , dp ) y L2[a, b] son espacios métricos
completos.
Ejemplo 1.1.10 Consideremos xn = 1 +
1
1!
+
1
2!
+ · · ·+ 1
n!
∈ Q. Se tiene, para n > m
|xn − xm| = 1
(m+ 1)!
+ · · ·+ 1
n!
≤
∞∑
m=1
1
n!
−→ 0
por ser el resto de la serie convergente
∞∑
m+1
1
n!
= e.
Además l´ım
n→∞
xn = e /∈ Q, por lo que Q no es completo.
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1.2. Espacios de Banach
Consideremos K = C ó R
Definición 1.2.1 .- Sea X un espacio vectorial y K cuerpo. Se define una función
‖ · ‖ : X −→ R, tal que a cada x ∈ X, le hace corresponder un número ‖x‖ ∈ R, el cual
satisface los siguientes axiomas:
(N1) ‖x‖ ≥ 0
(N2) ‖x‖ = 0 si y sólo si x = 0
(N3) ‖αx‖ = |α|.‖x‖ , α un escalar arbitrario.
(N4) ‖x+ y‖ ≤ ‖x‖+ ‖y‖ , ∀x, y ∈ X. (desigualdad triangular)
Así, la función ‖ · ‖ que satisface N1 a N4 se denomina norma (‖x‖ se lee: Norma de x).
Un espacio vectorial con la norma ‖ · ‖ se denomina espacio vectorial normado o sim-
plemente espacio normado, denotado por (X, ‖ · ‖).
Observación 1.2.2 En adelante K = R, salvo mención contraria
Observación 1.2.3 Todo espacio normado (X, ‖ · ‖), es un espacio métrico con respecto a
la métrica dada por:
d(x, y) = ‖x− y‖ ; ∀x, y ∈ X
Ésta métrica es llamado la métrica inducida por la norma ‖ · ‖.
Sin embargo, un espacio métrico no necesariamente es un espacio normado.
Observación 1.2.4 Un espacio normado es un tipo especial de espacio métrico, por lo que
los conceptos de sucesión de Cauchy, sucesión convergente, cerradura, completitud, compa-
cidad; introducidos en un espacio métrico, serán validos en un espacio normado.
Definición 1.2.5 (Espacio de Banach).- Un espacio X normado y completo, (completo
en la métrica definido por la norma), se denomina espacio Banach.
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Ejemplo 1.2.6 El espacio Euclideano Rn es un espacio de Banach con la norma usual
definida por:
‖x‖ =
(
n∑
i=1
(ξi)
2
)1/2
=
√
(ξ1)2 + (ξ2)2 + ....+ (ξn)2
donde x = (ξ1, ξ2, ..., ξn) ∈ Rn.
La métrica d, inducida por esta norma es
d(x, y) = ‖x− y‖ =
(
n∑
i=1
(ξi − ηi)2
)1/2
=
√
(ξ1 − η1)2 + (ξ2 − η2)2 + ....+ (ξn − ηn)2
donde x = (ξ1, ξ2, ..., ξn) ∈ Rn , y = (η1, η2, ..., ηn) ∈ Rn
1.2.1. Principio de Contracción de Banach
El principio de contracción de Banach, conocido también como el teorema de punto fijo
de Banach, garantiza la existencia y unicidad de puntos fijos de cierto tipo de funciones de un
espacio métrico completo. Éste teorema permite obtener un punto fijo mediante un método
constructivo y procesos iterativos .
Definición 1.2.7 (Punto Fijo) .- Sea X un espacio métrico y f una función definida en
un conjunto I ⊂ X, f : I −→ I . Se dice que x∗ ∈ I es un punto fijo de f si y solo si
f(x∗) = x∗, como se muestra en Figura 1
x*
x*
y = x
y = f(x)
X
Y
Figura 1
Ejemplo 1.2.8 Sea la función f(x) =
√
2x+ 3. ¿f posee puntos fijos en R?
i) Sabemos que f es definida si 2x+ 3 ≥ 0, es decir: Dom(f) = I = [−3/2,+∞ >
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ii) ahora veamos los puntos fijos.
Hacemos f(x) = x =⇒ √2x+ 3 = x y resolviendo tenemos: x = 3 ∨ x = −1
Pero x = −1 no es solución, pues √2(−1) + 3 6= −1
Luego x = 3 es la única solución y f(3) = 3
∴ f tiene un único punto fijo.
x*=3
x*=3
y = x
y = f(x)
X
Y
x*
x*
y = x
y = f(x)
X
Y
-3/2
3
Figura 2
f tiene un único punto fijo.
Ejemplo 1.2.9 La función f : R −→ R tal que f(x) = x+ 1 no tiene puntos fijos en R.
Definición 1.2.10 (Contracción) .- Sean (X, d ) y (Y, d˜ ) dos espacios métricos, y la fun-
ción φ : X −→ Y . Decimos que φ es una contracción si existe un número λ, 0 ≤ λ < 1
tal que
d˜( φ(x), φ(y) ) ≤ λ d(x, y) , ∀x, y ∈ X.
El número λ es llamado factor de contractividad.
Notemos que en el caso λ = 0, φ es una función constante.
Sean (X, d ) y (Y, d˜ ) espacios métricos, decimos que la función f : X −→ Y , es función
de Lipschitz con constante L, si ∀x, y ∈ X,
d˜( f(x), f(y) ) ≤ Ld(x, y) ∀x, y ∈ X.
Una contracción es una función de Lipschitz con constante menor que 1.
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Observación 1.2.11 Toda contracción es uniformemente continua.
Ejemplo 1.2.12 Sea φ(x) =
1
3
x , x ∈ [0, 1] . Entonces φ es una función contracción sobre
[0, 1] con factor de contractividad λ = 1
3
.
Denotemos por fk a la composición
fk := f ◦ f ◦ . . . ◦ f ◦ f︸ ︷︷ ︸
k veces
, si k ∈ N , f 0 := idX ,
donde idX : X −→ X es la función identidad.
A continuación enunciamos el teorema de contracción de Banach, que establece que las
contracciones en espacios completos no vacios tienen puntos fijos únicos.
Teorema 1.2.13 (Teorema de contracción de Banach) “ Sea X = (X, d) un espacio
métrico completo, no vacio. Si la función φ : X −→ X es una contracción, con factor de
contractividad λ, entonces se cumple: ”
(i) φ tiene un único punto fijo x̂.
(ii) Para cualquier x0 ∈ X la sucesión {φk(x0)} ⊆ X converge a x̂ en X, y se cumple que
d(φk(x0), x̂) ≤ λ
k
1− λd(φ(x0), x0) (1.1)
Para cualquier x0 ∈ X, la sucesión x0, φ(x0), φ2(x0), ...., φk(x0) converge al x̂ .
Demostración.- Ver [8] . 
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Sea U ⊆ Rn+1 un abierto, conexo y f : U −→ Rn tal que
|f(t, x1)− f(t, x2)| ≤ L |x1 − x2| , ∀(t, xi) ∈ U , i = 1, 2
Asumamos que f es contínua y
Consideremos la ecuación diferencial
x˙ = f(t, x) (1.2)
Si (t0, x0) ∈ U , una solución local de (1,2) pasando por (t0, x0) es una función contínua-
mente diferenciable φ definida en un intervalo I, tal que t0 ∈ I˙, con φ(t0) = x0 , (t, φ(t)) ∈
U , ∀t ∈ I y φ˙ = f(t, φ(t)) , ∀t ∈ I
Ejemplo 1.2.14 (Teorema de Picard) Si f es como se ha mencionado para cada (t0, x0) ∈
U , la ecuación diferencial (1,2) posee una unica solución local por (t0, x0).
Demostración.- Observemos que φ : I ⊆ R −→ Rn es solución local pasando por (t0, x0)
de (1,2) si y solo si φ es una función contínua definida en I, con (t, φ(t)) ∈ U , ∀t ∈ I,
φ(t) = x0 +
∫ t
t0
f(s, φ(s))ds , ∀t ∈ I
Sea U ′ ⊆ U un abierto con (t0, x0) ∈ U ′ tal que f es acotado en U ′, esto es
|f(t, x)| ≤M , ∀t ∈ U .
Sea α > 0 tal que
• R = [t0 − α, t0 + α]× B(x0, αM) ⊆ U ′
• Lα < 1
Sea también [t0 − α, t0 + α]. Definimos
B = {ψ : J −→ Rn , ψ contínua , ψ(t0) = x0 y |ψ(t)− x0| ≤Mα , ∀t ∈ J}
Luego B es un subconjunto cerrado de C(J,Rn), así B es un espacio métrico completo.
Definimos la aplicación T : B −→ C(J,Rn), mediante
(Tψ)(t) = x0 +
∫ t
t0
f(s, φ(s))ds , ∀t ∈ J, ψ ∈ B
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Probaremos que T (B) ⊆ B y que T es una contracción.
Si ψ ∈ B, entonces Tψ es contínua, (Tψ)(t0) = x0 y
|(Tψ)(t)− x0| ≤
∣∣∣∣∫ t
t0
f(s, φ(s))ds
∣∣∣∣ ≤M |t− t0| ≤Mα , ∀t ∈ J
así T (B) ⊆ B. Además si ψ1, ψ2 ∈ B se tiene , ∀t ∈ J
|(Tψ1)(t)− (Tψ2)(t)| ≤
∫ t
t0
|f(s, φ1(s))− f(s, φ2(s))| ds
≤ L
∫ t
t0
|φ1(s)− φ2(s)| ds
≤ L |ψ1 − ψ2|∞
Luego, tomando el supremo
|Tψ1 − Tψ2|∞ ≤ Lα |ψ1 − ψ2|
Por lo que T es una contracción.
Por tanto T tiene un único punto fijo, y así (1,2) tiene una única solución para (t0, x0).

El Teorema 1.2.13 no sólo afirma la existencia de un único punto fijo para una contracción
φ : X −→ X. También nos dice cómo encontrar una buena aproximación de él. Para ello,
bastará tomar un punto arbitrario x0 ∈ X y considerar la sucesión de iteradas {φk(x0)}; La
cuál converge al punto fijo.
La desigualdad (1.1) nos brinda una estimación del error en cada paso de la iteración. A éste
método se le conoce como el método de aproximaciones sucesivas.
1.2.2. Operadores en Espacios de Banach
En el cálculo diferencial consideramos la recta real R y funciones reales sobre R (o sobre
un subconjunto de R). Es decir, cualquier función es una aplicación de su dominio sobre
R. En análisis funcional se consideran espacios más generales tal como espacios métricos y
espacios normados, y aplicaciones de estos espacios.
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Operadores Acotados
Definición 1.2.15 .- Sea X e Y dos espacios normados, se dice que:
(1) Una aplicación T : X −→ Y es llamado un operador o una transformación. El valor
de T en x ∈ X es denotado por T (x) o simplemente Tx.
(2) T es un operador lineal o transformación lineal si satisface las siguientes condiciones:
(a) T (x+ y) = Tx+ Ty , ∀x, y ∈ X
(b) T (αx) = αTx, ∀x ∈ X , ∀ α ∈ R
(3) El operador lineal T es acotado si existe una constante k > 0 tal que
‖Tx‖ ≤ k‖x‖ , ∀x ∈ X ; k ∈ R.
(4) T es continuo en un punto x0 ∈ X, si dado ε > 0 existe un δ > 0, dependiendo de ε y
x0 tal que ‖Tx− Tx0‖ ≤ ε cuando ‖x− x0‖ ≤ δ.
T es continuo sobre X si es continuo en todo punto de X.
(5) T es uniformemente continuo si para ε > 0 y para cada x, x0 ∈ X existe un δ > 0,
independiente de x0 tal que: ‖x− x0‖ < δ tenemos ‖Tx− Tx0‖ < ε.
(6) ‖T‖ = sup
{ ‖Tx‖
‖x‖ / x 6= 0
}
es la norma del operador lineal acotado T .
(7) Si Y = R, el espacio normado de los números reales, entonces T es llamado funcional.
(8) Para el operador T , el conjunto R(T ) = {T (x) ∈ Y/x ∈ X} es denominado rango de
T , y el conjunto N(T ) = {x ∈ X/T (x) = 0} es denominado núcleo de T .
Ejemplo 1.2.16 .
(a) Sea X un espacio normado bajo la norma ‖ · ‖. Entonces una aplicación T , definido sobre
X en la siguiente forma: Tx = ‖x‖ no es un operador no lineal, pues, por ejemplo,
para X = R.
T (−1 + 2) = T (1) = ‖1‖ = 1, pero T (−1) + T (2) = ‖ − 1‖+ ‖2‖ = 3,
y así T (−1 + 2) 6= T (−1) + T (2).
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(b) Si consideramos X = C[0, 1] con norma del supremo, entonces
(Tf)(t) =
∫ 1
0
f(s)ds es un operador lineal.
Ejemplo 1.2.17 Sea Pn([0, 1]) =
{
p : [0, 1] −→ R/p(t) =
k∑
i=1
ait
i , ai ∈ R , 0 ≤ k ≤ n
}
definido como:
T : Pn([0, 1]) −→ Pn([0, 1])
p 7−→ Tp : [0, 1] −→ R
t 7−→ (Tp)(t) = d
dt
p(t)
Tp(t) =
d
dt
p(t)
Pn[0, 1] denota el espacio de todos los polinomios en [0, 1] de grado menor o igual que n el
cual es un espacio normado finito-dimensional.
T es un operador lineal en Pn[0, 1] sobre si mismo como la siguiente buena relación por la
propiedad bien conocido de la derivada:
T (p1 + p2) = Tp1 + Tp2 y T (αp1) = αTp1 , p1, p2 ∈ Pn[0, 1] , α ∈ R. Tenemos:
Txn =
d
dx
xn = nxn−1.
Así, ‖xn‖ = 1 pero ‖Txn‖ = n. En vista de esto, T no es acotado.
Teorema 1.2.18 ( Normas Equivalentes) Para un operador lineal acotado T las siguien-
tes afirmaciones son equivalentes:
(i) ‖T‖ = sup
{‖Tx‖
‖x‖ / x 6= 0
}
ó ‖T‖ = sup
x 6=0
{‖Tx‖
‖x‖ / x 6= 0
}
(ii) ‖T‖ = ı´nf {k / ‖Tx‖ ≤ k‖x‖}.
(iii) ‖T‖ = sup {‖Tx‖ / ‖x‖ ≤ 1}.
Demostración.- Ver [9] . 
Teorema 1.2.19 El conjunto L(X, Y ) de todos los operadores lineales acotados en un es-
pacio normado X sobre un espacio normado Y ; es un espacio normado. Si Y es un espacio
de Banach, entonces L(X, Y ) es tambien un espacio de Banach.
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Demostración.- Ver [9] . 
Observación 1.2.20 En el teorema anterior, si tomamos Y como el espacio de Banach de
números reales, entonces obtenemos el siguiente resultado. El conjunto de todas las fun-
cionales lineales acotados sobre un espacio normado X es un espacio de Banach,
que usualmente es denotado por X∗ o X
′
y es llamado el espacio dual de X.
Con X∗∗ denotamos el espacio de funcionales lineales acotados de X∗ y es llamado el se-
gundo espacio dual de X.
Ejemplo 1.2.21 Sea X = L2([0, 1]) y el funcional F sobre X definida por
F (f) =
∫ 1
0
f(x)g(x)dx , ∀f ∈ L2([0, 1])
y g es una función dada en L2([0, 1]).
F es lineal y acotado, y por tanto es un elemento de ( L2([0, 1]) )∗ .
Definición 1.2.22 .- Con L(X) denotamos el conjunto de todos operadores lineales
acotados en un espacio normado X sobre si mismo, y S, T ∈ L(X), la composición en
L(X) es definida como sigue:
(S.T )(x) = S(T (x)), ∀x ∈ X.
Sea T : D(T ) ⊆ X −→ Y . Si T es inyectivo, existe un operador
T−1 : R(T ) −→ D(T )
y 7−→ T−1y = x
tal que Tx = y. El operador T−1 es llamado operador inverso de T .
Donde R(T) : rango de T.
Teorema 1.2.23 Sea T un operador acotado inferiormente desde un espacio normado X
en un espacio normado Y . Entonces T posee un inverso continuo T−1 desde su rango R(T )
en X. Inversamente, si existe un inverso continuo T−1 : R(T ) −→ X, entonces existe una
constante positiva M tal que
‖Tx‖Y ≥M‖x‖X , ∀x ∈ X
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Demostración.- Ver [9] . 
Teorema 1.2.24 Si X es un espacio de Banach y T ∈ L(X) tal que ‖T‖ < 1, entonces
existe (I − T )−1. ( I: operador identidad ).
Demostración.- Ver [9] . 
1.2.3. Operador Lineal Compacto en Espacios Normados
Definición 1.2.25 ( Operador lineal compacto ).- Sea X e Y espacios normados. Un
operador T : X −→ Y es denominado operador lineal compacto ( operador lineal com-
pletamente continuo) si T es lineal y si para cada subcojunto acotado M de X, la imagen
T (M) es relativamente compacto, es decir, la cerradura T (M) es compacto.
Lema 1.1 ( Continuidad ) Sea X e Y espacios normados. Entonces:
(a) Todo operador lineal compacto T : X −→ Y es acotado, por tanto continuo.
(b) Si dimX =∞, el operador identidad I : X −→ X (el cual es continuo) no es compacto.
Demostración.- Ver [11] . 
Teorema 1.2.26 . ( Criterio de compacidad ) Sea X e Y espacios normados y
T : X −→ Y un operador lineal. Entonces T es compacto si y solo si aplica cada subsu-
cesión acotado (xn) en X sobre una subsucesión (Txn) en Y el cual tiene una subsucesión
convergente.
Demostración.- Ver [11] . 
Teorema 1.2.27 . ( Dominio o rango de dimenciones finitas ) Sea X e Y espacios
normados y T : X −→ Y un operador lineal. Entonces
(a) Si T es acotado y dimT (X) <∞, entonces el operador T es compacto.
(b) Si dimX <∞, ntonces el operador T es compacto.
Demostración.- Ver [11] . 
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Teorema 1.2.28 . ( Sucesión de operadores lineales compactos ) Sea (Txn) una
subsucesión lineal de operadores compactos sobre un espacio normado X dentro de un espacio
de Banach Y . Si (Txn) es un operador uniformemente convergente, es decir,
‖Tn− T‖ −→ 0, entonces el operador limite T es compacto.
Demostración.- Ver [11] . 
1.3. Espacios de Hilbert
Definición 1.3.1 ( Producto Interno).- Sea H un espacio vectorial y un cuerpo
K = R o C. Se define una función 〈 · , · 〉 : H × H −→ K, tal que a cada par ordenado
de vectores (x, y) ∈ H × H, le asigna un escalar 〈x, y〉 ∈ K que cumple las siguientes
propiedades:
(P1) 〈x+ y, z〉 = 〈x, z〉+ 〈y, z〉 ; ∀x, y, z ∈ H
(P2) 〈αx, y〉 = α〈x, y〉 ; ∀α ∈ K ∀x, y ∈ H
(P3) 〈x, y〉 = 〈y, x〉 ; ∀x, y ∈ H (conjugación compleja)
(P4) 〈x, x〉 ≥ 0 ; ∀x ∈ H ∧ 〈x, x〉 = 0 si y sólo si x = 0.
La función 〈 ·, ·〉 que satisface (P1) - (P4) será denominado, producto interno en H, y el
par (H, 〈 ·, ·〉) es llamado espacio con producto interno o espacio pre-Hilbert.
Observación 1.3.2 :
(1) Las condiciones (P1) y (P2) implica que la función 〈 ·, ·〉 es lineal en la primera variable
x, y que
(a) 〈x, y + z〉 = 〈x, y〉+ 〈x, z〉 ; ∀x, y, z ∈ H
(b) 〈x, βy〉 = β〈x, y〉 ; ∀x, y ∈ H
(2) 〈x, 0〉 = 0, ∀x ∈ H
(3) Si, para un elemento dado y ∈ H, 〈x, y〉 = 0 ∀x ∈ H entonces y = 0
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(4) Usando P(1), P(2) ; (1a) y (1b), se prueba que:
〈
n∑
k=1
αk xk ,
n∑
l=1
βl yl〉 =
n∑
l=1
αk βl〈xk, yl〉
(5.) El producto interno es una función continua con respecto a la norma inducida.
Teorema 1.3.3 . ( Desigualdad de Cauchy-Schwartz ) Sea (H, 〈 ·, ·〉) un espacio con
producto interno H, entonces para todo x, y ∈ H:
|〈x, y〉|2 ≤ 〈x, x〉〈y, y〉
Demostración.- Ver [9] . 
Teorema 1.3.4 . Todo espacio con producto interno H es un espacio normado con respecto
a la norma:
‖x‖ = |〈 x, x〉|1/2 ; ∀x ∈ H
Demostración.- Ver [9] . 
La norma ‖x‖ = |〈 x, x〉|1/2 ; x ∈ H es denominado la norma inducida por el producto
interno 〈 ·, ·〉.
Definición 1.3.5 ( Espacio de Hilbert).- Un espacio con producto interno H es llamado
un espacio de Hilbert si el espacio normado inducido por el producto interno es un espacio
de Banach (espacio normado y completo).
Ejemplo 1.3.6 Rn , ℓ2 y L2[a, b] son espacios de Hilbert.
Teorema 1.3.7 . ( Ley del paralelogramo) Para dos elementos cualquiera x e y perte-
necientes a un espacio con producto interno, tenemos:
‖x+ y‖2 + ‖x− y‖2 = 2(‖x‖2 + ‖y‖2) donde x, y ∈ H
Es decir, una condición necesaria y suficiente para que la norma de un espacio normado H
sea obtenida a partir de algún producto interno, es que ella verifique la ley del paralelogramo.
Demostración.- Ver [9] . 
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Teorema 1.3.8 . ( Jordan-Von-Neumann) Un espacio normado es un espacio con pro-
ducto interno si y sólo si la norma inducida satisface la ley del paralelogramo.
Demostración.- Ver [9] . 
Ejemplo 1.3.9 C[a, b] no es un espacio con producto interno, por lo que no es de Hilbert.
Ejemplo 1.3.10 La norma definida por
| f | = ma´x
x∈[a,b]
| f(t) |
no puede ser obtenida de un producto interno, ya que esta norma no satisface la ley del
paralelogramo:
| f + g |2 + | f − g |2= 2 | f |2 + | g |2
Basta tomar f(t) = 1 y g(t) =
t− a
b− a
Ejemplo 1.3.11 El espacio ℓp (ver ejemplo 1.1.3) es un espacio de Banach si p ≥ 1, y es
un espacio de Hilbert solamente si p = 2 .
1.3.1. Reflexividad de los Espacios de Hilbert
Un espacio de Banach X es llamado un espacio de Bancah reflexivo si ello puede ser
identificado con su segundo dual (X∗)∗ = X∗∗.
Esto significa que un espacio de Banach X es reflexivo si existe una aplicación de X sobre
X∗∗ el cual es lineal, preservando la norma, 1-1 y sobre.
Una aplicación J : X −→ X∗∗ definido por J(x) = Fx , donde Fx(f) = f(x) ∀f ∈ X∗ es
llamada la inmersión natural.
Teorema 1.3.12 . Todo espacio de Hilbert H es reflexivo.
Demostración.- Ver [9] . 
18
1.3.2. Operadores en Espacios de Hilbert
En esta parte enunciaremos los operadores sobre espacios de Hilbert, centrando nuestra
atención en un tipo especial de operadores, llamados hermitianos.
Definición 1.3.13 ( Operador Adjunto).- Sean H1 y H2 espacios de Hilbert
T : H1 −→ H2 un operador lineal acotado. El operador T ∗ : H2 −→ H1 tal que
〈Tx, y〉 = 〈x, T ∗y〉 ; ∀x ∈ H1 , y ∈ H2
es llamado el operador adjunto (Es decir: T ∗ operador adjunto de T ).
Lema 1.2 . Sean H1 y H2 espacios de Hilbert y T : H1 −→ H2 un operador lineal
acotado. Entonces existe el operador lineal T ∗ : H2 −→ H1 dado en la difinición 1.3.13.
Este operador es único, acotado y además ‖ T ∗ ‖ = ‖ T ‖.
Demostración.- Ver [4] . 
Teorema 1.3.14 . Sean S, T : H1 −→ H2 dos operadores lineales acotados. Entonces
(1) I∗ = I donde I es el operador identidad.
(2) (T + S)∗ = T ∗ + S∗.
(3) (α T )∗ = α T ∗ , α ∈ K.
(4) (TS)∗ = S∗T ∗. ( con H1 = H2 )
(5) T ∗∗ = T .
(6) ‖T ∗‖ = ‖T‖.
(7) ‖T ∗T‖ = ‖T‖2.
(8) Si T es inversible, entonces T ∗ también lo es. Y ademas (T ∗)−1 = (T−1)∗.
Demostración.- Ver [9] . 
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Definición 1.3.15 ( Operador autoadjunto).- Sea H un espacio de Hilbert y
T : H −→ H es un operador lineal acotado. Entonces T es llamado autoadjunto si T = T ∗.
Definición 1.3.16 ( Autovalor y Autovector de un operador).- Sea H un espacio de
Hilbert y T : H −→ H un operador, tal que T (x) = λx, siendo λ ∈ K y un vector no cero
x; entonces
(1) λ es es llamado autovalor de T .
(2) x es llamado autovector correspondiente a λ
(3) {x ∈ H : T (x) = λx} es llamado autoespacio del autovalor λ.
Teorema 1.3.17 . Los valores propios de un operador autoadjunto son números reales. Dos
vectores propios correspondientes a dos valores propios diferentes de un operador autoadjunto
son ortogonales.
Demostración.- Ver [9] . 
Teorema 1.3.18 . Los valores propios de un operador unitario son números complejos λ
tal que ‖λ‖ = 1.
Demostración.- Ver [9] . 
1.3.3. Espectro de un Operador
Sea (X, ‖ · ‖) un espacio normado sobre K y T : X −→ X operador lineal y continuo, es
decir T ∈ L(X).
Definición 1.3.19 ( Espectro).- Sea T ∈ L(X). Un valor λ ∈ K se dice valor propio
del operador T , si existe x 6= 0 ∈ X tal que T (x) = λx, es decir Ker(T − λI) 6= {0}.
Los elementos no nulos del Ker(T −λI) son denominados vectores propios de T , asociado
a λ.
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El conjunto de valores propios del operador definido por:
σp(T ) = {λ ∈ K : Ker(T − λI) 6= {0}}.
será denominado espectro puntual del operador.
Observemos que si λ ∈ σp(T ) implica que (T − λI) no es inyectiva, en particular no es
invertible.
Se sabe que si T : Kn −→ Kn es lineal e inyectiva, esto equivale a la suryectividad e equivale
a ser invertible (con inversa continua). Esta condición puede caracterizarse en términos del
det(A) 6= 0 siendo A la matriz del operador. Por consiguiente el conjunto de valores propios
σp(T ) coincide con las soluciones de det(A − λI) = 0. Dicho de otro modo, las raices del
polinomio característico.
Definición 1.3.20 ( Conjunto Resolvente).- Sea T : D(T ) ⊆ X −→ X un operador
lineal (no necesariamente acotado). Un valor λ ∈ K se llama valor regular (o valor re-
solvente) para T si (T − λI) es inversible en L(X). El conjunto de los valores regulares,
denotado por:
ρ(T ) = {λ ∈ K : ∃(T − λI)−1 ∈ L(X)}.
se llama el conjunto resolvente del operador T y σ(T ) = K\ρ(T ) es el espectro del
operador. Es decir:
σ(T ) = {λ ∈ K : ∄ (T − λI)−1 }
es el conjunto de los valores no regulares (llamados también valores espectrales)
Definimos el operador resolvente de T , denotado por RT mediante la aplicación:
RT : ρ(T ) −→ L(X) dada por : RT (λ) = (T − λI)−1
Observación 1.3.21 Notar que: σp(T ) ⊂ σ(T ) ( Ver [5] . )
Proposición 1.3.22 Si dimH < ∞ entonces σ(T ) es el conjunto de los autovalores de T
y está formada por las raíces de det(T − λI).
Demostración.- Ver [5] . 
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Observación 1.3.23 Si la dimensión de H es infinita, puede ocurrir que λ ∈ σ(T ) y sin
embargo λ no sea autovalor de T .
Ejemplo 1.3.24 Sea T : l2(N) −→ l2(N) dado por: T ({x0, x1, x2, ...}) = {x0, x1/2, x2/3, ...}
Tenemos que T es inyectivo, por lo tanto N(T ) = 0, así que 0 no es autovalor de T .
Por otro lado ‖T (en)‖ = 1/n, luego
l´ım
n→∞
‖T (en)‖ = 0
Pero como ‖en‖ = 1 resulta que T no es invertible, de donde 0 ∈ σ(T ). ( Ver [5]. )
Teorema 1.3.25 : Si T ∈ L(X) entoces σ(T ) es un conjunto compacto contenido en:
{λ ∈ K : |λ| ≤ ‖T‖}.
Demostración.- Ver [6] . 
Definición 1.3.26 .- Si T ∈ L(X), se define el radio espectral de T por:
r(T ) = ma´x
λ∈σ(T )
| λ |.
Teorema 1.3.27 ( Fórmula de Gelfand) Si T ∈ L(X) entonces
r(T ) = l´ım
n→∞
‖T n ‖1/n = ı´nf
n>1
‖T n ‖1/n
Demostración.- Ver [5] . 
Seguidamente, extenderemos la definición de operador adjunto para operadores no acotados.
Definición 1.3.28 ( Operador autoadjunto para operadores no acotados).- Sea H
un espacio de Hilbert y A : D(A) ⊆ H −→ Y un operador lineal no acotado, con dominio
denso en H. Denotamos
D(A∗) = { v ∈ H : ∃v∗ ∈ H tal que 〈Au, v〉 = 〈u, v∗〉 , ∀u ∈ D(A) }
Definimos el operador A∗ : D(A∗) ⊆ H −→ H tal que
A∗v = v∗ , (v∗es único)
Las siguientes propiedades se verifican:
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(i) (α A)∗ = α A∗ , α ∈ K.
(ii) 〈Au, v〉 = 〈u,A∗v〉 , ∀u ∈ D(A) , ∀v ∈ D(A∗) .
(iii) A∗ es un operador cerrado.
(iv) Si existen A∗, A−1 y (A−1)∗ entonces existe (A∗)−1 y (A∗)−1 = (A−1)∗.
1.4. La derivada de Gâteaux y de Fréchet.
1.4.1. La derivada de Gâteaux
En esta sección, X e Y denotan espacios de Banach sobre R, y T es un operador de
X en Y (T : X −→ Y )
Definición 1.4.1 ( Derivada de Gâteaux ).- Sean x y t elementos de X y
l´ım
η→0
∥∥∥∥T (x+ ηt)− T (x)η −DT (x)t
∥∥∥∥ = 0
para cada t ∈ X, donde η −→ 0 en R.
DT (x)t ∈ Y es llamado el valor de la derivada de Gâteaux de T en x, en la dirección t,
y T será denominado Gâteaux diferenciable en x en la dirección de t. Así, la derivada de
Gâteaux de T es un operador frecuentemente denotado por: DT (x).
Observación 1.4.2 :
(a) Si T es un operador lineal, entonces DT (x)t = T (t) , es decir, DT (x) = T ; ∀x ∈ X
(b) Si T = F es una funcional de valor real sobre X; es decir, T : X → R, y F es Gâteaux
diferenciable en algun x ∈ X. Entonces
DT (x) =
[
d
dη
F (x+ ηt)
]
η=0
y, para cada x ∈ X fijado, DF (x)t es una funcional lineal de t ∈ X
(c) Podemos notar que la derivada de Gâteaux es una generalización de la idea de la derivada
direccional bien conocido en dimensión finita.
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Teorema 1.4.3 La derivada de Gâteaux de un operador T es único siempre que exista
Demostración.- Ver [9] . 
Definición 1.4.4 ( Gradiente de un funcional ).- Sea F un funcional sobre X. La
aplicación x→ DF (x) es llamado la gradiente de F y es usualmente denotado por ∇F .
Podemos observar que el gradiente ∇ es una aplicación de X en el espacio dual X∗ de X.
Teorema 1.4.5 ( Teorema de Valor Medio ) Supongamos que el funcional F posee
derivada de Gâteaux DF (x)t en cada punto x ∈ X. Entonces para cada punto x, x+ t ∈ X,
existe un ε ∈ (0, 1) tal que
F (x+ t)− F (x) = DF (x+ εt)t
Demostración.- Ver [9]. 
1.4.2. La derivada de Fréchet.
Definición 1.4.6 ( Derivada de Fréchet ).- Sea x un punto dado en un espacio de Banach
X e Y otro espacio de Banach. Un operador lineal continuo S : X → Y es llamado la
derivada de Fréchet del operador T : X → Y en x si
T (x+ t)− T (x) = S(t) + ϕ(x, t), (1.3)
y
l´ım
‖t‖→0
‖ϕ(x, t)‖
‖t‖ = 0 ,
o equivalentemente
l´ım
‖t‖→0
‖T (x+ t)− T (x)− S(t)‖
‖t‖ = 0 (1.4)
La derivada de Fréchet de T en x es usualmente denotado por dT (x) o T ′(x). Se dice que T
es Fréchet diferenciable sobre su dominio, si T ′(x) existe en cada punto x de su dominio.
Observación 1.4.7 :
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(a) Si X = R , Y = R, entonces la derivada clasica f ′(x) de una función real f : R → R
en x definido por
f ′(x) = l´ım
t→0
f(x+ t)− f(x)
t
es un número que representa la pendiente de la grafica de la función f en x. La derivada
de Fréchet de f no es un número, pero es un operador lineal de R en R. La existencia
de la derivada clasica f ′(x) implica la existencia de la derivada de Fréchet en x y por
comparación dela ecuación (1,3) y (1,4) escrita en la forma
f(x+ t)− fT (x) = f ′(x)t+ tg(t),
encontramos que S es el operador el cual multiplica cada t por el número f ′(x).
(b) En cálculo elemental, la derivada en el punto x es una aproximación lineal local de
la función dada en la vecindad de x. Similarmente, la derivada de Fréchet puede ser
interpretado como la mejor aproximación lineal local. Consideremos el cambio en T
cuando cambia sus argumentos desde x a x+ t, y entonces aproximar este cambio por
un operador lineal S para que
T (x+ t) = T (x) + S(t) + E,
donde E es el error en la aproxiamción lineal.
Así, E tiene el mismo orden de magnitud que t excepto cuando S es igual a la derivada
de Fréchet de T . E = 0(t), para que E sea muchos más pequeño que t como t→ 0. En
esta vía, la derivada de Fréchet da la mejor aproximación lineal de T cerca de x.
(c) Está claro de la definición que si T es lineal, entonces
dT (x) = T (x),
es decir, si T es un operador lineal, entonces la derivada de Fréchet (imitación de
aproximación lineal) de T es T mismo.
Teorema 1.4.8 Si un operador posee la derivada de Fréchet en un punto, entonces posee
derivada de Gâteaux en ese punto y ambas derivadas coinciden.
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Demostración.- Ver [9] . 
En vista del teorema (1.4.3), la derivada de Gâteaux es única y por tanto la derivada de
Fréchet también es única. Observe que la reciproca del Teorema 1.4.8 no es verdad, en
general.
Teorema 1.4.9 Sea Ω un subconjunto abierto de X y T : Ω −→ Y tiene la derivada Fréchet
en un punto arbitrario a de Ω. Entonces T es continua en a.
Demostración.- Ver [9] . 
Lema 1.3 Suponga que X, Y son espacio normado, tal que U es un subconjunto abierto de
X, y que x0 ∈ U . Una función f : U −→ Y es Fréchet diferenciable en x0 si y solo si existe
alguna función F : U −→ L(X, Y ) que es continuo en x0 y para lo cual
f(x)− f(x0) = F (x)(x− x0) , x ∈ U .
Demostración.- Ver [17]. 
Definición 1.4.10 ( Continuidad Lipschitz ) .- Sea Ω ⊂ X, T desde Ω sobre Y . Diremos
que T es Lipschitz (con modulo α ≥ 0) sobre Ω, si
‖T (x1)− T (x2)‖ ≤ α ‖x1 − x2‖ ∀x1, x2 ∈ Ω , α ∈ R
T es llamado Lipschitz cerca de x (con modulo α) si, para algún ǫ > 0, T es Lipschitz con
modulo α en una vecindad de x, Sǫ(x). Si T es Lipschitz cerca de x ∈ Ω, diremos que T es
Localmente Lipschitz sobre Ω. α es llamado Exponente Lipschitz.
Definición 1.4.11 ( Operador Monótono ) .- Sea T : X −→ X∗, ( lineal o no ) entonces
T es llamado monotona si
(Tu− Tv, u− v) ≥ 0 , ∀ u, v ∈ X
NOTA : (·, ·) denota la dualidad entre X y X∗; es decir, también el valor de Tu − Tv en
u − v. En la configuración del espacio de Hilbert, (·, ·) llega a ser un producto interno. En
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esta parte, usaremos la notación 〈·, ·〉 también para la dualidad.
T es llamado estrictamente monótona si
〈Tu− Tv, u− v〉 > 0 ; ∀ u, v ∈ X , k ∈ R
T es llamado fuertemente monótona si existe una constante k > 0 tal que
〈Tu− Tv, u− v〉 ≥ k ‖u− v‖2 ; ∀ u, v ∈ X
1.5. Algunos Resultados de la Teoría Espectral
Definición 1.5.1 ( Forma Sesquilineal).- Sea V un espacio de Hilbert y C el cuerpo
de los números complejos. La aplicación a :V × V −→ C se llama una forma sesquilineal
continua, si cumple:
(i) Es lineal en la primera variable y antilineal en la segunda variable. Es decir, sean
u, v, w ∈ V además α, β,∈ C con α¯, β¯ ∈ C sus respectivos conjugados, se cum-
ple:
1. Es lineal ⇐⇒ a(αu+ βv, w) = αa(u, w) + βa(v, w).
2. Es antilineal ⇐⇒ a(u, αv + βw) = α¯a(u, v) + β¯a(u, w).
(ii) Es Continua, si ∃C > 0 tal que: |a(u, v)| ≤ C‖u‖‖v‖, ∀u, v ∈ V
Definición 1.5.2 ( Aplicación Hermitiana).- La aplicación sesquilineal
a : V × V −→ C, será hermitiana si:
a(v, w) = a(v, w), ∀u, v ∈ V.
Muchos problemas de ecuaciones diferenciales parciales pueden ser reformulados en una
forma abstracta, usando operadores en espacios de Hilbert. En esta sección presentaremos
el Teorema Espectral, fundamental para la elección de bases convenientes para la construc-
ción de las soluciones aproximadas. Para enunciar el Teorema Espectral, consideremos dos
espacios de Hilbert, V y H tales que V →֒ H y V denso en H, y una forma sesquilineal
continua en V × V .
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Denotaremos por D(A) al conjunto de los u ∈ V tal que la forma antilineal v 7→ a(u, v)
es continua en V con la topología inducida por H. Como D(A) = H, podemos prolon-
gar esta forma antilineal a todo H, por tanto, para cada u ∈ D(A), ∃! Au ∈ H tal que
a(u, v) = (Au, v), ∀v ∈ V .
Por lo que queda definido un operador A : D(A) ⊆ V −→ H / Au = Au con
D(A) = {u ∈ V ; ∃!f ∈ H tal que a(u, v) = (f, v)H , ∀v ∈ V }
Con estas características tenemos que D(A) es un subespacio lineal de H y que,
A : D(A) ⊂ V −→ H, definido antes, es un operador lineal de H. En este caso, diremos que
A es un operador definido por la terna: {V,H,a(u, v)}.
Teorema 1.5.3 ( Espectral) Sea V y H dos espacios de Hilbert, tales que V →֒ H con
inmersión compacta en V y denso en H. Supongamos que a(u, v), es una forma sesquilineal
continua en V × V con a(u, v) hermitiana.
Sea A un operador definido por la terna {V,H,a(u, v)}. Entonces:
(i) A es autoadjunto y existe un sistema numerable, ortonormal y completo (wn)n∈N de H
constituido por autovectores de A, que además, (wn)n∈N es completo en V .
(ii) Si (λn)n∈N son los autovalores de A correspondientes a los (wn)n∈N, entonces:
0 ≤ λ1 ≤ λ2, ...,≤ λn ≤ ... ; y λn →∞.
(iii) El dominio de A es dado por:
D(A) =
{
u ∈ H ;
∞∑
n=1
λ2n|(u, wn)H |2 <∞
}
(iv) Se tiene:
Au =
∞∑
n=1
λn(u, wn)Hwn, ∀u ∈ D(A).
Demostración.- Ver [15] . 
El operador de Laplace ∆ =
∂2
∂x21
+
∂2
∂x22
+ ... +
∂2
∂x2n
es un operador diferencial de orden 2
formalmente autoadjunto. La teoria espectral para operadores no acotados en un espacio de
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Hilbert nos muestra que el operador (−∆) es definido por la terna {H10 , L2(Ω), ((·, ·))} y su
dominio está caracterizado por D(−∆) = H10 (Ω) ∩H2(Ω), esto es:
−∆ : H10 (Ω) ∩H2(Ω) ⊂ L2(Ω) −→ L2(Ω)
u 7→ −∆u
es un operador autoadjunto no acotado en L2(Ω). Además, el teorema espectral muestra
que existe una sucesión (wn)n ∈ N de autovectores del operador (−∆), con sus respectivos
autovalores (λn) ; n ∈ N, esto es:
−∆wn = λnwn, ∀n ∈ N.
Consideremos el sistema (wn)n∈N, como la base de L2(Ω) constituida por los vectores pro-
pios o autovectores del operador (−∆). Así podemos verificar que, además de las propiedades
anteriores, tenemos:
((u, wn)) = λn(u, wn), ∀n ∈ N y ∀u ∈ H10 (Ω);
(((u, wn))) = λn((u, wn)) = λ
2
n(u, wn), ∀n ∈ N y ∀u ∈ H10 (Ω) ∩H2(Ω)
donde
‖wn‖ =
√
λn y |||wn||| = λn, ∀n ∈ N
y por tanto (
wn√
λn
)
n∈N
es un sistema ortonormal y completo de H10 (Ω);
y (
wn
λn
)
n∈N
es un sistema ortonormal y completo de H10 (Ω) ∩H2(Ω).
Definición 1.5.4 ( Operador Monótono ) .- Un operador lineal no acotado A : D(A) ⊆
H −→ H, es monótono si
〈Av, v〉 ≥ 0 , ∀ v ∈ D(A)
A es llamado máximal monótono si además R(I + A) = H. Es decir, si:
(i) A es monótono
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(ii) ∀f ∈ H, ∃u ∈ D(A) tal que u+ Au = f
Proposición 1.5.5 .
Sea A un operador máximal monótono. Entonces
(a) D(A) es denso en H.
(b) A es un operador cerrado.
(c) ∀λ > 0 , I + λA : D(A) −→ H es biyectivo, (I + λA)−1 es un operador acotado y
|(I + λA)−1|
L (H) ≤ 1.
Demostración.- [3] .
Definición 1.5.6 (Forma bilineal acotado y coercivo).- Una forma bilineal a ( ·, · ) en
un espacio lineal normado H es denominado acotado (o continuo) si ∃C <∞ tal que
|a ( v, w )| ≤ C ‖v‖H ‖w‖H , ∀ v, w ∈ H
y coercivo sobre V ⊂ H si ∃α > 0 tal que
|a ( v, w )| ≥ α ‖v‖2H , ∀ v ∈ H
Proposición 1.5.7 (Lax Milgran)
Dado un espacio de Hilbert (V, ( · , · ) ), contínua, la forma bilineal a ( · , · ) coercivo y el fun-
cional lineal contínua F ∈ V ′, entonces existe un único u ∈ V tal que
a ( u , v ) = F (v) , ∀ v ∈ V
Demostración.-
Para cualquier v ∈ V , se define una funcional Au por Au(v) = a(u, v) , ∀ v ∈ V .
Au es lineal puesto que
Au(αv1 + βv2) = a(u, αv1 + βv2)
= αa(u, v1) + βa(u, v2)
= αAu(v1) + βAu(v2) , ∀ v1, v2 ∈ V , α, β ∈ R
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Au es también contínuo, puesto que, para todo v ∈ V ,
|Au(v)| = |a ( u, v )| ≤ C ‖u‖ ‖v‖ ,
donde C es la constante según la definición de continuidad para a ( · , · ). por consiguiente,
‖Au‖V ′ = sup
v 6=0
|Au(v)|
‖v‖ ≤ C ‖u‖ <∞.
Así, Au ∈ V ′. Similarmente, se puede mostrar que la aplicación u −→ Au es una aplicación
lineal V −→ V ′. Tambien mostraremos que la aplicación lineal A : V −→ V ′ es continua
con ‖A‖L(V,V ′) ≤ C.
Ahora, por el teorema de la representación de Riesz (Ver [3] ), para cualquier φ ∈ V ′ existe
un único τφ ∈ V tal que φ(v) = (τφ, v) para cualquier v ∈ V . Debemos encontrar un único
u tal que
Au(v) = F (v) , ∀ v ∈ V.
En otras palabras, queremos encontrar un único u tal que
Au = F , ( en V ′ )
o
τAu = τF , ( en V )
puesto que τ : V ′ −→ V es una aplicación inyectiva. Resolveremos esta última ecuación
usando el Lema 2.7.2. Debemos encontrar ρ 6= 0 tal que la aplicación T : V −→ V es una
aplicación contracción, donde T es definido por
Tv := v − ρ(τAv − τF ) , ∀ v ∈ V
Si T es una contracción, entonces por el Lema 2.7.2, existe un único u ∈ V tal que
Tu = u− ρ(τAu− τF ) = u,
que es, ρ(τAu− τF ) = 0, o τAu = τF .
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Falta mostrar que existe ρ 6= 0. Para cualquier v1, v2 ∈ V , sea v = v1 − v2. Entonces
‖τv1 − τv2‖2 = ‖v1 − v2 − ρ(τAv1 − τAv2)‖2
= ‖v − ρ(τAv)‖2 (τ, A son lineales)
= ‖v‖2 − 2ρ(τAv, v) + ρ2 ‖τAv‖2
= ‖v‖2 − 2ρAv(v) + ρ2Av(τAv) (definición de τ)
= ‖v‖2 − 2ρa(v, v) + ρ2a(v, τAv) (definición de A)
≤ ‖v‖2 − 2ρα ‖v‖2 + ρ2C ‖v‖ ‖τAv‖ (coercitividad y continuidad de A)
≤ (1− 2ρα + ρ2C2) ‖v‖2 (A acotado , τ isométrico)
= (1− 2ρα + ρ2C2) ‖v1 − v2‖2
= M2 ‖v1 − v2‖2 .
Aquí, α es la constante en la definición de coercitividad de a ( · , · ).
Notar que ‖τAv‖ = ‖Av‖ ≤ C ‖v‖ fue usado en la desigualdad anterior. Así necesitamos
1− 2ρα + ρ2C2 < 1 para algún ρ
ρ(ρC2 − 2α) < 0
Si elegimos ρ ∈ 〈 0 , 2α/C2 〉 entonces M < 1 y se completa la prueba 
Observación 1.5.8 Notar que ‖u‖V ≤ (1/α) ‖F‖V ′ donde α es la coercitividad constante.
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Capítulo 2
Ecuaciones semilineales fuertemente
monótonas
En este capítulo presentamos el resultado principal del trabajo de tesis. Consideremos la
ecuación:
Au+ F (u) = 0 (2.1)
Bajo condiciones adecuadas sobre el operador A y la no linealidad de F , probaremos que
(2.1) posee una única solución.
2.0.1. Resultado principal
Teorema 2.0.1 Asumamos que A : D(A) ⊂ H −→ H es máximal monótona y existen
m,M > 0 tal que:
(i) 〈F (u)− F (v), u− v〉 ≥ m · |u− v|2, ∀u, v ∈ H;
(ii) |F (u)− F (v)| ≤M · |u− v| , ∀u, v ∈ H.
Entonces la ecuación (2.1) tiene una solución única.
Demostración.- La demostración estará basada en el siguiente Lema.
Lema 2.1 Supongamos que F : H −→ H satisfaciendo (i) y (ii). Entonces existe λ > 0 tal
que Sλ : H −→ H , Sλ(u) := u− λF (u) es una contracción.
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Prueba:
Sea λ > 0 y u, v ∈ H. Se tiene:
|Sλ(u)−Sλ(v)|2 = |u−v|2−2λ〈F (u)−F (v), u−v〉+λ2|F (u)−F (v)|2 ≤ (1−2λm+λ2M2)|u−v|2
Luego, tomando raiz cuadrada, en la anterior desigualdad resulta
|Sλ(u)− Sλ(v)| ≤ c · |u− v| (2.2)
con c :=
√
1− 2λm+ λ2M2 < 1 , λ ∈ 〈0, 2m
M2
〉
Ahora la ecuación (2.1) puede escribirse como:
(I + λA)u− (u− λF (u)) = 0 (2.3)
o
(I + λA)u = Sλ(u) (2.4)
Ahora tomando λ > 0 como en el lema. Usando el hecho que (I + λA) es inversible y
|(I + λA)−1| ≤ 1 para cada λ > 0 (porque A es monótona máximal), la ecuación (2.4) es
equivalente con
u = (I + λA)−1Sλ(u) (2.5)
Tenemos
|(I + λA)−1Sλ(u)− (I + λA)−1Sλ(v)| = |(I + λA)−1(Sλ(u)− Sλ(v))|
≤ |(I + λA)−1| · |(Sλ(u)− Sλ(v))|
≤ |(Sλ(u)− Sλ(v))| , ∀u, v ∈ H
≤ C|u− v| < |u− v| , ∀u, v ∈ H
Luego la aplicación, u 7−→ (I+λA)−1Sλ(u) es una contracción , por el teorema 1.2.13 resulta
que (2.5) , y consecuentemente (2.1), poseen una única solución. 
Teorema 2.0.2 Sea X , Y espacios normados y A : D(A) ⊆ X −→ Y un operador lineal
compacto. Entonces A es acotado.
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Demostración.- Sea B = {x ∈ D(A) : | x | = 1}
Luego B es acotado en X. Como A es compacto, A(B) es compacto, luego A(B) es acotado
(y así A(B) acotado, pues todo conjunto V compacto ⊆ X es cerrado y acotado)
Luego
sup
x∈D(A)
|x|=1
|Ax | = sup
x∈B
|Ax | ≤M , para algún M > 0 (2.6)
Ahora bien, sea x ∈ D(A). Si x = 0, no hay nada que probar (pues A0 = 0, por la linealidad).
Sea x 6= 0 , x ∈ D(A). Luego x|x| ∈ D(A) y
x
|x| = 1
Luego de (2.6) :
sup
x 6=0
x∈D(A)
∣∣∣∣A( x|x|
) ∣∣∣∣ ≤M
entonces ∣∣∣∣A( x|x|
) ∣∣∣∣ ≤M , ∀x ∈ D(A) , x 6= 0
Por lo que |Ax| ≤M |x| , ∀x ∈ D(A), es decir A es acotado (y así A es contínuo). 
Seguidamente probaremos un resultado similar al del Teorema 2.0.1.
Teorema 2.0.3 Supónga que F satisface (i), (ii) del Teorema 2.0.1 y que
A : D(A) ⊂ H −→ H es lineal, compacto y monótono. Entonces la ecuación (2.1) posee una
única solución.
Demostración.- La ecuación (2.1) puede escribirse equivalentemente como
(I + λA) = Tλ(u) (2.7)
donde Tλ(u) := λu+ F (u), λ > 0.
Sea λ > 0 y u, v ∈ H
|Tλ(u)− Tλ(v)|2 = λ2|u− v|2 − 2λ〈F (u)− F (v), u− v〉+ |F (u)− F (v)|2
≤ (λ2 − 2λm+M2) |u− v|2
Luego,
|Tλ(u)− Tλ(v)| ≤
√
λ2 − 2λm+M2 · |u− v| (2.8)
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Observemos que si A : D(A) ⊆ H −→ H es lineal y compacto, entonces es continuo por
Teorema 2.0.2 y luego acotado en D(A).
Elijamos λ > ma´x{‖A‖; M2
2m
}. En particular, λ > ‖A‖ implica que λI+A es inversible porque
σ(A) ⊂ [−‖A‖, ‖A‖]. Además,
|(λI + A)u|2 = λ2|u|2 + 2λ(Au, u) + |Au|2 ≥ λ2|u|2 (2.9)
(porque es monótona), o |(λI + A)u| ≥ λ|u|, De aquí |(λI + A)−1| ≤ 1
λ
También la ecuación (2.7) es equivalente a
u = (λI + A)−1Tλ(u) (2.10)
Luego tenemos
|(λI + A)−1Tλ(u)− (λI + A)−1Tλ(v)| = |(λI + A)−1(Tλ(u)− Tλ(v))|
≤ |(λI + A)−1| · |Tλ(u)− Tλ(v)|
≤ 1
λ
√
λ2 − 2λm+M2 · |u− v|, ∀u, v ∈ H
Como λ >
M2
2m
se tiene
⇒ 2λm > M2
⇒ λ2 − 2λm+M2 < λ2
⇒
√
λ2 − 2λm+M2 < λ
De ahí que u 7→ (λI + A)−1Tλ(u) es una contracción. Así la ecuación (2.10) y consecuente-
mente (2.1) posee una única solución. 
Observación 2.0.4 La compacidad y acotación de A fueron usados para elegir un número
λ > 0 tal que λI + A es inversible. Es posible una hipótesis más debil. En si mismo, la
condición A compacto y acotado puede ser reemplazada con condición: espectro de A es
acotado.
Podemos establecer un resultado más general.
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Teorema 2.0.5 Sea F : H −→ H satisface (i), (ii) del Teorema 2.0.1 y
A : D(A) ⊂ H −→ H, monótona y el espectro σ(A) es acotado inferiormente. Entonces la
ecuación (2.1) posee una única solución.
Demostración.- Asumamos que existe L > 0 tal que σ(A) ⊆ [L,+∞[. Luego λI +A es
invertible para λ < L, así para −λ > −L: (−λ)I + A es invertible. De ahi, basta repetir la
demostración del Teorema (2.0.3) tomando λ >
M2
2m
tal que −λ ∈ ρ(A). 
2.0.2. Aplicaciones
(A1). PROBLEMAS DE FRONTERA SEMILINEAL ELIPTICO
Sea Ω ⊂ Rn un dominio acotado y aij ∈ C2(Ω) , 1 ≤ i, j ≤ n teniendo la propiedad de
elipticidad.
n∑
i,j=1
aij(x)ξiξj ≥ α|ξ|2, ∀ξ ∈ Rn
para algún α > 0. Consideremos el siguiente problema elíptico
−
n∑
i,j=1
∂
∂xj
(
aij(x)
∂u
∂xj
)
+ g(x, u) = f(x) , en Ω
u = 0 , sobre ∂Ω
(2.11)
Para f ∈ L2(Ω). Si g(x, u) = a0(x)u, con a0(x) ∈ C(Ω), a0 > p > 0 , ∀x ∈ C(Ω)
Primero definimos el concepto de solución débil de (2.11).
Definición 2.0.6 .- Diremos que U : Ω −→ R es solución débil de (2.11) si:
(i) U ∈ H10 (Ω)
(ii)
n∑
i,j=1
∫
Ω
aij(x)
∂u
∂xj
∂v
∂xi
dx+
∫
Ω
g(x, u)vdx =
∫
Ω
f(x)vdx , ∀v ∈ H10 (Ω)
• Si g(x, u) = a0(x)u, definimos a forma bilineal
a : H10 (Ω)×H10 (Ω) −→ R
(u, v) 7−→ a(u, v) =
n∑
i,j=1
∫
Ω
aij(x)
∂u
∂xj
∂v
∂xi
dx+
∫
Ω
a0(x)udx
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que resulta ser (aparte de bilineal) contínua y coerciva.
De la inmersión de L2(Ω) →֒ H−1(Ω) , podemos considerar f ∈ H−1(Ω).
Así nuestro problema es del tipo Au = f en H10 (Ω), es decir
a(u, v) = 〈f, v〉 , ∀v ∈ H−1(Ω)
donde
Au = −
n∑
i,j=1
∂
∂xj
(
ai,j(x)
∂v
∂xi
)
+ a0u (2.12)
Considerando V = H10 (Ω), V
′ = H−1(Ω), A como en (2,12) y f ∈ L2(Ω) →֒ H−1(Ω),
por la proposición 1.5.14, existe una única solución débil de (2.11)
• Ahora supongamos que g(x, u) posee derivada parcial de primer orden en u y
m ≤ ∂g
∂u
≤M en Ω, (m,M > 0) (2.13)
Bajo estas hipótesis, el problema (2.1) posee una única solución en sentido débil, para
cada f ∈ L2(Ω). Así mismo, podemos aplicar Teorema (2.0.1) tomando H = L2(Ω) ,
A := −
n∑
i,j=1
∂
∂xj
(
aij(x)
∂u
∂xj
)
, D(A) := H2(Ω) ∩H10 (Ω) y F (u) := g(·, u)− f .
Veamos que F satisface (i) y (ii) del teorema 2.0.1.
(a) 〈F (u)− F (v), u− v〉 = 〈g(x, u)− f − g(x, v) + f, u− v〉
= 〈g(x, u)− g(x, v), u− v〉
=
∫
Ω
(g(x, u)− g(x, v))(u− v)dx
=
∫
Ω
(
∂g
∂u
(x, uˆ)
)
(u− v)2dx
≥ m
∫
Ω
|u− v|2 dx
≥ m |u− v|2L2(Ω)
(b)
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∫
Ω
|F (u)− F (v)|2 dx =
∫
Ω
|g(x, u)− g(x, v)|2 dx
≤
∫
Ω
∣∣∣∣∂g∂u(x, uˆ)
∣∣∣∣2 |u− v|2 dx
= M2
∫
Ω
|u− v|2 dx
|F (u)− F (v)|L2(Ω) ≤ M |u− v|2L2(Ω)
(c) Consideremos A : D(A) ⊆ L2(Ω) −→ L2(Ω) , D(A) = H10 (Ω) ∩H2(Ω) , H = L2(Ω)
tal que 〈Au, v〉 =
n∑
i,j=1
∫
Ω
aij
∂u
∂xj
∂u
∂xi
dx , ∀u ∈ D(A) , ∀v ∈ H10 (Ω)
Luego por el teorema de Lax Milgram, la ecuación
u+ Au = f ∈ L2(Ω)
admite solución, es decir R(I + A) = L2(Ω)
〈Au, u〉 =
n∑
i,j=1
∫
Ω
aij(x)
∂u
∂xj
∂u
∂xi
dx ≥ α |∇u|2L2(Ω) ≥ 0 , ∀u ∈ D(A)
De lo anterior A es máximal monótono.
Por el Teorema 2.0.1 , el problema (2.11) admite una única solución débil.
(A2). PROBLEMAS DE PERTURBACIÓN DE LAPLACE
En [5] se ha estudiado el problema de perturbación de Laplace−∆u+ Pu = f , en Ωu = 0 , sobre ∂Ω (2.14)
usando métodos diferentes a lo mostrado en este trabajo de tesis. Podemos aplicar el Teo-
rema (2.0.1), haciendo que P : L2(Ω) −→ L2(Ω) satisfaga (i) y (ii). En particular, si P es
diferenciable Gateaux con
m · |h|2 ≤ 〈(DP )(u)h, h〉 ≤M · |h|2; (m,M > 0) (2.15)
entonces (2.14) posee una única solución, porque Au := −∆u ; D(A) := H2(Ω) ∩H10 (Ω) es
máximal monótona, y por otro lado definiendo.
Fu = Pu− f , u ∈ L2(Ω)
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Se tiene:
〈Fu− Fv, u− v〉 = 〈(Pu− f)− (Pv − f), u− v〉
= 〈Pu− Pv, u− v〉
= 〈Dp(v)(u− v), (u− v)〉 .
Pero de (2.15):
m |u− v|2L2(Ω) ≤ |〈Fu− Fv, u− v〉| ≤M |u− v|2L2(Ω)
Luego:
(i) 〈Fu− Fv, u− v〉 ≥ m |u− v|2L2(Ω)
(ii) |〈Fu− Fv, u− v〉| ≤M |u− v|2L2(Ω)
=⇒ |Fu− Fv|L2(Ω) ≤M |u− v|L2(Ω)
que son las hipótesis del Teorema 2.0.1
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Capítulo 3
Conclusiones
• Se concluye que el método del punto fijo y la teoría de operadores monótonas constituyen
herramientas poderosas para probar la existencia y unicidad de soluciones a proble-
mas no lineales en ecuaciones diferenciales parciales y ordinarias presentadas en forma
general (abstracta).
• La ecuación abstracta (elíptica ) mostrada en este trabajo tiene una gran aplicabilidad a
una diversidad de situaciones físicas, lo que muestra la importancia de la generalización
realizada.
• La limitación que presenta nuestro trabajo es relacionado al operador A, que es lineal;
sin embargo, la metodología empleada puede ser usada para operadores no lineales (por
ejemplo el operador p-Laplaciano ∆p , p > 1 ), con ligeras adaptaciones, y que serán
realizadas en un trabajo a futuro.
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