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Abstract 
In power market environment with energy conservation and emission reduction, clean energy power has an 
increasingly important position because of its low cost and environmental pollution. This paper researches on power 
system dynamic economy dispatch including wind system. The model of environment economic dispatch including 
wind power is established with the lowest generating cost of total power system as the objective function. The various 
constraint conditions are considered with conventional thermal power units and wind power. According to actual load 
data in a certain area, simulation test is completed using particle swarm optimization algorithm which has advantage 
of strength searching capability and fast optimizing. Simulation results show that the mathematical model is correct 
and the optimization algorithm is effective. Meanwhile, the application of the relative entropy balance theory is on 
evaluation and selection to the decision results. 
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1.  Introduction 
In the context ensuring reliable operation of power system, the policy is to giving priority to clean and 
green renewable energy sources ,such as wind power, to maximize power generation, under national 
Eleventh-Five strategic goal of energy saving and emissions reducing. The lower cost of wind power 
generation and almost no greenhouse gas emissions are advantages of wind power. Dynamic economic 
dispatch problem containing wind farms connect to grid is a very important subject. In the current 
electricity market operation regime, the study on economic dispatch model which can reasonably reflect 
environmental costs and the value of wind power has practical significance[1-6]. 
After leading the wind farms into system, the factors on dynamic economic dispatch are thermal 
power generation cost, polluting gas emissions, wind power generation cost and the spinning reserve. The 
objective function is to minimize the total cost in system with linear weighting to this multi-objective 
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optimization problem. In this paper, the daily load is divided into 24 periods. The simulation is by particle 
swarm optimization algorithm which has advantage of strength searching capability and fast optimizing. 
Finally, the application of the relative entropy balance theory is on evaluation and selection to the 
decision results. 
2.  Mathematical Model of Environmental Economic Dispatch 
Dynamic economic dispatch is to allocate power generating units output reasonably and minimize 
generation costs and greenhouse gas emissions in scheduling cycle under the premise of meeting the load 
and run constraints[7]. Taking consider of leading the wind farms into system, there are many factors on 
dynamic economic dispatch, such as:  thermal power generation cost, polluting gas emissions, wind 
power generation cost , the spinning reserve, and so on. The objective function is to minimize the total 
cost in system with linear weighting to this multi-objective optimization problem. 
2.1 Objective function 
The objective function with linear weighting to this multi-objective optimization problem is:
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where, N for the total number of thermal power units; iF for the cost of the thi thermal power unit; 
iEF for emissions costs of 
thi thermal power unit; WF for the cost of the wind farm; WRF for cost of 
spinning reserve; 1D ǃ 2D ǃ 3D ǃ 4D respectively for the weight factors of each cost; iP  for output per 
hour of the thi thermal power unit(kWh)Ǆ 
1) Generation Costs˖Thermal power generation costs include fuel costs and operation and 
maintenance costs: 
iOifi FFF                                                             (2)
a) Fuel costs˖ 
iiiiiif cPbPaF  
2                                                       (3) 
where, ia ǃ ib ǃ ic for coefficient of fuel cost, according to fuel consumption curve of the thermal 
power unit. 
b) Operation and maintenance costs˖ 
iiOiO PKF u                                                            (4) 
where, iOK for operation and maintenance coefficient of the 
thi thermal power unit(̞/kWh). It 
means operation and maintenance costs for each 1kWh. 
2)Emission costs: Cost of thermal power plant emissions is as follows. 
iEiEiE PRKF uu                                                         (5) 
where, iEK for emission factor of the 
thi  thermal power unit (kg/kWh), indicating emissions of 
greenhouse gases in weight per kWh the thermal power units generating; ER for the greenhouse gas 
emissions price (̞/kg)ˈindicating emissions fees paid for per 1kg discharge of greenhouse gases. 
3) Wind power generation cost˖Generation cost of wind power is as follows. 
WWW PRF u                                                           (6) 
where, WR for wind power generation cost paid per kWh˗ WP for the wind farm output power. 
Because the randomness of wind speed, wind turbine output is a random variable with wind speed. 
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where, v for the actual wind speed; rv for the rated wind speed of wind turbine. 
2.2 Constraints 
1)Equality constraints T˖he power balance constraints that system must meet with ignoring system 
network loss is as shown. 
LW
N
i
i PPP  ¦
 1
                                                       (7) 
where, WP for active power output forecast of the wind farm; LP for load. 
2)Inequality constraints˖
a) Generator output constraints˖Output limits to thermal generation units and wind turbine are 
as shown. 
max,min, iii PPP dd  
rWW PP ,0 dd  
where, min,iP ǃ max,iP respectively for upper and lower limits of the 
thi thermal power unit output; NWP , for 
the wind farm's rated output. 
b) Climbing rate constraints of the thermal power unit˖ 
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where, downir ǃ
up
ir for the maximum permitted under the climbing and the climbing rate to output active 
power of conventional thi thermal power per minute; 60T  for one operating period, namely 60 minutes. 
3.  Particle Swarm Optimization  
In PSO[8,9], each potential solution of optimization problem is a particle. Particles fly in the 
search space to a certain speed. The speed is adjusted dynamically according to flying experience of 
its own and peer. All particles have a fitness value by the objective function, and know the best 
position found so far (pbest) and the current position. Each particle also knows the best position  in 
the entire group so far (gbest). Optimization search is in progress by iterative approach in stock 
consisted of particles initialized random. 
Assuming in a d -dimension search space, there is a swarm formed by m  particles 
representing potential problems solutions, such as  
^ `mXXXs ,,, 21 ! ( mi ,,2,1 " ) 
 where, ),,,( 21 idiii xxxX " indicated a vector point that the 
thi particle in the d -dimension 
solution space. iX is substituted into an objective function related to solving problems and the 
corresponding fitness value can be calculated. ),,,( 21 idiii pppP "  ( mi ,,2,1 " ) is used to record 
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the best point (pbest) within own search for thi particle. In this swarm, at least one particle is the best 
of their number denoted g. Thus ),,,( 21 gdggg pppP "  is the best value (gbest) in swarm search, where 
^ `mg ,,2,1 " . Each particle has a speed variable. ),,,( 21 idiii vvvV "  ( mi ,,2,1 " ) can be used to 
represent the velocity of thi particle. 
PSO algorithms are using the following formula for the operation of the particle. 
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 where, the particles of the label mi ,,2,1 " ; k for the iterations; learning factor 1c ǃ 2c is the two 
positive constants, the general value of 2; 1r ǃ 2r are random number uniformly distributed in [0,1]. The 
new velocity of thi particle is calculated by formula (8) and the coordinates of the new location is 
calculated by formula (9). By formula (8) and (9), the particles decide the movement of the next step. 
4.  Example Analysis 
 The examples include 4 thermal power units and a wind farm. The rated active output of thermal 
power units are 2h300MW and 2h400MW. The largest active output of wind farms is 100MW. 
Computing cycles is for a day, with 1h for a period and a total of 24 hours. These are shown in Table 1.  
 
Table 1 The 24-hour load curve 
 
Period Load (MVA) Period Load(MVA) 
1 265.6 13 486.88 
2 268.96 14 510.56 
3 268.96 15 548.16 
4 262.08 16 514.08 
5 306.4 17 640 
6 340.48 18 636.64 
7 374.4 19 656.96 
8 503.84 20 595.68 
9 517.44 21 565.12 
10 524.32 22 514.08 
11 469.76 23 449.44 
12 486.88 24 357.44 
 
In formula(1), 1D ǃ 2D ǃ 3D and 4D in respect of the weighting factors to cost of purchasing cost from 
thermal power plants and wind farm. The different values of 1D ǃ 2D ǃ 3D and 4D  take into account a 
different focus on the cost of purchasing cost from thermal power plants or wind farm. Then optimizing 
results will be different. During optimization process, the impact on output of wind farm with the change 
of wind speed is not considered. It is under the assume that optimal output power is in the range of wind 
farm output. Swarm number is 100, maximum iteration is 1000. 
Larger winds force in Spring and Autumn cause larger active power output in wind farm. The article 
adopt the load in Spring and Autumn working days as an example. With considering whether the wind 
power connecting to grid, the units’ outputs are optimized. Due to the system load be smaller, output of 
each unit is smaller. 
Supposing no wind power, the units’ outputs optimized in 24 hours are shown in Table 2. Supposing 
with wind power, the units’ outputs optimized in 24 hours are shown in Table 3. 
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Table 2 Optimized units’ outputs without wind power 
 
Table 3 Optimized units’ outputs including wind power 
  
Optimization results with wind power merging in grid or not is shown in Table 1. The 
optimization results conduct with a day as a dispatch cycle. Because of low effect of wind power 
reserve cost to total cost of system, it is without consideration in example, namely 04  D . The weight 
in objective function is value degree for each cost. Optimization results with wind power merging in 
grid or not is shown in Table 4.  
Table 4 Total cost for different weight(ten thousands) 
 1D , 2D , 3D  Total cost 
(0.8,0.2,0) 321.578 
(0.4,0.3,0.3) 314.613 
(0.2,0.1,0.7) 312.905 
 
Indicated from the data in table 1, the total cost reduces. Thereby the energy consumption of a 
power system is reduced. With the enlargement of wind scale, more generating costs can be saved 
through the system dynamic economic dispatch. And with the increasing of environmental cost, units 
or energy which friendly to environment will get more dispatch weight. 
5. Evaluation Mapping Model Based on the Relative Entropy Balance 
Different methods can be adopted to describe balance of each component in a vector. This paper use 
entropy to describe the balance. Entropy is used to indicate the uncertainty, stability and information of 
system[10-12]. In general, the exist of entropy is relevant of associated factors and the state in system. The 
size of entropy represents degree of deviating equilibrium. The smaller entropy is, the greater degree of 
deviation is. 
 1 2 3 4 5 6 7 8 9 10 11 12
Unit1 33.88 32.03 33.10 34.58 43.79 53.64 59.09 88.78 93.05 93.96 83.32 89.77
Unit2 35.43 36.54 31.35 27.91 36.32 44.66 54.84 79.99 82.36 85.49 74.30 81.55
Unit3 90.33 93.33 95.18 95.06 107.12 116.41 124.54 159.88 161.02 166.24 148.61 150.23
Unit4 105.96 107.06 109.39 104.53 119.17 125.77 135.92 175.18 181.02 178.63 163.53 165.33
WT 0 0 0 0 0 0 0 0 0 0 0 0
 13 14 15 16 17 18 19 20 21 22 23 24
Unit1 81.87 93.10 102.39 94.37 122.64 127.98 132.13 114.99 101.73 88.28 75.94 52.23
Unit2 77.18 84.05 91.27 82.89 112.59 120.29 125.05 107.47 93.02 78.22 66.86 45.08
Unit3 158.68 160.28 169.72 157.79 193.40 189.51 195.69 181.63 178.62 166.27 147.31 124.48
Unit4 169.15 173.13 184.78 179.02 211.37 198.86 204.09 191.59 191.74 181.31 159.32 135.66
WT 0 0 0 0 0 0 0 0 0 0 0 0
 1 2 3 4 5 6 7 8 9 10 11 12 
Unit1 23.86 21.35 25.38 26.15 33.82 42.57 46.15 75.73 78.13 83.49 71.4 78.52 
Unit2 30.42 31.2 27.49 23.7 31.34 39.13 48.37 73.47 74.91 80.26 68.34 75.93 
Unit3 75.3 77.31 83.6 82.42 92.17 99.81 105.12 140.3 138.65 150.53 130.72 133.36 
Unit4 85.92 85.7 93.87 87.68 99.24 103.63 110.03 149.07 151.17 157.69 139.68 142.83 
WT 50.1 53.4 38.62 42.13 49.83 55.34 64.73 65.27 74.58 52.35 59.62 56.24 
 13 14 15 16 17 18 19 20 21 22 23 24 
Unit1 67.2 76.57 84.64 77.34 106.32 115.27 121.38 101.52 87.25 74.57 64.68 42.39 
Unit2 69.84 75.79 82.39 74.38 104.43 113.94 119.67 100.74 85.78 71.36 61.23 40.16 
Unit3 136.67 135.49 143.1 132.24 168.93 170.45 179.56 161.43 156.9 145.7 130.42 109.72 
Unit4 139.8 140.08 149.28 144.95 178.74 173.44 182.59 164.67 162.78 153.88 136.8 115.98 
WT 73.37 82.63 88.75 85.17 81.58 63.54 53.76 67.32 72.41 68.57 56.31 49.19 
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According to the principle and define of entropy, as the system can in m  kind state and every state 
probability is iP  ( mi ,,2,1 ! ), the entropy of system is as shown. 
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By the entropy extremality, each component values of input vector are nearly equal, the entropy is the 
greater. While fully equal to the weight, the largest value of entropy is defined, as )log(max mS  . Then 
relative entropy is: 
max
max
S
SSSx
                                                            (11) 
By the entropy character, it is clear that ]1,0[Sx . The small it is, the more approaching the 
components are, then the more balanced approach. Therefore, choose a relative entropy Sx to be the 
coefficient to quantitative balance is suitable. 
The balance coefficient can be used to amend model of evaluation map. The text proposed the 
evaluation mapping model based the relative entropy balance are as follows. 
 Tx WXSy )1( J                                                            (12) 
Where, y for the evaluation output˗ TX for input vectorˈas ),,,( 21 nxxxX " ˗W for weight, 
asW =(D Eˈ ) J˗ for balance coefficient indicating importance degree˗ ]1,0[J , more largerJ , then 
more important balance is˗ xS for the relative entropy. 
Normalizing the results in different weight coefficient, it is as input vector ),,( 321 xxxX  . Taking 
J to different values means different emphasis degrees with decision makers. The output assessment 
results are shown in Table 5. 
Table 5 Evaluation results for various J  
J  1 0.8 0.5 0.2 0 
\ 0.317 0.405 0.694 0.812 0.890
\ 0.459 0.502 0.572 0.673 0.517
\ 0.901 0.734 0.596 0.403 0.273
Deciders can determinate the various value to J  according to the importance degree to balance. a 
satisfactory result can be selected. Due to introduction of relative entropy, it makes the balance reflected 
in the final evaluation results. the distance of different scheme evaluation to different balance is opened. 
So it is more beneficial to make final decision. 
Conclusion  
Considering the factors on dynamic economic dispatch, such as thermal power generation cost, 
polluting gas emissions, wind power generation cost and the spinning reserve, the target function is to 
minimizing the cost. Compared with the traditional economic dispatch model, this analysis do more 
comprehensive considering of social and economic benefits of various energy forms. Optimization is with 
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chaos ant colony optimization algorithm. Simulation results show that, total power cost reduces after 
wind power merging in. In this paper the relative entropy is as a quantitative description index to balance, 
and applied into decision-making evaluation of indexes of generating cost in power system. The 
simulation results verify the mathematical model and the optimization algorithm is correct and effective. 
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