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Abstract— Geant4-based simulations of the energy deposited
by electrons in various materials are quantitatively compared
to high precision calorimetric measurements taken at Sandia
Laboratories. The experimental data concern electron beams
of energy between a few tens of keV and 1 MeV at various
incidence angles. Two experimental scenarios are evaluated: the
longitudinal energy deposition pattern in a finely segmented
detector, and the total energy deposited in a larger size calorime-
ter. The simulations are produced with Geant4 versions from
9.1 to 9.6; they involve models of electron-photon interactions
in the standard and low energy electromagnetic packages, and
various implementations of electron multiple scattering. Signif-
icant differences in compatibility with experimental data are
observed in the longitudinal energy deposition patterns produced
by the examined Geant4 versions, while the total deposited
energy exhibits smaller variations across the various Geant4
versions, with the exception Geant4 9.4. The validation analysis,
based on statistical methods, shows that the best compatibility
between simulation and experimental energy deposition profiles
is achieved using electromagnetic models based on the EEDL
and EPDL evaluated data libraries with Geant4 9.1. The results
document the accuracy achievable in the simulation of the energy
deposited by low energy electrons with Geant4; they provide
guidance for application in similar experimental scenarios and
for improving Geant4.
Index Terms— Monte Carlo, simulation, Geant4, electrons,
dosimetry
I. INTRODUCTION
THE simulation of the interactions with matter of electronsand of their secondary particles is one of the main tasks
of any Monte Carlo codes for particle transport. The resulting
energy deposition is relevant to a wide variety of experimental
applications, where electrons contribute to determine experi-
mental observables either as primary or secondary particles.
High precision experimental measurements [1]–[5] were
performed at the Sandia National Laboratories specifically
for the validation of the ITS (Integrated Tiger Series) [6]
simulation code: they concern electrons with energies ranging
from a few tens of keV to 1 MeV, and involve various target
materials and electron incidence angles. These experimental
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data are still regarded as the most comprehensive reference
for benchmarking the simulation of energy deposition by low
energy electrons: they have been exploited in the validation
[7]–[15] of numerous general purpose Monte Carlo codes
other than the ITS system, for which the measurements were
originally intended, such as EGS [16], EGSnrc [17], Geant4
[18], [19], MCNP [20], MCNPX [21] and Penelope [22].
The validation of simulated electron energy deposition in
[15] concerns two versions of Geant4, 8.1p02 and 9.1: the
latter was the latest version available at the time when the
article was written. Some differences in compatibility with
experiment were observed between the two Geant4 versions,
which were ascribed to evolutions in Geant4 multiple scatter-
ing implementation.
Statements of improvements to Geant4 simulation of elec-
tromagnetic interactions have been reported in the literature
[23]–[26] since the publication of [15], and a multiple scat-
tering model specifically addressing the transport of electrons
[27] has been introduced in the Geant4 toolkit. This paper
documents quantitatively how these evolutions in Geant4
electromagnetic physics domain affect the accuracy of the
simulation of the energy deposited by low energy electrons: it
reports comparisons between experimental data in [1]–[4] and
simulations based on Geant4 versions from 9.1 to 9.6, which
span five years’ Geant4 development.
In this respect, it is worthwhile to note that several versions
of Geant4 are actively used in the experimental community at
any given time, not limited to the latest release: in fact, despite
the fast release rate of Geant4 of one or two new versions
per year, often complemented by correction patches, experi-
mental projects usually require a stable simulation production
environment for large portions of their life-cycle and retain a
Geant4 version in their simulation productions for an extended
period, even though new versions may become available in the
meantime.
Besides the effects due to the evolution of Geant4 electro-
magnetic physics, this paper evaluates quantitatively another
issue of experimental relevance: the sensitivity to physics
modeling features in relation to the geometrical granularity
of the detector.
The results of this validation analysis provide guidance to
experimental users in optimizing the configuration of Geant4-
based applications in scenarios concerned by the simulation
of the energy deposited by low energy electrons. This in-
vestigation may be relevant also to high energy experiments,
since low energy electrons contribute to the determination
of the characteristics of electromagnetic showers initiated by
high energy particles, or the signal produced in detectors
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2in general. The validation tests reported here contribute to
improve Geant4 by objectively identifying areas where its
capability of reproducing experimental measurements could
profit from more refined physics modeling or software engi-
neering methods.
II. STRATEGY OF THIS STUDY
This validation study covers two experimental scenarios: the
longitudinal pattern of the energy deposited by electrons in a
segmented calorimeter, and the total energy deposited in a
bulk calorimeter. Test cases, characterized by electron energy,
beam incidence angle and target material, are reproduced in
the simulation for both scenarios according to the respective
experimental references [1], [3]. The test cases involving
uranium as target material are not considered in the validation
process, since concerns were expressed about the presence of
systematic errors in the calorimeter data for this material [3].
The physics configuration activated in the simulation (se-
lection of Geant4 processes, models and secondary production
thresholds) is the same in both scenarios; only the geometrical
configuration and the scored observable differ, as they reflect
the respective experimental set-up. This application design
feature allows the evaluation of the sensitivity of different
observables to the physics modeling options available in
Geant4 and to the evolution of Geant4 kernel.
In both scenarios three sets of electron-photon interaction
models are evaluated:
• the models based on the EEDL (Evaluated Electron Data
Library) [28] and EPDL (Evaluated Photon Data Library)
[29], also known as “Livermore models”, included in
Geant4 “low energy” electromagnetic package [30]–[32],
• the models reengineered from the Penelope [22] Monte
Carlo code, also belonging to the ‘’low energy” package,
• the models included in Geant4 “standard” electromag-
netic package [33].
In addition, the effects of different multiple scattering models
on the energy deposition patterns corresponding to the two
scenarios are estimated.
Simulations are produced with six Geant4 versions released
between late 2007 and late 2012; correction patches to these
versions released by the end of February 2013 are applied
on top of the original versions. For convenience, the Geant4
versions evaluated in this study are identified through their
original version number; the corresponding patched versions
used to produce the results reported in this paper are listed in
Table I.
The compatibility between simulated and experimental data
is assessed by means of statistical methods. The statistical
TABLE I
GEANT4 VERSIONS SUBJECT TO TEST
Version Identifier Patched Geant4 Version
9.1 9.1p03
9.2 9.2p04
9.3 9.3p02
9.4 9.4p04
9.5 9.5p01
9.6 9.6p01
analysis is articulated over two levels: first the compatibility
between simulated and experimental data is evaluated for each
test case on the basis of goodness-of-fit tests, independently
for each Geant4 physics configuration and version; next dif-
ferences in compatibility with experiment are evaluated for
different categories of data. The categories subject to analysis
are different electromagnetic physics settings within a given
Geant4 version, and different Geant4 versions with the same
physics settings in the simulation application. The analysis
of categorical data exploits contingency tables based on the
outcome of goodness-of-fit tests over different categories.
III. REFERENCE EXPERIMENTAL DATA
The reference data exploited in the validation process derive
from high precision measurements of longitudinal energy
deposition and total deposited energy reported in [1], [3] re-
spectively. The transverse energy deposition was not measured.
The two sets of measurements use the same experimental
technique, although they concern two distinct observables.
The experimental apparatus and measurement techniques are
described in detail in [1]–[4]; only a brief overview is provided
here to facilitate the comprehension of the results reported in
this paper.
The experimental set-up involved an electron beam imping-
ing on a target equipped with a calorimeter. The energy and
incidence angle of the beam varied in the range from 25 keV to
1.033 MeV, and from 0◦ to 83.5◦ respectively. The target was
configured as a semi-infinite geometry; its thickness was larger
than the range of the most energetic electrons, and its diameter
was adequate to contain the resulting electromagnetic shower
even for non-orthogonal beam incidence (apart from possi-
ble leakage of Bremsstrahlung photons). The experimental
configuration for the measurement of the longitudinal energy
deposition consisted of a front slab of passive material, a
calorimeter and a so-called “infinite” plate, all of the same
material; the thickness of the front slab was varied to measure
the deposited energy as a function of depth. The measurement
depth was determined by the sum of the thickness of the front
slab and one-half the calorimeter thickness. The calorimeter
coincided with the whole target for the measurements of
the total deposited energy. For the reader’s convenience, the
thicknesses of the calorimeters utilized in the two experimental
set-ups are summarized in Table II.
TABLE II
CALORIMETER THICKNESS IN THE TWO EXPERIMENTAL CONFIGURATIONS
Target Longitudinal profile Total deposited energy
Reference [1] Reference [3]
(mm) (mm)
Be 0.024 3.81
C 0.092 4.78
Al 0.019 2.64
Ti 1.63
Fe 0.025
Cu 0.024
Mo 0.005 0.91
Ta 0.010 0.53
U 0.008 0.50
3TABLE III
TEST CASES FOR LONGITUDINAL ENERGY DEPOSITION
Target Z Energy (keV) Angle (degrees)
Be 4
58 0
109 0
314 0
521 0
1033 0
C 6 1000 0
Al 13
314 0
521 0
1033 0
314 60
521 60
1033 60
Fe 26
300 0
500 0
1000 0
Cu 29 300 0500 0
Mo 42
100 0
300 0
500 0
1000 0
300 60
500 60
1000 60
Ta 73
300 0
500 0
1000 0
500 30
500 60
1000 60
U 92
300 0
500 0
1000 0
1000 60
The depth at which the deposited energy was measured
was expressed as a fraction of the continuous slowing-down
approximation (CSDA) [34] range. Some values of the CSDA
range of electrons reported in [1] differ from those reported by
the ESTAR database [35] of NIST (National Institute of Stan-
dards and Technology), which is considered an authoritative
reference; nevertheless, since the CSDA range is only used as
a scaling factor in the expression of the measurement depth,
it does not play any physical role in the features of the data,
therefore any discrepancies with respect to other references,
or to its true value, do not affect the results of goodness-of-fit
tests.
The experimental configurations of the test cases for lon-
gitudinal energy deposition are summarized in Table III, and
those for total energy deposition in Table IV, where available
combinations of beam energy and incident angle in the exper-
iment are identified by a ”x”.
The uncertainty in the measurements of the deposited en-
ergy is reported in the experimental references as varying
between 1.2% and 2.2% in the different configurations. An
extensive discussion of the analysis of experimental uncertain-
ties and their dependence on penetration depth is reported in
section V of [15]; they are handled in this study accordingly.
The correction of nominal experimental uncertainties as a
function of penetration depth is applied to the data as discussed
in [15]; nevertheless for the present study it profited from a
larger simulated data sample than the one used in [15], which
TABLE IV
TEST CASES FOR TOTAL ENERGY DEPOSITION
Target E (keV) Angle (degrees)
Element Z 0 16 31 46 61 76 83.5
Be 4
1033 x x x x x x x
521 x x x x x x x
314 x x x x x x
109 x x
Angle (degrees)
0 15 30 45 60 75 82.5
C 6
1000 x x x x x x x
500 x x x x x x x
300 x x x x x x x
100 x x x x x x
75 x x x x x x
50 x x x x x x
25 x x x x x x
Al 13
1033 x x x x x x
521 x x x x x x
314 x x x x x x
109 x x x x x x
84 x x x x x x
58 x x x x x x
32 x x x x x x
Ti 22
1033 x x x x x x
521 x x x x x x
314 x x x x x x
109 x x x x x x
Mo 42
1033 x x x x x x
521 x x x x x x
314 x x x x x x
109 x x x x x
Ta 73
1033 x x
521 x x x
314 x
U 92
1033 x x x x x x
521 x x x x x x
314 x x x x x x
109 x x x x x x
84 x x x x x x
58 x x x x x
32 x x x x x
allowed a more precise estimate of the error behaviour as a
function of depth. Nevertheless, although the numerical values
of the χ2 test statistic slightly differ when using the original
scaling corrections of [15] or the refined ones, the outcome
of the goodness-of-fit tests is the same as reported in [15] in
terms of rejection of the null hypothesis (i.e. of compatibility
of experimental and simulated distributions).
IV. SIMULATION CONFIGURATION
The Geant4-based application used for the validation tests
reported in this paper is the same as for the tests reported
in [15], apart from the changes needed to instantiate Geant4
kernel objects whose class interfaces were modified in the
evolution from version 9.1 to 9.6. A brief overview is provided
here; more extensive details can be found in [15].
The energy spectrum of the primary electrons is modeled
according to a gaussian distribution, with width defined by the
uncertainty on the beam energy reported in the experimental
references [1], [3]. The beam direction is set in the simulations
according to the incident angle corresponding to each test case.
The geometry configuration reproducing the experimental
set-up for the determination of the longitudinal energy depo-
sition is the same as described in [15]. For the simulation of the
4total deposited energy, the geometry configuration consists of
a single sensitive volume, corresponding to the calorimeter in
the experimental set-up. The two configurations are sketched
in Fig. 1 and 2 respectively.
The physics interactions that can be configured in the simu-
lation are: ionization, Bremsstrahlung and multiple scattering
for electrons, Rayleigh and Compton scattering, photoion-
ization and conversion for photons. With the exception of
multiple scattering, the physics configuration of the simulation
is identified in the following as “electron-photon settings”.
The simulations are configured with three alternative
electron-photon settings: those based on the EEDL and EPDL
evaluated data libraries (also known as the “Livermore” li-
brary), those reengineered from the Penelope Monte Carlo
code and those implemented in the Geant4 “standard” electro-
magnetic package. γ conversion is not relevant at the energies
considered in this study. Functionality for the simulation of
Rayleigh scattering is available in Geant4, based on EPDL
and reengineered from Penelope, for all versions considered
in this paper, and is activated in the simulations produced
for this paper. Functionality for the simulation of Rayleigh
scattering, implemented in the G4XrayRayleighModel class,
was first introduced in Geant4 “standard” electromagnetic
package in the 9.5 version; nevertheless, due to its questionable
physical behavior observed in [43], it is not included in
the simulation configurations examined in this paper. Atomic
Fig. 1. Sketch of the geometrical configuration corresponding to the
experimental set-up of [1] for the test of longitudinal energy deposition. The
lentgth indicated as “d” in the figure represents the depth at which the energy
deposition is scored.
Fig. 2. Sketch of the geometrical configuration corresponding to the
experimental set-up of [3] for the test of total energy deposition.
deexcitation [44] following the creation of a vacancy in atomic
shell occupation is activated in the physics processes and
models to which it is pertinent. Since it was verified that
the compatibility of the simulated energy deposition with
experimental data is insensitive to the generation of Auger
electrons in all the test cases of [1], [3], this time-consuming
atomic deexcitation component was not enabled to reduce
the computational resources required for the production of
simulated data.
The Penelope-like models reengineered in Geant4 versions
from 9.1 to 9.4 reproduce those implemented in Penelope 2001
version [41], while in Geant4 9.5 they have been updated to
those implemented in Penelope 2008 [42]: the results reported
in section VI as “Penelope” correspond accordingly to the
reengineered version of the original code. Models based on
both Penelope 2008 and 2001 are available in Geant4 9.5:
the validation results reported in section VI as “Penelope”
correspond to the activation of models reengineered from
Penelope 2008, while results based on reengineered Penelope
2001 models are explicitly indicated as “Penelope 2001”.
Unless otherwise specified, the simulation results reported
in this paper are produced with the default multiple scatter-
ing configuration corresponding to each Geant4 version. The
Urban multiple scattering model [36]–[38], based on Lewis’
theory [39], is instantiated by default in the electron multiple
scattering process; several variants of this model have been
implemented in Geant4. The main features of the default
multiple scattering configuration associated with the Geant4
versions examined in this paper are summarized in Table V.
Information about the parameters listed in Table V is available
in [40].
Validation results are also reported with an implementation
of the Goudsmit-Saunderson multiple scattering algorithm
[27], which was first released in Geant4 version 9.3.
Production thresholds are defined for each target material
to enable the production of secondary particles with energy
above 250 eV in simulations involving models based on the
EEDL and EPDL data libraries and originating from Penelope,
and above 1 keV in simulations activating models in Geant4
standard electromagnetic package.
The maximum step limit is set to 1 µm based on the
optimization described in [14]. This setting has been further
verified in the context of the validation process.
The energy deposited by primary and secondary particles is
scored in the sensitive volume corresponding to the calorimeter
in the experimental set-up.
The size of the simulated event samples is subject to the
TABLE V
DEFAULT MULTIPLE SCATTERING SETTINGS
Geant4 Multiple Scattering Range Geom
Version Model Class Factor skin Factor
9.1 G4UrbanMscModel 0.02 0 2.5
9.2 G4UrbanMscModel2 0.02 3 2.5
9.3 G4UrbanMscModel92 0.04 3 2.5
9.4 G4UrbanMscModel93 0.04 1 2.5
9.5 G4UrbanMscModel95 0.04 1 2.5
9.6 G4UrbanMscModel95 0.04 1 2.5
5requirement that the statistical uncertainties of the simulated
data are negligible with respect to the experimental uncertain-
ties. Unless differently specified, the simulated data sample
is based on one million primary electrons generated in each
test configuration. The statistical uncertainties of the simulated
data are taken into account in the calculation of the test statistic
of goodness of fit tests.
V. DATA ANALYSIS METHODS
The data analysis addresses various issues related to the
validation of Geant4-based simulation of the energy deposited
by electrons: the evaluation of the capability of Geant4 to
produce results consistent with measurements in the various
experimental configurations, the comparison of the simulation
accuracy achievable with different Geant4 physics configura-
tions in the user application, and the evolution of compatibility
with experiment when the same test case is simulated with the
same nominal physics configuration, but with different Geant4
versions.
The statistical analysis takes into account the relationship
between the samples of simulated data that are subject to
comparison, as determined by the simulation configuration.
Simulations using different sets of electron-photon models pro-
duce unrelated samples, as the three electromagnetic options
available in Geant4 implement distinct conceptual alternatives
in the treatment of particle interactions with matter, while
samples deriving from simulations that differ only for a
secondary option (e.g. a feature in the calculation of multiple
scattering), or that share identical physics configurations, are
to some extent related.
The approach adopted in the statistical analysis takes into
account the physics configuration that characterizes how the
data samples were produced; appropriate statistical methods
are applied to each analysis scenario to quantify the compati-
bility of simulation with experimental data.
The significance level for the rejection of the null hypothesis
is set at 0.01 for all tests, unless otherwise specified.
The statistical data analysis reported in the following sec-
tions exploits the Statistical Toolkit [45], [46] and R [47].
Categorical statistical tests determine whether the differ-
ences in compatibility with experiment observed across the
various categories can be explained only by chance, or should
be interpreted as deriving from intrinsic behavioral charac-
teristics. The approach adopted in the categorical analysis is
related to the physics configuration that characterizes how
the data samples were produced: statistical tests pertinent
to independent or to related data samples are applied as
appropriate.
A. Evaluation of individual test cases
The evaluation of the simulation accuracy in each ex-
perimental configuration is based on the χ2 test [48]. This
goodness-of-fit test takes experimental uncertainties into ac-
count explicitly in the calculation of the test statistic. The null
hypothesis for this test is defined as the equivalence of the
simulated and experimental distributions. The outcome of this
TABLE VI
CONFIGURATION OF CONTINGENCY TABLES FOR THE EVALUATION OF
DIFFERENT GEANT4 PHYSICS SETTINGS
Model A Model B
Pass NpassA NpassB
Fail NfailA NfailB
TABLE VII
CONFIGURATION OF CONTINGENCY TABLES FOR THE EVALUATION OF
DIFFERENT GEANT4 VERSIONS
Version A Pass Version A Fail
Version B Pass NpassA, passB Nfail A, passB
Version B Fail NpassA, fail B Nfail A, fail B
test is classified as “fail”, if the null hypothesis is rejected, as
“pass” otherwise.
This stage of the validation analysis closely follows the
procedure described in [15] and reuses previous assessments,
such as the treatment of outliers in the experimental data and
of the tails of the longitudinal energy deposition distribution
in the calculation of the χ2 test statistic.
B. Evaluation of unrelated data samples
This component of the analysis evaluates the difference in
compatibility with experiment across independent samples.
This is the case, for instance, with simulations based on
entirely different modeling approaches to describe the inter-
actions of electrons and photons with matter (e.g. based on
the interpolation of data libraries or implementing analytical
models).
The differences in the behavior of the two categories are
quantified by means of contingency tables derived from the
results of the χ2 test described in section V-A. Contingency
tables for this evaluation are built by counting the number
of test cases where the null hypothesis is rejected or not
rejected by the χ2 test at the defined significance level for
each category of data. An example of their configuration is
shown in Table VI.
In the analysis of contingency tables the null hypothesis
is that there is no relationship between the two categories;
in physical terms it means that the two categories under
examination (e.g. two sets of Geant4 electron-photon models)
are equivalent regarding the compatibility with experiment of
their respective simulation outcome.
A variety of tests is applied to determine the statistical
significance of the difference between the two categories of
data subject to evaluation: Pearson’s χ2 test [49] (when the
number of entries in each cell of the table is greater than
5), Fisher’s exact test [50], Barnard’s test [51], Boschloo’s
test [52] and Suissa and Schuster’s [53] calculation of a Z-
pooled statistic. The use of several tests mitigates the risk
of introducing systematic effects in the validation results due
to peculiarities in the mathematical formulation of the test
statistic.
Fisher’s test is widely used in the analysis of contingency
tables. It is based on a model in which both the row and
column sums are fixed in advance, which seldom occurs in
6experimental practice; it remains valid for the cases in which
the row or column totals, or both, are not fixed, but in these
cases it tends to be conservative, yielding a larger p-value
than the true significance of the test [56]. Barnard’s test
is deemed more powerful than Fisher’s exact test in some
configurations of 2×2 contingency tables [54], [55], although
it is computationally more intensive. Boschloo’s test and the
Z-pooled statistic are also considered more powerful than
Fisher’s exact test [52], [53].
C. Evaluation of related data samples
This analysis evaluates the difference in compatibility with
experiment of dependent data samples across data categories.
In this type of analysis each subject (e.g. a physics con-
figuration in the user application) serves in both situations
being evaluated (e.g. two Geant4 versions): if the result of
the test is significant (i.e. the null hypothesis is rejected),
one can conclude that there is a high likelihood that the
two situations represent populations with different behaviors.
This type of analysis also applies when one examines two
closely related subjects: for instance, when one wants to
estimate the effect of a secondary feature (e.g. a multiple
scattering parameter), while the main electron-photon physics
settings that characterize the simulation are common to both
configurations being evaluated.
Appropriate 2×2 contingency tables are built for this pur-
pose, based on the results of the χ2 test of section V-A: they
report on one diagonal the number of test cases where both
categories (e.g. Geant4 simulation configurations) subject to
evaluation “pass” or “fail” the χ2 test of section V-A, and on
the other diagonal the number of test cases where one category
“passes” the χ2 test, while the other one“fails”. An example
of their configuration is shown in Table VII.
McNemar’s test [57] is applied to the analysis of related
data samples. This test focuses on the significance of the
discordant results, i.e. the number of test cases where one
category “passes” the χ2 test and the other one “fails”. The
null hypothesis for McNemar’s test is that the proportions of
discordant results is the same in the two cells corresponding
to “pass-fail” or “fail-pass” associated with the two categories
subject to test.
The calculation of McNemar’s test is performed using either
the χ2 asymptotic distribution or the binomial distribution
[58]: the former calculation method is usually identified simply
as “McNemar test”, while the latter is known as “McNemar
exact test”. Yates’ [59] continuity correction may be applied
to the calculation of the χ2 statistic to account for cells with
a small number of entries. According to [60], McNemar test
uncorrected for continuity is more powerful than the exact test,
and performs well even when the number of discordant pairs
is as low as 6, while both the exact test and the corrected
McNemar test are conservative.
VI. RESULTS: ENERGY DEPOSITION PROFILE
This part of the validation process concerns the compar-
isons of Geant4-based simulations with the measurements of
deposited energy as a function of penetration depth reported
in [1]. Various issues are investigated:
• the effect of different Geant4 electron-photon models on
simulation accuracy,
• the effect of the improvements to Geant4 electromagnetic
physics described in [23]–[26] on the accuracy of the
simulation of the energy deposition profile,
• the effect of different modeling options and empirical
parameters in the implementation of multiple scattering
on simulation accuracy.
A. General features
The relative difference between simulated and experimental
data of [1] for each electron-photon model and Geant4 version
is shown in Fig. 3. The relative difference at a given depth is
defined as (Esimulated−Eexperimental)/Eexperimental, where
E is the deposited energy at the considered depth. These
distributions encompass all experimental test cases except
those involving uranium targets.
The longitudinal energy profiles produced by simulations
with the electron-photon models based on EEDL-EPDL eval-
uated data libraries and default multiple scattering settings are
shown for all test cases and Geant4 versions in Fig. 4-12. The
plots also report the experimental data of [1]. The quantity
reported in the plots is the energy deposited in the calorimeter
divided by the thickness of the calorimeter. The associated
depth is determined by the sum of the thickness of the front
slab and one-half the calorimeter thickness, and is expressed
as a fraction of the CSDA range.
The p-values resulting from the χ2 test over all experimental
configurations are listed in Tables VIII, IX and X, for Geant4
electron-photon interaction models based on EEDL-EPDL,
originating from Penelope and implemented in the “standard”
electromagnetic package respectively.
The p-values obtained for Geant4 9.1 are numerically differ-
ent from those listed in [15]. The simulations were produced
with two different releases of Geant4 code: the original 9.1
version for [15] and patch p03 on top of the original version
for the data examined in this paper. Moreover, the simulation
productions were executed with different seeds of the random
number generators, and the experimental error scale factors
were slightly different in the two analyses, as explained in
section III. Nevertheless, the outcome of the χ2 test in terms
of rejection of the null hypothesis with 0.01 significance is the
same for the data evaluated in this paper and in [15].
The number of test cases that pass the χ2 test, i.e. having
p-value greater than the defined 0.01 significance level, is
reported in Table XI: the largest number of successes of the
χ2 test is observed with Geant4 9.1, using electron-photon
models based on the EEDL-EPDL evaluated data libraries.
For convenience, the “efficiency” of a Geant4 simulation
configuration is defined as the fraction of test cases in which
the χ2 test does not reject the null hypothesis at 0.01 level of
significance: this quantifies the capability of that simulation
configuration to produce results statistically consistent with
experiment over the whole set of experimental conditions.
The test cases with uranium targets are not considered in the
calculation of the efficiencies, as discussed in section II.
7TABLE VIII
P-VALUES OF THE χ2 TESTS FOR LONGITUDINAL ENERGY DEPOSITION: SIMULATIONS WITH ELECTRON-PHOTON MODELS BASED ON EEDL-EPDL
Target Z E angle Geant4 version
(kev) (degrees) 9.1 9.2 9.3 9.4 9.5 9.6
Be 4 58 0 0.071 0.014 0.124 0.311 0.149 0.156
Be 4 109 0 0.021 < 0.001 < 0.001 < 0.001 0.015 0.013
Be 4 314 0 0.015 0.764 < 0.001 < 0.001 0.013 0.014
Be 4 521 0 0.092 0.967 < 0.001 < 0.001 0.832 0.793
Be 4 1033 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
C 6 1000 0 0.917 0.994 < 0.001 < 0.001 0.290 0.346
Al 13 314 0 0.182 < 0.001 < 0.001 < 0.001 0.004 0.007
Al 13 521 0 0.574 < 0.001 < 0.001 < 0.001 0.091 0.089
Al 13 1033 0 0.484 0.123 < 0.001 < 0.001 < 0.001 < 0.001
Al 13 314 60 0.396 0.596 < 0.001 < 0.001 0.001 0.002
Al 13 521 60 0.137 0.011 0.001 < 0.001 0.056 0.086
Al 13 1033 60 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Fe 26 300 0 0.832 < 0.001 0.351 0.741 0.787 0.742
Fe 26 500 0 0.055 < 0.001 0.314 0.003 0.814 0.808
Fe 26 1000 0 < 0.001 < 0.001 0.169 0.003 < 0.001 < 0.001
Cu 29 300 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Cu 29 500 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Mo 42 100 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Mo 42 300 0 0.062 < 0.001 0.001 < 0.001 0.008 0.002
Mo 42 500 0 0.020 < 0.001 < 0.001 0.001 0.128 0.115
Mo 42 1000 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Mo 42 300 60 0.023 0.002 0.049 0.043 0.029 0.022
Mo 42 500 60 0.022 < 0.001 0.011 0.006 0.003 0.007
Mo 42 1000 60 0.037 < 0.001 0.010 0.028 0.001 0.002
Ta 73 300 0 0.043 0.511 0.242 0.272 0.364 0.294
Ta 73 500 0 0.025 0.003 < 0.001 < 0.001 0.012 0.019
Ta 73 1000 0 0.030 < 0.001 < 0.001 < 0.001 0.002 0.001
Ta 73 500 60 0.011 0.003 0.040 0.042 0.010 0.007
Ta 73 1000 60 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Ta 73 500 30 0.034 0.005 0.004 0.006 0.020 0.017
TABLE IX
P-VALUES OF THE χ2 TESTS FOR LONGITUDINAL ENERGY DEPOSITION: SIMULATIONS WITH PENELOPE-LIKE ELECTRON-PHOTON MODELS
Target Z E angle Geant4 version
(kev) (degrees) 9.1 9.2 9.3 9.4 9.5 9.6
Be 4 58 0 0.018 0.002 0.245 0.123 0.060 0.069
Be 4 109 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Be 4 314 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Be 4 521 0 0.270 0.002 < 0.001 < 0.001 0.002 0.003
Be 4 1033 0 0.885 0.192 < 0.001 < 0.001 0.195 0.206
C 6 1000 0 0.997 0.448 < 0.001 < 0.001 0.346 0.407
Al 13 314 0 0.145 < 0.001 < 0.001 < 0.001 0.001 0.001
Al 13 521 0 0.350 < 0.001 < 0.001 < 0.001 0.004 0.001
Al 13 1033 0 0.174 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Al 13 314 60 0.275 0.702 < 0.001 < 0.001 0.005 0.007
Al 13 521 60 0.006 0.001 < 0.001 < 0.001 0.001 0.003
Al 13 1033 60 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Fe 26 300 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Fe 26 500 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Fe 26 1000 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Cu 29 300 0 < 0.001 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Cu 29 500 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Mo 42 100 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Mo 42 300 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Mo 42 500 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Mo 42 1000 0 0.001 0.769 0.044 < 0.001 < 0.001 < 0.001
Mo 42 300 60 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Mo 42 500 60 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Mo 42 1000 60 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Ta 73 300 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Ta 73 500 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Ta 73 1000 0 < 0.001 0.001 0.119 0.137 < 0.001 < 0.001
Ta 73 500 60 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Ta 73 1000 60 0.327 0.489 0.176 0.177 0.136 0.257
Ta 73 500 30 < 0.001 0.001 < 0.001 < 0.001 < 0.001 < 0.001
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Fig. 3. Relative difference between simulated and experimental longitudinal profiles of deposited energy produced with Geant4 versions 9.1 to 9.6; the
simulations use one of three sets of electron-photon models: based on EEDL and EPDL evaluated data libraries (solid black line), reengineered from
Penelope(dashed red histogram identified as “Pen.”) or included in the “standard” electromagnetic package (dotted blue histogram identified as “Std”). The
relative difference at a given depth is defined as (Esimulated−Eexperimental)/Eexperimental, where E is the deposited energy at the considered depth.
Color codes are reported in the caption of this figure and the following to facilitate the appraisal for readers having access to a color version of the paper;
different line types allow distinguishing multiple histograms in a black and white version of the paper.
The efficiency of Geant4 configurations is plotted in Fig. 13
as a function of Geant4 version for the three sets of electron-
photon models examined in this paper. In all experimental
configurations the best efficiency is obtained with Geant4
electron-photon models based on the EEDL and EPDL evalu-
ated data libraries. According to Table XI and Fig. 13, the best
compatibility with experimental data is achieved with Geant4
version 9.1.
B. Evaluation of electron-photon modeling alternatives
This analysis compares the relative capability of Geant4
electron-photon models of producing simulations consistent
with experimental data.
Electron-photon interactions determine the main character-
istics of the simulated energy deposition. It is worthwhile to
note that electron-photon models are not solely responsible
for the overall compatibility with experimental data: other
Geant4 physics components, such as the simulation of multiple
scattering and of energy loss fluctuations, contribute to the
shape of the energy deposition as well. Therefore, the appraisal
of the relative merits of different electron-photon models is
performed within the context of a given Geant4 version,
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Fig. 4. Longitudinal energy deposition in carbon: experimental data from [1]
(black dots) and simulations with Geant4 versions 9.1 to 9.6, using models
based on EEDL and EPDL evaluated data libraries. The error bars of the
experimental data points are not visible, when they are smaller than the symbol
size.
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P-VALUES OF THE χ2 TESTS FOR LONGITUDINAL ENERGY DEPOSITION: SIMULATIONS WITH STANDARD ELECTRON-PHOTON MODELS
Target Z E angle Geant4 version
(kev) (degrees) 9.1 9.2 9.3 9.4 9.5 9.6
Be 4 58 0 0.009 < 0.001 0.374 0.031 0.009 0.009
Be 4 109 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Be 4 314 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Be 4 521 0 0.464 < 0.001 < 0.001 < 0.001 < 0.001 0.001
Be 4 1033 0 0.805 0.180 < 0.001 < 0.001 0.080 0.090
C 6 1000 0 0.014 0.850 < 0.001 < 0.001 0.869 0.859
Al 13 314 0 0.176 < 0.001 < 0.001 < 0.001 0.007 0.007
Al 13 521 0 0.124 < 0.001 < 0.001 < 0.001 0.062 0.030
Al 13 1033 0 0.087 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Al 13 314 60 0.286 0.921 < 0.001 < 0.001 0.015 0.016
Al 13 521 60 < 0.001 < 0.001 < 0.001 < 0.001 0.001 0.003
Al 13 1033 60 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Fe 26 300 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Fe 26 500 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Fe 26 1000 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Cu 29 300 0 < 0.001 0.010 < 0.001 < 0.001 < 0.001 < 0.001
Cu 29 500 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Mo 42 100 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Mo 42 300 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Mo 42 500 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Mo 42 1000 0 < 0.001 0.181 < 0.001 < 0.001 < 0.001 < 0.001
Mo 42 300 60 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Mo 42 500 60 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Mo 42 1000 60 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Ta 73 300 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Ta 73 500 0 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Ta 73 1000 0 < 0.001 < 0.001 < 0.001 0.006 < 0.001 < 0.001
Ta 73 500 60 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
Ta 73 1000 60 0.001 0.016 < 0.001 0.007 0.151 0.139
Ta 73 500 30 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
where other factors which may affect the simulation can be
considered constant and common to all test cases.
The input to the comparison of the accuracy of the three
modeling alternatives consists of the outcome of the χ2 test
for compatibility with experimental data. Table XI summarizes
the number of test cases where the χ2 test rejects or does not
reject the hypothesis of equivalence between simulated and
experimental energy deposition profiles. Contingency tables
are built based on these results, as described in Table VI,
and the modeling alternatives they encompass are compared
by means of the tests discussed in section V-B. The p-
values resulting from the tests on these contingency tables
are reported in Tables XII, XIII and XIV.
TABLE XI
NUMBER OF TEST CASES OF LONGITUDINAL ENERGY DEPOSITION THAT
PASS THE χ2 TEST
Geant4 version
Geant4 models 9.1 9.2 9.3 9.4 9.5 9.6
Pass
EEDL-EPDL 22 8 8 6 14 14
Penelope 9 5 4 3 4 4
Standard 7 5 1 1 5 5
Fail
EEDL-EPDL 8 22 22 24 16 16
Penelope 21 25 26 27 26 26
Standard 23 25 29 29 25 25
Table XII shows that Geant4 electron-photon models based
on EEDL-EPDL and the Penelope-like models result in signif-
icantly different accuracies of the longitudinal energy deposi-
tion pattern of electrons simulated by Geant4 versions 9.1, 9.5
and 9.6. The significance level of these tests is 0.01. Regarding
TABLE XII
P-VALUES OF TESTS COMPARING THE COMPATIBILITY OF SIMULATIONS
USING GEANT4 ELECTRON-PHOTON MODELS BASED ON EEDL-EPDL
AND MODELS ORIGINATING FROM PENELOPE WITH EXPERIMENTAL DATA
Geant4 version
Test 9.1 9.2 9.3 9.4 9.5 9.6
Fisher 0.002 0.532 0.333 0.472 0.010 0.010
Pearson χ2 0.001 0.347 - - - -
Barnard 0.001 0.527 0.245 0.308 0.006 0.005
Z-pooled 0.001 0.527 0.245 0.308 0.006 0.006
Boschloo 0.001 0.378 0.245 0.366 0.006 0.006
TABLE XIII
P-VALUES OF TESTS COMPARING THE COMPATIBILITY OF SIMULATIONS
USING GEANT4 ELECTRON-PHOTON MODELS BASED ON EEDL-EPDL
AND MODELS IN THE STANDARD PACKAGE WITH EXPERIMENTAL DATA
Geant4 version
Test 9.1 9.2 9.3 9.4 9.5 9.6
Fisher < 0.001 0.532 0.026 0.103 0.025 0.025
Pearson χ2 < 0.001 0.347 - - 0.012 0.012
Barnard < 0.001 0.527 0.014 0.055 0.014 0.014
Z-pooled < 0.001 0.527 0.014 0.055 0.014 0.014
Boschloo < 0.001 0.378 0.014 0.056 0.014 0.014
the marginal compatibility between the two categories in
Geant4 versions 9.5 and 9.6 according to Fisher’s exact test,
one should take into account that this test is conservative,
when applied to experimental designs that do not constrain
both row and column totals in the associated contingency
tables. The two sets of models produce statistically equivalent
results in Geant4 versions 9.2, 9.3 and 9.4. It is worthwhile
10
l
l
l
l
l
l
l
l
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
Fraction of CSDA range
E/
∆x
 
(M
e
V 
cm
2
g)
Be: 109 keV, 0°
l exp.
9.1
9.2
9.3
9.4
9.5
9.6
l
l
l
l
l l
l
l
l
l
0.0 0.2 0.4 0.6 0.8 1.0
0
1
2
3
4
5
Fraction of CSDA range
E/
∆x
 
(M
e
V 
cm
2
g)
Be: 314 keV, 0°
l exp.
9.1
9.2
9.3
9.4
9.5
9.6
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
0.0 0.2 0.4 0.6 0.8 1.0
0
1
2
3
4
Fraction of CSDA range
E/
∆x
 
(M
e
V 
cm
2
g)
Be: 521 keV, 0°
l exp.
9.1
9.2
9.3
9.4
9.5
9.6
l
ll
lll
l
ll
l
l
l l
ll
l
ll
l
l
l
l
l
l
l
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
Fraction of CSDA range
E/
∆x
 
(M
e
V 
cm
2
g)
Be: 1.033 MeV, 0°
l exp.
9.1
9.2
9.3
9.4
9.5
9.6
Fig. 5. Longitudinal energy deposition in beryllium: experimental data from [1] (black dots) and simulations with Geant4 versions 9.1 to 9.6, using models
based on EEDL and EPDL evaluated data libraries. The error bars of the experimental data points are not visible, when they are smaller than the symbol
size. The data at 58 keV are not shown due to their limited visual interest, since they encompass only two points.
TABLE XIV
P-VALUES OF TESTS COMPARING THE COMPATIBILITY OF SIMULATIONS
USING GEANT4 ELECTRON-PHOTON MODELS ORIGINATING FROM
PENELOPE AND MODELS IN THE STANDARD PACKAGE WITH
EXPERIMENTAL DATA
Geant4 version
Test 9.1 9.2 9.3 9.4 9.5 9.6
Fisher 0.771 1.000 0.353 0.612 1 1
Pearson χ2 0.559 1.000 0.161 0.301 0.718 0.718
Barnard 0.680 1.000 0.236 0.362 0.815 0.815
Z-pooled 0.680 1.000 0.236 0.362 0.815 0.815
Boschloo 0.617 1.000 0.245 0.519 1 1
to note that the “efficiency”, reported in Fig. 13, is quite
low for all electron-photon models in these versions, not
exceeding 0.3 for any model: this observation suggests that the
analysis of contingency tables for these Geant4 versions would
have scarce discriminating power to appreciate differences in
accuracy associated with any model.
According to Table XIII, the hypothesis of equivalent
compatibility with experiment for the electron-photon models
based on EEDL-EPDL and the models in the “standard”
package is rejected in Geant4 version 9.1, while it is not
rejected in the later versions. The efficiency of both sets of
models is lower in Geant4 versions later than 9.1, therefore
the result of the statistical tests cannot be explained by an
improvement of the accuracy of the models in Geant4 standard
electromagnetic package. This result could be due to a worse
degradation of the accuracy of the models based on EEDL-
EPDL than of the standard ones in versions later than 9.1, or
could be explained by the loss of discriminating power of the
tests over contingency tables, when only a small number of test
cases “pass” the χ2 test of compatibility between simulation
and experiment.
Based on the results in Tables XII and XIII, one can
conclude that the three sets of electron-photon models con-
tribute to significantly different simulation accuracy when
using Geant4 9.1, while, along with a general degradation of
simulation accuracy in later Geant4 versions, the selection of
electron-photon models is less critical when using other, more
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Fig. 6. Longitudinal energy deposition in aluminium: experimental data from [1] (black dots) and simulations with Geant4 versions 9.1 to 9.6, using models
based on EEDL and EPDL evaluated data libraries. The error bars of the experimental data points are not visible, when they are smaller than the symbol size.
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Fig. 7. Longitudinal energy deposition in iron produced by an orthogonally
incident electron beam: experimental data from [1] (black dots) and simu-
lations with Geant4 versions 9.1 to 9.6, using models based on EEDL and
EPDL evaluated data libraries. The error bars of the experimental data points
are not visible, when they are smaller than the symbol size.
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Fig. 8. Longitudinal energy deposition in molybdenum produced by an
electron beam with 60◦ angle of incidence: experimental data from [1] (black
dots) and simulations with Geant4 versions 9.1 to 9.6, using models based on
EEDL and EPDL evaluated data libraries. The error bars of the experimental
data points are not visible, when they are smaller than the symbol size.
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recent versions.
The simulations based on Penelope-like and standard
electron-photon models exhibit statistically equivalent compat-
ibility with experimental data: the null hypothesis of equiva-
lence of the two categories is never rejected in any of the test
cases summarized in Table XIV.
C. Evolution of Penelope-like electron-photon modeling
The general trend of the results reported in section VI-B
does not suggest any major variations in the compatibility
of the Penelope-like models with experimental data, where
differences could have arisen due to the update from Penelope
2001 to Penelope 2008. Since classes reengineered from both
Penelope versions cohexist in Geant4 9.5, it is possible to
compare their accuracy directly in that context.
Longitudinal energy deposition profiles were produced with
Geant4 9.5 using both implementations of Penelope-like
electron-photon models, keeping all other simulation features
unchanged, and were subject to the same analysis procedure.
The results of the χ2 test appear similar for the two imple-
mentations: the number of test cases that “pass” the χ2 test
is 4 and 5, using code reengineered from Penelope 2008 and
2001 respectively, while the hypothesis of compatibility with
experimental measurements is rejected in 26 and 25 test cases
respectively.
The analysis of the resulting 2×2 table does not reject the
hypothesis of equivalent compatibility with experiment using
Penelope 2008 or 2001: the p-value of McNemar’s test is
0.317, while it is 1 for McNemar’s exact test. These results
suggest that the reengineered Penelope 2008 models do not
represent a significant improvement with respect to the 2001
ones in the experimental scenario subject to evaluation.
D. Evolution over Geant4 versions
One can observe in Fig. 13 a similar trend associated with
all Geant4 electron-photon models: for each modeling option
the highest efficiency is achieved with Geant4 9.1, the lowest
with Geant4 9.4, while some improvement with respect to
the results of Geant4 9.4 is visible with Geant4 9.5 and 9.6,
although the efficiency associated with these versions remains
lower than with Geant4 9.1. This trend suggests that the
accuracy of the simulation is also influenced by other Geant4
features, which appear independent from the electron-photon
settings selected in the user application. This issue was already
discussed in [15], although in that case the observation was
limited to two Geant4 versions, while a larger simulation data
sample is analyzed here.
The equivalence in compatibility with experiment of dif-
ferent Geant4 versions is estimated by means of an analysis
of matched pairs, to which McNemar’s [57] test is applied.
Matched pairs consist of simulations with identical physics
settings in the user application, whose compatibility with
experimental data is evaluated before and after a Geant4 kernel
evolution, i.e. based on a given Geant4 version and on a later
one.
The test is applied to 2×2 tables built as specified in
Table VII; matched pairs consist of test cases involving Geant4
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Fig. 13. Efficiency of Geant4 simulation configurations for reproducing
experimental longitudinal energy deposition, as a function of Geant4 version.
The efficiency is shown for three sets of Geant4 electron-photon models:
based on EEDL-EPDL evaluated data libraries (red circles), originating from
Penelope (blue squares) and in the ”standard” package (green triangles). The
symbols representing the data points are slightly shifted along the x-axis to
improve the clarity of the plot.
9.1 and a later version. The p-values for matched pairs
concerning Geant4 versions 9.2 to 9.6 are reported in Table
XV for a calculation based on the χ2 asymptotic distribution
and for the ”exact” test. The null hypothesis of equivalent
compatibility with experimental data with Geant4 9.1 and with
any later versions is rejected with 0.01 significance.
A thorough investigation of the causes of the deterioration
of the compatibility between simulated and experimental en-
ergy deposition profiles is outside the scope of this paper;
presumably, changes to multiple scattering code and possibly
to other electromagnetic physics features contribute to the
results of Table VII. A limited assessment is documented in
the following section.
E. Multiple scattering settings
The behavior of Geant4 multiple scattering process can
be configured by selecting a model to be instantiated and
setting the values of some empirical parameters embedded in
the software implementation. While a thorough assessment of
TABLE XV
P-VALUE OF MCNEMAR’S TEST COMPARING THE COMPATIBILITY WITH
EXPERIMENTAL LONGITUDINAL ENERGY DEPOSITION PROFILES
SIMULATED BY GEANT4 9.1 AND THOSE OF LATER VERSIONS
Geant4 version compared to 9.1
McNemar test 9.2 9.3 9.4 9.5 9.6
χ2 < 0.001 < 0.001 < 0.001 0.005 0.005
Exact < 0.001 0.001 < 0.001 0.008 0.008
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Fig. 9. Longitudinal energy deposition in copper: experimental data from [1] (black dots) and simulations with Geant4 versions 9.1 to 9.6, using models
based on EEDL and EPDL evaluated data libraries. The error bars of the experimental data points are not visible, when they are smaller than the symbol size.
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Fig. 10. Longitudinal energy deposition in molybdenum, orthogonally incident beam: experimental data from [1] (black dots) and simulations with Geant4
versions 9.1 to 9.6, using models based on EEDL and EPDL evaluated data libraries. The error bars of the experimental data points are not visible, when
they are smaller than the symbol size.
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Fig. 11. Longitudinal energy deposition in tantalum: experimental data from [1] (black dots) and simulations with Geant4 versions 9.1 to 9.6, using models
based on EEDL and EPDL evaluated data libraries. The error bars of the experimental data points are not visible, when they are smaller than the symbol size.
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Fig. 12. Longitudinal energy deposition in uranium: experimental data from [1] (black dots) and simulations with Geant4 versions 9.1 to 9.6, using models
based on EEDL and EPDL evaluated data libraries. The error bars of the experimental data points are not visible, when they are smaller than the symbol size.
the optimization of all such options is outside the scope of
this paper, some limited investigation was performed to assess
to which extent the evolution of default multiple scattering
settings, summarized in Table V, could contribute to the
accuracy of the simulation.
The accuracy of energy deposition profiles was estimated
by performing simulations with a given Geant4 version in
different conditions: the default configuration of electron mul-
tiple scattering and modified configurations, where the current
default settings associated with that version were replaced by
settings implemented as default values in previous Geant4 ver-
sions. These simulations were performed with Geant4 version
9.5p01, which at the time these studies were made was the
latest released version; since all the validation tests reported
in this paper show largely similar, or even identical results
with Geant4 9.5 and 9.6, this investigation was not repeated
with Geant4 9.6.
The skin parameter was modified from the default value of
1 in Geant4 9.5 to 3, which is the default value in Geant4
9.2 and 9.3; the range factor parameter, which is set to 0.04
by default in Geant4 9.5, was changed to 0.02, which is the
default value in Geant4 9.1 and 9.2. The default multiple
scattering model was modified from G4UrbanMscModel95 to
G4UrbanMscModel93, which is the default model in Geant4
9.4. Only one default setting was modified in each simulation
production to best appraise its effect. The electron-photon
models based on EEDL-EPDL were used in all these simula-
tions; all the other settings of the simulations were identical.
The number of test cases that pass, or fail the χ2 test of
compatibility with the experimental energy deposition profiles
is listed in Table XVI for the various configurations subject to
evaluation, along with the resulting “efficiency”.
The effect of the changes to the skin and range factor
parameters on the compatibility with experimental data is
negligible. Regarding the test cases that “pass” the χ2 test of
compatibility with experimental data, the result with modified
skin is identical to that with the default multiple scattering con-
figuration (apart some numerical differences of the individual
p-values, which anyway do not alter the outcome of the test
at the defined level of significance). A small improvement in
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TABLE XVI
EFFECT OF MULTIPLE SCATTERING CONFIGURATION ON THE
COMPATIBILITY WITH EXPERIMENTAL ENERGY DEPOSITION PROFILES IN
SIMULATIONS PRODUCED WITH GEANT4 9.5
Default Model skin Range Factor
configuration Urban93 3 0.02
Pass 14 7 14 15
Fail 16 23 16 15
Efficiency 0.47±0.09 0.23±0.08 0.47±0.09 0.50±0.09
compatibility with experiment is obtained with the modified
range factor; nevertheless, this increase in “efficiency” is
statistically insignificant.
More significant effects are observed by changing the
multiple scattering model. The compatibility with the exper-
imental data from [1] appears to be severely affected by the
selection of the multiple scattering modeling option. Table
XVI shows that the “efficiency” of the simulation drops from
0.47±0.09 with the default configuration to 0.23±0.08 with
G4UrbanMscModel93. The efficiency obtained with Geant4
9.5 and G4UrbanMscModel93 is comparable to that obtained
with Geant4 9.4, where the same model is instantiated in
the default multiple scattering configuration. This result hints
that G4UrbanMscModel93 could be responsible for the lower
compatibility with experimental data of simulations produced
with Geant4 9.4 generally observed in the validation tests
documented in this paper. Scarce documentation about the
physics features, software implementation and evolution of Ur-
ban multiple scattering calculation is available in the literature
and in Geant4 software manuals; therefore the identification of
the features in the two examined variants of the Urban model
that are responsible for significantly different behavior is not
practically feasible within the scope of this paper.
F. Multiple scattering with Goudsmit-Saunderson and Urban
models
An implementation based on Goudsmit-Saunderson calcu-
lations [61], [62], specialized for the transport of electrons,
has been available in Geant4 for the simulation of multiple
scattering since version 9.3 [27]. An example of energy
deposition profiles obtained activating this multiple scattering
model in the simulation application is illustrated in Fig. 14,
where profiles produced with the default variant of the Urban
model are also shown.
The contribution of the Goudsmit-Saunderson multiple
scattering implementation to simulation accuracy has been
estimated by evaluating the longitudinal energy deposition
patterns produced in a physics configuration, where this model
is activated in place of the default “Urban” algorithm. These
simulations were produced with the electron-photon models
based on EEDL-EPDL data libraries: thanks to the higher
“efficiency” associated with this set of electron-photon models
with respect to the two other modeling options, statistically
significant variations of the simulation accuracy are more
easily visible in the distributions produced with different
multiple scattering options along with EEDL-EPDL electron-
photon models.
TABLE XVII
P-VALUES OF THE χ2 TESTS FOR LONGITUDINAL ENERGY DEPOSITION:
SIMULATIONS WITH ELECTRON-PHOTON MODELS BASED ON EEDL-EPDL
AND GOUDSMIT-SAUNDERSON MULTIPLE SCATTERING MODEL
Target E Angle Geant4 version
Z (kev) (degrees) 9.3 9.4 9.5 9.6
Be 4 58 0 0.124 0.352 0.435 0.446
Be 4 109 0 < 0.001 0.264 0.089 0.084
Be 4 314 0 < 0.001 < 0.001 < 0.001 < 0.001
Be 4 521 0 < 0.001 < 0.001 < 0.001 < 0.001
Be 4 1033 0 < 0.001 < 0.001 < 0.001 < 0.001
C 6 1000 0 < 0.001 < 0.001 < 0.001 < 0.001
Al 13 314 0 < 0.001 < 0.001 < 0.001 < 0.001
Al 13 521 0 < 0.001 < 0.001 < 0.001 < 0.001
Al 13 1033 0 < 0.001 < 0.001 < 0.001 < 0.001
Al 13 314 60 < 0.001 0.003 0.005 0.003
Al 13 521 60 0.214 < 0.001 < 0.001 < 0.001
Al 13 1033 60 < 0.001 < 0.001 < 0.001 < 0.001
Fe 26 300 0 0.024 0.320 0.468 0.400
Fe 26 500 0 < 0.001 < 0.001 < 0.001 < 0.001
Fe 26 1000 0 < 0.001 < 0.001 < 0.001 < 0.001
Cu 29 300 0 < 0.001 < 0.001 < 0.001 < 0.001
Cu 29 500 0 < 0.001 < 0.001 < 0.001 < 0.001
Mo 42 100 0 < 0.001 < 0.001 < 0.001 < 0.001
Mo 42 300 0 < 0.001 < 0.001 < 0.001 < 0.001
Mo 42 500 0 < 0.001 0.014 0.005 0.011
Mo 42 1000 0 < 0.001 < 0.001 < 0.001 < 0.001
Mo 42 300 60 < 0.001 < 0.001 < 0.001 < 0.001
Mo 42 500 60 < 0.001 < 0.001 < 0.001 < 0.001
Mo 42 1000 60 < 0.001 < 0.001 < 0.001 < 0.001
Ta 73 300 0 0.076 0.010 0.010 0.009
Ta 73 500 0 0.042 0.020 0.019 0.032
Ta 73 1000 0 < 0.001 0.003 0.002 0.007
Ta 73 500 60 < 0.001 < 0.001 < 0.001 < 0.001
Ta 73 1000 60 < 0.001 < 0.001 < 0.001 < 0.001
Ta 73 500 30 0.006 0.004 0.003 0.004
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Fig. 14. Longitudinal energy deposition in carbon produced with two multiple
scattering models implemented in Geant4: Goudsmit-Saunderson and variants
of the Urban model. The plots shows experimental data from [1] (black dots)
and simulations with Geant4 versions 9.1 to 9.6, using models based on
EEDL and EPDL evaluated data libraries. The Goudsmit-Saunderson multiple
scattering model was first released in Geant4 version 9.3. Simulation results
for Geant4 9.5 are omitted for better clarity of the plot, since they are very
similar to those of Geant4 9.6. The error bars of the experimental data points
are not visible, when they are smaller than the symbol size.
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The p-values resulting from the χ2 tests in the experimental
configurations of [1] are listed in Table XVII. The number of
test cases that pass or fail the χ2 test with 0.01 significance
is reported in Table XVIII. The efficiency, defined as in
sectionVI-A, is listed in Table XIX. The results produced with
the Goudsmit-Saunderson multiple scattering model appear
similar in all Geant4 versions.
The Goudsmit-Saunderson multiple scattering model pro-
duces similar results to the Urban92 model of Geant4 9.3 and
the Urban93 model of Geant4 9.4, while one can observe qual-
itatively that in Geant4 9.5 and 9.6 the simulations produced
with the Urban95 multiple scattering model are compatible
with experimental data in a larger fraction of test cases than
those produced with the Goudsmit-Saunderson model. This
qualitative observation is confirmed by the statistical compar-
ison of the compatibility with experimental data associated
with either of the two multiple scattering models.
The relative contribution of the two multiple scattering
models to the compatibility of simulation with experimental
data is analyzed by means of McNemar’s test; the resulting
p-values are listed in Table XX, both for the plain McNemar
test and for the “exact” test.
The results in Table XX reject the hypothesis of equiva-
lent compatibility with experimental data using Urban95 or
Goudsmit-Saunderson multiple scattering models. The null hy-
pothesis is not rejected for the Urban92 and Urban93 models;
nevertheless, one should take into account the generally low
compatibility with experimental data achieved with Geant4 9.3
and 9.4.
The outcome of this quantitative analysis suggests that,
regarding the accuracy of the resulting energy deposition, the
Goudsmit-Saunderson multiple scattering model is not prefer-
able to the Urban model in the simulation of the longitudinal
profile of the energy deposited by low energy electrons.
VII. RESULTS: TOTAL ENERGY DEPOSITION
This part of the validation process concerns the comparison
of simulations with measurements of total deposited energy
reported in [3].
TABLE XVIII
NUMBER OF TEST CASES THAT PASS OR FAIL THE χ2 TEST WITH
GOUDSMIT-SAUNDERSON AND URBAN MULTIPLE SCATTERING MODELS
Geant4 version
Model χ2 test 9.3 9.4 9.5 9.6
Goudsmit Pass 5 6 5 5
Saunderson Fail 25 24 25 25
Urban Pass 8 6 14 14Fail 22 24 16 16
TABLE XIX
EFFICIENCY FOR ENERGY DEPOSITION PROFILES WITH
GOUDSMIT-SAUNDERSON AND URBAN MULTIPLE SCATTERING MODEL
Geant4 version
Model 9.3 9.4 9.5 9.6
Goudsmit 0.17 ± 0.07 0.20 ± 0.07 0.17 ± 0.07 0.17 ± 0.07Saunderson
Urban 0.27 ± 0.08 0.20 ± 0.07 0.47 ± 0.09 0.47 ± 0.09
TABLE XX
P-VALUES OF MCNEMAR’S TEST COMPARING THE COMPATIBILITY WITH
EXPERIMENTAL ENERGY DEPOSITION PROFILES OF SIMULATIONS USING
URBAN OR GOUDSMIT-SAUNDERSON MULTIPLE SCATTERING MODELS
Geant4 version compared to 9.1
Test 9.3 9.4 9.5 9.6
McNemar exact 0.453 1.000 0.004 0.004
McNemar 0.257 1.000 0.003 0.003
The validation analysis reported in the following is limited
to the test cases concerning beryllium, carbon, aluminium,
titanium and tantalum targets: as discussed in section II, the
uranium data appear to be affected by systematic effects [3],
while the measurements with molybdenum targets performed
with two experimental techniques reported in [3] exhibit in
some cases differences exceeding three standard deviations
(up to 8 standard deviations), which also hint to the presence
of some systematic effects in the total energy measurements
concerning this target material. It should be noted that in
other cases for which measurements with two experimental
techniques are reported in [3] the two sets of experimental
values differ in average by 1.2 standard deviation. The appar-
ent systematic effects in the measurements with molybdenum
are indeed prone to bias the validation results: depending
on which set of experimental data is taken as a reference
for the validation of the simulation, one would draw dif-
ferent conclusions regarding the compatibility of simulations
involving molybdenum targets resulting from different Geant4
electron-photon models. Since the experimental references do
not provide sufficient information to discriminate the reliability
of the two sets of experimental data, neither experimental
references for molybdenum were included in the validation
process.
Two further measurements were not considered in the
validation analysis: they concern the energy deposition in
carbon resulting from 25 keV electrons, irrespective of the
angle of incidence of the beam, and from 75 keV electrons
incident at 75 degrees. These test cases appear to generate
largely inconsistent results with respect to all the others;
due to insufficient details in the experimental references, it
is impossible to ascertain whether these measurements are
affected by systematic effects, or the simulation models are
inadequate to reproduce them correctly. Since other test cases
at similar energy and incidence angle appear to be reproduced
adequately by all simulation models, one may suspect indeed
the presence of systematic effects.
The relative difference between simulated and experimen-
tally measured total energy deposition is shown in Fig. 15 for
the electron-photon models and Geant4 versions evaluated in
this paper. The relative difference is defined as (Esimulated−
Eexperimental)/Eexperimental, where E is the total energy
deposited in the calorimeter. The horizontal scale in these plots
spans the same range as in Fig. 3, which concerns relative
difference between simulated and experimental longitudinal
energy deposition profiles: it is qualitatively evident that the
distributions in Fig. 15 are in general narrower than those in
Fig. 3.
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Fig. 15. Relative difference between simulated and experimental total deposited energy produced with Geant4 versions 9.1 to 9.6; the simulations use one of
three sets of electron-photon models: based on EEDL and EPDL evaluated data libraries (solid black line), reengineered from Penelope(dashed red histogram
identified as “Pen.”) use included in the “standard” electromagnetic package (dotted blue histogram identified as “Std”). The relative difference is defined as
(Esimulated − Eexperimental)/Eexperimental, where E is the total energy deposited in the calorimeter.
The total deposited energy produced by simulations with the
electron-photon models based on EEDL-EPDL evaluated data
libraries and default multiple scattering settings are shown in
Fig. 16-22 for all test cases and Geant4 versions. The plots
also report the experimental data of [3].
The p-values resulting from the χ2 test over all experimental
configurations are listed in Tables XXI, XXII and XXIII for
Geant4 electron-photon interaction models based on EEDL-
EPDL, originating from Penelope and implemented in the
“standard” electromagnetic package respectively. The number
of test cases for which the hypothesis of equivalent simulated
and experimental total energy deposition is rejected or not
rejected by the χ2 test are summarized in Table XXIV.
The efficiency of different Geant4 configurations is plotted
in Fig. 23 as a function of Geant4 version for the three
electron-photon model option examined in this paper.
According to the results summarized in Fig. 23, the three
options of Geant4 electron-photon models exhibit a similar
behaviour in all Geant4 versions regarding the total energy
deposited in the calorimeter. This results is confirmed by the
statistical analysis comparing the outcome of the χ2 test with
the same method as applied in sectionVI-B: all statistical tests
applied to contingency tables comparing the three Geant4
electron-photon options produce p-values greater than the
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Fig. 16. Total energy deposited in beryllium: experimental data from [3]
(black dots) and simulations with Geant4 versions 9.1, 9.3, 9.4 and 9.6, using
models based on EEDL and EPDL evaluated data libraries. The error bars of
the experimental data points are not visible, when they are smaller than the
symbol size. The results of simulations with Geant4 versions 9.2 and 9.5 are
not shown for better clarity of the plot, since they are very close to those of
the 9.6 version.
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TABLE XXI
P-VALUE OF THE χ2 TESTS FOR TOTAL ENERGY DEPOSITION:
SIMULATION WITH ELECTRON-PHOTON MODELS BASED ON EEDL-EPDL
Target Angle Geant4 version
Z (degrees) 9.1 9.2 9.3 9.4 9.5 9.6
Be 4 1 0.479 0.436 0.603 <0.001 0.386 0.388
Be 4 16 0.991 0.982 0.988 <0.001 0.944 0.944
Be 4 31 0.876 0.911 0.438 <0.001 0.905 0.903
Be 4 46 0.776 0.893 0.012 <0.001 0.884 0.873
Be 4 61 0.791 0.961 <0.001 <0.001 0.765 0.764
Be 4 76 0.008 0.040 <0.001 <0.001 <0.001 <0.001
Be 4 83.5 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001
C 6 0 0.207 0.088 0.160 <0.001 0.086 0.078
C 6 15 0.188 0.073 0.171 <0.001 0.081 0.070
C 6 30 0.062 0.009 0.073 <0.001 0.020 0.015
C 6 45 0.078 0.004 0.167 <0.001 0.043 0.026
C 6 60 0.026 <0.001 0.065 <0.001 0.037 0.006
C 6 75 0.948 0.149 0.003 <0.001 0.951 0.925
C 6 82.5 0.671 0.858 <0.001 <0.001 0.027 0.017
Al 13 0 0.670 0.849 0.010 <0.001 0.831 0.759
Al 13 15 0.458 0.730 0.001 <0.001 0.588 0.478
Al 13 30 0.455 0.829 <0.001 <0.001 0.519 0.480
Al 13 45 0.578 0.941 <0.001 <0.001 0.338 0.272
Al 13 60 0.725 0.781 <0.001 <0.001 0.138 0.024
Al 13 75 0.111 0.519 <0.001 <0.001 <0.001 <0.001
Ti 22 0 0.301 0.033 0.023 <0.001 0.356 0.341
Ti 22 15 0.696 0.051 0.076 <0.001 0.762 0.749
Ti 22 30 0.246 0.227 0.001 <0.001 0.185 0.177
Ti 22 45 0.159 0.206 <0.001 <0.001 0.045 0.050
Ti 22 60 0.214 0.223 <0.001 <0.001 0.021 0.019
Ti 22 75 0.345 0.330 <0.001 <0.001 0.002 0.002
Ta 73 0 0.066 0.176 0.055 0.039 0.129 0.111
Ta 73 30 0.092 0.164 0.080 0.092 0.116 0.131
Ta 73 60 0.093 0.182 0.189 0.226 0.163 0.158
TABLE XXII
P-VALUE OF THE χ2 TESTS FOR TOTAL ENERGY DEPOSITION:
SIMULATION WITH PENELOPE-LIKE ELECTRON-PHOTON MODELS
Target Angle Geant4 version
Z (degrees) 9.1 9.2 9.3 9.4 9.5 9.6
Be 4 1 0.482 0.448 0.590 <0.001 0.393 0.398
Be 4 16 0.993 0.986 0.981 <0.001 0.949 0.948
Be 4 31 0.883 0.919 0.426 <0.001 0.913 0.910
Be 4 46 0.797 0.893 0.010 <0.001 0.895 0.883
Be 4 61 0.762 0.932 <0.001 <0.001 0.744 0.736
Be 4 76 0.005 0.036 <0.001 <0.001 <0.001 <0.001
Be 4 83.5 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001
C 6 0 0.206 0.104 0.190 <0.001 0.082 0.074
C 6 15 0.189 0.093 0.204 <0.001 0.074 0.070
C 6 30 0.053 0.013 0.104 <0.001 0.018 0.014
C 6 45 0.067 0.008 0.226 <0.001 0.036 0.022
C 6 60 0.018 <0.001 0.060 <0.001 0.026 0.005
C 6 75 0.892 0.214 0.001 <0.001 0.977 0.975
C 6 82.5 0.845 0.929 <0.001 <0.001 0.062 0.048
Al 13 0 0.795 0.868 0.024 <0.001 0.890 0.828
Al 13 15 0.612 0.739 0.003 <0.001 0.725 0.626
Al 13 30 0.669 0.851 0.001 <0.001 0.736 0.686
Al 13 45 0.827 0.971 <0.001 <0.001 0.586 0.610
Al 13 60 0.797 0.613 <0.001 <0.001 0.317 0.115
Al 13 75 0.499 0.834 <0.001 <0.001 <0.001 <0.001
Ti 22 0 0.074 0.008 0.069 <0.001 0.100 0.087
Ti 22 15 0.113 0.009 0.146 <0.001 0.184 0.149
Ti 22 30 0.334 0.094 0.059 <0.001 0.534 0.465
Ti 22 45 0.334 0.077 0.025 <0.001 0.493 0.484
Ti 22 60 0.440 0.048 0.032 <0.001 0.720 0.651
Ti 22 75 0.451 0.096 0.111 <0.001 0.704 0.712
Ta 73 0 0.874 0.487 0.861 0.842 0.805 0.824
Ta 73 30 0.924 0.679 0.813 0.890 0.751 0.728
Ta 73 60 0.851 0.681 0.601 0.623 0.706 0.755
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Fig. 17. Total energy deposited in carbon: experimental data from [3] (black
dots) and simulations with Geant4 versions 9.1, 9.3, 9.4 and 9.6, using models
based on EEDL and EPDL evaluated data libraries. The error bars of the
experimental data points are not visible, when they are smaller than the symbol
size. The results of simulations with Geant4 versions 9.2 and 9.5 are not shown
for better clarity of the plots, since they are very close to those of the 9.6
version.
significance level of 0.01.
The efficiency appears equivalent in all versions with the
exception of Geant4 9.4, for which it is significantly lower, and
Geant4 9.3, which produces an intermediate result between
the low efficiency of the 9.4 version and the higher values
of the other versions subject to test. The results of the
statistical analysis related to the evolution of the compatibility
with experimental data over Geant4 versions are listed in
Table XXV for the physics configuration with EEDL-EPDL
electron-photon settings. Table XXV reports the comparison of
the outcome of the χ2 test with Geant4 9.1 with the outcome
of subsequent versions; the data samples are compared by
means of McNemar’s exact test only, since the use of the χ2
asymptotic distribution for McNemar’s test calculation would
not be justified due to the low number of entries in some cells
of the 2x2 tables involved in this evaluation.
These results suggest that differences due to the intrinsic
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Fig. 18. Total energy deposited in aluminium: experimental data from [3]
(black dots) and simulations with Geant4 versions 9.1, 9.3, 9.4 and 9.6, using
models based on EEDL and EPDL evaluated data libraries. The error bars of
the experimental data points are not visible, when they are smaller than the
symbol size. The results of simulations with Geant4 versions 9.2 and 9.5 are
not shown for better clarity of the plots, since they are very close to those of
the 9.6 version.
capabilities of the physics models and empirical algorithms
implemented in Geant4 are mitigated by the characteristics of
the geometrical configuration where the deposited energy is
scored: in the two validation scenarios evaluated in this paper,
statistically significant differences in compatibility with exper-
imental data associated with Geant4 electron-photon models
and versions are observed in the simulations corresponding to
the experimental set-up of [1], which involves thin calorimeter
layers, while they are less visible in the coarser detector set-up
of [3].
The replacement of the default “Urban” multiple scattering
model with the Goudsmit-Saunderson model leads to different
conclusions with respect to what is observed in the thin layer
scenario discussed in section VI-F. The p-values resulting from
the χ2 test comparing the simulation results with Goudsmit-
Saunderson multiple scattering model to the experimental
total deposited energy of [3] are listed in Table XXVI, and
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Fig. 19. Total energy deposited in titanium: experimental data from [3]
(black dots) and simulations with Geant4 versions 9.1, 9.3, 9.4 and 9.6, using
models based on EEDL and EPDL evaluated data libraries. The error bars of
the experimental data points are not visible, when they are smaller than the
symbol size. The results of simulations with Geant4 versions 9.2 and 9.5 are
not shown for better clarity of the plot, since they are very close to those of
the 9.6 version.
TABLE XXIII
P-VALUE OF THE χ2 TESTS FOR TOTAL ENERGY DEPOSITION:
SIMULATION WITH STANDARD ELECTRON-PHOTON MODELS
Target Angle Geant4 version
Z (degrees) 9.1 9.2 9.3 9.4 9.5 9.6
Be 4 1 0.466 0.438 0.580 <0.001 0.390 0.390
Be 4 16 0.992 0.985 0.986 <0.001 0.941 0.941
Be 4 31 0.909 0.923 0.505 <0.001 0.910 0.913
Be 4 46 0.891 0.931 0.021 <0.001 0.938 0.930
Be 4 61 0.954 0.996 <0.001 <0.001 0.898 0.903
Be 4 76 0.090 0.213 <0.001 <0.001 0.002 0.001
Be 4 83.5 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001
C 6 0 0.165 0.115 0.180 <0.001 0.062 0.059
C 6 15 0.149 0.096 0.191 <0.001 0.054 0.052
C 6 30 0.032 0.016 0.092 <0.001 0.009 0.007
C 6 45 0.031 0.011 0.210 <0.001 0.013 0.008
C 6 60 0.003 <0.001 0.072 <0.001 0.005 <0.001
C 6 75 0.582 0.167 0.005 <0.001 0.955 0.946
C 6 82.5 0.950 0.808 <0.001 <0.001 0.206 0.224
Al 13 0 0.818 0.828 0.023 <0.001 0.840 0.731
Al 13 15 0.718 0.793 0.004 <0.001 0.653 0.500
Al 13 30 0.801 0.901 0.002 <0.001 0.822 0.753
Al 13 45 0.925 0.979 <0.001 <0.001 0.745 0.756
Al 13 60 0.790 0.596 <0.001 <0.001 0.463 0.046
Al 13 75 0.702 0.899 <0.001 <0.001 0.003 <0.001
Ti 22 0 0.046 0.017 0.054 <0.001 0.070 0.060
Ti 22 15 0.064 0.016 0.120 <0.001 0.122 0.117
Ti 22 30 0.284 0.143 0.055 <0.001 0.446 0.444
Ti 22 45 0.232 0.141 0.042 <0.001 0.502 0.488
Ti 22 60 0.240 0.097 0.056 <0.001 0.729 0.655
Ti 22 75 0.316 0.068 0.253 <0.001 0.805 0.799
Ta 73 0 0.686 0.411 0.685 0.760 0.654 0.676
Ta 73 30 0.589 0.514 0.586 0.723 0.574 0.654
Ta 73 60 0.525 0.310 0.247 0.344 0.612 0.580
the associated “efficiency” is reported in Table XXVII. One
can observe that the compatibility with experimental data is
approximately constant over the examined Geant4 versions,
when the Goudsmit-Saunderson multiple scattering algorithm
is used in the simulation, while large discrepancies are ob-
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Fig. 20. Total energy deposited in molybdenum: experimental data from [3]
(black dots) and simulations with Geant4 versions 9.1, 9.3, 9.4 and 9.6, using
models based on EEDL and EPDL evaluated data libraries. The error bars of
the experimental data points are not visible, when they are smaller than the
symbol size. The results of simulations with Geant4 versions 9.2 and 9.5 are
not shown for better clarity of the plot, since they are very close to those of
the 9.6 version.
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Fig. 21. Total energy deposited in tantalum: experimental data from [3]
(black dots) and simulations with Geant4 versions 9.1, 9.3, 9.4 and 9.6, using
models based on EEDL and EPDL evaluated data libraries. The error bars of
the experimental data points are not visible, when they are smaller than the
symbol size. The results of simulations with Geant4 versions 9.2 and 9.5 are
not shown for better clarity of the plot, since they are very close to those of
the 9.6 version.
TABLE XXIV
NUMBER OF TEST CASES OF TOTAL ENERGY DEPOSITION THAT PASS THE
χ2 TEST
Geant4 version
Geant4 models 9.1 9.2 9.3 9.4 9.5 9.6
Pass
EEDL-EPDL 27 25 14 3 25 24
Penelope 27 24 18 3 26 25
Standard 27 27 19 3 24 23
Fail
EEDL-EPDL 2 4 15 26 4 5
Penelope 2 5 11 26 3 4
Standard 2 2 10 26 5 6
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Fig. 22. Total energy deposited in uranium: experimental data from [3]
(black dots) and simulations with Geant4 versions 9.1, 9.3, 9.4 and 9.6, using
models based on EEDL and EPDL evaluated data libraries. The error bars of
the experimental data points are not visible, when they are smaller than the
symbol size. The results of simulations with Geant4 versions 9.2 and 9.5 are
not shown for better clarity of the plots, since they are very close to those of
the 9.6 version.
TABLE XXV
P-VALUE OF MCNEMAR’S TEST COMPARING THE COMPATIBILITY WITH
EXPERIMENTAL TOTAL DEPOSITED ENERGY SIMULATED BY GEANT4 9.1
AND LATER VERSIONS
Geant4 version compared to 9.1
McNemar test 9.2 9.3 9.4 9.5 9.6
Exact 0.625 <0.001 <0.001 0.500 0.500
served with the variants of the Urban model corresponding to
different Geant4 versions. According to Table XXVII, better
compatibility with experimental data is achieved with the
Urban95 model used by default in Geant4 9.5 and 9.6, while
the Goudsmit-Saunderson multiple scattering model provides
more accurate total deposited energy simulations with Geant4
9.3 and 9.4. An example of the total deposited energy produced
with the Goudsmit-Saunderson and variants of the Urban
model is illustrated in Fig. 24.
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Fig. 23. Efficiency of Geant4 simulation configurations for reproducing
experimental total deposited energy, as a function of Geant4 version. The
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the clarity of the plot.
The statistical significance of these qualitative observa-
tions is summarized in Table XXVIII for simulations using
the EEDL-EPDL electron-photon settings: the two models
contribute to a different compatibility with total deposited
energy measurements in the Geant4 9.4 environment at a
0.01 significance level, while in the other environments the
associated compatibility with experimental data is statistically
equivalent.
VIII. CONCLUSION
The extensive investigation of the capability of Geant4 to
simulate the energy deposited by electrons summarized in
this paper updates the results published in [15] to reflect the
improvements to Geant4 electromagnetic physics mentioned
in [23]–[26]. Simulations involving different Geant4 physics
modeling options and Geant4 versions have been compared
with high precision experimental measurements, concerning
electrons of energy up to approximately 1 MeV, various beam
angles and materials. The validation of Geant4 simulation
capabilities is quantified by means of the statistical analysis
of simulated and experimental distributions.
The investigation was concerned with two experimental
observables: the longitudinal energy deposition profile in thin
layers (of approximately 5 to 90 µm thickness) as a function
of penetration depth, and the total energy deposited in larger
volumes (of approximately 0.5-5 mm thickness).
Largely different conclusions can be drawn regarding the
compatibility of the simulation with experimental measure-
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Fig. 24. Total energy deposited in titanium produced with two multiple
scattering models implemented in Geant4: Goudsmit-Saunderson and variants
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TABLE XXVI
P-VALUES OF THE χ2 TEST FOR TOTAL DEPOSITED ENERGY: SIMULATIONS
WITH ELECTRON-PHOTON MODELS BASED ON EEDL-EPDL AND
GOUDSMIT-SAUNDERSON MULTIPLE SCATTERING MODEL
Target angle Geant4 version
Z (degrees) 9.3 9.4 9.5 9.6
Be 4 1 <0.001 <0.001 <0.001 <0.001
Be 4 16 0.864 0.904 0.848 0.846
Be 4 31 0.302 0.583 0.323 0.324
Be 4 46 0.078 0.592 0.046 0.046
Be 4 61 0.012 0.908 <0.001 <0.001
Be 4 76 0.034 0.006 <0.001 <0.001
Be 4 83.5 0.699 <0.001 0.005 0.005
C 6 0 0.026 0.017 0.010 0.010
C 6 15 0.038 0.028 0.011 0.011
C 6 30 0.006 0.008 <0.001 <0.001
C 6 45 <0.001 0.005 <0.001 <0.001
C 6 60 <0.001 0.006 <0.001 <0.001
C 6 75 <0.001 0.314 <0.001 <0.001
C 6 82.5 <0.001 0.006 <0.001 <0.001
Al 13 0 0.033 0.449 0.060 0.060
Al 13 15 0.096 0.550 0.170 0.170
Al 13 30 0.007 0.251 0.017 0.013
Al 13 45 <0.001 0.013 <0.001 <0.001
Al 13 60 <0.001 <0.001 <0.001 <0.001
Al 13 75 <0.001 <0.001 <0.001 <0.001
Ti 22 0 0.868 0.783 0.547 0.570
Ti 22 15 0.916 0.956 0.589 0.600
Ti 22 30 0.998 0.722 0.842 0.830
Ti 22 45 0.931 0.486 0.607 0.621
Ti 22 60 0.807 0.245 0.231 0.261
Ti 22 75 0.054 0.027 0.010 0.010
Ta 73 0 0.022 0.547 0.461 0.461
Ta 73 30 0.053 0.005 0.005 0.005
Ta 73 60 0.214 0.729 0.744 0.729
ments in the two scenarios. Simulations involving a coarser ge-
ometry exhibit limited sensitivity to different physics modeling
options and the evolution of Geant4 electromagnetic physics,
while the capability of simulating the energy deposited in
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TABLE XXVII
EFFICIENCY FOR TOTAL ENERGY DEPOSITION WITH
GOUDSMIT-SAUNDERSON AND URBAN MULTIPLE SCATTERING MODEL
Geant4 version
Model 9.3 9.4 9.5 9.6
Goudsmit 0.66 ± 0.09 0.66 ± 0.09 0.52 ± 0.09 0.52 ± 0.09Saunderson
Urban 0.48 ± 0.09 0.10 ± 0.06 0.86 ± 0.06 0.83 ± 0.07
TABLE XXVIII
P-VALUES OF MCNEMAR TEST COMPARING THE COMPATIBILITY WITH
EXPERIMENTAL ENERGY DEPOSITION PROFILES OF SIMULATIONS USING
URBAN OR GOUDSMIT-SAUNDERSON MULTIPLE SCATTERING MODELS
Geant4 version
McNemar test 9.3 9.4 9.5 9.6
Exact 0.049 <0.001 0.057 0.092
layers of a few tens of micrometers thickness appears to
deteriorate in later versions with respect to the results achieved
by Geant4 9.1. Regarding energy deposition profiles in thin
layers, equivalent or better accuracy of simulations based on
later Geant4 versions with respect to 9.1 is excluded with 0.01
significance.
The implementation of electron multiple scattering in
Geant4 significantly affects the accuracy of energy deposition.
The Urban93 model appears responsible for degraded accuracy
of the energy deposition simulation with respect to simulations
using other variants of the Urban model. The Goudsmit-
Saunderson model, specialized for the simulation of electron
multiple scattering, is responsible for degraded accuracy with
respect to the Urban95 model in both experimental scenarios;
with respect to the Urban92 and Urban93 models applied by
default in Geant4 9.3 and 9.4, it contributes to comparable
inaccuracy in the thin layer scenario, but to less inaccurate
results in the coarse grained one.
Statistically superior accuracy is achieved with Geant4
9.1 by using electron-photon models based on EEDL-EPDL,
rather than other modeling alternatives, in the simulation of
energy deposition profiles in thin layers. In the same scenario,
electron-photon models in Geant4 standard electromagnetic
package and models reengineered from Penelope exhibit sta-
tistically equivalent behavior. All electron-photon modeling al-
ternatives produce equivalent results in simulations of coarse-
grained detectors. No significant difference is associated with
implementations reengineered from Penelope 2001 and 2008.
It is worthwhile to stress that these conclusions pertain to
the experimental scenarios studied in this paper and should not
be taken as general reflections of the performance of different
Geant4 versions and physics models for all experimental
scenarios.
From the perspective of using Geant4 in experimental
applications dealing with the energy deposition by electrons
in similar scenarios to those considered here, the simulation
requirements of coarse-grained detectors can be satisfied by
most of the Geant4 models and versions evaluated in this
paper. Experiments concerned with accurate simulation of the
energy deposition patterns produced by low energy electrons
may prefer Geant4 9.1, using EEDL-EPDL based electron-
photon models, with respect to later versions and other physics
options.
The risk of negative improvements as a result of evolu-
tions in Geant4 electromagnetic physics could be mitigated
by the adoption of sound software engineering methods in
support of physics modeling in Geant4 development process.
Best practices in change management and software testing
are embedded in established software process frameworks
such as the Unified Model [63], CMMI (Capability Maturity
Model Integration) [64] and ISO 15504 [65], or documented
in specialized standards such as [66]. The adoption of a
more agile software design of Geant4 electromagnetic physics
[67], characterized by classes with focused responsibilities
and minimal dependencies, facilitates both the validation of
Geant4 physics functionality and the transparency of the
related change management process. Regular use of statistical
methods is recommended to quantify the compatibility with
experimental measurements in the course of Geant4 evolution.
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