Abstract. We show that there are order of magnitude H 2 (log H) 2 monic quartic polynomials with integer coefficients having box height at most H whose Galois group is D 4 . Further, we prove that the corresponding number of V 4 and C 4 quartics is O(H 2 log H). Finally, we show that the count for A 4 quartics is O(H 2.95 ). Our work establishes that irreducible non-S 4 quartics are less numerous than reducible quartics.
Introduction
We consider monic quartic polynomials
with integer coefficients. Recall that the Galois group G f of f is the Galois group of its splitting field. As G f acts on the roots of f , it can be embedded into S 4 (the symmetric group on four elements). The enumeration of polynomials with prescribed Galois group is a long-studied topic. Van der Waerden [23] showed that a generic polynomial has full Galois group, and a popular objective has been to sharpen his bound on the size of the exceptional set, which for quartics is It was thought that the second author [8] had essentially solved this problem a decade ago, asserting the estimate E 4 (H) ≪ ε H 3+ε .
(1.2) However, we have discovered an error in Eq. (7) therein, which appears to damage the argument beyond repair-see [11, p. 613] for the correct expressions. To our knowledge, the strongest unconditional bound to date is E 4 (H) ≪ ε H 2+ √ 2+ε , obtained in [10] . Note that the inequality (1.2) is known conditionally [26, Theorem 1.4] .
We prove unconditionally that if only irreducible polynomials are considered then the exponent can be reduced below 3. ≈ 2.947. It has long been known that the number of monic reducible quartics up to box height H is 16(ζ(3) + 1 6 )H 3 + O(H 2 log H), see [4, 22] . In light of this, Theorem 1.1 shows that non-S 4 irreducible quartics are less numerous than reducible quartics. Not only does Theorem 1.1 recover (1.2), but it establishes the following asymptotic formula for E 4 (H). +ε ).
We know that f is irreducible if and only if G f acts transitively on its roots. In this case there are five possibilities for G f , namely S 4 , A 4 , D 4 , V 4 and C 4 , see [16] . Here D 4 is the dihedral group of order 8, and A 4 , V 4 are respectively the alternating and Klein four groups. As usual C 4 is the cyclic group of order 4. We write S H for the set of monic, irreducible quartics with coefficients in Z ∩ [−H, H], and for G ∈ {S 4 , A 4 , D 4 , V 4 , C 4 } we define
We ascertain the order of magnitude for the number of D 4 quartics. Theorem 1.3. We have
In addition, we show that V 4 and C 4 quartics are less numerous.
Theorem 1.4. We have
Finally, to complete the proof of Theorem 1.1, we establish the following upper bound for A 4 quartics. Theorem 1.5. We have
We searched the literature for constructions that imply lower bounds for these quantities. Working from [19] , one obtains N A 4 ≫ H, see §6.2. We can deduce from [21, §12] and [6, Theorem 2.1] that N C 4 ≫ H; the latter cited result is based on a quantitative version of Hilbert's irreducibility theorem. We can construct a family of quartics that implies a sharper lower bound for N V 4 than what we were able to find in the literature: the construction given in §6.1 shows that N V 4 ≫ H 3/2 . We summarise our state of knowledge as follows:
The story is still far from complete. We expect that in time asymptotic formulas will emerge for every N G (H). Below we provide the values of N G (100), evaluated using the C programming language (for the code, see Appendix B).
This suggests that the upper bounds for A 4 , V 4 and C 4 quartics may be far from the truth. We remark that our counting problem differs substantially from the corresponding problem for quartic fields, for which Cohen, Diaz y Diaz and Olivier [5] showed that in some sense a positive proportion of quartic fields have Galois group D 4 . For an explanation of why the results are consistent, see [26, Remark 5.1] .
One might wish to consider the analogous problem in degree n ∈ {3, 5, 6, 7, . . .}. For G S n , let us write N G,n = N G,n (H) for the number of monic, integer polynomials, with coefficients bounded by H in absolute value, whose Galois group is isomorphic to G. The second author showed in [9] that
and in [10] that
The latter article established that the number of non-S n monic polynomials of degree n is O n,ε (H n−2+ √ 2+ε ), breaking a record previously held by van der Waerden [23] , Knobloch [17] , Gallagher [12] and Zywina [27] . We plan to embark on a detailed analysis of the quintic case in future work. Note that even the cubic problem has not been fully resolved: it seems that Lefton's 1979 upper bound
remains unsurpassed to this day [18] . We witness that Theorem 7.1 of Rivin's preprint [20] sharpens the inequality (1.3) to N G,n ≪ n,ε H n−1+ε when n 12 and G / ∈ {S n , A n }. As far as we are aware, the present article is the first instance of the order of magnitude of N G,n being obtained, for G ≃ S n , and also the first instance of showing that non-S n polynomials of degree n are dominated by reducibles. In view of this, we presently offer a brief description of the ideas that enable us to succeed on these two fronts.
Our methods begin with classical criteria [16] involving the discriminant and cubic resolvent of a monic, irreducible quartic polynomial (1.1). When the Galois group is D 4 , V 4 or C 4 , the cubic resolvent has an integer root, which we introduce as an extra variable x. Changing variables to use e = b − x instead of b, we obtain the astonishing symmetry (2.3), which we believe is new. For emphasis, the identity is
Using ideas from the geometry of numbers and diophantine approximation leads to the upper bound
The proof then motivates a construction that implies the matching lower bound
(1.5)
The analysis described above roughly speaking provides an approximate parametrisation of the D 4 , V 4 and C 4 quartics, by certain variables u, v, w, x, a, where a is as in (1.1). To show that N V 4 and N C 4 satisfy the stronger upper bound O(H 2 log H), we use an additional piece of information in each case; this takes the form of an equation y 2 = P u,v,w,a (x), where P u,v,w,a is a polynomial and y is an additional variable. We require upper bounds for the number of integer solutions to this diophantine equation in (x, y), and these bounds need to be uniform in the coefficients. We are able to ascertain that the curve defined is absolutely irreducible, which enables us to apply a Bombieri-Pila [2] style of result by Vaughan [24, Theorem 1.1].
Our study of A 4 quartics begins with the standard fact that the discriminant is in this case a square-see, for instance, the Kappe-Warren criterion [16] . Deviating from previous work on this topic, we employ the invariant theory of GL 2 actions on binary quartic forms (or, equivalently, unary quartic polynomials), see [1] . The discriminant can then be written as (4I 3 − J 2 )/27, where
Our strategy is first to count integer solutions (I, J, y) to
and then to count integer solutions (a, b, c, d) to (1.6). In the latter step, we require upper bounds that are uniform in the coefficients. Further manipulations lead us to an affine surface Y I,J , which we show to be absolutely irreducible. A result stated by Browning [3, Lemma 1], which he attributes to Heath-Brown and Salberger, then enables us to cover the integer points on the surface by a family of curves. By showing that Y I,J contains no lines, and using this fact nontrivially, we can then decompose each curve in the family into irreducible curves of degree greater than or equal to 2, and finally apply Bombieri-Pila [2] . The miracle that our exponent for N A 4 is lower than 3 comes about because the degree of Y I,J exceeds 4; this is carefully arranged. For us Y I,J has degree 5, but more sophisticated manoeuvres would have provided us with a degree 6 surface, leading in principle to an even lower exponent of roughly 2.91. However, in that case the calculations to show that there are no lines would have been substantially more involved. Having reduced the exponent below the key threshold of 3, we have decided not to pursue this minor improvement.
We organise thus. In §2 we establish (1.4), and in §3 we prove the complementary lower bound (1.5). In §4, we establish Theorem 1.4, thereby also completing the proof of Theorem 1.3. In §5 we prove Theorem 1.5, thereby also completing the proof of Theorem 1.1. Finally, in §6, we show that N V 4 ≫ H 3/2 and N A 4 ≫ H. The first appendix contains a proof of Lemma 4.1, for which we claim no originality. The second appendix contains the C code used to compute the values of N G (100), for
We adopt the convention that ε denotes an arbitrarily small positive constant, whose value is allowed to change between occurrences. We use Vinogradov and Bachmann-Landau notation throughout, with the implicit constants being allowed to depend on ε. We write #S for the cardinality of a set S. If g and h are positive-valued, we write g ≍ h if g ≪ h ≪ g. 
has a rational root. As r is monic, any rational root of r is an integer. Moreover, if f ∈ S H and r(x) = 0 then |x| 8H. The proposition below therefore implies (1.4).
Proposition 2.1. Write R(H) for the number of integer solutions
We set about proving this. Multiplying (2.1) by 4, we obtain
Change variables, replacing b − x by e, so that (2.2) becomes
with |e| 9H. Observe that the equation (2.3) exhibits a great deal of symmetry. We need to count integer solutions (x, a, c, d, e) with |a|, |c|, |d| H, |x| 8H, |e| 9H.
We begin with the case in which both sides of (2.3) are 0. For each c there are at most τ (2c) choices of (x, a). Therefore, by an average divisor function estimate, the number of choices of (x, a, c) is O(H log H). Having chosen x, a, c with xa = 2c, there are then O(H) possible (d, e). We conclude that the number of solutions for which xa = 2c is O(H 2 log H). It remains to treat solutions for which xa = 2c. Write x 2 − 4d = uv 2 with u ∈ Z \ {0} squarefree and v ∈ N. This forces a 2 − 4e = uw 2 and xa − 2c = ±uvw for some w ∈ N. Our strategy will be to upper bound the number of lattice points (u, v, w, x, a) with u = 0 in the region defined by |x|, |a| 8H and
At most two values of (c, d, e) are then determined by (u, v, w, x, a).
For the case u < 0, choose p = −u in the range 1 p ≪ H. Then (2.4) implies
we find that the total contribution from this case is O(H 2 log H). It remains to deal with the case u > 0. Arguing by symmetry, it suffices to count solutions for which u > 0,
Now (2.6) is equivalent to |xa − uvw| 2H. (2.8)
Choose u and v to begin with, so that uv
. Then x, a ≪ √ H, so the contribution from this case is bounded above by a constant times
This is more than adequate, so in the sequel we assume that uv 2 > 40H. Now (2.4) implies that x ≍ v √ u. There are v choices of w, and since
As w v, we now have
In particular, there are
) possibilities for a. We obtain the upper bound
completing the proof. 
A construction
In this section, we establish (1.5). Our construction is motivated by the previous section. Let δ be a small positive constant. We shall choose positive integers x, a, u, w ≡ 12 mod 18, v ≡ 4 mod 6 with u squarefree, in the ranges
Let us now bound from below the number of choices (u, v, w, x, a). If we choose u, v ∈ N with u H 2−2δ , v 99 and 2δ
then the number of choices for (w, x, a) is bounded below by a constant times v(
. Thus, the number of possible choices of (x, a, u, v, w) is bounded below by a constant times
where U = {u ∈ N : |µ(u)| = 1, u ≡ 12 mod 18, u H 2−2δ } and V(u) = {v 99 : v ≡ 4 mod 6, 2δ
We compute that
Observe that the conditions 
Given such a choice of (u, v, w, x, a), define b, c, d
We claim that the polynomial f defined by (1.1) lies in S H , and that G f is isomorphic to D 4 , V 4 or C 4 . We now confirm this claim.
Plainly |a| H. Moreover, since
and similarly 0 < 4(b − x) < H. Now the triangle inequality gives |b| x + H/4 < H. Finally, we check that
We have shown that |a|, |b|, |c|, |d| H. Since x, a and u are divisible by 3, we have a ≡ b ≡ c ≡ d ≡ 0 mod 3. Furthermore 4d = x 2 − uv 2 ≡ −3v 2 mod 9, so 9 ∤ d. Thus, by Eisenstein's criterion, the polynomial (1.1) is irreducible. Hence f ∈ S H . Moreover, since x ∈ Z is a root of the cubic resolvent of f , we know from [16, Theorem 1] that G f is isomorphic to D 4 , V 4 or C 4 . Finally, we verify that the number of distinct polynomials f (X) arising from this construction is at least a constant times H 2 (log H) 2 . We achieve this by showing that a polynomial f (X) occurs for at most three different choices of (u, v, w, x, a). Suppose the quadruple (a, b, c, d) is obtained via this construction. Then x is a root of the cubic resolvent of f , so there are at most three possibilities for x. Since u, v, w ∈ N with u squarefree, the equations
now determine the triple (u, v, w). Thus, a quadruple (a, b, c, d) can be obtained from (u, v, w, x, a) in at most three ways via our construction, and so we've constructed at least a constant times H 2 (log H) 2 polynomials in this way. This completes the proof of (1.5).
V 4 and C 4 quartics
In this section we prove Theorem 1.4, and thereby also establish Theorem 1.3. From §2, we know that if f ∈ S H and G f is isomorphic to V 4 or C 4 then, with O(H 2 log H) exceptions, there exist integers u, v, w > 0 and x ∈ [−8H, 8H] such that 
We make the substitutions (4.1) using the software Mathematica [25], obtaining the factorisation 64∆
Note that the denominator of the left hand side is nonzero, for the irreducibility of f implies that ∆ = 0. We now equate the right hand side with y 2 , for some y ∈ Z. Given u, v, w, a, the integer point (x, y) must lie on one of the two curves C ± u,v,w,a defined by
Therefore N V 4 is bounded above, up to a multiplicative constant, by H 2 log H plus the number of sextuples (u, v, w, x, a, y) ∈ N 3 × Z 3 satisfying |x|, |a| 8H, (2.4), (2.5), (2.6) and
We first consider the contribution from (u, v, w, a) for which C ± u,v,w,a is reducible over Q.
is a square in Q[x], so 4a 2 uw 2 + 64uv 2 ± 32auvw = 0.
As u = 0 we now have (aw ± 4v) 2 = 0, so aw = ∓4v. 
The contribution from this case is therefore bounded above by a constant times
(2) If instead uw 2 > 40H, then |a| ≍ w √ u, so from (4.4) we have
Start by choosing u, w for which 40H < uw 2 ≪ H 2 . There are then
and then v is determined by (4.4) in at most two ways. Now
so the number of possibilities for x is bounded above by a constant times
Thus, the contribution from this case is bounded above by a constant times
We have shown that there are O(H 2 log H) sextuples
satisfying |x|, |a| 8H, (2.4), (2.5), (2.6) and (4.3) such that C ± u,v,w,a is reducible over Q.
It remains to address the situation in which C ± u,v,w,a is absolutely irreducible. We will ultimately apply Vaughan's uniform count for integer points on curves of this shape [24, Theorem 1.1].
Suppose w v and uv 2 40H. Then x, a ≪ √ H, so the number of solutions is bounded above by a constant times
Similarly, if v w and uw 2 40H then there are O(H 2 log H) solutions. Next, we consider the scenario in which w v and uv 2 > 40H. Using (2.4), this implies that
Using (2.6), we have
As |x| > v √ u and w v, we now have
we arrive at the inequality
In particular, given u, v, w there are
Choose u, v, w ∈ N and a ∈ Z such that C ± u,v,w,a is absolutely irreducible. Note (4.5), and
, with an absolute implied constant. As w v, the number of solutions is therefore bounded by a constant multiple of
The final case, wherein v w and uw 2 > 40H, is very similar to the previous one. We have considered all cases, and conclude that
C 4 quartics.
We require the following result from an expository note written by Keith Conrad [7, Corollary 4.3] . This is a variant of the Kappe-Warren criterion [16, Theorem 1 (iv)], and we provide a proof-claiming no originality-in the appendix.
Lemma 4.1. Let f be a monic, irreducible quartic polynomial given by (1.1), with a, b, c, d ∈ Z and G f ≃ C 4 . Then the cubic resolvent r(X) has a unique integer root t, and (t 2 − 4d)∆ is a perfect square. Remark 4.2. In [7] , one also has (a 2 − 4(b − t))∆ being a square, for C 4 quartics. By our identity (2.2), this is equivalent to (t 2 − 4d)∆ being a square, unless one of the two terms vanishes. The latter can occur.
We follow a similar strategy to the one that we used for V 4 . The root of the cubic resolvent is x, so (x 2 − 4d)∆ is a perfect square. Observe from (4.1) that x 2 − 4d = uv 2 . Factorising the right hand side of (4.2), we thus obtain
for some y ∈ Z. Given u, v, w, a, this defines a pair of curves Z ± u,v,w,a . As u = 0, the curve Z ± u,v,w,a is absolutely irreducible if and only if the curve C ± u,v,w,a defined in (4.3) is absolutely irreducible. The remainder of the proof can be taken almost verbatim from §4.1. We conclude that N C 4 ≪ H 2 log H, and this completes the proof of Theorem 1.4. In light of (1.4) and (1.5), we have also completed the proof of Theorem 1.3. 
satisfying (1.6). First we deal with the case a = 0. In this case (1.6) becomes into the expression (1.6) for J yields for some (α, β, δ) ∈ Q 3 and some (A, B, D) ∈ Q 3 \ {0}. There are three types of line to consider:
Regarding this as a polynomial in t, and equating constant coefficients, yields
Dividing (5.3) by t 2 now gives 72(β + Bt)(δ + Dt) + 3t(β + Bt)(2βB + 12D + B 2 t)
Now equate t j coefficients for j = 3, 2, 0, obtaining
From (5.4) and (5.5) we have
Substituting these into (5.6) yields
and so
Next, we substitute
27 into (5.7). After some simplification, checked using the computer algebra package Mathematica [25], we obtain −J − 2Z 3 = 0. Now J 2 = 4I 3 , contrary to hypothesis. We conclude that Y I,J has no lines of Type I. Case II. Substituting (a, b, d) = (α, 0, δ) + t(0, 1, D) into (5.2) yields a quartic in t, which cannot vanish identically. This case provides no lines.
Case III. Substituting (a, b, d) = (α, β, t) into (5.2) yields a quadratic in t, which cannot vanish identically. This case provides no lines.
Having checked all cases, we find that Y I,J contains no rational lines.
Lemma 5.2. The affine surface Y I,J is absolutely irreducible.
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Proof. Observe that Y I,J is the zero locus of the polynomial
where
Assume for a contradiction that Y I,J is not absolutely irreducible. Then there exist polynomials g 0 (a, b) and h 0 (a, b), defined over Q, for which
This violates (5.9), since deg a (c 0 ) = 2. This contradiction confirms that Y I,J is absolutely irreducible.
Finally, we complete the proof of Theorem 1.5. By [3, Lemma 1], there exist polynomials
+ε , and a finite set of points Z ⊆ Y I,J such that (1) Each g j is coprime to g, and has degree O(1)
] be coprime to g, and count solutions to
Our first task is to show that F (a, b) = 0 for some nonzero polynomial F . One can take F to be the resultant of g and G in the variable d, however in our setting we can easily perform the elimination explicitly, as we now explain. From g(a, b, d) = 0 we have a, b) ). We always obtain something relatively prime to g, and in particular we do not end up with the zero polynomial. We finally obtain This concludes the proof of Theorem 1.5. Theorems 1.3, 1.4 and 1.5 imply Theorem 1.1.
6. Lower bounds 6.1. Construction for V 4 . Consider
