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TRANSITIVE DENDRITE MAP WITH
INFINITE DECOMPOSITION IDEAL
VLADIMI´R SˇPITALSKY´
Abstract. By a result of Blokh from 1984, every transitive map of a tree has the rela-
tive specification property, and so it has finite decomposition ideal, positive entropy and
dense periodic points. In this paper we construct a transitive dendrite map with infinite
decomposition ideal and a unique periodic point. Basically, the constructed map is (with
respect to any non-atomic invariant measure) a measure-theoretic extension of the dyadic
adding machine. Together with an example of Hoehn and Mouron from 2013, this shows
that transitivity on dendrites is much more varied than that on trees.
1. Introduction
The fundamental result on topologically transitive graph maps is the theorem of Blokh
from 1984 [Bl84]. It states that every transitive map F on a connected graph X
• either is (conjugate to) an irrational rotation of the circle
• or has the relative specification property.
(Recall that a dynamical system (X,F ) has the relative specification property if there is a
regular periodic decomposition D = (D0, . . . , Dm−1) of X such that the restrictions Fm|Di
of the mth iterate of F have the specification property; for the corresponding definitions,
see the next section.) This result was partially extended to compacta containing a free arc
(that is, an arc every non-end point of which is an interior point of the arc) in [DSS13]. It
is proved there that if X is a compact metric space with a free arc and F : X → X is a
transitive map, then exactly one of the following two statements holds:
• X is a disjoint union of finitely many circles permuted by F , and the corresponding
iterate of F , restricted to any of the circles, is (conjugate to) an irrational rotation;
• F is relatively mixing, non-injective, has dense periodic points and positive topolog-
ical entropy.
On compacta without free arcs, such a dichotomy is not true. Counterexamples exist
even on curves. For example, one can take any transitive aperiodic zero entropy map on the
Cantor set C and extend it, using the results from [AKLS99, BS03], to a transitive map on
the cone over C (the so-called Cantor fan) with a unique periodic point and zero entropy.
However, the Cantor fan is not locally connected and, as far as we know, the first example
of a locally connected curve for which Blokh’s dichotomy is not true, was given by Hoehn
and Mouron [HM13]. They proved that on dendrites (that is, on locally connected continua
containing no circle) weak mixing does not imply mixing. Moreover, the map from [HM13]
has a unique periodic point, as was shown in [AHNO13].
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The purpose of the present paper is to provide another example of a transitive dendrite
map which shows, together with [HM13], that transitivity on dendrites is much more varied
than that on trees or graphs. In contrast with [HM13], our map, though transitive, is not
(relatively) weakly mixing. It has infinite decomposition ideal, that is, it admits an infinite
sequence of refining regular periodic decompositions. These and other properties of the
constructed dendrite map are summarized in the following theorem. (Recall that a map f is
almost open if it sends non-empty open sets to sets with non-empty interior. As usual, BX
is the σ-algebra of Borel subsets of X.)
Theorem 1. There is a dendrite X and a continuous map f : X → X such that
(a) f is transitive with all transitive points being end points of X;
(b) f has infinite decomposition ideal, that is, f is not relatively totally transitive;
(c) f has a unique periodic point (which in fact is a fixed point);
(d) f is almost open but not open;
(e) for any non-atomic f -invariant measure µ, (X,BX , f, µ) is a measure-theoretic ex-
tension of the dyadic adding machine;
(f) there is a compatible convex metric d on X such that f is Lipschitz with Lipschitz
constant arbitrarily close to 1;
(g) f has positive topological entropy.
After we had proved this theorem, the preprint [AHNO13] appeared, where the authors
ask whether every transitive dendrite map admits a terminal periodic decomposition. Our
result gives a negative answer to this question. Let us remark that, by [AHNO13], if a
transitive dendrite map has infinite decomposition ideal then the set of transitive points is
as in our condition (a), that is, no transitive point is a cut point of X.
The construction of the map f from Theorem 1 goes as follows (see Section 3 for details).
We start with the universal dendrite X of order 3 and the set Q∗ of all words of dyadic
rationals. Then, for each word α ∈ Q∗, we choose an arc Aα in X. This is done in such
a way that, besides other properties, the union X(m) of all arcs Aα with the length of α
at most m is a nowhere dense subdendrite of X, and the union of the increasing sequence
X(0) ⊆ X(1) ⊆ X(2) ⊆ . . . is dense in X. Then we inductively define a map F : X → X on
every X(m) by specifying F on the involved arcs Aα. To do that, we use what we call index
maps τα. Every such τα maps dyadic rationals Q into Q in a special way, see Lemmas 2 and
3. On the set X(∞) = X \ ⋃mX(m), F is defined simply as a continuous extension. The
key property of F is that there is a map % : Q∗ → Q∗ (defined via index maps τα) such
that F (Aα) ⊇ A%(α) for every α, with equality for all α of length at least 2. The dynamical
properties of F then follows from the corresponding properties of %, see e.g. Lemmas 12 and
15. In Section 4 we prove that F has all the properties stated in Theorem 1 but (c) and (f).
Collapsing a subdendrite X(m) to a point gives the desired map f with Lipschitz constant
enough close to 1 when m is sufficiently large; see Section 5.
2. Preliminaries
By unionsq we denote the disjoint union. The sets of all positive integers and all real numbers
are denoted by N and R, respectively. For a bounded interval I ⊆ R, |I| denotes the length
of I. A map f : X → Y is called open (almost open) if f(U) is open (has non-empty
interior, respectively) in Y for every non-empty open subset U of X. If (X, d), (Y, %) are
TRANSITIVE DENDRITE MAP WITH INFINITE DECOMPOSITION IDEAL 3
metric spaces and L ≥ 0, a map f : X → Y is called Lipschitz-L if %(f(x), f(y)) ≤ Ld(x, y)
for every x, y ∈ X; the smallest such L is the Lipschitz constant of f and is denoted by
Lip(f).
2.1. Continua. A continuum is a compact connected metric space. A curve is a one-
dimensional continuum. An arc A is any topological space homeomorphic to the unit interval
[0, 1]; if a and b are the images of 0 and 1, we write A = [a, b]. A graph is a continuum
which can be written as the union of finitely many arcs, any two of which are either disjoint
or intersect only in one or both of their end points. A tree is a graph containing no simple
closed curve. A dendrite is a (possibly degenerate) locally connected continuum containing
no simple closed curve. A dendrite is a tree if and only if it is non-degenerate and the set of
end points is finite.
Let X be a continuum. A point x ∈ X is called a cut point of X if X \{x} is disconnected.
For the definition of the order of a point x ∈ X, see e.g. [Na92, Definition 9.3]. If X is a
continuum, a point x ∈ X is called an end (ordinary, branch) point of X if its order is one
(two, at least three, respectively). The sets of all end, ordinary and branch points of X are
denoted by E(X), O(X) and B(X). For every dendrite X, B(X) is countable and E(X)
is totally disconnected Gδ [Ku68, pp. 278 and 292]; further, if B(X) is dense then E(X) is
dense, hence residual.
A metric d on a continuum X is said to be convex provided for every distinct x, y ∈ X
there is z ∈ X such that d(x, z) = d(z, y) = d(x, y)/2. If d is convex then for every a 6= b
there is an arc A with end points a, b, the length (that is, the Hausdorff one-dimensional
measure) of which is equal to d(a, b); every such arc is called geodesic. Every subarc of a
geodesic arc A = [a, b] is geodesic; thus, for every c ∈ A, d(a, b) = d(a, c) + d(c, b). In
dendrites equipped with a convex metric, every arc is geodesic.
Let X be a dendrite and Y ⊆ X be a subdendrite of X. A map ρY : X → Y is called
the first point retraction of X onto Y if ρY (x) = x for every x ∈ Y and, for x ∈ X \ Y and
C being the (connected) component of X \ Y containing x, fY (x) is the unique point of the
boundary of C; see e.g. [Na92, pp. 175–176].
2.2. Dynamical systems. A (discrete) dynamical system is a pair (X, f) where X is a
compact metric space and f : X → X is a continuous map. A subset A ⊆ X is called
f -invariant (strongly f -invariant) if f(A) ⊆ A (f(A) = A, respectively). The iterates of f
are defined by f 0 = idX (the identity map on X) and f
n = fn−1◦f for n ≥ 1. A point x ∈ X
is a fixed (periodic) point of f if f(x) = x (fn(x) = x for some n ∈ N, respectively). By
Fix(f) and Per(f) we denote the sets of all fixed and all periodic points of f . The orbit of x
is the set Orbf (x) = {fn(x) : n ≥ 0} and the trajectory of x is the sequence (fn(x))n≥0. A
backward trajectory of x is any sequence (x−n)n≥0 in X such that x0 = x and f(x−n) = x−n+1
for every n ≥ 1.
The topological entropy of (X, f) will be denoted by h(f). A dynamical system (X, f) is
(topologically) transitive if for every non-empty open sets U, V ⊆ X there is n ∈ N such that
fn(U)∩V 6= ∅. A point whose orbit is dense is called a transitive point. If (X, fn) is transitive
for all n ∈ N we say that (X, f) is totally transitive. If (X×X, f×f) is transitive then (X, f)
is called (topologically) weakly mixing. A system (X, f) is (topologically) strongly mixing
provided for every non-empty open sets U, V ⊆ X there is n0 ∈ N such that fn(U) ∩ V 6= ∅
for every n ≥ n0. A system (X, f) is (topologically) exact or locally eventually onto if for
every non-empty open subset U of X there is n ∈ N such that fn(U) = X. Further,
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(X, f) is Devaney chaotic provided X is infinite, f is transitive and has dense set of periodic
points. Finally, a system (X, f) is said to satisfy the specification property if for every
ε > 0 there is m such that for every k ≥ 2, for every k points x1, . . . , xk ∈ X, for every
integers a1 ≤ b1 < · · · < ak ≤ bk with ai − bi−1 ≥ m (i = 2, . . . , k) and for every integer
p ≥ m + bk − a1, there is a point x ∈ X with fp(x) = x such that d(fn(x), fn(xi)) ≤ ε for
ai ≤ n ≤ bi, 1 ≤ i ≤ k.
2.3. Regular periodic decompositions. Let X be a compact metric space. A set D ⊆
X is regular closed if it is the closure of its interior or, equivalently, if it equals the closure
of an open set.
Let f : X → X be a continuous map on a compact metric space. By [Ba97], a regular
periodic decomposition for f is a finite sequence D = (D0, . . . , Dm−1) of m ≥ 1 regular closed
subsets of X covering X such that f(Di) ⊆ Di+1 (mod m) for 0 ≤ i < m and Di∩Dj is nowhere
dense in X for i 6= j. The integer m is called the length of D. The set of the lengths of all
regular periodic decompositions of f is called the decomposition ideal of f and is denoted by
DI(f); always 1 ∈ DI(f).
Let f : X → X be a transitive map. If fn is non-transitive for some n ≥ 2, then f has
a regular periodic decomposition of length m ≥ 2 dividing n [Ba97, Corollary 2.1]. Thus,
DI(f) equals {1} if and only if f is totally transitive. If D = (D0, . . . , Dm−1) is a regular
periodic decomposition for f then, for every i, Di is strongly f
m-invariant and fm|Di is
transitive [Ba97, Theorem 2.1].
Following [Ba97], we say that a map f : X → X is relatively totally transitive (relatively
mixing) if there is a regular periodic decompositionD = (D0, . . . , Dm−1) for f such that fm|Di
is totally transitive (mixing) for every i. Analogously we define the relative specification
property. Note that a transitive map is not relatively totally transitive if and only if its
decomposition ideal is infinite. Adding machines are fundamental examples of such systems;
for the definition, see e.g. [Ba97, p. 520].
2.4. Auxiliary index maps. Here we construct auxiliary maps which will be used in the
proof of Theorem 1, see Section 3. We will need two types of these ‘index’ maps. The first
type (see Lemma 2) will be used in the definition of F (br) (r ∈ Q). The other type (see
Lemma 3) will be used for the definition of F |Ar (r ∈ Q) and F |Aα (|α| ≥ 2), see (3.8) and
(3.9). We say that a function g : Z → R defined on a non-empty set Z, or an indexed set
{g(z)}z∈Z ⊆ R, is null and we write limz∈Z g(z) = 0 if for every ε > 0 there are at most
finitely many points z ∈ Z with |g(z)| > ε.
Lemma 2. Let ϕ : [0, 1]→ [0, 1] be a continuous surjection with ϕ(t) < t for t ∈ (0, 1). Let
p ≥ 2 be an integer and Rc (0 ≤ c < p) be pairwise disjoint countable dense subsets of (0, 1);
put R =
⋃
cRc. Then there is a map ξ : R → R and a two-sided sequence (zm)m∈Z in R
such that
(a) ξ is a surjection, which is one-to-one outside of a countable set, on which it is two-
to-one;
(b) ξ(Rc) = Rc+1 (mod p) for every 0 ≤ c < p;
(c) ϕ(r) < ξ(r) for every r ∈ R and lim
r∈R
(ξ(r)− ϕ(r)) = 0;
(d) ξ(zm) = zm+1 > zm > ϕ(zm+1) for every m ∈ Z, lim
m→−∞
zm = 0 and lim
m→∞
zm = 1;
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(e) for every r ∈ R there are nr ≥ 0 and mr ∈ Z with
r > ξ(r) > · · · > ξnr−1(r) < ξnr(r) = zmr < ξnr+1(r) = zmr+1 < . . .
and ξi(r) 6∈ {zm : m ∈ Z} for every 0 ≤ i < nr;
(f) limn→∞ ξn(r) = 1 for every r ∈ R; moreover, every r ∈ R has a backward trajectory
converging to 1;
(g) for every c, d < p, r ∈ Rc and s ∈ R there are h, k ∈ N0 and t ∈ Rd ∩ (ϕ(r′), ξ(r′))
(where r′ = ξk(r)) with ξh(t) = s.
Proof. For every k ∈ Z we define Rk = Rk (mod p). Note that limn→∞ ϕn(t) = 0 for every
t < 1. Thus we can fix a two-sided sequence (zm)m∈Z from R such that, for every m ∈ Z,
(2.1) zm ∈ Rm, ϕ(zm) < zm−1 < zm, lim
m→−∞
zm = 0 and lim
m→∞
zm = 1.
For every m ∈ Z put
(2.2) ξ(zm) = zm+1.
Put S = R \ {zm : m ∈ Z} = {s1, s2, . . . }, K(0) = ∅ and fix a sequence (εj)j∈N of positive
reals decreasing to zero.
We construct ξ by induction. Assume that j ≥ 1 and that ξ has been defined for every sk
with k ∈ K(j−1), where {sk : k ∈ K(j−1)} is either empty or has a unique accumulation point
1. Let kj,0 be the smallest integer from (an infinite set) N \ K(j−1). Find integers mj ∈ Z
and lj ≥ 1 such that
(Aj) ϕ
lj(skj,0) < zmj < εj and, if j > 1, mj < mj−1;
(Bj) zmj ∈ Rcj+lj+1, where cj < p is such that skj,0 ∈ Rcj .
Since every Rc is countable dense in (0, 1) and ϕ is continuous with ϕ(1) = 1 and ϕ(t) < t
for t ∈ (0, 1), there are pairwise distinct integers kj,i (−∞ < i ≤ lj, i 6= 0) from N\ (K(j−1)∪
{kj,0}) such that
(Cj) · · · > skj,−2 > skj,−1 > skj,0 > skj,1 > · · · > skj,lj < zmj ;
(Dj) skj,i+1 ∈ (ϕ(skj,i), ϕ(skj,i) + εj) ∩Rcj+i+1 for every −∞ < i < lj;
(Ej) limi→−∞ skj,i = 1; moreover, for every sufficiently large (positive) m, [zm, zm+1) con-
tains at least p points skj,i .
Define
(2.3) ξ(skj,i) = skj,i+1 for −∞ < i < lj, ξ(skj,lj ) = zmj
and put K(j) = K(j−1) ∪ {kj,i : −∞ < i ≤ lj}.
After finishing the induction we obtain a map ξ defined on R. We prove that ξ has the
required properties.
(a) This follows from the facts that every r ∈ R \ {zm1 , zm2 , . . . } has exactly one preimage
and every zmj has exactly two preimages (use (Aj)).
(b) By (Dj), (Bj) and (2.1), ξ(Rc) ⊆ Rc+1 for every c < p. By the choice of integers kj,0,
the equalities hold.
(c) Fix r ∈ R. If r = zm for some m then ξ(r) = zm+1 > r > ϕ(r) by (2.2) and (2.1). If
r = skj,lj for some j ≥ 1, then ξ(r) = zmj > r > ϕ(r) by (Cj) and (2.3). Otherwise r = skj,i
for some j ≥ 1 and i < lj; then ξ(r) = skj,i+1 > ϕ(r) by (Dj) and (2.3). Hence ξ(r) > ϕ(r)
for every r ∈ R. Now we prove that limr∈R(ξ(r) − ϕ(r)) = 0. To this end, fix ε > 0 and
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put Tε = {r ∈ R : ξ(r) − ϕ(r) > ε}. By (2.1), continuity of ϕ and the fact that 0, 1 are
fixed points of ϕ, the intersection Tε ∩ {zm : m ∈ Z} is finite. Since εj ↘ 0, there is j0 with
εj0 ≤ ε. Then Tε ∩ S ⊆ {sk : k ∈ K(j0)} by (Dj) for j > j0. Now (Ej) for j ≤ j0, ϕ(1) = 1
and continuity of ϕ at 1 give that Tε ∩ S is finite. Thus Tε is finite and (c) is proved.
(d) This immediately follows from (2.1) and (2.2).
(e) If r = zm for some m then put nr = 0, mr = m. Otherwise there are j and i ≤ lj with
r = skj,i ; in such a case put nr = lj − i+ 1, mr = mj and use (2.3).
(f) The first part of (f) follows from (d) and (e). The second part is implied by limj→∞mj =
−∞ (use (Aj)) and limi→−∞ skj,i = 1 for every j (use (Ej)).
(g) Take any c, d < p, r ∈ Rc and s ∈ R. By (f) there is a backward trajectory (t−l)l≥0 of
s with liml t−l = 1. By (2.2), the second part of (Ej) and (b), there are h and m ≥ mr with
t−h ∈ [zm, zm+1) ∩ Rd. If we put k = nr + (m −mr), r′ = ξk(r) and t = t−h, then r′ = zm,
s = ξh(t) and (ϕ(r′), ξ(r′)) ⊇ [zm, zm+1) 3 t. 
Lemma 3. Let I = [a, b], I ′ = [a′, b′] be non-degenerate compact intervals. Let C 6= ∅ be a
countable index set and {Rc}c∈C , {R′c}c∈C be families of dense countable subsets of I, I ′ such
that the sets Rc are pairwise disjoint. Let L > |I ′|/|I|. Then there is a map τ : I → I ′ such
that
(a) τ is a Lipschitz-L surjection; moreover, if the sets R′c are pairwise disjoint, τ is a
homeomorphism;
(b) τ(a) = a′, τ(b) = b′, τ((a, b)) = (a′, b′);
(c) τ(Rc) = R
′
c for every c;
(d) if C is finite then, for every c, τ−1(R′c) ⊆
⋃
dRd and every r
′ ∈ R′c has only finitely
many preimages;
(e) τ(t) ≤ (|I ′|/|I|)(t− a) + a′ for every t ∈ I.
The map τ from Lemma 3 will be the limit of a sequence of piecewise linear maps, obtained
using the following lemma. We say that a map g : I → I ′ (where I = [a, b], I ′ = [a′, b′] are
compact intervals) is piecewise linear with respect to the set K = {a0 = a < a1 < · · · <
ak = b}, or K-linear, if the restrictions g|[ai,ai+1] (0 ≤ i < k) are linear (thus g is necessarily
continuous); the intervals [ai, ai+1] will be called K-intervals. If g additionally satisfies
g((ai, ai+1)) ∩ g(K) = ∅ for every i < k such that g is not constant on [ai, ai+1] (that is,
g(ai) 6= g(ai+1)), then g is said to be strongly piecewise linear with respect to K, or strongly
K-linear. Note that if a K-linear map g is strictly monotone then it is strongly K-linear.
For a K-linear map g : I → I ′ and points r1, . . . , rk ∈ I \K, r′ ∈ I ′ let g[r1,...,rk;r′] : I → I ′
denote the K˜-linear map (where K˜ = K ∪ {r1, . . . , rk}) which maps every ri to r′ and every
x ∈ K to g(x). By ‖g‖ we denote the supremum norm of g.
Lemma 4. Let g : [0, 1] → [0, 1] be a strongly K-linear surjection with Lip(g) < L and
0 < g(t) < t on (0, 1). Let R,R′ be countable dense subsets of (0, 1) such that R ∩ K = ∅
and let ε > 0. Then
(a) for every r′ ∈ R′ there are k ≥ 1 and r1, . . . , rk ∈ R, and
(b) for every r1 ∈ R there are r′ ∈ R′, k ≥ 1 and r2, . . . , rk ∈ R \ {r1},
such that the map g˜ = g[r1,...,rk;r
′] is a strongly K˜-linear surjection (where K˜ = K ∪
{r1, . . . , rk}) and
(2.4) ‖g˜ − g‖ < ε, Lip(g˜) < L and 0 < g˜(t) < t on (0, 1).
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Moreover, if g is a homeomorphism and, in (a), r′ 6∈ g(K), then in both cases we may
additionally assume that k = 1 and g˜ is a homeomorphism.
Proof. Note that if every ri is such that g(ri) is sufficiently close to r
′, then automatically
ri > r
′ for every i and (2.4) is satisfied. Thus we only need to ensure that g˜ is strongly K˜-
linear. This can be done as follows. Let K = {a0 = 0 < a1 < · · · < am = 1} and a′i = g(ai).
In (a), let N denotes the set of those indices 0 ≤ i < k for which r′ ∈ (a′i, a′i+1). If N is
empty, there is 1 ≤ i < k with a′i = r′; put k = 1 and take arbitrary r1 ∈ R∩ (ai, ai+1) which
is sufficiently close to ai. Otherwise N = {i1, . . . , ik} is non-empty; then in every (aij , aij+1)
take some rj ∈ R for which g(rj) is sufficiently close to r′.
In (b), let i be such that r1 ∈ (ai, ai+1). If a′i 6= a′i+1 take some r′ ∈ R′ ∩ (a′i, a′i+1) which is
sufficiently close to g(r1); then, provided there are indices j 6= i with r′ ∈ (aj, aj+1), in every
such interval (aj, aj+1) choose some point from R as in (a). On the other hand, if a
′
i = a
′
i+1
(that is, g is constant on [ai, ai+1]), then a
′
i > 0 and we can take r
′ ∈ R′, r′ < a′i sufficiently
close to a′i = g(r1) and such that [r
′, a′i) ∩ g(K) = ∅; then we define k and r2, . . . , rk as in
the case a′i 6= a′i+1.
In all the cases, the resulting map g˜ = g[r1,...,rk;r
′] is a strongly K˜-linear surjection (with
K˜ = K ∪ {r1, . . . , rk}) satisfying (2.4). To finish the proof it suffices to note that if g is a
homeomorphism and, in (a), r′ 6∈ g(K), then in the previous construction we always obtain
that k = 1 and g˜ is strictly increasing. 
Proof of Lemma 3. We may assume that I = I ′ = [0, 1]. Take a sequence (εj)j≥0 of positive
reals such that
∑
j εj < ∞. Enumerate the elements of every Rc and R′c. Let (cj)j≥0 be a
sequence from C containing every c ∈ C infinitely many times.
The map τ will be the uniform limit of strongly Kj-linear maps τj : I → I ′ (j ≥ 0), where
K0 ⊆ K1 ⊆ . . . . First, take any r ∈ Rc0 and, sufficiently close to it, r′ ∈ R′c0 with r′ < r.
Put K0 = {a, r, b} and denote by τ0 : I → I ′ the (strongly) K0-linear surjection mapping
0, r, 1 to 0, r′, 1, respectively. Note that Lip(τ0) < L and 0 < τ0(t) < t on (0, 1) by the choice
of r′. Put Sc0,0 = {r}, S ′c0,0 = {r′} and, for every c 6= c0, Sc,0 = S ′c,0 = ∅.
Assume now that j ≥ 1 and that a Kj−1-linear map τj−1 with Lip(τj−1) < L has been
defined, together with finite sets Sd,j−1 ⊆ Rd, S ′d,j−1 ⊆ R′d (d ∈ C) such that Kj−1 =
{0, 1} unionsq⊔d Sd,j−1 and τj−1(Kj−1) = {0, 1} ∪⋃d S ′d,j−1. Put c = cj and define Sd,j = Sd,j−1,
S ′d,j = S
′
d,j−1 for every d ∈ C \ {c}. Let r be the first (according to the enumeration of
Rc) element of Rc \ Sc,j−1. Lemma 4(b), applied to g = τj−1, K = Kj−1, R = Rc \ Sc,j−1,
R′ = R′c \ S ′c,j−1, ε = εj and r1 = r, gives a map τ˜j = τ [r1,...,rk;r
′]
j−1 . Let s
′ be the first
element of R′c \ (S ′c,j−1 ∪ {r′}). By applying Lemma 4(a) to g = τ˜j, K = Kj−1 ∪ {r1, . . . , rk},
R = Rc \ (Sc,j−1∪{r1, . . . , rk}), R′ = R′c \ (S ′c,j−1∪{r′}), ε = εj and r′ = s′, we obtain a map
τj = τ˜
[s1,...,sl;s
′]
j . To finish the induction step, we put Sc,j = Sc,j−1 ∪ {r1, . . . , rk, s1, . . . , sl},
S ′c,j = S
′
c,j−1 ∪ {r′, s′}, and Kj = {0, 1} unionsq
⊔
d Sd,j = Kj−1 unionsq {r1, . . . , rk, s1, . . . , sl}.
For every j we have ‖τj − τj−1‖ < 2εj by (2.4). Since
∑
j εj < ∞, we may define
τ = limj τj. Immediately τ(a) = a
′, τ(b) = b′ and τ is continuous, thus it is also surjective.
Further, Lip(τ) ≤ lim supj Lip(τj) ≤ L by (2.4). If the sets R′c are pairwise disjoint, then, by
Lemma 4 and the fact that τ0 is strictly increasing, we may assume that every τj is strictly
increasing; thus τ is increasing. Since disjointness of the sets R′c and denseness of the sets
Rc immediately imply that τ has no interval of constancy, τ is a homeomorphism. Hence
(a) and (b) are proved.
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The property (c) follows from the construction since Rc =
⋃
j Sc,j and R
′
c =
⋃
j S
′
c,j for
every c ∈ C. To show (e) it suffices to realize that τj(t) < t for every j and t ∈ (0, 1), thus
τ(t) ≤ t on (0, 1).
It remains to prove (d). To this end, assume that C is finite and take any r′ ∈ ⋃cR′c;
put C0 = {c ∈ C : r′ ∈ R′c}. Since C0 is finite, there is j0 such that r′ ∈ S ′c,j for every
c ∈ C0, j ≥ j0. Assume, contrary to (d), that there is r ∈ (0, 1) \ (
⋃
cRc) with τ(r) = r
′.
Then for every j ≥ j0 there is a Kj-interval [bj, cj] such that r ∈ (bj, cj). Strong Kj-linearity
of τj and the fact r
′ ∈ τj((bj, cj))∩g(Kj) give that τj is constant on [bj, cj] and thus bj, cj are
τj-preimages of r
′. Since, by the construction and finiteness of C0, the set
⋃
j τ
−1
j (r
′) is finite,
we obtain that the maps τj (j ≥ j0), and thus also τ , have a common non-degenerate interval
of constancy. But this is clearly impossible. So we have that τ−1(r′) ⊆ ⋃cRc. Since, by the
construction, r′ has only finitely many preimages in any Rc, the set τ−1(r′) is finite. 
3. Construction of the map F
The purpose of this section is to construct a dendrite X and a transitive map F : X → X.
Then, in Section 4, we prove that this map has all the properties stated in Theorem 1 but
(c) and (f), since it has two fixed points and need not be Lipschitz. We start with some
notation and description of the phase space X, the universal dendrite of order 3.
3.1. Basic notation. By Q we denote the set of all dyadic rational numbers in (0, 1).
Every r ∈ Q can be uniquely written as r = pr/2qr with qr ≥ 1 and odd 1 ≤ pr < 2qr . By
Q0, Q∗ and Q+ we mean the sets {o}, ⋃k≥0Qk and ⋃k≥1Qk, respectively; here and below,
the symbol o denotes the empty word.
By |α| we denote the length of α ∈ Q∗, that is, an integer k such that α ∈ Qk. For
α ∈ Qk, β ∈ Qm (k,m ≥ 0) we naturally define the concatenation αβ ∈ Qk+m; note that
αo = oα = α. If α = r0 . . . rk−2rk−1 ∈ Qk with k ≥ 1, then α˜ denotes r0 . . . rk−2 and, for
α = o, we put α˜ = o. Further, for every 0 ≤ m ≤ k we put α(m) = r0 . . . rm−2rm−1 (with the
interpretation α(0) = o); so, for example, α˜ = α(|α|−1) for α ∈ Q+.
Put Σ = {0, 1}, Σ0 = {o} and define Σ∗, Σ+ analogously as above. On Σm (m ≥ 1) we
define the addition in the usual way with carry to the right and we identify 1 with the word
10m−1; so γ + n is defined for any γ ∈ Σm and n ∈ Z. Analogously for Σ∞. The longest
common prefix of γ, γ′ ∈ Σ∗ is the word δ ∈ Σ∗ such that we can write γ = δγ, γ′ = δγ′ with
either one of γ, γ′ being empty or γ0 6= γ′0.
For γ = γ0 . . . γm−1 ∈ Σm (m ≥ 0) we define
(3.1) Qγ = {α = α0 . . . αm−1 ∈ Qm : qαi ≡ γi (mod 2) for 0 ≤ i < m}.
Then Qo = {o}, Qγ =
∏
i<mQγi is dense in (0, 1)
m for every γ ∈ Σm and, for every m ≥ 0,
Qm =
⊔
γ∈Σm
Qγ.
Analogously we define Qγ for γ ∈ Σ∞.
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3.2. Dendrite X. Let X be the universal dendrite of order 3, that is, the topologically
unique dendrite such that the branch points of it are dense and all have order 3. We may
write
X =
⋃
m≥0
X(m) =
⋃
m≥0
X(m) unionsq X(∞),
where X(0) = [ao, bo] is an arc and every X
(m) (m ≥ 1) satisfies
X(m) = X(m−1) unionsq
( ⊔
α∈Qm
(aα, bα]
)
with aα ∈ (aα˜, bα˜) for α ∈ Qm;
moreover,
B(X) = {aα : α ∈ Q+} and E(X) = {ao, bo} unionsq {bα : α ∈ Q+} unionsq X(∞).
For every α ∈ Q∗ we put Aα = [aα, bα] and define a natural ordering on Aα such that
aα < bα; we may assume that aαr < aαs for every r < s from Q. The ordinary points of Aα
are denoted by aαt (t ∈ (0, 1) \ Q) in such a way that for every t < u from (0, 1) we have
aα < aαt < aαu < bα; we also put aα0 = aα, aα1 = bα. Note that, for every m ≥ 0, X(m) is a
nowhere dense subdendrite of both X(m+1) and X, and
⋃
mX
(m) is a dense connected subset
of X of the first category. Further, X(∞) is a totally disconnected dense Gδ subset of X.
For α ∈ Q∗ let Xα denote the closure of the component of X \ {aα} containing bα. So
Xo = X and, for every α ∈ Q∗ and m ≥ 1,
(3.2) Xα =
 ⋃
0≤|β|<m
Aαβ
 ∪( ⊔
β∈Qm
Xαβ
)
=
( ⋃
β∈Q∗
Aαβ
)
∪ {bαβ : β ∈ Q∞},
where, for any ν = ν0ν1 . . . ∈ Q∞, bν denotes the unique point of
⋂
mXν0...νm−1 . Note that
X(∞) = {bα : α ∈ Q∞}.
3.3. Covers Dm of X. Here we define a refining sequence of finite covers Dm = (Dγ)γ∈Σm
(m ≥ 0) of X. For any m ≥ 0 and γ = γ0 . . . γm−1 ∈ Σm put (recall the definition (3.1) of
Qγ)
Y (γ) =
m⋃
k=0
 ⊔
α∈Qγ0...γk−1
Aα
 = Ao unionsq
 m⊔
k=1
⊔
α∈Qγ0...γk−1
(aα, bα]
 ;
this is a subdendrite of X(m) and Y (o) = Ao, Y
(γc) = Y (γ) ∪
(⊔
α∈Qγc Aα
)
for every γ ∈ Σ∗,
c ∈ Σ. Now define
(3.3) Dγ = Y
(γ˜) ∪
⊔
α∈Qγ
Xα
and
(3.4) Dm = (Dγ)γ∈Σm .
Particularly, for c, d ∈ Σ we have
Do = X, Dc = Ao ∪
( ⊔
r∈Qc
Xr
)
, Dcd = Ao ∪
( ⊔
r∈Qc
Ar
)
∪
( ⊔
rs∈Qcd
Xrs
)
.
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The following lemma, the easy proof of which is skipped, summarizes properties of the covers
Dm.
Lemma 5. For every m, k ≥ 1 and different γ, δ ∈ Σm the following hold:
(a) Dγ is a regular closed subdendrite with
int(Dγ) =
⊔
α∈Qγ
(Xα \ {aα}) and ∂Dγ = Y (γ˜);
(b) Dγ =
⋃
γ′∈Σk Dγγ′;
(c) Dγ ∩Dδ = Y (γ˜) ∩ Y (δ˜) = Y (), where  is the longest common prefix of γ˜, δ˜;
(d) Dm+k refines Dm;
(e)
⋃
γ 6=δ(Dγ ∩Dδ) = X(m−1) and
⋂
γ∈Σm Dγ = X
(0).
We identify words γ ∈ Σm with integers 0 ≤ k < 2m in such a way that the word 0m +k is
identified with k. Thus it has a meaning to say that Dm is a regular periodic decomposition
of some continuous selfmap of X.
3.4. Definition of the map F . In this section we inductively construct a selfmap F of
X together with auxiliary maps τα (α ∈ Q∗). Fix a sequence (Lm)m≥1 of reals such that
(3.5) Lm ↘ 1 and
∑
m
(∏
i≤m
L−1i
)
<∞
(take, for example, Lm = (1+1/m)
2). For γ ∈ Σ+ let γ ∈ Σ denote the last letter of (γ+1);
that is, for γ ∈ Σm, γ = γm−1 + 1 if γi = 1 for every i < m − 1, and γ = γm−1 otherwise.
We will often use that, for any γ ∈ Σ+ and c ∈ Σ,
(3.6) (γ + 1)γc = γc+ 1 and γ0 6= γ1.
To shorten the notation we put α = γ for every α ∈ Qγ.
First we define F on X(0). Take an increasing homeomorphism ϕo : [0, 1] → [0, 1] such
that ϕo(t) < t for every t ∈ (0, 1) and ϕo(Qc) = Qc+1 for every c ∈ Σ; for example, one can
use the map ϕo given by ϕo(t) = t/2 for t ≤ 2/3 and ϕo(t) = 2t− 1 for t ≥ 2/3. Now define
F on X(0) by
(3.7) F (at) = aϕo(t) for every t ∈ [0, 1].
Let τo : Q → Q be the map ξ obtained from Lemma 2 for ϕ = ϕo, p = 2 and Rc = Qc
(c ∈ Σ).
To define F on X(1) we fix a number ω ∈ (0, 1) \Q and put
cr = arω (r ∈ Q).
Take any r ∈ Q and put Jr = [ϕo(r), τo(r)], s = τo(r). Let d ∈ Σ be such that r ∈ Qd. Two
applications of Lemma 3, first with I = [0, ω], I ′ = Jr, Rc = Qc∩(0, ω), R′c = Qd∩(ϕo(r), s)
(c ∈ Σ), then with I = [ω, 1], I ′ = [0, 1], Rc = Qc ∩ (ω, 1), R′c = Qdc (c ∈ Σ), and arbitrary
L > 1/min{ω, 1− ω}, give maps τ ′r : [0, ω]→ Jr and τ ′′r : [ω, 1]→ [0, 1]. We define F on Ar
by
(3.8) F (art) =
{
aτ ′r(t) if t ∈ [0, ω];
asτ ′′r (t) if t ∈ [ω, 1].
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Since τ ′r(ω) = s, τ
′′
r (ω) = 0 and as0 = as, the map F is well defined on Ar. To shorten the
notation, define a (not continuous) map τr : [0, 1] → [0, 1] by τr(t) = τ ′r(t) for t ≤ ω and
τr(t) = τ
′′
r (t) for t > ω.
Now assume that m ≥ 2 and F is defined on X(m−1). Fix arbitrary α = α0 . . . αm−1 ∈ Qm
and let γ ∈ Σm be such that α ∈ Qγ. Since aα ∈ X(m−1), F (aα) has already been defined
and there is β ∈ Q∗ such that F (aα) = aβ. If α1 < ω, take a map τα : [0, 1] → [0, 1]
obtained from Lemma 3 for Rc = Qc, R
′
c = Qγ (c ∈ Σ) and L = Lm. Otherwise (α1 > ω)
let τα : [0, 1]→ [0, 1] be a map obtained from Lemma 3 for Rc = Qc, R′c = Qγc (c ∈ Σ) and
L = Lm. Now we can define F on Aα by
(3.9) F (aαt) = aβτα(t) for every t ∈ [0, 1].
In this way we have defined F on
⋃
mX
(m). Before giving the definition of F on X(∞)
we summarize the crucial properties of the index maps τα, which immediately follows from
Lemmas 2 and 3.
Lemma 6. Let γ ∈ Σ∗, α ∈ Qγ and c ∈ Σ. Then
(a) τα(Qc) ⊆ Qγ , with equality if |α| ≥ 2 and α1 < ω;
(b) τα(Q) = Q and τα(Qc) = Qγc provided α = o, or |α| ≥ 2 and α1 > ω;
(c1) τ ′α(Qc ∩ (0, ω)) = Qγ ∩ (ϕo(α), τo(α)) ⊆ Qγ provided |α| = 1.
(c2) τ ′′α(Q ∩ (ω, 1)) = Q and τ ′′α(Qc ∩ (ω, 1)) = Qγc provided |α| = 1.
By the construction, for every α ∈ Q∗ there is (unique) %(α) ∈ Q∗ with
(3.10) F (bα) = b%(α).
Moreover, (3.7)–(3.9) imply that, for every r, s ∈ Q and α ∈ Q∗ with |α| ≥ 2,
%(o) = o, %(r) = τo(r), %(rs) =
{
τ ′r(s) if s < ω,
%(r)τ ′′r (s) if s > ω
and %(αs) = %(α)τα(s).
(3.11)
Lemma 7. Let α ∈ Q+, m = |α| and β = %(α). Put θα = 1 if m ≥ 2 and α1 < ω, and
θα = 0 otherwise. Then
(a) |β| = m− θα;
(b) βi−θα = τα0...αi−1(αi) for every θα ≤ i < m;
(c) %(αα′) starts with β for every α′ ∈ Q∗;
(d) the sequence (|%n(α)|)n≥0 is (not necessarily strictly) decreasing and is eventually 1.
Proof. The statements (a)–(c) immediately follow from (3.11). The first part of (d) and
the fact that |%n(α)| ≥ 1 for every n follow from (a). To finish the proof it suffices to
show that for every α with |α| ≥ 2 there is n ∈ N such that |%n(α)| < |α|. Suppose, to
the contrary, that there is α with m = |α| ≥ 2 such that |%n(α)| = m for every n. Put
βn = βn0 . . . β
n
m−1 = %
n(α) (n ≥ 0). Then βn1 > ω and, by (3.11), βn+11 = τ ′′βn0 (βn1 ) for every
n. Notice that, by Lemma 3(e), τ ′′r (t) ≤ (t− ω)/(1− ω) < t for every t ∈ (0, 1) and r ∈ Q.
Hence
α1 − βn1 >
α1 − ω
1− ω −
βn−11 − ω
1− ω =
α1 − βn−11
1− ω
for every n ≥ 1. Thus α1 − βn1 > (1 − ω)−(n−1)(α1 − β11) → ∞ for n → ∞ (note that
β11 = τ
′′
α0
(α1) < α1). But this contradicts the fact that β
n
1 > ω for every n. 
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The next lemma, which trivially follows from Lemma 7, enables us to define F on X(∞).
Lemma 8. Let α ∈ Q∞ and put θα = 1 if α1 < ω and θα = 0 if α1 > ω. Then there is
exactly one β ∈ Q∗, which will be denoted by %(α), such that
%(α0 . . . αm−1) = β0 . . . βm−1−θα for every m ≥ 2.
Moreover, βi−θα = τα0...αi−1(αi) for every i ≥ θα.
By Lemma 8 we can define F on X(∞) by
(3.12) F (bα) = b%(α) for every α ∈ Q∞.
4. Properties of the map F
In this section we deal with the dynamical properties of the map F constructed in the
previous section.
4.1. Basic properties of F .
Lemma 9. Let α ∈ Q∗ have |α| ≥ 2. Put β = %(α). Then
(a) F (aα) = aβ, F (bα) = bβ and F |Aα : Aα → Aβ is a continuous surjection;
(b) F (Xα) ⊆ Xβ.
Proof. The statement (a) follows from (3.8), (3.9) and the choice of τα. To prove (b) realize
that
⋃
α′∈Q∗ Aαα′ is dense in Xα and that F (Aαα′) = A%(αα′) ⊆ Xβ by (3.9). Thus F (Xα) ⊆
Xβ = Xβ. 
Lemma 10. The maps %|Q∗ : Q∗ → Q∗ and %|Q∞ : Q∞ → Q∞ are surjections. Moreover,
for every β ∈ Q∗ (β ∈ Q∞) there is α ∈ Q∗ (α ∈ Q∞) such that
(4.1) %(α) = β and |α| = |β|.
Note that if |β| ≥ 2 and α satisfies (4.1) then α1 > ω.
Proof. First we deal with % on Q∗. Take any β ∈ Q∗. If β = o put α = o. If |β| = 1,
(4.1) is guaranteed by the fact that τo(Q) = Q, see Lemma 6(b). If |β| = 2, (4.1) follows
from Lemma 6(c2). Finally, for |β| ≥ 3 the result follows by induction from (3.11) and
Lemma 6(b).
Now take any β ∈ Q∞. By the previous case there are α0, α1 ∈ Q such that %(α0α1) = β0β1
and α1 > ω. Define inductively α2, α3, . . . in such a way that τα0...αi−1(αi) = βi for every
i ≥ 2; this is possible by Lemma 6(b). Then, by Lemma 8, %(α0α1 . . . ) = β. 
Proposition 11. The constructed map F : X → X is a non-injective continuous surjection.
Moreover, the sets X(∞) and X(m) (m ≥ 0) are (strongly) F -invariant.
Proof. Surjectivity of F follows from Lemmas 10, 9(a) and the facts that F (Ao) = Ao,
F (Ar) ⊇ A%(r) for every r ∈ Q. Further, F is non-injective since, for example, every point
of (ϕo(r), τo(r)] (r ∈ Q) has at least two preimages: one in Ao and another one in Ar.
To prove continuity of F take any convergent sequence (xn)n of points from X such that,
for some y ∈ X, y = limn F (xn); put x = limn xn. We want to show that y = F (x).
First assume that x ∈ X(∞), that is, x = bα for some α ∈ X∞. Take any m ≥ 2 and
put α′ = α0 . . . αm−1. Then there is n0 such that xn ∈ Xα′ for every n ≥ n0. Hence, by
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Lemma 9(b), F (xn) ∈ X%(α′) for every n ≥ n0 and so y ∈ X%(α′). Since this is true for every
m we have y = b%(α) = F (x).
Now assume that x ∈ X(m) for some m; that is, either x = ao or x = aαt for some
α ∈ ⋃0≤k≤mQk and t ∈ (0, 1]. We describe only the case when x = aαt with |α| ≥ 2; the
other cases can be described analogously. Put β = %(α) and s = τα(t). Lemma 9 and (3.11)
imply that, for every sufficiently large n, xn ∈ Xαrn and F (xn) ∈ Xβsn for some rn ∈ Q such
that limn rn = t and limn sn = s, where sn = τα(rn). If there are infinitely many n’s with
rn 6= t, then diamXαrn → 0; moreover, diamXβsn → 0. (In fact, either s 6∈ Q and this is
obvious, or s ∈ Q and τ−1α (s) is finite by Lemma 3(d), so sn 6= s for all but finitely many
ns.) Thus, by (3.9), y = aβs = a%(α)τα(t) = F (aαt) = F (x). If there are only finitely many
n’s with rn 6= t, we may assume that every rn = t. Then there is a sequence (r′n)n in Q
converging to 0 such that xn ∈ Xαtr′n for every n. Using that τ−1α (0) = {0} by Lemma 3(b),
analogously as before we obtain that y = F (x).
Finally, the fact that the sets X(m) (m ≥ 0) and X(∞) are strongly F -invariant is a
consequence of the construction and surjectivity of F . 
4.2. Regular periodic decompositions for F . The main result of this section is Propo-
sition 14 stating that every Dm is a regular periodic decomposition for F . We start with the
next lemma.
Lemma 12. Let α ∈ Q∗ and γ ∈ Σ∗ be such that α ∈ Qγ. Then
(a) %(α) ∈ Qγ˜+1;
(b) %(α) ∈ Qγ+1 provided |α| ≤ 1, or |α| ≥ 2 and α1 > ω.
Proof. (a) If α = o then (a) is trivial (use that Qo = {o} and o + 1 = o). Assume that
%(α) ∈ Qγ˜+1 for some α ∈ Qγ and take any c ∈ Σ, r ∈ Qc. Then %(αr) = %(α)τα(r) ∈
Q(γ˜+1)γ = Qγ+1 by Lemma 6(a) and (3.6). Hence, by induction, (a) is proved.
(b) The assertion is again trivially true for α = o. For α ∈ Q1, Lemma 6(b) gives
%(α) = τo(α) ∈ Qoγ = Qγ+1. Further, if c ∈ Σ and r ∈ Qc ∩ (ω, 1), then (3.11) and
Lemma 6(c2) yield %(αr) = %(α)τ ′′α(r) ∈ Q(γ+1)γc = Qγc+1. So (b) is proved for every α with
|α| ≤ 1 or with |α| = 2, α1 > ω.
To finish the proof of (b), it suffices to show that %(αr) ∈ Qγc+1 for any α with |α| ≥ 2,
α1 > ω and r ∈ Qc, c ∈ Σ. But this immediately follows by induction from (3.11) and
Lemma 6(b), since %(αr) = %(α)τα(r) ∈ Q(γ+1)γc = Qγc+1. So the proof is finished. 
To prove Proposition 14, we will also need the following refinement of Lemma 9(b). Let
us note that in Lemma 13 even the equalities hold; see Lemma 24.
Lemma 13. Let α ∈ Q+, β = %(α) and γ be such that α ∈ Qγ. Then
F (Xα) ⊆

Xβ if |α| ≥ 2 and α1 > ω;
Aβ ∪
(⊔
s∈Qγ Xβs
)
if |α| ≥ 2 and α1 < ω;
[F (aα), aβ] ∪
(⊔
s∈Qγ∩(ϕo(α),β] Xs
)
if |α| = 1.
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Proof. The first case was proved in Lemma 9(b). Assume now that |α| ≥ 2 and α1 < ω.
Write Xα in the form
(4.2) Xα = Aα ∪
(⊔
r∈Q
Xαr
)
.
By Lemma 9 and (3.11), F (Aα) = Aβ and F (Xαr) ⊆ X%(αr) = Xβτα(r) for every r ∈ Q. Since
τα(r) ∈ Qγ by Lemma 6(a), the second inclusion is proved.
Finally assume that |α| = 1. Again write Xα in the form (4.2) and realize that F (Aα) =
Aβ ∪ [F (aα), aβ] and F (Xαr) ⊆ X%(αr). If r < ω then %(αr) = τ ′α(r) ∈ Qγ ∩ (ϕo(α), β) by
Lemma 6(c1); thus F (Xαr) ⊆ Xs for some s ∈ Qγ ∩ (ϕo(α), β). On the other hand, if r > ω
then %(αr) = βτ ′′α(r) and so F (Xαr) ⊆ Xβ. Hence also the final inclusion is proved, since
β ∈ Qγ+1 = Qγ by Lemma 12(b). 
Now we are able to show that every Dm is a regular periodic decomposition for F ; recall
the definitions (3.3) and (3.4) of Dγ and Dm.
Proposition 14. For every m ≥ 0, Dm is a regular periodic decomposition for F .
Proof. For m = 0 this is trivial, so assume that m ≥ 1. We will prove that
(4.3) F (Xα) ⊆ Dγ+1 for every γ ∈ Σm and α ∈ Qγ;
from this the proposition will follow since (4.3) implies that F (int(Dγ)) ⊆ Dγ+1, see Lemma 5(a).
For m = 1 Lemma 13 implies
F (Xα) ⊆ Ao ∪
 ⊔
s∈Qγ+1
Xs
 = Dγ+1.
Assume now that m ≥ 2. Then, by Lemma 9(b), F (Xα) ⊆ X%(α). If α1 > ω then %(α) ∈ Qγ+1
by Lemma 12, hence (4.3) is true. On the other hand, for α1 < ω, Lemma 13 and the facts
that β ∈ Qγ˜+1 and βs ∈ Qγ+1 for every s ∈ Qγ give
F (Xα) ⊆ Aβ ∪
 ⊔
s∈Qγ
Xβs
 ⊆ Y (γ˜+1) ∪
 ⊔
β′∈Qγ+1
Xβ′
 = Dγ+1
(realize that (γ + 1)˜ = γ˜ + 1). The proposition is proved. 
4.3. Transitivity of F . Here we show that F is transitive, see Proposition 21. As before,
we start with some technical lemmas. For every α ∈ Q+ put
(4.4) Rα = {β ∈ Q+ : %n(αα′) starts with β for some α′ ∈ Q∗ and n ∈ N}.
Note that, in (4.4), one can replace α′ ∈ Q∗ by α′ ∈ Q∞.
Lemma 15. The constructed map F : X → X is transitive if and only if Rα = Q+ for every
α ∈ Q+.
Proof. Assume that F is transitive. Take any α, β ∈ Q+ and put U = Xα \ {aα}, V =
Xβ \ {aβ}. Transitivity implies that there is x ∈ U and n ∈ N such that F n(x) ∈ V . The
continuity of F at x implies that F n(Ux) ⊆ V for some neighborhood Ux ⊆ U of x. Take
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any x′ = bαα′ ∈ Ux ∩X(∞). Then, by (3.12), F n(x′) = b%n(αα′) ∈ Xβ. Hence β ∈ Rα. Since β
was arbitrary, we have that Rα = Q
+.
Assume now that Rα = Q
+ for every α 6= o. Take any non-empty open sets U, V . Then
there are α, β ∈ Q+ such that Xα ⊆ U and Xβ ⊆ V ; we may assume that |α| ≥ 2.
Since β ∈ Rα, there is α′ ∈ Q∞ and n ∈ N such that %n(αα′) starts with β. But then
F n(bαα′) = b%n(αα′) belongs to Xβ, so F
n(U)∩V ⊇ F n(Xα)∩Xβ 6= ∅. This proves transitivity
of F . 
Thus, by the previous lemma, to show the transitivity of F we need to study properties
of the iterates of %. For α ∈ Q∗, let [α] denote the cylinder of all words from Q∗ starting
with α; that is,
(4.5) [α] = {αβ : β ∈ Q∗}.
Note that if α ∈ Qγ and δ ∈ Σ∗, then
[α] ∩Qγδ = {αβ : β ∈ Qδ}.
For k ≥ 1 let pik :
(⋃
m≥k Σ
m
) → Σk be the projection onto the first k letters, that is,
pik(γ) = γ0 . . . γk−1 for every γ = γ0 . . . γm−1 ∈ Σm with m ≥ k.
Lemma 16. For every α ∈ Qγ with |α| ≥ 2, k ≥ 1 and δ ∈ Σk,
%([α] ∩Qγδ) = [%(α)] ∩Qpip+k(γδ+1) =
{
[%(α)] ∩Qγδ˜+1 if α1 < ω;
[%(α)] ∩Qγδ+1 if α1 > ω,
where p = |%(α)|.
Proof. We give the proof only for the case when α1 < ω; the other case can be described
analogously. First take any d ∈ Σ. Then, by (3.11),
%([α] ∩Qγd) = {%(αr) : r ∈ Qd} = {%(α)τα(r) : r ∈ Qd} = {%(α)s : s ∈ τα(Qd)}.
Since τα(Qd) = Qγ by Lemma 6(a), we have
(4.6) %([α] ∩Qγd) = [%(α)] ∩Qγ+1.
Now we continue by induction on k = |δ|. We have proved the lemma for k = 1. Assume
now that k ≥ 1 and that the lemma is true for every δ with |δ| ≤ k. Take arbitrary δ ∈ Σ+
and d ∈ Σ. Then
%([α] ∩Qγδd) =
⋃
β∈Qδ
%([αβ] ∩Qγδd).
So, by (4.6),
%([α] ∩Qγδd) =
⋃
β∈Qδ
{%([αβ]) ∩Qγδ+1} = %([α] ∩Qγδ) ∩ Qγδ+1.
By the induction hypothesis, %([α] ∩ Qγδ) = [%(α)] ∩ Qγδ˜+1. Since (δd)˜ = δ and Qγδ˜+1 ⊇
Qγδ+1, the lemma is proved for δ
′ = δd. Thus, by induction, the lemma is proved for every
δ ∈ Σ+. 
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Lemma 17. Let α ∈ Qγ and n ≥ 1 be such that |%n−1(α)| ≥ 2; put p = |%n(α)|. Then, for
every k ≥ 1 and δ ∈ Σk,
%n([α] ∩Qγδ) = [%n(α)] ∩Qpip+k(γδ+n).
Consequently, for every k ≥ 1,
%n
(
[α] ∩ (Qγ ×Qk)
)
= [%n(α)] ∩ (Qγ+n ×Qp+k−|α|) .
Note that (|α| − |%n(α)|) is the number of integers 0 ≤ i < n for which (%i(α))1 < ω.
Proof. The first statement follows by induction from Lemma 16 (one needs to use that
pil(ν + m) = pil(ν) + m and pil′ ◦ pil = pil′ for every m, ν and l′ < l ≤ |ν|). To prove
the second one, it suffices to realize that
⋃
δ∈Σk Qγδ = Qγ × Qk and
⋃
δ∈Σk Qpip+k(γδ+n) =
Qγ+n ×Qp+k−|γ|. 
Lemma 18. For every s ∈ Qc (c ∈ Σ), δ ∈ Σk (k ≥ 1) and n ≥ 1,
%n ([s] ∩Qcδ) ⊇ [%n(s)] ∩Qcδ+n and %n
(
[s] ∩ (Qc ×Qk)
) ⊇ [%n(s)] ∩ (Qc+n ×Qk) .
Proof. It suffices to prove the first inclusion. For n = 1 this immediately follows from
Lemma 6(c2) and (b). (In fact, %([s] ∩ Qcδ) ⊇ {%(sα) : α ∈ Qδ, α0 > ω} and, for α =
α0 . . . αk−1 with α0 > ω, %(sα) = τo(s)τ ′′s (α0)τsα0(α1) . . . τsα0...αk−2(αk−1) by Lemma 7(b). So,
by Lemma 6(c2) and (b), %([s]∩Qcδ) ⊇ τo(s)×Qcδ0×Qcδ0δ1×· · ·×Qcδ0...δk−1 = [τo(s)]∩Qcδ+1.)
The proof for general n is by simple induction. 
Lemma 19. For every α ∈ Qγ with k = |α| ≥ 1, every s ∈ Qd (d ∈ Σ) and every δ ∈ Σk
there are n ≥ 1, c ∈ Σ and u ∈ Qc with
%n(αu) = s and γc+ n = dδ.
Consequently, Rα ⊇ Q.
Proof. Fix arbitrary d ∈ Σ and s ∈ Qd. We first prove the lemma for k = 1. To this end,
take any α ∈ Qγ with |α| = 1 and any δ ∈ Σ. Recall that %(t) = τo(t) for every t ∈ Q and τo
was given by Lemma 2. By Lemma 2(g) there are h, k ∈ N0 and t ∈ Qγ+(k+1)∩(ϕo(r′), τo(r′))
(where r′ = %k(α) = τ ko (α)) such that %
h(t) = s. Put n = k+ 1 +h and take c ∈ Σ such that
γc+ n = dδ. By Lemma 6(c1) there is u′ ∈ Qγc+k , u′ < ω with τ ′r′(u′) = t; thus %(r′u′) = t.
Repeated application of Lemma 6(c2) gives the existence of u ∈ Qc with %k(αu) = r′u′. So
%n(αu) = s and, by the choice of c, γc+ n = dδ. Thus the case k = 1 is proved.
Assume now that k ≥ 1 and the lemma is true for every α with |α| ≤ k. Take any
α′ = αr ∈ Qγe with |α| = k, r ∈ Qe (|r| = 1), and any δ′ = δf with |δ| = k and f ∈ Σ.
Let p ≥ 0 be such that k + 1 = |αr| = |%p(αr)| > |%p+1(αr)| = k. Put α¯ = %p+1(αr). Since
|α¯| = k and α¯ ∈ Qγ¯ (γ¯ = γ˜ + p+ 1), by the induction hypothesis there are n¯ ≥ 1, c¯ ∈ Σ and
u¯ ∈ Qc¯ with
%n¯(α¯u¯) = s and γ¯c¯+ n¯ = dδ.
By Lemma 17, α¯u¯ ∈ %p+1 ([αr] ∩ (Qγe ×Q)) = [α¯]∩Qγe+(p+1). Thus, by Lemma 12, γe+(p+
1) = γ¯c¯, and so γe+ n = dδ, where n = p+ 1 + n¯. Hence there is c ∈ Σ with γec+ n = dδf .
Write %p(αr) in the form αprp with |αp| = k, rp ∈ Q. By Lemma 6(a) there is up ∈ Qe+p
with ταprp(u
p) = u¯. Thus %(αprpup) = α¯u¯. Further, repeated application of Lemma 6(b)
gives the existence of u ∈ Qc with %p(αru) = αprpup. Hence %n(αru) = %n¯(α¯u¯) = s. So the
lemma is true for any α′ = αr ∈ Qk+1. By induction, the proof is finished. 
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Lemma 20. For every α ∈ Q+ we have Rα = Q+.
Proof. Take any α ∈ Qγ (k = |α| ≥ 1) and s ∈ Q; let d be such that s ∈ Qd. By Lemma 19,
for every δ ∈ Σk there are n ≥ 1, c ∈ Σ and u ∈ Qc with %n(αu) = s and γc+n = dδ. Then,
by Lemmas 17 and 18,
Rα ⊇ %n
(
[αu] ∩ (Qγc ×Ql)
) ⊇ [s] ∩ (Qdδ ×Ql−k)
for every l ≥ k. Since δ ∈ Σk is arbitrary, we have
Rα ⊇ [s] ∩
(
Qd ×Ql
)
= [s] ∩Ql+1 for every l ≥ 1.
Thus Rα ⊇ [s] for every s ∈ Q, and so Rα = Q+. 
Lemmas 20 and 15 immediately give the following proposition.
Proposition 21. The constructed map F : X → X is transitive.
4.4. Periodic points of F .
Lemma 22. Let m ≥ 1 and x ∈ X(m). Then for every sufficiently large n there is sn ∈ Q
such that F n(x) ∈ Ao ∪ Asn; moreover, limn sn = 1. Consequently, for every x ∈
⋃
mX
(m),
ωF (x) is either {ao} or {bo}.
Proof. First we show that for every x ∈ X(m) (m ≥ 2) there is n ≥ 0 with F n(x) ∈ X(m−1).
For if not, for every n ≥ 0 there is αn ∈ Qm with F n(x) ∈ Aαn (use that X(m) is F -invariant).
Thus, by (3.10), αn = %n(α0) for every n. But then |αn| → 1 by Lemma 7, a contradiction.
Applying this observation we obtain that for every x ∈ X(m) (m ≥ 2) there is n0 such that
F n0(x) ∈ X(1). If there is n1 with F n1(x) ∈ X(0) then F n(x) ∈ X(0) for every n ≥ n1 and we
can take (sn)n arbitrary such that lim sn = 1. Otherwise, for every n ≥ n1 there is sn with
F n(x) ∈ Asn . Since, by (3.8), sn+1 = %(sn) for every n ≥ 1, lim sn = 1 by (f) of Lemma 2.
The final assertion on ω-limit sets of points x from X(m) (m ≥ 1) now follows using the
facts that Asn → {bo} and that F |Ao is given by ϕo, an increasing homeomorphism satisfying
ϕo(t) < t for every t ∈ (0, 1). 
Proposition 23. For the map F we have
Per(F ) = Fix(F ) = {ao, bo}.
Thus F has nowhere dense periodic points and has no periodic cut point.
Proof. Let x be a periodic point of F . We claim that x 6∈ X(∞). For if not, there is α ∈ Q∞
with x = bα ∈ Per(F ). Then, by Lemma 5(e), for every m there is γm ∈ Σm such that x
belongs to the interior of Dγm . Since every Dm is a regular periodic decomposition for F
(see Proposition 14), no such point x is periodic for F , a contradiction.
Hence x ∈ ⋃mX(m). But then, by Lemma 22, x ∈ {ao, bo}. Since the two points ao, bo are
fixed points of F , the assertion follows. 
4.5. Almost openness of F .
Lemma 24. Let α ∈ Q+, β = %(α) and γ be such that α ∈ Qγ. Then
F (Xα) =

Xβ if |α| ≥ 2 and α1 > ω;
Aβ ∪
(⊔
s∈Qγ Xβs
)
if |α| ≥ 2 and α1 < ω;
[F (aα), aβ] ∪
(⊔
s∈Qγ∩(ϕo(α),β] Xs
)
if |α| = 1.
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Proof. One inclusion was proved in Lemma 13. To prove the reverse inclusion assume first
that |α| ≥ 2; recall the definition (4.5) of the cylinder [α]. Then ⋃α′∈[α] Aα′ is dense in Xα
and
⋃
β′∈%([α]) Aβ′ is dense in F (Xα). Now the result follows from Lemma 16.
Assume now that |α| = 1 and write Xα in the form Xα = Aα ∪
(⋃
r∈QXαr
)
. By the
previous case and Lemma 6,⋃
r>ω
F (Xαr) =
⋃
r>ω
Xβτ ′′α(r) =
⋃
s∈Q
Xβs ⊇ Xβ \ Aβ
and ⋃
r<ω
F (Xαr) =
⋃
c∈Σ
⋃
r<ω,r∈Qc
Aτ ′α(r) ∪
 ⊔
t∈Qγc
Xτ ′α(r)t
 = ⋃
s∈Qγ∩(ϕo(α),β)
Xs.
Since F (Aα) = [F (aα), aβ] ∪ Aβ and β ∈ Qγ+1 = Qγ , the proof is finished. 
Lemma 24 immediately implies that F is almost open. Moreover, it also implies that F
is not open; for example, the image F (Xα \ {aα}) is not open for every α satisfying either
|α| = 1 or |α| ≥ 2, α1 < ω. So we have the final part of the main theorem.
Proposition 25. The constructed map F is almost open, but not open.
4.6. Entropy of F .
Proposition 26. The constructed map F has positive entropy.
Proof. Fix any m ∈ Z and let c ∈ Σ be such that zm ∈ Qc. By Lemma 2(d), ϕo(zm) <
zm−1 < zm+1 = τo(zm). Thus
F (Xzm) ⊇
⋃
s∈Qc+1∩(ϕo(zm),τo(zm)]
Xs ⊇
(
Xzm−1 ∪Xzm+1
)
by Lemma 24. Since this is true for every m, we easily get(
F 2(Xzm) ∩ F 2(Xzm+2)
) ⊇ (Xzm ∪Xzm+2) .
Hence, the (disjoint) sets Xzm , Xzm+2 form a horseshoe for F
2 and h(F ) ≥ (1/2) log 2. 
4.7. Invariant measures of F .
Proposition 27. Let µ be an F -invariant Borel probability measure. Then µ(X(m)\{ao, bo}) =
0 for every m. Moreover, if µ({ao, bo}) = 0, then µ is non-atomic and the dynamical system
(X,BX , µ, F ) is a measure-theoretic extension of the dyadic adding machine.
Proof. Fix any α ∈ Q+. Since %−1(Q+) ⊆ Q+, % has no periodic cycles in Q+ (Lemma 7)
and F−k(Aα) ⊆
⋃
β∈%−k(α) Aβ for every k ≥ 0 by the construction of F , the preimages
F−k(Aα) are pairwise disjoint. Thus µ(Aα) = 0 by invariance and finiteness of µ and so
µ(X(m)) = µ(Ao) for every m.
Assume that c = µ(Ao) > 0. Fix 0 < t < u < 1 and put t
′ = ϕ−1o (t), u
′ = ϕ−1o (u). Since
(at′ , as′) ⊆ F−1((at, au)) ⊆ (at′ , as′)∪(X(1)\Ao) and µ(X(1)\Ao) = 0, the measure ν on [0, 1],
defined by ν(B) = (1/c)µ({at : t ∈ B}) for Borel B ⊆ [0, 1], is ϕo-invariant. Since ϕo(t) < t
on (0, 1), the support of ν is contained in Ω(ϕo) = {ao, bo}. Thus µ(Ao) = µ({ao, bo}) and
the first assertion is proved.
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Assume now that µ({ao, bo}) = 0. Then µ(X(∞)) = 1; note that X(∞) is F -invariant.
Define pi : X(∞) → Σ∞ by bα 7→ γ, where γ ∈ Σ∞ is such that α ∈ Qγ. Then pi is a
Borel measurable surjection (in fact, for every γ ∈ Σ∗ the preimage of the γ-cylinder is
Dγ ∩ X(∞)). Let G denote the dyadic adding machine on Σ∞ and ν denote the unique G-
invariant probability on Σ∞. From Proposition 14 and the fact that µ(X(∞)) = 1 it follows
that µ is non-atomic, pi ◦F = G ◦pi and ν = pi#µ. Thus pi : (X,BX , µ, F )→ (Σ∞,BΣ∞ , ν, G)
is a factor map. 
5. Proof of the main theorem
In this section we prove that factor maps Gm (m ≥ 2) of F obtained by collapsing X(m)
to a point satisfy all the properties stated in Theorem 1. We first construct a special convex
metric on X, see Section 5.1. Then, in Section 5.2 we show that the factor maps Gm are
Lipschitz and limm Lip(Gm) = 1. Finally, in Section 5.3 we give a proof of Theorem 1.
5.1. A convex metric on X.
Lemma 28. The map %|Q∗ : Q∗ → Q∗ is finite-to-one; that is, for every β ∈ Q∗ there are
at most finitely many α ∈ Q∗ with %(α) = β.
Proof. If β = o then %−1(β) = {o}, and if β ∈ Q then %−1(β) = τ−1o (β) is either singleton
or a two-point set, see Lemma 2(a). Assume now that m ≥ 2 and that %−1(β) is finite
whenever |β| < m. Take any β = β′s ∈ Qm and any α = α′r ∈ %−1(β), where r, s ∈ Q. Then
%(α′) = β′ by (3.11) and so, by the hypothesis, α′ belongs to the finite set %−1(β′). Further,
s = τα′(r) again by (3.11); since every point from Q has at most finitely many τα′-preimages
by Lemma 3(d), for any given α′ the index r must belong to a finite set τ−1α′ (s). Thus %
−1(β)
is finite and the proof is finished. 
Lemma 29. There is a convex metric d on X which is compatible with the topology of X
and is such that
(5.1) Lip(F |Xα) ≤ L2m for every α ∈ Q∗, |α| ≥ 2.
Proof. For convenience put aα = bα for α ∈ Q∞ and aα = aα¯ for α = α¯0∞ with α¯ ∈ Q∗×[0, 1].
Thus, for every x ∈ X we have unique α ∈ Q˜ = (Q∗× [0, 1]×{0}∞)∪Q∞ such that x = aα.
First we inductively define ‘lengths’ λα of the arcs Aα (α ∈ Q∗), using which the convex
metric d will be defined. Put λo = 1 and for r ∈ Q define λr arbitrarily in such a way that
0 < λr < 1 for every r and {λr : r ∈ Q} is null (that is, for every ε > 0 there are only
finitely many r’s with λr > ε). Assume that m ≥ 2 and that λα has been defined for every
|α| < m; take any α ∈ Qm. Let pα ≥ 1 denote the minimal integer p such that |%p(α)| < m.
We define
(5.2) λα =
λβ
Lpαm
where β = %pα(α);
note that, since |β| < m, λβ has already been defined. After finishing the induction we
obtain λα for every α ∈ Q∗ in such a way that
(5.3) 0 < λα ≤
∏
2≤k≤m
L−1m and
λα
λ%(α)
= L−1m for every α ∈ Qm,m ≥ 2.
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Moreover, we claim that
(5.4) {λα : α ∈ Q∗} is null.
To prove this it suffices to show that, for any fixed ε > 0, the union of the sets Rm = {α ∈
Qm : λα > ε} (m ≥ 1) is finite. By (5.3) and (3.5) we have that there is m0 ≥ 2 such that
Rm = ∅ for every m > m0. Thus we need only to prove that every Rm is finite. For m = 1
we have this immediately by the choice of λr for r ∈ Q. Assume now that m > 1 and that
Rm−1 is finite. Since Lm > 1, (5.2) implies the existence of pm such that pα ≤ pm for every
α ∈ Rm. Further, %pα(α) ∈ Rm−1 for every such α. By finiteness of Rm−1 and the fact that %
(and hence all its iterates) is finite-to-one by Lemma 28, we obtain that Rm is finite. Thus,
by induction, the system {λα : α ∈ Q∗} is null.
Now we define the metric d. Basically, this is the unique convex metric on X such that
d(aαs, aαt) = |t − s|λα for any α ∈ Q∗ and s, t ∈ [0, 1]. But since dendrites are uniquely
arcwise connected, we can also easily give an explicit formula for d(x, y) for any different
x = aα, y = aβ ∈ X (α, β ∈ Q˜):
(5.5) d(x, y) = |αk − βk|λα0...αk−1 +
∑
i>k
(
αiλα0...αi−1 + βiλβ0...βi−1
)
where k = kα,β ≥ 0 is the first index i with αi 6= βi (note that α0 . . . αk−1 = o for k = 0).
Trivially d is a well-defined convex metric on X. The compatibility of d with the topology
of X can be easily seen as follows. Take points x = aα, xn = aαn (α, α
n ∈ Q˜, αn 6= α) for
n ≥ 0 in X and put kn = kα,αn for every n; assume that (kn)n converges. Then xn → x in
X if and only if either kn → ∞, or kn is eventually equal to a constant k ≥ 0, αi = 0 for
every i > k and limn α
n
k = αk. (The first case occurs when x ∈ X(∞), the second one when
x ∈ ⋃mX(m).) By (5.4), (5.3) and (3.5) this is equivalent to limn d(xn, x) = 0. (In fact, if
kn → ∞ then (5.3) and (3.5) give dn = d(xn, x) → 0. Assume now that kn = k for every
sufficiently large n. If αi > 0 for some i > k, or α
n
k 6→ αk, then dn 6→ 0. Otherwise, for any
ε > 0, (5.3) and (3.5) give the existence of m > k such that
∑
i>m λαn0 ...αni−1 < ε for every n;
further, λαn0 ...αni−1 → 0 for every k < i ≤ m by (5.4) together with αnk → αk and αnk 6= αk.
Thus dn → 0.) Hence d is compatible with the topology of X.
Finally we show (5.1). First we prove that
(5.6) Lip(F |Aα) ≤ L2m for every α ∈ Q∗, |α| ≥ 2.
To this end, fix any α ∈ Qm (m ≥ 2), put β = %(α) and recall that τα : [0, 1] → [0, 1] is
Lipschitz-Lm. Then, for any t, s ∈ [0, 1], d(aαt, aαs) = λα|t− s| by (5.5), and
d(F (aαt), F (aαs)) = d(aβτα(t), aβτα(s)) = λβ|τα(t)− τα(s)| ≤ λβLm|t− s|
by (3.9) and (5.5). So Lip(F |Aα) ≤ Lmλβ/λα = L2m by (5.3).
Now (5.1) follows from (5.6) from the convexity of d and the fact that the sequence (Lm)m
is decreasing. In fact, take any α ∈ Q∗ with |α| = m ≥ 2 and any different x, y ∈ Xα; we
want to show that d(F (x), F (y)) ≤ L2md(x, y). Since
⋃
pX
(p) is dense in X, we may assume
that x, y ∈ X(p) for some p. And since the set Y = X(p) ∩Xα is a dendrite, the arc [x, y] is
contained in Y and we can find x0, . . . , xl ∈ Y , β0, . . . , βl−1 ∈ Q∗ such that x0 = x, xl = y,
[xi, xi+1] ⊆ Aαβi and the intersections [xi, xi+1]∩ [xj, xj+1] are empty for j > i+ 1 and equal
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to {xi+1} for j = i + 1. Then, by convexity of d and unique arcwise connectedness of X,
d(x, y) =
∑
i<l d(xi, xi+1). Application of (5.6) gives
d(F (x), F (y)) ≤
∑
i<p
d(F (xi), F (xi+1)) ≤
∑
i<p
L2m+|βi|d(xi, xi+1) ≤ L2md(x, y).
Thus, (5.1) is proved. 
5.2. Factor maps Gm. Fix m ≥ 0. Let Ym be the factor space obtained from X by
collapsing X(m) to a point and let pim : X → Ym be the natural projection. (Note that Ym is
a dendrite which can be described as an ω-star of the universal dendrites of order 3.) Equip
Ym with the convex metric dm given by
dm(pim(x), pim(x
′)) = d(x, x′)− d(ρm(x), ρm(x′))
=
{
d(x, ρm(x)) + d(x
′, ρm(x′)) if ρm(x) 6= ρm(x′),
d(x, x′) if ρm(x) = ρm(x′),
(5.7)
where ρm : X → X(m) is the first point retraction. We omit the easy proof of the fact
that dm is a well-defined convex metric compatible with the topology of Ym. Since X
(m) is
invariant for F , we may define the factor map
(5.8) Gm : Ym → Ym, Gm(pim(x)) = pim(F (x)).
Lemma 30. Let m ≥ 2 and let Gm : Ym → Ym be defined by (5.8). Then Lip(Gm) ≤ L2m.
Proof. Put G = Gm. Take any y, y
′ ∈ Ym. If there is α ∈ Qm such that y, y′ ∈ pim(Xα) then
we can find x ∈ pi−1m (y), x′ ∈ pi−1m (y′) such that x, x′ ∈ Xα; hence, since ρm(x) = ρm(x′),
(5.9) dm(G(y), G(y
′)) ≤ d(F (x), F (x′)) ≤ L2md(x, x′) = L2mdm(y, y′).
Otherwise put y′′ = pim(X(m)); since y′′ ∈ pim(Xα) for every α ∈ Qm, (5.9) and convex-
ity of dm give dm(G(y), G(y
′)) ≤ dm(G(y), G(y′′)) + dm(G(y′′), G(y′)) ≤ L2m(dm(y, y′′) +
dm(y
′′, y′)) = L2mdm(y, y
′). 
Lemma 31. Let m ≥ 0 and let Gm : Ym → Ym be defined by (5.8). Then h(Gm) = h(F ).
Proof. Since Gm is a factor of F we have h(Gm) ≤ h(F ). By Bowen’s formula [Bo71,
Theorem 17], h(F ) ≤ h(Gm) + supy∈Ym h(F, pi−1m (y)). So also h(F ) ≤ h(Gm) since the fibre
entropies h(F, pi−1m (y)) are all zero; in fact, either pi
−1
m (y) is a singleton, or pi
−1
m (y) = X
(m)
and h(F,X(m)) = h(F |X(m)) = 0 by Lemma 22. 
5.3. Proof of the main theorem. Now we are ready to prove Theorem 1. Let L > 1
be arbitrary. Take m ≥ 2 such that L2m ≤ L and put (X, f) = (Ym, Gm). Then f satisfies
the property (g) from the theorem by Lemma 31, and also the property (f) with d = dm
by Lemma 30. Since f is a factor of F , Proposition 21 gives that f is transitive. The fact
that no transitive point of f is a cut point of X follows from Lemma 22; hence we have (a).
From Proposition 14 easily follows that, for every k ≥ 0, (pim(Dγ))γ∈Σk is a regular periodic
decomposition for f ; thus we have (b). Proposition 23 implies that f has a unique periodic
point and we have (c). Since the ‘collapsed’ subdendrite X(m) is nowhere dense, almost
openness of F (Proposition 25) immediately gives that f is almost open; f is not open by
the same reasoning as that used for F , so we have (d). Finally, (e) follows from Proposition 27
and the fact that, for any non-atomic invariant measure µ of F , the measure-theoretic factor
induced by pim is isomorphic to (X,BX , µ, F ). Thus Theorem 1 is proved.
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