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Rare transitions between long-lived stable states are often analyzed in terms of free energy land-
scapes computed as functions of a few collective variables. Here, using transitions between geometric
phases as example, we demonstrate that the effective dynamics of a system along these variables
are an essential ingredient in the description of rare events and that the static perspective provided
by the free energy alone may be misleading. In particular, we investigate the disk-to-slab transition
in the two-dimensional Ising model starting with a calculation of a two-dimensional free energy
landscape and the distribution of committor probabilities. While at first sight it appears that the
committor is incompatible with the free energy, they can be reconciled with each other using a two-
dimensional Smoluchowski equation that combines the free energy landscape with state dependent
diffusion coefficients. These results illustrate that dynamical information is not only required to
calculate rate constants but that neglecting dynamics may also lead to an inaccurate understanding
of the mechanism of a given process.
I. INTRODUCTION
Free energy landscapes are a ubiquitous tool in the
study of rare events—such as nucleation events in phase
transitions or conformational changes in biomolecules—
as they are often used to get a first sense of which re-
gions in configuration space are relevant for a given pro-
cess. Calculating such a landscape requires the choice of
a small number of order parameters that are supposed to
capture the important degrees of freedom of the process
in question. Examples of such order parameters include
the potential energy, the size of the largest cluster in the
system (in the case of nucleation), or quantities like the
number of native contacts, radii of gyration or root-mean-
square deviations from the target structure (in biological
systems).
However, care has to be taken in the interpretation of
such free energy landscapes, since the choice of coordi-
nates is not unique, even if the relevant degrees of free-
dom are captured. In particular, any non-linear trans-
formation of the coordinates will change the free en-
ergy landscape, including features like the existence and
height of free energy barriers[1]. Due to this arbitrari-
ness, additional information on the dynamics along a
chosen order parameter is required in order to reliably
interpret a free energy landscape[2–6].
With higher-dimensional free energy landscapes addi-
tional complications arise, especially if there is no clear
physical relationship between the different order param-
eters used, as is often the case. For instance, one may
be tempted to associate the gradient in such a landscape
with a probability flux. However, flow directions[7–9],
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the channels in which the transition proceeds[10–12], and
isocommittor lines[13, 14] are determined both, by the
free energy landscape and the dynamics of the system
along the different order parameters and may deviate
significantly from naive expectations. In particular, the
combination of a fast and a slow degree of freedom which
we will encounter in this work, has been discussed using
a toy model by Metzner et al. [15].
Often, especially in the context of rate calculations,
one would like to project the system onto a single vari-
able, called a reaction coordinate, that is not only capa-
ble of distinguishing between reactant and product state,
but also describes the progress of the transformation in
between. Due to the effects mentioned above, the free en-
ergy landscape may mislead us into a suboptimal choice
for this reaction coordinate, which in turn negatively im-
pacts the efficiency and accuracy of common rate calcu-
lation methods.
In the following, we use a simple model process to
demonstrate some of the issues mentioned above: the
disk-to-slab phase transition in the two-dimensional Ising
model. Disk and slab phase are so called geometric
phases[16], which arise due to periodic boundary con-
ditions used in simulations. They are characterized by
different cluster shapes—spherical, cylindrical and slab-
like in three dimensions—where the stability of the non-
spherical shapes is due to the reduction of surface free
energy that can be achieved by connecting a cluster to
its periodic images. In two dimensions the number of
geometries reduces to two: a disk- and a slab phase.
The disk-to-slab transition is an example of a tran-
sition between different cluster (or bubble) geometries
that play a role in different physical situations [17–22],
including the dewetting transition observed in volumes
that are confined between hydrophobic surfaces [23–29].
The mechanism of this dewetting has recently been dis-
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FIG. 1. Example configurations taken from simulations of the
ferromagnetic Ising model at fixed magnetization of m = 0.36
and temperature T = 0.7 Tc. The configurations in the top
row are taken from the stable basin of the disk- and the slab
state respectively. The ones in the bottom row are critical
configurations in the sense that their committor probabilities
are close to 1/2. d and s are order parameters discussed in
section II.
cussed in detail by Remsing et al. [30], who showed that
it may involve the formation of a vapor bubble on one
of the surfaces which subsequently changes its shape to
a vapor tube that connects the plates. Under some con-
ditions, this mechanism reduces the free energy barrier
that has to be overcome, by, in essence, circumventing
the states that involve a vapor tube size that is close to
critical. The disk-to-slab phase transition can be seen as
a simplified version of this process.
In addition, geometric phases pose an obstacle in the
sampling of free energy landscapes [31, 32] and they can
be used to calculate surface tensions [33, 34].
The remainder of this paper is structured as follows:
section II specifies the model that is investigated and
introduces two order parameters that are then used to
investigate the transition. In section III we discuss the
free energy landscape and the distribution of committor
probabilities as well as the apparent disconnect between
the two. Section IV explains how diffusion coefficients
can be calculated reliably in this system, which are then
used, in section V, to build a two-dimensional model of
the system that predicts the distribution of committor
probabilities. In section VI we recapitulate our findings
and discuss some of their implications.
II. MODEL AND ORDER PARAMETERS
We investigate the disk-to-slab phase transition in the
two-dimensional Ising model with ferromagnetic nearest-
neighbor interactions on a square lattice of size N =
100 × 100 and a vanishing magnetic field. The Hamil-
tonian is given by
H =
∑
<ij,i′j′>
σijσi′j′ , (1)
where the sum extends over all nearest-neighbor pairs
and we have set the coupling constant to 1. The spins,
denoted by σij with i being the position in x-direction
and j the position in y-direction, can take on values of
+1 (up) and −1 (down) and the magnetization per spin
of the system is given by m = (
∑
i,j σij)/N . Periodic
boundary conditions apply in all directions. Since under
these conditions the model is symmetric with respect to
a flip of all spins, we restrict the discussion to positive
m.
In this case, given a fixed temperature T below the crit-
ical temperature Tc, three distinct phases can be found
in order of descending magnetization: a homogeneous
phase without a single dominant cluster of down spins,
a disk phase where the bulk of the spins pointing down
are in a single disk-shaped (non-spanning) cluster and a
slab phase where this cluster is in contact with its own
periodic copies (spanning). See Fig. 1 for examples of
disk- and slab-shaped clusters.
In this study, the dynamics of the system are given
by a Metropolis Monte Carlo procedure with moves that
keep the magnetization constant by only exchanging spin
positions. We distinguish between local (Kawasaki [35])
dynamics where only exchanges of neighboring spins are
allowed and non-local dynamics that allow arbitrary ex-
changes. Local dynamics, which mimic mass transport
in a more realistic system, are used in all simulations
where dynamic properties are probed, while non-local
moves are used for free energy calculations to enhance
sampling. The unit of time t is a Monte Carlo sweep,
i.e., N attempted single spin-exchange moves.
In the following discussion the reduced temperature is
set to θ = T/Tc = 0.7 and the magnetization to m =
0.36, where the slab state is metastable with respect to
the disk state.
We will now introduce the order parameters d and s,
that we will use to describe transitions between the disk-
and the slab state. For reference, Fig. 1 shows examples
of configurations together with their respective d- and
s-values.
A. The minimum distance/width order parameter
d
We first introduce an order parameter that is capable
of distinguishing between disk- and slab-shaped clusters
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FIG. 2. Examples of the construction of the minimum dis-
tance/width order parameter d for non-spanning clusters
(left) and spanning clusters (right). The cluster indicated in
red is the largest cluster of spins pointing down and the one in
gray is the largest cluster pointing in the up direction. White
spins do not belong to either of these clusters and the blue
clusters are periodic copies of the red cluster. On the left, the
smallest distance between the largest cluster and its periodic
images is used as an order parameter while on the right the
smallest distance between the two surfaces of the oppositely
oriented cluster is measured. The latter is a proxy for the
smallest width found along the length of the red cluster.
as well as between intermediate shapes. To do so, we
identify the largest (geometric[36, 37]) cluster of spins,
i.e. the largest connected cluster of spins that are neigh-
bors of each other and point down. If this cluster is a
non-spanning cluster, we characterize its shape by find-
ing the shortest distance, dimage, between the surface of
the cluster and the surfaces of any of its periodic images
(see Fig. 2). If the cluster is a spanning one, we instead
characterize constrictions along its length by finding the
smallest distance between the surfaces of the delimiting
cluster of up spins, which is shown in gray on the right
side of Fig 2. This quantity is denoted by dwidth.
The combined minimum distance/width coordinate d
is then given by
d =
{
dimage for non-spanning clusters
−dwidth + 3 for spanning clusters , (2)
where the number 3 is added to -dwidth in order to close
a gap in the possible values of d that is due to the low-
est possible dimage and dwidth being
√
2 (when the closest
spins of the two clusters are offset by one diagonal step)
and 2 (when there is a bridge of exactly one spin left),
respectively. Consequently, for spanning clusters d is less
than or equal to 1 and for non-spanning clusters d is
larger than 1. Furthermore, the order parameter d dif-
ferentiates between different cluster shapes both for span-
ning and non-spanning clusters and yields information on
the local structure of the cluster around the connecting
bridge to its periodic images.
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FIG. 3. Histogram of qI -s value pairs calculated from config-
urations that contain non-spanning clusters found in trajecto-
ries obtained from transition path sampling simulations [38]
of the disk-to-slab transition. qI is defined as the ratio of the
smaller main moment of inertia of the cluster to the larger
one. The s values are highly correlated to the qI values indi-
cating that they are an equally good measure for how disk-like
a cluster’s shape is.
The distance order parameter d has units of one lattice
constant.
B. The shape order parameter s
As we will see later, in order to arrive at a complete
picture of the dynamics of the transition a second or-
der parameter that characterizes the overall shape of the
cluster is required. A straightforward way to do that for
non-spanning clusters would be to use the ratio of the
main moments of inertia of the cluster. However, this
method breaks down as soon as the cluster is a spanning
cluster since the main moments of inertia are no longer
well defined.
Instead, we will use a proxy in Fourier space, where,
for a system with n × n spins, we first take a Fourier
transform of the configuration yielding the components
σ˜jk =
1
n2
n∑
l,m=1
σlm exp
[
2πi
n
(jl+ km)
]
(3)
and then take the (dimensionless) ratio
s = min
( |σ˜01|
|σ˜10| ,
|σ˜10|
|σ˜01|
)
. (4)
Here, σ˜10 and σ˜01 are the longest wavelength components
in x and y direction, respectively.
The order parameter s takes on values from close to
0—indicating configurations that are asymmetric with
respect to an exchange of the x and y directions—to 1
4indicating that the largest cluster in the system is close
to being symmetric. Its values are highly correlated to
the ratio of the main moments of inertia for non-spanning
clusters (see Fig. 3), but it is also well defined for span-
ning clusters.
III. FREE ENERGIES AND THE COMMITTOR
We start our investigation of the mechanism of the
disk-to-slab phase transition by computing the free en-
ergy landscape βF (d, s) = − log [P (d, s)], where P (d, s)
is the equilibrium probability density as a function of d
and s, β = 1/kBT , and kB is Boltzmann’s constant. We
do so by performing umbrella sampling simulations in
the plane spanned by the d and s coordinates. Config-
urations are biased using a series of harmonic bias po-
tentials that are centered at different points in the d-s
plane. The resulting probability distributions are then
reweighted using the weighted histogram analysis method
(WHAM) [39, 40]. Figure 4 shows the result of these cal-
culations. The slab state, A, is metastable with respect
to the disk state, B, by 6.4 kBT and the two states are
separated by a barrier with a height of roughly 8 kBT
measured from the minimum within state A.
In order to assess the quality of the two chosen or-
der parameters d and s, transition path sampling [38]
(TPS) simulations using aimless shooting [42] and vari-
able trajectory lengths have been used to obtain trajecto-
ries transitioning from state A to state B. Configurations
are assumed to have reached the basins if the value of d
is smaller than −15 or greater than 26, respectively. The
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FIG. 4. Free energy F/kBT (black isolines) of the 2D Ising
model at magnetization per spin m = 0.36 and reduced tem-
perature θ = 0.7 as a function of the minimum distance/width
order parameter d and the shape order parameter s. The in-
sets show examples of a slab-shaped (top left, basin A) and a
disk-shaped cluster (bottom right, basin B). The zero-point
of the free energy is chosen to coincide with the free energy
minimum found in state B. The data were obtained by a se-
ries of umbrella sampling simulations with harmonic biases
and subsequent reweighting using WHAM [39–41].
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FIG. 5. Committor probabilities pB calculated for a section
of the free energy landscape in the d-s plane shown in Fig.
4. The black lines are isolines of the free energy drawn in
intervals of kBT . The colored dots indicate the committor
probabilities towards the disk state and the dashed black line
represents the ridge of the free energy landscape that sepa-
rates the basins of attraction of the disk and the slab state.
The configurations marked with A and B are shown in Fig.
8.
trajectories consist of segments with a length of 2000 MC
sweeps each and the shooting point is randomly shifted
forward or backward in time by 20 segments or the same
shooting point as in the previous trajectory is chosen.
Figure 6 shows example trajectories obtained from these
simulations.
As was mentioned in the introduction, a good reaction
coordinate is able to characterize the progress of the tran-
sition. This means, that solely based on this coordinate
one is able to predict the so called committor probabil-
ity. The committor probability, pB, of a configuration is
the probability of reaching state B before reaching state
A averaged over trajectories started from the configura-
tion. In our case, the averaging is done over trajectories
computed with different random number generator seeds.
We computed committor values for configurations from
pathways harvested in TPS runs. We estimated pB
by shooting trajectories from a given configuration and
counting the number of times these trajectories reach
state B first. The number of shots was chosen such that
the statistical uncertainty of the estimated probability is
smaller than 10% [43].
Figure 5 shows the resulting committor probabilities
together with the free energy βF (d, s). The shape of the
free energy barrier suggests that the committor probabil-
ity is determined by the value of the d-coordinate only.
However, an examination of the committor probabilities
calculated from simulation paints a different picture, in
which there is a significant dependence of the commit-
tor on the value of the s-coordinate. In particular, some
configurations that, based on the free energy landscape,
seem to be in the basin of attraction of state A (B) have a
greater (smaller) than 1/2 chance to evolve into the disk
state B. Such configurations, marked with A and B, are
5−10
0
10
d
0.3
0.4
0.5
s
−10
0
10
d
d s
0.3
0.4
0.5
s
0.0 0.5 1.0 1.5
t ×10
6
−10
0
10
d
−10 0 10
d
0.3
0.4
0.5
s
0.3
0.4
0.5
s
0.3
0.4
0.5
s
0.3
0.4
0.5
s
FIG. 6. Example trajectories of the disk-to-slab transition
obtained from transition path sampling. The order param-
eters d and s are shown as a function of time (left) and as
they appear projected onto the free energy landscape (right,
isolines are placed 1 kBT apart). Time is given in units of
Monte Carlo sweeps. Note that the transition over the ridge
of the free energy landscape at d = 0 progresses at a timescale
that is much faster than the evolution of the s coordinate.
shown in Fig. 8.
At this point one may suspect that we have not yet
captured all the relevant degrees of freedom that deter-
mine the progress of the transition. However, Fig. 7—
which shows an optimized coordinate obtained using a
likelihood maximization method due to Peters and Trout
[42]—suggests that the committor can be fairly accu-
rately described using only d and s. In the following
we will reconcile this apparent disconnect by including
the dynamics along d and s into our considerations.
We start by noting that in the trajectories shown in
Fig. 6, the system spends a much larger amount of time
close to the free energy barrier than it takes to cross the
barrier to the other side. The s-coordinate evolves slowly
because a large number of spins need to change collec-
tively in order to change the shape parameter s appre-
ciably. Hence, for the dynamics chosen for the system,
changing s corresponds to the diffusive rearrangement of
spins over long distances. In contrast, close to the bar-
rier region, a change in the d-coordinate only requires
the movement of relatively few spins and hence changes
along the d-direction proceed much faster. As we will see
later, this difference in relaxation times along the d- and
s-direction strongly influence the distribution of commit-
tor probabilities. We will characterize this dynamical be-
havior by measuring the coordinate dependent diffusion
coefficient tensor Dij(~x), where ~x = (d, s).
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FIG. 7. Committor probabilities towards the disk state as a
function of a combined reaction coordinate r = 0.18 d+6.4 s−
2.6. The parameters have been determined using a likelihood
maximization procedure[42]. The red line represents the com-
mittor model function used for the optimization.
A B
FIG. 8. Example configurations A and B marked in Fig.
5. These configurations are located at (d = 4.1, s = 0.216)
and (d = −3.0, s = 0.532) and have committor probabilities
towards the disk state of 0.362 and 0.958 respectively.
IV. CHARACTERIZING SYSTEM DYNAMICS
In order to determine Dij , we first employ the method
of Im and Roux [44, 45] to calculate mean square dis-
placements (MSDs) along the two coordinate directions
that are corrected (up to first order) for the drift of the
order parameters that is due to the underlying free en-
ergy landscape. Starting from equilibrium configurations
within narrow ranges of d- and s-values, we generate
short, unbiased trajectories. Using the coordinate d as
an example, the MSD is then estimated by
〈
δd˜2
〉
t
=
〈(
d˜(t)−
〈
d˜
〉
t
)2〉
t
. (5)
Here d˜(t) = d(t)− d(0) and the averages 〈. . .〉t are taken
over the trajectories at time t from their start. This
procedure takes the mean drift (given by
〈
d˜
〉
t
) , as well
as the slightly different starting points of the trajectories
into account.
6Figure 9 shows the results of this calculation. In prin-
ciple, linear fits to the data shown then yield the diffusion
coefficients DXX . While this is certainly true for the Dss
component, the MSDs along the d-direction are highly
non-linear even for long times, making it impossible to
reliably determine the value for Ddd this way.
Before we address this problem, note that Fig. 10
shows the correlations
Cds(t) =
〈
(δd˜)(δs˜)
〉
t√〈
(δd˜)2
〉
t
√〈
(δs˜)2
〉
t
, (6)
which are small and, hence, in the following we will treat
the fluctuations in d- and s-direction to be independent
of each other by assuming Dij to have the diagonal form
(Dij) (~x) =
(
Dd (~x) 0
0 Ds (~x)
)
. (7)
The values for Ds obtained by fitting to the MSDs are
shown in the lower panel of Fig. 12.
In order to obtain reliable results for Dd(~x), we use
a Bayesian method introduced by Best and Hummer [5,
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FIG. 9. Estimates for local mean square displacements mea-
sured using the method of Im and Roux [9, 44, 45]. Different
lines correspond to different starting points of the trajectories,
which are given in the legend as d-s pairs. Notice the distinct
non-linear behavior along the d direction (top), indicating the
presence of strong memory effects at short timescales. The
starting points at the top of the free energy barrier (dashed
lines) show a markedly different behavior for long times (inset)
due to the fact that two groups of trajectories separate—those
developing towards the slab basin and those headed towards
the disk basin.
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FIG. 10. Correlation Cds of mean displacements given by
equation (6). The displacements in d- and s- direction are
largely uncorrelated from each other.
46], which is based on discretizing order parameter axes
into bins followed by the maximization of the likelihood
L =
∏
α
(
etαR
)
iα,jα
. (8)
Here, R is the matrix of transition rate constants between
the bins, tα is the lag time between two measurements
of the order parameter and the product runs over all
transitions of the system observed in a set of trajectories.
The components of R obey the conditions
Rij =
{
−∑l 6=iRil if i = j,
RjiPi/Pj if i < j,
(9)
where Pi is the equilibrium probability of finding the sys-
tem in bin i. Assuming that only the transition rates
between neighboring bins are non-zero (i.e., we assume
that the system transitioning from bin i to j has to pass
through all bins in between), leaves us with N − 1 in-
dependent components, where N is the number of bins
used. The diffusion coefficient between bin i and i + 1
along a coordinate X with a bin width of ∆X , is then
given by [46, 47]
Di,i+1 = ∆X
2Ri+1,i
(
Pi
Pi+1
)1/2
. (10)
The advantage of this method is that we can choose a lag
time τ = tα that is long enough, such that the memory
effects seen in the mean square displacements subside
while we can still deal with the considerable drift that
occurs within this lag time.
Since Dd is considered to be independent of the s-
direction and the evolution along the s-direction is slow,
we can perform this calculation independently in paral-
lel slices along lines of constant s. These slices have a
width of ∆s = 0.025 and each of these slices is split into
bins of size ∆d = 2. As suggested in Refs. 5 and 46, we
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FIG. 11. Diffusion coefficient Dd measured using the likeli-
hood maximization method as a function of the chosen lag
time τ for the s = 0.375-0.400 slice, chosen here as an exam-
ple. Both panels show the same data but the lower one uses a
logarithmic y-axis. The dashed, black line indicates the free
energy profile along the slice. Time is measured in units of
Monte Carlo sweeps.
count the number of transitions between these bins, Nij ,
for a set of trajectories and subsequently vary the rate
parameters Rij in order to maximize the log-likelihood
log L˜ =
∑
i,j
Nij log
[
exp (τR)ij
]
+
∑
i
(Di+1,i −Di,i−1)2
2ε2
,
(11)
where the second sum is a smoothing prior. We take the
Pi from previous free energy calculations. The matrix
exponential exp (τR) is evaluated using a scaling-and-
squaring method [48] as implemented in the python pack-
age scipy [49]. The value of ε was chosen to be 3 · 10−4,
which is on the order of the eventual values obtained for
Dd, in order to smooth large statistical fluctuations.
The lag time is chosen by varying the lag time until one
observes a plateau in the resulting diffusion coefficients.
Figure 11 shows the results of such a calculation as a
function of lag time for a single slice. At τ = 30 000 the
values of the diffusion coefficients seem to have reached
a plateau while statistics are still reasonably good. This
lag time is used to calculate the values of Dd shown in
the upper panel of Fig. 12.
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FIG. 12. Measured diffusion coefficients (circles) and cubic
spline interpolation of these values (background) for the Dd
component (top) and the Ds component (bottom). The dif-
fusion coefficients are measured using a likelihood maximiza-
tion method due to Hummer and coworkers [5, 46] in the
d-direction and the mean-square displacement based ansatz
by Im and Roux [9, 44, 45] in the s-direction. The unit of
time t is 1 Monte Carlo sweep and the black lines indicate the
free energy landscape where the lines are separated by 1 kBT .
V. UNDERSTANDING THE COMMITTOR
In this section we will demonstrate that the shape of
the committor distribution can be largely explained on
the basis of the order parameters we have already in-
troduced, d and s, if one includes the dynamics of the
system. Based on the free energy landscape and the dif-
fusion coefficients we have obtained, we will first identify
and estimate the timescales involved in the transition in
order to gain an intuitive understanding, followed by an
approach that uses a Smoluchowski equation to model
the process.
A. A qualitative explanation
We start by noting that the drift towards the stable
basins along the s-direction is slow compared to the re-
laxation time along the d-direction. Hence, in the follow-
ing calculation we assume that a local equilibrium along
slices of constant s develops and consequently crossing
the barrier becomes a one-dimensional problem associ-
ated with a timescale τcross(s), similar to a previous dis-
cussion of multicomponent nucleation by Trinkaus [7].
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FIG. 13. Illustration of the quantities used to estimate the
timescale of barrier crossing given by equation (12). The black
line indicates the free energy βF (d) along a slice of constant
s. The quantities shown are used to estimate the crossing
time from the basin of attraction of slab states towards the
disk states. The calculation for crossing from disk to slab
proceeds analogously using the width and depth of the disk
basin (located at d ≈ 15) instead.
We then compare τcross to the timescale τdrift that
is associated with the diffusion along the s-direction; if
τcross ≫ τdrift, the system is likely to stay on the same
side of the barrier, whereas if they are comparable, one
expects to see a finite probability of crossing to the other
side of the barrier.
Given the free energy landscape and the diffusion co-
efficient Dd(s), we can estimate τcross by
τcross ∼ (∆d(s))
2
Dd(s)
eβF
†(s) (12)
where F †(s) is the height of the free energy barrier found
when one looks only at a slice of the free energy landscape
along a line of constant s and ∆d is a length scale given
by the width of the basin as seen along the slice (see Fig.
13).
τdrift is related to the drift of the system along the
s-axis. As the system moves towards the stable basin
and the barrier height F † becomes larger, τcross grows
exponentially as a function of F †. This change in barrier
height can be used to estimate the time it takes until
the system has moved to an area within the free energy
landscape, where the rate of transitions has considerably
changed relative to where the system has started from.
We define a characteristic length ∆s as the distance at
which the barrier height has increased by ∆F † = 1 kBT .
∆s is then defined by setting
1 = β∆F †(s) ≈ β ∂F
†(s)
∂s
∆s. (13)
One can now estimate τdrift as the time it takes the sys-
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FIG. 14. Comparison of the timescales that are required to
drift towards the stable basin, τdrift, and to cross the barrier
to the other side of the transition, τcross, if one assumes equi-
librium along a slice of constant s. The results have been ob-
tained by numerical evaluation of Equ. (15) using the free en-
ergy data shown in figure 4 and assuming Ds/Dd = 3.2 ·10
−5 ,
which is the value at the saddle point.
tem on average to undergo a change of ∆s:
τdrift ∼
∣∣∣∣∆ss˙
∣∣∣∣ ∝
∣∣∣∣∣∣
1/
(
β ∂F
†(s)
∂s
)
Dsβ
∂F (s)
∂s
∣∣∣∣∣∣ (14)
Here we have chosen s˙ to be the mean velocity due to
the drift caused by the slope in the free energy, i.e. s˙ =
−Dsβ ∂F (s)∂s . The ratio of the two timescales, given by
τcross
τdrift
=
Ds
Dd
β2(∆d(s))2
∣∣∣∣∂F (s)∂s ∂F
†(s)
∂s
∣∣∣∣ eβF †(s), (15)
is shown in Fig. 14.
One can see that in the outer regions with s . 0.25
and s & 0.45 the crossing time becomes comparable to
the drift time. Furthermore, if τcross/τdrift is close to 1 in
one direction of the transition, it is orders of magnitude
larger in the reverse direction. This suggests that in these
regions the probability of crossing from one side of the
barrier to the other is non-zero and, on the other hand,
after the barrier has been crossed, the probability of go-
ing back is small. Hence, we arrive at the explanation of
why the committor probabilities in these regions take on
the values shown in Fig. 5. It takes a long time to change
the overall shape of the cluster and in this time fluctua-
tions can occur that make the system cross the barrier.
However, once the barrier has been crossed, the proba-
bility of going back the other way is small because the
global shape of the cluster disfavors such fluctuations. In
other words, there is a high probability that the bridge
of spins that can be seen in the right panel of Fig. 8 is
severed before the cluster has changed its shape into a
slab and, conversely, the likelihood of a bridge forming
in the left panel before the cluster becomes disk-shaped
is high.
9B. Smoluchowski analysis
A more accurate analysis of the system’s behavior
given the free energy landscape and the diffusion coef-
ficients can be achieved by modeling the dynamics of
the system using a two-dimensional Smoluchowski equa-
tion. A similar approach has previously been employed
by Metzner et al. [15] in order to predict the behavior
of a two-dimensional toy model. We use a generalized
ansatz that takes into account state dependent diffusion
coefficients[50, 51]. In this case, the probability density
ρ(~x, t) satisfies the equation
∂ρ
∂t
= −
∑
i,j
∂
∂xi
[(
∂Dij
∂xj
− βDij ∂F
∂xj
)
ρ
]
+
∑
i,j
∂2
∂xi∂xj
[
Dijρ
]
,
(16)
where ~x = (d, s), F = F (~x) is the free energy shown
before, and Dij(~x) are position dependent diffusion co-
efficients. This form of the Fokker-Planck equation[52]
mimics a random walk on a potential of mean force given
by the free energy F and, at the same time, guarantees
that the steady state solution is given by the equilibrium
distribution e−βF .
In this model the committor pB(~x) is then determined
by the corresponding backward (or adjoint) equation [15,
51]
∑
i,j
(
∂Dij
∂xj
− βDij ∂F
∂xj
)
∂pB(~x)
∂xi
+
∑
i,j
Dij
∂2pB(~x)
∂xi∂xj
= 0.
(17)
The reflecting boundary condition
∑
i
niDij
∂pB (~x)
∂xj
= 0, (18)
where ~n is a normal vector on the domain, and the bound-
ary conditions that surround regions A and B
pB(~x)|∂A = 0, pB(~x)|∂B = 1 (19)
close the set of equations.
This system of equations can be solved using a finite
difference scheme similar to the one employed in Ref. 15
using the free energy and diffusion coefficients measured
from simulation as input. The result of such a calculation
is shown in Fig. 15. It recovers the basic features of
the committor observed in the brute force simulations.
In particular, the pB = 1/2 committor line significantly
deviates from the ridge of the free energy landscape and
the regions close to the barrier that have large or small
values of s have a significant probability of evolving to
the other side of the free energy barrier.
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FIG. 15. Solution q(d, s) of the adjoint Smoluchowski equa-
tion (17) (isolines with black dashes) using the free energy
data obtained from simulation of the disk-slab transition and
the diffusion coefficients shown in figure 12. The background
color shows committor values shown in Fig. 5 averaged over
squares of size 1.0[d] × 0.01[s] and the dashed black line rep-
resents the ridge of the free energy landscape that separates
the basins of attraction of the disk and the slab state.
We can also write down a corresponding Langevin-
equation, whose realizations will—if evaluated using Ito’s
interpretation (i.e. by evaluating the drift and diffusion
terms at the beginning of each step)—evolve according
to Equ. (16)[53]. It is given by
dxi(t)
dt
=
∑
j
[
∂Dij
∂xj
− βDij ∂F
∂xj
]
+
∑
j
gijηj(t), (20)
where ~x(t) is the position of a random walker, Dij , F
and their derivatives are evaluated at ~x(t), η is delta-
correlated white noise with zero mean and unity vari-
ance (i.e. 〈ηi〉 = 0, 〈ηi(t)ηj(t′)〉 = δ(t − t′)δij), and∑
k gikgkj = 2Dij[50]. The latter condition simplifies
to gij =
√
2Diδij if we assume the diffusion coefficient
is diagonal and given by Equ. (7). Figure 16 shows
an example Langevin trajectory compared to a trajec-
tory obtained by TPS and Fig. 17 shows the probability
distribution of finding a random walker as a function of
time.
These two diagrams demonstrate two things: the tra-
jectories generated using a full simulation and the ones
generated from the Langevin equation very much look
alike and, secondly, that indeed a relaxation towards
equilibrium along the d coordinate occurs before the sys-
tem has time to evolve to the stable basins.
VI. DISCUSSION
We have investigated the disk-to-slab transition in the
2d-Ising model using a variety of methods, including a
model based on a two-dimensional Smoluchowski equa-
tion. This model allows us to take the different timescales
10
−20 −10 0 10 20 30
d
0.2
0.4
0.6
0.8
s
Langevin TPS
−20
−10
0
10
20
30
d
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8
t / MC-Sweeps ×10
6
0.2
0.3
0.4
0.5
0.6
s
Langevin TPS
FIG. 16. Example trajectories obtained from TPS simulations
(blue) and by integrating the Langevin equation (20) (red)
from a state at the saddle point as they appear projected
onto the d-s-plane (top) and as a function of time (bottom).
involved in this process into account: the fluctuations of
the narrow bridge between the clusters (characterized by
the d-coordinate) and the change of the overall shape
of the cluster (captured by the s-coordinate). By com-
paring committor distributions obtained by brute-force
using the full dynamics of the system, to the commit-
tor distribution obtained by solving the adjoint equation
(17) (Fig. 15) we find that the dynamics of the transition
are well described by the Smoluchowski equation (16).
This suggests that, with the coordinates d and s, we
have indeed captured the degrees of freedom that are
most relevant for the disk-to-slab transition. Increased
values of s, corresponding to disk-like clusters, enhance
the likelihood of a trajectory started from a configuration
to develop towards the disk state. While stated in this
way, this result does not seem surprising, it is nonetheless
interesting to note, that this effect only becomes appar-
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FIG. 17. Time evolution of the probability density func-
tion ρ(~x, t) as obtained by integrating trajectories using equa-
tion (20) and subsequently averaging over the positions x(t).
The random walkers are started at position d = −5 and
s = 0.45. Red indicates high densities and blue low den-
sities. In each of the plots, the bottom and the right plot
show the negative logarithm of the probability density pro-
jected on each axis (red). In the bottom plot, the equi-
librium free energy βF (d, s = 〈s〉t) is shown (blue), where
〈s〉t =
∫
dd
∫
ds sρ(d, s; t) is the mean value of s at the given
time.
ent when one includes the dynamics of the system into
consideration, while the free energy landscape alone does
not capture this feature. In the disk-to-slab transition
considered here, this is caused by the large difference in
timescales associated with the crossing of the free energy
barrier and the relaxation towards the stable basins that
11
causes a local quasi-equilibrium to form where the global
shape of the cluster is fairly stable, while its surface fluc-
tuates.
Our analysis highlights the fact that, even in the con-
text of a fairly simple model system, the dynamics of a
system are crucial to identifying transition mechanisms,
especially when one needs to use a combination of mul-
tiple order parameters to obtain a good reaction coor-
dinate. In particular, including dynamics may help to
reconcile free energy landscapes and committor proba-
bilities, or their combination may point to the existence
of other important degrees of freedom.
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