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SYMMETRIC LOCALLY FREE RESOLUTIONS
AND RATIONALITY PROBLEM OF QUADRIC BUNDLES
GILBERTO BINI, GRZEGORZ KAPUSTKA, AND MICHA L KAPUSTKA
Abstract. We study symmetric locally free resolutions of a two torsion sheaf, or
theta characteristic, on a plane curve. We show that two different locally free reso-
lutions of a sheaf give rise to two quadric bundles that are birational to one another.
As an application, we discuss stable-rationality of very general quadric bundles over
P
2 with discriminant curve of fixed degree. We obtain the non stable-rationality of
several complete intersections of small degree. Finally, we infer various unexpected
birational models of a nodal Gushel-Mukai fourfold, as well as of a cubic fourfold
containing a plane.
1. Introduction
The representation of hypersurfaces of small degree in projective space as linear
determinants is a classical subject. First, such examples can be found in [38]. Since
then, there has been a lot of work in this subject: see, for instance, [5, 8, 9, 14, 43] where
the authors construct determinantal presentations by studying graded free resolutions
of sheaves on hypersurfaces. In this paper, we make a step forward in this exploration.
In particular, we investigate resolutions of sheaves on hypersurfaces via sheaves on the
ambient projective space, which are not graded free but locally free. Remarkably, we
deduce some unexpected geometric consequences. Here, we focus on symmetric sheaves
on curves but our constructions can be generalized to higher dimension.
More precisely, let C be a sheaf supported on a smooth degree 2d plane curve C ⊂ P2
such that C2 = OC(2d+ δ) for some δ ∈ Z. We will call such a sheaf a quasi half period.
As proved in [5, 9], C admits a symmetric graded free resolution (unique if minimal).
We shall see in Section 3, that C admits infinitely many symmetric resolutions of the
form
(1.1) 0→ G(−δ)
qG
Ð→ G∨ → C(d) → 0,
where G is not necessarily absolutely split but only locally free. Many such resolutions
can be constructed from a fixed one using quadric reductions as described in Section
3. Note that the classification of symmetric locally free resolutions for a given sheaf C
remains an open problem.
We will use the notation P(G) = ProjS●(G) for a vector bundle G i.e. the projec-
tivisation by hyperplanes in the fibers. In this context, the map qG in (1.1) naturally
induces a non-zero section G ∈H0(Sym2(G∨)(δ)); hence a quadric bundle QG ⊂ P(G∨).
If we assume that the quadric bundle QG → P
2 is of relative dimension 2 then the rela-
tive Hilbert scheme of lines Hilb(QG)→ S is a P1-fibration such that S is the so called
discriminant double cover of P2 branched over the discriminant curve C of the quadric
fibration (see [31]). Considering the gluing data of this P1-fibration we obtain a Brauer
class βQG ∈H
2(O∗S)2 = Br(S)2 (see [15, 44]).
We prove in Theorem 2.10 that any two symmetric locally free resolutions of the
same sheaf give rise to the same Brauer classes. As a consequence, using a special case
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of the Amistur conjecture for relative dimension 1 Severi-Brauer varieties proved in
[35], we get the following result whose proof is given in Section 2.
Theorem 1.1. Let C be a line bundle on a degree 2d plane curve. Assume that there
exist two symmetric resolutions:
0→ G(−δ)
qG
Ð→ G∨ → C(d) → 0,
0→ F(−δ)
qF
Ð→ F∨ → C(d) → 0,
for some G, F vector bundles of rank 4 and δ ∈ Z. Let QG and QF be their respective
associated quadric bundles. Then QG and QF are birational over P
2.
Recall that birational geometry of quadric bundles has been a classical subject of
investigation dating back to works of Artin and Mumford [4], and considerable progress
has been made recently. Let us mention here the result in [17] where the first example
showing that rationality is not a deformation invariant was constructed as a quadric
bundle over P2 with discriminant being an octic curve. Furthermore, in [36] it has been
proven that some quadric bundles arising from graded free symmetric resolutions of
sheaves on P2 supported on curves of degree greater than 6 are irrational. Partly, our
motivation is to make an attempt to extend these results to general quadric bundles.
Indeed, observe that from Theorem 1.1 the rationality of a quadric bundle is governed
only by the data (C,C), where C is a quasi half period. In particular, up to twist C is
either a half period or a theta characteristic (even or odd). Since (see [41]) there is a
well defined moduli space R of curves equipped with half periods (resp. even or odd
theta characteristics), we can consider a very general quadric bundle with discriminant
curve of given degree, meaning that (C,C) is (after an appropriate twist) very general
in this moduli space R.
Corollary 1.2. (1) A very general quadric surface bundle on P2 arising from a
two-torsion element on a curve of degree 8 ≤ k ≤ 18 is not stably rational.
(2) A very general quadric surface bundle on P2 arising from an even theta char-
acteristic on a curve of degree 8 ≤ k ≤ 14 is not stably rational.
(3) A very general quadric surface bundle on P2 arising from an odd theta charac-
teristic on a curve of degree 9 ≤ k ≤ 12 is not stably rational.
The proof is given in Section 4. It is based on the construction, via quadric reduction,
of explicit birational models of studied quadric bundles and their degenerations to the
quadric bundle constructed in [17]. The bounds for the degrees are related to the
problem of constructing flat families of quadric surface bundles degenerating to such
quadric bundle. Note here that the moduli space R does not necessarily admit a flat
family of quadric surface bundles representing it. Furthermore, there are flat families
of quadric surface bundles that are not in the closure of any family of quadric surface
bundles representing open subsets of R (see Remark 4.14).
It is not hard to prove that quadric surface bundles with discriminant curve of degree
less than or equal to 5 are rational. Indeed, by Theorem 1.1 it is enough to consider
rational quadric surface bundles described in [37]. Recall also that quadric bundles
over P2 of dimension greater than or equal to 5 always admit an odd degree multi-
section and hence are rational. This means that the assertion of Theorem 1.1 for G,
F of rank ≥ 5 is trivially fulfilled. For quadric surface bundles arising from symmetric
locally free resolutions of sheaves supported on general curves of degree 6, checking
rationality is reduced to solving the problem for two explicit families: Verra fourfolds
(2 ∶ 1 cover of P2 × P2 branched along a (2,2) divisor) and cubic fourfolds containing a
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plane. Indeed, consider the free resolution (cf. [5]) of the cokernel C(d) on a general
curve of degree d. We get quadric bundles with either a trivial Brauer class or one of
the three cases described in [16] and [21, thm 1.1]. If we assume that the discriminant
curve has degree 6 the three types of Brauer classes, which determine three birational
types of quadric bundles are: Verra fourfolds, cubic fourfolds containing a plane and
the rational quadric bundles described in Corollary 1.3. The third type of Brauer class
for curves of degree 6 corresponds to quadric fibrations given by nets of quadrics in
P
5. These are resolutions of even theta characteristics and in this case we have the
following rationality result.
Corollary 1.3. Let Q be a quadric surface bundle over P2 whose associated cokernel is
a twist of an even theta characteristic on a smooth sextic curve. Then Q is birational
over P2 to a complete intersection of type (1,1),(1,2) in P2 × P4 and is a rational
variety.
The above example is discussed in Section 3. The rationality of such a fourfold
follows by using the projection to P4. This example is similar to the one described in
[3] in the sense that it has a non trivial Brauer class associated to it but is rational (see
also [22]).
As a third application of Theorem 1.1, we obtain different birational models of Verra
fourfolds and cubics containing a plane. Note that the explicit birational maps between
these varieties are complicated.
Corollary 1.4. Consider the following families Fi of varieties.
(1) F1 = {nodal Gushel–Mukai fourfolds}
(2) F2 = {Verra fourfolds}
(3) F3 = {complete intersections of three (1,1) divisors in P2 ×Q5},
where Q5 stands for a smooth five-dimensional quadric.
(4) F4 = {complete intersections of two divisors in P(3O ⊕ 2O(1)) of types
ξ + h and 2ξ}, where ξ and h represent the class of the bundle OP(3O⊕2O(1))(1)
and h is a pullback of a line in P2 via the projection to the base of the projective
bundle, respectively.
Then for every i, j ∈ {1 . . . 4} a general element of Fi is birational to some element of
Fj.
Moreover, consider the following two families of varieties.
(1) G1={cubic fourfolds containing a plane}
(2) G2 = {complete intersections of type 2ξ + h, ξ + 2h on P(4O ⊕O(−1))},
where ξ = OP(4O⊕O(−1))(1) and h the pull back of the hyperplane form P
2. Then every
general element of G1 is birational to some element of G2.
The proof given in Section 5 consists of constructing different symmetric resolutions
of a given torsion sheaf on a curve of degree 6 and applying Theorem 1.1. The rela-
tion between Verra and nodal Gushel–Mukai fourfolds in Corollary 1.4 was obtained
independently in [13] with different methods. Also, recall that it was proved in [10,
Theorem 4.5] that a general nodal Gushel–Mukai threefold is birational to a Verra
threefold (cf [7]).
Using Corollary 1.4, we expect to construct new manifolds with Hodge structure of
K3 type and, as a consequence, new hyper-Ka¨hler fourfolds cf. [23, 34]. Indeed, recall
from [24] that Verra fourfolds are Fano manifolds of K3 type and the Hilbert scheme
of (1,1)-conics on them is fibered over a hyper-Ka¨hler fourfold. The Hilbert scheme of
conics on a nodal Gushel–Mukai fourfold is also fibered over a hyper-Ka¨hler fourfold,
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but a different one [25]. Lines on a cubic fourfold containing a plane lead to other
hyper-Ka¨hler fourfolds. Similarly, quadric bundles considered in Corollary 1.4 should
give rise to new hyper-Ka¨hler geometries. We hope to return to these topics in a future
work.
Next, we consider quadric bundles having a discriminant curve of degree 8. We have
the following models of quadric bundles corresponding to different types of Brauer
classes.
Corollary 1.5. Let Q be a quadric bundle obtained from a locally free resolution of
a sheaf C supported on a general plane curve of degree 8. Then exactly one of the
following holds, namely:
(1) C = O(δ) for some δ ∈ Z and Q is birational over P2 with a trivial quadric
bundle.
(2) C = D(δ) where δ ∈ Z and D is a half-period. Moreover Q is birational over P2
to a divisor of type (2,2) in P2 × P3.
(3) C = θ0(δ) where δ ∈ Z and θ0 is an even theta characteristic. Moreover Q is
birational over P2 to a complete intersection of type (1,2), (1,1)2 in P2 × P5.
(4) C = θ1(δ) where δ ∈ Z and θ1 is an odd theta characteristic. Moreover Q is
birational over P2 to a complete intersection of a cubic and a quadric in P6
containing a P3.
The proof is given in Section 4. Performing quadratic transformations of the above
models we obtain – similarly to Corollary 1.4 – other birational models of the above
quadric bundles and also similar models for discriminant curves of degree up to 12;
they are described in Section 3. Finally we consider deformations of models described
in Section 1.4. Using [32] and Corollary 1.2 we infer in Section 4 the non stable-
rationality of complete intersections in Segre products and of subvarieties of small
degree in projective spaces. Indeed, we infer the very general elements in the following
families are not stably rational.
(1) a complete intersection of type (1,1)d, (0,2) in P2 × Pd+3 for 4 ≤ d ≤ 9,
(2) a complete intersection of type (1,1)d−2, (1,2) in P2 × Pd+1, for 4 ≤ d ≤ 7,
(3) the residual component of intersection of d− 3 quadrics and a cubic containing
a Pd−1 in Pd+2 for 4 ≤ d ≤ 6.
More examples of non stably rational fourfolds of small degree are described in Corol-
laries 4.3, 4.4, and 4.5 (cf. [18, 33]).
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2. Quadric bundles from different symmetric resolutions of the same
sheaf
The proof of Theorem 1.1 will be given at the end of this section. Let us first consider
a vector bundle G∨ on P2. Let OP(G∨)(1) be the tautological sheaf and let
0 ≠ G ∈H0(Sym2(G∨)(δ)).
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Then G induces a family of quadric forms OP2 → Sym
2(G∨)(δ) and a symmetric map
of sheaves on P2 whose cokernel is a sheaf C. We thus have an exact sequence.
0→ G
qG
Ð→ G∨(δ) → C → 0.
Let C ∶= Supp(C).
Lemma 2.1. The section G induces a quadric bundle QG ⊂ P(G∨) with discriminant
C ⊂ P2.
Proof. The discriminant is exactly the locus where the quadric form q has lower rank.

If the map qG is of maximal rank in some point then C is a plane curve. Furthermore,
if qG is general enough so that the corank 2 locus of qG is empty then C is a smooth
curve.
Lemma 2.2. If C is a smooth plane curve, then the sheaf C ⊗ det(G∨) is a quasi
half-period on C.
Proof. Taking the determinant of the above sequence gives a canonical isomorphism
(see [12, p.8])
det(qG) ∶ C ⊗ det(G
∨)→ (C ⊗ det(G∨))∨(δ)

Recall that for a quadric bundle V → P2 of dimension 4 we can associate a Brauer–
Severi scheme, i.e., the relative Hilbert scheme of lines in the fibers pi ∶ Hilb(V) → S.
This is a P1-fibration over S, the double cover of P2 branched along the discriminant
curve. Indeed, a smooth quadric surface admits two pencils of lines and a corank 1
quadric surface exactly one pencil. Considering the glueing data of this P1-fibration,
we obtain a Brauer class βV ∈H2(O∗S)2 (see [44, 15]).
Let us now pass to the context of Theorem 1.1. Let C be a line bundle on a smooth
curve C admitting a symmetric resolution:
0→ G
qG
Ð→ G∨(δ) → C → 0,
with G being a vector bundle of rank 4 and δ ≥ 0. Let
G ∈H0(Sym2(G∨)(δ))
be the associated section and QG the associated quadric bundle. Define S to be the
double cover of P2 branched in C and βQG ∈ H
2(O∗S)2 the Brauer class associated to
QG. We will try to identify this Brauer class.
First recall from [4, Thm. 1] [21, §. 3.2] that we have the following diagram
(2.1)
0 // Br(k(P2))[2] ∂ //
pi∗

⊕
x∈(P2)(1)
H1(k(x),Z/2) r //
pi∗

⊕
P ∈(P2)(2)
Hom(k(P ),Z/2)
pi∗

Br(S)[2]   // Br(k(S))[2] ∂ // ⊕
x∈(S)(1)
H1(k(x),Z/2) r // ⊕
P ∈(S)(2)
Hom(k(P ),Z/2)
where T (r) is the set of points of codimension r of T ; k(x) (resp. k(P )) is the residue
field of x (resp. of P ), and the maps are induced by residues.
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Assume now that we have chosen U ⊂ P2 a Zariski open subset such that there exists
a trivialisation τ ∶ G∣U = 4O∣U and such that the double cover pi is unramified over U .
Then the diagram (2.1) gives another diagram:
(2.2)
0 // Br(U)[2] ∂ //
pi
∗

⊕
x∈(P2∖U)(1)
H1(k(x),Z/2) r //
pi
∗

⊕
P ∈(P2∖U)(2)
Hom(k(P ),Z/2)
pi
∗

Br(S)[2]   ι // Br(pi−1(U))[2] ∂ // ⊕
x∈(S∖pi−1U)(1)
H1(k(x),Z/2) r // ⊕
P ∈(S∖pi−1U)(2)
Hom(k(P ),Z/2)
Furthermore, qG induces a quadric over C(U) and accordingly a Clifford algebra
Cl0(QG∣U) as described in [22, §. 3.2]. Furthermore, by [22, prop. 4.5] the Brauer
Severi variety BSV (pi∗Cl0(QG∣U)) is the restriction of the Brauer Severi scheme of Q
to U . It follows that
ι(βQG) = pi∗([Cl0(QG∣U)]).
Putting the above together to identify βQG it is enough to compute residues of[Cl0(QG∣U)] with respect to components of the complement of U for some U over
which G is a trivial bundle and QG∣U has empty discriminant in U .
The most convenient way to compute residues of [Cl0(QG∣U)] is to present the
quadric bundle QG∣U as given by 4×4 a matrixM with entries being rational functions
well defined on U . If we the denote by Mi the determinants of the principal minors of
M and assume that Mi ≠ 0 for 1 ≤ i ≤ 4 then we can use [21, prop 2.29] to compute the
residues in terms of Mi. Our aim is now to find an appropriate Zariski open set U and
presentation of qG∣U via a matrix M convenient for our computations.
Let us start by recalling some known result.
Lemma 2.3. Every bundle on P2 admits a free resolution of length 2.
Proof. Apply [6, Prop 1.4] to n = 2. 
We can hence consider a graded free resolution of G.
0→
k
⊕
i=1
O(−bi) γ∨GÐ→ l⊕
i=1
O(−ai)→ G → 0,
such that qG ∶ G → G∨ induces the following diagram:
(2.3) 0 // ⊕ki=1O(−bi) γ
∨
G //

⊕li=1O(−ai) ι
∨
G //
αG

G //
qG

0
0 ⊕ki=1O(bi)oo ⊕li=1O(ai)γGoo G∨ιGoo 0oo
,
where the vertical maps are obtained by composition. Clearly, αG has the same rank
as qG at every point of P
2 (it is qG precomposed with an epimorphism and composed
with a monomoprhism). Furthermore αG is a symmetric map that by commutativity
of the diagram satisfies γG ○ αG = 0.
Assume a1 ≥ ⋅ ⋅ ⋅ ≥ al, b1 ≥ ⋅ ⋅ ⋅ ≥ bk and let us use the notation as in Lemma 2.6 i.e.
V1 ∶=
l⊕
i=1
O(ai), V2 ∶= k⊕
i=1
O(bi)
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and W ∶=⊕li=l−k+1O(ai). Let us denote furthermore E =⊕l−ki=1 O(ai), and fix a decom-
position V1 = E ⊕W .
Consider a general isomorphism κ = (κ1, κ2) ∈ Hom(V1,E ⊕W ) and let
κ−1 = λ1 ⊕ λ2 ∈ Hom(E,V1)⊕Hom(W,V1) = Hom(E ⊕W,V1).
Let Kκ be the discriminant locus of γG ○ λ2 ∈ Hom(W,V2) and U˜κ = P2 ∖Kκ. Consider
µκ = κ1 ○ αG ○ (κ1)∨. Then µκ ∶ E∨ → E is a symmetric map defining a quadric bundle
Qκ.
Lemma 2.4. With the notation above, Qκ∣U˜κ is isomorphic to QG∣U˜κ over U˜κ.
Proof. Indeed by the choice of U˜κ the map γG ○ λ2 is invertible over C(U˜κ). Consider
the map
η ∶ E ⊕W ∋ (e,w) ↦ λ1(e) + λ2(w − ((γG ○ λ2)−1 ○ γG ○ λ1)(e)) ∈ V1.
Then η is an automorphism with inverse
η−1 ∶ V1 ∋ v ↦ (κ1(v), κ2(v) + ((γG ○ λ2)−1 ○ γG ○ λ1)(κ1(v))) ∈ E ⊕W.
Furthermore ((γG ○ λ2)−1 ○ γG ○ η)(e,w) = w
Hence, over Uκ we have
η(E ⊕ 0) ⊂ ker γG ≃ G∨
and piE ○ η
−1 ○ ιG, where piE ∶ E ⊕ W → E is the natural projection, provides an
isomorphism between G∨∣Uκ and E∣Uκ . Under this isomorphism, qG is transformed to
(piE ○η−1 ○ ιG)○qG ○(piE ○η−1 ○ ιG)∨ = (piE ○η−1)○αG ○(piE ○η−1)∨ = κ1 ○αG ○(κ1)∨ = µκ.
Observe that piE ○ η
−1 = κ1 by construction. 
We can now study the quadric bundle QG by studying Qκ which is defined in an
absolutely split bundle and hence admits a presentation as a matrix of polynomials
once we choose a basis of the graded C(P2) module E associated to the bundle E.
Since we want to study the Brauer class associated to Qκ along the lines of [21], let us
introduce the following notation. IfM is an n×n symmetric matrix of polynomials and
i ≤ n we denote by Mi the determinant of the upper-left symmetric submatrix of size
i × i of M . To continue our investigation of Qκ we will choose an appropriate matrix
presentation of µκ using the following lemmas.
Lemma 2.5. Let A be a k × l matrix with polynomials on C2 as entries such that for
each point a ∈ C2 the matrix A(a) is of maximal rank. Assume l ≥ k. Then there exists
a (k × k) minor (obtained by combinations of columns) of A whose corank 2 locus on
C
2 is empty.
Proof. We consider the incidence variety in
I ⊂ C2 ×G(k, l)
of pairs (a,L) such that the k × k minor A(a)L corresponding to L has corank ≥ 2. It
is enough to prove that
dim I < dimG(k, l),
because then I does not project to the whole G(k, l). This is proven by considering
the fiber of I → C2. If we suppose that such a fiber is of codimension ≤ 2 then it has to
intersect the Schubert cycle of L meeting Lm in dimension ≥ k − 1, where Lm is such
that A(a)Lm is the minor of maximal rank. This Schubert cycle consists of minors of
corank > 2 and has to meet the fiber; this is a contradiction. 
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In order to have a similar result for P2 instead of C2, we need to perform a combi-
nation of columns of A using homogenous polynomials. Let us be more precise.
Lemma 2.6. Let A be a k × l matrix with homogeneous polynomials on P2 as entries.
Assume l ≥ k and for each point p ∈ P2 the matrix A(p) is of maximal rank. Let A corre-
sponds to a map φ between split vector bundles V1 =⊕li=1O(ai) and V2 =⊕ki=1O(bi) with
a1 ≥ a2 ⋅ ⋅ ⋅ ≥ al. Then there exists a rank k direct sum component W =⊕li=l−k+1O(ai) of
V1 such that the precomposition of φ with the embedding W → V1 has empty corank 2
locus. Furthermore, the family of corank one loci of such obtained matrices has empty
intersection.
Proof. Note that the matrix A has columns graded by the opposite of the coefficients
of the direct sum decomposition of V1. We can now work with the matrix A keeping
this grading. The automorphisms of V1 act by changing some columns of A with
linear combinations of these columns with columns of lower grade and coefficients being
polynomial of appropriate degree to keep the grading.
Let M be the k × k minor of A corresponding to the natural embedding W → V1.
For another embedding λ2 ∶ W → V1 satisfying the assumption, the associated matrix
of φ ○ λ2 is a k × k matrix obtained from M by adding to each of its column some
polynomial combinations of columns of lower grade of A. Furthermore any such k × k
matrix represents φ ○ λ2 for some λ2 ∶W → V1.
We need to prove that the general among these matrices has empty corank 2 locus.
Let us first work over a fixed point p ∈ P2.
Let Uk be an l-dimensional vector space seen as the source space of the matrix A(p)
with basis e1, . . . , el corresponding to the columns of A(p). Consider the corresponding
full flag
U1 ⊂ U2 ⊂ ⋅ ⋅ ⋅ ⊂ Ul.
Now, for each vector v ∈ Ul we associate an index i(v) which is the minimum i such
that v ∈ Ui. Consider G˜(k, l) the fibration over the Grassmannian G(k,Ul) such that
over a point [R] of the Grassmannian we have the space of all ordered bases (b1, . . . , bk)
of the k dimensional subspace R satisfying the condition that
i(b1) < i(b2) < ⋅ ⋅ ⋅ < i(bk).
Note that from any basis of R one can produce a basis satisfying our condition as
follows. Take a vector with maximal index and use it to reduce the index of other
vectors of the same index, then repeat the procedure with the remaining part of the
basis. The variety of choices of such bases is an open subset of
O ⊂ Ck ⊕Ck−1 ⊕ . . .C1.
Observe that for every such basis B we may associate a matrix A(p)B which can be
seen as a square submatrix of A′(p) for some A′ obtained from A by precomposing it
with an automorphism of V1. We will consider the incidence variety
I ⊂ P2 × G˜(k, l) ×C ×C
consisting of elements (p,B,a, b) such that the combination
aA(p)B + bM(p)
has corank ≤ 2. Now, for a fixed (a, b) and p we can find L such that aCL(p) + bM(p)
is of maximal rank (possibly after changing M via an automorphism of V1). Then we
can use Lemma 2.5 to conclude that the subset of
(a, b,B) ∈ C2 × G˜(l, k)
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such that aA(p)B + bM(p) is of corank ≥ 2 is of codimension ≥ 3. Indeed, consider the
projection
G˜(k, l) → G(k,Ul)
and observe that to any [R] ∈ G(k,Ul) we can associate the corresponding subspace
RA(p) of the column space of A(p). The space of R for whichRA(p) is of dimension ≤ k−2
is of codimension at least 3 in G(k,Ul) by Lemma 2.5. If now RA(p) is of dimension
k − 1 then the space of possible B for which A(p)B is corank 2 is of codimension 2 in
the corresponding fiber of G˜(k, l) → G(k,Ul). If RA(p) is of dimenson k, then the space
of possible B is of codimension 4 in the fiber of
G˜(k, l) → G(k,Ul).
We get that I is of codimension at least 3. To conclude, we need to consider the
incidence variety with embeddings W → V1 represented by matrices of polynomials
instead of bases in G˜(k, l), but for matrices of polynomials the condition defining the
incidence is fulfilled in a point exactly when the corresponding condition is satisfied by
the matrix of values of the polynomials in p; the codimension of the latter incidence is
hence also 3. Now, for a general (a, b,B) with B a matrix of polynomials representing
an embedding W → V1 we have (p, a, b,B) ∉ I for all p ∈ P2. It follows, that a general
matrix of the form aAB + bM representing φ ○ λ2 for some general λ2 ∶ W → V1 has
empty corank 2 locus. 
Lemma 2.7. Let us keep the notation from Lemma 2.4. Consider a general κ ∈
Hom(V1,E⊕W ). Then there exists a basis B of the module E associated to E in which
µκ is represented by a symmetric matrix of polynomials M
κ,B such that Mκ,Bj (P ) ≠ 0
for all P ∈ C ∩Kκ and j ≤ l − k − 1.
Proof. Note that the condition in the assertion is open, i.e., the set of κ satisfying the
assertion is open in Hom(V1,E⊕W ). Hence we only need to prove that it is nonempty.
For that we will prove the following claim.
Claim 2.8. For general κ0 and P ∈ C ∩Kκ0 , any chosen neighborhood of κ0, there
exists κ in that neighborhood and B a basis of E such that P ∈ C∩Kκ andM
κ,B
j (P ) ≠ 0
for j ≤ l − k − 1.
Then for the proof of Lemma 2.7, we proceed as follows. For generic κ let us consider
the set Jκ of points P ∈ C ∩Kκ such that M
κ,B
l−k+1(P ) = 0. As the choice of κ is generic,
the set Jκ is finite. Let κ0 be such that Jκ0 is minimal.
Assume by contradiction that Jκ0 ≠ ∅ and take P¯ ∈ Jκ0 . Then consider a sequence κt
as in the claim such that κt → κ0. In this case for each P ∈ C ∩Kκ0 there is a sequence
Pt ∈ C ∩Kκt
such that Pt → P . Furthermore, we may assume P¯t = P . Then for t >> 1 we have
M
κt,B
l−k+1(Pt) ≠ 0
whenever
M
κ0,B
l−k−1(P ) ≠ 0 and (Mκt,Bl−k+1(P¯ )) ≠ 0.
This contradicts the minimality of Jκ0 . We conclude that Jκ0 = ∅ which means that
M
κ0,B
l−k−1(P ) ≠ 0 for all P ∈ C ∩Kκ0 . Finally we can use [21, lem 6.2] to get, by a possible
further change of B, that Mκ0,Bj (P ) ≠ 0 for all j ≤ l − k − 1 and all P ∈ C ∩Kκ0 . 
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Proof of Claim 2.8. Let us pass to the proof of the claim. Let N,M be the matrices
of polynomials representing γG and αG in chosen homogeneous bases of V1, V2, V
∨
1 .
In particular M is symmetric. By our choice the degrees of the polynomial entries
of N are non-decreasing as the index of the column increases and non-increasing as
the index of the row increases. Similarly the degrees of the entries of M are non-
increasing with the increase of indices both of rows and of columns. The assumption
γG ○αG = 0 translates to NM = 0. Let furthermore R0 be the matrix representing κ0 in
the same bases whereas R be any matrix representing some automorphism κ. These are
invertible matrices of polynomials whose degrees are non-increasing with the increase
of indices of rows and non-decreasing with the growth of the index of columns having
constant entries on the diagonal whereas their entries below the diagonal are either 0
or possibly constants. Note here that in every point O any upper triangular matrix
can be obtained as R(O) for some automorphism κ. We define
MR = R
−1MR−T , NR = NR
such that NRMR = 0. The decomposition V1 = E ⊕W induces a decomposition of MR
and NR into blocks.
MR = ( M sR AAT B ) ,NR = ( J N sR )
In this notation µκ is represented by M
s
R whereas Kκ is defined by detN
s
R. In
particular the notation applies to κ0 and R0. By Lemma 2.6, for general κ0 the matrix
N sR0 has corank 1 in P ∈ C ∩Kκ0 . It follows that there exists r ∈ {l − k + 1, . . . , l} such
that the column number r of N sR0(P ) appears as a linear combination of the remaining
columns of N sR0(p). Furthermore there is t ∈ {1, . . . , l−k} such that column t in NR0(P )
together with columns {l − k + 1, . . . , l} ∖ {r}
form a matrix of maximal rank. Take t to be minimal among such. Observe that by
change of basis in E we can assume that the column t is the unique column in NR0
which is not in the span of the columns indexed {l − k + 1, . . . , l}.
Consider the submatrix Mˆ sR0 of MR0 consisting of rows and columns of MR0 with
index
i ∈ {r} ∪ {1, . . . , l − k} ∖ {t}
and Nˆ sR0 is the submatrix obtained from NR0 by choosing columns with index j ∈{t} ∪ {l − k − 1, . . . , l} ∖ {r}. From Lemma 2.4, replacing N sR0 by Nˆ sR0 , we get that the
matrix Mˆ sR0(P ) has rank equal to
rk(MR0(P )) = l − k − 1.
Consider, now the family of l × l matrices.
Ψ ∶= {(ri,j)i,j∈{1,...,l}∣ri,j =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
1 if i = j
0 if i ≠ j and j ≠ r
0 if i ≠ j and i /∈ {1, . . . , l − k} ∖ {t}
zj if j = r and i ∈ {1, . . . , l − k} ∖ {t}
, zj ∈ C},
i.e. matrices which act by multiplication from the left on MR0 as operations on rows
corresponding to adding multiples of the row of index r to the remaining rows of Mˆ sR0 .
Note that multiplying NR0 from the right by matrices in Ψ we act on NR0 by adding
the multiples of columns with index in {1, . . . , l − k}∖ {t} to the column of index r and
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do not change the rank of N sR0(P ). Since the rank of MR0(P ) is l − k − 1, changing
MR0 to MR with R = R0R
′−1 such that R′ ∈ Ψ for general R′ the minor obtained from
Mˆ sR by deleting the row and column r is of maximal rank l − k − 1. But the latter is
just a diagonal l − k − 1 minor of the matrix M sR and hence by permutation of row and
columns may be assumed to be Mκ,B
l−k−1. In this way we found κ given by R and B for
which P ∈ C ∩Kκ but M
κ,B
l−k−1 does not vanish on P . 
We are now ready to choose a Zariski open set U , a trivialisation of G∣U and a choice
of basis in which qG is presented by a symmetric matrix of polynomials appropriate
for the computation of the Brauer class in Br(S)[2] related to the quadric QG more
precisely. Let us keep the notation from the Lemmas above. First let L be a general
line defined by a linear form l. We define
Uκ ∶= P
2
∖ (Kκ ∪L),
for general κ. Now G∣Uκ ≃ E∣Uκ admits a trivialization in which QG = Qκ is defined by
a matrix of rational functions well defined on Uκ. For this we first find a trivialization
of G over Uκ performed using Lemma 2.4. Indeed we have QG = Qκ on P2 ∖Kκ and is
described by an l−k×l−k symmetric matrix of polynomials that can be chosen to satisfy
the assertion of Lemma 2.7. We call that matrix M s. Let N s be the corresponding
matrix representing γG ○ λ2. By dividing the entries of M
s by suitable powers of l we
obtain over U ∶= Uκ a matirix M¯ s representing Qκ on a trivialisation of E∣U . Note that
in this way we present Qκ as a quadric with value in OA2 even in the case of theta
characteristic (cf. [21, §5.2]). Recall the notation M¯ si (resp. M
s
i ) for the upper left i× i
minor of M¯ s (resp. M s). Recall that by our choice of M s provided by Lemma 2.7 we
have M si (P ) ≠ 0 for i ≤ l − k − 1.
We are ready to study the residues of Cl0(M¯ s) along curves of P2 ∖ U i.e. along
C, L and components of K. Let us first compute the residue of Cl0(M¯ s) along C.
The minor M¯ sl−k−2 of M¯
s has valuation 0 along C furthermore det M¯ s has valuation 1.
Hence, this residue will be described by the restriction of M¯ sl−k−1 to the curve C. More
precisely:
(2.4) ∂C(Cl0(M¯ sl−k−1)) = M¯ sl−k−1 = M
s
l−k−1
ldegM
s
l−k−1
.
Let us compare the residue of Cl0(M¯ s) along L to the residue along C. Since the
residue of the pre-image of L on S is trivial, this residue is of the form ( f
l˜2d
)i where f
is the equation of C and l˜ the equation of a line in P2 and i ∈ Z (cf. [22, Prop. 6.3]). In
order to find i we shall use here the description [4, Thm. 1] of the map r in (2.1). Such
that at points P ∈ C ∩K we have
r(hC , hL) = vP (hC) + vP (hL)
where hC and hL are elements from
H1(k(C),Z/2Z) ≃ k(C)∗/(k(C)∗)2
and H1(k(L),Z/2Z) ≃ k(L)∗/(k(L)∗)2 respectively. So by (2.2) we infer that the
valuation of Cl0(M¯ s) along C ∩L determines the valuation along L. Note that in the
case when C is a theta characteristic we shall see that vP (hC) = 1 at a point P ∈ L∩C
(see [21, Prop. 6.3]).
Analogously we can now check that the residue of Cl0(M¯ s) along components of K
is trivial. Note that the description of the curve K was given in Lemma 2.6 and by
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Lemma 2.7 can assume that the determinants of the upper left
(l − k − j) × (l − k − j)
minors for j ≥ 1 have valuation 0 at K because they do not vanish at the intersection
points C ∩K. Moreover, the valuation of the determinant detM s is even along K by
Lemma 2.4. Indeed since the quadric bundle defined by M s on U is up to change of
basis the quadric bundle QG∣U , its discriminant may differ from C only by a square.
So by [21, Prop 2.29] the residue along K will be a square of a rational function thus
trivial.
We will describe M¯ sk−l−1 up to a square of a rational function in terms of the sheaf
C. For that, let us construct a specific rational section c of C induced by a section g of
G∨. The section g can be seen as a section of V1 =⊕li=1O(ai) annihilated by the map
γG ∶ V1 → V2 i.e. an l× 1 matrix with entries being polynomials of respective degrees ai
whose product with N is 0. Consider now the vector of polynomials
vg = [0, . . . ,0,detN s,−(N s)adN{l−k}]T
where N{l−k} is the column of index l − k of N . This vector being annihilated by N
represents a section of the twist of G(∑ki=1(al−k+i − bi)) inducing a section c′ of
C( k∑
i=1
(al−k+i − bi)).
We obtain a rational section c of C by dividing c′ by a suitable power of l.
Lemma 2.9. The zero-locus of the section c′ is equal to the zero locus of M sl−k−1.
Proof of the Claim. Now note that since N is everywhere of maximal rank, the gener-
icity of our choice of coordinates gives that the matrix
[0, . . . ,0,detN s,−(N s)adN{l−k}]T
is nonzero everywhere. It follows that the zero-locus of the associated section c′ of
C(∑i(al−k+i − bi) on C is contained in the zero locus of detM sl−k−1. Indeed, a point
x ∈ C is in the zero-locus of c′ exactly when the matrix
vg(x) = [0, . . . ,0,detN s(x),−(N s(x))adN{l−k}(x)]T
is in the image of M(x). But this happens when the matrix [M(x)∣vg(x)T ] is of the
same rank as M(x). However, outside the zero locus of M sl−k−1 the rank of M(x) is
realized by M sl−k−1(x) and in consequence the rank of M(x) is increased by attaching
the vector vg(x) always having a non-zero entry of index greater than l − k − 1. To
recap, the zero-locus of the section c′ is contained in the zero locus of M sl−k−1.
Let us prove the other inclusion. Recall that by Lemma 2.7, we may assume that
M sl−k−1 does not vanish on any of the points
C ∩ (L ∪K).
We are hence left with the comparison of the divisor of c′ with the divisor of M sl−k−1
on C ∖K.
On C∖K we shall mimic the arguments of [21, prop 6.7,6.8]. We observe that outside
K we have the following exact sequence:
0→ (l − k)OU MsÐÐ→ (l − k)OU → C∣U → 0
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where the section c′ of C(∑ki=1(al−k+i − bi)) corresponds to the image of the last coordi-
nate. We shall first prove that the zero-locus of this section is
V (detM s(1,l−k), . . . ,detM s(l−k,l−k))
where M s(i,j) is obtained by deleting the i-th row and j-th column of M
s. Indeed, we
repeat first the argument of [21, prop 6.8 ] in our context. If el−k is the basis vector
defining the corresponding section then the section vanishes in x exactly when en(x) is
in the image of M s(x), but the rank of M s(x) for x ∈ C is exactly l − k − 1 by Lemma
2.7 and the assumption that N s has empty corank 2 locus. Now el−k(x) is in the image
of M s(x) exactly when
rk([M s(x)∣en(x)]) = rkM s(x) = l − k − 1,
this is equivalent to the vanishing of all minors detM s(1,l−k)(x), . . . ,detM s(l−k,l−k)(x).
It remains to compare
V (detM s(1,l−k), . . . ,detM s(l−k,l−k))
with V (detM sl−k−1) which is done by means of repeating the argument of [21, prop
6.7]. We first check the set-theoretic equality. One inclusion is trivial, whereas for
the other we use Lemma 2.7 to deduce that M s has constant rank l − k − 1 along C,
hence defines a family of singular quadrics. For a chosen point x ∈ C the corresponding
quadric defined by the symmetric matrix M s(x) in Pl−k−1(e1, . . . , el−k) is a cone with
vertex a point v.
By assumption detM sl−k−1(x) = 0 we know that the restriction of this quadric to the
hyperplane defined by el−k = 0 is also singular which means that el−k(v) = 0. But this
means that v¯ representing the projection of v from (0, . . . ,0,1) is in the kernel of the
submatrix of M s(x) obtained by deleting the l−k-column. Hence the latter submatrix
has non-maximal rank implying that all minors
detM s(1,l−k)(x), . . . ,detM s(l−k,l−k)(x)
vanish. This proves the claim. 
We are now ready to describe the divisor associated to M sl−k−1. We have proven in
Lemma 2.9 that its support is the zero locus od c′. To compute multiplicities we use
a local coordinate chart as in [21, prop 6.7] (in fact it is enough to repeat the second
part of the proof of this proposition) and get finally that the divisor defined by M sl−k−1
is twice the divisor defined by c′. We conclude that
div(∂C(Cl0(M¯ s))) = 2D + θ(C ∩L),
where D is the divisor defined by c and θ ∈ Z.
Theorem 2.10. Let C be a smooth curve of degree 2d and C a half period on C
considered as a sheaf on P2. Let
0→ G
qG
Ð→ G
∨
→ C(d)→ 0,
0→ F
qF
Ð→ F
∨
→ C(d) → 0,
be locally free resolutions with qG and qF symmetric. Let QG ⊂ P(G∨) and QF ⊂ P(F∨)
be quadric bundles associated to these resolutions. Then βQG = βQF .
Proof. Let us consider two locally free sheaves G and F , related to two different sym-
metric resolutions of the same sheaf C(d). Each of them induces a Brauer class βG and
βF respectively. The restrictions of these Brauer classes to a common Zariski open set
UG∩UF = P2∖(KG∪KF ∪L) in which both bundles admit a trivialisation are pullbacks
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to the discriminant double cover of Brauer classes in Br(UG ∩UF ) defined respectively
by Cl0(M¯ sG), Cl0(M¯ sF ) the Clifford algebras associated to the matrix presentation of
the quadrics qG and qF over UG ∩UF .
By the computation preceding the Proposition we can compute the divisor associated
to the residues of these classes. We have:
div(∂C(Cl0(M¯ sG))) = 2DG + θG(C ∩L),
div(∂C(Cl0(M¯ sF ))) = 2DF + θF (C ∩L),
where DG and DF are divisors such that C = OC(D) and θG, θF ∈ Z. Since DG and DF
are linearly equivalent, we infer that
θG =
2degDG
degC
=
2degDF
degC
= θF
and in consequence the rational functions ∂C(Cl0(M¯ sG)) and ∂C(Cl0(M¯ sF )) differ by
the square of the rational function defining the divisor DG −DF . Indeed,
div(∂C(Cl0(M¯ sG))) − div(∂C(Cl0(M¯ sF ))) = 2(DG −DF ).
Since we are working on a separably closed field of characteristic not 2, if the divisors
of residues of two-torsion classes agree, then the residues agree. Since, as discussed
above, the remaining residues must also agree, this implies that the Brauer classes
associated to Cl0(M¯ sG), Cl0(M¯ sF ) in Br(UG ∩UF ) are equal as well as their pullbacks
to Br(pi−1(UG ∩ UF )). Finally, by injectivity of the restriction map (see [4])we get in
consequence βQG and βQF are also equal.

Remark 2.11. Note that it was proven in [1, p.269] that when two quadric bundles
are birational over the base then they have the same associated Brauer class.
Now we consider the fiber over the generic point C(S) of the Brauer–Severi scheme.
This is a Brauer–Severi variety over C(S) (it becomes Pn after tensoring by the algebraic
closure C(S)). Recall the following result.
Theorem 2.12 ([35]). Two Brauer–Severi varieties of dimension 1 over a field k are
birational when they give the same element in Br(k).
Proof of Theorem 1.1. We consider the generic fibers of the associated Brauer–Severi
schemes
Hilb(QF )→ S and Hilb(QG)→ S.
The Brauer classes associated to F and G in Br(S)[2] can be identified with the
Brauer classes in Br(C(S)) of the Brauer-Severi varieties being the generic fibers (see
for example [4, §3], [15, 28]). It follows from Theorem 2.12 that the corresponding
Brauer–Severi varieties are birational so the quadric bundles are birational over the
base. In order to see that the quadric bundles QF and QG are birational it is enough
to observe that a point on the quadric bundle is determined by the intersection of two
lines (from different rulings). 
Note that the presented argument proves also the following corollary, which will be
useful to deal with rationality questions in combination with quadric reductions and
Theorem 1.1.
Corollary 2.13. Let Q1 and Q2 be two quadric surface bundles over some open subset
of P2 inducing the same discriminant double cover and corresponding Brauer class on
it, then Q1 and Q2 are birational.
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3. Quadric reductions
Let us recall from [2, Definition 1.13] that having a quadric bundle Q ⊂ P(E∨) over
a scheme S and a subbundle N ⊂ E that is smooth isotropic ( i.e. such that P(N∨) ⊂ Q
and P(N∨) does not meet the singular loci of the fibers of Q) we can consider the
quadric reduction QN ⊂ P((N⊥/N)∨) of Q with respect to N . From [2, Theorem 1.27]
we know that Q and QN define the same Brauer class on the discriminant double cover
of S. Applying [2, Theorem 1.27] to an open subset of P2 we get the following.
Corollary 3.1. Let Q be a quadric bundle over U ⊂ P2 with smooth general fiber and
let P(N∨) be an isotropic (not necessarily smooth) subbundle of Q. Consider V ⊂ U the
locus over which N is a smooth isotropic subbundle of Q∣V and let QN,V be the quadric
reduction of Q∣V with respect to N ∣V . Then the discriminant double covers related to
Q∣V and QN,V are isomorphic and the Brauer classes associated to the two quadric
fibrations are equivalent.
Let us now describe an operation based on quadric reductions as in [2, 31] which
transforms a symmetric resolution associated with the quadric bundle Q to another
resolution associated with another quadric bundle Q′ of the same dimension. The link
consists of constructing a quadric bundle Q¯ with two smooth isotropic subbundles N1
and N2 of the same dimension. If r1 and r2 are the quadric reductions with respect
to these subbundles, we get quadric bundles in the projective bundles constructed as
P((N⊥i /Ni)∨).
(3.1) Q¯
r1
  ✁
✁
✁
✁
r2
❄
❄
❄
❄
Q Q′
As readily checked, this construction yields distinct symmetric locally free resolutions
of the same sheaf C. This approach allows us to find several symmetric locally free
resolutions of explicit sheaves, including half-periods (i.e two-torsions) on sextic curves.
Although a complete classification of such resolutions in each case remains an open
problem, it makes sense to compare quadric bundles related to different locally free
resolutions.
Let C ⊂ P2 be a smooth curve of even degree and C a two-torsion sheaf on it (the
case of theta characteristic is dealt with analogously). We will construct a set of
symmetric locally free resolutions for general pairs (C,C). Recall the operation of
quadric reduction on a quadric bundle [2]. Here we adapt it to our context. Let Q be a
quadric fibration, which is generally of maximal rank and associated with a symmetric
map
ϕ ∶ T (−δ) → T ∨.
Let U be a smooth isotropic subbundle of T (−δ) i.e. if ι is the inclusion map U → T (−δ)
we have
ι∨ ○ϕ ○ ι = 0
and P(U∨) does not meet the singular locus of any fiber of Q. Define the subbundle
U⊥ ∶= ker(ι∨ ○ ϕ). Denote by Q′ the quadric fibration associated with
ϕ′ ∶ U⊥/U → (U⊥/U)∨
which is obtained by restricting ϕ to U⊥ and taking the well defined map of quotients,
as U is an isotropic subbundle. We shall call Q′ the quadric reduction of Q with respect
to the projective subbundle P(U∨) (see [2, Def.1.13]).
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Remark 3.2. A special case of quadric reduction is given by the rank 1 subbundle
U . Then the quadric bundle admits a section s and Q′ is obtained from the quadratic
form induced by Q on the projectivisation of the relative tangent bundle of Q along
the section s.
Proposition 3.3 ([2, Thm. 1.27]). The quadric fibrations Q and Q′ admit the same
discriminant locus and induce the same Brauer class on the discriminant double cover.
Note that Theorem 2.10 provides a straightforward alternative proof of Proposition
3.3 when the discriminant curve is smooth.
We can now proceed to the construction and partial classification of quadric fibra-
tions inducing the same Brauer class. This will be based on two propositions.
Proposition 3.4. Let C be a general smooth plane curve and C a line bundle on it.
Let
0→ T (−δ) φÐ→ T ∨ → C → 0
be a free symmetric resolution of C such that Hom(T ∨,T (−δ)) = 0 and δ ≥ 0. Then
there exists a free symmetric resolution
0→ A(−δ) ψÐ→ A∨ → C → 0
with A split if and only if
A = T ⊕ lO(δ
2
)⊕ r⊕
j=1
(O(kj)⊕O(δ − kj))
for some non-negative integers l, kj ≥ 0 such that l = 0 for δ odd. Moreover, if l is even
associated quadric fibrations Qφ and Qψ are related by a quadric reduction. Conversely
a generic symmetric map ψ˜ ∶ A(−δ) → A∨ induces a quadric fibration Q
ψ˜
which admits
a quadric reduction to some quadric fibration Q
φ˜
associated to a map φ˜ ∶ T (−δ) → T ∨.
Proof. Since A is a split bundle, the resolution
0→ A(−δ) → A∨ → C → 0,
lifts to a commutative diagram
0 // A(−δ) γA //

A∨ //
ψ

C //
=

0
0 // T (−δ)
γT
//
OO
T ∨ //
φ
OO
s
// C //
OO
0
,
Then the homomorphism id−φ○ψ ∶ T ∨ → T ∨ composed with s is trivial, as the diagram
is commutative. Hence it induces a homomorphism
T
∨
→ T (−δ),
which is trivial by the assumption
Hom(T ∨,T (−δ)) = 0.
It follows that T ∨ must be a component of A∨. Hence A = T ⊕ A′ with A′ a split
bundle. If we denote by φ the projection A∨ → T ∨, the map φ ○ γA has the same rank
as γT at every point. In particular, since C is irreducible, all maximal minors of the
matrix associated with piT ○ γA are divisible by detγT . Therefore, a base change in A
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allows us to assume that the matrix associated to γA is a diagonal block matrix with
diagonal blocks associated to elements of
Sym2(T ∨)(δ) and Sym2(A′∨)(δ).
Under this assumption the map γA induces an isomorphism between A
′(−δ) and A′∨,
which gives the assertion. Indeed, for every line bundle component O(−ki) of A′(−δ)
(i.e. a component O(δ − ki) of A′) the isomorphism associates a component of A′∨
isomorphic to it and this correspondence is a bijection. It is easy to check that such
a component of A′∨ must come from a component of the form O(ki) in A′. To prove
the assertion of quadric reduction, it is enough to observe that another base change
transforms γA into a matrix consisting of two diagonal blocks of size l × l and 2r × 2r;
both of them can be put in anti-diagonal form with 1 on the anti-diagonal. If l is even,
we can easily see a rank l + r smooth isotropic subbundle of A, with respect to which
the quadric reduction of QA is QT . The same argument is valid for any map
ψ˜ ∶ A(−δ)→ A∨.

Applying Proposition 3.4 together with minimal free symmetric resolutions [9, 5],
we obtain a classification of absolutely split symmetric resolution of line bundles on
plane curves. In particular, we have the following characterization of split bundles A
involved in symmetric resolutions, namely:
0→ A(−δ) → A∨ → C → 0
in the following cases:
● If C(−d) is a half period and k = 0:
(3.2) A = dO(−1)⊕ lO ⊕ r⊕
j=1
(O(kj)⊕O(−kj))
for some non-negative integers l, kj ≥ 0.
● If C(−2d) is an even theta characteristic and k = 1
(3.3) A = 2dO ⊕
r⊕
j=1
(O(kj)⊕O(1 − kj))
for some non-negative integers l, kj ≥ 0.
● If C(−2d) is an odd theta characteristic and k = 1
(3.4) A = (2d − 3)O ⊕O(−1)⊕ r⊕
j=1
(O(kj)⊕O(1 − kj))
for some non-negative integers l, kj ≥ 0.
Proposition 3.5. Let T be a vector bundle equipped with a symmetric map
ϕ ∶ T (−δ) → T ∨
inducing a quadric fibration Q. Let
0→ B → A → T ∨ → 0,
be a length two resolution of T ∨ with A and B split. Assume that H2(⋀2B(δ)) = 0.
Then there exists a symmetric map
ψ ∶ A∨(−δ)⊕B → A⊕B∨(−δ)
inducing a quadric fibration P such that Q is obtained from P by quadric reduction.
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Proof. (cf. [26, Prop. 3.2]) Since we assume H2(⋀2B(δ)) = 0, from the sequence
0→ ⋀2B → A⊗B → Sym2A → Sym2T ∨ → 0
we have a decomposition
H0(Sym2A(δ)) =H0(Sym2T ∨(δ)) ⊕H0((A⊗B(δ))/⋀2B(δ)).
Note moreover that
H0(Sym2(A⊕B∨(−δ))(δ)) =H0(Sym2A(δ)) ⊕H0(A⊗B∨)⊕H0(Sym2B∨(−δ)).
Furthermore, considering the cohomology sequence associated to the resolution of T ∨
tensored by B∨(−δ) and taking into account that H1(B⊗B∨) = 0 (as B⊗B∨ is split),
we have
(3.5) H0(A⊗B∨) =H0(B ⊗B∨)⊕H0(T ∨ ⊗B∨).
We thus finally get
(3.6) H0(Sym2(A⊕B∨(−δ))(δ)) =
H0(Sym2T ∨(δ)) ⊕H0(B ⊗B∨)⊕
⊕H0(T ∨ ⊗B∨)⊕H0((A⊗B(δ))/⋀2B(δ))⊕H0(Sym2B∨(−δ))
Now, having a symmetric map q corresponding to an element of
H0(Sym2T ∨(δ))
we define a symmetric map corresponding to H0(Sym2(A ⊕ B∨(−δ))(δ)) by adding
the identity H0(B ⊗B∨) and taking remaining components to be zero. In this way we
get a symmetric map in
H0(Sym2(A⊕B∨(−δ))(δ))
for which B∨(−δ) is smooth isotropic and the associated quadric reduction is exactly
q. 
Lemma 3.6. Let A, B be split bundles such that B appears as a subbundle of A.
Let δ ∈ Z be such that H2(⋀2B(δ)) = 0. Assume that there exists an embedding
B → A inducing an epimorphism Hom(A,B∨(−δ)) → Hom(B,B∨(−δ)). Consider a
general map
ψ ∶ A∨(−δ)⊕B → A⊕B∨(−δ)
and assume it to be of generic maximal rank. Then there exists an embedding B →
A∨(−δ) ⊕B such that B is smooth isotropic with respect to ψ and the quadric bundle
Qψ associated to ψ under the quadric reduction by B is a quadric bundle Qφ associated
to a symmetric map φ ∶ T ∨(−δ) → T with T a locally free bundle fitting in an exact
sequence:
0→ B → A → T ∨ → 0.
Proof. Indeed, by generality assumption, in the decomposition (3.6) the component of
ψ in H0(B ⊗B∨) can be assumed to be maximal rank hence by change of coordinates
can be considered to be the identity. Under our assumption using the epimorphism φ
we can replace ψ with a conjugate θψθ∨ by and automorphism θ of A⊕B∨(−δ) such
that the component in
H0(Sym2B∨(−δ))
of ψ is 0. In this case B is isotropic and smooth. The associated quadric reduction is a
quadric bundle in the projectivisation of the dual of the cokernel of a map B → A i.e.
it is as in the assertion. 
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Remark 3.7. Restricting to fibers we see that the cokernel of the constructed sym-
metric map from H0(Sym2(A⊕B∨)) is the same as the cokernel of q. From a locally
free symmetric resolution of C, we obtain a symmetric free resolution of the same sheaf.
The purpose of Lemma 3.6 is to construct quadric reductions from quadric bundles
of high rank to obtain quadric surface bundles associated with the same Brauer class.
Corollary 3.8. Let T be a vector bundle and let
0→ B → A → T ∨ → 0,
be a length two free resolution of T ∨. Assume that H2(⋀2B) = 0. Let (C,C) be a
general plane curve of degree 6 equipped with a half-period (resp even or odd theta
characteristics). Then there exists a symmetric map ϕ ∶ T → T ∨ giving a resolution
0→ T → T ∨ → C → 0
if and only if A⊕B∨(−1) is of the form (3.2) (resp. (3.3) or (3.4) ).
Proof. We combine the two propositions above. 
Corollary 3.9. Let T be a vector bundle and let
0→ B → A → T ∨ → 0,
be a length two free resolution of T ∨. Assume that H2(⋀2B(1)) = 0. Let (C,C) be a
general plane curve of degree 6 equipped with an even or odd theta characteristic. Then
there exists a symmetric map ϕ ∶ T (−1) → T ∨ giving a resolution
0→ T (−1)→ T ∨ → C → 0
if and only if A⊕B∨ is of the form (3.2) (resp. (3.3) or (3.4)).
Definition 3.10. We will call δ-easy the bundles T on P2 which admit a free resolution
0→ B → A → T ∨ → 0
with H2(⋀2B(δ)) = 0.
Remark 3.11. Note that the condition H2(⋀2B(δ)) = 0 for B =⊕ni=1O(bi) amounts
to saying that for all pairs 1 ≤ i < j ≤ n we have bi + bj + δ ≥ −3. In particular, if T ∨
admits a free resolution
0→ B → A → T ∨ → 0
with B a line bundle then T is easy.
Corollary 3.12. Let (C,C) be a general plane curve of degree 6 equipped with a line
bundle. Any two symmetric locally free resolutions of C involving easy bundles are
related by quadric reduction.
Remark 3.13. Note that in Proposition 3.5 the quadric reduction is performed with
respect to a split bundle. This means that we can decompose it into a sequence of
quadric reductions with respect to sections i.e. hyperbolic reductions. It is natural to
ask for a classification of all symmetric locally free resolutions of sheaves supported
on smooth plane sextics, in particular which of them are related by quadric reduction
and which are related by hyperbolic reduction. We hope to address the problem of
classification of symmetric resolutions in a future work.
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4. Application to rationality problems
Thanks to Theorem 1.1 we may consider families of birational models of quadric
surface bundles over P2 and consider very general quadric bundles corresponding to
general points in one of the three moduli spaces of torsion sheaves defined by their
cokernels. Our aim in this section is to provide families of quadric surface bundles which
dominate these moduli spaces. The outcome of these constructions can be threefold:
● provide alternative models for known families of quadric surface bundles which
are unknown to be rational, such as, for example, Verra fourfolds or cubic
fourfolds containing a plane.
● lead to families for which by the degeneration method one can prove that their
very general elements are not stably rational and in consequence prove irra-
tionality of very general quadric surface bundles in the corresponding moduli
spaces or of complete intersections of small degree.
● lead to families of quadric bundles whose generic elements can be proven to be
rational and then all quadric bundles in the corresponding moduli space will
also be rational.
Quadric reductions will be our main tool to construct quadric surface bundles in the
corresponding moduli spaces.
Remark 4.1. Note that for every quadric bundle of rank greater than 4 there is always
an isotropic section, and the corresponding quadric reduction leads to a quadric bundle
of lower rank. Thus for any quadric bundle Q of rank 4 one can always construct a
birational model as follows. Consider the sheaf C obtained as the cokernel of the
symmetric map between bundles defining Q and take its graded free resolution R. This
can always be done independent of the genericity assumption. Consider the quadric
bundle QR associated to the graded free resolution and perform quadric reduction of
QR with respect to isotropic sections until we get a rank 4 quadric bundle. In this
way any quadric bundle has a birational model obtained as a quadric reduction of a
graded free resolution of some quasi-half period. Although this can be made explicit
in every concrete case, in what follows we look for quadric reductions which work for
whole families of quadric bundles which is a much more complicated problem requiring
additional assumptions.
We will perform quadric reductions on families of trivial extensions of symmetric
graded free resolutions [9, 5] of symmetric sheaves. Recall, that in order to perform
a quadric reduction, we need to find a smooth isotropic subbundle of high enough
rank. For simplicity, we consider the existence of split isotropic subbundles of quadric
bundles in projectivisations of split bundles associated to Catanese free resolutions. Let
Q be a quadric bundle in a projectivisation of a split bundle P(V). It is associated to a
symmetric matrix of polynomials. The embedding of a projectivisation of a split bundle
P(U) in P(V) is determined by a polynomial matrix N representing a map N ∶ V → U .
The conditions on N to determine a smooth isotropic subbundle are: NTAN = 0 and
both N and AN are everywhere of maximal rank. We are interested in three cases.
- When the cokernel is a general half-period, the corresponding quadric is given
by:
(4.1) A ∶ dO(−1)⊕ kO → dO(1) ⊕ kO.
Then we may assume that A consists of a d × d block of quadrics extended by
the identity matrix.
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- When the cokernel is a general even theta characteristic, then the corresponding
quadric is given by:
(4.2) A ∶ 2dO(−1)⊕ k(O ⊕O(−1))→ 2dO ⊕ k(O ⊕O(−1));
then A is a 2d × 2d matrix of linear forms extended by the identity matrix.
- When the cokernel is a general odd theta characteristic, the corresponding
quadric is given by:
(4.3) A ∶ (2d − 3)O(−1) ⊕O(−2)⊕ k(O ⊕O(−1)) → (2d − 3)O ⊕O(1)⊕ k(O ⊕O(1))
The existence of suitable quadric reductions will follow from a rank computation as
in the following lemmas.
Lemma 4.2. Let us fix nonnegative integers, r, l, k. Let M be a general r× l matrix of
quadratic forms, i.e. M ∈Hom((lO, rO(2)) and Z a symmetric l×l matrix of quadrics,
Z ∈H0(Sym2(lO)(2)). Consider the map
η∶Hom(rO, lO) ×Hom(rO, (r + k)O(1)) ∋ (K,N) ↦
↦KTMT +MK +KTZK +NTN ∈H0(Sym2(rO)(2)).
Then η is dominant if k = 4 − l and one of the following holds: r ≤ 3 or (r ≤ 5 and
l ≤ 3) or (r ≤ 6 and l ≤ 2) or (r ≤ 8 and l ≤ 1) or (r = 9 and l = 0).
Proof. This is proven by a script in Macaulay 2. The map between affine spaces is
defined by linear and quadratic polynomials. Using Macaulay 2 on a random point, we
are able to check that it is a generic submersion in the assumed range; hence its image
contains an open set, but since it is algebraic it must be dense.
r=9
l=0
k=4-l
n=3
S=QQ[x_1..x_(n*r*(r+k))];
DS=QQ[y_1..y_(r*l)]
vars DS
R=QQ[t_1..t_n];
T=S**DS**R;
if l==0 then K=0 else K=genericMatrix(DS,l,r)
M=random(R^r, R^{l:-2})
ZD=random(R^l, R^{l:-2})
Z=ZD+transpose ZD
if l==0 then B=0 else B= (transpose((map(T,DS)) K))*((map(T,R)) Z)*((map(T,DS)) K)
if l==0 then F=0 else F=( ((map(T,R)) M))*((map(T,DS)) K)
if l==0 then G=0 else G=F+transpose F
N1=genericMatrix(S,n*r,r+k);
V=(vars R)**diagonalMatrix(for i from 0 to r-1 list 1);
N=((map(T,R))V)*((map(T,S))N1);
etaKN=(N*(transpose N))+G+B;
IKN=mingens ideal flatten etaKN;
DKN1=mingens ideal flatten diff(matrix{{t_1..t_n}},diff(matrix{{t_1..t_n}},IKN));
DKN=(map(S**DS,T)) DKN1;
JDKN=jacobian DKN;
JDKNx=(map(QQ,ring JDKN, random(QQ^1,QQ^(n*r*(r+k)+r*l))))JDKN;
rank JDKNx
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We can now prove the existence of quadric reduction by dimension count.
Corollary 4.3. Let A be a general symmetric map
A ∶ dO(−1)⊕ kO → dO(1) ⊕ kO,
then there exists a smooth isotropic subbundle
(d + k
2
− 2)O(−1) ≃ U ⊂ dO(−1)⊕ kO
with respect to A, for (d, k) such that d + k is even and the triple
(r, l, k) = (d + k
2
− 2,2 +
d − k
2
, k)
satisfies the condition from Lemma 4.2. Moreover, the quadric reduction with respect
to U is then a quadric bundle QCk given by a general map G → G
∨ with G described by
an exact sequence
0→ (d + k
2
− 2)O(−1) → (d − k
2
+ 2)O(1) ⊕ kO → G∨ → 0.
Geometrically, QCk is decribed as a complete intersection of
d+k
2
−2 divisors of type ξ+h
and one divisor of type 2ξ in the projective bundle P((d−k
2
+ 2)OP2(1) ⊕ kOP2), where
ξ is the relative hyperplane class whereas h is the class of the pullback of a line on
P
2. In particular for k = d + 4 the quadric bundle QCk is a complete intersection of type(1,1)d(0,2) in P2 × Pd+3.
Proof. Let us denote r ∶= d+k
2
−2 and let A′ be the d×d block of quadrics in A. We look
for matrices B of size r × (d + k) consisting of a block B1 of size r × d of constants and
a block B2 of size r × k of linear forms. The isotropy condition B
TAB = 0 translates to
BT1 A
′B1 +B
T
2 B2 = 0. Let us now denote l ∶= d − r and split further A
′ into a diagonal
symmetric r × r block A′′, another diagonal symmetric (d− r)× (d− r) block Z and an
r × (d − r) block M . Considering B1 consisting of an identity block and a r × (d − r)
block B′1 the isotropy condition translates to:
A′′ +MB′1 + (MB′1)T + (B′1)TZB′1 +BT2 B2 = 0
and since A′′ is general and by Lemma 4.2 the map
(B′1,B2)↦MB′1 + (MB′1)T + (B′1)TZB′1 +BT2 B2
is dominant; hence it has a solution. Since B is everywhere of maximal rank, it de-
fines a subbundle U as in the assertion, which by further genericity can be assumed
smooth. The description of the quadric reduction and their geometric description are
straightforward.
To perform a quadric reduction with respect to U we have 
Corollary 4.4. Let A be a general symmetric map A ∶ 2dO(−1) → 2dO for d ≤ 7 then
there exists a subbundle (d − 2)O(−1) ≃ U ⊂ 2dO(−1)
smooth isotropic with respect to A. The quadric reduction with respect to U is then a
quadric bundle QC given by a general map G(−1) → G∨ with G described by an exact
sequence
0→ (d − 2)O(−1) → (d + 2)O → G∨ → 0.
Geometrically QC is a complete intersection of type (1,1)d−2, (1,2) in P2 × Pd+1.
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Proof. Consider the decomposition of
A = ( A′ B
BT D
)
Where A′ is a (d − 2) × (d − 2) diagonal block. We will look for matrices N of the
form ( Id
F
) such that NTAN = 0. Note that this amounts to checking that a general
A′ is in the image of the map
F ↦ BF + F TBT + F TDF.
But this map is checked to be dominant for d ≤ 7 using a slightly modified version
(modification of the degrees of the entries of matrices M , Z and ignoring the K) of the
script from Lemma 4.2.

Corollary 4.5. Let A be a general symmetric map
A ∶ (2d − 3)O(−1) ⊕O(−2)⊕ k(O ⊕O(−1))→ (2d − 3)O ⊕O(1)⊕ k(O ⊕O(−1))
for d ≤ 6 and k ∈ {0,1} then there exists a subbundle
(d + k − 3)O(−1) + kO(−2) ≃ U ⊂ (2d − 3)O(−1) ⊕O(−2)
smooth isotropic with respect to A. The quadric reduction with respect to U is a quadric
bundle QCk given by a general map G(−1) → G∨ with G described by an exact sequence
0→ (d − 3)O(−1)⊕ kO(−2)→ (d + k)O ⊕ (1 − k)O(1) ⊕ kO(−1) → G∨ → 0.
Geometrically, QCk is a complete intersection of (d−3) divisors of type ξ +h, k divisors
of type ξ + 2h and one divisor of type 2ξ + h on
P((d + k)O ⊕ (1 − k)O(1) ⊕ kO(−1)).
In particular, QC0 is birational to the residual component of the intersection of d − 3
quadrics and a cubic containing a Pd−1 in Pd+2.
Proof. The proof is analogous to that of Corollary 4.4. 
Using these Corollaries we can now construct birational models for quadric surface
bundles over P2 with discriminant being a general smooth curve of degree 2d, for d ≤ 6.
More precisely, we have the following.
Corollary 4.6. Let C be a general smooth plane curve of degree 2d ≤ 12. Let Q be a
quadric surface bundle over P2 with discriminant C. Then Q is birational over P2 to
one of the following:
(1) a complete intersection QChp of type (1,1)d, (0,2) in P2 × Pd+3,
(2) a complete intersection QCeth of type (1,1)d−2, (1,2) in P2 × Pd+1,
(3) the residual component QCoth of an intersection of d−3 quadrics and a cubic con-
taining a Pd−1 in Pd+2. Conversely, a general curve C appears as a discriminant
of some quadric bundle in any of the above three families.
Proof. If C is a general curve, there are exactly three types of quasi half-periods on C.
Up to twist these are half-periods, even and odd theta characteristics. As proved in
[9], each of these admits a symmetric resolution. By Corollaries 4.3, 4.4, 4.5 this leads
to quadric surface bundles QChp,Q
C
eth,Q
C
oth of type as listed in the assertion and with
discriminant curve C. Furthermore, if Q is any quadric bundle with discriminant C it
must be associated with a symmetric map between a vector bundle and a twist of its
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dual. The cokernel of that map is then a quasi half-period, which is in one of three
types. After twisting the corresponding resolution by a suitable bundle OP2(δ), we can
apply Theorem 1.1. The quadric surface bundle Q must be birational over P2 to one
of QChp,Q
C
eth,Q
C
oth. 
4.1. Different birational models of quadric bundles with discriminant of de-
gree 6. Note that using Theorem 1.1, by changing k in Corollaries 4.3, 4.5 we obtain
different birational models of the considered varieties. More precisely QCk1 and Q
C
k2
are
birational for any k1, k2 for which they are well defined. As a consequence, for example
for quadric bundles with curves of degree 6 we can find the following birational models.
Example 4.7. Corollary 4.3 gives rank 4 symmetric resolutions for a general pair(C,C) of a curve of degree 6 with a half-period. More precisely, there exists a symmetric
resolution: 0→ T → T ∨ → C(3) → 0, whenever T ∨ has one of the following resolutions:
(1) 0→ 3O(−1) → 7O → T ∨ → 0
(2) 0→ 2O(−1) → 5O ⊕O(1) → T ∨ → 0
(3) 0→ O(−1) → 3O ⊕ 2O(1) → T ∨ → 0
(4) T ∨ = O⊕ 3O(1)
In each of the cases above, the quadric bundle has a natural geometric description
providing another birational model of a Verra fourfold. More precisely we have the
following corresponding quadric fibrations. Let ξ be the class of the Grothendieck
bundle OP(A)(1) and h the pullback of the class line from P2 through the fibration of
P(A), where as before A is the bundle in the resolution
0→ B → A → T ∨ → 0.
(1) A = 7O and the quadric fibration Q1 is a complete intersection of three divisors
of class ξ + h and one divisor of class 2ξ. We thus get in P2 × P6 a complete
intersection of three divisors of type (1,1) and one divisor (0,2).
(2) A = 5O ⊕O(1) and Q2 is a complete intersection of two divisors of class ξ + h
and one divisor of class 2ξ. This case will be discussed more precisely in Section
5.
(3) A = 3O ⊕ 2O(1) and Q3 is a complete intersection of one divisor of class ξ + h
and one divisor of class 2ξ.
(4) A = T ∨ = O⊕3O(1) and Q4 is a divisor of type 2ξ. Thus Q4 is a Verra fourfold.
Example 4.8. Let us give also an example of a symmetric resolution involving a non-
easy bundle. Let T be such that its dual T ∨ admits a resolution
0→ O(−2)⊕O(−1)→ 6O → T ∨ → 0.
Then Sym2T has 21 sections and a general such section provides an exact sequence:
0 → T → T ∨ → C → 0, for some C representing a half-period of a smooth discriminant
curve C. The corresponding quadric fibration gives a fourfold which is birational to
some special Verra fourfold. The family of such obtained fourfolds is of dimension
21 − 9 = 12. The elements of this family are described as complete intersections of type(1,2), (1,1), (2,0) in P5 × P2
Example 4.9. In the case of theta characteristics we have a resolution 0 → T (−1) →
T ∨ → C(1) → 0, with T ∨ having resolution as follows.
(1) 0→ O(−1) → 5O → T ∨ → 0 for h0(C) = 0.
(2) 0→ O(−2) → 4O ⊕O(−1)→ T ∨ → 0 for h0(C) = 1.
(3) T ∨ = 3O ⊕O(1) for h0(C) = 1
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A geometric description of the quadric fibration is given as follows.
(1) A = 5O and the quadric fibration Q1 is a complete intersection of two divisors
of class ξ + h and one divisor of class 2ξ +h. We thus get in P2 ×P4 a complete
intersection of one divisor of type (1,1) and one (1,2) divisor.
(2) A = 4O⊕O(−1) and Q2 is a complete intersection of two divisors of class ξ+2h
and one divisor of class 2ξ + h. The image is naturally embedded in the cone
C(P2 × P3) ⊂ P11.
(3) A = 3O ⊕O(1) and Q3 is a divisor of class 2ξ + h. Here Q3 is mapped isomor-
phically to a cubic containing a plane in P5
4.2. Rationality of constructed families. Observe that for 2d = 4 the quadric bun-
dles are all rational, as our models are in fact quadric bundles on projectivisations of
split bundles, which were already observed to be rational for 2d = 4 in [37].
Recall that for 2d = 6 we have two families for which rationality is an open problem.
These are Verra fourfolds and cubic fourfolds containing a plane. The third type of
Brauer class, or equivalently, the type of quasi half-periods corresponds to complete
intersection of divisors of types (1,1), (1,2) in P2 × P4, which are always rational.
Lemma 4.10. A general quadric bundle Q1 from Example 4.9 obtained as a complete
intersection of divisors of types (1,1), (1,2) in P2 × P4 is rational.
Proof. Observe that the natural projection to P4 is a birational morphism. 
We claim that for 2d ≥ 8 very general quadric bundles in the families constructed
in Corollaries 4.3, 4.4, 4.5 are all irrational which by Theorem 1.1 will lead to irra-
tionality of very general quadric bundles in the moduli spaces in the range presented
in Corollaries 4.3, 4.4, 4.5 with the additional condition 2d ≥ 8.
Indeed, using our description we will be able to find degenerations of studied fam-
ilies of quadric bundles to quadric bundles with nontrivial non-ramified cohomology
introduced in [17].
Let Q˜ be a quadric surface bundle with smooth very general discriminant curve C
of degree 2d associated to a symmetric map
φ ∶ T (−δ)→ T ∨,
for some bundle T . Let C be the cokernel sheaf of φ. Since φ is symmetric, we have
C2 = O(δ) for some δ ∈ Z. It follows that up to twist C is either a half period or a
theta characteristic. Since (C,C) is general, by results of [9] and [5, sec. 4] the sheaf C,
after suitable twist, admits a symmetric free resolution of one of three possible shapes
described in (4.1), (4.2), (4.3).
Lemma 4.11. Let {Qι}ι∈I with Qι ⊂ P(G∨) be the family of all quadric bundles over
P
2 corresponding to symmetric maps G → G∨(δ). Assume that there exist bundles H,
E and an exact sequence:
(4.4) 0→ H∨
η
Ð→ G
∨ θ
Ð→ E
∨
→ 0,
such that H ≃H∨(δ) via a symmetric map D. Assume furthermore that the restriction
map induced by the exact sequence induces a surjection H0(S2G(δ)) →H0(S2E(δ)).
Let φ ∶ E → E∨(δ) be a symmetric map and Qφ ⊂ P(H∨ ⊕ E∨) the quadric bundle
associated to the symmetric map (D,φ) ∶ H ⊕ E → H∨(δ) ⊕ E∨(δ). Then, for very
general ι ∈ I, the quadric Qι specializes to Qφ.
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Proof. Consider a family of maps: ψt ∶ G
∨(δ) ⊕ E∨(δ) → E∨(δ), defined as ψt = (θ, tId)
which gives rise to a family of bundles
G
∨
t = kerψt.
Observe that G∨t ≃ G
∨ for t ≠ 0, whereas G∨0 = H
∨ ⊕ E∨. We now construct a family of
symmetric maps Ψt ∶ G ⊕ E → G
∨(δ)⊕ E∨(δ), defined by block matrices
Ψt = ( t3A + t2M + ηJηT t2θA + tθM
t2(θA)T + t(θM)T φ + tθAθT ) ,
where η, θ, are as in (4.4), M ∶ G → G∨(δ) is a symmetric map such that θMθT = φ
which exists by assumption and J ∈ Sym2(H ⊕ H∨)(δ) is the isomorphism from the
assumption. Finally A is a very general symmetric map G → G∨(δ).
Note that ψt ○ Ψt = 0, hence Ψt induces a flat family of quadric bundles Qt on Gt
such that Qt is very general in {Qι}ι∈I and Q0 = Qφ which provides the requested
specialization. 
Lemma 4.12. For an exact sequence
0→ G → G∨(δ) → C → 0
corresponding to one of the cases (4.1), (4.2), (4.3) there exists a rank 4 subbundle
E ⊂ G such that the projection map θ ∶ G∨ → E∨ fits into an exact sequence
0→ H∨
η
Ð→ G
∨ θ
Ð→ E
∨
→ 0,
satisfying the conditions.
(1) There exists a symmetric isomorphism H →H∨(δ)
(2) The restriction map induced by the exact sequence induces a surjection H0(S2G(δ)) →
H0(S2E(δ)).
(3) There exists a nondegenerate symmetric map φ ∶ E → E∨(δ) such that the asso-
ciated quadric bundle Qφ ⊂ P(E∨) has smooth general fiber, nontrivial discrim-
inant in C(P2)/C(P2)∗ and H2nr(C(Qφ)/C,Z2) ≠ 0.
Proof. We will look for subbundles H∨ of G∨ which are of the form H∨ = rO ⊕H′ ⊕(H′)∨(δ) for some integer r and bundle H′. Note that if δ = 0 or r = 0 such H∨ satisfies
condition (1). Surjectivity will be checked by the exact sequence:
0→ ⋀2H(δ) →H⊗G∨(δ) → Sym2G∨(δ)→Sym2(E∨)(δ) → 0.
Indeed, if
F = ker(Sym2G∨(δ)→Sym2(E∨)(δ)),
surjectivity of H0(S2G(δ)) → H0(S2E(δ)) follows from H1(F) = 0. The latter condi-
tion is fulfilled in particular when H1(H∨ ⊗ G∨(δ)) = H2(⋀2H∨(δ)) = 0. In order to
fulfill the last condition we will consider case by case the following explicit subbun-
dles. Below we list in each considered case the bundles G, H and the shape of the free
resolution of the resulting candidate bundles E .
(1) In case (4.1) we have G∨ = dO(1)⊕ lO and k = 0. We consider:
(a) d = 5, l = 0, H∨ = O and E∨ = 2O(1) ⊕Ω1(3) i.e. E has resolution
0← E ← 2O(−1)⊕ 3O(−2) ← O(−3) ← 0.
(b) d = 6, l = 0, H∨ = 2O, E∨ = 2Ω1(3) i.e. E has resolution
0← E ← 6O(−2) ← 2O(−3) ← 0.
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(c) d = 7, l = 0, H∨ = 3O,
0← E ← 3O(−2)⊕ 3O(−3) ← 2O(−4) ← 0.
(d) d = 8, l = 6, H∨ = 2Ω1(1)⊕ 2Ω1(2) ⊕ 2O,
0← E ← 4O(−3)⊕ 2O(−2) ← 2O(−4) ← 0.
(e) d = 9, l = 9, H∨ = 3Ω1(1)⊕ 3Ω1(2) ⊕O(1)⊕O(−1),
0← E ← 6O(−3) ← O(−4)⊕O(−5) ← 0.
(2) in case (4.2) we have G∨ = 2dO, k = 1, and
(a) d = 4, H∨ = 2Ω1(1), E = 2O(−1)⊕ 2O.
(b) d = 5, H∨ = 2Ω1(1)⊕O ⊕O(−1),
0← E ← 5O(−1) ← O(−2) ← 0.
(c) d = 6, H∨ = 4Ω1(1), E = 4O(−1).
(d) d = 7 H∨ = 4Ω1(1)⊕O ⊕O(−1),
0← E ← O(−1)⊕ 5O(−2) ← 2O(−3) ← 0.
(3) in case (4.3) we have G∨ = (2d − 3)O ⊕O(1), k = 1, and
(a) d = 5, H∨ = 2Ω1(1), E = 3O(−1)⊕O.
(b) d = 6, H∨ = 2Ω1(1)⊕O ⊕O(−1),
0← E ← 3O(−1) ⊕ 2O(−2) ← O(−3) ← 0.
In each of the above cases we would like to find φ ∶ E → E∨(δ) a symmetric map defining
a week quadric surface bundle similar to the quadric bundle with diagonal form
< x, y, xy,F (x, y, z) >
on C(P2) from [17] (see [39] for the general theory of quadrics). In the cases where E
is a split bundle this is done in [37, Proof of corr. 2].
To treat the remaining cases, recall that by Lemma 2.4 if
0← E κ←Ð A ρ←Ð B ← 0
is a resolution of E with A and B split then the quadric bundle Qφ is represented over
C(P2) by a suitable 4 × 4 “corner” submatrix M¯ s of the matrix Mφ of polynomials
representing κT ○ φ ○ κ.
In each case we can now choose a suitable map ρ ∶ B → A of everywhere maximal
rank defining E with a distinguished square block S of size rkB of generic maximal
rank and a symmetric map M ∶ A → A∨(δ) such that M ○ ρ = 0 and such that MS is
diagonal and similar to
< x, y, xy,F (x, y,1) >
with F (x, y, z) = x2 + y2 + z2 − 2(xy +xz + yz). Note now that in our cases rkB ≤ 2 and
we consider matrices δ of the following shapes:
To do it we will consider δ of the shape
⎛⎜⎜⎜⎜⎜⎝
za1
ya2
0
0
xb1
⎞⎟⎟⎟⎟⎟⎠
or
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
za1 0
ya2 0
0 ya3
0 xa4
xb1 0
0 zb2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
with ai > 0 and the lower block representing S.
27
If now M is a matrix with diagonal MS i.e of the shape
M =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
f1 0 0 0 g11 g21
0 f2 0 0 g12 g22
0 0 f3 0 g13 g23
0 0 0 f4 g14 g24
g11 g12 g13 g14 q11 q21
g21 g22 g23 g24 q21 q22
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
or M =
⎛⎜⎜⎜⎜⎜⎝
f1 0 0 0 g11
0 f2 0 0 g12
0 0 f3 0 g13
0 0 0 f4 g14
g11 g12 g13 g14 q11
⎞⎟⎟⎟⎟⎟⎠
Let us now restrict to the 6×6 cases, the other being analogous. Then the condition
Mδ = 0 translates to
f1z
a1 = −g11xb1 , f2ya2 = −g12xb1 , f3ya3 = −g23zb2 , f4xa4 = −g24zb2 ,
g11z
a1 + g12y
a2 = xb1q11, g23ya3 + g24xa4 = −zb2q22,
g21 = g22 = g13 = g14 = q21 = 0.
It is now easy to see, that provided x2b1 ∣fi for i = 1,2 and z2b2 ∣fj for j = 3,4 there
exist polynomials {gij}, {qij} for which Mρ = 0. Similarly in the case of 5 × 5 matrices
the condition x2b1 ∣fi for i = 1,2 is sufficient. We hence need only o check in our cases
that such condition always can be fulfilled by some four-tuple < f1, . . . , f4 > similar to
< x, y, xy,F (x, y,1) > .
For example for even half period of degree 10 we look for (f1, . . . , f4) of degrees(4,4,2,2) such that x2∣fi for i = 1,2. This is fulfilled by
< f1, . . . , f4 >=< x
2F (x, y), x3y,xz, yz > F (x, y, z) >=< F (x, y, z), xy, x, y >
.
For half period of degree 18 we have degrees (6,6,6,6) such that x2∣f1, f2, z4∣f3, f4
and a solution is given by
< f1, . . . , f4 >=< x
5y,x2zF (x, y, z), xz5 , z5y >≃< xy,F (x, y,1), x, y > .
For odd theta characteristic of degree 12 we have degrees (5,3,3,3) such that x2∣f1, f2
and a solution is given by
< f1, . . . , f4 >=< x
4z,x2y,xF (x, y, z), yz2 >≃< x, y,F (x, y,1), xy > .
For even theta characteristic of degree 14 we have degrees (5,5,5,3) such that
x2∣f1, f2, z2∣f3, f4 and a solution is given by
< f1, . . . , f4 >=< x
5, x3yz, z3F (x, y, z), z2y >≃< x,xy,F (x, y,1), y > .

Recall from [37, proof of cor. 2] that for each E as in Lemma 4.12, there exists a
map S ∶ E → E∨(δ) for which the associated weak quadric bundle QS ⊂ P(E) satisfies
conditions in [37, thm 9]. To prove stable irrationality of quadric bundles associated to
very general symmetric maps T → T ∨(δ) we will construct a family of quadric surface
bundles birational to these which degenerates to QS and conclude via [37, thm 9].
Consider now a weak quadric surface bundle Q0 over P
2 defined by the symmetric
map φ ∶ E ⊕H → E∨(δ)⊕H∨(δ) with
φ((e,h)) = (S(e),D(h)),
with S ∶ E → E∨(δ) satisfying the conditions of [37, thm 9] and D ∶ H → H∨(δ) a
nowhere degenerate map as in Lemma 4.12. Note that Q0 and QS admit the same
discriminant and associated cokernel.
We will now construct a family of quadric reductions of Qt for t ≠ 0.
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Lemma 4.13. There exists a family of isotropic subbundles Ut ⊂ Gt for t in an e´tale
neighborhood of 0 such that the corresponding reduction is of rank 4.
Proof. Indeed, we saw in the proof of Corollaries 4.3, 4.4, 4.5, that for each fixed t
we have a family It of isotropic subbundles Ut,φ obtained as images of maximal rank
morphisms φt ∶ lO(−1) → Gt. Note here that Gt is a split bundle independent of t, for
t ≠ 0. The family It is hence parametrised by a subset
Mt ⊂Hom(O(−1),Gt)
which is a subset of the space of matrices with polynomial entries whose coefficients
satisfy a system of quadratic equations listed explicitly in Corollaries 4.3, 4.4, 4.5.
These equations involve linearly the parameter t. Resuming, we have a scheme
M ⊂Hom(O(−1),G) × (C∗)
which admits a surjective projection pi ∶ M → C∗. Any local section of pi in a neighbor-
hood of 0 leads to a family of isotropic subbundles Ut. We conclude by observing that
an e´tale local section of pi always exists. 
Let QUt be the family of quadric reductions of Qt with respect to Ut for 0 < ∣t∣ << 1.
We will now construct a quadric reduction Q′0 that will be birational to QS and appear
as a specialization of QUt . Note that the flat limit of the family of subbundles P(U∨t ) is
a subvariety of P(G0) which is a weak subbundle (i.e. a subbundle when restricted to
an open subset of P2) of rank equal to rank Ut. Let V ⊂ P2 be the open subset where
U0 is a smooth subbundle. Consider the reduction Q
′
0 of Q0∣V with respect to U0 over
V . Then, by Corollary 3.1 Q′0 and Q0 define the same Brauer class on their common
discriminant double cover. On the other hand, by Theorem 2.10 we know that Q0 and
QS also have a common discriminant double cover and define the same Brauer class.
Putting these together and using Corollary 2.13 we conculde that Q′0 is birational to
QS over V . It follows that Q
′
0 satisfies the assumptions of [37, thm. 9]. In particular
QUt are not stably rational for very general t and in consequence neither are the very
general quadric bundles in the considered family.
Remark 4.14. Observe that in Corollary 1.2 we omitted the case of odd theta char-
acteristic of degree 8. The question of stable rationality of such quadric bundles is an
open problem. In this case we also have a flat family QG of quadric bundles represent-
ing rank 4 symmetric resolutions of a general element (C,C) in the moduli space R of
odd theta characteristics of degree 8. These quadric bundles are given by symmetric
maps ϕ ∶ G → G∨(1), where
G
∨ = Ω1(2)⊕O(1)⊕O.
Furthermore there is a family QS of quadric bundles studied in [37], corresponding to
symmetric maps
θ ∶ 3O ⊕O(−2)→ 3O(1) ⊕O(3)
for which the very general element is not stably rational and whose cokernels are odd
theta characteristics of degree 8. However, although every sheaf coker θ appears as
a degeneration of a family of sheaves of the form cokerϕ these degenerations do not
extend flat families of quadric bundles. In fact simple dimension count tells us that
the space of deformations of quadric bundles in QS has higher dimension > 61 than
the space of deformation of quadric bundles in QG (of dimension < 61). Furthermore,
one also checks that flat limits of quadric bundles from QG which are in QS are all
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either rational (they admit an isotropic section) or generically singular. Indeed we can
consider for example reductions given by:
0→ 2Ω1(1)⊕Ω1 ⊕Ω1(2) → 5O ⊕O(1)⊕ 3(O ⊕O(−1)) → 3O ⊕O(2)→ 0.
Summing up we cannot use irrationality of elements in QS to prove irrationality of very
general elements in QG.
5. Proof of Corollary 1.4
In order to complete the proof of Corollary 1.4 we only need to prove that a nodal
GM fourfold is birational to a Verra fourfold. Indeed, the other case were treated in
Section 4.1.
A general nodal GM fourfold X with node P can be seen as the intersection of
G(2,5) ∩H ∩C(Q0)
a quadric cone C(Q0) with vertex P over a smooth quadric in Q0 ⊂ P7 and a smooth
Fano fivefold being a hyperplane section W = G(2,5) ∩H. Indeed, one can consider
nodal GM fourfolds contained in a cone over a hyperplane section of W but they are
not general. It follows that the projection of X from the node P is contained in Q0.
We claim it is the complete intersection of three quadrics containing a quadric
Q ⊂ P4P ⊂ P
7.
Indeed, using the explicit Pfaffian equations of W we infer that the image W0 ⊂ P7
of the projection of W from P is the intersection of two quadrics Q1,Q1 containing
P
4
P ⊂ P
7.
Blowing up P4Q ⊂ P
7 we obtain a P5-bundle P˜7 → P2 containing a P3-bundle W˜0. Let
R ⊂ W˜0 be the proper transform of X0.
Lemma 5.1. We have P˜7 = P(5OP2 ⊕OP2(1)) and W˜0 = P(G∨) where
0→ 2OP2(−1)→ 5OP2 ⊕OP2(1) → G∨ → 0.
Proof. The first sequence is obtained from the fact that P(G∨) ⊂ P(5OP2 ⊕ OP2(1)).
The maps from the factors of 2OP2(−1) corresponds to the two quadrics defining W0
the image of OP(G∨)(1). 
Remark 5.2. One can see that for a general G as above G∨ admits an injective reso-
lution
0→ G → 4OP2(1)⊕OP2(2) → OP2(3)→ 0.
This can be proved by considering a resolution of G∨ using a computer algebra program.
Let OP(G∨)(1) be the sheaf inducing the map P(G∨)→W0 ⊂ P7. Then
G ∈H0(OP(G∨)(2)) =H0(Sym2(G∨)).
So a non-zero G induces a family of quadric forms
q∶OP2 → Sym
2(G∨),
thus a symmetric map of sheaves on P2 whose cokernel is denoted by C
0→ G
q
Ð→ G
∨
→ C → 0.
Taking its determinant gives a canonical isomorphism (see [12, p.8])
det(qG) ∶ C ⊗ det(G∨)→ (C ⊗ det(G∨))∨
So we infer that C(−3) is a two-torsion sheaf on the discriminant sextic curve C ⊂ P2.
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Lemma 5.3. The two-torsion sheaf C(−3) is general i.e. h0(C(−2)) = 0.
Proof. We use the long cohomology exact sequences used to define G. 
From [5, prop.3.1] for C(−3) general, we infer a free resolution:
0→ 3OP2(−1) NÐ→ 3OP2(1) → C → 0,
where N is a symmetric matrix of quadrics. We can also consider a non-minimal
resolution by expanding N by a vector (0,0,0,1) to a symmetric matrix N ′ obtaining:
0→ 3OP2(−1)⊕OP2 N ′Ð→ 3OP2(1)⊕OP2 → C → 0,
Now N ′ gives a section of
H0(Sym2(3OP2(1)⊕OP2)) =H0(OP(3O
P2
(1)⊕O
P2
)(2)).
Lemma 5.4. The image of P(3OP2(1)⊕OP2) by OP(3O
P2
(1)⊕O
P2
)(1) is a cone C(P2 ×
P
2) ⊂ P9. Thus N ′ defines a Verra fourfold V .
Proof. Observe that P(3OP2(1)) is isomorphic to P(3OP2) so to P2×P2 but the tautolog-
ical divisor is different; it defines the Segre embedding P2 × P2 ⊂ P8. The tautological
bundle on P(OP2 ⊕ 3OP2(1)) then maps the variety to the cone over the image of
P(3OP2(1)) in P8. 
Corollary 5.5. The quadric bundles R and V are birational over the base. In partic-
ular, the nodal Gushel–Mukai fourfold X and the Verra fourfold V are birational.
Proof. The quadric bundles R and V induce the same two-torsion sheaf on the discrim-
inant curve, so we can apply Theorem 1.1. 
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