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Abstract
The signless Laplacian Q and signless edge-Laplacian S of a given graph may or
may not be invertible. The Moore-Penrose inverses of Q and S are studied. In partic-
ular, using the incidence matrix, we find combinatorial formulas of the Moore-Penrose
inverses of Q and S for trees. Also we present combinatorial formulas of the inverses
of Q and S for odd unicyclic graphs.
1 Introduction
Let G be a simple graph on n vertices 1, 2, . . . , n andm edges e1, e2, . . . , em with the adjacency
matrix A and the degree matrix D. The signless Laplacian Q of G is defined as Q = D+A.
The vertex-edge incidence matrix M of G is the n×m matrix whose (i, j)-entry is 1 if vertex
i is incident with edge ej and 0 otherwise. It is well-known that Q = MM
T . The signless
edge-Laplacian S of G is an m×m matrix whose rows and columns are indexed by edges of
G and S is defined as S = MTM .
Theorem 1.1. [5, Prop 2.1] The smallest eigenvalue of the signless Laplacian of a connected
graph is equal to 0 if and only if the graph is bipartite. In this case 0 is a simple eigenvalue.
By Theorem 1.1, the signless Laplacian Q of a connected bipartite graph such as a tree is
not invertible. We investigate a generalized inverse ofQ and its combinatorial interpretations.
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1
The MoorePenrose inverse of an m× n real matrix A, denoted by A+, is the n×m real
matrix that satisfies the following equations [4]:
AA+A = A,A+AA+ = A+, (AA+)T = AA+, (A+A)T = A+A.
If a square matrix A is invertible, then A+ = A−1.
The Moore-Penrose inverse of the incidence matrix of a graph was first studied by Ijira
in 1965 [7]. Bapat studied the same for the Laplacian and edge-Laplacian of trees [3]. Then
several articles were published on the same topic for different graphs such as distance regular
graphs [1, 2]. Meanwhile the signless Laplacian of graphs has emerged to be an active area
of research [5, 6]. Then the study of the Moore-Penrose inverses of the signless Laplacian of
graphs appeared to be an interesting new topic to investigate which led the authors to write
this article. In section 2, we find combinatorial formulas of the Moore-Penrose inverses of the
signless Laplacian and edge-Laplacian for trees. In section 3, we do the same for odd uni-
cyclic graphs. Distances among vertices and edges of a graph play a crucial rule in this study.
Throughout this article we use the following terminology: The vertices of a graph G on
n vertices are labelled as 1, 2, . . . , n. We write |G| to denote the number of vertices of G.
An edge ei of G is written as ei = {li, mi} where li < mi. We denote li ∈ V (G) or simply
li ∈ G and ei = {li, mi} ∈ E(G) or simply ei = {li, mi} ∈ G to state that li is a vertex of G
and ei = {li, mi} is an edge of G respectively. The set of all edges of G incident at a vertex
v is denoted by E(v). The distance between two vertices l and m of a connected graph G is
the number of edges in a shortest path between l and m. We define the distance between
vertex j and edge ei = {li, mi}, denoted by d(j, ei) or d(ei, j), as follows:
d(j, ei) := min{d(j, li), d(j,mi)}.
We also define the distance d(ei, ek) between edge ei = {li, mi} and edge ek = {lk, mk} as
follows:
d(ei, ek) := min{d(li, ek), d(mi, ek)}.
2 Moore-Penrose Inverses of the Signless Laplacian and
Edge-Laplacian of Trees
Let G be a tree on n vertices with an edge ei = {li, mi} such that li < mi. Then G\ei has two
connected components. The head component of G \ ei, denoted by GH(ei), is the connected
component of G \ ei containing vertex mi. The tail component of G \ ei, denoted by GT (ei),
is the connected component of G\ ei containing vertex li. Note that |GH(ei)|+ |GT (ei)| = n.
Now we introduce an (n− 1)× n matrix H whose rows and columns are indexed by the
edges and vertices of tree G respectively and H = [hi,j] is defined as follows:
hi,j =
(−1)d(ei,j)
n
{
|GT (ei)| if j ∈ GH(ei)
|GH(ei)| if j ∈ GT (ei).
(2.1)
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Figure 1: The smallest asymmetric tree
Example 2.1. For the tree given in Figure 1,
M =


0 1 1 0 0 1
1 0 1 0 0 0
0 0 0 0 1 1
0 0 0 1 0 0
1 0 0 1 0 0
0 0 0 0 1 0
0 1 0 0 0 0


and H =
1
7


−2 2 2 −5 5 −2 2
1 −1 −1 −1 1 1 6
3 4 −3 4 −4 3 −3
1 −1 −1 6 1 1 −1
−1 1 1 1 −1 6 1
2 −2 5 −2 2 −5 −2


.
Theorem 2.2. Let G be a tree on n vertices with the incidence matrix M . For the matrix
H defined in (2.1), we have HM = In−1.
Proof. For i, j ∈ {1, . . . , n − 1}, suppose ei = {l, m} where l < m and ej = {r, s}. Let
M = [mi,j ]. Then the (i, j)-entry of HM is given by
(HM)i,j =
n∑
k=1
hi,kmk,j = hi,r + hi,s.
Case 1. i = j
In this case, (HM)i,i = hi,l + hi,m. Note that l ∈ GT (ei), m ∈ GH(ei), and d(ei, l) =
d(ei, m) = 0. Then
(HM)i,i =
(−1)d(ei,l)
n
|GH(ei)|+
(−1)d(ei,m)
n
|GH(ei)| =
1
n
|GH(ei)|+
1
n
|GT (ei)| =
1
n
n = 1.
Case 2. i 6= j
Since ei 6= ej and G is a tree, either both r, s ∈ GH(ei) or both r, s ∈ GT (ei). Without
loss of generality let r, s ∈ GH(ei). Note that either d(ei, r) = d(m, r) = d(m, s) + 1 or
d(ei, s) = d(m, s) = d(m, r) + 1. If d(m, r) is even, then
(HM)i,j =
(−1)d(ei,r)
n
|GH(ei)|+
(−1)d(ei,s)
n
|GH(ei)| =
1
n
|GH(ei)| −
1
n
|GH(ei)| = 0.
If d(m, r) is odd, then
(HM)i,j =
(−1)d(ei,r)
n
|GH(ei)|+
(−1)d(ei,s)
n
|GH(ei)| = −
1
n
|GH(ei)|+
1
n
|GH(ei)| = 0.
Thus HM = In−1.
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Figure 2: G \ e6[3] and G \ e6[1] for tree G in Figure 1
For a vertex i in a tree G, the set E(i) of all edges of G incident at i are partitioned into
two sets EH(i) and ET (i) defined as follows:
EH(i) := {ek ∈ E(G) | ek is incident at i and i ∈ GH(ek)},
ET (i) := {ek ∈ E(G) | ek is incident at i and i ∈ GT (ek)}.
For an edge e = {l, m} of a tree G, G \ e[l] denotes the connected component of G \ e that
contains vertex l.
Example 2.3. For tree G in Figure 1,
EH(3) = {e6}, ET (3) = {e5}, EH(1) = ∅, ET (1) = {e2, e3, e6}.
Also G \ e6[3] and G \ e6[1] are shown in Figure 2.
Lemma 2.4. Let G be a tree on n vertices and i be a vertex G. Then∑
ep∈EH (i)
|GT (ep)|+
∑
eq∈ET (i)
|GH(eq)| = n− 1.
Proof. Suppose the vertices adjacent to i are l1, l2, . . . , lk. For each j = 1, 2, . . . , k, suppose
epj is the edge between i and lj. Then vertex i together with subtrees G\epj [lj ], j = 1, 2, . . . , k
form a spanning forest of G. Thus∑
epj∈E(i)
|G \ epj [lj]| = n− 1.
For each j = 1, 2, . . . , k, G \ epj [lj ] is either GH(epj ) or GT (epj ). Thus∑
ep∈EH (i)
|GT (ep)|+
∑
eq∈ET (i)
|GH(eq)| =
∑
epj∈E(i)
|G \ epj [lj ]| = n− 1.
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Theorem 2.5. Let G be a tree on n vertices with the incidence matrix M . The matrix H
defined in (2.1) is the Moore-Penrose inverse of M .
Proof. By Theorem 2.2, HM = In−1. To prove H = M
+, it suffices to show that MH is
symmetric. Let i, j ∈ {1, . . . , n} and i 6= j. Then the (i, j)-entry of MH is given by
(MH)i,j =
∑
p:ep∈E(i)
hp,j =
k∑
t=1
hpt,j,
where ep1 , ep2, . . . , epk are edges incident at i. Without loss of generality let ep1 be on the i−j
path. Note that ep1 ∈ EH(i) if and only if j ∈ GT (ep1). Also for t = 2, 3, . . . , k, ept ∈ EH(i)
if and only if j ∈ GH(ept).
(MH)i,j =
∑
p:ep∈E(i)
hp,j =


hp1,j +

 ∑
p:ep∈EH (i)\ep1
hp,j

+

 ∑
q:eq∈ET (i)
hq,j

 if ep1 ∈ EH(i)
hp1,j +

 ∑
p:ep∈EH (i)
hp,j

+

 ∑
q:eq∈ET (i)\ep1
hq,j

 if ep1 ∈ ET (i).
Case 1. d(i, j) is even
Since d(i, j) is even, we have odd d(ep1, j) and even d(ept , j) for t = 2, 3, . . . , k.
Subcase (a). ep1 ∈ EH(i)
(MH)i,j
=
(−1)d(ep1 ,j)
n
|GH(ep1)|+

 ∑
p:ep∈EH(i)\ep1
(−1)d(ep,j)
n
|GT (ep)|

+

 ∑
q:eq∈ET (i)
(−1)d(eq ,j)
n
|GH(eq)|


Since d(ep1, j) is odd and d(ept , j) is even for t = 2, 3, . . . , k, we have
(MH)i,j =
1
n

−|GH(ep1)|+ ∑
p:ep∈EH (i)\ep1
|GT (ep)|+
∑
q:eq∈ET (i)
|GH(eq)|

 .
By Lemma 2.4,
(MH)i,j =
1
n

(|GT (ep1)| − n) + ∑
p:ep∈EH(i)\ep1
|GT (ep)|+

n− 1− ∑
p:ep∈EH(i)
|GT (ep)|




=
1
n

−1 + ∑
p:ep∈EH(i)
|GT (ep)| −
∑
p:ep∈EH(i)
|GT (ep)|


= −
1
n
.
5
Subcase (b). ep1 ∈ ET (i)
(MH)i,j
=
(−1)d(ep1 ,j)
n
|GT (ep1)|+

 ∑
p:ep∈EH(i)
(−1)d(ep,j)
n
|GT (ep)|

+

 ∑
q:eq∈ET (i)\ep1
(−1)d(eq ,j)
n
|GH(eq)|


Since d(ep1, j) is odd and d(ept , j) is even for t = 2, 3, . . . , k, we have
(MH)i,j =
1
n

−|GT (ep1)|+ ∑
p:ep∈EH (i)
|GT (ep)|+
∑
q:eq∈ET (i)\ep1
|GH(eq)|

 .
By Lemma 2.4,
(MH)i,j =
1
n

(|GH(ep1)| − n) +

n− 1− ∑
q:eq∈ET (i)
|GH(eq)|

+ ∑
p:ep∈ET (i)\ep1
|GH(ep)|


=
1
n

−1− ∑
q:eq∈ET (i)
|GH(eq)|+
∑
p:ep∈ET (i)
|GH(ep)|


= −
1
n
.
By a proof similar to that in Subcases 1(a) and 1(b), we can show that (MH)j,i = −
1
n
.
Thus
(MH)i,j = (MH)j,i = −
1
n
.
Case 2. d(i, j) is odd
Since d(i, j) is odd, we have even d(ep1, j) and odd d(ept , j) for t = 2, 3, . . . , k.
Subcase (a). ep1 ∈ EH(i)
By a proof similar to that in Subcase 1(a),
(MH)i,j =
1
n

|GH(ep1)| − ∑
p:ep∈EH (i)\ep1
|GT (ep)| −
∑
q:eq∈ET (i)
|GH(eq)|

 = 1
n
.
Subcase (b). ep1 ∈ ET (i)
By a proof similar to that in Subcase 1(b),
(MH)i,j =
1
n

|GT (ep1)| − ∑
p:ep∈EH (i)
|GT (ep)| −
∑
q:eq∈ET (i)\ep1
|GH(eq)|

 = 1
n
.
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By a proof similar to that in Subcases 2(a) and 2(b), we can show that (MH)j,i =
1
n
.
Thus
(MH)i,j = (MH)j,i =
1
n
.
From Cases 1 and 2, we conclude that MH is a symmetric matrix.
Example 2.6. For the tree given in Figure 1,
M =


0 1 1 0 0 1
1 0 1 0 0 0
0 0 0 0 1 1
0 0 0 1 0 0
1 0 0 1 0 0
0 0 0 0 1 0
0 1 0 0 0 0


and H = M+ =
1
7


−2 2 2 −5 5 −2 2
1 −1 −1 −1 1 1 6
3 4 −3 4 −4 3 −3
1 −1 −1 6 1 1 −1
−1 1 1 1 −1 6 1
2 −2 5 −2 2 −5 −2


.
We have M+M = I6 and MM
+ =
1
7


6 1 1 1 −1 −1 1
1 6 −1 −1 1 1 −1
1 −1 6 −1 1 1 −1
1 −1 −1 6 1 1 −1
−1 1 1 1 6 −1 1
−1 1 1 1 −1 6 1
1 −1 −1 −1 1 1 6


.
Now we find combinatorial formulas for the Moore-Penrose inverses of the signless Lapla-
cian Q and the signless edge-Laplacian S of a tree G. First recall that if M is the incidence
matrix of G, then Q = MMT and S = MTM . Using M+, we have the Moore-Penrose
inverses of Q and S as follows:
Q+ = (MMT )+ = (MT )+M+ = (M+)TM+,
S+ = (MTM)+ = M+(MT )+ = M+(M+)T .
In the following results, a shortest path between vertices i and j in a connected graph G
is denoted by Pi−j(G) or simply Pi−j.
Lemma 2.7. Let G be a tree. Let ek be an edge and i and j be vertices of G. Then the
following hold:
(a) ek is on the ij-path Pi−j if and only if (i, j) ∈ (GH(ek)×GT (ek))∪ (GT (ek)×GH(ek)).
(b) If ek is not on the ij-path Pi−j, then d(i, j) and d(ek, i)+d(ek, j) have the same parity.
(c) If ek is on the ij-path Pi−j, then d(i, j) and d(ek, i) + d(ek, j) have different parity.
Proof. (a) Let ek ∈ Pi−j. Note that i ∈ GH(ek) if and only if j ∈ GT (ek). Thus
(i, j) ∈ (GH(ek)×GT (ek)) ∪ (GT (ek)×GH(ek)).
Conversely suppose that (i, j) ∈ (GH(ek)×GT (ek))∪ (GT (ek)×GH(ek)). This implies
that i ∈ GH(ek) if and only if j ∈ GT (ek). Then ek is on the ij-path Pi−j .
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(b) Suppose ek is not on the ij-path Pi−j. Then d(ek, i) = d(ek, j) + d(i, j) or d(ek, j) =
d(ek, i) + d(i, j). Then d(ek, i) + d(ek, j) is 2d(ek, j) + d(i, j) or 2d(ek, i) + d(i, j). Thus
d(i, j) and d(ek, i) + d(ek, j) have the same parity.
(c) Suppose ek is on the ij-path Pi−j. Then d(ek, i) + d(ek, j) = d(i, j) − 1. Thus d(i, j)
and d(ek, i) + d(ek, j) have different parity.
Theorem 2.8. Let G be a tree on n vertices 1, 2, . . . , n with edges e1, e2, . . . , en−1 and the
signless Laplacian matrix Q. Then the Moore-Penrose inverse Q+ = [q+i,j ] of Q is given by
q+i,j =
(−1)d(i,j)
n2

 ∑
k:i,j∈GH(ek)
|GT (ek)|
2 +
∑
k:i,j∈GT (ek)
|GH(ek)|
2 −
∑
k:ek∈Pi−j
|GH(ek)||GT (ek)|

 .
Proof. Since M+ = H = [hi,j] and Q
+ = (M+)TM+,
q+i,j =
∑
k:ek∈E(G)
hk,ihk,j
=
∑
k:i,j∈GH(ek)
hk,ihk,j +
∑
k:i,j∈GT (ek)
hk,ihk,j +
∑
k:ek∈Pi−j
hk,ihk,j
=
∑
k:i,j∈GH(ek)
(−1)d(ek ,i)+d(ek,j)
n2
|GT (ek)|
2 +
∑
k:i,j∈GT (ek)
(−1)d(ek,i)+d(ek ,j)
n2
|GH(ek)|
2
+
∑
k:ek∈Pi−j
(−1)d(ek ,i)+d(ek,j)
n2
|GH(ek)||GT (ek)| (by Lemma 2.7(a))
=
∑
k:i,j∈GH(ek)
(−1)d(i,j)
n2
|GT (ek)|
2 +
∑
k:i,j∈GT (ek)
(−1)d(i,j)
n2
|GH(ek)|
2
+
∑
k:ek∈Pi−j
−(−1)d(i,j)
n2
|GH(ek)||GT (ek)| (by Lemma 2.7(b)(c))
=
(−1)d(i,j)
n2

 ∑
k:i,j∈GH(ek)
|GT (ek)|
2 +
∑
k:i,j∈GT (ek)
|GH(ek)|
2 −
∑
k:ek∈Pi−j
|GH(ek)||GT (ek)|

 .
Note that the preceding formula is still true for i = j and it becomes
q+i,i =
1
n2

 ∑
k:i∈GH(ek)
|GT (ek)|
2 +
∑
k:i∈GT (ek)
|GH(ek)|
2

 .
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Figure 3: G[e6, e1), G[e6, e1], and G(e6, e1] for tree G in Figure 1
Example 2.9. For the tree given in Figure 1,
Q =


3 1 1 0 0 0 1
1 2 0 0 1 0 0
1 0 2 0 0 1 0
0 0 0 1 1 0 0
0 1 0 1 2 0 0
0 0 1 0 0 1 0
1 0 0 0 0 0 1


and Q+ =
1
49


20 1 −6 22 −15 −1 −13
1 27 −15 6 −13 22 −8
−6 −15 41 −36 29 −34 −1
22 6 −36 83 −41 43 −29
−15 −13 29 −41 48 −36 22
−1 22 −34 43 −36 76 8
−13 −8 −1 −29 22 8 55


.
For a tree G with two distinct edges ei and ej , G \ {ei, ej} have three connected compo-
nents. The component of G\{ei, ej} that contains vertices incident with ei and ej is denoted
by G[ei, ej]. The component of G \ {ei, ej} that contains a vertex incident with ei and no
vertex incident with ej is denoted by G[ei, ej). Similarly the component of G \ {ei, ej} that
contains a vertex incident with ei and no vertex incident with ej is denoted by G(ei, ej ].
Example 2.10. For tree G in Figure 1, G[e6, e1), G[e6, e1], and G(e6, e1] are given in Figure
3.
Lemma 2.11. Let G be a tree. Let k be a vertex and ei and ej be distinct edges of G. Then
the following hold:
(a) If k is in G[ei, ej], then d(ei, ej) and d(ei, k) + d(ej, k) have the same parity.
(b) If k is not in G[ei, ej], then d(ei, ej) and d(ei, k) + d(ej, k) have different parity.
Proof. (a) Suppose k is in G[ei, ej ]. Suppose d is the shortest distance between k and a
vertex on the path between ei and ej . Then d(ei, k) + d(ej , k) = 2d + d(ei, ej). Thus
d(ei, ej) and d(ei, k) + d(ej , k) have the same parity.
(b) Suppose k is not in G[ei, ej]. Then d(ei, ej)+1 is d(ei, k)−d(ej , k) or d(ej, k)−d(ei, k).
So d(ei, k) + d(ej, k) is 2d(ei, k) + d(ei, ej) + 1 or 2d(ej, k) + d(ei, ej) + 1. Thus d(ei, ej)
and d(ei, k) + d(ej , k) have different parity.
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Theorem 2.12. Let G be a tree on n vertices 1, 2, . . . , n with edges e1, e2, . . . , en−1 and
the incidence matrix M . Let S = MTM be the signless edge-Laplacian of G. Then the
Moore-Penrose inverse S+ = [s+i,j] of S is given by
s+i,j =
(−1)d(ei,ej)
n
{
|GH(ei)||GT (ei)| if ei = ej
−|G[ei, ej)||G(ei, ej ]| if ei 6= ej .
Proof. Since M+ = H = [hi,j] and S
+ = M+(M+)T , s+i,j =
∑
k∈V (G)
hi,khj,k. For i = j,
s+i,i =
∑
k∈V (G)
h2i,k
=
∑
k∈GH(ei)
h2i,k +
∑
k∈GT (ei)
h2i,k
=
∑
k∈GH(ei)
|GT (ei)|
2
n2
+
∑
k∈GT (ei)
|GH(ei)|
2
n2
= |GH(ei)|
|GT (ei)|
2
n2
+ |GT (ei)|
|GH(ei)|
2
n2
= |GH(ei)||GT (ei)|
|GT (ei)|+ |GH(ei)|
n2
=
|GH(ei)||GT (ei)|
n
(since |GT (ei)|+ |GH(ei)| = n).
Let i 6= j. Then
s+i,j =
∑
k∈V (G)
hi,khj,k =
∑
k∈G[ei,ej]
hi,khj,k +
∑
k∈G[ei,ej)
hi,khj,k +
∑
k∈G(ei,ej ]
hi,khj,k.
Case 1. (ei, ej) ∈ GH(ej)×GH(ei)
This case is equivalent to having G[ei, ej) = GT (ei) and G(ei, ej] = GT (ej). Note that
|G[ei, ej ]| = n− |GT (ei)| − |GT (ej)| = |GH(ei)| − |GT (ej)|.
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s+i,j =
∑
k∈G[ei,ej]
hi,khj,k +
∑
k∈G[ei,ej)
hi,khj,k +
∑
k∈G(ei,ej ]
hi,khj,k
=
∑
k∈G[ei,ej]
(−1)d(ei,k)+d(ej ,k)
n2
|GT (ei)||GT (ej)|+
∑
k∈G[ei,ej)
(−1)d(ei,k)+d(ej ,k)
n2
|GH(ei)||GT (ej)|
+
∑
k∈G(ei,ej ]
(−1)d(ei,k)+d(ej ,k)
n2
|GT (ei)||GH(ej)|
=
∑
k∈G[ei,ej]
(−1)d(ei,ej)
n2
|GT (ei)||GT (ej)|+
∑
k∈G[ei,ej)
−(−1)d(ei,ej)
n2
|GH(ei)||GT (ej)|
+
∑
k∈G(ei,ej ]
−(−1)d(ei,ej)
n2
|GT (ei)||GH(ej)| (by Lemma 2.11)
=
(−1)d(ei,ej)
n2
((
✘
✘
✘
✘✘|GH(ei)| − |GT (ej)|
)
|GT (ei)||GT (ej)| −
✭
✭
✭
✭
✭
✭
✭
✭
✭
✭
✭
✭✭
|GT (ei)||GH(ei)||GT (ej)|
− |GT (ej)||GT (ei)||GH(ej)|
)
=
(−1)d(ei,ej)
n2
(
− |GT (ej)||GT (ei)||GT (ej)| − |GT (ej)||GT (ei)||GH(ej)|
)
= −
(−1)d(ei,ej)
n2
|GT (ei)||GT (ej)|
(
|GT (ej)|+ |GH(ej)|
)
= −
(−1)d(ei,ej)
n
|GT (ei)||GT (ej)| (since |GT (ej)|+ |GH(ej)| = n)
= −
(−1)d(ei,ej)
n
|G[ei, ej)||G(ei, ej ]|.
Case 2. (ei, ej) ∈ GT (ej)×GT (ei)
This case is equivalent to having G[ei, ej) = GH(ei) and G(ei, ej] = GH(ej). By a proof
similar to that in Case 1, we get
s+i,j = −
(−1)d(ei,ej)
n
|GH(ei)||GH(ej)| = −
(−1)d(ei,ej)
n
|G[ei, ej)||G(ei, ej ]|.
Case 3. (ei, ej) ∈ GH(ej)×GT (ei)
This case is equivalent to having G[ei, ej) = GH(ei) and G(ei, ej] = GT (ej). Note that
|G[ei, ej ]| = n− |GH(ei)| − |GT (ej)| = |GT (ei)| − |GT (ej)|.
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s+i,j =
∑
k∈G[ei,ej]
hi,khj,k +
∑
k∈G[ei,ej)
hi,khj,k +
∑
k∈G(ei,ej ]
hi,khj,k
=
∑
k∈G[ei,ej]
(−1)d(ei,k)+d(ej ,k)
n2
|GH(ei)||GT (ej)|+
∑
k∈G[ei,ej)
(−1)d(ei,k)+d(ej ,k)
n2
|GT (ei)||GT (ej)|
+
∑
k∈G(ei,ej ]
(−1)d(ei,k)+d(ej ,k)
n2
|GH(ei)||GH(ej)|
=
∑
k∈G[ei,ej]
(−1)d(ei,ej)
n2
|GH(ei)||GT (ej)|+
∑
k∈G[ei,ej)
−(−1)d(ei,ej)
n2
|GT (ei)||GT (ej)|
+
∑
k∈G(ei,ej ]
−(−1)d(ei,ej)
n2
|GH(ei)||GH(ej)| (by Lemma 2.11)
=
(−1)d(ei,ej)
n2
((
✘
✘
✘
✘|GT (ei)| − |GT (ej)|
)
|GH(ei)||GT (ej)| −
✭
✭
✭
✭
✭
✭
✭
✭
✭
✭
✭
✭✭
|GH(ei)||GT (ei)||GT (ej)|
− |GT (ej)||GH(ei)||GH(ej)|
)
=
(−1)d(ei,ej)
n2
(
− |GT (ej)||GH(ei)||GT (ej)| − |GT (ej)||GH(ei)||GH(ej)|
)
= −
(−1)d(ei,ej)
n2
|GH(ei)||GT (ej)|
(
|GT (ej)|+ |GH(ej)|
)
= −
(−1)d(ei,ej)
n
|GH(ei)||GT (ej)| (since |GT (ej)|+ |GH(ej)| = n)
= −
(−1)d(ei,ej)
n
|G[ei, ej)||G(ei, ej ]|.
Case 4. (ei, ej) ∈ GT (ej)×GH(ei)
This case is equivalent to having G[ei, ej) = GT (ei) and G(ei, ej] = GH(ej). By a proof
similar to that in Case 3, we get
s+i,j = −
(−1)d(ei,ej)
n
|GT (ei)||GH(ej)| = −
(−1)d(ei,ej)
n
|G[ei, ej)||G(ei, ej ]|.
Example 2.13. For the tree given in Figure 1,
S =


2 0 1 1 0 0
0 2 1 0 0 1
1 1 2 0 0 1
1 0 0 2 0 0
0 0 0 0 2 1
0 1 1 0 1 2


and S+ =
1
7


10 2 −8 −5 −2 4
2 6 −3 −1 1 −2
−8 −3 12 4 3 −6
−5 −1 4 6 1 −2
−2 1 3 1 6 −5
4 −2 −6 −2 −5 10


.
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We end this section by the following property of the Moore-Penrose inverse M+ of the
incidence matrix M of a connected graph which is similar to [7, Theorem 1].
Theorem 2.14. Let G be a connected graph on n vertices 1, 2, . . . , n with the incidence
matrix M .
(a) If G has an odd cycle, then MM+ = In.
(b) If G has no odd cycles (i.e., G is bipartite), then
MM+ = In −
1
n
[(−1)d(i,j)].
Proof. Since MM+M = M , (In − MM
+)M = On,m. Then each row of In − MM
+ is
orthogonal to each column of M . Suppose xT = [x1, x2, . . . , xn] is orthogonal to each column
of M . Then xi + xj = 0 for any edge {i, j} in G. Therefore if there is a path between i and
j of length d, then xi = (−1)
dxj .
(a) Suppose G has an odd cycle C and v be a vertex on C. Let k be another vertex on
C. Then there is a path of odd length and a path of even length between k and v. Then
xv = −xk and xv = xk which implies xv = 0. Thus xv = 0 for any vertex v on C. Since
G is connected, there is a path between a vertex t not on C and a vertex v on C. Thus
xt = ±xv = 0 for any vertex t not on C. Thus x
T = 0T which implies In−MM
+ = On, i.e.,
MM+ = In.
(b) Suppose G has no odd cycles. Then G is a connected bipartite graph and by Theorem
1.1, rank(M) = rank(MMT ) = rank(Q) = n− 1. Also note that since G has no odd cycles,
lengths of the paths between two fixed vertices in G are either all odd or all even. Then for
a fixed vertex i of G, xv = (−1)
d(i,v)xi for any vertex v of G. Thus
[x1, x2, . . . , xn] = xi[(−1)
d(i,1), (−1)d(i,2), . . . , (−1)d(i,n)].
Consequently any row of In − MM
+ is a multiple of [(−1)d(i,1), (−1)d(i,2), . . . , (−1)d(i,n)].
Suppose for each i = 1, 2, . . . , n, ith row of In −MM
+ is
ci[(−1)
d(i,1), (−1)d(i,2), . . . , (−1)d(1,n)].
Note that if c1 = c2 = · · · = cn = 0, then MM
+ = In and consequently n = rank(MM
+) ≤
rank(M) = n − 1, a contradiction. Thus ci 6= 0 for some i and by symmetry of MM
+,
ci 6= 0 for all i = 1, 2, . . . , n. Now observe that (In − MM
+)2 = In − MM
+ because
M+MM+ = M+. Then the (i, i)-entry of (In −MM
+)2, which is c2in, is same as the (i, i)-
entry of In−MM
+, which is ci(−1)
d(i,i) = ci. Thus ci =
1
n
and the (i, j)-entry of In−MM
+
is (−1)
d(i,j)
n
.
Corollary 2.15. Let G be a connected bipartite graph on n vertices and m edges with the
incidence matrix M . Then
M+[(−1)d(i,j)] = Om,n and [(−1)
d(i,j)]2 = n[(−1)d(i,j)].
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Proof. By Theorem 2.14, MM+ = In −
1
n
[(−1)d(i,j)]. Since M+ = M+MM+, we have
M+ = M+MM+ = M+
(
In −
1
n
[(−1)d(i,j)]
)
= M+ −
1
n
M+[(−1)d(i,j)]
which implies
M+[(−1)d(i,j)] = Om,n.
Since M+[(−1)d(i,j)] = Om,n, we have
MM+[(−1)d(i,j)] = On =⇒
(
In −
1
n
[(−1)d(i,j)]
)
[(−1)d(i,j)] = On.
Thus we get [(−1)d(i,j)]2 = n[(−1)d(i,j)].
3 Inverse of the Signless Laplacian and Edge-Laplacian
of Odd Unicyclic Graphs
A unicyclic graph on n vertices is a simple connected graph that has n edges. For a unicyclic
graph G with the cycle C and an edge e not in C, G \ e has two connected components.
The connected component of G \ e that contains C is denoted by G \ e[C]. Similarly the
connected component of G \ e that does not contain C is denoted by G \ e(C). When e is
on C, G \ e[C] and G \ e(C) are defined to be G \ e and the empty graph respectively. The
unique shortest path between a vertex i and C is denoted by Pi−C .
Theorem 3.1. Let G be an odd unicyclic graph on n vertices 1, 2, . . . , n and edges e1, e2, . . . , en
with the cycle C and the incidence matrix M . Then M is invertible and its inverse M−1 =
[ai,j] is given by
ai,j =


(−1)d(ei,j)
2
if ei ∈ C
0 if ei 6∈ C and j ∈ G \ ei[C]
(−1)d(ei,j) if ei 6∈ C and j 6∈ G \ ei[C].
(3.1)
Proof. By Theorem 1.1, Q = MMT is invertible and Q has full rank. Since rank(M) =
rank(MMT ), M has full rank and therefore M is invertible. Consider A = [ai,j] as defined in
(3.1). Since M = [mi,j ] is a square matrix, it suffices to show that MA = In. The (i, j)-entry
of MA is
(MA)i,j =
∑
k:ek∈E(G)
mi,kak,j =
∑
k:ek∈E(i)
ak,j.
For i = j /∈ C,
(MA)i,j =
∑
k:ek∈E(i)
ak,j =
∑
k:ek∈E(i), i/∈G\ei[C]
1 +
∑
k:ek∈E(i), i∈G\ei[C]
0 = 1.
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For i = j ∈ C,
(MA)i,j =
∑
k:ek∈E(i)
ak,j =
∑
k:ek∈E(i)∩E(C)
1
2
+
∑
k:ek∈E(i)\E(C)
0 = 2 ·
1
2
= 1.
Suppose i 6= j.
Case 1. i, j /∈ C
(MA)i,j =
∑
k:ek∈E(i)
ak,j =
∑
k:ek∈E(i)\E(C)
j∈G\ek[C]
0 +
∑
k:ek∈E(i)\E(C)
j 6∈G\ek[C]
(−1)d(ek,j).
There are two edges, say ek1 and ek2 , for which ek ∈ E(i) \ E(C) and j 6∈ G \ ek[C]. Note
that i ∈ Pj−C and ek1 and ek2 are on Pj−C . Thus d(ek1 , j) and d(ek2, j) have different parity
and consequently (MA)i,j = (−1)
d(ek1 ,j) + (−1)d(ek2 ,j) = 0.
Case 2. i, j ∈ C
(MA)i,j =
∑
k:ek∈E(i)
ak,j =
∑
k:ek∈E(i)\E(C)
j∈G\ek[C]
0 +
∑
k:ek∈E(i)∩E(C)
(−1)d(ek ,j)
2
.
There are two edges, say ek1 and ek2 , that are in E(i)∩E(C). Note that d(ek1 , j) and d(ek2, j)
have different parity and consequently (MA)i,j =
(−1)
d(ek1
,j)
2
+ (−1)
d(ek2
,j)
2
= 0.
Case 3. i ∈ C and j /∈ C.
(MA)i,j =
∑
k:ek∈E(i)\E(C)
j∈G\ek[C]
0 +
∑
k:ek∈E(i)\E(C)
j /∈G\ek[C]
(−1)d(ek ,j) +
∑
k:ek∈E(i)∩E(C)
(−1)d(ek ,j)
2
=
∑
k:ek∈E(i)\E(C)
j /∈G\ek[C]
(−1)d(ek ,j) +
∑
k:ek∈E(i)∩E(C)
(−1)d(ek,j)
2
.
There are two edges, say ek1 and ek2 , that are in E(i) ∩ E(C). Now either i ∈ Pj−C or
i /∈ Pj−C. First suppose i ∈ Pj−C . Then there is a unique edge, say et, in E(i) \ E(C) such
that j /∈ G \ ek[C]. Note that d(et, j) = d(i, j)− 1 and d(ek1 , j) = d(ek2 , j) = d(i, j). Then
(MA)i,j = (−1)
d(et,j) +
(−1)d(ek1 ,j)
2
+
(−1)d(ek2 ,j)
2
= (−1)d(i,j)−1 +
(−1)d(i,j)
2
+
(−1)d(i,j)
2
= 0.
Now suppose i /∈ Pj−C. First observe that there is no edge in ek ∈ E(i) \E(C) for which
j /∈ G \ ek[C]. We have either d(ek1, j) = 1 + d(ek2, j) or d(ek2 , j) = 1 + d(ek1 , j). Thus
(MA)i,j =
(−1)d(ek1 ,j)
2
+
(−1)d(ek2 ,j)
2
= 0.
Case 4. i /∈ C and j ∈ C
This case has a proof similar to that of Case 3.
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Figure 4: An odd unicyclic graph
Example 3.2. For the odd unicyclic graph given in Figure 4,
M =


1 0 0 1 0 0 1
0 0 0 0 0 1 0
0 0 0 1 1 0 0
0 1 0 0 0 0 0
1 0 1 0 0 1 0
0 1 0 0 1 0 1
0 0 1 0 0 0 0


and M+ =


0 −1 0 0 1 0 −1
0 0 0 1 0 0 0
0 0 0 0 0 0 1
1
2
1
2
1
2
1
2
−1
2
−1
2
1
2
−1
2
−1
2
1
2
−1
2
1
2
1
2
−1
2
0 1 0 0 0 0 0
1
2
1
2
−1
2
−1
2
−1
2
1
2
1
2


.
For a unicyclic graph with the cycle C, the distance d(i, C) between i and C is defined
by d(i, C) := |Pi−C | − 1. We write i
∗ for the vertex on C that is closest to i. Then i∗ = i
when i is on C. Also Pi−C = Pi−i∗ .
Example 3.3. Consider the odd unicyclic graph given in Figure 4. Note that 7∗ = 1,
P7−C = P7−7∗ = P7−1, and d(7, C) = |P7−C | − 1 = 2.
Lemma 3.4. Let G be an odd unicyclic graph on n vertices 1, 2, . . . , n and edges e1, e2, . . . , en
with the cycle C. Then ek /∈ C and distinct i, j /∈ G \ ek[C] if and only if ek ∈ Pi−i∗ ∩ Pj−j∗.
Moreover,
(a) if ek ∈ C and ek ∈ Pi−j, then d(ek, i) + d(ek, j) and d(i, j) have different parity,
(b) if ek ∈ C and ek /∈ Pi−j, then d(ek, i) + d(ek, j) and d(i, j) have the same parity,
(c) if ek ∈ Pi−i∗ ∩ Pj−j∗, then d(ek, i) + d(ek, j) and d(i, j) have the same parity.
Proof. The first part being clear, we proceed to the rest.
(a) Suppose ek ∈ C and ek ∈ Pi−j. Then
d(ek, i) + d(ek, j) = d(i, j)− 1.
Thus d(ek, i) + d(ek, j) and d(i, j) have different parity.
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(b) Suppose ek ∈ C and ek /∈ Pi−j. First suppose Pi−ek∩Pj−ek 6= ∅. Then d(ek, i)+d(ek, j)
is 2d(ek, i
∗) + d(i, j) or 2d(ek, j
∗) + d(i, j). Then d(ek, i) + d(ek, j) and d(i, j) have the
same parity.
Now suppose Pi−ek ∩ Pj−ek = ∅. Then d(i, i
∗) + d(j, j∗) = d(i, j) − d(i∗, j∗) and
d(ek, i
∗) + d(ek, j
∗) = |C| − 1− d(i∗, j∗). Thus
d(ek, i) + d(ek, j) = d(i, i
∗) + d(i∗, ek) + d(j, j
∗) + d(j∗, ek)
=
(
d(i, i∗) + d(j, j∗)
)
+
(
d(i∗, ek) + d(j
∗, ek)
)
= d(i, j)− d(i∗, j∗) + |C| − 1− d(i∗, j∗)
= d(i, j) + |C| − 1− 2d(i∗, j∗).
Thus d(ek, i) + d(ek, j) and d(i, j) have the same parity.
(c) Suppose ek ∈ Pi−i∗ ∩ Pj−j∗. Let t be the vertex on the path Pi−j that is closest to ek.
Then
d(ek, i) + d(ek, j) = 2d(ek, t) + d(i, j).
Thus d(ek, i) + d(ek, j) and d(i, j) have the same parity.
Using M−1, we have the inverses of Q and S as follows: Q−1 = (M−1)TM−1 and S−1 =
M−1(M−1)T .
Theorem 3.5. Let G be an odd unicyclic graph on n vertices 1, 2, . . . , n with the cycle C
and the signless Laplacian matrix Q. Then the inverse Q−1 = [q+i,j] of Q is given by
q+i,j =
(−1)d(i,j)
4
(
|C| − 2d(i∗, j∗) + 4|E(Pi−i∗ ∩ Pj−j∗)|
)
,
where i∗ and j∗ are the vertices on C closest to i and j respectively.
Proof. Since M−1 = [ai,j ] and Q
−1 = (M−1)TM−1, q+i,j =
∑
k:ek∈E(G)
ak,iak,j. For i = j,
q+i,i =
∑
k:ek∈E(G)
a2k,i
=
∑
k:ek∈C
a2k,i +
∑
k:ek /∈C
i/∈G\ek[C]
a2k,i +
∑
k:ek /∈C
i∈G\ek[C]
a2k,i
=
∑
k:ek∈C
a2k,i +
∑
k:ek /∈C
i/∈G\ek[C]
a2k,i.
When i ∈ C,
q+i,i =
∑
k:ek∈C
a2k,i +
∑
k:ek /∈C
i/∈G\ek[C]
a2k,i =
∑
k:ek∈C
1
4
=
|C|
4
.
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When i /∈ C,
q+i,i =
∑
k:ek∈C
a2k,i +
∑
k:ek /∈C
i/∈G\ek[C]
a2k,i =
∑
k:ek∈C
1
4
+
∑
k:ek∈Pi−C
1 =
|C|
4
+ |E(Pi−i∗)|.
Since d(i, i) = d(i∗, i∗) = 0 and E(Pi−i∗ ∩ Pi−i∗) = E(Pi−i∗), we have
q+i,i =
(−1)d(i,i)
4
(
|C| − 2d(i∗, i∗) + 4|E(Pi−i∗ ∩ Pi−i∗)|
)
.
Suppose i 6= j.
q+i,j =
∑
k:ek∈E(G)
ak,iak,j
=
∑
k:ek∈C
ek∈Pi−j
ak,iak,j +
∑
k:ek∈C
ek /∈Pi−j
ak,iak,j +
∑
k:ek /∈C
i,j /∈G\ei[C]
ak,iak,j
=
∑
k:ek∈C
ek∈Pi−j
(−1)d(ek,i)+d(ek ,j)
4
+
∑
k:ek∈C
ek /∈Pi−j
(−1)d(ek ,i)+d(ek ,j)
4
+
∑
k:ek /∈C
i,j /∈G\ei[C]
(−1)d(ek ,i)+d(ek,j)
= −
∑
k:ek∈C
ek∈Pi−j
(−1)d(i,j)
4
+
∑
k:ek∈C
ek /∈Pi−j
(−1)d(i,j)
4
+
∑
k:ek∈E(Pi−i∗∩Pj−j∗)
(−1)d(i,j) (by Lemma 3.4)
= −|E(Pi∗−j∗)|
(−1)d(i,j)
4
+ |E(C \ Pi∗−j∗)|
(−1)d(i,j)
4
+ |E(Pi−i∗ ∩ Pj−j∗))|(−1)
d(i,j)
= (−1)d(i,j)
(
−
d(i∗, j∗)
4
+
|C| − d(i∗, j∗)
4
+ |E(Pi−i∗ ∩ Pj−j∗))|
)
=
(−1)d(i,j)
4
(
|C| − 2d(i∗, j∗) + 4|E(Pi−i∗ ∩ Pj−j∗)|
)
.
Corollary 3.6. Let G be an odd unicyclic graph on n vertices 1, 2, . . . , n with the cycle C.
Suppose Q is the signless Laplacian matrix of G and its inverse is Q−1 = [q+i,j ]. Then vertex
i is in C if and only if q+i,i =
|C|
4
.
Example 3.7. For the odd unicyclic graph given in Figure 4,
Q =


3 0 1 0 1 1 0
0 1 0 0 1 0 0
1 0 2 0 0 1 0
0 0 0 1 0 1 0
1 1 0 0 3 0 1
1 0 1 1 0 3 0
0 0 0 0 1 0 1


and Q−1 =
1
4


3 3 −1 1 −3 −1 3
3 11 −1 1 −7 −1 7
−1 −1 3 1 1 −1 −1
1 1 1 7 −1 −3 1
−3 −7 1 −1 7 1 −7
−1 −1 −1 −3 1 3 −1
3 7 −1 1 −7 −1 11


.
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For an odd unicyclic graph G with the cycle C and for distinct edges ei and ej on C,
Pei−ej denotes the shortest path between vertices of edges ei and ej and G \ {ei, ej}[Pei−ej ]
denotes the connected component of G \ {ei, ej} that contains Pei−ej .
Lemma 3.8. Let G be an odd unicyclic graph on n vertices 1, 2, . . . , n and edges e1, e2, . . . , en
with the cycle C. For distinct ei and ej, the following hold:
(a) If ei, ej ∈ C and k ∈ G \ {ei, ej}[Pei−ej ], then d(ei, k) + d(ej, k) and d(ei, ej) have the
same parity.
(b) If ei, ej ∈ C and k /∈ G \ {ei, ej}[Pei−ej ], then d(ei, k) + d(ej, k) and d(ei, ej) have
different parity.
(c) If ei, ej /∈ C and k ∈
(
G \ ei(C)) ∩ (G \ ej(C)
)
, then d(ei, k) + d(ej, k) and d(ei, ej)
have different parity.
(d) If ei ∈ C, ej /∈ C, and k /∈ G \ ej [C], then d(ei, k) + d(ej , k) and d(ei, ej) have different
parity.
Proof. (a) Suppose ei, ej ∈ C and k ∈ G \ {ei, ej}[Pei−ej ]. Then
d(ei, k) + d(ej, k) = 2d(k, k
∗) + d(ei, ej).
Thus d(ei, k) + d(ej, k) and d(ei, ej) have the same parity.
(b) Suppose ei, ej ∈ C and k /∈ G \ {ei, ej}[Pei−ej ]. When E(Pk∗−ei) ∩ E(Pk∗−ej ) = ∅,
d(ei, k) + d(ej , k) = 2d(k, k
∗) + d(ei, k
∗) + d(ej, k
∗)
= 2d(k, k∗) + |C| − 2− d(ei, ej).
When E(Pk∗−ei) ∩ E(Pk∗−ej) 6= ∅, d(ei, k) + d(ej , k) = 2d(k, k
∗) + d(ei, k
∗) + d(ej , k
∗)
which is 2d(k, k∗) + 2d(ei, k
∗) + 1 + d(ei, ej) or 2d(k, k
∗) + 2d(ej, k
∗) + 1 + d(ei, ej).
Thus d(ei, k) + d(ej, k) and d(ei, ej) have different parity.
(c) Suppose ei, ej /∈ C and k ∈
(
G \ ei(C)) ∩ (G \ ej(C)
)
. Note that Pei−i∗ ⊆ Pej−j∗ or
Pej−j∗ ⊆ Pei−i∗ . Thus d(ei, k)+d(ej, k) is 2d(ej, k)+1+d(ei, ej) or 2d(ei, k)+1+d(ei, ej).
Thus d(ei, k) + d(ej, k) and d(ei, ej) have different parity.
(d) Suppose ei ∈ C, ej /∈ C, and k /∈ G \ ej [C]. Then
d(ei, k) + d(ej, k) = 2d(ej, k) + 1 + d(ei, ej).
Thus d(ei, k) + d(ej, k) and d(ei, ej) have different parity.
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Theorem 3.9. Let G be an odd unicyclic graph on n vertices 1, 2, . . . , n with edges e1, e2, . . . , en
and the incidence matrix M . Let S = MTM be the signless edge-Laplacian of G. Then the
inverse S−1 = [s+i,j ] of S is given by
s+i,j =
(−1)d(ei,ej)
4


n if i = j, ei ∈ C
4|G \ ei(C)| if i = j, ei /∈ C
−4|
(
G \ ei(C)) ∩ (G \ ej(C)
)
| if i 6= j, ei, ej /∈ C
2|G \ {ei, ej}[Pei−ej ]| − n if i 6= j, ei, ej ∈ C
−2|G \ ei(C)| − 2|G \ ej(C)| otherwise.
Proof. Since M−1 = [ai,j ] and S
−1 = M−1(M−1)T , s+i,j =
∑
k∈V (G) ai,kaj,k. For ei = ej ∈ C,
s+i,i =
∑
k∈V (G)
a2i,k =
∑
k∈V (G)
1
4
=
n
4
.
For ei = ej /∈ C,
s+i,i =
∑
k∈V (G)
a2i,k =
∑
k∈G\ei[C]
a2i,k +
∑
k/∈G\ei[C]
a2i,k = 0 +
∑
k/∈G\ei[C]
1 = |G \ ei(C)|.
Suppose ei 6= ej .
Case 1. ei, ej ∈ C
s+i,j =
∑
k∈V (G)
ai,kaj,k
=
∑
k∈G\{ei,ej}[Pei−ej ]
(−1)d(ei,k)+d(ej ,k)
4
+
∑
k/∈G\{ei,ej}[Pei−ej ]
(−1)d(ei,k)+d(ej ,k)
4
=
∑
k∈G\{ei,ej}[Pei−ej ]
(−1)d(ei,ej)
4
+
∑
k/∈G\{ei,ej}[Pei−ej ]
−(−1)d(ei,ej)
4
(by Lemma 3.8(a)(b))
=
(−1)d(ei,ej)
4
(
|G \ {ei, ej}[Pei−ej ]| − (n− |G \ {ei, ej}[Pei−ej |])
)
=
(−1)d(ei,ej)
4
(
2|G \ {ei, ej}[Pei−ej ]| − n
)
.
Case 2. ei, ej /∈ C
In this case, ai,kaj,k 6= 0 only for all k ∈
(
G \ ei(C)) ∩ (G \ ej(C)
)
(where Pei−i∗ ⊆ Pej−j∗ or
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Pej−j∗ ⊆ Pei−i∗).
s+i,j =
∑
k∈V (G)
ai,kaj,k
=
∑
k∈
(
G\ei(C))∩(G\ej (C)
)(−1)d(ei,k)+d(ej ,k)
=
∑
k∈
(
G\ei(C))∩(G\ej (C)
)−(−1)d(ei,ej) (by Lemma 3.8(c))
= −(−1)d(ei,ej)|
(
G \ ei(C)) ∩ (G \ ej(C)
)
|.
Case 3. ei ∈ C and ej /∈ C
In this case, ai,kaj,k 6= 0 only for all k /∈ G \ ej [C].
s+i,j =
∑
k∈V (G)
ai,kaj,k
=
∑
k/∈G\ej [C]
(−1)d(ei,k)+d(ej ,k)
2
=
∑
k/∈G\ej [C]
−(−1)d(ei,ej)
2
(by Lemma 3.8(d))
=
−(−1)d(ei,ej)
2
|G \ ej(C)|
=
−(−1)d(ei,ej)
2
(
|G \ ei(C)|+ |G \ ej(C)|
)
(since G \ ei(C) is empty).
Case 4. ei /∈ C and ej ∈ C
This case has a proof similar to that of Case 3.
Corollary 3.10. Let G be an odd unicyclic graph on n vertices and n edges e1, e2, . . . , en with
the cycle C and the incidence matrix M . Suppose S = MTM is the signless edge-Laplacian
of G and its inverse is S−1 = [s+i,j]. Edge ei is in C if and only if s
+
i,i =
n
4
. If ei is a pendant
edge, then s+i,i = 1. The converse is also true when n 6= 4.
Example 3.11. For the odd unicyclic graph given in Figure 4,
S =


2 0 1 1 0 1 1
0 2 0 0 1 0 1
1 0 2 0 0 1 0
1 0 0 2 1 0 1
0 1 0 1 2 0 1
1 0 1 0 0 2 0
1 1 0 1 1 0 2


and S−1 =
1
4


12 0 −4 −6 6 −4 −6
0 4 0 2 −2 0 −2
−4 0 4 2 −2 0 2
−6 2 2 7 −5 2 1
6 −2 −2 −5 7 −2 −3
−4 0 0 2 −2 4 2
−6 −2 2 1 −3 2 7


.
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4 Open Problems
We found combinatorial formulas for the Moore-Penrose inverses of the incidence matrix M ,
signless Laplacian Q, and signless edge-Laplacian S for a tree (a bipartite graph) and an
odd unicyclic graph (a non-bipartite graph). There are still a lot of problems open such as
the following:
1. Find the Moore-Penrose inverses M+, Q+, and S+ for bipartite graphs, in particular,
for (a) even unicyclic graphs, (b) even bicyclic graphs.
2. Find the Moore-Penrose inverses M+, Q+, and S+ for non-bipartite graphs, in partic-
ular, for (a) odd bicyclic graphs, (b) complete multipartite graphs such as Kn1,n2,n3.
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