Abstract. In this paper a sufficient condition for the uniqueness of best L2[0,1] approximation by piecewise polynomials of order k with variable breakpoints is generalized from that of order 2. Other extensions included here are nonuniqueness and eventual uniqueness results.
continuous and of one sign, say positive, on [0,1] throughout this paper, aN being optimal (with respect to /and k) cannot occur on the boundary of 2N, and hence a best L2[0,1] approximation/from Pki'EN) to/always lies in P¡¡¡.
In Section 2, certain properties of best L2 approximation by polynomials are studied, and various formulae for evaluations of an error function at the endpoints of a finite interval are derived. When applied to a function with the k th derivative of one sign on [0,1], the formulae become extremely useful.
Section 3 contains the uniqueness and nonuniqueness results for best L2[0,1] approximation from P¡¡. In order to establish the uniqueness result, we need to construct a map F, which depends on/and k, from 2^ into RN, such that F vanishes at every optimal mesh âN (with respect to/and k) in 2^. The formulae derived in Section 2 are crucial for this construction. Let Ji&N; F) be the Jacobian matrix of F at trN, where aN solves F(-) = 0 = (0,... ,0). A sufficient condition for the uniqueness result to hold is that if FitrN) = 0, then the determinant of Ji<rN; F) is always positive. With this, we can count the number of solutions of F( ■ ) = 0, which is given by the topological degree of F. The magic number is one.
The eventual uniqueness result for best L2[0,1] approximation from P$ is discussed in Section 4. Since the hypothesis on/<A:) in this result is considerably weaker than that in the uniqueness result, we have to work somehow harder to establish that for TV sufficiently large the determinant of Ji<rN; F) is positive whenever aN solves F(-) = 0.
In Section 5, we give some numerical results which indicate that the optimal meshes are indeed better than the balanced ones [2] , even though they behave quite the same asymptotically. Clearly, X and p are well defined. First, we would like to find out how they act on i--
Proof. Let a0it) + a,(/)(x -a) + ■ ■ ■ +ak^xit)ix -a)k~x represent the best L2 approximant 7r(x; (• -f)+-1 , k, [a, b] ). It is well known that the k-luple (a0, a,,... ,ak-\) is the unique solution of the following system of linear equations
Let Hk denote the coefficient matrix of (2.3) and Hi the matrix obtained from Hk with its ij + l)st column replaced by the right side of (2.3). By Cramer's rule, we have aj = áeXHJk/áeXHk, j = 0,1,.. .,k -1.
Since for each i = 0,l,...,k -1, rt■ = ib -t)kp¡it), where pi E Pk is a polynomials of order k in t, we obtain, after expanding det H{ by minors of the (/ + l)st column, that (2.4) aj=ib-t)kqJit), q¡ E Pk.
Consequently,
both are polynomials of order 2 k in t.
Since w(-; a/+ ßg, k,
= (i--)TI-»(-;(/--)*+",.*,[a,*]).
A similar result like (2.5) and (2.6) for (i -■ )*~ ' leads us to
If we differentiate the above equations k -1 times with respect to t and then take appropriate limits, we conclude that C, = (-l)*/(6 -a)k and C2 = 1/(6 -a)k. 
iVoo/. Since the linear functionals X and p annihilate every element in Pk, a simple application of the Peano Kernel Theorem [3] shows that
Subsituting (2.1) and (2.2) in (2.10) and (2.11), respectively, one gets
Finally, (2.8) follows from (2.12) by a change of variable and so does (2.9) from (2.13).
3. Unique Best L2[0,1] Approximation From Pfr. Let 2N C RN be the closed simplex as defined in Section 1. To be consistent, we like to use 7r(-; /, k, trN) to denote the unique best L2[0,1] approximation from the linear manifold Pki<rN) to /. We now consider the problem of minimizing \\ f --ni-; f, k,oN)\\2 over all aN E 2N. Since 2^ C RN is closed and bounded, there exists a mesh &N, depending on/and k, in 2^ such that ll/-»(-;/,*,*w)ll2= inf ll/-»(-;/,*,«r")llaEvery such âN is called an optimal mesh (with respect to /and k) in 2^. Since/ É PkiXN), it is not difficult to see that an optimal mesh aN (with respect to/and k) has to lie in the interior of 2^. Based on this fact, the following lemma says 7r(-, /, k,ôN) is continuous at ô, if k is even and discontinuous at a¡, but symmetric with respect to/(á.) if k is odd. where àN = ia¡,... ,6N) E int"2.N is an optimal mesh iwith respect to f and k).
Proof 
If we substitute (3.3) and (3.4) in (3.2), then we obtain (3.1).
This lemma is the key to allowing us to construct a mapping F, depending on / and k, from 2^ into RN so that F vanishes at every optimal mesh aN (with respect to /and k) in 2^. To do so, consider F: 2'v -» RN such that F(«x"; /, k) = (F,K; /, k),...,FN(aN; f, k)), where for ; = 1,...,TV, License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Note that 3^/9a,", and 9F,/8a/+1 are negative since (3.7) and (3.9) can be written
Suppose that aN E int 2* is a solution of F( • ; /, A) = 0. Then by (3.6) we havê
Using the above equalities,we can establish that JiaN; F) is diagonally dominant. To see this, consider Since f(k+X) = fwifik+X)/f(k)), the concavity of log /<*> does imply that N 2 dFi/doj = diic,-, -c,) > 0, 2 < i < N -1.
7=1
For i = 1 and TV, we actually have 2^=19f]/9o/ > 0, because one can argue as above after noticing that 9F,/9a0 and 9FiV/9ajV+1 are well defined by the right-hand side of (3.7) and (3.9), respectively. Hence, JiaN; F) is diagonally dominant. Furthermore, the first and last rows of JiaN; F) are strictly dominated by the corresponding diagonal elements. By Gerschgorin's Theorem [4] , all eigenvalues of JiaN; F) lie in the open right half plane of the complex plane. Since JiaN; F) has only real entries, the complex eigenvalues come in conjugate pairs, so that the product of all eigenvalues of JiaN; F) is positive. This shows that det Ji<rN; F) > 0, whenever aN E int 2" solves F(-; /, A) = 0.
We are now ready to establish the uniqueness theorem. Clearly, a -> F" is a homotopy. Then by (3.6) it is easy to see that F" does not vanish on the boundary of 2^. Since the degree is invariant under homotopy, we have that 
where 8T is the Dirac measure at Tj. Since {s * h¡) converges uniformly to s on every compact subset of (-oo, oo), by choosing/ = s * h¡ for i sufficiently large we can get ll*-/IL<e. Now we have all the tools to construct a smooth generalized convex function which has more than one best L2[0,1] approximation from P". The proof of Theorem 3.7 is almost exactly the same as the proof of Theorem 3 in [1] except for the construction off,, when A is odd, on the left half of the interval in question. Hence we will not repeat it here. Nevertheless, we like to point out that Lemma 3.4 and Lemma 3.5 will lead to a contradiction for some / if uniqueness is assumed, and Lemma 3.6 can be used to show the existence of a smooth generalized convex function which approximates / arbitrarily close. The proposition we state below is independent of A, and its proof can be found in [1] . In the rest of this section, we will simply state some results which can be directly derived from those in [ 1 ] . Before we do that, the same notations used there have to be introduced. Next, we want to prove (4.3) by induction on even integers and on odd integers. For k -2, (4.3) was proved in [1] . The case A = 1 can be established the same way, or even easier, as in [1] . Suppose now the case A = m -2 has been verified. We want to show Table 1 . . Fortunately, every integral over io0,ox) is under control, since f(k) has to be multiplied by a weight function with a zero at least of order 1 at a0. To improve the accuracy of numerical integrations over (a,, oi+x), we apply a fixed Gaussian quadrature formula repeatedly on each equally divided subinterval (a,, oi+x). We give the numerical results of this example in Table 2 . Theoretically we know that w(• ; /, A, â") is a better approximation than w(-; /, A, or"), although their errors become indistinguishable as n goes to oo. this fact has just been demonstrated numerically by the two examples.
