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The dissipative dynamics of a quantum bistable system coupled to a Ohmic heat bath is investigated
beyond the spin-boson approximation. Within the path-integral approach to quantum dissipation, we propose
an approximation scheme which exploits the separation of time scales between intra- and interwell (tunneling)
dynamics. The resulting generalized master equation for the populations in a space localized basis enables us
to investigate a wide range of temperatures and system-environment coupling strengths. A phase diagram in the
coupling-temperature space is provided to give a comprehensive account of the different dynamical regimes.
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I. INTRODUCTION
Many quantum systems of interest in disparate areas of
physics, ranging from particle physics to condensed matter or
chemical physics, are characterized by the presence of two
minima of potential energy separated by a potential barrier.
In the classical regime, if the barrier crossing is not thermally
induced, a nondriven particle settles indefinitely in a potential
minimum. In contrast, in the quantum regime, even at zero
temperature, the particle is confined in one potential well until
the escape by tunneling occurs.
A prominent example is the tunneling of a flux quantum
through the effective potential barrier created by a Josephson
junction in a superconducting circuit [1,2]. Other multistate
bistable systems, which received much attention as candidate
for both classical and quantum computing hardware, are
molecular nanomagnets (see Ref. [3] and references therein).
The experimental signature of thermally induced tunneling of
magnetization in these high-spin molecules is the presence
of resonant peaks in the transfer rate from a metastable
state, as a function of an applied static bias [4]. Coherent
manipulation of the quantum state in molecular nanomagnets
has been performed in Refs. [5,6]. Moreover, asymmetric
bistable systems are used to investigate the relaxation from
a quantum metastable state [7–12].
Depending on the potential barrier, which in some cases
(e.g., in superconducting devices) can be manipulated, the
tunneling dynamics take place on time scales much larger
than those associated to the intrawell motion. This allows
for the coherent manipulation of quantum states for quantum
simulations and computation [13–22]. Bistability emerges
also in the dynamics of quantum dots depending on the
electron-phonon interaction [23].
A feature which is present in every real quantum system
is the coupling to a dissipative environment which causes
relaxation and decoherence. It is therefore desirable to char-
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acterize the noise sources and their influence on dynamical
and coherence properties for various coupling-temperature
regimes [24,25]. For example, the existence of quantum
coherence has been demonstrated in strongly dissipative
environments, such as those involved in energy transport in
biological systems [26].
In general, if the system was prepared, say, in the left well,
coherent Rabi oscillations between the two metastable wells
occur at very small dissipation strengths and low temperatures.
On the other hand, at sufficiently large damping and/or high
temperatures the dynamics is known to be incoherent. Further,
localization is predicted at large-enough damping [27]. So far,
the coherent to incoherent crossover has been only investigated
in the so-called two-level system (TLS) approximation for
the Hilbert space of the bistable system: The temperature
is taken to be low enough so, to a good approximation, the
dynamics can be restricted to the space spanned by the lowest
doublet {|g〉,|e〉} of eigenstates of the bare Hamiltonian (see
Fig. 1). A vast literature exists [24,25,28] which investigates
the coherent-to-incoherent crossover for various dissipation
mechanisms in great detail.
However, for temperatures of the order of the separation
between the lowest and the next-lying energy levels, the
TLS approximation breaks down and the multilevel nature
of the bistable potential cannot be neglected. This occurs, for
example, in chemical processes where the presence of a higher
tunneling doublet under an effective potential barrier accounts
for activated rates at appropriate temperatures [29]. Despite its
relevance for applications, the dissipative bistable dynamics
in this temperature regime has been poorly investigated so
far [7,8,30–33].
For very small damping strengths, a perturbative Bloch-
Redfield approach capturing coherent intrawell and interwell
oscillations is appropriate [32,33]. In the opposite regime of
moderate to large damping and temperatures the dynamics is
fully incoherent and is well described in terms of rate equations
for the populations of states localized in the wells, with rates
obtained within a nonperturbative path-integral approach [7].
However, the crossover regime, characterized by moderate
damping and temperatures, presents an unsolved challenge.
The main difficulty lies in the fact that, as the tunneling
dynamics occurs on a time scale much larger than that of
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FIG. 1. (Color online) Symmetric double-well potential [ = 0
in Eqs. (2) and (5)], first two energy levels (horizontal lines) and
localized states |L/R〉 = (|E1〉 ∓ |E2〉)/
√
2.
the intrawell dynamics, a hybrid situation can occur where
quantum coherence is present at the level of intrawell motion
but is lost at longer times where tunneling processes are
relevant.
In this work we propose an approximation scheme which is
nonperturbative in the coupling. Within this scheme, we derive
a generalized master equation enabling us to investigate the
transient and long-time bistable dynamics of a multilevel open
system in the crossover regime. Moreover, we provide a phase
diagram in the coupling-temperature space which describes the
various dynamical regimes occurring at different dissipation
strengths.
Similarly to Refs. [7,8], we use a real-time path-integral
approach for the reduced density matrix (RDM) of a quantum
particle linearly coupled to a bosonic reservoir. By tracing
out the reservoir degrees of freedom, a formally exact
expression for the elements of the RDM is obtained, in
which the environmental effects are encapsulated in the so-
called Feynman-Vernon influence functional [34]. The latter
introduces nonlocal in time correlations between paths, a
feature which requires suitable approximation schemes. To
take into account the different time scales of the dynamics,
we include long- and short-time correlations in the intrawell
motion, while only short-time correlations turn out to be
relevant for the tunneling process. At low temperature and
weak damping, the resulting dynamics exhibits coherent
oscillations at short times and incoherent tunneling behavior
at longer times. By increasing the temperature and/or coupling
strength, a transition to a fully incoherent regime is observed,
in accordance with the predictions in Ref. [7,8].
The paper is organized as follows. In Sec. II we introduce
the Caldeira-Leggett model of dissipation in open quantum
systems. An overview of path-integral techniques for the
dissipative TLS is given. The validity of the TLS description is
discussed and path-integral approximation schemes are intro-
duced which constitute the building blocks of developments for
multilevel systems. The specific multilevel system considered
in this work, the double-doublet system, is described in
terms of the spatially localized basis of the discrete variable
representation.
In Sec. III we introduce the path-integral representation of
the reduced dynamics whose expression in the discrete variable
representation is the starting point for the approximations made
in Sec. IV. A generalized master equation, capturing the non-
Markovian character of the reduced dynamics, is derived in
Sec. V within the approximation scheme developed.
In Sec. VI we introduce the phase diagram, obtained by
the combined use of Bloch-Redfield and path-integral tech-
niques, which describes the various dynamical regimes of the
dissipative double-doublet system. The phase diagram gives
a comprehensive account of the problem of the dissipative
quantum dynamics beyond the TLS approximation and, along
with the approximation scheme, constitutes the main result of
the present work. Examples of experiments on real physical
systems which can be described by the model of multilevel
system considered in our work are provided.
Finally, in Sec. VII several examples of dynamics, at
dissipation regimes ranging from weak coupling–low tem-
perature to strong coupling–high temperature, are shown, and
in Sec. VIII we summarize our findings and make some final
remarks.
II. MODEL
The open system is a quantum particle of mass M and
coordinates qˆ and pˆ, subject to a double-well potential V (qˆ).
According to the Caldeira-Leggett model [35], the particle
interacts linearly with a so-called bosonic heat bath, a reservoir
ofN independent quantum harmonic oscillators of frequencies
ωj , in the thermodynamical limit N → ∞.
A. Hamiltonian
The full Hamiltonian of the model is
ˆH = ˆHS + ˆHB + ˆHSB, (1)
where the bare system Hamiltonian is ˆHS = pˆ2/2M + V (qˆ).
The double-well potential is parametrized by the quartic
function [7]
V (qˆ) = M
2ω40
64U
qˆ4 − Mω
2
0
4
qˆ2 − qˆ, (2)
where  is the asymmetry and U the barrier height at  = 0.
In Eq. (1) ˆHB and ˆHSB describe, according to the Caldeira-
Leggett model, the free bath energy and the particle-bath
interaction energy, respectively. Their contribution is given
by
ˆHB + ˆHSB = 12
N∑
j=1
[
pˆ2j
mj
+ mjω2j
(
xˆj − cj
mjω
2
j
qˆ
)2]
.
The interaction term features the bilinear coupling cj xˆj qˆ and
a renormalization term ∝ qˆ2. The latter compensates for the
contribution of the oscillators in the effective potential felt by
the particle, thus giving a purely dissipative bath.
The bath spectral density function is defined by
J (ω) = π
2
N∑
j=1
c2j
mjωj
δ(ω − ωj ). (3)
In the continuum limit N → ∞, i.e., in the presence of a
large broadband reservoir, J is phenomenologically modeled
as J ∝ ωs , with a cutoff at high frequency [24].
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Throughout this work we consider spectral density func-
tions of the form
J (ω) = Mγsω1−sph ωs exp(−ω/ωc), (4)
where ωc is the cutoff frequency and ωph is a characteristic
frequency scale of the heat bath. For s < 1 the bath is said
sub-Ohmic, for s = 1 Ohmic, and for s > 1 super-Ohmic.
In the quantum Langevin equation for the model with
Ohmic dissipation (s = 1) the parameter γ1 ≡ γ is the
frequency-independent damping constant. Correspondingly,
the Langevin equation features a memoryless damping kernel
and, therefore, in the classical limit, the Ohmic bath reduces to
a white noise source. By comparing the discrete and continuous
versions of J , one recognizes that γ is a measure of the overall
system-bath coupling. For this reason we refer to γ as coupling
strength.
B. The two-level system
If the particle is initially in a superposition of the two
lower energy states (|E1〉,|E2〉) of the potential V , and the
temperature is low enough, then, to a good approximation,
the system can be considered a TLS and the model in Eq. (1)
reduces to the celebrated spin-boson model [28]. A picture
of the TLS dynamics in terms of tunneling from one well to
the other is given by the localized basis {|R〉,|L〉} depicted in
Fig. 1. In this basis the free TLS Hamiltonian reads
ˆHTLS = −2 (σx + σz), (5)
where  is the tunneling frequency and  is the bias. The spin
operators in the localized basis read σz = |R〉〈R| − |L〉〈L| and
σx = |R〉〈L| + |L〉〈R|.
For the spin-boson dynamics there exist various approxi-
mation schemes. When the system is weakly coupled to the
heat bath (usually this is the case for quantum optical systems
and qubit setups), the approach traditionally used is based
on the Born-Markov master equation for the reduced density
operator [36]. This approach captures well the coherent tunnel-
ing dynamics, characterized by the relaxation and dephasing
rates 	rel = τ−11 and 	ph = τ−12 , respectively. However, the
Born-Markov master equation approach, being perturbative in
the coupling, is unsuited for situations where the coupling is
not weak. In these cases real-time path-integral techniques can
be used to trace out the bath degrees of freedom and obtain
a still exact formal expression for the reduced dynamics. In
some cases, this expression can be numerically evaluated by
tensor multiplication [37] or using Monte Carlo or stochastic
techniques [38–41]. However, the numerical evaluation of the
path integral is a hard task, especially at long times. It is there-
fore convenient to have an equation of the Nakajima-Zwanzig
type [42] which captures the non-Markovian character of the
reduced dynamics. Yet, also in this case, difficulties arise
in obtaining a reasonably simple expression for the kernels.
To overcome the problem different approximation schemes
exist, within the real-time path-integral approach, yielding
integrodifferential master equations for the populations in a
spatially localized representation.
In the path-integral representation for open systems the
trace operation on the bath degrees of freedom yield a
factorized form for the amplitude associated to a path: the
bare amplitude, relative to the free system, is multiplied by
the Feynman-Vernon influence functional [34] which weights
the amplitude according to the effect exerted by the particle’s
motion on the bath.
The influence functional introduces time nonlocal cor-
relations in the amplitudes, making the path-integral ex-
pression intractable for anharmonic potentials. For the spin-
boson dynamics the simplest approximation, nonperturbative
in the coupling, is the noninteracting blip approximation
(NIBA) [28]. The NIBA neglects nonlocal correlations at
high temperature and/or strong coupling. This approach, while
being nonperturbative in the coupling, is perturbative in the
tunneling element  [see Eq. (5)].
In the opposite regime, the weak-coupling approxima-
tion [43], which treats the coupling to the first order and
 to all orders, is appropriate. It gives the same results as
the Born-Markov approach. Finally, an approach exists which
interpolates between these two extrema by considering the
local correlations fully and the nonlocal ones to the first order
in the coupling. This scheme is called weakly interacting blip
approximation (WIBA) [44], and, by construction, also covers
the intricate regime of intermediate temperatures and damping,
where both the weak coupling and the NIBA fail.
However, beyond the TLS approximation, this crossover
regime is not accessible to currently existing Bloch-Redfield-
like [32,33] or NIBA-like [7,8] approximation schemes.
In this work we consider a generalization of the spin-boson
model to a four-level bistable system. Exploiting the difference
in time scales between the fast intrawell motion and the slow
interwell (tunneling) dynamics, we are able to treat the first
dynamics according to the WIBA scheme and the second
one according to the NIBA. The resulting scheme covers the
crossover region of intermediate temperatures and coupling
strengths.
C. The double-doublet system
Including successive energy states beyond the first two,
a localized basis can still be constructed, as for the TLS
(see Fig. 1). Suppose that the Hilbert space of the system is
spanned by the first M energy states |E1〉, . . . ,|EM〉. We pass
to the so-called discrete variable representation (DVR) [45]
by performing a unitary transformation T , which diagonalizes
the position operator qˆ in this truncated Hilbert space
qDVR = TqT† = diag{Q1, . . . ,QM}, (6)
where q is the matrix representing qˆ in the energy basis. In
the DVR the basis states |Qi〉 are eigenstates of qˆ localized
around the M eigenvalues Q1, . . . ,QM and are related to the
energy eigenbasis by
|Qj 〉 =
M∑
k=1
T ∗jk|Ek〉, (7)
where Tij = (T)ij . Note that the spatial discretization resulting
from the transformation in the reduced Hilbert space reflects
the approximate treatment of putting an upper limit (EM )
on the available energies. That is, we consider the system a
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FIG. 2. (Color online) Potential V (q) [Eq. (2)] with U =
1.4ω0 and  = 0. The minima are at q  ∓3.35
√
/(Mω0). (a)
The first four energy levels (horizontal lines) and the respective
energy eigenfunctions. (b) Discrete variable representation. The
four positions Qj and the corresponding basis functions 〈q|Qj 〉
[see Eq. (7)]. With the chosen parameters for V we get Q1/4 
∓3.51√/(Mω0) and Q2/3  ∓1.82
√
/(Mω0).
M-level system, and a spatially continuous picture is recovered
for M → ∞.
The DVR was developed in the context of molecular
quantum dynamics, where one deals with multidimensional
problems with possibly complicated potential surfaces [46].
One can pass to the DVR starting from finite orthogonal basis
set other than the (generally unknown) energy eigenbasis.
In this case the DVR involves an approximate evaluation of
the Hamiltonian matrix elements. Other possible sources of
inaccuracies, not present in our treatment, are less severe as
the number M of basis states is increased [46].
However, our use of the DVR is not aimed at solving
the Schro¨dinger equation for the isolated system, which can
be done numerically [see Fig. 2 (a)] with a little effort.
The motivation is in fact that the Feynman-Vernon influence
functional, a feature of the path-integral treatment of the open
dynamics, is most conveniently expressed and approximated
using this spatially localized representation for the particle (see
Secs. III A and IV).
In Fig. 2 the energy and the DVR eigenstates are shown
for the specific four-state system considered in this work, i.e.,
the symmetric double-well potential ( = 0) with the relevant
Hilbert space spanned by the first M = 4 energy eigenstates.
Since the corresponding energy levels are arranged in a pair
of two well-separated doublets, the system is called double-
doublet system.
The energy doublets are characterized by internal frequency
differences 2 = ω2 − ω1  0.0037ω0 and 1 = ω4 − ω3 
0.1212ω0  2, where ωi = Ei/. The other relevant fre-
quency of the problem is the average interdoublet frequency
spacing
0 = ω4 + ω32 −
ω2 + ω1
2
 0.8151ω0. (8)
As a consequence, the following inequalities hold for the
characteristic frequencies of our system
0 > 1  2. (9)
In terms of the interdoublet frequency spacing 0, the
validity of the double-doublet approximation is given by
T  0/kB .
The DVR basis is composed by the four functions peaked
around the positions Q1, . . . ,Q4, as shown in Fig. 2(b). Their
decomposition in terms of energy eigenstates is
|Q1/4〉 = v√
2
(|E1〉 ∓ |E2〉 − u|E3〉 ± u|E4〉),
|Q2/3〉 = v√
2
(∓u|E1〉 + u|E2〉 ∓ |E3〉 + |E4〉),
(10)
where v = (1 + u2)−1/2 and u  0.585.
Throughout this work we consider the populations of the
double-doublet system in the DVR,
ρii = 〈Qi |ρ|Qi〉 (i = 1, . . . ,4), (11)
being the probabilities to find the particle in regions centered
at the eigenvalues Qi .
In Fig. 3 the free dynamics of the system is shown with
initial condition
ρ(0) = |Q1〉〈Q1|. (12)
A comparison is made with the free evolution of the same
system in the TLS approximation with initial condition ρ(0) =
|L〉〈L| (see Fig. 1). Initial condition (12) involves all of the
four energy states, thus the resulting dynamics comprises the
three relevant time scales of the problem. Specifically, the time
evolution of the free system displays fast intrawell oscillations,
at frequency 0, and a tunneling dynamics occurring at two
distinct time scales: the shorter is given by 1 and the longer
occurs on the times scale set by 2. As shown in Fig. 3, the
long-time oscillations coincide with those of the TLS starting
in the state |L〉. This rich dynamical behavior reflects the
configuration of the energy levels in the present problem.
The presence of different time scales in the free dynamics
will be exploited in Sec. IV to make approximations on
the Feynman-Vernon influence functional in the presence of
dissipation.
Before going into the details of the path-integral approach
to dissipative dynamics, it is appropriate to discuss the role of
the initial condition in determining, along with the dissipation
regime, the validity of the TLS approximation. This is done in
the next section.
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FIG. 3. (Color online) Free system initially in the state |Q1〉. (a)
Left well population PL = ρ11 + ρ22 vs time. Comparison with the
time evolution of the left well population for the system in the TLS
approximation initially in the state |L〉. (b) Left well population PL
and individual populations vs time. Frequencies i are defined in
Sec. II C.
D. Initial preparation and validity of the two-level
system approximation
At low temperature (T  0/kB) the TLS approximation
is appropriate and yields the same predictions as those obtained
considering higher energy states, provided that no energy
levels other than the first two are involved in the initial
preparation.1
This is exemplified in Fig. 4 where, at weak coupling and
low temperature, the time evolution of the left state of the TLS
is compared with the left well population PL = ρ11 + ρ22 of
the double-doublet system initially prepared in the state |L〉
which, in the DVR basis (10), reads
|L〉 = v(|Q1〉 − u|Q2〉). (13)
In the dissipation regime considered in Fig. 4, our system is
well described by the technique of the Bloch-Redfield master
equation [36]
ρ˙Enm(t) = −iωnmρEnm(t) +
∑
k,l
Lnm,klρEkl (t), (14)
1This is not generally true for a driven system.
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FIG. 4. (Color online) Time evolution of the left well population
PL = ρ11 + ρ22 of the double-doublet system (DDS) initially in
the state |L〉 = v(|Q1〉 − u|Q2〉). Comparison with the left well
population vs time for the system in the TLS approximation. The
frequency 2 is the lower doublet frequency spacing (see Sec. II C).
γ = 0.0001ω0 and T = 0.0001ω0/kB .
where the superscript E indicates the energy representation.
This (Born-Markov approximated) master equation is derived
from the microscopic model introduced in Sec. II A and is
characterized by the so-called dephasing rates |Lij,ij |, fixing
the coherence time of a superposition of energy states Ei and
Ej . As a consequence, |Lij,ij | also fixes the time scale of
decay of an oscillatory behavior of frequency ωij = ωi − ωj
in the space localized picture given by the discrete variable
representation. The analytical solution of Eq. (14) is discussed
in Appendix A.
As expected in this weak-coupling–low-temperature
regime, the Bloch-Redfield approach predicts the same be-
havior for double-doublet system with initial condition (13)
and for the TLS initially in the state |L〉 (see Fig. 4). Notice
that no oscillations of frequency 1 are present in the time
evolution of PL.
Due to their perturbative character, the Born-Markov
approach [30] fails in the intermediate to strong-coupling
regime and nonperturbative techniques are needed, such as
those based on path integrals which we introduce in Sec. III.
There, along the line of Ref. [8], a formally exact expression for
the reduced density matrix of our multilevel system is derived
in the localized basis given in Eq. (10). Approximations to
multilevel systems proposed in Ref. [8], which go beyond the
NIBA-like generalization, are discussed in Sec. IV. Notice
that the parameters of the bistable potential are chosen as in
Ref. [8], such that some of the results presented there for the
incoherent regime can be used as reference.
III. PATH-INTEGRAL APPROACH
The path-integral approach, being inherently nonperturba-
tive in the coupling, has been proven useful to treat the strong as
well as the weak dissipation regime [24]. Within this approach
the dynamical object of interest is the reduced density matrix
in the position representation
ρqq ′ (t) = 〈q|TrBW(t)|q ′〉, (15)
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where W is the full system plus reservoir density operator
and TrB denotes the trace over the bath degrees of freedom.
The time evolution ofW is induced by the operator U (t,t0) =
exp[−i ˆH (t − t0)/], with ˆH the full Hamiltonian of the model
[see Eq. (1)], according to
W(t) = U (t,t0)W(t0)U †(t,t0).
We assume the following factorized initial condition
W(t0) = ρ(t0) ⊗ Rth, (16)
with the particle in the state ρ(t0) and the bath in the canonical
thermal equilibrium state Rth = Z−1 exp(−β ˆHB ).
The reduced density matrix at time tf is then given by
ρqq ′ (tf ) =
∫
dq0
∫
dq ′0G(q,q ′,tf ; q0,q ′0,t0)ρq0q ′0 (t0). (17)
The propagator for the density matrix has the form of a double
path integral over the left (q) and right (q ′) coordinates
G(q,q ′,tf ; q0,q ′0,t0)
=
∫ q
q0
Dq(t)
∫ q ′
q ′0
D∗q ′(t)e i (S[q(t)]−S[q ′(t)])FFV[q(t),q ′(t)].
(18)
In this path-integral expression, the action functional S[q(t)]
for the bare system is
S[q(t)] =
∫ t
t0
dt ′
{
p2(t ′)
2M
− V [q(t ′)]
}
. (19)
The Feynman-Vernon (FV) influence functional FFV, which
couples the paths q and q ′, derives from tracing over the bath
degrees of freedom and is equal to 1 for vanishing coupling.
This in turn results in the factorization of the two path integrals
in Eq. (18) for the isolated system.
Denoting by x the collective position coordinate of the bath
oscillators, the FV influence functional reads
FFV[q(t),q ′(t)] =
∫
dx0dx
′
0R
th
x0x′0
∫
dxf
∫ xf
x0
Dx(t)
×
∫ xf
x′0
D∗x′(t)e i (S[q(t),x(t)]−S[q ′(t),x′(t)]).
(20)
The action functional S[q(t),x(t)] of the bath oscillators
subject to the influence of the particle’s motion is
S[q(t),x(t)]
= 1
2
N∑
j=1
∫ tf
t0
dt ′
⎧⎨
⎩p
2
j (t ′)
mj
− mjω2j
[
xj (t ′) − cj
mjω
2
j
q(t ′)
]2⎫⎬
⎭.
The path integrals for the bath oscillators in Eq. (20) can be
solved analytically, being a set of Gaussian integrals and yield
the following exact expression
FFV = exp(−FV), (21)
where the influence phase functional FV takes the form
FV[y(t),x(t)] = 1
2
∫ tf
t0
dt ′
∫ t ′
t0
dt ′′y(t ′)
× [L′(t ′ − t ′′)y(t ′′) + iL′′(t ′ − t ′′)x(t ′′)]
+ i μ
22
∫ tf
t0
dt ′x(t ′)y(t ′). (22)
Here we have introduced the relative and center-of-mass
coordinates
y = q − q ′ and x = q + q ′, (23)
the bath force correlation function
L(t) = L′(t) + iL′′(t)
= 
π
∫ ∞
0
dωJ (ω)
(
coth
ωβ
2
cosωt − i sinωt
)
, (24)
and μ = 2/π ∫∞0 dωJ (ω)/ω [24].
If the particle is free or in harmonic potentials, the path
integral in Eq. (18) can be evaluated analytically [47]. In our
case, the nonlinearity of the double-well potential does not
allow for an exact evaluation of ρqq ′ (t) and approximations
are required. The first approximation is the truncation of
the Hilbert space to the first few energy states leading to
the spatially discretized picture described in Sec. II C, the
discrete variable representation. In the next section we give
the path-integral expression of the propagator for the reduced
density matrix in this representation. This will be the basis for
further approximations on the influence functional discussed
in Sec. IV.
A. Propagator in the discrete variable representation
In the spatially discretized picture discussed in Sec. II C, a
path (q,q ′) of the reduced density matrix is no more a smooth
function of the time but a walk on the two-dimensional spatial
grid with grid points {Q1, . . . ,Q4}. An example of path with
five transitions is shown in Fig. 5. In the discrete variable
representation the path integral turns into a sum over all
the possible path configurations, with time integrations over
FIG. 5. (Color online) (a) Example of a double path in the plane
(q,q ′) in which the two diagonal sites (Q2,Q2) and (Q4,Q4) are
connected by five transitions. When the path crosses the horizontal
(vertical) dotted line, the coordinate q (q ′) makes a tunneling tran-
sition. (b) Time-resolved picture in terms of the relative coordinate
y = q − q ′.
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the transition times. The discretized version of Eq. (17) reads
ρqq ′ (tf ) =
Q4∑
q0,q
′
0=Q1
G(q,q ′,tf ; q0,q ′0,t0)ρq0q ′0 (t0), (25)
where the propagator G is
G(q,q ′,tf ; q0,q ′0,t0)
=
∞∑
n=0
∫ tf
t0
Dn{tj }A[q]A∗[q ′]FFV [x,y]. (26)
The sum is over the number n of transitions and the symbol∫ t
t0
Dn{tj } denotes the following sum of integrals over the
transition times∫ tf
t0
Dn{tj } =
∑
pathsn
∫ tf
t0
dtn
∫ tn
t0
dtn−1 . . .
∫ t2
t0
dt1. (27)
The subscript pathsn stands for the set of all possible path
configurations with n transitions at times tj with j = 1, . . . ,n.
The bare amplitude for one of these paths is
A[q]A∗[q ′] = B0(t1 − t0)
n∏
j=1
(−i)jBj (tj+1 − tj ), (28)
where tn+1 ≡ tf . The transition amplitudes per unit time j
are defined by
j =
{ 1

〈qj | ˆHS |qj−1〉 for a q transition
− 1

〈q ′j | ˆHS |q ′j−1〉 for a q ′ transition,
(29)
where q/q ′j−1 and q/q ′j are the values assumed by the
coordinates q/q ′ at times tj−1 and tj , respectively. At each time
the position coordinates take on values in the set {Q1, . . . ,Q4}.
The bias factors Bj read
Bj (tj+1 − tj ) = exp[−ij (tj+1 − tj )], (30)
where
j = 1

(〈qj | ˆHS |qj 〉 − 〈q ′j | ˆHS |q ′j 〉). (31)
The factors j and j are the multistate generalizations of
tunneling element and bias introduced in the TLS Hamiltonian
[Eq. (5)]. For the sake of readability, from now on we use two
indexes i,j = 1, . . . ,4 for the above-mentioned factors, that is,
ij and ij , to specify the values Qi and Qj assumed by the
position coordinates in Eqs. (29) and (31). Numerical values
of ij and ij for the present problem are given in Appendix B.
In the discrete variable representation, the phase of the
Feynman-Vernon influence functional [Eq. (21)] reads [24]
[ξ,χ ]FV = −
n∑
i=1
i−1∑
j=0
(ξiSij ξj + iξiRijχj ), (32)
where, in terms of the center of mass (x) and relative (y)
coordinates, the so-called charges are defined by
ξj = yj − yj−1, χj = xj − xj−1. (33)
In Eq. (32) we used the shorthand notation Sij /Rij :=
S/R(ti − tj ). The function Q(t) = S(t) + iR(t) is called pair
interaction, as it couples ξ and χ charges in the time nonlocal
fashion described by Eq. (32). The pair interaction Q(t) is
related to the bath force correlation function L(t), defined in
Eq. (24), by
L(t) = 2 d
2Q(t)
dt2
. (34)
In what follows we use the Ohmic spectral density function
with exponential cutoff J (ω) = Mγω exp(−ω/ωc), where
ωc  ω0. With this choice and in the scaling limitωc  kBT ,
the function Q(t) acquires the form [24]
Q(t) = S(t) + iR(t)
= Mγ
π
ln
[√
1 + ω2c t2
sinh(κt)
κt
]
+ iMγ
π
arctan(ωct),
(35)
where κ = πkBT /.
In this work we calculate the populations of the localized
states |Qk〉, assuming that the particle is initially in the state
|Q1〉 (see Fig. 1). This amounts to considering q = q ′ = Qk
and ρq0q ′0 (t0) = δq ′0q0δq0Q1 in Eq. (25), which reduces to
ρkk(t) ≡ 〈Qk|ρ|Qk〉
= G(Qk,Qk,t ;Q1,Q1,t0), k = 1, . . . ,4. (36)
Two major difficulties arise in the evaluation of the propagator:
the variety of possible paths of the multistate system, and the
intricate time nonlocal correlations among the ξ and χ charges
introduced by FFV.
In the next section an approximation scheme, which
overcomes these difficulties for the intermediate to high
temperature and intermediate to strong coupling, is introduced.
IV. THE VR-WIBA APPROXIMATION
In this section we introduce an approximation scheme, valid
in the crossover regime of damped intrawell oscillations and
incoherent tunneling. The derivation is in three stages. First,
we retain only the leading contributions to the sum over paths
in Eq. (26). Second, a class of interactions in the influence
functional for the leading paths is neglected. This is done on the
basis of the difference in time scales characterizing the system.
Finally, the time nonlocal part of the interactions retained
is treated to the first order in the coupling. The resulting
approximation scheme is introduced in Sec. IV C. This scheme
combines a NIBA-like approach for the tunneling dynamics
and a more refined scheme for the intrawell motion, capturing
the non-Markovian character of the reduced dynamics. At high
temperatures this scheme reduces to the preexisting NIBA-like
approaches for multistate systems [7].
A. Selection on the paths
A diagonal path configuration (q = q ′) is called sojourn.
The nondiagonal configurations (q = q ′) between two con-
secutive sojourns for a multistate system constitute a so-called
cluster, which is a generalization of the blip, a single off-
diagonal excursion of the reduced density matrix [28]. In the
charge picture mentioned above, clusters are neutral objects
because, inside a cluster, the charges sum up to zero. In Fig. 5
we give an example of a path with three sojourns and two
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FIG. 6. (Color online) Within the approximations made in
Sec. IV A, the motion of the system in the 4 × 4 grid of spatial
positions decouples into a sequence of arbitrarily long paths along
the six two-dimensional square sublattices shown in the figure. Each
square represents a different two-level system characterized by its
own bias, tunneling transition amplitude, and spatial distance between
the states. Dashed and solid sublattices indicate biased and unbiased
effective two-level systems, respectively. For example, paths in the
external sublattice represent tunneling transitions between the states
|Q1〉 and |Q4〉.
clusters, the first of which is a simple blip while the second
has multiple off-diagonal transitions.
The leading contributions to the sum over paths in Eq. (26)
are from paths returning in a sojourn configuration after a
single off-diagonal excursion (blip). This is because long
clusters are suppressed by the real part of the influence
phase, which produces a cutoff through ξj Sjj−1ξj−1 = −(qj −
q ′j )2S(tj − tj−1) [see Eq. (32)]. The cutoff depends on the
tunneling distance |qj − q ′j | and on the coupling strength γ ,
which enters as a prefactor in S(t) [see Eq. (35)].
The first approximation we make is to retain exclusively the
above-mentioned leading contributions, i.e., the paths with the
simplest possible clusters, namely vibrational relaxation-blips
(VR-blips) and tunneling-blips (T-blips). In a VR-blip the off
diagonal configuration is with q and q ′ belonging to the same
well, whereas in a T-blip q and q ′ belong to different wells.
The validity of this approximation rests on the effectiveness of
the γ -dependent cutoff in suppressing the long clusters, and is
therefore guaranteed at sufficiently strong coupling.
Under the approximation discussed above, a generic path is
thus a sequence of alternating blips and sojourns along the six
sublattices depicted in Fig. 6 . Each sublattice corresponds to
the coordinate space of a two-level system characterized by its
own bias , transition amplitude  per unit time [see Eqs. (29)
and (31)], and spatial distance between the states.
B. Retained interactions
The second approximation is on the blip-blip and blip-
sojourn interactions in the influence phase [Eq. (32)] for
the retained paths. Specifically, we neglect the interactions
between
(1) T-blips,
(2) T-blips and VR-blips,
(3) VR-blips separated by T-blips.
This approximation is justified by the long time scale of the
tunneling dynamics, i.e., by the fact that, on average, tunneling
transitions are rare, because their amplitudes per unit time
FIG. 7. (Color online) A path of the coordinate y = q − q ′ made
by two VR-blip sequences (of lengths t6 − t1 and t12 − t9) separated
by a T-blip of length t8 − t7. The transition times and the blip and
sojourn times are indicated. The shaded areas on the lower part of the
figure represent the time intervals inside which the correlations are
retained, according to the approximations discussed in Sec. IV A.
Specifically, according to the VR-WIBA scheme introduced in
Sec. IV C, the intra-VR-blip and intra-T-blip interactions (solid wavy
lines) are taken at all orders in γ , while the inter-VR-blip and
VR-blip-sojourn interactions (dashed lines) are taken to the first order
in γ .
are small compared to those of the vibrational relaxation [see
Eqs. (B1) and (B2) in Appendix B]. Since in a typical path the
T-blips are well separated in time, they interact through the
following long time (or high temperature) limit of Eq. (35) [8]
Q(t) = S(t) + iR(t) = Mγ
π
[
κt − ln
(
2κ
ωc
)]
+ iMγ
2
. (37)
In this limit the T-blips decouple exactly, due to the linearity of
Q(t) [8]. The difference in magnitude of the spatial distances
between the localized states involved in the transitions pro-
duces a different effective damping for the intra- and interwell
dynamics. As a result tunneling blips are strongly suppressed
by the large (qj − q ′j )2 factor present in the real part of the
influence phase.
The picture of a typical path of the class retained is that
of a sequence of interacting VR-blips, interrupted by isolated
T-blips, as sketched in Fig. 7 . Notice that, inside a sequence
of consecutive VR-blip, the interactions are fully retained.
C. Weakly interacting VR-blip approximation
The last approximation regards the intricate time nonlocal
interactions among VR-blips.
At temperatures T ∼ 0/kB the linear form (37) for Q(t)
is attained also on the characteristic time scale of VR-blips
[∼ −10 , see Eq. (B1)]. As a result, VR-blips decouple and
it is a good approximation to retain exclusively the intrablip
interactions represented by the wavy red lines in Fig. 7. The
resulting overall scheme is the multilevel generalization of
the NIBA, which can be called generalized noninteracting
blip approximation (gNIBA). This scheme coincides with the
generalized noninteracting cluster approximation [8] at the
leading order in the coefficients ij .
If the temperature is not sufficiently high to ensure the
decoupling of the VR-blips, the gNIBA fails and interblip
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interactions within a VR-blips sequence (dashed lines in Fig. 7)
must be considered.
In this case, the time nonlocal interactions in the vibrational
relaxation dynamics (intrawell motion) can be accounted
for perturbatively by using the weakly interacting blip
approximation [44]. The WIBA interpolates between strong-
and weak-coupling regimes by treating to the first order in γ
the time nonlocal interblip interactions and at all orders the
intrablip interactions.
In the resulting overall scheme, the Feynman-Vernon
influence functional is approximated according to the NIBA,
for the tunneling transitions, and to the WIBA for the
intrawell transitions. For this reason we call the scheme weakly
interacting VR-blip approximation (VR-WIBA) [48].
Two considerations are in order about this approximation
scheme. The first is that its domain of validity in the parameter
space includes that of the gNIBA (see Fig. 9). This is because
the complete decoupling of the blips in the gNIBA implies
the separation among T-blips and VR-blips, which is at the
basis of the VR-WIBA. Second, in establishing the validity of
both schemes not only the temperature but also the coupling
strength plays an important role. This is because, neglecting
contributions from long clusters in the sum over paths is
possible, as long as they are suppressed by a sufficiently large
coupling with the environment, as discussed in Sec. IV A.
Moreover, the treatment of the inter-VR-blip interactions to
the first order in the coupling makes the VR-WIBA unsuited
for the low-temperature-and-strong-coupling regime. Further
discussions about the validity domains of approximation
schemes are deferred to Sec. VI, where the phase diagram
in the coupling-temperature space is presented.
V. VR-WIBA GENERALIZED MASTER EQUATION
According to the approximations made in Sec. IV A, a path
of the reduced density matrix is a sequence of noninteracting
subpaths of six different TLSs corresponding to the 2 × 2
sublattices depicted in Fig. 6.
We are interested in calculating the populations ρkk
(k = 1, . . . ,4) with initial condition ρ(t0) = |Q1〉〈Q1|. As a
consequence, the initial and final states are the diagonal states
q0 = q ′0 = Q1 and q = q ′ = Qk [see Eq. (36)]. It follows that
each subpath has an even number 2k of transitions and the total
number of transitions in a path is the even number 2n.
Consider a path with 2n transitions distributed in
N subpaths, each of which has 2kj transitions (j =
1, . . . ,N ). For what stated above, the amplitude A(τ,σ ) :=
A[q]A∗[q ′]FFV [x,y] of this path factorizes as
A(τ,σ ) =
N∏
j=1
Aj
(
τ
j
1 ,σ
j
1 , . . . ,σ
j
kj−1,τ
j
kj
)
, (38)
where τi = t2i − t2i−1 are the blip times and σi = t2i+1 − t2i
the sojourn times depicted in Fig. 7.
The population ρkk(t) of the state |Qk〉 at time t , with initial
condition ρ(t0) = |Q1〉〈Q1|, is [see Eq. (26)]
ρkk(t) = δk,1 +
∞∑
n=1
∫ t
t0
D2n{τ,σ }
N∏
j=1
Aj
(
τ
j
1 ,σ
j
1 , . . . ,τ
j
kj
)
,
(39)
where
∑N
j=1 2kj = 2n and where∫ t
t0
D2n{τ,σ } =
∑
paths2n
∫ t−t0
0
dσ0
∫ t−t0−σ0
0
dτ1 . . .
×
∫ t−t0−···−τn−1
0
dσn−1
∫ t−t0−···−σn−1
0
dτn.
(40)
Let the j -th subpath start in the diagonal site (qj ,qj ) and
end in the diagonal site (qj+1,qj+1): Due to the factorization
in Eq. (38) the Laplace transform of ρkk(t) reads
ρˆkk(λ) = δk,1
λ
+ 1
λ
∞∑
N=1
Q4∑
{q}=Q1
gˆq1,q2 (λ)
× gˆq2,q3 (λ) . . . gˆqN ,Qk (λ)δq1Q1 , (41)
where the sum is over the set {q} = q1, . . . ,qN . The 1/λ factors
in Eq. (41) appear after integration over sojourn times, as
described in Appendix C. The function gˆqj ,qj+1 is related to the
Laplace transform of the two-level system propagator from
(qj ,qj ) to (qj+1,qj+1)
Gqj ,qj+1 (t) =
∞∑
kj=1
∫ t
0
D2kj {τ,σ }Aj
(
τ
j
1 ,σ
j
1 , . . . ,τ
j
kj
)
. (42)
If qj+1 = qj , then the two-level system is identified by the
values of qj and qj+1. The following relation holds (see
Appendix C)
gˆqj ,qj+1 (λ) = λ ˆGqj ,qj+1 (λ)
= δs,r +
∞∑
n=1
∑
{ν}=r,s
ˆKν1,ν2 (λ)
λ
. . .
ˆKνn,s(λ)
λ
δν1,r ,
(43)
where ˆK are irreducible two-level system kernels (see
Appendix D).
It follows that the Laplace transform of the population ρkk ,
given in Eq. (41), can be recast in the form
ρˆkk(λ) = δk,1
λ
+ 1
λ
∞∑
n=1
Q4∑
{q}=Q1
ˆKq1,q2 (λ)
λ
×
ˆKq2,q3 (λ)
λ
. . .
ˆKqn,Qk (λ)
λ
δq1Q1 . (44)
We now switch to vector notation by defining the four-
dimensional vector ρ(λ), whose components are ρˆkk(λ), and
the 4 × 4 matrix ˆK(λ), whose off-diagonal elements are the
TLS kernels ˆK(λ). Within this notation Eq. (44) reads
ρ(λ) = ρ(t0)
λ
+ 1
λ
∞∑
N=1
[
ˆK(λ)
λ
]N
ρ(t0)
= 1
λ
∞∑
N=0
[
ˆK(λ)
λ
]N
ρ(t0)
= [λI − ˆK(λ)]−1 ρ(t0). (45)
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Transforming back to the time domain we obtain the following
generalized master equation (GME)
˙ρ(t) =
∫ t
t0
dt ′K(t − t ′) ρ(t ′), (46)
where K(t) = L−1{ ˆK(λ)}. Restoring the index notation in
Eq. (46) we have
ρ˙kk(t) =
4∑
j=1
∫ t
t0
dt ′Kkj (t − t ′)ρjj (t ′), (47)
where Kkj ≡ KQkQj . The diagonal elements of the kernel
matrix K(t) are given by probability conservation
Kjj (t) = −
4∑
j=1
j =i
Kij (t). (48)
In the VR-WIBA scheme the kernels Kkj are hence as
follows:
(a) If the states |Qk〉 and |Qj 〉 connected by Kkj belong
to different wells, then the corresponding kernel is a NIBA
kernel KNkj (t).
(b) If |Qk〉 and |Qj 〉 belong to the same well, then a WIBA
kernel, which consists of a NIBA plus a beyond-NIBA part
KWkj (t) = KNkj (t) + KBNkj (t), is used. Setting to zero the beyond-
NIBA correction in these intrawell kernels amounts to use the
gNIBA [8,49] scheme for the full system.
The explicit expressions for the kernels are given in
Appendix E.
At strong coupling and high temperature, in the incoherent
regime where the gNIBA is appropriate (see Sec. VI),
populations evolve on time scales larger than the time intervals
over which the gNIBA kernels substantially differ from zero.
This observation suggests that we cast Eq. (47) into the Markov
approximated master equation form
ρ˙kk(t) =
4∑
j=1
	kjρjj (t), where 	kj =
∫ ∞
0
dtKNkj (t). (49)
Equation (49) describes well the incoherent regime occur-
ring at strong coupling. The analytical solution is of the form
ρkk(t) =
∑
i,j akibij exp[i(t − t0)]ρjj (t0).
Let min be the smallest, in absolute value, of the nonzero
eigenvalues of the rate matrix	. The rate |min| is the so-called
quantum relaxation rate [8]. The relaxation time
τR = |min|−1 (50)
sets the time scale of the relaxation towards equilibrium.
As an application of our model, we calculate the relaxation
time, given by Eq. (50), as a function of the inverse temperature
for three values of γ . The potential used is that given in Fig. 2
and the dissipation is Ohmic with ωc = 50ω0 [see Eq. (4)]. The
results, shown in Fig. 8 , display a minimum in the relaxation
time reproducing an activated rate, which can be ascribed to
the presence of the higher energy doublet and is qualitatively
similar to that found in Ref. [29] in the context of proton
transfer reactions.
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FIG. 8. (Color online) Relaxation time [given by Eq. (50)] in
units ofω−10 vs inverse temperature for different values of the coupling
strength γ . Temperature and γ are in units of ω0/kB and ω0,
respectively.
In the remaining of the paper we shall investigate various
dynamical regimes associated to the phase diagram introduced
in the next section.
VI. DYNAMICAL REGIMES, APPROXIMATION
SCHEMES, AND PHYSICAL REALIZATIONS
In what follows we use different techniques, notably the
VR-WIBA generalized master equation derived in the preced-
ing section, to obtain the dynamics of the double-doublet sys-
tem with Ohmic dissipation. But before doing this it is useful
to give a general overview of the various dynamical regimes,
corresponding to different regions of the parameter space of
the system. To this end we present here a phase diagram in the
(γ,T ) space, which summarize the dynamical regimes along
with the domains of validity of the techniques used.
A. Phase diagram
As a starting point we note that the dynamics of a two-
level system occurs in the coherent or incoherent tunneling
regime [24], while for multilevel systems there is a richer
variety of dynamical behaviors due to the different energy
scales involved. The presence of multiple energy scales in
our problem is best seen in the free dynamics depicted in
Fig. 3, which displays the three characteristic frequencies
2  1 < 0. As discussed in Sec. II C, this corresponds
to a slow and a fast tunneling dynamics, occurring on the time
scales −12 and 
−1
1 , respectively, and to intrawell oscillations
of frequency 0.
In the presence of a dissipative environment these different
oscillatory behaviors undergo coupling and temperature-
dependent frequency shifts, and are progressively suppressed
at different dissipation regimes.
We exploit the decoupling of the double-doublet system
into effective two-level systems, in conjunction with numerical
tests, to identify the following dynamical regimes in the (γ,T )
space:
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A: completely coherent regime, with coherent tunneling
oscillations at both the long (−12 ) and the intermediate (−11 )
time scales, and coherent intrawell oscillations on the short
time scale −10 ;
B: coherent tunneling on the time scale−11 set by the higher
energy doublet and coherent intrawell dynamics. Oscillations
of the left or right well populations around a slow incoherent
relaxation behavior associated to the lower doublet;
C: crossover regime, where the coherence is only at the level
of intrawell motion (on the time scale −10 ) and tunneling is
incoherent;
D: incoherent regime, where the four populations relax
incoherently to their equilibrium values.
B. Approximation schemes
The corresponding regions in the parameter space, along
with the validity areas of the approximation schemes used, are
depicted in the phase diagram of Fig. 9.
At intermediate coupling and temperature, the dynamical
regimes are controlled by the behavior of the effective TLSs
introduced in Sec. IV, as the natural description for the
system passes from the energy representation to the localized
one given by the discrete variable representation. It is thus
suggestive to use the machinery existing for the spin-boson
problem to give an indication of the boundaries in the
parameter space between different dynamical regimes.
As discussed in Sec. IV, each of the six effective TLSs,
which we denote by {|Qi〉,|Qj 〉} (i = j ), has its tunneling
element ij , bias ij (see Appendix B for numerical values),
FIG. 9. (Color online) Phase diagram of the dissipative double-
doublet system in the coupling-temperature plane. Dynamical
regimes A–D are separated by solid lines. Region B is delimited
by the curves T ∗1,4(γ ) and T ∗2,3(γ ), the coherent-incoherent transition
temperatures for the two-level systems {|Q1〉,|Q4〉} and {|Q2〉,|Q3〉},
respectively [see Eqs. (51) and (52)]. Shaded areas indicate the
validity domains of Bloch-Redfield and of path-integral approaches
within the VR-WIBA and gNIBA. The characteristic frequencies i ,
in units ofω0, are shown as a reference. Diamonds denote the six phase
points chosen for the results presented in Sec. VII. Values of γ for
which the effective couplings K (1,4) and K (2,3) assume specific values
are indicated. Temperatures and couplings are in units of ω0/kB and
ω0, respectively.
and characteristic distance qij = Qi − Qj . As a consequence,
at fixed γ , the effective coupling strength for an effective TLS
can be more or less strong, depending on the TLS considered.
This effective coupling strength, also called Kondo parameter,
for {|Qi〉,|Qj 〉} is defined by
K (i,j ) = Mγq2ij /(2π). (51)
At T = 0, for a symmetric two-level system, K = 1/2 corre-
sponds to the transition from the coherent to the incoherent
behavior, while at K = 1 localization occurs, consisting in the
complete inhibition of tunneling, so the particle does not leave
the well where it was prepared.
The coherent-incoherent transition temperature T ∗ as a
function of K for a symmetric TLS is given by
T ∗(K) =
[ (2π )K
πK
]1/(1−K)
r
kB
, (52)
where r = (/ωc)K/(1−K) (K < 1) is the renormalized
value of the tunneling element  [24].
In our system the two effective TLSs {|Q1〉,|Q4〉} and
{|Q2〉,|Q3〉} are both characterized by ij = 0 and are thus
symmetric [see Eq. (B3)]. The values of γ corresponding to
K = 1/2 for these two TLSs, namely γ (K (1,4) = 1/2) and
γ (K (2,3) = 1/2), are shown in Fig. 9 along with γ (K (2,3) = 1)
for {|Q2〉,|Q3〉}.
In the phase diagram of Fig. 9 the boundary of region A
of complete coherence is established by considering T ∗1,4, the
coherent-incoherent transition temperature as a function of γ
for the effective TLS {|Q1〉,|Q4〉} [see Eqs. (51) and (52)].
Indeed, T ∗1,4 determines the suppression of the slow tunneling
oscillations of frequency 2, while both tunneling oscillations
of frequency 1 and the fast intrawell dynamics survive.
In the part of region A where the perturbative in the
coupling treatment is appropriate, the Bloch-Redfield master
equation describes correctly the time evolution of the reduced
density matrix. The solutions for the coherences in the energy
representation (see Appendix A) are
ρEnm(t) = e−iωnmt e−Lnm,nmtρEnm(t0). (53)
To determine the domain of validity of the Bloch-Redfield
approach we compare the dephasing coefficient L12,12 with
ω21 ≡ 2 = ω2 − ω1 and require thatL12,12  ω21. The result
is the shaded area on the left part of the phase diagram. How-
ever, the extent of this validity domain may be overestimated,
having neglected the frequency shifts in the evaluation of
the Bloch-Redfield tensor [see. Eq. (A7)]. The weak-coupling
approximation fails near the boundary between A and B where
the low-frequency oscillations turn into incoherent relaxation.
Region B of the diagram, characterized by stronger
coupling and/or higher temperature, is outside the validity
domain of the Bloch-Redfield approach. Nevertheless, we can
use the weak-coupling estimates for the asymptotic values
of the populations on the basis of the following argument.
Due to the symmetry of the system, the asymptotic values
of the left and right well populations are PL(∞) = PR(∞) =
1/2, where PL(R) = ρ11(33) + ρ22(44). As a consequence the
individual populations ρii(∞) at equilibrium can be given
focusing on the intrawell effective TLSs {|Q1〉,|Q2〉} and
{|Q3〉,|Q4〉}. These two-level systems are characterized by
032123-11
MAGAZZ `U, VALENTI, SPAGNOLO, AND GRIFONI PHYSICAL REVIEW E 92, 032123 (2015)
effective tunneling element |12| = |34|  0.35ω0, effective
bias |12| = |34|  0.40ω0, and small distance between the
states |q12| = |q34|  1.69
√
/(Mω0). Therefore, because of
Eq. (51), the effective couplings K (1,2) = K (3,4) are weak and
we can use the following weak-coupling expressions [24] for
the asymptotic populations
ρ33/44(∞) = ρ22/11(∞)
= 1
4
∓ 
4b
tanh
(
b
2kBT
)
, (54)
where b =
√
212 + 212. The second line of Eq. (54) derives
from the symmetry of the problem. In Sec. VII we compare
the asymptotic values of the populations obtained by the VR-
WIBA generalized master equation in the crossover regime C
with those given by Eq. (54).
The boundary between regions B and C is the transition to
the crossover regime in which also the tunneling associated
to the higher energy doublet is incoherent. The boundary
is obtained by considering the coherent-incoherent transition
temperature T ∗2,3 as a function of γ for the symmetric TLS{|Q2〉,|Q3〉}.
The crossover region C and the fully incoherent region D
define also the range in which the contributions from long
clusters in the sum over paths are negligible.
Since the two intrawell effective two-level systems have
an effective bias, they can be treated according to the NIBA
only in the high-temperature–strong-coupling regime, on the
frequency scale 0 of the intrawell motion [24]. Treating the
intrawell dynamics within the NIBA amounts to apply for
the complete system the gNIBA, which reproduces correctly
the dynamics inside the darker shaded area in the uppermost
part of the diagram.
The VR-WIBA extends the path-integral approach for the
double-doublet system to low temperatures in a quite large
range of coupling strengths. The validity area of the VR-WIBA
includes that of the gNIBA, as discussed in Sec. IV C, and
covers the upper-right shaded region in the phase diagram.
Dissipation regimes not accessible to the VR-WIBA, in
regions C and D, are in the low-temperature-and-strong-
coupling regime, corresponding to the lower-right part of
the phase diagram. There, the interblip correlations are not
suppressed by the bath and the coupling is not sufficiently
weak to justify their treatment to the first order in γ .
C. Physical realizations
Real physical systems modeled as multilevel bistable
systems are found in several areas. Examples are molecular
nanomagnets, high-spin molecules displaying tunneling of the
magnetization between two potential wells separated by a large
barrier [3]. These molecules feature a number of energy levels
under the barrier which corresponds to the projections of the
total spin along a preferred direction. Incoherent tunneling of
magnetization has been experimentally observed in the Mn12
molecule [50].
The specific model considered in this work, with a couple
of energy doublets under the barrier, effectively describes
experiments on proton transfer reactions in benzoic acid
crystals. Indeed, the experimental curves in Ref. [51] on
the proton relaxation time as a function of temperature are
theoretically reproduced in Ref. [29] by using a double-doublet
system linearly coupled to a harmonic bath.
Archetypal systems, whose theoretical description is based
on the model investigated here, are superconducting quan-
tum interference devices (SQUIDs), superconducting rings
interrupted in one or more points by thin layers of insulator.
In these devices, of interest in quantum computation, the
magnetic flux associated to the current threading the circuit is
subject to an effective bistable potential with quantized energy
levels. Incoherent tunneling of the magnetic flux through the
potential barrier at strong dissipation has been first observed
in SQUIDs in Ref. [52], and coherent tunneling dynamics has
been demonstrated in Refs. [1,53].
SQUID-based flux qubits, operated by external fluxes,
allow for the manipulation of both the bias and barrier height
of the double-well potential. In Ref. [54] these parameters are
tuned by using fast dc pulses and a protocol is realized for
measuring oscillations of the left or right well populations.
The protocol consists in preparing the state of the qubit in a
well by applying a large bias and then restoring a symmetric
configuration with a large potential barrier to prevent the
tunneling to the other well on the protocol’s time scale. The
barrier is then removed and further restored to perform a
which well measurement. The flexibility of the device makes
it possible to attain the double-doublet configuration studied
here by imposing a suitable barrier height, and also to probe
the dynamics with nonequilibrium initial conditions.
VII. DISSIPATIVE DYNAMICS OF THE
DOUBLE-DOUBLET SYSTEM
A. Parameters and units
Throughout this section parameters are scaled with ω0,
the oscillation frequency around the minima of the potential
described by Eq. (2). The Ohmic bath spectral density function
J (ω) = Mγω exp(−ω/ωc), with cutoff frequencyωc = 50ω0,
is assumed. The potential is the same as in Fig. 2, with  = 0
and U = 1.4ω0. In what follows t0 = 0 and the initial
condition is ρ(0) = |Q1〉〈Q1|, i.e., ρkk(0) = δk1.
B. Dynamics of the double-doublet system
In this section we show the time evolution of the populations
ρkk , the diagonal elements of the reduced density matrix in the
localized basis |Q1〉, . . . ,|Q4〉 (discrete variable representa-
tion), at the phase points denoted by diamonds in Fig. 9.
The results in the dynamical regime A of complete coher-
ence, at phase points 1 and 2, are obtained by solving the Bloch-
Redfield master equation (14). Details are in Appendix A.
Phase points 3–8 are in the crossover C and incoherent D
regimes, out of the reach of the perturbative Bolch-Redfield
approach. The dynamics in these regimes is thus evaluated by
numerical integration of the generalized master equation (47)
within our scheme, the VR-WIBA, and, for comparison, within
the gNIBA.
In Fig. 10 the time evolution of left and right well popu-
lations PL/R = ρ11/33 + ρ22/44 and of individual populations
is shown at phase point 1, at very low temperature and
weak coupling, well within the validity of the Bloch-Redfield
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FIG. 10. (Color online) Time evolution of the populations for
γ = 0.0004ω0 and T = 0.001ω0/kB , corresponding to phase point
1 of the phase diagram in Fig. 9. (a) Left and right well populations
PL/R = ρ11/33 + ρ22/44 vs time. (b) Populations ρii of the states |Qi〉
vs time. The results are obtained from the Bloch-Redfield master
equation (14). The frequencies i are defined in Sec. II C. Time is in
units of ω−10 .
approach. The dynamics of PL/R displays a weakly damped
oscillatory behavior of frequency 2, with the small oscilla-
tions of frequency 1 featured also in the free dynamics (see
Fig. 3). The short-time behavior of the individual populations
is shown in Fig. 10(b). As in the free case, fast oscillations
of frequency 0 around an oscillatory envelope of frequency
1 are present. We remark that the fast intrawell oscillations
found at this very low temperature are a result of the initial
condition involving both the energy doublets (see Sec. II D).
The second time evolution of the double-doublet system
is shown in Fig. 11 and corresponds to phase point 2 of the
diagram in the same dynamical regime as that of Fig. 10.
Oscillations of left and right well populations are damped
out after a few periods. Individual populations show the same
qualitative features as for phase point 1. However, the damping
of tunneling oscillations, which constitute the envelope of the
fast intrawell motion, is now visible on the time scale set by1.
Phase point 3 is in the crossover regime, at weak coupling
and intermediate to low temperature, with respect to 0 (see
Fig. 9). In this dissipation regime perturbative approaches,
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FIG. 11. (Color online) Same as in Fig. 10 but at stronger cou-
pling and higher temperature: γ = 0.005ω0 and T = 0.005ω0/kB
(phase point 2 of the phase diagram in Fig. 9). The relaxation is much
faster than at phase point 1. Time is in units of ω−10 .
such as the Bloch-Redfield, fail. The dynamics obtained by
using the path-integral approach shows coherence only at the
level of intrawell motion while the tunneling is incoherent,
as shown in Fig. 12. We find that VR-WIBA and gNIBA
give different predictions. On the basis of the discussion in
Sec. VI it is expected that the latter scheme fails, as phase
point 3 is outside its validity domain. The reason is that the
temperature is not sufficiently high to justify the NIBA for
the biased intrawell effective two-level systems {|Q1〉,|Q2〉}
and {|Q3〉,|Q4〉}. The weak-coupling predictions of Eq. (54)
for the asymptotic values of the populations are also shown in
Figs. 12 and 13 for comparison.
The next time evolution is provided at phase point 4
of the diagram of Fig. 9, namely at weak coupling and
high temperature with respect to the intrawell frequency 0.
Contrary to the previous case, here both the VR-WIBA and
the gNIBA are expected to give the correct prediction. Indeed,
as shown in Fig. 13, the results obtained within the two
approximation schemes coincide, and the asymptotic values
of the populations reproduce the weak-coupling predictions.
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FIG. 12. (Color online) Time evolution of the populations of
the states |Qi〉 in the crossover regime for γ = 0.05ω0 and T =
0.1ω0/kB , corresponding to phase point 3 of the phase diagram in
Fig. 9. Comparison between VR-WIBA and gNIBA results. Dotted
blue lines are the equilibrium values given by Eq. (54) in the
weak-coupling approximation (WCA). Time is in units of ω−10 .
The fifth time evolution is at phase point 5, in the crossover
regime C, and displays strongly damped intrawell oscillations
and slow incoherent tunneling relaxation. Again, the gNIBA
predictions differ from those of the VR-WIBA, which confirms
that, also in this coupling regime, the gNIBA is suited only for
high temperatures.
As shown in Fig. 14 , at phase point 5, which is characterized
by a large value of the coupling strength, the equilibrium
is reached on a very large time scale, as compared to the
results in the same crossover regime but at weaker coupling.
Moreover, as shown in Fig. 14(b), the dynamics features a
transient metastable configuration which eventually decays
to the equilibrium configuration. This feature is due to the
nonequilibrium initial condition highlighting the different time
scales involved. In particular, the first decay is towards a
sort of intrawell equilibrium which further decays, due to the
tunneling, to the true equilibrium. In Fig. 14(b) is also shown,
for comparison, the solution of the Markov-approximated
gNIBA master equation (49). This solution gives a good
estimate for the relaxation time at phase point 5, even if it
does not capture the oscillations in the transient dynamics.
We note that, even if taking the interblip interactions to the
first order in γ is questionable at strong coupling, a comparison
of the WIBA with numerically exact techniques (QUAPI [55])
for an asymmetric TLS at strong coupling, suggests that the
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FIG. 13. (Color online) Same as in Fig. 12 but at phase point 4 of
the phase diagram: γ = 0.02ω0 and T = 0.5ω0/kB . In this regime a
good agreement is found between the VR-WIBA and gNIBA results.
Time is in units of ω−10 .
WIBA attains a good performance [44]. Since in our scheme,
the VR-WIBA, the intrawell motion is treated according to
the WIBA, we expect to obtain reliable predictions for the
double-doublet system as well.
The last phase point in the phase diagram of Fig. 9 is in the
incoherent regime D. In Fig. 15 we show the time evolution at
phase point 6, which is characterized by strong coupling and
high temperature. The VR-WIBA and gNIBA predictions for
the incoherent relaxation of the populations agree and coincide
with the solution of the Markov approximated gNIBA master
equation (49), which is also shown for comparison [8]. As
for phase point 5, also in this case the transient dynamics
features a metastable configuration due to the nonequilibrium
initial condition. Moreover, due to the strong coupling, the
relaxation to equilibrium is reached on a very large time scale.
The picture that emerges from the various dynamical
examples shown in this section is that at weak dissipation
and low temperature the equilibrium is reached at long times,
because the system is close to be isolated from the environment
(see Figs. 10 and 11). Large relaxation times are found also in
the opposite regime of strong dissipation, where the viscosity
of the environment slows down the relaxation to equilibrium,
as shown in Figs. 14 and 15. In the intermediate situation
(Figs. 12 and 13) the equilibrium is reached on the shortest
time scale.
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FIG. 14. (Color online) Time evolution of the populations of
the states |Qi〉 in the crossover regime for γ = 0.25ω0 and T =
0.25ω0/kB , corresponding to phase point 5 of the phase diagram in
Fig. 9. Comparison between the results of VR-WIBA and gNIBA.
(a) Short-time dynamics. (b) Dynamics up to equilibrium with time
in log scale. The predictions of the Markov approximated gNIBA
master equation (49) are shown for comparison. Time is in units of
ω−10 .
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FIG. 15. (Color online) Time evolution of the populations of
the states |Qi〉 in the incoherent regime for γ = 0.5ω0 and T =
0.5ω0/kB , corresponding to phase point 6 of the phase diagram.
Contrary to phase point 5, no oscillations are present in the transient.
Time is in units of ω−10 .
VIII. CONCLUSIONS
In this work we give a comprehensive account of the
dissipative dynamics of the double-doublet system in Ohmic
environment. This is done by the combined use of Born-
Markov master equation and path-integral approaches, the
latter within the proposed approximation scheme called the
VR-WIBA.
This scheme takes into account, at the level of the intrawell
dynamics, the time nonlocal correlations featured in the
Feynman-Vernon influence functional. As a result, the VR-
WIBA contains and extends the domain of validity of the
preexisting gNIBA, and succeeds in describing the crossover
dynamical regime occurring at intermediate temperatures in
a broad range of coupling strengths. The crossover regime,
which is to a large extent inaccessible to previous approxima-
tion schemes, is characterized by coherence in the intrawell
motion and incoherent tunneling dynamics.
At weak coupling and low temperature we use the Bloch-
Redfield master equation to account for the coherent oscil-
latory behavior of the intrawell and tunneling dynamics. A
weak-coupling approach is also used to check the VR-WIBA
predictions for the stationary configuration. This is done
for values of the coupling which are small with respect to
the intrawell characteristic frequency, even if the tunneling
dynamics is strongly damped.
The combined use of master equation and path-integral
techniques accounts for the dissipative dynamics of the double-
doublet system in a large region of the parameter space, where
a four-state truncation of the Hilbert space is justified. To
show this, we establish a phase diagram which describes the
dynamics corresponding to the various dissipation regimes and
the domains of validity of the techniques used in this work.
The dissipative dynamics of the double-doublet system is
obtained in each of the accessible dissipation regimes, ranging
from very weak coupling–low temperature to strong coupling–
high temperature. This is done by using a perturbative Bloch-
Redfield master equation technique and the nonperturbative
path-integral approach within our approximation scheme (VR-
WIBA). A comparison with the gNIBA results is made.
Some final remarks are in order. Even if the calculations
presented in this work are performed for an unbiased double-
well potential, the applicability of the VR-WIBA is not limited
to the symmetric case but comprises also the asymmetrical
one. Indeed a static bias can be taken into account provided
that intra- and interwell dynamics occur on very different time
scales, i.e., for interdoublet energy separation much larger than
the intradoublet one [56]. This condition is not very restrictive,
as it is fulfilled for any double-well potential with two energy
doublets below the top of the barrier.
Second, the generalization of the VR-WIBA to broadband
sub-Ohmic or super-Ohmic environments is possible, although
care must be taken in establishing, from time to time, the
validity of the approximations discussed throughout this work.
Finally, the approximation of a Hilbert space truncated to
the first few energy states is at the basis of the description in
terms of localized states given by the DVR. The approximation
is valid as long as the temperature is not high enough to involve
higher-lying energy levels. Within this restriction, the discrete
variable and energy representations are equivalent, since they
are related by a unitary transformation.
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Path-integral developments based on the Feynman-Vernon
influence functional are carried out in the position representa-
tion and allow for the exact elimination of the heat bath in the
Caldeira-Leggett model. This is due to the fact that, since the
interaction is mediated by the position operator, the action is
split into a bare system and a system-bath term, as shown in
Sec. III. In the approximate treatment with a restricted Hilbert
space, the DVR is the natural choice, as in this representation
the position operator is diagonal. Moreover, the resulting
picture of interacting charges allows for approximations in
the opposite limits of strong and weak coupling [24], and
even for dealing with intermediate situations, as done in the
present work. The DVR basis, which was first introduced by
A. J. Leggett et al. [28] to deal with the spin-boson model in
the strong dissipation regime, is also the more convenient in
numerically exact ab initio calculations [37]. This is because
it provides an unequally spaced spatial grid with a minimum
number of grid points, chosen in a physically sensible fashion.
Another typical path-integral approach is that of coherent-state
path integral [57–64]. For example, path-integral evaluations
of the propagator using coherent states have been done by using
quantum Monte Carlo [65] and stochastic [40] techniques.
Another numerical approach for quantum dynamics, based on
a discretized coherent state representation, has been introduced
in Ref. [66]. Nevertheless, to the best of our knowledge,
no analytical real-time coherent-state path-integral technique
for double-well potentials has been developed. Moreover, the
formulation of the coherent-state path integral, widely and
routinely used in many areas of physics, despite its success,
gives rise to unsolved mathematical problems [64].
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APPENDIX A: BLOCH-REDFIELD MASTER EQUATION
The energy representation of the double-doublet system is
given by the four energy eigenstates |En〉 satisfying
ˆHS |En〉 = ωn|En〉 (n = 1, . . . ,4). (A1)
We define
ωnm = ωn − ωm and qnm = 〈En|qˆ|Em〉. (A2)
In the energy representation, to first order in the coupling
and under the assumption that the memory time of the bath
is short compared to the characteristic times in the evolution
of the density matrix (Markov approximation), the following
Bloch-Redfield master equation can be derived [36] from the
microscopical model given in Sec. II
ρ˙Enm(t) = −iωnmρEnm(t) +
∑
k,l
Lnm,klρEkl (t). (A3)
The Bloch-Redfield tensor is
Lnm,kl = qnk(Olm + Plm) + qlm(Onk − Pnk)
−
∑
j
[δknqjm(Olj + Plj ) + δlmqnj (Ojk − Pjk)],
(A4)
where
Onm = qnm
∫ ∞
0
dτ
∫ ∞
0
dω
J (ω)
π
× coth
(
βω
2
)
cos(ωτ )e−iωnmτ (A5)
and
Pnm = qnmωnm
∫ ∞
0
dτ
∫ ∞
0
dω
J (ω)
ωπ
cos(ωτ )e−iωnmτ . (A6)
To perform the integral over τ we use∫ ∞
0
dτeiω˜τ = πδ(ω˜) + iP 1
ω˜
. (A7)
Neglecting the principal value, which gives a frequency shift,
Onm and Pnm read
Onm = qnm J (|ωnm|)2 coth
(
β|ωnm|
2
)
(A8)
and
Pnm = qnmωnm2
J (|ωnm|)
|ωnm| . (A9)
For ωnm > 0
Onm − Pnm = Omn + Pmn = qnm J (|ωnm|)

nβ(ωnm), (A10)
while for ωnm < 0
Onm − Pnm = Omn + Pmn
= qnm J (|ωnm|)

[nβ(|ωnm|) + 1]. (A11)
Here nβ(ωnm) is the expectation value of the number of bath
excitations of energy ωnm at temperature T = (kBβ)−1.
1. Analytic solution in the full secular approximation
Setting ρEnm(t) = e−iωnm(t−t0)σnm(t), Eq. (A3) becomes
σ˙nm(t) =
∑
kl
Lnm,klnm,kl(t)σkl(t), (A12)
where nm,kl(t) = exp [i(ωnm − ωkl)(t − t0)]. We have
σ (t0) = ρ(t0).
The full secular approximation (FSA) consists in neglecting
the terms in the master equation for which ωμν − ωκλ = 0.
Mathematically, this condition reads
μνκλ(t) → (δκμδλν + δκλδμν)μνκλ(t). (A13)
In the FSA the equations for diagonal elements decouple from
those for nondiagonal elements of σ .
Specifically, the dynamics of σ (t) is given by a master
equation for the diagonal elements and a set of independent
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equations for the nondiagonal elements. The master equation
for the diagonal elements reads
σ˙nn(t) =
∑
k
Lnn,kkσkk(t), (A14)
where, for n = k,
Lnn,kk = qnk(Okn + Pkm) + qkn(Onk − Pnk) (A15)
and Ln,n = −
∑
k Lk,n.
The solution of Eq. (A14) is
σnn(t) =
∑
ij
Snie
λi (t−t0)(S−1)ij σjj (t0), (A16)
where S is the transformation that diagonalizes the matrix
Lnk = Lnn,kk with eigenvalues λi . From the definition of σ (t)
we have ρEnn(t) = σnn(t).
The uncoupled equations for the nondiagonal elements of
σ (t) are
σ˙nm(t) = −Lnm,nmσnm(t), (A17)
with
Lnm,nm = (qnn − qmm)[Onn − Pnn − (Omm + Pmm)]
+
∑
j =m
qjm(Omj + Pmj ) +
∑
j =n
qnj (Ojn − Pjn).
(A18)
In our specific problem, due to the symmetry of the potential,
the diagonal matrix elements qii of the position operator in the
energy representation vanish.
The solutions of Eq. (A17) are
σnm(t) = e−Lnm,nm(t−t0)σnm(t0), (A19)
so the nondiagonal elements of the density matrix in the energy
representation are
ρEnm(t) = e−iωnm(t−t0)e−Lnm,nm(t−t0)ρEnm(t0). (A20)
Once the solution for ρ in the energy basis is known, to pass
to the localized basis {|Qj 〉} we perform the transformation
ρDVRnm (t) =
∑
ij
Tniρ
E
ij (t)T †jm, (A21)
where Tij = 〈Ei |qj 〉.
APPENDIX B: PARAMETERS
Here we give the list of transition amplitudes per unit time
and bias factors for the symmetric double-doublet system
considered in this work. The two indexes in ij and ij
specify the states q and q ′. In terms of the characteristic
frequencies 0, defined in Eq. (8), 1 = (E4 − E3)/, and
2 = (E2 − E1)/, the coefficients ij = 〈Qi | ˆHS |Qj 〉, in-
troduced in Eq. (29), are
12 = 21 = 43 = 34 = v2u0 (B1)
and
13 = 31 = 24 = 42 = v2u(1 − 2)/2,
23 = 32 = v2(1 + u22)/2, (B2)
14 = 41 = v2(u21 + ω2)/2.
The constant u depends on the parameters of the potential
(u  0.585 in our problem) and v = (1 + u2)−1/2.
The biases ij = (〈Qi | ˆHS |Qi〉 − 〈Qj | ˆHS |Qj 〉)/ [see
Eq. (31)] are
12 = 13 = 43 = 42 = −21 = −41 = −34 = −24
= v2(u2 − 1)0,
14 = 41 = 23 = 32 = 0. (B3)
Because of inequality (9), the amplitudes per unit time of the
vibrational relaxation transitions [Eq. (B1)] are greater than
those of tunneling transitions [Eq. (B2)].
Note that the relations among the parameters in Eqs. (B1)–
(B3) reflect the symmetry of the potential considered in this
work and do not hold for a biased bistable potential.
APPENDIX C: PROPAGATOR IN LAPLACE SPACE
First we give the expressions for the blip times τ and the
sojourn times σ
τj = t2j − t2j−1 σj = t2j+1 − t2j . (C1)
The approximation on the paths made in Sec. IV A implies
that, if ρ(t0) = |Qj 〉〈Qj |, then each path contributing to
the population ρkk(t) has an even number 2n of transitions.
Consider the series of integrals∫ t
t0
dt2n
∫ t2n
t0
dt2n−1 . . .
∫ t3
t0
dt2
∫ t2
t0
dt1. (C2)
By using repeatedly the rule∫ tj+1
t0
dtj
∫ tj
t0
dtj−1 =
∫ tj+1
t0
dtj−1
∫ tj+1
tj−1
dtj , (C3)
Eq. (C2) can be put into the form∫ t
t0
dt1
∫ t
t1
dt2
∫ t
t2
dt3 . . .
∫ t
t2n−2
dt2n−1
∫ t
t2n−1
dt2n
=
∫
¯t
0
dσ0
∫
¯t−σ0
0
dτ1
∫
¯t−τ1−σ0
0
dσ1 . . .
×
∫
¯t−···−τn−1
0
dσn−1
∫
¯t−···−σn−1
0
dτn. (C4)
Notice that there is no integration over the last sojourn time,
since it is fixed by the length of the interval ¯t = t − t0.
By using repeatedly the rule
∫∞
0 dt
∫ t
0 dt
′ = ∫∞0 dt ′ ∫∞t ′ dt
and the relation ¯t = σn + τn + · · · + τ1 + σ0, the Laplace
transform of Eq. (C4) reads∫ ∞
0
d ¯te−λ¯t
∫
¯t
0
dσ0 . . .
∫
¯t−···−σn−1
0
dτn
=
∫ ∞
0
dσne
−λσn
∫ ∞
0
dτne
−λτn . . .
∫ ∞
0
dσ0e
−λσ0 . (C5)
Consider to use the time integrals in Eq. (C5) to integrate
an amplitude A, corresponding to a path with 2n transitions
distributed into N subpaths. Since the amplitude Aj of the
j -th subpath does not depend on the initial sojourn time σ j0 ,
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Eq. (C5) can be cast in the form
1
λ
N∏
j=1
∫ ∞
0
dτ
j
kj
e
−λτ jkj . . .
∫ ∞
0
dτ
j
1 e
−λτ j1
∫ ∞
0
dσ
j
0 e
−λσ j0 ,
(C6)
where the factor 1/λ derives from integration over σn in
Eq. (C5). Equation (41) follows from equality of Eqs. (C5)
and (C6). The function gˆqj ,qj+1 reads
gˆqj ,qj+1 (λ) =
∞∑
kj=1
∑
paths2kj
∫ ∞
0
dτ
j
kj
e
−λτ jkj . . .
∫ ∞
0
dτ
j
1 e
−λτ j1
×
∫ ∞
0
dσ
j
0 e
−λσ j0 Aj
(
τ
j
1 ,σ
j
1 , . . . ,τ
j
kj
)
. (C7)
The Laplace transform of the propagator in Eq. (42) of the
two-level system corresponding to the j -th subpath is
ˆGqjqj+1 (λ) =
∞∑
kj=1
∫ ∞
0
Dkj ,λAj (τ j1 ,σ j1 , . . . ,τ jkj ), (C8)
where ∫ ∞
0
Dk,λ =
∑
paths2k
∫ ∞
0
dσke
−λσk
∫ ∞
0
dτke
−λτk
× . . .
∫ ∞
0
dσ0e
−λσ0 . (C9)
Since integration over the last sojourn time σk yields a 1/λ
factor, we have
λ ˆGqjqj+1 (λ) = gˆqj qj+1 (λ). (C10)
APPENDIX D: PROPAGATOR IN TERMS
OF IRREDUCIBLE KERNELS
Consider ρ(t), the two-dimensional population vector of a
two-level system, and assume that it satisfies the following
generalized master equation
˙ρ(t) =
∫ t
t0
dt ′K(t − t ′) ρ(t ′), (D1)
where K is the matrix of the so-called irreducible kernels. In
Laplace space Eq. (D1) reads
ρ(λ) = 1
λ
[ ˆK(λ) ρ(λ) + ρ(t0)]. (D2)
Iterating Eq. (D2) we get
ρ(λ) = 1
λ
∞∑
n=0
[
ˆK(λ)
λ
]n
ρ(t0). (D3)
Since ρ(t) = G(t,t0) ρ(t0), where G is the matrix whose
elements are the propagators Gf i = G(qf ,qf ,t ; qi,qi,t0), we
have
λ ˆG(λ) =
∞∑
n=0
[
ˆK(λ)
λ
]n
, (D4)
which is Eq. (43) in vector notation.
APPENDIX E: VR-WIBA KERNELS
If Qk and Qj belong to different wells, then the populations
of the states |Qk〉 and |Qj 〉 in the VR-WIBA generalized
master equation (47) are connected by the NIBA kernels
KNkj (t) = 22kj e−q
2
kj S(t) cos
[
kj t + q2kjR(t)
]
, (E1)
where
kj = 1

〈Qk| ˆHS |Qj 〉
kj = 1

(〈Qk| ˆHS |Qk〉 − 〈Qj | ˆHS |Qj 〉)
q2kj = (Qk − Qj )2.
(E2)
If Qk and Qj belong to the same well, then the kernel is the
WIBA kernel: KWkj (t) = KNkj (t) + KBNkj (t). The beyond-NIBA
correction is [44]
KBNkj (t) = 84kj
∫ t
0
dτ
∫ t−τ
0
dτ ′e−q
2
kj S(τ )−q2kj S(τ ′)
× sin(kj τ ′) cos
[
q2kjR(τ ′)
]
pkj (t − τ − τ ′)
× {q2kjX(t,τ ′) cos [kj τ + q2kjR(τ )]
− q2kj(t,τ ′,τ ) sin
[
kj τ + q2kjR(τ )
]}
, (E3)
where
(t,τ ′,τ ) = S(t) + S(t − τ ′ − τ ) − S(t − τ ) − S(t − τ ′)
(E4)
and
X(t,τ ′) = R(t) − R(t − τ ′). (E5)
In the calculations S and R are taken in the scaling limit form
given in Eq. (35).
The functions pkj obey the equations
p˙kj (t) =
∫ t
0
dt ′KN,(+)kj (t − t ′)pkj (t ′) (E6)
with initial condition pkj (0) = 1 and kernel
K
N,(+)
kj (t) = −42kj e−q
2
kj S(t) cos(kj τ ) cos
[
q2kjR(t)
]
. (E7)
Note that, by the symmetry of the problem, the four functions
p12, p21, p34, and p43 are the same for the symmetric double-
doublet system.
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