We design an on-line algorithm for Principal Component Analysis. The instances are projected into a probabilistically chosen low dimensional subspace. The total expected quadratic approximation error equals the total quadratic approximation error of the best subspace chosen in hindsight plus some additional term that grows linearly in dimension of the subspace but logarithmically in the dimension of the instances.
Introduction
In Principal Component Analysis the n-dimensional data instances are projected into a kdimensional subspace (k < n) so that the total quadratic approximation error is minimized. After centering the data, the problem is equivalent to finding the eigenvectors of the k largest eigenvalues of the data covariance matrix.
We develop a probabilistic on-line version of PCA: in each trial the algorithm chooses a kdimensional projection matrix P t based on some internal parameter; then an instance x t is received and the algorithm incurs loss x t − P t x t 2 2 ; finally the internal parameter is updated. The goal is to obtain algorithms whose total loss in all trials is close to the smallest total loss of any k-dimensional subspace P chosen in hindsight. Note that the instance x t can be decomposed into two orthogonal parts: P t x t and (I − P t )x t . The approximation error is zero on P t x t , but equals (I − P t )x t 2 2 on the second part.
We first develop our algorithms in the expert setting of on-line learning. The algorithm maintains a mixture vector over the n experts. At the beginning of trial t the algorithm chooses a subset P t of k experts based on the current mixture vector w t . It then receives a loss vector λ t ∈ [0..1] n and incurs loss equal to the remaining n − k components of the loss vector, i.e. i∈{1,...,n}−P t t i . Finally it updates its mixture vector to w t+1 . Note that now the subset P t corresponds to the subspace onto which we "project", i.e. we incur no loss on the k components of P t and are charged only for the remaining n − k components.
The trick is to maintain a mixture vector w t as a parameter with the additional constraint that w t i ≤ 1 n−k . We will show that these constrained mixture vectors represent an implicit mixture over subsets of experts of size n − k, and given w t we can efficiently sample from the implicit mixture and use it to predict. This gives an on-line algorithm whose total loss is close to the smallest n − k components of t λ t and this algorithm generalizes to an on-line PCA algorithm when the mixture vectors are replaced by density matrices whose eigenvalues are bounded by 1 n−k . Now the constrained density matrices represent implicit mixtures of the (n − k)-dimensional subspaces. The complementary k-dimensional space is used to project the current instance.
Given a sequence of data vectors x 1 , . . . , x T , the goal is to find a low-dimensional approximation of this data that minimizes the 2-norm approximation error. Specifically, we want to find a rank k projection matrix P and a bias vector b ∈ R n such that the following cost function is minimized:
Differentiating and solving for b we get b = (I − P )x, wherex is the data mean. Substituting this bias b into the loss we obtain
Using u 2 2 = u u and (I − P ) (I − P ) = I − P , where denotes the transpose, we get:
where C is the data covariance matrix. Therefore the loss is minimized over (n − k)-dimensional subspaces and this is equivalent to maximizing over k-dimensional subspaces.
In the on-line setting learning proceeds in trials. At trial t the algorithm chooses a rank k projection matrix P t . It then receives an instance x t and incurs loss
. Note that at this point we are not using a bias term. Our goal is to obtain an algorithm whose total loss over a sequence of trials
) is close to the total loss of the best rank k projection matrix P , i.e. inf P tr((I − P )
Note that the latter loss is equal to the loss of standard PCA on data sequence x 1 , . . . , x T (assuming the data is centered).
Choosing a Subset of Experts
Recall that projection matrices are symmetric positive definite matrices with eigenvalues in {0, 1}. Thus a rank k projection matrix can be written as P = k i=1 p i p i , where the p i are the k orthonormal vectors forming the basis of the subspace. Assume for the moment that the eigenvectors are restricted to be standard basis vectors. Now projection matrices become diagonal matrices with entries in {0, 1}, where the number of ones is the rank. Also, the trace of a product of such a diagonal projection matrix and any symmetric matrix becomes a dot product between the diagonals of both matrices and the whole problem reduces to working with vectors: the rank k projection matrices reduce to vectors with k ones and n − k zeros and the diagonal of the symmetric matrix may be seen as a loss vector λ t . Our goal now is to develop on-line algorithms for finding the lowest n − k components of the loss vectors λ t so that the total loss is close the to the lowest n − k components of T t=1 λ t . Equivalently, we want to find the highest k components in λ t .
We begin by developing some methods for dealing with subsets of components. For convenience we encode such subsets as probability vectors: we call r ∈ [0, 1] n an m-corner if it has m components set to 1 m and the remaining n − m components set to zero. At trial t the algorithm chooses an (n − k)-corner r t . It then receives a loss vector λ t and incurs loss (n − k) r t · λ t .
Let A . It follows that it may take up to n iterations to arrive at a corner which has n boundary components and one more iteration to arrive at 0. Finally note that there is no weight vector w ∈ B n m s.t. b(w) = n − 1 and therefore the size of the produced linear combination is at most n. More precisely, the size is at most n − b(w) if n − b(w) ≤ n − 2 and one if w is a corner.
The algorithm produces a linear combinations of corners, i.e. w = j p j r j . Since p j ≥ 0 and all |r j | = 1, j p j = 1 and we actually have a convex combination. How can we use the above construction and fact? It seems too hard to maintain information about all n n−k corners of size n−k. However, the best corner is also the best convex combination of corners, i.e. the best from the set A n n−k where each member of this set is given by n n−k coefficients. Luckily, this set of convex combinations equals B n n−k and it takes n coefficients to specify a member in that set. Therefore we can search for the best hypothesis in the set B n n−k and for any such hypothesis we can always construct a convex combination (of size ≤ n) of (n − k)-corners which has the same expected loss for each loss vector. This means that any algorithm predicting with a hypothesis vector in B n n−k can be converted to an algorithm that probabilistically chooses an (n − k)-corner. Finally, the set P t of the k components missed by the chosen (n − k)-corner corresponds to the subspace we project onto.
Algorithm 2 spells out the details for this approach. The algorithm chooses a corner probabilistically and (n − k) w t · λ t is the expected loss in one trial. The projection w t onto B n n−k can be achieved as follows: find the smallest l s.t. capping the largest l components to 1 n−k and rescaling the remaining n−l weights to total weight 1− l n−k makes none of the rescaled weights go above 1 n−k . The simplest algorithm starts with sorting the weights and then searches for l with a binary search. However, a linear algorithm that recursively uses the median is given in [HW01] .
Algorithm 2 Capped Weighted Majority Algorithm
input: 1 ≤ k < n and an initial probability vector w 1 ∈ B n n−k for t = 1 to T do Decompose w t as j p j r j with Algorithm 1, where m = n − k Draw a corner r = r j with probability p j Let P t be the k components outside the drawn corner Receive loss vector λ t Incur loss (n − k) r · λ t = i∈{1,...,n}−P t t i . w end for
When k = n − 1, n − k = 1 and B n 1 is the entire probability simplex. In this case the call to Algorithm 1 and the projection onto B n 1 are vacuous and we get the standard Randomized Weighted Majority algorithm [LW94] 2 with loss vector λ t .
Let d(u, w) denote the relative entropy between two probability vectors: d(u, w) = i u i log ui wi . Theorem 2. On an arbitrary sequence of loss vectors λ 1 , . . . , λ T ∈ [0, 1] n the total expected loss of Algorithm 2 is bounded as follows:
for any learning rate η > 0 and comparison vector u ∈ B n n−k .
Proof. The update for w t in Algorithm 2 is the update of the Continuous Weighted Majority for which the following basic inequality is known (essentially [LW94] , Lemma 5.3):
The weight vector w t+1 is a Bregman projection of vector w t onto the convex set B 2-dimensional, but after the third dataset is completed, the loss of any fixed off-line comparator is large. Figure 3 depicts how our algorithm transitions between datasets and exploits the on-lineness of the data. Randomly permuting the dataset removes the on-lineness and results in a plot where the total loss of the algorithm is somewhat above that of the off-line comparator (not shown).
Any simple "windowing algorithm" would also be able to detect the switches. Such algorithms are often unwieldy and we don't know any strong regret bounds for them. In the expert setting there is however a long line of research on shifting (see e.g. [BW02, HW98] ). An algorithm that mixes a little bit of the uniform distribution into the current mixture vector is able to restart when the data switches. More importantly, an algorithm that mixes in a little bit of the past average mixture vector is able to switch quickly to previously seen subspaces and to our knowledge windowing techniques cannot exploit this type of switching. Preliminary experiments on face image data indicate that our switching algorithms work as expected. But more comprehensive experiments still need to be done.
We developed a new set of techniques for low dimensional approximation with provable bounds. Following [TRW05, WK06] , we essentially lifted the algorithms and bounds developed for diagonal case to the matrix case. Are there general reductions?
A similar problem was analyzed in [Cra06] . However, that paper proves bounds on filtering loss, which are typically easier to prove and its not clear how they relate to the more standard regret bounds that we prove. Also, their algorithm predicts with a full-rank matrix, whereas we predict with a randomized projection matrix of the desired rank k. Thus we belive that this paper does not fully capture the PCA problem.
For the expert setting there are alternate techniques for designing on-line algorithms that do as well as the best subset of n − k experts: set {i 1 , . . . , i n−k } receives weight proportional to exp(− j <t ij ) = j exp(− <t ij ). In this case we can get away with keeping only one weight per expert and then use dynamic programming to sum over sets (see e.g. [TW03] for this type of methods). It might be possible to use a similar approach for PCA. Our new trick of using additional constraints on the eigenvalues is an alternative that avoids dynamic programming.
Many technical problems remain. For example we would like to enhance our algorithms to learn a bias as well and apply our low-dimensional approximation techniques to regression problems.
