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Abstrat
We develop a riterion for transiene for a general model of branhing Markov hains. In the ase
of multi-dimensional branhing random walk in random environment (BRWRE) this riterion beomes
expliit. In partiular, we show that Condition L of Comets and Popov [3℄ is neessary and suient
for transiene as onjetured. Furthermore, the riterion applies to two important lasses of branhing
random walks and implies that the ritial branhing random walk is transient resp. dies out loally.
Keywords: branhing Markov hains, reurrene, transiene, random environment, spetral
radius
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1 Introdution
A branhing Markov hain (BMC) is a system of partiles in disrete time. The BMC starts
with one partile in an arbitrary starting position x. At eah time eah partile is independently
replaed by some new partiles at some loations aording to given stohasti substitutions
rules that may depend on the loation of the substituted partile. Observe that this model is
more general than the model studied in [2℄, [4℄, [6℄, [7℄, [9℄, where rst the partiles branh and
then, independently of the branhing, move aording to an underlying Markov hain. In some
sense the behavior of BMC is more deliate than the one of Markov hains: while an irreduible
Markov hain is either reurrent or transient, either all or none states are visited innitely often,
this dihotomy breaks down for BMC. Let α(x) be the probability that, starting the BMC in x,
the state x is hit innitely often by some partiles. There are three possible regimes: transient
(α(x) = 0 ∀x), weakly reurrent (0 < α(x) < 1 for some x) and strongly reurrent (α(x) = 1 ∀x),
ompare with Gantert and Müller [4℄ and Benjamini and Peres [1℄.
This paper is divided in two parts. First we onnet transiene with the existene of super-
harmoni funtions, see Theorem 2.1, and give a riterion for transiene of BMC in Theorem 2.4.
These two riteria are interesting on their own: while the rst is stated in terms of superharmoni
funtions, the seond is appropriate to give expliit onditions for transiene. In addition, we see
that transiene does not depend on the whole distributions of the substitution rules but only on
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their rst moments. There are two important lasses of BMC where one an speak of ritiality,
ompare with [4℄ and [10℄, [14℄. In these ases Theorem 2.1 implies that the ritial proess is
transient resp. dies out loally, ompare with Subsetion 2.1.
In the seond part we follow the line of researh of Comets, Menshikov and Popov [2℄,
Comets and Popov [3℄,Mahado and Popov [6℄, [7℄ and the author [9℄ and study transiene
and reurrene of branhing random walk in random environment (BRWRE). In this ase we
an use the riterion of the rst part, Theorem 2.4, to obtain a lassiation of BRWRE in
transient and strong reurrent regimes. In partiular, we show that the suient Condition L
for transiene of Comets and Popov [3℄ is neessary, too. Classiation results of this type
were only known for nearest neighbor BRWRE on Z, [2℄, and on homogeneous trees, [7℄. In
addition, we show that transiene does not depend on the preise form of the distributions, but
only on the onvex hull of their support. Suh phenomena are known for models of this type,
ompare with [2℄, [3℄, [6℄, [7℄, [9℄. Our method is quite dierent from [3℄ sine we don't analyze
the proess on the level of the partiles but use superharmoni funtions to desribe the proess
on a more abstrat level. The only points where we really deal with partiles are the proofs of
Theorems 2.1 and 3.1. Furthermore, the only point where we need the struture of the lattie
Z
d
is where the riterion beomes expliit, see Lemma 3.5. All other arguments immediately
apply for BRWRE on Cayley graphs, ompare with [9℄. In the speial ase where branhing and
movement are independent the lassiation in transiene and reurrene is already given in [9℄.
The obtained lassiation result is quite interesting faing the diulty of the orresponding
questions for random walks in random environment of a single partile, ompare with Sznitman
[15℄ and [16℄.
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2 Transiene and reurrene for general BMC
Let X denote the disrete state spae of our proess. For every x ∈ X let
V(x) :=
v(x) = (vy(x))y∈X : vy(x) ∈ N, ∑
y∈X
vy(x) ≥ 1

be the set of all possible substitution rules. Furthermore, let ωx be a probability measure on
V(x) and all ω := (ωx)x∈X the environment of our proess.
The proess is dened indutively: at time n = 0 we start the proess at some xed starting
position, say o, with one partile. At eah integer time the partiles are independently substituted
as follows: for eah partile in x ∈ X independently of the other partiles and the previous
history of the proess a random element of v(x) ∈ V(x) is hosen aording to ωx. Then, the
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partile is replaed by vy(x) ospring partiles at y for all y ∈ Y. Thus the BMC is entirely
desribed through the environment ω on X and is denoted (X,ω). In the denition of V(x) we
demand that the proess survives forever:
∑
y∈X vy(x) ≥ 1 ensures that eah partile has at
least one ospring. This assumption is made for the sake of a better presentation and to avoid
the onditioning on the survival of the proess. A key quantity are the rst moments of the
substitution rules M := (m(x, y))x,y∈X , where
m(x, y) :=
∑
v∈V(x)
ωx(v)vy(x)
denotes the expeted number of ospring sent to y by a partile in x. LetMn = (m(n)(x, y))x,y∈X
be the n-fold onvolution of M with itself and set M0 = I, the identity matrix over X. We will
always assume that M is irreduible:
General Assumption: Let ω suh that M is irreduible, i.e., for all x, y ∈ X there exists some
k suh that m(k)(x, y) > 0.
Remark 2.1. Let P = (p(x, y))x,y∈X be the transition kernel of an irreduible Markov hain on
X. Then the assumption on irreduibility is fullled, if for all x ∈ X we have ωx(vy(x) ≥ 1) > 0
for all y with p(x, y) > 0.
Remark 2.2. The BMC (X,ω) is a general branhing proess in the sense of Harris [5℄ with
rst moment M : eah partile of the general branhing proess is haraterized by a parameter
x whih desribes its position in the state spae X.
In order to analyze the proess we introdue the following notations. Let η(n) be the total
number of partiles at time n and let xi(n) denote the position of the ith partile at time n.
Denote Px(·) = P(· | x0(1) = x) the probability measure for a BMC started with one partile in
x.
We dene reurrene and transiene for BMC in analogy to [1℄ and [4℄:
Denition 2.1. Let
α(x) := Px
 ∞∑
n=1
η(n)∑
i=1
1{xi(n) = x} =∞

(1)
be the probability that x is visited innitely often. A BMC is transient, if α(x) = 0 for all
x ∈ X, and reurrent otherwise. The reurrent regime is divided into weakly reurrent, α(x) < 1
for some x and strongly reurrent, α(x) = 1 for all x ∈ X.
The denition of transiene and reurrene does not depend on the starting position of the
proess. In fat, due to the irreduibility, α(x) > 0 and α(x) = 0 hold either for all or none x ∈ X.
This an be shown analogously to [1℄. In ontrast to the model with independent branhing and
movement we don't have that α(x) = 1 either for all or none x, ompare with Example 1 in [3℄.
Observe that our denition diers in the general setting from the one in [3℄ but oinide in the
ase of branhing random walk in random environment, ompare with Theorem 3.1.
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The following riterion for transiene in terms of superharmoni funtions is a straightfor-
ward generalization of Theorem 3.1 in [4℄. We give the proof sine it makes lear where the
superharmoni funtions ome into play. In addition, it is the essential point where we work on
the partile level.
Theorem 2.1. The BMC (X,ω) is transient if and only if there exists a positive funtion f,
suh that
Mf(x) :=
∑
y
m(x, y)f(y) ≤ f(x) ∀x ∈ X. (2)
Proof. In analogy to [4℄ and [8℄, we introdue the following modied version of the BMC. We x
some site o ∈ X, whih stands for the origin of X. The new proess is like the original BMC at
time n = 1, but is dierent for n > 1. After the rst time step we oneive the origin as freezing:
if a partile reahes the origin, it stays there forever without being ever substituted. We denote
this new proess BMC*. The rst moment M∗ of BMC* equals M exept that m∗(o, o) = 1
and m∗(o, x) = 0 ∀x 6= o. Let η(n, o) be the number of frozen partiles at position o at time n.
We dene the random variable ν as
ν := lim
n→∞
η(n, o) ∈ N ∪ {∞},
and write Exν for the expetation of ν given that we start the proess with one partile in x.
We rst show that transiene, i.e. α ≡ 0, implies Eoν ≤ 1 and hene, due to the irreduibility
of M, that Exν < ∞ for all x. We start the BMC in the origin o. The key idea of the proof
is to observe that the total number of partiles ever returning to o an be interpreted as the
total number of progeny in a branhing proess (Zn)n≥0. Note that eah partile has a unique
anestry line whih leads bak to the starting partile at time 0 at o. Let Z0 := 1 and Z1 be the
number of partiles that are the rst partile in their anestry line to return to o. Indutively
we dene Zn as the number of partiles that are the nth partile in their anestry line to return
to o. This denes a Galton-Watson proess (Zn)n≥0 with ospring distribution Z
d
=Z1. We have
Z1
d
=ν given that the proess starts in the origin o. Furthermore,
∞∑
n=1
Zn =
∞∑
n=1
η(n)∑
i=1
1{xi(n) = o}.
If α(o) = 0, then
∑∞
n=1 Zn <∞ a.s., hene (Zn)n≥0 is ritial or subritial and Eoν = E[Z] ≤ 1.
In order to show the existene of a superharmoni funtion it sues now to hek that
f(x) := Exν > 0 satises inequality (2). For x suh that m(x, o) = 0 it is straightforward to
show that even equality holds in (2). If m(x, o) > 0, we have
f(x) = Exν =
∑
y 6=o
m(x, y)Eyν +m(x, o) · 1
≥
∑
y
m(x, y)Eyν
= Mf(x),
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sine Eoν ≤ 1.
Conversely, we onsider the BMC* with origin o and dene
Q(n) :=
η(n)∑
i=1
f(xi(n)),
where xi(n) is the position of the ith partile at time n. It turns out that Q(n) is a positive
supermartingale, so that it onverges a.s. to a random variable Q∞. We refer to [8℄ for the
tehnial details. Furthermore, we have
ν(o) ≤
Q∞
f(o)
(3)
for a BMC* with origin o started in o. We obtain using Fatou's Lemma
Eoν ≤
EoQ∞
f(o)
≤
EoQ(0)
f(o)
=
f(o)
f(o)
= 1. (4)
Hene, the embedded Galton-Watson proess (Zn)n≥0 is ritial or subritial and dies out sine
Po(ν(0) < 1) > 0.
Condition (2) in Theorem 2.1 suggests that the spetral radius of the operator M plays a
ruial role in nding a more expliit ondition for transiene. To pursue this path let us briey
reall some known properties of irreduible kernels and of their spetral radii. An operator
K = (k(x, y))x,y∈X on X is an irreduible kernel if k(x, y) ≥ 0 for all x, y ∈ X and for all x, y
there is some l suh that k(l)(x, y) > 0, where K l =
(
k(l)(x, y)
)
x,y∈X
is the lth onvolution of K
with itself.
Denition 2.2. The Green funtion of K is the power series
G(x, y|z) :=
∞∑
n=0
k(n)(x, y)zn, x, y ∈ X, z ∈ C.
Lemma 2.2. For all x, y ∈ X the power series G(x, y|z) has the same nite radius of onvergene
R(K) given by
R(K) :=
(
lim sup
n→∞
(
k(n)(x, y)
)1/n)−1
<∞
Proof. The fat that the power series dening the funtions G(x, y|z) all have the same radius
of onvergene follows from a system of Harnak-type inequalities. Due to the irreduibility of
K for all x1, x2, y1, y2 ∈ X there exist some l1, l2 ∈ N suh that we have k
(l1)(x1, x2) > 0 and
k(l2)(y2, y1) > 0. Thus for every n ∈ N,
k(n+l1+l2)(x1, y1) ≥ k
(l1)(x1, x2)k
(n)(x2, y2)k
(k2)(y2, y1).
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Consequently, for every z ∈ R+
G(x1, y1|z) ≥ k
(l1)(x1, x2)k
(l2)(y2, y1)z
l1+l2G(x2, y2|z). (5)
It follows that the radius of onvergene of G(x1, y1|z) is at least that of G(x2, y2|z). The fat
that R(K) <∞ follows from the irreduibility of K: let l ∈ N suh that k(l)(x, x) = ε > 0 then
k(nl)(x, x) ≥ εn for every n ≥ 0.
Denition 2.3. The spetral radius of an irreduible kernel K is dened as
ρ(K) := lim sup
n→∞
(
k(n)(x, y)
)1/n
> 0. (6)
The following haraterization of the spetral radius in terms of t-superharmoni funtions
is ruial for our lassiation:
Lemma 2.3.
ρ(K) = min{t > 0 : ∃ f(·) > 0 suh that Kf ≤ tf}
Proof. We sketh the proof and refer for more details to [11℄ or [18℄. We write S+(K, t) for the
olletion of all positive funtions f satisfying Kf ≤ tf. Observe that a funtion in S+(K, t) is
either stritly positive or onstant equal to 0. In order to onstrut a base of the one S+(K, t)
we x a referene point o ∈ X and dene
B(K, t) := {f ∈ S+(K, t) : f(o) = 1}.
If there is some f 6= 0 in S+(K, t) then ρ(K) ≤ t sine
k(n)(x, x)f(x) ≤ Knf(x) ≤ tnf(x).
On the other hand, observe that for t > ρ(K) we have
f(x) :=
G(x, o|1/t)
G(o, o|1/t)
∈ B(K, t).
The fat that B(K, ρ(K)) =
⋂
t>ρ(K)B
+(K, t) 6= ∅ follows now from the observation that for all
t > ρ(K) the base B(K, t) is ompat in the topology of pointwise onvergene.
We now obtain as an immediate onsequene of Theorem 2.1 a lassiation in terms of the
spetral radius of M.
Theorem 2.4. The BMC (X,ω) is transient if and only if ρ(M) ≤ 1.
We an diretly show that ρ(M) < 1 implies transiene. Just observe that G(x, y|1) < ∞
equals the expeted number of partiles visiting y in a BMC started in x and transiene follows
immediately. Conversely, the fat that ρ(M) > 1 implies the reurrene of the BMC an be also
seen by dint of the interpretation as a general branhing proess and the fat that the spetral
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radius of an innite irreduible kernel ρ(M) an be approximated by the spetral radii of nite
irreduible kernels. A subset Y ⊂ X is alled irreduible (with respet to M) if the operator
MY = (mY (x, y))x,y∈Y (7)
dened by mY (x, y) := m(x, y) for all x, y ∈ Y is irreduible. Notie that in this ase ρ(MY ) is
just the Perron-Frobenius eigenvalue of MY . We nd
ρ(M) = sup
Y
ρ(MY ), (8)
where the supremum is over nite and irreduible subsets Y ⊂ X. Therefore, if ρ(M) > 1 then
there exists a nite and irreduible Y suh that ρ(MY ) > 1. Now, let us onsider only partiles
in Y and neglet all the others. We obtain a superritial multi-type Galton-Watson proess
with rst moments MY that survives with positive probability sine ρ(MY ) > 1, ompare with
[5℄. The subset Y takes the position of reurrent seeds in [3℄. In ontrast to [3℄ we don't need
to onstrut the seeds expliitly but use Equation (8) in order to make the riterion expliit for
branhing random walk in random environment.
2.1 The ritial BMC is transient
We have already mentioned in the introdution that the model we study in this paper is more
general than the model where branhing and movement are independent. Let us onsider a BMC
(X,P, µ) with independent branhing and movement. Here (X,P ) is an irreduible and innite
Markov hain in disrete time and
µ(x) = (µk(x))k≥1
is a sequene of non-negative numbers satisfying
∞∑
k=1
µk(x) = 1 and m(x) :=
∞∑
k=1
kµk(x) <∞.
We dene the BMC (X,P, µ) with underlying Markov hain (X,P ) and branhing distribution
µ = (µ(x))x∈X following [8℄. At time 0 we start with one partile in an arbitrary starting position
x ∈ X. At eah time eah partile in position x splits up aording to µ(x) and the ospring
partiles move aording to (X,P ). At any time, all partiles move and branh independently
of the other partiles and the previous history of the proess. Now, let ω be a ombination of
multi-nomial distributions,
ωx(v) :=
∑
k
µk(x)Mult (k; p(x, y), y ∈ {y : p(x, y) > 0}) ,
and hene (X,ω) has the same distribution as (X,P, µ). We immediately obtain the result of
Theorem 3.2 in [4℄.
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Theorem 2.5. A BMC (X,P, µ) with onstant mean ospring, i.e. m(x) = m ∀x, is transient
if and only if m ≤ 1/ρ(P ).
The general (disrete) BMC an be used to study ertain ontinuous-time branhing random
walks. Let us onsider the branhing random walk studied for example in [12℄, [10℄ and [14℄.
Let G = (V,E) be a loally bounded and onneted graph with vertex set V and edges E. The
branhing random walk (G,λ) on the graph G is a ontinuous-time Markov proess whose state
spae is a suitable subset of N
V . The proess is desribed through the number η(t, v) of partiles
at vertex v at time t and evolves aording the following rules: for eah v ∈ V
η(t, v) → η(t, v) − 1 at rate η(t, v)
η(t, v) → η(t, v) + 1 at rate λ
∑
u:u∼v
η(t, u),
where λ is a xed parameter and u ∼ v denotes that u is a neighbor of v. In words, eah partile
dies at rate 1 and gives birth to new partiles at eah neighboring vertex at rate λ. Let o ∈ V
be some distinguished vertex of G and denote Po the probability measure of the proess started
with one partile at o at time 0. One says the branhing random walk (G,λ) survives loally if
Po (η(t, o) = 0 for suiently large t) < 1
or equivalently
Po (∃(tn)n∈N : tn →∞ and η(tn, o) > 0) = 0.
Sine this is equivalent to the fat that the probability that innitely many partiles jump to
o is zero, the question of loal survival an be answered with an appropriate BMC. To this end
let (V,ω) be any BMC with mean substitution m(u, v) := λ if u ∼ v and m(u, v) := 0 otherwise.
Hene, M = λ ·A, where A is the adjaeny matrix of the graph G = (V,E). Theorem 2.4 gives
that the BMC (V,ω) is transient if and only if λ ≤ 1/ρ(A).
It is now straightforward to obtain the following result that strengthen Proposition 2.5 and
Lemma 3.1 in [10℄ where the behavior in the ritial ase, λ = 1/ρ(A), was not treated.
Corollary 2.6. The branhing random walk (G,λ) survives loally if and only if λ > 1/ρ(A).
3 BRWRE on Z
d
We turn now to branhing random walk in random environment (BRWRE) on Z
d
and see how
the results of the preeding setion apply to this model. First, we dene the model.
3.1 The model
Let U ⊂ Zd be a nite generator of the group Zd. Dene
V :=
v = (vy, y ∈ U) : vy ∈ N, ∑
y∈U
vy ≥ 1
 .
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Furthermore, let us dene the probability spae that desribes the random environment. To this
end, let
M :=
{
ω = (ω(v), v ∈ V) : ω(v) ≥ 0 for all v ∈ V,
∑
v∈V
ω(v) = 1
}
.
be the set of all probability measures ω on V and let Q be a probability measure on M. For
eah x ∈ Zd a random element ωx ∈ M is hosen aording to Q independently. Let Θ be the
orresponding produt measure with one-dimensional marginal Q and denote K := supp(Q) the
support of the marginal. The olletion ω = (ωx, x ∈ Z
d) is alled a realization of the random
environment Θ. Eah realization ω denes a BMC (Zd,ω) and we denote Pω the orresponding
probability measure. Throughout the paper we will assume the following ondition on Q that
ensures the irreduibility of our proess:
Q
{∑
y
ω0(y) > ε ∀y ∈ S
}
= 1 for some ε > 0, (9)
where S ⊂ U is some generating set of Zd. For example, we an hoose S := {±ei, 1 ≤ i ≤ d},
where ei is the ith oordinate vetor of Z
d. The uniform ondition in (9) is used for Lemma 3.4 and
Lemma 3.5 where we need that the BMC (Zd,σ) is irreduible for all realization σ = (σx)x∈Zd
with σx ∈ K.
3.2 Transiene or strong reurrene
Due to ondition (9) Θ-almost every ω denes an irreduible matrix Mω. Hene, with Lemma
2.2
ρ(Mω) = lim sup
n→∞
(
mω
(n)(x, x)
)1/n
, ∀x ∈ Zd.
Furthermore, we have that the translation {Tz : z ∈ Z
d} ats ergodially as a measure pre-
serving transformation on our environment. Together with the fat that lim supn→∞
(
mω
(n)(x, x)
)1/n
does not depend on x this implies that log ρ(Mω) is equal to a onstant for Θ-a.a. realizations
ω. Eventually, ρ = ρ(Mω) for Θ-a.a. realizations ω and some ρ, that we all the spetral radius
of the BRWRE. Together with Theorem 2.4 this immediately implies that the BRWRE is either
transient for Θ-a.a. realizations or reurrent for Θ-a.a. realizations. We have even the stronger
result, ompare with [3℄:
Theorem 3.1. We have either
• for Θ-a.a. realizations ω the BRWRE is strongly reurrent:
α(ω, x) := Pω,x
 ∞∑
n=1
η(n)∑
i=1
1{xi(n) = x} =∞
 = 1 ∀x ∈ X, or
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• for Θ-a.a. realizations ω the BRWRE is transient:
Pω,x
 ∞∑
n=1
η(n)∑
i=1
1{xi(n) = x} =∞
 = 0 ∀x ∈ X.
Proof. It remains to show that ρ > 1 implies α(ω, x) = 1 for all x ∈ X. For Θ-a.a. ω there
exists some Y ⊂ Zd suh that ρ(MωY ) > 1 and the orresponding multi-type Galton-Watson
proess is superritial and survives with positive probability. We start the proess in x ∈ X.
Sine the random environment is iid, it is easy to onstrut a sequene of independent multi-type
Galton-Watson proesses whose extintion probability are bounded away from 1, we refer to [3℄
and [9℄ for more details. At least one of these proesses survives and innitely many partiles
visit the starting position x, i.e. α(ω, x) = 1.
3.3 The spetral radius of BRWRE and the transiene riterion
We rst give the transiene riterion.
Theorem 3.2. The BRWRE is transient for Θ-a.a. realizations if
sup
m∈Kˆ
inf
θ∈Rd
(∑
s
e〈θ,s〉m(s)
)
≤ 1. (10)
Otherwise it is strongly reurrent for Θ-a.a. realizations.
Remark 3.1. The fat that ondition (10) is equivalent to Condition L of [3℄ follows through
straightforward alulation and the fat that the sup and inf in (10) are attained.
The remaining part of the paper is devoted to the identiation of ρ in order to show the
expliit riterion for transiene, Theorem 3.2. The rst observation is that the spetral radius
is as large as possible, ompare with Lemma 3.3, then that it only depend on the onvex hull of
the support K, ompare with Lemma 3.4, and the last one that it equals the spetral radius of
an appropriate homogeneous BMC, ompare with Lemma 3.5.
The rst Lemma is a straightforward generalization of [9℄ or alternatively follows from the
proof of Lemma 3.4.
Lemma 3.3. We have
ρ := ρ(Mω) = sup
σ
ρ(Mσ) for Θ-a.a. ω,
where the sup is over all possible olletions σ = (σx)x∈Zd with σx ∈ K.
Furthermore, the spetral radius does only depend on the onvex hull Kˆ of the support K of
Q, ompare with [17℄ where this is done for random walk in random environment.
Lemma 3.4. We have
ρ := ρ(Mω) = sup
σˆ
ρ(M
σˆ
) for Θ-a.a. ω,
where the sup is over all possible olletions σˆ = (σˆx)x∈Zd with σˆx ∈ Kˆ.
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Proof. In order to see this reall that for any irreduible kernel K we have, due to Lemma 2.3
and Equation (8),
ρ(K) = min{t > 0 : ∃ f(·) > 0 suh that Kf ≤ tf}
and
ρ(K) = sup
Y
ρ(KY ), (11)
where the supremum is over nite and irreduible subsets Y ⊂ Zd. Let F ⊂ Zd be an irreduible
subset with respet to M and dene as usual the omplement F c := Zd \ F, the boundary
∂F := {x ∈ F : m(x, y) > 0 for some y ∈ F c} and the inner points F ◦ = F \ ∂F of the set F.
The key point is now to onsider the equation∑
y
m(x, y)f(y) = t · f(x) ∀x ∈ F ◦ (12)
with boundary ondition f(y) = 1 ∀y ∈ ∂F. In order to give a solution of equation (12),
we onsider a modied proess where we identify the border of F with a single point, say △.
Let M˜ be the nite kernel over F˜ := F ◦ ∪ {△} with m˜(x, y) := m(x, y) for all x, y ∈ F ◦,
m˜(x,△) :=
∑
y∈∂F m(x, y) for all x ∈ F
◦
and m˜(△, x) = 0 for all x ∈ F˜ . Observe that M˜ is
nite with absorbing state △. Then the funtion
f˜F (t, x) :=
∞∑
k=0
m˜(k)(x,△)(1/t)k
is the unique solution of ∑
y
m˜(x, y)f(y) = t · f(x) ∀x ∈ F ◦ (13)
with boundary ondition f(△) = 1.
One an think of f˜F (t, x) as the expeted number of partiles visiting ∂F for the rst time
in their anestry line in the multi-type Galton-Watson proess with rst mean 1/t · M˜ and one
original partile at x ∈ F. Furthermore, we have that
ρ(M˜ ) = inf{t > 0 : f˜F (t, x) <∞ ∀x ∈ F},
sine R(M˜) = 1/ρ(M˜ ) is the onvergene radius of G˜(x, x|z) :=
∑∞
k=0 m˜
(k)(x, x)zk for all x ∈ F ◦.
Sine mF (x, y) = m(x, y) for all x, y ∈ F we have that the onvergene radius of G˜(x, x|z) equals
the one of GF (x, x|z) :=
∑∞
k=0m
(k)
F (x, x)z
k
for all x ∈ F ◦. Eventually,
ρ(MF ) = inf{t > 0 : fF (t, x) <∞ ∀x ∈ F},
where fF (t, x) := f˜F (t, x) for all x ∈ F
◦
and fF (t, y) := f˜F (t,△) for all y ∈ ∂F.
The last step is now to determine for every nite set F the largest spetral radius over all
possible hoies ofMF with m(x, ·) ∈ K and show that this value does not hange if we maximize
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over all possible hoiesMF with m(x, ·) ∈ Kˆ.We onsider the following dynamial programming
problem:
sup
m(x,·)∈K
∑
y
m(x, y)f(y) = t · f(x) ∀x ∈ F ◦ (14)
with boundary ondition f(y) = 1 ∀y ∈ ∂F. The goal of the optimization problem is to max-
imize fF (t, x) over the possible hoies of MF . Observe that there will be a maximal value
of t∗ suh that the solution f∗ of the optimization problem is nite for all t > t∗. The value
t∗ is now equal to the largest spetral radius ρ(MF ) we an ahieve. We onlude with the
observation, that t∗ does not hange if we replae K by its onvex hull Kˆ and the fat that
ρ(M) = supF ρ(MF ).
The next step is to show that the spetral radius ρ of the BRWRE equals the spetral
radius of some homogeneous BMC and an therefore be alulated expliitly. We generalize the
argumentation of [9℄ and [17℄.
Lemma 3.5. For a RWRE on Z
d
we have for Θ-a.a. realizations ω
ρ(Mω) = sup
m∈Kˆ
ρ(Mhm) (15)
= sup
m∈Kˆ
inf
θ∈Rd
(∑
s∈U
e〈θ,s〉m(s)
)
, (16)
where Mhm is the transition matrix of the BMC with m(x, x + s) = m(0, s) =: m(s) for all
x ∈ Zd, s ∈ U.
Proof. The seond equality is more or less standard. It follows for example from the fat that
ρ(P ) = exp(−I(0)), where I(·) is the rate funtion of the large deviations of the random walk on
Z
d
with transition probabilities P := M/
∑
sm(s). Sine, due to Lemma 3.4, we have ρ(Mω) ≥
supm∈Kˆ ρ(M
h
m), it remains to show
ρ(Mω) ≤ sup
m∈Kˆ
inf
θ∈Rd
(∑
s
e〈θ,s〉m(s)
)
for Θ-a.a. realizations ω. Observing that the funtion φ(m(·), θ) :=
(∑
s e
〈θ,s〉m(s)
)
is onvex in
θ and linear in m(·), we get by a standard minimax argument, ompare with [13℄, that
sup
m∈Kˆ
inf
θ∈Rd
∑
s
e〈θ,s〉m(s) = inf
θ∈Rd
sup
m∈Kˆ
∑
s
e〈θ,s〉m(s) =: c.
Let ε > 0 and θ ∈ Rd suh that
sup
m∈Kˆ
∑
s
e〈θ,s〉m(s) ≤ c(1 + ε).
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By indution we have for any realization ω :∑
xn∈Zd
e〈θ,xn〉mω(0, xn) ≤ (c(1 + ε))
n.
Therefore by observing only xn = 0 :
m
(n)
ω (0, 0) ≤ (c(1 + ε))
n,
and hene ρ(Mω) ≤ c(1 + ε) for all ε > 0.
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