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Abstract 
A new kernel based unsupervised clustering algorithm has been proposed. The proposed algorithm is called unsuper-
vised kernel possibilistic clustering algorithm (UKPC), which is an extension of the previously proposed clustering 
algorithm of unsupervised possibilistic clustering algorithm (UPC). In UKPC, the sample points are mapped into the 
feature space by the introduced kernel function, and the final clustering partition is obtained by optimizing the objec-
tive function of UKPC, which adopts the same clustering rule with UPC clustering model. UKPC has the ability of 
revealing the non-convex cluster structure because the input data are mapped implicitly into a high-dimensional fea-
ture space where the nonlinear pattern now appears linear. The contrast experimental results with UPC and other 
typical fuzzy clustering algorithms show the better performance of the proposed algorithm.  
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [name organizer] 
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1. Introduction 
Clustering analysis plays an important role in many fields such as data mining, computer vision and unsu-
pervised pattern recognition. There are many clustering methods based on different theories have been 
proposed for solving this problem. According to the value range of membership function, these methods 
can be classified into two main types: hard and fuzzy clustering method. Compared with hard clustering 
method, fuzzy clustering has a better clustering performance, and can describe the data structure more rea-
sonably. Fuzzy c-means (FCM) [1] clustering algorithm is one of the most widely used fuzzy clustering 
algorithm, however, FCM is sensitive to noise and outliers. A possibilistic approach called possibilistic c-
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means (PCM) [2] was proposed by Krishnapuram and Keller to solving these problems of FCM. PCM suc-
cessfully decrease the influence of noise and outliers. In the meanwhile, some new problems are also 
brought about by the PCM clustering model. The main of these problems are the following. (1) PCM is 
sensitive to the initializations [3],[4]; (2) the clustering results of PCM heavily depend on the parameter of 
its clustering model [3],[4]; (3) PCM tends to generate coincident clusters [4]. 
In the literature, there are several enhanced PCM algorithms proposed to improve the performance of 
PCM [5]–[10]. Most of the enhanced algorithms [5]–[10] aim to solve the problem of generating coinci-
dent clusters in PCM. PCM and most of its variants such as algorithms in [5]–[10] is sensitive to the para-
meter settings in their clustering model. How to determine an appropriate value of these models is still an 
open problem. In 2006, a novel fuzzy clustering algorithm called unsupervised possibilistic clustering algo-
rithm (UPC) was put forward by Yang and Wu [11]. The objective function of UPC combines the FCM 
objective function with two cluster validity indexes. Yang and Wu pointed out that the parameters used in 
UPC are easy to handle, and UPC is an unsupervised clustering since it can determine the cluster number 
by their proposed validity indexes. Although UPC has many merits, like most enhanced visions [5]–[10], it 
only reveal the convex cluster structure of the data set. UPC can not works well if the data has a non-
convex cluster structure. 
In this paper, we put forward a new fuzzy clustering model based on kernel methods called unsuper-
vised kernel possibilistic clustering (UKPC). UKPC can be regarded as an extension of UPC. In UKPC, 
the sample points are mapped into the feature space by the introduced kernel function, and the final clus-
tering partition is obtained by optimizing the objective function of UKPC, which adopts the same cluster-
ing rule with UPC clustering model. Compared with UPC, UKPC has the ability of revealing the non-
convex cluster structure because the input data are mapped implicitly into a high-dimensional feature 
space where the nonlinear pattern now appears linear. The rest of this paper is organized as follows. Sec-
tion II discusses PCM and UPC. The proposed method is presented in detail in Section III. The contrast 
experimental results are shown in Section IV. Section V has our conclusions. 
2. PCM and UPC 
Possibilistic c-means (PCM) clustering algorithm [2], [3], was proposed by Krishnapuram and Keller to 
overcome the problem of sensitivity to noise in FCM. PCM is robust to the noise and outliers because it 
relaxed the constraint that the memberships for a given datum across all clusters are 1. PCM clustering 
model can be described as the following optimization problem [2]: 
Minimize    2
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where 1m ! is the fuzzy factor, the value of m reflects the degree of the fuzzy partition of the data set. c is
the cluster numbers which is set manually in supervised clustering. n  is the number of the datum of the 
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Such choice of iK  makes it proportional to the average intra-cluster distances. 0K ! is typically chosen to 
be 1. The objective function of PCM evolves from FCM. The first term of pcmJ  has the same from and role 
with the FCM objective function, which aims to minimize the weighted distances. The second term is a 
penalty which is introduced to avoid the meaningless cluster partition of 0iju  ,i j . To distinguish with 
the conventional fuzzy clustering, Krishnapuram and Keller  call this approach possibilistic clustering be-
cause the membership degrees for one datum is similar with the possibility of its being a member of the 
corresponding cluster. As mentioned above, although PCM resolves the noise sensitivity problem of FCM, 
however, some new problems are also brought about. First, the optimization problem of minimize pcmJ  in 
PCM is equivalent to c sub-optimization problems and each sub-optimization problem only depend on one 
cluster center, which makes PCM suffer from the problem of generating coincident clusters [7]. Second, 
the performance of PCM is difficult to control because the clustering result of PCM heavily depends on the 
chosen parameter 
i
K  and the initializations of cluster centers or the possibilistic partition matrix (see [3], 
[4]). Moreover, how to determine the value of parameter 
i
K and initializations in the real applications is still 
a difficult problem (see [11]).  
In 2006, Yang and Wu proposed a new possibilistic clustering algorithm called unsupervised possibilis-
tic clustering (UPC) [11]. Compared with PCM, UPC has two major improvements. First, the parameter of 
UPC has a obvious meaning and can be easily controlled. Second, UPC can be executed as an unsuper-
vised clustering combing with its proposed cluster validity. UPC clustering model can be described as the 
following mathematic problem: 
Minimize   2
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where m  is the fuzzy factor and c  is the cluster numbers. Parameter E is a positive real number which is a 
normalization term that measures the degree of separation of the dataset, and the authors suggest it to be 
the sample co-variance [11]. The first term of upcJ  has a same form and plays a same role with the FCM 
objective function. The additional introduced term in the objective function of UPC has two effects. Firstly, 
it is used to avoid the trivial solution of 0,iju  ,i j , and secondly, it has a similar interpretation of PE 
validity index and PC validity index, which makes UPC fit for unsupervised clustering. The necessary 
condition for a minimizer of upcJ is the following equations [10],[11]: 
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UPC inherits the merit of PCM that it is robust to the noise, which can be seen from (4). In the final 
fuzzy partition of UPC, distance 
ij kj
d d!  suggests
ij ik
u u , that is to say, the membership of UPC proportional 
to the relative magnitude of distance from different data points to a given center. If a sample point p is far 
away from the cluster center, it must be an outlier or noise point. From the above analysis we can see that 
the membership for p  must have a relatively smaller value than the points closer to the center, which 
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makes p have little influence on upcJ . Although UPC is superior to the conventional possibilistic clustering 
in several aspects, it also inherits the disadvantage of the conventional algorithm. Like FCM and PCM, 
UPC supposes the cluster structure of the data set is hyper-spherical or hyper-ellipsoidal, which makes 
UPC can only detect the convex cluster structure, especially the hyper-spherical or hyper-ellipsoidal struc-
ture in the given data set. UPC will wrongly classify the data if the data structure consists of  non-convex 
cluster structure. We will introduce the kernel methods to avoid such shortcoming in the next section. 
3. Unsupervised kernel possibilistic clustering algorithm 
Suppose : ( )x x H) ) 6 is the map from the data space sR to the feature space H , let ,  denote 
the inner product of the feature space. We do not need to know the form of the map of )  because the map 
of ) is realized indirectly by the introduced kernel function K(x,y)= ( ), ( )x y) ) , which defines the inner 
product of the feature space. The objective function of the proposed unsupervised kernel possibilistic clus-
tering modelis the following: 
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where 1 2[ , , , ]cW w w w ! denote the cluster centers in the feature space.
( ) ( ( ) ),( ( ) )ij j i j i j iHD x w x w x w )   )  )  denotes the distance from the datum, which is mapped 
from jx  by ) , to the cluster center iw in the feature  space. By introducing the Lagrange multiplier and 
using the necessary conditions for a minimizer of the objective function, we have the following equations: 
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Substitute (8) into the formula of 2ijD .
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The value of E  is defined by the co-variance of the data points in the feature space, which has a similar 
interpretation of the original paper [11]. 
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w  is the mean of the data in the feature space, 
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The formula of (12) is an explicit expression of map ) , we can eliminate ) using the kernel technique by 
substitute (12) into (11). After simplification, we have the following expression of E :
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The details of the UKPC algorithm are summarized as follows: 
Step 1: set cluster number c , fuzzy factor m ; determine the kernel function ( , )K x y used in the UKPC 
algorithm, calcute the value of E  using (13); set the convergence precision 0H ! ; let the iteration times 
0k  ; initialize the possibilistic matrix (0)U .
Step 2: calculate 2 (1 ,1 )ijD i c j nd d d d  using (9). 
Step 3: calculate ( 1)kU   using (7), and let 1k k  .
Repeat step 2 and 3 until the following terminal conditions is satisfied:  
   1 , 1k kU U kH d t .                      (14) 
4. Numerical experiments 
We conduct several contrast experiments to study the performance of UKPC. The kernel function is 
chosen as the gaussian kernel 
2
2
( , ) exp
2
x y
K x y
V
§ ·
¨ ¸ ¨ ¸© ¹
for all the experiments. 
To test the robust property of the proposed algorithm, we compare it with two fuzzy clustering algorithms, 
i.e. FCM [1] and UPC [11] on the data set of data_noise which is shown in figure 1. From Fig. 1 we can 
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see that data set of data_noise consists of 12 data points.  There is one noise point A(0,0) and one outlier 
B(0,10) in this data set. In [11], the authors do not give a direct method of how to initialize the centers or 
possibilistic matrix. Here we use the centers obtained by FCM as its initial centers. The results for the noise 
point and outlier are shown in table 1, from which we can see that FCM assigns the membership value of 
0.5 for both A and B, which makes the noise points A and B have significant influence on the objective 
function of FCM since their distances from centers are relatively large. Contrast to FCM, UPC and UKPC 
give more reasonable membership values. Moreover, compared with the other two algorithms, UKPC as-
sign the smallest value to these two points, which decreases the influence of noise points on the objective 
function to the greatest extent. 
Another contrast experiment compared with UPC is used to test the ability of detecting the cluster 
structures of different shapes of the data set. The first data set “data_le” is shown in figure 2a. This data set 
consists of 130 2D data points with a cluster structure of the line shape at the top and another cluster of the 
elliptic shape at the bottom of the figure. The second data set is “data_ts”. As shown in figure 2(b), data_ts 
consists of two clusters with a non-convex structure. The clustering results of UPC are shown in figure 2(c) 
and (d), from which we can see that UPC classify both data sets mistakenly and only detected the convex 
cluster structure of the data sets. Figure 2(e) and (f) give the partition determined by UKPC. Compared 
with UPC, the performance of UKPC is acceptable. Although the data sets have structures of different and 
non-convex shapes, UKPC directly reveals the cluster structure of both data sets.  
Figure 1. data set of data_noise 
Table I Membership Values For The Noise And Outlier 
data
points 
FCM UPC UKPC
(1)U (2)U (1)U (2)U (1)U (2)U
A 0.5000 0.5000 0.3246 0.3226 0.0669 0.0696 
B 0.5000 0.5000 0.0000 0.0003 0.0000 0.0000 
(a)                                                          (b) 
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Figure 2. (a) Data set of data_le; (b) Data set of data_ts; (c)-(d) results from UPC; (e)-(f) results from UKPC; 
5. Conclusions 
In this paper, we have proposed a new clustering algorithm named UKPC inspired by the UPC. The 
new algorithm integrates UPC with kernel function to improve the performance of UPC for dealing with 
some issues in the clustering tasks. The contrast experiment results show that UKPC inherits the merit of 
UPC that it is robust to the noise and outliers, in the meanwhile it has the ability of detecting the clusters 
with different shapes and non-convex structures. The future work is to investigate the relations between the 
cluster structure and the kernel function, so we can choose an appropriate type of kernel function according 
to the prior information of the date set to be classified. 
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