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1. INTRODUCTION 
In the process of developing and teaching a course in mathematical modelling aimed at 
good upper-division and graduate students, I have naturally thought a good deal about 
the essential ingredients of such a course. Clearly, the selection of these essentials will 
reflect individual prejudices. Nevertheless, in discussing my ideas with others who have 
made the same effort in recent years, I find that there may be, after all, an identifiable 
“kernel” emerging on which rather universal agreement might be forthcoming. This paper 
represents an attempt to describe such a “kernel” and is offered, not as a definitive 
treatment of the subject, but in the hope of stimulating further thinking and refinement. 
The one-semester course I shall discuss is aimed at students who have taken advanced 
calculus, linear algebra, a beginning course in differential equations, and have had some 
exposure to probability theory. At the Claremont Colleges most senior mathematics 
majors will have taken such courses, as will virtually all of the graduate students in our 
popular applied mathematics M.A. concentrations. The mathematical modeling course 
is designed to serve, among other things, as the theoretical counterpart to the practical 
experience students gain in our Mathematics Clinic [ 1,21. In the Clinic, students work 
together in teams under faculty supervision on problems arising in industry and govern- 
ment agencies. Such open-ended work on real-world problems poses a great challenge to 
students and faculty alike. In addressing such problems, students are understandably 
anxious to have practical modelling tools made available to them. For these reasons, the 
principle goal of the course I shall describe is to communicate to students those ideas 
which seem to be of greatest value in formulating, analyzing, and evaluating mathematical 
models developed to solve real-world problems. 
2. GLOBAL OUTLOOK ON MODELLING 
Because work in applied mathematics begins with the statement of a problem which 
has arisen in a discipline outside of mathematics, the applied mathematician’s first task 
is to create a mathematical image--or model-f the physical process which incorporates 
realistic assumptions and constraints. From this model, information is extracted which 
must then be compared with physical evidence typically gained through experimentation. 
This comparison is designed to determine the worth of the mathematical model. If the 
model appears to be inadequate it must be altered and new quantitative information 
gathered. Clearly, fidelity to the original problem is of paramount importance if the mo- 
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delling process is to be effective. The essentials of this procedure are depicted in the 
schematic diagram of. Figure 1. 
In Figure 1, the step P -+ E involves problem classification and formulation, derivation 
of equations from first principles, and related material. The step E + E’ involves dimen- 
sional analysis and scaling, the notion of the condition of a problem, and perturbation 
theory-all of which may be quite nonstandard subjects in traditional mathematics 
courses. Only the solution step E’ + S, which may make use of a variety of mathematical 






















Fig. 1. Schematic for mathematical modelling process. 
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to emphasize that step least, relying heavily on the students’ exposure in other courses 
to solution techniques. The model evaluation and revision, embodied in steps S * I and 
I + E’, are in many respects the most difficult to teach but very important in practical 
application. 
With the outline of Figure 1, and with the decision to develop mathematical solution 
techniques only as needed, most of the effort can then be devoted to the nonstandard 
steps in Figure 1. While it appeared to be crucial to develop the course as problem- 
oriented, it was deemed important to avoid a course in which a sequence of problems 
and their solutions is presented, without attempting to expose basic principles of math- 
ematical modelling. Furthermore, although it seemed desirable to discuss as wide a va- 
riety of practical applications as possible, it was decided that a deeper discussion of a 
small number of problems might have more value than a rather superficial discussion of 
many problems. This device could also be used to minimize the nonmathemutical pre- 
requisites, which can impose serious time limitations in any modelling course. 
With these elements decided upon, the outline of a course began to emerge. Using the 
schematic of Figure 1 as a guide, the following ingredients seemed essential: 
1. Classification of equation types; survey of the more important solution techniques. 
2. Derivation of equations from first principles; conservation principles. 
3. Simplification of model equations; neglect of small terms, conditioning, dimensional 
analysis, and scaling. 
4. Perturbation analysis, regular and singular. 
5. Application of fundamental modelling principles to case studies. 
3. OUTLINE OF A MODELLING COURSE 
In 1976, while examining books for use as possible texts for such a course, only the 
book of Lin and Segal[31 seemed to contain most of the essential ingredients just sketched 
at a level appropriate for well-prepared seniors and graduate students. Even as this is 
being written, the author is aware of no other single text which would seem as useful, 
although the point of view of the monograph [4] is very close to our philosophy. Nor has 
Lin and Segal’s book any discussion of equation types or of the most important solution 
techniques associated with each type. In particular, it is especially lacking in the area of 
numerical methods. While this can easily be (and, of course, often is) the subject of a 
course in its own right, a brief survey of at least the “classical” lines of attack seemed 
in order here since most real problems must be solved with the aid of a computer. 
Classification of equation types 
After some thought it was decided to adopt the approach of Saaty 151 in classifying 
equation types. Accordingly, all equations may be classified into five distinct types or 
their hybrids: (1) algebraic, (2) differential (both ordinary and partial), (3) difference, (4) 
integral, and (5) functional. A simple problem leading to an equation of each type as its 
mathematical model is presented to give some feel for the applications areas which lead 
most naturally to each type. Of course, it must be recognized that differential equations 
are the most important single class. Nevertheless, many problems arising in economics 
and the social sciences give rise to difference equations, while problems encountered in 
probabilistic applications often have their most natural expression in terms of integral 
equations. 
Although solution techniques as such are not meant to be treated in this course in 
detail, it was felt necessary to sketch at least the principal theoretical and numerical 
approaches associated with each equation type. Thus, for example, a quick review of the 
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general principles needed to solve, say, linear differential equations, is presented along 
with a fundamental existence and uniqueness theorem for nonlinear equations. The proof 
of this theorem is sketched and its idea (the method of iteration) is used to motivate the 
several most basic methods for solving differential equations numerically. Whenever pos- 
sible (and this is surprisingly often), such connections between theoretical results and 
numerical procedures are established. It must be emphasized that time does not permit 
a leisurely approach to such a survey. For example, about one and one-quarter hours of 
lecture are devoted to the fundamental theory and main solution techniques for differential 
equations, with a correspondingly brief treatment for other equation types. The theory 
is presented strictly as a survey, and the numerical methods as indicative of what can be 
accomplished without digging too deeply. References are supplied so that the latest meth- 
ods can be digested as needed outside of class. No single reference is nearly adequate to 
cover all bases. In addition to 151 for its system of classifying equation types and examples 
thereof, 1 have found 16-101 and a great many review and survey articles in recent journals 
useful in developing such lectures concerning solution methods. 
Derivation of equations 
Having discussed the kinds of equations which are apt to arise as mathematical models, 
it seems appropriate next to indicate how, in fact, they do arise. This leads naturally to 
the subject of deriving equations from first principles. In order to minimize nonmathe- 
matical prerequisites, I tend to favor confining attention initially to problems of diffusion- 
type. Since such equations do arise in a variety of applications and since their study has 
produced some of the most generally useful and, at the same time, dazzling results, I feel 
that strong support can be provided for this position (it also happens to reinforce well my 
own experience with applications). As a matter of philosophy I believe it far more im- 
portant to expose at least one paradigm for applied mathematics research at some depth 
than to pay lip service to a number of disconnected problem areas. In fact, this strategy 
may also be used to illustrate the important fact that problems from diverse areas of the 
physical and social sciences may be modelled with a relatively smaller number of math- 
ematical equations. This notion of transferring techniques developed in response to one 
problem to various other problems is central in applied mathematics. 
For the predominantly mathematical audience I have in mind, an axiomatic approach 
such as in 1111 seems to work best. Thus the steady-state and transient heat conduction 
equations are derived based on two postulates, one governing absorption of heat and the 
second its conduction. My own belief is that the transport of heat is a somewhat more 
accessible diffusion process than is, say, Brownian motion, and so is more suitable for 
a beginning exposure. The marvelous ideas of Fourier can be treated in greater or lesser 
detail, as in Chapters 4, 5 of 133, depending on the students’ backgrounds. Since Fourier 
series and integrals are well-treated in the undergraduate applied analysis courses in 
Claremont, I content myself here with the merest outlines of the theory underlying Four- 
ier series and their convergence. 
I move next to diffusion processes. as instances of random phenomena and discuss, as 
in chapter 3 of [3], one-dimensional random walk problems. After developing the main 
ideas and deriving the diffusion equation by passing to the small time, small spatial 
increment limit of the difference equation governing discrete random walks on the line, 
I detour to introduce some ideas from the subject of asymptotic analysis. More can 
profitably be done with this than in [31, but exposure to Laplace’s method for the asymp- 
totic representation of certain (normally divergent) integrals and its use to obtain Ster- 
ling’s formula from an asymptotic representation of the gamma function seems worthwhile 
at a minimum. 
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Both the heat conduction and random walk derivations describe linear diffusion pro- 
cesses. In order to introduce nonlinear equations, still within the context of diffusion 
problems, the problem of agglomerating amoebae, discussed in 131, may be used, as may 
many other examples. 
At this point the student will have seen several instances of the derivation of mathe- 
matical equations from first physical principles. In order to unify these seemingly rather 
diverse and special derivations, it seems useful to talk more generally about physical 
conservation laws. This may be done by trying to blur over the specific description of 
the material being conserved. As in 141, one assumes one has a material of some sort 
which is continuously distributed over a volume. For example, if the dependent variable 
Q denotes a number density (per unit volume) of some quantity, we let J denote a vector 
flux density (per unit area) defined so that the net flux crossing a unit area in the direction 
of the unit vector n is J* n. If G is the net generation rate (per unit volume) and C! is an 
arbitrary, simply connected region with a piecewise-smooth surface afi whose outward 
unit normal is n, conservation of material requires that 
Green’s theorem, 
J-n dS = G dV, 
n n 
may then be used to obtain 
$dV= - V.JdV+ G dV, 
R n n 
from which it follows easily that 
8Q -= G-V.J 
at 
under mild assumptions on the smoothness of Q, G, and J. 
Using similar arguments, if the volume is a material volume n(r) moving in a continuum 
in which the velocity field is v, the final differential equation 
2 + v.VQ = G - V.J 
results. 
Such derivations, while quite mysterious when first exposed, are of enormous value 
when encountered later in real-life situations, as in Mathematics Clinic problems. 
Simplification qf model equations 
An extremely important topic is that of simplification. Once the model equations have 
been derived, because of their complexity it is quite likely that the only approach which 
suggests itself is numerical solution on a computer. However, analysis of simplified equa- 
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tions often produces useful insights and qualitative features which are invaluable. The 
process of simplifying model equations may be systematized to a certain extent. 
Initially, dimensional analysis and scaling may be used to produce dimensionless 
groupings of parameters and introduce coefficients whose absolute magnitudes are good 
indications of their relative sizes. With this accomplished, the solution of simplified prob- 
lems, in which small terms have been neglected, may then be explored. This leads in a 
natural way to the notion of the condition of a problem and to perturbation analysis. The 
treatment in [31 serves as an excellent introduction, in my opinion, and students usually 
find this material quite interesting. 
Although no unified analysis for the conditioning of a problem exists, it is very instruc- 
tive to consider first, the condition of linear algebraic equations, introducing the condition 
number of the coefficient matrix. This may be followed by analysis of the condition of 
relatively simple differential equations. In such analyses it is informative to point out that 
the essential issue is to deduce how the solution changes with alterations in the problem 
statement. While the mathematician would ordinarily be content with establishing con- 
tinuity (of the inverse of the operator which maps the solution into a known vector or 
function), the working applied mathematician must go further and try to find a bound for 
the norm of this inverse “operator.” 
Perturbation analysis 
Assuming that it is sensible to neglect a small term in an equation and thereby obtain 
a zeroth order approximation to the solution, perturbation analysis provides methods for 
improving this approximation systematically. It seems appropriate first to introduce reg- 
ular perturbation analysis, in which a power series in the small parameter is sought which 
provides a uniformly valid representation (at least asymptotically, as the parameter ap- 
proaches 0) for the solution. I believe it is also important to introduce singular pertur- 
bation problems, in which more effort must be spent to obtain uniformly valid approxi- 
mations. Because no unified theory exists as yet to cover this very important and current 
topic, it is necessary to present ideas in the context of specific examples, such as poly- 
nomial and differential equations with small leading terms. I usually devote a considerable 
amount of class time to the discussion of simplification and perturbation theory. Beginning 
with elementary notions of dimensional analysis and terminating with examples chosen 
to illustrate the use of multiple scales in singular perturbation problems, I have normally 
devoted about 11 lecture hours of class time. 
Discussion of case studies 
The treatment of topics described above, which constitutes the “theoretical” core of 
the modelling course, occupies slightly more than two-thirds of the semester (about 2.5 
lecture hours). 
During this period students are asked to work several homework sets which illustrate 
and apply the techniques developed. At the end of the theoretical discussion either an in- 
class or a take-home examination is given. The balance of the semester is devoted to a 
discussion of self-contained units, each of which illustrates most of the features encoun- 
tered in the full cycle of modelling. Normally, there is time for presentation of two such 
modules at some depth. To date seven such modules [12-181 have been prepared with 
the help of a National Science Foundation grant. * The intent is to add slowly to these 
units, so that a good match between student and faculty interests may always be provided. 
* NSF/Alternatives in Higher Education grant SED 76-83365. Note: Refs. 12-20 all were developed at 
Claremont Graduate School and may be ordered, at cost, from Claremont Graduate School, Claremont, CA 
91711. 
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While such modular material is being presented to the students in lectures, they are 
also working, either individually or in small groups, on modelling projects of their own 
choosing. Students are asked to give brief oral presentations of these at the end of the 
semester, as well as to prepare a written report to be handed in at the conclusion of the 
semester. A long list of references (see Appendix) is made available to the students to 
give them ideas about projects, and a timetable and set of guidelines is handed out early 
in the semester. Project activity is crucial to satisfying the intent of the course, and stress 
is placed on completing the full cycle of modelling activity, from formulation to model 
evaluation. I also insist that the student select the topic (often this choice reflects a hobby, 
or an everyday phenomenon such as queues at the local bank, or inventory maintenance 
at a small shop). I find that this “personal interest” factor is very large in assuring a 
successful outcome. Course grades are based one-third on homework, one-third on ex- 
amination, and one-third on modelling project. 
4. CONCLUSIONS 
The course I have described has been offered four times since .I976 in Claremont and 
once at Clemson University. A set of lecture notes [19], which includes two modules, 
has been developed with support from a National Science Foundation grant.* In 
1977-8 a course with the same title, but differing in some respects from the one just 
described, was offered by Ellis Cumberbatch during a leave which he took at Claremont. 
Lecture notes [20] were also developed with the aid of the same NSF grant from that 
course, which differed principally in that the main focus was on fluid problems and the 
wave equation rather than on diffusion phenomena, as in the course described in [191. 
As might be expected, I believe this reflects differences in personal experience and taste 
more than in philosophy. Thus, both courses pay considerable attention to the derivation 
of equations, to equation simplification, and to perturbation analysis, and both courses 
combine a theoretical framework with a case studies approach. 
Enrollment in the course has been fairly constant, and normally consists of about lo- 
12 graduate and advanced undergraduate students, plus a number of auditors who may 
be other faculty, post-doctoral visitors, or Ph.D. students from other disciplines. The 
modelling course is required of all graduate students in the applied M.A. options, but is 
often taken by Ph.D. students (many of whom are also involved in Mathematics Clinic 
activity during their student careers) as well. 
In closing I should reiterate that I have attempted only to present some ideas about 
modelling courses, not to describe the “ultimate” modelling course. I believe that vir- 
tually any graduate-level course in mathematical modelling will have some elements in 
common with the one I have described. I also believe that there may be important 
elements not treated in this course. I would welcome advice and comments from others 
who have faced the challenging question: “How can one best teach students to apply 
mathematics to the problems which technology and society face today?” 
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APPENDIX 
Reading list for Mathematical Modelling Course 
Materiuls placed on reserve 
1. Modules developed under Grant SED 76-05433, SUNY-at Stony Brook: 
“A Model for Land Use Development” August, 1977 (revised August, 1978). 
? “A Water Resource Planning Model” August, 1977 (revised November, 1978). 
“A Model for Waste Water Disposal” August, 1977 (revised March, 1979). 
i: “A Model for Waste Water Disposal, II” November, 1977. 
;.* 
“Stochastic Models for the Allocation of Fire Companies”, December, 1977. 
“Man in Competition with the Spruce Budworm: An Application of Differential 
Equations”. 
fit* “Smallpox: When Should Routine Vaccination be Discontinued?” March, 1978 
(revised June, 1979). 
2. Modules developed under an NSF grant at Rensselaer Polytechnic Institute: 
a. “Semiconductor Crystal Growth” by Lynn 0. Wilson (April, 1977). 
b. “A Hamiltonian Statistical Model of Long-Range Hydroacoustics” by B. 0. Koop- 
mans, Sections 1-9, Sections 10-14, (November, 1976). 
C. “Theories of Traffic Flow” by D. A. Drew, (September, 1976). 
d. “Mathematical Models for Computer Data Communication” by A. G. Konheim, 
(October, 1976). 
;. 
“Two-Phase Flows in Nuclear Reactors” by D. A. Drew, (February, 1977). 







and Part 3 (January, 1977). 
List of 60 Cornell Modules in Applied Mathematics (available at Harvey Mudd for 
inspection). 
UMAP Index and Descriptions of Available Mathematical Modules, Volume I- 
1977. 
UMAP Catalog, Volume II, (February, 1979). 
An Introduction to Models in the Social Sciences by C. A. Lave and J. G. March, 
Harper and Row, 1975. 
Road Traffic Control by H. Inose and T. Hamada, (trans. by T. Hamada, trans. ed. 
by E. C. Posner), Caltech (July, 1974). 
Models for Applied Analysis by J. Becker, R. Borrelli, C. Coleman, HMC (August, 
1975). 
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Sciences ed. by Samuel Goldberg, CUPM report, 1977. 
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1968. 
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