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ange in Naturwissenschaft und Technik werden durch partielle Dierenti-
algleichungen modelliert. Zu ihrer numerischen Simulation werden sie in Raum und
Zeit diskretisiert; es entstehen schlielich lineare Gleichungssysteme, die zu l

osen
sind. Feine Gebietsdetails, groe Systeme von Dierentialgleichungen und hohe Ge-
nauigkeitsanforderungen an die numerisch berechnete L

osung treiben die Anzahl der





fach nur stark vereinfachte Modelle zur Simulation eingesetzt werden, aber es besteht
groes Interesse, diesem Mangel abzuhelfen. Sind heute lineare Gleichungssysteme
mit Millionen von Unbekannten zu l






otigte, immense Rechenleistung kann nur von Parallelrechnern bereit-
gestellt werden. Nur sie bieten sowohl den n

otigen Hauptspeicher als auch die Prozes-
sorleistung, um die Datenmengen zu verarbeiten. Wenn sehr groe Prozessorzahlen
ben

otigt werden, sind Parallelrechner vom MIMD{Typ (multiple instruction multiple
data) am besten geeignet. Sie werden im SPMD (same program multiple data) Modell
betrieben. Daher werden wir uns ausschlielich mit diesem Typ befassen.




ur lineare Gleichungssysteme ist das geo-





ur unstrukturierte Gitter stellte P. Bastian vor [Bas96b].
Die seitdem abgelaufene Weiterentwicklung zu einem auch in drei Raumdimensionen


















Trotzdem gibt es Klassen von partiellen Dierentialgleichungen, f

ur die bisher kein
paralleles, ezientes geometrisches Mehrgitterverfahren erstellt werden konnte. Da-
zu z






uber hinaus besteht auch bei geometrischen Mehrgitterverfahren eine Schwie-
rigkeit, auf dem gr

obsten Gitter ezient zu l

osen, wenn es sehr viele Unbekannte
umfat. Das kann z. B. auftreten, wenn die Geometrie feine Details aufweist und
der Gittergenerator ein entsprechend feines Ausgangsgitter erzeugt. F

ur solche An-





obern eine gegebene Matrix schrittweise und verwenden die so entstehen-
de Hierarchie von Matrizen, um einen Mehrgitterl








u99a]. Seriell wurden damit groe Erfolge erzielt. Allerdings steckt ihre Paralleli-
sierung noch in den Kinderschuhen, betrachtet man z. B. die in diesem Jahr auf zwei
groen Konferenzen zu diesem Themengebiet vorgestellten Arbeiten [Cop00] [Str00].
Die bisher existierenden parallelen AMG setzen vorzugsweise auf sehr einfachen se-
riellen Verfahren auf und erzielen daher nicht immer optimale Ezienz; sie sind oft
nicht f

ur groe Prozessorzahlen und/oder groe Anzahlen von Unbekannten ezi-





oglichst gutes serielles Verfahren w

ahlen sollte und nicht ein
m

oglichst einfach zu parallelisierendes. Diesen Weg wollen wir konsequent verfolgen:
Ausgangspunkt ist das lternde algebraische Mehrgitterverfahren (kurz FAMG) von
C. Wagner [Wag00a]. Es ist sehr robust, allgemein einsetzbar und zeigt gute Ezienz.
Seine Parallelisierung ist allerdings nicht trivial; wir werden verschiedene M

oglich-





uber dem originalen Verfahren zu machen, um so die guten numerischen Eigen-
schaften zu erhalten. Inwiefern dabei auch eine gute parallele Skalierbarkeit, sowohl
bez

uglich der Anzahl der Unbekannten als auch der Prozessoren, zu erzielen ist,
m

ussen umfangreiche Experimente zeigen. Der hier entwickelte Rahmenalgorithmus
l

at sich auf alle AMG Verfahren anwenden, die auf dem Selektionsprinzip basieren.
Das hier entwickelte Verfahren wurde in das oben bereits angesprochene Programm-
paket UG integriert, weil es die zur Zeit am weitesten entwickelte Software zum paral-
lelen L

osen von partiellen Dierentialgleichungen ist und eine hervorragende Basis f

ur
eigene Entwicklungen bietet. Darin werden unter anderem die Module PPIF (parallel
programming interface [Bas93]) als message passing Schnittstelle und DDD (dynamic
distributed data [Bir98]) zum Handhaben eines verteilten Graphen benutzt.
Die Arbeit ist interdisziplin

ar ausgerichtet. Sie vereinigt mathematische Modelle und
Methoden mit Konzepten der Informatik. Insbesondere wird die Korrektheit der ent-
wickelten Algorithmen bewiesen. Dementsprechend werden beim Leser Grundkennt-
nisse im numerischen L

osen von partiellen Dierentialgleichungen und deren Paral-
lelisierung vorausgesetzt, wie sie etwa in [KGGK94] [dF94] [Haa99c] bereitgestellt
werden.
Die Arbeit gliedert sich wie folgt.
In Kapitel 2 wird die Problemstellung eingef

uhrt und der bisherige Stand der L

osungs-
verfahren grob zusammengefat. Im Fokus stehen dabei Mehrgitterverfahren, paral-
lele Verfahren und Robustheit.
Das hier verwendete serielle Ausgangsverfahren FAMG wird in Kapitel 3 vorgestellt





ur die Parallelisierung von L

osungsverfahren aus Sicht der linearen
Algebra werden in Kapitel 4 gelegt. Erstmals werden auch durchgehend Beweise f

ur
die Korrektheit der parallelen linearen Algebra angegeben. Daf

ur sind neue Tech-




Hauptteil der Arbeit bildet Kapitel 5, in dem die Parallelisierung des FAMG ent-
wickelt und bewiesen wird. Es werden an mehreren Stellen Varianten diskutiert, weil
manchmal der nat

urliche und intuitive Weg ung

unstig ist und ein trickreiches Vorge-
hen n

otig ist. Die wichtigsten Bausteine sind: ein ausreichender

Uberlapp, eine gute
Steuerung des Markierungsablaufs, f

ur den auch eine parallele Graphf

arbung erstellt
wird, sowie das Sicherstellen der korrekten parallelen Darstellungsform der beteilig-
ten algebraischen Objekte (Fein{ und Grobgittermatrix ebenso wie Prolongations{
und Restriktionsmatrix), das nur durch Beweise erfolgen kann.




uhrt, um die Anwendbarkeit
des neuen Verfahrens zu demonstrieren und Leistungsmerkmale wie numerische G

ute,
Robustheit und parallele Skalierbarkeit darzustellen. Es werden anisotrope Poisson-
gleichungen und Konvektions{Diusions{Gleichungen mit bis zu 16,7 Millionen Un-
bekannten auf 128 Prozessoren gerechnet.
Abschlieend werden die Ergebnisse in Kapitel 7 zusammengefat und Anregungen
zu weiteren Arbeiten gegeben.
Dank




Uberlassung des Themas und sein Interesse
an der Arbeit. Erst die groz

ugige Ausstattung mit allen n

otigen Ressourcen | allen
voran Rechenzeit auf groen Parallelrechnern | machte diese Arbeit m

oglich.
Allen Kollegen am ICA 3 der Universit

at Stuttgart und IWR der Universit

at Hei-
delberg danke ich f

ur die sehr angenehme Arbeitsatmosph






utzung, insbesondere dem UG{core Team f

ur die Bereitstellung des Soft-
warepakets UG , das eine hervorragende Basis f

ur die Realisierung des hier entwickel-
ten Verfahrens darstellte: C. Wieners f

ur seine Version der parallelen linearen Al-
gebra, die parallelen L

oser und seine Finite Elemente Anwendungsklasse, S. Lang
und K. Birken f

ur jede erdenkliche Hilfe bei der

Uberwindung so mancher H

urde
bei der Parallelisierung und K. Johannsen f

ur seine parallelisierte Anwendungsklasse
f






des FAMG, die Unterst







uhrung der umfangreichen Rechnungen war mir die Betreibermann-
schaft der IBM RS6000 SP im Rechenzentrum der Universit

at Karlsruhe stets eine
groe Hilfe bei der Umschiung vieler Klippen, die die Verwendung eines solchen
Supercomputers mit sich bringt.

Uber all die Durststrecken hinweg leistete mir meine Frau Christine Wrobel Beistand




aftige Hilfe bei der









achst werden die zu l

osenden Gleichungen vorgestellt. Anschlieend werden die
wichtigsten derzeit bekannten L






oser und speziell geometrische und algebraische Mehrgitterverfahren.
2.1 Problemstellung





systeme. Solche Gleichungssysteme entstehen typischerweise aus der Diskretisierung
partieller Dierentialgleichungen zweiter Ordnung
r  [D(x)ru(x) + v(x)u(x)]   (x)u(x) = f(x); f

ur x 2 

und geeigneten Randbedingungen.




osen sofort diskretisiert werden.

Ubliche Methoden dazu sind Finite Dierenzen (siehe z. B. [Hac86]), Finite Elemen-
te (siehe z. B. [Bra97]) und Finite Volumen (siehe z. B. [Hac89b]). Eine verbreitete
Methode f

ur nichtlineare Dierentialgleichungen besteht darin, sie nach der Diskre-
tisierung im Rahmen eines Newtonverfahrens (siehe z. B. [Sto89]) zu linearisieren. In
beiden F

allen ist das Ergebnis des Diskretisierungsprozesses ein lineares Gleichungs-
system, das zu l

osen ist
Au = f: (2.1)
Eine wesentliche Eigenschaft dieser linearen Gleichungssysteme ist, da sie d

unn be-
setzt (englisch sparse) sind: Jede Zeile der Matrix enth

alt eine im Verh

altnis zur
Gesamtzahl der Unbekannten verschwindend geringe Anzahl von Eintr

agen ungleich
Null. Das spiegelt die Lokalit

at der Dierentialgleichung wider: Jede Unbekannte





ur strukturierte Gitter kann man die
Matrix (abgesehen von den Randbedingungen) durch Angabe ihres Sterns beschrei-
ben (siehe dazu [Hac91]). Auf diese D






nehmen, zumal das lineare Gleichungssystem f






sehr viele Unbekannte enthalten kann. Derzeit k

onnen es einige Millionen Unbekann-
te sein und f

ur die Zukunft ist ein weiteres starkes Anwachsen unausweichlich, um
immer komplexere Problemstellungen gen






osungsverfahren einen Aufwand in Zeit und Speicher direkt proportio-








unn besetzte lineare Gleichungssysteme k

onnen aber auch durch Diskretisierung
anderer partieller Dierentialgleichungstypen oder aus g

anzlich anderer Quelle stam-
men. Die Herkunft spielt f










Das klassische Verfahren zum L

osen linearer Gleichungen ist die Gau{Elimination.
Sie ist ein direkter L

oser und in jedem Lehrbuch zur Numerik zu nden (z. B. [Sto89]).
Die gegebene Matrix A wird in eine untere und obere Dreiecksmatrix L und U zerlegt,
die als Produkt
A = L  U













agt mit n als Zahl der Unbe-
kannten f

ur allgemeine, vollbesetzte Matrizen O(n
2






ur die hier betrachteten d

unn besetzten Matrizen kann bei Verwendung strukturier-
ter Gitter die entstehende Bandstruktur ausgenutzt werden und spezielle Varianten
von direkten L

osern entwickelt werden. Sie haben dann einen Aufwand von O(n
3=2
)
im Speicher und O(n
2
) in der Zeit. Die d

unn besetzte Struktur wird kaum ausgenutzt
und erheblich aufgef








uhrt, dessen Bearbeitung dann auch einen

uberlinearen Zeitaufwand
verursacht. Auch spezielle Techniken wie Bandbreitenoptimierung, Skylineverfahren
usw. k










osen sehr groer Gleichungssysteme
geeignet. Ein g






Im Gegensatz zu direkten L

osern verfolgen iterative L

oser einen vollkommen anderen
Ansatz. Sie berechnen nicht mehr in einem Verarbeitungsschritt die (bis auf Maschi-
nengenauigkeit) exakte L



























uhrt so lange weitere Iterations-
schritte durch, bis die erreichte Genauigkeit ausreichend gut ist. Was
"
ausreichend
gut\ im Einzelfall ist, mu jeder Anwender selbst spezizieren. In der konkreten Be-
rechnung der Korrektur 
(n)









ur einen Iterationsschritt betr

agt ebenfalls nur O(n). Beide Mae sind also optimal.










der Kondition der Matrix ab, die wiederum von der zugrunde liegenden Dierenti-
algleichung und dem Diskretisierungsverfahren abh

angt, und im allgemeinen leider
auch von der Anzahl der Unbekannten. Trotzdem ist f

ur sehr groe Gleichungssyste-
me der Gesamtaufwand zur Berechnung einer ausreichend guten L

osung bei iterativen






ubliche Formulierung iterativer L






, wobei die regul

are Matrix W eine derartige Approxi-








osen ist (dritte Normalform nach [Hac91]). Der iterative Charakter wird






















schreiben. Die Matrix M heit Iterationsmatrix. Um die Konvergenz des Iterati-















ur die Praxis wichtiges Ma f

ur die Konvergenzgeschwindigkeit eines Iterations-
verfahrens ist die durchschnittliche Konvergenzrate k.
Denition 2.3.1 (Durchschnittliche Konvergenzrate)
Es seien n Schritte mit einem Iterationsverfahren durchgef

















Oft wird man n so w

ahlen, da der Anfangsdefekt kAu
(0)
  fk um einen gew

ahlten
Faktor (z. B. 10
 8
) reduziert wird.
Das Vorgehen ist in Algorithmus 2.1 LinearSolver zusammengefat. Aufgerufen wird









= f , wobei f die gegebene rechte Seite der linearen Gleichung ist.
Algorithmus 2.1 (LinearSolver(u; d))
(1)  := jjdjj





(3) while  > 
(4) c := 0
(5) Iter(c; d) (1 Iterationsschritt ausf

uhren)
(6) u := u+ c (L

osungsupdate)
(7)  := jjdjj





aherungsweise At = d : t :=W
 1
d
(3) d := d At
(4) c := c+ t
Ein Gl

atter ist eine spezielle Funktion vom Typ Iter.

Ublicherweise wird darin die
Gleichung At = d nur sehr grob gel

ost. Beispiele sind das Jacobi-, Gau{Seidel-,
ILU-, SOR-Verfahren usw. [Hac91] [Meu99].
2.3.2 Einfache, klassische Iterationsverfahren
Die ersten derartigen Iterationsverfahren wurden von Carl Friedrich Gau um 1820
und seinem Sch







W := D := diag(A) (Jacobi oder Gesamtschrittverfahren)
W := D + L (Gau{Seidel oder Einzelschrittverfahren)
wobei D nur die Diagonaleintr

age von A enth

alt und L die echte untere Dreiecksma-
trix von A ist.
Weitere wichtige Iterationsverfahren sind ILU{artige Verfahren (incomplete LU de-
composition) und SOR-Verfahren (successive overrelaxation). Diese und eine Vielzahl
von Modikationen und weitere Verfahren nden sich in [Hac91] und [Meu99].
Analysen von Modellproblemen (z. B. [Hac91] und [Wag00a]) und praktische Erfah-






Die Konvergenzrate strebt f

ur eine steigende Anzahl von Unbekannten gegen 1, d. h.
die Verfahren ben

otigen immer mehr Schritte, um eine geforderte Genauigkeit der
L

osung erzielen zu k






ur einen einzelnen Schritt zunichte.
Die Ursache daf

ur liefert eine Eigenwertanalyse der Verfahren. Es werden fast nur die
hochfrequenten Komponenten des Fehlers reduziert. Nach einigen Iterationsschritten
sind diese Komponenten gr

otenteils entfernt und der Fehler um wenige Gr

oenord-
nungen reduziert. Die noch verbleibenden mittel{ und langwelligen Komponenten
k

onnen aber kaum noch reduziert werden und ab jetzt werden selbst f

ur geringe
Fehlerreduktionen viele Iterationsschritte ben

otigt. Die Ezienz bricht drastisch ein.




kurzwellig\ keine absolute Eigenschaft
ist, sondern immer nur bez

uglich eines Diskretisierungsgitters | genauer dessen Git-
terweite | angegeben werden kann. Genau diese Eigenschaft wird von den nun vor-
zustellenden Mehrgitterverfahren ausgenutzt.
2.3.3 Mehrgitterverfahren
R. Fedorenko stellte 1961 und 1964 als erster ein Verfahren vor, das heute als Zwei{
bzw. Mehrgitterverfahren bezeichnet wird [Fed61] [Fed64]. Erst A. Brandt und W.
Hackbusch verhalfen demMehrgitterverfahren zum Durchbruch [Bra73] [Hac76]. Seit-




uhrenden Quellen sind in [Hac85] und
[Wes92] zu nden. Eine einfache Einf

uhrung in dieses Thema stellt [BHM00] bereit.
Der bahnbrechende Vorteil dieser Verfahren ist, da sie oft mit Speicher{ und Zeit-




osung erzielen und daher auch zur L

osung
sehr groer Gleichungssysteme ideal geeignet sind.
2.3.3.1 Idee
Im vorigen Abschnitt wurde herausgestellt, da einfache Iterationsverfahren nur bzgl.
des Gitters hochfrequente Fehlerkomponenten eektiv reduzieren k

onnen. Man be-
zeichnet sie im Zusammenhang mit Mehrgitterverfahren daher auch als Gl

atter.
Die Grundidee der Mehrgitterverfahren ist es nun, nach wenigen Iterationsschritten
eines Gl

atters den verbleibenden relativ glatten Defekt auf ein gr

oberes Gitter zu
restringieren. Dort kann der Defekt wegen seiner Glattheit gut approximiert werden,
ist aufgrund der gr

oeren Gitterweite wieder h

oherfrequenter und kann daher durch
einige Gl






uhrt werden, bis das entstehende Gleichungssystem so klein ist, da
es ezient durch ein direktes Verfahren gel








osung ist nach Prolongation auf feinere Gitter zur

uck




osung. Bei Bedarf kann noch einmal
nachgegl

attet werden. Algorithmus 2.3 fat das Vorgehen zusammen; er ist als ein





Algorithmus 2.3 (MG(c; d; `))





























c := 0 (Startl

osung auf Grobgitter)



































Anschaulich gesprochen werden Fehleranteile verschiedener Frequenz auf jeweils aus-
reichend grobe Gitter verteilt und dort mit einfachen Iterationsverfahren ezient
reduziert.
2.3.3.2 Die einzelnen Komponenten
Grunds

atzlich mu man bei einem Mehrgitterl

oser zwei Phasen unterscheiden: den
Aufbau der Gitterhierarchie mit entsprechender Steigkeitsmatrix und das eigent-
liche L

osen darauf. Auf den Gitteraufbau werden wir in den n

achsten beiden Un-
terabschnitten eingehen. Hier wollen wir eine geeignete Gitterhierarchie als gegeben
annehmen.




oser verwendet werden. Die iterativen
werden mit nur wenigen Schritten als Vor{ und Nachgl

atter eingesetzt (Zeilen (3)












oser (Zeile (2)): entweder viele Iterationsschritte eines iterativen, um eine
Defektreduktion um viele Gr

oenordnungen zu erreichen, oder einen direkten L

oser,





Gittertransferoperationen Restriktion und Prolongation (Zeilen (4) und (7)). Am
einfachsten kann man sie auf einem regelm

aig verfeinerten Dreiecksgitter unter Ver-


































































P . In diesem Fall k































Es gibt eine Vielzahl weiterer M

oglichkeiten. Eine Vereinfachung mit entsprechend
schlechteren Eigenschaften ist die Verwendung einer st

uckweise konstanten statt li-
nearen Interpolation. F

ur komplizierte Gleichungen haben sich Interpolationsgewich-
te bew

ahrt, die individuell f

ur jeden Knoten berechnet werden und dabei z. B. die
Eintr

age der Steigkeitsmatrix ber

ucksichtigen [dZ90] [Reu94] [WKW97]. Auch das
hier verwendete Ausgangsverfahren FAMG bedient sich dieser Variante.
Nachdem nun auf dem gr














= 0 als Startl








uhrt. Es reicht hier ein iteratives Vorgehen.

Ublicherweise kontrolliert




, sondern gibt die Anzahl der Iterations-





angigkeit von  ein charakteristischer Zyklus der Abfolge der Komponen-























aherungsweise berechnet ist, kann sie auf das feinere
Gitter prolongiert werden (Zeile (7)) und als Korrektur der bereits auf diesem Le-





augsten eingesetzte Mehrgittermethode ist das geometrische Mehrgit-
terverfahren. Gegeben ist ein Gitter, das bereits alle relevanten Details der zu be-
rechnenden Geometrie und der sie bestimmenden Koezienten aufl

ost. Darauf auf-
bauend wird das Gitter verfeinert, um die L

osung besser approximieren zu k

onnen.
Diese Verfeinerung kann regelm

aig erfolgen oder nur lokal, um den Aufwand nur dort




otigt wird. Bei letzterem Vorgehen bestimmt














allen bildet die geometrische Hierarchie von Elementen die Grundlage daf

ur,
eine Hierarchie von Gleichungssystemen (speziell zun

achst von Matrizen) zu denie-
ren. Entweder wird auf jeder Gitterebene erneut assembliert oder es wird mittels
Galerkin{Assemblierung die auf dem feinsten Gitter assemblierte Steigkeitsmatrix















ur technisch interessante Rechnungen kann die Gr

oe des vorgegebenen Grobgit-
ters zum Problem werden, weil auf ihm exakt gel






als auch einfache iterative L

oser besitzen schlechte Ezienz f

ur groe Gleichungs-
systeme (vergleiche Abschnitt 2.2 und 2.3.2). Abhilfe versprechen die algebraischen
Mehrgitterverfahren.
2.3.3.4 Algebraische Mehrgitterverfahren
Gegeben sei ein Gitter, das bereits fein genug ist, um sowohl die Geometrie und die
Koezienten der partiellen Dierentialgleichung aufzul

osen als auch die L

osung ge-
nau genug approximieren zu k

onnen. Dazu werden nun gr

obere Level erzeugt, um
die Mehrgitteridee einsetzen zu k

onnen. Streng genommen d

urften solche Verfahren
nur Mehrlevelverfahren (englisch multilevel methods) und nicht Mehrgitter-
verfahren genannt werden, da keine geometrische Struktur besteht. Wir wollen aber
trotzdem beim

ublichen Sprachgebrauch bleiben. Gute





Das erste derartige Verfahren [BMR82] [St

u83] [RS87] und viele Weiterentwicklungen
benutzen keinerlei Geometrieinformation, sondern nur die gegebene Feingittermatrix;
daraus hat sich der Name algebraisches Mehrgitterverfahren, kurz AMG abge-
leitet. Die Idee dabei ist immer, nach geeigneten Kriterien die Knotenmenge in Grobe





und die Feinen werden daraus (

uber geeignet berechnete Gewichte) interpoliert. Zu
dieser Klasse geh

ort auch das hier verwendete FAMG.
Inzwischen wurden auch Verfahren entwickelt, die in beschr

anktem Mae geometri-
sche Information zur Konstruktion der gr

oberen Matrizen verwenden, z. B. [Sch96],





uber den Entwicklungsstand algebraischer Mehrgitterverfah-
ren ist in [St

u99a] und [Wag00a] enthalten.
2.3.3.5 Kombination beider Mehrgitterverfahren
Interessant ist die Verschmelzung beider Varianten, um sehr groe, technisch relevante
Anwendungen rechnen zu k

onnen. Ein Gittergenerator erzeugt ein Startgitter, das





ost. Mittels AMG werden gr






onnen. Sollte danach ein Verfeinerungsindikator
anzeigen, da die L

osung noch nicht ausreichend gut approximiert ist, k

onnen mittels





uhrt dann jeweils die Iteration

uber alle Gitterebenen durch.


















Abbildung 2.3: Zusammenspiel von geometrischem und algebraischemMehrgitterver-
fahren
2.3.4 Krylovraummethoden
Das erste Verfahren dieser Klasse stellte 1952 E. Stiefel mit dem Verfahren der konju-












umformuliert und mittels eines Gradientenverfahrens gel

ost, das das Residuum auf
dem Krylovraum
K(A; d; n) := fd;Ad;A
2
d; : : : ; A
n 1
dg
minimiert. Dabei ist der Defekt d := f Au. Seitdem wurden eine Vielzahl von Modi-







Uberblick gibt [Joh00b]. Den vorl

augen Endpunkt stellt das Bi{CGSTAB
Verfahren dar [vdV92], das auf unsymmetrische Matrizen angewendet werden kann,







andig oder mit einem anderen iterativen Verfahren als
Vorkonditionierer eingesetzt werden. Im Zusammenhang mit Mehrgitterverfahren
bevorzugen wir die umgekehrte Sichtweise: Das Krylovverfahren dient als Beschleu-
niger f

ur das Mehrgitterverfahren. Nach [Hac91] lohnt sich dieses Vorgehen f

ur das
cg-Verfahren erst dann, wenn das pure Mehrgitterverfahren so schlecht wird, da














osen von linearen Glei-




ussen die bisher vorgestellten, seriellen
Algorithmen parallelisiert werden. Dieses Thema gewinnt zunehmend an Bedeutung





stellungen sei auf [KST95] [SBG96] [Haa99c] verwiesen. Der Hauptteil dieser Arbeit
besch

aftigt sich in Kapitel 5 eben mit diesem Thema f

ur das FAMG Verfahren.
Der f





angt sehr stark vom Ausgangsverfah-
ren und den weiteren Rahmenbedingungen ab: Typ des Parallelrechners, Anzahl der
einzusetzenden Prozessoren, verwendete Programmiersprache und Bibliotheken und
gew






osung von den Randdaten besitzen, sollte es nicht verwundern,
da im Prinzip jede Parallelisierung einen Kompromi zwischen Laufzeitezienz, d.h.
m







ote Problem haben direkte L

oser, weil die Gau{Elimination ein strikt se-
quentieller Vorgang ist. Ideen, diese sequentielle Abh

angigkeit aufzubrechen, sind in
[Fro90] und [Meu99] zu nden. Trotz allen Bem

uhungen ist ein ezienter Einsatz nur
f

ur wenige Prozessoren m

oglich.
Iterative Verfahren haben den grunds

atzlichen Vorteil, da sie nicht exakt l

osen, son-









aherung dar. Gewisse G

uteeigenschaften sollten dabei allerdings
m

oglichst erhalten bleiben. Am h

augsten wird der Datenpartitionierungsansatz ver-
wendet, bei dem jeder Prozessor einen Teil des Rechengebiets samt den dazugeh

ori-
gen Teilen des linearen Gleichungssystems erh

alt. Es bietet sich nun an, da f

ur
einen Iterationsschritt jeder Prozessor zun

achst auf seinen lokalen Daten das serielle
Iterationsverfahren durchf

uhrt und anschlieend in einem Datenaustauschschritt die
neuen Ergebnisse f

ur die auf anderen Prozessoren bendlichen Nachbarknoten erh

alt
und in seine Ergebnisse integriert. Dieses Vorgehen wird als globales Block{Jacobi{
Verfahren mit inexaktem Blockl

oser bezeichnet.
Die Krylovraumverfahren lassen sich gut parallelisieren, wie in Abschnitt 4.2.12 vor-
gef

uhrt wird. Sie sind allerdings auf einen guten Vorkonditionierer angewiesen, so da
die Hauptarbeit der Parallelisierung in der Parallelisierung dieses Vorkonditionierers
steckt und das Problem rekursiv wieder auf diesen Abschnitt abgew

alzt ist.
Eine bedeutende Klasse von geeigneten, parallelen Vorkonditionierern sind die Ge-





uberlappende Verfahren (Schurkomplement oder Substrukturierungs-
















Uberblick gibt [CM94] [GS95] [SBG96]; eine





Symposium on Domain Decomposition Methods for Partial Dierential Equations\,
zu der bei SIAM jeweils ein Konferenzband erschienen ist.
Hauptproblem f

ur ein gutes, d. h. von Gitterweite und Prozessorzahl unabh

angiges
und robustes Verfahren ist der globale Informationsaustausch. Mit dem BPS Vorkon-
ditionierer [BPS86] und dem BPX Vorkonditionierer [BPX90] war der Anfang einer






Allen Gebietszerlegungsverfahren gemeinsam ist jedoch, da sie nicht gut mit der
Prozessoranzahl skalieren, und zwar sowohl wegen schlechter paralleler Ezienz als
auch wegen nachlassender Konvergenzg

ute.
2.3.6 Robustheit und Parallelisierung von Mehrgitterverfahren
F

ur praktische Anwendungen sollte das L

osungsverfahren gewisse Robustheitseigen-
schaften besitzen, weil man oft keine explizite Kontrolle

uber kritische Parameter hat
und man damit nicht mehr mageschneiderte Speziall

oser einsetzen kann.





als kritische Parameter anzusehen, insbesondere auch die Gr

oe des Gleichungssy-
stems und die Anzahl der verwendeten Prozessoren. Hier interessieren uns aber Pa-
rameter, die in der gegebenen Dierentialgleichung bereits enthalten sind und deren
Eigenschaften entscheidend beeinussen: F

ur bestimmte (asymptotische) Parameter-
werte







Hier werden zwei typische Beispiele diskutiert. In beiden F

allen geschieht der Typ-
wechsel f












ur " > 0 eine elliptische Dierentialgleichung zweiter Ordnung, f

ur " = 0 da-
gegen eine parabolische Dierentialgleichung zweiter Ordnung. Die Konvektions{
Diusions{Gleichung
 "u+ vru = f (2.4)








ur " > 0 eine ellipti-
sche Dierentialgleichung zweiter Ordnung, f













orte Dierentialgleichungen geht der Parameter " nat

urlich auch in
das diskretisierte lineare Gleichungssystem ein
A(")u = f (2.5)
und beeinut so auch die L

osbarkeitseigenschaften. G. Wittum f

uhrte den Begri





atzlich noch eine Unabh







ur (2.5) heit robust, wenn f

ur die asympto-
tische Konvergenzrate (oder Spektralradius) % des Iterationsverfahrens M(") gilt:
%(M("))  c < 1 8" > 0 8p:









cherweise nicht robust, so auch f

ur die beiden angef

uhrten Modellprobleme. Die Ur-
sache daf

ur ist, da die Grobgitterkorrektur f

ur " ! 0 zunehmend versagt. Um




Eine Methode ist die Halbvergr

oberung (englisch semi{coarsening). Sie soll
zun






atter kann den Fehler nicht mehr in allen Raumrichtungen gleich gut
gl

atten, sondern nur noch in Richtung der starken Matrixeintr

age. Das entspricht bei
der anisotropen Poissongleichung der Richtung des starken Diusionskoezienten
und bei der Konvektions{Diusions{Gleichung der Richtung der starken Str

omung
bei kleinem ". Quer zu dieser Richtung bleibt der Fehler auch nach einigen Gl

attungs-
schritten noch ziemlich rauh und kann daher auf einem gr

oberen Gitter nicht gut





obert werden. Ein algebraisches Mehrgitterverfahren wird diese Vergr

oberungs-
richtung jeweils lokal herausnden.
Eine andere Motivation ergibt sich aus physikalischen Eigenschaften der L

osung.





schichten und Randschichten, sogenannte Layer , am besten aufl

osen.
Schwieriger ist die Situation bei geometrischen Mehrgitterverfahren, bei denen bereits
eine Gitterhierarchie vorliegt und verwendet werden sollte. Selbst wenn man beim





at, lassen sich solche Verfahren kaum von einfachen Modellproblemen
auf technisch interessante Probleme

ubertragen, in denen die Eekte nicht mehr mit
dem Gitter ausgerichtet sind und lokal unterschiedlich ausgepr

agt sind. Ein Versuch





so auf jedem Level viele Gitter zu erhalten, von denen hoentlich immer eines lokal








Bei diesem Ansatz wird ein einziges, regelm

aig verfeinertes Gitter verwendet, aber
der Gl

atter wird speziell konstruiert. Er sollte nach [Hac85], [Wes81] und [Ket81] f

ur
den entarteten Fall, also z. B. " = 0, ein exakter L

oser sein. G. Wittum wies nach,




atters in einem ausreichenden Mae





die Idee sehr gut nachvollziehen.
F





Ubergang "! 0 zu einem System
von eindimensionalenDierentialgleichungen, die nur noch

auerst schwach gekoppelt
sind. Auf strukturierten Dreiecksgittern mit linearen Finiten Elementen diskretisiert
ergibt sich so ein System von tridiagonalen linearen Gleichungssystemen, die unter-
einander nur noch

auerst schwach gekoppelt sind. F

ur ein tridiagonales Gleichungs-
system ist ein einziger ILU Schritt

aquivalent zu einer exakten Gau{Elimination,





ur einige Modellprobleme eine ausreichende G

ute und erzielte damit
ein robustes Mehrgitterverfahren [Wit89]. Voraussetzung ist allerdings, da die Un-
bekannten im Gleichungssystem so angeordnet sind, da blockweise alle stark gekop-
pelten Unbekannten unmittelbar hintereinander stehen. Die Frequenzlter Verfahren
sind aus dem gleichen Grunde ebenfalls robuste L

oser, wenn auch keine klassischen
Mehrgitterverfahren [Wit92][Wag95][Hel96] [Hal98] [Buz98].
F

ur unstrukturierte Gitter ist diese Anordnung f






ur 3 Raumdimensionen funktioniert obiges ILU

Verfahren ebenso gut,





otigt man einen Gl











ur ebenenweise angeordnet werden. Der allgemeine, unstrukturierte,





ur die Parallelisierung ist entscheidend, da die einzelnen, stark gekoppelten Sub-
strukturen (Linien bzw. Ebenen) jeweils vollst

andig auf einem Prozessor liegen, da
nur so der Gl

atter darauf wie ein exakter L

oser arbeiten kann. Das erfordert ein
groes a priori Wissen schon in der Phase der Lastverteilung und das Herstellen
eines Lastgleichgewichts wird zus

atzlich erschwert. Die Anwendung auf allgemeine,
unstrukturierte Probleme erscheint fast aussichtslos.
Bei der Konvektions{Diusions{Gleichung m

undet der Grenzfall " ! 0 in einzel-
ne, entkoppelte Stromlinien. Theoretische Untersuchungen existieren f

ur den eindi-
mensionalen Fall [Hac84]. J. Bey und G. Wittum geben ein Verfahren an, das f

ur
Modellprobleme Robustheit zeigt [BW97]. Die Idee ist, da f

ur die pure Str

omung
entlang einer Stromlinie das Gau{Seidelverfahren bereits in einem Schritt ein exak-
ter L

oser ist, wenn die Unbekannten entlang der Str

omung angeordnet sind (down







Poissongleichung diskutiert wurden, da die Robustheit ebenfalls auf einer problem-
spezischen Anordnung der Unbekannten, die a priori durchgef

uhrt werden mu, und
einem darauf exakt arbeitenden, einfachen iterativen Verfahren beruht. Erschwerend





lang geschlossener Charakteristiken entstehen. Daf

ur ist obiges Verfahren nicht geeig-
net. Ein Verfahren dieser M

achtigkeit wurde von K. Johannsen vorgestellt [Joh00a]
[Joh00b]. Es vereinigt die stromabw

arts gerichtete Numerierung der Unbekannten
mit einem Verfahren zum Aufschneiden der geschlossenen Charakteristiken und ei-
nem frequenzlternden L

oser entlang dieser Schnittlinien.
Die Schwierigkeiten f






jeweils komplette Stromlinien auf einem Prozessor liegen, sondern auch alle Stromli-
nien, die gemeinsam einen Wirbel bilden. Das beschr

ankt die Zahl der einsetzbaren





der Lastverteilungsphase und l





Als dritte Klasse von robusten Mehrgitterverfahren haben sich diejenigen herausgebil-
det, die mit einer einzigen regelm

aig verfeinerten Mehrgitterhierarchie und nicht zu
speziellen Gl

attern auskommen wollen. Daf

ur versuchen sie, die Gittertransferopera-
toren f

ur jeden Punkt individuell zu bestimmen [ABDP81] [dZ90] [Reu94] [WKW97].
Soweit das gelingt, lassen sich solche Verfahren gut parallelisieren, sofern sie nicht
einen zu groen Bereich um einen Punkt in die Berechnung einbeziehen.
Zusammenfassend ist der erste Ansatz

uber eine lokale, problemangepate Halbver-
gr

oberung verbunden mit matrixabh











atter, weil er nicht nur f

ur spezielle Modellprobleme, sondern allgemein anwendbar






3 Das FAMG Verfahren
Zun

achst wird die Auswahl des seriellen Ausgangsverfahrens begr

undet, das hier ver-
wendet wird, um einen neuen, parallelen L

oser zu erstellen. Anschlieend werden die
Grundideen des Verfahrens besprochen und ihre algorithmische Realisierung darge-
stellt.
3.1 Auswahl des seriellen Ausgangsverfahrens









ur bestehende geometrische Mehrgitterverfahren, deren
Ausgangsgitter f

ur eine eziente L

osung durch einfache iterative oder direkte Verfah-
ren zu gro sind, einsetzbar sein soll, kommt nach Kapitel 2 nur ein algebraisches
Mehrgitterverfahren in Frage. Zu Beginn der Arbeit gab es noch kein derarti-
ges Verfahren. Die Parallelisierung von algebraischen Mehrgitterverfahren ist immer
noch ein aktuelles Forschungsgebiet. Es besch

aftigen sich mehrere Arbeitsgruppen
mit diesem Thema. Ziel ist es, robuste und mit der Prozessoranzahl gut skalierbare
Verfahren zu entwickeln, die auch f

ur sehr viele Unbekannte nicht zu sehr an Ezienz
verlieren.
AMGe artige Verfahren sind zun






ur uns damit zu eingeschr

ankt. G. Haase/S. Reitzinger
1
und eine Gruppe




uhren gerade Parallelisierungen durch. Aggregationsverfah-





oe oft in ihrer Konvergenzg

ute nachlassen [Rob93] [LMR
+
98] [Mav98]
[VBM98], und wir aber auch sehr groe Gleichungssysteme rechnen wollen. Daf

ur
wurde schon sehr fr

uh eine erste Parallelisierung durchgef

uhrt [Rob91] [Rob93]. ILU{
artige und Blockeliminationsverfahren [BS97] [BW99] stellen aufgrund ihres prinzi-
piell schrittweisen Vorgehens grunds

atzlich jeder Parallelisierung die gleichen groen







oser sind nur f

ur sehr wenige Prozessoren tragf

ahig [Fro90] und nicht allge-










3 Das FAMG Verfahren
Folglich bleiben nur noch AMG Verfahren nach dem Selektionsprinzip

ubrig, die







ahlen auch die meisten zwischenzeitlich publizierten parallelen AMG Verfahren
[KS99] [WJ99]. Ein Hauptproblem besteht darin, da sie

ublicherweise | wie etwa
Verfahren vom Ruge{St





















aber mit Ausnahme des Jacobiverfahrens nach. V. Henson beobachtete dieses Ver-





ur schwierige Gleichungen auskommt [Wag00a] [Wag00b], erscheint es als der viel-
versprechendste Kandidat f





Bisherige Erfahrungen zeigten schon, da die Auswahl der Elternknoten f

ur die In-
terpolation eines Knotens extrem wichtig ist [St

u99b]. Das groe Problem dabei ist
allerdings, da aus der puren Betrachtung der Matrixeintr

age nicht einmal zwischen 2
extremen Elternpaaren, wie sie in Abbildung 3.1 dargestellt sind, unterschieden wer-
den kann: F

ur eine isotrope Gleichung haben alle 4 zu betrachtenden Matrixeintr

age
den gleichen Wert, obwohl das gestreckte Elternpaar (rechter Bildteil) die wesent-
lich besseren Interpolationseigenschaften besitzt und das Mehrgitterverfahren damit
wesentlich besser konvergiert.
Abbildung 3.1: Schlechtes (links) und gutes Elternpaar (rechts)
In [St

u99a] werden eine Vielzahl von Heuristiken beschrieben, die alle versuchen,




age und eine geschickte Steuerung der
Markierungsfront, m

oglichst nur gute Elternpaare zu erzeugen. Der Mangel an einer




ucklich beklagt. C. Wagner gelang es nun
in [Wag00b] schon bei der Elternpaarauswahl gute von schlechten Paaren zu unter-
scheiden. Die grundlegende Erkenntnis ist, da die Norm eines gegl

atteten Vektors,
der den Interpolationsfehler f

ur die Prolongation mit verschiedenen Elternpaaren be-
schreibt, gute von schlechten Paaren unterscheiden l

at. Die Norm ist um so kleiner,
22
3.3 Konstruktion der Prolongation und Restriktion
je besser das Elternpaar den zwischenliegenden Knoten interpolieren kann. Diese
Bewertung erfordert keinerlei geometrische Information und ist daher f

ur ein AMG




Der zentrale Punkt ist folglich, eine gute Prolongations{ und Restriktionsmatrix zu
konstruieren. Das erfordert sowohl die Auswahl der Elternpaare als auch die Berech-
nung der Koezienten der beiden Gittertransfermatrizen.
3.3 Konstruktion der Prolongation und Restriktion
Dieser Abschnitt fat die Ergebnisse in [Wag00a] zusammen. F

ur weitere Einzelheiten
sei auf diese Arbeit verwiesen. Da sich alle Ausf

uhrungen auf ein festes Paar ` und
`   1 von Leveln bezieht, wird der Levelindex weggelassen. F

ur die Herleitung sei
die Matrix A als symmetrisch, positiv denit angenommen. J bezeichne in Vorgri
auf Denition 4.1.3 die Indexmenge zur Matrix A. Wir werden haupts

achlich die
Konstruktion der Prolongation beschreiben. F

ur die Restriktion geht man analog
vor; deren Gr

oen werden mit einem Querbalken gekennzeichnet.
Ziel ist es, eine gute Konvergenz des Mehrgitterverfahrens zu erzielen. Dazu sollte

































oglichst klein sein. Das gelingt, wenn P und














in (3.1) klein sind.
Aufgabe ist es nun, die Menge der Knoten J in die zwei disjunkten Mengen der
grobmarkierten Knoten C (auch C{Knoten genannt) und der feinmarkierten Knoten
F (auch F{Knoten genannt) aufzuteilen. Dabei wird jedem F{Knoten i eine Men-
ge P
i
von C{Knoten als Elternknoten zugeordnet, aus denen er interpoliert wird.





3 Das FAMG Verfahren
Die Energienorm von (3.3) l





















































Obwohl wir letztendlich R und P einzeln berechnen werden, nehmen wir hier R = P
>









= 1 und P und R
sollten so bestimmt werden, da die Konstante C in der Variationsungleichung f

ur






















ur glatte Vektoren sehr klein. Der Gittertransfer sollte nach den

Uber-
legungen in Abschnitt 2.3.3 vor allem f

ur glatte Vektoren gut funktionieren. Man wird
P und R folglich so konstruieren, da (3.6) besonders f

ur glatte Vektoren mit einer
kleinen Konstante erf

ullbar ist. Diese Bedingung kann als Filterbedingung f

ur den





t = 0: (3.7)
Den Testvektor wird man als glatt w







Uberlegungen siehe [Wag00a, Abschnitt 3.5]. Von dieser Idee der Filterung r

uhrt auch
die Namensgebung Filterndes AMG (FAMG) her.

Ahnliche Filtereigenschaften
wurden auch in [Wit92] [Wag95] [WW97] verwendet.
Eine andere M

oglichkeit, um in (3.6) eine kleine Konstante zu erreichen, besteht
darin, die Eintr







klein zu halten. Mit
D := diag(A)


































auf einen Vektor eine zeitkritische Operation f

ur
das FAMG darstellt, sollte er so einfach wie m

oglich gestaltet werden, ohne allerdings
24
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A zu verwenden, da nach Praxiser-
fahrung die kleinen Elemente keinen wesentlichen Beitrag zur G

ute des Ergebnisses







falls i = j oder ja
ij














N(i) bezeichne die Menge der stark gekoppelten, direkten Nachbarknoten des Kno-
tens i

N (i) := fj 2 J n fig j a
ij
6= 0 _ a
ji
6= 0g:
Im Gegensatz zur sp

ateren Denition 4.1.19 ist hier der Knoten i nicht in

N (i)







; i 2 J f






































































































N (i) [ fig
0 sonst:







































































































N (i) [ fig
0 sonst:
Es gelte zur Vereinfachung Q
>




bezeichne die zum Knoten i 2 J
geh












1 falls k = i
 p
ik




ur i 2 F
q
i
 0 , f

ur i 2 C:
Damit l






























































schreiben und man erkennt, da






nimiert werden kann. Diese Struktur ist aber viel zu feingranular, um sie f

ur eine
Parallelisierung zu nutzen, und entspricht nicht der vorhandenen Datenaufteilung.
F

ur eine gegebene Elternknotenmenge P
i






























St = 0: (3.13)
Wir m

ochten nicht a priori eine beste Elternknotenmenge f

ur einen Knoten i 2 J






(Toleranzparameter ), um sp














d. h. wir verlangen nach [St

u99a] eine direkte Interpolation. Obwohl auch 1{elementige
Elternknotenmengen zugelassen sind, stellen sie doch die Ausnahme dar und wir spre-















































  und (3.15)
8P 








































(3.15) sichert eine absolute G



























ur den Interpolationsfehler. Im Regelfall f

uhrt der Wert von  zu
keiner Einschr

ankung, aber ein Knoten, der

uberhaupt nicht gut interpoliert werden
kann, soll kein (schlechtes) Elternpaar erhalten, sondern grob markiert werden.
Die von uns gew









ist jetzt festzulegen, welche Knoten feinmarkiert werden und welches Elternpaar dazu
verwendet werden soll. Dabei sollen zwei Ziele erreicht werden:





Z2 Die Anzahl der Grobgitterknoten und die Anzahl der (von Null verschiedenen)
Matrixeintr

age auf dem groben Level sollen minimiert werden.
W

ahrend Z1 strikt eingehalten wird, kann Z2 als globale Eigenschaft nur durch
lokale Heuristiken angen

ahert werden, um den Aufwand ezient zu halten. Um Z2
quantitativ zu erfassen, sei n
e
(P) die Anzahl der neu entstehenden Matrixeintr

age in
der Grobgittermatrix, wenn das Elternpaar P verwendet wird, und n
c
(P) die Anzahl

















atzliche Idee des Markierungsalgorithmus ist, das momentan beste Eltern-
paar P
i
, d. h. das mit kleinstem Gewicht w(P
i
), zu verwenden, um den zugeh

origen
Knoten i als fein und die Knoten j 2 P
i
als grob zu markieren. Diese getroene
Auswahl kann nicht mehr revidiert werden. Die Datenstrukturen der Punkte i und
j m







3 Das FAMG Verfahren
entfernt werden und die Gewichte der Elternpaare in der Nachbarschaft um i und j
m

ussen aktualisiert werden, weil sich (3.17) in der Umgebung von i und j

andert. Das
Vorgehen wird in folgendem Algorithmus zusammengefat. Vor dem Aufruf m

ussen
schon alle Gewichte w(P
J
) berechnet sein. L enth

alt alle Knoten, die markiert werden
sollen; hier gilt also L := J .
Algorithmus 3.1 (Label(L))
(1) F := C := ;




















(1) F := F [ fig

















n fP 2 P
J
j i 2 Pg
(6) 8j 2 P
i
: EliminateCNode(j)




(1) C := C [ fig









(4) aktualisiere alle betroenen Gewichte w(P
J
)
Sollten nach Label noch Knoten unbearbeitet inD stehen, so ist es nicht mehr m

oglich,
sie gut zu interpolieren und sie m

ussen folglich zwangsweise grob markiert werden
(Zeile (6)). Dadurch werden die restlichen Gewichte w(P
J






































Wir wollen hier nur das Ergebnis aus [Wag00a] nennen. Die zwei wesentlichen Al-
gorithmusteile sind das Bestimmen der guten Elternpaare und der Markierungsalgo-
rithmus Label.
Es sei

















ur die Bestimmung der guten Elternpaare P
+
J




mit 2    3.  h

angt entscheidend vom Matrixgraphen ab und kann a priori,
vor allem f






achlichen Rechenzeitaufwands relativiert sich aber, da bei Verwendung spezieller
Datenstrukturen die meisten Operationen innerhalb des Caches ausf

uhrbar sind und
somit eine um Gr

oenordnungen niedrigere Konstante anzusetzen ist als bei den
Operationen im Mehrgitterzyklus.





arke der Kopplung. Dann betr

agt der Zeitaufwand des Markierungsalgorithmus
Label O(nm
2
). Allerdings ist dieses Ergebnis nur unter Verwendung sehr spezieller
Listenstrukturen m

oglich, die viele Suchvorg

ange vermeiden helfen.
Die Laufzeit beider Algorithmusteile verh

alt sich also zun

achst direkt proportional
zur Anzahl der Knoten. Wenn die Gr










achst, liegt ein Verfahren optimaler Komplexit

at vor und ist daher auch f

ur extrem




Auf der erstellten Hierarchie von Matrizen setzt man f

ur das eigentliche L

osen einen
klassischen Mehrgitteralgorithmus ein, wie er in Algorithmus 2.3 eingef

uhrt wurde.
Der hier eingesetzte Gl

atter sollte mit dem Gl

atter in der Elternpaarauswahl (3.10)
und (3.11) abgestimmt sein. In der Praxis hat sich die Kombination eines normalen
Jacobischritts und eines nur auf den feinen Knoten arbeitenden Jacobischritts Jacobi-
Fine nach Algorithmus 3.5 am besten bew
















wenn i 2 F :
29
3 Das FAMG Verfahren
F

ur unsere Zwecke bietet es sich aber an, als Gl

atter im Mehrgitteralgorithmus nur
den normalen Jacobischritt zu verwenden und den speziellen Feingitterjacobischritt
konzeptionell als Teil der Restriktion bzw. Prolongation zu betrachten. Damit kann
dann die Parallelisierung des L

osers allein durch Erweiterung der Restriktion und
Prolongation erfolgen; alles weitere sind Standardkomponenten eines parallelen Mehr-
gitterl

osers. Zu bemerken ist noch, da in der Prolongation die letzten beiden Schritte




























































































Algorithmus 3.8 (FAMG(c; d; ` ))


































































osen von linearen Gleichungssystemen vorgestellt; sie waren noch seriell. Haupt-
s






der parallelen Algorithmen mu daher zun

achst ein Modell einer parallelen linearen
Algebra eingef

uhrt werden, das erstmalig auch bewiesen wird. Dieses Modell wird
dann dazu dienen, die Parallelisierung des in Kapitel 2 vorgestellten geometrischen
Mehrgitterverfahrens zu beschreiben und in Kapitel 5 die Parallelisierung des FAMG
zu entwickeln.
4.1 Parallele lineare Algebra
Das folgende Modell einer parallelen linearen Algebra lehnt sich sehr stark an das
von Ch. Wieners entwickelte an [Wie00a] [Wie00b], das wiederum auf dem Modell
von P. Bastian aufbaut und dieses stark erweitert [Bas96b]. G. Haase f

uhrt im Kon-
text von Gebietszerlegungsmethoden eine sehr

ahnliche parallele lineare Algebra ein
[Haa99a] [Haa99b]. Eine wesentliche

Anderung zu Wieners Modell wird das Heraus-
lassen des Begris
"
aktive Teilmenge\ einer Indexmenge sein, den man nur f

ur die
Formulierung lokaler Mehrgitterverfahren ben

otigt, die uns hier aber nicht besch

afti-
gen. In Bastians Modell entspricht diesem der Begri der Vektorklasse. Einige Verfei-









uhrt. Insbesondere wird erstmals durch eine verallgemeinerte Darstel-
lung der Restriktions{ und Prolongationsoperation klar, was die entscheidenden Vor-
aussetzungen sind.
Das Modell wird sich nur auf die Begrie Index (oder Knoten) und den Matrixgraph
st

utzen. Es ist also rein algebraisch ohne weitere geometrische Begrie zu verwenden.
Trotzdem wird so oft wie m





achst mu die Verteilung der Daten auf die Prozessoren und die dann m

ogli-
chen parallelen Darstellungsformen deniert werden. Transformationen der Darstel-
lungsform schaen die Voraussetzung f







Die Menge der Prozessoren, auf die die parallele Anwendung verteilt wird, sei mit P
bezeichnet. Ein Element p 2 P heit Prozessor oder englisch processing element
(kurz PE).
Bemerkung 4.1.2
Einem realen Parallelrechner liegt immer eine Prozessortopologie zugrunde, die einer
Struktur der Menge P entspricht. Da heute die Kommunikationsleistung zwischen
2 Prozessoren aufgrund leistungsf

ahiger Routingverfahren (wormhole routing) kaum
noch von ihrer Position bzgl. dieser Topologie abh

angt [Bas00], wollen wir auf P
keine Struktur festlegen und ausnutzen. Da wir trotzdem der Einfachheit halber die
Prozessoren mit nat

urlichen Zahlen bezeichnen werden, soll dazu kein Widerspruch
sein.
Denition 4.1.3 (Datenaufteilung)
Gegeben sei eine Indexmenge J . Ein Index j 2 J wird Knoten genannt und ihm










:= f j 2 J j (j) = p g: (4.2)
Aus Konsistenz{ und Ezienzgr

unden wird es n

otig sein, neben den Masterkno-
ten noch einige Knotenkopien auf jedem Prozessor zu halten, die sogenannten Bor-
derknoten. Die zugeh

orige Aufteilungsabbildung  ordnet jedem Knoten alle Pro-
zessoren zu, auf denen der Knoten Kopien (auch Instanzen genannt) besitzt:
 :

J ! P(P) (Potenzmenge von P)
j 7! f p 2 P j j hat eine Instanz auf p g;
(4.3)
die Menge aller Borderknoten auf einem Prozessor heie
B
p
:= f j 2 J j p 2 (j) g nM
p
: (4.4)
Weiterhin induziert die Aufteilungsabbildung  eine nicht{disjunkte Partitionie-
rung der Indexmenge J :
J
p
:= f j 2 J j p 2 (j) g: (4.5)
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ist eine globale Gr

oe, die durch Einsammeln der verteilt vorliegenden
Teilmengen J
p
zu erhalten ist. Da dieser Vorgang eine Kommunikation erfordert,
sollte J nie verwendet werden m

ussen, um gut skalierbare Algorithmen zu erhalten.
F

ur alle unsere Algorithmen wird die Kenntnis der Abbildungen  und  ausreichen,
die rein lokal sind. Diese Abbildungen m

ussen aber sehr schnell ausf

uhrbar sein. Das
hier verwendete Modul DDD stellt diese Funktionalit

at bereit [Bir97] [Bir98].
Bemerkung 4.1.5 (Ghostkopien)
Man kann die Menge der Borderknoten noch weiter unterteilen: je nachdem, ob sie





otigt werden. Da diese Unterscheidung vor allem f

ur lokale
Mehrgitterverfahren und gute Lastverteilungen eine Rolle spielt, braucht sie hier
nicht getroen werden.
Bemerkung 4.1.6 (Aufteilungsabbildung x)
Im folgenden sei immer eine Aufteilungsabbildung fest gegeben, d. h. alle Objekte in
einem Kontext sind immer durch dieselbe Abbildung aufgeteilt.
Sp

ater wird die Eindeutigkeit der Masterkomponente explizit ben

otigt; sie soll daher
in folgender Form festgehalten werden:
Lemma 4.1.7 (Eindeutigkeit der Masterabbildung)
8i 2 J 9
1
p 2 (i) : i 2M
p
: (4.6)
Beweis: Die Aussage folgt direkt aus Denition 4.1.3. 2
4.1.2 Verteilte Vektoren und Matrizen
Denition 4.1.8 (Freiheitsgrade)
Jedem Knoten j 2 J werden n
j
Werte zugeordnet, sogenannte Freiheitsgrade.













































eine Komponente des Vektors. Die Begrie Master und Border

ubertragen sich von








agt jedem Vektor eine Blockstruktur auf. Z. B. w

urde eine Diskre-
tisierung der Navier{Stokes Gleichung, die auf den Elementecken 2 Geschwindigkeits-
33
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von Knoten zu Knoten wechselnde Anzahlen sind m

oglich, wie sie z. B. f

ur obige Glei-
chung entsteht, wenn man an den Elementkanten 2 Geschwindigkeitsfreiheitsgrade





achst aus geometrischen Informationen abgeleitet werden.
Sobald aber alle Zahlen n
j
bestimmt sind, braucht man im weiteren keinerlei Geo-
metrieinformation mehr f






 1, d. h. ein Block besteht aus genau einer reellen Zahl.
In Zukunft betrachten wir diese Bl

ocke als elementare Einheiten, mit denen wir Be-
rechnungen wie mit reellen Zahlen formulieren werden.







ur skalare Dierentialgleichungen l

at einem Knoten in nat

urlicher Wei-
se einen klassischen Freiheitsgrad entsprechen. Im bisher vorgestellten Modell gibt
es jedoch 2 Arten, ein System von Dierentialgleichungen zu behandeln: Man kann
einem Knoten alle Information in einer geometrischen Position entsprechen lassen,
wie das auch in der vorigen Bemerkung praktiziert wurde. Das f

uhrt dann auf ech-
te Bl

ocke. Andererseits kann man auch jedem einzelnen Freiheitsgrad einen eigenen




 1 verwenden. Dabei hat man allerdings
Struktur und damit Handlungsspielraum verloren aber gleichfalls Generalit

at gewon-
nen. Beide Anwendungen sind sinnvoll und f

ur AMG Verfahren ist es bei weitem
noch nicht abschlieend gekl

art, welcher Weg zu bevorzugen ist; wahrscheinlich wird







Auf den verteilten Vektoren aufbauend, konstruiert man eine verteilte Matrix.
Denition 4.1.12 (Verteilte Matrix)
Gegeben sei eine Matrix A 2 R
nn
0













Bemerkung 4.1.13 (Blockstruktur einer Matrix)
Zu beachten ist, da A
ij
; i 2 J; j 2 J
0













ur eine Interpolationsmatrix ist J die Index-






Gegeben sei ein System von 2 Dierentialgleichungen auf einem 1{dimensionalen Ge-
biet, das mit 3 linearen Elementen diskretisiert sei. Das f

uhrt auf 4 Knoten J =
f i; j; k; l g, die je 2 Freiheitsgrade tragen. Die Diskretisierung der partiellen Dieren-
tialgleichung mit linearen Finiten Elementen f

uhrt auf eine 44 Blockmatrix, die ein
tridiagonales Besetzungsmuster besitzt; jeder Block ist eine 22 Matrix. Die Daten-
aufteilung erfolge auf 2 Prozessoren P = fp; qg

uber (i) =(j) = p, (k) =(l) = q,
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A  , A  ,
A  ,jk
jk kl
ijA , A ji Akj
Akj Alk
i j k l
Freiheitsgrad
2 x 2 Matrixeintrag
Masterknoten/-komponente
Abbildung 4.1: Beispiel einer Datenaufteilung f

ur ein System von 2 partiellen Dif-
ferentialgleichungen in 1 Raumdimension, diskretisiert mit linearen
Finiten Elementen und verteilt auf 2 Prozessoren
(i) = fpg, (j) = (k) = fp; qg, (l) = fqg. Damit gilt J
p
= fi; j; kg, J
q
= fj; k; lg,
M
p
= fi; jg, M
q




= fjg. Die gesamte Situation ist in Abbil-
dung 4.1 dargestellt.
4.1.3 Parallele Darstellungsformen von Vektoren und Matrizen
Die Denition 4.1.9 des verteilten Vektors l

at vermuten, da f

ur jeden Knoten, der
auf mehreren Prozessoren vorkommt, die jeweilige Vektorkomponente den gleichen






Denition 4.1.16 (Parallele Darstellungsformen f

ur Vektoren)
Ein Vektor x 2 R
n











Ein Vektor x 2 R
n














Eine besondere Form der additiven Darstellung sei noch hervorgehoben: ein Vektor
x 2 R
n




verteilt, wenn die Masterkomponente
den gesamten Wert der Komponente tr

agt:









ur p = (j)
0 f





Bemerkung 4.1.17 (Eindeutigkeit der Verteilung eines Vektors)
Nur die konsistente und die eindeutige Verteilung sind bei gegebener Aufteilungsab-
bildung  eindeutig. Eine allgemeine additive Verteilung ist nicht eindeutig.
Bemerkung 4.1.18 (Eindeutigkeit der parallelen Darstellungsform)
Die Begrie konsistent und inkonsistent (additiv) schlieen sich nicht aus. So ist
jeder Vektor, der auf allen Komponenten, die mehr als 1 Instanz haben, 0 ist, sowohl
konsistent als auch inkonsistent (additiv) verteilt:
8x 2 R
n




j(j)j > 1 g : x
j
= 0 =) x = x^ = x:
Die Situation f

ur Matrizen ist wesentlich schwieriger, da es entscheidend auch auf das
Besetzungsmuster der lokalen Matrizen ankommen wird. Zun





Denition 4.1.19 (Nachbarschaft eines Knotens)
Die Nachbarschaft eines Knotens i 2 J (auf einem Prozessor p 2 P) ist deniert als
die Menge der Knoten j 2 J
0
(bzw. j 2 J
0p









6= 0 _ A
ji
6= 0 g (4.10)
(bzw. N
p














Lemma 4.1.20 (Relation N ist symmetrisch)
8i 2 J 8j 2 J
0
: i 2 N (j), j 2 N (i): (4.11)
Beweis: folgt unmittelbar aus Denition (4.1.19) 2
Denition 4.1.21 (Matrixgraph)





orige Matrixgraph G(A) := (V; E) ist deniert als:
V = J [ J
0





Zur Einordnung der Eigenschaften des eben denierten Graphen sollen die Bezeich-
nungen nach [Jun94] verwendet werden.
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Bemerkung 4.1.22 (Einordnung in graphentheoretische Begrie)
Wenn J = J
0
, ist der Matrixgraph als gerichteter Graph oder als ungerichteter Mul-
tigraph aufzufassen. Oft ist es vorteilhaft, den dazugeh

origen ungerichteten Graphen
zu betrachten, der durch Zusammenfassen zweier gerichteter Kanten (i; j) und (j; i)
zu einer ungerichteten Kante (oder Bogen) fi; jg entsteht.
Wenn J \ J
0
= ;, ist der Graph bipartit (oder paar).
Denition 4.1.23 (Aufteilungsabbildung  respektiert Graph G)
Die Aufteilungsabbildungen  und 
0
nach Denition 4.1.3 respektieren einen Ma-
trixgraph G = (V; E), wenn




Wenn Aufteilungsabbildungen ; 
0
einen Matrixgraphen G = (V; E) respektieren,
kann jede Kante e 2 E auf mindestens einem Prozessor dargestellt werden, weil beide
Knoten zu dieser Kante auf diesem Prozessor vorhanden sind. Da eine Aufteilungs-
abbildung diese Eigenschaft besitzt, ist nicht a priori gesichert und mu z. B. f

ur den
Graph der Steigkeitsmatrix G(A) extra nachgewiesen werden; siehe Abschnitt 4.2.5.
Denition 4.1.25 (Parallele Darstellungsformen f

ur Matrizen)
Eine Matrix A 2 R
nn
0










die Aufteilungsabbildungen ; 
0





gilt 8i 2 J 8j 2 N
A









8i 2 J 8j 2 N
A
(i) 8p 2 (i): (4.12c)
Eine Matrix A 2 R
nn
0










die Aufteilungsabbildungen ; 
0
















8i 2 J 8j 2 N
A
(i) 8p 2 (i) \ 
0
(j): (4.13c)
Eine Matrix A 2 R
nn
0









die Aufteilungsabbildung ; 
0











8i 2 J 8j 2 N
A
(i): (4.14b)
Bemerkung 4.1.26 (Aufteilungsabbildung respektiert Matrixgraph)
Die Forderung, da die Aufteilungsabbildung den Matrixgraph respektieren mu,






Lemma 4.1.27 (Keine konsistente Verteilung bei zushgd. Graph)





Wenn die Matrix echt verteilt ist (9p 2 P : J
p
6= J), gibt es f

ur jede lokale Matrix
A
p
einen konsistenten Vektor x 2 R
n










, d. h. eine
Matrix mit zusammenh

angendem Graph kann nicht konsistent verteilt werden.





uhrt dies zum Widerspruch. F

ur die Details siehe [Wie00b]. 2
Bemerkung 4.1.28 (Konsistent verteilte Matrix)
F

ur jeden Index j 2 J
p
mu also die gesamte Matrixzeile (aufgrund von Bedin-
gung (4.12b)) mit den jeweiligen globalen Eintr

agen (Bedingung (4.12c)) auf dem









angend ist, kann man sie also nicht konsistent
verteilen. Die teilweise konsistente Verteilung wird sich aber f

ur unsere Zwecke als
ausreichend erweisen. Die globale Eigenschaft, die sich im Zusammenhang des Ma-
trixgraphen ausdr






asentiert werden. Die vollst

andige globale Information mu | soweit erforderlich
| nach der Matrix{Vektor{Multiplikation, die ein additives Ergebnis liefert (siehe
Abschnitt 4.1.5.5), in einem gesonderten Kommunikationsschritt hergestellt werden,
wie im n

achsten Abschnitt beschrieben. Konsistent verteilt sein kann dagegen eine
Diagonalmatrix (sie ist nicht zusammenh

angend und damit gibt es keine Schwierig-
keit mit Bedingung (4.12b)) oder eine Prolongationsmatrix, da sie eine gerichtete
Verbindung von einem Level zu einem anderen darstellt und dadurch ebenfalls Be-
dingung (4.12b) eingehalten werden kann.





ein Matrixeintrag vorhanden sein kann (weil i 2 J
p
und j 2 J
0p
), mu
er den globalen Wert A
ij
besitzen. Die im Vergleich zu [Wie00a] zus

atzliche Bedin-
gung (4.13b) an die Aufteilungsabbildung wird wichtig sein, um die Multiplikation
~
A x in Abschnitt 4.1.5.5 formulieren zu k

onnen. Diese Bedingung ist aber einfach
einzuhalten, indem zus

atzliche Knotenkopien angelegt werden. In der derzeitigen Im-
plementierung von UG verzichtet man f

ur geometrische Mehrgitterverfahren auf diese




Gegeben sei eine Matrix A 2 R
nn




Beweis: (4.12) folgt aus (4.13) sofort, wenn man verwendet, da eine Diagonalmatrix
nur auf der Diagonalen Eintr

age hat, d. h. N
diag(A)
(i) = fig 8i 2 J . 2
Bemerkung 4.1.31 (Additiv verteilte Matrix)
Aufgrund des Besetzungsmusters jeder verteilt gespeicherten Matrix nach Deni-
tion 4.1.12 kann man die Forderung an eine additiv verteilte Matrix auch in der
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Bemerkung 4.1.32 (Eindeutigkeit der Verteilung einer Matrix)
Auch bei Matrizen ist die additive Verteilung selbst bei fester Aufteilungsabbildung
 nicht eindeutig. Die (teilweise) konsistente Form ist dagegen eindeutig.
4.1.4 Transformation der parallelen Darstellungsform
Die linearen Algebra Operationen im n

achsten Abschnitt werden gewisse Bedingun-
gen an die parallele Darstellungsform ihrer Operanden stellen. Erf

ullt ein Operand
nicht die Anforderung, so mu seine Verteilungsform angepat werden. Ein solcher
Transformationsschritt wird in der Regel mit Kommunikation verbunden sein und
das bedeutet sowohl zus

atzliche Operationen, die Zeit kosten, als auch Wartezeiten
bis zum Empfang der Nachrichten. Daher wird man bestrebt sein, die Darstellungs-




andert zu lassen und eine Transformation nur auf




ur die Defektberechnung z. B. werden
wir sehen, da sich die Anforderungen in idealer Weise erg

anzen und keine Transfor-
mation n

otig ist (siehe Abschnitt 4.2.6).











8j 2 J 8p 2 (j)
zu berechnen. Folgender Algorithmus f

uhrt das Einsammeln und Summieren der
























an q und empfange M
q;p
von q





















Am Ende der Operation steht in x^
p



















mit (q; j) 2 f (q; j) 2 P n fpg  J
p
















genau die Summanden enthalten, die die Denition 4.1.16 f

ur die konsistente Dar-
stellungsform verlangt. 2












falls p = (j)
0 sonst
; 8j 2 J 8p 2 (j)
zu berechnen. Folgender Algorithmus f


































































Am Ende der Operation steht in x^
p













. In Schritt (1) bzw. (3) werden auf Prozessor p 2 P
jeweils alle Komponenten x^
q
j









ur q und q empf

























in den Masterkomponenten genau die Summanden enthalten, die die Denition 4.1.16
f







= 0 8j 2 B
p
, da sie in Schritt (1) auf 0 gesetzt wurden. 2
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4.1 Parallele lineare Algebra
4.1.4.3 additive 7! teilweise konsistente Matrix
Die Aufgabe ist, die Aufteilungsabbildung  so zu erweitern, da die Bedingung














8i 2 J 8j 2 J
0
8p 2 (i) \ 
0
(j):







nach Abschnitt 5.3.4 hier immer erf

ullt. Folgender Algorithmus f

uhrt das Einsammeln









































an q und empfange M
q;p
von q
















































Beweis: Nach Denition 4.1.25 ist
^
































in die Puer M
p;q































) auf dem Prozessor p vor, sondern nur im NachrichtenpuerM
q;p
.
Es gilt j 2 J
0p
nach Voraussetzung. Man kann auch
























= 0 8j =2 N
q
(i) (nach (4.10)) und 8q =2 
0





























tragen im Ergebnis den gleichen, globalen Wert
A
ij






ur eine teilweise konsistent ver-
teilte Matrix erfordert. 2
Bemerkung 4.1.33
Es wird immer auf einem xen Objekt gearbeitet; bis auf die Nachrichtenpuerein-
tr

age werden keine Kopien angelegt. W

ahrend den Scatteroperationen benden sich
die Vektoren bzw. Matrizen folglich in einem intermedi

aren Zustand: Sie sind weder
in Ausgangsdarstellungsform noch in der Zielform; erst nach Abschlu aller Scatter-
aufrufe liegt wieder eine denierte Darstellungsform vor. In diesem Sinne mu die
symbolisierte Darstellungsform verstanden werden: Es ist lediglich der Speicherplatz
des Operanden gemeint.
Bemerkung 4.1.34
Da eine Transformation die Darstellungsform

andert, darf sie nicht mehrfach unmit-
telbar hintereinander auf das selbe Objekt angewendet werden, denn die Darstel-
lungsform des Operanden stimmt dann nicht mehr. In der derzeitigen Implemen-
tierung ist die vorliegende Darstellungsform eines Objekt allerdings nicht einfach
erkennbar, denn es tr

agt kein entsprechendes Merkmal, soda eine Operation nicht
einfach pr

ufen kann, ob die Darstellungsformen der Operanden korrekt sind. Eine





urde, ohne einen Fehler erkennen zu k

onnen; jedoch werden unter
Umst

anden manche Komponenten mit
"





umliche Anwendung von MakeAdditiveVectorConsistent auf einen bereits kon-
sistenten Vektor dazu, da jede Komponente x
p
j
das j(j)j{fache Vielfache des kor-
rekten Wertes erh

alt. Man mu die Transformationen also an genau den richtigen
Stellen im Algorithmus plazieren.
Bemerkung 4.1.35 (Organisation der Nachrichtenpuer)
Wir wollen hier die Strukturierung der Nachrichtenpuer nicht n

aher spezizieren.
Das soll der Implementierung

uberlassen bleiben.
Bemerkung 4.1.36 (Realisierung mit DDD)
Die hier verwendete Bibliothek DDD [Bir97] [Bir98] unterst

utzt auch bei der Realisie-
rung der Transformationen den Anwender sehr stark. Das Wissen, welcher Knoten auf
welchem anderen Prozessor Kopien besitzt (in der Algorithmusbeschreibung abstrakt
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4.1 Parallele lineare Algebra
als Q
p




formuliert), wird von DDD als sogenannte Interfaces verwal-
tet. DDD verwendet diese Information dazu, den gesamten Kommunikationsablauf
durchzuf

uhren. Der Anwender mu daf

ur nur noch 2 Callbackfunktionen anmelden:
eine Gatherfunktion, die den bereitgestellten Nachrichtenpuereintrag f

ullt, und ei-
ne Scatterfunktion, die auf Empf

angerseite den gelieferten Nachrichtenpuereintrag
in das lokale Datenobjekt einbaut (indem z. B. der empfangene Wert auf den be-
reits vorliegenden aufaddiert wird). Da Matrizen in UG nicht bei DDD als Objekte
angemeldet werden, um Speicherplatz zu sparen, mu sich der Benutzer bei der Pro-
grammierung der Transformationen f








utzt einen dabei noch durch global
eindeutige Identikationsnummern (GID) f

ur die (Spalten-)Vektorkomponenten.
4.1.5 Parallele lineare Algebra Operationen
Nachdem nun verteilte Vektoren und Matrizen eingef


















atzlich sollen die Operationen lokal auf dem gesamten Vektor bzw. Matrix
ausgef

uhrt werden, also auf Master{ wie Borderkomponenten. Wichtig ist dabei, auf
die parallele Darstellungsform zu achten, die sowohl Anforderung an die Operan-
den als auch Zusicherung an das Ergebnis ist. Erf

ullt ein Operand die Anforderung
nicht, mu seine Darstellungsform mit Transformationen aus dem vorhergehenden
Abschnitt angepat werden.
Im folgenden sei immer v; x; y; z 2 R
n
; w 2 R
n
0











A := 0; (4.16)
d. h. das Ergebnis erf

ullt gleichzeitig die Anforderungen aller paralleler Darstellungs-
formen.
Beweis: Ein Objekt, das vollst

andig auf 0 gesetzt ist, erf

ullt nach Denition 4.1.16






ur ;  2 R:
z := x+ y (4.17)
z^ := x^+ y^: (4.18)
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4 Parallele Mehrgitterverfahren
Die Operation ist lokal ausf

uhrbar. Bei der Addition m

ussen beide Operanden die





Beweis: a) z := x+ y


































d. h. das Ergebnis liegt nach Denition 4.1.16 in konsistenter Form vor.
b) z^ := x^+ y^































ist nun zu zeigen, da er eine additive Verteilung
des Ergebnisses z := x+ y ist:


































































4.1 Parallele lineare Algebra
d. h. genau ein Operand mu konsistent und der andere mu additiv sein. Nach Bil-
dung der lokalen Skalarprodukte 
p
mu noch in einer globalen Kommunikation
die Summe aller Teil{Skalarprodukte gebildet werden. Ohne Kommunikation kann
es nicht gehen, weil x
>
y eine globale Information ist und daher lokale Anteile in
irgendeiner Form eingesammelt werden m

ussen.
Beweis: Wir betrachten den Fall x^
>




at sich aufgrund der Symme-



































































Diese Summation stellt eine Enumeration der Menge f (p; j) 2 PJ j p 2 (j) g dar.

























































d. h. die Norm eines Vektors kann dann berechnet werden, wenn er in eindeutiger
Form verteilt ist. Nach Bildung der lokalen Summen (noch keine Normen!) mu noch
in einer globalen Kommunikation die Gesamtsumme gebildet werden, bevor die
Wurzel gezogen werden kann. Ohne Kommunikation kann es nicht gehen, weil jjxjj ei-







Wenn man von dem Paradigma abweichen will, da lokal der gesamte Vektor ver-
arbeitet werden mu, kann man auch die Norm eines konsistent verteilten Vektors
bilden, indem man lokal nur

uber die Masterkomponenten summiert:


















Bemerkung 4.1.38 (Bezug zum Skalarprodukt)
In beiden F

allen wird lokal nicht die vollst

andige lineare Operation ausgef

uhrt. Wei-
terhin mu man feststellen, da sich die Norm nicht auf die Berechnung eines Skalar-
produkts in der sonst











at, weil das paral-
lele Skalarprodukt entgegengesetzte Darstellungsformen seiner Operanden erfordert
(siehe Abschnitt 4.1.5.3); das kann von ein und demselben Vektor im allgemeinen
nicht erf

ullt werden (Ausnahme siehe Bemerkung 4.1.18).
Beweis: a) jjxjj

















x eindeutig, d.h. x
p
j




















































ullt nach Denition 4.1.16 ebenfalls f

ur seine Masterkomponeten Bedingung (ii)
in Teil a); Bedingung (i) wird dadurch eingehalten, da in (4.22) die Borderkompo-
nenten bei der Summierung ausgelassen werden. Damit kann der Beweis von Teil a)






















4.1 Parallele lineare Algebra
Alle anderen Matrix{Vektor{Multiplikation sind nicht ohne weitere Einschr

ankungen
z. B. an das Besetzungsmuster g

ultig [Haa99b].
Beweis: a) x :=

A w































ur dieses lokale Ergebnis ist nun zu zeigen:


































































eine konsistente Darstellung des Vektors



































ur dieses lokale Ergebnis ist nun zu zeigen:






















































eine additive Darstellung des Vektors Dx































































































Diese Summation stellt eine Enumeration der Menge f (p; i) 2 PJ j p 2 (i) ^ p 2

0
(j) g dar. Beachte A
p
ij
= 0, falls j =2 N
p









































































4.1 Parallele lineare Algebra




eine additive Darstellung des Vektors Ax







































ur dieses lokale Ergebnis ist nun zu zeigen:



































Diese Summation stellt eine Enumeration der Menge f (p; j) 2 PJ
0
j p 2 (i) ^ p 2

0
(j) g dar. Beachte A
p
ij
= 0, falls j =2 N
p
































































































eine additive Darstellung des Vektors Aw





































ur dieses lokale Ergebnis ist nun zu zeigen:




































Diese Summation stellt eine Enumeration der Menge f (p; j) 2 PJ
0
j p 2 (i) ^ p 2

0
(j) g dar. Beachte A
p
ij
= 0, falls j =2 N
p





















































eine additive Darstellung des Vektors Aw
und rechtfertigt somit die Bezeichnung x^ :=
^
A w. 2
Bemerkung 4.1.39 (x :=

A w)
Was in [Wie00b] noch als denierende Forderung an eine konsistente Matrix ge-
stellt wurde, l

at sich nun als Folgerung herleiten: x :=

A w. Es gehen in die Deni-






Teil d) im letzten Beweis l






ur einen allgemeinen additiven Vektor x^ nicht korrekt ablaufen kann: Im Ender-
gebnis m

ute 8i 2 N (j) und 8p 2 
0






enthalten sein. Da aber
im allgemeinen p =2 (i) sein kann, w

urden im Endergebnis entsprechende Anteile
fehlen. Vergleiche dazu auch Bemerkung 4.1.29.
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4.2 Paralleles geometrisches Mehrgitterverfahren
Bemerkung 4.1.41




uhrt werden; nur das Ska-
larprodukt und die Norm erfordern abschlieend das globale Aufaddieren aller lo-
kalen Anteile. Bis auf diese beiden Operationen erfordert also die Parallelisierung
zun

achst keinen Mehraufwand. Allerdings m

ussen, wie schon mehrmals festgestellt,
unter Umst

anden die parallele Darstellungsform der Operanden transformiert wer-
den; das verursacht dann erheblichen Zusatzaufwand in der parallelen Ausf

uhrung,
kann aber durch geschickte Anordnung der einzelnen linearen Algebra Operationen
nach M

oglichkeit gering gehalten werden: Man versucht, eine Darstellungsform des




achsten Operationen auch gleich als Darstellungs-
form der Operanden zul

assig ist. Die optimale Darstellungsform f

ur jeden Schritt kann
aber nur aus der Betrachtung des gesamten Programmablaufs ermittelt werden, wo-
bei einzelne Algorithmusteile ihrem Zeitanteil an der Gesamtlaufzeit entsprechend
gewichtet werden m

ussen. Die daraus resultierenden Konikte zwischen Modularit

at




4.2 Paralleles geometrisches Mehrgitterverfahren
In diesem Abschnitt sollen die bisher erl

auterten Grundlagen dazu benutzt werden,
die einfachste Form eines parallelen Mehrgitterverfahrens f

ur unstrukturierte Gitter




oglichkeiten sollen hier nur angedeutet





Parallelisierung des FAMG im n

achsten Kapitel dar, als auch den bestehenden Rah-
men, in den sich dessen Implementierung im Sinne des Abschnitts 2.3.3.5 eingliedern
mu.
Das Ergebnis wird das multiplikative Mehrgitterverfahren f

ur unstrukturierte Git-









01]. Von dem Verfahren wol-
len wir hier aber alle Aspekte weglassen, die nicht direkt f






at, dynamische Lastverteilung, nicht{konforme Fi-
nite Elemente. Auf dieser Ebene mu noch nicht zwischen 2{ und 3{dimensionalen
Rechengebieten unterschieden werden. Das sind drastische Einschr

ankungen; trotz-
dem werden die charakteristischen Schwierigkeiten, die auch beim parallelen FAMG
auftreten werden, schon erkennbar. Alternative Algorithmen f

ur vereinfachte Situa-
tionen sind z. B. in [Haa99b] dargestellt.





ust aufzubauen. Eine Folge wird sein, da f

ur jede Funk-
tion die parallele Darstellungsform ihrer Operanden beim Aufruf und im gelieferten
Ergebnis gleich ist; so kann der Funktionsaufruf ohne weitere Anpassungen immer
dort eingeschoben werden, wo die Voraussetzungen erf

ullt sind. In konkreten F

allen





Das resultierende parallele Gesamtverfahren wird am Ende dieses Abschnitts zusam-




uglich der seriellen Algorithmen in Abschnitt 2.3.3, die durch die
Parallelisierung bedingt sind.
4.2.1 Parallelrechner und Programmiermodell




ur sehr groe Glei-
chungssysteme ist, sollten die Rechner, f






oren. Neben den ASCI Rechnern mit einigen tausend
Prozessoren sind das im Moment die Modelle Cray T3E, IBM SP und Hitachi SR8000
mit bis zu mehreren hundert Prozessoren und bis zu einigen hundert MB lokalem
Speicher [Top]. Ihnen allen ist gemeinsam, da sie nach Flynn's Klassikation MIMD
(multiple instruction multiple data [Fly66] [Fly72]) Rechner sind, d. h. jeder Pro-
zessor hat sein eigenes Programm und arbeitet auf seinen eigenen Daten. Im Be-
reich der Numerik bietet sich die Unterklasse SPMD (same program multiple data
[Lew91]) an, weil auf den verteilten Daten im wesentlichen

uberall das gleiche Pro-
gramm abl

auft. Die Kopplung sehr vieler Prozessoren l

at kein echtes shared memory
mehr zu, so da nur noch distributed memory (oder allenfalls virtual shared memo-
ry) Applikationen ezient sind; d. h. die Kommunikation zwischen den Prozessoren
geschieht durch expliziten (oder impliziten) Nachrichtenaustausch. Daf

ur hat sich
inzwischen MPI (message passing interface) oder auch noch PVM (parallel virtual
machine) als Programmierschnittstelle durchgesetzt. Daneben gibt es verschiedene
Erweiterungen bekannter Hochsprachen, die versuchen, den expliziten Nachrichten-
austausch vor dem Anwender zu verbergen (z. B. HPF (high performance fortran
[HPF93]) oder Fortran90). Da diese automatische Parallelisierung

ublicherweise nur
auf strukturierten Daten (arrays) funktioniert, scheidet sie f

ur unsere Anwendungen
auf unstrukturierten Gittern aus. Eine Einf

uhrung in das Gebiet der Parallelrechner
und ihrer Programmiermodelle gibt z. B. [Br

a93] [KGGK94]. Wir verwenden ex-
pliziten Nachrichtenaustausch, der

uber die Bibliothek PPIF (parallel programming
interface [Bas93]) abstrahiert wird, die sich ihrerseits auf alle

ublichen Programmier-
modelle wie MPI, PVM, shared memory usw. aufsetzen l

at. Dadurch erreicht die
Anwendung eine sehr gute Portabilit

at.
Eine der Grundaufgaben des Programms wird sein, einen sehr komplexen Graphen
bestehend aus Elementen, Kanten, Knoten, Vektoren, Matrizen usw. | verteilt

uber
alle Level | aufzubauen, zu

andern und Datenaustauschoperationen darauf durch-
zuf

uhren. Als sehr m

achtiges Werkzeug wird daf

ur DDD (dynamic distributed data)
verwendet [Bir97] [Bir98]. Auf der Abstraktionsebene, die in dieser Arbeit vorwiegend
eingehalten wird, sollte man davon allerdings kaum etwas sehen.
Nachdem nun die Programmierumgebung deniert ist, k

onnen wir uns der eigentli-
chen Numerik zuwenden.
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ur ein geometrisches Mehrgitterverfahren ist eine grobe Triangulie-
rung des Rechengebiets in Elemente (siehe Abschnitt 2.3.3.3). Erste Aufgabe ist es
nun, diese Elemente auf die Prozessoren zu verteilen. Das ist auch gleich einer der
Hauptschwierigkeiten, weil das Gitter unstrukturiert ist. Da unsere numerischen Ver-





oglichkeit auf dem gleichen Prozessor vorhanden sein, um den Kom-
munikationsaufwand gering zu halten; andererseits ist eine gleichm

aige Verteilung
der Elemente auf die Prozessoren w

unschenswert, um die Rechenlast im Gleichge-
wicht zu halten. Weitere schwere Anforderungen stellt ein lokales Mehrgitterverfah-




ussen im Lauf der
Berechnung unter Umst

anden ganze Element{Hierarchien umverteilt werden, um ei-
ne gute Lastverteilung aufrecht zu erhalten [Lan93] [Bas96a] [Bas96b] [Lan00]. Hier
kommt die Bibliothek Chaco [HL93] zum Einsatz; ein anderes bekanntes Werkzeug
daf

ur ist Metis [KK95].
Wir f

uhren eine eindeutige Aufteilung der Elemente auf die Prozessoren durch. Da
keine Elementkopien angelegt werden, entsteht keine

Uberlappung der Elemente. Ab-
bildung 4.2 zeigt einen typischen Ausschnitt eines verteilten Gitters. Das Vierecks-
element werde auf Prozessor p verteilt, die beiden Dreiecke auf Prozessor q. Trotz
der

Uberlappungsfreiheit auf Elementebene tritt eine

Uberlappung der Eckpunkte
auf. Nach Bemerkung 4.1.11 gibt es 2 M

oglichkeiten, die Knoten f

ur die lineare Al-







Elementkanten am Prozessorrand auf eine

Uberlappung der Knoten. An dieser Stelle
mu nun eine Instanz zum Masterknoten, alle anderen zu Borderknoten deniert
werden; alle anderen Knoten sind eindeutig einem Prozessor zugeteilt und werden zu
Masterknoten erkl








in Denition 4.1.3 ebenfalls festgelegt.
Werden im Laufe der Rechnung verfeinerte Gitter angelegt, sollen sie f

ur unsere











uber des Funktionsumfangs von UG . Die verfeinerten
Kindelemente sollen auf demselben Prozessor verbleiben wie ihre Elternelemente. Da
wir vollst

andig verfeinern wollen, bleibt das Lastgleichgewicht erhalten, es ist keine
dynamische Lastumverteilung n

otig und es gibt keinen Grund, die Kindelemente auf
einem anderen Prozessor zu plazieren. Daher gilt in nat

urlicher Weise, da jedes
Element sein Elternelement auf demselben Prozessor hat.
4.2.3 Wahl der parallelen Darstellungsform
Nachdem die Grundlagen der parallelen linearen Algebra geschaen sind, mu man
sich entscheiden, in welchen parallelen Darstellungsformen die einzelnen Vektoren
und Matrizen erzeugt werden sollen. W

unschenswert ist es, da die Form im Verlauf
der Rechnung im wesentlichen unver

andert bleiben kann. Die Erfahrungen zeigen,
da es so ein Schema gibt [Bas96b] [Haa99b]. Wir wollen hier vorwegnehmen, was

















P Restriktion{ und Prolongationsmatrix konsistent.
Andere Aufteilungen erfordern mehr Kommunikation [Haa99b].
4.2.4 Vorbereitungsschritt
Hier sollen die Voraussetzungen zusammengefat werden, die gelten m

ussen, bevor
der eigentliche Mehrgitteralgorithmus ausgef

uhrt werden kann. Die Motivation r

uhrt
von weiter unten zu analysierenden Algorithmusteilen her und wird unter Umst

anden









ur alle Level die Steigkeitsmatrizen bereitstehen. Das kann durch
explizite Assemblierung auf jedem Level geschehen oder durch eine Galerkin{Assem-
















eine Grobgittermatrix konstruiert. Wir wollen uns hier vom ersten Vorgehen leiten
lassen.














ur ` = `
min+1
; : : : ; `
max
erstellt werden oder entsprechende Funktionen
bereitgestellt werden, die die entsprechenden Ergebnisse berechnen.
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ur ` = `
min
; : : : ; `
max
. Da es recht aufwendig ist, eine
(Kopie der Steigkeits{)Matrix teilweise konsistent zu machen, ist es g

unstig, diese
Operation nur einmal auszuf





Falls man auf dem gr

obsten Level einen direkten L

oser verwendet, sollte dieser Level
auf einem Prozessor zusammengezogen werden, die sogenannte Grobgitteragglome-
ration (siehe Abschnitt 4.2.10).
4.2.5 Assemblierung





uhrt. Die so entstehenden Elementstei-
gkeitsmatrizen werden dann auf die gesamte Steigkeitsmatrix addiert [Bra97].
Da die Elemente eindeutig und vollst

andig auf Prozessoren verteilt wurden, kann je-
de Elementsteigkeitsmatrix lokal berechnet werden und auf den lokal vorhandenen
Teil der Steigkeitsmatrix aufaddiert werden, weil die Datenpartitionierung sicherge-
stellt hat, da alle zu einem Element geh

origen Knoten ebenfalls vorhanden sind. Die
globale Steigkeitsmatrix liegt also ihrerseits additiv verteilt vor und soll es auch blei-
ben, denn nach Lemma 4.1.27 kann es gar keine konsistente Verteilung daf

ur geben.
Da jeder Matrixeintrag in der globalen Matrix aus einer Elementsteigkeitsmatrix
stammt, folgt, da unter der gew

ahlten Datenaufteilung auch sichergestellt ist, da
die Aufteilungsabbildung den Matrixgraphen respektiert.
Da die rechte Seite ebenfalls elementweise assembliert wird, gilt analog, da dieser
Vektor zun

achst in additiv verteilter Form vorliegt.
Treten Dirichlet{Randbedingungen auf, mu darauf geachtet werden, da alle In-
stanzen dieser Komponenten den gleichen Wert erhalten [Wie00b].
F

ur nicht-konforme Finite Elemente geschieht die Assemblierung im wesentlichen ge-
nauso. Allerdings sind entscheidende






Aufgrund der festgelegten parallelen Darstellungsformen kann der Defekt direkt und




































Anderungen und auch Abstriche zu deren serieller Formu-
lierung n



























t nach (4.27) und (4.18)
(4) c := c +

t nach (4.17)
Der einfachste Fall ist das Jacobiverfahren (serielle Fassung siehe Abschnitt 2.3.2) mit
W := diag(A). Man m

ochte W zu einer konsistent verteilten Matrix transformieren.
Die Forderungen (4.12b) sind f






nur noch die Matrixeintr

age konsistent gemacht werden. Dazu fat man W als einen
Vektor auf, macht diesen mittels MakeAdditiveVectorConsistent (Algorithmus 4.1)
konsistent. In diesem Sinne kann der parallele Jacobigl

atter als eine Funktion der
















ur alle anderen Gl

atter mu man noch mehr

andern. Das Problem ist, da in allen
anderen Verfahren die approximierte Inverse W
 1
nicht mehr als teilweise konisten-
te Matrix darstellbar ist. Man behilft sich, indem man eine Kopie W der additiven
Steigkeitsmatrix
^
A teilweise konsistent macht (MakeMatrixPartlyConsistent, Algo-
rithmus 4.3) und dann nur auf jedem Prozessor lokal mit der durch das Gl

attungsver-








agt nun in diesem Schritt die
Kopplungen zwischen den Prozessoren und kann deshalb als globales Block{Jacobi{
Verfahren betrachtet werden. Man hat keine Kontrolle, wie gro der dabei begangene
Fehler ist. Der Vektor mu laut (4.26) dazu noch in eindeutiger Form verteilt sein.
Damit l

at sich ein allgemeiner Gl






aherungsweise so berechnet wird:
(1)















ahnliche Verfahren besteht darin, die Kno-
tenmenge in bez

uglich des Matrixgraphen vollkommen unzusammenh

angende Teil-
mengen zu zerlegen. Bei strukturierten Gittern f

uhrt das zu Schachbrett{Numerie-
rungen oder red{black Numerierungen [Fro90] [Haa99b], bei unseren unstrukturierten
Gittern w

are das ein erheblicher Aufwand, der mehr als 2 Teilmengen erfordert. Die
Knoten werden nach Farben getrennt bearbeitet. Innerhalb eines Schritts beeinus-
sen die Ergebnisse sich nicht gegenseitig; nach jedem Schritt werden die Ergebnisse
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kommuniziert, insgesamt so oft, wieviele Farben ben

otigt wurden. Dieses Vorgehen





Bei all diesen Parallelisierungsstrategien gehen die Robustheitseigenschaften der se-
riellen Gl

atter weitgehend verloren [Bas96b]. Daher wird es wichtig sein, da das
parallele FAMG nicht unter diesem Mangel leidet.
4.2.8 Restriktion und Prolongation
Da in unserem Modell immer Eltern{ und Kindelemente auf einem Prozessor ge-





ur die Prolongationsmatrizen gelten damit die Bedingungen (4.12a) und (4.12b).
Die Eintr

age der Restriktions{ und Prolongationsmatrizen R und P sind nach Ab-
schnitt 2.3.3 die Interpolationsgewichte. Diese Gewichte sind allein aus den geome-
trischen Verh






angig von der Nachbarschaft und dem Prozessor. Daher erf

ullt P auch die
Bedingung (4.12c). Daraus folgt, da die Matrix P in konsistenter Darstellungsform













Da hier immer R := P
>
gelten soll, kann damit auch der additive Defekt nach










Auch hier passen die gew






Durch die einheitliche Wahl der parallelen Darstellungsformen kann man den Mehr-
gitterl







Um die numerische G

ute des Gesamtverfahrens zu gew

ahrleisten, mu auf dem gr

ob-
sten Level genau genug gel

ost werden; der Defekt sollte um mehrere Gr

oenordnun-
gen reduziert werden. Selbst wenn auf dem gr

obsten Level das Gleichungssystem
so klein ist, da man einen direkten L

oser einsetzen kann, besteht daf

ur noch ei-
ne groe Schwierigkeit: Die Matrix ist

uber alle Prozessoren verteilt und parallele,
direkte Verfahren sind sehr inezient f

ur groe Prozessorzahlen (Abschnitt 2.3.5).
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Man wird daher bestrebt sein, alle Masterknoten auf einem Prozessor, dem soge-
nannten Masterprozessor, zusammen zu ziehen; die bisherigen Masterknoten werden









. Eine sehr wichtige Feststellung ist, da nach
diesem Vorgang weiterhin alle Bedingungen an den Matrixgraphen und die Auftei-





ullt sind. Dieser Grobgitteragglomeration (engl. baselevel agglomeration)
genannte Proze kann einmalig im Vorbereitungsschritt durchgef

uhrt werden. Auf
dem Masterprozessor kann dann ein gew






urlich mu in der L

osungsphase bei Erreichen des gr

obsten Levels der
Defekt von allen Prozessoren eingesammelt, auf dem Masterprozessor gel

ost und das
Ergebnis wieder an alle ausgeteilt werden. Wenn man einen direkten L

oser einsetzen
will, mu man immer alle Aspekte gemeinsam betrachten.
Die Alternative dazu besteht im Einsatz eines iterativen Verfahrens, das auf der ver-
teilt vorliegenden Baselevel Matrix arbeitet: also ein Gl

atter eventuell mit Krylovbe-





attungsverfahren werden viele Iterationsschritte ben

otigt, um
die geforderte Genauigkeit zu erzielen, und in jedem sind Kommunikationen enthalten
(siehe Abschnitt 4.2.7), erh

oht durch die Skalarproduktberechnungen im Krylovbe-
schleuniger. Als Verfahren eignen sich vorkonditionierte Krylovverfahren, wie z. B.
Bi{CGSTAB mit Gau{Seidel oder ILU Vorkonditionierer. Daher darf man erwar-










oglichkeit besteht darin, den gr

obsten Level zu agglomerieren, dann
aber ein optimales, iteratives Verfahren | also ein Mehrgitterverfahren | zu ver-
wenden. Gegen

uber dem ersten Ansatz sollte sich dieser Weg bei groen Baselevel
Matrizen bew

ahren. Umgekehrt versucht man aber, durch ein paralleles Verfahren
m

oglichst lange zu vergr

obern, bevor man auf dem Baselevel die Parallelit

at aufgibt.
Einen Kompromi stellt eine schrittweise Verringerung des Parallelisierungsgrades
nach jeweils einigen Gitterebenen dar (Zwischenagglomeration).
4.2.11 Gesamtverfahren
Nachdem nun alle Komponenten bereitgestellt sind, k

onnen sie zum Prototyp eines
parallelen, geometrischen Mehrgitterverfahrens zusammengef

ugt werden. Bemerkens-
wert ist die geringe Zahl an Kommunikationsschritten, die durch die g

unstige Wahl




uber den seriellen Algorithmen aus Abschnitt 2.3.
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(2)  := jj

djj nach (4.21)





(4) while  > 





d ist ein spezielles
^
d, Def. 4.1.16






(9)  := jj

djj nach (4.21)









atter ist eine spezielle Funktion vom Typ Iter.















d nach Algorithmus 2.2 Iter, Zeile (1).
Auch das Mehrgitterverfahren ist ein spezielles Verfahren der Klasse Iter; vergleiche


































c := 0 nach (4.15)












































onnen sowohl als Beschleuniger f

ur die Baselevel Iteration als auch
zur Verbesserung der Konvergenz des gesamten Mehrgitterverfahrens eingesetzt wer-
den. Sie sind als spezielle LinearSolver einzusetzen und verwenden als Vorkonditionie-
rer einen Schritt eines iterativen L

osers von der Klasse Iter, z. B. einen Mehrgitter-
schritt MG. Ihre Parallelisierung beruht im wesentlichen auf der Parallelisierung der
















(2)  := k

dk nach (4.21)








(5) y := 0 nach (4.15)










































d ist ein spezielles
^
d, nach (4.27)
(16) u := u+  y
F

ur allgemeine Gleichungen kann man das Bi{CGSTAB{Verfahren nach [vdV92] ver-
wenden. Es l

at sich analog parallelisieren.
60
5 Parallelisierung des FAMG
Dieses Kapitel bildet den Kern der vorliegenden Arbeit. Mit der in Abschnitt 4.1
eingef

uhrten parallelen linearen Algebra wird nun die Parallelisierung des in Kapi-
tel 3 vorgestellten lternden algebraischen Mehrgitterverfahrens FAMG entwickelt.
Eine Vielzahl einzelner Aspekte mu gekl

art werden, ehe der endg

ultige Algorithmus
pFAMG formuliert werden kann.
Der

Uberlapp mu Mindestanforderungen erf

ullen, die zu analysieren sein werden,
und sie m

ussen realisiert werden. Die parallele lineare Algebra mu daraufhin erwei-
tert werden. Die Verarbeitungsreihenfolge im Markierungsalgorithmus mu kritisch

uberdacht und ein v

ollig neues Vorgehen eingef

uhrt werden. Ein paralleler Graph-
f

arbungsalgorithmus mute hierzu entwickelt werden. Schlielich mu die Galerkin{
Assemblierung auf ihre Parallelisierbarkeit hin untersucht und ein praktikables Vor-







obsten Level zu l





Das hier zu entwickelnde Verfahren soll in das bestehende Programmpaket UG in-









ur groe Anwendungen mit geometrischem Mehrgitterverfahren
verwendet werden kann und UG eine sehr leistungsf

ahige Plattform zur Realisierung
paralleler Multilevelverfahren ist. Allerdings beruht dort die Datenaufteilung auf Ele-
menten (Abschnitt 4.2.2), die wir im algebraischen Verfahren gar nicht mehr haben.
Wir m

ussen mit einer knotenbasierten Datenaufteilung arbeiten. Gl

ucklicherweise
stellt die parallele lineare Algebra in Abschnitt 4.1 keine dahingehenden Anforderun-
gen, sondern ist auf beide Modelle anwendbar. Da wir keine lokale Gitteradaption
vornehmen werden und die Last nicht umverteilen wollen, ben

otigen wir | bis auf
bei der Grobgitteragglomeration | keine Ghostknoten; daher wurde die parallele
lineare Algebra allein mit Master{ und Borderknoten vorgestellt. Im Gegensatz zum
geometrischen Mehrgitter spielen hier die Borderknoten eine st

arkere Rolle, dienen
aber weiterhin nur als Hilfsknoten f

ur eine eziente Berechnung. Daher kann der

Ubergang zwischen geometrischen und algebraischen Leveln nahtlos erfolgen.
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Nach den Erfahrungen von P. Bastian in [Bas96b] lohnt sich der Einsatz eines ad-
ditiven Mehrgitterverfahrens gegen

uber einem multiplikativen nicht, weil die bessere





betrachten daher nur die multiplikative Variante.






ur die Realisierung paralleler AMG nach der Selekti-
onsmethode geschaen werden. In diesen Rahmen sollten sich die Komponenten des










kierungsablauf entscheidend umgestaltet werden mu und vom Rahmenprogramm
gesteuert wird; das serielle Verfahren mu dazu feingranularere Funktionalit

aten be-
reitstellen, als dies f





Hier sollen die f

ur die Anwendung des Verfahrens ben

otigten Voraussetzungen zu-
sammengestellt werden. Zuerst wird jedoch noch der Begri der Struktursymmetrie
f

ur eine Matrix eingef

uhrt.
Denition 5.2.1 (Matrix struktursymmetrisch)











Lemma 5.2.2 (Matrix symmetrisch ) struktursymmetrisch)
Gegeben sei eine Matrix A 2 R
nn
. Wenn sie symmetrisch ist, so ist sie auch struk-
tursymmetrisch.










Die Struktursymmetrie einer Matrix ist also eine schw

achere Eigenschaft als die Sym-
metrie. Wenn ein Matrixeintrag A
ij
vorhanden ist, mu der transponierte Eintrag A
ji
nur auch vorhanden sein, darf aber einen anderen Wert annehmen.
Die Matrix liege bereits verteilt vor. Dies ann

ahernd optimal und unter den zu beach-
tenden Nebenbedingungen zu erreichen, ist eine schwierige Aufgabe [HL93] [Lan93]
[KK95] [Bas96b], die wir von UG durchf

uhren lassen; wir verwenden die so erzeug-
te Matrix. Folgende Bedingungen m






urliche Forderungen und leicht zu erf

ullen:
 respektiert Matrixgraph G(A) (5.2)
A ist struktursymmetrisch (5.3)













ar auf den Masterknoten und bei jedem Knoten auf einer gewissen Nachbar-
schaft. Damit das auch f










atzliche Knotenkopien angelegt werden,
die den sogenannten

Uberlapp bilden. Da sich der gesamte Vorgang an der Nachbar-
schaft bez

uglich der Steigkeitsmatrix orientieren wird, soll sie nicht immer explizit
erw

ahnt werden. Zur Strukturierung des

Uberlapps werden einige Begrie eingef

uhrt.






uhren von den darauf arbeitenden
Operationen her. Sie werden zwar erst im weiteren Verlauf des Kapitels behandelt;




oe bestimmenden Ergebnisse zusammen-
gestellt werden. Das entspricht auch dem algorithmischen Ablauf: Zuerst sollte der

Uberlapp und damit die Matrix erzeugt sein, bevor darauf gearbeitet wird; andern-
falls m





uft und er gegebenenfalls erweitert werden.
Wenn dann die Anforderungen an den

Uberlapp deniert sind, mu ein Algorith-





tig dabei wird sein, da alle formulierten Bedingungen lokal entscheidbar sind, um
Kommunikation zu vermeiden. Die auftretenden Verteilungssituationen k

onnen sehr
komplex werden. Um auch dann korrekte Ergebnisse zu erhalten, sind Beweise der
Korrektheit n

otig, da es sich mehrfach im Laufe der Entwicklungsarbeit gezeigt hat,
da ein Vorgehen, das aus dem Gef

uhl und der Anschauung einfacher Situationen




alle versagte. Die Bedeutung der Beweise
geht hier also weit

uber das rein akademische Interesse hinaus.
5.3.1 Begrie und Eigenschaften
Um verschiedene Teile des






Begrie ein und kl

aren wichtige Eigenschaften von ihnen.
Denition 5.3.1 (Teile des

Uberlapps)
Im folgenden sei immer p 2 P.
Die Menge der Masterknoten M
p
soll hier auch als Kernpartition bezeichnet wer-
den. Der Vollst

andigkeit halber kann man sie auch






Die Masterknoten des Prozessorinterfaces (oder Prozessorrandes)
I
p






6= ; g (5.5)
bilden die Abgrenzung der Kernpartition zu den Nachbarprozessoren.
Alle Borderknoten, die in der Steigkeitsmatrix eine direkte Verbindung zu einem










6= ; g (5.6)
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und zusammen mit den Masterknoten den

















eine direkte Verbindung haben, bilden den Randbe-
















6= ; g (5.8)


















Analog lieen sich weitere Randbereiche in fortschreitender Tiefe denieren.
Alle Knoten, die noch eine weitere Instanz besitzen, bilden das Interface. Die Anzahl










ange, die eine wichtige Kennzahl f

ur den Zeit{ und Speicher-








Uberlapp der Tiefe t heie vollst

andig, wenn




8q 2 (i) 8j 2 N
q
















Uberlapps erfordert also gewisse Knotenkopien | oder an-
ders ausgedr

uckt, eine gewisse Gr

oe der Bilder (i) 8i 2 J (in vorstehender De-




) | und darauf eine Vollst

andigkeit der Struktur der




ur den Knoten i mu die gesamte globale
Matrixzeile auf Prozessor p vorhanden sein.
Abbildung 5.1 veranschaulicht die eingef

uhrten Begrie anhand eines einfachen Bei-
spiels eines zweidimensionalen Gebiets, das auf zwei Prozessoren verteilt wird. Dabei
wird deutlich, wie die Randstreifen zunehmender Tiefe die Kernpartition schichtweise
einh

ullen. Zur besseren Visualisierung wird der Matrixgraph in Form des urspr

ung-
lichen, zweidimensionalen Gitters dargestellt: Die Knoten werden (ihren ehemaligen
geometrischen Positionen entsprechend) im Grundgebiet plaziert und Kanten dazwi-



















Abbildung 5.1: Darstellung eines

Uberlapps der Tiefe 2 zwischen 2 Prozessoren
5.3.2 Erweiterung der parallelen linearen Algebra
Die Konsistenz der parallelen Darstellungsform soll in geeigneter Weise auf den

Uber-






ankung der Aufteilungsabbildung  auf den

Uberlapp der Tiefe t sei
deniert als
t










Ein Vektor x 2 R
n






























5 Parallelisierung des FAMG
Eine Matrix A 2 R
nn
0











































Lemma 5.3.5 (t{konsistent ) s{konsistent 8s < t)
Ist ein Vektor oder eine Matrix t{konsistent, so auch s-konsistent 8s < t.
Beweis: An
s
 werden geringere Anforderungen gestellt als an
t
 und die Respektion
















Uberlapp der Tiefe t sei vollst

















U 8j 2 N
A






 (i) : p 2 (i) \ 
0
(j)





andig )  l

at teilweise konsistente Matrix zu)
Wenn der





ullt die damit verbundene Auftei-
lungsabbildung  auch beide Bedingungen (4.13a) und (4.13b), die f

ur die Existenz





Beweis: Da die gew

ahlte Datenaufteilung den Graph der Steigkeitsmatrix re-






U bedeutet nach (5.10):
8p 2 P 8j 2M
p
8q 2 (j) 8i 2 N
q
(j) : i 2 N
p
(j);
d. h. 8i; j 2 J : W
ji
ist auf Prozessor (j) vorhanden
) (j) 2 (i).










Um einen t{konsistenten Vektor auf die allgemein

ubliche konsistente Darstellungs-
form zu transformieren, m

ussen die Knoten in
t
U ihre Werte an die restlichen Bor-
derknoten schicken. Da aber die Werte in
t
U n M identisch mit denen in M sind,





onnen einfach die Masterwerte an alle Borderknoten geschicken werden.
F






























an q und empfange M
q;p
von q









































gilt das bereits nach (5.12).
Folglich ben

otigen nur noch die Borderkomponenten ihren richtigen Wert. Im Ga-
therschritt schickt dazu jeder Master seinen Wert an alle seine Borderkopien, die
umgekehrt im Scatterschritt diesen Wert bei sich eintragen. 2







t{konsistent und x 2 R
n




























Wenn man den Beweis zu (4.23) (x :=

















andige und konsistente Matrixzeile enth

alt und w ebenfalls global konsi-
























= 0 8p 2 (i) n (i) (Eigenschaft des eindeutig verteilten









und der angegebene Beweis sichert auch die hier getroene Aussage.
2
Bemerkung 5.3.8 (nur Knoten in
t
U auf feinem Level beachten)









uhrt werden. Analoges gilt f

ur die transponierte Ma-
trix.
5.3.3 Anforderungsanalyse an den

Uberlapp




Uberlapps stellen, zusammengefat werden. Besonders ist auf Lemma 5.3.6 hinzu-




oe die Konsistenz einer Matrix in gewissen
Teilen des













4.2.5 Bei der beschriebenen Finiten Element































5.5 Das Neubewerten der Eltern betrit die









aquivalente, aber lokal entscheidbare Be-





















5.8 trickreiches Vorgehen; ansonsten w

are so-




























agt folglich 2. Eine eingerahmte Zier 2
besagt, da diese Forderung zwingend ist; andere Tiefe 2 Anforderungen k

onnten mit
wahrscheinlich nur kleinen Qualit

atseinbuen auf Tiefe 1 abgemildert werden. Dieses
Ergebnis ist zwar schmerzlich, aber noch vertretbar. Gerade auf gr

oberen Leveln und
vielen Prozessoren wird der

Uberlapp durch die Tiefe 2 einen betr

achtlichen Teil der
gesamten Knoten darstellen und damit erh






angen und einen dichteren Prozessor{Nachbarschaftsgraphen erzeugen.




otig ist, ist es andererseits aber erfreulich, da er
an mehreren Stellen gewinnbringend eingesetzt werden kann.









Uberlapps der Tiefe 2 wird in zwei Schritten vor-
gegangen: Zun





Uberlapp der Tiefe 1 hergestellt. Darauf





dabei vollkommen verteilt geschehen, ohne eine

ubergeordnete Kontrolle und ohne
das Wissen um den globalen Matrixgraph, damit der Algorithmus mit der Anzahl




Das Vorgehen wird sein, da f










(i) auf einem Prozessor p in geeignete Nachrichten verpackt
und an einen Nachbarprozessor q verschickt werden. Wichtig ist, da der Knoten i





undet auch das inkrementelle Vorgehen: Man kann immer nur 1
Schicht weiterbauen, weil man an bestehende Knoten ankn

upfen mu. Auf q werden









der Knoten j noch nicht vorhanden ist, mu j erzeugt werden; dann wird auch der
Matrixeintrag selbst erzeugt und der Wert A
ij
gesetzt bzw. auf den bereits bestehen-
den aufaddiert. Da all dies sehr implementierungsspezisch ist, soll hier nicht weiter
darauf eingegangen werden. Das Konsistenthalten der verteilten Datenstruktur ist
dabei eine sehr komplexe Aufgabe, weil

uber die neuentstandenen Knoten neben
den unmittelbar beteiligten Prozessoren p und q auch unbeteiligte dritte Prozesso-
ren informiert werden m

ussen, so da auch sie weiterhin korrekte Abbildungen (j)
besitzen. Dieser Mechanismus wird in [Bir98, Transfermodul] beschrieben und durch
die verwendete Bibliothek DDD bereitgestellt.




Uberlapps der Tiefe 1




andigkeit des Randbereichs der Tiefe 1
1
R auf
jedem Prozessor herzustellen. Nach (5.10) m

ussen dazu alle (Border)Nachbarn al-
ler Masterknoten bez

uglich der globalen Steigkeitsmatrix vorhanden sein. Fehlende
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Nachbarn m

ussen als Borderkopien erzeugt werden. Das Problem ist, da ein Ma-
sterknoten i auf einem Prozessor p nicht das globale Wissen um all seine Nachbarn
j hat. Folglich mu die Zust

andigkeit anders geregelt werden: Jeder Borderknoten i
auf Prozessor q 6= p mu seinem Master all seine Nachbarn schicken; so wird beim









U damit gesichert ist.
Algorithmus 5.2 (CompleteU1(A))
Voraussetzung:  respektiert G(A) und A ist struktursymmetrisch.











stelle sie dann in Nachrichtenpuer M
p;(i)
(2) Datenaustausch: sende alle M
p;q
und empfange alle M
q;p













: erzeuge j falls nicht vorhanden





















In der Gather Operation wird der Wert des Matrixeintrags halbiert; die eine H

alfte
verbleibt im lokalen Speicher, die andere wird verschickt. So bleibt die Additivit

at der
Steigkeitsmatrix erhalten und der Matrixgraph kann dennoch vergr

oert werden.
Sollte das Datenmodell auch Matrixeintr

age mit Wert 0 zulassen (wie es im hier
verwendeten UG der Fall ist), kann auf das Halbieren verzichtet werden, und statt
dessen ein 0-Eintrag verschickt werden.
Hier ist ein Kommunikationsmechanismus n

otig, bei dem der Empf

anger a priori
nicht wei, von welchen Prozessoren er Nachrichten bekommen wird.
Satz 5.3.10 (Korrektheit des Algorithmus CompleteU1)
Nach Ausf

uhren des Algorithmus CompleteU1 ist die Steigkeitsmatrix weiterhin
struktursymmetrisch und additiv und der





a) Da alle Eintr





), bleibt die Struktur-
symmetrie (5.1) erhalten.
b) Da ein Eintrag im Gatherschritt halbiert wird, und eine H

alfte lokal verbleibt
und die andere verschickt und im Scatterschritt aufaddiert wird, bleibt die




andert erhalten, Bedingung (4.13c)
gilt also weiterhin. Da die Aufteilungsabbildung  nur erweitert wird, gelten







U sei nicht vollst

andig, d. h.
9p 2 P 9i 2M
p











Fall 1: q = p
j 2 N
p
(i) nach (5.16a). Damit kann (5.16c) nicht zutreen.
=) 9j 2 N
p






ur j 2 J
p










. Widerspruch zu (5.16b).






=) i 2 N
p
(j) und
nach Voraussetzung (5.16a) ist i 2M
p















Widerspruch zur Annahme (5.16b).
Damit kann nur zutreen:
Fall 2: q 6= p
Nach Voraussetzung (5.16a) ist i 2M
p
und i 2 J
q
. Die Eindeutigkeit
der Master nach Lemma 4.1.7 impliziert i 2 B
q
.
Weiterhin gilt nach Voraussetzung (5.16a) j 2 N
q
(i). Damit wurden












=) j 2 N
p
(i). Widerspruch zu (5.16c).
(4.11)
=) i 2 N
p
(j) und i 2M
p
nach Voraussetzung (5.16a)














. Widerspruch zu (5.16b).
Die Annahme war also falsch und damit ist die Aussage bewiesen.
2




Uberlapps der Tiefe 2
Nachdem der

Uberlapp der Tiefe 1 vollst

andig vorhanden ist, kann im zweiten Schritt
der Randbereich
2
R erzeugt werden. Wieder m

ussen fehlende Borderknoten erzeugt






ullen. Bedarf danach haben diejeni-
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festzustellen. In die Bresche springen kann jedoch ihr Masterknoten: Er hat bereits

















(1) Gather: 8i 2M
p
8q 2 fq 2 (i) n fpg j 9j 2 N
p
(i) : q = (j)g mache:
8k 2 N
p






und stelle sie dann in
Nachrichtenpuer M
p;q
(2) Datenaustausch: sende alle M
p;q
und empfange alle M
q;p















: erzeuge j falls nicht vorhanden























Kritisch ist das Feststellen auf Prozessor p, ob eine Masterinstanz von i auf einem


































() q 2 (i) n fpg ^ 9j 2 N
p
(i) j (j) = q:
Das alles sind Eigenschaften, die mit Hilfe der lokal auf Prozessor p vorhandenen
Informationen feststellbar sind und in Schritt (1) verwendet werden k

onnen. Der










Satz 5.3.12 (Korrektheit des Algorithmus CompleteU2)
Nach Ausf

uhren des Algorithmus CompleteU2 ist die Steigkeitsmatrix weiterhin
struktursymmetrisch und der














U sei nicht vollst

andig, d. h.








































trit genau einer der beiden F

alle zu (nach (5.7)):
Fall 1: i 2M
p
d. h. r = p) (5.18) steht im Widerspruch zu (5.17b) und (5.17c).











Abbildung 5.2 illustriert den folgenden Konstruktionsproze.
Nach Bemerkung 5.3.11 folgt:
p 2 (i) n frg ^ 9k 2 N
r
(i) j (k) = p:
Im Scatterschritt (3) wird auf Prozessor p folglich von Prozessor r eine





















eingebaut (falls noch nicht vorhanden).
(4.10)
=) j 2 N
p
(i): Widerspruch zu (5.17c).
(4.11)
=) i 2 N
p





















: Widerspruch zu (5.17b).


































uber Prozessor r gesichert
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ussiger Knoten aus dem

Uberlapp
Wenn wir rekursiv einen bereits vergr

oberten Level bearbeiten, haben die Erfahrun-
gen in der Praxis gezeigt, da folgende Situation oft eintritt: Knoten am Rand der
Kernpartition des feineren Levels sind fein markiert worden, wodurch sie auf diesem
Level nicht mehr auftreten. Dadurch kann sich die Entfernung einiger grobmarkierter
Borderknoten von der Kernpartition auf mehr als 2 vergr

oern. Um den Speicher{
und Zeitaufwand klein zu halten, wird man diese, nun nicht mehr ben

otigten Bor-
derknoten, entfernen wollen. Dabei k

onnen zwei spezielle Situationen auftreten. Zum
einen kann ein Borderknoten ohne jegliche Nebendiagonalmatrixeintr

age existieren;
er ist also von der Kernpartition aus nicht mehr erreichbar. Der Algorithmus mu
darauf ausgelegt sein. Zum anderen kann es vorkommen, da ein solcher Border-
knoten ein Elternknoten zu einem feinen Masterknoten ist, der genau am Rand der
Kernpartition des feineren Levels liegt. In diesem Fall darf er nicht entfernt werden,
weil sonst die 0{Konsistenz der Restriktions{ und Prolongationsmatrix verloren geht
(vergleiche Abschnitt 5.7). Damit die Additivit

at der Steigkeitsmatrix nicht verloren
geht, d





age nicht einfach weggewor-
fen werden. Vielmehr mu daf

ur gesorgt werden, da diese Eintr

age verschickt und
auf eine sicher weiterbestehende Instanz dieses Eintrags addiert wird; das ist z. B. der
Eintrag, der am Masterknoten des zu entfernenden Knotens h

angt. Bei diesem Vor-
gang ist auch der transponierte Matrixeintrag mitzuschicken, da auch er nicht mehr
ohne den Knoten existieren kann. Insgesamt ergibt sich damit folgender Algorithmus


















































6= 0 : i
0








































oglich gewesen; die Prozessorinterfaces
w

aren so gro geworden, da die ben












Die getroenen Voraussetzungen in Abschnitt 5.2 erlauben eine direkte Anwendung




5.4 Berechnung der Elternlisten





Uberlapps der Tiefe 2 hergestellt. Die Gesamtaufgabe wird durch nachstehen-
den Algorithmus CompleteU gel






Voraussetzung:  respektiert G(
`
















5.4 Berechnung der Elternlisten
Da die F/C{Markierung nur f








andigen, dem seriellen Fall entsprechenden Elternmengen erzeugt werden. Den
st

arksten Anspruch an den

Uberlapp stellt dabei der Gl

atter (3.10) und (3.11). Er
mu f

ur alle i 2 M
p









N (N (i)). Nach (5.10) ist dazu

Uberlapptiefe 2 notwendig und hinreichend, und wird
durch Algorithmus CompleteU2 hergestellt.
Der Gl

atter im Auswahlproze soll seriell wie parallel lokal der gleiche sein. F

ur
die parallele Rechnung ben












ur die teilkonsistente Matrix
~
A hinreichend. Die relevante Umgebung eines Masterknotens ist somit seriell wie
parallel identisch und f





ur alle Knoten eine Liste mit den m

oglichen Elternpaaren angelegt wurde,
mu diese Information nun dazu benutzt werden, die Knoten in einer guten Reihen-
folge zu markieren. Im seriellen Algorithmus geschieht dies, indem alle Knoten in die
Verarbeitungsliste L gestellt werden und danach elementweise einer mit einem besten
Elternpaar verarbeitet wird; vergleiche Algorithmus 3.1 Label.
Hier ist nun wichtig festzustellen, da dort der Update{Schritt (Zeile (7) im Unter-
algorithmus 3.2 EliminateFNode bzw. Zeile (4) im Unteralgorithmus 3.3 Eliminate-
CNode) auch die Sortierung der Liste ver

andert (auch die Liste der Besten) und
somit die Auswahlgrundlage im darauffolgenden Schritt (4) beeinut. Der Mar-
kierungsproze ist dadurch streng sequentiell und mu f

ur einen parallelen Ablauf
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grundlegend umgestaltet werden. Dies ist das Hauptproblem der ganzen Parallelisie-










ahrleistet. Trotzdem treten 2 Probleme auf. Zun

achst hat jeder
Prozessor nur einen Teil J
p
der gesamten Knoten J . Damit ist die Liste der Besten
auf jedem Prozessor eine andere und unterscheidet sich in allgemeinen von derjenigen
im seriellen Fall. Nicht nur die besten Knoten dierieren, sondern auch das beste
Gewicht. Kein Prozessor kennt die global Besten. Diese Aussagen setzen sich auf alle
folgenden Markierungsschritte fort. Wie soll nun von jedem Prozessor entschieden
werden, welcher Knoten zu markieren ist?





onnen ihre Elternknoten dennoch aus dem gesamten

Uberlapp der Tiefe 1 stammen. Wird ein Knoten grob oder fein markiert, so mu dies
auch allen seinen Instanzen mitgeteilt werden, um die Konsistenz der Datenstruktur
zu gew

ahrleisten. Ist eine seiner Instanzen im selben Verarbeitungsschritt ebenfalls
markiert worden, aber mit der anderen Marke, so ist dieser Konikt nicht mehr zu
l

osen, denn eine einmal getroene Entscheidung kann nicht mehr revidiert werden:
Sie hat schon die Datenstruktur ver

andert und alle danach erfolgten Markierungen
mitentschieden. Dieser Konikt mu also schon in der Entstehung verhindert werden,
indem das Markieren in geeigneter Weise synchronisiert wird.









uberstimmen\. Auch [KS99] sprechen diese M

oglich-
keit an; sie haben allerdings schlechte Vergr






uhren und deshalb ist dieses stark vereinfachte Vor-
gehen zu vermeiden. Weitere

Uberlegungen sind in [WJ99] zu nden.
In unserem Verfahren mu die Strategie aber darauf hinauslaufen, zu verhindern, da
in einem Verarbeitungsschritt 2 Instanzen eines Knotens markiert werden k

onnen.
Es besteht die M

oglichkeit, den seriellen Ablauf nachzuvollziehen: In jedem Verarbei-
tungsschritt wird in einer globalen Kommunikation bestimmt, was das beste derzeit
m

ogliche Gewicht ist. Aus den Prozessoren, deren bestes Gewicht dem globalen Opti-
mum entspricht, mu dann genau einer ausgew






uhrt; das entspricht der Auswahl eines Knotens aus der Bestenliste.
Dieser Ansatz ist allerdings zu feingranular, als da er gute Ezienz erwarten liee.
Eine ganze Schar von Strategien er

onet eine prozessorweise Betrachtung: Ein Pro-
zessor p kann all seine Knoten in die Liste L
p
stellen und zu markieren versuchen,
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wenn sichergestellt ist, da im selben Verarbeitungsschritt kein anderer Prozessor q
einen Knoten in seine Liste L
q
stellt, so da ein markierter Knoten eine Instanz auf
dem ersten Prozessor hat. Es mu also gelten








)) = ;: (5.19)
Am einfachsten ist diese Bedingung zu erreichen, wenn die Prozessoren einzeln nach-
einander arbeiten. Zus

atzliche Parallelisierung der Arbeit ist aber zu erzielen, wenn




assige Prozessoren aktiv sind. Ein Graphf

arbungs-
verfahren hierzu wird in Abschnitt 5.6 entwickelt. Es liefert eine Liste T von maximal
unabh

angigen Teilmengen von Prozessoren, die jeweils gleichzeitig arbeiten d

urfen.
Als Vereinfachung soll noch der Algorithmus CoarsenRemainingNodes eingef

uhrt wer-
den, der die unmarkierten Knoten zwangsweise vergr

obert und dabei die Elternliste
konsistent h

alt. Im Gegensatz zum seriellen Algorithmus k

onnen hier die Gewichte
w(P
J
) nicht inkonsistent gelassen werden (vergleiche Zeile (6) in Algorithmus 3.1
Label). D ist die Menge der noch nicht markierten Knoten aus Algorithmus 3.1.
Algorithmus 5.6 (CoarsenRemainingNodes)
(1) 8i 2 D
(2) C := C [ fig
(3) aktualisiere alle betroenen Gewichte w(P
J
)
Damit lassen sich die bisherigen





Algorithmus 5.7 (pLabel 1, erste Fassung)
(1) 8C 2 T










ohung des Parallelisierungsgrades kann durch eine Verringerung der
Anzahl der Knoten erreicht werden, die in solchen teilsequentialisierten Verarbei-
tungsschritten bearbeitet werden. Synchronisiert werden mu eigentlich nur die Be-
arbeitung der Masterknoten in den Prozessorinterfaces I
p
















beeinut damit nicht andere Prozessoren | erzeugt also keine Konikte | und
kann deshalb vollkommen parallel bearbeitet werden.
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Am Ende eines jeden Verarbeitungsschrittes m

ussen alle noch nicht markierten Kno-
ten D aus der Liste zwangsweise vergr

obert werden, weil sie f

ur eine Verfeinerung ein
zu schlechtes Gewicht haben (sonst w

aren sie ja jetzt nicht noch






achsten Schritt wieder ben

otigt wird; eine Vergr

oberung an dieser Stelle l

at
jedoch ein Mitbenutzen als Elternknoten an anderer Stelle zu, was sogar angestrebt
wird.
Gebietsrandknoten mit Dirichlet{Randbedingung k

onnen bei Bedarf in allen F

allen

















(3) 8C 2 T






Prinzipiell kann Schritt (2) auch nach den restlichen Schritten erfolgen; dann ist noch
ein CoarsenRemainingNodes n





Die 7 beschriebenen Strategien zur Parallelisierung der Markierungsreihenfolge sind
in Tabelle 5.1 zusammengefat und stellen die weien Felder dar. Die dunklen Felder
sind nicht m

ogliche Kombinationen. Die parallele Ezienz der einzelnen Methoden
konnte schon recht gut abgesch

atzt werden. Die Gesamtezienz wird aber auch we-
sentlich von der numerischen G

ute der erzeugten Grobgittermatrizen bestimmt. Diese
Eigenschaft kann nicht theoretisch abgesch

atzt werden und bedarf numerischer Expe-
rimente. Es ist zu erwarten, da sich die G

ute entgegengesetzt zur Parallelisierbarkeit
verh

alt und es damit einen mittleren Bereich geben wird, in dem die Gesamtezi-
enz optimal ist. Da die G

ute nicht zu stark leidet ist zu erwarten, da die serielle
Auswahlreihenfolge kein Optimum darstellt, sondern lediglich durch Heuristiken mo-
tiviert ist; Abweichungen davon m

ussen nicht schlechter sein. Gest

utzt wird diese
Honung durch die beobachtete relative Unempndlichkeit des seriellen Verfahrens
von der Markierungsreihenfolge. Eine endg

ultige Beurteilung kann daher erst im Ka-
pitel 6 erfolgen.
5.5.2 Kommunikation der Fein{/Grobmarkierung
Die Markierungsstrategie vermeidet, da in einem Verarbeitungsschritt mehr als eine



















































Ubersicht der parallelen Markierungsstrategien
gen an alle Knoteninstanzen kommuniziert werden, damit die Datenstruktur wieder
konsistent wird: Denn diese anderen Instanzen m

ussen die eben geschaene Vergr

obe-
rungssituation den Nachbarprozessoren als Ausgangssituation f

ur deren Markierungs-
proze bereitstellen. Neben der eigentlichen Fein{/Grob{Information mu auf den
Nachbarprozessoren vor allem die Datenstruktur der markierten Knoten und ihrer
Nachbarschaft so ver

andert werden, als w

are die Markierung auf diesem Prozessor
selbst verursacht worden.





beschreiben. Ein grober Knoten mu nichts weiteres als diese Tatsache an sich mit-
teilen. Ein feiner Knoten mu daneben noch mitteilen, welche Eltern er verwendet
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da diese Informationen den anderen Instanzen nicht vorliegen beziehungsweise dort
nicht selbst berechnet werden k

onnen. Da das verwendete Modul DDD erfordert,
da immer alle Knoten an der Kommunikation teilnehmen, ben

otigen wir noch einen





ur feine Knoten ein unn

otiges Einsammeln und Einpacken
der Informationen.
Damit ein Knoten in der Kommunikationsphase bei der Gatheroperation feststellen
kann, ob seine Markierung im eben durchgef

uhrten Verarbeitungsschritt oder in ei-
nem fr

uheren Schritt, dessen Markierung schon kommuniziert wurde, entstanden ist,
ben






andert\ initialisiert wird, beim Fein{/Grobmarkieren auf
"
neumarkiert\ gesetzt










angerseite mu beim Einbau der angekommenen Informationen daf

ur ge-
sorgt werden, da die genau gleichen Ver

anderungen an den Datenstrukturen vor-
genommen werden, als wenn die Markierung lokal vorgenommen worden w

are; am
besten werden folglich dieselben Funktionen verwendet. Man mu allerdings darauf
achten, da die Funktion zum Grobmarkieren robust gegen das bereits Grobsein des
Knotens ist: Der Knoten kann zwar nicht in der selben Kommunikationsphase von ei-
nem anderen Prozessor ebenfalls grob gesetzt werden | daf

ur sorgt die Markierungs-
strategie |, aber das Anwenderprogramm hat keine Kontrolle dar

uber, in welcher
Reihenfolge die Nachrichten eines feinen Knotens und seiner Eltern eintreen; jede
der beiden Nachrichten (f

ur Kindknoten und den Elternknoten) beschreibt eine Ver-
gr

oberung des Elternknotens. Diese Erschwernis l

at sich nicht dadurch vermeiden,
da nur Nachrichten f

ur feine Knoten geschickt werden (die die Elterninformation
eigentlich schon beinhalten), weil ein Elternknoten durchaus auf einem Prozessor






Auf dem ersten Blick mag man erschrecken, da zu viele unver

andert{Nachrichten in
jedem Schritt versandt werden. Da man aber aus Gr

unden einer guten Parallelisierung
bestrebt sein wird, viele Prozessoren in einem Verarbeitungsschritt arbeiten zu lassen,
wird es nicht allzuviele Knoten geben, die weder neu markiert wurden, noch eine
solche Nachricht erhalten m





Zusammenfassend ergibt sich der folgende Algorithmus f






(1) Gather: 8q 2 (i): erzeuge im Nachrichtenpuer M
p;q
folgende Nachricht:
if i is newmarked






(2) Datenaustausch: sende alle M
p;q
und empfange alle M
q;p


























Damit kann der parallele Markierungsalgorithmus vollst

andig formuliert werden. Es
ist keine explizite Synchronisierung der einzelnen Verarbeitungsschritte (Zeilen (5)-
(7)) n

otig, weil diese Aufgabe durch CommunicateNodeStatus in Zeile (8) implizit
miterledigt wird.












(4) 8C 2 T











Ein strukturierter Matrixgraph sollte eventuell auch bessere Speziall

osungen erlau-
ben, verglichen mit dem allgemeinen Fall eines unstrukturierten Graphen. Eine of-
fensichtliche Idee ist in Abbildung 5.3 skizziert: Man kann in einem Schritt 2 Pro-
zessorr

ander auf einmal markieren, weil sich dieses Schema auf alle Prozessoren kon-
sistent erweitern l

at. Der Vorteil ist zun

achst, da nur 2 Kommunikationsschritte
ben

otigt werden. Er relativiert sich aber, weil je 2 Eckpunkte ausgespart bleiben
m

ussen. Ein exaktes Vorgehen erfordert daf

ur allein 2 weitere Kommunikations-
schritte. Alternativ k

onnen sie entweder zwangsweise vergr

obert werden, was die
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2.Schritt
1.Schritt
Abbildung 5.3: Spezielle Markierungsverfahren f

ur strukturierte Matrixgraphen
der Interfaceseiten alternierend von Level zu Level durch (py abwechselnd mit xq).
In allen F






uig erweisen sich all diese

Uberlegungen, weil sie nicht rekursiv anwendbar
sind: Die entstehende Grobgittermatrix wird im allgemeinen nicht mehr diese Struk-
turiertheit besitzen, so da sp

atestens ab Level  1 eine allgemeine Markierungsstra-
tegie angewendet werden mu. Auch auf der gegebenen Feingittermatrix wird das
allgemeine Verfahren mit 4 Schritten auskommen, so da auch dort keine wesentli-











ahrend des F/C{Markierens im Bereich des Prozessorinterfaces nicht
die gleichen Knoten bearbeiten d

urfen, um Inkonsistenzen zu vermeiden. Hier ent-
wickeln wir nun schrittweise den Algorithmus Coloring zur L

osung dieses Problems.
Dazu beschreiben wir die vorliegende Abh

angigkeit der Prozessoren in Form eines
Graphen und erstellen ein Verfahren zur F






angigen Prozessorteilmengen T bestimmen.





arbungsgraph soll die Abh

angigkeit der Prozessoren w

ahrend des Markierungs-





gestellt. Eine Kante (p; q) wird deniert als:
ein Knoten i auf Prozessor p kann beim Markieren einen Knoten j
auf Prozessor q beeinussen.
Das Markieren eines Knotens i zieht nach Zeile (6) des Algorithmus 3.2 EliminateFNo-
de auch das Markieren der Elternknoten nach sich. Da nach (3.14) die Elternknoten
aus der direkten Nachbarschaft N (i) eines Knotens stammen, beeinut folglich das
Markieren eines Knotens i auch seine Nachbarschaft N (i) bzgl. der F/C{Markierung,

















:= (V; E) zu einer verteilten Matrix A und einer Auftei-
lungsabbildung  sei deniert als:
V := P














ur eine algorithmische Formulierung ist die Mengenschreibweise in (5.20) nicht sehr
brauchbar. Daher geben wir eine pr

adikatenlogische Form, die sich an einem Abar-





p und q beeinussen sich\)
Es seien folgende Pr

adikate auf der Menge P  P deniert:


































p und q beeinussen sich\:
B(p; q) := C(p; q) _D(p; q) _E(p; q) (5.25)
~
















Jeder Prozessor p 2 P wird f








hier verwendeten Modell der parallelen Datenaufteilung aus Abschnitt 4.1.1 ist f

ur
jeden Knoten i 2 J
p
auf Prozessor p mittels der Aufteilungsabbildung  bekannt,
auf welchen anderen Prozessoren der Knoten i weitere Instanzen besitzt, und mittels
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der Masterabbildung , auf welchem davon i als Master vorliegt. Es ist jedoch nicht
m

oglich zu entscheiden, in welcher






otigt aber in Teilpr

adikatD und E das Wissen, ob ein
Knoten auf einem anderen Prozessor ein Borderknoten genau in Tiefe 1 ist. Daher







otigt nur Informationen, die lokal auf jedem Prozessor vorhanden
sind und ist damit algorithmisch verwendbar. Ob der mittels
~
B konstruierte Graph
identisch zu dem F

arbungsgraph in Denition 5.6.1 ist, ist nicht oensichtlich und
mu erst bewiesen werden.
Wir werden in zwei Schritten vorgehen. Zuerst wird gezeigt, da der mittels B kon-
struierte Graph genau der F

















Der Graph G(V; E) mit
V :=P





arbungsgraphen nach Denition 5.6.1.














































































Uberlapp der Tiefe 2 vollst








Beweis: Da die Argumente der Pr

adikate immer (p; q) sein werden, sollen sie in





Es ist nach Denition 5.6.2 zu zeigen
C _D _E () C _H:
Wir gehen in drei Schritten vor:
(1) D =) C _H
(2) E =) C
(3) H =) C _D _E.
Aus (1) und (2) folgt dann C _D _E =) C _H, d. h. B )
~
B.






Schritt (1): D =) C _H
D
(5.22)























: j 2 N
p



















und wegen der Eindeutigkeit






























Schritt (2): E =) C
E
(5.23)




































und wegen der Eindeutigkeit
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Schritt (3): H =) C _D _E
H
(5.24)







=) 9i 2 J : i 2 N
p













=) 9i 2 J : i 2 N
p




^ i 2 N
q





























































() C _D _E:
2
Satz 5.6.6 (Lokal ausf





















Beweis: Der Beweis ergibt sich aus Lemma 5.6.4 und 5.6.5. 2
Bemerkung 5.6.7 (Symmetrie verletzt?)




B in (5.26) ist unsymmetrisch in p und q. Das ist auch
n

otig, weil die nicht verf

ugbare Information auf dem Nachbarprozessor durch weitere
lokale Informationen ersetzt werden mu. Aufgrund der Struktursymmetrie der Stei-
gkeitsmatrix nach Voraussetzung (5.3) ist
~
B dennoch symmetrisch. Die (statische)
Matrixstruktur und der (statische)












ucksichtigt werden. Algorithmus CompleteU2 sichert die
Vollst

andigkeit der Tiefe 2 zu, kann und darf aber manche schon bestehende Border-
knoten einer gr

oeren Tiefe nicht entfernen. Wenn man

uber alle Borderknoten gehen
w

urde, sind auch solche von Tiefen gr

oer 2 enthalten. Das mu verhindert werden.
Einerseits w

urde das einen unn

otig dichten Prozessorgraphen ergeben, der eventuell
mehr Farben ben

otigt und damit mehr Verarbeitungsschritte beim Markieren der
Prozessorinterfaces erzwingt.
Mag man diesen Ezienzverlust noch tolerieren, kann man den essentiellen zweiten
Grund nicht umgehen: Gr

oere Tiefen sind nicht mehr vollst

andig, d. h. benachbarte
Prozessoren haben nicht mehr die gleichen Borderknoten. Durch diesen Symmetrie-
bruch bedingt, kann man dann nicht mehr auf Kommunikation verzichten, wie in
Bemerkung 5.6.7 gezeigt. Als Ausweg werden wir die Borderknoten der Tiefe 2 durch
einen Schalen{Markierungsalgorithmus identizieren (Zeilen (2)-(4)) und nur noch
f
















(2) 8i 2 B
p
: i:F lag := 0






6= ;) i:F lag := 1
(4) 8i 2 B
p
: if(i:F lag = 1 _ 9j 2 N
p
















) liegt nun verteilt vor und soll gef

arbt werden.





arbung ist es, jedem Knoten eine Farbe derart zuzuweisen, da
keine durch eine Kante direkt verbundenen Knoten die gleiche Farbe besitzen. Dabei
sollen m

oglichst wenige Farben benutzt werden. Die Knoten einer Farbe bilden damit
unabh

angige Teilmengen bzgl. dieses Graphen.
Man k

onnte den verteilten F

arbungsgraphen durch Kommunikation auf einem Pro-
zessor zusammensammeln, dort lokal einen seriellen F

arbungsalgorithmus anwenden
und das Ergebnis wieder an alle Prozessoren versenden.




ahlen wir aber einen anderen
Weg, der ein vollkommen paralleles Verfahren ergibt. Da die Graphf

arbung ein NP{
hartes Problem ist [GJ79], ist man grunds

atzlich auf heuristische Algorithmen ange-




osung nden werden. Die Parallelisierung mu also
nicht einen Algorithmus erhalten, der die exakte L





ur einen allgemeinen, verteilten Graphen haben R. Gjertsen, M. Jones und P. Plass-
mann eine Klasse verteilt arbeitender Graphf

arbungsalgorithmen entwickelt und er-
probt [JP93][GJP96]. Wir haben den Spezialfall vorliegen, da jeder Prozessor nur
einen Knoten des Graphen enth

alt. Daher haben wir eine speziell an diese Situation
angepate Variante entwickelt, die nun vorgestellt wird.
Die bekannten seriellen Algorithmen sind vom Greedy{Typ, also streng sequentiell
arbeitend.

Ahnlich wie bei L

osungsverfahren, die auf der Gau{Elimination beruhen,
mu dieser sequentielle Ablauf aufgebrochen werden.
Der Ansatz ist, die Knotenmenge in unabh

angige Teilmengen aufzuspalten und diese
unabh

angig voneinander konsistent zu f

arben. M. Luby hat einen ersten, verteilt
aber synchron arbeitenden Algorithmus angegeben [Lub86], der eine Monte Carlo
Methode ist. Er konnte von M. Jones und P. Plassmann zu einem asynchronen und
damit ezienteren Verfahren verbessert werden [JP93]. Wir entwickeln daraus einen
auf unsere Situation angepate Variante. Dabei bedienen wir uns der message passing
Kommunikationsroutinen des Moduls PPIF und setzten damit unterhalb der DDD-
Schicht an.
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5 Parallelisierung des FAMG
Es sei deg(p) := jf(r; q) 2 E j r = pgj der Knotengrad und rand(p) eine Pseudo{
Zufallszahl im Intervall (0; 1)  R zum Startwert p. Dann sei

uber
w(p) := deg(p) + rand(p) (5.28)
eine Gewichtsfunktion w deniert. Durch die Zufallsfunktion werden Knotenge-
wichte mit gleichem Grad randomisiert und so (fast sicher) unterscheidbar gemacht.
Die

ublichen Realisierungen einer Funktion rand liefern zu einem festen Startwert
(englisch seed) immer das gleiche Ergebnis; man spricht daher von einer Pseudo{
Zufallszahlenfunktion. Diese Eigenschaft werden wir sp

ater noch ausnutzen.
Die Gewichte induzieren eine irreexible, partielle Ordnung auf der Knotenmenge:
p  q :() (p; q) 2 G
F
A
^ w(p) > w(q):
Alle noch ungef

arbten Knoten p 2 V, die bzgl. dieser partiellen Ordnung maximal
sind, sind unabh






gleichzeitig die kleinste Farbe geben, die von ihren bereits gef

arbten Nachbarkno-
ten noch nicht verwendet wurde. Es ist also gelungen, die gesamte Knotenmenge so
aufzuteilen, da in jedem Schritt des Greedy{F

arbungsalgorithmus eine parallel und
unabh

angig von einander zu bearbeitende Teilmenge von Knoten vorliegt. Nach je-





uhrt werden, in dem die eben gew

ahlte Farbe mitgeteilt wird. Damit k

onnen
wir den parallelen F

arbungsalgorithmus 5.12 CalculateColors3 f

ur den Graphen G
F
A
angeben. Die verschiedenen in dieser Arbeit entwickelten und getesteten Varianten
werden durchnumeriert.
Das ist die Variante, deren Heuristik nach [GJP96] im Mittel die geringste Anzahl
Farben erzeugen sollte. Daf

ur ist allerdings n

otig, da am Anfang (Zeilen (4), (7){
(15) und (18)) das eigene Gewicht den Nachbarn mitgeteilt werden mu. Variante
2 versucht, ohne diese Kommunikation auszukommen und verwendet als Gewichts-
funktion nur w(p) := rand(p). Diesen Wert kann jeder Prozessor f

ur seine Nachbarn
selbst ausrechnen, sofern eine Pseudo{Zufallszahlenfunktion wie oben beschrieben
verwendet wird. Diese Heuristik entspricht dem Vorgehen in [JP93]. Damit ergibt
sich Algorithmus 5.13 CalculateColors2.
Eine triviale dritte Version soll noch eingef

uhrt werden, bei der jeder Prozessor seine




at zwar keine Parallelisierung der Randbehand-












































(6) R := Nb
p
; Q := ;; S := ;
(7) while R 6= ;
(8) 8q 2 R
(9) if Received(q; w
q
)








(13) Q := Q [ fqg
(14) else
(15) S := S [ fqg





:= smallest color =2 color
Q
(18) 8q 2 Nb
p
: wait for Sent(q; w
p
)
(19) 8q 2 S : SendASync(q; color
p
)















:= rand(p); Q := ;; S := ;














(9) S := S [ fqg





:= smallest color =2 color
Q
(12) 8q 2 S : SendASync(q; color
p
)










Experimente haben gezeigt, da selbst Algorithmus CalculateColors3 im Verh

altnis
zum Rest des Programms nur sehr wenig Zeit ben

otigt, andererseits durch das heu-
ristische Vorgehen bedingt, nicht die minimal erforderliche Anzahl Farben gefunden
wird. Unter diesen Umst





5 Parallelisierung des FAMG
Gewichtsverteilungen durchf

uhren und eine mit minimaler Farbenzahl letztendlich
w

ahlen. Erfahrungen zeigen, da f

ur unseren Einsatzzweck 10 F

arbungen auspro-
biert werden sollten. Damit kann man im Vergleich zur 1. F

arbung durchschnittlich
1{3 Farben einsparen; dieses Ergebnis streut allerdings sehr breit.










w(p) := rand((p+ 1)k):
Damit ergibt sich der Gesamtalgorithmus Coloring zu:
Algorithmus 5.15 (Coloring(type))


































fp 2 P j color
p
= colorg
In Zeile (11) wird das Ergebnis, das f

ur die Behandlung der Markierung im Interface-
bereich ben

otigt wird, erzeugt. Jedes Element von T ist eine Menge von Prozessoren,





sie sich nicht gegenseitig beeinussen k

onnen.
Als Bezeichnung werden wir cm1 bis cm3 f





angt nicht mehr nur vom gegebenen Graphen ab, sondern entscheidend










ur die Laufzeit O(log(jPj)= log log(jPj)).
5.7 Prolongation und Restriktion
Das Erzeugen der Matrizen erfordert Aufmerksamkeit sowohl hinsichtlich der Er-






5.7 Prolongation und Restriktion
auch bei der erzeugten parallelen Darstellungsform. Schlielich sollen auch noch die
Anwendung der Transfermatrizen innerhalb der Restriktion und Prolongation an-
gegeben werden, weil im Parallelen zus

atzliche Kommunikationen erforderlich sind,
auch wegen des Jacobischrittes f

ur die feinen Knoten.
5.7.1 Erzeugen der parallelen Transfermatrizen
Beim Feinmarkieren eines Knotens wird immer das beste Paar aus seiner Elternliste
verwendet, um Eintr

age in den Transfermatrizen zu erzeugen, mit deren Hilfe der
Wert des feinen Knotens aus den Werten von groben Knoten interpoliert werden
kann: Das tritt beim Markieren selbst auf (Algorithmus 5.10 pLabel) und im Scatter
Callback des Algorithmus 5.9 CommunicateNodeStatus. Im seriellen Fall brauchten
wir uns um das Anlegen der Matrixeintr

age als Implementierungsdetail nicht weiter
zu k

ummern. Im Parallelen ben








achst ist das Problem zu l

osen, da im Bereich des Prozessorrandes entstehende









urde diese Kommunikation f

ur




abe sich ein zu feingranularer Ablauf mit
schlechter Ezienz. Das Bestreben sollte sein, mit 1 Kommunikation auszukommen.
Der Identikationsmechanismus in DDD erlaubt dies [Bir98, Indentify Modul]: Nach-
dem alle lokalen Objekte i
0
erzeugt sind, werden sie in einem Schritt zu verteilten Ob-
jekten zusammengef






bei die Einteilung Master/Border vom Elternknoten geerbt wird. Der dazu ben

otigte
Identikator mu eine Information sein, die genau die jeweils zusammengeh

origen





C 8q 2 (i) n fpg : Identify(i
0
; q; i)
Nun ist zu kl













Nachdem alle Knoten markiert und alle CommunicateNodeStatus Aufrufe ausgef

uhrt
sind, liegen die Transformationsmatrizen in 1{konsistenter Darstellungsform vor.
Beweis: Es sind die 3 Bedingungen (5.13) nachzuweisen.
Sei ein beliebiges i 2 J gegeben. 8p 2
1




5 Parallelisierung des FAMG
a) i 2 F
p
:
Die Markierung wird mit Elternknoten durchgef

uhrt. Nach (3.14) sind Eltern-








andig ist (Algorithmus 5.5 Com-














sei der Knoten j auf dem gr










ur i auch die einzigen sind, weil jeder Knoten nur einmal
markiert wird. Damit gilt









ur ein q 2 P wurde i grob markiert und auf alle P n fqg

uber Communicate-





= 1 zu seinem Groblevelknoten i
0










6= 0g = fi
0
g und





allen sind somit die Bedingung (5.13b) und wegen Denition 4.1.23 auch
(5.13a) nachgewiesen.
Da ein einmal erzeugter Matrixeintrag unver

andert an alle Kopien mittels Communi-
cateNodeStatus verschickt wird, bzw. f

ur grobe Knoten konstant 1 ist, gilt auch die
dritte Bedingung (5.13c). Da R
>
per Konstruktion den gleichen Matrixgraph wie P





Bemerkung 5.7.2 (Zu viel oder zu wenig getan?)
Die Matrixeintr






otigt, d. h. es w

urden 0{konsistente Transfermatrizen gen

u-
gen. Trotzdem ist die Mehrarbeit, die Transfermatrizen auf der gesamten Knoten-











Galerkin{Assemblierung noch erforderlich sein werden.




ur die Knoten fehlen,
die erst beim CompleteU nach dem rekursiven Aufruf auf dem jetzigen gr

oberen Level
erzeugt werden. Nach dieser Erweiterung ben

otigt die Zerlegungsphase die angespro-
chenen Transfermatrizen aber nicht mehr, denn die Galerkin{Assemblierung ist schon
abgeschlossen. Erst in der L

osungsphase werden diese Matrizen wieder benutzt, dort
reicht aber ihre Existenz auf
1
U (wird durch Algorithmus 5.4 CleanOverlap sicherge-
stellt).
92






ur das FAMG besteht der Leveltransfer von Vektoren neben der eigentlichen Inter-
polation noch aus einem speziellen Gl








ur die F{Knoten (seriell siehe Algorithmus 3.5





Die teilweise konsistente Steigkeitsmatrix, die f

ur die Berechnung der Elternknoten
ben

otigt wurde (Abschnitt 5.4), kann auch in diesem Jacobigl

atter verwendet werden,


















wenn i 2 F :
nach (4.24)
Das Hauptproblem ist, da die Transfermatrix nicht konsistent, sondern nur 1{
konsistent (Lemma 5.7.1) ist. Man k

onnte zwar versuchen, die fehlenden Border-
knoten auf dem gr

oberen Level beim Anlegen der Transfermatrix zu erzeugen, aber
daf

ur existieren keine Elternknoten auf dem feinen Level, die quasi als Ankerpunkt
dienen k

onnten; also ist diese Art der Erweiterung nicht m

oglich. Dieses Manko der





Algebra Berechnungen kompensiert werden. Trotzdem ben

otigt man noch die Vor-
aussetzung, da die Transfermatrix wenigstens in 0{konsistenter Form vorliegt, was
nach Lemma 5.7.1 und Lemma 5.3.5 hier zutrit. Das Mehr von 0-konsistent zu
1-konsistent kann hier leider nicht gewinnbringend eingesetzt werden.
Zun

achst wollen wir die Restriktion des additiven Defektvektors betrachten. Verglei-
che dazu auch Algorithmus 5.18 und Abbildung 5.4. Da nicht zu allen fein markierten
Knoten alle Elternknoten auf dem gr

oberen Level vorhanden sind (in der Abbildung






















Man kann ohne Kommunikation auskommen und diesen Fehler akzeptieren, aber er





uhen uns um ein exaktes Vorgehen: Der additive Vektor
^
d wird
in die eindeutige Darstellungsform











ur p = (i). Da f

ur i auf seinem Masterprozessor aber alle El-











mehr (Schritt (6)). Formal ist die Korrektheit durch Lemma 5.7.1 und Operation 5.15
gesichert.
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d nach Lemma 5.7.1und (5.15)
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5.8 Galerkin{Assemblierung
Auch bei der Prolongation der konsistenten L

osungskorrektur erzwingt die nur 0{
konsistente Transfermatrix zus

atzlichen Aufwand. Vergleiche dazu auch Algorith-
mus 5.19 und Abbildung 5.4. Auch hier fehlen die gleichen Knoten wie bei der
Restriktion besprochen. Die L


















ur diese Knoten alle Elternknoten vorhanden
sind. F

ur den Borderknoten j auf q w








gebnisse auf den Borderknoten (soweit

uberhaupt berechnet, siehe Bemerkung 5.3.8)
sind unbrauchbar und m

ussen mittels Kommunikation durch die korrekten Werte auf
ihren Mastern ersetzt werden (Schritt (2)). Lemma 5.7.1 und Operation 5.14 sichern























































































Im Gegensatz zum geometrischen Mehrgitterverfahren ben

otigen wir hier also pro
Transferschritt zwei Kommunikationen.
5.8 Galerkin{Assemblierung


















A die additive oder die teilweise konsistente Darstellungs-
form gew

ahlt werden soll. Es wird sich zeigen, da die teilweise konsistente Form
~
A




A in die eindeutig additive Form trans-
formieren und daf










otigt, die das hier von uns entwickelte
Vorgehen einspart. Klar ist auf jeden Fall, da das Ergebnis
` 1
A additiv sein soll,




oberen Level ist (Voraussetzung (5.4)).
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5 Parallelisierung des FAMG
Um den Levelindex weglassen zu k
























Da alle Matrizen d

unn besetzt sind, bietet es sich an, das Galerkinprodukt (5.29) in













































Anschaulich bedeutet das, da man

uber alle gerichteten Wege im Matrixgraph













nau 2, nicht notwendigerweise verschiedene Punkte s; t 2 J verlaufen und entlang
denen die Matrixeintr

age multipliziert werden. Ein solcher Weg ist in Abbildung 5.5
dargestellt. Entscheidend f

ur die Korrektheit der Parallelisierung ist nun, da jeder
solche Weg (i
0
; s; t; j
0
) genau einmal im verteilten Ergebnis G vorhanden ist, damit
G eine additive Darstellung ist.
j’
Level l
Level l + 1
i’
i s t j
Abbildung 5.5: Weg, auf dem ein Eintrag in die Galerkinmatrix erzeugt wird
Die Idee ist, jedem Weg einen eindeutigen Knoten zuzuordnen, der als Verantwortli-
cher daf

ur betrachtet werden kann, da dieser Weg im Ergebnis
^
G enthalten ist. Da
jeder Knoten des Weges im allgemeinen mehrere Kopien besitzen kann, aber nicht





ubliche Programmierung eines Matrixproduktes, wird die Wahl
des Verantwortlichen auf einen der beiden Endknoten eines Weges fallen. Sei das
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5.8 Galerkin{Assemblierung
o. B. d. A. der Anfangsknoten i
0
. Er liegt in der Kernpartition, da er eindeutig sein
mu. Damit liegt der Teilweg (i; s) in N (M) =
1















U enthalten. Da aber
3
U mit vertretbarem
Aufwand nicht erzeugt werden kann (Abschnitt 5.3.3), ist dieses Vorgehen unbrauch-
bar.
Als Verantwortlicher kann aber der zweite Knoten eines Weges deniert werden: s
ist wegen der Eindeutigkeit als Master zu w

ahlen. Dann ist der Teilweg (i; s; t) in
N (M) =
1




U enthalten, also existiert




Uberlapps der Tiefe 2 und der 1{Konsistenz der
Transfermatrix nach Lemma 5.7.1.
Aus diesen








































































Ob dieser Algorithmus wirklich eine additive Darstellungsform der Galerkinmatrix
berechnet, ist nur durch einen Beweis festzustellen.





die 3 Bedingungen (4.14)
erf

ullt. Es sollen wieder die vereinfachten Bezeichnungen aus (5.30) verwendet wer-
den.
a) Behauptung: Der parallele Algorithmus bearbeitet genau die gleichen An-
fangswegst

ucke (i; s) wie der serielle Algorithmus in (5.31).
Nach (5.31) enth

























; s) 2 J
0










; s) 2 J
0





geschrieben werden. Auf Grund der Eindeutigkeit des Masterknotens nach Lem-
ma 4.1.7 k







5 Parallelisierung des FAMG
aufgez

ahlt werden. Das geschieht in Zeile (1).
Da nach Lemma 5.7.1 R 1{konsistent und damit nach Lemma 5.3.5 0{konsistent






















eine parallele, lokal ausf

uhrbare Enumeration der Menge W und Behauptung
a) ist bewiesen.
b) Behauptung: Der parallele Algorithmus bearbeitet genau die gleichen Rest-
wegst

ucke (s; t; j
0
) wie der serielle Algorithmus in (5.31).
Da nach Teilalgorithmus 5.2 CompleteU1 in Algorithmus 5.5 CompleteU der

Uberlapp der Tiefe 1 vollst

andig ist, und s 2 M
p
nach a), hat s auf Prozessor







d. h. alle Wegst

ucke (s; t) sind seriell wie parallel in Schritt (3) identisch.















d. h. in Schritt (4) besitzen alle t auf Prozessor p alle Nachbarn j
0
. Deshalb




) identisch und Behauptung b)
ist bewiesen.
c) Behauptung: Seriell wie parallel werden genau die gleichen Wege (i
0
; s; t; j
0
)










Das ergibt sich aus der Zusammenfassung von a) und b).



















 (s) und nach (5.36) p 2
1
 (t) gilt, folgt aus der 1{Konsistenz nach Deni-


















jeweils den globalen, konsistenten Wert besitzt. W

ahlt man nun noch f

ur A
die teilweise konsistente Darstellungsform (wie sie schon f

ur die Auswahl der
Elternknoten in Abschnitt 5.4 ben






Uberlapps der Tiefe 2 nach Algorithmus 5.5 CompleteU und p 2 (s)\(t)








d. h. auch die Anteile der Steigkeitsmatrix im Galerkinprodukt sind seriell wie
parallel identisch. Damit ist Behauptung d) bewiesen.
e) Behauptung: Das Endergebnis
^
























6= 0. Dann existiert mindestens ein Weg
(i
0
; s; t; j
0





berechnet wird. Nach Teil c) gibt es
einen Prozessor p, der diesen Weg enth















anlegt. Daher respektiert 
0
per Konstruktion den Matrix-






des Galerkinprodukts besteht nach (5.31) aus der Summe
von Anteilen, die entlang eines jeweils eindeutigen Weges gebildet werden. Nach
Teil c) existiert zu jedem solchen Weg genau ein Prozessor p, der f

ur ihn ver-
antwortlich ist, und nach (5) wird dort dieses Teilergebnis in die Matrix G
p
eingetragen, das nach d) den gleichen Wert wie im globalen Ergebnis besitzt; es
gibt keine andere M



























uber die verschiedenen Wege und damit Teileintr

age summiert wie bei









5 Parallelisierung des FAMG
5.9 Grobgitter
Um das Verfahren rekursiv anwenden zu k

onnen, mu sichergestellt sein, da die Vor-
aussetzungen aus Abschnitt 5.2 auch f

ur den eben erzeugten, gr

oberen Level wieder
zutreen. Die durch die Galerkin{Assemblierung erzeugte Matrix besitzt nun schon
die n






Nachdem die Hierarchie von Matrizen bis zur gew

unschten Grobheit erzeugt ist,






osen des Gleichungssystems auf
dem gr

obsten Level gedacht werden. Es stehen prinzipiell die zwei M

oglichkeiten zur
Auswahl, direkt oder iterativ zu l

osen, wie in Abschnitt 4.2.10 diskutiert.
Als iterative L

oser kommen nur solche in Frage, die auf einem einzigen Level arbeiten,
um die Problemstellung eines parallelen Mehrgitterverfahrens nicht rekursiv wieder
aufzuwerfen (vergleiche die Ausf

uhrungen in Abschnitt 2.3.5). Erfahrungen mit einem
seriellen Mehrgitterverfahren auf dem agglomerierten Baselevel liegen noch nicht vor.




ugung. Wir nutzen die vergleichsweise
kleine Knotenzahl aus und agglomerieren den Baselevel, um so auf dem Masterpro-
zessor einen seriellen, direkten L






uber die geeignete Methode spielt nat

urlich die Knotenzahl
und das Besetzungsmuster der Matrix eine erhebliche Rolle. Eine Verringerung der
Knotenzahl beschleunigt den L

oser auf dem gr






oberungsschritte. Die Entscheidung h

angt sehr stark von
der zur Verf

ugung stehenden Implementierung ab und kann nur experimentell vor-
genommen werden, da wir uns im nicht{asymptotischen Bereich benden, in dem




Nun ist die Parallelisierung aller Komponenten des FAMG vorgestellt worden. Hier









(1) for ` := 0 step  1











































Bis auf die Bestimmung der m

oglichen Elternknoten in Schritt (9), dem zentralen







































c := 0 nach (4.15)
















































Nachdem das gesamte parallele Verfahren entwickelt ist, interessiert uns nun, wie





ussen gezielte, numerische Experimente durchgef

uhrt werden, um wenigstens An-
haltspunkte

uber das Verhalten des Verfahrens zu gewinnen.
Grunds

atzlich unterscheiden wir zwei Aspekte: die numerische G

ute, die sich als
Anzahl ben






otigte Laufzeit, insbesondere ihre Skalierbarkeit.
Die untersuchten Einufaktoren werden sein: der Gleichungstyp und wesentliche Pa-
rameter, die Anzahl der Knoten der gegebenen Ausgangsmatrix (Gitterfeinheit), die




Ziel ist es, die Robustheit der G

ute gegen Gleichungstyp, Gleichungsparameter, Git-
terfeinheit und Prozessoranzahl exemplarisch nachzuweisen.
Wir beschr

anken uns auf die Untersuchung von Modellproblemen, weil anhand dieser
einzelne Aspekte herausgearbeitet werden k

onnen und nur so ein Vergleich mit an-
deren Verfahren m

oglich ist. Dazu sind realit

atsnahe, komplexe Anwendungen nicht
geeignet.
6.2 Kennzahlen
Zur Vereinfachung werden die Symbole der Tabelle 6.1 verwendet.






















h Gitterweite des feinsten, gegebenen Gitters
`








m Anzahl der Matrixeintr

age auf Level `, summiert

uber alle Prozessoren


















IT Anzahl der Iterationsschritte f

ur eine relative Defektreduktion von 10
 8
k durchschnittliche Konvergenzrate f






























































Ezienz aufgrund der Modellannahme (6.8)
















































uckt den Speichermehraufwand aus, den das Mehrgitter-
verfahren im Vergleich zu einem 1-Gitterverfahren verursacht. Man kann auch sagen,
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6.2 Kennzahlen
da es der Speicheraufwand ist, den das Mehrgitterverfahren















ur eine serielle sein, weil
sich die Vergr









gibt an, wie stark der

Uberlapp auf den gr

oberen Leveln
ansteigt. Sie wird deutlich




















Uberlappwachstums zusammen und stellt damit eine starke inhaltliche Erweite-
rung gegen

uber dem seriellen Fall dar. Sie ist besonders wichtig, weil der Groteil des
Speichers von den Matrixeintr

agen beansprucht wird, sie also der limitierende Fak-




oer als 2 ist nach [St

u99b, Seite 17] auch
f

ur die Industrietauglichkeit ausschlaggebend. Dar

uber hinaus bestimmt die Anzahl
der Matrixeintr

age auch die Laufzeit entscheidend mit, weil die zeitaufwendigsten
Algorithmusteile neben der Kommunikation die Matrixoperationen sind.
Schlielich dr

uckt B=M den durch die Parallelisierung direkt verursachten Speicher-
mehrbedarf aus.
Um die Ezienz eines Verfahrens anzugeben, bedienen wir uns folgender, weit ver-
breiteter Ezienzbegrie.
Denition 6.2.2 (Ezienz, Speedup, Scaleup)
Es sei T
X
(p; n) die Zeit, die ein Verfahren oder eine Verfahrenskomponente X ben

o-
tigt, um auf p Prozessoren die Aufgabe der Gr











































Die Speedup Betrachtung geht von einer xen Problemgr

oe aus und bewertet, wie-
viel schneller dieses Problem auf mehreren Prozessoren gel

ost werden kann. Skaliert
das Verfahren ideal, d. h. ist T
X




(p; n) = 1. In





Uberlapp und Lastungleichgewichte verbunden, die
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zu einer unterproportionalen Zeitreduktion f

uhren, weil die gr

ote Teillast das Zeit-
verhalten dominiert. Dadurch sinkt die Ezienz unter 1. Das Amdahlsche Gesetz
l

at gar den Einsatz vieler Prozessoren entsprechend dieser Sichtweise als unsinnig
erscheinen [Amd67].









alt daher die Last pro Prozessor konstant. Es
treen die gleichen Ungunstfaktoren wie beim Speedup zu; jedoch wirken sie sich
nicht so stark aus, weil sich das Verh

altnis Rechenarbeit zu Kommunikationszeit we-
sentlich weniger stark verschlechtert. Die Scaleup Betrachtung entspricht auch dem






onnen nur durch Parallelrechner bew

altigt werden. Zu be-
achten ist, da aufgrund der regelm

aigen Verfeinerung zur Erzeugung der groen
Rechenbeispiele in 2D die Prozessorzahl ebenfalls mit einem Faktor 4 skaliert. Daher
stehen nur f















ur alle nachfolgend pr

asentierten Rechnungen werden, soweit nichts anderes erw

ahnt
wird, folgende Einstellungen verwendet.
Die Gebietsaufteilung f

ur strukturierte Gitter wird mit einer speziellen Lastverteilung
vorgenommen, um Box{ und Streifenaufteilungen gezielt zu erzeugen (siehe auch
Abschnitt 6.4.1). Unstrukturierte Gitter werden mit dem RCB Verfahren (recursiv
coordinate bisection) verteilt.
Das FAMG wird mit folgenden Einstellungen ausgef

uhrt:












in (3.10) und (3.11)
 = 0.9 Schwelle f

ur sehr gute Elternpaare in (3.16)

e
= 1 Wichtungsfaktor f







= 10 Wichtungsfaktor f















ur 1-elementige Elternmengen, d. h. praktisch keine solchen
Mengen werden bzgl. (3.15) akzeptiert
cm3 F

arbungsmethode, die im Mittel am wenigsten Farben erzeugt.
Als Testvektor wird der Vektor t := (1; 1; : : : ; 1)
>
verwendet. Es wird keine wei-
tere Vergr

oberung berechnet, wenn auf einem Level weniger als 5000 Masterknoten
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existieren (N
Ba
 5000) oder die

uber die Prozessoren maximierte mittlere Vergr

obe-





oser (Algorithmus 5.22) wird ein V{Zyklus ( := 1 in Zeile (6))






:= 1 in Zeile (3) und




atters verwendet. Als Baselevell

oser
wird ein direkter L

oser mit Bandbreitenoptimierung eingesetzt; dazu ist eine Grob-
gitteragglomeration nach Abschnitt 5.10 n

otig. Dieses Vorgehen in Verbindung mit
einem Vergr

oberungsende bei weniger als 5000 Knoten erwies sich in hier nicht doku-




Zwar lassen sich f

ur jede einzelne Gleichung noch bessere Parameterwerte nden,
aber mit den hier vorgestellten lieen sich gleichm

aig gute Ergebnisse erzielen. Die





Als Parallelrechner wurde eine IBM RS/6000 SP verwendet. Es ist ein MIMD Rech-
ner und im Regelbetrieb standen bis zu 128 Prozessoren zur Verf

ugung. Ein Re-
chenknoten ist mit 512 MB Hauptspeicher ausger

ustet, mit 120 MHz getaktet und
kommuniziert mittels US{Protokoll. F

ur die Rechnungen war die exklusive Nutzung
der Rechenknoten sichergestellt, so da die Zeitmessungen nicht verf

alscht wurden.
Trotzdem weisen die Laufzeiten Schwankungen von bis zu 10% auf. Neben dem nicht
deterministischen Ablaufverhalten der einzelnen Nachrichten tr

agt dazu auch die Tat-
sache bei, da jeder einzelne Rechenknoten mit einem vollst

andigen UNIX Betriebs-
system betrieben wird, das ebenfalls nicht deterministisch interne Prozesse ausf

uhrt.
6.4 Isotroper Laplace Operator
Ziel dieser ersten Untersuchung soll es sein, grundlegende Eigenschaften der ent-
wickelten Parallelisierung darzustellen. Als Modellproblem wird der isotrope Laplace
Operator verwendet, weil er als ein Musterbeispiel einer elliptischen partiellen Die-
rentialgleichung weit verbreitet ist und daf

ur das geometrische Mehrgitterverfahren
optimal geeignet ist. Gerade deshalb ist der isotrope Laplace Operator aber ein un-
erwartet schwieriges Testproblem f

ur jedes algebraische Mehrgitterverfahren: Beim
geometrischen Mehrgitterverfahren stellt die regelm

aige Gitterverfeinerung umge-





Grobgitter mu allerdings ein algebraisches Verfahren selbst konstruieren, will es
vergleichbar gute Konvergenzeigenschaften erzielen.
Da jeweils Rechengebiete ohne einspringende Ecken, als Rechte Seite 0 und glatte





und stellen dem L

oser daher keine spezischen Probleme entgegen, so da wir uns
vollst

andig auf die parallelen Aspekte konzentrieren k

onnen: Welchen Einu haben




Uberlapp auf die numerische
G






 u = 0 u auf 






ur (x; y) 2 @

wird auf einem strukturierten Dreiecksgitter mit P1 Elementen diskretisiert. Die Stei-
gkeitsmatrix besitzt damit einen 5{Punkt Stern. Aber auch strukturierte Vierecks-
gitter oder andere gen

ugend glatte Randbedingungen liefern sehr

ahnliche Ergebnis-
se. Da die rechte Seite keinen Einu auf die uns interessierenden Eigenschaften der
Gleichung hat, w

ahlen wir sie o. B. d. A. 0, sprechen aber trotzdem synonym von
einer Laplace- bzw. Poissongleichung.
Zun

achst betrachten wir den Einu der Lastverteilung. Es wird ein spezieller Last-
verteiler verwendet, der das gegebene strukturierte Gitter so auf die Prozessoren
aufteilt, da eine tensorproduktf

ormige Prozessoraufteilung entsteht. Hier wollen wir
zwei extreme Verteilungen miteinander vergleichen, die die gesamte Spannweite der
M

oglichkeiten eingrenzen: Die Streifenaufteilung ist die einfachste Methode, die aber





alle sind in Abbildung 6.1 veranschaulicht. Als
Kurzbezeichnung werden sie mit
"
h  v\ gekennzeichnet, wobei h die Anzahl der
Prozessoren in horizontaler, v die in vertikaler Richtung angibt. h  v gibt somit die
Gesamtzahl der verwendeten Prozessoren an. Wenn nichts anderes gesagt ist, wird
h  v gew





P6 P4 P5 P6P1 P2 P3 P4 P5
Abbildung 6.1: (Vertikale) Streifen{ und Boxaufteilung f

ur strukturierte Gitter; Bei-
spiel 61 und 32
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Abbildung 6.2: Isotroper Laplace Operator; Startgitterweite 1=32; Matrixgraphen
der Level  2; 3; 5; 6 (von oben nach unten) f

ur serielle Berech-




h 1=128 1=256 1=512 1=1024 1=2048 1=4096
PE N 16 641 66 049 263 169 1 050 625 4 198 401 16 785 409
11 7 0.055 7 0.056
21 7 0.055 7 0.056 7 0.056
22 7 0.055 7 0.056 7 0.056
42 7 0.055 7 0.056 7 0.059 7 0.058
44 7 0.054 7 0.056 7 0.056 7 0.056
84 7 0.054 7 0.056 7 0.056 7 0.066 7 0.062
88 7 0.054 7 0.056 7 0.056 7 0.061 7 0.072
168 7 0.055 7 0.056 7 0.056 7 0.065 7 0.064 8 0.085
11 7 0.055 7 0.056
21 7 0.055 7 0.056 7 0.056
41 7 0.055 7 0.056 7 0.056
81 7 0.055 7 0.056 7 0.056 7 0.058
161 7 0.055 7 0.056 7 0.056 7 0.059
321 7 0.053 7 0.057 7 0.062 7 0.069 7 0.067
641 7 0.055 7 0.057 8 0.085 8 0.083 8 0.096
1281 8 0.090 7 0.056 7 0.062 8 0.090 8 0.089 8 0.098
Tabelle 6.2: Laplace Operator; Konvergenzg

ute (Anzahl Iterationen, durchschnitt-
liche Konvergenzrate) in Abh

angigkeit der Gitterweite und der Prozes-
soraufteilung (Box- und Streifenaufteilung)
Abbildung 6.2 soll einen ersten Eindruck von der Struktur der Graphen der vergr

ober-
ten Matrizen geben. F

ur die graphische Darstellung werden auch auf den gr

oberen
Leveln die Koordinaten der entsprechenden Elternknoten auf dem gegebenen Aus-
gangsgitter verwendet, um den Knoten im Bild plazieren zu k

onnen. Diese Infor-
mation wird nur zum Plotten bereitgestellt und wird w

ahrend der Rechnung nicht
verwendet. An der Knotenposition wird f






ur einen feinmarkierten eine Kreislinie gezeichnet. Matrixeintr

age werden als
Verbindungslinie zwischen den Knoten gezeichnet. F

ur parallele Rechnungen werden
nur Masterknoten gezeichnet und als Farbe ein Grauton entsprechend der Prozessor-
nummer verwendet.










orung tritt aber schon bei seriellen Rechnungen auf (linke Spalte im Bild) und
sollte daher die Parallelisierung nicht zus

atzlich belasten. Auf gr

oberen Leveln ist
nicht mehr zwischen serieller und paralleler Rechnung zu unterscheiden.
Die spaltenweise Betrachtung von Tabelle 6.2 zeigt, da die Anzahl ben

otigter Mehr-




angig von der Anzahl an Pro-
zessoren und auch der Lastverteilung; d. h. es ist gelungen, da die Parallelisierung im
wesentlichen gleichwertige Grobgittermatrizen erstellt, unabh

angig davon, wie stark
die Feingittermatrix zerteilt ist. Die Leitidee f

ur die Parallelisierung | an den Pro-
zessorr

andern sowenig Fehler wie m

oglich zu machen | hat sich also erfolgreich in
die Praxis umsetzen lassen.
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angig von der Gitterweite, d. h. der Anzahl der Knoten auf dem Startgitter







onnte ein Laufzeitgewinn durch Einsatz vieler Prozessoren
durch erh

ohte Iterationszahlen zunichte gemacht werden. Damit ist es gelungen, die
f






ute auch in der Praxis f










insgesamt 66 049 Knoten
1 2.11 1.92 0.00 0.00
2 2.10 1.92 3.07 0.02
4 2.12 1.93 3.13 0.05
8 2.15 1.93 3.13 0.10
16 2.18 1.94 3.09 0.15
32 2.26 1.95 3.16 0.26
64 2.34 1.95 3.27 0.38









insgesamt 4 198 401 Knoten
32 2.19 2.00 3.77 0.04
64 2.21 2.00 3.84 0.05
128 2.25 2.01 3.92 0.08




ur insgesamt 66049 und










2 2.16 1.98 3.51 0.01
8 2.19 2.00 3.75 0.03
32 2.19 2.00 3.77 0.04
128 2.20 2.00 3.88 0.04
32 768 Knoten/PE
2 2.10 1.92 3.07 0.02
8 2.20 1.98 3.50 0.06
32 2.23 2.00 3.70 0.07










1 2.11 1.92 0.00 0.00
4 2.18 1.98 3.49 0.03
16 2.20 2.00 3.68 0.04
64 2.21 2.00 3.84 0.05
16 384 Knoten/PE
1 1.85 1.73 0.00 0.00
4 2.12 1.93 3.13 0.05
16 2.21 1.98 3.44 0.08
64 2.26 2.00 3.79 0.10




ur volle bis achtel Last
(Scaleup)




ute sind, in zweierlei Hin-
sicht: Speicheraufwand und Laufzeit. Zun

achst soll der Speicheraufwand betrachtet
werden. Tabelle 6.3 zeigt die Situation f

ur 2 feste Problemgr














ist auerordentlich konstant ca. 2,0 und zeigt, da un-
abh






ter relativ zum gegebenen Gitter erzeugt werden, der Vergr

oberungsfaktor also im
wesentlichen konstant 2 ist.
Der

Uberlappanteil B=M ist f

ur kleine Probleme auf vielen Prozessoren ungeheuer
gro (bis zu 61%), weil mit sinkender Gr






ache zu Volumen stark ansteigt. Ist dagegen die Kernpartition vern

unftig gro
(rechte Tabelle 6.3), so macht der

Uberlapp nur wenige Prozent der Kernpartition








zeigt, da der Groteil des

Uberlapps erst auf den alge-
braisch vergr

oberten Leveln entsteht, d. h. nicht genau im selben Mae kleiner wird
wie die Kernpartition (c
G
 2,0). Gut ist, da c

U
nur schwach von der Prozessorzahl
abh








in Spalte 1 der Tabellen 6.3 und 6.4 steigt f

ur zu kleine
Probleme etwas an, ist jedoch f

ur ausreichend groe Problemgr

oen fast konstant 2,2,





at ist nicht nur f

ur den Hauptspeicherbedarf
der Rechnung ein entscheidender Einufaktor, sondern auch f

ur den Rechenaufwand.
Auch diese wichtige Gr

oe skaliert gut mit der Prozessorzahl.
Alle angef






uhrbar sind. Mit wachsender Problemgr

oe nimmt der
mit der Parallelisierung verbundene Mehraufwand sogar ab, das asymptotische Ver-
































insgesamt 66 049 Knoten
1 32.69 2.51 17.59 53.70 1.00 1.00 1.00 1.00 31.24 1.00 1.00
2 20.61 1.36 9.51 31.70 0.79 0.93 0.93 0.85 18.57 0.84 0.87
4 13.87 0.78 5.49 22.82 0.59 0.80 0.80 0.59 11.34 0.69 0.73
8 10.90 0.50 3.52 17.08 0.37 0.62 0.62 0.39 6.77 0.58 0.59
16 7.51 0.46 3.23 14.17 0.27 0.34 0.34 0.24 4.31 0.45 0.40
32 5.71 0.41 2.85 12.13 0.18 0.19 0.19 0.14 3.06 0.32 0.26
64 5.91 0.56 3.90 13.33 0.09 0.07 0.07 0.06 2.60 0.19 0.12
128 5.13 0.18 1.28 10.27 0.05 0.11 0.11 0.04 2.02 0.12 0.12
insgesamt 4 198 401 Knoten
32 162.49 5.80 40.63 208.41 1.00 1.00 1.00 1.00 86.14 1.00 1.00
64 119.10 3.19 22.32 147.20 0.68 0.91 0.91 0.71 55.93 0.77 0.81
128 73.79 1.76 12.30 89.67 0.55 0.83 0.83 0.58 28.41 0.76 0.78
Tabelle 6.5: Laplace Operator (" = 1); Speedup f

ur insgesamt 66 049 und 4 198 401
Knoten
Nachdem die verschiedenen Komplexit

atsmae optimales Verhalten anzeigen, mu
jetzt noch die Laufzeit betrachtet werden. Tabelle 6.5 gibt die entscheidenden Zeiten
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agt konstant 66 049
bzw. 4 198 401 Knoten. Ausgehend von vollausgelasteten Prozessoren ergeben sich

uber wenige Prozessorzahlverdopplungen hinweg gute Ezienzen. Ansonsten macht
die zu schwache Auslastung der Prozessoren verbunden mit den zunehmenden Kom-
munikationskosten die Ezienz zunichte. Bei extremer Unterauslastung erh

ohen sich
die Zeiten sogar teilweise. Die Ausf






aten auf das Miverh

altnis von Kernpartition zu

Uberlapp. Einen
groen Anteil daran haben Fixkosten in Datenaustauschroutinen und Eekte, die in


























131 072 Knoten pro Prozessor
2 80.65 5.32 37.26 121.04 1.00 1.00 1.00 1.00 73.86 1.00 1.00
8 127.39 5.66 39.59 170.85 0.63 0.94 0.94 0.71 81.97 0.90 0.91
32 162.49 5.80 40.63 208.41 0.50 0.92 0.92 0.58 86.14 0.86 0.88
128 200.97 5.93 47.41 252.52 0.40 0.90 0.79 0.48 90.70 0.81 0.80
32 768 Knoten pro Prozessor
2 20.61 1.36 9.51 31.70 1.00 1.00 1.00 1.00 18.57 1.00 1.00
8 37.03 1.58 11.08 51.75 0.56 0.86 0.86 0.61 23.51 0.79 0.81
32 51.95 1.74 12.17 69.74 0.40 0.78 0.78 0.45 26.12 0.71 0.73
128 73.79 1.76 12.30 89.67 0.28 0.77 0.77 0.35 28.41 0.65 0.69
65 536 Knoten pro Prozessor
1 32.69 2.51 17.59 53.70 1.00 1.00 1.00 1.00 31.24 1.00 1.00
4 53.55 2.88 20.16 80.87 0.61 0.87 0.87 0.66 43.04 0.73 0.77
16 79.94 2.98 20.84 105.99 0.41 0.84 0.84 0.51 44.94 0.70 0.74
64 119.10 3.19 22.32 147.20 0.27 0.79 0.79 0.36 55.93 0.56 0.62
16 384 Knoten pro Prozessor
1 6.36 0.57 3.98 14.20 1.00 1.00 1.00 1.00 5.71 1.00 1.00
4 13.87 0.78 5.49 22.82 0.46 0.72 0.72 0.62 11.34 0.50 0.58
16 24.43 0.91 6.36 33.96 0.26 0.63 0.63 0.42 13.59 0.42 0.49
64 39.30 1.45 10.18 54.61 0.16 0.39 0.39 0.26 17.95 0.32 0.34
Tabelle 6.6: Laplace Operator (" = 1); Scaleup f

ur volle bis achtel Last
Die f

ur die Anwendung relevantere Scaleup Betrachtung liegt der Tabelle 6.6 zugrun-
de. Die Zeiten sind von voller Last ausgehend f

ur jede Halbierung bis zu einem Achtel





ur 128 Prozessoren f

ur die Aufbauphase in einer Ezienz E
FA
von unter
50% endet; der Mehrgitterl

oser selbst skaliert wesentlich besser (E
IT
bis 90%). Die





unstige Verhalten wollen wir nun analysieren. Abbil-
dung 6.3 oben zeigt zun

achst, da die Knotenanzahlen mit den zunehmend gr

ober
werdenden algebraischen Leveln exponentiell abnehmen. Dies entspricht einer kon-
stanten Vergr

oberungsrate, die auch als Zusammenfassung in Tabelle 6.4 erkennbar
war. Der































































131072 Knoten / PE, cm3
16x8 gesamt
16x8 gesamt mit Ersatzmodell
16x8 nur Rechenanteil
2x1 gesamt
2x1 gesamt mit Ersatzmodell
2x1 nur Rechenanteil
Abbildung 6.3: Skalierbarkeit des puren Gitteraufbaus ohne DDD Xfer
gr

obsten Leveln die Borderknoten die Masterknoten

uberwiegen. Die untere Graphik
zeigt verschiedene Zeiten je Level. Zun

achst sieht man, da die Gesamtzeit je Level
nicht gegen 0 sondern gegen eine xe Zeit von mehreren Sekunden strebt, also nicht
mit der Knotenzahl skaliert.
Um die Ursache ausndig zu machen, wurde der Algorithmus zur Bearbeitung eines
Levels in 11 Teile gegliedert und von jedem einzeln die Laufzeit gemessen. Die Er-




ote Beispiel, bei dem die Eekte am besten
sichtbar werden, dargestellt. Das oberste Bild zeigt f

ur einen Prozessor das Zeitver-




uber alle Prozessoren f

ur Level 0 und -12.
114























































































allt vor allem auf gr

oberen Leveln das regelm

aige Schwanken der Zeiten
in Abh

angigkeit von der Prozessornummer auf. Das ist der Einu des Randes des
Rechengebiets, an dem die Prozessoren entsprechend weniger Nachbarprozessoren be-
sitzen. Auf feinen Leveln wird die Laufzeit von Algorithmusteil (8) dominiert, dem
Bewerten und Erstellen der guten Elternmengen. Das entspricht der Erwartung. Die
Probleme treten auf gr

oberen Leveln auf. Es sind nur 5 Algorithmusteile, die nicht
mit der Knotenzahl skalieren:
 die Synchronisierung des Vergr





ubertragung und Modikation der DDD internen Datenstrukturen
(DDD XferEnd) in CompleteU1, CompleteU2, IdentifyCoarse (Zeit 3, 4, 10) und
 das Herstellen der teilweisen Konsistenz f

ur die Steigkeitsmatrix in Zeile (8)
Algorithmus 5.21 pFAMGConstruct (Zeit 7).
Vor allem das Verhalten von Teil 1 und 7 ist nicht erkl

arbar, da es sich jeweils nur
um das Bilden eines globalen Maximums bzw. um eine einfache Datenaustausch-
kommunikation handelt. Daher wurden nochmals Zeitmessungen durchgef

uhrt, aber
diesmal wurde vor jedem Algorithmusteil explizit synchronisiert; die Ergebnisse sind
in Abbildung 6.5 zu sehen. Die Vermutung hat sich best

atigt: Zeiten 1 und 7 sind
so unerkl






alscht wurden. Der Ablauf ist in Abbildung 6.6 sche-
matisch dargestellt. Unerwartet weitreichend ist die Wirkung der Kommunikation in
Teil 10 f

ur Level `  1 auf Teil 1 f

ur Level `.
Die Laufzeit wird also nur von den Algorithmusteilen 3, 4 und 10 beeintr

achtigt. Es




Anderung der internen Datenstruktur des Mo-
duls DDD, auf die wir keinen Einu haben. Die Ursache daf

ur ist wiederum, da
DDD nur einen einzigen Graphen handhaben kann, keine Hierarchie von Graphen.
Eine

Anderung auf einem sehr groben Level, d. h. einem kleinen Teilgraphen, mu
als

Anderung des Gesamtgraphen, der alle Level umfat, verarbeitet werden. Hierbei
verursacht vor allem das Sortieren der Objekte im Prozessorinterface den wesent-
lichen Aufwand. Sobald die Interfaces wieder konsistent bestehen, kann ein purer






Da wir auf die Verwendung von DDD angewiesen sind, um unser Verfahren in das Ge-
samtsystem UG integrieren zu k






anderungen levelweise vorgehen k

onnen. Da das keine unerf

ullbare
Anforderung ist, zeigte P. Bastian mit dem Prototypen UGp des hier verwendeten
Programmsystems, in dem er genau dieses Vorgehen realisiert hat [Bas96b]. Um unse-
ren Algorithmus realistisch zu bewerten, werden wir auch Zeiten betrachten, die eine
noch nicht vorliegende, nach Art von UGp verbesserte Implementierung des Moduls
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Abbildung 6.6: Kommunikation in Algorithmusteil 3 verf

alscht Zeitmessung in Teil 7
DDD annimmt. Dazu messen wir die Zeit unserer Algorithmusteile 1 bis 2, 5 bis 9
und 11, also alle Anteile ohne Ver

anderungen der Graphstruktur, und addieren dazu
die






ur dieses verbesserte DDD entspricht dem des UGp. Es ber

uck-
sichtigt 2 Anteile. Das ist zum einen die Zeit f






N Knoten auf Level ` des Prozessors bearbeitet werden. Zum an-







n Objekte sortiert, wobei
`
n die Zahl der Interfaceobjekte ist, gez

ahlt mit
der Vielfachheit ihrer Kopien. O(n log n) entspricht dem statistisch zu erwartenden
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ur die zu erwartende Laufzeit einer der Schritte 3, 4 und 7. Als Berechnungsgrund-






ahrend des Programmlaufs gewonnen. Die Zeit-
konstanten  und  werden anhand der Daten von Level 0 (der schon einer optimalen
Implementierung entspricht, da noch keine unn

otigen Graphenteile existieren) durch
das L

osen eines Ausgleichsproblems bestimmt [Sto89] und f

ur die Berechnungen auf
den gr

oberen Leveln verwendet. Das Laufzeitmodell wird also f

ur jedes Gleichungssy-





werden die Zeitkonstanten eines vergleichbaren Falls verwendet.
Die derartig bestimmten Laufzeiten werden hier mit einem Stern markiert, ebenso








Den Erfolg sieht man in Abbildung 6.3 unten als gestrichelte Linie: Die Laufzeit
f

ur die Bearbeitung eines Levels skaliert nun wie erwartet mit der Knotenanzahl.
Dadurch ergeben sich auch realistischere Werte in der Speedup Tabelle 6.5. Allerdings
gilt die Aussage immer noch, da eine gewisse Mindestauslastung eines Prozessors
gegeben sein mu, um einen noch vertretbaren Speedup zu erhalten. Wesentlich besser
skaliert die Laufzeit, wenn man eine Scaleup Betrachtung zugrunde legt: Tabelle 6.6
zeigt durchwegs sehr gute Ezienzen von

uber 80% bei 128 Prozessoren und voller
Last. Bis 1/4 der vollen Last liegt die Ezienz immer noch deutlich

uber 50%. Bei




Obwohl die Skalierungseigenschaften sehr gut sind, wollen wir noch den Baselevell

oser





den das Grobgitter allerdings agglomeriert werden mu. Die Skalierbarkeit dieses
Vorgehens ist nicht gesichert und mu daher experimentell nachgewiesen werden.






ur die einzelnen Pro-
grammteile sind Ba f

ur die gesamten Aktionen auf dem Baselevel, die sich aus den
3 Teilen Ag f

ur die Baselevelagglomeration, De f






osen aller Gleichungssysteme auf dem gr

obsten Level zusammensetzen. Da das
Agglomerieren eine Struktur

anderung des Graphen bedeutet, leidet es ebenfalls unter
der derzeitigen Implementierung des Moduls DDD. Daher ist es auch hier sinnvoll,
das verbesserte Laufzeitmodell nach (6.8) zu ber

ucksichtigen. Die daraus resultieren-
den Ezienzen von

uber 50% entsprechen denen des Gesamtverfahrens. Daher ist
dieses Vorgehen geeignet und man mu nicht zu verteilt, aber iterativ vorgehenden
Varianten








Laufzeit durch zu viele Iterationen bei steigender Prozessorzahl belasten w

urden. Da
































131 072 Knoten pro Prozessor
2 3.91 1.14 2.36 0.40 1.00 1.00 1.00 1.00 4132 3.47 1.00
8 5.89 2.39 3.04 0.46 0.66 0.48 0.78 0.89 4346 4.24 0.82
32 8.36 3.38 4.43 0.55 0.47 0.34 0.53 0.74 4613 6.08 0.57
128 8.14 4.50 3.21 0.43 0.48 0.25 0.74 0.94 2957 5.04 0.69
32 768 Knoten pro Prozessor
2 2.43 0.69 1.39 0.35 1.00 1.00 1.00 1.00 4160 2.44 1.00
8 5.13 1.25 3.40 0.47 0.47 0.55 0.41 0.75 4238 4.61 0.53
32 6.60 1.83 4.23 0.53 0.37 0.38 0.33 0.66 4605 5.85 0.42
128 6.42 2.81 3.24 0.37 0.38 0.25 0.43 0.94 2905 4.91 0.50
65 536 Knoten pro Prozessor
1 3.65 0.15 3.06 0.44 1.00 1.00 1.00 1.00 4034 3.51 1.00
4 8.62 1.25 6.75 0.62 0.42 0.12 0.45 0.71 4150 8.45 0.41
16 6.24 1.94 3.81 0.49 0.59 0.08 0.80 0.91 4334 5.03 0.70
64 9.03 3.35 5.10 0.58 0.40 0.04 0.60 0.77 4724 6.99 0.50
16 384 Knoten pro Prozessor
1 4.35 0.07 3.82 0.46 1.00 1.00 1.00 1.00 4032 4.28 1.00
4 4.59 0.80 3.33 0.46 0.95 0.09 1.15 1.02 4161 4.90 0.87
16 4.58 1.12 3.01 0.44 0.95 0.06 1.27 1.05 4299 4.19 1.02
64 7.78 2.34 4.89 0.54 0.56 0.03 0.78 0.85 4689 6.74 0.64




Der Einu der F

arbungsmethode wird in Abschnitt 6.5.2 im Zusammenhang mit
dem anisotropen Laplace Operator untersucht.
Zusammenfassend haben wir gesehen, da f

ur den Laplace Operator auf einem struk-
turierten Gitter und einer Boxaufteilung die numerische G

ute bei der Parallelisierung
vollkommen unver

andert bleibt und die Skalierbarkeit auch hohen Erwartungen voll
entspricht, wenn man das Laufzeitmodell nach (6.8) unterstellt.
6.4.2 Unstrukturiertes Gitter
Das Modellproblem







ur (x; y) 2 @

wird auf einem unstrukturierten Gitter berechnet, das eine durch einen Gittergene-
rator erzeugte Triangulierung des Gebiets des Wolfgangsees in

Osterreich ist. Zur
Diskretisierung werden P1 Elemente verwendet. Nachdem das Startgitter (7006 Ele-










hergestellt ist. Dann werden allerdings alle gr

oberen Gitter entfernt und das FAMG
auf dem feinsten Level gestartet.
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6.4 Isotroper Laplace Operator
Abbildung 6.7: Isotroper Laplace Operator auf Wolfgangsee; 994 Feinlevelknoten;
Matrixgraphen der Level -2, -4, -5, -6 (von oben nach unten) f

ur
serielle Rechnung (links) und 16 Prozessoren (rechts)
121
6 Numerische Experimente
Abbildung 6.7 zeigt f






ullte Kreisscheiben stellen grobmarkierte Knoten
dar. F

ur die parallele Rechnung entspricht der Grauton der Prozessornummer. Es
zeigt sich kein relevanter Unterschied zwischen serieller und paralleler Berechnung.
Detailierte Analysen folgen nun f

ur Berechnungen mit gr

oeren Knotenzahlen.
PE N 14 385 56 793 225 681 899 745 3 593 025 14 360 193
1 7 0.063 9 0.105
2 7 0.061 8 0.095 10 0.137
4 7 0.061 8 0.098 9 0.122
8 7 0.058 8 0.079 9 0.121 11 0.175
16 7 0.056 8 0.093 9 0.117 11 0.170
32 7 0.056 9 0.109 9 0.117 11 0.182 12 0.207
64 7 0.056 9 0.116 9 0.119 11 0.181 12 0.206
128 7 0.058 8 0.080 10 0.156 12 0.197 12 0.210 12 0.214
Tabelle 6.8: Isotroper Laplace Operator auf Wolfgangsee; Konvergenzg

ute (Anzahl
Iterationen, durchschnittliche Konvergenzrate) in Abh

angigkeit der Git-
terweite und der Prozessorzahl




angig von der Prozessoranzahl
ist. Allerdings verschlechtert sich die G

ute leicht in logarithmischem Verh

altnis zur
Knotenzahl, eine Eigenschaft, die schon am seriellen Verfahren zu beobachten ist
[Wag00a] und hier in der ersten Zeile andeutungsweise zu sehen ist. F

ur sehr groe
Knotenzahlen bleibt die Konvergenzrate konstant. Leider lassen sich derzeit keine
gr












insgesamt 56 793 Knoten
1 2.33 1.98 0.00 0.00
2 2.34 1.98 3.75 0.01
4 2.39 1.98 3.57 0.06
8 2.43 1.98 3.56 0.11
16 2.54 1.99 3.60 0.22
32 2.62 1.99 3.62 0.32
64 2.77 2.00 3.63 0.54









insgesamt 3 593 025 Knoten
32 2.48 1.99 4.82 0.06
64 2.54 1.99 4.85 0.09
128 2.60 1.99 4.91 0.13





insgesamt 56 793 und 3 593 025 Knoten (Speedup)











agt in den relevanten
F

allen nur einige Prozent; dies liegt nur leicht

uber dem Idealfall des strukturierten
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2 2.47 2.04 4.86 0.01
8 2.49 2.01 4.79 0.04
32 2.48 1.99 4.82 0.06
128 2.44 1.97 4.81 0.06
28 396 Knoten/PE
2 2.34 1.98 3.75 0.01
8 2.58 2.04 4.56 0.07
32 2.62 2.02 4.81 0.11










1 2.33 1.98 0.00 0.00
4 2.51 2.04 4.43 0.04
16 2.56 2.02 4.78 0.07
64 2.54 1.99 4.85 0.09
14 385 Knoten/PE
1 1.82 1.68 0.00 0.00
4 2.39 1.98 3.57 0.06
16 2.68 2.04 4.56 0.14
64 2.74 2.02 4.86 0.18





































insgesamt 56 793 Knoten
1 37.94 2.43 21.88 61.51 1.00 1.00 1.00 1.00 36.52 1.00 1.00
2 20.70 1.25 9.98 32.12 0.92 0.97 1.10 0.96 20.08 0.91 0.97
4 15.15 0.73 5.84 22.39 0.63 0.83 0.94 0.69 11.72 0.78 0.83
8 10.50 0.42 3.34 15.01 0.45 0.73 0.82 0.51 6.80 0.67 0.72
16 10.15 0.30 2.41 13.85 0.23 0.50 0.57 0.28 5.81 0.39 0.44
32 7.01 0.21 1.88 10.32 0.17 0.36 0.36 0.19 3.85 0.30 0.32
64 6.29 0.17 1.57 9.20 0.09 0.22 0.22 0.10 3.20 0.18 0.19
128 11.75 0.39 3.09 17.52 0.03 0.05 0.06 0.03 3.48 0.08 0.07
insgesamt 3 593 025 Knoten
32 222.54 5.47 65.67 290.62 1.00 1.00 1.00 1.00 106.61 1.00 1.00
64 175.90 3.16 37.93 215.59 0.63 0.87 0.87 0.67 67.92 0.78 0.81
128 100.96 1.77 21.23 124.35 0.55 0.77 0.77 0.58 38.68 0.69 0.72
Tabelle 6.11: Isotroper Laplace Operator auf Wolfgangsee; Speedup f

ur insgesamt








zeigt, da auf den gr

oberen Leveln merklich





die im Durchschnitt mit 2,5 schon deutlich

uber 2,0 liegt.
Tabelle 6.11 zeigt ein

ahnliches Speedup Verhalten wie beim strukturierten Gitter.
Der Hauptgrund f

ur die schlechten Werte ist die

auerst geringe Auslastung verbun-
den mit Ein

ussen, die im folgenden analysiert werden. Wichtiger ist der Scaleup,
dargestellt in Tabelle 6.12. Zun

achst betrachten wir die Zeiten f

ur eine Iteration T
IT
und deren Ezienz E
IT
. Verglichen mit dem strukturierten Gitter (Tabelle 6.6) sind















































112 840 Knoten pro Prozessor
2 92.60 5.02 50.23 144.20 1.00 1.00 1.00 1.00 90.14 1.00 1.00
8 152.01 5.25 57.74 211.76 0.61 0.96 0.87 0.68 100.80 0.89 0.89
32 222.54 5.47 65.67 290.62 0.42 0.92 0.76 0.50 106.61 0.85 0.81
128 282.43 5.70 68.36 353.47 0.33 0.88 0.73 0.41 120.26 0.75 0.74
28 396 Knoten pro Prozessor
2 20.70 1.25 9.98 32.12 1.00 1.00 1.00 1.00 20.08 1.00 1.00
8 42.18 1.48 13.28 56.38 0.49 0.85 0.75 0.57 26.20 0.77 0.76
32 74.18 1.64 18.06 93.67 0.28 0.76 0.55 0.34 32.93 0.61 0.59
128 100.96 1.77 21.23 124.35 0.20 0.70 0.47 0.26 38.68 0.52 0.50
56 793 Knoten pro Prozessor
1 37.94 2.43 21.88 61.51 1.00 1.00 1.00 1.00 36.52 1.00 1.00
4 63.00 2.67 24.00 88.02 0.60 0.91 0.91 0.70 46.74 0.78 0.83
16 128.02 3.00 33.01 162.63 0.30 0.81 0.66 0.38 59.34 0.62 0.63
64 175.90 3.16 37.93 215.59 0.22 0.77 0.58 0.29 67.92 0.54 0.55
14 385 Knoten pro Prozessor
1 7.06 0.48 3.34 10.92 1.00 1.00 1.00 1.00 6.67 1.00 1.00
4 15.15 0.73 5.84 22.39 0.47 0.65 0.57 0.49 11.72 0.57 0.57
16 40.96 0.92 8.30 50.19 0.17 0.52 0.40 0.22 18.99 0.35 0.37
64 61.88 1.01 11.09 74.35 0.11 0.47 0.30 0.15 23.14 0.29 0.29
Tabelle 6.12: Isotroper Laplace Operator auf Wolfgangsee; Scaleup f






















ochte. Unter der Annahme, da die Ausf

uhrungszeit direkt proportional
zur Anzahl der Knoten ist, wirkt sich ein

Uberlappanteil von " folgendermaen auf
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ur kleine . Eine Vorstellung gibt Abbildung 6.8. Kleine Erh

o-
hungen der Knotenzahl im

Uberlapp verringern also direkt proportional die Ezienz.




Uberlapps unbedenklich sei, trog
damit.
Level n b n+ b m B=M
2 Prozessoren
0 1.00 1.00 1.00 1.00 0.01
-1 1.00 1.15 1.00 1.00 0.01
-2 1.00 1.05 1.00 1.00 0.02
-3 1.00 1.10 1.00 1.00 0.03
-4 1.00 1.00 1.00 1.00 0.04
8 Prozessoren
0 1.00 1.25 1.00 1.00 0.02
-1 1.00 1.35 1.01 1.01 0.03
-2 1.01 1.39 1.01 1.02 0.03
-3 1.01 1.40 1.03 1.04 0.05
-4 1.02 1.34 1.04 1.04 0.07
32 Prozessoren
0 1.00 1.20 1.00 1.00 0.02
-1 1.00 1.35 1.01 1.02 0.03
-2 1.02 1.44 1.02 1.02 0.04
-3 1.02 1.37 1.03 1.04 0.06
-4 1.02 1.30 1.04 1.05 0.09
128 Prozessoren
0 1.01 1.09 1.00 1.00 0.02
-1 1.00 1.27 1.01 1.01 0.04
-2 1.02 1.23 1.02 1.02 0.04
-3 1.02 1.40 1.04 1.05 0.07
-4 1.03 1.32 1.04 1.05 0.09
Level n b n+ b m B=M
2 Prozessoren
0 1.00 1.01 1.00 1.00 0.00
-1 1.00 1.02 1.00 1.00 0.00
-2 1.00 1.10 1.00 1.01 0.01
-3 1.00 1.09 1.00 1.01 0.01
-4 1.00 1.11 1.00 1.01 0.02
8 Prozessoren
0 1.01 1.26 1.00 1.00 0.02
-1 1.01 1.26 1.01 1.02 0.03
-2 1.01 1.25 1.02 1.02 0.04
-3 1.02 1.20 1.03 1.03 0.07
-4 1.02 1.22 1.03 1.03 0.10
32 Prozessoren
0 1.01 1.57 1.01 1.01 0.02
-1 1.05 1.59 1.04 1.06 0.04
-2 1.06 1.54 1.05 1.06 0.06
-3 1.07 1.52 1.06 1.08 0.10
-4 1.07 1.53 1.07 1.09 0.15
128 Prozessoren
0 1.01 1.55 1.02 1.01 0.03
-1 1.06 1.52 1.07 1.09 0.05
-2 1.08 1.48 1.09 1.14 0.07
-3 1.10 1.45 1.12 1.15 0.12
-4 1.12 1.46 1.15 1.18 0.17
Tabelle 6.13: Isotroper Laplace Operator; Vergleich des Lastungleichgewichts bei vol-
ler Last (links strukturiertes Gitter mit Boxaufteilung, rechts Wolf-
gangsee)
Ein weiterer Grund ist das Lastungleichgewicht wie in Tabelle 6.13 dargestellt. In
den ersten vier Spalten ist jeweils das Verh

altnis von maximaler zu durchschnittli-
cher Anzahl der Masterknoten (n), Borderknoten (b), Knoten insgesamt (n+ b) und
Matrixeintr





altnis ist, desto mehr erh

oht
sich die Laufzeit bzgl. des Idealzustands, weil der Prozessor mit der gr

oten Last
an jedem Synchronisationspunkt alle anderen aufh

alt. Pro Level gibt es mehrere sol-





ote Anzahl Knoten und Matrizen enthalten und alle Laufzeiten proportional zur
Anzahl der Objekte sind. Die Lastungleichheit f

ur unstrukturierte Gitter (rechte Ta-




ur strukturierte Gitter (linke
Tabelle), aber wir haben eben gesehen, da das schon merkliche Auswirkungen auf
die Ezienz haben kann.
Abhilfe kann hier eine levelweise Neuverteilung der Matrix liefern. Da das eine auf-
wendige Manahme ist, soll sie zuk

unftigen Arbeiten vorbehalten bleiben. Man k

onn-
te auch versuchen, den Vergr

oberungsprozess so zu steuern, da das initiale Last-
gleichgewicht erhalten bleibt. Diese Eigenschaft ist aber nicht direkt beeinubar
und w

urde eine Abweichung von der derzeit optimalen Markierungsreihenfolge er-
fordern;

uber das Ausma der Konvergenzverschlechterung kann a priori keine Aus-










Gitter, d. h. in einem Datenaustauschschritt sind ungef

ahr gleichviele Nachrichten zu
versenden. F

ur beide Gitterarten ist der Prozessornachbarschaftsgraph also

ahnlich
dicht und die F

arbungsheuristik erzeugt auch gleich viele Farben, leidet also unter der
Unstrukturiertheit nicht. Spalte 5 in Tabelle 6.13 zeigt, da im unstrukturierten Fall
bei der Vergr

oberung bis zu doppelt soviele Borderknoten erzeugt werden m

ussen; als
Ursache ist die unregelm

aigere Berandung der einzelnen Partitionen anzunehmen.
Zusammenfassend haben wir die Belastungsfaktoren der Ezienz einer Iteration er-
kannt: leicht zunehmender








in Tabelle 6.12) leidet ebenfalls unter den





gibt keine Veranlassung, weitere Einufaktoren aufzusp

uren.






in Tabelle 6.12) ist nat

urlich
auf der einen Seite durch die Ezienz E
IT
eines einzelnen Schritts beschr

ankt. Auf
der anderen Seite ist zu bedenken, da einer skalierten Betrachung wie dieser hier
f

ur groe Prozessorzahlen ein entsprechend groes Anfangsgitter zugrunde liegt. Da
wir f











allt damit geringer aus als E
IT
.




ur groe Prozessorzahlen die Aufbauphase
l

anger als die L






Der so erreichbare Wert von 75% f

ur 128 Prozessoren bzgl. der Zeit von 2 Prozessoren
unter voller Last ist sehr gut. Auch f










ute von der Problemgr






Dementsprechend sinkt die Ezienz.
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Laplace Operator auf Wolfgangsee; 128 Prozessoren
cm3
cm2
Abbildung 6.9: Isotroper Laplace Operator auf Wolfgangsee; volle/halbe Last; An-
zahl ben






Nun wollen wir den Einu der Graphf

arbungsmethode aus Abschnitt 5.6 untersu-
chen. Die Anzahl der ben






chungen dargestellt. Die beiden Methoden cm2 und cm3 unterscheiden sich kaum
und erzeugen erstaunlich wenig Farben. Abbildung 6.10 zeigt im oberen Bild, da
alle 3 F

arbungsmethoden gleich gute Konvergenz bewirken. Die Zeiten f

ur den Git-
teraufbau (mittleres Bild) f

ur kleinere Prozessorzahlen sind f






Uberraschend ist, da die Kommunikation der Gewichte in
cm3 (verbunden mit der synchronisierenden Wirkung) merklich l

anger dauert als der
Zeitverlust aus dem seriellen Abarbeiten der Prozessorinterfaces im Markierungsal-
gorithmus f






Eekt von cm1 die Kommunikationskosten von cm3. Dementsprechend verh

alt sich
auch die Gesamtzeit (unterstes Bild).
Die Komplexit

aten sind nahezu unabh

angig von der F

arbungsmethode und sind hier
nicht wiedergegeben. Die parallele Skalierbarkeit von cm2 ist sehr

ahnlich der von




ur cm1 unterscheidet sich der Speedup ebenfalls
kaum, weil das Zeitverhalten von der geringen Prozessorauslastung dominiert wird.
Beim Scaleup (vergleiche Tabelle 6.14 mit 6.12) zeigt sich ebenfalls das erwartete
Verhalten: Der Mehrgitterl





uhrt und der Gitteraufbau
skaliert f

ur kleine Prozessorzahlen etwas besser, aber f















































































Abbildung 6.10: Isotroper Laplace Operator auf Wolfgangsee; volle Last; Abh

angig-
keit der durchschnittlichen Konvergenzrate, Gitteraufbauzeit T

FA

































112 840 Knoten pro Prozessor
2 88.51 5.03 50.32 140.21 1.00 1.00 1.00 1.00 86.06 1.00 1.00
8 143.14 5.25 57.78 202.68 0.62 0.96 0.87 0.69 95.21 0.90 0.89
32 229.39 5.47 65.69 297.37 0.39 0.92 0.77 0.47 113.24 0.76 0.76
128 319.82 5.70 68.44 390.89 0.28 0.88 0.74 0.36 157.95 0.54 0.60
28 396 Knoten pro Prozessor
2 24.41 1.25 9.98 35.84 1.00 1.00 1.00 1.00 23.74 1.00 1.00
8 42.76 1.46 13.17 56.89 0.57 0.85 0.76 0.63 26.67 0.89 0.85
32 77.60 1.59 17.51 96.47 0.31 0.78 0.57 0.37 36.26 0.65 0.63
128 119.79 1.72 20.68 142.86 0.20 0.72 0.48 0.25 57.41 0.41 0.43
56 793 Knoten pro Prozessor
1 37.93 2.43 21.88 61.47 1.00 1.00 1.00 1.00 36.52 1.00 1.00
4 63.13 2.67 23.99 88.15 0.60 0.91 0.91 0.70 46.93 0.78 0.82
16 128.84 2.99 32.88 163.23 0.29 0.81 0.67 0.38 61.24 0.60 0.62
64 209.21 3.69 44.27 256.12 0.18 0.66 0.49 0.24 86.61 0.42 0.45
14 385 Knoten pro Prozessor
1 6.87 0.48 3.35 10.73 1.00 1.00 1.00 1.00 6.47 1.00 1.00
4 15.14 0.71 5.65 22.19 0.45 0.68 0.59 0.48 11.75 0.55 0.56
16 41.78 0.90 8.12 50.90 0.16 0.53 0.41 0.21 19.59 0.33 0.35
64 68.02 1.01 11.15 80.71 0.10 0.47 0.30 0.13 29.27 0.22 0.24





ur volle bis achtel Last
6.5 Anisotrope Dierentialgleichung
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ur (x; y) 2 @
:
Die Diskretisierung erfolgt auf einem Dreiecksgitter mit P1 Elementen, die einen 5{
Punkt Stern liefert. Klassischerweise wird die Robustheit gegen

uber Variation des
Parameters " untersucht. F

ur ein paralleles Verfahren mu dar

uber hinaus auch die
Robustheit bzgl. der Anzahl Prozessoren und der Datenaufteilung analysiert werden.
Die dabei auftretenden Probleme und bisher verwendeten L

oser sind bereits in Ab-
schnitt 2.3.6 diskutiert worden. Auch das FAMG l

ost die anisotrope Dierentialglei-
chung durch Halbvergr

oberung in Richtung der starken Kopplung. Die Aufgabe ist so




uber das ganze Gebiet reichen. Diese
globale Eigenschaft kann einem parallelen Verfahren grunds

atzlich Schwierigkeiten





uber Prozessorgrenzen hinaus fortgesetzt werden k

onnen.
Die Abbildungen 6.11 und 6.12 geben einen ersten Eindruck der erzeugten Groblevel-
matrizen. Besonders interessant ist die rechte Spalte in Abbildung 6.11, die das Er-
129
6 Numerische Experimente
Abbildung 6.11: Matrixgraphen der Level -3 bis -6; Anisotroper Laplace Operator;
161, PE 5; links " = 10
 6




Abbildung 6.12: Matrixgraphen der Level -3 bis -6; Anisotroper Laplace Operator;
44, PE 5; links " = 10
 6




h 1=128 1=256 1=512 1=1024 1=2048 1=4096



































































































































rationen, durchschnittliche Konvergenzrate) in Abh

angigkeit der Git-
terweite und der Prozessoraufteilung (Box- und Streifenaufteilung)
gebniss einer Gleichung mit starker horizontaler Kopplung auf einer vertikalen Strei-





vertikale Knotenlinien entfernt, so da ein sehr regelm

aiges Muster entsteht.
Als erstes soll die numerische G

ute betrachtet werden. Tabellen 6.15 und 6.16 zeigen
f

ur einige charakteristische Werte des Anisotropieparameters die Konvergenzraten.




uber die Werte unter voller bzw. halber Ausla-
stung der Prozessoren. Man erkennt die Robustheit: Die Konvergenzrate ist sowohl
bez

uglich " als auch der Prozessorzahl und {aufteilung gleichm

aig durch 0,16 nach
oben beschr





at sich leicht durch eine Koordinaten-
transformation in (6.10) erkl

aren. Wie von anderen robusten L

osungsverfahren schon
bekannt ist, ist die Gleichung f








osen. Daher ist ein solcher Fall in Tabelle 6.16 herausgestellt. Ebenso ist auch das
Verhalten f

ur extreme Parameterwerte bekannt.
Oensichtlich stellt das Verfahren f

ur extreme Parameterwerte und nicht zu viele Un-
bekannte einen exakten L

oser dar, da in einem Iterationsschritt die L

osung bis (fast)
auf Maschinengenauigkeit genau gel

ost wird. Die Erkl

arung durch Entartung zu ein-
dimensionalen Teilproblemen nach Wittums Robustheitstheorie aus Abschnitt 2.3.6.2
greift hier ebenso, wenn auch nicht direkt erkennbar: Die wesentliche Komponente ist
der Feinknoten{Jacobigl

atter JacobiFine aus Algorithmus 3.5. Abbildung 6.14 stellt
den wesentlichen Abschnitt aus Algorithmus 5.22 dar. Ausgangspunkt ist, da auf
dem gr

obsten Gitter mittels direktem L

oser eine exakte Grobgitterkorrektur berech-
net wird. Die exakte Korrektur auf Level `   1 wird nun auf den feineren Level `
132
6.5 Anisotrope Dierentialgleichung
h 1=128 1=256 1=512 1=1024 1=2048 1=4096
PE N 16 641 66 049 263 169 1 050 625 4 198 401 16 785 409
11 6 0.042 7 0.053
21 6 0.042 7 0.060 7 0.064
22 6 0.044 7 0.059 7 0.068
42 6 0.044 7 0.061 7 0.068 8 0.095
44 6 0.044 7 0.057 7 0.067 9 0.109
84 6 0.044 7 0.056 8 0.083 9 0.120 9 0.127
88 6 0.045 7 0.055 8 0.087 9 0.119 9 0.127
168 6 0.043 7 0.062 8 0.100 9 0.110 9 0.127 10 0.153
11 6 0.042 7 0.053
21 6 0.042 7 0.060 7 0.064
41 6 0.043 7 0.059 7 0.064
81 6 0.043 7 0.056 7 0.069 8 0.088
161 6 0.041 7 0.065 7 0.070 8 0.100
321 6 0.036 7 0.060 8 0.091 8 0.093 9 0.120
641 6 0.041 6 0.044 8 0.091 8 0.099 9 0.123
1281 6 0.042 7 0.052 7 0.063 9 0.121 10 0.148 10 0.150





rationen, durchschnittliche Konvergenzrate) in Abh

angigkeit der Git-
terweite und der Prozessoraufteilung
prolongiert. Abbildung 6.15 veranschaulicht die Situation. Auf den groben Knoten


































der exakte Wert berechnet.





barknoten eines feinen Knotens f

ur den Grenzfall " = 0 grobe Knoten sind, und somit










ren sind (speziell das hier verwendete Jacobiverfahren), wird die exakte Korrektur
im Nachgl

attungsschritt nicht mehr ver

andert. Rekursiv angewandt zeigt diese Be-






ur eindimensionale Probleme tritt diese Eigenschaft auch bei einem Hierarchi-
sche Basis Mehrgitterverfahren auf, bei dem

uberhaupt nur die feinen Knoten
gegl

attet werden. Asymptotisch f

ur " ! 0 entartet die anisotrope zweidimensionale
Gleichung zu einer Menge eindimensionaler Gleichungen, so da ebenfalls alle Nach-
barn eines feinen Knotens grob sind (siehe [BDY88] und [BW93]).
Abbildung 6.16 zeigt den Einu der Gitterweite h auf die Robustheit. F

ur nahezu





werte verschlechtert sich die Konvergenzrate nur sehr langsam mit h und bleibt auch
133
6 Numerische Experimente
Anisotrope Poissongleichung; Boxaufteilung; volle/halbe Last

















Anisotrope Poissongleichung; Streifenaufteilung; volle/halbe Last

















Abbildung 6.13: Anisotroper Laplace Operator; oben Boxaufteilung, unten Streifen-
aufteilung; volle bzw. halbe Last; Abh

angigkeit der mittleren Kon-
































werdendes h langsam verloren, weil auf sehr groben Leveln durch die Halbvergr

obe-
rung die Anisotropie kompensiert wird und die Matrizen einer isotropen Poisson-
gleichung entsprechen. Die Konvergenzrate n

ahert sich folglich dem isotropen Fall,







ur Box{ und Streifenaufteilung.
Abbildung 6.17 zeigt im

Uberblick, da die Konvergenzrate (fast) unabh

angig von der




Betrachtet man die Speicherkomplexit

at der anisotropen Modellf

alle in den Tabel-







andert bei ihrem sehr guten Wert 2; d. h. die Vergr

oberungslei-






achst, je weiter " von 1




















ur ist die Halbvergr






lapps. Da der Vergr

oberungsfaktor in allen F

allen ca. 2 betr

agt, liegt auf gleichen
Leveln jeweils eine im wesentlichen konstante Knotendichte vor. Durch die Halbver-
gr

oberung verbinden die Matrixeintr

age Knoten miteinander, deren Entfernung sich
mit jedem Vergr




































































































Abbildung 6.16: Anisotroper Laplace Operator; Abh

angigkeit der mittleren Konver-
genzrate vom Anisotropieparameter "; verschiedene Knotenzahlen





































































































Abbildung 6.17: Anisotroper Laplace Operator; Abh

angigkeit der mittleren Konver-
genzrate von der Prozessorzahl; verschiedene Gitterweiten zu (" = 1,














2 2.28 1.98 2.00 0.01
8 2.34 1.99 4.26 0.03
32 2.37 2.00 5.05 0.05
128 2.38 2.01 5.46 0.06
32 768 Knoten/PE
2 2.20 1.93 1.94 0.02
8 2.34 1.98 3.56 0.06
32 2.41 2.00 4.58 0.09










1 2.20 1.93 0.00 0.00
4 2.33 1.98 5.04 0.04
16 2.39 2.00 5.69 0.07
64 2.44 2.01 6.75 0.09
16 384 Knoten/PE
1 1.94 1.74 0.00 0.00
4 2.24 1.93 3.27 0.05
16 2.41 1.99 4.67 0.11
64 2.53 2.01 6.01 0.16

















2 2.36 1.98 8.87 0.03
8 2.40 2.00 7.75 0.06
32 2.45 2.01 8.74 0.09
128 2.46 2.01 8.94 0.10
32 768 Knoten/PE
2 2.29 1.93 5.82 0.05
8 2.42 1.99 6.17 0.10
32 2.54 2.01 7.65 0.15










1 2.22 1.93 0.00 0.00
4 2.35 1.98 5.20 0.04
16 2.40 2.00 5.85 0.07
64 2.44 2.01 6.80 0.09
16 384 Knoten/PE
1 1.95 1.74 0.00 0.00
4 2.26 1.93 3.50 0.06
16 2.42 1.99 4.82 0.11
64 2.54 2.01 6.12 0.17






ur volle bis achtel
Last (Scaleup)




arker als bei einer isotropen
Vergr

oberung, bei der sich die Entfernungszunahme gleichm

aig auf alle Raumdi-
mensionen verteilen mu. Durch die Auff

acherung der Verbindungen quer zur stark
gekoppelten Richtung, wie in den Abbildungen 6.11 und 6.12 zu sehen ist, wird ein
Punkt mit allen anderen innerhalb der erreichbaren Fl





































nur schwach an, d. h.
der Rechenaufwand skaliert gut mit ".
F

ur eine Boxaufteilung mit quadratischen Partitionen, d. h. die Prozessorzahlen 1,
4, 16, 64 gelten die Aussagen vollkommen symmetrisch f

ur " = 10
+e





ur die anderen Prozessorzahlen (2, 8, 32, 128) sind die Boxen bereits Rechtecke mit
dem Seitenverh

altnis 1:2; dabei wirken sich schon Eekte merklich aus, die f

ur den







































131 072 Knoten pro Prozessor
2 58.13 5.44 5.44 64.44 1.00 1.00 1.00 1.00 53.85 1.00 1.00
8 104.58 5.84 11.69 117.23 0.56 0.93 0.47 0.55 62.18 0.87 0.80
32 164.97 6.18 18.53 184.57 0.35 0.88 0.29 0.35 70.95 0.76 0.66
128 211.30 6.33 19.00 231.45 0.28 0.86 0.29 0.28 82.84 0.65 0.58
32 768 Knoten pro Prozessor
2 15.07 1.36 1.36 16.91 1.00 1.00 1.00 1.00 13.86 1.00 1.00
8 30.29 1.62 1.62 32.37 0.50 0.84 0.84 0.52 17.95 0.77 0.78
32 54.19 1.74 3.48 58.02 0.28 0.78 0.39 0.29 22.45 0.62 0.59
128 75.82 1.86 5.58 81.91 0.20 0.73 0.24 0.21 29.72 0.47 0.43
65 536 Knoten pro Prozessor
1 22.38 2.53 2.53 25.53 1.00 1.00 1.00 1.00 21.35 1.00 1.00
4 42.81 2.91 2.91 46.34 0.52 0.87 0.87 0.55 32.22 0.66 0.68
16 78.60 3.19 6.37 85.60 0.28 0.79 0.40 0.30 38.33 0.56 0.53
64 120.68 3.50 10.49 131.88 0.19 0.72 0.24 0.19 49.06 0.44 0.40
16 384 Knoten pro Prozessor
1 4.38 0.55 0.55 5.39 1.00 1.00 1.00 1.00 4.16 1.00 1.00
4 11.34 0.78 0.78 12.63 0.39 0.71 0.71 0.43 9.10 0.46 0.48
16 24.15 0.93 0.93 25.48 0.18 0.59 0.59 0.21 12.81 0.32 0.34
64 41.71 1.09 2.19 44.24 0.10 0.50 0.25 0.12 17.23 0.24 0.24




ur volle bis achtel Last
Wie in den Tabellen 6.19 und 6.20 gezeigt wird, sind die parallelen Skalierungseigen-
schaften der Zeiten

ahnlich denen im isotropen Fall (vergleiche Tabelle 6.6).
Die Ezienz f

ur einen Schritt E
IT
verschlechtert sich aufgrund der wachsenden In-
terfacel

ange bei steigender Anisotropie etwas. Die Anzahl der Iterationen erh

oht sich
leicht mit der Prozessoranzahl, weil in einer Scaleup Betrachtung damit eine ent-
sprechende Knotenzahlerh

ohung einhergeht und daf






otigt werden (siehe Tabelle 6.15). F

ur starke Anisotropie bedeutet diese kleine
absolute Erh

ohung bezogen auf die Basis von einer Iteration f

ur wenige Prozessoren











Damit geht auch ein dichterer F

arbungsgraph einher, so da die ben

otigte Anzahl
Farben merklich steigt und die teilsequentialisierte F

































131 072 Knoten pro Prozessor
2 71.73 5.72 5.72 78.47 1.00 1.00 1.00 1.00 59.95 1.00 1.00
8 137.65 6.25 12.51 151.22 0.52 0.91 0.46 0.52 71.74 0.84 0.78
32 222.07 6.66 19.97 243.13 0.32 0.86 0.29 0.32 90.73 0.66 0.59
128 317.24 8.98 26.94 345.56 0.23 0.64 0.21 0.23 120.37 0.50 0.45
32 768 Knoten pro Prozessor
2 18.02 1.45 1.45 19.98 1.00 1.00 1.00 1.00 15.51 1.00 1.00
8 39.14 1.71 1.71 41.38 0.46 0.85 0.85 0.48 21.35 0.73 0.74
32 70.61 1.90 3.80 74.84 0.26 0.76 0.38 0.27 29.57 0.52 0.51
128 111.83 2.15 6.44 118.89 0.16 0.67 0.22 0.17 45.21 0.34 0.33
65 536 Knoten pro Prozessor
1 22.96 2.54 2.54 26.08 1.00 1.00 1.00 1.00 21.93 1.00 1.00
4 43.67 2.93 2.93 47.23 0.53 0.87 0.87 0.55 31.24 0.70 0.72
16 79.02 3.19 6.38 86.02 0.29 0.80 0.40 0.30 38.47 0.57 0.55
64 120.81 3.46 10.39 131.91 0.19 0.73 0.24 0.20 49.06 0.45 0.41
16 384 Knoten pro Prozessor
1 4.41 0.55 0.55 5.48 1.00 1.00 1.00 1.00 4.19 1.00 1.00
4 11.44 0.78 0.78 12.75 0.39 0.71 0.71 0.43 8.55 0.49 0.51
16 24.07 1.17 1.17 25.65 0.18 0.47 0.47 0.21 12.77 0.33 0.34
64 42.01 1.05 2.11 44.45 0.11 0.52 0.26 0.12 17.77 0.24 0.24




ur volle bis achtel Last
6.5.1 Einu der Gebietsaufteilung
Der Einu der Gebietsaufteilung soll nun untersucht werden. Von Vorteil ist dabei
das strukturierte Gitter auf einem sehr einfachen Grundgebiet, weil so verschiede-
ne Aufteilungen der (Elemente und damit) Knoten sehr einfach realisiert werden
k

onnen. Die zwei extremen Formen (Box{ und Streifenaufteilung) wurden bereits
eingef

uhrt und werden hier gegen






angig von der Aufteilung ist.
Im folgenden wird die Hauptunterscheidung immer sein, ob die Richtung der starken
Kopplung entlang der Gebietsstreifen (das entspricht " < 1 in unserem Modellpro-
blem) oder senkrecht dazu verl

auft (das entspricht " > 1). In diesem Sinne wird die















agt auch hier unver

andert ca. 2 und zeigt damit eine anhaltend gute
Vergr

oberungsleistung an. Problematisch ist der





B=M) zeigen, da mit zunehmender Anisotropiest

arke senkrecht zur Streifenrichtung
der

Uberlapp sehr stark anw

achst. Die Ursache ist die gleiche, wie oben bereits aus-
gef

uhrt: In Richtung der Halbvergr






















Anisotrope Poissongleichung; Boxaufteilung; volle/halbe Last
Gesamtzeit*
Gitteraufbau*





















Abbildung 6.18: Anisotroper Laplace Operator; Boxaufteilung; volle bzw. halbe Last;
Abh












2 2.28 1.98 2.00 0.01
8 2.31 1.99 2.01 0.03
32 2.32 2.00 2.01 0.06
128 2.33 2.00 2.01 0.12
32 768 Knoten/PE
2 2.20 1.93 1.94 0.02
8 2.28 1.98 2.00 0.06
32 2.31 1.99 2.01 0.12










1 2.20 1.93 0.00 0.00
4 2.28 1.98 2.00 0.02
16 2.31 1.99 2.01 0.06
64 2.32 2.00 2.01 0.12
16 384 Knoten/PE
1 1.94 1.74 0.00 0.00
4 2.20 1.93 1.94 0.05
16 2.29 1.98 2.00 0.12
64 2.31 1.99 2.01 0.25







bis achtel Last (Scaleup) f

ur die Streifenaufteilung
Streifen (d. h. 128 Prozessoren) existieren mehr Border{ als Masterknoten und lassen
eine

auerst schlechte parallele Skalierbarkeit bef

urchten. Der Speichermehraufwand














2 2.16 1.98 3.51 0.01
8 2.20 2.00 3.58 0.05
32 2.30 2.01 3.82 0.12
128 2.41 2.01 3.84 0.24
32 768 Knoten/PE
2 2.10 1.92 3.07 0.02
8 2.22 1.99 3.40 0.09
32 2.39 2.01 3.71 0.22










1 2.11 1.92 0.00 0.00
4 2.19 1.98 3.49 0.04
16 2.26 2.00 3.58 0.10
64 2.42 2.01 3.74 0.23
16 384 Knoten/PE
1 1.85 1.73 0.00 0.00
4 2.13 1.93 3.07 0.07
16 2.30 1.99 3.37 0.20
64 2.60 2.03 3.68 0.45

















2 2.36 1.98 8.87 0.03
8 2.58 2.02 10.86 0.15
32 2.95 2.05 11.84 0.35
32 768 Knoten/PE
2 2.29 1.93 5.82 0.05
8 2.68 2.02 8.51 0.23
32 3.31 2.08 10.19 0.59










1 2.22 1.93 0.00 0.00
4 2.43 1.99 7.83 0.09
16 2.84 2.04 10.45 0.30
64 3.45 2.08 11.34 0.67
16 384 Knoten/PE
1 1.95 1.74 0.00 0.00
4 2.36 1.94 5.10 0.12
16 3.12 2.05 8.74 0.50
64 4.05 2.10 10.04 1.17







bis achtel Last (Scaleup) f

ur die Streifenaufteilung






angen sind in den Abbildungen 6.19 bis 6.21 quantitativ und in der
Abbildung 6.22 als qualitative

Ubersicht angegeben und geben einen Eindruck vom
Ausma der Vergr

oerung. Umgekehrt geht f

ur "  1 und Streifenaufteilung keine
starke Kopplung

uber einen Prozessorrand. Der








andig erzeugt wird, verh

alt sich die Anzahl der
Matrixeintr






Die parallele Skalierbarkeit ist aus den Tabellen 6.24 bis 6.26 ersichtlich. F

ur starke
Kopplung entlang der Streifen (" 1) skaliert die Zeit f























































131072 Knoten / PE, epsilon=1e-6, cm3
Streifen
Box
Abbildung 6.19: Anisotroper Laplace Operator (" = 10
 6




































131072 Knoten / PE, epsilon=1, cm3
Streifen
Box





































131072 Knoten / PE, epsilon=1e+6, cm3
Streifen
Box
Abbildung 6.21: Anisotroper Laplace Operator (" = 10
+6































131 072 Knoten pro Prozessor
2 58.13 5.44 5.44 64.44 1.00 1.00 1.00 1.00 53.85 1.00 1.00
8 120.60 5.80 11.60 133.14 0.48 0.94 0.47 0.48 64.23 0.84 0.78
32 235.72 6.17 18.50 255.28 0.25 0.88 0.29 0.25 81.92 0.66 0.59
128 560.52 6.78 20.35 582.11 0.10 0.80 0.27 0.11 123.32 0.44 0.41
32 768 Knoten pro Prozessor
2 15.07 1.36 1.36 16.91 1.00 1.00 1.00 1.00 13.86 1.00 1.00
8 37.18 1.56 1.56 39.08 0.41 0.87 0.87 0.43 19.58 0.71 0.72
32 83.39 1.76 3.52 87.28 0.18 0.78 0.39 0.19 27.77 0.50 0.49
128 199.17 2.10 6.29 205.91 0.08 0.65 0.22 0.08 47.41 0.29 0.28
65 536 Knoten pro Prozessor
1 22.38 2.53 2.53 25.53 1.00 1.00 1.00 1.00 21.35 1.00 1.00
4 48.33 2.85 2.85 51.70 0.46 0.89 0.89 0.49 30.71 0.70 0.71
16 95.10 3.10 6.19 101.84 0.24 0.82 0.41 0.25 40.09 0.53 0.52
64 210.04 3.43 10.28 220.95 0.11 0.74 0.25 0.12 57.66 0.37 0.35
16 384 Knoten pro Prozessor
1 4.38 0.55 0.55 5.39 1.00 1.00 1.00 1.00 4.16 1.00 1.00
4 13.96 0.77 0.77 15.13 0.31 0.71 0.71 0.36 9.19 0.45 0.47
16 31.80 0.91 0.91 32.98 0.14 0.60 0.60 0.16 13.68 0.30 0.32
64 78.17 1.09 2.18 80.66 0.06 0.50 0.25 0.07 22.34 0.19 0.19















































Abbildung 6.22: Anisotroper Laplace Operator; volle/halbe Last; Boxaufteilung



































131 072 Knoten pro Prozessor
2 80.65 5.32 37.26 121.04 1.00 1.00 1.00 1.00 73.86 1.00 1.00
8 164.41 5.87 41.12 209.75 0.49 0.91 0.91 0.58 88.85 0.83 0.85
32 355.65 6.75 47.22 408.37 0.23 0.79 0.79 0.30 120.10 0.61 0.66
128 838.10 8.01 64.09 912.47 0.10 0.66 0.58 0.13 205.91 0.36 0.41
32 768 Knoten pro Prozessor
2 20.61 1.36 9.51 31.70 1.00 1.00 1.00 1.00 18.57 1.00 1.00
8 49.09 1.69 11.84 64.67 0.42 0.80 0.80 0.49 27.15 0.68 0.72
32 125.17 2.04 14.27 141.80 0.16 0.67 0.67 0.22 41.94 0.44 0.50
128 437.46 2.87 22.96 468.26 0.05 0.47 0.41 0.07 107.79 0.17 0.21
65 536 Knoten pro Prozessor
1 32.69 2.51 17.59 53.70 1.00 1.00 1.00 1.00 31.24 1.00 1.00
4 65.96 2.93 20.50 90.30 0.50 0.86 0.86 0.59 43.12 0.72 0.77
16 127.44 3.31 23.14 155.10 0.26 0.76 0.76 0.35 56.71 0.55 0.61
64 391.63 5.43 43.42 440.20 0.08 0.46 0.41 0.12 107.68 0.29 0.32
16 384 Knoten pro Prozessor
1 6.36 0.57 3.98 14.20 1.00 1.00 1.00 1.00 5.71 1.00 1.00
4 17.78 0.81 5.66 25.40 0.36 0.70 0.70 0.56 12.08 0.47 0.55
16 41.01 1.07 7.47 51.35 0.16 0.53 0.53 0.28 19.33 0.30 0.36
64 121.61 1.93 15.45 143.44 0.05 0.29 0.26 0.10 37.79 0.15 0.18
Tabelle 6.25: Laplace Operator (" = 1); Scaleup f






























131 072 Knoten pro Prozessor
2 71.73 5.72 5.72 78.47 1.00 1.00 1.00 1.00 59.95 1.00 1.00
8 264.40 7.21 14.43 280.06 0.27 0.79 0.40 0.28 119.91 0.50 0.49
32 1351.52 12.25 36.75 1391.80 0.05 0.47 0.16 0.06 536.04 0.11 0.11
32 768 Knoten pro Prozessor
2 18.02 1.45 1.45 19.98 1.00 1.00 1.00 1.00 15.51 1.00 1.00
8 74.85 2.03 2.03 77.33 0.24 0.71 0.71 0.26 35.49 0.44 0.45
32 345.55 4.11 8.22 355.56 0.05 0.35 0.18 0.06 161.95 0.10 0.10
128 3155.09 18.51 55.53 3217.24 0.01 0.08 0.03 0.01 1375.38 0.01 0.01
65 536 Knoten pro Prozessor
1 22.96 2.54 2.54 26.08 1.00 1.00 1.00 1.00 21.93 1.00 1.00
4 73.36 3.24 3.24 77.32 0.31 0.79 0.79 0.34 40.87 0.54 0.55
16 279.10 4.87 9.74 289.92 0.08 0.52 0.26 0.09 121.97 0.18 0.19
64 2012.48 11.93 35.80 2051.31 0.01 0.21 0.07 0.01 893.15 0.02 0.03
16 384 Knoten pro Prozessor
1 4.41 0.55 0.55 5.48 1.00 1.00 1.00 1.00 4.19 1.00 1.00
4 17.81 0.87 0.87 19.25 0.25 0.63 0.63 0.28 11.55 0.36 0.38
16 80.73 1.53 1.53 82.74 0.05 0.36 0.36 0.07 38.95 0.11 0.12
64 537.35 4.85 9.71 548.59 0.01 0.11 0.06 0.01 280.02 0.01 0.02













leidet recht stark unter der groen Prozessorinterfacel

ange
durch die Streifenaufteilung. Da f

ur groe Prozessorzahlen die Gebietsstreifen sehr
schmal werden, steigt der Anteil an Knoten, die durch die Randbehandlung teilse-





auft die starke Kopplung senkrecht zur Streifenrichtung (" 1), vergr

oert sich,
wie bereits festgestellt, der Anteil an Borderknoten enorm. Dadurch reduzieren sich
alle Ezienzen sehr stark. Besonders ausgepr

agt ist die Verschlechterung der Git-
teraufbauzeit. Wie bei allen Streifenaufteilungen sind die teilsequentialisiert zu bear-
beitenden Knotenmengen sehr gro. Hier kommt noch erschwerend hinzu, da durch
die groe Reichweite des

Uberlapps von jedem Prozessor aus sehr viele Nachbarpro-
zessoren erreicht werden. Daher ben

otigt man mehr Farben bei der Graphf

arbung,
die wiederum mehr Einzelschritte bei der Randbearbeitung bedingen (siehe Abbil-
dung 6.25). Der nicht voll parallelisierbare Zeitanteil steigt hier also besonders stark
an. Der Einsatz dieses Verfahrens f

ur solche Konstellationen aus Gebietsaufteilung









6.5.2 Einu der Graphf

arbungsmethode
In Abschnitt 5.6 wurden drei Methoden (cm1, cm2, cm3) zur Graphf

arbung ent-
wickelt. Sie sollen hier am Beispiel der anisotropen Poissongleichung verglichen wer-
den. cm3 ist die teuerste Methode, weil die Knotengewichte explizit kommuniziert
werden m

ussen. cm2 vermeidet diese Kommunikation, kann daf

ur nur eine sehr einfa-
che Heuristik f

ur die Knotengewichte verwenden, die keine Eigenschaften der Knoten
einbezieht. Dieses Vorgehen kann mehr Farben zur Folge haben. Schlielich ist cm1
die Formalisierung des sequentiellen Abarbeitens der einzelnen Prozessoren. Diese
Methode ben









ur aber auch keine Paral-
lelisierung bei der Bearbeitung des Randbereichs zu. Interessant ist sie nur deshalb,
weil durch das sequentielle Vorgehen die M

oglichkeit besteht, da strukturiertere
Grobgitter mit besseren Konvergenzeigenschaften erzeugt werden. Ob das zutrit
und ob die schlechtere parallele Skalierbarkeit dadurch kompensiert werden kann,
soll nun untersucht werden.
Abbildungen 6.23 und 6.24 geben einen

Uberblick. Alle 3 Methoden unterscheiden
sich bez

uglich der Konvergenzrate kaum. Selbst f

ur die Streifenaufteilung und " 1
bringt cm1 keine weitere Verbesserung der ohnehin schon sehr guten Konvergenz. Die
Honung, durch ein strukturierteres Vorgehen noch bessere numerische Ergebnisse
zu erhalten, hat sich nicht bewahrheitet.
Die Anzahl ben








ur die ersten algebraischen Level wird h






























































Abbildung 6.23: Anisotroper Laplace Operator; volle/halbe Last; Boxaufteilung;
Abh




























































Abbildung 6.24: Anisotroper Laplace Operator; volle/halbe Last; Streifenaufteilung;
Abh




































































ur die Boxaufteilung unterscheiden sich cm2 und cm3
nicht signikant. Durch die gr

oere Reichweite ist der Prozessornachbarschaftsgraph
in Richtung der starken Kopplung wesentlich dichter und es werden erheblich mehr
Farben ben

otigt (unteres Bild). In diesem Fall erzeugt cm3 teilweise deutlich mehr
Farben als cm2, d. h. das aufwendigere Verfahren ist schlechter. In diesem Beispiel
decken sich unsere Resultate nicht mit den Ergebnissen in [GJP96]. Die Wirkung
auf die F

arbungszeit und die Zeit f

ur die Randmarkierung kann hier nicht darge-
stellt werden, weil diese Zeiten zu stark von weiteren Ein

ussen und verschleppter
Synchronisation (vergleiche Seite 116) gepr

agt werden.
Dagegen erkennt man die erwartete schlechtere parallele Skalierbarkeit des Gitter-
aufbaus bei cm1 sehr deutlich. Die Verlangsamung nimmt erwartungsgem

a, wie





derknotenzahlen (d. h. "  1) noch deutlich zu. Der Vergleich von cm2 und cm3
zeigt, da beide Verfahren im wesentlichen die gleiche Zeit ben








agt weniger als 1 Sekunde und ist im Verh

alt-





arbungsmethoden sind teilweise entscheidender. Lediglich f

ur die Streifenauftei-
lung, groe Prozessorzahlen und " 1 ist cm3 merklich besser als die beiden anderen
Methoden.
Da die Konvergenzrate im wesentlichen unabh








osungsphase nur eine konstante Zusatzzeit, so da die Gesamtzeit ent-
sprechend der Gitteraufbauzeit skaliert und deshalb nicht eigens dargestellt ist.
Abbildung 6.22 zeigt die Interfacel

angen im Vergleich. Wieder hebt sich nur cm1




orungen der Grobgittermatrizen am Ge-
bietsrand her, die immer zu beobachten sind. Allerdings wird bei cm1 diese St

orung
immer von Prozessor 0 ins Gebietsinnere weitergetragen, wohingegen bei cm2 und
cm3 die Prozessoren eher vom ungest

orten Inneren zum Rand hin abgearbeitet wer-
den und so kaum eine Verschleppung solcher St

orungen auftritt. Deutlich erkennbar
ist der Einu des Anisotropieparameters ". F

ur quadratische Boxen ist die Interfa-
cel

ange vollkommen symmetrisch bez

uglich " = 1, f

ur rechteckige Boxen nimmt die
L







arker zu und f

ur Streifen-
aufteilungen ist dieser Eekt noch st

arker. Bei steigender Prozessorzahl steigt das
Wachstum nochmals deutlich an.
Tabellen 6.27 bis 6.29 zeigen f

ur cm1 quantitativ einige charakteristische Scaleup
Ezienzen f

ur Boxaufteilungen und Tabelle 6.30 den schlechtesten Fall f

ur die Strei-






Zusammenfassend betrachtet gibt es keinen Grund, cm1 zu verwenden. cm2 und cm3
sind f

ur die relevante Gebietsaufteilung (Boxaufteilung) praktisch gleichwertig. Wir
bevorzugen daher cm3, weil durch die bessere Heuristik tendenziell weniger Farben
ben

































131 072 Knoten pro Prozessor
2 58.23 5.45 5.45 64.55 1.00 1.00 1.00 1.00 53.94 1.00 1.00
8 105.29 5.81 11.61 117.87 0.55 0.94 0.47 0.55 62.27 0.87 0.80
32 171.18 6.21 18.65 190.80 0.34 0.88 0.29 0.34 76.79 0.70 0.62
128 251.81 6.51 19.52 272.50 0.23 0.84 0.28 0.24 121.14 0.45 0.42
32 768 Knoten pro Prozessor
2 15.09 1.36 1.36 16.93 1.00 1.00 1.00 1.00 13.87 1.00 1.00
8 30.59 1.65 1.65 32.70 0.49 0.83 0.83 0.52 18.04 0.77 0.77
32 56.17 1.73 3.47 60.11 0.27 0.79 0.39 0.28 26.11 0.53 0.52
128 95.60 1.87 5.61 101.70 0.16 0.73 0.24 0.17 48.73 0.28 0.28
65 536 Knoten pro Prozessor
1 22.38 2.53 2.53 25.53 1.00 1.00 1.00 1.00 21.35 1.00 1.00
4 42.87 2.98 2.98 46.52 0.52 0.85 0.85 0.55 28.68 0.74 0.75
16 92.51 4.93 9.86 102.92 0.24 0.51 0.26 0.25 38.03 0.56 0.50
64 135.67 3.54 10.61 146.94 0.16 0.71 0.24 0.17 62.79 0.34 0.33
16 384 Knoten pro Prozessor
1 4.38 0.55 0.55 5.39 1.00 1.00 1.00 1.00 4.16 1.00 1.00
4 11.20 0.77 0.77 12.49 0.39 0.71 0.71 0.43 7.54 0.55 0.57
16 24.82 0.95 0.95 26.18 0.18 0.58 0.58 0.21 13.56 0.31 0.32
64 48.57 1.09 2.18 51.10 0.09 0.50 0.25 0.11 23.85 0.17 0.18




ur volle bis achtel
Last f





























131 072 Knoten pro Prozessor
2 84.27 5.33 37.34 124.72 1.00 1.00 1.00 1.00 77.18 1.00 1.00
8 129.69 5.64 39.52 172.90 0.65 0.94 0.94 0.72 83.52 0.92 0.93
32 201.78 7.85 54.94 261.89 0.42 0.68 0.68 0.48 111.35 0.69 0.69
128 272.86 5.92 41.42 318.45 0.31 0.90 0.90 0.39 164.67 0.47 0.56
32 768 Knoten pro Prozessor
2 20.95 1.36 9.51 32.08 1.00 1.00 1.00 1.00 18.99 1.00 1.00
8 38.09 1.58 11.07 52.81 0.55 0.86 0.86 0.61 23.92 0.79 0.81
32 56.95 2.16 15.12 77.61 0.37 0.63 0.63 0.41 31.01 0.61 0.62
128 95.86 1.82 12.75 112.85 0.22 0.75 0.75 0.28 54.28 0.35 0.43
65 536 Knoten pro Prozessor
1 32.69 2.51 17.59 53.70 1.00 1.00 1.00 1.00 31.24 1.00 1.00
4 51.73 2.86 19.98 76.93 0.63 0.88 0.88 0.70 38.63 0.81 0.83
16 88.22 3.42 23.95 116.12 0.37 0.73 0.73 0.46 51.10 0.61 0.65
64 115.67 3.13 25.06 145.71 0.28 0.80 0.70 0.37 67.02 0.47 0.53
16 384 Knoten pro Prozessor
1 6.36 0.57 3.98 14.20 1.00 1.00 1.00 1.00 5.71 1.00 1.00
4 13.83 0.78 5.49 22.39 0.46 0.72 0.72 0.63 10.29 0.55 0.61
16 25.41 0.91 6.34 34.70 0.25 0.63 0.63 0.41 14.91 0.38 0.46
64 39.41 0.98 6.85 51.02 0.16 0.58 0.58 0.28 21.80 0.26 0.34
Tabelle 6.28: Laplace Operator (" = 1); Scaleup f


































131 072 Knoten pro Prozessor
2 71.62 5.79 5.79 78.43 1.00 1.00 1.00 1.00 59.85 1.00 1.00
8 156.27 6.34 12.68 169.94 0.46 0.91 0.46 0.46 75.12 0.80 0.75
32 235.54 6.73 20.18 256.93 0.30 0.86 0.29 0.31 107.14 0.56 0.52
128 520.00 7.23 21.68 543.07 0.14 0.80 0.27 0.14 262.55 0.23 0.23
32 768 Knoten pro Prozessor
2 17.72 1.44 1.44 19.67 1.00 1.00 1.00 1.00 15.21 1.00 1.00
8 39.44 1.70 1.70 41.64 0.45 0.84 0.84 0.47 21.62 0.70 0.71
32 78.01 1.95 3.89 82.35 0.23 0.74 0.37 0.24 36.98 0.41 0.41
128 224.14 4.91 14.74 239.59 0.08 0.29 0.10 0.08 123.99 0.12 0.12
65 536 Knoten pro Prozessor
1 22.96 2.54 2.54 26.08 1.00 1.00 1.00 1.00 21.93 1.00 1.00
4 43.52 2.96 2.96 47.10 0.53 0.86 0.86 0.55 31.74 0.69 0.71
16 96.44 4.17 8.35 105.35 0.24 0.61 0.30 0.25 42.32 0.52 0.48
64 140.30 3.45 10.35 151.32 0.16 0.74 0.25 0.17 66.85 0.33 0.32
16 384 Knoten pro Prozessor
1 4.41 0.55 0.55 5.48 1.00 1.00 1.00 1.00 4.19 1.00 1.00
4 11.30 0.78 0.78 12.61 0.39 0.70 0.70 0.43 8.51 0.49 0.51
16 25.23 1.79 1.79 27.43 0.17 0.31 0.31 0.20 13.23 0.32 0.32
64 50.08 1.07 2.14 52.55 0.09 0.51 0.26 0.10 25.57 0.16 0.17




ur volle bis achtel
Last f





























131 072 Knoten pro Prozessor
2 71.62 5.79 5.79 78.43 1.00 1.00 1.00 1.00 59.85 1.00 1.00
8 265.30 7.15 14.30 280.80 0.27 0.81 0.40 0.28 120.54 0.50 0.49
32 1431.45 12.25 36.74 1470.83 0.05 0.47 0.16 0.05 710.71 0.08 0.09
32 768 Knoten pro Prozessor
2 17.72 1.44 1.44 19.67 1.00 1.00 1.00 1.00 15.21 1.00 1.00
8 76.04 2.02 2.02 78.50 0.23 0.71 0.71 0.25 36.72 0.41 0.43
32 475.04 4.30 8.61 485.59 0.04 0.33 0.17 0.04 265.84 0.06 0.06
128 4339.74 12.86 38.59 4383.69 0.00 0.11 0.04 0.00 2645.60 0.01 0.01
65 536 Knoten pro Prozessor
1 22.96 2.54 2.54 26.08 1.00 1.00 1.00 1.00 21.93 1.00 1.00
4 72.45 3.25 3.25 76.47 0.32 0.78 0.78 0.34 41.34 0.53 0.55
16 330.29 5.23 10.46 341.83 0.07 0.49 0.24 0.08 150.19 0.15 0.15
64 2503.82 12.08 36.23 2543.22 0.01 0.21 0.07 0.01 1371.22 0.02 0.02
16 384 Knoten pro Prozessor
1 4.41 0.55 0.55 5.48 1.00 1.00 1.00 1.00 4.19 1.00 1.00
4 17.70 0.86 0.86 19.10 0.25 0.64 0.64 0.29 11.71 0.36 0.38
16 92.39 1.61 1.61 94.43 0.05 0.34 0.34 0.06 50.10 0.08 0.09
64 645.92 6.21 12.41 660.08 0.01 0.09 0.04 0.01 420.80 0.01 0.01




ur volle bis achtel
Last f







In diesem Abschnitt wird die Konvektions{Diusions{Gleichung (2.4)
 "u+ v  ru = f u auf 
 = (0; 1)
2












ur (x; y) 2 @








Gebiet wird mit einem strukturierten Vierecksgitter vernetzt. Die Diskretisierung
erfolgt mit einem baryzentrischen Finiten Volumen Verfahren; der Konvektionsterm
wird mittels full{upwinding stabilisiert. Details sind z. B. in [Joh00b] ausgef

uhrt.
Die dimensionslose Kennzahl, die auf diskreter Ebene die St

arke von Konvektion zu







heit Gitterpecletzahl. Da wir keine weiteren Pecletzahlen betrachten werden, soll
sie in dieser Arbeit nur Pecletzahl genannt werden. Dabei sind

h und v geeignet
gemittelte Werte f

ur die Gitterweite h und die Konvektionsst

arke kvk.
Bemerkung 6.6.2 (Wahl von

h und v)
Da wir mit einem strukturierten Gitter starten, ist die Wahl

h := h als Gitterweite tri-







ur ein fest vorgegebenes Str

omungsfeld v. Da die von uns betrachteten Str

omungs-
felder im Mittel ungef

ahr Norm 1 haben, k















agt der Erfahrung Rechnung, da die Schwierigkeit der Gleichung
sich

ublicherweise aus dem Verh

altnis von Konvektions{ zu Diusionsst

arke und nicht
aus dem absoluten Wert einer dieser Zahlen ergibt.
Die zu erwartenden Schwierigkeiten wurden bereits in Abschnitt 2.3.6.2 besprochen.
Wir wollen in 2 Stufen vorgehen. Zuerst wird anhand einer horizontal verlaufenden
Str

omung der Einu der Parallelisierung auf den globalen Informationsu und da-
mit auf die Konvergenzeigenschaften gepr

uft. Danach kommt bei der Kreisstr

omung
das Problem geschlossener Charakteristiken hinzu. Das ist die schwierigste der hier











Als erstes wird eine horizontal verlaufende Str










ahlt. Dieses Modellproblem dient dazu, um die typische Eigenschaft der Konvek-





entlang der Charakteristiken des reduzierten Problems, d. h. der Gleichung f

ur " = 0.
Diese Linien heien auch Stromlinien. Dabei wird f

ur die Parallelisierung von beson-
derem Interesse sein, wie stark der Einu der Gebietsaufteilung ist. Wir werden
ein Tensorproduktgitter f






onnen: Bei einer horizontalen Streifen-
aufteilung liegt jede Stromlinie vollst

andig auf einem Prozessor | das ist f

ur den







ort | jede Stromlinie ist

uber alle Prozessoren
verteilt. Da eine Streifenaufteilung aber sehr groe Interfaces bedingt, die ihrerseits
erh

ohte Kommunikations{ und Speicherkosten nach sich ziehen, soll auch eine Box-
aufteilung erprobt werden, die diese Art der Kosten minimiert; der Einu auf die
Konvergenzg

ute mu allerdings genau beobachtet werden.
Zun

achst soll eine Vorstellung der erzeugten Grobgittermatrizen gegeben werden.
F

ur kleine Pecletzahlen unterscheiden sie sich kaum von denen des isotropen Laplace









asentiert. Eine horizontale Streifenaufteilung (2.
Zeile) erzeugt fast die gleichen Grobgittermatrizen wie der serielle Vergleichsfall (1.




uberraschenderweise gerade die vertikale Streifenaufteilung die regelm

aigsten, ver-
teilten Graphen erzeugt. Die Ursache daf

ur ist, da die Auswahl zun

achst innerhalb
der Prozessoren mit der ersten Farbe erfolgt. Da die Situation f

ur alle Knoten auf ei-
ner vertikalen Linie abgesehen von Randeekten identisch ist und diese Knoten aber
fast entkoppelt sind, so da sie sich nicht gegenseitig beeinussen, werden alle Knoten
auf einer solchen Linie die gleiche Markierung erhalten. Das Muster kann sich dann
schrittweise von Prozessor zu Prozessor fortsetzen. F

ur eine gute Konvergenz ist eine
solche vollkommene Regelm

aigkeit jedoch nicht notwendig, wie der serielle Fall zeigt,
und mu daher nicht angestrebt werden. Diese kleinen Beispiele geben einen ersten
Eindruck. Nun sollen Ergebnisse mit gr

oeren Knotenanzahlen diskutiert werden.
Die Abbildungen 6.27 bis 6.29 zeigen, da die mittlere Konvergenzrate fast un-
abh

angig von der Prozessorzahl und auch der Gebietsaufteilung ist. Das ist nach
den obigen

Uberlegungen sehr bemerkenswert. Auch gegen

uber der Pecletzahl ist





ute von der Gitterweite ist in den Tabellen 6.31
und 6.32 f

ur 2 typische Pecletzahlen bez

uglich der Prozessoranzahl und der Gebiets-
155
6 Numerische Experimente
Abbildung 6.26: Horizontale Str

omung; PEC = 10
6
; Startgitterweite 1=32; Matrix-
graphen der Level  2; 3; 4 (v. l. n. r.); f

ur 11, 116, 44, 161
Prozessoren (v. o. n. u.)
156
6.6 Konvektions{Diusions{Gleichung
Horizontale Strömung; Boxaufteilung; volle/halbe Last

















Abbildung 6.27: Horizontale Str

omung; Boxaufteilung; volle bzw. halbe Last;
Abh

angigkeit der mittleren Konvergenzrate von der Pecletzahl und
der Prozessorzahl
Horizontale Strömung; horizontale Streifenaufteilung; volle/halbe Last

















Abbildung 6.28: Horizontale Str

omung; horizontale Streifenaufteilung; volle bzw. hal-
be Last; Abh

angigkeit der mittleren Konvergenzrate von der Peclet-
zahl und der Prozessorzahl
157
6 Numerische Experimente
Horizontale Strömung; vertikale Streifenaufteilung; volle/halbe Last

















Abbildung 6.29: Horizontale Str

omung; vertikale Streifenaufteilung; volle bzw. halbe
Last; Abh































Parameterabhängigkeit von AVGCONV (PE 1x1, cm3)
66049 Knoten
16641 Knoten




angigkeit der mittleren Konver-















































































































angigkeit der mittleren Konver-
genzrate von der Pecletzahl; verschiedene Knotenzahlen zu den Pro-
zessoraufteilungen 1128, 168 und 1281
159
6 Numerische Experimente
h 1=128 1=256 1=512 1=1024 1=2048 1=4096
PE N 16 641 66 049 263 169 1 050 625 4 198 401 16 785 409
11 6 0.036 8 0.084
21 7 0.052 7 0.054 7 0.068
22 7 0.050 7 0.056 7 0.070
42 7 0.050 7 0.056 7 0.063 8 0.093
44 7 0.049 7 0.051 7 0.059 9 0.111
84 6 0.046 7 0.050 7 0.051 7 0.066 7 0.053
88 6 0.046 7 0.049 7 0.051 7 0.064 7 0.054
168 6 0.046 7 0.050 7 0.051 7 0.053 7 0.054 8 0.088
11 6 0.036 8 0.084
12 6 0.037 6 0.040 8 0.091
14 6 0.037 6 0.040 8 0.092
18 6 0.037 6 0.041 8 0.085 8 0.085
116 6 0.037 6 0.040 8 0.091 8 0.091
132 6 0.037 9 0.114 7 0.068 8 0.089 9 0.113
164 6 0.038 6 0.045 7 0.066 9 0.126 10 0.146
1128 6 0.036 6 0.040 8 0.098 7 0.069 11 0.171 8 0.083
11 6 0.036 8 0.084
21 7 0.052 7 0.054 7 0.068
41 7 0.052 7 0.054 7 0.068
81 7 0.053 7 0.054 7 0.061 8 0.079
161 6 0.041 7 0.051 8 0.088 8 0.089
321 7 0.051 7 0.049 8 0.097 8 0.087 9 0.118
641 6 0.036 7 0.057 9 0.122 8 0.079 9 0.128
1281 6 0.041 6 0.042 8 0.098 8 0.078 8 0.098 10 0.139
Tabelle 6.31: Horizontale Str

omung, PEC = 1; Konvergenzg

ute (Anzahl Iterationen,
durchschnittliche Konvergenzrate) in Abh

angigkeit der Gitterweite und
der Prozessoraufteilung (Box- und beide Streifenaufteilungen)





uglich der Pecletzahl dargestellt. F

ur kleine Pecletzahlen verschlechtert
sich die Konvergenzrate kaum mit wachsender Gitterfeinheit, f

ur groe Pecletzahlen
wird das Verfahren asymptotisch zu einem exakten L

oser. Bei sehr kleiner Startgit-
terweite (nur f

ur groe Prozessoranzahl m

oglich) werden die gr

obsten Gitter | wie
bei der Poissongleichung auf Seite 135 diskutiert | ann






angliche Anisotropie ausgeglichen wird. Die Konvergenzra-
ten schw

achen sich dadurch leicht ab.
Das Verfahren ist also robust gegen die Pecletzahl, Knotenanzahl, Prozessoranzahl
und die Gebietsaufteilung.
Der Speicheraufwand ist f















auft in allen F

allen sehr gut. Das Verh

altnis Border{ zu Master-














h 1=128 1=256 1=512 1=1024 1=2048 1=4096





















































































































































































Tabelle 6.32: Horizontale Str






nen, durchschnittliche Konvergenzrate) in Abh

angigkeit der Gitterweite
und der Prozessoraufteilung (Box- und beide Streifenaufteilungen)
interfaces. Dieser Einu verst

arkt sich mit abnehmender Prozessorauslastung. Das
Wachstum des






nimmt jedoch von der horizon-
talen Streifenaufteilung





ur ist in den Bildfolgen in den Abbildungen 6.32 und 6.33 zu er-
kennen. Gezeigt ist f

ur verschiedene Gebietsaufteilungen und 2 charakteristische Pe-
cletzahlen der Matrixgraph einzelner Prozessoren auf verschiedenen Leveln. Schwarz
gezeichnete Knoten liegen in der Kernpartition, graue im

Uberlapp; grobmarkierte
Knoten sind als gef

ullte Kreisscheiben, feinmarkierte als Kreislinien dargestellt. Am
deutlichsten tritt der Eekt f

ur groe Pecletzahlen in Erscheinung (Abbildung 6.33).
F

ur alle Gebietsaufteilungen sieht man klar die






ur die vertikale Streifenaufteilung (im Bild rechte Spalte), da
der

Uberlapp aus kompletten Linien des Anfangsgitters besteht. F

ur die horizontale
Streifenaufteilung (linke Spalte im Bild) entstehen gleich viele Linien im

Uberlapp,
die aber auf Grund der Halbvergr

oberung stark ausgelichtet sind. Gemessen in An-
zahl Knoten wird der












ur eine Boxaufteilung mischen sich beide Eek-




















2 2.14 1.95 2.69 0.01
8 2.24 1.98 2.94 0.04
32 2.30 2.00 2.98 0.09
128 2.26 1.96 2.76 0.17
32 768 Knoten/PE
2 2.13 1.92 2.47 0.02
8 2.19 1.96 2.71 0.08
32 2.36 2.01 2.95 0.18










1 2.11 1.93 0.00 0.00
4 2.17 1.96 2.69 0.03
16 2.29 1.99 2.95 0.09
64 2.40 2.02 3.03 0.18
16 384 Knoten/PE
1 1.85 1.74 0.00 0.00
4 2.13 1.92 2.42 0.06
16 2.26 1.98 2.70 0.16











2 2.19 1.99 4.79 0.02
8 2.22 1.99 4.93 0.04
32 2.15 1.97 4.78 0.05
128 2.11 1.96 4.75 0.05
32 768 Knoten/PE
2 2.11 1.94 3.63 0.03
8 2.23 1.99 4.44 0.07
32 2.19 1.97 4.50 0.09










1 2.11 1.93 0.00 0.00
4 2.19 1.98 4.01 0.03
16 2.16 1.97 4.25 0.05
64 2.11 1.96 4.21 0.06
16 384 Knoten/PE
1 1.85 1.74 0.00 0.00
4 2.12 1.93 3.26 0.05
16 2.17 1.97 3.87 0.09











2 2.19 1.99 4.79 0.02
8 2.28 2.00 5.27 0.07
32 2.50 2.01 5.69 0.17
128 2.79 2.01 5.79 0.36
32 768 Knoten/PE
2 2.11 1.94 3.63 0.03
8 2.30 1.99 4.52 0.12
32 2.65 2.01 5.29 0.32










1 2.11 1.93 0.00 0.00
4 2.23 1.99 4.78 0.06
16 2.45 2.01 5.48 0.16
64 2.76 2.01 5.67 0.35
16 384 Knoten/PE
1 1.85 1.74 0.00 0.00
4 2.16 1.94 3.80 0.09
16 2.55 2.01 4.91 0.29
64 3.03 2.06 5.10 0.61
Tabelle 6.33: Horizontale Str



















2 1.97 1.98 1.98 0.01
8 1.99 1.99 2.00 0.03
32 2.00 2.00 2.00 0.06
128 2.00 2.00 2.00 0.12
32 768 Knoten/PE
2 1.92 1.93 1.93 0.02
8 1.97 1.98 1.98 0.05
32 1.99 1.99 2.00 0.12










1 1.92 1.93 0.00 0.00
4 1.97 1.98 1.98 0.02
16 1.99 1.99 2.00 0.06
64 2.00 2.00 2.00 0.12
16 384 Knoten/PE
1 1.73 1.73 0.00 0.00
4 1.92 1.93 1.93 0.05
16 1.97 1.98 1.98 0.12











2 2.00 1.98 6.50 0.03
8 2.05 1.99 6.84 0.05
32 2.09 2.00 8.04 0.08
128 2.10 2.00 8.23 0.09
32 768 Knoten/PE
2 1.95 1.93 4.49 0.04
8 2.06 1.98 5.38 0.09
32 2.15 2.00 7.01 0.14










1 1.92 1.93 0.00 0.00
4 2.00 1.98 4.25 0.03
16 2.05 2.00 5.26 0.06
64 2.09 2.00 6.28 0.09
16 384 Knoten/PE
1 1.73 1.73 0.00 0.00
4 1.95 1.93 3.23 0.05
16 2.06 1.98 4.28 0.10











2 2.00 1.98 6.50 0.03
8 2.15 2.00 9.08 0.12
32 2.33 2.01 9.98 0.30
128 2.57 2.02 9.20 0.57
32 768 Knoten/PE
2 1.95 1.93 4.49 0.04
8 2.17 1.99 6.48 0.18
32 2.52 2.01 8.50 0.51










1 1.92 1.93 0.00 0.00
4 2.06 1.99 6.48 0.08
16 2.29 2.00 8.87 0.26
64 2.54 2.01 8.75 0.53
16 384 Knoten/PE
1 1.73 1.73 0.00 0.00
4 2.02 1.94 4.48 0.11
16 2.43 2.00 7.33 0.43
64 2.81 2.02 7.54 0.92
Tabelle 6.34: Horizontale Str








ur volle bis achtel Last (Scaleup)
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6 Numerische Experimente
Abbildung 6.32: Matrixgraphen der Level -3 bis -6 (v. o. n. u.); horizontale Str

omung;
PEC = 1; links 116, PE 9; mitte 44, PE 9; rechts 161, PE 7
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6.6 Konvektions{Diusions{Gleichung



















gen sind die Unterschiede erwartungsgem

a weniger stark; Tabelle 6.33 best

atigt dies.











ussigen Knoten im mittleren Bild
der letzten Zeile in Abbildung 6.32 sind Knoten in

Uberlapptiefe > 2, die aber auf-
grund der in Abschnitt 5.3.4.3 besprochenen Abh





Die Eekte sind genau die gleichen, wie sie schon bei der anisotropen Poissongleichung
beobachtet und erkl














mit der Gitterweite zu beachten, die zu noch st

arkerer Anisotropie in den
Matrizen f





oten hier untersuchten Pecletzahlen auf
den feinsten Startgittern noch keine so stark die Anisotropie ausgleichende Wirkung
ein.
Das Zusammenwirken aller bisher analysierten Eigenschaften bestimmt die erzielbare
Ezienz. Die Tabellen 6.35 und 6.36 zeigen wieder, da eine Speedup Betrachtung

uber zu viele Prozessoren hinweg nicht angemessen ist, weil bei Einsatz zu vieler
Prozessoren jedem viel zu wenig Knoten bleiben. Solange aber jeder Prozessor we-
nigstens zu einigen Prozent ausgelastet ist und die Str

omung nicht senkrecht zu den
Gebietsstreifen verl

auft, liegt der Speedup






Ubergang von 32 auf 128 Prozessoren, der f

ur realistische Super-
computeranwendungen von Bedeutung ist.
Interessanter ist wieder die Scaleup Betrachtung (Tabellen 6.37 bis 6.42). Die Ef-
zienz einer Iteration E
IT
wird im wesentlichen vom Lastungleichgewicht und der
Interfacel

ange bestimmt. Dementsprechend ist die Boxaufteilung am besten, dicht
gefolgt von der horizontalen Streifenaufteilung und danach folgt deutlich schlech-
ter die vertikale Streifenaufteilung. F






fast nur in Str

omungsrichtung erzeugt, bei horizontaler Streifenaufteilung also fast
keiner. Daher ist dort das gesamte Prozessorinterface sogar etwas kleiner als f

ur ei-
ne Boxaufteilung (vergleiche auch die Abbildungen 6.34 und 6.35). Da die Anzahl
ben

otigter Iterationen konstant oder nur sehr leicht mit der Prozessorzahl anstei-
gend ist, verh


























ur eine Boxaufteilung und kleinere
Pecletzahlen sehr

ahnlich den Werten f

ur die Poissongleichung (siehe Tabelle 6.6) und
damit sehr gut. Die absoluten Zeiten liegen hier aber deutlich h

oher. Ursache ist der
gr

oere durchschnittliche Matrixstern: Hat jeder Knoten jetzt ca. 10 Nachbarn, wa-
ren es bei der Poissongleichung nur ca. 7,5. F

ur groe Pecletzahlen gehen die Zeiten
zur

uck, weil beim rechenzeitintensiven Elternauswahlproze nur die starken Matrix-
eintr








































insgesamt 66 049 Knoten
1 58.59 2.77 22.17 82.82 1.00 1.00 1.00 1.00 57.26 1.00 1.00
2 35.73 1.45 8.69 45.70 0.82 0.96 1.28 0.91 33.27 0.86 0.95
4 24.22 0.81 4.87 30.63 0.60 0.85 1.14 0.68 19.21 0.75 0.82
8 16.55 0.52 3.15 21.02 0.44 0.66 0.88 0.49 11.62 0.62 0.67
16 12.94 0.34 2.06 16.81 0.28 0.51 0.67 0.31 7.89 0.45 0.50
32 11.64 0.30 2.71 16.32 0.16 0.29 0.26 0.16 6.30 0.28 0.28
64 11.87 0.22 1.35 14.91 0.08 0.19 0.26 0.09 6.30 0.14 0.16
128 15.64 0.25 1.49 18.98 0.03 0.09 0.12 0.03 6.91 0.06 0.07
insgesamt 4 198 401 Knoten
32 362.56 7.02 63.15 429.48 1.00 1.00 1.00 1.00 184.98 1.00 1.00
64 323.84 4.17 41.69 366.95 0.56 0.84 0.76 0.59 120.38 0.77 0.77

































insgesamt 66 049 Knoten
1 58.59 2.77 22.17 82.82 1.00 1.00 1.00 1.00 57.26 1.00 1.00
2 35.37 1.49 10.43 48.91 0.83 0.93 1.06 0.85 30.71 0.93 0.97
4 21.15 0.83 5.82 29.98 0.69 0.83 0.95 0.69 18.30 0.78 0.82
8 15.06 0.53 3.70 22.44 0.49 0.65 0.75 0.46 10.97 0.65 0.68
16 9.40 0.31 2.15 13.32 0.39 0.56 0.64 0.39 6.22 0.58 0.59
32 6.72 0.22 1.53 9.93 0.27 0.40 0.45 0.26 3.94 0.45 0.45
64 4.65 0.15 1.05 7.09 0.20 0.29 0.33 0.18 2.52 0.35 0.35
128 4.70 0.13 0.94 7.20 0.10 0.16 0.18 0.09 2.15 0.21 0.20
insgesamt 4 198 401 Knoten
32 252.11 6.59 46.11 302.90 1.00 1.00 1.00 1.00 170.77 1.00 1.00
64 138.23 3.42 23.96 164.82 0.91 0.96 0.96 0.92 89.27 0.96 0.96

































insgesamt 66 049 Knoten
1 58.59 2.77 22.17 82.82 1.00 1.00 1.00 1.00 57.26 1.00 1.00
2 35.37 1.49 10.43 48.91 0.83 0.93 1.06 0.85 30.71 0.93 0.97
4 25.90 0.88 6.14 37.25 0.57 0.79 0.90 0.56 19.58 0.73 0.77
8 18.85 0.57 3.99 28.72 0.39 0.61 0.69 0.36 12.46 0.57 0.60
16 18.92 0.40 2.81 27.54 0.19 0.43 0.49 0.19 11.45 0.31 0.35
32 17.82 0.33 2.34 24.10 0.10 0.26 0.30 0.11 9.39 0.19 0.21
64 16.22 0.42 2.98 20.27 0.06 0.10 0.12 0.06 8.52 0.11 0.11
128 29.71 0.40 2.39 36.28 0.02 0.05 0.07 0.02 12.23 0.04 0.04
insgesamt 4 198 401 Knoten
32 558.83 10.62 95.62 658.05 1.00 1.00 1.00 1.00 246.50 1.00 1.00
64 554.05 5.62 50.60 609.00 0.50 0.94 0.94 0.54 228.94 0.54 0.61
128 651.90 4.57 36.53 692.34 0.21 0.58 0.65 0.24 275.60 0.22 0.27
Tabelle 6.35: Horizontale Str

omung, PEC = 1, verschiedene Gebietsaufteilungen;
Speedup f




































insgesamt 66 049 Knoten
1 53.84 2.57 2.57 56.97 1.00 1.00 1.00 1.00 52.92 1.00 1.00
2 30.61 1.38 1.38 32.36 0.88 0.93 0.93 0.88 28.72 0.92 0.92
4 21.33 0.75 0.75 22.36 0.63 0.86 0.86 0.64 17.06 0.78 0.78
8 14.72 0.45 0.45 15.41 0.46 0.72 0.72 0.46 10.45 0.63 0.64
16 11.42 0.28 0.28 11.92 0.29 0.58 0.58 0.30 7.21 0.46 0.46
32 10.28 0.20 0.20 10.72 0.16 0.40 0.40 0.17 5.79 0.29 0.29
64 10.09 0.17 0.17 10.49 0.08 0.24 0.24 0.08 5.51 0.15 0.15
128 12.26 0.29 0.29 12.95 0.03 0.07 0.07 0.03 5.51 0.07 0.07
insgesamt 4 198 401 Knoten
32 321.98 6.21 12.41 335.46 1.00 1.00 1.00 1.00 159.17 1.00 1.00
64 235.09 3.44 6.88 242.61 0.68 0.90 0.90 0.69 90.77 0.88 0.88

































insgesamt 66 049 Knoten
1 53.84 2.57 2.57 56.97 1.00 1.00 1.00 1.00 52.92 1.00 1.00
2 31.88 1.42 1.42 33.67 0.84 0.91 0.91 0.85 27.47 0.96 0.96
4 18.79 0.77 0.77 19.84 0.72 0.83 0.83 0.72 16.43 0.81 0.81
8 13.76 0.49 0.49 14.53 0.49 0.66 0.66 0.49 10.21 0.65 0.65
16 8.78 0.27 0.27 9.30 0.38 0.59 0.59 0.38 6.07 0.54 0.55
32 6.83 0.19 0.19 7.28 0.25 0.41 0.41 0.24 4.40 0.38 0.38
64 4.71 0.14 0.14 5.11 0.18 0.29 0.29 0.17 2.89 0.29 0.29
128 5.12 0.13 0.13 5.57 0.08 0.15 0.15 0.08 2.78 0.15 0.15
insgesamt 4 198 401 Knoten
32 271.19 6.53 13.05 285.37 1.00 1.00 1.00 1.00 152.34 1.00 1.00
64 148.17 3.38 6.77 155.59 0.92 0.96 0.96 0.92 80.62 0.94 0.95

































insgesamt 66 049 Knoten
1 53.84 2.57 2.57 56.97 1.00 1.00 1.00 1.00 52.92 1.00 1.00
2 31.88 1.42 1.42 33.67 0.84 0.91 0.91 0.85 27.47 0.96 0.96
4 24.73 0.84 0.84 25.91 0.54 0.76 0.76 0.55 19.14 0.69 0.69
8 19.51 0.54 0.54 20.36 0.34 0.59 0.59 0.35 12.86 0.51 0.52
16 16.50 0.37 0.37 17.16 0.20 0.44 0.44 0.21 10.33 0.32 0.32
32 22.12 0.92 0.92 23.47 0.08 0.09 0.09 0.08 13.65 0.12 0.12
64 28.10 0.37 0.37 28.75 0.03 0.11 0.11 0.03 17.02 0.05 0.05
128 36.68 0.43 0.43 37.55 0.01 0.05 0.05 0.01 15.14 0.03 0.03
insgesamt 4 198 401 Knoten
32 1187.04 10.17 20.35 1209.37 1.00 1.00 1.00 1.00 440.52 1.00 1.00
64 1345.33 7.92 15.84 1362.93 0.44 0.64 0.64 0.44 460.70 0.48 0.48
128 1712.08 7.71 15.43 1729.52 0.17 0.33 0.33 0.17 612.62 0.18 0.18
Tabelle 6.36: Horizontale Str









































Abbildung 6.34: Horizontale Str





































Abbildung 6.35: Horizontale Str

omung PEC = 10
6

































131 072 Knoten pro Prozessor
2 150.08 6.03 42.24 197.86 1.00 1.00 1.00 1.00 134.65 1.00 1.00
8 215.17 6.50 51.96 273.53 0.70 0.93 0.81 0.72 163.71 0.82 0.82
32 252.11 6.59 46.11 302.90 0.60 0.92 0.92 0.65 170.77 0.79 0.82
128 286.56 6.76 54.10 344.21 0.52 0.89 0.78 0.57 178.78 0.75 0.76
32 768 Knoten pro Prozessor
2 35.37 1.49 10.43 48.91 1.00 1.00 1.00 1.00 30.71 1.00 1.00
8 57.65 1.78 12.45 75.56 0.61 0.84 0.84 0.65 42.12 0.73 0.75
32 74.86 1.87 13.12 92.58 0.47 0.79 0.79 0.53 46.89 0.65 0.69
128 92.83 1.94 13.60 109.22 0.38 0.77 0.77 0.45 52.63 0.58 0.62
65 536 Knoten pro Prozessor
1 58.59 2.77 22.17 82.82 1.00 1.00 1.00 1.00 57.26 1.00 1.00
4 87.68 3.08 21.56 113.42 0.67 0.90 1.03 0.73 77.07 0.74 0.81
16 120.21 3.35 30.14 154.82 0.49 0.83 0.74 0.53 84.01 0.68 0.70
64 138.23 3.42 23.96 164.82 0.42 0.81 0.93 0.50 89.27 0.64 0.70
16 384 Knoten pro Prozessor
1 10.96 0.60 3.58 17.02 1.00 1.00 1.00 1.00 10.43 1.00 1.00
4 21.15 0.83 5.82 29.98 0.52 0.72 0.62 0.57 18.30 0.57 0.58
16 33.63 0.95 6.67 43.77 0.33 0.63 0.54 0.39 22.45 0.46 0.48
64 43.70 1.04 7.31 53.58 0.25 0.57 0.49 0.32 26.01 0.40 0.42
Tabelle 6.37: Horizontale Str






























131 072 Knoten pro Prozessor
2 147.34 5.85 46.82 199.29 1.00 1.00 1.00 1.00 137.93 1.00 1.00
8 222.30 6.43 51.44 276.51 0.66 0.91 0.91 0.72 160.47 0.86 0.87
32 362.56 7.02 63.15 429.48 0.41 0.83 0.74 0.46 184.98 0.75 0.74
128 733.63 7.72 61.78 797.53 0.20 0.76 0.76 0.25 248.72 0.55 0.60
32 768 Knoten pro Prozessor
2 35.73 1.45 8.69 45.70 1.00 1.00 1.00 1.00 33.27 1.00 1.00
8 61.24 1.71 13.67 78.44 0.58 0.85 0.64 0.58 42.16 0.79 0.75
32 128.42 2.07 16.54 146.13 0.28 0.70 0.53 0.31 56.65 0.59 0.57
128 271.55 2.55 28.09 302.61 0.13 0.57 0.31 0.15 90.00 0.37 0.36
65 536 Knoten pro Prozessor
1 58.59 2.77 22.17 82.82 1.00 1.00 1.00 1.00 57.26 1.00 1.00
4 96.28 3.13 25.03 123.52 0.61 0.89 0.89 0.67 76.64 0.75 0.78
16 151.81 3.53 28.26 182.79 0.39 0.78 0.78 0.45 89.45 0.64 0.67
64 323.84 4.17 41.69 366.95 0.18 0.66 0.53 0.23 120.38 0.48 0.49
16 384 Knoten pro Prozessor
1 10.96 0.60 3.58 17.02 1.00 1.00 1.00 1.00 10.43 1.00 1.00
4 24.22 0.81 4.87 30.63 0.45 0.74 0.74 0.56 19.21 0.54 0.58
16 44.38 1.00 8.03 54.61 0.25 0.60 0.45 0.31 25.67 0.41 0.42
64 104.59 1.38 12.41 120.04 0.10 0.43 0.29 0.14 42.26 0.25 0.26
Tabelle 6.38: Horizontale Str

omung, PEC = 1, horizontale Streifenaufteilung;
Scaleup f





























131 072 Knoten pro Prozessor
2 150.08 6.03 42.24 197.86 1.00 1.00 1.00 1.00 134.65 1.00 1.00
8 256.52 6.79 54.32 316.59 0.59 0.89 0.78 0.62 172.10 0.78 0.78
32 558.83 10.62 95.62 658.05 0.27 0.57 0.44 0.30 246.50 0.55 0.52
128 1779.62 18.24 182.40 1999.03 0.08 0.33 0.23 0.10 756.24 0.18 0.19
32 768 Knoten pro Prozessor
2 35.37 1.49 10.43 48.91 1.00 1.00 1.00 1.00 30.71 1.00 1.00
8 69.98 1.90 13.27 90.43 0.51 0.79 0.79 0.54 45.61 0.67 0.70
32 182.34 2.54 20.33 205.12 0.19 0.59 0.51 0.24 80.39 0.38 0.41
128 651.90 4.57 36.53 692.34 0.05 0.33 0.29 0.07 275.60 0.11 0.13
65 536 Knoten pro Prozessor
1 58.59 2.77 22.17 82.82 1.00 1.00 1.00 1.00 57.26 1.00 1.00
4 103.23 3.28 22.95 133.84 0.57 0.85 0.97 0.62 78.26 0.73 0.78
16 209.44 3.92 31.40 242.91 0.28 0.71 0.71 0.34 108.64 0.53 0.57
64 554.05 5.62 50.60 609.00 0.11 0.49 0.44 0.14 228.94 0.25 0.28
16 384 Knoten pro Prozessor
1 10.96 0.60 3.58 17.02 1.00 1.00 1.00 1.00 10.43 1.00 1.00
4 25.90 0.88 6.14 37.25 0.42 0.68 0.58 0.46 19.58 0.53 0.54
16 67.05 1.48 11.83 80.89 0.16 0.40 0.30 0.21 34.26 0.30 0.30
64 221.88 2.14 17.11 245.32 0.05 0.28 0.21 0.07 85.81 0.12 0.14
Tabelle 6.39: Horizontale Str

omung, PEC = 1, vertikale Streifenaufteilung; Scaleup
f



























131 072 Knoten pro Prozessor
2 129.75 5.67 5.67 136.35 1.00 1.00 1.00 1.00 112.96 1.00 1.00
8 190.86 6.20 6.20 198.11 0.68 0.91 0.91 0.69 133.81 0.84 0.85
32 271.19 6.53 13.05 285.37 0.48 0.87 0.43 0.48 152.34 0.74 0.72
128 353.72 7.33 14.66 370.01 0.37 0.77 0.39 0.37 174.73 0.65 0.63
32 768 Knoten pro Prozessor
2 31.88 1.42 1.42 33.67 1.00 1.00 1.00 1.00 27.47 1.00 1.00
8 52.01 1.67 1.67 54.03 0.61 0.85 0.85 0.62 36.22 0.76 0.76
32 82.63 1.95 1.95 84.99 0.39 0.73 0.73 0.40 44.60 0.62 0.62
128 116.33 2.08 4.15 120.98 0.27 0.68 0.34 0.28 56.74 0.48 0.47
65 536 Knoten pro Prozessor
1 53.84 2.57 2.57 56.97 1.00 1.00 1.00 1.00 52.92 1.00 1.00
4 72.30 2.92 2.92 75.75 0.74 0.88 0.88 0.75 62.57 0.85 0.85
16 108.20 3.24 3.24 112.07 0.50 0.79 0.79 0.51 70.81 0.75 0.75
64 148.17 3.38 6.77 155.59 0.36 0.76 0.38 0.37 80.62 0.66 0.64
16 384 Knoten pro Prozessor
1 10.72 0.56 0.56 11.83 1.00 1.00 1.00 1.00 10.51 1.00 1.00
4 18.79 0.77 0.77 19.84 0.57 0.73 0.73 0.60 16.43 0.64 0.64
16 30.91 0.94 0.94 32.09 0.35 0.60 0.60 0.37 20.12 0.52 0.53
64 42.13 0.98 0.98 43.45 0.25 0.58 0.58 0.27 24.49 0.43 0.43
Tabelle 6.40: Horizontale Str

omung, PEC = 10
6































131 072 Knoten pro Prozessor
2 122.65 5.56 5.56 129.13 1.00 1.00 1.00 1.00 115.32 1.00 1.00
8 181.10 5.86 5.86 187.94 0.68 0.95 0.95 0.69 128.51 0.90 0.90
32 321.98 6.21 12.41 335.46 0.38 0.90 0.45 0.38 159.17 0.72 0.70
128 734.52 6.93 13.85 749.61 0.17 0.80 0.40 0.17 213.78 0.54 0.53
32 768 Knoten pro Prozessor
2 30.61 1.38 1.38 32.36 1.00 1.00 1.00 1.00 28.72 1.00 1.00
8 52.15 1.60 1.60 54.08 0.59 0.86 0.86 0.60 35.17 0.82 0.82
32 96.68 1.84 1.84 98.89 0.32 0.75 0.75 0.33 44.10 0.65 0.66
128 221.95 2.19 4.37 226.84 0.14 0.63 0.32 0.14 65.42 0.44 0.43
65 536 Knoten pro Prozessor
1 53.84 2.57 2.57 56.97 1.00 1.00 1.00 1.00 52.92 1.00 1.00
4 79.82 2.85 2.85 83.19 0.67 0.90 0.90 0.68 62.95 0.84 0.84
16 124.88 3.08 3.08 128.53 0.43 0.83 0.83 0.44 72.16 0.73 0.74
64 235.09 3.44 6.88 242.61 0.23 0.75 0.37 0.23 90.77 0.58 0.57
16 384 Knoten pro Prozessor
1 10.72 0.56 0.56 11.83 1.00 1.00 1.00 1.00 10.51 1.00 1.00
4 21.33 0.75 0.75 22.36 0.50 0.75 0.75 0.53 17.06 0.62 0.62
16 38.41 1.05 1.05 39.73 0.28 0.54 0.54 0.30 21.54 0.49 0.49
64 81.71 1.03 1.03 83.01 0.13 0.55 0.55 0.14 30.40 0.35 0.35
Tabelle 6.41: Horizontale Str
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131 072 Knoten pro Prozessor
2 129.75 5.67 5.67 136.35 1.00 1.00 1.00 1.00 112.96 1.00 1.00
8 343.96 6.89 6.89 351.99 0.38 0.82 0.82 0.39 170.50 0.66 0.67
32 1187.04 10.17 20.35 1209.37 0.11 0.56 0.28 0.11 440.52 0.26 0.26
128 5738.10 27.98 55.96 5850.14 0.02 0.20 0.10 0.02 1602.51 0.07 0.07
32 768 Knoten pro Prozessor
2 31.88 1.42 1.42 33.67 1.00 1.00 1.00 1.00 27.47 1.00 1.00
8 78.26 1.92 1.92 80.93 0.41 0.74 0.74 0.42 44.87 0.61 0.62
32 295.25 3.14 3.14 299.09 0.11 0.45 0.45 0.11 139.28 0.20 0.20
128 1712.08 7.71 15.43 1729.52 0.02 0.18 0.09 0.02 612.62 0.04 0.05
65 536 Knoten pro Prozessor
1 53.84 2.57 2.57 56.97 1.00 1.00 1.00 1.00 52.92 1.00 1.00
4 98.63 3.18 3.18 102.42 0.55 0.81 0.81 0.56 71.60 0.74 0.74
16 308.92 4.29 4.29 314.03 0.17 0.60 0.60 0.18 135.99 0.39 0.40
64 1345.33 7.92 15.84 1362.93 0.04 0.32 0.16 0.04 460.70 0.11 0.12
16 384 Knoten pro Prozessor
1 10.72 0.56 0.56 11.83 1.00 1.00 1.00 1.00 10.51 1.00 1.00
4 24.73 0.84 0.84 25.91 0.43 0.67 0.67 0.46 19.14 0.55 0.55
16 85.02 1.29 1.29 86.60 0.13 0.44 0.44 0.14 41.69 0.25 0.26
64 340.86 2.70 2.70 344.36 0.03 0.21 0.21 0.03 147.79 0.07 0.07
Tabelle 6.42: Horizontale Str






ur volle bis achtel Last
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6.6 Konvektions{Diusions{Gleichung




oere Prozessorzahlen die Kommunikations-
kosten deutlich zunehmen und unabh











ur PEC = 1 immer noch eine Str

omung anliegt und so eine Halbvergr

obe-
rungsrichtung vorgibt, fallen die Unterschiede zwischen horizontaler und vertikaler
Streifenaufteilung recht deutlich aus. F

ur alle Pecletzahlen sind die Ezienzen f

ur
Boxaufteilungen sehr gut und f

ur Streifenaufteilungen, die mit der Str

omung aus-
gerichtet sind, gut. Nur f














ahnlich einer anisotropen Poissongleichung. Das entspricht auch den Er-
wartungen an die Parallelisierung.





interessiert uns, ob cm1 durch das sequentielle Vorgehen in Str

omungsrichtung vor
allem bei vertikaler Streifenaufteilung einen Vorteil bringt.
Die Anzahl ben






wiedergegeben. Bis zur H

alfte der algebraischen Level wird (fast) nur die minimal










Streifenaufteilung und " = 10
6
nur so wenige Farben ben






age sind so eindeutig, da f

ur
alle Knoten auf einer vertikalen Linie immer die gleiche Markierungsentscheidung
getroen wird. Unterst

utzt wird das durch die vertikale Streifenaufteilung (verglei-





Entfernungen, aber alle Eintr

age einer Tiefe verbinden nur Knoten zweier Prozessoren
(unter Umst

anden werden dazwischen mehrere bereits leere Prozessoren

ubersprun-
gen). So wird der Prozessornachbarschaftsgraph im Vergleich zum Ausgangsgitter
kaum dichter und es reichen stets wenige Farben aus. Die Heuristik cm3 erzeugt
entgegen der Erwartung nach [GJP96] teilweise mehr Farben als cm2.
Ein wesentlicher Einufaktor wird die Interfacel

ange sein. In Abbildung 6.37 sind die
charakteristischen F

alle dargestellt. Das Bild oben zeigt f

ur die horizontale Streifen-
aufteilung, da bei steigender Pecletzahl die Interfacel

ange etwas abnimmt. Die Ursa-
che daf










uhrt wird und sich in dieser Richtung also der

















ur cm2 und cm3 einen ausgegliche-
nen Verlauf. Als Ursache f

ur die Verschlechterung bei cm1 sind wieder St

orungen am





omungen ergibt sich, wie bei der Poissongleichung besprochen,
eine groe Reichweite der Matrixeintr





































































Abbildung 6.36: Horizontale Str
































































Abbildung 6.37: Horizontale Str















ur mittlere Pecletzahlen addieren sich beide Eekte (groe Reich-




arke, aber immer noch erhebliche Auff

acherung





Die Boxaufteilung nimmt wieder eine Mittelstellung zwischen den beiden extremen
Streifenaufteilungen ein.
In den Abbildungen 6.38 bis 6.40 sind die Ergebnisse f

ur den Vergleich der F

arbungs-












ur PEC = 10
6
und viele Prozessoren, die die Robustheit aber in keiner Weise
gef

ahrden. Die Zeiten werden im wesentlichen durch die Interfacel

ange beeinut.
Durch das serielle Bearbeiten der bei Einsatz vieler Prozessoren groen Randbereiche
bei cm1 wirkt sich die Interfacel






































131 072 Knoten pro Prozessor
2 149.98 6.04 42.28 197.85 1.00 1.00 1.00 1.00 134.64 1.00 1.00
8 216.59 6.51 52.05 277.38 0.69 0.93 0.81 0.71 165.16 0.82 0.81
32 266.29 6.62 46.34 317.23 0.56 0.91 0.91 0.62 185.32 0.73 0.76
128 406.34 6.72 47.02 457.69 0.37 0.90 0.90 0.43 283.91 0.47 0.53
32 768 Knoten pro Prozessor
2 35.40 1.49 10.41 48.92 1.00 1.00 1.00 1.00 30.70 1.00 1.00
8 58.29 1.80 12.57 77.04 0.61 0.83 0.83 0.63 42.73 0.72 0.74
32 80.53 1.87 13.08 98.77 0.44 0.80 0.80 0.50 52.18 0.59 0.63
128 181.81 3.06 21.44 205.98 0.19 0.49 0.49 0.24 122.36 0.25 0.29
65 536 Knoten pro Prozessor
1 58.59 2.77 22.17 82.82 1.00 1.00 1.00 1.00 57.26 1.00 1.00
4 87.53 3.15 22.05 112.99 0.67 0.88 1.01 0.73 77.05 0.74 0.80
16 123.41 3.31 26.47 154.43 0.47 0.84 0.84 0.54 86.92 0.66 0.70
64 155.74 3.47 24.32 183.00 0.38 0.80 0.91 0.45 105.38 0.54 0.61
16 384 Knoten pro Prozessor
1 10.96 0.60 3.58 17.02 1.00 1.00 1.00 1.00 10.43 1.00 1.00
4 21.18 0.93 6.53 30.71 0.52 0.64 0.55 0.55 18.29 0.57 0.56
16 35.27 0.96 6.69 44.80 0.31 0.63 0.54 0.38 23.57 0.44 0.46
64 50.66 1.18 8.28 61.53 0.22 0.51 0.43 0.28 32.49 0.32 0.34
Tabelle 6.43: Horizontale Str






ur volle bis achtel Last
Wir wollen einige Werte quantitativ betrachten (siehe Tabellen 6.43 bis 6.48). Da
sich cm2 und cm3 kaum unterscheiden, beschr















































































Abbildung 6.38: Horizontale Str

omung; horizontale Streifenaufteilung; volle/halbe
Last; Abh


























































Abbildung 6.39: Horizontale Str

omung; Boxaufteilung; volle/halbe Last; Abh

angig-



























































Abbildung 6.40: Horizontale Str

omung; vertikale Streifenaufteilung; volle/halbe Last;
Abh



































131 072 Knoten pro Prozessor
2 146.75 5.85 46.82 198.70 1.00 1.00 1.00 1.00 137.63 1.00 1.00
8 224.49 6.50 45.54 272.86 0.65 0.90 1.03 0.73 162.91 0.84 0.88
32 395.48 7.02 63.15 462.37 0.37 0.83 0.74 0.43 219.17 0.63 0.65
128 989.63 7.70 69.27 1061.38 0.15 0.76 0.68 0.19 548.77 0.25 0.30
32 768 Knoten pro Prozessor
2 35.61 1.45 8.69 45.56 1.00 1.00 1.00 1.00 33.18 1.00 1.00
8 69.37 1.73 12.12 84.02 0.51 0.84 0.72 0.54 48.61 0.68 0.69
32 143.82 2.08 14.55 159.63 0.25 0.70 0.60 0.29 72.89 0.46 0.48
128 424.88 2.50 17.50 444.69 0.08 0.58 0.50 0.10 247.29 0.13 0.16
65 536 Knoten pro Prozessor
1 58.59 2.77 22.17 82.82 1.00 1.00 1.00 1.00 57.26 1.00 1.00
4 96.39 3.12 21.81 120.35 0.61 0.89 1.02 0.69 76.91 0.74 0.80
16 157.19 3.53 24.69 184.88 0.37 0.79 0.90 0.45 96.39 0.59 0.66
64 390.07 4.19 37.72 429.77 0.15 0.66 0.59 0.19 187.11 0.31 0.35
16 384 Knoten pro Prozessor
1 10.96 0.60 3.58 17.02 1.00 1.00 1.00 1.00 10.43 1.00 1.00
4 24.26 0.81 4.89 30.39 0.45 0.73 0.73 0.56 19.33 0.54 0.58
16 48.47 1.18 8.28 59.93 0.23 0.51 0.43 0.28 29.52 0.35 0.37
64 157.40 1.34 12.05 171.08 0.07 0.45 0.30 0.10 88.86 0.12 0.14
Tabelle 6.44: Horizontale Str

omung, PEC = 1, horizontale Streifenaufteilung; F

ar-
bungsmethode cm1; Scaleup f



























131 072 Knoten pro Prozessor
2 149.98 6.04 42.28 197.85 1.00 1.00 1.00 1.00 134.64 1.00 1.00
8 273.15 6.81 47.69 326.97 0.55 0.89 0.89 0.61 185.19 0.73 0.76
32 551.83 7.88 70.88 627.06 0.27 0.77 0.60 0.32 300.46 0.45 0.48
32 768 Knoten pro Prozessor
2 35.40 1.49 10.41 48.92 1.00 1.00 1.00 1.00 30.70 1.00 1.00
8 76.01 1.88 13.14 97.18 0.47 0.79 0.79 0.50 49.13 0.62 0.66
32 221.39 2.87 22.95 246.24 0.16 0.52 0.45 0.20 116.64 0.26 0.29
128 1140.19 8.26 82.59 1227.52 0.03 0.18 0.13 0.04 713.43 0.04 0.05
65 536 Knoten pro Prozessor
1 58.59 2.77 22.17 82.82 1.00 1.00 1.00 1.00 57.26 1.00 1.00
4 104.02 3.27 22.87 134.78 0.56 0.85 0.97 0.61 78.55 0.73 0.78
16 232.42 3.99 27.92 262.10 0.25 0.69 0.79 0.32 128.00 0.45 0.51
64 758.97 5.56 55.64 817.66 0.08 0.50 0.40 0.10 378.06 0.15 0.18
16 384 Knoten pro Prozessor
1 10.96 0.60 3.58 17.02 1.00 1.00 1.00 1.00 10.43 1.00 1.00
4 26.30 0.87 6.10 37.23 0.42 0.69 0.59 0.46 19.98 0.52 0.54
16 72.04 1.24 9.88 85.52 0.15 0.48 0.36 0.20 39.86 0.26 0.28
64 232.13 1.91 15.24 249.60 0.05 0.31 0.24 0.07 126.60 0.08 0.10
Tabelle 6.45: Horizontale Str

omung, PEC = 1, vertikale Streifenaufteilung; F

ar-
bungsmethode cm1; Scaleup f





























131 072 Knoten pro Prozessor
2 129.06 5.74 5.74 135.73 1.00 1.00 1.00 1.00 112.28 1.00 1.00
8 191.58 6.21 6.21 198.85 0.67 0.93 0.93 0.68 134.50 0.83 0.84
32 316.79 9.27 18.55 337.54 0.41 0.62 0.31 0.40 184.41 0.61 0.58
128 497.11 7.27 14.54 513.00 0.26 0.79 0.39 0.26 291.88 0.38 0.39
32 768 Knoten pro Prozessor
2 35.67 1.42 1.42 37.47 1.00 1.00 1.00 1.00 30.48 1.00 1.00
8 52.36 1.67 1.67 54.38 0.68 0.85 0.85 0.69 36.48 0.84 0.84
32 87.03 2.04 2.04 89.48 0.41 0.70 0.70 0.42 49.82 0.61 0.62
128 139.84 2.09 4.18 144.62 0.26 0.68 0.34 0.26 88.96 0.34 0.34
65 536 Knoten pro Prozessor
1 53.84 2.57 2.57 56.97 1.00 1.00 1.00 1.00 52.92 1.00 1.00
4 72.16 2.94 2.94 75.64 0.75 0.87 0.87 0.75 62.45 0.85 0.85
16 120.17 3.21 3.21 124.02 0.45 0.80 0.80 0.46 72.82 0.73 0.73
64 165.34 3.44 6.88 172.87 0.33 0.75 0.37 0.33 98.25 0.54 0.53
16 384 Knoten pro Prozessor
1 10.72 0.56 0.56 11.83 1.00 1.00 1.00 1.00 10.51 1.00 1.00
4 18.86 0.77 0.77 19.91 0.57 0.73 0.73 0.59 16.50 0.64 0.64
16 31.35 0.90 0.90 32.50 0.34 0.62 0.62 0.36 20.57 0.51 0.52
64 48.23 0.98 0.98 49.52 0.22 0.57 0.57 0.24 30.19 0.35 0.36
Tabelle 6.46: Horizontale Str


































131 072 Knoten pro Prozessor
2 126.56 5.61 5.61 133.09 1.00 1.00 1.00 1.00 119.21 1.00 1.00
8 182.23 5.86 5.86 189.07 0.69 0.96 0.96 0.70 129.73 0.92 0.92
32 315.91 6.19 12.38 329.35 0.40 0.91 0.45 0.40 167.79 0.71 0.69
128 797.35 10.87 21.74 821.80 0.16 0.52 0.26 0.16 343.42 0.35 0.34
32 768 Knoten pro Prozessor
2 30.54 1.42 1.42 32.33 1.00 1.00 1.00 1.00 28.68 1.00 1.00
8 52.90 2.25 2.25 55.62 0.58 0.63 0.63 0.58 35.92 0.80 0.79
32 105.55 1.71 1.71 107.62 0.29 0.83 0.83 0.30 53.15 0.54 0.55
128 296.36 2.11 4.21 301.03 0.10 0.67 0.34 0.11 141.35 0.20 0.21
65 536 Knoten pro Prozessor
1 53.84 2.57 2.57 56.97 1.00 1.00 1.00 1.00 52.92 1.00 1.00
4 80.08 2.85 2.85 83.45 0.67 0.90 0.90 0.68 63.14 0.84 0.84
16 128.67 3.10 3.10 132.34 0.42 0.83 0.83 0.43 76.41 0.69 0.70
64 273.23 3.50 7.00 280.88 0.20 0.73 0.37 0.20 128.19 0.41 0.41
16 384 Knoten pro Prozessor
1 10.72 0.56 0.56 11.83 1.00 1.00 1.00 1.00 10.51 1.00 1.00
4 21.29 0.75 0.75 22.32 0.50 0.75 0.75 0.53 17.06 0.62 0.62
16 40.10 0.86 0.86 41.19 0.27 0.65 0.65 0.29 23.47 0.45 0.45
64 100.21 1.06 1.06 101.53 0.11 0.53 0.53 0.12 49.01 0.21 0.22
Tabelle 6.47: Horizontale Str

omung, PEC = 10
6
, horizontale Streifenaufteilung; F

ar-
bungsmethode cm1; Scaleup f





























131 072 Knoten pro Prozessor
2 129.06 5.74 5.74 135.73 1.00 1.00 1.00 1.00 112.28 1.00 1.00
8 302.31 6.70 6.70 310.14 0.43 0.86 0.86 0.44 163.35 0.69 0.69
32 876.84 10.58 10.58 891.42 0.15 0.54 0.54 0.15 405.03 0.28 0.28
32 768 Knoten pro Prozessor
2 35.67 1.42 1.42 37.47 1.00 1.00 1.00 1.00 30.48 1.00 1.00
8 79.40 1.83 1.83 81.63 0.45 0.77 0.77 0.46 46.05 0.66 0.67
32 261.36 2.82 2.82 264.81 0.14 0.50 0.50 0.14 131.80 0.23 0.24
128 1479.71 6.46 12.93 1494.48 0.02 0.22 0.11 0.03 880.54 0.03 0.04
65 536 Knoten pro Prozessor
1 53.84 2.57 2.57 56.97 1.00 1.00 1.00 1.00 52.92 1.00 1.00
4 98.72 3.18 3.18 102.49 0.55 0.81 0.81 0.56 71.65 0.74 0.74
16 246.01 4.01 4.01 250.77 0.22 0.64 0.64 0.23 124.08 0.43 0.43
64 1126.94 7.70 15.40 1144.19 0.05 0.33 0.17 0.05 591.46 0.09 0.09
16 384 Knoten pro Prozessor
1 10.72 0.56 0.56 11.83 1.00 1.00 1.00 1.00 10.51 1.00 1.00
4 24.80 0.83 0.83 25.98 0.43 0.68 0.68 0.46 19.19 0.55 0.55
16 71.25 1.18 1.18 72.72 0.15 0.48 0.48 0.16 38.65 0.27 0.28
64 313.89 2.44 2.44 318.55 0.03 0.23 0.23 0.04 169.50 0.06 0.06
Tabelle 6.48: Horizontale Str

omung, PEC = 10
6
, vertikale Streifenaufteilung; F

ar-
bungsmethode cm1; Scaleup f

ur volle bis achtel Last





urbar. Damit sinkt die Ezienz E

FA
deutlich mit wachsender Prozessorzahl. F

ur





ur die Gesamtezienz E

Ges






Das strukturiertere Vorgehen durch Streifenaufteilung und/oder cm1 bringt also kei-
ne weitere Verbesserung der numerischen G

ute, skaliert aber | wie erwartet |
entschieden schlechter. F






Hier soll nun die schwierigste der in dieser Arbeit untersuchten Gleichungen betrach-
tet werden. Bei der Konvektions{Diusions{Gleichung (6.11) wird durch die Wahl
v(x; y) :=

4x(x  1)(1   2y)







omung um den Mittelpunkt (0:5; 0:5) des Rechengebiets er-
zwungen. Die Charakteristiken sind geschlossene Stromlinien. Die damit einherge-
henden Probleme werden ausf

uhrlich in [Joh00b] diskutiert und wurden hier in Ab-
182
6.6 Konvektions{Diusions{Gleichung
schnitt 2.3.6.2 zusammengefat. Diese Gleichung wird auch als Modellproblem f

ur
Transportprozesse in turbulenter Str

omung verwendet.







zessorgrenzen hinweg, sondern ist auch noch zyklisch. Im vorigen Abschnitt sahen wir,
da das erste Problem gut gel

ost wird. Fraglich ist, ob auch die zyklische R

uckkopp-
lung ausreichend gut erfolgt und nicht durch zu viele Prozessorgrenzen zu ungenau
wird (etwa durch ein Aufweiten der Stromlinien oder ein Verschieben der Linien).
Einen ersten Eindruck der erzeugten groben Matrizen geben Abbildungen 6.41 und
6.42 und Abbildung 6.43 f






arke, d. h. wachsender Pecletzahl, sieht man deutlich die Halbvergr

oberung entlang
konzentrischer Kreise um den Gebietsmittelpunkt. Die Ausbreitung der Halbver-
gr

oberung wird auch durch Prozessorgrenzen nicht behindert. Ob die R

uckkopplung




ussen nun numerische Experimente erwei-
sen.
h 1=128 1=256 1=512 1=1024 1=2048 1=4096
PE N 16 641 66 049 263 169 1 050 625 4 198 401 16 785 409
11 6 0.036 6 0.040
21 6 0.036 6 0.041 6 0.045
22 6 0.036 6 0.041 6 0.046
42 6 0.036 6 0.040 7 0.050 8 0.090
44 6 0.036 6 0.041 7 0.052 8 0.081
84 6 0.037 6 0.041 6 0.046 8 0.083 9 0.124
88 6 0.037 6 0.040 6 0.045 7 0.062 9 0.112
168 6 0.037 6 0.040 7 0.054 7 0.069 9 0.122 11 0.174
Tabelle 6.49: Kreisstr

omung, PEC = 1; Konvergenzg

ute (Anzahl Iterationen, durch-
schnittliche Konvergenzrate) in Abh

angigkeit der Gitterweite und der
Prozessorzahl (Boxaufteilung)





Pecletzahlen und Prozessorzahlen sehr gut ist. Lediglich f

ur kleine Pecletzahlen ist
eine geringe Konvergenzverschlechterung f

ur sehr feine Startgitter erkennbar. Selbst
jedoch f

ur 16,7 Millionen Unbekannte auf 128 Prozessoren sind 11 Iterationen noch
sehr gut und es zeichnet sich keine rapide Verschlechterung f

ur feinere Gitter ab. Die
Konvergenzrate ist unabh

angig von der Prozessorzahl. Das Verfahren konvergiert f

ur
alle Kongurationen der Kreisstr

omung also sehr gut und es liegt wiederum robustes
Verhalten vor.
Abbildung 6.45 zeigt die Robustheit gegen






oe des Startgitters. Da f

ur Parameterwerte von 10 bis 100 die Konvergenz













omung; PEC = 1; Startgitterweite 1=32; Matrixgraphen der
Level 1; 2; 4; 5 (von oben nach unten) f

ur serielle (linke Spalte)





omung; PEC = 10
6
; Startgitterweite 1=32; Matrixgraphen
der Level  1; 2; 4; 5 (von oben nach unten) f

ur serielle (lin-




Abbildung 6.43: Matrixgraphen der Level -1 bis -6 (links oben bis rechts unten);
Kreisstr

omung; PEC = 10
6
; 44, PE 5
186
6.6 Konvektions{Diusions{Gleichung
Kreisströmung; Boxaufteilung; volle/halbe Last















omung; Boxaufteilung; volle bzw. halbe Last; Abh

angigkeit
der mittleren Konvergenzrate von der Pecletzahl und der Prozessor-
zahl
h 1=128 1=256 1=512 1=1024 1=2048 1=4096
PE N 16 641 66 049 263 169 1 050 625 4 198 401 16 785 409
11 5 0.018 5 0.051
21 5 0.019 6 0.053 6 0.070
22 5 0.020 6 0.056 6 0.076
42 5 0.021 6 0.055 6 0.072 6 0.091
44 5 0.022 6 0.054 6 0.070 6 0.089
84 5 0.023 6 0.053 6 0.069 6 0.087 6 0.117
88 5 0.022 6 0.059 6 0.070 6 0.095 6 0.112
168 5 0.024 6 0.052 6 0.067 6 0.083 6 0.134 6 0.129
Tabelle 6.50: Kreisstr






durchschnittliche Konvergenzrate) in Abh





achstes betrachten wir den Speicherbedarf. Die Tabellen 6.51 und 6.52 geben
f

ur zwei extreme Pecletzahlen die Kennzahlen daf





























































































angigkeit der mittleren Konvergenzrate von der
Pecletzahl; verschiedene Knotenzahlen zu den Prozessoraufteilungen
























































































angigkeit der mittleren Konver-
genzrate von der Prozessorzahl; verschiedene Gitterweiten zu den













2 2.11 1.99 3.84 0.02
8 2.16 2.01 4.54 0.04
32 2.17 2.01 4.67 0.05
128 2.15 2.00 4.66 0.05
32 768 Knoten/PE
2 2.03 1.94 3.21 0.03
8 2.16 1.99 3.94 0.06
32 2.23 2.01 4.56 0.09










1 2.02 1.94 0.00 0.00
4 2.12 1.99 3.82 0.03
16 2.19 2.01 4.54 0.05
64 2.20 2.01 4.69 0.06
16 384 Knoten/PE
1 1.77 1.74 0.00 0.00
4 2.04 1.94 3.20 0.05
16 2.24 2.01 4.29 0.10
64 2.28 2.01 4.60 0.13
Tabelle 6.51: Kreisstr
















2 2.60 1.91 7.24 0.03
8 2.62 1.79 8.01 0.07
32 2.65 1.75 8.22 0.09
128 2.66 1.72 8.41 0.11
32 768 Knoten/PE
2 2.45 1.87 4.86 0.04
8 2.65 1.77 6.54 0.12
32 2.83 1.74 7.45 0.17










1 2.45 1.93 0.00 0.00
4 2.58 1.83 7.22 0.06
16 2.69 1.77 7.68 0.10
64 2.74 1.73 8.12 0.13
16 384 Knoten/PE
1 2.00 1.74 0.00 0.00
4 2.44 1.80 4.87 0.08
16 2.76 1.76 6.36 0.17
64 3.02 1.73 7.48 0.24
Tabelle 6.52: Kreisstr








volle bis achtel Last (Scaleup)
starke Str




















uber der der horizontalen Str

omung mit Boxaufteilung (vergleiche Tabellen 6.33




ur wurden im vorigen Ab-




, die im wesentlichen den Rechenauf-




omungen wie bei der horizontalen Str

omung




omungen liegt der Wert mit 2,7 bis 3,0 unangenehm
hoch. Ursache daf

ur ist das Anwachsen der durchschnittlichen Gr

oe des Matrix-







omungsrichtung, wie in Abbildung 6.43 zu erkennen. Dieses Verhalten wurde auch
f

ur das serielle Verfahren beobachtet [Wag00a]. Einen weiteren Niederschlag nden
die dichteren Matrizen in der Tatsache, da f

ur eine starke Kreisstr

omung etwas mehr
Borderknoten angelegt werden (Verh

altnis B=M).






ohere Speicher{ und damit Zeitbela-
stung gegen





































insgesamt 66 049 Knoten
1 58.76 2.73 16.37 81.26 1.00 1.00 1.00 1.00 57.35 1.00 1.00
2 36.12 1.49 8.92 50.81 0.81 0.92 0.92 0.80 33.34 0.86 0.87
4 20.45 0.85 5.11 31.39 0.72 0.80 0.80 0.65 16.98 0.84 0.83
8 14.01 0.54 3.22 22.78 0.52 0.64 0.64 0.45 10.09 0.71 0.69
16 9.68 0.36 2.13 18.38 0.38 0.48 0.48 0.28 6.22 0.58 0.55
32 6.87 0.45 2.70 15.79 0.27 0.19 0.19 0.16 4.00 0.45 0.34
64 5.25 0.23 1.38 12.98 0.17 0.19 0.19 0.10 2.66 0.34 0.29
128 5.38 0.37 2.23 13.03 0.09 0.06 0.06 0.05 2.24 0.20 0.13
insgesamt 4 198 401 Knoten
32 255.24 6.56 59.02 323.10 1.00 1.00 1.00 1.00 167.64 1.00 1.00
64 151.09 3.48 31.31 191.19 0.84 0.94 0.94 0.84 91.73 0.91 0.92
128 99.14 2.06 18.52 126.57 0.64 0.80 0.80 0.64 53.76 0.78 0.78
Tabelle 6.53: Kreisstr

omung, PEC = 1, Boxaufteilung; Speedup f

ur insgesamt 64049
































insgesamt 66 049 Knoten
1 51.47 3.01 15.04 82.52 1.00 1.00 1.00 1.00 49.87 1.00 1.00
2 31.77 1.66 9.95 55.79 0.81 0.91 0.76 0.74 27.45 0.91 0.87
4 19.78 0.94 5.63 36.22 0.65 0.80 0.67 0.57 15.08 0.83 0.78
8 14.90 0.62 3.70 28.81 0.43 0.61 0.51 0.36 9.61 0.65 0.61
16 11.10 0.42 2.53 23.70 0.29 0.45 0.37 0.22 6.20 0.50 0.47
32 8.77 0.31 1.85 21.74 0.18 0.30 0.25 0.12 4.59 0.34 0.31
64 7.07 0.42 2.55 22.66 0.11 0.11 0.09 0.06 3.16 0.25 0.18
128 8.13 0.28 1.70 26.23 0.05 0.08 0.07 0.02 3.06 0.13 0.11
insgesamt 4 198 401 Knoten
32 323.91 7.74 46.46 376.08 1.00 1.00 1.00 1.00 201.46 1.00 1.00
64 197.35 4.20 25.21 227.87 0.82 0.92 0.92 0.83 117.49 0.86 0.87
128 167.73 2.81 16.88 191.56 0.48 0.69 0.69 0.49 92.84 0.54 0.56
Tabelle 6.54: Kreisstr

omung, PEC = 10
6
, Boxaufteilung; Speedup f

ur insgesamt
64 049 und 4 198 401 Knoten
Tabelle 6.53 und 6.54 zeigen das Speedup Verhalten. Wie bisher skaliert die Zeit gut,
solange jeder Prozessor wenigstens zu einigen Prozent ausgelastet ist. Auch von 32
auf 128 Prozessoren ist eine Ezienz von 50% bis 75% sehr gut.
Die Laufzeiten in Scaleup Betrachtung sind in den Tabellen 6.55 und 6.56 wiederge-
geben. F

ur nicht zu starke Kreisstr

omungen sind die Ezienzen ebenso gut wie bei
den bisher betrachteten Testf

allen. Dieses Ergebnis ist sehr erstaunlich, gab es f

ur
diese Gleichung bisher doch











Uberlapp als Belastungsfaktoren festgestellt. Dement-
sprechend leidet die Ezienz sp































131 072 Knoten pro Prozessor
2 141.25 5.97 35.81 189.58 1.00 1.00 1.00 1.00 131.30 1.00 1.00
8 202.36 6.22 49.75 259.19 0.70 0.96 0.72 0.73 147.60 0.89 0.85
32 255.24 6.56 59.02 323.10 0.55 0.91 0.61 0.59 167.64 0.78 0.74
128 307.31 6.77 74.51 391.37 0.46 0.88 0.48 0.48 188.37 0.70 0.64
32 768 Knoten pro Prozessor
2 36.12 1.49 8.92 50.81 1.00 1.00 1.00 1.00 33.34 1.00 1.00
8 52.94 1.74 12.21 77.07 0.68 0.85 0.73 0.66 38.32 0.87 0.84
32 78.20 1.99 15.90 101.16 0.46 0.75 0.56 0.50 46.66 0.71 0.68
128 99.14 2.06 18.52 126.57 0.36 0.72 0.48 0.40 53.76 0.62 0.58
65 536 Knoten pro Prozessor
1 58.76 2.73 16.37 81.26 1.00 1.00 1.00 1.00 57.35 1.00 1.00
4 80.64 3.10 18.63 109.54 0.73 0.88 0.88 0.74 68.84 0.83 0.84
16 126.03 3.46 27.71 161.36 0.47 0.79 0.59 0.50 84.24 0.68 0.66
64 151.09 3.48 31.31 191.19 0.39 0.78 0.52 0.42 91.73 0.63 0.60
16 384 Knoten pro Prozessor
1 11.34 0.59 3.55 18.42 1.00 1.00 1.00 1.00 10.77 1.00 1.00
4 20.45 0.85 5.11 31.39 0.55 0.70 0.70 0.59 16.98 0.63 0.65
16 37.10 0.97 6.78 48.73 0.31 0.61 0.52 0.38 23.10 0.47 0.48
64 48.68 1.38 9.65 64.81 0.23 0.43 0.37 0.28 26.79 0.40 0.39
Tabelle 6.55: Kreisstr

omung, PEC = 1, Boxaufteilung; Scaleup f




























131 072 Knoten pro Prozessor
2 149.56 6.55 39.28 199.40 1.00 1.00 1.00 1.00 134.11 1.00 1.00
8 237.04 7.19 43.12 288.34 0.63 0.91 0.91 0.69 165.33 0.81 0.83
32 323.91 7.74 46.46 376.08 0.46 0.85 0.85 0.53 201.46 0.67 0.70
128 475.76 8.54 51.23 532.46 0.31 0.77 0.77 0.37 265.45 0.51 0.55
32 768 Knoten pro Prozessor
2 31.77 1.66 9.95 55.79 1.00 1.00 1.00 1.00 27.45 1.00 1.00
8 63.44 2.04 12.24 84.23 0.50 0.81 0.81 0.66 42.87 0.64 0.68
32 99.81 2.34 14.06 121.45 0.32 0.71 0.71 0.46 59.67 0.46 0.51
128 167.73 2.81 16.88 191.56 0.19 0.59 0.59 0.29 92.84 0.30 0.34
65 536 Knoten pro Prozessor
1 51.47 3.01 15.04 82.52 1.00 1.00 1.00 1.00 49.87 1.00 1.00
4 89.18 3.44 20.61 119.17 0.58 0.88 0.73 0.69 71.19 0.70 0.71
16 163.20 4.30 25.80 195.47 0.32 0.70 0.58 0.42 104.89 0.48 0.50
64 197.35 4.20 25.21 227.87 0.26 0.72 0.60 0.36 117.49 0.42 0.45
16 384 Knoten pro Prozessor
1 8.31 0.62 3.08 14.99 1.00 1.00 1.00 1.00 7.78 1.00 1.00
4 19.78 0.94 5.63 36.22 0.42 0.66 0.55 0.41 15.08 0.52 0.52
16 42.54 1.40 8.41 60.47 0.20 0.44 0.37 0.25 26.23 0.30 0.31
64 65.98 1.40 8.37 81.20 0.13 0.44 0.37 0.18 37.70 0.21 0.24
Tabelle 6.56: Kreisstr

omung, PEC = 10
6
, Boxaufteilung; Scaleup f

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omung; Boxaufteilung; volle bzw. halbe Last; Abh

angigkeit
der Laufzeiten von der Pecletzahl und der Prozessorzahl










uber das Zeitverhalten. Gerade f

ur groe
Prozessorzahlen sieht man eine deutliche Zeitzunahme f

ur wachsende Pecletzahlen,
die aber durch etwas besser werdende Konvergenzraten teilweise kompensiert werden
k

onnen. Ansonsten sind die Werte sehr gut.
Bei der horizontalen Str

omung konnte schon durch eine speziell an die Gleichung
angepate Gebietsaufteilung | damals die horizontale Streifenaufteilung | keine
Verbesserung der Konvergenzg

ute erzielt werden (vergleiche die Ergebnisse des vo-
rigen Abschnitts). Daher soll hier der gleiche Versuch nicht nochmals unternommen
werden. Die hier denkbare Spezialaufteilung w

aren konzentrische Gebietsringe. Ein
solcher Ansatz w

are auch nicht f





Nach den Erfahrungen bei der horizontalen Str

omung ist hier von anderen F

arbungs-
methoden ebenfalls keine Verbesserung der sehr guten Ergebnisse zu erwarten. Die
F

arbungsmethoden cm2 und cm3 unterscheiden sich kaum in der Anzahl der ben

otig-
ten Farben (siehe Abbildung 6.48). Erfreulich ist, da auch f






































blem nur relativ wenige Farben ben






angig von der F

arbungsmethode ist. In Abbildung 6.50










andert. Die Experimente best

atigen die Erwartung: cm2 und cm3 sind gleich
gut, cm1 bringt keine numerischen Vorteile und wegen der wesentlich schlechteren
parallelen Skalierbarkeit sollte diese Methode nicht verwendet werden.
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6.6 Konvektions{Diusions{Gleichung
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oglichst groe Klasse von Anwendungsproble-
men ezient und robust ist. Zu Beginn der Arbeit waren einige serielle Verfahren zur
robusten L

osung der anisotropen Poissongleichung und der Konvektions{Diusions{
Gleichung bekannt. Aber die meisten lassen sich prinzipiell nicht oder nur sehr in-
ezient parallelisieren. Um dem Bedarf nach parallelen und robusten L

osungsver-
fahren gerecht zu werden, wurde das FAMG ausgew

ahlt, weil dessen Parallelisierung
aussichtsreich erschien (Abschnitt 3.1). Das Ziel, eine eziente Parallelisierung zu
entwickeln, die die Robustheit f

ur die beiden angegebenen Klassen von Dierential-
gleichungen erh

alt, konnte in dieser Arbeit vollst

andig erreicht werden.
Nachdem die wichtigsten Grundlagen zusammengestellt waren, konnte das parallele
FAMG schrittweise entwickelt werden. Zun

achst mute die parallele lineare Algebra
erweitert werden (Abschnitte 4.1 und 5.3.2). Uns ist damit gelungen, alle auftre-
tenden Matrixtypen einheitlich darzustellen und zu bearbeiten. Erstmals liegen nun
auch Beweise f

ur die Korrektheit der Operationen vor. Der

Uberlapp als ein zentra-







uhrt (Abschnitt 5.3). F

ur die Erstellung zus

atzlicher und das Entfernen nicht mehr
ben

otigter Knotenkopien wurden verteilt arbeitende Algorithmen entwickelt; das ge-
lang nur durch Korrektheitsbeweise.
Neben der Konzeption des parallelen Gesamtablaufs war die Parallelisierung des Mar-
kierungsalgorithmus die wesentliche parallele Zusatzkomponente, die es zu entwickeln
galt (Abschnitt 5.5). Dazu wurde eine Matrix von Varianten systematisch entworfen
und diskutiert. Damit gelang es, einen allgemeinen Rahmen f

ur die Parallelisierung
von algebraischen Mehrgitterverfahren nach der Selektionsmethode zu entwerfen und
zu realisieren. Das Kernst

uck des seriellen FAMG Verfahrens | die Bestimmung der





Als eine Teilaufgabe wurde ein Graphf

arbungsproblem extrahiert (Abschnitt 5.6). Die
Konstruktion des F











adikate sicherten wir durch Beweise ab. Der eigentliche F

arbungsalgorithmus konn-
te unter Zuhilfenahme anderer Arbeiten vollkommen verteilt arbeitend formuliert
werden. Die erweiterte parallele lineare Algebra erm

oglichte die Beschreibung der par-
allelen Darstellungsform der Gittertransfermatrizen und die Ableitung der korrekten
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Algorithmen zu ihrer Anwendung (Abschnitt 5.7), wobei charakteristische Unter-
schiede zwischen der in UG bestehenden elementbasierten und der hier ben

otigten
knotenbasierten Datenaufteilung sichtbar wurden. Schlielich mute bei der paral-
lelen Galerkin{Assemblierung sichergestellt werden, da jede Matrixeintragskompo-
nente genau einmal im Ergebnis erscheint (Abschnitt 5.8).
Damit gelang es, den gegebenen seriellen FAMG Algorithmus so zu parallelisieren,
da m

oglichst wenig Abstriche von seiner numerischen G

ute hingenommen werden
muten. Da sich dieser Aufwand gelohnt hat, zeigten die durchgef

uhrten und nach-
folgend zusammengefaten numerischen Experimente.
Als Modellprobleme wurden in Kapitel 6 die anisotrope Poissongleichung auf einem
strukturierten Ausgangsgitter, der Laplace Operator auf einem unstrukturierten Git-
ter auf dem Gebiet des Wolfgangsees und die Konvektions{Diusions{Gleichung auf





omung getestet. Alle Beispiele zeigten robustes Verhalten und sehr
gute parallele Skalierbarkeit. Als entscheidende Einufaktoren wurden die Interface-
l

ange und die Dichte des Prozessor{Nachbarschaftsgraphen erkannt. Deshalb sollte
man eine Gebietsaufteilung mit geringer Interfacel

ange und eine Graphf

arbungsme-
thode, die wenige Farben erzeugt, verwenden. Da die Parallelisierung strikt auf der
algebraischen Ebene angesiedelt ist, k

onnen Dierentialgleichungen auch in 3 Raum-
dimensionen parallel gel

















sich durch die Parallelisierung leider nochmals.
Die auf Praxiserfahrungen beruhende Arbeitshypothese, da durch eine Streifenauf-
teilung des Rechengebiets und/oder eine strukturiertere Abarbeitung der Prozes-
sorr






atigt. Man braucht also keine problemangepaten Speziall

osungen in Be-




uber hinaus fraglich w

are.
Sollten in der Praxis Konvergenzprobleme auftreten, ist der Einsatz von Krylovraum-




Die Robustheit und parallele Skalierbarkeit dieses neuen Verfahrens ist an Hand der
angef

uhrten Modellprobleme erwiesen und es ist daher sinnvoll, die Anwendbarkeit
des Verfahrens auf weitere Gleichungsklassen auszudehnen.
Die






ussen nur noch einzelne Stellen im Programm-
code angepat werden, weil das serielle Verfahren schon f

ur Dierentialgleichungssy-
steme erweitert und implementiert worden ist [Wag00a]. Der Einu verschiedener
Markierungsstrategien in Abh

angigkeit von der Dierentialgleichung sollte systema-
tisch untersucht werden. Dringend erforderlich w

are ein Ausweiten der Funktionalit

at
des Moduls DDD, wie es in Abschnitt 6.4.1 dargestellt wurde. Dazu sind aber erheb-









achte eine Zwischenagglomeration w

ahrend des Gitteraufbaus
eine Beschleunigung: Wenn auf gr

oberen Leveln die Auslastung der Prozessoren zu
stark sinkt, sollten die Knoten einiger benachbarter Prozessoren jeweils auf einem
Prozessor zusammengefat werden. Dadurch entfallen die ehemals zwischen ihnen
existierenden Prozessorinterfaces, der Speicher{ und Kommunikationsaufwand nimmt
ab, daf

ur reduziert sich aber auch der Parallelisierungsgrad. Es sind Heuristiken zu
entwickeln, die den widerstrebenden Anforderungen gerecht werden. Elementbasier-
te Lastumverteilungsverfahren f

ur parallele Mehrgitteralgorithmen sind in [Bas96b]
und [Lan00] entwickelt worden und k

onnen auf den knotenweisen Verteilungsansatz

ubertragen werden. Dazu m

ussen Ghostknoten in die hier weiterentwickelte parallele
lineare Algebra entsprechend [Wie00a] eingef

uhrt werden.
Eine weitere Beschleunigung k

onnte eventuell durch ein vorsichtiges Weglassen von
Kommunikation erzielt werden. Dadurch weicht der Ablauf weiter vom urspr

unglich
seriellen ab. Jeder solche Schritt ist aber heuristisch und mu durch umfangreiche









age zu fordern, weil kleine Eintr

age bei







u99a] werden Techniken beschrieben, sehr
kleine Eintr

age in Gittertransfermatrizen zu streichen, um so weniger dichte Grob-
gittermatrizen zu erhalten. Eigene Versuche haben f

ur unser Verfahren keinen groen
Erfolg gezeigt, k

onnten aber noch ausf

uhrlicher untersucht werden. F

ur Selektions-
verfahren wurden noch weitere Verbesserungsmanahmen entwickelt [St

u99a]. Ihre





ur die Anwendung auf nichtlineare und/oder zeitabh

angige partielle Dierential-
gleichungen sind sehr viele, aber

ahnliche lineare Gleichungssysteme zu l

osen. Da







ur Newtonverfahren wegen des aufwendigen Aufbaus der Jacobimatrix
entwickelt worden sind [Sto89]. Dabei kann die Jacobimatrix (bei uns die Gitterhier-
archie) einige Schritte lang unver

andert verwendet werden, ehe Indikatoren anzeigen,
da ein Neuaufbau ezienter w

are.
Es sind zwei Stufen von Verbesserungen denkbar. Zum einen kann man die Gitter-
hierarchie und {struktur unver

andert lassen, aber die Steigkeitsmatrixeintr

age aller
Level durch Galerkin{Assemblierung in jedem Schritt neu berechnen. Etwas aufwen-
diger ist das Vorgehen, in jedem Schritt auch die Eintr

age der Gittertransfermatrizen
neu zu berechnen. Es m

ussen aber nicht mehr alle m

oglichen Nachbarknotenpaare
neu bewertet werden, sondern es gen

ugt, die Minimierungsaufgabe (3.13) f

ur das eine
bereits existierende Elternpaar erneut zu l

osen. In allen F

allen bleibt die zeitaufwen-
dige Struktur

anderung des verteilten Matrixgraphen erspart.
Zusammenfassend betrachtet erscheint die Erweiterung des hier entwickelten paralle-
len FAMG auf gr

oere Anwendungsklassen machbar. Damit steht ein ezientes und
robustes paralleles L

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