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Summary
In this thesis, we considered pricing two interesting nancial products: guaranteed mini-
mum withdrawal benet (GMWB) and non-maturity liabilities (or deposit).
In the rst chapter we develop a singular stochastic control model for pricing variable
annuities with the guaranteed minimum withdrawal benet. This benet promises to re-
turn the entire initial investment, with withdrawals spread over the term of the contract,
irrespective of the market performance of the underlying asset portfolio. A contractu-
al withdrawal rate is set and no penalty is imposed when the policyholder chooses to
withdraw at or below this rate. Subject to a penalty fee, the policyholder is allowed to
withdraw at a rate higher than the contractual withdrawal rate or surrender the policy
instantaneously. We explore the optimal withdrawal strategy adopted by the rational
policyholder that maximizes the expected discounted value of the cash ows generated
from holding this variable annuity policy. An ecient nite dierence algorithm using
the penalty approximation approach is proposed for solving the singular stochastic con-
trol model. Optimal withdrawal policies of the holders of the variable annuities with
the guaranteed minimum withdrawal benet are explored. We also construct discrete
pricing formulation that models withdrawals on discrete dates. Our numerical tests show
that the solution values from the discrete model converge to those of the continuous model.
v
Summary vi
In the second chapter we develop HJM model for non-maturing deposit valuation. We
start from general HJM framework and derive some useful lemmas for HJM model. Later
we introduce two special two-factor gaussian HJM model: LGM2++ model and HJM2++
model. Exact simulation scheme in both risk-neutral and forward measure is developed
for pricing purpose. Numerical results for caps/oors and swaptions show that our exact
simulation is quite close to analytical price. Then we introduce two deposit volume and
deposit rate model for non-maturity deposits. We develop exact simulation scheme using
LGM2++ as market rate model. Numerical results for price and Greeks of non-maturing
deposit are compared in both risk-neutral and forward measure.
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Financial product pricing is a one of the most important and challenging topics in nancial
industry. In this thesis we study two quite important nancial products: guaranteed
minimum withdrawal benet (GMWB) and non-maturing deposit.
GMWB is an insurance rider on variable annuity policies. It allows the policy holder
to withdrawal a xed percentage of the total annuity premium regardless of the invest-
ment performance. However the insurance company charges annual insurance fee on such
benet. In chapter 2, we shall formulate the pricing problem of GMWB and study its
optimal withdrawal strategy.
Non-maturing deposit (e.g. checking and savings deposit) has no stated termination
date. The bank customer has the right to withdrawal or deposit any amount of cash at
any time. Banks (especially commercial banks) count on core deposits as a stable source
of funds for their lending base. However valuing non-maturity deposit is not a simple task
without market comparison benchmark. In chapter 3, we try to introduce HJM model to
estimate its value and interest rate sensitivity.
2
Chapter2
Guaranteed Minimum Withdrawal Benet
in Variable Annuities
2.1 Introduction
A variable annuities policy is a nancial contract between a policyholder and an insurance
company which promises a stream of annuities cash ows. At the initiation of the contract,
the policyholder pays a single lump sum premium to the issuer. The trusted fund is
then invested in a well diversied reference portfolio of a specic class of assets. Under
the policy, the insurer promises to make variable periodic payments to the policyholder
on preset future dates. The variable payments would depend on the performance of
the reference portfolio, thus the policyholders are provided with the equity participation.
Variable annuities are attractive to investors not only because of the tax-deferred feature.
In addition, they also oer dierent types of benets, such as guaranteed minimum death
benet, guaranteed minimum accumulation benet, guaranteed minimum income benet.
In recent years, variable annuities with the guaranteed minimum withdrawal benets
3
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(GMWBs) have attracted signicant attention and sales. These benets allow the poli-
cyholders to withdraw funds on an annual or semi-annual basis. There is a contractual
withdrawal rate such that the policyholder is allowed to withdraw at or below this rate
without a penalty. The GMWB promises to return the entire initial investment, thus the
guarantee can be viewed as an insurance option. More precisely, even when the personal
account (investment net of withdrawal and proportional insurance fees) of the policy-
holder falls to zero prior to the policy maturity date, the insurer continues to provide
the guaranteed withdrawal amount until the entire original premium is paid out. If the
account stays positive at maturity, the whole remaining balance in the account is paid
to the policyholder at maturity. Therefore, the total sum of cash ows received by the
policyholder is guaranteed to be the same or above the original premium deposit (not
accounting for the time value of the cash ows). Under the dynamic setting of the policy,
the policyholder is allowed to withdraw at a rate higher or lower than the contractual rate
or in a nite amount or even surrender instantaneously, according to his best economic
advantage. The annuity contract may include the following clause that serves to discour-
age excessive withdrawal. When the policyholder withdraws at a higher rate than the
contractual withdrawal rate, the guarantee level is reset to the minimum of the prevailing
guarantee level and the account value. For example, suppose the policyholder decides to
withdraw $10, which is higher than the contractual withdrawal amount $7. Suppose the
current guarantee level is $80 while the personal account is $60, then the guarantee level
drops to min($80; $60)   $10 = $50 after the withdrawal of $10. In addition, there is a
percentage penalty charge applied on the excessive portion of the withdrawal amount.
There has been much research devoted to the pricing and hedging of variable annuities
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and insurance policies with various forms of embedded options. For hedging strategies,
Coleman et al . (2006) suggest risk minimization hedging for variable annuities under
both equity and interest rate risks. Milevsky and Posner (2001) use risk neutral option
pricing theory to value the guaranteed minimum death benet in variable annuities. Chu
and Kwok (2004) and Siu (2005) analyze the withdrawal and surrender options in various
equity-linked insurance products. Milevsky and Salisbury (2006) develop the pricing model
of variable annuities with GMWB under both static and dynamic withdrawal policies.
Under the static withdrawal policies, the policyholders are assumed to behave passively
with withdrawal rate kept xed at the contractual rate and to hold the annuity to maturity.
In their dynamic model, policyholders are assumed to follow an optimal withdrawal policy
seeking to maximize the annuity value by lapsing the product at an optimal time. Since
the withdrawal is allowed to be at a nite rate or in discrete amount (innite withdrawal
rate), the pricing model leads to a singular stochastic control problem with the withdrawal
rate as the control variable.
In this chapter, we would like to study the nature of GMWB in variable annuities
beyond the results reported by Milevsky and Salisbury (2006). We provide a rigorous
derivation of the singular stochastic control model for pricing variable annuities with
GMWB using the Hamilton-Jacobi-Bellman equation. Both cases of continuous and dis-
crete withdrawal of funds are considered. The valuation of the variable annuities product
is performed under the risk neutral framework, assuming the underlying equity portfolio
is tradeable or the holder is a risk neutral investor. Our pricing models do not include
mortality factor since mortality risk is not quite crucial in guaranteed minimum with-
drawal benet riders. Also, we have assumed deterministic interest rate structure since
2.1 Introduction 6
interest rate plays its inuence mainly on discount factors in pricing the guaranteed min-
imum withdrawal benet. This is dierent from equity uctuation, where it has much
more profound impact on the optimal withdrawal policy. We assume the policyholder to
be fully rational in the sense that he chooses the optimal dynamic withdrawal strategy so
as to maximize the expected discounted value of the cash ows generated from holding
the annuity policy. In our pricing formulation, we manage to obtain a set of parabolic
variational inequalities that govern the fair value of the variable annuity policy with the
GMWB. The constraint inequalities are seen to involve the gradient of the value function.
By extending the penalty method in the solution of optimal stopping problems as pro-
posed by Forsyth and Vetzal (2002) and Dai et al . (2007), we propose an ecient nite
dierence scheme following the penalty approximation approach to solve for the fair value
of the annuities. The numerical procedure of using the penalty approximation approach
represents a nice contribution to the family of numerical methods for solving singular s-
tochastic control problems (Kumar and Muthuraman, 2004; Forsyth and Labahn, 2006).
In addition, we design the nite dierence scheme that allows for discrete jumps across
discrete withdrawal dates for solving the discrete time withdrawal model.
The chapter is organized as follows. In the next section, we consider a static GMWB
pricing model assuming the passive policy holder withdrawals a xed rate G throughout
the term of contract. In section 2 we derive the singular stochastic control model that
incorporates the GMWB into the variable annuities pricing model. We start with the
formulation that assumes continuous withdrawal, then generalize the model to allow for a
discrete withdrawal on specied dates. We outline the numerical approach using the nite
dierence scheme with penalty approximation for solving the set of variational inequalities
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of the pricing formulation. Numerical tests were performed that serve to illustrate the
robustness of the proposed numerical schemes for both the continuous and discrete models.
In Section 4, we analyze the optimal withdrawal behaviors of the policyholders. We also
examine the impact of various parameters in the singular stochastic control pricing model
on the fair insurance fee to be charged by the insurer for provision of the guarantee. A
summary and concluding remarks are presented in the last section.
2.2 Model formulation
2.2.1 A Static Model of GMWB
The static model poses a sub-optimal withdrawal strategy which may signicantly reduce
the value of GMWB. Int this subsection we shall formulate static continuous and discrete
time pricing model for GMWB.
Static Continuous Withdrawal Model
Let St denote the value of the reference portfolio of assets underlying the variable annuity
policy, before the deduction of any proportional fees. Taking the usual assumption on
the price dynamics of equity in option pricing theory, the evolution of St under the risk
neutral measure is assumed to follow
dSt = rSt dt+ St dBt; (2.2.1)
where Bt represents the standard Brownian motion,  is the volatility and r is the riskfree
interest rate. Let Ft be the natural ltration generated by the Brownian process Bt and
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 be the proportional annual insurance fee paid by the policyholder.
Let Wt denote the value of the personal variable annuity account. After deducting the
proportional insurance fees  and withdrawal rate G, the dynamics of Wt follows
dWt = [(r   )Wt  G] dt+ WtdBt if Wt > 0 (2.2.2)
OnceWt hits the value 0, it stays at this value thereafter. Let w0 be the initial account
value of the policy, which is the same as the premium paid up front. When the personal
account value stays positive at maturity T , the remaining balance is paid back to the
policyholder at T .
Assume that w0 = 100 dollars. The typical GMWB guarantees the policyholder to
withdraw g = 7% of either the investment account or the outstanding guaranteed with-
drawal benet annually. The maturity of GMWB is usually T = 1=g. In this section, we
assume that the policyholder can withdraw G = w0g dollars continuously per annum.





















if Wt > 0
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By observing the above expression, it can be seen that if Wt < 0 ever reaches 0, Wt will












where x+ = max(x; 0).
Let P (w; t) = Prob (WT  0gjWt = w) = EP [1fWT  0gjWt = w] be the probability of
ruin at time t by time T . Then P (w; t) satises Kolmogonov forward equation
8>>>>>><>>>>>>:
@P
@t + [(r   )w  G] @P@w + 122w2 @
2P
@w2
= 0; w > 0; t 2 [0; T )
P (w; T ) = 0; w > 0
P (0; t) = 1; P (w; t)! 0 as w !1
Both Monte Carlo method and nite dierence (FD) method are implemented to compute
P (w; t). For Monte Carlo method, we take M = 10; 000 paths with the same antithetic
paths and time steps Nt = 100. For FD method, we take Nw = 10; 000 and Nt = 1000.
Table (2.2.1) shows the computational results.
Let V (w; t) denote the fair price of GMWB at time t. Remember that the policyholder is
entitled to receive the remaining investment account WT and periodic income ow. The
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The no-arbitrage price of GMWB satises










where Q denotes the risk-neutral measure under which the real-world drift mu must be




1  erT  = w0. Milevsky and Salisbury evaluates V1(w; t) as a Quanto Asian Put(QAP).
We argue that this decomposition is not necessary from the computational point of view.
By Feynman-Kac theorem, V1(w; t) solves
8>>>>>><>>>>>>:
@V1
@t + [(r   )w  G] @V1@w + 122w2 @
2V1
@w2
  rV1 = 0; w > 0; t 2 [0; T )
V1(w; T ) = w; w > 0
V1(0; t) = 0; V1(w; t)! we (T t) as w !1
The computational results of fair insurance fee  are shown in Table (2.2.2).
Static Discrete Withdrawal Model
Suppose the withdrawal is only allowed at time ti; i = 1;    ; N and the corresponding
withdrawal amount is G(ti); i = 1;    ; N . Assume the last withdrawal date coincides






At time t 6= ti; i = 1;    ; N , the investment account in the risk-neutral world follows
dWt = (r   )Wtdt+ WtdBt if Wt > 0
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Table 2.2.1: GMWB Probability of Ruin within 14.28 years (40 b.p. insurance fee)
 r Monte Carlo Method(S.D.) Finite Dierence Method
10% 4% 16.34%(0.18%) 16.41%
10% 6% 5.12%(0.21%) 5.21%
10% 8% 1.16%(0.09%) 1.16%
10% 10% 0.18%(0.02%) 0.18%
10% 12% 0.02%(0.01%) 0.02%
15% 4% 31.21%(0.31%) 31.25%
15% 6% 17.75%(0.26%) 17.86%
15% 8% 8.81%(0.17%) 8.84%
15% 10% 3.75%(0.13%) 3.77%
15% 12% 1.35%(0.07%) 1.38%
18% 4% 38.10%(0.18%) 38.22%
18% 6% 25.43%(0.26%) 25.46%
18% 8% 15.34%(0.18%) 15.42%
18% 10% 8.37%(0.19%) 8.46%
18% 12% 4.13%(0.13%) 4.19%
25% 4% 50.81%(0.10%) 50.77%
25% 6% 40.43%(0.19%) 40.49%
25% 8% 30.72%(0.21%) 30.88%
25% 10% 22.49%(0.26%) 22.47%
25% 12% 15.51%(0.21%) 15.57%
Table 2.2.2: The impact of the GMWB rate and the volatility of the investment account
on the fair insurance fee  where r = 5%
Guarantee rate, g(%) Maturity (years),T = 1=g  = 0:2  = 0:3
4 25.00 18b.p. 51b.p.
5 20.00 29b.p. 77b.p.
6 16.67 41b.p. 104b.p.
7 14.29 54b.p. 132b.p.
8 12.50 68b.p. 162b.p.
9 11.11 82b.p. 192b.p.
10 10.00 97b.p. 222b.p.
15 6.67 175b.p. 376b.p.
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At time t = ti; i = 1;    ; N , the investment account Wt jumps to (Wt G)+. Let V1(w; t)
be the fair value at time t of the remaining value of investment account at time T . Similar






where V1(w; t) satises the following PDE
8>>>>>>>>>><>>>>>>>>>>:
@V1
@t + (r   )w @V1@w + 122w2 @
2V1
@w2




(w  G(t))+; t+ if t = ti; i = 1;    ; N w > 0
V1(w; T ) = (w  G(T ))+; w > 0
V1(0; t) = 0; V1(w; t)! we (T t) as w !1
2.2.2 A Dynamic Model of GMWB
The major dierence between static and dynamic model is that the dynamic model allows
the policyholder to choose optimal withdrawal rate or amount, but the static model only
allows the policyholder to choose a xed withdrawal rate or amount. The dynamic model
of the GMWB is more complicated than the standard American option problems. The
reason is that American options do not exit when it is exercised at some time t while the
policyholder of GMWB has to optimally choose the withdrawal rate or amount at each
withdrawal date.
Mathematically, it is more convenient to construct the pricing model of the annuity
policy that assumes continuous withdrawal. In actual practice, withdrawal of discrete
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amount occurs at discrete time instants during the life of the policy. In this subsection,
we start with the construction of the dynamic continuous model by assuming continuous
withdrawal. The more realistic scenario of discrete withdrawal will be considered after-
wards. In our singular stochastic control model for pricing the GMWB, the discretionary
withdrawal rate is the control variable. Some of the techniques used in the derivation of
our pricing model are similar to those used in the singular stochastic control model pro-
posed by Davis and Norman (1990) in the analysis of portfolio selection with transaction
costs.
Dynamic Continuous Withdrawal Model
The most important feature of the GMWB is the guarantee on the return of premium via
withdrawal, where the accumulated sum of all withdrawals throughout the policy's life is
the premium w0 paid up front (not accounting for the time value of the cash ows).
We let At denote the account balance of the guarantee, where At is right-continuous
with left limit, non-negative and non-increasing fFtgt0-adaptive process. At initiation,
A0 equals w0; and the withdrawal guarantee becomes insignicant when At hits 0. As
withdrawal continues, At decreases over the life of the policy until it hits the zero value.
By the maturity date T , At must become zero. To derive the continuous time pricing
model, we rst consider a restricted class of withdrawal policies in which At is constrained
to be absolutely continuous with bounded derivatives, that is
At = A0  
Z t
0
s ds; 0  s  : (2.2.3)
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Penalty charges are incurred when the withdrawal rate  exceeds the contractual with-
drawal rate G. Supposing a proportional penalty charge k is applied on the portion of 
above G, then the net amount received by the policyholder is G + (1   k)(   G) when
 > G. Let g denote the percentage withdrawal rate, say, g = 7% means 7% of premium
is withdrawn per annum. We then have G = gw0.
LetWt denote the value of the personal variable annuity account, then its dynamics follows
dWt = (r   )Wt dt+ Wt dBt + dAt; for Wt > 0: (2.2.4)
Once Wt hits the value 0, it stays at this value thereafter. Let w0 be the initial account
value of the policy, which is the same as the premium paid up front. When the personal
account value stays positive at maturity T , the remaining balance is paid back to the
policyholder at T .
Let f() denote the rate of cash ow received by the policyholder as resulted from the
continuous withdrawal process, we then have
f() =
8>><>>:
 if 0    G
G+ (1  k)(  G) if  > G
: (2.2.5)
The policyholder receives the continuous withdrawal cash ow f(u) over the life of the
policy and the remaining balance of the personal account at maturity. Based on the
assumption of rational behavior of the policyholder that he chooses the optimal withdrawal
policy dynamically so as to maximize the present value of cash ows generated from holding
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the variable annuity policy and under the restricted class of withdrawal policies as specied
by Eq. (2.2.3), the no-arbitrage value V of the variable annuity with GMWB is given by










where T is the maturity date of the policy and expectation Et is taken under the risk
neutral measure conditional on Wt =W and At = A. Here,  is the control variable that
is chosen to maximize the expected value of discounted cash ows. Using the standard
procedure of deriving the Hamilton-Jacobi-Bellman (HJB) equation in stochastic control





























 if 0   < G
kG+






 if   G
:
The function h() is piecewise linear, so its maximum value is achieved at either  =
0;  = G or  = . Recall that we place a suciently large upper bound  for , namely,
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For the general case where At is allowed to be discontinuous (instantaneous withdrawal of
nite amount), the no-arbitrage value V of the variable annuity with GMWB is given by













 dAu if   dAu  G dt
kG dt  (1  k)dAu if   dAu > G dt
:
To obtain V (W;A; t) from V (W;A; t), we allow the upper bound  on  to be innite. It
is well known that Eq. (2.2.9) is a penalty approximation to Eq. (2.2.10) (Friedman, 1982).
Taking the limit  ! 1 in Eq. (2.2.9), we obtain the following linear complementarity
formulation of the value function V (W;A; t):






















W > 0; 0 < A < w0; t > 0: (2.2.11)
One can follow a similar argument presented in Zhu (1992) to show that the value
function V (W;A; t) dened in Eq. (2.2.10) is indeed the generalized solution to the HJB
equation (3.3.5) subject to the auxiliary conditions presented below. To complete the
formulation of the pricing model, it is necessary to prescribe the terminal condition at
time T and boundary conditions along the boundaries: W = 0;W ! 1 and A = 0.
Note that it is not necessary to prescribe the boundary condition at A = w0 due to the
hyperbolic nature of the variable A in the governing equation (3.3.5).
 At maturity, the policyholder takes the maximum between the remaining guarantee
withdrawal net of penalty charge and the remaining balance of the personal account.
 When either A = 0 or W ! 1, the withdrawal guarantee becomes insignicant.
The value of the annuity becomes We (T t). The discount factor e (T t) arises
due to discounting at the rate  as a proportional fee at the rate  is paid during
the remaining life of the annuity.
 When W = 0, the equity participation of the policy vanishes. The pricing formu-
lation reduces to a simplier optimal control model with no dependence on W . Let
V0(A; t) be the value function of the annuity when W = 0, which is the solution to
the following linear complementarity formulation [considered as a reduced version of
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0 < A < A0; 0 < t < T;
V0(A; T ) = (1  k)A and V0(0; t) = 0: (2.2.12)
In summary, the auxiliary conditions of the linear complementarity formulation (3.3.5) are
given by
V (W;A; T ) = max(W; (1  k)A)
V (W; 0; t) = e (T t)W; V (0; A; t) = V0(A; t);
V (W;A; t)! e (T t)W as W !1: (2.2.13)





; T   t

;
it can be shown that




The analytic derivation of V0(A; t) and its nancial interpretation are presented in the
Appendix.
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As a remark, Milevsky and Salisbury (2006) have derived a similar dynamic control model
that allows for dynamic withdrawal rate adopted by the policyholder. However, their
formulation is not quite complete since it does not contain time dependency in the value
function. Also, there is no full prescription of the auxiliary conditions associated with
their pricing formulation.
Construction of nite dierence scheme
The numerical solution of the singular stochastic control formulation in Eqs. (2.2.10) and
(2.2.13) poses a dicult computational problem. Instead of solving the singular stochastic
control model directly, we solve for the penalty approximation model (2.2.9) in which the
allowable control is bounded. In our numerical procedure to solve for V (W;A; t), we apply
the standard nite dierence approach to discretize the penalty approximation formula-
tion (2.2.9). Since the governing equation (2.2.9) is a degenerate diusion equation with
only the rst order derivative of A appearing, upwind discretization must be used to deal
with the rst order derivative terms in the dierential equation. This technique serves to
avoid excessive numerical oscillations in the calculations when the penalty parameter 
assumes a large value.




; V (W;A; t) = (W + Pm)v(; A; t)
where Pm is a positive constant.













Vt = (W + Pm)vt =
Pm
1   vt
VA = (W + Pm)vA =
Pm
1   vA
VW = v + (W + Pm)v
Pm
(W + Pm)2
= (1  )v + v
Vww =  v Pm
(W + Pm)2










Vt + LV = Pm






v + (r   ) Pm










v + (r   )(1  )v   [r(1  ) + ] v
)
So v(; A; t) should satisfy the following problem




























where the solution domain is 




v + (r   )(1  )v   [r(1  ) + ] v
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The transformed nal and boundary conditions become







v(0; A; t) =
(1  k)A
Pm
; v(1; A; t) = e (T t)
v(; 0; t) = e (T t)
We will now discretize equation (2.2.15). We rst divide the spatial domain [0; 1] [0; A0]
into small subdomains using lines i = i; Aj = jA where  = 1=M; A = A0=N
and M;N are positive integers. Let vti;j denote v(i; Aj ; t). Consider the following dis-










i+1;j   2vti;j + vti 1;j
2
+ 
vt+1i+1;j   2vt+1i;j + vt+1i 1;j
2
#










  [r(1  i) + i]
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+ (1  )(ci   2ai)
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vti;j + (1  )(ai + bi)vti+1;j




+ (ci   2ai)
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[i   LONG]+ ; ki
	
G+  [(1  k)i   LONG]+ = 0
where LONG stands for
(1  )





















(1  )vti;j 1 + vt+1i;j 1
i
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where A;B;C are matrices of size (M 1)(M 1), V tj ; V t+1j ; f0; f1;  are column vectors
of size (M   1) and
A =   1
t





c1   2a1 a1 + b1




aM 2   bM 2 cM 2   2aM 2 aM 2 + bM 2


























































(1  )vtM;j + vt+1M;j
i
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(1  )V tj 1 + V t+1j 1
i
We can solve the unknowns V tj in (3.3.4) by Newton's method. Consider the following
nonlinear system:




G+  (d2  Bx)+ = 0
The Newton's form for the above nonlinear system is










d > (d1  Bx)+
  diag(d1 > Bx)  ( B) G+   diag(d2 > Bx)  ( B)
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We quit Newton's iteration if
max
1iM 1




x(n+1)i  < tol or n  MaxIter
When we apply the above numerical scheme to obtain the numerical approximation so-
lution to the singular stochastic control model (2.2.10), there are two sources of errors.
One source is the analytic approximation error that arises from the penalty approxima-
tion of the singular stochastic control model. This error can be controlled by choosing
the penalty parameter to be suciently large. The other source of error comes from the
numerical discretization of the penalty approximation model (2.2.9). Since the solution to
Eq. (2.2.9) is expected to have a linear growth at innity, the strong comparison principle
holds in the sense of viscosity solution [Crandal et al . (1992); Barles et al . (1995)]. As
a consequence, by virtue of the result established by Barles and Souganidis (1991), one
can establish the convergence of the fully implicit scheme (corresponding to  = 1) to the
viscosity solution of Eq. (2.2.9) when the penalty parameter  is taken to be suciently
large and the step sizes in the numerical schemes become vanishingly small. Due to the
lack of monotonicity property, the analytic proof of convergence of the Crank-Nicholson
scheme cannot be established in a similar manner. We resort to numerical experiments to
test for convergence of the Crank-Nicholson scheme.
In Table (2.2.3), we list the numerical results obtained from the Crank-Nicholson scheme
using varying number of time steps and spatial steps. The values of the model parameters
used in the calculations are: G = 7;  = 0:2;  = 0:036; k = 0:1; r = 0:05; T = 14:28; w0 =
100 and  = 106. Let Nt; NW and NA denote the number of time steps and number of
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spatial steps in W and A, respectively. The apparent convergence of the numerical solu-
tion is revealed in Table (2.2.3) where the \Iterations" column means the total iteration
is used in non-linear algebraic equations. The Newton type iteration is very fast where
normally 2 or 3 interations are needed for each non-linear equation. We expect to have a
quadratic rate of convergence of the numerical solution using the Crank-Nicholson scheme
such that the numerical error is reduced by a factor of 1=4 when the number of time steps
and number of spatial steps are doubled. Our numerical results show that the actual rate
of convergence is slightly slower than the expected rate. This may be attributed to the
upwind treatment of the rst order derivative terms in the numerical scheme.
We also examine the convergence of the numerical solution to the penalty approximation
model (2.2.9) with varying values of  to the annuity value of the continuous model. The
numerical results shown in Table (2.2.4) were obtained using the Crank-Nicholson scheme
with Nt = 512; NW = 1024; NA = 1024. We choose two dierent values of k and all the
other model parameters are taken to be the same as those used to generate the numerical
results in Table (2.2.3). The apparent convergence of the numerical solution to the penalty
approximation model is revealed when the penalty parameter increases to a suciently
high value.
Dynamic Discrete Withdrawal Model
Consider the real life situation where discrete withdrawal amount is only allowed at time
ti; i = 1; 2;    ; N . Here, t0 denotes the time of initiation and the last withdrawal date
tN is the maturity date T . Let the discrete withdrawal amount at time ti be denoted by
i. Since the account balance of the withdrawal guarantee At remains unchanged within
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Table 2.2.3: Examination of the rate of convergence of the Crank-Nicholson scheme for
solving the penalty approximation model.
Nt NW NA Iterations Value Change Ratio
8 16 16 426 101.3704
16 32 32 1726 98.3901 -2.980E+000
32 64 64 7147 96.2407 -2.149E+000 1.39
64 128 128 31174 94.7202 -1.520E+000 1.41
128 256 256 136688 93.7884 -9.318E-001 1.63
256 512 512 571250 93.5061 -2.823E-001 3.30
512 1024 1024 2387869 93.4194 -8.678E-002 3.25
Table 2.2.4: Test of convergence of the numerical approximation solution to the annuity
value with varying values of the penalty parameter  and penalty charge k.
penalty k = 1% k = 10%
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the interval (ti 1; ti); i = 1; 2;    ; N , the annuity value function V (W;A; t) satises the
following dierential equation which has no dependence on A:
@V
@t
+ LV = 0; t 2 (ti 1; ti); i = 1; 2;    ; N: (2.2.17)
The updating of At only occurs at the withdrawal dates. Upon withdrawing an amount i
at ti, the annuity account drops from Wt to max(Wt   i; 0), while the guarantee balance
drops from At to At   i. The jump condition of V (W;A; t) across ti is given by
V (W;A; t i ) = max
0iA
fV (max(W   i; 0); A  i; t+i ) + bf(i)g: (2.2.18)
Here, bf(i) represents the actual cash amount received by the policyholder subject to a
penalty charge under excessive withdrawal, which can be dened in a similar manner as
that for f() in Eq. (2.2.5). The auxiliary conditions for V (W;A; t) remain the same
as those stated in Eq. (2.2.13), except that the boundary value function V0(A; t) under
discrete withdrawal is governed by
@V0
@t




fV0(A  i; t+) + bf(i)g; t = ti; i = 1; 2;    ; N;
V0(A; T ) = bf(A) and V0(0; t) = 0: (2.2.19)
The above formulation resembles that of the pricing models of discretely monitored path
dependent options. Here, A serves the role as the path dependent variable, which is
updated whenever the calendar time sweeps across a xing date. To solve for V (W;A; t)
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under the discrete withdrawal model, we apply standard nite dierence technique to
discretize Eq. (2.2.17). The guarantee balance A is updated on those time steps that
correspond to xing dates. In our numerical calculations, we assume a nite set of discrete
values that can be taken by i at xing date ti. According to Eq. (2.2.18), we choose i
such that V (max(W   i; 0), A  i; ti) is maximized. This is plausible since we know the
values of V at all discrete points of (W;A) in the computational domain.
Reset provision on the guarantee level
The GMWB annuity may contain the reset provision on the guarantee level that serves
as a disincentive to excessive withdrawals beyond G. After the guarantee balance At and
account Wt are debited by the withdrawal amount i at time ti, the guarantee balance is
reset to min(At;Wt)   i if i > G. While it is not straightforward to incorporate this
reset provision into the continuous withdrawal model, it is relatively easy to modify the
jump condition (2.2.18) to include the provision in the discrete withdrawal model. With
the reset provision, the new jump condition becomes
V (W;A; t i ) = max
0iA
n




min(A  i;max(W   i; 0)) if i > G
A  i if i  G
: (2.2.21)
The auxiliary conditions remain the same as those of the non-reset case, except that the





V0((A  i)1fiGg; t+) + bf(i)o ; (2.2.22)




1 if i  G
0 otherwise
:
At rst we want to check the convergence of our numerical solution. The convergence test
is shown in the table (2.2.5). The order of convergence is roughly around 2.
Table 2.2.5: Examination of the rate of convergence of the Crank-Nicholson scheme for
solving the penalty approximation model with quarterly withdrawal frequency.
No Reset Provision Reset Provision
Nt NW NA Value Change Ratio Value Change Ratio
8 16 16 95.3606 95.2210
16 32 32 93.6244 -1.736E+000 93.5762 -1.645E+000
32 64 64 93.2142 -4.102E-001 4.23 93.1910 -3.851E-001 4.27
64 128 128 93.1108 -1.034E-001 3.97 93.0881 -1.030E-001 3.74
128 256 256 93.0815 -2.934E-002 3.52 93.0604 -2.771E-002 3.72
256 512 512 93.0773 -4.177E-003 7.02 93.0558 -4.597E-003 6.03
We would like to check for consistency between the continuous and discrete withdrawal
models. We compute the fair value of the GMWB annuity without the reset provision
on the guarantee level under varying values of withdrawal frequency per year. In Ta-
ble (2.2.6), we tabulate the numerical results of annuity values obtained from numerical
calculations using the nite dierence schemes, where discrete withdrawals can be done
monthly (frequency = 12), bimonthly (frequency = 6), etc. The model parameters used
in our calculations are the same as those used in Tables 2.2.3 and 2.2.4. Consistent with
obvious nancial intuition, the tabulated results reveal that the annuity value increases
with higher frequency of withdrawal per year. Also, the annuity value obtained from the
continuous withdrawal model using the penalty approximation is seen to be very close
to that obtained from the discrete withdrawal model with monthly withdrawal (compar-
ing 93:4194 with 93:346 and 101.045 with 100.965). The apparent agreement of annuity
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values serves to verify the consistency between the continuous and discrete models. The
dierences in annuity values with and without the reset provision are seen to be small (see
Table (2.2.6)).
Table 2.2.6: The dependence of the fair value of the GMWB annuity on the withdrawal
frequency per year. The annuity value obtained using the continuous withdrawal model
(frequency becomes 1) is close to that corresponding to monthly withdrawal (frequency
equal 12). The dierences in annuity values with and without the reset provision are seen
to be small.
k = 0:01 k = 0:10
Frequency No Reset Provision Reset Provision No Reset Provision Reset Provision
1 99.2516 99.2516 92.1718 92.1682
2 100.4555 100.4555 92.8000 92.7848
3 100.6568 100.6568 92.9800 92.9551
4 100.7533 100.7533 93.1108 93.0881
5 100.8092 100.8092 93.1628 93.1329
6 100.8501 100.8501 93.1864 93.1593
7 100.8821 100.8821 93.2596 93.2336
8 100.9058 100.9058 93.3010 93.2758
9 100.9238 100.9238 93.3227 93.2874
10 100.9392 100.9392 93.3355 93.2880
11 100.9532 100.9532 93.3411 93.3054
12 100.9649 100.9649 93.3457 93.2993
2.3 Pricing behaviors and optimal withdrawal policies
Insurance companies charge proportional insurance fee (denoted by  in our pricing mod-
el) to compensate for the provision of the GMWB rider. There have been concerns in the
insurance industry that the fee rate has been charged too low due to sales competition.
Milevsky and Salisbury (2006) warn that current pricing of products sold in the market
is not sustainable. They claim that the GMWB fees will eventually have to increase or
product design will have to change.
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In Table (2.3.1), we present the numerical results that show how various model parameters,
like GMWB rate g, penalty charge k and equity volatility  of the account aect the
required insurance fee. We used the continuous model in our calculations.
Table 2.3.1: Impact of the GMWB contractual rate g, penalty charge k and equity volatil-
ity  of the account on the required insurance fee  (in basis points) with r = 5%.
k = 5% k = 10%
contractual rate, g maturity, T = 1=g  = 20%  = 30%  = 20%  = 30%
4% 25:00 103 bp 213 bp 56 bp 133 bp
5% 20:00 125 bp 260 bp 69 bp 162 bp
6% 16:67 145 bp 305 bp 83 bp 192 bp
7% 14:29 165 bp 348 bp 97 bp 221 bp
8% 12:50 185 bp 390 bp 111 bp 251 bp
9% 11:11 202 bp 429 bp 124 bp 277 bp
10% 10:00 219 bp 466 bp 137 bp 304 bp
15% 6:67 296 bp 639 bp 198 bp 434 bp
The insurance fee  is determined so that the upfront amount invested in the annuity
w0 is set equal to the present value of the future cash ows generated from the annuity
contract. We observe that  is an increasing function of the equity volatility  and the
GMWB contractual withdrawal rate g, but a decreasing function of the penalty charge k.
Comparing to similar results based on the static withdrawal model as reported in Milevsky
and Salisbury (2006), the issuer should charge a substantially higher insurance fee when
the policyholder has the exibility of dynamic withdrawal. For example, the GMWB
annuity under the static withdrawal policy which guarantees a 7% withdrawal rate and
equity volatility of 20% would demand a fair insurance fee of 73 basis points. However,
the fair insurance fee increases to 165 basis points under the dynamic withdrawal policy
even a relatively high penalty charge of 5% is imposed.
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Also, we would like to examine the optimal dynamic withdrawal policies adopted by the
policyholder. Since h() apparently achieves its maximum value at either  = 0; G or
innite value1, the policyholder chooses either to withdraw a nite amount (innite rate
of withdrawal), at the contractual rate G or not to withdraw at all. Here, we postulate that
the case  = 0 should be ruled out. That is, it is always non-optimal not to withdraw. To
understand this phenomenon using nancial intuition, we note that the non-withdrawal
amount is subject to a proportional insurance fee . Under the risk neutral valuation
framework, the drift rate of Wt is r , which is always less than r for  > 0. As a result,
withdrawal is more preferable since the withdrawal amount will have a higher return at the
rate r as priced under the risk neutral valuation. A mathematical argument is presented
as follows. Obviously, we have
V (W + ;A+ ; t)  V (W;A; t) +  (2.3.1)








V (W + ;A+ ; t)  V (W;A; t)

 1: (2.3.2)

























further conrming that withdrawal always occurs under optimal dynamic withdrawal s-
trategy.
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Theoretically the optimal withdrawal strategy in (W;A); 0 W  w0; 0  A  w0 at time
t can be divided into three regions:
8>>>>>><>>>>>>:
 = 0 region if @V@W +
@V
@A  1
 = G region if 1  k  @V@W + @V@A < 1
 =1 region if @V@W + @V@A < 1  k
In our numerical implementation the above partial derivatives are replaced by the nite
dierence method (same as the scheme used for PDE discretization). We nd out that
\ = 0" region may still exists in some cases which is an unexpected result. The reason is







This means that you may withdrawal at any rate between 0 or G for \ = 0" region.
In Figure (2.3.1), we plot the optimal withdrawal boundary that separates the \ = 0"
region, \ = G" region and \ = 1" region. The model parameters used in the calcula-
tions are: G = 7; r = 0:05;  = 0:03; w0 = 100; k = 0:1;  = 0:3 and T = 14:28.
From gure (2.3.1) we can identify three dierent regions under optimal withdrawal policies
in the (W;A)-plane. The red, blue and green region corresponds to \ = 0", \ = G" and
\ =1" region respectively. In order to completely characterize the optimal withdrawal
strategy we need to know what is the nite withdrawal amount in the \ = 1" region.
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Figure 2.3.1: Plot of the optimal withdrawal boundary in the (W;A)-plane at t = t.
The left boundary intersects the A-axis at A =  Gr ln(1 k) and in the red region optimal
withdrawal can be either G or 0.



















Unfortunately the optimal nite withdrawal amount can not be directly obtained from
singular stochastic control formulation. Chen and Forsyth (2007) outlined the following















; V   max
02[0;A]
[V (max(W   0; 0); A  0; t) + (1  k)]

= 0;
W > 0; 0 < A < w0; t > 0: (2.3.4)
They also developed a single numerical scheme for solving the HJM variational inequality
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corresponding to the impulse control. In our singular control formulation we also can get
the value function V (W;A; t) in (W;A) plane at any time t. Therefore it is straightforward
to nd the optimal nite withdrawal amount 0 in the \ =1" region by solving
max
02[0;A]
[V (max(W   0; 0); A  0; t) + (1  k)] (2.3.5)
We are just interested in the optimal 0 but not in the objective function value. It is com-
putationally expensive to directly solve optimization problem (2.3.5). Instead of resorting
to any optimization algorithm, we may simply searching for the optimal 0 in nite grid
points of Aj = A0  j=N; j = 0; 1;    ; N .
Some explanations from the gure (2.3.1) are given below:
 In the upper left region for \ =1", W is always less than A before the withdrawal;
after the withdrawal, W decreases to zero and the investor carries on withdrawing
the remaining balance from the guarantee account at the rate G. Since W is much
less than A, it is highly likely that the maturity payo is dominant by (1 k)A. The
investment account has a small chance to contribute to the nal payo but still needs
the insurance fee payment. Therefore it is optimal for the investor to withdraw all
the funds from the variable annuity account.
 In the upper right region for \ = 1", W is always much greater than A. In
this case, a nite withdrawal is optimal in order to reduce the insurance fee since
the guarantee account A has little value. Even after nite withdrawal the variable
annuity account still dominates the guarantee account and can contribute to the
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contract payo.
 In the region for \ = G", it is optimal to withdrawal at rate G since we avoid the
penalty of nite withdrawal and the insurance fee due to zero withdrawal.
 Corresponding to W = 0, the optimal withdrawal boundary in Figure (2.3.1) is seen
to start from the left end at
A =  G
r
ln(1  k) =   7
0:05
ln(1  0:1) = 14:75;
agreeing with the result deduced from the closed form solution of V0(A; t) [see Ap-
pendix].
We may also investigate sensitivity of the optimal withdrawal with respect to the volatility
and insurance fee. By varying the volatility parameter  from 0.3 to 0.2, the optimal with-
drawal graph at t = t is shown in gure (2.4.1). By varying the insurance fee parameter
 from 0.03 to 0.02, the optimal withdrawal graph at t = t is shown in gure (2.4.2). As
we can see from gure (2.4.1) and (2.4.2), increasing the investment volatility will reduce
the nite withdrawal region. This may be due to the reason that the nite withdrawal
for high volatility shall reduce the probability of variable annuity account W exceeding
the guarantee account A. On the contrary increasing the insurance fee will increase the
nite withdrawal region. The possible reason is that the higher insurance fee makes the
variable account W less attractive so the optimal withdrawal strategy for policy holder is
to withdrawal nite amount more often.
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Figure 2.3.2: Plot of the optimal withdrawal boundary in the (W;A)-plane at t = t.
The left boundary intersects the A-axis at A =  Gr ln(1 k) and in the red region optimal
withdrawal can be either G or 0.



















As to the optimal withdrawal strategy in discrete-time model, we nd out that the strate-
gy is not sensitive to the reset provision same as the value function. See the gure (2.3.4)
for a typical optimal withdrawal strategy.
There is a whole in the middle of gure (2.3.4) which means it is not optimal to withdrawal
any amount.
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Figure 2.3.3: Plot of the optimal withdrawal boundary in the (W;A)-plane at t = t.
The left boundary intersects the A-axis at A =  Gr ln(1 k) and in the red region optimal
withdrawal can be either G or 0.




















As baby boomers are now getting close to retirement, sales of variable annuities have
become great success in the life insurance industry in the last decade. Investors like to
have the possibility of upside equity participation but they are also concerned about the
downside risk. The various forms of guarantees embedded in variable annuities provide
competing edge over other investment instruments. These guaranteed minimum benet
riders on variable annuities have complex option like characteristics. The sources of risk
2.4 Conclusion 40
Figure 2.3.4: Optimal Withdrawal Boundary at time t = 0. Model Parameters are G =































Optimal Withdrawal Amount at time 0
W
associated with these guarantee riders include insurance risk (mortality), market risk (e-
quity and interest rate) and policyholder's behaviors (exercise policies of embedded rights).
Following the well known Hamilton-Jacobi-Bellman approach in stochastic control prob-
lems, we have managed to construct singular stochastic control models for pricing variable
annuities with guaranteed minimum withdrawal benet under both continuous and dis-
crete framework. Here, the withdrawal rate is considered as a control variable.
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In our derivation of the continuous model, we apply the penalty approach where an upper
bound is placed on the withdrawal rate. We then take the bound to tend to innity sub-
sequently so as to relax the constraint on the withdrawal rate. Interestingly, this penalty
approach leads to an eective numerical approximation methods using the nite dierence
scheme. On the other hand, we have also constructed the numerical scheme for solving
the discrete model, following the standard numerical schemes for pricing discretely mon-
itored path dependent options. Since the discrete and continuous versions of the pricing
model are derived using quite dierent approaches, the apparent agreement of the numeri-
cal results from both versions serves to check for consistency of the two pricing approaches.
We have analyzed the impact of various model parameters on the fair insurance fee to
be charged by the insurer for the provision of the GMWB. The insurance fee increas-
es with increasing equity volatility level and contractual withdrawal rate but decreases
with a higher penalty charge. The insurer should charge a substantially higher insurance
fee when the policyholder has the exibility of dynamic withdrawal. Also, we have ex-
plored the optimal withdrawal policies of the policyholders. When there is a penalty on
withdrawal above the contractual rate, the policyholder either withdraws a nite amount
(innite withdrawal rate) or withdraws at the contractual rate. When it is optimal for
the policyholder to choose \withdrawal in a nite amount", he chooses to withdraw an
appropriate nite amount instantaneously making the equity value of the personal account
and guarantee balance to fall to the level that it becomes optimal for him to withdraw at
the contractual rate.
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Appendix - Derivation of closed form formula of V0(A; t)
First, we consider the solution of V0(A; t) without the inequality constraint:
@V0
@A  (1 k) 
0. Together with the observation that @V0@A  1 [see Eq. (2.3.2)], the governing equation





  rV0 +G = 0; 0  t  T; 0  A  A0; (A:1)
with auxiliary conditions: V0(A; T ) = (1  k)A and V0(0; t) = 0. If we dene




er(T t)   1; (A:2)






with auxiliary conditions: W0(A; T ) = (1   k)A and W0(0; t) =  Gr

er(T t)   1. The
general solution to W0(A; t) is of the form




where F is some function to be determined by the auxiliary conditions. The characteristics
of the hyperbolic equation (A.3) are given by the lines:  = t+ AG = 0, for varying values
of 0 (see Figure (2.4.1)).
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(a) For 0  T , given W0(A; T ) = (1  k)A, we have
W0(A; T ) = F (T +
A
G




F () = (1  k)G(   T )
so that
V0(A; t) = e
 r(T t)(1  k)[A G(T   t)] + Gr [1  e r(T t)];
A  G(T   t):
(A:5a)
(b) For 0 < T , given W0(0; t) =  Gr [e r(T t)   1], we have
W0(0; t) = F (t) =  G
r



















(1  e  rGA); A < G(T   t): (A:5b)
In the continuation region, V0(A; t) satises Eq. (A.1) together with the inequality:
@A0
@A
> 1  k: (A:6)
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The solution of the form given in Eq.(A.5a) is ruled out since the inequality constraint
(A.6) is not satised. The solution given in Eq.(A.5b) is feasible only if
e 
r
GA > 1  k; that is; A <  G
r
ln(1  k):
Hence, the continuation region is limited to the region:
f(A; t) : A <  G
r
ln(1  k) and A < G(T   t)g




; T   t;





1  e  rGA if A < G: (A:7)
In the stopping region, V0(A; t) satises
@V0
@A = 1  k. The solution takes the form:
V0(A; t) = (1  k)A+ C(t);
where C(t) is some arbitrary function. The solution in the stopping region is given by
V0(A; t) = (1  k)A+ G
r
(1  e r)  (1  k)G; A  G: (A:8)
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Combining the results, the solution is found to be
V0(A; t) = (1  k)max(A G; 0) + G
r

1  e rmin(;AG ): (A:9)
The above price formula can be interpreted using the following nancial argument. To
minimize the penalty charge, the policyholder either withdraws at the rate G or innite
rate (instantaneous withdrawal of nite amount). When the guarantee balance A(t) is
suciently high, the optimal strategy is to withdraw a certain part of A(t) instantaneously,
followed by withdrawing the remaining balance at the rate G. To decide on the optimal
withdrawal policy, the policyholder strikes the balance between the penalty charge and
the time value of the cash ows. The present value of the sum of cash ows received at








If the policyholder chooses to receive the lump sum G(T0   t) instantaneously at time t,
the actual account net of penalty charge to be received is only (1 k)G(T0  t). We dene





1  e r(T0 t) (1  k)G(T0   t); t < T0  T:
The function D(T0) is concave in T0, strictly increasing on T0 2 (t; T 0 ) and strictly de-
creasing on T0 2 (T 0 ; T ). The critical point T 0 is given by








The optimal withdrawal policies can be deduced as follows. For t < T 0 [or t  T 0 ], when
A(t)  G(T  T 0 ) [or A(t)  G(T   t)], the policyholder withdraws at the constant rate G
throughout the remaining life. Otherwise, when A(t) > G(T   T 0 ) [or A(t) > G(T   t)],
the policyholder withdraws the discrete amount A(t)   G(T   T 0 ) [or A(t)   G(T   t)]
instantaneously, then followed by withdrawing at the rate G throughout the remaining
life. The present value of the sum of cash ows received by the policyholder following the
above optimal withdrawal policies is then equal to the price formula (A.9).
Figure 2.4.1: The characteristic lines are given by t +
A
G
= 0 for varying values of 0.
For 0 > T , the characteristic lines intersect the right vertical boundary: t = T ; and for
0  T , the characteristics lines intersect the bottom horizontal boundary: A = 0.
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Figure 2.4.2: The continuation region lies in the region (shaded part) f(t; A) : A 
 G
r




HJM Model for Non-Maturing Liabilities
3.1 A General Framework for HJM Model
We assume that the instantaneous forward rate f(t; T ) are driven by the following stochas-
tic dierential equation (SDE):
df(t; T ) = (t; T ) dt+
D
(t; T ); dWQ(t)
E
(3.1.1)
where  and  are adapted stochastic processes with values in R and Rd respectively, and
WQ(t) is a d-dimensional correlated and standard Brownian motion with respect to the
risk-neutral measure Q having (t) as correlation matrix at t.
Typically the literature assumes thatWQ(t) are mutually independent Brownian motions.
However in this thesis we explicitly use correlated Brownian motions for direct applica-
tions.
48
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Then the zero-coupon bond price P (t; T ), zero-coupon rate R(t; T ), short rate r(t), money
market account B(t), stochastic discount factor D(t; T ) and forward Libor rate F (t;T; S)
can be obtained in terms of f(t; T ):







R(t; T ) =   ln [P (t; T )]








































One advantage of HJM model is that the drift term is fully determined by the volatility
function if there is no arbitrage opportunity. To our knowledge, the drift term condition
is rstly derived by Tchuindjo (2009) in the above general HJM framework. Here we give
a simplied proof.
Theorem 3.1.1. If there are no-arbitrage opportunities and if the Q-dynamics of the
forward rates are given by (3.1.1), then
(t; T ) = h(t; T );(t)(t; T )i with (t; T ) =
Z T
t
(t; u) du (3.1.2)
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Proof: By Leibnitz's rule of dierentiation,




















(t; T ); dWQ(t)
E
By Ito's lemma we have



























(t; T ); dWQ(t)
E
The standard no-arbitrage argument gives that
Z T
t
(t; u) du =
1
2
h(t; T );(t)(t; T )i (3.1.3)
We then obtain (3.1.2) by dierentiating both sides with respect to T .
A by-product of the above proof is that we get the following SDE for the zero-coupon
bond price:
dP (t; T )=P (t; T ) = r(t)dt 
D
(t; T ); dWQ(t)
E
In the following we shall derive the stochastic discount discount factor and zero-coupon
bond price (or discount curve) in our general HJM framework.
Lemma 3.1.1. Let 0  t  T . In HJM framework the stochastic discount factor at time
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t for maturity T is










(v; T ); dWQ(v)
E
(3.1.4)
Proof: Note that for any t  u
f(u; u) = f(t; u) +
Z u
t
































































(v; u) du; dWQ(v)

(3.1.5)
By applying (3.1.2), we can see that
Z T
v
(v; u) du =
1
2
h(v; T );(v)(v; T )i (3.1.6)Z T
v
(v; u) du = (v; T ) (3.1.7)
Substituting (3.1.6) and (3.1.7) into (3.1.5), we complete our proof.
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Lemma 3.1.2. Let 0  t  T . In HJM framework the price of the zero coupon bond is
P (t; T ) =













(v; T )  (v; t); dWQ(v)
E
(3.1.8)
Proof: Note that for any t  u
f(t; u) = f(0; u) +
Z t
0






































































(v; u) du; dWQ(v)

(3.1.9)
By applying (3.1.2), we can see that
Z T
t










h(v; T );(v)(v; T )i   1
2
h(v; t);(v)(v; t)i (3.1.10)Z T
t







= (v; T )  (v; t) (3.1.11)
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Substituting (3.1.10) and (3.1.11) into (3.1.9), we complete our proof.
The above two theorems are extremely important since the arbitrage-free price of any
interest rate product can be seen as the expected value of future discount factor and
discount curve.
In HJM model we obtain the zero coupon rate process by Ito's lemma. Firstly
dR(t; T ) =  d lnP (t; T )
T   t  

















Then by applying (3.1.2), we have
dR(t; T ) =   1
T   t

f(t; t) R(t; T )  1
2






(t; T ); dWQ(t)
E
(3.1.12)
Similarly we can have
dR(t; t+ ) =  1


[f(t; t)  f(t; t+ )] R(t; t+ )  1
2







(t; t+ ); dWQ(t)
E
(3.1.13)
The equation (3.1.13) is useful in estimating HJM model parameters since we can observe
the daily time series of R(t; t + ) with several xed tenors  (In practice R(t; t + ) are
bootstrapped from liquidly traded instrument (e.g. FRA and swaps).
Theorem 3.1.2. Let (t) be adapted d-dimensional stochastic processes satisfying Novikov's
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is the Radon-Nikodym derivative. Dene W P(t) = WQ(t) +
R t
0 (s)(s) ds, then W
P(t)
is an adapted d-dimensional P-standard Brownian motions having (t) as its correlation
matrix at time t.
Thanks to theorem (3.1.2), we can work on HJM model under forward measure or even
cross currency HJM model. In this thesis we focus on single currency HJM model and
leave for cross currency HJM model for the future study.
3.1.1 HJM Model under Forward Measure
Suppose we want to work under the forward measure QT1 , that corresponds to taking
P (t; T1) as numeraire. By formula (3.2.5) and (3.1.4) we have
dQT1
dQ















By theorem (3.1.2), we have
WQT1 (t) =WQ(t) +
Z t
0
(v)(v; T1) dv (3.1.14)
then WQ
T1 (t) is an adapted d-dimensional QT1-standard Brownian motions having (t)
as its correlation matrix at time t.
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3.1.2 Cross Currency HJM Model
We assume the domestic instantaneous forward rate fd(t; T ) and foreign FX rate X(t)
(quoted in domestic currency per unit of foreign currency) under the domestic risk-neutral
measure are given by
dfd(t; T ) = hd(t; T );(t)d(t; T )i dt+
D
d(t; T ); dW
Qd(t)
E





and we also assume the foreign instantaneous forward rate ff (t; T ) under the foreign risk-
neutral measure is given by
dff (t; T ) = hf (t; T );(t)f (t; T )i dt+
D
f (t; T ); dW
Qf (t)
E
where W i(t) (i = Qd;Qf ) is assumed to be Nd+Nx+Nf dimensional correlated Browian
motions at time t and Nd; Nx; Nf are interpreted as the factor numbers of domestic interest
rate, FX rate and foreigen interest rate respectively. Our objective is to change the foreign



















Then we have WQf (t) =WQd(t)  R t0 (s)x(s) ds. Therefore under domestic risk-neutral
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measure we have the the following foreign forward rate dynamics:
dff (t; T ) = hf (t; T );f (t)f (t; T ) + (t)x(t)i dt+
D
f (t; T ); dW
Qd(t)
E
3.2 Gaussian HJM Model
In this section we assume that the volatility function is deterministic which is not de-
pendent on the past and present instantaneous forward rate. Then it can be seen that
instantaneous forward rate follows Gaussian process.
In the following we shall introduce two formulas on zero-coupon bond option and coupon-
bearing bond option. These two formulas are extremely important since they are closely
related to the two most liquid interest rate derivatives: cap (or oor) and swaption. It is
well known that the cap (or oor) is equivilant to a series of put (call for oor) option on
zero-coupon bond while the swaption is equivalent to option on coupon-bearing bond.
We derive a useful lemma for HJM drift calculation in time homogeneous Gaussian HJM
model.
Lemma 3.2.1. Let (t; T ) be a time homogeneous d-dimensional vector function, and 
is a constant symmetric matrix. Then
Z t
0
(u; T ) du =
1
2
h(0; T );(0; T )i   1
2
h(t; T );(t; T )i
Proof: Since (t; T ) is a time homogeneous vector function, that is (t+s; T+s) = (t; T )
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=  (t; t)  (t; T ) + (t; t)












= h(t; T );(t; T )i = (t; T )
It is straight to see that
Z t
0
(u; T ) du =
1
2
h(0; T );(0; T )i   1
2
h(t; T );(t; T )i
The following lemma has a wide application in nancial industry and the famous Black-
Scholes formula can be easily derived by this lemma.
Lemma 3.2.2. Let X be random variable that is lognormally distributed, and ln(X) 






















For each K > 0; ! 2 f 1; 1g where  denote the cumulative standard normal distribution




We give a proof for the zero-coupon bond option under the gaussian HJM model
framework. We slightly generalized the formula of Musiela and Rutkowski (2005) which
considers non-correlated Brownian motions.
Theorem 3.2.1. Let t < T < S. The arbitrage price at time t of a European option with
matuirty T and strike K, written on a zero-coupon bond with unit face value and maturity
S is given by
ZB(t; T; S;K) = !  P (t; S)  (d1)  ! K  P (t; T ) (d2) (3.2.1)
where






+ 12(t; T; S)
2
(t; T; S)
; d2 = d1(t; T; S)  !  (t; T; S)
(t; T; S)2 =
Z T
t
h(v; S)  (v; T );(v) [(v; S)  (v; T )]i dv (3.2.2)
! = +1 for a call and ! =  1 for a put.
Proof: By no arbitrage theory,




t r(s) ds [!(P (T; S) K)]+ jFt
o
= P (t; T )EQ
T 
[!(P (T; S) K)]+ jFt
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By lemma 3.1.2, P (T; S) is given by
P (T; S) =
P (t; S)












(v; S)  (v; T ); dWQ(v)
E
(3.2.3)
By equation (3.1.14), we have
P (T; S) =
P (t; S)









(v; S)  (v; T ); dWQT (v)
E
We see that P (T; S) conditional on Ft is lognormally distributed and the variance of
ln [P (T; S)] is just (t; T; S)2. By the above formula or noting that P (u;S)P (u;T )(t  u  T ) is
a martingale under T -forward measure, we have
EQ
T
[P (T; S)jFt] = EQT

P (T; S)
P (T; T )
Ft = P (t; S)P (t; T )
By lemma 3.2.2, we have
ZB(t; T; S;K) = P (t; T )
h
!  EQT [P (T; S)]   (d1)  ! K   (d2)
i
= !  P (t; S)  (d1)  ! K  P (t; T ) (d2)
we complete our proof.
3.2.1 The Pricing of Caps and Floors
We denote by T = fT1; T2; : : : ; Tng the set of the cap/oor payment dates, augmented
with the rst reset date T0, and by  = f1; 2; : : : ; ng the set of the corresponding year
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fractions, meaning that i is the year fraction between Ti 1 and Ti.




D(t; Ti)i [! (L(Ti 1; Ti) X)]+
where
 ! = +1 for a cap and ! =  1 for a oor.
 L(Ti 1; Ti) = F (Ti 1;Ti 1; Ti) is the simply compounded LIBOR rate prevaling at









 X is the cap or oor strike rate.




























































Here we can see that the caplet (or oorlet) with LIBOR xing at Ti 1, payment at Ti,
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strike X and unit notional is equivalent to the put (or call) option with maturity Ti 1,
strike 11+iX and notional 1 + iX written on a zero coupon bond with unit notional and
maturity Ti.
Another point to note is that we have used change of probability measure (or change of
numeraire) three times but we do not make any assumption on the interest rate model.
The Pricing of Caps and Floors under Gaussian HJM Model











= !  [P (t; Ti 1)   (d1(t; Ti 1; Ti))  (1 + iX)  P (t; Ti)  (d2(t; Ti 1; Ti))]
where






+ 12(t; Ti 1; Ti)
2
(t; Ti 1; Ti)
; d2(t; Ti 1; Ti) = d1 !(t; Ti 1; Ti)
Since the price of a cap (or oor) is the sum of the prices of the underlying caplets (or
oorlets), the price at time t of a cap (or oor) with cap rate (strike) X, unit nominal, set




[P (t; Ti 1)   (d1(t; Ti 1; Ti))  (1 + iX)  P (t; Ti)  (d2(t; Ti 1; Ti))] (3.2.4)
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3.2.2 The pricing of European Swaptions
Consider a European swaption with strike X, maturity T and unit notional, which gives
the holder the right to enter at time T an interrest rate swap with the rst reset date
t0  T and payment dates T = ft1; t2; : : : ; tng, where he pays (receives) at the xed rate
X and receives (pays) LIBOR set \in arrears". We denote by i the year fraction from
ti 1 to ti, i = 1; : : : ; n.
The pricing of European Swaptions under Gaussian HJM Model
Lemma 3.2.3. Assume that lnX; lnY1; lnY2;    ; lnYn are multivariate normal distribu-












= E[X]  I0  
nX
i=1





20 ; E[Yi] = ei+
1
2
2i (1  i  n)
Ii = J0 (ci; di) + J1 (ci; di) (0  i  n+ 1)
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with
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and
c0 = c+ tr (11E) + 0
q











k Fek (1  k  n)
cn+1 = c+ tr (11E)
d0 = d+ 20E10
dk = d+ 2kE11ek (1  k  n)
dn+1 = d
F = 11E11















(1  k  n)



















1 if i = j
0 otherwise
 and  denote the cumulative and density function of standard normal distribution
respectively.
Remark 3.2.1. The above lemma is adapted from the approximation formula by Deng, Li
and Zhou (2007) for multi-asset spread option pricing. We have two major modications
of the original formula:
 We avoid calculating 
1
2
11 in the formula thus speed up the calculation.
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 We use the rst order approximation of exercise boundary to further speed up the
calculation and still get quite good results for European swaption pricing in gaussian
HJM model.
 Henrard (2008) developed another similar formula for CMS spread option pricing
which includes European swaption pricing as a special case. The comparison between
these two methods for general CMS spread option pricing shall be left as a future
research topic.
Dening c^i = Xi for i = 1; : : : ; n   1 and c^n = 1 + Xn, we then have the following
theorem.
Theorem 3.2.2. The arbitrage-free price at time t of the European payer (or pay xed
rate) swaption is given




and the corresponding receiver (or receive xed rate) swaption price is given by
P (t; t0)(I0   1) 
nX
i=1
c^iP (t; ti)(Ii   1)


















2 + ln c^i (1  i  n)
i = (t; T; ti) (0  i  n)
 = (i;j) =
 R T
t h(v; ti)  (v; T );(v) [(v; tj)  (v; T )]i dv
(t; T; ti)(t; T; tj)
!
(0  i; j  n)
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By lemma 3.1.2, P (T; ti) for any 0  i  n is given by
P (T; ti) =
P (t; ti)












(v; ti)  (v; T ); dWQ(v)
E
(3.2.5)
By equation (3.1.14), we have
P (T; ti) =
P (t; ti)










(v; ti)  (v; T ); dWQT (v)
E
We see that lnP (T; ti) in T -forward measure conditional on Ft is normally distributed
with standard deviation (t; T; ti) and
EQ
T
[P (T; ti)] =
P (t; ti)
P (t; T )
Dening
X = P (T; t0); Yi = c^iP (T; ti) (1  i  n)
using lemma (3.2.3), it is straight to prove the payer swaption formula. The receiver
swaption can be easier found by put-call parity.
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3.3 LGM2++ As HJM Two-Factor Model
LGM2++ Model (also called G2++ model) is essentially a Gaussian short rate model. It
can be shown that G2++ model, Hull-While two-factor model and canonical two-factor
Vasicek model are equivalent to each other.
LGM2++ is extensively studied by Brigo and Mercurio (2006) to interest rate derivatives
pricing. Here we re-establish some well known results from the point view of HJM model.
Based on former derived theorem, it is straightforward to get some well known results in
the book.
We shall show that the LGM2++ model is a special case of two-factor Gaussian HJM
model by letting
(t; T ) =










Firstly by denition we have
(t; T ) =
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By lemma (3.2.1) we have the short rate process is given by





(t; T ); dWQ(t)
E





















The HJM implied short rate model is the same as the Brigo and Mercurio (2006) G2++
model under the risk-neutral measure Q if we dene :
r(t) = '(t) + x(t) + y(t); r(0) = r0
where






















and W1(t) and W2(t) are Brownian motions with instantaneous correlation  2 ( 1; 1)
and r0; a; b; ;  are positive constants. The function ' is deterministic with '(0) = r0.
It can be seen that the processes fx(t) : t  0g and fy(t) : t  0g satisfy
dx(t) =  ax(t) dt+  dW1(t); x(0) = 0
dy(t) =  by(t) dt+  dW2(t); y(0) = 0 (3.3.1)
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For any t > s, we have
r(t) = '(t) + x(s)e a(t s) + y(s)e b(t s) + 
Z t
s





We may write the zero coupon bond price P (t; T ) as
P (t; T ) =















Remark 3.3.1. An deduction of (3.3.3) is by directly using lemma (3.1.2).
3.3.1 The Pricing of Caps and Floors under LGM2++ Model
The price at time t of a cap with cap rate (strike) X, unit notional, set of times T and




[P (t; Ti 1)  (d1(t; Ti 1; Ti))  (1 + iX)  P (t; Ti)  (d2(t; Ti 1; Ti))] (3.3.4)
where






+ 12(t; Ti 1; Ti)
2
(t; Ti 1; Ti)
; d2(t; Ti 1; Ti) = d1   !  (t; Ti 1; Ti)
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3.3.2 The pricing of European Swaptions under LGM2++ Model
Dening c^0 :=  1, c^i = Xi for i = 1; : : : ; n   1 and c^n = 1 + Xn, we then have the
following theorem.
Theorem 3.3.1. The arbitrage-free price at time t = 0 of the above European swapton is
given by numerically computing the following one-dimensional integral:


































i(x) = c^iA(T; ti)e
 B(a;T;ti)x











B (z; t; T ) =
1  e z(T t)
z
A(t; T ) =






[V (t; T )  V (0; T ) + V (0; t)]

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and
x :=  MTx (0; T )















Remark 3.3.2. The above theorem is the standard method to price European swaption in
LGM2++ model. In our numerical implementation we truncate the integral at 6 standard
deviations and use 20 Legendre-Gauss nodes.
We also implemented rst order DLZ2007 approximation formula for comparison. For
model calibration purpose we suggest using DLZ2007 formula since it is much faster and
almost same accurate as the analytical formula.
3.3.3 Monte Carlo Simulation of LGM2++ Model
Suppose we want to price, at the current time t = 0, a path-dependent interest rate deriva-
tives with European exercise features. The payo is a function of the values r(t1); r(t2); : : : ; r(tm)
of the short rate at preassigned time instants 0 = t0 < t1 < t2 < : : : < tm = T , where T










H (r(t1); r(t2); : : : ; r(tj)) (3.3.6)
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Typically the payo functionH depends on the LIBOR or CMS rate which is a function
of zero coupon bond price. The zero coupon bond price can be further expressed as a
function of short rate.
Exact Simulation of LGM2++ Model under Risk-Neutral Measure
Note that r(t) = '(t) + x(t) + y(t) and x(t0) = y(t0) = 0, the exact simulaion of (3.3.6) is







y(u) du for i = 1; : : : ;m
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y(u) du conditional on
Fti follows multivariate normal distribution with the following convariance matrix 44:
(1; 1) = 2
1  e 2a(ti+1 ti)
2a







(ti+1   ti) + 1  e
 2a(ti+1 ti)
2a








(ti+1   ti) + 1  e
 2b(ti+1 ti)
2b































































where (i; j) denotes the element on row i and column j and only the upper triangular
elements are specied since  is a symmetric matrix. Note that the element in 44 has
been rearranged to reect the symmetry between a;  and b; .
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H (r(t1); r(t2); : : : ; r(tj))




H (r(t1); r(t2); : : : ; r(tj))
P (tj ; T )
9=;
it is advisable to work under the T -forward measure. Note that P (tj ; T ) is determined an-
alytically from the simulated r(tj). The exact simulation of LGM2++ model is equivalent
to simulate x(ti); y(ti); i = 1; : : : ; n exactly under the T -forward measure.





























dt+  dW T2 (t);
where W T1 (t) and W
T
2 (t) are two correlated Brownian motions under QT with dW T1 (t) 
W T2 (t) =  dt.
Proof: By equation (3.1.14) in our general HJM framework, we have
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Substituting the above equation into the risk-neutral equation of x(t); y(t), we complete
our proof.
By using Girsanov theorem with correlated Brownian motions, our above proof is much
simpler than that in Brigo and Mercurio (2006).
Under QT and conditional on Fti , we have
x(ti+1) = x(ti)e
 a(ti+1 ti)  MTx (ti; ti+1) + 
Z ti+1
ti
e a(ti+1 u) dW T1 (u)
y(ti+1) = y(ti)e
 b(ti+1 ti)  MTy (ti; ti+1) + 
Z ti+1
ti
e b(ti+1 u) dW T2 (u)
where











































In this section we shall do extensive numerical tests on the exact simulation scheme and
the analytical formula. The numerical tests have three goals in mind:
1. Compare the exact simulation and analytical formula for caps and swaptions. If
our implementation is correct, these two dierent numerical methods should give
quite close prices. In addition we test the approximation formula against analytical
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formula for European swaption.
2. The analytical or approximation formula shall be used to calibrate our model to caps
and swaptions market.
3. The exact simulation scheme shall be used to price some exotic interest rate products.
In the following numerical tests, we shall take the following parameters:
Zero-Coupon Curve: The zero rate for all tenors are taken to be 5% (at yield curve).
LGM2++ Model Parameters: The LGM2++ model parameters are taken from Brigo
and Mercurio's book which are calibrated to the Euro ATM-swaptions on 13-Feb-
2001. We have the following calibrated parameters:
a = 0:773511777; = 0:022284644; b = 0:082013014;  = 0:010382461;  =  0:701985206:
As to our exact simulation scheme, we always choose the simulation number to be 10,000.
For the exact simulation scheme the pricing results between risk-neutral measure and
forward measure are quite close and we shall only report results in risk-neutral world
simulation.
Numerical Examples for Cap and Floor
Table 3.3.1: The Cap and Floor price by Monte Carlo Simulation and Analytical formula
under LGM2++ Model where the simulation is done under risk-neutral measure.
Product Parameters Cap Price (bp) Floor Price (bp)
Strike (%) Freq T (years) MC StdErr Analytical MC StdErr Analytical
X = 4
1 105.1 0.7 104.7 5.0 0.2 4.8
2 5 511.9 2.9 517.6 64.9 1.1 64.6
10 988.1 5.6 987.9 179.4 2.8 182.1
1 105.0 0.6 104.4 5.8 0.2 5.7
4 5 523.0 2.9 520.1 72.3 1.2 72.3
10 981.2 5.4 994.4 196.0 2.9 197.9
X  5 (ATM)
1 33.5 0.4 33.4 32.9 0.4 33.4
2 5 217.7 2.0 218.0 217.5 2.1 218.0
10 469.2 4.1 474.7 478.3 4.8 474.7
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1 34.5 0.4 34.3 34.2 0.4 34.3
4 5 227.3 2.0 226.7 228.0 2.2 226.7
10 496.7 4.1 491.1 490.6 4.7 491.1
X = 6
1 6.6 0.2 6.5 95.2 0.7 94.5
2 5 75.0 1.1 76.7 470.0 3.0 475.9
10 210.1 2.7 208.0 922.3 6.5 918.2
1 6.6 0.2 6.5 99.5 0.6 99.2
4 5 78.4 1.1 78.6 498.2 3.0 499.1
10 213.1 2.7 211.2 966.1 6.4 959.3
Numerical Examples for Payer and Receiver Swaption
Table 3.3.2: The Payer/Receiver Swaption price by Exact Monte Carlo Simulation and
Analytical formula under LGM2++ Model where the simulation is done under risk-neutral
measure.
Product Parameters Payer Swaption Price (bp) Receiver Swaption Price (bp)
Strike (%) Freq Maturity Tenor MC StdErr Analytical MC StdErr Analytical
X = 4
1 102.8 0.7 101.3 4.0 0.2 3.9
1 5 447.3 2.4 446.6 5.1 0.3 4.9
10 792.9 4.0 791.2 4.9 0.4 5.4
1 97.2 0.9 97.9 17.9 0.4 18.2
2 5 5 424.7 3.6 424.6 64.4 1.7 62.9
10 725.1 5.6 725.8 79.6 2.4 82.5
1 85.8 0.8 84.5 23.1 0.5 22.4
10 5 366.2 3.2 360.9 78.9 2.1 79.2
10 604.1 4.8 606.7 107.0 3.0 105.6
1 100.4 0.7 99.1 4.1 0.2 4.0
1 5 434.2 2.4 436.5 5.3 0.3 5.2
10 777.7 3.9 773.1 5.9 0.4 5.8
1 96.9 0.9 96.3 18.4 0.4 18.5
4 5 5 420.2 3.6 417.3 62.2 1.6 64.1
10 714.0 5.7 712.6 86.5 2.6 84.5
1 83.6 0.8 83.3 22.2 0.5 22.7
10 5 354.3 3.1 355.3 76.9 2.0 80.3
10 607.3 4.9 596.7 107.6 3.0 107.5
X  5
1 30.7 0.4 31.0 30.1 0.5 31.0
1 5 102.3 1.5 104.4 104.7 1.6 104.4
10 171.1 2.4 170.3 171.9 2.6 170.3
1 48.9 0.7 48.0 47.8 0.7 48.0
2 5 5 191.8 2.6 192.6 187.4 3.0 192.6
10 305.1 4.1 303.0 302.2 4.8 303.0
1 47.5 0.6 47.2 47.2 0.8 47.2
10 5 190.4 2.5 188.0 189.1 3.1 188.0
10 289.4 3.7 292.1 289.4 4.9 292.1
1 31.1 0.5 30.8 30.7 0.5 30.8
1 5 101.7 1.5 103.7 103.8 1.5 103.7
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10 168.5 2.4 169.3 168.7 2.5 169.3
1 47.1 0.7 47.7 48.3 0.7 47.7
4 5 5 192.5 2.7 191.4 190.7 3.0 191.4
10 301.6 4.0 301.1 302.1 4.8 301.1
1 48.0 0.6 46.9 47.1 0.8 46.9
10 5 184.4 2.4 186.9 187.7 3.1 186.9
10 291.1 3.6 290.3 292.4 5.0 290.3
X = 6
1 5.4 0.2 5.3 92.3 0.7 91.2
1 5 7.4 0.4 8.0 400.2 2.5 397.3
10 9.5 0.5 9.6 703.3 4.3 702.2
1 20.9 0.4 20.9 92.3 1.0 91.2
2 5 5 74.6 1.6 74.1 392.9 4.1 392.9
10 99.4 2.3 101.6 675.7 6.9 668.7
1 25.7 0.5 24.9 77.9 0.9 79.7
10 5 88.4 1.7 89.9 336.0 4.1 338.2
10 125.1 2.5 124.5 564.1 6.8 566.2
1 5.0 0.2 4.8 94.7 0.7 94.1
1 5 6.9 0.4 6.7 411.4 2.6 411.8
10 8.3 0.5 7.9 730.3 4.3 728.4
1 19.3 0.4 19.8 94.1 1.0 93.0
4 5 5 71.4 1.6 69.8 406.1 4.1 401.5
10 93.8 2.3 94.8 685.4 6.8 684.8
1 24.6 0.5 23.9 81.6 1.0 80.9
10 5 83.5 1.6 85.8 344.3 4.1 344.1
10 115.4 2.3 118.0 567.4 6.9 577.4
Table 3.3.3: The Payer/Receiver Swaption price by Approximation and Analytical formula
under LGM2++ Model.
Product Parameters Payer Swaption Price (bp) Receiver Swaption Price (bp)
Strike (%) Freq Maturity Tenor Approx Analytical Di Approx Analytical Di
X = 4
1 101.3 101.3 0.00 3.9 3.9 0.00
1 5 446.6 446.6 0.00 4.9 4.9 0.00
10 791.2 791.2 0.00 5.4 5.4 0.00
1 97.9 97.9 0.00 18.2 18.2 0.00
2 5 5 424.6 424.6 0.00 62.9 62.9 0.00
10 725.8 725.8 -0.02 82.4 82.5 -0.02
1 84.5 84.5 0.00 22.4 22.4 0.00
10 5 360.9 360.9 0.00 79.2 79.2 0.00
10 606.7 606.7 -0.01 105.6 105.6 -0.01
1 99.1 99.1 0.00 4.0 4.0 0.00
1 5 436.5 436.5 0.00 5.2 5.2 0.00
10 773.1 773.1 0.00 5.8 5.8 0.00
1 96.3 96.3 0.00 18.5 18.5 0.00
4 5 5 417.3 417.3 0.00 64.1 64.1 0.00
10 712.6 712.6 -0.02 84.5 84.5 -0.02
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1 83.3 83.3 0.00 22.7 22.7 0.00
10 5 355.3 355.3 0.00 80.3 80.3 0.00
10 596.7 596.7 -0.01 107.5 107.5 -0.01
X  5
1 31.0 31.0 0.00 31.0 31.0 0.00
1 5 104.4 104.4 0.00 104.4 104.4 0.00
10 170.3 170.3 0.00 170.3 170.3 0.00
1 48.0 48.0 0.00 48.0 48.0 0.00
2 5 5 192.6 192.6 0.00 192.6 192.6 0.00
10 303.0 303.0 0.03 303.0 303.0 0.03
1 47.2 47.2 0.00 47.2 47.2 0.00
10 5 188.0 188.0 0.00 188.0 188.0 0.00
10 292.2 292.1 0.04 292.2 292.1 0.04
1 30.8 30.8 0.00 30.8 30.8 0.00
1 5 103.7 103.7 0.00 103.7 103.7 0.00
10 169.3 169.3 0.00 169.3 169.3 0.00
1 47.7 47.7 0.00 47.7 47.7 0.00
4 5 5 191.4 191.4 0.00 191.4 191.4 0.00
10 301.1 301.1 0.03 301.1 301.1 0.03
1 46.9 46.9 0.00 46.9 46.9 0.00
10 5 186.9 186.9 0.00 186.9 186.9 0.00
10 290.4 290.3 0.05 290.4 290.3 0.05
X = 6
1 5.3 5.3 0.00 91.2 91.2 0.00
1 5 8.0 8.0 0.00 397.3 397.3 0.00
10 9.6 9.6 0.00 702.2 702.2 0.00
1 20.9 20.9 0.00 91.2 91.2 0.00
2 5 5 74.1 74.1 0.00 392.9 392.9 0.00
10 101.5 101.6 -0.02 668.6 668.7 -0.02
1 24.9 24.9 0.00 79.7 79.7 0.00
10 5 89.9 89.9 0.00 338.2 338.2 0.00
10 124.5 124.5 -0.01 566.2 566.2 -0.01
1 4.8 4.8 0.00 94.1 94.1 0.00
1 5 6.7 6.7 0.00 411.8 411.8 0.00
10 7.9 7.9 0.00 728.4 728.4 0.00
1 19.8 19.8 0.00 93.0 93.0 0.00
4 5 5 69.8 69.8 0.00 401.5 401.5 0.00
10 94.8 94.8 -0.02 684.7 684.8 -0.02
1 23.9 23.9 0.00 80.9 80.9 0.00
10 5 85.8 85.8 0.00 344.1 344.1 0.00
10 118.0 118.0 -0.01 577.4 577.4 -0.01
Numerical Examples for Implied Volatility of Cap and Swaption
We calculate the implied volatility surface for cap and ATM swaption with payment semi-
annual payment frequency. Our model is ready to calibrate to cap and swaption volatility
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market by using some global optimizer (e.g. simulated annealing, genetic algorithm or
dierential evolution). In practice the ve parameter LGM2++ can be tted to carefully
selected caps and swaptions.
Table 3.3.4: The Cap Implied Volatility Surface by Analytical formula under LGM2++
Model.
Cap Vol Smile Cap Strike(%)
Maturity(Y) ATM Vol 1 2 3 4 5 6 7 8 9
1 22.43 45.02 34.23 28.68 25.12 22.57 20.62 19.08 17.81 16.75
2 19.46 35.80 27.48 23.53 21.35 19.58 17.60 15.71 14.32 13.30
3 17.93 32.83 25.20 21.58 19.60 18.04 16.16 14.40 13.12 12.17
4 17.08 31.65 24.22 20.66 18.68 17.18 15.40 13.77 12.59 11.70
5 16.55 31.01 23.67 20.13 18.13 16.65 14.94 13.40 12.29 11.44
6 16.16 30.53 23.27 19.75 17.74 16.26 14.60 13.14 12.06 11.23
7 15.85 30.07 22.91 19.43 17.42 15.95 14.33 12.92 11.87 11.05
8 15.58 29.62 22.56 19.13 17.13 15.67 14.10 12.72 11.68 10.87
9 15.33 29.17 22.22 18.85 16.87 15.43 13.88 12.52 11.50 10.69
10 15.10 28.72 21.89 18.58 16.62 15.19 13.67 12.34 11.32 10.51
12 14.68 27.84 21.24 18.05 16.16 14.77 13.29 11.99 10.97 10.16
15 14.11 26.59 20.33 17.33 15.54 14.20 12.77 11.50 10.50 9.69
20 13.33 24.79 19.03 16.29 14.66 13.41 12.04 10.81 9.82 9.01
25 12.70 23.33 17.97 15.45 13.95 12.78 11.46 10.25 9.27 8.46
30 12.20 22.15 17.12 14.78 13.38 12.28 11.00 9.80 8.83 8.03
Table 3.3.5: The ATM Swaption Volatility Surface by Approximate formula under L-
GM2++ Model.
OptionnSwap 1y 2y 3y 4y 5y 6y 7y 8y 9y 10y
1y 16.78 15.07 14.62 14.42 14.22 13.97 13.69 13.38 13.06 12.74
2y 14.04 13.61 13.64 13.62 13.50 13.30 13.05 12.76 12.46 12.16
3y 13.04 13.12 13.27 13.27 13.14 12.93 12.67 12.38 12.09 11.79
4y 12.65 12.90 13.04 13.01 12.85 12.63 12.36 12.07 11.77 11.47
5y 12.44 12.72 12.82 12.75 12.57 12.33 12.05 11.76 11.46 11.17
6y 12.26 12.52 12.58 12.48 12.28 12.03 11.75 11.45 11.16 10.87
7y 12.07 12.29 12.32 12.19 11.98 11.72 11.44 11.15 10.86 10.57
8y 11.86 12.05 12.05 11.91 11.69 11.42 11.14 10.85 10.56 10.28
9y 11.64 11.80 11.77 11.62 11.40 11.13 10.85 10.56 10.28 10.01
10y 11.41 11.55 11.50 11.34 11.11 10.85 10.57 10.29 10.01 9.74
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3.4 A New HJM Two-Factor Model (HJM2++)
We consider the following specication of the volatiltiy function
(t; T ) =




[2 + (T   t)] e b(T t) + d
375
and assume that Wi(t)(i = 1; 2) are independent Brownian motions and it means (t) =264 1 0
0 1
375.
Our model includes the following two models as special cases:
 By letting 1 = d = 0,we have the one factor HJM model by Mercurio and Moraleda
(2000).
 By letting d = 0, we have the two factor HJM model by Angelini and Herzel (2005).
The second component in the volatility function is also used by Rebonato in LIBOR mar-
ket model.
Then we have
(t; T ) =
264 1(t; T )
2(t; T )
375 =
264 1(T   t)














(Ax2 +Bx+ C) dx =
A(T 3   t3)
3
+
B(T 2   t2)
2
+ C(T   t)
2(t; T;A;B;C; b) :=
Z T
t











 (s; t; T; S) :=
Z t
s
h(v; T );(v)(v; S)i dv
A useful calculation
 (s; t; T; S) =
Z t
s
1(v; T )1(v; S) dv +
Z t
s
2(v; T )2(v; S) dv




s; t; d2; d(2A+ dT + dS); (A+ dT )(A+ dS)

+ exp( bT )2 [s; t; dB; d(A+BT ) +B(A+ dS); (A+ dS)(A+ dT ); b]
+ exp( bS)2 [s; t; dB; d(A+BS) +B(A+ dT ); (A+ dT )(A+ dS); b]
+ exp [ b(S + T )] 2





[h(v; T );(v)(v; T )i   h(v; t);(v)(v; t)i] dv =  (0; t; T; T )   (0; t; t; t)Z t
0
[h(v; T )  (v; t);(v)(v; T1)i] dv =  (0; t; T; T1)   (0; t; t; T1)
(t; T; S)2 =  (t; T; T; T ) +  (t; T; S; S)  2 (t; T; T; S)
The rst equation above is appeared as the deterministic drift term in bond price. The
second equation is additional deterministic drift term in bond price due to changing risk-
neutral measure to forward measue. The third equation is the forward bond price volatility
which is used to calcualte cap/oor price.
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The instantaneous forward rates can be expressed as
f(t; T ) = f(0; T ) +
Z t
0









(t; T ) =
2X
i=1
i(t; T )i(t; T )
= 21(T   t) +
n
[2 + (T   t)] e b(T t) + d
on
A+ d(T   t)  [A+B(T   t)] e b(T t)
o
The expression for the short rate is obtained by letting T go to t
r(t) = f(0; t) +
Z t
0
(u; t) du+ 1W
Q
1 (t) + d WQ2 (t) + (2 + t)e bt
Z t
0




We can see that the Markov dimension of HJM2++ is 4 while LGM2++ model have
Markov dimension 2. From implementation point of view, it is much more challenging to
work on HJM2++ model.
By lemma (3.1.1) and Letting t go to 0 then letting T go to t, we get
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By lemma (3.1.2)
P (t; T ) =












(v; T )  (v; t); dWQ(v)
E
=






[ (0; t; T; T )   (0; t; t; t)] + 1(t  T )WQ1 (t) + d(t  T )WQ2 (t)
 
h
(A+Bt)e bt   (A+BT )e bT
i Z t
0







Note that we have used a crucial parameter separation tricks for model implementation
purpose. Without this trick we can not perform multiple time simulations.
3.4.1 Monte Carlo Simulation of HJM2++ Model
Suppose we want to price, at the current time t = 0, a path-dependent interest rate deriva-
tives with European exercise features. The payo is a function of the values P (t1; ); P (t2; ); : : : ; P (tm; )
of the discount curve at preassigned time instants 0 = t0 < t1 < t2 < : : : < tm = T , where










H (P (t1; ); P (t2; ); : : : ; P (tj ; )) (3.4.1)
Typically the payo function H depends on the LIBOR or CMS rate which is a function
of the discount curve.
Exact Simulation of HJM2++ Model under Risk-Neutral Measure
Under the risk neutral measure we need to simulate the both stochastic discount factor
and forward discount curve together.
The exact simulaion of (3.4.1) is equivalent to simulate the following stochastic processes






























Then both the stochastic discount factor and discount curve at time t can be expressed as




 (0; t; t; t)  1tX1(t) + 1X2(t)
 (A+ dt)Y1(t) + dY2(t) + (A+Bt)e btY3(t) Be btY4(t)
o
P (t; T ) =






[ (0; t; T; T )   (0; t; t; t)] + 1(t  T )X1(t)
+d(t  T )Y1(t) 
h








It is straightforward to see that [X1(ti+1); X2(ti+1); Y1(ti+1); Y2(ti+1); Y3(ti+1); Y4(ti+1)]
conditional on Fti follows multivariate normal distribution with mean
[X1(ti); X2(ti); Y1(ti); Y2(ti); Y3(ti); Y4(ti)]
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and the following convariance matrix 66:














2b2t2i+1   2bti+1 + 1





(1; 3) = (1; 4) = (1; 5) = (1; 6) = 0
















b2t2i+1   2bti+1 + 2
  ebti  b2t2i   2bti + 2
b3
(5; 6) =
e2bti+1(2bti+1   1)  e2bti(2bti   1)
4b2
where (i; j) denotes the element on row i and column j and only the upper triangular
elements are specied since  is a symmetric matrix. Note that the above covriance
matrix is only positive semidenite. The standard cholesky factorization does not work
for small b due to the truncaton error in the computer system.
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H (P (t1; ); : : : ; P (tj ; ))
P (tj ; T )
9=;
it is advisable to work under the T -forward measure. The main advantage of simulating
under the T -forward measure is that we do not need to simulate the stochastic discount
factor any more but the discount curve. Since we have the following discount curve under
the T -forward measure


















We can see that the exact simulation of HJM2++ model under the T -forward measure is
equivalent to simulate X1(t); Y1(t); Y3(t); Y4(t) exactly.
Under QT and conditional on Fti , [X1(ti+1); Y1(ti+1); Y3(ti+1); Y4(ti+1)] are multivariate
normal distribution with mean [X1(ti); Y1(ti); Y3(ti); Y4(ti)] and the convariance matrix
 ([1; 3; 5; 6]; [1; 3; 5; 6]) which is a submatrix of 66.
3.4.2 Numerical Examples
In this section we shall do extensive numerical tests on the exact simulation scheme and
the analytical formula. The numerical tests have three goals in mind:
1. Compare the exact simulation and analytical formula for caps. If our implementation
is correct, these two dierent numerical methods should give quite close prices.
2. The analytical formula shall be used to calibrate our model to caps and swaptions
market.
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3. The exact simulation scheme shall be used to price some exotic interest rate products.
In the following numerical tests, we shall take the following parameters:
Zero-Coupon Curve: The zero rate is assumed to be at at 5%.
HJM2++ Model Parameters: The HJM2++ model parameters are taken from An-
gelini and Herzel (2005) which are calibrated to the historical time series of yield
curve. We have the following calibrated parameters:
 2  b d
0.0066 -0.0020 0.0079 0.5769 0.0010
As to our exact simulation scheme, we always choose the simulation number to be 100,000.
Numerical Examples for Cap/Floor Price
Table 3.4.1: The Cap and Floor price by Monte Carlo Simulation and Analytical formula
under HJM2++ Model where the simulation is done under risk-neutral measure.
Product Parameters Cap Price (bp) Floor Price (bp)
Strike (%) Freq T (years) MC StdErr Analytical MC StdErr Analytical
X = 4
1 50.7 0.1 50.7 0.2 0.0 0.2
2 5 467.1 1.1 466.7 54.4 0.4 54.2
10 965.9 2.6 965.5 191.3 1.0 191.3
1 74.9 0.1 74.9 0.4 0.0 0.4
4 5 485.7 1.1 485.6 57.7 0.4 57.7
10 978.8 2.6 979.0 197.8 1.0 197.9
X  5 (ATM)
1 9.7 0.0 9.7 9.7 0.0 9.7
2 5 186.7 0.8 186.2 186.6 0.7 186.2
10 469.0 1.9 468.5 468.7 1.6 468.5
1 13.9 0.1 13.9 13.9 0.1 13.9
4 5 192.8 0.8 192.6 192.8 0.7 192.6
10 475.2 1.9 475.1 475.2 1.6 475.1
X = 6
1 0.3 0.0 0.3 44.9 0.1 44.9
2 5 64.4 0.4 64.0 428.0 1.0 427.7
10 216.3 1.3 215.8 898.6 2.1 898.3
1 0.5 0.0 0.5 70.5 0.1 70.5
4 5 63.0 0.4 62.7 464.8 1.0 464.6
10 210.3 1.2 210.3 944.0 2.2 943.9
Numerical Examples for Payer and Receiver Swaption
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Table 3.4.2: The Payer/Receiver Swaption price by Exact Monte Carlo Simulation and
Approximation formula under HJM2++ Model where the simulation is done under risk-
neutral measure.
Product Parameters Payer Swaption Price (bp) Receiver Swaption Price (bp)
Strike (%) Freq Maturity Tenor MC StdErr Approx MC StdErr Approx
X = 4
1 100.4 0.1 100.4 3.0 0.0 3.0
1 5 456.0 0.3 456.0 14.4 0.1 14.4
10 804.8 0.5 804.8 19.2 0.1 19.2
1 102.9 0.1 102.9 23.1 0.1 23.2
2 5 5 454.3 0.4 454.4 92.7 0.2 92.8
10 791.8 0.7 791.9 148.6 0.4 148.7
1 92.0 0.1 92.1 29.9 0.1 30.0
10 5 408.3 0.4 408.4 126.7 0.3 126.8
10 714.8 0.6 715.0 213.9 0.6 214.1
1 98.2 0.1 98.3 3.2 0.0 3.2
1 5 446.3 0.3 446.3 15.1 0.1 15.1
10 787.3 0.5 787.3 20.2 0.1 20.2
1 101.3 0.1 101.3 23.4 0.1 23.5
4 5 5 447.1 0.4 447.2 94.1 0.2 94.2
10 779.0 0.7 779.1 151.0 0.4 151.1
1 90.8 0.1 90.8 30.2 0.1 30.2
10 5 402.7 0.4 402.8 127.8 0.3 127.9
10 704.9 0.6 705.1 215.8 0.6 216.0
X  5
1 29.0 0.0 29.0 29.0 0.0 29.0
1 5 133.4 0.2 133.4 133.4 0.2 133.4
10 221.1 0.3 221.1 221.1 0.3 221.1
1 54.0 0.1 54.0 54.0 0.1 54.0
2 5 5 230.5 0.3 230.5 230.5 0.4 230.5
10 390.3 0.5 390.3 390.3 0.7 390.3
1 55.7 0.1 55.7 55.7 0.1 55.7
10 5 242.7 0.3 242.7 242.7 0.4 242.7
10 419.1 0.5 419.2 419.0 0.8 419.2
1 28.8 0.0 28.9 28.8 0.0 28.9
1 5 132.5 0.2 132.5 132.5 0.2 132.5
10 219.8 0.3 219.7 219.7 0.3 219.7
1 53.7 0.1 53.7 53.7 0.1 53.7
4 5 5 229.1 0.3 229.1 229.1 0.4 229.1
10 387.9 0.5 387.9 387.8 0.6 387.9
1 55.4 0.1 55.4 55.4 0.1 55.4
10 5 241.2 0.3 241.2 241.2 0.4 241.2
10 416.5 0.5 416.7 416.4 0.8 416.7
X = 6
1 4.3 0.0 4.3 90.1 0.1 90.1
1 5 20.3 0.1 20.3 409.6 0.3 409.6
10 28.4 0.1 28.5 720.9 0.5 721.0
1 26.1 0.1 26.1 96.4 0.1 96.4
2 5 5 105.9 0.2 105.9 424.6 0.5 424.6
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10 171.8 0.3 171.8 738.7 0.9 738.7
1 32.7 0.1 32.7 87.4 0.1 87.4
10 5 139.2 0.2 139.1 387.4 0.5 387.3
10 236.2 0.4 236.1 677.6 1.0 677.6
1 3.8 0.0 3.8 93.1 0.1 93.1
1 5 18.0 0.1 18.0 422.9 0.3 423.0
10 24.9 0.1 25.0 745.2 0.5 745.3
1 24.9 0.1 24.9 98.0 0.1 98.0
4 5 5 100.8 0.2 100.8 432.3 0.5 432.4
10 163.1 0.3 163.1 752.8 0.9 752.8
1 31.6 0.1 31.6 88.5 0.1 88.5
10 5 134.2 0.2 134.1 392.4 0.5 392.3
10 227.4 0.4 227.3 686.7 1.0 686.7
Implied Volatility Surface of Caps and ATM Swaptions
We calculate the implied volatility surface for cap and ATM swaption with semi-annual
payment.
Table 3.4.3: The Cap Implied Volatility Surface by Analytical formula under HJM2++
Model.
Cap Vol Smile Cap Strike(%)
Maturity(Y) ATM Vol 1 2 3 4 5 6 7 8 9
1 14.26 31.88 21.74 18.23 15.97 14.35 13.11 12.13 11.32 10.65
2 15.16 31.63 23.98 19.97 17.24 15.25 14.12 13.26 12.46 11.74
3 15.68 32.82 24.80 20.63 17.83 15.78 14.59 13.69 12.86 12.13
4 15.93 33.06 24.99 20.82 18.05 16.03 14.78 13.81 12.95 12.19
5 16.01 32.95 24.92 20.81 18.09 16.11 14.82 13.80 12.90 12.12
6 16.00 32.72 24.75 20.70 18.05 16.10 14.79 13.72 12.80 12.00
7 15.95 32.45 24.55 20.56 17.96 16.05 14.72 13.63 12.68 11.88
8 15.88 32.20 24.35 20.41 17.86 15.98 14.64 13.53 12.57 11.77
9 15.81 31.98 24.17 20.27 17.76 15.91 14.55 13.43 12.47 11.66
10 15.73 31.79 24.01 20.14 17.66 15.83 14.47 13.34 12.38 11.57
12 15.59 31.48 23.75 19.92 17.48 15.69 14.32 13.18 12.22 11.41
15 15.42 31.19 23.46 19.68 17.27 15.51 14.14 13.00 12.04 11.24
20 15.21 30.98 23.18 19.41 17.03 15.30 13.94 12.80 11.85 11.06
25 15.07 30.95 23.04 19.25 16.89 15.17 13.81 12.67 11.73 10.95
30 14.98 31.01 22.97 19.16 16.79 15.08 13.72 12.59 11.65 10.87
Table 3.4.4: The ATM Swaption Implied Volatility by Analytical formula under LGM2++
Model.
OptionnSwap 1y 2y 3y 4y 5y 6y 7y 8y 9y 10y
1y 15.70 16.32 16.38 16.19 15.90 15.62 15.36 15.15 14.97 14.82
2y 16.42 16.59 16.41 16.10 15.78 15.48 15.23 15.03 14.86 14.72
3y 16.49 16.44 16.18 15.85 15.54 15.26 15.04 14.85 14.70 14.58
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4y 16.30 16.16 15.88 15.57 15.29 15.04 14.85 14.68 14.56 14.45
5y 16.03 15.87 15.60 15.32 15.07 14.86 14.68 14.54 14.43 14.34
6y 15.77 15.61 15.37 15.12 14.89 14.70 14.55 14.43 14.33 14.25
7y 15.55 15.39 15.17 14.95 14.75 14.58 14.44 14.34 14.25 14.18
8y 15.36 15.22 15.02 14.81 14.63 14.48 14.36 14.26 14.18 14.12
9y 15.20 15.07 14.89 14.70 14.54 14.40 14.29 14.20 14.13 14.08
10y 15.07 14.95 14.78 14.61 14.46 14.34 14.24 14.16 14.09 14.04
3.5 Gaussian HJM model for Non-Maturing Liabilities
In this section we shall apply the previously developed LGM2++ and HJM2++ model to
the no-arbitrage valuation of non-maturing liabilities (or deposit). More precisely these
two special gaussian HJM models shall be used to model market interest rate. After briey
reviewing the literature on non-maturing liabilities, we introduce two deposit volume and
deposit rate model developed by Jarrow and Deventer (1998) and Kalkbrener and Will-
ing(2004). Note that deposit volume and deposit rate is closely related to market interest
rate
3.5.1 Literature Review on Non Maturity Deposit
Non-maturing liabilities include several deposit accounts (e.g. savings and current accoun-
t) in most commercial banks. A large portion of bank's liabilities consists of non-maturity
deposits. For example up to 80% of liabilities of the Singapore's largest bank DBS group
consists of customer deposits which are shown in the following table (the actual number
should be smaller since customer deposit includes xed-maturity and structured deposit
too):
Table 3.5.1: Part of DBS Group Balance Sheet from 2001 to 2010 (in Billion SGD)
DBS Group 2010 2009 2008 2007 2006 2005 2004 2003 2002 2001
Total liabilities 250.6 229.1 232.7 209.8 176.3 161.0 156.8 143.6 133.9 135.8
Customer deposits 193.7 183.4 169.9 152.9 131.4 116.9 113.2 108.0 101.3 106.8
Ratio 77% 80% 73% 73% 75% 73% 72% 75% 76% 79%
The three characteristics of non-maturity deposits are as follows:
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1. There is no contract specied maturity. The client may withdraw or deposit money
at any time without any penalty.
2. The interest rate (deposit rate) of deposit account may change as market interest
rate moves and it is usually much lower than market interest rate. Another inter-
esting phenomenon is that the deposit rate decreases quickly if market interest rate
decreases while deposit rate increases slowly if market interest rate increases.
3. The deposit volume of deposit account may change in response to the market interest
rate change. If the bank's reputation deteriorates, it is highly likely that the bank's
deposit volume decreases very fast.
Risk management of non-maturing liabilities is particularly important for bank but it
did not draw much attention from academics. One of the possible reason is due to the
condentiality of bank's deposit account data. Jarrow and Deventer (1998) rstly used
no-arbitrage valuation approach for deposit valuation.
3.5.2 Model Assumption
We assume that
 The zero-coupon bonds of all maturities are available in the nancial market. The
time t price of a zero-coupon bond paying one dollar at time T is denoted by P (t; T ).
The associated money bank account and short rate are B(t) and r(t) respectively.
Banks can buy and sell deposit volume with market rate at any time t.
 Banks pay the deposit rate d(t)  r(t) to the client. The client can withdraw or
deposit money into the bank at any time t   where we assume that the bank will
pay back remaining deposit volume at time  .
 The deposit volume V (t) varies from time to time. It may be dependent on both
market rate and deposit rate.
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3.5.3 Cash Flow of Non-Maturity Deposit
We assume the deposit volume V (t) is traded at time 0 = t0 < t1 < : : : < tm 1 < tm =  .
From bank's perspective, the cash ows of non-maturity deposit are as follows:
 At time t0, V (t0)
 At time ti, V (ti)  V (ti 1)  d(ti 1) V (ti 1) (ti   ti 1) for i = 1; 2; : : : ;m  1
 At time tm,  V (tm 1)  d(tm 1) V (tm 1) (tm   tm 1)





























































































V (ti 1) [L(ti 1; ti)  d(ti 1)] (ti   ti 1)
B(ti)
#
The above discrete-time formula converges to the following continuous-time formula if
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Both (3.5.1) and (3.5.2) can be interpreted as the value of an exotic interest rate swap
with maturity  .
 For (3.5.1) bank receives oating LIBOR rate L(ti 1; ti) at time ti and pays oating
deposit rate d(ti 1) at time ti with time-varying notional V (ti 1) for the period
[ti 1; ti].
 For (3.5.2) bank receives oating short rate r(t) and pays oating deposit rate d(t)
with time-varying notional V (t) for the innitesimal period [t; t+ dt].
Note that the formula (3.5.1) and (3.5.2) do not depend on the specic models on the
market rate, deposit rate and deposit volume.
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Duration measures the percentage change of NPV of non maturity deposits when the
interest rate curve undergoes a parallel shift quantied as a small . The average life is
considered to be a time weighted average of the received cash ows.
3.5.4 Modeling of Deposit Volume, Deposit Rate and Market Rate
Jarrow and Devender(1998)[JD1998] proposed the following continuous-time model for
deposit volume V (t) and deposit rate d(t) evolution:








r(s) ds+ 3 [r(t)  r(0)]

(3.5.8)
d(t) = d(0) + 0t+ 1
Z t
0
r(s) ds+ 2 [r(t)  r(0)] (3.5.9)
Kalkbrener and Willing(2004)[KW2004] modeled deposit volume V (t) as a linear trend
plus OU process and the deposit rate d(t) as a piecewise-linear function of short rate:
V (t) = f(t) + x3(t) (3.5.10)







r(t) if r(t)  0
(0+12)r(t)
2
if 0 < r(t)  2
0 + 1  r(t) if r(t) > 2
(3.5.11)
In the literature there are lots of deposit volume and deposit rate models available. Most
of them are specied as discrete time-series model (e.g. Blochlinger (2010), Frauendorfer
(2010,2011)). In this thesis we shall implement JD1998 and KW2004 models for deposit
volume and deposit rate and it is possible to include other deposit volume and deposit
rate models in our framework.
Remark 3.5.1. The valuation of non-maturing deposit depends heavily on our assumption
on deposit volume model and deposit rate model.
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Several key features are not modeled by JD1998 and KW2004:
1. Deposit rate tends to lag market rates when market rate are increasing and lead
market rates when they are decreasing. Bank usually imposes cap and oor to deposit
rate.
2. Volume decreases in deposit reects either deposit withdrawals or closing accounts
and is likely due to the less competitive deposit rate.
As to the market rate we shall use LGM2++ model for illustration purpose (HJM2++
model is also implemented but the numerical results are not reported here). Then the
dynamics of the short rate process r(t) under the risk-neutral measure Q is given by:
r(t) = '(t) + x1(t) + x2(t); r(0) = r0 (3.5.12)
and the processes fx1(t) : t  0g and fx2(t) : t  0g satisfy
dx1(t) =  k1x1(t) dt+ 1 dWQ1 (t); x1(0) = 0
dx2(t) =  k2x2(t) dt+ 2 dWQ2 (t); x2(0) = 0
whereW1(t) andW2(t) are Brownian motions with instantaneous correlation 12 2 ( 1; 1)
and r0; k1; k2; 1; 2 are positive constants. The function ' is deterministic with '(0) = r0.
We denote by Ft the information generated by Brownian motions W1(t) and W2(t) up to
time t.
3.5.5 Closed-Form Solution of Jarrow and Devender with LGM2++
It is straightforward to derive a closed-form solution for deposit valuation since the short
rate is a Gaussian process.
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Note that
r(t) = '(t) + x1(t) + x2(t)
= '(t) + 1
Z t
0
e k1(t u) dWQ1 (u) + 2
Z t
0


























Dene X1 := r(t) and X2 :=
R t
0 r(u) du, it can be shown that X1 and X2 are bivariate
normally distributed with:
1 : = EQ [X1] = '(t)


















































































Lemma 3.5.1. If X =
264 X1
X2
375 is bivariate normally distributed with
E [X] =  :=
264 1
2
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Then we have
E [X1 exp (u1X1 + u2X2)] =M(u1; u2) [1 +1;1u1 +1;2u2]
E [X2 exp (u1X1 + u2X2)] =M(u1; u2) [2 +2;2u2 +1;2u1]
E

















E [X1X2 exp (u1X1 + u2X2)] =M(u1; u2) [(1 +1;1u1 +1;2u2) (2 +2;2u2 +1;2u1) + 1;2]
where
M(u1; u2) = exp













Proof: It is well-known that the moment generating function M(u1; u2) of bivariate nor-
mal distribution X is given by
M(u1; u2) := E [exp (u1X1 + u2X2)] = exp













By the following relationship, it is straightforward to prove the lemma:
E [X1 exp (u1X1 + u2X2)] =
@M(u1; u2)
@u1

















E [X1X2 exp (u1X1 + u2X2)] =
@2M(u1; u2)
@u1@u2
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V (t)  r(t)
B(t)
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M(3; 2   1)
3.5.6 Model Implementation
From implementation point of view, KW2004 model is more challenging than JD1988
model since there is one additional stochastic factor. In this section we develop an exact
simulation scheme for KW2004 model. Our implementation of KW 2004 model can be
adapted for JD1998 model with minor modication.
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Exact Simulation under Risk-Neutral Measure















e k3(ti+1 u) dWQ3 (u)Z ti+1
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conditional on Fti which is given by:
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where i;j(ti; ti+1) denotes the element on row i and column j and only the upper trian-
gular elements are specied since  is a symmetric matrix.
Exact Simulation under Forward Measure



















































where W T1 (t);W
T
2 (t) and W
T
3 (t) are three correlated Brownian motions under QT with
dW T1 (t) W T2 (t) = 12dt; dW T1 (t) W T3 (t) = 13dt; dW T2 (t) W T3 (t) = 23dt:
Under the forward measure QT and conditional on Fti , we have
x1(ti+1) = x1(ti)e
 k1(ti+1 ti)  MT1 (ti; ti+1) + 1
Z ti+1
ti
e k1(ti+1 u) dW T1 (u)
x2(ti+1) = x2(ti)e
 k2(ti+1 ti)  MT2 (ti; ti+1) + 2
Z ti+1
ti
e k2(ti+1 u) dW T2 (u)
x3(ti+1) = x3(ti)e
 k3(ti+1 ti)  MT3 (ti; ti+1) + 3
Z ti+1
ti
e k3(ti+1 u) dW T3 (u)Z ti+1
ti
x1(u) du = x1(ti)
1  e k1(ti+1 ti)
k1





dW T1 (u)Z ti+1
ti
x2(u) du = x2(ti)
1  e k2(ti+1 ti)
k2
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where ; are the same as that under risk-neutral measure and

























































































































In this section we calculate the NPV, duration and average life of non-maturing deposit
under both risk-neutral and forward measure.
The market short rate model is assumed to be
k1 1 k2 2 12
0.773511777 0.022284644 0.082013014 0.010382461 -0.701985206
The deposit rate model is assumed to be
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d(0) 1 2 3
0.0040 0 0 0
The deposit volume model is assumed to be
V (0) a b  k3 3
41.77 38.5031 7.7561 0.0018 0.7453 4.6359
where we assume the unit of deposit volume is billion SGD.
The instantaneous correlation between deposit volume and short rate is assumed to be
13 23
-0.3 -0.3
The numerical parameters used for the calculation are as follows:
Pay Freq Simulation Freq Simulation Path Simulation Seed
12 365 10,000 3
The current zero coupon curve is
ON 1m 2m 3m 6m 9m 1y 2y 3y 4y 5y 7y 10y 11y 12y 15y
1.47 1.66 1.86 1.96 1.92 1.93 1.97 2.22 2.51 2.81 3.01 3.30 3.59 3.61 3.63 3.67
Our calculation of NPV and Greeks are based on M(t) := max0st V (s) or we use M(t)
to replace V (t) in NPV calculation. M(t) reects the stability of the current volume but
ignores future volume increases.
The numerical results show us that
 When reserve factor increases, NPV and total IRPV01 decreases and duration in-
creases while there is almost no change in average life.
 The dominance of the bucket IRPV01 at maturity is the assumption that all the
money is paid back to the client at maturity.
 If the slope parameter in deposit volume is smaller, bucket IRPV01 will shift from
long tenor to short tenor.
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Table 3.5.2: NPV, Duration, Average life and IRPV01 of Deposit where the simulation is
done under risk-neutral measure. The standard error of NPV is also included in paren-
thesis.
Tenor Reserve NPV (bil. SGD) Duration(years) Average Life (years) IRPV01(mil. SGD)
 = 5
k=0% 8.15(0.07) 19.53 2.43 15.92
k=5% 7.71(0.07) 19.64 2.43 15.14
k=10% 7.26(0.06) 19.75 2.43 14.35
 = 10
k=0% 14.48(0.16) 17.35 4.62 25.13
k=5% 13.70(0.15) 17.45 4.62 23.90
k=10% 12.91(0.14) 17.56 4.62 22.67
 = 15
k=0% 19.51(0.24) 15.21 6.64 29.69
k=5% 18.45(0.22) 15.31 6.64 28.26
k=10% 17.39(0.21) 15.43 6.64 26.83
Table 3.5.3: NPV, Duration, Average life and IRPV01 of Deposit where the simulation is
done under forward measure. The standard error of NPV is also included in parenthesis.
Tenor Reserve NPV (bil. SGD) Duration(years) Average Life (years) IRPV01(mil. SGD)
 = 5
k=0% 8.16(0.08) 19.48 2.44 15.90
k=5% 7.72(0.08) 19.58 2.44 15.12
k=10% 7.28(0.07) 19.69 2.44 14.33
 = 10
k=0% 14.55(0.21) 17.20 4.63 25.02
k=5% 13.76(0.20) 17.30 4.63 23.80
k=10% 12.97(0.19) 17.41 4.63 22.58
 = 15
k=0% 19.42(0.36) 15.30 6.60 29.70
k=5% 18.36(0.34) 15.40 6.60 28.27
k=10% 17.31(0.32) 15.51 6.60 26.84
Table 3.5.4: The bucket IRPV01 of Deposit where the simulation is done under risk-neutral
measure.
Tenor  = 5  = 10  = 15
Reserve k=0% k=5% k=10% k=0% k=5% k=10% k=0% k=5% k=10%
Total 15.92 15.14 14.35 25.13 23.90 22.67 29.69 28.26 26.83
ON 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
TN 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1w 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1m 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
2m 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3m 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
6m 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
9m 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
1y 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
2y 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03
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3y 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
4y 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05
5y 15.75 14.97 14.18 0.10 0.10 0.10 0.10 0.10 0.10
7y 0.20 0.20 0.20 0.20 0.20 0.20
10y 24.65 23.43 22.20 0.19 0.19 0.19
11y 0.10 0.10 0.10
12y 0.22 0.22 0.22
15y 28.71 27.28 25.86
Table 3.5.5: The bucket IRPV01 of Deposit where the simulation is done under forward
measure.
Tenor  = 5  = 10  = 15
Reserve k=0% k=5% k=10% k=0% k=5% k=10% k=0% k=5% k=10%
Total 15.90 15.12 14.33 25.02 23.80 22.58 29.70 28.27 26.84
ON 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
TN 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1w 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1m 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
2m 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3m 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
6m 0.01 0.01 0.01 0.01 0.01 0.01 0.02 0.02 0.02
9m 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
1y 0.02 0.02 0.02 0.01 0.01 0.01 0.01 0.01 0.01
2y 0.02 0.02 0.02 0.01 0.01 0.01 0.00 0.01 0.01
3y 0.04 0.04 0.04 0.05 0.05 0.05 0.06 0.06 0.06
4y 0.05 0.05 0.05 0.04 0.05 0.05 0.04 0.04 0.04
5y 15.73 14.95 14.16 0.09 0.09 0.09 0.08 0.08 0.08
7y 0.21 0.21 0.21 0.21 0.21 0.21
10y 24.56 23.34 22.12 0.26 0.25 0.25
11y 0.10 0.10 0.10
12y 0.24 0.24 0.23
15y 28.65 27.22 25.80
Chapter4
Conclusion
In this thesis we studied two interesting and important problems in quantitative nance:
pricing a variable annuities policy with guaranteed minimum withdrawal benet and -
nancial products with non-maturity liabilities.
4.1 GMWB
we have managed to construct singular stochastic control models for pricing variable an-
nuities with guaranteed minimum withdrawal benet under both continuous and discrete
framework. Penalty methods together with nite dierent methods are successfully ap-
plied to solve the problem. We characterized the optimal withdrawal strategy for a rational
policy holder.
4.2 Non-Maturing Deposit
We derived some useful theorems in HJM model with correlated Browian motion. Based
on these theorems the two special HJM model LGM2++ and HJM2++ are introduced.
The former model is widely known in nancial industry while the later model is new to the
literature. We adapted one formula for European swaption pricing under general gaussian
HJM framework. Then we developed exact simulation schemes under both risk-neutral and
forward measure. Our LGM2++ and HJM2++ model is ready to price any interest rate
derivatives at ease. We test our exact simulation scheme by pricing caps/oors/swaptions
against analytic solution. Numerical results show that all our numerical schemes works
well. The analytic solution shall be used to calibrate the model to market quote while the
exact simulation engine is ready to price any interest rate derivatives.
After building the market interest rate model, we need to introduce deposit volume and
deposit rate model for deposit valuation. Since the analytic solution may not be available
in this setting we developed exact simulation scheme for deposit valuation. Numerical
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Abstract
In this thesis, we considered pricing two interest nancial products: guaranteed mini-
mum withdrawal benet (GMWB) and non-maturity liabilities (or deposit).
In the rst chapter we develop a singular stochastic control model for pricing variable
annuities with the guaranteed minimum withdrawal benet. This benet promises to re-
turn the entire initial investment, with withdrawals spread over the term of the contract,
irrespective of the market performance of the underlying asset portfolio. A contractu-
al withdrawal rate is set and no penalty is imposed when the policyholder chooses to
withdraw at or below this rate. Subject to a penalty fee, the policyholder is allowed to
withdraw at a rate higher than the contractual withdrawal rate or surrender the policy
instantaneously. We explore the optimal withdrawal strategy adopted by the rational
policyholder that maximizes the expected discounted value of the cash ows generated
from holding this variable annuity policy. An ecient nite dierence algorithm using
the penalty approximation approach is proposed for solving the singular stochastic con-
trol model. Optimal withdrawal policies of the holders of the variable annuities with
the guaranteed minimum withdrawal benet are explored. We also construct discrete
pricing formulation that models withdrawals on discrete dates. Our numerical tests show
that the solution values from the discrete model converge to those of the continuous model.
In the second chapter we develop HJM model for non-maturing deposit valuation. We
start from general HJM framework and derive some useful lemmas for HJM model. Later
we introduce two special two-factor gaussian HJM model: LGM2++ model and HJM2++
model. Exact simulation scheme in both risk-neutral and forward measure is developed
for pricing purpose. Numerical results for caps/oors and swaptions show that our exact
simulation is quite close to analytical price. Then we introduce two deposit volume and
deposit rate model for non-maturity deposits. We develop exact simulation scheme using
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LGM2++ as market rate model. Numerical results for price and Greeks of non-maturing
deposit are compared in both risk-neutral and forward measure.
