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ANALYSIS OF A QR ALGORITHM FOR COMPUTING SINGULAR
VALUES* s. CHANDRASEKARANt AND I.C.F. IPSEN$ Abstract. We extend the Golub-Kahan algorithm for computing the singular value decomposition of bidiagonal matrices to triangular matrices R. Our algorithm avoids the explicit formation of R T R or RRT.
We derive a relation between left and right singular vectors of triangular matrices and use it to prove monotonic convergence of singular values and singular vectors. The convergence rate for singular values equals the square of the convergence rate for singular vectors. The convergence behaviour explains the occurrence of deflation in the interior of the matrix.
We analyse the relationship between our algorithm and rank-revealing QR and URV decompositions. As a consequence, we obtain an algorithm for computing the URV decomposition, as well as a 1. Introduction. We present an algorithm for computing the singular value decomposition (SVD) of a real upper triangular matrix R that is based on the repeated QR decomposition of R.
1.1. The algorithm. In 1965 Golub and Kahan [21] introduced an algorithm for the computation of the singular values and vectors of a real upper bidiagonal matrix B.
The algorithm is based on the QR algorithm for computing eigenvalues but avoids the explicit formation of the tridiagonal matrix BTB. An Algol implementation of this algorithm was proposed by Golub and Reinsch in 1970 [22] .
The following extension of the unshifted Golub-Kahan algorithm from bidiagonal matrices to triangular matrices was proposed in [28] . It The repeated transformation from lower to upper triangular form by means of orthogonal transformations was motivated by an algorithm for computing partial correlation coefficients [11] , [12] . F. Chatelin and A. auhe pointed out to us that (.) had already been proposed by Fadeev, Kublanovskaya, and Fadeeva in 1966 [17] , where it is formulated as applying an LQ iteration to R (2i) and a QR iteration to R(2i+l).
Fernando and Parlett [19] Our motivation is to obtain insight into the behaviour of the Golub-Kahan algorithm for bidiagonal matrices [21] and into the unshifted QR algorithm [23] , [33] , [38] , [41] for computing eigenvalues of symmetric matrices. Our analysis helps to understand the relation between algorithms that produce a complete SVD and those that produce a partial SVD, such as rank-revaling QR (RRQR) decompositions [8] and URV decompositions [24] , [30] , [36] . In Some of the material in 2 and 5 has appeared in preliminary form in [6] , [7] .
1.3. Relation to other algorithms. Two successive iterations of (,) are mathematically equivalent to one iteration of the unshifted QR algorithm for computing eigenvalues [23] , [33] , [38] , [41] and This is also observed in [31] . If R () is upper bidiagona!, so are all iterates R(i), and two successive iterations amount to applying one iteration of the Golub-Kahan algorithm [21] . Fadeev , Kublanoskaya, and Fadeeva [17] and Fernando and Parlett [19] observe that one iteration of (,) is mathematically equivalent to one iteration of the Cholesky LR algorithm [41] [5] , [20] , [23] [23] , [33] , [34] , [38] , [40] , [41] . They are usually derived from the fact that one iteration of the QR algorithm is mathematically equivalent to one nested subspace iteration, applied to particular starting spaces, cf. in particular [34] , [38] , [40] . The subspace iterates converge linearly to eigenspaces with an asymptotic convergence rate equal to a ratio of adjacent singular values (in fact, the distance between the iterates and the eigenspace decreases from the start [40] ). In [39] these results are extended to the computation of the SVD of R from RTR and RRT. The monotonic convergence of the eigenvalues during nested subspace iteration is proved through the connection to Toda flows [29] . [33] , [41] .
The bounds on the relative distance also explain why (.) and the QR algorithm have such a hard time with graded matrices whose elements increase in size towards the bottom, cf. [14, 5] [41, 8.7 ] to illustrate slow convergence of the LR algorithm). Section 4.2 illustrates how to force fast convergence on such graded matrices ,ithout the need to decide between QR-and QL-type algorithms as in [14] , [19] .
The leading principal submatrices of the singular vector matrices are almost always nonsingular [38, p. 430] but may be very ill conditioned, in which case the convergence is slow.
4. RRQR and URV decompositions. We discuss the connections between (,) on the one hand and RRQR decompositions [8] and URV decompositions [36] It makes sense therefore to distinguish, for each k, two phases of (,) depending on the value of 7k (i). 1 [8] .
The existence of RRQR decompositions was proved in [26] , and one of the most accurate RRQR algorithms is Hybrid III(k) [8] , which finds a permutation matrix P so that RP-QR with -= I1 1 11 I1 ::11-< (k + 1)(n-k + o +1.
In practice, though, the cheaper and possibly less accurate forms of column pivoting, such as QR with column pivoting [5] , [20] , [23] , tend to work quite well (an attempt at explaining the practical effectiveness of the simple column pivoting strategies, regardless of their potential failures, is made in [8] [14] , [19] .
The idea of permuting rows or columns of the iterates during eigenvalue computations is not new. Pivoting, in the form of row exchanges, has been suggested for the LR algorithm, [41, 8.13] and [34, 2.7] , to enhance numerical stability in those cases where the orthodox LR algorithm fails to converge. A preliminary pivoting step has also been suggested for Jacobi methods: Hari and Veseli5 use QR with column pivoting [25] and Cholesky decomposition with symmetric pivoting [37] , while Demmel and Veseli5 [15, Algorithm 4.4] propose to compute the eigendecomposition of a symmetric positive-definite matrix A by first determining the Cholesky factor R of A with complete pivoting, followed by the application of a one-sided Jacobi method to R. )(i) I1t12 < 11"2 II. Hence the off-diagonal blocks R decrease monotonically; and convergence to block-diagonal form is fast once the monotonic phase has been reached. Since (i) --, ak+/ak, the blocks corresponding to wellseparated singular values may decrease faster and deflation 2 is likely to set in earlier.
4.4. A divide and conquer algorithm. The previous sections showed that once the rank-revealing phase has been completed for some k, the iterates converge rapidly to block diagonal form. Hence preceding (,) with an RRQR algorithm tends to force completion of the rank-revealing phase and the start of deflation for that k. This observation leads to a divide and conquer algorithm for computing singular values of dense or banded matrices A, which may be advantageous on a parallel architecture.
Below is a rough sketch.
1. Select a k and apply an RRQR algorithm to AP QR so that k < 1. 3. Apply Steps 1 and 2recursively to R and to 22" There are several ways to determine the index k in Step 1 where the matrix is to be split. The simplest option is to set k n/2 and choose Hybrid III(n/2) as the RRQR Hanson and Lwson, [24] and [30, 14] , as well as Stewart and Mathias [31] , [35] , [36] [31] , [35] then perform several of the following "refinemem steps" on R () to further decrease the size of the (1, 2) block: first determine an orthogonM matrix Q() so that R( )T R(0) Q(1) i8 lower triangular and, second, determine an orthogonal matrix Q(2) so that R (2) Q(2)TR()T is upper triangular. In [36] Stewart proposes an incomplete version of these refinement steps: reduce only the last column of R (0) to en, and in this resulting matrix in turn reduce only the last row to e.
Note that in the beginning these algorithms accomplish more than an RRQR decomposition. Due to the rotations performed on both sides of the matrix the offdiagonal block also ends up being small. Hence the following result from [35] applies.
If
--(0) R) < + then the first part of the refinement steps in [35] , [36] causes a monotonic decree -..2 ] in the (1,2) block, and so does, of course, the second part of the refinement step. The refinement step in [35] represents two iterations of (,) [
while the refinement step in [36] amounts to one incomplete iteration of (,) where R of order n-1 remains lower triangular. [13] extend the criterion from [10] to biacyclic matrices. In [35] Stewart proves a deflation criterion that bounds the relative accuracy of the smallest singular value and can be considered an extension of Criterion 2a in [14] If IIR121I is small then this criterion permits earlier deflation than the one from [35] .
Our deflation criterion below guarantees high relative accuracy in a(R22) and holds without any assumptions on the size of lIRa211. 
