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Introduzione 
L’intento di questa tesi è analizzare la struttura Radar MIMO 
(multiple-imput , multiple-output) e confrontarne le prestazioni 
con le principali strutture Radar come il Phased Array, MISO e 
SIMO Radar. Nel primo capitolo verrà introdotta e definita la 
Funzione di Ambiguità, uno strumento analitico utile per l’analisi 
e la sintesi di forme d’onda  e ne verrà calcolato e visualizzato  
l’andamento per i più comuni modelli di segnale trasmessi dai 
radar. Nel secondo capitolo verranno trattati i Codici Spaziali , 
verrà mostrato come questi influenzano le prestazioni del 
sistema radar tramite il calcolo del limite di Cramér-Rao. Nel 
terzo capitolo verrà analizzata l’architettura del Radar MIMO, 
spiegandone il funzionamento e confrontandone le prestazioni 
con le principali tipologie di radar usuali, sia per via teorica che  
tramite simulazioni effettuate con Matlab. Nel quarto capitolo 
verrà mostrato l’effetto dell’interferenza prodotta da altri radar 
lavoranti nello stesso scenario e verrà mostrato come 
utilizzando codifiche ortogonali per i diversi segnali trasmessi 
l’effetto dell’interferenza sulla stima diminuisca. Infine in 
appendice sono state riportate le funzioni sviluppate col 
software Matlab per ottenere gli andamenti della Funzione di 
Ambiguità, della Probabilità di Rivelazione delle diverse 
architetture radar analizzate e dell’andamento della Radice 
dell’Errore Quadratico Medio (RMSE) in funzione del 
Coefficiente di Correlazione fra i codici utilizzati dall’Array di 
Radar. 
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Capitolo 1 
La Funzione di Ambiguità 
 
1.1  Introduzione 
La funzione di ambiguità è uno strumento analitico per l’analisi 
e la sintesi di forme d’onda, è molto utile quando bisogna 
esaminare la risoluzione, il livello dei lobi e l’ambiguità, sia in 
range che in Doppler, di un dato segnale. In questa trattazione 
si esamineranno segnali a banda stretta (narrow-band), dove 
cioè la banda del segnale è molto inferiore della portante, con 
cui viene modulato il segnale. Per questi segnali, infatti, l’effetto 
doppler può essere modellato come una semplice traslazione 
frequenziale dello spettro del segnale ricevuto rispetto a quello 
trasmesso di una quantità Df  (detta frequenza doppler) dalla 
portante. Consideriamo l’uscita di un filtro adattato al segnale 
( )tx , con in ingresso  lo stesso segnale traslato per effetto 
doppler ( ) ( )tfjtx Dπ2exp − , assumiamo, inoltre, che il filtro abbia 
guadagno unitario e sia progettato per avere il massimo 
all’istante zero, ovvero l’asse temporale all’uscita del filtro sia 
centrato sul punto di massimo dell’uscita.  
La risposta impulsiva del filtro adattato sarà quindi  
( ) ( )txthFA −= *  (1.1.1) 
mentre l’uscita del filtro sarà  
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( ) ( ) ( ) ( ) ( )∫∞
∞−
=−−= DDD ftAdstsxtfjsxfty ,ˆ2exp, *π  (1.1.2) 
che è definita come funzione di ambiguità complessa.  
Utilizzando le proprietà della trasformata di Fourier la (1.1.2) si 
può riformulare come  
( ) ( ) ( ) ( )∫∞
∞−
+= dfftjffXfXftA DD π2exp,ˆ *  (1.1.3) 
La funzione di ambiguità è definita come  ( ) ( )DD ftAftA ,ˆ, = .  
Esaminiamo alcune interessanti proprietà della funzione di 
ambiguità , chiamando E l’energia del segnale ( )tx , allora 
( ) ( ) EAftA D =≤ 0,0,  (1.1.4) 
Quindi se il filtro è adattato, sia in distanza che in doppler , 
l’uscita sarà massima. 
La seconda proprietà stabilisce che il volume totale sotteso da 
qualsiasi funzione di ambiguità è costante e pari a 
( )∫∫ = 22, EdtdfftA DD  (1.1.5) 
Questa legge di conservazione dell’energia implica che, quando 
si sintetizza una forma d’onda, non è possibile rimuovere parte 
dell’energia della funzione di ambiguità senza spostarla da 
qualche altra parte.  
La terza proprietà è una relazione di simmetria 
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( ) ( )DD ftAftA −−= ,,  (1.1.6) 
Inoltre, se consideriamo la funzione di ambiguità complessa in 
(1.1.2) e la valutiamo per 0=Df  e per 0=t  otteniamo, 
rispettivamente, la funzione di autocorrelazione del segnale e la 
trasformata di Fourier del segnale ( ) 2tx . 
Una funzione di ambiguità ideale dovrebbe presentare un unico 
lobo, il più stretto ed ampio possibile e uniforme nel piano 
ritardo-doppler, ciò implica  una elevata risoluzione sia in 
distanza che in doppler.  
L’assenza di lobi secondari eliminerebbe tutti i problemi di 
ambiguità, mentre l’andamento uniforme della funzione di 
ambiguità minimizzerebbe i problemi di mascheramento di altri 
bersagli.  
 
 
 
 
 
 
 
 
 
 10
1.2 Funzione di Ambiguità per un impulso 
rettangolare 
Come primo esempio consideriamo la funzione di ambiguità di 
un singolo impulso rettangolare di durata τ, centrato nell’origine 
e normalizzato per avere energia unitaria:  
( ) ⎟⎠
⎞⎜⎝
⎛= ττ
trecttx 1  (1.2.1) 
Applicando la (1.1.2) per 0>t  si ottiene: 
( ) ( )
[ ] ( )[ ]
( )
⎭⎬
⎫
⎩⎨
⎧
⎟⎟⎠
⎞⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ −+−⎟⎟⎠
⎞⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ −−−−=
=−
+−−−−=
=−= ∫
+−
22
2exp
22
2exp22exp2
1
2
22exp22exp
2exp1,ˆ
2
tfjtfjtfj
fj
fj
tfjfj
dssfjftA
ddD
D
D
DD
te
DD
τπτππτπ
τπ
τπτπ
πτ
τ
τ
 (1.2.2) 
Quindi prendendone il modulo: 
( ) ( ) ( )( )
D
D
DD f
tfftAftA τπ
τπ −== sin,ˆ,  τ≤≤ t0  (1.2.3) 
Per 0<t  si ottiene lo stesso risultato, sostituendo: ( )τ−t  con 
( )τ+t , quindi per un impulso rettangolare la funzione di 
ambiguità è: 
( ) ( )( )
D
D
D f
tf
ftA τπ
τπ −= sin,  ττ ≤≤− t  (1.2.3) 
La Figura 1 rappresenta questa funzione di ambiguità in un 
grafico tridimensionale, mentre la Figura 2 è una 
rappresentazione della funzione tramite delle curve isolivello  
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Figura 1 funzione di ambiguità di un impulso rettangolare . Grafico tridimensionale 
Figura 2 funzione di ambiguità di un impulso rettangolare . Curve isolivello 
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Valutiamo la funzione di ambiguità (1.2.3) in due casi 
particolari, ovvero per 0=t  e per 0=Df .  
Nel primo caso  otteniamo la sezione zero-delay , che 
rappresenta l’uscita del filtro adattato all’istante ottimo di 
campionamento al variare del disadattamento doppler. 
Sostituendo 0=t  nell’equazione (1.2.3) si ottiene:  
( ) ( )
D
D
D f
ffA τπ
τπsin
,0 =   (1.2.4) 
Nel secondo caso otteniamo la sezione zero-doppler, che 
rappresenta l’uscita del filtro adattato, quando si ha 
adattamento in doppler. Imponendo 0=Df  nella (1.2.3) ed 
utilizzando la regola di L’Hospital per risolvere la forma 
indeterminata, si ottiene:  
( ) τ
τ t
tA
−=0,  ττ ≤≤− t  (1.2.4) 
L’andamento delle due funzione ricavate è mostrato nella 
Figura 3 e nella Figura 4. 
Utilizzando la definizione di risoluzione di Rayleigh, che 
corrisponde alla distanza del primo nullo, si osserva 
immediatamente che la risoluzione in distanza (range) in 
condizioni di adattamento in doppler è pari a τ , mentre la 
risoluzione in doppler è pari a τ1 . Considerando che nei sistemi 
radar τ  è dell’ordine del microsecondo, si nota facilmente che 
la risoluzione che si ottiene, utilizzando questo segnale, non è 
molto elevata. In range si ha, infatti, una risoluzione dell’ordine 
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di 150 metri, mentre in doppler dell’ordine del MHz. 
Considerando che λvf D 2= , dove v è la velocità radiale del 
bersaglio e λ è la lunghezza d’onda della portante, che 
solitamente è dell’ordine del centimetro, una risoluzione di 1 
MHz corrisponde ad una risoluzione in velocità radiale 
dell’ordine dei 5000 metri al secondo. Se si desidera un sistema 
radar che riveli soltanto dei bersagli ad una certa velocità e 
reietti bersagli a velocità prossime questo segnale risulta 
praticamente inutile.  
 
 
 
 
Figura 3 sezione zero-Delay della funzione di ambiguità di un impulso rettangolare 
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Figura 4 sezione zero-Doppler della funzione di ambiguità di un impulso rettangolare 
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1.3 Funzione di Ambiguità di un treno di 
impulsi rettangolari 
Un sistema radar insiste su un bersaglio per più di un PRI 
(Pulse Repetition Interval), si hanno quindi a disposizione N 
echi  provenienti dallo stesso bersaglio. E’  per questo motivo 
che come secondo esempio valuteremo la funzione di 
ambiguità di un treno di impulsi coerenti.  
Il segnale che consideriamo è quindi:  
( ) ( )∑−
=
−=
1
0
N
n
p nTtxtx   (1.3.1) 
Con ( )tx p  si intende l’impulso rettangolare di durata τ , N pari al 
numero di impulsi e T periodo di ripetizione degli impulsi (PRI). 
Il filtro adattato al segnale ( )tx  avrà quindi risposta impulsiva:  
( ) ( ) ( )∑−
=
−−=−=
1
0
**
N
n
pFA nTtxtxth  (1.3.2) 
Possiamo quindi scrivere la funzione di ambiguità complessa 
per il treno di impulsi rettangolari come: 
( ) ( ) ( )( ) ( )( )( )( )∑
−
−−=
−+−−−=
1
1 sin
sin
1exp,ˆ,ˆ
N
Nn D
D
DDpD Tf
TnNf
TnNfjfnTtAftA π
ππ  (1.3.3)
Ricordando che ( )DftA ,ˆ è non nulla solo per τ<t  e supponendo 
che τ2>T , che è una ipotesi valida nella stragrande 
maggioranza dei casi, le repliche nella sommatoria di (1.3.3) 
non si sovrappongono e, quindi, il modulo della sommatoria 
sarà pari alla somma dei moduli degli addendi della 
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sommatoria. Si può quindi scrivere la funzione di ambiguità di 
( )tx  come:  
( ) ( ) ( )( )( )( )∑
−
−−=
−−=
1
1 sin
sin
,,
N
Nn D
D
DpD Tf
TnNf
fnTtAftA π
π τ2>T  (1.3.4)
L’equazione (1.3.4) normalizzata viene raffigurata sia con un 
plot tridimensionale sia con un grafico a curve isolivello nelle 
Figure 5 e 6 dove si è scelto N=5 e τ4=T  .  
 
 Figura 5 funzione di ambiguità di un treno di impulsi rettangolari.Grafico tridimensionale 
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Per una migliore  visualizzazione conviene fare riferimento alle 
due sezioni zero-doppler e zero-delay. Imponendo 0=Df  e 
ricordando che ( ) τ
t
tAp −= 10,  la sezione zero-doppler può essere 
scritta come 
( )
( )
( )
⎪⎪
⎪
⎩
⎪⎪
⎪
⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−−
=
∑−
−−=
0
1
0,
1
1
N
Nn
nTt
nN
tA
τ
 
altrimenti
nTt τ<−
 (1.3.5)
La (1.3.5) è rappresentata in Figura 7 sempre nel caso N =5 , 
τ4=T  e normalizzata per avere massimo pari ad 1.  
Figura 6 funzione di ambiguità di un treno di impulsi rettangolari . Curve isolivello 
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Come avviene per ogni forma d’onda, il massimo della funzione 
di ambiguità si ha all’istante t=0, i picchi locali che si presentano 
ogni T secondi sono tipici delle funzioni di ambiguità dei treni di 
impulsi e rappresentano l’ambiguità in range. Ciò significa che il 
sistema potrebbe confondere un bersaglio ad una certa 
distanza, detta distanza apparente, con un altro, posto alla 
distanza apparente di più o meno  2
cT  metri, poiché i picchi 
secondari hanno una ampiezza confrontabile con quello 
primario.  
La sezione zero-delay è ottenuta dalla (3.4) imponendo t=0 e 
ricordando che per un impulso ad energia unitaria 
( ) ( )τπ
τπ
D
D
Dp f
ffA sin,0 =  , si ricava quindi:  
( ) ( ) ( )( )Tf
NTf
f
ffA
D
D
D
D
D π
π
τπ
τπ
sin
sinsin,0 =   (1.3.6)
Questa funzione si presenta come un treno di funzioni sinc() 
con primo nullo in NTf D 1=   e periodo 1/T con ampiezze 
inviluppate da una sinc con primo nullo in 1/T. L’equazione 
(1.3.6) viene rappresentata in Figura 8 sempre con N =5 e  
τ4=T . 
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Figura 7 sezione zero-doppler della funzione di ambiguità in (3.5) 
Figura 8 sezione zero-delay della funzione di ambiguità in (3.6) 
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Dalle Figure 5, 6, 7, 8 si può notare come i parametri della 
forma d’onda determino la risoluzione e l’ambiguità sia in 
distanza che in doppler. La scelta della durata τ  del singolo 
impulso determina la risoluzione in range (pari a 2
τc  metri). Il 
periodo di ripetizione degli impulsi T fissa l’intervallo di 
ambiguità sia in range ( 2
cT  metri) che in doppler (1/T Hz). 
Infine, fissato il periodo di ripetizione degli impulsi T, il numero 
N di impulsi nel treno determina la risoluzione in doppler    
(1/NT Hz).  
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Capitolo 2 
Codici Spaziali 
2.1 Introduzione 
Tramite l’utilizzo di codici spaziali è possibile migliorare la 
localizzazione della posizione di un bersaglio. I vantaggi, 
derivanti dall’utilizzo di codifiche spaziali, consistono in: 
diminuzione della probabilità di perdita del bersaglio, maggior 
apertura virtuale dell’array, incremento della risoluzione 
angolare, possibilità di distinguere e localizzare più bersagli 
presenti nella stessa area. Nei sistemi radar convenzionali, si 
trasmettono segnali direttivi, che in presenza di un bersaglio 
producono un eco del segnale;  eco che viene  ricevuto ed 
elaborato al fine di stimare la posizione del bersaglio. 
Nonostante la fase dei segnali trasmessi vari tra un impulso e 
l’altro, la presenza di cammini multipli e l’effetto Doppler 
producono un alto valore di correlazione negli echi. Poiché la 
fase e l’ampiezza dei segnali rimangono costanti, durante la 
trasmissione di molti impulsi,  gli echi che provengo  da 
direzioni diverse, o da bersagli diversi, risulteranno 
completamente correlati. Gli algoritmi di stima, come il MUSIC o 
l’ESPRIT , non sono in grado di lavorare con segnali correlati, 
quindi , per permettere la rivelazione del bersaglio, è 
necessario decorrelare i segnali ricevuti prima di eseguire la 
stima dei parametri, operazione che viene fatta attraverso il 
filtraggio del doppler. Un diverso approccio al problema 
consiste nell’utilizzo di un set di segnali ortogonali e codificati 
tramite codifiche spaziali, in questo modo gli echi prodotti dal 
bersaglio risulteranno incorrelati fra loro.  
 22
2.2 Modello del segnale 
Consideriamo un array trasmittente formato da M sensori, i 
corrispondenti segnali trasmessi in banda base possono essere 
raggruppati in un vettore [ ] ( ) ( )[ ]TM nsnsn ,,.........1=s , per Nn ,......,1=  , 
dove ( ){ }Nnm ns 1=  è il segnale trasmesso dall’ m-esimo elemento 
dell’array  e n è l’indice temporale. Possiamo scrivere la matrice 
di correlazione dei segnale come 
( ) ( )∑
= ⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
==
N
n
MM
M
M
H nn
N 1
21
221
112
1.....
....................
....1
....1
1
ββ
ββ
ββ
ssRs  (2.2.1)
Dove ijβ  è il coefficiente di correlazione tra l’ i-esimo e il j-esimo 
segnale e la fase di { }M
jiij 1, =β  è controllata dalla direzione dei fasci 
trasmessi. Nel caso di segnali coerenti il rango della matrice è 
ridotto.  Nei sistemi radar comuni, per esempio,  i differenti 
elementi dell’array trasmettono lo stesso segnale, ma con 
sfasamento diverso, il rango della matrice è pari ad 1. Invece, 
se, i segnali trasmessi sono ortogonali i coefficienti della 
matrice sono pari a 0 per ji ≠  , mentre sono pari ad 1 per ji =  
e quindi Ms IR =  . In presenza di un singolo bersaglio in 
direzione θ  , il segnale ricevuto sull’ m-esimo elemento 
dell’array è dato da: 
[ ] ( ) [ ] [ ]∑
=
+=
M
i
mimim nwnsθAαny
1
 
Nn
Mm
....,,.........1
..,,.........1
=
=  (2.2.2)
Dove α  è il coefficiente complesso di ampiezza del segnale 
riflesso dal bersaglio, [ ]nwm  è rumore additivo sull’ m-esimo 
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elemento e ( ) ( )micmi jA τωθ −= exp  descrive completamente il ritardo 
di fase del segnale trasmesso dall’ m-esimo elemento e 
ricevuto dall’ i-esimo elemento. Il ritardo totale nella 
trasmissione tra due elementi dell’array è pari a immi τττ +=  , 
quindi il ritardo di fase complessivo diventa pari a: 
( ) ( ) ( )( ) ( )( )imTimcmic xxk +=+= θθτθτωθτω , dove 
( ) ( ) ( )[ ]Tθθλ
πθ cos,sin2=k  e λ  è la lunghezza d’onda del segnale. In 
Figura 1 è schematizzata la configurazione dell’array descritta. 
 
 
La (2.2.2) può essere riscritta in forma matriciale ottenendo: 
[ ] ( ) [ ] [ ]nnn wsAy += θα  Nn ....,,.........1=  (2.2.3)
in cui la matrice ( ) ( ) ( )θθθ TaaA = , rappresenta la risposta 
dell’array e  [ ] [ ] [ ]nnn wsy ,,  sono, rispettivamente, i vettori del 
segnale  ricevuto, di quello trasmesso e del rumore additivo. I 
parametri sconosciuti sono l’ampiezza complessa del segnale 
di eco e la direzione di arrivo del segnale (DOA) e può essere 
Figura 1 Configurazione dell’array 
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indicato come [ ]Tαθ=ξ  . Gli elementi vettore sono modellati 
come parametri deterministici incogniti, mentre il rumore è 
modellato come gaussiano bianco a valor medio nullo e matrice 
di covarianza pari a MI2wσ  .  
Nel caso in cui siano presenti L bersagli la (2.2.3) si modifica di 
conseguenza:  
[ ] ( ) [ ] [ ]∑
=
+=
L
l
ll nnn
1
wsAy θα  Nn ....,,.........1=  (2.2.4)
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2.3 Modello equivalente  
La statistica sufficiente per la stima della DOA e quindi della 
posizione del bersaglio, si ricava dalla misura dei segnali 
ricevuti [ ]{ }Nnny 1=  dall’array, tale statistica è pari a:  
 [ ] [ ]∑
=
=
N
n
mm nsnN 1
*1 yη  Mm ....,,.........1=  (2.3.1)
Possiamo raggruppare i vettori contenenti le statistiche 
sufficienti, nella matrice E , ottenendo una forma matriciale più 
semplice per le successive elaborazioni  
[ ] [ ] [ ]∑
=
==
N
n
H
M nsnyN 1
1
1.......,, ηηE . (2.3.2)
Per segnali ortogonali, l’m-esima colonna della matrice E 
rappresenta la misura del segnale trasmesso dall’m-esimo 
elemento dell’array. Le statistiche sufficienti, ottenute da segnali 
diversi, risultano essere dipendenti fra loro nel caso in cui, in 
trasmissione, si utilizzino segnali non ortogonali. Per ottenere 
delle statistiche indipendenti occorre, nel caso di segnali non 
ortogonali, ricavare una versione modificata delle statistiche 
tramite  
[ ] [ ]∑
=
=
N
n
mm nsnN 1
*~1~ yη  Mm ....,,.........1=  (2.3.3)
dove il segnale [ ]{ }nsm~  è una versione modificata dei segnali 
trasmessi, ottenuta da: 
[ ] [ ]nn H sUΛs 2/1~ −= . (2.3.4)
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Le matrici Λ  e U sono rispettivamente , la matrice degli 
autovalori e la matrice degli autovettori di ( )sR . Sostituendo la 
(2.3.4) nella (2.3.3) si ottiene la matrice E~ , come mostrato nella 
(2.3.5) 
[ ] [ ] [ ]∑
=
−===
N
n
H
M nnN 1
2/1
1
~1~.......,,~~ EUΛsyηηE . (2.3.5)
Tale procedura, fornisce 2M  misure quindi è come se l’array 
fosse formato da un numero di “sensori virtuali” pari a  2M , a 
differenza dei metodi tradizionali,  che producono M risultati, 
dove M è il numero di elementi che costituiscono l’array . 
Questo permette di ottenere stime della DOA più accurate 
poiché l’algoritmo, a parità di numero di elementi dell’array, ha 
a disposizione un numero maggiore di campioni. Sostituendo la 
(2.2.4) nella (2.3.5) si ottiene nel caso più generale di L bersagli 
, l’espressione della matrice E~  come: 
[ ] ( )∑
=
− +==
L
l
llM N
1
2/1
1
~.......,,~~ VUΛAηηE θα  (2.3.6)
ricordando che ( ) ( ) ( )θθθ TaaA = , per ciascuna colonna della 
matrice E~  si ricava l’espressione: 
( ) mL
l
lmlm N vaη += ∑
=1
~ φθ  Mm ....,,.........1=  (2.3.7)
Che contiene l’informazione sulla DOA del bersaglio. 
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2.4 Stima del bersaglio 
Consideriamo solo il caso di singolo bersaglio ed esaminiamo 
lo stimatore a massima verosimiglianza (ML) per la stima della 
DOA, basato sul modello del segnale descritto nella (2.2.4). Le 
ipotesi su cui basare la decisione sono: 
[ ] [ ]nnH wy =:0  
[ ] ( ) [ ] [ ]nnnH wsAy += θα:1  
in Figura 2 è rappresentato schematicamente l’estrazione della 
statistica sufficiente modificata { }η~ . 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2 estrazione della statistica sufficiente modificata 
DETECTION & ESTIMATION ALGORITHMS 
[ ]nMs~[ ]n1~s [ ]n1~s [ ]nMs~
∑
=
N
n 1
 
∑
=
N
n 1
∑
=
N
n 1
∑
=
N
n 1
 
KKKK
KK KK
KKKKKKKKKKKKK
M1
~η11~η 1~ Mη MMη~
1y
 
My
 
 28
Partendo dall’espressione della statistica sufficiente ricavata 
precedentemente, ovvero: 
[ ] ( )∑
=
− +==
L
l
llM N
1
2/1
1
~.......,,~~ VUΛAηηE θα   
e raggruppando nel vettore ( ) ( ) 2/1−= UΛAd θθ  le informazioni sulla 
posizione del bersaglio, la statistica sufficiente può essere 
riscritta come: 
( ) vdη += θα~   (2.4.1)
Dove v è il vettore del rumore, assunto gaussiano bianco, a 
media nulla e matrice di covarianza MI2wσ  . 
Oltre al valore di θ , è incognito anche il valore delle ampiezze 
complesse degli echi, di conseguenza la stima ML , per il 
modello assunto nella (2.4.1) diventa 
( ) 2
,
minargˆ,ˆ dη ααθ
αθ
−=ML   (2.4.2)
da essa si possono ricavare le espressioni delle due stime 
separatamente, ottenendo, per l’ampiezza complessa dei 
segnali, l’espressione: 
( ) ( )( ) ( )ηddd θθθα 1ˆ −= HML   (2.4.3)
per quanto riguarda la DOA si ottiene l’espressione: 
( ){ }ηη θθ
θ d
H
ML Pmaxargˆ =  (2.4.4)
dove  ( ) ( ) ( ) ( )( ) ( )θθθθθ HHdP dddd 1−=  . 
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La strategia di decisione risulta essere: 
( ) ( ) ( ) δαθ
0
1
01 ;log,ˆ,ˆ;log
H
H
YY HYfHYfYL <
>−=  (2.4.5)
e sostituendo nella (2.4.5) le espressioni ricavate nelle (2.2.4) e 
(2.4.3), la funzione di verosimiglianza può essere riscritto come: 
( ) ( )ηη MLdH PYL θˆ=   (2.4.6)
La soglia δ  si ricava in base alla probabilità di falso allarme che 
si intende tollerare nell’applicazione. 
Il limite di Cramér-Rao, per la stima del vettore θ , è pari a: 
( ) ( )( ) ( ) ( ) ⎟⎠⎞⎜⎝⎛ −
=
2
2 ARAARAARA
ARA
sss
s
HHH
H
trtrtrSNR
trCRB
&&&
θ (2.4.7)
Dove 2
2
w
SNR σ
α=  , la matrice A&  è la derivata rispetto a  θ  della 
matrice A .  
Il valore minimo, del limite di Cramér-Rao, si ottiene quando i 
segnali trasmessi sono ortogonali, ovvero la loro matrice di 
correlazione è pari alla matrice identica.  
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2.5 Risultati di simulazione 
Mostriamo adesso i risultati, ottenuti per simulazione tramite il 
Software Matlab, prendendo un array di 2 elementi, spaziati di 
metà della lunghezza d’onda. Iniziamo col mostrare i valori 
della radice del limite di Cramér-Rao per diversi valori 
dell’angolo θ  ,in funzione del coefficiente di correlazione β , i 
risultati sono illustrati in Figura 3. 
 
 
Come mostra la figura il valore minimo si ottiene per 0=β . Per 
0=θ  il limite è costante per qualsiasi valore del coefficiente di 
correlazione, all’aumentare della correlazione fra i segnali 
trasmessi il limite cresce aumentando l’errore della stima. 
Figura 3 limite di Cramér-Rao al variare del coefficiente di correlazione 
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In Figura 4 , è riportato l’errore quadratico medio (RMSE) della 
stima di θ  per tre valori del coefficiente di correlazione, in 
funzione dell’ SNR. 
 
 
Come si vede l’ RMSE della stima aumenta all’aumentare del 
coefficiente di correlazione. I risultati della simulazione 
mostrano quello che già per via teorica era stato raggiunto, nel 
caso in cui i sensori dell’array trasmettano forme d’onda 
ortogonali, ovvero 0=β , la stima della DOA ha l’errore 
quadratico medio , minore , per qualsiasi valore dell’angolo θ  , 
l’errore aumenta all’aumenta della correlazione fra i segnali 
trasmessi dai diversi sensori dell’array. 
 
Figura 4 radice del limite di Cramer-Raò in funzione dell’SNR  
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Capitolo 3 
Radar MIMO 
3.1 Introduzione 
Un radar ad array è composto da elementi di antenna, che in 
trasmissione irradiano forma d’onda conosciute. I segnali 
vengono quindi riflessi dal bersaglio e ricevuti da un array di 
antenne in ricezione. Il sistema radar ha, quindi, il compito di 
determinare la presenza o meno di un bersaglio e stimarne i 
parametri: distanza , velocità e  direzione. Per un sistema di 
array attivi, il problema della rivelazione del bersaglio e la stima 
dei parametri sconosciuti può essere affrontato con diverse 
metodologie, classificabili in due gruppi. Nel primo gruppo si 
utilizzano tecniche ad alta risoluzione, come l’algoritmo MUSIC 
o lo Stimatore a massima verosimiglianza (ML); nel secondo si 
utilizza la tecnica Beamforming : il  gruppo di array trasmittente 
è utilizzato per generare un fascio di energia in una determinata 
direzione. In presenza del bersaglio, il fascio incidente su esso 
genera degli echi che vengono poi ricevuti ed elaborati dal 
sistema di array di ricezione. In entrambi questi sistemi le 
prestazioni sono limitate dalla scintillazione del bersaglio, che è 
responsabile del segnale di fading, e causa un degrado nelle 
prestazioni, poiché riduce l’energia riflessa e in casi limite può 
portare anche alla non identificazione della presenza del 
bersaglio. Un metodo per mitigare l’effetto del fading utilizzato 
nei sistemi radar convenzionali è quello di massimizzare 
l’energia ricevuta dal bersaglio tramite l’utilizzo di segnali 
altamente correlati, oppure tramite tecniche di trasmissione in 
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diversità. I radar MIMO , ovvero multiple-input multiple-output, 
sfruttano la diversità spaziale. A differenza degli array basati 
sulla tecnica beamforming, l’architettura di un radar MIMO è 
formata da 2 diversi array; uno per i segnali da trasmettere e 
uno per la ricezione degli echi prodotti dal bersaglio; gli array 
sono formati da elementi di radiazione isotropici, distanziati fra 
loro di molte lunghezze d’onda e non necessariamente collocati 
sullo stesso piano. In trasmissione si utilizzano segnali con 
forme d’onda fra loro ortogonali, l’ampia distanza fra i diversi 
elementi che compongono l’array implica un alto valore di 
Angular Spread, ovvero una bassa correlazione fra i segnali di 
eco, che, quindi, sono fra loro indipendenti. Ciascun elemento 
dell’array riceve diversi segnali che possono essere separati ed 
elaborati singolarmente al fine di produrre le stime volute. I 
radar MIMO fanno ricorso ai diversi echi prodotti dal bersaglio 
per aumentare le prestazione del sistema; in sistemi radar 
convenzionali, fluttuazioni dell’ordine dei 10dB nell’energia 
riflessa possono dar luogo a cambiamenti nell’angolo del 
bersaglio di circa 1mrad, questo effetto riduce la probabilità di 
identificazione del bersaglio. 
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3.2 Modello del sistema 
Consideriamo un sistema radar MIMO, formato da s 
trasmettitori e r ricevitori fissi, assumiamo una distanza, tra gli 
elementi dell’array, sufficiente da poter considerare incorrelati i 
coefficienti di riflessione, per ciascuna coppia di sensori di 
trasmissione/ricezione. Chiamiamo ( )tsi  l’equivalente in banda 
base del treno di impulsi trasmesso dal generico elemento i-
esimo che costituisce l’array in trasmissione, la cui espressione 
è: 
( ) ( )[ ]∑
=
−−⋅=
N
j
pjii Tjtpats
1
, 1  si ,,.........1=  (3.2.1)
dove ( )tp  è l’espressione di ciascun impulso trasmesso. È 
inoltre possibile assumere, senza perdita di generalità, come 
valore unitario,l’energia e la durata del singolo impulso 
trasmesso. Gli altri elementi che compongono  l’espressione 
(3.2.1) sono: 
pT  tempo di ripetizione degli impulsi (PRT); 
[ ]TNiii aa ,1, ...,,.........=a  è il vettore colonna a N-dimensioni che 
modula l’ampiezza e la fase degli impulsi trasmessi, ovvero la 
“parola di codice” associata all’antenna i-esima; 
Analogamente indichiamo con ( )tri  l’equivalente in banda base 
del segnale riflesso dal bersaglio e ricevuto dall’elemento i-
esimo dell’array di ricezione. Per semplicità, assumiamo che 
non sia presente il Doppler shift e che il ritardo sia pari a τ , 
otteniamo l’espressione: 
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( ) ( )[ ] ( )∑∑
==
+−−−⋅=
N
j
ipjl
s
l
lii tnTjtpatr
1
,
1
, 1τα sl
ri
,,.........1
,,.........1
=
=  (3.2.2)
dove: 
li ,α  sono coefficienti complessi legati all’effetto di scattering e al 
canale di propagazione fra ciascun sensore di trasmissione e 
l’i-esimo sensore di ricezione; 
( )tni  è la componente di rumore Gaussiano, incorrelato, a valor 
medio nullo; 
La Figura 1 rappresenta uno schema del sistema di 
trasmissione/ricezione. Va specificato che la validità del 
modello rappresentato è vincolata alla condizione di segnali a 
banda stretta. Indicando con B la banda dell’impulso 
trasmesso, e con sMAXd  e rMAXd  rispettivamente la distanza 
massima fra 2 elementi dell’array di trasmissione e ricezione , 
deve essere verificata la condizione: 
Bc
dd rMAX
s
MAX 1<<+   (3.2.3)
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Il segnale ricevuto, su ciascun elemento dell’array di ricezione, 
viene filtrato da un filtro adattato all’impulso di trasmissione e 
campionato ad istanti  ( ) pTk 1−+τ  con Nk ,.......,1= . Indicando con 
( )kri  il k-esimo simbolo ricevuto dopo il filtraggio e il 
campionamento  
( ) ( )knakr is
l
kllii += ∑
=1
,,α   (3.2.4a)
 può essere riformulata tramite notazione vettoriale come 
iii nAαr +=  ri ,.......,1=  (3.2.4b)
Dove: 
( ) ( )[ ]Tiii Nrr ..,,.........1=r  
[ ]Tsiii ,1, ..,,......... αα=α  
Figura 1, rappresentazione schematica del sistema di trasmissione/ricezione 
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( ) ( )[ ]Tiii Nnn ..,,.........1=n  
 A è una matrice di dimensioni (Nxs), chiamata matrice del 
codice , definita come: 
[ ]saa ....,,.........1=A  
 raggruppa le parole di codice in vettori colonna, tale codice 
appartiene alla famiglia delle codifiche spaziali. 
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3.3 Modello del segnale 
Per i sistemi radar tradizionali è possibile approssimare il 
bersaglio come un “punto” , poiché la distanza tra questo e 
l’array è generalmente molto grande e dell’ordine di molte 
lunghezze d’onda. Diversamente, per un sistema di radar 
MIMO in cui la spaziatura fra elementi dello stesso array è 
molto grande, il modello di bersaglio puntiforme non è più 
adeguato e si preferisce ricorrere al modello Swerling-I. 
Considerando, ad esempio, una nave come il bersaglio del 
radar, il segnale di eco sarà composto da molteplici segnali di 
scatter, distribuiti in un area S. Essendo la distanza, fra gli 
elementi dell’array di ricezione, molto grande, ciascun elemento 
osserva una differente realizzazione del segnale di scatter. 
Definiamo la funzione  ( )yx,σ   come: 
( ) ( ) ( )∑
=
−−=
N
i
iii yyxxyx
1
, δδασ  (3.3.1)
Questa funzione definisce la Sezione Trasversale del Radar 
(RCS) e  risulterà pari a 0 fuori dall’area S  in cui sono 
localizzati i segnali di scatter. I coefficienti  iα  sono realizzazioni 
di numeri casuali, il modello corrisponde ad aver assunto un 
numero finito, ma grande, di segnali di scatter. Sfortunatamente 
gli attuali modelli fisici non sono matematicamente trattabili, 
Swerling e altri hanno semplificato la trattazione assumendo: 
∞=N , iα  come realizzazioni di processi aleatori e l’area S di 
forma circolare o rettangolare. Tali semplificazioni non 
compromettono l’accuratezza del modello. Nel seguito 
assumeremo che il bersaglio sia localizzato in un punto ( )00 , yx  
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nello spazio, e che sia stazionario durante l’intervallo di 
osservazione, in conformità col modello di Swerling-I assunto. 
Per quanto riguarda l’area S , in cui sono presenti i segnali di 
scatter, si assume che essa sia  rettangolare, centrata sul 
bersaglio e di dimensione YXxΔΔ . Il sistema radar  MIMO sarà 
composto da M trasmettitori, posizionati  alle coordinate 
( )kk tytx , , (per k=1,……….,M) e N ricevitori, posizionati alle 
coordinate ( )ll ryrx , , (per l=1,……..,N). 
In Figura 2  è rappresentata il modello descritto in precedenza.  
 
 
Assumendo che gli scatteratori siano infiniti, isotropici, 
indipendenti e uniformemente distribuiti su un area 
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⎞⎜⎝
⎛ Δ+⎟⎠
⎞⎜⎝
⎛ Δ−
2
,
2 00
yyyy , l’unione di questi 
segnali di scattering, indicata come ( )∑ yx, , può essere 
modellata come una variabile Gaussiana a valor medio nullo e 
Figura 2 Distribuzione degli Scatter , modello Rettangolare 
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( ){ } ⎟⎠⎞⎜⎝⎛ ΔΔ=∑ yxyxE 1, 2 . Assumendo che i segnali trasmessi siano 
a banda stretta, il segnale ricevuto da un generico l-esimo 
elemento dell’array di ricezione è dato dalla sovrapposizione 
dei segnali riflessi dal bersaglio , la cui espressione è: 
( ) ( ) ( )( ) ( )∑∫∫ −−−−=
Δ+
Δ−
Δ+
Δ−
βγβγβγτβγτ ddyxryrxtytxts
M
Etr llkkk
yy
yy
xx
xx
lk 00
2
2
2
2
,,,,,,,
0
0
0
0
 (3.3.2)
Eseguendo il cambio di variabile ββ →+ 0x  e γγ →+ 0y  si può 
riformulare l’espressione (3.3.2): 
( ) ( ) ( )(( βγττ ++−−= ∫∫
Δ
Δ−
Δ
Δ−
0000
2
2
2
2
.,,,,, yxtxtxyxtytxts
M
Etr kkkkk
y
y
x
x
lk  
( ) ) ( ) ( )( βγτττ ++−−− 000000 ,,,,,,,,, yxryrxyxryrxyxtytx llllkk  
))( ) ( )∑− βγβγτ ddyxryrx ll ,,,, 00  
(3.3.3)
definendo: 
( ) ( ) ( )22 ''',',, yyxxyxyxd −+−=
( ) ( ) ⎟⎠⎞⎜⎝⎛= cyxyxdyxyx ',',,',',,τ  
Distanza fra ( )yx,  e ( )',' yx  
Tempo che impiega il segnale 
per andare da ( )yx,  a ( )',' yx  
( )ts
M
E
k
Segnale a banda stretta trasmesso dal k-esimo 
sensore dell’array , tale segnale ha ( ) 12 =tsk  e E è 
l’energia trasmessa nel complesso dall’array 
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L’aver assunto che il segnale trasmesso sia a banda stretta 
permette di riformulare la (3.3.3) come segue: 
( ) ( ) ( )( )
( ) ( ) ( ) ( )( ) ( ) βγβγ
ττ
τβγττβγτπ dde
yxryrxyxtytxts
M
Etr
yxryrxyxryrxyxtytxyxtytxfj
y
y
x
x
llkkklk
llllkkkkc ,
,,,,,,
00000000 ,,,,,,,,,,,,2
2
2
2
2
0000
Σ×
−−=
−+++−++−
Δ
Δ−
Δ
Δ−
∫∫
 (3.3.4)
dove cf è la frequenza della portante. Un’ulteriore 
semplificazione si ottiene approssimando 
( ) ( )
( )( ) ( )( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )( ) ( ) ( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) .,,,
22
22
,,,,,,
00
00
2
0
2
0
00
2
0
2
02
0
2
0
002
0
2
0
2
0
2
00
2
00
2
0
2
0
2
00
22
00
22
0
2
0
2
0
2
0
2
0
0000
yxtytxdc
ytyxtx
ytyxtxc
ytyxtx
c
ytyxtx
ytyxtx
ytyxtx
ytyxtx
c
ytyxtxytyytyxtxxtx
c
ytyxtxytyytyxtxxtx
c
ytyxtxytyxtx
yxtytxyxtytx
kk
kk
kk
kk
kk
kk
kk
kk
kkkkkk
kkkkkk
kkkk
kkkk
⋅
−+−=
−+−
−+−=
−+−−
−+−
−+−+−+−
≈
−+−−−+−+−+−≈
−+−−−++−+−++−=
−+−−+−++−=
−++
γβγβ
γβ
βγ
ββγγ
βγ
τβγτ
 
La prima approssimazione deriva dal fatto che 
( ) ( )202022 ytyxtx kk −+−<<+ βγ  e la seconda da 
⎟⎠
⎞⎜⎝
⎛+≈+
x
xx
2
εε   per x<<ε . Sostituendo nell’espressione 
(3.3.4) , il segnale ricevuto può essere scritto come: 
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( ) ( ) ( )( )
( ) ( )
( )
( ) ( )
( ) ( )
( ) ( )( )0000
,,,,,,
22
2
2
2
0000
,,,,,,
,
,,,,,,
00
00
00
00
yxryrxyxtytxts
M
E
dde
yxryrxyxtytxts
M
Etr
llkkklk
yxryrxdc
yryxrx
yxtytxdc
ytyxtxfj
y
y
x
x
llkkklk
lklk
ll
kk
kk
c
ττα
βγβγ
ττ
γβγβπ
−−=
Σ×
−−=
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⋅
−+−+⋅
−+−−
Δ
Δ−
Δ
Δ−
∫∫  (3.3.5)
I coefficienti del guadagno fra il sensore k-esimo e l-esimo lkα  
sono calcolati come segue: 
( ) ( )
( )
( ) ( )
( ) ( ) βγβγα
γβγβπ
dde yxryrxdc
yryxrx
yxtytxdc
ytyxtx
fj
y
y
x
x
lk
lklk
ll
kk
kk
c
,00
00
00
00
,,,,,,
22
2
2
2
Σ= ⎟
⎟
⎠
⎞
⎜⎜⎝
⎛
⋅
−+−+⋅
−+−−
Δ
Δ−
Δ
Δ−
∫∫  (3.3.6)
Essendo ( )∑ yx,  un campo casuale, i coefficienti lkα  sono 
variabili casuali, la cui esatta distribuzione dipende dalla 
distribuzione del campo ( )∑ yx, , tramite il teorema del limite 
centrale , le variabili lkα  possono essere approssimate come 
variabili gaussiane, con valor medio nullo e varianza unitaria. 
Per scrivere il segnale ricevuto in forma matriciale , adottiamo 
le seguenti notazioni: 
( ) ( )( )001100 ,,,,,,2 yxtytxyxtytxf kkck ττπψ −=  
( ) ( )( )001100 ,,,,,,2 yxryrxyxryrxf llcl ττπϕ −=  
( ) ( )( ) ( ) ( ) ( )( )001100110000 ,,,,,,,,,,,, yxryrxyxtytxtseyxryrxyxtytxts lk jjllkk ττττ ϕψ −−=−− −−
Applicandole all’espressione (3.3.4) si ottiene: 
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( ) ( ) ( ) ( )( )00110011 ,,.,,, yxryrxyxtytxtsMEetr kjjlklk lk ττα ϕψ −−= −−  (3.3.7) 
Il segnale ricevuto dal sensore l-esimo è la sovrapposizione di 
tutti i segnali originati dai vari elementi di trasmissione e riflessi 
dal bersaglio, sommati a rumore. Indicando con ( )trl  il segnale 
complessivamente ricevuto dall’elemento l-esimo dell’array 
( ) ( ) ( ) ( )∑
=
−− +−=
M
k
lk
jj
lkl tntseM
Etr lk
1
τα ϕψ  
dove ( ) ( )00110011 ,,,,,, yxryrxyxtytx τττ −=  
(3.3.8) 
è possibile scrivere in forma matriciale l’espressione del 
segnale ricevuto complessivamente da tutto l’array. Indicando 
con ( ) ( ) ( )[ ]TN trtrt ....,,.........1=r  la collezione dei segnali ricevuti dai 
diversi elementi dell’array e con ( ) ( ) ( )[ ]TM tstst ....,,.........1=s  quella 
dei segnali trasmessi, si ottiene la seguente forma: 
( ) ( )( ) ( )( ) ( ) ( )tt,yxdiag,yxdiagMEt nsbHar +−= τ0000  (3.3.9) 
dove H è una matrice (NxM) chiamata Matrice del Canale , il 
vettore ( ) [ ]Tjj Nee,yx ϕϕ ,....,,1 200 =a  è funzione della posizione del 
bersaglio riferito al vettore di steeering dell’array di ricezione; il 
vettore ( ) [ ]Tjj Mee,yx ψψ ,....,,1 200 =b anch’esso funzione della 
posizione del bersaglio, ma riferito al vettore di steering 
dell’array trasmittente. Il rumore additivo può essere assunto 
gaussiano bianco a valor medio nullo e matrice di correlazione 
pari a NI2nσ . 
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Gli elementi della matrice H, sono variabili complesse normali a 
valor medio nullo, con matrice di correlazione pari a { }HE αα=αR . 
L’architettura MIMO richiede che i diversi elementi dell’array 
ricevano segnali incorrelati fra loro. Perché ciò sia possibile è 
necessario che gli array, componenti il sistema radar MIMO, 
siano posti ad una distanza tale che, due elementi diversi 
dell’array, non siano illuminati dallo stesso fascio proveniente 
dal bersaglio. In Figura 3 viene illustrato questo concetto.  
 
 
Con riferimento alla situazione schematizzata in Figura 3, 
definiamo con: 
( )0, XTd k distanza fra l’antenna trasmittente ( )tktkk yxT ,=  e il 
bersaglio; 
Figura 3 elementi della matrice H incorrelati 
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( )0, XTd i  distanza fra l’antenna trasmittente ( )titii yxT ,=  e il 
bersaglio; 
( )0, XRd j distanza fra l’antenna di ricezione ( )rjrjj yxR ,=  e il 
bersaglio; 
( )0, XRd l distanza fra l’antenna di ricezione ( )rlrll yxR ,=  e il 
bersaglio; 
xD  e yD dimensioni del bersaglio rispetto rispettivamente 
all’asse x e l’asse y; 
Le posizioni degli array del radar MIMO devono essere tali da 
soddisfare almeno una delle seguenti condizioni: 
1) ( ) ( ) xi
ti
k
tk
DXTd
x
XTd
x λ>−
00 ,,
 
2) ( ) ( ) yi
ti
k
tk
DXTd
y
XTd
y λ>−
00 ,,
 
3) ( ) ( ) xj rjl rl DXRd
x
XRd
x λ>−
00 ,,
 
4) ( ) ( ) yj rjl rl DXRd
y
XRd
y λ>−
00 ,,
 
Cond.A 
dove λ  è la lunghezza d’onda della portante trasmessa. 
Se almeno una delle 4 condizioni è soddisfatta, la matrice di 
canale H, risulterà incorrelata. Ad esempio nel caso di un 
bersaglio a distanza λ410=d  dall’array e di dimensione λ10=D , 
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la separazione necessaria fra gli elementi del radar MIMO, per 
ottenere una matrice di canale incorrelata , è dell’ordine di λ310 . 
Un ruolo fondamentale, per ottenere la diversità spaziale degli 
scatter, è rivestito dal bersaglio, infatti occorre che il bersaglio 
generi un numero sufficientemente alto di echi, ciascuno 
caratterizzato dal proprio coefficiente di riflettività. I diversi echi, 
prodotti dal bersaglio, vengono ricevuti dall’array di ricezione 
che ricava per ciascuno di essi i segnali incorrelati fra loro. Nel 
caso limite di un unico, o  pochi, segnali di scatter,  non è 
possibile ricavare segnali diversi e quindi la matrice di canale 
diventa correlata. 
 Viceversa se: 
1) ( ) ( ) xi
ti
k
tk
DXTd
x
XTd
x λ<<−
00 ,,
 
2) ( ) ( ) yi
ti
k
tk
DXTd
y
XTd
y λ<<−
00 ,,
 
3) ( ) ( ) xj rjl rl DXRd
x
XRd
x λ<<−
00 ,,
 
4) ( ) ( ) yj rjl rl DXRd
y
XRd
y λ<<−
00 ,,
 
Cond.B 
la matrice di canale H risulterà completamente correlata, come 
avviene ad esempio nel caso di sistemi Phased-Array Radar. 
 
 
 
 47
L’espressione (3.3.9) del segnale ricevuto, può essere utilizzata 
per descrivere differenti sistemi, i quali differiscono per i 
coefficienti della matrice H e per la forma d’onda utilizzata in 
trasmissione, esamineremo i sistemi: Phased array radar, 
MIMO radar, MISO e SIMO radar. 
1) Phased-Array Radar: questo tipo di radar è probabilmente il 
più comune; la matrice H è totalmente correlata poiché la 
configurazione degli elementi dell’array verifica la Cond.B. I 
coefficienti di H possono essere assunti come variabili 
gaussiane a media nulla e varianza unitaria. Per questo 
sistema l’espressione del segnale ricevuto diventa 
( ) ( ) ( ) ( ) ( )tnby,xby,xatr 0000 +−= τtsME H ~α  (3.3.10)
In questo sistema ( )00 , yxa  è funzione dell’angolo θ  tra 
trasmettitore e bersaglio, ( )00 , yxb  è funzione dell’angolo θ~  tra 
bersaglio e ricevitore.  
Il Phased-Array Radar è molto sensibile alla distribuzione dei 
coefficienti α , se questi diventano piccoli, non è in grado di 
determinare o meno la presenza del bersaglio o  commette 
grandi errori nella stima della sua posizione. 
2) MIMO Radar: la matrice H risulta decorrelata poiché la 
configurazione degli elementi degli array verifica la Cond.A. I 
coefficienti della matrice H , possono essere approssimati come 
variabili gaussiane  a media nulla e varianza unitaria, di 
conseguenza l’espressione del segnale ricevuto può essere 
semplificata come segue 
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( ) ( ) ( )tnHtr +−= τtsME  (3.3.11)
il Radar MIMO trasmette M diversi segnali tramite i sui M 
elementi di trasmissione, ciascun segnale trasmesso viene 
riflesso e ricevuto dagli N array di ricezione tramite canali 
diversi e incorrelati; i segnali ricevuto vengono filtrati tramite 
filtro adattato e poi ricombinati per ottenere la statistica di 
decisione.  
3) MISO e SIMO Radar: le due strutture sono un compromesso 
fra il radar MIMO e il radar PA. Per il primo, il radar MISO, lo 
spazio fra gli elementi dell’array trasmittente soddisfa la Cond. 
A, quindi i segnali trasmessi sono incorrelati fra loro; mentre lo 
spazio fra gli elementi dell’array di ricezione soddisfa la Cond. 
B, di conseguenza i segnali ricevuti sono completamente 
correlati. Viceversa, nel radar SIMO, gli elementi dell’array 
trasmittente soddisfano la Cond. B, quindi i segnali trasmessi 
sono completamente correlati, mentre i sensori dell’array di 
ricezione soddisfano la Cond. A, di conseguenza gli echi 
prodotti dal bersaglio sono incorrelati. Nel radar MISO, ogni 
coppia di sensori trasmittente è sufficientemente distanziata 
così da poter ritenere incorrelati i segnali trasmessi, mentre i 
sensori dell’array di ricezione sono a una distanza tale fra loro 
che i segnali scatter ricevuti sono completamente correlati.  l 
segnale ricevuto può essere espresso come: 
( ) ( ) ( ) ( )tnαθatr H +−= τtsME  (3.3.12)
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3.4 Rivelazione del Bersaglio 
Un sistema radar MIMO, formato da M trasmettitori e da N 
ricevitori, da luogo a MN cammini in diversità, rappresentato dal 
diverso coefficiente della matrice di canale, tale matrice è 
decorrelata e gli echi che raggiungono, l’array di ricezione, 
sono, di conseguenza, incorrelati fra loro. Le forme d’onda, 
utilizzate in trasmissione, sono ortogonali fra loro, questo facilità 
, in fase di elaborazione,  la separazione dei segnali ricevuti.  
Il problema della rivelazione del bersaglio, con un radar MIMO, 
può essere formulato tramite due ipotesi , la prima ipotesi 0H  è 
valida nel caso di bersaglio assente , la seconda ipotesi 1H  nel 
caso di bersaglio presente 
iii
ii
nAαr
nr
+=
=
:
:
1
0
H
H
      per  ri ....,,.........1=      
la strategia di decisione, basata sul criterio di Neyman-Pearson, 
è la seguente: 
 ( )
( ) γ
0
1
0
1
|
|log
H
H
Hprob
Hprob
<
>
r
r
 
 
 (3.4.1) 
La soglia γ   va determinata in base al valore massimo di 
probabilità di falso allarme che si intende tollerare nella 
particolare applicazione. Le funzioni ( )1| Hprob r  e ( )0| Hprob r  
dipendono dal valore dei coefficienti della matrice di canale, 
quindi la soluzione ottimale del problema non può essere 
trovata, poiché si dovrebbe ipotizzare la conoscenza dei 
parametri iα , che sono, invece, incogniti. Una possibile strada 
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per applicare il criterio di decisione è quella di assumere come 
valore dei parametri ignoti, una loro stima ottenuta tramite il 
criterio della massima verosimiglianza (ML), ottenendo: 
( )
( ) THf
Hf
H
H
0
1
,|,.......,
,....,,,|,....,max
0
1
<
>
Mrr
ααMrr
1
r1r1α
   (3.4.2)
Le due funzioni di verosimiglianza sono pari a: 
( ) ( ) ⎥⎦
⎤⎢⎣
⎡−= ∑
=
−r
i
H
rNrHf
1
1
0 expdet
1,|,...... iir1 rMrM
Mrr π  (3.4.3) 
( ) ( ) ( )⎢⎣
⎡ −−= ∑
=
r
i
H
rNrrHf
1
11 expdet
1,....,,,|,...... iir1 MAαrM
Mrr παα
 
(3.4.4) 
che sostituite nella (3.4.2) , tramite alcuni passaggi algebrici si 
ottiene 
( ) ( ) T
H
H
r
i
r
i
HH
i
i
0
1
1 1
11 min <
>−−−∑ ∑
= =
−−
iiiii AαrMAαrrMr α  (3.4.5)
dove T è il valore modificato della soglia γ . Per poter 
minimizzare  r nella (3.4.5) è necessario distinguere fra due 
situazioni: 
Caso 1: sN >  , in questa situazione la forma quadratica nella 
(3.4.5) al variare di i ha il minimo per ( ) irMAAMA 111ˆ −−−= HHiα   di 
conseguenza la (3.4.5) diventa: 
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( ) T
H
H
r
i
HHH
i
0
1
1
1111
<
>∑
=
−−−−
irMAAMAAMr  (3.4.6)
Caso 2: sN ≤  in questa situazione il minimo è pari a 0 al variare 
di i, di conseguenza il sistema lineare irAα i =  è indeterminato. 
La (3.4.5) diventa: 
T
H
H
r
i
H
i
0
1
1
1
<
>∑
=
−
irMr   (3.4.7)
Nell’ipotesi 0H , ovvero di bersaglio assente , possiamo 
riscrivere la parte a sinistra del test GLRT , distinguendo nei 
due casi presentati sopra, come: 
∑
=
−
r
i
i
H
i
1
2/1 zPz AM  
Caso 1 
∑
=
r
i
i
H
i
1
zz  Caso 2 
(3.4.8) 
Dove ( ) 2/1112/12/1 −−−−=− MAAMAAMP AM HH  è la proiezione nello 
spazio, del vettore colonna AM 2/1−  e ii rMz 2/1−=  è un vettore 
complesso gaussiano , identicamente distribuito con valor 
medio nullo e matrice di covarianza unitaria. La statistica di 
decisione è, quindi, una variabile aleatoria con distribuzione chi-
quadro con sr gradi di libertà nel Caso 1 o Nr gradi di libertà nel 
Caso 2. Di conseguenza la probabilità di falso allarme ( )faP  può 
essere valutata come 
 52
∑−
=
−=
1
0 !
r
k
k
T
fa k
TeP
δ
 (3.4.9) 
dove ( )Ns,min=δ . Quest’ultima espressione dimostra che la 
statistica di decisione dipende dalla matrice di covarianza del 
rumore, ma la funzione di probabilità è indipendente da tale 
matrice. Per quanto riguarda la soglia di decisione è possibile 
determinarla senza conoscere a priori lo spettro di potenza del 
rumore per un valore di probabilità di falso allarme prefissato. 
Per quanto riguarda l’ipotesi 1H  , ovvero di bersaglio presente, i 
vettori iz  sono statisticamente indipendenti, gaussiani con valor 
medio iAM α2/1−  e matrice di covarianza identica, segue che dati 
gli iα  il GLRT è ancora una distribuzione di tipo chi-quadro , 
non è più centrale , con lo stesso numero di gradi di libertà che 
aveva per l’ipotesi 0H  , di conseguenza la probabilità di 
rivelazione ( )dP  può essere scritta come 
( )TQP rd 2,2βδ=  (3.4.10)
dove ∑
=
−=
r
i
HH
i
1
1
iAαMAαβ  e la ( ).,.kQ  è la funzione di Marcus di 
ordine k. In alternativa l’espressione della probabilità di 
rivelazione può essere riscritta tramite la sommatoria di infiniti 
termini ottenendo 
( )[ ]∑∞
=
−
+Γ−=
0
,1
!k
rinc
k
d kTk
eP δβ
β
 (3.4.11)
dove ( ) ( ) ∫ −−Γ=Γ
r
o
at
inc dttea
ax 11,  è la funzione Gamma incompleta.  
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Le due figure riportate nel seguito rappresentano un confronto 
tra le prestazione di un radar MIMO e un radar convenzionale. 
La prima (Figura 4) illustra il guadagno che ha un radar MIMO, 
rispetto ad un Phased-Array tradizionale, in termini di 
Probabilità di mancato avvistamento ( )mdP  rispetto al Rapporto 
Segnale-Rumore (SNR) ,con 610−=faP , per tre configurazioni di 
ciascuno dei due radar. Come si vede il radar MIMO permette a 
parità di SNR di avere una probabilità di mancato avvistamento 
molto minore rispetto al Phased-Array. Nella successiva 
immagine (Figura 5) è rappresentato l’andamento dell’errore 
quadratico medio (MSE), per lo stimatore a massima 
verosimiglianza utilizzato per stimare la direzione θ  in cui si 
trova il bersaglio, supposto 0=θ , in funzione del SNR per 
diversi valore di M e per N=6. Come si vede già utilizzando M=4 
si ha un guadagno di circa 20dB rispetto alla situazione di M=1. 
 
Figura 4 probabilità di mancato avvistamento per Radar MIMO e Phased-Array 
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Figura 5 andamento dell’MSE in funzione di SNR per diversi valori di M 
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3.4.1 Rivelazione di un bersaglio in movimento 
L’osservazione di un bersaglio, tramite un sistema radar MIMO, 
offre particolari vantaggi nella rivelazione di un bersaglio in 
movimento, permette di lavorare anche in situazioni in cui gli 
echi del bersaglio sono difficilmente distinguibili dal clutter, 
facilita l’inseguimento del bersaglio rispetto a un radar 
convenzionale, il quale ruotando con una certa velocità 
angolare costante può non riuscire a rivelare correttamente la 
presenza e la posizione di un bersaglio che si muove ad alta 
velocità. Dato un sistema MIMO formato da M trasmettitori e N 
ricevitori , per ogni cella di risoluzione si produrranno MN 
diversi canali per la trasmissione-ricezione del segnale. Lo 
stesso numero di canali si otterrebbero utilizzando un sistema 
formato da 1=M  trasmettitori e NM ⋅  ricevitori, quindi possiamo, 
senza perdere di generalità, considerare il sistema radar 
formato da un trasmettitore fisso e un array di MN elementi di 
ricezione anch’essi fissi. Assumendo che il bersaglio sia a una 
distanza tale dall’array da poter considerare costante lo 
sfasamento doppler, su ciascun sensore, durante 
l’osservazione di K campioni del segnale, il clutter si assume 
gaussiano a valor medio nullo, matrice di covarianza conosciuta 
e spazialmente omogeneo, ovvero che mantiene le stesse 
proprietà per ogni coppia di elemento trasmettitore-ricevitore in 
ogni cella di risoluzione. La situazione è illustrata in Figura 6. 
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Il bersaglio , se presente , si muove con velocità sconosciuta, 
ma deterministica, con componenti lungo i due assi di 
riferimento pari a ( )yx vv , , gli elementi della matrice di canale H si 
assumono non più stocastici ,ma deterministici incogniti.  
Utilizziamo il test GLRT che massimizza la funzione di 
verosimiglianza rispetto ai parametri sconosciuti, cioè agli 
elementi della matrice di canale e alle componenti lungo i due 
assi di riferimento della velocità del bersaglio. Saltando i 
passaggi algebrici si ottiene la regola di decisione GLRT per un 
sistema radar MIMO:  
( ) ( )
( ) ( ) 21 1
21
,
0
1
max γ
H
H
N
l ll
H
ll
H
vv ff
Xf
yx <
>∑
=
−
−
dCd
yCd
 (3.4.1.1)
dove C è la matrice di covarianza del clutter  e ( )lfd  è il vettore 
che raggruppa le risposte del filtro adattato al segnale  Doppler 
con frequenza lf . Tale vettore è composto da K campioni, presi 
Figura 6 MTD: singola antenna trasmittente T1 , array di antenne in ricezione Rl 
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a intervallo di tempo pari al tempo di ripetizione dell’impulso 
( )PRIT . Lo sfasamento Doppler, per un bersaglio posto in 
direzione lθ   rispetto all’array di ricezione, può essere valutato 
come segue: 
( )( ) ( )lylxl vvf θλθλ sincos1 ++=  (3.4.1.2)
Infine, la soglia 2γ  è determina per un certo valore di faP  
tollerabile. La (3.4.1.1) deve essere valutata per ogni cella di 
risoluzione e per ciascun sensore dell’array al fine di individuare 
la presenza o meno del bersaglio. 
Nel caso di un Phased-Array, le prestazioni del sistema sono 
limitate dalla piccola apertura del radar ,  può osservare solo un 
singolo spostamento Doppler, quindi ff l =  e il test GLRT si 
modifica di conseguenza: 
( ) ( )
( ) ( ) 31
21
0
1
max γ
H
H
H
H
f ff
Xf
<
>
−
−
dCd
yCd
 (3.4.1.3) 
In Figura 7 è mostrato l’andamento della ROC, confrontando i 
risultati ottenuti per i vari sistema radar: MIMO, multistatistico 
(MS) e convenzionale. I parametri utilizzati sono msTPRI 5.0=  , 
10=K , frequenza della portante GHzfc 1=  , clutter 30db , °= 0lθ  , 
8=N  uniformemente spaziati fra -40° e 50° ,rispetto alla 
direzione e con una velocità pari a 300km/h del bersaglio. 
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La figura mostra il vantaggio operativo del radar MIMO rispetto 
ai sistemi convenzionali. Nel sistema radar multistatistico la 
velocità del bersaglio viene forzata ad essere uguale su ciascun 
sensore, questo fornisce una curva della ROC apparentemente 
migliore, rispetto al sistema MIMO, ma lavora con elevati valori 
di  faP . 
 
Figura 7  ROC , per un bersaglio a velocità 300Km/h 
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3.5 Confronto delle prestazioni 
Metteremo adesso a confronto le prestazioni dei sistemi 
Phased-Array radar ,il radar MIMO e il radar MISO. Per 
eseguire il raffronto si assumeranno conosciuti i valori di 2,', nσθθ  
e si utilizzerà il criterio di decisione di Neyman-Pearson  
( )( )
( )( ) γ
0
1
0
1
|
|log
H
H
Htf
HtfT <
>=
r
r  (3.5.1) 
dove ( )( )0| Htf r  e ( )( )1| Htf r  sono le funzioni di densità, di 
probabilità condizionate, rispettivamente, all’ipotesi di bersaglio 
assente e bersaglio presente, la soglia γ  è determinata per un 
prefissato valore della faP  tollerabile. 
A. Radar MIMO 
Scriviamo il vettore [ ] ( ) ( )∫ −=+ dttt jijiN τsrx  le cui componenti 
rappresentano i campioni del segnale ricevuto dopo il filtraggio 
adattato, la strategia di decisione ottimale diventa: 
 
γ
0
1
2
H
H
<
>x  
 
 (3.5.2) 
è facile verificare che la distribuzione del vettore x è nelle due 
ipotesi: 
⎪⎩
⎪⎨
⎧
+
=
nα
n
x
ME
   
1
0
H
H
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dove n  è una variabile aleatoria gaussiana a media nulla e 
varianza MNn I2σ  , α  è anch’essa una variabile aleatoria 
gaussiana a media nulla e varianza MNI . Di conseguenza 
⎪⎪
⎪
⎩
⎪⎪
⎪
⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +
=
2
2
2
2
2
2
2
22
2
MN
n
MN
n
M
E χσ
χσ
x    
1
0
H
H
 
in cui 22MNχ  è una distribuzione di tipo chi-quadro con 2MN gradi 
di libertà. 
Conoscendo la faP  è possibile stabilire il valore della soglia, e 
quindi calcolare la probabilità di rivelazione. La soglia di 
decisione, fissata la probabilità di falso allarme,  si può 
calcolare come segue: 
( )fan PF −= − 12 1
2
χ
σγ    
la probabilità di rivelazione è pari a  
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎝
⎛
+
−= −
2
1 21
n
D
M
E
FP
σ
γ
χ  (3.5.3) 
è interessante notare che il valore della soglia è indipendente 
dall’energia trasmessa, quindi, anche nel caso in cui l’energia 
del segnale trasmesso sia incognita, è possibile comunque 
stabilire la soglia di decisione ottimale ed eseguire il test di 
decisione. 
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B. Phased-Array Radar 
Per un sistema radar convenzionale la statistica di decisione si 
ottiene da  ( ) ( ) ( )dttstx H τθ −= ∫ ar . Essa è l’uscita dal filtro adattato 
del ricevitore e campionata, nelle due ipotesi è pari a: 
( ) ( )⎪⎩
⎪⎨
⎧
+
=
nαME
n
x
22 'θθ ba
    
1
0
H
H
 
dove α  è una variabile aleatori gaussiana a media nulla e 
varianza unitaria. Il rumore è anch’esso una variabile aleatoria 
gaussiana con media nulla e varianza ( ) 22 θσ an  . Di fatto si 
possono assumere ( ) N=2θa  e ( ) M=2'θb  , dalla conoscenza 
della probabilità di falso allarme si ricava il valore ottimo della 
soglia di decisione che risulta essere pari a: 
( )fan PFN −= − 12 1
2
χ
σγ  
mentre la probabilità di rivelazione è pari a: 
( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+−=
−
fa
n
n
D PFENM
FP 11 12
2
χχ σ
σ  (3.5.4) 
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C. Radar MISO 
Per il sistema radar MISO , la statistica di decisione x , 
raggruppata in un vettore di M componenti, è pari a 
[ ] ( ) ( ) ( )dttst iHi τθ −= ∫ arx  , sempre dalla conoscenza della 
probabilità di falso allarme si ricava la soglia ottima di decisione  
( ) ( )fan PFa −= − 12 1
22
χ
θσγ  
mentre la probabilità di rivelazione è: 
( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+−=
−
fa
n
n
D PFMEN
FP 1
/
1 12
2
χχ σ
σ  (3.5.5) 
Per confrontare le prestazioni dei tre sistemi utilizziamo un 
termine scalare , che al variare del SNR [ ]ρ , rappresenta la 
capacità del sistema di distinguere fra le due ipotesi, tale 
scalare [ ]β  , si può calcolare come: 
( ) ( )
( ) ( )[ ]10
2
10
||
2
1
||
HTVarHTVar
HTEHTE
+
−=β  (3.5.6) 
Sostituendo i valori calcolati per i tre diversi sistemi si ottengono 
le espressioni  
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++
=
MM
M
N
MIMO ρρ
ρβ
2
2
2
2
1
 
(3.5.7) 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++
=
ρρ
ρβ
NMNM
MN
PA
2
1
222
222
 (3.5.8) 
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⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++
=
M
N
M
NM
N
MISO ρρ
ρβ
2
22
22
2
1
 (3.5.9) 
In Figura 8 è rappresentato l’andamento in funzione del SNR, 
per M=N=4. Come si vede, per bassi valori di SNR, il radar PA 
ha delle prestazioni migliori , ma già per valori di SNR=0db le 
prestazione del radar PA vengono superate dagli altri due 
sistemi. Nel caso di alto valore di SNR è possibile approssimare 
le (3.5.7) , (3.5.8) , (3.5.9) come:  
NMMIMO 2≈β  2≈PAβ  MMISO 2≈β  
in questa situazione, il radar MIMO , fra i tre, offre le migliori 
prestazioni, mentre il Radar PA le peggiori. Questo è dovuto al 
fatto che il guadagno del canale di trasmissione, può essere 
modellato come una variabile casuale di Rayleigh,  poiché il 
sistema MIMO è formato da elementi di ricezione anche molto 
distanti fra loro, ciascuno sperimenta valori di guadagno, del 
canale, diversi, quindi i cammini con basso SNR vengono 
equilibrati da quelli a più alto guadagno migliorando, nel 
complesso, la capacità di decisione del sistema. Nel caso 
contrario, ovvero di SNR molto basso, il radar PA risulta avere 
delle prestazioni migliori almeno in termini di capacità di 
distinguere fra le due ipotesi, in questa situazione le (3.5.7) , 
(3.5.8) , (3.5.9) possono essere approssimate come 
M
N
MIMO
2ρβ ≈  222 MNPA ρβ ≈  MMISO 2≈β  
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In questa situazione lo svantaggio del radar PA diventa un 
vantaggio poiché il valore di SNR istantaneo è paragonabile a 
quello medio permettendo la rivelazione del bersaglio da parte 
del radar PA. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 8  Decisione ottima in funzione dell’SNR , per Radar MIMO, MISO, PA  
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3.6 Modo ad alta risoluzione 
Nel sistema radar MIMO, per poter ricavare la statistica di 
decisione utile per la stima, è necessario , dopo il filtro adattato, 
campionare il segnale con un certo ritardo temporale. Per 
determinare il ritardo temporale con cui campionare il segnale, i 
sensori dell’array devono essere sincronizzati in 
trasmissione/ricezione con un riferimento temporale comune. 
Non è richiesta alcuna sincronizzazione di fase. Nel caso in cui 
sia richiesta una maggior risoluzione nella stima dei parametri 
del bersaglio, è invece necessario che anche la fase sia 
sincronizzata tra trasmettitori e ricevitori. Considerando un 
unico bersaglio , posizionato in ( )000 , yxX = , il segnale ricevuto 
dall’l-esimo sensore dell’array è la sovrapposizione degli echi 
generati dai segnali ortogonali inviati dall’array trasmittente , e 
può essere modellato come: 
( ) ( ) ( )( ) ( )∑
=
+−−=
M
k
lrltkklkl tnXXtshM
Etr
1
00 ττ  (3.6.1)
I termini  componenti la matrice di canale, possono essere 
calcolati come ( )00 Xh lklk ρξ= , dove 0ξ  è il coefficiente di 
riflettività del bersaglio, e ( ) ( ) ( )( )[ ]000 2exp XXfjX rltkclk ττπρ −−= ,  
dipende dalla posizione del bersaglio. Dal bersaglio si originano 
un numero variabile di echi distribuiti in tutte le direzioni; tramite 
il teorema del limite centrale è possibile assumere che il 
segnale di eco sia uno solo,  0ξ  che può essere modellato 
come una variabile aleatoria oppure come un parametro 
deterministico sconosciuto. Per eseguire la stima ad alta 
risoluzione del bersaglio, utilizzando il criterio di Neyman-
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Pearson, nel caso di ipotesi di bersaglio presente ( )1H  , 
caratterizzato da un coefficiente di riflettività 0ξ e localizzato in 
( )000 , yxX = ,  la funzione di verosimiglianza può essere 
riformulata e risulta essere proporzionale a: 
( ) ( ) ( ) ( ) ( )( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−−−−∝ ∑∫ ∑
= Τ =
N
l
M
k
rltkklkl
n
dtXXtsX
M
EtrHf
1
2
1
000201
1exp,| ττρξσξr
 (3.6.2)
Tramite alcuni passaggi algebrici e tenendo in considerazione 
solo i termini  dipendenti dalla posizione del bersaglio , la 
funzione di verosimiglianza diventa: 
( ) ( ) ( )
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎝
⎛
⎥⎦
⎤⎢⎣
⎡ ⎟⎠
⎞⎜⎝
⎛ℜ−−∝ ∑∑
= =
N
l
M
k
lklk
n
XyXeMN
M
EM
E
Hf
1 1
00
**
0
2
0201 2exp|| ρξςσξr
 (3.6.3)
Il coefficiente di riflettività è stato assunto come un parametro 
deterministico incognito, di conseguenza è necessario calcolare 
una sua stima come: 
( ) ( )∑∑
= =
=
N
l
M
k
lklk XyX
MN
M
E 1 1
00
*
0
1 ρξ)  
(3.6.4)
che sostituita nella (3.6.3) e  calcolando il logaritmo del rapporto 
di verosimiglianza fornisce: 
( ) ( ) ( ) 2
1 1
00
*∑∑
= =
∝
N
l
M
k
lklkX XyXrL ρ  (3.6.5)
Quest’ultima espressione è quella che viene valutata per 
ottenere la stima e richiede, come si vede, la sincronizzazione 
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di fase fra i sensori di trasmissione e di ricezione. Questo è in 
contrasto con l’assunzione fatta di processo non coerente fra i 
sensori.  
Definiamo adesso la funzione di Ambiguità zero-Doppler ( )XA ,  
rappresenta la risposta per un bersaglio con 10 =ξ  e localizzato 
in ( )000 , yxX =   
( ) ( ) ( ) 2
1 1
*1 ∑∑
= =
=
N
l
M
k
lklk XXMN
XA ϕρ  (3.6.6)
con  
( ) ( ) ( ) ( )( )∫Τ −−= dtxXtstsX rltkkklk ττϕ *  (3.6.7)
( ){ }Xlkϕ  è la funzione di ambiguità del segnale trasmesso e 
misurata dal sensore l-esimo , la determinazione di ( )XA  
richiede la conoscenza della fase dei segnali trasmessi e ci si 
riferisce a questa come “funzione di ambiguità coerente del 
radar MIMO”. La funzione ( )XA  permette la rivelazione del 
bersaglio ad alta risoluzione, poiché contiene nella sua 
espressione il termine di fase  ( ) ( ) ( )( )[ ]000 2exp XXfjX rltkclk ττπρ −−= . 
Omettendo dall’espressione (3.6.6) il termine di fase , si ricava  
la “funzione di ambiguità non coerente” che è espressa da:  
( ) ( ) 2
1 1
1 ∑∑
= =
=
N
l
M
k
lknc XMN
XA ϕ  (3.6.8)
Tale funzione è un limite superiore per la funzione di ambiguità 
coerente, infatti ( ) ( )XAXA nc≤ . Le due funzioni sono 
 68
rappresentate in Figura 9 per un sistema MIMO di 9x9 elementi 
e bersaglio localizzato in °= 0θ  
 
 
Come mostra la Figura 9 la funzione ( )XA  presenta un picco 
molto pronunciato e lobi laterali bassi e localizzati , mentre la 
( )XAnc  ha un lobo centrale molto ampio. Per permettere 
l’identificazione del bersaglio, da parte del radar MIMO in 
funzionamento ad alta risoluzione, è necessario che questi 
operi un considerevole numero di test. Per migliorare 
l’efficienza del sistema si può operare tramite un’altra strada , 
ovvero si utilizza il sistema MIMO in modo non-coerente. Una 
volta accertata la presenza del bersaglio in una determinata 
cella , il radar MIMO cambia il modo di funzionamento, 
passando al modo ad alta risoluzione, per determinare le 
informazioni necessarie sul bersaglio limitatamente alla cella di 
Figura 9  Funzione di ambiguità coerente e non-coerente per un radar MIMO 9x9  
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interesse, diminuendo così l’onere di calcolo, poiché la modalità 
ad alta risoluzione viene utilizzata solo dopo aver determinato 
la presenza del bersaglio  all’interno della cella di interesse. 
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3.7 Codici  
L’array trasmittente, di un sistema radar MIMO  invia segnali 
ortogonali fra loro e codificati. Il codice utilizzato deve essere 
ottimizzato per permettere di massimizzare la probabilità di 
rivelazione del bersaglio, ovvero indicando con A la matrice 
contenente le parole di codice dobbiamo risolvere il seguente 
problema: 
 
⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∑
=
− TQE i
r
i
HH
ir 2,2maxarg
1
1 αAMAα
A
δ  (3.7.1)
Sfortunatamente, non è possibile trovare una soluzione in 
forma chiusa del problema formulato, dovremo quindi risolverlo 
seguendo altri criteri. Nel seguito verrà illustrato il criterio che si 
basa sull’ottimizzazione del limite di Chernoff, sulla matrice di 
codice A, che conduce all’utilizzo dei Codici di Alamounti, o più 
in generale alla classe di codici ortogonali. Assumeremo che iα  
sia un vettore identicamente distribuito di variabili aleatorie 
complesse , gaussiane con matrice di covarianza pari a 
[ ] I2aHiiE σαα = , dove 2aσ  è un fattore reale per l’energia del 
segnale di eco e I è la matrice identica. 
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3.7.1 Limite di Chernoff  
Partendo dalla (3.4.8) che riportiamo di seguito 
∑
=
−
r
i
i
H
i
1
2/1 zPz AM  sN >  
∑
=
r
i
i
H
i
1
zz  sN ≤  
 
e applicandola al caso specifico in cui la statistica di decisione 
iz  sia un vettore aleatorio complesso, gaussiano, a valor medio 
nullo e matrice di covarianza pari a [ ] 2/12/12 −−+= MAAMIzz HaHiiE σ  
si ottengono, le seguenti espressioni: 
( ) ( ) iHar
i
H
a
H
i yMAAMIPMAAMIy AM
2/12/12/12
1
2/12/12/12
2/1
−−
=
−− ++∑ − σσ sN >  
( )∑
=
−−+
r
i
i
H
a
H
i
1
2/12/12/12 yMAAMIy σ  sN ≤  
(3.7.1.1)
in cui i vettori iy  sono identicamente distribuiti, gaussiani, a 
valor medio nullo e matrice di covarianza pari alla matrice 
identica. Decomponendo la matrice 2/12/1 −− MAAM H   in ΛUU H  
dove U è una matrice (NxN) unitaria e Λ è la matrice diagonale 
degli autovalori di 2/12/1 −− MAAM H  ovvero 
sN >  
⎪⎩
⎪⎨
⎧
=
),.....,,(
)0,......,0,,.....,,(
21
21
N
s
diag
diag
λλλ
λλλ
Λ
sN ≤  
(3.7.1.2)
Quindi ii Uyx =  e sostituendole nella (3.7.1.1) , si ottiene: 
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( ) ( )∑∑
= =
+
r
i j
ija jx
1 1
221
δ λσ  (3.7.1.3)
valida per entrambi i casi. La corrispondente probabilità di 
rivelazione può essere calcolata come: 
( ) ( ) ( )0Pr101Pr
1 1
22 <−=⎟⎟⎠
⎞
⎜⎜⎝
⎛ >−+= ∑∑
= =
XTjxP
r
i j
ijaD
δ λσ  (3.7.1.4)
dove ( ) ( )∑∑
= =
−+=
r
i j
ija TjxX
1 1
221
δ λσ . Utilizzando il limite di Chernoff 
si ottiene il seguente limite superiore ( ) ( )γγ XX Φ≤< ≥0min0Pr , dove 
( ) [ ]XX eE γγ −=Φ . Questo implica che il limite inferiore della 
probabilità di rivelazione è pari a: 
( ) ( )γγ δγγ jiXi
r
i
XDP ,1100
min1min1 Φ∏∏−=Φ−≥
==≥≥
 (3.7.1.5)
Nell’ultima uguaglianza è stata sfruttata la statistica 
indipendente  
( ) ( )
r
TjxX ijaji δλσ −+=
22
, 1   
e il fatto che  ∑∑
= =
=
r
i j
jiXX
1 1
,
δ
. 
 Le funzioni ( )γXΦ  possono essere valutate tramite tecniche 
standard di integrazione e portano al risultato  
( ) ( ) ⎟⎠⎞⎜⎝⎛++=Φ rTajX ji δ
γ
σλγγ exp11
1
2,
per ri ,....,1=  ; δ,...,1=j  ; 
0≥γ  (3.7.1.6)
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Sostituendo l’espressione (3.7.1.6) nella (3.7.1.5) si ricava 
l’espressione del limite inferiore della probabilità di rivelazione 
come: 
( )
r
j aj
T
D eP ∏
=≥ ⎥⎥⎦
⎤
⎢⎢⎣
⎡
++−≥
δγ
γ σλγ1 20 11
1min1  (3.7.1.7)
In maniera simile è possibile ricavare anche il limite superiore 
per la probabilità di rivelazione, saltando i passaggi matematici 
si conclude che  
( ) ( )
r
ajj
T
D
r
ajj
T ePe
⎥⎥⎦
⎤
⎢⎢⎣
⎡
+−∏≤≤⎥⎥⎦
⎤
⎢⎢⎣
⎡
++∏− =
−
Ξ≥=≥ 11
1min
11
1min1 21210 σλγσλγ
δγ
γ
δγ
γ  (3.7.1.8)
dove ( ) ⎥⎦
⎤⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+=Ξ 11min,0 2ajj σλ  . 
Adesso occupiamoci di vedere come ottimizzare la matrice di 
codice A, in modo da massimizzare il limite inferiore della DP , 
mantenendo costante il rapporto fra l’energia del segnale e 
l’energia del clutter (SCR) che è pari a : 
( ) μλδσδσ
δ
=== ∑
=
−
1
2
1
2
j
j
aHa
N
tr
N
SCR AMA  
Passando ai logaritmi il problema da risolvere è quindi  
( )[ ]∑
=
++
δ
λ σλγ1
2 11logmax
j
aj   con   ∑
=
=
δ
σ
μδλ
1
2
j a
j
N  . 
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Quest’ultimo problema può essere risolto notando che 
( )[ ]11log 2 ++ ajσλγ   è una funzione concava di x , quindi è possibile 
applicare la disuguaglianza di Jensen quindi: 
( )[ ] ⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++≤++ ∑∑
==
δδ σλδγδσλγ 1
2
1
2 111log11log
j
aj
j
aj . (3.7.1.9)
Sostituendo ∑
=
=
δ
σ
μδλ
1
2
j a
j
N   nella (3.7.1.9) si ottiene che: 
( )[ ] ( )[ ].11log11log
1
2 ++≤++∑
=
N
j
aj μγδσλγ
δ
. (3.7.1.10)
L’uguaglianza è verificata se 2
a
k
N
σ
μλ =  , per  δ..,,.........1=k  ciò 
implica che il codice ottimale deve essere composto, nei due 
casi, in modo tale da soddisfare le condizioni: 
sN >  
⎪⎪⎩
⎪⎪⎨
⎧
=
−
−−
I
P
MAAM
AM
2
2
2/12/1
2/1
a
a
H
N
N
σ
μ
σ
μ
sN ≤  
(3.7.1.11)
in particolare, nel caso in cui il rumore sia additivo bianco, 
ovvero IM 2nσ=  la (3.7.1.11) si semplifica e diventa:  
 
sN >  
⎪⎪⎩
⎪⎪⎨
⎧
=
I
P
AA
A
2
2
2
2
a
n
a
n
H
N
N
σ
σμ
σ
σμ
 
sN ≤  
(3.7.1.12)
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Quest’ultima equazione include, come caso rilevante, quello dei 
codici ortogonali nello spazio-tempo. Assumendo N=r=s la 
condizione (3.7.1.12), implica che la matrice di codice A deve 
essere proporzionale ad ogni matrice unitaria (NxN) , quindi 
ogni base ortogonale di ordine N può essere utilizzata al fine di 
costruire il codice, nel caso di rumore gaussiano bianco. 
Se, invece, restringiamo la nostra attenzione alle matrici di 
codici costruiti sul Campo di Galois (GF) ,  potremmo avere 
delle limitazioni al numero di codici  utilizzabili. Infatti, per i 
codici binari, le matrici unitarie esistono solo per valori limitati di 
N: per un codice 2x2 , troviamo il codice di Alamouti 
normalizzato, con base ortonormale ed elementi appartenenti al 
GF(2). 
Nel caso in cui si utilizzi un codice ottimo, ovvero un codice 
costruito in modo tale da soddisfare le condizioni riportate in 
(3.7.1.11), o nella situazione in cui sia presente solo rumore 
Gaussiano Bianco, l’espressione del limite inferiore della 
Probabilità di Rivelazione diventa: 
( )
r
T
d N
eP
δ
γ
γ μγ ⎥⎦
⎤⎢⎣
⎡
++−≥ ≥ 11
1min1
0
 0>γ  (3.7.1.13)
e andando a minimizzare l’espressione , per 0≥γ  , si ottiene: 
( )
L
opt
r
T
d N
eP
γγ
δ
γ
μγ
=
⎥⎦
⎤⎢⎣
⎡
++−≥ 11
11  (3.7.1.14)
dove  ⎟⎟⎠
⎞⎜⎜⎝
⎛
+−= 1
1,0max
NT
rL
opt μ
δγ  . 
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similmente , il limite superiore della probabilità di rivelazione 
diventa: 
( )
r
T
d N
eP
δ
γ
γ μγ ⎥⎦
⎤⎢⎣
⎡
+−≤
−
Ξ∈ 11
1min  Ξ∈γ  (3.7.1.15)
Minimizzando l’espressione rispetto a Ξ∈γ  , si ottiene: 
( )
U
opt
r
T
d N
eP
γγ
δ
γ
μγ
=
− ⎥⎦
⎤⎢⎣
⎡
+−≤ 11
1  (3.7.1.16)
dove  ⎟⎟⎠
⎞⎜⎜⎝
⎛
++−= 1
1,0max
NT
rU
opt μ
δγ  . 
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3.8 Risultati di simulazione 
In questa sezione verranno illustrati i risultati numerici di prove 
di simulazione, ottenute tramite lo sviluppo di una funzione in 
ambiente Matlab, al fine di mostrare la validità di quanto 
affermato in precedenza. Per prima cosa consideriamo uno 
scenario in cui il rumore è gaussiano bianco e le forme d’onda 
trasmesse sono ortogonali. In Figura 10 sono mostrati i risultati 
delle simulazioni ottenute per la DP   in funzione dell’SCR , per 
410−=faP  e un sistema MIMO formato 4=== rsN . Confrontando 
le curve ottenute nei casi di: sistema sistema Radar MIMO, 
sistema Radar MISO, e Radar Phased-Array  
 
Come ottenuto per via teorica, i risultati di simulazione 
mostrano come il sistema MIMO, abbia prestazioni migliori 
Figura 10: andamento della probabilità di rivelazione per Radar MIMO (curva Rossa) , 
Radar MISO (Curva Gialla) , Radar PA (Curva Blu) 
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rispetto agli altri due sistemi. Infatti, per ottenere una 9.0=DP  nel 
sistema MIMO è sufficiente un dBSCR 3≅ , mentre per il Radar 
PA è necessario un dBSCR 13≅ . Per valori di SCR bassi, il 
sistema MIMO codificato e non  ha prestazioni simili. 
Cambiando la natura del rumore e allontanandoci dalla 
situazione di rumore gaussiano bianco, prendendo, ad 
esempio, un coefficiente di correlazione per i campioni di 
rumore 95.0=ρ  e mantenendo tutti gli altri parametri per la 
simulazione, le prestazione del sistema MIMO codificato non 
risultano essere particolarmente degradate dal fatto che il 
rumore sia correlato.  Il codice stesso tende a ripristinare la 
condizione di rumore bianco.  
In Figura 11 è rappresentato l’andamento della DP  per il 
sistema MIMO formato da 2 elementi di trasmissione e 2 
elementi di ricezione, confrontandolo con i limiti di Chernoff, con 
610−=faP . 
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Le prestazioni del sistema MIMO sono inoltre legate al numero 
di sensori di ricezione e di trasmissione, a parità  di condizioni , 
ovvero 610−=faP  e di rumore Gaussiano bianco, all’aumentare 
del numero di sensori di trasmissione (M) o di ricezione (N), si 
registra un miglioramento delle prestazioni del sistema. La 
Figura 12 mostra l’andamento della DP  in funzione dell’SCR per 
tre valori di N =(1,2,4) e per M=2. 
Figura 11 Radar MIMO (Curva Rossa), Limite Superiore di Chernoff (Curva Blu), Limite Inferiore di Chernoff 
(Curva Verde) 
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Come mostra la figura, nel caso di N=4 per ottenere una 
9.0=DP  è sufficiente un valore di dBSCR 5≅ ; mentre nel caso di 
N=1, per ottenere lo stesso valore di DP  è necessario avere un 
valore di dBSCR 16≅ . Risultati analoghi si trovano nel caso in cui 
tenga fisso il numero di elementi di ricezione,ma si aumenta il 
numero di elementi di trasmissione. 
 
 
 
 
Figura 12 andamento della probabilità di rivelazione per il radar MIMO in funzione dell’SCR , per  diversi 
valori di N, N=1(Curva Rossa); N=2 (Curva Blu); N=4 (Curva Verde) 
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Capitolo 4 
Effetto dell’interferenza 
4.1 Introduzione 
In questo capitolo tratteremo le problematiche legate alla 
reciproca interferenza fra i sensori che costituiscono una rete 
radar e come minimizzarne gli  effetti  sulla stima della DOA, al 
fine di migliorare le prestazioni dell’intera rete. In una rete radar, 
ogni sensore dovrebbe essere in grado di operare senza 
interferire con gli altri sensori che la compongono, quindi le 
forme d’onda utilizzate devono essere tali da garantire la 
rivelazione del bersaglio, o dei bersagli, mantenendo al minimo 
l’interferenza sugli altri sensori, permettendo quindi l’accesso 
multiplo al canale di trasmissione da parte di tutti i sensori della 
rete radar. Nei sistemi radar ad alta risoluzione vengono 
utilizzati segnali formati da treni di impulsi, caratterizzati da salti 
in frequenza, tali segnali sono caratterizzati da una funzione di 
auto-ambiguità (AAF) con bassi lobi laterali. In applicazioni ad 
accesso multiplo è necessario progettare questi segnali in 
modo che la loro funzione di cross-correlazione sia bassa. 
Segnali di questo tipo possono essere realizzati tramite 
codifiche a salti di frequenza, basati, ad esempio, sui codici di 
Costas, oppure tramite codici basati sulle congruenze lineari. I 
primi, sono caratterizzati da una funzione di auto-ambiguità 
quasi ideale, ma hanno caratteristiche di cross-correlazione non 
molto buone. Al contrario, i secondi, sono caratterizzati da 
buone proprietà di cross-correlazione, ma risultano carenti nella 
funzione di auto-ambiguità. Un tentativo per ottenere segnali 
con buone caratteristiche, sia della funzione di cross-
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correlazione che di quella di auto-ambiguità, è stato fatto 
costruendo i codici tramite un’estensione della teoria delle 
congruenze quadratiche. Lo scenario che verrà analizzato è 
formato da una rete di 2 radar trasmittenti, nella stessa banda, 
che illuminano la stessa area. Verrà analizzato l’impatto sulle 
prestazioni del primo radar (radar di riferimento) nella stima del 
DOA, in presenza dell’interferenza generata dal secondo radar 
(radar interferente) cercando di minimizzarne gli effetti sulla 
stima. 
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4.2 Modello del segnale 
 
 
In Figura 1 è rappresentata lo scenario di lavoro, come si vede 
i 2 radar, quello di riferimento e quello interferente, illuminano la 
stessa area e trasmettono un treno di impulsi codificato con 
inviluppo complesso pari a: 
( ) ( )( )∑
=
−−=
M
m
cm
c
mtu
M
tu
1
11 ττ . (4.2.1)
 
Dove: 
( ) ( )
⎩⎨
⎧=
0
2exp tfj
tu mm
π  
altrove
t cτ≤≤0  (4.2.2)
 
Figura 1.  Scenario di lavoro 
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M è il numero di sottoimpulsi per ogni impulso trasmesso, la 
durate di ciascun sottoimpulso è pari a  
M
Ti
c =τ  , dove  iT  è la 
durata dell’impulso trasmesso e { }Mmmf 1=  è la sequenza delle 
frequenze relative al codice usato dal radar. Per un array di 
Costas le frequenze sono scelte in modo che  
c
m
m
d
f τ=  , dove  
md  appartiene alla sequenza  { }110 ........ −= MmM ddddd , 
ottenuta tramite la permutazione dei numeri interi  
{ }1,....,1,0 −= MJ M . La scelta delle frequenze di codice da usare è 
importante, perché determina le proprietà di auto-ambiguità e di 
cross-ambiguità del segnale trasmesso. La funzione di auto-
ambiguità rappresenta la risposta nel tempo del filtro adattato, 
quando in ingresso è posto un segnale ad energia finita e 
affetto da un ritardo τ  e un Doppler Shift  v  , la funzione di 
auto-ambiguità può essere definita come: 
( ) ( ) ( ) ( )∫+∞
∞−
+= dtvtjtutuvA πττ 2exp, * . (4.2.3)
 
Mentre la funzione di cross-ambiguità tra due segnali  ( )tu1  e 
( )tu2  è definita come: 
( ) ( ) ( ) ( )∫+∞
∞−
+= dtvtjtutuvC πττ 2exp, *21 . (4.2.4)
 
Nel radar di riferimento , il segnale ricevuto viene prima traslato 
a frequenza intermedia e amplificato. Poi il segnale a IF viene 
elaborato come mostrato nello schema in Figura 2, dove il 
blocco LO rappresenta l’oscillatore locale sintonizzato sulla IF, i 
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blocchi LPF sono i filtri passa basso e i blocchi A/D sono 
convertitori analogico-digitali. 
 
Prima della digitalizzazione le componenti in fase (I) e 
quadratura (Q) del segnale sono: 
( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+⋅= ϕπτπ tft
tdatx D
c
I 22cos  (4.2.5)
( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+⋅= ϕπτπ tft
tdatx D
c
Q 22sin  (4.2.6)
Dove  ( )ϕja exp⋅  è l’ampiezza complessa del segnale di eco, che 
dipende dalla sezione trasversale del radar (RCS) e dal 
guadagno d’antenna, Df  è la frequenza Doppler e 
( ) ( )( )∑ −= −= 10 /2/Mm ccm mtrectdtd ττ  è la frequenza del codice 
utilizzato. Dopo la digitalizzazione ,eseguita a frequenza di 
campionamento Cf , l’espressione dell’inviluppo complesso del 
segnale ricevuto diventa: 
( )
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +=⎟⎠
⎞⎜⎝
⎛ n
f
fn
f
fnd
aef
nx
C
D
Cc
Cj
c
πτπ
ϕ 22exp . (4.2.7)
Figura 2.  Schema equivalente del ricevitore 
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Il blocco “correlatore” in Figura 2 , esegue la correlazione fra la 
sequenza ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Cf
nx  e la sequenza di simboli del segnale 
trasmesso, ottenendo in uscita il segnale: 
∑−
=
=⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛=
1
0
*
sN
n
j
CC
j Aae
f
nx
f
nuaex ϕϕ . (4.2.8)
 
Se sN  è sufficientemente grande, la sommatoria 
dell’espressione (4.2.8) è una buona approssimazione 
dell’integrale. Confrontando quindi la (4.2.8) con le due 
espressioni (4.2.3) e (4.2.4) si vede che, nel caso in cui il 
segnale ricevuto ⎟⎟⎠
⎞
⎜⎜⎝
⎛
Cf
nx , sia il segnale di eco proveniente dal 
bersaglio, il termine A della (4.2.8) rappresenta la funzione di 
auto-ambiguità del segnale per un ritardo pari a τ  e uno 
sfasamento Doppler pari a Df , ovvero ( )DfAA ,τ= . 
Contrariamente, se il segnale ricevuto è il segnale interferente, 
proveniente dal secondo radar, il termine A della (4.2.8) 
rappresenta la funzione di cross-ambiguità del segnale, quindi 
( )
RDR
fCA ,τ=  . Se sono presenti sia il segnale di eco, sia il 
segnale interferente , il segnale ricevuto nel complesso dal 
radar di riferimento può essere espresso come: 
( ) ( ) dfCbefAaey
RDR
j
D
j ++= ,, ττ ϕϕ . (4.2.9)
 
Dove ϕjbe  è l’ampiezza complessa del segnale trasmesso dal 
radar interferente e d è il contributo di rumore termico. 
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4.3 Stimatori  
Analizziamo due stimatori per la DOA del bersaglio , ovvero lo 
stimatore Pseudo mono-pulse (PM) e lo stimatore a Massima 
Verosimiglianza (ML). 
 
4.3.1 Stimatore Pseudo Mono-Pulse (PM) 
In un tipico sistema phased array radar si utilizza in 
trasmissione un unico fascio, mentre in ricezione sono presenti 
2 o più fasci. Assumeremo che il sistema radar sia format da un 
array lineare e che per la stima della DOA si utilizzino il canale 
somma Σ  in trasmissione e 2 canali in ricezione, il canale 
somma Σ  e il canale differenza Δ . I due canali sono definiti dal 
profilo dell’ampiezza complessa in confronto con l’angolo di 
azimuth Tθ  del bersaglio. Il modello del canale somma verrà 
indicato con ( )θΣf  e il modello del canale differenza sarà 
indicato con ( )θΔf , l’apertura del fascio a -3dB è pari a 3°. La 
tecnica di stima PM, è molto simile al metodo di stima mono-
pulse classico che si basa sul rapporto tra l’uscita dal canale 
somma { }Σy  e l’uscita dal canale differenza { }Δy . Nel Time-on-
Target (ToT) il radar trasmette N impulsi mentre il fascio 
dell’antenna ruota, elettronicamente o meccanicamente, alla 
velocità angolare di Rω  srad . Il numero di impulsi è dato da 
( )TN RB ωθ=  , dove PRFT 1=  è il tempo di ripetizione degli 
impulsi e il PRF è la frequenza di ripetizione degli impulsi 
trasmessi. L’antenna introduce una modulazione di ampiezza, 
nel segnale di eco su entrambi i canali, dipendente dalla 
posizione del bersaglio. Partendo dall’equazione (4.2.9), senza 
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perdere di generalità, considerando  la frequenza Doppler  
nulla, è possibile scrivere l’espressione del segnale ricevuto sui 
due canali come: 
( ) ( ) ( ) ( )ndnCfnAfny IT ΣΣΣΣ ++= ,,2 θβθα  
 
(4.3.1.1)
( ) ( ) ( ) ( ) ( )ndnCfnfnAfny ITT ΔΔΔΣΔ ++= ,,, θβθθα  (4.3.1.2)
 
dove  1,,.........1,0 −= Nn . 
Il primo termine delle due espressioni rappresenta il contributo 
del segnale di eco e dipende dalla posizione del bersaglio, il 
secondo termine invece rappresenta il contributo dovuto 
all’interferenza del secondo radar sul radar di riferimento, in 
entrambi è presente anche il contributo di rumore termico. Il 
rapporto tra i due segnali, per ciascun impulso è definito come: 
( ) ( )( )⎭⎬
⎫
⎩⎨
⎧ℜ=
Σ
Δ
ny
nyenr . (4.3.1.3)
Che nel caso di assenza di disturbo e in presenza di un solo 
bersaglio si riduce a: 
( ) ( )( )⎭⎬
⎫
⎩⎨
⎧ℜ=
Σ
Δ
nf
nfenr
T
T
,
,
θ
θ  (4.3.1.4)
 
Che permette di stimare la DOA per ciascun  impulso 
trasmesso ( ){ }nTGθˆ  . la stima complessiva della DOA del bersaglio 
si ottiene come: 
( )∑−
=
=
1
0
ˆ
ˆ
N
n
n
Tg
TG N
θθ . (4.3.1.5)
È facile verificare che lo stimatore proposto è polarizzato , con 
polarizzazione pari a: 
{ } NNb BTGTG 2)1(ˆ θθθ −=−Ε=  (4.3.1.6)
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e quindi la stima non polarizzata si ottiene come: 
( )
b
N
N
n
n
Tg
TG −= ∑−
=
1
0
ˆ
ˆ θθ . (4.3.1.5)
 
 
4.3.2 Stimatore a Massima Verosimiglianza (ML) 
È possibile scrivere le due espressioni in (4.3.1.1) e (4.3.1.2), 
del segnale in uscita ai canali somma e differenza in notazione 
vettoriale come: 
( ) ( ) dfgy ++= IITT θαθα  (4.3.2.1)
 
dove: 
• AT αα = ; 
• CI βα = ; 
• ( ) [ ]TTTT ΔΣ= ggg θ  con [ ] ( )nf Tn ,2 θΣΣ =g  e [ ] ( ) ( )nfnf TTn ,, θθ ΔΣΔ =g ; 
• ( ) [ ]TTTT ΔΣ= fff θ   con [ ] ( )nf Tn ,θΣΣ =f  e  [ ] ( )nf Tn ,θΔΔ =f ; 
• [ ]TTT ΔΣ= ddd ; 
 
la stima ML della DOA, quando il vettore non contiene termini di 
interferenza e il vettore d è modellato come un vettore di 
variabili Gaussiane con matrice di covarianza M, è data da: 
( )
( ) ( )θθ
θθ
θ gMg
gMy
1
21
maxargˆ −
−
= H
H
ML . (4.3.2.2)
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4.4 Effetto dell’interferenza sulla stima del 
DOA 
Per valutare l’effetto del radar interferente sulla stima del DOA 
da parte del radar di riferimento, verranno illustrato l’andamento 
dell’RMSE per entrambi gli stimatori proposti nel paragrafo 
precedente. Il rumore è modellato come un processo 
Gaussiano bianco, a valor medio nullo e matrice di covarianza  
I2dσ . L’ampiezza del segnale di eco Tα  e del segnale 
interferente Iα  saranno modellati prima come variabili 
Gaussiane indipendenti a valor medio nullo e varianza 2Tσ  e 2Iσ  
e poi come parametri deterministici sconosciuti. Nei due casi 
otterremo quindi le seguenti espressioni per il rapporto segnale-
rumore (SNR) e per il rapporto segnale-interferenza (SIR): 
1° Caso = 
⎪⎪⎩
⎪⎪⎨
⎧
=
=
2
2
2
2
2
I
T
d
T
SIR
ASNR
σ
σ
σ
σ
 
2° Caso = 
⎪⎪
⎪
⎩
⎪⎪
⎪
⎨
⎧
=
=
2
2
2
I
T
d
T
SIR
SNR
α
α
σ
α
 
SNR=20dB, N=16, °= 5.1Tθ , la direzione di arrivo del segnale 
interferente è modellata come una variabile aleatoria 
uniformemente distribuita fra -7° e 7° rispetto al radar di 
riferimento ( )°°−∈ 7,7UIθ  e quattro diversi valori per il 
rapporto segnale-interferenza SIR=-10dB; 0dB; 10dB; 20dB;  
 91
l’alto valore di SNR scelto, fa si che le prestazioni dei due 
stimatori siano legate soprattutto all’effetto del segnale 
interferente, tramite il rapporto AC  , normalizzando l’energia 
del segnale, il rapporto varia fra  10 ≤≤ AC  , il cui valore 
dipende dal codice usato dai due radar, dalla sincronizzazione 
in trasmissione e ricezione del radar di riferimento e tra la 
sincronizzazione fra radar interferente e di riferimento. Il caso di  
1=AC  è la situazione peggiore, si verifica quando si utilizza 
per i due radar lo stesso codice; mentre il caso 0=AC  è la 
situazione migliore, ovvero i due radar utilizzano codici fra loro 
ortogonali. Per entrambi gli stimatori sono mostrati i risultati di 
simulazione sulla valutazione dell’errore quadratico medio 
(RMSE), in funzione del rapporto AC  per i diversi valori della 
SIR. In Figura 3 è riportato l’andamento dell’ RMSE per lo 
stimatore PM, nel caso di ampiezze del segnale e 
dell’interferenza modellate come variabili Gaussiane 
indipendenti; mentre in Figura 4 è riportato l’andamento dell’ 
RMSE, sempre per lo stimatore PM, ma nel caso di ampiezze 
deterministiche incognite. In Figura 5 e in Figura 6 sono invece 
riportati l’andamento dell’ RMSE per lo stimatore ML, nelle 
stesse condizioni di lavoro dello stimatore PM; nella Figura 5 è 
riportato il caso di ampiezze del segnale e dell’interferenza 
modellate come variabili Gaussiane; nella Figura 6 le ampiezze 
dei due segnali sono parametri deterministici sconosciuti. 
 92
 
 
 
  
Figura 3.  RMSE vs AC , ( )°°−∈==°= 7,7,16,20,5.1 UNdBSNR IT θθ , βα ,  
Gaussiane, Stimatore PM 
Figura 4.  RMSE vs AC , ( )°°−∈==°= 7,7,16,20,5.1 UNdBSNR IT θθ , βα ,  
Deterministici, Stimatore PM 
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Figura 5.  RMSE vs AC , ( )°°−∈==°= 7,7,16,20,5.1 UNdBSNR IT θθ ,  
βα ,  Gaussani, Stimatore ML 
Figura 6.  RMSE vs AC , ( )°°−∈==°= 7,7,16,20,5.1 UNdBSNR IT θθ ,  
βα ,  Deterministici,  Stimatore ML 
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Come mostrano i risultati della simulazione, per entrambi gli 
stimatori proposti, le prestazioni sono fortemente influenzate dal 
rapporto AC  ovvero dai codici utilizzati dai due radar, nel caso 
di codici ortogonali le prestazioni, della stima sono 
sensibilmente migliori. 
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4.5 Calcolo del limite di Cramér-Rao 
Per completare l’analisi verrà calcolato il limite inferiore di 
Cramér-Rao per i due stimatori (PM e ML), nei due casi di 
ampiezza dei segnali modellati come variabili Gaussiane o 
come parametri deterministici sconosciuti. Il vettore degli 
osservati y ha una distribuzione complessa Gaussiana di valor 
medio yμ  con matrice di covarianza yC  e parametri reali da 
stimare racchiusi nel vettore [ ]Tnχχχ K21=χ , in questo caso 
la matrice di Fisher è data da: 
( )[ ] ( ) ( ) ( ) ( ) ( ) ( ) ( )⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
∂
∂
∂
∂ℜ+⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ∂
∂
∂
∂= −−−
j
H
y
y
i
H
y
j
y
y
i
y
yji eTr χχχχ
χμ
χC
χμχC
χC
χC
χCχJ 111, 2  (5.5.1)
 
per  i,j=1,2,…..,n. 
4.5.1 CRB per segnali con ampiezze deterministiche 
In questo caso IC 2dy σ=  e ( ) ( )ITy CA θβθα hgμ += . I valori delle 
ampiezze possono essere decomposte in modulo e fase come 
ϕα jae=  e ψβ jde= , il vettore dei parametri da stimare sarà quindi 
[ ]ψθϕθ ba IT=χ . 
Per calcolare il CRLB definiamo prima i vettori e le matrici: 
( ) ( )θ
θθ ∂
∂=• gg , ( ) ( )θ
θθ ∂
∂=• hh , 
( ) ( )θ
θθ ∂
∂=• GG , ( ) ( )θ
θθ ∂
∂=• HH . 
 
In questo caso la matrice di Fisher, composta da 36 elementi, si 
può calcolare come: 
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( )[ ] ( ) ( )⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
∂
∂
∂
∂ℜ=
j
H
y
i
H
y
d
ji e χχσ
χμχμ
χJ 2,
2  per  i,j=1,2,…..,n. 
 
(4.5.1.1)
 
Sapendo che ( ) ( )IjTjy CbeAae θθ ψϕ hgμ ⋅+⋅=  possiamo calcolare: 
( )
( )
( )
( )
( )
( )
( )⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
=∂
∂
•
•
I
j
I
j
I
j
T
j
T
j
T
j
y
Cjbe
Ce
Cbe
Ajae
Ae
Aae
θ
θ
θ
θ
θ
θ
ψ
ψ
ψ
ϕ
ϕ
ϕ
h
h
h
g
g
g
χ
χμ
. (4.5.1.2)
 
Chiamiamo AC=γ , AjeAA ϑ= , CC jj eAeCC ϑϑ γ==  è 
possibile calcolare tutti gli elementi della matrice di Fischer: 
( ) 222
211
2
T
d
AaJ θσ
•= g , 
( ) ( )TT
d
AaJJ θθσ gg
•== 222112 2 , 
03113 == JJ , 
( ) ( ) ( )ITTAC
d
AabJJ θθϕψϑϑγσ
••
−+−== hgcos2 2
24114
, 
( ) ( ) ( )ITTAC
d
AaJJ θθϕψϑϑγσ hg
•
−+−== cos2 225115 , 
( ) ( ) ( )ITTAC
d
AabJJ θθϕψϑϑγσ hg
•
−+−−== sin2 226116 , 
( ) 22222 2 T
d
AJ θσ g= , 
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03223 == JJ , 
( ) ( ) ( )ITTAC
d
AbJJ θθϕψϑϑγσ
•−+−== hgcos2 224224 , 
( ) ( ) ( )ITTAC
d
AJJ θθϕψϑϑγσ hg−+−== cos
2 2
25225 , 
( ) ( ) ( )ITTAC
d
AbJJ θθϕψϑϑγσ hg−+−−== sin
2 2
26226 , 
( ) 222233 2 T
d
AaJ θσ g= , 
( ) ( ) ( )ITTAC
d
AabJJ θθϕψϑϑγσ
•−+−== hgsin2 224334 , 
( ) ( ) ( )ITTAC
d
AaJJ θθϕψϑϑγσ hg−+−== sin
2 2
25335 , 
( ) ( ) ( )ITTAC
d
AabJJ θθϕψϑϑγσ hg−+−== cos
2 2
26336 , 
( ) 2222244 2 I
d
AbJ θγσ
•= h , 
( ) ( )II
d
AbJJ θθγσ hh
•== 2225445 2 , 
06446 == JJ , 
( ) 222255 2 I
d
AJ θγσ h= , 
06556 == JJ , 
( ) 2222266 2 I
d
AbJ θγσ h= . 
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Possiamo quindi scrivere la matrice di Fisher in forma compatta 
come: 
⎥⎦
⎤⎢⎣
⎡=
CB
BA
J 2γγ
γ
T , (4.5.1.3)
 
dove A, B e C sono 3 sottomatrici (3x3). L’inversa della matrice 
di Fisher è: 
( ) ( )
( ) ( ) ⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
−−−
−−−
=⎥⎦
⎤⎢⎣
⎡= −−−−−
−−−−−
−
11
2
111
11111
1
11
1
BABCBABABC
BCBBCABBCA
GF
ED
J
TT
TT
γγ
γ . (4.5.1.4)
 
La sottomatrice D non dipende dal parametro AC=γ  , quindi 
il CRLB per la stima di Tθ  e degli altri parametri del segnale di 
eco non dipendono da γ , mentre i limiti CRLB per i parametri 
interferenti sono inversamente proporzionali a 2γ . Nel caso in 
cui non sia presente il segnale interferente il limite CRLB per Tθ  
può essere calcolato semplicemente invertendo la sottomatrice 
A , dopo alcuni passaggi algebrici si ottiene: 
( ) [ ] ( )
( ) ( ) ( ) ( ) ( ) ( )TTTTTTTT
T
T SNR
CRLB
θθθθθθ
θθ
•••
−
−
⋅==
gggggg
g
J
2
2
2
1,1
1
2
1 . 
(4.5.1.5)
 
Quindi, in assenza di interferenza, la stima della DOA non 
dipende dalla codifica utilizzata. In Figura 7 è riportato 
l’andamento del limite di Cramér-Rao e della sua radice 
quadrata (RCRLB), confrontandoli con le curve relative 
all’RMSE dei due stimatori (ML e PM) in condizioni di assenza 
 99
di interferenza 0== ACγ   e in condizioni di 1== ACγ  al 
variare dell’angolo Iθ , per alcuni valori dell’angolo Iθ  il valore 
dell’RMSE è inferiore al RCRLB, questo è dovuto al fatto che in 
presenza di interferenza entrambi gli stimatori sono polarizzati. 
 
 
 
 
 
 
 
 
 
 
Figura 7.  RMSE per stimatori ML e PM, confrontato con RCRLB e  
ampiezze deterministiche   
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4.5.2 CRB per segnali con ampiezze gaussiane 
Nel caso in cui le ampiezze del segnale di eco e di interferenza 
siano modellate come variabili Gaussiane, ovvero ( )2,0 ασα CN∈  e 
( )2,0 βσβ CN∈ , il vettore degli osservati sarà formato da variabili 
Gaussiane a media nulla con matrice di covarianza 
( ) ( ) IHGC 22222 dITy CA σθσθσ βα ++=  . il vettore dei parametri da 
stimare sarà [ ]IT θθ=χ  , di conseguenza la matrice di Fischer 
è: 
( )[ ] ( ) ( ) ( ) ( )⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ∂
∂
∂
∂= −−
j
y
y
i
y
yji Tr χχ
χC
χC
χC
χCχJ 11, per i,j=1,2. (4.5.2.1)
 
Invertendo la matrice di Fischer si trova il limite di Cramér-Rao, 
che nel caso di assenza di interferenza è pari a: 
( ) [ ] ( )
( ) ( ) ( ) ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎥⎥⎦
⎤
⎢⎢⎣
⎡ ⋅⎟⎟⎠
⎞
⎜⎜⎝
⎛
⋅+
⋅−
⋅== −
21,1
1
1
11
T
TT
T
T
T
SNR
SNRTr
SNR
CRLB
θθθ
θ
θ
G
gg
GI
J
&
. 
(4.5.2.2)
 
Come mostrato in Figura 8 , nel caso di ampiezze casuali, 
l’effetto dell’interferenza sull’ RMSE della stima è ancora più 
forte rispetto al caso di ampiezze deterministiche. 
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Anche per una rete radar molto semplice come quella 
analizzata, la scelta dei codici da utilizzare risulta essere 
fondamentale per il suo corretto funzionamento, entrambe le 
tecniche di stima analizzate hanno mostrato gli stessi 
inconvenienti in presenza di interferenza, infatti il radar 
interferente causa una polarizzazione nella stima della DOA, in 
funzione della posizione del radar rispetto al radar di riferimento 
e in funzione del rapporto AC  che dipende dai codici utilizzati 
nella rete. Generalmente i codici sono progettati per ottimizzare 
la risoluzione in frequenza e in distanza del radar, ovvero 
ottimizzarne la funzione di auto-ambiguità , questo però porta 
ad avere codici con funzioni di cross-ambiguità non molto 
buone e quindi ad un aumento del valore di AC  . ad esempio 
Figura 8.  RMSE per stimatori ML e PM, confrontato con RCRLB e  
ampiezze casuali   
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per i codici di Welch-Costas di lunghezza N il limite asintotico 
per la funzione di cross-ambiguità è pari a NN /   quindi è facile 
che AC  diventi pari ad 1. Un miglioramento si ottiene con 
codici basati sulle congruenza lineari che hanno un limite pari a 
N/2  e quindi il massimo valore per AC  sarà pari a 0.5. Infine 
tramite codici basati su un’estensione delle congruenze 
quadratiche il limite asintotico è pari a N/12  abbassando 
ulteriormente il massimo valore di AC . 
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Appendice 
A1. Calcolo e visualizzazione dell'andamento della 
Probabilità rivelazione per Radar MIMO, MISO e PA in 
funzione del Rapporto Segnale-Rumore per probabilità di 
falso allarme fissa 
function [PmdMIMO,PmdPA,PmdMISO]=PDetection(Pfa,M,N) 
Sigman=1/(10^2):1/(10^2):(1/10^-1); 
SNR=1./Sigman; 
SNRdb=10.*log10(SNR); 
x=1-Pfa; 
IFMIMO=chi2inv(x,(2*M*N)); 
IFPA=chi2inv(x,2); 
IFMISO=chi2inv(x,(2*M)); 
BMIMO=((Sigman)./(1+(Sigman))).*IFMIMO; 
BPA=((Sigman)./((Sigman)+N)).*IFPA; 
BMISO=((Sigman)./((Sigman)+N/M)).*IFMISO; 
MIMO=chi2cdf(BMIMO,2*M*N); 
PA=chi2cdf(BPA,2); 
MISO=chi2cdf(BMISO,2*M); 
PdMIMO=1-MIMO; 
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PdPA=1-PA; 
PdMISO=1-MISO; 
%Calcolo della Probabilità di rivelazione in funzione del 
%Rapporto Segnale-Rumore per M=2 , elementi di 
%trasmissione e N=(1,2,4) elementi di ricezione , per un radar 
%MIMO e visualizzazione dell'andamento 
IFMIMO1=chi2inv(x,4); 
IFMIMO2=chi2inv(x,8); 
IFMIMO4=chi2inv(x,16); 
BMIMO1=((Sigman)./(1+(Sigman))).*IFMIMO1; 
BMIMO2=((Sigman)./(1+(Sigman))).*IFMIMO2; 
BMIMO4=((Sigman)./(1+(Sigman))).*IFMIMO4; 
MIMO1=chi2cdf(BMIMO,4); 
MIMO2=chi2cdf(BMIMO,8); 
MIMO4=chi2cdf(BMIMO,16); 
PdMIMO1=1-MIMO1; 
PdMIMO2=1-MIMO2; 
PdMIMO4=1-MIMO4; 
%Calcolo dei limiti (superiore e inferiore di Chernoff) per la 
%Probabilità di rivelazione e visualizzazione dell'andamento 
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%della Probabilità di rivelazione per il Radar MIMO in funzione 
%del Rapporto Segnale-Rumore 
T=chi2inv(x,2*M*N); 
U=zeros(1,1000); 
L=zeros(1,1000); 
for k=1:1000 
    U(k)=(-(M*N)/T)+(1/(SNR(k)*M+1)); 
    L(k)=((M*N)/T)-(1/(SNR(k)*M+1)); 
    gammaU(k)=max(0,U(k)); 
    gammaL(k)=max(0,L(k)); 
    Pdmin(k)=1-
exp(gammaL(k)*T)*(1/(1+gammaL(k)*(SNR(k)*M+1)))^(M*N); 
    Pdmax(k)=exp(-gammaU(k)*T)*(1/(1-
gammaU(k)*(SNR(k)*M+1)))^(M*N); 
end 
%Visualizzazione dell'andamento della Probabilità di rivelazione 
per i radar MIMO,MISO e PA  
figure(1); 
plot (SNRdb,PdMIMO,'r'); 
hold on 
plot (SNRdb,PdPA,'b'); 
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hold on 
plot (SNRdb,PdMISO,'y'); 
xlabel('SNR[dB]'); 
ylabel('Pd'); 
grid on 
%Visualizzazione dell'andamento dei limiti di Chernoff per la 
%Probabilità di Rivelazione 
figure(2); 
plot (SNRdb,Pdmin,'g'); 
hold on 
plot (SNRdb,Pdmax,'b'); 
hold on 
plot (SNRdb,PdMIMO,'r'); 
xlabel('SNR[dB]'); 
ylabel('Pd'); 
grid on; 
%Confronto della probabilità di rivelazione per Radar MIMO 
%all'aumentare del numero degli elementi di ricezione  
figure(3); 
plot (SNRdb,PdMIMO1,'r'); 
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hold on 
plot (SNRdb,PdMIMO2,'b'); 
plot (SNRdb,PdMIMO4,'g'); 
xlabel('SNR[dB]'); 
ylabel('Pd'); 
grid on; 
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A2. calcolo e visualizzazione della funzione di ambiguità di 
un impulso rettangolare e delle sezioni 0-Dopller e 0-Delay 
function x=s_p_ambiguity(taup)  
eps=10^-4; 
i=0; 
taumax=1.1*taup; 
taumin=-taumax; 
for tau=taumin:0.05:taumax 
    i=i+1; 
    j=0; 
    for fd=-5/taup:0.05:5/taup 
        j=j+1; 
        val1=1.-abs(tau)/taup; 
        val2=pi*taup*(1.0-abs(tau)/taup)*fd; 
        x(j,i)=abs(val1*sin(val2+eps)/(val2+eps)); 
    end 
end 
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A3. Calcolo e visualizzazione della funzione di ambiguità e  
delle sezioni a 0-Delay e a 0-Doppler di un treni di impulsi 
 
function x=train_amb(taup,N,pri) 
if (taup>pri/2) 
    'ERROR Pulsewidth must be less than PRI/2' 
    return 
end 
gap=pri-2.*taup; 
eps=10^-4; 
b=1./taup; 
ii=0; 
for q=-(N-1):1:N-1 
    tau0=q-taup; 
    index=-1; 
    for tau1=tau0:0.0533:tau0+gap+2.*taup 
        index=index+1; 
        tau=-taup+index*0.0533; 
        ii=ii+1; 
        j=0; 
        for fd=-b:0.0533:b 
            j=j+1; 
            if (abs(tau)<=taup) 
                val1=1.-abs(tau)/taup; 
                val2=pi*taup*fd*(1.0-abs(tau)/taup); 
                val3=abs(val1*sin(val2+eps)/(val2+eps)); 
                val4=abs((sin(pi*fd*(N-
abs(q))*pri+eps))/(sin(pi*fd*pri+eps))); 
                x(j,ii)=val3*val4/N; 
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            else 
                x(j,ii)=0; 
            end 
        end 
    end 
end 
 
figure(1) 
mesh(x) 
xlabel ('Delay -Sec'); 
ylabel ('Doppler - Hz'); 
zlabel ('Ambiguity function'); 
 
figure(2) 
contour(x); 
xlabel ('Delay -Sec'); 
ylabel ('Doppler - Hz'); 
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A4. Andamento dell'RMSE per un array di 2 elementi 
distanziati di metà lunghezza d'onda , 1° figura visualizza 
l'andamento per 4 valori dell'angolo di arrivo del segnale e 
per SNR scelto in funzione del coefficiente di correlazione , 
in Figura 2 visualizza l'andamento e in funzione del 
rapporto Segnale-Rumore per 3 valori del coefficiente di 
correlazione(0; 0.5; 1) e per un angolo di arrivo pari a 40° 
 
function CRB_Div_Cod (SNRdB,theta1,theta2,theta3,theta4) 
 
theta=[theta1*pi/180 theta2*pi/180 theta3*pi/180 theta4*pi/180]; 
b=0:0.04:1; 
SNR=10^(SNRdB/10); 
 
%CRB per Theta1 
a111=exp(-i*2*pi*(sin(theta(1))+cos(theta(1)))); 
a121=exp(-i*pi*(3*sin(theta(1))+2*cos(theta(1)))); 
a211=a121; 
a221=exp(-i*2*pi*(sin(theta(1))+cos(theta(1)))); 
A1=[a111 a121;a211 a221]; 
AH1=A1'; 
d111=a111*(-i*2*pi*(cos(theta(1))-sin(theta(1)))); 
d121=a121*(-i*pi*(3*cos(theta(1))-2*sin(theta(1)))); 
d211=d121; 
d221=a221*(i*2*pi*(cos(theta(1))-sin(theta(1)))); 
D1=[d111 d121;d211 d221]; 
DH1=D1'; 
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%CRB per Theta2 
a112=exp(-i*2*pi*(sin(theta(2))+cos(theta(2)))); 
a122=exp(-i*pi*(3*sin(theta(2))+2*cos(theta(2)))); 
a212=a122; 
a222=exp(-i*2*pi*(sin(theta(2))+cos(theta(2)))); 
A2=[a112 a122;a212 a222]; 
AH2=A2'; 
d112=a112*(-i*2*pi*(cos(theta(2))-sin(theta(2)))); 
d122=a122*(-i*pi*(3*cos(theta(2))-2*sin(theta(2)))); 
d212=d122; 
d222=a222*(i*2*pi*(cos(theta(2))-sin(theta(2)))); 
D2=[d112 d122;d212 d222]; 
DH2=D2'; 
 
%CRB per Theta3 
a113=exp(-i*2*pi*(sin(theta(3))+cos(theta(3)))); 
a123=exp(-i*pi*(3*sin(theta(3))+2*cos(theta(3)))); 
a213=a123; 
a223=exp(-i*2*pi*(sin(theta(3))+cos(theta(3)))); 
A3=[a113 a123;a213 a223]; 
AH3=A3'; 
d113=a113*(-i*2*pi*(cos(theta(3))-sin(theta(3)))); 
d123=a123*(-i*pi*(3*cos(theta(3))-2*sin(theta(3)))); 
d213=d123; 
d223=a223*(i*2*pi*(cos(theta(3))-sin(theta(3)))); 
D3=[d113 d123;d213 d223]; 
DH3=D3'; 
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%CRB per Theta4 
a114=exp(-i*2*pi*(sin(theta(4))+cos(theta(4)))); 
a124=exp(-i*pi*(3*sin(theta(4))+2*cos(theta(4)))); 
a214=a124; 
a224=exp(-i*2*pi*(sin(theta(4))+cos(theta(4)))); 
A4=[a114 a124;a214 a224]; 
AH4=A4'; 
d114=a114*(-i*2*pi*(cos(theta(4))-sin(theta(4)))); 
d124=a124*(-i*pi*(3*cos(theta(4))-2*sin(theta(4)))); 
d214=d124; 
d224=a224*(i*2*pi*(cos(theta(4))-sin(theta(4)))); 
D4=[d114 d124;d214 d224]; 
DH4=D4'; 
 
R=eye(2); 
 
%Calcolo del limite di Cramer-Rao 
for k=1:26 
        R(1,2)=b(k); 
        R(2,1)=b(k);   
        N1=AH1*R*A1; 
        M1=DH1*R*D1; 
        V1=DH1*R*A1; 
        Val11=real(trace(N1)); 
        Val21=real(trace(M1)); 
        Val31=abs(real(trace(V1))); 
        N2=AH2*R*A2; 
        M2=DH2*R*D2; 
        V2=DH2*R*A2; 
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        Val12=real(trace(N2)); 
        Val22=real(trace(M2)); 
        Val32=abs(real(trace(V2))); 
        N3=AH3*R*A3; 
        M3=DH3*R*D3; 
        V3=DH3*R*A3; 
        Val13=real(trace(N3)); 
        Val23=real(trace(M3)); 
        Val33=abs(real(trace(V3))); 
        N4=AH4*R*A4; 
        M4=DH4*R*D4; 
        V4=DH4*R*A4; 
        Val14=real(trace(N4)); 
        Val24=real(trace(M4)); 
        Val34=abs(real(trace(V4))); 
         
        CRB1(k)=((Val11)/(2*SNR*(Val21*Val11-Val31^2))); 
        RCRB1(k)=sqrt(CRB1(k)); 
        CRB2(k)=((Val12)/(2*SNR*(Val22*Val12-Val32^2))); 
        RCRB2(k)=sqrt(CRB2(k)); 
        CRB3(k)=((Val13)/(2*SNR*(Val23*Val13-Val33^2))); 
        RCRB3(k)=sqrt(CRB3(k)); 
        CRB4(k)=((Val14)/(2*SNR*(Val24*Val14-Val34^2))); 
        RCRB4(k)=sqrt(CRB4(k)); 
end 
 
%andamento della radice del limite di Cramer-Raò in funzione 
%del modulo di Beta 
RCRBgrad1=RCRB1*180/pi; 
 116
RCRBgrad2=RCRB2*180/pi; 
RCRBgrad3=RCRB3*180/pi; 
RCRBgrad4=RCRB4*180/pi; 
 
figure(1) 
ylabel('RMSE[Grad]'); 
xlabel('\beta'); 
hold on 
plot(b,RCRBgrad1) 
plot(b,RCRBgrad2,'o') 
plot(b,RCRBgrad3,'x') 
plot(b,RCRBgrad4,'*') 
grid on 
 
% andamento dell'RMSE in funzione dell'SNR per Beta=0;0.5;1 
% e Theta=40° 
SNR2=1:10^3; 
SNR2dB=10.*log10(SNR2); 
 
a11=exp(-i*2*pi*(sin(theta(4))+cos(theta(4)))); 
a12=exp(-i*pi*(3*sin(theta(4))+2*cos(theta(4)))); 
a21=a12; 
a22=exp(-i*2*pi*(sin(theta(4))+cos(theta(4)))); 
A=[a11 a12;a21 a22]; 
AH=A'; 
d11=a11*(-i*2*pi*(cos(theta(4))-sin(theta(4)))); 
d12=a12*(-i*pi*(3*cos(theta(4))-2*sin(theta(4)))); 
d21=d12; 
d22=a22*(i*2*pi*(cos(theta(4))-sin(theta(4)))); 
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D=[d11 d12;d21 d22]; 
DH=D'; 
 
R1=eye(2); 
R2=[1 0.5;0.5 1]; 
R3=ones(2); 
 
for k=1:1000 
        N1=AH*R1*A; 
        M1=DH*R1*D; 
        V1=DH*R1*A; 
        Val11=real(trace(N1)); 
        Val21=real(trace(M1)); 
        Val31=abs(real(trace(V1))); 
        CRBs11(k)=((Val11)/(2*SNR2(k)*(Val21*Val11-Val31^2))); 
        RCRBs11(k)=sqrt(CRBs11(k)); 
         
        N2=AH*R2*A; 
        M2=DH*R2*D; 
        V2=DH*R2*A; 
        Val12=real(trace(N2)); 
        Val22=real(trace(M2)); 
        Val32=abs(real(trace(V2))); 
        CRBs12(k)=((Val12)/(2*SNR2(k)*(Val22*Val12-Val32^2))); 
        RCRBs12(k)=sqrt(CRBs12(k)); 
         
        N3=AH*R3*A; 
        M3=DH*R3*D; 
        V3=DH*R3*A; 
 118
        Val13=real(trace(N3)); 
        Val23=real(trace(M3)); 
        Val33=abs(real(trace(V3))); 
        CRBs13(k)=((Val13)/(2*SNR2(k)*(Val23*Val13-Val33^2))); 
        RCRBs13(k)=sqrt(CRBs13(k)); 
end 
 
figure(2) 
title('\theta=40°'); 
xlabel('SNR[dB]'); 
ylabel('RMSE'); 
hold on 
RCRB1grad=(RCRBs11*180/pi); 
RCRB2grad=(RCRBs12*180/pi); 
RCRB3grad=(RCRBs13*180/pi); 
plot(SNR2dB,RCRBs11); 
plot(SNR2dB,RCRBs12,'--'); 
plot(SNR2dB,RCRBs13,':'); 
grid on 
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