In this paper, we establish a unilateral global bifurcation result from interval for a class of p-Laplacian problems. By applying the above result, we study the spectrum of a class of half-quasilinear problems. Moreover, we also investigate the existence of nodal solutions for a class of half-quasilinear eigenvalue problems.
Introduction
Let E be a real Banach space with the norm · . Consider the operator equation
where L is a compact linear operator and H : R × E → E is compact with H(λ, u) = o( u ) at u = 0 uniformly on bounded λ intervals. In [18] , Krasnosel'skii has shown that all characteristic values of L which are of odd multiplicity are bifurcation points. We refer to the books [23, Theorem 6.2.1] and [26, Theorem 12.1.4] and their references for the very latest refinements of the classical result by Krsnosel'skii; they are valid in much more general contexts. Rabinowitz [30] has extended this result by showing that bifurcation has global consequences. More precisely, if µ is of odd multiplicity and S := (λ, u) (λ, u) satisfies (1.1) and u ≡ 0
R×E
, then S possesses a component which contains (µ, 0) and either unbounded or meets another characteristic value of L. We note that the nonlinear term λLu+H(λ, u) is Fréchet differentiable at the origin.
In the celebrated work [30] , Rabinowitz also established unilateral global bifurcation theory. However, as pointed out by Dancer [6, 7] and López-Gómez [23] , the proofs of these theorems contain gaps. Fortunately, López-Gómez gave a corrected version of the unilateral global bifurcation theorem for (1.1) [23, Theorem 6.4.3] . This is the first available correct unilateral theorem. Later, working on the theory of López-Gómez [23] Dancer got another unilateral theorem in [7] which has been extended to the one-dimensional p-Laplacian problem by Dai and Ma [5] .
In [3] , Berestycki considered a class of problems involving nondifferentiable nonlinearity. More precisely, he considered the nonlinear Sturm-Liouville problem L u = λau + f (x, u, u ′ , λ) + g (x, u, u ′ , λ) , x ∈ (0, π) (1. Of course, the natural question is whether the results of [3] can be extended to the case that L is the quasilinear p-Laplacian operator. Meanwhile, another question is whether the interval version of bifurcation results of [5] exist. In this paper, we shall provide a positive answer to these questions.
For simplicity we shall restrict ourselves to the 0-Dirichlet boundary value problems, but the methods used in this paper are also suitable for the separated boundary value problems like of [3] . Concretely, we shall study the following p-Laplacian problem
where 1 < p < +∞, ϕ p (u) = |u| p−2 u, λ is a parameter, a(x) ∈ C[0, 1] is positive and F : (0, 1) × R 2 → R is a continuous function. Moreover, the nonlinear term F has the form F = f + g, where f and g satisfy the conditions: (C1) |f (x, s, λ)| ≤ M |ϕ p (s)| for all x ∈ (0, 1), 0 < |s| ≤ 1 and λ ∈ R, where M is a positive constant;
(C2) g(x, s, λ) = o (|s| p−1 ) near s = 0, uniformly in x ∈ (0, 1) and on bounded λ intervals.
Let S + k denote the set of functions in E which have exactly k − 1 interior nodal (i.e., nondegenerate) zeros in (0,1) and are positive near x = 0, and set S
under the product topology. We use S to denote the closure of the nontrivial solutions set of problem (1.3) in R × E, and S ± k to denote the subset of S with u ∈ S ± k and
Finally, let λ k be the kth eigenvalue of the following eigenvalue problem
(1.4)
Our main result for problem (1.3) is the following.
Note that the proofs of Lemma 1 and Theorem 1 of [3] strictly depend on the linear property of the operator L . Thus, the methods used in [3] can not be used here to deal with the quasilinear problems (1.3). We use the generalized Picone identity to overcome the difficulty which is raised by quasilinear operator. Moreover, we use the unilateral global bifurcation theorem of [5] rather than the global bifurcation theorem of [30] which is used by Berestycki in [3] to prove Theorem 1.1. Hence, Theorem 1.1 improves the corresponding result of [3, Theorem 1] even in the case of p = 2.
On the basis of the unilateral global interval bifurcation result, we establish the spectrum of the following half-quasilinear problem
where u + = max{u, 0}, u − = − min{u, 0}, α and β are two continuous functions defined on [0, 1]. More precisely, we shall use Theorem 1.1 to prove the following result. Theorem 1.2. There exist two sequences of simple half-eigenvalues for problem (1.5), λ Furthermore, following the above eigenvalue theory, we shall investigate the existence of nodal solutions for the following p-Laplacian problem
where f : R → R is a continuous function, r is a real parameter. Throughout this paper, we assume that f satisfies the conditions:
The last main result of this paper is the following: Theorem 1.3. Assume that f satisfies (A1) and (A2), and for some k ∈ N, ν = + and −, either λ In the case of p = 2 and α = β ≡ 0, Ma and Thompson [27] considered problem (1.6) with determining interval of r by the bifurcation theory of Rabinowitz [29, 30] , in which there exist nodal solutions for problem (1.6) under the assumptions of (A1) and (A2). We note that the assumption f 0 ∈ (0, +∞) implies that f is Fréchet differentiable at the origin, i.e., f is linearizable at the origin. Moreover, the Fréchet derivative of f at the point u = 0 in the direction v is f 0 v. In the case of p = 2, α = β ≡ 0 but a changes its sign, Hess and Kato [16] proved some well-known classical results which show that the principal eigenvalues of the weighted boundary value problem (1.4) are bifurcation points to positive solutions. The idea of using bifurcation methods to study the solvability of nonlinear boundary value problems also has been applied to study various boundary value problems, for instance, see [15, 21, 22] .
For p = 2 but α = β ≡ 0, Dai and Ma [5] have established the existence of nodal solutions for problem (1.6) with crossing nonlinearity which extends the results of [27] . We also note that the assumption of (ra(x)f (u)) /ϕ p (u) crossing eigenvalues implies that f is p−1-homogeneous linearizable at the origin and infinity, i.e., f 0 , f ∞ ∈ (0, +∞). We also note that, in highdimensional case, there are also a lot of fundamental papers on the global bifurcation for pLaplacian [8, 9, 11, 12, 13, 14] .
In the previously mentioned papers, the nonlinearities are Fréchet differentiable or p−1-homogeneous linearizable at the origin or infinity. However, the nonlinear term of problem (1.6) is not necessary p−1-homogeneous linearizable at the origin and infinity because of the influence of the term α(x)ϕ p (u + ) + β(x)ϕ p (u − ). So the bifurcation theory of [5, 6, 23, 29, 30, 31 ] cannot be applied directly to obtain our results. Luckily, using Theorem 1.1 and 1.2, we can obtain some results of the existence of nodal solutions which extend the corresponding ones of [5, 27] in some sense.
The rest of this paper is arranged as follows. In Section 2, we give the proof of Theorem 1.1. In Section 3, we shall prove Theorem 1.2; as a byproduct, it is also shown that for a problem possessing jumping nonlinearities, these half-eigenvalues correspond to bifurcation points in a unilateral global sense. Theorem 1.3 is proved in the last Section; in this section, we also give a nonexistence result for problem (1.6).
Unilateral global bifurcation from interval
Now, we consider the operator equation (1.1) again. Rabinowitz's global bifurcation theorem [30, 32] has shown that if the characteristic value µ of L is of odd multiplicity, then there exists a component C µ of S which contains (µ, 0) and either unbounded or meets another characteristic value of L. Moreover, if µ is simple, Dancer [6] has shown that there are two distinct unbounded sub-continua C [5] . More specifically, Dai and Ma [5] considered the following one-dimensional p-Laplacian problem
where ϕ p (s) = |s| p−2 s, 1 < p < +∞, µ is a positive parameter, m(x) ≥ 0 and m(x) ≡ 0 for x ∈ (0, 1) is a continuous weight function, g : (0, 1) × R × R → R satisfies the Carathéodory condition and
uniformly for a.e. x ∈ (0, 1) and µ on bounded sets. Let µ k be the kth eigenvalue of the corresponding linear problem of problem (2.1). They have shown that there are two distinct unbounded sub-continua C + k and C − k of the continuum C k of problem (2.1) emanating from (µ k , 0), which satisfy:
Next, we show that the existence and uniqueness theorem is valid for problem (1.3). (1.3) under the assumptions of (C1) and (C2) and u has a double zero, then u ≡ 0.
Proof. Let u be a solution of problem (1.3) and x * ∈ [0, 1] be a double zero. We note that
Firstly, we consider x ∈ [0, x * ]. Then we have that
furthermore, it follows that
In view of (C2), for any ε > 0, there exists a constant 1 ≥ δ > 0 such that
uniformly with respect to x ∈ (0, 1) and fixed λ when |s| ∈ [0, δ]. Hence, we get that
By the Gronwall-Bellman inequality [4, 10] , we get u ≡ 0 on [0, x * ]. Similarly, using a modification of Gronwall-Bellman inequality [ 3) under the assumptions of (C1) and (C2), then u ∈ ∪ ∞ k=1 S k .
To prove Theorem 1.1, we introduce the following approximate problem
The next lemma will play a key role in this paper which provides uniform a priori bounds for the solutions of problem (2.3) near the trivial solutions and will also ensure that (S
Proof. Let w n = u n / u n , then w n should be a solution of the problem
|g(x, s, λ)| for all x ∈ (0, 1) and λ on bounded sets, then g is nondecreasing with respect to u and
Further it follows from (2.5) that
uniformly in x ∈ (0, 1) and λ on bounded sets. Clearly, (C1) implies that
as n → +∞ for all x ∈ (0, 1). It is obvious that (2.4), (2.6) and (2.7) imply that v n := ϕ p (w ′ n ) is bounded in C 1 . Therefore, by the Arzela-Ascoli theorem, we may assume that
Hence w n is strong convergence in C 1 . Without loss of generality, we may assume that w n → w in C 1 , w = 1. Clearly, we have w ∈ S ν k . We claim that w ∈ S ν k . On the contrary, suppose that w ∈ ∂S ν k , then w has at least one double zero x * ∈ [0, 1]. It follows that w n (x * ) → 0 and w ′ n (x * ) → 0 as n → +∞. We note that
where
In view of (C2) and the definition of w n , we can show that
as n → +∞ for all x ∈ (0, 1). Hence there exists a positive constant K such that
for all x ∈ (0, 1) and n ∈ N large enough. Thus, we have that
By the Gronwall-Bellman inequality [4] , we get that ϕ p (|w 
as n → +∞, which is a contradiction.
To obtain the bound on λ, we shall compare w and ψ ν k via the generalized Picone identity [19] , where ψ ν k ∈ S ν k is an eigenfunction of problem (1.4) corresponding to λ k . We have known that w n satisfies [19] , we have that
The left-hand side of (2.8) equals
We prove that
Hospital rule, we have that
It follows that
Hospital rule again, we obtain that
This implies that H ξ 1 = 0. If k < p ≤ k + 1, then we continue with this process k times to obtain H ξ 1 = 0. Similarly, we can show that H η 1 = 0. Therefore, the left-hand side of (2.8) equals zero. Hence, the right-hand side of (2.8) also equals zero.
Young's inequality implies that
It follows that
Similarly, we can also show that
If λ ≤ λ k , considering (2.9), (C1) and (C2), we have that
Hence, we get that
If λ ≥ λ k , considering (2.10), (C1) and (C2), we have that
So, we obtain that
it follows λ ≤ λ k + d. Therefore, we have that λ ∈ I k .
Proof of Theorem 1.1. We only prove the case of D 
3) corresponding to ǫ = 0, and (λ n , u n ) converges to (λ, 0) in R × E. By Lemma 2.3, we have λ ∈ I k , i.e., (λ, u) ∈ I k × {0} in the case of (b). Hence, D
To complete the proof, it remains to show that D
We consider the following auxiliary problem
for a given h ∈ L 1 (0, 1). It is known that problem (2.11) can be equivalently written as u = G p (h)(x). And G p : L 1 (0, 1) → E is continuous and maps equi-integrable sets of L 1 (0, 1) into relatively compacts of E. One may refer to Lee and Sim [20] and Manásevich and Mawhin [28] for detail. Define the Nemitskii operator H : R × E → C(0, 1) by
Then it is clear that H is continuous operator which sends bounded sets of R × E into the equi-integrable sets of C(0, 1) and problem (1.3) can be equivalently written as
Applying a similar method to prove In order to complete the proof of this theorem, we consider the approximate problem (2.3) again. For ǫ > 0, it is easy to show that the nonlinear term f (x, u|u| ǫ , λ) + g(x, u, λ) satisfies the condition (2.2). Let Example 2.1 (see [3] ). Consider the following problem
It is easy to verify that (λ(ρ), u(ρ)(x)) = (1 − sin |ρ| −1 , ρ sin x) is a solution of this problem for any ρ = 0. This follows that all the points of [0, 2] × {0} are bifurcation points. 1/p / (p sin (π/p)). In this case, it is well-known that λ k = (kπ p ) p (see [35] ). Then we can easily show that (2π p ) p − d < π 
Spectrum of half-quasilinear problems
In this Section, we consider the half-quasilinear problem (1.5). Problem (1.5) is called halfquasilinear because it is positive p−1-homogeneous and p−1-homogeneous in the cones u > 0 and u < 0. Similar to that of [3] , we say that λ is a half-eigenvalue of problem (1.5) if there exists a nontrivial solution (λ, u λ ). λ is said to be simple if v = cu λ , c > 0 for all solutions (λ, v) of problem (1.5).
In order to prove Theorem 1.2, we need to establish Sturm type comparison theorem for p-Laplacian problems.
Also let u 1 , u 2 be solutions of the following differential equations
Proof. If u 2 (x) = 0 on (c, d), then we can assume without loss of generality that
By the generalized Picone identity [19] again, we have
The left-hand side of (3.1) equals
By an argument similar to that of Lemma 2.3, we can show that H c = H d = 0. Therefore, the left-hand side of (3.1) equals to zero. Hence, the right-hand side of (3.1) also equals to zero. Young's inequality implies that
and the equality holds if and only if sgnu
It follows that there exists a constant µ = 0 such that u 2 = µu 1 and b 2 = b 1 .
Note that if u 2 (x) < 0 in (c, d), similar to (3.1), we can get
The above argument is still valid for this case.
By Lemma 3.1, we obtain the following result that will be used later.
Lemma 3.2. Let I * = (a, b) be such I * ⊆ (0, 1) and meas {I * } > 0. Let g n : (0, 1) → R be such that lim n→+∞ g n (x) = +∞ uniformly in I * .
Let y n ∈ E be a solution of the equation
Then the number of zeros of y n I * goes to infinity as n → +∞. 
After taking a subsequence if necessary, we may assume that
as j → +∞. It is easy to check the distance between any two consecutive zeros of any nontrivial solution of the equation
goes to zero as j → +∞. Note that the conclusion of Lemma 3.1 also is valid if α = β ≡ 0. Using these facts and Lemma 3.1, we can obtain the desired results. 
Using a proof similar to that of Lemma 2.3, we can show that the left-hand side of (3.2) equals zero. Hence, the right-hand side of (3.2) also equals zero. It follows that u = c 1 u 
Proof. It is no difficulty to see that if the restriction of c > 0 is replaced by c = 0, then the argument of Theorem 1.2 is also valid for the case α = β. This fact combining with the conclusions of Theorem 1.2 implies the result.
Remark 3.2. If α = β, standard arguments by making use of the well-known LjusternikSchniremann theory [34] and the techniques used in [1] , we can obtain that problem (1.5) has a sequence of eigenvalues
Corollary 3.1 implies that µ k = µ j for some j ∈ N. Thus, µ k is simple. And then Corollary 4.1 of [34] implies that
then by an argument similar to that of [2, Theorem 1] with obvious changes, we can show that σ = σ. However, the methods used in [2] become invalid for the general case α = β.
Naturally, we can consider the bifurcation structure of the perturbation of the problem (1.5) of the form
where g satisfies lim |u|→0 |g(x, u, λ)/ϕ p (u)| = 0 uniformly in x ∈ (0, 1) and on bounded λ intervals. 
Proof. Let us show that the only possible bifurcation points for problem (3.3) are the points (λ ν k , 0). Indeed, let (λ n , u n ), u n ≡ 0 be a sequence of solutions of problem (3.3) converging to (λ, 0). Let v n := u n / u n , then v n should be a solution of the problem v n = G p −λ n a(x)ϕ p (v n (x)) − αϕ p v We divide the rest of proof into two steps.
Step 1. We show that if there exists a constant M > 0 such that |µ n | ⊂ [0, M] for n ∈ N large enough, then D We divide the equation − (ϕ p (y ′ n )) ′ = µ n ra(x)f ∞ ϕ p (y n ) + αϕ p y + n + βϕ p y − n + µ n ra(x)ξ (y n ) by y n and set y n = y n / y n . Since y n is bounded in E, after taking a subsequence if necessary, we have that y n ⇀ y for some y ∈ E and y n → y in C[0, 1]. Using the method to get (2.6), we have that lim n→+∞ ξ (y n (x)) y n p−1 = 0.
By the compactness of G p , we obtain that
