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Abstract—Underwater acoustic localization usually relies on
time of arrival (ToA) measurements, which are then converted
into range estimates. However, the water medium is inho-
mogeneous and the sound speed varies depending on several
parameters, e.g., the temperature, pressure and salinity. As a
result, sound waves do not necessarily travel in straight lines.
Ignoring this stratiﬁcation effect could lead to considerable bias
in the range estimates. We propose a depth-based approach
to compensate the stratiﬁcation effect for improved underwater
ranging. We assume that the sound velocity proﬁle (SVP) is only
vertically stratiﬁed, the position of the sender is known, and the
receiver has a noisy depth estimate via a depth sensor. We ﬁnd a
numerically simple range estimator, based on reconstructing the
slanted path using Fermat’s Principle and calculus of variations.
This estimator removes the bias and is asymptotically efﬁcient.
We compare our solution to the simplistic linear estimator that
assumes straight-line propagation in a shallow-water example
where the sound speed decreases monotonically with depth. We
ﬁnd that the bias of the linear estimator increases with range
and is non-negligible when the ToA measurements have a small
variance, while our solution is bias-free and meets the Cram´ er-
Rao lower bound (CRLB).
Index Terms—Localization, ranging, sensor networks, under-
water acoustic communication, stratiﬁcation effect.
I. INTRODUCTION
U
NDERWATER communications are mostly based on
acoustic transmission, due to the high absorption of
radio waves in water. Acoustic waves in water have an about
ﬁve times higher propagation speed than in air, but about
ﬁve orders of magnitudes slower than the propagation speed
of radio waves. Additionally, water is an inhomogeneous
medium, featuring water layers with different temperatures,
increasing pressure with depth and location-dependentsalinity.
All these factors lead to sound speed variations in water.
Localization using time of arrival (ToA) measurements in
terrestrial sensor networks has been studied extensively in
the signal processing literature [1], [2]; unbiased and efﬁcient
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estimators for the whole network setup have been developed,
whose performance can be accurately characterized in terms of
the Cram´ er-Rao lower bound (CRLB). Since air can be well
approximated as a homogeneous media, ToA measurements
can be linearly converted to range estimates, which are the
basic building blocks for localization in sensor networks. In
the context of underwater autonomous networks and deep
sea exploration, underwater localization is an important task;
see e.g., [3] and references therein. To accomplish precise
localization based on ranging via the measurement of sound
wave ToA, the inhomogeneity of water as a medium should
be considered.
The effects of inhomogeneous media on wave propagation
are characterized by the corresponding physical differential
equations, which are well understood, e.g, in computational
ocean acoustics [4]. Both matched ﬁeld processing (MFP)
and ocean acoustic tomography (OAT) (see [5], [6], [7] and
references therein) solve for the complete wave-ﬁeld as a
function of space and time. Solutions are determined by
measurements and necessary boundary conditions, like char-
acterization of the ocean ﬂoor or the sound velocity proﬁle
(SVP). Also, the measurements are usually assumed noiseless,
as they are averaged over a time period, and require a vertical
sensor array of a minimum sensor density to avoid “spatial
aliasing”. These methods estimate the whole wave-ﬁeld. They
are computationally intensive and not suited for simple, but
unbiased range estimation in underwater sensor networks.
In this writeup, we propose a depth-based solution to
compensate the stratiﬁcation effect for improved underwater
acoustic ranging. We adopt several assumptions: 1) the sound
velocity is only depth dependent, and the proﬁle is known (an
example proﬁle is shown in Fig. 1.(a)); 2) the position of the
sender is ﬁxed and known; 3) the receiver has a noisy depth
measurement via a depth sensor. Using Fermat’s Principle and
calculus of variations, we apply the ray-based solution known
in computational acoustics, to determine the distance between
the sender and the receiver based on the propagation time
over a slanted path. (The slanted paths corresponding to the
SVP in Fig. 1.(a) are shown in Fig. 1.(b)). This way we fully
obtain the geometry of the slanted path as a function of depth
and using the additional depth measurement, the stratiﬁcation
effects can be evaluated and compensated.
Our contribution is the following:
1) We are the ﬁrst to consider stratiﬁcation effects in ToA
based ranging and bring together knowledge available
in ocean acoustics and signal processing to ﬁnd a novel
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Fig. 1. (a) Example of a sound velocity proﬁle in shallow water; (b) Propagation of sound waves in an inhomogeneous medium; solid lines are the actual
paths.
and simple solution based on a single acoustic sensor,
an additional depth sensor and a known SVP.
2) In the presence of noisy ToA and depth measurements
with Gaussian measurement noise, our solution is de-
rived from the maximum likelihood (ML) criterion, lead-
ing to an unbiased and asymptotically efﬁcient estimator.
3) We supply complete performance characterization of the
suggested setup by developing the Cram´ er-Rao lower
bound (CRLB).
In a simple shallow-water example, where the sound speed
decreases monotonically with depth, we show that it is nec-
essary to deal with the bias associated with the straight-
line propagation assumption, even when the sound velocity
proﬁle is known. For a ﬁxed depth we ﬁnd increasing bias
for larger range as the path becomes more slanted. Numerical
results show that our proposed approach achieves bias-free
range estimation, and meets the CRLB on the estimation
performance for any unbiased estimator.
This paper has the following structure. We describe the
problem in Section II and propose our solution in Section III.
We then calculate the CRLB in Section IV and present
numerical results in Section V. We conclude in Section VI.
II. PROBLEM DESCRIPTION
We consider ranging in an underwater system based on ToA
measurements of acoustic transmission between two nodes.
We use cylindrical coordinates, (y,ϕ,z), but due to the axis-
symmetric assumption of the medium physical parameters
(equivalent to depth-dependent), it is sufﬁcient to consider a
two-dimensional plane that includes both the sender and the
receiver. Suppose that the sender is at position ps = (ys,zs)
and the receiver is at position pr = (yr,zr). We assume that:
A1) There is a direct propagation path between the sender and
the receiver in the presence of potential dense multipath
which is typical for underwater acoustic channels; and
A2) The receiver is able to pick up the ﬁrst arrival to measure
the ToA even in the presence of dense multipath via some
advanced synchronization algorithms1.
Let T(ps,pr,v) denote the true travel time of the direct
path from the sender to the receiver, which is parametrized by
the SVP v. The noisy TOA measurement is
ˆ T = T(ps,pr,v) + n (1)
where we assume that the measurement noise n is zero-mean
Gaussian with variance σ2
T.
Now we convert the ToA estimate ˆ T to a range estimate
ˆ R. The conventional approach ignores the stratiﬁcation effect.
By assuming that the sound travels on a straight line from the
sender to the receiver, it amounts to a linear estimator as
ˆ R = cˆ T (2)
where c is a nominal sound speed. Such an estimator intro-
duces a bias
µ = cT − R, (3)
and the estimation variance is
var( ˆ R) = c2σ2
T. (4)
The mean square error (MSE) of the estimator is
E
h
|R − ˆ R|2
i
= µ2 + var( ˆ R). (5)
Note that the variance depends only on the measurement
accuracy and the nominal speed used in the conversion, but
not on the locations ps and pr. On the contrary, the bias term
µ is location dependent, since T has a non-linear relationship
with respect to ps and pr which is affected by the sound speed
proﬁle.
1This assumption is justiﬁed as ranging in dense multipath indoor radio
environments has been studied extensively; see synchronization algorithms
that localize the “ﬁrst arrival” in the presence of dense multipath in e.g., [8],
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For precise ranging where the measurement noise is small,
the bias term will dominate the MSE. The question is then:
how to remove the estimation bias due to the stratiﬁcation
effect?
III. PROPOSED SOLUTION
We propose a depth-based approach for stratiﬁcation effect
compensation. For presentation convenience, we assume that
the sender position is known a priori2, and its coordinate is
(0,zs). The receiver has a depth sensor that gives a noisy
depth estimate as
ˆ d0 = zr + w, (6)
where we assume the measurement noise w Gaussian dis-
tributed with zero mean and variance σ2
d. We next derive an
unbiased range estimate based on ˆ T and ˆ d0, and the knowledge
of the sound velocity proﬁle.
A. Maximum Likelihood Formulation
In addition to A1), A2), and the Gaussian assumption on ˆ T
and ˆ d0, we further assume:
A3) The water ﬁeld of interest is a vertically stratiﬁed media,
i.e., the sound velocity is only depth dependent, and the
SVP v is known3.
Since ps is known, we denote the travel time T(ps,pr,v)
by T(yr,zr,v). Assuming the Gaussian measurement noises
are uncorrelated, the likelihood function is
Λ(yr,zr) =
1
√
2πσT
exp
￿
−
1
2σ2
T
h
ˆ T − T(yr,zr,v)
i2￿
×
1
√
2πσd
exp
 
−
(ˆ d0 − zr)2
2σ2
d
!
. (7)
The ML solution of (yr,zr) is then deﬁned as
( ˆ yr, ˆ zr) = argmax
(y,z)
Λ(y,z). (8)
Since the measurement errors in ˆ d0 and ˆ T are uncorrelated,
the ML solution (ˆ yr, ˆ zr) will satisfy
ˆ zr = ˆ d0, (9)
T( ˆ yr, ˆ d0,v) = ˆ T, (10)
if a solution to (10) exists. If it does, then the exponents in
(7) are zero and neither σ2
T or σ2
d matter.
We next solve (10) to determine ˆ yr. Based on ˆ yr and ˆ zr,
we can ﬁnd the range estimate ˆ R =
p
ˆ y2
r + (ˆ zr − zs)2.
2This is reasonable, for example, the sender could be below a ﬁxed ship
or a surface buoy equipped with GPS. On the other hand, the inclusion of
uncertainty in the sender position can be done similarly, but notationally more
cumbersome.
3In practice, the SVP needs to be obtained by measurements.
B. Ray Solution in Vertically Stratiﬁed Media
We now solve (10), but for convenience with notation
changed to T(yr,zr,v) = T, where zr and T are observed in
noise and yr is the unknown to be resolved. The solution to this
problem can be found, using what is known in computational
acoustics as the ray-based approach [4, pp. 177-179] or in
similar form in seismic wave propagation [10, pp. 16-20]. We
will rederive the solution for the reader, to this end we will
go through the following steps:
• Using Fermat’s Principle that sound waves travel along
the fastest path, we ﬁnd the correct path by minimizing
the travel time over all possible paths.
• We express all possible paths as a function of depth f(z)
and solve for this function using a variational approach
to ﬁnd an analytic solution for each candidate range.
• Last we have to use a simple bisectional search to match
the measured travel time to the right candidate range.
Fermat’s Principle states that the travel time for a ray path is
stationary [11]. This can be interpreted as (locally) minimizing
the travel time over different ray paths. We calculate the travel
time of a ray from ps to pr as
T =
Z
S
1
v(s)
ds (11)
where S is a line curve which depicts a possible path between
the given end points and v is the velocity which can be varying
along the path s. Assuming a two-dimensional problem, we
have
ds =
p
dz2 + dy2 =
s
1 +
￿
dy
dz
￿2
dz. (12)
Now by deﬁning y = f(z) to describe the propagation path,
and assuming that f0(z) = dy/dz is well deﬁned4, we have
ds =
p
1 + f0(z)2 dz (13)
and accordingly
T =
Z zr
zs
p
1 + f0(z)2
v (f(z),z)
dz =
Z zr
zs
L(f,f0,z) dz. (14)
Each possible line curve s is deﬁned via a candidate function
f. According to Fermat’s Principle, we ﬁnd the true travel path
of the sound wave by minimizing T with respect to f, which
can be accomplished using calculus of variations. To solve for
the functional f(z), we use the Euler-Lagrange equation [12],
∂
∂f
L −
d
dz
∂
∂f0L = 0. (15)
As stated before, we assume the velocity of sound only
changes with depth. This simpliﬁes this most general formu-
lation, as the z-axis is the depth. We get v(f(z),z) = v(z),
4This formulation does not allow for bottom-reﬂected or refracted rays,
since then f0 would not be well deﬁned. In this case we would have to
integrate along the z-axis in separate parts, i.e., forwards and backwards in
an alternating fashion.IEEE TRANSACTIONS ON SIGNAL PROCESSING (TO APPEAR) 4
which makes L independent of f(z). We ﬁnd the following
relationship
−
d
dz
 
∂
∂f0
p
1 + f0(z)2
v(z)
!
= −
d
dz
 
f0(z)
v(z)
p
1 + f0(z)2
!
= 0. (16)
Integrating both sides this leads to
f0(z)
v(z)
p
1 + f0(z)2 = C, (17)
where C is an integration constant. Hence, we obtain
f
0(z) =
Cv(z)
p
1 − [Cv(z)]2 = tan[θ(z)] (18)
where we deﬁned θ(z) := arctan[dy/dz] as the angle of the
ray path at depth z, c.f. θr = θ(zr) in Fig 2. Inserting (18)
back into (17) we obtain
C =
tanθ
v(z)
p
1 + tan2[θ(z)]
=
sin[θ(z)]
v(z)
. (19)
Therefore, the constant C is a generalization of the constant
deﬁned by Snell’s Law, when assuming an arbitrary SVP is
formed by inﬁnitely many thin homogeneous layers in the
limit.
Substituting (18) into (14), we ﬁnd the minimum travel time
associated with one path
T =
Z zr
zs
1
v(z)
1
p
1 − [Cv(z)]2 dz =
Z zr
zs
1
v(z)
1
cos[θ(z)]
dz.
(20)
With zs known, and the measured T and zr, we can determine
C numerically. For a positive C within the valid range 0 <
C < minz(1/v(z)), T is a monotonically increasing function
with respect to C. Thus efﬁcient numerical search can be used.
After ﬁnding C, we will have
yr = f(zr) =
Z zr
zs
f0(z) dz =
Z zr
zs
Cv(z)
p
1 − [Cv(z)]2 dz.
(21)
In addition, by letting zr in (21) vary, we can determine the
full geometry of the slanted path f(z) that the sound wave
has traveled along.
IV. CRAM´ ER-RAO BOUND FOR RANGE ESTIMATION
We now explore the theoretical lower bound on the range
estimation accuracy for any unbiased estimator. With the
ray solution in Section III-B, we will ﬁrst derive the Fisher
information matrix of estimating C and zr. Then the Fisher
information of yr and zr (and ﬁnally R) can be calculated as
for functions of parameters [13].
Replacing T(yr,zr,v) by T(C,zr,v) in (7), we obtain the
Fisher information matrix as [14]
J1(C,zr) = E
h
[∇logΛ(C,zr)][∇logΛ(C,zr)]
T
i
(22)
ps
pr
zr − zs
φ
θr
R
yr
Fig. 2. Illustration of the relationship between (yr,zr) and (R,φ)
Since only the mean of the likelihood function Λ(C,zr) is
dependent on the parameters, we simplify (22) to:
J1(C,zr) =
1
σ2
T
￿ ∂T
∂C
∂T
∂zr
￿
￿ ∂T
∂C
∂T
∂zr
￿
+
￿
0 0
0 σ
−2
d
￿
. (23)
The necessary partial derivatives ∂T
∂C and ∂T
∂zr are
∂T
∂C
=
Z zr
zs
1
v(z)
∂
∂C
 
1
p
1 − [Cv(z)]2
!
dz
=
Z zr
zs
Cv(z)
(1 − [Cv(z)]2)
3
2
dz, (24)
∂T
∂zr
=
1
v(zr)
1
p
1 − [Cv(zr)]2. (25)
The Fisher information matrix with respect to estimating yr
and zr can be calculated as [13]
J
−1
2 (yr,zr) = HTJ
−1
1 (C,zr)H, (26)
where the matrix H is the Jacobian of the variable transform
(C,zr) → (y,zr)
H =
∂(yr,zr)
∂(C,zr)
=
￿ ∂yr
∂C
∂yr
∂zr
0 1
￿
. (27)
The second row is simply a row of the identity matrix, since
in this mapping zr is only a function of itself. The derivatives
∂yr
∂C and
∂yr
∂zr are
∂yr
∂C
=
Z zr
0
∂
∂C
 
Cv(z)
p
1 − [Cv(z)]2
!
dz
=
Z zr
0
v(z)
(1 − [Cv(z)]2)
3
2
dz
=
1
C
∂T
∂C
(28)
∂y
∂zr
=
Cv(zr)
p
1 − [Cv(zr)]2. (29)IEEE TRANSACTIONS ON SIGNAL PROCESSING (TO APPEAR) 5
After straightforward manipulation, we obtain:
J
−1
2 (yr,zr) = σ2
T
￿ 1
C2 0
0 0
￿
+ σ2
d


(1−[Cvr]
2)
[Cvr]2 −
√
1−[Cvr]2
Cvr
−
√
1−[Cvr]2
Cvr 1

. (30)
where we abbreviate vr := v(zr).
Applying a variable change from (yr,zr) to (R,φ) satisfy-
ing yr = Rsinφ and zr −zs = Rcosφ, as depicted in Fig. 2,
we obtain the CRLB on the range estimate as
J
−1
3 (R,φ) =
￿
sinφ cosφ
￿
J
−1
2 (yr,zr)
￿
sinφ
cosφ
￿
= σ2
T
￿
sinφ
C
￿2
+ σ2
d
 
sinφ
p
1 − [Cvr]2
Cvr
− cosφ
!2
= σ2
Tv2
r
￿
sinφ
sinθr
￿2
+ σ2
d cos2 θr
￿
sinφ
sinθr
−
cosφ
cosθr
￿2
= σ2
Tv2
r
￿
sinφ
sinθr
￿2
+ σ2
d
￿
sin[φ − θr]
sinθr
￿2
(31)
where θr := θ(zr) is abbreviated similar to vr (c.f. Fig. 2), and
we have used (19) to substitute C. For any unbiased estimator,
we have
var( ˆ R) ≥ J
−1
3 (R,φ). (32)
Remark 1 The CRLB in (31) clearly isolates the effects from
the ToA measurement accuracy and the depth measurement
accuracy. When σTvr and σd are on the same order, the impact
of σd is much smaller than that of σTvr, as |sin(φ − θr)| is
usually smaller than |sin(φ)|. This is encouraging in that the
depth sensor does not need to be highly accurate to reduce
the stratiﬁcation effect. See also numerical results with noisy
depth estimates.
V. NUMERICAL RESULTS
We use the sound velocity proﬁle in Fig. 1.(a) for numerical
testing. For the linear estimator, the nominal sound speed c
could take different values, for example:
1) Sender local speed: c = v(zs). The speed is measured
locally at the sender (surface) and assumed constant
throughout the propagation path. Due to the SVP in
Fig. 1.(a), the sound speed is over-estimated, leading
to a distance estimate systematically larger than the true
distance.
2) Receiver local speed: c = v(zr). Measuring the sound
speed at the receiver (underwater) leads to a too small
sound speed in this scenario, therefore under-estimating
the distance.
3) Arithmetic mean speed: c = ¯ va. If the SVP and the
depth are available, one could use the mean sound speed,
averaged over the depth, for range estimation:
¯ va =
1
zr − zs
Z zr
zs
v(z)dz.
4) Geometric mean: c = ¯ vg. Since travel time is inversely
proportional to the sound speed, the geometric mean
could be another reasonable choice when the SVP and
the depth are available:
¯ vg =
zr − zs R zr
zs
1
v(z) dz
We consider ranging between a buoy at the surface (zs =
0 m) and an underwater vehicle or sensor at a depth zr =
150 m and a horizontal range of yr between 0 m and 3,500 m.
Fig. 3.(a) depicts the location-dependent bias µ deﬁned
in (3) for the linear estimator with different nominal sound
speed values. Using the two local sound speeds, the distance
is systematically over- or under-estimated, respectively. When
both the SVP and the depth are available, the linear estimator
with the arithmetic or geometric mean of sound speed is rather
accurate until yr ≈ 750 m, which corresponds to the situation
when the rays are only slightly slanted (c.f. Fig. 1.(b)).
Afterwards the bias steadily increases as yr increases, meaning
that even if the precise SVP is available the assumption of
straight line propagation leads to non-negligible bias.
The root mean square error (RMSE) of our proposed
approach with noisy ˆ T and ˆ d0 is shown in Fig. 3, where
σd = 10 m and σT = 10 ms. As comparison we also plot the
CRLB and the RMSE performance for the linear estimator.
We observe that the RMSE performance of the proposed
approach meets the CRLB. The variance of the linear estimator
introduced by the noisy ToA measurements is cσT ≈ 15 m.
Comparing Fig. 3.(b) to Fig. 3.(a), we see that the RMSE
of the linear estimator is dominated by the bias once it rises
above the variance.
According to (31), the variance introduced by the noisy ToA
measurement is the dominant part in the CRLB. As |sin(φ−
θ1)|/|sin(φ)| does not exceed 0.2 in this scenario, σd would
have to be about ﬁve times of cσT to make a similar impact.
VI. CONCLUSION
We analyzed the bias in underwater acoustic ranging when
converting ToA measurements to range estimates based on
a straight-line propagation assumption. To remove this bias,
we used Fermat’s Principle (minimum-time path) to trace
the slanted path associated with the shortest travel time, this
allows us to determine the exact distance between the sender
and the receiver if the sound velocity proﬁle (SVP) and
the depth are available. Assuming that the ToA and depth
estimates are noisy, we presented our solution starting from
a maximum-likelihood criterion and derived the Cram´ er-Rao
performance bound. For an example shallow water SVP, we
found that the bias of the linear estimator is non-negligible
for ToA measurements with low measurement noise, while
our approach is bias free and meets the performance bound.
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