q-Rung orthopair fuzzy number (qROFN) is a exible and superior fuzzy information description tool which can provide stronger expressiveness than intuitionistic fuzzy number and Pythagorean fuzzy number. Muirhead mean (MM) operator and its dual form geometric MM (GMM) operator are two all-in-one aggregation operators for capturing the interrelationships of the aggregated arguments because they are applicable in the cases in which all arguments are independent of each other, there are interrelationships between any two arguments, and there are interrelationships among any three or more arguments. Archimedean T-norm and T-conorm (ATT) are superior operations that can generate general and versatile operational rules to aggregate arguments. To take advantage of qROFN, MM operator, GMM operator, and ATT in multicriteria group decision making (MCGDM), an Archimedean MM operator, a weighted Archimedean MM operator, an Archimedean GMM operator, and a weighted Archimedean GMM operator for aggregating qROFNs are presented to solve the MCGDM problems based on qROFNs in this paper. e properties of these operators are explored and their speci c cases are discussed. On the basis of the presented operators, a method for solving the MCGDM problems based on qROFNs is proposed. e e ectiveness of the proposed method is demonstrated via a numerical example, a set of experiments, and qualitative and quantitative comparisons. e demonstration results suggest that the proposed method has satisfying generality and exibility at aggregating q-rung orthopair fuzzy information and capturing the interrelationships of criteria and the attitudes of decision makers and is feasible and e ective for solving the MCGDM problems based on qROFNs.
Introduction
Multicriteria group decision making (MCGDM) or multicriteria group decision analysis is a process of nding optimal alternatives in complex scenarios via synthetically evaluating the values of multiple criteria of all alternatives from a group of experts [1] . In this process, one of the fundamental tasks is to accurately and e ectively describe the values of multiple criteria. For such description, there are various available mathematical tools, where fuzzy set is one of the most important and popular tools. To date, over twenty di erent types of fuzzy sets have been presented within academia [2] . Among the presented fuzzy sets, Zadeh's fuzzy set (FS) [3] is a well-known type of fuzzy set that quanti es the satisfaction degree via a membership degree whose range is [0, 1]. e expressiveness of FS is stronger enough for expressing the fuzzy information in some applications. However, FS is incapable of describing the complex fuzzy information that contains the dissatisfaction and hesitancy degrees.
To describe complex fuzzy information, Atanassov [4] presented the intuitionistic fuzzy set (IFS) theory. In this theory, an IFS has a membership degree and a nonmembership degree (both degrees and their sum are restricted to [0, 1]), which can, respectively, quantify the satisfaction and dissatisfaction degrees, and the hesitancy degree is naturally obtained using one minus the sum of the membership and nonmembership degrees. Because of such expressiveness, IFSs have been widely used to express the values of multiple criteria in MCGDM during the past few decades. A variety of research topics about IFSs for MCGDM, such as operational rules of intuitionistic fuzzy numbers (IFNs) [5, 6] , aggregation operators of IFNs [7] [8] [9] , intuitionistic preference relations [10, 11] , intuitionistic fuzzy calculus [12, 13] , and multicriteria decision making (MCDM) or MCGDM methods based on IFSs [14] [15] [16] , have become hot topics in the research of MCGDM in this period.
Although IFSs have gained importance and popularity in the field of MCGDM, their application is still limited by their expressiveness. To be more specific, the sum of the membership and nonmembership degrees must be in [0, 1] in IFSs. But in some practical applications, there may be some values of criteria whose membership and nonmembership degrees' sum is greater than one. Such values cannot be described via IFSs. To solve this issue, Yager [17] proposed the Pythagorean fuzzy set (PFS) theory, in which the condition is relaxed to the following: the sum of squares of the membership and nonmembership degrees is restricted to [0, 1] . As a result, the values whose membership and nonmembership degrees' sum is greater than one could be expressed using PFSs. Because of stronger expressiveness than IFSs, PFSs have also achieved a wide range of applications in MCGDM. A number of research topics regarding PFSs for MCGDM, such as operational rules of Pythagorean fuzzy numbers (PFNs) [18, 19] , correlation and correlation coefficient of PFSs [20] , information measures of PFSs [21] [22] [23] , aggregation operators of PFNs [24] [25] [26] [27] , and MCDM or MCGDM methods based on PFSs [28] [29] [30] , have received widespread attention during the past few years.
To further improve the expressiveness of PFSs, Yager [31] presented the q-rung orthopair fuzzy set (qROFS) theory, in which the condition is further relaxed to the following: the sum of the q-th (q � 1, 2, 3, . . .) power of the membership degree and the q-th power of the nonmembership degree is in [0, 1] . From this condition, it is not difficult to find that qROFS is actually the generalization of IFS and PFS since qROFS will reduce to IFS when q � 1 and will reduce to PFS when q � 2. In addition, it can also be found that as the value of the rung q increases, the expressiveness of qROFSs will continue to increase, which provides more freedom for the quantification of fuzzy information. Due to such characteristic, qROFSs have also received extensive attention in the field of MCGDM during the past few years. Various research topics about qROFSs for MCGDM, such as operational rules of q-rung orthopair fuzzy numbers (qROFNs) (i.e., q-rung orthopair membership grades) [32, 33] , approximate reasoning in qROFSs [34] , aspects of qROFSs [35] , correlation coefficient between qROFSs [36] , distance measures of qROFSs [37] , and aggregation operators of qROFNs [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] , are gaining importance and popularity within academia.
For solving MCGDM problems, there are usually two ways. One way is to leverage traditional methods (e.g., TOPSIS, VIKOR, TODIM, ELECTRE, and PROMETHEE), and the other way is to use aggregation operators [51] [52] [53] . In general, aggregation operators can solve MCGDM problems more effectively than traditional methods because they can generate comprehensive values and rankings of alternatives, while traditional methods can only provide rankings [42] . So far, over twenty different aggregation operators of qROFNs have been presented. Representative examples are the weighted exponential (WE) operator presented by Peng et al. [38] , the weighted point (WP) operators presented by Xing et al. [39] , the weighted averaging (WA) operator and weighted geometric (WG) operator presented by Liu and Wang [40] , the weighted Bonferroni mean (WBM) operator and weighted geometric Bonferroni mean (WGBM) operator presented by Liu and Liu [41] , the weighted Archimedean Bonferroni mean (WABM) operators presented by Liu and Wang [42] , the weighted extended Bonferroni mean (WEBM) operator presented by Liu et al. [43] , the weighted partitioned Bonferroni mean (WPBM) operator and weighted partitioned geometric Bonferroni mean (WPGBM) operator presented by Yang and Pang [44] , the weighted Heronian mean (WHM) operator and weighted geometric Heronian mean (WGHM) operator presented by Wei et al. [45] , the WHM * operator (please note that this operator is different from the WHM operator in [45] although they have the same names) and weighted partitioned Heronian mean (WPHM) operator presented by Liu et al. [46] , the weighted Maclaurin symmetric mean (WMSM) operator and weighted geometric Maclaurin symmetric mean (WGMSM) operator presented by Wei et al. [47] , the weighted power Maclaurin symmetric mean (WPMSM) operator presented by Liu et al. [48] , the weighted power partitioned Maclaurin symmetric mean (WPPMSM) operator presented by Bai et al. [49] , and the weighted Muirhead mean (WMM) operator and weighted geometric Muirhead mean (WGMM) operator presented by Wang et al. [50] . Each operator has its own features and application conditions. However, there is not yet an operator that is both versatile and flexible for capturing the interrelationships of criteria and the attitudes of decision makers when solving the MCGDM problems based on qROFNs.
In actual MCGDM problems, the interrelationships of criteria and the attitudes of decision makers are likely to change as the actual situation changes. An ideal aggregation operator should provide desirable generality and flexibility to adapt to these changes [42] . Among the aggregation operators of qROFNs above, the WE, WP, WA, and WG operators are only applicable for the qROFNs based MCGDM problems where all criteria are independent of each other. e WBM, WGBM, WABM, WEBM, WPBM, WPGBM, WHM, WGHM, WHM * , and WPHM operators are more general in capturing the interrelationships of criteria than the WE, WP, WA, and WG operators. ey can be used to solve the problems in which there are no interrelationships among criteria or there are interrelationships between two criteria. e WMSM, WGMSM, WPMSM, WPPMSM, WMM, and WGMM operators are 2 Complexity the most versatile in dealing with the interrelationships. ey are applicable for the problems where all criteria are mutually independent or there are interrelationships between two or among more criteria. But their flexibility in reflecting the attitudes of decision makers is limited because the aggregations in these operators are based on the fixed Algebraic T-norm and T-conorm operation. Based on this, the motivations of this paper are summarized as follows:
(1) To develop aggregation operators of qROFNs that are versatile in capturing the interrelationships of criteria, the Muirhead mean (MM) and geometric MM (GMM) operators [54] are introduced. e MM and GMM operators, which are the generalizations of the generalized arithmetic averaging, generalized geometric averaging, Bonferroni mean (BM), geometric BM (GBM), Maclaurin symmetric mean (MSM), and geometric MSM (GMSM) operators, are two all-in-one aggregation operators for dealing with the interrelationships of criteria because they are suitable for the cases in which all criteria are independent of each other, there are interrelationships between any two criteria, and there are interrelationships among any multiple (more than two) criteria [50, 55, 56] . (2) To improve the generality and flexibility in reflecting decision makers' attitudes of the aggregation operators, the Archimedean T-norm and T-conorm (ATT) operations [57] are adopted to perform the operations in them. e ATT operations are important mathematical tools for constructing general operational rules for fuzzy numbers. A fuzzy information aggregation operator based on them is rather versatile and flexible for capturing the attitudes of decision makers [42] .
Based on the motivations above, the present paper combines the MM and GMM operators with the ATT operations under q-rung orthopair fuzzy environment to construct Archimedean MM and GMM operators of qROFNs for the MCGDM problems based on qROFNs. Due to such combination, the constructed operators can achieve satisfying generality and flexibility in capturing both the interrelationships of criteria and the attitudes of decision makers. e major contributions of the paper are as follows: (1) a q-rung orthopair fuzzy Archimedean MM (qRO-FAMM) operator and a q-rung orthopair fuzzy weighted Archimedean MM (qROFWAMM) operator are presented;
(2) a q-rung orthopair fuzzy Archimedean GMM (qRO-FAGMM) operator and a q-rung orthopair fuzzy weighted Archimedean GMM (qROFWAGMM) operator are presented; and (3) a MCGDM method based on the presented operators is developed. Although there are already two Muirhead aggregation operators of qROFNs (i.e., the WMM and WGMM operators in [50] ), the presented operators are still of necessity because they are more general and flexible than these two operators. e WMM and WGMM operators are based on the Algebraic T-norm and T-conorm, one of the many families of ATTs, while the Archimedean MM and GMM operators can be applied to any families of ATTs and the WMM and WGMM operators are just their special cases, respectively. e remainder of the paper is organized as follows. A brief introduction of some related fundamental concepts is provided Section 2. Sections 3, respectively, explains the details of the presented Archimedean MM and GMM operators. A MCGDM method based on the Archimedean MM and GMM operators is designed in Section 4. Section 5 demonstrates and evaluates the presented operators and designed method via a numerical example, a set of experiments, and qualitative and quantitative comparisons. Section 6 ends the paper with a conclusion.
Preliminaries
In this section, some prerequisites in the qROFS theory, operational rules of qROFNs based on ATT, and MM and GMM operators are briefly introduced to facilitate the understanding of the present paper. [31] is the generalization of FS [3] , IFS [4] , and PFS [17] . Its formal definition is as follows.
qROFS eory. qROFS
Definition 1 (see [31] 
For convenience, a pair <μ S (x), ] S (x)> is called a qROFN, which is commonly simplified as Ξ � <μ, ]>. To compare two qROFNs, their scores and accuracies are required, which can be calculated according to the following definitions.
Definition 2 (see [40] ). Let Ξ � <μ, ]> be a qROFN. en its score is S(Ξ) � μ q − ] q . Obviously, − 1 ≤ S(Ξ) ≤ 1.
Definition 3 (see [40] ). Let Ξ � <μ, ]> be a qROFN. en its accuracy is A(Ξ) � μ q + ] q . Obviously, 0 ≤ A(Ξ) ≤ 1.
Using S(Ξ) and A(Ξ), two qROFNs can be compared via the following definition.
Definition 4 (see [40] ). Let Ξ 1 � <μ 1 , ] 1 > and Ξ 2 � <μ 2 , ] 2 > be any two qROFNs, S(Ξ 1 ) and S(Ξ 2 ) be, respectively, the scores of Ξ 1 and Ξ 2 , and A(Ξ 1 ) and A(Ξ 2 ) be, respectively, the accuracies of Ξ 1 and Ξ 2 .
real numbers and σ, τ > 0. en the sum, product, multiplication, and power operations of qROFNs based on the Archimedean T-norm T(x, y) � f − 1 (f(x) + f(y)) and its T-conorm T C (x, y) � g − 1 (g(x) + g(y)) can be, respectively, defined as follows:
MM and GMM Operators.
e MM operator was introduced to aggregate crisp numbers by Muirhead [54] . It has prominent characteristics in capturing the interrelationships among multiple aggregated arguments and providing a general form of a number of other aggregation operators. e formal definition of the MM operator is as follows.
Definition 6 (see [54] ). Let (Θ 1 , Θ 2 , . . ., Θ n ) be a collection of crisp numbers, Δ � (δ 1 , δ 2 , . . ., δ n ) (where δ 1 , δ 2 , . . ., δ n ≥ 0 but not at the same time δ 1 � δ 2 � . . . � δ n � 0) be a collection of n real numbers, p(i) be a permutation of (1, 2, . . ., n), and P n be the set of all permutations of (1, 2, . . ., n). en the aggregation function,
is called the MM operator. In this operator, whether the interrelationships are considered depends on the values of δ i (i � 1, 2, . . ., n): (1) if δ 1 > 0 and δ 2 � δ 3 � . . . � δ n � 0, then the interrelationships are not considered; (2) if δ 1 , δ 2 > 0 and δ 3 � δ 4 � . . . � δ n � 0, then the interrelationships between two crisp numbers are considered; and (3) if δ 1 , δ 2 , . . ., δ k > 0 (k � 3, 4, . . ., n) and δ k+1 � δ k+2 � . . . � δ n � 0, then the interrelationships among k crisp numbers are considered. e dual form of the MM operator is called the dual MM or GMM operator. Its formal definition is as follows.
Definition 7 (see [55] ). Let (Θ 1 , Θ 2 , . . ., Θ n ) be a collection of crisp numbers, Δ � (δ 1 , δ 2 , . . ., δ n ) (where δ 1 , δ 2 , . . ., δ n ≥ 0 but not at the same time δ 1 � δ 2 � . . . � δ n � 0) be a collection of n real numbers, p(i) be a permutation of (1, 2, . . ., n), and P n be the set of all permutations of (1, 2, . . ., n). en, the aggregation function,
is called the GMM operator. Similarly, in this operator, whether the interrelationships are described also relies on the values of δ i (i � 1, 2, . . ., n) with the same cases as they are in the MM operator.
Archimedean Muirhead Aggregation Operators
is section consists of two subsections. In the first subsection, a qROFAMM operator and a qROFWAMM operator are presented using the MM operator and the operational rules of qROFNs based on ATT. e properties of these two operators are proved and their specific cases are discussed. In the second subsection, the dual form of the qROFAMM operator, i.e., a qROFAGMM operator, and the dual form of the qROFWAMM operator, i.e., a qROF-WAGMM operator, are presented using the GMM operator and the operational rules of qROFNs based on ATT. e properties of these two operators are explored and their specific cases are discussed.
Archimedean MM Operators

qROFAMM Operator.
A qROFAMM operator is a MM operator for aggregating qROFNs, in which the sum, product, multiplication, and power operations are performed using the operational rules of qROFNs based on ATT. Its formal definition is as follows.
be a collection of n qROFNs (q � 1, 2, 3, . . .), Δ � (δ 1 , δ 2 , . . ., δ n ) (δ 1 , δ 2 , . . ., δ n ≥ 0 but not at the same time δ 1 � δ 2 � . . . � δ n � 0) be a collection of n real numbers, p(i) be a permutation of (1, 2, . . ., n), P n be the set of all permutations of (1, 2, . . ., n), Ξ i ⊕ Ξ j and Ξ i ⊗ Ξ j (i, j � 1, 2, . . ., n) be, respectively, the sum and product operations of Ξ i and Ξ j based on ATT, and σΞ r and Ξ τ s (r, s � 1, 2, . . ., n; σ, τ > 0) be, respectively, the multiplication operation of Ξ r and the power operation of Ξ s based on ATT. en, the aggregation function,
is called the qROFAMM operator. According to equations (1)-(4) and (7) , the following theorem is obtained.
Complexity
and qROFAMM Δ (Ξ 1 , Ξ 2 , . . ., Ξ n ) is still a qROFN.
For the details of the proof of this theorem, please refer to Appendix A. e following three theorems, respectively, state the idempotency, monotonicity, and boundedness of the qROFAMM operator:
Theorem 4 (boundedness). Let (Ξ 1 , Ξ 2 , . . ., Ξ n ) (Ξ i � <μ i , ] i >, i � 1, 2, . . ., n) be a collection of n qROFNs (q � 1, 2, 3, . . .), Ξ UB � <max(μ i ), min(] i )>, and Ξ LB � <min(μ i ), max(] i )>. en Ξ LB ≤ qROFAMM Δ (Ξ 1 , Ξ 2 , . . ., Ξ n ) ≤ Ξ UB .
For the details of the proofs of these three theorems, please refer to Appendixes B-D, respectively.
Equation (8) is a generalized form of the qROFAMM operator. If specific values are assigned to q and δ 1 , δ 2 , . . ., δ n and specific forms are assigned to f, then specific operators can be obtained:
(1) If q � 1, then the qROFAMM operator will reduce to an intuitionistic fuzzy Archimedean MM operator. (2) If q � 2, then the qROFAMM operator will reduce to a Pythagorean fuzzy Archimedean MM operator. (3) If δ 1 � δ > 0 and δ 2 � δ 3 � . . . � δ n � 0, then the qROFAMM operator will reduce to a q-rung orthopair fuzzy Archimedean generalized arithmetic averaging operator. (4) If δ 1 , δ 2 > 0 and δ 3 � δ 4 � . . . � δ n � 0, then the qROFAMM operator will reduce to the q-rung orthopair fuzzy Archimedean BM operator presented by Liu and Wang [42] .
then the qROFAMM operator will reduce to a q-rung orthopair fuzzy Archimedean MSM operator. (6) If δ 1 � δ 2 � . . . � δ n � δ > 0, then the qROFAMM operator will reduce to a q-rung orthopair fuzzy Archimedean generalized geometric averaging operator.
According to equation (8), a q-rung orthopair fuzzy Archimedean Algebraic MM (qROFAAMM) operator is constructed as follows:
is operator is actually the q-rung orthopair fuzzy MM operator presented by Wang et al. [50] . It has the following special cases:
(1) If q � 1, then the qROFAAMM operator will reduce to
which is the intuitionistic fuzzy MM operator presented by Liu and Li [55] . (2) If q � 2, then the qROFAAMM operator will reduce to
which is the Pythagorean fuzzy MM operator presented by Zhu and Li [56] . (3) If δ 1 � δ > 0 and δ 2 � δ 3 � . . . � δ n � 0, then the qROFAAMM operator will reduce to Complexity 5
which is a q-rung orthopair fuzzy generalized arithmetic averaging operator.
(4) If δ 1 , δ 2 > 0 and δ 3 � δ 4 � . . . � δ n � 0, then the qROFAAMM operator will reduce to
which is the q-rung orthopair fuzzy Archimedean Algebraic BM operator presented by Liu and Wang [42] .
. . � δ n � 0, then the qROFAAMM operator will reduce to
which is the q-rung orthopair fuzzy MSM operator presented by Wei et al. [47] and Liu et al. [48] . (6) If δ 1 � δ 2 � . . . � δ n � δ > 0, then the qROFAAMM operator will reduce to
which is a q-rung orthopair fuzzy generalized geometric averaging operator.
[(e t − 1)/(e t + 1)] 1/q . According to equation (8), a q-rung orthopair fuzzy Archimedean Einstein MM (qROFAEMM) operator is constructed as follows:
where
6 Complexity
According to equation (8), a q-rung orthopair fuzzy Archimedean Hamacher MM (qRO-FAHMM) operator is constructed as follows:
where μ′ � p∈P n n i�1
/e − t ]} 1/q . According to equation (8), a q-rung orthopair fuzzy Archimedean Frank MM (qROFAFMM) operator is constructed as follows:
qROFWAMM
Operator. e qROFAMM operator has advantages in having desirable generality and flexibility and capturing the interrelationships among multiple aggregated qROFNs. But it does not consider the relative importance of each aggregated qROFN. To make up for this deficiency, weights are introduced and a qROFWAMM operator is presented. e formal definition of the presented operator is as follows.
be a collection of n qROFNs (q � 1, 2, 3, . . .), Δ � (δ 1 , δ 2 , . . ., δ n ) (δ 1 , δ 2 , . . ., δ n ≥ 0 but not at the same time δ 1 � δ 2 � . . . � δ n � 0) be a collection of n real numbers, p(i) be a permutation of (1, 2, . . ., n), P n be the set of all permutations of (1, 2, . . ., n), Ξ i ⊕ Ξ j and Ξ i ⊗ Ξ j (i, j � 1, 2, . . ., n) be, respectively, the sum and product operations of Ξ i and Ξ j based on ATT, σΞ r and Ξ τ s (r, s � 1, 2, . . ., n; σ, τ > 0) be, respectively, the multiplication operation of Ξ r and the power operation of Ξ s based on ATT, and w 1 , w 2 , . . ., w n be, respectively, the weights of Ξ 1 , Ξ 2 , . . ., Ξ n such that 0 ≤ w 1 , w 2 , . . ., w n ≤ 1 and w 1 + w 2 + . . . + w n � 1. en, the aggregation function
is called the qROFWAMM operator. According to equations (1)-(4) and (22) , the following theorem is obtained.
. ., n) be a collection of n qROFNs (q � 1, 2, 3, . . .). en
and
For the details of the proof of this theorem, please refer to Appendix E. In addition, it is similar to prove that the qROFWAMM operator has the properties of monotonicity and boundedness (Please note that the qROFWAMM operator no longer has idempotency).
Like equation (8), equation (23) is a generalized form of the qROFWAMM operator. If specific values are assigned to q and δ 1 , δ 2 , . . ., δ n and specific forms are assigned to f, then specific operators can be obtained:
(1) If q � 1, then the qROFWAMM operator will reduce to an intuitionistic fuzzy weighted Archimedean MM operator. (2) If q � 2, then the qROFWAMM operator will reduce to a Pythagorean fuzzy weighted Archimedean MM operator. (3) If δ 1 � δ > 0 and δ 2 � δ 3 � . . . � δ n � 0, then the qROFWAMM operator will reduce to a q-rung orthopair fuzzy weighted Archimedean generalized arithmetic averaging operator. (4) If δ 1 , δ 2 > 0 and δ 3 � δ 4 � . . . � δ n � 0, then the qROFAMM operator will reduce to the q-rung orthopair fuzzy weighted Archimedean BM operator presented by Liu and Wang [42] .
then the qROFWAMM operator will reduce to a q-rung orthopair fuzzy weighted Archimedean MSM operator.
operator will reduce to a q-rung orthopair fuzzy weighted Archimedean generalized geometric averaging operator.
According to equation (23), a q-rung orthopair fuzzy weighted Archimedean Algebraic MM (qROFWAAMM) operator is constructed as follows:
is operator is actually the q-rung orthopair fuzzy weighted MM operator presented by Wang et al. [50] . It has the following special cases:
(1) If q � 1, then the qROFWAAMM operator will reduce to
which is the intuitionistic fuzzy weighted MM operator presented by Liu and Li [55] .
(2) If q � 2, then the qROFWAAMM operator will reduce to 8 Complexity
which is the Pythagorean fuzzy weighted MM operator presented by Zhu and Li [56] .
which is a q-rung orthopair fuzzy weighted generalized arithmetic averaging operator.
which is the q-rung orthopair fuzzy weighted Archimedean Algebraic BM operator presented by Liu and Wang [42] .
which is the q-rung orthopair fuzzy weighted MSM operator presented by Wei et al. [47] and Liu et al. [48] .
. . � δ n � δ > 0, then the qROFWAAMM operator will reduce to Complexity 9
which is a q-rung orthopair fuzzy weighted generalized geometric averaging operator.
According to equation (23), a q-rung orthopair fuzzy weighted Archimedean Einstein MM (qROF-WAEMM) operator is constructed as follows:
where (23), a q-rung orthopair fuzzy weighted Archimedean Hamacher MM (qROFWAHMM) operator is constructed as follows:
where 10 Complexity
According to equation (23), a q-rung orthopair fuzzy weighted Archimedean Frank MM (qROF-WAFMM) operator is constructed as follows:
Archimedean GMM Operators
qROFAGMM Operator.
A qROFAGMM operator is a GMM operator for aggregating qROFNs, in which the sum, product, multiplication, and power operations are performed using the operational rules of qROFNs based on ATT. Its formal definition is as follows.
. . ., δ n ) (δ 1 , δ 2 , . . ., δ n ≥ 0 but not at the same time δ 1 � δ 2 � . . . � δ n � 0) be a collection of n real numbers, p(i) be a permutation of (1, 2, . . ., n), P n be the set of all permutations of (1, 2, . . ., n),
be, respectively, the sum and product operations of Ξ i and Ξ j based on ATT, and σΞ r and Ξ τ s (r, s � 1, 2, . . ., n; σ, τ > 0) be, respectively, the multiplication operation of Ξ r and the power operation of Ξ s based on ATT. en the aggregation function
is called the qROFAGMM operator. According to equations (1)- (4) and (37), the following theorem is obtained.
For the details of the proof of this theorem, please refer to Appendix F. e following three theorems, respectively, state the idempotency, monotonicity, and boundedness of the qROFAGMM operator.
For the details of the proofs of these three theorems, please refer to Appendixes G-I, respectively.
Equation (38) is a generalized form of the qROFAGMM operator. If specific values are assigned to q and δ 1 , δ 2 , . . ., δ n and specific forms are assigned to f, then specific operators can be obtained:
(1) If q � 1, then the qROFAGMM operator will reduce to an intuitionistic fuzzy Archimedean GMM operator. (2) If q � 2, then the qROFAGMM operator will reduce to a Pythagorean fuzzy Archimedean GMM operator.
. . � δ n � 0, then the qROFAGMM operator will reduce to a q-rung orthopair fuzzy Archimedean generalized geometric averaging operator. (4) If δ 1 , δ 2 > 0 and δ 3 � δ 4 � . . . � δ n � 0, then the qROFAGMM operator will reduce to a q-rung orthopair fuzzy Archimedean GBM operator.
then the qROFAGMM operator will reduce to a q-rung orthopair fuzzy Archimedean GMSM operator.
operator will reduce to a q-rung orthopair fuzzy Archimedean generalized arithmetic averaging operator.
According to equation (38), a q-rung orthopair fuzzy Archimedean Algebraic GMM (qROFAAGMM) operator is constructed as follows:
is operator is actually the q-rung orthopair fuzzy GMM operator presented by Wang et al. [50] . It has the following special cases:
(1) If q � 1, then the qROFAAGMM operator will reduce to
12 Complexity which is the intuitionistic fuzzy GMM operator presented by Liu and Li [55] .
(2) If q � 2, then the qROFAAGMM operator will reduce to
which is the Pythagorean fuzzy GMM operator presented by Zhu and Li [56] .
. . � δ n � 0, then the qROFAAGMM operator will reduce to the operator in equation (15).
(4) If δ 1 , δ 2 > 0 and δ 3 � δ 4 � . . . � δ n � 0, then the qROFAAGMM operator will reduce to
which is a q-rung orthopair fuzzy Archimedean Algebraic GBM operator.
(5) If δ 1 � δ 2 � . . . � δ k � 1 and δ k+1 � δ k+2 � . . . � δ n � 0, then the qROFAAGMM operator will reduce to
which is the q-rung orthopair fuzzy GMSM operator presented by Wei et al. [47] . (6) If δ 1 � δ 2 � . . . � δ n � δ > 0, then the qROFAAGMM operator will reduce to the operator in equation (12).
According to equation (38), a q-rung orthopair fuzzy Archimedean Einstein GMM (qROFAEGMM) operator is constructed as follows:
1)/(e t + λ − 1)] 1/q . According to equation (38) , a q-rung orthopair fuzzy Archimedean Hamacher GMM (qROFAHGMM) operator is constructed as follows:
According to equation (38), a q-rung orthopair fuzzy Archimedean Frank GMM (qROFAFGMM) operator is constructed as follows:
Complexity
qROFWAGMM Operators.
e qROFAGMM operator has advantages in having desirable generality and flexibility and capturing the interrelationships among multiple aggregated qROFNs. But it does not consider the relative importance of each aggregated qROFN. To make up for this deficiency, weights are introduced and a qROFWAGMM operator is presented. e formal definition of the presented operator is as follows:
. ., n) be a collection of n qROFNs (q � 1, 2, 3, . . .), Δ � (δ 1 , δ 2 , . . ., δ n ) (δ 1 , δ 2 , . . ., δ n ≥ 0 but not at the same time δ 1 � δ 2 � . . . � δ n � 0) be a collection of n real numbers, p(i) be a permutation of (1, 2, . . ., n), P n be the set of all permutations of (1, 2, . . ., n), Ξ i ⊕ Ξ j and Ξ i ⊗ Ξ j (i, j � 1, 2, . . ., n) be, respectively, the sum and product operations of Ξ i and Ξ j based on ATT, σΞ r and Ξ τ s (r, s � 1, 2, . . ., n; σ, τ > 0) be, respectively, the multiplication operation of Ξ r and the power operation of Ξ s based on ATT, and w 1 , w 2 , . . ., w n be, respectively, the weights of Ξ 1 , Ξ 2 , . . ., Ξ n such that 0 ≤ w 1 , w 2 , . . ., w n ≤ 1 and w 1 + w 2 + . . . + w n � 1. en the aggregation function,
is called the qROFWAGMM operator. According to equations (1)- (4) and (50), the following theorem is obtained.
and qROFWAGMM Δ (Ξ 1 , Ξ 2 , . . ., Ξ n ) is still a qROFN.
For the details of the proof of this theorem, please refer to Appendix J. In addition, it is similar to prove that the qROFWAGMM operator has the properties of monotonicity and boundedness (please note that the qROFWAGMM operator no longer has idempotency).
Like equation (38) , equation (51) is a generalized form of the qROFWAGMM operator. If specific values are assigned to q and δ 1 , δ 2 , . . ., δ n and specific forms are assigned to f, then specific operators can be constructed:
(1) If q � 1, then the qROFWAGMM operator will reduce to an intuitionistic fuzzy weighted Archimedean GMM operator. (2) If q � 2, then the qROFWAGMM operator will reduce to a Pythagorean fuzzy weighted Archimedean GMM operator.
(3) If δ 1 � δ > 0 and δ 2 � δ 3 � . . . � δ n � 0, then the qROFWAGMM operator will reduce to a q-rung orthopair fuzzy weighted Archimedean generalized geometric averaging operator. (4) If δ 1 , δ 2 > 0 and δ 3 � δ 4 � . . . � δ n � 0, then the qROFWAGMM operator will reduce to a q-rung orthopair fuzzy weighted Archimedean GBM operator.
then the qROFWAGMM operator will reduce to a q-rung orthopair fuzzy weighted Archimedean GMSM operator. (6) If δ 1 � δ 2 � . . . � δ n � δ > 0, then the qROFWAGMM operator will reduce to a q-rung orthopair fuzzy weighted Archimedean generalized arithmetic averaging operator.
and g − 1 (t) � (1 − e − t ) 1/q . According to equation (51), a Complexity q-rung orthopair fuzzy weighted Archimedean Algebraic GMM (qROFWAAGMM) operator is constructed as follows:
is operator is actually the q-rung orthopair fuzzy weighted GMM operator presented by Wang et al. [50] . It has the following special cases:
(1) If q � 1, then the qROFWAAGMM operator will reduce to (53) which is the intuitionistic fuzzy weighted GMM operator presented by Liu and Li [55] .
(2) If q � 2, then the qROFWAAGMM operator will reduce to
which is the Pythagorean fuzzy weighted GMM operator presented by Zhu and Li [56] . (3) If δ 1 � δ > 0 and δ 2 � δ 3 � . . . � δ n � 0, then the qROFWAAGMM operator will reduce to the operator in equation (30) .
(4) If δ 1 , δ 2 > 0 and δ 3 � δ 4 � . . . � δ n � 0, then the qROFWAAGMM operator will reduce to
16 Complexity which is a q-rung orthopair fuzzy weighted Archimedean Algebraic GBM operator.
(5) If δ 1 � δ 2 � . . . � δ k � 1 and δ k+1 � δ k+2 � . . . � δ n � 0, then the qROFWAAGMM operator will reduce to
which is the q-rung orthopair fuzzy weighted GMSM operator presented by Wei et al. [47] . (6) If δ 1 � δ 2 � . . . � δ n � δ > 0, then the qROF-WAAGMM operator will reduce to the qROFW-GAA operator in equation (27).
. According to equation (51), a q-rung orthopair fuzzy weighted Archimedean Einstein GMM (qROFWAEGMM) operator is constructed as follows:
where (51), a q-rung orthopair fuzzy weighted Archimedean Hamacher GMM (qROFWAHGMM) operator is constructed as follows:
(60)
According to equation (51), a q-rung orthopair fuzzy weighted Archimedean Frank GMM (qROF-WAFGMM) operator is constructed as follows:
MCGDM Method
In this section, a MCGDM method based on the qROF-WAMM operator and the qROFWAGMM operator is proposed to solve the MCGDM problems based on qROFNs. Generally, a MCGDM problem based on qROFNs can be described via a set of alternatives A � {A 1 , A 2 , . . ., A m }, a set of criteria C � {C 1 , C 2 , . . ., C n }, a vector of weights of criteria w � [w 1 , w 2 , . . ., w n ] (0 ≤ w 1 , w 2 , . . ., w n ≤ 1, w 1 + w 2 + . . . + w n � 1, and each element, respectively, stands for the relative importance of the criteria C 1 , C 2 , . . ., C n ), a set of experts E � {E 1 , E 2 , . . ., E N }, a vector of weights of expertsˆ� [ϖ 1 , ϖ 2 , . . ., ϖ N ] (0 ≤ ϖ 1 , ϖ 2 , . . ., ϖ N ≤ 1, ϖ 1 + ϖ 2 + . . . + ϖ N � 1, and each element, respectively, stands for the relative importance of the expert E 1 , E 2 , . . ., E N ), and N q-rung orthopair fuzzy decision matrices M k � [Ξ k,i,j ] m×n (k � 1, 2, . . ., N; i � 1, 2, . . ., m; j � 1, 2, . . ., n; Ξ k,i,j � <μ k,i,j , ] k,i,j > is a qROFN that stands for the evaluation value of criterion C j with respect to alternative A i provided by expert E k ). Based on these components, the MCGDM problem can be described as follows: determining the optimal alternative with the help of a ranking of the elements of A based on M k , w, andˆ. Using the qROFWAMM operator or the qROFWAGMM operator, the problem is solved according to the following steps:
(1) Normalize the q-rung orthopair fuzzy decision matrices. In general, a MCGDM problem may contain two different types of criteria, i.e., benefit and cost criteria. ey affect the aggregation results positively and negatively, respectively. To eliminate 18 Complexity such effects, the q-rung orthopair fuzzy decision matrices M k � [Ξ k,i,j ] m×n are normalized as
(2) Calculate the collective evaluation value of each criterion of each alternative. Taking the normalized q-rung orthopair fuzzy decision matrices M N,k and the expert weight vectorˆas input, the collective evaluation value of criterion C j of alternative A i is computed using the following equation:
or
where qROFWAMM is an arbitrary specific qROFWAMM operator, such as the qROFWAAMM operator in equation (24), the qROFWAEMM operator in equation (31), the qROFWAHMM operator in equation (33) , and the qROFWAFMM operator in equation (35); qROFWAGMM is an arbitrary specific qROFWAGMM operator, such as the qROF-WAAGMM operator in equation (52), the qROFWAEGMM operator in equation (57), the qROFWAHGMM operator in equation (59), and the qROFWAFGMM operator in equation (61); and the values of the elements in Δ� (δ 1 , δ 2 , . . ., δ n ) are determined via judging whether the evaluation results of all experts are mutually independent, there are interrelationships between the evaluation results of any two experts, or there are interrelationships among the evaluation results of any three or more experts. Generally, the evaluation results of all experts should be independent. erefore, δ 1 > 0 and
Establish a collective q-rung orthopair fuzzy decision matrix. According to the collective evaluation value of each criterion of each alternative Ξ i,j , the collective q-rung orthopair fuzzy decision matrix is established as M � [Ξ i,j ] m×n . (4) Calculate the collective overall preference of each alternative. Taking the collective q-rung orthopair fuzzy decision matrix M and the criterion weight vector w as input, the collective overall preference of alternative A i is computed using the following equation:
where qROFWAMM is the same specific qROF-WAMM operator used in equation (64), qROF-WAGMM is the same specific qROFWAGMM operator used in equation (65), and the values of the elements in Δ � (δ 1 , δ 2 , . . ., δ n ) are determined via judging whether all criteria are mutually independent, there are interrelationships between any two criteria, or there are interrelationships among any three or more criteria. When all criteria are mutually independent, then δ 1 > 0 and δ 2 � δ 3 � . . . � δ n � 0; when there are interrelationships between any two criteria, δ 1 , δ 2 > 0 and δ 3 � δ 4 � . . . � δ n � 0; and when there are interrelationships among any r (r � 3, 4, . . ., n) criteria, δ 1 , δ 2 , . . ., δ r > 0 and δ r+1 � δ r+2 � . . . � δ n � 0. (5) Calculate the score and accuracy of the collective overall preference of each alternative. e score and accuracy of the collective overall preference of alternative A i is, respectively, computed using the equations in Definitions 2 and 3. (6) Generate a ranking of all alternatives and determine the optimal one. On the basis of the scores and accuracies of the collective overall preferences of all alternatives, a ranking of these alternatives can be generated according to the comparison rules in Definition 4. e optimal alternative is determined with the help of the ranking.
Example, Experiments, and Comparisons
In this section, a numerical example is firstly leveraged to illustrate the working process of the proposed MCGDM method. en a set of experiments are carried out to explore the effects of different specific operators and different parameter values on the aggregation results. Finally, qualitative and quantitative comparisons between the proposed method and some existing methods are made to demonstrate the feasibility and effectiveness of the proposed method.
Example.
A numerical example about the determination of the best company for investment from five possible companies (cited from Reference [58] ) is used to demonstrate the proposed MCGDM method. In this example, the five possible companies are A 1 , A 2 , A 3 , A 4 , and A 5 . ere are four determination criteria of these companies, which are the risk analysis (C 1 ), the growth analysis (C 2 ), the socialpolitical impact analysis (C 3 ), and the environmental impact analysis (C 4 ). e relative importance of these criteria is measured by the weight vector w � [0.2, 0.1, 0.3, 0.4]. e evaluation group consists of three different experts E 1 , E 2 , and E 3 whose relative importance is quantified by the weight vectorˆ� [0. 35, 0.40, 0.25] . To provide more freedom in the evaluation of the values of the four criteria of each company, experts were allowed to use qROFNs. e evaluation results of the three experts are, respectively, given in the following three matrices:
With the q-rung orthopair fuzzy decision matrices M 1 , M 2 , and M 3 , the expert weight vectorˆ, and the criterion weight vector w, the determination of the best company for investment can be carried out using the proposed MCGDM method. e process of the determination consists of the following six steps:
(i) Normalize the q-rung orthopair fuzzy decision matrices. Since the four criteria are all benefit criteria, normalization is not required. (a) When the qROFWAHMM operator (it is assumed that the evaluation results of the three experts are independent. erefore, Δ is assigned as Δ � (δ 1 , δ 2 , δ 3 ) � (1, 0, 0) . Further, λ and q are, respectively, assigned as λ � 3 and q � 1) is used, the computed results are as follows: 
When qROFWAHGMM is used, the collective q-rung orthopair fuzzy decision matrix is as follows: 
(iv) Calculate the collective overall preference of each company. Taking M MM or M GMM and w as input, the collective overall preference of A i can be computed according to equation (66) or (67). Since qROFWAHMM and qROFWAHGMM are, respectively, used in the second step, they are, respectively, used in equations (66) and (67) to calculate the collective overall preference of A i :
(a) When qROFWAHMM (it is assumed that there are interrelationships among the four criteria. erefore, Δ is assigned as Δ � (δ 1 , δ 2 , δ 3 , δ 4 ) � (1, 2, 3, 4 ). Further, λ and q are, respectively, assigned as λ � 3 and q � 1) is used, the computed results are as follows: Ξ 1 � <0.4424, 0.3722>, Ξ 2 � <0.5991, 0.2999>, Ξ 3 � <0.4030, 0.3995>, Ξ 4 � <0.5170, 0.3065>, and Ξ 5 � <0.5047, 0.3299> (b) When qROFWAHGMM (Δ � (δ 1 , δ 2 , δ 3 , δ 4 ) � (1, 2, 3, 4), λ � 3, and q � 1) is used, the computed results are as follows:
(v) Calculate the score and accuracy of the collective overall preference of each company. According to the calculated Ξ i , the score and accuracy of the collective overall preference of A i can be computed using the equations in Definitions 2 and 3:
(a) When qROFWAHMM is used, the score and accuracy of Ξ i are, respectively, as follows: (a) When qROFWAHMM is used, the generated ranking is
With the help of the generated ranking, the optimal company is determined as company A 2 .
Experiments.
To explore the effect of using different groups of specific operators and assigning different values to parameters on the aggregation results, the following four experiments were carried out.
Experiment 1.
It was carried out to show the influence of the use of different groups of specific operators on the aggregation results. In this experiment, M Nk (k � 1, 2, 3) ,ˆ, and w in the example were used as the input of the presented eight groups of Archimedean Muirhead aggregation operators (when adapting the eight groups of operators, Δ � (δ 1 , δ 2 , δ 3 ) � (1, 0, 0) (for equation (64) or equation (65)), Δ � (δ 1 , δ 2 , δ 3 , δ 4 ) � (1, 2, 3, 4) (for equation (66) or equation (67)), λ � ε � 3, and q � 1). e results of the experiment are the calculated scores of the collective overall preferences of the five companies and the generated rankings of the five companies, which are listed in Table 1 . As can be seen from the table, there are slight differences among the scores of the same company calculated by the four groups of weighted Archimedean MM operators or the four groups of weighted Archimedean GMM operators. But the scores of each group of GMM operators are obviously greater than the scores of the corresponding group of MM operators.
is indicates that the GMM operators tend to provide optimistic expectations, while the MM operators tend to generate pessimistic results relatively. Nevertheless, the rankings remain the same with respect to the eight groups of specific operators. is suggests that the use of different groups of specific operators has no obvious effect on the aggregation results.
Experiment 2.
It was carried out to show the influence of the assignment of different values to the rung q on the aggregation results. In this experiment, M MM and w and M GMM and w in the example were, respectively, used as the input of the qROFWAHMM operator (Δ � (δ 1 , δ 2 , δ 3 , δ 4 ) � (1, 2, 3, 4) , λ � 3, and q � 1, 2, . . ., 10) in equation (66) and the qROFWAHGMM operator (Δ � (δ 1 , δ 2 , δ 3 , δ 4 ) � (1, 2, 3, 4), λ � 3 and q � 1, 2, . . ., 10) in equation (67) (it is worth nothing that only the most generalized Hamacher operators were included in this and the subsequent experiments for the sake of simplicity). e results of the experiment are the calculated scores of the collective overall preferences of the five companies, which are depicted in Figure 1 . From the figure, it can be found that the scores and ranking of the five companies will change as the value of q changes. When q � 1, 2, 3, 4, 5, the rankings generated by the two operators are all A 2 ≻ A 4 ≻ A 5 ≻ A 1 ≻ A 3 . e best company has always been A 2 . When q � 6, 7, 8, 9, 10, the rankings generated by qROFWAHMM are difficult to distinguish, and the rankings generated by qROFWAHGMM are all
e best company has changed to A 4 . Obviously, if q � 1, the qROFNs will become IFNs; if q � 2, the qROFNs will become PFNs. From the experiment results in Figure 1 , it is recommended that the smallest q that can satisfy 0 ≤ μ q + ] q ≤ 1 is assigned in practical applications. For example, if the value of a criterion is <0.9, 0.6>, then q is assigned 3 since 0.9 2 + 0.6 2 > 1 and 0.9 3 + 0.6 3 < 1. All of the values in M MM and M GMM can satisfy μ + ] ≤ 1, and thus, the value of q in the experiment can be assigned from 1.
Experiment 3.
It was carried out to show the influence of the assignment of different values to the parameter λ on the aggregation results. In this experiment, M MM and w and M GMM and w in the example were, respectively, used as the input of the qROFWAHMM operator (Δ � (δ 1 , δ 2 , δ 3 , δ 4 ) � (1, 2, 3, 4) , q � 1, and λ whose value ranges from 0.0001 to 20) in equation (66) and the qROFWAHGMM operator (Δ � (δ 1 , δ 2 , δ 3 , δ 4 ) � (1, 2, 3, 4) , q � 1, and λ whose value ranges from 0.0001 to 20) in equation (67). e results of the experiment are the calculated scores of the collective overall preferences of the five companies, which are depicted in Figure 2 . It can be seen from the figure that the scores of the five companies computed by qROFWAHMM gradually increase, the scores computed by qROF-WAHGMM gradually decrease, and the rankings generated by the two operators remain the same, as the value of λ gradually increases. us, the parameter λ can be seen as an optimistic factor for the qROFWAHMM operator, while a pessimistic factor for the qROFWAHGMM operator. Generally, if the attitude is neutral, a small λ (1, 2, or 3) is recommended. If the attitude is optimistic enough, a bigger (smaller) λ can be assigned when qROFWAHMM (qROFWAHGMM) is used. Otherwise, a smaller (bigger) λ is recommended.
Experiment 4.
It was carried out to show the influence of the assignment of different values to the parameters δ 1 , δ 2 , δ 3 , and δ 4 on the aggregation results. In this experiment, M MM and w and M GMM and w in the example were, respectively, used as the input of the qROFWAHMM operator (Δ � (δ 1 , δ 2 , δ 3 , δ 4 ) � (1, 0, 0, 0); (1, 2, 0, 0); (1, 2, 3, 0); (1, 2, 3, 4) , q � 1, and λ � 3) in equation (66) and the qROF-WAHGMM operator (Δ � (δ 1 , δ 2 , δ 3 , δ 4 ) � (1, 0, 0, 0); (1, 2, 0, 0); (1, 2, 3, 0); (1, 2, 3, 4) , q � 1, and λ � 3) in equation (67). e results of the experiment are the calculated scores of the collective overall preferences of the five companies and the generated rankings of the five companies, which are listed in Table 2 . As can be seen from the table, the rankings of the five companies generated by the two operators remain the same, in the cases where (1) all of the four criteria are independent of each other, (2) there are interrelationships between any two criteria, (3) there are interrelationships between any three criteria, and (4) there are interrelationships between all of the four criteria. From such results, it is difficult to see the differences of how the four cases affect the aggregation results. Even so, this does not mean that such differences do not exist, since the numerical example is a very simple example that includes only four criteria. For complex examples with more criteria, the differences may be more obvious. [56] . In this subsection, the following qualitative and quantitative comparisons between the methods based on these operators and the proposed method were carried out.
(1) Qualitative Comparison. In general, a qualitative comparison among different MCGDM methods can be made by comparing their characteristics. For the four existing methods and the proposed method, the application range from the perspective of the values of criteria, the generality and flexibility in the aggregation of the values of criteria, and the capability to capture the attitudes of decision makers are 
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selected as the comparison characteristics. e results of the comparison are shown in Table 3 . e details of the comparison are explained as follows:
(1) Application range from the perspective of the values of criteria: the methods based on the IFMM and IFGMM operators are applicable when the values of all criteria are in IFNs. e methods based on the PFMM and PFGMM operators can be applied when the values of all criteria are in PFNs, which include IFNs. e proposed method is applicable when the values of all criteria are in qROFNs, which include both IFNs and PFNs. e relationships among IFNs, PFNs, and qROFNs are depicted in Figure 3 . From the figure, it can be seen intuitively that the proposed method has the widest application range among all comparison methods. In other words, the methods based on the IFMM, IFGMM, PFMM, and PFGMM operators are just the special cases of the proposed method (to be more specific, qROFWAMM Calculated scores of the collective overall preferences of the five companies Generated ranking [55] When the values of all criteria are in IFNs Limited No IFGMM [55] When the values of all criteria are in IFNs Limited No PFMM [56] When the values of all criteria are in IFNs or PFNs Limited No PFGMM [56] When the values of all criteria are in IFNs or PFNs As can be summarized from the qualitative comparison, the proposed method can provide more flexible application range and more desirable generality and flexibility in the aggregation of the values of criteria and the capturing of the attitudes of decision makers over the methods based on Muirhead aggregation operators of IFNs and PFNs.
(2) Quantitative Comparison. Generally, a quantitative comparison among different MCGDM methods can be carried out using the same numerical example. e numerical example in Subsection 5.1 is used to quantitatively compare the MCGDM methods based on the IFMM, IFGMM, PFMM, and PFGMM operators and the proposed MCGDM method. e results of this comparison are the calculated scores of the collective overall preferences of the five companies and the generated rankings of the five companies, which are listed in Table 4 . As can be seen from the table, all of the comparison methods can be used to solve the MCGDM problem in the example and the rankings generated by them are exactly the same. is is because the values of all criteria in the example are in IFNs (i.e., the values of all criteria can satisfy μ + ] ≤ 1). From these results, it is difficult to see the superiority of the proposed method over other comparison methods.
To show the superiority, suppose the value of Ξ 1,4,1 in M 1 is changed to <0.8, 0.7> (such value is entirely possible in practical MCGDM problems) and the same methods are applied to solve the changed MCGDM problem. e results are also listed in Table 4 . It can be seen from the table that only the proposed method is applicable and can generate results. e reason is that <0.8, 0.7> cannot satisfy μ + ] ≤ 1 and μ 2 + ] 2 ≤ 1, but can satisfy μ q + ] q ≤ 1 (q � 3, 4, 5, . . .). is means that the application range of the proposed method from the perspective of the values of criteria can be adjusted by setting an appropriate value to the flexible parameter q.
us, it can be concluded that the proposed method can provide more flexible application range over the methods based on Muirhead aggregation operators of IFNs and PFNs.
Comparisons with Aggregation Operators of qROFNs.
It is also of necessity to make comparisons with the MCGDM methods based on aggregation operators of qROFNs, since both these methods and the proposed MCGDM method are for qROFNs. As mentioned in the introduction, more than twenty different aggregation operators of qROFNs have been presented so far. e representative aggregation operators are the WE [38] , WP [39] , WA and WG [40] , WBM and WGBM [41] , WABM [42] , WEBM [43] , WPBM and WPGBM [44] , WHM and WGHM [45] , WHM * and WPHM [46] , WMSM and WGMSM [47] , WPMSM [48] , WPPMSM [49] , and WMM and WGMM [50] operators. In this subsection, the following qualitative and quantitative comparisons between the methods based on these operators and the proposed method were carried out.
(1) Qualitative Comparison. For the twenty existing methods and the proposed method, the generality and flexibility in the aggregation of qROFNs, the capability to deal with the cases where all criteria are independent of each other, there are interrelationships between any two criteria, and there are interrelationships among any multiple (more than two) criteria, and the capability to capture the attitudes of decision makers are selected as the comparison characteristics. e results of the comparison are shown in Table 5 . e details of the comparison are explained as follows:
(1) Generality and flexibility in the aggregation: for the method based on the WP operator, any one of the twenty WP operators that have different operations can be used in the aggregation. us, its generality and flexibility can be seen as moderate. e generality and flexibility of the methods based on the WABM operator and the proposed method are desirable because the aggregations in them are based on the operations of any family of ATTs. e aggregations in the remaining methods are based on based on the fixed Algebraic T-norm and T-conorm operation. ese methods relatively have limited generality and flexibility.
(2) When all criteria are independent of each other: it is no doubt that all methods can deal with this case. (3) When there are interrelationships between any two criteria: the methods based on the WE, WP, WA, and WG operators are only suitable for the independent case. Except these methods, all methods can handle this situation. (4) When there are interrelationships among any multiple criteria: among all methods, the methods based on the WMSM, WGMSM, WPMSM, WPPMSM, WMM, and WGMM operators can process this case due to the use of the MSM or MM operator in them. (5) Capability to capture the attitudes: the methods based on the WABM operator and the proposed method have this capability because the aggregations in them are based on the operations of any family of ATTs and some families of ATTs (e.g., Hamacher T-norm and T-conorm, and Frank T-norm and T-conorm) can provide flexible parameters to describe the attitudes of decision makers. e remaining methods do not have the capability since aggregations in them are based on the fixed Algebraic T-norm and T-conorm operation.
As can be summarized from the qualitative comparison, the proposed method has desirable generality and flexibility at both aggregating the values of criteria and capturing the interrelationships of criteria and the attitudes of decision makers.
Complexity 25
(2) Quantitative Comparison.
e numerical example in Subsection 5.1 is used to quantitatively compare the MCGDM methods based on the WA, WG, WBM, WGBM, WABM, WHM, WGHM, WHM * , WMSM, WGMSM, WMM, and WGMM operators (please note that the methods based on the WE, WP, WEBM, WPBM, WPGBM, WPHM, WPMSM, and WPPMSM operators were not included in the quantitative comparison because of the following: the WE operator was presented to deal with the case in which the values of criteria are expressed by a fuzzy number in Zadeh's FS and the values of weights are described by qROFNs; the WP operator was presented to control the uncertainty of the evaluation results of some experts; the WEBM operator was presented to handle the heterogeneous relationship among criteria and unknown criterion weights; the WPBM, WPGBM, and WPHM operators were presented to handle heterogeneous interrelationships of criteria; the WPMSM operator was presented to reduce the influence of biased evaluation values on the aggregation result; the WPPMSM operator was presented to deal with the situation with heterogeneous interrelationships of criteria and some biased evaluation values; and the proposed method does not consider these characteristics) and the proposed MCGDM method. e results of this comparison are the calculated scores of the collective overall preferences of the five companies and the generated rankings of the five companies, which are listed in Table 6 .
As can be seen from Table 6 , the rankings of the proposed method are exactly the same as the rankings of the methods based on the WA, WG, WBM, WGBM, WABM, WGHM, WMSM, WGMSM, WMM, and WGMM operators, and it just has differences at the fourth and fifth places with the rankings of the methods based on the WHM and WHM * operators. ese results indicate its feasibility and effectiveness in solving the MCGDM problems based on qROFNs. However, because of such results, it is difficult to see the differences of the comparison methods intuitively.
To show the differences more intuitively, the elements Ξ k,2,4 (k � 1, 2, 3) in M N,k were constantly adjusted according to Table 7 . It is easy to guess that such adjustments will affect the ranking of A 2 , which may probably be changed from the best company to the worst one because the membership degree becomes smaller and smaller and the nonmembership degree becomes larger and larger. To confirm this conjecture, Figures 4-8 , respectively, depict the change of the places of A 2 in the rankings generated by the methods based on the group of WAs and the group of WGs, the group of WBMs and the group of WGBMs, the group of WHMs and the group of WGHMs, the group of WMSMs and the group of WGMSMs, and the group of WAMMs and the group of WAGMMs. From these figures, it can be seen that the results generated by all of the ten comparison methods are consistent with the conjecture. is also demonstrates the effectiveness of the proposed method. Further, it can also be seen that the ten methods have different sensitivities to the changes in the input values of criteria, which is reflected in the difference in the backward speed of the ranking of A 2 . Among the methods based on WAs, WBMs, WHMs, WMSMs, and WAMMs, the backward speed of WMSMs is the fastest, while the backward speed of WAs and WHMs is the slowest. Among the methods based on WGs, WGBMs, WGHMs, WGMSMs, and WAGMMs, the methods based on WGs and WGHMs have the fastest backward speed, while the method based on the WAGMMs has the slowest backward speed, and the backward speed of WGMSMs is Table 6 : e results of the quantitative comparison with the MCGDM methods based on aggregation operators of qROFNs. Notes: for easy comparison, all the methods used the same score function (see Definition 2) . When comparing the method based on WABM, the most generalized q-rung orthopair fuzzy weighted Archimedean Hamacher Bonferroni mean (WAHBM) operator was selected. When comparing the proposed method, the most generalized WAHMM and WAHGMM operators were selected. When adapting the fourteen groups of operators, q � 1 for all groups of operators; λ � 3 for the groups of WAHBMs, WAHMMs, and WAHGMMs. s � 1 (a � 1) and t � 0 (b � 0) for WBM and WAHBM (WHM and WHM * ) in equation (64) Calculated scores of the collective overall preferences of the five companies Generated ranking S 1 S 2 S 3 S 4 S 5 qROFWA [40] qROFWA [40] 0.1144 0.3724 0.0417 0.2810 0.2244 A 2 ≻ A 4 ≻ A 5 ≻ A 1 ≻ A 3 qROFWG [40] qROFWG [40] 0.0592 0.3523 − 0.0261 0.2212 0.1455 A 2 ≻ A 4 ≻ A 5 ≻ A 1 ≻ A 3 qROFWBM [41] qROFWBM [41] − 0.8638 − 0.8114 − 0.8753 − 0.8295 − 0.8437 A 2 ≻ A 4 ≻ A 5 ≻ A 1 ≻ A 3 qROFWGBM [41] qROFWGBM [41] 0.8917 0.9342 0.8789 0.9149 0.9058 A 2 ≻ A 4 ≻ A 5 ≻ A 1 ≻ A 3 qROFWABM [42] qROFWABM [42] 0.1161 0.3495 0.0596 0.2505 0.2206 A 2 ≻ A 4 ≻ A 5 ≻ A 1 ≻ A 3 qROFWHM [45] qROFWHM [45] − 0.3015 − 0.0385 − 0.2834 − 0.0923 − 0.2129 A 2 ≻ A 4 ≻ A 5 ≻ A 3 ≻ A 1 qROFWGHM [45] qROFWGHM [45] Figure 4 : e change of the places of A 2 in the rankings of the group of WAs [40] and the group of WGs [40] . Scores of the five companies computed by the group of (a) qROFWAs and (b) qROFWGs. Figure 5 : e change of the places of A 2 in the rankings of the group of WBMs [41] and the group of WGBMs [41] . Scores of the five companies computed by the group of (a) qROFWBMs and (b) qROFWGBMs. 28 Complexity also slow. From these results, it can be seen that the sensitivities of WAs, WBMs, WHMs, WMSMs, and WAMMs and the sensitivities of their dual forms are opposite, respectively. Finally, it should be noted that the purpose of the quantitative comparison is not to illustrate that the proposed method is better than the comparison methods, but to verify its feasibility and effectiveness and show the differences of these methods. In general, it is difficult to say that one MCGDM method is better than another one because different methods have different characteristics, which determines their different application scenarios. What users have to do is choose suitable methods for specific application scenarios. Figure 6 : e change of the places of A 2 in the rankings of the group of WHMs [45] and the group of WGHMs [45] . Scores of the five companies computed by the group of (a) qROFWHMs and (b) qROFWGHMs. Figure 7 : e change of the places of A 2 in the rankings of the group of WMSMs [47] and the group of WGMSMs [47] . Scores of the five companies computed by the group of (a) qROFWMSMs and (b) qROFWGMSMs.
Conclusion
In this paper, a qROFAMM operator, a qROFWAMM operator, a qROFAGMM operator, and a qROFWAGMM operator have been presented to aggregate q-rung orthopair fuzzy information for solving the MCGDM problems based on qROFNs. e idempotency, monotonicity, and boundedness of these operators have been proved and their four specific operators have been constructed using the Algebraic, Einstein, Hamacher, and Frank families of ATTs and their additive generators. On the basis of the presented operators, a method for solving the MCGDM problems based on qROFNs has been proposed. e paper has also provided a numerical example to show how the method works, carried out a set of experiments to explore the characteristics of the method, and made qualitative and quantitative comparisons to verify the advantages, feasibility, and effectiveness of the method. e results of the experiments and comparisons suggest that the presented operators and the proposed method are general and flexible at both the aggregation of q-rung orthopair fuzzy information and the capturing of the interrelationships of criteria and the attitudes of decision makers and are feasible and effective for solving the MCGDM problems based on qROFNs.
Future work will focus especially on extending the presented operators from the aspect of dealing with more complex interrelationships of criteria and reducing the influence of biased evaluation values on the aggregation result. e partitioned averaging operator and the power averaging operator will probably be introduced and combined with the presented operators to construct new aggregation operators. Further, the application of the proposed method in solving practical decision-making problems in manufacturing environment, such as determination of additive manufacturing processes, planning of part build directions in additive manufacturing, and selection of automated inspection systems, will also be studied in the future work. 
