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Abstract
We consider the numerical solution of Coupled Nonlinear Schro¨dinger Equations. We prove the stability and convergence in
the L2 space for an explicit scheme the estimations of which are used for the implicit scheme and compare both methods. As a test
we compare the numerical solutions of the Manakov system with known analytical solitonic solutions and as an example of the
general system — evolution of two impulses with different group velocity (model of interaction of pulses in optic fibers). As a last
example, a rectangular pulse evolution, shows asymptotic behavior typical for Nonlinear Schro¨dinger Equation asymptotics with
the same initial conditions.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
A growing interest in encoded electromagnetic pulse propagation for over long distances and processing is noted
[1,2]. A lot of realistic models are based on the Coupled Nonlinear Schro¨dinger Equations (CNLSE): they are
developed and used in many nonlinear optics problems such as polarization modes interaction [2–4]. For such modes
some numerical schemes and codes are elaborated beginning with the celebrated integrable Ablowitz-Ladik one [5,6].
In papers [7–12], the authors investigate numerical methods for solving CNLS equations based on finite difference
schemes. Such difference schemes are applied in [13] to model vector spatial soliton behavior in nonlinear waveguide
arrays.
There are numerical schemes which are unconditionally unstable, conditionally stable, and unconditionally stable
[14]. Generally it could be said that we have two useful schemes: conditionally stable (Euler type) schemes and
unconditionally stable (Crank–Nicolson type) schemes; we focus on these types of schemes. The most important thing
is to use conservation laws for CNLS equations while the scheme is being constructed. There are a lot of possibilities
in defining conservation laws [8], but in this paper we choose the standard one given by [10,9]. This choice fits the
∗ Corresponding author.
E-mail addresses: reichel@mif.pg.gda.pl (B. Reichel), leble@mif.pg.gda.pl (S. Leble).
0898-1221/$ - see front matter c© 2007 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2007.04.038
746 B. Reichel, S. Leble / Computers and Mathematics with Applications 55 (2008) 745–759
correspondent matrix norm definition in the finite-difference approximation and allows next to provide estimations
via related spectral norms when stability and convergence analyses are performed.
Authors of [9,11,7] compare the explicit method with the implicit [14] one underlying it, notig that both of these
methods have good and bad sides and there is no uniform point of view. Conditionally stable methods do not need
matrix formulation, but they need smaller space and time steps to assure stability. Unconditionally stable methods
need to solve the system of equations, but a bigger time step could be used. We would like to compare numerical
solutions for the implicit and the explicit method under the scope of stability proof for the explicit method. In paper [9]
authors prove convergence and stability for NLS equations but do not analyze CNLS equations and how stability and
convergence depends on initial amplitude (energy) of impulses.
We consider a finite-difference scheme for the CNLSE which extends in a sense the results concerning linear
Schro¨dinger equations [15], following the ideas successfully applied for the coupled Korteveg -de Vries (KdV)
systems in [16,17].
The most important aim which we would like to achieve is to estimate stability and convergence parameters as a
function of initial amplitude of pulses (energy) for the CNLS equations on a base of the norm originating from L2
space. Such a result allows us to estimate time and space steps for the convergence regime inside which we could
consider a solution as stable.
The system of the CNLSE is considered in the form:
i∂tU + iσ∂xU + k∂xxU +
[
a|U |2 + b|V |2
]
U = 0, (1a)
i∂tV − iσ∂xV + k∂xxV +
[
c|V |2 + d|U |2
]
V = 0, (1b)
where k parameter describes the dispersion in the optic fiber and functionsU and V are differentiable upto the second
order and the following notations are used
U = U (x, t),
V = V (x, t),
∂tV ≡ Ut ≡ ∂U (x, t)
∂t
,
∂xxV ≡ Uxx ≡ ∂
2U (x, t)
∂x2
,
and (for the example of two modes excited in the waveguide [18,19]) the parameter σ is defined as
σ = 1
2
(
k′01 − k′11
)
,
where k′lp = 1/V glp and V glp is the group velocity for the suitable mode (lp).
This parameter describes the difference between group velocities of the modes. For simplicity of notation, but
without loss of generality, we take a, b, c, d, k, σ ≥ 0 (in the other case we should put everywhere an estimation of
the norm absolute value of these coefficients which could make equations more illegible).
2. Conservation laws
Let us prove first that the solutions of the system (1) satisfy the following conservation laws∫ ∞
−∞
|U |2dx = const,∫ ∞
−∞
|V |2dx = const.
If one writes the conjugate to the first of the equations (1) (equation for U amplitude)
−i∂tU + iδ∂xU + k∂xxU +
[
a|U |2 + b|V |2
]
U = 0, (2)
next multiply the result (2) by −U and the Eq. (1) by U , it yields
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iU∂tU − iδU∂xU + kU∂xxU +
[
a|U |2 + b|V |2
]
UU = 0, (3a)
iU∂tU − iδU∂xU − kU∂xxU −
[
a|U |2 + b|V |2
]
UU = 0, (3b)
with obvious relations
UU = UU = |U |2.
As a next step, adding the Eq. (3a) to (3b)
i∂tUU − iδ∂xUU + k∂x
[
U∂xU −U∂xU
] = 0,
and integrating the result, one arrives at:
i∂t
∫ ∞
−∞
(UU )dx − iδ
∫ ∞
−∞
∂x (UU )dx + k
∫ ∞
−∞
∂x
[
U∂xU −U∂xU
]
dx
= i∂t
∫ ∞
−∞
UUdx − iδ|U |2
∣∣∣∣+∞−∞ + k [U∂xU −U∂xU]
∣∣∣∣∣
+∞
−∞
= 0,
Suppose the boundary conditions at both infinities
lim
x→±∞U = 0,
are imposed, then
i∂t
∫ ∞
−∞
|U |2dx = 0,
we obtain the first conservation law in the form∫ ∞
−∞
|U |2dx = const.
For V the conservation law is derived in the same way∫ ∞
−∞
|V |2dx = const.
Such conservation laws give us a possibility to define the basic norm in the space of columns K =
(
U
V
)
∈ L2 space as
‖K‖2 =
∫ ∞
−∞
(|U |2 + |V |2)dx .
This norm definition in the finite-difference scheme construction allows us to provide estimations using the theorems
from [20] via transition to the spectral norm. We will denote other norms by the same notation unless it leads to
confusion.
3. Discretization of the CNLSE system
We use here standard discretization for partial differential equations [14]. Dividing time and space and introducing
time step τ and space step h, we obtain a discrete difference grid in which node we calculate functions:U (ih, jτ) and
V (ih, jτ). For the discrete time step notation we use index j = 1, . . . , P and for the space step i = 1, . . . , N .
3.1. Explicit scheme
Choose the explicit scheme in a simple form [14] with a second order discretization with respect to time and a third
order one to space:
ı
U j+1i −U ji
τ
+ ıσ U
j
i+1 −U ji−1
2h
+ kU
j
i+1 − 2U ji +U ji−1
h2
+
(
a|U ji |2 + b|V ji |2
)
U ji = 0. (4)
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Let us derive the conservation law for the discrete CNLSE system (where U is complex conjugate of U ). Multiply
Eq. (4) by (U
j+1
i + U ji ) and the complex conjugateof this equation by (U j+1i + U ji ). If we apply zero boundary
conditions, we have
N∑
i=1
|U j+1i |2 =
N∑
i=1
|U ji |2, (5a)
N∑
i=1
|V j+1i |2 =
N∑
i=1
|V ji |2, (5b)
where i = 1, . . . , N .
3.2. Implicit scheme
This six point scheme [10]
ı
U j+1i −U ji
τ
+ ıσ U
j+1
i+1 +U ji+1 −U j+1i−1 −U ji−1
4h
+ kU
j+1
i+1 +U ji+1 − 2U j+1i − 2U ji +U j+1i−1 +U ji−1
2h2
+
(
a|U j+1/2i |2 + b|V j+1/2i |2
) U ji+1 +U ji
2
= 0,
is exactly Crank–Nicolson one [14]. This implicit scheme is based on the same finite difference as the explicit scheme;
we expect that the implicit scheme converges to an exact solution more quickly than the explicit scheme.
Elements in a node 1/2 are calculated by iterations.
4. Stability
We can separate the real and the imaginary part of U and V by putting
U = ξ + ıη,
V = α + ıβ.
Substituting this into (1) yields four equations with real amplitudes
ξt + σξt + kηxx +
[
a(ξ2 + η2)+ b(α2 + β2)
]
η = 0, (6a)
−ηt − σηt + kξxx +
[
a(ξ2 + η2)+ b(α2 + β2)
]
ξ = 0, (6b)
αt − σαt + kβxx +
[
c(α2 + β2)+ d(ξ2 + η2)
]
β = 0, (6c)
−βt + σβt + kαxx +
[
c(α2 + β2)+ d(ξ2 + η2)
]
α = 0. (6d)
If we apply the explicit scheme (4) to the system (6), we can build a time evolution matrix as
T˜
j+1 =

T˜ j+111 T˜
j+1
12 0 0
T˜ j+121 T˜
j+1
22 0 0
0 0 T˜ j+133 T˜
j+1
34
0 0 T˜ j+143 T˜
j+1
44
 =
(
T˜ j+111 T˜
j+1
12
T˜ j+121 T˜
j+1
22
)⊕(T˜ j+133 T˜ j+134
T˜ j+143 T˜
j+1
44
)
,
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where
T˜ j11 = T˜ j22 = δi,r −
τσ
2h
(
δi+1,r − δi−1,r
)
, (7a)
T˜ j12 = −T˜ j21 = −
τk
h2
(
δi+1,r − 2δi,r − δi−1,r
)− τδi,r {a[(ξ j )2 + (η j )2] + b[(α j )2 + (β j )2]} , (7b)
T˜ j33 = T˜ j44 = δi,r +
τσ
2h
(
δi+1,r − δi−1,r
)
, (7c)
T˜ j34 = −T˜ j43 = −
τk
h2
(
δi+1,r − 2δi,r − δi−1,r
)− τδi,r {c[(α j )2 + (β j )2] + d[(ξ j )2 + (η j )2]} , (7d)
that acts in the vector space Rw of the columns:
W j =

ξ j
η j
α j
β j
 ,
W j+1 = T˜ j+1W j = T˜ j+1T˜ jW j−1 = · · · =
1∏
k= j+1
T˜
k
W0.
Now we will prove a stability with respect to small perturbations of initial conditions dW [16,17]. It is important
to remark that matrix T˜ is nonlinear and depends on the initial conditions. In this case we should obtain a new matrix
dT by evaluation of the differential from the matrix T˜ for dξ , dη, dα and dβ
dW j+1 =
∏
k
dTkdW0.
For the stability conditions, we require that the operator
∏
k dT
k must be bounded by a constant in a sense of
spectral matrix norm [20]∥∥∥∥∥∏
k
dTk
∥∥∥∥∥ ≤ C. (8)
For stability, a sufficient condition could be written in the form
‖dTk‖ < exp(ρ(τ, h)τ ),
where ρ is a constant, but in the case with |ρ(τ, h)| ≤ const < ∞ this condition is also sufficient for stability under
condition τ, h → 0 and a dependence between τ and h.
In the matrix dT j , all elements are matrices with an index of spatial grids. Now we should upper estimate the
function ρ(τ, h) via upper estimation of all matrix elements using the matrix spectral norm [17]:
‖dT j11‖2 ≤ 1+
τσ
h
, (9a)
‖dT j12‖2 ≤
4τk
h2
+ τamax
i
[3(ξ ji )2 + (η ji )2] + τbmaxi [(α
j
i )
2 + (β ji )2] (9b)
+ 2τ(a|ξ ji η ji | + d|β ji ξ ji | + d|α ji ξ ji |), (9c)
‖dT j21‖2 ≤
4τk
h2
+ τamax
i
[(ξ ji )2 + 3(η ji )2] + τbmaxi [(α
j
i )
2 + (β ji )2] (9d)
+ 2τ(a|ξ ji η ji | + d|β ji η ji | + d|α ji η ji |), (9e)
‖dT j22‖2 ≤ 1+
τσ
h
, (9f)
‖dT j33‖2 ≤ 1+
τσ
h
, (9g)
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‖dT j34‖2 ≤
4τk
h2
+ τcmax
i
[3(α ji )2 + (β ji )2] + τd maxi [(ξ
j
i )
2 + (η ji )2] (9h)
+ 2τ(b|α ji η ji | + b|α ji ξ ji | + c|α ji β ji |), (9i)
‖dT j43‖2 ≤
4τk
h2
+ τcmax
i
[(α ji )2 + 3(β ji )2] + τd maxi [(ξ
j
i )
2 + (η ji )2] (9j)
+ 2τ(b|β ji η ji | + b|β ji ξ ji | + c|α ji β ji |), (9k)
‖dT j44‖2 ≤ 1+
τσ
h
. (9l)
Let us divide the matrix dT j = S j+A j for symmetric S j and antisymmetric partA j . We use Schwartz and triangle
inequalities to estimate mixed terms (like βη) and the commutator [S j+1,A j+1]. It is perceptible that the submatrices
dTi i (7) are divided to three matrices. The identity matrix E, the symmetric one (but without the identity matrix part
S j+1 − E) and the antisymmetric one Aj+1 (with nonzero elements for r = i − 1 and r = i + 1) yields
‖dTj+1‖2 = ‖dTj+1∗dTj+1‖ = ‖(Sj+1 + Aj+1)(Sj+1 − Aj+1)‖
≤ 1+ 2‖S j+1 − E‖ + ‖A j+1‖2 + ‖[S j+1,A j+1]‖ + ‖S j+1 − E‖2
≤ 1+ 2τ
{
max(a, d)max
i
[(ξ ji )2 + (η ji )2] +max(b, c)maxi [(α
j
i )
2 + (β ji )2]
}
+
{
τσ
h
+ 4τk
h2
+ 3τ max(a, d)max
i
[(ξ ji )2 + (η ji )2] + 3τ max(b, c)maxi [(α
j
i )
2 + (β ji )2]
}2
+ 4τ
{
max(a, d)max
i
[(ξ ji )2 + (η ji )2] +max(b, c)maxi [(α
j
i )
2 + (β ji )2]
}
×
{
τσ
h
+ 4τk
h2
+ 3τ max(a, d)max
i
[(ξ ji )2 + (η ji )2] + 3τ max(b, c)maxi [(α
j
i )
2 + (β ji )2]
}
+ 4τ 2
{
max(a, d)max
i
[(ξ ji )2 + (η ji )2] +max(b, c)maxi [(α
j
i )
2 + (β ji )2]
}2
. (10)
Taking into account the finite-difference conservation laws (5a), we write
Iu =
N∑
i=1
|U ji |2 =
N∑
i=1
|U 0i |2, (11a)
Iv =
N∑
i=1
|V ji |2 =
N∑
i=1
|V 0i |2, (11b)
now we can upper estimate norm (10) as
‖dTj+1‖2 ≤ 1+ 2τMIA + τ
2σ 2
h2
+ 8τ
2σk
h3
+ 16τ
2k2
h4
+ 5τ 2MIA
[
5MIA + 2σh + 8
k
h2
]
≤ exp(ρτ),
where
M = max(a, b, c, d),
IA = IU + IV .
Finally we can write ρ as
ρ = 2MIA + τσ
2
h2
+ 8τσk
h3
+ 16τk
2
h4
+ 5τMIA
[
5MIA + 2σh + 8
k
h2
]
. (12)
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For stability, we require that τ → 0 much faster than h → 0 in case of Eq. (12) we write
τ < (constant)h4.
It is important to remark that the stability of this system of equation depends on the initial energy quantity. All
these parameters: σ , k, M and IA are constant during numerical calculations.
5. Convergence
In this section, we prove that the terms at l.h.s of equations in the finite difference form (4) converge to the Eq. (1),
the solutions of which are differentiable with respect to time and (twice) to x . We put into Eq. (4) a solution in the
form
W ji = ES ji + V ji =

eξ ji + dξ ji
eη ji + dη ji
eα ji + dα ji
eβ ji + dβ ji
 , (13)
where ES is an exact solution and V is the difference between a numerical solution and the exact solution of CNLS
equations.
Below we show only one of the matrix components
dξ j+1i − dξ ji
τ
+ σ dξ
j
i+1 − dξ ji−1
2h
+ k dη
j
i+1 − 2dη ji + dη ji−1
h2
+ eξ
j+1
i − eξ ji
τ
+ σ eξ
j
i+1 − eξ ji−1
2h
+ k eη
j
i+1 − 2eη ji + eη ji−1
h2
+
{
a
[
(eξ ji + dξ ji )2 + (eη ji + dη ji )2
]
+ b
[
(eα ji + dα ji )2 + (eβ ji + dβ ji )2
]}
× (eη ji + dη ji ) = 0.
Let us use the conservation laws (5a) for the Eq. (1) and the finite difference equation (4), that allows us to write
Ieu =
N∑
i=1
[(eξ ji )2 + (eη ji )2] =
N∑
i=1
[(eξ0i )2 + (eη0i )2],
Iev =
N∑
i=1
[(eα ji )2 + (eβ ji )2] =
N∑
i=1
[(eα0i )2 + (eβ0i )2],
dξ j+1i − dξ ji + τσ
dξ ji+1 − dξ ji−1
2h
+ τk dη
j
i+1 − 2dη ji + dη ji−1
h2
+ τ
{
a
[
(eξ ji )
2 + (eη ji )2
]
+ b
[
(eα ji )
2 + (eβ ji )2
]}
dη ji
−τ
{
a
[
(eξ ji )
2 + (eη ji )2
)
+ b
[
(eα ji )
2 + (eβ ji )2
]}
dη ji
− τ
{
a
[
(eξ ji )
2 + (eη ji )2
]
+ b
[
(eα ji )
2 + (eβ ji )2
]}
eη ji
+ τ
{
a
[
(eξ ji + dξ ji )2 + (eη ji + dη ji )2
]
+ b
[
(eα ji + dα ji )2 + (eβ ji + dβ ji )2
]}
(eη ji + dη ji )
= −τ
(
eξ j+1i − eξ ji
τ
− σ eξ
j
i+1 − eξ ji−1
2h
− k eη
j
i+1 − 2eη ji + eη ji−1
h2
)
+τ
{
a
[
(eξ ji )
2 + (eη ji )2
]
+ b
[
(eα ji )
2 + (eβ ji )2
]}
eη ji .
The right side of the equation for the differentiable solutions is of the order Θ(τ + h + h2) [14], while to represent
the left side we use the matrix T. Hence one arrives at
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dξ j+1i = T j+11i V ji + τ
{
a
[
(eξ ji )
2 + (eη ji )2
]
+ b
[
(eα ji )
2 + (eβ ji )2
]}
(eη ji + dη ji )
− τ
{
a
[
(eξ ji + dξ ji )2 + (eη ji + dη ji )2
]
+ b
[
(eα ji + dα ji )2 + (eβ ji + dβ ji )2
]}
× (eη ji + dη ji )+Θ(τ + h + h2).
Let us define the norm of the numerical solution as
‖U j‖ = h
(∑
i
|U ji |2
) 1
2
.
Now we upper estimate one element of the vector V j
‖dξ j+1‖ ≤ ‖T j+1‖‖V j‖ + τ (aIu + bIv) ‖η j‖ − τ (aIue + bIve) ‖η j‖ +Θ(τ + h + h2)
≤ exp( jτρ)‖V0‖ + τ (aIu + bIv) ‖U j‖ − τ (aIue + bIve) ‖U j‖ +Θ(τ + h + h2),
where ρ is given by (12).
Next, we write the converge condition for allV j+1 matrix components up to the choice of the initial error ‖V0‖ = 0
‖V j+1‖ ≤ Q +Θ(τ + h + h2),
where we define
Q = 4|max(a, b, c, d)(Iu + Iv)3/2 −max(a, b, c, d)(Iue + Ive)3/2|.
6. Numerical results
6.1. Nonlinear Schro¨dinger equation
For a simple test, we put c = d = 0 and k = 0.5, where in this case we have the simple nonlinear Schro¨dinger
equation. First we test the NLS equation with an initial condition U (0, x) = sech(x), the pulse of which should not
change shape during propagation (Fig. 1(a)).
If we set the initial condition as:
U (0, x) = A1sech(x),
V (0, x) = 0,
it leads to the single NLSE equation in the form
iUt + 12Uxx + |U |
2U = 0, (14)
which completes the problem to be considered.
When amplitude A1 = 1 the exact solution of the Eq. (14) is
U (t, x) = A1sech(x) exp(it/2).
Next we test the NLS equation with the amplitude A1 = 2; the results are the same as in [2] (Fig. 1(b)). For this
case the exact solution of the Eq. (14) takes a more complicated form [2]
U (t, x) = [cosh(3x)+ exp(4it) cosh(x)] exp(it/2)
cosh(4x)+ 4 cosh(2x)+ 3 cos(4t) .
The numerical solution for the second case deviates more than the first one because it has a bigger energy per pulse,
and we use for both cases the same time and space steps (see Eq. (12)). (See Fig. 2.)
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Fig. 1. NLS equation with initial amplitude (A1) (a) 1 and (b) 2.
Fig. 2. Errors of numerical calculation for different time values (a) A1 = 1 and (b) A1 = 2.
6.2. Manakov solitons
Let us consider the soliton solutions of the Manakov system as examples to test the stability and the convergence
of the explicit scheme (see Table 1). We start with the stability of the explicit scheme. At Fig. 3 six cases of energy
conservation behavior are shown for the values of ρτ which are bigger than 0.1: we observe very unstable results.
When we decrease the time step, our solution is stabilized. It is very important to remark that ρ depends on the initial
amplitude of pulses (see Fig. 4). We choose the initial conditions as
U (0, x) = A1sech(x),
V (0, x) = A2sech(x).
6.3. Collision of two solitons
We conduct this experiment to compare the results with the “experiment 1” of the paper [10]. The general properties
of such collisions of two solitons are well known [21]; hence we do not focus on details of this type of soliton
interaction. (See Fig. 5.)
6.4. Different group velocities
The examples to be studied in this section are most important for us, because we are interested in describing
the modes’ interaction in a nonlinear waveguide of different excited modes (different modes have different group
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Table 1
Parameters for the numerical experiment “Manakov solitons”
x −50. . . 50
Time 15
Sigma 0
a 1
b 1
c 1
d 1
A1 1
A2 1
Space steps 1000
Time steps 10 000–1000 000
Fig. 3. Stability of explicit method for Manakov examples.
Fig. 4. Manakov case: A1 = A2 = 1, nonlinear coefficients (a, b, c, d) = 1 and σ = 1.
velocities) [18,19]. This investigation could be useful not only for the situation described below, but for soliton trains
interactions as well [22].
As initial conditions, we took two sech-impulses and each equation has different nonlinear coefficients. This could
appear in a waveguide when the two modes are excited with different group velocities. We set initial conditions for
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(a) |U |. (b) |V |.
Fig. 5. Inelastic collision of two solitons.
Table 2
Parameters for numerical experiment “Different group velocity”
(a) (b)
x −30. . . 30
Time 40 40
σ 0 0
a 1 1
b 1/3 1/3
c 1 1
d 1/3 1/3
A1 1.2 1.2
A2 1.4 1.4
v1 0.7 0.95
v2 0 0
h 0.2 0.2
τ 0.02 0.02
this case as:
U (0, x) = A1sech(x + D1) exp(iv1x),
V (0, x) = A2sech(x + D2) exp(iv2x).
Consider two solitons, one with zero velocity and second with velocity greater than zero; we show this situation
in Fig. 6. These two cases of pulse interaction differ only by group velocity (parameters for this pulses are in the
Table 2).
These two impulses start from the same position (e.g. two modes excited in the waveguide). When the velocity
of the second pulse is 0.7 (for given parameters) the first pulses intercept part of the energy through nonlinear
interactions and move with the second pulse with average velocity for both pulses (Fig. 6(a)). When the velocity
of the second pulses is high enough we have two pulses which move with different group velocities; see Fig. 6(b)
(nonlinear interaction between pulses happen only at the start of propagation).
6.5. Difference between explicit and implicit scheme
If we would like to have more space details (smaller h), in the explicit scheme, we must take an adequate smaller
time step to assure stability of the numerical scheme. This has a very big influence on calculation time. In an implicit
scheme, we could use an iteration method [14,7] and a shorter time of calculation is achieved. On the Fig. 7 we show
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Fig. 6. Two cases of impulses with different group velocity (for parameters see Table 2).
Table 3
Parameters for numerical experiments for implicit and explicit methods
Parameter Explicit Implicit
Space step 300 300
Time step 1000 000 2000
Time 40 40
x −30. . . 30 −30. . . 30
A1 1.5 1.5
A2 1.5 1.5
a 1 1
b 0.2 0.2
c 1 1
d 1.6 1.6
σ 0.3 0.3
Fig. 7. Comparison between explicit and implicit methods.
numerical results for both methods (see Table 3). Note, the time step for the explicit scheme is much larger than for
the implicit scheme, but each step in the implicit scheme needs 2–4 iterations.
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Fig. 8. Rectangular pulse evolution. On picture, (a) there is a 3D plot; on picture (b), (c) and (d) there are intersections of plot (a) in different times.
6.6. Rectangular pulse decay
In this subsection, we engage in the asymptotic solution of The Nonlinear Schro¨dinger Equation. As an initial
condition, we choose rectangular pulse as in [23] (see Fig. 8(b)).
We test our method for this kind of initial pulse. First we make two calculations with different time steps (for the
first τ = 2e−4 and τ = 2e−5 for the second one) and compare errors between (Fig. 9(a)). The difference between the
calculations is of the order determined by τρ. Next we check the energy conservation (see Fig. 9(b)).
For the presented time (t = 4), we expect that the transient stage from rectangular shape of the pulse to the
asymptotic behaviour of the solution is realized. On the Fig. 10, the evolution (maximum amplitude) of rectangular
pulses with different widths is presented. If the pulse has smaller width, then the decay is faster.
7. Conclusion
We study convergence and stability conditions which would be useful to estimate other numerical schemes for
NLS as well. Additionally, these conditions could be compared with ones for numerical methods for other nonlinear
equations [17], and show characteristics of CNLS equations (from the numerical side). The most important results
which we showed in this paper concerned how to estimate a time step for the explicit method due to the initial energy
of pulses. The results could be adapted to other methods based on this basic scheme which we use [8]. There is a
possibility to enhance this method to third or higher orders in time, and this method could be used as a starting point
(to calculate the lacked points of grid).
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Fig. 9. (a) Difference between two numerical solutions with different time steps (τ = 2e−4 and τ = 2e−5. (b) The energy deviation (to the initial
state) for the time step τ = 2e−5.
Fig. 10. Maximum amplitude for different pulse widths (in round brackets) for time step τ = 2e−4 (maximum time in dimensionless unit is
equal 4).
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