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In this paper comparison theorems concerning Dirichlet problem for a class of 
weakly coupled nonlinear second order elliptic systems have been developed. Some 
applications of these results to deflection or vibration of membranes and plates are 
also given. 1 1985 Academic Pres, Inc 
1. INTR~DUCTI~N 
Let G be an open set in R” with boundary aG, G = G + aG. The points 
of R” are denoted by x = (x,, x2,..., x,). Consider the system of nonlinear 
second order elliptic operators 
f’(u) = f”(x, 4 u:, qxl, v = 1) 2 )...) n. (1.1) 
Here 
u(x) = (u’(x), u2(x),..., u”(x)) 
and 
u(x) E C*(G) n C(c). 
For each v, v= l(l)n, 
u’,(x) = b”,,, ~:*‘...’ q = P’(X) 
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is a gradient vector, while 
G(x) = c~:,,,w = +)? &/L=l(l)m (1.2) 
is an m x m matrix. 
f" is defined on G x R" x R" x M, where A4 is the set of m x m matrices. 
The ellipticity off” means that f" is decreasing in r”, i.e., 
f"(x, u, p", r")>f"(x, 4 P',q for r”<r”. (1.3) 
Here r” 2 0 means that r” is a positive, semidefinite matrix and that r” 6 F” 
is identical with 7 - r” > 0 (Walter [ 111). 
DEFINITION 1.1. A strong comparison is said to hold for the operator 
f = (f', f2,..., f") (1.4) 
if for U, u E C2(G) n C(G) 
f(u)<f(u) in G and u<v in G (1.5) 
together imply that for each v either uy < u” in G or uy = u” in G. 
DEFINITION 1.2. A weak comparison is said to hold for the operatorf, if 
for U, u E C2(G) n C(G) 
f(u)<f(u) in G and u6v on 8G (1.6) 
together imply that 
u<v in G. (1.7) 
Comparison theorems of these types play an important role in various 
branches of applied mathematics, uch as singular perturbation theory [S], 
chemical reaction theory [2] and bifurcation theory [ 11. They can also be 
used to prove the existence and uniqueness theorems for boundary value 
problems [7]. Recently, Chandra and Dressel [4] and others used such 
theorems for constructing monotone sequences of upper and lower 
solutions to boundary value problems, converging under certain conditions 
to the solutions of the problems. 
On account of such important applications, comparison theorems (which 
may be viewed as monotonicity theorems in the language of Collatz [S]) 
have attracted the attention of many researchers, but the work is concerned 
mostly with a single equation. Theorems for systems are rare. Some 
authors have quoted that their results can be extended to systems, but 
explicit results (though anticipated) are not stated in the literature [ 11, 71. 
Previous work on the weak comparison theorem for a single equation 
uses essentially three approaches: (1) McNabb [6] obtains a weak 
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theorem as an application of a strong theorem. (2) Adams [l] and some 
other workers use the notion of test function or majorizing function (which 
works for systems also) [S, Lemma 5.1; 91. (3) The third approach has 
been discussed by Walter [ 111, where various restrictions on f such as 
those related to its monotonic or Lipschitzian character have been 
imposed. It is possible to take a unified view of these three apparently dis- 
tinct approaches. 
Strong and weak comparison theorems for nonlinear second order 
weakly coupled elliptic systems for the operator (1.1) have been obtained in 
this paper. For derivation of weak theorems the approaches (1) and (3) 
above have been used. In the section that follows, we obtain a strong com- 
parison theorem which can be used subsequently in Section 3.1 to derive a 
weak theorem. In section 3.2 approach (3) has been used to get a weak 
theorem directly. In the last section our theorems have been applied to 
some problems concerning deflection or vibration of elastic plates and 
membranes. 
2. STRONG COMPARMN THEOREM 
First we obtain a strong comparison theorem for the elliptic operators 
f’(u) = f’k 4 u;, qJ, v = 1, 2,..., n 
defined in Section 1. 
THEOREM 2.1. Suppose 
(1) fy are uniformly elliptic operators; 
(2) fy has continuous bounded derivatives with respect to all its 
variables except possibly the variables 
Xl, x2 ,..., x,, 
(3) af “/ad e 0 for v # j in G. 
Then for each v 
(I) a strong comparison holds for f; 
(II) further, if uy < vy in G, and 
u” = vy at x0 on aG, where x0 is also on the boundary of an open 
hypersphere contained in G and $x6 lies at a distance 6 from x0 on 
a fixed nontangential line through x0, then 
lim+s;p 
u”(x6) - u”(xO) vyxq - v”(xO) 
6 
< lim sup 
6-O 6 . 
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ProoJ: Using condition (1.5) and applying the mean value theorem of 
multidimensional calculus, we get 
Where the subscript zero indicates that the derivative is evaluated at a 
point on the segment joining the points (x, u, u:, u;,) and (x, u, u:, a:,) in 
R(m2+2m+n) and the last two terms on the left-hand side of (2.1) are 
products of matrices. Equation (2.1) can be written as 
dPYY’<OinG (2.2) 
where 9 is a linear second order elliptic operator with bounded coefficients 
operating on 
WV = uv - v”, 
and by condition (1.5), 
w”<O in G. (2.3) 
Therefore, we can apply the comparison theorems of McNabb [6, 
Theorems 1 and 51 to (2.2) (2.3) and get the desired results. 
3. WEAK COMPARISON THEOREMS 
In the first part of this section a weak comparison theorem has been 
obtained as an application of a strong theorem. 
3.1. From Strong to Weak 
THEOREM 3.1. Suppose 
(1) strong comparison holds for the operator f defined by (1.3); 
(2) f”(x, v, VI, II:,) < f”(x, Au, Au:, h;,) in G for 2 2 1; 
(3) u>O on G. 
Then a weak comparison holds for f: 
Proof By contradiction. Suppose the conclusion of the theorem is not 
true. Let {vi, v* )...) v,} c ( 1, 2 )...) n} be the set of all integers such that for 
each vk in this set, there is a point Q,, with the property 
NQ,,) ’ u(QvJ. (3.1) 
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Then McNabb’s lemma [6, Lemma 1 ] becomes applicable for each vk, and 
it follows that there is an integer ALE {v), vz,..., v,}, a point xP E G and a 
constant ,?* > 1 such that 
u’(x) < 1*11’(x) in G, j= l(l)n (3.2) 
while 
u”(x”) = #l*uyxq. (3.3) 
Now by assumption (1) a strong comparison theorem becomes applicable 
to the operatorfP, and we have either 
u”(x) < I*o”(x) in G (3.4) 
or 
P(x)-l*ff(x) in G. (3.5) 
Both (3.4) and (3.5) are impossible by virtue of (3.3) and assumption (1.6) 
respectively. This contradiction proves the theorem. 1 
It is now possible to write a weak comparison theorems by appending 
assumptions (2) and (3) of Theorems 3.1 to the assumptions of Theorem 
2.1. The ellipticity condition (1.2) in Theorem 2.1 may be weakened by 
requiring that it is satisfied in a neighbourhood N( E , u, G), as in MC Nabb 
[IsI. 
Some particular examples of operators f and functions u for which the 
assumption (2) of Theorem 3.1 holds when assumption (3) holds are given 
below. 
EXAMPLE 1. 
f’(u) = W(X, u, uy,, u’,,) 
is a homogeneous function of degree K b 1 of all the variables except 
possibly x1, x2,..., x, and v satisfies 
f”(u) 2 0 in G. 
A linear operator is a particular example with K= 1. 
EXAMPLE 2. 
f’(x) - HY(X, u, u;, u:*) + wyx, u), 
where H” is defined in Example 1 above, and W is nondecreasing in U. 
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3.2 Direct Approach 
It is possible to prove a weak comparison theorem directly without using 
any strong comparison. A condition L required for the purpose is taken 
from Besala [3]; of course in [3] it appears in a different context for a dif- 
ferent problem. 
DEFINITION 3.1. Condition L. The set of functions f are said to satisfy 
the condition L if and only if for each v = l(1 )n, there exist nonnegative 
constants 
A$ B;, C;, C; ,..., C;_ ,, C,y + , . . . C;; 
and a negative constant C; with 
c;< -(C;‘+ ... +c;_, +c;+, + ... +q 
such that for z” 2 Z’, we have 
- -” f”(x, z, p , Ty) - f”(x, z, p’, rl’) 
+ i CJz’-,?‘I. (3.6) 
I= I 
The condition L means that fy satisfies a Lipschitz condition with respect 
to ryk, $, z’, z2 ,..., z+‘, zy+’ ,..., zn and that the difference quotient off’ for 
the variable z” is bounded from below by the negative constant C;. 
Furhter, let K,, be the larger root of the quadratic equation 
/?’ 2 Ayk+/?t B;+ i C;=O. 
j,k= I ,=I /= 1 
Put K,, = min,K,. Obviously K, > 0. 
Define 
H(x, K)= fi ChKx,, O<K<K,,. 
It follows that [3] 
f A&l fL,xaI + 2 B;l %,I + i C;H 
j,k = 1 j= 1 I= I 
< -6’(K)H< -6(K)H, 
(3.7) 
(3.8) 
(3.9) 
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where - 6’(K) is a value of the left-hand side of (3.7) for j? = K and 
6(K) df min 6”(K) > 0. (3.10) 
DEFINITION 3.2. Quasi-monotonicity Condition. The set of functions f" 
are said to satisfy the quasi-monotonicity condition if, for each v, f”(u) is 
nonincreasing in ui for j # v. 
THEOREM 3.2. Iffy are uniformly elliptic operators satisfying condition L 
(Definition 3.1) and the quasi-monotonicity condition (Definition 3.2), then a 
weak comparison holds for jI 
Proof: If the conclusion is false (U 6 u in G), we classify the integers 1 
to n into two parts, those for which 
Uk > Vk 
at some point of G and those for which 
at all points of G. 
Uk 6 vk 
Without loss of generality we can assume, by reordering the system 
appropriately if necessary that 
Uk > vk (3.11) 
at some point of G, k E { 1, 2 ,..., jj = J while 
uk 6 vk on G, kE {j+ 1, j+2 ,..., n} =Jc. 
Now for v = l( 1)n define 
uV(x) = U”(x) H, 
u’(x) = P(x) H, 
(3.12) 
(3.13) 
where His defined by (3.8). Then from (3.12), (3.13), we have 
Uk- Vk>O 
at some point of G, kEJ, while from condition (1.6) 
Uk- Vk<O on aG, k E J. 
Thus the function 
Dk=Uk-V’>OinG (3.14) 
assumes a positive maximum for each k E J at some point xk in G. 
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Let 
Then 
y; Dk(Xk) = D’(x’), IEJ 
Di(x’) = 0 
and the matrix 
Now from (1.6), we have 
(3.15) 
(3.16) 
.f’(d UK U$ H + U’H,, , U:h.l., H -I- Vi, H,, -I- U:, H,, -I- U’H,,,) 
-f’(x’, UH, Ufi,H -I- U’H,,, VLhxA H + ui, Hx,, + ul, Hxh + U’H,,, 1 
+ f’(x’, UH, U;, H •t U’H,, , V:,.x-, H + u(x, Hx, + u;, Hx, + U’Hxm 1 
- f/(x’, VH, V;, H + V’H,, , V-k,,, H + V;, H,, + VLk H,, + V’H,,,,) G 0. 
(3.17) 
The first two terms in (3.17) are nonnegative on account of (3.15) and 
(3.16) and the elhpticity condition on f’. Applying condition L and the 
quasi-monotonicity condition to the next two terms in (3.17) and using 
(3.10), we get 
OQ’(x’) 
[ 
f A,jJK,.r,I + f $lH,,I + f C:lHl , 
j.k = I j= I k=l 1 
which by virtue of (3.9) implies that 
D’(x’) d 0, 
a contradiction to (3.14) for k = 1. This contradiction proves the theorem. 
EXAMPLE. The following example shows that if all the conditions of 
Theorem 3.2 except the condition of quasi-monotonicity are satisfied, the 
conclusion may not be true. 
Take 
G= {h.db:+x:< I>, 
ac= ((x,,x,)(x:+x:= l}, 
u’ = 2(2 -x: -x;,, d=(l -x:-x$), 
u1=(3-x;-x;), u* = 4(2 -x; -x;), 
f’(u) = 2u’ + 24* -v2u1, 
f’(u) = 3u’ + u* - v*u*. 
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As a consequence of a weak comparison theorem we have the following: 
Maximum principle. If the weak comparison principle holds for the 
operators f”, and if 
then 
.f”(x, u, u:, u:,) 6 0, f”(x, M(u), (40) b 0 in G, 
u < M(u) in G. 
Here, for a function u” defined in G, M’(u’) is the infimum of all real num- 
bers A” such that u” < A’ on 8G (Walter [ 1 1 ] ), and 
M(u) = (M’(d), M2(U2) ..., kqu”)). 
The less sharp maximum principle for linear elliptic systems given by 
Sperb [lo] follows along similar lines. 
4. APPLICATIONS 
Some simple applications of the weak comparison theorems to problems 
on deflection or vibration of plates and membranes will now be discussed. 
We shall need the following particular theorem which follows from 
Theorems 2.1 and 3.1 by taking v = 2, u = ul, du = -u2. 
THEOREM 4.1. Suppose 
(1) u, UEC~(G)~C’(G); 
(2) A’u+b Au+cu< A2v+ h Au+cu in G, where b(x) and c(x) are 
bounded in G with c < 0 in G; 
(3) Au>, Au on 8G; 
(4) u<u on COG; 
(5) A2u+h Au+cu>O in G, v>O in c. 
Then 
4.1. Defection of a Plate and a Membrane 
Suppose a plate having a constant bending rigidity, simply supported at 
its edge, and a membrane can occupy the same region of a two dimensional 
domain. Then under a given constant load and a constant inplane stress 
along two perpendicular directions the deflection at any point of the plate 
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is not greater than the deflection at the corresponding point of the mem- 
brane. 
Proof: Let G be the two dimensional domain bounded by 8G which the 
plate or the membrane can occupy. If B > 0 is the constant bending rigidity 
of the plate, and if U(X, y) is its deflection at (x, y) under a transverse con- 
stant load f3 0 in presence of constant inplane stress N along x and y 
directions, then 
BA*u-NAdu=f in G (4.1) 
and 
u=Au=O on aG. (4.2) 
The deflection U(x, y) of the corresponding membrane problem is gover- 
ned by 
AU= -f/N in G. (4.3) 
U=O on aG. (4.4) 
From (4.1) to (4.4) it follows that u and U satisfy all the conditions of 
Theorems 4.1 with c E 0 for the operator 
BA2-NA. 
Hence 
24(x, y) < U(x, y) on G. (4.5 1 
4.2. Defection of Two Plates 
Suppose two plates Pi, i= 1,2, can occupy the domains Gi in two 
dimensions such that 
G, cG,. 
If both the plates have the same constant volume density and the same 
bending rigidity, if their edges are simply supported and if the same trans- 
verse load f > 0 and constant in plane stresses N > 0 along mutually per- 
pendicular directions are applied to them, then on G, the deflection of P2 is 
nowhere less than that of P,. 
The proof follows by application of Theorem 4.1 with c = 0, to the deflec- 
tion of the plates on G,. 
4.3. Vibrations of Two Plates 
Let the two plates Pi, i= 1,2, in the last example vibrate in phase with 
frequencies wi, there being no transverse load on the plates. If W,(x, y), 
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W,(x, y) are the amplitudes of vibration at (x, y) and if they are non- 
negative, then 
w;(x, y, t) = Wi(X, y) cos o;t 
are deflections of Pi at (x, y ) on Gi then (4.1) (4.2) modify as 
(4.6) 
BA2wi-iVdwi+p$=Oon Gi, (4.7) 
wi = Awi =0 on aG,, (4.8) 
where p is the volume density of the plates. Using (4.6) in (4.7) and (4.8), 
we obtain 
where 
BA2Wi-NAW,-crfWi=O on Gi, 
Wi=AW,=O on aGi, 
(4.9) 
(4.10) 
Lxf=ofp, (4.11) 
so that 
ci:<ci;. (4.12) 
Using (4.12) and the nonnegativity of Wi, it is readily verified that W, and 
W, satisfy all the conditions of Theorem 4.1 on G, bounded by aG, for the 
differential operator 
BA2-NA-a;, 
and the desired result follows. 
It may be noted that the condition regarding the nonnegativity of W, 
can be relaxed if o1 = w2. 
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