Abstract-We evaluate the potential increase in critical load with interference cancellation and (downlink) user capacity by intentionally displacing the signatures of a CDMA system with respect to each other. It turns out that a huge capacity increase, both in terms of user capacity and critical load, is achievable as compared to conventional CDMA systems where all signatures are aligned in time. In addition, we introduce new achievable user capacity bounds that can serve as benchmarks for the evaluation of CDMA systems.
I. INTRODUCTION
In a Code Division Multiple Access (CDMA) system where the alignment of the signatures can be controlled (e.g. downlink transmission), it is common practice to align the signatures of all users perfectly in time [1, 2] . This is inspired by the fact that perfect alignment allows for the elimination of inter-user interference by assigning orthogonal signatures to the users. Of course, interference becomes unavoidable when the number of users K exceeds the spreading factor N (i.e. an oversaturated system). As a result, CDMA systems are intrinsically interference-limited, meaning that the supportable channel load K/N (the 'user capacity') with a common Signal to Interference and Noise Ratio (SINR) is limited, regardless of the applied power levels. In [3] , it was found that the user capacity for oversaturated time-aligned CDMA systems is maximized by the so-called Welch Bound Equality (WBE) sequences [4] . These WBE sequences are also optimal on a popular measure of quasiorthogonality: the Total Squared Correlation (TSC) [5] . Hence, even though these WBE sequences do not lend themselves for an easy practical implementation, they are of special theoretical importance by providing an essential benchmark for the evaluation of practical signature sets in time-aligned CDMA systems.
Although the idea of perfect time alignment of the signatures makes eminent sense when K remains lower than N, one can question whether it is wise to maintain this restriction for oversaturated systems as well. It is the purpose of this paper to explore the potential capacity improvement that can be obtained by exploiting an additional flexibility in system design, being the displacements of the signatures. To this end, we first try in section II to construct the counterparts of WBE sequences for Chip-unaligned (Cu) CDMA systems by means of the introduction of the notion of Total Squared Asynchronous Correlation (TSAC) and the application of the eigen update algorithm [6] . Section III and IV evaluate respectively the critical load with interference cancellation and the user capacity of Cu systems with the signature sets obtained in section II. Finally, we draw our conclusions in section V.
II. SYSTEM MODEL, TS(A)C AND LOW-TSAC SEQUENCES
Consider the multiple access signal in a single-cell CDMA system with spreading factor N and K users, where the user signal of each user k (k = 1, …, K) is intentionally displaced in time by time delay τ k ∈ [0,NT c ):
where n(t) is white Gaussian noise with spectral density σ 
In these expressions, T c represents the chip period, β β β
T is the real-valued unit-norm signature sequence of user k, a k (i) (∈ {1,-1}) is the data symbol of user k in symbol interval i, and p c (t) is a unit-energy square-root cosine rolloff chip pulse [7] with bandwidth (1+α)/(2T c ) (0 ≤ α ≤ 1). The associated pulse obtained after matched filtering of p c (t), is the Nyquist pulse φ c (t).
In order to detect the data of user k in symbol interval i, r(t) is applied to a matched filter with impulse response p k * (-t), followed by a sampling at the time instant iNT c +τ k , resulting in
where n k (i) is a noise sample with variance σ 2 , and
As far as the detection of symbol a k (i) is concerned, each symbol a j (i-s) causes interference with variance equal to |ρ k,j (s,τ j -τ k )| 2 . We denote by R k,j the interference caused by user j to user k ('crossinterference' between user j and k):
The total Multi User Interference (MUI) I k experienced by user k is then given by:
Next, we briefly discuss the concepts of TS(A)C, signatures with low TS(A)C and their construction.
II.1 TS(A)C
Depending on the time shift set τ τ τ τ = (τ 1 , …, τ K ), we consider two types of systems:
• Symbol aligned (Sa) systems with τ τ τ τ = 0. In this case, expression (3) reduces to (with
The TSC is defined as the sum of the squares of the crosscorrelations among the signatures, which is lower bounded by K 2 /N [5] :
As a straightforward extension to the notion of TSC for Sa systems, we define the TSAC of a Cu system as the sum of all crossinterferences:
No results are known about the characteristics of TSAC of Cu systems. Moreover, as opposed to Sa systems, a lower bound to TSAC can be expected to depend on both the chip pulse and the time shift set τ τ τ τ.
II.2 Construction of low TS(A)C sequences
Using the TS(A)C definition (9), definition (5) of R k,j , and making use of (4), we can express the TS(A)C in general as
where the entries of each vector
Defining now the function
we can express TS(A)C in (10) as
where η k is independent of k β .
In Sa systems, the iterative eigen update algorithm [6] , that is based on (13), yields an optimal signature set that achieves the lower bound TSC WBE , starting from a random set of signatures {β β β β 1
In this algorithm, all signatures β β β β k (k = 1, …, K) are updated successively in every iteration q, by replacing the signature β β β β k (q-1) of user k in iteration (q-1) by
where
, and
is the unit-norm eigenvector corresponding to the smallest eigenvalue (14) minimizes TSC among all possible unit-norm signatures.
Although the eigen update algorithm was introduced for Chip-aligned systems (e.g. Sa), we can apply this algorithm without any adaptation to Cu systems, since expression (13) remains valid for Cu systems as well.
II.3 TSAC of low-TSAC sequences in the Cu case
In this section, we are interested in the TSAC value TSAC* of a Cu system with time shift set τ , and signature set that is obtained by optimization of a random signature set through the eigen update algorithm. For the evaluation, we fix the number of iterations in the eigen update algorithm at 30, and we vary the excess bandwidth from 0 to 1/T c . The spreading factors are taken as N = 10, 15, 20, 25, 30, 35 and 40, while τ is randomly chosen over [0,NT c ) K . For several particular systems (K,N,τ τ τ τ), we have applied the eigen update algorithm starting from 50 different randomly generated binary signature sets. It was found for every system (K,N,τ τ τ τ) that the TSAC of the 50 initial signature sets converges to the same value TSAC* with a typical maximal relative deviation of less than 1% between the lowest and the highest obtained value. This performance is similar to that of the eigen update algorithm in the Sa case, so that this result might be an indication that the eigen update algorithm actually converges to a set of sequences that achieve the lower bound on the TSAC of the considered Cu systems.
For each of the spreading factors N = 10, …, 40, the value of TSAC* has been determined for a number of users K that varies from (N+1) to (2N). For each set (K,N), we have determined the minimum and maximum value of TSAC* over a set of 100 Cu systems with low TSAC, where τ τ τ τ was taken at random from [0,NT c ) K , and where the signatures are obtained by means of the eigen update algorithm that is started from a randomly generated spreading sequence set. For N = 40, it is found that the value of TSAC* (roughly) converges to a common value TSAC~(K,N). Nevertheless, although the trend is the same for lower spreading factors, the relative deviation between the lowest and highest obtained value of TSAC* can occasionally be 20%. This indicates that TSAC* is not really sensitive to the choice of τ τ τ τ for high spreading factors (high number of users), but it can be of some importance for systems with a low number of users 2 . A further examination of TSAC~(K,N) indicates that (TSAC~(K,N)/K) is independent of the spreading factor, but dependent only on the channel load K/N. In figure 1 , the value of (TSAC~(K,N)/K) is shown as a function of channel load for rolloff factors α = 0.25, 0.5, 0.75 and 1. As a comparison, the Welch Bound TSC WBE /K for Sa systems is included in this figure, and it can be seen that the TSAC values of the Cu systems can be substantially lower than the Welch lower bound of the Sa systems.
In order to determine the characteristics of TSAC~ for channel loads in excess of 2, we have examined the behavior of TSAC~ over the range of channel loads K/N ∈ [1,15], and we made the remarkable observation that for 'high enough' channel loads, TSAC~ obeys the law:
where h c (α) is a factor that depends on the rolloff α. We can see from figure 1 that (15) serves as a lower bound for TSAC~ over the entire range of channel loads. We call the inverse of h c (α) the 'knee load' kl c (α) = 1/h c (α). Note that there is a striking resemblance with the lower bound TSC WBE = K 2 /N on TS(A)C in the Sa case, which corresponds to h c (α) = 1. An important difference is however that (15) is valid in the Cu case for high channel loads only, while TSC WBE is the lower bound in the Sa case for any channel load in excess of 1. Moreover, (15) is certainly not valid for any time shift set τ τ τ τ, although we have every reason to believe that it is met approximately over a very wide range of time shift sets. 
III. INCREASE IN CRITICAL LOAD WITH INTERFERENCE

CANCELLATION
In order to compare the performance of Cu systems with low TSAC sequences to WBE sequences of Sa systems, we make use of a turbo detector [8] , where in each iteration, the data of the users are detected successively, taking account of an estimate of the interference, caused by the other users. In each iteration I we cancel the interference on user k caused by the other users, based on the most recently estimated values of the data symbols of the interfering users. This yields the vector z k I after interference cancellation, with components ( ) [ ]
In table 1, we compare the performance of the Sa and Cu system with low TS(A)C 3 through the notion of critical load. The critical load is defined as the maximum channel load K max /N, such that the multiuser system with K max users has a degradation in E b /N 0 of less than 0.35dB as compared to the corresponding single user system (i.e. K = 1) at BER = 10 -5 . For the simulations, we used blocks of data symbols for all users of length 100 (each block starting within the same symbol interval) and spreading factors N = 16, 32, and 64. We see immediately that the Cu system allows for a much higher critical load than the Sa system. For N = 32 and 64, the critical load of the Cu system is about 30% (50%) higher than that of the Ca system for α = 0.25 (0.5). Hence, the acceptable channel load in a CDMA system with interference cancellation can be increased dramatically by abandoning the perfect time alignment in favor of a Cu system. 3 The Sa system with low TSC is a system with WBE sequences. The Cu system with low TSAC is the system which is the focus of the paper, i.e. τ randomly chosen over [0,NTc) K and sequences that are obtained by the eigen update algorithm. In a second step, we are concerned with the achievable user capacity in the downlink of a single-cell CDMA system. Assume that the base station transmits a signal S(t), such that the signal s k (t) (see (2)) of each user k (k = 1,…,K) is transmitted with an amplitude A k and a time shift τ k :
Denoting the path gain of the channel between the base station and user k by γ k , the received signal r k (t) at user k is given by:
where w k (t) is white Gaussian thermal noise with spectral density σ k 2 . The observable z k (i) of expression (3) is now given by:
(21) and the SINR for the detection of the databits a k at user k is In order to assure that all users meet a common predefined quality of service constraint SINR k ≥ κ (k = 1, …, K), the base station has to select an appropriate set of squared amplitudes A = (A 1 2 ,…,A K 2 ). It is well-known that such a (positive) vector A exists if and only if the largest eigenvalue λ max R of R is strictly smaller than (1+1/κ) [9] . Hence, the maximum achievable common SINR target level is
Although there is no offhand way to determine λ max R , we can determine a useful upper and lower bound: Notwithstanding the fact that there is no direct relationship between the TS(A)C of a signature set and its value κ max , it was shown in [3] for the Sa system, that κ max is maximized by sequences that minimize TS(A)C. The corresponding maximum eigenvalue is K/N, so that the maximum achievable common SINR constraint in the Sa case is given by , the minimum κ max min and maximum κ max max of κ max was determined over a set of 100 signature sets that are obtained through the eigen update algorithm, starting from a binary random signature matrix. The major observations from these simulations are that 1) the Cu systems allow for substantially higher values of κ max than κ max Sa , 2) there can be an important spread (κ max max -κ max min ) on the value of κ max for low channel overloads (especially for low spreading factors), although this spread shrinks to (almost) zero for high channel overloads, and 3) the value of κ max at high channel loads converges to κ max upper . In sum, although κ max can depend significantly on the specifics of the Cu system for low channel overloads, the value of κ max for most Cu systems tends to converge to the asymptote κ max upper . We illustrate this in figure 2 Through simulations for systems with random τ τ τ τ, α = 0.25, 0.5, 0.75 and 1, and spreading factors N = 10, 15, …, 40, we have determined the maximum value Δ max max of Δ max over a set of 100 systems with sequence sets that were obtained by means of the eigen update algorithm, starting from a set of random binary signatures. It was found that the dependence of Δ max max on the channel load is roughly independent of the spreading factor. Apparently, Δ max max drops steeply when the channel load exceeds the knee load. As a consequence, at channel loads in excess of the knee load, I k takes the same value for all users, implying that I max ≈ I k (k =1, …, K). With this knowledge, we can conclude that 1/I max converges to κ max upper for high channel loads and κ max in (25) A final note can be made concerning the maximum achievable common SINR target level in Cu systems. If the sequences of a system (K,N,τ τ τ τ) that we obtain through an eigen update algorithm were to minimize TSAC for this system among all possible signature sets, we are sure that κ max of this system is upper bounded by 1/(h c (α)K/N-1) for channel loads in excess of the knee load. This is a trivial consequence of the fact that κ max upper is maximized by sequences that minimize TSAC. Since the obtained sequences actually achieve this upper bound for high channel loads, this would lead to the conclusion that these sequences are optimal in terms of achievable common SINR target level. 
V. CONCLUSION
In this paper, we evaluated the potential capacity gains by exploiting the possibility to displace the signatures with respect to each other in a CDMA system with controllable delay profile. The focus was on Cu systems with signatures that minimize the TSAC, since these systems are assumed to show (about) the highest capacity gains among all Cu systems. We evaluated both the increase in capacity with and without interference cancellation, and found that the switch from a Sa to a Cu system effectively opens up the possibility to achieve significantly higher capacities. These capacity increases do not seem to be sensitive to the choice of the applied delay profile (that is not to say that there is no influence, however!). In addition, the Cu systems with low TSAC appear to behave in much the same way as their Sa counterparts (systems with WBE sequences) on certain aspects: 1. The TSAC of most min-TSAC Cu systems obeys a similar law as the Welch lower bound, although only for sufficiently high channel loads. 2. The (downlink) user capacity of most min-TSAC Cu systems is only dependent on the rolloff factor for sufficiently high channel loads. It is even likely that these min-TSAC Cu systems maximize the user capacity among all Cu systems, although a rigorous proof of the latter claim remains an open problem.
