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Recently, the authors proposed an on-the-mass-shell, S-matrix method for computing the effects of small 
perturbations on the masses and coupling constants of strongly interacting particles. In the present paper, 
the method is generalized to the multichannel case. The use of group-theoretical techniques in reducing the 
complexity of the method is described in detail. 
I. INTRODUCTION 
RECENTLY, the authors proposed an on-the-mass-
shell, S-matrix method1 for computing the effects 
of small perturbations on the masses and coupling con-
stants of strongly interacting particles. In this method, 
particles appear as poles in scattering amplitudes, and 
weak, electromagnetic, or strong perturbations cause 
changes in the positions and residues of the poles. 
Computation of these changes yields the mass and 
coupling shifts, respectively. The dispersion integrals 
in the method converge rapidly, and a detailed calcula-
tion of the neutron-proton electromagnetic mass dif-
ference yielded a result2 in good agreement with 
experiment. 
In the present paper, we extend and amplify the 
method preparatory to applying it to a wide range of 
further problems. Then in the following paper, the 
method is used to investigate electromagnetic and 
strong SU(3) symmetry violations in the masses of the 
J = j+ octet and the J = j+ decuplet. Some results of the 
latter calculation, together with a unified discussion of 
octet enhancement in strong, electromagnetic, and weak 
violations of SU(3) symmetry, have also been given in 
a recent letter.3•4 
The first generalization contained in the present paper 
is the matrix formalism for obtaining mass and coupling 
shifts in a multichannel problem. The formalism for the 
nondegenerate case is presented in Sec. II, and the case 
of initially degenerate channels is treated in Sec. III. 
In our second generalization we discuss how to ex-
ploit the fact that, in small violations of a symmetry 
such as SU(2) or SU(3) invariance, the ratios of many 
terms follow from group theory independently of the 
detailed dynamics. This subject is illustrated in Sec. 
IV by a study of electromagnetic violations of isotopic 
spin in variance in the p meson bootstrap. Section V con-
tains a more general description of the use of group 
theoretical techniques in reducing the complexity of our 
matrix formalism. 
*Work supported in part by the U. S. Atomic Energy Com-
mission. 
The paper has been written in such a way that the 
reader can study the group theoretical techniques of 
Sees. IV and V without having previously studied in de-
tail the dispersion relations in Sees. II and III. 
II. PERTURBATION FORMULA FOR THE 
MANY-CHANNEL ND-1 METHOD 
In this section we wish to develop some perturbation 
techniques based on the partial wave dispersion rela-
tions for the scattering amplitude connecting several 
two-particle channels. Our goal is to derive explicit 
formulas for the first-order changes in the amplitude, 
and in particular, changes in the position and residue 
of bound state poles, in terms of the changes in the left 
cut and kinematics of the problem. 
Let us begin by briefly reviewing our treatment of the 
one-channel case.1 The partial wave scattering ampli-
tude T for this case can be written in the formb 
T= ei~ sin11/ p, (1) 
where 17 is the phase shift and p-1 is a factor which re-
moves the kinematic singularities. We assume that T 
is an analytic function of the energy variable s with the 
usual left and right cuts, and that the unperturbed Tis 
known. The first-order effect of a perturbation is 
Recalling that the denominator function D for the un-
perturbed problem has the phase ei~ along the right 
cut, one finds that the discontinuity across the right 
cut in the function J(s)=D 2oT(s) is simply 
IrnJ(s)=Im(D2oT)= -Im((opfp)DN)=N2op, (3) 
where we have set T=ND-1 and used ImD= -pN and 
ImN = 0 along the right cut. Since D has no left cut, we 
have 
ImJ=D2 ImoT (4) 
along the left-hand singularities and a simple applica-
t Alfred P. Sloan Foundation Fellow. ceedings of the International Conference on High Energy Physics 
1 R. Dashen and S. Frautschi, Phys. Rev. 135, B1190 (1964). at Dubna, 1964 (unpublished). 
2 R. Dashen, Phys. Rev. 135, B1196 (1964). 6 Note that for purposes of making the extension to the many-
3 R. Dashen and S. Frautschi, Phys. Rev. Letters 13, 499 (1964). channel case, we have inverted the meaning of p from our previous 
4 R. Dashen, S. Frautschi, M. Gell-Mann, and Y. Hara, Pro- papers (Refs. 1 and 2). 
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tion of Cauchy's theorem yields 
1 J N 2op 1 J D2 ImoT J(s)=- --ds'+- ds', 
7r Rs'-s 7r' L s'-s 
(5) 
oT(s)=J(s)D-2(s), 
where the integrals Land R run over the left and right 
cuts. Now let us suppose that the unperturbed problem 
has a bound state pole at s=ss so that T"'R/(s-ss) 
and 
Ross oR 
oT"' +--(s-ss)2 s-ss 
(6) 
nears= ss. Since D 2 has a double zero at s= ss, J has no 
additional singularities and (5) is still valid. Multi-
plying both sides of (5) by (s-ss)2 [note that (s-ss)D-1 
is well behaved near s=ss] yields 
(7) 
and 
oR=!__[J(s)(s-ss)2JI 
ds D(s) •=•o' 
(8) 
where J(s) is given by (5). 
In the procedure described above, we multiplied oT 
by D2 in order to remove the unitarity part of the right-
hand cut and the double pole that will appear if there is 
a shift in the mass of the bound state. Alternatively, we 
might have tried multiplying oT by (T-1) 2, which would 
also remove the unitarity part of the right cut and the 
double pole. This alternative procedure, however, has 
several drawbacks: 
(i) Any zeros which T may have produce new double 
poles in (T-1) 2oT=N-2D2oT, which are not present in 
D2oT. 
(ii) The function N-2D2oT has a more complicated 
left cut than D2oT. 
(iii) The dispersion relation for N-2D 2oT is likely to 
have worse convergence at large s than does the rela-
tion for D2oT. 
One might also have tried simply multiplying oT by 
(s-ss) 2, which would remove the double pole and would 
be free of the first two difficulties we encountered with 
(T-1) 2oT.However, the dispersion relation for (s-ss) 2oT 
very likely diverges, whereas the function D(s) re-
sponsible for a bound state is likely to grow no faster 
than powers of lns at large s, which makes D 2oT much 
more convergent. In addition, the right cut of (s-ss) 2oT 
contains "unitarity terms," whereas the use of D2oT 
provides a calculation of shifts in the dominant "uni-
tarity terms" (i.e., bound states or resonances) from an 
input which includes kinematic shifts on the right cut 
and shifts in "force terms" on the left cut but no 
"unitarity terms." 
In the present paper we wish to generalize Eqs. 
(5)-(8) to the case of n two-body channels where the 
partial-wave amplitude T is a symmetric n-by-n 
matrix. To this end, we note that along the right cut 
ImT-1= -I}, where 9 is a matrix which is completely 
determined by the kinematics of the problem; hence, 
Imo(T-1)= -ImT-1ilTT-1= -o9 (9) 
along the right cut. For the same reasons as in the one-
channel case, however, T-1oTT-1 is not the best func-
tion to consider. Instead we assume that the unper-
turbed amplitude has been obtained in the form6 
T = ND-1 = nrlNT (NT is the transpose of N) and using 
the fact that N has no right cut, we write Eq. (9) as 
(10) 
or 
(11) 
Thus the n-channel generalization of the one-channel 
function J is the matrix function J(s)=DT(s)oT(s)D(s), 
and proceeding in the same way as before, we find7 
1 J DT(s') ImoT(s')D(s') 
J(s)=- ds' 
7r' L s'-s 
1 J NT(s')o9(s')N(s') 
+- ds' I l 
7r' R s -s 
(12) 
oT(s)=DT-1(s)J(s)D-1(s). 
Again, let us assume that the unperturbed problem has 
a bound-state pole at s=ss so that T"'R/(s-ss) near 
s=ss, where R is the residue matrix which in terms of 
the couplings fi of the bound state to the various chan-
nels i= 1· · · n isR;j=- f;fi. The change in the amplitude 
will then behave like 
R oR 
ilT""' ilss+-- , 
(s-ss) 2 s-ss 
(13) 
where ilR is the change in the residue matrix; oR;J= 
-fiofi+of;fi. From (12), it follows that 
Ross= [lim (s-ss)D-1(s)T] 
B _,. BB 
XJ(ss)[ lim (s-ss)D-1(s)], (14) 
8- BB 
oR= (d/ds)[(s-ss)D-1(s)T 
XJ(s)(s-ss)D-1(s)JI•~•B• (15) 
where J is given in terms of the left and right cuts of oT 
by (12). In order to simplify our future formulas, it is 
6 J. Bjorken, Phys. Rev. Letters 4, 473 (1960). 
7 If some channels are not included in T, an inelasticity term 
must be added to the right cut, as in Ref. 1. 
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convenient to introduce the notation 
A= lim (s-sB)D-1(s) and 
B-+ BB 
A'= (d/ds)[(s-sB)D-1(s)] i•=•s. 
Then, multiplying both sides of (14) by R, setting 
R,i=- fd;, and taking the trace, one finds 
osB= -CL: j,2)-2 L j.j;(ATJ(ss)A);J· (16) 
k ii 
Using the fact that R=N(sB)A, one can also verify 
that8 
of;= -(I: N)-l L /;(A'TJ(sB)A+iATJ'(sB)A);;, (17) 
k j 
where J is again given by (12). 
Finally, one might be interested in the changes in 
the position os, and couplings of a resonance rather than 
a bound state. In this case, the poles Rosr/(s-s,)2 
+oR/(s-s,) lie on the second Riemann sheet of the 
function oT(s). Of course, D-1 also has a pole on the 
second sheet, so we obtain, as before 
Ros,= [lim (s-sr)D<2>-1 T(s)] 
B- Br 
XJ (2J(s,)[ lim (s-s,)D(2J-1(s)], (18) 
a -+ ar 
oR= (d/ds)[(s-sr)D(2)-I T(s) 
XJ (2)(s)(s-s,)D(2)-1(s)] i•=•n (19) 
where D (2) and J (2l refer to the values of D and J on the 
second sheet. Now D(2l is, of course, known and to find 
J(2l one need only deform the contour of integration in 
the second integral of Eq. (12), as shown in Fig. 1. Re-
placing the indented contour by a contour along the real 
axis plus a loop around the pole at s=s,, one finds 
1 J DTimoTD 
J(2l(s,)=- 1 ds' 
1r L s -s, 
1 J NTopN +- -, -ds'+2iNT(s,)og(s,)N(s,), 
1r R s -s, 
where the integral R runs along the real axis and 
s,= Res,+i Ims, with Ims,<O. Equations (18) and (19) 
can, of course, be written in the same form as (16) and 
(17). Note that now os, has an imaginary part, just as 
it should.9 
Equations (16) and (17) are completely general and, 
as a result, somewhat cumbersome. In practice, D will 
often have some properties which can be used to simplify 
(16) and (17). For example, consider a two-channel 
situation where the channels were decoupled before the 
perturbation was turned on. In this case, N;J and D;1 
will have the form N;J=N;o;;, D;1=D;o;;, i,j= 1, 2 and 
Eq. (12) can be reduced to 
1 f N;NJOPii J +- ds' 
1r s'-s 
(i,j= 1, 2). (20) 
If the unperturbed problem had a bound state in channel 
one so that /I= f and /2=0, Eqs. (16) and (17) become 
(21) 
[ 1 J D12 ImoTu 1! N12opu J oft=- j-1[Dt'(ss)]-2 - ds'+- ----ds' 
1r L (s'-sB) 2 1r R (s'-ss) 2 
[ 1! D12 ImoTu 1 ! N12opu J + J-1D"(ss)[D'(ss)]-3 - , ds'+- -,--ds' , 
1r L s -sB 1r R s -ss 
(22) 
Equations (21) and (22) are, of course, just our pre-
vious one-channel equations.1•10 Note that here os8 de-
8 To derive Eq. (17), consider /;6/i+f;/Jj;=-(ilT'Jil+ilTJil' 
+flTJ'il);1. On the left side write 6f;=ef;+af;, where~;f;af;=O; 
the left side is now 2ef;f;+ j;aJ;+ j,aj;. Use the relationA=N-1R 
to convert the right side to (flT'JN-lf)d;+ j 1(fN-lTJil'); 
- j,(jN-lT J' N-1!) j;. The third term on the right contributes only 
to i•li on the left, the first term on the right contributes to ft!i and 
/;6]; on the left, and the second term on the right contributes to 
!di and /;6!;. Therefore, the combination (ilT'Jil+!ilTJ'il);1 
equals a(efdi)+fJ(/;6j;) with a and fJ to be determined. Inter-
changing i and j, one obtains a second relation, (ilT J il' +!flT J' il);; 
=a(ef;f;)+fJ(f;IJ];). Adding the two relations and comparing to 
the original equation, we find a=fJ = -1 so that the first relation 
(23) 
pends only on the (1,1) elements of the perturbation-
just as it does in Schrodinger theory to first order. Some 
can be written f;/Jf;=- (ilT'Jil+!ilTJ' il);;, from which Eq. (17) 
is obtained by multiplying by /; and summing over j. 
9 Our formalism is not entirely adequate, however, for reso-
nances just above threshold, or for very lightly bound states. These 
cases may require special treatment because terms of higher order 
in the perturbation may become important, particularly for S 
waves. One source of higher order terms is cusp effects at threshold 
[see, for example, S. Frautschi, Phys. Letters 8; 141 (1964)]. In 
electromagnetic interactions there are also the higher order 
Coulomb effects which must be included near threshold. 
10 In Ref. 1, there is a spurious factor of 2 multiplying the 
D"D'-3 term in the equation for IJ/1-
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FIG. 1. Deformation of the 
contour to find the shifts in posi-
tion and couplings of a resonance. 
specific problems where Eqs. (21)-(23) could be applied 
are: 
(i) Suppose we take channel one to be the J = !+, 
I=!, I 3=! wN state, channel two to be the J=!+, 
I= ! , I a= ! , 71' N state and take the e2 electromagnetic 
corrections to the 11'N interaction as our perturbation. 
The proton appears as a bound state in channel one and 
osB will be the proton electromagnetic mass shift and the 
of's will be electromagnetic corrections to the 11'N 
couplings; in fact, Eq. (21) is essentially that which was 
used to calculate the proton-neutron mass difference.2 
(ii) Take the J=!+, I=!, 11'N state for channel one 
and the J =!-,I=!, 11'N state for channel two and let 
the perturbation be the weak nonparity conserving part 
of the 11'N interaction. Again, the nucleon appears as a 
bound state in channel one, but this time there is no 
first-order mass shift osB because the perturbation does 
not connect channel one to itself. Here, the interesting 
quantity is o]2 which is the parity-violating part of the 
71' N coupling. 
(iii) Again let us take channel one to be the J = !+, 
I=!, 11'N state but now let channel two be the J=!+, 
7N state. In the unperturbed problem, we neglect all 
electromagnetic interactions and take the first-order 
(in e) electromagnetic interactions as our perturbation. 
Here, there is no scattering in channel two in the un-
perturbed problem (in fact, there is no scattering in 
channel two to first order in the perturbation either) so 
we can take D2 to be a constant (note that a constant 
D2 will cancel out of our formulas). As in example (ii), 
the perturbation does not connect channel one to itself 
and the interesting quantity is o ]2, which, apart from 
kinematic factors, is the nucleon magnetic moment.lOa 
One will note, however, that our first-order equations 
are homogeneous so we can calculate ratios like (nucleon 
magnetic moment)/(pion charge) but not the absolute 
scale of electromagnetic interactions. Finally, we note 
that parameters associated with leptonic decays, e.g., 
weak magnetic moments and induced pseudoscalar 
terms, could be treated in a manner similar to the 
ordinary magnetic moment. 
The preceding examples were simple because the 
different channels decoupled in the unperturbed prob-
lem. Generally speaking, this will happen only when 
some conservation law [e.g., parity in example (ii)J 
prevents the channels from mixing, and there are many 
cases where this simplification is not present. For 
xoa R. Dashen, Phys. Letters 11, 89 (1964). 
example, the octet amplitudes for baryon-pseudoscalar-
meson scattering in SU(3), with 88 and 8A mixing, 
present a true two-channel problem. The basic differ-
ence between the above examples where one can make 
an energy-independent diagonalization of the unper-
turbed amplitude, and intrinsically more complicated 
problems where one cannot, is illustrated in the follow-
ing simple example. Consider a situation where O!;J=O 
and ImoT=71'Co(s-s0). Let us also suppose that the 
unperturbed problem has a bound state which couples 
only to channel one, i.e., fk= fo1k. Then from (16), we 
have 
osB=- f-2 L(AD(so))j1(AD(so))i1Cij, (24) 
ij 
and in the particular case where the different channels 
are decoupled before the perturbation is applied, AD 
is diagonal and 
osB=- f-2(AD(so))u2Cu. (25) 
Now the point of this example is that if the unper-
turbed channels decouple, osB depends only on C11 for 
any s0, but in the general case the particular combina-
tion of the cj that contributes to OSB will depend on So. 
This is, of course, in agreement with Schrodinger equa-
tion theory, in which the first-order change in energy of 
a bound state is 
oE= ~ !1/;;*(r) ViJ(r)th(r)dr, (26) 
., 1 
where y; .. is the wave function (Li f jy;;j 2dr= 1) and 
V;1 is the perturbing potential. Here, if the channels de-
couple in the unperturbed problem, then y; .. (r)=O for 
i~ 1 and oE depends only on V 11 ; but in general, oE will 
depend on a different combination of the v .. 1 for each 
value of r in the integral. 
III. DEGENERATE PERTURBATIONS: 
THE MASS MATRIX 
In the previous section we dealt only with problems 
in which there is a single bound state at a given energy. 
Our future applications of the formalism will be mostly 
concerned with violations of SU(2) and SU(3) sym-
metries, where one has to deal with problems in which 
the unperturbed solution has several degenerate poles. 
To see what we should expect in this situation, let us 
review the analogous problem in Schrodinger equation 
theory. Suppose we start with a Hamiltonian which has 
two bound states 1/11 and 1/;2 with energies E 1 and E2 and 
then add a perturbing potential V. The first-order 
changes in the energies and wave functions are oE1 = V11, 
(E2=V22, oi/;1=V121/12/(E1-E2)+···, and 01/;2=V2tl/ltf 
(E2-E1)+· ··,where 
V ;J= J 1/;;*VI/;1dr. 
Now if E2<:::E1, the first-order corrections to the wave 
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functions are large and lowest order perturbation theory 
cannot be expected to give good results. However, if E2 
is exactly equal to E 1, one can choose for the unper-
turbed wave functions any two linear combinations 
•-h' and 1/;l of the original if;'s. In particular, one can 
choose 1/11' and 1/12' SO that V1'2'= V2'1'=0, which makes 
the first-order correction to the wave function finite. 
The first-order energy changes are then V1•1• and V2•2•, 
which are, of course, just the eigenvalues of V;j, since 
V;j is diagonal in the 1', 2' representation. 
Now in our dispersion theoretic approach, the analog 
of 81/; is Bfk so we would expect our equations for Bfk to 
blow up when the unperturbed problem has two bound 
states at the same energy. That this is, in fact, the case 
can be seen from Eq. (23) for Bh which contains a fac-
tor D2-1(sB) that becomes large if there is a bound state 
in channel two with a mass close to sB. In the next 
paragraph we will show how this difficulty can be 
avoided by diagonalizing the mass perturbation, just as 
one does in the SchrOdinger theory. 
To see how the present formalism works when 
there are degenerate poles in the unperturbed problem, 
let us consider an n-channel problem, where the un-
perturbed solution contains n degenerate bound-state 
poles all at s=sB and all with the same residue p, i.e., 
T;j"'- f28;;/(s-sB) near s=s13 • Since the poles are de-
generate, we have some freedom in what we choose for 
our unperturbed states or "particles." More precisely, 
given any set of numbers ei'"(a,i= 1· · · n) which satisfy 
La ei'"ei"= 8;i and Li ei"el= Baa, we can define "par-
ticle" or pole a to be the pole - j2e{'e{'/(s-sB) whose 
coupling to channel i is fe;"'; summing then poles in T, 
we recover 
j2e;aeja - j28;j 
Tij"'- L ---=---. 
a S-SB S-SB 
Choosing a set of poles defined by a particular set of e;a 
is analogous to choosing a particular set of unperturbed 
wave functions in the Schrodinger theory. Now after 
the perturbation has been turned on, the amplitude will 
haven bound state poles like f;af;a/(s-sBa), a= 1· · ·n, 
where sBa is the position of the ath pole and f;a is the 
coupling of particle a to channel i. If the perturbation is 
to be small, ha must be of the form f;a= fei"'+Bf;a, 
where 8f;" is small and the eia are some, as yet unspeci-
fied, set of couplings for the unperturbed problem. Then 
the first-order charge in the amplitude will behave like 
8T;j"-'(f2/(s-sB)2)La e/'eia8sBa 
+(f/(s-sB))La e;a8fl'+8f;"ei"' (27) 
near s=sB, which looks like the nondegenerate case of 
the previous section with 8sB replaced by the real sym-
metric matrix (BsB)o= La e/'ej''8sB"· Evidently, (BsB)ii 
is given by 
(28) 
in the notation of the previous section. Since the BsB" 
and e;", a=l· · ·n, are just the eigenvalues and eigen-
vectors of (BsB)ii; they are completely determined by 
Eq. (28). Once e;" has been determined by diagonalizing 
(BsB)ih then 8f;", as can be easily verified, is equal to 
BN=- j-1 Ll~T'J(sB)~+t~TJ'(sB)~);iei". (29) 
Note that the Sf's are now perfectly finite quantities. 
Thus we have a situation completely analogous to that 
in Schrodinger theory; if there are degenerate bound 
states, one has to diagonalize a matrix whose eigenvalues 
turn out to be the mass shifts and whose eigenvectors 
determine, apart from the small corrections Bf;", the 
couplings (wave functions) of the "physical" particles. 
In the previous paragraph we saw how the concept of 
a mass shift matrix iisB arises naturally out of a study 
of perturbations on a set of degenerate poles. Evidently, 
it is not the particular mass shifts BsB"', but the matrix 
osB which is the fundamental object. For one thing, 
iisB contains more information; remember osB also de-
termines the couplings e;"'. Also, as we will see in the 
next section, if one is studying the violations of a sym-
metry group such as SU(2) or SU(3), the group-
theoretic properties of the problem become apparent 
only when one wnrks with the matrix osB. In many cases 
involving degenerate poles, the perturbation obeys some 
conservation law which determines the representation 
in which OSB is diagonal and if one uses this representa-
tion from the beginning, the problem can be worked out 
without explicit reference to a mass matrix. One such 
problem is example (i) of the previous section. There, the 
unperturbed J =!+, T=!, 1rN scattering amplitude had 
two degenerate poles which were taken to correspond to 
the two isospin states of the nucleon. Since the electro-
magnetic perturbation conserv~s T3, our choice of 
states implicitly ensured a diagonal mass shift matrix, 
leaving us free to concentrate on the l 3=! state. 
IV. THE USE OF GROUP THEORY TO SIMPLIFY THE 
PERTURBATION FORMALISM; AN EXAMPLE 
In Sees. II and III, we have presented a formalism 
for making dynamical calculations of the effect of small 
perturbations on masses and couplings. Most of the 
perturbations one wants to study in practice involve 
violations of symmetries such as SU(2) or SU(3) in-
variance. In such cases, as Glashow11 and Cutkosky and 
Tarjanne12·13 have pointed out, the ratios of many 
terms in the mass shift and coupling shift matrices can 
be obtained from group theory alone, thus permitting a 
simplification of the dynamical equations. The simplifi-
cations are of two types: first, many terms vanish on 
account of group theoretical considerations, and sec-
ondly, the ratios of many of the nonvanishing terms are 
fixed. 
To get a qualitative picture of why such simplifica-
11 S. Glashow, Phys. Rev. 130, 2132 (1963). 
12 R. Cutkosky and P. Tarjanne, Phys. Rev. 132, 1355 (1963). 
13 R. Cutkosky and P. Tarjanne, Phys. Rev. 133, B1292 (1964). 
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tions are possible, consider 'll''ll' scattering. Although we 
have not used the concept of a potential in Sees. II and 
III, it is helpful for the moment to think of p exchange as 
providing a potential for the 'l!''ll' system. Electromag-
netic shifts in the p masses modify the range of the p 
exchange potential, which in turn will modify the mass 
of any bound state or resonance, such as the p, appear-
ing in the 'l!''ll' channel. Now electromagnetic shifts in the 
p masses transform like 1 or T 32 in isotopic spin space 
[T3 is absent because m(p+)=m(p-)J In terms of ir-
reducible representations, they transform like a linear 
combination of (T=O, T3=0) and (T=2, T3=0) states. 
If we restrict ourselves to lowest order effects, the shift 
in exchanged mass transforming like T=O can only 
lead to potential shifts transforming like T=O and 
thence to shifts in the resonant p mass transforming 
like T=O. Similarly, T=2, T3=0 shifts in exchanged 
mass cause only T=2, Ta=O shifts in the resonant 
mass. We can express this mathematically by 
omT=Odireotp=AoomT=Oexohp+ ... ' 
omT=2, Ta=Odirectp= A2omT=2, Ta=Ooxchp+ . ... 
(30) 
In order to make a dynamical calculation138 of om0 and 
om2, A 0 must be calculated dynamically, but the ratio 
A 2/ A 0 follows from group theory alone. This is because 
the dispersion integrals representing the effect of 
ilmo•xoh on om0dir, and ilm2exoh on ilm2dir, are just the same 
except for crossing coefficients giving quantities such as 
the ratio of p+ to p0 exchange in the T= 1, T3= 1 direct 
channel, etc. Once this point is recognized, the crossing 
coefficients can be calculated without further reference 
to the detailed dispersion relation (or to the potential 
concept which we introduced as an intermediate step 
in the above reasoning). 
Techniques for calculating those factors that de-
pend only on group theory have been developed by 
Glashow11 and by Cutkosky and Tarjanne.12·1a In the 
present section, we take the particular case of perturba-
tions on the p bootstrap, classify the various terms that 
appear, and show, following Glashow, Cutkosky and 
Tarjanne, how one actually uses group theory to greatly 
reduce the number of dispersion integrals that have to 
be evaluated. 
Specifically, we consider the e2 electromagnetic cor-
rections to p meson masses and couplings. Only the 
quantities obtainable by group theory will be calculated. 
We begin by assuming that there exists an SU(2) sym-
metric bootstrap model of the p meson as a resonance in 
the 'll''ll' system. For simplicity, we suppose that all in-
elastic channels can be neglected and that the left cut is 
completely dominated by p exchange. 
Now the singularities which will appear in our dis-
persion integrals for the p mass and coupling shifts can 
be divided into three general classes, each of which has 
13• To simplify the typography we use am instead of am2. Ac-
tually it makes no difference if am is small as in electromagnetic 
corrections. 
a rather different status in a bootstrap theory of the p 
meson; we list the classes as follows: 
(i) First, the dispersion integrals will include changes 
in the p exchange cut created by shifts in the p masses 
and couplings. Since these are the same shifts we are 
calculating, we treat them self-consistently. 
(ii) The pion mass shifts will give rise to both right-
hand singularities (through the term N 2op) and left-
hand singularities (the 'll' masses affect the position of 
the p exchange cut) in our dispersion integrals. In a com-
plete calculation we would, of course, also be calculating 
the pion mass shifts self-consistently, but here we shall 
take the pion masses as given. 
(iii) Finally, there will be cuts due to intermediate 
states which contain photons, e.g., the 'Y and 'li'+'Y ex-
change cuts. The discontinuities across these cuts are 
given by the squares of the amplitudes of order e for 
processes like 'll''l!'---? 'li''Y and are therefore independent of 
the order e2 shifts in the strong interaction parameters; 
thus we can take the discontinuity across the 'li''Y cuts, 
for example, as a completely predetermined quantity in 
our calculation. Singularities of this type will be called 
"driving terms." Of course, in practical calculations, 
other terms which are not strictly speaking driving 
terms will be treated as though they were, in the sense 
that they are taken as given and not calculated self-
consistently, e.g., the 'l!' masses in the present example. 
The above separation of singularities into driving 
terms and singularities to be treated self-consistently 
would be a general feature of any calculation of the e2 
corrections to strong interactions. Note that the require-
ments of self-consistency may have an important effect 
on the nature of the solution, but the scale of electro-
magnetic corrections will always be determined by the 
driving terms. 
To calculate the changes in the p masses and cou-
plings, we must study all the J = 1-, 'l!"l!' scattering 
amplitudes. Since Bose statistics requires the pions to 
be in an I= 1 state, we have three channels which we 
label i= + 1, 0, -1 according to the third component of 
isospin. In the absence of electromagnetic corrections, 
the scattering is the same in all three channels. 
Now charge conservation tells us that, even when 
electromagnetic effects are included, the channels do not 
mix, but the group theoretic properties of the problem 
will become more transparent if we temporarily put 
aside this fact and use the multichannel degenerate per-
turbation theory outlined in the previous section. Thus 
we take the p mass shifts to be a matrix ilmij,i,j = -1, 
0, 1, which will, of course, turn out to be diagonal with 
om_1_1 = omp-, om11 = omp+, and ilmoo= omp•· In the 
same spirit, we take the pion mass shifts to be a matrix 
OJJ.i;, i,j= -1, 0, 1. 
Finally, it is best to characterize the p'l!''ll' coupling 
shifts by dimensionless quantities which are independent 
of the scale of mass. Thus, taking the dimensions of the 
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residue matrix R;1 of the p pole to be (mass)", we define 
o-y;J= o(R;Jf(il)") where jl is the average pion mass, in-
cluding the perturbation OJ.L.l 4 Again, o-y;1 will turn out 
to be diagonal with o-y11, for example, related to the 
shift in the residue of the p+ pole in the 13= 1 1r1r 
amplitude. 
Now let us suppose that we have worked out all the 
singularities listed above and performed the dispersion 
integrals for om;; and o-y;;. Clearly, we will have rela-
tions like 
om;; ( omkz OJ.Lkz 
--= L A;J,klmm __ + A;J,kr~<--
m kl m J.L 
+A ij,kr'Yo'Ykl )+ n.r, 
(31) 
where the A's are numbers which depend only on the 
strong interactions, the D's are the driving terms de-
fined in (iii) and we have introduced the unperturbed p 
and 1r masses, m and J.L, to make the A's dimensionless. 
The quantities which are most amenable to a group 
theoretical analysis, and which we shall study in the re-
mainder of this paper, are the A coefficients in Eq. 
(31). 15 Because (i) the strong interactions conserve 
isospin, and (ii) bootstrap equations do not determine a 
unit of mass, it will turn out that we can relate all the 
A;;,kzmm, A;J,kln, .. ·(i,j,k,l=-1 .. ·1) to four num-
bers which can be obtained by simple SU(2) symmetric 
calculations. 
Our first step is to note that A;J,klmm, for example, 
must be invariant under simultaneous isospin rotations 
of the four indices i, j, k, l.U Physically, this follows 
from the fact that A;;,kzmm depends only on the strong 
interactions which do not pick out any particular direc-
tion in isospin space. Thus, A;;,krm has no direction 
associated with it and must be a scalar. Later, we will 
show how one can derive explicit formulas for quanti-
ties like A;;,kzmm, which do, in fact, turn out to be 
invariant. 
The easiest way to exploit the invariance of A 
is to expand om;h OJ.Lii> o-y;h and the D;/s in irreduci-
14 The dimensionless coupling is defined in this way so that ch 
will vanish for a perturbation on the masses that amounts to 
changing the over-all scale of mass. This definition will lead to 
simplifications in future formulas. 
15 Some readers, on the basis of past experience with electro-
magnetic corrections, may have been surprised that some terms 
follow from group theory alone. Now, in any theory of electro-
magnetism, one has driving terms, and we have to use dynamics 
to calculate them. But the self-consistent terms are less familiar, 
and it is the A factors connecting the self -consistent terJ;J;l,S which 
.simplify owing to group theory, 
ble tensors16 in isospin space. To this end, we introduce 
the nine matrices e;1°, e;/•"(n= -1· · ·1), and e;12.n 
(n= -2· · ·2), where e;/•" transforms under !-spin ro-
tations like the nth component of an object with total 
isospin I and we assume that the e;/s are normalized 
such that Lii e;/·"e;/',n' = O[['Onn'· Specifically, e;l is 
equal to o;1jYJ and e;/·0 and e;l·0 are diagonal matrices 
whose nonzero elements are 
eu1•0 = -e-1-11·0 = 1/Vl, eu2•0 = e-1-12•0 = -1/\16, 
eoo2·0= 2/v'6. (32) 
The remaining e's may be obtained by rotations in 
isospin space. 
The matrices e;l and e;l•" are invariant under charge 
conjugation, but charge conjugation changes the sign 
of e;/·n. Therefore, none of the matrices om;J. OJ.L;;, 
o-y;h or the D;/s can have a component along e;/·", 
and we can write 
om;1= omoe•l+ I: .. om2,ne.!·.. (33) 
and similar expressions for OJ.Lih o-y;;, and the D./s. 
Note that charge conservation actually implies that 
only om0 and om2,o can be nonzero. Now the reason for 
writing om;1 in the form (33) is as follows. Since A;1,kzmm 
is invariant under isospin rotations, we must have17 
L A;J,krmekz0 =Aomme;J0 , 
kl (34) 
L A;J,krmekz2•n=A2mme2•" n= -2· · ·2. 
kl 
Then, substituting (33) and similar expansions for 
OJ.L;;, o-y;;, and the D;/s into (31), and identifying the 
coefficients of e;l and e;i•n on both sides of the equa-
tions, we obtain 
omo/m=Aomm(omo/m)+Aom11(oJ.Lo/J.L) 
+Aom'YO'Yo+Dom, 
o-yo =A o "Y"Y o-yo+ A o oym( omo/ m) 
+Ao"Y~'(OJ.Lo/J.L)+Do'Y, 
om2,n/m= A2mm(om2,n/m)+ A2m~'(oJ.L2.n/ J.L) (35) 
+A2m'Yo'Y2.n+D2,nm n= -2, · · ·2, 
o-y2,n =A 2no'Y2.n+ A 2'Ym( om2,n/m) 
+A2'Y~'(oJ.L2,n/J.L)+D2,n'Y n=-2, · ··2. 
Thus by simply using the fact that the strong interac-
tions conserve isospin, we have reduced the matrix equa-
16 See, for example, A. E. Edmonds, Angular Momentum in 
Quantum Mechanics (Princeton University Press, Princeton, New 
Jersey, 1957). 
17 To see why the e;/s are "eigenvectors" of A"'"', consider 
A if, kl"'"' as a matrix which carries the nine-dimensional i, j space 
to the nine-dimensional k, l space. Next, make a change of basis 
from i, j to I, n, where the I, n basis vector is defined by e;/ ·" and 
write A"'"' as Ar•n•,In· Now the "matrix" A"'"' is invariant with 
respect to SU(2) rotations so it commutes with all the isospin 
operators in i, j space and must therefore be diagonal and inde-
pendent of n in the I,n representation; hence, AI'.n',ln"'"' 
""'A;"'"'a,.,a,.,. or I.iJAkJ,ii"'"'e;/•"=At"'"'ekl'", 
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tion (31) to one set of numerical equations which de-
termines the mass and coupling shifts that transform 
like I =0 and another, decoupled set which determines 
the shifts which transform like I= 2. It is very important 
to note that the equations for the I= 2 shifts are in-
dependent of n so that the particular direction in isospin 
space along which the t5'Y's and 15m's point is entirely 
determined by the nature of the driving terms and pion 
mass shifts (in a complete calculation we would also 
treat the pion mass shifts self-consistently so that only 
the driving terms would define a direction in isospin 
space). We know, of course, that only the 0 and 2,0 
components of 811-ii and the Di/s are nonvanishing. 
We have not yet exhausted the implications of group 
theory for the A matrix. Actually, as suggested at the 
beginning of this section, it is possible to explicitly de-
termine the ijkl dependence of, say, A;f,klm", and find 
ratios like A 2m~'/Aom" from group theory alone. To see 
how this goes, let us examine the isospin dependence of 
A;1,,1m~'. A change in the mass of the pions affect; the 
singularities of a partial wave 1r1r scattering amphtude 
in two ways. First, variation of the pion mass changes 
the kinematics of the right-hand unitarity cut [i.e., the 
second integral in Eq. (12)]. The effect on 8m,1 of these 
singularities is expressed graphically in Fig. 2(a),12•13 
where the blobs represent arbitrary isospin-conserving 
1r1r scattering processes and the wiggly lines are sche-
matic p mesons which we use to express the fact that we 
are projecting out the J=1-, I=1, Ia=i-+Ia=j part 
of the 1r1r amplitude. Variation of the pion mass also 
changes the position of the left-hand cuts [i.e., the first 
,---k-~-.l,- .... ~ ')-.rJ........ 
......... _ ------ __ .,"" 
(a) 
,----k~-~-,- .... / ' . ~' ..... ________ -- __ ,"'~ 
(b) 
k~ .l ,.---~-- ...... i /~ ..... , j 
~ ~ 
' "' ..... / 
________ .., 
(d) 
FIG. 2. Diagrams for the effect of "external" pion mass shifts on 
the p mass. The dashed lines are pions and the wiggly lines denote 
p mesons. Diagram (a) illustrates the effect of 5p. on the right-hand 
(unitarity) cut and diagrams (b) and (c) represent kinematic 
charges on the left cut. Diagram (d) represents the essential 
isospin properties of (a)-(c). 
---~k---1 /,- - ....... , j 
~ k yv-v-. 
' "' 
..... ____ .!,_ ___ ,...,. 
I b) 
FIG. 3. Diagrams showing the change in the p mass due to a P 
mass change in a cross channel. Diagram (b) represents the essen-
tial isospin properties of (a). 
integral in Eq. (12)]. This effect is represented in Figs. 
2(b) and 2(c). 
Now the point of all this is that, since the blobs con-
serve isospin, the ijkl dependence of the diagrams in 
Figs. 2(a)-2(c) is the same as that of the simple "bubble 
diagram" in Fig. 2(d). The latter diagram should, for 
our purposes, be interpreted simply as the sum of prod-
ucts of Clebsch-Gordan coefficients. That is, the iso-
spin properties ·of Am~' follow directly from the diagram 
but the over-all normalization of A mJS must be deter-
mined from some dynamical scheme. 
From the insight just gained into the isospin de-
pendence of A;f,klm", we can find A2m11/Aom" in the fol-
lowing manner. Let us call the Clebsch -Gordan co-
efficient at the pi1ri1rk vertex giik, where giik is normalized 
such that Lik giikgi'i"'= oii'. Then, according to Fig. 2, 
we have 
A;j,k!m~'= km~'(Lx gihgilx), (36) 
where km~'- is a number independent of i, j, k, and l. 
Notice here that: (i) Since the p1r1r coupling Liik giik 
Xpi1ri1rk is invariant under simultaneous isospin rota-
tions of p and 1r, giik must be invariant under simul-
taneous rotations if i, j, and k. Hence, A;f,klm"' as given 
by Eq. (36) is an invariant. (ii) The "diagonal" ele-
ments Cu,kkm~< of Cm~', which refer to the physical par-
ticles, are simply km" L:,(gih)2 or km~' times the prob-
ability that 1rk appears in the p; wave function. Physi-
cally, this means that the relative effect on the p+, p0, 
and p- masses of changing, say, the 1r0 mass is given by 
the probabilities that p+, p0, and p- contain a 1r0, a 
point which has previously been noted by Capps.l8 
Now to find A 2m~'-/Aom" we need only remember that, 
according to Eq. (34), e;l and e;12•0 are eigenvectors of 
A;f,klm~', which, using the fact that e;l and e;/·0 are 
diagonal, implies that 
Aom~'eoo0 = Lk Aoo,kkm~'ekk0 , 
A2m~'eoo2 • 0 = Lk Aoo,kkm"ekk2'0 • 
(37) 
Since the Aoo,kkm~< k=-1 .. ·1 are, as pointed out 
above, km"' times the probabilities that 1r"' appears in the 
1s R. Capps, Phys. Rev. 134, B1396 (1964). 
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wave function p0 = (1/v'2)[11'+(1)11'-(2)-11'-(1)11'+(2)], 
they must be given by Aoo,nm~'=Aoo,-t-tm~'=!km" 
and Aoo,oom~'=O. Then, using ekk0= Okk/VJ= 1/VJ and 
the values for ekk2·0 given in Eq. (32), one finds Aom" 
=km" and A 2m"= -!km" so that 
(38) 
Next let us tum from the isospin structure of Am" to 
that of A mm. Graphically, the effect on om;3 of changing 
the mass of an exchanged p is illustrated by Fig. 3(a). 
Again the blobs conserve isospin so the isospin content 
of Fig. 3(a) is the same as that of the bubble in Fig. 3(b). 
Thus, A;f,klmm turns out to be proportional to a sum 
over products of four Clebsch-Gordan coefficients; 
specifically, 
A;j,klmm=kmm L gixugkx•gi"•glyu, (39) 
:cyzu 
According to the discussion of the last paragraph, how-
ever, we can find A 2mm /A omm from a knowledge of just 
the three numbers A oo,kkmm, k = -1, 0, 1. To find these 
numbers, consider the graph in Fig. 3(b) with i=j=O, 
which is like placing a p0 on each end. A neutral p 
couples only to 71'+71'- so the intermediate pions are all 
71'+'s or 71'-'s. Then the pions in the crossed channels are 
again all 71'+'s or 71'-'s. Since the only p meson exchange 
which can come from two charged pions is p0 exchange, 
Aoo,kkmm must be zero unless k=O, and proceeding in the 
same manner as before, we find A2mm=A 00 ,00mm and 
Aomm=Aoo,oo"'m or 
(40) 
To find the remaining ratios of Ao to A2's, we need 
only observe that O'Yii will appear in our graphs in 
exactly the same way as om;;, and one finds 
A2'Ym A2m'Y A2'Y'Y A2mm 
--=--=--=--=1, 
Ao'Ym Aom'Y Aon Aomm 
(41) 
A2'Y" A2m" 
_______ ;t 
- - 2• 
Ao'Y~' Aom" 
Substituting these ratios into Eqs. (35) for om2,n and 
O'Y2,n, we find 
om2,n/m=Aomm( om2,n/m) -!Aom"(o~J-2,n/ ~J.) 
+Aom'YO'Y2,n+D2,nm, (42) 
O'Y2,n =A o 'Y'Yo'Y2,n -!Ao 'YI'( OIJ-2,n/ ~J.) 
+Ao'Ym(om2,n/m)+D2,n 'Y. 
We have now gone as far as is possible using group 
theory alone. Let us review what progress has been 
achieved. First, we found that the problem of calcu-
lating the electromagnetic corrections to the p masses 
and p11'71' couplings splits into two completely independ-
ent problems, one for the corrections which transform 
like I= 0 and one for the corrections which transform 
like I= 2. Aside from its intrinsic interest, this result 
would lead to a considerable saving of labor in a practi-
cal calculation of the om's and o'Y's. Secondly, we 
showed how the parameters appearing in the I= 2 
problem can be related to those in the I= 0 problem 
and obtained, as our end result, Eq. (42). The value of 
Eq. (42) lies, of course, in the fact that it is much easier 
to calculate the A0's dynamically than the A2's; the 
A 0's can be obtained from a simple SU(2) symmetric 
calculation. For example, the dispersion integral for 
Aomm is simply 
1 1 1 
(43) 
where D is the denominator function for 71'71' scattering 
in the J = 1-, I= 1 state, R is the residue of the p pole 
and B(mp2,s') is the p exchange amplitude. In general, 
the effects of I= 0 shifts in exchanged masses and 
couplings are readily computed in terms of integrals, 
such as Eq. (43), over the left cut associated with the 
exchange. 
The effects of I= 0 shifts in "external" masses (i.e., 
the pions in the present example) are generally more 
complicated because external mass shifts affect the en-
tire right and left cuts instead of only a single piece of 
the left cut. One might hope that the over-all effect of 
external mass shifts would be simple in view of the ex-
ample of low-energy nuclear physics where, for instance, 
electromagnetic mass shifts in the neutron and proton 
components of the dueteron simply shift the deuteron 
mass by om,.+omp. Unfortunately, the situation is 
more complicated in the relativistic case, as can 
easily be seen by considering two particles, both of 
mass M, which interact to produce a bound state with 
mass Ms=2M-Es where Es is the binding energy. 
If we change M by oM, then Ms will change by 
oMs= 2oM -(aEs/aM)oM. Now inlow-energyphysics, 
one always has a situation whereEs«M so oMs~2oM, 
but in relativistic problems aEs/ aM can easily be of 
order unity. 
Although external mass terms like Am" and A 'YI' are 
hard to evaluate directly, there is a general property of 
bootstrap equations which we have not yet made use of 
and which reduces the number of independent terms. 
In fact, in the simple model we are presently considering, 
this property actually enables us to eliminate Am" and 
A 'YIJ. from the equations, leaving only the more readily 
evaluated terms associated with exchanges. The prop-
erty in question is the invariance of the SU(2) sym-
metric p bootstrap equations under the transformation 
m----? 'Am, /J-----? A/J-, and 'Y----? 'Y, where 'A is any positive 
number. In the present context, this implies that Eqs. 
(35) for om0 and o'Yo must have a solution with 
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Do"~=Dom=O and this solution must have the form 
omo/m=oMo!M, O')'o=O, which can be the case only i£12,13 
Aom~>+Aomm= 1, Ao"~~'+Ao"~m=O. (43') 
Fina~ly, substituting ( 41) and ( 43) into (35) and per-
formmg a few algebraic manipulations, we find 
omo/m= (oMo/ M)+(1-Aomm)-1 (Ao"~mo'Yo+Dom), 
omz,n/m= -t(ilJ.J,z,n/M)+(1-A 0mm)-1 
X(Ao"~mO')'z,n+Dz,nm), 
O')'o= { (1-Aon)(l- Aom"')-Aom'YA 01'm}-1 (44) 
X[(1-Aomm)Do"~+Ao"~mDom], 
O')'z,n= { (1- Aon)(1-A 0mm)- A 0m'YA 0'Ym}-1 
X [(1-Aomm)Dz,n "~+Ao"~mDz,nm]. 
~hese equations have a number of amusing properties: 
(r) The dependence of om and il'Y on the pion mass dif-
ferences is completely determined. Should it turn out 
that the driving terms Dz,om and D2 ,0'Y are small com-
pared to OJ.I-z,o/M, we would have O')'z,o""O and om2 ,0 
""'- (m/2J.~-)OJ.i,z,o, or mp+-mp0~- (m/2M)(M"+-M"0). (ii) 
Suppose we set the pion mass shifts OJ.I- and the driving 
terms equal to zero and consider the possibility of a 
nonzero solution for omz,n and O')'z,n· Since, without the 
pion mass and driving terms, the equations for O')'o and 
ilmo are the same as those for O')'z,n and ilmz,n, it is not 
possible to find such a "spontaneous" violation of 
SU(2) in the p bootstrap unless the bootstrap equations 
have more than one SU(2)-symmetric solution. 
In the previous paragraphs, we showed how, using 
only group theory and the scaling properties of boot-
strap equations, one can reduce the rather complicated 
Eq. (31) and the remarkably simple set (44). Obviously ~twill be advantageous to use the same sort of procedur~ 
m any problem involving violations of SU(2). How-
ever, the degree of simplification which can be achieved 
by these general arguments alone, will not in general, 
be as great as it was in this particular example. To see 
why, let us consider what would happen if we tried to 
improve our calculation of the p mass shifts by including 
t?e 'll':V channel as w~ll as the 'll''ll' channel. If we again 
srmphfy the left cut m the scattering amplitude to just 
p exchange and the driving terms, the equation for 
om;j becomes 
(45) 
w~ere we ha':'e .suppressed the terms involving coupling 
~hrfts ~nd. dnvmg terrr:s and M is thew mass (since w 
rs an rsosmglet, there Is no need to use a matrix for 
oM). Again we expand om;h OJ.i-w · · in irreducible ten-
sors, which yields 
ilmo omo OJ.i-o oM 
--=Aomm_+Aom~'-+AomM_+ .. • 
m m M M (46) 
omz,n ilmz,n OJ.i-z,n 
--=Azmm __ +Azm~'--+ .. ·. 
m m p. 
Note that since thew mass shift transforms like I =0, it 
cannot appear in an equation for om2,n. Now let us see 
to what extent Eqs. ( 46) can be simplified. First, the 
analog of Eq. (43) is A 0mm+Aom~'+(v3)-1A 0mM = 1 [the 
factor (v3)-1 enters here because we defined the I= 0 
1l' and p mass shifts as om0e;l= om0o;;/v3"] which can be 
used to eliminate only one of the external mass param-
eters Aom" or A 0mM; the other must be computed ex-
plicitly. Secondly, consider the determination of the 
ratio Azm~'j A om~', which is now complicated by the fact 
that 'l!''s appear as external particles in two different 
channels. Proceeding graphically, one finds that the 
analog of the single graph in Fig. 2(a) is the set of four 
graphs shown in Fig. 4. Again using the fact that the 
blobs conserve isospin, we observe that the isospin de-
pendence of Figs. 4(a) and 4(b) is the same as that of the 
211' bubble in Fig. 4(e) and that the isospin dependence of 
Figs. 4( c) and 4( d) is given by the isospin properties of 
the 'll'W bubble in Fig. 4(f). Then, recalling that the ijkl 
dependence of Fig. 4(e) is given by Lx gik"g'l" and 
noting that, since w is an isosinglet, the ijkl dependence 
of Fig. 4(f) is simply O;kolh one can convince himself that 
A;j,klmJL=f<am~'(Lx gikxgilx)+kbm~'o;kOlj, (47) 
where kam~' an~ kbmJL are numbers independent of i, j, 
k, and l. Application of the same group theory tech-
niques as before gives the relation 
. /~~-£ .... ~ \ j 
\ ~ 
' / 
..... / 
----
(o) 
--!, .... / \ j __.!-{£.~Y~ 
\ 
' 
.._ w 
-----
(b) 
(e) 
. Fm. 4. Some "external mass" diagrams analogous to those of 
Fig. 2 for the p bootstrap including both the 7I"Tr and 1rw channels 
The solid line is an w meson. · 
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But in this case, since the ratio kamp/kbmp must be ob-
tained from some dynamical model, we no longer have 
a purely group theoretic prediction for A 2m~'/ A om~'. Of 
course, if the 71'W channel has little effect on the p mass, 
then kam~'»kbm~' and (48) reduces to the single-channel 
result A 2m~'jA 0mP=-!. 
V. THE USE OF GROUP THEORY TO SIMPLIFY 
THE PERTURBATION FORMALISM; 
GENERAL PROPERTIES 
In the previous section we illustrated, by means of a 
specific example, some group theoretic methods which 
will often be useful in studying violations of symmetry 
groups. The present section will be devoted to a more 
general discussion of these methods. Although the tech-
niques in question can be used to study violations of any 
symmetry group, we shall continue to concentrate on 
SU(2), with a few concluding remarks about SU(3). 
Let us consider, then, the general problem of cal-
culating the e2 electromagnetic corrections to masses 
and couplings of the strongly interacting particles. As in 
the example of the previous section, we assume a boot-
strap theory of strongly interacting particles, treating 
stable and unstable particles on the same footing. Pre-
sumably, the strong interaction bootstrap equations 
have an SU(2) symmetric solution, in which the iso-
spin multiplets of particles appear as degenerate sets of 
poles in scattering amplitudes with the proper quantum 
numbers. Adding electromagnetism to the strong inter-
actions then breaks the SU(2) symmetry and causes 
shifts in the positions and residues of these poles. In a 
bootstrap theory, the mass shift matrix om;/' for the 
particles in multiplet a will depend on: (i) the mass 
shifts om;1a of all the multiplets of strongly interacting 
particles; (ii) the coupling shifts; (iii) a "driving term" 
D,1a which, as discussed in the previous section, is 
associated with the explicit appearance of photons in 
the dispersion relations. Thus we have 
om;/'/ma= L A;j,klaa'(omkz"'/m"')+Dii" 
k,l 
+(terms involving coupling shifts). (49) 
In the last section we saw that equations like (49) be-
came simpler when one expands the om's, D's and 
coupling shifts in terms of irreducible tensors in isospin 
space; hence, we write 
2Ia I 
om•1a= L: L: omr,,.ae./·", 
l=D n~I 
2Ia I 
D;i"= L L Dr,n"e;/·n, 
r-o n=-1 
and so forth, where as before, e;/•n is the tensor with 
total isospin I and third component of isospin n and I a 
is the isospin of multiplet a. Again, since A;f,kl""'' is in-
variant under simultaneous isospin rotations of i, j, 
k, and l, we have Lkl A;f,klaa'ekl·"=Ara"''e;/•n and Eq. 
(49) can be written in the form 
omr,na/m= L Ar"a'(omr,n"'/ma')+Dr,na 
a' 
+(terms involving coupling shifts). (SO) 
In the example of the previous section, we were able 
to set our coupling shifts equal to a matrix which had 
the same group theoretic properties as a mass shift 
matrix. The reader will recall that this was possible be-
cause in the coupling of a p to two 7r's, Bose statistics 
requires that the two pions always be in an I= 1 state. 
In general, the parametrization of coupling shifts is 
more difficult. Consider, for example, the coupling con-
stant shifts or iik for a vertex connecting one particle 
with isospin one to two particles with isospin !. Here, 
the subscripts i, j, k run over the I 3 values; i.e., i= -1, 
0, 1 and j and k= -!,!.Just as for the mass matrix, it 
will be most convenient to expand or iik in a set of ir-
reducible tensors in i, j, k space. 
Now i, j, k space contains one independent irreduci-
ble tensor e;1k 1·", n=-I··· I, for each time the rep-
resentation I appears in the reduction of the direct 
product 1®!®! into irreducible representations. Thus, 
decomposing 1®!®! according to 1®!®!= 1®(0EE>1) 
=DEE> lEE> 1EE>2, we can write 
2 I 
orijk= L: L: L: orr,n11e,jkr,n; 11, (51) 
1=0 n~I f3 
where e;i/·n; f3 is the I 3=n component of an irreducible 
tensor which transforms with total isospin I and fJ is an 
index that distinguishes between the two I= 1 repre-
sentations that appear in the triple product 1®!®!, 
e.g., one can take fJ as the total isospin, 0 or 1, associ-
ated with the indices j and k. 
Next we turn to the most general case: perturbations 
on the coupling of three or more multiplets with isospins 
I a, I a•, I a"· · ·. Denoting the coupling shift by or iik ... , 
i=-Ia·· ·Ia, j=-Ia•·· ·Ia•···, we can always ex-
pand or in irreducible tensors according to 
or,ik· .. = L: eijk .. ,r.n; 13orz.n11 , (52) 
I,n,fJ 
where I now runs over all the distinct values of total 
isotopic spin which appear in the direct product 
I a® I a'® I a"® · · · and fJ is again a parameter which dis-
tinguishes between representations with the same total 
isospin which occur in this particular direct product. 
We can also use the index fJ to distinguish between the 
different vertices (e.g., p71'71',. • • pw71', etc.) at which the 
coupling corrections appear; thus we list all charges in 
couplings by o-yr,n/3 where fJ now runs over all inde-
pendent corrections to the strong interaction couplings 
which transform like (I,n). 
Just as happened with the mass shifts, a coupling 
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shift orr)~ can only affect a shift in coupling or mass of 
the same I and n, and the effect of orr,,..B on omr,n"' or 
orr,,.fl' must be independent of n. Thus, explicitly writ-
ing out the coupling terms, Eq. (49) must have the form 
omr,,.."'/m"'= L Ar"'"''(omr,n"''/m"'') 
a' 
+L: Arafl'ori,nfJ'+Dr,n"'· (53) 
fJ' 
Similarly, the coupling shifts are given by equations like 
orr,,.fl= L: Arflfl' orr,,.ll' 
IJ' 
+L: Arfl"''(omr,n"''/ma')+Dr,nfl. (54) 
a' 
Equations (53) and (54) are completely general-
note that in setting up these equations we made no ref-
erence to approximations such as two-particle unitarity 
or single-particle exchange. A few general properties of 
(53) and (54) are worth noting: (i) the over-all problem 
of determining the electromagnetic corrections to strong 
interactions splits up into a set of completely inde-
pendent problems, one for each (I,n) type of SU(2) 
violation. Once again, ratios between some of the non-
zero A coefficients are given by group theory. (ii) If we 
parametrize all our couplings in terms of dimensionless 
numbers,14 the strong interaction, SU(2) symmetric 
bootstrap equations must be invariant under the trans-
formation m"' ~Am"', with no changes in the coupling 
constants. In the present context, this implies that 
Eqs. (53) and (54) for I =0 have a solution with 
Do"'=Do.B=orl=O and omoa=Ema(2J,.+1)112 [the fac-
tor (2Ia+ 1)112 is required here because we have nor-
malized our tensors such that L:;iCe•/·")2= 1; hence, 
e,l= o,iC2I a+ 1)-112], which requires that 
L Aoaa'(2J a+ 1)1/2= (2J a+ 1)1/2' 
a' (55) 
L: A0fl"''(2I,.,+1)112=0. 
a' 
This is, of course, the generalization of Eq. (43) of the 
previous section. (iii) If Eqs. (53) and (54) for I ;;-60 have 
a nonzero solution with Dr,,a=Dr,nfl=O, there would 
be an instability in the strong interaction bootstrap 
equations which could lead to a "spontaneous" break-
down of SU(2). Apparently this situation does not occur 
in nature, however, since SU(2) is conserved except for 
small electromagnetic and weak corrections.19 (iv) 
Finally, we recall that since the electric current trans-
forms isotopically like a scalar plus the third component 
of a vector, the e2 driving terms actually contain only 
(I,n) = (0,0), (1,0), and (2,0) pieces. 
19 On the calculational side, estimates such as the one in Sec. IV 
of the present paper also indicate that SU(2) does not undergo 
spontaneous breakdown. This point has been particularly em-
phasized by E. Abers, F. Zachariasen, and C. Zemach, Phys. Rev. 
132, 1831 (1963). 
Having discussed the general properties of electro-
magnetic corrections, let us return to the approxima-
tion of two-particle unitarity and the N/D method. In 
the two-particle unitarity approximation, one can cal-
culate all the A's appearing in (53) and (54) with the 
N / D perturbation techniques developed in Sec. I. (If 
desired, one could also include some multiparticle chan-
nels in a phenomenological way.) Furthermore, as we 
saw in the last section, one can often use group theoreti-
cal methods to :find relations between parameters like 
Aoaa and A2a"', thus simplifying the calculations. We 
conclude our discussion of electromagnetic corrections 
with an example which illustrates both the possibili-
ties and limitations of the group theoretical methods for 
:finding such ratios. Suppose that particle c is an I= 1 
bound state of two I=! particles a and b and that c 
exchange is the principal binding force. Let us parame-
trize the abc coupling shifts according to O'"'fr,,.fl where as 
usual I and n give the isospin transformation properties 
of the coupling shift and we choose {3=0, 1 as the total 
isospin of particles a and b. Since a mass shift om1 ,,. of 
particle c will affect orr,nfl, we have a relation like 
omr,n 
orr,,.13=Arfl--+ · · · 
m 
where /3= 1 for I =0, 2 and /3=0, 1 for I= 1. 
(56) 
For the /3= 1 coupling shifts or1 ,,.1 the particles a and 
b are always in an I= 1 state, so just as in the case of 
COrrectionS to the fYIC"Tr COUplings, orr,n1 has the Same 
group theoretical behavior as the mass matrix om1 ,,.. 
Thus by drawing diagrams similar to those shown in 
Fig. 3, one can determine the ratios A11/ A01 andA 21/ A01. 
On the other hand, group theory alone cannot give any 
relations between A1° and A01. To see why this is so, 
recall that in the perturbation formulas given in Eqs. 
(21) to (23), orr,n1 depends only on the denominator 
function D1 for a, b scattering in the I= 1 state whereas 
orr,n° depends on both D1 and the denominator function 
Do for the I= 0 state. Since group theory by itself does 
not give a relation between D1 and Do, it cannot deter-
mine a ratio like A1°/A 01. Finally, let us suppose that 
particles a and b have isospin 1 instead of !. We can 
still use the labels /3, I, and n, and write O'"'fr,nll=A 1fl 
Xomz,,./m+··· but now we have /3=1 for I=O, 
('J = 0, 1, 2 for I= 1, /3 = 1, 2 for I= 2, and ('J = 2 for I= 3. 
We leave it to the reader to convince himself that, 
in this case, group theory can provide the ratios 
Ao1 :A11:A21 and A12:A22:A 32 but cannot give any rela-
tions between the A's for different values of (3. 
In conclusion, we briefly discuss the application of 
these methods to violations of SU(3). To change Eqs. 
(53) and (54) from SU(2) to SU(3) one need only: 
(i) interpret the label I as the dimension of an SU(3) 
representation and the label n as a component of rep-
resentation I. (ii) Let the indices a and (3 on omr,n"' 
and orr,,..fl run over all independent mass and coupling 
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(b) 
FIG. 5. Diagrams representing the effect of "external" psuedo-
scalar meson mass shifts on the mass of the J =~+baryon octet. 
The dashed lines are pseudoscalar mesons and the solid, directed 
lines represent baryons. As explained in the text, diagram (b) has 
the same SU(3) structure as (a), provided that the D/F ratios for 
BIT scattering in the J=i+ octet states do not vary rapidly with 
energy. 
shifts which transform like (I,n). In counting indices, 
one must keep in mind that whereas in SU(2) the prod-
uct of two representations contains a given representa-
tion only once, in SU(3) a representation can occur 
more than once in the decomposition of a product, e.g., 
808 contains 8 twice. 
The group theoretic techniques which we used to 
simplify calculation of the A matrix in our SU(2) ex-
amples can, of course, be generalized to SU(3). In 
most cases the generalization is perfectly straightfor-
ward, but in a few situations some additional complexi-
ties appear. Consider, for example, a problem where it is 
assumed that the octet of baryons B is a bound state of 
B and the octet of pseudoscalar mesons II, and one 
wants to determine the effect on the B masses of differ-
ent types of II mass splittings. As usual, we write 
om;;/m= L Aij,kl(Of.lkl/M)+ ..• ' (57) 
kl 
where om;; (i,j= 1 .. · 8) is the B mass matrix and Of.lii 
(i,j=l· ··8) is the II mass matrix. We ask, to what ex-
tent we can use group theory to determine the ijkl de-
pendence of A;;,kl· First note that since the direct prod-
uct 808 contains two octets, 88 and 8A in the usual 
symmetric-antisymmetric notation, the unperturbed 
J =!+, IIB octet amplitudes in which the degenerate B 
poles appear form a coupled two-channel problem. Now 
the reader will recall that in our SU(2) example, group 
theory was sufficient to determine the ijkl dependence 
of Ai;,kzm~' as long as we kept only the 71'71' channel, but 
was no longer sufficient when we added the 'II'W channels. 
Thus, from our experience in SU(2), we suspect that 
since there are two channels in the present SU(3) ex-
ample, group theory by itself will not provide us with 
complete information on the ijkl dependence of A. To 
see what happens, consider the graph in Fig. S(a) which 
represents the effect on om;i of changing the II masses in 
the unitarity (right-hand) cut of the ITB scattering 
amplitude. 
In this graph, the external baryon lines labeled i, 
D+"AF and j, D+"AF represent Clebsch-Gordan co-
efficients which couple B and II to the i and j com-
ponents of that combination of 88 and 8A which is ob-
served for the BBII couplings at the B pole. The blobs 
preserve SU(3), which implies that the pairs (kx) and 
(lx) are in octet states. But the blobs can mix 88 and 
8A, so the F/D ratio of a pair such as (kx) need not be 
the same as 'A, but will generally vary with energy in the 
dispersion relations, and is not given by group theory 
alone. Therefore, without some dynamical model for 
the unperturbed BIT scattering amplitudes [i.e., the 
blobs in Fig. S(a)] we can only partially determine the 
ijkl dependence of A;i,kl· However, one suspects that if 
we choose our representation for the two by two matrix, 
which represents the unperturbed J =!+, ITB octet 
scattering amplitudes, such that the amplitude is 
diagonal at the baryon pole, then the amplitude will be 
roughly diagonal over a reasonable range of energies 
around the pole. If this is the case, and if our dispersion 
integrals are dominated by low-mass singularities, it is 
clear that, for our purposes, the graph in Fig. S(a) will 
have the same ijkl dependence as the simple bubble in 
Fig. S(b), where (D+"AF) again indicates a ITBB 
coupling with the F/D ratio 'A which appears at the B 
pole. We will take this point of view in the following 
paper on SU(3) violations in the baryon octet and the 
decuplet of !+ resonances. 
