We establish extension theorems for separately holomorphic mappings defined on sets of the form W \ M with values in a complex analytic space which possesses the Hartogs extension property. Here W is a 2-fold cross of arbitrary complex manifolds and M is a set of singularities which is locally pluripolar (resp. thin) in fibers.
Introduction
Let D ⊂ X (resp. G ⊂ Y ) be an open set, A ⊂ D (resp. B ⊂ G), where X and Y are complex manifolds 1 , and let M ⊂ (D ∪ A) × B A × (G ∪ B) . The set M a := {w ∈ G : (a, w) ∈ M}, a ∈ A, is called the vertical fiber of M over a (resp. the set M b := {z ∈ D : (z, b) ∈ M}, b ∈ B, is called the horizontal fiber of M over b). We say that M possesses a certain property in fibers over A (resp. B) if all vertical fibers M a , a ∈ A, (resp. all horizontal fibers M b , b ∈ B) possess this property.
The main purpose of this work is to study the following PROBLEM:
Let X, Y , D, G, A, and B be as above, and let Z be a complex analytic space 
We want to determine an "optimal" open subset of X × Y, denoted by W , which is characterized by the following property:
The case where X and Y are Riemann domains (over C n ), A ⊂ D, B ⊂ G, and Z = C has been completed in some joint-articles of M. Jarnicki and the second author (see [9, 10, 11, 13] ).
Therefore, it is reasonable to conjecture that a positive solution to the PROB-LEM may exist when the "target space" Z possesses the Hartogs extension property. As our first attempt towards an affirmative answer to the PROBLEM, we solve in [20] the following special case: X = Y = C, D and G are copies of the open unit disc in C, A (resp. B) is a measurable subset of ∂D (resp. ∂G) of positive one-dimensional Lebesgue measure, Z = C, and M is polar (resp. discrete) in fibers over A and B.
The main purpose of this article is to verify the above conjecture in its full generality. Our proof is geometric in nature. Indeed, our method consists in using holomorphic discs, and it is based on the works in [10, 20, 16, 17] . Moreover, the novelty of this new approach is that it does not use the classical method of doubly orthogonal bases of Bergman type. It is worthy to note here that most of the previous works in the subject of separate holomorphy make use of the latter method.
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Preliminaries and the statement of the main result
First we recall some notions developed in [17] such as systems of approach regions for an open set in a complex manifold, and the corresponding plurisubharmonic measures. These will provide the framework for an exact formulation of the PROBLEM and for our final solution.
2.1 Approach regions, local pluripolarity and plurisubharmonic measure (ii) For all ζ ∈ ∂D and α ∈ I ζ , ζ ∈ A α (ζ). A set A ⊂ D is said to be non-pluripolar (resp. non-locally pluripolar) if it is not pluripolar (resp. not locally pluripolar). According to a classical result of Josefson and Bedford (see [14] , [3] ), if D is a Riemann domain over a Stein manifold, then A ⊂ D is locally pluripolar if and only if it is pluripolar. 
Moreover, A is said to be canonical if it satisfies (i) and the following property (which is stronger than (ii)): (ii') For every point ζ ∈ ∂D, there is a basis of open neighborhoods (U α
Note that when A ⊂ D, Definition 2.2 coincides with the classical definition of Siciak's relative extremal function for z ∈ D.
Next, we say that a set A ⊂ D is locally pluriregular at a point a ∈ A if ω(a, A ∩ U, D ∩ U) = 0 for all open neighborhoods U of a, where the system of approach regions for D ∩ U is given by A| D∩U := (A α (z) ∩ U) z∈D∩U , α∈Iz . Moreover, A is said to be locally pluriregular if it is locally pluriregular at all points a ∈ A. It should be noted from Definition 2.1 that if a ∈ A ∩ D, then the property of local pluriregularity of A at a does not depend on the system of approach regions A, while the situation is different when a ∈ A ∩ ∂D: then the property does depend on A.
We denote by A * the following set
A is locally pluriregular at a .
If A ⊂ D is non-locally pluripolar, then a classical result of Bedford and Taylor (see [3, 4] ) says that A * is locally pluriregular and A \ A * is locally pluripolar. Moreover, when A ⊂ D, A * is locally of type G δ , that is, for every a ∈ A * there is an open neighborhood U ⊂ D of a such that A * ∩ U is a countable intersection of open sets. Now we are in the position to introduce the following version of a plurisubharmonic measure.
It is worthy to remark that ω(·, A, D)| D ∈ PSH(D) and 0 ≤ ω(z, A, D) ≤ 1, z ∈ D. Obviously, if A = ∅, then A is locally pluriregular; in particular,
An example in [1] shows that, in general,
Now we compare the plurisubharmonic measure ω(·, A, D) with Siciak's relative extremal function ω(·, A, D). For the moment, we only focus on the case where A ⊂ D.
If A is an open subset of an arbitrary complex manifold D, then it can be shown that
If A is a (not necessarily open) non-locally pluripolar subset of an arbitrary complex manifold D, then we have, by Proposition 7.1 in [17] ,
On the other hand, if, morever, D is a bounded open subset of C n , then we have (see, for example, Lemma 3.5.3 in [8] 
The case where A ⊂ ∂D has been investigated in [17, 18] . Our discussion shows that, at least in the case where A ⊂ D, the notion of the plurisubharmonic measure is a good candidate for generalizing Siciak's relative extremal function to the manifold context in the theory of separate holomorphy. For a good background of the pluripotential theory, see the books [8] or [15] . For a more detailed discussion on systems of approach regions as well as their corresponding plurisubharmonic measure, see [16] .
2.2 Cross, separate holomorphicity, and A-limit.
Let X, Y be two complex manifolds, let D ⊂ X, G ⊂ Y be two nonempty open sets, let A ⊂ D and B ⊂ G. Moreover, D (resp. G) is equipped with a system of approach regions A(D) = A α (ζ) ζ∈D, α∈I ζ (resp. A(G) = A α (η) η∈G, α∈Iη ).
In fact we should have written I ζ (D), resp. I η (G); but we skip D and G here to make the notions as simple as possible.
We define a 2-fold cross W, its interior W o and its regular part W (with respect to A(D) and A(G)) as
Moreover, put
For a 2-fold cross W := X(A, B; D, G) let
Therefore, we obtain
Let Z be a complex analytic space and M ⊂ W a subset which is relatively closed in fibers over A and B. We say that a mapping f :
We say that a mapping f : W \ M −→ Z is separately continuous and write
The set of all end-points of Ω is denoted by End(Ω).
It follows from (1) that if
Let S be a relatively closed subset of W and let (ζ, η) ∈ End( W \ S). Then a mapping f : W \ S −→ Z is said to admit the A-limit λ at (ζ, η), and one writes
We conclude this introduction with a notion we need in the sequel. Let M be a topological space. A mapping f : M −→ Z is said to be bounded if there exists an open neighborhood U of f (M) in Z and a holomorphic embedding φ of U into a bounded polydisc of C k such that φ(U) is an analytic set in this polydisc. f is said to be locally bounded along N ⊂ M if for every point z ∈ N , there is an open neighborhood U of z (in M) such that f | U : U −→ Z is bounded. f is said to be locally bounded if it is so for N = M. It is clear that, if Z = C, then the above notions of boundedness coincide with the usual ones.
Hartogs extension property.
We recall here the following notion (see, for example, Shiffman [29] and a result by Ivashkovich [7] ). For 0 < r < 1, the Hartogs figure, denoted by H(r), is given by
where, in this article, E always denotes the open unit disc of C. We mention an important characterization due to Shiffman (see [29] In the light of this result, the natural "target spaces" Z for obtaining satisfactory answers to the PROBLEM are the complex analytic spaces satisfying the Hartogs extension property.
Statement of the main result
Recall that a subset S of a complex manifold M is said to be thin if for every point x ∈ M there are a connected neighborhood U = U(x) ⊂ M and a holomorphic function f on U, not identically zero, such that U ∩ S ⊂ f −1 (0). We are now ready to state our main result. • M is thin in fibers (resp. locally pluripolar in fibers) over A and over B;
Then there exists a relatively closed analytic (resp. a relatively closed locally
, and for every mapping f : W \ M −→ Z satisfying the following conditions:
there exists a unique mappingf ∈ O( W \ M, Z) which admits the
Although our main result has been stated only for the case of a 2-fold cross, it can be also formulated for the general case of an N-fold cross with N ≥ 2 (see also [10, 16, 22] ). It remains an open question whether W is the maximal extension region of W for the family of mappings discussed in the Main Theorem (for a special case see [25] ). Various applications of the Main Theorem will be given in Section 6 below. It is possible to obtain a generalization of the Main Theorem in the case where M is not necessarily closed in W. Indeed, it suffices to make use of the works [12, 13] and combine them with our present method.
Before going further we say some words about the exposition of the paper. We only give the proof of the Main Theorem for the case where the set of singularities M is locally pluripolar in fibers. It is therefore left to the interested reader to treat the case where M is thin in fibers. On the other hand, as in any article 12 It is worthy to note that this assumption is not so restrictive since we know from Subsection 2.1 that A \ A * and B \ B * are locally pluripolar for arbitrary sets A ⊂ D, B ⊂ G. 13 Note that if A ∩ D = ∅ and B ∩ G = ∅, then this intersection is empty. 14 It follows from Subsection 2.2 that of holomorphic extension, there are always two parts: describing the method of extension and justifying the gluing process. Since our primary aim is to make the article as compact as possible, we focus more on the way we extend the mappings than the gluing process. Throughout the paper, Z always denotes a complex analytic space possessing the Hartogs extension property.
Auxiliary results
First we recall and prove some auxiliary results. From [10] we extract the following particular case of a general cross theorem with singularities which will be needed in the future.
Then there exists a relatively closed pluripolar set M ⊂ W such that:
Proof. The special case when D and G are pseudoconvex and Z = C has been proved in [10] . However, using a recent result in [16] , the assumption that D and G are pseudoconvex can be removed. Now we treat the general case where Z is a complex analytic space possessing the Hartogs extension property. Applying Theorem 3.3 below and using the hypothesis that M is a relatively closed subset of W, we may obtain a local extension of f defined on some open neighborhood of W \ M. Finally, by applying Theorem 2.5, the desired conclusion of the theorem follows from its special case Z = C (see also [2] ).
We also need the following version of Theorem 3.1 when M is not necessarily • pluripolar sets P ⊂ A, Q ⊂ B such that the set A 0 := A \ P, B 0 := B \ Q are locally pluriregular,
• a relatively closed pluripolar set M ⊂ W such that:
Proof. The special case when D 0 , D and G 0 , G are pseudoconvex and Z = C has been proved in Theorem 3.4 of [12] . However, using a recent result in [16] , the assumption of pseudoconvexity can be removed. Finally, by applying Theorem 2.5, the desired conclusion of the theorem follows from its special case Z = C.
The next result was proved by the first author in [17] . The following result will play an important role in the sequel. In this article, let mes denote the Lebesgue measure on the unit circle ∂E. Recall here the system of angular (or Stolz) approach regions for E (see, for example, [17] ). Put
where arg :
is referred to as the system of angular (or Stolz) approach regions for E. In this context A − lim is also called angular limit.
For z ∈ C n and r > 0, let ∆ n z (r) denote the open polydisc centered at z with radius r. When n = 1, we will write for short ∆ z (r) instead of ∆ 1 z (r). Fix A ⊂ ∂E. For a ∈ ∂E and 0 < ρ, ǫ < 1, let
It is worthy to remark that if a is a density point of A, then ∆ a (ρ, ǫ) = ∅.
The following result will be very useful. 
Then there is a unique functionf
Proof. Using the hypotheses that f | ∆a(ρ,ǫ)×V is holomorphic and that B 0 intersects all connected components of B, we can adapt the argument given in the proof of Proposition 4.1 in [20] so that the latter proposition is still true in our context. The remaining of the proof follows along the same lines as those given in [20] making the obviously necessary changes.
Remark 3.6. The previous proposition still holds if we replace the domain D :=
E by the open set D := {z ∈ E : ω(z, A, E) < ǫ} for some 0 < ǫ < 1.
The first main purpose of this section is to establish the following higher dimensional version of Theorem 3.5. 
locally bounded function such that
• for all a ∈ A, f (a, ·)| ∆ n 0 (r)\Ma is holomorphic; • for all w ∈ E n , the function f (·, w)| E is holomorphic and admits the angular limit f (a, w) at all points a ∈ A.
Then there is a unique functionf
The second main purpose is to prove the following generalization of Theorem 3.7, where D need not to be a disc. • M is locally pluripolar in fibers over A and over B;
Then there exists a relatively closed locally pluripolar subset
for every function f : W \ M −→ C satisfying the following conditions:
there exists a unique functionf ∈ O( W \ M, C) which admits the
In order to prove Theorem 3.7 and 3.8, our strategy is as follows. First, observe that Theorem 3.7 for the case n = 1 follows from Theorem 3.5. Next, we will show that Theorem 3.7 for a given n implies Theorem 3.8 for this n. Finally, it suffices to show that Theorem 3.8 for n = 1 implies, in turn, Theorem 3.7 for arbitrary n.
To make the above strategy to work we will rely on the approach using holomorphic discs as it was done in [17] . For a bounded mapping φ ∈ O(E, C n ) and ζ ∈ ∂E, f (ζ) denotes the angular limit value of f at ζ if it exists. A classical theorem of Fatou says that mes ({ζ ∈ ∂E : ∃f (ζ)}) = 2π. 
This theorem which has been proved in Theorem 3.8 of [17] motivates the following This result permits to pass from the relative extremal functions ω(·, A 0 , D), where A 0 ∈ E(A), to the plurisubharmonic measure ω (·, A, D) .
Proof. The case where M = ∅ is treated by the first author in [17] where he starts from Theorem 8.2 therein in order to prove the main theorem in Section 9 of that article. This method also works in the present context making the obviously necessary changes.
In the light of Part 2) of Proposition 3.11, Theorem 3.8 is reduced to prove the following result. • M is locally pluripolar in fibers over A;
there exists a unique functionf ∈ O( W 0 \ M, C) which admits the
Proof. First we will find a subset M ⊂ W 0 such that
• for all z ∈ D, the vertical fibers M z := {w ∈ G : (z, w) ∈ M} are relatively closed pluripolar in ( W 0 ) z := {w ∈ G : (z, w) ∈ W 0 };
• f | D×B extends tof which is well-defined on W 0 \ M and which satisfieŝ
To this end fix a z 0 ∈ D. We want to construct the vertical fiber M z 0 . Take an arbitrary ǫ > 0 such that
By Theorem 3.9 and Definition 3.10, there is an ǫ-candidate (φ, Γ) for (z 0 , A 0 , D). By shrinking Γ using Lusin's theorem, we may assume without loss of generality that φ| Γ is continuous. Moreover, using the hypotheses on M and on f, we see that the function f φ , defined by
satisfies the hypotheses of Theorem 3.7, where
By this theorem, let M φ be the relatively closed pluripolar subset of X (Γ, B; E, G)
Using the above discussion we will define M z 0 and the desired extension functionf (z 0 , ·) on ( W 0 \ M) z 0 as follows: fix a point (z 0 , w 0 ) ∈ W and an ǫ > 0 such that
and there exists an ǫ-candidate (φ, Γ) for (z 0 , A, D) with (0, w 0 ) ∈ X (Γ, B; E, G)\ M φ . Then the value off at (z 0 , w 0 ) is, by our definition, given aŝ
wheref φ is defined in (2)-(3). On the other hand, put
Using Lemma 4.5 in [17] it can be checked thatf(z 0 , ·) is well-defined on ( 
Using the hypotheses on f and the previous paragraph, we see that 
This, combined with (6), implies thatf (given in (4)) extends holomorphically to (A δ × G δ ) \ M δ . Note that M δ may be taken as singular with respect to all these extended functions. On the other hand, it follows from (5) that
Now fix a sequence (δ k )
∞ k=1 such that 0 < δ k < 1 and δ k ց 0 + . Then, using the last equality, we may glue ( M δ k ) ∞ k=1 together in order to obtain a relatively closed pluripolar subset M of W 0 and an extension functionf ∈ O( W 0 \ M , C) with the desired properties of the theorem.
Prior to the proof of Theorem 3.7 for all n we make some preparation. Under the hypotheses and notation of Theorem 3.7 we establish the following Proposition 3.13. Let A be a measurable subset of ∂E with mes(A) > 0. Then, for every density point a 0 ∈ A and every r ′ ∈ (1, r), there exist 0 < ρ = ρ r ′ , ǫ = ǫ r ′ < 1 and a relatively closed pluripolar set
that every function f satisfying the hypotheses of Theorem 3.7 extends holomorphically to
In other words, this proposition says that some local extensions are possible. 
Proof. Fix a point
where mes denotes the linear measure on ∂E. For every w ′ ∈ ∆ n−1 0 (r ′ ) \ F, we have that mes(A \ C w ′ ) = 0, where C w ′ := {z ∈ A : (z, w ′ ) ∈ C}. Applying Remark 3.6 to the function f (·, w ′ , ·) restricted to the cross
we conclude that there exists a closed pluripolar set
⊂ S and every function f satisfying the hypotheses of Theorem 3.7 extends holomorphically to a functionf w ′ defined on Y w ′ \ T w ′ . Next, we will argue as in the proof of Theorem 3.12. More precisely, for all 0 < δ <
We define a set M as follows:
Moreover, we define a new functionf δ on
Using the hypotheses on f and the previous paragraph, we see that
Arguing as in the proof of Theorem 3.12 we can show that there exists a relatively closed pluripolar subset T n of Y n such that every function f as in the hypothesis extends holomorphically to a function f n defined on Y n \ T n , where
In order to calculate Y n we need the following lemma.
Lemma 3.14.
Proof. Using Proposition 5.2 in [17] we may assume without loss of generality that ǫ = 1. Observe that the (2n − 1)-dimensional Lebesgue measure of
is zero and that the set (A ∩ ∆ a 0 (ρ)) × ∆ n−1 0 (r ′ ) is living on the boundary of the smooth hypersurface ∂E × ∆ n−1 0 (r ′ ) in C n . Consequently, in the desired equality we may suppose that
. Then the equality follows easily from the product property for the extremal function.
We come back to the proof of the proposition. Using the above lemma, we get
Since r ′′ < r, we may find an ρ n ∈ (0, ρ] such that every function f as in the hypotheses of Theorem 3.7 extends holomorphically to a function f n defined on
We may assume that T n is singular with respect to the family { f n : f as in the hypotheses of Theorem 3.7}.
Repeating the above argument for the coordinates w ν , ν = 1, . . . , n − 1, and gluing the obtained sets, we find an ρ 0 ∈ (0, ρ], ǫ 0 ∈ (0, ǫ] and a relatively closed pluripolar set T 0 := n j=1 T j such that every function f as in the hypotheses of Theorem 3.7 extends holomorphically to a function
where
Let Ω denote the envelope of holomorphy of Ω. Applying Theorem 3.4, we find a relatively closed pluripolar subset T of ∆ a 0 (ρ 0 , ǫ 0 ) × Ω such that every function f as in the hypotheses of Theorem 3.7 extends to a function f holomorphic on
. We may assume that T is singular with respect to the family { f : f as in the hypotheses of Theorem 3.7 }. Hence, the proof is finished. Now we are in the position to show that Theorem 3.8 for n = 1 implies Theorem 3.7. Proof of Theorem 3.7. Suppose without loss of generality that all points of A are density points of A. Using a classical exhaustion argument it suffices to prove the following Assertion. For every compact set A 0 ⊂ A and every r ′ ∈ (1, r), there exist 0 < ρ = ρ r ′ and a relatively closed pluripolar set T = T r ′ ⊂ X A 0 , E n ; E, ∆ n 0 (r ′ ) such that every function f satisfying the hypotheses of Theorem 3.7 extends holomorphically to X A 0 , E n ; E, ∆ n 0 (r ′ ) \ T. Now fix a compact set A 0 ⊂ A and an r ′ ∈ (1, r). Applying Proposition 3.13 to all points of A 0 and using the compactness of A 0 , we may find k points a 1 , . . . , a k ⊂ A and 2k numbers 0 < ρ 1 , ǫ 1 , . . . , ρ k , ǫ k < 1 and a relatively closed pluripolar set
• every function f satisfying the hypotheses of Theorem 3.7 extends holo-
We are able to define a new functionf on X Ω,
Using the hypotheses on f and the previous argument, we see that
Consequently,f satisfies the hypotheses of Theorem 3.2. Applying this theorem yields a relatively closed pluripolar subset T of X Ω,
Using the above-listed properties of a 1 , . . . , a k , we see that
This proves the above assertion, and thereby completes the theorem.
Using holomorphic discs
In this section we combine Poletsky's theory of discs [26, 27 ], Rosay's Theorem on holomorphic discs [28] and Theorem 3.1.
Let us recall some facts from Poletsky's theory of discs. For a complex manifold M, let O(E, M) denote the set of all holomorphic mappings φ : E −→ M which extend holomorphically to a neighborhood of E. Such a mapping φ is called a holomorphic disc on M. Moreover, for a subset A of M, let
In the work [28] Rosay proved the following result. 
This implies the following important consequence (see, for example, Proposition 3.4 in [16] ). 
Taking for granted this assertion, the theorem follows immediately from a routine gluing process. Now we shall present the proof of the assertion. Applying Since Φ and Ψ are surjective, it is clear that M is a relatively closed subset of W and that M is locally pluripolar in fibers over Φ −1 (A) and Ψ −1 (B). Now consider the mapping F : W \ M → Z defined by
Using the hypotheses of the theorem, we are able to apply Theorem 3.1 to F. Consequently, we obtain a relatively closed locally pluripolar subset M of W and a mapping
Let C be the set of critical points of (x, y) → (Φ(x), Ψ(y)). This is a proper analytic subset of U × V since Φ and Ψ are surjective (using Sard Theorem). Now define the set C := (Φ(x), Ψ(y)) : (x, y) ∈ C .
It is not difficult to show that C is relatively closed and is contained in a proper analytic subset of U × V. Using the above formula for F we see that
Consequently, using the Uniqueness Principle we can show that
Therefore, we can define the mappinĝ
Since Φ and Ψ look like fibrations outside C,f is holomorphic. Now letting
we see that S is locally pluripolar in U × V. Using (8) we may choose a connected open neighborhood U × V of (z 0 , w 0 ) in (U × V) ∩ W with the required properties of the assertion. This completes the proof.
The following result is an immediate consequence of the above theorem. Proof. Observe that the proof of Theorem 3.8 still works if in the original hypothesis of the latter theorem we only change the following: B is a polydisc, that is, B is not necessarily centered at the center of the polydisc G. The second step will be to require that B is (only!) an open subset of the polydisc G. For this step we should apply Theorem 4.3 in order to obtain local extensions. Then by a routine patching process, we may obtain the global extension from the local ones. The last step will be to require simply that B is an open set of an arbitrary domain G. In fact, this step is reduced to the second one by using parameterized families of holomorphic discs (see Lemma 3.2 in [16] 
Proof of the Main Theorem
First we will prove the following local version of the Main Theorem. 
• for every mapping f :
Proof. There are two cases to consider.
Invoking the hypothesis on M we see that there exist an open neighborhood U of a in X and an open neighborhood V of b in Y such that
Moreover, we may assume without loss of generality that U and V are biholomorphic to some bounded Euclidean domains. Using this we are able to apply Theorem 3.3 to f restricted to
On the other hand, by Proposition 3.5 in [17] ,
Now fix a sequence (δ k ) ∞ k=1 such that 0 < δ k < 1 and δ k ց 0 + . Therefore, using the last equality, we may glue ( M δ k ) ∞ k=1 (take again the smallest singular sets) together in order to obtain a relatively closed pluripolar subset M of X (A 0 ∩ U, B 0 ∩ V ; D, G ∩ V ) and an extension mappingf holomorphic on
Choose an open neighborhood U ⊂ D of a (resp. V ⊂ G of b) which is biholomorphic to a bounded Euclidean domain. Using the hypotheses , we are able to apply Theorem 3.1 to f | X(A∩U,B∩V ;U,V ) . Consequently, we obtain a relatively closed locally pluripolar subset M 0 of X(A 0 ∩ U, B 0 ∩ V ; U, V ) and a mappinĝ f 0 ∈ O X(A 0 ∩ U, B 0 ∩ V ; U, V ) \ M 0 , Z which extends f. The remaining part of the proof follows along the same lines as those given in the previous case. The only difference is that we will apply Corollary 4.5 instead of Corollary 4.4.
Finally, we arrive at the Proof of the Main Theorem. By Proposition 3.11, we only need to check the condition stated in that proposition. In the sequel we are under the hypotheses and notation introduced in that condition. The proof will be divided into two steps. 
Applications
In [17] the first author gives various applications of the Main Theorem for the case where M = ∅ using three different systems of approach regions. These are the canonical one, the system of angular approach regions and the system of conical approach regions. We only give here some applications of the system of conical approach regions. The reader may try to treat the first two cases, that is, to translate Theorem 10.2 and 10.3 of [17] into the context of the Main Theorem. Let D ⊂ C n be a domain and A ⊂ ∂D. We suppose in addition that D is locally C 2 smooth on A (i.e. for any ζ ∈ A, there exist an open neighborhood U = U ζ of ζ in C n and a real function ρ = ρ ζ ∈ C 2 (U) such that D ∩U = {z ∈ U : ρ(z) < 0} and dρ(ζ) = 0). We define the system of conical approach regions supported on A: A = A α (ζ) ζ∈D, α∈I ζ as follows:
• If ζ ∈ D\A, then A α (ζ) α∈I ζ coincide with the canonical approach regions.
• If ζ ∈ A, then A α (ζ) := {z ∈ D : |z − ζ| < α · dist (z, T ζ )} , where I ζ := (1, ∞) and dist (z, T ζ ) denotes the Euclidean distance from the point z to the to the tangent hyperplane T ζ of ∂D at ζ.
We can also generalize the previous construction to a global situation: X is an arbitrary complex manifold, D ⊂ X is an open set and A ⊂ ∂D is a subset with the property that D is locally C 2 smooth on A. Let X be an arbitrary complex manifold and D ⊂ X an open subset. We say that a set A ⊂ ∂D is locally contained in a generating manifold if there exist an (at most countable) index set J = ∅, a family of open subsets (U j ) j∈J of X and a family of generating manifolds 16 (M j ) j∈J such that A ∩ U j ⊂ M j , j ∈ J, and that A ⊂ j∈J U j . The dimensions of M j may vary according to j ∈ J.
Suppose that A ⊂ ∂D is locally contained in a generating manifold. Then we say that A is of positive size if under the above notation j∈J mes M j (A∩U j ) > 0, where mes M j denotes the Lebesgue measure on M j . A point a ∈ A is said to be a density point of A if it is a density point of A ∩ U j on M j for some j ∈ J. Denote by A ′ the set of density points of A. Suppose now that, in addition, A ⊂ ∂D is of positive size. We equip D with the system of conical approach regions supported on A. Using the work of B. Coupet (see Théorème 2 in [6] ), one can show that 17 A is locally pluriregular at all density points of A and A ′ ⊂ A. Consequently, it follows from Definition 2.3 that ω(z, A, D) ≤ ω(z, A ′ , D), z ∈ D.
• M is thin in fibers (resp. locally pluripolar in fibers) over A and over B;
• M ∩ (A × B) = ∅.
Then there exists a relatively closed analytic (resp. a relatively closed locally pluripolar) subset M of W ′ such that W ′ \ M ⊂ End( W ′ \ M) and that for every mapping f : W \ M −→ Z satisfying the following conditions:
(ii) f is locally bounded along (A × G) \ M, there exists a unique mappingf ∈ O( W ′ \ M, Z) which admits the A-limit f (ζ, η) at every point (ζ, η) ∈ W ′ \ M.
