ABSTRACT In this paper, a novel frequency-hopping sequence with lower probability of detection is proposed for covert communication systems. By formulating and solving a constrained optimization problem, a probability vector aiming for covert communication is obtained in the presence of interference. The proposed frequency-hopping sequence chooses channels based on the probabilities, which can achieve the lowest probability of detection under a prescribed bit error rate. Moreover, by using an -2 norm constraint in the optimization problem, the maximum Hamming autocorrelation of the proposed frequency-hopping sequence is studied. We also discuss the relationship between the -2 norm constraint and the bounds on the maximum Hamming autocorrelation. Simulation results verify the performance of the proposed frequencyhopping sequence.
I. INTRODUCTION
With the increasing demands of confidential data transmission, low-probability of detection (LPD) has drawn increasing attention in the field of wireless communications [1] - [7] . Meanwhile, the requirements of LPD exist not only in the field of conventional data transmission but also in the field of cognitive radio (CR). In CR, the secondary users have to transmit information with LPD so that the signals cannot be detected by the primary users [5] . Thus, designing a covert wireless system that can decrease the probability of detection (PD) is of great importance [7] .
Indeed, it is difficult to design a perfect covert system. As the eavesdropper's complexity tend to infinity, [7] showed that the undetectable error-free rate, which is referred to as the privacy rate, reaches zero over additive white Gaussian Noise (AWGN) channels. This means that when there is an eavesdropper with infinity complexity, it is impossible to implement a covert system with positive privacy rate. Systems analyzed in [5] and [8] - [10] achieved a positive privacy rate under the assumption that the detector is lack of prior knowledge, e.g., background noise power. In their design, the sum of the probabilities of false alarm and miss detection at the detector are close to 1. [1] achieved a positive privacy rate by employing opportunistic jamming. The literature assumed that the users are able to estimate their channel state information (CSI) so that the jamming can be used to hide the information.
Frequency-hopping (FH) spread spectrum is widely used in civilian and military communications, such as Bluetooth [11] and Link 16 [12] . As a result of switching their frequency rapidly and randomly, FH systems are known to be robust and flexible compared to non-FH systems [13] . Also, they can decrease their PDs by properly hopping into the channels with lower PDs. Thus, in this paper, a covert system based on FH technology is designed in this paper. Since the center frequency of the FH systems are controlled by their FH sequences (FHS), the FHS has a direct impact on the PD and communication performance. Therefore, considering both the communication performance and LPD properties, designing an FHS that can improve the PD under the same communication performance is challenging.
Conventional random FH (RFH) sequence is generated by uniformly selecting each entry from the whole FH set [13] - [17] . It achieved a lower maximum Hamming correlation (MHA) than other FHSs, and hence is suitable for establishing FH networks. The most significant drawback of RFH is its low communication performance because hopping into a interfered channel can decrease its system performance.
To address this problem, adaptive FH (AFH), which is adopted in the Bluetooth, is proposed to choose channels adaptively based on the working environment [11] . The basic principle of AFH is to avoid hopping into the interfered channels, and remove the interfered channels from its FH set based on a prescribed threshold. Recently, the authors in [11] proposed an interference-aware FH (IAFH) sequence, which is a probabilistic approach and achieves a low packet error rate performance in the presence of interference. Meanwhile, an AFH-based cognitive wide-gap FH (CWGFH) sequence was well studied in [18] , where the frequency gap between the two neighbour hoppings is bigger than a minimal gap.
The aforementioned FHSs do not consider the PDs of their communication signal. To improve the security of the communication signals, this paper focuses on covert FHS design, and proposes a novel FHS that can achieve the lowest PD under bit error rate (BER) and MHA constraints. We consider a scenario that both the transmitter and the detector know the CSI [1] , [8] , and different channels have different gains due to the imperfect frequency responses that exist in analog devices and channels. This leads to different BERs and PDs over each channel. The detector is based on the optimum noncoherent detector [19] , and make use of a constant false alarm rate (CFAR) detection strategy to detect the FH signal. Before data transmission begins, the transmitter and receiver estimate the BER and PD of each channel based on the knowledge of the noise power and channel gains. Then, a probability vector is obtained by solving an optimization problem that is built based on the PD and BER. Finally, the proposed FHS is generated by mapping the probability vector to a sequence. Considering the maximum Hamming autocorrelation (MHA) of an FHS is a key factor for FH multiple access (FHMA) systems [13] , the -2 norm constraint is further studied. Simulation results show the proposed FHS reaches the lowest system PD under BER constraints. We also discuss the relationship between the -2 norm constraint and MHA in Appendix. To the best of our knowledge, this is the first paper to investigate the covert FHS design.
The rest of paper is organized as follows. In Section II, we introduce our FH communication model and detector model. Section III proposes the FHS that can be used in covert communication. Section IV evaluates the performance of the proposed FHS. Finally, Section V concludes this paper.
II. SYSTEM MODEL
The system model is illustrated in Fig. 1 where Alice transmit information to Bob over wireless channels. The transmission FIGURE 1. The system model.
should be covert so that a detector named Dave can hardly detect the transmitted signal. The goal of Dave is to detect the presence of Alice's transmissions by using an energy detector.
A. FH COMMUNICATION
In our model, each device equips with an omnidirectional antenna. The frequency set F = {f 0 , f 1 . . . , f K −1 } has K carrier frequencies, and each channel occupies a fixed bandwidth B C . The hop rate of the system is set to be R H hops per second. Thus the dwell time is T H = 1/R H second. For an FHS with length L, let X = {X i } L−1 i=0 denote the FHS where X i is the ith entry of X and X i ∈ {0, 1, . . . , K − 1}. The centre frequency of the FH signal with respect to the time t is denoted by f (t), which holds its value during a dwell time, namely,
The kth path gain from the Alice to the Bob and Dave are G T,k and G Z,k , respectively, where the path gains are known by Alice and Bob [5] . The dehopped signal at Bob can be expressed as
where x (t) is the base-band signal at Alice, and n y (t) is additive white Gaussian noise with variance σ 2 . Here, we consider that x (t) has constant-modulus constellations, which means that the amplitude of each symbol is the same. The average signal-to-noise ratio (SNR) is defined as
where P T is the transmission power of Alice, namely
Similarly, the signal at the detector over the kth subchannel is expressed as
where n z,k (t) is additive white Gaussian noise with variance σ 2 at the detector. The Hamming autocorrelation of X is defined as
where the addition in the subscript is performed modulo L and h[a, b] = 1 if a = b and 0 otherwise [14] . As an important performance metric of an FHS, the MHA is defined as
B. SIGNAL DETECTION
The detection problem is formulated as a binary hypothesis problem. Let H 0 denote that no signal is present, and H 1 denote that a signal is present. The system PD and false alarm rate are respectively defined as
and
where T is the test statistic of the detector, and η is threshold of the detector. To detect the FH signal, Dave is modeled as the optimum noncoherent detector [19] , which is shown in Fig. 2 . We assume F and B C are known to Dave, hence, the detector consists of K radiometers, each of which outputs the energy of N samples from its corresponding channel [5] , [19] . To make use of the statistical characteristics, Dave has N T H B C , which means that there are H D = N /(T H B C ) 1 hops during a detection period. Let E k [i] denote the ith output from the kth radiometer, we have
where z[·] and n[·] denote the discrete samples of z(·) and n z,k (·), respectively. The test statistic is the summation of the outputs from the radiometers, namely,
Without loss of generality, we omit the index i for brevity and discuss the case of i = 0 in the following discussions.
Since the baseband signal has constant-modulus constellations, T follows a scaled noncentral chi-squared distribution if H 0 and a scaled central chi-squared distribution otherwise. Let χ 2 x 1 (x 2 ) denote the noncentral chi-squared distribution with x 1 degrees of freedom and noncentrality parameter x 2 . The test statistic can be expressed as
where
which represents the signal power at Dave. Based on (8) and (9), the system PD is given as
where Q α (·) and Q −1 (·) are the cumulative distribution function of χ 2 KN (α) and the inverse cumulative distribution function of χ 2 KN (0), respectively. Note that α is the sum of the energy from the received signal at Dave. Thus, to implement a lower system PD, Alice needs an FHS that can decrease α. Suppose that Dave has unlimited complexity, H D can be large enough, and α is stationary. Using this, the expectation of α can be expressed as
where E[·] denotes the expectation. Thus, the system PD is determined by
k=0 Pr(X = k)G Z,k , which is also known as the expectation of G Z,k .
III. SEQUENCE GENERATION
The goal of our FHS is to obtain the minimal system PD under a fixed system BER and MHA constraint. To generate the proposed FHS, we need to calculate the optimal probability of each channel. We assume that the noise power, path gains and BER of each channel are known to Alice, Bob and Dave. Let R E and R e,k denote the system BER and the BER of the kth channel, respectively. The generation problem can be formulated as
r e = R e,0 , R e,1 , . . . , R e,K −1
w i is the ith entry of w, U ∈ [1/K , 1] which is determined by the requirements from users and · 2 is the -2 norm. The -2 norm constraint (16e) is employed to limit the MHA, which we discuss in Appendix. The objective function (16a) is the expectation of G z,k . Since P T is a constant, our goal is to minimize the average received power at Dave. In practice, the entries in g can be given by users. Note that (16a) to (16d) are linear, and (16e) is quadratic. Thus, (16) is convex and has the standard form of convex optimization problem [20] . To solve it, we first ignore the positivity constraint w i ≥ 0 and denote the optimal probability vector as w * . Then a Lagrangian function can be given as
λ is a column vector which consists of two multipliers, and ν is also a multiplier which has ν ≥ 0. The dual function of (17) is given as
From the observation of (20), g (λ, ν) can reach its lower bound when
and ν > 0. Otherwise, if ν = 0, g (λ, ν) = −∞ and no optimal point can be reached. This means that the inequality constraint w * 2 2 ≤ U is active. To eliminate the multipliers, we first substitute the constraint A T w * = b into (21) and have
We substitute w * 2 2 = U and (22) into (21) and obtain
From (23), two roots can be obtained. Since ν > 0, one has ν = 1 2
Finally, the probability vector can be given in (25) by substituting (22) and (23) into (21) . If there are negative values in w * , some recursive algorithms, e.g., the sequential quadratic programming method [21] , can be used to solve the final w. Otherwise, w * is the optimal solution of (16) .
By mapping an uniform sequence to a non-uniform one based on w * , the proposed sequence with the probability of hopping to the kth channel w * k is generated. To keep FH synchronization between Alice and Bob, the generation of the uniform sequence is driven by a time-of-day (TOD) determined by the current time. Thus, the final sequence of the transmitter is the same as that of the receiver if their TODs are the same.
IV. SIMULATION RESULTS
The simulation settings are given as follows. The size of the frequency set is set to be K = 79. The transmitting power is 25 mW, and the path gains are assumed i.i.d. with exponential distribution. The noise power is set based on the SNR. The modulation scheme is binary phase-shift keying with a symbol rate of 1M baud. A non-coherent demodulator is assumed at Bob. Dave has an H D of 1024 and a P fa of 0.05. The system PD is given by (14) in the simulation. The MHA is obtained with L = 1024. The threshold of the CWGFH is 5 dB and the group size of IAFH is 5. Each result of the proposed FHS is given under the same BER as the compared FHS achieves. Fig. 3 presents the PD comparison among the three mentioned FHSs and the proposed FHS. As expected, the system PDs of the tested FHSs monotonically increases with SNR. Note that the PDs of RFH, IAFH and CWGFH are significantly larger than that of the proposed FHS. This shows that the proposed FHS has more suitable for covert systems. Furthermore, the proposed FHS with U = 0.3 has higher PDs compared to that of the FHS with U = 0.6. The reason is that the constraint U = 0.3 is more strict than the constraint U = 0.6. Overall, the PD of our proposed FHS is lower than the mentioned three FHSs with the same BER.
The result of the MHA is plotted in Fig. 4 . The MHA of the RFH sequence is the lowest for any γ as expected. Meanwile, the MHA of the CWGFH decreases with the increment of SNR, since the number of available channels at a lower SNR is less than that of available channels at a higher SNR. Due to the uniformity constraint U , it is clearly seen that the MHA of the proposed FHS with U = 0.3 is much lower than that of the FHS with U = 0.6. Note that the constraints with U = 0.3 is more strict than the constraints with U = 0.6. Also, the proposed FHS has the same MHA at any SNR, which means that the constraint (16e) is active throughout the simulation. Therefore, the uniformity constraint U can be determined by the requirements of network capability and PD in implementations.
To intuitively show the proposed FHS, we give 4 histgrams that represent the probability vector of the proposed FHS in Fig. 5 . The parameter settings and the corresponding results of the subfigures from Table. 1. From Fig. 5 , it is obvious that Fig. 5.(c) is the sparsest compared to other subfigures. In Fig. 5.(c) , most of the probabilities are centralized in three channels. The reason of this phenomenon is that a larger U relaxes the constraints, and hence increase the MHA according to the results that are given in Appendix. In FHMA applications, an FHS with a larger MHA can cause more collisions between devices. From Fig. 5.(c) , one can easily infer that such an FHS can cause more collisions since only several channels are available. Moreover, Fig. 5 gives that SNR has much impact on the PD. The same result can be also found in Fig. 3 .
V. CONCLUSIONS
In this paper, a novel FHS for covert communication was studied. A constrained optimization problem was formulated to build the FHS. The BER, PD and MHA of the FHS are considered in the problem. A probability vector was obtained by solving the optimization problem, which guarantees that our proposed FHS has the lowest PD under BER and MHA constraint. To generate the FHS, an uniform distributed random sequence driven by the TOD was mapped into a non-uniform sequence. Simulation results showed that the proposed FHS has the lowest PD with the same BER compared to the existing FHSs. Furthermore, it also showed that the MHA of the proposed FHS can be adjusted by the -2 norm constraint.
APPENDIX
The -2 norm constraint is employed to decrease the MHA. The relationship between the bounds on MHA and square of the -2 norm is discussed as follows.
The sum of the Hamming autocorrelation over τ is given as
Eq. (26) is equivalent to counting the number of the repeated VOLUME 5, 2017
elements for each element in X . Using this we have
where N X (k) is the number of occurrences of k in X . It is known that for any group of real numbers, its maximum value must greater than or equal to its mean value. Thus, according to (7) , the MHA of X must satisfies
The equality occurs only if H X (τ ) are the same for each τ . Based on the aforementioned sequence mapping approach, the expectation of N X (k) is the multiplication of the length of the FHS and the probability of the occurrence of k, namely,
Thus, by using (28), the expectation of lower bound on the MHA can be expressed as
for a large L. The upper bound on the MHA can be also given in a similar way. Based on (6) and (7), the MHA cannot larger than or equal to the number of the entry that has the most frequent occurrence in the FHS, which can be expressed as
Since we have the constraints (16b), (16c) and (16e), it must have
Thus, the upper bound on the MHA is given as
In conclusion, the bounds on the MHA is given as
Furthermore, when (16e) is active, we have 
