We establish an exponential inequality for degenerated U -statistics of order r of i.i.d. data. This inequality gives a control of the tail of the maxima obsulute values of the U -statistic by the sum of two terms: an exponential term and one involving the tail of h (X 1 , . . . , Xr). We also give a version for not necessarily degenerated U -statistics having a symmetric kernel and furnish an application to the convergence rates in the Marcinkiewicz law of large numbers. Application to invariance principle in Hölder spaces is also considered.
1. Exponential inequalities for U -statistics 1.1. Goal of the paper. Let (Ω, F , P) be a probability space, (S, S) be a measurable space and let r 1 be an integer. Let also h : S r → R be a measurable function and (X i ) i 1 an i.i.d. sequence where X i : Ω → S. The U -statistic (of order r) of kernel h and data (X i ) i 1 is defined as
where I r n := {i ∈ Z r , 1 i 1 < i 2 < · · · < i r n} .
When there is no confusion with the kernel or the order, we will simply write U n . Our goal is to control the tail of U n . More precisely, we would like to give a control on the following quantity P max r n N |U n | > N r/2 x , N r, x > 0, (1.3) independently on N , and with the help of a functional of the tail of h (X 1 , . . . , X r ). This type of inequalities has been studied in the case where the kernel h is bounded in [1, 2, 4, 12, 17, 18] . An extension to the case of U -statisitics of the form i∈I r n h i (X i1 , . . . , X ir ) has been considered in [8, 13] . We will then provide applications to the convergence rates in the law of large numbers. Moreover, the established inequality is also a good tool to verify tightness criterion for partial sum processes in Hölder spaces.
1.2. Statement for degenerated U -statistics. We will first assume that this U -statistic is degenerated, in the sense that for all s 1 , . . . , s r−1 ∈ S and for all q ∈ {1, . . . , r}, E [h (v q (s 1 , . . . , s r−1 , X 0 ))] = 0, (1.4) where v q (s 1 , . . . , s r−1 , X 0 ) is a vector of elements of S r whose q − 1 first components are respectively s 1 , . . . , s q−1 , the component q is X 0 and the remaining ones are s q+1 , . . . , s r−1 .
Notice that here, we are not making any symmetry assumption on the kernel h. 
where κ q is defined for a non-negative q by [2] gives also an exponential inequality when h is bounded. Theorem 1.1 gives a similar result up to the involved constants.
Remark 1.4. The bigger y is, the smaller the second term of the right hand side of (1.5) is but the higher the first term of the right hand side is. Therefore, when applying this inequality, we try to use it with an appropriate value of y.
Remark 1.5. The right hand side of (1.5) is independent of N . Therefore, when Theorem 1.1 is applied with a stronger normalization than N r/2 , we can get a decay in N . Remark 1.6. However, this inequality does not seem to be sufficient to deduce directly a satisfactory result for the law of the iterated logarithms. Indeed, one would need to control N r P max r n 2 N |U n | > 2 N r/2 a √ log N , which forces the choice x = a √ log N for each fixed N and one should choose y < 3 r x hence we would need exponential moments for |h (X 1 , . . . , X r )|, which is of course suboptimal.
1.3. Statement for general U -statistics with symmetric kernel. We now would like to give a result similar to Theorem 1.1 but without assuming that the U -statistic is degenerated. To this aim, we use the Hoeffding decomposition. Here we assume that the kernel h : S r → R is symmetric in the sense that for all x 1 , . . . , x r ∈ S and all permutation σ : {1, . . . , r} → {1, . . . , r},
(1.11)
The U -statistic involved in Theorem 1.1 are such that
almost surely for all j ∈ {1, . . . , r}. In order to extend the result to a larger class of U -statistic, we need to define a more general notion of degeneratedness.
is not equal to zero almost surely.
We express the U -statistic associated to this kernel h as a sum of U -statistics of order k with symmetric kernel. Define
where Q 1 . . . Q r h is defined as
Then the following equality holds: 
where q k = (k−1)k 2 and the constants A r , B r and C r depend only on r.
When h (X 1 , . . . , X n ) has a finite exponential moments, it turns out that a simpler upper bound can be given. Corollary 1.8) and all N r,
Remark 1.10. Corollary 1.2 in [26] gives a result in the same spirit, but with the following differences.
• Our inequality gives a bound on the tail probability of max r n N |U n |, while [26] gives a control of the tail of |U N |. • Our inequality show explicitely how the right hand side depends on E [exp (|h (X 1 , . . . , X r )| γ )].
It allows in particular to apply the inequality to R · h, R > 0, instead of h when E [exp (R |h (X 1 , . . . , X r )| γ )] is finite.
• The case 0 < γ 2 was addressed in [26] , whereas we cover the case γ > 0.
1.4. Application to convergence rates in the strong law of large numbers. Let U n be the U -statistic defined by (1.1). Suppose that E [|h (X 1 , . . . , X r )|] is finite. Then
If we assume that the U -statistic is degenerated of order i − 1 and if we impose more restrictive integrability conditions, an other normalization than n r can be chosen. Theorem 1.11 (Theorem 1 in [25] ). Let h : R r → R be a symmetric function, r 2 and let (X i ) i 1 be an i.i.d. sequence of random variables. Suppose that h is degenerated of order i − 1 where i ∈ {2, . . . , r}. Let q ∈ (1, 2r/ (2r − i)). Suppose that for all j ∈ {i, . . . , r},
(1.20)
Then n −r/q U n → 0 almost surely.
Information on the convergence rates in the Marcinkiewicz law of large number have been obtained in [9] and results in the spirit of Baum-Katz [3] for partial sums has ben obtained in [14, 16] , in all the cases under polynomial moment conditions, that is, finiteness of E [|h (X 1 , . . . , X r )| q ] for some q.
Our setting would also allow to derive result under similar assumptions but it seems that the inequality we obtain is not the most suitable in this context. However, under finite exponential moments, one can use Corollary 1.9 in order to quantify the convergence. 
An other way to measure the speed of convergence in the law of large numbers is by bounding the probabilities of large deviation. In the case of partial sums of an i.i.d. centered sequence
Extension to martingale with bounded moments have been investigated in [15] and [6] .
In the context of the U -statistics, the normalization will depend on the degree of degeneracy. 
where K 1 and K 2 depend on γ and M .
Weak invariance principle in Hölder spaces.
In this subsection, we will study an other limit theorem for U -statistics: the functional central limit theorem in Hölder spaces. Given a U -statistic U n of order r and kernel h : S r → R, we define a partial sum process by
In other words, σ n (k/n) = U k and the random function t → σ n (t) is affine on the intervals [k/n, (k + 1) /n]. In [19] , the convergence in distribution in the Skorohod space D[0, 1] of the process n −r/2 U [n·] n r is studied. In Corollary 1, it is shown that if U n is degenerated of order i − 1, i ∈ {2, . . . , r}, then n −i/2 U [n·] n r converges in distribution to a process I i (h i ) symbolically defined as
where W denotes the Gaussian measure (see the Appendix A.1 and A.2 of the paper [19] ). For i = 2, the limiting process admits the expression
are independent standard Brownian motions and +∞ j=1 λ 2 j is finite. In particular, such a process has path in Hölder spaces and would be also the limiting process for (σ n ) n 1 when r = 2. Therefore, the study of the limiting behavior of (σ n (t)) n r in Hölder spaces can be considered.
This question has been considered in the context of partial sum processes built on strictly stationary sequences of random variables, that is, of the form
where (X j ) j 1 is a strictly stationary centered sequence and a n → +∞. The asymptotic behaviour of such partial processes in D[0, 1] under dependence has concentrated a lot of effort; see for instence [20] for a survey on the main results. Define R i as the class of the real-valued functions ρ defined on [0, 1] which can be expressed as ρ (t) = t α L (1/t), where L : [1, +∞) → R is normalized slowly varying at infinity, positive and continuous, ρ is increasing on [0, 1] and
(1.26)
Notice that this implies that 0 < α 1/2 and for α = 1/2, the constraint reads
For example, if c is such that the function t → t 1/2 (ln (c/t)) β is increasing, then the latter constraint forces β > i/2. For ρ ∈ R i , we denote by H ρ the Hölder space associated to the modulus of regularity ρ, that is, the set of function x : [0, 1] → R such that x ρ := sup 0 s<t 1 |x (t) − x (s)| /ρ (t − s)+ |x (0)| is finite. Instead of dealing with the convergence in H ρ , we will work with a subspace which is more adapted to the study of convergence in distribution. Let
The convergence of partial sum processes of the form (1.25) when (X i ) i 1 is i.i.d. has been studied in [21, 22] . The convergence of (W n (·)) n 1 in H o ρ for ρ ∈ R 1 holds if and only if
Generally, a strategy to prove such results is to establish the convergence on the finite dimensional distribution and prove tightness, which is usually the most difficult part. In Equation (1.3) in [11] , a tightness criterion for partial sum processes of the form (1.25) with (X j ) j 1 and ρ of the form t → t α , 0 < α < 1/2. Its verification is done by using deviation inequalities, see for example [10] or Section 3.3 in [5] .
For the purpose of the study of the convergence of (σ n (·)) n 1 (defined by (1.23)), we need to extend this criterion in two directions: to partial sum processes like in (1.25) for which the sequence (X j ) j 1 is not necessarily stationnary and to the class of modulus of regularity R 1 . Proposition 1.14. Let (X j ) j 1 be a sequence of random variables. Let W n be the partial sum process built on (X j ) j 1 defined by (1.25) . Let ρ ∈ R i for some i 1. Suppose that for all positive ε, the following convergences hold:
where S N := N i=1 X i and (a n ) n 1 is an increasing sequence diverging to infinity and such that sup n 1 a 2n /a n is finite. Then the partial sum process defined by
Since the previous tightness criterion involves the tails of differences of partial sums, we have to establish a corresponding deviation inequality. Proposition 1.15. Let r 1 be an integer, (S, S) be measurable space, h : S r → R be a measurable function (with S r induced with the product σ-algebra) and let (X i ) i 1 be an i.i.d. sequence of S-valued random variables. Suppose that (1.4) holds for all s 1 , . . . , s r−1 ∈ S and for all q ∈ {1, . . . , r}. Then the following inequality holds for all positive x and all y such that x/y > 3 r and all n 2 > n 1 r:
where A r , B r and C r depend only on r and q r = r (r − 1) /2.
By combining this tightness criterion with the obtained deviation inequalities, we get the following function central limit theorem. Theorem 1.16. Let r 1 be an integer, (S, S) be measurable space, h : S r → R be a symmetric measurable function (with S r induced with the product σ-algebra) and let (X i ) i 1 be an i.i.d. sequence of S-valued random variables. Assume that h is degenerated of order i − 1 for some i ∈ {2, . . . , r} and that h is symmetric. Let ρ ∈ R r . Assume that
guarantees (1.33).
Remark 1.17. When r = 1 and ρ (t) = t α , we do not recover exactly the necessary and sufficient condition established in [21] , which reads lim t→+∞ t 1/(1/2−α) P {Y > t} = 0. However, when ρ (t) = t 1/2 (log (C/t)) β , we recover the same condition. (1) We will proceed by an induction argument on r. We will use martingale inequality, which helps to control the tail maximum of partial sums of a martigale differences sequences with the help of the tail of the sum of squares and the sum of conditional variances. (2) Using the notion of convex ordering that will be made explicit later, the sum of squares and the sum of conditional variances satisfy a "convexity domination" hence we will be reduced to tails of U -statistics of the previous order. (3) In order to perform the induction step, we will also need a rearragement of integrals of the type
, whose treatment will be addressed later.
2.1.1. Martingale inequality. We will formulate the martingale inequality we need to handle the tail of U -statistics. First, the following inequality is established in [7] .
Theorem 2.1 (Theorem 2.1 in [7] ). Let (D j ) j 1 be a martingale differences sequence with respect to the filtration (F i ) i 0 . Suppose that there exists random variables V i−1 , 1 i n, which are non-negative, F i−1 -measurable, non-negative functions f and g such that for some positive λ and for all i ∈ {1, . . . , n},
Then for all x, v, w > 0,
Notice that the condition (2.1) is satisfied for all λ > 0 when f (λ) = g (λ) = λ 2 /2 and
After having optimized over λ the right hand side of (2.2) and applying Theorem 2.1 to D j and then to −D j , we get that
for all x and v > 0. 
and splitting the last expectation over the sets where Y x/2 and Y > x/2 gives
and writing the last expectation as an integral over (0, +∞) involving the tail of Y , we get that Observe also that if Z and Y are two non-negative random variables such that (2.8) holds, then for each convex non-decreasing function ϕ :
(2.10)
When (2.10) holds for each convex non-decreasing function, we write Z conv Y . By Theorem 6 in [23] , part (c), if two random variables Y and Z defined on a common probability space (Ω, F , P) satisfy (2.10), then there exists a probability space (Ω ′ , F ′ , P ′ ) and random variables Y ′ and Z ′ such that Combining this with (2.9) gives the following lemma that will be used in the sequel. Using the previous lemma, one can control the tails of the maximum of a a martingale whose increments have common majorant for the order conv . Proposition 2.3. Let (D j ) j 1 be a martingale differences sequence with respect to the filtration
i is finite for all i 1. Suppose that there exists a random variable Y such that for all 1 i n, D 2 i conv Y 2 . Then for all x, y > 0 and each n 1, the following inequality holds:
Proof. We apply Theorem 2.1 in the following setting: x is replaced by xn 1/2 and v = n 1/2 y. We obtain that P max
In order to control the last two terms, we will show that
Let ϕ : R + → R + be a convex non-decreasing function. Then by convexity,
and from the fact that
Moreover, by convexity of ϕ and Jensen's inequality,
(2.17)
By the same argument as before,
which proves (2.14). We conclude by applying Lemma 2.2 twice, first to
2.1.3.
Step r = 1. As said before, the proof of Theorem 1.1 is done by induction on r. In this subsubsection, we treat the case r = 1. In this case, U n = n i=1 h (X i ) and condition (1.4) means that h (X i ) is centered. Therefore, an application of Proposition 2.3 to D j := h (X j ) gives the case r = 1 of Theorem 1.1.
The induction step.
Let A (r) be the following assertion: "for each measurable space (S, S), each measurable function h : S r → R (with S r induced with the product σ-algebra) and each i.i.d. sequence (X i ) i 1 of S-valued random variables such that
holds for all s 1 , . . . , s r−1 ∈ S and for all q ∈ {1, . . . , r}, the following inequality holds for all positive x and all y such that x/y > 3 r :
We have shown in the previous subsubsection that A (1) is true. Now, we assume that A (r − 1) is true for some r 2 and we will prove A (r). Let (S, S) be a measurable space, h : S r → R (with S r induced with the product σ-algebra) be a measurable function, (X i ) i 1 be an i.i.d. sequence of S-valued random variables satisfying
for all s 1 , . . . , s r−1 ∈ S and for all q ∈ {1, . . . , r}, and x and y be positive numbers such that x/y > 3 r . We will control P max r n N |U n | > N r/2 x by a quantity that can be treated by the case of U -statistics of order r − 1.
We define
where the notation I r−1 j refers to (1.2) and D j = 0 for 1 j r − 1. Then for all n r,
Moreover, defining F j as the σ-algebra generated by the random variables X i , 1 i j for j 1 and F 0 := {∅, Ω}, the sequence (D j ) j 1 is a martingale differences sequence with respect to the filtration (F j ) j 0 . Let
and X is a random variable which is independent of (X i ) i 1 and has the same distribution as X 0 . We will show that for all j r,
, it follows that D j has the same distribution as
24)
Let ϕ : R + → R + be a convex non-decreasing function. Then
we are in position to apply Proposition 2.3 with x := x and y := x 1−1/r y 1/r . We obtain P max
(2.28) In order to control the last term, we use the fact that X is independent of the sequence (X i ) i 1 hence
(2.29)
We bound the probability inside the integral for each fixed s. To this aim, we use the assumption that the assertion A (r − 1) is true. Define for a fixed s ∈ S the function h : S 
We derive in view of (2.28) and the fact that x/y > 3 r that
x y 
(2.36)
In order to control the last term, we will make a use of the following lemma.
Lemma 2.4. Let X be a non-negative random variable and let q, q ′ be non-negative numbers. Define
(2.37)
hence the function g q reaches its minimum at u = e q−1 . In particular,
We do the substitution w = u (1 + ln (u)) −q1 v for a fixed u. Then
Observe that if w < 1/κ q1 , then I (w) = 0. Assume now that w 1/κ q1 . Using (2.39) with q = 2q 1 , we get that g 2q1 (u) κ −1 2q1 hence g q1 (u) κ −1 2q1 √ u and it follows that
hence by (2.42), We get (2.38) after the substitution t = κ q1 w and the elementary inequality (1 + ln (at)) q (1 + ln a) q (1 + ln t) q . This ends the proof of Lemma 2.4.
To conclude the proof of Theorem 1.1, we apply (2.36) in the following setting:
2.1.5. Proof of Corollary 1.8. We start from (1.16) . We get that for each r n N , For all k ∈ {i, . . . , r}, the equality
We can therefore apply Theorem 1.1 in the setting
to get the wanted result.
2.2.
Proof of Corollary 1.9. We first use Corollary 1.8 with a y < 3 −r x that will be specified later. Observe that in view of Markov's inequality, 
We now choose C such that C 2γ iγ+2 B r,γ 1, where B r,γ is like in Corollary 1.9. We then apply for Corollary 1.9 in the settting h := Ch/ε, x = C2 N (α−(r−i/2)) and for N such that C2 N (α−(r−i/2)) x r,i,γ , with N = 2 N .
2.4. Proof of Theorem 1.13. We apply Corollary 1.8 with x replaced by xN i/2 . This gives P max
(2.59)
Using (2.9), we notice that sup t>0 exp (t γ ) P {|E [h (X 1 , . . . , X r ) | X 1 , . . . , X k ]| > t} κ · M , where κ depends only on γ. Therefore, we will only focus on the term associated to k = i in the right hand side of (2.59). After having used the condition on the tail, we obtain P max Proof of Proposition 1.14. First, by using Theorem 3 in [22] (which is a consequence of the Schauder decomposition of H o ρ and the tightness criterion given in [24] ), the following condition is sufficient for tightness of a sequence of processes (ξ n ) n 1 in H o ρ :
64)
we infer that max t∈Dj |λ j,t (ξ n )| max
and we are therefore reduced to prove that
(2.66) We will now control the differences W n ℓ2 −j − W n (ℓ − 1) 2 −j by exploiting the fact that the graph of W n is a polygonal line. Fix an integer n and define the interval I k := [(k − 1) /n, k/n], 1 k n. Define
(2.67) Let 0 s < t 1.
(1) There exists a k ∈ {1, . . . , n} such that s, t ∈ I k . Since on I k , W n is affine, we derive that
and applying the reasoning of the first case to treat the two terms, we get |W n (t) − W n (s)| n (t − s) R n .
(2.71)
(3) There exists a k ∈ {1, . . . , n} such that s ∈ I k and j ∈ {k + 2, . . . , n} such that t ∈ I j . We start from
(2.72) For the first and third terms of the right hand side, we use the reasoning of case 1 to get that their contribution does not exceed 2R n . The second term is |S j−1 − S k | /a n hence
Suppose that j [log 2 n] + 1 and let t = ℓ2 −j and s = (ℓ − 1) 2 −j . Then t − s = 2 −j < 1/n hence only the first two cases are possible. Consequently,
(2.74) Now, exploiting the fact that ρ (u) = u α L (1/u), we infer that for some constant C depending only on α and L, 
(2.76)
In total, we got that for a constant C depending only on ρ,
(2.77)
Since (1.30) guarantees that
it remains to check that the sequence max 1 j [log 2 n] ρ 2 −j −1 R n n 1 converges to 0 in probability. Due to the construction of W n and the assumptions on the sequence (a n ) n 1 and ρ, it suffices to check that the convergence in probability of R 2 N /ρ 2 −N N 1 . To this aim, notice that (1.30) implies (by considering n = 2 N ) that for each positive ε,
which implies the convergence in probability to 0 of R 2 N /ρ 2 −N . This ends the proof of Proposition 1.14.
Proof of Proposition 1.15. We start from the equalities where X is independent of the sequence (X i ) i 1 and has the same distribution as X. Then in the same way as in the proof of Theorem 1.1, we can prove that (D j ) n2 j=n1+1 is a martingale differences sequence and that D 2 j conv Y 2 for all j ∈ {n 1 + 1, . . . , n 2 }. Applying Proposition 2.3, we derive that (2.84)
Then we treat the last integral in the following way: we integrate with respect to the law of X, apply Theorem 1.1 to the U -statistics of order r − 1 and rearrange the integrals. Let us first show how Lemma 2.5 helps to conclude. After having applied the Hoeffding decomposition, the considered partial sum is a sum of partial sum process defined like in (1.23) but with U -statistics of lower order and overall degenerated, with a stronger normalization than n k/2 for each term of the sum in (1.16) . This shows tightness of the initially considered process and concludes the proof. Observing that x c2 j/2 ρ 2 −j , we derive that P U [n(k+1)2 −j ] − U [nk2 −j ] > n r/2 ερ 2 −j A r 2 −3j/2 + B r +∞ 1 P |h (X 1 , . . . , X r )| > c2 j/2 ρ 2 −j j −r/2 u 1/2 (1 + log u) qr du.
(2.89)
We conclude by summing over j J and exploiting the convergence of the involved series. Now, it remains to show that conditions (1.34) (respectively (1.35)) are sufficient in the case ρ (t) = t α (respectively ρ (t) = t 1/2 (log (c/t)) β ).
When ρ (t) = t α , we first use the fact that if a and b are two positive real numbers and Z is a non-negative random variable, then j 1 2 j P Z > 2 ja
This can be seen by cutting the tail probability on a sum of probabibilities that Z lies in (c j , c j+1 ], where c j = 2 ja (1+j) b then switching the sums. Applying this to Z = Y /v 1/2 for a fixed v, a = 1/2 − α and b = r/2, bounding the logarithms by (1 + log Y ) r/2 = and accounting 1/ (1/2 − α) gives (1.32). When ρ (t) = t 1/2 (log (c/t)) β , this follows from similar estimates as in the proof of Corollary 1.9. This concludes the proof of Theorem 1.16.
