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ABSTRACT 
Let Ax = b be a linear system of algebraic equations with a large nonhermitian 
matrix A, and let (T(A) denote the spectrum of A. Assume that there is an explicitly 
known compact set K in the complex plane, such that w(A) C K and 0 @K. We 
introduce sequences of Leja points {zjrz”,, for K and discuss convergence and 
stability properties of the Richardson iteration method with relaxation parameters 
Sj := l/zj. By replacing K with a finite set K, and using reciprocal values of the 
Lcja points for K, as relaxation parameters, we obtain a practical scheme for 
determining relaxation parameters for Richardson iteration. With a suitable choice of 
Km this scheme can be used to order any given sequence of relaxation parameters so 
as to avoid large amplification of roundoff errors. We also show how Leja points can 
be used to determine polynomial preconditioners. 
1. INTRODUCTION 
Many problems in scientific computing give rise to linear systems of 
algebraic equations 
Ax=b, A E CNxN, x,b E CN, (1.1) 
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with a large nonhermitian matrix. If the matrix A moreover is sparse or has 
some other exploitable structure, then iterative solution schemes may be 
preferable to direct ones. Many iterative solution schemes are presented in 
the monographs by Golub and Van Loan [14], Hageman and Young [16], 
Varga [35], and Young [38]. One of the simplest is Richardson iteration, 
xj := xj_l -Sj-l(Axj-l-b)> j = 1,2,3 ,... > (1.2) 
where x,, is an arbitrary initial vector. In this method one seeks to determine 
relaxation parameters Sj _ 1 E C so that the errors e j := A- ‘b - xj converge 
rapidly to zero as j increases. Often these parameters are used in a cyclic 
manner, i.e., one first chooses A,, 6,, . . . , a,_ 1 and then defines aj := ajmodn 
for all integers j > n. It is the purpose of the present paper to show that the 
use of Leja points (defined below) provides a computationally simple way 
both to determine relaxation parameters and to order a given set of parame- 
ters (Sj}yzai so as to reduce the amplification of roundoff errors. 
We first turn to the question of how to order a given set of relaxation 
parameters. It was first observed by Young [37] that when the iteration 
parameters are used in a cyclic fashion, their ordering is important for 
numerical stability. Young considered the case when the matrix A is real, 
symmetric, and positive definite, with all its eigenvalues in an explicitly 
known interval [a, b] on the positive real axis. We briefly describe his results. 
Introduce the Chebyshev polynomials for [a, b], 
T,,(z) := , n=0,1,2 ,..., (1.3) 
and let (J~“‘)~~c,i denote the set of zeros of T,(z) in monotonically increasing 
order, i.e. 
b+a-(b-a)cos j=O,l ,..., n-l. (1.4) 
It is well known that in exact arithmetic a suitable choice of n relaxation 
parameters for the problem considered by Young [37] is given by 
sj := l/$“‘, j=O,l ,...,n-1. (1.5) 
However, this ordering of parameters is poorly suited for computations in the 
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presence of roundoff errors; severe amplifications of roundoff errors can 
destroy the accuracy of the computed approximate solution, and may even 
lead to overflow. Therefore, Young [37] proposed another ordering of the Sj 
given by 
1 
6,j := - 
5’“’ 
n/Z+j 
1 
szj+p= 
l$h-j-l ' 
when n is even, and 
1 
n 
j=O,l,..., z-1, 
j-0,1,..., i-1, 
n-l 
j=O,l,...,- 
2 ’ 
(1.6b) 
n-l _ _ 
62j-1 ‘= 5(nl 7 j = 1,Z ,..., 
(n lW+j 2 ’ 
when rr is odd. In this ordering large and small residual parameters alter- 
nate, and a less dramatic amplification of roundoff errors results than with 
the ordering (1.5). 
The ordering (1.6) can be improved further, however, and several order- 
ing algorithms have been proposed since the publication of Young’s paper 
[37]; see [18; 19;20; 22, Section 4.2.41. Illustrative computed examples are 
presented by Anderssen and Golub [2] and Nikolaev and Samarskii [25;31, 
Section 9.21. Computed examples can also be found in Section 3 below. 
The present paper describes a new ordering algorithm for relaxation 
parameters in Richardson iteration. The main advantage of our algorithm 
over available schemes is that it can be applied to order arbitrary sets of 
relaxation parameters, and can therefore be used also when Richardson 
iteration is applied to the solution of nonhermitian linear systems of equa- 
tions. Moreover, Example 3.1 below shows that when K is an interval on the 
positive real axis, our ordering scheme is better than the ordering algorithm 
in [18] and [2], which is tailored for sets K of this particular form. In contrast 
with the ordering methods described in [12,33], our scheme does not require 
the computation of a conformal mapping. 
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Our ordering algorithm is closely related to the ordering of Leja points 
for compact sets K c C, and is motivated by the numerical behavior of the 
Richardson iteration method when the parameters aj are chosen as recipro- 
cal values of Lcja points. 
Let K be a compact set in @ with boundary aK, and let w(z) be a weight 
function on K such that b, <w(z) < b, for z E K for some constants 
0 < b, < b, ~00. Let z. E K satisfy 
IqJw( zo) = sup I&0( a), 
ZEK 
(1.7) 
and select points zj recursively so that 
j-l j-l 
nlzj-e,lw(zi)=~~~lirIrolz-z,lw(zj, zj~lZ, j=1,2,3,.... 
k=O 
The points zj are generally not determined uniquely by (1.7)-(1.8). We call 
any sequence of points za, zi, z2,. , . that satisfies (1.8) a sequence of weighted 
L,eja points for K, or sometimes just briefly Leja points for K. If w(z) is the 
magnitude of an analytic hmction on K, then by the maximum principle, all 
weighted Leja points lie on aK. When w(z) := 1 the weighted Leja points 
agree with the “classical” Leja points studied by Leja [21; 13, p. 1781 and 
probably first introduced by Edrei [6]. In this paper we will consider the 
weight functions w(z) := 1.~1 and w(z) := I. 
EXAMPLE 1.1. Let K := {z : 1~1~ 1) and o(z) := 1. A sequence of (classi- 
cal) Leja points for K can be constructed as follows. Choose za = 1. Then the 
next three Leja points zi, za, and z3 are zi = - 1, .a2 = i or - i, and 
2s = - 22, where i := m. This illustrates nonuniqueness. 
Let the integer j have binary representation 
j = 2 jk2k, jk E(O,l), (1.9a) 
k=O 
and introduce 
(1.9b) 
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It can be shown that the sequence of points a,,, zr, z2,. . . defined by (1.9) is a 
sequence of Leja points for K. Note that the points zj are obtained by bit 
reversal of the binary representation of j. A Richardson method that uses 
images under a conformal mapping of the points (1.9) is described in 1121. 
We say that a compact set K c @ belongs to class K if (i) its complement 
0 := (C U(a)) \ K is connected, (ii) 0 E a, and (iii) CI possesses a Green’s 
function G(x, y) with a singularity at infinity. In (iii) we have identified [w2 
with C by z = r + iy. The Green’s function G(x, y) has the properties (I) 
AG(r, y) = 0 in C? \{w}, (II) lim(,,,),,, G(x, y) = 0 for (x, y) E 0, and (III) 
where a/&r denotes the normal derivative directed into Cl, and s denotes 
arc length. In (III) and below (aG/JnXx, y)d.s is assumed to be replaced by 
an appropriate measure dF in case aK is nonsmooth. Leja [211 showed that 
the classical Leja points for K are uniformly distributed with respect to the 
density function 
1 3G 
G&yp’Y> on aK. 
A simple modification of Leja’s proof shows that the weighted Leja points 
also have this property; see Lemma 2.1 below. Our interest in weighted Leja 
points stems from the fact that their reciprocal values yield relaxation 
parameters which in computed examples often give smaller bounds for the 
errors ej in the iterates xj than if relaxation parameters that are reciprocal 
values of the classical Leja points are used. This is illustrated in Section 3. 
EXAMPLE 1.2. Let K = (z: Iz( G 1). Then G(x, y) = lnl.4, where z = r + 
iy, and 
Z(X,Y) = 1 for x2 + y2 = 1. 
Thus the weighted Leja points for K are uniformly distributed on dK = {z : IzI 
= 11, in agreement with Example 1.1. 
EXAMPLE 1.3. Let K be the interval [a, b] on the positive real axis. First 
assume that o(z) = 1 on K. Then the first few Leja points for K are given by 
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za = b, .a1 = a, and zs = $(a + b). There are no simple expressions available 
for Leja points zj for j large. However, for any weight function w(z) such 
that b, < o(z)< b, for z E K for some constants 0 < b, < b, <a, the 
weighted Leja points zj are uniformly distributed on [a, b] with respect to 
the density function. 
1 dG 
,y--(r,0):=;(b-r)-1/2(x-a)--L’2, a<x<b; 
see Lemma 2.1. Note that the zeros of the Chebyshev polynomials T,(z) for 
[a, b] also are uniformly distributed on [a, b] with respect to this density 
function as n -+ 03. 
Let the hermitian matrix A have its spectrum a(A) in the interval [a, b] 
on the positive real axis, and consider the solution of (1.1) by Richardson 
iteration. We mentioned above that a good set of relaxation parameters for 
this problem is given by {l/z : Z’,,(z) = O), w h ere the Chebyshev polynomial 
T,,(z) is defined by (1.3). The fact that the zeros of T,(z) and the sequence of 
weighted Leja points {zj}yzar for [a, b] have the same asymptotic distribution 
as n --fm (see Example 1.2) suggests that aj := l/zj, j = O,l,. . . , n - 1, also 
should be a good choice of relaxation parameters. We show in Section 2 that 
this is indeed the case. Moreover, these parameters give rise to a much 
smaller amplification of roundoff errors in the Richardson iterations than 
either sequence of parameters (1.5) or (1.6). 
Section 2 discusses Richardson iteration for the solution of linear systems 
of equations (1.11, and we assume that a set K of class K such that a(A) c K 
is explicitly known. We choose the relaxation parameters 6, to be reciprocal 
values of weighted Leja points, and show that the iterates xj in the 
Richardson iteration method converge with an asymptotically optimal rate of 
convergence with respect to K. This result has previously been established 
by Eiermann, Niethammer, and Varga, and our proofs are modifications of 
those presented in [8,9]. The tools developed to show convergence are then 
used in our discussion of the stability of this iteration scheme. 
Our analysis of Richardson iteration suggests an ordering algorithm for 
given general sets of relaxation parameters {SjQEil. Section 3 presents such 
an algorithm. It can be applied to order the relaxation parameters deter- 
mined by any of the methods described in [8-10,15,26,28,32]. Numerical 
examples illustrate the properties of the ordering algorithm. In Section 3 we 
also present a simple and rapid scheme for computing approximate Leja 
points for K by replacing K with a finite point set K ,,,. 
We remark that an application of the ordering algorithm of Section 3 is 
described in [23]. There a residual polynomial 4, of degree n (residual 
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polynomials are defined below) is determined by the GMRES method of Saad 
and Schultz [30]. The zeros lj, j = O,l,. . . , n - 1, of 4, are computed and the 
relaxation parameters Sj := l/lj are ordered by the ordering scheme of 
Section 3. Numerical examples in [23] show that instead of restarting the 
GMRES method after every 12 steps, it is often better to continue with 
Richardson iteration using the set of ordered relaxation parameters (8,)~~~ 
over and over again until the error in the approximate solution is suffkiently 
small. 
Section 4 describes how Leja points can be applied to the determination 
of polynomial preconditioners. We note that recent numerical experiments 
by Ashby, Manteuffel, and Saylor [3,4] h s ow that polynomial preconditioners 
of high degree can be attractive to use with the conjugate gradient method 
for the solution of hermitian indefinite linear systems of equations on a vector 
computer. Timings reported in [3,4] show that the fastest convergence on a 
Cray X/MP-48 computer can be achieved with preconditioners of degree as 
high as 20-50. Of course, polynomial preconditioners can also be used for 
nonsymmetric problems. 
2. RICHARDSON ITERATION AND LEJA POINTS 
Let K be an explicitly known compact set of class K such that a(A) C K. 
We show convergence and stability of the Richardson iteration method when 
the relaxation parameters Sj are chosen to be reciprocal values of weighted 
Leja points for K. Our notation follows [7,9]. 
Let 6 = {Sjr=, be a sequence of relaxation parameters. The error ej := 
A-‘b-xj in the iterate xj determined by Richardson iteration (1.2) satisfies 
j-l 
ej=(Z-Sj_lA)ej_l= n (Z-M)eo=qj(A)eo, 
k=O 
(2.1) 
where 
j-l 
4jCz) = kvo(l- ‘k’)* (2.2) 
The polynomials (2.2) are referred to as residual polynomials, because they 
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also satisfy rj = qj(A)r,, where rk .- b- Axk are residual errors. We mea- 
sure the rate of convergence of the iterates xj by the asymptotic convergence 
factor 
- 
Ile.11 “j 
K(S) := lim sup J , 
j+m e,ZO i I lIeOIl 
a quantity which is independent of the vector norm ]I I]. Throughout this 
paper II II d eno es t an arbitrary but fixed vector norm on CN, as well as the 
corresponding induced matrix norm on C Nx N. 
Assume for simplicity that there is a diagonal matrix D E CNxN and a 
nonsingular matrix S E CNxN such that A = S- ’ DS. This assumption is 
removed below. From 
ej = qj( A)e, = S-‘q,( D)Se, (2.3) 
it follows that 
Because all we know about the location of a(A) is that a(A) c K, we are led 
to the definition of the asymptotic convergence factor with respect to K, 
K(b,K) := lim 
j-m 
( zm~~19j(z)(1"}* 
We are interested in sequences of relaxation parameters 6 that minimize 
~(8, K) for a given compact set K of class K. 
Let G(x, y) be the Green’s function for Sz introduced in Section 1, and 
let H(x, y) be a conjugate harmonic function to G(x, y). Let p, be any 
polynomial of degree at most j such that ~~(0) = 1. An application of the 
maximum principle to pj(z)/exp[jG(x, y)+ $I(x, y)] for z = x + iy E Cl 
yields 
ma 1 pj( z) Il’j > e--G(020). 
ZEaK 
(2.4) 
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In particular, the polynomials q&z) satisfy ~~(0) = 1, and therefore by (2.4), 
K( 8, K) >/ e-C(o’o), 
which motivates the following definition [7,9]. We sa that Richardson itera- 
tion converges an asymptotically optimal rate of convergence with respect to 
K if 
K(8,K) = e--G(o,o). (2.5) 
We now show that if Sj = l/zj, where {zj}TSo is a sequence of weighted 
Leja points for K, then (2.5) holds. The proof requires the following lemma. 
LEMMA 2.1. L.et the compact set K be such that its capacity c = c(K), 
defined by 
c := ,~~~lzle~c(x~y), z=r+iy, (2.6) 
is positive. Let {.z~},~~, be a sequence of weighted L.eja points fw K, and 
assume that the weight function w(z) satisfies b, Q w(z) < b, fm all z E K, 
where b, and b, are constants such that 0 < b, Q b, <a. Then 
j-l 
lim n Izj - zkJ1’j= c, 
j-m k=O 
(2.7) 
(2.8) 
j-l 
lim n 1~ - zkll/j = cec(x,Y), z=x+iyER. 
j+mk=o 
(2.9) 
The convergence in (2.9) is un@m fw z belonging to any compact subset of 
0. Moreover, the weighted Leja points zj are un$n-mly distributed with 
respect to the density function 
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Proof. Equations (2.8) and (2.9) are shown by Leja [21] for the case 
o(z) := 1, and the proof can easily be modified to allow weight functions 
O(Z) that are both bounded and bounded away from zero. The inequality 
(2.7) follows by an application of the maximum principle to the function 
j-l 
+(z) := e-jC(x,y)-ijfKs.y) ,Co(z - Zk) z=x+iyElR. 
The statement on the distribution of the zj on aK follows by combining (2.8) 
with Theorems 4 and 5 of Walsh [36, Chapter 71. n 
The following result has previously been established by Eiermann, 
Niethammer, and Varga [8,9]. 
THEOREM 2.1 (Convergence). Let K be a compact set of class K which 
has positive capacity. Assume that a(A) c K. Let {zjl~zo be a sequence of 
weighted Leja points fm K, and def me the relaxation parameters in the 
Richardson iteration method by Sj := l/zj. Then (2.5) is valid, i.e., the 
iterates xj defined by (1.2) converge with an asymptotically optimal rate with 
respect to K. 
Proof. Apply (2.8) and (2.9) to the right hand side of 
j-l 
4jtz) = klo(‘- ‘k’) = 
rIhr+ - Zk) 
rlizgo- Zk) ’ 
in order to obtain 
(2.10) 
This shows (2.5). H 
Assume that improved eigenvalue estimates allow us to replace K by a 
set K’ s K of class lt6. Then by Proposition 3 of [7] the optimal asymptotic 
rate of convergence with respect to K’ is strictly higher than the optimal 
asymptotic rate of convergence with respect to K. This is illustrated in 
Example 3.2 below. 
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If the matrix A is pronouncedly nonnormal, i.e. if the eigenvector matrix 
S has a large condition number ~IS((~IS-‘(~, then the rate of convergence of 
the first iterates xj defined by (1.2) is determined by the location of the 
pseudospectrum of A rather than the spectrum of A. In such cases it may be 
appropriate to choose the set K to contain certain pseudo-eigenvalues of A; 
see Trefethen [34] and [23] for a discussion. 
We turn to the stability of the Richardson iteration method. Consider the 
iteration scheme 
_ - 
xj = xj-, - ~3~_~(A?i~-~ -b)+ E~__~, j = 1,2,3 ,..* 7 
with 2, = x0, obtained by allowing perturbations Ed_, in the right hand side 
of (1.2). These perturbations may, for instance, stem from roundoff errors 
introduced during each iteration. Define the error vectors 6, := A - lb - f j. 
Analogously with (2.1) we obtain 
j-2 
6, = qj(A)eo + C qj,k+l(A)Ek + ‘j-17 j=2,3,4 ,..., (2.11) 
k=o 
j-l 
qj,kCZ) ‘2~ l~k(l-slz)~ j>k. (2.12) 
The magnitude of the propagated error in iuj due to the perturbations ek, 
k = 1,2,. . . , j - 1, is bounded by the amplification factor 
j-2 
~j’=l+k~o~~YJ,k+~(A))I, j=2,3,4,... . (2.13) 
The next theorem provides a bound for the rate of growth of the cyj with j. 
The relaxation parameters (1.5) and (1.6) violate this bound; see Example 3.1 
below. 
THEOREM 2.2 (Stability). Assume that the conditions of Theorem 2.1 are 
valid. Then 
lim ,?/j = 1, 
J 
(2.14) 
j + cc 
where the cxj are defined by (2.14). 
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Proof. Let E be an arbitrary but fixed constant such that 0 < E < G(O, 0). 
Define the level curve I? := {z = x + iy : G(x, y) = E; X, y E IF!) in a. By using 
the spectral resolution A = S- ‘DS, we obtain 
j-2 
< ylls-‘II IISII c k=Oz~r~Ajl%.k+l(z)I 
(2.15) 
where the constant y depends on the matrix norm used; for the euclidean 
norm y = 1. We now derive a bound for 19j,k+r(~)( for z E r. By (2.9) there 
are constants dl > 0 depending on E and j, but independent of j such that 
for all j z j, with j, chosen sufficiently large, 
j-l 
min n lz-zklad2, 
Z’=rk=o 
j-l 
d3e[G(0.0)-~lj < n lo- zkl G d4e[G(0,0)+&lj~ 
k=O 
These bounds and (2.10) yield 
min 1 qj( z) I> ~e[-c(o.o)-rli, 
zer 4 
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and therefore 
44 _e[-G(0,0)+3~lje[C(0,0)+EKk+1) 
’ d,d, 
Hence, there is a constant d, > 0, such that 
j-2 
C max (qj,k+l(z) Gd5e4’j. 
k=OZEr 
(2.16) 
Combining (2.16) and (2.17) shows that Gj,,o$‘j 6 1, and (2.15) now 
follows from (Y j > 1. n 
In this section we have assumed so far that the matrix D in the spectral 
resolution A = S- ‘DS is diagonal. This restriction is not necessary. Assume 
that D is a Jordan matrix whose largest block is of order s. Then the 
definition of ~(8, K) and the proofs of Theorems 2.1-2.2 have to be modified 
by including bounds for the derivatives max,,xlqj(k)(z)(, 0 < k < s; see, e.g., 
[9]. Such bounds can be obtained by the following extension of the Markov 
inequality. 
LEMMA 2.2. Let K be a compact set, and let the capacity of each of the 
connected components of K be bounded away from zero. Then there is a 
constant y, independent of j, such that for all polynomials p, of degree at 
most j, 
(2.17) 
Proof. Let K’ be a connected component of K with capacity c(K’). 
Pommerenke [27, Theorem 11 showed that 
from which (2.18) follows. m 
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A recursive application of (2.18) yields bounds for higher order deriva- 
tives. Thus, let K be a compact set of class K that moreover satisfies the 
requirement of Lemma 2.2. Then one can show by using Lemma 2.2 that the 
numerical value of ~(8, K) is independent of the size of the Jordan blocks of 
D, and Theorems 2.1 and 2.2 remain valid. A different treatment of defective 
matrices is presented in [S]. 
3. COMPUTATION AND ORDERING OF RELAXATION 
PARAMETERS 
The numerical determination of Leja points by (1.7)-(1.8) can be fairly 
d&cult if the number of points desired is large. In actual computations it is 
therefore attractive to replace K in (1.7)-(1.8) with a set K, consisting of m 
boundary points of K. We obtain the problem of selecting n points of K,. 
ALGORITHM 3.1 (Computation of relaxation parameters). 
Input : Set of m distinct points K, and n, the number of relaxation 
parameters Sj to be computed, where n < m. 
output: Relaxation parameters a,, a,, . . . , a,_ ,, such that 
I/&I/4,..., l/6,_ 1 are the first n points in a sequence of weighted Leja 
points for K,. 
Determine 6, such that )1/6,lw(1/6,) = max.,x,lzlw(z), l/6, E K,,; 
forj=I,2,...,n-I do 
Determine Sj such that 
This algorithm requires only O(mn> arithmetic operations. Assume that 
the points of K, are distributed fairly uniformly over all aK. Then we expect 
that for some (possibly small) value of n < m the sequence S,, 6,, . . . , a,_ 1 of 
relaxation parameters determined by Algorithm 3.1 is a good approximation 
of relaxation parameters l/z,, l/z,, . . . , l/z,_ 1, where {.zjJ~=, is a sequence 
of weighted Leja points for K, in the sense that 
j-l j-l 
max n )l- S,zJo( z) = max n I1 - $zlo( z), j = 1,2 ,...,n. 
ZEK, l=() ZEK 1=o 
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If the points in K, are not pairwise distinct, then we perturb nondistinct 
points in order to obtain a set of pairwise distinct points to which Algorithm 
3.1 can be applied. We also can use Algorithm 3.1 to order a given set of 
relaxation parameters {Sj>j”-‘. 
ALGORITHM 3.2 (Ordering of given relaxation parameters). 
Input: Set K,’ of m relaxation parameters. 
output: Relaxation parameters S,, a,, . . . , 6,_, such that 
I/& I/&, . . . , l/6,_, is a sequence of weighted Leja points for K, := 
{z : l/z E K,‘l 
1. Let K, := (z : l/z E K,‘}. 
2. Apply Algorithm 3.1 with input K, and 12 := m to compute relaxation 
parameters a,, a,, . . . , a,_ 1. 
We remark that examples can be constructed for which the ordering 
determined by Algorithm 3.2 can be improved. Numerical experiments 
suggest, however, that the algorithm provides a practical ordering scheme 
that often works very well. 
In many computed examples, the uniform norm maxzE xl~I~(z)l of the 
residual polynomials (2.2) is smaller for many values of j when the weight 
function o(z) := 1.~1 is used in Algorithms 3.1 and 3.2 than when the weight 
function o(z) := 1 is used. We can motivate this heuristically as follows. Let 
the polynomial dj_ 1 be defined by 
j-l 
( 
1 
~j(z)=krIk)(l-skz)=z --Oj-1(') ' 
z 1 
Thus we want qj_,<z> to approximate l/z well on K and measure the error 
by the weighted uniform norm llfllo := max, E x lzl If(z Moreover, Qj_,(z> 
interpolates l/.z at the Leja points zk := l/S,. It is therefore natural to use 
the weighted uniform norm (1 (lo when computing the relaxation parameters; 
see Example 3.1 for a computed example. All computations of this paper have 
been carried out on a Sequent Symmetry computer in single precision 
arithmetic, i.e. with approximately 6 significant digits. We therefore com- 
puted the uniform norm of residual polynomials qj on sets K for increasing 
degree j until the norm was roughly 1 x lo-“. 
EXAMPLE 3.1. Let the spectrum of a hermitian matrix A be known to lie 
in the interval [$, 4. We compare convergence and sensitivity to roundoff 
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errors of the Richardson iteration (1.2) for different orderings of the residual 
parameters (1.5) with n = 64. Figures l-2 show the norm of the residual 
polynomials, or more precisely j --, log,, max, E K]qj(z)], 1 < j < 64, for sev- 
eral orderings of the relaxation parameters. The curve labeled “Leja, w(z) = 
]zr’ is obtained by ordering the relaxation parameters by Algorithm 3.2 with 
weight function o(z) = (z], the curve labeled “Leja, o(z) = 1” is computed 
similarly but with weight function o(z) = 1, and the label “L-F” indicates 
that the parameters have been ordered by a scheme presented by Lebedev 
and Finogenov [l&2]. The curve labeled “(1.6)” is obtained by ordering the 
relaxation parameters according to (1.6), “decreasing” stands for the ordering 
(1.51, and‘increasing” stands for the reverse of the ordering (1.5). 
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Figure 3 illustrates potential sensitivity to roundoff errors. In view of 
(2.141, we compute 
(3.1) 
and graph j -+ log,, Gj for each ordering. The uniform norm in (3.1) and 
elsewhere in the computations is approximated by a discrete uniform norm 
with many nodes. Figures I-3 show the ordering “Leja, o(z) = Izl” to be the 
most attractive one, because for many values of j it yields the smallest 
uniform norm of the residual polynomial, and moreover, Figure 3 shows this 
406 
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ordering to be fairly insensitive to roundoff errors introduced during 
Richardson iteration. 
The figures illustrate that a proper ordering of relaxation parameters not 
only avoids severe amplification or roundoff errors, but may reduce the 
number of iterations required by the cyclic Richardson iteration method also. 
For instance, if we were to compute in exact arithmetic, the orderings 
“decreasing,” “increasing,” and “(1.6)” could be used, but would in general 
require the completion of every cycle of iterations begun, because rapid 
convergence does not take place until the very end of each cycle. In contrast, 
the rates of convergence for the orderings in Figure 1 are fairly high already 
in the beginning of a cycle, and one may therefore be able to terminate the 
iterations during a cycle. 
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The fact that the CS!~ for the orderings “increasing,” “decreasing,” and 
“(1.6)” violate (2.15) has been shown in 1181. The ordering schemes in 
[19,20,22,25,31] also yield Gj’s that satisfy (2.15). 
EXAMPLE 3.2. In this example we let the set K consist of two disjoint 
intervals on the real axis. The determination of optimal residual polynomials 
for such a set K was first discussed by Achyeser [I], who obtained a 
representation of these polynomials in terms of elliptic functions. In certain 
special cases a simpler representation of optimal residual polynomials is 
possible; see Achyeser [l] and Lebedev [17]. A Remes algorithm for comput- 
ing optimal residual polynomials has been described by de Boor and Rice [5]. 
0.00 
-0.50 
-1.00 
-1.50 
-2.00 
-2.50 
-3.00 
-3.50 
-4.00 
4.50 
-5.00 
-5.50 
-6.00 
-6.50 
-7.00 
-7.50 
-8.00 
l- I I I 
0.00 20.00 40.00 
FIG. 4. 
408 LOTHAR REICHEL 
Advantages of the scheme of the present paper are its simplicity and 
applicability to arbitrary intervals. 
Suppose that an application of Gershgorin disks shows that the spectrum 
of a hermitian matrix A lies in K := [&, i] U [z, 41. This set is a subset of the 
interval [ $, 4] of Example 3.1. An application of Algorithm 3.1 requires us to 
replace K with a finite point set K,,. We let K,, consist of the zeros of the 
Chebyshev polynomials Tzoo for [$, f] and for [$, 41. Let 9j denote the 
residual polynomials defined by the relaxation parameters computed by 
Algorithm 3.1. The continuous curve of Figure 4 shows log,, max, E K19j(z)]. 
For comparison, we also show the continuous curve of Figure 1 as a dotted 
curve in Figure 4. In agreement with the discussion following Theorem 2.1, 
the rate of convergence increases when the interval [$,4] of Example 3.1 is 
I I I I 1-g 
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replaced by the smaller set K of the present example. The amplification 
factors Gj are bounded by 1.2 X lo3 for 2 Q j G 64. 
EXAMPLE 3.3. In this example a(A) is assumed to lie in the 
boomerang-shaped region K with vertices at (5, O), (1,4), (3,4), (7, O), (3, - 4), 
and (1, - 4) shown in Figure 5. The computation of residual polynomials for 
this region has previously been considered by Smolarski and Saylor [32], who 
determined kernel polynomials defined by a discrete least squares norm. The 
reciprocal values of the zeros of these kernel polynomials were used as 
relaxation parameters. The continuous curve in Figure 6 shows 
log 10 max tE kJq&z)J, where the residual polynomials Q~ are defined by 
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relaxation parameters computed by Algorithm 3.1. When applying this algo- 
rithm, we replace the set K with a finite point set K,,, consisting of zeros of 
the Chebyshev polynomials T,, for each line segment of the boundary of K. 
The dotted curve displays log,, 6,, and shows the stability of the iteration 
scheme. 
4. POLYNOMIAL PRECONDITIONING AND LEJA POINTS 
Leja points can be applied to the computation of polynomial precondi- 
tioners. Here the problem is to find a polynomial p, such that p,(A) = A- ‘. 
Many iteration methods adaptively determine compact sets K of class 06 that 
contain the spectrum a(A); see, e.g., [3,4,16]. Our task then is to determine 
a polynomial p,(z) that approximates l/z well on K. The simplicity of the 
following scheme for computing a polynomial preconditioner p, may make it 
attractive for use in adaptive iteration methods that require p, to be 
recomputed several times during the iterations. 
ALGORITHM 4.1 (Computation of a polynomial preconditioner). 
Input: Set K of class 06. It is desirable that K contain the spectrum or a 
pseudospectrum of A. 
Output: Polynomial preconditioner p, in Newton form. 
1. Replace set K with finite point set K,,,. 
2. Determine z0 E K,,, such that ].z,,) = minL,K,,,]Zl, and compute recur- 
sively points .zj such that 
j-l j-l 
Jj Izj - zkl = max 
k=O 
zEK,,~~QOI~-~L/. ZjEK,,,, j=I,2>...,n, 
where n<m. 
3. Determine the Newton interpolation polynomial p,(z) that interpolates 
the function l/z at the points {~~},!=a. 
Step 2 of the algorithm is a discretization of Equation (1.8) with weight 
function W(Z) = 1. The requirement (1.7) is replaced by finding the point 
za E K ,,, closest to the origin. In many numerical experiments these choices 
of weight function and point za have been found to be well suited for the 
present problem. The stability of the representation of p,(z) in Newton form 
has been demonstrated in [29]. The following lemma sheds some light on the 
convergence of p,(z). 
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LEMMA 4.1. Let pj and 1; denote polynomials of degree at most j. 
Assume that pi interpolates the function l/z at the first j + 1 points of a 
sequence {zk)~zO of weighted L.eja points for K of class 06. Then 
1 l/j 
I I 
I/j 
lim max pj(z) - ; (4.1) 
j+,ZEK 
for any sequence of polynomials Irj}yC O. 
Proof. The inequality (4.1) f 11 o ows from Lemma 2.1 and Theorem 4 of 
Walsh [36, Section 71. n 
log(approximation error) 
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EXAMPLE 4.1. Let K := [ -4,- 1]~[4,7], and let K,, be the set of zeros 
of the Chebyshev polynomials T,oo for [ - 4, - l] and for [4,7]. Compute 
polynomial preconditioners pj by Algorithm 4.1. Figure 7 shows the errors 
log,,m~,,~l~j(Z)-l/~I, 1 <j<41. 
1 would like to thank Norm Levenberg, Noi?‘1 Nachtigal, Youcef Saad, and 
Nick Trefethen j&r discussions and comments, and Roland Freund for Refer- 
ence 111. 
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