Abstract: Many traffic accidents are caused by drivers with fatigue states. It is important to detect fatigue states of drivers from their eye opening degrees, namely normal, dozing and fatigue. The paper proposes a fatigue state recognition algorithm that combines independent component analysis (ICA) and one-dimensional hidden Markov model (HMM) together. The algorithm firstly does binarisation processing for colour images, and ICA algorithm is then used to extract fatigue states. FastICA algorithm is deployed to accelerate the speed of feature extraction, and one-dimensional HMM is finally used to recognise the eye fatigue degree for the fatigue state. The experiment results show that the algorithm can rapidly and effectively recognise the different fatigue states at the eyes area of the driver. Huosheng Hu is a Professor in School of Computer Science and Electronic Engineering at University of Essex, UK, leading the robotics research. His research interests include behaviour-based robotics, human-robot interaction, embedded systems, mechatronics, and pervasive computing. He has published over 400 papers in journals, books and conference proceedings in these areas, and received a number of best paper awards. He is a fellow of IET and InstMC, and a senior member of IEEE and ACM. He serves as an
Introduction
According to the statistics of Automobile Association (AA) in the UK, 10% of the fatal accidents on the highway are caused by the fatigue driving of drivers. To prevent these accidents, it is extremely important to detect and recognise the fatigue states of drivers (Li et al., 2000) . The shapes of eyes of the driver are obviously different when the driver is driving normally, or in the state of dozing driving and fatigue driving (Guo et al., 2003) .
In the normal driving situation, drivers are full of energy and spirit, and their eyes will be opened normally; in the fatigue driving cases, they will be decadent and their eyes will only be opened slightly; in the dozing driving cases, their eyes will be closed totally. Currently, there are already some simple and practical fatigue evaluation methods, using EEG, EMG, EOG, pupil measuring meters. However, all these fatigue inspection methods are contact-based, and will surely bring in some influences to the driver. Non-contact fatigue inspection methods include road tracer, PERCLOS , Gabor wavelet, and 3-layer BP network (Guo et al., 2003) . The actual application values of all these methods are under study now.
In general, human face provides the most prominent visual information featuring their fatigue level. Facial recognition and the related technologies, such as the recognition of facial expressions and postures, have become the new focal point for researchers. The HMM technology, though recently being proven very successful in voice recognition, also presents a good solution for representing the correlations of organs on the human face. It has been deployed in the practical investigation of facial expression recognition with favourable responses recently, drawing attentions of researchers around the world. The HMM-based fatigue recognition is typically conducted in two stages, i.e., the extraction of eye status features, and the training and recognition of HMM.
At the first stage, the 2D discrete cosine transformation (2D-DCT) technique (Ma et al., 2004 ) is adopted to acquire the transforming coefficients as the status feature vectors of the eyes. At the same time, the K-L transformation (Sirovich, 1990 ) is conducted to determine the feature parameter vectors of the facial image. The singular value decomposition (SVD) (Liu et al., 2009 ) is carried out to acquire the facial feature vectors, the principal component analysis (PCA) to extract features for pattern classification, the independent component analysis (ICA) (Duda et al., 2010) to isolate the features, and Gabor wavelet transformation (Zuo et al., 2005) to capture the eye status.
At the second stage for HMM training and recognition, the support vector machine (SVM) is available for the classification and recognition of the facial action coding system (Chuang and Shih, 2006) , along with the Adaboost algorithm (Zhang et al., 2012) to perform the real-time fatigue-level recognition, the linear discriminant analysis (LDA) (Jing et al., 2005) as a typical approach of linear classification, the artificial neural network (Alldrin et al., 2010) based on the RBF neural network for facial expression recognition, and the HMM (Plötz and Gernot, 2006) adopted for pattern classification, etc.
This paper presents a way of fatigue-level recognition by extracting the eye status through ICA as the observation vectors of HMM. SVM is an implementation method based on statistics, featured with its perfect mathematical pattern, straightforward geometrical interpretations and its favourable potential of generalisation, convenient to use with limited artificially-set parameters, which has been proven very successful in a number of practical applications of classification and recognition. This paper proposes a new fatigue driving eye tracing algorithm based on the integration of ICA and HMM. The method firstly does pre-processing for the binarisation of colour image, in order to obtain the eye state images. It then constructs ICA model for eye state images, and adopts the fast ICA (FastICA) model to make feature extraction for the eye state images. The eigenvalues are obtained from the eigenvectors of eye state images to form a group of observation sequence and HMM is used for eye state recognition. Figure 1 shows the constructed fatigue recognition system. The rest of the paper is organised as fellows. Section 2 introduces the fundamental background of image processing of human faces. Section 3 explains how eye state feature extraction can be carried out using ICA. In Section 4, one-dimensional hidden Markov model (HMM) is adopted to recognise the fatigue state although the length of fatigue state sequence is not limited theoretically. Some experimental results and analysis are given in Section 5 to show the feasibility and performance of the proposed method. Finally, a brief conclusion and future work are given in Section 6.
Image processing
An important information content of human face is "three divisions vertically and five divisions transversally", which represents the position of five sense organs. Specifically, the eyes shall be in the middle of the head. The length of eyes and the distance between two eyes shall be basically equivalent to the width of the nose. The face contour of human can be divided into three parts from the upper side to the lower side: Figure 2 shows five sense organs of human face. After colour images are obtained via a camera, the colour model of the face skin is used to obtain the eye area of a driver. Then, image pre-processing is carried out first.
De-colouring
As we only need to obtain the shape information of the eye area, its colour information is relatively redundant information. Therefore, we could de-colour the images for simplicity. The formula that transfers from colour images to grey-scale images is
Based on equation (1), we can transfer the RGB images into grey-scale images. The pre-processing of video images includes dividing an image into sub-regions that are most closely related to face from the video images and the normalisation processing of video images such as the grey balance and dimension normalisation of images. The quality of image pre-processing directly influences the effect and calculated quantity of video image feature extraction. The geometric normalisation processing of fatigue driving is as follows:
1 to make horizontal integral projection from a face 2 to set up the judgment rules according to the position relation between various minimum values of the projection curve 3 to determine the horizontal position of eyes, mouth, nostril and eyebrow on the face and the vertical distance between various organs 4 to determine the eye area and mouth area based on the horizontal position and the vertical distance of eyes of mouth on the face 5 to divide these regions to construct the feature triangle and generate the facial processing region and make further feature extraction.
The geometric normalisation processing method was detailed in Beckmann and Smith (2004) . The horizontal integral projection curve function PH (y) of the region can be represented as follows: 
Binarisation
To separate the eye area from the peripheral skin area so as to determine the size and shape of the eye area, we need to make binarisation treatments for the grey-scale images obtained from the last step.
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The threshold value in formula (3) is divided into the fixed threshold value and the dynamic threshold value, which can be selected based on different situations. After a careful analysis of experimental samples, we find that the best effect can be obtained when taking a fixed threshold, i.e., threshold = 115. Figure 4 shows the processed eye area images.
Eye state feature extraction
ICA (Comon, 1994 ) is an analysis method based on signal high-order statistics features, which can not only divide the mixed signals, but also effectively extract the low-order features of signals. ICA is a kind of non-supervision study method and has been applied in a lot of fields successfully, such as voice processing, face recognition (Lee et al., 2002) .
Basic ICA model
ICA is a linear mixing model, and is described via the following formula:
where A represents an unknown mixing matrix and S an unknown source signal, neither available to be acquired from the observed mixed signal X. By using an ICA model, it is possible to describe clearly how the observed mixed signal X is generated by S and A, since the source signals are presumed to be separated from each other. The key to the problem lies on a disjunction matrix W that is used to transform the observed mixed signal X into an separated signal Y as an approximate estimate of the unknown source signal S.
ICA presents a rather favourable approach to this problem, which relies on a determining criterion that helps measuring the level of independence of the separated signal, along with the corresponding slip-step algorithm. A variety of such criteria have been proposed by researchers from varied approaches, like mutual information and information maximisation. A successful ICA separation of a mixed signal cannot be achieved without attaining the maximum non-Gaussianity for each separated component, which is determined by the following criteria:
As to a random quantity y with p(y) as its probability density distribution function, the entropy of the quantity is described as:
where y Gauss represents a random quantity of a Gaussian distribution sharing the same variance with y and D(*) is the information entropy of y Gauss , with which:
Since no particular probability density distribution function p(y) has been defined in practice, an approximation formula can be introduced in order to determine the non-Gaussian property of the separated signals: It should be noticed that equation (7) can be used to determine the successfulness of a separation, with E(*)representing a mean-value calculation, and G(*) is set as the nonlinear function as follows.
( )
It is a possible issue in facial expression to conduct the probability calculations of the observed facial expression signature sequences on a given HMM. Therefore, the following three basic issues should be addressed: 1 probability calculation of HMM: to calculate the probability P(O|λ) of a sequence of observed values , , , .
From (1), the column vector x i can be represented as:
where a i refers to the i column of the hybrid matrix A,
Currently, the best algorithm to solve disjunctive matrix W is FastICA, which is a slit-step algorithm (Hyvarinen, 1999) based on the negative entropy independence criterion and the fixed point recurrence.
FastICA processing
FastICA algorithm speeds up the process of solving disjunctive matrix W in comparison with ICA algorithm. The procedures of FastICA algorithm are:
Step 1 To do centralisation, the mean value of the observing signal is 0, X = X -E{X}; then, albefaction, the observing signal is unit variance and irrelevant,
where X is the observed signal after centralisation, H is the observing signal after albefaction, D and F are respectively the eigenvalue matrix and eigenvector matrix of the covariance matrix
Step 2 To initialise the random vector W i at random, set convergence error standard 0 < E < 1, then, use the judgment standard defined in formula (4) to make non-Gaussian measurement (in which, n is the number of iterations) for the separation result ( ) · ,
Y W n H = and use gradient descent to make adjustment for W i , and the specific adjustment formula is:
Step 3 The normalisation processing is:
( 1) ( )
Step 4 If W i (n) for two successively times are changed greatly, adjust W i (n) continuously, otherwise, terminate the iterative process, Y i obtained at this moment has the highest non-Gaussian, and it can be deemed as extracting an independent component. ICA can effectively reduce the interference of illumination, shooting angle, noise and other external factors on expression image feature extraction. It can also extract and apply the information hidden between a lot of pixels and can express eye state to the greatest extent. Therefore, it can be used together with HMM which can track the state transition feature hidden in eye state images. Thus, good recognition results can be obtained effectively.
Therefore, we shall use HMM as the follow-up recognition method after eye state feature extraction. Since the system real-time property is the most important feature for our system, one-dimensional HMM structure is adopted here.
HMM model
Basic concepts
HMM is a kind of probabilistic model (Aleksic and Aggelos, 2006; Tang et al., 2013 ) that is represented with parameters and is used to describe random process statistical feature. It is constituted of two parts: one is hidden Markov chain, which is called hidden layer; the other is the actually observed quantity, which is called observation layer.
HMM is an extremely mature matching technique, which can be represented as:
where N refers to the state number of Markov chain in the model, the states of which are represented as θ 1 , θ 2 , …, θ N , and the state of Markov chain at the time of t is q t . M is the number of the observed value corresponding to each state. The observed value is represented as V 1 , V 2 , …, V M , and the observed value at the time of t is represented as O t .
π is the probability distribution vector in the initial state, π = (π 1 , π 2 , …, π N ), i.e., ( ) 1 ,1 ;
A is the state transition probability matrix, i.e.,
B is the observation probability matrix, i.e., ( ) ( )
HMM training
The fatigue state can be classified into three most basic categories, and every state needs to design one HMM, besides, similar to the characteristics of voice sequence, fatigue state image sequence is an irreversible process with time sequence, thus, every HMM adopts a left-to-right model, and three such HMMs constitute one face expression classifier. N state left-to-right HMM model is as shown in Figure 8 . The determination of HMM model parameter mainly refers to the determination of various parameters inλ = (N, M, π,
A, B), in the paper, the selection of N and M is determined as per the experiment result, the value range of N is 2~8, and the value range of M is 5~21. Petar et al., made automatic expression recognition (Petar, et al, 2006) for HMM with direct definition status number of 3 when making HMM modelling for face animation parameter, however, the HMM initial parameter obtained actually is random and does not have a fixed value.
Figure 9
The influence of state numbers and Gaussian probability mixing element number on recognition rate at different states, (a) dozing driving (b) fatigue driving (see online version for colours)
Thus, it can be further understood that the sequence that we have observed is generated by several states, which are abstract, do not have specific meaning, and can only be estimated via observing sequence. When HMM is adopted to recognise the fatigue state, the length of fatigue state sequence is not limited theoretically. Experiment results for HMM parameters for dozing driving and fatigue driving are shown in Figure 9 . HMM training is to determine a group of optimised HMM parameters for every category. Every model can use a single image or many images for training, and the training procedures are as follows:
1 To use FastICA to classify eye state images, and use the obtained eigenvalue as the eigenvector of eye state images to form a group of observation sequence O i .
2 To set up a general model λ = (N, M, π, A, B) , and determine the state number of model, allowable state transition number and the number of Gaussian mixing probability component.
3 To divide the training data evenly to correspond to the Nt(t time) states, and calculate the original parameter of the model. For state transition matrix A = {a ij }, it can make a ij = 0 when j < I or j > i + 1. For original probability distribution π = (π 1 , π 2 , …, π N ), it can make
, that is, HMM starts from the first state. Probability distribution matrix B adopts Gaussian probability-density function, B = {b j (O i )} can calculate as per the following formula: 
4 Viterbi is used to divide and replace even division (14), and the segment K mean value clustering method is used to calculate the parameter of Gaussian mixture model, iteration adjusts and initial model parameter, as well as the optimal state sequence of HMM.
5 Baum-Welch algorithm (Baum et al., 1966 ) is adopted here to re-estimate the parameter and determine λ = (N, M, π, A, B) so that P(O|λ) is at its maximum.
6 To use the obtained model optimal parameter to represent a certain category for eye fatigue state.
HMM based eye fatigue state recognition
The fatigue state recognition process includes the following stages:
1 FastICA is used to process eye images that are to be classified 2 the eigenvalue is obtained as the eigenvector for eye state image to form a group of observation sequence O 3 the forward-backward algorithm is deployed to calculate the probability P(O|λ i ) for every training model λ i (1 ≤ i ≤ 3) to generate the sequence;
4 the model with the maximum value is the category that the eye state to be recognised, and can be expressed by the formula below:
It is clear that if the probability for n model ϕ n to generate the sequence O is at the maximum, eye state is classified into n category.
Experimental result and analysis
The experiment is conducted in our laboratory. A fixed CCD is on the upper side of the lab, and students in the lab are the testing subjects whose head is at the centre of the lens and taking up most of the image. 150 images have been taken; each has a size of 256 × 256 pixels. The experiments were conducted in two groups: one group takes 30 images for HMM training, and another group takes 120 images for testing and 40 images for each state respectively. The probability distribution information of eye state images is mostly sub-Gaussian distribution for image signals. Therefore, during the face expression recognition process, ICA analysis and processing have better effect. Figure 10 shows the relationship between the ICA base vector selection and the recognition rate.
It can be seen that insufficient ICA base vector number will reduce the recognition rate. When the base vector number is too much, they will contain a large amount of interference signals. When the base vector number is insufficient, a lot of feature information of expression image will be lost. After the analyses of the experiment result, it is clear that the best recognition effect can be obtained when the base vector number is 4. Figure 10 The relationship between the ICA base vector selection and the recognition rate
The algorithm can be implemented via MATLAB simulation, and the processing speed can reach 12 fps. It can track and recognise the fatigue state of the testing personnel in real time. Table 1 shows the eye state recognition rate based on FastICA and HMM. In the feature extraction, the PCA algorithm can be used to extract the image feature of the eye state. PCA belongs to a de-correlation method, which reconstructs signals by making use of partial principal elements on the basis of the least-mean-square-error criterion. However, PCA only takes the second-order statistical property of signal into consideration, so it is appropriate to adopt PCA for feature extraction when the probability distribution of random characteristics is presented with Gaussian distribution. Otherwise, ICA shall not be applied. The eye state after feature extraction by PCA and ICA is shown in Table 2 , where the four base vectors of ICA are selected. It can be seen from Table 2 that the recognition effect of ICA is better than that of PCA. Gabor wavelet is applied to various aspects of image processing such as feature extraction, texture analysis and stereoscopic parallax estimation. Compared with FastICA algorithm, its computational complexity has been increased, resulting in the increase of time complexity of the entire system. Therefore, considering the real-time requirement, we do not use Gabor wavelet transform to extract expression features in this research. During the eye state recognition, ICA and HMM shall be integrated and then adopted to recognise the fatigue state of drivers. We compared two combined methods, i.e., ICA+HMM and ICA+SVM, under the same condition. The results of comparison are shown in Table 3 . It is clear that the method proposed in this paper, i.e., ICA+HMM, has achieved satisfactory results. 
Conclusions
This paper proposes a new fatigue driving eye tracing algorithm based on the integration of ICA and HMM. Our work is mainly focused on adopting ICA to extract eye features from each eye state, and using HMM to train and recognise the fatigue states. Since the definition standard of dozing states is not unified, the recognition rate is the low, and can be effectively improved by increasing the quantity and categories of training samples. Our research reveals that the recognition rate can be improved via two methods. Firstly, the eye opening and closing states, as well as the texture information, should be defined clearly. Secondly, Gaussian model parameters should be updated timely under the changes of camera angles or environment illumination, so that the accuracy rate and stability of recognition and tracing can be improved effectively. The next step of our research work is to blend other information on face such as time duration, expression and tilting situation of yawning, to implement the HMM based fatigue recognition in the horizontal direction and vertical direction of multi-information fusion.
