We introduce a new primal-dual algorithm for minimizing the sum of three convex functions, each of which has its own oracle. Namely, the first one is differentiable, smooth and possibly stochastic, the second is proximable, and the last one is a composition of a proximable function with a linear map. Our theory covers several settings that are not tackled by any existing algorithm; we illustrate their importance with real-world applications. By leveraging variance reduction, we obtain convergence with linear rates under strong convexity and fast sublinear convergence under convexity assumptions. The proposed theory is simple and unified by the umbrella of stochastic Davis-Yin splitting, which we design in this work. Finally, we illustrate the efficiency of our method through numerical experiments. * Corresponding author. Contact: see https://adil-salim.github.io/ arXiv:2004.02635v1 [math.OC] 3 Apr 2020
Introduction
Many problems in statistics, machine learning, signal and image processing, or control can be formulated as convex optimization problems [1] [2] [3] [4] [5] [6] . In the age of 'big data', with the explosion in size and complexity of the data to process, it is increasingly challenging to solve these optimization problems, whose solutions live in very high dimensional spaces [7] [8] [9] [10] . To that aim, proximal splitting algorithms are well suited. They consist of simple, easy to compute, steps that can deal with the terms in the objective function separately; see a recent tutorial paper [11] and references therein.
In this paper, we focus on the optimization problem
where X is a real Hilbert space, F is a smooth convex function, R, H are convex, possibly nonsmooth, functions and L is a linear operator. A solution is supposed to exist. We recast Problem (1) as finding a zero of the sum of three monotone operators in a primal-dual product space and we solve it by Davis-Yin splitting [12] , a generic method for this type of monotone inclusions. The application of splitting methods for monotone inclusions in particular product spaces is a powerful framework to analyze and derive primal-dual optimization algorithms [11, [13] [14] [15] [16] . The Condat-Vũ algorithm [13, 14] was designed as a primal-dual instance of forward-backward splitting, for instance. The derivation of primal-dual instances of the more general Davis-Yin splitting technique is new, to our knowledge.
Contributions. Our contribution is twofold. First, we propose a new proximal splitting algorithm, called the Primal-Dual Davis-Yin (PDDY) algorithm. We also show a new interpretation of Davis-Yin Algorithm DYS(Ã,B,C) [12] 2 Primal-dual formulations and optimality conditions Let X and Y be real Hilbert spaces, L : X → Y be a linear operator, F, R ∈ Γ 0 (X ), and H ∈ Γ 0 (Y). We assume that F is ν-smooth, for some ν > 0. Let x be a minimizer of Problem (1) . Assuming a standard qualification condition, for instance that 0 belongs to the relative interior of dom(H) − L dom(R) [18] , there exists y ∈ Y such that (x , y ) ∈ zer(M ), where M is the set-valued operator defined by
In other words, there exist r ∈ ∂R(x ) and h ∈ ∂H * (y ) such that
Conversely, for every solution (x , y ) ∈ zer(M ), x is a solution to (1) . In the sequel, we fix (x , y ) ∈ zer(M ) and r , h such that Equation (4) holds. The inclusion (4) characterizes the first-order optimality conditions associated with the convexconcave Lagrangian function defined as L (x, y) := (F + R)(x) − H * (y) + Lx, y .
For every x ∈ X , y ∈ Y, we define the duality gap at (x, y) as L (x, y ) − L (x , y). Then Lemma 1 (Duality gap). For every x ∈ X , y ∈ Y, we have
where D F (x, x ) is defined by (2) For every x ∈ X , y ∈ Y, Lemma 1 and the convexity of F, R, H * imply that the duality gap is nonnegative, that L (x , y) ≤ L (x , y ) ≤ L (x, y ). (7) and that min 
Besides, the duality gap is zero L (x, y ) − L (x , y) = 0 (9) if and only if x is a solution to Problem (1) and y is a solution to the dual problem min y∈Y (F + R) * (−L * y) + H * (y), see Section 15.3 of [30] . Finally, one can check that the operator M defined by (3) is monotone. Moreover, one can split M as
or,
and each term at the right hand side of (10) or (11) is maximal monotone, see Corollary 25.5 in [30] .
Davis-Yin Splitting
Solving the optimization problem (1) boils down to finding a zero (x , y ) of the monotone operator M defined in (3) , which can be written as the sum of three monotone operators, as we have seen in (10) or (11) . The Davis-Yin splitting (DYS) algorithm [12] , is dedicated to this problem; that is, find a zero of the sum of three monotone operators, one of which is cocoercive. Let Z be a real Hilbert space. LetÃ,B,C be maximal monotone operators on Z. We assume thatC is ξ-cocoercive, for some ξ > 0. The DYS algorithm, denoted by DYS(Ã,B,C) and shown above, aims at finding an element in zer(Ã +B +C), which is supposed nonempty. The fixed points of DYS(Ã,B,C) are the triplets (v , z , u ) ∈ Z 3 , such that
These fixed points are related to the zeros ofÃ+B +C as follows, see Lemma 3.2 in [12] : for every (v , z , u ) ∈ Z 3 satisfying (12), z ∈ zer(Ã +B +C). Conversely, for every z ∈ zer(Ã +B +C), there exists (v , u ) ∈ Z 2 , such that (v , z , u ) satisfies (12) .
The DYS algorithm is proved to converge as follows [12] :
Lemma 2 (Convergence of the DYS Algorithm). Suppose that γ ∈ (0, 2ξ). Then the sequences (v k ) k∈N , (z k ) k∈N , (u k ) k∈N generated by DYS(Ã,B,C) converge to some elements v , z , u in Z, respectively. Moreover, (v , z , u ) satisfies (12) and u = z ∈ zer(Ã +B +C).
The proof of this result relies on the following important equality, proven in the Appendix for the sake of completeness.
Primal-dual Davis-Yin (PDDY) algorithm (proposed)
1: Input: p 0 ∈ X , y 0 ∈ Y, γ > 0, τ > 0 2: for k = 0, 1, 2, . . . do 3: y k+1 = prox τ H * (I − τ γLL * )y k + τ Lp k 4:
Lemma 3 (Fundamental equality of the DYS Algorithm). Let (v k , z k , u k ) ∈ Z be the iterates of the DYS algorithm, and (v , z , u ) ∈ Z be such that (12) holds. Then, for every k ≥ 0, there
Primal-Dual Optimization Algorithms
We now set Z := X ×Y, where X and Y are the spaces defined in Sect. 2. To solve the primal-dual problem (10) or (11) , which consists in finding a zero of the sum A + B + C of 3 operators in Z, of which C is cocoercive, a natural idea is to apply the Davis-Yin algorithm DYS(A, B, C). But the resolvent ofÃ orB is often intractable. In this section, we show that preconditioning is the solution; that is, we exhibit a positive definite linear operator P , such that DYS(P −1 A, P −1 B, P −1 C) is tractable. Since P −1 A, P −1 B, P −1 C are monotone operators in Z P , the algorithm will converge to a zero of P −1 A + P −1 B + P −1 C, or, equivalently, of A + B + C. Let us apply this idea in four different ways.
A New Primal-Dual Algorithm
Let γ > 0 and τ > 0 be real parameters. We introduce the four operators, with matrix-vector notations,
P is positive definite if and only if γτ L 2 < 1. Since A, B, C are maximal monotone in Z, P −1 A, P −1 B, P −1 C are maximal monotone in Z P . Moreover, P −1 C is 1/ν-cocoercive in Z P . Importantly, we have:
PD3O Algorithm [17] 1: Input: p 0 ∈ X , y 0 ∈ Y, γ > 0, τ > 0 2: for k = 0, 1, 2, . . . do 3: x k = prox γR (p k ) 4:
We plug these explicit steps into the Davis-Yin algorithm DYS(P −1 B, P −1 A, P −1 C) and we identify the variables as v k = (p k , q k ), z k = (x k , y k ), u k = (s k , d k ). After straightforward simplifications, we obtain the new Primal-dual Davis-Yin (PDDY) algorithm, shown above, for Problem (1) . Note that it can be written with only one call to L and L * per iteration. Also, the PDDY Algorithm could be overrelaxed [11] . We have:
Theorem 4 (Convergence of the PDDY Algorithm). Suppose that γ ∈ (0, 2/ν) and that τ γ L 2 < 1. Then the sequences (x k ) k∈N and (s k ) k∈N (resp. the sequence (q k ) k∈N ) generated by the PDDY Algorithm converge to some solution x to Problem (1) (resp. some y ∈ arg min(F + R) * • (−L * ) + H * ).
Proof. Under the assumptions of Theorem 4, P is positive definite. Then the result follows from Lemma 2 applied in Z P and from the analysis in Sect. 2.
The PD3O Algorithm
We consider the same notations as in the previous section. We switch the roles of A and B and consider DYS(P −1 A, P −1 B, P −1 C). Then we recover exactly the PD3O algorithm proposed in [17] , shown above. Although it is not derived this way, its interpretation as a primal-dual Davis-Yin algorithm is mentioned by its author. Its convergence properties are the same as for the PDDY Algorithm, as stated in Theorem 4.
The Condat-Vũ Algorithm
Let γ > 0 and τ > 0 be real parameters. In this section only, we define the operators A and B differently than for the PDDY and PD3O algorithms, as well as the linear operator Q on Z, as:
where K := γ τ I − γ 2 L * L. Indeed, we want to study the decomposition (11) instead of (10). If γτ L 2 < 1, Q and K are positive definite. In that case, since A, B, C are maximal monotone in Z = X × Y, Q −1 A, Q −1 B, Q −1 C are maximal monotone in Z Q . Moreover, we have:
As proved in the Appendix, if we plug these explicit steps into the Davis-Yin algorithm
we recover Algorithm 3.1 and Algorithm 3.2 of [13] , respectively. Therefore, the convergence of these algorithms follows from Lemma 2. A technical point is to compute the value of ξ, the cocoercivity constant of Q −1 C in Z Q . We prove in the Appendix that we recover the same conditions on τ and γ as in Theorem 3.1 of [13] .
Stochastic Primal-Dual Algorithms: Non-Asymptotic Analysis
In this section, we introduce stochastic versions of the PD3O and PDDY Algorithms.
Gradient Estimators
In these stochastic versions, all gradients ∇F (x k ) can be replaced by stochastic gradients g k+1 . More precisely, we consider a filtered probability space (Ω, F , (F k ) k , P), an (F k )-adapted stochastic process (g k ) k , we denote by E the mathematical expectation and by E k the conditional expectation w.r.t. F k . The following assumption is made on the process (g k ) k∈N . Assumption 1. There exist α, β, δ ≥ 0, ρ ∈ (0, 1] and a (F k ) k -adapted stochastic process denoted by (σ k ) k , such that, for every k ∈ N,
Assumption 1 is satisfied by several stochastic gradient estimators used in machine learning, including stochastic gradients used for coordinate descent [31] , variance reduction [22, [32] [33] [34] and stochastic gradients used in Federated learning [35] , see Table 1 in [19] . Also, the full gradient estimator defined by g k+1 = ∇F (x k ) satisfies Assumption 1 with α = ν, the smoothness constant of F , σ k ≡ 0, ρ = 1, and δ = β = 0, see Th. 2.1.5 in [36] . The loopless SVRG estimator [32, 34] also satisfies Assumption 1.
Proposition 5 (Loopless SVRG estimator). Assume that F is written as a finite sum F = 1 n n i=1 f i , where for every i ∈ {1, . . . , n}, f i : X → R is a ν i -smooth convex function. Let p ∈ (0, 1), and (Ω, F , P) be a probability space. On (Ω, F , P), consider:
• a sequence of i.i.d random variables (θ k ) k with Bernoulli distribution of parameter p, • a sequence of i.i.d random variables (ζ k ) k with uniform distribution over {1, . . . , n}, • the sigma-field F k generated by (θ k , ζ k ) 0≤j≤k and a (F k )-adapted stochastic process (x k ), • a stochastic process (x k ) defined bỹ
• a stochastic process (g k ) defined by
Then, the process (g k ) satisfies Assumption 1 with α = 2 max i∈{1,...,n} ν i , β = 2, ρ = p, δ = αp/2, and
Proof. The proof is the same as the proof of Lemma A.11 of [19] . Although this Lemma is only stated for (x k ) generated by a specific algorithm, it remains true for any (F k )-adapted stochastic process (x k ).
Stochastic PD3O Algorithm
1: Input: p 0 ∈ X , y 0 ∈ Y 2: for k = 0, 1, 2, . . . do 3: x k = prox γR (p k ) 4: w k = 2x k − p k − γg k+1 5: y k+1 = prox τ H * ((I − γτ LL * )y k + τ Lw k ) 6: p k+1 = x k − γg k+1 − γL * y k+1 7: end for
The Stochastic PD3O Algorithm
In this section, we consider the iterates defined by the Stochastic PD3O Algorithm, shown above.
We denote by · P the norm induced by P on Z and by · γ,τ the norm induced by γ
Theorem 6 (M strongly monotone and R smooth). Suppose that Assumption 1 holds. Also,
and
Then,
Under smoothness and strong convexity assumptions, Theorem 6 implies the linear convergence of the dual variable y k to y , with convergence rate given by r. Since x k − x ≤ p k − p , Theorem 6 also implies the linear convergence of the primal variable x k to x with the same convergence rate.
Remark 1 (Particular case). In the case where G ≡ H ≡ 0 and L ≡ 0, then the Stochastic PD3O Algorithm boils down to Stochastic Gradient Descent (SGD), where the stochastic gradient oracle satisfies Assumption 1. Moreover, the value of r boils down to r = max
. Consider the applications of SGD covered by Assumption 1, and mentioned in Sect. 5.1. Then, as proven in [19] , the value r = max
matches the best known convergence rates for these applications, with an exception for some coordinate descent algorithms. However, if H ≡ 0 and L ≡ 0 but G = 0, then the Stochastic PD3O Algorithm boils down to Proximal SGD, and r boils down to r = max
, whereas the best known rates for
, the Stochastic PD3O Algorithm boils down to the PD3O Algorithm and Theorem 6 provides a convergence rate similar to Theorem 3 in [17] . In this case, by taking κ = 1, we obtain
whereas Theorem 3 in [17] provides the rate
Without the smoothness assumption on R, we still guarantee linear convergence for the Stochastic PD3O Algorithm:
and r := max
To our knowledge, Theorem 7 is the first linear convergence result without assuming that R is smooth, even in the deterministic case g k+1 = ∇F (x k ). 
Theorem 8 (M monotone). Suppose that Assumption 1 holds. Let
The O(1/k) ergodic convergence (36) unifies known results on the non strongly convex proximal stochastic gradient algorithm where the stochastic gradient satisfies Assumption 1. This covers non strongly convex coordinate descent and variance reduction methods, see Section 5.1. If g k+1 = ∇F (x k ), then the Stochastic PD3O Algorithm boils down to the PD3O Algorithm and Theorem 8 boils down to Theorem 2 in [17] , up to a factor of 2.
We now consider the particular case of Problem (1) where R ≡ 0 and H ≡ ι b , for some b ∈ X . In this case, Problem (1) boils down to linearly constrained minimization:
and the PD3O Algorithm boils down to a stochastic version of the Proximal Alternating Predictor-Corrector (PAPC) algorithm, a.k.a. Loris-Verhoven algorithm, see [11] , shown above.
Theorem 9 (Linear constraints). Suppose that 1 holds. Also, suppose that F is µ F -strongly convex, H = ι b and R ≡ 0. In addition, suppose that y 0 ∈ ran(L). Then, there exists y ∈ ran(L) and ω(L) > 0 such that, for every κ > β/ρ and every γ, τ > 0 such that γ ≤ 1/α + κδ and γτ L 2 < 1,
Stochastic PAPC Algorithm (proposed)
Under a strong convexity assumption on F , Theorem 9 implies the linear convergence of the iterates x k of the Stochastic PAPC Algorithm to x . Note that this algorithm does not require the ability to project onto the affine space {x ∈ X , Lx = b}. To the best of our knowledge, Theorem 9 was not known even in the deterministic case where g k+1 = ∇F (x k ). However, the value of the convergence rate r in Theorem 9 is typically higher than the value of the convergence rate obtained in Theorem 6. To illustrate this point, assume that L is injective. In this case, ω(L) = 1/ L −1 2 . Moreover,
The number L 2 L −1 2 is the squared condition number of L.
The Stochastic PDDY Algorithm
We now analyze the proposed Stochastic PDDY Algorithm, shown above.
Theorem 10 provides a linear convergence result for the stochastic PDDY Algorithm, similar to Theorem 7. 
Theorem 11 provides a O(1/k) ergodic convergence result for the general convex case, similar to Theorem 8.
Remark 3 (Proofs). The proofs of Theorems 6-11 are provided in the Appendix. They rely on instanciating Lemma 3 with the monotone operators P −1 A, P −1 B, P −1 C defined in (14) , in Z P . The vector P −1 C(z k ) is replaced by the stochastic realization P −1 (g k+1 , 0) T and the last term of Equation (13) is handled using Assumption 1. Note that this term is the only nonnegative term at the right hand side of Equation (13) .
Remark 4 (Stochastic Condat-Vũ Algorithm). We omit the analysis of the stochastic version of Algorithm 3.1 (resp. Algorithm 3.2) of [13] , which is essentially the same as for the Stochastic PD3O (resp. Stochastic PDDY) Algorithm, with added technicalities due to the cocoercivity with respect to metric induced by Q in (19) . 
Experiments
In this section, we present numerical experiments for the discussed algorithms. We use PDDY, PD3O and Algorithm 3.1 of [13] , which we denote as CV (Condat-Vũ), see the Appendix for the detailed formulation. SGD was always used with a small γ, such as 0.01 L . For stochastic methods, we used a batch size of 16 for better parallelism. For stochastic methods, the sampling type is specified in the figures. The stepsizes were tuned with log-grid-search for all methods.
We observed that the performances of these algorithms are nearly identical, when the same stepsizes are used, so we do not provide their direct comparison in the plots. Instead, we 1) compare different stochastic oracles, 2) illustrate how convergence differs in functional suboptimality and distances, and 3) show how the stepsizes affect the performance.
PCA-Lasso
In a recent work [37] the following difficult PCA-based Lasso problem was introduced: min x
a ∈ R n , λ, λ 1 > 0 are given. We generate 10 matrices L i randomly with standard normal i.i.d. entries, each with 20 rows. W and y are taken from the mushrooms datasets from the libSVM package [38] . After normalizing the data, we chose λ and λ 1 of order 1 n . 
MNIST with Overlapping Group Lasso
Now we consider the problem where F is the 2 -regularized logistic loss and a group Lasso penalty. Given the data matrix W ∈ R n×p and vector of labels a ∈ {0, 1} n ,
where, w i ∈ R p is the i-th row of W and h : t → 1/(1 + e −t ) is the sigmoid function. The nonsmooth regularizer, in turn, is given by m j=1 x Gj , where G j ⊂ {1, . . . , p} is a given subset of coordinates and x Gj is the 2 -norm of the corresponding block of x. To apply splitting methods, we use L = (I G1 , . . . , I Gm ) , where I Gj is the operator that takes x ∈ R p and returns only the entries from block G j . Then, we can use H(y) = m j=1 y Gj , which is separable in y and, thus, proximable. We use the MNIST dataset [39] of 70000 black and white 28 × 28 images. For each pixel, we add a group of pixels G j adjacent to it, including the pixel itself. Since there are some border pixels, groups consist of 3, 4 or 5 coordinates, and there are 784 penalty terms in total.
Fused Lasso Experiment
In the Fused Lasso problem, we are given a feature matrix W and an output vector a, which define the least-squares penalty F (x) = 1 2 W x − a 2 . This function is regularized with Dx 1 , where D ∈ R (d−1)×d has entries D i,i = 1, D i,i+1 = −1, for i = 1, . . . , d − 1, and D ij = 0 otherwise. We use the mushrooms datasets from the libSVM package. Our numerical findings for this problem are very similar to the ones for PCA-Lasso. In particular, larger values of γ seem to perform significantly better and the value of the objective function does not oscillate, unlike in the MNIST experiment. The results are shown in Figure 3 . The proposed Stochastic PDDY algorithm with the SAGA estimator performs best in this setting.
Summary
We can see from the plots that stochastic updates make the convergence extremely faster, sometimes even without variance reduction. The stepsize plots suggest that it is best to keep γτ close to 1 L 2 , while the optimal value of γ might sometimes be smaller than 1 ν . This is especially clearly seen from the fact that SGD works sufficiently fast even despite using γ inversely proportional to the number of iterations. All methods experienced oscillatory behavior, in particular at the beginning of the optimization process. Since
Therefore, there exists a k+1 ∈Ã(u k+1 ) such that
Similarly, there exist a ∈Ã(u ), b ∈B(z ) such that
Therefore, using (47) and (49),
By expanding the last square at the right hand side, and by using (46) and (48) in the inner product we get
Then, the last five terms at the right hand side simplify to
and we get the result.
B Proofs related to primal-dual optimality B.1 Optimality conditions
Let x be a minimizer of Problem (1) . Assuming a standard qualification condition, for instance that 0 belongs to the relative interior of dom(H) − L dom(R), then for every x ∈ X ,
see for instance Theorem 16.47 of [30] . Then,
where we used ∂H * = (∂H) −1 .
B.2 Proof of Lemma 1
Using the optimality conditions (10), we have
We also have
Summing the two last equations, we have 
C Proofs related to the Condat-Vũ Algorithm
In the notations of Section 4.3, let us state the lemma:
C.1 Proof of Lemma 12
Let (x, y) and (x , y ) ∈ Z, such that
where
We shall express (x , y ) as a function of (x, y). First,
Moreover, x is given by
Therefore, the term γ 2 L * Lx disappears from both sides and
Finally,
(66)
C.2 Algorithm 3.1 of [13] as an instance of the Davis-Yin Splitting Algorithm
We apply DYS(Q −1 A, Q −1 B, Q −1 C), which yields:
The sequence (x k , d k+1 ) follows the updates of Algorithm 3.1 of [13] .
C.3 Algorithm 3.2 of [13] as an instance of the Davis-Yin Splitting Algorithm
We apply DYS(Q −1 B, Q −1 A, Q −1 C):
Note that p k = s k = x k and q k+1 = y k + γLx k+1 . So,
The sequence (y k , x k+1 ) follows the updates of Algorithm 3.2 in [13] .
C.4 Cocoercivity parameter of Q −1 C
Since K is positive definite, K −1/2 2 = K −1 . Let z = (x, y), z = (x , y ) ∈ Z. Then,
Since K −1 is the inverse of the smallest eigenvalue of K,
cocoercive. Moreover, the condition γ < 2ξ of Lemma 2 is equivalent to ν/2 < 1 τ − γ L 2 which is exactly the condition (i) of Theorem 3.1 in [13] .
D Proofs related to the Stochastic PD3O Algorithm
In this section and in the next section, we shall use the following notation abuse to make the derivations clearer: when the operators are set-values, we shall confuse the element and the set containing the element. For instance, a k+1 ∈Ã(u k+1 ) will be denotedÃ(u k+1 ) directly, r ∈ ∂R(x ) will be denoted R(x ) and h ∈ ∂H * (y ) will be denoted ∂H * (y ). Indeed, the important property is in which set the variables live, more than the variables themselves, and we think that this notation simplification makes it easier for the reader to follow the derivations.
Recall that the PD3O algorithm is equivalent to DYS(P −1 A, P −1 B, P −1 C). We denote by
Then, the step
Using (18) , the step
is equivalent to
Finally, the step
Similarly, the fixed points
and the iterates of the stochastic PD3O algorithm satisfy
Lemma 13. Assume that F is µ F -strongly convex, for some µ F ≥ 0, and that (g k ) satisfies Assumption 1. Then, the iterates of the Stochastic PD3O Algorithm satisfy
Proof. Applying Lemma 3 for DYS(P −1 A, P −1 B, P −1 C) using the norm induced by P we have
Using
Taking conditional expectation w.r.t. F k and using Assumption 1,
Using strong convexity of F ,
Using Assumption 1,
D.1 Proof of Theorem 6
We first use Lemma 13 along with the strong convexity of R, H * . Note that y k = q k and therefore
Noting that for every q ∈ Y, q 2 γ,τ = γ τ q 2 − γ 2 L * q 2 ≤ γ τ q 2 , and taking γ ≤ 1/(α + κδ),
Finally, since R is λ-smooth, p k − p 2 ≤ (1 + 2γλ + γ 2 λ 2 ) x k − x 2 . Indeed, in this case, applying Lemma 3 withÃ ≡ 0,C ≡ 0 andB = ∇R, we obtain that if x k = prox γR (p k ) and x = prox γR (p ), then,
Hence,
and r = max
D.2 Proof of Theorem 7
We first use Lemma 13 along with the strong convexity of R and H * . Note that y k = q k , so that
Thus, set
D.3 Proof of Theorem 8
Using Lemma 13, convexity of F, R, H * , and Lemma 1,
Recall that 1 − ρ + β/κ = 1, γ ≤ 1/2(α + κδ). Set
Taking the expectation,
Iterating and using the nonnegativity of V k ,
We conclude using the convex-concavity of L.
Lemma 14. Let x ∈ ran(L * ), the range space of L * . There exists a unique y ∈ ran(L) such that L * y = x. Moreover, there exists ω(L) > 0 such that, for every y ∈ ran(L),
If L is injective,
Proof. We denote byL : ran(L) → ran(L * ) the linear map defined byL(y) = L * y, for every y ∈ ran(L). Since ran(L) is the orthogonal space to ker(L * ), the null space of L * ,L : ran(L) → ran(L * ) is an isomorphism. Therefore, for every x ∈ ran(L * ), there exists a unique y =L −1 x ∈ ran(L), such that L * y = x. Moreover,
Setting
we have ω(L) y 2 ≤ L * y 2 . Finally, if L is injective, thenL : X → ran(L * ). Since (L * ) −1 = (L −1 ) * , we have
(112)
D.4 Proof of Theorem 9
First, we define y . In the case R ≡ 0 and H = ι b , Equation (4) states that ∇F (x ) ∈ ran(L * ). Using Lemma 14, there exists a unique y ∈ ran(L) such that ∇F (x ) + L * y = 0. Noting that y = d = q and applying Lemma 13 with γ ≤ (α + κδ),
Since the component of
Inspecting the iterations of the algorithm, one can see that d 0 ∈ ran(L) implies d k+1 ∈ ran(L).
Since d ∈ ran(L), d k+1 −d ∈ ran(L). Therefore, using Lemma 14,
we have
E Proofs related to the Stochastic PDDY Algorithm
Recall that the PDDY algorithm is equivalent to DYS(P −1 B, P −1 A, P −1 C). We denote by
Finally, the
Similarly, the fixed points v = (p , q ), z = (x , y ), u = (s , d ) of DYS(P −1 B, P −1 A,
and the iterates of the stochastic PDDY algorithm satisfy
Lemma 15. Suppose that (g k ) satisfies Assumption 1. Then, the iterates of the Stochastic PDDY Algorithm satisfy
Proof. Applying Lemma 3 for DYS(P −1 B, P −1 A, P −1 C) using the norm induced by P , we have Applying the conditional expectation w.r.t. F k and using Assumption 1,
E.1 Proof of Theorem 10
We first use Lemma 15 along with the strong convexity of R, H * . Note that y k = q k+1 . We have
Note that s k+1 = p k+1 − γL T y k . Therefore, s k+1 − s = (p k+1 − p ) − γL T (y k − y ). Using Young's inequality − a + b 2 ≤ − 1 2 a 2 + b 2 , we have
Set η = 2 µ H * − γ 2 L 2 µ R ≥ 0. Then
Set V k = (1 + γµ R ) p k − p 2 + (1 + τ η) q k − q 2 γ,τ + κγ 2 σ 2 k (137) and r = max
Then
E.2 Proof of Theorem 11
Using Lemma 15 and the convexity of F, R, H * ,
Iterating and using the nonnegativity of V k , 
We conclude using the convexity of the Bregman divergence in its first variable.
