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Abstract
We investigate properties of composition operators Cφ on the Newton space (the Hilbert space of analytic
functions which have the Newton polynomials as an orthonormal basis). We derive a formula for the entries
of the matrix of Cφ with respect to the basis of Newton polynomials in terms of the value of the symbol φ
at the non-negative integers. We also establish conditions on the symbol φ for boundedness, compactness,
and self-adjointness of the induced composition operator Cφ . A key technique in obtaining these results is
use of an isomorphism between the Newton space and the Hardy space via the Binomial Theorem.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
If μ is a probability measure on the complex plane C with finite moments
∫
C
|z|n dμ(z) < ∞,
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well-known examples are:
• If dμ(reiθ ) = δ1(r) dθ is the normalized arclength measure on the unit circle, this construc-
tion yields the Hardy space H 2(D) of functions analytic on the open unit disk D.
• If dμ(reiθ ) = 1
π
χ[0,1](r)r dr dθ is the normalized area measure on the unit disk, this con-
struction yields the Bergman space A2(D) of functions analytic on the open disk D.
• If dμ(x + iy) = 12π |Γ (x+iy)|
2
Γ (2x+2) dy dγ (x), where γ (x) is the discrete measure on the real line
with unit masses at {− 12 + n2 : n ∈ Z+}, this construction yields the Newton space N2(P) of
functions analytic on the right half-plane P = {z ∈ C: (z) > − 12 }. (A simpler definition of
the Newton space will be given below.)
If X is any domain in the complex plane, let A(X) denote the space of all complex-valued
functions which are analytic on X. An analytic function φ, which maps X to X, induces a com-
position operator Cφ on A(X) defined by Cφf = f ◦ φ. If μ is a measure on C such that P 2(μ)
can be identified with a vector subspace of A(X), we can consider the composition operator Cφ
acting on P 2(μ). The first question that arises is: For which φ does Cφ map P 2(μ) into P 2(μ)?
Then, assuming it is the case that Cφ maps P 2(μ) into P 2(μ), one can ask a number of
questions concerning the operator-theoretic properties of Cφ as an operator on P 2(μ), such as:
• For which φ is Cφ a bounded operator? Can we find a simple formula for (or effective bounds
on) the norm of Cφ in terms of φ?
• For which φ is Cφ normal? Self-adjoint? Unitary?
• For which φ is Cφ compact? Hilbert–Schmidt? In a Schatten p-class?
• What is the spectral picture for Cφ?
• What is the invariant subspace lattice of Cφ?
Such questions, and others, have been investigated for composition operators acting on spaces
of the type P 2(μ). The study has been particularly fruitful in the case of H 2(D) (see [2,12,13]). In
this paper we begin the investigation of such questions for composition operators on the Newton
space N2(P).
One reason for the success in analyzing composition operators on H 2(D) is that in that space
the unilateral shift is given by the multiplication operator Mw (defined by (Mwf )(w) = wf (w))
which shifts the orthonormal basis {wn}∞n=0. Any composition operator acting on H 2(D) inter-
twines this unilateral shift and some other multiplication operator (CφMw = φ(Mw)Cφ) and this
link of composition operators to the unilateral shift is very useful in a number of settings. For
example, it is the basis of one proof of Littlewood’s subordination principle, which states that if
φ is a self-map of D such that φ(0) = 0, then Cφ is a contraction on H 2(D) (see [13, p. 13]). It
is an easy consequence of this that, on H 2(D), Cφ is bounded for every φ mapping D into D.
In the Newton space N2(P), the unilateral shift 	 on the orthonormal basis of Newton poly-
nomials also has a link to composition operators. As will be shown in the next section, I − 	∗
is itself a composition operator. Exploiting this connection, as well as an isometric isomorphism
between N2(P) and H 2(D) related to the Binomial Theorem, we derive a number of results
concerning composition operators on the Newton space N2(P).
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operator is subnormal. The Cesaro operator C is defined on 
2(N) as follows: for a sequence
{f (n)}∞n=1 in 
2(N)
C(f )(n) = 1
n
n∑
j=1
f (j).
In 1971, Kriete and Trutt [8] gave an alternate description of the Cesaro operator as a mul-
tiplication operator on a Hilbert space of analytic functions (a version of the Newton space
N2(P) mentioned above) and showed that the inner product on that space could be imple-
mented via a measure on C, thus showing that the Cesaro operator is subnormal. In subsequent
papers [5,6,9,11], the methods for constructing the measure were simplified, and additional struc-
tural properties of the Newton space were discovered which, in turn, led to additional information
about the operator-theoretic properties of the Cesaro operator. In [3] and [10], similar methods
are used to uncover information about related operators known as quantum Casaro operators.
Before we begin investigating properties of composition operators on the Newton space
N2(P), we give a short summary of the basic facts about the Newton space. In most cases we
shall give only a brief description of the proofs. For more detailed background and proofs, we
direct the reader to [11].
2. Background on the Newton space
If you are unfamiliar with the Newton space, the definition given above may not seem to be
the most natural. In fact, the original definition given for the space is much different.
For n ∈ N and α ∈ C, let (α)n = (α)(α + 1) · · · (α + n − 1). (Note that the ordinary factorial
n! = (1)n.)
Then for n = 0,1,2, . . . , the n-th Newton polynomial is
Nn(z) = (−z)n
n! = (−1)
n (z)(z − 1) · · · (z − (n − 1))
n! .
Theorem 2.1. (See Theorem 1.2 in [11].) The Newton polynomials {Nn(z)}∞n=0 form an orthonor-
mal basis for N2(P); therefore
N2(P) =
{
F(z) =
∞∑
n=0
anNn(z): ‖F‖2 =
∞∑
n=0
|an|2 < ∞
}
.
The standard way to obtain this result (as shown in [11]) is via the Mellin transform. This
gives a map from L2(R+, e−t dt) to N2(P) which maps the Laguerre polynomials to the New-
ton polynomials. Using the Plancherel Theorem for the Mellin transform, one can construct the
measure μ using the orthogonality of the Newton polynomials.
In the development of Newton space theory, the formulation given in the above theorem came
first, and is the usual beginning point for study of the Newton space, with the measure being
constructed later. From that point of view, one can show directly (without resort to the Mellin
transform) that the functions described in Theorem 2.1 are analytic on the appropriate right half-
plane.
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Proof. Rather than using the Mellin transform, one can give a direct proof using Raabe’s ratio
test (see [7] for a description of the test):
∣∣F(z)∣∣ ‖F‖
( ∞∑
n=0
|(−z)n|2
n!2
) 1
2
so setting
un = |(−z)n|
2
n!2
we have
un
un−1
= |n − 1 − z|
2
n2
=
(
1 +
(
n2
|n − 1 − z|2 − 1
))−1
.
Setting
cn = n
2
|n − 1 − z|2 − 1
we see that
ncn > δ > 1 ⇔ n
2
|n − 1 − z|2 >
δ
n
+ 1
⇔ |n − 1 − z|
2
n2
<
n
n + δ
⇔ n
2 − 2nRe(1 + z) + |1 + z|2
n2
< 1 − δ
n + δ
⇔ −2 Re(1 + z) + |1 + z|
2
n
< −δ
(
n
n + δ
)
.
Letting n → ∞, we see that limn ncn > δ > 1 if and only if Re(1 + z) > δ2 and so the above
series converges for Re(z) > − 12 (and diverges for Re(z) < − 12 ). 
The backwards unilateral shift has a particularly nice form on N2(P).
Theorem 2.3. The map 	 :N2(P) → N2(P) defined by
(	F)(z) = F(z) − F(z + 1)
is the backwards unilateral shift on the orthonormal basis {Nn(z)}∞ .n=0
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(	Nn)(z) = (−z)n
n! −
(−(z + 1))n
n!
=
(−z + n − 1
n
− −z − 1
n
)
Nn−1(z) = Nn−1(z). 
Corollary 2.4. For z ∈ P, let T (z) = z + 1 (the function which translates by one to the right),
and let CT denote the composition operator on N2(P) induced by T (so CT (f ) = f ◦ T ). Then
CT = I − 	.
This close connection between a particular composition operator and the backwards shift will
be exploited to obtain results about general composition operators.
Using Theorem 2.3, we can compute the coefficients in the expansion of any function
F ∈ N2(P) with respect to the Newton polynomials, as follows.
Theorem 2.5. (See Theorem 1.3 in [11].) If F ∈ N2(P) has expansion F(z) =∑∞n=0 anNn(z),
then, for n = 0,1,2 . . . ,
an =
(
	nF
)
(0) =
n∑
j=0
(
n
j
)
(−1)jF (j).
Proof. Since all Newton polynomials except N0(z) = 1 are such that Nn(0) = 0, we must have
〈F,1〉 = F(0). Then, for n = 0,1,2 . . . ,
an = 〈F,Nn〉 =
〈
F,
(
	n
)∗1〉= 〈	nF,1〉
= 〈(I − CT )nF,1〉= n∑
j=0
(
n
j
)
(−1)j 〈CjT F,1〉
=
n∑
j=0
(
n
j
)
(−1)jF (j)
by the Binomial Theorem. 
Theorem 2.6. (See Theorem 1.1 in [11].) The space N2(P) has reproducing kernel
Kλ(z) = Γ (z + λ + 1)
Γ (z + 1)Γ (λ + 1)
for each λ ∈ P.
Proof. For λ ∈ P,
Kλ(z) =
∞∑
Nn(λ)Nn(z) =
∞∑ (−λ)n(−z)n
(1)n(1)n
n=0 n=0
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(see [1]). 
3. Matrices with respect to the Newton polynomials
If ψ is a bounded analytic function on P then it induces a bounded operator Mψ on N2(P)
defined for F ∈ N2(P) by
(MψF)(z) = ψ(z)F (z)
(see below).
The following theorem shows that the matrix of such an operator with respect to the Newton
polynomial orthonormal basis depends only on the values of ψ at the non-negative integers and
gives a formula for the entries of the matrix.
Theorem 3.1. If ψ is a bounded analytic function on P, then
(1) for k = 0,1, . . . , n
(
	(k)ψNn
)
(z) =
k∑
j=0
(
k
j
)(
	(j)ψ
)
(z + k − j)Nn−(k−j)(z),
(2) and for l = 0,1,2, . . . ,
(
	(n+l)ψNn
)
(z) =
(
n∑
j=1
(
n + l
j + l
)(
	(j+l)ψ
)
(z + n − j)Nj (z)
)
+
(
n + l
l
)(
	(l)ψ
)
(z + n).
Hence the operator
Mψ :N
2(P) → N2(P) defined by (MψF)(z) = ψ(z)F (z)
is a bounded operator on N2(P) whose matrix with respect to the Newton polynomials is
[Mψ ]ij =
{0 if i < j,(
i
j
)
(	(i−j)ψ)(j) otherwise
for i, j = 0,1,2, . . . .
Proof. A function ψ , bounded and analytic on P, has non-tangential limits a.e. with respect to
Lebesgue measure on the boundary line of P. Since the restriction of μ to this line is absolutely
continuous with respect to Lebesgue measure, we may extend ψ to the closure of P, yielding
a function in L∞(μ), which in turn induces a bounded multiplication operator Mψ on L2(μ).
Since N2(P) can be viewed as a subspace of L2(μ) which is invariant for Mψ , Mψ will be
bounded there as well.
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k = 0. In the general case we shall use the fact that
(	φNn)(z) = (	φ)(z)Nn(z) + φ(z + 1)Nn−1(z).
Suppose that (1) is true for a certain value k. Then we have
(
	(k+1)φNn
)
(z) =
k∑
j=0
(
k
j
)
	
(
	(j)φ
)
(z + k − j)Nn−(k−j)(z)
=
k∑
j=0
(
k
j
)((
	(j+1)φ
)
(z + k − j)Nn−(k−j)(z)
+ (	(j)φ)(z + k − j − 1)Nn−(k−j)−1(z))
=
k∑
j=0
(
k
j
)(
	(j+1)φ
)
(z + k − j)Nn−(k−j)(z)
+
k∑
j=0
(
k
j
)(
	(j)φ
)
(z + k − j − 1)Nn−(k−j)−1(z)
=
k+1∑
j=1
(
k
j − 1
)(
	(j)φ
)
(z + k − j + 1)Nn−(k−j)−1(z)
+
k∑
j=0
(
k
j
)(
	(j)φ
)
(z + k − j − 1)Nn−(k−j)−1(z)
= φ(z + k + 1)Nn−(k+1)(z)
+
k+1∑
j=1
((
k
j − 1
)
+
(
k
j
))(
	(j)φ
)
(z + k − j + 1)Nn−(k−j)−1(z)
+ (	(k+1)φ)(z)
=
k+1∑
j=0
(
k + 1
j
)(
	(j)φ
)
(z + k + 1 − j)Nn−(k+1−j)(z).
The proof of (1) now follows by induction.
To prove (2), we use induction on the parameter l, using the case from (1) with k = n as the
initial case l = 0. Suppose (2) is true for some value of l. Then
(
	(n+l+1)φNn
)
(z) = 	
(
n∑
j=0
(
n + l
j + l
)(
	(j+l)φ
)
(z + n − j)Nj (z)
)
+
(
n + l)(
	(l+1)φ
)
(z + n).l
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(
	(n+l+1)φNn
)
(z) =
n∑
j=0
(
n + l + 1
j + l + 1
)(
	(j+l+1)φ
)
(z + n − j)Nj (z)
+
((
n + l
l + 1
)
+
(
n + l
l
))(
	(l+1)φ
)
(z + n)
=
n∑
j=1
(
n + l + 1
j + l + 1
)(
	(j+l+1)φ
)
(z + n − j)Nj (z)
+
(
n + l
l + 1
)(
	(l+1)φ
)
(z + n).
By Theorem 2.5, the (i, j) entry of the matrix for Mφ is (	(i)φNj )(0). Applying (1) and (2)
gives the result. 
Corollary 3.2. (See [8].) The matrix of the operator M 1
z+1
:N2(P) → N2(P) with respect to the
basis of Newton Polynomials is the Cesaro matrix; that is
[M 1
z+1
]ij =
{0 if i < j,
1
i+1 otherwise
for i, j = 0,1,2, . . . .
We can exploit the specific form of the backwards shift on the Newton polynomials as the
identity operator minus a composition operator to derive similar matrix formulas for general
composition operators.
Theorem 3.3. If φ maps P into P, then the matrix of Cφ with respect to the Newton polynomials
is
[Cφ]ij =
i∑
k=0
(−i)k
(1)k
(−φ(k))j
(1)j
for i, j = 0,1,2, . . . .
Proof. Note that K0(z) = N0(z) = 1 and it is well known (and easily verified) that C∗φKw =
Kφ(w). Using these facts we see that
C∗φNi = C∗φ
(
	∗
)i
N0 = C∗φ
(
I − C∗T
)i
K0
= C∗φ
(
i∑
k=0
(
i
k
)
(−1)k(C∗T )k
)
K0 = C∗φ
(
i∑
k=0
(
i
k
)
(−1)kKk
)
=
i∑(i
k
)
(−1)kKφ(k).k=0
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[Cφ]ij = 〈CφNj ,Ni〉 =
〈
Nj ,C
∗
φNi
〉= i∑
k=0
(
i
k
)
(−1)k〈Nj ,Kφ(k)〉
=
i∑
k=0
(
i
k
)
(−1)kNj
(
φ(k)
)= i∑
k=0
(−i)k
(1)k
(−φ(k))j
(1)j
. 
If ζ ∈ C is such that (ζ )  0 (where (ζ ) denotes the real part of ζ ) then Tζ (z) = z + ζ
maps P into P. Since these form a commutative family of functions (under composition), the
corresponding composition operators CTζ form a commutative family of operators, which also
commute with the backwards shift 	 since 	 = I − CT1 . Using this fact directly, we obtain a
simpler expression for the entries of the matrix of CTζ with respect to the Newton polynomials.
Theorem 3.4. If ζ ∈ C is such that (ζ ) 0, then the matrix of CTζ with respect to the Newton
polynomials is
[CTζ ]ij =
{
0 if i > j,
(−ζ )j−i
(1)j−i if i  j
for i, j = 0,1,2, . . . .
Proof. For i, j = 0,1,2, . . . ,
[CTζ ]ij = 〈CTζ Nj ,Ni〉 =
〈
Nj ,C
∗
Tζ
(
	i
)∗
K0
〉
= 〈Nj , (	i)∗C∗Tζ K0〉= 〈	iNj ,Kζ 〉
=
{
0 if i > j,
Nj−i (ζ ) if i  j. 
As is well known, a bounded analytic function ψ :D → C induces a multiplication operator
Mψ :H
2(D) → H 2(D), defined for f ∈ H 2(D) by (Mψf )(w) = ψ(w)f (w). Such an operator
is called an analytic Toeplitz operator. If ψ(w) =∑∞n=0 anwn, then the matrix of such an Mψ
with respect to the basis {wn}∞n=0 is
[Mψ ]ij =
{
0 if i < j,
ai−j if i  j.
From the Binomial Theorem,
(1 − w)ζ =
∞∑
n=0
(−ζ )n
(1)n
wn.
Thus CTζ acting on N2(P) and M∗(1−w)ζ acting on H
2(D) have the same matrix representations
(with respect to the standard orthonormal bases of the respective spaces) and thus are unitarily
equivalent. Known results about analytic Toeplitz operators yield much information about CTζ .
G. MacDonald, P. Rosenthal / Journal of Functional Analysis 260 (2011) 2518–2540 2527We need the following simple lemma related to half-angle formulas.
Lemma 3.5. For θ ∈ [−π,π],
1 − eiθ =
∣∣∣∣2 sin θ2
∣∣∣∣ei( θ−sgn(θ)π2 )
where
sgn(θ) =
{
1 if θ  0,
−1 if θ < 0.
Proof. Using half-angle formulas, we can write 1 − eiθ in polar form as follows:
1 − eiθ = 1 − cos θ − i sin θ
= 2
(
sin
θ
2
)2
− i
(
2 sin
θ
2
cos
θ
2
)
=
(
2 sin
θ
2
)(
sin
θ
2
− i cos θ
2
)
=
∣∣∣∣2 sin θ2
∣∣∣∣ sgn(θ)(−i)
(
cos
θ
2
+ i sin θ
2
)
=
∣∣∣∣2 sin θ2
∣∣∣∣e−i sgn(θ)π2 ei θ2
=
∣∣∣∣2 sin θ2
∣∣∣∣ei( θ−sgn(θ)π2 ). 
Theorem 3.6. If ζ ∈ C is such that (ζ ) 0, then the composition operator CTζ acting on N2(P)
has the following properties:
(1) CTζ is a bounded operator and, if a = (ζ ) (the real part of ζ ) and b = (ζ ) (the imaginary
part of ζ ), then
‖CTζ ‖ = r(CTζ ) =
(
2
a
|ζ |
)a
exp
(
b arctan
(
b
a
))
 2a exp
(
π
2
|b|
)
;
(2) C∗Tζ is subnormal.
Proof. That C∗Tζ subnormal follows immediately from the fact it is unitarily equivalent to an
analytic Toeplitz operator.
The norm and spectral radius of an analytic Toeplitz operator Mφ is
‖Mφ‖ = r(Mφ) = sup
{∣∣φ(w)∣∣: w ∈ D}
(see [12]), and, by unitarily equivalence, this is also the norm and spectral radius of CTζ . So to
establish (1), we must determine the supremum of the function φ(w) = |(1 − w)ζ | for w ∈ D.
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of the disk. Setting a = (ζ ) and b = (ζ ), and using Lemma 3.5 with w = eiθ :
∣∣(1 − w)ζ ∣∣= ∣∣∣∣
(∣∣∣∣2 sin θ2
∣∣∣∣ei( θ−sgn(θ)π2 )
)a+ib∣∣∣∣
=
∣∣∣∣2 sin θ2
∣∣∣∣
a(
ei(
θ−sgn(θ)π
2 )
)ib
=
∣∣∣∣2 sin θ2
∣∣∣∣
a
e−b(
θ−sgn(θ)π
2 ).
The first term achieves its maximum of 2a at θ = ±π (since a  0). The second term approaches
its supremum as θ approaches 0 from the right (if b > 0) or from the left (if b < 0), and in either
case the supremum is e
|b|π
2
. This gives the norm inequality in (1).
To get the exact equality, we must find the maximum of the function
f (θ) =
∣∣∣∣2 sin θ2
∣∣∣∣
a
e−b(
θ−sgn(θ)π
2 )
on the interval θ ∈ [−π,π]. This can be done using standard calculus. The only critical numbers
of the above function are
0, ±π and 2 arctan
(
a
b
)
.
Since f (0) = 0, the maximum doesn’t occur at 0. Note that
f (±π) = 2a and f
(
2 arctan
(
a
b
))
=
(
2
a
|ζ |
)a
exp
(
b arctan
(
b
a
))
.
If we show that (
2
a
|ζ |
)a
exp
(
b arctan
(
b
a
))
 2a
the theorem will be proven. Canceling 2a from both sides and taking the logarithm of both sides
we see this inequality is equivalent to
a ln
(
a√
a2 + b2
)
+ b arctan
(
b
a
)
 0.
To see that this inequality is true, set b = λa. Then the inequality is equivalent to
h(λ) = −1
2
ln
(
1 + λ2)+ λ arctan(λ) 0.
As h is an even function of λ it suffices to prove this for λ > 0. Note that h(0) = 0 and h′(λ) =
arctan(λ) which is positive for λ > 0 so the result is proven. 
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In this section we shall be moving between the Newton space N2(P) and the Hardy
space H 2(D). For clarity of exposition, we shall be consistent with the convention that in what
follows, z shall always represent a complex number in P and w shall always represent a complex
number in D. Therefore, functions N2(P) shall be expressed in terms of z ∈ P while functions in
H 2(D) shall be expressed in terms of w.
We shall also be consistent with using the notation Cf to denote a composition operator
induced by f and Mg to denote a multiplication operator induced by g. These operators may be
acting on either H 2(D) or N2(P), but the space should be clear from the context (or from the use
of z or w as a variable).
For n = 0,1,2, . . . , let en(w) = wn, so {en(w)}∞n=0 is the usual orthonormal basis for H 2(D).
Let U :N2(P) → H 2(D) be the linear map such that U(Nn) = en. Then U is an isometry which
extends by continuity to an isomorphism from N2(P) to H 2(D). While any two separable Hilbert
spaces can be identified via such an isomorphism which maps basis vectors to basis vectors, this
particular U is imbued with additional structure via the Binomial Theorem. The map U , while
approached via different methods, is actually the inverse of the map used in [8].
For η ∈ D, let kη(w) = 11−ηw , which is the reproducing kernel for H 2(D).
Theorem 4.1. The map U :N2(P) → H 2(D) has the following properties:
(1) For η ∈ D, fη(z) = (1 − η)z is in N2(P) and U(fη) = kη;
(2) For λ ∈ P, gλ(w) = (1 − w)λ is in H 2(D) and U(Kλ) = gλ;
(3) MwU = U	∗;
(4) For ζ ∈ C with (ζ ) 0, M
(1−w)ζ U = UC∗Tζ .
Proof. From the Binomial Theorem
(Ufη)(z) = U
∞∑
n=0
ηnNn(z) =
∞∑
n=0
ηn(UNn)(z)
=
∞∑
n=0
ηnwn = 1
1 − ηw = kη(w).
Similarly
(UKλ)(z) = U
∞∑
n=0
Nn(λ)Nn(z) =
∞∑
n=0
Nn(λ)(UNn)(z)
=
∞∑
n=0
Nn(λ)w
n = (1 − w)λ = gλ(w).
The third claim follows directly from the fact that both Mw and 	∗ are unilateral shifts on their
respective orthonormal bases. The fourth claim follows from the matrix representations obtained
above, or from the following. For λ ∈ P,
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(1−w)ζ UKλ)(z) = M(1−w)ζ gλ(w) = (1 − w)ζ (1 − w)λ
= (1 − w)ζ+λ = gλ+ζ (w)
= (UKλ+ζ )(z) =
(
UC∗Tζ Kλ
)
(z),
and, since {Kλ}λ∈P spans N2(P), the result follows. 
5. Composition operators induced by linear self-maps
It is an easy exercise to characterize the linear functions φ(z) = mz + b which map P into
itself: we must have m real and positive and (b) m−12 , or m = 0 and (b) > − 12 . Which of
these linear functions give rise to bounded composition operators on N2(P)?
By Theorem 3.6 in the case where m = 1, Cφ is bounded if and only if (b) m−12 = 0. If
m = 0, Cφ is a rank-one operator and it is easy to see that we only require that (b) > m−12 = − 12 .
We begin by showing unboundedness in the case m > 1.
Theorem 5.1. If φ(z) = mz + b, with m > 1, then the corresponding composition operator Cφ
does not map N2(P) into N2(P).
Proof. If (b) < m−12 , then, by the comments above, φ does not map P into P itself, so Cφ
cannot map N2(P) into N2(P). If (b) m−12 , then for each η ∈ D, consider fη(z) = (1 − η)z.
As we have seen above, fη ∈ N2(P) and, by the Binomial Theorem, ‖fη‖ = (1 − |η|2) 12 . Now
(Cφfη)(z) = (1 − η)mz+b . Note
	(Cφfη) = (1 − η)mz+b − (1 − η)m(z+1)+b
= (Cφfη)
(
1 − (1 − η)m)
so
	n(Cφfη) = (Cφfη)
(
1 − (1 − η)m)n.
So
	n(Cφfη)(0) = (Cφfη)(0)
(
1 − (1 − η)m)n
and thus
‖Cφfη‖2 =
∣∣(Cφfη)(0)∣∣2 ∞∑
n=0
∣∣1 − (1 − η)m∣∣2n
which is finite if and only if |1 − (1 − η)m| < 1. If we choose η ∈ D close to −1, this inequality
will fail and therefore Cφ does not map N2(P) into N2(P). 
Next, we consider the case where m is in the interval (0,1]. We shall show that the unitary
operator in Theorem 4.1 intertwines Cφ on N2(P) and a weighted composition operator defined
on H 2(D) (or at least on a dense set of H 2(D)).
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the map ψm(w) = 1 − (1 − w)m. It is not immediately obvious that ψm even maps D to itself,
but this will follow from Lemma 5.3 below.
Theorem 5.2. If φ(z) = mz + b, with m in (0,1] and (b)  m−12 , let M(1−w)bCψm be the
weighted composition operator acting on H 2(D), where
ψm(w) = 1 − (1 − w)m.
Then
UCφfη = (M(1−w)bCψm)∗Ufη
where U and fη are as in Theorem 4.1.
Proof. Note that, for fixed η ∈ D,
(Cφfη)(z) = (1 − η)mz+b = (1 − η)b
(
1 − (1 − (1 − η)m))z = (1 − η)bfψm(η).
Hence
UCφfη = U(1 − η)bfψm(η) = (1 − η)bUfψm(η)
= (1 − η)bkψm(η)
while
(M(1−w)bCψm)∗Ufη = C∗ψmM∗(1−w)bkη = C∗ψm(1 − η)bkη
= (1 − η)bC∗ψmkη
= (1 − η)bkψm(η) = (1 − η)bkψm(η). 
Thus, for a given m and b, the two operators Cφ and M(1−w)bCψm are either both bounded or
both unbounded.
To prove boundedness we need the following technical lemma.
Lemma 5.3. Let ψm(w) = 1 − (1 − w)m, m ∈ (0,1) and θ ∈ [−π,0) ∪ (0,π]. Then, for any
f ∈ H 2(D),
∣∣f (ψm(eiθ ))∣∣ 1√
(2 − 2m)|2 sin θ2 |m
‖f ‖2.
Proof. Note that ∣∣f (ψm(w))∣∣= 〈f, kψm(w)〉 ‖f ‖‖kψm(w)‖
and
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1
1 − |ψm(w)|2 =
1
1 − |1 − (1 − w)m|2
= 1
(1 − w)m + (1 − w)m − |1 − w|2m .
Now if w = eiθ then, using Lemma 3.5
1 − w =
∣∣∣∣2 sin θ2
∣∣∣∣ei( θ−sgn(θ)π2 ).
Hence
|1 − w|2m =
∣∣∣∣2 sin θ2
∣∣∣∣
2m
and
(1 − w)m + (1 − w)m =
∣∣∣∣2 sin θ2
∣∣∣∣
m(
2 cos
(θ − sgn(θ)π)m
2
)
.
So,
‖kψm(w)‖2 =
1
(1 − w)m + (1 − w)m − |1 − w|2m
= 1|2 sin θ2 |m(2 cos (θ−sgn(θ)π)m2 ) − |2 sin θ2 |2m
= 1|2 sin θ2 |m
(
1
2 cos (θ−sgn(θ)π)m2 − |2 sin θ2 |m
)
.
We must determine the maximum value of the function
g(θ) = 1
2 cos (θ−sgn(θ)π)m2 − |2 sin θ2 |m
on [π,π]. As this function is even that is equivalent to determining its maximum on [0,π].
Letting x = π−θ2 , we see that, for θ ∈ [0,π],
1
g(θ)
= fm(x) = 2 cos(mx) −
(
2 cos(x)
)m
where x ∈ [0, π2 ), and so we must determine the minimum value of fm on [0, π2 ).
Claim. For m ∈ (0,1), fm is non-decreasing on [0, π2 ].
Proof. It suffices to show that the derivative of fm(x)
f ′m(x) = −2m sin(mx) + 2mm cosm−1(x) sin(x)
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the problem sideways, and consider for each fixed x, gx(m) = (2 cos(x))m−1 sin(x) − sin(mx)
as a function of m. Note that g(1) = 0 and that
g′x(m) =
(
2 cos(x)
)m−1 ln(2 cos(x)) sin(x) − x cos(mx) < 0
so gx(m) is positive and thus f ′m(x) is positive as well.
(Thanks to Undergraduate Research Assistant Sam Arnold at the University of Prince Edward
Island for providing this proof.) 
Thus fm(x) fm(0) = 2 − 2m and hence g(θ) 12−2m and the result follows. 
Theorem 5.4. If φ(z) = mz + b, with m in (0,1), and (b) > m−12 , then the corresponding
composition operator Cφ is bounded on N2(P).
Proof. We consider the operator M(1−w)bCψm acting on H 2(D), as in Theorem 4.1 and consider
the case where b is in R. If f ∈ H 2(D), then, using Lemma 5.3 and integral tables to evaluate
the last integral, we obtain
‖M(1−w)bCψmf ‖2 =
1
2π
π∫
−π
∣∣1 − eiθ ∣∣2b∣∣Cψmf (eiθ )∣∣2 dθ
 1
2π
π∫
−π
∣∣∣∣2 sin θ2
∣∣∣∣
2b 1
2 − 2m ‖f ‖
2
2
1
|2 sin θ2 |m
dθ
 1
π
1
2 − 2m ‖f ‖
2
2
π∫
0
(
2 sin
θ
2
)2b−m
dθ
 1
π
1
2 − 2m ‖f ‖
2
22
2b−m2
π
2∫
0
(sinu)2b−m du
 1
π
1
2 − 2m ‖f ‖
2
22
2b−m2
√
π
Γ (b − m−12 )
Γ (b − m−22 )
.
Since M(1−w)bCψm is bounded in this case, so is Cφ with the same bound (by Theorem 4.1).
To obtain the result for complex b, compose Cφ with CT where T (z) = z + ia and use Theo-
rem 3.6. 
Note that, in the case where b ∈ R, we obtain the norm bound
‖Cφ‖2  1√
π
22b+1
2m − 22m
Γ (b − m−12 )
Γ (b − m−2 ) .2
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Theorem 5.5. For φ(z) = mz+ b, the composition operator Cφ :N2(P) → N2(P) is unbounded
if any of the following is true:
(1) m < 0 or m > 1,
(2) m = 0 and (b)− 12 ,
(3) m ∈ (0,1] and (b) < m−12 ;
and is bounded if any of the following is true:
(1) m = 0 and (b) > − 12 ,
(2) m ∈ (0,1) and (b) > m−12 ,
(3) m = 1 and (b) m−12 = 0.
We are left with the case where m ∈ (0,1) and φ(z) = mz + m−12 . We make the following
conjecture regarding the associated composition operators.
Conjecture 5.6. If m ∈ (0,1) and φ(z) = mz + m−12 , then the associated composition operator
Cφ :N
2(P) → N2(P) is bounded.
6. Composition operators induced by automorphisms
Next we consider the problem of determining which automorphisms of P give rise to bounded
composition operators, and which of these are invertible. It is well known that the automorphisms
of the upper half-plane are given by
ψ(z) = az + b
cz + d
where a, b, c, d ∈ R and ad − bc > 0. Since U(z) = i(z + 12 ) maps the half-plane P to the
upper half-plane, all automorphisms of P are of the form φ(z) = (U−1 ◦ ψ ◦ U)(z) where ψ
is as above. Which of these give rise to bounded composition operators on N2(P)? As the next
theorem shows, it is those that fix infinity.
Theorem 6.1. If φ :P → P is an automorphism, then Cφ :N2(P) → N2(P) is a bounded operator
only if φ(∞) = ∞.
Proof. Suppose φ does not fix infinity. Then there is some complex number w0 with
(w0) = − 12 and φ(w0) = ∞. With no loss of generality, we may assume w0 = − 12 since,
by Theorem 3.6, the vertical shift Tib(z) = z + bi where b = (w0) gives rise to a bounded
(and invertible) composition operator, and we can compose φ with Tib . Suppose we have done
this, but still call the composed function φ. Then, by the remarks preceding the statement of this
theorem, we must have that
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(
α − β
i(z + 12 )
)
− 1
2
,
where α and β are real numbers with β > 0.
For each n ∈ N, let λn = − 12 + βn , and consider
‖C∗φKλn‖2
‖Kλn‖2
.
We shall show that the above sequence is unbounded, and hence Cφ is unbounded.
Following the same rate of growth terminology and notation of [4], we say two functions
f (n) and g(n) have the same rate of growth if there exist positive constants k and K so that
k|g(n)|  |f (n)|  K|g(n)| for sufficiently large n, and write f (n)  g(n). As per the usual
big-oh terminology, we say f (z) = O(g(z)) if there exists a positive constant K such that
|f (z)|K|g(z)| when |z| is sufficiently large.
First note that
‖Kλn‖2 =
Γ (2λn + 1)
Γ (λn + 1)2
= Γ (
2β
n
)
Γ ( 12 + βn )2
 n
(since the denominator converges and the Gamma function has a simple pole at 0 so the numer-
ator is asymptotically equivalent to n).
Next consider
∥∥C∗φKλn∥∥2 = Γ (2(φ(λn)) + 1)|Γ (φ(λn) + 1)|2
= Γ (2n)|Γ (n + 12 − iα)|2
.
Stirling’s formula (see [1]) states that
Γ (z) =
√
2π
z
(
z
e
)z(
1 + O
(
1
z
))
.
Applying this formula, we see that
Γ (2n)  1√
n
(2n)2n
e2n
and
∣∣∣∣Γ
(
n + 1 − iα
)∣∣∣∣
2
 1 n
2n+1
2n+12 n e
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Γ (2n)
|Γ (n + 12 − iα)|2
 2
2n
√
n
→ ∞.
Thus C∗φ , and hence Cφ , is unbounded. 
A striking dichotomy between composition operators on the Hardy space and composition
operators on the Newton space arises when we consider the question of which automorphisms
give rise to invertible composition operators (that is, composition operators which are bounded
with bounded inverse). In the Hardy case, all automorphisms give rise to invertible composition
operators, while in the Newton case, as we show in the next theorem, only automorphisms which
are vertical translations do.
Theorem 6.2. If φ :P → P is an automorphism, then Cφ :N2(P) → N2(P) is an invertible oper-
ator if and only if φ(z) = z + ri for some real number r .
Proof. By Theorem 6.1, φ must fix infinity, and so must be a linear automorphism. By The-
orem 5.5, in order for Cφ to be bounded we must that φ(z) = mz + b for some m ∈ (0,1]
and (b) = m−12 . But we must also have m = 1, or else the composition operator induced by
φ−1(z) = 1
m
z − b
m
has coefficient of z greater than 1, and hence gives rise to an unbounded op-
erator by Theorem 5.5. If Cφ was invertible in this case, its inverse would agree with Cφ−1 on a
dense set and hence be unbounded.
Thus m = 1 and (b) = m−12 = 0 and so b is imaginary, b = ri for some r ∈ R and the result
is proven. 
7. Compactness of composition operators
Much work has been done to classify the compact composition operators on H 2(D). The
general heuristic idea that an analytic map φ :D → D induces a compact composition operator
on H 2(D) when the range of φ does not get too close to the boundary of the disk too often eventu-
ally led to a complete description of such operators in terms of the Nevanlinna Counting function
(see [13]). As we have seen, many aspects of composition operators are more complicated in the
Newton space N2(P) than in the Hardy space H 2(D). However, it seems that a similar general
heuristic holds: φ :P → P induces a compact composition operator on N2(P) when the range
of φ does not get too close to the line {z ∈ C: (z) = − 12 } too often, however there seems to be
additional conditions involving asymptotic behavior at infinity. We give a few preliminary results
in that direction.
First recall the following standard definition.
Definition 7.1. A compact operator T acting on a Hilbert space H is a Hilbert–Schmidt operator
if for any orthonormal basis {en}∞n=1 of H ,
∞∑
‖T en‖2 < ∞n=1
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‖T ‖HS =
( ∞∑
n=1
‖T en‖2
) 1
2
.
In our case this gives the following characterization of the Hilbert–Schmidt composition op-
erators.
Theorem 7.1. If φ :P → P is an analytic map, then Cφ :N2(P) → N2(P) is a Hilbert–Schmidt
operator if and only if ∫
P
Γ (2 Re(φ(z)) + 1)
|Γ (φ(z) + 1)|2 dμ(z) < ∞,
where μ is the measure implementing the inner product on N2(P).
Proof. From above,
‖Cφ‖2HS =
∞∑
n=0
∥∥Cφ(Nn)∥∥2,
so
‖Cφ‖2HS =
∞∑
n=0
∥∥Cφ(Nn)∥∥2
=
∞∑
n=0
∫
P
∣∣Nn(φ(z))∣∣2 dμ(z)
=
∞∑
n=0
∫
P
(−φ(z))n(−φ(z))n
n!n! dμ(z)
=
∫
P
∞∑
n=0
(−φ(z))n(−φ(z))n
n!n! dμ(z).
This series is 2F1(φ(z), φ(z);1,1), a Gauss hypergeometric function, which has closed form
2F1
(
φ(z),φ(z);1,1)= Γ (2 Re(φ(z)) + 1)|Γ (φ(z) + 1)|2
(see [1]) so the theorem is proven. 
Note that, by Theorem 2.6
‖Kz‖2 = 〈Kz,Kz〉 = Γ (2 Re(z) + 1)2|Γ (z + 1)|
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composition operators.
Theorem 7.2. If φ :P → P is analytic and Ran(φ) is a compact subset of P, then Cφ :N2(P) →
N2(P) is a Hilbert–Schmidt operator.
Proof. The hypothesis imply that the function z → Γ (2 Re(φ(z))+1)|Γ (φ(z)+1)|2 is bounded on P, and so the
theorem follows from Theorem 7.1. 
We do have some other compact composition operators at hand. When m ∈ (0,1), the map
ψm(w) = 1 − (1 − w)m is such that if w is on the unit circle and w = 1, |ψm(w)| < 1, and so
ψ clearly fails to have finite angular derivative at all such w. The map ψm fixes the point 1, and
the image of the closed unit disk under ψm, is a “sideways raindrop” shaped region in D ∪ {1}
with point at 1 whose boundary is not tangent to the circle at 1. So ψm also fails to have finite
angular derivative at w = 1. Since ψm is univalent, the corresponding composition operator Cψm
is compact on H 2(D) (see Corollary 3.21 in [2]). From this we get some compact composition
operators on N2(P).
Theorem 7.3. For m ∈ [0,1) and b  0, the composition operator Cφ on N2(P) induced by
φ(z) = mz + b is compact.
Proof. If m = 0, Cφ is a rank-one operator. If m ∈ (0,1), then by Theorem 4.1, Cφ is unitar-
ily equivalent to (M(1−w)bCψm)∗ acting on H 2(D). By the comments preceding this theorem,
Cψm is compact, and the condition that b  0 implies that M(1−w)b is bounded, hence the result
follows. 
8. Self-adjoint composition operators
Suppose Cφ is a composition operator acting on a Hilbert space of analytic functions with
reproducing kernel {kλ}. Then Cφ is self-adjoint if and only if C∗φkλ = Cφkλ (since {kλ} span the
space). From this we obtain the following.
Proposition 8.1. The composition operator Cφ :N2(P) → N2(P) is self-adjoint if and only if,
for all y and z in P,
Γ (z + φ(y) + 1)
Γ (z + 1)Γ (φ(y) + 1) =
Γ (φ(z) + y + 1)
Γ (φ(z) + 1)Γ (y + 1) .
Setting z = 0 in the above equation gives, for all y ∈ P,
Γ
(
φ(0) + 1)= Γ (y + φ(0) + 1)
Γ (y + 1)
and hence we must have φ(0) = 0.
Setting z = 1 we obtain
Γ (φ(y) + 2) = Γ (φ(1) + y + 1) .Γ (2)Γ (φ(y) + 1) Γ (φ(1) + 1)Γ (y + 1)
G. MacDonald, P. Rosenthal / Journal of Functional Analysis 260 (2011) 2518–2540 2539Using Γ (t + 1) = tΓ (t) and Γ (t¯) = Γ (t), we obtain
φ(y) = Γ (y + φ(1) + 1)
Γ (y + 1)Γ (φ(1) + 1) = Kφ(1)(y) − 1.
Substituting y = 1 shows that r = φ(1) must be a real number, which is, of course, in the interval
(− 12 ,∞).
It is easy to see that we must have r = φ(1) 0 or else φ will not map P to P (since large real
numbers get mapped to numbers less than − 12 ). Also we must have r  1 or else the imaginary
axis will not map into P.
Thus our only candidates for self-adjoint composition operators are φr(z) = Kr(z) − 1 for
r ∈ [0,1]. When r = 1 we obtain the identity operator and when r = 0 we obtain the rank-one
projection onto the constants. For other values of r , self-adjointness implies that the equation
Γ (z + φr(y) + 1)
Γ (z + 1)Γ (φr(y) + 1)
= Γ (φr(z) + y + 1)
Γ (φr(z) + 1)Γ (y + 1)
must hold for all z, y ∈ P.
Consider this equation when z = 2 and y = 3. Note that
φr(2) = Kr(2) − 1 = Γ (2 + r + 1)
Γ (2 + 1)Γ (r + 1) − 1 =
(r + 2)(r + 1)
2
− 1
and
φr(3) = Kr(3) − 1 = Γ (3 + r + 1)
Γ (3 + 1)Γ (r + 1) − 1 =
(r + 3)(r + 2)(r + 1)
6
− 1
so the right-hand side is
Γ (z + φr(y) + 1)
Γ (z + 1)Γ (φr(y) + 1)
= Γ (2 + φr(3) + 1)
Γ (2 + 1)Γ (φr(3) + 1)
= (φr(3) + 2)(φr(3) + 1)
2
= (
(r+3)(r+2)(r+1)
6 + 1)( (r+3)(r+2)(r+1)6 )
2
while the left-hand side is
Γ (φr(z) + y + 1)
Γ (φr(z) + 1)Γ (y + 1) =
Γ (φr(2) + 3 + 1)
Γ (φr(2) + 1)Γ (3 + 1)
= (φr(2) + 3)(φr(2) + 2)(φr(2) + 1)
6
= (
(r+2)(r+1)
2 + 2)( (r+2)(r+1)2 + 1)( (r+2)(r+1)2 ) .
6
2540 G. MacDonald, P. Rosenthal / Journal of Functional Analysis 260 (2011) 2518–2540Setting these equal and simplifying, we see that the above equation simplifies to r2(r −1)(r +
1) = 0, which gives, r = 0 or r = 1 (as r = −1 does not give a map from P to P).
Hence, we obtain the following.
Theorem 8.2. The only self-adjoint composition operators Cφ :N2(P) → N2(P) correspond to
φ(z) = z or φ(z) = 0.
In closing, we note that there is actually an indexed family of Newton spaces. In these spaces,
the Newton polynomials are not orthonormal, but orthogonal. For α  0, we define the Newton
space Nα as the following Hilbert space of analytic functions:
Nα =
{
F(z) =
∞∑
n=0
anNn(z): ‖F‖2α =
∞∑
n=0
|an|2 Γ (n + α + 1)
n! < ∞
}
.
There is a similar theory for these spaces (see [11]), with our Newton space the case where
α = 0. All of the results in this paper can be modified to apply in these more general spaces as
well. Since the introduction of the parameter α causes no significant modifications to our results,
we have restricted ourselves to the specific case α = 0 for ease of exposition.
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