In this paper, we study the circular cone eigenvalue complementarity problem (CCEiCP) by variational inequality technique, prove the existence of a solution to CCEiCP, and investigate different nonlinear programming formulations of the symmetric and asymmetric CCEiCP, respectively. We reduce CCEiCP to a variational inequality problem on a compact convex set, which guarantees that CCEiCP has at least one solution. Based on the variational inequality formulation of CCEiCP, the symmetric CCEiCP can be reformulated as a nonlinear programming problem NLP 1 , and solved by computing a stationary point of the Rayleigh quotient function on a compact set. We formulate the asymmetric CCEiCP as another nonlinear programming problem NLP 2 , and show that any global minimum of NLP 2 with an objective function value equal to zero is a solution of the asymmetric CCEiCP. Moreover, a stationary point of NLP 2 is a solution of the asymmetric CCEiCP, if and only if the Lagrange multipliers associated with the equalities in NLP 2 are equal to zero. The different formulations of CCEiCP provide alternative approaches for solving CCEiCP, which will play an important role in designing efficient algorithms to solve CCEiCP.
Introduction
In the past years, the eigenvalue complementarity problems (EiCP) have received great attention, since they have a wide range of applications in engineering, such as the contact problems in mechanics, electrical circuit simulation, dynamic analysis of structural mechanical systems, and vibro-acoustic systems [-] . It is noted that the eigenvalue complementarity problem differs from the traditional eigenvalue problem in that the primal and dual variables belong to a closed and convex cone and its dual, respectively, and satisfy a complementarity condition [] . In [] , the second-order cone eigenvalue complementarity problem (SOCEiCP) was studied via a special variational inequality problem on a compact set defined by a Lorentz cone and a normalization constraint, and moreover, an enumerative algorithm was proposed for solving this problem.
The EiCP where the cone is the nonnegative orthant is called the Pareto eigenvalue complementarity problem. In this case, the spectrum is finite and its cardinality grows exponentially with the size of the problem [-] . A number of algorithms have been proposed for solving EiCP, such as the Path solver [] , the spectral projected gradient algorithm [] , the scaling and projection algorithm [] , and the semismooth Newton method [] .
The second-order cone eigenvalue complementarity problem (SOCEiCP) [, ] is the EiCP involving the product of second-order cones (or Lorentz cones), which is widely used in game theory, economic equilibrium, engineering, and so on [-] . SOCEiCP is regarded as one of the most difficult problems to solve, because the Lorentz spectrum may be the union of finitely many mutually disjoint connected sets and each connected set is either a singleton or a closed interval of positive length (not finite and not countable) [] . Therefore, it is a difficult task to compute and detect all the eigenvalues of SOCEiCP. A number of semismooth Newton methods have been proposed in [] for finding a solution of SOCEiCP. A hybrid algorithm which combines a semismooth Newton method with an enumeration algorithm is presented in [] to detect multiple solutions of SOCEiCP, and it performs very well in practice. A scaling and projection algorithm in [] is applied to finding a solution of the circular cone eigenvalue complementarity problem (CCEiCP), which is an extension of SOCEiCP.
The circular cone eigenvalue complementarity problem (CCEiCP) [] consists of finding a real number λ and a vector x ∈ R n \{} such that
where ω ∈ R n , A, B ∈ R n×n , and B is positive definite, i.e., x T Bx >  for all x = . And C ⊆ R n is the Cartesian product of circular cones, i.e., C = C
, where n = n  + n  + · · · + n m and C Motivated by [, -], in this paper, we aim to study the variational inequality formulation of CCEiCP, prove the existence of a solution to CCEiCP, and investigate different nonlinear programming formulations of the symmetric and asymmetric CCEiCP, respectively. The different formulations of CCEiCP provide alternative approaches for finding solutions of CCEiCP, which will play an important role in designing efficient algorithms to find multiple solutions of CCEiCP. We reduce the circular cone eigenvalue complementarity problem (CCEiCP) to a variational inequality problem on a compact convex set. This guarantees that CCEiCP has at least one solution. Moreover, the symmetric CCEiCP can be reformulated as a nonlinear programming problem NLP  , which maximizes the Rayleigh quotient function on a compact set. Any stationary point of NLP  is a solution of the symmetric CCEiCP. For the asymmetric CCEiCP, the reduction NLP  no longer holds. We formulate the asymmetric CCEiCP as another nonlinear programming problem NLP  , and show that any global minimum of NLP  with an objective function value equal to zero provides a solution of the asymmetric CCEiCP. Moreover, a stationary point of NLP  is a solution of the asymmetric CCEiCP, if and only if the Lagrange multipliers associated with the equalities in NLP  are equal to zero. Note that the circular cone C n i θ i reduces to the second-order cone, whenever the rotation angle θ i = 
• . Therefore the presented results in this paper on the symmetric CCEiCP extend that on SOCEiCP in [] .
The organization of this paper is as follows. In Section , we review some preliminaries including the circular cone, the Euclidean Jordan algebra associated with the secondorder cone, and some concepts. In Section , we reduce CCEiCP to a variational inequality problem on a compact convex set, and prove the existence of a solution to CCEiCP. Moreover, we reformulate the symmetric CCEiCP as a nonlinear programming problem NLP  . In Section , we formulate the asymmetric CCEiCP as another nonlinear programming problem NLP  , and investigate when a stationary point of NLP  is a solution of CCEiCP.
In the following, we denote the nonnegative orthant of R by R + . We use the symbol · to denote the Euclidean norm defined by x := √ x T x for a vector x or the corresponding induced matrix norm. For simplicity, we often use x = (x  ; x :n ) for the column vector x = (x  , x T :n )
T .
Preliminaries
In this section, we recall some concepts and results, which include the circular cone [, ] and the Euclidean Jordan algebra [, ] associated with the second-order cone (SOC)
First, we recall some concepts and the Euclidean Jordan algebra associated with the SOC [, ]. The second-order cone (also called Lorentz cone or ice-cream cone) is defined by
where
The Euclidean Jordan algebra for the SOC K n is the algebra defined by
we define
where I represents the (n -) × (n -) identity matrix. It is easy to verify that
is symmetric positive definite (and hence invertible) if and
Now we give some results about the circular cone [, ]. The circular cone is a pointed closed convex cone having hyperspherical sections orthogonal to its axis of revolution about which the cone is invariant to rotation. Let its half-aperture angle be θ with θ ∈ (, π  ). Then the n-dimensional circular cone C n θ is defined by
In fact, it is not difficult to see that
Thus the circular cone C n θ includes the second-order cone K n as a special case when the half-aperture angle is π  . Therefore,
which is equivalent to
It should be pointed out that the matrix T is positive definite and its inverse matrix is
For a convex cone K , its dual cone is defined by
It is well known that the second-order cone K n is self-dual, i.e., (K n ) * = K n . However, the circular cone is not generally self-dual.
A variational inequality formulation of CCEiCP
In this section, we present a variational inequality formulation of CCEiCP, and prove the existence of a solution to CCEiCP. Moreover, we reformulate the symmetric CCEiCP as a nonlinear programming problem, which will be helpful to detect multiple solutions of the symmetric CCEiCP. As stated in [] for EiCP, the CCEiCP can be formulated as the following variational inequality problem VI(F, C):
Finding a vector x ∈ C such that
where the function F : R n → R n is defined by
and C = C ∩ with
Proposition . VI(F, C) has at least one solution.
Proof Because of the positive definiteness of the matrix B, the function F is well defined and continuous on C. Furthermore, since C ⊆ R n is compact convex, it follows from Corollary .. in [] that the set of solutions to VI(F, C) is nonempty and compact.
We now set
and
It therefore follows that
Now we present the sufficient optimality conditions for CCEiCP by the variational inequality technique. Since the linear independence constraint qualification holds at x, we see that x satisfies the following Karush-Kuhn-Tucker (KKT) conditions []:
Here  i is a null vector of dimension n i -, and α i , β i , γ are the Lagrange multipliers associated with the constraints
 tan θ i ≥ , and e T x =  for i = , , . . . , m, respectively. On the one hand, it follows from (), (), and () that
On the other hand, we have by ()
Therefore, γ = . Then it follows from () and () that
where we let λ =
x T Ax x T Bx
and ω = Dα + Eβ. Moreover, we have from (), (), and () , we obtain from () and ()
where y = (z; y m ) ∈ C with z ∈ R n-n m and y m ∈ R n m . By letting y m =  in (), we see that u is the solution of the following VI(F  , C):
Then by following the proof of case (i), we can show that (u, λ =
) is a solution of CCEiCP  :
In order to prove that (x = (u; ), λ =
) is a solution of CCEiCP, in the following we will show
Since x = (u; ) is a solution of VI(F, C) and
we have
By letting y = (; y m ) ∈ R n-n m × R n m , we obtain
Combining Proposition . and Theorem . yields the following result as regards the existence of a solution of CCEiCP.
Corollary . CCEiCP has at least one solution.
From Theorem ., we reduce CCEiCP to VI (F, C) . However, the mapping F is not monotone, which precludes CCEiCP from being solved by the efficient algorithms available for variational inequality problems [] . There is no theoretical guarantee that these algorithms globally converge to a solution of CCEiCP, even if line-search processes are employed [] .
As discussed in [, , , ], if A and B are both symmetric matrices, problem () is called the symmetric CCEiCP. As a consequence of Theorem ., we can reformulate the symmetric CCEiCP as the following nonlinear programming problem.
Theorem . If x is a stationary point of
where A ∈ R n×n is symmetric and B ∈ R n×n is symmetric positive definite, then (x, λ = . Then for any x ∈ C given by (), the gradient of f at x is
Therefore, if x is a stationary point of
i.e., NLP  , then it follows from Theorem . and () that (x, λ =
) is a solution of the symmetric CCEiCP. (iii) The reduction NLP  only holds in the symmetric CCEiCP. For the asymmetric CCEiCP (where at least one of the matrices A or B is asymmetric), we will formulate another nonlinear programming problem in the next section.
A nonlinear programming formulation of the asymmetric CCEiCP
In this section, we derive the nonlinear programming problem formulation NLP  of the asymmetric CCEiCP, and show that any global minimum of NLP  with an objective function value equal to zero provides a solution of the asymmetric CCEiCP. Moreover, we investigate when a stationary point of NLP  is a solution of the asymmetric CCEiCP. The nonlinear programming formulation NLP  of CCEiCP provides an alternative approach for solving CCEiCP, which will play an important role in the design of efficient algorithms for finding multiple solutions to CCEiCP.
Theorem . CCEiCP has a solution (x, ω, λ) if and only if (x, ω, λ, y) is a global minimum of
with f (x, ω, λ, y) = . It should be noted that the intersection of the constraints (), (), and () in NLP  represents a convex region due to (), though the regions defined by the individual constraints () and () are nonconvex. Thus, the feasible region of NLP  is convex. Moreover, the functions associated with the constraints () and () are differentiable everywhere. Therefore, any global minimum of NLP  is a stationary point which is much easier to compute. Thus it is important to investigate the conditions for such a stationary point to be a solution of the asymmetric CCEiCP. 
Theorem . For any given stationary point
be the Lagrange multipliers associated with the constraints ()-(), respectively. Then a stationary point (x * , ω * , λ * , y * ) of NLP  satisfies the following KKT conditions [] :
where problem NLP  , and show that any global minimum of NLP  with an objective function value equal to zero provides a solution of the asymmetric CCEiCP. However, contrary to the symmetric case, a stationary point of NLP  is not sufficient for finding a solution of the asymmetric CCEiCP. Moreover, the sufficient condition is not too strong. The different formulations of CCEiCP provide alternative approaches for solving CCEiCP, which will play an important role in designing efficient algorithms to find multiple solutions of CCEiCP. This is an interesting topic for our future research.
