INTRODUCTION
The problem of detecting a shift in a constant level of probability of success has been considered by many researchers in the 1970s and 1980s (see, e.g., Carlstein 1988 Hinkley 1970; Pettitt 1979 Pettitt , 1980 Smith 1975; Worsley 1983) . Generally, the problem can be formulated as follows: X I , . . . ,X , are independent Bernoulli random variables with probabilities pl, . . . ,p, of success, and it is known that for some K , 0 < K 5 n , the p's have the following relation:
The null hypothesis to be tested is that K = n; that is, all of the p's are equal. Only one-sided alternatives are considered. The applications in mind are mainly from reliability theory, where concern is about detecting deteoriation in a production, so that the probability of failure of produced items is supposed to be constant at a low lewel but at some time point, produced items suddenly have a higher failure probability.
Pettitt's test and a weighted version thereof are reviewed in Section 2, and the likelihood-ratio based test is described in Section 3. The martingale approach to the changepoint problem is introduced in Section 4. The idea is very close to a solution to the problem of testing constancy of regression relationships over time, as given by Brown, Durbin, and Evans (1975) . The difference is that the analysis is done conditionally on the total sum of successes. The involved filtration thus is nonstandard.
In Section 5, seven fixed sample size tests are compared by simulation; two versions of Pettitt's test, four versions of the martingale-based test, and the likelihood ratio test. The results indicate that perhaps the martingale-based tests detect change faster. This is the theme of Section 6, where a simulation study is performed. The comparisons include a version of the classical cumulative sum (cusum) approach.
PETTITT'S TEST
The general setup is as follows: X I , . . . ,X , are iid pi, i = 1, . . . ,n. The null hypothesis is that p1 = . . . = p,, and the alternative is that for some K , 0 < K < n , p l = . . . = p, < p,+l = . . . = p,. This is a reasonable alternative in a reliability context, where interest is focused on detecting an increased probability of failure.
Bernoulli variables with P ( X i
Suppose for a moment that K is known; then there exists a uniformly most powerful unbiased test (Lehmann 1986, pp. 154-155) . The test statistic is U = C,"',Xi, and the test is performed conditional on T = Cy=l x i . The result is Fisher's exact test for a 2 x 2 table.
Let Si = c>~, 1 , .. . ,n. Then U = S , and T = S,, i = and, under the null hypothesis, that is, the hypergeometric distribution.
It follows that under the null hypothesis, the first two conditional moments for k = 0 , . . . ,n , are and where p = S,/n. The test statistic is and its limiting conditional distribution under the null, as r;,n i in such a manner that n,K tends to a limit bounded from 0 and 1, is standard normal. Holst (1979) gave a strict derivation of this seemingly trivial statement (in a more general context). The test rejects the null hypothesis for large values of the test statistic.
What if the time point for the shift is unknown? Then we have the changepoint problem, and the natural test statistic is 
It is well known that the exact null distribution of Ril) is the same as the null distribution of (a multiple of) the Kolmogorov-Smirnov two-sample test statistic (Steck 1969) . Thus numerous small sample tables and asymptotic results are available. The asymptotic distribution is the one of the maximum of a Brownian bridge on (0, 1).
However, at sample sizes where tables stop (usually at sample sizes around loo), asymptotic results are still unreliable-mainly on the conservative side, causing low power. Therefore, relying on the bootstrap as soon as tables are not available is recommended. The bootstrap is very simple to implement in the present situation, and it is used throughout.
Pettit (1980) claimed that Ri2) is "generally inferior to" R, (1) , a claim needing closer evaluation.
THE LIKELIHOOD RATIO TEST
Regarding the likelihood function in the shift model,
as a function of three parameters, it is possible to test the hypothesis (no shift) with the likelihood ratio test. A difficulty is that ordinary asymptotic distributional results do not apply, and the exact distribution is awkward. The bootstrap approach poses no problems, however. The test statistic is
when the alternative is one sided.
THE MARTINGALE APPROACH
Consider the iid Bernoulli sequence XI, X2, . . . ,Xn and its corresponding cusum process S1,Sz,. . . ,Sn,the natural filtration is and it is obvious that {Sj,3,);is a submartingale. But we want to perform the analysis conditional on S,. Therefore, the filtration 3;"'= 3 j v o{Sn} = o{X1,. . . ,x,, S,},
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The sequence { S~, F~~) } ; =ĩs a submartingale because (a) 3jn)c 3jj;)l and Sj t 3jn),j = 0 , .. . , n -1; (b) 0 < E(Sj) < m,j = 0 , .. . , n ; and (c) E(S,+~F~")) 2 Sj a.e. Doob's decomposition theorem states that {S,},"=, can be decomposed into a martingale {2~'"),3~")}';=, and " -an increasing process {A:")};~~, where the latter is predictable-mealung that for each j,Ay) Fj"),.
Theorem 1. The compensator A(") of the submartingale {S, ,3jn)}is given by the partition s, = 2,") +A:"),
..,n, and zjn'= S, -A:"' ,
Proof: The proof is straightforward, by construction. The goal now is to show that {2jn)};, suitably normalized and time transformed, converges weakly to the standard Wiener process on (0, 1) as n tends to infinity. Thus the variance function is needed.
Theorem 2. The conditional variance function, given
Sn, is, for j = 1 , .. . ,n, given by
Pro05
The proof is provided in the Appendix. Suppose now that the changepoint occurs at time 6; that is, XI, . . . ,X, are iid Bernoulli variables with success probability p, and X,+l,. . . ,Xn are iid Bernoulli variables with success probability p'. Let AZ/") = z/")-Z/:)~, j = 1 , .. . , n . Then In other words. {2jn)};=, has negative drift, because (p -p') < 0, whereas {2jn) -~p)};=,+, has zero drift independent of the value of pl and p2. Therefore, a reasonable test statistic is -zp)
However, we also consider its unweighted analog,
In the light of Theorem 2, the convergence of Ri3) under and 32)= {R,0}.
the null hypothesis to the maximum of a Wiener process on The simulations were made on a Sun SPARCstation 5 running Solaris 2.4 and on a Dell Pentium 90 MHz running MS-DOS 6.2. In both cases the programming language was FORTRAN 90, the NAG version. The traditional 16807 congruential generator was used for random number generation. The errors in the estimated probabilities are at most three units in the third decimal, with 95% confidence.
Testing for a Changepoint
Focus was on small p's and late changes, and on increases in the probability of success. 100,000 simulated samples were drawn for each combination of n = 50,100, and 200, and changes from p = .2 to .4, .6, and .8, representing small, medium and large shifts. Then the powers were estimated. The results are shown in Tables 1, 2 , and 3, where figures in boldface represent the tests with highest power. Pettitt's Tests of the moving sums type are considered; that is, as time goes by, the latest observation is added and the oldest observation is deleted. If the length of the moving sum is M , then it is assumed that the time horizon is (2M -l ) , and the tests are compared in a situation where a shift occurs at time Pettitt's, unweighted; (b) Pettitt's, weighted; (c) 2) under the null hypothesis, we zoomed in on the individual levels by a sort of trial and error simulation: Aiming at a level of a = .1, the Bonferroni level was calculated to a,(') = ,1150 = ,002,i = 1 , .. . ,50, and a simulation gave the total levels for the considered tests (the number of replicates in the simulation was 100,000 for each test); see Table 6 . This was closer to the .05 level than to the target .l,so the subsequent corrections aimed at a = .05. It was necessary to choose test-specific levels, and the vector d o ) , with was finally chosen, giving rise to the results presented in Table 7 . Pettitt's, unweighted; (b) Pettitt's, weighted; (c) Given (correct) rejection, it is of interest to have the rejection as early as possible after the shift. Under the null hypothesis, the conditional distribution of the time of rejection, given rejection, is almost uniform on (1,. . . ,(M-l)), as can be seen in Figure 1 . Pettitt's, unweighted; (b) Pettitt's, weighted; (c) 
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The powers of the tests under the alternative of a shift from .2 to .4 are shown in Table 8 . The last column shows the conditional expected time after the shift at which rejection occurs, given rejection after (or at) the shift and no rejection before the shift.
The conditional distribution of the times to alarm under the shift from .2 to .4 alternative is shown in Figure 2 . As in Figure 1 , the value at t = 0 is actually attained under the null hypothesis. It is thus an estimate of the "single-stage" type I error probability.
In Tables 9 and 10 , the corresponding figures are shown for a moderate and a huge shift, from p = .2 to p = .6 and p = .8. Figures 3 and 4 display the corresponding conditional distributions of the time to alarm.
CONCLUSION
To summarize, the martingale approach is promising, both in a sequential framework and in a fixed sample size setting. If a quick detection is wanted, then the weighted versions are preferred; the unweighted versions have a higher overall power. Pettitt's claim that weighted versions are generally inferior is not supported. The likelihood ratio test does better than expected in the sequential approach. Finally, the cusum test performs surprisingly poorly. However, it is implemented in a nonstandard way here, which may explain its bad performance.
APPENDIX: PROOF OF THEOREM 2
To increase readability, here the superscript ( n )of Z is temporarily dropped. For j = 1,.. .,n, we have The last equality follows from the martingale property Taking conditional expectations (with respect to F;,!"),) throughout gives because Conditional on F;,(f), ,AZ, is a 0-1 random variable minus its expected value. Therefore, Here the conditioning is on the wrong sigma field. However, this is easily resolved, utilizing standard results on switching sigma fields (see, e.g., Chung 1974, thm. 9.1.5, p. 304 [ Received November 1995 . Revised July 1996 
