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ON THE TEMPORAL DECAY FOR THE 2D NON-RESISTIVE
INCOMPRESSIBLE MHD EQUATIONS
RENHUI WAN
Abstract. Califano-Chiuderi [4] gave the numerical observation that the energy of the MHD
equations is dissipated at a rate independent of the ohmic resistivity, which was first proved
by [13][Ren et al., J. Funct. Anal., 2014] (the initial data near (0, ~e1), ~e1 = (1, 0)). Precisely,
they showed some explicit decay rates of solutions in L2 norm. So a nature question is whether
the obtained decay rates in [13] is optimal. In this paper, we aim at giving the explicit decay
rates of solutions in both L2 norm and L∞ norm. In particular, our decay rate in terms of L2
norm improves the previous work [13].
1. Introduction
In this paper, we are concerned with the Cauchy problem for the two-dimensional (2D)
non-resistive incompressible MHD equations given by
∂t~u+ ~u · ∇~u−∆~u+∇p = ~H · ∇ ~H, (t, x, y) ∈ R+ × R× R,
∂t ~H + ~u · ∇ ~H = ~H · ∇~u,
div~u = div ~H = 0,
~u|t=0 = ~u0(x, y), ~H|t=0 = ~H0(x, y),
(1.1)
where ~u = (u, v) ∈ R2 stand for the 2D velocity field, p the pressure and ~H = (H1,H2) ∈ R2 the
magnetic field. (1.1) can be applied to model plasmas when the plasmas are strongly collisional,
or the resistivity since these collisions are extremely small, see [3] for more explanations to this
model. For the MHD equations with both velocity dissipation and magnetic diffusion, [7] and
[14] obtained the local and global well-posedness of solutions to that model, respectively. In
both 2D and 3D, Chemin et al [5] showed the local existence of solutions to (1.1) with the
initial data in critical Besov space (see [15] for the uniqueness of solutions in 2D). However,
since there is no dissipation or damping in the equation for ~H, global well-posedness of smooth
solutions to (1.1) even under small assumption of the initial data has become an issue that
needed to be resolved.
Based on Lagrangian coordinates and the techniques on anisotropic Besov spaces, Lin, Xu
and Zhang [8] first established the global well-posedness of small solutions after translating the
magnetic field by a constant vector and assuming that the initial magnetic field satisfies sort
of admissible condition. If we set ~H = ~b+~e1, where ~b = (b,B), then the investigated model in
[8] is 
∂t~u+ ~u · ∇~u−∆~u+∇p = ~b · ∇~b+ ∂x~b, (t, x, y) ∈ R+ × R× R,
∂t~b+ ~u · ∇~b = ~b · ∇~u+ ∂x~u,
div~u = div~b = 0,
~u|t=0 = ~u0(x, y), ~b|t=0 = ~b0(x, y).
(1.2)
2010 Mathematics Subject Classification. 35Q35, 76W05.
Key words and phrases. MHD equations, global small solution, decay estimate.
1
2 R. WAN
Meanwhile, ∫
(~b0 − ~e1)(Z(t, α))dt = 0 for all α ∈ R2 × {0} (1.3)
is the admissible condition, where Z(t, α) is determined by
d
dt
Z(t, α) = ~b0(Z(t, α)), Z(t, α)|t=0 = α.
Later, by carefully exploiting the divergence structure of the velocity, Ren, Wu, Xiang and
Zhang [13] removed (1.3) and obtained some decay estimates of solutions as follows:
‖∂kx~b(t)‖L2(R2) + ‖∂kx~u(t)‖L2(R2) . 〈t〉−
1+2k
4
+ǫ, (1.4)
where ǫ ∈ (0, 1/2) and k = 0, 1, 2. (1.4) confirms the numerical observation that the energy
of the MHD equations is dissipated at a rate independent of the ohmic resistivity, see [4].
Zhang [19] gave a more elementary proof for the global existence and uniqueness of solutions.
Motivated by [2], Zhang [20] also proved global well-posedness with large background magnetic
field by using the techniques in [19] and the classical method for the oscillatory integrals.
Global well-posedness and large time behavior of solutions to the 3D case have been recently
treated in Abidi-Zhang [1] and Deng-Zhang [6], where the method also works for the 2D case.
As a matter of fact, [1] showed
‖~u(t)‖H2(R3) + ‖~b(t)‖H2(R3) . 〈t〉−
1
4 ,
which corresponds to the case ǫ = 0 in (1.4). By exploiting Ho¨rmander’s version of Nash-
Moser iteration scheme, [6] derived the decay rate of solutions in both L∞ and L2 norms. In
particular, the decay rate in the L2 norm is optimal in sense that it coincides with that of the
linear system. Indeed, the decay rate of solutions in [6] can be given as follows:
‖~u(t)‖W 2,∞(R3) ≤ Cκ〈t〉−
5
4
+κ, ‖~b(t)‖W 2,∞(R3) ≤ Cκ〈t〉−
3
4
+κ,
‖~u(t)‖H2(R3) + ‖~b(t)‖H2(R3) ≤ C〈t〉−
1
2 , ‖∇~u(t)‖L2(R3) ≤ C〈t〉−1,
(1.5)
where the positive constant κ is sufficiently small provided that the regularity of solutions is
large enough. We refer the interested reader to [12, 16, 17, 18] and references therein for other
related works.
Let
V = (u, v, b,B), V0 = (u0, v0, b0, B0).
We define S1 × S2 with their norm as follows:
‖~u‖S1 = sup
t≥0
{
‖~u‖HN + ‖∇~u‖L2t (HN ) + 〈t〉
1
2‖~u‖L2 + 〈t〉
3
4‖∂yu‖L2
+ 〈t〉(‖∂x~u‖H2 + ‖~u‖FL1) + 〈t〉
5
4‖∂xu‖FL1
}
;
‖~b‖S2 = sup
t≥0
{
‖~b‖HN + ‖∂x~b‖L2t (HN−1) + 〈t〉
1
4 ‖b‖L2 + 〈t〉
1
2 (‖|∇|−1〈∇〉b‖FL1 + ‖B‖L2)
+ 〈t〉 34‖∂xb‖H1 + 〈t〉(‖∂xB‖L2 + ‖B‖FL1 + ‖R1〈∇〉b‖FL1)
}
;
‖V ‖3 = ‖~u‖S1 + ‖~b‖S2 , ‖V0‖3 = ‖V0‖HN + ‖V0‖W 5,1 ,
where ‖f‖FL1 = ‖f̂‖L1 , R1 stands for the Riesz transform, the operators |∇| and 〈∇〉 are
standard.
Now, we give the main result of this paper.
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Theorem 1.1. Let N ≥ 8 and (~u0,~b0) ∈ HN (R2) ∩W 5,1(R2) satisfying div~u0 = div~b0 = 0.
Then there exists a sufficiently small positive constant c0 such that if
‖V0‖3 ≤ c0,
then (1.2) has a unique global solution (~u,~b) ∈ S1 × S2. Moreover,
‖V ‖3 . c0. (1.6)
Remark 1.2. (1) Due to ‖f‖L∞ ≤ ‖f̂‖L1 , we can get the decay rates in L∞ norm, and then
fulfill the decay rates in Lp (2 ≤ p ≤ ∞) norm by interpolation. In particular,
‖∂kx~u(t)‖L2(R2) + ‖∂kxB(t)‖L2(R2) . c0〈t〉−
1+k
2 , ‖∂kxb(t)‖L2(R2) . c0〈t〉−
1+2k
4 , k = 0, 1, (1.7)
which obviously improves (1.4). In fact, our method works for the case k ≥ 2 in (1.7), but we
choose not to pursue on this direction here.
(2) Here the Lp (2 ≤ p ≤ ∞) norm of B decays faster than the associated norm of b, whereas
this type result is not proved in [1, 6, 13].
(3) Our idea seems hard to be applied for the 3D case, since the divergence structure of the
velocity field in this case can not be effectively used.
Remark 1.3. Comparing with the result on the 2D compressible MHD equations [17], we can
see that the estimates in HN norm do not grow over time is the principal difference.
Formally, the approach in the present work is similar to the works [16] and [17], but there are
many differences in the proof. Let us now outline some principal differences between [16, 17]
and the present work.
In [16], Wu-Wu-Xu considered 2D incompressible MHD equations with only a velocity
damping term when the initial data is close to (0, ~e1). Not only did they obtain the global
well-posedness of solutions, but also some decay estimates of solutions. The part on the velocity
(i.e., ~b = 0) is the 2D incompressible damped Euler equations, whose solution even in L2 norm
has exponential decay estimate by only using energy method provided that the initial data is
sufficiently small. Here the part on the velocity (i.e., ~b = 0 in (1.1)) is the 2D incompressible
Navier-Stokes equations. However, the decay rate of solutions to this model are polynomial.
In particular, the decay rate of solution in L2 norm is slower than 〈t〉−1. By the virtue that it
is not integrable, it seems more difficult than [16] to obtain global well-posedness of solutions.
Besides the way dealing with the pressure, there are some other differences between our
work and [17]. In our work, we can make use of the structure of incompressibility of the fluid
to control the HN estimate of solutions by some special norms, the decay rate of which is
integrable, and then achieve the goal that the HN estimates of solutions do not grow over
time. In this process, it is the new decay estimate of ∂xu in FL1 norm (or L∞ norm) that
plays an important role, while this idea also works for the model studied in [16]. On the other
hand, we need to establish some other new decay estimates including
‖|∇|−1〈∇〉b(t)‖FL1 . 〈t〉−
1
2 , ‖R1〈∇〉b(t)‖FL1 + ‖B(t)‖FL1 . 〈t〉−1. (1.8)
However, this type goal seems hard to be fulfilled for the compressible model in [17].
Let us do some comments on the proof and our idea. Firstly, all previous works dealing
with the 2D incompressible or compressible cases applied the magnetic potential equation for
φ defined by ~H = (∂yφ,−∂xφ), here we do not introduce this magnetic potential equation any
more. Our idea is considering (1.2) as two subsystems (3.1) and (3.2), and then using the
method of diagonalization via the eigenvalues and eigenvectors to these subsystems. Secondly,
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by using the structure of system and integration by parts many times, we can use the integral∫ t
0
‖v‖2L∞ + ‖B‖2L∞ + ‖∂xu‖L∞dτ
to control the HN estimate of solutions. Thanks to the fast decay rate of these special norms:
‖v‖2L∞ , ‖B‖2L∞ and ‖∂xu‖L∞ , we can obtain the HN estimate of solutions (uniformly in time).
Thirdly, we shall establish some new decay estimate like (1.8) to get the different large-time
behavior of b and B in FL1 norm (or L∞ norm), which is not obtained for the compressible
MHD equations in [17].
Proof of Theorem 1.1. Thanks to [5] and [15], one can easily get the local well-posedness of
solutions to (1.2). Claim :
‖V ‖3 . ‖V0‖3 + ‖V0‖23 + ‖V ‖
3
2
3 + ‖V ‖33, (1.9)
the proof of which is provided at the end of the ninth section, then we can conclude the proof
of Theorem 1.1 by the standard continuity argument. 
The present paper is structured as follows:
In the second section, we provide the definitions of some operators and some spaces. The third
section devotes to giving the integral representation of solutions. The fourth section gives
several decay estimates on some operators and nonlinear decay estimates, which is an essential
part in this paper. From the fifth section to the ninth section, we devotes to showing (1.9). In
the Appendix, we give the proofs of some lemmas which are used in the previous parts.
Let us complete this section by describing the notations we shall use in this paper.
Notations We use A . B to denote the statement that A ≤ CB for some absolute constant
C > 0. A ≈ B means A . B and B . A. 〈t〉 means √1 + t2. We use Rij = RiRj, where Ri
and Rj stand for the Riesz transform. We shall denote by (a|b) the L2 inner product of a and
b, and
(a|b)H˙s
def
= (|∇|sa∣∣|∇|sb), and (a|b)H˙m def= (∂ma|∂mb) (m is an integer),
(a|b)Hs def= (a|b) + (a|b)H˙s .
2. Preliminaries
The fractional Laplacian operator |∇|α = (−∆)α2 is defined through the Fourier transform,
namely,
|̂∇|αf(ξ, η) def= |~ξ|αf̂(ξ, η),
where ~ξ = (ξ, η) and the Fourier transform is given by
f̂(ξ, η)
def
=
∫
R2
e−i(xξ+yη)f(x, y)dξdη.
We also use F{f} to stand for the Fourier transform for some convenience. We define
‖f‖FLp def= ‖f̂‖Lp , 1 ≤ p ≤ ∞.
Let ψ(~ξ) be a smooth bump function adapted to {|~ξ| ≤ 2} and equal to 1 on {|~ξ| ≤ 1}. For
N > 0, we define the Fourier multipliers
P̂≤Nf(ξ, η) = ψ(ξ/N, η/N)f̂ (ξ, η), P̂>Nf(ξ, η) =
(
1− ψ(ξ/N, η/N))f̂(ξ, η),
P̂Nf(ξ, η) =
(
ψ(ξ/N, η/N) − ψ(2ξ/N, 2η/N))f̂(ξ, η),
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and P<N and P≥N can be defined similarly. We also define
PM<·≤N = P≤N − P≤M
when M < N . We will usually apply these multipliers when N and M are dyadic numbers
(i.e., of the form 2Z in general). In particular, all summation over N are understood to be over
dyadic numbers.
When 1 ≤ p ≤ ∞, we define
‖f‖W k,p(R2) def= ‖f‖Lp(R2) + ‖|∇|kf‖Lp(R2) (k > 0), ‖f‖W˙ k,p(R2)
def
= ‖|∇|kf‖Lp(R2), (k ∈ Z).
For the special case p = 2,W k,p(R2) and W˙ k,p(R2) reduces toHk(R2) and H˙k(R2), respectively.
The following two lemmas provide Bernstein’s inequality and product estimate.
Lemma 2.1. For 1 ≤ p ≤ q ≤ ∞ and N > 0, then
‖|∇|±sPNf‖Lp(R2) ≈ N±s‖PNf‖Lp(R2),
‖(PN , P≤N )f‖Lq(R2) . N
2
p
− 2
q ‖(PN , P≤N )f‖Lp(R2).
Lemma 2.2 (Product estimate [11]). Let n ≥ 1, s > 0, 1 ≤ p, r ≤ ∞, then
‖|∇|s(fg)‖Lp(Rn) ≤ C
{‖f‖Lp1 (Rn)‖|∇|sg‖Lp2 (Rn) + ‖g‖Lr1 (Rn)‖|∇|sf‖Lr2(Rn)} , (2.1)
where 1 ≤ p1, r1 ≤ ∞ such that 1p = 1p1 + 1p2 = 1r1 + 1r2 .
At last, we list some basic inequalities including classical estimates of solution to the Heat
equation. Since the proof is easy, we omit it.
Lemma 2.3. Let n = 1, 2. (1) If f ∈ L1(Rn) ∩ L2(Rn), then
‖ect∆f‖L2(Rn) . t−
n
4 ‖f‖L1(Rn), ‖ect∆f‖FL1(Rn) . min{t−
n
2 ‖f‖L1(Rn), t−
n
4 ‖f‖L2(Rn)}. (2.2)
(2) Let ǫ > 0, σ > n2 and 1 ≤ r ≤ 2, then
‖f‖
L
r
r−1 (Rn)
. ‖f̂‖Lr(Rn), ‖f‖L2(Rn) ≈ ‖f̂‖L2(Rn),
‖fg‖Hσ(Rn) . ‖f‖Hσ(Rn)‖g‖Hσ(Rn), ‖f̂ g‖L1(Rn) ≤ ‖f̂‖L1(Rn)‖ĝ‖L1(Rn),
‖f̂‖Lr(R2) . ‖〈∇〉
2
r
− 1
2
+ǫf‖L1x(L2y).
3. The integral representation of solutions
In this section, we shall obtain the integral representation of solutions to (1.2). Let us
investigate the spectrum properties to the following two systems:
∂tu−∆u = ∂xb+ F 1,
∂tb = ∂xu+G
1,
G1 = −~u · ∇b+~b · ∇u,
F 1 = −~u · ∇u− ∂xp+~b · ∇b
(3.1)
and 
∂tv −∆v = ∂xB + F 2,
∂tB = ∂xv +G
2,
G2 = −~u · ∇B +~b · ∇v,
F 2 = −~u · ∇v − ∂yp+~b · ∇B,
(3.2)
where
p = −∆−1div(~u · ∇~u−~b · ∇~b).
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Denote ~ξ = (ξ, η) and
A =
(
−|~ξ|2 −iξ
−iξ 0
)
,
then the eigenvalues of the matrix A can be given by
λ± =
 −|
~ξ|2±
√
|~ξ|4−4ξ2
2 , when |ξ| < |
~ξ|2
2 ,
−|~ξ|2±i
√
4ξ2−|~ξ|4
2 , when |ξ| ≥ |
~ξ|2
2 ,
where i =
√−1. After using Fourier transform, (3.1) and (3.2) reduces to
∂t
(
û
b̂
)
(~ξ) = A
(
û
b̂
)
(~ξ) +
(
F̂ 1
Ĝ1
)
(~ξ) (3.3)
and
∂t
(
v̂
B̂
)
(~ξ) = A
(
v̂
B̂
)
(~ξ) +
(
F̂ 2
Ĝ2
)
(~ξ). (3.4)
It follows by using the method of diagonalization via the eigenvalues and eigenvectors, (3.3)
and (3.4) that
~b(t) =M1(∂, t)~u0 +M2(∂, t)~b0 +
∫ t
0
M1(∂, t− τ)~Fdτ +
∫ t
0
M2(∂, t− τ) ~Gdτ (3.5)
and
~u(t) =M3(∂, t)~u0 +M1(∂, t)~b0 +
∫ t
0
M3(∂, t− τ)~Fdτ +
∫ t
0
M1(∂, t− τ) ~Gdτ, (3.6)
where
~F = (F 1, F 2), ~G = (G1, G2), M̂if(~ξ, t) = M̂i(~ξ, t)f̂(~ξ), i = 1, 2, 3
and(
M̂1(~ξ, t), M̂2(~ξ, t), M̂3(~ξ, t)
) def
=
(
iξ e
λ−t−eλ+t
λ+−λ−
, λ+e
λ−t−λ−e
λ+t
λ+−λ−
, λ−e
λ−t−λ+e
λ+t
λ−−λ+
)
.
(3.7)
Notice that
∂tM2 = ∂xM1, ∂tM1 = ∂xM3, (3.8)
which is useful in the following context. To bound Mi(∂, t), we split the whole space R
2 into
four regions:
D1
def
={~ξ ∈ R2 : |ξ| ≥ |~ξ|2},
D2
def
={~ξ ∈ R2 : |
~ξ|2
2
≤ |ξ| < |~ξ|2},
D3
def
={~ξ ∈ R2 : |
~ξ|2
4
≤ |ξ| < |
~ξ|2
2
},
D4
def
={~ξ ∈ R2 : |ξ| < |
~ξ|2
4
}.
(3.9)
In order to help us establish some estimates of solutions, D4 will be seen as two sets in many
times, namely,
D4 = D41 ∪D42, D41 = D4 ∩ {~ξ : |~ξ| ≥ 1}, D42 = D4 ∩ {~ξ : |~ξ| < 1}. (3.10)
Due to the definition in (3.9), it is easy to get
|~ξ| . 1 when ~ξ ∈ D1 ∪D2 ∪D3, (3.11)
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so that we can bound some estimates on Di (i = 1, 2, 3) under low regularity assumption.
Next, a proposition devoting to the estimates of M̂i(~ξ, t) is given.
Proposition 3.1. M̂i(~ξ, t) (i = 1, 2, 3) defined by (3.7) satisfies the following estimates:
(1) if ~ξ ∈ D1,
|M̂1(~ξ, t)| . e−
|~ξ|2
2
t, |M̂2(~ξ, t)| . e−
|~ξ|2
2
t, |M̂3(~ξ, t)| . e−
|~ξ|2
2
t; (3.12)
(2) if ~ξ ∈ D2,
|M̂1(~ξ, t)| . e−
|~ξ|2
4
t, |M̂2(~ξ, t)| . e−
|~ξ|2
4
t, |M̂3(~ξ, t)| . e−
|~ξ|2
4
t;
(3) if ~ξ ∈ D3,
|M̂1(~ξ, t)| . e−
|~ξ|2
32
t, |M̂2(~ξ, t)| . e−
|~ξ|2
32
t, |M̂3(~ξ, t)| . e−
|~ξ|2
32
t;
(4) if ~ξ ∈ D4,
|M̂1(~ξ, t)| . |ξ||~ξ|2
e
− ξ
2
|~ξ|2
t
, |M̂2(~ξ, t)| . e−
ξ2
|~ξ|2
t
, |M̂3(~ξ, t)| . e−
|~ξ|2
2
t +
ξ2
|~ξ|4
e
− ξ
2
|~ξ|2
t
. (3.13)
Proof. (1) Since ~ξ ∈ D1, we have
|λ+ − λ−| ≈ |λ±| ≈ |ξ|, |eλ±t| . e−
|~ξ|2
2
t,
which yields the desired estimate (3.12) by some basic computations.
(2) In D2, we have |λ±| = |ξ| and |ξ| ≈ |~ξ|2. For M̂1(~ξ, t), using | sin x| ≤ |x|, we have
|M̂1(~ξ, t)| . |ξ|e−
|~ξ|2
2
t
∣∣∣sin(
√
4ξ2−|~ξ|4
2 t)√
4ξ2 − |~ξ|4
∣∣∣ . |ξ|te− |~ξ|22 t . |ξ||~ξ|2 e− |~ξ|
2
4
t . e−
|~ξ|2
4
t,
which, together with
|M̂2(~ξ, t)| ≤ |eλ−t|+ |λ−||ξ| |M̂1(
~ξ, t)|, |M̂3(~ξ, t)| ≤ |eλ−t|+ |λ+||ξ| |M̂1(
~ξ, t)|, (3.14)
yields the desired result.
(3) In D3, one has
|ξ| ≈ |~ξ|2, λ− ∈ (−|~ξ|2,−|
~ξ|2
2
), λ+ ≥ λ−
and
eλ+t − eλ−t ≤ eλ+t(λ+ − λ−)t, λ+ = − 2ξ
2
|~ξ|2 +
√
|~ξ|4 − 4ξ2
∈ (−|
~ξ|2
2
,−|
~ξ|2
16
],
which follows
|M̂1(~ξ, t)| . |ξ||e
λ+t − eλ−t
λ+ − λ− | . |ξ|e
λ+tt .
|ξ|
|~ξ|2
e−
|~ξ|2
16
t(t|~ξ|2) . e− |
~ξ|2
32
t.
Thanks to (3.14), we can get the desired estimates.
(4) In D4, we have
λ+ − λ− ∈ ( |
~ξ|2√
2
, |~ξ|2), λ− ∈ (−|~ξ|2,−|
~ξ|2
2
), λ+ ∈ (−2ξ
2
|~ξ|2
,− ξ
2
|~ξ|2
), − ξ
2
|~ξ|2
≥ −|
~ξ|2
2
,
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yielding eλ±t ≤ e−
ξ2
|~ξ|2
t
. So we have
|M̂1(~ξ, t)| . |ξ||~ξ|2
(eλ+t + eλ−t) .
|ξ|
|~ξ|2
e
− ξ
2
|~ξ|2
t
,
|M̂2(~ξ, t)| . eλ−t + |λ−| |e
λ+t − eλ−t|
|λ+ − λ−| . e
− ξ
2
|~ξ|2
t
,
|M̂3(~ξ, t)| . eλ−t + |λ+| |e
λ+t − eλ−t|
|λ+ − λ−| . e
− |
~ξ|2
2
t +
ξ2
|~ξ|4
e
− ξ
2
|~ξ|2
t
.

Remark 3.2. Since the estimates of M̂i(~ξ, t) (i = 1, 2, 3) in D1, D2 and D3 are similar, we
will give the detailed estimate on D1 and omit the details of the estimate on D2 ∪D3.
4. Decay estimates and Nonlinear estimates
4.1. Decay estimate I.
Lemma 4.1. Let k ≥ 0, c > 0 and 0 < α ≤ 1, there holds
1) ‖|∇|kect∆f‖FL2(D1) . min
{〈t〉− k+12 ‖f‖L1 , 〈t〉− 2k+14 ‖f‖L1y(L2x), 〈t〉− k2 ‖f‖L2};
2) ‖|∇|kect∆f‖FL2(D4) . min
{〈t〉− k2 ‖f‖Hk , 〈t〉− k+12 (‖f‖L1 + ‖|∇|kf‖L2)};
3) ‖|∇|kect∆f‖FL1(D1) . min
{〈t〉− k+22 ‖f‖L1 , 〈t〉− k+22 ‖|∇|−1f‖L2 ,
〈t〉− 2k+34 ‖f‖L1y(L2x), 〈t〉−
k+1
2 ‖f‖L2 , 〈t〉−
k
2 ‖f‖FL1
}
;
4) ‖|∇|kect∆f‖FL1(D4) . 〈t〉−
k
2 min
{〈t〉−1(‖f‖L1 + ‖|∇|kf‖FL1),
〈t〉− 12 (‖f‖L2 + ‖|∇|kf‖FL1), ‖f̂‖L1 + ‖|∇|kf‖FL1
}
;
5) ‖|∇|−αect∆f‖FL1(D1) . 〈t〉−
2−α
2 ‖f‖L1 ,
(4.1)
where D1 and D4 are defined by (3.9).
Proof. It suffices to consider the case k = 0, since we can easily get
‖|∇|kect∆f‖FLr(D1) . 〈t〉
k
2 ‖e c2 t∆f‖FLr(D1),
‖|∇|kect∆f‖FLr(D4) . 〈t〉
k
2 (‖e c2 t∆f‖FLr(D4) + ‖|∇|kf‖FLr).
If we can show (4.1)5 and
‖ect∆f‖FLr(D1) . 〈t〉
1
4
− 1
r ‖f‖L1y(L2x), 1 ≤ r ≤ 2, (4.2)
then other estimates can be proved by using (2.2), Ho¨lder’s inequality, Plancherel’s identity
and (4.2). Next, we focus on the estimates of (4.1)5 and (4.2). Using polar coordinate
ξ = r cos θ, η = r sin θ, θ ∈ [0, 2π],
we have
‖|∇|−αect∆f‖FL1(D1) .
∫
θ∈[0,2π]
dθ
∫
0≤r.1
e−ctr
2
r1−α|f̂(r, θ)|dr
. min{1, t− 1−α2
∫
0≤r.1
e−
c
2
tr2dr}‖f̂‖L∞
. 〈t〉− 2−α2 ‖f‖L1 .
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By |~ξ|2 = ξ2 + η2 and Ho¨lder’s inequality,
‖ect∆f‖FLr(D1) . ‖e−ctη
2
e−ctξ
2
f̂‖Lr(D1)
. ‖e−ctη2‖Lrη(|η|.1)‖e−ctξ
2‖
L
2r
2−r
ξ
(|ξ|.1)
‖f̂‖L2ξ(L∞η )
. 〈t〉 14− 1r ‖f‖L1y(L2x).
Thanks to the above estimates, we conclude the estimates of (4.1)5 and (4.2). 
4.2. Decay estimate II.
Lemma 4.2. Let 1 ≤ r ≤ 2, 1 ≤ q ≤ 2 and 1/p + 1/q > 1. For all k ≥ 0 and δ > 0, there
holds
1) I1 =‖Gk,ke−G2,2tf̂‖Lr(D4) . 〈t〉−
k
2 min
{‖f̂‖Lr , 〈t〉− 12r ‖〈∇〉 2r− 12+δf‖L1x(L2y)};
2) I2 =‖Gk,k+1e−G2,2tf̂‖L1(D4) . 〈t〉−
k+1
2 (‖〈∇〉 32+δf‖L1x(L2y) + ‖f‖L1);
3) I ′2 =‖Gk+1,k+2e−G2,2tf̂‖L1(D4) . 〈t〉−
k+1
2 (‖f̂‖L1 + ‖f‖L2);
4) I3 =‖Gk+1,k+2e−G2,2tf̂‖L1(D42) . 〈t〉−
k+1
2 min{‖f̂‖L1 + ‖f‖L2 , 〈t〉−
1
2 ‖f‖L1};
5) I4 =‖Gk+2,k+4e−G2,2tf̂‖L1(D4) . 〈t〉−
k+2
2 (‖f̂‖L1 + ‖f‖
L1y(L
4
3
x )
);
6) I5 =‖Gk+1,k+3e−G2,2tf̂‖L1(D42)
. min{t− k+12 + 12p− 12q ‖f‖L1y(Lqx), ‖f‖L1 , 〈t〉−
k+2
2 ‖|∇|−δf‖L1};
7) I6 =‖Gk+1,k+2e−G2,2tf̂‖L2(D4) . 〈t〉−
k+1
2 (‖f‖L1 + ‖f‖L2).
(4.3)
where Gk,l = |ξ|
k
|~ξ|l
, D4 and D42 are defined by (3.9) and (3.10).
Proof. (4.3)1 Using A
ke−A
2t . t−
k
2 , ∀ A > 0, it is easy to get
I1 . 〈t〉−
k
2 ‖e−
ξ2
2|~ξ|2
t
f̂‖Lr(D4) . 〈t〉−
k
2 ‖f̂‖Lr . (4.4)
Using dyadic decomposition and Ho¨lder’s inequality, we have
‖e−
ξ2
2|~ξ|2
t
f̂‖Lr(D4) .
∑
M≥0
‖e−cξ2M−2tP̂Mf‖Lr .
∑
M≥0
‖e−cξ2M−2t‖Lr
ξ
‖P̂Mf‖Lrη(L∞ξ )
. t−
1
2r
∑
M≥0
M
1
r ‖P̂Mf‖L2η(L∞ξ )(
∫
|η|.M
dη)
2−r
2r
. t−
1
2r
∑
M≥0
M
2
r
− 1
2 ‖P̂Mf‖L2η(L∞ξ )
. t−
1
2r
( ∑
M≥1
M
2
r
− 1
2 〈M〉− 2r+ 12−δ‖〈|~ξ|〉 2r− 12+δ f̂‖L2η(L∞ξ )
+
∑
0≤M<1
M
2
r
− 1
2 ‖f̂‖L2η(L∞ξ )
)
. t−
1
2r ‖〈∇〉 2r− 12+δf‖L1x(L2y)
( ∑
M≥1
M−δ +
∑
0≤M<1
M
2
r
− 1
2
)
. t−
1
2r ‖〈∇〉 2r− 12+δf‖L1x(L2y).
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So
I1 . t− k2− 12r ‖〈∇〉 2r− 12+δf‖L1x(L2y),
which, along with (4.4) and ‖f̂‖Lr . ‖〈∇〉 2r− 12+δf‖L1x(L2y) yields (4.3)1.
(4.3)2 Thanks to (3.10), we have
I2 ≤ ‖Gk,k+1e−
ξ2
|~ξ|2
t
f̂‖L1(D41) + ‖Gk,k+1e
− ξ
2
|~ξ|2
t
f̂‖L1(D42) = I21 + I22.
By (4.3)1 for r = 1, one has
I21 . ‖Gk,ke−
ξ2
|~ξ|2
t
f̂‖L1(D41) . 〈t〉−
k+1
2 ‖〈∇〉 32+δf‖L1x(L2y).
By dyadic decomposition and Ho¨lder’s inequality, we infer
I22 .
∑
M.1
‖|ξ|kM−k−1e−cξ2M−2tP̂Mf‖L1(D42)
. t−
k
2
∑
M.1
M−1‖e− c2 ξ2M−2tP̂Mf‖L1(D42)
. t−
k
2
∑
M.1
M−1‖e− c2 ξ2M−2t‖L1
ξ
‖P̂Mf‖L∞
∫
|η|.M
dη
. t−
k+1
2 ‖f̂‖L∞
∑
M.1
M . t−
k+1
2 ‖f‖L1 ,
which, together with I22 . ‖f̂‖L∞‖|~ξ|−1‖L1(|~ξ|<1) . ‖f‖L1 leads
I22 . 〈t〉−
k+1
2 ‖f‖L1 . (4.5)
Combining with the estimates of I21 and (4.5) can yield the desired result.
(4.3)3 Using (3.10) again,
I ′2 ≤ ‖Gk+1,k+2e
− ξ
2
|~ξ|2
t
f̂‖L1(D41) + ‖Gk+1,k+2e
− ξ
2
|~ξ|2
t
f̂‖L1(D42) = I ′21 + I ′22.
It is easy to obtain
I ′21 ≤ ‖Gk+1,k+1e
− ξ
2
|~ξ|2
t
f̂‖L1(D41) ≤ 〈t〉−
k+1
2 ‖f̂‖L1 .
Using dyadic decomposition, |ξ| . |~ξ|2 in D4 and Ho¨lder’s inequality, we have
I ′22 .
∑
M.1
‖|ξ|k+1M−k−2e−cξ2M−2tP̂Mf‖L1(D42)
. t−
k+1
2
+ 1
6
∑
M.1
‖|ξ| 13M− 43 e− c2 ξ2M−2tP̂Mf‖L1(D42)
. t−
k+1
2
+ 1
6
∑
M.1
M−
2
3 ‖e− c2 ξ2M−2t‖L2
ξ
‖P̂Mf‖L2(
∫
|η|.M
dη)
1
2
. t−
k+1
2
− 1
12
∑
M.1
M−
2
3
+ 1
2
+ 1
2 ‖PMf‖L2
. t−
k+1
2
− 1
12 ‖f‖L2 .
Due to I ′22 . ‖f̂‖L1 , one has
I ′22 . 〈t〉−
k+1
2 (‖f‖L2 + ‖f̂‖L1).
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As a result, we deduce the desired bound by combining the estimate of I ′21.
(4.3)4 Since the estimate of I3 is similar to the estimate of I ′22, it suffices to prove
I3 . 〈t〉−
k+2
2 ‖f‖L1 , k ≥ −1. (4.6)
Using dyadic decomposition and Ho¨lder’s inequality, we have
I3 . t−
k+1
2
∑
M.1
M−1‖e− c2 ξ2M−2tP̂Mf‖L1(D42)
. t−
k+1
2
∑
M.1
M−1‖e− c2 ξ2M−2t‖L1
ξ
‖P̂Mf‖L∞
ξ,η
∫
|η|.M
dη
. t−
k+2
2
∑
M.1
M−1+1+1‖PMf‖L1 . t−
k+2
2 ‖f‖L1 ,
which, along with I3 . ‖f̂‖L∞ . ‖f‖L1 can lead (4.6).
(4.3)5 and (4.3)6 Like the previous arguments, we have
I4 ≤ ‖Gk+2,k+4e−
ξ2
|~ξ|2
t
f̂‖L1(D41) + ‖Gk+2,k+4e
− ξ
2
|~ξ|2
t
f̂‖L1(D42) = I41 + I42.
Using |~ξ| ≥ 1 in D41, we can get
I41 ≤ ‖Gk+2,k+2e−
ξ2
|~ξ|2
t
f̂‖L1 ≤ 〈t〉−
k+2
2 ‖f̂‖L1 .
By |ξ| . |~ξ|2 in D4, dyadic decomposition, Ho¨lder’s inequality, 1 ≤ q ≤ 2 and 1/p + 1/q > 1,
one has
I42 .
∑
M.1
‖|ξ|k+2M−k−4e−cξ2M−2tP̂Mf‖L1(D42)
.
∑
M.1
‖(ξ2M−2)k+22 − 12p (ξ2M−2) 12pM−2e−cξ2M−2tP̂Mf‖L1(D42)
. t−
k+2
2
+ 1
2p
∑
M.1
M−2+
1
p ‖e− c2 ξ2M−2tP̂Mf‖L1(D42)
. t−
k+2
2
+ 1
2p
∑
M.1
M−2+
1
p ‖e− c2 ξ2M−2t‖Lq
ξ
‖P̂Mf‖
L
q
q−1
ξ
(L∞η )
∫
|η|.M
dη
. t
− k+2
2
+ 1
2p
− 1
2q
∑
M.1
M
−1+ 1
p
+ 1
q ‖PMf‖L1y(Lqx)
. t
− k+2
2
+ 1
2p
− 1
2q ‖f‖L1y(Lqx), (k ≥ −1),
(4.7)
which, together with I42 ≤ ‖f̂‖L1 , yield
I42 ≤ min{‖f̂‖L1 , t−
k+2
2
+ 1
2p
− 1
2q ‖f‖L1y(Lqx)}. (4.8)
Using (4.8) for p = q = 43 and the estimate of I41, we can get the desired estimate (4.3)5. It
follows from using |ξ| . |~ξ|2 that I5 . ‖|~ξ|−1f̂‖L1(D42) . ‖f‖L1 . Notice that (4.7) holds for
k ≥ −1, so we can obtain
I5 . t−
k+1
2
+ 1
2p
− 1
2q ‖f‖L1y(Lqx), k ≥ 0.
Finally, to complete the estimate of (4.3)6, it suffices to prove
I5 . 〈t〉−
k+2
2 ‖|∇|−δf‖L1 . (4.9)
12 R. WAN
It is easy to get
I5 . 〈t〉−
k+1
2 ‖ 1
|~ξ|2
e
− ξ
2
2|~ξ|2
t
f̂‖L1(D42). (4.10)
Using dyadic decomposition and Ho¨lder’s inequality, one obtains
‖ 1
|~ξ|2
e
− ξ
2
2|~ξ|2
t
f̂‖L1(D42) .
∑
M.1
M−2‖e− c2 ξ2M−2tP̂Mf‖L1(D42)
.
∑
M.1
M−2‖e− c2 ξ2M−2t‖L1
ξ
‖P̂Mf‖L∞
ξ,η
∫
|η|.M
dη
. t−
1
2
∑
M.1
‖PMf‖L1 . t−
1
2‖|∇|−δf‖L1 ,
which, along with
‖ 1
|~ξ|2
e
− ξ
2
2|~ξ|2
t
f̂‖L1(D42) ≤ ‖
1
|~ξ|2
f̂‖L1(D42) . ‖
1
|~ξ|2−δ
‖L1(D42)‖|~ξ|−δ f̂‖L∞(D42) . ‖|∇|−δf‖L1
follows
‖ 1
|~ξ|2
e
− ξ
2
2|~ξ|2
t
f̂‖L1(D42) . 〈t〉−
1
2 ‖|∇|−δf‖L1 .
Hence by (4.10), we can get the desired estimate.
(4.3)7 Like the previous process, we have
I6 ≤ ‖Gk+1,k+1e−
ξ2
|~ξ|2
t
f̂‖L2(D41) + ‖Gk+1,k+2e
− ξ
2
|~ξ|2
t
f̂‖L2(D42) = I61 + I62.
I61 can be easily bounded by C〈t〉− k+12 ‖f‖L2 . For I62, using dyadic decomposition and Ho¨lder’s
inequality, we have
I62 .
∑
M.1
‖|ξ|k+1M−k−2e−cξ2M−2tP̂Mf‖L2(D42)
. t−
k
2
∑
M.1
‖(|ξ|M−1) 12 (|ξ|M−3) 12 e− c2 ξ2M−2tP̂Mf‖L2(D42)
. t−
2k+1
4
∑
M.1
M−
1
2 ‖e− c2 ξ2M−2t‖L2
ξ
‖P̂Mf‖L∞(
∫
|η|.M
dη)
1
2
. t−
k+1
2
∑
M.1
M
1
2 ‖PMf‖L1 . t−
k+1
2 ‖f‖L1 ,
which, together with the estimate of I61 implies
I6 . t−
k+1
2 (‖f‖L1 + ‖f‖L2).
In addition, I6 . ‖f‖L2 . So we can get the desired estimate. 
4.3. Decay estimate III. Thanks to Lemma 4.1 and Lemma 4.2, we can get the following
lemmas, the detailed proofs of which are showed in the Appendix.
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Lemma 4.3. Let M1(∂, t) be the operator defined by (3.7), 1 ≤ r ≤ 2, δ > 0, then there holds
1) ‖M1(∂, t)f‖FL2(D4) . 〈t〉−
1
2 min{‖f‖L1∩L2 , ‖|∇|−1f‖L2};
2) ‖|∇|M1(∂, t)f‖FLr(D4) . 〈t〉−
1
2 min{‖f̂‖Lr , 〈t〉− 12r ‖〈∇〉 2r− 12+δf‖L1x(L2y)};
3) ‖∂xM1(∂, t)f‖FLr(D4) . 〈t〉−1min{‖f̂‖Lr , 〈t〉−
1
2r ‖〈∇〉 2r− 12+δf‖L1x(L2y)};
4) ‖M1(∂, t)f‖FL1(D4) . 〈t〉−1(‖〈∇〉1.51f‖L1x(L2y) + ‖f‖L1);
5) ‖|∇|−1M1(∂, t)f‖FL1(D42) . 〈t〉−
1
2 min{‖f‖L1 + ‖f‖
L1y(L
4
3
x )
, 〈t〉− 12‖|∇|−δf‖L1};
6) ‖R1M1(∂, t)f‖FL1(D42) . 〈t〉−
3
2‖f‖L1 ;
7) ‖R1M1(∂, t)f‖FL1(D4) . 〈t〉−1(‖f̂‖L1 + ‖f‖L2)
8) ‖|∇|R1M1(∂, t)f‖FL1(D4) + ‖R11M1(∂, t)f‖FL1(D4) . 〈t〉−1‖f̂‖L1 ;
9) ‖∂xR1M1(∂, t)f‖FL1(D4) + ‖|∇|R11M1(∂, t)f‖FL1(D4) . 〈t〉−
3
2‖f̂‖L1 ,
(4.11)
where D4 and D42 are defined by (3.9) and (3.10).
Lemma 4.4. Let M2(∂, t) be the operator defined by (3.7), 1 ≤ r ≤ 2, δ > 0, then there holds
1) ‖M2(∂, t)f‖FLr(D4) . 〈t〉−
1
2r ‖〈∇〉 2r− 12+δf‖L1x(L2y);
2) ‖∂xM2(∂, t)f‖FLr(D4) . 〈t〉−
1
2 min{‖∇f‖FLr , 〈t〉−
1
2r ‖〈∇〉 2r+ 12+δf‖L1x(L2y)};
3) ‖∂2xM2(∂, t)f‖FL2(D4) . 〈t〉−1‖∇2f‖L2 ;
4) ‖|∇|−1M2(∂, t)f‖FL1(D42) . 〈t〉−
1
2‖f‖L1 ;
5) ‖Rl1M2(∂, t)f‖FL1(D4) . 〈t〉−
l
2 min{‖f̂‖L1 , 〈t〉−
1
2 ‖〈∇〉1.51f‖L1x(L2y)} (l = 1, 2);
6) ‖∂xR1M2(∂, t)f‖FL1(D4) . 〈t〉−1‖∇f‖FL1 ,
(4.12)
where R11 = R1, R21 = R11 and D4 and D42 are defined by (3.9) and (3.10).
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Lemma 4.5. Let M3(∂, t) be the operator defined by (3.7), 1 ≤ r ≤ 2, then there holds
1) ‖M3(∂, t)f‖FL2(D4) . 〈t〉−
1
2 min{‖|∇|−1f‖H1 , ‖f‖L1∩L2};
2) ‖M3(∂, t)f‖FL1(D4) . 〈t〉−1min{‖f‖
L1∩L1y(L
4
3
x )
+ ‖f̂‖L1 ,
‖|∇|−1f‖L2∩FL1 + ‖f̂‖L1};
3) ‖∂yM3(∂, t)f‖FL2(D4) . min
{〈t〉− 12‖f‖H1 , 〈t〉−1‖|∇|−1f‖H3 , 〈t〉−1‖f‖L1∩H1};
4) ‖∂xM3(∂, t)f‖FLr(D4) . 〈t〉−1(‖f‖FLr + ‖∂xf‖FLr);
5) ‖∂xM3(∂, t)f‖FL1(D4) . min
{〈t〉−1(‖∂xf‖
FL1∩L1y(L
4
3
x )
+ ‖f̂‖L1),
〈t〉− 32 (‖f‖L2 + ‖∂xf‖FL1 + ‖f̂‖L1), 〈t〉−
3
4 (‖∂xf‖L1y(L2x) + ‖∂xf‖FL1)
}
;
6) ‖∆M3(∂, t)f‖FL2(D4) . 〈t〉−1‖f‖H2
7) ‖∂2xR1M3(∂, t)f‖FL1(D4) . 〈t〉−
5
2 (‖f‖FL1 + ‖∂2xf‖FL1);
8) ‖|∇|∂xM3(∂, t)f‖FLr(D4) . 〈t〉−
3
2 (‖f‖FLr + ‖∂x∇f‖FLr);
9) ‖∂2xM3(∂, t)f‖FL1(D4) . 〈t〉−2(‖f‖FL1 + ‖∂2xf‖FL1);
10) ‖R1M3(∂, t)f‖FL1(D4) . 〈t〉−1(‖|∇|−1f‖FL1 + ‖f̂‖L1);
11) ‖∂xR1M3(∂, t)f‖FL1(D4) . 〈t〉−
3
2 (‖∂xf‖FL1 + ‖f̂‖L1),
(4.13)
where D4 is defined by (3.9).
4.4. Nonlinear decay estimate. In this subsection, we give some Lemmas devoting to es-
timating the nonlinear part, the proofs of which are given in the Appendix. Let ‖V ‖3 be the
norm defined in section 1, P∽, P≈ and ~R′ be the operator defined by
P∽f = P〈t〉−8≤·≤2〈t〉−0.05f, (4.14)
P≈f = P〈 t
2
〉−8≤·≤2〈 t
2
〉−0.05f, (4.15)
R′1 = −∂x(−∆)−1, R′2 = ∂y(−∆)−1, ~R′ = (R′2,R′1), (4.16)
respectively.
Lemma 4.6. Let (u, v, b,B) be sufficiently smooth solution solving (1.2), then
‖∇P∽( ~R′ ·~b)b‖L1 + ‖~bb‖L1 . 〈t〉−
1
2 ‖V ‖23, ‖|∂x|β(bb)‖L1 . 〈t〉−
1+β
2 ‖V ‖23;
‖∂yv<〈t〉−8b‖L1 + ‖∂yv>2〈t〉−0.05b‖L1 + ‖∂xP∽( ~R′ ·~b)∂yu‖L1 . 〈t〉−
5
4 ‖V ‖23;
‖|∇|0.99(~u⊗ ~u,~bB)‖L1 . 〈t〉−0.6‖V ‖23,
(4.17)
where F{|∂x|βf} = |ξ|β f̂ and 0 < β ≤ 1.
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Lemma 4.7. Under the conditions in Lemma 4.6, let 1 ≤ p ≤ 2, then
‖b∂xb‖L1y(Lpx) . 〈t〉
− 3
2
+ 1
2p ‖V ‖23;
‖〈∇〉3(u∂xb,~b · ∇u)‖L1x(L2y) + ‖〈∇〉3(∂xP∽( ~R′ ·~b)∂yu)‖L1x(L2y)
‖〈∇〉2(∂xP∽ub)‖L1x(L2y) + ‖〈∇〉2(∂xP∽( ~R′ ·~b)u)‖L1x(L2y) . 〈t〉−1.01‖V ‖23;
‖〈∇〉3(v<〈t〉−8b, v>2〈t〉−0.05b)‖L1x(L2y)
+‖〈∇〉3(v<〈t〉−8∂yb, v>2〈t〉−0.05∂yb)‖L1x(L2y)
+‖〈∇〉2(∂yv<〈t〉−8b, ∂yv>2〈t〉−0.05b)‖L1x(L2y) . 〈t〉−1.01‖V ‖23;
‖〈∇〉2(~u · ∇~u,~b · ∇~b)‖L1x(L2y) . 〈t〉−0.75‖V ‖23,
‖〈∇〉2(∂xP∽ub)‖L1x(L2y) . 〈t〉−1.05‖V ‖23.
(4.18)
Lemma 4.8. Under the conditions in Lemma 4.6, there holds
‖~u⊗~b‖L2 + ‖~bB‖L2 + ‖u∂xb‖L2 + ‖b∂xb‖L2 + ‖~b · ∇u‖L2 . 〈t〉−
5
4‖V ‖23;
‖~u⊗ ~u‖L2 . 〈t〉−
3
2 ‖V ‖23, ‖~bb‖L2 + ‖∂yP∽( ~R′ ·~b)b‖L2 . 〈t〉−
3
4‖V ‖23;
‖(~u · ∇~u,~b · ∇~b)‖H2 + ‖(~u · ∇b,~b · ∇u)‖H2 . 〈t〉−1.1‖V ‖23;
‖v<〈t〉−8b‖H1 + ‖v>2〈t〉−0.05b‖H1 + ‖uB‖H2 + ‖bv‖H2 + ‖B~b‖H2
+‖v<〈t〉−8∂yb‖L2 + ‖v>2〈t〉−0.05∂yb‖L2 + ‖∂xP∽( ~R′ ·~b)∂yb‖L2
‖∂xP∽( ~R′ ·~b)b‖H2 + ‖∂x(∂yP∽( ~R′ ·~b)b)‖H1 + ‖P∽( ~R′ ·~b)∂yu‖H1 . 〈t〉−1.1‖V ‖23;
‖∂x(P∽( ~R′ ·~b)∂yb)‖H1 + ‖P∽( ~R′ ·~b)∂xb‖H2 . 〈t〉−1.01‖V ‖23;
‖∂x(~u · ∇~u,~b · ∇~b)‖H2 . 〈t〉−1‖V ‖23, ‖P∽( ~R′ ·~b)∂yu‖H3 . 〈t〉−0.9‖V ‖23;
‖P∽( ~R′ ·~b)∂yb‖L2 . 〈t〉−0.6‖V ‖23;
(4.19)
Lemma 4.9. Under the conditions in Lemma 4.6, there holds
‖[~u⊗ ~u,~b⊗ ∂x~b,~bB, ∂x(∂yP∽( ~R′ ·~b)b),∇P∽( ~R′ ·~b)u]‖FL1 . 〈t〉−
3
2 ‖V ‖23;
‖∂x(b∂xu)‖FL1 + ‖∂y(b∂xv, v∂xb)‖FL1 . 〈t〉−
5
4 ‖V ‖23;
‖P∽( ~R′ ·~b)b‖FL1 + ‖P≈( ~R′ ·~b)b‖FL1 . 〈t〉−0.99‖V ‖23;
‖∂x∂y(P∽( ~R′ ·~b)b)‖FL1 + ‖〈∇〉2(P∽( ~R′ ·~b)∂yu)‖FL1
‖〈∇〉∂x(P∽( ~R′ ·~b)b)‖FL1 + ‖〈∇〉(P∽( ~R′ ·~b)u)‖FL1 . 〈t〉−1.01‖V ‖23;
‖~u · ∇~b‖FL1 + ‖~b · ∇~u‖FL1 + ‖∂x(b∂xb)‖FL1 + ‖u∂x~b‖FL1 . 〈t〉−1.3‖V ‖23;
‖∇(B~b)‖FL1 + ‖〈∇〉(~u · ∇~u)‖FL1 + ‖〈∇〉(~u ⊗ ~u,~bB)‖FL1 . 〈t〉−1.2‖V ‖23;
‖〈∇〉2(~b · ∇~b)‖FL1 . 〈t〉−1.1‖V ‖23, ‖P∽( ~R′ ·~b)∂yb‖FL1 . 〈t〉−0.9‖V ‖23.
(4.20)
Remark 4.10. We do not focus on the optimal decay rate for the nonlinear terms like (4.18)2,
since it is sufficient to help us achieve the final goal in the present paper.
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5. Energy estimate in HN
In this section, we show the following energy estimate of solutions:
‖~u(t)‖2HN + ‖~b(t)‖2HN + ‖∇~u‖2L2t (HN ) + ‖∂x~b‖
2
L2t (H
N−1)
. ‖V0‖23 + ‖V ‖43 + ‖V ‖33, ∀ t > 0.
(5.1)
Using
(~u · ∇~u|~u) = (~b · ∇~b|~u) + (~b · ∇~u|~b) = (~u · ∇~b|~b) = 0,
we get the L2 energy estimate:
d
dt
(‖~u‖2L2 + ‖~b‖2L2) + ‖∇~u‖2L2 = 0. (5.2)
The H˙N estimate of the solution reads:
d
dt
(‖~u‖2
H˙N
+ ‖~b‖2
H˙N
) + ‖∇~u‖2
H˙N
=− (~u · ∇~u|~u)H˙N + (~b · ∇~b|~u)H˙N
+ (~b · ∇~u|~b)H˙N − (~u · ∇~b|~b)H˙N
=I1 + I2 + I3 + I4.
(5.3)
From (1.2)1, using (∇p|∂x~b) = 0, we have
(∂x~b|∂x~b)HN−1 = −(∆~u|∂x~b)HN−1 − (~b · ∇~b|∂x~b)HN−1 + (~u · ∇~u|∂x~b)HN−1 + (∂t~u|∂x~b)HN−1 .
Using the formation of (1.2)2 and integration by parts, we can get
(∂t~u|∂x~b)HN−1 =
d
dt
(~u|∂x~b)HN−1 + (∂x~u|∂t~b)HN−1
=
d
dt
(~u|∂x~b)HN−1 + ‖∂x~u‖2HN−1 − (∂x~u|~u · ∇~b)HN−1 + (∂x~u|~b · ∇~u)HN−1 .
So
‖∂x~b‖2HN−1 =− (∆~u|∂x~b)HN−1 − (~b · ∇~b|∂x~b)HN−1 + (~u · ∇~u|∂x~b)HN−1
+
d
dt
(~u|∂x~b)HN−1 + ‖∂x~u‖2HN−1 − (∂x~u|~u · ∇~b)HN−1 + (∂x~u|~b · ∇~u)HN−1 ,
together with the application of Young’s inequality
|(∆~u|∂x~b)HN−1 | ≤
1
2
‖∂x~b‖2HN−1 +
1
2
‖∆~u‖2HN−1 ,
yields
− d
dt
(~u|∂x~b)HN−1 +
1
2
‖∂x~b‖2HN−1 − ‖∂x~u‖2HN−1
≤ 1
2
‖∆~u‖2HN−1 + |(~b · ∇~b|∂x~b)HN−1 |+ |(~u · ∇~u|∂x~b)HN−1 |
+ |(∂x~u|~u · ∇~b)HN−1 |+ |(∂x~u|~b · ∇~u)HN−1 |
=
1
2
‖∆~u‖2HN−1 + I5 + I6 + I7 + I8.
(5.4)
Multiplying (5.4) by 14 , and adding the resulting inequality, (5.2) and (5.3) together, we have
d
dt
(
‖~u‖2HN + ‖~b‖2HN −
1
4
(~u|∂x~b)HN−1
)
+
1
2
‖∇~u‖2HN +
1
8
‖∂x~b‖2HN−1 ≤
4∑
i=1
Ii +
1
4
8∑
i=5
Ii.
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Using product estimate and Young’s inequality, we have
I1 ≤ ‖~u · ∇~u‖H˙N ‖~u‖H˙N . ‖~u‖HN ‖∇~u‖HN ‖∇~u‖HN−1
≤ C‖~u‖2HN ‖∇~u‖2HN−1 + 0.001‖∇~u‖2HN ,
I6 ≤ ‖~u · ∇~u‖HN−1‖∂x~b‖HN−1 . ‖~u‖HN−1‖∇~u‖HN−1‖∂x~b‖HN−1
≤C‖~u‖2HN−1‖∇~u‖2HN−1 + 0.001‖∂x~b‖2HN−1 ,
I8 ≤ ‖~b · ∇~u‖HN−1‖∂x~u‖HN−1 . ‖~b‖HN−1‖∇~u‖HN−1‖∂x~u‖HN−1
≤ C‖~b‖2HN−1‖∂x~u‖2HN−1 + 0.001‖∇~u‖2HN−1 .
Since
‖∂N−1(B∂y~b)‖L2 . ‖∂N−1x (B∂y~b)‖L2 + ‖∂N−1y (B∂y~b)‖L2
.
∥∥‖B‖L∞x ‖∂y∂N−1x ~b‖L2x + ‖∂y~b‖L∞x ‖∂N−1x B‖L2x‖∥∥L2y
+
∥∥‖B‖L∞y ‖∂Ny ~b‖L2y + ‖∂y~b‖L2y‖∂N−1y B‖L∞y ‖∥∥L2x
. ‖~b‖H3‖∂x~b‖HN−1 + ‖B‖L∞‖~b‖HN (∂yB = −∂xb),
together with ‖B∂y~b‖L2 ≤ ‖B‖L∞‖~b‖H1 yields
‖B∂y~b‖HN−1 . ‖~b‖H3‖∂x~b‖HN−1 + ‖B‖L∞‖~b‖HN . (5.5)
Thanks to (5.5), we have
I5 ≤ (‖b∂x~b‖HN−1 + ‖B∂y~b‖HN−1)‖∂x~b‖HN−1
. (‖~b‖HN−1‖∂x~b‖HN−1 + ‖B‖L∞‖~b‖HN )‖∂x~b‖HN−1
≤ C(‖~b‖2HN−1‖∂x~b‖2HN−1 + ‖B‖2L∞‖~b‖2HN ) + 0.001‖∂x~b‖2HN−1
Following the arguments yielding (5.5), we can also get
‖v∂y~b‖HN−1 . ‖~b‖H3‖∂x~u‖HN−1 + ‖v‖L∞‖~b‖HN ,
which deduce that
I7 ≤ (‖u∂x~b‖HN−1 + ‖v∂y~b‖HN−1)‖∂x~u‖HN−1
. (‖~u‖HN−1‖∂x~b‖HN−1 + ‖v‖L∞‖~b‖HN + ‖~b‖H3‖∂x~u‖HN−1)‖∂x~u‖HN−1
≤ C(‖~u‖2HN−1‖∂x~b‖2HN−1 + ‖~b‖2H3‖∂x~u‖2HN−1 + ‖v‖2L∞‖~b‖2HN ) + 0.001‖∂x~u‖2HN−1 .
For I4, we have
I4 =−
∫
∂N (~u · ∇~b) · ∂N~bdxdy = −
∑
ι+κ=N,0≤κ≤N−1
CκN
∫
∂ι~u · ∇∂κ~b · ∂N~bdxdy
=−
∑
ι+κ=N,0≤κ≤N−1
CκN
∫
∂ιu∂x∂
κ~b · ∂N~bdxdy −
∑
ι+κ=N,0≤κ≤N−1
CκN
∫
∂ιv∂y∂
κ~b · ∂N~bdxdy
The first term can be bounded by
C‖∇u‖HN ‖∂x~b‖HN−1‖~b‖HN ≤ C‖~b‖2HN ‖∇u‖2HN + 0.001‖∂x~b‖2HN−1 . (5.6)
For the second integral, we consider it as two types based on that whether ∂N contains ∂x. If
∂N = ∂ix∂
j
y, i+ j = N and i ≥ 1, we can bound this case by
C‖∇v‖HN ‖~b‖HN ‖∂x~b‖HN−1 ≤ C‖∇v‖2HN ‖~b‖2HN + 0.001‖∂x~b‖2HN−1 .
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Otherwise, we need to estimate
∫
∂ιyv ∂
κ+1
y
~b · ∂Ny ~bdxdy. In fact, when 0 ≤ κ ≤ N − 2, using
∂yv = −∂xu and integrating by parts twice, we have∫
∂ιyv ∂
κ+1
y
~b · ∂Ny ~bdxdy
=−
∫
∂ι−1y ∂xu ∂
κ+1
y
~b · ∂Ny ~bdxdy
=
∫
∂ι−1y u ∂x∂
κ+1
y
~b · ∂Ny ~bdxdy +
∫
∂ι−1y u ∂
κ+1
y
~b · ∂x∂Ny ~bdxdy
=
∫
∂ι−1y u ∂x∂
κ+1
y
~b · ∂Ny ~bdxdy −
∫
∂ιyu ∂
κ+1
y
~b · ∂x∂N−1y ~bdxdy
−
∫
∂ι−1y u ∂
κ+2
y
~b · ∂x∂N−1y ~bdxdy
. C‖∇~u‖HN ‖~b‖HN ‖∂x~b‖HN−1
≤ C‖~b‖2HN ‖∇~u‖2HN + 0.001‖∂x~b‖2HN−1 .
When κ = N − 1, we can bound this integral by ‖∂xu‖L∞‖~b‖2HN . Hence, we have
I4 ≤ C(‖~b‖2HN ‖∇~u‖2HN + ‖∂xu‖L∞‖~b‖2HN ) + 0.01‖∂x~b‖2HN−1 .
At last, we bound I2 + I3. Applying the cancelation property∫
~b · ∇∂N~u · ∂N~bdx+
∫
~b · ∇∂N~b · ∂N~udx = 0,
we have
I2+I3 =
∑
ι+κ=N,0≤κ≤N−1
CκN
∫
∂ι~b·∇∂κ~u·∂N~bdxdy+
∑
ι+κ=N,0≤κ≤N−1
CκN
∫
∂ι~b·∇∂κ~b·∂N~udxdy.
By a similar analysis of I4, we only need to bound the integral:
̥1 =
∫
∂ιyb ∂x∂
κ
yu∂
N
y bdxdy,
since other cases can be bounded by the left hand side of (5.6). When 1 ≤ κ ≤ N − 1,
integrating by parts twice, we have
̥1 =−
∫
∂x∂
ι
yb ∂
κ
yu∂
N
y bdxdy −
∫
∂ιyb ∂
κ
yu∂x∂
N
y bdxdy
=−
∫
∂x∂
ι
yb ∂
κ
yu∂
N
y bdxdy +
∫
∂ι+1y b ∂
κ
yu∂x∂
N−1
y bdxdy
+
∫
∂ιyb ∂
κ+1
y u∂x∂
N−1
y bdxdy . ‖~b‖HN ‖∇~u‖HN ‖∂x~b‖HN−1
≤ C‖~b‖2HN ‖∇~u‖2HN + 0.001‖∂x~b‖2HN−1 .
When κ = 0, we have
̥1 . ‖∂xu‖L∞‖~b‖2HN .
So
I2 + I3 . C(‖∂xu‖L∞ + ‖∇~u‖2HN )‖~b‖2HN + 0.01‖∂x~b‖2HN−1 .
Collecting the above estimates of Ii i = 1, 8, we can get
d
dt
(
‖~u‖2HN + ‖~b‖2HN −
1
4
(~u|∂x~b)HN−1
)
+
1
2
‖∇~u‖2HN + 0.05‖∂x~b‖2HN−1
.(‖~u‖2HN + ‖~b‖2HN )(‖∇~u‖2HN + ‖∂x~b‖2HN−1 + ‖v‖2L∞ + ‖B‖2L∞ + ‖∂xu‖L∞).
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Integrating in time, using
‖~u‖2HN + ‖~b‖2HN −
1
4
(~u|∂x~b)HN−1 ≈ ‖~u‖2HN + ‖~b‖2HN
and∫ t
0
(‖v‖2L∞ + ‖B‖2L∞ + ‖∂xu‖L∞)dτ ≤
∫ t
0
〈τ〉− 54dτ(‖V ‖23 + ‖V ‖3) ≤ C(‖V ‖23 + ‖V ‖3),
we conclude the proof of (5.1).
6. The estimates on v
In this section, we shall prove
‖v(t)‖L2 . 〈t〉−
1
2
(‖V0‖3 + ‖V ‖23);
‖∂xv(t)‖H2 . 〈t〉−1
(‖V0‖3 + ‖V ‖23);
‖v(t)‖FL1 . 〈t〉−1
(‖V0‖3 + ‖V ‖23).
(6.1)
Thanks to the Plancherel’s identity, let us turn to the estimate of ‖v‖FL2 , ‖∂x〈∇〉2v‖FL2 and
‖v‖FL1 , respectively. By (3.6), the expression of v can be given by
v(t) =M3(∂, t)v0 +M1(∂, t)B0︸ ︷︷ ︸
Lv
+
∫ t
0
M3(∂, t− τ)F 2dτ︸ ︷︷ ︸
NLv1
+
∫ t
0
M1(∂, t − τ)G2dτ︸ ︷︷ ︸
NLv2
, (6.2)
where
F 2 =− ~u · ∇v − ∂y∆−1div(~b · ∇~b− ~u · ∇~u) +~b · ∇B
=R12(~b · ∇b− ~u · ∇u)−R11(~b · ∇B − ~u · ∇v),
(6.3)
and
G2 = −~u · ∇B +~b · ∇v = −∂x(uB − bv). (6.4)
The nonlinear term ~b · ∇~b can be rewritten as
~b · ∇~b = (b∂xb+B∂yb,~b · ∇B) = (2b∂xb+ ∂y(bB),~b · ∇B) = (∂x(bb) + ∂y(bB),~b · ∇B). (6.5)
6.1. The estimate of (6.1)1. Using (3.12) and (4.1)1 for k = 0, one can get
‖Lv‖FL2(D1) . ‖M3(∂, t)v0‖FL2(D1) + ‖M1(∂, t)B0‖FL2(D1) . 〈t〉−
1
2 (‖v0‖L1 + ‖B0‖L1).
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By (3.12), (6.5), (4.1)1 for k = 1 and k = 1/2, (4.19), (4.19) and (4.17), we infer∑
i=1,2
‖NLvi‖FL2(D1) .
∫ t
0
‖M3(∂, t− τ)F 2‖FL2(D1)dτ +
∫ t
0
‖M1(∂, t − τ)G2‖FL2(D1)dτ
.
∫ t
0
〈t− τ〉− 12 ‖|∇|−1
(
~u · ∇~u, ∂y(Bb),~b · ∇B,~u · ∇~b,~b · ∇~u
)
‖L2dτ
+
∫ t
0
‖M3(∂, t− τ)∂x(bb)‖FL2(D1)dτ
.
∫ t
0
〈t− τ〉− 12 (‖~u⊗ ~u‖L2 + ‖~bB‖L2 + ‖~u⊗~b‖L2)dτ
+
∫ t
0
〈t− τ〉− 34‖|∂x|
1
2 (bb)‖L1dτ
.
∫ t
0
(
〈t− τ〉− 12 〈τ〉−1.1 + 〈t− τ〉− 34 〈τ〉− 34
)
dτ‖V ‖23
. 〈t〉− 12 ‖V ‖23.
So
‖v̂‖L2(D1) . 〈t〉−
1
2 (‖V0‖3 + ‖V ‖23). (6.6)
By (3.13),(4.13)1, (4.11)1, we have
‖Lv‖FL2(D4) . ‖M3(∂, t)v0‖FL2(D4) + ‖M1(∂, t)B0‖FL2(D4)
. 〈t〉− 12 ‖(v0, B0)‖L2∩L1 .
It follows from (3.13), (6.5), (4.13)1 and (4.13)4 for r = 2 that
‖NLv1‖FL2(D4) .
∫ t
0
‖M3(∂, t− τ)F 2‖FL2(D4)dτ
.
∫ t
0
‖M3(∂, t− τ)(~u · ∇~u,~b · ∇~b)‖FL2(D4)dτ
.
∫ t
0
‖M3(∂, t− τ)(~u · ∇~u,~b · ∇B, ∂y(~bB))‖FL2(D4)dτ
+
∫ t
0
‖∂xM3(∂, t− τ)(bb)‖FL2(D4)dτ
.
∫ t
0
〈t− τ〉− 12 ‖|∇|−1(~u · ∇~u,~b · ∇B, ∂y(~bB))‖H1dτ
+
∫ t
0
〈t− τ〉−1(‖bb‖FL2 + ‖b∂xb‖FL2)dτ
.
∫ t
0
〈t− τ〉− 12 (‖(~u⊗ ~u, ~u · ∇~u)‖L2 + ‖~bB‖H1)dτ
+
∫ t
0
〈t− τ〉−1(‖bb‖L2 + ‖b∂xb‖L2)dτ
.
∫ t
0
(〈t− τ〉− 12 〈τ〉−1.1 + 〈t− τ〉−1〈τ〉− 34 )dτ‖V ‖23
. 〈t〉− 12‖V ‖23.
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Using (3.13), (4.11)1 and (4.19), we can deduce
‖NLv2‖FL2(D4) .
∫ t
0
‖M1(∂, t− τ)G2‖L2(D4)dτ
.
∫ t
0
〈t− τ〉− 12 ‖|∇|−1(~u · ∇~b,~b · ∇~u)‖L2dτ
.
∫ t
0
〈t− τ〉− 12 ‖~u⊗~b‖L2dτ
.
∫ t
0
〈t− τ〉− 12 〈τ〉−1.1dτ ‖V ‖23 . 〈t〉−
1
2 ‖V ‖23.
Then we have
‖v̂‖L2(D4) . 〈t〉−
1
2 (‖V0‖3 + ‖V ‖23). (6.7)
Due to Remark 3.2, combining with (6.6) and (6.7) leads to the estimate (6.1)1.
Remark 6.1. In the estimate of ‖v‖L2 , F̂ 2 and Ĝ2 are bounded as follows:
|F̂ 2| ≤ |~ξ||F{~u⊗ ~u,~bB}|+ |ξ||F{bb}|, |Ĝ2| ≤ |~ξ||F{~u ⊗~b}|.
Since F 1 and G1 can be bounded by the same way, we can also obtain the similar estimate of
‖u‖L2 , see (7.1)1.
6.2. The estimate of (6.1)2. Due to (3.11), we have
‖∂x〈∇〉2v‖FL2(D1) . ‖∂xv‖FL2(D1).
By (3.12), (4.1)1 for k = 1, we have
‖∂xLv‖FL2(D1) . ‖∂xM3(∂, t)v0‖FL2(D1) + ‖∂xM1(∂, t)B0‖FL2(D1) . 〈t〉−1(‖v0‖L1 + ‖B0‖L1).
By using (3.12), (6.5), (4.1)1 for k = 2, we can also obtain∑
i=1,2
‖∂xNLvi‖FL2(D1)
.
∫ t
0
‖∂xM3(∂, t− τ)F 2‖FL2(D1)dτ +
∫ t
0
‖∂xM1(∂, t− τ)G2‖FL2(D1)dτ
.
∫ t
0
〈t− τ〉−1‖|∇|−1
(
~u · ∇~u, ∂y(Bb),~b · ∇B,~u · ∇~b,~b · ∇~u
)
‖L2dτ
+
∫ t
0
‖∂2xM3(∂, t− τ)(bb)‖FL2(D1)dτ
.
∫ t
0
〈t− τ〉−1‖
(
~u⊗ ~u,B~b, ~u⊗~b
)
‖L2dτ +
∫ t
0
‖∂2xM3(∂, t− τ)(bb)‖FL2(D1)dτ.
By (4.19), the first integral on the right hand side can be bounded by
C
∫ t
0
〈t− τ〉−1〈τ〉−1.1dτ ‖V ‖23 . 〈t〉−1‖V ‖23. (6.8)
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For the second integral, we shall split it into two integrals. Using (3.12), (4.1)1 for k = 2 and
k = 1, (4.17), (4.18) for p = 2, one can get∫ t
0
‖∂2xM3(∂, t− τ)(bb)‖FL2(D1)dτ
.
∫ t/2
0
‖∂2xM3(∂, t − τ)(bb)‖FL2(D1)dτ +
∫ t
t/2
‖∂xM3(∂, t− τ)(b∂xb)‖FL2(D1)dτ
.
∫ t/2
0
〈t− τ〉− 32 ‖bb‖L1dτ +
∫ t
t/2
〈t− τ〉− 34‖b∂xb‖L1y(L2x)dτ
.
( ∫ t/2
0
〈t− τ〉− 32 〈τ〉− 12 dτ +
∫ t
t/2
〈t− τ〉− 34 〈τ〉− 54dτ
)
‖V ‖23
. 〈t〉−1‖V ‖23.
So ∑
i=1,2
‖∂xNLvi‖FL2(D1) . 〈t〉−1‖V ‖23.
Hence
‖∂x〈∇〉2v‖FL2(D1) . 〈t〉−1(‖V0‖3 + ‖V ‖23). (6.9)
Applying (3.13), (4.11)3 and (4.13)4 for r = 2, (4.19), we have
‖∂x〈∇〉2Lv‖FL2(D4) . ‖∂x〈∇〉2M3(∂, t)v0‖FL2(D4) + ‖∂x〈∇〉2M1(∂, t)B0‖FL2(D4)
. 〈t〉−1(‖v0‖H3 + ‖B0‖H2).
We deduce from (3.13), (4.11)3, (4.13)4 for r = 2, (4.13)8 for r = 2 and (4.19) that∑
i=1,2
‖∂x〈∇〉2NLvi‖FL2(D4)
.
∫ t
0
(‖∂xM3(∂, t− τ)F 2‖FL2(D4) + ‖∂x∆M3(∂, t− τ)F 2‖FL2(D4)
+ ‖∂x〈∇〉2M1(∂, t− τ)G2‖FL2(D4)
)
dτ
.
∫ t
0
〈t− τ〉−1(‖F 2‖H1 + ‖G2‖H2)dτ +
∫ t
0
〈t− τ〉− 32 (‖F 2‖H1 + ‖∂xF 2‖H2)dτ
.
∫ t
0
(〈t− τ〉−1〈τ〉−1.01 + 〈t− τ〉− 32 〈τ〉−1)dτ‖V ‖23 . 〈t〉−1‖V ‖23.
Thus we get
‖∂x〈∇〉2v‖FL2(D4) . 〈t〉−1(‖V0‖3 + ‖V ‖23). (6.10)
Due to Remark 3.2, we can get the desired result (6.1)2 by combining (6.9) with (6.10).
6.3. The estimate of (6.1)3. Using (3.12) and (4.1)3 for k = 0, we can infer
‖Lv‖FL1(D1) . ‖M3(∂, t)v0‖FL1(D1) + ‖M1(∂, t)B0‖FL1(D1) . 〈t〉−1(‖v0‖L1 + ‖B0‖L1).
It follows from (3.12), (6.5) and (4.1)3 for k = 0 that
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∑
i=1,2
‖NLvi‖FL1(D1)
.
∫ t
0
‖M3(∂, t− τ)F 2‖FL1(D1)dτ +
∫ t
0
‖M1(∂, t− τ)G2‖FL1(D1)dτ
.
∫ t
0
〈t− τ〉−1‖|∇|−1
(
~u · ∇~u, ∂y(Bb),~b · ∇B,~u · ∇~b,~b · ∇~u
)
‖L2dτ
+
∫ t
0
‖∂xM3(∂, t− τ)(bb)‖FL1(D1)dτ
.
∫ t
0
〈t− τ〉−1‖
(
~u⊗ ~u,B~b, ~u⊗~b
)
‖L2dτ +
∫ t
0
‖∂xM3(∂, t− τ)(bb)‖FL1(D1)dτ,
where the first integral can be bounded by (6.8). If we use (4.13)4, the second integral can be
bounded by
C
∫ t
0
〈t− τ〉−1‖bb‖FL1dτ .
∫ t
0
〈t− τ〉−1〈τ〉−1dτ‖V ‖3 . 〈t〉−1+ǫ‖V ‖23
for sufficiently small ǫ > 0. However, there is an ǫ-loss in the decay rate. To overcome this
difficulty, we split the interval [0, t] into [0, t/2) and [t/2, t) again. In fact, using (3.12), (4.1)3
for k = 1 and k = 0, (4.17) and (4.18), we can bound the second integral by
C(
∫ t/2
0
〈t− τ〉− 32‖bb‖L1dτ +
∫ t
t/2
〈t− τ〉− 34‖b∂xb‖L1y(L2x)dτ)
.
(∫ t/2
0
〈t− τ〉− 32 〈τ〉− 12 dτ +
∫ t
t/2
〈t− τ〉− 34 〈τ〉− 54 dτ
)
‖V ‖23
. 〈t〉−1‖V ‖23.
These estimates follows ∑
i=1,2
‖NLvi‖FL1(D1) . 〈t〉−1‖V ‖23.
So
‖v̂‖L1(D1) . 〈t〉−1(‖V0‖3 + ‖V ‖23). (6.11)
Using (3.13), (4.13)2, (4.11)4 for r = 1, we can deduce
‖Lv‖FL1(D4) . ‖M3(∂, t)v0‖FL1(D4) + ‖M1(∂, t)B0‖FL1(D4)
. 〈t〉−1(‖v0‖
FL1∩L1∩L1y(L
4
3
x )
+ ‖B0‖L1 + ‖〈∇〉1.51B0‖L1x(L2y))
. 〈t〉−1‖V0‖3.
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Using (3.13), (6.3), (6.5), (4.13)10, and (4.13)11, (4.20), we infer
NLv1 .
∫ t
0
‖M3(∂, t− τ)F 2‖FL1(D4)dτ
.
∫ t
0
‖R1M3(∂, t− τ)(~u · ∇~u,~b · ∇~b)‖FL1(D4)dτ
.
∫ t
0
‖R1M3(∂, t− τ)(~u · ∇~u,~b · ∇B, ∂y(~bB))‖FL1(D4)dτ
+
∫ t
0
‖∂xR1M3(∂, t− τ)(bb)‖FL1(D4)dτ
.
∫ t
0
〈t− τ〉−1
(
‖|∇|−1(~u · ∇~u,~b · ∇B, ∂y(~bB))‖FL1
+ ‖(~u · ∇~u,~b · ∇B, ∂y(~bB))‖FL1
)
dτ
+
∫ t
0
〈t− τ〉− 32‖(bb, b∂xb)‖FL1dτ
.
∫ t
0
(〈t− τ〉−1〈τ〉−1.1 + 〈t− τ〉− 32 〈τ〉−1)dτ‖V ‖23
. 〈t〉−1‖V ‖23
and, by (6.4), (4.11)3 and (4.20), we can also get
‖NLv2‖FL1(D4) .
∫ t
0
‖∂xM1(∂, t− τ)(uB − bv)‖FL1(D4)dτ
.
∫ t
0
〈t− τ〉−1‖uB − bv‖FL1dτ
.
∫ t
0
〈t− τ〉−1〈τ〉− 32dτ‖V ‖23 . 〈t〉−1‖V ‖23.
Thus
‖v̂‖L1(D4) . 〈t〉−1(‖V0‖3 + ‖V ‖23). (6.12)
Due to Remark 3.2, collecting (6.11) and (6.12) can yield (6.1)3. This completes the proof of
(6.1).
7. The estimate on u
In this section, we will prove
‖u(t)‖L2 . 〈t〉−
1
2
(‖V0‖3 + ‖V ‖23);
‖∂yu(t)‖L2 . 〈t〉−
3
4
(‖V0‖3 + ‖V0‖23 + ‖V ‖23 + ‖V ‖33);
‖∂xu(t)‖H2 . 〈t〉−1
(‖V0‖3 + ‖V ‖23);
‖u(t)‖FL1 . 〈t〉−1
(‖V0‖3 + ‖V0‖23 + ‖V ‖23 + ‖V ‖33);
‖∂xu(t)‖FL1 . 〈t〉−
5
4
(‖V0‖3 + ‖V ‖23).
(7.1)
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7.1. The expression of u. By (3.6), we can obtain
u =M3(∂, t)u0 +M1(∂, t)b0 +
∫ t
0
M3(∂, t− τ)F 1dτ +
∫ t
0
M1(∂, t− τ)G1dτ︸ ︷︷ ︸
NLu
=M3(∂, t)u0 +M1(∂, t)b0︸ ︷︷ ︸
Lu
+
∫ t
0
M3(∂, t − τ)F 1dτ︸ ︷︷ ︸
NLu1
+
∫ t
0
M1(∂, t− τ)G11dτ︸ ︷︷ ︸
NLu2
−
∫ t
0
M1(∂, t− τ)v∂ybdτ︸ ︷︷ ︸
NLu3
,
where NLu = NLu2 −NLu3 and
F 1 = −~u · ∇u+ ∂xp+~b · ∇b, G1 = G11 − v∂yb, G11 = −u∂xb+~b · ∇u.
As Remark 6.1, we can prove (7.1)1 by the previous arguments yielding (6.1)1. Since the
estimates ofMi (i = 1, 2, 3) onD1 are similar, following the proof of ‖∂xv‖FL2(D1) and ‖v̂‖L1(D1)
yields
‖∇〈∇〉2u‖FL2(D1) + ‖û‖L1(D1) . 〈t〉−1(‖V0‖3 + ‖V ‖23). (7.2)
Next, we turn to these estimates on D4. When we use the arguments in the section 6, the
integral on v∂yb seems hard to be controlled. It is difficult to get the desired decay rate at least.
So we shall seek some new approaches to overcome this difficulty. By frequency decomposition
technique, we first obtain
NLu3 =
∫ t
0
M1(∂, t− τ)(v<〈τ〉−8∂yb+ v>2〈τ〉−0.05∂yb)dτ
+
∫ t
0
M1(∂, t− τ)(P∽v∂yb)dτ
:=NL′u3 +NL
′′
u3,
(7.3)
where P∽ is given by (4.14). To obtain the desired estimate of NL
′′
u3, we need rewriting its
expression. Thanks to (4.16), then v = ~R′ · ∂x~u. Using the formations of (1.2)2 and (1.2)1,
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integrating by parts on time, we can get
NL′′u3 =
∫ t
0
M1(∂, t− τ)P∽( ~R′ · ∂x~u)∂ybdτ
=
∫ t
0
M1(∂, t− τ)P∽
(
~R′ · (~bτ + ~u · ∇~b−~b · ∇~u)
)
∂ybdτ
=
∫ t
0
∂τ
[
M1(∂, t− τ)P∽( ~R′ ·~b)∂yb
]
dτ
−
∫ t
0
(
∂τM1(∂, t− τ)
)[
P∽( ~R′ ·~b)∂yb
]
dτ
−
∫ t
0
M1(∂, t− τ)
[
P∽( ~R′ ·~b)∂ybτ
]
dτ + “other good parts”
=−M1(∂, t)
(
P∽1( ~R′ ·~b0)∂yb0
)− ∫ t
0
(
∂τM1(∂, t− τ)
)[
P∽( ~R′ ·~b)∂yb
]
dτ
−
∫ t
0
M1(∂, t− τ)
[
P∽( ~R′ ·~b)∂y∂xu
]
dτ + “other good parts”
=J1 + J2 + J3 + “other good parts”,
where ~bτ = ∂τ~b and P∽1f = P1≤·≤2f .
Remark 7.1. Here “other good parts” include two kinds of “good” cases: (1) the integral
on the term in which ∂τ acts on P∽; (2) the integral on the nonlinear term consisting of three
unknowns. The process that ∂τ hits P∽ brings the decay rate 〈τ〉−1, while three unknowns shall
bring the faster decay rate than two unknowns. So we can easily bound these cases, and omit
the details in the following context.
Hence, we can get the new expression of u:
u = Lu +NLu1 +NLu2 −NL′u3 −
3∑
i=1
Ji − “other good parts”, (7.4)
where, by using (3.8), J2 and J3 can be rewritten as follows
J2 =
∫ t
0
(∂y∂τM1)(∂, t− τ)
[
P∽( ~R′ ·~b)b
]
dτ −
∫ t
0
(∂τM1)(∂, t − τ)
[
∂yP∽( ~R′ ·~b)b
]
dτ
=
∫ t
0
(∂yM3)(∂, t − τ)
[
∂xP∽( ~R′ ·~b)b
]
dτ +
∫ t
0
(∂yM3)(∂, t − τ)
[
P∽( ~R′ ·~b)∂xb
]
dτ
−
∫ t
0
(∂xM3)(∂, t− τ)
[
∂yP∽( ~R′ ·~b)b
]
dτ = J21 + J22 + J23
(7.5)
and
J3 = −
∫ t
0
∂xM1(∂, t − τ)
[
P∽( ~R′ ·~b)∂yu
]
dτ +
∫ t
0
M1(∂, t− τ)
[
∂xP∽( ~R′ ·~b)∂yu
]
dτ. (7.6)
(7.4) is used to prove the estimate of ‖∂yu‖FL2(D4), but seems useless for the estimate of
‖û‖FL1(D4). Motivated by this fact, we give another expression of NL′′u3. Using ∂yv = −∂xu,
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we have
NL′′u3 =
∫ t
0
M1(∂, t− τ)(∂xP∽ub)dτ +
∫ t
0
∂yM1(∂, t− τ)(P∽vb)dτ
=
∫ t
0
M1(∂, t− τ)(∂xP∽ub)dτ +
∫ t
t
2
∂yM1(∂, t− τ)(P∽vb)dτ
+
∫ t
2
0
∂yM1(∂, t − τ)(P∽vb)dτ = O1 +O2 +O3.
Applying the similar techniques yielding the previous expression of NL′′u3 to O3, we can get
O3 =∂yM1(∂, t− τ)(P∽( ~R′ ·~b)b)
∣∣∣τ= t2
τ=0
−
∫ t/2
0
(∂τ∂yM1(∂, t− τ))
[
P∽( ~R′ ·~b)b
]
dτ
−
∫ t/2
0
∂yM1(∂, t− τ)
[
P∽( ~R′ ·~b)∂xu
]
dτ + “other good parts”
=O31 +O32 +O33 + “other good parts”.
Thus we have
u = Lu +NLu1 +NLu2 −NL′u3 −O1 −O2 −
3∑
i=1
O3i − “other good parts”, (7.7)
where, by using (3.8), O32 and O33 can be rewritten by
O32 =
∫ t/2
0
(∂τ∂yM1)(∂, t− τ)[P∽( ~R′ ·~b)b]dτ =
∫ t/2
0
(∂x∂yM3)(∂, t − τ)[P∽( ~R′ ·~b)b]dτ
and
O33 =−
∫ t/2
0
∂x∂yM1(∂, t − τ)
[
P∽( ~R′ ·~b)u
]
dτ +
∫ t/2
0
∂yM1(∂, t− τ)
[
∂xP∽( ~R′ ·~b)u
]
dτ
=−
∫ t/2
0
∂xM1(∂, t− τ)
[
∂yP∽( ~R′ ·~b)u
]
dτ −
∫ t/2
0
∂xM1(∂, t− τ)
[
P∽( ~R′ ·~b)∂yu
]
dτ
+
∫ t/2
0
∂yM1(∂, t− τ)
[
∂xP∽( ~R′ ·~b)u
]
dτ.
7.2. The estimate of (7.1)2. Due to (7.2), it suffices to bound ‖∂yLu‖FL2(D4). We shall use
(7.4) to achieve the goal. Thanks to (3.13), (4.13)3 and (4.11)2 for r = 2 and δ = 0.01, we have
‖∂yLu‖FL2(D4) . ‖∂yM3(∂, t)u0‖FL2(D4) + ‖∂yM1(∂, t)b0‖FL2(D4)
. 〈t〉−1‖u0‖L1∩H1 + 〈t〉−
3
4 ‖〈∇〉0.51b0‖L1x(L2y))
. 〈t〉− 34 ‖V0‖3.
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We deduce from (3.13), (4.13)3, (4.17) and (4.19) that
‖∂yNLu1‖FL2(D4) .
∫ t
0
‖∂yM3(∂, t− τ)(~u · ∇~u,~b · ∇B, ∂y(Bb))‖FL2(D4)dτ
+
∫ t
0
‖∂yM3(∂, t − τ)(b∂xb)‖FL2(D4)dτ
.
∫ t
0
〈t− τ〉−1(‖~bB‖H2 + ‖~u⊗ ~u‖H2)dτ
+
∫ t
0
〈t− τ〉−1‖b∂xb‖H1∩L1dτ
.
∫ t
0
(〈t− τ〉−1〈τ〉−1.01 + 〈t− τ〉−1〈τ〉−1)dτ‖V ‖23
. 〈t〉−0.89‖V ‖23.
By (3.13), (4.11)2 for r = 2 and δ = 0.01, (4.18), one has
‖∂yNLu2‖FL2(D4) + ‖∂yNL′u3‖FL2(D4)
.
∫ t
0
‖∂yM1(∂, t− τ)
(
u∂xb,~b · ∇u, v<〈τ〉−8∂yb, v>2〈τ〉−0.05∂yb
)‖FL2(D4)dτ
.
∫ t
0
〈t− τ〉− 34 ‖〈∇〉0.51(u∂xb,~b · ∇u, v<〈τ〉−8∂yb, v>2〈τ〉−0.05∂yb)‖L1x(L2y)dτ
.
∫ t
0
〈t− τ〉− 34 〈τ〉−1.01dτ‖V ‖23
. 〈t〉− 34‖V ‖23.
Similarly, by (3.13), (4.11)2 for r = 2 and δ = 0.01, we infer
‖∂yJ1‖FL2(D4) . 〈t〉−
3
4 ‖〈∇〉0.51{P∽1( ~R′ ·~b0)∂yb0}‖L1x(L2y)
. 〈t〉− 34 ‖〈∇〉2{P∽1( ~R′ ·~b0)∂yb0}‖L1
. 〈t〉− 34 ‖P∽1( ~R′ ·~b0)‖H2‖∂yb0‖H2
. 〈t〉− 34 ‖~b0‖H2‖∂yb0‖H2 . 〈t〉−
3
4‖V0‖23.
For the estimate on J2, it is sufficient to bound J21, J22 and J23. We obtain, by using (3.13),
(4.13)6, and (4.19), that
‖∂yJ21‖FL2(D4) + ‖∂yJ22‖FL2(D4)
.
∫ t
0
‖∂2yM3(∂, t− τ)(∂xP∽( ~R′ ·~b)b, P∽( ~R′ ·~b)∂xb)‖FL2(D4)dτ
.
∫ t
0
〈t− τ〉−1(‖∂xP∽( ~R′ ·~b)b‖H2 + ‖P∽( ~R′ ·~b)∂xb‖H2)dτ
.
∫ t
0
〈t− τ〉−1〈τ〉−1.01dτ ‖V ‖23
. 〈t〉−1‖V ‖23.
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For J23, using (3.13), (4.13)8 and (4.19), we have
‖∂yJ23‖FL2(D4) .
∫ t
0
‖∂x∂yM3(∂, t− τ)(∂yP∽( ~R′ ·~b)b)‖FL2(D4)dτ
.
∫ t
0
〈t− τ〉− 32 (‖∂x
(
∂yP∽( ~R′ ·~b)b
)‖H1 + ‖∂yP∽( ~R′ ·~b)b‖L2)dτ
.
∫ t
0
〈t− τ〉− 32 〈τ〉− 34dτ ‖V ‖23 . 〈t〉−
3
4‖V ‖23.
It follows from (3.13), (4.11)3 for r = 2, (4.11)2 for r = 2 and δ = 0.01, (4.19) and (4.18) that
‖∂yJ3‖FL2(D4) .
∫ t
0
‖∂x∂yM1(∂, t− τ)(P∽( ~R′ ·~b)∂yu)‖FL2(D4)dτ
+
∫ t
0
‖∂yM1(∂, t− τ)(∂xP∽( ~R′ ·~b)∂yu)‖FL2(D4)dτ
.
∫ t
0
〈t− τ〉−1‖P∽( ~R′ ·~b)∂yu‖H1dτ
+
∫ t
0
〈t− τ〉− 34‖〈∇〉0.51(∂xP∽( ~R′ ·~b)∂yu)‖L1x(L2y)dτ
.
∫ t
0
(〈t− τ〉−1〈τ〉−1.01 + 〈t− τ〉− 34 〈τ〉−1.01)dτ‖V ‖23
. 〈t〉− 34 ‖V ‖23.
“Other good parts” onD4 can be bounded by C〈t〉− 34 (‖V ‖23+‖V ‖33) by using similar arguments,
so
‖∂yu‖FL2(D4) . 〈t〉−
3
4 (‖V0‖3 + ‖V0‖23 + ‖V ‖23 + ‖V ‖33).
Hence, we have proved (7.1)2.
7.3. The estimate of (7.1)3. Thanks to (7.2), it is sufficient to estimate ‖∂x〈∇〉2u‖FL2(D4).
Using (3.13), (4.13)4 and (4.11)3 for r = 2, we get
‖∂x〈∇〉2Lu‖FL2(D4) . ‖∂x〈∇〉2M3(∂, t)u0‖FL2(D4) + ‖∂x〈∇〉2M1(∂, t)b0‖FL2(D4)
. 〈t〉−1(‖u0‖H3 + ‖b0‖H2) . 〈t〉−1‖V0‖3.
Using (3.13), (4.13)4 for r = 2 and (4.13)6, and (4.19), we can obtain
‖∂x〈∇〉2NLu1‖FL2(D4) . ‖∂xNLu1‖FL2(D4) + ‖∂x∆NLu1‖FL2(D4)
.
∫ t
0
〈t− τ〉−1‖(~u · ∇~u,~b · ∇~b)‖H1dτ
+
∫ t
0
〈t− τ〉− 32 ‖∂x(~u · ∇~u,~b · ∇~b)‖H2dτ
.
∫ t
0
(〈t− τ〉−1〈τ〉−1.01 + 〈t− τ〉− 32 〈τ〉−1)dτ‖V ‖23
. 〈t〉−1‖V ‖23.
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We can deduce from (3.13), (4.11)3 for r = 2 and (4.19) that
‖∂x〈∇〉2NLu‖FL2(D4) .
∫ t
0
‖∂x〈∇〉2M1(∂, t− τ)(~u · ∇b,~b · ∇u)‖FL2(D4)dτ
.
∫ t
0
〈t− τ〉−1(‖~u · ∇b‖H2 + ‖~b · ∇u‖H2)dτ
.
∫ t
0
〈t− τ〉−1〈τ〉−1.1dτ‖V ‖23 . 〈t〉−1‖V ‖23.
As a consequence, we have
‖∂x〈∇〉2u‖FL2(D4) . 〈t〉−1(‖V0‖3 + ‖V ‖23).
Then we complete the proof of (7.1)3.
7.4. The estimate of (7.1)4. In this subsection, we shall use (7.7) to bound ‖û‖L1(D4). Like
the derivation of the estimate of ‖Lv‖FL1(D4), one can get
‖Lu‖FL1(D4) . 〈t〉−1‖V0‖3.
Using (6.5), we have
‖NLu1‖FL1(D4) .
∫ t
0
‖M3(∂, t− τ)F 1‖FL1(D4)dτ
.
∫ t
0
‖M3(∂, t− τ)(~u · ∇~u,~b · ∇B, ∂y(Bb))‖FL1(D4)dτ
+
∫ t
0
‖∂xM3(∂, t− τ)(bb)‖FL1(D4)dτ.
Using (3.13), (4.13)2, (4.13)5, (4.17)-(4.20), the first integral can be bounded by
C
∫ t
0
〈t− τ〉−1(‖|∇|−1(~u · ∇~u,~b · ∇B, ∂y(Bb))‖L2∩FL1 + ‖(~u · ∇~u,~b · ∇B, ∂y(Bb))‖FL1)dτ
.
∫ t
0
〈t− τ〉−1〈τ〉−1.1dτ‖V ‖23 . 〈t〉−1‖V ‖23,
while the second integral can be bounded by
C(
∫ t
2
0
〈t− τ〉− 32 (‖bb‖L2∩FL1 + ‖b∂xb‖FL1)dτ
+
∫ t
t
2
〈t− τ〉− 34 (‖b∂xb‖L1y(L2x) + ‖b∂xb‖FL1)dτ)
. (
∫ t
2
0
〈t− τ〉− 32 〈τ〉− 12 dτ +
∫ t
t
2
〈t− τ〉− 34 〈τ〉− 54dτ)‖V ‖23
. 〈t〉−1‖V ‖23.
Thus
‖NLu1‖FL1(D4) . 〈t〉−1‖V ‖23.
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It follows from (3.13), (4.11)4 and (4.17), (4.18) that
‖NLu2‖FL1(D4) .
∫ t
0
‖M1(∂, t − τ)(u∂xb,~b · ∇u)‖FL1(D4)dτ
.
∫ t
0
〈t− τ〉−1(‖〈∇〉1.51(u∂xb,~b · ∇u)‖L1x(L2y) + ‖(u∂xb,~b · ∇u)‖L1)dτ
.
∫ t
0
〈t− τ〉−1〈τ〉−1.01dτ‖V ‖23
. 〈t〉−1‖V ‖23.
Using (3.13),(4.11)2 for r = 1 and δ = 0.01, (4.11)4, (4.17) and (4.18) that
‖NL′u3‖FL1(D4) .
∫ t
0
‖M1(∂, t− τ)(v<〈τ〉−8∂yb, v>2〈τ〉−0.05∂yb)‖FL1(D4)dτ
.
∫ t
0
‖∂yM1(∂, t− τ)(v<〈τ〉−8b, v>2〈τ〉−0.05b)‖FL1(D4)dτ
+
∫ t
0
‖M1(∂, t− τ)(∂yv<〈τ〉−8b, ∂yv>2〈τ〉−0.05b)‖FL1(D4)dτ
.
∫ t
0
〈t− τ〉−1‖〈∇〉1.51(v<〈τ〉−8b, v>2〈τ〉−0.05b)‖L1x(L2y)dτ
+
∫ t
0
〈t− τ〉−1
(
‖(∂xu<〈τ〉−8b, ∂xu>2〈τ〉−0.05b)‖L1
+ ‖〈∇〉1.51(∂xu<〈τ〉−8b, ∂xu>2〈τ〉−0.05b)‖L1x(L2y)
)
dτ
.
∫ t
0
〈t− τ〉−1〈τ〉−1.01dτ‖V ‖23 . 〈t〉−1‖V ‖23.
We can get by using (3.13), (4.11)4,
‖∂xP∽ub‖L1 . ‖∂xu‖L2‖b‖L2 . 〈t〉−
5
4 ‖V ‖23
and (4.18) that
‖Ô1‖L1(D4) .
∫ t
0
‖M1(∂, t− τ)(∂xP∽ub)‖FL1(D4)dτ
.
∫ t
0
〈t− τ〉−1(‖∂xP∽ub‖L1 + ‖〈∇〉1.51(∂xP∽ub)‖L1x(L2y))dτ
.
∫ t
0
〈t− τ〉−1〈τ〉−1.01dτ‖V ‖23 . 〈t〉−1‖V ‖23.
Applying (3.13), (4.11)2, we have
‖Ô2‖L1(D4) .
∫ t
t/2
‖∂yM1(∂, t− τ)(P∽vb)‖FL1(D4)dτ
.
∫ t
t/2
〈t− τ〉− 12 ‖v̂‖L1‖b̂‖L1dτ
.
∫ t
t/2
〈t− τ〉− 12 〈τ〉− 32 dτ‖V ‖23
. 〈t〉−1‖V ‖23.
32 R. WAN
It follows from (3.13), (4.11)2, and (4.20), (4.18) that
‖Ô31‖L1(D4) . ‖∂yM1(∂,
t
2
)
(
P≈( ~R′ ·~b)b
)
(
t
2
)‖FL1(D4) + ‖∂yM1(∂, t)(P∽1( ~R′ ·~b0)b0)‖FL1(D4)
. 〈t〉− 12 ‖[P≈( ~R′ ·~b)b]( t
2
)‖FL1 + 〈t〉−1‖〈∇〉1.51(P∽1( ~R′ ·~b0)b0)‖L1x(L2y)
. 〈t〉−1(‖V ‖23 + ‖V0‖23).
Using (3.13), (4.13)8, and (4.20), we can deduce
‖Ô32‖L1(D4) .
∫ t/2
0
‖∂x∂yM3(∂, t− τ)(P∽( ~R′ ·~b)b)‖FL1(D4)dτ
.
∫ t/2
0
〈t− τ〉− 32 (‖P∽( ~R′ ·~b)b‖FL1 + ‖∂x∂y(P∽( ~R′ ·~b)b)‖FL1)dτ
.
∫ t/2
0
〈t− τ〉− 32 〈τ〉−0.99dτ‖V ‖23 . 〈t〉−1.4‖V ‖23.
Thanks to (3.13), (4.11)3 for r = 1 and (4.11)2 for r = 1, one has
‖Ô33‖L1(D4) .
∫ t/2
0
‖∂xM1(∂, t− τ)(∂yP∽( ~R′ ·~b)u)‖FL1(D4)dτ
+
∫ t/2
0
‖∂xM1(∂, t− τ)(P∽( ~R′ ·~b)∂yu)‖FL1(D4)dτ
+
∫ t/2
0
‖∂yM1(∂, t− τ)(∂xP∽( ~R′ ·~b)u)‖FL1(D4)dτ
.
∫ t/2
0
〈t− τ〉−1(‖∂yP∽( ~R′ ·~b)u‖FL1 + ‖P∽( ~R′ ·~b)∂yu‖FL1
+ ‖〈∇〉1.51(∂xP∽( ~R′ ·~b)u)‖L1x(L2y)
)
dτ
.
∫ t/2
0
〈t− τ〉−1〈τ〉−1.01dτ‖V ‖23 . 〈t〉−1‖V ‖23.
The estimate on “other good parts” can be bounded by C〈t〉−1(‖V ‖23 + ‖V ‖33). Hence, we can
obtain
‖u‖FL1(D4) . 〈t〉−1(‖V0‖3 + ‖V0‖23 + ‖V ‖23 + ‖V ‖33),
which completes the proof of (7.1)4.
7.5. The estimate of (7.1)5. Using (3.12), |~ξ| . 1 in D1, (4.1)3 for k = 1, we have
‖∂xLu‖FL1(D1) ≤ ‖∂xM3(∂, t)u0‖FL1(D1) + ‖∂xM1(∂, t)b0‖FL1(D1) . 〈t〉−
3
2 (‖u0‖L1 + ‖b0‖L1).
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Thanks to (3.12), (4.1)3 for k = 1, (4.18) and (4.19), one can get
‖∂xNLu1‖FL1(D1) ≤
∫ t
0
‖∂xM3(∂, t− τ)F 1‖FL1(D1)dτ
.
∫ t
0
‖∂xM3(∂, t− τ)(~u · ∇~u,~b · ∇B, ∂y(Bb))‖FL1(D1)dτ
+
∫ t
0
‖∂xM3(∂, t− τ)(b∂xb)‖FL1(D1)dτ
.
∫ t
0
〈t− τ〉− 32 ‖|∇|−1(~u · ∇~u,~b · ∇B, ∂y(Bb))‖L2dτ
+
∫ t
0
〈t− τ〉− 54 ‖b∂xb‖L1y(L2x)dτ
.
∫ t
0
〈t− τ〉− 32 〈τ〉− 54dτ‖V ‖23 . 〈t〉−
5
4 ‖V ‖23.
It follows from (3.12), (4.1)3 for k = 1 and
‖∂x(b~u− u~b)‖L1 . ‖~b‖L2‖∂x~u‖L2 + ‖~u‖L2‖∂x~b‖L2 . 〈t〉−
5
4‖V ‖23,
that
‖∂xNLu‖FL1(D1) ≤
∫ t
0
‖∂xM1(∂, t− τ)div(b~u− u~b)‖FL1(D1)dτ
.
∫ t
0
‖M1(∂, t− τ)div
[
∂x(b~u− u~b)
]‖FL1(D1)dτ
.
∫ t
0
〈t− τ〉− 32 ‖∂x(b~u− u~b)‖L1dτ
.
∫ t
0
〈t− τ〉− 32 〈τ〉− 54 dτ‖V ‖23 . 〈t〉−
5
4‖V ‖23.
Thus
‖∂xu‖FL1(D1) . 〈t〉−
5
4 (‖V0‖3 + ‖V ‖23). (7.8)
Next, we bound the estimate on D4. Using (3.13), (4.13)5, and (4.11)3 for r = 1, we find
‖∂xLu‖FL1(D4) . ‖∂xM3(∂, t)u0‖FL1(D4) + ‖∂xM1(∂, t)b0‖FL1(D4)
. 〈t〉− 32 (‖u0‖L2∩FL1 + ‖∂xu‖FL1 + ‖b̂0‖L1)
. 〈t〉− 32 ‖V0‖3.
34 R. WAN
Applying 3.13), (4.13)8 for r = 1, (4.13)9, (4.13)4 for r = 1, and (4.20), one has
‖∂xNLu1‖FL1(D4) .
∫ t
0
‖∂xM3(∂, t− τ)F 1‖FL1(D4)dτ
.
∫ t
0
‖∂xM3(∂, t− τ)(~u · ∇~u,~b · ∇B, ∂y(Bb))‖FL1(D4)dτ
+
∫ t
0
‖∂2xM3(∂, t− τ)(bb)‖FL1(D4)dτ
.
∫ t
0
〈t− τ〉− 32 (‖~u⊗ ~u‖FL1 + ‖∂x(~u · ∇~u)‖FL1
+ ‖B~b‖FL1 + ‖∂x∇(~bB)‖FL1)dτ
+
∫ t
2
0
〈t− τ〉−2(‖bb‖FL1 + ‖∂x(b∂xb)‖FL1)dτ
+
∫ t
t
2
〈t− τ〉−1(‖b∂xb‖FL1 + ‖∂x(b∂xb)‖FL1)dτ
. (
∫ t
0
〈t− τ〉− 32 〈τ〉− 54dτ +
∫ t
2
0
〈t− τ〉−2〈τ〉−1dτ
+
∫ t
t
2
〈t− τ〉−1〈τ〉−1.3dτ)‖V ‖23 . 〈t〉−
5
4‖V ‖23.
We can infer from (3.13), (4.11)3 for r = 1 and δ = 0.01 that
‖∂xNLu‖FL1(D4) .
∫ t
0
‖∂xM1(∂, t− τ)(~u · ∇~b,~b · ∇~u)‖FL1(D4)dτ
.
∫ t
t
2
〈t− τ〉−1‖(~u · ∇~b,~b · ∇~u)‖FL1(D4)dτ
+
∫ t
2
0
〈t− τ〉− 32 ‖〈∇〉1.51(~u · ∇~u,~b · ∇~b)‖L1x(L2y)dτ
. (
∫ t
t
2
〈t− τ〉−1〈τ〉−1.3dτ +
∫ t
2
0
〈t− τ〉− 32 〈τ〉−0.75dτ)‖V ‖23
. 〈t〉− 54‖V ‖23.
Therefore, it comes out
‖∂xu‖FL1(D4) . 〈t〉−
5
4 (‖V0‖3 + ‖V ‖23). (7.9)
Collecting the above estimates (7.8) and (7.9) can yield (7.1)5.
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8. The estimate on b
In this section, we will prove
‖b(t)‖L2 . 〈t〉−
1
4
(‖V0‖3 + ‖V0‖23 + ‖V ‖23 + ‖V ‖33);
‖∂xb(t)‖H1 . 〈t〉−
3
4
(‖V0‖3 + ‖V0‖23 + ‖V ‖23 + ‖V ‖33);
‖|∇|−1〈∇〉b(t)‖FL1 . 〈t〉−
1
2
(‖V0‖3 + ‖V0‖23 + ‖V ‖23 + ‖V ‖33);
‖R1〈∇〉b(t)‖FL1 . 〈t〉−1
(‖V0‖3 + ‖V0‖23 + ‖V ‖23 + ‖V ‖33).
(8.1)
8.1. The expression of b. Recalling (3.5), it is easy to get
b =M1(∂, t)u0 +M2(∂, t)b0 +
∫ t
0
M1(∂, t− τ)F 1dτ +
∫ t
0
M2(∂, t− τ)G1dτ︸ ︷︷ ︸
NLb
=M1(∂, t)u0 +M2(∂, t)b0︸ ︷︷ ︸
Lb
+
∫ t
0
M1(∂, t− τ)F 1dτ︸ ︷︷ ︸
NLb1
+
∫ t
0
M2(∂, t− τ)G11dτ︸ ︷︷ ︸
NLb2
−
∫ t
0
M2(∂, t − τ)v∂ybdτ︸ ︷︷ ︸
NLb3
.
As the same reason in the previous section, we need some new expression of b to overcome
the difficulty coming from the estimate of v∂yb. Similar to the derivation of the expression of
NLu3, we can get the expression of NLb3. As a matter of fact,
NLb3 = NL
′
b3 +NL
′′
b3,
where
NL′b3 =
∫ t
0
M2(∂, t− τ)(v<〈τ〉−8∂yb)dτ +
∫ t
0
M2(∂, t− τ)(v>2〈τ〉−0.05∂yb)dτ
=
∫ t
0
∂yM2(∂, t− τ)(v<〈τ〉−8b+ v>2〈τ〉−0.05b)dτ
−
∫ t
0
M2(∂, t− τ)(∂yv<〈τ〉−8b+ ∂yv>2〈τ〉−0.05b)dτ,
and
NL′′b3 =−M2(∂, t)
(
P∽1( ~R′ ·~b0)∂yb0
)− ∫ t
0
(
∂τM2(∂, t− τ)
)[
P∽( ~R′ ·~b)∂yb
]
dτ
−
∫ t
0
M2(∂, t− τ)
[
P∽( ~R′ ·~b)∂y∂xu
]
dτ + “other good parts”
=L1 + L2 + L3 + “other good parts”.
Thus we have
b = Lb +NLb1 +NLb2 −NL′b3 −
3∑
i=1
Li − “other good parts”,
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where, by (3.8), L2 and L3 can be rewrite as follows
L2 =
∫ t
0
(
∂xM1
)
(∂, t− τ)
[
P∽( ~R′ ·~b)∂yb
]
dτ
=
∫ t
0
(
∂y∂xM1
)
(∂, t− τ)
[
P∽( ~R′ ·~b)b
]
dτ −
∫ t
0
(
∂xM1
)
(∂, t− τ)
[
∂yP∽( ~R′ ·~b)b
]
dτ
=
∫ t
0
(
∂yM1(∂, t− τ)
)
∂x
[
P∽( ~R′ ·~b)b
]
dτ −
∫ t
0
(
∂xM1(∂, t− τ)
)[
∂yP∽( ~R′ ·~b)b
]
dτ
and
L3 = −
∫ t
0
∂xM2(∂, t− τ)
[
P∽( ~R′ ·~b)∂yu
]
dτ +
∫ t
0
M2(∂, t− τ)
[
∂xP∽( ~R′ ·~b)∂yu
]
dτ.
Following the idea dealing with ‖v̂‖L2(D1) and ‖∂xv‖FL2(D1), one can easily obtain
‖b̂‖L2(D1) . 〈t〉−
1
2 (‖V0‖3 + ‖V ‖23),
‖∂x〈∇〉b‖FL2(D1) . ‖∂xb‖FL2(D1) . 〈t〉−1(‖V0‖3 + ‖V ‖23).
(8.2)
8.2. The estimate of (8.1)1. Thanks to (8.2), it suffices to give the estimate of ‖b̂‖L2(D4).
Using (3.13), (4.11)1, (4.12)1 for r = 2, we can get
‖Lb‖FL2(D4) . ‖M1(∂, t)u0‖FL2(D4) + ‖M2(∂, t)b0‖FL2(D4)
. 〈t〉− 14 (‖u0‖L1∩L2 + ‖〈∇〉b0‖L1x(L2y))
. 〈t〉− 14‖V0‖3.
One can get from (3.13), (4.11)1, (4.12)1 for r = 2, (4.18) and (4.19) that∑
i=1,2
‖NLbi‖FL2(D4) .
∫ t
0
(‖M1(∂, t− τ)F 1‖FL2(D4) + ‖M2(∂, t− τ)G11‖FL2(D4))dτ
.
∫ t
0
(〈t− τ〉− 12‖|∇|−1F 1‖L2 + 〈t− τ〉−
1
4‖〈∇〉0.51G11‖L1x(L2y))dτ
.
∫ t
0
〈t− τ〉− 12 ‖(~u⊗ ~u,~b⊗~b)‖L2dτ
+
∫ t
0
〈t− τ〉− 14 ‖〈∇〉0.51(u∂xb,~b · ∇u)‖L1x(L2y)dτ
.
∫ t
0
(〈t− τ〉− 12 〈τ〉− 34 + 〈t− τ〉− 14 〈τ〉−1.01)dτ‖V ‖23
. 〈t〉− 14‖V ‖23.
Thanks to (3.13), (4.12)1 for r = 2, and (4.18), we can obtain
‖NL′b3‖FL2(D4) .
∫ t
0
‖M2(∂, t− τ)(v<〈τ〉−8∂yb, v>2〈τ〉−0.05∂yb)‖FL2(D4)dτ
.
∫ t
0
〈t− τ〉− 14 ‖〈∇〉0.51(v<〈τ〉−8∂yb, v>2〈τ〉−0.05∂yb)‖L1x(L2y)dτ
.
∫ t
0
〈t− τ〉− 14 〈τ〉−1.01dτ‖V ‖23
. 〈t〉− 14 ‖V ‖23,
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and
‖L1‖FL2(D4) . ‖M2(∂, t)(P∽1( ~R′ ·~b0)∂yb0)‖FL2(D4) . 〈t〉−
1
4 ‖〈∇〉0.51(P∽1( ~R′ ·~b0)∂yb0)‖L1x(L2y)
. 〈t〉− 14‖〈∇〉2(P∽1( ~R′ ·~b0)∂yb0)‖L1 . 〈t〉−
1
4‖P∽1( ~R′ ·~b0)‖H2‖∂yb0‖H2
. 〈t〉− 14‖V0‖23.
It follows from (3.13), (4.11)3 for r = 2 and (4.19) that
‖L2‖FL2(D4) .
∫ t
0
‖∂xM1(∂, t− τ)(P∽( ~R′ ·~b)∂yb)‖FL2(D4)dτ
.
∫ t
0
〈t− τ〉−1‖P∽( ~R′ ·~b)∂yb‖L2dτ
.
∫ t
0
〈t− τ〉−1〈τ〉−0.6dτ‖V ‖23
. 〈t〉−0.39‖V ‖23.
Using (3.13), (4.12)1 for r = 2, (4.12)2 for r = 2, (4.19) and (4.18), one can deduce
‖L3‖FL2(D4) .
∫ t
0
‖∂xM2(∂, t− τ)(P∽( ~R′ ·~b)∂yu)‖L2(D4)dτ
+
∫ t
0
‖M2(∂, t− τ)(∂xP∽( ~R′ ·~b)∂yu)‖L2(D4)dτ
.
∫ t
0
〈t− τ〉− 12 ‖∇(P∽( ~R′ ·~b)∂yu)‖L2dτ
+
∫ t
0
〈t− τ〉− 14 ‖〈∇〉0.51(∂xP∽( ~R′ ·~b)∂yu)‖L1x(L2y)dτ
.
∫ t
0
(〈t− τ〉− 12 〈τ〉−1.1 + 〈t− τ〉− 14 〈τ〉−1.1)dτ‖V ‖23
. 〈t〉− 14‖V ‖23.
Like the previous arguments, the associated estimate of “other good parts” on D4 can be
bounded by C〈t〉− 14 (‖V ‖23 + ‖V ‖33). Collecting the above estimate yields
‖b̂‖L2(D4) . 〈t〉−
1
4 (‖V0‖3 + ‖V0‖23 + ‖V ‖23 + ‖V ‖33).
which completes the estimate of (8.1)1.
8.3. The estimate of (8.1)2. Due to
‖∂xb‖H1 ≈ ‖∂x〈∇〉b‖L2
and Plancherel’s identity, it is sufficient to bound ‖∂x〈∇〉b‖FL2 . Thanks to (8.2), we only aim
at estimating ‖∂x〈∇〉b‖FL2(D4). Using (3.13), (4.11)3 for r = 2, (4.12)2 for r = 2 and δ = 0.01,
we have
‖∂x〈∇〉Lb‖FL2(D4) . ‖∂x〈∇〉M1(∂, t)u0‖FL2(D4) + ‖∂x〈∇〉M2(∂, t)b0‖FL2(D4)
. 〈t〉−1‖u0‖H1 + 〈t〉−
3
4‖〈∇〉2.51b0‖L1x(L2y)
. 〈t〉− 34 ‖V0‖3.
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We can deduce from (3.13), (4.11)3 for r = 2, and (4.19) that
‖∂x〈∇〉NLb1‖FL2(D4) .
∫ t
0
‖∂xM1(∂, t− τ)〈∇〉F 1‖FL2(D4)dτ
.
∫ t
0
〈t− τ〉−1‖〈∇〉(~u · ∇~u,~b · ∇~b)‖L2dτ
.
∫ t
0
〈t− τ〉−1〈τ〉−1.01dτ‖V ‖23 . 〈t〉−1‖V ‖23.
Applying (3.13), (4.12)2 for r = 2 and δ = 0.01, and (4.18), we get
‖∂x〈∇〉NLb2‖FL2(D4) + ‖∂x〈∇〉NL′b3‖FL2(D4)
.
∫ t
0
‖∂xM2(∂, t− τ)〈∇〉(G11, v<〈τ〉−8∂yb, v>2〈τ〉−0.05∂yb)‖FL2(D4)dτ
.
∫ t
0
〈t− τ〉− 34 ‖〈∇〉2.51(u∂xb,~b · ∇u, v<〈τ〉−8∂yb, v>2〈τ〉−0.05∂yb)‖L1x(L2y)dτ
.
∫ t
0
〈t− τ〉− 34 〈τ〉−1.01dτ‖V ‖23 . 〈t〉−
3
4‖V ‖23.
Similarly, by (3.13), (4.12)2 for r = 2 and δ = 0.01, one has
‖∂x〈∇〉L1‖FL2(D4) . ‖∂x〈∇〉M2(∂, t)(P∽1( ~R′ ·~b0)∂yb0)‖FL2(D4)
. 〈t〉− 34 ‖〈∇〉2.51(P∽1( ~R′ ·~b0)∂yb0)‖L1x(L2y)
. 〈t〉− 34 ‖〈∇〉4(P∽1( ~R′ ·~b0)∂yb0)‖L1
. 〈t〉− 34 ‖P∽1( ~R′ ·~b0)‖H4‖∂yb0‖H4
. 〈t〉− 34 ‖V0‖23.
By using (3.13), (4.11)3 for r = 2, (4.19), we obtain,
‖∂x〈∇〉L2‖FL2(D4) .
∫ t
0
‖∂xM1(∂, t− τ)〈∇〉∂x(P∽( ~R′ ·~b)∂yb)‖FL2(D4)dτ
.
∫ t
0
〈t− τ〉−1‖〈∇〉∂x(P∽( ~R′ ·~b)∂yb)‖L2dτ
.
∫ t
0
〈t− τ〉−1〈τ〉−1.01dτ‖V ‖23
. 〈t〉−1‖V ‖23.
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One deduces from (3.13), (4.12)3, (4.12)2 for r = 2 and δ = 0.01 that
‖∂x〈∇〉L3‖FL2(D4) .
∫ t
0
‖∂2xM2(∂, t− τ)〈∇〉(P∽( ~R′ ·~b)∂yu)‖FL2(D4)
+
∫ t
0
‖∂xM2(∂, t− τ)〈∇〉(∂xP∽( ~R′ ·~b)∂yu)‖FL2(D4)dτ
.
∫ t
0
〈t− τ〉−1‖〈∇〉3
(
P∽( ~R′ ·~b)∂yu
)
‖L2dτ
+
∫ t
0
〈t− τ〉− 34‖〈∇〉2.51
(
∂xP∽( ~R′ ·~b)∂yu
)
‖L1x(L2y)dτ
.
∫ t
0
(〈t− τ〉−1〈τ〉−0.9 + 〈t− τ〉− 34 〈τ〉−1.01)dτ‖V ‖23
. 〈t〉− 34 ‖V ‖23.
“Other good parts” on D4 can be bounded by C〈t〉− 34 (‖V ‖23 + ‖V ‖33). Hence, there holds
‖∂x〈∇〉b‖FL2(D4) . 〈t〉−
3
4 (‖V0‖3 + ‖V0‖23 + ‖V ‖23 + ‖V ‖33).
8.4. The estimate of (8.1)3. Using |~ξ| . 1 in D1, one can get
‖|∇|−1〈∇〉b‖FL1(D1) . ‖|∇|−1b‖FL1(D1).
Thanks to (3.12) and (4.1)5 for α = 1, we have
‖|∇|−1Lb‖FL1(D1) . ‖|∇|−1
(
M1(∂, t)u0,M2(∂, t)b0
)‖FL1(D1) . 〈t〉− 12‖(u0, b0)‖L1 .
Applying (3.12), (4.1)5 for α = 1, (6.5), we have
‖|∇|−1NLb‖FL1(D1) .
∫ t
0
‖|∇|−1(M1(∂, t− τ)F 1)‖FL1(D1)dτ
+
∫ t
0
‖|∇|−1(M2(∂, t− τ)G1)‖FL1(D1)dτ
.
∫ t
0
‖M1(∂, t− τ)(~u⊗ ~u,~bB)‖FL1(D1)dτ
+
∫ t
0
‖|∇|−1M1(∂, t− τ)(b∂xb)‖FL1(D1)dτ
+
∫ t
0
‖M2(∂, t − τ)(~u⊗~b)‖FL1(D1)dτ
Due to (4.1)3 for k = 0, (4.1)5 for α = 1/2, (4.17) and (4.19), the first and third integral can
be bounded by
C
∫ t
0
〈t− τ〉− 12 ‖(~u⊗ ~u, ~u⊗~b,~bB)‖L2dτ
.
∫ t
0
〈t− τ〉− 12 〈τ〉−1.1dτ‖V ‖23 . 〈t〉−
1
2‖V ‖23,
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while the second integral can be bounded by
C
∫ t
0
‖|∇|− 12M1(∂, t− τ)|∂x|
1
2 (bb)‖FL1(D1)dτ
.
∫ t
0
〈t− τ〉− 34 ‖|∂x|
1
2 (bb)‖L1dτ
.
∫ t
0
〈t− τ〉− 34 〈τ〉− 34dτ‖V ‖23 . 〈t〉−
1
2 ‖V ‖23.
So
‖|∇|−1〈∇〉b‖FL1(D1) . 〈t〉−
1
2 (‖V0‖3 + ‖V ‖23). (8.3)
Using
‖|∇|−1〈∇〉b‖FL1(D4) . ‖b‖FL1(D41) + ‖|∇|−1b‖FL1(D42),
is is sufficient to show the estimates of the terms on the right hand side. Using (3.13), (4.11)1
and (4.12)1 for r = 1, one can easily get
‖Lb‖FL1(D41) . 〈t〉−
1
2 ‖V0‖3.
One can infer by (3.13), (6.5), (4.11)2 for r = 1 and (4.11)3 for r = 1, (4.20) that
‖NLb1‖FL1(D41) .
∫ t
0
‖M1(∂, t− τ)F 1‖FL1(D41)dτ
.
∫ t
0
‖M1(∂, t− τ)(~u · ∇~u,~b · ∇B, ∂y(Bb))‖FL1(D41)dτ
+
∫ t
0
‖∂xM1(∂, t− τ)(bb)‖FL1(D41)dτ
.
∫ t
0
(〈t− τ〉− 12‖(~u⊗ ~u,B~b)‖FL1 + 〈t− τ〉−1‖bb‖FL1)dτ‖V ‖23
.
∫ t
0
(〈t− τ〉− 12 〈τ〉− 32 + 〈t− τ〉−1〈τ〉−1)dτ‖V ‖23
. 〈t〉− 12‖V ‖23.
Applying (3.13), (4.12)1 for r = 1 and (4.18), we can get
‖NLb2‖FL1(D41) + ‖NL′b3‖FL1(D41)
.
∫ t
0
‖M2(∂, t− τ){u∂xb,~b · ∇u, v<〈τ〉−8∂yb, v>2〈τ〉−0.05∂yb}‖FL1(D41)dτ
.
∫ t
0
〈t− τ〉− 12 ‖〈∇〉1.51(u∂xb,~b · ∇u, v<〈τ〉−8∂yb, v>2〈τ〉−0.05∂yb)‖L1x(L2y)dτ
.
∫ t
0
〈t− τ〉− 12 〈τ〉−1.01dτ‖V ‖23 . 〈t〉−
1
2‖V ‖23.
Using (3.13) and (4.12)1 again, it is easy to get
‖L1‖FL1(D41) . ‖M2(∂, t)(P∽1( ~R′ ·~b0)∂yb0)‖FL1(D4) . 〈t〉−
1
2‖V0‖23.
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Using (3.13), (4.11)3 and (4.20), we can get
‖L2‖FL1(D41) .
∫ t
0
‖∂xM1(∂, t− τ)(P∽( ~R′ ·~b)∂yb)‖FL1(D41)dτ
.
∫ t
0
〈t− τ〉−1‖P∽( ~R′ ·~b)‖FL1‖∂yb‖FL1dτ
.
∫ t
0
〈t− τ〉−1〈τ〉−0.9dτ‖V ‖23
. 〈t〉− 12‖V ‖23.
By (3.13), (4.12)2 for r = 1, (4.12)1 for r = 1, (4.18) and (4.20), it follows
‖L3‖FL1(D41) .
∫ t
0
‖∂xM2(∂, t− τ)(P∽( ~R′ ·~b)∂yu)‖FL1(D41)dτ
+
∫ t
0
‖M2(∂, t− τ)(∂xP∽( ~R′ ·~b)∂yu)‖FL1(D41)dτ
.
∫ t
0
〈t− τ〉− 12‖∇(P∽( ~R′ ·~b)∂yu)‖FL1dτ
+
∫ t
0
〈t− τ〉− 12 ‖〈∇〉1.51(∂xP∽( ~R′ ·~b)∂yu)‖L1x(L2y)dτ
.
∫ t
0
〈t− τ〉− 12 〈τ〉−1.01dτ‖V ‖23 . 〈t〉−
1
2 ‖V ‖23.
“Other good parts” can be bounded by by C〈t〉− 12 (‖V ‖23 + ‖V ‖33). Finally,
‖b‖FL1(D41) . 〈t〉−
1
2 (‖V0‖3 + ‖V0‖23 + ‖V ‖23 + ‖V ‖33). (8.4)
By (3.13), (4.11)5, (4.12)4, we have
‖|∇|−1Lb‖FL1(D42) . ‖|∇|−1M1(∂, t)u0‖FL1(D42) + ‖|∇|−1M2(∂, t)b0‖FL1(D42)
. 〈t〉− 12 (‖(u0, b0)‖L1 + ‖u0‖
L1y(L
4
3
x )
).
It follows from (3.13), (6.5), (4.11)5 for δ = 0.01, and (4.17) that
‖|∇|−1NLb1‖FL1(D42) .
∫ t
0
‖|∇|−1M1(∂, t− τ)(~u · ∇~u,~b · ∇B, ∂y(B~b))‖FL1(D42)dτ
+
∫ t
0
‖|∇|−1M1(∂, t− τ)(b∂xb)‖FL1(D42)dτ
.
∫ t
0
〈t− τ〉−1(‖|∇|0.99(~u⊗ ~u,~bB)‖L1 + ‖|∂x|0.99(bb)‖L1)dτ
.
∫ t
0
〈t− τ〉−1〈τ〉−0.6dτ‖V ‖23 . 〈t〉−
1
2 ‖V ‖23.
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By (3.13), (4.12)4, (4.12)1 for r = 1 and δ = 0.01, (4.17) and (4.18), we infer
‖|∇|−1NLb2‖FL1(D42) + ‖|∇|−1NL′b3‖FL1(D42)
.
∫ t
0
‖|∇|−1M2(∂, t− τ)(u∂xb,~b · ∇u, ∂yv<〈τ〉−8b, ∂yv>〈τ〉−0.05b)‖FL1(D42)dτ
+
∫ t
0
‖M2(∂, t− τ)(v<〈τ〉−8b, v>〈τ〉−0.05b)‖FL1(D42)dτ
.
∫ t
0
〈t− τ〉− 12‖(u∂xb,~b · ∇u, ∂yv<〈τ〉−8b, ∂yv>〈τ〉−0.05b)‖L1dτ
+
∫ t
0
〈t− τ〉− 12 ‖〈∇〉1.51(v<〈τ〉−8b, v>〈τ〉−0.05b)‖L1x(L2y)dτ
.
∫ t
0
〈t− τ〉− 12 〈τ〉−1.01dτ‖V ‖23 . 〈t〉−
1
2 ‖V ‖23.
Similarly, we can get by using (4.12)4 that
‖|∇|−1L1‖FL1(D42) . 〈t〉−
1
2 ‖P∽1( ~R′ ·~b0)∂yb0‖L1 . 〈t〉−
1
2‖V0‖23.
By (3.13), (4.11)6, (4.11)8, (4.17) and (4.20), we achieve
‖|∇|−1L2‖FL1(D42) .
∫ t
0
‖|∇|−1∂x∂yM1(∂, t− τ)(P∽( ~R′ ·~b)b)‖FL1(D42)dτ
+
∫ t
0
‖|∇|−1∂xM1(∂, t− τ)(∂yP∽( ~R′ ·~b)b)‖FL1(D42)dτ
.
∫ t
0
〈t− τ〉−1‖P∽( ~R′ ·~b)b‖FL1dτ +
∫ t
0
〈t− τ〉− 32 ‖∂yP∽( ~R′ ·~b)b‖L1dτ
.
∫ t
0
(〈t− τ〉−1〈τ〉−0.99 + 〈t− τ〉− 32 〈τ〉− 12 )dτ‖V ‖23
. 〈t〉− 12 ‖V ‖23.
We can obtain from (3.13), (4.12)4, (4.12)5, (4.17) and (4.20) that
‖|∇|−1L3‖FL1(D42) .
∫ t
0
‖|∇|−1∂xM2(∂, t− τ)(P∽( ~R′ ·~b)∂yu)‖FL1(D42)dτ
+
∫ t
0
‖|∇|−1M2(∂, t− τ)(∂xP∽( ~R′ ·~b)∂yu)‖FL1(D42)dτ
.
∫ t
0
〈t− τ〉− 12 (‖P∽( ~R′ ·~b)∂yu‖FL1 + ‖∂xP∽( ~R′ ·~b)∂yu‖L1)dτ
.
∫ t
0
〈t− τ〉− 12 〈τ〉−1.01dτ‖V ‖23 . 〈t〉−
1
2‖V ‖23.
Hence, it comes out
‖|∇|−1b‖FL1(D42) . 〈t〉−
1
2 (‖V0‖3 + ‖V0‖23 + ‖V ‖23 + ‖V ‖33). (8.5)
Combining with (8.3), (8.4) and (8.5) follows (8.1)3.
8.5. The estimate of (8.1)4. Direct computations yield
‖R1〈∇〉b‖FL1(D1) . ‖|∇|−1〈∇〉b‖FL1(D1) . 〈t〉−1(‖V0‖3 + ‖V ‖23), (8.6)
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So it suffices to bounding ‖R1〈∇〉b‖FL1(D4). By (3.13), (4.11)4, and (4.12)5 for l = 1, we have
‖R1〈∇〉Lb‖FL1(D4) . ‖R1〈∇〉M1(∂, t)u0‖FL1(D4) + ‖R1〈∇〉M2(∂, t)b0‖FL1(D4)
. ‖|∇|〈∇〉M1(∂, t)u0‖FL1(D4) + ‖R1〈∇〉M2(∂, t)b0‖FL1(D4)
. 〈t〉−1(‖〈∇〉4(u0, b0)‖L1x(L2y) + ‖〈∇〉2u0‖L1)
. 〈t〉−1‖V0‖3.
It follows by (3.13), (4.11)8, (4.11)9 and (4.20) that
‖R1〈∇〉NLb1‖FL1(D4) .
∫ t
0
‖R1〈∇〉M1(∂, t− τ)(~u · ∇~u,~b · ∇B, ∂y(Bb))‖FL1(D4)dτ
+
∫ t
0
‖∂xR1M1(∂, t− τ)(bb)‖FL1(D4)dτ
+
∫ t
0
‖|∇|R1M1(∂, t− τ)∂x(bb)‖FL1(D4)dτ
.
∫ t
0
〈t− τ〉−1‖|∇|−1〈∇〉(~u · ∇~u,~b · ∇B, ∂y(Bb))‖FL1(D4)dτ
+
∫ t
0
(〈t− τ〉− 32 ‖bb‖FL1 + 〈t− τ〉−1‖b∂xb‖FL1)dτ
.
∫ t
0
(〈t− τ〉−1〈τ〉−1.1 + 〈t− τ〉− 32 〈τ〉−1)dτ‖V ‖23
. 〈t〉−1‖V ‖23.
Using (3.13), (4.12)5 for l = 1, (4.18), one has
‖R1〈∇〉NLb2‖FL1(D4) + ‖R1〈∇〉NL′b3‖FL1(D4)
.
∫ t
0
‖R1〈∇〉M2(∂, t− τ)(u∂xb,~b · ∇u, v<〈τ〉−8∂yb, v>2〈τ〉−0.05∂yb)‖FL1(D4)dτ
.
∫ t
0
〈t− τ〉−1‖〈∇〉2.51(u∂xb,~b · ∇u, v<〈τ〉−8∂yb, v>2〈τ〉−0.05∂yb)‖L1x(L2y)dτ
.
∫ t
0
〈t− τ〉−1〈τ〉−1.01dτ‖V ‖23 . 〈t〉−1‖V ‖23.
Thanks to (3.13), (4.12)5 for l = 1, we deduce
‖R1〈∇〉L1‖FL1(D4) . ‖R1M2(∂, t)〈∇〉(P∽1( ~R′ ·~b0)∂yb0)‖FL1(D4) . 〈t〉−1‖V0‖23.
Using (3.13), (4.11)8, (4.11)9 and (4.20), we achieve
‖R1〈∇〉L2‖FL1(D4) .
∫ t
0
‖∂yR1〈∇〉M1(∂, t − τ)∂x
(
P∽( ~R′ ·~b)bb
)‖FL1(D4)dτ
+
∫ t
0
‖∂xR1〈∇〉M1(∂, t− τ)(∂yP∽( ~R′ ·~b)b)‖FL1(D4)dτ
.
∫ t
0
(〈t− τ〉−1‖
[
∂x〈∇〉(P∽( ~R′ ·~b)b), ∂x(∂yP∽( ~R′ ·~b)b)
]
‖FL1
+ 〈t− τ〉− 32 ‖∂yP∽( ~R′ ·~b)b‖FL1)dτ
.
∫ t
0
(〈t− τ〉−1〈τ〉−1.01 + 〈t− τ〉− 32 〈τ〉−1)dτ‖V ‖23
. 〈t〉−1‖V ‖23,
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where we have used ‖〈∇〉f‖FL1 . ‖f‖FL1 + ‖|∇|f‖FL1 for the second inequality. We infer
from (3.13), (4.12)6, (4.12)5 for l = 1, and (4.20), (4.18) that
‖R1〈∇〉L3‖FL1(D4) .
∫ t
0
‖∂xR1〈∇〉M2(∂, t− τ)(P∽( ~R′ ·~b)∂yu)‖FL1(D4)dτ
+
∫ t
0
‖R1〈∇〉M2(∂, t− τ)(∂xP∽( ~R′ ·~b)∂yu)‖FL1(D4)dτ
.
∫ t
0
〈t− τ〉−1‖〈∇〉2(P∽( ~R′ ·~b)∂yu)‖FL1dτ
+
∫ t
0
〈t− τ〉−1‖〈∇〉2.51(∂xP∽( ~R′ ·~b)∂yu)‖L1x(L2y)dτ
.
∫ t
0
〈t− τ〉−1〈τ〉−1.01dτ‖V ‖23 . 〈t〉−1‖V ‖23.
We can bound “other good parts” by C〈t〉−1(‖V ‖23 + ‖V ‖33). Thus
‖R1〈∇〉b‖FL1(D4) . 〈t〉−1(‖V0‖3 + ‖V0‖23 + ‖V ‖23 + ‖V ‖33),
which, together with (8.6) leads to (8.1)4.
9. The estimate on B and proof of (1.9)
In this section, we will prove
‖B(t)‖L2 . 〈t〉−
1
2
(‖V0‖3 + ‖V ‖23);
‖∂xB(t)‖L2 . 〈t〉−1
(‖V0‖3 + ‖V ‖23);
‖B(t)‖FL1 . 〈t〉−1
(‖V0‖3 + ‖V0‖23 + ‖V ‖23 + ‖V ‖33).
(9.1)
9.1. The expression of B. Thanks to (3.5), we can get
B =M1(∂, t)v0 +M2(∂, t)B0︸ ︷︷ ︸
LB
+
∫ t
0
M1(∂, t− τ)F 2dτ︸ ︷︷ ︸
LB1
+
∫ t
0
M2(∂, t− τ)G2dτ︸ ︷︷ ︸
LB2
.
9.2. The estimate of (9.1)1. Like the estimate of ‖v̂‖L2(D1), we can also get
‖B̂‖L2(D1) . 〈t〉−
1
2 (‖V0‖3 + ‖V ‖23). (9.2)
Using (3.13), (4.11)1, (4.3)1 for k = 1, and B0 = −R11B0 +R12b0, we have
‖LB‖FL2(D4) . ‖M1(∂, t)v0‖FL2(D4) + ‖R1M2(∂, t)(B0, b0)‖FL2(D4)
. 〈t〉− 12‖v0‖L1∩L2 + ‖G1,1e−G2,2tF{~b0}‖L2(D4)
. 〈t〉− 12‖V0‖3.
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Using (6.3), (4.3)1 for k = 2, and (4.19), one can obtain
‖NLB1‖FL2(D4) .
∫ t
0
‖|∇|R1M1(∂, t− τ)(~b⊗~b, ~u⊗ ~u)‖FL2(D4)dτ
.
∫ t
0
‖G2,2e−G2,2(t−τ)F{~b⊗~b, ~u⊗ ~u}‖L2(D4)dτ
.
∫ t
0
〈t− τ〉−1(‖~b⊗~b‖L2 + ‖~u⊗ ~u‖L2)dτ
.
∫ t
0
〈t− τ〉−1〈τ〉− 34 dτ‖V ‖23
. 〈t〉− 12 ‖V ‖23.
We can deduce from (6.4), (4.12)2 for r = 2, (6.4) and (4.19) that
‖NLB2‖FL2(D4) .
∫ t
0
‖∂xM2(∂, t− τ)(uB − bv)‖FL2(D4)dτ
.
∫ t
0
〈t− τ〉− 12 (‖∇(uB)‖L2 + ‖∇(bv)‖L2)dτ
.
∫ t
0
〈t− τ〉− 12 〈τ〉−1.01dτ‖V ‖23
. 〈t〉− 12 ‖V ‖23.
As a result, there holds
‖B̂‖L2(D4) . 〈t〉−
1
2 (‖V0‖3 + ‖V ‖23). (9.3)
It follows (9.1)1 by using (9.2) and (9.3).
9.3. The estimate of (9.1)2. As the estimate of ‖∂xv‖L2 , it is easy to obtain
‖∂xB‖FL2(D1) . 〈t〉−1(‖V0‖3 + ‖V ‖23). (9.4)
Similar to the estimate of ‖LB‖FL2(D4), by (3.13), (4.11)3 for r = 2, and (4.3)1 for k = 2, we
infer
‖∂xLB‖FL2(D4) . ‖∂xM1(∂, t)v0‖FL2(D4) + ‖∂xM2(∂, t)B0‖FL2(D4)
. 〈t〉−1‖v0‖L2 + ‖R21|∇|M2(∂, t)~b0‖FL2(D4)
. 〈t〉−1‖v0‖L2 + ‖G2,2e−G2,2tF{|∇|~b0}‖L2(D4)
. 〈t〉−1‖V0‖3.
It follows by (3.13), (4.11)3 for r = 2, and (4.19) that
‖∂xNLB1‖FL2(D4) .
∫ t
0
‖∂xM1(∂, t− τ)(~b · ∇~b, ~u · ∇~u)‖FL2(D4)dτ
.
∫ t
0
〈t− τ〉−1(‖~b · ∇~b‖L2 + ‖~u · ∇~u‖L2)dτ
.
∫ t
0
〈t− τ〉−1〈τ〉−1.1dτ‖V ‖23
. 〈t〉−1‖V ‖23.
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Using (6.4), (3.13), (4.12)3, and (4.19), one has
‖∂xNLB2‖FL2(D4) .
∫ t
0
‖∂2xM2(∂, t − τ)(uB − bv)‖FL2(D4)dτ
.
∫ t
0
〈t− τ〉−1(‖∇2(uB)‖L2 + ‖∇2(bv)‖L2)dτ
.
∫ t
0
〈t− τ〉−1〈τ〉−1.01dτ‖V ‖23
. 〈t〉−1‖V ‖23.
Hence, we have
‖∂xB‖FL2(D4) . 〈t〉−1(‖V0‖3 + ‖V ‖23). (9.5)
Combining with (9.4) and (9.5) implies (9.1)2.
9.4. The estimate of (9.1)3. Like the previous way dealing with ‖B̂‖L1(D1), one can get
‖B‖FL1(D1) . 〈t〉−1(‖V0‖3 + ‖V ‖23). (9.6)
For the estimate on D4, by B = −R11B +R12b, and
‖R12b‖FL1(D4) . ‖R1〈∇〉b‖FL1(D4) . 〈t〉−1(‖V0‖3 + ‖V0‖23 + ‖V ‖23 + ‖V ‖33), (9.7)
it suffices to bound ‖R11B‖FL1(D4). By (3.13), (4.11)8, (4.12)5 for l = 2 and (4.20), we deduce
‖R11LB‖FL1(D4) . ‖R11M1(∂, t)v0‖FL1(D4) + ‖R11M2(∂, t)b0‖FL1(D4)
. 〈t〉−1‖(v0, b0)‖FL1 ,
‖R11NLB1‖FL1(D4) .
∫ t
0
‖R11M1(∂, t− τ)(~u · ∇~u,~b · ∇~b)‖FL1(D4)dτ
.
∫ t
0
〈t− τ〉−1‖(~u · ∇~u,~b · ∇~b)‖FL1dτ
.
∫ t
0
〈t− τ〉−1〈τ〉−1.1dτ‖V ‖23 . 〈t〉−1‖V ‖23,
and
‖R11NLB2‖FL1(D4) .
∫ t
0
‖R11M2(∂, t− τ)(~u · ∇B,~b · ∇v)‖FL1(D4)dτ
.
∫ t
0
〈t− τ〉−1‖(~u · ∇B,~b · ∇v)‖FL1dτ
.
∫ t
0
〈t− τ〉−1〈τ〉−1.1dτ‖V ‖23 . 〈t〉−1‖V ‖23.
So we achieve
‖R11B‖FL1(D4) . 〈t〉−1(‖V0‖3 + ‖V ‖23). (9.8)
Finally, it follows (9.1)3 by using (9.6), (9.8) and (9.7).
9.5. Proof of (1.9). (1.9) is a direct consequence by adding (5.1), (6.1), (7.1), (8.1), (9.1)
and ‖V ‖23 . ‖V ‖
3
2
3 + ‖V ‖33.
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Appendix A.
In this section, we give the proof of some lemmas.
Proof of Lemma 4.3. Thanks to (3.13), (4.3)7 for k = 0 and (4.3)1 for k = 1 and r = 2, we get
‖M1(∂, t)f‖FL2(D4) . min{‖G1,2e−G2,2tf̂‖L2(D4), ‖G1,1e−G2,2t̂|∇|−1f‖L2(D4)}
. 〈t〉− 12 min{‖f‖L1∩L2 , ‖|∇|−1f‖L2},
which yields (4.11)1. It follows (4.11)2 by using (3.13),
‖|∇|M1(∂, t)f‖FLr(D4) . ‖G1,1e−G2,2tf̂‖Lr(D4)
and (4.3)1 for k = 1. (4.11)3 can be obtained by using (3.13),
‖∂xM1(∂, t)f‖FLr(D4) . ‖G2,2e−G2,2tf̂‖Lr(D4)
and (4.3)1 for k = 2. Combining with (3.13),
‖M1(∂, t)f‖FLr(D4) . ‖G1,2e−G2,2tf̂‖Lr(D4),
(4.3)2 for k = 1 and δ = 0.01 leads (4.11)4. Combining with (3.13),
‖|∇|−1M1(∂, t)f‖FL1(D42) . ‖G1,3e−G2,2tf̂‖L1(D42)
and (4.3)6 for k = 0, q = p = 4/3, we can get (4.11)5. It follows (4.11)6 by using (3.13),
‖R1M1(∂, t)f‖FL1(D42) . ‖G2,3e−G2,2tf̂‖L1(D42),
and (4.3)4 for k = 1. It follows (4.11)7 by using (3.13),
‖R1M1(∂, t)f‖FL1(D4) . ‖G2,3e−G2,2tf̂‖L1(D4),
and (4.3)3 for k = 1. Applying
‖|∇|R1M1(∂, t)f‖FL1(D4) + ‖R11M1(∂, t)f‖FL1(D4) . ‖G2,2e−G2,2tf̂‖L1(D4),
and (4.3)1 for k = 2 and r = 1 can lead (4.11)8. Similarly, using
‖∂xR1M1(∂, t)f‖FL1(D4) + ‖|∇|R11M1(∂, t)f‖FL1(D4) . ‖G3,3e−G2,2tf̂‖L1(D4),
and (4.3)1 for k = 3 and r = 1 can lead (4.11)9. 
Proof of Lemma 4.4. Using (3.13) and (4.3)1 for k = 0, one can easily get (4.12)1. By (3.13),
‖∂xM2(∂, t)f‖FLr(D4) . ‖|∇|G1,1e−G2,2tf̂‖Lr(D4),
and (4.3)1 for k = 1, we can obtain (4.12)2. Similarly, one can also get (4.12)3. Using a similar
way leading (4.5) for k = 0, we can get (4.12)4. Thanks to
‖Rl1M2(∂, t)f‖FL1(D4) . 〈t〉−
l
2‖M2(∂, t)f‖FL1(D4) . 〈t〉−
l
2‖G0,0e−G2,2tf̂‖L1(D4),
it follows (4.12)5 by using (4.3)1 for k = 0 and r = 1. Due to
‖∂xR1M2(∂, t)f‖FL1(D4) . ‖|∇|R21M2(∂, t)f‖FL1(D4),
it follows (4.12)6 by using (4.12)5. 
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Proof of Lemma 4.5. Using (3.13), (4.1)2 for k = 1, (4.3)1 for k = 1 and r = 2, we have
‖M3(∂, t)f‖FL2(D4) . ‖e
1
2
t∆f‖FL2(D4) + ‖|~ξ|−1G1,1e−G2,2tf̂‖L2(D4) . 〈t〉−
1
2 ‖|∇|−1f‖H1 .
Using (3.13), (4.1)2 for k = 0 and (4.3)7 for k = 0, we have
‖M3(∂, t)f‖FL2(D4) . ‖e
1
2
t∆f‖FL2(D4) + ‖G1,2e−G2,2tf̂‖L2(D4) . 〈t〉−
1
2 ‖f‖L1∩L2 .
Thus, we complete the proof of (4.13)1. Using (3.13), one can get the first estimate of (4.13)2
by applying
‖M3(∂, t)f‖FL1(D4) . ‖e
1
2
t∆f‖FL1(D4) + ‖G2,4e−G2,2tf̂‖L1(D4),
(4.1)4 for k = 0, and (4.3)5 for k = 0. Using (3.13), one can get the second estimate of (4.13)2
by applying
‖M3(∂, t)f‖FL1(D4) . ‖|∇|e
1
2
t∆|∇|−1f‖FL1(D4) + ‖G2,3e−G2,2t|~ξ|−1f̂‖L1(D4),
(4.1)4 for k = 1, and (4.3)3 for k = 1. Using (3.13), one can get the first estimate of (4.13)3
by applying
‖∂yM3(∂, t)f‖FL2(D4) . ‖|∇|e
1
2
t∆f‖FL2(D4) + ‖G1,1e−G2,2tf̂‖L2(D4),
(4.1)2 for k = 1, and (4.3)1 for k = 1. Using (3.13), one can get the second estimate of (4.13)3
by applying
‖∂yM3(∂, t)f‖FL2(D4) . ‖|∇|2e
1
2
t∆|∇|−1f‖FL2(D4) + ‖G2,2e−G2,2t|~ξ|−1f̂‖L2(D4),
(4.1)2 for k = 2, and (4.3)1 for k = 2. Using (3.13), one can get the third estimate of (4.13)3
by applying
‖∂yM3(∂, t)f‖FL2(D4) . ‖|∇|e
1
2
t∆f‖FL2(D4) + ‖G2,3e−G2,2tf̂‖L2(D4),
(4.1)1 for k = 1, and (4.3)7 for k = 1. So we conclude the proof of (4.13)3. For (4.13)4, we
only show the case r = 2, and other cases can be bounded similarly. Using |ξ| . |~ξ|2,
‖∂xM3(∂, t)f‖FL2(D4) . ‖∂xe
1
2
t∆f‖FL2(D4) + ‖G2,2e−G2,2tf̂‖L2(D4),
one can get (4.13)4 for r = 2 by (4.1)2 for k = 2 and (4.3)1 for k = 2. Using |ξ| . |~ξ|2,
‖∂xM3(∂, t)f‖FL1(D4) . ‖∂xe
1
2
t∆f‖FL1(D4) + ‖G2,4e−G2,2t∂̂xf‖L1(D4),
one can get the first bound of (4.13)5 by (4.1)4 for k = 2 and (4.3)5 for k = 0. Using |ξ| . |~ξ|2,
‖∂xM3(∂, t)f‖FL1(D4) . ‖∂xe
1
2
t∆f‖FL1(D4) + ‖G3,4e−G2,2tf̂‖L1(D4),
one can get the second bound of (4.13)5 by (4.1)4 for k = 2 and (4.3)3 for k = 2. Using
‖ect∆f‖FL1 . 〈t〉−
3
4 (‖f‖L1y(L2x) + ‖f̂‖L1),
which can be proved by using the similar arguments yielding (4.2), and
‖G2,4e−G2,2tf̂‖L1(D4) ≤ ‖G2,2e−G2,2tf̂‖L1(D41)+‖G2,4e−G2,2tf̂‖L1(D42) ≤ 〈t〉−
3
4 (‖f̂‖L1+‖f‖L1y(L2x)),
which can be obtained by using (4.3)1 for k = 2 and (4.3)6 for k = 1, p =
4
3 and q = 2, we have
‖∂xM3(∂, t)f‖FL1(D4) . ‖e
1
2
t∆∂xf‖FL1(D4)+‖G2,4e−G2,2t∂̂xf‖L1(D4) . 〈t〉−
3
4 (‖∂̂xf‖L1+‖∂xf‖L1y(L2x)),
which completes the proof of the third bound of (4.13)5. Using (4.1)2 for k = 2, (4.3)1 for
k = 2 and
‖∆M3(∂, t)f‖FL2(D4) . ‖∆e
1
2
t∆f‖FL2(D4) + ‖G2,2e−G2,2tf̂‖L2(D4),
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we can get (4.13)6. Using |ξ| . |~ξ|2, (4.1)4 for k = 5, (4.3)1 for k = 5 and
‖∂2xR1M3(∂, t)f‖FL1(D4) . ‖∂2xR1e
1
2
t∆f‖FL1(D4) + ‖G5,5e−G2,2tf̂‖L1(D4),
we can get (4.13)7. Using |ξ| . |~ξ|2, (4.1)4 for k = 3, (4.3)1 for k = 3 and
‖∂x|∇|M3(∂, t)f‖FL1(D4) . ‖∂x|∇|e
1
2
t∆f‖FL1(D4) + ‖G3,3e−G2,2tf̂‖L1(D4),
we can get (4.13)8 for r = 1. Other cases 1 < r ≤ 2 can be bounded similarly. Using |ξ| . |~ξ|2,
(4.1)4 for k = 4, (4.3)1 for k = 4 and
‖∂2xM3(∂, t)f‖FL1(D4) . ‖∂2xe
1
2
t∆f‖FL1(D4) + ‖G4,4e−G2,2tf̂‖L1(D4),
we can get (4.13)9. Using |ξ| . |~ξ|2, (4.1)4 for k = 2, (4.3)1 for k = 2 and
‖R1M3(∂, t)f‖FL1(D4) . ‖∂xe
1
2
t∆|∇|−1f‖FL1(D4) + ‖G2,2e−G2,2t|~ξ|−1f̂‖L1(D4),
we can get (4.13)10. Using |ξ| . |~ξ|2, (4.1)4 for k = 3, (4.3)1 for k = 3 and
‖∂xR1M3(∂, t)f‖FL1(D4) . ‖∂xR1e
1
2
t∆f‖FL1(D4) + ‖G3,3e−G2,2tf̂‖L1(D4),
we can get (4.13)11. 
Proof of Lemma 4.6. (4.17)1 By Ho¨lder’s inequality, product estimate in one dimension, inter-
polation inequality and
‖∇P∽( ~R′ ·~b)‖L2 . ‖~b‖L2 . 〈t〉−
1
4 ‖V ‖3, (A.1)
we have
‖∇P∽( ~R′ ·~b)b‖L1 + ‖~bb‖L1 ≤ ‖~b‖L2‖b‖L2 . 〈t〉−
1
2‖V ‖23,
‖|∂x|β(bb)‖L1x . ‖b‖L2x‖|∂x|βb‖L2x . ‖b‖
2−β
L2x
‖∂xb‖βL2x ,
which yields
‖|∂x|β(bb)‖L1 . ‖b‖2−βL2 ‖∂xb‖βL2 . 〈t〉−
1+β
2 ‖V ‖23.
(4.17)2 Using Ho¨lder’s inequality and ∂yv = −∂xu, we have
‖∂yv<〈t〉−8b‖L1 + ‖∂yv>2〈t〉−0.05b‖L1 . ‖∂xu‖L2‖b‖L2 . 〈t〉−
5
4‖V ‖23.
Thanks to ‖∂xP∽( ~R′ ·~b)‖L2 . ‖B‖L2 , we can get
‖∂xP∽( ~R′ ·~b)∂yu‖L1 ≤ ‖∂xP∽( ~R′ ·~b)‖L2‖∂yu‖L2 . ‖B‖L2‖∂yu‖L2 . 〈t〉−
5
4‖V ‖23.
(4.17)3 Using product estimate and interpolation inequality, we have
‖|∇|β(~u⊗ ~u)‖L1 . ‖~u‖L2‖|∇|β~u‖L2 . ‖~u‖2−βL2 ‖∇~u‖
β
L2
. 〈t〉−1−β4 ‖V ‖23
and
‖|∇|0.99(~bB)‖L1 . ‖|∇|0.99~b‖L2‖B‖L2 + ‖|∇|0.99B‖L2‖~b‖L2
. 〈t〉−0.21−0.5‖V ‖23 + 〈t〉−0.25−0.6‖V ‖23
. 〈t〉−0.7‖V ‖23,
where we have used
‖|∇|0.99~b‖L2 ≤ ‖|∇|0.99~b≤〈t〉0.03‖L2 + ‖|∇|0.99~b>〈t〉0.03‖L2 . 〈t〉−0.21‖V ‖3
and
‖|∇|0.99B‖L2 . ‖B‖0.01L2 ‖∇B‖0.99L2 . 〈t〉−0.6‖V ‖3.
This concludes the proof of Lemma 4.6. 
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Proof of Lemma 4.7. (4.18)1 Using interpolation inequality
‖f‖
L
2p
2−p
x
. ‖f‖
1
p
L2x
‖∂xf‖
1− 1
p
L2x
,
we obtain
‖b∂xb‖L1y(Lpx) .
∥∥‖b‖
L
2p
2−p
x
‖∂xb‖L2x
∥∥
L1y
.
∥∥‖b‖ 1p
L2x
‖∂xb‖
2− 1
p
L2x
∥∥
L1y
. ‖b‖
1
p
L2
‖∂xb‖
2− 1
p
L2
. 〈t〉− 32+ 12p ‖V ‖23.
(4.18)2 We only give the estimate of ‖〈∇〉3(~b · ∇u)‖L1x(L2y), since other terms can be bounded
similarly. Using
‖〈∇〉kf‖L1x(L2y) . ‖f‖L1x(L2y) + ‖∇kf‖L1x(L2y), k ≥ 0, (A.2)
we have
‖〈∇〉3(~b · ∇u)‖L1x(L2y) . ‖〈∇〉3(B∂yu)‖L1x(L2y) + ‖〈∇〉3(b∂xu)‖L1x(L2y)
. ‖B∂yu‖L1x(L2y) + ‖B∂y∇3u‖L1x(L2y) + other similar terms.
By interpolation inequality, we can get
‖B∂yu‖L1x(L2y) . ‖B‖L2x(L∞y )‖u‖L2 . ‖B‖
1
2
L2
‖∂xb‖
1
2
L2
‖u‖L2 . 〈t〉−
9
8‖V ‖23.
Using
‖∇〈∇〉3u‖L2 ≤ ‖∇〈∇〉3u<〈t〉 328 ‖L2 + ‖∇〈∇〉
3u
≥〈t〉
3
28
‖L2 . 〈t〉−
3
7 ‖V ‖23, (A.3)
then
‖B∂y∇3u‖L1x(L2y) . ‖B‖L2x(L∞y )‖∂y∇3u‖L2 . 〈t〉−
3
7
− 5
8‖V ‖23 . 〈t〉−1.01‖V ‖23.
Thus
‖〈∇〉3(~b · ∇u)‖L1x(L2y) . 〈t〉−1.01‖V ‖23.
(4.18)3 Use (A.2), we only show the estimates of
‖v<〈t〉−8∂y∇3b‖L1x(L2y), and ‖v>2〈t〉−0.05∂y∇3b‖L1x(L2y),
and other terms can be bounded similarly. Using Ho¨lder’s inequality and interpolation in-
equality, one can get
‖v<〈t〉−8∂y∇3b‖L1x(L2y) . ‖v<〈t〉−8‖L2x(L∞y )‖∂y∇3b‖L2
. ‖v‖
1
2
L2
‖∂yv<〈t〉−8‖
1
2
L2
‖b‖H4
. 〈t〉−2‖V ‖23,
‖v>2〈t〉−0.05∂y∇3b‖L1x(L2y) . ‖v>2〈t〉−0.05‖L2x(L∞y )‖∂y∇3b‖L2
. ‖v>2〈t〉−0.05‖
1
2
L2
‖∂yv>2〈t〉−0.05‖
1
2
L2
× (‖∂y∇3b<〈t〉0.05‖L2 + ‖∂y∇3b≥〈t〉0.05‖L2)
. 〈t〉0.025‖∇v‖L2(‖∂y∇3b<〈t〉0.05‖L2 + ‖∂y∇3b≥〈t〉0.05‖L2)
. 〈t〉0.025−1(〈t〉0.2−0.25 + 〈t〉−0.2)‖V ‖23
. 〈t〉−1.01‖V ‖23.
(4.18)4 Using (A.2), we only estimate ‖B∂y∇2b‖L1x(L2y), and other terms can be controlled
similarly. Using interpolation inequality, and
‖〈∇〉3b‖L2 . ‖〈∇〉3b<〈t〉 132 ‖L2 + ‖〈∇〉
3b
≥〈t〉
1
32
‖L2 . 〈t〉−
5
32 ‖V ‖3, (A.4)
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we have
‖B∂y∇2b‖L1x(L2y) . ‖B‖L2x(L∞y )‖〈∇〉3b‖L2 . 〈t〉−
5
8
− 5
32 ‖V ‖23 . 〈t〉−0.75‖V ‖23.
(4.18)5 Using (A.2) again, we only bound ‖∂x〈∇〉2P∽ub‖L1x(L2y), while other terms can be
bounded similarly. Using interpolation inequality, and
‖∂x〈∇〉3u‖L2 ≤ ‖∂x〈∇〉3u<〈t〉0.2‖L2 + ‖∂x〈∇〉3u≥〈t〉0.2‖L2 . 〈t〉−0.8‖V ‖3,
we have
‖∂x〈∇〉2P∽ub‖L1x(L2y) . ‖∂x〈∇〉2u‖L2x(L∞y )‖b‖L2
. ‖∂x〈∇〉3u‖L2‖b‖L2
. 〈t〉−1.05‖V ‖23.

Proof of Lemma 4.8. By Ho¨lder’s inequality, and (A.1), it is easy to get the estimate of (4.19)1
and (4.19)2. Let us begin with the estimate of (4.19)3.
(4.19)3 We only give the estimate of ‖~b ·∇~b‖H2 , while one can bound other terms by the similar
way. We have
‖~b · ∇~b‖H2 ≤ ‖b∂x∇2b‖L2 + other similar terms.
Using
‖∂x∇2b‖L2 . ‖∂x∇2b<〈t〉 18 ‖L2 + ‖∂x∇
2b
≥〈t〉
1
8
‖L2 . 〈t〉−
5
8 ‖V ‖23, (A.5)
we have
‖b∂x∇2b‖L2 . ‖b‖L∞‖∂x∇2b‖L2 . 〈t〉−1.1‖V ‖23.
Thus
‖~b · ∇~b‖H2 . 〈t〉−1.1‖V ‖23.
(4.19)4 Using
‖∂xP∽( ~R′ ·~b)‖L∞ . ‖B̂‖L1 . 〈t〉−1‖V ‖3
and (A.4), one can get
‖∂xP∽( ~R′ ·~b)∂yb‖L2 . 〈t〉−1.1‖V ‖23.
Then we can get the estimates of other terms by the similar way.
(4.19)5 Here we only bound ‖P∽( ~R′ ·~b)∂x∇2b‖L2 . Using (A.5), and
‖P∽( ~R′ ·~b)‖FL1 . ‖|∇|−1b‖FL1 +
∑
〈t〉−8≤M≤2〈t〉−0.05
‖|∇|−1PMB‖FL1
. 〈t〉−0.5‖V ‖3 +
∑
〈t〉−8≤M≤2〈t〉−0.05
M−1‖PMB‖FL1
. 〈t〉−0.5‖V ‖3 +
∑
〈t〉−8≤M≤2〈t〉−0.05
‖PMB‖L2
. 〈t〉−0.5‖V ‖3 + ‖B‖L2
∑
〈t〉−8≤M≤2〈t〉−0.05
M0.001M−0.001
. 〈t〉−0.5‖V ‖3 + 〈t〉0.008−0.5‖V ‖3 . 〈t〉−0.492‖V ‖3.
(A.6)
we have
‖P∽( ~R′ ·~b)∂x∇2b‖L2 . ‖P∽( ~R′ ·~b)‖FL1‖∂x∇2b‖L2 . 〈t〉−1.1‖V ‖23.
(4.19)6 Here we only show the estimates of ‖b∂2x∇2b‖L2 and ‖P∽( ~R′ ·~b)∂y∇3u‖L2 . Using
‖∂x〈∇〉3b‖L2 . ‖∂x〈∇〉3b<〈t〉 18 ‖L2 + ‖∂x〈∇〉
3b
≥〈t〉
1
8
‖L2 . 〈t〉−
1
2‖V ‖23,
52 R. WAN
we have
‖b∂2x∇2b‖L2 . ‖b‖L∞‖∂2x∇2b‖L2 . 〈t〉−1‖V ‖23.
Thanks to (A.6) and (A.3), we can get the estimate of ‖P∽( ~R′ ·~b)∂y∇3u‖L2 by using Ho¨lder’s
inequality.
(4.19)7 By using (A.6) and (A.4), one can easily get this estimate. 
Proof of Lemma 4.9. (4.20)1 The first three terms can be bounded easily. By
‖∇P∽( ~R′ ·~b)‖FL1 . ‖~b‖FL1 . 〈t〉−
1
2 ‖V ‖3,
we can get
‖[∂x(∂yP∽( ~R′ ·~b)b),∇P∽( ~R′ ·~b)u]‖FL1 . ‖~b‖FL1(‖∂xb‖FL1 + ‖û‖L1) . 〈t〉−
3
2‖V ‖23.
(4.20)2 Like the previous procedure, it suffices to estimate ‖b∂xxu‖FL1 and ‖∂yb∂xv‖FL1 . Using
‖〈∇〉∂xu‖FL1 ≤ ‖〈∇〉∂xu≥〈t〉0.5‖FL1 + ‖〈∇〉∂xu<〈t〉0.5‖FL1 . 〈t〉−0.75‖V ‖3,
‖〈∇〉b‖FL1 ≤ ‖〈∇〉b<〈t〉 569 ‖FL1 + ‖〈∇〉b≥〈t〉 569 ‖FL1 . 〈t〉
−0.42‖V ‖3,
‖∂xv‖FL1 . ‖∂xv<〈t〉0.15‖FL1 + ‖∂xv≥〈t〉0.15‖FL1 . 〈t〉−0.85‖V ‖3,
(A.7)
one gets
‖b∂xxu‖FL1 . ‖b̂‖L1‖∂xxu‖FL1 . 〈t〉−
5
4 ‖V ‖23
and
‖∂yb∂xv‖FL1 . ‖∂yb‖FL1‖∂xv‖FL1 . 〈t〉−
5
4 ‖V ‖23.
(4.20)3 Using (A.6) and the fact that P≈ can be bounded by the process dealing with P∼, we
can get the desired estimate by Ho¨lder’s inequality.
(4.20)4 Here we only show the estimate of ‖P∽( ~R′ ·~b)∂y∇2u‖FL1 . Using
‖〈∇〉3u‖FL1 . ‖〈∇〉3u<〈t〉 1069 ‖FL1 + ‖〈∇〉
3u
≥〈t〉
10
69
‖FL1 . 〈t〉−
39
69 ‖V ‖3
and (A.6), we have
‖P∽( ~R′ ·~b)∂y∇2u‖FL1 . ‖P∽( ~R′ ·~b)‖FL1‖∂y∇2u‖FL1 . 〈t〉−1.01‖V ‖23.
(4.20)5 We only give the estimate of ‖∂x(b∂xb)‖FL1 . Using
‖∂2xb‖FL1 ≤ ‖∂2xb<〈t〉 1059 ‖FL1 + ‖∂
2
xb≥〈t〉
10
59
‖FL1 . 〈t〉−0.83‖V ‖3,
we have
‖∂x(b∂xb)‖FL1 ≤ ‖∂xb∂xb‖FL1 + ‖b∂2xb‖FL1 . 〈t〉−1.3‖V ‖23.
(4.20)6 Using the same way yielding (A.7)3, we can get
‖∇B‖FL1 . 〈t〉−0.85‖V ‖3,
which, together with (A.7)2 yields
‖∇(B~b)‖FL1 . 〈t〉−1.2‖V ‖23.
Other terms can be bounded similarly.
(4.20)7 We only estimate ‖∇2B∂yb‖FL1 , while other terms can be bounded similarly. Using
the same way yielding (A.7)3, one has
‖∇2B‖FL1 . 〈t〉−0.71‖V ‖3,
which, with (A.7)2 leads
‖∇2B∂yb‖FL1 . ‖∇2B‖FL1‖∂yb‖FL1 . 〈t〉−1.1‖V ‖23.
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Using (A.7)2 and (A.6), we have
‖P∽( ~R′ ·~b)∂yb‖FL1 . ‖P∽( ~R′ ·~b)‖FL1‖∂yb‖FL1 . 〈t〉−0.9‖V ‖23.

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