A spline collocation method for parabolic pseudodifferential equations  by Anttila, Juha
Journal of Computational and Applied Mathematics 140 (2002) 41–61
www.elsevier.com/locate/cam
A spline collocation method for parabolic
pseudodi"erential equations
Juha Anttila
Department of Mathematical Sciences, University of Oulu, P.B. 3000, FIN-90014 University of Oulu, Finland
Received 31 August 2000; received in revised form 18 January 2001
Abstract
The purpose of this paper is to examine a boundary element collocation method for some parabolic pseudodi"erential
equations. The basic model problem for our investigation is the two-dimensional heat conduction problem with vanishing
initial condition and a given Neumann or Dirichlet type boundary condition. Certain choices of the representation formula
for the heat potential yield boundary integral equations of the /rst kind, namely the single layer and the hypersingular heat
operator equations. Both of these operators, in particular, are covered by the class of parabolic pseudodi"erential operators
under consideration. Moreover, the spatial domain is allowed to have a general smooth boundary curve. As trial functions
the tensor products of the smoothest spline functions of odd degree (space) and continuous piecewise linear splines (time)
are used. Stability and convergence of the method is proved in some appropriate anisotropic Sobolev spaces. c© 2002
Elsevier Science B.V. All rights reserved.
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1. Introduction
The parabolic boundary value problems can be solved by reducing the problem under considera-
tion with help of the well known properties of heat potentials to an integral equation de/ned on the
space-time boundary. Boundary element methods, such as the Galerkin and collocation methods, can
be applied in numerical approximation of integral equations occurring, as the single layer and the hy-
persingular heat operator equation. These methods are in computational point of view preferred to do-
main methods since, e.g., the dimension of the matrix equations to be solved is signi/cantly smaller.
There are satisfactory results for the Galerkin solution of the single layer heat operator equation
[4,16,14] but research of the collocation method has interest since it is computationally advantageous
to the Galerkin method. The /rst, theoretical results concerning the collocation solution of the single
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layer heat operator equation were published by Hamina and Saranen (1994) [13]. Convergence and
stability of the method was proved in the case of disc shaped spatial domains. As trial functions
tensor products of piecewise linear splines were used. In the monograph by HBamBalBainen (1998) [9,10]
the analysis was generalized by a compact perturbation technique for general smooth boundary curves
provided that the parametrization is with respect to the arc length parameter.
The analysis in the above works is based on the reduction of the collocation problem to an
equivalent Galerkin type problem. This is an application of technique developed by Arnold and
Wendland (1983) [2] for one-dimensional elliptic problems, and applied by Arnold and Saranen
(1984) [1] for biperiodic problems. This approach allows the use of quasi-uniform meshes for
discretization. This fact has value for computational point of view, since in practical applications
there usually is a need to use shorter time step at the beginning of computing (i.e., near the initial
point t = 0) than in later stages.
Some numerical methods for the hypersingular heat operator equation are analyzed by Hamina
(2000) [11,12]. He has proposed a Petrov–Galerkin method where collocation is used with respect
to the spatial variable and Galerkin method with respect to the time variable. Also problems with
nonlinear boundary condition are studied.
In the works mentioned above, the integral operators are presented in the traditional kernel form.
As mentioned previously in the connection of elliptic problems, the theory of pseudodi"erential
operators has turned out to be a powerful tool in the study of numerical methods for parabolic
boundary integral equations. This approach was introduced by Costabel and Saranen (2000) [5].
They studied parabolic pseudodi"erential operators of convolutional type. In practical terms, these
operators cover especially both the single layer and the hypersingular heat operators de/ned on
circular boundaries. Fourier technique was applied in analysis and therefore uniform meshes were
required. Convergence results obtained were of optimal order. In [6] the results are extended to the
case of smooth boundary curves.
In this paper, we consider spline collocation method for a class of more general parabolic pseu-
dodi"erential operators than in [5]. In particular, the symbol functions of the operators under con-
sideration depend on the spatial variable in the way which makes it possible to handle the case of
spatial domains with a general smooth boundary curve. Technique used here is based on paper [19]
where Saranen extends the analysis of [1] for biperiodic equations on torus. The collocation schema
is reduced to an equivalent Galerkin type problem, and the use of computationally advantageous
quasi-uniform meshes is allowed. For the approximation of the solution, tensor products of spline
functions are used. The spatial variable is approximated by 1-periodic smoothest splines of arbitrary
high odd degree and time variable by piecewise linear continuous splines. Stability of the method
and convergence results are proved with respect to some anisotropic Sobolev norms, which depend
both on the degree of the spline functions used for approximation, and on the degree of the operator
under concern.
2. Collocation problem
Let 0¡T ¡∞ be given. We consider the numerical solution of the equation
(Lu)(; t) = f(; t); (; t) ∈ R2T = R× [0; T ] (1)
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by collocation method. Here, L is a parabolic pseudodi"erential operator, and f a given suIciently
smooth function. The unknown function u is 1-periodic with respect to the spatial variable . For
the approximation purposes, we select for some positive integers N and M the mesh points
0 = 0 ¡1 ¡ · · ·¡N = 1; 0 = t0 ¡t1 ¡ · · ·¡tM = T:
The set {n}Nn=1 is extended to 1-periodic mesh  = {n}n∈Z by setting n+N = n + 1 for all
n ∈ Z. The time mesh {tm}Mm=0 is denoted by t . The discretization parameters are denoted by
h =max{n − n−1} and ht =max{tm − tm−1}. Also we set
M;N = {(n; m) ∈ N2: 16 n6 N; 16 m6 M}:
Next we consider spaces of the spline functions used in approximation of (1). Let Sd() be
the space of all 1-periodic smoothest splines of degree d with respect to the mesh . For our
purposes, we have to assume throughout this paper that the degree
d is odd:
Let { 1n }Nn=1 be the 1-periodic Courant’s base of S1() such that for  ∈ [0; 1] the basis functions
are
 1n () =

1 + (− n)=(n − n−1); n−1 ¡¡n;
1− (− n)=(n+1 − n); n ¡¡n+1;
0; otherwise:
(2)
De/ne the operator @k = @
k
 + J; k ∈ N, where (Ju)(t) =
∫ 1
0 u(; t) d. For d ¿ 3, the operator
@d−1 : S
d()→ S1() is an isomorphism, and there exists a base { dn }Nn=1 for the N -dimensional
linear space Sd() such that @
d−1
  
d
n =  
1
n . With respect to the time mesh t , we employ space
S10 (t) which consists of piecewise linear continuous splines  on the interval [0; T ] such that
(0) = 0. The basis functions {1m}Mm=1 of S10 (t) are
1m(t) =

t
tm
; 06 t 6 tm;
1; tm 6 t 6 T:
(3)
It should be noted that in time direction the smoothest splines of higher degree than one cannot be
used, because the basis functions of the corresponding spline spaces do not satisfy the vanishing
initial condition at t = 0. The trial space Md;1 used in the collocation method is a tensor product
spline space
Md;1 := Sd()⊗ S10 (t) =
{
v: v(; t) =
M∑
m=1
N∑
n=1
m;n dn ()
1
m(t); m;n ∈ R
}
:
Assuming that f = Lu is continuous, the collocation problem corresponding to Eq. (1) is stated as
follows:
Find u ∈Md;1: (Lu)(n; tm) = f(n; tm); (n; m) ∈ M;N : (C)
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3. Parabolic pseudodierential operator
In this section, we will give the basic assumptions concerning the parabolic pseudodi"erential
operator L. Also we will introduce for our purposes convenient operator L, which is a certain
modi/cation of L. In particular, we will prove the crucial result that L is a compact perturbation of
L. But /rst, we introduce anisotropic Sobolev spaces needed.
Let function (or, in general, distribution) u(; t) be 1-periodic with respect to the spatial variable
. For s ∈ R, let Hs;s=2(R2) to be the anisotropic space with the norm ‖u‖s; s=2 given by
‖u‖2s; s=2 =
1
2
∑
n∈Z
∫
R
(1 + |n|+ ||1=2)2s|uˆ(n; )|2 d:
Here uˆ(n; ) denotes the Fourier coeIcient with respect to the spatial variable and the Fourier
transform with respect to the time variable,
uˆ(n; ) =
∫ 1=2
−1=2
∫
R
e−in2−itu(; t) d dt:
The restriction of a function u to domain R2T :=R× (0; T ) is denoted by R(0; T )u and correspondingly
to domain R × (−∞; 0) by R(−∞;0)u. Spaces where the vanishing initial condition and the /nite
time interval are taken into account are denoted by Hs;s=200 (R2T ); s ∈ R and consists of restrictions
u=R(0; T )U where U ∈ Hs;s=2(R2) is such that R(−∞;0)U =0. Spaces Hs;s=200 (R2T ); s ∈ R are endowed
with the in/mum norm
‖u‖s; s=2;T = inf{‖U‖s; s=2: u= R(0; T )U;U ∈ Hs;s=2(R2); R(−∞;0)U = 0}:
Moreover, we denote L2(R2T ) = H
0;0
00 (R2T ).
Let C∞1 (Rn); n ∈ N be the space of in/nitely smooth functions Rn → C which are 1-periodic with
respect to the /rst variable. Now, we make the following assumptions (a)–(e) for the
operator L:
(a) L is an operator of degree " ∈ R and for all r ∈ R an isomorphism
L :Hr;r=200 (R2T )→ Hr−"; (r−")=200 (R2T ):
(b) For any given P ∈ N the operator L has the representation L=∑Pl=0 Al. Here every operator Al,
and thus also L, is taken to be of Volterra type, which means that if u vanishes in the domain
'¡ t, then also Lu has the same property. The operator AP de/nes a continuous mapping
Hr;r=200 (R2T ) → Hs;s=200 (R2T ) with s = r − " + P and the operators Al; l = 0; : : : ; P − 1 are de/ned
by the equation
(Alu)(; t) =
1
2
∑
n∈Z
∫
R
al(; n; )uˆ(n; )ein2+it d:
(c) The symbol functions al ∈ C∞1 (R3); l= 1; : : : ; P − 1 are assumed to be bounded such that for
some 0¡)6 1 there holds
|@m al(; *; )|6 Cm;l(|*|+ ||1=2)"−l; m ∈ N0; |*|+ ||1=2 ¿ ):
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(d) The symbol a0 of the main part A0 has form
a0(; *; ) = a00(+()*; );
where + ∈ C∞1 (R) is a positive function and a00 ∈ C∞(R2) is a homogeneous function of
degree " such that
a00(,*; ,2) = ,"a00(*; ); ,¿ 1; |*|+ ||1=2 ¿ ):
(e) For |"|¡ 2, the operator L is coersive such that
〈Lu; u〉R2T ¿ c‖u‖
2
"=2; "=4;T ; u ∈ H"=2; "=400 (R2T ):
Here 〈·; ·〉R2T denotes the duality pairing on H
−"=2;−"=4
00 (R2T ) × H"=2; "=400 (R2T ) which extends the
L2(R2T ) inner product.
References for parabolic pseudodi"erential operators are e.g., the articles [17,18] by Piriou and the
paper [7] by Costabel and Saranen. Biperiodic pseudodi"erential operators with main symbol similar
to (d) with respect to periodic variable are applied by Saranen in [19].
Example. To illustrate some boundary integral operators having the properties described above, we
consider the two-dimensional heat conduction problem. Let . ⊂ R2 be a bounded open domain with
a smooth boundary curve / = @. and
@t0−M0= 0 in QT = . × (0; T );
B(0) = g/ on 4T = / × (0; T );
0(x; 0) = 0; x ∈ .:
(4)
Here, B(0) describes the given boundary operator. The basic model problems are the Dirichlet- and
the Neumann-type initial boundary value problems, which are obtained by choosing B(0)=0|4T or
B(0)=@n0|4T , respectively. The problem (4) can be solved by using the heat potential representation
for the solution 0. In the case of the Dirichlet problem this leads to the boundary integral equation
S/u/ = f/ and in the case of the Neumann problem, to equation H/u/ = f/. Here, S/ and H/
are the single layer and the hypersingular heat operators de/ned by
(S/u/)(x; t) =
∫ t
0
∫
/
u/(y; ')E(x− y; t − ') d/y d';
(H/u/)(x; t) =−
∫ t
0
∫
/
u/(y; ')@nx@nyE(x− y; t − ') d/y d':
Above E is the fundamental solution of the heat equation in the plane and @ny is the unit outward
normal derivative to / at y. Let  → x() be a smooth 1-periodic parametric representation of /
such that |x′()|¿ 0. We set u(; t) = u/(x(); t) and de/ne operators
(Su)(; t) =
∫ t
0
∫ 1
0
u(’; ')E(x()− x(’); t − ')|x′(’)| d’ d';
(Hu)(; t) =−
∫ t
0
∫ 1
0
u(’; ')@n()@n(’)E(x()− x(’); t − ')|x′(’)| d’ d':
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The operators S andH have a parabolic pseudodi"erential operator representation with the following
principal symbols satisfying (d)
aS(; *; ) =
1
2
([
2*
|x′()|
]2
+ i
)−1=2
; aH(; *; ) =
1
2
([
2*
|x′()|
]2
+ i
)1=2
:
These formulae are derived in [7] by applying the Laplace transform with respect to the time variable.
Moreover, operators S and H are isomorphisms such that
S :Hr;r=200 (R2T )→ Hr+1; (r+1)=200 (R2T ) for all r ¿ − 12 ;
H :Hr;r=200 (R2T )→ Hr−1; (r−1)=200 (R2T ) for all r ¿ 12 ;
and coersive
〈Su; u〉R2T ¿ c‖u‖
2
−1=2;−1=4;T ; u ∈ H−1=2;−1=400 (R2T );
〈u;Hu〉R2T ¿ c‖u‖
2
1=2;1=4;T ; u ∈ H 1=2;1=400 (R2T ):
These properties have been considered in [7,16,4,14]. Thus, S is an operator of degree "=−1 and
H of degree " = 1.
We extend the de/nition of operator @k to all integers k by setting
(@ku)(; t) =
∑
m =0
(i2m)k uˆ(m; t)ei2m + uˆ(0; t); k ∈ Z:
Using this notation, we introduce operators
Lu := @kL@
−k
 u; u ∈ C∞1 (R2);
Ku := (L− L)u:
We aim to show that L is a compact perturbation of L. Similar result is proved in [9] for the single
layer heat operator when the arc length parametrization is used. We need the following preliminary
results given in Lemma 1 and Theorem 2.
Lemma 1. Let a ∈ C∞1 (R3) and assume that with some  ∈ R there holds for all m ∈ N
|@m a(; n; )|6 Cm(|n|+ ||1=2); |n|+ ||1=2 ¿ 1: (5)
Then the formula
(Au)(; t) =
1
2
∑
n∈Z
∫
R
a(; n; )uˆ(n; )ei2n+it d (6)
de4nes a continuous mapping A :Hs;s=2(R2)→ Hs−; (s−)=2(R2) for all s ∈ R.
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Proof. Because C∞1 (R2) is dense in Hs;s=2(R2) for all s ∈ R, [15] it is enough to show that
‖Au‖s−; (s−)=2 6 Cs;‖u‖s; s=2; u ∈ C∞1 (R2): (7)
Notice that (5) implies the upper bound
|@m a(; n; )|6 Cm;(1 + |n|+ ||1=2) for all n ∈ Z;  ∈ R: (8)
Let aˆ(k; n; ) be the Fourier coeIcient of a(; n; ) with respect to the periodic variable,
aˆ(k; n; ) =
∫ 1
0
a(; n; )e−i2k d:
Integration by parts and estimate (8) yield that for any r ¿ 0 there holds
|aˆ(k; n; )|6 Cr;(1 + |k|)−r(1 + |n|+ ||1=2): (9)
Since A is an operator of convolution type with respect to the time variable we /nd that
(Âu)(n; ) =
∑
m∈Z
aˆ(n− m;m; )uˆ(m; ): (10)
The inequality
(1 + |n|+ ||1=2)s− 6 (1 + |n− m|)|s−|(1 + |m|+ ||1=2)s−
combined with (9) and (10) leads to the estimate
(1 + |n|+ ||1=2)s−|(Âu)(n; )|
6 Cr;
∑
m∈Z
(1 + |n− m|)|s−|−r(1 + |m|+ ||1=2)s|uˆ(n; )|
=Cr;( ∗  )(n; ); (11)
where the sequences (·) and  (·; ) are de/ned by
(m) = (1 + |m|)|s−|−r ;
 (m; ) = (1 + |m|+ ||1=2)s|uˆ(m; )|:
Applying Young’s inequality, we have an estimate(∑
n∈N
|( ∗  )(n; )|2
)1=2
= ‖( ∗  )(·; )‖‘2 6 ‖‖‘1‖ (·; )‖‘2 : (12)
We choose r = r(s) to be large enough so that  ∈ ‘1. Then we can deduce from (11) and (12)
that (7) is true.
Let the operator A be de/ned by (6) and let u ∈ Hs;s=200 (R2T ). By de/nition there exists U ∈
Hs;s=2(R2) such that R(0; T )U = u; R(−∞;0)U = 0. With these notations we now de/ne an operator A˜
by
A˜u :=R(0; T )AU: (13)
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Theorem 2. Operator A˜ de4ned by (13) is a bounded mapping
A˜ :Hs;s=200 (R2T )→ Hs−; (s−)=200 (R2T ); s ∈ R:
Proof. De/nition (13) is proper since it is independent of the choice of U due to the Volterra
property of operator A. By Lemma 1 there holds AU ∈ Hs−; (s−)=2(R2) and further
A˜u ∈ Hs−; (s−)=200 (R2T );
‖A˜u‖s−; (s−)=2;T 6 ‖AU‖s−; (s−)=2 6 C‖U‖s; s=2:
By taking in/mum in above inequality over all U ∈ Hs;s=2(R2) such that R(0; T )U =u; R(−∞;0)U =0,
we obtain the required boundedness.
Lemma 3. Let the assumptions (a)–(d) be valid. Then K = L − L extends for all r ∈ R to a
continuous mapping of Hr;r=200 (R2T ) into H
s;s=2
00 (R2T ) with s= r − " + 1.
Proof. For any P ∈ N, the operator K has a form K =∑Pl=0Al where Al := @kAl@−k − Al. Let
u ∈ C∞1 (R2) and denote s= r − "+ P − k. Then the assumed mapping property of AP leads to the
estimate
‖@kAP@−k u‖s; s=26C‖AP@−k u‖s+k; (s+k)=2
6C‖@−k u‖r; r=2 6 C‖u‖r; r=2:
Having a /xed k we choose P=k+1, and see that @kAP@
−k
 :H
r;r=2(R2)→ Hr−"+1; (r−"+1)=2(R2) is a
continuous mapping due to the dense embedding C∞1 (R2) ⊂ Hr;r=2(R2); r ∈ R. This result together
with the Volterra property of AP implies that @kAP@
−k
 de/nes a continuous mapping of H
r;r=2
00 (R2T )
into Hr−"+1; (r−"+1)=200 (R2T ). Hence also AP has the same property.
For l= 0; : : : ; k we denote the symbol of Al by a˜l. We will show that for all m ∈ N there holds
|@m a˜l(; n; )|6 Cm;l;k(|n|+ ||1=2)"−1; |n|+ ||1=2 ¿ 1: (14)
Then the required mapping property for the operators Al follows by applying Lemma 1 and
Theorem 2. To /nd out the explicit form of the symbols a˜l(; n; ) we write @kAl@
−k
 =(@
k
+J )Al@
−k

where
(@kAl@
−k
 u)(; t) =
1
2
∑
n =0
∫
R
@k(al(; n; )e
in2)(in2)−k uˆ(n; )eit d
+
1
2
∫
R
@kal(; 0; )uˆ(0; )e
it d;
(JAl@−k u)(t) =
1
2
∑
n =0
∫
R
(∫ 1
0
ein2al(; n; ) d
)
(in2)−k uˆ(n; )eit d
+
1
2
∫
R
(∫ 1
0
al(; 0; ) d
)
uˆ(0; )eit d:
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Now, we see that for n= 0 there holds
a˜l(; 0; ) = @kal(; 0; ) +
∫ 1
0
al(’; 0; ) d’− al(; 0; );
and thus
@m a˜l(; 0; ) = @
k+m
 al(; 0; )− @m al(; 0; ): (15)
Recall that by assumption (c) the symbols al; l= 1; : : : ; k satisfy
|@m al(; *; )|6 Cm;l(|*|+ ||1=2)"−l; m ∈ N; |*|+ ||1=2 ¿ 1: (16)
Therefore, we have
|@m a˜l(; 0; )|6 Cm;l;k ||("−l)=2; ||1=2 ¿ 1: (17)
Considering the case n = 0, we split the symbol into two parts by writing a˜l = a˜1l + a˜2l , where
a˜1l (; n; ) = @
k
(al(; n; )e
in2)(in2)−ke−in2 − al(; n; )
=
k∑
j=0
(
k
j
)
@jal(; n; )(in2)
−j − al(; n; )
=
k∑
j=1
(
k
j
)
@jal(; n; )(in2)
−j;
a˜2l (; n; ) = (in2)
−ke−in2
∫ 1
0
ein2’al(’; n; ) d’:
Applying the estimate (16), we get for n = 0
@m a˜
1
l (; n; ) =
k∑
j=1
(
k
j
)
@j+m al(; n; )(in2)
−j; (18)
|@m a˜1l (; n; )|6
k∑
j=1
Cm;l; j(|n|+ ||1=2)"−l|n|−j 6 Cm;l;k(|n|+ ||1=2)"−l: (19)
Having function a˜2l under consideration, we apply partial integration
@m a˜
2
l (; n; ) = (−1)m(in2)m−ke−in2
∫ 1
0
ein2’al(’; n; ) d’
= (−1)m(in2)−ke−in2
∫ 1
0
ein2’@m’al(’; n; ) d’; (20)
|@m a˜2l (; n; )|6 Ck |n|−k |@m’al(’; n; )|6 Cm;l;k(|n|+ ||1=2)"−l; n = 0: (21)
Estimates (17), (19) and (21) imply that (14) is valid for l= 1; : : : ; k.
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It still remains to estimate a˜0(; n; ). Using (d), we obtain
@a0(; *; ) = @a00(+()*; ) = +′()*(@*a00)(+()*; ):
Applying mathematical induction it can be shown that for any m ∈ N there holds
@m a0(; *; ) =
m∑
q=1
(@q*a00)(+()*; )Qq()*
q; (22)
where the functions Qq are smooth and 1-periodic. Thus @m a0(; 0; )=0 and therefore (15) implies
that also @m a˜0(; 0; ) = 0. Consider next @
m
 a˜
1
0(; n; ), n = 0 given by (18) and (22). Let ,¿ 1 be
/xed and |*|+ ||1=2 ¿ 1. Then by the property (d), we have
(@*a00)(,*; ,2) = lim
=→0
a00(,*+ =; ,2)− a00(,*; ,2)
=
= ,"−1lim
=˜→0
a00(*+ =˜; )− a00(*; )
=˜
= ,"−1(@*a00)(*; );
where =˜= ==,. Repeating this process, we get
(@q*a00)(,*; ,
2) = ,"−q(@q*a00)(*; );
which implies the upper bound
|@q*a00(*; )|6 cq(|*|+ ||1=2)"−q; |*|+ ||1=2 ¿ 1: (23)
We can now estimate in the following way
|@j+m a0(; n; )(in2)−j|
6
j+m∑
q=1
C ′q; j|(@q*a00)(+()n; )||n|q−j 6
j+m∑
q=1
Cq;j(|n|+ ||1=2)"−q|n|q−j
6
j∑
q=1
Cq;j(|n|+ ||1=2)"−q +
j+m∑
q=j+1
Cq;j(|n|+ ||1=2)"−j 6 Cm;j(|n|+ ||1=2)"−1: (24)
For q 6 j, we have estimated |n|q−j 6 1 and for q¿j, |n|q−j 6 (|n| + ||1=2)q−j. Using (24)
together with (18) we /nd that also @m a˜
1
0(; n; ) has the required upper bound (14). Last function
to be estimated is @m a˜
2
0(; n; ) given by (20) and (22). Now (23) yields
|@m a˜20(; n; )|6Ck |n|−k |@m a0(; n; )|
6
m∑
q=1
Ck;q(|n|+ ||1=2)"−q|n|q−k 6 Cm;k(|n|+ ||1=2)"−1:
This /nally completes the proof.
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Theorem 4. Assume (a)–(d). Then L=L+K is an isomorphism of Hr;r=200 (R2T ) onto H
r−"; (r−")=2
00 (R2T )
for all r ∈ R.
Proof. If T ¿ 0 is /nite, the embedding Hr;r=200 (R2T ) ⊂ Hs;s=200 (R2T ) is compact for any r ¿ s [15,
Theorem 3:1]. Hence Lemma 3 yields that
K :Hr;r=200 (R2T )→ Hr−"; (r−")=200 (R2T ) is compact
and therefore the operator L is a compact perturbation of an isomorphic operator L. Thus we need
only to show that L is injective, since then the Fredholm alternative implies that it is also surjective
and hence an isomorphism. Therefore, let Lu = 0 where u ∈ Hr;r=200 (R2T ) with a /xed r ∈ R. Then
Lu = −Ku ∈ Hs;s=200 (R2T ) with s = r − " + 1. Now (a) implies that u ∈ Hr+1; (r+1)=200 (R2T ). Repeating
this process, we /nd that u ∈ Hs;s=200 (R2T ) for any s ∈ R. This implies that u ∈ C∞00 (R
2
T ), which is
the space of restrictions u= R[0; T ]U where U ∈ C∞1 (R2) is such that R(−∞;0)U = 0, [10, Corollary
2:10]. Since L= @kL@
−k
 is a one-to-one mapping in C
∞
00 (R
2
T ), we /nd that L indeed is injective.
4. Galerkin formulation
We will analyze the collocation problem (C) by reducing it to an equivalent Galerkin type problem.
For this purpose, we need some additional notations. As mentioned earlier the degree d is assumed
to be odd, thus it can be written as d = 2k − 1, k ∈ N. Throughout this paper integers k and d
have this relation. We modify @k = @
k
 + J by approximating the mean value functional J with the
trapezoidal rule
@k; := @
k
 + J; (Jw)(t) =
N−1∑
n=0
n+1 − n−1
2
w(n; t):
Here w(·; t) has to be continuous for almost all t ∈ (0; T ). Now, we introduce an operator
Lu := @
k
;L@
−k
 u:
After these preparations, we are able to give the Galerkin formulation (G):
Find u ∈Md;1 such that
〈L@t@ku; @t@kv〉R2T = 〈L@t@
k
u; @t@
k
v〉R2T ; v∈M
d;1: (G)
Before proving that problems (C) and (G) are equivalent, we discuss about the regularity assump-
tions needed for u and u. Naturally, we must take care that functions Lu and Lu are continuous
so that pointwise values of the collocation problem (C) are well de/ned. In general, there holds
inclusion Md;dt ⊂ Hs;s=200 (R2T ); s¡min{d + 12 ; 2dt + 1}. Especially
Md;1 ⊂ Hs;s=200 (R2T ); s¡min{d + 12 ; 3}:
The Sobolev embedding theorem yields that Lu ∈ Hs−"; (s−")=200 (R2T ) is continuous if s¿" + 32 , see
[9, Corollary 2:9; 10] or [14, Theorem 1]. Taking the coersitivity condition (e) into account, we
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assume for now on that the degree " satis/es
−2¡"¡min{d − 1; 32}: (25)
In practice this condition is not too restrictive since our analysis apply to the single layer heat
operator (" = −1) and the hypersingular heat operator (" = 1). Notice that having an operator of
positive degree, splines of degree d ¿ 3 has to be applied due to (25).
We derive bene/t from applying some function and Sobolev spaces introduced in [9]. For r; p ∈ R
we write u ∈ Hrp(R2) if u(·; t) ∈ Hr (the Sobolev space of 1-periodic functions) and u(; ·) ∈
Hp(R). If either r or p is zero we write “,” instead of “”. Spaces Hrp00 (R2T ), p¿ 0 consists of
restrictions u= R(0; T )U where U ∈ Hrp(R2) is such that R(−∞;0)U = 0. Besides the corresponding
in/mum norm, spaces Hrp00 (R2T ), p¿ 0 can also be endowed with the norm
‖u‖rp;T =
(∑
m∈Z
m2r‖uˆ(m)‖2Hp(0; T )
)1=2
; r ∈ R; p¿ 0;
where m=max{1; 2|m|}. The space Ckl00 (R
2
T ), k; l ∈ N0 consists of restrictions u= R[0; T ]U where
U is such that derivatives @k
′
 @
l′
t U with 0 6 k
′ 6 k; 0 6 l′ 6 l are continuous, and moreover
R(−∞;0)U = 0. The following embedding is continuous [9, Theorem 2:6]
Hrp00 (R2T ) ⊂ Ckl00 (R
2
T ); r ¿ k +
1
2 ; p¿ l+
1
2 : (26)
The regularity needed for the solution of the equation Lu = f depends on the degree " of the
operator L in the following way:
if − 2¡"6 0 then assume u ∈ Hk100 (R2T ); (27a)
if 0¡"¡ 32 then assume u ∈ Hk+"1+"=200 (R2T ): (27b)
Notice that for u ∈ Md;1 there holds @t@d u ∈ L2(R2T ) which implies u ∈ Hd100 (R2T ). In
particular, u has the smoothness required in (27a). The next lemma is based on [9, Lemma 4:1].
Lemma 5. Assume (a)–(d); (25); (27). Then Lu ∈ Ck−1;000 (R
2
T ); and the Galerkin problem (G) is
well de4ned.
Proof. De/ne /rst an inverse operator @−1t for time derivative @t by
@−1t u(; t) :=
∫ t
0
u(; t′) dt′; u ∈ L2(R2T ):
Clearly, @−1t has properties
@−1t :H
rk
00 (R2T )→ Hrk+100 (R2T ); r ¿ 0; k ∈ N0;
@−1t @tu= u; u ∈ H 0;100 (R2T ):
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If (27a) is valid, then @t@ku ∈ L2(R2T ), and correspondingly if (27b) is valid, @t@ku ∈ H""=200 (R2T ) ⊂
H";"=200 (R2T ). In both cases Theorem 3 implies L@t@
k
u ∈ L2(R2T ). From
Lu= @−1t @tLu= @
−1
t L@tu= @
−1
t @
−k
 L@t@
k
u
we can deduce that Lu ∈ Hk100 (R2T ) and hence (26) yields that Lu ∈ Ck−1;000 (R
2
T ).
Consider now problem (G). Notice that L@t@
k
(u − u) = @t@k;L(u − u) is well de/ned, since
L(u − u) is continuous. For v ∈ Md;1 it holds @t@kv ∈ Hs;s=200 (R2T ); s¡min{d=2; 1}. Thus it is
suIcient to show that
L@t@
k
(u− u) ∈ (Hs;s=200 (R2T ))′ = H−s;−s=200 (R2T ); 06 s¡min{d=2; 1}:
Now L@t@
k
u ∈ Hs−"; (s−")=200 (R2T ) with s¡min{d=2; 1} and (25) implies L@t@ku ∈ L2(R2T ) if
−2¡"¡ 1. Correspondingly, if 1 6 "¡ 32 , there holds L@t@ku ∈ H−s;−s=200 (R2T ); 0 6 s¡ 12 . It
remains to investigate function L@t@
k
u. We have seen that Lu ∈ Hk100 (R2T ). Hence
L@t@
k
u= @
k
;L@tu= @
k
;@tLu ∈ L2(R2T )
and the proof is complete.
Now we are ready to prove the equivalence of problems (C) and (G). This result is a slight
modi/cation of [Theorem 3:1 of 13] and [Theorem 4:2 of 9].
Theorem 6. Let u ful4lling (27) be the solution of the equation Lu = f. Then the function u ∈
Md;1 is a solution of the collocation problem (C) if and only if it is a solution of the Galerkin
problem (G).
Proof. Let w = L(u− u). Then L@t@k(u− u) = @t@k;w and recalling the basis functions  dn 1m,
(n; m) ∈ M;N of the space Md;1 we have
〈L@t@k(u− u); @k dn @t1m〉R2T
=〈@t@kw; @k dn @t1m〉R2T + 〈@tJ(w); J ( 
d
n )@t
1
m〉R2T
+ 〈@tJ(w); @k dn @t1m〉R2T + 〈@t@
k
w; J ( 
d
n )@t
1
m〉R2T : (28)
First of all we verify that the two last terms at the right-hand side of (28) vanish. Since  dn is
a 1-periodic function there holds J (@k 
d
n ) ≡ 0. Thus denoting by 〈·; ·〉(0; T ) the duality pairing on
H−r(0; T )× Hr(0; T ), 06 r ¡ 12 we have
〈@tJ(w); @k dn @t1m〉R2T = J (@
k
 
d
n )〈@tJ(w); @t1m〉(0; T ) = 0:
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Let Ha and H
a
t be the Heaviside step function at the point a with respect to the spatial and the time
variable, respectively. We have
@t1m(t) =

1
tm
; 0¡t¡ tm;
0; tm ¡ t¡T;
(29)
and therefore
〈@t@kw; J ( dn )@t1m〉R2T =
1
tm
J ( dn )〈@t@kw; (H 0 − H 1 )(H 0t − Htmt )〉R2T :
Moreover, from the de/nition of the distributional derivative, the continuity of @k−1 w and the van-
ishing initial condition w(; 0) ≡ 0, we can deduce that
〈@t@kw; (H 0 − H 1 )(H 0t − Htmt )〉R2T = 〈@
k−1
 w; (@
0
 − @1)(@0t − @tmt )〉R2T
= @k−1 w(1; tm)− @k−1 w(0; tm) = 0;
where @a is the Dirac’s delta function at the point a.
Next, we will rewrite the /rst two terms at the right-hand side of (28). Using (29) and
@d  
d
n () =

(n − n−1)−1; n−1 ¡¡n;
−(n+1 − n)−1; n ¡¡n+1;
0; otherwise;
the integration by parts gives
〈@t@kw; @k dn @t1m〉R2T
=
(−1)k−1
tm
(
w(n; tm)− w(n−1; tm)
n − n−1 −
w(n−1; tm)− w(n; tm)
n+1 − n
)
; (30)
〈@tJ(w); J ( dn )@t1m〉R2T =
1
tm
J ( dn )J(w)(tm): (31)
Assume now that u is a solution to the collocation problem (C), in other words there holds
w(n; tm)=0, (n; m) ∈ M;N . Consequently, both (30) and (31) vanish. Therefore the right-hand side
of (28) is zero and hence it can be concluded that u is also a solution to (G).
It still remains to show that if u is a solution to (G), then it is also a solution to (C). Thus, we
assume now that the left-hand side of (28) vanishes. We temporarily replace  dn 
1
m in (28) with
spline function J ( dn )
1
m ∈Md;1. Since @k(J dn ) = 0, we then have
0= 〈@t@kw; @k(J dn )@t1m〉R2T + 〈@tJ(w); J (J 
d
n )@t
1
m〉R2T
= 〈@tJ(w); J ( dn )@t1m〉R2T : (32)
Thus, we /nd that (30) has to be equal to zero, which implies that for any /xed m ∈ {1; 2; : : : ; M}
there holds
w(n; tm)− w(n−1; tm)
n − n−1 =
w(n−1; tm)− w(n; tm)
n+1 − n = C(m): (33)
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Since w is 1-periodic with respect to , we have
0=w(N ; tm)− w(0; tm) =
N∑
n=1
(w(n; tm)− w(n−1; tm))
=C(m)
N∑
n=1
(n − n−1) = C(m)(N − 0) = C(m): (34)
Hence, from (33) and (34) we can deduce that w(n; tm)=w(0; tm) for all (n; m) ∈ M;N . Now (31)
and (32) imply
0= J ( dn )J(w)(tm) = J ( 
d
n )
N−1∑
n=0
n+1 − n−1
2
w(n; tm)
= J ( dn )w(0; tm) = J ( 
d
n )w(n; tm):
From this equation, it /nally can be concluded that w(n; tm) = 0, (n; m) ∈ M;N . Thus, u is also a
solution to problem (C) and the proof is complete.
We introduce a notation
‖|u‖|"=2; "=4 = ‖@t@ku‖"=2; "=4;T : (35)
For any such function for which ‖|·‖|"=2; "=4 is /nite, Eq. (35) de/nes a semi-norm. However, similarly
as in [9, Lemma 4:3] and [13, Lemma 4:1] it can be veri/ed that ‖| · ‖|"=2; "=4 de/nes a norm in the
space Md;1.
Lemma 7. For any u; v ∈Md;1 there holds
|〈(L− L)@t@ku; @t@kv〉R2T |6 Ch‖|u‖|"=2; "=4‖|v‖|"=2; "=4:
Proof. The Cauchy–Schwarz inequality yields
|〈(L− L)@t@ku; @t@kv〉R2T |6 ‖(J − J)L@tu‖−"=2;−"=4;T‖|v‖|"=2; "=4:
We consider /rst the case −2¡"¡ 0. Denote w = L@tu and notice that (J − J)w is a constant
with respect to the spatial variable. Then we get
‖(J − J)w‖2−"=2;−"=4;T = ‖(J − J)w‖2−"=2;0;T + ‖(J − J)w‖20;−"=4;T
=
∑
m∈Z
(
m−"‖ ̂(J − J)w(m)‖2L2(0; T ) + ‖ ̂(J − J)w(m)‖2H−"=4(0; T ))
= ‖(J − J)w‖2L2(0; T ) + ‖(J − J)w‖2H−"=4(0; T )
6 2‖(J − J)w‖2H−"=4(0; T ):
According to the proof of Lemma 5 there holds L@t@ku ∈ L2(R2T ) for u ∈ Md;1. Hence w =
@−k L@t@
k
u ∈ Hk;000 (R2T ), and the error estimate of the trapezoidal rule ([3], p. 377) yields
|(J − J)w(t)|6 Ch‖w(·; t)‖H 1 :
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Now, we may estimate
‖(J − J)w‖−"=2;−"=4;T 6Ch‖w‖1−"=4;T = Ch‖@−k L@t@ku‖1−"=4;T
6Ch‖@−k L@t@ku‖k−"=4;T 6 Ch‖L@t@ku‖0;−"=4;T
6Ch‖L@t@ku‖−"=2;−"=4;T 6 Ch‖@t@ku‖"=2; "=4;T :
Assume next 06 "¡ 32 . Using the dual norm, we have
‖(J − J)w‖−"=2;−"=4;T = sup{|〈(J − J)w; ’〉R2T | : ‖’‖"=2; "=4;T = 1}: (36)
If u ∈ C∞00 (R2T ) is such that the support of u with respect to the time variable is a compact subset of
(0; T ) we write u ∈ C∞10 (R2T ). Since the space C∞10 (R2T ) is dense in Hr;r=200 (R2T ) if |r|¡ 1 [9, Theorem
2:5] we can write
〈(J − J)w; ’〉R2T =
∫ T
0
∫ 1
0
((J − J)w)(·; t)’(; t) d dt
= (J − J)
∫ T
0
w(; t)(J’)(·; t) dt = (J − J)〈w; J’〉(0; T ):
Here 〈w; J’〉(0; T ) ∈ H 1 and we have the estimate
|(J − J)〈w; J’〉(0; T )|6 Ch‖〈w; J’〉(0; T )‖H 1 6 Ch‖〈@w; J’〉(0; T )‖H 0 : (37)
Applying the Cauchy–Schwarz inequality once more we obtain
‖〈@w; J’〉(0; T )‖H 0 =
∫ 1
0
|〈@w; J’〉(0; T )|2 d
6
∫ 1
0
‖w(; ·)‖2H−"=4(0; T ) d‖J’‖H"=4(0; T ) = ‖@L@tu‖20;−"=4;T‖’‖20; "=4;T : (38)
Here ‖’‖0; "=4;T 6 ‖’‖"=2; "=4;T and hence (38) together with (37) and (36) yields
‖(J − J)L@tu‖−"=2;−"=4;T 6 Ch‖@L@tu‖0;−"=4;T :
Now, we can estimate in the following way:
‖@L@tu‖0;−"=4;T 6C‖@kL@tu‖(1−k)−"=4;T 6 C‖@kL@tu‖−"=2;−"=4;T
= C‖L@t@ku‖−"=2;−"=4;T 6 C‖@t@ku‖"=2; "=4;T :
The proof is complete.
Theorem 8. Let assumptions (a)–(e); (25) be valid; and let u ful4lling (27) be the solution of the
equation Lu = f. Then for all 0¡h; ht 6 h0 with su;ciently small h0; there exists a unique
solution u ∈Md;1 of the collocation problem (C). Moreover; we have the quasi-optimal approx-
imation result
‖|u− u‖|"=2; "=4 6 C inf
v∈Md;1
‖|u− v‖|"=2; "=4: (39)
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Proof. We will show /rst that for suIciently small parameters h and ht there holds
inf
0 =u∈Md;1
sup
0 =v∈Md;1
〈L@t@ku; @t@kv〉R2T
‖|u‖|"=2; "=4‖|v‖|"=2; "=4 ¿ c¿ 0: (40)
Since @t@k is an isomorphic mapping of M
d;1 onto Sk−1() ⊗ S0(t)=:M it is by Lemma 7
suIcient to prove that
inf
0 =u0∈M
sup
0 =v0∈M
〈Lu0; v0〉R2T
‖u0‖"=2; "=4;T‖v0‖"=2; "=4;T
¿ c¿ 0:
This is true since by Theorem 3 and assumption (e) the operator L = L + K :H"=2; "=400 (R2T ) →
H−"=2;−"=400 (R2T ) is a compact perturbation of the coersive operator L. For more details, see [3,
Theorem 10:1:3]. Furthermore, (G) is /nite dimensional and by (40) it has only the trivial solution
for the homogeneous problem. Hence there exists a unique solution u ∈ Md;1 for (G) and by
Theorem 6 we know that it is also the unique solution to (C). By (40) there exists a w ∈ Md;1
such that for every v ∈Md;1 there holds
c‖|u − v‖|"=2; "=4‖|w‖|"=2; "=4 6 |〈L@t@k(u − v)@t@kw〉R2T |= |〈L@t@
k
(u− v)@t@kw〉R2T |:
Hence, we /nd that
‖|u − v‖|"=2; "=4 6 C‖|u− v‖|"=2; "=4:
Thus for any v ∈Md;1 there holds
‖|u− u‖|"=2; "=4 6 ‖|u− v‖|"=2; "=4 + ‖|u − v‖|"=2; "=4 6 C‖|u− v‖|"=2; "=4
and the quasi-optimal approximation result (39) follows.
5. Convergence analysis
The basic tools needed for convergence analysis are the well-known approximation properties of
smooth spline functions. Therefore, we suppose for now on that meshes  and t are quasiuniform.
We denote by P :H 0 → Sd() and Pt :L2(0; T ) → S10 (t) the one-dimensional L2-orthogonal
projections. For P, we have approximation result
‖u− Pu‖Hr 6 Chs−r ‖u‖Hs ; u ∈ Hs; (41)
if 06 r 6 s6 d + 1; r ¡d + 12 . Correspondingly, for Pt there holds
‖u− Ptu‖Hr(0; T ) 6 Chs−rt ‖u‖Hs(0; T ); u ∈ Hs(0; T ); u(0) = 0; (42)
if 0 6 r 6 1, and s = 1 or s = 2. For proof of these results, see for example [8,13]. Moreover,
we denote P; t = P ⊗ Pt = Pt ⊗ P :L2(R2T ) → Md;1. In order to show the approximation error
for P; t we need notation ‖|u‖|k;1 := ‖@t@ku‖k;1;T . Here ‖ · ‖k;1;T denotes the norm of the space
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Hk;100 (R2T ) = H
k;0
00 (R2T ) ∩ H 0;100 (R2T ), and is de/ned by the equation
‖u‖k;1;T = (‖u‖2k;0;T + ‖u‖20;1;T )1=2:
It is easy to see that
c1‖|u‖|k;1 6 (‖u‖22k1;T + ‖u‖2k2;T )1=2 6 c2‖|u‖|k;1:
Thus ‖| · ‖|k;1 de/nes a norm also in the space H 2k100 (R2T ) ∩ Hk200 (R2T ).
Lemma 9. Assuming u ∈ H 2k100 (R2T ) ∩ Hk200 (R2T ); k ∈ N we have for values −2¡" 6 0 the
approximation result
‖|u− P; tu‖|"=2; "=4 6 Cmax{hk−"=2 ; h1−"=4t }‖|u‖|k;1: (43)
In the case 0¡"¡ 32 ; we assume u ∈ H 2k200 (R2T ) and have
‖|u− P; tu‖|"=2; "=4 6 Cmax{hk−"=2 ; h1−"=4t }‖u‖2k2;T : (44)
Proof. Let −2¡"6 0. According to [9, Theorems 2:15 and 2:16] we can furnish the space
H"=2; "=400 (R2T ) with the norm
‖w‖"=2; "=4;T =
(
inf
w=w1+w2
(‖w1‖2"=2;0;T + ‖w2‖20; "=4;T )
)1=2
:
This together with the decomposition
(I − P; t)u= (I − P)u+ P(I − Pt)u (45)
leads to the estimate
‖|u− P; tu‖|"=2; "=4 6 ‖@t@k(I − P)u‖"=2;0;T + ‖@t@kP(u− Ptu)‖0; "=4;T : (46)
Here, we have
‖@t@k(I − P)u‖"=2;0;T 6 C‖(I − P)u‖("=2+k)1;T : (47)
The zero extension Z :H−"=4(0; T )→ H−"=4(R) is continuous if −2¡"6 0. Hence, we can deduce
that @t :H"=4+1(0; T )→ H"=4(0; T ) is continuous. Thus
‖@t@kP(u− Ptu)‖0; "=4;T 6 C‖P(u− Ptu)‖k("=4+1);T : (48)
Furthermore, by virtue of the approximation results (41) and (42) we get
‖(I − P)u‖("=2+k)1;T 6 Chk−"=2 ‖u‖2k1;T ;
‖P(u− Ptu)‖k("=4+1);T 6 Ch1−"=4t ‖u‖k2;T :
Above estimates together with (46)–(48) imply (43).
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In order to prove (44), we use inclusion H"=2"=400 (R2T ) ⊂ H"=2; "=400 (R2T ), decomposition (45) and
estimates (41), (42) in the following way
‖|u− P; tu‖|"=2; "=46C‖@t@k(I − P; t)u‖"=2"=4;T
6Chk−"=2 ‖u‖2k("=4+1);T + Ch1−"=4t ‖u‖("=2+k)2;T
6Cmax{hk−"=2 ; h1−"=4t }‖u‖2k2;T :
The proof is complete.
The convergence results with respect to the norm ‖| · ‖|"=2; "=4 are given in the next theorem, which
is a direct consequence of the quasi-optimal approximation result (39) and Lemma 9.
Theorem 10. Let the assumptions of Theorem 8 be valid; and let u be the solution to the collo-
cation problem (C). For −2¡" 6 0 suppose u ∈ H 2k100 (R2T ) ∩ Hk200 (R2T ) be the solution to the
equation Lu= f. Then there holds the error estimate
‖|u− u‖|"=2; "=4 6 Cmax{hk−"=2 ; h1−"=4t }‖|u‖|k;1:
For 0¡"¡ 32 assume u ∈ H 2k200 (R2T ). Then
‖|u− u‖|"=2; "=4 6 Cmax{hk−"=2 ; h1−"=4t }‖u‖2k2;T :
Finally, we have the following results for the pointwise convergence and for L2-convergence with
respect to ‖|u‖|0;0 = ‖@t@ku‖0;0;T . Clearly ‖| · ‖|0;0 is a norm in the space Hk100 (R2T ).
Theorem 11. Let the assumptions of Theorem 10 be valid. Then for 0¡"¡ 32
max
(; t)∈R2T
|@k−1 (u− u)(; t)|6 Cmax{hk−"=2 ; h1−"=4t }‖u‖2k2;T : (49)
Assume that there holds either (i) −1 6 " 6 0 and d ¿ 1 or (ii) −2¡"¡ − 1 and d ¿ 1.
Then
‖|u− u‖|0;0 6 C(h; ht)max{hk; ht}‖|u‖|k;1; (50)
max
(; t)∈R2T
|@k−1 (u− u)(; t)|6 C(h; ht)max{hk; ht}‖|u‖|k;1; (51)
where
C(h; ht) = C ·
(
1 + max
{(
h2
ht
)"=4
;
(
h2
ht
)−"=4})
:
Proof. We prove /rst (50). Lemma 9 implies
‖|u− P; tu‖|0;0 6 Cmax{hk; ht}‖|u‖|k;1:
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Thus, it is enough to show that
‖|u − P; tu‖|0;0 6 Cmax
{(
h2
ht
)"=4
;
(
h2
ht
)−"=4}
max{hk; ht}‖|u‖|k;1: (52)
For that purpose we need the inverse property of the splinefunctions
‖|v‖|0;0 6 Cmax{h"=2 ; h"=4t }‖|v‖|"=2; "=4; v ∈Md;1;
which is valid for quasi-uniform meshes under the given assumptions (i) and (ii) concerning " and
d. For the proof of this result, see [13, Lemma 5:2] or [12, p. 24]. Thus, we have
‖|u − P; tu‖|0;0 6 Cmax{h"=2 ; h"=4t }(‖|u− u‖|"=2; "=4 + ‖|u− P; tu‖|"=2; "=4): (53)
Now (52) follows by applying Lemma 9 and Theorem 10 to (53).
Due to (26) there holds Hk100 (R2T ) ⊂ Ck−1;000 (R
2
T ) and thus
max
(; t)∈R2T
|@k−1 (u− u)(; t)|6 C‖u− u‖k1;T 6 C‖|u− u‖|0;0:
Hence (51) follows by (50) and estimate (49) by Theorem 10.
Remark. To illustrate our results we consider some examples. Assume that mesh parameters ful/ll
condition
0¡c1 6 h2h
−1
t 6 c2 ¡∞
with some positive constants c1 and c2. Then we can use the common parameter h = h and have
ht ∼ h2. Theorems 10 and 11 imply for the single layer heat operator equation (" = −1) that
the choice d = 1 gives linear convergence for the L2-norm ‖| · ‖|0;0, whereas the application of
splines with d ¿ 3 gives quadratic convergence rate. Same choices imply that with respect to
norm ‖| · ‖|−1=2;−1=4 we get convergence rates O(h3=2) and O(h5=2), respectively. In the case of the
hypersingular heat operator equation ("=1) splines with d ¿ 3 has to be used and with respect to
norm ‖| ·‖|1=2;1=4 the rate of convergence is O(h3=2). However, these convergence rates are lower than
the optimal order rates proved for uniform meshes as can be seen by the results of [6, Remark 4:2]
and [7]. It is still an open question, even in elliptic case, which are the best possible convergence
rates for quasiuniform meshes.
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