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Nonnegative solutions to stochastic heat equation
with nonlinear drift
Makoto Nakashima
∗
Abstract
In this paper, we consider one-dimensional stochastic heat equation
with nonlinear drift, ∂tu =
1
2
∆u+b(u)u+σ(u)W˙ (t, x), where b : R+ → R
is a continuous function and σ : R+ → R is a continuous function with
suitable property. We will construct nonnegative solutions to such SPDEs.
We denote by (Ω,F , P ) a probability space. Let N = {0, 1, 2, · · · }, N∗ =
{1, 2, 3, · · · }, and Z = {0,±1,±2, · · · }. Let C(S) be the set of continuous func-
tions on S.
1 Introduction and Main Result
We consider the nonnegative solutions u(t, x) with t ≥ 0, x ∈ R, to the stochastic
heat equation
∂tu =
1
2
∆u+ a(u) + σ(u)W˙
u(0, x) = u0(x), (SPDEaσ)
where W˙ = W˙ (t, x) is 2-parameter white noise. This type of stochastic heat
equations appears in several models related to physics or population genetics.
Example 1 If a(x, u) = a(x)u, a(x) is a bounded continuous function in
x and σ(u) =
√
u, then a solution to (SPDEaσ) corresponds to the density
u(t, x)dx = Xt(dx), where Xt is the one-dimensional super-Brownian motion[5,
10].
Example 2 If a(u) = p(1 − u) + qu + ru(1 − u) for p, q ≥ 0 and r ∈ R,
σ(u) =
√
u(1− u) and u0 ∈ [0, 1], then the solution to (SPDEaσ) corresponds
to the density for the scaling limit of the stepping-stone model[11].
Example 3 If a(u) = θu − u2 for θ ≥ 0 and σ(u) = √u, then a solution
to (SPDEaσ) arises as the density of the limit of the long-range contact process
and voter model[7].
Example 4 If a(u) ≡ 0 and σ(u) = u, then the solution to (SPDEaσ) is the
Cole-Hopf solution to KPZ equation arising at the statistical mechanics [1]. It
is known that the solution is pathwise unique[13].
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Example 5 If a(u) ≡ 0 and σ(u) = √u+ u2, then a solution to (SPDEaσ)
appears as a density of a weak limit process of some branching random walks in
random environment[9]. Its “dual process” is also a solution to (SPDEaσ) for
a(u) = − 12u2 and σ(u) = u.
Remark: The uniqueness in law has been already known for the above
examples under some initial condition.
Also, the existence of the solutions to such SPDE has been studied well.
Iwata showed the existence and the uniqueness in law of the case where a(u) and
σ(u) are global Lipschitz continuous, or σ(u) is bounded and a(u) grows at most
polynomially with some condition[4]. Mueller and Perkins showed the existence
for the case where a(u) = 0 and σ(u) is a general continuous function with some
growth condition, and showed compact support property of the solutions[8].
In this paper, we will prove the existence of nonnegative solutions with local
Lipschitz continuity on a(u) with some condition and without boundedness of
σ(u).
To state our main theorem, we introduce some notations.
In this paper, we suppose that a(u) = b(u)u for some continuous function
b : R+ → R.
Let Cnb (R), C
n
c (R) and C
n
0 (R) be the set of n-th continuously differentiable
functions with bounded, compact support and vanishing at infinity, respectively.
Also, the subscript ‘+’ means the subset of the nonnegative elements.
Definition 1.1. (Rapidly decreasing functions) For C(R), let
|f |p = sup
x
∣∣∣ep|x|f(x)∣∣∣ , p ∈ R.
We introduce subspace Crap(R) of C(R) by
Crap(R) = {f ∈ C(R) : |f |λ <∞ for every λ > 0} .
Let θ > 0, r ∈ (0, 1] and Lb, lb, Lσ ≥ 0.
Theorem 1.2. Let b ∈ C(R+) and σ ∈ C(R+)+ satisfies
−lb(uθ + 1) ≤ b(u) ≤ Lb (1.1)
0 ≤ σ(u) ≤ Lσ(ur + u). (1.2)
Then, for any u0 ∈ Crap(R)+, there are solutions to the following martingale
problem: 

For all φ ∈ C2b (R)
Zt(φ) =
∫
φ(x)u(t, x)dx − ∫ φ(x)u0(x)dx
− ∫ t0 ∫ (12∆+ b(u(s, x)))φ(x)u(s, x)dxds
is an Fut -martingale with
〈Z(φ)〉t =
∫ t
0
∫
σ(u(s, x))2φ(x)2dxds.
(1.3)
Especially, t 7→ u(t, ·) is the continuous map from R+ → C+rap(R).
Remark: Solutions to the martingale problem of (1.3) are solutions to
(SPDEaσ)
Remark: If b(u) ∨ 0 is unbounded and solutions exist, then solutions may
blow up in finite time. Actually, b(u) = uα for α > 0 with boundary condition
u(t, 0) = u(t, R) = 0 for t ≥ 0, R > 0, then the solution blow up[2, 3, 6].
2
2 Preliminary
Let Bt be the one dimensional Brownian motion and Px be the law of B starting
at x. Also, we denote by Ps,x the law of Yt = (t, Bt) for 0 ≤ s ≤ t, x ∈ R. Let
Eb be the set of the bounded measurable functions on R+ × R.
For φ ∈ Eb, we define the semigroup Pt associated to (t, Bt) by
Ptφ(s, x) = Ps,x (φ(t, Bt)) .
Also, we denote by A the generator of Y , that is for φ ∈ Cb(R+ × R)
Aφ(s, x) = lim
hց0
Ps,x (φ(Ys+h))− φ(s, x)
h
, if the limit exists,
and
D(A) =
{
φ ∈ Eb : lim
hց0
Ps,x (φ(Ys+h))− φ(s, x)
h
exists.
}
In particular, φ(t, s) = φ1(t)φ2(x) for φ1 ∈ C1b (R), and φ2 ∈ C2b (R),
Aφ(t, x) =
(
∂
∂t
+
1
2
∆
)
φ
Let MF (R) be the space of finite measures on R with the topology of weak
convergence.
Let b ∈ Cb(R) and γ ∈ Cb(R)+. Then, for t ∈ [0,∞) and m ∈MF (R), there
exists Dawson-Watanabe superprocess characterized by the unique solution to
the following martingale problem:

For any φ ∈ D(A),
Zt(φ) = Xt(φ)−m(φ) −
∫ t
0
(A+ b)φ(s, x)Xs(dx)ds
is an FXt -martingale and
〈Z(φ)〉t =
∫ t
0
γ(x)φ(s, x)2Xs(dx)ds
We denote it by X and its law by Pm,b,γ . Especially, we call it (B, b, γ)-super-
Brownian motion. We remark that X takes continuous MF (R)-valued paths.
We define
ΩX = C ([0,∞),MF (R))
with its Borel σ-field FX . Let
FX [s, t] = σ (Xr : s ≤ r ≤ t)
and
FX [s, t+] =
∞⋂
n=1
FX
[
s, t+
1
n
]
.
Especially, we write FXt = FX [0, t].
For our convenience, we will identify the element u of L1+(R) with the element
of MF (R) by ∫
B
u(x)dx, for B ∈ B(R).
3
3 Proof
In this section, we will construct a solution of the martingale problem (1.3).
At the moment, we assume that
r ∈
(
1
2
, 1
]
and we define γ : R+ → R by
γ(u) =
σ2(u)
u
1{u > 0}.
We remark that γ(u) is continuous in u ∈ [0,∞) and 0 ≤ γ(u) ≤ C(γ)(1 + u).
For X ∈ ΩX , we define
u(t, x) =
{
limn→∞ 2nXt(In(x)), if the limit exists,
0 otherwise,
where In(x) = [j2
−n, (j + 1)2−n) ∋ x, j ∈ Z. By [5, Theorem 1.4] and [12,
Theorem 2.5], if we assume b ∈ Cb(R), γ ∈ Cb(R)+ andm has rapidly decreasing
continuous density u0, then u(t, x) exists Pm,b,γ-a.s. and also u(t, ·) ∈ Crap(R)+.
Now, we construct new probability measures Pn on (ΩX ,FX ,FXt ) by induction
as follows:
Let δn =
1
n for each n ∈ N. The restriction of Pn to FX [0, δn] is given by
Pu0,b(u0),γ(u0), where we remark that b(u0) ∈ Cb(R) and γ(u0) ∈ Cb(R)+ since
u0 ∈ Crap(R)+. That is, Xt is the super-Brownian motion (B, b(u0), γ(u0)) up
to time t = δn.
Given {u(t, x) : (t, x) ∈ [0, δn] × R}, we suppose that the restriction of Pn
to FX [δn, 2δn] is given by Puδn ,b(uδn ),γ(uδn ). That is given {u(δn, x) : x ∈ R},
Xt+δn evolves as the super-Brownian motion (B, b(uδn), γ(uδn)) for 0 ≤ t ≤ δn
with staring uδn(x)dx, where we write u(t, x) = ut(x).
Inductively, we can construct Pn on (ΩX ,FX ,FXt ). In particular, t 7→ u(t, ·)
is a continuous Crap(R)+-valued process under P
n.
Let un(t, x) = u([ tδn ]δn, x). Then, for all φ ∈ D(A),
Zt(φ) = Xt(φt)−
∫
φ0(x)u0(x)dx
−
∫ t
0
∫
(Aφ(s, y) + b(un(s, y))φ(s, y))Xs(dy)ds
is a FXt+-martingale under Pn and
〈Z(φ)〉t =
∫ t
0
∫
γ(un(s, y))φ2(s, y)Xs(dy)ds, P
n-a.s..
We define the Feynman-Kac semigroup associated the Brownian motion B
and g ∈ Cb(R) by
P gt φ(s, y) = Es,y
[
exp
(∫ t
s
g(Br)dr
)
φ(t, Bt)
]
, 0 ≤ s ≤ t, φ ∈ Eb(A).
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Then, we have that for φ ∈ Db(A)
AP gt φ(s, y)
= lim
hց0
1
h
(
Es,y
[
Es+h,Bs+h
[
exp
(∫ t
s+h
g(Br)dr
)
φ(t, Bt)
]]
−Es,y
[
exp
(∫ t
s
g(Br)dr
)
φ(t, Bt)
])
= −g(y)P gt (φ) (s, y).
Lemma 3.1. For all t ≥ 0 and φ ∈ Db(A),
P
n(|Xt(φ)|) ≤
∫
PLbt |φ|(0, y)u0(y)dy.
Proof. First, we let φ ≥ 0 for all (t, x) ∈ R+ × R. Since b(un) ≤ Lb Pn-a.s., we
have that
Xt(φt) =
∫
PLbt φ(0, y)u0(y)dy +
∫ t
0
∫
(b(u0(y))− Lb)PLbt φ(r, y)Xr(dy)dr
+ Zt(P
Lb
t φ)
≤
∫
PLbt φ(0, y)u0(y)dy + Z(P
Lb
t φ),
for t ∈ [0, δn] Pn-a.s. and the statement follows up to t = δn since Pn
(
Z
(
PLbt (φ)
))
=
0. By definition of Pn, we have that
Xt(φt) =
∫
PLbt φ(δn, y)u
n(δn, y)dy + Zt(P
Lb
t φ)− Zδn(PLbt φ)
+
∫ t
δn
∫
(b(un(δn, y))− Lb)PLbt φ(r, y)Xr(dy)dr
≤
∫
PLbt φ(δn, y)u
n(δn, y)dy + Zt(P
Lb
t φ)− Zδn(PLbt φ)
for t ∈ [0, 2δn] and by the Markov property, Pn
(
Zt(P
Lb
t φ)− Zδn(PLbt φ)
∣∣∣FXδn) =
0 Pn-a.s.. Hence, Pn(Xt(φt)) ≤
∫
PLbt φ(δn, y)P
n(u(δn, y))dy ≤
∫
PLbt φ(0, y)u0(y)dy.
By inductively, the statement follows for all t ∈ [0,∞). Also, since |Xt(φt)| ≤
Xt(|φt|), the statement holds for φ ∈ Db(A).
For λ > 0, t > 0, q > 0, let
νn(λ, q, t) = sup
s≤t
∫
eλ|x|Pn (u(s, x)q) dx.
Lemma 3.2. (i) For φ ∈ Db(A), we have that
P
n (〈Z(φ)〉t) <∞.
(ii) supn νn(λ, q, t) <∞ for any q > 0.
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Proof. We will divide the proof into several steps as follows.
Step (1-k) For each kδn (k ∈ N), Pn(〈Z(φ)〉kδn ) <∞.
Step (2-k) We will extend Z to an orthogonal martingale measure {Z(φ) : φ ∈
Eb} (see [13]) up to time t = kδn.
Step (3-k) supn νn(λ, q, kδn) <∞.
We will prove the above statements by induction; step (1-1) ⇒ step (2-1) ⇒
step (3-1)⇒ step (1-2)⇒ · · · .
Step 1
It follows by the property of super-Brownian motion that
P
n(〈Z(φ)〉δn) =
∫ (
γ(u0(y))φ(s, y)
2
)
P
n(u(s, y))dy
= C(φ)
∫ δn
0
P
n (Xs (γ(u0(·)))) ds
≤ C(φ)
∫ δn
0
∫
PLbs γ(u0)(y)u0(y)dyds
≤ C(γ, φ)eLbδn
∫ δn
0
∫
(1 + Psu0(y)) u0(y)dyds
≤ C(γ, φ)eLbδn
(∫ δn
0
∫ (
u0(y) + u0(y)
2
)
dyds
)
where we have used Lemma 3.1 in the third line. Also, if νn(λ, q, kδn) < ∞,
then we have by the Markov property that
P
n
( 〈Z(φ)〉(k+1)δn − 〈Z(φ)〉kδn ∣∣FXkδn)
=
∫ (k+1)δn
kδn
γ(u(kδn, y))φ(s, y)
2
P
n (u(s, y)|u(kδn, ·)) dyds
≤ C(φ)
∫ (k+1)δn
kδn
∫
γ(un(kδn, y))Pukδn ,b(ukδn ),γ(ukδn)(u(s− kδn, y))dyds
≤ C(γ, φ)eLbδn
∫ (k+1)δn
kδn
∫
(1 + Psu
n(kδn, y))u
n(kδn, y)dyds
≤ C(γ, φ)eLbδn
∫ (k+1)δn
kδn
∫ (
un(kδn, y) + u
n(kδn, y)
2
)
dyds, Pn-a.s.,
where we have used the same argument of Proof of Lemma 3.1 in the forth line.
By taking expectation with assumption, we can obtain that Pn(〈Z(φ)〉(k+1)δn ) <
∞.
Step 2
We assume that step (1-k). We will show that we can extend Zt(φ) be an
orthogonal martingale on R up to t = kδn. φm ∈ Db(A) and φ ∈ Eb satisfies
that φn → φ pointwise boundedly, then
P
n (〈Z(φm)− Z(φℓ)〉t) = Pn
(∫ t
0
∫
γ(un(s, y))(φm(s, y)− φℓ(s, y))2u(s, y)dyds
)
6
→ 0, as m, ℓ→∞
for t ≤ kδn by the dominated convergence theorem. Thus, Zt(φm) converges
to a continuous square integrable martingale uniformly in t on compacts in L2
and we can extend Z to an orthogonal martingale measure {Z(φ) : φ ∈ Eb} such
that
〈Z(φ)〉t =
∫ t
0
∫
γ(un(s, y))φ(s, y)2u(s, y)dyds, for 0 ≤ t ≤ kδn and φ ∈ Eb.
Also, if φ : ΩX × [0, kδn]× R→ R is FXt+ × B(R+ × R)-predictable and
P
n
(∫ t
0
∫
γ(un(s, y))φ(ω, s, y)2u(s, y)dyds
)
<∞, for 0 ≤ t ≤ kδn,
then we can extend Z to a stochastic integral of the form
Zt(φ) =
∫ t
0
φ(ω, r, y)dZ(r, y).
Step 3
The statement is true for the case q = 1 by Lemma 3.1 for any t > 0.
Indeed, let {φm(x) : m ∈ N} be the Db(A)+-valued non-decreasing sequence
such that limm→∞ φm(x) = eλ|x| pointwisely. Then, by Fubini’s theorem and
by monotone convergence theorem, we have that
P
n
(∫
eλ|·|u(t, x)dx
)
= lim
ℓ→∞
P
n
(∫
φℓ(x)u(t, x)dx
)
= lim
ℓ→∞
P
n (Xt(φℓ))
≤ lim sup
ℓ→∞
∫
PLbt |φℓ|(y)u0(y)dy
=
∫
PLbt (e
λ|·|)(y)u0(y)dy.
By Lemma 3.1,
νn(λ, 1, t) ≤ sup
s≤t
∫
PLbs (e
λ|·|)(y)u0(y)dy
≤ sup
s≤t
eLbs
∫
Ps(e
λ|·|)(y)u0(y)dy
≤ c(t, λ)
∫
eλ|y|u0(y)dy,
where we have used Lemma 6.2 in [12] in the last line. Thus, supn νn(λ, 1, t) <
∞.
For x0 ∈ R, let φs(x) = 1√2πs exp
(
− (x−x0)22s
)
and for λ′ > λ ≥ 0, we define
T (ℓ) = inf
{
t ≥ 0 : |ut|λ′ = sup
x
eλ
′|x||u(t, x)| > ℓ
}
.
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We assume that step (2-k). Then, we have for 0 ≤ s ≤ t ≤ kδn and ε > 0
that by taking ψ(s, x) = eLb(t−s)φt+ε−s(x)
1{T (ℓ) ≥ t}
∫
φε(x)u(t, x)dx
+ 1{T (ℓ) < t}
∫
eLb(t−T (ℓ))φt−T (ℓ)+ε(y)u(T (ℓ), y)dy
=
∫
eLbtφt+ε(y)u0(y)dy +
∫ t∧T (ℓ)
0
∫
(b(un(s, y))− Lb)eLb(t−s)φt−s+ε(y)u(s, y)dyds
+
∫ t∧T (ℓ)
0
∫
eLb(t−s)φt−s+ε(y)dZ(s, y).
It is clear that each term converges Pn-a.s. except the last term as ε ց 0.
Therefore,
1{T (ℓ) ≥ t}u(t, x0)
+ 1{T (ℓ) < t}
∫
eLb(t−T (ℓ))φt−T (ℓ)(y)u(T (ℓ), y)dy
= PLbt (u0)(x0) +
∫ t∧T (ℓ)
0
∫
(b(un(s, y))− Lb)eLb(t−s)φt−s(y)u(s, y)dyds
+ lim
ε→0
∫ t∧T (ℓ)
0
∫
eLb(t−s)φt−s+ε(y)dZ(s, y), Pn-a.s.
Also,
P
n


(∫ t∧T (ℓ)
0
∫
eLb(t−s) (φt−s+ε(y)− φt−s(y)) dZ(s, y)
)2
= Pn
(∫ t∧T (ℓ)
0
∫
e2Lb(t−s) (φt−s+ε(y)− φt−s(y))2 γ(un(s, y))u(s, y)dyds
)
≤ c(γ)Pn
(∫ t∧T (ℓ)
0
∫
e2Lb(t−s) (φt−s+ε(y)− φt−s(y))2 (un(s, y) + 1))u(s, y)dyds
)
≤ c(γ)ℓ(ℓ+ 1)
∫ t
0
∫
e2Lb(t−s) (φt−s+ε(y)− φt−s(y))2 dyds→ 0, as ε→ 0
by the dominated convergence theorem. Thus, we have that
1{T (ℓ) ≥ t}u(t, x0) + 1{T (ℓ) < t}PLbt−T (ℓ)u(T (ℓ), ·)(x0)
= PLbt u0(x0) +
∫ t∧T (ℓ)
0
∫
(b(un(s, y))− Lb)eLb(t−s)φt−s(y)u(s, y)dyds
+
∫ t∧T (ℓ)
0
∫
eLb(t−s)φt−s(y)dZ(s, y), Pn-a.s.
Especially, we have that
u(t, x0)1{t ≤ T (ℓ)} ≤ PLbt u0(x0) +
∫ t∧T (ℓ)
0
∫
eLb(t−s)φt−s(y)dZ(s, y), Pn-a.s.
8
Thus, by the Burkholder-Davis-Gundy inequality,
P
n (u(t, x0)
q1{t ≤ T (ℓ)})
≤ c(q)
(
PLbt u0(x0)
)q
+c(q)Pn
((∫ t
0
∫
1{t ≤ T (ℓ)}e2Lb(t−s)φt−s(y)2γ(un(s, y))u(s, y)dyds
) q
2
)
≤ c(q, γ)
(
PLbt u0(x0)
)q
+c(q, γ)Pn
((∫ t
0
∫
1{t ≤ T (ℓ)}e2Lb(t−s)φt−s(y)2(un(s, y) + 1)u(s, y)dyds
) q
2
)
≤ c(q, γ)
(
PLbt u0(x0)
)q
+ c(q, r)
(∫ t
0
∫
φt−s(y)2dyds
)q/2−1
×Pn
(∫ t
0
∫
1{t ≤ T (ℓ)}eLbq(t−s)φt−s(y)2
(
u(s, y)q + un(s, y)q + u(s, y)q/2
)
dyds
))
≤ c(q, γ)
(
PLbt u0(x0)
q +
(
t(q−2)/4
∫ t
0
∫
(t− s)−1/2φt−s(y)
P
n
(
1{t ≤ T (ℓ)}eLbq(t−s)
(
u(s, y)q + un(s, y)q + u(s, y)q/2
))
dyds
))
,
where we have used the facts that φs(y)
2 ≤ Ct− 12φ(y) and ∫ t0 ∫ φ(x)2dxds ≤
Ct1/2. Let νn(λ, q, s, ℓ) = supu≤s
∫
eλ|x|Pn (u(u, x)q1{s ≤ T (ℓ)})dx. Then, we
have that
νn(λ, q, t, ℓ)
≤ c(q, γ) sup
s≤t
(
eLbqt
∫
Pt(e
λ|·|)(x)u0(x)qdx
+ t(q−2)/4
∫ t
0
∫
(t− s)−1/2Pt−s(eλ|·|)(y)eLbq(t−s)
×Pn
(
1{t ≤ T (ℓ)}
(
un(s, y)q + u(s, y)q + u(s, y)q/2
))
dyds
)
≤ c(q, λ, t, γ, Lb)
×
(∫
(eλ|x|)(x)u0(x)qdx+
∫ t
0
(t− s)−1/2 (ν(λ, q, s, ℓ) + ν(λ, q/2, s, ℓ)) ds
)
≤ c(q, λ, t, γ, Lb)
(
|uq0|2λλ−1 +
∫ t
0
(t− s)−1/2(ν(λ, q, s, ℓ) + ν(λ, q/2, s, ℓ))ds
)
Since νn(λ, q, t, ℓ) < ∞ for q > 1 by definition of T (ℓ) and supn νn(λ, 1, t, ℓ) ≤
supn νn(λ, 1, t) < ∞, we have by using the Lemma 3.3 inductively that for
q = 2m
sup
n
νn(λ, q, t, ℓ) ≤ c(q, λ, t, γ, Lb, u0) <∞, 0 ≤ t ≤ kδn.
Thus, letting ℓ → ∞, we have supn νn(λ, q, kδn) < ∞ for q = 2m and also for
any q > 0.
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Lemma 3.3. ([8, Lemma 4.1]) Assume g : [0, T ] → [0,∞) is bounded, f :
[0, T ] → [0,∞) is non-decreasing, and g(t) ≤ c(f(t) + ∫ t
0
(t − s)−1/2g(s)ds),
t ≤ T . Then, g(t) ≤ f(t) exp(4ct1/2) for t ≤ T .
Corollary 3.4. Let φ ∈ Eb. Then, we have that∫
φ(t, y)u(t, y)dy =
∫
PLbt φ(0, y)u0(y)dy
+
∫ t
0
∫
(b(un)− Lb)PLbt φ(s, y)u(s, y)dyds
+
∫ t
0
∫
PLbt φ(s, y)dZ(s, y),
and when we write Zt(φ) =
∫ t
0
∫
φ(s, y)dZ(s, y), its quadratic variation is given
by ∫ t
0
∫
γ(un(s, y))φ2(s, y)u(s, y)dyds, Pn-a.s. for all t <∞
if it is finite. Especially, we have that for all (t, x) ∈ R+ × R,
u(t, x) = Ptu0(x) +
∫ t
0
∫
b(un(s, y))φxt−s(y)u(s, ·)(y)dyds
+
∫ t
0
∫
φxt−s(y)dZ(s, y),
where φxt (y) =
1√
2πt
exp
(
− (y−x)22t
)
.
The following two lemmas will be used to prove the tightness of Pn(u ∈ ·).
Lemma 3.5. Let pt(x) =
1√
2πt
exp
(
−x22t
)
and pt(x) = 0 if t < 0. If T, λ > 0,
there exists a C(T, λ) <∞ such that
∫ t
0
∫
(pt−s(y − x)− pt′−s(y − x′))2e−λ|y|dyds
≤ C(T, λ)(|x− x′|+ |t− t′|1/2)e−λ|x|, for 0 < t < t′ ≤ T, |x− x′| ≤ 1, λ > 0.
Lemma 3.6. Let {Xn(t, ·) : t ≥ 0, n ∈ N} be a sequence of continuous Crap(R)+-
valued processes. Suppose that there exist some α > 0, β > 2 and for all
T, λ > 0, there exists C(T, λ) > 0 such that
P
(|Xn(t, x)−Xn(t′, x′)|α) ≤ C (|x− x′|β + |t− t′|β) e−λ|x|,
for all t, t′ ∈ [0, T ], |x− x′| ≤ 1, n ∈ N.
If {PXn(0)} is tight on Crap(R)+, then {P (Xn : n ∈ N)} is tight on C([0,∞), Crap(R)+).
The reader can refer the proof of these lemmas to [8, Lemma 4.3 and Lemma
4.4].
Now, we will show the tightness of Pn(u ∈ ·).
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Proposition 3.7. {Pn(u ∈ ·) : n ∈ N} is tight on C([0,∞), C+rap).
Proof. Let uˆ(t, x) = u(t, x)−PLbt u0(x). Since t 7→ PLbt u0 ∈ C([0,∞), C+rap), we
will show that {Pn(uˆ ∈ ·) : n ∈ N} is tight. Let q ≥ 1, 0 ≤ t ≤ t′ ≤ T and
|x − x′| ≤ 1 and pt(x) = 1√2πt exp
(
−x22t
)
t ≥ 0 and x ∈ R and pt(x) = 0 for
t < 0. Then, by Corollary 3.4
P
n
(|uˆ(t, x) − uˆ(t′, x′)|2q)
≤ c(q)Pn
((∫ t
0
∫
eLb(t−s) (b(un(s, y))− Lb) (pt−s(y − x)− pt′−s(y − x′)) u(s, y)dyds
)2q)
+ c(q)Pn
((∫ t
0
∫ (
eLb(t
′−s) − eLb(t−s)
)
(b(un(s, y))− Lb) pt′−s(y − x′)u(s, y)dyds
)2q)
+ c(q)Pn

(∫ t′
t
∫
eLb(t
′−s) (b(un(s, y))− Lb) pt′−s(y − x′)u(s, y)dyds
)2q
+ c(q)Pn
((∫ t
0
∫
e2Lb(t−s)γ(un(s, y)) (pt−s(y − x) − pt′−s(y − x′))2 u(s, y)dyds
)q)
+ c(q)Pn
((∫ t
0
∫ (
eLb(t
′−s) − eLb(t−s)
)2
γ(un(s, y)) (pt′−s(y − x′))2 u(s, y)dyds
)q)
+ c(q)Pn
((∫ t′
t
∫
e2Lb(t
′−s)γ(un(s, y)) (pt′−s(y − x′))2 u(s, y)dyds
)q)
≤ c(q, Lb, T, b)
(∫ t
0
∫ (
P
n
((
un(s, y)θ + 1
)
u(s, y)
)2q)
e2qλ|y| (pt−s(y − x)− pt′−s(y − x′))2 dyds
×
(∫ t
0
∫
(pt−s(y − x)− pt′−s(y − x′))2 e−
2qλ
2q−1
|y|dyds
)2q−1)
+ c(q, Lb, T, b)|t′ − t|2q
(∫ t
0
∫ (
P
n
((
un(s, y)θ + 1
)
u(s, y)
)2q)
e2qλ|y| (pt′−s(y − x′))2 dyds
×
(∫ t
0
∫
(pt′−s(y − x′))2 e−
2qλ
2q−1
|y|dyds
)2q−1)
+ c(q, Lb, T, b)
(∫ t′
t
∫ (
P
n
((
un(s, y)θ + 1
)
u(s, y)
)2q)
e2qλ|y| (pt′−s(y − x′))2 dyds
×
(∫ t′
t
∫
(pt′−s(y − x′))2 e−
2qλ
2q−1
|y|dyds
)2q−1
+ c(q, Lb, T, γ)
(∫ t
0
∫
P
n (((un(s, y) + 1)u(s, y))
q
) eqλ|y| (pt−s(y − x) − pt′−s(y − x′))2 dyds
)
×
(∫ t
0
∫
(pt−s(y − x)− pt′−s(y − x′))2 e−
qλ
q−1
|y|dyds
)q−1)
+ c(q, Lb, T, γ)|t′ − t|2q
(∫ t
0
∫
P
n (((un(s, y) + 1)u(s, y))
q
) eqλ|y| (pt′−s(y − x′))2 dyds
)
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×
(∫ t
0
∫
(pt′−s(y − x′))2 e−
qλ
q−1
|y|dyds
)q−1)
+ c(q, Lb, T, γ)
(∫ t′
t
∫
P
n (((un(s, y) + 1)u(s, y))
q
) eqλ|y| (pt′−s(y − x′))2 dyds
)
×
(∫ t
0
∫
(pt′−s(y − x′))2 e−
qλ
q−1
|y|dyds
)q−1)
≤ c(q, λ, Lb, T, b, γ)
(
|x− x′|q−1 + |t− t′| q−12
)
e−λ|x|.
Since u0 ∈ C+rap, the result follows.
Proof of Theorem 1.2 for 12 < r ≤ 1. For fixed u0(·) ∈ C+rap(R), let {un(s, x) : (s, x) ∈ R+ × R}
have the law of Pn. By Lemma 3.7, there exist subsequences Nk such that
uNk ⇒ u in C([0,∞), C+rap(R)). By Skorohod’s theorem, we may assume that
{uNk : k ∈ N}∪{u} can be constructed on the same probability space (Ω′,F ,P)
and uNkℓ converges uniformly to u P-a.s. for a subsequence {kℓ : ℓ ∈ N}.
Then, we remark by continuity of b and γ that for any T > 0 and K > 0
sup
t≤T
sup
|x|≤K
|b(un(t, x)) − b(u(t, x))| → 0
sup
t≤T
sup
|x|≤K
|γ(un(t, x)) − γ(u(t, x))| → 0, as n→∞
P
n-a.s. Lemma 3.7 implies that for each φ ∈ C1,2c (R+ × R)
Zt(φ) =
∫
φ(t, x)u(t, x)dx −
∫
φ(0, x)u0(x)dx −
∫ t
0
∫
(Aφ(s, x) + b(u(s, x))φ(s, x)) u(s, x)dxds,
Zt(φ)
2 −
∫ t
0
∫
φ2(s, x)γ(u(s, x))u(s, x)dxds
areFut -martingales under P. Then, we can extend Z to an orthogonal martingale
measure {Z(φ) : φ ∈ Eb} by the same argument in the proof of Lemma 3.2.
Thus, ut is a solution of the martingale problem (1.3).
In the end of this paper, we will give the proof of Theorem 1.2 for 0 < r ≤ 12 .
Proof of Theorem 1.2 for 0 < r ≤ 12 . Let σn(u) = σ(u)
(
u
u+1/n
)1/2
. Then, it is
clear that σn(u) satisfies that
0 ≤ σn(u) ≤ L′σ(ur+1/2 + u)
and
sup
n
σn(u) = σ(u).
Thus, for each n, there exists a Crap(R)+-valued solution to the martingale
problem (1.3) for b and σn. We denote it by un. Then, the same results as the
above Lemmas and Propositions are true for un so that {P(un ∈ ·) : n ∈ N} is
tight on C([0,∞), C+rap). Also, the same argument as the proof for 1/2 < r ≤ 1
does hold and we complete the proof.
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