A transient simulation with the interactively coupled chemistry-climate model (CCM) E39/C has been carried out which covers the 40-year period between 1960 and 1999. Forcing of natural and anthropogenic origin is prescribed where the characteristics are sufficiently well known and the typical timescales are slow compared to synoptic timescale so that the simulated atmospheric chemistry and climate evolve under a "slowly" varying external forcing. Based on observations, sea surface temperature (SST) and ice cover are prescribed. The increase of greenhouse gas and chlorofluorocarbon concentrations, as well as nitrogen oxide emissions are taken into account. The 11-year solar cycle is considered in the calculation of heating rates and photolysis of chemical species. The three major volcanic eruptions during that time (Agung, 1963; El Chichon, 1982; Pinatubo, 1991) are considered. The quasi-biennial oscillation (QBO) is forced by linear relaxation, also known as nudging, of the equatorial zonal wind in the lower stratosphere towards observed zonal wind profiles. Beyond a reasonable reproduction of mean parameters and long-term variability characteristics there are many apparent features of episodic similarities between simulation and observation: In the years 1986 and 1988 the Antarctic ozone holes are smaller than in the other years of that decade. In mid-latitudes of the Southern Hemisphere ozone anomalies resemble the corresponding observations, especially in 1985, 1989, 1991/1992, and 1996. In the Northern Hemisphere, the episode between the late 1980s and the first half of the 1990s is dynamically quiet, in particular, no stratospheric warming is found between 1988 and 1993. As observed, volcanic eruptions strongly influence dynamics and chemistry, though only for Correspondence to: M. Dameris (Martin.Dameris@dlr.de) few years. Obviously, planetary wave activity is strongly driven by the prescribed SST and modulated by the QBO. Preliminary evidence of realistic cause and effect relationships strongly suggests that detailed process-oriented studies will be a worthwhile endeavour.
Introduction
In recent years, more and more results of interactively coupled chemistry-climate models (CCMs) have become available (e.g. Rozanov et al., 2001; Austin, 2002; Nagashima et al., 2002; Pitari et al., 2002; Schnadt et al., 2002; Steil et al., 2003; Manzini et al., 2003) . First of all, they have been developed to examine the feedback between dynamical, physical, and chemical processes in the atmosphere, with a particular focus on the upper troposphere and stratosphere. The primary purpose of CCMs is to support analyses of longterm observations and to explain recent changes and variability of chemical composition and dynamics. Like other complex model systems, CCMs must be carefully checked with respect to their abilities and deficiencies to describe present and recent atmospheric conditions before they can be applied for reliable estimates of future changes (e.g. Eyring et al., 2005b) .
Currently, there are two concepts to perform numerical experiments with CCMs: Firstly, so-called time-slice experiments are well suited to investigate the internal variability of the coupled chemistry-climate system and to indicate and estimate the significance of specific changes of certain parameters or processes in past, present or future climate states with respect to a reference state. Such simulations are carried out with fixed boundary conditions given for a specific year, for example, concentrations of greenhouse gases (GHGs), emissions of natural and anthropogenic source gases, sea surface temperatures (SSTs), etc., to investigate the corresponding "equilibrium climate". The comparison of time-slice simulations among each other is favourable to identify and interpret long-term temporal developments, e.g., pattern changes, in case that the assessment of statistical significance poses a problem. Secondly, results derived from transient model simulations, which consider observed gradual changes in GHGs and other boundary conditions, allow a more straightforward comparison with the actual temporal development of the real atmosphere. In particular, non-persistent perturbations of the stationary or slowly varying behaviour of the real atmosphere can be included in the simulation for a more detailed model evaluation. Both modelling strategies lead to useful results for a better understanding of atmospheric processes. This is demonstrated by a considerable number of papers which have recently been published (e.g. Rozanov et al., 2001; Austin, 2002; Nagashima et al., 2002; Pitari et al., 2002; Schnadt et al., 2002; Steil et al., 2003; Manzini et al., 2003) . A number of examples concerning strengths and weaknesses of CCMs were discussed in Austin et al. (2003) where the results of different CCMs have been compared with observations and each other. The studies mentioned above have concentrated on the stratosphere, others have the main focus on the troposphere (e.g. Wang and Prinn, 1999; Johnson et al., 1999; Grewe et al., 2001a) . All these CCM studies have in common that they focus on specific cause and effect relationships with respect to atmospheric chemistry and dynamics, but rarely have tried to investigate the complete system.
It is the central objective of this paper to investigate and discuss the results of a transient simulation with a state-ofthe-art CCM. While E39/C simulates tropospheric and lower stratospheric processes as components of equal importance, the focus of our analysis is on the upper troposphere and lower stratosphere. Although E39/C extends only to about 30 km and therefore neglects direct influences of the upper stratosphere, we do not believe that this has a significant impact on our conclusions. Possible boundary effects are discussed if appropriate. Moreover, we have tried to include a comprehensive set of external forcings on variability and trends in order to allow a fair comparison with observations and to assess the capability to reproduce the development of the real atmosphere. To our knowledge, this is one of the first transient CCM simulations which, beyond trends in trace gas emissions and concentrations, also considers the forcings from observed sea surface temperature (SST) variability, from large volcanic eruptions, the 11-year solar cycle effect, and the quasi-biennial oscillation (QBO). They all have significant impacts on processes which determine dynamics and chemistry of the atmosphere. This investigation aims to identify and better understand the importance of external forcings on climate and chemical composition. A key question is how deterministic the response of a non-linear model system to such forcings is. However, it is impossible to give a reliable and final answer to this question in a single paper. The employed experimental setup using observed SSTs without additional sensitivity simulations does not allow to determine to what extent the SST development over recent decades is a deterministic response to external forcing and to what extent it resulted from internal variability. This would require at least ensemble simulations with E39/C to reduce the level of stochastic variability, while use of a coupled interactive ocean would be even more favourable. Nevertheless, a detailed comparison of model results and data products derived from long-term observations is presented to advance our understanding of the model's potential and to approach a quantitative answer to this question.
In the following section a brief description of the model and the experimental set-up is given. Section 3 concentrates on long-term changes (trends) in observations and model data. The response due to prescribed forcings (i.e., volcanic eruptions, QBO, solar cycle, SSTs) is discussed in Sect. 4. The results discussed in this paper concentrate on the upper troposphere and lower stratosphere region (UTLS), which is conditioned by the model domain. The last section gives a brief outlook.
Model description and experimental set up

The CCM ECHAM4.L39(DLR)/CHEM
In this study, the interactively coupled CCM ECHAM4.L39(DLR)/CHEM (hereafter: E39/C) is used for a transient model simulation covering the time period from 1960 to 1999. Previously, the model system has been applied for several investigations, but results from time-slice runs were used exclusively. A basic description of E39/C is given in detail by Hein et al. (2001) , Grewe et al. (2001b) , and Schnadt et al. (2002) . In the following, the setup of E39/C is only briefly summarised.
The horizontal resolution of E39/C is spectral T30, i.e., dynamical processes have an isotropic resolution of about 670 km. The corresponding Gaussian transform latitudelongitude grid, on which the model physics, chemistry, and tracer transport are calculated, has a mesh size of 3.75 • ×3.75 • . In the vertical, E39/C has 39 layers from the surface up to the top layer centred at 10 hPa (Land et al., 2002) . The chemistry model CHEM (Steil et al., 1998 ) is based on a generalised family concept which has three upgrades : a) reduce the use of the steady state approximation; b) consider coupling between families by solving combined families; and c) definitions of families for transport and chemistry are different. CHEM accounts for relevant stratospheric and tropospheric O 3 related homogeneous chemical reactions and heterogeneous chemistry on PSCs and sulphate aerosols. It does not include bromine chemistry. This should influence calculated ozone (Hein et al., 2001; Austin et al., 2003) .
The parameterisation by Price and Rind (1992) used in previous E39/C simulations to account for NO x emissions from lightning has been replaced by an improved parameterisation developed by Grewe et al. (2001b) . Grewe et al. relate the flash rate to the vertical air mass exchange within a convective cloud. A comparison of flash frequencies calculated by E39/C and those derived from the Optical Transient Detector (OTD) observations onboard the MicroLab satellite showed a qualitatively and quantitatively reasonable agreement (Kurz and Grewe, 2002) . The parameterisation takes into account intra-cloud and cloud to ground lightning (Price and Rind, 1993) and uses effective NO x emission profiles (Pickering et al., 1998) . The annual mean emission rate over the 40-year simulation period amounts to 5.16 Tg(N)/a.
Design of the transient simulation
The transient integration of E39/C is designed to represent the atmospheric development during the period from 1960 to 1999. A spin-up of ten years with stationary conditions of the late 1950s precedes the actual transient part of the experiment. The simulation aims at reproducing the effect of natural as well as anthropogenic forcings. Natural factors considered are the 11-year solar cycle, the QBO, and chemical and direct radiative effects of the major volcanic eruptions of Agung in 1963 , El Chichon in 1982 , and Mt. Pinatubo in 1991 . The anthropogenic influence is represented by atmospheric concentrations of the most important GHGs, chlorofluorocarbons (CFCs), and nitrogen oxide emissions. Other ozone precursors in the troposphere are not considered. Carbon monoxide (CO) mixing ratios at the Earth surface are prescribed as a function of latitude and season (Hein et al., 1997) and are kept constant throughout this simulation. Table 1 gives an overview of the boundary conditions for the transient simulation.
We emphasize that a considerable part of the anthropogenic impact on tropospheric climate is accounted for by using a SST development prescribed from observations. The SSTs are given as monthly mean values following the global sea ice and sea surface temperature (HadISST1) data set provided by the UK Met Office Hadley Centre (Rayner et al., 2003) . The data are based on blended satellite and in situ observations. For the simulation, a linear interpolation based on the monthly mean values is applied. A few gaps in sea ice coverage appeared which were caused by the interpolation of the original data set to the model grid, e.g., a grid box in the Arctic region which is free of ice is surrounded by grid boxes which all contain ice. These obvious inconsistencies have been removed by hand. Both, chemical and direct radiative effects of enhanced stratospheric aerosol abundance from large volcanic eruptions are considered. For the heterogeneous reactions covered in the chemistry module, sulphate aerosol surface area densities partly had to be approximated from observations as follows: The original data set consists of monthly and zonally averaged sulphate aerosol surface area densities (WMO, 2003) . It was deduced from satellite-based extinction measurements (SAGE I, SAGE II, SAM II, and SME), as has been described in Jackman et al. (1996) , using the methodology of Rosenfield et al. (1997) . The Agung eruption in 1963 is not covered by this data set. As a remedy, the welldocumented years following the eruption of Mt. Pinatubo (1991 -1994 have been adopted and associated with the period 1963-1966 with modifications based on published results to account for differences in total mass of sulphate aerosols in the stratosphere, in maximum height of the eruption plumes, and in the volcanoes' geographical location (e.g. Sato et al., 1993; Andronova et al., 1999; Robock, 2000) . Above the maximum vertical extent of Agung's eruption plume the annual mean of 1979 has been incorporated. By 1979 the total mass of stratospheric sulphate aerosol had probably returned to its background value, being maintained by a permanent supply of tropospheric sulphur species (Junge et al., 1961; Mc Cormick et al., 1995) . For the time periods 1960-1962 and 1968-1978 the annual mean of 1979 has been adopted, and for the period 1996-1999 the annual mean of 1995 has been used. Additionally, the data set has been interpolated linearly from 177 to 16 vertical levels and from 18 latitudes to 48 latitudes.
Eruption-related radiative heating is implemented in E39/C using pre-calculated monthly and zonal mean net heating rates. These rates are taken from a previous ECHAM4(T42)/L19 (L19 = 19 vertical layers) Pinatubo sensitivity experiment, which was forced by a realistic spacetime dependent aerosol distribution (Kirchner et al., 1999) . Kirchner and colleagues forced their model by aerosol distributions and spectral radiative characteristics calculated applying SAGE II extinctions (same as mentioned above) and used effective radii retrieved by the Upper Atmosphere Research Satellite (UARS). We decided to use the precalculated heating rates after interpolating to the 39 layers of E39/C, as no significant difference was expected from a direct calculation in E39/C with both ECHAM4 versions using identical radiation codes. The data set provided by Kirchner et al. extends from July 1991 to April 1993. Thus, only part of the eruption-influenced time span was available, e.g., June 1991 (month of eruption) is missed. Therefore, for June 1991 the radiative forcing has been taken as 0.5×July 1991 values, and an exponential decay has been adopted in the period from May 1993 to July 1993. With regard to Agung and El Chichon, similar estimates of additional heating rates were not available due to the lack of solicited information of aerosol parameters. Considering the limited information about the pre-Pinatubo eruptions (see above) and as there are strong hints for similar temperature responses in the stratosphere (e.g. Labitzke, 1994) , sets of heating rates for the Agung and El Chichon periods have been created with slight modifications to the horizontal structure of the radiative heating distributions. This approach is certainly a simplified one, but due to the lack of consistent information for the three volcanic eruptions this strategy seems to be reasonable as a first attempt.
The QBO is described based on zonal wind profiles measured near the equator. Radiosonde data from Canton Island (1953 Island ( -1967 , Gan/Maledives (1967 -1975 and Singapore (1976 Singapore ( -2000 have been used to develop a time series of monthly mean zonal winds at the equator (Naujokat, 1986; Labitzke et al., 2002) . This data set covers the lower stratosphere up to 10 hPa. It is used to assimilate the QBO in E39/C, such that the QBO is synchronised with other external inter-annual variations prescribed in this experiment. For the assimilation it is assumed that the QBO is zonally symmetric, i.e., has little variation along a latitude band, and that it has a Gausian half width of about 12 degree latitude around the equator. The QBO is forced in E39/C by a linear relaxation of the predicted zonal wind towards the constructed QBO time series, which follows the observed zonal wind profile (Giorgetta and Bengtsson, 1999) . This assimilation is applied equatorwards of 20 • latitude from 90 hPa up to the highest layer of the model centred at 10 hPa. The relaxation time scale has been set to 7 days within the QBO core domain. Outside of this core domain the time scale depends on latitude and pressure (Giorgetta and Bengtsson, 1999) . Figure 1 shows the results of the assimilated monthly mean zonal winds of the E39/C run for the time period 1960 to 1999. The assimilated QBO compares well with the observed phase state and the observed amplitudes of the westerlies and easterlies (Giorgetta and Bengtsson, 1999, their Fig. 1 ).
The influence of the 11-year solar cycle on photolysis rates is parameterised according to the intensity of the 10.7 cm radiation of the sun (data available at: http://www.drao.nrc. ca/icarus/www/daily.html). Table 2 gives the values of the extra-terrestrial fluxes in different spectral intervals assumed for high (i.e., these values represent the year 1991) and low solar activity used at the upper boundary of E39/C. The 1991 solar maximum values are employed as reference values for the calculation of respective values for maximum solar activity of the other solar cycles which are considered in the transient run, i.e., 1958, 1969, and 1980 . These values are scaled with the intensity of the 10.7 cm flux of the corresponding years. Photolysis rates are calculated in 8 spectral intervals (Landgraf and Crutzen, 1998) . The spectral distribution of changes in extra-terrestrial flux is based on investigations presented by Lean et al. (1997) . The ozone columns above the model top (centred at 10 hPa) are considered by a seasonally dependent climatology which is taken from HALOE observations. It must be mentioned that those climatological values represent an average of 6 years only and therefore do not consider changes due to the solar cycle. The impact of solar activity changes on short-wave radiative heating rates is prescribed based on changes of the solar constant (see Table 2 ). Short-wave radiative heating rates are considered in two spectral intervals (Morcrette, 1999; Fouquart and Bonnel, 1980) , respecting continuum scattering, grey absorption, water vapour and uniformly mixed gases transmission functions and ozone transmission.
Continuously changing mixing ratios of the most relevant greenhouse gases (CO 2 , N 2 O, CH 4 ) are prescribed, CO 2 for the entire model domain, the others at the Earth's surface according to Hein et al. (1997) and IPCC (2001; see Fig. 2 ). As mentioned above, for CO no long-term change is assumed. Changes in hydrocarbons are also not considered, except for methane. Neglecting these species and associated trends may lead to some underestimation of tropospheric ozone changes and an overestimate of OH values, but this should not affect significantly our conclusions of this paper. Natural and anthropogenic nitrogen oxide (NO x =NO+NO 2 ) emissions at the Earth's surface, and NO x emission from lightning and air traffic are considered. In the following a brief summary of the individual NO x emission sources and their temporal changes is given. The horizontal distribution of NO x emissions from industry is based on Benkovitz et al. (1996) . Its temporal development has been adapted to match the Benkovitz et al. (1996) , Hein et al. (2001) , as well as the IPCC (2001) values. The increase of the emission rates from 1960 to 1999 are assumed to be piecewise constant, i.e., 2.5%/year between 1960 and 1979, 1.5%/year between 1980 and 1989, and 3.9%/year between 1990 and 1999. This should represent the slowdown of emissions during the 1980s in Europe and the stronger increase during the 1990s mainly in Asia. The same geographic distribution is used for all years of the simulation with the global IPCC trend imposed. The different development in different global regions is neglected because reliable numbers were not accessible when the model run was started. This is certainly a constraint but should not have a substantial influence on the results discussed in this paper. Anthropogenic NO x emissions include those from surface transportation as an individual component (Matthes, 2003) , which contributes approximately 30% to the total industry emissions (see also Matthes et al., 2005 1 ). Ship emissions have been removed from the global dataset (Benkovitz et al., 1996) . Instead, a more sophisticated ship emission inventory with 1993 annual global NO x emissions of 3.08 Tg(N) is used as the basic data set (Corbett et al., 1999) . Trend estimates of NO x emissions from international shipping for the time period 1960 to 2000 have been adopted from Eyring et al. (2005a) . Based on these assumptions, the annual global NO x emissions from ships for the years 1960 to 1999 amount to 1.17 Tg(N) and 3.28 Tg(N), respectively. Aircraft NO x emissions are based on a data set representing 1992 (Schmitt and Brunner, 1997) . Trends previous to 1992 have been ex-trapolated using IPCC (1999) . For the period 1992 to 1999 an exponential interpolation has been applied. The aircraft NO x emissions for the years 1960 to 1999 amount to 0.10 Tg(N) and 0.71 Tg(N), respectively.
Nitrogen oxide emissions from biomass burning are based on Hao et al. (1990) and have been revised using ATSR fire counts (David Lee, pers. comm., 2004) . The trend rates used are based on estimates presented in Chapter 4 of IPCC (1999): An increase of NO x emissions from biomass burning of 7% has been specified for the years between 1992 and 2015 which results in a rate of approximately 0.3%/year. This rate is used in the E39/C transient simulation and it leads to an increase of 13% between 1960 and 1999. Global NO x soil emissions by micro-biological production are assumed to be constant over the four decades of the transient simulation. They are taken from Yienger and Levy (1995) . As mentioned above, lightning NO x emissions are calculated interactively, based on the parameterised mean mass flux in the updraft of deep convective clouds (see previous section), resulting in a mean annual emission of 5.16 Tg(N). The interannual variability ranges between 4.81 and 5.42 Tg(N)/a and the seasonal cycle varies with ±14%. We anticipate that no systematic trend of lightning NO x emissions is found over the 40-year transient simulation.
To take into account exchange processes from the upper stratosphere, upper boundary conditions are adopted for the two families ClX and NO y at 10 hPa (ClX=HCl+ClONO 2 +ClO x , ClO x =Cl+ClO+ClOH+2·Cl 2 O 2 +2·Cl 2 , NO y =NO x +N+NO 3 +2·N 2 O 5 +HNO 4 +HNO 3 ). They largely determine lower stratospheric nitrogen oxide and chlorine concentrations. Monthly mean concentrations are taken from results of the two-dimensional (2-D) middle atmosphere model by Brühl and Crutzen (1993) , which also considers effects of the 11-year solar cycle. For example, the NO y values prescribed at the model's upper boundary fluctuate according to solar activity. Since CFCs are not explicitly transported by E39/C, they are included based on results derived from the 2-D model (depending on latitude and altitude), and serve as a source for total chlorine (Cl y ) by photolysis within the model domain. The development of CFC concentrations is prescribed in agreement with most recent assumptions (WMO, 2003) . Stratospheric Cl y has been calculated as a sum of the simulated ClO x , ClONO 2 , HCl fields, and chlorine from the prescribed CFC fields (see Fig. 2 ). Its temporal evolution reflects the observed development (WMO, 2003, their Figs. 1-7) .
Long-term trends
In this section climatic variability and trends of key parameters will be presented and discussed with respect to corresponding observations. 3.1 Ozone Figure 3 shows the development of monthly and zonal mean total ozone for the whole simulation period. It indicates the well-known features, e.g., highest ozone values in northern spring time which is highly variable from year-to-year, low ozone values in the tropics with a small seasonal cycle and little interannual variability, a relative ozone maximum in mid-latitudes of the Southern Hemisphere in late winter/early spring, and a minimum ozone column above the south polar region in the same period. The ozone hole appears for the first time in the year 1982 in E39/C, which is in agreement with observations (Chubachi, 1985; Farman et al., 1985) . An additional interesting feature is the absence of total ozone values above 475 DU in the Northern Hemisphere during the late 1980s and the first half of the 1990s. This indicates a period of at least six years without distinct midwinter warmings of the stratosphere. There is no other comparable episode in the 40-year simulation. This agrees with the evolution of the real atmosphere, where northern winters from 1989/1990 to 1996/1997 show no major stratospheric warming events (e.g. Naujokat et al., 1997; Pawson and Naujokat, 1999) resulting in significant springtime ozone losses during these years (e.g. Rex et al., 2004) .
For a closer insight into regional and temporal patterns in the interannual variability of ozone changes, Fig. 4 shows total ozone anomalies for the whole model simulation with respect to mean values based on the years 1964 to 1980. The features discussed above can easily be identified again, especially that ozone depletion begins at high latitudes of the Southern Hemisphere and that the reduction of the ozone layer occurs later in both, the Northern Hemisphere and the tropical region. But there are also some additional eyecatching features: For example, as identified in observations (e.g. Bojkov and Fioletov, 1995) , the ozone holes in the years 1986 and 1988 are clearly smaller than in the respective year before. A closer inspection of the dynamics of the polar vortices in E39/C during these years indicate in both cases that the vortex is less stable and displaced from the polar region towards lower latitudes, which is very similar to the observed dynamical behaviour of the polar vortices in 1986 and 1988. There are a number of other interesting similarities in midlatitudes of the Southern Hemisphere, i.e., modelled positive and negative ozone anomalies which nicely match observations, in particular in 1985 , 1989 , 1991 , 1992 (see Bojkov and Fioletov, 1995 . A process related discussion about possible reasons for these consistencies with observations will be given in the next section. Looking into the tropics, there is distinct variability clearly reflecting the QBO signal; this is discussed in more detail in Sect. 4.2.
Before looking more closely at the long-term variability and changes (trends) calculated by the model, we take a look at the systematic bias of total ozone in E39/C. Figures 5a and 5b show 20-year mean climatological total ozone values derived from the E39/C simulation, i.e., the 1960s and 1970s, and the 1980s and 1990s. The climatology derived from measurements of the TOMS instrument for the years 1980 to 1999 is displayed in Fig. 5c . A comparison of Figs. 5b and 5c indicates that E39/C is able to reproduce the main features (e.g., regional distribution, seasonal cycle) in qualitative agreement with TOMS observations. In the Northern Hemisphere and the tropics, the model calculates total ozone values which are about 10 to 15% higher than the values derived from TOMS. These model results confirm the findings of the E39/C time-slice experiments (e.g. Hein et al., 2001) . However, in the Southern Hemisphere the model shows an improved behaviour with respect to former studies with E39/C: The absolute total ozone values are in overall agreement with TOMS, merely the ozone hole season in E39/C lasts slightly longer and the mid-latitude ozone maximum is somewhat higher. This model improvement can partly be attributed to the fact that large SZAs are now considered for the calculation of photolysis rates which has a clear impact on the model behaviour, particularly in the Southern Hemisphere (Lamago et al., 2003) . Figure 5d displays the differences between the two E39/C climatologies affected by the ozone hole Fig. 5b ) and the preceding era (1960 -1979 Fig. 5a ). Since the 1960s and 1970s represent a climatological mean state of an almost unperturbed episode, this climatology can be taken as a basis to derive trends from 1980 onwards. As anticipated, largest changes are found in the south polar region during spring time, where 60 DU less ozone is calculated in the second half of the transient simulation compared with the first half. This amounts to an ozone reduction of about 20% per decade. Especially in the 1990s, ozone decreases steadily with more than 40% less ozone at the end of the century compared to 1980. These estimates agree well with numbers derived from observations. For example, based on TOMS-data for the years between 1978 and 1994 , Mc Peters et al. (1996 estimated an ozone loss of 20%/decade. Also in the Northern Hemisphere, the trend pattern and absolute numbers agree with analyses from measurements: Mc Peters et al. found an ozone reduction in northern spring of about 6%/decade. The model shows a decrease of about 25 DU (Fig. 5d) , which relates to a trend of about 5% per decade. A small increase (less than 7 DU) in total ozone is simulated by E39/C in northern summer. It is caused by an increase of tropospheric ozone concentration whereas at the same time no clear change is simulated in the lower stratosphere (see Fig. 6b ). The vertical ozone distribution (Fig. 6a) and its seasonal changes are very similar to results derived from E39/C time-slice experiments (e.g. Hein et al., 2001) which are in reasonable agreement with observations (e.g. Fortuin and Kelder, 1998) . The simulated ozone changes throughout the four decades are almost everywhere statistically significant: Ozone mixing ratios have increased during equinox (MAM, SON) in the middle troposphere of the Northern Hemisphere by more than 10 ppbv, whereas in the lower stratosphere a general decrease is evident, in particular in the polar Southern Hemisphere spring time (SON). The increase of tropospheric ozone mixing ratios is due to the increased NO x emissions (e.g. Grewe et al., 2001b) whereas stratospheric ozone depletion is a consequence of increased halogen loading and temperature decrease in the stratosphere due to an increased abundance of GHGs (e.g. Schnadt et al., 2002) .
Temperature and zonal wind
Climatologies of temperature and zonal mean wind fields for the 1960s and their changes throughout the four decades, as simulated by E39/C, are displayed in Figs. 7 and 8. The mean fields for the 1960s (Figs. 7a and 8a ) are satisfactorily reproduced compared with NCEP re-analysis data (not shown) as well as the climatological mean values for the 1990s (see also Pawson et al., 2000) . Sub-tropical and polar night jets are clearly distinguishable, i.e., a transition zone with reduced wind speed is found in both hemispheres for all seasons. A continuous model problem arises in the Southern Hemisphere winter and spring months, where E39/C is calculating too low temperatures in the entire polar lower stratosphere. Therefore, the climatological mean polar vortex is too strong and stable (Fig. 8a , see also Hein et al., 2001; Austin et al., 2003) . Another discrepancy has been identified in the zonal mean stratospheric wind fields in the summer hemispheres. The summer vortices in both hemispheres are slightly shifted towards the tropics, a wind reversal in upper model layers at higher latitudes is missed. No easterly winds are simulated poleward of 55 • S in the Southern Hemisphere (DJF) and in the Northern Hemisphere (JJA), the calculated easterlies at polar latitudes are too weak. The structure of temperature changes between the 1960s and 1990s (i.e., increase of tropospheric temperature, decrease of stratospheric temperature) partly arises from the increase in greenhouse gas concentrations, in the polar lower stratosphere it mostly reflects the decrease of ozone (Fig. 7b) . Strongest temperature decrease is seen in the Southern Hemisphere polar lower stratosphere in SON (up to 10 K at 30 hPa) and DJF (up to 6 K at around 70 hPa), the time during and after the appearance of the ozone hole, which is in good agreement with assessments derived from observations (e.g. Randel and Wu, 1999) . A statistically significant temperature increase of more than 1 K is found in the (sub-)tropical upper troposphere whereas a (non significant) cooling is calculated in the lower tropical stratosphere. The latter finding is in qualitative agreement with analyses of observations which also indicate a cooling trend with numbers ranging from 0.3 to 1.4 K per decade (e.g. WMO, 1999) . The picture is rather unclear in the tropical tropopause region. For example, temperature trends derived from observations estimated at 100 hPa (WMO, 1999) range from +0.3 to −0.5 K. Certainly, this is a difficult region to obtain a clear trend signal, because it is the transition layer with a warming below and a cooling above. As many other models, E39/C simulates a warming in the upper troposphere which maximises at 250 hPa, but this is not in agreement with radiosonde temperature data which indicate a cooling (e.g. Parker et al., 1997) . Long-term temperature changes at middle and higher latitudes of the Northern Hemisphere middle troposphere (500 hPa) derived from E39/C (Fig. 7b ) vary between +0.5 K (JJA) and +1.0 K (DJF), which is less than detected at the Meteorological Observatory Hohenpeissenberg (MOHp), station of the German Weather Service (47.8 • N, 11 • E) where an increase of 0.7±0.3 K per decade has been found since 1967 (Steinbrecht et al., 1998) . One reason for this might be that many tropospheric ozone precursors including their trends are not considered in the E39/C simulation. In general, the long-term temperature changes derived from the E39/C transient model simulation confirm recent estimates from E39/C time-slice experiments (i.e. 1980 and 1990 conditions) presented also in Shine et al. (2003) . Corresponding changes of the zonal mean wind field are shown in Fig. 8b . The statistically significant increase of the zonal mean wind speed of up to 6 m/s in the Southern Hemisphere lower stratosphere during spring (SON) and summer months (DJF) reflects the ozone hole formation and the corresponding decrease of polar stratospheric temperatures. Another systematic change pattern, which is obvious throughout all seasons, is found at mid-latitudes of the Northern Hemisphere (the pattern is obvious though less distinct in the Southern Hemisphere, as well). Here, the temperature change in the upper troposphere/lower stratosphere intensifies the zonal wind due to the thermal wind equation. This results in a more intense tropospheric jet stream in DJF and MAM, and tends to shift the jet stream to lower latitudes in JJA and SON. This is accompanied by a warming of the Arctic lower troposphere and a reduction of the horizontal temperature gradient at lower altitudes, resulting in a reduction of the zonal mean wind at around 50 • to 60 • N. The strengthening of the tropospheric jet is consistent with observations, however the weakening of the westerly zonal flow near the surface at northern latitudes from about 50 • to 60 • is not (e.g.
Shindell et al., 2001).
To display dynamical changes of the polar vortices during the 40 model years, an analysis of zonal mean temperature and zonal wind is presented in the style of the NCEP analyses (see NCEP web-page: http://code916.gsfc.nasa.gov/ Data-services/met/). Figure 9 shows climatological mean curves of the annual cycle of the zonal wind at 60 • N and S at 30 hPa (Figs. 9a and c) and of the zonal mean temperature at 80 • N and S at 30 hPa (Figs. 9b and d) . The lines represent mean values for the four decades covered by the transient simulation, the shaded area denotes the minimum and maximum values reached during the 1960s of the model. Similar to the results presented in Hein et al. (2001) , the model again shows its ability to reproduce hemispheric differences of dynamical variability changes. While the annual cycle is well captured in both hemispheres, and the mean values in the Northern Hemisphere agree well with respective analyses derived from observations, the model shows again deficiencies in the Southern Hemisphere which are related to the cold bias (see discussion above). With regards to the dynamical variability of the Northern Hemisphere during winter and spring, E39/C shows reduced interannual variability in early winter. Nevertheless, E39/C is able to reproduce stratospheric warmings in mid and late winter, but the number of major events is smaller than observed. In the Northern Hemisphere the climatological mean values for the four decades do not indicate systematic changes (mainly due to the high dynamical variability), which is supported by analyses of observations (e.g. Labitzke and Naujokat, 2000) . In the Southern Hemisphere the lower stratosphere changes steadily towards more stable polar vortices and colder conditions in late winter and early spring. The lifetime (persistence) of the polar vortex has been prolonged by about three weeks, as the comparison of the results of the 1960s with those of the 1990s shows. This is in good agreement with an estimate presented by Zhou et al. (2000) who carried out their analysis on 19 years (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) of NCEP/NCAR reanalysis data and found that the Southern Hemisphere polar vortex has last about two weeks longer in the 1990s than in the early 1980s.
Tropopause and water vapour
Lower stratospheric water vapour trends may give a substantial contribution to the total radiative forcing of trace gas changes in the recent past (e.g. Rosenlof et al., 2001; Forster and Shine, 2002) . However, results from time series analysis of the few available observed data (e.g. Oltmans et al., 2000; Rosenlof et al., 2001; Randel et al., 2004 ) of stratospheric water vapour do not produce a uniform picture of the magnitude and even the sign of a respective trend. A possible feedback chain driving stratospheric water vapour trends involves trends in tropopause height (e.g. Steinbrecht et al., 2001; Santer et al., 2003) and related tropopause temperature, which at least in the tropics may control changes in the water vapour penetration from the troposphere into the stratosphere (Zhou et al., 2001) . While in the present paper we will not investigate in detail the mechanisms responsible for long-term changes of water vapour concentrations in the lower stratosphere (a paper on this individual subject will be prepared later), we will give a brief overview of the overall trend simulated in the transient simulation.
The changes of the thermal tropopause pressure are given in Fig. 10a . Whereas no obvious systematic changes (trends) are seen in the first two decades of the simulation, model results indicate a gradual change in tropopause height after about 1980. In both hemispheres, E39/C simulates a decrease (increase) of tropopause pressure (height) poleward of around 50 • . The subtropical regions show an increase (decrease) of tropopause pressure (height). There appears to be no uniform trend throughout the 40-year simulation in the tropics. The major volcanic eruptions included in the transient simulation lead to a temporary increase of tropopause pressure due to tropospheric cooling. Changes in tropopause temperature (not shown) are directly related to the variability of the tropopause height: An increase (decrease) of tropopause height goes along with a decrease (increase) of tropopause temperature. A comparison with an analysis of tropopause height changes at MOHp, 47.8 • N (Steinbrecht et al., 1998 (Steinbrecht et al., , 2001 ) shows a qualitative agreement, i.e., a more or less steady increase of tropopause height in February during the last 30 years. However, the model underestimates the rise in tropopause height compared to the estimates by Steinbrecht et al. (2001) . Whereas Steinbrecht et al. finds an increase of 125 m/decade for the station MOHp, E39/C calculates only about +80 m/decade for the corresponding model grid point. A possible explanation for the rise of tropopause height might be identified in the warming of the troposphere and accompanying cooling of the stratosphere (Steinbrecht et al., 2001) . If this is the case, the difference between model results and observations might be explained by the fact, that the tropospheric warming in the model at Northern Hemisphere mid-latitudes is smaller than observed (see discussion above). Figure 10b depicts the changes of water vapour mixing ratio at the thermal tropopause during the 40 year model simulation. A uniform trend is obvious only in the subtropical region, where water vapour mixing ratios are higher in the late 1980s and throughout the 1990s. Long-term changes are not uniform in the tropics, and neither at middle and high latitudes of both hemispheres. As discussed before, the volcanic eruptions involve characteristic signatures (see also below).
The general distribution of the pattern change in the lower stratosphere is equal to that at the tropopause. E39/C results, which allow a comparison with measurements of the Boulder frost point hygrometer and corresponding HALOE data discussed in Randel et al. (2004) (their Fig. 8a ), are presented in Fig. 11 for the lower stratosphere (80 hPa). The figure shows not only the results at 40 • N, but also at 40 • S, since the temporal development is very similar.
A comparison between the measurement time series of stratospheric water vapour over Boulder (Oltmans et al., 2000) and the respective model data for the period after 1979 indicates a systematic model error with respect to the absolute concentration, but good agreement with respect to the observed trend during these two decades (Stenke and Grewe, 2005) . While the simulated stratospheric water vapour distribution was significantly improved by including methane oxidation (e.g. Hein et al., 2001) , it has also been established that the Boulder trend, as well as other observed trends during the 1990s are too strong to be explained by methane oxidation alone (Rosenlof, 2002) . Recently, Joshi and Shine (2003) have proposed that part of the observed long-term water vapour trend may be explained by the observed series of volcanic eruptions, provided that the stratospheric residence time of water vapour is in the order of 5 to 10 years and, thus, considerably longer than the residence time of the volcanic aerosols. Our model simulations do not reproduce this behaviour, as they indicate a memory of little more than 4 years at about 25 km height (Fig. 11) .
Interestingly, E39/C simulates no positive trend in lower stratospheric water vapour mixing ratios in the years before 1980. On the contrary, a negative trend is found in the 1960s. A further discussion about possible reasons for this model behaviour is given in Sect. 4.3. Compared with the Boulder measurements one must conclude that the water vapour signals of the large volcanic eruptions are overestimated in E39/C (see discussion in Sect. 4.1). In addition, a more detailed analysis of stratospheric water vapour variability and trends involving further sensitivity studies with the model system is given in Stenke and Grewe (2005) . 
Variability due to external forcings
In this section, the model response to prescribed forcings is investigated. A guiding question for the discussion is how deterministic is the response of the non-linear atmospheric (model) system? We consider both, abrupt perturbations (e.g. volcanic eruptions) and quasi-periodic forcings like the QBO and the 10 to 12 year solar activity cycle. It is important for a better understanding of the climate system to identify key parameters which are most relevant for the description of atmospheric variability and changes and which, therefore, must form the focus of quantitative assessments of future atmospheric changes. As already mentioned, we cannot expect unassailable quantitative conclusions from only one simulation. Since E39/C is driven by observed SSTs, which themselves may include a non-deterministic variability component from internal ocean fluctuations, there are obvious limitations in estimating the deterministic behaviour of the system.
Volcanic eruptions
Major volcanic eruptions strongly disturb the atmosphere, as many analyses of observed physical, dynamical, and chemical parameters have shown (e.g. Coffey, 1996; Angell, 1997a,b; Andronova et al., 1999; Robock, 2000) . Due to upgraded observation techniques, the documentation of effects following the eruption of Mt. Pinatubo in 1991 is the most comprehensive. As described in Sect. 2, the transient simulation performed with E39/C considers the effects of volcanoes in the chemistry, as well as in the radiation scheme of the interactive model system. Figure 12 shows a comparison of global mean temperature anomalies in the lower stratosphere derived from Microwave Sounding Unit (MSU) Channel 4 (1979 Channel 4 ( -2002 and equivalent temperatures (derived according to Santer et al., 1999) from the E39/C transient simulation . The most obvious features are the temperature increases immediately following the eruptions of Agung, El Chichon, and Mt. Pinatubo, which reach about 2 K in the simulation. The main part of the model signal originates from tropical latitudes, where maxima in the zonal mean response of more than 3 K occur (not shown). It is evident from observations that the model overestimates the lower stratosphere temperature response following the eruptions by about 1 K (see also WMO, 1986) . Kirchner et al. (1999) found a 2 K excess of their simulated temperature response (near the equator at 70 hPa, see their Fig. 5b ) compared to observations, which they explained by the missing QBO modulation of heating rates and missing ozone depletion in their model configuration (both effects contributing 1 K). As the QBO has been nudged into our transient experiment (see Sects. 2.2 and 4.2), no inconsistency to observations occurs in this respect. Likewise, the 1 K cooling effect that observed tropical ozone depletion forces on tropical temperatures according to Kirchner et al. (1999) , should be included in our simulation in case that the interactive chemistry-climate coupling produces the correct signal. A reduction of tropical ozone similar to the observed one is indeed evident in the simulation (Fig. 4 , compare with Bojkov and Fioletov, 1995) . We cannot convincingly explain the apparent inconsistency between the conclusions of Kirchner et al. (1999) and our results, but some possibilities are conceivable: The vertical distribution of column ozone depletion may be different in both model systems, either due to shortcomings of the chemistry-climate model or because the diagnostic method used by Kirchner et al. (1999) was too simple. Similar differences may exist with respect to the QBO induced heating rates. A further possibility is the different water vapour feedback to be expected in both simulations: As the volcano-related heating of the tropical tropopause region is higher than observed in both simulations, but more distinct in the Kirchner et al. (1999) configuration, stratospheric water vapour uptake and its related radiative cooling feedback can be expected to be stronger in the simulations of Kirchner et al. (1999) . If this is correct, the aerosol absorption heating rates calculated by Kirchner et al. (1999) for the Mt. Pinatubo eruption and adopted in our simulations may overestimate the actual effect after all, as they are able to balance an exaggerated water vapour radiative cooling in the original framework, but will overdo with respect to the smaller and more realistic water vapour feedback in the CCM simulation. A more speculative reason for the overestimation of the volcano signal is the possible injection of moist air masses from the volcano exhaust into the stratosphere that would not be modulated by freeze drying at the tropopause. If such contribution were substantial, a mechanism of moistening and cooling the stratosphere would be absent from both the simulations of Kirchner et al. (1999) and ours.
The heating of the stratosphere caused by volcanic aerosol results not only in an increase of the stratospheric mean temperature of about 2 K, it also enhances the meridional circulation. The vertical ascent in the tropics is amplified by roughly 20%, which results in an uplift of the ozone profile, i.e., a vertical displacement of the ozone maximum, and a decrease of the total ozone column of approximately 5% (Stenke and Grewe, 2005 , see also Fig. 4) . The water vapour in the tropical lowermost stratosphere is significantly enhanced, which leads to an increase of OH by 20 to 25% at 70 hPa and a significantly stronger HO x destruction cycle. However, chemical timescales in the lower stratosphere are still long compared to the dynamical timescale so that the chemical changes have only an impact on ozone in the order of 0.1% on the total column (Stenke and Grewe, 2005) .
In northern mid-latitudes (40 • N-50 • N) at about 50 hPa ozone concentrations are not only dynamically controlled, but also by chemistry. Relative changes of ozone production and destruction cycles are similar during the three volcanic episodes, except for chlorine. Ozone production is reduced by 30% (top panel of Fig. 13 ), which is strongly determined by NO x removal from the gas-phase due to heterogeneous conversion (on aerosol) from N 2 O 5 to HNO 3 . Ozone loss rates involve more complex interactions. The increase of water vapour leads to a more pronounced ozone destruction due to HO x in the order of 50% to 100%. The NO x cycle is reduced by 20 to 40% due to a shift within the NO y components towards more HNO 3 from the reaction NO 2 +OH→HNO 3 . There are other chemical reactions which have an additional influence on the NO x cycle (e.g., it should be reduced by the reaction N 2 O 5 +H 2 O as well), but these effects have not been analysed in detail. Ozone destruction by chlorine is doubled during the El Chichon period and even enhanced by a factor of 10 during the Pinatubo period compared to the non-volcanic period 1967 to 1979. In total, the enhanced ozone depletion by the HO x cycle dominates during the Agung episode. During El Chichon, both the HO x and ClO x cycle are of equal importance. During the Pinatubo episode the changes in the destruction cycles are clearly dominated by the ClO x cycle. This leads to an increased ozone destruction of around 20%, 40%, and 80% during the three volcanic episodes of Agung, El Chichon, and Mt. Pinatubo, respectively (Fig. 13a) .
Using these changes in the production and loss rates, the effect on ozone is a reduction in the order of 5% per month at 50 hPa in the period March to May, based on a simple calculation applying the ozone production and loss terms from the climate-chemistry simulation. This leads to approximately 15% ozone loss at 50 hPa during spring related to the Pinatubo perturbation, which can be revealed by comparing early winter (November) and late spring (April) ozone values at 50 hPa (Fig. 13b) . Both the November ozone values and the difference to the April ozone values are strongly perturbed during the post El Chichon and post Pinatubo period. Taking into account that 40% of the ozone column is affected by this process, then this reduces the ozone column by roughly 6%, which agrees with observational data (WMO, 2003) .
The perturbation of dynamical and chemical values and parameters discussed so far lasted only for a relatively short time period of between 1.5 and 4 years. In addition, Fig. 12 indicates that the modelled temperature trend is in good agreement with the MSU analysis. Interestingly, similar to the changes derived from MSU data, the model results also indicate stepwise changes towards lower temperatures in the lower stratosphere after the eruptions of El Chichon and Mt. Pinatubo, which is not simulated after the eruption of Agung. No temperature trend is detected in the years after El Chichon and Pinatubo, neither in MSU analysis nor in E39/C data (see also Pawson and Naujokat, 1997) . Dedicated additional simulations would be necessary for a conclusive interpretation, but a plausible explanation could be the following: The eruption of Agung happened during low solar activity whereas El Chichon and Mt. Pinatubo erupted shortly after and during solar maximum, respectively. The solar cycle effect probably masks the anticipated, more or less linear negative temperature trend, which is caused by enhanced concentrations of GHGs. Slightly enhanced (reduced) temperatures are expected in the lower stratosphere during higher (lower) solar activity due to higher (lower) short-wave heating rates (e.g. Matthes et al., 2004) . The calculated temperature differences (i.e. annual, global mean) between solar maximum and minimum in the lower stratosphere (around 15 to 25 km) are approximately 0.2 K , which is the same order of magnitude that is expected from the anthropogenic greenhouse effect. Therefore, in the years from 1985 to 1991 and after 1996 with increasing solar activity, the cooling of the lower stratosphere due to increasing concentrations of GHGs might be compensated such that no net temperature trend is obvious.
The quasi-biennial oscillation
Looking more carefully at the modelled temperature anomalies (Fig. 12) , in particular in the years between 1965 and 1982, the QBO signal can be detected, which also contributes to the overall variability. A modulation of dynamical and chemical quantities caused by the prescribed QBO is also obvious in Fig. 4 in the equatorial region. Qualitatively, the QBO signal is in good agreement with a similar analysis derived from merged satellite and ground based data (Bojkov and Fioletov, 1995; updated version until the year 2000 is at our disposal, Fioletov, pers. communication). The anomalies derived from observations and the model results are of the same order of magnitude until the 1980s (i.e., up to 6%). They are notably smaller during the 1990s in E39/C, where observed fluctuations have continued with similar magnitudes. Here the modelled ozone varies only by about 2-3%. It seems that in E39/C the QBO signal in total ozone is partly masked by the (too) strong ozone anomalies after the volcanic eruptions. QBO signatures in E39/C can be detected in total ozone in all latitudinal regions. For example, at mid-latitudes of the Northern Hemisphere (Fig. 14) , E39/C shows amplitudes in total ozone of 12 DU±4 DU during winter months (JFM) which can be clearly related to the QBO. Similar results have been found in an analysis based on TOMS data (Burrows et al., 2000; see also Fig. 2.4 in ECreport, 2001) . A linear regression analysis of long-term measurements of ozone at MOHp, 47.8 • N indicates QBO-related fluctuations of ±10 DU (peak-to-trough ozone changes up to 20 DU) in February (Steinbrecht et al., 2001) . The dominant effect of the QBO in the lower stratosphere is the variation of the meridional circulation and the tropical ascent. For example, in the case of a westerly phase of the QBO the meridional circulation converges horizontally towards the jet core so that the upwelling is strongly reduced (increased) in the shear layer below (above) the jet. The opposite modification is found for the meridional circulation in the vicinity of the easterly jet. The QBO signal in tropical upwelling explains enhanced water vapour and reduced NO y and ozone mixing ratios, all in the range of 5% to 10% around 50 hPa. This is consistent with the behaviour of tropospheric tracers, which are included in the model (Grewe, 2004) . They do all show increased values at 50 hPa during episodes of QBO-induced enhanced upwelling. This explains to a large extent the variations of the chemical species. Since water vapour has an opposite vertical gradient compared to NO y and ozone, the variations are anti-correlated. Variations of lower stratospheric ozone depletion in the tropics caused by the QBO are in the order of ±15 to 20%. If chemistry leads, than increased loss rates should cause lower ozone values. This is not the case: Ozone is increased (due to transport) and then ozone loss rates are increased. Positive (negative) ozone anomalies result in enhanced (reduced) NO x and HO x destruction cycles. This gives a clear indication that the variations of the destruction cycles are a consequence of the ozone variations and not vice versa; since otherwise ozone anomalies should be correlated with the ozone loss rates. Therefore, the QBO signal in column ozone is dynamically induced with some negative feedbacks from chemistry. Returning to Fig. 12 , quasi-biennial fluctuations in the global mean temperature anomalies of the lower stratosphere are visible in the E39/C data, in particular in the years between 1966 and 1982, which is a long period without major volcanic activity. After the eruptions of El Chichon and Mt. Pinatubo a similar signature cannot be identified, neither in E39/C nor in the MSU data analysis. 
The solar cycle
The impact of solar activity, in particular of the 11-year solar cycle, on climate and the stratosphere has often been investigated (e.g. Haigh, 1996) . Our transient simulation includes the effects of changing photolysis rates below 30 km altitude and also chemically induced ozone changes caused by prescribed time evolution of NO y at the model top. Calculated ozone anomalies in the tropical belt derived from E39/C (Fig. 15) develop similarly to observations (WMO, 2003) , with positive anomalies around solar maxima (1981 and 1991) and negative anomalies around solar minima (1986 and 1996) . While this is no proof for a dominating impact of solar cycle fluctuations on the tropical ozone layer, the phenomenological similarity between observed and modelled development indicates that a detailed investigation may be worthwhile. A respective paper dealing with the separation of the solar signal in dynamic and chemical components is in preparation. Interestingly, before 1978 the solar signal is less but still suggested by higher ozone values around 1960 and 1969 in comparison to 1965. Note that the solar cycle between 1965 and 1976 was less distinct, according to 10.7 cm radiation intensity records, than the other cycles included in the period. Recalling discussions in previous sections a distinct QBO signal is immediately evident in Fig. 15 .
To get a better insight into the radiative impact of solar activity changes on dynamics and chemistry in E39/C, it is helpful to have a look at the long-term variability of ozone photolysis and production rates during the 40 year transient simulation. Figure 16 shows respective results of E39/C at 10, 30, and 50 hPa at lower latitudes (25 • N to 25 • S). The values calculated at 10 hPa directly reflect the prescribed changes of the extra-terrestrial flux at the upper boundary of E39/C. This must be kept in mind because the low upper boundary conditionally implies some uncertainties on causes and effects in this case. For example, the largest percentage ozone changes have been found in the upper stratosphere (e.g. Haigh, 1996) . While this does not significantly change the total ozone column, it might have a dynamical influence on the lower and middle stratosphere. In the model, the solar signal can, to some part, still be identified at 30 hPa, the picture changes further down in the lower stratosphere. At 50 hPa, the 11-year solar cycle is no longer obvious because of feedback processes (e.g., interactive ozone) and the influence of volcanic eruptions. Here, changes of ozone photolysis and production on longer time scales are identified, with minimum ozone photolysis and production rates in 1975 and higher values before and after that year. Interestingly, corresponding similar long-term changes are found in other model data sets: For example, in Sect. 3.3 it is shown that water vapour mixing ratios at mid-latitudes of the lower stratosphere slightly increase in the 1980s and 1990s, which is supported by observations at the Boulder station (Oltmans et al., 2000) . Model results for the 1970s indicate lowest water vapour mixing ratios without a visible trend and decreasing mixing ratios in the 1960s, whereas the values in the early 1960s are similar to those of the late 1990s. We explain these changes of water vapour mixing ratios with a corresponding behaviour of the cold-point temperature (not shown), which modifies the transport of water vapour from the troposphere into the stratosphere: A decrease of the coldpoint temperature is found from 1960 until the early 1970s (i.e. around 1 K) and an increase of approximately 0.5 K is calculated from the beginning 1980s to 1999. Based on the currently available model results we speculate, although we cannot definitely conclude on the basis of this analysis, that long-term changes of the cold-point temperature are a consequence of solar activity fluctuations (i.e., via changes in photolysis rates, ozone production and concentration, net heating rates).
An additional parameter which is reportedly influenced by long-term changes of solar activity is the duration of the stratospheric summer circulation at northern mid-and high latitudes (Offermann et al., 2004) . They showed on the basis of meteorological analyses (e.g. NCEP, Berlin data) that the duration of summer (i.e., number of days with zonal mean east winds in 50 • to 80 • N and 60 • to 80 • S at 10 and 30 hPa) decreases in the 1980s and 1990s by about 10 to 20 days (depending on latitude and altitude), whereas the length of summer increases in the 1960s and 1970s by the same order of magnitude. It seems plausible that the changes found in the 1980s and 1990s may have something to do with the anthropogenic greenhouse effect and the depletion of stratospheric ozone, which both lead to a more persistent polar vortex in winter. But this explanation does not hold for the description of changes found in the 1960s and 1970s. An analysis of summer duration in the E39/C transient simulation indicates a qualitatively similar behaviour as described in Offermann et al. (2004) . On the basis of this result, we conclude that although solar activity is not the major driver of long-term changes of dynamical and chemical values and parameters in the lower stratosphere, it might have a stronger impact on stratospheric composition and circulation than previously expected.
We are aware that the evidence of solar variability effects in the transient simulation cannot be demonstrated convincingly by the few parameters reviewed here. Probably, as experience with conventional climate models without chemistry shows (e.g. Stott et al., 2002) , an ensemble of transient simulations will be necessary to establish significant signals. This certainly holds for studies dealing with the proposed interaction between solar cycle and QBO to modify the northern hemisphere stratospheric circulation (Labitzke and van Loon, 1988) . However, results presented here indicate that signals in chemical parameters (like water vapour and ozone) are likely to exist. Hence it appears worthwhile to extend our coupled CCM studies with simulations using offline chemistry (e.g. Matthes et al., 2003) to clarify the role of chemical feedbacks for dynamical changes.
Summary and discussion
It is noteworthy to which extent the temporal and spatial development of atmospheric parameters in the transient E39/C CCM simulation matches with several observed features. On the one hand it is not surprising that the model is able to reasonably reproduce mean conditions and seasonal, interannual and long-term variability, since former investigations based upon E39/C time-slice experiments (e.g. Hein et al., 2001; Schnadt et al., 2002; Austin et al., 2003) already indicate the capabilities of the coupled model system. On the other hand, it is not self-evident that a number of transient features and trends agree well in space and time with observations, especially as we have only one realisation of the 40-year time series available and, thus, could not reduce the stochastic component of the dynamics by ensemble averaging. The most remarkable examples are identified in the temporal development of ozone anomalies (Fig. 4) : Consecutive cold and stable Northern Hemisphere winters in the stratosphere during the first half of the 1990s connected with low ozone columns; weak ozone hole events in 1986 and 1988; Southern Hemisphere mid-latitude anomalies in the years 1985, 1989, 1991/1992, and 1996 . A possible explanation is that the prescribed SST, containing specific anomaly events (e.g., El Niño, La Niña), is a major driver for changes in planetary wave activity, which has a strong influence on the dynamics of the stratosphere, e.g., the Brewer-Dobson circulation. Additionally, the QBO filters waves propagating to the tropical stratosphere and modulates wave dynamics in the stratospheric wave guide. The reproduction of the positive water vapour trend in the lower stratosphere during the 1980s and 1990s is very encouraging for a more detailed study of the underlying cause and effect relationship. Changes in solar radiation due to the 11-year solar activity cycle is, evidently, another source for variations in the dynamical and chemical state of the simulated atmosphere, calling for specific sensitivity experiments.
The importance of the QBO and solar activity cycle for stratospheric dynamics has been discussed for many years (e.g. Holton and Tan, 1980; Dameris and Ebel, 1990; Holton and Austin, 1991; Labitzke and van Loon, 2000) . It is generally agreed that both influence to a large part the dynamical behaviour of the stratosphere, and therefore also the transport of tracers which impacts the chemical composition. The examples of E39/C results presented in this paper confirm that it is necessary to consider all major forcing mechanisms to obtain a realistic variability of dynamical and chemical values and parameters. The picture is not as suggestive for the role of the SST. Schnadt and Dameris (2003) showed that E39/C is able to reproduce the observed correlation of the North Atlantic Oscillation (NAO) pattern and the Northern Hemisphere polar winter vortex: In the positive NAO phase the stratospheric vortex is stronger and colder than in the negative NAO phase. In the troposphere, the positive NAO phase is associated with an enhanced variance across the North Atlantic storm track whereas the negative NAO phase is suggestive of blocking. It was demonstrated that the vertical propagation of stationary (transient) planetary waves is reduced (enhanced) during the positive NAO phase, which clearly shows the link between SST and stratospheric dynamics. Multi-annual sensitivity simulations of 20 years each with the Met Office Unified Model have been investigated by Braesicke and Pyle (2004) . For their experiments they changed the prescribed SSTs. They found that the appearance of extreme events in the Northern Hemisphere winter stratosphere is rather linked to the representation of SSTs than it is to ozone. The significance of interannual variability in SSTs on stratospheric dynamics and ozone was demonstrated. Therefore, the underlying SST is at least partly responsible for tropospheric circulation changes, certainly modifying the generation and propagation of planetary waves, which have an important influence on stratospheric dynamics.
Outlook
The results discussed in this paper indicate where differences between model and observations are still obvious and where a detailed investigation of realistically simulated variability and trend components appear promising in order to improve the understanding of underlying processes and feedbacks. Such complementary investigations will be discussed in further papers, as they require a more dedicated and detailed analysis of correlations and interactions, also including parameters for which long-term observations lack. Additional sensitivity experiments with the same model system may also be required for such studies but considering the computational demands of CCMs those cannot be provided in this study.
