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Abstract
We prove the log-Brunn-Minkowski conjecture for convex bodies with symme-
tries to n independent hyperplanes, and discuss the equality case and the unique-
ness of the solution of the related case of the logarithmic Minkowski problem. We
also clarify a small gap in the known argument classifying the equality case of the
log-Brunn-Minkowski conjecture for unconditional convex bodies.
1 Introduction
The classical Brunn-Minkowski inequality and the so called Minkowski problem form the
core of various areas in fully nonlinear partial differential equations, probability, additive
combinatorics and convex geometry (see Schneider [85], Trudinger, X.-J. Wang [89] and
Tao, Vu [88]). For recent related work in the theory of valuations, algorithmic theory
and the Gaussian setting, see say Jochemko, Sanyal [51], Kane [52], Gardner, Gronchi
[38] and Gardner, Zvavitch [39]. Extending it, the rapidly developing new Lp-Brunn-
Minkowski theory initiated by Lutwak [69], have become main research areas in modern
convex geometry and geometric analysis.
The classical Minkowski’s existence theorem due to Minkowski and Aleksandrov de-
scribes the so called surface area measure SK of a convex body K (the case p = 1)
where the regularity of the solution is well investigated by Nirenberg [76], Cheng and
Yau [23], Pogorelov [78] and Caffarelli [16]. After the first major results about the Lp-
Brunn-Minkowski inequality and Lp-Minkowski problem for a range of p by Firey [35],
Lutwak [69], Chou, Wang [24] and Hug, Lutwak, Yang, Zhang [47], the recent papers
Kolesnikov, Milman [62], Bianchi, Bo¨ro¨czky, Colesanti, Yang [5] Chen, Huang, Li [20],
Ivaki [49] present new developments.
The cone volume measure or L0 surface area measure VK on S
n−1, originating from
the paper Gromov and Milman [40], has become an indispensable tool in the last decades
(see say Barthe, Gue´don, Mendelson, Naor [4], Naor [74], Paouris, Werner [77], Bo¨ro¨czky,
Henk [9]). If a convex body K contains the origin, then its cone volume measure is
∗This research was partially supported by National Research, Development and Innovation Office,
NKFI KH 129630, K 132002.
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dVK =
1
n
hK dSK where hK is the support function of K and the total measure is the
volume of K. In particular, the corresponding Monge-Ampe`re equation on the sphere is
h det(∇2h+ h Id) = nf. (1)
Following partial results by Chou, Wang [24], B. He, G. Leng, K. Li [42], M. Henk, A.
Schu¨rman, J.M. Wills [44], Stancu [86], Xiong [92] the paper Bo¨ro¨czky, Lutwak, Yang,
Zhang [12] characterized even cone volume measures by the so called subspace concentra-
tion condition. However, the characterization of the cone volume measure of non-origin
symmetric convex bodies is wide open. While Chen, Li, Zhu [21] have recently verified
that the subspace concentration condition is sufficient to ensure that a measure on Sn−1
is a cone volume measure, not even a meaningful conjecture is known about the right
necessary conditions. All what is known concerning characterization is that Bo¨ro¨czky,
Hegedu˝s [8] characterized the restriction of a cone volume measure to an antipodal pair
of points.
In order to characterize uniqueness of an even cone volume measure, Bo¨ro¨czky, Lut-
wak, Yang, Zhang [11] proposed the logarithmic Brunn-Minkowski conjecture Conjec-
ture 1 in the even case. First we recall the Brunn-Minkowski inequality, which states
that for every pair of convex bodies K and L in Rn, and for every λ ∈ (0, 1), one has
V ((1− λ)K + λL)
1
n ≥ (1− λ)V (K)
1
n + λV (L)
1
n , (2)
with equality if and if K and L are homothetic (i.e. L = γK + x for γ > 0, x ∈ Rn); or,
equivalently
V ((1− λ)K + λL) ≥ V (K)1−λV (L)λ (3)
with equality if and only if K and L are translates. See Gardner [36] or Schneider [85] for
more details. Analytically, the Brunn-Minkowski inequality has numerous realizations as
a Poincare-type inequality (see, e.g. Colesanti [25], Colesanti, Hug, Saorin-Gomez [28],
Colesanti, Livshyts, Marsiglietti [26], Kolesnikov, Milman [60]), which approach also led
to its strenthening by Figalli, Maggi, Pratelli [33] and Figalli, Jerison [34].
If the shapes of K and L are substantially different, then the Brunn-Minkowski in-
equality may provide a really bad estimate, which may be insufficient for certain applica-
tions. Below we describe a few conjectures robustly strengthening the Brunn-Minkowski
inequality.
For λ ∈ (0, 1), the geometric mean of the origin symmetric convex bodies K and L is
λ ·K+0(1−λ) ·L := {x ∈ R
n : 〈x, u〉 ≤ hλK(u)h
1−λ
L (u) ∀u ∈ S
n−1} ⊂ λK+(1−λ)L, (4)
where 〈·, ·〉 is the standard scalar product in Rn. The following possible strengthening
of the Brunn-Minkowski inequality is widely known as log-Brunn-Minkowski conjecture
(see Bo¨ro¨czky, Lutwak, Yang, Zhang [11] for the origin symmetric case).
Conjecture 1 (log-Brunn-Minkowski Conjecture). For any pair K and L of convex
bodies in Rn, there exist zK ∈ intK and zL ∈ intL such that for any λ ∈ (0, 1), we have
V ((1− λ) · (K − zK) +0 λ · (L− zL)) ≥ V (K)
1−λV (L)λ (5)
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where zK = zL = o if K and L are origin symmetric. In addition, equality holds if
and only if K = K1 + . . . + Km and L = L1 + . . . + Lm for compact convex sets
K1, . . . , Km, L1, . . . , Lm of dimension at least one where
∑m
i=1 dimKi = n and Ki and
Li are homothetic, i = 1, . . . , m.
We note that the choice of the right translates is important in Conjecture 1 according
to the examples by Nayar, Tkocz [75].
Conjecture 1 was verified in the plane R2 by Xi, Leng [91], zK and zL depend both
on K and L. However, one would conjecture that zK and zL can be chosen to be the
centroid of K and L, but this stronger conjecture is open even in the plane.
In the origin symmetric case, equivalent formulation of Conjecture 1 is the log-
Minkowski conjecture according to Boroczky, Lutwak, Yang, Zhang [11].
Conjecture 2 (Log-Minkowski conjecture). If K and L are origin symmetric convex
bodies in Rn, n ≥ 2, then ∫
Sn−1
log
hL
hK
dVK ≥
V (K)
n
log
V (L)
V (K)
, (6)
with equality as in Conjecture 1.
The argument in [12] yields that for o-symmetric convex bodies with smooth boundary,
uniqueness of the cone volume measure is equivalent to the log-Minkowski conjecture
(see Section 6). In particular, uniqueness of the cone volume measure of o-symmetric
convex bodies with C∞+ boundary implies the log-Brunn-Minkowski and log-Minkowski
conjectures (without the characterization of equality) for any o-symmetric convex bodies.
Let us summarize what is known about the Log-Brunn-Minkowski Conjecture 1 and
Log-Minkowski Conjecture 2. Concerning planar bodies, Boroczky, Lutwak, Yang, Zhang
[11] verified both conjectures in origin symmetric case, and Xi, Leng [91] proved Conjec-
ture 1 in full generality. Turning to higher dimensions, besides the cases of unconditional
convex bodies (see below) and complex bodies by Rotem [82], these conjectures are proved
when K is closed to be an ellipsoid in the sense of Hausdorff metric by a combination
of the local estimates by Kolesnikov, Milman [62] and the use of the continuity method
in PDE by Chen, Huang, Li [20]. Another even more recent proof of this result based
on Alexandrov’s approach of considering the Hilbert-Brunn-Minkowski operator for poly-
topes and [62] is due to Putterman [81].
We say that a set X ⊂ Rn is invariant under A ∈ GL(n), if AX = X . Recall, a
set X is unconditional with respect to a fixed orthonormal basis e1, . . . , en of R
n if it is
symmetric through each coordinate hyperplane e⊥i . We will use the symbol ⊕ instead of
+ between sets, when the sets lie into orthogonal components of Rn.
The Log-Brunn-Minkowski Conjecture 1 and Log-Minkowski Conjecture 2 were veri-
fied for unconditional convex bodies (in a slightly stronger form for coordinatewise prod-
ucts, see the Appendix Section 7) by several authors like Bollobas, Leader [6] and Cordero-
Erausquin, Fradelizi, Maurey [29] even before the log-Brunn-Minkowski conjecture was
stated, and the equality case was described by Saroglou [83]. Actually, the paper [83]
3
contains a small gap concerning the equality case, and we clarify the argument in the
Appendix Section 7.
Theorem 1 (Bollobas-Leader, Cordero-Erausquin-Fradelizi-Maurey, Saroglou). If K and
L are unconditional convex bodies in Rn with respect to the same orthonormal basis and
λ ∈ (0, 1), then
V ((1− λ) ·K +0 λ · L) ≥ V (K)
1−λV (L)λ. (7)
In addition, equality holds if and only if K = K1 ⊕ . . . ⊕ Km and L = L1 ⊕ . . . ⊕ Lm
for unconditional compact convex sets K1, . . . , Km, L1, . . . , Lm of dimension at least one
where Ki and Li are dilates, i = 1, . . . , m.
In this paper we show the log-Brunn-Minkowski Conjecture for pairs of bodies that
have a more general symmetry assumption than unconditional. This is when K and L are
invariant under A1, ..., An ∈ GL(n) which acts identicaly into some (n − 1)-dimensional
linear subspaces H1, ..., Hn such that ∩
n
i=1Hi = {o} and there are ui ∈ S
n−1 \ Hi with
Ai(ui) = −ui. Such a map Ai is called a linear reflection (obviously detAi = −1).
Equivalently, A ∈ GL(n) is a linear reflection if and only if Ax = x for x in a (n − 1)-
dimensional linear subspace H , A 6= Idn and A
2 = Idn (see Davis [30], Humphreys [48],
Vinberg [90]). We observe that a linear reflection A ∈ GL(n) is a classical ”orthogonal”
reflection if and only if A ∈ O(n).
Note that the symmetry assumption on K and L in Theorem 1 is that for a fixed
orthonormal basis e1, · · · , en, both K and L are invariant under the orthogonal reflections
through e⊥1 , . . . , e
⊥
n .
Theorem 2. Let λ ∈ (0, 1). If A1, . . . , An are linear reflections such that H1∩ . . .∩Hn =
{o} holds for the associated hyperplanes H1, . . . , Hn, and the convex bodies K and L are
invariant under A1, . . . , An, then
V ((1− λ) ·K +0 λ · L) ≥ V (K)
1−λV (L)λ.
In addition, equality holds if and only if K = K1 + . . . + Km and L = L1 + . . . + Lm
for compact convex sets K1, . . . , Km, L1, . . . , Lm of dimension at least one and invariant
under A1, . . . , An where
∑m
i=1 dimKi = n and Ki and Li are homothetic, i = 1, . . . , m.
The type of symmetry as in Theorem 2 has already occured in Barthe and Fradelizi
[3], who proved the Mahler conjecture under the same symmetry assumptions, and in
Barthe, Cordero-Erausquin [2], who bounded the isotropic constant. This project also
builds on the approach of [3].
Let us list various consequences of Theorem 2. We observe that Theorem 2 settles the
log-Brunn-Minkowski conjecture for convex bodies invariant under the symmetry group
of a regular polytope.
Corollary 1. Let λ ∈ (0, 1). If G is the group of symmetries of a regular polytope P
centered at the origin o in Rn, and the convex bodies K and L are invariant under G,
then
V ((1− λ) ·K +0 λ · L) ≥ V (K)
1−λV (L)λ.
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According to Boroczky, Lutwak, Yang, Zhang [11], the L0-sum is invariant under
linear tranfromations (see also (22) in Section 4). Thus for any subgroup G ⊂ GL(n,R),
if K and L are convex bodies containing the origin in their interior and invariant under
G, then the same holds for (1− λ) ·K +0 λ · L for any λ ∈ (0, 1). Therefore, Theorem 2
and the method of [11] imply the following (see Theorem 10 in Section 6).
Theorem 3. Let λ ∈ (0, 1). If A1, . . . , An are linear reflections such that H1∩ . . .∩Hn =
{o} holds for the associated hyperplanes H1, . . . , Hn, and the convex bodies K and L are
invariant under A1, . . . , An, then∫
Sn−1
log
hL
hK
dVK ≥
V (K)
n
log
V (L)
V (K)
with equality as in Theorem 2.
Remark If in addition, V (K) = V (L) in Theorem 3, then∫
Sn−1
log hL dVK ≥
∫
Sn−1
log hK dVK ,
Via the method of Saroglou [84] (see Section 5), we obtain the analogue of Theorem 2
for the Gaussian measure γ where dγ(x) = 1
(2pi)n
exp(−‖x‖
2
2
) dx.
Theorem 4. Let λ ∈ (0, 1). If H1 ∩ . . . ∩ Hn = {o} holds for the linear hyperplanes
H1, . . . , Hn, and the convex bodies K and L are invariant under the orthogonal reflections
through H1, . . . , Hn, then
γ((1− λ) ·K +0 λ · L) ≥ γ(K)
1−λγ(L)λ.
Remark Actually, Theorem 4 holds for any log-concave measure with rotationally sym-
metric density in place of the Gaussian density (see Theorem 9 in Section 5).
Theorem 2 together with Proposition 1 in Livshyts, Marsiglietti, Nayar, Zvavitch [67]
immediately imply the following concerning the conjecture of Gardner, Zvavitch [39] (see
also Kolesnikov, Livshyts [59] for recent partial results concerning the Gardner-Zvavitch
conjecture).
Theorem 5. Let λ ∈ (0, 1). If H1 ∩ . . . ∩ Hn = {o} holds for the linear hyperplanes
H1, . . . , Hn, and the convex bodies K and L are invariant under the orthogonal reflections
through H1, . . . , Hn, then
γ((1− λ)K + λL)
1
n ≥ (1− λ)γ(K)
1
n + λ γ(L)
1
n .
Concerning uniqueness of cone-volume measure, we have the following statement re-
sulting from Theorem 3 and the method of Bo¨ro¨czky, Lutwak, Yang, Zhang [11] that was
dealing with o-symmetric convex bodies (see Section 6).
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Theorem 6. Let A1, . . . , An be linear reflections such that H1 ∩ . . .∩Hn = {o} holds for
the associated hyperplanes H1, . . . , Hn. For convex bodies K and L are invariant under
A1, . . . , An, we have VK = VL if and only if V (K) = V (L) and K = K1 + . . . + Km
and L = L1 + . . . + Lm for compact convex sets K1, . . . , Km, L1, . . . , Lm of dimension
at least one and invariant under A1, . . . , An where
∑m
i=1 dimKi = n and Ki and Li are
homothetic, i = 1, . . . , m.
According to Chen, Li, Zhu [21], for general convex bodies, no analogue of Theorem 6
can be expected, fow example, VK = VL may hold for two non-homothetic convex bodies
K and L with smooth boundary.
Concerning the organization of the paper, after some preparation, we prove our main
result Theorem 2 in Section 4. Out of the consequences of Theorem 2, Section 5 discusses
Theorem 4, and its more general version Theorem 9. In addition, Theorem 3 and Theo-
rem 6 are verified in Section 6. Finally, we discuss the proof of Theorem 1 and the small
correction in the argument characterizing the equality case in the Appendix Section 7.
2 Preliminaries
In this section, we collect some definitions and we give a proof of a known fact about
regular polytopes which it will be used later.
In Euclidean n-space we denote by 〈·, ·〉 the standard inner product, by | · | the Eu-
clidean norm, by V (·) the volume (Lebesgue measure) and by Hk the k-dimensional
Hausdorff measure. We denote by Bn2 and S
n−1 the Euclidean unit ball and sphere in Rn
respectively. A subset K in Rn we denote with ∂K and relintK the relative boundary
and the relative interior respectively.
The support function hK : R
n → R of a compact convex set K in Rn is defined, for
x ∈ Rn, by
hK(x) = max{〈x, y〉 : y ∈ K}.
Note that support functions are positively homogeneous of degree one and subadditive.
A boundary point x ∈ ∂K is said to have a unit outer normal (vector) u ∈ Sn−1 provided
〈x, u〉 = hK(u).
A point x ∈ ∂K is called smooth boundary point if the unit outer normal is unique. We
denote by ∂′K the set of all smooth boundary points. It is well known that the set of all
non-smooth points of a convex body has Hn−1-measure equal to 0.
The spherical image map
νK : ∂
′K → Sn−1
send every smooth boundary point to its unique outer unit normal.
For any n independent vectors u1, · · · , un ∈ R
n \ 0, the convex cone C generated by
their positive hull
C = pos{u1, · · · , un} (8)
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is called simplicial convex cone with apex the origin. We demote by C∗ the positive polar
C∗ = pos{u∗1, . . . , u
∗
n}
where 〈ui, u
∗
j〉 = 0 if i 6= j and 〈ui, u
∗
i 〉 > 0. For i = 1, · · · , i, the facets of C are
Fi = pos{{u1, · · · , un} \ {ui}},
and the walls of C are the linear subspaces
Wi = lin{{u1, · · · , un} \ {ui}}.
For i = 1, · · · , n, let xi ∈ S
n−1 be an exterior normal to Fi, namely 〈xi, uj〉 = 0 for i 6= j
and 〈xi, ui〉 < 0 . It follows that
C = {x ∈ Rn : 〈xi, x〉 ≤ 0 for i = 1, · · · , n}. (9)
Note that the orthogonal reflection RefWi through the wall Wi of C is x 7→ x−2〈xi, x〉xi.
We denote the group of linear isometries of Rn by O(Rn) = O(n). For a convex body
K ⊆ Rn, we denote the group of symmetries of K; namely, the group of linear isometries
of K by
O(K) = {g ∈ O(Rn) : gK = K}.
A flag of an n-dimensional polytope P is a n-tuple F = (F0, . . . , Fn−1) where Fi is
i-dimensional face of P and Fi ⊆ Fi+1, i = 0, . . . , n − 1. A polytope P is called regular
polytope if O(P ) acts transitively on its flags. This is, for every two flags F1,F2 of P
there is g ∈ O(P ) such that gF1 = F2.
A chamber ∆ of a polytope P on a flag F = (F0, . . . , Fn−1) is the simplex
∆ = conv{c(F0), · · · , c(Fn−1), c(P )}
where with c(·) we denote the centroid, where for a k-dimensional compact convex set
F ⊂ Rn is defined by
c(F ) =
1
Hk(F )
∫
F
x dHk(x).
Note that any convex set has its centroid in its relative interior. Also, it follows from
induction on the dimension that a regular polytope P can be written as
P =
⋃
i∈I
∆i,
where ∆i, i ∈ I are the chambers of P , and in addition, int∆i ∩ int∆j = ∅ for i 6= j. Note
that the symmetry group of a regular polytope O(P ) acts transitively on its chambers,
since any isometry of P sends a centroid of a face to the centroid of some congruent face.
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Proposition 1. Let P be an n-dimensional regular polytope in Rn and ∆ be a chamber
of P . The following hold true:
(i) IfW0, · · · ,Wn−1 are the walls (the affine hull of facets of ∆ that contain the centroid
of P ) of ∆, then
〈RefW0, · · · ,RefWn−1〉 = O(P ).
where RefWi is the orthogonal reflections through affWi, i = 1 · · · , n− 1.
(ii) If intg∆ ∩ int∆ 6= ∅ for some g ∈ O(P ), then g∆ = ∆.
(iii) 〈x− u, y − u〉 ≥ 0 for x, y ∈ ∆.
Proof. (i) We use induction on the dimension. In the plane, we can see that the
symmetry group of a m-gon, m ≥ 3, is generated by the two reflection through
the walls of any chamber. Now in dimension n, we denote with F = (F0, · · · , Fn−1)
the flag of P corresponds to the chamber ∆ and we label with W0, · · · ,Wn−1 the
walls of ∆ so that Wi does not contain the centroid c(Fi) of Fi. We denote by
S∆ := 〈RefW0 , · · · ,RefWn−1〉
We also write S∆′ for the group generated by the orthogonal reflections through the
walls of the chamber ∆′.
We observe that S∆ ⊂ O(P ) follows from the construction of regular polytopes.
The other inclusion, S∆ ⊃ O(P ), follows from the following two Steps.
Step 1. If L1,L2 are two flags of the (regular polytope) facet Fn−1 then there is
g ∈ S∆ such that gL1 = L2 and gFn−1 = Fn−1:
The facet Fn−1 is a (n−1)−dimensional regular polytope and ∆∩Fn−1 is a chamber
on it. By induction hypothesis,
S ′ := 〈RefW0∩Fn−1, · · · ,RefWn−2∩Fn−1〉 = O(Fn−1).
where RefWi∩Fn−1 is the orthogonal reflection in affFn−1 through the Wi ∩ affFn−1.
So, there is g′ ∈ S ′ such that g′L1 = L2. Now g
′ is the composition of some
reflections as above and we condider g ∈ S∆ from g
′ by replacing each RefWi∩Fn−1
by RefWi. We observe that
RefWi∩Fn−1(x) = RefWi(x)
for x ∈ Fn−1, i = 1, · · · , n− 2. This implies that gL1 = L2 and gFn−1 = Fn−1.
Step 2. If Gn−1 is a facet of P then there is g ∈ S∆ such that gFn−1 = Gn−1:
There is a sequence Ni of facets of P such that Fn−1 = N0, · · · , Nm = Gn−1 and
Ni ∩ Ni+1 is a (n− 2)-face of P , i = 0, · · · , m− 1. From that we can find another
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sequence of chambers ∆0,∆
′
0,∆1,∆
′
1, · · · ,∆m,∆
′
m where ∆0 = ∆, also, ∆i,∆
′
i are
on the same facet Ni (the corresponding flags have last term the facet Ni) and
∆′i,∆i+1 share a common facet (the j-faces of the flags corresponding to ∆
′
i,∆i+1
coincide for j = 1. · · · , n − 2). We notice that Step 1 also shows that there gi ∈
S∆i such that gi∆i = ∆
′
i. In addition, there is g
′
i ∈ S∆′i such that g
′
i∆
′
i = ∆i+1,
i = 0, · · · , m − 1, by taking as g′i the only reflection through the wall of ∆
′
i that
does not contain the centroid c(Ni) of Ni. So it is enough to prove that S∆i = S∆′i
and S∆′i = S∆i+1. Both follows from the property, for every chamber ∆ and every
g ∈ S∆,
S∆ = Sg∆. (10)
since gi∆i = ∆
′
i and g
′
i∆
′
i = ∆i+1 for gi ∈ S∆i and g
′
i ∈ S∆′i. Now to show (10),
we repeat W0, · · · ,Wn−1 are the walls of ∆ and so gW0, · · · , gWn−1 are the walls of
g∆. We observe,
RefgWi = gRefWig
−1.
for any i = 1, · · · , n− 1. This implies Sg∆ ⊂ S∆. By symmetry, we have S∆ ⊂ Sg∆,
as well.
Step 3. We take g ∈ O(P ) and denote by G = (G0, · · · , Gn−1) the flag of P
which gF = G. From Step 2 there is g1 ∈ S∆ such that g1Gn−1 = Fn−1. Hence
g1G = (g1G0, · · · , g1Gn−1, Fn−1). From Step 1 there is g2 ∈ S∆ such that g2g1G =
(F1, · · · , Fn−1) = F . Now, since S∆ ⊂ O(P ) we have that g and (g1g2)
−1 belongs
to O(P ) and send the flag F to the flag G. This implies g(c(Fi)) = (g1g2)
−1(c(Fi))
and so g(x) = (g1g2)
−1(x) for x ∈ ∆. Last, ∆ has non empty interior, so from the
linearity of g and (g1g2)
−1 we have that g = (g1g2)
−1 ∈ S∆.
(ii) We denote with u := c(P ) the centroid of P . We write F = (F0, · · · , Fn−1) the flag
corresponds ot ∆. Since g ∈ O(P ), g∆ is a chamber of P which correspond to the
flag F = (gF0, · · · , gFn−1). We observe, for A,B ⊂ ∂P we have
int[u,A] ∩ int[u,B] = ∅ if and only if relintA ∩ relintB = ∅ (11)
where [u,A] is the union of the line segments [u, x] over all x ∈ A, similar [u,B].
Now, we can write ∆ = [u,∆ ∩ Fn−1] and g∆ = [u, g∆ ∩ gFn−1]. Hypothesis and
(11) implies that the relative interiors of ∆ ∩ Fn−1 and g∆ ∩ gFn−1 are not empty
and hence the same holds true for the relative interiors of Fn−1 and gFn−1. Since
gFn−1 is a facet of P we conclude to Fn−1 = gFn−1 =: F . It is enough to show,
relint(F ∩∆) ∩ relint(F ∩ g∆) 6= ∅, (12)
because on the one hand, induction hypothesis on the dimension implies F ∩∆ =
F ∩ g∆ and on the other hand, ∆ and g∆ is the convex hull of n + 1 points where
they have common point the centroid u of P and the rest points belongs to F . Both
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give ∆ = g∆. To show (12) we assume that the intersection is empty. From that
there is an (n−2) dimensional hyperplane H in affF where it separates the relative
interiors of F ∩∆ and F ∩ g∆. We consider the hyperplane H¯ = affconv{u,H} in
R
n. We can write ∆ = conv{u, F ∩∆} and g∆ = conv{u, F ∩ g∆}. Therefore H¯
separates ∆ and g∆ so int∆ ∩ intg∆ = ∅ which is contradiction.
(iii) We can assume that P is a centered regular polytope. We need to show 〈x, y〉 ≥ 0
for x, y ∈ ∆. In dimension two we can see that it is true for any m-gon, m ≥ 3 and
any chamber of it. Again we write F = (F0, · · · , Fn−1) the flag corresponds to the
chamber ∆. We consider the (n−1)-dimensional subspaceM = aff(Fn−1)−c(Fn−1).
We observe that M ⊥ c(Fn−1) which follows from the fact that the P is a centered
regular polytope and so the distance d(0, Fn−1) = |c(Fn−1)|. Then the orthogonal
projection PM(Fn−1) of Fn−1 onto M is a centered (n − 1)-dimensional regular
polytope. By induction hypothesis we have 〈x, y〉 ≥ 0 for x, y ∈ PM(∆). Consider,
T =
⋃
t≥0
PM(∆) + tc(Fn−1).
We observe that, ∆ ⊆ T . Again, since c(Fn−1) ⊥M we have 〈x, y〉 ≥ 0 for x, y ∈ T
and this conclude the proof.
3 Suitable cone for convex bodies with symmetries
The goal of this chapter is to prove the following statement:
Proposition 2. If K be a convex body invariant under the orthogonal reflections A1, . . . , An
and H1∩ . . .∩Hn = {o} holds for the associated hyperplanes H1, . . . , Hn, then there exist
a simplicial convex cone C such that:
(i) K is invariant under
H := 〈RefWi : Wi wall of C , i = 1, · · · , n〉
the group of transformations generated by the orthogonal reflections through the
walls Wi of C
(ii) There are g1, · · · , gl ∈ H so that R
n is decomposed into
R
n =
l⋃
i=1
giC.
(iii) For a map Φ ∈ GL(n) which Φ(C) = Rn+, we have that the unconditional set K¯
defined by K¯ ∩ Rn+ = Φ(K ∩ C) is unconditional convex body.
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The proof of Proposition 2 is based on the following Proposition 3 by Barthe and
Fradelizi.
Given isometries gl ∈ O(R
nl), l = 1, · · · , k, we consider the isometry g1 × · · · × gk
defined on Rn1 × · · · × Rnk by
(g1 × · · · × gk)(x1, · · · , xk) = (g1(x1)× · · · × gk(xk)).
For subgroups Gl ⊆ O(R
nl), l = 1, · · · , k, we define the direct product as a subset of
O(Rn), n =
∑
l nl, by the formula
G1 × · · · ×Gk = {g1 × · · · × gk : gi ∈ Gi}.
For a group G that acts on Rn, we denote by Fix(G) = {x ∈ Rn : gx = x for all g ∈ G}
the set of points which are fixed by the whole group. Also, for a compact set K in Rn,
we set R(K) = {idRn} if K has no symmetry that is an orthogonal reflection through
a hyperplane, and set R(K) to be the closure (in O(Rn)) of the group of orthogonal
transformations generated by the orthogonal reflections that are symmetries of K. For
the following notation, if E is a subspace of Rn we denote by O(E) the subset of O(Rn)
which acts identically on E⊥. When P is a lower dimensional convex compact set in Rn
containing the origin and E = linP , then we denote by O(P ) the elements of O(Rn) ∩
O(E) which keep P invariant. This allows to use the following symbol × in (13) by
considering O(P ) as a subset of O(RdimE).
Proposition 3. Let K be a compact set in Rn such that Fix(R(K)) = {o}. Then there
exist an orthogonal decomposition Rn = E1 ⊕ · · · ⊕ Ek and convex sets Pα ⊆ Eα, α =
1, · · · , k where Pα = [−1, 1] is line segment if dim(Eα) = 1, regular polygon if dim(Eα) =
2 and regular simplex if dim(Eα) ≥ 3 such that
O(P1)× · · · × O(Pk) ⊆ R(K). (13)
Note that, O([−1, 1]) = {−IdR, IdR}. So, A is unconditional set if it is invariant
under the direct product
O([−1, 1])× · · · × O([−1, 1]).
Lemma 1. Let K and Pα, α = 1, · · · , k be as in the Proposition 3. Fix a chamber ∆α
of Pα, α = 1, · · · , k, and consider the simplicial convex cone C = pos(∆1 ⊕ · · · ⊕∆k). If
G := O(P1)× · · · × O(Pk) and H is the group generated from the orthogonal reflections
through the walls of C, then we have
(i) G = H;
(ii) ∪{gC : g ∈ H} = Rn, and hence intC 6= ∅;
(iii) if intgC ∩ intC 6= ∅ for a g ∈ H, then gC = C;
(iv) 〈x, y〉 ≥ 0 for x, y ∈ C.
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Proof. (i) For α = 1, · · · , k, denote Cα = pos∆α and dα = dimEα. Write Cα =
pos{eα,1, · · · , eα,dα} and C = pos ∪
k
α=1 {eα,1, · · · , eα,dα}. Let uα,i ∈ S
n−1 ∩ Eα be
exterior unit normal vector to the wall pos{eα,1, · · · , eα,dα} \ {eα,i} of Cα, namely
〈uα,i, eα,j〉 = 0 for i 6= j and 〈uα,i, eα,i〉 < 0. Obviously, walls of C are u
⊥
α,i, α =
1, · · · , k, i = 1, · · · , dα, since the chambers lies into orthogonal components of R
n.
Denote A a reflection through the hyperplane u⊥α,i. On the one hand, A(Pα) = Pα
and on the other hand, for β 6= α, A(Pβ) = Pβ, since Pβ ⊆ u
⊥
α,i. Therefore,
the reflections through the walls of C belongs to G, thus H ⊆ G. For the other
inclusion, take g = (g1, · · · , gk) ∈ G. Proposition 1 (i) implies, gα belongs to the
group genereted from reflections through the walls of Cα. So, (1, · · · , gα, · · · , 1) ∈ H .
Then g ∈ H .
(ii) Write x ∈ Rn as x = x1 + · · · + xk where xα ∈ Eα. Take λα ≥ 0 such that
λαxα ∈ Pα. Then there is gα ∈ O(Pα) such that λαxα ∈ gα∆α. Hence xα ∈
pos(gα∆α) = gαpos(∆α). Therefore for g = (g1, . . . , gk) ∈ G we have x ∈ gC and
from (i), g ∈ H .
(iii) Assume intgC ∩ intC 6= ∅ for g = (g1, · · · , gk) ∈ H . Then int⊕
k
i=1 gαCα ∩ intCα 6= ∅
where gα ∈ O(Pα). The same hold true with ∆α instead of Cα. This, implies
gα∆α = ∆α for all α = 1, · · · , k. Therefore gC = C.
(iv) This follows from Proposition 1(iii) and the fact that the chambers ∆α lies into
orthogonal components Eα of R
n.
Lemma 2. Let K be a convex body in Rn. Assume that there is a simplicial convex cone
C with apex the origin such that K is invariant with respect to the orthogonal reflections
through the walls of C. Then for x ∈ ∂′K ∩ C we have νK(x) ∈ C.
Proof. As in (8) and (9), we write the cone C as C = pos{u1, . . . , un} and C = {z ∈
R
n : 〈z, xj〉 ≤ 0, j = 1, . . . , n} for independent u1, . . . , un ∈ S
n−1 and x1, . . . , xn ∈ S
n−1
satisfying 〈xj, ui〉 = 0 for j 6= i and 〈xj, uj〉 < 0 for j = 1, . . . , n.
For x ∈ ∂′K ∩ C and j ∈ {1, · · · , n}, we show that
〈νK(x), xj〉 ≤ 0.
From convexity, K is contained to the halfspace
K ⊆ {z ∈ Rn : 〈z, νK(x)〉 ≤ hK(νK(x))}. (14)
From hypothesis, K is symmetric with respect to the wall Wj := lin{u1, · · · , un} \ {uj}
of C, so RefWj (x) ∈ K and therefore
〈x,RefWj(νK(x))〉 = 〈RefWj(x), νK(x)〉 ≤ hK(νK(x)) = 〈x, νK(x)〉.
This implies,
〈x,RefWj(νK(x))− νK(x)〉 ≤ 0
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and writting x ∈ C as x =
∑n
i=1 λiui where λi ≥ 0 we have
n∑
i=1
λi〈ui,RefWj(νK(x))− νK(x)〉 ≤ 0. (15)
We notice that the vector RefWj(νK(x))− νK(x) is perpendicular to Wj and therefore to
any ui with i 6= j, so since λj ≥ 0 (15) becomes,
〈uj,RefWj(νK(x))〉 ≤ 〈uj, νK(x)〉,
and therefore
〈RefWj(uj)− uj, νK(x)〉 ≤ 0. (16)
The vectors RefWj(uj)− uj and xj are perpendicular to the hyperplane Wj and also we
have 〈RefWj(uj) − uj, xj〉 > 0. So, there is λ > 0 such that λxj = RefWj(uj) − uj .
Substituting this to (16) we conclude to 〈νK(x), xj〉 ≤ 0, which implies νK(x) ∈ C since
j was arbitrary.
Lemma 3. Let K be a convex body in Rn. Assume that there is a simplicial convex cone
C with apex the origin such that 〈x, y〉 ≥ 0 for every x, y ∈ C and K is invariant with
respect to the orthogonal reflections through the walls of C. Let Φ ∈ GL(n) such that
ΦC = Rn+. Then the unconditional set K¯ defined by K¯∩R
n
+ = Φ(K ∩C) is unconditional
convex body.
Proof. To show the convexity of K¯, we claim that it is enough to show,
z ∈ ∂′Φ(K) ∩ Rn+ ⇒ νΦ(K)(z) ∈ R
n
+ (17)
This is enough, because it implies
n∏
i=1
[− | zi |, | zi |] ∩ R
n
+ ⊆ Φ(K) ∩ R
n
+ (18)
for any z = (z1, · · · , zn) ∈ ∂
′Φ(K) ∩ Rn+. The inclusion (18) holds also true for any
z ∈ Φ(K) ∩ Rn+ since any convex body can be written as the intersection of supporting
halfspaces corresponds to smooth boundary points. Therefore, from the definition of K¯,
we have
∏n
i=1[− | zi |, | zi |] ⊆ K¯ for any z ∈ K¯ ∩ R
n
+. Now, for x, y ∈ K¯ and λ ∈ (0, 1),
the vectors (|x1|, · · · , |xn|), (|y1|, · · · , |yn|) belong to the convex set K¯∩R
n
+ = Φ(K)∩R
n
+,
so their convex combination as well, hence
(1− λ)x+ λy ∈
n∏
i=1
[−|(1− λ)xi + λyi|, |(1− λ)xi + λyi|]
⊆
n∏
i=1
[−((1− λ)|xi|+ λ|yi|), (1− λ)|xi|+ λ|yi|]
⊆K¯
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Now to show (17), on the one hand, we claim
Φ−tC ⊆ Rn+. (19)
For this, we consider the positive polar
C∗ = {x : 〈x, y〉 ≥ 0 for each y ∈ C},
which satisfies C ⊂ C∗ by the condition on C. Therefore
Φ−tC ⊂ Φ−tC∗ = (AC)∗ = (Rn+)
∗ = Rn+. (20)
On the other hand, for x ∈ ∂′K we have Φ−tνK(x) is the exterior normal at Φ(x) ∈
∂′(ΦK), namely
|Φ−tνK(x)|νΦK(Φx) = Φ
−tνK(x). (21)
To see that, one can see,
hΦK(Φ
−tνK(x)) = hK(νK(x)).
Therefore
hΦK
(
Φ−tνK(x)
|Φ−tνK(x)|
)
=
〈
Φx,
Φ−tνK(x)
|Φ−tνK(x)|
〉
which implies (21).
Now, since K is invariant with respect to the orthogonal reflections through the walls
of C, for x ∈ ∂′K ∩ C, Lemma 2 implies νK(x) ∈ C. Last, together with (19) and (21)
we have νΦ(K)(Φ(x)) ∈ R
n
+ for x ∈ ∂
′K ∩ C.
Now we are ready to give the proof of Proposition 2
Proof of Proposition 2. Since FixR(K) = {o}, Proposition 3 gives a orthogonal decom-
position of Rn = E1 ⊕ · · · ⊕Ek and regular polytopes Pα ⊆ Eα, α = 1, · · · , k such that
G := O(P1)× · · · × O(Pk) ⊂ R(K).
We pick a chamber ∆i of Pi and then we consider the simplicial cone
C = pos(∆1 ⊕ · · · ⊕∆k).
We denote by
H := 〈RefWi :Wi wall of C , i = 1, · · · , n〉
the group of transformations generated by the orthogonal reflections through the walls
Wi of C. Proposition 2 (i) comes from
H = G ⊂ R(K) ⊂ O(K),
where the equality is Lemma 1 (i) and the last inclusion is obvious. Now, Proposition 2
(ii) follows from (ii) and (iii) of Lemma 1. Last, from Lemma 1 (iv) we have 〈x, y〉 ≥ 0
for x, y ∈ C. Together with (i) of Proposition 2, we can apply Lemma 3 and we have
Proposition 2 (iii).
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4 Log-Brunn-Minkowski inequality for convex bodies with symmetries
We note that the logarithmic sum is linear invariant; namely, if Φ ∈ GL(n,R), then
Φ[(1 − λ) ·K +0 λ · L] = (1− λ) · Φ(K) +0 λ · Φ(L). (22)
This is based on the fact, hΦ(K)(u) = hK(Φ
t(u)). Therefore if K and L are two convex
bodies in Rn unvariant under G ⊆ O(Rn), then (1− λ) ·K +0 λ · L is invariant under G.
Theorem 7. Let λ ∈ (0, 1). If A1, . . . , An are orthogonal reflections such that H1 ∩ . . .∩
Hn = {o} holds for the associated hyperplanes H1, . . . , Hn, and the convex bodies K and
L are invariant under A1, . . . , An, then
V ((1− λ) ·K +0 λ · L) ≥ V (K)
1−λV (L)λ. (23)
In addition, equality hold if and only if K and L are dilates or K = K1 ⊕ · · · ⊕ Km
and L = L1 ⊕ · · · ⊕ Lm for compact convex sets Ki, Li invariant under Ai, Ki = ciLi
for some positive real numbers ci,i = 1, · · · , m and they have dimension at least one and∑m
i=1 dimKi = n.
Proof. From Proposition 2 there is a simplicial convex cone C, a group H and some
g1, · · · , gl ∈ H with the properties (i)(ii)(iii) for both K and L. Let Φ ∈ GL(n) with
Φ(C) = Rn+. From the linearity of the logaritmic sum and Proposition 2(ii),
V ((1− λ) ·K +0 λ · L) =
l∑
i=1
V (giC ∩ [(1− λ) ·K +0 λ · L]), (24)
where gi ∈ H . From (i) of Proposition 2, K and L are unvariant under H , so the L0-sum
of K and L is invariant under H as well, therefore, i = 1, · · · , l
V (C ∩ [(1− λ) ·K +0 λ · L]) = V (giC ∩ [(1− λ) ·K +0 λ · L]). (25)
Let K¯ and L¯ the unconditionals sets defined by K¯∩Rn+ = Φ(K∩C) and L¯∩R
n
+ = Φ(L∩C)
respectively. Proposition 2(iii) implies that K¯ and L¯ are unconditional convex bodies.
We claim
V (Rn+ ∩ [(1− λ) · Φ(K) +0 λ · Φ(L)]) = V (R
n
+ ∩ [(1− λ) ·K +0 λ · L]). (26)
To see this, set
A =
⋂
u∈Sn−1∩C
{x ∈ C : 〈x, u〉 ≤ hK(u)
1−λhL(u)
λ}
B =
⋂
u∈Sn−1∩Rn
+
{x ∈ Rn+ : 〈x, u〉 ≤ hK¯(u)
1−λhL¯(u)
λ}.
Observe that Φ(A) = B. This comes from the facts, hΦ(K)(u) = hK¯(u) for u ∈ R
n
+,
hΦK(Φ
−tu) = hK(u) for u ∈ S
n−1, the same for L and Φtu ∈ C for u ∈ Rn+. The convex
bodies K and L are invariant under the reflections through the walls of C and K and L
under the reflections through the coordinates hyperplanes as well, so
A =C ∩ [(1− λ) ·K +0 λ · L]
B =Rn+ ∩ [(1− λ) ·K +0 λ · L]
and this shows (26).
From (24), (25), (26) and Logarithmic Brunn Minkowski inequality for unconditional
convex bodies,
V ((1− λ) ·K +0 λ · L) =lV (C ∩ [(1− λ) ·K +0 λ · L])
=
l
|detΦ|
V (Rn+ ∩ [(1− λ) · Φ(K) +0 λ · Φ(L)])
=
l
|detΦ|
V (Rn+ ∩ [(1− λ) · K¯ +0 λ · L¯])
=
l
2n|detΦ|
V ((1− λ) · K¯ +0 λ · L¯)
≥
l
2n|detΦ|
V (K¯)1−λV (L¯)λ (27)
=V (K)1−λV (L)λ.
Assume that K and L satisfy equality in (23). From (27) equality hold true for the
unconditionals convex bodies K¯ and L¯. Therefore, Theorem 1 implies that, either K¯ = λL¯
for some λ > 0 or K¯ = K¯1 ⊕ · · · ⊕ K¯m and L¯ = L¯1 ⊕ · · · ⊕ L¯m, where K¯β and L¯β are
unconditionals convex sets, K¯β = ciL¯β for some cβ > 0, β = 1, · · · , m. The first case
implies that K and L are dilates as well, since
K =
l⋃
i=1
gi(K ∩ C) =
l⋃
i=1
gi ◦ Φ
−1(K¯ ∩ Rn+) =
l⋃
i=1
gi ◦ Φ
−1(λL¯ ∩ Rn+) = λ
l⋃
i=1
gi(L ∩ C) = λL.
For the other case, let us repeat the notation that we used in the proof of Theorem 2.
We wrote Rn = ⊕kα=1Eα, we denote ∆α a chamber of the regular polytope Pα ⊂ Eα and
C = ⊕kα=1Cα the simplicial convex cone with components Cα = pos∆α. Let also denote
by E¯β = linK¯β , β = 1, · · · , m and obviously R
n = ⊕mβ=1E¯β.
We claim that each E¯β , is the direct sum of some Eα, namely
E¯β = ⊕α∈IβEα (28)
for some Iβ ⊆ {1, · · · , k}. Suppose that it is not true. This means that there are
β ∈ {1, · · · , m} and α ∈ {1, · · · , k} such that
1 ≤ dim(E¯β ∩ Eα) < dimEα. (29)
We take a unit outer normal vector u to K¯β at x ∈ ∂K¯β∩relintE¯β,+. Set, K¯0 = ⊕
m
i=1,i 6=βK¯i
and E¯0 = linK¯0. We take y ∈ relint(K¯0)∩ intE¯0,+. Then, u is unit outer normal to K¯ at
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x + y ∈ ∂K¯ ∩ intRn+. By the second observation in Lemma 3, Φ
tu is outer normal to K
at Φ−1(x+ y) ∈ ∂K ∩ intC. Therefore, Lemma 2 implies,
Φtu ∈ C.
We denote Cα = pos∆α the positive hull of ∆α. From our assumption (29), dimCα =
dimEα ≥ 2. Proposition 1 (iii) implies 〈x, y〉 > 0 for x, y ∈ Cα, hence Cα \ 0 ⊆ relintC
∗
α
where C∗α is the positive polar of Cα in Eα. Therefore
PEαΦ
tu ∈ relintC∗α (30)
where PEα is the orthogonal projection onto Eα. Now we write E¯β ∩Eα = lin{e1, · · · , er}
and E¯β = lin{e1, · · · , et}. Since K¯β is unconditional convex set, Lemma (2) implies
u ∈ E¯β,+, so
u =
r∑
j=1
sjej +
t∑
j=r+1
sjej
for some sj ≥ 0. Obviously, the first sum belongs to Eα while the second to E
⊥
α . Now,
we can assume Φ(Eα) = Eα for all α = 1, · · · , k, since the components of C are already
orthogonal. Then, Φt(Eα) = Eα and Φ
t(E⊥α ) = E
⊥
α as well. Now we write,
Φtu =
r∑
j=1
sjΦ
t(ei) +
t∑
j=r+1
sjΦ
t(ei).
We observe that the first sum belongs to C∗α because, Φ(Cα) = Eα,+ and therefore (see
(20)) Φ−tC∗α = Eα,+ while the second sum obviously belongs to E
⊥
α . From our assumption
(29), we have r < dimEα = dimCα which means Φ
tu ∈ ∂C∗α \ 0 + E
⊥
α . So
PEαΦ
tu ∈ ∂C∗α
and this contradicts with (30) and the claim is done.
Now, there are g1, · · · , gl ∈ H (see Proposition 2(ii)) such that
K =
l⋃
i=1
giK ∩ C (31)
Since Φ(Eα) = Eα, α = 1, · · · , k, claim (28) implies, Φ(E¯β) = E¯β, β = 1, · · · , m, so
K ∩ C = Φ−1(K¯ ∩ Rn+) = Φ
−1(⊕mβ=1K¯β ∩ E¯β,+) = ⊕
m
β=1Φ
−1(K¯β ∩ E¯β,+). (32)
We observe that, any reflection R through a wall of C = pos∆1,⊕ · · · ⊕ pos∆k can be
written as R = (R1, · · · , Rk) where Rα is a reflection trough a wall of pos∆α, α = 1, · · · , k.
Therefore, again from claim (28) we can write R = (R¯1, · · · , R¯m) where R¯β ∈ O(E¯β) is
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a reflection through a wall of ⊕α∈Aipos∆α, i = 1, · · · , m. Since compositions of these
reflections compose gi, together with (31) (32),
K =
l⋃
i=1
gi(⊕
m
β=1Φ
−1(K¯β ∩ E¯β,+))
=
l⋃
i=1
(g¯i,1, · · · , g¯i,m)(⊕
m
β=1Φ
−1(K¯β ∩ E¯β,+))
where gi,β ∈ O(E¯β) for any i = 1, · · · , l and β = 1, . . . , m. Obviously, gi,β acts identically
into the orthogonal component of E¯β in R
n, hence acts identically to any other E¯s with
s 6= β. So, since Φ(E¯β) = E¯β,
K =
l⋃
i=1
⊕mβ=1g¯i,β(Φ
−1(K¯β ∩ E¯β,+))
= ⊕mβ=1
l⋃
i=1
g¯i,β(Φ
−1(K¯β ∩ E¯β,+))
Completely analogous,
L = ⊕mβ=1
l⋃
i=1
g¯i,β(Φ
−1(L¯β ∩ E¯β,+)).
Last, we have that K¯β = cβL¯β so K and L have m dilated vector summands.
We are ready to prove Theorem 2. For the reader’s convenience, we recall Theorem 2
as Theorem 8.
Theorem 8. Let λ ∈ (0, 1). If A1, . . . , An are linear reflections such that H1∩ . . .∩Hn =
{o} holds for the associated hyperplanes H1, . . . , Hn, and the convex bodies K and L are
invariant under A1, . . . , An, then
V ((1− λ) ·K +0 λ · L) ≥ V (K)
1−λV (L)λ. (33)
In addition, equality holds if and only if K = K1 + . . . + Km and L = L1 + . . . + Lm
for compact convex sets K1, . . . , Km, L1, . . . , Lm of dimension at least one and invariant
under A1, . . . , An where
∑m
i=1 dimKi = n and Ki and Li are homothetic, i = 1, . . . , m.
Proof. From John’s Theorem there exists a unique ellipsoid E of minimal volume such
thatK ⊂ E. Let Φ ∈ GL(n) where Φ(E) = Bn2 . Obviously Φ(K),Φ(L) areBi := ΦAiΦ
−1
invariant. Now, on the one hand B2i is the identity and on the other hand uniqueness of
John Theorem implies BiB
n
2 = B
n
2 , since Φ(K) ⊆ Φ(E) = B
n
2 and Φ(K) = BiΦ(K) ⊆
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BiB
n
2 . Therefore, the linear transformations Bi are orthogonal reflections through Φ(Hi).
Linearity of the logarithmic sum and Theorem 7 implies,
V ((1− λ) ·K +0 λ · L) =
1
| detΦ |
V ((1− λ) · Φ(K) +0 λ · Φ(L))
≥
1
| detΦ |
V (Φ(K))1−λV (Φ(L))λ
=V (K)1−λV (L)λ
Here, equality for K,L in (33) implies equality for Φ(K),Φ(L). From Theorem 7, either
Φ(K) and Φ(L) are dilates or Φ(K) = K ′1 ⊕ · · · ⊕K
′
m and Φ(L) = L
′
1 ⊕ · · · ⊕ L
′
m where
K ′i = ciL
′
i for some ci > 0. Therefore, either K and L are dilates or the convex sets
Ki = Φ
−1(K ′i) and Li = Φ
−1(L′i), i = 1, · · · , m, are the dilated vector summands of K
and L.
5 From log-B.M. for Lebesgue measure to log-B.M. with e−φ(x)dx where φ(x)
is any rotationally invariant convex function
A function f : Ω → [0,∞) on a convex subset Ω ⊂ Rn is callled log-concave if f((1 −
s)x + sy) ≥ f(x)1−sf(y)s for any s ∈ [0, 1] and x, y ∈ Ω; namely, if f = e−φ(x) for a
convex function φ : Rn → R ∪∞. Analogously, a measure ν on Rn is called log-concave
if dν(x) = f(x) dx for a log-concave function f on Rn.
We note that Saroglou [84] proved that on the class of o-symmetric convex bodies
Kne , the logarithmic-Brunn-Minkowski inequality for the Lebesgue measure implies the
logarithmic-Brunn-Minkowski inequality for any log-concave measure. In other words,
according to Theorem 3.1 in [84], if (7) holds for any K,L ∈ Kne , then for any even
convex φ : Rn → (−∞,∞] function, we have∫
λ·K+0(1−λ)·L
e−φ(x)dx ≥
(∫
K
e−φ(x)dx
)λ( ∫
L
e−φ(x)dx
)1−λ
for any K,L ∈ Kne .
However, the proof of Theorem 3.1 in [84] does not actually use o-symmetry but
somewhat weaker for log-concave measures with rotational symmetry. Let ϕ(x) = ψ(‖x‖)
for a convex function ψ : [0,∞) → (−∞,∞], and let G be the subgroup generated by
orthogonal reflections through the linear hyperplanes H1, . . . , Hn withH1∩. . .∩Hn = {o},
and hence if M is a convex body invariant under G, then M ∩ {φ ≤ r} is also invariant
under G for any r > φ(o) = ψ(0). It follows that if K and L are convex bodies invariant
under G, then all bodies used in the proofs of Lemma 3.7 and Theorem 3.1 in [84] are also
invariant under G; therefore, the argument by Saroglou [84] yields the following theorem
implying Theorem 4 in the case ψ(t) = t2.
Theorem 9. Let λ ∈ (0, 1), let ϕ(x) = ψ(‖x‖) for a convex function ψ : [0,∞) →
(−∞,∞] and let dν(x) = ε−φ(x) dx be the corresponding log-concave measure on Rn. If
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H1 ∩ . . . ∩ Hn = {o} holds for the linear hyperplanes H1, . . . , Hn, and the convex bodies
K and L are invariant under the orthogonal reflections through H1, . . . , Hn, then
ν((1− λ) ·K +0 λ · L) ≥ ν(K)
1−λν(L)λ.
6 The Log-Minkowski Theorem and the Uniqueness of the cone volume mea-
sure under symmetry
Given Theorem 2 and (22), Theorem 10 below yields Theorem 3. For the proof, we need
the classical Alexandrov Lemma (see Lemma 2.1 in [11] or Lemma 7.5.3 in Schneider
[85]).
Lemma 4 (Alexandrov). Let ht : S
n−1 → (0,∞) be continuous for t ∈ [0, 1) such that the
limit limt→0+
ht(u)−h0(u)
t
= h′0(u) exists and uniform in u ∈ S
n−1. Then the Wulff-shape
Wt = ∩u∈Sn−1{x ∈ R
n; 〈x, u〉 ≤ ht(u)} for t ∈ [0, 1) satisfies
lim
t→0+
V (Wt)− V (W0)
t
=
1
n
∫
Sn−1
h′0(u) dSW0(u).
Theorem 10. Let C be a class of convex bodies containing the origin in their interior
such that C is closed under dilation and the L0-sum (i.e. (1− λ) ·K +0 λ ·L ∈ C for any
K,L ∈ C, λ ∈ [0, 1]), and
V ((1− λ) ·K +0 λ · L) ≥ V (K)
1−λV (L)λ (34)
holds for any K,L ∈ C. Then∫
Sn−1
log
hL
hK
dVK ≥
V (K)
n
log
V (L)
V (K)
for any K,L ∈ C with equality if and only if V (1
2
·K +0
1
2
· L) = V (K)1/2V (L)1/2.
Proof. We can assume that V (K) = V (L) = 1, and hence the inequality to prove is∫
Sn−1
log hL dVK ≥
∫
Sn−1
log hL dVK . (35)
For λ ∈ [0, 1], we consider the function
f(λ) = V (Qλ)
where Qλ = (1− λ) ·K +0 λ · L.
First we prove that f(λ) is log-concave. On the one hand, for λ, σ, τ ∈ [0, 1] and
α = (1− λ)σ + λτ , we observe that,
(1− λ) ·Qσ +0 λ ·Qτ ⊂ (1− α) ·K +0 α · L
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since the support function of a Wulff shape W is at most the function that is used in the
definition of W (see 2.10 in [11]); in particular,
h1−λQσ h
λ
Qτ ≤ (h
1−σ
K h
σ
L)
1−λ(h1−τK h
τ
L)
λ = h1−αK h
α
L.
On the other hand, log-Brunn-Minkowski inequality hold true for any pair Qσ and Qτ
with σ, τ ∈ [0, 1] because Qσ, Qτ ∈ C. These two observations give,
logf((1− λ)σ + λτ) = logf(α)
= logV (Qα)
≥ logV ((1− λ)Qσ +0 λ ·Qτ )
≥ logV (Qσ)
1−λlogV (Qτ )
λ
= (1− λ)logf(σ) + λlogf(τ),
verifying that f(λ) is log-concave.
Since f(λ) is log-concave on [0, 1], it has righ hand sided deivative f ′+(λ) for λ ∈ [0, 1),
and left hand sided deivative f ′−(λ) for λ ∈ (0, 1]. In addition, f(0) = f(1) = 1 and (34)
yields that f(λ) ≥ f(0) for λ ∈ (0, 1); therefore, f ′+(0) ≥ 0.
We apply Lemma 4 to ht(u) = hK(u)
1−thL(u)
t, and hence
h′0(u) = hK(u) log
hL(u)
hK(u)
.
It follows from f ′+(0) ≥ 0, K = Q0 and Lemma 4 that
0 ≤ f ′+(0) = lim
λ→0+
V (Qλ)− V (Q0)
λ
=
1
n
∫
Sn−1
hK(u) log
hL(u)
hK(u)
dSK(u) =
∫
Sn−1
log
hL
hK
dVK .
In turn, we conclude (35).
Since f(λ) is log-concave and f(0) = V (K) = V (L) = f(1), if f(1
2
) = V (1
2
·K+0
1
2
·L) =
1, then f is constant, and hence f ′+(0) = 0. Therefore, we have equality in (35).
Finally, if equality holds in (35), then f ′+(0) = 0, thus the log-concavity of f and
f(0) = f(1) yields that f is constant, which in turn yields that
V (1
2
·K +0
1
2
· L) = f(1
2
) = f(0) = V (K)1/2V (L)1/2,
completing the proof of Theorem 10.
Now we recall the argument in Boroczky, Lutwak, Yang, Zhang [11] to prove Theo-
rem 6 in the slightly more general form of Theorem 11.
Theorem 11. Let C be a class of convex bodies containing the origin in their interior
such that C is closed under dilation and the L0-sum, and
V ((1− λ) ·K +0 λ · L) ≥ V (K)
1−λV (L)λ (36)
holds for any K,L ∈ C. If VK = VL for K,L ∈ C, then V (
1
2
·K+0
1
2
·L) = V (K)1/2V (L)1/2.
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Proof. We deduce from VK = VL and the log-Minkowski inequality Theorem 10 that∫
Sn−1
loghLdVL =
∫
Sn−1
loghLdVK ≥
∫
Sn−1
loghKdVK =
∫
Sn−1
loghKdVL
≥
∫
Sn−1
loghLdVL.
Thus we have equality in Theorem 10, proving V (1
2
·K +0
1
2
· L) = V (K)1/2V (L)1/2.
7 Appendix - Equality case in the log Brunn-Minkowski inequality for un-
conditional convex bodies
This section is dedicated to the proof of the equality case of Theorem 1 from [83], and cor-
rect a slight mistake in [83]. In particular, we show the case if K and L are unconditional
convex bodies and
V ((1− λ) ·K +0 λ · L) = V (K)
1−λV (L)λ, (37)
then K and L have dilated vector summands as described in Theorem 1. For the conve-
nience of the reader, we review the whole argument.
The classical coordinatewise product of two unconditional convex bodies K and L in
R
n is
K1−λ ·Lλ = {(±|x1|
1−λ|y1|
λ, . . . ,±|xn|
1−λ|yn|
λ) : (x1, . . . , xn) ∈ K and (y1, . . . , yn) ∈ L}.
We recall the following well-known facts where (i) is due to Bollobas, Leader [6], and (ii)
is due to Saroglou [83].
Lemma 5 (Bollobas-Leader, Cordero-Erausquin-Fradelizi-Maurey, Saroglou). If K and
L are unconditional convex bodies in Rn with respect to the same orthonormal basis and
λ ∈ (0, 1), then
(i) K1−λ · Lλ is and unconditional convex body;
(ii) K1−λ · Lλ ⊂ (1− λ)K +0 λL.
Proof. For (i), we observe that if ti ≥ |zi| for i = 1, . . . , n and (t1, . . . , tn) ∈ K
1−λ · Lλ,
then
(z1, . . . , zn) ∈ K
1−λ · Lλ. (38)
Now if s ∈ (0, 1), p = (p1, . . . , pn) ∈ K
1−λ ·Lλ and p˜ = (p˜1, . . . , p˜n) ∈ K
1−λ ·Lλ, then there
exist x = (x1, . . . , xn) ∈ K ∩ R
n
+, x˜ = (x˜1, . . . , x˜n) ∈ K ∩ R
n
+, y = (y1, . . . , yn) ∈ L ∩ R
n
+
and y˜ = (y˜1, . . . , y˜n) ∈ K ∩R
n
+ such that |pi| = x
1−λ
i y
λ
i and |p˜i| = x˜
1−λ
i y˜
λ
i for i = 1, . . . , n.
Therefore first applying the the triangle and secondly the Ho¨lder inequality yield that if
i = 1, . . . , n, then
|(1− s)pi + sp˜i| ≤ (1− s)|pi|+ s |p˜i| = (1− s)x
1−λ
i y
λ
i + s x˜
1−λ
i y˜
λ
i
≤ ((1− s)xi + s x˜i)
1−λ((1− s)yi + sy˜i)
λ. (39)
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Combining (38), (39) and the convexity of K and L implies that (1−s)p+s p˜ ∈ K1−λ ·Lλ,
verifying (i).
For (ii), if u = (u1, . . . , un) ∈ S
n−1 and (z1, . . . , zn) ∈ K
1−λ · Lλ, then there exist
x = (x1, . . . , xn) ∈ K ∩ R
n
+ and y = (y1, . . . , yn) ∈ L ∩ R
n
+ such that |zi| = x
1−λ
1 y
λ
i
for i = 1, . . . , n. Therefore for u˜ = (|u1|, . . . , |un|) ∈ S
n−1, it follows from the Ho¨lder
inequality that
〈z, u〉 ≤
n∑
i=1
x1−λi y
λ
i |ui| ≤
(
n∑
i=1
xi|ui|
)1−λ( n∑
i=1
yi|ui|
)λ
≤ hK(u˜)
1−λhL(u˜)
λ = hK(u)
1−λhL(u)
λ,
proving (ii).
Next Bollobas, Leader [6] and Cordero-Erausquin, Fradelizi, Maurey [29] proved (40),
and the equality case was clarified by Saroglou [83]. The argument is based on the
Prekopa-Leindler inequality (proved in various forms by Prekopa [79, 80], Leindler [64],
Borell [7] and Brascamp, Lieb [15]) whose equality case was clarified by Dubuc [31]
(see the survey Gardner [36]). We note that integration is always with respect to the
Lebesgue measure in Rn in this section. We recall that f : Rn → R+ is log-concave if
f((1− s)x+ s y) ≥ f(x)1−sf(y)s holds for any s ∈ (0, 1) and x, y ∈ Rn.
Theorem 12 (Prekopa, Leindler). If integrable f, g, h : Rn → R+ and λ ∈ (0, 1) satisfy
that h((1− λ)x+ λ y) ≥ f(x)1−λg(y)λ for any x, y ∈ Rn, then
∫
Rn
h ≥
(∫
Rn
f
)1−λ(∫
Rn
g
)λ
,
and if equality holds and
∫
Rn
f > 0 and
∫
Rn
g > 0, then there exist a > 0 and b ∈ Rn such
that
g(x) = a f(x+ b) and h(x) = aλf(x+ λ b)
for Lebesgue almost all x ∈ Rn; moreover, f is log-concave.
Given an orthonormal basis e1, . . . , en ofR
n and t1, . . . , tn > 0, we write Φ = diag [t1, . . . , tn]
to denote the positive definite diagonal matrix with Φei = tiei, i = 1, . . . , n. In addition,
for η ∈ R, we set Φη = diag [tη1, . . . , t
η
n].
Theorem 13 (Bollobas-Leader, Cordero-Erausquin-Fradelizi-Maurey, Saroglou). IfK1, K2
are unconditional convex bodies in Rn with respect to the same orthonormal basis and
λ ∈ (0, 1), then
V (K1−λ1 ·K
λ
2 ) ≥ V (K1)
1−λV (K2)
λ. (40)
In addition, equality holds if and only if there exists a positive definite diagonal matrix Φ
such that K2 = ΦK1.
Remark If K2 = ΦK1 for a positive definite diagonal matrix Φ, then K
1−λ
1 ·K
λ
2 = Φ
λK1.
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Proof. Let K0 = K
1−λ
1 ·K
λ
2 , and let us consider the log-concave functions
fi(x1, . . . , xn) = 1Ki(e
x1, . . . , exn)ex1+...+xn for i = 0, 1, 2,
and the open sets
Ωi = {(x1, . . . , xn) ∈ R
n : (ex1, . . . , exn) ∈ intKi} for i = 0, 1, 2.
For i = 0, 1, 2, we have∫
Rn
fi =
∫
Ωi
ex1+...+xndx1 . . . dxn = V (Ki ∩ (0,∞)
n) = V (Ki)/2
n, (41)
and definition of the coordinatewise product yields
f0((1− λ)x+ λ y) ≥ f1(x)
1−λf2(y)
λ for x, y ∈ Rn.
Therefore the condition in the Prekopa-Leindler inequality Theorem 12 is satisfied, and
we deduce that
V (K0)
2n
=
∫
Rn
f0 ≥
(∫
Rn
f1
)1−λ(∫
Rn
f2
)λ
=
(
V (K1)
2n
)1−λ(
V (K2)
2n
)λ
,
proving (40).
Let us assume that we have equality in (40), and hence also in the corresponding
Prekopa-Leindler inequality. In particular, there exists a > 0 and b ∈ Rn such that
1K1(e
x1 , . . . , exn)ex1+...+xn = f1(x) = af2(x+ b) = a1K2(e
x1+b1, . . . , exn+bn)ex1+b1+...+xn+bn
for Lebesgue almost all (x1, . . . , xn) ∈ R
n. Since fi is continuous on Ωi and on R
n\(cl Ωi)
for i = 1, 2, it follows that
1K1(e
x1 , . . . , exn) = aeb1+...+bn1K2(e
x1+b1 , . . . , exn+bn)
for each (x1, . . . , xn) ∈ Ω1 and (x1, . . . , xn) ∈ R
n\(cl Ω1); therefore, ae
b1+...+bn = 1 and
intK2∩R
n
+ = Φ(intK1∩R
n
+) for Φ = diag[e
−b1 , . . . , e−bn ]. In turn, we concludeK2 = ΦK1.
On the other hand, if K2 = ΦK1 for a positive definite diagonal matrix Φ, then readily
K1−λ1 ·K
λ
2 = Φ
λK1, and we have equality in (40).
We say that a non-trivial proper linear subspace ξ of Rn is a coordinate subspace if
it is spanned by a proper subset of the given orthonormal basis of Rn.
Lemma 6 (Folklore). Let K be an unconditional convex body in Rn, and let ξ1, . . . , ξm,
m ≥ 2 be non-trivial complementary coordinate subspaces who together span Rn. Then
νK(∂
′K) ⊂ ξ1∪ . . .∪ξm if and only if there exist unconditional compact convex set Ki ⊂ ξi
for i = 1, . . . , m such that K = K1 ⊕ . . .⊕Km.
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Proof. IfK = K1⊕. . .⊕Km for some unconditional compact convexKi ⊂ ξi, i = 1, . . . , m,
then
∂′K =
m⋃
i=1
(
relbdKi ⊕
⊕
j 6=i
relintKj
)
,
which in turn yields that νK(∂
′K) ⊂ ξ1 ∪ . . . ∪ ξm.
Next we assume that νK(∂
′K) ⊂ ξ1 ∪ . . . ∪ ξm. For any i = 1, . . . , m, let us consider
the unconditional convex compact set
Ki = {x ∈ ξi : 〈u, x〉 ≤ hK(u) for all u ∈ ξi ∩ νK(∂
′K)} .
Since νK(∂
′K) ⊂ ξ1 ∪ . . . ∪ ξm implies
K =
⋂
u∈νK(∂′K)
{x : 〈u, x〉 ≤ hK(u)} =
m⋂
i=1
(
Ki + ξ
⊥
i
)
,
we conclude that K = K1 ⊕ . . .⊕Km.
The upcoming Lemma 7 is the only novel contribution of this manuscript about char-
acterizing the equality case (37) of the log-Brunn-Minkowski inequality for unconditional
convex bodies. When proving the analogue of Lemma 7, Saroglou [83] assumed that if
an unconditional convex body K can’t be written as the direct sum of at least two lower
dimensional unconditional compact convex sets, then there exists x ∈ ∂′K such that each
coordinate of νK(x) is positive. However, this property may not hold. Say let n ≥ 3, and
let
K =
{
(x1, . . . , xn) ∈ R
n :
n−1∑
i=1
x2i ≤ 1 and
n∑
i=2
x2i ≤ 1
}
.
In this case,
νK(∂
′K) =
{
(u1, . . . , un) ∈ S
n−1 : u1un = 0
}
;
therefore, there exists no x ∈ ∂′K such that each coordinate of νK(x) is positive on the
one hand, and Lemma 6 yields that K can’t be written as the direct sum of at least two
lower dimensional unconditional compact convex sets on the other hand.
Lemma 7. Let K be an unconditional convex body in Rn, and let Φ be a positive definite
diagonal matrix with eigenspaces ξ1, . . . , ξm, m ≥ 2 where the eigenvalues corresponding
to ξi and ξj are different if i 6= j. If V ((1−λ)K+0λ(ΦK)) = V (K)
1−λV (ΦK)λ for some
λ ∈ (0, 1), then K = K1 ⊕ . . . ⊕Km where Ki ⊂ ξi is an unconditional compact convex
set for i = 1, . . . , m.
Proof. Since V (K)1−λV (ΦK)λ = (det Φλ)V (K), and
ΦλK = K1−λ · (ΦK)λ ⊂ (1− λ)K +0 λ(ΦK)
according to Lemma 5, we deduce from Lemma 13 that
ΦλK = (1− λ)K +0 λ(ΦK). (42)
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We prove Lemma 7 by contradiction; therefore, according to Lemma 6, we suppose
that there exists a u = (u1, . . . , un) ∈ νK(∂
′K)\(∪mi=1ξi). Since K is unconditional, we
may assume that u ∈ Rn+. Let e1, . . . , en be the orthonormal basis of R
n. Possibly after
reindexing, we may also assume that e1 ∈ ξ1 and u1 > 0; moreover, en ∈ ξm and un > 0.
Let Φei = tiei for ti > 0, i = 1, . . . , m. Since e1 ∈ ξ1 and en ∈ ξm, we have t1 6= tn;
therefore,
neither u nor Φ−1 u is parallel to v = Φ−λu. (43)
As K is unconditional and u ∈ νK(∂
′K), we have u = νK(x) for some x = (x1, . . . , xn) ∈
R
n
+ ∩ ∂
′K. As x is a smooth boundary point and u1, un > 0, it follows that x1, xn > 0.
We observe that v = Φ−λu is an exterior normal at the smooth boundary point Φλx
of ΦλK. Combining this property with (42) and the definition of the L0-sum yields that
〈v,Φλx〉 = hK(v)
1−λhΦK(v)
λ. (44)
On the other hand, νK(x) = u for x ∈ ∂
′K and νΦK(Φx) = Φ
−1u for Φx ∈ ∂′(ΦK), we
deduce from (43) that
〈v, x〉 < hK(v) and 〈v,Φx〉 < hΦK(v).
In particular, the Ho¨lder inequality yields that
〈v,Φx〉 =
n∑
i=1
uixi ≤
(
n∑
i=1
t−λi uixi
)1−λ( n∑
i=1
t1−λi uixi
)λ
= 〈v, x〉1−λ〈v,Φx〉λ
< hK(v)
1−λhΦK(v)
λ.
This contradicts (44), and proves Lemma 7.
Finally, we characterize the equality case of Theorem 1.
Proposition 4. If K and L are unconditional convex bodies in Rn with respect to the
same orthonormal basis and λ ∈ (0, 1), then
V ((1− λ) ·K +0 λ · L) = V (K)
1−λV (L)λ, (45)
holds if and only if K = K1 ⊕ . . . ⊕ Km and L = L1 ⊕ . . . ⊕ Lm for unconditional
compact convex sets K1, . . . , Km, L1, . . . , Lm of dimension at least one, m ≥ 1 where∑m
i=1 dimKi = n and Ki and Li are dilates, i = 1, . . . , m.
Proof. On the one hand, if we have K and L as described after (45), then there exists
a positive definite diagonal matrix Φ such that L = ΦK and (1 − λ)K +0 λL = Φ
λK;
therefore, we have (45).
On the other hand, if (45) holds, then we deduce from Lemma 5 and Lemma 13 that
that
V (K1−λ · Lλ) = V (K)1−λV (L)λ.
According to Lemma 13, there exists a positive definite diagonal matrix Φ such that
L = ΦK. Finally Lemma 7 completes the proof of Proposition 4.
Acknowledgement We are grateful for helpful discussions with Franck Barthe and
Martin Henk.
26
References
[1] M. Alexander, M. Henk, A. Zvavitch, A discrete version of Koldobsky’s slicing in-
equality, submitted.
[2] F. Barthe, D. Cordero-Erausquin: Invariances in variance estimates. Proc. Lond.
Math. Soc., (3) 106 (2013), 33-64.
[3] F. Barthe, M. Fradelizi: The volume product of convex bodies with many hyperplane
symmetries, Amer. J. Math., 135 (2013), 311-347.
[4] F. Barthe, O. Gue´don, S. Mendelson, A. Naor, A probabilistic approach to the ge-
ometry of the lnp -ball. Ann. of Probability, 33, 480-513 (2005).
[5] G. Bianchi, K.J. Bo¨ro¨czky, A. Colesanti, D. Yang: The Lp-Minkowski problem for
−n < p < 1 according to Chou-Wang. Adv. Math., 341 (2019), 493-535.
[6] B. Bolloba´s, I. Leader: Products of unconditional bodies. Geometric aspects of func-
tional analysis (Israel, 19921994), Oper. Theory Adv. Appl., 77, Birkhauser, Basel,
(1995), 13-24.
[7] C. Borell, The Brunn-Minkowski inequality in Gauss spaces. Invent. Math 30 (1975),
207-216.
[8] K.J. Bo¨ro¨czky, P. Hegedu˝s: The cone volume measure of antipodal points. Acta
Mathematica Hungarica, 146 (2015), 449-465.
[9] K.J. Bo¨ro¨czky, M. Henk: Cone-volume measure of general centered convex bodies.
Advances Math., 286 (2016), 703-721.
[10] K.J. Bo¨ro¨czky, M. Henk, H. Pollehn: Subspace concentration of dual curvature
measures of symmetric convex bodies. Journal of Differential Geometry, accepted.
arXiv:1604.07390
[11] K.J. Bo¨ro¨czky, E. Lutwak, D. Yang, G. Zhang, The log-Brunn-Minkowski-inequality.
Advances in Mathematics, 231 (2012), 1974-1997.
[12] K. J. Bo¨ro¨czky, E. Lutwak, D. Yang, G. Zhang, The Logarithmic Minkowski Problem.
Journal of the American Mathematical Society, 26 (2013), 831-852.
[13] K. J. Bo¨ro¨czky, E. Lutwak, D. Yang, G. Zhang, Affine images of isotropic measures.
J. Diff. Geom., 99 (2015), 407-442.
[14] K. J. Bo¨ro¨czky, E. Lutwak, D. Yang, G. Zhang, Y. Zhao, The dual Minkowski problem
for symmetric convex bodies. arXiv:1703.06259
[15] H.J. Brascamp, E.H. Lieb: On extensions of the Brunn-Minkowski and Pre´kopa-
Leindler theorems, including inequalities for log concave functions, and with an ap-
plication to the diffusion equation, J. Functional Analysis 22 (1976), 366-389.
27
[16] L. Caffarelli: Interior W 2,p-estimates for solutions of the Monge-Ampe`re equation.
Ann. of Math. (2), 131, 135-150 (1990).
[17] S. Campi, P. Gronchi: The Lp-Busemann-Petty centroid inequality, Adv. Math. 167
(2002), 128-141.
[18] S. Campi, P. Gronchi: On the reverse Lp-Busemann-Petty centroid inequality, Math-
ematika (in press).
[19] J. Cheeger: A lower bound for the smallest eigenvalue of the Laplacian, Problems
in analysis (Papers dedicated to Salomon Bochner, 1969), Princeton Univ. Press,
Princeton, N. J., 1970, pp. 195-199.
[20] S. Chen, Y. Huang, Q.-R. Li: The Lp-Brunn-Minkowski inequality for p¡1,
arXiv:1811.10181
[21] S. Chen, Q.-R. Li, G. Zhu, The Logarithmic Minkowski Problem for non-symmetric
measures. Trans. Amer. Math. Soc., 371 (2019), 2623-2641.
[22] S. Chen, Q.-R. Li, G. Zhu: On the Lp Monge-Ampe`re equation. Journal of Differential
Equations, 263 (2017), 4997-5011.
[23] S.-Y. Cheng, S.-T. Yau: On the regularity of the solution of the n-dimensional
Minkowski problem. Comm. Pure Appl. Math. 29, 495-561 (1976).
[24] K. S. Chou, X. J. Wang: The Lp-Minkowski problem and the Minkowski problem in
centroaffine geometry. Adv. Math., 205 (2006), 33-83.
[25] A. Colesanti, From the Brunn-Minkowski inequality to a class of Poincare’ type in-
equalities, Communications in Contemporary Mathematics, 10 n. 5 (2008), 765-772.
[26] A. Colesanti, G. V. Livshyts, A. Marsiglietti, On the stability of Brunn-Minkowski
type inequalities, Journal of Functional Analysis, Volume 273, 3, (2017), 1120-1139.
https://arxiv.org/pdf/1606.06586.pdf
[27] A. Colesanti, G. V. Livshyts, Uniqueness of a smooth convex body with a constant
cone volume measure in the neighborhood of a ball, submitted.
[28] A. Colesanti, D. Hug, E. Saorin-Gomez, A characterization of some mixed volumes
vie the Brunn-Minkowski inequality, Journal of Geometric Analysis (2012), pp. 1-28.
[29] D. Cordero-Erausquin, M. Fradelizi, B. Maurey: The (B) conjecture for the Gaussian
measure of dilates of symmetric convex sets and related problems, J. Funct. Anal.,
214 (2004), 410-427.
[30] M.W. Davis: The Geometry and Topology of Coxeter Groups, Princeton University
Press, 2008.
28
[31] S. Dubuc: Crite`res de convexite´ et ine´galite´s inte´grales, Ann. Inst. Fourier Grenoble,
27 (1) (1977), 135-165.
[32] R. Eldan, B. Klartag, Dimensionality and the stability of the Brunn-Minkowski in-
equality, to appear in Annali della Scuola Normale Superiore di Pisa, Classe di
Scienze (2012), arXiv:1110.6584
[33] A. Figalli, F. Maggi, A. Pratelli, A refined Brunn-Minkowski inequality for convex
sets, Ann. Inst. H. Poincare Anal. Non Lineaire, 26 (2009), no. 6, 2511-2519.
[34] A. Figalli, D. Jerison, Quantitative stability of the Brunn-Minkowski inequality for
sets of equal volume, Chin. Ann. Math., to appear.
[35] W. J. Firey: p-means of convex bodies. Math. Scand., 10 (1962), 17-24.
[36] R. Gardner, The Brunn-Minkowski inequality, Bull. Amer. Math. Soc. 39 (2002),
355-405.
[37] R.J. Gardner, A. Koldobsky, Th. Schlumprecht, An analytic solution of the
Busemann-Petty problem on sections of convex bodies, Annals of Math. 149(1999),
691-703.
[38] R. J. Gardner, P. Gronchi, A Brunn-Minkowski inequality for the integer lattice,
Trans. Amer. Math. Soc. 353 (2001), 3995-4024.
[39] R. Gardner, A. Zvavitch, Gaussian Brunn-Minkowski-type inequlities, Trans. Amer.
Math. Soc., 360, (2010), 10, 5333-5353.
[40] M. Gromov and V.D. Milman, Generalization of the spherical isoperimetric inequal-
ity for uniformly convex Banach Spaces, Composito Math. 62 (1987), 263-282.
[41] P. Guan and L. Ni, Entropy and a convergence theorem for Gauss curvature flow in
high dimension, accepted at JEMS, arXiv:1306.0625
[42] B. He, G. Leng, K. Li, Projection problems for symmetric polytopes, Adv. Math.,
207 (2006), 73-90.
[43] M. Henk, H. Pollehn, Necessary subspace concentration conditions for the even dual
Minkowski problem, submitted, arXiv:1703.10528
[44] M. Henk, A. Schu¨rman, J.M. Wills, Ehrhart polynomials and successive minima,
Mathematika, 52 (2006), 1-16.
[45] Y. Huang, J. Liu, L. Xu, On the uniqueness of Lp-Minkowski problems: The constant
p-curvature case in R3, Advances in Mathematics, 281 906-927.
[46] Y. Huang, E. Lutwak, D. Yang, G. Zhang, Geometric measures in the dual Brunn-
Minkowski theory and their associated Minkowski problems, Acta Mathematica, ac-
cepted.
29
[47] D. Hug, E. Lutwak, D. Yang, G. Zhang, On the Lp Minkowski problem for polytopes,
Discrete Comput. Geom., 33 (2005), 699-715.
[48] J.E. Humphreys: Reflection groups and Coxeter groups, Cambridge University Press,
1990.
[49] M.N. Ivaki: Iterations of curvature images, arXiv:1911.04534
[50] H. Jian, J. Lu, G. Zhu, Mirror symmetric solutions to the centro-affine Minkowski
problem, Calc. Var. Partial Differ. Equ. 55 (2016), 1-22.
[51] K. Jochemko, R. Sanyal, Combinatorial mixed valuations, arXiv:1605.07431.
[52] D.M. Kane, The Gaussian surface area and Noise sensitivity of degree-D polynomial
threshold functions, Computational Complexity (CCC), IEEE 25th Annual Confer-
ence on, (2010), 205-210.
[53] B. Klartag, V.D. Milman, Geometry of log-concave functions and measures, Geom.
Dedicata 112 (2005) 169-182.
[54] A. Koldobsky, Fourier Analysis in Convex Geometry, Math. Surveys and Mono-
graphs, AMS, Providence RI 2005.
[55] A. Koldobsky, Intersection bodies, positive definite distributions and the Busemann-
Petty problem, Amer. J. Math. 120 (1998), 827-840.
[56] A. Koldobsky, D. Ryabogin, A. Zvavitch Projections of convex bodies and the Fourier
transform, Israel J. Math. 139 (2004), 361-380.
[57] A. Koldobsky, D. Ryabogin, A. Zvavitch, Unified Fourier analytic approach to the
volume of projections and sections of convex bodies, Fourier Analysis and Convexity,
(Editors: L. Brandolini, L. Cozani, A. Iosevich and G. Travaglini), Birkhauser 2004,
119-131.
[58] A. Koldobsky, V. Yaskin, The Interface between Convex Geometry and Harmonic
Analysis, CBMS Regional Conference Series, American Mathematical Society, Prov-
idence RI, 2008.
[59] A. V. Kolesnikov, G. V. Livshyts, On the Gardner-Zvavitch conjecture: symmetry
in the inequalities of Brunn-Minkowski type, accepted to Advances in Math.
[60] A. V. Kolesnikov, E. Milman, Sharp Poincare´-type inequality for the Gaussian mea-
sure on the boundary of convex sets, to appear in GAFA Seminar Notes.
[61] A. V. Kolesnikov, E. Milman, Poincare and Brunn-Minkowski inequalities on the
boundary of weighted Riemannian manifolds, American Journal of Mathematics.
2018. Vol. 140. No. 5. P. 1147-1185.
30
[62] A. V. Kolesnikov, E. Milman, Local Lp-Brunn-Minkowski inequalities for p¡1, Mem-
oirs of the American Mathematical Society, accepted.
[63] M. Ledoux, M. Talagrand, The probability in Banach Space. Isoperymetry and pro-
cesses, Springer-Verlag, Berlin 1991.
[64] L. Leindler: On a certain converse of Ho¨lder’s inequality. II, Acta Sci. Math.
(Szeged) 33 (1972), 217-223.
[65] H. Lewy, On differential geometry in the large. I. Minkowski problem. Trans. Amer.
Math. Soc. 43, 258-270 (1938).
[66] A. Livne Bar-on, The B-conjecture for uniform measures in the plane, GAFA seminar
notes, (2014), 10.
[68] G. V. Livshyts, An extension of Minkowski’s theorem and its applications to questions
about projections for measures, Advances in Math., 356 (2019), 106803.
[67] G. Livshyts, A. Marsiglietti, P. Nayar, A. Zvavitch, On the Brunn-Minkowski in-
equality for general measures with applications to new isoperimetric-type inequalities,
Transactions of Math (2017), arXiv:1504.04878.
[68] M. Ludwig, Ellipsoids and matrix valued valuations, Duke Math J. 119 (2003), 159-
188.
[69] E. Lutwak, The Brunn-Minkowski-Firey theory I: mixed volumes and the Minkowski
problem, J. Differential Geom. 38 (1993), 131-150.
[70] E. Lutwak, D. Yang, and G. Zhang, Lp affine isoperimetric inequalities, J. Differen-
tial Geom. 56 (2000), 111-132.
[71] E. Lutwak, D. Yang, G. Zhang, On the Lp-Minkowski problem, Transactions of the
AMS, Volume 356, Number 11, Pages 4359-4370.
[72] M. Meyer, E. Werner, On the p-affine surface area, Adv. Math. 152 (2000), 288-313.
[73] E. Milman, L. Rotem, Complemented Brunn-Minkowski Inequalities and Isoperime-
try for Homogeneous and Non-Homogeneous Measures, Adv. Math. 262, 867-908,
2014.
[74] A. Naor, The surface measure and cone measure on the sphere of lnp , Trans. Amer.
Math. Soc. 359 (2007), 1045–1079.
[75] P. Nayar, T. Tkocz, A Note on a Brunn-Minkowski Inequality for the Gaussian
Measure, Proc. Amer. Math. Soc. 141 (2013), 11, 4027-4030.
[76] L. Nirenberg, The Weyl and Minkowski problems in differential geometry in the large.
Comm. Pure and Appl. Math. 6, 337-394 (1953).
31
[77] G. Paouris, E. Werner, Relative entropy of cone measures and Lp centroid bodies.
Proc. London Math. Soc. 104, 253-286 (2012).
[78] A.V. Pogorelov, The Minkowski multidimensional problem. V.H. Winston & Sons,
Washington, D.C, 1978.
[79] A. Pre´kopa: Logarithmic concave measures with application to stochastic program-
ming, Acta Sci. Math. (Szeged) 32 (1971), 301-316.
[80] A. Pre´kopa: On logarithmic concave measures and functions, Acta Sci. Math.
(Szeged) 34 (1973), 335-343.
[81] E. Putterman: Equivalence of the local and global versions of the Lp-Brunn-
Minkowski inequality. arXiv:1909.03729
[82] L. Rotem: A letter: The log-Brunn-Minkowski inequality for complex bodies,
arXiv:1412.5321
[96] T. Royen, A simple proof of the Gaussian correla-
tion conjecture extended to multivariate gamma distributions,
https://arxiv.org/vc/arxiv/papers/1408/1408.1028v1.pdf.
[83] C. Saroglou, Remarks on the conjectured log-Brunn-Minkowski inequality, Geom.
Dedicata 177 (2015), 353-365.
[84] C. Saroglou, More on logarithmic sums of convex bodies, Mathematika 62 (2016)
818-841.
[85] R. Schneider, Convex bodies: the Brunn-Minkowski theory. Encyclopedia of Mathe-
matics and its applications, Vol. 44, 1993, 490 p.
[86] A. Stancu, The discrete planar L0-Minkowski problem, Adv. Math. 167 (2002), 160-
174.
[87] A. Stancu, On the number of solutions to the discrete two-dimensional L0-Minkowski
problem, Adv. Math. 180, 290-323 (2003).
[88] T. Tao, V. Vu: Additive combinatorics, Cambridge University Press, 2006.
[89] N. S. Trudinger, X.-J. Wang, The Monge-Ampere equation and its geometric applica-
tions, Handbook of geometric analysis, pp. 467-524, Adv. Lect. Math. 7, Int. Press,
Somerville, MA, 2008.
[90] E.B. Vinberg: Discrete linear groups generated by reflections. Math. USSR Izvestia,
5 (1971), 1083-1119.
[91] D. Xi, G. Leng: Dar’s conjecture and the log-Brunn-Minkowski inequality. J. Differ-
ential Geom., 103 (2016), 145-189.
32
[92] G. Xiong, Extremum problems for the cone-volume functional of convex polytopes,
Adv. Math. 225 (2010), 3214-3228.
[93] N. Zhang,Aleksandrov projection problem for convex lattice sets, Proceedings of the
American Mathematical Society, February 2016. arXiv:1602.05574
[94] Y. Zhao, The dual Minkowski problem for negative indices, Calculus of Variations
and Partial Differential Equations, 56(2), Art. 18, 16, 2017.
[95] G. Zhu, The Lp Minkowski problem for polytopes for 0 < p < 1, Journal of Functional
Analysis, 269 (2015), 1070-1094.
[96] G. Zhu, The Lp Minkowski problem for polytopes for negative p, Indiana Univ. Math.
J., 66 (2017), 1333-1350.
33
