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Abstract- -Radia l  Basis Functions have recently found interesting applications in Artificial InteUi- 
gcmce, and in particular in the ta'oblem of lea~in~ to perform aparticular task from a. set of examples. 
However, in many practical cases the Radial Basis Functions method cannot be applied in & straight- 
forward manner, because it does not take into account some featun~ that are typical of the problem 
of learnlng from examples. In this paper, we show some extensions of the standard theory, introduced 
in order to deal with ,, large l~urnhcs" of examples and with problen~ in which different variables play 
very diffex-ent roles. We present some examples and also point out some open problems. 
1. INTRODUCTION 
In recent years approximation theory has found interesting applications in the fields of Artificial 
Intelligence and Computer Science. For instance, a problem that fits very naturally in the frame- 
work of approximation theory is the problem of learning to perform a particular task from a set 
of examples. The examples are sparse data points in a multi-dimensional space, and learning 
means to reconstruct a surface that fits the data. From this perspective, the so popular approach 
of Neural Networks to this problem [1,2] is nothing else than the implementation f a particular 
kind of nonlinear approximation scheme. However, despite the great popularity, very little is 
known about the properties of neural networks. For this reason, we started considering the same 
class of problems, but in a more classical framework. In particular, since the problem of approx- 
imating a surface from sparse data points is ill-posed, regularization theory [3-6] seemed to be 
an ideal framework. Regularization theory leads naturally to the formulation of a variational 
principle, from which it is possible to derive some well-known approximation schemes [7], such 
as the multivariate splines previously introduced by Duchon [8] and Meinguet [9] and the more 
general Radial Basis Functions technique [10-16]. Due to the characteristics of the problems of 
machine learning, Radial Basis Functions eemed to be a very appropriate t chnique. Moreover, 
this method has a simple interpretation i terms of a "network" whose architecture is similar 
to the one of the multilayer perceptrons, and, therefore, retains all the advantages of this archi- 
tecture, such as the high degree of parallelizability. Unfortunately, in many practical cases, the 
Radial Basis Functions method cannot be applied in a straightforward manner because it does 
not take into account some features that are typical of problems in Artificial Intelligence. The 
goal of this paper is to review some of these aspects, show possible solutions in the framework of 
Radial Basis Functions, and point out some open problems. 
In the next section, we briefly define what we mean by learning, and show how natural its 
embedding is in the framework of approximation theory. In Section 3, we review the classical 
variational approach to surface reconstruction, and in Section 4, we show some extensions that 
are needed in order to cope with practical problems. In Section 5, we present wo examples and 
in Section 6, we draw some conclusions and show future directions of investigation. Other aspects 
and extensions of this approach to learning are discussed in [17]. 
The author is indebted to Tomaso Poggio, with whom most of this work has been do~e, and to Bruno Caprile 
who developed the software for the simulations. 
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2. LEARNING AND APPROXIMATION THEORY 
The problem of learning is at the very core of the problem of intelligence. But learning is a 
very broad term and there are many different forn~ of learning that must be distinguished. In 
this paper, we will consider a specific form of the problem of learning from examples. This is 
clearly only one small part of the larger problem of learning, but--we beliers an interesting 
place from which to start a rigorous theory and from which to develop useful tools. 
2.I. Learning as an Approzimation Problem 
If we look at many of the problems that have been considered in the field of machine learning, 
we notice that in all the cases an instance of the problem is given by a set D of input-output pairs, 
yN D -- {(zi,yi) G X x )i=1, belonging to some input and output space, X and Y (see Figure 1). 
X f Y 
Figure 1. The ex~nplel (zi,yi) are polnt4 be lo~g to the graph of a function 
f :X -*Y .  
We assume that there is some relationship bet~en the input and the output, and consider the 
pairs (z~, yi) as ezamples of it. Therefore, we assume that there exists a map 
f :X -*Y  
with the property: 
f ( z , )  = v,, i = 1 , . . . ,  x .  
Learning, or generalizing, mesas being able to estimate the function at points of its domain X 
where no data are available. From a mathematical point of view this means estimating the 
function f from the knowledge of a subset D on its graph, that is, from a set of sparse data. 
Therefore, from this point of view, the problem of learning is equivalent to the problem of surface 
reconstruction. Of course, learning and generalization are po~ible only under the mumption 
that the world in which we live ismat the appropriate l vel of description--redundant. I  erms 
of surface approximation, this means that the surface to be reconstructed has to be smooth: 
small changes in some input determine a correspondingly small change in the output (it may 
be necessary in some cases to accept pieceudse smoothness). Generalization is not p~ib le  if 
the mapping is completely random. For instance, any number of examples for the mapping 
represented by a telephone directory (people's names into telephone numbers) does not help in 
estimating the telephone number corresponding to a new name. Some examples are in order at 
this point. 
2.1.I. Learning to Pronounce Enflish Words from their Spelling 
A well-known eural network implementation has been claimed to solve the problem of con- 
vetting strings of letters into str i~s of phonemes [18]. The mapping to be learned was, therefore, 
X __. (Engikh words) --* Y _-- {phonemes). The input string conwted of 7 letters, and the output 
was the phoneme corresponding to the letter in the middle of the string. Feeding English text in 
a window of 7 letters, a string o.f phonemes was produced and then processed by a distal speech 
synthesizer, therefore nabling the machine to read the text aloud. Because of the particular way 
of encoding letters and phonemes, the input consisted of a binary vector of 203 elements, and 
the output a vector of 26 elements. Clearly, in this c~e, the smoothness assumption is often 
violated, since similar words do not always have similar pronunciations, and this is reflected in 
the fact that the percentage error on a test set of data was 78~, for continuous informal speech. 
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~.I.~,. Learning lo Recognize a 3D Object from its ~D Image 
The input data set consists of 2D views of different objects in different poses. The output 
corresponding to a given input is I if the input is a 2D view of the object that has to be 
recognized, and 0 otherwise. A 2D view is a set of features of the 2D image of the object. In 
the simplest case, a feature is the location, on the image plane, of some reference point, but may 
be any parameter associated to the image. For example, if we are interested in recognizing faces, 
common features are nose and mouth width, eyebrows thickness, pupil to eyebrows eparation, 
pupil to nose vertical distance, and mouth height. In general, the mapping to be learned is: 
X -- {2D view} --. Y -- {0, 1}. 
In [19] the problem of recognizing simple wire-frame objects was considered. The input was 
the 12-dimensionai space of the locations on the image plane of 6 feature points. Good results were 
obtained applying least squares Radial Basis Functions (see Section 4.1) with 80-100 examples. 
This indicates that the underlying mapping is smooth almost everywhere (in fact, under p~icular  
conditions, it may be a characteristic function of a half-space). 
Good results have also been obtained, with real world images, on the similar problems of face 
and gender ecognition, although, in that case, the map to be approximated may be much more 
complex [20,21]. 
2.1.3. Learning Navigation Tasks 
An indoor robot is manually driven through a corridor, while its frontal camera records a 
sequence of frontal images. Can this sequence be used to train the robot to drive by itself 
without crashing into the walls by using the visual input and to generalize to slightly different 
corridors and different positions within them? The map to be approximated is 
X - {images} --, Y = {steering command}. 
D. Pomerlau [22] has described a similar outdoor problem of driving the CMU Navlab and 
considered an image as described by all its pixel grey values. The corresponding approximation 
problem, solved with a neural network architecture, had, therefore, 900 variables, since images of 
30 x 30 pixels have been used. A simpler possibility consists in coding an image by an appropriate 
set of features (such as location or orientation of relevant edges of the image) [23]. 
~.I.~. Learning Motor Control 
Consider a multiple-joint robot arm that has to be controlled. One needs to solve the inverse 
dynamics problem: compute from positions, velocities and accelerations of the joints the cor- 
responding torques at the joints. The map to be learned is, therefore, the "inverse dynamics ~ 
map 
X - {state space} ~ Y - {torques}, 
where the state space is the set of all admissible positions, velocities and accellerations of the 
robot. For a two-joints arm the state space is six-dimensional and there are two torques to be 
learned, one for each joint. Very good performances have been obtained in simulations run by 
Botros and Atkeson [24] using the extensions of the Radial Basis Functions technique described 
in Section 4.2. 
~.1.5. Learning to Predict Time Series 
Suppose we observe and collect data about the temporal evolution of a multi-dimensional 
dynamical system from some time in the past up to now. Given the state of the system at some 
time t, we would like to be able to predict its state at a successive time t -I- T. In practice, 
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we usually observe the temporal evolution of one of the variables of the ~ystem, say z(t), and 
represent the state of the system as a vector of "delay variables" [25]: 1 
x(z) _= - . . . ,  - (d + 
where r is an appropriate delay time, and d is larger than the dimension of the attractor of the 
dynamical system. The map that has to be learned is, therefore, 
fT :  R R, /T(xCt)) x(t + T). 
Some authors [28-30] have already successfully applied Radial Basis Functions techniques to 
time series prediction, with interesting results. 
~.~. Learning from EzamFies and Radial Basis ~nctions 
As we have seen, in many practical cases learning to perform some task is equivalent to re- 
covering a function from a set of scattered ata points. Many different techniques are currently 
available for surface approximation. However, the approximation problems arising from learning 
problems have some unusual features that make many of these techniques not very appropriate. 
Let us briefly see some of these features: 
• Large number of dimensions. This is the most striking characteristic of the problem of 
learning from examples. Usually a large set of numbers is needed in order to specify the 
input of the system. Consider, for example, all the problems related to vision, as object 
or character recognition: if all the pixels of the image are used, the number of variables 
is enormous (of the order of 1000 for low resolution images, of 30 × 30 pixels). Clearly, 
not all the information carried in the pixels may be necessary, and several techniques have 
developed to extract, out of the thousands of pixels values, "small" sets of features, of 
the order of one hundred or less (16 features have been successfully used by Brunelli and 
Poggio [20] for face and gender ecognition). In speech recognition problems, the number 
of dimensions i also easily of the order of hundreds [31]. Time series prediction is a 
"simple" problem from this point of view. In fact, the number of variables is of the order 
of the dimension of the attractor of the underlying dynamical system, that is, typically 
smaller than 10; 
• Relatively small number of data points. In practical applications the number of available 
data points may vary, from a few hundreds to several thousands, but usually never exceed 
10 4. For such high-dimensional problems, however, these numbers are small. The 30- 
dimensional hypercube, with 104 data points in it, is empty, considering that the number 
of its vertices is 2 s° ~ 109. The emptiness of these high-dimensional space is a manifes- 
tation of the so-called "curse of dimeusionality," and sets the limits of any approximation 
technique; 
• Noisy data. In every practical application data are noisy. For this reason, approximation, 
instead of pure interpolation, is of interest. 
It is natural to ask if, besides computational problems, it is meaningful to approximate a 
function of 30 variables given 104 data points or less. The answer clearly depends on properties 
of the functions we want to approximate, such as, for example, their degree of smoothness. 
However, there is another factor to be taken into account, and it is the fact that often only a 
low degree of accuracy is required. In many cases, in fact, a relative error of 10 -1 - 10 -2 may 
be more than satisfactory, as long as we can be confident that is never exceeded. The extensive 
experimentation that has been carried over in the field of neural networks indicates that, in 
practical cases, these conditions are met, since good experimental results have been found in 
many cases. 
Once it is established that approximation theory may be useful in some practical earning 
problems, a specific technique has to be chosen. Given the characteristic of the learning problems, 
Radial Basis Functions eems to be quite a natural choice. In fact, most of the other techniques, 
that may be very successful in 1 or 2 dimensions, run in problems when the number of dimensions 
increases. For example, in such large and empty spaces, techniques baaed on tensor products or 
1 It can be shown [26] that this representation preserves the topological pmpertles of the attractor. However this 
is not the only technique that can be used to represent the state of a dynamical system [27]. 
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triangulations do not seem appropriate. Moreover, since we can now take advantage of parallel 
machines, it is very convenient to deal with functions of the form 
N 
i--1 
and Radial Basis Functions atisfy this requirement. As we will see in the next section, Radial 
Basis Functions can be derived in a variational framework, in which noisy data are naturally 
taken into account. 
However, it will turn out that a straightforward application of Radial Basis Functions is not 
always possible because of the high computational complexity or because departure from radi- 
ality is needed. Nevertheless, approximations of the original Radial Basis Functions expansion 
can be devised ("least square Kadial Basis Functions"), that still mantaln the good features of 
Radial Basis Functions, and non radiality can be also taken into account, as it will be shown in 
Section 4.2. 
Of course, other techniques than Radial Basis Functions could be used. For example, Multilayer 
Perceptrons (MLP) are very common in the Artificial Intelligence community. In the simplest 
version a Multilayer Perceptron, that is, a particular case of "neural network," is a nonlinear 
approximation scheme based on the following parametric representation: 
~t 
/ (x )  = c , . (x  • w, + o,), (1) 
i----1 
where the parameters ci, wi and 0i have to be found by minimizing the least square error on the 
data points. Not much is known on the properties of such an approximation scheme, except he 
fact that set of functions of the type (1) is dense in the space of continuous function on compact 
sets provided with the uniform norm [32,33]. The huge literature in the field of neural networks 
shows that this approximation scheme performs well in many cases, but a solid analysis of its 
performances is still missing. 
For these reasons we focused our attention on the Radial Basis Functions technique, being 
more well understood and susceptible of a theoretical analysis. The next section is, therefore, 
devoted to a review of the Radial Basis Functions method, and in particular to its variational 
formulation. 
3. A VARIATIONAL APPROACH TO SURFACE RECONSTRUCTION 
From the point of view of learning as approximation, the problem of learning a smooth mapping 
from examples is ill-posed [4,34] in the sense that the information in the data is not sufficient 
to reconstruct uniquely the mapping in regions where data are not available. In addition, the 
data are usually noisy. Some a priori information about the mapping is needed in order to find a 
unique, physically meaningful, solution. Several techniques have been devised to embed a priori 
knowledge in the solution of ill-posed problems, and most of them have been unified in a very 
general theory, known as regularization theory, which has been developed in [3-6]. 
The a priori information considered by regularization theory can be of several kinds. The most 
common of these concern smoothness properties of the solution but also localization properties 
and upper/lower bounds on the solution and/or its derivatives can be taken into account. We are 
mainly interested in smoothness properties. In fact, whenever we try to learn to perform some 
task from a set of examples, we are making the implicit assumption that we are dealing with a 
smooth map. If this is not true, that is, if small changes in the input do not determine small 
changes in the output, there is no hope to generalize, and, therefore, to learn. 
One of the ideas underlying regularization theory is that the solution of an ill-posed problem 
can be obtained from a variational principle, that contains both data and a priori information. 
We now sketch the general form of this variational principle and of its solution, and show how it 
leads to the Radial Basis Functions method and to some possible generalizations of it. 
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$.1. A Vamtio#al Priaciple for Mwitieariate Approzimatioa 
Suppose that the set D = {(xi,yi) E R d x R}~ 1 of data has been obtained by random 
sampling a function f ,  defined on R d, in the presence of noise. We are interested in recovering 
the function f ,  or an estimate of it, from the set of data D. If the class of functions to which f 
belongs is large enough, this problem has clearly an infinite number of solutions, and some a 
pr/ori knowledge is needed in order to find a unique solution. When data are not noisy we 
are looking for a strict interpolant, and, therefore, need to pick up one among all the possible 
interpolants. If we know a priori that the original function has to satisfy some constraint, and ff 
we can define a functional ~b(]) (usually called stabilizer) that measures the deviation from this 
constraint, we can chooee as a solution the interpolant that minimizes ~(f). If data are noisy, 
we do not want to interpolate the data, and a better choice consists in minimizing the following 
functional: 
N 
H[J~ = ~-~(y, - f(x,)) a + A~(f), (2) 
i--I 
where A is a positive parameter. The first term measures the distance between the data and the 
desired solution f ,  the second term measures the cost associated with the deviation from the 
constraint and A, the regularization parameter determines the trade-off between these two terms. 
This is, in essence, one of the ideas underlying regularization theory, applied to the approximation 
problem. 
As previously stated, we are interested in the case in which the stabilizer ~b enforces ome 
smoothness constraint, and, therefore, we face the problem to choose asuitable class of stabilizers. 
Functionals that can be used to measure smoothness of a function have been studied in the 
past, and many of them have the property to be semi-norms in some Banach space. A common 
choice ([7-9,34] and references therein), is the following 
¢,(.f) = II  '.fll 
lalfm 
(3) 
where a is a multi-index, [c~[ - -  o~ 1 + o~ 2 -~- . . .  -~- O~d, D ° is the derivative of order ~, and [1" II is 
the standard L 2 norm. 
The functional of equation (3) is not the only sensible choice. Madych and Nelson [15] proved 
that any conditionally positive definite function G can be used to define a semi-norm in a space 
Xa C C[R~ that generalizes the semi-norm (3) (see also [16,35]) and, therefore, perfectly fits 
in the framework of regularization theory. In essence, to any conditionally positive definite 
function G of order rn, it is possible to associate the functional 
I/(s)l 2 #(s) ' (4) 
R" 
where j and G are the generalized Fourier transforms of f and G. It turns out that the func- 
tional (4) is a sem/-norm, whose null space is the set of polynomials of degree at most m. If this 
functional is used as a stabilizer in equation (2), the solution of the minimization problem is of 
the form 
N 
/ (x)  = c ,o (x -  + da a(x), (5) 
i----I a-- I  
where ~7a)~=1 is a b~ in the space of polynomials of degree at most m, and c~ and da are 
coefilcients that have to be determined. 
If expre~ion (5) is substituted in the functional (2), HLf ] becomes a function H(c,d) of the 
variables c~ and da. Therefore, the coefficients r~ and da of equation (5) can be obtained by 
minimizing H(c ,d)wi th  respect to them, obtaining the following linear system: 
(G + ~I) c + FTd = y, Fc = 0, (6) 
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where I is the identity matrix, and we have defined 
(y), = yi, (c), = el, (d)i = d/, (G)o - G(x~ - xj), (P)a, -- 7a(xi). 
Clearly, in the limit of ~ = 0, these equations become the standard equation of the Radial 
Basis Functions technique, and the interpolation conditions f(x/) -- y/are satisfied. If data are 
noisy, the value of ~ should be proportional to the amount of noise in the data. The optimal 
value of ,~ can be found by mesn~ of techniques like Generalized Cross Validation [7] but we do 
not discuss it here. 
Of course the Kadial Basis Functions approach to the problem of learning from examples has 
its drawbacks and very often cannot be applied in a strs/ghtforward way to specific problems. 
Some approximations and extensions of the original method has to be developed, and the next 
section is devoted to this topic. 
4. EXTENDING RADIAL BASIS FUNCTIONS 
The Radial Basis Functions technique seems to be an ideal tool to approximate functions in 
multi-dimensional spaces. However, at least for the kind of applications we are interested in, it 
suffers from two main drawbacks: 
(I) The coefficients of the Radial Basis Functions expansion are computed by solving a linear 
system of N equations, where N is the number of data points. In typical applications 
n is of the order of 10 s, and, moreover, the matrices associated to these linear systems 
are usually ill-conditioned. Preconditioning and iterstive techniques can be used in order 
to deal with numerical instabilities [36] but when the number of data points is several 
thousands the whole method is not very practical 
(2) The Radial Basis Functions technique is based on the standard efinition of Euclidean 
distance. However, in many situations the function to be approximated is defined on a 
space in which a natural notion of distance does not exist, for example because different 
coordinates have different units of measurement. In this case, it is crucial to define an 
alternative distance, whose particular form depends on the data, and has to be computed 
as well as the Radial Basis Functions coefficients. 
We now proceed to show how to deal with these two drawbacks of the Radial Basis Functions 
technique. 
4.1. Leasi Squares Radial Basis Funciions 
The solution given by regularization theory to the approximation problem is characterized by
a very high number of parameters. In fact, even in moderately high-dimensional cases (6-10 
dimensions), the number of examples i  in the order of thousands, and so is the number of par 
rameters to be estimated. These considerations, along with the numerical problems encountered 
in solving such large linear systems, stimulated the developing of least squares techniques for 
Radial Basis Functions [17,28,37,38]. We remind the reader that the original problem consists in 
minimizing the functional 
N 
H[f] = ~"~(Yi - f(xi)) 2 "4- ~(f), (7) 
i----I 
where ¢~(f) is a seminorm associated to a conditionally definite positive function G (see equa- 
tion (4)). A least square Radial Basis Function is a solution to this problem of the form 
/'(x) = c° a(llx- tall), 
a----1 
(8) 
where {ta)~=l is a fixed set of vectors, called "centers," whose locations may or may not coincide 
with some of the data points, and n < N. Substituting the least squares expansion (8) in the 
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functional (7), and minimizing the resulting function H~*] with respect o the coefficients e~, 
the following linear system is obtained: 
(GTG + )tg)c = GTy, (9) 
where we have defined the following vectors and matrices: 
(Y ) i  = lh,  (e )a  = ca, (G) ,a  = G(llx, - ta l l ) ,  (g).p = G(llta - t~ll), 
and we used the fact that 
j Ii'(.)l'j 
= ds  = ds  
R~ Rd 
n n 
= ~ cac~ / ds e"(t"-t ' )(~(s) = ~ ¢ae~G(l[ta - t~[ D. 
a ,~=l  Rd a ,~=l  
Notice the similarity of the linear systems (9) and (6). However, in the least squares case, the 
matrix that has to be inverted is n x n, instead of N x N. The case ~ - 0 has been analyzed by 
Sivakumar and Ward [38], which succeded in giving conditions under which the matrix GTG is 
invertible, and studied its condition umber. 
Notice that in this formulation there are two smoothing parameters, A and the number n of 
basis functions. One could argue that one is more than enough and set ~ - 0. This is in fact 
what it is usually done [19,30], even because it avoids the problem of choosing the right value 
for A. However, the smoothing effect of A and n is different, and it has been shown that, in some 
cases, the choice A - 0 is always suboptimal [7,39]. 
Least squares techniques greatly reduce the computations] complexity of the approximation 
scheme but have the obvious drawback of depending on the choice of the number and the locations 
of the centers ta. If data have no structure, a common choice consists of setting the centers to 
a subset of the data points. If data are clustered, it is reasonable to try to locate the centers of 
the clusters first and set the centers accordingly [28]. 
Another possibility consists in looking at the least squares expansion (8) from a different point 
of view, and regard the locations of the centers ta as unknowns, as well as the coefficients ca. 
In order to find the optimal ocations of the centers and of the coefficients, we substitute xpan- 
sion (8) in the functional (7) and look for the solution (if it exists) of the following minimization 
problem: 
rain H[f'].  (10) 
C~tta  
This is clearly a very difficult minimization problem, since HD e'] is certainly not convex, and 
many local minima may exist. Moreover, there is not even a guarantee that a global minimum 
exists (although "good" local minima or "sufficiently low" values of HLf*] may be enough for our 
purposes). 
In order to find solutions to this difficult minimization problem, many techniques, uch as 
gradient descent, conjugate gradient or Levenberg-Marquardt [40], can be used. All of them 
suffer the problem of getting stuck in local minima, and the easiest way to solve it is to start 
from several different points, and then select he best result. Nondeterministic echniques, uch 
as simulated annealing or genetic algorithms [41,42], seem to be more appropriate for dealing with 
local minima, but may be computationally very expensive. In the appendix, we will describe a
simple stochastic algorithm [43] that is much simpler than simulated annealing and that gave 
good results in a variety of cases. 
Before introducing a further, and more important, extension, it is worth having a closer look 
at the equations implied by equation (10). We consider the case A = 0, and look st the necessary 
conditions 
OH[f'] OHLf*] =0,  =0,  ~= 1 , . . . ,n .  Oea Ot~ 
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The equations for the coefficients clearly give us equation (9). In order to write the equations 
for the centers more easily, we define the function h(z) = G(V/~). The equations for the centers 
can now be written in the following way: 
(11) 
t .=  E ffilP," ' 
where we have defined 
P~ " -  A ,h ' ( l l x ,  - t~l12), ~ --  l (x , )  - m, 
and h' is the first derivative of h. 
Thus, the optimal centers, if they exist, are weighted sums of the data points, where the 
weights depend on the center themselves. Notice that the sign of the weight of a data point 
may be positive or negative depending on the sign of the interpolation error at that point. If we 
consider basis functions that decrease at infinity, as the Ganssian or the inverse multiquadric, the 
magnitude of the weight increases with the interpolation error, but decreases with the distance 
between the center and the data point. Therefore the optimal locations of a center seems to 
be "locally" determined. However, since the sign of the weight may be positive or negative, an 
optimal center may be %ttracted" or "repelled" by a data point, so that it does not need to 
lie in the convex hull of the neighboring data points. It is, therefore, not obvious that, in the 
case of clustered ata points, optimal locations of the centers coincide with the centers of the 
clusters of the data points. An additional complication is that, in the case of decreasing basis 
functions, the gradient of the objective function HI/*] tends to zero at infinity, leading to an 
infinity of suboptimal solutions (see Figure 2). During the minimization procedure, therefore, it
may happen that the centers move away from the data points, until they reach a sufficiently far 
region. 
The case in which the centers can be moved is, therefore, much more complicated than the 
standard least squares technique. This technique may lead to superior performances, at the 
expenses of a higher computational complexity, but a characterization f the cases in which it is 
useful to use it is still missing, as well as a study of the well-posedness of the problem. 
In the next section, we introduce another extension of the original Radial Basis Functions 
technique that proved to be essential in many practical cases. 
~.~. Weighted Norm 
In Section 3, we saw how Radial Basis Functions derive from a variational principle involving a 
seminorm ~b(f). Radiality of the basis function is a consequence of the rotation invariance of ~(f). 
The seminorm ~(f) is a measure of smoothness of I ,  and its rotation invariance corresponds to 
the assumption that the derivatives of f must penalized in the same way. Since the derivative 
of a function is a measure of how much the function is sensitive to changes in that variable, the 
rotation invariance of ~(f) corresponds to the assumption that all the variables have the same 
relevance. In practice, this may be not always the case. 
In fact, consider for example the problem of predicting a time series. The usual technique 
consists in assuming that the value of the variable at times t + 1 depends on the values of that 
variable at times t,t  - 1,t -2 , . . .  ,t - n, with given n, and the map that has to be approximated 
is therefore: 
'1~1t'1-1 = f (Zt ,  '~t--1,""",  Zt--n)" 
In most cases, it is reasonable to assume that the relevance of the variable z~-n is smaller than 
the one of the variable z~, and, therefore, we expect he function f to be much smoother on the 
direction z t - ,  than on the direction zt. Therefore, an appropriate stabilizing functional has to 
penalize more the derivatives with respect o the variable z t - ,  and allow larger values of the 
derivatives with respect o z,. For example, a stabilizing functional of the form 
f t  
i=o \Oz~_~/ 
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(a) A section of the objective function H[f*], in a two-dimenslonal case, ~dong the axis 
corresponding to the two coordinates of one center. Five Ganssimn basis functicm 
were used in the least squares P~disl Basis Functions expmufic~ f*. The data set 
consisted of 50 points [-1,1] × [ - I ,  I], randondy drawn from the function jet of [13]. 
Notice how the objective functions become const4mt outside the squares [-1,1] × 
[-1,1]. Any descent a]gorltlun starting from the wrong side of the ld]] would tend 
to move this center away. 
q~ 
(b) The same as in (a), but with rmfltiquadrics basis functions. 
Figure 2. 
with c0 < cl < ".. < cn could be a reasonable choice. Notice that, in the limit of ¢~ --* co, we 
force the function jr not to depend on the variable zz_~. 
Another case in which a non radial stabilizer is appropriate is when the variables have ditfemnt 
units of measurements. Consider, for example, the problem of .con.tr~iing the dynamics of a 
two-joints robot ~rm, in which the input variables are (01,02, 01,02, el,02), where el sad 0~ are 
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the shoulder and elbow anf, les. If we express time in milliseconds, instead of seconds, 01 and 
02 are unchanged, 0t and 02 are scaled by a factor 10 -s  and 01 and 02 are scaled by a factor 
10 -s. It is clear, therefore, that, in general, a non-radial, appropriate stabilizer must he selected, 
depending on the units of measurement that are currently used. 
In order to write down a general class of non-radial stabiliser, we go back to the example about 
the time series. Let us define the function fw(x)  = f(Wx),  where W is the diagonal matrix 
W -- disK(w0, wx,. . . ,  ton). A simple computation shows that: 
1 ~ C2 r~rra Of   (fw) = dztdzt_l . . .dz t_ .  1.., 
i=O 
If we now choose wi = ± we notice that the functional ~w(f )  -" ~(fw) becomes rotation ci ' 
invariant. Therefore, an appropriate redefinition of the variables can transform stabilizers that 
are not rotation invariant in stabilizer with radial symmetry. 
Reversing this argument, and not restricting ourselves to diagonal matrix W, we have now 
a simple way to model stabilizers which do not have radial symmetry. Starting from a radial 
stabilizer ~b(Je), we can define the stabilizer 
~w(f) = ~(f(W-Xx)), 
where W is now any invertible matrix. The regularization functional, whose minimum solution 
is the solution of the approximation problem, is now: 
N 
HwLf] - ~-~(Yi - f(x)) 2 + A~bw(f). (12) 
i=1 
The interpretation ofsuch a regularization functional is simple: the a priori knowledge consists 
of knowing that the function underlying the data satisfies an isotropic smoothness constraint in 
a space that is a linear transformation of the original space, where the linear transformation is 
represented by the matrix W.  In other words, we are assuming that there exists a matrix W 
such that W -1 transforms an anisotropic lass of functions in an isotropic one. 
The solution of the variational problem is similar to the one we have shown in the previous 
section for the radial stabilizer ~. The only difference is that the Green's function is not radial 
anymore, and the minimum of the functional (12) becomes 
N k 
f(x) = e,G( l lx-  x, l l , )  + do o(x), (13) 
i---I a----I 
where we have defined the weighted norm 
I1 11  =  TWTWx. 
The solution is, therefore, given by a linear superposition of nonradial basis functions, some 
examples of which are shown in Figure 3. 
However, as far as we rely on the a priori knowledge of the matrix W,  the use of this non 
radial basis functions is limited. In f~ct, in most cases, we do not know exactly which is the linear 
transformation W -1 that transforms the anisotropic space in an isotropic one. We usually just 
know that such a matrix exists and sometimes we can also guess somewhat on its more likely 
structure. It becomes then natural to look at the functional (12) from a different perspective, and 
consider 6oth f and W as unknown [44]. We, therefore, look for the minimum of the following 
functional, that is formally the same as the one in equation (12): 
N 
HLf, w]  = - + (14) 
i=1 
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Visure 3. Nonradial  bm~s function: (a) mult iqu~lr lc  (b) Gamsian.  
From a mathematical point of view, this functional is much more difficult to study than the 
standard repJarization functional. We do not have at the moment a proof of the existence of 
a minimum for thk functional. All we can say is that the solution, if it exists, hu  the form of 
equation (18). Moreover, it is clear that if a solution exists, it is not unique. In fact, if the couple 
(L W) it is a solution the couple (f, SW), where S is any orthogonal matrix, it k aim a solution, 
due to the obvious identity J[xl~ = JJxll~. 
Even if we do not know how to compute xactly the minimum of the functional (14), we can 
try to find approximated solutions. Following the motivations of the previous ection, we are 
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quite naturally led to look for solutions of the form 
f l  
/ ' (x)  = caG(llx -- tall ). (15) 
a=l  
The parameters ca, ta and W can now he found solving the minimization problem: 
rain H[/ ' ,W]. 
Co ~ta,,W 
Of course, this minimization problem is even more difficult than before but much more infor- 
mation is obtained in this case. In fact, it is very useful to know the structure of the matrix W,  
in practical cases. Moreover, the minimization problem can be greatly simplified if the centers 
are kept fixed, and it is usually easier to find good initial values for the center than for W. 
If there is no reason to think that the relevant variables are linear combinations of the current 
ones, it is sufficient o choose a diagonal W matrix, that takes into account he possibility that 
different variables have different scales. If the basis function is the Gammian, the diagonal elements 
of the W matrix are simply the reciprocal of the variances along the coordinate directions. 
The introduction of the W matrix gives us a richer and adaptive choice of basis functions, 
with possible great improvement of the results. The quest for a more flexible technique led 
Kansa [14] (see also the paper in this issue) to introduce radial basis functions with a variable 
shape parameter. Allowing the parameter r of the multiquadric f (z)  = ~ to be different 
at different locations, and looking for its optimal values, much better performances were obtained, 
due to the increased flexibility of the method. 
In the next section, we give some other examples of why W is so important, together with 
some numerical results. 
5. EXAMPLES 
As we have seen in Section 2.2 in many practical problems the function that has to be ap- 
proximated epends on a large number of variables. However, in some cases, the function can be 
described by a smaller number of variables than the one initially taken into account. We consider 
here the two following cases, in which the W matrix can he used to perform such Udimensionality 
reduction," and, therefore, reduce the complexity of the problem. 
• Some of the variables are not independent. Suppose for example that )¢ - )¢(zi,... ,zd, 
zJ+1,...,=d+b) and that za+n - hn(zl , . . . ,zd),  n = l , . . . , k .  In this case, the data 
points lie on a d-dimensional manifold embedded in a k + d-dimensional space 2. Given 
the same number of data points, it is reasonable to think that a least square Radial Basis 
Functions approximation to f that uses only the d "relevant" variables can give a lower 
error than one that uses all the k + d variables. Therefore, if we use the approximation 
scheme with the W matrix, and start considering all the k + d variables, we expect W to 
converge to a diagonal matrix whose last k eigenvalues are zero. The usefulness of the W 
matrix is twofold: 
(I) If during the minimization we see that some of the eigenvalues of W are very small, 
we may restart he minimization procedure, disregarding the corresponding variables 
from the beginning. This can lead to an improvement of the results, and also to a 
speed-up of the convergence. 
(2) The structure of the eigenvalues of the W matrix gives us information on the nature of 
the problem, since it can tell us which are the independent variables that are sufficient 
for the comprehension f the system we are looking at. 
• The function depends only on some linear combinations of the variables. For example, 
consider the function f(z,  y, z) = h(z + y, y + z) or, as an extreme case f (z,  y, z) = h(z). 
In this case, if we could know in advance which are the relevant linear combinations, we 
could solve a problem in a smaller number of dimensions, with better chances of getting 
good results. The optimization over the W matrix is suppmed to take into account all 
the possible linear combinations of the variables, and select he best one. 
2We do not consider here the more general case in which the dependence between the variables is giwm in the 
impl idt  form gn(Zl . . . .  , =d+ k) = 0, n - 1 , . . . ,  k. 
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We now show simple examples of applications of the W matrix. 
EXAMPLE 1. We consider the time series generated by the iteration of the logistic map 
z .+,  = 4z,~(l - z . ) .  (16)  
Suppose that we do not know that the value of z at time n + 1 depends only on the value of z 
at time n, and make the assumption that the data are generated by the iteration of a map: 
• .+i =/ (x . _ , ,  z.). (17) 
Notice that this assumption is not wrong, since zn can always be thought of as a function of 
z. -1.  For example, we can rewrite the map (16) in 3 other different ways: 
z .+,  -" 16z . _ I ( I  - z . - i ) (1  - zn ) ,  
zn+1 --  4z . ( l  - 4zn -1( I  - z . -1 ) ) ,  
z .+1 = 16z ._ I ( I  - z . - l ) ( l  - 4z . _ I ( I  - z . -1 ) ) .  
All of them generate the same set of data for a two-dimensional function z = f(z ,  y): 
Z0,X l )  ~ X2, 
(Xl, X2) - -+  
(Zn_ l ,Zn)  --+ Xn.{. 1 . 
However, this set of data has the two following uncommon features: 
(1) The data points (z, y) lie on the curve y - 4z(1-z) .  This curve is the domain of definition 
of the function z - f (z,  y), that, therefore, describes a curve in R s rather than a surface; 
(2) The projection of the data on the plane z - 0 give a set of one-dimensional data for a 
single valued function (the function z -- 4y(1 - y)). 
Since it is not clear that a two-dimensional Radial Basis Functions technique is a good way 
to  approxinmte data from a curve, and since the one-dimensional projection contains all the 
relevant inforrnstion, it would be useful to be able to recognize that the z variable could simply 
be dropped from the data, leading to a much simpler one-dimensional problem. 
We, therefore, used the least squares Radial Basis Functions technique with the W matrix 
to approximate a two-dimensional set of 50 data points from the logistic time series (16), with 
a Ganssian basis function. We used only 10 centers, whose locations were randomly chosen to 
coincide with some of the data points and kept fixed during the minimization. The result is 
shown in Figure 4, where we report the approximated function zn - f ( zn -2 ,  zn-l) .  We see that, 
since the W matrix converged to a diagonal matrix with a null first dement, the value of zn does 
not depend on zn-~. Therefore, it seems that the "simplest" interpretation of the data is also the 
one that minimizes the least squares error. Of course, a solution in which W has a null second 
eigenvalue would be "simple," corresponding to a one-dimensional map in which zn is expressed 
as a function of zn-2 only. However, the projection of the data on the plane zn-1 - 0 is a 4th 
degree polynomial, and since we used only 10 centers, we expect o obtain a higher least squares 
error in this case. It is critical, therefore, in order to get the "simplest" solution, that the number 
of centers is kept low: if we had as many centers as data points every choice of W would have 
led to a zero interpolation error, and the "simplest" solution would not have been found. 
EXAMPLE 2. Here we consider the function f ( z ,  y)= sin(Tz + 3y). This is apparently a function 
of two variables, but, in an appropriate coordinate system, we recognize it as function of one 
variable, since it is constant along the lines 7z + 3y - c, for all ¢. We, therefore, tested the least 
squares Radial Basis Functions cheme on this function, in order to see ffthe W matrix can help 
in understanding the structure of this function. We used 50 data points, 10 moving centers and 
the W matrix, in conjunction with a Gauesian basis function. In Figure 5 we show a section of 
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Figure 4. (a) The bars correspond to 50 data points from the logistic time series 
and the silt/ace is the result of the least squares l:tsd/a] Basis Functions technique 
with the W matrix and fixed c¢~tres. In (b) the projection of the surface on the 
~(,,) - ~(,,  - 1) plane ~- shown. 
one of the Gammian basis functions at different stages of the approximation procedure. We start 
setting W to the identity matrix, so that the section is initially circular. After a certain number 
of iterations, one of the eigenvectors of the W matrix is oriented along the direction 7z -I- 3 / /=  0 
and the corresponding eigenvalue is very small. Therefore, the variance of the Gaussian along the 
direction 7z -t- 3y = 0 is very large, and the reconstructed function almost does not vary along 
that direction. Therefore, looking at the structure of the eigenvalues and eigenvectors of W,  we 
extract information on the nature of the function to be approximated. 
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6. CONCLUSIONS AND OPEN PROBLEMS 
The Radial Bask Functions technique has many interesting applications inArtificial Intelligence 
and Computer Science, as it can be seen by the large number of papers on Artificial Intelligence 
journals that report successful applications of Radial Basis Functions. The reason is that, in many 
cases, the problem of learning from examples can be formulated as the problem of reconstructing 
a surface from sparse data points, typically in a high-dimensional space. 
Radial Bask Functions have solid foundations in a variational framework that naturally takes 
into account he possiblity of having noisy data and also admits a probabilistic interpretation 
in the context of Bayes estimation [7]. Moreover, the technique has a simple interpretation i
terms of feeforward neural networks with one layer of hidden units [28,37] that, although not 
adding much to the theory, is significant from the practical point of view (in terms, for example, 
of parallelisability and VLSI implementation). 
This method, however, cannot always be implemented as its original formulation prescribes, 
mainly for the two following reasons: 
• Computational complexity: the original technique is based on the solution of a linear 
system, whose dimension (and ill-conditioning) grows with the number of data points, 
that can be of several thousands; 
• Use of Euclidean distance: in many cases, it is important to adopt a metric that differs 
from the Euclidean one. The metric is usually unknown, and it is important, both because 
it greatly improves the results, and because it contains relevant information about the role 
of the variables that are used. 
We, therefore, proposed an approximation scheme based on the following expansion: 
=  oa(ll - toll,,), 
a----1 
(18) 
where the coefficients ca, the centers ta and the matrix W are found according to a least square 
criterion. 
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The matrix W takes into account non-radiality and the different roles of the variables, and pos- 
sibly singles out the relevant ones. The centers, especially if kept fixed, reduce the computational 
complexity of the problem, and smooth out the noise at the same time. Recent works based on 
this, or a similar scheme [20,21,23,24,45-47] indicates that the approximation scheme (18) may 
be very powerful in practical applications, and it is worth studying it in more details. There are 
mainly two directions that would be interesting to pursue: 
• Theoretical study. The approxinmtion properties of the scheme (18) are unknown. Best 
approximation is clearly important from a theoretical point of view, although in practice 
it may not be a problem. Rates of convergence, in terms of the number of centers and 
the number of examples would be more important, since they could help in establishing 
capabilities and limits of such technique in practiced applications. Confidence intervals are 
important as well: we may not mind if the estimated distance of a mobile robot from the 
wall is only 90% correct, but we want to be sure that it is always in such an interval. 
The well-posedness of the problem of minimizing the functional H[f, W]  of equation (14) 
has not been studied yet. Moreover, it would be interesting to study functional, of the 
form 
= w] + x(w), 
where I (W)  is a term that reflects some a pr/or/ knowledge on the W matrix. For 
example, if we know that some of the variables may be not relevant, we may want to give 
lower cost to configurations of W with some small or zero eigenvalues; 
• Computational study. The computation of the parameters of the expansion (18) is a 
difficult task. It is greatly simplified when the centers axe kept fixed, so that it is important 
to develop techniques for finding good locations of the centers in a pre-processing stage. 
It would also be important to have alternative techniques to compute the W matrix. For 
example, Botros and Atkeson [24] developed an heuristic to estimate W from the data or 
from an initial guess for the expansion (18). They also showed that if the initial estimate 
is sufficiently good, then the procedure can be iterated in order to get better and better 
approximations. 
Another attractive possibility consists in computing expansion (18) by means of an itera. 
tire technique similar to Projection Pursuit Regression [48]. At each step, a basis function 
can be added and the minimization runs only over its parameters (something similar have 
been recently proposed by [49]). Therefore, instead of solving a big minimization prob- 
lem once, many small minimization problems are sequentially solved. It has been shown 
that, in the case of Projection Pursuit Regression and neural networks, sequences of this 
type can achieve a rate of convergence O(~g,) in any number of dimensions, provided the 
function being approximated belongs to a restricted class of functions [50,51]. It also has 
been shown that a similar result holds for some Radial Basis Functions scheme'[52]. 
This area of research seems, therefore, to be rich of questions of many kinds, some more 
theoretical and some more practical. Hopefully theoretical results will help to use this technique 
in practical applications, and real world applications will suggest interesting theoretical questions. 
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APPENDIX  
A NONDETERMINISTIC MINIMIZATION ALGORITHM 
Using traditional descent techniques, uch as gradient descent and related methods [40],--though popular--we 
find arduous to cope with local minims, and require, &t ebc~ step, the computatio~ of the gradlent---an operation 
that may happen to be very time consuming. In [43] we propose a nc~determi,~istic a~m-ithm thst, although 
it is not guaranteed to attain the $1obal minimum, usually finds "good" local miniz~. The method is Eumple, 
straightforward to implement, and proved to be robust with respect to variations in the choice of par~etem and 
initial conditions. 
Figure 6. The figure shows the "tunnel effect" that allows the algorithm to e~ape 
local minima. The solid line is the trajectory of Zn durin$ the minimization procedure. 
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The alSez-ltlmz is iteratlve, and comets,  in ¢mence, of a bed  random N, wcb, that is certainly not new in the 
theory of op " ~ .  Streams tr~m an inltisl W/at  x0, anew point is ~ ~  in . ~  of x0 
of radius o0. If the objective function assumes lower value st this new point tlm.. at tlm ~ p o ~ t  x0, the 
new po/nt is selected as xz, and will be used as startJz~ point at the next step. Oth~wise we ~ set xz --- x0. 
Before iteratins this irooedure the value of the radius Q0 is also updated: if the new Imint was ~ , "  we 
double a0, setting al ----- 2a0, and half it othcndse. Now the procedure cau be iterated, starting from the new 
values xz and al,  until some form of convexsence is reached. The alsorlthm can, thamlkn, be ~ as the temporal 
evolution of the following discrete stoeh~tic dynamical system: 
x .+~ = x,., + . , , . , , o [ , , , (x . )  - 9 (x , .  + a,, . , , . )] ,  
~.+i = 1 . .~z  + 3e[0(x.)-  9(x. + o. . . ) ]) ,  
where sn is a random vector of norm mmdler than one, that is generated at each step according to a uniform 
distribution. We notice that the dymunlcs d the radius a,, is the medmnlmn th~ sllows the sigca-lthm to escape the 
local minima. In fact, during a sequence of "successful" steps, the radius increases ~ ,  And eye.redly 
allows s jum~ from & basin of attraction to another one. Instead d moving uip]zm, however, as in 
. . . .  K..~ [41], the search point "tunnels" thxough the hill that separates two locs/minim,.. This effect is shown 
in Figure 6 in the cue  of the minimlut ion d a two-d imemi~l  objective ftm~ozL 
Some improvements and modiikation, of this technique have been proposed [S3], tosether with a new re .on  [54] 
that borrowed the idea of cro#s-0ver f om genetic algorithms [42] to enlmnce the p e d ~  d the tedmiqne 
presented here. 
Amomg the sdvantaKes of this technique are its simplicity, and the fact that it does not require any knowledge 
about the function that has to be mJnJmJsed. Being based only on evaluation d the objective function, and not 
on its derivatives, and taking advantsg~ of para/b.l machines, large mzmbers of iterations of the algorithm can be 
run, with better chances to find the global minimum. 
Unfortunately, a theoretical analysis of the performances of this al~p>rithm is still missing, so tlmt its use is 
justified only by a quite large amount of experimental results. 
