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СХОДИМОСТЬ ПОСЛЕДОВАТЕЛЬНОСТИ ПРИБЛИЖЕННЫХ
РЕШЕНИЙ ДИНАМИЧЕСКИХ УРАВНЕНИЙ УПРУГОЙ БАЛКИ
Статья посвящена исследованию сходимости метода Галеркина в задаче о колебаниях упругой
балки. Построена последовательность приближенных решений и доказана ее сходимость к обоб-
щенному решению начально-краевой задачи для уравнения Эйлера-Бернулли. Получена априорная
оценка построенных решений. В заключение рассмотрен пример численного интегрирования ап-
проксимаций по Галеркину начально-краевой задачи с силой, зависящей от времени.
Ключевые слова: метод Галеркина, балка Эйлера-Бернулли, обобщенное решение.
1. Введение. Колебательные системы с распределенными параметрами широко
используются при описании движения инженерных конструкций [1], таких как зве-
нья упругих роботов-манипуляторов, башенные краны, антенны, приборные мачты
космических аппаратов.
Распространенным подходом к моделированию динамики таких систем является
метод Галеркина. Однако, вопрос о его сходимости остается открытым для задач
управления механическими системами, состоящими из упругих элементов в виде
балок и пластин.
В монографии [7] приведены результаты исследований устойчивости и стабили-
зации в виде обратной связи бесконечномерных систем, в частности, дифферен-
циальных уравнений четвертого порядка, таких как уравнение колебаний балки
Эйлера-Бернулли.
Статья [4] посвящена асимптотическому анализу систем связанных балок Эйле-
ра-Бернулли и Тимошенко. В ней исследуются спектральные свойства семейства
несамосопряженных операторов, порожденного системой уравнений движения свя-
занных балок Эйлера-Бернулли и Тимошенко.
Установившиеся колебания балки Тимошенко исследованы в статье [6] с помо-
щью методов Галеркина и наименьших квадратов.
В работе [8] рассматривается задача управления для балки Эйлера-Бернулли с
одним закрепленным и одним свободным концом, на которую воздействует присо-
единенный пьезоэлектрический привод. Приведен закон управления с обратной свя-
зью и вычислена длина сенсора/привода, для которой имеет место сильная устой-
чивость, а также доказано убывание энергии к нулю с полиномиальным порядком
для почти всех длин.
Авторы статьи [9] используют модель с нелокальным демпфированием, учиты-
вающую временной и пространственный гистерезис, для систем, состоящих из балок
Эйлера-Бернулли и пластин Кирхгофа. В цитируемой работе сила демпфирования
представлена в виде взвешенного среднего поля скоростей в пространственной об-
ласти.
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В статье [10] получены и решены методом Галеркина уравнения равновесия, опи-
сывающие поведение пространственных изогнутых балок.
В работе [5] исследуются условия сходимости функций преобразования конечно-
мерных аппроксимаций по Галеркину для задач управления механическими систе-
мами с распределенными параметрами.
Работа [11] посвящена исследованию вопроса о существовании предельных точек
решений дифференциального уравнения, описывающего колебания упругой балки
Эйлера-Бернулли с управлением в виде обратной связи.
В данной статье доказана сходимость метода Галеркина для модели балки Эйлера-
Бернулли. Предложенная схема доказательства опирается на материал книги [2], в
которой проведено обоснование сходимости метода Галеркина для уравнения коле-
баний струны.
Данная статья имеет следующую структуру. Во введении приводится краткий
обзор литературы по рассматриваемой теме. Постановка задачи о колебаниях бал-
ки и основной результат работы – Утверждение 1 – приведены во втором разделе.
В третьем разделе показан способ построения базисных функций для решения по-
ставленной задачи методом Галеркина. В четвертом разделе описан процесс проек-
тирования задачи на линейное многообразие, порожденное построенным базисом.
В пятом разделе получена система обыкновенных дифференциальных уравнений
для нахождения коэффициентов разложения аппроксимаций по Галеркину. Шестой
раздел содержит доказательство основного результата. В седьмом разделе проиллю-
стрированы результаты численного решения задачи. Выводы приведены в восьмом
разделе.
2. Задача о колебаниях балки. Рассмотрим задачу о колебаниях упругой
балки. Данный процесс описывается неоднородным дифференциальным уравнением
(см. [1, с. 372]):
∂2w
∂t2
+ a2
∂4w
∂x4
= f(x, t). (1)
Здесь w = w(x, t) – поперечная компонента перемещения балки, x ∈ (0, l), t ∈ (0, T ),
f ∈ L2((0, l)× (0, T )) – функция, описывающая внешнее силовое воздействие,
a2 = EI/ρ > 0, где I – момент инерции сечения балки, E – модуль Юнга, ρ – линей-
ная плотность балки.
Предполагается, что один конец балки жестко закреплен, а второй свободен. То
есть решение w(x, t) удовлетворяет граничным условиям [1, с. 382]:
w
∣∣
x=0
= wx
∣∣
x=0
= 0, (2)
wxx
∣∣
x=l
= wxxx
∣∣
x=l
= 0, (3)
а также начальным условиям
w
∣∣
t=0
= ϕ(x), wt
∣∣
t=0
= ψ(x), (4)
где ϕ ∈
◦
H2(0, l) = {ϕ ∈ H2(0, l) : ϕ(0) = ϕ′(0) = 0}, ψ ∈ L2(0, l).
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Все рассматриваемые в работе функции будем считать вещественнозначными.
Функцию w(x, t) ∈ H2((0, l)× (0, T )) будем называть обобщенным решением за-
дачи (1)-(3), если для нее выполнены условия (2) и интегральное тождество
l∫
0
T∫
0
(
a2
∂2w
∂x2
∂2v
∂x2
− ∂w
∂t
∂v
∂t
)
dtdx =
l∫
0
T∫
0
f(x, t)v(x, t)dtdx (5)
для любой пробной функции v(x, t) ∈ Ĥ2((0, l)× (0, T )), где
Ĥ2((0, l)× (0, T )) = {w ∈ H2((0, l)× (0, T )) : w|t=0 = w|t=T = w|x=0 = wx|x=0 = 0}.
Для приближенного решения задачи (1)-(3) воспользуемся методом Галеркина.
Предположим, что имеется семейство функций vk ∈ H2(0, l), удовлетворяющих кра-
евым условиям vk(0) = 0, v′k(0) = 0, k = 1, 2, .... Зафиксируем число m ∈ N и рас-
смотрим Vm = {c1v1 + . . .+ cmvm} ⊂ L2(0, l) – линейное многообразие, натянутое на
функции v1, . . . , vm. Решение задачи (1)-(4) будем искать в виде
wm(x, t) =
m∑
k=1
ck(t)vk(x), (6)
где ck ∈ H2(0, T ), k = 1,m.
Функцию wm(x, t) будем называть приближенным по Галеркину решением по-
рядка m задачи (1)-(4), если выполнено интегральное тождество
l∫
0
T∫
0
(
a2
∂2wm
∂x2
∂2v
∂x2
− ∂wm
∂t
∂v
∂t
)
dtdx =
l∫
0
T∫
0
f(x, t)v(x, t)dtdx
для любой пробной функции вида v(x, t) = vk(x)q(t), q ∈
◦
C1[0, T ], k = 1,m.
Ниже приведен способ построения базисных функций v1(x), v2(x), . . ., для кото-
рых справедлив следующий результат о сходимости метода Галеркина.
Утверждение 1. Пусть ϕ ∈
◦
H2(0, l), ψ ∈ L2(0, l) и пусть wm(x, t) – последова-
тельность приближенных по Галеркину решений задачи (1)-(4), m = 1, 2, .... Тогда
существует слабо сходящаяся подпоследовательность wmk →
k→∞
w, где w является
искомым обобщенным решением задачи (1)-(4).
Доказательство этого утверждения проведено в разделе 6.
3. Построение базиса. Для решения задачи (1)-(4) методом Галеркина постро-
им базисную в H2(0, l)× (0, T ) систему функций v1(x), v2(x), . . . такую, что v
∣∣
x=0
=
vx
∣∣
x=0
= 0.
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Пусть c(t) ∈ C2(0, T ) и v(x) ∈ C4(0, l); w(x, t) = c(t)v(x) – частное решение одно-
родной задачи:
∂2w
∂t2
+ a2
∂4w
∂x4
= 0,
w
∣∣
x=0
= wx
∣∣
x=0
= wxx
∣∣
x=l
= wxxx
∣∣
x=l
= 0.
Тогда
1
a2c(t)
d2c(t)
dt2
=
1
v(x)
d4v(x)
dx4
= λ = const.
Получим задачу Штурма-Лиувилля для v(x):
d4v
dx4
= λv, x ∈ (0, l),
v(0) = v′(0) = v′′(l) = v′′′(l) = 0.
(7)
Введем линейный дифференциальный оператор A : D(A)→ L2(0, l) следующим
образом:
Aw(x) =
d4w(x)
dx4
и запишем задачу (7) в операторном виде:
Av(x) = λv(x), x ∈ (0, l),
D(A) = {w ∈ H2(0, l) : w(0) = w′(0) = w′′(l) = w′′′(l) = 0}. (8)
Существует обратный оператор A−1 : L2(0, l)→ L2(0, l),
A−1v(x) =
x∫
0
y∫
0
l∫
τ
l∫
z
v(ξ)dξdzdτdy.
Лемма 1. Оператор A−1 вполне непрерывный.
Доказательство. Из неравенства Коши-Буняковского имеем l∫
x
v(ξ)dξ
2 ≤ l∫
x
dξ
l∫
x
v2(ξ)dξ = (l − x)‖v‖2L2(x,l) ≤ l‖v‖2L2(0,l), ∀v ∈ L2(0, l). (9)
Возьмем последовательность {vn(x)}∞n=1, ограниченную в L2(0, l). Рассмотрим
оператор A1 : L2(0, l)→ L2(0, l), который зададим следующим образом:
A1vn =
l∫
x
vn(ξ)dξ.
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Используя неравенство (9), оценим норму ‖A1vn‖ в пространстве L2(0, l):
‖A1vn‖2L2(0,l) =
l∫
0
 l∫
x
vn(ξ)dξ
2 dx ≤ l∫
0
l‖vn‖2L2(0,l)dx = l2‖vn‖2L2(0,l). (10)
Применяя (10), получим аналогичную оценку в пространстве H1(0, l):
‖A1vn‖2H1(0,l) = ‖A1vn‖2L2(0,l) + ‖vn‖2L2(0,l) ≤ (l2 + 1)‖vn‖2L2(0,l). (11)
Рассмотрим оператор A2 : L2(0, l)→ L2(0, l), действующий по формуле
A2vn = A1(A1vn) =
l∫
x
l∫
z
vn(ξ)dξdz,
и оценим норму ‖A2vn‖ в пространстве H1(0, l), используя полученную оценку (11):
‖A2vn‖2H1(0,l) ≤ (l2 + 1)‖A1vn‖2L2(0,l) ≤ l2(l2 + 1)‖vn‖2L2(0,l).
Рассмотрим теперь оператор A3 : L2(0, l)→ L2(0, l), заданный формулой
A3vn = A1(A2vn) =
x∫
0
l∫
τ
l∫
z
vn(ξ)dξdzdτ,
воспользовавшись неравенствами (10) и (11), получим
‖A3vn‖2H1(0,l) ≤ (l2 + 1)‖A2vn‖2L2(0,l) ≤ l2(l2 + 1)‖A1vn‖2L2(0,l) ≤ l4(l2 + 1)‖vn‖2L2(0,l).
Рассмотрим оператор A4 : L2(0, l)→ L2(0, l), действующий следующим образом:
A4vn = A1(A3vn) =
x∫
0
y∫
0
l∫
τ
l∫
z
vn(ξ)dξdzdτdy.
Заметим, что A4vn = A−1vn.
Применим (10) и (11) для оценки нормы ‖A4vn‖ в пространстве H1(0, l)
‖A4vn‖2H1(0,l) ≤ (l2 + 1)‖A3vn‖2L2(0,l) ≤ l2(l2 + 1)‖A2vn‖2L2(0,l) ≤
≤ l4(l2 + 1)‖A1vn‖2L2(0,l) ≤ l6(l2 + 1)‖vn‖2L2(0,l)
и в пространстве H4(0, l)
‖A4vn‖2H4(0,l) = ‖A4vn‖2L2(0,l) + ‖A3vn‖2L2(0,l) + ‖A2vn‖2L2(0,l) + ‖A1vn‖2L2(0,l)+
+ ‖vn‖2L2(0,l) ≤ C‖vn‖2L2(0,l),
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где C = l8 + l6 + l4 + l2 + 1 > 0.
Итак, ‖A−1vn‖2H4(0,l) ≤ C‖vn‖2L2(0,l), значит оператор A−1 переводит ограничен-
ную в L2(0, l) последовательность в ограниченную в H4(0, l) последовательность, а
ограниченное в H4(0, l) множество является предкомпактным в L2(0, l). Таким об-
разом, оператор A−1 переводит ограниченное в L2(0, l) множество в предкомпактное
множество в L2(0, l). Следовательно, оператор A−1 вполне непрерывен. ¤
Нетрудно проверить, что оператор A−1 самосопряженный. Тогда из леммы 1 и
теоремы Гильберта-Шмидта следует, что собственные функции
v1(x), v2(x), . . . (12)
оператора A−1 образуют ортогональный базис пространства L2(0, l).
Рассмотрим теперь сужение обратного к A оператора A−1 : H2(0, l)→ H2(0, l).
Аналогично приведенным выше рассуждениям, его собственные функции образуют
ортогональный базис в пространстве H2(0, l), а по построению A−1 они совпадают
с (12). Система функций (12) линейно независимая, полная в
◦
H2(0, l).
Множества собственных функций операторов A и A−1 совпадают, поэтому си-
стему функций (12) будем искать как собственные функции задачи (7). Заметим,
что собственные числа λn оператора A являются корнями трансцендентного урав-
нения [1, с. 382]:
cos 4
√
λnl cosh
4
√
λnl = −1. (13)
Соответствующие собственные функции задачи (7) запишем в виде ([6]):
vn(x) = c1n{cos( 4
√
λnl)− cos( 4
√
λnl)}+ c2n{sin( 4
√
λnl)− sinh( 4
√
λnl)}. (14)
Скалярное произведение в пространстве
◦
H2(0, l) зададим формулой
〈f, g〉 ◦
H2(0,l)
=
l∫
0
∂2f
∂x2
∂2g
∂x2
dx. (15)
Выберем константы c1n, c2n в формуле (14) таким образом, чтобы выполнялось
условие нормированности для собственных функций:
‖vk‖ ◦
H2(0,l)
= 1, ∀ k = 1, 2, . . . . (16)
4. Проекция задачи на конечномерное подпространство. Спроектируем
начальные функции ϕ(x) и ψ(x) на Vm:
ϕm(x) =
m∑
k=1
〈ϕ, vk〉L2(0,l)
‖vk‖2L2(0,l)
· vk(x) =
m∑
k=1
ϕkvk(x), (17)
ψm(x) =
m∑
k=1
〈ψ, vk〉L2(0,l)
‖vk‖2L2(0,l)
· vk(x) =
m∑
k=1
ψkvk(x), (18)
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тогда из (6) и (17) следует
wm(x, 0) =
m∑
k=1
ck(0)vk(x) =
m∑
k=1
ϕkvk(x), (19)
откуда ck(0) = ϕk и
w˙m(x, 0) =
m∑
k=1
c′k(0)vk(x) =
m∑
k=1
ψkvk(x), (20)
то есть c′k(0) = ψk.
В интегральном тождестве (5) возьмем в качестве пробной функции
v(x, t) = vk(x)q(t), где vk(x) – одна из найденных собственных функций задачиШтурма-
Лиувилля, q(t) – некоторая функция пространства
◦
H2(0, T ):
l∫
0
T∫
0
(
a2
∂2wm
∂x2
v′′kq −
∂wm
∂t
vkq˙
)
dtdx =
l∫
0
T∫
0
fvkqdtdx.
Интегрирование по частям приводит к
T∫
0
q(t)
 l∫
0
(
a2
∂4wm
∂x4
+
∂2wm
∂t2
− f(x, t)
)
vk(x)dx
 dt = 0, ∀q ∈ ◦H2(0, T ).
Согласно основной лемме вариационного исчисления,
l∫
0
(
a2
∂4wm
∂x4
+
∂2wm
∂t2
)
vk(x)dx =
l∫
0
f(x, t)vk(x)dx, k = 1,m, (21)
для почти всех t ∈ [0, T ].
5. Построение уравнений относительно коэффициентов разложения по
Галеркину. Будем искать такие функции ck(t), k = 1,m, для которых выполнены
начальные условия (19), (20) и интегральное тождество (21).
Подставим (6) в (21) и получим линейную относительно функций c1(t), . . . cm(t)
систему обыкновенных дифференциальных уравнений второго порядка с постоян-
ными коэффициентами
m∑
s=1
(
c¨s(t)〈vs, vk〉L2(0,l) + a2cs(t)〈vs, vk〉 ◦
H2(0,l)
)
= fk(t), k = 1,m, (22)
где fk(t) =
l∫
0
f(x, t)vk(x)dx ∈ L2(0, T ).
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Поскольку собственные функции, соответствующие различным собственным зна-
чениям оператора A, ортогональны, то система обыкновенных дифференциальных
уравнений (22) имеет вид:
c¨k(t)‖vk‖2L2(0,l) + a2ck(t) = fk(t), k = 1,m. (23)
Положим
A˜ =

‖v1‖2L2 0 . . . 0
0 ‖v2‖2L2 . . . 0
...
...
. . .
...
0 0 . . . ‖vm‖2L2

и перепишем (23) в матричном виде:
A˜
d
dt
 c˙1(t)...
˙cm(t)
 = −a2
 c1(t)...
cm(t)
+
 f1(t)...
fm(t)
 .
Пусть
C(t) =
(
c′1(t), . . . , c′m(t), c1(t), . . . , cm(t)
)T
, A =
(
0 −a2A˜−1
I 0
)
,
F (t) =
(
A˜−1 0
) (
f1(t), . . . , fm(t) 0
)T
,
где I и 0 – единичная и нулевая матрицы соответствующей размерности, тогда за-
дача (23), (19), (20) эквивалентна задаче
C ′(t) = AC(t) + F (t),
C(0) =
(
ψ1, . . . , ψm, ϕ1, . . . , ϕm
)T
.
(24)
Поскольку f ∈ L2((0, l)× (0, T )), то F (t) ∈ L2(0, T ), следовательно,
t∫
0
F (τ)dτ ∈ C(0, T ).
Задачу (24) заменяем эквивалентной ей системой интегральных уравнений
C(t) =
t∫
0
AC(τ)dτ +
t∫
0
F (τ)dτ, (25)
со свободным членом из C(0, T ). Существует единственное решение системы (25).
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Тождество (21) умножим на c˙k(t), проинтегрируем по (0, τ), где τ ∈ [0, T ], про-
суммируем по k = 1,m. Получим
τ∫
0
l∫
0
(
∂2wm
∂t2
+ a2
∂4wm
∂x4
)
∂wm
∂t
dxdt =
τ∫
0
l∫
0
f(x, t)
∂wm
∂t
dxdt. (26)
Используя тождества
∂2wm
∂t2
· ∂wm
∂t
=
1
2
∂
∂t
((
∂wm
∂t
)2)
,
∂4wm
∂x4
· ∂wm
∂t
=
∂2
∂x2
(
∂2wm
∂x2
∂wm
∂t
)
− 2 ∂
∂x
(
∂2wm
∂x2
∂2wm
∂x∂t
)
+
1
2
∂
∂t
((
∂2wm
∂x2
)2)
,
приходим к соотношению
τ∫
0
l∫
0
(
∂2wm
∂t2
+ a2
∂4wm
∂x4
)
∂wm
∂t
dxdt =
1
2
∫
Dτ
((
∂wm
∂t
)2
+
(
a
∂2wm
∂x2
)2)
dx−
− 1
2
l∫
0
(
a2
d2ϕm(x)
dx2
+ (ψm(x))2
)
dx,
где Dτ = {x ∈ (0, l), t = τ}.
6. Доказательство сходимости последовательности приближенных ре-
шений к обобщенному решению задачи. Проведем доказательство Утвержде-
ния 1.
В пространстве Ĥ2((0, l)× (0, T )) введем норму
‖w‖2
Ĥ2((0,l)×(0,T )) =
l∫
0
T∫
0
((
∂w
∂t
)2
+ a2
(
∂2w
∂x2
)2)
dtdx,
тогда
2
T∫
0
τ∫
0
l∫
0
(
∂2wm
∂t2
+ a2
∂4wm
∂t4
)
∂wm
∂t
dxdtdτ =
= ‖wm‖2
Ĥ2((0,l)×(0,T )) − T
l∫
0
(
a2ϕm(x)xx + (ψm(x))2
)
dx.
Введем энергетическую функцию
E(t) = 1
2
l∫
0
((
∂wm
∂t
)2
+ a2
(
∂2wm
∂x2
)2)
dx.
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Заметим, что ∥∥∥∥∂wm∂t
∥∥∥∥2
L2(0,l)
=
l∫
0
(
∂wm
∂t
)2
dx ≤ 2E(t) (27)
и
dE
dt
=
l∫
0
(
∂wm
∂t
∂2wm
∂t2
+ a2
∂2wm
∂x2
∂3wm
∂x2∂t
)
dx =
l∫
0
∂wm
∂t
f(x, t)dx.
В силу неравенства Коши–Буняковского и (27)
dE
dt
≤
∥∥∥∥∂wm∂t
∥∥∥∥
L2(0,l)
‖f‖L2(0,l) ≤
√
2
√
E(t)‖f‖L2(0,l). (28)
Обозначим
√
2
√E(t)‖f‖L2(0,l) = Φ(t) и запишем уравнение сравнения для (28):
dE
dt
= Φ(t)
√
E(t),
отсюда √
E(t) =
√
E(0) + 1
2
t∫
0
Φ(τ)dτ,
где
E(0) = 1
2
l∫
0
((
∂wm
∂t
∣∣∣∣
t=0
)2
+ a2
(
∂2wm
∂x2
∣∣∣∣
t=0
)2)
dx =
1
2
l∫
0
(
(ψ(x))2 + a2
(
∂2ϕ
∂x2
)2)
dx.
В силу теоремы 4.1 [3, c. 40]:
E(t) ≤
√E(0) + 1
2
t∫
0
Φ(τ)dτ
2 , (29)
что означает равномерную ограниченность функции E(t) по m.
Заметим, что
‖wm‖2
Ĥ2((0,l)×(0,T )) =
T∫
0
E(t)dt.
Таким образом, последовательность функций {wm}∞m=1 сильно ограничена. Посколь-
ку сильно ограниченное множество в гильбертовом пространстве слабо компактно,
то в {wm}∞m=1 существует слабо сходящаяся подпоследовательность. Не ограничи-
вая общности, обозначим ее {wm}∞m=1, тогда wm →m→∞ w слабо в Ĥ
2((0, l)× (0, T )),
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где w – искомое обобщенное решение задачи (1)-(4). Для доказательства этого фак-
та необходимо проверить для w(x, t) выполнение интегрального тождества (5), в
котором в качестве пробной функции возьмем
v(x, t) = vk(x)q(t), (30)
где vk(x) – одна из найденных собственных функций задачи (7), а q(t) ∈ C1[0, T ]
удовлетворяет условию q(0) = q(T ) = 0.
По построению wm:
l∫
0
T∫
0
(
a2
∂2wm
∂x2
∂2v
∂x2
− ∂wm
∂t
∂v
∂t
− fv
)
dtdx = 0, ∀m ≥ k. (31)
Запишем условие слабой сходимости:
l∫
0
T∫
0
(
a2
∂2wm
∂x2
∂2v
∂x2
− ∂wm
∂t
∂v
∂t
− fv
)
dtdx →
m→∞
→
m→∞
l∫
0
T∫
0
(
a2
∂2w
∂x2
∂2v
∂x2
− ∂w
∂t
∂v
∂t
− fv
)
dtdx.
(32)
Следовательно, в силу (31) и (32),
l∫
0
T∫
0
(
a2
∂2w
∂x2
∂2v
∂x2
− ∂w
∂t
∂v
∂t
− fv
)
dtdx = 0,
что означает выполнение (5) для w(x, t).
Докажем теперь, что множество M , состоящее из линейных комбинаций функ-
ций (30), всюду плотно в Ĥ2((0, l)× (0, T )). Для этого возьмем всюду плотное в
Ĥ2((0, l)× (0, T )) множество, состоящее из непрерывных в прямоугольнике [0, l]× [0, T ]
функций η(x, t), обращающихся в ноль на границе прямоугольника, и покажем, что
любую функцию η можно аппроксимировать в метрике H2(0, l)× (0, T ) функциями
из M , то есть ‖vn − η‖H2((0,l)×(0,T )) →
n→∞ 0, где vk ∈M .
Функции η(x, t) ∈ C2((0, l)× (0, T )) и ηt(x, t) ∈ C1((0, l)× (0, T )) можно разло-
жить в ряды Фурье по системе функций (12):
η(x, t) =
∞∑
k=1
ηk(t)vk(x), (33)
ηt(x, t) =
∞∑
k=1
η′k(t)vk(x). (34)
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Поскольку для фиксированного t ∈ [0, T ] функции η(·, t) и ηt(·, t) лежат в про-
странстве
◦
H2(0, l), то их ряды Фурье будут сходиться к ним в метрике
◦
H2(0, l).
Заметим, что частная сумма ηN =
N∑
k=1
ηk(t)vk(x) ряда (33) есть элемент множе-
ства M ,
ηt − ηNt ∈
◦
H2(0, l).
В силу неравенства Стеклова
‖ηt − ηNt ‖2L2(0,l) ≤ C‖ηt − ηNt ‖2◦
H2(0,l)
, (35)
откуда согласно равенству Парсеваля
‖ηt − ηNt ‖2L2(0,l) + ‖η − ηN‖2◦
H2(0,l)
≤ C‖ηt − ηNt ‖2◦
H2(0,l)
+ ‖η − ηN‖2◦
H2(0,l)
=
=
∞∑
k=n+1
C(η′k)
2 + η2k →
N→∞
0,
(36)
следовательно,
‖ηt − ηNt ‖2L2(0,l) + ‖η − ηN‖2◦
H2(0,l)
→
N→∞
0,
‖η − ηN‖2
Ĥ2((0,l)×(0,T )) =
l∫
0
T∫
0
(
(ηt − ηNt )2 + a2
(
∂2η
∂x2
− ∂
2ηN
∂x2
)2)
dtdx =
=
T∫
0
(
‖ηt − ηNt ‖2L2(0,l) + a2‖η − ηN‖2◦
H2(0,l)
)
dt →
N→∞
0,
(37)
откуда
‖η − ηN‖2
Ĥ2((0,l)×(0,T )) →N→∞ 0.
Утверждение доказано.
7. Численное моделирование. На рис. 1 показаны результаты численного
интегрирования системы обыкновенных дифференциальных уравнений (23), соот-
ветствующие приближенным решениям начально–краевой задачи (1)-(4) в момент
времени t = 2 с для таких значений механических параметров: длина балки l = 1 м,
начальная скорость равна нулю (ψ(x) ≡ 0), коэффициент a2 = 100Нм3кг , что харак-
терно, например, для алюминиевой балки с круговым сечением диаметра прибли-
зительно 5, 5 мм.
Для иллюстрации начальная функция
ϕ(x) = − g
24a2
x4 +
gl
6a2
x3 − gl
2
4a2
x2
выбрана из условия равновесия балки в поле силы тяжести. Силы, действующие на
балку, представимы в виде функции
f(x, t) = −g + (1− e−λt)χ[l−h,l](x),
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где χ[l−h,l](x) – индикатор отрезка [l − h, l], u(t) = 1− e−λt – управление. Такая функ-
ция f(x, t) соответствует балке, к свободному концу которой на отрезке длины h
приложена управляющая сила, направленная вертикально вверх таким образом, что
при t→ +∞ эта сила компенсирует вес балки. При расчете выбраны значения па-
раметров λ = 1, h = 0, 1 м.
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0
0.2 0.4 0.6 0.8 1
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Рис. 1. Форма прогиба балки
Из рисунка видно, что приближенные решения по Галеркину достаточно близки
к нулю при всех x ∈ (0, l). При этом графики функций w2(x, 2), . . . , w20(x, 2) прак-
тически совпадают, что подтверждает быструю сходимость метода Галеркина для
задачи (1)-(4).
8. Заключение. Важным этапом доказательства утверждения является полу-
чение оценки энергии на решениях (29). Поскольку эта оценка является равномер-
ной по m, формула (29) может быть использована при изучении приближенных по
Галеркину решений любого порядка.
Дальнейший интерес представляет исследование задач с более общими краевыми
условиями, в частности, колебания балки, связанной с твердым телом, или балки с
точечной массой на конце.
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A.L. Zuyev, J. I. Kucher
Convergence of the sequence of approximate solutions for dynamic equations of a flexible
beam.
This paper is devoted to the investigation of the Galerkin’s method convergence for the flexible beam
vibrations problem. A sequence of approximate solutions is constructed and its convergence to the
generalized solution of the initial-boundary value problem for the Euler-Bernoulli beam equation is
proved. An a priori estimate of the obtained solutions is presented. In conclusion, an example of the
numerical integration of Galerkin’s approximations of the initial-boundary value problem with a time-
varying force is considered.
Keywords: Galerkin’s method, Euler-Bernoulli beam, generalized solution.
О.Л. Зуєв, Ю. I. Кучер
Збiжнiсть послiдовностi наближених розв’язкiв динамiчних рiвнянь пружної балки.
Статтю присвячено дослiдженню збiжностi методу Гальоркiна в задачi про коливання пружної
балки. Побудовано послiдовнiсть наближених розв’язкiв i доведено її збiжнiсть до узагальненого
розв’язку початково-крайової задачi для рiвняння Ейлера-Бернуллi. Отримано апрiорну оцiнку
побудованих розв’язкiв. У заключнiй частинi роботи розглянуто приклад чисельного iнтегрування
апроксимацiй за Гальоркiним початково-крайової задачi з силою, що залежить вiд часу.
Ключовi слова: Метод Гальоркiна, балка Ейлера-Бернуллi, узагальнений розв’язок.
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