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The collective emission from a one-dimensional chain of interacting two-level atoms coupled to a
common electromagnetic reservoir is investigated. We derive the system’s dissipative few-excitation
eigenstates, and analyze its static properties, including the collective dipole moments and branching
ratios between different eigenstates. Next, we study the dynamics, and characterize the light emitted
or scattered by such a system via different far-field observables. Throughout the analysis, we consider
spontaneous emission from an excited state as well as two different pump field setups, and contrast
the two extreme cases of non-interacting and strongly interacting atoms. For the latter case, the
two-excitation submanifold contains a two-body bound state, and we find that the two cases lead to
different far-field signatures. Finally we exploit these signatures to characterize the wavefunctions
of the collective eigenstates. For this, we identify a direct relation between the collective branching
ratio and the momentum distribution of the collective eigenstates’ wavefunction. This provides a
method to proof the existence of certain collective eigenstates and to access their wave function
without the need to individually address and/or manipulate single atoms.
PACS numbers: 42.50.Nn, 42.50.Ct
I. INTRODUCTION
In recent years, tailored lattice systems of (artificial)
atoms have turned into a thriving field of experimen-
tal and theoretical research across many different subdis-
ciplines of quantum optics. Still, the typical questions
and problems addressed in the context of atomic lat-
tice systems interacting with light often relate to basic
and generic properties. Physical realizations of artificial
atomic lattice systems cover a wide range of technologies
with which light–matter interactions can be studied. To
name just a few, these include cold atoms in optical lat-
tices [1–3], fiber-based settings [4], atom–cavity networks
and on-chip photonics [5–8], or cold polar molecules [9].
One particular line of research involves static and dy-
namic properties of the system in the few-excitation sub-
space [10, 11, 15, 16]. In particular few-excitation eigen-
states in one dimension are also connected to the topic of
more “exotic” eigenstates such as two-body bound states
on a lattice [1, 2, 10, 11, 16, 17]. These represent a nice
example for how a “historical” prediction originally put
forward by Bethe [18] is investigated today by means of
cutting-edge experimental techniques [1, 2].
However, oftentimes, related experiments are very de-
manding in that they require in situ tuning of parameters
and/or rely on single-site manipulation. This motivates
alternative approaches such as the coupling to a probing
light field [17, 19–23]. Essentially, the key question here
is about how much information on the eigenstates of an
atomic lattice system can be inferred from the scattered
light in the far field when the system is probed optically.
A recent addition to the zoo of lattice systems arises
from the emerging field of x-ray quantum optics [24]. Nu-
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clear transitions driven, e.g., by synchrotron light [25],
are a particularly promising implementation, fueled by
a number of recent theoretical [26–32] and experimen-
tal [33–42] works. Typically, the nuclei are embedded
in a solid state target, which may exhibit a crystalline
structure. Facilitated by the Mo¨ßbauer effect [43, 44],
suitable nuclei such as 57Fe have the additional bene-
fit of offering recoil-less absorption or emission of light.
Nanostructuring of the target, e.g., into thin-film waveg-
uide structures [32, 36, 38, 39] or nano-wires [41], allows
one to explore lower-dimensional geometries. Further-
more, in state-of-the-art experiments, source limitations
naturally restrict the nuclei to the low-excitation sub-
space. Finally, since the nuclei are probed via scattered
light observed in the far field, again the question arises,
how much this light reveals about the system.
Motivated by this question, here, we study the far-
field signatures that emerge in the collective emission
from dipole–dipole coupled two-level atoms on a one-
dimensional lattice (see Fig. 1). To this end, we develop
an analytical framework reminiscent of spin physics,
which allows us to discuss the relevant physical mecha-
nisms in a broader context. We start by deriving the dis-
sipative few-excitation eigenstates of the coupled atoms
subject to a common reservoir. Next, we determine
the collective dipole moments and related branching ra-
tios for transitions between the eigenstates of the atomic
chain. As a key result of this analysis, we identify a con-
nection between the momentum distribution of the col-
lective atomic states’ wavefunctions and these branching
ratios. This analysis further enables us to determine the
relevant level space for the spontaneous emission from
an excited eigenstate, as well as under the influence of
weak incoherent driving fields. We then study the dy-
namics within this relevant level space by means of a mas-
ter equation. Relating the electric far field operator to
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FIG. 1. (color online) General structure of the analysis. (a)
shows the basic setup. The two-level atoms (bare transition
energy ω0) are arranged on a one-dimensional lattice (lattice
constant a) along the z direction. The atoms’ dipole moments
are uniformly aligned and lie in the x-z plane (in this sketch,
we have exemplarily chosen an angle between the dipole mo-
ments and the atomic chain of θ = pi/2). The whole chain
is coupled to a common reservoir indicated by the shading.
In (b), the first considered pump-field configuration is shown,
with an incoherent pump rate |P|2 applied at an excitation
angle βexc. The pump’s electric field polarization vector lies
in the x-z plane and is perpendicular to the driving field’s
wave vector k. To separate the scattered field from the driv-
ing field, a detection out-of-plane (i. e., in the y-z plane) could
be performed. (c) Two-pump setup with excitation angles β1
and β2. The ratio of the driving fields’ pump rates is 
2.
the collective atomic eigenbasis, we can evaluate far-field
observables such as the emitted intensity, the emission
spectrum, and an intensity correlation function. This
approach is of interest since it does not require single-
atom addressability or manipulation techniques, and it
is compatible with recent experiments in nuclear quan-
tum optics.
In our analysis, we particularly contrast the two ex-
treme cases of non-interacting and strongly interacting
atoms. For the latter case, the two-excitation subman-
ifold comprises not only scattering states but also two-
body bound states of atomic excitation. We further find
that the two cases lead to different dynamics, involving
characteristic branching ratios between the eigenstates.
These differences also manifest themselves in all optical
far-field observables. As an application, we discuss dif-
ferent driving field setups to characterize the collective
eigenstates’ wavefunctions via the scattered light. Fi-
nally, as an outlook, we calculate second-order correla-
tion functions of the light in the far field.
This paper is organized as follows. In Sec. II, we in-
troduce our model and discuss it’s static properties. Fur-
thermore, we determine the electric far-field operator in
the collective atomic eigenbasis and define our observ-
ables. Based on a Lindblad master equation, we analyze
in Sec. III the angle-dependent far-field pattern emerg-
ing from the spontaneous emission of the system’s eigen-
states. In Sec. IV, we discuss the far-field properties in
the presence of external driving fields. We conclude the
paper in Sec. V. Appendices A–G provide technical de-
tails on the calculations performed.
II. FUNDAMENTALS
A. The Model
We start with the Hamiltonian (~ ≡ 1) of M ≡ N +
1  1 (N is even) two-level atoms that are periodically
arranged on a one-dimensional lattice (lattice constant
a), are linearly coupled to a photon bath, and are subject
to a pair interaction Vnm = V|n−m| (where V0 = 0):
H =
N
2∑
n=−N2
ωnσ
+
n σ
−
n +
∑
k
ka
†
kak
+
N
2∑
n=−N2
∑
k
(
gnkσ
+
n ak + g
∗
nkσ
−
n a
†
k
)
(1)
+
1
2
N
2∑
n=−N2
N
2∑
m=−N2
V|n−m|σ+n σ
−
n σ
+
mσ
−
m .
The atomic indices refer to lattice sites, ωn = ω0 ∀ n de-
notes the atomic transition energies, and gnk signifies the
coupling of atom n to mode k of a photon bath (whose
dispersion relation is k). The photonic creation and an-
nihilation operators a†k and ak are bosonic operators and
the index k runs over all modes of the photon reservoir.
The atomic raising (lowering) operator of atom n is de-
noted by σ+n (σ
−
n ), satisfying the commutation relation
[σ+n , σ
−
m] = δnmσ
z
n, where σ
+
n = |↑〉n〈↓|n, σ−n = (σ+n )†,
and σzn = |↑〉n〈↑|n − |↓〉n〈↓|n. Here, |↑〉n (|↓〉n) denotes
the excited (ground) state of atom n.
Upon eliminating the photonic degrees of freedom sim-
ilarly to the formalism presented in Ref. [45] (see App. A
for details), we arrive at the effective, non-Hermitian
3Hamiltonian
Heff =
N
2∑
n=−N2
ω0 σ
+
n σ
−
n −
i
2
N
2∑
n=−N2
N
2∑
m=−N2
Γ|n−m|σ+n σ
−
m
+
1
2
N
2∑
n=−N2
N
2∑
m=−N2
V|n−m|σ+n σ
−
n σ
+
mσ
−
m . (2)
The individual terms in this Hamiltonian can be un-
derstood as follows. Being coupled to an electromag-
netic reservoir, an individual atom experiences an en-
ergy shift (Lamb shift) of Im(Γ0)/2 and it is subject
to spontaneous decay at a rate of Re(Γ0) ≡ γ0. Pho-
tons can be exchanged between nearby atoms via the
common electromagnetic reservoir by virtue of dipole–
dipole coupling. These processes are incorporated into
the terms with Im(Γ|n−m|≥1), while the dissipative part
(i. e., Re(Γ|n−m|≥1)) leads to a modification of the spon-
taneous emission rate. Furthermore, two atoms at a
relative distance of |n−m| a experience an interaction-
induced energy shift V|n−m| if they are both in the ex-
cited state. Hamiltonian (2) can also be seen as describ-
ing interacting and dissipative spin-1/2 excitations on a
one-dimensional lattice.
In this paper, we aim at investigating the regime of an
extended sample, where the bare atomic emission wave-
length λat = 2pi/kat = 2pic/ω0 (c is the speed of light)
is smaller than the lattice constant, i. e., λat/a < 1, con-
trasting the established “small-volume limit” originally
investigated by Dicke [46, 47]. In the following, we re-
strict the dipole–dipole coupling and the atom–atom in-
teractions to nearest neighbors. The only parameters left
in this regime are Γ0, Γ1, and U ≡ V1, resulting in the
tight-binding formulation
Htbeff =
N
2∑
n=−N2
(
ω0 − iΓ0
2
)
σ+n σ
−
n (3)
− iΓ1
2
N
2 −1∑
n=−N2
(
σ+n+1σ
−
n + h.c.
)
+ U
N
2 −1∑
n=−N2
σ+n+1σ
−
n+1σ
+
n σ
−
n .
For atoms coupled to free space, the complex rates that
enter Hamiltonians (2) and (3) are given by [45]
Γ0
γ0
= 1− 2i
pi
, (4)
Γx 6=0
γ0
= Ax sin
2 θ +Bx · 3 cos
2 θ − 1
2
, (5)
Ax = −3ie
iξx
2ξx
, (6)
Bx =
3
ξ3x
· [ sin ξx − ξx cos ξx
− i (cos ξx + ξx sin ξx)
]
, (7)
ξx = kata |x| = ω0a |x| /c , (8)
where x ≡ n − m and θ denotes the angle between the
atomic chain (z axis) and the atomic dipole moment d
(see also Fig. 1a)).
Exemplarily, orders of magnitudes in the field of Ry-
dberg atoms trapped in an optical lattice are [48] λat ∼
500 nm, (ω0/2pi ∼ 500 THz), γ0 ∼ MHz, and U ∼
50 GHz (for a ∼ 1 µm), representing separated scales
ω0  U  γ0. Alternatively, in the realm of x-ray quan-
tum optics [33–41], for instance the 57Fe Mo¨ssbauer tran-
sition is characterized by ω0/2pi ∼ 1018 Hz, γ0 ∼ MHz,
a ∼ pm, and U = 0. For these systems, crystalline solid
state targets naturally provide ordered arrays of x-ray
emitters.
B. Eigenstates and Eigenvalues
In this Section, we investigate the non-Hermitian
eigenvalue problem
(Heff − E) |Ψ〉 = 0 . (9)
The resulting eigenvalues E are complex and the real
part plays the role of the eigenstate’s excitation energy,
whereas −2Im(E) can be interpreted as the decay rate of
the eigenstate’s occupation number [45]. Also note that
for a non-Hermitian Hamiltonian, the left eigenstates are
in general not just the Hermitian conjugate of the right
eigenstates (as it would be for a Hermitian Hamiltonian).
Generally, the notion of biorthogonality needs to be taken
into account (for instance, see Ref. [49]). However, these
details will not be important in the course of this paper
since we are led by the following train of thought.
First, we use an effective non-Hermitian Hamiltonian
to obtain the energies and decay rates in the system’s
eigenbasis. Later on, when switching to a Lindblad for-
mulation (Sec. III A), the coherent time evolution is given
with respect to the “closed” system described by the Her-
mitian part of the Hamiltonian which is realized formally
by setting the real parts of the complex rates to zero, i. e.,
Re(Γx) = 0. Note that setting the real part of the com-
plex decay rates to zero results in a Hermitian Hamil-
tonian, yielding real energy eigenvalues (which are the
system’s transition energies). Expressed differently, the
coherent part of the Lindblad equation is diagonal with
respect to the “non-dissipative” basis (which we also uti-
lize for the calculation of matrix elements). Likewise, the
dissipators in the incoherent part of the Lindblad equa-
tion contain the eigenstates’ total decay rates as obtained
from the imaginary part of the complex eigenenergies of
the original non-Hermitian Hamiltonian [50].
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FIG. 2. (color online). Complex dispersion relations for single-excitation states |k〉 (a)) and two-excitation states |Kν〉 (b)).
Note that the energies of the bound states are detached from the quasicontinuum of scattering states. The parameters chosen
here are λat/a = 0.5 and θ = pi/2, resulting in Γ0/γ0 = 1− 0.637i and Γ1/γ0 = 0.009− 0.119i. For ω0  U  γ0, we can resort
to a simplified level scheme of quasidegenerate bands (c)).
1. Single-Excitation Eigenstates and Eigenvalues
A solution to the single-excitation eigenproblem (see
App. B 1 for details) can be formulated in terms of a
Bloch wave
|k〉 =
∑
n
eikan√
M
σ+n |0〉 , (10)
where ka = −pi + 2pi`/M (` = 0, 1, . . . ,M − 1) is a
wavenumber from the first Brillouin zone and |0〉 signifies
the vacuum state. The complex eigenvalues for the gen-
eral Hamiltonian (2) are essentially given as the Fourier
lattice transform of the complex rates, i. e.,
E
(1)
k = ω0 −
i
2
N
2∑
x=−N2
Γ|x|e−ikax
= ω0 − i
2
Γ0 − i
N
2∑
x=1
Γx cos(kax) . (11)
Rewritten in terms of the collective Lamb shift and decay
rate we have
Re(E
(1)
k ) = ω0 +
1
2
Im(Γ0) +
N
2∑
x=1
Im(Γx) cos(kax) , (12)
Γk ≡ −2Im(E(1)k ) = γ0 + 2
N
2∑
x=1
Re(Γx) cos(kax) .(13)
As a side note we would like to point out that the su-
perradiant Dicke state [46, 47] in the small-volume limit
a→ 0 is also accounted for in the above expressions. For
a → 0, we have Γx → Γ0 (see Eqs. (4)–(8)) so that the
state with k = 0 (symmetric Dicke state) exhibits a decay
rate as well as a Lamb shift proportional to the number
of emitters M in the volume. Hence, Γk=0
a→0→ Mγ0 and
Re(E
(1)
k = 0)
a→0→ ω0 −Mγ0/pi.
However, for the remainder of this paper, we focus on
the regime of an extended sample and utilize the tight
binding Hamiltonian (3). In that case, the above formu-
lae reduce to
Re(E
(1)
k ) = ω0 +
1
2
Im(Γ0) + Im(Γ1) cos(ka) ' ω0 ,(14)
Γk = γ0 + 2Re(Γ1) cos(ka) ' γ0 , (15)
where the approximated expressions are valid for
γ0/ω0  1, describing sharp optical resonances. The
single-excitation dispersion relation for the tight-binding
case is depicted in Fig. 2a).
2. Two-Excitation Eigenstates and Eigenvalues
The solution to the two-excitation problem (see
App. B 2 for details) can be written in terms of a prod-
uct of the center-of-mass motion (described by a plane
wave with a center-of-mass wavenumber K) and a rela-
tive wavefunction Ψ
(Kν)
|n1−n2|, i. e.,
|Kν〉 = 1
2
√
M
∑
n1n2
ei
Ka
2 (n1+n2) ·Ψ(Kν)|n1−n2| σ+n1σ+n2 |0〉 .
(16)
Here, K/2 is from the first Brillouin zone and ν is a
quantum number still to be determined. For n1 = n2,
the wavefunction needs to vanish (Ψ
(Kν)
0 = 0) since a
single atom cannot be doubly excited, expressing the fact
that the excitations of a 1D spin-1/2 chain are hard-core
bosons.
Note that this eigenproblem is similar to the problem
of two excitations in the extended Bose-Hubbard model
[10, 11] and also occurs in the study of biexcitons in ar-
rays of coupled chromophores [12–14]. Originally put
forward by Bethe [18] (and, for instance, also addressed
in Refs. [1, 2, 10, 11, 16, 18]), is the remarkable fact that
a complete basis of the two-excitation submanifold com-
5prises scattering states and bound states. We will now
discuss these two classes of solutions.
Scattering States.— For each center-of-mass wavenum-
ber K, we have scattering states characterized by their
relative wavenumber p (from the first Brillouin zone).
The relative wave function is of the form (x 6= 0)
Ψ(Kp)x =
1√
M
(
eipa|x| + eiδKpe−ipa|x|
)
, (17)
where δKp is the scattering phase shift due to the atom–
atom interaction. The corresponding complex energy
eigenvalues can be written as
Re(E
(2)
Kp) = 2ω0 + Im(Γ0) + 2Im(Γ1) cos
(
Ka
2
)
cos(pa)
' 2ω0 , (18)
ΓKptot ≡ −2Im(E(2)Kp)
= 2γ0 + 4Re(Γ1) cos
(
Ka
2
)
cos(pa) (19)
' 2γ0 .
This two-excitation dispersion relation is depicted in
Fig. 2b). As in Eqs. (14) and (15), the approximated
expressions are valid for γ0/ω0  1. Note that the eigen-
values (18) and (19) do not depend on the scattering
potential U . In fact, the (complex) eigenenergy is just
the energy of the “free” particles as it is always the case
in scattering theory. This becomes most apparent when
expressing the center-of-mass and the relative wavenum-
bers in terms of single-particle wavenumbers k1 and k2,
i. e., E
(2)
Kp = E
(2)
k1+k2,(k1−k2)/2 = E
(1)
k1
+ E
(1)
k2
. In particu-
lar, when there is no interaction (U = 0) the full many-
body solution can be written as a direct product of single-
excitation states and the many-body eigenenergy is the
sum of the single-excitation energies.
In the introduction of Sec. II B, we mentioned that
the eigenstate’s wavefunction coefficients belonging to
the non-dissipative, Hermitian system (realized by set-
ting Re(Γ0) = Re(Γ1) = 0) are important for a later
calculation of matrix elements. The corresponding scat-
tering phase shift for the non-dissipative system is [51]
eiδKp = − Im(Γ1) cos
(
Ka
2
)− Ueipa
Im(Γ1) cos
(
Ka
2
)− Ue−ipa . (20)
For the remainder of this paper, we will concentrate on
the two cases of non-interacting atoms (U = 0) and
strong atom–atom interactions (“large U limit”). For
U = 0 the phase shift is
eiδKp = −1 (U = 0) . (21)
This is a result of the hard-core constraint Ψ
(Kν)
0 = 0 and
can be understood as an infinite repulsion at zero relative
coordinate. Conversely, in the limit of strong atom–atom
interactions, where U  γ0 > Im(Γ1), the phase shift is
eiδKp = −e2ipa (U  γ0) . (22)
Further note that, for both U = 0 and large U , the p = 0-
wavefunction vanishes. This also includes the so-called
symmetric Dicke state with K = p = 0 for which the
relative phases between the different wavefunction coef-
ficients is constant. Unlike for the original Dicke model,
two excitations in our tight-binding model interfere de-
structively for p = 0 due to the mentioned hard-core
constraint (see eiδKp = −1 in Eqs. (21), (22), and (17)).
Bound States.— Additionally, the system may also fea-
ture bound states [10, 11, 16], whose relative wavefunc-
tion is of the form (x 6= 0)
Ψ(K,BS)x = α
|x|−1
K , (23)
where αK = −iΓ1 cos
(
Ka
2
)
/U and the complex energy
eigenvalues are
Re(E
(2)
K,BS) = 2ω0 + Im(Γ0) + U (24)
− cos2
(
Ka
2
)
·
[
(Re(Γ1))
2 − (Im(Γ1))2
]
U
' 2ω0 + U ,
ΓK,BStot ≡ −2Im(E(2)K,BS)
= 2γ0 + 4 cos
2
(
Ka
2
)
· Re(Γ1)Im(Γ1)
U
(25)
' 2γ0 .
Again, the approximated expressions are valid for ω0 
U  γ0, i. e., for sharp optical resonances and strong
atom–atom interactions. The dispersion relation for the
two-body bound states is compared with the scattering
states’ properties in Fig. 2b). Figure 2c) summarizes the
few-excitation Hilbert space in terms of a simplified level
scheme consisting of quasi-degenerate bands (which is
valid for ω0  γ0).
Note that—in contrast to the scattering states—the
energy of the bound states also depends on the dissi-
pative property Re(Γ1). This can be understood as a
dissipation-induced energy shift due to the dressing of the
bound state through the reservoir. However, this effect
is negligible for strong atom–atom interactions U  γ0.
If we, as before, imagine the non-dissipative system
(where Re(Γ0) = Re(Γ1) = 0) and require the rela-
tive wavefunction to be spatially confined, the condition
|αK | < 1 translates into∣∣∣∣Im(Γ1) cos(Ka2
)∣∣∣∣ < |U | . (26)
This criterion for the existence of a two-body bound state
with a center-of-mass wavenumber K is always fulfilled
for U  γ0. In this regime of strong atom–atom interac-
tions, the two-body bound state is tightly confined with
respect to the relative coordinate, i. e.,
Ψ(K,BS)x = δ|x|,1 (U  γ0) , (27)
describing a composite two-excitation object moving
along the lattice. Because only neighboring sites are oc-
cupied here, the minimal spatial separation between two
excitations is given by the lattice constant a.
6The nearest neighbor interaction U can be understood
as the discrete variant of a δ-like potential. Therefore,
for each center-of-mass wavenumber K, there is at most
one bound state in the spectrum. There are no bound
states in the case of non-interacting atoms (U = 0).
When comparing the complex eigenenergies of scatter-
ing states and bound states, we find that two excitations
approximately all decay at a rate of ΓKνtot ' 2γ0 (for both
ν = p and ν = BS). However, the bound states’ ener-
gies are detached from the quasicontinuum of scattering
states due to an interaction induced shift which is on the
order of U (see also Fig. 2).
C. Collective Dipole Moments and Momentum
Distribution
We now turn to the problem of how in detail a two-
excitation eigenstate decays (cf. Fig. 3a)) and show that
the relevant key quantity here is intimately linked to the
state’s momentum distribution.
1. Dipole Moments and Branching Ratio
As the effective Hamiltonian (2) lacks the detailed in-
formation of the various possible decay paths (degrees of
freedom have been integrated out), we need to consider
the collective operator
D− =
∑
µ
N
2∑
y=−N2
D−yµ ,
D−yµ = g
∗
yµσ
−
y a
†
µ (28)
= g∗µ
e−iµay√
M
σ−y a
†
µ ,
which induces one-photon transitions. Here, gµ signi-
fies the atom–photon coupling strength (which can be
considered being wave number independent across the
spectral window that is relevant here), and µ denotes
the wavenumber that is transferred to the photon field.
This collective operator transfers a collective n-excitation
atomic state to the sub-manifold of n − 1 excitations,
which is accompanied by the emission of a photon.
To identify the possible decay paths, we calculate the
transition matrix elements
∑
f 〈f |D−|i〉 with respect to
the non-dissipative eigenstates (as explained in the intro-
duction of Sec. II B). As an initial state, we take the di-
rect product of the photon reservoir being in the vacuum
state and the atomic system being in a two-excitation
eigenstate, i. e., |i〉 = |Kν〉 ⊗ |{0}〉. Consequently, the
target states |f〉 = |k〉 ⊗ |1µ〉 consist of an atomic single-
excitation state and a single photon (in mode µ). Explicit
calculation reveals that∑
f
〈f |D−|i〉 =
∑
µ
∑
y
g∗µ
e−iµay√
M
〈k|σ−y |Kν〉
= g∗K−kη¯
(Kν)
K
2 −k
, (29)
where the quantity η¯
(Kν)
K
2 −k
(for details, we refer to Sec. E)
can be interpreted as a collective dipole moment. This
quantity (which will be discussed later in this Section)
can be used to define the branching ratio b
(Kν)
k for the
decay |Kν〉 → |k〉 via
b
(Kν)
k ≡
|gK−k|2
∣∣∣η¯(Kν)K
2 −k
∣∣∣2
pi
a∑
q=−pia
|gK−q|2
∣∣∣η¯(Kν)K
2 −q
∣∣∣2
'
∣∣∣η¯(Kν)K
2 −k
∣∣∣2
K
2 +
pi
a∑
q=K2 −pia
∣∣∣η¯(Kν)q ∣∣∣2
=
1
2
·
∣∣∣η¯(Kν)K
2 −k
∣∣∣2 . (30)
In the second last step, we have exploited that the cou-
pling strength is practically constant over the spectral
range that corresponds to the wavenumbers involved.
Also note that
∑
q |η¯(Kν)q |2 = 2 holds (see Sec. E), which
results from the branching ratio’s sum over all decay
channels
∑
k b
(Kν)
k = 1. The partial rate for the decay|Kν〉 → |k〉 is therefore
ΓKνk ≡ bKνk · ΓKνtot =
1
2
∣∣∣η¯(Kν)K
2 −k
∣∣∣2 · ΓKνtot . (31)
Hence, the collective dipole moment determines the
branching ratio.
2. Momentum Distribution, Direct and Background
Fluorescence
The quantity |η¯(Kν)q |2 has yet another precise physical
meaning. The Fourier transform of the two-body wave
function (see Eq. (B3) for details), i. e.,
N
2∑
n1=−N2
N
2∑
n2=−N2
e−ik1an1√
M
e−ik2an2√
M
Φn1n2 =
1
2M
3
2
N
2∑
n1=−N2
N
2∑
n2=−N2
ei(
K
2 −k1)an1ei(
K
2 −k2)an2Ψ(Kν)n1−n2 =
1
2
η¯
(Kν)
1
2 (k1−k2)
δ[K−k1−k2] 2pi
a
,0 , (32)
demonstrates that |η¯(Kν)q |2 can indeed be interpreted as
the momentum distribution of the relative wave func-
tion with respect to a relative momentum q. The
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FIG. 3. (color online). a) How does a two-excitation state |Kν〉 decay into the sub-manifold of single-excitation states {|k〉}?
This can be answered with the help of the matrix elements of the collective dipole moment operator, which are intimately
linked to the relative wavefunction’s momentum distribution |η¯(Kν)q |2. b) Momentum distribution |η¯(Kp)q |2 of the relative
wavefunction for scattering states (M = 101) for U = 0 and c) U  γ0. d) Momentum distribution |η¯(K,BS)q |2 of a bound state
for U  γ0 according to Eq. (37). e), f) Logarithmic plot of the scattering state’s momentum distributions b) and c) (for better
visualization, we have actually plotted ln
(
|η¯(Kp)q |2 + c
)
with c = 10−3).
Kronecker-δ expresses the conservation of the center-of-
mass wavenumber and the notation [a]b stands for “a
modulo b”. As a result, the information about the in-
dividual decay paths of a two excitation eigenstate, i. e.,
collective dipole moments and branching ratios, are fully
encoded in the momentum distribution of the eigenstate’s
relative wavefunction.
The explicit expressions are given as (q ≥ 0 and p > 0,
see App. E for details)
η¯(Kp)q =

1+eiδKp
2 p = q
2
M e
i
δKp
2
sin[ 12 (δKp−(p−q)a)]
sin[ 12 (p−q)a]
[
(p−q)aM
2pi
]
2
6= 0 ,(33)
η¯(K,BS)q =
2√
M
· cos(qa)− αK
1− 2αK cos(qa) + α2K
. (34)
For the case of non-interacting atoms (U = 0), we have
∣∣∣η¯(K,p>0)q ∣∣∣2 =
0 p = q4M2 1tan2[ 12 (p−q)a] [ (p−q)aM2pi ]2 6= 0 ,(35)
whereas in the regime of strong atom–atom interactions
(U  γ0) we are left with∣∣∣η¯(K,p>0)q ∣∣∣2 =
{
sin2 (pa) p = q
4
M2
1+cos[(p+q)a]
1−cos[(p−q)a]
[
(p−q)aM
2pi
]
2
6= 0 ,(36)∣∣∣η¯(K,BS)q ∣∣∣2 = 4M cos2 (qa) . (37)
Note that the symmetry properties |η¯(Kp)q |2 = |η¯(Kp)−q |2
and |η¯(Kp)q |2 = |η¯(K,−p)q |2 hold.
In Fig. 3b)–d), we plot the relative wavefunction’s mo-
mentum distributions (35)–(37) on a linear scale. These
figures reveal many details of the two-excitation states’
properties and their respective decay channels. We start
the discussion with a scattering state |Kp〉 for the case of
non-interacting atoms (U = 0). Given the quantum num-
bers K and p, we can extract the values of q = K/2− k
for which the momentum distribution is non-zero from
Fig. 3b). This determines the wavenumbers {k} of the
intermediate single-excitation states that contribute to
the overall decay |Kp〉 → {|k〉} → |0〉. Since the main
diagonal in Fig. 3b) is strictly zero, we can conclude that
the decay channel with ±q = p is fully suppressed for
8U = 0. Upon expressing the center-of-mass and relative
wavenumbers in terms of single-excitation wavenumbers
k1 and k2 (i. e., K = k1 +k1, p = (k1−k2)/2), it becomes
apparent that this “direct” channel with ±q = p (in the
following also termed “direct fluorescence”) stands for
decay processes where the intermediate single-excitation
states are |k1〉 and |k2〉. In other words, the direct flu-
orescence refers to decay processes for which the single-
excitation wavenumbers are individually conserved. This
suppression which occurs for U = 0 is a consequence of
the interaction-induced phase shift eiδKp = −1 between
the two excitations (see Eqs. (20) and (33)). Even though
the atoms are non-interacting, the two excitations expe-
rience an infinitely strong on-site repulsion due to the
hard-core constraint of spin-1/2 excitations (Ψ
(Kν)
0 = 0,
see also Sec. II B 2), ultimately leading to the suppres-
sion of the direct channel. In addition to that, we have
a “background” channel (also termed “background” fluo-
rescence) for ±q 6= p, yielding non-zero entries on the sec-
ondary diagonals in Fig. 3b) (see also Fig. 3e) for a log-
arithmic scale). The background fluorescence plays the
dominant role for U = 0 and represents decay channels
which do not conserve the individual single-excitation
wavenumbers (the intermediate single-excitation states
exhibit wavenumbers k 6= k1, k2).
Conversely, the details of a two-excitation scattering
state’s decay in the regime U  γ0 depend on the rel-
ative wavenumber p. From the relative wavefunction’s
momentum distribution in Fig. 3c) (see also Fig. 3f) for
a logarithmic scale), we infer that both direct and back-
ground fluorescence channels can occur. Specifically, at
p = pi/2a the background channel is fully suppressed and
only the direct fluorescence contributes. However, for
relative wavenumbers away from p = pi/2a, a combina-
tion of direct and background terms can be observed.
Ultimately, close to p = 0 or p = pi/a, the background
fluorescence dominates and Fig. 3c) resembles Fig. 3b)
(note the different scales). On the whole, the relative
wavefunction’s momentum distribution for a scattering
state in the regime U  γ0 exhibits features as a func-
tion of the relative wavenumber p, whereas the regime of
non-interacting atoms (U = 0) yields a featureless distri-
bution (cf. Fig. 3b) and e)).
Finally, we discuss the respective momentum distri-
bution of a bound state |K,BS〉 for U  γ0. For a
bound state, the concepts of “direct” and “background
fluorescence” do not exist since the concept of a relative
wavenumber p as a quantum number does not apply (a
bound state is fully characterized by its center-of-mass
wavenumber K). In Fig. 3d) we see that the momen-
tum distribution is a broad function in momentum space
(i. e., non-zero over a wide range of q). Hence, there
are many intermediate single-excitation states to which
a two-body bound state can decay. This property clearly
contrasts a bound state from scattering states and will
eventually lead to the characteristic and distinct features
in the emission patterns which we discuss later.
D. Far-Field Observables
In this paper, we focus on the far-field signatures that
emerge from the light that is scattered by the atoms. The
Glauber decomposition of the electric field operator for
the scattered far field can be written as [52, 53]
Eˆ(−)(r, t) = ξw(r)
∑
n
σ+n (t− tn) , (38)
where ξ = ω20/4pi0c
2 (0 is the vacuum permittivity),
w(r) =
d
r
− (d · r) r
r3
(r = |r|) (39)
signifies the far-field pattern of a single dipole, and
Eˆ(+) =
(
Eˆ(−)
)†
. The retarded times in the argument
of the atomic operators in Eq. (38) are
tn =
1
c
|r− rn| = tn(βdet) (40)
' r
c
− a
c
sin (βdet) · n , (41)
where the last line represents the far-field approxi-
mation. Here, rn = naeˆz and βdet denotes the
elevation coordinate of the detector position r =
r(cosβdet cosϕdet, cosβdet sinϕdet, sinβdet) (βdet = 0 sig-
nifies detection perpendicular to the atomic chain and
ϕdet is the azimuthal angle).
We now transform to the basis of the system’s eigen-
states by virtue of the expansion (for details, see App. C)
σ−n =
∑
k
|0〉 〈0|σ−n |k〉 〈k| (42)
+
∑
k
∑
Kν
|k〉 〈k|σ−n |Kν〉 〈Kν|
=
1√
M
∑
k
eikanSˆ0;k
+
1
2
√
M
∑
k
∑
Kν
ei(K−k)anη¯(K,ν)K
2 −k
Sˆk;Kν ,
where Sˆ0;k = |0〉〈k| and Sˆk;Kν = |k〉〈Kν|. The quantum
number ν runs over all scattering states (ν = p) and a
possible bound state (ν = BS). Assuming the “harmonic
decomposition” [54] for the operators Sˆ0;k and Sˆk;Kν ,
i. e.,
Sˆk;0 (t− tn(βdet)) ' ei
∆k0
c a sin βdet·nSˆk;0 (tret) , (43)
SˆKν;k (t− tn(βdet)) ' ei
∆Kνk
c a sin βdet·nSˆKν;k (tret) ,(44)
(where ∆Kνk ≡ Re(E(2)Kν − E(1)k ) and ∆k0 ≡ Re(E(1)k ) sig-
nify the transition energies and tret ≡ t − r/c is the re-
9tarded time), Eq. (38) turns into
Eˆ(−)(r, t) = ξw(r)
√
M × (45)∑
k
(
δk,[∆k0 sin(βdet)/c](2pi/a)
Sˆk;0 (tret)
+
∑
Kν
δK−k,[∆Kνk sin(βdet)/c](2pi/a)
(
η¯
(Kν)
K
2 −k
)∗
SˆKν;k (tret)
)
.
The Kronecker terms represent a constraint which relates
the quantum numbers of a one-photon transition to the
corresponding observation angle βdet via
k =
[
∆k0
c
sinβdet
]
2pi
a
, (46)
K − k =
[
∆Kνk
c
sinβdet
]
2pi
a
. (47)
These expressions can be understood as specifying the
wavenumbers that are transferred to the photon field un-
der a given observation angle. Alternatively, for given
K, ν, and/or k, we can determine the emission direction
from these equations.
Since ω0  γ0, the Lamb shifts only yield a negligible
wavenumber correction in Eqs. (46) and (47) and we can
use the approximated expressions
k ' [kat sinβdet] 2pi
a
, (48)
K − k ' [kat sinβdet] 2pi
a
. (49)
To be precise, the decay of single-excitation states |k〉 →
|0〉 requires ka = 2pi [(a/λat) sinβdet]1, whereas for|Kν〉 → |k〉 we have (K − k)a = 2pi [(a/λat) sinβdet]1
(which is valid for both U = 0 and ω0  U  γ0).
These expressions are reminiscent of Bragg’s law and the
emission angles are determined by matching the wave
numbers transferred to the free-space photon field. For
the remainder,
k¯ = k¯(r) = k¯(βdet) = [kat sinβdet] 2pi
a
(50)
denotes the wavenumber that can be detected at r (which
allows us to set k = k¯ in the first and k = K − k¯ in the
second sum of Eq. (45), respectively). In terms of angles,
we can rewrite this expression as
sinβdet =
k¯
kat
+
2pi
kata
· n , (51)
where n = 0,±1, . . . (such that |sinβdet| ≤ 1) signifies
the Bragg order.
From Eq. (45), we can now construct arbitrary far-field
observables. Specifically, the field–field auto-correlation
function can be calculated from
Gˆ(1)(r, t, t+ τ) ≡ Eˆ(−)(r, t) Eˆ(+)(r, t+ τ) . (52)
Evaluated at τ = 0, we obtain the emitted intensity
Gˆ(1)(r, t)
ξ2 |w(r)|2M = (53)
Sˆk¯;k¯ (tret) +
∑
Kνν′
η¯
(Kν′)
K
2 −k¯
(
η¯
(Kν)
K
2 −k¯
)∗
SˆKν;Kν′ (tret) .
For a stationary state, the emission spectrum is defined
as [55]
S(r, ω) = lim
t→∞ 2Re
 ∞∫
0
dτ eiωτ 〈Gˆ(1)(r, t, t+ τ)〉
 ,(54)
where 〈. . .〉 denotes an expectation value. We employ
the quantum regression theorem [53] for the calculation
of the auto-correlation function’s expectation value (see
App. D for details).
Furthermore, the intensity correlation
Gˆ(2)(r1, r2) ≡ Eˆ(−)(r1, t) Gˆ(1)(r2, t) Eˆ(+)(r1, t) (55)
for zero time-delay and two detector positions r1 and r2
can be obtained from
Gˆ(2)(r1, r2)
ξ4 |w(r1)|2 |w(r2)|2M2
= (56)∑
νν′
η¯
(k1+k2,ν
′)
1
2 (k1−k2)
(
η¯
(k1+k2,ν)
1
2 (k1−k2)
)∗
Sˆk1+k2,ν;k1+k2,ν′ ,
where k1 and k2 are the wavenumbers detected at r1
and r2 (elevation angles β1 and β2), respectively. The
normalized intensity correlation
g(2)(r1, r2) = g
(2)(β1, β2) =
〈Gˆ(2)(r1, r2)〉
〈Gˆ(1)(r1)〉〈Gˆ(1)(r2)〉
(57)
only depends on β1 and β2 and not on the details of the
single-dipole patterns |w(r1)|2 and |w(r2)|2.
III. SPONTANEOUS EMISSION DYNAMICS
In this Section, we investigate the far-field signatures
that emerge in the context of spontaneous decay, assum-
ing the system has been prepared in a (pure) eigenstate
at time t = 0.
A. Lindblad Equation
Based on the knowledge of the dissipative eigenstates,
we formulate a Lindblad equation in order to account for
the full dynamics that includes the decay from the two-
excitation submanifold via the single-excitation subspace
to the vacuum. To this end, we write the density matrix
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as
%ˆ =
∑
Kν
∑
K′ν′
%Kν;K′ν′ |Kν〉〈K ′ν′| (58)
+
∑
kk′
%k;k′ |k〉〈k′| + %0;0|0〉〈0|
+
∑
Kν
∑
k
%Kν;k|Kν〉〈k|+ h.c.
+
∑
Kν
%Kν;0|Kν〉〈0|+ h.c.
+
∑
k
%k;0|k〉〈0|+ h.c. ,
where we utilize the non-dissipative basis (formally real-
ized by setting Re(Γ0) = Re(Γ1) = 0) as explained in the
introduction of Sec. II B. The dynamics is governed by
the Lindblad equation
∂t%ˆ = i [%ˆ, H
′] + L(%ˆ) , (59)
where
H ′ =
∑
Kν
Re(E
(2)
Kν) SˆKν;Kν +
∑
k
Re(E
(1)
k ) Sˆk;k , (60)
L(%ˆ) =
∑
Kν
∑
k
[
RKν;k%ˆR
†
Kν;k −
1
2
{
R†Kν;kRKν;k, %ˆ
}]
+
∑
k
[
Rk;0%ˆR
†
k;0 −
1
2
{
R†k;0Rk;0, %ˆ
}]
. (61)
The dissipators are given as
RKν;k ≡
√
ΓKνk SˆKν;k , (62)
Rk;0 ≡
√
ΓkSˆk;0 . (63)
The curly brackets in Eq. (61) denote an anti-
commutator.
The resulting equations of motion read
∂t%Kν;K′ν′ =
[
−1
2
(
ΓKνtot + Γ
K′ν′
tot
)
− i∆KνK′ν′
]
%Kν;K′ν′ ,(64)
∂t%k;k′ =
[
−1
2
(Γk + Γk′)− i∆kk′
]
%k;k′ (65)
+ δk,k′
∑
Kν
ΓKνk %Kν;Kν ,
∂t%0;0 =
∑
k
Γk%k;k , (66)
∂t%Kν;k =
[
−i∆Kνk −
1
2
(
ΓKνtot + Γk
)]
%Kν;k , (67)
∂t%Kν;0 =
[
−iRe(E(2)Kν)−
1
2
ΓKνtot
]
%Kν;0 , (68)
∂t%k;0 =
[
−i∆k0 −
1
2
Γk
]
%k;0 , (69)
where ∆KνK′ν′ ≡ Re(E(2)Kν − E(2)K′ν′) and ∆kk′ ≡
Re(E
(1)
k − E(1)k′ ). The solution to this set of equations
is
%Kν;K′ν′(t) = e
−i∆Kν
K′ν′ te
− 12
(
ΓKνtot +Γ
K′ν′
tot
)
t
%Kν;K′ν′(0) ,(70)
%k;k′(t) =
δkk′
∑
Kν
ΓKνk
ΓKνtot − Γk
(
e−Γkt − e−ΓKνtot t
)
· %Kν;Kν(0)
+ e−i∆
k
k′ te−
1
2 (Γk+Γk′ )t%k;k′(0) , (71)
%0;0(t) = 1−
∑
Kν
%Kν;Kν(t)−
∑
k
%k;k(t) , (72)
%Kν;k(t) = e
−i∆Kνk te−
1
2 (Γ
Kν
tot +Γk)t%Kν;k(0) , (73)
%Kν;0(t) = e
−iRe(E(2)Kν)te−
1
2 Γ
Kν
tot t%Kν;0(0) , (74)
%k;0(t) = e
−i∆k0 te−
1
2 Γkt%k;0(0) . (75)
For the initial condition of a pure eigenstate, the co-
herences are zero at all times. In addition to that, for
ω0  γ0, the above equations can be reduced to
%Kν;Kν(t) ' e−2γ0t%Kν;Kν(0) , (76)
%k;k(t) '
∑
Kν
2b
(Kν)
k
(
e−γ0t − e−2γ0t) %Kν;Kν(0)
+ e−γ0t %k;k(0) . (77)
To be precise, for an initial single-excitation state, i. e.,
%k;k(0) = 1 (for a single k), we simply find
%k;k(t) ' e−γ0t . (78)
Similarly, for an initial two-excitation state
(%Kν;Kν(0) = 1), the dynamics is
%Kν;Kν(t) ' e−2γ0t , (79)
%k;k(t) ' 2b(Kν)k
(
e−γ0t − e−2γ0t) (80)
=
∣∣∣η¯(Kν)K
2 −k
∣∣∣2 (e−γ0t − e−2γ0t) .
In the next Section, we answer the question of how this
“internal” dynamics of the atomic system translates to
signatures that can be detected in the optical far field.
B. Emitted Intensity
The intensity which is emitted by an initial eigenstate
and detected in the far field can be obtained from the ex-
pectation value of Eq. (53) via G(1)(r, t) ≡ 〈Gˆ(1)(r, t)〉 =
tr[Gˆ(1)%ˆ], i. e.,
G(1)(r, t)
ξ2 |w(r)|2M = %k¯;k¯ (tret)+
∣∣∣η¯(Kν)K
2 −k¯
∣∣∣2 %Kν;Kν (tret) . (81)
According to Eq. (78), an initial single-excitation state
|k〉 yields the far-field intensity
G(1)(r, t)
ξ2 |w(r)|2M = e
−γ0tretδk,[kat sinβdet ](2pi/a)
, (82)
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which can be observed for elevation angles (see also
Eq. (51))
sinβdet =
k
kat
+
2pi
kata
· n . (83)
The spontaneous decay of a two-excitation state |Kν〉
according to Eqs. (79) and (80) results in
G(1)(r, t)
ξ2 |w(r)|2M =
∣∣∣η¯(Kν)K
2 −k¯
∣∣∣2 (e−γ0t − e−2γ0t)+ ∣∣∣η¯(Kν)K
2 −k¯
∣∣∣2 e−2γ0t
=
∣∣∣η¯(Kν)K
2 −k¯
∣∣∣2 e−γ0tret , (84)
which is mono-exponential even though the overall de-
cay is a two-step process (|Kν〉 → |k¯〉 → |0〉). Hence, we
observe a mono-exponential decay at a rate γ0 for scatter-
ing states (ν = p), bound states (ν = BS), as well as for
single-excitation states (Eq. (82)). In other words, the
temporal decay as such cannot serve as a characteristic
fingerprint for identifying a specific state.
We therefore now turn to the discussion of the an-
gle dependent emission pattern. According to Eq. (84),
the far-field intensity as a function of the detec-
tion angle βdet normalized to the single-dipole pat-
tern and the atom number (and, for simplicity, eval-
uated at a fixed time tret = 0) is completely de-
termined by the momentum distribution of the eigen-
state’s relative wavefunction. In other words, the quan-
tity G(1)(r(βdet))/ξ
2 |w(r(βdet))|2M is in principle just
another way of plotting the momentum distribution
|η¯(Kν)
K/2−k¯|2. Hence, Figs. 3 already contain the informa-
tion about the emission pattern but we have to analyze
this information as a function of the detection angle βdet
(rather than as a function of q = K/2− k¯).
1. Emission Pattern of Scattering States
In Fig. 4, we depict the normalized emission pattern
emerging from the decay of an initial scattering state
|K = 0, p〉 for the two cases U = 0 and U  γ0 and for
different relative wavenumbers p. We visualize this pat-
tern as a function of the detection angle βdet and use the
emission wavelength λat (in units of a) as a parameter.
Similarly to Sec. II C 2, we begin the discussion with
the case of non-interacting atoms (U = 0, a)–c) in Fig. 4).
We notice that the “middle regions” of the emission peaks
are zero. This is a consequence of the background fluores-
cence which is the relevant decay mechanism for U = 0.
These “dark” middle regions (which are surrounded by
non-zero contributions) correspond to the direct chan-
nel (i. e., the case ±q = p in Sec. II C 2) which is com-
pletely suppressed for U = 0. This observation is unique
to all relative wavenumbers p for U = 0 (Fig. 4a)–c))
since the momentum distributions in the case of non-
interacting atoms are featureless with respect the relative
wavenumber (see the discussion in Sec. II C 2). In con-
trast to this, for U  γ0, we found that the momentum
distributions can be qualitatively different for different
relative wavenumbers since a combination of background
and direct fluorescence can occur. These properties man-
ifest themselves in the emission patterns as depicted in
Fig. 4d)–f). For p = pi/2a (Fig. 4d)), we observe sin-
gle peaks as a function of the emission angle. This is a
direct consequence of the fact that the momentum distri-
bution for p = pi/2a in the regime U  γ0 exclusively ex-
hibits the direct channel as an allowed decay mechanism.
Hence, we observe emission peaks at exactly those angles
which would correspond to the aforementioned “dark”
middle regions for U = 0. However, as we choose rela-
tive wavenumbers away from p = pi/2a (e. g., p = pi/4a
in Fig. 4e) and p = pi/8a in Fig. 4f)), light emitted via
background fluorescence becomes important. Especially
in Fig. 4f), we can see that for p = pi/8a the emission pat-
tern almost looks as in the case of non-interacting atoms
(Fig. 4c)), except for the “middle region” of the emission
peaks that stems from some remaining contribution of
the direct fluorescence. The relative intensities between
direct and background fluorescence can be inferred from
the corresponding momentum distributions in Figs. 3b)
and c).
Based on Eq. (51) we can also discuss the case where
the bare atomic emission wavelength is much larger than
the distance between the atoms, i. e., λat/a→∞, as well
as the case of an isolated atom (λat/a → 0). However,
one should keep in mind that our tight-binding model
becomes invalid when λat/a → ∞ and one would have
to sum up all dipole–dipole coupling terms for the eigen-
problem in Sec. II B (not just the coupling to nearest
neighbors). From Eq. (51) we can deduce that, in the
limit λat/a → ∞, the emission angles can only remain
real-valued for n = 0, which means that only a single
Bragg order would be observable. In contrast to this, the
opposite limit of an isolated atom (λat/a → 0) results
in a continuum of possible emission angles as infinitely
many Bragg orders are allowed.
Finally, we utilize Fig. 5 to conclude the discussion
with some remarks on the width of the emission peaks.
Remember that the wavenumber spacing is δk ≡ 2pi/aM .
Since the allowed wavenumbers are discrete, the result-
ing emission angles are also discrete. As an estimation
for the resulting spacing of the detection angles, we can
employ Eq. (49) and assume two transferred wavenum-
bers differing by δk, resulting in an angle difference of
δβdet ∼ δk/kat = λat/aM . However, in the limit of many
atoms, the angles become infinitely sharp. Hence, also
the aforementioned “middle region” associated to the
background fluorescence becomes infinitesimally small.
Figure 5 illustrates how the spacing of the discrete emis-
sion angles affects the emission pattern of an initial scat-
tering state |K = 0, p = pi/2a〉 as the number of atoms
M increases. As before, we have chosen the value of
p = pi/2a for the relative wavenumber in Fig. 5 to high-
light the differences between the background and direct
fluorescence channels for U = 0 and U  γ0, respectively.
For instance, note how the “middle region” of the emis-
12
FIG. 4. (color online). Spontaneous emission patterns according to Eq. (84) for an initial state |K = 0, p〉 as a function of the
detection angle βdet and the emission wavelength λat in units of a (M = 101). Top row: U = 0, bottom row: U  γ0. From
left to right: pa/pi = 1/2, 1/4, 1/8. Note the different scales of the colorbars.
sion peaks for U = 0 becomes smaller as M increases.
2. Emission Pattern of Bound States
For a bound state |K,BS〉 in the presence of strong
atom–atom interactions U  γ0, the far-field intensity
can be written as (cf. Eqs. (37) and (84))
G(1)(r, t)
ξ2 |w(r)|2 = 4 cos
2
(
Ka
2
− 2pia
λat
[sinβdet]λat
a
)
e−γ0tret .
(85)
Note that this expression does not depend on the number
of atoms M , which can be interpreted as a consequence
of the bound state being spatially localized (rather than
delocalized which would cover all atoms).
Figure 6 displays the bound state’s emission pattern,
which can be regarded as a distinct feature for proof-
ing the existence of a bound state on the lattice. The
bound state sets a minimal spatial scale given by the rel-
ative wavefunction’s spatial extent. For U  γ0, this is
simply the lattice constant a. Therefore, the momentum
distribution covers a finite window in momentum space
(on the order of δk ∼ 2pi/a), which translates into emis-
sion peaks having a finite width δβdet ∼ λat/a. This
width is independent of the number of atoms M and it
is larger than the emission angle spacing due to a finite
lattice (see discussion in the context of scattering states).
This property is in stark contrast to the sharp peaks
that would be observed for delocalized single-excitation
states or for two-excitation scattering states. In Fig. 7,
we additionally display the influence of the strength of
the atom–atom interaction U , where we utilize Eq. (84)
together with Eq. (34). Already moderate values of U/γ0
realize the result we obtained for U  γ0 (e. g., see
U/γ0 = 5 in Fig. 7), justifying our previous assump-
tions. Note that Fig. 7a) depicts the special situation
where the criterion (26) for the existence of a bound
state is not fulfilled for certain of the shown values of
λat/a. Consequently, no light emission from a bound
state can be observed in these regions which are “dark”
across all detection angles βdet. For K = 0 and U > 0
criterion (26) simply reads |Im(Γ1)| < U . Since the quan-
tity Im(Γ1) displays an oscillatory behavior as a function
of kata = 2pia/λat (cf. Eqs. (4)–(8)), a “bright” region in
between two “dark” regions can be observed (as a func-
tion of λat/a) in Fig. 7a).
In conclusion, the angle-dependent far-field sponta-
neous emission pattern provides a distinct signature for
identifying and studying the individual single- and two-
excitation eigenstates. Moreover, without the need to
address and/or manipulate single atoms, we gain access
to the relative wavefunction’s complete momentum dis-
tribution (see also Eq. (84)). This is achieved by tuning
13
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FIG. 5. Spontaneous emission patterns as in Fig. 4 for an
initial scattering state |K = 0, p = pi/2a〉 but for a fixed value
of the emission wavelength λat/a = 0.5. In essence, this figure
represents a cut of Figs. 4a) and d) along λat/a = 0.5. We
have plotted the angle-dependent emission pattern for various
atom numbers M = 51, 99, 199, 399. Note that the x-axis is
discrete and that we have plotted each data point with a width
δβdet(M) with respect to the x-axis.
the argument q = K/2− k¯(βdet) across the first Brillouin
zone. Given a value for K, this means we would need to
sweep over the detection angles βdet for realizing different
values of k¯ = [kat sinβdet]2pi/a.
IV. STEADY-STATE SIGNATURES UNDER
THE INFLUENCE OF A WEAK DRIVING FIELD
All considerations in Sec. III assumed the system to be
prepared in a pure eigenstate at time t = 0 and the far-
field intensity discussed is a consequence of the system’s
evolution in the absence of external driving fields. The
pulsed excitation of x-ray quantum optical systems [25]
already approximately realizes these conditions. For ex-
ample, in the archetype setup of 57Fe Mo¨ssbauer nuclei
driven by synchrotron radiation, the exciting synchrotron
pulse has a duration of order 10-100ps, whereas the nat-
ural lifetime of the nuclei is about 140ns. Our study is
of high significance for this field, since state-of-the-art
experiments operate in the single-excitation regime, and
have the capability of probing individual eigenstates via a
delicate choice of the sample geometry [36, 38, 39, 42]. It
would be highly desirable to make the double-excitation
states studied in our paper accessible to those experi-
ments. However, since such constraints may be difficult
with regard to experimental realizations in general, we
now turn to the discussion of the system’s response to
an external driving field. In particular, we focus on the
steady state that emerges when the system is probed op-
tically in a very simple way.
A. Rate Equations
Specifically, we consider a weak (i. e., strongly attenu-
ated) incoherent driving field (e. g., pseudothermal light
[56]) with a spatial plane-wave pattern. Choosing the ex-
ternal field to be incoherent greatly simplifies the theoret-
ical description as we can resort to a set of rate equations
rather than solving the master equation with all coher-
ences (see Eqs. (87) and (88) below). Let |Pn|2 be the
pump rate of the driving field’s n-th plane wave com-
ponent whose spatial projection on the direction of the
atomic chain is of the form exp(ik
(z)
n z), where k
(z)
n signi-
fies the z-component of the driving field’s wavevector kn
(magnitude |kn| = kL = kat = 2pi/λat). This external
wavenumber “imprints” the “internal” wavenumber
kn =
[
k(z)n
]
2pi
a
=
[
kL sinβ
(n)
exc
]
2pi
a
(86)
on the atomic system, where β
(n)
exc signifies the excitation
angle (k(n) = kL(cosβ
(n)
exc , 0, sinβ
(n)
exc), see also Fig. 1b)).
A weak drive with |Pn|2  γ0 allows us to work in the
truncated Hilbert space of at most two excitations. Note
that in practice the pump rates actually depend on the
external field’s angle of incidence since ultimately the
projection of the pump’s linearly polarized electric field
on the atomic dipole moments is of relevance. There is es-
pecially no coupling for angles where the dipole moment
and the electric field are perpendicular to each other. In
the following, this specific dependence of the pump rate
on the angle of incidence will not be taken into account
explicitly. Rather, we assume the external field’s param-
eters to be tunable such that the pump rate is adjusted
for each angle and we effectively get angle-independent
driving terms.
We can then extend Eqs. (64)–(69) to account for the
external driving field, ultimately yielding a set of coupled
rate equations for the diagonal elements Nm ≡ %m;m of
the density matrix. The steady state can be determined
through (see App. F for details)
NKν =
∑
n
|Pn|2
ΓKνtot
∣∣∣η¯(K,ν)K
2 −kn
∣∣∣2NK−kn , (87)
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FIG. 6. (color online). Spontaneous emission patterns according to Eq. (85) (for tret = 0) emerging from an initial bound
state |K,BS〉. a) Emission pattern (for K = 0) normalized to the single-dipole pattern as a function of the detection angle
βdet and the emission wavelength λat (in units of a). As λat/a increases, less Bragg orders become visible and the width of
the emission peaks increases. b) Emission pattern as in a) but for λat/a = 0.45 as a function of the detection angle and the
center-of-mass wavenumber K. The full emission pattern taking into account the single-dipole pattern is shown in c)–f) (we
have plotted G(1)r2/ξ2|d|2 for K = 0 as a 3D spherical plot, the colorbar indicates the emission strength). The patterns exhibit
a toroidal-like structure (which is a remnant of the single-dipole pattern) with lobes resulting from the properties of the bound
state’s momentum distribution. The angle between the single-atom dipole moment d (denoted by the blue line) and the atomic
chain (dashed black line) is c) θ = pi/2, d) θ = pi/4, e) θ = pi/8, and f) θ = pi/3.
Nk =
∑
n
|Pn|2
Γ˜k
δkkn
(
1−
∑
k
Nk −
∑
Kν
NKν
)
(88)
+
∑
Kν
ΓKνk
Γ˜k
NKν .
We begin with the investigation of the atomic system’s
steady state that emerges for the simple case where the
external field exhibits only a single spatial Fourier com-
ponent. In other words, we investigate the system’s re-
sponse to a single external pump.
B. Single-Pump Setup
We envision an external driving field with a single spa-
tial Fourier component which “imprints” the wavenum-
ber kP = [kL sinβ
(n)
exc ]2pi/a on the atomic system (see
Figs. 1b) and 8). The pump rate is |P|2 and for a weak
pump we have Ξ ≡ |P|2/γ0  1. The steady-state occu-
pation numbers according to Eqs. (87) and (88) are (see
App. F 1 for details)
Nk ' ΞδkkP + Ξ2
∑
ν
b
(2kP ,ν)
k
∣∣∣η¯(2kP ,ν)0 ∣∣∣2 (89)
= ΞδkkP +
Ξ2
2
∑
ν
∣∣∣η¯(2kP ,ν)kP−k ∣∣∣2 ∣∣∣η¯(2kP ,ν)0 ∣∣∣2 ,
NKν ' Ξ
2
2
∣∣∣η¯(2kP ,ν)0 ∣∣∣2 δK,2kP , (90)
where we have assumed ω0  γ0  |P|2. The
external pump only directly drives single-excitation
states |k = kP 〉 such that states |k 6= kP 〉 are popu-
lated via spontaneous emission of a two-excitation state
|K = 2kP , ν〉, which is of order Ξ2. Furthermore, only
two-excitation states with K = 2kP are excited (see
Fig. 8).
Even though the pump only excites certain wavenum-
bers, the steady state that results from this simple, in-
coherent excitation scheme is still a mixed state. In the
following, we analyze the signatures that emerge from
15
FIG. 7. (color online). Normalized emission pattern emerging from a bound state |K = 0,BS〉 as in Fig. 6, but for different
strengths of the atom–atom interaction U (atomic dipole moments perpendicular to the atomic chain). Regions that are “dark”
for any angle correspond to parameters for which the criterion for the existence of a bound state is not satisfied.
FIG. 8. Driving the 1D lattice of two-level atoms with an
incoherent drive as sketched in Fig. 1b), reduces the Hilbert
space to the levels shown here. Since the external pump “im-
prints” the wave number kP on the atomic system the rele-
vant Hilbert space comprises only two-excitation states with
K = 2kP .
this mixed state and investigate how they can be used
for inferring information about the atomic system from
the far field.
1. Far-Field Intensity
According to Eq. (53), the far-field intensity that
emerges in the steady state is given by
G(1)(r)
ξ2 |w(r)|2M = Nk¯ +
∑
ν
∣∣∣η¯(2kP ,ν)
kP−k¯
∣∣∣2N2kP ,ν , (91)
where, as before, k¯ = [kat sinβdet]2pi/a (and βdet is the
elevation angle of the detector position r). The intensity
detected in the far field is thus always a sum of a con-
tribution from a single-excitation state (first term), two-
excitation scattering states, and a two-excitation bound
state (if it exists). Upon insertion of the steady-state
solutions (89)–(90), we arrive at
G(1)(r)
ξ2 |w(r)|2M = Ξ·
(
δk¯kP + Ξ
∑
ν
∣∣∣η¯(2kP ,ν)0 ∣∣∣2 ∣∣∣η¯(2kP ,ν)kP−k¯ ∣∣∣2
)
.
(92)
A contribution that scales linearly with the pump power
can only be observed for wavenumbers that match the
wavenumber excited by the pump field (k¯ = kP ). Varying
the pump-power would in principle allow to identify and
separate the linear and quadratic terms in Eq. (92).
Performing the sum over ν in Eq. (92) (see App. G for
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details) yields the explicit expression
G(1)(r)
ξ2 |w(r)|2M = Ξδk¯kP (93)
+ Ξ2
{
1
3δk¯kP for U = 0
1
3δk¯kP +
16
M2 cos
2
[(
k¯ − kP
)
a
]
for U  γ0 .
Hence, for detected wavenumbers that are different from
the wavenumber enforced by the pump (i. e., k¯ 6= kP ),
only light originating from the bound state contributes
(see also App. G for details). However, this contribution
is suppressed in the limit of many atoms M  1 (scal-
ing as G(1) ∝ 1/M). The only difference between the
two cases U = 0 and U  γ0 with respect to the far-field
intensity for this single-pump setup is thus a small correc-
tion to theM  1-limit that comes from the bound state.
Furthermore, the quantity (93) is a result of a sum over
different states since the steady state is a mixed state.
We therefore now turn to a frequency-specific far-field
quantity—the emission spectrum.
2. Emission Spectrum
Using the definition (54), the emission spectrum reads
(see App. D for details on the calculation of the field–
field autocorrelation’s expectation value via the quantum
regression theorem)
S(r, ω)γ0
2ξ2 |w(r)|2M = (94)
Ξ
[
2(
2ω−ω0γ0
)2
+ 1
(
δk¯kP +
Ξ
2
∑
ν
∣∣∣η¯(2kP ,ν)
kP−k¯
∣∣∣2 ∣∣∣η¯(2kP ,ν)0 ∣∣∣2
)
+
Ξ
3
1(
2
3
ω−ω0
γ0
)2
+ 1
∑
p
∣∣∣η¯(2kP ,p)
kP−k¯
∣∣∣2 ∣∣∣η¯(2kP ,p)0 ∣∣∣2
+
Ξ
3
1(
2
3
ω−ω0−U
γ0
)2
+ 1
∣∣∣η¯(2kP ,BS)
kP−k¯
∣∣∣2 ∣∣∣η¯(2kP ,BS)0 ∣∣∣2
]
.
Again, the light emitted by the driven single-excitation
state |kP 〉 scales linearly with the pump power (∝ Ξ),
whereas all other contributions scale quadratically (∝
Ξ2). Specifically, the contributions around ω = ω0
(first and second Lorentzian) contain light from single-
excitation states (first line) and two-excitation scattering
states (see the sum over the relative wavenumber p in the
second line). The contribution around ω = ω0 +U (third
Lorentzian) is exclusively due to the bound state.
For U = 0, the last line in Eq. (94) would be absent.
For U  γ0, we can exploit the bound states’ separation
in energy from the band of scattering states (cf. Fig. 2).
In other words, since U  γ0, the corresponding emission
spectrum at the frequency ω = ω0 +U has practically no
overlap to transitions around ω = ω0. We may then
extract the following information around the resonance
ω = ω0 + U :
S(r, ω = ω0 + U)γ0
2ξ2 |w(r)|2M =
Ξ2
3
∣∣∣η¯(2kP ,BS)
kP−k¯
∣∣∣2 ∣∣∣η¯(2kP ,BS)0 ∣∣∣2(95)
=
Ξ2
3
· 16
M2
cos2
[(
k¯ − kP
)
a
]
.
When compared with Eq. (93), we see that this is the
“pure” far-field signature for the existence of a two-body
bound state on the lattice. Moreover, if we imagine the
emission spectrum being measured at r (elevation βdet)
and, for convenience, normalize this signal to the value
recorded at a fixed direction r′ (|r| = |r′| = r, elevation
βexc) in the y-z plane, we have
S(r, ω = ω0 + U)
S(r′, ω = ω0 + U)
· |d|
2
/r2
|w(r)|2 = cos
2
[(
kP − k¯
)
a
]
(96)
= cos2
(
kPa− kata [sinβdet] 2pi
a
)
.
This is the same signature as obtained in the con-
text of spontaneous emission from a pure eigenstate (see
Eq. (85)), even though here the external probing field is
incoherent and weak. The discussion from Sec. III B 2
therefore applies to this result as well. Hence, Eq. (96)
does not only represent an explicit far-field feature for the
existence of a bound state on a lattice. This expression
can, analogous to the discussion of Eq. (85), be utilized
to extract the relative wave function’s complete momen-
tum distribution by tuning the argument kP − k¯ across
the first Brillouin zone. To this end, one could, for in-
stance, vary the detection angle βdet while keeping the
excitation angle βexc fixed. The spectrum only needs to
be recorded at a single frequency ω = ω0 + U .
Conversely, around the frequency ω = ω0 we can ex-
tract
S(r, ω = ω0)γ0
2ξ2 |w(r)|2M = 2Ξδk¯kP +
4
3
Ξ2
∑
p
∣∣∣η¯(2kP ,p)
kP−k¯
∣∣∣2 ∣∣∣η¯(2kP ,p)0 ∣∣∣2
+ Ξ2
∣∣∣η¯(2kP ,BS)
kP−k¯
∣∣∣2 ∣∣∣η¯(2kP ,BS)0 ∣∣∣2 , (97)
which can be rewritten performing the sums over ν and
p as (see App. G for details)
S(r, ω = ω0)γ0
2ξ2 |w(r)|2M = 2Ξδk¯kP +
4
9
Ξ2δk¯kP
+ Ξ2
{
0 for U = 0
16
M2 cos
2
[(
k¯ − kP
)
a
]
for U  γ0 . (98)
Similar to the discussion of Eq. (93), the contribution
from the bound state only appears for detected wavenum-
bers k¯ 6= kP as a correction to the M  1-limit. How-
ever, also here, we cannot infer more specific properties
on the nature of the scattering states from the far field.
This prompts for an extension of this simple single-pump
excitation scheme to the case of an external field with two
Fourier components.
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FIG. 9. An external, incoherent field with two spatial Fourier
components (as depicted in Fig. 1c)) drives the atomic sys-
tem and “imprints” the wavenumbers k1 and k2 (the ratio
of the driving fields’ pump rates is 2). The reduced level
scheme for this two-pump excitation setup comprises single-
excitation states |k1〉 and |k2〉, and two-excitation states
|2k1, ν〉, |2k2, ν〉, and |k1 + k2, ν〉. The figure shows the situ-
ation for the case k1 6= k2. Single-excitation levels that are
only populated via spontaneous emission from two-excitation
states are not shown here since they would only be relevant
for detection angles β
(1)
det 6= β1, β2 (which we do not consider).
C. Two-Pump Setup
In this Section, we investigate the atomic system’s far-
field response along the same lines as in Sec. IV B but
for a two-pump setup (see Fig. 1c)). We thus imagine
two plane wave components with wavevectors k(1) and
k(2), respectively (|k(1)| = |k(2)| = kL = katom). The
corresponding wavenumbers that are “imprinted” on the
atomic system are ki = [katom sinβi]2pi/a (i = 1, 2), where
βi signify the excitation angles (angles of incidence).
We choose the corresponding pump rates according to
|P1|2 ≡ |P|2 and |P2|2 ≡ 2|P|2.
In Sec. IV B, we have revealed that the signatures at
detection angles corresponding to wavenumbers that are
not directly driven by the external pump (i. e., k¯ 6= kP
in Sec. IV B, see also Fig. 8) only provide information
about the bound state. Conversely, at detection angles
corresponding to the wavenumber that is directly driven
by the pump (i. e., k¯ = kP in Sec. IV B), the single-pump
setup failed to provide specific details about the scatter-
ing states’ properties.
In the following, we will show how a two-pump setup
can be exploited to gain further insight. To this end,
we will, unlike in Sec. IV B, exclusively focus on an out-
of-plane detection scheme where the detection angles co-
incide with the excitation angles, i. e., β
(i)
det = βi. This
choice considerably simplifies the relevant expressions for
the steady-state occupation numbers (which can be found
in App. F 2). Furthermore, it allows us to only consider
those wavenumbers in the description that are imposed
by the external field (i. e., k¯i = ki).
1. Far-Field Intensity
The far-field intensity measured at a detector position
r1 out-of-plane (elevation β1, detected wavenumber k1)
can be determined from Eq. (53), yielding
G(1)(r1)
ξ2 |w(r1)|2M
= Nk1 +
∑
ν
∣∣∣η¯(2k1,ν)0 ∣∣∣2N2k1,ν (99)
+ (1− δk1k2)
∑
ν
∣∣∣η¯(k1+k2,ν)1
2 (k1−k2)
∣∣∣2Nk1+k2,ν .
Inserting the steady-state occupation numbers (F32)–
(F38) leads to
G(1)(r1)
ξ2 |w(r1)|2M
= Ξ
(
1 + 2δk1k2
)
(100)
+ Ξ2
∑
ν
∣∣∣η¯(2k1,ν)0 ∣∣∣4 + 22Ξ2∑
ν
∣∣∣η¯(k1+k2,ν)1
2 (k1−k2)
∣∣∣4
+ 4
Ξ2
2
(1 + δk1k2)
∑
ν
∣∣∣η¯(2k2,ν)k2−k1 ∣∣∣2 ∣∣∣η¯(2k2,ν)0 ∣∣∣2 .
For  = 0 (i. e., zero second field) we simply recover
Eq. (92) (for the case k¯ = kP ).
Note that Eq. (100) contains linear and non-linear
terms in the dimensionless pump power Ξ. In order to
investigate the dependence on the parameters that can
be tuned externally, i. e., β1, β2, and , we start from the
quantity
G¯
(1)
NL(β1, β2, ) =
[
G(1)(r1)
ξ2 |w(r1)|2M
− Ξ (1 + 2δk1k2)
]
· 1
Ξ
,
(101)
which is the rescaled, nonlinear part of the emitted in-
tensity (low-power limit subtracted). In particular, we
focus on the relative difference of this quantity for zero
and non-zero second driving field. In other words, we
define
δG¯
(1)
NL(β1, β2, ) ≡
G¯
(1)
NL(β1, β2, )− G¯(1)NL(β1, β2,  = 0)
G¯
(1)
NL(β1, β2,  = 0)
= δq0 
2
(
2 + 2
)
(102)
+ (1− δq0) 2
(
2
∑
ν
∣∣∣η¯(k1+k2,ν)q ∣∣∣4
+
2
2
∑
ν
∣∣∣η¯(2k2,ν)2q ∣∣∣2 ∣∣∣η¯(2k2,ν)0 ∣∣∣2
)
× 1∑
ν
∣∣∣η¯(2k1,ν)0 ∣∣∣4 ,
where q ≡ (k1 − k2)/2. Explicitly performing the sums
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FIG. 10. (color online). Relative difference of the nor-
malized far-field intensity for zero and non-zero second driv-
ing field, i. e., δG¯
(1)
NL(β1, β2, ) according to Eq. (103) (in the
limit of many atoms). We have chosen λatom/a = 0.5 and
β2 = arcsin(λat/a). The signatures for the two cases of
non-interacting (U = 0, a)) and strongly interacting atoms
(U  γ0, b)) are clearly different. See the main text for the
identification and discussion of the individual features.
(see App. G), we arrive at
δG¯
(1)
NL(β1, β2, )/
2 = δq0
(
2 + 2
)
(103)
+ (1− δq0)
4 for U = 043 cos4(qa)+4 sin4(qa)+ 32M2 cos4(qa)1
3 +
16
M2
for U  γ0 ,
M1' δq0
(
2 + 2
)
+ 4 (1− δq0)
{
1 for U = 0
cos4(qa) + 3 sin4(qa) for U  γ0
+ (1− δq0)
{
0 for U = 0
96
M2 cos
4(qa) for U  γ0 .
Also here, signatures emerging from a bound state
(last line in Eq. (103), see App. G for details) appear
as a small correction to the M  1-limit. In Fig. 10,
we plot the quantity (103) (for λatom/a = 0.5) in the
limit of many atoms (such that the last line in Eq. (103)
vanishes). For simplicity, we choose the second driving
field to impinge under an angle such that it excites a
zero wavenumber mode, e. g., β2 = arcsin(λat/a) (which
translates into k2 = 0 and, therefore, q = k1/2). The
individual peaks in Fig. 10 as a function of the angle β1
can be identified as follows. According to Eq. (49), we
have
β1 = arcsin
[
λat
a
(qa
pi
+ n
)]
(n = 0,±1, . . . ) . (104)
The level scheme for the reduced Hilbert space of the
driven states (as shown in Fig. 9) effectively reduces to
the situation of a single pump (cf. Fig. 8) when k1 = k2,
which is realized here for q = 0. From the properties
of the momentum distributions (35)–(37), we know that
for both U = 0 and U  0 only the background fluo-
rescence contributes at the argument q = 0. Employing
Eq. (104) for λat/a = 0.5, the first Bragg order (n = 1)
of this background fluorescence is the peak visible at
β1/pi = 1/6 ' 0.17 in both Figs. Fig. 10a) and b). In
contrast to this, the decay channel for the direct fluores-
cence, which only occurs for U  γ0 (Fig. 10b)), has its
maximum contribution for q = pi/2a. The corresponding
n = 0-order for q = pi/2a yields the peak at β1/pi ' 0.08
Fig. 10b), whereas the first Bragg order (n = 1) results
in β1/pi ' 0.27.
On the whole, the additional degrees of freedom in
the context of a two-pump setup (i. e., two angles and
a relative strength between the two pumps) open up a
way to reveal the scattering states’ properties of direct
and background fluorescence from a suitably normalized
far-field intensity. This possibility is absent if one had
only a single pump (as discussed in Sec. IV B). How-
ever, in contrast to the two-body bound states, the band
of scattering states is quasi-degenerate (see Fig. 2) such
that scattering states with different relative wavenum-
bers overlap spectrally. As a result, it is not possible to
extract the full momentum distribution of an individual
scattering state. Instead, the far-field signature is a su-
perposition from scattering states with different relative
wavenumbers (see the sum over ν in Eq. (102)). Signa-
tures from a bound state are suppressed as 1/M2 in the
limit of many atoms.
2. Emission Spectrum around ω = ω0 + U
Analogous to Sec. IV B 2, the steady-state emission
spectrum for the two-pump scheme recorded at the po-
sition r1 around the frequency ω = ω0 + U reads (see
App. D for details)
S(r1, ω = ω0 + U)γ0
2ξ2 |w(r1)|2M
=
16Ξ2
3M2
[(
1 + 4δq0
)
+ 22 cos4(qa)
]
.
(105)
Along the same lines as in the previous section, we de-
fine the relative difference for zero and non-zero second
driving field as
δS(β1, β2, , ω = ω0 + U) ≡ (106)
S(r1, ω = ω0 + U)| 6=0 − S(r1, ω = ω0 + U)|=0
S(r1, ω = ω0 + U)|=0
= 2
(
2δq0 + 2 cos
4(qa)
)
.
This expression represents an approach which is com-
plimentary to the signature (85) we obtained in the
context of spontaneous emission or the emission spec-
trum (96) for a single-pump setup. Unlike in Eqs. (85)
and (96) where we relied on the collection of sponta-
neously emitted light, the bound state signature here is
a consequence of collected photons which correspond to
transitions directly driven by the external pumps (see the
introduction of Sec. IV C for the choice of the detector
positions).
In Fig. 11, we visualize the bound state signature ac-
cording to Eq. (106). Similarly to Fig. 10, the positions
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FIG. 11. (color online). Spectral signature δS(β1, β2, , ω =
ω0 + U) of a bound state as a function of the detection an-
gle according to Eq. (106). As the bound states’ momen-
tum distribution has a maximum at the argument q = 0 (see
Sec. II C 2), we observe peaks around (see also the discussion
in Sec. IV C 1) β1/pi ' 0, 0.17, 0.5 (for λat/a = 0.5, a)). For
λat/a = 0.3 (b)), we have β1/pi ' 0, 0.10, 0.20, 0.36.
of the peaks can be determined according to Eq. (104).
The bound state’s momentum distribution (37) has a
maximum at the argument q = 0. Employing Eq. (104)
for λat/a = 0.5, this leads to the peaks around β1/pi = 0
(n = 0), β1/pi ' 0.17 (n = 1), and β1/pi ' 0.5 (n = 2),
which can be seen in Fig. 11a). Likewise, for a smaller
wavelength λat/a = 0.3 more Bragg orders become vis-
ible at β1/pi = 0 (n = 0), β1/pi ' 0.10 (n = 1),
β1/pi ' 0.20 (n = 2), and β1/pi ' 0.36 (n = 3) in
Fig. 11b).
In the next section, we conclude our investigations on
the two-pump setup with some thoughts on the measure-
ment of consecutive photon counts. Within this frame-
work, we analyze, as a complement to the previous stud-
ies, what can be learned from the intensity correlations
with respect to the detection angle.
3. Intensity Correlations
We envision a coincidence detection scheme, where two
detectors are positioned out-of-plane (y-z plane) at r1
and r2, respectively. The two detectors have the same
distance to the origin (i. e., |r1| = |r2|) and we aim at
events with zero time delay (τ = 0). Note that the de-
tection angles are chosen such that they are equal to the
excitation angles (see introduction of Sec. IV C).
According to Eq. (56), the intensity correlation func-
tion is
G(2)(r1, r2)
ξ4 |w(r1)|2 |w(r2)|2M2
=
∑
ν
∣∣∣η¯(k1+k2,ν)1
2 (k1−k2)
∣∣∣2Nk1+k2,ν;k1+k2,ν
= Ξ2
(
δk1k2
(
1 + 2
)2
2
+ (1− δk1k2) 2
)∑
ν
∣∣∣η¯(k1+k2,ν)1
2 (k1−k2)
∣∣∣4 .
To arrive at the normalized correlation function, we use
G(1)(r1)
ξ2 |w(r1)|2M
= Ξ
(
1 + δk1k2
2
)
+O(Ξ2) , (107)
G(1)(r2)
ξ2 |w(r2)|2M
= Ξ
(
2 + δk1k2
)
+O(Ξ2) , (108)
leading to
G(1)(r1)
ξ2 |w(r1)|2M
· G
(1)(r2)
ξ2 |w(r2)|2M
= (109)
Ξ2
[
δk1k2
(
1 + 2
)2
+ (1− δk1k2) 2
]
+O(Ξ3) .
According to Eq. (57), the normalized correlation func-
tion reads (taking into account orders up to O(Ξ2) for
both the nominator and the denominator)
g(2)(β1, β2) =
(
1− 1
2
δk1k2
)∑
ν
∣∣∣η¯(k1+k2,ν)1
2 (k1−k2)
∣∣∣4 .(110)
Performing the sum over ν (see App. G for details), we
finally arrive at
g(2)(β1, β2) =
1
6
δq0 (111)
+
2
3
(1− δq0)
{
1 for U = 0
cos4(qa) + 3 sin4(qa) for U  γ0
+
{
0 for U = 0
16
M2
(
1− 12δq0
)
cos4(qa) for U  γ0 ,
where again q ≡ (k1 − k2)/2 (which depends on β1
and β2). This correlation function measures two pho-
ton counts with zero time delay at the detection angles
β1 and β2. Note that our two-pump setup is such that
excitation and detection angles coincide. Hence, varying
β1 and β2 represents a simultaneous change of both the
detection and excitation angles.
As before, the contribution from a bound state (last
line in (111)) appears as a correction to the M  1-limit
and is suppressed as 1/M2. Still, this correlation func-
tion provides some very characteristic features for the two
cases of non-interacting atoms (U = 0) and strong atom–
atom interactions (U  γ0). For U = 0, the intensity
correlation is essentially flat. This can again be seen as
a consequence of the momentum distribution being fea-
tureless for U = 0 (cf. Fig. 3b)). The correlation function
only jumps between the values 1/6 and 2/3 if the atomic
system’s level scheme undergoes the sudden change from
an effective single-pump setup (q = 0, degenerate pump
fields) to a two-pump setup (q 6= 0). In contrast to this,
for U  γ0, we observe a continuous angle-dependence
because the underlying relevant momentum distributions
also exhibit contributions from the decay channel of di-
rect fluorescence (cf. Fig. 3c)). Also here, we can see
jumps to the value of 1/6 that occurs at angles where
the pump fields are degenerate (q = 0). We depict these
findings in Fig. 12 for λat/a = 0.5 and λat/a = 0.3. The
features of Fig. 12a) are visible at the same angles as in
Fig. 10, which can be calculated from Eq. (104). When
compared to Fig. 12a), Fig. 12b) features more peaks be-
cause the smaller wavelength of λat/a = 0.3 allows for the
observation of more Bragg orders.
20
0.0 0.1 0.2 0.3 0.4 0.50
0.5
1
1.5
2
β1  (units of pi)
g(2)(β1,β2)   λat/a=0.5
 
 
U>>γ0
U=0
q=0
0.0 0.1 0.2 0.3 0.4 0.50
0.5
1
1.5
2
β1  (units of pi)
g(2)(β1,β2)   λat/a=0.3
 
 
U>>γ0
U=0
q=0
a)
b)
FIG. 12. (color online). Normalized photon–photon cor-
relation function g(2)(β1, β2 = arcsin(λat/a)) according to
Eq. (111) in the limit of many atoms (such that the last line
in Eq. (111) vanishes). For U = 0 (blue line), the correlation
function exhibits a constant value of 2/3, except for angles
where q = 0 is realized (red crosses). For U  γ0 (black line),
the g(2)-function varies smoothly with respect to the angle β1,
but is also interrupted when q = 0 (red crosses). At q = 0,
the correlation function always has a value of 1/6 (denoted by
the red dashed line) for both U = 0 and U  γ0. The green
dashed lines indicate reference values from Refs. [57–61], re-
ferring to a two-atom system (see text for discussion).
The sharp jumps in Fig. 12 due to the “collapse” from
a two-pump scheme to the Hilbert space accessible by a
single pump refer to the case of infinitely sharp excitation
and detection angles. In practice, finite apertures will
eventually lead to a smoothening of the curves (imagine
averaging over a small angular window).
We conclude the discussion of the zero time delay in-
tensity correlation function by referring to results which
have been obtained for the case of two atoms. Generally,
as a consequence of spatial interference effects as pointed
out in Refs. [57, 58], the values of the g(2)-function de-
pend on the direction of observation and on the distance
between the two atoms. In the case of a weak driving
field, the zero-time delay intensity correlation g(2)(0) for
the same detection geometry as described in this sec-
tion (the two atoms are aligned along the z-axis) has
the value g(2)(0) = 1/4 [57–59] (see the corresponding
green dashed line in Fig. 12). Interestingly, g(2)(0) = 3/4
would be observed in the limit of a strong driving field
in the case of zero detuning [60]. This value would drop
down to g(2)(0) = 1/4 if the driving field is tuned far
off-resonant [60]. In the context of spontaneous emission
from two initially excited and independent (i. e., uncou-
pled) atoms, the zero-time correlation function yields a
value of g(2)(0) = 4/5 [61]. Likewise, going beyond two
atoms, the spontaneous emission from M independent
atoms (that are initially all in the excited state) results
in g(2)(0) = 1 − 1/M [61], which is exactly the same
expression one would also obtain for an M -photon Fock
state of a single-mode radiation field [55].
V. CONCLUSION
In conclusion, we have analyzed the characteristic,
angle-dependent far-field signatures emerging from the
excitation of collective few-excitation atomic states in the
context of a one-dimensional lattice of (interacting) two-
level atoms. Compared to state-of-the-art experimental
techniques that rely on single-atom addressability and/or
manipulation, the schemes presented in this paper rep-
resents an alternative approach for studying collective
phenomena in a quantum-optical context.
In particular, we started in Sec. II with the static prop-
erties of the underlying model system. This included
an in-depth discussion of the dissipative eigenstates in
the submanifold of one and two atomic excitations. We
put special emphasis on the distinction between the
two classes of possible two-excitation states, i. e., two-
excitation scattering states (which can be thought of as
two colliding spin waves) and two-body bound states
whose relative wavefunction is spatially localized (with
respect to the relative coordinate of the two excitations).
We then showed that characteristic key quantities such
as the collective dipole moments, branching ratios, and,
most importantly, the momentum distribution of the
collective states’ relative wavefunctions are intimately
linked to each other. Moreover, an expansion of the op-
erator for the electric far field in terms of the collective
atomic eigenbasis allowed us to construct operators for
the emitted intensity, the emission spectrum, and an in-
tensity correlation function.
In Sec. III, we continued with the angle-dependent far-
field pattern emerging from the spontaneous emission of
the system’s eigenstates. We especially discussed the
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characteristic differences of the light emitted by two-
body scattering states and bound states, arguing that the
emission patterns can serve as a distinct fingerprint for
identifying and proofing the existence of certain eigen-
states on the lattice. In the course of the discussion,
we also contrasted the differences between the two cases
of non-interacting atoms and strong atom–atom interac-
tions. Further, we pointed out how one could in principle
extract the relative wave function’s complete momentum
distribution from the far-field pattern. This is particu-
larly appealing for the case of strong interactions, where
a tightly confined two-body bound state exists.
However, since the preparation of a pure eigenstate
for studying its spontaneous emission may, admittedly,
pose severe challenges from a practical point of view, we
turned to the investigation of the atomic system’s re-
sponse to a weak and incoherent driving field in Sec. IV.
Starting from an external pump field with a single spa-
tial Fourier component, we explained the relevant exci-
tation and relaxation mechanisms and identified the cor-
responding reduced level scheme. Within this framework
of a single-pump setup, we were able to extract signa-
tures for the existence of a two-body bound state from
the steady-sate intensity and emission spectrum in the
far field.
Still, this scheme failed to reveal detailed information
on the characteristics of the involved scattering states.
As another approach to inferring information on the col-
lective atomic eigenstates from the far field, we therefore
extended the scheme to a special two-pump setup, where
detectors were chosen such that they exclusively detect
photons from driven transitions. With regard to the de-
tected steady-state intensity and emission spectrum, the
Hilbert space accessible to the external fields now not
only results in a distinct signature for the existence of
a bound state. Unlike for a single pump, we were also
able to identify features that stem from the scattering
states’ momentum distribution and which are related to
the decay channels which we termed “background fluo-
rescence” and “direct fluorescence”. However, due to the
spectral overlap of scattering states with different rela-
tive wavenumbers it is not possible to extract the mo-
mentum distribution of a single scattering state and we
were instead left with far-field observables resulting from
the superposition of different scattering states. More-
over, we also contrasted the results for the two cases
of non-interacting atoms and strong atom–atom inter-
actions, which exhibit very different far-field patterns.
In addition to that, we showed that in the framework
of such a two-pump setup, an angle-dependent intensity
correlation function represents another tool for analyzing
the scattering states’ properties for both interacting and
non-interacting atoms.
Future studies might include the dynamics induced by
one or more coherent driving fields, requiring a descrip-
tion beyond the rate equations utilized in this work. In
the context of coherent fields, an analysis of how inter-
ference effects modify the far-field emission patterns dis-
cussed in this paper would be highly interesting. This
would also address whether these signatures may reveal
additional or complimentary information on the proper-
ties of the collective few-excitation wavefunction. Besides
that, going from weak driving fields to higher pump pow-
ers would in principle open up a way to probe the more
complicated Hilbert space beyond two-excitations, which
is still largely unexplored in detail. Finally, our analysis
provides a promising approach to the theoretical model-
ing and understanding of recent experiments in nuclear
quantum optics on a microscopic level.
Appendix A: Integrating out the Photonic Degrees
of Freedom
The Heisenberg equations of motion for Hamilto-
nian (1) read
i∂tak = kak +
∑
n
g∗nkσ
−
n , (A1)
i∂tσ
−
n = −ωnσznσ−n −
∑
k
gnkσ
z
nak
+
1
2
∑
m
V|n−m|σ+mσ
−
mσ
−
n . (A2)
Transforming to a rotating frame (i. e., ak → ake−ikt,
σ−i → σ−i e−iωit), formally integrating Eq. (A1), tracing
out the photonic degrees of freedom (we assume the reser-
voir to be initially in the vacuum state), and inserting
the result back into Eq. (A2), we arrive at the integro-
differential equation for the atomic operators:
∂tσ
−
n (t) =
t∫
0
dt′
∑
m
Knm(t, t
′)σzn(t)σ
−
m(t
′)
− i
2
∑
m
V|n−m|σ+m(t)σ
−
m(t)σ
−
n (t) . (A3)
Here, Knm(t, t
′) denotes a memory kernel, which we as-
sume to describe atom–photon coupling to a featureless
continuum of modes. In other words, we apply a Markov
approximation, which reduces the memory kernel to a set
of complex rates, i. e.,
Knm(t− t′) =
Γ|n−m|
2
δ(t− t′) (A4)
(the details of the rates depend on the reservoir, see
Eqs. (4)–(8)), turning Eq. (A3) into
∂tσ
−
n =
1
2
∑
m
Γ|n−m|σznσ
−
m −
i
2
∑
m
V|n−m|σ+mσ
−
mσ
−
n .
(A5)
Hamiltonian (2) is the effective non-Hermitian Hamilto-
nian corresponding to the equations of motion (A5).
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Appendix B: Eigenequations
1. Single-Excitation Eigenstates
The eigenproblem with respect to Hamiltonian (2) for
a single-excitation state
|ϕ〉 =
∑
n
ϕnσ
+
n |0〉 (B1)
yields the difference equation
0 = − i
2
∑
m
Γ|n−m|ϕm − Eϕn . (B2)
Note that the atom–atom interaction terms are absent in
the single-excitation submanifold.
2. Two-Excitation Eigenstates
The eigenproblem with respect to Hamiltonian (2) for
a two-excitation state
|Φ〉 =
∑
n1n2
Φn1n2σ
+
n1σ
+
n2 |0〉 , (B3)
which we rewrite as a product of the center-of-mass mo-
tion (described by a plane wave with a center-of-mass
wavenumber K) and a relative wavefunction Ψ
(Kν)
|n1−n2|,
i. e.,
|Kν〉 = 1
2
√
M
∑
n1n2
ei
Ka
2 (n1+n2) ·Ψ(Kν)|n1−n2| σ+n1σ+n2 |0〉 ,
(B4)
reduces to an effective single-particle problem on a half-
infinite lattice (x > 0, Ψ
(Kν)
0 = 0):
0 = −i
∑
j 6=x
Γj cos
(
Kaj
2
)(
Ψ
(Kν)
|x−j| + Ψ
(Kν)
|x+j|
)
+ (Vx − E − iΓ0) Ψ(Kν)x . (B5)
Here, K/2 is from the first Brillouin zone and ν is a quan-
tum number still to be determined (see main text). Note
that for each center-of-mass wavenumber K the effec-
tive particle “sees” a different lattice (different hopping
terms). The two-body atom–atom interaction terms now
play the role of a potential for the effective particle. For
the tight-binding Hamiltonian (3), the difference equa-
tion simplifies to (x > 0)
0 = −iΓ1 cos
(
Ka
2
)(
Ψ
(Kν)
x−1 + Ψ
(Kν)
x+1
)
+ (Uδx,1 − E − iΓ0) Ψ(Kν)x . (B6)
Appendix C: Expansion of the Atomic Operator σ−n
in the Eigenbasis
We transform the operator σ−n to the basis of the sys-
tem’s single- and two-excitation eigenstates by virtue of
the expansion
σ−n =
∑
k
|0〉 〈0|σ−n |k〉︸ ︷︷ ︸
= 1√
M
eikan
〈k| (C1)
+
∑
k;Kν
|k〉 〈k|σ−n |Kν〉︸ ︷︷ ︸
=〈k|∑x1x2 Φx1x2σ−n σ+x1σ+x2 |0〉
〈Kν|
=
1√
M
∑
k
eikanSˆ0;k
+ 2
∑
k;Kν
N/2∑
m=−N/2
Φnm︸︷︷︸
1
2
√
M
ei
Ka
2
(n+m)Ψ
(Kν)
n−m
〈k|σ+m|0〉︸ ︷︷ ︸
1√
M
e−ikam
Sˆk;Kν
=
1√
M
∑
k
eikanSˆ0;k (C2)
+
1
2
√
M
∑
k
∑
Kν
ei(K−k)anη(Kν)K
2 −k;n
Sˆk;Kν ,
where Sˆ0;k = |0〉〈k| and Sˆk;Kν = |k〉〈Kν|. The quantum
number ν runs over all scattering states (ν = p) and a
possible bound state (ν = BS).
The quantity
η(Kν)q;n =
2√
M
N/2−n∑
z=−N/2−n
eiqaz Ψ(Kν)z (C3)
may be interpreted as the windowed Fourier lattice trans-
form of the relative wavefunction (with respect to the
relative coordinate). According to Sec. II D, the electric
field operator in the eigenbasis involves a sum over all
atom positions, which is of the form
Eˆ(−)(r, t) = ξw0(r)
∑
nk
(
. . .
+
∑
Kν
1
2
√
M
e
−i
(
K−k+ ∆
Kν
k
c sin βdet
)
an (
η
(Kν)
K
2 −k;n
)∗
× SˆKν;k(t− r
c
)
)
.
Performing the sum over n yields
Eˆ(−)(r, t) = ξw(r)
∑
k
(
. . .
+
√
M
∑
Kν
(
η¯
(Kν)
K
2 −k
)∗
δkk¯SˆKν;k
(
t− r
c
))
,
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where we now have the “reduced” quantity η¯
(Kν)
K
2 −k
, which
is defined via
1
2M
N/2∑
n=−N/2
eiκanη(K,ν)q;n = η¯
(K,ν)
q δ[κ] 2pi
a
,0 . (C4)
We will discuss η¯
(Kν)
q;n and η¯
(Kν)
q in more detail in App. E.
Appendix D: Expectation Value of the Field–Field
Auto Correlation
In order to arrive at an expression for G(1)(r, t, t+τ) =
〈Gˆ(1)(r, t, t+ τ)〉, where
Gˆ(1)(r, t, t+ τ) ≡ Eˆ(−)(r, t) Eˆ(+)(r, t+ τ) (D1)
= ξ2 |w(r)|2M
×
(
Sˆk¯;0 (tret) Sˆ0;k¯ (tret + τ)
+
∑
Kν
η¯
(Kν)
K
2 −k¯
Sˆk¯;0 (tret) SˆK−k¯;Kν (tret + τ)
+
∑
Kν
(
η¯
(Kν)
K
2 −k¯
)∗
SˆKν;K−k¯ (tret) Sˆ0;k¯ (tret + τ)
+
∑
Kν
∑
K′ν′
(
η¯
(Kν)
K
2 −k¯
)∗
η¯
(K′ν′)
K′
2 −k¯
×SˆKν;K−k¯ (tret) SˆK′−k¯;K′ν′ (tret + τ)
)
,
we ultimately need to calculate (cross-)correlations
such as 〈Sˆk;0(t)Sˆ0;k′(t+ τ)〉, 〈Sˆk;0(t)Sˆk′,Kν(t+ τ)〉,
〈SˆKν;k(t)Sˆ0;k′(t+ τ)〉, and 〈SˆKν;k(t)Sˆk′,K′ν′(t+ τ)〉.
Generally, this can be achieved by exploiting the quan-
tum regression theorem [53], which we will use in the
form (in the following, we have t → ∞, denoting a
steady state)
〈Aˆ(t)Bˆ(t+ τ)〉t→∞ =
∑
j
Gj(τ)〈AˆBˆj〉t→∞ , (D2)
〈Bˆ(τ)〉 =
∑
j
Gj(τ)〈Bˆj(0)〉 .
Explicitly, we have
〈Sˆk;0(t)Sˆ0;k′(t+ τ)〉 = G0;k′(τ) 〈Sˆk;0Sˆ0;k′〉 (D3)
= G0;k′(τ) %k′;k ,
〈Sˆ0;k(τ)〉 = G0;k(τ) 〈Sˆ0;k(0)〉
= G0;k(τ) %k;0(0) ,
〈Sˆk;0(t)Sˆk′;Kν(t+ τ)〉 = Gk′;Kν(τ) 〈Sˆk;0Sˆk′;Kν〉 (D4)
= 0 ,
〈SˆKν;k(t)Sˆ0;k′(t+ τ)〉 = G0;k′(τ) 〈SˆKν;kSˆ0;k′〉 (D5)
= 0 ,
〈SˆKν;k(t)Sˆk′;K′ν′(t+ τ)〉 = Gk′;K′ν′(τ) 〈SˆKν;kSˆk′;K′ν′〉(D6)
= Gk′;K′ν′(τ) δkk′ %K′ν′;Kν ,
〈Sˆk;Kν(τ)〉 = Gk;Kν(τ) 〈Sˆk;Kν(0)〉 (D7)
= Gk;Kν(τ) %Kν;k(0) .
We can extract the propagators from Eqs. (F7)–(F11),
yielding
G0;k(τ) = e−i∆k0τ e− 12 (Γ˜k+
∑
n|Pn|2)τ , (D8)
Gk;Kν(τ) = e−i∆Kνk τ e− 12 (Γ
Kν
tot +Γ˜k)τ , (D9)
and therefore
〈Sˆk;0(t)Sˆ0;k′(t+ τ)〉 = (D10)
e−i∆
k
0τ e−
1
2 (Γ˜k+
∑
n|Pn|2)τ %k′;k ,
〈SˆKν;k(t)Sˆk′;K′ν′(t+ τ)〉 = (D11)
e−i∆
Kν
k τ e−
1
2 (Γ
Kν
tot +Γ˜k)τ δkk′ %K′ν′;Kν .
The simplified expressions (for ω0  U  γ0  |Pn|2)
for the propagators are
G0;k(τ) ' e−iω0τ e− 12γ0τ , (D12)
Gk;Kp(τ) ' e−iω0τ e− 32γ0τ , (D13)
Gk;K,BS(τ) ' e−i(ω0+U)τ e− 32γ0τ . (D14)
Note that in the presence of an incoherent pump, we have
%k′;k ∝ δkk′ and %K′ν′;Kν ∝ δKK′δνν′ .
Hence,
G(1)(r, t, t+ τ)
ξ2 |w(r)|2M = (D15)(
G0;k¯(τ) Nk¯ +
∑
Kν
∣∣∣η¯(Kν)K
2 −k¯
∣∣∣2 GK−k¯;Kν(τ) NKν
)
.
Specifically, for the single-pump setup (see Eqs. (F30)–
(F31) for the nonzero occupation numbers)
G(1)(r, t, t+ τ)
ξ2 |w(r)|2M = (D16)(
G0;k¯(τ) Nk¯ +
∑
ν
∣∣∣η¯(2kP ,ν)
kP−k¯
∣∣∣2 G2kP−k¯;2kP ,ν(τ) N2kP ,ν
)
,
whereas for the two-pump setup as introduced in
Sec. IV C we have (see App. F 2 for the steady-state so-
lution)
G(1)(r1, t, t+ τ)
ξ2 |w(r1)|2M
= (D17)(
G0;k1(τ) Nk1 +
∑
ν
∣∣∣η¯(2k1,ν)0 ∣∣∣2 Gk1;2k1,ν(τ) N2k1,ν
+ (1− δk1k2)
∑
ν
∣∣∣η¯(k1+k2,ν)1
2 (k1−k2)
∣∣∣2 Gk2;k1+k2,ν(τ) Nk1+k2,ν
)
.
The Fourier transform according to Eq. (54) then finally
yields the emission spectrum.
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Appendix E: Calculation of η¯
(Kν)
q
Let us start with a closer inspection of Eq. (C3) (re-
member that Ψ
(Kν)
0 = 0):
η(Kν)q;n =
2√
M
N/2−n∑
z=−N/2−n
eiqazΨ(Kν)z (E1)
=
2√
M
 0∑
z=−N/2−n
eiqazΨz +
N/2−n∑
z=0
eiqazΨ(Kν)z

=
2√
M
N/2−n∑
z=0
eiqazΨz +
N/2+n∑
z=0
e−iqazΨ(Kν)z

=
2√
M
(
θ
(
N
2
− n− 1
)N/2−n∑
z=1
eiqazΨ(Kν)z
+ θ
(
n+
N
2
− 1
)N/2+n∑
z=1
e−iqazΨ(Kν)z
)
= 2
∑
ζ=±
θ
(
N
2
+ ζn− 1
)N/2+ζn∑
z=1
e−iζqaz√
M
Ψ(Kν)z .
Here, we have used the discrete version of the Heaviside
step function according to θ(n) = 1 if n ≥ 0 and θ(n) = 0
if n < 0. From Eq. (C4), we see that the quantity η¯
(Kν)
q
can be determined via (setting κ = 0 in Eq. (C4))
η¯(Kν)q =
1
2M
N/2∑
n=−N/2
η(Kν)q;n (E2)
=
1
M
∑
ζ=±
N/2∑
n=−N/2
θ
(
N
2
+ ζn− 1
)
×
N/2+ζn∑
z=1
e−iζqaz√
M
Ψ(Kν)z .
Before we proceed with the actual calculation, we need
to be cautious regarding the wavefunction’s boundary
conditions. Usually, the boundary conditions must not
play a role for a lattice with many atoms (M  1).
However, being pedantic, the eigenstates presented in
Sec. II B actually do not satisfy hard-wall boundary con-
ditions for a finite lattice (in the calculation, it is assumed
that M is still finite). At the boundary, the wavefunction
should actually vanish. This is not the case here as the
ansatz we employed (both for single- and two-excitation
states) represents open boundary conditions, i. e., in- and
outgoing waves that are suited in the context of an infi-
nite lattice. To be precise, Equations (E1) and (E2) ex-
plicitly depend on the boundary values (for instance, the
term for n = ζN/2 in Eq. (E1) requires the relative wave-
function at the relative coordinate z = N , which may
stand for two excitations at the boundaries x1 = N/2
and x2 = −N/2). Furthermore, the sum over z depends
on n and represents a finite “window”. If we, however,
combine the demand that “integrated” quantities such
as Eq. (E2) must be independent of the boundary condi-
tions in the limit of a large (eventually infinite) lattice, we
come to the conclusion that the “window length” should
not affect Eqs. (E1) and (E2). Hence, we proceed with
the expressions
η(Kν)q;n = 2
∑
ζ=±
N/2∑
z=1
e−iζqaz√
M
Ψ(Kν)z , (E3)
η¯(Kν)q =
1
M
∑
ζ=±
N/2∑
n=−N/2
N/2∑
z=1
e−iζqaz√
M
Ψ(Kν)z , (E4)
(where we additionally ignored the θ-function for similar
reasons). Performing the sum over n, we are ultimately
left with
η¯(Kν)q =
∑
ζ=±
N/2∑
z=1
e−iζqaz√
M
Ψ(Kν)z . (E5)
1. Scattering States (η¯
(Kp)
q )
For scattering states, we arrive at (the Kronecker sym-
bols δp,±q should not be confused with the scattering
phase shift in exp(iδKp))
η¯(Kp)q =
∑
ζ=±
1
M
N/2∑
z=1
(
ei(p−ζq)az + eiδKpe−i(p+ζq)az
)
(E6)
=
∑
ζ=±
[
1
2
(
δp,ζq + e
iδKpδp,−ζq
)
+
1
M
(1− δp,ζq)
(
1− ei(p−ζq)a(N2 +1)
1− ei(p−ζq)a − 1
)
+
1
M
(1− δp,−ζq)
(
1− e−i(p+ζq)a(N2 +1)
1− e−i(p+ζq)a − 1
)
eiδKp
]
=
1
2
(
1 + eiδKp
)
(δpq + δp,−q)
+
1
M
(1− δpq)
(
1− ei(p−q)aN2
e−i(p−q)a − 1 + e
iδKp
1− e−i(p−q)aN2
ei(p−q)a − 1
)
+
1
M
(1− δp,−q)
(
1− ei(p+q)aN2
e−i(p+q)a − 1 + e
iδKp
1− e−i(p+q)aN2
ei(p+q)a − 1
)
.
During the derivation, we have used the formula for finite
geometric sums, and we also assumed M,N  1. Note
the symmetry property η¯
(Kp)
q = η¯
(Kp)
−q . For q ≥ 0 and
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p > 0, we may therefore write
η¯
(K,p>0)
q≥0 =
1 + eiδKp
2
δpq (E7)
+
2ei
δKp
2
M
· sin
[
1
2 (δKp − (p− q) a)
]
sin
[
1
2 (p− q) a
]
× (1− δpq)
(
1− δ[ (p−q)aN2pi ]2,0
)
.
During this derivation, we have exploited the fact that
the difference of the wavenumbers p and q can be writ-
ten as p − q = m · 2pi/Ma, where m is an integer.
Hence, (p − q)Na/2 M1= (p − q)Ma/2 = mpi and
exp [(p− q)N/2] = (−1)m so that we only have a con-
tribution from the “background term” if m is odd (ex-
pressed through the second Krocker-δ).
2. Bound States (η¯
(K,BS)
q )
Proceeding along the same lines for the case of a bound
state, we have the expression
η¯(K,BS)q =
∑
ζ=±
N/2∑
z=1
e−iζqaz√
M
αz−1K (E8)
=
1√
MαK
∑
ζ=±
N/2∑
z=1
(
e−iζqaαK
)z
=
1√
MαK
∑
ζ=±
(
1− (e−iζqaαK)N/2+1
1− e−iζqaαK − 1
)
=
2√
M
· cos(qa)− αK
1− 2αK cos(qa) + α2K
Uγ0' 2 cos(qa)√
M
.
In the derivation, we have exploited the fact that α
N/2
K
vanishes since N  1. In the last line, we have addition-
ally assumed U  γ0, meaning the bound state is tightly
confined with respect to the relative coordinate.
3. Sum over
∣∣∣η¯(Kν)q ∣∣∣2
Consider the quantity
Z(Kν) ≡
K
2 +pi∑
qa=K2 −pi
∣∣∣η¯(Kν)q ∣∣∣2 = pi∑
qa=−pi
∣∣∣η¯(Kν)q ∣∣∣2 (E9)
= 2
pi∑
qa=0
∣∣∣η¯(Kν)q ∣∣∣2 − ∣∣∣η¯(Kν)0 ∣∣∣2
M1
= 2
pi∑
qa=0
∣∣∣η¯(Kν)q ∣∣∣2 .
For scattering states, we have
Z(Kp) = 2
 pi∑
qa=0,q 6=p
∣∣∣η¯(Kp)q ∣∣∣2 + ∣∣∣η¯(Kp)p ∣∣∣2
 (E10)
= 2
(
cos2
(
δKp
2
)
+
4
M2
pi∑
qa=0,q 6=p
cos [δKp + (q − p)a]− 1
cos [(p− q)a]− 1
×
(
1− δ[ (p−q)aN2pi ]2,0
))
.
The lattice sum can be performed in the limit M  1.
Defining δ ≡ 2pi/aM  1 and rewriting q = p+ δ · n, we
essentially have to calculate
δ2
pi2
∑′
n
cos (δKp + δn)− 1
cos (δn)− 1 , (E11)
which can be expanded into a Taylor series in δ in which
only terms of order δ0 remain in the limit M  1, yield-
ing
2
pi2
(1− cos δKp)
∑′
n
1
n2
. (E12)
The sum runs over those odd values of n such that all
wavenumbers from 0→ p−δ as well as from p+δ → pi/a
are covered. In the limit M  1, n runs over all odd
values from 1 to ∞ as well as from −1 to −∞, resulting
in
2
∞∑
n=0
1
(2n+ 1)
2︸ ︷︷ ︸
pi2
8
=
pi2
4
. (E13)
This eventually leads to
Z(Kp) = 2 ·
(
cos2
(
δKp
2
)
+
1
2
(1− cos δKp)
)
= 2 .
(E14)
Similarly, the calculation for a bound states is
(U  γ0)
Z(K,BS) =
pi∑
qa=−pi
∣∣∣η¯(K,BS)q ∣∣∣2 (E15)
=
4
M
pi∑
qa=−pi
cos2 (qa)
→ 4
pi
a∫
−pia
dq
2pi
cos2 (qa) = 2 .
Hence, we can generally write Z(Kν) = 2.
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Appendix F: Equations of Motion with Incoherent
Driving Field
We can extend Eqs. (64)–(69) to account for an exter-
nal, incoherent driving field, yielding the following equa-
tions of motion for the density matrix elements:
∂t%Kν;K′ν′ =
[
−i∆KνK′ν′ −
1
2
(
ΓKνtot + Γ
K′ν′
tot
)]
%Kν;K′ν′ (F1)
+ δKK′δνν′
∑
k
∑
n
δK,k+kn |Pn|2
∣∣∣η¯(k+kn,ν)1
2 (kn−k)
∣∣∣2 %k;k ,
∂t%k;k′ =
[
−i∆kk′ −
1
2
(Γk + Γk′)
]
%k;k′ (F2)
− 1
2
∑
n
∑
ν
|Pn|2
(∣∣∣η¯(k+kn,ν)1
2 (kn−k)
∣∣∣2 + ∣∣∣η¯(k′+kn,ν)1
2 (kn−k′)
∣∣∣2) %k;k′
+ δk,k′
∑
n
|Pn|2 δk,kn %0;0
+ δk,k′
∑
K′ν′
ΓK
′ν′
k %K′ν′;K′ν′ ,
∂t%0;0 =
∑
k
Γk%k;k −
∑
n
|Pn|2 %0;0 , (F3)
∂t%Kν;k =
[
−i∆Kνk −
1
2
(
ΓKνtot + Γk
)]
%Kν;k (F4)
− 1
2
∑
n
∑
ν′
|Pn|2
∣∣∣η¯(k+kn,ν′)1
2 (kn−k)
∣∣∣2 %Kν;k ,
∂t%Kν;0 =
[
−iRe(E(2)Kν)−
1
2
ΓKνtot
]
%Kν;0 (F5)
− 1
2
∑
n
|Pn|2 %Kν;0 ,
∂t%k;0 =
[
−i∆k0 −
1
2
Γk
]
%k;0 (F6)
− 1
2
∑
n
∑
ν
|Pn|2
∣∣∣η¯(k+kn,ν)1
2 (kn−k)
∣∣∣2 %k;0
− 1
2
∑
n
|Pn|2 %k;0 .
The coherences (K 6= K ′, ν 6= ν′, k 6= k′) evolve in time
according to
%Kν;K′ν′(t) = %Kν;K′ν′(0) e
−i∆Kν
K′ν′ t e
− 12
(
ΓKνtot +Γ
K′ν′
tot
)
t
,(F7)
%k;k′(t) = %k;k′(0) e
−i∆k
k′ t e−
1
2 (Γ˜k+Γ˜k′)t , (F8)
%Kν;k(t) = %Kν;k(0) e
−i∆Kνk t e−
1
2 (Γ
Kν
tot +Γ˜k)t , (F9)
%Kν;0(t) = %Kν;0(0) e
−iRe(E(2)Kν)t e−
1
2 [Γ
Kν
tot +
∑
n|Pn|2]t ,(F10)
%k;0(t) = %k;0(0) e
−i∆k0 t e−
1
2 (Γ˜k+
∑
n|Pn|2)t , (F11)
where Γ˜k ≡ Γk +
∑
n
∑
ν |Pn|2 |η¯(k+kn,ν)1
2 (kn−k)
|2. For ω0 
γ0  |Pn|2 we are left with
%Kν;K′ν′(t) ' %Kν;K′ν′(0) e−2γ0t , (F12)
%k;k′(t) ' %k;k′(0) e−γ0t , (F13)
%Kp;k(t) ' %Kp;k(0) e−iω0t e− 32γ0t , (F14)
%K,BS;k(t) ' %K,BS;k(0) e−i(ω0+U)t e− 32γ0t , (F15)
%Kp;0(t) ' %Kp;0(0) e−2iω0t e−γ0t , (F16)
%K,BS;0(t) ' %K,BS;0(0) e−i(2ω0+U)t e−γ0t , (F17)
%k;0(t) ' %k;0(0) e−iω0t e− 12γ0t . (F18)
For the diagonal elements Nm ≡ %m;m, we arrive at
a set of coupled rate equations, which can be compactly
written as[
∂t + Γ
Kν
tot
]
NKν =
∑
n
|Pn|2
∣∣∣η¯(K,ν)K
2 −kn
∣∣∣2NK−kn , (F19)
[
∂t + Γ˜k
]
Nk =
∑
n
|Pn|2 δkkn
(
1−
∑
k
Nk −
∑
Kν
NKν
)
(F20)
+
∑
Kν
ΓKνk NKν ,
where we have exploited the conservation of the total
probability
N0 +
∑
k
Nk +
∑
Kν
NKν = 1 . (F21)
Consequently, the steady state obeys
NKν =
∑
n
|Pn|2
ΓKνtot
∣∣∣η¯(K,ν)K
2 −kn
∣∣∣2NK−kn , (F22)
Nk =
∑
n
|Pn|2
Γ˜k
δkkn
(
1−
∑
k
Nk −
∑
Kν
NKν
)
(F23)
+
∑
Kν
ΓKνk
Γ˜k
NKν .
1. Steady-State Solution: Single Pump
The steady-state solution to Eqs. (F22) and (F23) for
the case of a driving field with a single Fourier com-
ponent (pump rate |P |2, “imprinted” wavenumber kP )
can be constructed as follows. We insert Eq. (F22) into
Eq. (F23) and approximate N0 ≈ 1 (weak pump) and
arrive at
Nk ' |P|
2
Γ˜k
(
δkkP +
∑
Kν
ΓKνk
ΓKνtot
∣∣∣η¯(Kν)K
2 −kP
∣∣∣2NK−kP
)
.
(F24)
Evaluating this equation for k 6= kP yields the occupa-
tion of a single excitation state |k〉 that is not directly
connected to the pump field and can only be populated
via spontaneous emission from a driven two-excitation
state. The dominant contributions in the sum on the
right-hand side of Eq. (F24) is thus from the driven states
with K − kP = kP . The other states (K − kP 6= kP ) are
of even higher order in the pump rates and may be ne-
glected. This idea leads us to
Nk 6=kP '
|P|2
Γ˜k
∑
ν
Γ2kP ,νk
Γ2kP ,νtot
∣∣∣η¯(2kP ,ν)0 ∣∣∣2NkP . (F25)
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Conversely, if we evaluate Eq. (F24) for k = kP we may
assume
1
∑
K 6=2kP
∑
ν
ΓKνk
ΓKνtot
∣∣∣η¯(Kν)K
2 −kP
∣∣∣2NK−kP (F26)
so that
Nk=kP '
|P|2
Γ˜kP
(
1 +
∑
ν
Γ2kP ,νkP
Γ2kP ,νtot
∣∣∣η¯(2kP ,ν)0 ∣∣∣2NkP
)
.
(F27)
Up to second order in the pump rates, we can therefore
write (remember 1/(1− x) ≈ 1 + x, x 1)
Nk=kp '
|P|2
Γ˜kP
+
(
|P|2
Γ˜kP
)2∑
ν
Γ2kP ,νkP
Γ2kP ,νtot
∣∣∣η¯(2kP ,ν)0 ∣∣∣2 . (F28)
Inserted back into Eq. (F25), we arrive at
Nk 6=kP '
|P|2
Γ˜k
|P|2
Γ˜kP
∑
ν
Γ2kP ,νk
Γ2kP ,νtot
∣∣∣η¯(2kP ,ν)0 ∣∣∣2 (F29)
for the undriven single-excitation states. Going back to
Eq. (F22) and using the previous results, we see that
the dominant terms on the right-hand side stem from
K = 2kP . Any other K value implies a scaling with the
third power in the pump rates, which we neglect.
For ω0  γ0, we can then finally write
Nk ' ΞδkkP + Ξ2
∑
ν
b
(2kP ,ν)
k
∣∣∣η¯(2kP ,ν)0 ∣∣∣2 (F30)
= ΞδkkP +
Ξ2
2
∑
ν
∣∣∣η¯(2kP ,ν)kP−k ∣∣∣2 ∣∣∣η¯(2kP ,ν)0 ∣∣∣2 ,
NKν ' Ξ
2
2
∣∣∣η¯(2kP ,ν)0 ∣∣∣2 δK,2kP , (F31)
where Ξ ≡ |P|2/γ0.
2. Steady-State Solution: Two Pumps
Using the same reasoning as in App. F 1, the steady-
state occupation numbers can be obtained for the case of
an external field with two spatial Fourier components.
The pump rates are, respectively, |P1|2 ≡ |P|2 and
|P2|2 ≡ 2|P|2, and k1 and k2 denote the “imprinted”
wavenumbers. We only need the solution for wavenum-
bers K = 2k1, 2k2, k1 +k2 and k = k1, k2 (see main text).
For k1 6= k2, the solution reads (again, Ξ ≡ |P|2/γ0)
N2k1,ν '
Ξ2
2
∣∣∣η¯(2k1,ν)0 ∣∣∣2 , (F32)
N2k2,ν ' 4
Ξ2
2
∣∣∣η¯(2k2,ν)0 ∣∣∣2 , (F33)
Nk1+k2,ν ' 2Ξ2
∣∣∣η¯(k1+k2,ν)1
2 (k1−k2)
∣∣∣2 , (F34)
Nk1 ' Ξ +
Ξ2
2
∑
ν
∣∣∣η¯(2k1,ν)0 ∣∣∣4 (F35)
+ 2Ξ2
∑
ν
∣∣∣η¯(k1+k2,ν)1
2 (k1−k2)
∣∣∣4
+ 4
Ξ2
2
∑
ν
∣∣∣η¯(2k2,ν)k2−k1 ∣∣∣2 ∣∣∣η¯(2k2,ν)0 ∣∣∣2 ,
Nk2 ' 2Ξ + 4
Ξ2
2
∑
ν
∣∣∣η¯(2k2,ν)0 ∣∣∣4 (F36)
+ 2Ξ2
∑
ν
∣∣∣η¯(k1+k2,ν)1
2 (k1−k2)
∣∣∣4
+
Ξ2
2
∑
ν
∣∣∣η¯(2k1,ν)k2−k1 ∣∣∣2 ∣∣∣η¯(2k1,ν)0 ∣∣∣2 .
For k1 = k2 ≡ kP , we use the single-pump results (F30)–
(F31), where we need to replace |P|2 → |P|2 (1 + 2),
yielding
N2kP ,ν '
(
1 + 2
)2 Ξ2
2
∣∣∣η¯(2kP ,ν)0 ∣∣∣2 , (F37)
NkP '
(
1 + 2
)
Ξ +
(
1 + 2
)2 Ξ2
2
∑
ν
∣∣∣η¯(2kP ,ν)0 ∣∣∣4 .(F38)
Appendix G: Sums over Products of
∣∣∣η¯(Kν)q ∣∣∣2
In this paper, we encounter sums of the form∑
ν
∣∣∣η¯(Kν)q ∣∣∣4 = ∣∣∣η¯(K,BS)q ∣∣∣4 +∑
p
∣∣∣η¯(Kp)q ∣∣∣4 (G1)
≡
{
Q
(bg)
q +Q
(dir)
q U = 0
R
(bg)
q +R
(dir)
q +R
(BS)
q U  γ0
.
Exploiting the symmetry properties, we can further write∑
p
∣∣∣η¯(Kp)q ∣∣∣4 = 2 ·∑
p>0
∣∣∣η¯(Kp)q ∣∣∣4 + ∣∣∣η¯(K,p=0)q ∣∣∣4 (G2)
= 2 ·
 ∑
p>0,p 6=q
∣∣∣η¯(Kp)q ∣∣∣4 + ∣∣∣η¯(Kq)q ∣∣∣4
+ ∣∣∣η¯(K,p=0)q ∣∣∣4 .
Here, the first part (the sum over p > 0 but p 6= q)
represents the contribution from the “background fluo-
rescence” (“bg”), whereas the second term (p = q) stems
from the emission via a “direct channel” (“dir”). The last
28
term refers to a p = 0-relative wavefunction and therefore
vanishes for both U = 0 and U  γ0 (see also Sec. II B).
The relevant quantities to be calculated are
Q(bg)q ≡ 2
∑
p>0,p6=q
∣∣∣η¯(Kp)q ∣∣∣4 for U = 0 , (G3)
R(bg)q ≡ 2
∑
p>0,p6=q
∣∣∣η¯(Kp)q ∣∣∣4 for U  γ0 , (G4)
R(dir)q ≡ 2
∣∣∣η¯(Kq)q ∣∣∣4 for U  γ0 , (G5)
R(BS)q ≡
∣∣∣η¯(K,BS)q ∣∣∣4 for U  γ0 , (G6)
Q(cross)q ≡
∑
p
∣∣∣η¯(Kp)0 ∣∣∣2 ∣∣∣η¯(Kp)q ∣∣∣2 for U = 0 (G7)
= 2
( ∑
p>0,p6=q
∣∣∣η¯(Kp)0 ∣∣∣2 ∣∣∣η¯(Kp)q ∣∣∣2
+
∣∣∣η¯(Kp)0 ∣∣∣2 ∣∣∣η¯(Kq)q ∣∣∣2︸ ︷︷ ︸
U=0
= 0
)
= 2
∑
p>0,p6=q
∣∣∣η¯(Kp)0 ∣∣∣2 ∣∣∣η¯(Kp)q ∣∣∣2 ,
R(cross)q ≡
∑
p
∣∣∣η¯(Kp)0 ∣∣∣2 ∣∣∣η¯(Kp)q ∣∣∣2 for U  γ0 ,(G8)
R(cross BS)q ≡
∣∣∣η¯(K,BS)0 ∣∣∣2 ∣∣∣η¯(K,BS)q ∣∣∣2 for U  γ0 .(G9)
Inserting the expressions for the momentum distributions
from Sec. II C 2, we ultimately have to calculate (M  1)
Q(bg)q =
32
M4
∑
p>0,p6=q
1
tan4
[
1
2 (p− q) a
] (G10)
×
(
1− δ[ (p−q)Na2pi ]2,0
)
,
R(bg)q =
32
M4
∑
p>0,p6=q
cos4
[
1
2 (p+ q) a
]
sin4
[
1
2 (p− q) a
] (G11)
×
(
1− δ[ (p−q)Na2pi ]2,0
)
,
R(dir)q = 2 sin
4(qa) , (G12)
R(BS)q =
16
M2
cos4(qa) , (G13)
Q(cross)q =
32
M4
∑
p>0,p6=q
1
tan2
(
pa
2
) 1
tan2
[
1
2 (p− q) a
](G14)
×
(
1− δ[ (p−q)Na2pi ]2,0
)
,
R(cross)q =
32
M4
∑
p>0,p6=q
1
tan2
(
pa
2
) 1 + cos [(p+ q)a]
1− cos [(p− q)a](G15)
×
(
1− δ[ (p−q)Na2pi ]2,0
)
,
R(cross BS)q =
16
M2
cos2(qa) . (G16)
The remaining lattice sums can be performed for M 
1 as follows. We explain the procedure for Eq. (G10).
The other quantities can be obtained in a similar manner.
Defining δ ≡ 2pi/aM  1 and rewriting p = q + δ · n (n
is an integer), we essentially need to calculate
Q(bg)q =
2δ4a4
pi4
∑′
n
1
tan4
(
δa
2 · n
) , (G17)
where the sum runs over those odd values of n such that
all wavenumbers from 0→ q − δ as well as from q + δ →
pi/a are covered. Since M  1, this expression can be
expanded into a Taylor series in δ (around δ = 0). In the
limit M  1, only terms of order δ0 remain, yielding
Q(bg)q =
2a4
pi4
· 16
a4
· (2− δq0) ·
∞∑
n=0
1
(2n+ 1)
4︸ ︷︷ ︸
=pi
4
96
(G18)
=
1
3
(2− δq0) .
If q 6= 0, then there are (for M → ∞) infinitely many
wavenumbers on either side of q (i. e., from 0→ q − δ as
well as from q + δ → pi/a). Hence, we have a factor of
2 in front of the sum over all odd values. In contrast to
this, if q = 0, there is only a single interval (and therefore
we just have the factor of 1).
The other quantities can be calculated in a similar
manner, yielding
R(bg)q = cos
4 (qa)Q(bg)q , (G19)
Q(cross)q =
1
3
δq0 = Q
(bg)
q δq0 , (G20)
R(cross)q = Q
(bg)
q δq0 . (G21)
Note that R
(cross)
q=0 = Q
(cross)
q=0 = R
(bg)
q=0 = Q
(bg)
q=0 = 1/3.
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