The present study examines the influence of heated, horizontal, and rotateable louvers on the convective heat transfer from a heated or cooled vertical isothermal surface. The system represents an irradiated Venetian blind adjacent to the indoor surface of a window. Detailed temperature field and local surface flux data were obtained using a Mach-Zehnder Interferometer for two window temperatures (warm and cool compared to ambient) and irradiation levels, two louver to plate spacings, and three louver angles. The results have been compared to a steady, laminar, two-dimensional, conjugate conduction / convection / radiation finite element model of this problem. The effect of the heated louvers on the heat transfer rate from the plate surface has been demonstrated and the results of the numerical study have been validated.
INTRODUCTION
It is common for a louvered shading device, such as a Venetian blind, to be mounted on the indoor surface of a window to provide privacy and to control day-lighting. In addition, the presence of these shading devices will affect natural convection and radiant heat exchange from the window. As a result, there will be a change in the heat transmission and solar heat gain, through the window.
At present, advances are being made that demonstrate the complex thermal interaction between a shade and a window, in the absence of solar irradiation. Several previous studies have examined the effect of a Venetian blind on the free convective heat transfer at an indoor glazing surface when there is no solar irradiance (i.e., for "nighttime" conditions). Machin et al. [1] performed interferometry and flow visualization. Their experiment used a Mach-Zehnder Interferometer to examine the local and overall convection coefficients from the surface of an isothermal plate at various blind to plate spacings and louver angles. They found that when an aluminum blind was placed close to the plate surface, the slats caused a strong periodic variation in the local Nusselt number distribution. Ye et al. [2] conducted a two-dimensional finite element study of this problem. In that study, the effects of thermal radiation were neglected and the blind slats were modeled as zero thickness, no-slip, impermeable surfaces. A similar numerical study has been done by Phillips et al. [3] , which included the effect of heat conduction along the blind slats and radiation heat exchange.
Their improved model showed excellent correlation with interferometric data.
In Collins et al. [4] a move from the previously mentioned "nighttime" models, to a "daytime" model that included the effects of incident solar energy was performed. In the present study, convective heat transfer results, obtained using a Mach-Zehnder Interferometer, are used to validate that numerically model. Additionally, temperatures measured during the experiments will be compared to numerically predicted temperatures.
It should be stated that while radiation exchange was calculated in the numerical model, the experimental setup can only measure convective heat transfer. As such, only data resulting from the numerical and experimental analysis of free convection will be presented here. However, considering the strongly coupled nature of the radiative and convective heat transfer in this system, validation of the convective heat transfer provides excellent confidence in the radiative model. 
NOMENCLATURE

APPARATUS AND PROCEDURE
In the experimental study, the indoor glazing surface was idealized as an isothermal vertical flat plate of height (l) that was heated to temperature (T p ) above the ambient room temperature (T ∞ ). A Venetian blind consisting of seventeen horizontal louvers, was positioned a nominal distance (b) from the plate surface and the individual slats were inclined at an angle with respect to the horizontal (φ). A heat flux (q b ) was applied to one side of each slat to simulate the solar radiation absorbed by the blind. Figure 1 shows the system geometry and a photograph of the physical system.
The experimental setup is an idealized representation of a real fenestration. For an actual window, there will be frame effects and only the center-of-glass region will be nearly isothermal. Also, the actual indoor glazing temperature will increase with the solar irradiance, rather than being fixed. However, the idealized system is consistent with the numerical model, and these simplifications eliminate several secondary parameters, such as the frame geometry and the glazing external thermal boundary condition.
The flat plate used for this experiment was machined from two sheets of Aluminum. The main sheet had flow channels milled into the back surface, while the front surface of the plate (the experimental surface) was precision flat milled. Testing on a coordinate mapping machine showed it flat to within ±0.046 mm of the average height. Pins placed in precisely located holes drilled into the front of the plate aided in leveling the experimental model and examination of the resulting interferograms. The second Aluminum sheet became the backing plate and served to close the flow channels with the aid of an O-ring and liquid gasketing. The assembled plate was backed with foam insulation and mounted on an Aluminum stand. An illustration of the plate is given in Fig. 2 .
The plate was heated and cooled using a precision temperature bath. It was intended that the flow channel configuration, in which the inlet and outlet coil inward side by side, would make the plate essentially isothermal. Ten precision drilled holes were made from the plate back so that thermocouples could be inserted to just below the test surface of the experimental setup. Testing showed that the plate remained isothermal to within ±0.1 o C from the average over the entire surface.
Slats from a commercially available aluminum Venetian blind were used for this experiment. The slats had a width (w), thickness (t), an arc length and a radius of curvature (rc) typical of many commercially available products. The slats were held at a pitch of (ps = 22.2 mm) by two precision machined steel posts. This slat pitch ratio (ps/w = 7/8) is typical of commercially available Venetian blinds. To simulate solar loading, two thin foil electric heaters (with dimensions 167 mm x 14 mm x 0.15 mm) were bonded to the concave side of each slat. After the heaters were bonded to the slats, they were sprayed with paint to give a uniform hemispherical emissivity (ε p = ε b = 0.81). The slat thermal conductivity (k b ) was also measured. Fine thermocouples (40 gauge) were bonded to the top surface of the slats using high conductivity epoxy. The thermocouple tips were placed one third the way along the length of the slat and in the center of the slat profile.
For each experiment, the blind slats were adjusted to the desired slat angle using a jig. The blind tip to plate spacing was subsequently adjusted using gauge blocks. Consequently, the inner slat tip to plate spacing was carefully controlled, and the slat angle varied slightly from slat to slat because of small dimensional imperfections. This approach was taken because previous experimental and numerical studies with an unheated blind have shown that it is more important to control the slat tip to plate spacing [1, 3] . The vertical position of the blind relative to the plate was such that the lower tip of the first slat was in line with the plate leading edge when the blind was fully closed. When the temperature gradient in the air at the plate surface was sufficiently high (approx. dT/dx=1500 K/m), the gradient was calculated by linear extrapolation using the first two clearly visible destructive interference fringes on a scan perpendicular to the surface. Equating the convective heat transfer rate to the conductive heat transfer rate in the air at the surface gives the local heat transfer coefficient (h), as follows
where k p is the thermal conductivity of the air evaluated at the plate surface temperature (T p ).
For some experiments the temperature gradient at the surface was very low and an accurate measurement of the gradient could not be obtained from the above extrapolation procedure. A new interferometric technique has been developed recently to overcome this problem. Naylor and Duarte [5] have shown that the temperature gradient can be measured directly from a wedge fringe interferogram. In the wedge fringe mode, the optics are adjusted to produce constant fringe gradient with a spacing (d) in the ydirection, which is superimposed on the fringe field caused be temperature variations. In the ambient, the wedge fringe shift intersects the plate surface at an angle α. It has been shown that the local convective heat transfer coefficient is related to this fringe angle by
The local convective heat transfer coefficient was obtained by measuring the angle of intersection of a line of constant fringe shift with the plate. An example of an infinite and a wedge fringe interferogram is given in Fig. 3 .
Data was collected in conjunction with the numerical tests described in Collins et al. [4] . As such, two plate temperatures, one level of irradiation, one nominal blind spacing, and three blind angles would be examined. An additional set of test runs at 0 o slat angle, with an increased nominal distance, allows for an examination of the effects of plate to blind leading edge, n (i.e., 7.3 mm tipto-plate spacing can be examined despite the fact that the louver angle changes). Steady-state data was collected over a period of approximately 30 min for each experimental case.
Experimental parameters that remained constant for all experiments are given in Table 1 . Table 2 shows the sequence of experimental and numerical model conditions. Fluid properties were evaluated at an estimated film temperature of 300 K and were taken from Touloukian et al. [6] [7] [8] . Film temperatures predicted by the numerical model after the present analysis showed that the average fluid temperature was between 297 K and 302 K for all validation cases. Table 2 : Sequence of experimental/numerical conditions. Experimental target is in brackets. With any experimental investigation there is always a certain degree of unavoidable uncertainty. Since Mach-Zehnder interferometry is a widely used technique for quantitative heat transfer (and other) measurements, a considerable amount of attention [9, 10, 11, 12] has been directed towards the corrections that are recommended when deviation from when ideal two-dimensional conditions exist. A discussion of probable sources of error inherent in this type of study was done by Machin [13] in his Thesis. The errors discussed were end effects, refraction, diffraction, misalignment, beam convergence/divergence, fringe center location and scale
factor.
An uncertainty analysis has been performed on the data using the method of Kline and McClintock [14] . This method uses the relative uncertainty in the various primary experimental measurements to estimate the uncertainty of the final result. If each independent variable was given the same odds, then the relation between the uncertainty for the variables δx 1 , and the uncertainty for the result δR, would be 
Attention should be drawn to relative magnitude of the uncertainties in this root-sum-squared technique. Very little would be accomplished in reducing the uncertainty of any of the smaller variables as the square of the larger variables dominate the total uncertainty in the final result. In this experiment, the accuracy of temperature measurements dominated the uncertainty.
RESULTS AND DISCUSSION
For clairity in presenting the results, the dimensional flux has been presented instead of the Nusselt number. Due to the fact that the isothermal plate can be hot or cold, negative and positive Nusselt numbers result, where the sign is not indicative of the direction of heat flow. For the present convention, positive flux is from the plate, while negative is into the plate. A comparison of numerically and experimentally obtained isotherms is given in Fig. 4 . Local and average heat flux rates can be seen in Figs. 5 to 12 and Table 3 respectively. Slat positions and experimental uncertainty are shown in gray in Figs. 5 to 12. While the quality of the experimental/numerical comparison is good, a number of discrepancies are evident in the experimental data. It is advantageous, at this point, to identify these problems and discuss their significance. They include aspects of modeled verses experimental inlet and outlet conditions, as well as deficiencies in the experimental method.
As indicated in Table 3 , the experimentally measured average heat flux for case 2 was found to be 25% lower than the numerically predicted results, even though the results shown in Fig. 5 appear to be accurate. The descrepancy is a result of the wedge fringe method of analyzing interferometric data. In this particular case, the fringe angle can only be measured on the fringes themselves, which are spaced by a distance d. With this spacing, the extreme peaks demonstrated by the numerical results have been missed, resulting in an underprediction of the average heat flux.
It was expected that the top and bottom slats in each case would be affected by the radiative heat transfer conditions set in the numerical model. The temperature was not set as a boundary condition on the top and bottom sections of the numerical model because those could either be regions of inflow or outflow. The radiation model, however, must use the temperature of these sections to calculate radiant exchange between the slats and the room in the direction of the inlet and outlet. As a result, the bottom and top slats are largely radiating to the fluid temperature at the inlet and outlet, as opposed to the T ∞ . It can be seen in Figs. 5 through 12 that this did not have any noticable effect on the end slats.
One significant difference between the numerical model and the experiment existed at the bottom and top edges of the plate. In the experiment, flow was entrained around the sharp edge of the plate. In the numerical model, an adiabatic wall continues above and below the plate. While this difference has no identifiable effect on cases where the plate was warmer than the ambient (i.e., cases 2, 4, 6, and 8), it did have an effect on the cases where the plate was cooler than ambient (i.e., cases 1, 3, 5, and 7). In particular, the top portion of data from case 3 does not follow the experimental results as well as any of the other cases. During the experiment, air flowing downward from the cold plate is entrained around the sharp lead edge of the plate, while hot air from the blind rises and is guided away from the plate by the momentum of the air flow which was developed on the room-side of the blind. This allows the boundary layer on the plate to grow unhindered to the topmost slat as if no blind was present. By contrast, because the numerical model assumes that the unheated wall continues above the heated plate, flow from the blind is pulled back towards the wall by downward flow entrained by the cold plate, thereby increasing the air temperature and heat flux in that area. This effect is less significant in the three other cold cases due to the proximity of the blind to the plate in case 1, and the slat angle in cases 5 and 7.
These conditions provide added stability to the flow, which quickly removes the effect of a downward developing boundary layer.
This problem was not apparent in the warm plate cases (2, 4, 6, and 8) because no counter flow is produced.
Due to optical restrictions, the experimental data in Figs. 5 through 12 were obtained from three individual photographs. As a result of environmental changes occuring between the times at which these photos were taken, some step discontinuities are evident in all of the data. The flux measured in the top 1/3 rd of case 5 demonstrates the problem clearly. This reduction is due to a small change (< 0.2 K) in the ambient temperature at the time that the final interferometer picture was taken. This was acknowledged as a limitation of the current experimental setup.
Although these discrepancies have been identified, they are not considered to be a weakness of the numerical model. In fact, the continuing unheated portion of wall present in the numerical analysis, is closer to a realistic window situation than the experimental setup. More importantly, if the blind can be shown to suppress the growth of convective heat transfer from the plate surface, the center portion of the model can then be used as a center of glass heat transfer rate for other window sizes. In this respect, the top and bottom portions of the model would be disregarded.
Although the experimental setup is unable to directly validate the radiative heat transfer calculated by the numerical model, blind temperatures measured during the experiments can confirm that predicted blind slat temperatures are correct. Table 4 shows a comparison of this data for selected louvers where the average difference between the modeled and experimental results is only 0.64 K. As can be seen, the experimental results are in excellent agreement with the numerically obtained temperatures. In this way, additional confidence was gained in the numerical results, especially when considering the predicted radiation exchange. 
