Abstract-Using the Viterbi decoding algorithm with repeat request for convolutional codes is proposed, and the resuking performance is analyzed by random coding aud generatiug function arguments and by simtdation. It is &own that the reliability function of tbe proposed decoding algorithm is asymptotically twice that of the Viterbi decoding algorithm without repeat request, and that in certain practical situatious the proposed algorithm can save about SO percent in coustraint length over the ordinary Viterbi algorithm for a given performance.
proposed a nonsequential decoding algorithm for convolutional codes and derived an upper bound on error probability using random coding arguments. The algorithm was thereafter shown to yield maximum likelihood decisions by Forney [2] and Omura [3] and to be an efficient practical decoding technique by theoretical analysis [4] and simulation [5] .
In the transmission of a convolutional code, the error probability becomes smaller as the constraint length increases, but the complexity of a binary Viterbi decoder doubles for each unit increase in the constraint length. When a receiver can use a feedback channel to request retransmission, a convolutional code with a shorter constraint length should attain the same performance as the longer one without a feedback link. It is this situation that is studied in the present paper.
Section II describes the Viterbi decoding algorithm with repeat request, which can be applied to channels with a noiseless feedback link. In Section III, upper bounds on the error probability of the proposed algorithm are obtained for general discrete memoryless channels by a random coding argument. It is shown that the reliability function for the proposed algorithm is asymptotically twice that of the ordinary Viterbi algorithm.
Sections IV and V deal with a practical communication model, in which a specific convolutional code is employed for transmission over the additive white Gaussian noise (AWGN) channel with biphase modulation. The performance of the proposed algorithm in this case is evaluated by both theoretical analysis and simulation. It is shown that, in comparison with the ordinary Viterbi algorithm, the proposed algorithm requires about 1.0~ 1.5 dB less signal-to-noise ratio in order to achieve a 1O-5 bit error rate in exchange for an insignificant loss in the transmission rate due to retransmission. In other words, the proposed algorithm can save about 50 percent in constraint length with the same performance. The lower the required error rate is, the larger the improvement.
Reference [6] reports that "variable-length nonsystematic convolutional codes for channels with noiseless feedback" have been developed. However, the frequency of retransmission in the algorithm proposed here is much less than that of the scheme in [6] , which requires several retransmissions before a decision is made on each branch of a convolutional code tree to attain a high performance, and hence the algorithm proposed here seems more practical.
II. VITERBI DECODING ALGORITHMWITHREPEAT REQUEST
A convolutional encoder consists of a K-stage shift register and v linear algebraic function generators. The input data symbols are assumed to be elements of the Galois field GF(q), where q is a prime or prime power. The input symbols are shifted along the register one symbol at a time. The transmission rate R for this code is equal to (In q)/u (nats per code symbol). The linear algebraic function generator for q=2 (i.e. 0 and 1) can be constructed with a modulo 2 adder. An example with K= 3, v = 2, and q = 2 is shown in Fig. 1 .
It is convenient to explain the Viterbi decoding algorithm by means of a trellis diagram, which corresponds to Fig. 1 , as shown in Fig. 2 . In the figure, nodes (Y, j3, y, and 6 correspond to internal states of the encoder; solid and broken lines show code branches produced by "0" and "1" input data symbols, respectively; and the code symbols are shown beside each branch. For example, the data sequence 10011 * * . generates the code sequence 1110111101*~*.
The code sequence is transmitted over a memoryless channel, and an error-corrupted sequence is received. The Viterbi decoder calculates the log likelihood function for each path at each level of the trellis diagram for the received sequence. It selects the path having the largest log likelihood among those merging at each node of that 001 S-9448/80/0900-0540$00.75 0 1980 IEEE The Viterbi decoder is known to yield the maximum likelihood decision by letting the paths having the largest log likelihood survive at each level. If the situation allows for the receiver to request retransmission at any level when all survivors become uncertain, however, the probability of erroneous decision can be lowered further. It is this situation that is assumed in this paper, which proposes a Viterbi decoding algorithm with repeat request.
The description of the proposed algorithm follows: to start with, at level K-1, put a label 6? on all the qK-' paths. Then at each node of level j (j = K, K+ 1, * + . ), select the path Q that has the largest log likelihood +(a) and the path b that has the next largest log likelihood 3(b) among the merging paths. If path a has label e at level j-1 and the difference between +(a) and Aj(b) is greater than or equal to A, which is a given positive constant, let path a survive with label e. Otherwise, it survives with label %. Discard paths other than a at that node. (It is worth noting that a survivor at each node is selected by the maximum likelihood decision in the same way as the ordinary Viterbi decoding algorithm. The proposed algorithm reduces to the ordinary Viterbi decoding algorithm if A is equal to zero.)
As an illustration in the binary case, assume in The above procedure is continued until all survivors are labeled 5% at some level, in which case the decoder requests the transmitter to retransmit the data sequence from level zero, or, finally, the decoding is completed by decoding K-1 known data symbols transmitted at the end of the data sequence. (It can be shown that it is practically sufficient to retransmit branches whose lengths are only six or seven times as long as the constraint length K. See Section V.)
III. ANALYSIS OF PERFORMANCE OVER A DISCRETE MEMOR~LESS CHANNEL BY A RANDOM CODING

ARGUMENT
Assume that a transmitter encodes L data symbols before the transmission is terminated with the encoding of the K-1 dummy symbols. Let xrn = (x~,x~, . * . ) denote both the path in the trellis diagram corresponding to a data sequence or message m (m = 1,2, * * . , qL) and the code sequence along this path, and let y= (yI,yZ,. * * ) denote the received sequence which has been corrupted over a discrete memoryless channel (DMC). Let $" = (x;",xT, * * * ,x~:) and yi = (y,,y2, * * * ,ri,) represent the first j branches of x"' and y, respectively, and
" ,y,) represent I+ K branches just before level j for xm and y, respectively.
Any incorrect path xrn' merges with the correct path X* corresponding to the actual transmitted sequence at some node in the trellis diagram. A decoding error occurs when the final survivor is an incorrect path, which, of course, has survived with label e at some node in the comparison with the correct path. So the first possibility of decoding error occurs at level j, when one of the incorrect paths that merges with the correct path for the first time at level j survives with label e. Let p!(m) denote the probability of occurrence for this possibility of decoding error at level IEEE TRANSACTlONS ON lNFORMATlON THEORY, VOL. m26, NO. 5, SEl'l'RMBBR 1980 j. Then a union bound on the final decoding error probability PE yields L+K-1 (1) where Q(m) is the probability of occurrence of message m. A repeat request does not occur if the correct path X* survives with label CL?. So the first repeat request possibility occurs at level j, when the correct path cannot survive with label e for the first time at level j. Denoting the probability of occurrence for this possibility of repeat request at level j by Pi(m), the repeat request probability Px can be bounded from above by
It is easy to see that Pi(m) 
respectively, where the union u+ is taken over all incorrect paths xm' that merge with correct path X* for the first time at level j, and Pr[E] denotes the probability of event E.
In the decoding process, it may occur that the correct path xm has already been discarded before level j, and an incorrect path x ,* to be compared with the incorrect path x m' at level j instead survives with label %. In this case, the event event{ In Pr( yi]xj"i) -In Pr( yjl34') >A } (5) may cause a decoding error at level j. The inequality In Pr( j&+') > In Pr(yj]xjmJ) (6) holds, however, because the proposed algorithm makes the maximum likelihood decision at each node as to survivors, so the event (5) is contained in the events included in the right side of (3). This establishes the validity of (3).
Equation ( 
where x* is the path that diverges from the correct path x"' at level j-K-I and merges with x"' at level j. The number of such incorrect paths Ml is bounded by
Similarly, inequality (4) leads to U event{ln Pr(yi]xi;")
I Upper bounds to P:(m) and Pi(m) can be obtained from (7) and (9) 
N= Ku and p is a parameter. P is any vector of input probabilities { pk}, and pi,, is the transition probability that gives the probability that the jth output symbol will be the output when the kth input symbol is the input. In order to simplify the expressions for PE and Px we introduce a new parameter T, related to A by A = (1 + p)NT/p, T > 0. Then from (13), (14), and (16), PE and Px are bounded by
Since E,(p) is a monotonically increasing concave function of p [8] the lowest upper bound on R that is feasible under constraint (18) namely the channel capacity, is found to be (21) The following theorem summarizes these results.
Theorem: There exists an L-branch qary convolutional code for a discrete memoryless channel such that when decoded using the Viterbi decoding algorithm with repeat request, the decoding error probability PE and the repeat request probability Px are bounded by
where CR09 O<R=R,-c<Ro,
R,= E,(l).
Now consider the asymptotically optimal performance. Putting T= E(R) -S, where 6 is an arbitrary small positive number, Px approaches zero as N tends to infinity. On the other hand, (22) can be written as P E < lL!~~e>~ exp[ -N{2E(R)}], (27) and the reliability function
is obtained. This is exactly twice as large as the reliability function of the ordinary Viterbi algorithm. Finally, various reliability functions for the very noisy channel are plotted in Fig. 4 , where E,(R) is obtained from the sphere packing bound for block codes [8] E,(R), E&R), and E,(R) from the random coding bounds for block codes without feedback [8] , with repeat request [9] , and with list feedback [9], respectively. E,(R) shows the random coding bound for convolutional codes with the ordinary Viterbi decoding algorithm [ 11.
IV. PERFORMANCE EVALUATION OVER AN ADDITIVE WHITE GAUSSIAN NOISE CHANNE L USING THE GENERATING FUNCTION METHOD
In this section the aforementioned concept is applied to a more practical channel model, where a binary code symbol is transmitted by biphase phase-shift keying (PSK) modulation over the additive white Gaussian noise (AWGN) channel with one-sided noise spectral density No (W/Hz). Each channel symbol xrn, which takes on values + 1 or -1 according to whether the encoder output symbol is 1 or 0, shifts the carrier phase by +-77/2 radians for T seconds. An energy of E (Joules) is transmitted for each symbol. The optimum receiver demodulates the received signal by a single phase coherent correlation demodulator every T seconds. Normalizing the demodulator output, the channel output y, is given by
where n, is a zero mean unit variance Gaussian random variable. If each n, is independent of all the others, i.e. the channel is memoryless, the inner product yj.xjm =Cj, I ylx;n serves as a sufficient measure in place of the log likelihood function In Pr(yj]xi") [4] . The Viterbi decoding algorithm with repeat request is therefore described as follows. At each node of level j, the decoder selects the paths 5"' and xi"' that have the largest inner product and the second largest one, respectively. If path x,~ has label CZ at level j -1 and the condition yi*xj"-yi$%.4, (30) where u is a nonnegative constant,' is satisfied, path fj"' survives with label C?. Otherwise, path xj"' survives with label %. Retransmission is requested if at some level all the survivors are labeled with 5X.
Using the same analytical method as Viterbi [4, sec. VII-B], we can obtain upper bounds on the probability of the first possibility of decoding error at level jPi(m), the probability of the first possibility of repeat request at level jPi(m) (hereafter the symbols P, and P, are used instead of Pi(m) and Pi(m)) and the bit error probability or the error probability per data symbol PB in the above-men-'From (29) it is easily shown that u and A in the previous section are related by A =(2E/No)'/*u. where
T(D, N) is the generating function for the binary convolutional code [4] employed, and df denotes the code's free distance.
V. SIMULATION' As mentioned in the previous section, the inner product yi.xj"' serves as a metric for the AWGN channel. The same performance is attained by using a linear function Lj"' of uj.njm as the metric, where Lj" = fffi~+~ + Pj = i (cfy,x;"+P) I-1 and a#O, /3 are constants. The channel output symbol y is quantized in order to facilitate digital processing in the decoder. The constants cx and p are determined so that for the quantized channel output j, the metric 11 m = aJ&x;" + p (36) takes integer values. This quantization entails some loss. The eight-level uniform quantization (Fig. 5) , however, has been found to result in a loss smaller than 0.25 dB in E/N,, compared with an infinitely fine quantization, and only that quantization is employed in this paper. metric, corresponding to the eight-level uniform quantization, are shown in Fig. 6 . When survivors are determined by Lr" -Li" sue, J (37) the bounds on P,, P,, and Pe are obtained by substituting U= U~/CY into (31), (32), and (33) respectively.
Truncation of the path memory is also employed in order to reduce the memory required, and the decoding algorithm is modified as follows. When all the survivors are determined at level j, the decoder determines the path with the largest metric Ljm among the 2K-' survivors, and decides on the data symbol located M branches back along that path. Thus the path memory needs only Me 2K-' bits. If all the survivors at level j have label %, the transmitter is informed by the receiver via a feedback link and restarts encoding from level j-M. Since all of the 2K-' survivors tend to have a common stem, the additional bit errors caused by the path memory truncation are scarce if M is large enough. It is shown for ordinary Viterbi decoding that a sufficient value of M is four or five times as large as the constraint length K [2], [ 121. For the proposed decoding algorithm it can be shown similarly, both by theory and simulation (Fig. 8) , that an M value of six or seven times as large as K is sufficient. In the present simulation M = 32 is used for K = 3, 4, 5, and 6, which is the same value of M used in [5] .
Several simulation results are presented in Fig. 7 . Rate l/2 convolutional codes having maximum free distance [ll] are employed and nonnegative integers are used for the threshold u,, since the integer metric is employed. The simulation was run until at least 25 decoding error events occured. The theoretical bit error probability given by (33) is also indicated in the figure. The loss in transmission rate caused by repeat request is evaluated by an effective transmission rate R, (bits per code symbol), which is defined by 
for the simulation results, and
?he computer simulation of the Viterbi decoding algorithm with repeat request was worked out in a similar way to that described in [5), which dealt with the ordinary Viterbi decoding algorithm. for the theoretical values, where R = l/2, M= 32, and P, is given by (32). Equation (39) is the first-order approximation and is valid when P;M< 1. The theoretical values closely agree with the simulation results. Fig. 8 gives the degradation in bit error performance caused by path memory truncation.
We next compare the performance of the Viterbi decoding algorithm with and without repeat request. Figs. 9 and 10 show the theoretical bounds on bit error probability for K=3, 4, 5, and 6 at E/N,= 1.0 (dB/code symbol), and those at E/N, = 0.5, 1.0, 1.5, and 2.0 (dB/code symbol) for K=5, respectively. From these figures, it is concluded that the Viterbi decoding algorithm with repeat request gains 1.0-1.5 dB in signal-to-noise ratio or 40-50 percent reduction in the constraint length in exchange for an insignificant decrease in effective transmission rate. The longer the constraint length or the larger the signal-tonoise ratio, the greater is the improvement. For example, in Fig. 9 at E/N, = 1.0 dB, the proposed algorithm with K = 5 and R, = 0.48 is seen to achieve the same value of error probability 7 X 10m6 as the ordinary Viterbi decoding algorithm with K= 8 and R, = 0.5. On the other hand, from Fig. 10 at K=5, it is observed that the proposed algorithm with E/N, = 1.5 dB and R, = 0.48 can achieve the same error probability 4.5~ 10e7 as the ordinary Viterbi algorithm with E/No = 3.0 dB and R, = 0.5.
VI. CONCLUSION
The Viterbi decoding algorithm with repeat request was proposed for convolutional codes and its performance was evaluated. The results derived from random coding arguments show that the reliability function of the new algorithm is asymptotically twice that of the ordinary Viterbi algorithm without repeat request. The performance was evaluated by a generating function argument and by simulation for specific codes assuming biphase modulation over a channel with additive white Gaussian noise. It was found that, compared with the ordinary Viterbi algorithm, the proposed algorithm requires about 1 .ON 1.5 dB less signal-to-noise ratio or can save about 50 percent in constraint length, in exchange for an insignificant loss in transmission rate (caused by retransmission to attain a The authors are also indebted to the referees for their lop5 bit error rate). The lower the required error rate, the valuable suggestions. greater the improvement.
Note that feedback delay exists in actual transmission systems. The decrease in effective transmission rate due to the delay time can be mostly ignored if the delay time is not longer than the time required to transmit a few data symbols. Otherwise the effective transmission rate decreases significantly with as the delay time increases. However, if a sufficiently large buffer is available, the defect can be overcome in the following manner. The channel symbols received during the feedback delay time are stored in the buffer at the receiver, and the transmitter is able to skip these symbols in retransmission because the complete sequence can be obtained at the receiver by inserting the buffer contents into the appropriate positions in the actually received sequence.
The Viterbi decoding algorithm with repeat request is applicable to various practical communication systems. For instance it could be employed for a hybrid forward error correction/automatic repeat request (FEC/ARQ) scheme in computer communications. The buffer overflow problem, however, should be taken into account when the feedback delay is large. 
