Abstract Neural network models describe semantic priming effects by way of mechanisms of activation of neurons coding for words that rely strongly on synaptic efficacies between pairs of neurons. Biologically inspired Hebbian learning defines efficacy values as a function of the activity of pre-and post-synaptic neurons only. It generates only pair associations between words in the semantic network. However, the statistical analysis of large text databases points to the frequent occurrence not only of pairs of words (e.g., ''the way'') but also of patterns of more than two words (e.g., ''by the way''). The learning of these frequent patterns of words is not reducible to associations between pairs of words but must take into account the higher level of coding of three-word patterns. The processing and learning of pattern of words challenges classical Hebbian learning algorithms used in biologically inspired models of priming. The aim of the present study was to test the effects of patterns on the semantic processing of words and to investigate how an inter-synaptic learning algorithm succeeds at reproducing the experimental data. The experiment manipulates the frequency of occurrence of patterns of three words in a multiple-paradigm protocol. Results show for the first time that target words benefit more priming when embedded in a pattern with the two primes than when only associated with each prime in pairs. A biologically inspired inter-synaptic learning algorithm is tested that potentiates synapses as a function of the activation of more than two pre-and postsynaptic neurons. Simulations show that the network can learn patterns of three words to reproduce the experimental results.
Introduction
Biologically inspired models of the cerebral cortex have been able to account for contextual recall on the basis of matrices of synaptic connectivity, coding word associations in long-term memory (Lavigne and Denis 2001, 2002; Mongillo et al. 2003; Brunel and Lavigne 2009; Lavigne and Darmon 2008) . Recall is related to semantic activation between words and can be experimentally estimated by the magnitude of semantic priming effects, corresponding to shorter response times for processing target words when targets are associated with preceding prime words than when they are not (Meyer et al. 1972; Schvaneveldt and Meyer 1973; see Neely 1991; Hutchison 2003 ).
Semantic activation is described as developing in semantic networks formed of multiple associations between pairs of words (e.g., Brunel and Lavigne 2009; Lavigne et al. 2011; see Lerner and Shriki 2014) . However, the statistical analysis of large text databases by linguists points to the chance occurrence not only of pairs of words but also of groups of more than two words. Such repeated sequences (Salem 1986) , called motifs, function as integrated textual units (Longrée et al. 2008; Mellet and Longrée 2012; Longrée and Mellet 2013) . These motifs are frequent semantic patterns that correspond to regular sequences of words. The minimal pattern not reducible to pairs of words corresponds to a triplet of co-occurrent words such as, for example, ''by the way''. Such a pattern is described by three pair associations (''by the'', ''by way'', and ''the way''), plus a higher-level representation of the triplet itself (''by the way''), relying on the idiomatic principle (Sinclair 1991) . A consequence is that the processing of a pattern requires knowledge of the triplet in addition to knowledge of the pairs, whereas the processing of a triplet not in a pattern (e.g., ''a'', ''strange'', and ''way'') would involve solely pair associations (e.g., ''a strange'', ''a way'', and ''strange way''). The possibility for higher-level knowledge of patterns of words points to the questions of their online processing and of their learning in cortical network models.
The present study reports experimental results and computational modeling results. A multiple priming experiment shows that pattern priming effects involve higher-level representations of patterns of three words not reducible to activation between pairs. A computational model of learning and priming in the cerebral cortex shows that a biologically realistic inter-synaptic learning rule allows the network to reproduce the experimental results.
Pairs priming and Hebbian learning
Cortical network models assume that associations between words are learned according to biologically realistic mechanisms of Hebbian learning (Brunel 1996; Mongillo et al. 2003; Hebb 1949) . In biologically inspired models of the cerebral cortex, the value of pair associations has been shown to be learned proportionally to the number of occurrences of the pairs of items according to a realistic Hebbian learning paradigm (Brunel et al. 1998; Mongillo et al. 2003) . A main feature of the Hebbian learning rule is that it is local: it potentiates or depresses a synapse connecting two pre-and post-synaptic neurons solely on the basis of the activity of these two neurons. The probability to potentiate the synapse is proportional to the frequency of co-activation of the two neurons, that is, as a function of the number of co-occurrence of the two items (here, words or concepts) coded by the two neurons. Hence, Hebbian learning generates associations between pairs of neurons (and of populations of neurons), coding for items in memory (e.g., Amit et al. 1994; Brunel 1996; Brunel et al. 1998; Amit and Brunel 1997; Mongillo et al. 2003) . The magnitude of priming effects is commonly reported by experimentalists as predicted by the strength of the primetarget association (Abernethy and Coney 1993; Frishkoff 2007; Hutchinson et al. 2003; Coney 2002; Hutchison 2003) . This association strength between words is estimated in free production norms by the percentage of production of a given target word in association with a given prime word (Ferrand and Alario 1998; Cree and McRae 2003; McRae et al. 2005 ; see Nelson et al. 1999) . In line with the Hebbian learning rule, associations between words are predicted by the occurrence of the pairs of words in texts, measured as the number of times two words are close together within a same sentence or paragraph (Spence and Owens 1990; Landauer et al. 1998; Van Petten 2014; Luka and Van Petten 2014) .
Multiple priming and the limits of Hebbian learning
The hypothesis of pattern priming requires an experimental paradigm involving sequences of more than two words. Multiple priming experiments investigate how two prime words activate a subsequent target word (McNamara and Altarriba 1988; McNamara 1992; Brodeur and Lupker 1994; Balota and Paul 1996; Lavigne and Vitu 1997) . Lavigne et al.'s (2011) meta-analysis of the data has revealed that the rich phenomenology of multiple priming effects depends on the association between the target word (e.g., ''tiger'') and each of the two preceding prime words (e.g., related primes ''lion'' and ''stripes'' and unrelated primes ''fuel'' and ''shutter'') . A main result is that targets associated with the two primes are more strongly activated than targets associated with only one of the two primes, suggesting that the stronger activation of associates that are common to the two primes could subtend the semantic integration of the meaning of the sequence of words (see Beeman et al. 1994) . Further, recent experiments have reported that the precise level of association strength between each prime and the target is decisive for the activation of the target (Lavigne et al. 2012 (Lavigne et al. , 2013 ; targets strongly associated with one or the other prime are activated, but targets weakly associated with the primes require the two primes to be associated with the target.
Multiple priming experiments provide an understanding of the way activation of a target is generated by a sequence of primes on the sole basis of the pair associations between each prime and the target. However, during discourse comprehension, words' meanings are dynamically integrated in the context of other words (Kamide et al. 2003; Hagoort et al. 2004; Hald et al. 2007 ). For example, in Kamide et al. (2003) , participants fixated on objects in visual scenes while hearing sentences. They fixated more on a motorcycle when they heard ''will ride'' in the sentence beginning with ''The man will ride…'', whereas they fixated more on a carousel if the sentence began with ''The girl will ride…''. This indicates that the type of semantic information processed (e.g., the pictures of ''motorcycle'' or ''carousel'') depends on the context of at least two other words in the sentence (e.g., ''boy'' and ''ride'' or ''girl'' and ''ride'', respectively) . These results suggest that a given target word can be activated not only by each of two primes but by their combination, which seems to be in line with the identification of patterns of words by linguists. Two multiple-priming studies have investigated the possibility that two primes could activate a target on the sole basis of their combination and in the absence of pair associations in triplets (Chwilla and Kolk 2005; Khalkhali et al. 2012 ). Both studies report that a pair of primes (e.g., ''check-in'' and ''boarding'') can activate a target (e.g., ''flight''; examples from Khalkhali et al. 2012) , even though targets were not produced as associates to the primes nor shared category relation or overlap with the primes (Chwilla and Kolk 2005) and even though each prime, presented alone, did not activate the target (Khalkhali et al. 2012) . These results suggest that priming could occur in the absence of pair association, so that only knowledge of the triplet would have generated the activation of the target not generated by each prime individually. These studies base their interpretation on the observation of priming effects generated by the combination of two primes when each prime, taken alone, would not activate the target. However, accepting an absence of pair association between each prime and the target is difficult to prove. The methodological issues raised by these studies are developed in the ''Experiment'' section.
The processing of sequences of words not reducible to their pair associations is a case of representational learning of higher order combinations of multiple (i.e. more than two) features (see Fiser 2009 ). Interestingly, in experiments testing learning of groups of visual stimuli, humans are more sensitive to regular combinations of triplets (combo or pattern) made of regular pairs, than to random triplets made of regular pairs (Fiser and Aslin 2005) . This is an important assessment of learning of higher-order representations of an input-output relation given a specific context, not reducible to pair associations. Statistical learning of such context-dependent representations is addressed by models based on tensor products of vectors by associating an output to the Kronecker product of an input and a context (e.g., Mizraji and Lin 2015; Mizraji et al. 2009 ). An important issue for cognitive neuroscience is to account for context-dependent processing in terms of biologically realistic mechanisms at the neural level. Inputoutput associations have been extensively studied in biologically realistic models of the cerebral cortex using Hebbian learning of multiple pairwise associations. However, learning of higher order representations of contextually related multiple elements is a challenge to classical Hebbian algorithms (Rigotti et al. 2010a (Rigotti et al. , b, 2013 Miller 2011a, b, 2012; Lavigne et al. 2014) . To summarize, three arguments make the experimental testing of multiple priming a central issue for our understanding of learning and processing of combinations of words: the statistical measure of combinations of more than two words in text databases, the experimental assessment of human learning of combinations of visual features, and the challenge of modeling the learning of higher order representations in biologically realistic models of the cerebral cortex.
Rationale of the experiment and model
The present study investigates the dynamic processing (experiment and modeling) and synaptic learning (modeling) of semantic patterns of word triplets:
• Semantic patterns challenge our understanding of their online processing: Does the activation of a target depend on its combination with two primes in a pattern for given pair associations? The behavioral experiment manipulates for the first time the level of occurrence of the patterns to test for priming effects as a function of the frequency of occurrence of the patterns.
• If the response of the experiment to the first question is positive, then the question of learning of patterns challenges biologically inspired models based on Hebbian learning: how the target can get activation from the higher-level representation of the pattern of three words not coded as pair associations? The model proposed will test a way of learning semantic patterns and its effects on the dynamic processing of semantic patterns.
Experiment
The experiment uses a multiple priming protocol to test whether patterns of words identified statistically in texts generate stronger priming effects than triplets of words not occurring in patterns. Multiple priming studies have reported priming by two primes while not reporting priming by a single prime alone (Khalkhali et al. 2012) or not reporting pair associations between each prime and the target (Chwilla and Kolk 2005) . If there was indeed no association between the primes and the target, these cases of''unrelated''priming would be incompatible with the fundamental process of propagation of activation involved in semantic priming (see Khalkhali et al. 2012 ). However, we will see that the apparent absence of pair association and pair priming can be accounted for by a classical and simple mechanism reported at the neuronal level and used to describe activation in network models of priming (e.g., Anderson 1976 Anderson , 1983a Lavigne and Denis 2002; Mongillo et al. 2003; Brunel and Lavigne 2009; Lerner et al. 2012; Lerner and Shriki 2014; see McRae and Ross 2004; Randall et al. 2004; Cree et al. 1999; Becker et al. 1997; Moss et al. 1994; Masson et al. 1991; Masson 1995; Plaut 1995; Plaut and Booth 2000) . Indeed, in computational models, activation obeys a nonlinear, current-to-frequency transfer function inspired by the one observed in cortical neurons (Ricciardi 1977; Tuckwell 1988; Ermentrout and Kopell 1986) . The mathematical description of the transfer function of cortical pyramidal neurons was obtained analytically by Brunel and Latham (2003) for quadratic integrate-and-fire neurons in the presence of background noise (Fig. 1) . This sigmoid-like current-to-rate transfer function (f-I curve) approximates the response of neurons coding for items in memory in response to a given input. The nonlinear transfer function predicts that a single source of input activation can lead to a subthreshold output activation of the target neuron close to zero, whereas two sources of inputs of the same value can lead to a suprathreshold activation (Fig. 1A ). This could account for the fact that very weakly associated words would generate neither association in free production norms nor priming effects in real-time priming experiments with a single prime. As a consequence, the observation of priming by two primes but not by one does not rule out the simple integration mechanism of neuronal inputs, according to which two inputs generating a subthreshold output, when presented alone, can generate supra-threshold output when presented together. The thresholding of the integration of inputs is a mechanism sufficient to account for such overadditive multiple priming effects. Network simulations predicted that when one prime is weakly associated with the target and the other is not associated, priming is almost null (10 ms priming effect; Fig. 5 B2 and C2 in Lavigne et al. 2011) , whereas when the two primes are weakly associated with the target, priming is magnified (50 ms; Fig. 5 A2; Lavigne et al. 2011) .
It has to be noted that, according to the I-f curve of Fig. 1 , strictly additive multiple priming effects are possible, with the priming effect generated by the two primes equal to the sum of priming effects generated by each prime (see Balota and Paul 1996) . Strictly additive effects (and even under-additive effects) are possible depending on the precise slope of the f-I curve so that two primes each generating an input current Ii (output frequency Fi) double, when presented together, the total input current that leads to an doubling in the output frequency (2Fi). This would correspond to a multiple priming effect equal to the sum of the effect generated by each prime in isolation, hence corresponding to additive effects (see Lavigne et al. 2011 for a meta-analysis of the pattern of additivity and model).
Turning to over-additive priming effects, recent experiments have shown that a target can be activated by two primes that are weakly associated to it, whereas it is not activated by one prime weakly associated and another prime not associated (Lavigne et al. 2012 (Lavigne et al. , 2013 . However, in these studies, the absence of priming when one prime is related could rely on interference effects generated by the other, unrelated prime (see Lavigne et al. 2011 for a model and discussion). In Khalkhali et al.'s (2012) study, priming was measured with isolated primes and compared to priming with two primes. This approach should allow evidence of the combined effects of two primes compared to one. In Khalkhali et al.'s (2012) study, the average pair association between the primes and the target was not null (.045 % on average, ranging from 0 to .08 %) but was interpreted as an absence of relation. However, other studies have reported significant effects of a single prime associated with the target with strength ranging from 1 to 5 % (Hutchinson et al. 2003) and as low as 1 % in average (SD = 0.7) (Coney 2002) . Therefore, it can't be ruled out that the non-significant priming by single primes reported by Khalkhali et al.'s (2012) corresponds to an absence of activation of the target. A small amount of activation of the target triggered by each prime could have generated nonsignificant activation by each prime alone and the significant multiple priming when the two primes were presented. This makes very difficult to assess that the absence of priming by a single prime is due to an actual absence of association. A nonsignificant priming effect at the behavioral level is no proof of an absence of activation at the network level. In Chwilla and Kolk's (2005) experiment, associations measured from production norms were not weak but null. However, given that only one or some associates with the prime are asked to participants, all associates in memory are not recorded. As a consequence, the absence of recording of a target as an associate with a prime does not prove that the two words are not associated in memory. This does not rule out the null hypothesis of very weak associations generating weak activation insufficient for the target word to be produced as an associate with the prime. In that case, the association would not be detectable in free-production norms (e.g., McRae et al. 1997; Cree and McRae 2003; see Nelson et al. 1999) . Further, there is a possibility for indirect associations between the primes and the target through common associates not tested in the norms. Such indirect associations have been reported in several studies to generate indirect priming of smaller magnitude than direct priming (Kiefer et al. 2005; Hill et al. 2002; Chwilla et al. 2000; McNamara 1992; see Weisbrod et al. 1998) or even at nonsignificant levels (Arnott et al. 2003; Hill et al. 2002; Bennett and McEvoy 1999; Spitzer et al. 1993; Kiefer et al. 2005; Moritz et al. 2003) . To summarize, very weak or indirect associations could generate supra-threshold priming effects when two primes are presented, even though the association is too weak to generate priming from a single prime (see Lavigne et al. 2011 for a review and model).
Calling for a new mechanism that combines two primes and target would first require experimental results not already handled by the classical neuronal integration mechanisms. The present experiment aims at testing for the existence of pattern priming effects generated by the combination of specific primes embedded in the same pattern as the target, in addition to classical priming effect generated by pair associations. To circumvent the methodological limit of assessing for the null hypothesis of an absence of association between the primes and target, we propose here to test for the effect of a higher-level representation of patterns of three words on the activation of a target in the case of non-null associations between each prime and the target, but for two different levels of occurrence of the patterns. The strategy here is to test whether two primes embedded in a frequent pattern with the target lead to stronger priming than two primes embedded in a rare pattern, even though each prime can occur with the target (Fig. 1B) . Reporting such pattern priming effects does not require accepting the null hypothesis of the absence of pair associations. Pattern priming effects would point to an additional mechanism of amplification of the activation of the target when a pattern is processed. The hypothesis of learning and coding patterns of three words in memory predicts that even though the target is not activated by a pair of primes that rarely occur with the target, it should be activated by a pair of primes that occur frequently in a pattern with the target. Regarding the notion of frequency of occurrence of pairs and patterns, Fiser and Aslin's (2001) frequency-balanced test has shown that humans learn pairs of visual elements that always occur together better than pairs of elements that could also occur without each other. This important result suggests that it is not the frequency of occurrence of the pair that is learned, but the frequency of occurrence of the pair as a function of the overall frequency of each item alone. As a consequence, the level of learning of a pair AB of a given frequency would be better if A and B do not occur with other items (always AB) than if they do (AB, AC, BD, etc.). The AB pair is then learned not as a function b Fig. 1 Population f-I curve describing how the average firing rate of a population of excitatory neurons depends on the average synaptic input it receives. The blue dashed line (--) corresponds to the threshold above which the neurons' spike rate generates a significant priming effect (compared to an absence of input). A Case of Hebbian pair learning only. The red line ( ___ ) corresponds to the sub-threshold output frequency F i generated by a single input I i . The green line ( ___ ) corresponds to the supra-threshold output frequency nF i generated by two inputs 2I i . The current-to-rate transfer function (f-I curve) predicts that a single source of input activation of value I i (i.e., a single input current) can lead to a subthreshold output activation F i (i.e., output frequency) of the target neuron close to zero, whereas two sources of inputs of same value I i can lead to a supra-threshold activation nF i (n [ 2) of the target neuron. B Case of inter-synaptic learning. The red line ( ___ ) corresponds to the subthreshold output frequency F i generated by a single input I i . The green line ( ___ ) corresponds to the subthreshold output frequency nF i generated by two inputs 2I i when not learned in a pattern. The orange line ( ___ ) corresponds to the supra-threshold output frequency nF i ? n 0 F i generated by two inputs plus their amplification 2I i ? xI i when learned in a pattern. Here, inter-synaptic learning predicts that two sources of input activation of same value I i can lead to a subthreshold output activation nF i of the target neuron, whereas two sources of inputs of same value I i learned in a semantic pattern can lead to a supra-threshold activation nF i ? n of its absolute frequency but as a function of its relative frequency given the absolute frequencies of A and of B. This phenomenon is in accordance with Hebbian learning at the synaptic level, which specifies that the synapse potentiates as a function of the frequency of co-activity of the two neurons (e.g., coding for A and B) and depresses as a function of the activity of only one of the two neurons (i.e., when this neuron is co-active with other neurons: AC, BD, etc.). The interplay of synaptic potentiation and synaptic depression depends on the probability of co-activity of two neurons (e.g., activating B knowing A, with A potentially activating other neurons than B) and not only on the frequency of their co-activity (activating B by A whatever the other neurons activated by A). Turing to patterns of three items, Fiser and Aslin's (2001) results strongly suggest that the relevant information is not the absolute frequency of the pattern but its relative frequency given the absolute frequencies of the pairs in the pattern. The ABC pattern is then learned not as a function of its absolute frequency but as a function of its relative frequency given the absolute frequencies of AB, BC and AC. However, the corresponding pattern priming effects would challenge models based on classical Hebbian learning. The hypothesis of pattern priming was tested by cross-manipulating the relative frequency of occurrence of the primetarget pairs and the relative frequency of occurrence of patterns of three words.
Method of the experiment Material
The experimental material was made of triplets of two prime words and a target word selected for which the frequency of occurrence of the single words, pairs and patterns was measured in order to calculate the relative frequencies. To maximize the relationship between the occurrence of the pairs and patterns in text databases and the expected priming effects generated in memory, frequencies were calculated on a standard database of Latin texts all read and known by the participants. The Latin texts have the advantage of constituting a well identified corpus of texts well-studied and learned by participants. The text database comprises clearly identified patterns of words organized in ordered sequences expected to be associated in memory (e.g., Longrée and Mellet in press) . In this way relative frequencies of pairs and triplets of words that were calculated in the database corresponded to the ones encountered by participants. Pairs and pattern frequencies were calculated with the Hyperbase software over the 1.709.956 words of the database. All triplets were selected on the basis of the relative frequency of the pattern of three words (rare vs. frequent ''prime 1-prime 2-target'' pattern). For each level of pattern frequency, a frequent and a rare level of pairs relative frequencies were calculated as the sum of each prime-target pair frequency (prime 1-target ? prime 2-target; see Table 1 ) to estimate the existence of multiple priming effects in the material used (see Lavigne et al. 2011 , for a review). The two modalities of pattern relative frequency (rare vs. frequent) and of pairs relative frequency (rare vs. frequent) defined four experimental conditions: Latin examples (and their English translation) correspond to ''prime 1 prime 2 target'':
• Rare pattern, rare pairs: ''quid nunc dictum'' (''what has now been'') • Frequent pattern, rare pairs: ''ab utroque latere'' (''from both sides'') • Rare pattern, frequent pairs: ''his paratis rebus'' (''these preparations'') • Frequent pattern, frequent pairs: ''nec multo post'' (''soon after'') Two experimental lists were created that involved 144 triplets. In half the triplets in a list, 72 targets were bona fide ancient Latin words. In the other half of the list, 72 pseudo-word targets were derived from a Latin word by replacing one or two letters but constructed in accordance with the phonological constraints of ancient Latin. The 72 word triplets included 36 frequent patterns and 36 rare patterns, each group with targets involved in frequent pairs and rare pairs. A target in a frequent pattern in a list was in a rare pattern in the other list by changing the two primes that preceded the target to create a possible but rare pattern. Each word therefore appeared only once in a list presented to a subject. Pattern priming effects were measured by changing primes for a same-word target so that targets were the same in the two conditions of pattern frequency (Table 1 ). The relative frequency of the pairs and pattern corresponds to the frequency of the pairs (or pattern) divided by the absolute frequency of the words (or pairs) alone. Given that the absolute frequencies of words alone are larger than absolute frequencies of pairs, the relative frequency of pairs is smaller than the one of patterns. ANOVAs were used to check that the manipulation of the relative frequencies of pairs and of patterns did not interact, that is that pattern frequency was not significantly larger for frequent pairs than for rare pairs. Pattern relative frequency did not significantly differ between frequent and rare pairs ( 
Participants
A total of 30 participants were involved in the experiment at the universities of Liège and Brussels, Belgium. All participants were master's degree students of ancient Latin who had studied standard Latin texts extensively. Participants had normal or corrected-to-normal visual acuity and had not taken part in other priming experiments.
Apparatus
Experiments were run on a computer to control stimulus presentation and to record participants' response times and errors. Participants were seated 60 cm from a 14-inch PC monitor where stimuli were displayed. Design A 2 9 2 factorial design was used, with pair frequency (frequent pairs vs. rare pairs) being manipulated as a within-participants and between-items variable and pattern frequency (frequent pattern vs. rare pattern) as a withinparticipants and within-items variable.
Task and procedure Participants were tested individually. They were told that in each trial three words would be presented in a sequence at the center of the screen: first, two words in lowercase lettering and, second, a word or a pseudo-word in uppercase lettering. They were asked to perform a lexical decision by responding as quickly and as accurately as possible with their dominant hand to indicate whether the third letter string was a Latin word (left-click of the computer mouse) or not (right-click). Twenty practice trials were presented, followed by the experimental block of 144 trials. The order in which trials were presented was randomized and changed for each participant.
Protocol
Stimuli were displayed in 18-point Courier New in black font centered on a white background, with primes in lowercase lettering and targets in uppercase lettering. Each trial consisted of the following sequence of events: a blank screen for 800 ms, a visual warning signal made of three horizontally displayed asterisks for 400 ms, a blank screen for 200 ms; the presentation of the two prime words simultaneously one besides the other on the same line in the middle of the screen for 800 ms. Primes presentation was followed by the inter-stimuli interval for 250 ms; finally, the target was presented in the middle of the screen for 350 ms, followed by a blank screen until the participant's response. Response times and errors were recorded for each participant's response.
Results and discussion of the experiment Data analyses
Analyses of variance (ANOVA) were performed on response times (RT) with pairs frequency (frequent vs. rare) and pattern frequency (frequent vs. rare) as withinparticipants. Data from three participants who made more than 15 % errors were excluded from the analyses. For each of the 27 remaining participants, trials in which participants made errors were excluded from the analyses, and a cut-off was set at ±2.5 standard deviation (SD) units from each participant's mean RT on words (Table 2 and Fig. 4A) .
Results of the experiment
Results showed a significant main effect of pairs frequency (F[2, 26] = 12.71, MSE = 3113, p \ 0.01), with shorter response times on targets in frequent pairs (717 ms) than on targets in rare pairs (755 ms). This result is in accordance with studies showing that the frequency of pairs of words in text databases predicts priming between the two words (Spence and Owens 1990; Landauer et al. 1998; Van Petten 2014; Luka and Van Petten 2014) . The effect of pairs frequency on the activation of the target is accounted for by computational models in which priming relies on the strength of the pair association, itself learned by Hebbian mechanisms proportionally to frequency of the pair (e.g., Mongillo et al. 2003) .
Interestingly, results show a significant interaction between pairs frequency and pattern frequency (F[1, 26] = 4.78, MSE = 8947, p \ 0.05), indicating that the frequency of the pattern is a relevant variable that determines the amount of activation of the target by the two primes. Regarding high frequency pairs, the main effect of pattern priming is significant with responses times shorter on targets in a pattern than on targets not in a pattern (54 ms . This indicates that in the present experiment, the two primes activate the target when the pattern of three words is frequent and for the most frequent primestarget pairs. The absence of pairs priming in the case of rare pattern is in line with non-significant pair priming for rare pairs (Van Petten, 2014) . In the present experiment, the relative frequencies of the rare and frequent pairs were low (.0004 and .007 respectively). Nevertheless, when pairs were embedded in a pattern with the target, priming was significant. Therefore, the effect of pattern priming for frequent pairs, combined to the effect of pairs priming in the case of frequent patterns, can be attributed to a supplementary activation of the target by the pattern that is not due to the activation received through the two prime-target pairs. The activation generated by the pattern is therefore not reducible the sum of the activations generated by the primes, and probably relies on a higher-level of representation than the representation of pair associations between words. This is the first experimental report of pattern priming of a target word by a combination of two other specific words when the three words occur in a frequent pattern. Note that the effect of pattern frequency arises for equivalent pairs frequencies in rare and frequent patterns. The new phenomenon of pattern priming contributes to the main priming effect in addition to the classical priming by pair association and cannot be explained solely by pairs priming. Given that pattern frequency was manipulated in the present experiment, pattern priming is assessed for primestarget pair associations that are the most frequent in the text database. Hence, from a methodological point of view, pair associations need not be null, as in Khalkali et al. (2012) and Chwilla and Kolk (2005) to ascertain for pattern priming, but patterns frequency need to be manipulated according to measures from the database.
The present result on pattern priming enriches our understanding of cognitive processing of word sequences, in which pattern priming is an important mechanism of online semantic integration involving higher-levels of semantic coding of pluri-lexical 'abstract' concepts in semantic memory. A direct consequence is that current biologically inspired models of priming lack some essential mechanism to account for pattern priming (Brunel 1996; Mongillo et al. 2003; Lavigne and Denis 2001, 2002; Lavigne 2004) . Pattern priming therefore raises the question of learning of higher-level representations of more than two words not accounted for by Hebbian learning. Further, results of the experiment challenge models of online processing of patterns in addition to pairs.
Cortical network model
Computational modeling allows linking behavioral data on semantic priming to biologically inspired properties of cortical networks (Mongillo et al. 2003; Brunel and Lavigne 2009; Lavigne et al. 2011; Lerner et al. 2012; Lerner and Shriki 2014; see Bernacchia et al. 2014) . Results of the present experiment show that the processing of semantic patterns is content-specific at the level of triplets of words and not only of pairs of words. Thus, pattern priming generates activation of the target that is not reducible to the converging activations from the two primes. This phenomenon cannot be handled by classical models of the cerebral cortex. Up to now, the learning and processing of patterns of three words has been left aside mainly because realistic Hebbian learning was involved, which modifies synaptic efficacy solely on the basis of the local pre-and post-synaptic neurons. On this basis, Hebbian learning can account for learning of triplets (e.g., ABC) only as pair associations between the three pairs of the triplet (e.g., AB, AC, and BC). The consequence is that Hebbian learning fails at potentiating synapses as a function of the frequency of the pattern of three words and, hence, fails at reproducing the dynamic processing of patterns involving more than two items (see Rigotti et al. 2010a, b; Lavigne et al. 2014 for discussions).
The neurons' transfer function gives an output that depends on the amount of input but that is independent of the source of the input. An important consequence is that, at the computational level, any source of activation can generate an above-threshold response as long as they are of sufficient magnitude. This implies that any pair of primes can activate the target as long as they are associated strongly enough with this target. This mechanism is considered in such models of priming as accounting for semantic activation as a function of the strength of the prime-target association (Lavigne et al. 2011 (Lavigne et al. , 2012 (Lavigne et al. , 2013 . However, the limit of this mechanism is that it does allow for a given target to be activated by a given pair of specific primes learned in a pattern (and not by any pair of associated primes). This contradicts the fact that semantic patterns are frequent occurrences of triplets of specific words.
Recent models show that processing content-specific combinations of more than two items cannot be generated solely by nonlinear integration of inputs; they would require additional computational mechanisms at the neuronal level that amplify inputs from the same combination (i.e., a pattern) compared to inputs not learned in that combination. The question of a possible underlying learning mechanism has been recently addressed by modelers and answered by adding a stage of nonlinear integration of the specific inputs (e.g., the primes in a pattern with the target) and not of any input (e.g., any prime associated with the target). This function can be modeled through additional neurons that handle the nonlinear integration of specific inputs to activate the outputs selectively as a function of specific combinations of inputs. These neurons are present as hidden neurons in hierarchical multi-layers models of object recognition can amplify outputs to specific combinations of inputs (e.g., Riesenhuber and Poggio 1999; Poggio and Edelman 1990) or as mixedcoding neurons in cortical-like architectures (Rigotti et al. 2010a, b; 2011a , b, 2012 Miller 2011a, b, 2012) . A new mechanism has been recently proposed that does need neither additional neurons nor a priori wired multi-layer architectures. This mechanism relies on the joint effects of amplification of synaptic potentiation and of nonlinear integration of specific inputs within the dendritic branches of the neurons coding for the target, this mechanism even improving the efficiency of mixed-coding neurons . Dendrites are nonlinear integrators of the inputs depending on the co-localization of the synapses (e.g. London and Hausser, 2005; Spruston 2008; Lavzin et al. 2012 ; see Xiumin 2014 for a model). This mechanism could potentially allow for inputs from two given neurons (e.g., coding for two primes) to be amplified and activate a given target. However, the question of how the corresponding synapses could be potentiated at the adequate localization along the dendritic tree to have their inputs amplified was a pending problem. Thanks to recent neurophysiological studies, experiments have shown that when several synapses are activated at the same time within the same dendritic branch, the potentiation of these synapses is larger than when they are in different dendritic branches (Govindarajan et al. 2011 ; Fig. 6 ). An inter-synaptic learning mechanism of synaptic potentiation has been formalized and extended to inter-synaptic depression of synapses ). The question addressed here regards the possibility that inter-synaptic learning can amplify potentiation of synapses between three words learned in a pattern compared to groups of three words learned only in pairs and, in turn, that the learned values of efficacy can generate dynamic activation of neurons coding for the words and, hence, pattern priming. The modeling approach proposed here aims at linking learning of patterns of words-as a function of the relative frequency of occurrence of the pairs and patterns-and the neural dynamics necessary to generate pattern priming.
Method of the model
We describe here the architecture of a cortical network of excitatory neurons that is regulated by inhibitory feedback (Fig. 2) . In this network, words are coded by populations of excitatory neurons that exhibit a selective activity for each item (e.g., word) presented individually (Brunel 1996; Amit and Brunel 1997; Mongillo et al. 2003; Curti et al. 2004; Romani et al. 2006) . The neural spiking dynamics accounting for the activity of the items in memory are explained in realistic biophysics terms by reverberating activation between neurons of the same population, or of different populations connected with potentiated synapses (Amit and Brunel 1997; Mongillo et al. 2003) . Each neuron has a constant number of dendrites, each of them having a constant number of synapses. Synaptic connections between pre-synaptic neurons and the dendrites of postsynaptic neurons are random (Fig. 2) . This new architecture makes possible inter-synaptic (IS) learning at the level of dendrites. IS learning takes into account not only of the activity of the pre-and post-synaptic neurons, but also of the other active synapses within the same dendrite . The main idea is that, in each individual dendrite, the potentiation or depression of a given synapse between a post-synaptic and a pre-synaptic neuron is amplified as a function of the number of other synapses from other active pre-synaptic neurons (Table 3) .
Network architecture and synaptic connectivity
The model includes a biophysically realistic cortical network of N E excitatory glutamatergic pyramidal cells whose activity is regulated by N I = 0.25 N E inhibitory GABAergic inter-neurons (Abeles 1991; Braitenberg and Schütz 1991) , with a probability C = 0.2 of having a synapse from any pre-synaptic neuron to any post-synaptic Table 3 . Excitatory neurons are selective for distinct stimuli (color dots), and inhibitory neurons provide unselective inhibition (black dots). According to the inter-synaptic learning algorithm, efficacy values within a same dendrite (thickness of the arrows) is larger between neurons coding for primes and target learned in patterns (between blue and pink neurons) than for words learned in pairs only (between purple and pink neurons). (Color figure online) neuron (see Brunel and Wang 2001) . Different populations of excitatory neurons code for different words, and 40 % of the excitatory neurons do not encode any particular single word. Neurons in the network are connected through four types of synapses. Synaptic efficacies between excitatory neurons (EE) are subject to variations due to learning. In contrast, synaptic efficacies involving inhibitory neurons, that is, excitatory to inhibitory (IE), inhibitory to excitatory (EI), or inhibitory to inhibitory (II) are not subject to learning. The negative retroaction by inhibitory interneurons prevents the runaway propagation of activation and regulates population dynamics in the network. Every excitatory post-synaptic neuron i has a set of dendrites, each having several excitatory (and inhibitory) synapses connecting the post-synaptic neuron i to pre-synaptic neurons. Given that connections between neurons are random, each neuron has specific dendrites with specific combinations of synapses from different pre-synaptic neurons (see Table 4 for parameters).
Inter-synaptic learning
Physiological experiments report that dendritic compartmentalization influences the pairing of excitatory post- potentials generated in dendrites (EPSP) and action potentials (see Spruston 2008) . This can in turn amplify the induction of long-term potentiation (LTP) for synapses that are close within the same dendritic branch rather than distant across branches (Govindarajan et al. 2011; Harvey and Svoboda 2007) , particularly when several synapses are stimulated within a branch (see Fig. 6 in Govindarajan et al. 2011 ).
Here we consider binary plastic synapses with two discrete states: a potentiated state and a depressed state. The formalism of classical Hebbian learning generates potentiation or depression of synapses as a function of the activity of the two pre-and post-synaptic neurons (e.g., Brunel et al. 1998) . For simplicity, we will consider here neurons whose current state v i 2 ½0; 1 is driven by the presence or absence of the word it codes for (prime 1, prime 2, or target), described as a binary string n i 2 0; 1 f g. Classic Hebbian learning describes LTP when the two neurons are activated (Hebb 1949; Bliss and Lomo 1973; Bliss and Collingridge 1993) . The synapse in the Down state has an instant probability q ? to be switched to the Up state. Long-term depression (LTD) occurs when only one of the two neurons is active (e.g., Kirkwood and Bear 1994)-the synapse in the Up state has an instant probability q -of being switched to the Down state. As a result, a synapse ij between pre-and post-synaptic neurons i and j has a probability a ij ¼ q þ n i n j to potentiate, a
to depress, and probability k ij ¼ 1 À a ij À b ij that no change occurs (Brunel et al. 1998) .
Inter-synaptic learning describes how LTP and LTD of a given synapse ij are amplified proportionally to the number of synapses ik, il, etc. that are co-transmitting within the same dendritic branch . The potentiation of a synapse between a post-synaptic and a pre-synaptic neuron increases with the increasing number of synapses also active within the same dendrite due to the activity of other neurons pre-synaptic within this dendrite (Govindarajan et al. 2011 ). The probability a ij (D) of potentiating a synapse connecting two active neurons i and j within a dendrite D is:
With q þ n i n j representing the synaptic potentiation due to classic Hebbian learning, q þ n i n J ðn j À 1Þ representing the inter-synaptic amplification of the potentiation due to coactive synapses connecting neurons from the same population P j , and q þ n i n j P g u¼1;u6 ¼j n Pu n u representing the inter-synaptic amplification of potentiation due to co-active synapses connecting neurons from different populations P u .
As in the case of amplification of potentiation, depression of a synapse connecting two neurons i (active) and j (inactive) within a dendrite D depends on the number of other active synapses in D (see Lavigne et al. 2014) . Based on the probabilities of potentiating a ij (D) or depressing b ij (D) synapses at each learning step, the inter-synaptic learning rule provides a mathematically tractable description of the average values of potentiation of the synapses J ij after learning of either pairs or of combinations of three or more items. Learning of prime-target pairs only generates association between each prime and the target through the Hebbian component of Eq. 1 q þ n i n j À Á , whereas learning of patterns of two primes and a target generates a stronger association between the primes and the target through the IS component of Eq. 1 q þ n i n j P g u¼1;u6 ¼j n Pu n u between neurons coding for each prime and neurons coding for the target. This IS component makes possible stronger associations between primes and target when they are learned in patterns than when they are learned in pairs only. Learning is considered here as independent of the precise order of presentation of the pairs and patterns of words. To this aim, according to Brunel et al. (1998) , we consider the case of complete and slow learning, corresponding to low values of instant probabilities of potentiation q ? and of depression q -of synapses. Considering a synapse between neurons coding for a given prime and neurons coding for a given target, its average probability J ij to be potentiated after learning of all combinations of items in a set of pairs and triplets of items converges to Lavigne et al. 2014) . For the simulations, the average probabilities to potentiate a ij D ð Þ and to depress b ij D ð Þ each synapse in each dendrite of each neuron are calculated by using the frequencies of pairs and patterns measured in the corpus for the items used in the experiment (Table 1a, b) .
According to the Hebbian component, and in line with Fiser and Aslin's (2001) results, when learning the set of items the synapse J ij potentiates each time the prime and target are present in a pair, and depresses each time the prime or target is present without the other (when occurring with other words but not together). Synaptic efficacy therefore increases according to the number of occurrences of the prime and target together in the learning set, and decreases according to the number of occurrences of the prime or the target without the other item. Accordingly, we take the frequency of occurrence of the prime and target pair as the number of cases of potentiation to calculate the probability a ij to potentiate the synapse, and the frequency of occurrence of the prime or target to calculate the probability b ij to depress the synapse. Synaptic efficacy therefore depends on the relative frequency of the primetarget pair given the absolute frequency of each item taken alone.
According to the IS component, the synapse J ij potentiates each time the two primes and target are presented together in a pattern, and depresses each time two of the items are present without the third one. Synaptic efficacy therefore increases according to the number of occurrences of the two primes and the target together, and decreases according to the number of occurrences of two of the items without the other. Accordingly, the values of a ij and b ij are also updated as a function of the frequency of the primes-target patterns. We take the frequency of occurrence of the two primes and target pattern as the number of cases of potentiation to calculate the probability a ij to potentiate the synapse, and the frequency of occurrence of two items (e.g., the two primes) or the third one (e.g., the target) (when, e.g., the two primes occur with other words than the target) to calculate the probability b ij to depress the synapse. Synaptic efficacy therefore depends on the relative frequency of the primes-target pattern given the absolute frequency of the each pair of the pattern taken alone.
The resulting precise value of synaptic efficacy depends on the frequency of occurrence of the items, but also on the number of synapses from different neurons in each dendrite of each neuron in the network. It is therefore very variable from dendrite to dendrite (see Lavigne et al. for a discussion).
Dendritic and neuronal dynamics
Upon the emission of a pre-synaptic spike, an epsp/ipsp is generated within the dendrite D. The total dendritic current I D is calculated in each dendrite D as a function of the linear integration of the voltage-independent AMPA and GABA synaptic currents, generated by post-synaptic receptors GABA and AMPA, and of the nonlinear integration of voltage-dependent NMDA currents, generated by NMDA receptors (see Lavigne et al. 2014) . Each neuron i of the network is a leaky integrate-and-fire neuron (Tuckwell 1988 ) whose state is described by its total depolarization V (mV) and is calculated as follows:
when V reaches a threshold V h , the neuron emits a spike, and V T is reset to V s , following a refractory period s RP . Note that the nonlinear integration of dendritic current within each dendrite guaranties that the same synapses (i.e., within a given dendrite) that have benefited amplification of potentiation during learning will also benefit amplification of their inputs during processing of the items. This way two input primes in a pattern with the target will have stronger efficacies within a given dendrite and their combined inputs will be amplified within this dendrite. Inputs from different dendrites, although with stronger efficacies, will not be amplified. This guaranties that inputs from primes learned in patterns will be amplified through nonlinear dendritic integration. Hence the two mechanisms together-of amplification of efficacies during learning and of amplification of the inputs during processing-make dendrites receptive to learned combinations of specific inputs (i.e., patterns of primes and target).
After the two stages of nonlinear dendritic and somatic integration, spike rates m of populations coding for the primes and target are calculated (10 ms bins) during a priming trial as a function of the values of synaptic efficacy generated by learning pairs only or of a pattern of three items.
Results of the simulations

Rate dynamics
Numerical simulations in the model used the same multiple priming protocol as in the experiment, with two primes preceding a target. According to the conditions of pairs only vs. pattern tested in the experiment, simulations tested for triplets of words learned as independent pairs-involving the Hebbian component of potentiation of synapses between neurons coding for the primes and target-or learned as patterns of three words involving amplification of the potentiation of synapses. A simulation of an experimental trial is displayed in Fig. 3 .
In the simulations, a trial begins with the network in a state of low-level spontaneous activity due to external noise on excitatory and inhibitory neurons obeying a Poisson process of rate m ext = 15 Hz (see Brunel and Lavigne 2009) . At the presentation of the primes, the corresponding populations reach an elevated level of activity (perceptive response; Brunel and Wang 2001 ) that decreases after the primes offset but remains above the level of spontaneous activity because of the strong excitatory feedback due to potentiated synapses between neurons coding for each prime. This behavior reproduces the elevated firing rates of neurons coding for a stimulus following its presentation, as reported in nonhuman primates (Fuster and Alexander 1971; Miyashita 1988; Miyashita and Chang 1988) . Such retrospective activity is considered subtending the activation of items in working memory (Amit and Brunel 1997; Brunel and Wang 2001; Haarmann and Usher 2001; Renart et al. 2001; Amit et al. 2003) . Retrospective activity of the primes leads in turn to the activation of the population of neurons coding for their associated target, due to potentiated synapses between Cogn Neurodyn (2016) 10:513-533 525 neurons coding for the primes and neurons coding for the target. This behavior reproduces the increasing firing rates-above the level of spontaneous activity-of neurons coding for the associates to the stimulus presented, also as reported in nonhuman primates (Miyashita 1988; Miyashita and Chang 1988; Erickson and Desimone 1999; Rainer et al. 1999; Sakai and Miyashita 1991; Naya et al. 2001 Naya et al. , 2003 see Fuster 2001) . Such prospective activity is considered subtending the contextual recall of knowledge in memory (Brunel 1996; Lavigne and Denis 2001, 2002; Lavigne 2004; Mongillo et al. 2003) and associative priming effects in accordance with behavioral experiments in nonhuman primates (Erickson and Desimone 1999) . Retrospective and prospective activities have been shown to reproduce various dynamics of priming in humans, involving one (Brunel and Lavigne 2009; Lavigne and Darmon 2008) or two primes (Lavigne et al. 2011 ). In the current protocol, prospective activity is generated by the joint retrospective activities of the two primes, and its magnitude depends on the potentiation of synapses between neurons coding for the primes and neurons coding for the target (see Fusi et al. 2007; Rigotti et al. 2010a, b; Lavigne et al. 2011 Lavigne et al. , 2012 Lavigne et al. , 2013 Lavigne et al. , 2014 . Within the framework of the multiple priming protocols used in the literature and in the present experiment, levels of prospective activity of neurons coding for the target are compared after pairs learning and after pairs and pattern learning (Fig. 3) . After pairs learning only, the low values of synaptic efficacy between neurons coding for the primes and neurons coding for the target lead to a low level of prospective activity of the populations coding for the target (rare pairs, dark green line, frequent pairs, light green line). After pattern learning, the amplification of potentiation of synapses between neurons coding for the primes and neurons coding for the target-due to inter-synaptic learningcombined to the nonlinear integration of the inputs of these same primes, leads to an increased level of prospective activity of the target in a pattern and in frequent pairs (pink line) compared to the targets not in a pattern (light green line) and to the target in a pattern and in rare pairs (purple line). The IS learning algorithm therefore allows the network to generate different levels of prospective activity, depending on the type of learning of the primes and target (occurrences of pairs only or occurrences of patterns), with the higher level for the target learned in frequent pairs and in a frequent pattern.
Pattern priming
Priming effects can be calculated as a function of the activity of the population of neurons coding for the target at target onset. Indeed, electrophysiological studies in nonhuman primates report a negative correlation between spike rates and response times (Roitman and Shadlen 2002) as well as shorter reaction times on targets and increased prospective activity of the corresponding neurons, when Fig. 3 Behavior of the cortical network model. The light-gray area corresponds to time of presentation of the two primes (50 ms to 250 ms). Spike rates of the populations coding for the primes (light and dark blue lines) and four different targets: a target learned in frequent pairs and in a pattern with the primes (pink line); a target learned in frequent pairs but not in a pattern with the primes (light green line); a target learned in rare pairs and in a pattern with the primes (purple line); a target learned in rare pairs and not in a pattern with the primes (dark green line). The spike rates of the primes are in perceptive response during presentation of the primes and are in retrospective activity after the offset of the primes. This generates prospective activity of the targets at levels that depends on synaptic efficacies. Prospective activity of the target learned in frequent pairs and in a pattern with the primes (pink line) is higher than activity of the target learned in rare pairs and in a pattern (light green line), and of targets learned only in pairs with the primes (purple and dark green lines). Prospective activity of a target learned in very frequent pairs with the primes is displayed (grey line) to show that the model can generate prospective activity and priming without the need for a pattern pair under the condition that pairs associations are strong. (Color figure online) the target is preceded by an associated prime (Erickson and Desimone 1999) . On this basis, we calculate the reaction time T (ms) on the target as inversely proportional to the firing rate m (Hz) of the corresponding neuron population at target onset (T ¼ a þ b m , as usually done in models (see Brunel and Lavigne 2009; Lavigne and Darmon 2008; Wong and Wang 2006; Wang 2002) . T therefore decreases with the increasing level of prospective activity of the neuron population coding for the target, itself depending on the efficacy values of synapses between neurons coding for the primes and neurons coding for the target after learning pairs or patterns. Simulations of the four experimental conditions of relative frequencies led to specific reaction times. The relative frequencies of patterns and pairs are learned as a function of their absolute frequencies and of the frequencies of the primes and primes pairs with other words than the target. Therefore a target can be in pairs of low relative frequencies (when each primes occurs with many other words) but in a pattern of high relative frequency (when the two primes together occur mainly with the target and not with other words). The four experimental conditions of primes-target relation that are tested in the model (2 pairs vs. 2 pattern relative frequencies) then lead to four reaction times: T (Fig. 4B ).
Response times of the model vary stochastically with variation in the prospective activity of the neurons coding for the target, due to the stochastic noise. Data were therefore analyzed on a 12 ms time window before presentation of the target for 10 runs (120 ms of recording for each of the four types of target). The Analysis of the response times of the model involved the same four conditions as in the behavioral experiment ( This indicates that, for the pairs frequencies considered in the experiment and model, a target that gains activation from each prime in a pair and from the pattern is more activated than a target only in pairs or only in a pattern with the primes. Due to the higher spike rates of populations of neurons coding for a target in pairs and in a pattern with the primes, the model reproduces the effects of pairs priming and of pattern priming found on participants' response times in the behavioral experiment. This is the first modeling of the effects of pattern priming that depend on learned associations between words in patterns of three co-occurrent words in addition to associations between words in pairs. The synergistic effects of the activation of the target by each prime and by the pattern are modeled by the combination of two mechanisms (pink line, Fig. 3 , see Fig. 4B ). First, during learning, inter-synaptic amplification of the potentiation of synapses generates stronger efficacy between neurons coding for a prime and target when another prime is present (pattern) compared to pairs; second, during online processing of the two primes, the nonlinear integration of the NMDA input currents at the level of dendrites of neurons coding for the target generates higher levels of prospective activity of the target when learned in a pattern with the primes. In the model response times inversely correlate with the average spike rate of the population coding for the target after presentation of the primes (prospective activity of the target). The level of prospective activity of the target is itself related to the synaptic efficacies learned in pairs and in patterns accordingly to the frequencies measured in the text database for the experimental items. As a consequence, pairs frequencies different from the one used in the experiment may lead to different synaptic efficacies, to different levels of prospective activity, and then to different response times and priming effects (see the higher prospective activity for very frequent pairs in the absence of patterns; Fig. 3, grey line) .
Discussion
The present experiment shows that multiple priming effects generated by two primes on a target depend on the relative frequency of occurrence of the prime-target pairs in text databases. When pairs only are involved, each prime activates the target as a function of the strength of its association with the target, in addition to the activation of the target by the other prime (see Lavigne et al. 2011 for a meta-analysis). Further, results show for the first time that priming effects are larger when the primes and target occur in databases in patterns with high relative frequency. When a pattern is involved, each prime activates the target and the combination of the two primes increases the activation of the target through increased synaptic efficacies for learned patterns. Whereas previous experiments compared priming from two primes to an absence of priming by each prime in isolation (Khalkhali et al. 2012) or to an absence of association of the target to each prime (Chwilla and Kolk 2005) , the present experiment compared the effects of two levels of relative frequency of the patterns. This manipulation permitted the identification of an interaction between the effects of pair priming and of pattern priming, with two primes always presented in each condition of pattern frequency. In addition to the classical effect of pairs priming, a target learned in a pattern benefits more activation than a target not learned in a pattern (Fig. 4) .
In the present experiment, the two modalities of pattern frequency were manipulated within subjects and within a same protocol that involved two primes. The measure of two levels of pattern frequency and the multiple priming protocol has allowed to rule out the possibility that the primes may be too weakly associated to the target to generate priming in isolation but could generate priming when presented together.
With the material used here, due to the low frequency of occurrence of the pairs, pairs-only priming is not significant for low-frequency patterns, although occurrences of the pairs are not null. This result is coherent with previous results on non-significant pairs priming for low pairs frequencies (e.g., Van Petten 2014). However pairs priming effects for higher values of pairs frequencies classically reported in the literature (e.g., Lavigne et al. 2011 for a meta-analysis) had to be also reproduced by the model. Pairs priming was tested in the model after learning of prime-target pairs of very high values of relative frequency. Simulations show that the prospective activity of a target in very frequent pairs (Fig. 3, grey line) is increased compared to rare (dark green line) and frequent (light green line) pairs. Pairs priming occurs here in the absence of learning of patterns. This is a model's prediction that for values of prime-target pairs frequency higher than the ones used in the experiment, the effect of pairs priming would be stronger than in the experiment even though the target is not in a pattern with the prime.
Pattern priming and nonlocal learning
The results of the experiment indicate that during language comprehension, sequences of three words are minimal sequences sufficient to involve higher-order pattern priming effects that are quantitatively different from pair priming effects. The learning model suggests that patterns priming effects are based on learning mechanisms of patterns that are qualitatively different from Hebbian pair learning. A direct consequence of the experimental results for computational models is that pattern priming cannot be attributed solely to the supra-threshold integration of two inputs that would otherwise be too weak to generate priming in isolation. The performance of the network in pattern priming relies on its ability to activate the target not only as a function of its association to each prime but also as a function of its association with the combination of primes. This is made possible by the dendritic amplification of synaptic inputs in cases of patterns compared to pairs, itself depending on the inter-synaptic amplification of synaptic efficacies between neurons coding for words learned frequently in patterns. Pattern priming is due to the non-linear integration of the inputs by the two primes and to the amplified synaptic efficacies when learned in a pattern. This non-linear integration of two primes in a pattern with the target exceeds that of a single prime, and also exceeds that of two primes learned only in pairs with the target.
Pattern priming indicates that learning of patterns is not coded as synaptic potentiation only between pairs of neurons, but involves higher-order combinations of items. The inter-synaptic learning rule used here is biologically rooted and cognitively relevant to model pattern priming after learning patterns of words. Interestingly, the inter-synaptic learning rule potentiates (or depresses) synapses as a function of the activity of the post-synaptic neuron and of several pre-synaptic neurons. It is therefore a nonlocal though biologically realistic learning rule that suits the cognitive view of context-dependent activation.
Context-dependent activation and combinatorial meaning
Experimental evidence indicates that the comprehension of language relies on the online prediction of upcoming words based on the associations between words in memory (DeLong et al. 2005; Willems et al. 2016 ; see Kutas, DeLong, and Smith 2011) . Recent studies have suggested that the magnitude of priming effects depends on contextual representations activated by specific tasks given to participants (Gollwitzer and Kinney 1989; Bermeitinger, Wentura, and Frings 2011; Kiefer 2007; Spruyt, De Houwer, and Hermans 2009; Kiefer and Martens 2010) . Multiple priming experiments show that priming of a target by a prime can be increased by another prime also associated with the target (McNamara 1992; Balota and Paul 1996; see Faust and Kahana 2002; Faust and Lavidor 2003) at each processing time (Lavigne and Vitu 1997; Lavigne et al. 2012 Lavigne et al. , 2013 see Lavigne et al. 2011 for a metaanalysis and model). From a general point of view, contextual activation may depend on the fact that, among the associates of a prime that are activated by this prime, some can benefit from additional activation from a context or another prime. In that case, context can be seen as biasing the way activation propagates from a prime to its associates, activating some associates more than others when they are also associated with its context (context-relevant). In such view of contextual activation, the activation of associates only depends on the presence of a context that activates them or not in addition to the prime. However, pattern priming indicates that the level-and even the possibility-of activation of associates to a prime depends on another specific prime (i.e., context), not only because they are also associated with this other prime but because they are combined with the two primes together. It is a particular case of context-dependent activation in which the activation of the target is magnified-and even made possible-by a combination of specific primes but not by other primes even though they are each individually associated with it. Here, each prime word plays the role of a context to the processing of the other prime. This view of context-dependent activation between words suggests a new type of meaning activated during processing of sequences of words that have previously been learned as patterns.
In the present experiment, the presentation of the two primes simultaneously probably improved processing of the patterns that included the two primes. In this case participants could predict targets in a pattern with the primes as fast as possible. A sequential presentation of the primes could have incited participants to anticipate the second prime and the target on the basis of pairs associations only (given that only one prime is available at first), and hence to under-estimate the information on patterns when the second prime was presented. Indeed, studies on multiple priming show that priming effects generated by the second prime can be perturbed by processing of the first prime. In multiple priming experiments, each prime can generate interference on the processing of the associates to the other prime, probably through unselective retroactive inhibition (see Lavigne et al. 2011) . Interference mechanisms could have perturbed processing of patterns if only one prime was presented first. Further experiments are needed to investigate the precise time-course of pattern priming effects as it has been done on pairs priming effects.
Combinatorial meaning and semantic integration
The experimental results and modeled behavior give new insights on the activation of a word's meaning and semantic integration during processing of word sequences. Previous studies on multiple priming have shown that the meaning activated in real time by the processing of two primes can range from a ''single meaning'' in which associates of one prime are changed to a ''double meaning'' in which associates of each of the two primes are activated simultaneously, with an intermediate case of ''integrated meaning'' in which common associates of the two primes are activated (Lavigne et al. 2012 (Lavigne et al. , 2013 see Beeman et al. 1994; Whitney et al. 2010; Whitney et al. 2009 ). In the latter case, pattern priming could play a central role in amplifying the activation of associates that are in patterns with the two primes compared to associates that are not in patterns with the two primes. Pattern priming would make possible the stronger activation of associates that are the most relevant, given the combination of primes compared to associates of both primes but not in a pattern. Semantic integration would then take into account the combination of primes and not only of their mutual presence. The cognitive system activates a ''combinatorial meaning'' to integrate the meaning of combinations of words processed. Within such combinatorial meaning, associates of the combination would be activated more strongly than those associated with each of the two primes but with their combination, and more strongly than associates of only one of the two primes. These variable levels of activation of associates of the primes could be a solution to the selection of word meaning in the limited capacity of working memory (Vergauwe and Cowan 2015) . Pattern priming is a good candidate process by which to select associates that are most relevant to the combination of primes, suggesting that combinations of words are more important than their simple addition. The model of inter-synaptic learning and pattern priming presented here could therefore describe a central mechanism involved in combinatorial learning and semantic integration in language comprehension.
