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ABSTRACT
The discovery of microRNAs (miRNAs), almost
10 years ago, changed dramatically our perspective
on eukaryotic gene expression regulation. However,
the broad and important functions of these regula-
tors are only now becoming apparent. The expan-
sion of our catalogue of miRNA genes and the
identification of the genes they regulate owe much
to the development of sophisticated computational
tools that have helped either to focus or interpret
experimental assays. In this article, we review the
methods for miRNA gene finding and target identi-
fication that have been proposed in the last few
years. We identify some problems that current
approaches have not yet been able to overcome
and we offer some perspectives on the next gener-
ation of computational methods.
INTRODUCTION
A novel post-transcriptional silencing process was discov-
ered at the turn of the century. It is elicited by tiny endo-
genous RNAs called microRNAs (miRNAs). miRNAs are
a large class of small non-coding RNA molecules that
have early on been recognized to be numerous and phy-
logenetically extensive (1,2). Many of these molecules
originate from non-coding genes which produce mature
transcripts of  22nt in length and are thought to function
primarily as antisense regulators of other RNAs (3).
A detailed history of the discovery of these regulatory
molecules is available in (4).
The initial members of the miRNA class of non-coding
RNAs were lin-4 and let-7 of Caenorhabditis elegans. They
were termed heterochronic or small temporal RNAs (1,2)
because all known instances seemed to be involved in con-
trolling the timing of larval development. Most known
miRNAs are very well conserved in close species and
some can be found across very large taxonomic groups,
notably let-7 of C. elegans (5).
The aim of this article is to oﬀer an overview of the open
problems, current methods and future perspectives in the
ﬁeld of miRNA computational biology, with an emphasis
on the shortcomings of the several approaches that have
been used so far as well as a description of the latest
insights that may inspire the development of the next gen-
eration of computational methods for miRNA gene ﬁnd-
ing and target prediction.
BIOGENESIS AND FUNCTION
miRNA genes are frequently expressed individually, but
many exist in clusters of 2–7 genes with small intervening
sequences. Experimental results suggest that they are
expressed co-transcriptionally, which indicates that they
are under control of common regulatory sequences (2,6,7).
Other miRNA genes are excised from the introns
of protein-coding genes (8,9) introns and exons of
non-coding genes (10), or even from the 30-UTR of
protein-coding genes (11). In mammalian genomes, it is
also possible to ﬁnd miRNAs in repetitive regions, and
some studies suggest that transposable elements may be
involved in the creation of new miRNAs (12).
miRNA biogenesis in animals is a two-step process (6),
as shown in Figure 1. The nascent transcript, which is
several hundred nucleotides long, is called primary
miRNA (pri-miRNA). Although some miRNAs are tran-
scribed by RNA pol III (13), most rely on RNA pol II
(4,11), therefore pri-miRNAs can be subjected to elabo-
rate transcriptional control.
In a ﬁrst step, the primary transcript is processed in the
nucleus by a multiprotein complex (Microprocessor) con-
taining an enzyme called Drosha (15) to give rise to the
 70-nt long miRNA stem–loop precursor (pre-miRNA)
which is then exported to the cytoplasm. Secondary struc-
ture, rather than primary sequence, seems to be a critical
feature for Drosha substrate recognition (16), however it
is not known how this enzyme discriminates pre-miRNAs
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known, however, that eﬃcient processing by Drosha is
dependent upon the presence of unstructured regions
ﬂanking the stem–loop (17). The nuclear export is elicited
by a complex of Exportin 5 (Exp5) and Ran-GTP which
selectively binds pre-miRNAs while also protecting them
from exonucleolytic digestion (18,19).
In the cytoplasm, a second step takes place where the
pre-miRNA matures into a  21-nt long miRNA:miRNA
 
duplex, with each strand originating from opposite arms
of the stem–loop. The cleavage is produced by the action
of an enzyme called Dicer (20), which recognizes the
double-stranded stem (21).
In general, the miRNA strand is then integrated in a
ribonucleoprotein complex known as the miRNA-induced
silencing complex (miRISC) or miRNA-containing ribo-
nucleoprotein particles (miRNPs) and the miRNA
  is
degraded (2). Sometimes both strands can be detected
(22), in which case the miRNA
  designates the less pre-
dominant form of the mature miRNA.
Studies have shown that the intermediate miRNA
duplexes exhibit a biased internal strand stability not
only due to base pair composition but also to structural
features like mismatches or bulges (23). These destabiliz-
ing elements are thought to facilitate unwinding of
the duplex and subsequent integration in the silencing
complex. The strand that is less stable on its 50 end is
preferably loaded onto miRISC (24). When both ends
exhibit similar stability, each strand is selected for integra-
tion with similar frequency (22). Other studies, however,
Figure 1. The miRNA biogenesis in metazoans. The ﬁgure shows two major pathways for metazoan miRNA biogenesis. The pri-miRNA is indicated
as a polycistronic transcript. The stem–loops are cleaved by Drosha in the nucleus giving rise to the pre-miRNA. Alternatively, the pre-miRNA can
originate from a particular kind of intron—the mirtron. The pre-miRNA is shown with a red strand (the mature miRNA) and a yellow strand
(the miRNA
 ). The pre-miRNA is then exported by Exp5 and processed by Dicer in the cytosol. The red strand of the resulting duplex is integrated
in the miRISC and the yellow strand is degraded. Depending on the degree of complementarity to the target site, the silencing complex will either
cleave the mRNA inducing immediate degradation or promote translational attenuation. The mechanism of translational attenuation can also
subsequently promote target degradation.
2420 Nucleic Acids Research, 2009, Vol. 37,No. 8have suggested the existence of additional strand selection
determinants (25,26).
miRNA biogenesis in plants follows a similar process,
but the miRNAs seem to be fully matured into a single-
stranded miRNA before being exported to the cytoplasm
by an homologue of Exp5 termed HASTY (HST) and
integrated onto the silencing complex, which partially
explains why intermediate forms of plant miRNAs are
only rarely detected (27,28).
All maturation steps of plant miRNAs are processed
by Dicer-like proteins. The predicted miRNA precursors
in plants are much more variable in size than those
of animals, ranging from around 60 to a few hundred
nucleotides, whereas those in animals are typically
 70-nt long (29).
Given the stepwise process by which miRNAs are
matured, and hence the diverse opportunities of regulation
at each step, one can expect to ﬁnd regulatory mechanisms
at this level and, in fact, there is some evidence of post-
transcriptional control of miRNA expression (16,30,31).
As mentioned, some miRNAs originate from the
introns of other genes, usually being located in the same
strand, which suggests that they are transcribed with the
host genes and subsequently excised (8–10,32). Studies
show that the expression of these miRNAs and their
host genes is coupled, indicating a possible mechanism
by which a protein and a miRNA are coordinately
expressed (7,28), presumably as part of a common biolog-
ical process. However, some intronic miRNAs occur in
antisense orientation and may thus be transcribed under
the inﬂuence of an independent promoter (16,33).
An alternative pathway for intron-derived miRNAs has
been recently identiﬁed in animals (34). These introns,
termed mirtrons, bypass Drosha processing and exhibit
structural features similar to those of pre-miRNAs, thus
entering the miRNA biogenesis pathway at the end of the
ﬁrst step. Unlike other intron-derived miRNAs which
are excised from unspliced transcripts (35), mirtrons are
dependent on the splicing machinery for maturation.
miRNAs in animals are thought to act primarily as
translational repressors by pairing with speciﬁc partially
complementary 30-UTR regulatory elements on mRNAs
(36), although target sites in the coding region and 50-UTR
can also be functional (37,38). Another major miRNA
silencing mechanism in animals leads to target mRNA
destabilization through a cleavage-independent process
with a clear impact on transcript level (39,40). Some
authors have suggested that miRNAs may have either a
negative or positive regulatory eﬀect (3). In fact, recent
evidence indicates that positive transcriptional regulation
can be produced by miRNAs that target sites in promoter
regions by an otherwise unknown mechanism (41).
Moreover, there are reports that in some circumstances
and in certain cell-types, miRNAs can also enhance trans-
lation (42).
Plant miRNAs, on the other hand, frequently cleave
and thus induce immediate degradation of the target
mRNAs and are often almost perfectly complementary
to sites in the coding region (43), as well as in the
30-UTR (44), and even in the 50-UTR (45). However,
some of these target sites may only be present after
mRNA maturation since they span intron/exon
boundaries (46). It is also important to note that,
a priori, nothing seems to prevent miRNAs from regulat-
ing RNAs other than mRNAs. They may also bind and
regulate non-coding RNAs, perhaps even other miRNAs
(3). This possibility is illustrated by a study done with
Arabidopsis thaliana, which suggests that miRNAs may
bind fake targets in other non-coding RNAs thereby
establishing a mechanism of negative regulation of
miRNA activity (47).
Unsurprisingly, some large DNA viruses have evolved
ways to explore the RNA silencing machinery of the host
by coding for miRNAs (48). These viral miRNAs can be
expressed either individually or in clusters from pol II
or pol III promoters. Interestingly, these miRNAs
show no resemblance to other viral miRNAs, nor to the
miRNAs of the host.
There are many computational problems associated
with the miRNA world. The most important and also
those that have drawn more attention are miRNA gene
ﬁnding and target prediction. We discuss these problems
in the two following sections and we present a list of
online resources in the Supplementary data.
miRNA GENE FINDING
Large-scale experimental approaches to miRNA gene
ﬁnding met with some diﬃculties in the beginning, illu-
strated by the fact that these regulators escaped detection
for so long. The short length of miRNAs and their ability
to act redundantly, or to have only a subtle phenotypical
impact imposes a limitation to the use of mutagenesis and
other conventional genetics techniques (3). Direct cloning,
on the other hand, may not detect miRNAs that have very
low expression levels or that are expressed only in speciﬁc
conditions and cell types. This is partially mitigated by the
use of deep-sequencing techniques which nevertheless
require extensive computational analyses to distinguish
miRNAs from other non-coding RNAs of similar size
(49). It is clear, therefore, that computational approaches
are essential for a more thorough catalogue of miRNA
genes in sequenced genomes (8,50).
Conventional in silico gene ﬁnding approaches are of
limited use since miRNAs and non-coding genes in gen-
eral do not exhibit the characteristic statistical properties
of coding regions due to codon usage. The same can be
said for homology-based searches in the absence of a clear
evolutionary model for these genes. Obtaining such a
model is particularly diﬃcult due to the comparatively
small size of the precursor and mature sequences.
The diﬀerent characteristics of miRNAs in animals and
plants have justiﬁed diﬀerent approaches and, therefore,
we discuss the methods developed for the two cases
separately.
Computational approaches tomiRNA gene finding
inanimals
Lee and Ambros (1) established the paradigm of what
would become the typical strategy for miRNA gene
search. According to these authors, future miRNA genes
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C. elegans, namely the expression of a mature RNA
sequence of the appropriate length ( 22nt), which
should have its origin in intergenic sequences and be pro-
cessed from a stem–loop precursor transcript of around
65nt in length. Furthermore, there should be extensive
sequence similarity with orthologues in closely related
species.
These observations prompted the adoption of several
criteria for the annotation of novel miRNA genes (51).
First, expression criteria establish that new miRNA
genes should be supported by experimental evidence that
detects the  22-nt RNA transcript, or that these small
molecules should be found in cDNA libraries. Second,
at least one of the following biogenesis criteria should be
met: (i) the mature miRNA should be included in one arm
of a predicted minimum free energy fold-back precursor
structure with extensive base-pairing in the miRNA region
which should not contain any large internal loops or
bulges, especially asymmetric bulges; (ii) the fold-back
structure should be phylogenetically conserved; and (iii)
the precursor should be shown to accumulate in organisms
with impaired Dicer function. Expression criteria need not
be met in the case of obvious homologues.
It is clear that expression criteria alone are not suﬃcient
for a conﬁdent annotation since they cannot distinguish
miRNAs from other cellular RNAs with approximately
the same size, or from spurious degradation products of
other RNAs. On the other hand, the fact that expression
evidence cannot be found does not necessarily exclude a
candidate due to the limitations of experimental methods.
Known miRNA precursors have a typical stem–loop
secondary structure which is essentially conserved
amongst metazoa but heterogeneous within plants. Some
of the ﬁrst miRNA gene searches were carried out consid-
ering both this typical secondary structure and structure/
sequence conservation between two closely related species
(C. elegans and C. briggsae) (1). However, it soon became
clear that there were much more conserved stem–loops
than miRNA genes, and additional criteria had to be
put in place if we were to identify good candidates (4).
Moreover, although a signiﬁcant fraction of known
miRNAs seems to be very well-conserved phylogeneti-
cally, this may reﬂect the bias of the search procedures
used so far, which privilege phylogenetic conservation in
order to validate miRNA candidates. It may also illustrate
a general limitation of current computational approaches
which can only predict candidates which resemble pre-
viously identiﬁed miRNAs (52). Furthermore, strong con-
servation may be a sign of the existence of multiple
conserved target sites which would constitute an over-
whelming selective force against mutation. As more
organisms are being analysed, more miRNA genes are
identiﬁed and an increasing number is shown to be lineage
or species speciﬁc (53).
Despite the caveats, the annotation criteria have
inspired most current computational methods for
miRNA gene ﬁnding. Therefore, many tools share the
same overall strategy but use diﬀerent approaches to phy-
logenetic conservation, and diﬀerent features to identify
good stem–loop candidates. These methods can thus be
distinguished roughly by the way they identify the initial
candidate set, the structural criteria they use to further
restrict precursor candidates, the conservation criteria
they adopt and any additional ﬁlters they may implement.
We refer to these approaches as ﬁlter-based methods.
Later approaches use conventional machine learning meth-
ods that try to generalize from a positive set of previously
known miRNAs and a negative set of stem–loops pre-
sumed not to be miRNA precursors. Target-centered
approaches use a putative set of miRNA targets derived
from conservation analyses which are then used to
seek new miRNAs. Mixed approaches use a combination
of computational tools and high-throughput experimen-
tal procedures. Finally, homology-based searches try
to identify stem–loops similar to previously identiﬁed
pre-miRNAs that may have been missed by ab initio
methods.
Filter-based approaches. Early miRNA gene ﬁnding meth-
ods, summarized in Table 1, focused on the identiﬁcation
of small high-quality sets of conserved miRNA candidates
Table 1. Comparison of some ﬁlter-based approaches to miRNA gene ﬁnding in animals
Initial set Structural criteria Conservation criteria Additional ﬁlters
Grad et al. (50) Stem–loop structures in repeats-
masked intergenic regions
MFE, GC content, matches,
mismatches, gaps and occur-
rence of multi-loops
Homologous stem–loops
transitively identiﬁed in
two additional genomes
Hairpins containing short
repeats or with low
quality structure are
eliminated
MIRSCAN (8) Folded structures identiﬁed sliding
a 110-nt window along the
genome
Number of bp, MFE, no overlap
with repeats, no skewed base
composition
Homologous stem–loops
identiﬁed in an addi-
tional genome
Log-odds score for several
features of the miRNA
region of the stem–loop
Berezikov
et al. (54)
Regions exhibiting a typical
conservation pattern identiﬁed
using phylogenetic shadowing
Only highly probable stable
stem–loops are retained
Implicitly considered in the
initial set
MIRSEEKER (9) Aligned non-coding
non-annotated regions from
two species
Metrics involving length of longest
stem–arm, MFE, internal loops,
asymmetric loops and bulges
applied to predicted structures
in aligned regions
Typical divergence pattern
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conﬁrmed as true miRNAs. One of these methods,
described in (50), identiﬁed several new miRNAs in
C. elegans. An initial candidate set of imperfect stem–
loops obtained from all repeats-masked intergenic regions
of the genome of C. elegans was ﬁltered according to cri-
teria that accounted for matches, mismatches and gaps on
the stem region, as well as GC content, MFE (minimum
free energy) and the occurrence of multi-loops. The cut-
oﬀs for these parameters were chosen to reﬂect the char-
acteristics of previously known miRNAs from the studied
organism. Most of the ﬁltering was achieved with the con-
servation criterion that required homologous stem–loops
on two additional genomes. It is interesting to note that,
from a universe of 61 known genes, only 29 out of 39
C. elegans miRNAs included in the initial set passed the
structural criteria and not more than six miRNAs were
conserved in two additional genomes, illustrating the
emphasis on speciﬁcity rather than sensitivity.
Another approach, also published in 2003, makes some
improvements on sensitivity. This method called MIRSCAN
(8), produced an initial set of candidates by scanning the
genome of C. elegans with a sliding-window of 110 nt. The
regions were folded and ﬁltered according to more permis-
sive structural criteria. Potential homologues were sought
in C. briggsae sequences and only conserved hairpins were
retained, yielding a total of  36000 candidates. With this
procedure, 50 of the 53 miRNAs known at the time to be
conserved in both species were recovered. Using these 50
miRNAs and the background set of over 36000 hairpins,
the authors developed a sophisticated log-odds scoring
scheme that considered several features of the mature
miRNA portion of the stem-loop. All candidate hairpins
were scored and ranked according to this scheme.
However, MIRSCAN was still not able to recover more
than half of the previously known C. elegans miRNAs
from the top scoring candidates.
The authors would later improve this method with
MIRSCANII (55) which, in addition to the features con-
sidered by MIRSCAN, took into account the presence of
conserved motifs and blocks of sequence conservation
up- and downstream of the predicted stem–loop precur-
sors, presumably involved in transcriptional regulation.
The authors observed that independently transcribed
miRNA genes in C. elegans contained a well-conserved
motif upstream of the stem–loop, with respect to homol-
ogous sequences in C. briggsae, and used it as an
additional feature. Similar upstream motifs were found
in Homo sapiens, Mus musculus, and Drosophila
melanogaster.
An approach described in (54) also considers conserva-
tion around the precursor region and was used in the
search for mammalian miRNAs. In this study, the authors
could not identify clearly conserved motifs in the ﬂanking
regions immediately adjacent to the pre-miRNA stem–
loops, but they were able to observe a distinctive pattern
of diminishing conservation that was used as a character-
istic proﬁle aiding the search for miRNA genes.
The method MIRSEEKER (9) represents the ﬁrst attempt
to identify conserved stem–loops due to selection, and
not as an artefact of considering genomes that are not
suﬃciently distant. The authors aligned the non-annotated
intergenic and intronic sequences of the genomes of
D. melanogaster and D. pseudoobscura. The conserved
regions were then folded in order to identify and score
potential stem–loop structures. The evaluation of the hair-
pins considered the length of the longest stem arm and its
MFE, as well as a set of metrics penalizing internal loops,
particularly asymmetric loops and bulges. By analysing a
reference set of known miRNA genes of two drosophilid
species, the authors derived a typical divergence pattern.
In general, divergence was observed in the terminal loop,
or in either one of the stem arms. A good miRNA candi-
date should exhibit a pattern such that divergence occurs
in at most one stem arm, and the mutation rate at the stem
arm should not exceed that seen in the terminal loop. This
is justiﬁed by the fact that mutations in the terminal loop
have a lesser impact on pre-miRNA structure and identity
and, consequently, its processing eﬃciency and target spe-
ciﬁcity, than mutations on the stem arm.
The methods described so far and variations thereof
have been able to recover a substantial part of the
known miRNAs and have been useful in identifying sev-
eral new regulators (30,56,57). Some of these methods
have beneﬁted from a growing number of sequenced spe-
cies allowing more extensive and sophisticated studies of
conservation patterns (58,59). However, they have failed
to produce a set of rules capable of recovering all known
miRNAs without leading to too many false positives.
Additionally, they are critically dependent on conserva-
tion criteria to attain reasonable levels of speciﬁcity.
This approach eﬀectively prevents the identiﬁcation of
non-conserved candidates, and makes several assumptions
in the absence of a clear evolutionary model for these
structures.
Machine learning methods. One attempt to use a single-
genome approach to miRNA gene ﬁnding was PROMIR
(60). The initial set of candidates are stem–loops that are
present on human ESTs, therefore restricting the search to
sequences with veriﬁed expression. Candidate stem–loops
were ﬁltered using very permissive structural criteria con-
cerning stem length, loop size and MFE. This probabilistic
method relies on an HMM (hidden Markov Model) that
models characteristics of the stem portion of the stem–
loop viewed as a paired sequence. These characteristics
concern the pattern of base-pairing and the location of
the mature miRNA. The positive training set consisted
in all known human pre-miRNAs and the negative set
corresponded to 1000 extended stem–loops randomly
extracted from the human genome. A stem–loop is
found to be a good pre-miRNA candidate if it contains
a sequence with probability of being a mature miRNA
above a certain threshold. However, the candidate set
was still too large and additional ﬁlters had to be used,
including the assessment of the statistical signiﬁcance of
the predicted secondary structure, and the veriﬁcation of a
decaying conservation pattern in the regions ﬂanking the
putative pre-miRNA by comparison to other vertebrate
genomes, as done in (54).
The ﬁrst successful single-genome approach came
from a method developed to identify miRNAs in viral
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not an option as most viral pre-miRNAs show no detect-
able conservation with respect to either other viral pre-
miRNAs or to the precursors of the infected host. The
method starts by identifying robust stem–loops, i.e.
stem–loops which retain the typical folding structure
regardless of the precise location of the start/end of the
folded transcript. This is justiﬁed by the observation that a
pre-miRNA should be robust with respect to the genomic
context where it lies. These candidate stem–loops were
then scored by an SVM (support vector machine) classiﬁer
trained on a set of positive examples derived from known
human miRNA precursors and a set of negative examples
derived from mRNAs, tRNAs, rRNAs and random
regions of the human and viral genomes. The features
considered included folding free energy, nucleotide count
in the symmetrical stem, and number of A–U, G–C and
G:U pairs in the predicted structure. The authors forced
the misclassiﬁcation of positives to be eight times more
penalizing than the misclassiﬁcation of negatives, thus
sacriﬁcing sensitivity to higher speciﬁcity.
The same approach was then used to predict clustered
pre-miRNAs in H. sapiens, M. musculus, and Rattus nor-
vegicus (61) following the observation that many animal
miRNAs indeed occur in clusters. The high false positive
rate that the approach, in general, could entail is partially
mitigated by the fact that only regions close to previously
identiﬁed miRNAs are scanned, so it is reasonable to
assume that these regions are indeed transcribed and can
represent instances of clustered miRNAs.
Several other machine learning methods have been pro-
posed to tackle the problem of identifying good miRNA
candidates. SVMs have been a popular framework used to
learn the distinctive characteristics of miRNAs. Most
approaches use sets of features concerning sequence com-
position (62–64), topological properties of the stem–loop
(63–65), thermodynamic stability (63–65), and sometimes
other properties including entropy measures (64).
A somewhat diﬀerent approach called MIRCOS-A (66)
chains three diﬀerent SVM classiﬁers, each focusing on
diﬀerent features of the candidate stem–loops obtained
from conserved regions of vertebrate genomes. The
aspects covered by each SVM concerned: (i) sequence con-
servation; (ii) secondary structure conservation; and (iii)
location and structure of the mature miRNA in the hair-
pin structure. By using a chained-ﬁlter approach the
authors were able to compute complex features for the
SVMs downstream in the pipeline, which would have
been prohibitively time consuming if applied to all the
initial candidates.
An SVM method speciﬁcally designed to predict
Drosha processing sites is described in (67). The classiﬁer
uses 11 features concerning sequence/structure properties
in diﬀerent regions of the stem–loop. This method not
only can serve as a pre-processing tool of miRNA candi-
dates as it can also generate additional features for pre-
cursor classiﬁers concerning metrics about the potential
processing sites.
Other machine learning methods rely on Random
Forests (68) (a method that uses a set of tree-based classi-
ﬁers combining sampling of training data with random
feature selection), a Naı¨ve Bayes classiﬁer (69), or genetic
programming (70).
The methods described in this section are natural
approaches to the miRNA gene ﬁnding problem. The
latter is cast as a classiﬁcation problem and powerful
methods are used to generalize from positive and negative
examples, as is customary. In this case, however, there
are a few questions raised by the positive and negative
datasets adopted.
Negative datasets usually include randomly chosen
stem–loops extracted from the genome, under the assump-
tion that there is a very low density of pre-miRNAs and
therefore there is a small chance of a true miRNA precur-
sor being recruited as a negative example. The number of
miRNAs in any given genome is still an open problem and
consequently we cannot conﬁdently evaluate the impact of
this assumption. Additionally, there may be many stem–
loop structures in the genome that would be able to enter
the miRNA processing pathway but are not eﬃciently
transcribed, or are simply in the wrong genomic context.
Since these machine learning approaches do not usually
incorporate any information regarding transcription
potential or genomic context, but rather concentrate on
stem–loop features, they may be misclassifying an impor-
tant portion of the search space, despite the fact that
cross-validation procedures or validations with indepen-
dent test sets have given very good measures of sensitivity
and speciﬁcity.
On the other hand, positive examples are recruited from
miRNAs previously identiﬁed by experimental procedures
or other computational methods and these datasets are,
therefore, strongly biased towards highly expressed and
extensively conserved miRNAs. This questions the critical
assumption that the positive set is truly representative, as
low-expression non-conserved miRNAs may have features
that are substantially diﬀerent. Despite this, with a grow-
ing number of miRNAs being identiﬁed, one can expect an
increasingly better performance from these methods.
Target-centered approaches. An innovative strategy to
predict miRNA genes is described in (71). The authors
aligned the 30-UTRs of several mammalian genomes and
identiﬁed highly conserved short motifs showing proper-
ties reminiscent of miRNA target seeds. Subsequently, the
authors identiﬁed hundreds of conserved and stable stem–
loops containing conserved sequences complementary to
the short motifs previously identiﬁed, including several
known miRNAs.
Target-centered approaches have the beneﬁt of making
few assumptions about the structure of miRNA precur-
sors, but are dependent on the identiﬁcation of highly
conserved motifs in 30-UTRs which do not represent all
the universe of possible targets.
Mixed approaches. Some approaches have combined
high-throughput experimental methods with computa-
tional procedures in order to identify a wider range of
miRNAs. These approaches can use two diﬀerent strate-
gies: (i) identiﬁcation of a great number of low-conﬁdence
precursor candidates subsequently subject to high-scale
experimental veriﬁcation; (ii) extensive cloning of small
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ization in the genome and their ability to form stem–loops
in the genomic context of the identiﬁed locations.
A method called PALGRADE (53) followed the former
strategy to identify several new conserved and non-
conserved miRNAs in H. sapiens. Thousands of candidate
stem–loops were selected based on a scoring scheme that
considers thermodynamic stability and structural features.
The potential expression of this set of candidates was
then tested in several tissues with miRNA microarrays,
and candidates with strong hybridization signals were fur-
ther subjected to directed cloning and sequencing. This
approach has substantially expanded the catalogue of
human miRNAs.
Methods following the second strategy usually consider
the bulk of sequenced RNAs, determine their genomic
location and apply ﬁlters similar to those used by
ab initio methods (57,72,73).
As noted before, these approaches cannot, however,
detect low-expression or tissue-speciﬁc miRNAs. Deep
sequencing techniques have formidably expanded our
ability to detect low-abundance transcripts but have also
presented new challenges. While raising the ability to
sequence rare miRNAs, other small transcripts are also
ampliﬁed and more sophisticated approaches are required
to sieve out miRNA transcripts. A method called
MIRDEEP (49) uses a probabilistic model to assess the com-
patibility of the pattern of sequenced RNA transcripts
with properties of miRNA biogenesis. According to this
model, a true miRNA precursor should have a character-
istic signature, with frequent sequence reads correspond-
ing to the mature region of the stem–loop, and less
frequent reads corresponding to other parts of the hairpin
structure.
Homology-based searches. Homology-based approaches
are a common way of detecting miRNAs that may have
been missed by ab initio predictors, and in fact many
miRNA gene prediction approaches incorporate an
homology-based search as part of their protocol, in addi-
tion to the usual search for orthologues which is an inte-
gral part of the conservation requirements.
Many homology searches are alignment-based methods
and can be applied to the members of the original candi-
date set that failed to pass some of the ﬁlters (50), or spe-
ciﬁcally directed to regions surrounding known miRNAs
in the hope of ﬁnding new members of a gene cluster (74).
Alternatively, these methods can be used to scan newly
sequenced genomes for homologues of known miRNAs
(75–77), or to further saturate miRNA gene predictions
in previously studied genomes (33).
However, alignment-based methods rely exclusively
on sequence conservation. More sensitive methods can
be developed by considering structure conservation. An
example is the approach described in (78) which proposes
a proﬁle-based method using an RNA comparison tool
named ERPIN (79) to account for sequence/structure con-
servation and was able to predict hundreds of new candi-
dates from several diﬀerent families of animal miRNAs.
An alternative example is MIRALIGN (80).
Another powerful strategy is the use of structure-based
clustering. In this approach, a set of candidate structures
are clustered using a metric based on sequence/structure
alignments. Potential homologues are found in clusters
with known miRNAs (81,82).
Computational approaches tomiRNA gene findingin plants
Strategies similar to those used in animals have been
applied to the prediction of plant miRNA genes. In this
case, the problem is considerably more diﬃcult due to the
heterogeneous nature of plant pre-miRNA stem–loops
which vary greatly in size and structure. Consequently,
these methods rely more on the properties of the
miRNA:miRNA
  duplex within the variable precursor,
and it is also not surprising that much fewer approaches
have been proposed for plants than for animals.
Filter-based approaches. One of the ﬁrst methods for iden-
tifying miRNAs in plants is described in (83). The authors
proposed a workﬂow that began by identifying all poten-
tial hairpins in the intergenic regions of A. thaliana. The
hairpins were found by looking for imperfect inverted
repeats of 21nt, representing the putative mature
miRNA and corresponding star sequence, that were sepa-
rated by a distance within a given window. The candidate
hairpins were then ﬁltered according to criteria concerning
GC content and loop length. The putative miRNA
sequences were checked against the rice genome and
only those showing high conservation were retained.
Finally, the remaining precursor candidates and their
orthologues were folded to validate the characteristic
stem–loop secondary structure. This procedure suggested
83 new and identiﬁed 12 previously known miRNAs.
Amongst the miRNA candidates, 19 had their expression
experimentally veriﬁed, or were found in public databases
of small RNAs.
A similar approach is described in (84). The candidate
sequences are folded using a secondary structure predic-
tion algorithm and given to a program called MIRCHECK.
This program receives a sequence/structure speciﬁcation
and the coordinates of a 20-mer within the hairpin and
uses a series of metrics concerning the number of unpaired
nucleotides and bulges in the miRNA mature regions and
the length of the hairpin. Sequences overlapping repetitive
elements are eliminated, and a strong conservation crite-
rion is applied retaining only stem–loops where the mature
miRNA appears in both genomes and exhibit high con-
servation in both the miRNA and miRNA
  sequence.
Additionally, stem–loops are tested for robust folding,
indicating that their secondary structures do not change
substantially in the presence of ﬂanking sequences. An
additional ﬁlter consisted in searching for conserved
near-perfect complementary matches in the mRNAs of
both genomes, presumably target sites for these miRNA
candidates. With this method, the authors were able to
identify 379 good miRNA candidates in 228 unique loci,
of which 23 had their expression experimentally veriﬁed.
A computational pipeline called MIRFINDER (85)
identiﬁes conserved hairpin structures in the genomes of
A. thaliana and Oryza sativa and subsequently applies
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miRNAs. The features seen in the miRNA reference set
suggested that the mature miRNA should be part of a
stable continuous helix with no more than a few unpaired
or G:U pairs in the miRNA region. The conservation
requirements included extensive conservation of the
mature miRNA sequence and location in the same stem
arm. The authors observed that a large amount of
sequences in both genomes could fold into hairpin struc-
tures, so a randomization test was setup to assess the sta-
tistical signiﬁcance of the predicted secondary structures.
After applying ﬁlters for GC content and low complexity
sequences, a total of 91 potential miRNA genes were
identiﬁed, of which 58 had at least one nearly perfect
target match.
The methods described so far make extensive use of
conservation criteria and are therefore unable to identify
miRNAs with less obvious patterns of evolutionary
conservation. Other methods have taken advantage of
the near-perfect complementarity observed between the
miRNA and corresponding target sites in plant mRNAs
and were able to identify several novel non-conserved
plant miRNAs.
Target-centered approaches. A single-genome approach
called FINDMIRNA (86) replaced the sieve of cross-species
conservation of candidate stem–loops with the detection
of potential targets within transcripts of the same species.
The algorithm starts by indexing all the 7-mers of the
intergenic regions, excluding repeats and low GC-content
sequences. For each transcript, its overlapping 7-mers are
tentatively matched against the index previously com-
puted. For each match, an ungapped alignment of the
surrounding areas is produced. The best length-normal-
ized alignment score of size 18–25 is marked as a potential
miRNA. If the score is above a given threshold, a dynamic
programming algorithm is used to search for a comple-
mentary sequence in the vicinity. A secondary structure
prediction algorithm is used to verify the presence of a
stem–loop structure, and whether the length-normalized
MFE is below a given threshold. An additional ﬁlter is
then used for higher speciﬁcity, which exploits the
expected typical divergence pattern of miRNA precursors
of the same family, whose members have presumably
arisen by duplication events. Precursor candidates are
put in the same family cluster if they target the same tran-
script region. Clusters are then scored according to the
degree of conservation of the miRNA, miRNA
  and inter-
vening sequence, using a scoring function that privileges
conservation of the miRNA sequence and penalizes con-
servation in the intervening region.
A similar approach described in (87), unlike the previ-
ous method, does not require that miRNAs be clustered
into families. This method takes each mRNA and a
genome-wide search is performed in order to identify
regions of 20–27nt that match a portion of the mRNA
with at most two mismatches. These matches, termed
micromatches, are then used to identify miRNA candi-
dates. The candidates are passed by six ﬁlters: (i) high
sequence complexity; (ii) no overlap with annotated
exons; (iii) no overlap with repeat sequences; (iv) stable
miRNA:mRNA duplex; (v) no more than 10 identical
copies in the genome; (vi) the putative miRNA is con-
tained in a stable precursor stem-loop structure exhibiting
some typical features. An additional sieve is then added
that includes only miRNA candidates with more than one
target, which is thought to be typical of most plant
miRNAs.
Homology-based searches. Upon the identiﬁcation of an
ever increasing number of plant miRNA genes in several
species, homology-based search methods begun to be
developed seeking the complete enumeration of miRNAs
in model organisms (88,89). In general terms, these meth-
ods ﬁrst identify genome hits matching known miRNA
mature sequences and then extract the genomic context
of such hits and align the candidates with their putative
miRNA families followed by the application of some cri-
teria to determine a ﬁnal list of candidate homologues.
More recently, these protocols have been adapted to
search for new miRNAs by analysing EST (expressed
sequence tag) data (90).
Other approaches. Other methods for plant miRNA gene
identiﬁcation have been developed using a combination of
high-throughput sequencing, ﬁltering and machine learn-
ing approaches in similar ways to those discussed for
animal miRNA prediction (91).
TARGET PREDICTION
The function of a miRNA is ultimately deﬁned by the
genes it targets and the eﬀects it has on their expression.
Two major silencing mechanisms have been identiﬁed for
miRNAs: mRNA cleavage, and translational repression.
The mechanism of mRNA cleavage is more associated
with plants, and seems to be indistinguishable from
siRNA-directed cleavage, whereas translational repression
is more associated with animals. However, cases of animal
miRNAs directing cleavage of mRNAs and plant
miRNAs arresting translation are not unknown (33,
92–95). More recently, it has been shown that transcript
destabilization is common in animals. This down-regula-
tion of the expression of targeted mRNAs has been largely
attributed to the sequestration and subsequent degrada-
tion of the regulated transcripts onto sub-cellular struc-
tures called the cytoplasmic processing bodies (PBs) (40).
Some authors have also suggested a more diverse
set of possible action mechanisms for miRNAs (44,96),
including a role as RNA guide for mRNA modiﬁcation,
as promoter of DNA methylation, or in the recruit-
ment of speciﬁc regulatory proteins (40), amongst other
possibilities.
Diﬀerences in target complementarity and target loca-
tion within the mRNA could be related to the silencing
mechanism used. Animal targets are preferably located in
the 30-UTR region where the silencing complex can easily
interact with the initiation complex and promote attenu-
ation of translation (40). Plant targets, on the other hand,
can be located anywhere on the mRNA since a single
cleavage site would promote immediate degradation.
In addition, the fact that, unlike plants, many animal
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more frequently multiple miRNAs target the same
mRNA, may reﬂect the requirements of the preferred
silencing mechanism in metazoa. Other studies suggest
that these two silencing mechanisms are determined, for
the most part, by the degree of complementarity between a
mature miRNA and its target site (20,97), which can have
an impact on which coenzymes are recruited to integrate
the silencing complex (98).
miRNA targets in animals and plants show important
diﬀerences and have, therefore, prompted diﬀerent
approaches to their identiﬁcation. In the remainder of
this section we discuss the implications of those diﬀerences
and the methods proposed to tackle the problem of target
prediction in both plants and animals.
Prediction of targetsin animals
miRNA targets in animals are usually located in the
30-UTR region of mRNAs. The latter had already been
recognized as an important regulatory region even before
the discovery of miRNAs, due to the presence of numer-
ous regulatory signals involved in the control of nuclear
export, subcellular localization, transcript stability,
amongst other processes (36,99,100). Additionally, this
region frequently contains multiple target sites for more
than one miRNA (101). It has been shown, however, that
target sequences inserted in the coding or 50-UTR regions
can also be functional (37).
Animal miRNA targets are diﬃcult to predict since
miRNA:mRNA duplexes often contain several mis-
matches, gaps and G:U base pairs in many positions,
thus limiting the maximum length of contiguous sequences
of matched nucleotides (101). However, it is increasingly
recognised that near-perfect complementarity between a
few bases at the 50-end of miRNAs and its 30-UTR targets
is instrumental in metazoan target recognition (28,102).
The importance of these seed sites was further rein-
forced by an experimental study (103) on the principles
governing miRNA target recognition. The authors identi-
ﬁed two main categories of target sites. The ﬁrst category
are 50-dominant sites which include canonical sites exhibit-
ing good complementarity at both ends, and seed sites
which have poor pairing at the 30-end, but include a
continuous helix of at least 7bp at the 50-end. The
second category is termed 30-compensatory sites. These
sites exhibit weak pairing at the 50-end with seeds of
4–6bp, or seeds of 7–8bp including bulges, mismatches
and G:U pairs which are compensated by strong pairing
at the 30-end. In addition, the authors show evidence sug-
gesting that the most common category is that of seed sites.
In the absence of a clear model for speciﬁc miRNA
target recognition in animals, most approaches seek con-
served 30-UTR sites with favourable thermodynamic
hybridization energies, and use the detection of seed
matches as a primary sieve. Other approaches resort to
machine learning techniques in an attempt to grasp the
rules of target site recognition from the small set of con-
ﬁrmed targets. Despite the success of many of these meth-
ods in predicting functional target sites, the number of
false positives remains high, particularly for the most
sensitive methods (104,105). Two approaches have been
proposed to try to achieve better speciﬁcity: the use
of mRNA expression data, and the incorporation of
mRNA secondary structure in the thermodynamic hybrid-
ization model.
Seed-based approaches. An early approach (101) searched
for targets of Drosophila miRNAs by preparing a database
of 30-UTR sites conserved across two drosophilid species.
A distinguishable pattern of better conservation at the
region that matches the 50-end of the miRNA was
observed, showing also better complementarity to the
miRNA, with few mismatches or G:U pairs in the ﬁrst
8nt of that end. This observation prompted the search
for conserved sequences that matched the ﬁrst eight posi-
tions of the miRNA. Subsequently, the duplexes thus
obtained were ranked by free energy of folding. The sta-
tistical signiﬁcance of the hybridization energies was eval-
uated against a background of 10000 randomly selected
target sites. Several instances of multiple target sites per
mRNA were observed and while single hits were generally
not statistically signiﬁcant, the combined score of the
binding sites per mRNA generally was, which led to the
idea that several regulatory sites were required for eﬃcient
regulation. This approach predicted several targets,
including ﬁve previously validated sites. Three targets
from the novel predictions were experimentally veriﬁed.
A method called MIRANDA (106) considers all the
known miRNAs of D. melanogaster. The algorithm
encompasses three phases. In the ﬁrst phase, the
miRNAs are matched against the 30-UTR regions of all
possible targets allowing for G:U pairs as well as indels of
moderate size. The method does not rely on seed matches
directly but privileges complementarity at the 50-end of the
miRNA by using a scaling factor for scores computed in
this region, and incorporates some position-speciﬁc empir-
ical rules. The second phase consists in computing the
thermodynamic stability of the miRNA:target duplex,
and the third and ﬁnal phase is an assessment of the evo-
lutionary conservation of miRNA–target associations
across two additional species. Finally, using a randomiza-
tion procedure, the authors estimated the false positive
rate and showed that it is reduced if one considers only
mRNAs with multiple target sites. The same approach
was later used to predict targets in humans and other
vertebrates (107).
The ﬁrst method to explicitly use the concept of seed
matches was TARGETSCAN (108). The algorithm takes
miRNAs conserved across a group of organisms and
scans a set of orthologous 30-UTR sequences from these
organisms. Seed matches are deﬁned as small segments of
7nt that ought to have perfect complementarity to the
bases in positions 2–8 of the miRNA. These matches are
then extended to target sites involving the entire miRNA,
allowing for G:U pairs, and using a folding algorithm
to predict the secondary structure of the heteroduplex.
To each putative target, a folding free energy value is
assigned, and a Z-score is calculated based on the
number of matches predicted in the same target transcript
and respective free energies. The candidate transcripts for
each organism are ranked by Z-score, and the process is
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rank and Z-score are given, and the ﬁnal candidate set is
composed of targets that respect the established limits for
all orthologous transcripts.
The same authors would later add more organisms to
their working set (109), which enabled them to relax both
the rank and score cut-oﬀs and rely exclusively on seed
matches consisting of a segment of only 6nt while still
improving the signal/noise ratio. More improvements
were attained by analysing the sequences ﬂanking the
6-nt seeds, which would show a bias towards the presence
of certain nucleotides in key positions, particularly an
adenosine at the 30-end of the target site.
An independent study (109) examined a set of known
miRNA binding sites in C. elegans, and identiﬁed a pat-
tern of consecutive GC-rich base-pairings with the
miRNA that was termed binding nucleus. A scoring
scheme for the binding nucleus was devised by considering
the weighed sum of consecutive GC, AU and G:U pairs.
The weights were determined by computing the values that
maximized the diﬀerence of the mean scores of the known
binding sites and the scores obtained for random
sequences generated using site-independent background
frequencies derived from C. elegans 30-UTR regions,
divided by the standard deviation of the background
scores. A threshold score was deﬁned for each miRNA
by observing the score distribution over a random
sequence thus allowing the computation of a P-value.
Interestingly, the authors observed that the nucleus was
typically 6–8nt long and located near the 50-end of the
miRNA.
The tool DIANA-MICROT (11) was used to predict new
miRNA targets in H. sapiens. The authors searched for
targets of 10 miRNAs which were conserved in M. mus-
culus in the set of all repeats-masked human 30-UTR
sequences. The search method considered two hypotheses
about miRNA:mRNA regulatory associations: (i) they
should be conserved high-aﬃnity interactions; (ii) they
should be structurally restrained due to the enzymology
of the miRISC complex. The ﬁrst observation resulted in
an algorithm to compute the thermodynamic stability of
imperfect miRNA:mRNA pairings. The second hypothe-
sis led to the speculation that the structural restraints
might be reduced to a set of general rules. In order to
identify these rules, the authors performed a series of
experiments whereby some putative target site sequences
were cloned onto a reporter construct. These rules were
then used to ﬁlter the initial set of candidates. The results
obtained with these experiments once again underlined the
importance of near-perfect complementarity on the ﬁrst
few nucleotides at the 50-end of the miRNA.
The ﬁrst tool that could be used on a single-genome was
RNA-HYBRID (112). This method consists in a dynamic
programming algorithm that calculates the energetically
most favourable hybridization of a miRNA and its
target mRNA, while also allowing the user to specify a
portion of the miRNA that should form a perfect helix,
corresponding to the seed site. The statistical signiﬁcance
of the predicted targets is determined using extreme value
statistics for minimum free energies normalized for target
length, and a Poisson distribution is used to model
multiple binding sites of a miRNA for the same target.
The statistical treatment is extended with a comparative
analysis of conserved binding sites in orthologous targets
of related species.
A popular tool, called PICTAR (113), is a combinatorial
method that identiﬁes individual miRNA target sites by
searching near-perfect seeds deﬁned as a stretch of  7-nt
starting at position 1 or 2 from the 50-end of the miRNA.
These target sites are then ﬁltered with respect to the MFE
of the heteroduplexes and to whether these sites fall into
overlapping positions across the aligned orthologous
sequences. The target sites that pass both these ﬁlters are
termed anchors. Sequences that show a user-deﬁned min-
imum number of anchors are then ranked using an HMM
maximum likelihood score. This score is computed con-
sidering all segmentations of the target sequence into
target sites and background, thus accounting for the
synergistic eﬀect of multiple binding sites for a single
miRNA or several miRNAs co-regulating the same
transcript.
The MOVINGTARGETS tool (114), relies on a database of
potential miRNA targets obtained through the identiﬁca-
tion of highly conserved segments of not more than 50nt
on orthologous 30-UTR regions of two close species.
Target sites for a set of given miRNAs are sought on
this database according to ﬁve user-adjustable criteria:
(i) number of target sites in the mRNA; (ii) stability of
the miRNA:mRNA hybridization, as measured by the
MFE; (iii) number of consecutive base pairs in the hetero-
duplex involving the 50-end of the miRNA; (iv) total
number of paired nucleotides in the 50-end of miRNA;
(v) number of G:U base pairs in the 50-region of the
miRNA.
A later approach was entirely based on network-level
conservation of seed matches (115). The method begins by
exhaustively enumerating all the k-mers of lengths 7, 8 and
9 which are conserved across orthologous 30-UTRs of
worm and ﬂy genes. A conservation score measures the
overlap between the sets of orthologous regions contain-
ing at least one copy of a given k-mer, and these scores are
then compared with those obtained with a control assay
done over randomized 30-UTRs. The results show that
high scoring k-mers score much higher in the real data
than in the control. Some of these k-mers are known to
be involved in post-transcriptional regulation and many
of them are complementary to the 50-ends of known
miRNAs, more often than what would be expected by
chance. Most high-scoring k-mers identiﬁed in worms
were also conserved in ﬂies and vice-versa. Candidate tar-
gets were identiﬁed as those genes whose 30-UTR and that
of its orthologue contain a high-scoring k-mer which is
also complementary to the 50-end of a miRNA.
The ﬁrst method to seek to distinguish between sites
that are conserved from those which are under selective
pressure (116) used a Bayesian framework providing a
probabilistic model to assess whether a given conserved
site was under evolutionary selection. The method relies
on pairwise alignments of several orthologous 30-UTRs.
Seed matches exhibit a particular conservation pattern
and the method sets out to compute the probability of
that site being under selection in at least one other species
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Machine learning approaches. TARGETBOOST (117) is a
machine-learning method that combines genetic program-
ming with boosting. Instead of relying on criteria based on
sequence complementarity, thermodynamic stability or
evolutionary conservation, TARGETBOOST tries to learn
the hidden rules of miRNA:target site hybridization. The
genetic programming component consists in spawning and
evolving a series of pattern sequences which try do
describe the general properties of miRNA target sites,
namely the existence of a nucleus of consecutive paired
bases (seed) or a bulge of unpaired nucleotides. Each of
these pattern sequences is a classiﬁer, and they are all
combined using the boosting technique that gives each
classiﬁer a weight depending on its performance on the
training set. Additional ﬁlters can be added to this proce-
dure, like the veriﬁcation of evolutionary conservation or
the existence of multiple target sites in the same 30-UTR.
Other machine learning approaches using the popular
SVM framework have been proposed. These approaches
try to generalize from a modest set of experimentally
veriﬁed positive and negative examples. An example is
MITARGET (118) which uses an SVM considering structural
features of the 50 and 30 half of the hybridization site,
thermodynamic features and positional features.
Integration of target gene expression data. Initially it was
thought that animal miRNAs, by interacting with multiple
sites on 30-UTRs, would inhibit the accumulation of pro-
tein products of the targeted messages without aﬀecting
the level of expression of the corresponding mRNAs (28).
However, it is now clear that, in many cases, there is a
direct impact on the concentration of mRNA transcripts
(39). However, there are still many documented miRNAs
which have no impact on target mRNA levels, whose
inﬂuence cannot explain by itself the observed decrease
in protein accumulation, or which are, more plausibly,
independently down-regulated at the level of transcription
(40,119).
Nevertheless, several target prediction methods
incorporating putative target expression levels have been
developed (120–122) and have proved to be a valuable
approach to target identiﬁcation.
Integration of target secondary structure. Some authors
tried early to implicitly incorporate target secondary struc-
ture as a measure of site accessibility in their prediction
methods (123,124). However, a major progress in the
understanding of miRNA:target recognition mechanisms
was made with the development of a thermodynamic
model that incorporates measures of accessibility of
target sites (125). According to this model, a crucial deter-
minant of eﬀective binding is the change of free energy
between the unbound 30-UTR, with its pre-existing sec-
ondary structure, and the hybridized state. This model
permitted the development of a new target prediction
method called PITA.
More recently, another method (126) takes advantage of
a large dataset of experimentally veriﬁed miRNA:mRNA
associations to derive a scoring scheme that combines
site conservation, 50-seed pairing, structural accessibility
and hybridization energy criteria, illustrating the need to
combine several features in order to accurately identify
new targets.
Prediction oftargets inplants
Unlike the case with animals, plant miRNAs generally
show a near-perfect complementarity with their targets
on mRNAs (29,44) which immensely facilitates computa-
tional searches.
Taking advantage of this recognized property, a method
(44) was developed to search for antisense hits of known
miRNAs on Arabidopsis mRNAs. The matches were
required to have no gaps and only canonical pairs. The
same search was performed on a randomized version of
the sequences with identical size and base composition, a
procedure which validated the statistical signiﬁcance of
the obtained results. Of the 16 miRNAs used in this
search, 14 had targets with less than four mismatches.
The authors applied the same procedure to C. elegans
and D. melanogaster and found that the number of hits
obtained was not signiﬁcantly diﬀerent from the number
of hits seen with the randomized version of the sequences,
which suggests that, although some animal targets may
exhibit near-perfect complementarity, these do not repre-
sent the general case. A very similar approach is described
in (83). Later, it was observed that a more sensitive
method could be obtained by being more lenient with
the quality of the miRNA:mRNA pairing and adding a
requirement for conservation with respect to a close spe-
cies suggesting that at least some pairings could be less
perfect than anticipated (84).
CONCLUSION AND PERSPECTIVES
Most computational approaches developed so far make
extensive use of evolutionary conservation either to pre-
dict miRNA genes or miRNA:target associations. This
illustrates our collective ignorance of the subtle rules pre-
siding miRNA biogenesis and target speciﬁcity. Since the
cell cannot use the ﬁlter of evolutionary conservation (28)
to choose among all potential stem–loops or all putative
targets, we seem to be missing a signiﬁcant part of the
whole story. Future developments ought to focus on the
need to establish more accurate models for these central
problems.
The search for the distinguishing characteristics of
animal miRNA precursors continues. For the known
miRNAs, it has been already established that they have
particularly low-energy structures compared with other
RNAs, even when corrected for size and GC content
(127,128). Additionally, these stem–loops seem to be
robust with respect to their genomic contexts, as should
be expected for eﬃcient Drosha recognition. They are also
stable in the sense that a similar base-pairing pattern per-
sists for a set of sub-optimal structures making up the
thermodynamic ensemble where the stem–loop should
be found most of the time. Mutational robustness is
another property that has been suggested for miRNA
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well-conserved pre-miRNAs rather than more recent
non-conserved precursor stem–loops.
A better insight for future developments on miRNA
gene ﬁnding can probably be attained by considering
what is not a miRNA. A given location in the genome
does not contain a miRNA if: (i) it is not eﬃciently tran-
scribed; (ii) it does not contain a stem–loop structure ame-
nable to eﬃcient processing by all participants in the
miRNA biogenesis pathway; (iii) it cannot regulate a
target gene in a physiologically relevant manner. Most
available methods have focused on the second item and
little attention has been paid to the other two.
Another question that becomes more important
when many authors argue that the identiﬁcation of well-
conserved and phylogenetically extensive miRNAs is
reaching its saturation is whether non-conserved, presum-
ably more exotic, miRNA precursors would be processed
as such in diﬀerent organisms that may have small yet
important diﬀerences in their processing pathways. The
elucidation of this question is crucial to methods which
try to generalize from pre-miRNAs taken from several
diﬀerent species.
The area of target prediction has received a new impetus
with the recent proposal of a thermodynamic model incor-
porating target accessibility. However, seed matches con-
stitute an important sieve to control false positives. The
seed hypothesis, adopted almost unanimously by current
target prediction methods, was recently reinforced with a
study that obtained the structure of an important compo-
nent of the silencing complex bound to a DNA guide-
strand, and which lays down the biochemical basis for
the role of seed sites (130). However, at least some exper-
imentally conﬁrmed targets seem to violate the seed rule
by including mismatches or G:U pairs (109,131). The pres-
ent scarcity of conﬁdently validated miRNA targets,
establishing not only miRNA–target associations, but spe-
ciﬁcally pinpointing the hybridization sites, is the greatest
obstacle not only to the development of better prediction
methods but also to the systematic assessment of the per-
formance of current tools.
Target prediction becomes even more challenging with
the discovery that RNA editing is common in miRNAs
(31,132,133). This could substantially change the mature
sequence and, consequently, the speciﬁcity of its targets.
Moreover, a study conducted on human miRNA targets
(134) shows that miRNAs tend to target genes with dis-
tinctively AT-rich 30-UTR regions, even when these genes
are located in GC-rich isochores, suggesting an unknown
function for this compositional bias. The authors argue
that better knowledge of the background distribution of
nucleotides in 30-UTR regions may lead to improvements
in miRNA target predictions.
For the future, we need a better understanding of the
biochemical requirements for Drosha and Dicer proces-
sing. We also need to integrate promoter evidence in
miRNA gene prediction algorithms, as well as evolution-
ary models for pre-miRNAs and 30-UTRs if we are to
continue to use comparative approaches for miRNA
gene and target predictions.
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