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Kurzfassung
Gegenstand dieser Arbeit ist die Entwicklung einer mikropolaren Plastizita¨tstheorie fu¨r finite
Deformationen, die kinematische und isotrope Verfestigung beru¨cksichtigt. Charakteristische Ei-
genschaften der Theorie sind die multiplikative Zerlegung des Deformationsgradienten und des
mikropolaren Rotationstensors in entsprechende elastische und plastische Anteile. Mittels diffe-
rentialgeometrischer Konzepte (relative kovariante Ableitung) erfolgt die Definition geeigneter
kinematischer Variablen. Die Theorie entha¨lt ein mikropolares Kru¨mmungsmaß in der Mo-
mentankonfiguration, das einem ra¨umlichen Gradienten entspricht. Das Elastizita¨tsgesetz wird
vom Zweiten Hauptsatz der Thermodynamik hergeleitet. Außerdem wird fu¨r die Definition der
Fließfunktion ein Spannungstensor verwendet, der auf dem Mandelschen Spannungstensor im
Rahmen der klassischen (nichtpolaren) Plastizita¨t basiert. Das Fließgesetz wird von dem Postu-
lat von Il’iushin hergeleitet, welches fu¨r mikropolare Kontinua angemessen formuliert wird. Die
Verfestigungseigenschaften werden in die freie Energie und die Fließfunktion einbezogen, wobei
die entsprechenden Evolutionsgleichungen als hinreichende Bedingungen fu¨r die Gu¨ltigkeit der
sogenannten inneren Dissipationsungleichung hergeleitet werden. Auf diese Weise wird fu¨r die
erarbeiteten mikropolaren Plastizita¨tsgesetze die thermodynamische Konsistenz gesichert.
Mit Hilfe der Methode der finiten Elemente wird das im Rahmen dieser Arbeit entwickelte kon-
stitutive Modell umgesetzt, um beliebige mechanische Strukturen als Anfangsrandwertprobleme
betrachten zu ko¨nnen. Dazu werden die schwache Formulierung des Gleichgewichts fu¨r mikropo-
lares Materialverhalten und die konsistente Linearisierung der schwachen Form aus der starken
Form des quasistatischen Randwertproblems hergeleitet. Auf der Basis dieser Grundgleichungen
erfolgt die Beschreibung der Methode der finiten Elemente mittels Einfu¨hrung einer Diskretisie-
rung und einer isoparametrischen Interpolation. Bei der Integration der Gleichungen findet das
Operator-Split-Verfahren Anwendung. Aus den Gleichungen auf Elementebene werden die glo-
balen Gleichungen assembliert und in einer globalen Gleichgewichtsiteration gelo¨st. Die Finite-
Elemente-Methode kann auf beliebige Elementformulierungen angewandt werden. Hier wird ein
eigensta¨ndig entwickeltes dreidimensionales 8-Knoten-Volumenelement mit Verschiebungs- und
Rotationsfreiheitsgraden betrachtet. Dieses Element wird u¨ber die Benutzerschnittstelle Uel in
das kommerzielle Finite-Elemente-Programm Abaqus implementiert.
Die Finite-Elemente-Berechnungen am Beispiel der Torsion eines Vollzylinders demonstrieren,
dass das hier entwickelte mikropolare Plastizita¨tsmodel in der Lage ist, La¨ngenskaleneffekte
im Materialverhalten wiederzugeben. Die berechneten Ergebnisse werden qualitativ sowohl mit
experimentellen Resultaten als auch mit den numerischen Resultaten einer mikropolaren Plas-
tizita¨tstheorie verglichen, die ein mikropolares Kru¨mmungsmaß entha¨lt, das einem ra¨umlichen
Gradienten in der Bezugskonfiguration entspricht.
Abstract
A finite deformation micropolar plasticity theory exhibiting kinematic and isotropic hardening
is developed. Characteristic features of the theory are the multiplicative decomposition of the
deformation gradient and the micropolar rotation tensor into elastic and plastic parts, respec-
tively. We employ relative covariant derivatives via differential geometry concepts in order to
introduce adequate kinematical variables. The theory incorporates a micropolar curvature quan-
tity in the actual configuration, which accords to a spatial gradient. The elasticity law is derived
from the second law of thermodynamics in the form of the Clausius-Duhem-inequality. Also, in
defining the yield function use is made of a stress tensor, which corresponds to the Mandel stress
tensor within the framework of classical (nonpolar) plasticity. The flow rule is obtained from the
postulate of Il’iushin, which is formulated appropriately for micropolar continua. The hardening
properties are incorporated in the free energy and the yield function, the associated evolution
equations being derived as sufficient conditions for the validity of the so-called internal dissi-
pation inequality. This way, the established micropolar plasticity laws are thermodynamically
consistent.
In order to be able to regard arbitrary mechanical structures as initial boundary value problems,
the developed constitutive model together with the related field equations have to be integrated
numerically. In this work this happens with the help of the finite element method. From the
strong form of the quasi-static boundary value problem the weak formulation of the equilibrium
for micropolar material behavior and a consistent linearization are derived. On the basis of
these principal equations the description of the finite element method takes place by means of
an introduction of a discretization and an isoparametric interpolation. For integration of the
equations an operator split procedure was used. From the equations on element level the global
equations are assembled and solved in a global equilibrium iteration. The finite element method
can be applied to arbitrary element formulations. Here a three-dimensional 8-node-volume ele-
ment with translational and rotational degrees of freedom is developed and implemented into
the commercial finite element program Abaqus.
Finite element calculations in the case of the torsion of a solid cylinder show that the developed
micropolar plasticity theory is able to describe length scale effects in the material behavior.
The predicted results are compared qualitatively with experimental results as well as with the
numerical results of a micropolar plasticity theory, that incorporates a micropolar curvature
quantity, which accords to a spatial gradient in the reference configuration.
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1 Einfu¨hrung
1.1 La¨ngenabha¨ngigkeiten im Materialverhalten –
Gegenstand der Arbeit
In einem klassischen Kontinuum werden jedem Punkt eines materiellen Ko¨rpers ein Ortsvek-
tor und eine Massendichte zugeordnet. Fu¨r ein hinreichend stetig differenzierbares Feld von
Ortsvektoren berechnet man daraus einen Deformationsgradient fu¨r jeden Punkt. Aus dem De-
formationsgradient bildet man fu¨r jeden Punkt einen Spannungstensor. Dieser ist symmetrisch
und ergibt sich als konstitutives Funktional des Deformationsgradienten und des Anfangszustan-
des des betrachteten Punktes. Der Deformationsgradient benachbarter Punkte des Kontinuums
spielt keine Rolle. Daher bezeichnet man solche Theorien auch als lokal. Zeitunabha¨ngige lo-
kale Theorien ko¨nnen keine La¨ngenskaleneffekte im Materialverhalten beschreiben, die z.B. bei
Proben mit sehr kleinen Dimensionen pra¨sent sind. Das bekannteste Beispiel solcher La¨ngen-
skaleneffekte sind die Torsionsexperimente von Fleck et al. [35] an du¨nnen Dra¨hten. In der
Tat wurde ermittelt, dass kleinere Proben ein steiferes Verhalten zeigen. Diese Unterschiede wer-
den kleiner mit zunehmendem Durchmesser und vernachla¨ssigbar klein fu¨r hinreichend grosse
Proben. Eine Mo¨glichkeit, La¨ngenskaleneffekte zu erfassen, besteht in sogenannten Kontinua
mit Mikrostruktur, die nicht klassische Kontinua darstellen.
Mikropolare und mikromorphe Materialmodelle sind Kontinua mit einer sehr einfachen Mi-
krostruktur. Bei einem mikropolaren Kontinuum wird jedem materiellen Punkt eine Mikrostruk-
tur in Form eines starren Ko¨rpers zugeordnet. Die Bewegung eines starren Ko¨rpers kann
vollsta¨ndig mit Hilfe eines ko¨rperfesten Dreibeins erfasst werden. Dies war auch der Ansatz
der Gebru¨der Cosserat [21], die zum ersten Mal eine solche Theorie einfu¨hrten. Eine kom-
plette Formulierung aller Bilanzgleichungen wurde spa¨ter von Eringen [31] - [34] unter dem
Namen mikropolare Kontinua gegeben. Wird jedem Punkt eine Mikrostruktur in Form eines
homogen deformierbaren Ko¨rpers zugeordnet, so heißt der materielle Ko¨rper mikromorphes
Kontinuum. Die Rotation bzw. die Deformation des Mikrokontinuums sind relevante Gro¨ßen
fu¨r das mikropolare bzw. mikromorphe Kontinuum. Deren ra¨umliche Gradienten kommen in
den konstitutiven Gleichungen vor und ermo¨glichen die Beschreibung von La¨ngenskaleneffekten.
Die theoretische Beschreibung von La¨ngenabha¨ngigkeiten im Materialverhalten von Festko¨rpern
hat eine interessante Geschichte. In den sechziger Jahren wurden bei elastischen Ko¨rpern im
atomaren Bereich Dispersionsrelationen beobachtet, die nicht mit klassischen Elastizita¨tsge-
setzen beschreibbar waren. Mindlin [72] schlug vor, das Material als ein (Makro-)Kontinuum
mit Mikrostruktur (Mikrokontinuum) zu erfassen. Die Mikrostruktur stellt einen deformierbaren
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Ko¨rper mit homogener Deformation dar. Jedem materiellen Punkt wird eine solche Mikrostruk-
tur zugeordnet. Der Deformationsgradient der Mikrostruktur a¨ndert sich nur von Punkt zu
Punkt. Die Theorie beru¨cksichtigt neben dem Deformationsgradienten des Makrokontinuums
den Deformationsgradienten des Mikrokontinuums und seinen Gradienten relativ zu den Orts-
koordinaten des Makrokontinuums. Damit werden La¨ngenabha¨ngigkeiten im Elastizita¨tsgesetz
in einer pha¨nomenologischen Art und Weise eingefu¨hrt. Heutzutage werden solche Modellko¨rper
als mikromorphe Kontinua bezeichnet, ein Begriff, der auf Eringen [31], [32] zuru¨ckgeht. Wie
von Mindlin [72] gezeigt wurde, war eine solche Theorie in der Lage, die erwa¨hnten Dispersi-
onsrelationen bei Wellenausbreitungspha¨nomenen wiederzugeben.
In den achtziger Jahren wurde intensiv die Bildung von Scherba¨ndern diskutiert. Erreicht eine
Probe nach hinreichend hoher plastischer Vordeformation eine kritische Last, so kann die weitere
plastische Deformation in einem schmalen Bereich (Scherband) erfolgen. A¨hnliche Verha¨ltnis-
se gelten auch bei Deformationsprozessen, die mit einem Einschnu¨rvorgang enden. In solchen
Fa¨llen konzentriert sich die gesamte plastische Deformation in einem schmalen Bereich, dessen
Abmessungen von derselben Gro¨ßenordnung wie typische innere Skalenla¨ngen des Werkstof-
fes sind. Form, Gro¨ße und Breite eines Scherbandes ha¨ngen von den inneren Skalenla¨ngen des
Materials ab. Aber auch die Geometrie des Bauteils spielt eine wichtige Rolle wie systemati-
sche Untersuchungen in Krieg et al. [53] zeigen. Zur Modellierung einer solchen Lokalisierung
der plastischen Dehnung wurden Modelle der mikropolaren Plastizita¨t (Besdo [6], Stein-
mann [81] - [84] Steinmann et al. [86], Willam et al. [93], Dietsche et al. [26] - [27],
Vardoulakis [91], de Borst [9] - [10], de Borst et al. [11], Mu¨hlhaus et al. [68]) so-
wie Plastizita¨tstheorien mit Gradientenabha¨ngigkeiten (Mu¨hlhaus et al. [69], Aifantis [3],
Frantziskonis et al. [37]) eingesetzt.
Die oben genannten Arbeiten stellen pha¨nomenologische Beitra¨ge zur Erfassung von La¨ngen-
skaleneffekten im Materialverhalten dar, die auf die Beru¨cksichtigung von Termen mit ho¨heren
Gradienten der Deformation basieren. Andererseits tauchen solche Gradiententerme in verset-
zungstheoretischen Arbeiten der Plastizita¨t in natu¨rlicher Weise beim Ausrechnen des Burgers-
vektors auf (siehe z.B. Kro¨ner [55]). Es la¨ßt sich zeigen, dass der Burgersvektor durch die
Torsion des Zusammenhangs der sog. Zwischenkonfiguration ausgedru¨ckt werden kann (s. Lee
& Stumpf [63]). Vielmehr stellt diese Torsion den sog. Versetzungsdichtetensor dar und wird
durch den ersten Gradienten (Rotation) der plastischen Deformation formuliert (s. Kro¨ner
[54]). Umrechnungen dieser Gro¨ße auf die Bezugs- bzw. Momentankonfiguration fu¨hren jeweils
auf die Kontinuumsversetzungstheorie von Bilby et al. (s. z.B. [7]) und Kondo [52]. Lee
& Stumpf beweisen diese Aussage mit Hilfe der differentialgeometrischen Theorie von Noll
[74] u¨ber materiell uniforme einfache Ko¨rper mit Inhomogenita¨ten. U¨ber die Eigenschaft des
Versetzungsdichtetensors und seine Bedeutung bei der Formulierung von konstitutiven Theori-
en kann u.a. auch in Lazar [59], [60], Steinmann [81] - [84], Dluzewski [28], Carmelli &
Gurtin [13], Clayton et al. [18] sowie in der darin zitierten Literatur nachgelesen werden.
Zusammenfassend gilt Folgendes: Bei der Elastizita¨t (metallischer Werkstoffe) wurden bisher
La¨ngenskalenabha¨ngigkeiten nur im atomaren Bereich beobachtet. Im plastischen Bereich wur-
den solche Abha¨ngigkeiten bei makroskopischen Proben praktisch beim Auftreten von Loka-
lisierungen und bei Proben mit einer kleinen Abmessung (Mikrosystemtechnik) wa¨hrend der
2
1.2 Zielsetzung
gesamten plastischen Deformation festgestellt. Es ist bekannt (siehe Malmberg [66]), dass
klassische (lokale) Theorien im Prinzip La¨ngenskalenabha¨ngigkeiten im Materialverhalten nicht
beru¨cksichtigen. Diese ko¨nnen nur mit sog. nichtlokalen Theorien, wie z.B. die oben erwa¨hnten
Gradiententheorien, angemessen beschrieben werden (s. auch Eringen [30]).
1.2 Zielsetzung
Die vorliegende Promotion ist einer Untersuchung der pha¨nomenologischen mikropolaren Plas-
tizita¨t bei großen Deformationen gewidmet. Wie bei klassischen Theorien mit großen Defor-
mationen gibt es im Prinzip unendlich viele Verzerrungs- und mikropolare Kru¨mmungstenso-
ren (nicht zu verwechseln mit dem Riemannschen Kru¨mmungstensor) sowie zugeordnete Span-
nungstensoren fu¨r die Formulierung der Theorie. Zu einer systematischen Untersuchung der
mikropolaren Plastizita¨t geho¨rt auf jeden Fall die Erkundung der Auswirkung der Formulie-
rung mo¨glichst einfacher Materialgleichungen mit unterschiedlichen Sa¨tzen von Variablen und
insbesondere mit unterschiedlichen mikropolaren Kru¨mmungsmaßen. Eine mikropolare Plas-
tizita¨tstheorie mit isotroper und kinematischer Verfestigung fu¨r große Deformationen wurde
zuerst von Grammenoudis & Tsakmakis [39] vorgestellt. In dieser Arbeit wurde ein mikro-
polares Kru¨mmungsmaß relativ zur Bezugskonfiguration benutzt, das durch eine Gradientenbil-
dung zustandekommt. Das korrespondierende Kru¨mmungsmaß relativ zur Momentankonfigura-
tion wurde dann mittels Vorwa¨rtstransformationen festgelegt, die nur die mikropolare Rotation
enthalten. Auf diese Weise entstand ein Kru¨mmungsmaß relativ zur Momentankonfiguration,
welches keinem ra¨umlichen Gradienten entspricht. In der vorliegenden Arbeit soll eine Theorie
entwickelt werden, die von einem Kru¨mmungsmaß in der Momentankonfiguration ausgeht, das
einem ra¨umlichen Gradienten entspricht. Das Kru¨mmungsmaß relativ zur Bezugskonfigurati-
on wird durch reine mikropolare Rotationen definiert und stellt keinen Gradienten mehr dar.
Auf Grundlage dieser Transformationen werden auch passende objektive Zeitableitungen durch
Betrachtung geeignet definierter skalarer Gro¨ßen definiert. Sonst soll die Form der Material-
gleichungen von Grammenoudis & Tsakmakis [39] beibehalten werden. Insgesamt soll die
neue Theorie den zweiten Hauptsatz der Thermodynamik im Sinne der Clausius-Duhem Un-
gleichung fu¨r jeden zula¨ssigen Prozess erfu¨llen (thermodynamische Konsistenz). Im Anschluss
soll die erhaltene Theorie mit derjenigen von Grammenoudis & Tsakmakis in Bezug auf
Torsionsexperimenten verglichen werden. Dazu muss die neue Theorie in einen Finite Element
Code implementiert werden.
1.3 Nomenklatur
Betrachtet werden isotherme Deformationen mit gleichfo¨rmig verteilter Temperatur. Die mate-
rielle Zeitableitung einer Gro¨ße ϕ(t) wird mit ϕ˙(t) bezeichnet, wobei t die Zeit ist. Sehr oft wird
auf eine explizite Abha¨ngigkeit von Zeit und Ort verzichtet. Außerdem wird zur Beschreibung
einer Funktion und zur Angabe des Funktionswertes an einer Stelle das selbe Symbol verwen-
det. Wenn jedoch mit verschiedenen Darstellungen derselben Funktion operiert wird, werden
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oft unterschiedliche Symbole benutzt. Die Tensoroperationen in dieser Arbeit beziehen sich
hauptsa¨chlich auf Euklidische Vektorra¨ume. Aus diesem Grund werden sich im Folgenden alle
Bezeichnungen auf Euklidische Vektorra¨ume beziehen. Sei E ein dreidimensionaler Euklidischer
Vektorraum und {ei} eine orthonormale Basis in E. Wenn nichts anderes gesagt wird, laufen
alle Indizes von 1 bis 3. Fu¨r die Zwecke dieser Arbeit reicht es aus, Darstellungen der klassischen
Mechanik zu benutzen, d.h. es wird zwischen E und seinem dualen Raum nicht unterschieden.
Dann werden Tensoren beliebiger Stufe auf E als multilineare Funktionen auf E betrachtet.
Die folgenden Bezeichnungen beziehen sich auf Tensoren auf E, ko¨nnen aber sinngema¨ß auch
auf sog. Zweipunkttensoren u¨bertragen werden. Wir kennzeichnen in der Regel Vektoren und
Tensoren zweiter Stufe mit fetten lateinischen oder griechischen Buchstaben. Insbesondere be-
zeichnet a · b das innere Produkt, a× b das Vektorprodukt und a⊗ b das dyadische Produkt
zweier Vektoren a und b. Sind A und B Tensoren zweiter Stufe, so stellen trA, detA, AT
und A · B = tr(ABT ) jeweils die Spur von A, die Determinante von A, die Transponierte
von A und das innere Produkt zwischen A und B dar. Die Euklidische Norm von A wird mit
‖A‖ = √A ·A bezeichnet, wa¨hrend fu¨r die Euklidische Norm eines Vektors v gilt ‖v‖ = √v · v.
Der Einheitstensor zweiter Stufe ist durch
1 = δijei ⊗ ej (1.1)
gegeben, wobei δij = δ
i
j = δi
j das Kronecker-Delta ist. Oft wird (a)i = ai, (A)ij = Aij fu¨r die
Komponenten des Vektors a, des Tensors zweiter Stufe A, usw. geschrieben. Ferner werden die
Notationen AD = A − 1
3
(trA)1 fu¨r den Deviator von A und AT−1 = (A−1)T benutzt, wenn
A−1 existiert.
Tensoren dritter und vierter Stufe werden mit kalligraphischen fett gedruckten Buchstaben
dargestellt. Seien K, P zwei Tensoren vierter Stufe, A ein Tensor zweiter Stufe und v,w zwei
Vektoren. Dann gilt bezu¨glich {ei}, K = Kijklei ⊗ ej ⊗ ek ⊗ el, P = Pijklei ⊗ ej ⊗ ek ⊗ el,
A = Aijei ⊗ ej , v = viei, w = wiei und
KP = KijmnPmnkl ei ⊗ ej ⊗ ek ⊗ el , (1.2)
KT = Kijkl ek ⊗ el ⊗ ei ⊗ ej , (1.3)
K[A] = KijmnAmn ei ⊗ ej , (1.4)
A2 = AA = AijAjk ei ⊗ ek , (A−2 = A−1A−1) , (1.5)
Av = A[v] = Aijvj ei , (1.6)
A[v,w] = v ·Aw = viAijwj . (1.7)
Daher ist fu¨r zwei Tensoren zweiter Stufe A, B und einen Tensor vierter Stufe K
A ·K[B] = KT [A] ·B . (1.8)
Der Einheitstensor vierter Stufe wird mit I bezeichnet
I = δimδjn ei ⊗ ej ⊗ em ⊗ en (1.9)
und besitzt die Eigenschaft
I = E + J , (1.10)
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mit
E = Eimjn ei ⊗ em ⊗ ej ⊗ en = 1
2
(δijδmn + δinδmj) ei ⊗ em ⊗ ej ⊗ en , (1.11)
J = Jimjn ei ⊗ em ⊗ ej ⊗ en = 1
2
(δijδmn − δinδmj) ei ⊗ em ⊗ ej ⊗ en . (1.12)
Daher gilt fu¨r den symmetrischen und den antisymmetrischen Anteil eines beliebigen Tensors
zweiter Stufe A, bezeichnet mit AS und AA
AS ≡ 1
2
· (A+AT ) = E [A] , (1.13)
AA ≡ 1
2
· (A−AT ) = J [A] , (1.14)
wa¨hrend
I[A] = A . (1.15)
Der Tensor vierter Stufe mit der Eigenschaft
S[A] = AT , S = δjmδin ei ⊗ ej ⊗ em ⊗ en (1.16)
wird mit S bezeichnet. Jeder isotrope Tensor vierter Stufe K besitzt die Darstellung
K = k11⊗ 1 + k2I + k3S , (1.17)
wobei k1, k2, k3 skalare Gro¨ßen sind.
Seien a, c, v Vektoren. Dann gilt
v × (c⊗ a) := (v × c)⊗ a , (1.18)
(c⊗ a)× v := (c× v)⊗ a , (1.19)
so dass
v × (c⊗ a) = −(c⊗ a)× v . (1.20)
Weiterhin ist
(Aa×Ac) ·Av = (detA)(a× c) · v . (1.21)
Sei W ein antisymmetrischer Tensor zweiter Stufe mit dem axialen Vektor w
w = axl(W) , W = Spn(w) (1.22)
oder
wi =
1
2
· ǫijkWkj , Wij = ǫkjiwk (1.23)
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relativ zu der Basis {ei}, wobei ǫijk das Permutationssymbol darstellt. Einerseits ist
Wc = w × c (1.24)
und andererseits kann zu jedem W ein Rotationstensor R zugeordnet werden durch
R = exp(W) = exp(Spn(w)) = 1 +W +
W2
2!
+
W3
3!
+ . . . , (1.25)
wobei w der axiale Vektor von W ist. Die Exponentialabbildung wiederum la¨sst sich auch in
geschlossener Form angeben (Euler-Rodrigues-Formel)
R = cos(||w||)1+ sin(||w||)||w|| Spn(w) +
1− cos(||w||)
||w||2 (w⊗w) . (1.26)
Ein Tensor dritter Stufe M =Mijkei ⊗ ej ⊗ ek erfu¨llt die Beziehung
M[c, a,v] =Mijk(ei · c)(ej · a)(ek · v) . (1.27)
Ist A = Aijei ⊗ ej ein Tensor zweiter Stufe, dann fu¨hren AM, MAT und A ⋄M ≡ M ⋄AT
auf Tensoren dritter Stufe, fu¨r die gilt
AM :=Mijk(Aei)⊗ ej ⊗ ek = AmiMijkem ⊗ ej ⊗ ek , (1.28)
MAT :=Mijkei ⊗ ej ⊗ (Aek) =MijkAmkei ⊗ ej ⊗ em , (1.29)
A ⋄M ≡ M ⋄AT :=Mijkei ⊗ (Aej)⊗ ek =MijkAmjei ⊗ em ⊗ ek , (1.30)
wobei M[A] den Vektor
M[A] =MijkAjkei (1.31)
repra¨sentiert. Fu¨r einen gegebenen Tensor A wird ein linearer Operator L(A) eingefu¨hrt, der
wie folgt auf den Raum aller Tensoren dritter Stufe wirkt:
L(A)[M] =Mijk(Aei)⊗ (Aej)⊗ (Aek) . (1.32)
Fu¨r den Spezialfall M = B⊗u, in dem B und u ein Tensor zweiter Stufe und ein Vektor sind,
ergibt sich aus den eingefu¨hrten Definitionen
AM = A(B⊗ u) = (AB)⊗ u , (1.33)
MAT = (B⊗ u)AT = B⊗ (Au) , (1.34)
A ⋄M ≡ M ⋄AT = (BAT )⊗ u , (1.35)
sowie
M[c,b,v] = B[c,b](u · v) = (c ·Bb)(u · v) . (1.36)
In Gleichung (1.33) bedeutet AB das Produkt AB = AijBjmei ⊗ em. Ist B antisymmetrisch
mit dem zugeho¨rigen axialen Vektor wb, so folgt fu¨r M = B⊗ u
(B⊗ u)[c, a,v] = c · (wb × a)(u · v) = −c · (a× (wb ⊗ u))v
= −(a× (wb ⊗ u))[c,v] = ((wb ⊗ u)× a)[c,v] . (1.37)
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der Differentialgeometrie
2.1 Holonome und anholonome Basissysteme - Basiswechsel
Die in diesem Kapitel zusammengestellten mathematischen Grundlagen entsprechen einem un-
vero¨ffentlichen Manuskript von Prof. Tsakmakis [87] und ko¨nnen u.a. in Laugwitz [57],Kling-
beil [51], Schutz [77], Frankel [36],Misner et. al. [73], Schouten [76],Willmore [94],
Marsden and Hughes [67] nachgelesen werden. Teile dieses Kapitels sind ebenso in einer
Vero¨ffentlichung (s. Grammenoudis & Tsakmakis [40]) zu finden, die sich auch auf das
Manuskript [87] bezieht.
Eine Menge M (Punktraum) wird im wesentlichen als eine dreidimensionale Mannigfaltigkeit
bezeichnet, wenn jeder Punkt von M eine Umgebung besitzt, die a¨quivalent zu R3 (die Menge
aus reellen Dreier-Tupeln) ist. Mit anderen Worten besitzt jeder Punkt in M eine Umgebung,
die selbst oder ihr Bild auf R3 mit Koordinaten benetzt werden kann. Es wird der Einfachheit
halber angenommen, dass M komplett mit Koordinatenlinien benetzt werden kann. Punkte P
in M werden mit Ortsvektoren x identifiziert. Oft werden wir auch von einem Punkt x spre-
chen. Die Tangentenvektoren an den Koordinatenlinien bilden in jedem Punkt eine Basis, welche
den mit TPM bezeichneten Tangentialvektorraum des betrachteten Punktes P aufspannt. Ein
solches Feld von Basisvektoren heißt Koordinaten- oder holonome Basis in M. Ein Feld von
Basisvektoren in M heißt anholonom, wenn die Basisvektoren an jedem Punkt nicht als Tan-
gentenvektoren an entsprechenden Koordinatenlinien dargestellt werden ko¨nnen. Wenn nichts
anderes gesagt wird, werden alle Felder als so oft stetig differenzierbar angenommen wie erfor-
derlich.
Es wird vorausgesetzt, dass der Tangentialvektorraum an jedem Punkt in M ein Euklidischer
Vektorraum ist. Fu¨r eine beliebige (holonome oder anholonome) Basis {gi} in M sind {gi}
das reziproke Basissystem und gij, g
ij die entsprechenden kovarianten und kontravarianten
Komponenten des Metriktensors
gi · gj = δij , (2.1)
gij := gi · gj , gij := gi · gj , gij = gji , gij = gji , (2.2)
gi = gij gj , gi = gij g
j . (2.3)
DieMetrik gij an einem Punkt P in M heißt (lokal) Euklidisch genau dann, wenn es im Tangen-
tialvektorraum von P eine Basis mit gij = δij gibt. Die Metrik gij als Feld aufM heißt (global)
7
2 Grundlagen aus der Tensoranalysis und der Differentialgeometrie
Euklidisch, wenn es ein Feld von holonomen Basisvektoren gibt, relativ zu dem gij = δij u¨ber-
all auf M gilt. Fu¨r eine weitere beliebige Basis {g˜i} in M gelten die Beziehungen (2.1) - (2.3)
vollkommen analog. Daru¨ber hinaus existiert eine nichtsingula¨re Transformationsmatrix B (Ele-
mente Bij) mit der Inversen B
−1 (Elemente (B−1)
i
j), so dass
Bkm (B
−1)
m
i = (B
−1)
k
mB
m
i = δ
k
i (2.4)
und
g˜i = B
j
i gj , gi = (B
−1)
m
i g˜m , (2.5)
g˜i = (B−1)
i
n g
n , gi = Bij g˜
j . (2.6)
Es gelten folgende Darstellungen.
Vektor:
v = vi gi = vi g
i = v˜i g˜i = v˜i g˜
i , (2.7)
mit
v˜m = B
i
m vi , vm = (B
−1)
i
m v˜i , (2.8)
v˜m = (B−1)
m
i v
i , vm = Bmi v˜
i . (2.9)
Tensor zweiter Stufe:
T = T ij gi ⊗ gj = Tij gi ⊗ gj = T ij gi ⊗ gj = Ti j gi ⊗ gj
= T˜ ij g˜i ⊗ g˜j = T˜ij g˜i ⊗ g˜j = T˜ ij g˜i ⊗ g˜j = T˜ ji g˜i ⊗ g˜j , (2.10)
mit
T˜ij = B
k
iB
l
j Tkl , (2.11)
T˜ ij = (B−1)ik (B
−1)jl T
kl , (2.12)
T˜ ij = (B
−1)ik B
l
j T
k
l , (2.13)
T˜i
j
= Bki (B
−1)j l Tk
l . (2.14)
Tensor dritter Stufe:
A = Aijk gi ⊗ gj ⊗ gk = Aijk gi ⊗ gj ⊗ gk = ...
= A˜ijk g˜i ⊗ g˜j ⊗ g˜k = A˜ijk g˜i ⊗ g˜j ⊗ g˜k = ... , (2.15)
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mit
A˜ijk = (B−1)im (B−1)j l (B−1)knAmln , (2.16)
A˜ijk = (B−1)imBlj BnkAmln , usw. (2.17)
Tensor vierter Stufe:
A = Aijkl gi ⊗ gj ⊗ gk ⊗ gl = Aijkl gi ⊗ gj ⊗ gk ⊗ gl = ...
= A˜ijkl g˜i ⊗ g˜j ⊗ g˜k ⊗ g˜l = A˜ijkl g˜i ⊗ g˜j ⊗ g˜k ⊗ g˜l = ... , (2.18)
mit
A˜ijkl = (B−1)im (B−1)jn (B−1)kr (B−1)lsAmnrs , (2.19)
A˜ijkl = (B−1)imBnj Brk BslAmnrs , usw. (2.20)
Betrachtet wird jetzt der Fall, dass gi und g˜i holonome Basisvektoren (Koordinatenbasisvekto-
ren) sind. Das bedeutet, gi und g˜i sind jeweils Tangentenvektoren an den Koordinatenlinien der
Koordinatensysteme {θk} und {θ˜k}. Dann existieren zwischen den beiden Koordinatensystemen
invertierbare Beziehungen der Form
θ˜k = θ˜k(θm) ⇔ θk = θk(θ˜m) (2.21)
und die Transformationen B, B−1 in (2.5) und (2.6) stellen Jacobi-Matrizen dar:
Bki =
∂θk
∂θ˜i
⇔ (B−1)ki =
∂θ˜k
∂θi
. (2.22)
Im Falle, dass z.B. die Basisvektoren gi als stetiges Feld in M vorgegeben sind, aber keine
Koordinatenbasis formen, kann man die mit λi parametrisierten Integrallinien der Differential-
gleichungen
dx
dλi
= gi(x(λi) ), i = fest (2.23)
heranziehen (In [77], Sect. 2.14 wird demonstriert, dass die Lo¨sungen von (2.23) in der Tat
keine Koordinatenlinien darstellen). Sind x = fi(λi;x0) fu¨r i = fest jeweils Integralkurven
von (2.23), die fu¨r λ0i durch x0 gehen, so werden die entsprechenden Linien als anholonome
Koordinatenlinien durch x0 bezeichnet.
Im weiteren Verlauf sind folgende Definitionen und Beziehungen von Bedeutung. Neben den
beiden beliebigen Basissystemen {gi} und {g˜i}, die stets die Gleichungen (2.1) - (2.6) erfu¨llen
sollen, betrachten wir ein holonomes Basissystem {g¯m} zugeordnet zu dem Koordinatensystem
{θ¯m}. Die Transformationen zwischen den drei Basissystemen sind durch die Matrizen A,B und
C = AB gegeben:
Cmi = A
m
k B
k
i ⇔ (C−1)jm = (B−1)jk (A−1)km , (2.24)
gk = A
m
k g¯m , (2.25)
g˜i = C
m
i g¯m = A
m
k B
k
i g¯m = B
k
i gk . (2.26)
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Ansonsten gelten Beziehungen vollkommen analog zu denjenigen in den Gleichungen (2.4) bis
(2.20). In Anlehnung an Schutz [77], Sect. 6.4 und Schouten [76], S.169 werden in Bezug
auf {g¯m}, {gi} und {g˜i} folgende Operationen definiert:
∂¯m(·) := ∂(·)
∂θ¯m
, (2.27)
∂i(·) := Ami ∂(·)
∂θ¯m
= Ami ∂¯m(·) , (2.28)
∂˜i(·) := Cmi ∂(·)
∂θ¯m
= Cmi ∂¯m(·) = Bki ∂k(·) . (2.29)
Im Falle, dass {gi} bzw. {g˜i} Koordinatenbasis zu dem Koordinatensystem {θi} bzw. {θ˜i} ist,
stellt A bzw. C die Jacobi - Matrix
Ami =
∂θ¯m
∂θi
bzw. Cmi =
∂θ¯m
∂θ˜i
(2.30)
dar. In diesem Sonderfall reduziert sich aus (2.28) bzw. (2.29) die einfache partielle Ableitung
∂i(·) = ∂(·)/∂θi bzw. ∂˜i(·) = ∂(·)/∂θ˜i. In den Umrechnungen kann man mit den Operatoren ∂i,
∂˜i, wie mit gewo¨hnlichen partiellen Ableitungen umgehen.
2.2 Kovariante Ableitung - Zusammenhang - Objekte der
Anholonomie
Sei v ein Vektorfeld auf (tangential an) M und u ∈ TPM ein Vektor am Punkt P von M.
Ein affiner Zusammenhang auf M ist ein Operator ∇, der zu v und u einen Vektor ∇uv am
Punkt P , genannt kovariante Ableitung von v entlang u (oder in Richtung u), zuordnet. Der
Operator ∇ ist durch folgende Eigenschaften definiert:
1) ∇uv ist linear in Bezug sowohl auf v als auch auf u, d.h.
∇u (av + bw) = a∇uv + b∇uw , (2.31)
∇au+bz v = a∇uv + b∇zv , (2.32)
wobei a, b beliebige reelle Zahlen, w beliebiges Vektorfeld auf M und z beliebiger Vektor am
Punkt P sind.
2) Es gilt
∇fu v = f∇u v (2.33)
fu¨r beliebige skalare Felder f auf M.
3) Leibnizsche Regel
∇u (fv) = (∇u f)v + f∇u v (2.34)
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fu¨r beliebige skalare Felder f auf M.
In Gleichung (2.34) ist ∇u f als die Richtungsableitung von f in Richtung u = ui gi = u¯i g¯i
definiert:
∇u f := (gradf) · u =
(
∂f
∂θ¯m
g¯m
)
· u = (∂¯m f) u¯m
= (∂¯m f) (A
m
i u
i) = (∂i f) u
i . (2.35)
Ein Zusammenhang ∇ auf M ist in Bezug auf eine beliebige Basis {gi} durch die Angabe
des Vektors ∇gi gj komplett beschrieben. Dieser Vektor kann relativ zur Basis {gi} dargestellt
werden. Man setzt
∇gi gj = Λkij gk (2.36)
an und bezeichnet die Gro¨ßen Λkij als Objekte oder Symbole des Zusammenhangs ∇ in Bezug
auf die Basis {gi}. Da ∇u v linear in u ist, existiert ein Tensor zweiter Stufe ∇v, genannt
kovariante Ableitung von v so, dass
∇u v = ∇v [u ] (2.37)
gilt. Er la¨sst sich durch Anwendung der Regeln 1) - 3) fu¨r v = vi gi und u = u
i gi folgendermaßen
bestimmen:
∇v [u ] = ∇u (vi gi) = (∇u vi) gi + vi∇umgm gi
= (∂jv
i) ujgi + v
i um∇gm gi = (∂jvi) ujgi + vi um Λkmi gk
= (∂jv
i + Λijr v
r) gi u
j = {(∂jvi + Λijr vr) gi ⊗ gj} [u ] . (2.38)
Daraus folgt
∇v = (∂jvi + Λijr vr) gi ⊗ gj , (2.39)
oder
∇v = {(∂jvr) gr + (∇gj gr) vr} ⊗ gj (2.40)
und daher
∇v = (∇gj v)⊗ gj . (2.41)
Sehr oft schreibt man auch
∇v = vi|j gi ⊗ gj ≡ (∇jvi) gi ⊗ gj , (2.42)
mit
vi|j ≡ ∇jvi = ∂jvi + Λijr vr . (2.43)
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Die Formeln (2.42) und (2.43) gelten sinngema¨ß fu¨r beliebige Basissysteme.
Die Definition der kovarianten Ableitung eines Vektors kann auf Tensoren ho¨herer Stufe u¨ber-
tragen werden. Dazu verlangt man verallgemeinerte Leibnitzsche Regeln z.B. fu¨r Vektorfelder
v, w von der Form
∇u (v ⊗w) = (∇u v)⊗w + v ⊗∇uw , (2.44)
∇u (v ·w) = (∇u v) ·w + v · ∇uw . (2.45)
Insbesondere kann man den Ausdruck gi · gj = δij betrachten, die kovariante Ableitung in
Richtung gk bilden und Regel (2.45) in Kombination mit (2.36) anwenden:
∇gk (gi · gj) = 0 , (2.46)
oder
(∇gk gi) · gj = −gi · ∇gk gj = −Λikj . (2.47)
Daher folgt
∇gk gi = −Λikj gj . (2.48)
Dies erlaubt, fu¨r die gemischtvarianten Darstellungen von Tensoren die entsprechende kovariante
Ableitung herzuleiten. So ergibt sich z.B. fu¨r einen Vektor v = vi g
i und einen Tensor zweiter
Stufe T, dargestellt wie in Gleichung (2.7) und (2.10)
∇v = vi|j gi ⊗ gj , (2.49)
mit
vi|j = ∂jvi − Λrji vr (2.50)
und
∇T = Tij |k gi ⊗ gj ⊗ gk = T ij |k gi ⊗ gj ⊗ gk
= T ij |k gi ⊗ gj ⊗ gk = Tij|k gi ⊗ gj ⊗ gk , (2.51)
mit
Tij |k = ∂kTij − Λmki Tmj − Λmkj Tim , (2.52)
T ij|k = ∂kT ij + Λikm Tmj + Λjkm T im , (2.53)
T ij |k = ∂kT ij + Λikm Tmj − Λmkj T im , (2.54)
Ti
j |k = ∂kTij − Λmki Tmj + Λjkm Tim . (2.55)
An dieser Stelle sollte bemerkt werden, dass die kovariante Ableitung eines Skalars, eines Vek-
tors, eines Tensors zweiter Stufe etc. jeweils einen Vektor, einen Tensor zweiter Stufe, einen
Tensor dritter Stufe, etc. liefert. Diese Tensoren erfu¨llen die Transformationsbeziehungen der
Gleichungen (2.7) bis (2.20) entsprechend.
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Die Transformationsbeziehungen zwischen den Symbolen des Zusammenhangs Λijk in Bezug
auf {gi} und Λ˜ijk in Bezug auf {g˜i} lassen sich wie folgt gewinnen. Fu¨r die kovariante Ableitung
eines Vektors v = vi gi = v˜
i g˜i gilt einerseits (2.39) und andererseits ist
∇v = (∂˜r v˜s + Λ˜srm v˜m) g˜s ⊗ g˜r . (2.56)
Nach einigen Umrechnungen mit Hilfe der Transformationsbeziehungen (2.4) - (2.9) und der
Definitionen (2.28), (2.29) folgt aus (2.56)
∇v = (∂j vi + {Bis (B−1)rj (B−1)mk Λ˜srm +Bis ∂j(B−1)sk } vk) gi ⊗ gj . (2.57)
Ein Vergleich mit (2.39) liefert das gesuchte Transformationsverhalten:
Λijk = B
i
s (B
−1)rj (B
−1)mk Λ˜
s
rm +B
i
s ∂j(B
−1)sk , (2.58)
bzw.
Λ˜srm = (B
−1)siB
j
rB
k
m Λ
i
jk + (B
−1)sk ∂˜rB
k
m . (2.59)
A¨hnliche Beziehungen gelten offensichtlich zwischen Λijk und Λ¯
i
jk :
Λ¯ijk = A
i
s (A
−1)rj (A
−1)mk Λ
s
rm + A
i
s ∂¯j(A
−1)sk , (2.60)
bzw.
Λsrm = (A
−1)siA
j
r A
k
m Λ¯
i
jk + (A
−1)sk ∂rA
k
m . (2.61)
Wegen des letzten Terms auf der rechten Seite der Gleichungen (2.58) bis (2.61) stellen die
Objekte des Zusammenhanges keine Komponenten eines Tensors dritter Stufe dar (vgl. dazu
(2.16), (2.17)). Diese wohl bekannte Eigenschaft wird in vielen Lehrbu¨chern nur fu¨r holono-
me Basissysteme erwa¨hnt, gilt aber gleichermaßen auch fu¨r anholonome Basissysteme. Man
bezeichnet die Objekte Λijk als symmetrisch, wenn Λ
i
jk = Λ
i
kj gilt.
Es sei noch auf folgenden Sachverhalt aufmerksam gemacht. Nehmen wir an, dass die Symbole
Λijk in Bezug auf {gi} symmetrisch sind. Wegen des zweiten Terms auf der rechten Seite von
(2.59) brauchen die Symbole Λ˜srm in Bezug auf {g˜i} i.A. nicht mehr symmetrisch zu sein.
Auf diesen Sachverhalt werden wir auch in den na¨chsten Kapiteln zu sprechen kommen. Solche
Situationen werden am besten mit Hilfe von Objekten der Anholonomie zum Ausdruck gebracht.
Fu¨r eine beliebige Basis {gi} mit zugeho¨rigen Symbolen des Zusammenhangs Λikj bezeichnet
man die Gro¨ßen Csrm, definiert durch
Csrm := (A−1)sk (∂r Akm − ∂mAkr) = −Csmr (2.62)
als Objekte der Anholonomie (”commutation” oder ”structure coefficients”) fu¨r die Basis {gi}.
Eine geometrische Deutung fu¨r diese Gro¨ßen verschieben wir auf Kapitel 2.4.
Es gilt: Die zugrundegelegte Basis ist genau dann eine Koordinatenbasis (holonome Basis),
wenn die zugeho¨rigen Objekte der Anholonomie verschwinden. Dass Csrm = 0 eine notwendige
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Bedingung ist, damit {gi} eine holonome Basis darstellt, sieht man sofort aus (2.62), wenn man
dort fu¨r die Matrix A aus Gleichung (2.30) einsetzt:
(A−1)sk ∂rA
k
m =
∂θs
∂θ¯
k
∂2θ¯k
∂θr ∂θm
= (A−1)sk ∂mA
k
r . (2.63)
Da in diesem Fall der Term ∂rA
k
m in den Indizes r, m symmetrisch ist, verschwindet Csrm. Der
Beweis, dass Csrm = 0 auch eine hinreichende Bedingung ist, damit {gi} eine holonome Basis
darstellt, wird z.B. in Lovelock [65], S. 348 erbracht.
Der Vollsta¨ndigkeit halber werden noch die Objekte der Anholonomie fu¨r die drei Basissysteme
{g¯i}, {gi}, {g˜i} sowie die Verbindungen untereinander angegeben:
Koordinatenbasis {g¯i}
C¯ijk = 0 . (2.64)
Beliebige Basis {gi}
Cijk = (A−1)in (∂j Ank − ∂k Anj) . (2.65)
Beliebige Basis {g˜i}
C˜ijk = (C−1)in (∂˜j Cnk − ∂˜k Cnj)
= (B−1)inB
m
j B
r
k Cnmr + (B−1)in (∂˜j Bnk − ∂˜k Bnj) . (2.66)
Damit gilt auch
Λsrm − Λsmr = (A−1)siAjr Akm (Λ¯ijk − Λ¯ikj) + Csrm , (2.67)
bzw.
Λ˜srm − Λ˜smr = (B−1)siBjrBkm (Λijk − Λikj) + (B−1)sk (∂˜rBkm − ∂˜mBkr)
= (C−1)si C
j
r C
k
m (Λ¯
i
jk − Λ¯ikj) + C˜srm . (2.68)
Man sieht sofort: Sind z.B. die Symbole Λ¯ijk symmetrisch, dann sind die Symbole Λ
s
rm genau
dann symmetrisch, wenn Csrm verschwindet.
Der Begriff der kovarianten Ableitung eines Vektorfeldes v in Richtung eines Vektors u wird
jetzt auf den Begriff ”kovariante Ableitung eines Vektors v entlang einer Linie” verallgemeinert.
Wir nehmen an, dass x = x( θ¯k ) der Ortsvektor zum Punkt P in M mit den Koordinaten θ¯k
ist. Der Tangentenvektor g¯i an der θ¯
i-Koordinatenlinie lautet
g¯i =
∂x
∂θ¯i
≡ ∂¯ix ⇔ gi = ∂ix . (2.69)
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Eine mit λ parametrisierte beliebige Kurve ist eine Funktion der Form σ = σ( θ¯k(λ) ). Der
Graph dieser Funktion stellt eine Linie Gλ in M dar. Wir fu¨hren die Abku¨rzung (·)· = d(·)dλ ein
und erhalten fu¨r den Tangentenvektor u(λ), (u(λ) := σ˙(λ) = ui(λ) gi(λ) = u¯
i(λ) g¯i(λ) ) an der
Linie Gλ
u(λ) = ui gi := σ˙(λ) =
∂σ
∂θ¯k
˙¯θk = ˙¯θk g¯k . (2.70)
Unter Beachtung des Transformationsverhaltens (2.25) folgt daraus (u¯k ≡ ˙¯θk)
ui = (A−1)
i
k
˙¯θk . (2.71)
Fu¨r ein Vektorfeld v = vi gi gibt der Vektor Dv/Dλ, mit
Dv
Dλ
:= ∇u(λ) v = (uj ∂jvi + Λijr uj vr) gi , (2.72)
die kovariante Ableitung von v la¨ngs Gλ an.
Fu¨r spa¨tere Zwecke wollen wir hier ein Zwischenergebnis in allgemeiner Form bereitstellen. Sei
φ ein skalares Feld auf M. Fu¨r die Ableitung von φ entlang Gλ gilt
φ˙(λ) =
dφ(θ¯k(λ))
dλ
=
∂φ
∂θ¯k
˙¯θk =
∂φ
∂θ¯k
Akj u
j = uj ∂jφ . (2.73)
Im Hinblick auf dieses Ergebnis liefert Gleichung (2.72)
Dv
Dλ
=
(
dvi
dλ
+ Λijr u
j vr
)
gi . (2.74)
Das Feld v heißt konstant oder parallel verschoben entlang Gλ, wenn die BedingungDv/Dλ = 0
u¨berall auf Gλ erfu¨llt ist. Fu¨r ein la¨ngs Gλ konstantes Feld v ist
dvi
dλ
= −Λijr uj vr . (2.75)
2.3 Richtungsableitung, Levi-Civita-Zusammenhang
Im letzten Kapitel sind wir der kovarianten Ableitung eines Vektorfeldes la¨ngs einer Linie Gλ
begegnet. Fu¨r dasselbe Feld v ist die (klassische) Richtungsableitung entlang Gλ durch ∂u v
∂u v ≡ dv
dλ
= v˙(λ) =
∂v
∂θ¯j
˙¯θj (2.76)
definiert. Sie la¨sst sich auch in der Form (u¯j = ˙¯θj)
∂u v ≡ dv
dλ
= (∂¯j v) u¯
j = (∂¯j v)A
j
m u
m = (∂m v) u
m , (2.77)
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oder
∂u v ≡ dv
dλ
= (∂¯j v ⊗ g¯j)[u ] = (∂j v ⊗ gj)[u ] , (2.78)
bzw.
∂u v ≡ dv
dλ
= (gradv)[u ] , (2.79)
mit
gradv = ∂¯j v ⊗ g¯j = ∂j v ⊗ gj (2.80)
schreiben. Nach Einsetzen von v = v¯i g¯i = v
i gi in Gleichung (2.78) folgt
∂u v ≡ dv
dλ
= u¯j ∂¯j(v¯
i g¯i) = u¯
j ∂v¯
i
∂θ¯j
g¯i + u¯
j v¯i
∂g¯i
∂θ¯j
= u¯j
∂v¯i
∂θ¯j
g¯i + u¯
j v¯i
∂2x
∂θ¯j ∂θ¯i
= u¯j (∂¯j v¯
i) g¯i + u¯
j v¯i (∂¯j ∂¯ix) , (2.81)
bzw. (vgl. (2.73))
∂u v ≡ dv
dλ
=
dv¯i
dλ
g¯i + u¯
j v¯i ∂¯j g¯i . (2.82)
Analog gilt
∂u v ≡ dv
dλ
= uj (∂jv
i) gi + u
j vi (∂j∂ix) =
dvi
dλ
gi + u
j vi ∂jgi . (2.83)
Es sei nun an dieser Stelle auf folgenden wichtigen Sachverhalt hingewiesen. Im Allgemeinen
kann der Vektor ∂j∂ix = ∂jgi bzw. ∂¯j ∂¯ix = ∂¯j g¯i nicht durch die Symbole eines Zusammenhangs,
beispielsweise λrij bzw. λ¯
r
ij, dargestellt werden. Es gilt also
∂jgi 6= λrji gr bzw. ∂¯j g¯i 6= λ¯rji g¯r . (2.84)
Zur Begru¨ndung kann man fu¨r einen Moment die Mannigfaltigkeit M als die Oberfla¨che einer
Kugel betrachten (Riemannsche Mannigfaltigkeit). Dann wird z.B. der Vektor ∂¯j g¯i auch Kom-
ponenten in Richtung der Normalen besitzen, d.h. ∂¯j g¯i wird alleine durch lineare Kombination
von Vektoren g¯i nicht darstellbar sein. Mit anderen Worten stellt der Operator grad in einer
Nicht-Euklidischen Mannigfaltigkeit keine kovariante Ableitung dar. Man kann jedoch einen
Zusammenhang durch
∇g¯j g¯i = λ¯rji g¯r , (2.85)
λ¯rji :=
∂2x
∂θ¯j ∂θ¯i
· g¯r ≡ (∂¯j g¯i) · g¯r = λ¯rij (2.86)
einfu¨hren, der als Levi-Civita-Zusammenhang benannt wird. Im Sonderfall einer Euklidischen
Mannigfaltigkeit wird ∇g¯j g¯i = ∂¯j g¯i = λ¯rji g¯r. Wir stellen fest:
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In Bezug auf eine holonome Basis sind die Objekte des Levi-Civita-Zusammenhangs symme-
trisch.
Nun wenden wir uns den Symbolen λsrm zu:
∇gr gm = λsrm gs , (2.87)
λsrm := ∂r∂mx · gs = (∂r gm) · gs , (2.88)
λsrm = (A
−1)siA
j
r A
k
m λ¯
i
jk + (A
−1)sk ∂r A
k
m . (2.89)
Relativ zu einer Koordinatenbasis {g¯i} kommutiert der Operator ∂¯i∂¯j(·), d.h. ∂¯i∂¯j = ∂¯j ∂¯i und
λ¯rij ist daher symmetrisch. In Bezug auf eine anholonome Basis z.B. {gi} kommutiert ∂i∂j(·)
nicht. Konsequenterweise ist λrij 6= λrji. Vermo¨ge der Symmetrie von λ¯rjk ergibt sich aus (2.67)
Csrm = λsrm − λsmr = (∂rgm) · gs − (∂mgr) · gs . (2.90)
A¨hnlicherweise (vgl. (2.68)) ist
C˜srm = λ˜srm − λ˜smr . (2.91)
Diese Resultate sagen aus, dass die Symbole des Levi-Civita-Zusammenhangs in Bezug auf
anholonome Basissysteme nicht mehr symmetrisch sind.
Der Levi-Civita-Zusammenhang weist außerdem eine bemerkenswerte Eigenschaft auf, auf die
wir jetzt eingehen wollen. Es wird angenommen, dass zwei Vektorfelder v = vigi, w = w
igi
jeweils konstant entlang einer Linie Gλ sind und es wird nach der Ableitung
d
dλ
(v ·w) la¨ngs Gλ
gefragt:
d
dλ
(v ·w) = d
dλ
(viwj gij) = v
i wj g˙ij + v˙
iwj gij + v
i w˙j gij . (2.92)
Fu¨r v, w gilt (2.75) mit Λijr = λ
i
jr . Daher ist
d
dλ
(v ·w) = vi wj g˙ij − λimr gij um vr wj − λjmr gij um viwr . (2.93)
In diesem Ausdruck ist noch g˙ij zu bestimmen. Wegen (2.73) wird
g˙ij = u
m ∂mgij . (2.94)
Man berechnet
∂mgij = ∂m(gi · gj) = (∂mgi) · gjs gs + gis gs · (∂mgj) = λsmi gsj + λsmj gsi . (2.95)
Es folgt also
g˙ij = λ
s
mi gsj u
m + λsmj gsi u
m . (2.96)
Nach Einsetzen von (2.96) in (2.93) und Umbenennen von Indizes folgt
d
dλ
(v ·w) = 0 . (2.97)
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In Worten: Fu¨r zwei gema¨ß dem Levi-Civita-Zusammenhang konstante Vektorfelder entlang
einer Linie bleibt deren inneres Produkt erhalten. (Der Levi-Civita-Zusammenhang ist mit der
Metrik vertra¨glich. Solche Zusammenha¨nge werden metrisch genannt.) Eine weitere wichtige
Eigenschaft des Levi-Civita-Zusammenhangs ergibt sich aus der Identita¨t (2.95), die im Hinblick
auf (2.52) auch in der Form
gij|m := ∂mgij − λkmi gkj − λkmj gik = 0 (2.98)
geschrieben werden kann. Die Gleichung (2.98) dru¨ckt das sog. Lemma von Ricci aus:
”Die (Levi-Civita) kovariante Ableitung des Metriktensors verschwindet.”
2.4 Lie-Klammer
Das Ziel ist die Objekte der Anholonomie, die recht formal definiert wurden, mit geometrischem
Inhalt zu fu¨llen. Dazu bedienen wir uns dem Vektor Lie-Klammer [u,v] von zwei Vektorfeldern
u und v. Dieser wird folgendermaßen eingefu¨hrt. Betrachte die Integrallinien von u und v,
die wir uns jeweils mit unterschiedlichen dimensionslosen Parametern λ und µ parametrisiert
denken. In der Abbildung 2.1 geho¨ren zu den Punkten P0, P1, P2, P3, P4 jeweils Ortsvektoren
P4
3P
2P
1P
0P
Integrallinienvon u
Integrallinien von v
V( )x0
V( )x1
V( )x3
u( )x0
u( )x1
u( )x3
X4 X2
Abbildung 2.1: Geometrische Interpretation der Lie-Klammer: Bis auf Terme ho¨herer Ordnung
in ǫ gilt x4 − x2 = [u,v] ǫ2 .
x0, x1, x2, x3, x4. Sei P0 ein Punkt in M an dem die Vektorfelder die Werte u(x0) und v(x0)
annehmen. Durch diesen Punkt gehen Integrallinien von u und v jeweils tangential zu u(x0)
und v(x0). Wir bewegen uns jetzt entlang der Integrallinie von v um eine Parametera¨nderung
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ε bis zum Punkt P1. Dort haben u und v die Werte u(x1) und v(x1). Vom Punkt P1 bewegen
wir uns weiter entlang der Integrallinie von u um eine Parametera¨nderung ε bis zum Punkt P2.
Andererseits kann man sich von P0 zuerst entlang der Integrallinie von u bis zum Punkt P3
und anschließend entlang der Integrallinie von v, jeweils um eine Parametera¨nderung ε, bis zum
Punkt P4 bewegen. Sind die Integrallinien von u und v Koordinatenlinien, werden die Punkte
P2 und P4 zusammenfallen, d.h. x4 − x2 = 0. Fu¨r ε → 0 ist die Differenz 1ε2 (x4 − x2) als die
Lie-Klammer [u,v] an der Stelle x0 definiert. Es gilt
x4 − x2 = (x4 − x3) + (x3 − x0)− {(x2 − x1) + (x1 − x0)}
= {(v(x3)− v(x0))− (u(x1)− u(x0))} ε+O(ε2)
= [∂uv − ∂v u]x0 ε2 +O(ε3) . (2.99)
Da die Stelle x0 beliebig ausgewa¨hlt wurde, folgt fu¨r [u,v] an der Stelle x
[u,v] = ∂uv − ∂vu . (2.100)
Eine Ausrechnung dieser Gleichung fu¨r u = ui gi = u¯
i g¯i und v = v
i gi = v¯
i g¯i liefert relativ
zum holonomen Basissystem {g¯i} (vgl. (2.83))
[u,v] = (u¯j ∂¯j v¯
i − v¯j ∂¯j u¯i) g¯i + u¯j v¯i (∂¯j ∂¯i x− ∂¯i∂¯j x) . (2.101)
Wegen der Symmetrie des Operators ∂¯i∂¯j(·) verschwindet der letzte Term in dieser Gleichung:
[u,v] = (u¯j ∂¯j v¯
i − v¯j ∂¯j u¯i) g¯i . (2.102)
Die rechte Seite von (2.102) stellt eine lineare Kombination von Basisvektoren des Tangen-
tialvektorraumes von x dar. Es folgt daraus, dass [u,v] an der Stelle x ein Vektor aus dem
Tangentialvektorraum von x ist. Schreibt man den Vektor [u,v] in Bezug auf die Basis {gi}, so
wird
[u,v] = (uj ∂j v
i − vj ∂j ui) gi + uj vi (∂j∂i x− ∂i∂j x) . (2.103)
Offensichtlich ist der letzte Term auf der rechten Seite von (2.103) ein Vektor aus dem Tangen-
tialvektorraum des Punktes x. Er la¨sst sich folgendermaßen darstellen:
uj vi (∂j∂i x− ∂i∂j x) = {uj vi (∂jgi − ∂igj) · gr} gr
= uj vi {(∂jgi) · gr − (∂igj) · gr} gr
= uj vi (λrji − λrij) gr , (2.104)
oder auf Grund von (2.90)
uj vi (∂j∂i x− ∂i∂j x) = uj vi Crji gr . (2.105)
Insbesondere ergibt sich daraus
[gi, gj] = Crij gr . (2.106)
Diese Formel gibt die geometrische Deutung der Objekte der Anholonomie an. Schließlich folgt
aus (2.103), (2.105) fu¨r ein beliebiges Basissystem {gi}
[u,v] = (uj ∂j v
i − vj ∂j ui) gi + uj vk Cijk gi . (2.107)
Man erkennt: Nur dann, wenn {gi} holonom ist, verschwindet Cijk und der Vektor [u,v] erfu¨llt
eine Gleichung der Form (2.102).
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2.5 Der Torsionstensor
Es seien wieder u = ui gi und v = v
i gi zwei Vektorfelder. Diese definieren Integrallinien auf
M in eindeutiger Weise. M selbst ist mit einem Zusammenhang Λijk in Bezug auf die Basis
{gi} ausgeru¨stet. Die Integrallinien von u und v sind jeweils mit dimensionslosen Parametern
λ und µ parametrisiert. Wir greifen eine Integrallinie Cλ von u(λ) und eine Integrallinie Cµ von
v(µ) mit gemeinsamem Punkt P0 heraus (s. Abbildung 2.2). Am Punkt P0 (Parameter λ0, µ0,
Ortsvektor x0) ist u(λ0) = u0 und v(λ0) = v0. Der Vektor v0 wird nun la¨ngs Cλ um ∆λ = ε bis
zum Punkt P1 (Ortsvektor x1) parallel verschoben. Dort nimmt er den Wert v1 an. Andererseits
verschieben wir parallel den Vektor u0 entlang Cµ um ∆µ = ε bis zum Punkt P3 (Ortsvektor
x3). Dort hat er den Wert u1. Fu¨r kleines ε ko¨nnen x1 und x3 linear approximiert werden:
x1 = x0 + u0 ε+O(ε
2) , x3 = x0 + v0 ε+O(ε
2) . (2.108)
Zusa¨tzlich werden die Punkte P2 (Ortsvektor x2) und P4 (Ortsvektor x4) mit
•
•
•
•
•
P0
P1
P2
P4
P3
u0
v1
x4 x2
u1
v0
Abbildung 2.2: Der Vektor v1 (bzw. u1) ergibt sich durch Parallelverschiebung von v0 (bzw.
u0) entlang u(λ) bzw. v(µ).
x2 := x1 + v1 ε , x4 := x3 + u1 ε (2.109)
betrachtet. Als eine wichtige Eigenschaft der geometrischen Struktur vonM kann die Differenz
x4 − x2 = (u1 − u0) ε− (v1 − v0) ε+O(ε2) (2.110)
angesehen werden. Sei f(λ) = f i gi der entlang Cλ parallel verschobene Vektor v0, wobei f(λ0) =
v0 und f(λ0 + ε) = v1 ist. Er erfu¨llt die Differentialgleichung (s. (2.75))
df i
dλ
= −Λijk uj fk . (2.111)
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Aus der asymptotischen Entwicklung von f(λ) um λ0 folgt
f(λ0 + ε) = f(λ0) +
df
dλ
∣∣∣∣
λ0
ε+O(ε2) , (2.112)
oder
v1 − v0 =
[
df i
dλ
gi + u
j f i (∂jgi)
]
λ0
ε+O(ε2) . (2.113)
Unter Beru¨cksichtigung von (2.111) wird schließlich
v1 − v0 = [ uj f i (∂jgi)− Λijk uj fk gi ]λ0 ε+O(ε2) . (2.114)
Analog erha¨lt man
u1 − u0 = [ vj hi (∂jgi)− Λijk vj hk gi ]µ0 ε+O(ε2) , (2.115)
mit h(µ) = hi gi, h(µ0) = u0 und h(µ0 + ε) = u1. Nach Einsetzen von (2.114) und (2.115) in
(2.110) folgt
lim
ε→0
x4 − x2
ε2
= {(Λijk − Λikj) gi + (∂kgj − ∂jgk)} uj vk
= {(Λijk − Λikj) gi − (∂jgk − ∂kgj)} uj vk , (2.116)
wobei auf die Erwa¨hnung des Punktes x0 verzichtet wurde, weil er beliebig ausgewa¨hlt wurde.
Aus den Formeln (2.38) fu¨r die kovariante Ableitung und (2.107) fu¨r die Lie-Klammer sieht
man, dass
∇u v −∇v u = (uj ∂j vi − vj ∂j ui) gi + (Λijk − Λikj) uj vk gi
= [u,v]− (∂jgk − ∂kgj) uj vk + (Λijk − Λikj) uj vk gi , (2.117)
oder
∇u v −∇v u− [u,v] = (Λijk − Λikj) uj vk gi − (∂jgk − ∂kgj) uj vk (2.118)
gilt. Es folgt also
lim
ε→0
x4 − x2
ε2
= ∇u v −∇v u− [u,v] . (2.119)
Die rechte Seite dieser Gleichung ist ein Vektor, der linear von u und v abha¨ngt. Deswegen
existiert ein Tensor dritter Stufe T , genannt Torsion, mit der Eigenschaft
T [·,u,v] := ∇u v −∇v u− [u,v] (2.120)
und
T ijk = −T ikj = (Λijk − Λikj)− Cijk (2.121)
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fu¨r beliebige Vektorfelder u, v. Man bezeichnet den affinen Zusammenhang ∇ (nicht seine
Symbole) torsionsfrei oder symmetrisch genau dann, wenn die Torsion T verschwindet. Man
unterscheidet zwei Fa¨lle:
a) Das Basissystem {gi} ist holonom. Dann verschwinden die Symbole Cijk und T ijk = Λijk −
Λikj. In diesem Fall ist der Zusammenhang genau dann symmetrisch, wenn Λ
i
jk = Λ
i
kj ist.
b) Das Basissystem {gi} ist anholonom. Dann verschwinden die Symbole Cijk nicht. Der Zu-
sammenhang ist genau dann symmetrisch, wenn T = 0 ⇔ Λijk − Λikj = Cijk. In Worten: Λijk
ist nicht symmetrisch. Ist T 6= 0 so kann Λijk sowohl symmetrisch als auch nicht symmetrisch
sein.
2.6 Darstellungsformeln fu¨r die Objekte des Zusammenhangs
Wir haben in Kapitel 2.3 gesehen, dass die Levi-Civita kovariante Ableitung der Metrik ver-
schwindet (s. (2.98)). Dies trifft natu¨rlich fu¨r eine allgemeine kovariante Ableitung nicht mehr
zu. Sind Λmik die Symbole des Zusammenhanges in Bezug auf die Basis {gi} und definiert man
−Qlik ≡ −Qlki := ∂lgik − Λmli gmk − Λmlk gim , (2.122)
dann ist i.A. Qlik 6= 0. Ausgehend von Gleichung (2.122) werden wir eine Darstellungsformel
fu¨r Λmlk aufbauen. Durch zyklisches Vertauschen von Indizes folgt aus (2.122)
−Qikl = ∂igkl − Λmik gml − Λmil gkm (2.123)
und
−Qkli = ∂kgli − Λmkl gmi − Λmki glm . (2.124)
Addiert man (2.123) zu (2.122) und zieht davon (2.124) ab, so erha¨lt man nach einigen Um-
rechnungen
Λril =
1
2
grk (∂lgik + ∂igkl − ∂kgli) + 1
2
(Λril − Λrli)− 1
2
grk gim (Λ
m
lk − Λmkl)
−1
2
gkr gml (Λ
m
ik − Λmki) + 1
2
grk (Qlik +Qikl −Qkli) , (2.125)
oder unter Beachtung von (2.121)
Λril =
1
2
grk (∂lgik + ∂igkl − ∂kgli) + 1
2
(Cril + Clri − Cilr)
+
1
2
(T ril + Tlri − Tilr) + 12 (Qli
r +Qirl −Qrli) . (2.126)
Die Gleichung (2.126) ist eine recht allgemeine Darstellungsformel fu¨r die Symbole des Zusam-
menhangs in Bezug auf eine zuerst beliebige Basis {gi}. Die Gro¨ßen Γril := 12 grk (∂lgik+∂igkl−
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∂kgli) wollen wir hier als Christoffel - Symbole bezeichnen. Die Gleichung (2.126) entha¨lt drei
wichtige Sonderfa¨lle:
1) Der Zusammenhang ist symmetrisch (torsionsfrei). Dann verschwindet der Klammeraus-
druck mit den Komponenten des Torsionstensors.
2) Die Basis {gi} ist holonom. Dann verschwindet der Klammerausdruck mit den Objekten
der Anholonomie.
3) Der Zusammenhang ist vertra¨glich mit der Metrik (metrischer Zusammenhang). Dann ver-
schwindet die kovariante Ableitung der Metrik und deswegen auch der Klammerausdruck mit
den Symbolen Qlir.
Die Formel (2.126) erlaubt es außerdem, folgenden Satz zu beweisen.
Satz: ”Es gibt genau einen Zusammenhang, der symmetrisch (torsionsfrei) und metrisch ist.”
Zum Beweis nimmt man zuerst an, dass ein solcher Zusammenhang existiert. Da er torsionsfrei
und metrisch ist, ergibt sich aus (2.126) fu¨r diesen Zusammenhang, dessen Symbole wir relativ
zu {gi} mit λril bezeichnen wollen
λril =
1
2
grk (∂lgik + ∂igkl − ∂kgli) + 1
2
(Cril + Clri − Cilr) . (2.127)
Die rechte Seite von (2.127) ist wohldefiniert. Somit existiert der angenommene Zusammen-
hang tatsa¨chlich und er ist eindeutig. Umgekehrt kann man fu¨r λril in (2.127) durch Basis-
wechsel zeigen, dass dies Symbole eines Zusammenhangs sind. Durch Ausrechnen wird man
ferner ermitteln, dass λril−λrli = Cril gilt. Das bedeutet, der durch (2.127) eingefu¨hrte Zusam-
menhang ist symmetrisch. Man wird also besta¨tigen, dass die kovariante Ableitung der Metrik
∂lgik − λmli gmk − λmlk gim fu¨r λmli gema¨ß (2.127) identisch verschwindet. Demzufolge ist der
durch (2.127) eingefu¨hrte Zusammenhang auch metrisch. Dies vervollsta¨ndigt den Beweis.
Wir errineren daran, dass der Levi-Civita-Zusammenhang symmetrisch und metrisch ist. Also
stellt (2.127) den Levi-Civita-Zusammenhang dar. Dies ist auch der Grund fu¨r die gewa¨hlte
Notation auf der linken Seite von (2.127).
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Bekannterweise a¨ndert sich ein Vektor bei paralleler Verschiebung in einer Euklidischen Man-
nigfaltigkeit nicht. Dies motiviert einen Vektor entlang zwei verschiedener Wege C1 und C2
von einem Punkt P zu einem Punkt R parallel zu transportieren. Die Differenz zwischen den
resultierenden Vektoren am Punkt R ist ein Maß fu¨r die Abweichung des Raumes von Euklidi-
schen Verha¨ltnissen. Diese Differenz wird, wie wir sehen werden, mit Hilfe des Riemannschen
Kru¨mmungstensors zum Ausdruck gebracht. In der Abbildung 2.3 sind zwei Wege C1 und C2
erkennbar, die jeweils vom Punkt P zum Punkt R fu¨hren. Ein Vektor v0 am Punkt P wird
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Abbildung 2.3: Parallele Verschiebung eines Vektors in einer nicht Euklidischen
Mannigfaltigkeit.
parallel verschoben zum Punkt R, zuerst entlang C1 u¨ber Punkt Q. Alle Wege werden mit
dimensionslosen Parametern λ und µ parametrisiert. Entlang des Weges von P (Parameter λ0,
µ0) bis Q (Parameter λ0 +∆λ, µ0) bleibt µ = µ0 = konst., wa¨hrend entlang des Weges von Q
bis R (Parameter λ0 +∆λ, µ0 +∆λ) bleibt λ = λ0 +∆λ = konst. Das durch die parallele Ver-
schiebung resultierende Vektorfeld bezeichnen wir mit v = v(λ, µ). Es ist v(λ0, µ0) = vp ≡ v0.
Den Weg C1 stellen wir uns mit Funktionen θ¯
k = θ¯k(λ, µ) beschrieben vor. Den Wert von v am
Punkt R als Ergebnis der parallelen Verschiebung entlang C1 bezeichnen wir mit v1R. Dabei
kennzeichnet der Index 1 den Weg 1. Des Weiteren wird folgende asymptotische Entwicklung
zu Grunde gelegt:
v1R = vQ +
(
∂v
∂µ
)
Q
∆µ+
1
2
(
∂2v
∂µ2
)
Q
(∆µ)2 +O(ε3) , (2.128)
mit
ε := max {∆λ,∆µ} . (2.129)
In diese Gleichung setzen wir
vQ = vP +
(
∂v
∂λ
)
P
∆λ+
1
2
(
∂2v
∂λ2
)
P
(∆λ)2 +O(ε3) , (2.130)(
∂v
∂µ
)
Q
=
(
∂v
∂µ
)
P
+
(
∂
∂λ
∂v
∂µ
)
P
∆λ +O(ε3) , (2.131)
(
∂2v
∂µ2
)
Q
=
(
∂2v
∂µ2
)
P
+O(ε3) , (2.132)
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ein und bekommen
v1R = vP +
(
∂v
∂λ
)
P
∆λ +
1
2
(
∂2v
∂λ2
)
P
(∆λ)2 +
(
∂v
∂µ
)
P
∆µ
+
(
∂
∂λ
∂v
∂µ
)
P
∆λ∆µ+
1
2
(
∂2v
∂µ2
)
P
(∆µ)2 +O(ε3) . (2.133)
Andererseits wird v0 entlang des Weges C2 zum Punkt R parallel verschoben und bekommt am
Punkt R den Wert v2R. Entlang des Weges C2 ist zwischen P und S (Parameter λ0, µ0 +∆µ)
λ = λ0 = konst. und zwischen S und R, µ = µ0 +∆µ = konst. A¨hnlich wie oben findet man
v2R = vP +
(
∂v
∂µ
)
P
∆µ+
1
2
(
∂2v
∂µ2
)
P
(∆µ)2 +
(
∂v
∂λ
)
P
∆λ
+
(
∂
∂µ
∂v
∂λ
)
P
∆λ∆µ+
1
2
(
∂2v
∂λ2
)
P
(∆λ)2 +O(ε3) . (2.134)
Auf diese Weise wird die Differenz v1R − v2R durch
v1R − v2R =
{
∂
∂λ
∂v
∂µ
− ∂
∂µ
∂v
∂λ
}
P
∆λ∆µ+O(ε3) (2.135)
approximiert. Der Punkt P ist beliebig ausgewa¨hlt und es kann auf seine Erwa¨hnung verzichtet
werden. Dann gilt
lim
ε→0
v1R − v2R
∆λ∆µ
=
∂
∂λ
∂v
∂µ
− ∂
∂µ
∂v
∂λ
. (2.136)
Jetzt fu¨hren wir die Notation ˙¯θk = ∂θ¯k/∂λ, ´¯θk = ∂θ¯k/∂µ ein und nehmen die Darstellung
v = vi gi = v¯
i g¯i an. Zusa¨tzlich setzen wir voraus, dass unsere Mannigfaltigkeit M mit einem
Zusammenhang ausgeru¨stet ist, dessen Symbole Λ¯rij in Bezug auf die Basis {g¯} sind. Gema¨ß
(2.82) berechnet man fu¨r die Ableitung ∂v/∂λ
∂v
∂λ
=
∂v¯i
∂λ
g¯i +
˙¯θj v¯i
∂2x
∂θ¯j ∂θ¯i
, (2.137)
oder, da v aus einer parallelen Verschiebung entsteht (vgl. (2.75))
∂v
∂λ
= ˙¯θj v¯i
∂2x
∂θ¯j ∂θ¯i
− Λ¯rji ˙¯θj v¯i g¯r =
(
∂2x
∂θ¯j ∂θ¯i
− Λ¯rji g¯r
)
˙¯θj v¯i . (2.138)
Weitere Differentiation nach µ liefert
∂
∂µ
∂v
∂λ
=
(
∂3x
∂θ¯m ∂θ¯j ∂θ¯i
− (∂¯m Λ¯rji) g¯r − Λ¯rji ∂¯mg¯r
)
´¯θm ˙¯θj v¯i
+
(
∂2x
∂θ¯j ∂θ¯i
− Λ¯rji g¯r
)
( ˙¯θj)
′
v¯i −
(
∂2x
∂θ¯j ∂θ¯i
− Λ¯rji g¯r
)
˙¯θj Λ¯imn
´¯θm v¯n . (2.139)
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Durch Vertauschen von (·)′ durch (·)· entsteht daraus
∂
∂λ
∂v
∂µ
=
(
∂3x
∂θ¯m ∂θ¯j ∂θ¯i
− (∂¯m Λ¯rji) g¯r − Λ¯rji ∂¯mg¯r
)
˙¯θm ´¯θj v¯i
+
(
∂2x
∂θ¯j ∂θ¯i
− Λ¯rji g¯r
)
(´¯θj)· v¯i −
(
∂2x
∂θ¯j ∂θ¯i
− Λ¯rji g¯r
)
´¯θj Λ¯imn
˙¯θm v¯n . (2.140)
Nach Einsetzen in (2.136) erha¨lt man
lim
ε→0
v1R − v2R
∆λ∆µ
= (∂¯j Λ¯
r
mi − ∂¯m Λ¯rji + Λ¯rjn Λ¯nmi − Λ¯rmn Λ¯nji) g¯r ˙¯θm ´¯θj v¯i , (2.141)
oder
lim
ε→0
v1R − v2R
∆λ∆µ
= R¯rijm g¯r v¯i ´¯θj ˙¯θm
= (R¯rijm g¯r ⊗ g¯i ⊗ g¯j ⊗ g¯m)[v, ´¯θs g¯s, ˙¯θl g¯l]
= R[v, ´¯θs g¯s,
˙¯θl g¯l] . (2.142)
Mit
R = R¯rijm g¯r ⊗ g¯i ⊗ g¯j ⊗ g¯m (2.143)
folgt dann
R¯rijm := ∂¯j Λ¯rmi − ∂¯m Λ¯rji + Λ¯rjn Λ¯nmi − Λ¯rmn Λ¯nji . (2.144)
Auf der linken Seite von (2.142) steht ein Vektor. Also, stellt die rechte Seite von (2.142)
einen Vektor dar. Zusa¨tzlich ist die rechte Seite von (2.142) eine lineare Funktion der Vektoren
v, ´¯θs g¯s,
˙¯θl g¯l. Folglich ist R ein Tensor vierter Stufe, den man als Riemannschen Kru¨mmungs-
tensor bezeichnet.
Im Bezug auf eine beliebige Basis {gi} hat R die Komponenten Rpqst. Die Beziehung zwischen
Rpqst und R¯rijm ergibt sich aus (2.20)
Rpqst = (A−1)pr Aiq AjsAmt R¯rijm . (2.145)
Es ist von Interesse die Komponenten Rpqst entsprechend (2.144) in Abha¨ngigkeit von Λijk
auszudru¨cken. Sicherlich kann man eine solche Darstellung durch geeignetes Einsetzen in (2.145)
herleiten. Dieser Weg erweist sich jedoch als sehr aufwa¨ndig und mu¨hsam. Daher wollen wir
uns einer anderen Mo¨glichkeit bedienen. Um genauer zu sein, betrachten wir einen Vektor
w = wi g
i = w¯i g¯
i und bilden folgende Differenz von kovarianten Ableitungen (vgl. (2.50) und
(2.52))
∇¯k ∇¯j w¯i − ∇¯j ∇¯k w¯i = (∂¯j w¯i − Λ¯rji w¯r)|k − (∂¯k w¯i − Λ¯rki w¯r)|j
= (∂¯j Λ¯
r
ki − ∂¯k Λ¯rji + Λ¯mki Λ¯rjm − Λ¯mji Λ¯rkm) w¯r
+ (Λ¯mjk − Λ¯mkj) ∇¯m w¯i (2.146)
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oder
∇¯k ∇¯j w¯i − ∇¯j ∇¯k w¯i = R¯rijk w¯r + T¯ mjk ∇¯m w¯i . (2.147)
Um dieselbe Differenz relativ zur beliebigen Basis {gi} darzustellen, beno¨tigen wir die Beziehung
∂i ∂j(·)− ∂j ∂i(·) = Ckij ∂k(·) , (2.148)
die aus der Definition (2.28) folgt. Dann findet man zuna¨chst
∇k∇j wi −∇j ∇k wi = {∂j Λrki − ∂k Λrji + ΛmkiΛrjm − ΛmjiΛrkm}wr
+ Cmkj ∂m wi + (Λmjk − Λmkj)∇mwi . (2.149)
Wir verwenden hier (2.121) und erhalten
∇k∇j wi −∇j ∇k wi = {∂j Λrki − ∂k Λrji + ΛmkiΛrjm − ΛmjiΛrkm + Cmkj Λrmi}wr
+ T mjk∇m wi .
(2.150)
Die linke Seite und der letzte Term auf der rechten Seite von (2.150) stellen jeweils einen Tensor
zweiter Stufe dar. Deswegen muss auch die geschweifte Klammer auf der rechten Seite ein Tensor
zweiter Stufe sein. Aus dem Vergleich zwischen (2.150) und (2.147) sieht man sofort, dass
Rrijm = ∂j Λrmi − ∂m Λrji + ΛrjnΛnmi − Λrmn Λnji + Cnmj Λrni . (2.151)
2.8 Charakterisierung einer Mannigfaltigkeit
Eine Mannigfaltigkeit wird durch eine Metrik, einen Zusammenhang und einen Riemannschen
Kru¨mmungstensor charakterisiert.
Eine Euklidische Mannigfaltigkeit ist ausgeru¨stet mit einer Euklidischen Metrik und einem
Levi-Civita-Zusammenhang, dessen Symbole im Bezug auf kartesische Koordinaten verschwin-
den. Deswegen verschwindet der Riemannsche Kru¨mmungstensor identisch. Umgekehrt gilt (s.
Schouten [76], S.142), dass jede Mannigfaltigkeit mit symmetrischem, metrischem Zusammen-
hang und verschwindendem Riemannschen Kru¨mmungstensor eine Euklidische Mannigfaltigkeit
darstellt.
In einer Mannigfaltigkeit mit verschwindendem Riemannschen Kru¨mmungstensor ist das Ergeb-
nis der parallelen Verschiebung eines Vektors von einem Punkt P zu einem Punkt Q unabha¨ngig
vom Weg. Man sagt auch, dass solche Mannigfaltigkeiten die Eigenschaft des Tele- oder Fern-
parallelismus aufweisen oder, dass solche Mannigfaltigkeiten flach sind.
Eine Mannigfaltigkeit heißt Riemannisch wenn, sie mit einer Riemannschen Metrik, einem
symmetrischen, metrischen Zusammenhang und einem nicht verschwindenden Riemannschen
Kru¨mmungstensor ausgestattet ist. Man sagt auch, die Mannigfaltigkeit sei gekru¨mmt.
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In der Plastizita¨tstheorie kann es vorkommen, dass die Metrik Euklidisch ist, dagegen der Zu-
sammenhang nicht metrisch und nicht symmetrisch ist. Der Riemannsche Kru¨mmungstensor
kann verschwinden oder nicht verschwinden. Solche Mannigfaltigkeiten werden allgemein als
nicht Riemannsch bezeichnet.
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der Kinematik
3.1 Physikalische Motivation
Reale Materialien besitzen im Mikrobereich musterartige Strukturen mit diskret verteilter Mas-
se. Es ist somit wichtig fu¨r die mechanischen Eigenschaften eines Punktes im materiellen Ko¨rper,
das mechanische Verhalten einer ganzen Umgebung um den entsprechenden Punkt zu betrach-
ten. Um diesen Sachverhalt mit den Mitteln der Kontinuumsmechanik zu erfassen, denken wir
uns zu jedem makroskopischen materiellen Punkt ein Mikrokontinuum (Mikrostruktur) an-
geheftet (s. z.B. Grammenoudis & Tsakmakis [40] und die darin zitierte Literatur). Die
Mikrostruktur dient der pha¨nomenologischen Modellierung der Mikrophysik des betrachteten
Ko¨rpers. Dies geschieht durch die Hypothese, dass das Mikrokontinuum in irgendeinem Sinne
mechanisch a¨quivalent zu einer Umgebung des betrachteten Punktes des realen Materials ist. Al-
lerdings wird die Masse im Mikrokontinuum als kontinuierlich verteilt angenommen. Insgesamt
gilt Folgendes: Das Mikrokontinuum ist im Allgemeinen fiktiv, besitzt konzeptuellen Charak-
ter und kann beliebig ausgedehnt sein. Ein mikropolares Kontinuum ist ein materieller Ko¨rper
(Menge aus materiellen Punkten) an dessen Punkten jeweils ein Mikrokontinuum angeheftet
ist, das einen starren Ko¨rper darstellt. Im folgenden werden die grundlegenden kinematischen
Beziehungen und die Konzepte fu¨r das mikropolare Kontinuum vorgestellt.
3.2 Bezugs- und Momentankonfiguration
Der Vorgehensweise von Grammenoudis & Tsakmakis [40] folgend, betrachten wir einen
materiellen Ko¨rper B (makroskopisches Kontinuum oder makroskopisches Material oder Ma-
krokontinuum oder u¨bergeordneter materieller Ko¨rper) mit Elementen X ,Y , ..., der im dreidi-
mensionalen Euklidischen Punktraum E abgebildet werden kann. Sei P ein beliebiger Punkt aus
E . Ein Vektor vP ≡ (P,v) am Punkt P ist ein am Punkt P gebundener Vektor mit v ∈ E (E:
Euklidischer Vektorraum). Man bezeichnet P als Angriffspunkt und v als Vektoranteil. Die Ge-
samtheit aller Vektoren am Punkt P spannt einen Vektorraum auf, den Tangentialvektorraum
TP E des Punktes P . Nach Wahl eines Ursprungs O ∈ E kann jeder Raumpunkt P ∈ E durch
einen Ortsvektor pO = (O,p) ∈ TOE identifiziert werden. Es ist in der klassischen Mechanik
u¨blich, pO ≡ p zu setzen und aus dem Zusammenhang zu erkennen, ob pO oder p gemeint ist.
Ferner setzt man p gleich P und spricht von einem Punkt p ∈ E . Wir werden diese Notati-
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on im Wesentlichen befolgen und nur an einigen besonderen Stellen den genauen Sachverhalt
erla¨utern.
Es wird nun angenommen, dass ein materieller Ko¨rper B′(X ) (Mikrokontinuum, oder mikrosko-
pisches Kontinuum, oder Mikrostruktur), mit Elementen X ′,Y ′, ..., an jedem materiellen Punkt
X ∈ B angeheftet ist. Genauer genommen, ist der Ko¨rper B′ u¨berall der gleiche. Das hier be-
trachtete Makrokontinuum entspricht dem ”overall material” in Mindlin’s Theorie (s.Mindlin
[72]) und ist i.A. von dem dort eingefu¨hrten ”macromaterial” verschieden. Eine Konfiguration
des Ko¨rpers B und seiner Mikrostruktur B′ ist eine Abbildung der Form
(k, k′) : (B,B′) → E × E , (3.1)
(X ,X ′) 7→
(
k = k(X )
k′ = k′(X ,X ′)
)
, (3.2)
wobei k(B), k′(X ,B′) offene, einfach zusammenha¨ngende Untermengen von E sind. Wir be-
zeichnen k(B) und k′(X ,B′) als die Raumbereiche in E unter der Konfiguration (k, k′). Wir
werden auch (k, k′) ≡ (k,k′) schreiben und k(B) ≡ k(B), k′(X ,B′) ≡ k′(X ,B′) setzen. Hierbei
ist k(X ) ein Ortsvektor relativ zum Ursprung O und k′(X ,X ′) ein Ortsvektor mit k(X ) ∈ E als
Angriffspunkt, der zum Raumpunkt zugeordnet zu X ′ fu¨hrt. Eine fest gewa¨hlte Konfiguration
(χR,χ
′
R) heißt Referenz - oder Bezugskonfiguration von (B,B′)
(X ,X ′) 7→
(
X = χR(X )
X′ = χ′R(X ,X ′)
)
, (3.3)
wa¨hrend eine Bewegung von (B,B′) in E × E eine einparametrige Familie von Konfigurationen
(χ,χ′) ist, die mit der Zeit t ∈ I (I ⊂ R, I : Intervall) parametrisiert wird
(χ,χ′) : B × B′ × I → E × E , (3.4)
(X ,X ′, t) 7→
(
x = χ(X , t)
x′ = χ′(X ,X ′, t)
)
. (3.5)
Wie u¨blich wird fu¨r t = fest angenommen, dass die Funktion (χ,χ′) eine Inverse besitzt, so dass
X ,X ′ durch x,x′ ausgedru¨ckt werden ko¨nnen. Im Falle, dass die Bewegung von (B,B′) zur Zeit t0
startet, bezeichnet man (χ(·, t0), χ′(·, ·, t0) ) als Anfangskonfiguration. Entsprechend bezeichnet
man (χ(·, t), χ′(·, ·, t) ) auch als aktuelle oder Momentan- oder Eulersche Konfiguration. In
dieser Arbeit wird die Anfangskonfiguration als Bezugskonfiguration genommen:
X = χ(X , t0) ≡ χR(X ) , (3.6)
X′ = χ′(X ,X ′, t0) ≡ χ′R(X ,X ′) . (3.7)
Alle Konfigurationen, die sich von der Bezugskonfiguration unterscheiden, werden ra¨umliche
Konfigurationen genannt. Ferner wird vorausgesetzt, dass fu¨r t = fest alle Inversen existieren.
Damit kann die Bewegung mit Hilfe von X,X′ beschrieben werden. Um viele Notationssymbole
zu vermeiden, werden wir dieselben Bezeichnungen fu¨r die Bewegung in Abha¨ngigkeit vonX,X′,
wie in (3.5) benutzen:
(X,X′, t) 7→
(
x = χ(X, t)
x′ = χ′(X,X′, t)
)
. (3.8)
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Wir werden weiterhin
u = u(X, t) := x−X (3.9)
fu¨r den makroskopischen Verschiebungsvektor schreiben. Im Allgemeinen ist X ∈ TO E und
x ∈ To E , wobei o ∈ E ein zweiter Ursprung in E ist. Wenn jedoch nichts anderes gesagt wird,
werden wir o ≡ O setzen. Wir werden mit folgenden Raumbereichen arbeiten: RR := χR(B),
Rt := χ(B, t), R′R(X) := χ′R(X ,B′), R′t := χ′(X ,B′, t). Die Funktionen (χ,χ′) in (3.8) heißen
Deformation von der Bezugs- auf die Momentankonfiguration.
Die Verwendung von Mikrostrukturen in der Kontinuumsmechanik geht auf Mindlin [72] und
Eringen (s. z.B. [31]) zuru¨ck. In unserem Fall ist das Mikrokontinuum fiktiv bzw. konzep-
tuell und kann beliebige Abmessungen (s. Abbildung 3.1) aufweisen. Insbesondere braucht der
Raumbereich des jeweiligen Mikrokontinuums nicht im Raumbereich des Makrokontinuums ent-
halten zu sein. Wie schon in Abschnitt 3.1 erwa¨hnt wurde, fu¨hrt das Mikrokontinuum in einem
mikropolaren Material nur Starrko¨rperbewegungen durch.
( )
( )
x
x
x
R
R
R
R
X
X X
O
R
R
Abbildung 3.1: Der Raumbereich R′R(X) (bzw. R
′
t(x)) braucht nicht Teilmenge von RR (bzw.
Rt) zu sein.
3.3 Makro- und Mikrodeformationsgradient
Die Deformation des Makrokontinuums kann durch den Gradient
∂χ
∂X
:= GRADχ(X, t) (3.10)
charakterisiert werden. ImWeiteren unterscheiden wir zwischen dem Gradientenoperator GRAD,
der sich auf X in RR bezieht und dem Gradientenoperator grad, der sich auf x in Rt bezieht.
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In der klassischen Mechanik wird nicht explizit Ru¨cksicht auf den Angriffspunkt von Vektoren
genommen und GRADχ wird als lineare Abbildung F : E → E, mit F= GRADχ angesehen,
so dass in linearer Na¨herung
x− x0 = F(X0, t) [X−X0] , (3.11)
mit x0 = χ(X0, t) und X0 ∈ RR gilt. In einer differentialgeometrischen Betrachtung ist F das
Tangential der Punktabbildung χ, d.h. F ist eine Abbildung der Form
F : TRR → TRt . (3.12)
Man schreibt TRR bzw. TRt fu¨r das Tangentialbu¨ndel von RR bzw. Rt:
TRR :=
⋃
X∈RR
TXRR , TRt :=
⋃
x∈Rt
TxRt . (3.13)
Wir werden F als Deformationsgradient der makroskopischen Bewegung oder einfach Makro-
deformationsgradient bezeichnen. F(X, t) ist daher ein Zweipunkttensor, der auf einen Vektor
(X,W) ∈ TXRR wirkt und einen Vektor (x, (GRADχ) [W]) ∈ TxRt liefert
F(X, t) : TXRR → TxRt ,
(X,W) 7→ F[X,W] = (x, (GRADχ)[W] ) . (3.14)
Ganz allgemein besteht ein Zweipunkttensor aus zwei Anteilen. Der erste bezieht sich auf die
Punktabbildung, d.h. die Verschiebung des Angriffspunktes des Vektors. Der zweite Anteil ist
die lineare Abbildung, die auf gewo¨hnliche Vektoren in E wirkt und durch GRADχ fu¨r F
gegeben ist. Die Entwicklung (3.11) wird dann folgendermaßen verstanden: Die Ortsvektoren
x,x0,X,X0 sind am Ursprung O gebunden und es gilt (x− x0) ∈ TO E bzw. (X−X0) ∈ TO E .
Sei Sx0 ein Shifter
Sx0 : Tx0 Rt → TO E ,
(x0,w) 7→ Sx0 [x0,w] := (O,w) . (3.15)
In Worten: Sx0 schiebt den Angriffspunkt von x0 zu O und la¨ßt den Vektoranteil unvera¨ndert.
Man merke, dass Shifter orthogonale Abbildungen sind (vgl. Marsden & Hughes [67], Sect.
1.3). Analogerweise definiert man einen Shifter
SX0 : TX0 RR → TO E ,
(X0,W) 7→ SX0 [X0,W] := (O,W) . (3.16)
Ausgedru¨ckt in Termen mit gebundenen Vektoren lautet dann (3.11)
S−1x0 [x− x0] = F(X0, t) S−1X0 [X−X0] , (3.17)
bzw.
x− x0 = (Sx0 F(X0, t)S−1X0 ) [X−X0] . (3.18)
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Wie schon erwa¨hnt, ist es u¨blich in der klassischen Kontinuumsmechanik den linearen Anteil
eines Tensors Ψ auch mit Ψ zu bezeichnen. Wir werden weitgehend die klassische Notation
benutzen und nur an einigen Stellen die differentialgeometrischen Zusammenha¨nge erla¨utern.
Bekannterweise transformiert sich F unter u¨berlagerten Starrko¨rperrotationen Q auf die Mo-
mentankonfiguration gema¨ß
F → F∗ = QF . (3.19)
Der rechte Cauchy-Green-Deformationstensor C und der linke Cauchy-Green-Deformationstensor
B sind durch
C = FTF = U2 , B = FFT = V2 (3.20)
gegeben. Die Tensoren U und V heißen jeweils die rechte und die linke Streckung und sind
jeweils symmetrisch und positiv definit. Beide kommen in der polaren Zerlegung von F vor
F = RU = VR , (3.21)
wobei R einen eigentlich orthogonalen Tensor darstellt. R repra¨sentiert eine Rotation. Oft wird
R als materielle Rotation bezeichnet. Im Unterschied zu F(X, t) ist U(X, t) ein Endomorphis-
mus, d.h.
U(X, t) : TXRR → TXRR . (3.22)
Es folgt unmittelbar daraus, dass R(X, t) einen Zweipunkttensor (vgl. Marsden & Hughes
[67], S.51)
R(X, t) : TXRR → TxRt , (3.23)
und V(X, t) einen Endomorphismus
V(X, t) : TxRt → TxRt (3.24)
darstellen. Anders als beim Makrodeformationsgradient F brauchen die Felder R,U,V keine
Kompatibilita¨tsbedingungen zu erfu¨llen, d.h. sie stellen i.A. keine Gradienten dar. Wir sagen
auch, dass R,U,V inkompatible oder lokale Deformationen beschreiben (s. dazu Grammenou-
dis & Tsakmakis [40] und die darin zitierte Literatur). Demnach beschreibt F eine kompatible
bzw. globale Deformation von der Bezugs- auf die Momentankonfiguration.
Mit F wird auch der (makroskopische) ra¨umliche Geschwindigkeitsgradient L ausgedru¨ckt
L = gradx˙ = F˙F−1 = D+W , (3.25)
wobei D die (makroskopische) Eulersche Deformationsgeschwindigkeit und W den (makrosko-
pischen) Wirbel - oder materiellen Spintensor bedeuten.
Analog zu (3.10) wird die Deformation des Mikrokontinuums durch die mikroskopische Rotation
oder mikropolare Rotation oder Mikrorotation
R¯(X, t) :=
∂χ′
∂X′
, R¯T = R¯−1 , detR¯ = 1 (3.26)
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charakterisiert. Man merke: R¯ ist homogen u¨ber R′R(X) verteilt, so dass R¯(X, t) als Abbildung
von TXR
′
R(X) auf TxR
′
t(x) fu¨r beliebige X
′ gedacht werden kann. Insbesondere gilt
R¯(X, t) : TXR
′
R(X) ≡ TXRR → TxR′t(x) ≡ TxRt , (3.27)
wovon wir o¨fters Gebrauch machen werden.
An dieser Stelle wird folgendes bemerkt: Sei A ∈ TXRR ein Lagrangesches Vektorfeld und
a = R¯A ∈ TxRt das Eulersche Gegenstu¨ck davon. Seien ferner a,A jeweils objektive Felder, d.h.
unter u¨berlagerten Starrko¨rperrotationen Q auf die Momentankonfiguration, transformieren
sich a,A gema¨ß a∗ = Qa = QR¯A = R¯∗A∗, mit A∗ = A. Dann folgt
R¯ → R¯∗ = QR¯ . (3.28)
Eringen & Kafadar [33] und Steinmann [81] folgend benutzen wir R¯, um den Deformati-
onsgradient F multiplikativ gema¨ß
F = R¯U¯ = V¯R¯ (3.29)
zu zerlegen. Im Gegensatz zum linken und rechten Strecktensor aus der polaren Zerlegung (3.21)
sind die Tensoren U¯ und V¯ nicht symmetrisch. Aus (3.14) und (3.27) sieht man sofort, dass
U¯(X, t) und V¯(X, t) jeweils als Endomorphismen von TXRR auf TXRR und von TxRt auf TxRt
zu verstehen sind. In Anlehnung an Eringen (s. z.B. [32], S.24) nennen wir
Ω := ˙¯RR¯T = −ΩT (3.30)
den microgyration tensor. Fu¨r den axialen Vektor ω = ωn en des antisymmetrischen Tensors
Ω = Ωij ei ⊗ ej (3.31)
gilt
Ωij = ejim ω
m , (3.32)
wobei {ei} eine orthonormale Basis bedeutet. Die Funktion der Deformation kann mit Hilfe von
R¯ wie folgt spezialisiert werden. Die Starrko¨rperbewegung des Mikrokontinuums wird durch die
Angabe der Bewegung dreier nichtkomplanarer materieller Punkte X ′i , i =1,2,3 eindeutig fest-
gelegt. Zur Zeit t = t0 fu¨hren vom Raumpunkt X die Ortsvektoren Φi ≡ X′i zu den materiellen
Punkten X ′i . Alle Informationen der Vorschrift (3.3) lassen sich also durch die Abbildung
Φi = χ
′
R(X ,X ′i ) (3.33)
erfassen. Zum Zeitpunkt t fu¨hren zu den materiellen Punkten X ′i , von x aus gesehen, die Orts-
vektoren ϕi
ϕi = ϕi(X,Φj, t) = R¯(X, t)Φi . (3.34)
Die Deformation (3.8) la¨sst sich somit a¨quivalenterweise durch die Abbildung
x = χ(X, t) , (3.35)
ϕi = R¯(X, t)Φi (3.36)
ausdru¨cken. Im Folgenden nehmen wir an, dass Φi als Feld Φi(X) vorliegt. Damit wird dann
durch die Abbildungen (3.35) und (3.36) eine Deformation von der Bezugs- auf die Momentan-
konfiguration reflektiert.
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3.4.1 Koordinaten-Systeme
Das folgende Kapitel gibt im Wesentlichen die Ausfu¨hrungen in Grammenoudis & Tsakma-
kis [40] wieder.
Es sei an dieser Stelle noch an folgenden Sachverhalt erinnert. Der Tangentialvektorraum ei-
nes beliebigen Punktes in einer beliebigen Konfiguration ist per Definition ein Euklidischer
Vektorraum. Das Euklidische skalare Produkt in diesem Vektorraum wird mit einem Punkt
bezeichnet. In jedem Tangentialvektorraum kann (lokal) immer ein orthonormales Basissystem
gefunden werden in Bezug auf dessen die Komponenten des Metriktensors durch das Kronecker
Delta gegeben werden. Sind diese Basisvektoren gleichzeitig Koordinatenbasisvektoren eines
globalen Koordinatensystems, dann bildet das Kronecker Delta u¨berall die Metrikkoeffizienten
fu¨r die Mannigfaltigkeit. Der Metriktensor der Mannigfaltigkeit ist dann (u¨berall) der Ein-
heitstensor und die Mannigfaltigkeit ist Euklidisch. Tritt dieser Fall nicht ein, sind die Tan-
gentialvektorra¨ume immer noch Euklidisch, die Mannigfaltigkeit jedoch nicht. Sie besitzt einen
Metriktensor, der sich i.A. vom Einheitstensor unterscheidet. Anders ausgedru¨ckt, kann keine
Koordinatentransformation gefunden werden, die zu einem Koordinatensystem fu¨hrt, in dem die
Metrikkoeffizienten Kronecker Delta’s sind. Jedoch werden Komponenten tensorieller Gro¨ßen
mit Hilfe des Euklidischen skalaren Produkts weiter angegeben, welches in den Tangentialvek-
torra¨umen der Mannigfaltigkeit stets gilt.
In der Kontinuumsmechanik wird vorausgesetzt, dass sowohl RR als auch Rt Euklidische Man-
nigfaltigkeiten bilden und somit mit Koordinatenlinien u¨berzogen werden ko¨nnen. Fu¨r unsere
Zwecke reicht es aus, die Annahme zu treffen, dass jeweils ein Koordinatensystem ausreicht, um
die Mannigfaltigkeit zu beschreiben. Es ist zweckma¨ßig ein kartesisches Koordinatesystem {XA}
in der Bezugskonfiguration RR und ein kartesisches Koordinatesystem {xi} in der Momentan-
konfiguration Rt auszuwa¨hlen. Diese induzieren jeweils die orthonormalen Koordinatenbasen
{EA}, mit EA ≡ EA und {ei}, mit ei ≡ ei, so dass
EA · EB = δAB , ei · ej = δij (3.37)
gilt. Große lateinische und kleine lateinische Indizes beziehen sich jeweils auf RR und Rt. Man
kann sich sowohl {XA} als auch {xi} u¨ber den ganzen Raum E erstreckt denken und die Orts-
vektoren X,x durch X = XAEA und x = x
i ei darstellen.
Es ist ferner zweckma¨ßig neben dem Basissystem {EA} ein weiteres orthonormales Basissystem
{E˜A} in der Bezugskonfiguration RR zu verwenden, definiert durch
E˜A ≡ E˜A := δAi R¯T ei . (3.38)
In solchen Beziehungen wird von Notationen der Form
αi = δiA α
A (3.39)
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Gebrauch gemacht, wobei αi eine beliebige indizierte Gro¨ße darstellt. Fu¨r den Makrodeforma-
tionsgradient F und die Mikrorotation R¯ ergeben sich dann folgende Darstellungen:
F = FiA ei ⊗ EA , FiA := ∂x
i
∂XA
, (3.40)
F−1 = (F−1)Ai EA ⊗ ei , (F−1)Ai =
∂XA
∂xi
, (3.41)
bzw.
R¯ = R¯iA ei ⊗EA , R¯−1 = (R¯−1)Ai EA ⊗ ei, mit R¯iA = (R¯−1)Ai . (3.42)
Fu¨r ein Vektorfeld
b = b(x, t) = b(χ(X, t), t) (3.43)
mit Werten aus TRR oder TRt, oder aus dem Tangentialbu¨ndel einer weiteren Konfiguration
erhalten wir einerseits
GRADb ≡ ∂b
∂XA
⊗ EA (3.44)
und andererseits
gradb ≡ ∂b
∂xi
⊗ ei =
(
∂b
∂xA
⊗ E˜A
)
R¯T . (3.45)
3.4.2 Relativer Gradient
Wichtig fu¨r das Nachfolgende sind die Begriffe des relativen Gradienten und der relativen ko-
varianten Ableitung. Der erste Begriff wurde von Noll [74] eingefu¨hrt und wurde als relative
kovariante Ableitung von Grammenoudis & Tsakmakis [40] verallgemeinert. In diesem und
dem na¨chsten Abschnitt werden die wesentlichen Aspekte der Ausfu¨hrungen aus
Grammenoudis & Tsakmakis [40] zusammengefasst.
Betrachte eine lineare Abbildung der Form
Ψ : TRR → TRt , Ψ(X, t) : TXRR → TxRt . (3.46)
Wir sagen, Ψ ist ein Deformationsfeld von der Bezugs- auf die Momentankonfiguration, wenn
Ψ(X) eine lokale Deformation in X induziert. Erfu¨llt Ψ keine Kompatibilita¨tsbedingungen,
so sagen wir, dass Ψ ein inkompatibles oder lokales Deformationsfeld darstellt. Demnach ist
der Makrodeformationsgradient F ein kompatibles oder globales Deformationsfeld und F(X, t)
erzeugt fu¨r jedes X eine lokale Deformation zu der eine globale Deformationsfunktion χ(X, t)
existiert. Dagegen ist die materielle Rotation R ein inkompatibles Deformationsfeld von der
Bezugs- auf die Momentankonfiguration. Man kann nun diese Definition sinngema¨ß auf beliebi-
ge Konfigurationen verallgemeinern, indem man TRR und TRt oder TXRR und TxRt in (3.46)
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durch das Tangentialbu¨ndel beliebiger Konfigurationen ersetzt. In diesem Sinne sind U,V in-
kompatible Deformationsfelder jeweils von der Bezugs- auf die Bezugskonfiguration und von der
Momentan- auf die Momentankonfiguration. Sei zuna¨chstΨ ein inkompatibles Deformationsfeld
wie in (3.46) definiert. Sei ferner b ein Eulersches Vektorfeld
b : Rt → TRt , (3.47)
so dass wegen (3.44) und (3.45)
gradb = (GRADb)F−1 (3.48)
gilt. In Anlehnung an Noll [74] wird der Gradient von b relativ zu Ψ (relativer Gradient)
durch
∇Ψb := (GRADb)Ψ−1 (3.49)
definiert. Auf eine a¨quivalente Formulierung kommt man nach Einfu¨hrung einer beliebigen Basis
{(gΨ)i} in Rt durch
(gΨ)i := δ
A
i (ΨEA) , (gΨ)
i := δiA (Ψ
T−1EA) . (3.50)
Dann folgt aus (3.49)
∇Ψb =
(
∂b
∂XA
⊗ EA
)
Ψ−1 =
∂b
∂X i
⊗ (gΨ)i . (3.51)
Um eine Komponentendarstellung des relativen Gradienten ∇Ψb in Bezug auf die Basis {(gΨ)i}
zu erhalten, setzen wir
b = bm (gΨ)m , (3.52)
Ψ = ΨiA ei ⊗EA , (3.53)
Ψ−1 = (Ψ−1)Ai EA ⊗ ei . (3.54)
Es ist
(gΨ)m = δ
A
mΨ
j
A ej , ej = δ
i
A (Ψ
−1)Aj (gΨ)i , (3.55)
∂(gΨ)m
∂X i
= δjB(Ψ
−1)Bn
∂ΨnA
∂X i
δAm (gΨ)j , (3.56)
und aus (3.51) wird
∇Ψ b = ∂b
m
∂X i
(gΨ)m ⊗ (gΨ)i + bm ∂(gΨ)m
∂X i
⊗ (gΨ)i
=
∂bm
∂X i
(gΨ)m ⊗ (gΨ)i + bm δjB (Ψ−1)Bn
∂ΨnA
∂X i
δAm (gΨ)j ⊗ (gΨ)i . (3.57)
Daraus folgt
∇Ψ b =
(
∂bj
∂X i
+ (ΛΨ)
j
im b
m
)
(gΨ)j ⊗ (gΨ)i , (3.58)
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mit
(ΛΨ)
j
im := δ
j
B (Ψ
−1)Bn
∂ΨnA
∂X i
δAm (3.59)
in Bezug auf die Basis {(gΨ)i}.
An dieser Stelle werden drei wichtige Bemerkungen gemacht. Erstens ist die Basis {(gΨ)i}
anholonom. Die Anholonomie Objekte (CΨ)
s
rm fu¨r die Basis {(gΨ)i} lauten (vgl. (2.62) und
(3.55))
(CΨ)
s
rm = δ
s
B (Ψ
−1)Bk
(
ΨnA δ
A
r
∂ΨkC
∂xn
δCm −ΨnD δDm ∂Ψ
k
E
∂xn
δEr
)
. (3.60)
Zweitens ist die Definition des Gradienten relativ zu Ψ zuna¨chst in Bezug auf eine Abbildung
Ψ eingefu¨hrt, die einen Zweipunkttensor darstellt. Dies kann aber sinngema¨ß auf beliebige in-
kompatible Deformationsfelder bzw. auf Kompositionen von inkompatiblen Deformationsfeldern
verallgemeinert werden. Das Vektorfeld kann dabei auf die Momentan-, die Bezugs- oder eine
ra¨umliche Konfiguration definiert sein. So wird z.B. der Gradient des Vektorfeldes b in (3.43)
relativ zu U durch
∇U b := (GRADb)U−1 (3.61)
definiert. Auf der anderen Seite folgt aus (3.48)
(GRADb) = (gradb)F (3.62)
und dies kann als Grundlage fu¨r die Definition von relativen Gradienten in Bezug auf den
Operator ”grad” dienen. Zum Beispiel kann der Gradient von b relativ zu V durch
∇¯V b := (gradb)V (3.63)
definiert werden. Mit
∇R b := (GRADb)R−1 (3.64)
folgt dann die Beziehung
∇R b = ∇¯V b . (3.65)
Außerdem sieht man aus (3.62) und (3.45), dass
(GRADb)U¯−1 = (gradb)R¯ =
∂b
∂xA
⊗ E˜A (3.66)
gilt.
Drittens stellen Gradienten relativ zu inkompatiblen Deformationsfeldern keine kovarianten
Ableitungen fu¨r die betrachtete Mannigfaltigkeit dar. Man kann dies anhand von (3.49) bzw.
(3.58) fu¨r Ψ aus (3.46) fu¨r die Mannigfaltigkeit Rt demonstrieren. Durch einen Vergleich mit
(3.58) wird man feststellen, dass die Eigenschaft 3) in der Definition der kovarianten Ableitung
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(s. (2.34)) nicht erfu¨llt wird. Im U¨brigen ha¨tte∇Ψb eine kovariante Ableitung fu¨r Rt dargestellt,
so mu¨sste an der Stelle von ∂b
j
∂Xi
beispielsweise δAiΨ
n
A (F
−1)Bn
∂bj
∂XB
stehen. Deswegen bilden
auch die Gro¨ßen (ΛΨ)
j
im keine Objekte eines Zusammenhangs fu¨r Rt in Bezug auf die Basis
{(gΨ)i}. Es stellt sich daher die Frage, wie sich die Objekte (ΛΨ)j im bei einem Wechsel des
Basissystems verhalten. Das Transformationsverhalten der Gro¨ßen (ΛΨ)
j
im bei einem Wechsel
des Basissystems {(gΨ)i} kann wie folgt hergeleitet werden:
Sei {(g∗Ψ)} eine neue beliebige anholonome Basis mit
(g∗Ψ)i = A
l
i (gΨ)l , (g
∗
Ψ)
i = (A−1)il (gΨ)
l . (3.67)
Aus (3.50) folgt einerseits
(g∗Ψ)i = A
l
i δ
A
l (ΨEA) = δ
A
i (ΨE
∗
A) , (3.68)
E∗A := A
B
AEB ⇔ EA = (A−1)BAE∗B , (3.69)
und andererseits
(g∗Ψ)
i = (A−1)il δ
l
A (Ψ
T−1EA) = δiA (Ψ
T−1E∗A) , (3.70)
E∗A := (A−1)AB E
B ⇔ EA = AAB E∗B . (3.71)
Es sei angemerkt, dass {E∗A} nicht mehr eine orthonormale Basis zu sein braucht und anholonom
sein kann. Damit ergibt sich aus (3.51)
∇Ψ b =
(
∂b
∂XA
⊗ EA
)
Ψ−1 =
(
∂b
∂XA
⊗AAB E∗B
)
Ψ−1 . (3.72)
Mit der Definition
∂∗B(·) := AAB ∂(·)
∂XA
bzw. ∂∗i(·) := Aj i ∂(·)
∂Xj
, (3.73)
erhalten wir dann
∇Ψ b = ∂∗Bb⊗ΨT−1E∗B ≡ ∂∗ib⊗ (g∗Ψ)i . (3.74)
Fu¨r den Vektor b in (3.52) gilt
b = b∗m(g∗Ψ)m (3.75)
und daher
∇Ψ b = {(∂∗ib∗m)(g∗Ψ)m + b∗m∂∗i(g∗Ψ)m} ⊗ (g∗Ψ)i . (3.76)
Um die Ableitung ∂∗i(g
∗
Ψ)m ausrechnen zu ko¨nnen, wird (3.53) in (3.68) eingesetzt:
(g∗Ψ)m = Ψ
j
A δ
A
l A
l
m ej ⇔ ej = (A−1)nm δmA (Ψ−1)Aj (g∗Ψ)n . (3.77)
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Damit bekommen wir
∂∗i (g
∗
Ψ)m = δ
A
lA
l
m (∂
∗
iΨ
j
A) ej + δ
A
l (∂
∗
iA
l
m)Ψ
j
A ej
= δAlA
l
m(∂
∗
iΨ
j
A)(A
−1)nk δ
k
B (Ψ
−1)Bj (g
∗
Ψ)n
+ δAl (∂
∗
i A
l
m)Ψ
j
A (A
−1)nk δ
k
B (Ψ
−1)Bj(g
∗
Ψ)n
=
{
δBl A
l
m (A
−1)nr δ
r
AA
c
i (Ψ
−1)Aj
∂ΨjB
∂Xc
+ (A−1)nr (∂
∗
iA
r
m)
}
(g∗Ψ)n
=
{
(A−1)nsA
r
mA
k
i (ΛΨ)
s
kr + (A
−1)nr ∂
∗
i A
r
m
}
(g∗Ψ)n (3.78)
und aus (3.76) wird schließlich
∇Ψ b = {∂∗i b∗n + [(A−1)nsAkiArm (ΛΨ)skr + (A−1)nr ∂∗i Arm] b∗m} (g∗Ψ)n ⊗ (g∗Ψ)i , (3.79)
oder
∇Ψ b = {∂∗i b∗n + (Λ∗Ψ)nim b∗m} (g∗Ψ)n ⊗ (g∗Ψ)i , (3.80)
mit
(Λ∗Ψ)
n
im = (A
−1)nsA
k
iA
r
m (ΛΨ)
s
kr + (A
−1)nr A
j
i
∂Arm
∂Xj
. (3.81)
Ein Vergleich zwischen (3.81) und (2.61) macht deutlich, dass (ΛΨ)
s
kr keine Objekte eines Zu-
sammenhanges fu¨r Rt sind, auf Grund des Termes
∂Arm
∂Xj
auf der rechten Seite von (3.81). Wa¨re
anstelle dieses Terms in (3.81) ein Ausdruck beispielsweise von der Form δAj δ
l
B Ψ
n
A (F
−1)Bn
∂Arm
∂Xl
,
so wu¨rde (ΛΨ)
s
kr einen Zusammenhang fu¨r Rt in Bezug auf die Basis {(gΨ)i} beschreiben.
3.4.3 Kovariante Ableitungen in Verbindung zu inkompatiblen
Deformationen
Im letzten Abschnitt stellten wir fest, dass der Gradient ∇Ψ b relativ zu einem inkompatiblen
Deformationsfeld Ψ keine kovariante Ableitung in Rt einfu¨hrt. Nichtsdestotrotz gibt es mehrere
Mo¨glichkeiten, eine kovariante Ableitung in Verbindung zu ∇Ψ b zu bringen. Schon bei der
Definition (3.49) sieht man, dass ∇Ψ b in direkter Verbindung zum GRADb steht, der eine
kovariante Ableitung in RR definiert. Eine weitere Mo¨glichkeit, eine Verbindung zwischen dem
relativen Gradienten ∇Ψ b und einer kovarianten Ableitung herzustellen, werden wir in diesem
Abschnitt dadurch ausarbeiten, dass wir (3.49) etwas anders schreiben. Sei dazu
B : RR → TRR (3.82)
ein Lagrangesches Vektorfeld, das durch ”Pull-Back-Transformation” durch Ψ aus dem Euler-
schen Vektorfeld b hervorgeht
B := Ψ−1 b = bAEA . (3.83)
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Dabei wurde von den Gleichungen (3.50), (3.52) - (3.54) und der Beziehung bA = δAi b
i Gebrauch
gemacht. Es gilt
∇Ψb = (GRADb)Ψ−1 =
(
∂b
∂XA
⊗EA
)
Ψ−1
= Ψ
(
∂B
∂XA
⊗EA +Ψ−1 ∂Ψ
∂XA
B⊗EA
)
Ψ−1
= Ψ
{(
∂bC
∂XA
+ (ΛΨ)
C
AD b
D
)
EC ⊗EA
}
Ψ−1 , (3.84)
mit (ΛΨ)
C
AD wie in (3.59) definiert:
(ΛΨ)
C
AD = (Ψ
−1)Cn
∂ΨnD
∂XA
. (3.85)
Der Ausdruck in der geschweiften Klammer in Gleichung (3.84) stellt eine kovariante Ableitung
fu¨r B dar, mit Objekten des Zusammenhangs gegeben in Gleichung (3.85). Fu¨hrt man die
Definition
∇˜ΨB :=
(
∂bC
∂XA
+ (ΛΨ)
C
AD b
D
)
EC ⊗EA , (3.86)
ein, so sieht man aus (3.84), dass
∇Ψb = Ψ (∇˜ΨB)Ψ−1 (3.87)
gilt. Diese Gleichung besagt, dass ∇Ψb die ”Push-Forward-Transformation” durch Ψ der kova-
rianten Ableitung ∇˜ΨB ist, was gleichzeitig die Verbindung des relativen Gradienten ∇Ψb zu
einer kovarianten Ableitung herstellt. Die Auffassung, dass solche Objekte wie (ΛΨ)
C
AD einen
Zusammenhang in RR definieren, ist mehrfach in der Literatur diskutiert worden (s. z.B. [7],
[74], [63], [71], [19], [58]). Dort wird zusa¨tzlich gezeigt, dass die Objekte des Zusammenhangs
(ΛΨ)
C
AD nicht torsionsfrei sind. Schreibt man in der Tat T Ψ fu¨r die Torsion, dann ergeben
sich aus (2.121) und (3.85) die Komponenten der Torsion T Ψ relativ zu der Koordinatenbasis
{EA} zu
(TΨ)CAD = (Ψ−1)Cj
(
∂ΨjD
∂XA
− ∂Ψ
j
A
∂XD
)
. (3.88)
Diese sind i.A. von Null verschieden, woraus folgt, dass die Objekte des Zusammenhangs
(ΛΨ)
C
AD nicht torsionsfrei sind. Aus (2.151) folgt außerdem sofort, dass der Riemannsche
Kru¨mmungstensor dieses Zusammenhangs verschwindet:
(RΨ)ABCD =
∂
∂XC
{
(Ψ−1)Aj
∂ΨjB
∂XD
}
− ∂
∂XD
{
(Ψ−1)Aj
∂ΨjB
∂XC
}
+ (Ψ−1)Aj
∂Ψjp
∂XC
(Ψ−1)pm
∂ΨmB
∂XD
− (Ψ−1)Aj
∂Ψjp
∂XD
(Ψ−1)pm
∂ΨmB
∂XC
= 0 .
(3.89)
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Das bedeutet, dass die mit einem Zusammenhang (ΛΨ)
C
AD relativ zu der Koordinatenbasis
{EA} ausgeru¨stete Mannigfaltigkeit RR flach ist. Schließlich kann man RR mit einer Nicht-
Euklidischen Metrik ausru¨sten, wenn man die Euklidische Metrik von Rt auf RR mit Ψ trans-
formieren la¨sst. Sind a,b beliebige Eulersche Vektorfelder und A := Ψ−1 a, B := Ψ−1 b die
zugeho¨rigen Lagrangeschen Gegenstu¨cke, dann definiert
g(a,b) := a · 1b , (3.90)
eine Euklidische Metrik (Metriktensor) auf Rt und
G˜(A,B) := g(a,b) = A · (ΨTΨ)B (3.91)
eine Nicht-Euklidische Metrik auf RR. Außerdem ist Ψ
TΨ symmetrisch und positiv definit. Die
Komponenten von G˜ relativ zu der Koordinatenbasis {EA} lauten dann
G˜AB = Ψ
j
A δij Ψ
i
B = δ
i
A {(gΨ)i · (gΨ)j} δjB . (3.92)
Da Ψ ein inkompatibles Deformationsfeld ist, stellt ΨjA keine Jakobi-Matrix einer Koordina-
tentransformation dar. Demzufolge gibt es kein globales Koordinatensystem relativ zu dem die
Komponenten von G˜ u¨berall durch das Kronecker-Delta gegeben wa¨ren. Setzt man die Metrik-
koeffizienten (3.92) in (2.122) ein, so wird man sofort feststellen, dass
−QLKI = ∂(Ψ
i
I δij Ψ
j
K)
∂XL
− (ΛΨ)mLI Ψim δij ΨjK − (ΛΨ)mLK ΨiI δij Ψjm
=
∂ΨiI
∂XL
δij Ψ
j
K +Ψ
i
I δij
∂ΨjK
∂XL
− (Ψ−1)mi
∂ΨiI
∂XL
Ψjm δjnΨ
n
K
− (Ψ−1)mi
∂ΨiK
∂XL
ΨjI δjnΨ
n
m = 0 (3.93)
gilt. Also ist der Zusammenhang (ΛΨ)
C
AD in Bezug auf die Metrik G˜ metrisch. Wir fassen
zusammen: Mit der Metrik G˜ und dem Zusammenhang (ΛΨ)
C
AD la¨sst sich der Raum RR als
eine flache Nicht-Euklidische und Nicht-Riemannsche Mannigfaltigkeit mit einem metrischen
und nicht symmetrischen Zusammenhang auffassen.
Anstelle des speziellen Zusammenhanges (ΛΨ)
C
AD kann man natu¨rlich einen beliebigen Zu-
sammenhang ΛCAD in (3.86) wa¨hlen, um eine allgemeine kovariante Ableitung ∇˜B in RR zu
definieren:
∇˜B :=
{
∂bC
∂XA
+ ΛCAD b
D
}
EC ⊗ EA . (3.94)
Dies entspricht dem Vorgehen von Kondo (s. [52]). Aus der ”Push-Forward-Transformation”
von ∇˜B mit Ψ erha¨lt man (vgl. (3.50))
∇b := Ψ(∇˜B)Ψ−1 =
{
∂bi
∂Xj
+ Λijl b
l
}
(gΨ)i ⊗ (gΨ)j . (3.95)
Wie vorher bildet Λijl keinen Zusammenhang fu¨r Rt. Auch ∇b ist keine kovariante Ableitung
in Rt sondern die durch Ψ ”Push-Forward-Transformation” der kovarianten Ableitung ∇˜B. Im
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Weiteren bezeichnen wir ∇b als die relative kovariante Ableitung von b in Rt in Analogie zum
relativen Gradient von b (vgl. (3.58)). Im Allgemeinen wird außerdem ΛCAD nicht symmetrisch
sein und der zugeho¨rige Riemannsche Kru¨mmungstensor RABCD wird nicht verschwinden. Da-
mit wird der Raum RR mit der Metrik G˜ und dem Zusammenhang Λ
C
AD ausgeru¨stet. Dabei
stellt RR einen Nicht-Euklidischen und Nicht-Riemannschen Raum mit nicht symmetrischem
und nicht metrischem Zusammenhang dar. Weitere Mo¨glichkeiten ∇Ψb mit einer kovarianten
Ableitung in Verbindung zu bringen, werden in Grammenoudis & Tsakmakis [40] diskutiert
und werden hier nicht in Betracht gezogen.
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4 Bilanzgleichungen des mikropolaren
Kontinuums
4.1 Massenbilanz
In realen Materialien ist die Masse u¨blicherweise diskret und musterartig verteilt. Das Mikrokon-
tinuum dient, wie in Kapitel 3.1 erwa¨hnt, dazu, solches Materialverhalten mit den Methoden der
Kontinuumsmechanik in einem gemittelten Sinne zu beschreiben. Zu diesem Zweck wird ange-
nommen (s. [41]), dass eine Massendichte ̺′(x,x′, t) zu jedem Punkt der Mikrostruktur in R′t(x)
zugeordnet ist. Beginnt der Deformationsprozess zur Zeit t0 = 0, so ist ̺
′
R(X,X
′) ≡ ̺′(x,x′, 0)
die Massendichte desselben materiellen Punktes in R′R(X). Seien V
′(X), v′(x, t) jeweils das Vo-
lumen des Raumbereichs, der von dem Mikrokontinuum am Punkt X in der Bezugs- und in der
Momentankonfiguration eingenommen wird. In der folgenden Diskussion werden sehr oft das
Argument X in den Funktionen V ′(X), R′R(X), das Argument x in der Funktion R
′
t(x) und
die Argumente x, t in der Funktion v′(x, t) weggelassen, um die Notation zu vereinfachen. Im
Hinblick auf detR¯ = 1 sieht man, dass
v′ = V ′ bzw. dv′ = dV ′ (4.1)
gilt. Außerdem nehmen wir an, dass die Massenerhaltung fu¨r das Mikrokontinuum gilt, so dass
̺′(X,X′, t) = ̺′R(X,X
′) (4.2)
geschrieben werden kann. Wir schreiben ̺R(X) fu¨r die Massendichte des Makrokontinuums in
der Bezugskonfiguration und setzen voraus, dass ̺R(X) durch die Volumenmittelung
̺R(X) = 〈̺′R(X,X′)〉RR :=
1
V ′
∫
R′
R
̺′R(X,X
′) dV ′ (4.3)
gegeben wird (vgl. Grammenoudis & Tsakmakis [44]). Wir schreiben ̺(x, t) fu¨r die Massen-
dichte des Makrokontinuums in der Momentankonfiguration und verlangen die Massenerhaltung
fu¨r das Makrokontinuum, d.h.
̺(x, t) =
̺R(X)
detF(X, t)
. (4.4)
Dies zusammen mit den Gleichungen (4.1) - (4.3) liefert
̺(x, t) = 〈̺′(x,x′, t)〉Rt :=
1
v′
∫
R′t
w(x, t)̺′(x,x′, t) dv′ , (4.5)
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wobei
w(x, t) :=
1
detF(X, t)
(4.6)
eine Gewichtsfunktion bedeutet. Die Gleichung (4.5) sagt aus, dass die Massendichte des Makro-
kontinuums durch eine gewichtete Volumenmittelung der Massendichte des Mikrokontinuums
gegeben wird. Die Gewichtsfunktion w(x, t) in (4.6) beru¨cksichtigt die Deformation des Makro-
kontinuums.
4.2 Bilanzgleichung fu¨r Impuls und Drehimpuls
Einem Vorschlag vonMindlin [72] fu¨r kleine Deformationen folgend, leiteten Grammenoudis
& Tsakmakis [41] die Bilanzgleichungen fu¨r Impuls- und Drehimpuls fu¨r große Deformationen
fu¨r ein mikropolares Kontinuum her. Diese Herleitung basiert auf dem Hamilton’schen Prinzip
und benutzt eine kinetische Energie, die durch Volumenmittelung aus dem Mikrokontinuum
gegeben wird. Zur weiteren Formulierung der Theorie wird an erster Stelle rein elastisches
Materialverhalten vorausgesetzt. Fu¨r die spezifische freie Energiefunktion wird
Ψ = Ψ¯(F, R¯,GRADR¯) (4.7)
angenommen. Damit wird der ho¨here Gradient GRADR¯ beru¨cksichtigt. Dies gestattet eine
Verallgemeinerung klassischer Elastizita¨tstheorien. Werden die Tra¨gheitsterme vernachla¨ssigt,
so liefert das Hamiltonsche Prinzip die lokalen Gleichungen fu¨r Impuls
divT+ b = 0 in Rt (4.8)
und Drehimpuls
tT + divTc + bc = 0 in Rt , (4.9)
wobei T der Cauchysche Spannungstensor und Tc der Eulersche Momentenspannungstensor
sind. Der Vektor tT ist im wesentlichen der axiale Vektor vom Spannungstensor T, der jetzt
nicht mehr symmetrisch ist:
tT := axl(T−TT ) . (4.10)
Die Vektoren t und tc sind jeweils der Spannungsvektor und der Momentenspannungsvektor
t = Tn , tc = Tc n , (4.11)
wobei n die Außennormale auf ∂Rt ist. Dementsprechend stellen b und bc jeweils Volumenkra¨fte
und Volumenmomente dar. Die Gleichungen (4.8) und (4.9) wurden zwar in Bezug auf rein elas-
tisches Materialverhalten hergeleitet, gelten aber fu¨r beliebige mikropolare Ko¨rper. Sie wurden
von Grammenoudis & Tsakmakis [41] anhand des Hamiltonschen Prinzips gewonnen, wa-
ren aber zum ersten Mal von Eringen (s. z.B. [31]) im Rahmen einer anderen Vorgehensweise
aufgestellt.
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4.3 Bilanzgleichung fu¨r die mechanische Leistung
Die Bilanzgleichung fu¨r die mechanische Energie folgt aus den Bilanzgleichungen fu¨r Impuls
(4.8) und Drehimpuls (4.9) nach skalarer Multiplikation mit dem Geschwindigkeitsvektor x˙ und
Anwendung des Gaußschen Satzes. Nach einigen Standardumrechnungen und Addition der zwei
Gleichungen ergibt sich die Bilanzgleichung fu¨r die mechanische Leistung bei Vernachla¨ssigung
von Tra¨gheitstermen zu∫
∂Rt
(t · x˙+ tc ·ω) da +
∫
Rt
(b · x˙+bc ·ω) dv =
∫
Rt
(T ·L+Tc · gradω− tT ·ω) dv . (4.12)
In dieser Gleichung ist ω der axiale Vektor des microgyration TensorsΩ (s. (3.32)), ∂Rt der Rand
von Rt, da bezeichnet ein materielles Fla¨chenelement in ∂Rt, wa¨hrend dv ein Volumenelement
in Rt ist. Ferner ist
tT · ω =
{
1
2
eijk (Tkj − Tjk) ei
}
·
{
1
2
emnq Ωqn em
}
=
1
4
(δjn δkq − δjq δkn) (Tkj − Tjk) Ωqn = Tqn Ωqn = T ·Ω (4.13)
und deswegen∫
∂Rt
(t · x˙+ tc ·ω) da +
∫
Rt
(b · x˙+ bc ·ω) dv =
∫
Rt
{T · (L−Ω) +Tc · gradω} dv. (4.14)
Wa¨hrend die linke Seite von (4.14) die Leistung der a¨ußeren Kra¨fte darstellt, bildet die rechte
Seite die Leistung der inneren Kra¨fte. Die Bilanz der mechanischen Energie folgt aus (4.14)
durch zeitliche Integration. Man bezeichnet T · (L−Ω) und Tc · gradω jeweils als Spannungs-
und Momentenspannungsleistung pro Einheitsvolumen der aktuellen Konfiguration. Die ent-
sprechenden Spannungsleistungen pro Einheitsvolumen der Bezugskonfiguration lauten
Ws :=
̺R
̺
T · (L−Ω) = S · (L−Ω) , (4.15)
Wc :=
̺R
̺
Tc · gradω = Sc · gradω , (4.16)
mit den gewichteten Cauchyschen Spannungstensoren
S :=
̺R
̺
T = (detF)T = (detV)T , (4.17)
Sc :=
̺R
̺
Tc = (detF)Tc = (detV¯)Tc . (4.18)
Man merke, dass Sc hier anderes definiert als bei Grammenoudis & Tsakmakis [39] oder
Grammenoudis [38] ist.
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5 Mikropolare Verzerrungs- und
Spannungstensoren
5.1 Invarianz der freien Energie bei u¨berlagerten
Starrko¨rperrotationen auf die Momentankonfiguration
Wir betrachten erneut die spezifische freie Energiefunktion in (4.7). Bei U¨berlagerung von
Starrko¨rperrotationen Q auf die Momentankonfiguration gilt neben (3.19) und (3.28) noch
(GRADR¯)∗ ≡ GRADR¯∗ = QGRADR¯ = Q ∂R¯
∂XA
⊗ EA , (5.1)
wobei auch Gebrauch von (3.44) gemacht wurde. Die Anwendung des Prinzips der materiellen
Objektivita¨t verlangt Ψ∗ = Ψ, d.h.
Ψ = Ψ¯(QF,QR¯,QGRADR¯) . (5.2)
Wa¨hlt man insbesondere Q = R¯T , dann folgt
Ψ = Ψ¯(R¯TF, 1, R¯TGRADR¯) , (5.3)
oder
Ψ = Ψ¯(ǫ˜, K˜) , (5.4)
mit
ǫ˜ := R¯TF− 1 = U¯− 1 , (5.5)
K˜ := R¯TGRADR¯ . (5.6)
Grammenoudis & Tsakmakis [39] formulierten eine mikropolare Plastizita¨tstheorie auf der
Grundlage eines mikropolaren Verzerrungstensors ǫ˜ und eines mikropolaren Kru¨mmungstensors
K˜. Bei nichtlinearen Theorien ist bekannt, dass gleiche Materialfunktionen formuliert mit un-
terschiedlichen z.B. Verzerrungstensoren zu unterschiedlichen Ergebnissen fu¨hren. Deswegen ist
es von Interesse herauszufinden, ob eine mikropolare Plastizita¨tstheorie mit derselben Struktur
wie diejenige von Grammenoudis & Tsakmakis, jedoch formuliert mit anderen Spannungs-
und Verzerrungsvariablen wesentlich andere Resultate liefern wird. Da La¨ngenskaleneffekte von
dem mikropolaren Kru¨mmungstensor gesteuert werden, werden wir versuchen, diese Frage fu¨r
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den Fall einer Plastizita¨tstheorie auf der Grundlage eines von K˜ unterschiedlichen mikropolaren
Kru¨mmungstensors M˜ zu kla¨ren. Einen mo¨glichen Kandidat fu¨r M˜ erha¨lt man folgender-
weise:
Aus (5.3) folgt
Ψ = Ψ¯(U¯, 1, K˜) = Ψ¯(U¯, 1, K˜ U¯−1 U¯) =:
¯¯
Ψ(U¯, K˜ U¯−1) = Ψ˜(ǫ˜,M˜ ) , (5.7)
mit
M˜ := K˜ U¯−1 = R¯T (GRADR¯)U¯−1 = R¯T (∇U¯ R¯) . (5.8)
Mit Hilfe von (3.61) und (3.66) erha¨lt man dann folgende Definition
∇U¯ R¯ := (GRADR¯)U¯−1 = (gradR¯)R¯ =
∂R¯
∂xA
⊗ E˜A . (5.9)
Aus den Ausfu¨hrungen in den Abschnitten 3.4.2 und 3.4.3 geht hervor, dass der relative Gradient
∂
∂xA
⊗E˜A in (5.9) als Differentialoperator selbst keine kovariante Ableitung in RR definiert, kann
aber zu einer solchen in Verbindung gebracht werden. Als mo¨gliches Gegenstu¨ck von M˜ in der
Momentankonfiguration definieren wir
M := L(R¯)[M˜ ] = L(R¯)[ R¯T ∂R¯
∂xA
⊗ E˜A ]
=
∂R¯
∂xA
R¯T ⊗ R¯E˜A = ∂R¯
∂xi
R¯T ⊗ ei = gradR¯ ⋄ R¯T . (5.10)
In Worten: Sowohl M˜ als auch M sind in Termen von R¯ und einem Gradient von R¯ ausge-
dru¨ckt. Allerdings erha¨lt M˜ einen relativen, wa¨hrend M einen echten Gradient von R¯ erha¨lt.
In der Theorie von Grammenoudis & Tsakmakis [39] wird als Eulersches Gegenstu¨ck von
K˜ der mikropolare Kru¨mmungstensor
K := L(R¯)[K˜] = ∂R¯
∂XA
R¯T ⊗ (R¯EA) =
(
∂R¯
∂X i
⊗ (δiA R¯EA)
)
⋄ R¯T (5.11)
definiert. Ein Vergleich macht sofort deutlich, dass sowohl K˜ als auch K Funktionen von R¯ und
einem Gradient von R¯ sind. Jetzt entha¨lt aber K einen relativen, wa¨hrend K˜ einen echten Gra-
dient von R¯ entha¨lt. Der relative Gradient wird durch den Differentialoperator ∂
∂Xi
⊗ (δiA R¯EA)
dargestellt.
Natu¨rlich kann man auch die Theorie mit mikropolaren Kru¨mmungstensoren formulieren, die
sowohl in der Bezugs- als auch in der Momentankonfiguration echte Gradienten von R¯ enthal-
ten. Dies u¨bersteigt allerdings den Rahmen der vorliegenden Arbeit.
Als Na¨chstes werden wir geeignete geometrische Interpretationen fu¨r ǫ˜ und M˜ angeben. Unsere
Vorgehensweise ist derjenigen in Grammenoudis & Tsakmakis [39] und [40] a¨hnlich.
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5.2 Geometrische Interpretationen mittels skalarwertigen
Differenzen
5.2.1 Die Differenz ∆s
Nun betrachtet man eine materielle Linie in der Bezugskonfiguration RR parametrisiert mit
λ ∈ I, d.h. zu jedem Punkt der Linie fu¨hrt ein Ortsvektor A(λ). An der Stelle X = A(λ0)
besitzt die Linie den Tangentenvektor A := dA(λ0)/dλ (s. Abb. 5.1). Dieselbe materielle Linie
in der Momentankonfiguration Rt wird mit dem Ortsvektor a(λ, t) = χ(A(λ), t) beschrieben.
Der Tangentenvektor an dieser Linie in Rt am Punkt x := a(λ0, t) wird mit α(t) := da(λ0, t)/dλ
bezeichnet. In der Kontinuumsmechanik werden dX = A dλ und dx = α dλ auch materielle
Linienelemente genannt. Sei ferner Φ = Φ(X) ein Vektor am Punkt X, der als Ortsvektor
fu¨r das Mikrokontinuum an X oder als Tangentenvektor an X an einer materiellen Linie des
Mikrokontinuums gedacht werden kann. Der entsprechende Vektor in R′t(x) wird mit ϕ(x, t)
bezeichnet.
A(λ)
A := dA(λ0)/dλ
X = A(λ0)
O
Φ
ϕ
R′t(x)
RR
F, R¯ Rt
a(λ, t)
R′R(X)
x = a(λ0, t)
α(t) := da(λ0, t)/dλ
Abbildung 5.1: F und R¯ sind Zweipunkttensoren, die Vektoren am Punkt X auf Vektoren am
Punkt x abbilden.
Es gilt
α = FA , ϕ = R¯Φ . (5.12)
Wir definieren die skalarwertige Differenz
∆s := ϕ ·α−Φ ·A (5.13)
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als ein Maß fu¨r die Geometrie der Deformation des mikropolaren Kontinuums. Aus dieser De-
finition folgt
∆s := Φ · (R¯TF− 1)A = Φ · (U¯− 1)A = ϕ · (1− R¯F−1)α = ϕ · (1− V¯−1)α, (5.14)
oder
∆s := Φ · ǫ˜A = ϕ · ǫα (5.15)
mit ǫ˜ wie in (5.5) definiert und
ǫ := 1− V¯−1 = R¯ ǫ˜F−1 . (5.16)
Anhand von (5.15) erkennt man, dass die Differenz ∆s sich forminvariant mittels der Tensoren
ǫ˜ und ǫ darstellen la¨sst. Dieser Aspekt wird zugrunde gelegt, um Verzerrungstensoren in Bezug
auf weitere Konfigurationen (lokale oder globale) einzufu¨hren. Insbesondere wollen wir dies
weiter unten in Zusammenhang mit einer Zerlegung der Deformation in elastische und plastische
Anteile praktizieren.
5.2.2 Die Differenz ∆c
Zur geometrischen Interpretation der mikropolaren Kru¨mmungstensoren M˜ und M betrach-
ten wir die drei Vektoren
ϕi(x, t) = δ
A
i R¯(X, t)ΦA(X) (5.17)
in (3.36) und bilden die skalarwertige Differenz
∆c := ϕ1 · (∇tϕ2) [ϕ3]−Φ1 · (∇U¯Φ2)[Φ3] (5.18)
als ein Maß fu¨r die Geometrie der Deformation der Mikrostruktur des mikropolaren Kontinuums,
wobei
∇tϕ2 := gradϕ2 =
∂ϕ2
∂xi
⊗ ei , (5.19)
∇U¯Φ2 := (GRADΦ2) U¯−1 =
∂Φ2
∂xA
⊗ E˜A (5.20)
gilt. Die geometrische Bedeutung von ∆c liegt darin, dass sowohl die Rotation der Mikrostruktur
als auch die o¨rtliche A¨nderung der Mikrostruktur durch Vergleich zwischen Momentan- und
Bezugskonfiguration erfasst werden.
Um die Differenz ∆c anders darzustellen, beginnen wir mit einer Umschreibung des ersten
Termes auf der rechten Seite von (5.18). Das Ziel ist, diesen Term in einer linearen Abha¨ngigkeit
von Φ1,Φ2,Φ3 zu bringen:
ϕ1 · (∇tϕ2)[ϕ3] = ( R¯Φ1 ) ·
(
∂(R¯Φ2 )
∂xi
⊗ ei
)
( R¯Φ3 )
= Φ1 · ( R¯T ∂R¯
∂xA
Φ2 ⊗ E˜A)Φ3 + Φ1 · ( ∂Φ2
∂xA
⊗ E˜A )Φ3
=
(
R¯T
∂R¯
∂xA
⊗ E˜A
)
[Φ1,Φ2,Φ3] + Φ1 · (∇U¯Φ2 )[Φ3] , (5.21)
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wobei Gebrauch von den Formeln in Kap. 1.3 gemacht wurde. Einsetzen von (5.21) in (5.18)
liefert die gewu¨nschte Beziehung
∆c = M˜ [Φ1,Φ2,Φ3] . (5.22)
Als na¨chstes werden wir ∆c forminvariant relativ zu Rt umschreiben. Fu¨r den zweiten Sum-
manden auf der rechten Seite von (5.18) ergibt sich
Φ1 · (∇U¯Φ2)[Φ3] = (R¯T ϕ1) ·
(
∂(R¯Tϕ2 )
∂xA
⊗ E˜A
)
[R¯Tϕ3]
= ϕ1 · ( R¯
∂R¯T
∂xi
ϕ2 ⊗ ei )ϕ3 +ϕ1 · (
∂ϕ2
∂xi
⊗ ei )[ϕ3]
=
(
R¯
∂R¯T
∂xi
⊗ ei
)
[ϕ1,ϕ2,ϕ3] +ϕ1 · (∇tϕ2)[ϕ3]
= −M[ϕ1,ϕ2,ϕ3] +ϕ1 · (∇tϕ2)[ϕ3] . (5.23)
Damit erha¨lt man aus (5.18)
∆c = M[ϕ1,ϕ2,ϕ3] . (5.24)
Die Gleichungen (5.22) und (5.24) liefern die geometrische Interpretation fu¨r die Tensoren M˜
und M. Sie sind lineare Funktionen zur Darstellung von Differenzen der Form ∆c. Ein interes-
santer Aspekt in diesen Ausfu¨hrungen wird deutlich durch folgende Umrechnung
Φ1 · (∇U¯Φ2)[Φ3] = (R¯T ϕ1) ·
(
∂(R¯Tϕ2 )
∂xA
⊗ E˜A
)
(R¯T ϕ3)
= ϕ1 ·
{(
∂(ϕ2)
k
∂xi
+ R¯kA
∂(R¯T )Am
∂xi
(ϕ2)
m
)
ek ⊗ ei
}
[ϕ3]
= ϕ1 · (∇¯tϕ2)[ϕ3] , (5.25)
wobei
ϕ2 = (ϕ2)
m em , (5.26)
∇¯tϕ2 :=
{
∂(ϕ2)
k
∂xi
+ (Λ¯t)
k
im (ϕ2)
m
}
ek ⊗ ei , (5.27)
(Λ¯t)
k
im := R¯
k
A
∂(R¯T )Am
∂xi
= −∂R¯
k
A
∂xi
(R¯T )Am (5.28)
gilt. Also stellen die Gro¨ßen (Λ¯t)
k
im Objekte eines nicht-Euklidischen Zusammenhanges in Be-
zug auf das kartesische Koordinatensystem {xi} relativ zu Rt dar. Auf der anderen Seite sei
∇tϕ2 =
∂(ϕ2)
k
∂xi
ek ⊗ ei (5.29)
die Levi-Civita kovariante Ableitung von ϕ2 in Rt. Zu der Levi-Civita kovarianten Ableitung
∇t geho¨ren Objekte des Zusammenhangs, die relativ zu {xi} verschwinden. Auf diesem Weg
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folgt aus (5.18)
∆c = ϕ1 · (∇tϕ2)[ϕ3]− ϕ1 · (∇¯tϕ2)[ϕ3] = ϕ1 · { (0kim − (Λ¯t)kim (ϕ2)m)ek ⊗ ei }[ϕ3]
= { (0kim − (Λ¯t)kim) ek ⊗ em ⊗ ei } [ϕ1,ϕ2,ϕ3] = M[ϕ1,ϕ2,ϕ3] .
(5.30)
Es ist bekannt, dass Differenzen zwischen Objekten von Zusammenha¨ngen Komponenten eines
Tensors dritter Stufe bilden, obwohl die Objekte selbst fu¨r sich betrachtet keine Komponenten
eines Tensors dritter Stufe sind. Sind Mkim die Komponenten von M relativ zu der Basis
{ek ⊗ em ⊗ ei}, dann besagt (5.30), dass
Mkim ≡Mkmi = 0kim − (Λ¯t)kim =
∂R¯kA
∂xi
(R¯T )Am = −Mmki (5.31)
gilt. Damit ist klar, dass Mkim Symbole einer Differenz von Zusammenha¨ngen sind. Nur in
Bezug auf die kartesische Basis {ei} fallen die Komponenten von M, bis auf das Vorzeichen,
mit den Objekten eines Zusammenhangs zusammen.
Wir fassen die Ergebnisse zusammen:
∆c := ϕ1 · (∇tϕ2)[ϕ3]−Φ1 · (∇U¯Φ2)[Φ3] = M˜ [Φ1,Φ2,Φ3] = M[ϕ1,ϕ2,ϕ3], (5.32)
E˜A := δAi R¯
T ei , (5.33)
M˜ = Γ˜A ⊗ E˜A , (5.34)
M = gradR¯ ⋄ R¯T = Γi ⊗ ei = L(R¯)[M˜ ] , (5.35)
Γ˜A := R¯
T ∂R¯
∂xA
, (5.36)
Γi :=
∂R¯
∂xi
R¯T = R¯ Γ˜i R¯
T . (5.37)
5.3 Zweistufige mikropolare Kru¨mmungstensoren
Da der zweistufige Tensor Γ˜A in (5.36) antisymmetrisch ist, kann er durch seinen axialen Vektor
(vgl. Notation in Kap.1.3)
γ˜A := axl Γ˜A (5.38)
dargestellt werden. Vielmehr ist es u¨blich (siehe z.B. Eringen [32], Kapitel 1.0 -1.5) mit zwei-
stufigen mikropolaren Tensoren von der Form
M˜ := γ˜A ⊗ E˜A (5.39)
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bei der Formulierung von konstitutiven Theorien, anstelle von dreistufigen Tensoren M˜ zu
arbeiten. Mit Hilfe von (1.24), (1.36) und (1.37) erha¨lt man
∆c = M˜ [Φ1,Φ2,Φ3] = (R¯
T ∂R¯
∂xA
⊗ E˜A)[Φ1,Φ2,Φ3]
= (Φ1 · Γ˜AΦ2)(E˜A ·Φ3) = Φ1 · (γ˜A ×Φ2)(E˜A ·Φ3)
= Φ1 · {(γ˜A ×Φ2)⊗ E˜A} [Φ3] = {(γ˜A ⊗ E˜A)×Φ2} [Φ1,Φ3] , (5.40)
oder (s. (5.39))
∆c = (M˜×Φ2) [Φ1,Φ3] . (5.41)
Auch diese Formulierung fu¨r ∆c kann forminvariant relativ zu Rt umgeschrieben werden. Dazu
definieren wir
γ i := axlΓi , M := γi ⊗ ei (5.42)
und erhalten aus (5.32) und (5.35)
∆c = M [ϕ1,ϕ2,ϕ3] = (Γi ⊗ ei)[ϕ1,ϕ2,ϕ3]
= (ϕ1 · Γiϕ2)(ei ·ϕ3) = ϕ1 · (γi × ϕ2)(ei ·ϕ3) = {(γi ⊗ ei)× ϕ2} [ϕ1,ϕ3] , (5.43)
oder
∆c = (M× ϕ2) [ϕ1,ϕ3] , (5.44)
womit die Forminvarianz durch Vergleich mit (5.41) klar wird. Seien jetzt a,b zwei beliebige
Eulersche Vektoren und
a˜ := R¯T a , b˜ := R¯T b (5.45)
Lagrangesche Gegenstu¨cke davon. Es ist einerseits
(Γi a) · b = (γi × a) · b = (a× b) · γi (5.46)
und andererseits
(Γi a) · b = δAi (Γ˜A a˜) · b˜ = δAi (a˜× b˜) · γ˜A
= δAi (R¯
Ta× R¯Tb) · R¯T (R¯ γ˜A) = δAi (a× b) · (R¯ γ˜A) , (5.47)
wobei (1.21) benutzt wurde. Da die Vektoren a,b beliebig sind, folgt aus (5.46) und (5.47)
γ˜A = δ
i
A (R¯
Tγi) , γi = δ
A
i (R¯ γ˜A) , (5.48)
womit man aus (5.39) und (5.42)) noch
M˜ = R¯T MR¯ , M = R¯ M˜ R¯T (5.49)
erha¨lt. Die Gleichungen (5.37), (5.48) und (5.49) verzeichnen das Transformationsverhalten
jeweils zwischen Γ˜A, γ˜A, M˜ und Γi,γi,M und stellen das Gegenstu¨ck von (5.35) dar.
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5.4 Geschwindigkeiten zugeordnet zu den mikropolaren
Verzerrungs- und Kru¨mmungstensoren
Zu jedem mikropolaren Verzerrungs- und Kru¨mmungstensor ko¨nnen wir eine Geschwindigkeit
dadurch zuordnen, dass wir nicht nur von den Differenzen ∆s, ∆c sondern auch von ihren zeitli-
chen A¨nderungen ∆˙s, ∆˙c Forminvarianz verlangen. Ho¨here Zeitableitungen von Geschwindigkei-
ten werden außerdem gewonnen, wenn man verlangt, dass auch die ho¨heren Zeitableitungen ∆¨s,
∆¨c forminvarianten Darstellungen genu¨gen. Diese Methode, Geschwindigkeiten zu den kinema-
tischen Variablen unabha¨ngig von Materialeigenschaften zuzuweisen, ist eine Verallgemeinerung
einer in klassischer Kontinuumsmechanik von Haupt & Tsakmakis [47], [48] vorgeschlagenen
Vorgehensweise. Zuerst konzentrieren wir uns auf die Differenz ∆s in (5.15). Da A und Φ als
zeitunabha¨ngig anzusehen sind, ergibt sich aus (5.12)
α˙ = Lα , ϕ˙ = Ωϕ , (5.50)
mit L und Ω definiert durch (3.25) und (3.30). Dann folgt aus (5.15)
∆˙s = Φ · ˙˜ǫA = ϕ · 2ǫ α , (5.51)
eine Beziehung in der ∆˙s forminvariant ausgedru¨ckt wird. Dabei bedeutet
2
ǫ:= ǫ˙−Ω ǫ+ ǫL = R¯ ˙˜ǫF−1 . (5.52)
Die objektive Lagrangesche Geschwindigkeit ˙˜ǫ und die objektive Eulersche Geschwindigkeit
2
ǫ
sind die zugeordneten Geschwindigkeiten jeweils von ǫ˜ und ǫ. Anhand von (5.16) und (5.52)
erkennt man, dass die Transformationen zwischen den Geschwindigkeiten dieselben sind wie
diejenigen zwischen den Gro¨ßen selbst. Daru¨ber hinaus folgt aus (5.52) unter Beru¨cksichtigung
der Gleichungen (3.29) und (5.5)
2
ǫ= R¯ ˙¯UU¯−1 R¯T = (R¯ U¯)· U¯−1 R¯T − ˙¯RR¯T = L−Ω . (5.53)
Um auch ∆˙c auszurechnen, werden folgende Geschwindigkeiten beno¨tigt: Einerseits sieht man
aus (5.33), dass
˙˜EA = δAi
˙¯RTei = ˙¯RT R¯ E˜A = −R¯T ˙¯RE˜A = −R¯T ΩR¯ E˜A (5.54)
gilt. Andererseits folgt aus (5.48)
˙˜γA = δ
i
A(
˙¯RT γi + R¯
T γ˙i) = δ
i
A R¯
T (R¯ ˙¯RTγi + γ˙i) = δ
i
A R¯
T (γ˙i − ˙¯RR¯Tγi) (5.55)
oder
˙˜γA = δ
i
A R¯
T 2γi mit
2
γi:= γ˙i −Ωγi . (5.56)
Damit erha¨lt man ∆˙c entweder aus (5.32)
∆˙c =
˙˜
M [Φ1,Φ2,Φ3] =
2
M [ϕ1,ϕ2,ϕ3] (5.57)
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mit
2
M:= M˙−ΩM−Ω ⋄M−MΩT = L(R¯)[ ˙˜M] , (5.58)
oder aus (5.41)
∆˙c = (
˙˜M×Φ2) [Φ1,Φ3] , (5.59)
bzw. aus (5.44)
∆˙c = (
2
M ×ϕ2) [ϕ1,ϕ3] (5.60)
mit
2
M:= M˙−ΩM+MΩ = R¯ ˙˜MR¯T . (5.61)
Zum Beweis von (5.60) wird (5.40) nach der Zeit differenziert:
∆˙c = {( ˙˜γA ⊗ E˜A + γ˜A ⊗ ˙˜EA)×Φ2}[Φ1,Φ3] . (5.62)
In diese Gleichung setzen wir (5.54) und (5.56) ein und beru¨cksichtigen (1.19):
∆˙C = (R¯
T ϕ1) ·
{[
(R¯T
2
γi)⊗ (R¯T ei) + (R¯T γi)⊗ ( ˙¯RT ei)
]
× (R¯T ϕ2)
}
[R¯T ϕ3]
= (R¯T ϕ1) · {(R¯T
2
γi)× (R¯T ϕ2)} (ei ·ϕ3)
+ (R¯T ϕ1) · {(R¯T γi)× (R¯T ϕ2)} (R¯ ˙¯RTei ·ϕ3)
= ϕ1 · (
2
γi ×ϕ2) (ei ·ϕ3) +ϕ1 · (γi × ϕ2) (−Ωei ·ϕ3)
= ϕ1 · {(
2
γi ⊗ ei − γi ⊗Ωei)×ϕ2} [ϕ3] . (5.63)
Letztere liefert (5.60), vorausgesetzt es gilt
2
M=
2
γi ⊗ ei + (γi ⊗ ei)Ω ≡
2
γi ⊗ ei +MΩ . (5.64)
Dies wiederum ergibt sich durch Einsetzen von (5.42) in die Definition (5.61) unter Beru¨cksich-
tigung von (5.56) und Zusammenfassen von Termen.
Weitere Beziehungen ko¨nnen durch Heranziehen des axialen Vektors ω aufgestellt werden. We-
gen (5.36) ist
˙˜ΓA = δ
i
A
(
R¯T
∂R¯
∂xi
)
·
= δiA
(
R¯T
∂R¯
∂XB
(F−1)Bi
)
·
= δiA
(
˙¯RT
∂R¯
∂XB
(F−1)Bi + R¯
T ∂
˙¯R
∂XB
(F−1)Bi
)
+ δiA
(
R¯T
∂R¯
∂XB
[(F−1)Bi]
·
)
= δiA
(
R¯T
∂Ω
∂XB
R¯ (F−1)Bi
)
− δiA R¯T
∂R¯
∂xk
Lki , (5.65)
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oder
˙˜ΓA = δ
i
A
{
R¯T
∂Ω
∂xi
R¯− Γ˜B δBk Lki
}
, (5.66)
wobei Lki die Komponenten des Geschwindigkeitsgradienten L relativ zu der Koordinatenbasis
{ei} sind. Offensichtlich sind ˙˜ΓA und ∂Ω∂xi antisymmetrische Tensoren zweiter Stufe, deren axiale
Vektoren jeweils ˙˜γA und
∂ω
∂xi
sind. Fu¨r
A = R¯ A˜ , B = R¯ B˜ (5.67)
mit A˜, B˜ beliebige zeitunabha¨ngige Langrangesche Vektoren haben wir
B˜ · ˙˜ΓA [A˜] = B˜ · ( ˙˜γA × A˜) = (A˜× B˜) · ˙˜γA
= δiA
{
(R¯T A× R¯T B)} · R¯T 2γi= δiA (A×B)· 2γi . (5.68)
Außerdem liefern die Gleichungen (5.66) und (5.67)
B˜ · ˙˜ΓA [A˜] = δiAB · ∂Ω
∂xi
[A]− δiAB · Γk Lki [A]
= δiAB · (∂ω
∂xi
×A)− δiAB · (γk ×A)Lki
= δiA (A×B) ·
{
∂ω
∂xi
− γk Lki
}
. (5.69)
Da die Vektoren A˜, B˜ (und deswegen auch die Vektoren A, B) beliebig ausgewa¨hlt werden
ko¨nnen, folgt aus (5.68) und (5.69), dass
2
γi=
∂ω
∂xi
− γk Lki =
∂ω
∂xi
− (γk ⊗ ek)Lei , (5.70)
oder
2
γi=
∂ω
∂xi
−MLei (5.71)
gilt. Damit gelten folgende Beziehungen fu¨r die Geschwindigkeiten:
˙˜
M = ˙˜ΓA ⊗ E˜A + Γ˜A ⊗ ˙˜EA
= ˙˜ΓA ⊗ E˜A + (Γ˜A ⊗ E˜A) (R¯T ˙¯R)
= ˙˜ΓA ⊗ E˜A + M (R¯T ˙¯R) , (5.72)
2
M = M˙−ΩM−Ω ⋄M−MΩT =
2
Γi ⊗ ei −MΩT , (5.73)
2
M = L(R¯)[ ˙˜M ] , (5.74)
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mit
2
Γi = Γ˙i −ΩΓi − ΓiΩT = ∂Ω
∂xi
− Γk Lki , (5.75)
˙˜ΓA = δ
i
A
{
R¯T
∂Ω
∂xi
R¯− Γ˜B δBk Lki
}
, (5.76)
2
Γi = δ
A
i R¯
˙˜ΓA R¯
T , (5.77)
bzw.
˙˜M = ˙˜γA ⊗ E˜A + M˜ R¯T ΩR¯ , (5.78)
2
M = M˙−ΩM+MΩ = 2γi ⊗ ei +MΩ , (5.79)
2
M = R¯
˙˜MR¯T , (5.80)
mit
2
γi = γ˙i −Ωγi =
∂ω
∂xi
−MLei , (5.81)
˙˜γA = δ
i
A R¯
T 2γi . (5.82)
Fu¨r die Zwecke des na¨chsten Abschnitts sind auch die folgenden Beziehungen wichtig. Aus
(5.81) folgt, dass
gradω =
∂ω
∂xi
⊗ ei = 2γi ⊗ ei +ML(ei ⊗ ei) , (5.83)
und, da ei ⊗ ei = 1 folgt
gradω =
2
γi ⊗ ei +ML . (5.84)
Kombination der letzten Gleichung mit (5.79) liefert
gradω =
2
M +M (L−Ω) . (5.85)
Schließlich sei noch erwa¨hnt, dass durch die Forminvarianz von ∆¨s,... ∆¨c,... ho¨here Verzerrungs-
und Kru¨mmungsgeschwindigkeiten definiert werden ko¨nnen.
5.5 Spannungstensoren und zugeordnete Geschwindigkeiten
Zu jedem Verzerrungs- und Kru¨mmungstensor kann ein Spannungstensor mit Hilfe von geeig-
net definierten Spannungsleistungen zugeordnet werden. Dazu betrachten wir die Summe der
Spannungsleistungen Ws +Wc (vgl. (4.15), (4.16))
Ws +Wc = S · (L−Ω) + Sc · gradω (5.86)
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und schreiben sie unter Beru¨cksichtigung von (5.85) um:
Ws +Wc = (S+M
T Sc) · (L−Ω) + Sc·
2
M= Σ· 2ǫ +Sc·
2
M , (5.87)
mit
Σ := S+MT Sc . (5.88)
Folgend Grammenoudis & Tsakmakis [39] ko¨nnen verschiedene Spannungstensoren durch
forminvariante Darstellung der Spannungsleistungen
W1 := Σ· 2ǫ , W2 := Sc·
2
M (5.89)
eingefu¨hrt werden. So gilt z.B. relativ zur Bezugskonfiguration
W1 = Σ · (R¯ ˙˜ǫ F−1) = (R¯T ΣFT−1) · ˙˜ǫ , (5.90)
W2 = Sc · (R¯ ˙˜MR¯T ) = (R¯T Sc R¯) · ˙˜M , (5.91)
oder
W1 = Σ˜ · ˙˜ǫ , Σ˜ := R¯T ΣFT−1 , (5.92)
W2 = S˜c · ˙˜M , S˜c := R¯T Sc R¯ . (5.93)
Obwohl in dieser Arbeit keine Spannungsgeschwindigkeiten verwendet werden, werden diese
vollsta¨ndigkeitshalber kurz vorgestellt. Neben der Forminvarianz von W1, W2 wird die Formin-
varianz von W˙1, W˙2 verlangt, wobei
W˙1 =
˙˜Σ · ˙˜ǫ + Σ˜ · ¨˜ǫ , (5.94)
W˙2 =
˙˜Sc · ˙˜M+ S˜c · ¨˜M . (5.95)
Es la¨sst sich zeigen, dass die Terme Σ˜ · ¨˜ǫ und S˜c · ¨˜M forminvariant sind. Demzufolge ist Formin-
varianz von W˙1, W˙2 a¨quivalent zur Forminvarianz von
˙˜Σ · ˙˜ǫ , ˙˜Sc · ˙˜M. Diese Tatsache wird genutzt,
um zugeordnete Spannungsgeschwindigkeiten zu definieren, die in den Tabellen im Anhang A
angegeben sind.
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6.1 Zwischenkonfiguration
Wie in klassischer Plastizita¨t wird die multiplikative Zerlegung des Makrodeformationsgradien-
ten F in elastische und plastische Anteile
F = Fe Fp (6.1)
mit detFe > 0 (und daher detFp > 0) angenommen. Diese Zerlegung wurde zuerst von Kro¨ner
[54] vorgeschlagen und ist in den nachfolgenden Jahren durch die Arbeiten von Lee & Liu
[61] und Lee [62] popula¨r geworden. Sie wird bis auf eine Starrko¨rperrotation als eindeutig
angenommen (siehe hierzu Green & Naghdi [45], Casey & Naghdi [14], [15]). Steinmann
[81] folgend wird zusa¨tzlich die multiplikative Zerlegung der Mikrorotation R¯ auch in elastische
und plastische Anteile angenommen
R¯ = R¯e R¯p , (6.2)
wobei R¯e, R¯p Rotationen darstellen. Auch diese Zerlegung wird bis auf dieselbe Starrko¨rperro-
tation fu¨r (6.1) als eindeutig angenommen.
Im Unterschied zu F(X, t) ist Fp(X, t) (und daher auch Fe(X, t)) eine inkompatible Defor-
mation. Mit anderen Worten definiert Fp(X, t) fu¨r t = fest eine lokale Deformation fu¨r das
Makrokontinuum am Punkt X. Die lokale Deformation verbunden mit Fp(X, t) bildet eine
Umgebung N˜ (X) ∈ E auf eine Umgebung Nˆ (xˆ, t) ∈ E ab. Der Punkt xˆ kann beliebig in
E ausgewa¨hlt werden, etwas was man sich mit Hilfe von lokalen Zerschneidungsprozessen fu¨r
das Makrokontinuum vorstellen kann. Tatsa¨chlich wird das Makrokontinuum lokal durch Zer-
schneidungsprozesse entlastet. Dadurch entstehen hinreichend kleine Teilchen, die nicht mehr
zueinander passen (Verletzung der Kompatibilita¨t) und daher beliebig in E positioniert werden
ko¨nnen (vgl. Grammenoudis & Tsakmakis [40]). Insbesondere kann man sich xˆ durch eine
beliebige Deformation
xˆ = χˆ(X, t) (6.3)
vorgegeben denken. Es wird ausdru¨cklich darauf hingewiesen, dass i.A. Fp(X, t) 6= ∂χ∂X gilt. Als
besondere Mo¨glichkeit ist xˆ = X oder xˆ = x zugelassen. Im Folgenden wird die fiktive (und
daru¨ber hinaus konzeptuelle) Deformation χˆ(·, t) als beliebig angesehen. Wir werden auch Rˆt
fu¨r den Raumbereich in E schreiben, der vom makroskopischen Ko¨rper unter der Konfiguration
χˆ eingenommen wird, d.h. Rˆt = χˆ(RR, t). Die Konfiguration χˆ, zusammen mit einer Kollektion
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von lokalen Deformationen fu¨r Fp, wird als (plastische) Zwischenkonfiguration des makrosko-
pischen Kontinuums bezeichnet. Wir werden sagen, dass der makroskopische Ko¨rper in der
plastischen Zwischenkonfiguration lokal durch Fp deformiert wird. Wa¨hrend sich der makro-
skopische Ko¨rper lokal von X auf xˆ deformiert, wird postuliert, dass das Mikrokontinuum am
Punkt X eine Rotation R¯p(X, t) erfa¨hrt. Ortsvektoren X
′, die von X ausgehen, transformieren
sich zu Ortsvektoren xˆ′ = χˆ′(X,X′, t) := R¯p(X, t)X
′, die vom Punkt xˆ ∈ Rˆt ausgehen. Auf
diese Weise wird der Raumbereich R′R(X) auf den Raumbereich Rˆ
′
t(xˆ) = χˆ
′(X,B′, t) abgebildet.
Fu¨r t = fest bezeichnen wir χˆ′(X, · , t) als die plastische Zwischenkonfiguration des Mikrokonti-
nuums am Punkt X. Die plastische Zwischenkonfiguration fu¨r das Makrokontinuum zusammen
mit derjenigen fu¨r das Mikrokontinuum wird plastische Zwischenkonfiguration des mikropolaren
Kontinuums genannt. Die Deformation des mikropolaren Kontinuums von der Bezugs- auf die
plastische Zwischenkonfiguration kann dann durch
(X, t) 7→
(
xˆ = χˆ(X, t)
ϕˆi = R¯p(X, t)Φi(X)
)
(6.4)
charakterisiert werden.
Als Teilmenge des Euklidischen Punktraumes E ist die plastische Zwischenkonfiguration des Ma-
krokontinuums Rˆt eine Euklidische Mannigfaltigkeit, die mit kartesischen Koordinaten {xˆα}, α =
1, 2, 3 u¨berzogen werden kann. Die zugeho¨rige Basis ist {eˆα}. Wir fu¨hren an dieser Stelle eine
relative kovariante Ableitung in Rˆt in Analogie zu (3.95) ein. Sei bˆ ein Vektorfeld auf Rˆt und b
das Eulersche Gegenstu¨ck davon
b := R¯ebˆ . (6.5)
Wir definieren ein anholonomes Basissystem {Eˆα} in Rˆt
Eˆα ≡ Eˆα := δiα R¯ Te ei , (6.6)
so dass die Vektoren bˆ und b mit Hilfe von (6.5) und (6.6) folgendermaßen dargestellt werden
ko¨nnen:
bˆ = bˆα Eˆα mit b = bˆ
i ei . (6.7)
Desweiteren wird durch
∇ˆp bˆ :=
(
∂bˆβ
∂xα
+ Λˆβαγ bˆ
γ
)
Eˆβ ⊗ Eˆα (6.8)
eine relative kovariante Ableitung von bˆ in Rˆt definiert. Die ”Push-Forward-Transformation”
von ∇ˆpbˆ mit R¯e liefert
∇¯p b := R¯e (∇ˆp bˆ) R¯Te =
(
∂bˆi
∂xj
+ Λˆijl bˆ
l
)
ei ⊗ ej (6.9)
und stellt eine echte kovariante Ableitung in Rt dar. Die Menge Rt ausgeru¨stet mit der kovari-
anten Ableitung (6.9) wird zu einer Mannigfaltigkeit umgewandelt, die durch die Eigenschaften
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des Zusammenhangs Λˆijl charakterisiert wird. Man kann natu¨rlich ∇ˆpbˆ auch in der Bezugskon-
figuration durch ”Pull-Back-Transformation” mit R¯p abbilden
∇˜pB := R¯Tp (∇ˆp bˆ)R¯p ≡ R¯T (∇¯p b)R¯ =
{
∂bˆB
∂xA
+ ΛˆBAΓ bˆ
Γ
}
E˜B ⊗ E˜A , (6.10)
mit
B := R¯Tp bˆ = R¯
T b = bˆA E˜A . (6.11)
Der Ausdruck ∇˜pB in (6.10) bildet eine relative kovariante Ableitung von B in der Bezugskon-
figuration RR . Schließlich sei hier noch erwa¨hnt, dass in Analogie zu (3.29) die Zerlegungen
Fe = R¯e U¯e = V¯e R¯e , Fp = R¯p U¯p = V¯p R¯p (6.12)
gelten, wobei U¯e, V¯p Endomorphismen auf TxˆRˆt, U¯p Endomorphismus auf TXRR und V¯e En-
domorphismus auf TxRt sind.
6.2 Additive Zerlegung der mikropolaren
Verzerrungstensoren
Sei N˜ (X) ⊂ RR eine Umgebung von X in der Bezugskonfiguration RR, welche die materielle
Linie mit dem Ortsvektor A(λ), λ ∈ I entha¨lt. Wie in Abschnitt 5.2 gezeigt wurde, besitzt die
materielle Linie an der Stelle X = A(λ0) den Tangentenvektor A =
dA(λ0)
dλ
(vgl. Abb. 6.1). Sei
ζˆ : N˜ (X)× I→ Nˆ (xˆ, t) ⊂ Rˆt eine lokale Deformation mit der Eigenschaft
ζˆ(X, t) = χˆ(X, t) = xˆ , (6.13)
wobei jedoch i.A. ζˆ(Y, t) 6= χˆ(X, t) fu¨r Y 6= X gilt. Wir setzen Nˆ (xˆ, t) = ζˆ(N˜ (X), t), so dass
Nˆ (xˆ, t) mit xˆ = ζˆ(A(λ0), t) das Bild der materiellen Linie A(λ) entha¨lt. Ferner nehmen wir
Fp(X, t) =
∂ζˆ(Y, t)
∂Y
∣∣∣∣∣
Y=X
= (Fp)
α
A
eˆα ⊗ EA (6.14)
an. Sei Aˆ = Aˆ(λ, t) = ζˆ(A(λ), t) das Bild von A(λ) unter der Abbildung ζˆ(·) fu¨r t = fest und
αˆ = dAˆ(λ0,t)
dλ
der Tangentenvektor an der Stelle xˆ = Aˆ(λ0, t). Vollkommen analog zum Abschnitt
5.2.1 gilt
α = FA = Fe αˆ , αˆ = Fp A = F
−1
e α . (6.15)
Zusa¨tzlich fu¨hren wir den Vektor
ϕˆ = ϕˆ(X, t) := R¯p(X, t)Φ = R¯
T
e (X, t)ϕ (6.16)
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A = dA(λ0)/dλ
X = A(λ0)
N¯ (x, t) = χ(N˜ (X), t)
x = a(λ0, t)
xˆ = Aˆ(λ0, t)
N˜ (X)
RR
Fp Nˆ (xˆ, t)
Fe
Rt
α
αˆ
O
Abbildung 6.1: Geometrische Andeutung der multiplikativen Zerlegung F = FeFp.
ein, der a¨hnlich wie Φ(X) und ϕ(x, t) einen Ortsvektor des Mikrokontinuums in Rˆ′t(x) darstellen
mo¨ge.
Ausgehend von (5.13) ist es naheliegend die additive Zerlegung von ∆s
∆s = (∆s)e + (∆s)p , (6.17)
(∆s)e := ϕ ·α− ϕˆ · αˆ , (6.18)
(∆s)p := ϕˆ · αˆ−Φ ·A , (6.19)
als ein Maß fu¨r die Geometrie der Deformation in Beziehung zu der Zwischenkonfiguration
Nˆ (xˆ, t) zu betrachten. A¨hnlich wie ∆s ko¨nnen (∆s)e oder (∆s)p forminvariant dargestellt wer-
den. So gilt beispielsweise relativ zu der Bezugskonfiguration RR
(∆s)e = Φ · ǫ˜e A , (∆s)p = Φ · ǫ˜p A , (6.20)
ǫ˜p = U¯p − 1 , ǫ˜ = ǫ˜e + ǫ˜p . (6.21)
Weitere Beziehungen dieser Art, sowie zugeordnete Geschwindigkeiten sind in den Tabellen im
Anhang A angegeben. Diese sind identisch gleich zu den Ausfu¨hrungen in Grammenoudis &
Tsakmakis [39] und vervollsta¨ndigen die wesentlichen Informationen u¨ber die Verzerrungsten-
soren im Rahmen der Zerlegung der Deformation. Dabei wird von der Notation
Ωˆp :=
˙¯Rp R¯
T
p und Lˆp = F˙pF
−1
p (6.22)
Gebrauch gemacht.
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6.3 Additive Zerlegung von ∆c
Wir benutzen dieselbe Vorgehensweise wie im letzten Abschnitt und zerlegen die Differenz ∆c
in (5.18) gema¨ß
∆c = (∆c)e + (∆c)p , (6.23)
(∆c)e := ϕ1 · (∇tϕ2)[ϕ3]− ϕˆ1 · (∇ˆp ϕˆ2)[ϕˆ3] , (6.24)
(∆c)p := ϕˆ1 · (∇ˆp ϕˆ2)[ϕˆ3]−Φ1 · (∇U¯Φ2)[Φ3] , (6.25)
wobei
ϕˆα = ϕˆα(xˆ, t) := δ
A
α R¯pΦA = δ
i
α R¯
T
e ϕi , α = 1, 2, 3 (6.26)
gilt. Aus (6.8) folgt dann
∇ˆp ϕˆ2 =
(
∂(ϕˆ2)
β
∂xα
+ Λˆβαγ (ϕˆ2)
γ
)
Eˆβ ⊗ Eˆα . (6.27)
Mit den Komponentendarstellungen
ϕi = (ϕi)
j ej , ϕˆα = δ
i
α R¯
T
e ϕi = δ
i
α(ϕi)
β Eˆβ , (6.28)
sowie mit Hilfe der Beziehungen (5.25) bis (5.28) und (6.9) erha¨lt man
(∆c)e = ϕ1 · (∇tϕ2 − ∇¯pϕ2)[ϕ3] , (6.29)
(∆c)p = ϕ1 · (∇¯pϕ2 − ∇¯tϕ2)[ϕ3] , (6.30)
mit
∇tϕ2 =
∂(ϕ2)
i
∂xj
ei ⊗ ej , (6.31)
∇¯pϕ2 =
(
∂(ϕ2)
i
∂xj
+ Λˆijl(ϕ2)
l
)
ei ⊗ ej , (6.32)
∇¯tϕ2 =
(
∂(ϕ2)
i
∂xj
+ (Λ¯t)
i
jl(ϕ2)
l
)
ei ⊗ ej . (6.33)
Wa¨hrend (Λ¯t)
i
jl durch (5.28) gegeben ist, muss Λˆ
i
jl aus noch zu formulierenden Materialglei-
chungen bestimmt werden.
6.3.1 Additive Zerlegung der dreistufigen mikropolaren
Kru¨mmungstensoren
Aus (6.29) bis (6.33) ergibt sich
(∆c)e =
{
(0− Λˆijl) ei ⊗ el ⊗ ej
}
[ϕ1,ϕ2,ϕ3] = Me[ϕ1,ϕ2,ϕ3] , (6.34)
(∆c)p =
{
(Λˆijl − (Λ¯t)ijl ) ei ⊗ el ⊗ ej
}
[ϕ1,ϕ2,ϕ3] = Mp[ϕ1,ϕ2,ϕ3] , (6.35)
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mit
Me := (0− Λˆijl) ei ⊗ el ⊗ ej , (6.36)
Mp := (Λˆ
i
jl − (Λ¯t)ijl ) ei ⊗ el ⊗ ej , (6.37)
M = Me + Mp = (0− (Λ¯t)ijl ) ei ⊗ el ⊗ ej . (6.38)
Man erkennt, dass beispielsweise die Komponenten (Me)
i
jl ≡ (Me)ijl von Me relativ zu der
kartesischen Basis {ei} durch die Differenz von Symbolen von Zusammenha¨ngen (0− Λˆijl) gege-
ben sind, wobei die Null fu¨r den Levi-Civita Zusammenhang der Euklidischen Mannigfaltigkeit
Rt steht.
Andererseits kann Rt auch als nicht-Euklidische Mannigfaltigkeit durch U¨bertragung der geo-
metrischen Eigenschaften von Rˆt folgendermassen aufgefasst werden: Seien aˆ, bˆ ∈ TxˆRˆt zwei
beliebige Vektoren mit a = R¯e aˆ und b = R¯e bˆ als die entsprechenden Eulerschen Gegenstu¨cke.
Ferner sei durch
gˆ(aˆ, bˆ) := aˆ · bˆ = aˆ · 1bˆ (6.39)
eine Euklidische Metrik auf Rˆt definiert. Diese u¨bertra¨gt sich durch
g(a,b) := gˆ(aˆ, bˆ) = R¯Te a · R¯Te b (6.40)
auf die Euklidische Metrik
g(a,b) = a · b = a · 1b (6.41)
fu¨r Rt. Jetzt nehmen wir an, dass Λˆ
i
jl Objekte eines metrischen Zusammmenhanges fu¨r Rt
relativ zu der kartesischen Basis {ei} sind und dass die Metrik durch die Euklidische Metrik
(6.41) gegeben ist. Dann verschwinden in (2.126) alle Terme bis auf den Klammerausdruck mit
den Komponenten des Torsionstensors
Λˆijl ≡ Λˆijl =
1
2
(T ijl + Tl ij − Tjli) , (6.42)
mit (vgl. (2.121))
T ijk ≡ T ijk = (Λˆijk − Λˆikj) ≡ (Λˆijk − Λˆikj) . (6.43)
Folglich kann der Raum Rt, ausgeru¨stet mit der Metrik (6.41) und dem Zusammenhang Λˆ
i
jl ,
als nicht-Euklidischer und nicht-Riemannscher (da Torsion vorhanden ist) Raum aufgefasst
werden.
Anhand von (6.42) und (6.43) sieht man sofort, dass Λˆijl antisymmetrisch in Bezug auf die
Indizes i,l sein muss:
Λˆijl = −Λˆlji . (6.44)
Dies impliziert folgende Antisymmetrie fu¨r die Komponenten von Me (vgl. (6.36))
(Me)ilj = (0− Λˆijl) = −(Me)lij . (6.45)
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Nun besitzen die Komponenten von M genau dieselbe Antisymmetrie (s. (5.31)). Deswegen
mu¨ssen die Komponenten von Mp auch diese Antisymmetrie aufweisen. Als Konsequenz erha¨lt
man folgende Darstellungen: Ist M∗ einer von den Tensoren M, Me, Mp, so gibt es einen
axialen Tensor zweiter Stuffe M∗ mit
M∗[a,b, c] = a · (M∗ × b)[c] , (6.46)
fu¨r beliebige Vektoren a,b, c oder in indizierter Schreibweise relativ zu {ei}
M∗ijk = ǫjimM∗mk . (6.47)
Im Falle von M∗ = M und M∗ =M gelten die speziellen Zerlegungen
M = Γi ⊗ ei , M = γi ⊗ ei , γi = axlΓi . (6.48)
Solche Zerlegungen mu¨ssen aber fu¨r Me und Mp i.A. nicht gelten. (Ein wichtiger Sonderfall
wird weiter unten diskutiert.) An dieser Stelle sei noch gemerkt, dass i.d.R. Mp aus einer
Materialgleichung bestimmt wird. Vorausgesetzt, dass M beispielsweise aus dem Prinzip der
virtuellen Verschiebungen bekannt ist, wird somit Me und daher auch Λˆ
i
jl bestimmt sein.
Abschließend sei erwa¨hnt, dass die Differenzen (∆c)e und (∆c)p forminvariant relativ zu Rˆt oder
RR dargestellt werden ko¨nnen:
(∆c)e = Mˆe[ϕˆ1, ϕˆ2, ϕˆ3] = M˜e[Φ1,Φ2,Φ3] , (6.49)
(∆c)p = Mˆp[ϕˆ1, ϕˆ2, ϕˆ3] = M˜p[Φ1,Φ2,Φ3] , (6.50)
mit
Mˆe = L(R¯Te )[Me] , M˜e = L(R¯T )[Me] , (6.51)
Mˆp = L(R¯Te )[Mp] , M˜p = L(R¯T )[Mp] . (6.52)
Zugeordnete objektive Geschwindigkeiten ko¨nnen mit Hilfe der Forminvarianz von (∆c)
·
e , (∆c)
·
p
vollkommen analog zu der Vorgehensweise in Kapitel 5.4 eingefu¨hrt werden. Insgesamt ergeben
sich Beziehungen, wie sie in den Tabellen im Anhang A dokumentiert sind.
6.3.2 Additive Zerlegung der zweistufigen mikropolaren
Kru¨mmungstensoren
Die Ergebnisse vom letzten Abschnitt machen deutlich, dass
(∆c)e = Me[ϕ1,ϕ2,ϕ3] = ϕ1 · (Me × ϕ2)[ϕ3] = (Me × ϕ2)[ϕ1,ϕ3] , (6.53)
(∆c)p = Mp[ϕ1,ϕ2,ϕ3] = ϕ1 · (Mp × ϕ2)[ϕ3] = (Mp × ϕ2)[ϕ1,ϕ3] (6.54)
gilt, wobei Me und Mp axiale Tensoren jeweils von Me und Mp sind. Ha¨lt man sich noch
(5.44) vor Augen, so sieht man leicht, dass
M =Me +Mp (6.55)
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gilt. Wa¨hrend M der Zerlegung
M = γi ⊗ ei (6.56)
genu¨gt, brauchen solche Zerlegungen fu¨r Me und Mp i.A. nicht zu gelten. Forminvariante For-
mulierungen von (∆c)e, (∆c)p, (∆c)
·
e, (∆c)
·
p liefern Gegenstu¨cke von Me und Mp relativ zu Rˆt
und RR, sowie zugeordnete Geschwindigkeiten. Alle relevante Beziehungen dieser Art sind im
Anhang angegeben.
6.3.3 Der Sonderfall Λˆjki = (R¯e)
j
̺
∂(R¯−1e )
̺
i
∂xk
In Analogie zu (3.42) fu¨hren wir die Notation
R¯e = (R¯e)
i
α ei ⊗ eˆα, R¯−1e = (R¯−1e )αi eˆα ⊗ ei mit (R¯e)iα = (R¯−1e )αi , (6.57)
R¯p = (R¯p)
α
A
eˆα ⊗ EA, R¯−1p = (R¯−1p )Aα EA ⊗ eˆα mit (R¯p)αA = (R¯−1p )Aα , (6.58)
eˆα · ei = (R¯−1e )αi (6.59)
ein und betrachten den speziellen Fall
Λˆjki ≡ Λˆjki := (R¯e)j̺
∂(R¯Te )
̺
i
∂xk
= −∂(R¯e)
j
̺
∂xk
(R¯−1e )
̺
i . (6.60)
Wir werden zeigen, dass dies a¨quivalent zu (vgl. (6.8))
∇ˆp bˆ = ∂bˆ
∂xα
⊗ Eˆα = ( ∂bˆ
∂xi
⊗ ei) R¯e = (gradbˆ)R¯e (6.61)
ist und damit ∇ˆp bˆ einen relativen Gradient darstellt. Dazu benutzen wir die Beziehungen
Eˆγ = δ
i
γ R¯
−1
e ei = δ
i
γ (R¯
−1
e )
̺
i eˆ̺ , (6.62)
eˆ̺ = δ
β
i (R¯e)
i
̺ Eˆβ (6.63)
in ∂bˆ
∂xα
⊗ Eˆα. Somit erhalten wir (vgl. (6.7))
∂bˆ
∂xα
⊗ Eˆα = ∂(bˆ
β Eˆβ)
∂xα
⊗ Eˆα = ∂bˆ
β
∂xα
Eˆβ ⊗ Eˆα + bˆγ ∂Eˆγ
∂xα
⊗ Eˆα
=
∂bˆβ
∂xα
Eˆβ ⊗ Eˆα + bˆγ δiγ ∂(R¯
−1
e )
̺
i
∂xα
δβj (R¯e)
j
̺ Eˆβ ⊗ Eˆα
=
{
∂bˆβ
∂xα
+ δβj δ
i
γ δ
α
k (R¯e)
j
̺
∂(R¯−1e )
̺
i
∂xk
bˆγ
}
Eˆβ ⊗ Eˆα
=
{
∂bˆβ
∂xα
+ δβj δ
i
γ δ
α
k Λˆ
j
ki bˆ
γ
}
Eˆβ ⊗ Eˆα
=
{
∂bˆβ
∂xα
+ Λˆβαγ bˆ
γ
}
Eˆβ ⊗ Eˆα = ∇ˆp bˆ , (6.64)
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was zu beweisen war. Ohne Beweis erwa¨hnen wir hier, dass man mit vollkommen a¨hnlichen
Methoden wie in Abschnitt 3.4.3 aufzeigen kann, dass der Riemansche Kru¨mmungstensor fu¨r
den Zusammenhang (6.60) verschwindet. Anders ausgedru¨ckt wird der Raum Rt ausgeru¨stet mit
diesem Zusammenhang flach. Jedoch bleibt er weiterhin nicht-Euklidisch und nicht-Riemannsch.
Im Falle, dass der Ansatz (6.60) zugrundegelegt wird, mu¨ssen eventuelle Materialgleichungen
fu¨r Mp bzw. fu¨r Mp Kompatibilita¨tsbedingungen erfu¨llen, da in (6.60) ra¨umliche Ableitungen
von R¯e vorkommen.
Anhand von (6.36) sieht man, dass fu¨r den Sonderfall (6.60)
Me =
∂(R¯e)
j
̺
∂xk
(R¯−1e )
̺
i ej ⊗ ei ⊗ ek , (6.65)
oder
Me = gradR¯e ⋄ R¯Te =
∂R¯e
∂xi
R¯Te ⊗ ei , (6.66)
bzw.
Me = (Γe)i ⊗ ei mit (Γe)i := ∂R¯e
∂xi
R¯Te (6.67)
gilt. Also ist Me fu¨r den Sonderfall gema¨ß (6.66) zerlegbar. Da M = Me + Mp und M der
Zerlegung (5.35) genu¨gt, folgt, dass auch Mp einer Zerlegung
Mp = (Γp)i ⊗ ei mit (Γp)i = Γi − (Γe)i (6.68)
genu¨gt. Die Zerlegungen fu¨r Me, Mp induzieren Zerlegungen auch fu¨rMe,Mp. In der Tat, da
Γi, (Γe)i antisymmetrisch sind, muß auch (Γp)i antisymmetrisch sein, und es gilt
Me = (γe)i ⊗ ei , Mp = (γp)i ⊗ ei , (6.69)
(γe)i = axl(Γe)i , (γp)i = axl(Γp)i . (6.70)
Weitere Beziehungen und Zusammenha¨nge der Darstellungen relativ zu den verschiedenen Kon-
figurationen sind Anhang A zu entnehmen.
6.4 Spannungstensoren
In Abschnitt 5.5 sind die Spannungstensoren Σ, Sc relativ zur Momentankonfiguration Rt bzw.
Σ˜, S˜c relativ zur Bezugskonfiguration RR durch forminvariante Darstellung der Spannungsleis-
tung W1 bzw. W2 eingefu¨hrt worden. Um Spannungen relativ zur Zwischenkonfiguration Rˆt
einfu¨hren zu ko¨nnen, benutzen wir in (5.89) die Beziehungen (vgl. Anhang A)
2
ǫ= R¯e
2
ǫˆ F−1e ,
2
M= R¯e
2
Mˆ R¯Te , (6.71)
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und erhalten
W1 = Σ · (R¯e
2
ǫˆ F−1e ) = (R¯
T
e ΣF
T−1
e )·
2
ǫˆ , (6.72)
W2 = Sc · (R¯e
2
Mˆ R¯Te ) = (R¯
T
e Sc R¯e)·
2
Mˆ , (6.73)
oder
W1 = Σˆ·
2
ǫˆ , Σˆ := R¯Te ΣF
T−1
e , (6.74)
W2 = Sˆc·
2
Mˆ , Sˆc := R¯
T
e Sc R¯e . (6.75)
Die Spannungen Σˆ und Sˆc relativ zu Rˆt werden zur Formulierung der Materialtheorie im na¨chs-
ten Kapitel eingesetzt. Dort werden auch weitere, so genannte Mandelsche Spannungstensoren
eingefu¨hrt. Transformationsbeziehungen zwischen den verschiedenen Spannungstensoren und
deren Geschwindigkeiten sind am Ende von Anhang A zu finden.
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Wir nehmen isotherme Deformationen mit homogener Temperaturverteilung an. Die Clausius-
Duhem-Ungleichung relativ zur Momentankonfiguration Rt lautet (s. Eringen [32], Kap. 2.3)
S · (L−Ω) + Sc · gradω − ̺R Ψ˙ ≥ 0 , (7.1)
oder a¨quivalenterweise
Σ· 2ǫ +Sc·
2
M −̺R Ψ˙ ≥ 0 , (7.2)
bzw. relativ zur Zwischenkonfiguration Rˆt
Σˆ·
2
ǫˆ +Sˆc·
2
Mˆ −̺R Ψ˙ ≥ 0 , (7.3)
wobei Ψ die (pro Masseneinheit des makroskopischen Kontinuums) spezifische freie Energie des
mikropolaren Kontinuums bedeutet. Wie u¨blich in der nicht polaren Plastizita¨tstheorie wird die
Zerlegung von Ψ in elastische und plastische Anteile angenommen. Es wird weiter angenommen,
dass diese Zerlegung auch bei mikropolarer Plastizita¨t gu¨ltig ist, so dass man
Ψ(t) = Ψe(t) + Ψp(t) (7.4)
schreiben kann. Damit ist die Ungleichung (7.3) a¨quivalent zu
Σˆ·
2
ǫˆ +Sˆc·
2
Mˆ −̺R Ψ˙e − ̺R Ψ˙p ≥ 0 . (7.5)
7.1 Elastizita¨tsgesetze-Dissipationsungleichung
In Analogie zum rein elastischen Fall in (5.7) wird angesetzt, dass sich der elastische Anteil der
freien Energiefunktion Ψe als eine Funktion von ǫˆe und Mˆe schreiben la¨ßt:
Ψe = Ψˆe(ǫˆe, Mˆe) . (7.6)
Bei U¨berlagerung von Starrko¨rperrotationen Q = Q(t) auf die Momentankonfiguration und
Qp = Qp(t) auf die Zwischenkonfiguration gelten Transformationsbeziehungen der Form (vgl.
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Grammenoudis & Tsakmakis [39])
Fe → F∗e = QFeQTp , (7.7)
F→ F∗ = QF , (7.8)
R¯e → R¯∗e = QR¯eQTp , (7.9)
R¯→ R¯∗ = QR¯ , (7.10)
U¯e → U¯∗e = QpU¯eQTp , (7.11)
etc. Mit diesen Beziehungen und mit der u¨blichen Annahme X∗ = X kann gezeigt werden, dass
ǫˆe → ǫˆ∗e = QpǫˆeQTp , (7.12)
Mˆe → Mˆ∗e = QpMˆeQTp , (7.13)
und somit
Ψ∗e = Ψˆe(ǫˆ
∗
e, Mˆ
∗
e) = Ψˆe(QpǫˆeQ
T
p ,QpMˆeQ
T
p ) (7.14)
gilt. Fu¨r beliebige Rotationen Qp verlangen wir (Prinzip der materiellen Objektivita¨t), dass
Ψ∗e = Ψe , (7.15)
oder a¨quivalenterweise
Ψˆe(ǫˆe, Mˆe) = Ψˆe(QpǫˆeQ
T
p ,QpMˆeQ
T
p ) (7.16)
gilt. Letzte Gleichung legt fest, dass Ψˆe eine isotrope Tensorfunktion sein muß, d.h. Ψe ist eine
Funktion der Invarianten von (ǫˆe)S, (ǫˆe)A, (Mˆe)S, (Mˆe)A. Es ist nicht schwer zu beweisen, dass
Beziehungen der Form
(ǫˆe)S = R¯p {(ǫ˜− ǫ˜p) U¯−1p }S R¯Tp , (7.17)
(ǫˆe)A = R¯p {(ǫ˜− ǫ˜p) U¯−1p }A R¯Tp , (7.18)
(Mˆe)S = R¯p (M˜e)S R¯
T
p , (7.19)
(Mˆe)A = R¯p (M˜e)A R¯
T
p , (7.20)
(ǫˆe)S (Mˆe)A = R¯p
(
{(ǫ˜− ǫ˜p) U¯−1p }S (M˜e)A
)
R¯Tp , (7.21)
usw. gelten. Dies wiederum bedeutet, dass Ψe als Funktion von ǫ˜, ǫ˜p, M˜, M˜p geschrieben werden
kann:
Ψe = Ψˆe(ǫˆe, Mˆe) = Ψ˜e(ǫ˜, ǫ˜p, M˜, M˜p) . (7.22)
Differentiation dieser Gleichung nach der Zeit liefert
Ψ˙e =
∂Ψ˜e
∂ǫ˜
· ˙˜ǫ + ∂Ψ˜e
∂ǫ˜p
· ˙˜ǫ p + ∂Ψ˜e
∂M˜
· ˙˜M+ ∂Ψ˜e
∂M˜p
· ˙˜Mp = ∂Ψˆe
∂ǫˆe
· ˙ˆǫ e + ∂Ψˆe
∂Mˆe
· ˙ˆMe . (7.23)
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Nach einigen Umrechnungen und Zusammenfassen von Termen und unter Beru¨cksichtigung der
Beziehungen im Anhang A erha¨lt man(
R¯p
∂Ψ˜e
∂ǫ˜
FTp −
∂Ψˆe
∂ǫˆe
)
·
2
ǫˆ +
(
R¯p
∂Ψ˜e
∂M˜
R¯Tp −
∂Ψˆe
∂Mˆe
)
·
2
Mˆ +
(
R¯p
∂Ψ˜e
∂ǫ˜p
FTp + (1+ ǫˆ
T
e )
∂Ψˆe
∂ǫˆe
)
·
2
ǫˆp
+
(
R¯p
∂Ψ˜e
∂M˜p
R¯Tp +
∂Ψˆe
∂Mˆe
)
·
2
Mˆp +
{
∂Ψˆe
∂ǫˆe
ǫˆTe − ǫˆTe
∂Ψˆe
∂ǫˆe
+
∂Ψˆe
∂Mˆe
MˆTe − MˆTe
∂Ψˆe
∂Mˆe
}
· Ωˆp = 0 .
(7.24)
Wir verlangen die Gu¨ltigkeit dieser Gleichung fu¨r beliebige Geschwindigkeiten
2
ǫˆ,
2
Mˆ und
2
ǫˆp,
2
Mˆp, Ωˆp, was gleichbedeutend mit beliebigen Evolutionsgleichungen fu¨r ǫˆp, Mˆp und R¯p ist. Dies
kann genau dann erfu¨llt werden, wenn
R¯p
∂Ψ˜e
∂ǫ˜
FTp =
∂Ψˆe
∂ǫˆe
, R¯p
∂Ψ˜e
∂M˜
R¯Tp =
∂Ψˆe
∂Mˆe
, (7.25)
R¯p
∂Ψ˜e
∂ǫ˜p
FTp = −(1 + ǫˆTe )
∂Ψˆe
∂ǫˆe
, R¯p
∂Ψ˜e
∂M˜p
R¯Tp = −
∂Ψˆe
∂Mˆe
, (7.26)
∂Ψˆe
∂ǫˆe
ǫˆTe − ǫˆTe
∂Ψˆe
∂ǫˆe
+
∂Ψˆe
∂Mˆe
MˆTe − MˆTe
∂Ψˆe
∂Mˆe
= symmetrisch (7.27)
gilt. Wir kehren zur Ungleichung (7.5) zuru¨ck und setzen (7.6) fu¨r Ψe ein:
Σˆ·
2
ǫˆ −̺R∂Ψˆe
∂ǫˆe
· ˙ˆǫe + Sˆc·
2
Mˆ −̺R ∂Ψˆe
∂Mˆe
· ˙ˆMe − ̺RΨ˙p =
Σˆ·
2
ǫˆ −̺R∂Ψˆe
∂ǫˆe
· (
2
ǫˆe +Ωˆpǫˆe − ǫˆeLˆp)
+ Sˆc·
2
Mˆ −̺R ∂Ψˆe
∂Mˆe
· (
2
Mˆe +ΩˆpMˆe + MˆeΩˆ
T
p )− ̺RΨ˙p =
(
Σˆ− ̺R∂Ψˆe
∂ǫˆe
)
·
2
ǫˆ +̺R
∂Ψˆe
∂ǫˆe
·
2
ǫˆp −̺R∂Ψˆe
∂ǫˆe
· (Ωˆpǫˆe − ǫˆeLˆp)
+
(
Sˆc − ̺R ∂Ψˆe
∂Mˆe
)
·
2
Mˆ +̺R
∂Ψˆe
∂Mˆe
·
2
Mˆp −̺R ∂Ψˆe
∂Mˆe
· (ΩˆpMˆe − MˆeΩˆp)− ̺RΨ˙p =
(
Σˆ− ̺R∂Ψˆe
∂ǫˆe
)
·
2
ǫˆ +̺R
∂Ψˆe
∂ǫˆe
·
2
ǫˆp −̺R∂Ψˆe
∂ǫˆe
· (Ωˆpǫˆe − ǫˆe
2
ǫˆp −ǫˆeΩˆp)
+
(
Sˆc − ̺R ∂Ψˆe
∂Mˆe
)
·
2
Mˆ +̺R
∂Ψˆe
∂Mˆe
·
2
Mˆp −̺R
(
∂Ψˆe
∂Mˆe
MˆTe − MˆTe
∂Ψˆe
∂Mˆe
)
· Ωˆp − ̺RΨ˙p ≥ 0
(7.28)
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oder nach Zusammenfassen von Termen(
Σˆ− ̺R∂Ψˆe
∂ǫˆe
)
·
2
ǫˆ +
(
Sˆc − ̺R ∂Ψˆe
∂Mˆe
)
·
2
Mˆ +̺R(1+ ǫˆ
T
e )
∂Ψˆe
∂ǫˆe
·
2
ǫˆp +̺R
∂Ψˆe
∂Mˆe
·
2
Mˆp
−̺R
(
∂Ψˆe
∂ǫˆe
ǫˆTe − ǫˆTe
∂Ψˆe
∂ǫˆe
+
∂Ψˆe
∂Mˆe
MˆTe − MˆTe
∂Ψˆe
∂Mˆe
)
· Ωˆp − ̺RΨ˙p ≥ 0 . (7.29)
Gema¨ß (7.27) ist der Ausdruck in der Klammer im vorletzten Term von (7.29) symmetrisch, so
dass das innere Produkt mit dem antisymmetrischen Tensor Ωˆp verschwindet:(
Σˆ− ̺R∂Ψˆe
∂ǫˆe
)
·
2
ǫˆ +
(
Sˆc − ̺R ∂Ψˆe
∂Mˆe
)
·
2
Mˆ
+̺R(1+ ǫˆ
T
e )
∂Ψˆe
∂ǫˆe
·
2
ǫˆp +̺R
∂Ψˆe
∂Mˆe
·
2
Mˆp −̺RΨ˙p ≥ 0 . (7.30)
Zur Auswertung dieser Ungleichung machen wir die konstitutiven Annahmen
Σˆ = Σˆ(ǫˆe, Mˆe) , Sˆc = Sˆc(ǫˆe, Mˆe) . (7.31)
In Worten: Σˆ und Sˆc ha¨ngen nicht von Geschwindigkeiten ab.
Die Ungleichung (7.3) bzw. (7.30) muß außerdem fu¨r alle
2
ǫˆ,
2
Mˆ erfu¨llt bleiben. Nach Standar-
dargumenten (vgl. Coleman and Gurtin [20]) ist dies mo¨glich, wenn aus (7.30)
Σˆ = ̺R
∂Ψˆe
∂ǫˆe
= ̺R R¯p
∂Ψ˜e
∂ǫ˜
FTp , Sˆc = ̺R
∂Ψˆe
∂Mˆe
= ̺R R¯p
∂Ψ˜e
∂M˜
R¯Tp , (7.32)
Dint := (1+ ǫˆTe )̺R
∂Ψˆe
∂ǫˆe
·
2
ǫˆp +̺R
∂Ψˆe
∂Mˆe
·
2
Mˆp −̺RΨ˙p ≥ 0 (7.33)
folgt. Wir bezeichnen (7.33) als (innere) Dissipationsungleichung.
Es ist zweckma¨ßig an dieser Stelle einen sog. Mandelschen Spannungstensor
Pˆ := (1+ ǫˆTe ) Σˆ = ̺R(1+ ǫˆ
T
e )
∂Ψˆe
∂ǫˆe
(7.34)
einzufu¨hren. Dies ist analog zu dem Mandelschen Spannungstensor in klassischer Plastizita¨t (s.
dazu z.B. Tsakmakis [88]). Damit kann die Dissipationsungleichung folgendermassen formu-
liert werden
Dint := Pˆ·
2
ǫˆp +Sˆc·
2
Mˆp −̺RΨ˙p ≥ 0 . (7.35)
Die Gleichungen (7.32) stellen die Elastizita¨tsgesetze unserer mikropolarer Plastizita¨tstheorie
dar. Diese zwei Gleichungen, zusammen mit der Dissipationsungleichung (7.35), sind im Fall
der Viskoplastizita¨t notwendige und hinreichende Bedingungen und im Falle der Plastizita¨t nur
hinreichende Bedingungen fu¨r die Gu¨ltigkeit der Clausius-Duhem-Ungleichung (7.1) bzw. (7.5).
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7.2 Postulat von Il’iushin-Fließregeln fu¨r Plastizita¨t
In Analogie zur klassischen assoziierten Plastizita¨t werden wir das Postulat von Il’iushin geeig-
net verallgemeinert fu¨r mikropolare Plastizita¨t annehmen, um eine Normalenregel fu¨r ǫˆp und
Mˆp zu motivieren.
Es wird die Existenz einer Fließfunktion im Raum der Spannungen und Momentenspannungen
vorausgesetzt, die relativ zu Rˆt die Form
f(t) = ϕˆ(Pˆ, Sˆc, hˆ) (7.36)
hat. Hierin bezeichnet hˆ eine Menge aus inneren Zustandsvariablen (Verfestigungsvariablen)
hˆi, 0 ≤ i ≤ M , die skalarwertig sind oder die Komponenten eines Tensors darstellen und zur
Modellierung des Verfestigungsverhaltens dienen. Eine wichtige Voraussetzung fu¨r das weitere
Vorgehen ist, dass Gleichung (7.36) im Raum der Verzerrungen und mikropolaren Kru¨mmungen
relativ zu der Referenzkonfiguration wie folgt umgeschrieben werden kann
f(t) = g˜(ǫ˜, ǫ˜p, M˜, M˜p, q˜) , (7.37)
wobei q˜ eine Menge aus inneren Zustandsvariablen q˜j , 0 ≤ j ≤ N ist. Diese stehen mit den
Verfestigungsvariablen hˆi auf irgendeiner Art in Verbindung.
Die Gleichung
f(t) = ϕˆ(Pˆ, Sˆc, hˆ) = g˜(ǫ˜, ǫ˜p, M˜, M˜p, q˜) = 0 (7.38)
wird Fließbedingung genannt. Fu¨r feste Werte von hˆ beschreibt diese eine so genannte Fließfla¨che
im Raum der Spannungstensoren Pˆ und der Momentenspannungstensoren Sˆc und fu¨r feste
Werte von ǫ˜p, M˜p, q˜ eine Fließfla¨che im Raum der mikropolaren Verzerrungstensoren ǫ˜ und
der mikropolaren Kru¨mmungstensoren M˜. Der Einfachheit halber wird angenommen, dass die
betrachteten Fließfla¨chen ”glatt” sind.
Diese Arbeit befasst sich ausschließlich mit geschwindigkeitsunabha¨ngiger Plastizita¨t. Sei s eine
skalare plastische Bogenla¨nge. Es wird postuliert, dass fu¨r s = konstant alle Verfestigungsvaria-
blen relativ zu Rˆt auch konstant bleiben. Ferner ist es sinnvoll, einen so genannten Belastungs-
faktor L(t)
L := [f˙ ]s=konstant (7.39)
zu definieren, der zur folgenden Charakterisierung vom Materialverhalten eingesetzt wird:
f < 0⇔ elastischer Bereich (7.40)
f = 0 & L


< 0
= 0
> 0

⇔


elastische Belastung von f = 0
neutrale Belastung entlang f = 0
plastische Belastung
. (7.41)
Plastisches Fließen findet definitionsgema¨ß nur dann statt, wenn die Bedingungen fu¨r eine plas-
tische Belastung zutreffen.
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Im Folgenden wird die Aufmerksamkeit auf den Raum der Tensoren ǫ˜ und M˜ in der Bezugskonfi-
guration gerichtet. Offenbar impliziert ein Zyklus im Raum von ǫ˜ und M˜ einen Zyklus im Raum
weiterer mikropolarer Verzerrungs- und Kru¨mmungsmaße und umgekehrt. Einem Vorschlag von
Grammenoudis & Tsakmakis [39] folgend werden mikropolare Verzerrungs -Kru¨mmungs-
zyklen als klein (aber nicht notwendigerweise infinitesimal klein) bezeichnet, wenn folgende
Bedingung erfu¨llt ist: Wa¨hrend des zyklischen Deformationsprozesses liegt der anfa¨ngliche mi-
kropolare Verzerrungs -Kru¨mmungszustand immer auf oder innerhalb der Fließfla¨chen g˜ = 0,
die zu diesem Prozess geho¨ren. Mit anderen Worten: Der anfa¨ngliche mikropolare Verzerrungs-
Kru¨mmungszustand liegt immer im Durchschnitt aller elastischen Bereiche, die von den Fließ-
fla¨chen g˜ = 0 wa¨hrend des Prozesses umgeben werden. Dabei bezeichnet Cs[t0, te] einen kleinen
mikropolaren Zyklus, der zur Zeit t0 beginnt und zur Zeit te endet. Ein plastisch deformierba-
res mikropolares Material erfu¨llt definitionsgema¨ß das Postulat von Il’iushin fu¨r kleine Zyklen,
wenn fu¨r ein festgehaltenes materielles Teilchen die Spannungs- Momentenspannungsarbeit nie
negativ ist (I(t0, te): spezifische Arbeit entlang des Zyklus)
I(t0, te) :=
1
̺R
∫ te
t0
S · (L−Ω)dt+ 1
̺R
∫ te
t0
Sc · gradωdt
=
1
̺R
∫ te
t0
Σ˜ · ˙˜ǫdt+ 1
̺R
∫ te
t0
S˜c · ˙˜Mdt ≥ 0 fu¨r alle Cs[t0, te] . (7.42)
Im Folgenden wird von den Elastizita¨tsgesetzen
Σ˜ = ̺R
∂Ψ˜e
∂ǫ˜
, S˜c = ̺R
∂Ψ˜e
∂M˜
(7.43)
Gebrauch gemacht, die sich aus Gleichung (7.32) herleiten lassen.
A
B
C
D
g˜(ǫ˜, ǫ˜(B)p , M˜, M˜
(B)
p , q˜(B)) = 0 g˜(ǫ˜, ǫ˜
(C)
p , M˜, M˜
(C)
p , q˜(C)) = 0
Abbildung 7.1: Ein kleiner Verzerrungs-Kru¨mmungszyklus bei dem nur zwischen B und C plas-
tisches Fließen auftritt.
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Wir betrachten den kleinen Zyklus in der Abbildung 7.1, der mit der Zeit t parametrisiert ist
und nehmen die Gu¨ltigkeit von (7.42) an. Mit X(P ) wird der Wert einer Gro¨ße X am Punkt P
bezeichnet. Die mit den Punkten A, B, C, D verknu¨pften Zeiten lauten entsprechend t(A), t(B),
t(C), t(D) mit t(A) < t(B) < t(C) < t(D). Der Verzerrungs- Kru¨mmungszyklus beginnt und endet
bei ǫ˜ = ǫ˜(A) ≡ ǫ˜(D), M˜ = M˜(A) ≡ M˜(D), wa¨hrend plastisches Fließen nur zwischen B und C
stattfindet. Es ergibt sich
I(t(A), t(D)) =
1
̺R
∫ t(D)
t(A)
{Σ˜ · ˙˜ǫ+ S˜c · ˙˜M}dt
=
∫ t(D)
t(A)
{
∂Ψ˜e(ǫ˜(t), ǫ˜p(t), M˜(t), M˜p(t))
∂ǫ˜(t)
· ˙˜ǫ(t)
+
∂Ψ˜e(ǫ˜(t), ǫ˜p(t), M˜(t), M˜p(t))
∂M˜(t)
· ˙˜M(t)
}
dt
= Ψ˜e(ǫ˜
(A), ǫ˜(C)p , M˜
(A), M˜(C)p )− Ψ˜e(ǫ˜(A), ǫ˜(B)p , M˜(A), M˜(B)p )
−
∫ t(C)
t(B)
∂Ψ˜e(ǫ˜(t), ǫ˜p(t), M˜(t), M˜p(t))
∂ǫ˜p(t)
· ˙˜ǫp(t)dt
−
∫ t(C)
t(B)
∂Ψ˜e(ǫ˜(t), ǫ˜p(t), M˜(t), M˜p(t))
∂M˜p(t)
· ˙˜Mp(t)dt
=
∫ t(C)
t(B)
{
∂Ψ˜e(ǫ˜
(A), ǫ˜p(t), M˜
(A), M˜p(t))
∂ǫ˜p(t)
· ˙˜ǫp(t)
+
∂Ψ˜e(ǫ˜
(A), ǫ˜p(t), M˜
(A), M˜p(t))
∂M˜p(t)
· ˙˜Mp(t)
}
dt
−
∫ t(C)
t(B)
∂Ψ˜e(ǫ˜(t), ǫ˜p(t), M˜(t), M˜p(t))
∂ǫ˜p(t)
· ˙˜ǫp(t)dt
−
∫ t(C)
t(B)
∂Ψ˜e(ǫ˜(t), ǫ˜p(t), M˜(t), M˜p(t))
∂M˜p(t)
· ˙˜Mp(t)dt
=
∫ t(C)
t(B)
[{
∂Ψ˜e(ǫ˜
(A), ǫ˜p(t), M˜
(A), M˜p(t))
∂ǫ˜p(t)
−∂Ψ˜e(ǫ˜(t), ǫ˜p(t), M˜(t), M˜p(t))
∂ǫ˜p(t)
}
· ˙˜ǫp(t)
+
{
∂Ψ˜e(ǫ˜
(A), ǫ˜p(t), M˜
(A), M˜p(t))
∂M˜p(t)
−∂Ψ˜e(ǫ˜(t), ǫ˜p(t), M˜(t), M˜p(t))
∂M˜p(t)
}
· ˙˜Mp(t)
]
dt ≥ 0 . (7.44)
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Die Benutzung des Theorems von Taylor liefert
lim
t(C)→t(B)
I(t(A), t(D))
t(C) − t(B) =
{
∂Ψ˜e(ǫ˜
(A), ǫ˜p(t), M˜
(A), M˜p(t))
∂ǫ˜p(t)
· ˙˜ǫp(t)
−∂Ψ˜e(ǫ˜(t), ǫ˜p(t), M˜(t), M˜p(t))
∂M˜p(t)
· ˙˜Mp(t)
}
t=t(B)
+
{
∂Ψ˜e(ǫ˜
(A), ǫ˜p(t), M˜
(A), M˜p(t))
∂M˜p(t)
· ˙˜Mp(t)
−∂Ψ˜e(ǫ˜(t), ǫ˜p(t), M˜(t), M˜p(t))
∂M˜p(t)
· ˙˜Mp(t)
}
t=t(B)
≥ 0 . (7.45)
Da der Punkt B beliebig auf der Fließfla¨che gewa¨hlt werden kann, wird im Folgenden auf seine
Erwa¨hnung verzichtet. Damit stellt
−∂Ψ˜e(ǫ˜, ǫ˜p, M˜, M˜p)
∂ǫ˜p
· ˙˜ǫp − ∂Ψ˜e(ǫ˜, ǫ˜p, M˜, M˜p)
∂M˜p
· ˙˜Mp ≥
−∂Ψ˜e(ǫ˜
(A), ǫ˜p, M˜
(A), M˜p)
∂M˜p
· ˙˜Mp − ∂Ψ˜e(ǫ˜
(A), ǫ˜p, M˜
(A), M˜p)
∂M˜p
· ˙˜Mp (7.46)
eine notwendige Bedingung fu¨r (7.42) dar. Hierbei bezeichnen ǫ˜ und M˜ einen mikropolaren
Verzerrungs -Kru¨mmungszustand auf der Fließfla¨che, wa¨hrend die Variablen ǫ˜p, M˜p und q˜ mit
diesem Zustand verbunden sind. Die Gro¨ßen ǫ˜(A) und M˜(A) bezeichnen einen mikropolaren
Verzerrungs -Kru¨mmungszustand auf oder innerhalb der Fließfla¨che, zu dem dieselben Werte
ǫ˜p, M˜p, q˜ wie vorher geho¨ren.
Umgekehrt ist die Ungleichung (7.46) eine hinreichende Bedingung fu¨r die Gu¨ltigkeit von
(7.42). Dies kann gezeigt werden, indem das Integral u¨ber (7.46) entlang eines Verzerrungs-
Kru¨mmungszyklus gebildet wird, wie Abbildung 7.1 zeigt. Damit (7.46) wa¨hrend dieses Zyklus
gu¨ltig bleibt, mu¨ssen ǫ˜(A) und M˜(A) wa¨hrend des Zyklus immer in der Schnittmenge aller elas-
tischen Bereiche (oder ho¨chstens auf ihrem Rand) liegen, was in der Tat impliziert, dass der
Zyklus ABCD klein ist. Danach werden dieselben Schritte lediglich in umgekehrter Reihenfolge
wie in (7.44) durchgefu¨hrt.
Im Hinblick auf (7.25), (7.26) erha¨lt man aus (7.46)
R¯Tp (1+ ǫˆ
T
e )
∂Ψˆe(ǫˆe, Mˆe)
∂ǫˆe
FT−1p · R¯Tp
2
ǫˆp Fp + R¯
T
p
∂Ψˆe(ǫˆe, Mˆe)
∂Mˆe
R¯p · R¯Tp
2
Mˆp R¯p ≥
R¯Tp (1+ (ǫˆ
(A)
e )
T )
∂Ψˆe(ǫˆ
(A)
e , Mˆ
(A)
e )
∂ǫˆe
FT−1p · R¯Tp
2
ǫˆp Fp + R¯
T
p
∂Ψˆe(ǫˆ
(A)
e , Mˆ
(A)
e )
∂Mˆe
R¯p · R¯Tp
2
Mˆp R¯p
(7.47)
oder auf Grund von (7.32) und (7.34)
Pˆ·
2
ǫˆp + Sˆc·
2
Mˆp≥ Pˆ(A)·
2
ǫˆp + Sˆ
(A)
c ·
2
Mˆp . (7.48)
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Es soll darauf aufmerksam gemacht werden, dass die Ungleichung (7.48) sowohl zu (7.47) als
auch zu (7.42) a¨quivalent ist.
Mit der Notation
Λˆp := (ǫˆp, Mˆp),
2
Λˆp:= (
2
ǫˆp,
2
Mˆp), σˆ := (Pˆ, Sˆc) (7.49)
la¨ßt sich (7.48) auch folgendermaßen formulieren
σˆ·
2
Λˆp ≥ σˆ(A)·
2
Λˆp . (7.50)
Zur Interpretation dieser Ungleichung fu¨hren wir die plastische Spannungsleistung
Wpl := Pˆ·
2
ǫˆp +Sˆc·
2
Mˆp≡ σˆ·
2
Λˆp (7.51)
ein. Dann dru¨ckt die Gleichung (7.50) das Prinzip der maximalen mikropolaren plastischen
Spannungsleistung aus. Um dies zu erla¨utern, bezeichnen wir als zula¨ssigen Spannungstzustand
(Pˆ, Sˆc) bzw. σˆ jeden Zustand mit
f(t) = ϕˆ(Pˆ, Sˆc, hˆ) =: ϕ¯(σˆ, hˆ) ≤ 0 . (7.52)
Fu¨r eine rein mechanisch formulierte Theorie dru¨ckt die Gleichung (7.50) aus, dass von allen
zula¨ssigen Spannungstzusta¨nden und fu¨r vorgegebene Geschwindigkeiten
2
ǫˆp,
2
Mˆp der tatsa¨chli-
che Spannungszustand die mikropolare plastische Spannungsleistung Wpl maximiert.
Wie im Falle der klassischen Plastizita¨t la¨sst sich zeigen, dass Konvexita¨t der Fließfla¨che
ϕ¯ = 0 und die Normalenregel fu¨r
2
Λˆp hinreichende Bedingungen fu¨r (7.50) sind. Also wird die
Gleichung (7.50) erfu¨llt sein, wenn
2
Λˆp in Richtung der a¨ußeren Normalen an der Fließfla¨che
ϕ¯ = 0 zeigt, die als glatt und konvex angenommen wird (assoziierte Normalenregel)
2
Λˆp=
s˙
ζ
∂ϕ¯(σˆ, hˆ)
∂σˆ
, (7.53)
oder a¨quivalent dazu
2
ǫˆp=
s˙
ζ
∂ϕˆ
∂Pˆ
,
2
Mˆp=
s˙
ζ
∂ϕˆ
∂Sˆc
, (7.54)
mit
ζ :=
∥∥∥∥∂ϕ¯∂σˆ
∥∥∥∥ :=
√
∂ϕˆ
∂Pˆ
· ∂ϕˆ
∂Pˆ
+
∂ϕˆ
∂Sˆc
· ∂ϕˆ
∂Sˆc
. (7.55)
Hierbei ist s˙ eine positive skalare Gro¨ße fu¨r die plastische Belastung, die aus der so genannten
Konsistenzbedingung f˙ = 0 bestimmt werden muss. Aus den Gleichungen (7.53) bis (7.55) ist
ersichtlich, dass
s˙ =
√
2
Λˆp ·
2
Λˆp :=
√
2
ǫˆp ·
2
ǫˆp +
2
Mˆp ·
2
Mˆp (7.56)
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gilt. Offensichtlich ist die Konvexita¨t von ϕ(σˆ, hˆ) = 0 bezu¨glich σˆ a¨quivalent zur Konvexita¨t von
ϕˆ(Pˆ, Sˆc, hˆ) = 0 bezu¨glich Pˆ und Sˆc. Wie im klassischen Fall ist die plastische Inkompressibilita¨t
fu¨r das makroskopische und damit auch fu¨r das mikropolare Kontinuum durch die Bedingung
detFp = 1 ⇔ trLˆp = tr
2
ǫˆp= 0 (7.57)
definiert. Im Falle der plastischen Inkompressibilita¨t muss die Fließfunktion eine solche Gestalt
besitzen, dass ∂ϕˆ/∂Pˆ stets deviatorisch ist.
7.3 Verfestigung
Wir nehmen die Existenz von isotroper und kinematischer Verfestigung an. Insbesondere neh-
men wir an, dass der plastische Anteil der spezifischen freien Energiefunktion Ψp in Anteile
infolge isotroper und kinematischer Verfestigung
Ψp = Ψ
(is)
p +Ψ
(kin)
p (7.58)
separiert werden kann (vgl. Diegele et al. [25]). Wa¨hrend einer plastischen Belastung wird
ein Teil der plastischen Leistung Wpl in Wa¨rme dissipiert. Der Rest bleibt im Material als
Struktura¨nderung gespeichert. Solche Struktura¨nderungen denken wir uns als Prozesse, die
in Verbindung zu isotroper und kinematischer Verfestigung stehen und durch Ψ
(is)
p und Ψ
(kin)
p
jeweils erfasst werden.
7.3.1 Kinematische Verfestigung
Es wird die Existenz einer Verzerrung Yˆ und eines Kru¨mmungstensors Yˆc angenommen, die De-
formationseffekte infolge kinematischer Verfestigung beschreiben. Yˆ, Yˆc sind Tensoren zweiter
Stufe relativ zu Rˆt und ko¨nnen als Teile von ǫˆp und Mˆp gedacht werden
ǫˆp = Yˆ + βˆ , Mˆp = Yˆc + βˆc . (7.59)
Also repra¨sentiert
yˆ := (Yˆ, Yˆc) (7.60)
den Deformationsanteil, der mit der im Material gespeicherten plastischen Arbeit in Verbindung
steht, wa¨hrend
(βˆ, βˆc) (7.61)
den Deformationsanteil darstellt, der mit der Arbeit verbunden ist, die in Wa¨rme dissipiert
wird. Die zugeordneten Geschwindigkeiten werden durch
2
Yˆ:=
˙ˆ
Y − ΩˆpYˆ + YˆLˆp ,
2
Yˆc:=
˙ˆ
Yc − ΩˆpYˆc − Yˆc ΩˆTp (7.62)
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definiert. Damit wird
2
ǫˆp=
2
Yˆ +
2
βˆ ,
2
Mˆp=
2
Yˆc +
2
βˆc , (7.63)
mit
2
βˆ=
˙ˆ
β − Ωˆp βˆ + βˆ Lˆp ,
2
βˆc=
˙ˆ
β c − Ωˆp βˆc − βˆc Ωˆ
T
p . (7.64)
Im Falle plastischer Inkompressibilita¨t gilt
tr
2
Yˆ= −tr
2
βˆ . (7.65)
Man ko¨nnte die additiven Zerlegungen (7.63) und alle folgenden Ergebnisse auch im Rahmen
von multiplikativen Zerlegungen von Fp und R¯p herleiten. Dies ist vollkommen analog zu den
Zerlegungen F = FeFp und R¯ = R¯eR¯p und wird hier nicht na¨her aufgefu¨hrt.
Die im Material gespeicherte Energie infolge kinematischer Verfestigung wird als Funktion von
Yˆ und Yˆc angenommen
Ψ(kin)p = Ψˆ
(kin)
p (Yˆ, Yˆc) . (7.66)
Es leuchtet sofort ein, dass Yˆ und Yˆc ein a¨hnliches Transformationsverhalten bei U¨berlagerung
von Starrko¨rperrotationen auf die Zwischenkonfiguration wie ǫˆp bzw. Mˆp aufweisen mu¨ssen.
Dies wiederum bedeutet, dass Ψˆ
(kin)
p eine isotrope Tensorfunktion von Yˆ und Yˆc ist, und dass
Ψˆ
(kin)
p eine a¨hnliche Eigenschaft wie Ψˆe in (7.27) besitzt:
∂Ψˆ
(kin)
p
∂Yˆ
YˆT − YˆT ∂Ψˆ
(kin)
p
∂Yˆ
+
∂Ψˆ
(kin)
p
∂Yˆc
YˆTc − YˆTc
∂Ψˆ
(kin)
p
∂Yˆc
= symm. (7.67)
Die zu Yˆ und Yˆc thermodynamisch konjugierten Kra¨fte lauten entsprechend
Zˆ := ̺R
∂Ψˆ
(kin)
p (Yˆ, Yˆc)
∂Yˆ
, ξˆc := ̺R
∂Ψˆ
(kin)
p (Yˆ, Yˆc)
∂Yˆc
. (7.68)
Durch Einsetzen in die Dissipationsungleichung (7.35) folgt
Dint = Pˆ·
2
ǫˆp +Sˆc·
2
Mˆp −̺RΨ˙(is)p − ̺RΨ˙(kin)p
= Pˆ·
2
ǫˆp +Sˆc·
2
Mˆp −̺RΨ˙(is)p − Zˆ · ˙ˆY − ξˆc · ˙ˆYc
= Pˆ·
2
ǫˆp +Sˆc·
2
Mˆp −̺RΨ˙(is)p − Zˆ · (
2
Yˆ +ΩˆpYˆ − YˆLˆp)− ξˆc · (
2
Yˆc +ΩˆpYˆc − YˆcΩˆTp )
(7.69)
oder
Dint = Pˆ·
2
ǫˆp +Sˆc·
2
Mˆp −̺RΨ˙(is)p − (1− YˆT )Zˆ·
2
ǫˆp −ξˆc·
2
ǫˆp +Zˆ·
2
βˆ +ξˆc·
2
βˆc
−
{
ZˆYˆT − YˆT Zˆ+ ξˆcYˆTc − YˆTc ξˆc
}
· Ωˆp ≥ 0 . (7.70)
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Der letzte Term auf der linken Seite dieser Ungleichung verschwindet vermo¨ge der Symmetrie-
eigenschaft (7.67). Wir definieren
ξˆ := (1− YˆT )Zˆ (7.71)
und
χˆ := (ξˆ, ξˆc) (7.72)
und schreiben die Ungleichung (7.70) um:
Dint = (Pˆ− ξˆ)·
2
ǫˆp +(Sˆc − ξˆc)·
2
Mˆp −̺RΨ˙(is)p + Zˆ·
2
βˆ +ξˆc·
2
βˆc≥ 0 , (7.73)
bzw.
Dint = (σˆ − χˆ)·
2
Λˆp −̺RΨ˙(is)p + (Zˆ, ξˆc) · (
2
βˆ,
2
βˆc) ≥ 0 . (7.74)
In der Gleichung (7.72) sind ξˆ, ξˆc jeweils Tensoren mit a¨hnlichen mathematischen Eigenschaften
wie der Mandelsche Spannungstensor Pˆ und der Momentenspannungstensor Sˆc, wa¨hrend χˆ
einen Translationstensor der kinematischen Verfestigung beschreibt. Die Bedingungen
D(is)int := (σˆ − χˆ)·
2
Λˆp −̺RΨ˙(is)p ≥ 0 , (7.75)
D(kin)int := (Zˆ, ξˆc) · (
2
βˆ,
2
βˆc) = Zˆ·
2
βˆ +ξˆc·
2
βˆc≥ 0 (7.76)
sind hinreichend fu¨r die Gu¨ltigkeit von (7.74) und separieren physikalisch die innere Dissipation
Dint in Anteile, die jeweils in Verbindung mit der isotropen und der kinematischen Versfestigung
stehen.
Die Ungleichung (7.76) bleibt sta¨ndig erfu¨llt (hinreichende Bedingung), wenn
2
βˆ= s˙ Lˆ[Zˆ] ,
2
βˆc= s˙ Lˆc[ξˆc] (7.77)
wird, wobei Lˆ und Lˆc positiv definite isotrope Tensoren vierter Stufe sind (vgl. (1.17)). Unter
Beru¨cksichtigung von (7.63) folgt
2
Yˆ=
2
ǫˆp −s˙ Lˆ[Zˆ] ,
2
Yˆc=
2
Mˆp −s˙ Lˆc[ξˆc] . (7.78)
Die Gleichungen (7.78) stellen die Evolutionsgleichungen fu¨r unsere kinematischen Verfesti-
gungsregel dar. Im Rest der Arbeit betrachten wir Lˆ, Lˆc als isotrope Tensoren vierter Stufe
mit
Lˆ = (b1 + b2)E + (b1 − b2)I + b3 1⊗ 1 , (7.79)
Lˆc = (bc1 + bc2)E + (bc1 − bc2)I + bc3 1⊗ 1 , (7.80)
wobei bi, bci, i = 1, 2, 3 Materialparameter sind. Insbesondere werden wir auf den Fall
b3 = bc3 = 0 eingehen:
2
Yˆ=
2
ǫˆp −s˙
{
(b1 + b2)Zˆ+ (b1 − b2)ZˆT
}
, (7.81)
2
Yˆc=
2
Mˆp −s˙
{
(bc1 + bc2)ξˆc + (bc1 − bc2)ξˆ
T
c
}
. (7.82)
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7.3.2 Isotrope Verfestigung
Es werden zwei Mo¨glichkeiten zur Modellierung isotroper Verfestigung pra¨sentiert. Die erste
Mo¨glichkeit besteht in einer einheitlichen Erfassung des Einflusses von Verzerrung und mikro-
polarer Kru¨mmung auf die isotrope Verfestigung, wa¨hrend die Zweite getrennt Ru¨cksicht auf
Verzerrung und mikropolare Kru¨mmung nimmt. In jedem Fall wird die Existenz einer skalar-
wertigen Spannung R (isotrope Verfestigung) vorausgesetzt und fu¨r die Fließfunktion in (7.52)
wird
f(t) = ϕˆ(Pˆ, Sˆc, hˆ) = ϕ¯(σˆ, hˆ) = Fˆ (σˆ − χˆ, R) , (7.83)
Fˆ (σˆ − χˆ, R) := fˆ(σˆ − χˆ, R)− k0 , (7.84)
mit
fˆ(σˆ − χˆ, R) := f¯(σˆ − χˆ)− R (7.85)
angesetzt. Es gilt also insgesamt
f(t) = fˆ(σˆ − χˆ, R)− k0 = f¯(σˆ − χˆ)− (R + k0) . (7.86)
In diesem Ansatz bedeutet k0 eine ”Anfangsfließgrenze”, wa¨hrend R die A¨nderung dieser Grenze
mit dem Deformationsprozeß beschreibt. Die jeweilige aktuelle Fließgrenze ist dann die Summe
k0 + R. Hinter diesem Ansatz steckt die Vorstellung, dass nur k mit der Arbeit verknu¨pft ist,
die im Material infolge isotroper Verfestigung als Struktura¨nderungsarbeit gespeichert wird.
7.3.2.1 Einheitliche Erfassung von Verzerrung und mikropolarer Kru¨mmung
In dieser Vorgehensweise wird angenommen, dass die im Material gespeicherte Energie infolge
isotroper Verfestigung Ψ
(is)
p als Funktion einer skalarwertigen Variable r darstellbar ist. Ψ
(is)
p ist
thermodynamisch konjugiert zu der Spannung R, so dass
Ψisp = Ψˆ
(is)
p (r) , R := ̺R
∂Ψˆ
(is)
p
∂r
(7.87)
geschrieben werden kann. Damit folg aus (7.75)
D(is)int := (σˆ − χˆ)·
2
Λˆp −R r˙ ≥ 0 , (7.88)
oder nach Einsetzen fu¨r
2
Λˆp aus (7.53)
D(is)int =
s˙
ζ
(σˆ − χˆ) · ∂ϕ¯(σˆ, hˆ)
∂σˆ
− R r˙ = s˙
ζ
(σˆ − χˆ) · ∂fˆ (σˆ − χˆ, R)
∂(σˆ − χˆ) − R r˙ ≥ 0 , (7.89)
mit
ζ =
∣∣∣∣∣
∣∣∣∣∣∂fˆ (σˆ − χˆ, R)∂(σˆ − χˆ)
∣∣∣∣∣
∣∣∣∣∣ =
√
∂fˆ
∂(σˆ − χˆ) ·
∂fˆ
∂(σˆ − χˆ) . (7.90)
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Offensichtlich ist mit ϕ¯(σˆ, hˆ) als konvexe Funktion in Bezug auf σˆ, auch f¯(σˆ− χˆ) eine konvexe
Funktion in Bezug auf σˆ − χˆ. Daraus folgt
f¯(0)− f¯(σˆ − χˆ)− {0− (σˆ − χˆ)} · ∂f¯(σˆ − χˆ)
∂(σˆ − χˆ) > 0 . (7.91)
Mit der Annahme
f¯(0) = 0 (7.92)
erha¨lt man aus (7.91)
(σˆ − χˆ) · ∂f¯ (σˆ − χˆ)
∂(σˆ − χˆ) > f¯(σˆ − χˆ) , (7.93)
und wegen
∂f¯ (σˆ − χˆ)
∂(σˆ − χˆ) =
∂fˆ (σˆ − χˆ, R)
∂(σˆ − χˆ) , (7.94)
schließlich
(σˆ − χˆ) · ∂fˆ (σˆ − χˆ, R)
∂(σˆ − χˆ) > f¯(σˆ − χˆ) = fˆ(σˆ − χˆ, R) +R . (7.95)
Damit ergibt sich fu¨r D(is)int in (7.89) die Abscha¨tzung
D(is)int >
s˙
ζ
fˆ(σˆ − χˆ, R) +R ( s˙
ζ
− r˙) . (7.96)
Da der erste Term auf der rechten Seite dieser Ungleichung fu¨r plastisches Fließen positiv ist,
sieht man sofort, dass
R (
s˙
ζ
− r˙) ≥ 0 (7.97)
eine hinreichende Bedingung fu¨r die Gu¨ltigkeit von (7.88), bzw. (7.89) darstellt. Der Ansatz
s˙
ζ
− r˙ = β
(is)
γ(is)
s˙
ζ
R (7.98)
erfu¨llt die Ungleichung (7.97) und liefert die Evolutionsgleichung
r˙ = (1− β
(is)
γ(is)
R)
s˙
ζ
, (7.99)
vorausgesetzt, dass fu¨r die Materialparameter β
(is)
γ(is)
β(is), γ(is),
β(is)
γ(is)
≥ 0 (7.100)
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gilt. Wir wa¨hlen an dieser Stelle einen quadratischen Ansatz fu¨r den plastischen Anteil der
spezifischen freien Energiefunktion infolge isotroper Verfestigung
Ψ(is)p =
γ(is)
2̺R
r2 , (7.101)
so dass
R = γ(is) r (7.102)
und aus (7.99)
r˙ = (1− β(is) r) s˙
ζ
, (7.103)
oder
R˙ = (γ(is) − β(is)R) s˙
ζ
bzw. k˙ = [γ(is) − β(is) (k − k0) ] s˙
ζ
(7.104)
wird. Diese Resultate sind vo¨llig a¨hnlich zu denjenigen in klassischer Plastizita¨t, die in mehreren
Arbeiten von Chaboche (siehe zB. Chaboche [16], [17]) vorgeschlagen wurden.
Die isotrope Verfestigungsregel (7.103) zusammen mit (7.86) und (7.102) erfassen gleichermas-
sen Effekte infolge Deformation und infolge mikropolarer Kru¨mmung. In der Tat ist s˙ in Glei-
chung (7.103) die einzige Stelle, an der diese Deformationsbeitra¨ge in die isotrope Verfestigung
einfließen. Aus (7.56) ist ersichtlich, dass die positive skalare Gro¨ße s˙ die Gro¨ßen
2
ǫˆp und
2
Mˆp
gleichermaßen beru¨cksichtigt.
7.3.2.2 Getrennte Beru¨cksichtigung von Verzerrung und mikropolarer Kru¨mmung
Eine separate Erfassung der Effekte infolge Deformation und infolge des Gradienten der Defor-
mation ist durch die Annahme
Ψ(is)p = Ψˆ
(is)
p (r1, r2) =
1
2̺R
(γ
(is)
1 r
2
1 + γ
(is)
2 r
2
2) (7.105)
mo¨glich. Dabei sind r1, r2 skalarwertige Dehnungen, die jeweils zusta¨ndig fu¨r den Einfluss der
Deformation und der mikropolaren Kru¨mmung auf die isotrope Verfestigung sind. Die isotrope
Verfestigung R wird jetzt durch die Summe
R := R1 +R2 (7.106)
dargestellt, wobei R1 und R2 die thermodynamisch konjugierten Kra¨fte
R1 := ̺R
∂Ψˆ
(is)
p
∂r1
= γ
(is)
1 r1 , R2 := ̺R
∂Ψˆ
(is)
p
∂r2
= γ
(is)
2 r2 (7.107)
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bedeuten. Damit folgt fu¨r die Dissipationsungleichung (7.75)
D(is)int = (σˆ − χˆ)·
2
Λˆp −R1 r˙1 − R2 r˙2 ≥ 0 . (7.108)
Vo¨llig analog zum letzten Abschnitt zeigt man, dass D(is)int durch
D(is)int >
s˙
ζ
fˆ(σˆ − χˆ, R) +Rs˙
ζ
−R1 r˙1 − R2 r˙2 (7.109)
abgescha¨tzt werden kann, so dass
R
s˙
ζ
− R1 r˙1 −R2 r˙2 = R1 s˙
ζ
+R2
s˙
ζ
− R1 r˙1 −R2 r˙2 ≥ 0 (7.110)
eine hinreichende Bedingung fu¨r (7.89) ist (ζ ist wie in (7.90) definiert).
Auf der anderen Seite gilt die Abscha¨tzung
s˙ ≥ s˙1 , s˙ ≥ s˙2 , (7.111)
mit
s˙ =
√
2
ǫˆp ·
2
ǫˆp +
2
Mˆp ·
2
Mˆp =
√
s˙21 + s˙
2
2 , (7.112)
s˙1 :=
√
2
ǫˆp ·
2
ǫˆp , s˙2 :=
√
2
Mˆp ·
2
Mˆp . (7.113)
Dementsprechend wird die Gleichung (7.110) erfu¨llt sein, wenn
R1
s˙1
ζ
+R2
s˙2
ζ
−R1 r˙1 − R2 r˙2 = R1 ( s˙1
ζ
− r˙1) +R2 ( s˙2
ζ
− r˙2) ≥ 0 , (7.114)
oder wenn
R1
(
s˙1
ζ
− r˙1
)
≥ 0 und R2
(
s˙2
ζ
− r˙2
)
≥ 0 (7.115)
gilt. Hinreichende Bedingungen hierfu¨r sind
s˙1
ζ
− r˙1 = β
(is)
1 s˙1
γ
(is)
1 ζ
R1 ,
s˙2
ζ
− r˙2 = β
(is)
2 s˙2
γ
(is)
2 ζ
R2 , (7.116)
oder
r˙1 = (1− β
(is)
1
γ
(is)
1
R1)
s˙1
ζ
, r˙2 = (1− β
(is)
2
γ
(is)
2
R2)
s˙2
ζ
, (7.117)
oder
r˙1 = (1− β(is)1 r1)
s˙1
ζ
, r˙2 = (1− β(is)2 r2)
s˙2
ζ
. (7.118)
Dabei sind die Materialparameter β
(is)
i , γ
(is)
i , i = 1, 2 den Bedingungen β
(is)
i , γ
(is)
i ,
β
(is)
i
γ
(is)
i
≥ 0 un-
terworfen. Natu¨rlich ko¨nnen die Evolutionsgleichungen (7.118) mittels der Spannungsvariablen
Ri folgendermaßen umgeschrieben werden
R˙1 = (γ
(is)
1 − β(is)1 R1)
s˙1
ζ
, R˙2 = (γ
(is)
2 − β(is)2 R2)
s˙2
ζ
. (7.119)
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8.1 Lineare Stoffgesetze - von Mises Fließfunktion
Wir konkretisieren jetzt die Elastizita¨tsgesetze (7.32) in der Hinsicht, dass Σˆ und Sˆc durch
lineare Abha¨ngigkeiten von ǫˆe und Mˆe gegeben werden. Dazu wird in Anlehnung an Eringen
[32] der Ansatz
Ψˆe(ǫˆe, Mˆe) =
1
2̺R
{
λ(trǫˆe)
2 + (µ+ α)ǫˆe · ǫˆe + (µ− α)ǫˆe · ǫˆTe
+β(trMˆe)
2 + (γ + δ)Mˆe · Mˆe + (γ − δ)Mˆe · MˆTe
}
(8.1)
gewa¨hlt, wobei λ, µ, a, β, γ, δ Elastizita¨tskonstanten darstellen. Durch Einsetzen von (8.1) in
(7.32) folgen die entsprechenden Ausdru¨cke fu¨r die Spannungen und Momentenspannungen
Σˆ = λ(trǫˆe)1+ (µ+ α)ǫˆe + (µ− α)ǫˆTe , (8.2)
Sˆc = β(trMˆe)1+ (γ + δ)Mˆe + (γ − δ)MˆTe . (8.3)
Fu¨r die Fließfunktion in (7.52) bzw. in den Gleichungen (7.83) bis (7.86) wird in Anlehnung an
De Borst [10] der verallgemeinerte von Mises-Ansatz
f =fˆ(σˆ − χˆ, R)− k0
=
(
(α1 + α2)(Pˆ− ξˆ)D · (Pˆ− ξˆ)D + (α1 − α2)(Pˆ− ξˆ)D · (PˆT − ξˆT )D
+(α3 + α4)(Sˆc − ξˆc)D · (Sˆc − ξˆc)D + (α3 − α4)(Sˆc − ξˆc)D · (SˆTc − ξˆ
T
c )
D
) 1
2 −R− k0
(8.4)
gewa¨hlt, wobei α1, α2, α3, α4 Materialparameter darstellen. Damit erha¨lt man einerseits
∂fˆ
∂Pˆ
=
1
f + k
(
(α1 + α2)(Pˆ− ξˆ)D + (α1 − α2)(PˆT − ξˆT )D
)
, (8.5)
∂fˆ
∂Sˆc
=
1
f + k
(
(α3 + α4)(Sˆc − ξˆc)D + (α3 − α4)(SˆTc − ξˆ
T
c )
D
)
(8.6)
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und andererseits
ζ =
1
f + k
{(
(α1 + α2)(Pˆ− ξˆ)D + (α1 − α2)(PˆT − ξˆT )D
)
·(
(α1 + α2)(Pˆ− ξˆ)D + (α1 − α2)(PˆT − ξˆT )D
)
+
(
(α3 + α4)(Sˆc − ξˆc)D + (α3 − α4)(SˆTc − ξˆ
T
c )
D
)
·(
(α3 + α4)(Sˆc − ξˆc)D + (α3 − α4)(SˆTc − ξˆ
T
c )
D
)} 1
2
. (8.7)
Damit ergibt sich die Fließregel (7.54) zu
2
ǫˆp=
s˙
ζ
1
(f + k)
(
(α1 + α2)(Pˆ− ξˆ)D + (α1 − α2)(PˆT − ξˆT )D
)
, (8.8)
2
Mˆp=
s˙
ζ
1
(f + k)
(
(α3 + α4)(Sˆc − ξˆc)D + (α3 − α4)(SˆTc − ξˆ
T
c )
D
)
. (8.9)
Schließlich wird noch fu¨r den plastischen Anteil der spezifischen freien Energiefunktion infolge
kinematischer Verfestigung Ψ
(kin)
p
Ψ(kin)p (Yˆ, Yˆc) =
1
2̺R
{
c1(trYˆ)
2 + (c2 + c3)Yˆ · Yˆ + (c2 − c3)Yˆ · YˆT
+c4(trYˆc)
2 + (c5 + c6)Yˆc · Yˆc + (c5 − c6)Yˆc · YˆTc
}
(8.10)
gesetzt, wobei c1, . . . , c6 Materialparameter sind. Fu¨r die spannungsartigen Gro¨ßen Zˆ und ξˆc
ergibt sich dann
Zˆ = c1(trYˆ)1+ (c2 + c3)Yˆ + (c2 − c3)YˆT , (8.11)
ξˆc = c4(trYˆc)1+ (c5 + c6)Yˆc + (c5 − c6)YˆTc . (8.12)
8.2 Zusammenfassung des Modells relativ zu Rˆt
Alle Gleichungen des mikropolaren Plastizita¨tsmodells lassen sich wie folgt relativ zur Zwi-
schenkonfiguration Rˆt zusammenfassen.
Kinematik
F = FeFp , R¯ = R¯eR¯p , (8.13)
F = RU = VR = R¯U¯ = V¯R¯ ,
Fe = ReUe = VeRe = R¯eU¯e = V¯eR¯e ,
Fp = RpUp = VpRp = R¯pU¯p = V¯pR¯p , (8.14)
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Lˆp = F˙pF
−1
p , Dˆp =
1
2
(Lˆp + Lˆ
T
p ) ,
Wˆp =
1
2
(Lˆp − LˆTp ) , Ωˆp = ˙¯RpR¯Tp , (8.15)
ǫˆ = ǫˆe + ǫˆp , ǫˆe = U¯e − 1 , ǫˆp = 1− V¯−1p , (8.16)
Mˆ = Mˆe + Mˆp = R¯
T
eMR¯e , M =
{
axl(
∂R¯
∂xi
R¯T )
}
⊗ ei . (8.17)
Spannungen
S = (detF)T , Σ = S+MTSc = R¯e ΣˆF
T
e ,
Pˆ = (1+ ǫˆTe )Σˆ = CˆeΣˆ , (8.18)
Sc = (detF)Tc = R¯e Sˆc R¯
T
e , (8.19)
σˆ = (Σˆ, Sˆc) . (8.20)
Elastizita¨tsgesetze
Σˆ = λ(trǫˆe)1+ (µ+ α)ǫˆe + (µ− α)ǫˆTe , (8.21)
Sˆc = β(trMˆe)1+ (γ + δ)Mˆe + (γ − δ)MˆTe . (8.22)
Fließfunktion
f(t) =fˆ(σˆ − χˆ, R)− k0
=
(
(α1 + α2)(Pˆ− ξˆ)D · (Pˆ− ξˆ)D + (α1 − α2)(Pˆ− ξˆ)D · (PˆT − ξˆT )D
+(α3 + α4)(Sˆc − ξˆc)D · (Sˆc − ξˆc)D + (α3 − α4)(Sˆc − ξˆc)D · (SˆTc − ξˆ
T
c )
D
) 1
2 − k,
(8.23)
k = k0 +R , χˆ = (ξˆ, ξˆc) . (8.24)
Fließregeln
2
ǫˆp= ˙ˆǫp − Ωˆpǫˆp + ǫˆpLˆp ≡ Lˆp − Ωˆp = s˙
ζ
∂fˆ
∂Pˆ
, (8.25)
2
Mˆp=
˙ˆ
Mp − ΩˆpMˆp − MˆpΩˆTp =
s˙
ζ
∂fˆ
∂Sˆc
, (8.26)
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s˙ =
√
2
ǫˆp ·
2
ǫˆp +
2
Mˆp ·
2
Mˆp =
√
s˙21 + s˙
2
2 , (8.27)
s˙1 :=
√
2
ǫˆp ·
2
ǫˆp , s˙2 :=
√
2
Mˆp ·
2
Mˆp , (8.28)
ζ :=
√
∂fˆ
∂Pˆ
· ∂fˆ
∂Pˆ
+
∂fˆ
∂Sˆc
· ∂fˆ
∂Sˆc
. (8.29)
Bedingung fu¨r plastisches Fließen
L(t) := [f˙(t)]s=const. , (8.30)
s˙ > 0 fu¨r f = 0 & L > 0 , (8.31)
s˙ = 0 sonst , (8.32)
s˙ : Bestimmung aus f˙ = 0 . (8.33)
Kinematische Verfestigung
ξˆ := (1− YˆT )Zˆ , (8.34)
Zˆ = c1(trYˆ)1+ (c2 + c3)Yˆ + (c2 − c3)YˆT , (8.35)
ξˆc = c4(trYˆc)1+ (c5 + c6)Yˆc + (c5 − c6)YˆTc , (8.36)
2
Yˆ=
˙ˆ
Y − ΩˆpYˆ + YˆLˆp =
2
ǫˆp −s˙
{
(b1 + b2)Zˆ+ (b1 − b2)ZˆT
}
, (8.37)
2
Yˆc=
˙ˆ
Yc − ΩˆpYˆc + Yˆc Ωˆp =
2
Mˆp −s˙
{
(bc1 + bc2)ξˆc + (bc1 − bc2)ξˆ
T
c
}
. (8.38)
Isotrope Verfestigung mit einer Deformationsvariable r
R = γ(is) r ,
r˙ = (1− β(is) r) s˙
ζ
⇔ R˙ = (γ(is) − β(is)R) s˙
ζ
⇔ k˙ = (γ(is) − β(is)(k − k0) ) s˙
ζ
. (8.39)
90
8.3 Kleine elastische Verzerrungen - Zusammenfassung des Models relativ zu Rt
Isotrope Verfestigung mit zwei Deformationsvariablen r1, r2
R = R1 +R2 , R1 = γ
(is)
1 r1 , R2 = γ
(is)
2 r2 , (8.40)
r˙1 = (1− β(is)1 r1)
s˙1
ζ
⇔ R˙1 = (γ(is)1 − β(is)1 R1)
s˙1
ζ
, (8.41)
r˙2 = (1− β(is)2 r2)
s˙2
ζ
⇔ R˙2 = (γ(is)2 − β(is)2 R2)
s˙2
ζ
. (8.42)
8.3 Kleine elastische Verzerrungen - Zusammenfassung des
Models relativ zu Rt
In der Metallplastizita¨t ist der Fall kleiner elastischer Verzerrungen, dem wir uns im Rest der
Arbeit widmen wollen, von besonderer Bedeutung. Dieser ist durch ‖Ue − 1‖, ‖U¯e − 1‖ ≪ 1
definiert. Fu¨r diesen Grenzfall gelten asymptotische Approximationen der Form
Ue = 1+O(ǫe) , Ve = 1+O(ǫe) , (8.43)
U¯e = 1+O(ǫe) , V¯e = 1+O(ǫe) , (8.44)
Fe = Re +O(ǫe) , Re = R¯e +O(ǫe) , (8.45)
wobei
ǫe := sup
x∈Rt,t≥0
{‖Ue − 1‖, ‖U¯e − 1‖} (8.46)
gilt. Das mikropolare Plastizita¨tsmodel la¨ßt sich fu¨r kleine elastische Verzerrungen folgender-
maßen relativ zur Momentankonfiguration Rt zusammenfassen:
Kinematik
F = R¯U¯ = V¯R¯ = H+ 1 , H =
∂u
∂X
, u = x−X , (8.47)
L = F˙F−1 , Ω = ˙¯RR¯T , (8.48)
ǫ = 1− V¯−1 = ǫe + ǫp , (8.49)
M =
{
axl(
∂R¯
∂xi
R¯T )
}
⊗ ei =Me +Mp . (8.50)
Spannungen
S = (detF)T , Σ = S+MTSc , Sc = (detF)Tc . (8.51)
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Elastizita¨tsgesetze
Σ = λ(trǫe)1+ (µ+ α)ǫe + (µ− α)ǫTe , (8.52)
Sc = β(trMe)1+ (γ + δ)Me + (γ − δ)MTe . (8.53)
Fließfunktion
f(t) = ((α1 + α2)(S− ξ)D · (S− ξ)D + (α1 − α2)(S− ξ)D · (ST − ξT )D
+ (α3 + α4)(Sc − ξc)D · (Sc − ξc)D + (α3 − α4)(Sc − ξc)D · (STc − ξTc )D)
1
2 − k ,
(8.54)
k = k0 +R .
(8.55)
Fließregeln
2
ǫp= ǫ˙p −Ωǫp + ǫpL = s˙
ζ(f + k)
{
(α1 + α2)(S− ξ)D + (α1 − α2)(ST − ξT )D
}
, (8.56)
2
Mp= M˙p −ΩMp +MpΩ
=
s˙
ζ(f + k)
{
(α3 + α4)(Sc − ξc)D + (α3 − α4)(STc − ξTc )D
}
, (8.57)
s˙ =
√
2
ǫp · 2ǫp +
2
Mp ·
2
Mp =
√
s˙21 + s˙
2
2 , (8.58)
s˙1 :=
√
2
ǫp · 2ǫp , s˙2 :=
√
2
Mp ·
2
Mp , (8.59)
ζ =
1
f + k
{
[(α1 + α2)(S− ξ)D + (α1 − α2)(ST − ξT )D]·[
(α1 + α2)(S− ξ)D + (α1 − α2)(ST − ξT )D
]
+
[
(α3 + α4)(Sc − ξc)D + (α3 − α4)(STc − ξTc )D
] ·[
(α3 + α4)(Sc − ξc)D + (α3 − α4)(STc − ξTc )D
]} 1
2 . (8.60)
Bedingung fu¨r plastisches Fließen
L(t) := [f˙(t)]s=const. , (8.61)
s˙ > 0 fu¨r f = 0 & L > 0 , (8.62)
s˙ = 0 sonst , (8.63)
s˙ : Bestimmung aus f˙ = 0 . (8.64)
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Kinematische Verfestigung
ξ := (1−YT )Z = R¯eξˆR¯Te , Z := R¯eZˆR¯Te , Y := R¯eYˆR¯Te , (8.65)
ξc := R¯eξˆcR¯
T
e , Yc := R¯eYˆcR¯
T
e , (8.66)
Z = c1(trY)1+ (c2 + c3)Y + (c2 − c3)YT , (8.67)
Zc = c4(trYc)1 + (c5 + c6)Yc + (c5 − c6)YˆT , (8.68)
2
Y= Y˙ −ΩY +YL =2ǫp −s˙
{
(b1 + b2)Z+ (b1 − b2)ZT
}
, (8.69)
2
Yc= Y˙c −ΩYc +YcΩ =
2
Mp −s˙
{
(bc1 + bc2)ξc + (bc1 − bc2)ξTc
}
. (8.70)
Isotrope Verfestigung mit einer Deformationsvariable r
R = γ(is) r ,
r˙ = (1− β(is) r) s˙
ζ
⇔ R˙ = (γ(is) − β(is)R) s˙
ζ
⇔ k˙ = (γ(is) − β(is)(k − k0) ) s˙
ζ
. (8.71)
Isotrope Verfestigung mit zwei Deformationsvariablen r1, r2
R = R1 +R2 , R1 = γ
(is)
1 r1 , R2 = γ
(is)
2 r2 , (8.72)
r˙1 = (1− β(is)1 r1)
s˙1
ζ
⇔ R˙1 = (γ(is)1 − β(is)1 R1)
s˙1
ζ
, (8.73)
r˙2 = (1− β(is)2 r2)
s˙2
ζ
⇔ R˙2 = (γ(is)2 − β(is)2 R2)
s˙2
ζ
. (8.74)
Es sei angemerkt, dass die Transformationen relativ zur Momentankonfiguration Rt und daher
auch Definitionen wie z.B. (8.65), (8.66) rein formaler Natur sind und keinerlei physikalische
Bedeutung haben. Das konstitutive Modell, also die Physik, sind bereits relativ zur Zwischen-
konfiguration Rˆt formuliert.
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9 Finite-Elemente-Formulierung des
mikropolaren Kontinuums
In den vorangegangenen Kapiteln wurde die erweiterte Kinematik und das dazugeho¨rige Mate-
rialmodell zur Beschreibung elastisch-inelastischen mikropolaren Materialverhaltens bei großen
Deformationen hergeleitet. Um beliebige mechanische Strukturen als Anfangsrandwertprobleme
betrachten zu ko¨nnen, muss das entwickelte konstitutive Modell mittels eines numerischen Ver-
fahrens umgesetzt werden. In der vorliegenden Arbeit geschieht dies mit Hilfe der Methode der
finiten Elemente. Grundlegende Lehrbu¨cher zur Thematik der finiten Elemente sind beispiels-
weise Bathe [4], Hughes [49], Zienkiewicz & Taylor [96], [97], Schwarz [78], Reddy [75],
Crisfield [22], [23], Belytschko et al. [5] und Wriggers [95].
In diesem Kapitel werden fu¨r die Finite-Elemente-Methode aus der starken Form des quasi-
statischen Randwertproblems die schwache Formulierung des Gleichgewichts fu¨r mikropolares
Materialverhalten und die konsistente Linearisierung der schwachen Form hergeleitet. Die Her-
leitung geht im Prinzip zuru¨ck auf Steinmann [81]. Auf der Basis dieser Grundgleichungen
erfolgt die Beschreibung der Methode der finiten Elemente mittels Einfu¨hrung einer Diskretisie-
rung und einer isoparametrischen Interpolation. Bei der Integration der Gleichungen findet das
Operator-Split-Verfahren Anwendung. Aus den Gleichungen auf Elementebene werden die glo-
balen Gleichungen assembliert und in einer globalen Gleichgewichtsiteration gelo¨st. Die Finite-
Elemente-Methode kann auf beliebige Elementformulierungen angewandt werden. Hier wird ein
eigensta¨ndig entwickeltes dreidimensionales 8-Knoten-Volumenelement mit Verschiebungs- und
Rotationsfreiheitsgraden betrachtet. Dieses Element wird u¨ber die Benutzerschnittstelle Uel in
das kommerzielle Finite-Elemente-Programm Abaqus implementiert (siehe dazu die Abaqus
Manuals [1] und [2]).
9.1 Darstellung des quasistatischen Randwertproblems
Die schwache Formulierung des Gleichgewichts stellt die Grundlage der ra¨umlichen Diskreti-
sierung dar und ist der Ausgangspunkt fu¨r die Anwendung der Finite-Elemente-Methode. Eine
Darstellung der Vorgehensweise bei klassischen Kontinua findet sich in Bathe [4],Hughes [49],
Zienkiewicz & Taylor [96], [97], Schwarz [78], Reddy [75], Crisfield [22], [23], Be-
lytschko et al. [5], Wriggers [95] und Bonet & Wood [8].
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9.1.1 Starke Formulierung des quasistatischen Randwertproblems
Zur vollsta¨ndigen Formulierung des quasistatischen Randwertproblems fu¨r mikropolares Mate-
rialverhalten werden neben den kinematischen Gro¨ßen, den Bilanzgleichungen und den konsti-
tutiven Beziehungen Bedingungen fu¨r die Oberfla¨che ∂Rt des betrachteten materiellen Ko¨rpers
beno¨tigt. Auf den Teilfla¨chen ∂Rut und ∂Rϑt werden wesentliche oder Dirichlet-Randbedingungen
fu¨r die Verschiebungen (sog. Verschiebungsrandbedingungen)
u = u0 auf ∂Rut (9.1)
sowie fu¨r die Rotationen (sog. Rotationsrandbedingungen)
ϑ = ϑ0 auf ∂Rϑt (9.2)
vorgegeben. Dabei stellt ϑ den axialen Vektor zum antisymmetrischen TensorWϑ dar, der dem
Rotationstensor R¯ des Mikrokontinuums zugeordnet wird (vgl. Gleichungen (1.25) und (1.26))
R¯ = exp(Wϑ) = exp(Spn(ϑ)) . (9.3)
Auf den Teilra¨ndern ∂Rtt und ∂Rtct gelten natu¨rliche oder Neumann-Randbedingungen fu¨r die
Kraftspannungen (sog. Spannungsrandbedingungen)
Tn = t0 auf ∂Rtt (9.4)
und fu¨r die Momentenspannungen (sog. Momentenspannungsrandbedingungen)
Tcn = t
0
c auf ∂Rtct . (9.5)
Dabei stellt n die nach außen gerichtete Einheitsnormale der Oberfla¨che ∂Rt dar. Der kine-
matische Rand ∂Rut sowie ∂Rϑt und der statische Rand ∂Rtt sowie ∂Rtct mu¨ssen zusa¨tzlich die
Beziehungen
∂Rut ∪ ∂Rtt = ∂Rt ∧ ∂Rut ∩ ∂Rtt = ∅ , (9.6)
∂Rϑt ∪ ∂Rtct = ∂Rt ∧ ∂Rϑt ∩ ∂Rtct = ∅ (9.7)
erfu¨llen. Die Gleichgewichtsbedingungen fu¨r die im Weiteren betrachteten quasistatischen De-
formationsprozesse lauten
divT+ b = 0 , (9.8)
divTc + tT + bc = 0 . (9.9)
Diese bilden zusammen mit den Randbedingungen, den kinematischen Gro¨ßen und den konsti-
tutiven Gleichungen das zu lo¨sende Randwertproblem in seiner starken Form. Somit ko¨nnen fu¨r
gegebenes b und bc die gesuchten Gro¨ßen u und ϑ berechnet werden.
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9.1.2 Schwache Formulierung des quasistatischen Randwertproblems
In Anlehnung an das Prinzip der virtuellen Verschiebungen bei nicht polaren Kontinua (siehe
hierzu Hughes [49], Schwarz [78] oder Reddy [75]) wird ein verallgemeinertes Prinzip der
virtuellen Verschiebungen und virtuellen Rotationen fu¨r mikropolare Medien vorgestellt (sie-
he Steinmann [81], [85], Eringen [32] und Elsa¨ßer [29]). Die Gleichgewichtsbedingungen
werden mit sogenannten Testfunktionen (auch Variationen genannt) multipliziert. Die lokale
Impulsbilanz wird skalar mit einer vektorwertigen Funktion δu (virtuelle Verschiebung) multi-
pliziert,
divT · δu+ b · δu = 0 , (9.10)
die lokale Drehimpulsbilanz skalar mit einer vektorwertigen Funktion δv (virtuelle Rotation)
divTc · δv + tT · δv + bc · δv = 0 . (9.11)
Die Bedeutung von δv als virtuelle Rotation kann wie folgt verstanden werden. Aus Glei-
chung (9.3) ist ersichtlich, dass der mikropolare Rotationstensor R¯ als Funktion des axialen
Vektors ϑ dargestellt werden kann, d. h. R¯ϑ := R¯(ϑ). Wird an die Rotation R¯ϑ eine weitere
Rotation Q angeschlossen, dann gilt fu¨r die resultierende Gesamtrotation R¯
R¯ = QR¯ϑ . (9.12)
Es wird angenommen, dass das Feld Q eine Funktion des antisymmetrischen Tensors V und
eines skalaren Parameters ξ ist, so dass
Q = Q(ξV) = exp(ξV) . (9.13)
Damit ist die virtuelle Rotation δR¯ definiert durch
δR¯ =
∂
∂ξ
Q(ξV)R¯ϑ
∣∣∣∣
ξ=0
ξ . (9.14)
Mit Hilfe der Euler-Rodrigues-Formel (1.26) folgt aus Gleichung (9.14), dass
δR¯ = (ξV)R¯ϑ = δVR¯ϑ (9.15)
mit
δV := ξV (9.16)
und
δv = axl(δV) . (9.17)
Die anschließende Integration u¨ber das Volumen des betrachteten materiellen Ko¨rpers liefert∫
Rt
divT · δudv +
∫
Rt
b · δudv = 0 , (9.18)∫
Rt
divTc · δvdv +
∫
Rt
tT · δvdv +
∫
Rt
bc · δvdv = 0 . (9.19)
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Die partielle Integration des ersten Terms von (9.18) mit nachfolgender Anwendung des Diver-
genztheorems und der Einarbeitung der Spannungsrandbedingungen liefert∫
Rt
divT · δudv =
∫
Rt
div(TTδu)dv −
∫
Rt
T · gradδudv
=
∫
∂Rt
TTδu · nda−
∫
Rt
T · gradδudv
=
∫
∂Rt
δu ·Tnda−
∫
Rt
T · gradδudv
=
∫
∂Rtt
δu · t0da−
∫
Rt
T · gradδudv . (9.20)
Fu¨r den ersten Term von (9.19) ergibt sich analog∫
Rt
divTc · δvdv =
∫
∂R
tc
t
t0c · δvda−
∫
Rt
Tc · gradδvdv . (9.21)
Insgesamt gilt
FT :=
∫
∂Rtt
t0 · δuda+
∫
Rt
b · δudv −
∫
Rt
T · gradδudv = 0 (9.22)
und
FTc :=
∫
∂R
tc
t
t0c · δvda+
∫
Rt
bc · δvdv −
∫
Rt
Tc · gradδvdv +
∫
Rt
T · δVdv = 0 (9.23)
mit
δV = Spn(δv) (9.24)
und der Nebenrechnung
tT · δv=ˆ(tT )kδvk = eijkTjiδvk = Tjieijkδvk = TjiδVji=ˆT · δV . (9.25)
Hierbei stellen FT und FTc jeweils ein Funktional von u, ϑ, δu und δv dar
FT := FT(u,ϑ, δu, δv) = 0 , (9.26)
FTc := FTc(u,ϑ, δu, δv) = 0 . (9.27)
Die gesuchten Lo¨sungsfunktionen u fu¨r die Verschiebungen und ϑ fu¨r die Rotationen entstam-
men den Funktionenra¨umen
S = {u | u ∈ H1 , u = u0 auf ∂Rut } , (9.28)
T = {ϑ | ϑ ∈ H1 , ϑ = ϑ0 auf ∂Rϑt } , (9.29)
98
9.1 Darstellung des quasistatischen Randwertproblems
wa¨hrend die Mengen aller mo¨glichen unabha¨ngigen Variationen bzw. Testfunktionen δu und
δv durch
V = {δu | δu ∈ H1 , δu = 0 auf ∂Rut } , (9.30)
W = {δv | δv ∈ H1 , δv = 0 auf ∂Rϑt } (9.31)
gegeben sind. Hierbei ist H1 die Menge aller Funktionen, deren erste partielle Ableitung u¨ber
Rt quadrat-integrabel ist. Von den Lo¨sungsfunktionen wird also lediglich die Erfu¨llung der
wesentlichen Randbedingungen gefordert. Fu¨r die Testfunktionen gelten die entsprechenden
homogenen Randbedingungen. Die Gleichungen (9.22) und (9.23) entsprechen zusammen mit
den kinematischen und den konstitutiven Beziehungen der schwachen Form des quasistatischen
Randwertproblems fu¨r mikropolares Materialverhalten.
Wegen des Fundamentallemmas der Variationsrechnung kann auch bei mikropolarem Material-
verhalten gezeigt werden, dass die Lo¨sung der schwachen Form des quasistatischen Randwert-
problems a¨quivalent zu der Lo¨sung der starken Formulierung des quasistatischen Randwertpro-
blems ist (s. dazu Elsa¨ßer [29]).
9.1.3 Ra¨umliche Diskretisierung des quasistatischen Randwertproblems
Bei der Methode der finiten Elemente werden verschiedene Approximationen vorgenommen.
Zum einen wird das zu untersuchende Gebiet mit finiten Elementen diskretisiert, zum anderen
werden die Feldgro¨ßen (wie Verschiebungen, Rotationen usw.) approximiert. Schließlich wer-
den auch die auftretenden Integrale nicht mehr exakt bestimmt, sondern mittels numerischer
Integration berechnet. Es ergibt sich eine Na¨herungslo¨sung des betrachteten mechanischen Pro-
blems.
Die Bestimmung einer Na¨herungslo¨sung kann mit Hilfe verschiedener Ansa¨tze geschehen (siehe
zum Beispiel Hughes [49], Schwarz [78] oder Reddy [75]). Die A¨quivalenz der schwachen
Formulierung fu¨r mikropolare Kontinua zur Methode der gewichteten Residuen erfolgt durch
die Einschra¨nkung der Funktionenra¨ume S, T , V und W auf deren endlich dimensionale Na¨he-
rungen SG, T G, VG und WG. Dabei entsprechen die Testfunktionen bzw. Variationen den Ge-
wichtsfunktionen. Die Na¨herungslo¨sung muss folglich die Forderung erfu¨llen, dass ihre Residuen
im integralen Mittel verschwinden. Des Weiteren wurde in dieser Arbeit das Galerkin-Verfahren
verwendet, das eine spezielle Form der Methode der gewichteten Residuen ist. Charakteristisch
fu¨r dieses Verfahren ist die Wahl der Funktionenra¨ume. Das heißt, die gesuchten Lo¨sungsfunktio-
nen u und ϑ stammen aus demselben Funktionenraum wie ihre zugeho¨rigen Gewichtsfunktionen
δu und δv. Weitere Einzelheiten ko¨nnen der Arbeit von Elsa¨ßer [29] entnommen werden.
Entsprechend der Methode der finiten Elemente erfolgt eine Zerlegung des Gesamtko¨rpers B
in eine endliche Anzahl ne von abgeschlossenen Teilko¨rpern (finite Elemente) Bi, i = 1, . . . , ne
(siehe zum Beispiel Bathe [4],Hughes [49], Zienkiewicz & Taylor [96], [97], Schwarz [78]
oder Reddy [75]). Die Vereinigung aller Bi muss wieder den Gesamtko¨rper B ergeben. Die Dis-
kretisierung hat im Allgemeinen einen Approximationsfehler in der Geometriebeschreibung zur
Folge. Die geometrische Zerlegung erfolgt durch die Auswahl spezieller Punkte, den sogenannten
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Knoten. Bei der so erfolgten Diskretisierung des Lo¨sungsgebietes reduziert sich die Anzahl der
unbekannten Gro¨ßen, da anstatt der unendlich vielen materiellen Punkte des Lo¨sungsgebietes
nur endlich viele diskrete Knotenpunkte beru¨cksichtigt werden. Diese sind dann die Unbekann-
ten des Problems. Bei den in dieser Arbeit betrachteten finiten Elementen handelt es sich
ausschließlich um dreidimensionale Volumenelemente mit acht Eckknoten.
Als Bestandteil des Problems sind Ansatzfunktionen (auch Formfunktionen genannt) fu¨r die zu
approximierenden Feldgro¨ßen innerhalb der einzelnen Elemente zu wa¨hlen. Zwischen den Kno-
ten finden Interpolationen statt, die mittels der Ansatzfunktionen durchgefu¨hrt werden und
von den verschiedenen Elementtypen abha¨ngen (Bathe [4], Hughes [49], Zienkiewicz &
Taylor [96], [97], Schwarz [78], Reddy [75], Crisfield [22], [23], Belytschko et al. [5],
Wriggers [95], Burnett [12], Bonet & Wood [8] oder Dhatt & Touzot [24]). Die Orte
der materiellen Punkte im Inneren eines finiten Elementes werden mit Hilfe der Ansatzfunk-
tionen aus den diskreten Knotenkoordinaten interpoliert. Meistens handelt es sich dabei um
Polynome eines bestimmten Grades. Im Fall des mikropolaren Kontinuums werden Ansatz-
funktionen fu¨r die Verschiebung u und die Rotation ϑ sowie den Ort x beno¨tigt. Die Line-
arkombination dieser Ansatzfunktionen mit den Knotenvariablen als Koeffizienten liefert den
gesamten Lo¨sungsansatz. Wa¨hrend der Entwicklung der Finiten-Elemente-Methode wurde ei-
ne Vielzahl von Mo¨glichkeiten zur Interpolation der Feldgro¨ßen und der Geometrie verwendet.
Fu¨r die meisten Problemstellungen hat sich das isoparametrische Konzept durchgesetzt, bei
dem sowohl die Geometrie als auch die Verschiebungen im Elementgebiet durch die gleichen
Ansatzfunktionen approximiert werden. Im Rahmen dieser Arbeit wurden fu¨r alle drei Gro¨ßen
(Verschiebung u, Rotation ϑ sowie Ort x) dieselben Formfunktionen gewa¨hlt. Bemerkungen zu
dieser Wahl der Formfunktionen ko¨nnen den Arbeiten von Dietsche et al. [26], Volk [92]
und Elsa¨ßer [29] entnommen werden.
Es werden zwei unterschiedliche Knotenmengen eingefu¨hrt. Die Menge Mu beru¨cksichtigt die
Knoten mit Verschiebungs- und Mϑ die Knoten mit Rotationsfreiheitsgraden. Je nach Wahl
der Ansatzfunktionen fu¨r die Verschiebung u und die Rotation ϑ ko¨nnen die Mengen, wie in
dieser Arbeit, gleich sein. Die Ansatzfunktionen ko¨nnen dann wie folgt dargestellt werden (siehe
dazu Wriggers [95] und Elsa¨ßer [29])
u =
∑
A∈Mu
NuAd
u
A , (9.32)
ϑ =
∑
A∈Mϑ
NϑAd
ϑ
A (9.33)
und
x =
∑
A∈Mu
NuAxA . (9.34)
Der Summationsindex A bezeichnet die Knoten des diskretisierten Gebietes, die in der jewei-
ligen Menge enthalten sind. Mit NuA ist die vorgegebene Formfunktion eines Knotens fu¨r die
Interpolation der Verschiebung und des Ortes gegeben. Entsprechend ist NϑA die vorgegebene
Formfunktion eines Knotens fu¨r die Interpolation der Rotation. Je nach Wahl des Ansatzes
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sind NuA und N
ϑ
A identische Polynome oder unterscheiden sich in der Ordnung. Mit d
u
A und d
ϑ
A
werden jeweils die zu bestimmenden Knotenpunktsverschiebung und -rotation bezeichnet. Mit
Hilfe der beliebigen Koeffizienten cuA und c
ϑ
A ergibt sich im Rahmen des Galerkin-Verfahrens
der folgende Ansatz fu¨r die Gewichtsfunktionen
δu =
∑
A∈Mu
NuAc
u
A , (9.35)
δv =
∑
A∈Mϑ
NϑAc
ϑ
A . (9.36)
Durch Einsetzen dieser Ansa¨tze in die schwache Form ergibt sich ein nichtlineares Gleichungssys-
tem. Unter den vielen mo¨glichen Algorithmen zur Lo¨sung nichtlinearer Probleme wird ha¨ufig
das Newton-Verfahren ausgewa¨hlt, weil es den Vorteil der quadratischen Konvergenz in der
Na¨he der Lo¨sung besitzt (siehe hierzu auch Bathe [4], Zienkiewicz & Taylor [96], [97],
Crisfield [22], [23], Belytschko et al. [5], Bonet & Wood [8] oder Wriggers [95]).
Bei Anwendung des Newton-Verfahrens entsteht ein lineares Gleichungssystem, das fu¨r belie-
big gewa¨hlte Koeffizienten der Gewichtsfunktionen erfu¨llt sein muss. Diese Gleichung kann in
Matrizenform umgeschrieben werden
Kd = F . (9.37)
Das zu lo¨sende Problem stellt nun eine Matrizengleichung dar, wobei K die Gesamtsteifigkeits-
matrix des Systems ist, wa¨hrend d und F den gesuchten Lo¨sungsvektor und den verallgemeiner-
ten Kraftvektor darstellen (siehe auch Bathe [4], Hughes [49], Zienkiewicz & Taylor [96],
[97], Schwarz [78], Reddy [75], Crisfield [22], [23], Belytschko et al. [5] und Wrig-
gers [95]). Besteht das Finite-Elemente-Modell zum Beispiel aus einem 8-Knoten-Element, so
kann die Gleichgewichtsbedingung im dreidimensionalen Fall als ein System von 48 Gleichungen
dargestellt werden, d. h. 8 Knoten × 6 Unbekannte pro Knoten.
Die Integration der auftretenden Integrale erfolgt mittels numerischer Integrationsformeln. Das
heißt, das Integral wird durch eine Summe approximiert. Dabei wird an ng ausgewa¨hlten Punk-
ten (den Integrations- oder Gauss-Punkten) der Integrand ausgewertet. Die Multiplikation mit
Integrationsgewichten wg liefert dann eine Na¨herung des Ausgangsintegrals
∫
V
f(x)dx ≈
ng∑
i=1
wif(P
i) . (9.38)
Die Anzahl ng und die Position der Integrationspunkte P
i kann der Literatur, etwa Bur-
nett [12] oder Dhatt & Touzot [24], entnommen werden. Die Wahl der Integrationspunkte
und der Wichtungsfaktoren ist wesentlich fu¨r den Integrationsfehler.
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9.2 Numerische Lo¨sung des quasistatischen
Randwertproblems
9.2.1 Updated-Lagrange-Methode
O
X
RR
Rt
R(i)t+∆t
R(i+1)t+∆t
Rt+∆t
F0, R¯0
F1, R¯1
∆F,∆R¯
u0
x0
x1
∆u
∆u(i)
∆u(i+1)
Abbildung 9.1: Inkrementeller Berechnungsablauf bei Abaqus.
Bei der Lo¨sung eines Randwertproblems fu¨r mikropolares Materialverhalten muss zu jedem
Zeitpunkt die mikropolare Impuls- und Drehimpulsbilanz bzw. jeweils die ra¨umlich diskreti-
sierte Form erfu¨llt sein. Die Randbedingungen ko¨nnen nur inkrementell aufgebracht werden,
da es sonst nicht mo¨glich ist, eine Lo¨sung fu¨r die entsprechende schwache Form zu finden. Da
zusa¨tzlich geschichtsabha¨ngige Effekte bei der Materialantwort auftreten, muss eine zeitliche
Diskretisierung erfolgen. Die Materialantwort im Sinne der Bestimmung der Gleichgewichtslage
wird dann iterativ von Inkrement zu Inkrement gelo¨st, welche in Abaqus u¨ber die Zeit t ge-
steuert wird. Ausgehend von der Lo¨sung des Randwertproblems zu einem Zeitpunkt t wird die
Lo¨sung zum Zeitpunkt t+∆t gesucht (vgl. Jansohn [50] und die darin zitierte Literatur). Dazu
wird der materielle Ko¨rper B betrachtet. Ausgehend von der Referenzkonfiguration RR zum
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Zeitpunkt t = 0 werden dann Gleichgewichtslagen von B zu den Zeitpunkten t0, t1, . . . , t, t+∆t
eingenommen (siehe Abbildung 9.1). Befindet sich der Ko¨rper B in einem Gleichgewichtszustand
Rt zum Zeitpunkt t, wird die Gleichgewichtslage zum Zeitpunkt t+∆t iterativ bestimmt. Dabei
nimmt der Ko¨rper in jedem Iterationsschritt (i) eine deformierte Nichtgleichgewichtslage R(i)t+∆t
ein. Ist das Gleichgewicht in der (k)-ten Iteration bestimmt, so fa¨llt R(k)t+∆t mit der Gleichge-
wichtslage Rt+∆t zusammen. Zwischen den beno¨tigten Deformationsgradienten und den mikro-
polaren Rotationstensoren besteht der Zusammenhang
F1 =∆FF0 (9.39)
und
R¯1 = ∆R¯R¯0 . (9.40)
In Abaqus wird mit Gro¨ßen in der Konfiguration R(i)t+∆t gearbeitet. Auch die konsistente Li-
nearisierung der nichtlinearen Terme in der mikropolaren Impuls- und Drehimpulsbilanz wird
bzgl. R(i)t+∆t vorgenommen. Als Referenzkonfiguration wird wa¨hrend der Iteration die Kon-
figuration Rt gewa¨hlt, also jeweils die letzte Gleichgewichtskonfiguration. Da die Referenz-
konfiguration Rt nach jedem Zeitschritt aktualisiert wird, la¨sst sich dieses Vorgehen als die
Updated-Lagrange-Methode bezeichnen (siehe dazu Bathe [4], Zienkiewicz & Taylor [96],
[97], Crisfield [22], [23], Belytschko et al. [5] oder Wriggers [95]).
9.2.2 Konsistente Linearisierung
Das Newton-Verfahren liefert eine verbesserte Na¨herungslo¨sung durch eine Taylorreihenent-
wicklung der nichtlinearen Gleichung an der Stelle einer schon gegebenen Na¨herungslo¨sung.
Diese Taylorreihenentwicklung entspricht der Linearisierung der Funktionale (9.26) und (9.27)
und kann mittels der Richtungsableitung berechnet werden. Wird die Darstellung (1.25) fu¨r
Rotationstensoren beru¨cksichtigt, dann lauten die zu linearisierenden Funktionale
FT(u, exp(Spn(ϑ)), δu, δv) = 0 , (9.41)
FTc(u, exp(Spn(ϑ)), δu, δv) = 0 . (9.42)
Wenn keine Verwechselungsgefahr besteht, werden (a¨hnlich wie in den Gleichungen (9.41), (9.42)
und (9.26), (9.27)) die gleichen Funktions- oder Funktionalsymbole verwendet, unabha¨ngig
davon, ob ϑ oder exp(Spn(ϑ)) als Argument angenommen wird. Anstelle des mikropolaren
Verschiebungs- und Rotationsfeldes wird der inkrementelle Verschiebungs- und Rotationsvek-
tor ∆u bzw. ∆ϑ gesucht. Diese geben die A¨nderung der Verschiebung und Rotation zwischen
alter Gleichgewichtslage Rt und neuer Gleichgewichtslage Rt+∆t an. Gro¨ßen, die sich auf die
alte Gleichgewichtslage Rt beziehen, werden mit den Index 0 gekennzeichnet und Gro¨ßen der
neuen Gleichgewichtslage Rt+∆t mit dem Index 1. Unter Beru¨cksichtigung von (9.39) ergibt sich
der inkrementelle mikropolare Verschiebungsvektor zu
∆u = u1 − u0 (9.43)
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mit
u1 = x1 −X , (9.44)
u0 = x0 −X . (9.45)
Fu¨r die mikropolare Rotation gilt mit den Gleichungen (9.40) und (1.25)
exp(Spn(ϑ1)) = exp(Spn(∆ϑ)) exp(Spn(ϑ0)) . (9.46)
Darin enthalten ist der inkrementelle mikropolare Rotationsvektor ∆ϑ. Es ergeben sich die
Funktionale
FT(u1, exp(Spn(ϑ1)), δu, δv) =
FT(u0 +∆u, exp(Spn(∆ϑ)) exp(Spn(ϑ0)), δu, δv) = 0 (9.47)
und
FTc(u1, exp(Spn(ϑ1)), δu, δv) =
FTc(u0 +∆u, exp(Spn(∆ϑ)) exp(Spn(ϑ0)), δu, δv) = 0 . (9.48)
Die Linearisierung erfolgt fu¨r die auf die aktuelle Konfiguration bezogenen Funktionale. Ver-
wendet werden dabei die Gro¨ßen
u(i+1) = u(i) +∆(i)u , (9.49)
R¯(i+1) = exp(Spn(∆(i)ϑ))R¯(i) , R¯(i) = exp(Spn(ϑ(i))) . (9.50)
Im Nachfolgenden stellt X(i) die Gro¨ße X in der Konfiguration R(i)t+∆t dar.
Zuerst wird das Funktional (9.41) bzw. (9.47) betrachtet. Die Iterationsvorschrift fu¨r das Newton-
Verfahren lautet
FT(u(i) +∆(i)u, δu, exp(Spn(∆(i)ϑ))R¯(i), δv) =
FT(u(i) + λ∆(i)u, δu, exp(Spn(µ∆(i)ϑ))R¯(i), δv) |λ=µ=1=
FT(u(i), δu, R¯(i), δv) + ∂FT(. . .)
∂λ
∣∣∣∣
λ=µ=0
+
∂FT(. . .)
∂µ
∣∣∣∣
λ=µ=0
= 0 (9.51)
bzw.
∂FT(. . .)
∂λ
∣∣∣∣
λ=µ=0
+
∂FT(. . .)
∂µ
∣∣∣∣
λ=µ=0
= −FT(u(i), δu, R¯(i), δv) . (9.52)
Die rechte Seite stellt das sogenannte Residuum dar, wa¨hrend die linke Seite in mehreren Schrit-
ten bestimmt werden muss. Die ersten beiden Integrale in (9.22) sind a¨ußere Lasten und werden,
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da sie als unabha¨ngig von der Verschiebung und der Rotation angenommen werden, bei der Li-
nearisierung nicht weiter betrachtet. Folglich muss der Ausdruck
FT :=
∫
R
(i)
t+∆t
T
(
u(i) +∆(i)u, exp(Spn(∆(i)ϑ))R¯(i)
)
· ∂δu
∂x
∣∣∣∣
u(i)+∆(i)u
dv
(i)
t+∆t
=
∫
Rt
(
Σ(i) −MT(i)S(i)c
)
· ∂δu
∂X
F−1
∣∣
u(i)+∆(i)u
dVt (9.53)
linearisiert werden, wobei Gebrauch der Definition (5.88) gemacht wurde. Dabei wird die No-
tation dVt bzw. dv
(i)
t+∆t fu¨r Volumenelemente in der Konfiguration Rt bzw. R(i)t+∆t benutzt. Das
Ergebnis der Linearisierung lautet:
∆FT := d
dλ
FT(. . .)
∣∣∣∣
λ=µ=0
+
d
dµ
FT(. . .)
∣∣∣∣
λ=µ=0
=
∫
Rt
(
d
dλ
(
Σ(U)−MT(i)Sc(U)
)∣∣∣∣
λ=µ=0
· ∂δu
∂X
(F(i))−1
+
(
Σ(U)−MT(i)Sc(U)
) · ∂δu
∂X
d
dλ
F−1(u(i) + λ∆(i)u)
∣∣∣∣
λ=0
+
d
dµ
(
Σ(U)−MT(i)Sc(U)
)∣∣∣∣
λ=µ=0
· ∂δu
∂X
(F(i))−1
)
dVt . (9.54)
Hierbei sind die Spannungen Σ und Momentenspannungen Sc als Funktionen von
U :=
(
u(i) + λ∆(i)u, exp(Spn(µ∆(i)ϑ))R¯(i)
)
(9.55)
aufzufassen. Mit den Beziehungen
d
dλ
F(u(i) + λ∆(i)u)
∣∣∣∣
λ=0
=
∂∆(i)u
∂x(i)
F(i) , (9.56)
d
dλ
F−1(u(i) + λ∆(i)u)
∣∣∣∣
λ=0
= −(F(i))−1∂∆
(i)u
∂x(i)
, (9.57)
d
dµ
(
exp(Spn(µ∆(i)ϑ))R¯(i)
)∣∣∣∣
µ=0
= Spn(∆(i)ϑ)R¯(i) , (9.58)
d
dµ
(
∂(exp(Spn(µ∆(i)ϑ))R¯(i))
∂X
)∣∣∣∣∣
µ=0
=
∂(Spn(∆(i)ϑ))
∂X
R¯(i) + Spn(∆(i)ϑ)
∂R¯(i)
∂X
(9.59)
kann die Linearisierung der Spannung durchgefu¨hrt werden. Aus der Darstellung
Σ = Σ
(
u(i) +∆(i)u, exp(Spn(∆(i)ϑ))R¯(i)
)
= Σ
(
F(u(i) +∆(i)u), exp(Spn(∆(i)ϑ))R¯(i), ∂(exp(Spn(∆(i)ϑ))R¯(i))/∂X
)
(9.60)
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und
Sc = Sc
(
u(i) +∆(i)u, exp(Spn(∆(i)ϑ))R¯(i)
)
= Sc
(
F(u(i) +∆(i)u), exp(Spn(∆(i)ϑ))R¯(i), ∂(exp(Spn(∆(i)ϑ))R¯(i))/∂X
)
(9.61)
folgen die Zwischenergebnisse
d
dλ
Σ
(
F(u(i) + λ∆(i)u), exp(Spn(µ∆(i)ϑ))R¯(i), ∂(exp(Spn(µ∆(i)ϑ))R¯(i))/∂X
)∣∣∣∣
λ=µ=0
=
∂Σ
∂F
∣∣∣∣
F(i),R¯(i)
[
∂∆(i)u
∂x(i)
F(i)
]
, (9.62)
und
d
dµ
Σ
(
F(u(i) + λ∆(i)u), exp(Spn(µ∆(i)ϑ))R¯(i), ∂(exp(Spn(µ∆(i)ϑ))R¯(i))/∂X
)∣∣∣∣
λ=µ=0
=
∂Σ
∂R¯
∣∣∣∣
F(i),R¯(i)
[
Spn(∆(i)ϑ)R¯(i)
]
+
∂Σ
∂(∂R¯/∂X)
∣∣∣∣
F(i),R¯(i)
[
∂(Spn(∆(i)ϑ))
∂x(i)
F(i)R¯(i) + Spn(∆(i)ϑ)
∂R¯(i)
∂X
]
, (9.63)
und
d
dλ
Sc
(
F(u(i) + λ∆(i)u), exp(Spn(µ∆(i)ϑ))R¯(i), ∂(exp(Spn(µ∆(i)ϑ))R¯(i))/∂X
)∣∣∣∣
λ=µ=0
=
∂Sc
∂F
∣∣∣∣
F(i),R¯(i)
[
∂∆(i)u
∂x(i)
F(i)
]
, (9.64)
und
d
dµ
Sc
(
F(u(i) + λ∆(i)u), exp(Spn(µ∆(i)ϑ))R¯(i), ∂(exp(Spn(µ∆(i)ϑ))R¯(i))/∂X
)∣∣∣∣
λ=µ=0
=
∂Sc
∂R¯
∣∣∣∣
F(i),R¯(i)
[
Spn(∆(i)ϑ)R¯(i)
]
+
∂Sc
∂(∂R¯/∂X)
∣∣∣∣
F(i),R¯(i)
[
∂(Spn(∆(i)ϑ))
∂X
R¯(i) + Spn(∆(i)ϑ)
∂R¯(i)
∂X
]
. (9.65)
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Insgesamt lautet das Ergebnis der Linearisierung
∆FT =
∫
R
(i)
t+∆t
(
∂Σ
∂F
∣∣∣∣
F(i),R¯(i)
[
∂∆(i)u
∂x(i)
F(i)
]
· ∂δu
∂x(i)
− dM
T
dλ
∣∣∣∣
λ=µ=0
Sc · ∂δu
∂x(i)
−MT ∂Sc
∂F
∣∣∣∣
F(i),R¯(i)
[
∂∆(i)u
∂x(i)
F(i)
]
· ∂δu
∂x(i)
−Σ(i) · ∂δu
∂x(i)
∂∆(i)u
∂x(i)
+ MT(i)S
(i)
c ·
∂δu
∂x(i)
∂∆(i)u
∂x(i)
+
∂Σ
∂R¯
∣∣∣∣
F(i),R¯(i)
[
Spn(∆(i)ϑ)R¯(i)
]
· ∂δu
∂x(i)
+
∂Σ
∂(∂R¯/∂X)
∣∣∣∣
F(i),R¯(i)
[
∂(Spn(∆(i)ϑ))
∂x(i)
F(i)R¯(i)
]
· ∂δu
∂x(i)
+
∂Σ
∂(∂R¯/∂X)
∣∣∣∣
F(i),R¯(i)
[
Spn(∆(i)ϑ)
∂R¯(i)
∂X
]
· ∂δu
∂x(i)
− dM
T
dµ
∣∣∣∣
λ=µ=0
Sc · ∂δu
∂x(i)
−MT ∂Sc
∂R¯
∣∣∣∣
F(i),R¯(i)
[
Spn(∆(i)ϑ)R¯(i)
]
· ∂δu
∂x(i)
−MT ∂Sc
∂(∂R¯/∂X)
∣∣∣∣
F(i),R¯(i)
[
∂(Spn(∆(i)ϑ))
∂x(i)
F(i)R¯(i)
]
· ∂δu
∂x(i)
−MT ∂Sc
∂(∂R¯/∂X)
∣∣∣∣
F(i),R¯(i)
[
Spn(∆(i)ϑ)
∂R¯(i)
∂X
]
· ∂δu
∂x(i)
)
dv
(i)
t+∆t
detF(i)
. (9.66)
Die Objekte dM
T
dλ
und dM
T
dµ
in Gleichung (9.66) lassen sich mit Hilfe des zweistufigen mikropo-
laren Kru¨mmungstensors
M = axl(
∂R¯
∂xi
R¯T )⊗ ei , (9.67)
wie folgt berechnen
dMT
dλ
=
d
dλ
(
1
2
εilm
∂R¯mo
∂xk
R¯lo
)
ek ⊗ ei , (9.68)
dMT
dµ
=
d
dµ
(
1
2
εilm
∂R¯mo
∂xk
R¯lo
)
ek ⊗ ei . (9.69)
Als Na¨chstes wird das Funktional (9.42) bzw. (9.48) betrachtet. In diesem Fall lautet die Itera-
tionsvorschrift
FTc(u(i) +∆(i)u, δu, exp(Spn(∆(i)ϑ))R¯(i), δv) =
FTc(u(i) + λ∆(i)u, δu, exp(Spn(µ∆(i)ϑ))R¯(i), δv) |λ=µ=1=
FTc(u(i), δu, R¯(i), δv) +
∂FTc(. . .)
∂λ
∣∣∣∣
λ=µ=0
+
∂FTc(. . .)
∂µ
∣∣∣∣
λ=µ=0
= 0 (9.70)
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bzw.
∂FTc(. . .)
∂λ
∣∣∣∣
λ=µ=0
+
∂FTc(. . .)
∂µ
∣∣∣∣
λ=µ=0
= −FTc(u(i), δu, R¯(i), δv) . (9.71)
Die rechte Seite stellt das sogenannte Residuum dar, wa¨hrend die linke Seite wiederum bestimmt
werden muss. Das Verfahren entspricht jenem bei (9.41) bzw. (9.47). Die ersten beiden Integrale
in (9.23) repra¨sentieren a¨ußere Lasten und werden, da sie als unabha¨ngig von der Verschiebung
und der Rotation angenommen werden, nicht weiter betrachtet. Folglich muss der Ausdruck
FTc :=
∫
R
(i)
t+∆t
{
Tc
(
u(i) +∆(i)u, exp(Spn(∆(i)ϑ))R¯(i)
)
· ∂δv
∂x
∣∣∣∣
u(i)+∆(i)u
−T
(
u(i) +∆(i)u, exp(Spn(∆(i)ϑ))R¯(i)
)
· δV
}
dv
(i)
t+∆t
=
∫
Rt
{
Sc
(
u(i) +∆(i)u, exp(Spn(∆(i)ϑ))R¯(i)
)
· ∂δv
∂X
F−1(i)
−Σ
(
u(i) +∆(i)u, exp(Spn(∆(i)ϑ))R¯(i)
)
· δV
+MTSc
(
u(i) +∆(i)u, exp(Spn(∆(i)ϑ))R¯(i)
)
· δV
}
dVt (9.72)
linearisiert werden. Dies liefert
∆FTc :=
d
dλ
FTc(. . .)
∣∣∣∣
λ=µ=0
+
d
dµ
FTc(. . .)
∣∣∣∣
λ=µ=0
=
∫
Rt
{
d
dλ
Sc (U)
∣∣∣∣
λ=µ=0
· ∂δv
∂X
F−1(i) + Sc(U) ·
∂δv
∂X
d
dλ
F−1(u(i) + λ∆(i)u)
∣∣∣∣
λ=0
+
d
dλ
(
MTSc(U)
) |λ=µ=0 · δV + ddµSc (U)
∣∣∣∣
λ=µ=0
· ∂δv
∂X
F−1(i)
+
d
dµ
(
MTSc(U)
) |λ=µ=0 · δV
− d
dλ
Σ (U)
∣∣∣∣
λ=µ=0
· δV − d
dµ
Σ (U)
∣∣∣∣
λ=µ=0
· δV
}
dVt , (9.73)
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wobei die Variablenmenge U in Gleichung (9.55) definiert wurde. Insgesamt ergibt sich demnach
∆FTc =
∫
R
(i)
t+∆t
(
∂Sc
∂F
∣∣∣∣
F(i),R¯(i)
[
∂∆(i)u
∂x(i)
F(i)
]
· ∂δv
∂X(i)
F−1(i) − S(i)c ·
∂δv
∂X(i)
F−1(i)
∂∆(i)u
∂x(i)
+
dMT
dλ
∣∣∣∣
λ=µ=0
S(i)c · δV +MT(i)
∂Sc
∂F
∣∣∣∣
F(i),R¯(i)
[
∂∆(i)u
∂x(i)
F(i)
]
· δV
+
∂Sc
∂R¯
∣∣∣∣
F(i),R¯(i)
[
Spn(∆(i)ϑ)R¯(i)
]
· ∂δv
∂X(i)
F−1(i)
+
∂Sc
∂(∂R¯/∂X)
∣∣∣∣
F(i),R¯(i)
[
∂(Spn(∆(i)ϑ))
∂x(i)
F(i)R¯(i)
]
· ∂δv
∂X(i)
F−1(i)
+
∂Sc
∂(∂R¯/∂X)
∣∣∣∣
F(i),R¯(i)
[
Spn(∆(i)ϑ)
∂R¯(i)
∂X
]
· ∂δv
∂X(i)
F−1(i)
+
dMT
dµ
∣∣∣∣
λ=µ=0
S(i)c · δV +MT(i)
∂Sc
∂R¯
∣∣∣∣
F(i),R¯(i)
[
Spn(∆(i)ϑ)R¯(i)
]
· δV
+ MT(i)
∂Sc
∂(∂R¯/∂X)
∣∣∣∣
F(i),R¯(i)
[
∂(Spn(∆(i)ϑ))
∂x(i)
F(i)R¯(i)
]
· δV
+ MT(i)
∂Sc
∂(∂R¯/∂X)
∣∣∣∣
F(i),R¯(i)
[
Spn(∆(i)ϑ)
∂R¯(i)
∂X
]
· δV
− ∂Σ
∂F
∣∣∣∣
F(i),R¯(i)
[
∂∆(i)u
∂x(i)
F(i)
]
· δV
− ∂Σ
∂R¯
∣∣∣∣
F(i),R¯(i)
[
Spn(∆(i)ϑ)R¯(i)
]
· δV
− ∂Σ
∂(∂R¯/∂X)
∣∣∣∣
F(i),R¯(i)
[
∂(Spn(∆(i)ϑ))
∂x(i)
F(i)R¯(i)
]
· δV
− ∂Σ
∂(∂R¯/∂X)
∣∣∣∣
F(i),R¯(i)
[
Spn(∆(i)ϑ)
∂R¯(i)
∂X
]
· δV
)
dv
(i)
t+∆t
detF(i)
. (9.74)
9.2.3 Integration der Materialgleichungen – Operator-Split-Verfahren
Das Materialmodell kann mit einem Operator-Split-Verfahren nach Simo et al. [80], [79] in-
tegriert werden. Das gesamte Differentialgleichungssystem wird in mehrere Anteile, sogenannte
Operatoren, unterteilt. Die Anfangsbedingungen fu¨r das gesamte System sind dann die An-
fangsbedingungen fu¨r den ersten Operator. Die Lo¨sungen dieses Operators dienen als Anfangs-
bedingungen fu¨r den zweiten Operator und so weiter. Die Lo¨sung des letzten Operators ist
schließlich die Lo¨sung des gesamten Differentialgleichungssystems. Diese Vorgehensweise wurde
bereits im Rahmen der klassischen Plastizita¨t mit Erfolg angewandt. Repra¨sentativ seien hier
die Arbeiten von Hartmann [46], Jansohn [50], La¨mmer [64] und Diegele et al. [25]
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erwa¨hnt. Sie verwenden einen Formalismus, der der hier beschriebenen Theorie sehr nahe steht.
In der vorliegenden Arbeit wird ein zweifacher Operator-Split durchgefu¨hrt. Im ersten Operator
(elastischer Pra¨diktor) werden die rein elastischen Anteile der Materialgleichung beru¨cksichtigt,
wa¨hrend im zweiten Operator (plastischer Korrektor) die inelastischen Anteile integriert werden.
Dies hat den Vorteil, dass nach dem ersten Operator mit Hilfe der Fließbedingung u¨berpru¨ft
werden kann, ob eine rein elastische oder eine elastisch-inelastische Belastung vorliegt. Der
zweite Operator muss nur im letzteren Fall ausgewertet werden.
Zur Notation: Gro¨ßen im ersten Operator werden mit einem links hoch gestellten Index I,
Gro¨ßen im zweiten Operator mit einem entsprechenden Index II gekennzeichnet. Außerdem
werden Anfangsbedingungen zur Zeit t mit einem rechts tief gestellten Index 0, die Gro¨ßen am
Ende des Inkrements t+∆t mit 1 versehen.
Operator I – Elastischer Pra¨diktor
In Operator I werden nur die Teile in den Differentialgleichungen betrachtet, die unabha¨ngig
von s˙ sind. So sind z. B. gema¨ß Gleichung (8.56), (8.3) fu¨r ǫp,Mp die Differentialgleichungen
ǫ˙p = Ωǫp + ǫpL , (9.75)
M˙p = ΩMp −MpΩT (9.76)
zu lo¨sen (vgl. auch Tsakmakis & Willuweit [89], [90]). Mit Hilfe der Beziehungen (9.39)
und (9.40) lassen sich ǫp,Mp bestimmen zu
Iǫp1 = (∆R¯)ǫp0(∆F)
−1 , (9.77)
IMp1 = (∆R¯)Mp0(∆R¯)
T . (9.78)
Daraus folgt fu¨r den elastischen Anteil des mikropolaren Verzerrungstensors
Iǫe1 = ǫ1 −I ǫp1 (9.79)
und fu¨r den elastischen Anteil des Kru¨mmungstensors
IMe1 =M1 −I Mp1 . (9.80)
Die mikropolare Spannung IΣ1 und die Momentenspannung
ISc1 ko¨nnen dann aus den Elasti-
zita¨tsgesetzen (8.52) und (8.53) berechnet werden. Um die Fließbedingung (8.54) zu u¨berpru¨fen,
muss ξ und ξc bestimmt werden. Analog lassen sich Y und Yc bestimmen aus
I
2
Y = 0 , (9.81)
I
2
Yc = 0 . (9.82)
Die Lo¨sung lautet
IY1 = (∆R¯)
IY0(∆F)
−1 , (9.83)
IYc1 = (∆R¯)
IYc0(∆R¯)
T . (9.84)
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Die plastische Bogenla¨nge s wird in Operator I nicht vera¨ndert, so dass
Is1 = s0 (9.85)
gilt (s. dazu Kapitel 7.3.2.1). Im Falle einer getrennten Beru¨cksichtigung von Verzerrung und
mikropolarer Kru¨mmung in der isotropen Verfestigung ergibt sich fu¨r die skalarwertigen Deh-
nungen (s. dazu Kapitel 7.3.2.2)
Is
[1]
1 = s
[1]
0 und
Is
[2]
1 = s
[2]
0 . (9.86)
Zur Notation: Der rechts hoch gestellte Index in eckiger Klammer ist fu¨r die Nummerierung
der skalarwertigen Variable r zusta¨ndig, so dass im Einklang zu der Notation im Kapitel 7.3.2.2
s[1] ≡ s1 und s[2] ≡ s2 zu verstehen ist.
Damit stehen alle Gro¨ßen zur Verfu¨gung, um die Fließbedingung zu u¨berpru¨fen und im Falle
plastischer Belastung die Lo¨sung in Operator II zu korrigieren. Ist die Belastung rein elastisch,
so ist die Lo¨sung aus Operator I die Lo¨sung des gesamten Problems. Es gilt fu¨r die Spannung
und Momentenspannung
Σ1 =
IΣ1 , Sc1 =
ISc1 , (9.87)
fu¨r den Verzerrungs- und Kru¨mmungstensor
ǫ1 =
Iǫe1 +
Iǫp1 , M1 =
IMe1 +
IMp1 (9.88)
und fu¨r die Verfestigungsgro¨ßen
Z1 =
IZ1 , (9.89)
ξ1 =
Iξ1 , ξc1 =
Iξc1 , (9.90)
k1 =
Ik1 , s1 =
Is1 , (9.91)
bzw.
k
[1]
1 =
Ik
[1]
1 , k
[2]
1 =
Ik
[2]
1 , (9.92)
s
[1]
1 =
Is
[1]
1 , s
[2]
1 =
Is
[2]
1 . (9.93)
Operator II – Plastischer Korrektor
In Operator II sind die rechten Seiten der Differentialgleichungen proportional zu s˙. Im Fall
plastischer Belastung wird in Operator II das Anfangswertproblem numerisch mit einem im-
pliziten Euler-Verfahren integriert. Das Algebrodifferentialgleichungssystem ist fu¨r das mikro-
polare Materialmodell bereits angegeben. Mit den im ersten Operator bestimmten Lo¨sungen
liegen die Anfangsbedingungen fu¨r den zweiten Operator vor. So gilt fu¨r die Spannung und
Momentenspannung
IIΣ0 =
IΣ1 ,
IISc0 =
ISc1 , (9.94)
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fu¨r die Verzerrungs- und Kru¨mmungsmaße
IIǫp0 =
Iǫp1 ,
IIMp0 =
IMp1 , (9.95)
IIǫe0 =
Iǫe1 ,
IIMe0 =
IMe1 (9.96)
und fu¨r die Verfestigungsvariablen
IIZ0 =
IZ1 , (9.97)
IIY0 =
IY1 ,
IIYc0 =
IYc1 , (9.98)
IIξ0 =
Iξ1 ,
IIξc0 =
Iξc1 , (9.99)
IIk0 =
Ik1 ,
IIs0 =
Is1 (9.100)
bzw.
IIk
[1]
0 =
Ik
[1]
1 ,
IIk
[2]
0 =
Ik
[2]
1 , (9.101)
IIs
[1]
0 =
Is
[1]
1 ,
IIs
[2]
0 =
Is
[2]
1 . (9.102)
Bei inelastischer Belastung muss das Differentialgleichungssystem fu¨r IIǫp1,
IIMp1,
IIY1,
IIYc1,
IIk1,
IIs1 (bzw.
IIs
[1]
1 ,
IIs
[2]
1 ) zusammen mit den algebraischen Beziehungen fu¨r
IIΣ1,
IISc1,
IIǫe1,
IIMe1,
IIZ1,
IIξ1,
IIξc1 gelo¨st werden. Fu¨r die gesamte mikropolare Verzerrung und Kru¨mmung
ist dann die Lo¨sung durch IIǫ1 =
IIǫ0,
IIM1 =
IIM0 gegeben. Die Anwendung des impliziten
Euler-Algorithmus liefert zuna¨chst ein nichtlineares Gleichungssystem, das mittels des Newton-
Verfahrens gelo¨st werden kann. Die nichtlinearen Gleichungen werden aus den Beziehungen fu¨r
die Verzerrung und die Kru¨mmung
IIǫp1 − IIǫp0 −∆tII
2
ǫp1 = 0 , (9.103)
IIMp1 − IIMp0 −∆tII
2
Mp1 = 0 (9.104)
und fu¨r die Verfestigungsvariablen
IIY1 − IIY0 −∆tII
2
Y1 = 0 , (9.105)
IIYc1 − IIYc0 −∆tII
2
Y1 = 0 , (9.106)
IIk1 − IIk0 −∆t s˙
ϕ
(γ(is) − β(is)(IIk1 − rk)) = 0 , (9.107)
IIs1 − IIs0 −∆ts˙ = 0 (9.108)
bzw.
IIk
[1]
1 − IIk[1]0 −∆t
s˙
ϕ
(γ
(is)
1 − β(is)1 (IIk[1]1 − rk)) = 0 , (9.109)
IIs
[1]
1 − IIs[1]0 −∆ts˙ = 0 (9.110)
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und
IIk
[2]
1 − IIk[2]0 −∆t
s˙
ϕ
(γ
(is)
2 − β(is)2 (IIk[2]1 − rk)) = 0 , (9.111)
IIs
[2]
1 − IIs[2]0 −∆ts˙ = 0 (9.112)
hergeleitet. Die skalare Variable rk bezeichnet die Fließgrenze. Die Lo¨sung fu¨r das komplette
Differentialgleichungssystem ist somit gegeben durch
Σ1 =
IIΣ1 , Sc1 =
IISc1 , (9.113)
Z1 =
IIZ1 , (9.114)
Y1 =
IIY1 , Yc1 =
IIYc1 , (9.115)
ξ1 =
IIξ1 , ξc1 =
IIξc1 , (9.116)
ǫp1 =
IIǫp1 , Mp1 =
IIMp1 , (9.117)
ǫe1 =
IIǫe1 , Me1 =
IIMe1 , (9.118)
k1 =
IIk1 , s1 =
IIs1 , (9.119)
bzw.
k
[1]
1 =
IIk
[1]
1 , s
[1]
1 =
IIs
[1]
1 , (9.120)
k
[2]
1 =
IIk
[2]
1 , s
[2]
1 =
IIs
[2]
1 . (9.121)
9.2.4 Bestimmung der konsistenten Tangente
Die analytische Bestimmung der partiellen Ableitungen
D1 =
∂Σ
∂F
, (9.122)
D2 =
∂Σ
∂R¯
, (9.123)
D3 =
∂Σ
∂(∂R¯/∂X)
, (9.124)
D4 =
∂Sc
∂F
, (9.125)
D5 =
∂Sc
∂R¯
, (9.126)
D6 =
∂Sc
∂(∂R¯/∂X)
(9.127)
ist sehr aufwendig und fehleranfa¨llig. Außerdem ist sie sehr unflexibel, was A¨nderungen an den
Materialgleichungen betrifft. Aus diesem Grund wird in dieser Arbeit die Ableitung mit einem
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numerischen Verfahren ermittelt, wie es z. B. in Miehe [70] vorgestellt wurde. Die numerische
Na¨herung der partiellen Ableitungen D1 bis D6 wird durch den vorderen Differenzenquotienten
ermittelt.
Zur Bildung des Differenzenquotient bei einer skalaren Funktion g, die von einer skalaren Gro¨ße
x abha¨ngt, wird zum Funktionsargument eine kleine Zahl χ hinzugeza¨hlt, d. h. es wird ein kleines
Stu¨ck in die sogenannte Abstiegsrichtung der Funktion gegangen und dort der Funktionswert
bestimmt. Die Ableitung ergibt sich dann aus
∂g
∂x
≈ g(x+ χ)− g(x)
χ
mit χ≪ 1 . (9.128)
Wird bei einem Tensor zweiter Stufe G(A) als Funktion eines weiteren Tensors zweiter Stufe A
die partielle Ableitung ∂G/∂A gesucht, so gilt analog
∂Gij
∂Amn
≈ G˘ij(A˘
(mn)
kl )−Gij(Akl)
χ
, (9.129)
mit dem gesto¨rten Tensor
A˘(mn) = A+ χ(em ⊗ en) . (9.130)
Es wird also jede Komponente von A gesto¨rt und aus diesem A˘(mn) das zugeho¨rige G˘ berechnet.
Somit ergeben sich fu¨r jedes A˘(mn) neun Komponenten von G˘, also insgesamt die 81 Kompo-
nenten des entstehenden Tensors vierter Stufe. Bei Tensoren dritter Stufe ist die Vorgehensweise
analog. Sei ein Tensor zweiter Stufe G(A) als Funktion eines Tensors dritter Stufe A gegeben
und sei die partielle Ableitung ∂G/∂A gesucht, so gilt
∂Gij
∂Amnk ≈
G˘ij(A˘(mnk)pqr )−Gij(Apqr)
χ
, (9.131)
mit dem gesto¨rten Tensor
A˘
(mnk)
= A + χ(em ⊗ en ⊗ ek) . (9.132)
Es wird folglich jede Komponente von A gesto¨rt und aus diesem A˘
(mnk)
das zugeho¨rige G˘
berechnet. Fu¨r jedes A˘
(mnk)
ergeben sich 81 Komponenten von G˘, also insgesamt die 243
Komponenten des entstehenden Tensors fu¨nfter Stufe.
114
9.3 Implementierung in ABAQUS
Die numerischen Na¨herungen lauten in diesem Fall
(D1)ijmn ≈ Σ˘ij(F˘
(mn)
pq )− Σij(Fpq)
χ
, (9.133)
(D2)ijmn ≈ Σ˘ij(
˘¯R
(mn)
pq )− Σij(R¯pq)
χ
, (9.134)
(D3)ijmnk ≈ Σ˘ij(
˘¯R
(mnk)
pq,r )− Σij(R¯pq,r)
χ
, (9.135)
(D4)ijmn ≈
S˘cij(F˘
(mn)
pq )− Scij (Fpq)
χ
, (9.136)
(D5)ijmn ≈
S˘cij(
˘¯R
(mn)
pq )− Scij(R¯pq)
χ
, (9.137)
(D6)ijmnk ≈
S˘cij(
˘¯R
(mnk)
pq,r )− Scij(R¯pq,r)
χ
, (9.138)
wobei χ sehr klein sein muss. Bei der Wahl des Inkrements χ in Abstiegsrichtung muss ein
Kompromiss eingegangen werden. Wird es zu groß gewa¨hlt, ist die errechnete Tangente zu un-
genau. Bei zu kleinem χ (in der Gro¨ßenordnung der Rechnergenauigkeit), ko¨nnen entscheidende
Nachkommastellen verloren gehen, was zu falschen Ergebnissen bei der Tangentenberechnung
fu¨hrt. Ein u¨blicher Wert fu¨r χ ist ein Wert mit der halben Anzahl von Nachkommastellen der
Maschinengenauigkeit, also
χ =
√
Maschinengenauigkeit . (9.139)
Ein Nachteil der numerischen Bestimmung der Tangenten ist der gro¨ßere numerische Aufwand.
Neben dem ersten Durchlaufen des Spannungs-Momentenspannungs-Algorithmus zur Ermitt-
lung des gewichteten Cauchyschen Spannungs- und Momentenspannungstensors, muss dieser
Programmteil nun zusa¨tzlich mehrmals ausgefu¨hrt werden. Der numerisch aufwa¨ndigste und
damit rechenzeitintensivste Teil der Berechnung ist die Lo¨sung des nichtlinearen Gleichungs-
systems im zweiten Operator. Die Effizienz der Tangentenbestimmung kann dadurch gestei-
gert werden, dass als Startwert des Newton-Verfahrens die Lo¨sung, die aus der Spannungs-
Momentenspannungs-Berechnung bekannt ist, verwendet wird. Da sich die jeweils neu bestimm-
ten Verzerrungs- und Kru¨mmungsmaße nur minimal von den urspru¨nglichen Maßen unter-
scheiden, weicht auch die berechnete Spannung und Momentenspannung nur minimal von der
urspru¨nglichen Spannung und Momentenspannung ab. Es sind deshalb nur sehr wenige Itera-
tionen im Newton-Verfahren erforderlich, um diese neue Spannung und Momentenspannung zu
ermitteln.
9.3 Implementierung in ABAQUS
Das mikropolare (Visko-)Plastizita¨tsmodell wurde in das kommerzielle Finite-Elemente-Pro-
grammAbaqus implementiert. Aus der Theorie des mikropolaren Kontinuums folgt, dass neben
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der Impulsbilanzgleichung eine weitere Gleichgewichtsbedingung (die Drehimpulsbilanz) erfu¨llt
sein muss. Um dieser Tatsache Rechnung zu tragen, mu¨ssen hierfu¨r eigens definierte Elemente
programmiert werden. Durch die Benutzerschnittstelle Uel (siehe Abaqus Handbuch [2]) ist
diese Mo¨glichkeit gegeben. Mittels dieser Schnittstelle ist es mo¨glich, eine entsprechende Ele-
mentsteifigkeitsmatrix und den dazugeho¨rigen Kraftvektor zu bestimmen. Neben diesen beiden
Gro¨ßen ko¨nnen noch weitere Variablen bzw. Steuergro¨ßen u¨bergeben werden. Abaqus fu¨hrt an-
schließend die Assemblierung des Gesamtgleichungssystems durch und berechnet dessen Lo¨sung.
Abaqus dient demnach lediglich als ein stabiler Gleichungslo¨ser.
Zur Berechnung allgemeiner dreidimensionaler Randwertprobleme wurde ein 8-Knoten-Volumen-
element programmiert. Um die lineare Interpolation fu¨r die Verschiebung und die Rotation zu
beru¨cksichtigen, besitzt jeder Knoten eines Elementes drei Verschiebungs- und drei Rotations-
freiheitsgrade. Zusa¨tzlich wird jedem Knoten eine lokale Knotennummer von 1 bis 8 zugewiesen.
Die Gro¨ße der quadratischen Elementsteifigkeitsmatrix und des Elementkraftvektors ist da-
durch festgelegt. Die Knotenverschiebungen und -rotationen eines Elementes werden in einem
Lo¨sungsvektor
d¯ :=
(
d¯u
d¯ϑ
)
(9.140)
angeordnet. Die Elementsteifigkeitsmatrix K¯ kann durch
K¯ :=
(
K¯uu K¯uϑ
K¯ϑu K¯ϑϑ
)
(9.141)
kompakt ausgedru¨ckt werden. Der Elementkraftvektor F¯ la¨sst sich darstellen als
F¯ :=
(
F¯u
F¯ϑ
)
. (9.142)
Die Ausdru¨cke der einzelnen Eintra¨ge in der Elementsteifigkeitsmatrix und im Elementkraft-
vektor werden aus den bereits hergeleiteten Beziehungen (9.66) und (9.74) gebildet. Die Ele-
mentsteifigkeitsmatrix und der Elementkraftvektor werden im ersten Durchlauf fu¨r jedes Ele-
ment des gesamten Finite-Elemente-Modells initialisiert. Daraus bestimmt Abaqus den Ge-
samtlo¨sungsvektor d, aus dem in den darauffolgenden Aufrufen der Elemente die Verzerrungen,
Kru¨mmungen, Spannungen und Momentenspannungen an den Integrationspunkten mit den
bereits abgeleiteten Beziehungen berechnet wird.
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In diesem Kapitel wird gezeigt, dass die in dieser Arbeit entwickelte mikropolare Plastizita¨ts-
theorie in der Lage ist, La¨ngenskaleneffekte im Materialverhalten wiederzugeben, so wie sie in
der Arbeit von Fleck et al. [35] berichtet wurden. Es wird weiter ein qualitativer Vergleich
der hier berechneten Ergebnisse mit den experimentellen Resultaten nach Fleck et al. [35]
und mit den Ergebnissen nach Grammenoudis & Tsakmakis [42] -[43] gemacht. Zu diesem
Zweck wird die Torsion eines Vollzylinders diskutiert.
10.1 Torsion und einachsiger Zug an du¨nnen Dra¨hten
Abbildung 10.1: Eindimensionale (Cauchy-)Spannung σ u¨ber die logarithmische Dehnung ε fu¨r
Kupfer-Dra¨hte mit unterschiedlichen Durchmessern (a : Drahtradius). Nach
Fleck et al. [35].
Erste systematische experimentelle Untersuchungen zur Auswirkung von Dehnungsgradienten
auf das Verfestigungsverhalten kleinster Proben wurden von Fleck et al. bei der Vorstel-
lung einer pha¨nomenologischen Theorie zur Dehnungsgradientenplastizita¨t (”strain gradient
plasticity”) vero¨ffentlicht [35]. Fleck et al. untersuchten du¨nne Dra¨hte aus polykristallinem
Kupfer mit unterschiedlichen Durchmessern (im Bereich von 12 bis 170 µm) sowohl im Zug als
auch im Torsionsversuch bei einsinniger Belastung. Im einachsigen Zugversuch konnte nur eine
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geringe (von Fleck et al. als vernachla¨ssigbar klein angesehene), unsystematische Abha¨ngig-
keit des Verformungsverhaltens vom Drahtdurchmesser festgestellt werden (s. Abb. 10.1). Diese
Tatsache unterstu¨tzt die These, dass im einachsigen Zugversuch Effekte aufgrund von Deh-
nungsgradienten keinen Einfluß auf das Materialverhalten haben ko¨nnen. Die Torsionsversuche
zeigten dagegen deutlich andere Ergebnisse (s. Abb. 10.2). Mit abnehmendem Durchmesser und
damit zunehmendem Dehnungsgradient erfolgte eine systematische Zunahme der Torsionsver-
festigung. Inwiefern sich die mikrostrukturellen Eigenschaften der Proben (Korngro¨ße, Textur)
auf das Ergebnis auswirkten, wurde jedoch nicht eingehend untersucht. Auch das Verhalten bei
Entlastung mit anschließender Wiederbelastung (zyklische Belastungen) war nicht Gegenstand
der Untersuchungen. Die von Fleck et al. durchgefu¨hrten Zug- und Torsionsexperimente
Abbildung 10.2: Das Verha¨ltnis M/r3a = Q/a
3 als Funktion der Scherung γa = ka fu¨r Tor-
sionsproben aus Kupfer mit unterschiedlichen Durchmessern. Nach Fleck et
al. [35]. (Die Bezeichnungen Q, a, k aus Fleck et al. [35] entsprechen in
dieser Arbeit M, ra, k.)
konnten bis jetzt mittels einer von Grammenoudis & Tsakmakis (s. z.B. [42],[43]) entwi-
ckelten mikropolaren Plastizita¨tstheorie einigermaßen ada¨quat wiedergegeben werden. Diese
entha¨lt ein mikropolares Kru¨mmungsmaß, das einem ra¨umlichen Gradient in der Bezugskonfi-
guration entspricht. Die in dieser Arbeit entwickelte mikropolare Plastizita¨tstheorie entha¨lt ein
mikropolares Kru¨mmungsmaß, welches einem ra¨umlichen Gradient in der Momentankonfigura-
tion entspricht. Es stellt sich also die Frage, inwiefern einerseits die hier pra¨sentierte mikropolare
Plastizita¨tstheorie fa¨hig ist, das experimentell beobachtete Verhalten qualitativ wiederzugeben
und andererseits, welche Wahl der Variablen zur Formulierung der Theorie die gu¨nstigste ist.
Der letzte Punkt kann mit einem Vergleich der nach Grammenoudis & Tsakmakis (s. z.B.
[42]) berechneten Ergebnisse mit den im Rahmen dieser Arbeit durchgefu¨hrten Simulationen
untersucht werden. Fu¨r die in den folgenden Kapiteln pra¨sentierten numerischen Beispiele ist
allerdings zuerst die Wahl geeigneter Materialparameter vonno¨ten.
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Die Bestimmung geeigneter Materialparameter fu¨r mikropolare Stoffgesetze ist ein schwieriges
Vorhaben und stellt ein nicht gelo¨stes Problem in der experimentellen Kontinuumsmechanik
dar. Bisher wurden nur fu¨r wenige Fa¨lle der mikropolaren Elastizita¨t die Materialparameter
bestimmt (siehe z. B. Lakes [56]). Dies geschieht in der Regel entweder u¨ber die Beobach-
tung von Gro¨ßeneffekten oder u¨ber die Messung der Ausbreitung von Transversalwellen und
die Ermittlung von Dispersionsrelationen, die sich mittels klassischer Modelle nicht beschreiben
lassen (siehe Eringen [31]). Eine Bestimmung der Materialparameter fu¨r das hier angenom-
mene mikropolare Plastizita¨tsmodell mit isotroper und kinematischer Verfestigung wu¨rde den
Rahmen dieser Arbeit sprengen. Die Materialparameter der nachfolgenden Berechnungen stellen
deshalb lediglich angenommene Werte dar und wurden aus Grammenoudis & Tsakmakis
[42]-[43] u¨bernommen. Vergleiche zu experimentellen Daten ko¨nnen demzufolge nur qualitative
Bedeutung haben. Der Einfachheit halber beziehen sich alle durchgefu¨hrten Rechnungen auf
die geschwindigkeitsunabha¨ngige Plastizita¨t.
Die Materialparameter fu¨r das Elastizita¨tsgesetz und die Fließfunktion sind in Tabelle 10.1
angegeben.
µ = 46000 MPa α1 = 1
ν = 0, 3 α2 = 0, 5
α = 3000 MPa α3 = 10000 mm
−2
β = 0 N α4 = 10000 mm
−2
γ = 0, 01 N
δ = 0 N k0 = 70 MPa
Tabelle 10.1: Werte der Materialparameter fu¨r das Elastizita¨tsgesetz, die Fließfunktion und die
Fließgrenze.
Fu¨r die Verfestigung werden drei Fa¨lle untersucht:
1. Reine isotrope Verfestigung mit getrennter Beru¨cksichtigung von Verzerrung und mikro-
polarer Kru¨mmung.
Materialparameter:
β
(is)
1 = 16, γ
(is)
1 = 2700 MPa und β
(is)
2 = 200, γ
(is)
2 = 2700 MPa.
2. Reine kinematische Verfestigung.
Materialparameter:
c1 = 0 MPa, c2 = 800 MPa, c3 = 100 MPa, c4 = 0 N, c5 = 0, 0001 N, c6 = 0 N,
b1 = b2 = 0, 002 MPa
−1, bc1 = bc2 = 0, 002 mm/N, alle u¨brigen Materialparameter
verschwinden.
3. Kombination aus isotroper und kinematischer Verfestigung. Einheitliche Erfassung von
Verzerrung und mikropolarer Kru¨mmung in der isotropen Verfestigung.
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Materialparameter:
β(is) = 16, γ(is) = 700 MPa,
c1 = 0 MPa, c2 = 600 MPa, c3 = 80 MPa, c4 = 0 N, c5 = 0, 0001 N, c6 = 0 N,
b1 = b2 = 0, 0025 MPa
−1, bc1 = bc2 = 0, 0025 mm/N.
Es sei an dieser Stelle bemerkt, dass Rechnungen mit den oben ausgewa¨hlten Sa¨tzen von Mate-
rialparametern fu¨r homogenen einachsigen Zug und Torsion von Grammenoudis & Tsakma-
kis (s. [42] und [43]) durchgefu¨hrt wurden. Zum Vergleich der Resultate von Grammenoudis
& Tsakmakis mit den Ergebnissen der im Rahmen dieser Arbeit entwickelten mikropolaren
Plastizita¨tstheorie verwenden wir die selben Sa¨tze von Materialparametern.
Die Abbildung 10.3 zeigt den Verlauf der Spannung u¨ber die Dehnung fu¨r eindimensionale
monotone Zugbeanspruchungen fu¨r die obenstehenden Sa¨tze von Materialparametern. Da der
einachsige Zug einen homogenen Deformationsprozeß darstellt, haben Dehnungsgradienten kei-
nen Einfluß auf das Materialverhalten, so dass die Kennlinien fu¨r die drei Verfestigungsmodelle
in einem großen Bereich nahezu zusammenfallen.
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Abbildung 10.3: Verlauf der eindimensionalen Spannung σ(= T11) als Funktion der logarith-
mischen Dehnung ε = ln l
l0
fu¨r eine Zugprobe (l0 : Ausgangsla¨nge der Probe,
l = l(t) : La¨nge der Probe zur Zeit t).
Im Großen und Ganzen entsprechen die Spannungs-Dehnungskennlinien in Abbildung 10.3 den-
jenigen fu¨r Kupferdra¨hte in Abbildung 10.1.
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Im Weiteren werden Finite-Elemente-Berechnungen auf Grundlage der hier entwickelten mi-
kropolaren Plastizita¨tstheorie pra¨sentiert. Als Na¨chstes wird eine kreiszylindrische Probe un-
ter Torsionsbeanspruchung betrachtet. An ihrem unteren Ende ist die Probe fest eingespannt,
wa¨hrend an ihrem oberen Ende eine Verdrehung mit vorgegebenem Drehwinkel erfolgt. Die
La¨nge der Probe bleibt wa¨hrend der Deformation konstant. Diese Situation entspricht dem Fall
der einfachen Torsion. In den Abbildungen im folgenden Abschnitt wird auf der vertikalen Achse
das durch die dritte Potenz des Außenradius der Probe ra dividierte Torsionsmoment M aufge-
tragen. Auf der horizontalen Achse wird die Scherung γa am a¨ußeren Rand aufgetragen. Letztere
ist durch γa = kra definiert, wobei k = ∆Φ/l0 die Drillung darstellt (∆Φ : Winkela¨nderung am
oberen Ende der Probe, l0 : Probenausgangsla¨nge). Wie schon erwa¨hnt, wird als Randbedin-
Durchmesser [µm] Ho¨he [µm]
Probe 1 12 6
Probe 2 15 7,5
Probe 3 20 10
Probe 4 30 15
Probe 5 170 85
Tabelle 10.2: Gewa¨hlte Probengeometrien bei der Torsion.
gung das untere Ende der Probe festgehalten, wa¨hrend das obere Ende mit einem vorgegebenen
Winkel gedreht wird (Verschiebungsrandbedingungen fu¨r das Makrokontinuum). Die innere
Rotation sowohl am unteren als auch am oberen Ende der Probe wird der a¨ußeren gleichge-
setzt. An der Mantelfla¨che wird sowohl der Spannungs- als auch der Momentenspannungsvektor
gleich Null gesetzt (Kraftrandbedingungen). Die Berechnung des Torsionsmomentes M aus den
Finite-Elemente-Ergebnissen erfolgt auf der Basis der Formel
M =
∫ ra
0
T<ϕz>2πr2dr +
∫ ra
0
T<zz>c 2πrdr . (10.1)
Das erste Integral aus (10.1) entspricht dem Beitrag der klassischen Spannung, wa¨hrend das
zweite Integral den Anteil aus der Momentenspannung liefert. Die Spannungskomponenten
T<ϕz> und T<zz>c stellen die physikalischen Komponenten des Spannungstensors T und des
Momentenspannungstensors Tc dar (siehe auch Grammenoudis & Tsakmakis [42]). Die
gewa¨hlten Zylindergeometrien ko¨nnen Tabelle 10.2 entnommen werden. Die Vernetzung erfolgt
mit 480 8-Knoten-Volumenelementen.
10.3.1 Diskussion und Interpretation der Ergebnisse
In fru¨heren Arbeiten wurde zuerst ein mikropolares Kru¨mmungsmaß (nicht zu verwechseln mit
dem Riemannschen Kru¨mmungstensor) relativ zur Bezugskonfiguration mittels Gradientenbil-
dung eingefu¨hrt. Das Kru¨mmungsmaß relativ zur Momentankonfiguration wurde dann mittels
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Transformationen festgelegt, die nur die mikropolaren Rotationen enthalten. Auf diese Weise
enstand ein Kru¨mmungsmaß relativ zur Momentankonfiguration, das keinem ra¨umlichen Gra-
dient entspricht. In Zusammenhang mit den ausgesuchten Materialgleichungen ko¨nnte dies eine
ungu¨nstige Wahl der Variablen bedeuten. Vielmehr ko¨nnte diese Wahl der Variablen der Grund
fu¨r einige Unregelma¨ßigkeiten in den Simulationsergebnissen sein, von denen z.B. in Gramme-
noudis & Tsakmakis [42] berichtet wurde.
Die im Rahmen dieser Arbeit entwickelte Theorie geht von einem Kru¨mmungsmaß in der
Momentankonfiguration aus, das einem ra¨umlichen Gradient entspricht. Das korespondieren-
de Kru¨mmungsmaß relativ zur Bezugskonfiguration wird dann durch reine Rotationen definiert
und stellt keinen Gradient mehr dar. Es stellt sich also die Frage, welche Effekte im Materialver-
halten durch die neue Kinematik und die unterschiedliche Wahl der Variablen zur Formulierung
der Theorie zu beobachten sind. Desweiteren ist es von Interesse zu untersuchen, wie gu¨nstig
die Formulierung des mikropolaren Kru¨mmungsmasses relativ zur Momentankonfiguration im
Vergleich zur Formulierung eines Kru¨mmungsmaßes relativ zur Bezugskonfiguration ist, so wie
es z.B. in Grammenoudis & Tsakmakis [39] der Fall war.
Die isotrope Verfestigung stellt im Folgenden einen weiteren Punkt der Diskussion in diesem Ka-
pitel dar. Die isotrope Verfestigung erfasst in fru¨heren Arbeiten (vgl. [39], [42]) in einheitlicher
Weise Beitra¨ge des Deformations- und des Kru¨mmungstensors. Es hat sich herausgestellt, dass
die damit beschriebenen La¨ngenskaleneffekte mit den experimentellen Resultaten nicht kompa-
tibel sind (vgl. [42]). Daraufhin schlugen Grammenoudis & Tsakmakis vor, dass die isotrope
Verfestigung so modelliert werden kann, dass sie separat Effekte infolge der Deformation und in-
folge des Kru¨mmungsmaßes beru¨cksichtigt. Somit ko¨nnen die Effekte von ho¨heren Gradienten
im Modell der isotropen Verfestigung separat kontrolliert werden. Dadurch konnten La¨ngen-
skaleneffekte im Materialverhalten (Torsion von du¨nnen Dra¨hten) ada¨quater aufgefasst werden
(s. dazu Grammenoudis & Tsakmakis [43]). In der im Rahmen dieser Arbeit entwickelten
Theorie wird sowohl eine einheitliche Erfassung von Verzerrung und mikropolarer Kru¨mmung
in der isotropen Verfestigung als auch eine additive Formulierung fu¨r die isotrope Verfestigung
dargestellt, die jeweils aus reinen Deformationen und reinen Kru¨mmungsanteilen besteht. Als
Na¨chstes folgen die numerischen Voraussagen der Theorie fu¨r reine kinematische Verfestigung,
reine isotrope Verfestigung sowie kombinierte isotrope und kinematische Verfestigung.
Reine kinematische Verfestigung
In Grammenoudis & Tsakmakis [42] wurde argumentiert, dass das Model der kinematischen
Verfestigung mehr Mo¨glichkeiten zur Modellierung von La¨ngenskaleneffekte im Materialverhal-
ten bietet, da es erlaubt, die Effekte herru¨hrend von Termen mit ho¨heren Gradienten separat zu
kontrollieren. Hier wurde zur Formulierung des Models der kinematischen Verfestigung dieselbe
Struktur aus [42] u¨bernommen (vgl. dazu (8.65) bis (8.70)). Es wurde ausserdem von Gram-
menoudis & Tsakmakis erkannt, dass die Materialparameter α3 und α4 in der Fließfunktion
ebenso einen Einfluß auf die Modellierung von La¨ngenskaleneffekten in irgendeiner Art und
Weise haben ko¨nnen, da sie das Verhalten von Termen mit ho¨heren Gradienten kontrollieren
(vgl. dazu den Term mit effektivem Momentenspannungstensor SC − ξC in Gleichung (2.9) in
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Abbildung 10.4: Modellvoraussagen fu¨r reine kinematische Verfestigung wa¨hrend der Torsions-
beanspruchung. Nach Grammenoudis & Tsakmakis [42].
[42]). Im Rahmen dieser Arbeit wurde ebenso dieselbe Struktur aus [42] fu¨r die Fließfunktion
u¨bernommen (vgl. (8.54)), so dass der einzige Unterschied in Bezug auf die Vorgehensweise
nach Grammenoudis & Tsakmakis lediglich in der Wahl der Variablen zur Formulierung
der konstitutiven Theorie, genau genommen des Kru¨mmungsmaßes, besteht.
Die Auswirkung der Wahl der Variablen macht sich bemerkbar, wenn man die Abbildungen 10.4
und 10.5 miteinander vergleicht. In den Abbildungen 10.4 und 10.5 sind fu¨r reine kinematische
Verfestigung jeweils das γa-M/r
3
a Ergebnis fu¨r die kleinste und fu¨r die gro¨ßte Probe aus Gram-
menoudis & Tsakmakis [42] und das Ergebnis der im Rahmen dieser Arbeit entwickelten
Theorie fu¨r alle Proben aufgetragen. Als erstes ist zu erkennen, dass die numerischen Ergebnis-
se, dargestellt in der Abbildung 10.5, die entsprechenden in der Abbildung 10.4 u¨berscha¨tzen.
Nichtsdestotrotz kann man eine gute qualitative U¨bereinstimmung der beiden Verla¨ufe fu¨r die
kleineren Proben erkennen. Auch ein Vergleich der Abbildung 10.5 mit der Abbildung 10.2
macht klar, dass reine kinematische Verfestigung das reale Materialverhalten bei Torsion relativ
ada¨quat wiedergibt. Es sei weiter angemerkt, dass fu¨r die gro¨ßte Probe (2ra = 170µm) fu¨r die
Theorie mit rein kinematischer Verfestigung in Abbildung 10.4 die γa-M/r
3
a-Kennlinien Abwei-
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Abbildung 10.5: Modellvoraussagen fu¨r reine kinematische Verfestigung wa¨hrend der
Torsionsbeanspruchung.
chungen vom experimentellen Verhalten aufweisen. Es scheint bei relativ kleiner Scherung eine
Entfestigung (”softening”) stattzufinden. Die Kennlinie fu¨r die gro¨ßte Probe erreicht na¨mlich
sehr schnell ein Maximum und beginnt dann abzufallen, wa¨hrend die entsprechende Kennlinie
in Abbildung 10.2 monoton steigend bleibt. Nach Grammenoudis & Tsakmakis [42] ist es
bis jetzt noch nicht klar, ob dieses Verhalten an einer ungu¨nstigen Wahl der Materialparame-
ter fu¨r die Momentenspannungen liegt, oder ob dies ein Effekt der objektiven Zeitableitung in
der Evolutionsgleichung des Kru¨mmungsmasses (vgl. (2.18) in [42]) ist. Auf jeden Fall ist in
der Abbildung 10.5 deutlich zu erkennen, dass dieser ”Entfestigungseffekt” fu¨r reine kinemati-
sche Verfestigung im Rahmen der in dieser Arbeit entwickelten mikropolaren Plastizita¨tstheorie
nicht mehr pra¨sent ist. An dieser Stelle muss erneut betont werden, dass der Satz der Mate-
rialparameter im Model der kinematischen Verfestigung, sowie die Struktur der Fließfunktion
identisch aus [42] u¨bernommen wurden. Desweiteren zeigen die Kurven in Abbildung 10.5 einen
besseren Verlauf im Vergleich zu dennen in der Abbildung 10.4. Es kann daraus geschloßen
werden, dass die ersteren ada¨quater das reale Materialverhalten bei Torsion wiedergeben (vgl.
Abb. 10.2). Diese Tatsache ist demzufolge auf die Wahl der Variablen zur Formulierung der
124
10.3 Torsion eines Kreiszylinders
konstitutiven Theorie, genau genommen des Kru¨mmungsmaßes zuru¨ckzufu¨hren. Eine konsti-
tutive Theorie mit einem Kru¨mmungsmaß, das einem Gradient in der Momentankonfiguration
entspricht, scheint zumindest fu¨r den Fall reiner kinematischen Verfestigung besser in der Lage
zu sein, La¨ngenskaleneffekte im Materialverhalten zu beschreiben.
Reine isotrope Verfestigung
In den Abbildungen 10.6 und 10.7 sind fu¨r reine isotrope Verfestigung jeweils das γa-M/r
3
a
Ergebnis aus Grammenoudis & Tsakmakis [43] und das Ergebnis der im Rahmen dieser
Arbeit entwickelten Theorie fu¨r alle Proben aufgetragen. Die in beiden Graphen dargestellten
Kurven wurden mit dem Model fu¨r die isotrope Verfestigung berechnet, das separat Effekte
infolge der Verzerrung und des Kru¨mmungsmasses beru¨cksichtigt (vgl. [43]). Es wurde in beiden
Fa¨llen der erste Satz von Materialparametern aus Kapitel 10.2 verwendet.
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Abbildung 10.6: Modellvoraussagen fu¨r reine isotrope Verfestigung wa¨hrend der Torsionsbean-
spruchung. Nach Grammenoudis & Tsakmakis [43].
Ein Vergleich der Abbildung 10.6 mit dem Experiment macht klar, dass wa¨hrend die Voraussage
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fu¨r die kleinste Probe das reale Materialverhalten relativ gut beschreibt, zeigen die Verla¨ufe
der u¨brigen Proben eine unerwartete Unregelma¨ßigkeit. Offensichtlich haben die Kurven fu¨r die
gro¨ßeren Proben einen kleineren Abstand zueinander im Vergleich zum Experiment. Ausserdem
sind U¨berlappungen der Kurve fu¨r die vierte Probe mit der Kurve der fu¨nften Probe sowie der
Kurve fu¨r die zweite Probe mit der Kurve der dritten Probe fu¨r kleine Scherungen zu erkennen.
In Grammenoudis & Tsakmakis [43] wurde argumentiert, dass diese ”Effekte” nicht auf
numerischen Instabilita¨ten zuru¨ckzufu¨hren waren. Als mo¨gliche Gru¨nde fu¨r dieses Verhalten
wurden die gewa¨hlten Werte fu¨r die Materialparameter (z.B. α3, α4 in der Fließfunktion) oder
aber ein Effekt der Fließfunktion an sich und nicht zuletzt ein Effekt der konstitutiven Theorie
vermutet.
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Abbildung 10.7: Modellvoraussagen fu¨r reine isotrope Verfestigung wa¨hrend der
Torsionsbeanspruchung.
Die neue Wahl der Variablen zur Formulierung der im Rahmen dieser Arbeit entwickelten Theo-
rie macht sich auch im Falle der reinen isotropen Verfestigung deutlich bemerkbar, wie man der
Abbildung 10.7 entnehmen kann. Insbesondere sind neue unerwartete Effekte zu beobachten,
die sich deutlich aus denen der Abbildung 10.6 unterscheiden. Als erstes ist ein ”Entfestigungs-
effekt” fu¨r die gro¨ßte Probe in einem gro¨ßeren Bereich zu erkennen. Ausserhalb dieses Bereichs
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steigt der M/r3a - Wert mit wachsender Scherung monoton an, wie es auch experimentell zu er-
warten ist. Dieser Kurvenverlauf zeigt eine relative A¨hnlichkeit zu der Kurve fu¨r dieselbe Probe
und im selben Scherrungsbereich aus Abbildung 10.4, wobei dort eine fallende Tendenz fu¨r den
M/r3a - Wert mit wachsender Scherung zu sehen ist. Augenfa¨llig ist allerdings noch, dass die
zwei gro¨ßten Proben nicht mehr miteinander u¨berlappen, so wie es in der Abbildung 10.6 zu
sehen ist. Ferner hat man eine A¨hnlichkeit im Kurvenverlauf und eine grobe U¨bereinstimmung
der Werte der zweiten und dritten Probe in beiden Abbildungen 10.6 und 10.7. Ein interessanter
Kurvenverlauf ist weiter fu¨r die erste Probe zu beobachten. Es gibt eine U¨berlappung mit den
Kurven fu¨r die zweite und dritte Probe fu¨r etwas gro¨ßere Scherungen. Es ist noch zu untersu-
chen, ob diese große Abweichung von dem entsprechenden Kurvenverlauf in der Abbildung 10.6
und vom Experiment als Ursache eine ungu¨nstige Wahl der Materialparameter im Modell der
isotropen Verfestigung hat, oder aber ein Effekt der Fließfunktion an sich ist. An dieser Stelle ist
ausserdem folgendes zu betonen: Inwiefern eine mikropolare Plastizita¨tstheorie, in der z.B. die
Effekte der Spannungen und Momentenspannungen mit separaten Fließfunktionen modelliert
werden, in der Lage wa¨re, in Abha¨ngigkeit auch von den ausgewa¨hlten Materialparametern die
obengenannten U¨berlappungen fu¨r alle Kurven zu verschieben bzw. sie zum Verschwinden zu
bringen, muss noch untersucht werden. Da sich allerdings die Finite Elemente Berechnungen als
sehr zeitaufwa¨ndig herausstellen, wu¨rde eine solche numerische Simulation den Rahmen dieser
Arbeit sprengen.
Kombination isotroper und kinematischer Verfestigung
Schließlich wird in den Abbildungen 10.8 und 10.9 das Materialverhalten bei Torsion fu¨r den
Fall der Kombination isotroper und kinematischer Verfestigung fu¨r alle Proben dargestellt. Die
Kurven beider Abbildungen wurden mit dem Modell fu¨r die isotrope Verfestigung berechnet,
das Effekte infolge von Verzerrungen und mikropolaren Kru¨mmungen in einheitlicher Weise
erfasst (siehe Kapitel 7.3.2 und Grammenoudis & Tsakmakis [42]).
Abbildung 10.8 zeigt fu¨r die angenommenen Verfestigungsparameter, dass eine Kombination
aus isotroper und kinematischer Verfestigung durchaus in der Lage ist, die experimentell beob-
achteten Tendenzen im Materialverhalten fu¨r Torsion gut wiederzugeben. Augenfa¨llig in diesen
Ergebnissen ist allerdings die U¨berlappung der Kennlinien fu¨r die vierte und fu¨nfte Probe fu¨r
kleine Scherungen ka. InGrammenoudis & Tsakmakis [42] wurde argumentiert, dass weitere
Rechnungen zeigten, dass diese U¨berlappung auf die kinematische Verfestigung zuru¨ckzufu¨hren
ist.
Interessanterweise macht sich die neue Wahl der Variablen zur Formulierung der im Rahmen
dieser Arbeit entwickelten Theorie im Falle der Kombination isotroper und kinematischer Ver-
festigung nicht deutlich bemerkbar, so wie es fu¨r den Fall reiner isotroper Verfestigung war. Ein
Vergleich der zwei Abbildungen 10.8 und 10.9 macht klar, dass die Kennlinien der Proben in der
Abbildung 10.9 diejenigen der Abbildung 10.8 etwas u¨berscha¨tzen. Ausserdem kann man einen
steilen monotonen Anstieg im Kurvenverlauf der Abbildung 10.9 erkennen. Nichtsdestotrotz
geben diese Ergebnisse qualitativ den experimentellen Verlauf aus Abbildung 10.2 relativ gut
wieder und zeigen eine relativ große A¨hnlichkeit mit den in der Abbildung 10.8 dargestellten
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Abbildung 10.8: Modellvoraussagen bei einer Kombination aus isotroper und kinematischer Ver-
festigung wa¨hrend der Torsionsbeanspruchung. Nach Grammenoudis & Ts-
akmakis [42].
Ergebnissen. Augenfa¨llig ist ausserdem, dass keine U¨berlappung fu¨r die vierte und fu¨nfte Probe
zu erkennen ist, wie es in Abbildung 10.8 der Fall ist. Man ko¨nnte daher daraus schließen, dass
in der hier pra¨sentierten mikropolaren Plastizita¨tstheorie das Kru¨mmungsmaß, welches einem
Gradient in der Momentankonfiguration entspricht, tatsa¨chlich eine gu¨nstigere Variable zur
Modellierung des Materialverhaltens bei Torsion darstellt. Natu¨rlich ko¨nnen die theoretischen
Voraussagen verbessert werden, indem alle Materialparameter durch etablierte Optimierungs-
algorithmen ermittelt werden. Eine solche Untersuchung ist allerdings nicht Gegenstand dieser
Arbeit.
Zusammnefassend la¨ßt sich sagen, dass die im Rahmen dieser Arbeit dargestellte mikropolare
Plastizita¨tstheorie fu¨r den Fall reiner kinematischer Verfestigung und den Fall einer Kombinati-
on aus kinematischer und isotropen Verfestigung unterschiedliche Ergebnisse im Vergleich zu der
von Grammenoudis & Tsakmakis [42] entwickelten mikropolaren Plastizita¨tstheorie liefert.
Fu¨r den Fall reiner isotroper Verfestigung sind sogar unerwartete neue Effekte zu beobachten,
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Abbildung 10.9: Modellvoraussagen bei einer Kombination aus isotroper und kinematischer Ver-
festigung wa¨hrend der Torsionsbeanspruchung.
die in fru¨heren Arbeiten nicht beobachtet wurden. Es ist allerdings nicht Gegegenstand dieser
Arbeit ein optimiertes mikropolares Plastizita¨tsmodell zur Beschreibung des Materialverhaltens
bei Torsion zu pra¨sentieren. Ein solches Vorhaben ist dann weiteren Materialparameterstudien
u¨berlassen. Gegenstand dieser Arbeit war lediglich die Untersuchung des Einflußes einer anderen
Wahl von Variablen (genau genommen des mikropolaren Kru¨mmungsmasses) zur Formulierung
der konstitutiven Theorie auf das Materialverhalten im Vergleich zu einer mikropolaren Plasti-
zita¨tstheorie, in der das Kru¨mmungsmaß einem Gradient in der Bezugskonfiguration entspricht.
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In dieser Arbeit wurde eine mikropolare Plastizita¨tstheorie fu¨r finite Deformationen entwickelt,
die kinematische und isotrope Verfestigung beru¨cksichtigt. Die Form der Materialgleichungen
von Grammenoudis & Tsakmakis [39] wurde dabei beibehalten. Die isotrope Verfestigung
bildet sich additiv aus zwei Anteilen, die jeweils mit der Deformation und dem Kru¨mmungsmaß
in Beziehung stehen. Die Modellierung der isotropen Verfestigung erfolgte identisch zu [43].
Charakteristische Eigenschaften der Theorie sind die multiplikative Zerlegung des Deformati-
onsgradienten und des mikropolaren Rotationstensors in entsprechende elastische und plastische
Anteile. Die Theorie entha¨lt ein mikropolares Kru¨mmungsmaß in der Momentankonfiguration,
das einem ra¨umlichen Gradient entspricht. Das Kru¨mmungsmaß relativ zur Bezugskonfigura-
tion wird durch reine mikropolare Rotationen definiert und stellt keinen Gradient mehr dar.
Auf Grundlage dieser Transformationen werden auch passende objektive Zeitableitungen durch
Betrachtung geeignet definierter skalarer Gro¨ßen definiert. Im Unterschied zu den u¨blichen An-
nahmen in der Literatur wird jedem materiellen Punkt ein Mikrokontinuum zugeordnet (s.
Grammenoudis & Tsakmakis [41]). Vom Mikrokontinuum in der Zwischenkonfiguration
wird Teleparallelismus (Verschwinden des Riemannschen Kru¨mmungstensors) verlangt. Jedoch
braucht das Makrokontinuum keinen Teleparallelismus zu erfu¨llen. Als praktische Konsequenz
erha¨lt man einen Zusammenhang fu¨r das Makrokontinuum in der Zwischenkonfiguration, der
keinerlei Kompatibilita¨tsbedingungen zu erfu¨llen braucht. Das Elastizita¨tsgesetz wird vom Zwei-
ten Hauptsatz der Thermodynamik hergeleitet. Außerdem wird fu¨r die Definition der Fließfunk-
tion ein Spannungstensor verwendet, der auf dem Mandelschen Spannungstensor im Rahmen
der klassischen (nichtpolaren) Plastizita¨t basiert. Das Fließgesetz wird von dem Postulat von
Il’iushin hergeleitet, welches fu¨r mikropolare Kontinua angemessen formuliert wird. Die Ver-
festigungseigenschaften werden in die freie Energie und die Fließfunktion einbezogen, wobei
die entsprechenden Evolutionsgleichungen als hinreichende Bedingungen fu¨r die Gu¨ltigkeit der
sogenannten inneren Dissipationsungleichung hergeleitet werden. Auf diese Weise wird fu¨r die
erarbeiteten mikropolaren Plastizita¨tsgesetze die thermodynamische Konsistenz gesichert.
Zur numerischen Integration wird die schwache Form der Feldgleichungen linearisiert. Dieser
Schritt fu¨hrt dann zur Bestimmung der sog. konsistenten Tangente. Am Ende jedes Zeitinkre-
mentes mu¨ssen die Spannungen sowie die Werte fu¨r die inneren Variablen berechnet werden.
Diese Berechnung besteht aus der Lo¨sung von Algebro-Differentialgleichungen. Es wird ein
Operator-Split Verfahren angewandt, das aus einem elastischen Pra¨diktor und einem plasti-
schen Korrektor besteht. Sind am Ende des Zeitinkrements die Werte aller Variablen bekannt,
so kann die konsistente Tangente gebildet werden. In unserem Fall wurde sie mittels numeri-
scher Differentiation approximiert. Dies setzt die Definition geeigneter Sto¨rungen fu¨r den De-
formationsgradient und der mikropolaren Rotation voraus. Insgesamt ergab sich ein System
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von Gleichungen, das u¨ber die User Element Schnittstelle an das kommerzielle Finite Elemente
Programm (Abaqus) u¨begeben wurde.
Mittels des in Abaqus implementierten Elementes wurde die Torsion von fu¨nf vollzylindrischen
Proben mit Durchmessern von 12µm bis 170µm diskutiert. Die berechneten Ergebnisse wurden
qualitativ mit experimentellen Resultaten (s. Fleck et al. [35]) und mit der von Gramme-
noudis & Tsakmakis [42], [43] entwickelten Theorie verglichen. Es wurde gezeigt, dass die
hier entwickelte mikropolare Plastizita¨tstheorie in der Lage ist, La¨ngenskaleneffekte im Materi-
alverhalten wiederzugeben. Dabei wurden numerische Berechnungen fu¨r drei Verfestigungsfa¨lle
durchgefu¨hrt.
Fu¨r den Fall reiner kinematischer Verfestigung wurde erkannt, dass das im Rahmen dieser Ar-
beit vorgestellte mikropolare Plastizita¨tsmodel etwas u¨berscha¨tzte numerische Ergebnisse im
Vergleich zur Grammenoudis & Tsakmakis [42] liefert. Nichtsdestotrotz ist eine relativ
gute qualitative U¨bereinstimmung der Verla¨ufe fu¨r die kleineren Proben in den numerischen
Ergebnissen beider Modelle zu erkennen. Insbesondere ist in unseren Rechnungen, kein ”Ent-
festigungseffekt” bei der gro¨ßten Probe mehr zu erkennen, was in [42] der Fall war. Ebenso gibt
unser mikropolares Plastizita¨tsmodel mit reiner kinematischen Verfestigung das reale Material-
verhalten relativ ada¨quat wieder, wie ein Vergleich mit den experimentellen Ergebnissen nach
Fleck et al. [35] deutlich macht.
Die neue Wahl der Variablen zur Formulierung der im Rahmen dieser Arbeit entwickelten Theo-
rie machte sich auch im Fall der reinen isotropen Verfestigung deutlich bemerkbar, da neue un-
erwartete Effekte zu beobachten waren, die sich deutlich aus denen, die von Grammenoudis
& Tsakmakis in [43] diskutiert wurden, unterscheiden. Augenfa¨llig in diesem Zusammenhang
war unter anderem der ”Entfestigungseffekt” fu¨r die gro¨ßte Probe in einem breiteren Scherungs-
bereich.
Schließlich wurden numerische Simulationen fu¨r den Fall einer Kombination aus isotroper und
kinematischer Verfestigung durchgefu¨hrt. Hier konnte man deutlich erkennen, dass das im Rah-
men dieser Arbeit entwickelte mikropolare Plastizita¨tsmodell, die experimentell beobachteten
Tendenzen im Materialverhalten fu¨r Torsion gut wiedergibt. Auch ein Vergleich mit den nu-
merischen Ergebnissen von Grammenoudis & Tsakmakis [42] zeigte eine gute qualitative
U¨bereinstimmung der Kurvenverla¨ufe fu¨r alle Proben. Es ist an dieser Stelle noch zu betonen,
dass keine U¨berlappung der Kennlinien fu¨r die Probe mit einem Durchmesser von 30µm und
der Probe mit einem Durchmesser von 170µm fu¨r kleine Scherungen in den Voraussagen unseres
Modells mehr zu erkennen waren, was in [42] der Fall war.
Als Hauptergebnis dieser Arbeit la¨sst sich zum Schluß sagen, dass eine andere Wahl von Va-
riablen (genau genommen des mikropolaren Kru¨mmungsmasses) zur Formulierung der konsti-
tutiven Theorie als in der Grammenoudis & Tsakmakis entwickelten mikropolaren Plasti-
zita¨tstheorie zu unterschiedlichen Ergebnissen mit interessanten neuen Effekten fu¨hrt. Inwiefern
allerdings diese Unterschiede auf den Einfluß der hier gewa¨hlten Variablen, oder der gewa¨hlten
Werte fu¨r die Materialparameter, oder aber der Fließfunktion an sich zuru¨ckzufu¨hren sind, muss
noch ausfu¨hrlich untersucht werden. Fu¨r eine vollsta¨ndige Untersuchung sollte noch ein mikro-
polares Plastizita¨tsmodel fu¨r große Deformationen entwickelt werden, in dem die mikropolaren
Kru¨mmungsmassen sowohl in der Bezugs- als auch in der Momentankonfiguration einem Gradi-
ent entsprechen. Auch der ”Effekt” der Fließfunktion sollte studiert werden, in dem die Effekte
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A Zerlegung der kinematischen mikropolaren Gro¨ßen
RR : Referenzkonfiguration
Rˆt : plastische Zwischenkonfiguration
Rt : aktuelle Konfiguration
RR
ǫ˜ = U¯− 1
ǫ˜e = U¯− U¯p
ǫ˜p = U¯p − 1
ǫ˜ = ǫ˜e + ǫ˜p
R¯( )F−1
-
Rt
ǫ = 1− V¯−1
ǫe = 1− V¯−1e
ǫp = V¯
−1
e − V¯−1
ǫ = ǫe + ǫp
R¯p( )F
−1
p
?
6
R¯e( )F
−1
e
Rˆt
ǫˆ = U¯e − V¯−1p
ǫˆe = U¯e − 1
ǫˆp = 1− V¯−1p
ǫˆ = ǫˆe + ǫˆp
Tabelle A.1: Zerlegung der Verzerrungstensoren.
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Lˆp = F˙pF
−1
p , Ωˆ =
˙¯RpR¯
T
p : relativ zu Rˆt
L = F˙F−1, Ω = ˙¯RR¯T : relativ zu Rt
( )· : relativ zu RR
( )⋄ = ( )· − Ωˆp( ) + ( )Lˆp : relativ zu Rˆt
( )⋄ = ( )· −Ω( ) + ( )L : relativ zu Rt
RR
˙˜ǫ = ˙¯U
˙˜ǫe =
˙¯U− ˙¯Up
˙˜ǫp =
˙¯Up
˙˜ǫ = ˙˜ǫe + ˙˜ǫp
R¯( )F−1
-
Rt
2
ǫ= ǫ˙−Ωǫ+ ǫL = L−Ω
2
ǫe= ǫ˙e −Ωǫe + ǫeL
2
ǫp= ǫ˙p −Ωǫp + ǫpL
2
ǫ=
2
ǫe +
2
ǫp
R¯p( )F
−1
p
?
6
R¯e( )F
−1
e
Rˆt
2
ǫˆ= ˙ˆǫ− Ωˆpǫˆ+ ǫˆLˆp
2
ǫˆe= ˙ˆǫe − Ωˆpǫˆe + ǫˆeLˆp
2
ǫˆp= ˙ˆǫp − Ωˆpǫˆp + ǫˆpLˆp = Lˆp − Ωˆp
2
ǫˆ=
2
ǫˆe +
2
ǫˆp
Tabelle A.2: Zerlegung der Verzerrungsraten.
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A Zerlegung der kinematischen mikropolaren Gro¨ßen
RR : Referenzkonfiguration
Rˆt : plastische Zwischenkonfiguration
Rt : aktuelle Konfiguration
RR
Γ˜A := R¯
T
∂R¯
∂xA
(Γ˜A)e = δ
A
iR¯
T (Γi)eR¯
(Γ˜A)p = δ
A
iR¯
T (Γi)pR¯
Γ˜A = (Γ˜A)e + (Γ˜A)p
R¯( )R¯T
-
Rt
Γi :=
∂R¯
∂xi
R¯T
(Γi)e = δ
i
AR¯(Γ˜A)eR¯
T
(Γi)p = δ
i
AR¯(Γ˜A)pR¯
T
Γi = (Γi)e + (Γi)p
R¯p( )R¯
T
p
?
6
R¯e( )R¯
T
e
Rˆt
Γˆk = δ
k
AR¯pR¯
T
∂R¯
∂xA
R¯Tp
(Γˆk)e = δ
k
AR¯p(Γ˜A)eR¯
T
p
(Γˆk)p = δ
k
AR¯p(Γ˜A)pR¯
T
p
Γˆk = (Γˆk)e + (Γˆk)p
Tabelle A.3: Zerlegung der Kru¨mmungstenoren Γ˜k, Γˆk, Γk.
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Ωˆp =
˙¯RpR¯
T
p : relativ zu Rˆt
Ω = ˙¯RR¯T : relativ zu Rt
( )· : relativ zu RR
( )2 = ( )· − Ωˆp( )− ( )ΩˆTp : relativ zu Rˆt
( )2 = ( )· −Ω( )− ( )ΩT : relativ zu Rt
RR
˙˜ΓA = R¯
T
∂Ω
∂xA
R¯− δAi Γ˜B δBkLki
(Γ˜A)
·
e = δ
A
i R¯
T (Γi)
2
e R¯
(Γ˜A)
·
p = δ
A
i R¯
T (Γi)
2
p R¯
˙˜ΓA = (Γ˜A)
·
e + (Γ˜A)
·
p
R¯( )R¯T
-
Rt
2
Γi= Γ˙i −ΩΓi − ΓiΩT = ∂Ω
∂xi
− ΓkLki
(Γi)
2
e = (Γi)
·
e −Ω(Γi)e − (Γi)eΩT
(Γi)
2
p = (Γi)
·
p −Ω(Γi)p − (Γi)pΩT
2
Γi= (Γi)
2
e + (Γi)
2
p
R¯p( )R¯
T
p
?
6
R¯e( )R¯
T
e
Rˆt
2
Γˆk=
˙ˆ
Γk − ΩˆpΓˆk − ΓˆkΩˆTp
(Γˆk)
2
e = (Γˆk)
·
e − Ωˆp(Γˆk)e − (Γˆk)eΩˆ
T
p
(Γˆk)
2
p = (Γˆk)
·
p − Ωˆp(Γˆk)p − (Γˆk)pΩˆ
T
p
2
Γˆk= (Γˆk)
2
e + (Γˆk)
2
p
Tabelle A.4: Zerlegung der assoziierten Raten fu¨r Γ˜k, Γˆk, Γk.
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A Zerlegung der kinematischen mikropolaren Gro¨ßen
RR : Referenzkonfiguration
Rˆt : plastische Zwischenkonfiguration
Rt : aktuelle Konfiguration
axl( ) : axialer Vektor von ( )
RR
γ˜A := axl(Γ˜A)
(γ˜A)e = axl((Γ˜A)e)
(γ˜A)p = axl((Γ˜A)p)
γ˜A = (γ˜A)e + (γ˜A)p
R¯( )
-
Rt
γi := axl(Γi)
(γi)e = axl((Γi)e)
(γi)p = axl((Γi)p)
γi = (γi)e + (γi)p
R¯p( )
?
6
R¯e( )
Rˆt
γˆk = axl(Γˆk)
(γˆk)e = axl((Γˆk)e)
(γˆk)p = axl((Γˆk)p)
γˆk = (γˆk)e + (γˆk)p
Tabelle A.5: Zerlegung der axialen Vektoren γ˜k, γˆk, γk.
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Ωˆp =
˙¯RpR¯
T
p : relativ zu Rˆt
Ω = R¯R¯T : relativ zu Rt
ωˆp = axl(Ωˆp),
∂ωˆp
∂xk
= axl
(
∂Ωˆp
∂xk
)
= axl
(
(Γˆk)
2
p
)
ω = axl(Ω),
∂ω
∂xi
= axl
(
∂Ω
∂xi
)
= axl
(
2
Γi
)
( )· : relativ zu RR
( )2 = ( )· − Ωˆp( ) : relativ zu Rˆt
( )2 = ( )· −Ω( ) : relativ zu Rt
RR
˙˜γA = axl(
˙˜ΓA)
(γ˜A)
·
e = axl((Γ˜A)
·
e)
(γ˜A)
·
p = axl((Γ˜A)
·
p)
˙˜γA = (γ˜A)
·
e + (γ˜A)
·
p
R¯( )
-
Rt
2
γi= γ˙i −Ωγi = axl(
2
Γi) =
∂ω
∂xi
−MLei
(γi)
2
e = (γi)
·
e −Ω(γi)e = axl((Γi)2e )
(γi)
2
p = (γi)
·
p −Ω(γ i)p = axl((Γi)2p )
2
γi= (γi)
2
e + (γi)
2
p
R¯p( )
?
6
R¯e( )
Rˆt
2
γˆk= ˙ˆγk − Ωˆpγˆk = axl(
2
Γˆk)
(γˆk)
2
e = (γˆk)
·
e − Ωˆp(γˆk)e = axl((Γˆk)2e )
(γˆk)
2
p = (γˆk)
·
p − Ωˆp(γˆk)p = axl((Γˆk)2p )
2
γˆk= (γˆk)
2
e + (γˆk)
2
p
Tabelle A.6: Zerlegung der assoziierten Raten fu¨r γ˜k, γˆk, γk.
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RR : Referenzkonfiguration
Rˆt : plastische Zwischenkonfiguration
Rt : aktuelle Konfiguration
RR
M˜ := Γ˜A ⊗ E˜A
M˜e = (Γ˜A)e ⊗ E˜A
M˜p = (Γ˜A)p ⊗ E˜A
M˜ = M˜e + M˜p
L(R¯)
-
Rt
M := Γi ⊗ ei
Me = (Γi)e ⊗ ei
Mp = (Γi)p ⊗ ei
M = Me + Mp
L(R¯p)
?
6
L(R¯e)
Rˆt
Mˆ := Γˆk ⊗ Eˆk
Mˆe = (Γˆk)e ⊗ Eˆk
Mˆp = (Γˆk)p ⊗ Eˆk
Mˆ = Mˆe + Mˆp
Tabelle A.7: Zerlegung der Kru¨mmungstensoren K˜, Kˆ, K.
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Ωˆp =
˙¯RpR¯
T
p : relativ zu Rˆt und ωˆp = axl(Ωˆp),
∂ωˆp
∂xk
= axl
(
∂Ωˆp
∂xk
)
= axl
(
(Γˆk)
2
p
)
Ω = ˙¯RR¯T : relativ zu Rt und ω = axl(Ω), ∂ω
∂xi
= axl
(
∂Ω
∂xi
)
= axl
(
2
Γi
)
( )· : relativ zu RR
( )2 = ( )· − Ωˆp( )− Ωˆp ⋄ ( )− ( )ΩˆTp : relativ zu Rˆt
( )2 = ( )· −Ω( )−Ω ⋄ ( )− ( )ΩT : relativ zu Rt
RR
˙˜
M = ˙˜ΓA ⊗ E˜A + M˜(R¯T ˙¯R)
˙˜
M e = (Γ˜A)
·
e ⊗ E˜A + M˜e(R¯T ˙¯R)
˙˜
M p = (Γ˜A)
·
p ⊗ E˜A + M˜p(R¯T ˙¯R)
˙˜
M = ˙˜M e +
˙˜
M p
L(R¯)
-
Rt
2
M:= M˙ −ΩM−Ω ⋄M−MΩT
=
2
Γi ⊗ei −MΩT
2
Me:= M˙e −ΩMe −Ω ⋄Me −MeΩT
= (Γi)
2
e ⊗ ei −MeΩT
2
Mp:= M˙p −ΩMp −Ω ⋄Mp −MpΩT
= (Γi)
2
p ⊗ ei −MpΩT
2
M=
2
Me +
2
Mp
L(R¯p)
?
6
L(R¯e)
Rˆt
2
Mˆ:=
˙ˆ
M − ΩˆpMˆ− Ωˆp ⋄ Mˆ− MˆΩˆTp =
2
Γˆk ⊗Eˆk
2
Mˆe=
˙ˆ
Me − ΩˆpMˆe − Ωˆp ⋄ Mˆe − MˆeΩˆTp = (Γˆk)2e ⊗ Eˆk
2
Mˆp=
˙ˆ
Mp − ΩˆpMˆp − Ωˆp ⋄ Mˆp − MˆpΩˆTp = (Γˆk)2p ⊗ Eˆk
2
Mˆ=
2
Mˆe +
2
Mˆp
Tabelle A.8: Zerlegung der assoziierten Raten fu¨r K˜, Kˆ, K.
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RR : Referenzkonfiguration
Rˆt : plastische Zwischenkonfiguration
Rt : aktuelle Konfiguration
RR
M˜ := γ˜A ⊗ E˜A
M˜e := (γ˜A)e ⊗ E˜A
M˜p := (γ˜A)p ⊗ E˜A
M˜ = M˜e + M˜p
R¯( )R¯T
-
Rt
M := γ i ⊗ ei
Me := (γi)e ⊗ ei
Mp := (γi)p ⊗ ei
M =Me +Mp
R¯p( )R¯
T
p
?
6
R¯e( )R¯
T
e
Rˆt
Mˆ := γˆk ⊗ Eˆk
Mˆe = (γˆk)e ⊗ Eˆk
Mˆp = (γˆk)p ⊗ Eˆk
Mˆ = Mˆe + Mˆp
Tabelle A.9: Zerlegung der Kru¨mmungstensoren K˜, Kˆ, K.
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Ωˆp =
˙¯RpR¯
T
p : relativ zu Rˆt und ωˆp = axl(Ωˆp),
∂ωˆp
∂xk
= axl
(
∂Ωˆp
∂xk
)
= axl
(
(Γˆk)
2
p
)
Ω = ˙¯RR¯T : relativ zu Rt und ω = axl(Ω), ∂ω
∂xi
= axl
(
∂Ω
∂xi
)
= axl
(
2
Γi
)
( )· : relativ zu RR
( )2 = ( )· − Ωˆp( )− ( )ΩˆTp : relativ zu Rˆt
( )2 = ( )· −Ω( )− ( )ΩT : relativ zu Rt
RR
˙˜M = ˙˜γA ⊗ E˜A + M˜R¯TΩR¯
˙˜Me = (γ˜A)
·
e ⊗ E˜A + M˜eR¯TΩR¯
˙˜Mp = (γ˜A)
·
p ⊗ E˜A + M˜pR¯TΩR¯
˙˜M = ˙˜Me +
˙˜Mp
R¯( )R¯T
-
Rt
2
M= M˙−ΩM−MΩT =2γi ⊗ei +MΩ
2
Me= M˙e −ΩMe −MeΩT = (γi)2e ⊗ ei +MeΩ
2
Mp= M˙p −ΩMp −MpΩT = (γi)2p ⊗ ei +MpΩ
2
M=
2
Me +
2
Mp
R¯p( )R¯
T
p
?
6
R¯e( )R¯
T
e
Rˆt
2
Mˆ=
˙ˆ
M− ΩˆpMˆ− MˆΩˆTp =
2
γˆk ⊗Eˆk + MˆΩˆ
2
Mˆe=
˙ˆ
Me − ΩˆpMˆe − MˆeΩˆTp = (γˆk)2e ⊗ Eˆk + MˆeΩˆ
2
Mˆp=
˙ˆ
Mp − ΩˆpMˆp − MˆpΩˆTp = (γˆk)2p ⊗ Eˆk + MˆpΩˆ
2
Mˆ=
2
Mˆe +
2
Mˆp
Tabelle A.10: Zerlegung der assoziierten Raten fu¨r K˜, Kˆ, K.
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Ωˆp =
˙¯RpR¯
T
p : relativ zu Rˆt
Ω = ˙¯RR¯T : relativ zu Rt
( )· : relativ zu RR
( )2 = ( )· − Ωˆp( )− ( )LˆTp : relativ zu Rˆt
( )2 = ( )· −Ω( )− ( )LT : relativ zu Rt
RR
Σ˜
˙˜Σ
R¯( )FT
-
Rt
Σ := S+MTSc
2
Σ= Σ˙−ΩΣ−ΣLT
R¯p( )F
T
p
?
6
R¯e( )F
T
e
Rˆt
Σˆ := R¯Te ΣF
T−1
e
2
Σˆ=
˙ˆ
Σ− ΩˆpΣˆ− ΣˆLˆTp
Tabelle A.11: Spannungstensor und assoziierte Raten.
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Ωˆp =
˙¯RpR¯
T
p : relativ zu Rˆt
Ω = ˙¯RR¯T : relativ zu Rt
( )· : relativ zu RR
( )2 = ( )· − Ωˆp( )− ( )ΩˆTp : relativ zu Rˆt
( )2 = ( )· −Ω( )− ( )ΩT : relativ zu Rt
RR
S˜c
˙˜Sc
R¯( )R¯T
-
Rt
Sc := (det V¯)Tc
2
Sc := S˙c −ΩSc − ScΩT
R¯p( )R¯
T
p
?
6
R¯e( )R¯
T
e
Rˆt
Sˆc := R¯
T
e ScR¯e
2
Sˆc=
˙ˆ
Sc − Ωˆp Sˆc − SˆcΩˆTp
Tabelle A.12: Momentenspannungen und assoziierte Raten.
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