This paper deals with the problem of local stabilization of linear discrete-time systems subject to control saturation. An LMI-based framework is proposed in order to compute a saturating state feedback that stabilizes the system with respect to a given set of admissible initial states and, in addition, guarantees some dynamical performances when the system operates in the zone of linear behavior (without control saturation).
Introduction
In the last years, the problem of the stabilization of linear systems subject to control saturation has been received the attention of many authors (see for example [l] ). The interest in this problem is mainly motivated by the fact that the negligence of the control bounds can be source of limit cycles, parasitic equilibrium points and even of the instability of the closed-loop system. The works found in the literature can be classified in three contexts of stability, namely the global, the semi-global and the local stability. It is well-known that the global stability can be achieved only when the open-loop system is not strictly unstable, i.e., in the discrete-time case, it has its poles inside or on the unite circle of the complex plane (see for example [SI, [ll] , [3] and references therein). However, the physical interest of the global stability is questionable since, in general, the system is restricted to operate in a limited zone of the state space. In this case, under the same hypothesis of open-loop stability, the semi-global approach seems to be more realistic. In particular, given any control bounds, it is possible to compute a linear state or output feedback (i.e. the saturation is avoided) guaranteeing the asymptotic stability of the closed-loop system with respect to (w.r.t) any bounded set of admissible initial conditions (see for example [6] 
and [7]).
When the open-loop system is unstable and/or some performance requirements should be satisfied, only the local stabilization is possible.
This work focuses on the local stabilization problem. Given a set of admissible initial conditions XO to be stabilized, our objective is to compute a saturating state feedback control law that guarantees both the asymptotic convergence to the origin of all trajectories emanating from XO and a certain degree of time-domain performance for the closed-loop system in a neighborhood of the origin. With this aim we propose conditions in an LMI-form [2] that allows the synthesis of the saturating control law from the solution of convex optimization lcorresponding author. FAX: +33 (0) 561 33 69 69. E-mail: tarbour@laas.fr problems. From these conditions, we show how the effective control saturation can be used to obtain the stabilization of larger regions XO with an improvement of the speed of convergence of the trajectories to the origin. Finally, the application of the proposed results in the semi-global stabilization context and in the design of piecewise control laws is presented. 
Problem Statement
Consider a linear discrete-time system:
(1) where x(k) E Xn and u ( k ) 6 8, are respectively the state and the control vector. Matrices A and B are real constant matrices of appropriate dimension. For system (1) we suppose that the following assumptions hold : A l . The control vector takes values in R c Rm:
A3. The region XO of admissible initial states is known.
By applying the saturating feedback control law
the closed-loop system becomes non-linear :
It is worth noticing that inside the domain S ( F , p) the control inputs do not saturate and therefore the evolution of the closed-loop system is described by the following linear model :
Outside S(F, p ) , the control inputs saturate and the stability of the system must be ;analyzed by considering equation (4).
Under the above assumptions, the problem addressed in this paper is the followiing : 
~( k
-I-1) = ( A + BF)z(k) (6)
Satur,ated System Model
The basic idea is to represent the saturated system by a polytopic model. This kind of representation was first introduced in [9] and it was: applied in the specific case of system (4) in [3], [5] and [12] .
Note that each component of the control law defined by (3) can also be written as:
can be viewed as an indicator of the degree of saturation of the ith entry of the control vector.
In fact, smaller is a ( z ( k ) ) ( ; ) , farther is the state vector from the region of linearity (5). Notice that a ( z ( k ) ) ( i )
is a function of ~( k ) .
By simplicity, in the sequel we denote a(z(k))(i) as a(k)(i).
Define from the vector a ( k ) E R" a diagonal matrix
D(a(k)) d i a g ( a ( k ) ) .
The system (4) can be re-written as
where at each instant k the matrix d k is a function of a ( k ) and in consequence depends on ~( k ) .
Consider now a compact set SO in the state space. We can define a lower bound to a ( k ) ( ; ) in SO:
Henceforth, we call (amin)(;) coeficient of saturation of the ith control entry w.r.t the set SO . Consider now all the possible m-order vectors such that the ith entry takes the value 1 or (amin)(i). Hence, then: exists a total of 2" different vectors.
By denoting each one of these vectors by yj, j = 1,. . . ,2", define the following matrices:
From the definition of matrices Aj it follows that Vx(k) E SO, d k E C o { A j ; j L 1,. . . ,2"}. Hence system (4) can be locally represented by the polytopic model: 
Main Result
Consider the following data : 0 A set of initial conditions XO defined as an union of ellipsoidal sets and a polyhedral set described by its vertices : 
D , a).
We illustrate this fact with two particular cases. 
LMIs (ii), (iii), (iv) and (v) of Proposition 1
If the optimal solution 6' of problem (17) is such that 6' 5 4
it means that the specification in performance can be achieved for the given XO and a. 
P ( E ) = A~P ( € ) A + € I , -A~P ( € ) B ( B~P ( € ) B +~, ) -~B T~( E ) A (19) has a solution P ( E ) and the control law u ( k ) = F x ( k ) = -( B T P (~) B + I , ) -' B T P (~) A x ( k )
is such that the eigenvalues of ( A + B F ) are inside the unit disk and the inclusion relation A consequence of this result is the following. Note that all the solutions to the semi-global stabilization problem obtained with the Riccati approach are contained in the set of solutions to the LMIs (21) but the converse does not hold. Furthermore, the LMI formulation allows to incorporate to the problem other control specifications. Convex optimization problems, with the ],MIS (21) as constraints, can be formulated in order to find solutions to the semi-global problem that satisfy performance requirements. Moreover, the solutions considered by the Riccatti approach and by Proposition 2 suppose that the control does not saturate. This fact can lead to slow closed-loop dynamics. In this case, it can be useful to allow the control saturation in order to improve the speed of convergence of the trajectories to the origin.
xo c E(P(E),C) c S(F7P)
(
Piecewise Control
The idea of the piecewise control is to apply higher feedback gains to the system as the state approaches the origin. This is an interesting way to deal with the problem of control saturation and, at the same time, to improve the rate of convergence of the closed.-loop trajectories to the origin. The main problem of this kind of control law is to determine appropriate switching surfaces and the associated gains in order to avoid limit cycles or unstable behavior. In [13] , for example, an interesting method is :proposed to compute piecewise linear control laws for continuous-time linear systems. This approach is based on the solution to Riccatti equations. We show now how to compute a piecewise saturating control law based on the condition given in Proposition 1.
Let N be the number of desired switching surfaces. The piecewise saturating cont:rol law can be computed as follows:
S t e p 1: Define N homothetical sets to XO as follows: From Proposition 1, it follows that the application of the control law defined as
Numerical Examples
E x a m p l e 1 : Consider the simplified model of the vertical dynamics of a n helicopter borrowed f r o m [lo] { s 2 , s 3 , . . . , S N } 
T h e bounds o n the control are given by p = 4. 
. Conclusion
The problem of local stabilization of linear discrete-time systems subject to control saturation was studied. We have proposed an LMI-based framework to compute saturating state feedback that stabilizes the system w.r.t a given set of admissible initial states and, in addition, guarantees some dynamical performances when the system operates in the zone of linear behavior (i.e., when the controls are not saturated). The tradeoff between the closed-loop performance, the size of the region of initial admissible states and the tolerance to the saturation was discussed. In particular, we have shown that by allowing saturation, it is possible t o achieve more stringent performances and t o stabilize larger domains of initial states.
