In this paper we consider when a Kaehler submanifold of a complex space form is Einstein with respect to the induced metric. Then we shall show that (1) a 2-dimensional complete Kaehler submanifold M of a 4-dimensional complex projective space P4(C) is Einstein if and only if M is holomorphically isometric to P2(C) which is totally geodesic in P4(C) or a hyperquadric Q2(C) in P3(C) which is totally geodesic in PA(C), and that (2) if M is a 2-dimensional Einstein Kaehler submanifold of a 4-dimensional complex space form A/4(c) of nonpositive constant holomorphic sectional curvature c, then M is totally geodesic.
In this paper we consider the case of n = 2. We show Theorem A. A complete Kaehler submanifold M2 of P4(C) is Einstein if and only if M is holomorphically isometric to P2(C) which is totally geodesic in P4(C) or a hyperquadric Q2(C) in P3(C) which is totally geodesic in P4(C).
Since for each n > 1 there exists a Kaehler imbedding /: PX/2(C) -* P"+<"('! + 1)>/2(C) (O'Neill [7] ), the codimension of Theorem A is best possible, where 1/2 of PX/2(C) denotes constant holomorphic sectional curvature.
Theorem B. Let M2 be an Einstein Kaehler submanifold immersed in M4(c), c < 0.
Then M is totally geodesic.
1. Kaehler submanifolds. As in the introduction, let M" be a Kaehler submanifold of M"+P(c). And let / be its Kaehler immersion (i.e., holomorphically isometric immersion). Let J0 (resp. J) be the complex structure of M (resp. M) and let g0 (resp. g) be the Kaehler metric of M (resp. M). In order to simplify the presentation we identify, for each x g M, the tangent space TX(M) with/*(Tx(M)) c Tf(x)(M) by means of/*. The normal space Tx (M) is the subspace of Tf(x)(M) consisting of all X g Tf(x)(M) which are orthogonal, with respect to g, to the subspace f*(Tx(M)). Since f*g = g0 and 7% = /*° J0, where J0 is the almost complex structure of M, the structures g0 and J0 on TX(M) are respectively identified with the restrictions of the structures g and J to the subspace /*(TX( M )). With this identification in mind we drop the subscript 0 on g0 and J0. Let V (resp. V ) denote the covariant differentiation in M (resp. M ), and let V ± denote covariant differentiation in the normal bundle.
With each £ g T^(M) is associated a linear transformation of TX(M) in the following way. Extend £ to a normal vector field defined in a neighborhood of x and define -A^X to be the tangential component of Vxi f°r X g Tx(M). A(X depends only on £ at x and X. Given an orthonormal basis £X)... ,| , £," = Jt;x,...,£p* = J£p of TX(M). We write Ax = Ac and call the Ax's the second fundamental forms associated with £x,.. .,£_, ¿j*,... ,i-p, are now orthonormal normal vector field in a neighborhood U of x, they determine normal connection forms saß, taß in U by Since we may assume that (a ß) =£ 0, we obtain aX2 = a12, = 0. This contradicts the assumption that k = 2. Caje 2. (au a22 au» a22*) ^ 0. Since ^2 is diagonal, we obtain («11 + Ö22)öl2 +(«11* + «22*)«12* = 0, (a22. -an»)a12 +(an -«22)a12» = 0.
If (aX2 ax2t) # 0, i.e., axx + axx, = a\2 + a\2», then we can put A\ = a2I, where a2 = axx + a\2 + a2,, + a22» = a22 + a22 + a22» + a22*.
Combining this fact with (2.1), we have a2 = ß2, i.e., A\ = a2I. If aß = axxa22 + axx,a22., then multiplying (2.2) by a and using (2.9), we have axx(aj2 + a22») = 0; i.e., axxa2 = 0.
Similarly, we have a22(a2i + alx») = 0; i.e., a22ß2 = 0, axx*(a\2 + a22») = 0; i.e., au»a2 = 0, «22* («n + «n* ) = °; i-e-' «22*/^2 = 0.
Hence, we obtain Hence, we obtain g(a(ex,ex),a(e2,e2)) = g(a(ex, ex),a(e2, e2.)) = 0 and a(ex, e2) = 0. On the other hand, from (2. + g(( Vxo)(ex, e2), a(e2, ej) + g(vxEx, E2)\\o(e2, e2)( = 0, i.e., g((vxa)(ex,e2),a(ex,ex)) + g(( Vxa)(ex, ej, a(e2, ej) = 0.
Since from (2.14) we obtain s({ v;,o-)(ít, e2), a(ex, ex)) = g(( V¿o)(ex, ex), a(ex, ex)) = 0, we have g({v¿°)(ex,ex),o(e2,e2)) = g(( V^a)(ex, e2), a(e2, ej) = 0.
Similarly, from (2.13) we have
Hence, g({ v;o)(ei, ex), a(ex, ex.)) = g(( Vfr)(elt ex), a(e2, e2j) = 0. Similarly, we obtain (2.17) {v¿o)(e2,e2) = 0 at*.
Since aß(a2 -ß2) # 0, aß(a2 -ß2) #0 in a neighborhood U of x. Using the minimal polynomial of Ax, we can show that {X\AXX = yX) is differentiable (e.g. [4] ), where y is the eigenvalue of Ax. Thus we may assume that Ax is diagonalized with respect to {Ex, E2, Ex,, E2»} in U. Then we have g(a(Ex,Ex),o(E2,E2)) = 0. Therefore we know that V 'a = 0 at x. On the other hand, from the equation [6] |A||a||2 = llv'all2 -8 trace (£^12)2 -£ (trace A^)2 + 2c||a||2, we obtain ||a||2 = 0 [5] . This is a contradiction. We know that the case aß + 0 and aß + axxa22 + axx,a22, = 0 cannot occur. By the similar argument with the above case we know that both cases aß = 0 and a2 = ß2 cannot occur. This completes the proof.
3. Proofs of Theorems A and B. From Proposition 1 we know that k < 1. Since a is continuous on M2, we know S is closed. However, the above argument implies 5 is open. Since x0 G S, we know S ¥= 0 ; so the connectedness of M2 implies 5 = M2. Hence, a = a(x0) on M2, and Nx(x) has constant dimension 1 on M2.
In the case where Nx(x) has constant dimension 0, M2 is totally geodesic. To complete the proofs of Theorems A and B, we must show that when Nx(x) has constant dimension 1, we can reduce to codimension 1.
Let U be any coordinate neighborhood of M2. We choose orthonormal normal vector fields £x, £2 on U so that £l5 £2, ■/£,, J£2 span T" (M2) for any u g ¡J and such that £1; J£x span Nx(u) for any w g U. We then prove A similar calculation shows that (3.3) holds for a vector X, so that AXX = -aX, and, hence, (3.3) holds for all X g TX(M2). We recall that License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
