Abstract. In previous work we introduced a simple constraint model that combined generic AI strategies and techniques (weighted degree heuristic, geometric restarts, nogood learning from restarts) with naive propagation for job shop and open shop scheduling problems. Here, we extend our model to handle two variants of the job shop scheduling problem: job shop problems with setup times; and job shop problems with maximal time lags. We also make some important additions to our original model, including a solution guidance component for search.
Introduction
Scheduling problems have proven fertile research ground for constraint programming and other combinatorial optimization techniques. There are numerous such problems occurring in industry, and whilst relatively simple in their formulation -they typically involve only Sequencing and Resource constraints -they remain extremely challenging to solve. After such a long period as an active research topic (more than half a century back to Johnson's seminal work [18] ) it is natural to think that methods specifically engineered for each class of problems would dominate approaches with a broader spectrum. However, it was recently shown [27, 15, 26] that generic SAT or constraint programming models can approach or even outperform state of the art algorithms for open shop scheduling and job shop scheduling. In particular, in a previous work [15] we introduced a constraint model that advantageously trades inference strength for brute-force search speed and adaptive learning-based search heuristics combined with randomized restarts and a form of nogood learning.
Local search algorithms are generally the most efficient approach for solving job shop scheduling problems. The best algorithms are based on tabu search, e.g. i-TSAB [21] , or use a CP/local search hybrid [29] . Pure CP approaches can also be efficient, especially when guided by powerful search strategies that can be thought of as metaheuristics [4] . The best CP approach uses inference from the Edge-finding algorithm A. Lodi, M. Milano, and P. Toth (Eds.): CPAIOR 2010, LNCS 6140, pp. 147-161, 2010. c Springer-Verlag Berlin Heidelberg 2010 [8, 22] and dedicated variable ordering heuristics such as Texture [3] . On the other hand, we take a minimalistic approach to modelling the problem. In particular, whilst most algorithms consider resource constraints as global constraints, devising specific algorithms to filter them, we simply decompose them into primitive disjunctive constraints ensuring that two tasks sharing a resource do not run concurrently. To this naive propagation framework, we combine slightly more sophisticated, although generic heuristics and restart policies. In this work, we have also incorporated the idea of solution guided search [4] .
We showed recently that this approach can be very effective with respect to the state of the art. However, it is even more evident on variants of these archetypal problems where dedicated algorithms cannot be applied in a straightforward manner. In the first variant, running a task on a machine requires a setup time, dependent on the task itself, and also on the previous task that ran on the same machine. In the second variant, maximum time lags between the starting times of successive tasks of each job are imposed. In both cases, most approaches decompose the problem into two subproblems, for the former the traveling salesman problem with time windows [1,2] is used, while the latter can be decomposed into sequencing and timetabling subproblems [10] . On the other hand, our approach can be easily adapted to handle these additional constraints. Indeed, it found a number of new best solutions and proved optimality for the first time on some instances from a set of known benchmarks.
It may appear surprising that such a method, not reliant on domain specific knowledge, and whose components are known techniques in discrete optimization, could be so effective. We therefore devised some experiments to better understand how the key component of our approach, the constraint weighting, affects search on these problems. These empirical results reveal that although the use of constraint weighting is generally extremely important to our approach, it is not always so. In particular on no-wait job shop scheduling problems (i.e. problems with maximal time-lag of 0 between tasks), where our approach often outperforms the state of the art, the weight even seems to be detrimental to the algorithm.
In Section 2, we describe our approach. In Section 3, after outlining the experimental setup, we provide an experimental comparison of our approach with the state-of-the-art on standard benchmarks for these two problems. Finally we detail the results of our analysis of the impact of weight learning in these instances in Section 4.
A Simple Constraint Programming Approach
In this section we describe the common ground of constraint models we used to model the variants of JSP tackled in this paper. We shall consider the minimization of the total makespan (C max ) as the objective function in all cases.
Job Shop Scheduling Problem
An n × m job shop problem (JSP) involves a set of nm tasks T = {t i | 1 ≤ i ≤ nm}, partitioned into n jobs J = {J x | 1 ≤ x ≤ n}, that need to be scheduled on m machines M = {M y | 1 ≤ y ≤ m}. Each job J x ∈ J is a set of m tasks J x =
