Pavement maintenance is essential to prevent the deterioration of asset value and to satisfy the expectations of all stakeholders (objectives). However, the budgets are often insufficient to keep the road pavement at optimum levels. Therefore, a decision making process ought to be used for prioritizing different maintenance activities in order to achieve pre-defined goals by optimizing the use of the available budget. One of the biggest difficulties in multiobjective optimization method is the large number of the feasible solutions (Pareto optimal set or its approximation), which makes it hard for the Decision Maker to select the best solution.
Introduction
Efficient sustainable rural, urban and inter-urban transport infrastructure in combination with affordable transport services drive commerce, mobility and access to social services and underpin development in all countries. Roads, averaging 80% worldwide, dominate the transport sector in many countries and are the principal means of passenger and freight movement. As matter of fact, in developed countries, the road network constitutes one of the largest public assets. By way of example, the EU road network comprises about 5,5 million km of paved roads, and the total investment in transport infrastructure during the period 2000-2006 was €859 billion [1] .
Despite the key role that road infrastructure plays in economic and social development, the tendency to give priority to new construction, the lack of understanding of the importance of maintenance, and chronic underfunding (imbalance between the rate of deterioration and the level of funding allocated) risk quickly jeopardising this valuable asset, which has been built in developed countries over the past 70 years.
Road administrations have the difficult task of maintaining, operating, improving and preserving roads, at the same time, carefully managing the limited financial and human resources. Asset management has been widely accepted by central and local governments/administrations as a means to deliver a more efficient and effective long term approach to the management of highway infrastructure. This approach enables a better use of resources, while fulfilling legal obligations, delivering stakeholder, social and environmental needs, and safeguarding the value of the network. To achieve strategic asset management objectives, optimal maintenance and rehabilitation (M&R) programs must be defined and implemented over a planning horizon for system facilities (road pavements, footways, bridges, tunnels, etc).
In a traditional approach to asset management, optimal M&R programs are identified for each "sub-asset" (system facility) in the road transport system, more or less separately, but using the same strategic objectives and with the aid of a decision support system. Pavement is a significant component (sub-asset) of infrastructure systems, so that pavement maintenance and rehabilitation accounts for on average 40% (ranging from 19% to 65%) of total maintenance and operation expenses in Europe [2] . Software tools, referred to as pavement management systems (PMS), have been used to support road administration in finding the best M&R plans (what treatment, when, and where) since the 1980s. All these systems have similar framework consisting of a central database, performance and cost models, and a decision support element (DSE). The DSE assists decision makers in determining pavement network work plans, which allow them to best meet the defined objectives under budgetary and other agency constraints, while taking into account the evolution of pavement performance.
Since the invention of the first PMSs, prioritization (ranking) or optimization models have been used in the DSE to face the problem of determining pavement M&R plans. In the approach based on prioritization, M&R resources are allocated by ranking all the pavement sections on the basis of one or more parameters (e.g. road class, traffic volume, etc.), which are evaluated based on current year condition data. Therefore, this approach does not assure the selection of the best possible M&R strategy, nor does it allow multi-year programming.
The optimization approaches applied in the last century determined optimal maintenance pavement strategies using a single objective (e.g. minimizing costs or maximizing performance) and multiple constraints across one or more years of the analysis scope due to the fact that single objective optimization problems can be easily solved mathematically by linear or nonlinear programming. In order to integrate technical and economic aspects, cost-effectiveness (CE) and cost-benefit (CB) methods were extensively used in single objective optimization problems. Both CE and CB are analytical ways of comparing different forms of input or output, in this case by giving them money values, and could be regarded as an expedient multi-criteria analysis.
The main limitation of this approach is that it may be difficult to quantify in economic terms some social and environmental objectives identified in the asset management strategy [3, 4] . A possible approach for the integration of all strategic aspects is the use of multiobjective optimization (MOO) methods. Due to the complexity of these methods, applications have got off the ground slowly, as data are often lacking and the methods are not easy to apply.
Many researchers [5, 6] have discussed the applications and performance of optimization techniques when dealing with decision-making problems in road maintenance. Generally, in multiobjective optimization problems there is no one solution that is better than any other for all the considered objectives. In order to obtain a good solution to these problems, the concept of "Pareto optimality" was applied. A possible solution to a multiobjective optimization problem is "Pareto optimal" if there is not another possible solution that improves one objective without worsening at least one other objective [7] . Mathematically, all the Pareto optimal points are alike good solutions of the optimization problem. However a desirable outcome, for the decision maker, would be to select only one solution, from a set of Pareto optimal solutions, basing on his/her own judgment or preference. Depending on the role of the DM in preferences articulation, MOO methods can be categorized in methods with a priori articulation of preferences, methods with a posteriori articulation of preferences and interactive methods, as better explained in the following.
In this paper, the authors propose the application of new interactive MOO methods for road maintenance management. The MOO method combines the "Interactive Multiobjective Optimization" (IMO) with the "Dominance-based Rough Set Approach" (DRSA) [8] [9] [10] and is based on the idea of constrain the set of feasible solution, in the Pareto front, using some target value of objective function (lower bound or upper bound in case of minimization) which result from the preference of DM.
Literature review
Multiobjective optimization has been widely used to allocate resources in pavement management and a large number of papers are present in literature about this topic. Some authors [3, 11] presented a good description of multiobjective optimization technics applied to this field.
The review presented below is not a comprehensive one, but only a description of the main approaches which have appeared in the literature, with the aim to describe their features, advantages and weakness, and to compare them with the proposed method.
The Weighted Sum Model (WSM), which can be an independent method or a component of other methods, is an approach commonly used to incorporate preferences in either a priori or a posteriori process. This method combines various objective functions into a single objective function and defines the optimal alternative Augeri et 
as the one that corresponds to the 'best' value of the weighted sum. The main advantage of the WSM is the simplicity of its implementation and many researchers applied therefore this method [12, 13] . Its main weaknesses are the need for normalization, to solve multi-dimensional problems, and the subjectivity involved in setting weights and in the formal understanding of the decision maker's preferences. Other authors [14, 15] have proposed to adopting multiattribute utility theory, which is an axiomatized mathematical framework for analyzing and quantifying choices involving multiple competing outcomes. The main advantages of this method are its ability to quantify the preferences of the DM and the easiness of combing it with other optimization methods. Instead, its weakness can be found in the difficulty it has in constructing the utility function in a practical situation, primarily because as it has numerous input needs and preferences have to be precise.
In other studies, analytic hierarchy process (AHP) was used. The method is based on obtaining preferences or weights of importance to the criteria and alternatives. The major characteristic of the AHP method is the use of pair-wise comparisons, which are used both to compare the alternatives with respect to the various criteria and to estimate criteria weight. In this method, both criteria and alternatives can be structured in a hierarchical way. This approach was applied in the field of pavement management by some authors [16] [17] [18] [19] . The main advantage of this method is how easy it is to use, due to the use of pairwise comparisons that allow decision makers to weigh coefficients and compare alternatives with relative ease. Moreover, it is scalable and can easily be adjusted in size to accommodate decision making problems due to its hierarchical structure. The main limitation of AHP is the necessity of complex and time-consuming computation [20] in situation in which a large number of alternatives have to be considered. Additionally, it can lead to biased outcomes.
Artificial intelligence techniques, such as geneticalgorithm-based procedures, are also used for solving the multi-objective optimization problems. The main reason for the widespread of these methods is their capability of providing good solutions both in the case of simple linear optimization problems or in that of difficult combinatorial optimization problems. Several applications appear in the literature [21] [22] [23] [24] [25] [26] [27] . The weaknesses of this method are its relatively high computational cost, the high programming complexity required and limited capacity to fine-tune solutions. To improve the performance of the evolutionary algorithms in terms of efficiency, in some research studies a combination of genetic algorithm with local search heuristics, named "memetic algorithms" was proposed [28] .
No method can be considered better than another method. Rather, it is opportune to analyse the advantages and disadvantages of each method in order to choose the one best suited to solve a specific problem.
Considering the specific issues related to pavement management process and some limitations observed in the most commonly used methods, in this paper the possibilities of applying a new method (IMO-DRSA), never applied in the field of pavements management, have been assessed [29] .
A detailed description of the IMO-DRSA and its advantages compared to other more commonly used methods is presented in the following sections.
Methods

Basic concepts about multiobjective methods for determining optimal pavement network work plans
In multi-year multiobjective optimization, the goal is to identify a multi-annual works plan that can best meet the multiple objectives and the constraints (e.g. budget). In the multi-annual works plan a set of strategies are applied to the road network (i.e. a set of individual road sections). Strategy s (among a set of possible strategies S, with s ∈S) is usually defined as a series of required treatments initiated every year t within the time period T of the analysis scope (with t∈T). To make the complexity of the problem manageable, the set of possible treatments for each road section can be restricted by utilizing decision trees (or other methods) in order to identify a reasonable subset of possible treatments. Therefore, the strategy may be considered the application of a maintenance decision criteria (e.g. decision tree) to define a series of treatments during the period T on a section.
The problem may be expressed in mathematical terms as follows:
Minimize or maximize
where k is the number of objective functions, m is the number of inequality constraints, and e is the number of equality constraints.
x ∈ E n is a vector of design variables (also called decision variables), and n is the number of independent variables x i (is the strategy applied in the road section i).
F(x) ∈ E k is a vector of objective functions F i (x) : E n → E 1 . In the context of multiobjective optimization, the difficulty lies in the definition of optimality, since it is only rarely that a situation can be found where a single solution represents the optimum solution with respect to all the objective functions. Introducing the notion of Pareto optimality [7] , a set of incomparable solutions also known as the Pareto front, can be determined and they represent the best possible trade-offs between the conflicting goals. Essentially, a vector x * ∈ X is said to be Pareto optimal for a multi-objective problem if all other vectors x ∈ X have a higher value for at least one of the objective functions F i , with i = 1, …,k, or have the same value for all the objective functions. Therefore, you only dispose of a partial order among solutions and need extra preference information coming from the decision maker to be able to select the most preferred solution for the problem involving multiple conflicting objectives. Then the approaches existing in the literature to solve such problems can be categorized depending on how the decision-maker articulates these preferences and the following classification into three families is usually adopted [30] : a priori preference methods, progressive preference methods, a posteriori preference methods.
In the "a priori preference methods" the decision maker defines the trade-off to be applied before running the optimization methods (e.g. constraint method or aggregative methods where the objective functions are gathered into one objective function like a weighted sum).
The "a posteriori" approach is composed of two phases; in the first phase, a specialized algorithm is used to search for a representative set of trade-offs between a generally small number of objectives. In the second phase, the decision maker picks a final solution from that set using higher order preferences, which were not expressed explicitly in the objective functions.
In the "progressive preference methods" the decision maker improves the trade-off to be applied during the running of the optimization (e.g. interactive method belong to this family). Unlike a posteriori techniques, which work in batch mode, an interactive method presents information sparingly to the user and gets refined preferences from him/her in return.
Some multiobiective optimization methods exist, which do not fit exclusively into one family. For example, an "a posteriori" approach mixed with an interactive method can be used.
The objective of this work is to present how the IMO-DRSA method can be efficiently used as decision support tool to develop pavement maintenance plans at network level in a multiobjective PMS, which is fully integrated in an asset management system.
Interactive multiobjective mixed-integer optimization using dominance-based rough set approach (IMO-DRSA)
A new recently proposed methodology for dealing with interactive multiobjective optimization (IMO) is introduced in this work to identify the solution that best matches the DM's preferences [29] .
Generally, an interactive procedure is composed of two phases: the computation phase and the dialogue phase. In the computation phase, a subset of feasible solutions is calculated and presented to the DM. Then, in the dialogue phase, the DM evaluates the proposed solutions and, if one of them is completely satisfactory and Pareto efficient, the procedure stops.
Unfortunately, with this type of problem, there can be too many solutions making it difficult for the DM to choose the best solution.
Framework of the method
The proposed method is innovative in that it assists the DM in the selection process. In other words, the critical assessment of the offered solutions represents a preference information useful to obtain a preference model of the DM, which is then used to determine a new subset of feasible solutions and to better suit the DM preferences. DRSA accepts a set of exemplary decisions as input and in return gives a preference model in terms of easily understandable "if … , then …" decision rules explaining the exemplary decisions.
This approach can be useful in the case of an Interactive Multiobjective Optimization procedure as presented below.
Therefore, the IMO-DRSA explores the set of feasible solutions of a multiobjective optimization problem and proceeds stepwise as follow (where X is the considered set of solutions and F i : X → R, i = 1, ….,k are the objective functions to be maximized):
1. Generate a representative set of Pareto optimal solutions. 2. Submit such a set to the Decision Maker (DM). 3. If the DM is satisfied with one solution of the set the procedure stops, otherwise continue. 4. Ask the DM to specify a subset of quite "good" solutions in the sample ("good" means better that the rest in the current sample). 5. Apply DRSA to the current sample of solutions sorted into "good" and "others", in order to induce a set of decision rules with the following syntax: "if F i (x)≥α i then the solution is good". 6. Submit the obtained set of rules to the DM. 7. Ask the DM to select the most representative decision rule in the set. 8. Add the rule selected in step 7 to the set of constraints of the optimization problem at hand, in order to focus on a more interesting region of feasible solutions from the point of view of the preference of the DM. 9. Go back to step 1.
In step 1 (calculation stage), any multiobjective optimization method able to determine the Pareto optimal set or its approximation can be used. The syntax of rules induced in step 5 agrees with the maximization of objective functions. For the minimization of an objective function, the corresponding function would be F i (x) ≥ α i .
The constraints introduced in Step 8 are kept in the following iterations of the procedure, but they are not irreversible. Indeed, the DM can withdraw the set of optimal solutions of one of previous iterations and carry on from this point.
The framework of the IMO-DRSA method is shown in Fig. 1. 
Advantages of the proposed approach
The new method, proposed in this paper, has been introduced in order to overcome some of the disadvantages typical of the alternative methods.
Most of the previously listed approaches needed different input information given by the decision maker (e.g. fixing the coefficients of objectives and constraints in mathematical programming models or defining of the attribute weights in weighting methods).
Instead, other approaches, process the data in a way that is unclear and does not allow the decision maker to 
retrieve and understand the relationship between the input information and the final solution. Therefore, the decision model is detected as a "black box" by the decision maker. Hence, the main difference between the proposed method and the other methods is the way in which data are introduced and processed.
The whole proposed procedure has an exploratory character. The exploration does not aim to find an objectively optimal strategy because it does not exist. As a decision aiding procedure, it facilitates exploration of the solution space in view of finding the best compromise strategy. This exploration is driven by preferences. The decision maker moves in this space by choosing a representative subset of the current Pareto frontier and by applying a rule that best fits his/ her current intentions of focusing on a more interesting part of the Pareto frontier.
The guidance by rules has several advantages over other preference models. As matter of fact, it is commonly recognized that "people often prefer to make exemplary decisions and cannot always explain them in terms of specific parameters. For this reason, the idea of inferring preference models from exemplary decisions provided by the DM is very attractive". [10] .
The rules provide easily understandable arguments supported by pieces of preference information (decision examples) and avoid arbitrary suggestions. Moreover, the decision maker can always return to some previous point of the procedure.
Step by step, the decision maker acquires deeper knowledge of the relationships between attainable values of objectives and forms his/her preferences with a trial and error procedure. This interactive multiobjective optimization procedure stops when the decision maker feels convinced that the arguments in favour of a given solution that can be considered good enough to be selected.
This approach fits very well with the pavement management process in which interactions among diverse stakeholders and the experts are necessary and the transparency is an important condition.
Briefly, the main features that distinguish DRSA from others methods are as follows:
Preference information is requested from decision maker merely in the form of exemplary decisions; No prior discretization of quantitative condition attributes or criteria is necessary; Heterogeneous data (qualitative and quantitative, ordered and no ordered, nominal and ordinal) can be treated; The methodology is based on simple notions and mathematical tools, without using any algebraic or analytical structures.
Case study: The multiobjective model for optimal M&R plan
To demonstrate the applicability of IMO-DRSA, a simple example is presented. The sample road network is a large part of main road network of IX Municipality in Rome, consisting of 46 road sections, with a total length of 23 km. The starting state of the pavement network, in terms of weighted average value of performance indicators, is as follows: PCI (Pavement Condition Index) =43,3, PSI (Present Serviceability Index) =2,6, IRI (International Roughness Index) = 2,51 [m/km], average accident number over a 3 years period before starting year = 29,5 [crash / year * km] (see also "snapshot" reported in Fig. 2) .
Each section may be maintained with 3 mutually exclusive strategies (S = 3) namely Strategy 1 "do minimum", Strategy 2 "functional & preservation maintenance", Strategy 3 "structural maintenance", which reflect the three general types of maintenance philosophies (i.e. corrective or holding maintenance, preservation or corrective maintenance, and reconstruction and rehabilitation maintenance). The generation of candidate treatments for each strategy are made by decision tree shown in Fig. 2 , which are defined basing on the actual selection made by municipality. The Highway Development and Management "HDM-4" deterministic pavement performance prediction models are applied, after due calibration, to predict pavement condition, as done in many studies for urban road network [31] .
The proposed model formulation considers the following data:
x i,u decision variable, which is implementation of maintenance strategy u th , u = 1, … s, on section i, (i = 1, …,n); x i,u = 1 indicates that the strategy u is applied to section i, x i,u = 0 indicates that the strategy u is not applied to section i; S set of all possible maintenance strategies u that might be applied alternatively on road section i,; C i,u cost of maintenance strategy u on section i; C TOT budget constraint in the planning period; C YEARLY yearly budget constraint in the planning period; c i,u,y the cost obtained applying the treatment provided by strategy u on section i in the year y of the analysis period (y = 1, …..t).
The objectives are mathematically formulated as follows and they express the maximization of six combined performance indices, derived from the single Performance Indicators (PIs). These combined indices are relevant to road users and road operators and are referred to pavement asset value, user comfort and safety. The structural pavement condition is rated by Pavement Condition Index "PCI" (PIs standardized in ASTM D5340), which provides an overall measure of structural Augeri et 
integrity of the pavement based on the distress observed on the surface of the pavement (i.e. photholes, cracking, etc.). Furthermore, the structural condition provides a convenient substitute or alternative measure of pavement asset value and it is used in sample formulation to quantify pavement value. The present serviceability index "PSI" is used to characterize the contribution of the road pavement to the user comfort (ASTM E867), it is obtained from measurements of roughness and distress (single PIs used in the decision tree Fig. 2) .
Mathematically, the problem is defined as follows: Maximize: pavement structural condition during the planning time-span
user comfort during the planning time-span
average safety improvement during the planning time-span
percentage of road network in sufficient serviceability condition during the planning time-span
percentage of road network in good serviceability condition during the planning time-span
percentage of road network in sufficient structural condition during the planning time-span 
percentage of road network in good structural condition during the planning time-span
Where: l i is the length of the road section i and L ¼ X i l i is the total length of the road network; PCI i;u;y is the annual average value of pavement condition index (ASTM D5340 standard) on the road section i, in the year y of the analysis period obtained applying treatment provided by strategy u; PSI i;u;y is the annual average value of the Present serviceability Index on section i, in the year y of the analysis period obtained applying treatment provided by strategy u;
TI is the traffic impact factor (TI = 1 if AADT ≤10,000 veic/day TI = 2 if 10,000 < AADT ≤20,000 and TI = 3 if AADT> 20,000).
AC i is the expected number of accidents on site i without maintenance activity implementation. It is evaluated as the average accident number over a 3 years period before maintenance activity implementation, assuming that the accident history before will represent the future safety performance without changes. This approach is not the most rigorous, as historical accident data suffer from the weakness of being highly variable. Because of the random nature of accidents, in the after period they may be higher or lower than in the before period even if no improvement is made (regression to the mean). The Empirical Bayes method is widely used to estimate the long term expected number of accidents in order to overcome the effects of the regression to the mean phenomenon [32] [33] [34] . However, considering the lack of appropriate data needed to use the Empirical Bayes approach and also that the main topic of the paper is not safety analysis, the most simplistic method was used.
CMF i,u,y is the crash modification factor associated with the maintenance activity of strategy u on the section i in the year y; it is assumed to be a linear function of the friction index evaluated by deterioration model: FI i,u,y is the sideway force coefficient (SFCS) on the road section i, in the year y of the analysis period, obtained applying treatment provided by strategy j [35] . FI critic is the friction level (SFCS) below which the risk of accidents increases significantly (e.g. investigatory level) [36] [37] [38] [39] [40] ;
FI min is the minimum friction levels (SFCS) admitted (e.g. intervention level); CMF max is the maximum crash modification factor evaluated considering only the accidents correlated to the pavement condition [41] [42] [43] [44] ; PSIS i,u,y is a boolean variable, PSIS i,u,y = 1 indicates that PSI i;u;y ≥ 2:5, PSIS i,u,y = 0 otherwise; PSIG i,u,y is a boolean variable, PSIG i,u,y = 1 indicates that PSI i;u;y ≥ 3:0, PSIG i,u,y = 0 otherwise; PCIA i,u,y is a boolean variable, PCIA i,u,y = 1 indicates that PCI i;u;y ≥ 20, PCIA i,u,y = 0 otherwise; PCIG i,u,y is a boolean variable, PCIG i,u,y = 1 indicates that PCI i;u;y ≥ 40, PCIA i,u,y = 0 otherwise.
Budget constraints in the planning period are introduced in order to ensure that the capital investment C neither exceeds the available total budget nor is at the same time too high with respect to yearly budgets. These constraints are defined as follow:
where i = 1, … , N in such a way that at least one x i.u , u∈S, must be equal to 1, that is at least one maintenance strategy i must be implemented on each section.
The performances (during the planning time-span) and costs (yearly and total in the planning time-span) obtained implementing the strategies considered, on some of the 46 sections of the sample, are shown in Table 1 , for the sake of example only. The description of the strategies 1, 2 and 3 is reported in Fig. 2 . As the three strategies generated for each sections are mutually exclusive, the DM will have to choose which of these to implement on each section in order to optimize the considered objective functions, within budget constraints.
A set of Pareto optimal solutions is found and submitted to the DM. Since the considered problem is a Multiple Objective Linear Programming, the Pareto optimal solutions are found using classical linear programming,.
In this problem, the variables are x i,u , u = 1, …,s, i = 1, …,n, representing implementation or non-implementation of M&R strategies as explained above.
The objective functions and the constraints considered in the optimization problem are those defined previously in expressions defined by items (1) to (8) .
In the presented example the budget constraints are:
C TOT ≤ 4:034:300 € and C YEARLY ≤ 1:049:000 € Within the total budget, the annual budget may be different year by year (± 30% of the average annual budget) in order to guarantee a minimum spending flexibility from year to year.
A set of 22 Pareto optimal solutions was found, maintaining the fixed budget constraints and then maximizing F k under the constraint of attaining some targets on the other objective functions (see Table 2 ). Table 2 corresponds to a combination of countermeasures (generated by the implementation of a strategy) to be implemented in the road sections of the considered sample and, from among these, the DM was not able to choose the best solution to be implemented. 5 Results and discussion about application of IMO-DRSA to the case study To refine the search for more satisfying solutions, the DRSA was used to induce decision rules from the DM's preferences (for more details about the method see [8] [9] [10] ). For this aim, the DM was requested to indicate, among the proposed solutions in Table 2 , a subset of (relatively) "good" solutions, which are reported in the "evaluation" column of the same table. In this case, the DM selected the solutions S5, S6, S7, S21 and S22 as "good". 
Each solution reported in
Taking into account the sorting by the DM of Pareto optimal solutions into "good" and "others", five decision rules were induced from the lower approximation of "good" solutions.
The following are the most supported induced rules (the identification numbers of solutions supporting the rule are in parenthesis): These rules were presented to the DM and he was requested to select the most representative based on own preferences. The DM selected rule 6) and this rule permitted the definition of the following constraint thereby reducing the feasible region of the problem: F3 (safety improvement) > 1,97 F6 (percentage of road network in acceptable structural condition) > 82%
These new constraints were used together with the original constraints in order to update the Pareto frontier zone interesting from the point of view of DM's preferences. At this point, a new multiobjective model with the addition of the new constraints was constructed and a new set of efficient solutions was induced by means of another process analogous to the first one. From the so restricted efficient frontier, five solutions were selected to be presented to the DM (see Table 3 ).
The DM was asked again if he was satisfied with one of the proposed Pareto optimal solutions.
In general, two scenarios are possible:
1) The DM is satisfied with one of the presented Pareto optimal solutions and this ends the interactive procedure.
2) The DM is not satisfied with any of the presented Pareto optimal solutions and, in this case, the interactive procedure must be reapplied until the DM is satisfied with one of the presented solutions.
In our case study, the DM was satisfied with S2' , so the interactive procedure was concluded.
The strategies to be implemented on each section according to the solution S2' is shown in Table 4 and the resulting optimum budget for each year of the analysis period is shown in Table 5 .
To induce the decision rules a tool, called jMAF, was used. In this tool an algorithm based on the DRSA methodology is implemented and it is available free of charge in the web. The computational time was less than 1 ms, in the case study and, as stated by Augeri et al., it should be less than 4 s for larger information table (e.g. 1400 objects and 16 attributes) [45] .
An overview of the pavement network starting and future performances is given in Fig. 3 , where detailed data of PCI and PSI indicators are aggregated in three classes (as in the objective functions) and reported next to the mean values roughness and number of crashes related to pavement condition. Despite all the optimization work, the figure clearly indicates a generally worsening of structural and serviceability condition and an improvement of safety in the example network. The results are a consequence of the sensitivity the decision maker have to safety issues, and, above all, of the small budget in the example. As far as the budget is concerned, the real meagre economic resource destined to road pavement maintenance by municipality was considered an excellent opportunity for checking the method in very strict condition.
The results obtained shows that IMO-DRSA is a useful tool to reduce the Pareto optimal set in multiobjective optimization problems, allowing the DM to select the best solution among a large number of feasible solutions. The proposed method is based on a decision rule preference model that gives argumentation for preferences in a logical form and, therefore, is understandable for the DM. Although a small subset of road sections was used to demonstration purposes, the method can also be applied to practical application involving a larger subset of sections.
Conclusion
In this paper, a methodology for pavement management and optimal allocation of funds is presented. For this purpose, an interactive optimization method using a decision-rule preference model (IMO-DRSA) was used to support interaction with the DM. With regard to the methodological procedure, any multiobjective optimization method that finds the Pareto optimal set, or its approximation, is generally well complemented by the IMO-DRSA. In fact, one of the biggest difficulties in a prioritization problem is the large number of the feasible solutions, which makes it hard for the DM to select the best solution. Therefore, the strong point of the proposed method is to provide a tool that helps him or her in this step of the decision process.
As for the input, the DM gives preference information by answering easy questions about the sorting of some representative solutions into two classes ("good" and "others"). The output is a model of preferences in terms of "if …, then …" decision rules, which is then used to reduce the Pareto optimal set iteratively until the DM selects a satisfactory solution.
The transparency and intelligibility in the transformation of the input information into the preference model allows us to consider the proposed method as a "glass box", contrary to the "black box" effect typical of many methods that give a result without any clear explanation. This is because the decision rules explain the final decision, which is not the result of a simple application of a technical method, but rather, is derived from a decision process based on the active participation of the DM.
The decision rule preference model is very convenient for decision support because it gives argumentation for preferences in a logical form and, therefore, is intelligible for the DM.
Decision rules provide a well understandable link between the calculation stage and the decision stage. Due to this feature, the final decision does not arise from an automatic application of a method, but rather from the conclusion of a decision process based on active participation of the DM.
Unlike any method including scalarization, the suggested technique does not require to aggregate the objectives, avoiding operations such as averaging, weighted sum, different types of distance, which always derive from subjective judgments. Indeed, the IMO-DRSA works on data using only ordinal comparisons, which would not be affected by any increasing monotonic transformation of scales, and this ensures the meaningfulness of results from the point of view of measurement theory.
With the aim of demonstrating the strength of the method, an application on a sample of road pavements of an Italian urban sub-network, considering a number of mutually exclusive strategies at each section, is presented.
A five-year analysis period is considered, but the proposed model is generic and scalable with flexibility in including different types of maintenance strategies, planning periods, policy options and budget (yearly or overall).
The case study application has shown the suitability of the IMO-DRSA methodology in order to identify the best combination of maintenance actions given budget constraints. 
