An inverse optimization algorithm based on Quantum-Behaved Particle Swarm Optimization (QPSO) is examined and applied to estimate the unknown transient heat flux applied to certain boundaries in transient heat conduction problems. Results demonstrate the accuracy, stability and validity of the QPSO method in inverse estimation of the heat flux without prior knowledge of the functional form of the unknown quantities. This paper also addresses the high computational costs of QPSO and proposes a hybrid method to reduce the computational costs by combining the advantages of a gradient method and a stochastic method. Finally comparison of the proposed hybrid method and Conjugate Gradient Method (CGM) is also included.
INTRODUCTION
A direct heat conduction problem involves the determination of temperature at interior points of a computational domain subject to suitable initial and boundary conditions, with specified thermo-physical properties and heat generation. There
INVERSE HEAT CONDUCTION PROBLEMS
Consider the typical example in [1] , estimation of the heating history experienced by a shuttle or missile reentering the earth's atmosphere from space, in which the heat flux at the heated surface is needed. Fig. 1 and Fig. 2 depict a reentering body and the enlarged section of its skin.
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Section A q (t ) Figure 1 . Reentering vehicle schematic. At x = 0 the surface is heated with a time dependent heat flux q(t) and at x = L the surface is insulated. The heat flux is estimated from measurements obtained from an surface or interior temperature sensor at x = x 1 , The temperature measurements are made at discrete times t j , j = 1, 2,…, N, and are denoted as Y j . As the slab is of infinite length the mathematical model governing the heat conduction process may be reduced to a one-dimensional problem as that given in Eqn. (2.1). For simplicity, the physical properties may be taken as K = ρc = L = 1 which are the same as using non-dimensional data.
(2.1)
If the temperature at the heated surface can be obtained, the relatively simple exact solutions exist for the heat flux. One approach is to determine the temperature distribution within the domain using the measured temperature as the boundary condition, and then the temperature gradient at the surface is used to determine the heat flux. But the physical situation at the surface may be unsuitable for attaching a sensor, or the accuracy of a surface measurement may be seriously impaired by the presence of the sensor. Although it is often difficult to measure the temperature history of the heated surface of a solid, it's easier to measure accurately the temperature history at an interior location or at an insulated surface of the body.
The solution of an inverse problem involves solutions of the direct problem for every approximated heat flux. For simplicity this paper adopts Crank-Nicholson scheme implicit finite difference method as given below.
where is the temperature at the j th time step along the i th grid point, ∆x is mesh size, and ∆t istime step. For the boundary one can use the second order discretization:
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Here q j = q( j∆t) is the discrete representation of the heat flux at time j∆t. We want to determine such heat flux, from which temperature history computed by using the above mathematical model is close to the temperature measurement obtained at the sensor location, the problem may be approached by minimizing an objective function defined as the sum of squared differences between the measured temperatures and those from the computed temperatures, i.e.
(2.4)
The average error for the estimated heat flux may be defined as (2.5) where N t is the number of time steps, q i is the estimated heat flux, q i is the exact heat flux.
QUANTUM-BEHAVED PARTICLE SWARM OPTIMIZATION 3.1. Particle Swarm Optimization
Particle Swarm Optimization (PSO) algorithm is a population-based optimization technique originally introduced by Kennedy and Eberhart in 1995 [12] . A PSO system simulates the knowledge evolvement of a social organism, in which individuals (particles) representing the candidate solutions of an optimisation problem traverse through a multidimensional search space in order to allow the optima or sub-optima to be determined. The position of each particle is evaluated as according to a goal (objective function) at every iteration step, and particles in a local neighbourhood share memories of their "best" positions. These memories are used to adjust the particles' own velocities, and their subsequent positions. It has already been shown that the PSO algorithm is comparable in performance with and may be considered as an alternative to the Genetic Algorithm (GA) [13] .
In PSO system with M particles, each individual is treated as a volume-less particle in the D-dimensional space, with the position vector and velocity vector of particle i at the k th iteration represented as
There are different versions of PSO algorithm proposed by various researchers to improve the performance of the algorithm since it was first proposed in 1995. The most important improvement is the version with the Inertia Weight ω [14] , which is known as the standard PSO, such that the velocity and position are updated by
where i = 1, 2,…, M, ω is the Inertia Weight, c 1 and c 2 are acceleration coefficients, r 1 and r 2 are random numbers uniformly distributed in (0,1), P i = (P i1 , P i2 , … , P iD ) is the best previous position (the position giving the best objective function value) of particle i which is known as the personal best position, and P g = (P g1 , P g2 , … , P gD ) is the position of the best particle among all of the particles in the population which is known as the global best position.
Quantum-Behaved Particle Swarm Optimization
The main disadvantage of the PSO algorithm is that it is not guaranteed to be global convergent [15] . Concepts of a Quantum-Behaved Particle Swarm Optimization (QPSO) was developed to address the disadvantage and first reported at conferences such as [16] [17] [18] .
Trajectory analysis in [21] demonstrated the fact that the convergence of the PSO algorithm may be achieved if each particle converges to its local attractor,
where P i is personal best position of particle i, P g is the global best position of all particles, ϕ ∈(0,1).
In QPSO system, the position of a particle is updated as according to the idea of comparing the present position to the mean best position of the current iteration using the following equation:
where u is a random number uniformly distributed in (0,1), C(k) is known as the Mean Best Position and is defined as the mean of the personal best positions of all particles, i.e.
where M is the population size and P i is the personal best position of particle i. The parameter α in Eqn. (3.4) is known as the Contraction-Expansion Coefficient, which can be adjusted to control the speed of convergence, in many cases good performance may be achieved if α varies linearly from α 0 to α 1 (α 0 > α 1 ) over the cause of iteration in the QPSO method, i.e.
( 3.6) where k max is the maximum number of iterations and k is the current iteration number. The QPSO method is different from the PSO method in that the iterative update of the former method is given by Eqn. (3.4) ensuring particles appear in the entire D-dimensional search space during each of the iteration steps, while the particles in the latter method can only move in a bounded space. Using the global convergence criterion in [15] , one can conclude that the QPSO method is a global convergent algorithm whereas the PSO method is not. Moreover, unlike the PSO method, the QPSO method does not require velocity vectors for the particles at all and has fewer parameters to control, making the method easier to implement. Experimental results performed on some well-known benchmark functions show that the QPSO method has better performance than the PSO method [16] [17] [18] .
Quantum-Behaved Particle Swarm Optimization for Inverse Heat Conduction Problem
In this section, a description is given of the QPSO method for solving the inverse heat conduction problem of estimating the heat flux. The continuous function of heat flux q(t) is discretized for numerical computation and simulated by a particle. The position of a particle represents a candidate solution of heat flux. The dimension of the position D is equal to the number of time steps N t of q(t). The problem is to find such heat flux, for which temperature histories computed from the mathematical model at the sensor location are close to measured histories. Such inverse problem is in fact an optimization problem as the one defined in Eqn. (2.4).
At each generation k of the QPSO method of finding the minimum of the objective functional J[q(t)] a population of particles defined below
Here X i (k) is a particle representing a feasible solution, i.e. Since inverse problems are ill-posed problems, which are very sensitive to random noise generated from measurements by sensor, thus requiring special techniques for its solution in order to satisfy the stable condition. One approach to reduce such instabilities is to use the procedure called Tikhonov regularization, which modifies the least squares norm by the addition of a term such as:
where λ is the regularization parameter and the second summation on the righthand-side is the whole-domain zeroth-order regularization term. The values chosen for λ influence the stability of the solution. As λ → 0, the solution exhibits oscillatory behaviour and becomes unstable. On the other hand, with large values of λ the solution is damped and deviates from the exact result. Tikhonov suggested that λ should be selected according to the Discrepancy principle -the minimum value of the objective function is equal to the sum of the squares of the errors due to the measurements. It is also possible to use the L-shape curve method [19] [20] in order to find the best value of λ. The Tikhonov first-order regularization procedure involves the minimization of the following modified least squares norm: 
Output Pg as q 
A HYBRID ALGORITHM FOR SOLVING INVERSE HEAT CONDUCTION PROBLEMS
To reduce the high computational cost of the QPSO method and strong dependence of initial approximation of the CGM, a hybrid method which combines certain advantages of the QPSO and the CGM methods is proposed.
Function Estimation and Function Estimation
In this section, the QPSO method is used to solve the function estimation problem with no prior information on the functional form of heat flux. Simply speaking, a particle represents a candidate solution of heat flux as Eqn. (3.8).
A rough solution can be obtained by QPSO with a small number of generations. And then the rough solution can be provided as an initial guess to CGM.
Parameter Identification and Function Estimation-Improved Hybrid Method
Different from last section, QPSO method is used to solve the parameter identification problem. Firstly, a polynomial equation is used to approximate the heat flux function q(t) = a 0 t n + a 1 t n−1 + … + a i t n−i + … + a n−1 t + a n . And now the particle represents a candidate solution for the parameters
A smooth function q (t) can be achieved with the parameters. Finally the approximation q (t) is used as an initial guess q 0 in the CGM. 
NUMERICAL EXPERIMENTAL RESULTS
The example considered in this section has been used as a general test case to several methods in [1] , in which the heat flux is assumed as a triangle function 
where Y exact is the solution of the direct problem with the exact value of q (t); σ is the standard deviation of the measurements; ε is a random number which (a 1 ,a 2 ,. ..,a n ) Heat flux using parameter from QPSO is provided as initial guess to CGM CGM for function estimation (q 1 ,q 2 ,...,q n )
lies within the specified confidence bound. If we use a 99% confidence interval, −2.576 < ε < 2.576. Figure 5 .1 shows the results obtained by QPSO, and the sensor is located at x = 0.5. The temperature measurements in this case contained no noise. Note that the agreement with the exact heat flux is very good, with average error 0.0024. The only periods with discernible errors are those for abruptly changing heat fluxes. It takes 84.7188 seconds to complete the program run. Figure 5 .2 shows the results obtained for the same test case, but with the sensor located at x = 1.0. The QPSO can well avoid the damping influence generated by the sensor position, so the accuracy of the estimated heat flux can still be guaranteed. noise. Note that different initial guess can reach to different result. From the figure, the green curve with q 0 = 0 is closest to the exact heat flux. It's suggested the convergence to a local optimum of CGM. Figure 5 .5 shows the results obtained for the same test case as shown in Figure 5 .4, but the initial approximation q 0 is uniform random data in [0.0, 0.6]. Note that the estimated heat flux deviates largely from the exact value. One can conclude that CGM strongly depends on the choice of initial approximation. On the contrary, QPSO can obtain the relatively good results with random initial populations.
Finally, the proposed hybrid method is used to estimate the unknown heat flux. Figure 5 .6 shows the results obtained with the hybrid method. In this test case, the number of generation in QPSO is 200. Note from the figure that the results from CGM are not close to the exact heat flux enough, although with the results from QPSO as its initial approximation. The reason is that the curve from QPSO is not smooth enough. In figure 5 .7, one can note that relatively better results are obtained with the number of generation in QPSO being 1000. But hybrid method is meaningless with much more iterations in QPSO.
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Estimation of Heat Flux in Inverse Heat Conduction Problems using Quantum-Behaved Particle Swarm Optimization In order to obtain good convergence, a smooth initial guess should be provided to CGM. Then the hybrid method can be improved. In essence any function could be approximated by a polynomial function such as q(t) = a 0 t n + a 1 t n−1 + … + a i t n−i + … + a n−1 t + a n . In this case the inverse problem reduces from function estimation to parameter specification. The QPSO method is used to solve the parameter specification problem. A rough estimation but nevertheless a smooth curve of the heat flux is obtained with the estimated parameters (a 0 , a 1 ,…, a n ). Then the value of the heat flux instead of the parameters may be used in CGM as its initial approximation and iterates until the predefined tolerance is reached. Simply speaking, the QPSO method is first used to solve the parameter specification problem, and then CGM is used to obtain the results of the function estimation problem. 
CONCLUSION AND FUTURE WORK
In this paper, a stochastic algorithm known as the quantum-behaved particle swarm optimization is used to estimate unknown heat flux functions in heat conduction problems. Numerical experiments demonstrate the efficiency, stability and validity of the QPSO method for the solutions of inverse heat conduction problems. The stochastic algorithm avoids the complicated gradient computation as in a gradient-based method but guarantees the global optimum. In order to overcome the high computational costs of the QPSO method and the strong dependence on initial approximations of the CGM, a hybrid method which combines advantages of the QPSO and the CGM is proposed. In order to avoid oscillation of the results, a polynomial function is used to approximate the unknown heat flux function, and the smoother curve obtained by the QPSO method is used as an initial guess for use in the CGM method. The experimental results indicate the efficiency and stability of the hybrid algorithm in solving inverse heat conduction problems.
The immediate future work will be focused on estimation of unknown heat sources, thermal conductivities and initial conditions. It is sensible to examine an adaptive regularization parameter as well.
