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Abstract
Alternating Directions Implicit (ADI) integration is an operator splitting ap-
proach to solve parabolic and elliptic partial differential equations in multiple
dimensions based on solving sequentially a set of related one-dimensional equa-
tions. Classical ADI methods have order at most two, due to the splitting
errors. Moreover, when the time discretization of stiff one-dimensional prob-
lems is based on Runge-Kutta schemes, additional order reduction may occur.
This work proposes a new ADI approach based on the partitioned General Lin-
ear Methods framework. This approach allows the construction of high order
ADI methods. Due to their high stage order, the proposed methods can al-
leviate the order reduction phenomenon seen with other schemes. Numerical
experiments are shown to provide further insight into the accuracy, stability,
and applicability of these new methods.
Keywords: Initial value problems, time integration, IMEX methods,
alternating directions AMS 65L05, AMS 65L07
1. Introduction
We are concerned with solving the initial value problem:
y′(t) = f(y) =
N∑
σ=1
f{σ}(y), y(t0) = y0, (1)
where the right hand side function f : Rd → Rd is additively split into N parti-
tions. Systems such as eq. (1) emerge from method of lines semi-discretization of
PDEs when all spatial derivatives are approximated by their discretization. In
many cases, the right hand side function includes discrete self-adjoint operators
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performing spatial derivatives in different directions. The sparsity structure of
these operators is similar, for example, in the case when a fixed-stencil finite
difference method is used to resolve spatial derivatives. Implicit time-stepping
methods are preferred to propagate stiff differential equations in time, but they
require working with large Jacobian matrices. Implicit-Explicit (IMEX) meth-
ods allow us to integrate non-stiff parts of the system more efficiently, however,
more can be achieved by designing specialized time-stepping methods for cer-
tain classes of problems. Depending on the choice of discretization, we can
use the tensor product structure of derivative operators to only work with one-
dimensional Jacobian matrices much smaller than the full Jacobian, applying
directional derivatives in different directions in turn.
Alternating Directions Implicit (ADI) schemes for parabolic problems were
first introduced in the works of Douglas [1], Douglas and Rachford [2], and
Peaceman and Rachford [3]. Closely related to this field is the body of work on
operator splitting schemes [4–6] and Approximate Matrix Factorizations (AMF)
applied to Rosenbrock-W [7–9] and LIRK methods [10]. Another important de-
velopment is the Fractional Step Runge–Kutta framework [11, 12] investigating
the link between directional methods and IMEX schemes.
Early analysis of convergence of stiff ODEs can be traced back to Prothero-
Robinson [13]. Ostermann et al. formally show the fractional order phenomenon
is related to changes in the behavior of local truncation error in stiff systems [14].
Methods of high stage order are known to alleviate this drawback [15, 16]. The
General Linear Method (GLM) framework [17–19] encompasses many of these
methods and facilitates creation of new ones for novel applications. The theory
of partitioned GLMs was formalized in [20] and different families of methods
based on this structure have been reported in [21–24]. More recent high order
IMEX-GLMs found in the literature [25–27] are based on Diagonally Implicit
Multistage Integration Methods (DIMSIMs), Two-Step Runge–Kutta methods,
and Peer methods providing various accuracy and stability enhancements.
The goal of this paper is to extend the capabilities of ADI schemes to high
order GLMs, creating methods resilient to order reduction while leveraging the
efficiency of alternating implicit integration. The paper is organized as follows:
We start by reviewing the partitioned GLM framework in section 2, introduce
the structure of ADI-GLMs in section 3, study their order conditions in section 4,
and investigate their stability in section 5. We comment on design principles
and implementation aspects in section 6 followed by numerical experiments in
section 7 and the concluding remarks in section 8. Appendix A includes the
coefficients of the new methods, and Appendix B presents stability plots.
2. Traditional and partitioned General Linear Methods
A traditional GLM with s internal and r external stages represented by
Butcher tableau:
c A U
B V
, (2)
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advances the numerical solution to eq. (1) with timestep h according to:
Yi = h
s∑
j=1
ai,jf(Yj) +
r∑
j=1
ui,j ξ
[n−1]
j , i = 1, . . . , s, (3a)
ξ
[n]
i = h
s∑
j=1
bi,jf(Yj) +
r∑
j=1
vi,jξ
[n−1]
j , i = 1, . . . , r, (3b)
where the matrix notation of coefficients is used:
A := [ai,j ] ∈ Rs×s, U := [ui,j ] ∈ Rs×r, B := [bi,j ] ∈ Rr×s,
V := [vi,j ] ∈ Rr×r, W := [wi,j ] = [w0 · · · wp] ∈ Rr×(p+1),
(4)
where matrix W determines the relation between external stages and derivatives
of the exact solution such that for a method of order p:
ξ
[n]
i =
p∑
k=0
wi,kh
ky(k)(tn) +O
(
hp+1
)
.
GLM framework is extensive and well-established. Readers interested in theo-
retical foundation of these methods are referred to the literature [17–19].
IMEX-GLMs are extensions of traditional GLMs that treat partitions of the
right hand side with different methods while keeping a single set of internal and
external stages. One step of an IMEX-GLM formally reads as:
Yi = h
N∑
σ=1
s∑
j=1
a
{σ}
i,j f
{σ}(Yj) +
r∑
j=1
ui,j ξ
[n−1]
j , i = 1, . . . , s, (5a)
ξ
[n]
i = h
N∑
σ=1
s∑
j=1
b
{σ}
i,j f
{σ}(Yj) +
r∑
j=1
vi,jξ
[n−1]
j , i = 1, . . . , r. (5b)
3. Formulation of ADI-GLMs
We rely on the theory of IMEX-GLMs as reported in [20, 22, 23] to design
partitioned GLMs suited for ADI integration. The goal is to construct GLMs
that apply implicit integration to individual partitions of the right hand side
function in eq. (1), while using an explicit coupling to the other components.
We seek to achieve high stage order while benefiting from the low computational
cost of directional implicit methods.
Definition 1 (ADI-GLM schemes). One step of an N -way partitioned ADI-
3
GLM applied to eq. (1) is defined as:
Y
{µ}
i = h
N∑
σ=1
s∑
j=1
a
{µ,σ}
i,j f
{σ}(Y {σ}j ) +
N∑
σ=1
r∑
j=1
u
{µ,σ}
i,j ξ
{σ}[n−1]
j , (6a)
i = 1, . . . , s, µ = 1, . . . , N,
ξ
{µ}[n]
i = h
N∑
σ=1
s∑
j=1
b
{µ,σ}
i,j f
{σ}(Y {σ}j ) +
N∑
σ=1
r∑
j=1
v
{µ,σ}
i,j ξ
{σ}[n−1]
j , (6b)
i = 1, . . . , r, µ = 1, . . . , N.
Here, we are interested in applying different combinations of explicit and
diagonally implicit methods to the right hand side partitions and storing the
resulting internal and external stages separately.
If the method is order p, the external stages are related to derivatives of y
by:
ξ
{µ}[n]
i = w
{µ}
i,0 y(tn) +
N∑
σ=1
p∑
k=1
w
{µ,σ}
i,k h
k(f{σ})(k−1) (y (tn)) +O
(
hp+1
)
, (7)
W{µ,σ} : = [w{µ}0 · · · w{µ,σ}p ] ∈ Rr×(p+1). (8)
The method is stage order q if internal stages are approximations of the exact
solution at abscissa points c{µ}:
Y
{µ}
i = y(tn−1 + c
{µ}
i h) +O
(
hq+1
)
. (9)
4. Construction of ADI-GLMs
We start by considering a pair of explicit and implicit GLMs with the same
number of external and internal stages:
c{E} A{E} U{E}
B{E} V{E}
,
c{I} A{I} U{I}
B{I} V{I}
. (10)
We construct ADI-GLMs using a collection of IMEX-GLMs each performing
implicit integration in a specific direction. A preconsistent IMEX-GLM has
order p and stage order q ∈ {p, p − 1} if and only if the following conditions
4
hold:
c{σ}×k
k!
− Ac
{σ}×(k−1)
(k − 1)! −U
{σ}w{σ}k = 0, (11a)
k = {1, . . . , q}, σ ∈ {E, I},
k∑
l=0
w
{σ}
k−l
l!
− B
{σ}c{σ}×(k−1)
(k − 1)! −V
{σ}w{σ}k = 0, (11b)
k = {1, . . . , p}, σ ∈ {E, I}.
The structure of the Butcher tableau for an ADI-GLM depends on the number
of partitions and number of stiff partitions that require implicit treatment. Here,
we focus on three practical examples and more elaborate designs follow the
same principles. The Butcher tableau for a 3-way partitioned ADI-GLM with
alternating implicit stages in all partitions is:
c A{I} A{E} A{E} U 0 0
c A{I} A{I} A{E} 0 U 0
c A{I} A{I} A{I} 0 0 U
B{I} B{E} B{E} V 0 0
B{I} B{I} B{E} 0 V 0
B{I} B{I} B{I} 0 0 V
. (12)
When only two partitions are stiff, the non-stiff partition is carried through
explicitly:
c A{I} A{E} A{E} U 0 0
c A{I} A{I} A{E} 0 U 0
c A{I} A{I} A{E} 0 0 U
B{I} B{E} B{E} V 0 0
B{I} B{I} B{E} 0 V 0
B{I} B{I} B{E} 0 0 V
. (13)
We notice immediately that Y
{3}
i ≡ Y {2}i , therefore one only computes two
types of stage vectors, and the second is used as an argument for the explicit
integration of the third, non-stiff component.
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In a similar fashion, a 2-way partitioned ADI-GLM is described by:
c A{I} A{E} U 0
c A{I} A{I} 0 U
B{I} B{E} V 0
B{I} B{I} 0 V
. (14)
Remark 1. Comparing eqs. (12) to (14) with eq. (6), notice that we have cho-
sen:
c{E} = c{I} = c, (15a)
U{E} = U{I} = U, (15b)
V{E} = V{I} = V. (15c)
This selection is practically useful in creating IMEX-GLMs with unified internal
stages. In the context of ADI-GLMs this choice allows us to keep the number of
internal and external stages as low as the number of stiff partitions.
Remark 2. We have also decoupled computations involving the external stages:
U{σ,µ} =
{
0 σ 6= µ
U σ = µ
, V{σ,µ} =
{
0 σ 6= µ
V σ = µ
. (16)
Theorem 1. The ADI-GLMs eq. (6) subject to eqs. (15) and (16) is stage order
q and order p, hereafter denoted by order (q, p), if and only if individual methods
(10) are order (q, p).
Proof. We first assume that the ADI-GLM is order (q, p) such that eqs. (7)
and (9) hold. Since all internal stages Y
{σ}
i share the same abscissa, from
eq. (9) we have:
Y
{σ}
i = Y
{µ}
i +O
(
hq+1
)
, σ, µ ∈ {1, . . . , N}. (17)
Therefore, we can replace Y
{σ}
j with Y
{µ}
j in eq. (6a) without changing the
order. The resulting method is an IMEX-GLM with
c A{µ,1} · · · A{µ,N} U
B{µ,1} · · · B{µ,N} V
, µ ∈ {1, . . . , N}. (18)
From IMEX-GLM order conditions [20, 28] method (18) is order (q, p) if and
only if individual methods
c A{µ,σ} U
B{µ,σ} V
, µ ∈ {1, . . . , N}, σ ∈ {1, . . . , N}.
6
are order (q, p). This means that the methods in eq. (10) have to be order (q, p).
The if part of the theorem can be proven along the same line of reasoning.
Assuming individual methods (10) are order (q, p) the IMEX-GLM (18) is order
(q, p). Internal stage values in eq. (5a) can be replaced by an approximation of
the same order as in eq. (17) to create the internal stages for ADI-GLM. Since
the order of internal stages has not changed, external stages also remain order
p. This concludes the proof.
Remark 3. A corollary to theorem 1 is that in the case of ADI-GLM (13),
we can forgo computing
(
Y
{3}
i , ξ
{3}[n]
)
stages without losing accuracy. Further-
more, this choice will not affect the stability since the stiff partitions are still
treated implicitly and the integration of the non-stiff partition already appears
in stage computations.
5. Stability of ADI-GLMs
Applying the ADI-GLM (12) to the linear scalar test equation:
u′ = λxu+ λyu+ λzu, (19)
and using eq. (6) leads to the following directional stages:
Y {1} = ηxA{I}Y {1} + ηyA{E}Y {2} + ηzA{E}Y {3} + Uξ{1}[n−1], (20a)
Y {2} = ηxA{I}Y {1} + ηyA{I}Y {2} + ηzA{E}Y {3} + Uξ{2}[n−1], (20b)
Y {3} = ηxA{I}Y {1} + ηyA{I}Y {2} + ηzA{I}Y {3} + Uξ{3}[n−1], (20c)
ξ{1}[n] = ηxB{I}Y {1} + ηyB{E}Y {2} + ηzB{E}Y {3} + Vξ{1}[n−1], (20d)
ξ{2}[n] = ηxB{I}Y {1} + ηyB{E}Y {2} + ηzB{E}Y {3} + Vξ{2}[n−1], (20e)
ξ{3}[n] = ηxB{I}Y {1} + ηyB{I}Y {2} + ηzB{I}Y {3} + Vξ{3}[n−1], (20f)
where ηx = hλx, ηy = hλy, ηz = hλz. Defining auxiliary notations Z =
blkdiag (ηxIs×s, ηyIs×s, ηzIs×s) and ξ[n] =
(
ξ{1}[n], ξ{2}[n], ξ{3}[n]
)T
, the stabil-
ity matrix is defined as:
ξ[n] = M(ηx, ηy, ηz) ξ
[n−1], (21a)
M(ηx, ηy, ηz) = V˜ + B˜ Z
(
I3s×3s − A˜Z
)−1
U˜, (21b)
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where:
A˜ =
A{I} A{E} A{E}A{I} A{I} A{E}
A{I} A{I} A{I}
 , U˜ = I3×3 ⊗U, (22a)
B˜ =
B{I} B{E} B{E}B{I} B{I} B{E}
B{I} B{I} B{I}
 , V˜ = I3×3 ⊗V. (22b)
When the eigenvalues of the system (19) are equal in all directions such that
ηx = ηy = ηz = η the stability matrix becomes:
M̂(η) = M(η, η, η) = V˜ + ηB˜
(
I3s×3s − ηA˜
)−1
U˜. (23)
Equation (23) provides practical means for assessment and optimization of sta-
bility of ADI-GLMs.
Remark 4. The stability regions for individual explicit and implicit methods
are defined as:
S{σ} =
{
η ∈ C : M{σ}(η) power bounded
}
, (24a)
M{σ}(η) = V{σ} + ηB{σ}
(
Is×s − ηA{σ}
)−1
U{σ}, σ ∈ {E, I}. (24b)
The stability region of a 3-way partition method is defined as:
S = {ηx, ηy, ηz ∈ C : M(ηx, ηy, ηz) power bounded}. (25)
Remark 5. To investigate the stability of ADI-GLMs we define real and com-
plex stability regions as:
SReal = {ηx, ηy ∈ R : M(ηx, ηy,max(ηx, ηy)) power bounded}, (26a)
SCplx =
{
η ∈ C : M̂(η) power bounded
}
. (26b)
Remark 6 (Stability as all partitions become infinitely stiff). Consider the
stability matrix eq. (23) when the eigenvalues in each direction simultaneously
approach −∞:
lim
η→−∞ M̂(η) =
[
V{I} − (B{I} −B{E}) (A{I} −A{E})−1 U ∗
0 M{I}(−∞)
]
.
(27)
Due to the block triangular structure of this matrix, the eigenvalues of eq. (27)
are the eigenvalues of the diagonal blocks and the entries in the upper right block
can be ignored.
Consider the case p = q = r = s. We will further assume w
{I}
0 = w
{E}
0 ,
8
which comes at no loss of generality since we can always pick an equivalent
formulation of the base methods where this holds. Using the difference of the
order conditions of the base methods, we have that(
A{I} −A{E}
)
C + U
(
W
{I}
:,1:p −W{E}:,1:p
)
= 0, (28a)(
W
{I}
:,1:p −W{E}:,1:p
)
µ−
(
B{I} −B{E}
)
C−V
(
W
{I}
:,1:p −W{E}:,1:p
)
= 0, (28b)
where
µi,j =
{
0 i > j
1
(j−i)! i ≤ j
, C =
[
1s c
c2
2 · · · c
p−1
(p−1)!
]
. (29)
Now we have that(
V{I} −
(
B{I} −B{E}
)(
A{I} −A{E}
)−1
U
)(
W
{I}
:,1:p −W{E}:,1:p
)
= V{I}
(
W
{I}
:,1:p −W{E}:,1:p
)
+
(
B{I} −B{E}
)
C
=
(
W
{I}
:,1:p −W{E}:,1:p
)
µ.
(30)
Thus, the upper left block of eq. (27) is similar to µ provided W
{I}
:,1:p −W{E}:,1:p is
non-singular. In this case, eq. (27) is not power bounded because the 1 eigenvalue
of µ is defective. We note that this is not an issue when only a single eigenvalue
becomes infinitely stiff.
In Appendix B we provide plots of different stability regions for ADI-GLMs.
6. Design and implementation of ADI-GLMs
We have chosen the GLMs to be DIMSIMs [29] in order to reduce the number
of free parameters in the design and simplify the order conditions. We require:
a
{I}
i,i = γ, a
{E}
i,i = 0, a
{σ}
i,j = 0, for j > i, σ ∈ {E, I}, (31a)
U{σ} = Is×r, σ ∈ {E, I}, (31b)
V{σ} = 1Tr v, v
T
1r = 1, σ ∈ {E, I}. (31c)
ADI-DIMSIMs derived in this paper have p = q = r = s. The design process
starts with choosing the abscissa vector c. The remaining free parameters are
coefficients of A{E}, A{I}, and v. For the new second and third order schemes,
we picked existing, L-stable, type 2 DIMSIMs for A{I} and v. Then, we choose
A{E} by numerically optimizing the area of the SCplx and S{E} stability regions
using Mathematica. At fourth order, we performed the same optimization for
A{E}, however, we were unable to achieve satisfactory stability when using an
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existing type 2 DIMSIM for the implicit base method. Instead, we derived a
new A(83◦)-stable DIMSIM for which the ADI-GLM stability was acceptable.
Once A{E} and A{I} and v are determined, B{E} and B{I} are given using
DIMSIM formulas [30, 31]. W{I} and W{E} are computed by solving eq. (11)
and used in the starting procedure to generate initial values of the external
stages at the beginning of the time-stepping loop in eq. (6). The starting pro-
cedure consists of integrating the system eq. (1) exactly over a short time-span
[0, (p− 1)H] and using function values
f
{σ}
k := f
{σ}(y(kH)), k = {0, . . . , p− 1}, σ ∈ {1, . . . , N}, (32)
to approximate, via finite differences, the higher order derivatives needed in
eq. (7). Readers interested in further details about the starting procedure may
consult [20, 32]. The ending procedure for GLMs produces the high order ap-
proximation to y(tf ) at the final time using stage values. All ADI-GLMs de-
signed in this paper have the property that cs = 1, therefore, the last computed
internal stage may be used as the final value in the integration with no further
calculation required:
ytf = Y
{N}
s = h
N∑
σ=1
s∑
j=1
a
{N,σ}
s,j f
{σ}(Y {σ}j ) +
r∑
j=1
u
{N,σ}
s,j ξ
{σ}[n−1]
j . (33)
Remark 7 (The ADI character of the methods). The Butcher tableau for ADI-
GLMs can be permuted to reflect the order of computation of stages in practice.
In general, an ADI-GLM proceeds with computing internal stages:{
Y
{1}
1 , Y
{2}
1 , . . . , Y
{N}
1 , . . . , Y
{1}
s , . . . , Y
{2}
s , . . . , Y
{N}
s
}
, (34)
after which external stage updates are computed. Let us consider the application
of the second order ADI-GLM eq. (35a) to eq. (14). We reorder the tableau
according to the permutation list P = {1, 3, 2, 4} to get the permuted tableau
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eq. (35b).
c A U
B V
=
0 58 0 0 0 1 0 0 0
1 14
5
8
1
2 0 0 1 0 0
0 58 0
5
8 0 0 0 1 0
1 14
5
8
1
4
5
8 0 0 0 1
1
2 − 532 − 3128 5128 − 516 2116 0 0
0 2732
13
128
85
128 − 516 2116 0 0
− 3128 5128 − 3128 5128 0 0 − 516 2116
13
128
85
128
13
128
85
128 0 0 − 516 2116
,
(35a)
c AP,P UP,:
B:,P V
=
0 58 0 0 0 1 0 0 0
0 58
5
8 0 0 0 0 1 0
1 14
1
2
5
8 0 0 1 0 0
1 14
1
4
5
8
5
8 0 0 0 1
1
2 − 3128 − 532 5128 − 516 2116 0 0
0 13128
27
32
85
128 − 516 2116 0 0
− 3128 − 3128 5128 5128 0 0 − 516 2116
13
128
13
128
85
128
85
128 0 0 − 516 2116
.
(35b)
We observe how the lower triangular structure of AP,P defines successive im-
plicit stages in different directions while using previously computed stage values
explicitly.
7. Numerical Experiments
In this section, we investigate numerically the accuracy and stability of ADI-
DIMSIMs using 2D and 3D time-dependent parabolic PDEs. Up to this point,
we have only considered autonomous problems, however, ADI-GLM extends
to non-autonomous systems by evaluating the right hand side functions at the
11
consistent times tn−1 + ch. For a 3D problem we use the equation:
∂u
∂t
=
∂2u
∂x2
+
∂2u
∂y2
+
∂2u
∂z2
+ g(x, y, z, t), (36a)
g(x, y, z, t) = et(1− x)x(1− y)y(1− z)z
+ 2et(1− x)x(1− y)y + 2et(1− x)x(1− z)z
+ 2et(1− y)y(1− z)z − 6et
+ et
((
x+
1
3
)2
+
(
y +
1
4
)2
+
(
z +
1
2
)2)
,
(36b)
with Dirichlet boundary conditions according to the exact solution:
u(x, y, z, t) = et(1− x)x(1− y)y(1− z)z (37)
+ et
((
x+
1
3
)2
+
(
y +
1
4
)2
+
(
z +
1
2
)2)
. (38)
The spatial discretization uses second order finite differences on the unit cube
domain D := {x, y, z ∈ [0, 1]} with a uniform mesh with Np points in each
direction. We use the parameter Np in our experiments to change the stiffness
of directional derivatives. Note that using a uniform mesh allows us to factorize
a tridiagonal 1D Jacobian matrix once and use it to efficiently to compute
directional stages.
To verify the temporal order of convergence for the new methods, we inte-
grate the problem over a time-span t = [0, 1] and record the relative `2 error
at final time versus number of time steps. Figures 1a to 1c, verify the theoret-
ical order for a range of mesh sizes. We compare ADI-DIMSIMs with an ADI
scheme based on a fourth order IMEX Runge–Kutta method reported in [33,
Example 3]. We note the deterioration in the order as the problem becomes
more stiff with decreasing mesh size in fig. 1d.
For a 2D numerical experiment the following problem is used on unit square
domain D = {x, y ∈ [0, 1]}, with the same spatial discretization and integrated
over the same time-span:
∂u
∂t
=
∂2u
∂x2
+
∂2u
∂y2
+ h(x, y, t), (39a)
h(x, y, t) = et(1− x)x(1− y)y + et
((
x+
1
3
)2
+
(
y +
1
4
)2
− 4
)
+ 2et(1− x)x+ 2et(1− y)y,
(39b)
12
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Figure 1: Convergence plots for ADI-DIMSIMs on 3D test problem compared to IMEX-RK4
method
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with Dirichlet boundary conditions according to the exact solution:
u(x, y, t) =et(1− x)x(1− y)y + et
((
x+
1
3
)2
+
(
y +
1
4
)2)
. (40)
Figure 2 shows convergence plots for this experiment. Once again, we observe
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Figure 2: Convergence plots for ADI-DIMSIMs on 2D test problem compared to IMEX-RK4
method
the order reduction for the IMEX-RK4 method in fig. 2d while ADI-DIMSIMs
retain their convergence order in figs. 2a to 2c.
For a third set of experiments, we examine solutions of eq. (39), this time
considering the forcing term g(x, y, t) as a third partition to be treated explicitly
in the entire integration. This means that the Butcher tableau in eq. (13) is used
for these experiments. Figure 3 summarizes the results with close to theoretical
order of ADI-DIMSIMs.
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Figure 3: Convergence plots for ADI-DIMSIMs on 2D test problem with an explicit partition
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8. Conclusions
This work constructs the new family of ADI-GLM schemes that perform
alternating directions implicit integration in the framework of General Linear
Methods. Each stage of a ADI-GLM scheme is implicit in a single component
of the method, and is explicitly coupled to the other components. This en-
sures a high computational efficiency. The ADI character of the method stems
from the fact that consecutive stages are implicit in different partitions, thereby
“alternating directions.” Order conditions and stability of these methods are
investigated theoretically. The ADI-GLM structure allows for high stage order
approximations, and this property alleviates the order reduction observed with
other families of schemes.
Using the new ADI-GLM theory we construct practical ADI-DIMSIMs of
orders two, three, and four. Their design emphasizes stability when applied
to parabolic systems where each component has a Jacobian with real negative
eigenvalues. The stability analysis and plots show the new schemes are well-
suited for these problems. Numerical experiments show that the new methods
retain their high order of accuracy when applied to parabolic equations with
time-dependent Dirichlet boundary conditions where other ADI methods suffer
from order reduction.
The future directions for the authors include extending the current set of
methodology to design methods suited for hyperbolic and oscillatory systems
and numerical experiments highlighting the computational efficiency of ADI-
DIMSIMs on large scale problems.
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Appendix A. ADI-GLMs
This section includes the newly developed ADI-DIMSIMs of orders two,
three, and four. MATLAB files containing these coefficients are also available
in [dataset] [34].
Appendix A.1. ADI-DIMSIM2
We use an L-stable implicit base method from [35] for ADI-DIMSIM2.
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Appendix A.2. ADI-DIMSIM3
We use an L-stable implicit base method from [36] for ADI-DIMSIM3. The
following coefficients are rational approximations to the exact coefficients accu-
rate to 24 digits.
20
A{I} =

129981159316
298213221025 0 0
472981046840
1888035733227
129981159316
298213221025 0
− 408860438935337456558734 10497165019191048380236594 129981159316298213221025
 ,
B{I} =

818629988268
981817092145
735879558291
1139134361459 − 96693387431306159262034
435713380671
718693545019
3397277300866
2639826970205 − 5816896797391212506039656
− 164008995335531777165056 3204278525979842472621931 − 11706345306311044535547981
 ,
W{I} =

1 − 129981159316298213221025 0 0
1 − 63231801579339260252164 − 942267356681013918320559 − 501721160771490999795865
1 12242052439561580735023225 − 377260820095864278390147 − 145496067686824686465859
 ,
A{E} =

0 0 0
692830401049
1119419041371 0 0
− 9749101952451036334372568 14581244853431218848111125 0
 ,
B{E} =

274198327012
348784765929
335124252337
1242427076379
256046237035
1044616400532
2367946890051
2381074405894 − 395462379375996294720374 391448928279669688356392
1211513153203
1601457627995
473388990672
901108379101
1335987676745
1749669440649
 ,
W{E} =

1 0 0 0
1 − 105007291910883010702197 18 148
1 65004359484868732264247243 − 1196381871091218848111125 252661197771475180609484
 ,
v =
[
1611220452657
2918396719813
626900045900
853091602939 − 165394139815576391394057
]T
,
c =
[
0 12 1
]T
.
Appendix A.3. ADI-DIMSIM4
Appendix B. Stability of ADI-GLMs
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Figure B.4: Stabilty plots for ADI-DIMSIM2
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Figure B.5: Stabilty plots for ADI-DIMSIM3
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Figure B.6: Stability plots for ADI-DIMSIM4
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