Abstract-We provide a general overview of the recent development on the constrained group decoder (CGD) for interference channels. We first consider the CGD for a simple system of interference channels with no feedback from the receivers to the transmitters, where the transmitters employ fixed-rate channel codes and modulation schemes. We provide simulation results to show that, compared with the interference suppression scheme that maximizes the signal-to-interference-plus-noise ratio (SINR) at the receiver and the one that minimizes the interference leakage to the signal subspace (i.e., interference alignment), the group decoder offers an signal-to-noise ratio (SNR) gain of around 5dB at the outage probability 3 × 10 −2 and bit error rate (BER) 2 × 10 −3 . We then discuss the application of the CGD to more sophisticated systems that allow feedback from receivers to transmitters. More specifically, we review the recently developed practical coding schemes for the constrained partial group decoder (CPGD) and the group decoder for the multi-relay-assisted interference channels. Compared with the interference alignment approach, the group decoding paradigm not only provides substantial performance gains, but also eliminates the need of feeding back the channel state information of all users to the transmitters, thus significantly reducing the system signaling overhead.
I. INTRODUCTIONS
The interference channel is a fundamental building block of wireless networks. Due to the ever-shrinking network sizes and the increasing demands for achieving higher spectral efficiency, the emerging wireless networks will operate in an interference-limited regime. Motivated by this, various recent developments for further understanding the fundamental limits of interference channels based on interference alignment have appeared [1] , [2] , [3] , [4] . The idea of interference alignment is to process the transmit signals at the transmitters such that after some projection each receiver only sees the signal from its designated transmitter, but not the interference. From the theoretical point of view, it achieves the optimal degree of This paper is based on "Group Decoding for Interference Channels," by C. Gong freedom in the asymptotic regime of high signal-to-noise ratio (SNR) [1] .
On the other hand, from the practical point of view, various signal processing schemes for interference alignment have been proposed in [5] , [6] , [7] . In [5] , a practical distributed interference alignment scheme is proposed, which requires only local channel knowledge. However, the method has a very high computational complexity and it relies on the assumption of channel reciprocity which may not hold true in practice. Thus, beamforming-based approaches are still considered viable and practical alternatives to interference alignment. Recently, two beamforming methods have been proposed for interference alignment, based on maximizing the received signal-tointerference-plus-noise ratio (SINR) [6] and minimizing the interference leakage to the signal subspace at the receivers [7] , respectively.
Note that the above approaches are all based on the idea of interference suppression, where all interference should be suppressed and treated as noise through transmitter-end signal processing. On the other hand, it is well-understood that while a receiver is not ultimately interested in decoding the messages of the interferers, decoding them (fully or partially) is often advantageous for recovering its desired message [8] . Motivated by this premise some recent works on interference channels propose that each receiver should partition the interfering transmitters into two groups; one group to be decoded along with the designated transmitter and the other to be treated as Gaussian noise [9] , [10] , [11] .
In this paper we provide an overview of the recent development on such group decoding approach to interference channels. We first consider a simple interference channel system without feedback from the receivers to the transmitters, where due to the lack of feedback all interference management is performed at the receiver side. We also assume that each transmitter employs a fixedrate channel code and modulation scheme. Based on the optimal group decoding order obtained from a greedy algorithm, each receiver employs a constrained group decoder (CGD) to successively decode some interferers and the desired user. Simulation results show that the group decoder outperforms the SINR maximization [6] and interference leakage minimization [7] schemes by approximately 5dB at the outage probability 3 × 10 −2 and bit error rate (BER) 2 × 10 −3 . We further review two extensions of the above group decoder, namely, the constrained partial group decoder (CPGD) for a K-user interference channel and the CGD for a multi-relay-assisted interference channel. For the CPGD, we outline a practical coding scheme for a K-user interference channel, which further divides each transmitter into multiple layers, to provide the receivers with the freedom of deciding on which interferers to decode as well as what fraction of each interferer need to be decoded. For the CGD in multi-relay-assisted interference channel, we discuss the rate allocation among the users in a half-duplex multi-relay-assisted K-user interference channel.
The remainder of this paper is organized as follows. In Section II, we describe the K-user fully connected interference channel. In Section III, we discuss the CGD with fixed-rate channel codes and modulation scheme. In Sections IV and V, we overview the practical CPGD coding scheme and the CGD for the multi-relay-assisted interference channel, respectively. Finally, Section VI concludes this paper.
II. FULLY CONNECTED K-USER INTERFERENCE CHANNEL
Consider a fully connected K-user interference channel. We denote the wireless channel from the j th transmitter to the i th receiver by h i,j for i, j ∈ K = {1, . . . , K}. We assume quasi-static block fading channels such that the channel coefficients are fixed during the transmission of a symbol block and change to some other independent states afterwards. By defining x j as the transmitted signal by the j th transmitter, the received signal by the i th receiver is given by
where v i ∼ N C (0, σ 2 ) accounts for the additive white Gaussian noise (AWGN) at the i th receiver. The term h i,i x i contains the intended signal for the i th receiver and the remaining summands constitute interference and noise. Denote the equal transmission power of all transmitters as P = E(|x j | 2 ). Assume that each receiver i is only interested in decoding the message of transmitter i, but aware of the codebooks used by all the transmitters.
Note that the single-antenna interference channel model can be extended into the multiple-input-singleoutput (MISO), single-input-multiple-output (SIMO), and multiple-input-multiple-output (MIMO) models. In the following we describe the SIMO interference channel, where each receiver i employs N i receiving antennas. Let h i,j be the channel from the j th transmitter to the i th receiver and y i be the received signals of the i th receiver. We have the following
where v i ∼ N C (0, σ 2 I) accounts for the additive white Gaussian noise (AWGN) at the i th receiver. Denote the equal transmission power of all transmitters as P = E(|x j | 2 ).
III. CONSTRAINED GROUP DECODER
We consider the CGD for the above K-user interference channel, where there is no feedback from the receivers to the transmitters and the transmitters employ fixed-rate channel codes and modulation schemes, and each user is aware of the coding scheme employed by all other users.
A. Successive Group Decoder
We formalize the successive group decoder (SGD) employed by the receivers. Each stage a subset of the users are jointly decoded, after subtracting the already decoded users from the received signal, and by treating the remaining users as AWGN. In order to control the decoding complexity, we constrain the number of users being jointly decoded at each stage to be at most µ. Let R j be the rate of transmitter j, and
For each receiver i, we say that a given ordered 
2) Compute the covariance matrix of the interferenceplus-noise as follows,
Then, decode the users in G i m from
where v i,m ∼ N C (0, I) is the additive white Gaussian noise with unit variance.
3) After decoding
We employ channel codes with error decoding detection capability, e.g., low-density parity-check (LDPC) codes. If a decoding error event in step 2 is detected, stop decoding and claim a decoding outage.
In Fig. 1 , we show a simple illustrative example of the SGD for an interference channel with four transceiver pairs. We show the SGD at receiver 3. As shown in Fig. 1 , user 2 is decoded in the first stage; and users 3 and 4 are decoded in the second stage. After the two stages, user 3 are decoded and the decoding terminates. We have 
B. Optimal Successive Group Decoder
In the successive decoding, a rate outage is defined as an event that in some stage the rates of decoded users fall out of the achievable rate region assuming that the users employ Gaussian codebooks. More specifically, for two disjoint subsets A, B ⊆ K, and the spectrum rate R of the users, we define the following rate margin for decoding A while treating B as noise,
Moreover, for a partition
as the minimum rate margin through the p i -stage successive decoding. The rate outage at receiver i is equivalent
To minimize the rate outage probability, each receiver i needs to find a partition G i which maximizes ε(H i , G i , R), i.e., solving the following optimization problem
Algorithm 1 performs the optimal group partition in a greedy manner. In each step, assuming the undecoded set to be S, receiver i finds the optimal set of the decoded users G * as follows
Based on the submodularity of the achievable rate function, it can be proved that such greedy partition leads to an optimal solution to (8) . If in some step, the selected G * leads to the rate margin ε(
The optimal group search problem (9) can be solved using simple exhaustive search via enumerating all possible nonempty set G ⊆ S with |G| ≤ µ i and finding the one which maximizes ε(
The exhaustive method can be applied for small µ i , e.g., µ i = 1 or 2, which is the case for most practical scenarios. For large µ i , (9) can be efficiently solved using Algorithm 2 as follows. 
Algorithm 1 Greedy Partitioning for Fixed Rates
update
, and letŴ be the minimizing set with the smallest cardinality; 6: if δ < a, then set A = G and δ = a; 7:
update G ←− G\Ŵ; 8:
until G = φ or G ∈ S 1 ; 9: end for 10:
C. Simulation Results
We consider a SIMO K-user interference channel given by (2) with K = 3 transceiver pairs and each receiver i employs N i = 3 receiving antennas. We assume that the
Gaussian distribution with zero mean and unit variance, the complex additive white Gaussian noise (AWGN) v i ∼ N C (0, I Ni ). All transmitters employ a rate-1/2 LDPC code with the block length of 5400 bits, and QPSK modulation; and the receivers employ soft demodulation and soft LDPC decoding to decode the messages of the transmitters.
We assume that each receiver employs SGD with the group size constraint µ i = 2 for all users, and Algorithms 1 and 2 to determine the optimal decoding order of the users. We evaluate the performance of the system, in terms of outage rate and BER. We count the system outage rate and the BER is computed based on the actual system performance, which includes both the rate outage predicted by the group partition (Algorithm 1) and the decoding error in the employed LDPC codes. The system outage rate and the BER of the OSGD are plotted against the SNR P/σ 2 from 0dB to 15dB, as shown in Figs. 2 and 3, respectively.
We compare the performance of the OSGD with that of the two interference suppression schemes, the iterative least squares (ILS) algorithm [6] and the minimizing interference leakage (MIL) scheme [7] , which employs receiver filtering to maximize the receiving SINR and minimize the interference leakage, respectively. It is seen that, compared with the two interference suppression schemes, the OSGD achieves around 5dB performance gain at the outage probability 3 × 10 −2 and bit error rate (BER) 2 × 10 −3 .
D. Comparison with Interference Alignment
We have compared the performance of the OSGD with that of a practical interference alignment scheme (the MIL scheme). Note that the MIL scheme tailors the key idea of interference alignment for practical scenarios, where it is difficult or impossible to completely remove all interference. Around 7dB performance gain at the outage probability 5 × 10 −2 and BER 2 × 10 −3 over the MIL scheme is observed. Moreover, in terms of the practical system implementation, in contrast to the interference alignment scheme, the group decoder does not require the feedback of all channel state information to the transmitters, i.e., each transmitter either needs to know only its own channel to do some simple beamforming. For example, each transmitter could perform channel-matched beamforming, in which case only its own channel needs to be fedback; or each transmitter could perform random beamforming, in which case no feedback is needed at all. In both cases, the interference is treated at the receiver by the group decoder. Hence compared with the interference alignment approach, the group decoder not only offers substantial performance gain, but also significantly reduces the signaling and feedback overhead of the system. 
IV. CONSTRAINED PARTIAL GROUP DECODER
In this section we discuss an enhanced version of the group decoder, i.e., the constrained partial constrained group decoder for a K-user interference channel [12] .
A. Layered Encoding by Signal Superposition
We consider single-antenna K-user interference channel model as in (1) . To maximize the sum rate of all users, the message of each transmitter is split into layers each drawn from an independent codebook (rate splitting). Denote the number of codebooks (layers) of transmitter j by L j . Denoting the signal of layer k by x j,k , we obtain
where v i ∼ N C (0, σ 2 ) accounts for the additive white Gaussian noise (AWGN). Assume that all transmitters employ an equal power P , and that all layers of transmitter j employ an equal power
B. Constrained Partial Group Decoding (CPGD)
Each receiver i employs a p i -stage successive decoding described by an ordered partition 
. , p i }.
A key problem for CPGD is how to partition the groups G i for 1 ≤ i ≤ K and allocate the rates for all layers. An iterative joint rate allocation and group partition algorithm is developed in [12] , that maximizes the minimum rate increments of the layers.
C. Practical Coding Scheme
A practical coding scheme based on the CPGD is given in [12] , which consists of the following three steps:
• user inactivation and message layering;
• transmission mode selection;
• rate enhancement. We describe the three-step practical coding scheme based on an illustrative example shown in Fig. 4 . Assume that we have a discrete spectrum rate table T = {d 1 
In the first step we perform tentative rate allocation to the users and divide the users into multiple layers, and inactivate the users (layers) with rate smaller than d 1 (not implementable). Assume that after the user inactivation and message layering, based on the threshold rate d 1 , user 2 is inactivated and users 1 and 3 are divided into 2 layers, (1, 1), (1, 2), (3, 1), (3, 2) , and (4, 1).
In the second step, in order to find some implementable rates close to those yielded by the first step we quantize the rates according to the quantization rate table T = {d 1 , ..., d T }. Assume that in the transmission mode selection, the rates of the five layers (1, 1), (1, 2), (3, 1), (3, 2) , and (4, 1) are quantized to be d 1 , d 2 , d 3 , d 1 ,  and d 4 , respectively, i.e., the number of information bits assigned to these layers are N d 1 , N d 2 , N d 3 , N d 1 , and  N d 4 , respectively, where N is the nominal number of transmitted symbols. As the quantized rates must be decodable, each quantized rate is smaller than its original counterpart which incurs some loss in spectral efficiency.
In the final step, we compensate for such loss by increasing the rates of layers beyond their quantized values and make them as close as possible to the original rates. The rate enhancement is performed via reducing the number of transmitted symbols to η * N for some η * < 1, and thus the rate of the five layers are enhanced to d 1 T } needs to be optimized to maximize the sum rate of all layers obtained from the above three-step scheme. The optimization is done offline based on a training set of channel samples.
D. Raptor Codes
We use the doped Raptor code [13] with a rate-0.95 IRA precode for the following two reasons. Firstly, it exhibits near-capacity performance for both single-user channel and two-user multiple-access channel. Secondly, the online fine tuning can be easily implemented by the employed doped Raptor codes. All transmitters perform incremental transmission, via first transmitting the number of channel symbols given by the fine tuning, and then each time transmitting a certain number of channel symbols until all receivers successfully decode their desired messages.
The profiles of Raptor codes are optimized using the extrinsic information transfer (EXIT) functions, to minimize the gap of the practical coding scheme to the Gaussian modulation and infinite-length codes. An interesting result for the profile optimization is that the gap for µ = 1 is significantly smaller than that for µ = 2. This is because for µ = 2, one user may be decoded individually or jointly with another user, so that we need to find a good code profile for both the single-user decoding and the two-user joint decoding. Due to the large gap for µ = 2 using practical codes, it suffices to have a group size of one in CPGD, which has a low complexity to achieve most of the performance gain for practical implementations.
E. Results
Consider a single-antenna interference channel with K = 6 transceivers. For i, j ∈ {1, . . . , K}, the channel coefficients h i,j are distributed as N C (0, 1).
Assume that the size of the rate quantization table is |T | = 4. We let the group size µ = 1 and employ the optimized code profile and rate quantization tables of the layered and un-layered coding. Fig. 5 shows the corresponding throughput, denoted as "layered, optimum" and "un-layered, optimum", respectively, for the channel SNR P/σ 2 from 0dB to 9dB. At each channel SNR, 1000 channel realizations are simulated and the throughput is the total number of information bits divided by the total number of transmitted symbols of the incremental transmission.
For comparison, we plot the throughput performance of the rate table T = {0.40, 0.80, 1.20, 1.60} for the layered and un-layered coding schemes, denoted as "layered uniform" and "un-layered uniform", respectively. It is seen that the optimized T provides larger throughputs. Furthermore, to show the performance gain of the code profile optimization, we plot the throughput of Luby's profile for the layered and un-layered coding schemes with the same optimized T as that for the optimized profile. It is seen that the optimized profile significantly outperforms Luby's profile. 
V. CONSTRAINED GROUP DECODER FOR MULTI-RELAY ASSISTED INTERFERENCE CHANNEL
We next review the application of the CGD in a multirelay-assisted interference channel [14] .
A. System Model
Consider a communication system with K sources, K destinations, and N relays, all employing single antenna.
Let f n,j , h i,j , and g i,n denote the channel gain from source j to relay n, from source j to destination i, and from relay n to destination i, respectively. We assume quasi-static block fading channels, i.e., the channel gain is fixed during one transmission period and changes to another independent state afterwards.
We assume half-duplex relay transmission with synchronized relays that operate in the same frequency band as the sources do. In the first phase, all transmitters transmit to the relays and the destinations; and in the second phase, all sources and relays transmit to the destinations.
Let x 
and y
where v r n and v
are the additive white Gaussian noise (AWGN) at relay n and destination i, respectively. The received signal y 2 i by destination i in the second phase is given by
where
is the AWGN at destination i in the second phase.
B. Relay Assignment and Relaying Modes
Each intermediate relay assists a group of sourcedestination pairs, such that each source-destination pair is assisted by at most one relay. Let S n be the set of sources assisted by relay n ∈ N , and S 0 be the set of sources not assisted by any relay. Let c(j) = n if and only if j ∈ S n .
In the second phase, relay n re-encodes the information of the sources in S n , and employs analog network coding (ANC) to combine the re-encoded signals as follows
wherex j is the re-encoded signal of source j. From (13) and (14), we have
where g i,c(j) for 1 ≤ i, j ≤ K denotes the gain from source j to destination i of the equivalent interference channel formed by the relay-destination link. We assume that each source employs a power P , and each relay employs the same power P for each source when forwarding the signal of the assigned sources, i.e., E |x
We consider two types of relaying schemes. First, we consider hopping relays where there is no direct sourcedestination link (∀i, j, h i,j = 0) and destination i decodes source i through the received signals from the relays in the second phase. Secondly, we consider inband relays where the relays and sources share the same frequency band and destination i decodes source i by receiving both the direct and relayed transmissions.
C. User Rate Allocation
We assume that the receivers at both the relays and destinations perform constrained group decoding, i.e., they decode a subset of the interferers along with the desired messages. Denote R 1 j and R 2 j as the rates of the source messages in the first and second phases, respectively, and define t as the fraction of the duration of the first phase. Then, the overall rate of source j ∈ K is given by R j = tR
Note that according to (15) the interference channel at the destination is the one with 2K transmitters and K receivers, with the rates of the transmitters [R
We are interested in the max-min rate allocation for the relay assisted interference channels, which maximizes the minimum rate among all sources, i.e., max min j∈K R j , all valid relay assignments, all possible group decoding strategies at the relays and the destinations, and all rate vectors such that [R In [14] , we have developed rate allocation schemes for the following four relay types.
• hopping relay system with fixed relay assignment;
• hopping relay system with dynamic relay assignment; • inband relay system with fixed relay assignment;
• inband relay system with dynamic relay assignment.
D. Numerical Results
We simulate the rate allocation for the proposed group decoder for the relay system with K = 6 sources and destinations. Assume that for 1 ≤ i ≤ 6, the positions of source i and destination i are (−0.5, 0.5 × i) and (0.5, 0.5 × i), respectively. For fixed relay assignment, we assume that there are 6 relays and the position of relay i is (0, 0.5×i) for 1 ≤ i ≤ 6, where each relay i is assigned to assist source i. For dynamic relay assignment, we assume that there are N = 3 relays and the position of relay i is (0, 0.75+0.5×i) for 1 ≤ i ≤ 3. The channel gain between two nodes is assumed to be complex Gaussian distributed with the mean zero and the variance 1/d 2 where d is the distance between the two nodes. We assume that the first phase occupies half of the entire transmission period, i.e., t = 0.5, and consider the SNR values, P/σ 2 , from 0dB to 9dB. For each SNR value, 1000 channel realizations are simulated.
For the hopping relay system with fixed relay assignment, we plot the minimum rates and sum rates of sources in Fig. 6 , respectively, for group decoders with the group size µ denoted as "GD, µ = i" for 1 ≤ i ≤ 3, and for comparison the linear MMSE decoder where all interference is treated as noise. It is seen that the group decoder provides significantly larger minimum and sum rates over the linear MMSE decoder.
We also compare the performance of the proposed decode and forward (DF) scheme with the relay amplified and forward (AF) scheme where the group decoder is employed only at the receivers, denoted as "AF + GD". Since the relays do not decode the source messages and thus superimpose their signals in the second phase, for each channel realization we randomly select a relay to forward the received noisy signals using a scaled power of KP . It is seen that, the proposed DF scheme significantly outperforms the AF scheme for the group sizes µ = 1, 2, and 3, because the AF scheme also forwards the noise to the destinations. Moreover, we tailor the multirelay AF scheme proposed in [15] for a single sourcedestination pair to the multiple source-destination pair scenario using a time-division mode, where each source transmits in the 1/K of the total duration (denoted as "Multi, AF, TDMA"). For fair comparison, each source transmits using power KP and each relay forwards using power P . It is seen that the proposed group decoder significantly outperforms the multi-relay AF scheme.
We have also evaluated the performance of the proposed rate allocation scheme for the other three relaying types. Numerical results show that for fixed relay assignment, the minimum rate obtained from the proposed rate allocation scheme significantly outperforms that obtained from the MMSE decoding; and for dynamic relay assignment, the minimum rate obtained from the proposed scheme performs within 90% of the computationally intractable optimal minimum rate obtained from exhaustive search. 
VI. CONCLUSIONS
We have provided an overview of the recent development on the group decoding techniques for interference channels. The basic idea is to let each receiver decode, either fully or partially, some interfering signals, in order to optimize the overall system performance, in terms of either total throughput or outage rate. It is seen that for systems that employ fixed-rate coding and modulation, the group decoder can offer significant performance gain over the traditional interference suppression approaches. On the other hand, for systems that employ adaptive coding and modulations, an optimal greedy algorithm can provide both the decoding schedule for each receiver, and the rate allocation for the corresponding transmitter. Practical designs under such group decoding paradigm taking into account practical modulation formats and channel codes have been developed. Moreover, the group decoders also find applications in more sophisticated systems such as relay-assisted interference channels. Compared with the interference alignment approach which performs transmitter side signal processing and requires the channel state information of all users be fedback to the transmitters, the group decoding is a receiver-centric paradigm that not only offers superior performance, but also eliminates the overhead of channel feedback. 
