535 presented in Fig. 5 , where the tradeoff between mean-square-error (MSE) forD(k) and rise time Tr is illustrated. For both algorithms, the tradeoff between MSE and T r is entirely determined by a gain .
I. INTRODUCTION
Of the numerous algorithms that can be used for adaptive filtering, the LMS algorithm has enjoyed widespread popularity because of its ease of implementation and computational simplicity. However, the slow convergence characteristic of the LMS algorithm is well known. In recent years, the RLS algorithm has been studied for its feasibility in adaptive filtering applications. While the RLS algorithm converges significantly faster, its computational complexity and storage requirements make its use prohibitive in many applications. Some modifications have been proposed for reducing the complexity of the RLS algorithm such as the fast transversal filter (FTF) [1] and the fast Newton transversal filter [2] . These algorithms have a complexity of O(N) and are numerically stable for most cases. More recently, conjugate gradient (CG)-based methods have been used for adaptive filtering applications [4] - [7] . It has been shown that these methods have resulted in a much faster rate of convergence than the LMS and a lower computational complexity than the RLS. The CG-based methods can be classified into two types: block-based and recursive. In the block-based method [4] , [5] , the objective function uses a block of data and the conjugacy of the direction vectors are preserved. In the recursive method [6] , [7] , the objective function is the sum of exponentially weighted squared errors as in the RLS algorithm, and all computations are performed recursively. In this case, the directions are no longer conjugate because the objective function changes at each state. For each update of the system with N coefficients, the recursive CG and the block CG methods have computational complexities of O(N 2 ) and O(MN), respectively, where M is the block size.
In this correspondence, an adaptive algorithm is developed based on a direction set method. This algorithm takes into account the structure of the objective function, maintains a set of near conjugate directions with respect to the Hessian, and has a computational complexity of O(N) for each coefficient update. This correspondence is organized as follows. In Section II, the direction set-based algorithm is explained in detail for solving a class of least squares problems arising in adaptive filtering. The implementation procedure Manuscript received January 8, 1997; revised June 11, 1998 . This work was supported in part by a grant from the Colorado Advanced Software Institute and by the Citadel Development Foundation. The associate editor coordinating the review of this paper and approving it for publication was Dr. Sergios Theodoridis.
M. hold for J n .
Property b) states that an adaptive least squares problem has a rank-one change property. That is, the change of the Hessian matrix of the objective function from J n to J n+1 is a rank-one matrix. If the vector w = Qnv is known, then the calculation of Q n+1 v = w + a T n+1 va n+1 can be done in O(N) multiplications.
B. Direction Set Methods
Direction set (DS) methods were originally designed for solving unconstrained minimization problems of the form min x2R f(x) without calculating the first partial derivatives of f for the cases where the derivatives either do not exist or are very expensive to evaluate.
With an initial estimate x0 of the solution x 3 and a set of linearly independent directions fd 1 ; 11 1; d N g, a DS method searches along each direction for a better estimate, i.e., xi = xi01 + idi, where i is chosen so that f(
Searching through N directions is called one searching cycle. Before the next searching cycle, directions may be modified toward conjugate directions [8] , [9] with respect to the Hessian of f at x 3 or toward eigenvectors [10] of the Hessian of f at x 3 , or directions remain the same [11] , and a new starting estimate may be chosen as given below.
Procedures for modifying the directions in these DS methods are very simple: One direction may be replaced by (xN 0x0)=kxN0x0k, as suggested in [8] and [9] , or two directions d p and d q , where 2)
3)
k )= k . Then, perform the following steps.
1)
2)
3) Form vector a k+N+1 by using data pairs fu((k + 1)(N +1)); s((k+1)(N+1))g; fu(k(N+1); s(k(N+ 1))g; 111, and compute k is computed. Therefore, the total of computation for B k+1 is only N.
Remark c: Let the sampling time period be T . For a block of N + 1 incoming data pairs, a total of N + 1 estimates are computed, and each estimate is computed in T by either the computation in I) or II). This means that the sampling frequency is dictated by the maximum computational complexity of the computation in I) and II). The number of multiplications required to compute each x (i) k is given in Table I . In this case, the complexity is therefore 9N + 3. For comparison purposes, the complexity of other algorithms are given in Table II . Assuming N is an even number, the number of updates in each searching cycle can be reduced from N + 1 to N=2 + 1 without increasing the order of computational complexity. Let x least squares problem is changing, the Hessian is changing; the conjugacy cannot be maintained among directions, and the algorithm no longer has the finite termination property. However, it converges asymptotically to the solution. This can be seen from computer simulations in Section III, and a detailed study is given in [12] .
III. APPLICATIONS
The DS-based algorithm given in Section II-C has been implemented in MatLab and applied to applications in adaptive filtering. In this section, several computer simulations are reported. The zero pairs, all the data pairs are used for computing the instantaneous errors. Second, when the single direction is used, the coefficient vector is updated N + 1 times for a block of N + 1 data pairs and not just once. When double directions are used, the coefficient vector is updated N=2 + 1 times for a block of N=2 + 1 data pairs (assuming N is even). The computational complexity is significantly reduced by this implementation. We also test the algorithm for the following examples with using all data pairs instead of one out of N + 1 or N=2 + 1 data pairs, and results have shown that the rate of convergence is not affected by this implementation procedure. However, this procedure is not without a drawback. If the number of coefficients N is large and the system is rapidly time variant, then the tracking performance of the algorithm may be adversely affected. However, this is also the case with most other adaptive algorithms.
1) System Identification:
Consider the system identification model of Fig. 1 . Let the plant model be the following bilinear system that was used in [5] and [13] : y(n) = y(n 0 1) 0 0:7y(n 0 1)u(n 0 2) + 0:5u(n 0 1), where y(n) and u(n) are the output and the input of the system, respectively. This system has 11 coefficients of which three have nonzero values. A zero-mean white normally distributed sequence with variance 0.05 is generated for input. This sequence u(i) is used on the above system to generate an output sequence that represents the primary input. A white Gaussian sequence (measurement noise n) is then added to generate the signal s(i). We run three different cases with noise variances of 0, 0.01, and 0.0001. The input u(i) and the desired sequence s(i) are then used in the DS-based algorithm for identifying the coefficients of the system. The forgetting factor is = 0:995. All of the above specifications are exactly as in [13] . The ensemble averaging is carried out over 50 independent trials of the experiment. The fixed directions are used.
To illustrate the convergence performance, the behavior of the coefficient of value 1 with three different noise levels are shown in Fig. 2 . When the noise variances are 0.0001 and 0.01, this coefficient converged within 70 and 450 iterations, respectively. However, using the RLS algorithm, the coefficient had a significant bias in [13] for the equation-error method. In [5] , the CG-based algorithm was used with a block size N (O(N 2 ) complexity), and it took about 20 iterations for convergence when the noise variance is 0.0001.
2) Adaptive Equalizer: In this section, a transversal adaptive equalizer is considered for equalizing the distortion introduced in a bandlimited channel. This is the same example as used in [4] and originally published in [3] . A block diagram of the system is given in Fig. 2 . Simulation results for the system identification example. was reached within 50 iterations. With the DS-based method, the MSE reached the same steady-state in 100 iterations. In [4] , it was shown that the LMS equalizer was very sensitive to X(R), and the convergence rate deteriorated significantly when the eigenspread was increased. On the other hand, the convergence rate of the CG method was insensitive to the eigenspread, but the MSE was sensitive to it. The CG method converged very quickly within 20 iterations, but the best case MSE in the steady state was about 2 2 10 02 , which is significantly higher than that obtained by the DS-based method.
IV. CONCLUDING REMARKS
A new algorithm with O(N) complexity has been developed for adaptive filtering. The algorithm is designed to take advantage of the structure of the objective function. This algorithm has a convergence rate comparable with those of the RLS-and the CG-based algorithms with a much lower computational complexity. Computer simulations illustrate promising performance of this algorithm in adaptive filtering applications. The numerical stability of the algorithm remains to be investigated.
