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Abstract The aim of this paper is to present a Total Power Quality Index (TPQI) for estimating Power Quality (PQ) at a specific 
site of the electric network using Artificial Neural Network (ANN) methodology techniques and a variety of methods from 
Machine Learning. The main advantage of this methodology is the avoidance of certain arbitrary parameters used in previous 
research efforts implementing a Fuzzy Index Model. For the purposes of this study and for the training process of the proposed 
ANN model additional data derived from Power Quality measurements along with an appropriate questionnaire which gathered 
the opinion of experts was used. The proposed methodology appeared to be flexible, reprogrammable with the capability to 
assimilate new measurements and estimations in any specific case study. The outcome of the proposed ANN model is compared 
with the corresponding previously introduced Fuzzy Index model over three different case studies, providing significant results 
for further improvement.  
© 2015 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of the Euro-Mediterranean Institute for Sustainable Development (EUMISD). 
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1. Introduction 
Electrical Power has become the life line of our civilization. It is considered as an indicator of the stage of 
development of a country. The quantitative and qualitative development of the sources of electricity is the most 
important requirement for the power utility. The requirement of quality power has become a predominant criterion 
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to the consumers in the present deregulated competitive power market. Therefore, electric power quality has become 
the concern of utilities, end users as well as manufacturers [1]. 
Many definitions for PQ are found in the literature [2-4]. In general, PQ can be considered as the combination of 
Voltage and Current quality; i.e. the non-deviation from the ideal sinusoidal waveform [3]. The main disturbances 
that influence the network’s PQ are [2]: short and long interruptions, frequency variation, voltage magnitude 
variations, rapid voltage changes, supply voltage dips, voltage swells, voltage imbalance, transient overvoltage, 
harmonics, interharmonics, notching and noise. The deviations of PQ parameters from the accepted values may lead 
to losses because of decreasing of planned production, decreasing of the lifetime of consumer's machineries and 
equipment, decreasing of transmission and distribution network availability, etc [5]-[8]. 
The PQ characteristic may differ from site to site and they are very dependent from the topology of the Power 
Network of the end user and from user equipment [1]. There are many different indices for most of PQ disturbances, 
like interruptions and harmonics. But research since now, is focused on analyzing the impact of each disturbance 
separately. Fuzzy Total Power Quality Index (FTPQI) was a prior attempt to estimate the contribution of more than 
one PQ characteristics on PQ level at a specific site [10]. PQ disturbances may occur independent from each other, 
but the presence of more than one is an indicator of worse PQ Level. In order to estimate the TPQI for a specific site 
the expert knowledge is needed to transform the measured PQ disturbances into PQ level [10]. 
The aim of this paper is to introduce a new methodology estimating a Total Power Quality Index (TPQI) for 
representing the level of electric network PQ status. It could be used to evaluate the most important PQ disturbances 
that occur in a network, so that to estimate the proposed TPQI of an examined site. This approach takes advantage of 
existing Machine Learning methodologies in an effort to resolve certain disadvantages of previously used Fuzzy 
Index Model as reported in [10]. In particular, a Multilayer Perceptron (MLP) type of ANN is chosen, due to its 
proved capability of approximating non-analytical and generally unknown functions. Other methodologies may also 
provide similar solutions such as Bayesian Networks or Kernel Machines, however and for the purposes of this 
study we focused on the proposed models due to the fact that they are well established and flexibly programmable. 
In Section 2 the Proposed Methodology is presented in detail, including the description of the input variables, the 
ANN model type and the quantification of the expert estimations on PQ disturbances and their consequences on 
Power Network users in the form of typical TPQI.  Also, in this Section special preprocessing filters are used in 
order to increase input and output training data to facilitate the ANN model in finding a better encoding of the 
required TPQI mapping. In Section 3 three different sites of the electric network are considered as case studies for 
the models’ validation of this research. Their PQ characteristics derived from measurements are used in the two 
models, which are then compared. In Section 4 the most important conclusions concerning the advantages of the 
compared models as well as possible further improvements via Machine Learning methodologies. 
2. Proposed Methodology 
2.1. General 
PQ is an issue that is becoming increasingly important to electricity consumers at all levels of usage. Poor PQ 
causes inefficiency and reduces productivity in business and industry. High PQ helps insure reliable operation of 
electronic and computer-controlled equipment. High PQ is essential for business and industries to be competitive in 
local and world markets. One of the most important indices for industries is the Gross Domestic Product (GDP) per 
hour worked that is directly connected with the PQ level.  
The impact of the PQ problems on system operation and customer satisfaction have been recognized by the 
utilities, which have adopted several strategies to deal with the causes and consequences of deficient PQ [9]. 
PQ problems have many characteristics that can exploit the advantages of an ANN methodology. By its very 
nature, an estimation for PQ at a site of a distribution system is a problem that needs an expert’s look at various 
facets, and an ANN approach for this can serve as a surrogate expert in helping not only the utility engineer. 
The all estimation process is a complex, time-consuming task which requires skilled and experienced engineers. 
This approach lead to high cost practices. In such a way, an intelligent system containing as much knowledge as 
possible concerning the above-mentioned task, with efficient and quick reasoning would be very useful and helpful 
to utility engineers [9]. 
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Intelligent Techniques (ITs) are algorithms and methods that are to some extent autonomous and mimic the 
behaviors of human experts. Among the most successful ITs are those based on ANN, which are able to mimic the 
informal reasoning processes of human experts in a way that makes it relatively straight – forward to incorporate 
direct human experience. The application of ITs to power systems can tackle problems, previously considered as 
human tasks. Several such systems are developed so far [33]-[36]. 
Recently the Artificial Neural Network (ANN) paradigm was introduced in the studies of the Quality Indexing 
for various types of water distribution systems [22 - 25]. In our case one has the additional problem of the difficulty 
to uniquely define an index function for all sites and clients due to large variations in the quality of electrical 
equipment used on site as well as other difficulties. Networks of the type presented will have to be trained on site 
either through the direct evaluation of the status of onsite measurements by some human experts and/or by an 
additional type of unsupervised learning scheme. Some examples are given a tentative treatment in the next sections. 
2.2. ANN variable definition 
In order to evaluate the PQ in a specific site, eight of PQ characteristics have been taken into consideration. 
These PQ characteristics have been chosen according to the international standards [13]-[19] and experts’ opinion 
[19]-[21], [11], [12]. These PQ characteristics that are used as ANN variable are the following: 
a) Long Interruptions (li) 
b) Short Interruptions (si) 
c) Frequency Variations (f) 
d) Harmonics (H) 
e) Supply Voltage Unbalance (un) 
f) Voltage dips and swells (d) 
g) Supply Voltage Variations (v) 
h) Flicker severity (fl) 
For the above selected ANN variables the following questions have to be clarified: 
- Which are the acceptable limits for each one? 
- What is the PQ level if any of these deviations occurs? 
- What is the PQ level if more than one deviation occurs? 
There is not a crisp answer to these questions. To bypass this hurdle an ES is required. Backbone of this ES is the 
experience obtained by experts’ knowledge. This knowledge is passed to the ANN through the training process. 
In order to answer the above mentioned questions important is to define the expected values of each ANN 
variable. The acceptable limits will be a part of this set. ANN variable information is presented in Table I (the 
acceptable limits have been presented in [10]) 
Table I: ANN variables – Acceptable Limits ([10]) 
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The acceptable limits have been selected as the boundaries outside of which PQ is not acceptable. In a more 
linguistic form outside these limits PQ is “Very Low”. As a definition PQ may receive the following linguistic 
values that are directly connected with PQ numeric values as presented in Table II. 
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Table II:  Relationship between PQ values & linguistic variables 
Linguistic variable PQ 
VL (Very Low) [0.0, 0.2] 
L (Low) [0.2, 0.4] 
M (Medium) [0.4, 0.6] 
H (High) [0.6, 0.8] 
VH (Very High) [0.8, 1.0] 
2.3. TPQI definition 
The ANN model should combine the values of the eight PQ characteristics that act as ANN variables and return a 
unique index called TPQI. TPQI should answer to the question “what is the Power Quality of a specific Location 
with specific values for all eight PQ characteristics (ANN variables)”. 
In order to receive acceptable results for TPQI quality issues have to be determined. Some the most important 
Quality issues that should be taken into consideration by an ANN are: 
- What is the TPQI if one ANN variables is outside the acceptable limits? 
- What is the TPQI if more than one ANN variable is outside the acceptable limits? 
- What is the TPQI if one ANN variable is close to “bad” limit? 
- What is the TPQI if more than one ANN variables are close to their “bad” limits? 
- What is the TPQI if ANN variables are inside the acceptable boundaries? 
Answers of the above questions are the backbone of the ANN system. Seven different experts have been asked in 
order to set up the appropriate database for training the ANN model. As an eight expert the FTPQI ([10]) has been 
used. TPQI should receive values between zero (0) and one (1), as defined in Table II. 
The proposed ANN model will receive 8 values as input, that are the recorded data of PQ characteristics at a 
specific location and should return an index acting as TPQI. The process is based on training learning systems. 
2.4. ANN training process 
We adopted a standard 2-layered perceptron 8:M:N, where the intermediate M nodes are to be found by trial and 
error and N is to be selected according to a special pre-processing technique, in the form:  
⎭
⎬
⎫
⎩
⎨
⎧
= ∑
=
8
1j
jiji xWh σ           (1) 
⎭
⎬
⎫
⎩
⎨
⎧
′= ∑
Μ
=1i
ikihWo σ           (2) 
In the above, we denote that the transfer functions used were   standard sigmoid with σ, W is an 8xM matrix for 
the intermediate layer, W’ is a vector of M values for the output layer weights. Explicit training examples were 
constructed based on the knowledge of human experts using eight possible power quality disturbances feeding the 
input nodes and a number of intermediate nodes to be defined from numerical experimentation.  
In Table III a typical example of training data for the ANN model is presented. The training was organized based 
on the measurements on 20 different locations and the analysis of them by the seven experts to a final Total Power 
Quality Index. The measurement campaign is still ongoing and any new data will be added to the ANN with the 
same training process. As an eighth expert FTPQI is used [10]. 
For training process also artificial data have been produced. These data are based on the acceptable limits chosen 
for the PQ variables. Outside these boundaries TPQI should receive zero value. For example and following the 
expert knowledge as presented in [10] more than fifty (50) long interruptions in a year period is totally unacceptable. 
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That means that even if the other PQ variables are within acceptable limits the TPQI for values of (li) more than 50 
should be zero (0). These data were essential for the training process in order to train the ANN model how to handle 
unacceptable values returned by a measurement campaign. During the measuring period no such data have been 
recorded. 
Table III: PQ variables – learning example 
  I II III IV V VI VII VIII IX X 
li 3 5 9 2 11 14 2 5 7 6 
si 21 32 23 19 35 27 25 26 31 27 
f 99.8% 99.9% 99.8% 99.6% 99.5% 99.2% 99.9% 99.2% 99.6% 99.6% 
H 99.0% 99.5% 99.2% 98.7% 96.4% 96.4% 98.9% 98.7% 98.2% 96.9% 
un 99.3% 99.5% 99.4% 99.2% 98.9% 98.5% 99.6% 99.1% 99.2% 99.2% 
d 100 113 239 368 454 654 554 498 402 509 
v 99.1% 98.7% 99.5% 99.1% 98.6% 98.9% 98.3% 98.1% 97.8% 98.3% A
N
N
 V
A
R
IA
B
L
E
S 
fl 98.3% 98.9% 98.0% 98.6% 97.8% 97.5% 99.1% 97.2% 98.5% 99.1% 
FTPQI 0.787 0.597 0.751 0.824 0.550 0.681 0.715 0.698 0.614 0.681 
EXPERT1 0.758 0.574 0.677 0.701 0.326 0.284 0.533 0.526 0.484 0.441 
EXPERT2 0.876 0.753 0.769 0.638 0.552 0.349 0.451 0.507 0.604 0.496 
EXPERT3 0.778 0.674 0.618 0.574 0.267 0.169 0.366 0.336 0.408 0.318 
EXPERT4 0.939 0.906 0.886 0.868 0.717 0.627 0.768 0.756 0.797 0.746 
EXPERT5 0.970 0.956 0.945 0.942 0.864 0.837 0.907 0.891 0.906 0.887 
EXPERT6 0.969 0.945 0.957 0.959 0.885 0.866 0.932 0.930 0.924 0.911 A
N
N
 T
R
A
IN
IN
G
 
PR
O
C
E
SS
 
EXPERT7 0.802 0.705 0.653 0.609 0.309 0.202 0.403 0.377 0.451 0.359 
After some training cycles the MSE (Mean Square Error) falls below 11% yet the explicit performance shows 
relatively poor results in region of highly irregular slope of the initially prepared TPQI examples. A second round 
was attempted this time with the initial PQ variables passed through the originally defined membership functions 
and the overall performance did not seem to get improved sufficiently. A direct comparison of the empirically 
defined TPQI and the network produced outputs are shown in Fig. 1(a)-(b) below. 
Fig. 1: (a) Comparison of empirical TPQI data with ANN output directly fed with normalized values, (b) The same fed through the originally 
defined membership functions. 
In order to overcome the difficulties associated with the very abrupt variations and the singular derivatives that 
cause trouble to various optimization schemes used for training, we explore an alternative method which maps the 
original empirical TPQI data to a smoother version through a set of similarity transformations. This is based on the 
well known PROCRUSTES algorithm [35] [36] already implemented in various versions of MATLAB. In order for 
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this method to work it is required that both the input and output examples must have the same dimensions. To this 
aim, we employed  the seven human experts that were given the task to add their own TPQI to a total set of 139 
input examples and the previously obtained TPQI vlues [10] thus obtaining at the end a full 8 x 139 total array of 
TPQI possible values. According to the standard description the PROCRUSTES algorithm always finds an 
appropriate invertible linear similarity transformation between two matrices of the same dimensions such that each 
octuplet of the original TPQI matrix is related to the transformed matrix via the relation: 
tZTT +⋅=′ kk λ           (3) 
In the above, Z stands for a total 8 x 8 transformation matrix for each row Tk of the original array, t is a 
translation vector and λ a scaling factor. The PROCRUSTES algorithm computes the tuple {Z, t, λ} so as to bring 
the original T rows as close as possible to the input matrix of examples via a set of translations, rotations and 
scalings. As a next step we produce a second set of similarity transformations of both input and output matrices 
recursively so as to reduce their dissimilarity. For this we produce a first pair of mappings as  
4331
21
12 ,
,
ZZZZ
ZTZT
ZZ
TT
⎯→⎯⎯→⎯
⎯→⎯⎯⎯→⎯
INOUT
OUTIN
       (4) 
This type of total transform could in principle be used recursively in order to increase the similarity or the 
correlation between the inputs and the outputs. At the next step, the two final matrices Z3 and Z4 are used as the 
new input output pairs for feeding the ANN. The result of such a sequence of transformations is shown in Figure 
2(a)-(b) below for the final pair Z3 and Z4.  
 Fig. 2: The columns of the transformed array of empirical TPQI values show some compression of the original variation and the singularities 
involved. 
The transformation achieves to produce example data of increased correlation for the ANN training that allows 
the ANN to find an efficient internal coding scheme that captures the required variance of the TPQI estimator. 
Indeed one can use an 8:N:8 perceptron in which case we find the best performance near N = 6 and we use only the 
first two outputs as estimators the other 6 being just auxiliary nodes for achieving the appropriate encoding.  These 
are shown in Fig. 3(a)-(b). The above is easy to generalize as for any new input data, the pair of similarity 
transformations is easily computed anew. 
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Fig. 3: Results from the 1st and 2nd Node. 
3. Case Studies 
In order to evaluate the results of this research three different case studies have been considered and examined. 
The case studies are the same with previous work [10] in order to extract comparable conclusions. 
Case I is a grid location nearby an aluminum smelter procedure. In such a topology a lot of harmonics of greater 
class are expected. The entrance of the smelter to the grid leads also to a lot of dips.  
Case II is a grid location inside a city nest. In such a topology a lot of momentary interruptions are expected 
because of the action of protective devices. Increasing values of Total Harmonic distortion is also expected due to 
the use of power electronics to the majority of the loads.  
Case III is a grid location outside the city center, close to a Substation for High Voltage to Medium Voltage. Few 
events are expected, mainly because of the overhead line and the exposure to external unexpected reasons, like 
lightning, etc.  
According to experts’ opinion expected values for all ANN variables for every case separately are presented in 
Table IV. More specifically, the PQ variables, the FTPQI ([10]) and the ANN TPQI are presented.  
Table IV: PQ variables, FTPQI and ANN TPQI for the three different case studies 
Case I Case II Case III 
li 15.00 16.00 11.00 
si 17.00 35.00 27.00 
f 0.99 0.99 1.00 
H 0.94 0.98 0.99 
un 0.97 0.96 0.98 
d 120.00 80.00 150.00 
v 0.96 0.98 0.99 
Fl 0.95 0.99 1.00 
FTPQI 0.53  
(Medium PQ) 
0.60  
(High PQ) 
0.68 
(High PQ) 
ANN 
TPQI 
0.6  
(High PQ) 
0.64 
(High PQ) 
0.75 
(High PQ) 
Both estimators show Case III as a better location concerning the PQ level. What is important to notice is that 
ANN TPQI is more optimistic. The three scenarios are ranked the same by both estimators. 
For analyzing the results, it seems that a location closer to supply (Case III, near a substation) is better from the 
PQ point of view, as expected. Moreover, close to no linear loads the PQ is worse (Case I), as expected. That 
indicates that the model results are in good agreement with the expected ones. 
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The differences between the FTPQI and TPQI (ANN) have to do with the way we trained the program. In order 
to train the program in a less arbitrary way we used the FTPQI and seven more indices assumed by different experts. 
The final result of the ANN system is the TPQI that is not equal to FTPQI, but in some occasions follows the 
reaction of it. Because of the training process it is expected that in some areas the behavior of the two systems would 
be much different. 
The TPQI as a result of an ANN model is more flexible than FTPQI and can be easily reprogrammed. New data 
that will come from measurement points can be assessed and feed to the ANN system as new learning data. In that 
way the ANN system is renewed and up to date with any new data in the future. The more data we feed the ANN 
system the closer we approach expected export values.  
On the other hand the Fuzzy method presented in previous work is less flexible. But the final result is a 
mathematical procedure taking into consideration the expert knowledge and the opinion of significant users. That 
means that the arbitraries are filtered through a mathematical model that minimizes the uncertainties. The ANN 
system is more arbitrary but can approach better the final result. 
4. Conclusions 
A new methodology aiming to evaluate the most important Power Quality (PQ) deviations that occur in a 
network, in order to estimate a Total Power Quality Index (TPQI) of an examined site is presented. It encloses 
experts’ knowledge about PQ disturbance levels and importance at specific sites. Moreover TPQI encodes unified 
information about PQ level of a specific site. 
Learning techniques presented in this paper are based on a Multilayer Perceptron Artificial Neural Network 
(MLP-ANN) model and seems to meet the expectations of the attempted quality index evaluation from real data. 
The model presented seems to be flexible enough to adopt future knowledge about other grid locations. This ability 
makes ANN model a reprogrammable tool that will improve the expected result every time after a new training 
process. In this research the presented ANN model uses a few training data providing useful result, which can only 
be used as a trend. However, massive input of various training data, as a result of ongoing measurements campaign, 
will lead to even more accurate results. 
The final criterion for adopting the most appropriate method between the two presented ones, can only come after 
consistent onsite testing. For as long as certain crucial data are lacking from the literature like various statistics of 
the well known distortion types, it is rather difficult to proceed to accurate simulations in order to draw a safe 
comparison conclusions. However, in this paper a rough comparison between the two models for three case studies 
at different electric network points is attempted. Both methods seem to be in line with the expectations for the 
examined sites. The differences occurred are of no estimable statistical significance due to lack of sufficient data.  
As next step, already under progress, the proposed ΑΝΝ model or other more appropriate model types for future 
reference (Bayesian Nets – Kernel Machines – rFuzzy method) that seem to fill the gap of arbitrary values [32], 
[33]) will be optimized in term of actual onsite measurements. Moreover, specialized questionnaires have been sent 
to significant users of the electric system from which important result will be drawn and then used. Finally, the 
additional use of long period and precise PQ field measurements on pre-selected sites will also play significant role 
to the optimization and fine-tuning of the proposed models. 
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