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Abstract
Two ingredients are necessary to synthesize realistic images: an accurate render-
ing algorithm and, equally important, high-quality models in terms of geometry
and reflection properties. In this dissertation we focus on capturing the appear-
ance of real world objects. The acquired model must represent both the geometry
and the reflection properties of the object in order to create new views of the object
with novel illumination. Starting from scanned 3D geometry, we measure the re-
flection properties (BRDF) of the object from images taken under known viewing
and lighting conditions. The BRDF measurement require only a small number
of input images and is made even more efficient by a view planning algorithm.
In particular, we propose algorithms for efficient image-to-geometry registration,
and an image-based measurement technique to reconstruct spatially varying mate-
rials from a sparse set of images using a point light source. Moreover, we present
a view planning algorithm that calculates camera and light source positions for
optimal quality and efficiency of the measurement process. Relightable models
of real-world objects are requested in various fields such as movie production,
e-commerce, digital libraries, and virtual heritage.
Kurzfassung
Zur Synthetisierung realistischer Bilder ist zweierlei no¨tig: ein akkurates Verfah-
ren zur Beleuchtungsberechnung und, ebenso wichtig, qualitativ hochwertige Mo-
delle, die Geometrie und Reflexionseigenschaften der Szene repra¨sentieren. Die
Aufnahme des Erscheinungbildes realer Gegensta¨nde steht im Mittelpunkt dieser
Dissertation. Um beliebige Ansichten eines Gegenstandes unter neuer Beleuch-
tung zu berechnen, mu¨ssen die aufgenommenen Modelle sowohl die Geometrie
als auch die Reflexionseigenschaften beinhalten. Ausgehend von einem einge-
scannten 3D-Geometriemodell, werden die Reflexionseigenschaften (BRDF) an-
hand von Bildern des Objekts gemessen, die unter kontrollierten Lichtverha¨lt-
nissen aus verschiedenen Perspektiven aufgenommen wurden. Fu¨r die Messun-
gen der BRDF sind nur wenige Eingabebilder erforderlich. Im Speziellen werden
Methoden vorgestellt fu¨r die Registrierung von Bildern und Geometrie sowie fu¨r
die bildbasierte Messung von variierenden Materialien. Zur zusa¨tzlichen Steige-
rung der Effizienz der Aufnahme wie der Qualita¨t des Modells, wurde ein Pla-
nungsalgorithmus entwickelt, der optimale Kamera- und Lichtquellenpositionen
berechnet. Anwendung finden virtuelle 3D-Modelle bespielsweise in der Filmpro-
duktion, im E-Commerce, in digitalen Bibliotheken wie auch bei der Bewahrung
von kulturhistorischem Erbe.
vSummary
One central problem in computer graphics is synthesizing realistic images that
are indistinguishable from real photographs. The basic theory behind rendering
such images has been known for a while and has been turned into a broad range
of rendering algorithms ranging from slow but physically accurate frameworks
to hardware-accelerated, real-time applications that make a lot of simplifications.
One fundamental building block to these algorithms is the simulation of the in-
teraction between incident illumination and the reflective properties of the scene.
The limiting factor in photo-realistic image synthesis today is not the rendering
per se but rather modeling the input to the algorithms. The realism of the outcome
depends largely on the quality of the scene description passed to the rendering
algorithm. Accurate input is required for geometry, illumination and reflective
properties. An efficient way to obtain realistic models is through measurement of
scene attributes from real-world objects by inverse rendering. The attributes are
estimated from real photographs by inverting the rendering process.
Work on acquisition of realistic 3D objects is described in this dissertation.
The first algorithm is devoted to a high-precision registration of input images to
a scanned 3D geometry model of the object. This automatic method is based
on the silhouette of the object observed in the images but also considers texture
information. The registration maps the images as textures onto the geometry in
such a way that fine detail present in multiple images is precisely aligned. The
resulting texture represents the object’s appearance under fixed illumination.
One way to achieve realistic rendering under novel viewing and lighting con-
ditions requires measuring the reflection properties of the surface (technically,
the bidirectional reflectance distribution function or BRDF). It is necessary to re-
produce variation in the diffuse and in the specular part of the BRDF across the
surface. Image-based BRDF measurement estimates these properties from real
images of the object from various view points under different illumination condi-
tions. In a new algorithm we capture spatially varying BRDFs from a small set of
input images using a point light source, and excluding other sources of illumina-
tion from the environment. Reliable reflection properties are obtained by fitting
a BRDF model to measured samples of whole clusters of surface points belong-
ing to the same material. Spatial variation in the diffuse and the specular part is
recovered as a per-pixel linear combination of cluster BRDFs.
The quality of the estimated BRDF parameters depends on the selected cam-
era and light source positions. We measure the quality as the uncertainty of the
parameter estimation with respect to the input images. By analyzing the uncer-
tainty it is possible to determine viewing and lighting directions that are optimal
for the measurement. We integrate these insights into a view planning algorithm
that captures reflection properties of real-world objects more efficiently than an
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unplanned series of input images. The planning algorithm guides experts and
non-experts alike through the acquisition process and ensures that the BRDF is
captured with almost the same quality for all surface points.
In conclusion, we have developed several techniques to capture the appear-
ance of real-world objects. Spatially varying per-pixel reflection properties are
recovered from images in an efficient acquisition process resulting in realistic,
relightable models of high quality.
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Zusammenfassung
Ein zentrales Problem in der Computergraphik ist die Berechnung realistischer
Bilder, die von einer Photographie kaum zu unterscheiden sind. Die grundlegende
Theorie zur Berechnung solcher Bilder ist seit langem bekannt und fu¨hrte zur Ent-
wicklung einer Reihe von Algorithmen zur Beleuchtungsberechnung. Diese rei-
chen von langsamen, aber genauen, physikalisch fundierten Methoden bis hin zu
Hardware-beschleunigten Verfahren, die viele vereinfachende Annahmen treffen.
Die Simulation von Reflexionen an Oberfla¨chen ist dabei wesentlicher Bestand-
teil dieser Verfahren. Der beschra¨nkende Faktor bei der Berechnung photorealisti-
scher Bilder ist heutzutage weniger die Beleuchtungberechnung an sich als viel-
mehr die Modellierung der Eingabedaten. Der Realita¨tsna¨he der erzeugten Bilder
wird hauptsa¨chlich von der Qualita¨t der Szenenbeschreibung beeinflusst, die als
Eingabe dient. Genaue Angaben u¨ber die Geometrie, die einfallende Beleuchtung
und die Reflexionseigenschaften der zu berechnenden Szene sind no¨tig. Diese At-
tribute ko¨nnen mit bildbasierten Verfahren effizient aus Photographien ermittelt
werden. Realistische Modelle von realen Gegensta¨nden werden bestimmt, indem
man den Syntheseprozess umkehrt (engl. inverse rendering). Die vorliegende Ar-
beit beschreibt Verfahren zur Akquisition realistischer 3D-Modelle.
Der erste Algorithmus ermo¨glicht eine sehr genaue Registrierung der Einga-
bebilder zu gemessenen 3D-Geometriemodellen. Der Algorithmus beru¨cksichtigt
dabei sowohl die Silhouette des Objekts im Bild als auch die ermittelte Textur-
Information. Durch die Registrierung ko¨nnen die Bilder so genau als Textur auf
die Geometrie abgebildet werden, dass auch sehr feine Strukturen aus unterschied-
lichen Bildern nach der Projektion u¨bereinstimmen. Die berechnete Textur re-
pra¨sentiert das Erscheinen des Objekts unter den festen Beleuchtungsverha¨ltnissen,
die wa¨hrend der Aufnahme gewa¨hlt wurden.
Um beliebige Ansichten des Objekts unter beliebiger Beleuchtung korrekt dar-
stellen zu ko¨nnen, mu¨ssen die Reflexionseigenschaften in Form der so genannten
BRDF (engl. bidirectional reflectance distribution function) gemessen werden. Da
die Reflexionseigenschaften auf der Oberfla¨che beliebig variieren ko¨nnen, ist es
notwendig, ¨Anderungen sowohl im diffusen als auch im spekularen Anteil der
BRDF zu beru¨cksichtigen. Mit Hilfe von bildbasierten BRDF-Messungen wer-
den die Reflexionseigenschaften an Hand von Bildern des Objekts gemessen, die
unter kontrollierten Lichtverha¨ltnissen aus verschiedenen Ansichten aufgenom-
men wurden. In einem neuen Verfahren wird die BRDF heterogener Objekte aus
wenigen Aufnahmen gemessen, bei denen eine einzige Punktlichtquelle das Ob-
jekt beleuchtet. Durch die Anpassung eines BRDF-Modells an alle Messwerte
von Oberfla¨chenpunkten, die zu dem selben Basismaterial geho¨ren, werden die
Reflexionseigenschaften zuverla¨ssig bestimmt. Ra¨umliche ¨Anderungen der Re-
flexionseigenschaften werden als Linearkombination der Basis-BRDFs fu¨r jeden
viii
Punkt einzeln ausgedru¨ckt.
Die zur Aufnahme ausgewa¨hlten Positionen von Kamera und Lichtquelle be-
einflussen die Qualita¨t der berechneten BRDF. Wir bestimmen die Qualita¨t durch
Messung der Unsicherheit der ermittelten BRDF-Parameter in Aba¨ngigkeit von
den Eingabebildern. Die Analyse der Unsicherheit erlaubt somit die Berechnung
optimaler Blick- und Lichtrichtungen fu¨r die Messung. Hierauf basierend wurde
ein Planungsalgorithmus entwickelt, mit dessen Hilfe die Reflexionseigenschaften
effizienter gemessen werden ko¨nnen als durch eine ungeplante Aufnahmeserie.
Der Planungsalgorithmus unterstu¨tzt den Anwender wa¨hrend des Aufnahmepro-
zesses und stellt sicher, dass die BRDF fu¨r alle Oberfla¨chenpunkte des Objekts in
anna¨hernd gleicher Qualita¨t bestimmt wird.
Zusammenfassend wurden mehrere Methoden entwickelt, um das Erschei-
nungsbild realer Objekte zu akquirieren. Durch einen effizienten, bildbasierten
Aufnahmeprozess werden fu¨r jeden Oberfla¨chenpunkt Reflexionseigenschaften
gemessen. Die resultierenden Modelle erlauben, Ansichten des virtuellen Objekts
unter beliebiger Beleuchtung in hoher Qualita¨t zu synthetisieren.
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Chapter 1
Introduction
Synthesizing images of photo-realistic quality is a long standing goal in computer
graphics. In order to reach this goal various physics-based rendering algorithms
have been developed. They simulate light propagation through an environment
based on mathematical models which describe how light interacts with matter.
The realism of the outcome of these rendering algorithms is however highly
dependent on the quality of the provided scene description. Lack of accuracy or
missing detail in the provided model will result in unconvincing images even with
sophisticated rendering. One way to obtain highly detailed and realistic models
is to resort to skilled artistry. Hundreds of model designers and animators were
involved in the productions of fully computer generated films like Toy Story1,
Shrek2 or Final Fantasy3.
An alternative approach to create realistic models is to capture models of real
world objects. The field of estimating models from observations has so far mainly
been investigated in computer vision. In the last decade, the requirements of
computer graphics applications pushed the field towards the acquisition of high-
quality 3D models. The recent availability of high-precision 3D scanners and
high-resolution digital cameras makes the acquisition of these realistic models
possible.
The digitization of real word objects is of increasing importance not only to
image synthesis applications, such as film production or computer games, but also
to a number of other applications, such as e-commerce, education, digital libraries,
cultural heritage, and so forth. In the context of cultural heritage, for example,
the captured 3D models can serve to digitally preserve an artifact, to document
and guide the restauration process, and to present art to a wide audience via the
Internet.
1Walt Disney
2DreamWorks
3Square
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(a) (b) (c) (d)
Figure 1.1: Digitized Bronze Bust. A realistic model of the original bust (a)
is digitized by its 3D geometry (b). Acquiring also the reflection properties the
appearance can be reproduced (c) even for novel view and lighting directions (d).
Depending on the application different physical properties of the object may
be acquired, for example the shape of the object, the deformation of the object
in reaction to applied forces, its sound, or the visual appearance of its surface.
The major focus of this dissertation is on the appearance acquisition: This is to
faithfully capture the object’s reflection properties including the subtle details of
the object’s surface texture. With this data at hand the object can be rendered
in arbitrary virtual environments, exactly resembling the way the original object
would appear.
In this thesis, we present a set of new techniques and algorithms that capture
high-quality, compact 3D models of real world objects from photographs. Special
attention is paid to reconstructing the appearance based on only a small set of
images which increases the efficiency of the acquisition process and leads to a
relatively simple acquisition setup.
The acquisition and representation of objects including their appearance is
addressed by image-based modeling and rendering techniques. In most of these
approaches the object is represented by a very large set of images showing the
object from different viewing directions usually under different illumination. The
large number of images lengthen the acquisition, and they can only be recorded
with an automatic setup. In contrast to that we want to capture a high-quality
model from a rather sparse set of input images.
In Figure 1.1 we demonstrate the capabilities of a high-quality digitization of
an object. Starting from accurate 3D geometry, the task necessary for obtaining
a realistic model consists of measuring and representing the complex reflection
properties of the object. Recovering the reflection properties allows us to render
the object from novel view points and under novel light conditions resulting in
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a correctly shaded view of the object. The reflection properties are represented
by a so-called bidirectional reflectance distribution function (BRDF). We have
to consider variation of the BRDF across the object’s surface since within one
object the reflection properties may change rapidly from one point to the next.
Furthermore, the variation is not restricted to the diffuse color of the object but
must include the specular reflectance as well. Otherwise, the bronze appearance
including patina and polished areas could not have been reproduced.
Efficiency in the acquisition process and in the representation is mandatory
to make the technique applicable even for a collection of numerous objects: the
reconstructed model has to be small, the acquisition process has to be not too time-
consuming, and the appearance has to be captured for all points on the object’s
surface with the same quality.
These aspects of the acquisition of realistic models are addressed in this the-
sis. The individual problems are matched by a set of different techniques and
algorithms developed during the course of the dissertation.
1.1 Main Contributions
Parts of the outcome of this dissertation have already been published in scientific
articles at different conferences and journals [Lensch00, Goesele00, Lensch01c,
Lensch01a, Lensch03a, Lensch03b]. The developed techniques have been fur-
ther presented in tutorials and courses at various international conferences
[Lensch01e, Lensch01b, Scopigno02, Lensch02a]. This thesis builds on these
publication but also includes yet unpublished work. The main contribution of this
dissertation are:
• A description of the setup of a digital photo studio especially suited for the
task of object acquisition and image-based BRDF measurements.
• An algorithm for the registration of 2D images to a 3D mesh based on the
silhouette of the object. This registration algorithm is used all throughout
the following approaches to obtain mappings between pixels of the input
images to surface locations.
• An image-based BRDF measurement technique capturing spatially varying
reflection properties from a sparse set of images in a controlled environ-
ment. Isotropic spatially varying BRDFs are recovered allowing variation
both in the diffuse and in the specular part.
• A view planning algorithm based on parameter uncertainty minimization
which selects the best next position for the camera and a point light source
in order to obtain reliable BRDFs sampled evenly across the surface.
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The above list of technical contribution presents a development from rather
rough approximations of the appearance by a diffuse texture to the acquisition of
more general reflection properties.
1.2 Chapter Overview
This thesis starts with a presentation of the necessary background material in
Chapter 2, followed by a classification and review of related work on 3D object
acquisition in Chapter 3. The setup of the photo studio is described in Chapter 4.
The algorithm presented in Chapter 5 performs hardware-accelerated image-
to-texture registration. In Chapter 6, we introduce an image-based BRDF mea-
surement technique using a point light source. The acquisition planning algorithm
is described in Chapter 7. We conclude this thesis in Chapter 8 where we discuss
the pros and cons of the developed techniques and raise still open issues.
Chapter 2
Background
The way an object is observed depends on different factors, for example the
incident light and the object’s reflectance properties. Reconstruction and rep-
resentation of objects, including their reflection properties, is the main focus
of this thesis. We want to describe how the object interacts with light incident
from a given environment. It is therefore necessary to understand the physical
underpinnings of light transport. Simulating and measuring reflection properties
additionally requires a model for the interaction of light with surfaces that can
be evaluated efficiently. A detailed overview of light transport and light/surface
interactions can be found in a review by Glassner [Glassner95].
In this chapter we briefly review the physical principles related to light trans-
port, summarize forward and inverse rendering problems, and then list and char-
acterize the different phenomena observed when light interacts with matter.
2.1 Radiometry
In optics several models have been developed to describe the physics of light. A
detailed introduction to optics can be found in Born and Wolf [Born93]. Some
visual effects can be explained more easily by one model than by the others. In
particle optics, light is modeled as a flow of photons each carrying a specific
amount of energy. The distribution of energy can be simulated by a number of
photons shot from a light sources and traced through the environment. In wave
optics light is interpreted as electromagnetic waves, which allows to describe ef-
fects such as diffraction, interference, polarization. That is why wave optics are
of importance when modeling the interaction of light with matter.
The energy transport that is simulated in computer graphics is often modeled
using ray optics where light with a specific power spectrum travels along inde-
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Figure 2.1: Geometrical properties of radiance.
pendent rays. Since there is no explicit interaction between the different light
rays, effects like diffraction, interference, and polarization are hard to simulate.
To some extent they are incorporated into the the reflection model (see below).
Otherwise interaction of light with matter is modeled purely geometrically, deter-
mining only the direction of the outgoing rays and the transported energy.
2.2 Radiometric Terms
At first we define the physical quantities that can be used to describe radiant en-
ergy transport.
Radiant Energy Q is the basic unit of radiometry. measured in Joule [J ].
Radiant Flux is the energy per time or power of radiation. It is denoted Φ and
its unit is Watt [W ].
Φ =
dQ
dt
. (2.1)
Radiance is denoted L and is measured in [W/m2sr]. It is defined as the radiant
energy traveling at some point in a given direction, per projected unit area in
this direction, per unit time, per unit solid angle. Radiance can be expressed
by the radiant flux:
L(~x, ωˆ) =
d2Φ
cos θdωdA
, (2.2)
where θ denotes the angle between the surface normal at point ~x and the
direction ωˆ. The underlying geometry is depicted in Figure 2.1(a).
Radiance has one property that is very important in the context of computer
graphics. It remains constant along one ray in vacuum (and approximately
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in air). This is demonstrated with the help of Figure 2.1(b) where two small
parallel patches dA1 and dA2 are shown. Radiation emitted from dA1 in di-
rection dA2 will be completely received by dA2 as long as it is not absorbed
in between. Because of this we get
L1dω1dA1 = L2dω2dA2. (2.3)
The solid angles dω1 and dω2 for this transport are given as
dω1 =
dA2
r2
and dω2 =
dA1
r2
. (2.4)
Inserting this into Equation 2.3 then yields L1 = L2. These properties of
radiance describe that light will not be attenuated when traveling through
unoccluded space. Thus, in order to render a scene it is sufficient to know
the radiance in the direction of the viewer at each visible surface point. The
radiance reflected by a visible surface point is what will be observed when
an image of a scene is taken.
Radiant flux area density is the total radiant energy falling on or leaving a sur-
face point, per unit area. The unit of this quantity is [W/m2]. Usually the
incident total radiant energy (irradiance) is denoted E, whereas the emit-
ted total energy is denoted B (radiosity) or (radiant exitance). They can be
expressed in terms of radiance for opaque media as follows:
E(~x) =
dΦi
dA
=
∫
Ω+
Li(~x, ωˆi) cos θidωi or (2.5)
B(~x) =
dΦo
dA
=
∫
Ω+
Lo(~x, ωˆo) cos θidωo, (2.6)
integrating the incident/outgoing radiance over Ω+, the set of all directions
in the hemisphere covering the surface at point ~x.
Intensity is the quantity describing the flux arriving or leaving with respect to a
solid angle instead of an area. It is measured in [W/sr]:
I :=
dΦ
dω
(2.7)
Point light sources are often described by their intensity. If a point light
irradiates uniformly into all directions the intensity is I = Φ/4pisr. The
incoming radiance Li at a point at distance r from the point light source is
thus given as
Li =
I
r2
. (2.8)
With these quantities we are able to describe the radiant energy falling on or
leaving a surface.
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Figure 2.2: Geometrical properties of the energy transport
2.3 The Rendering Equation
Given a scene description consisting of the geometry, the reflection properties and
a specification of the light sources one can simulate the light distribution within an
environment. Kajiya [Kajiya86] formulated the rendering equation as an energy
equilibrium in a scene of arbitrary opaque surfaces:
Lo(~x, vˆ
(g)) = Le(~x, vˆ
(g)) +
∫
S
fr(~x, lˆ, vˆ)G(~x, ~y)V (~x, ~y)Lo(~y, lˆ
(g))dAy (2.9)
It is an integral equation over the surfaces S, with the following definitions
for the other quantities: lˆ(g) is the normalized light direction from ~x to ~y in world
coordinates; Le(~x, vˆ(g)) is the radiance emitted from the surface at point ~x into
the global viewing direction vˆ(g) and is only relevant for light sources. fr(~x, lˆ, vˆ)
stands for the reflection properties of the surface (further explained in the next
sections) at point ~x, that is the fraction of radiance incident from direction lˆ that
will be reflected in the outgoing direction vˆ. Both directions have to be specified in
the point’s local coordinate system spanned by the surface normal nˆ, the tangent
and bi-normal. The formula also includes the visibility V (~x, ~y) whose range is
between 0 (~y is not at all visible from ~x) and 1 (there is no occluder). G(~x, ~y)
refers to the geometrical properties of the energy transport between ~x and ~y, see
Figure 2.2:
G(~x, ~y) =
cos θx cos θy
‖~x− ~y‖2
(2.10)
The integral in Equation 2.9 accounts for both direct illumination where the
point ~x is illuminated directly by a light source and for indirect illumination since
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the incident radiance Li incorporates light reflected by other surfaces in the scene.
A slightly different formulation of the rendering equation concentrates more on
the incident illumination at one point from the upper hemisphere Ω+ and drops
the direct relationship to other surfaces:
Lo(~x, vˆ
(g)) = Le(~x, vˆ
(g)) +
∫
Ω+
fr(~x, lˆ, vˆ)Li(~x, lˆ
(g))(nˆ · lˆ(g))dlˆ (2.11)
In this equation visibility is included implicitly since the radiance Li impinging
from one direction stems from the first surface that is visible in this direction.
Dropping the emitting term Le(~x, vˆ(g)) one ends up with the so called reflectance
equation.
Based on Equation 2.9 a number of algorithms have been proposed to solve
for global illumination, i.e., accounting for indirect illumination and other global
effects. They can be grouped into two main categories:
Finite element methods subdivide the surfaces in the scene into patches
(elements) and simulate the energy transport between sending and receiving
patches. Representatives for finite element methods are for example radios-
ity [Heckbert92, Cohen93, Sillion94], or hierarchical radiosity [Hanrahan89]
which solve the equation for diffuse surfaces only. Extensions of the radiosity
method to work with glossy surfaces can be found in [Immel86, Cohen93].
Another class are so called Monte Carlo algorithms where basically a large
number of rays is traced through the scene. The direction of the rays is de-
rived from stochastical distributions imposed for example by the type of light
source, the BRDF or other information like importance. Examples are distribu-
tion ray tracing [Cook84], bidirectional path tracing [Lafortune93], density esti-
mation [Shirley95] and photon mapping [Jensen96].
Environment Maps
A simplistic approach to render an object in an environment is to use an envi-
ronment map [Blinn76] representing fixed incident illumination Lenv(lˆ(g)). The
environment is assumed to be at infinity and there is no light emitted or reflected
by the object into the environment. Additionally, interreflections accounting for
the energy exchange within the object itself are typically ignored:
Lo(~x, vˆ
(g)) =
∫
Ω+
fr(~x, lˆ, vˆ)V (~x, lˆ
(g))Lenv(lˆ
(g))(nˆ · lˆ(g))dlˆ (2.12)
The infinity assumption allows us to parameterize the incident radiance by the
incident direction only. As a consequence parallax effects, where the incident
light changes with the position on the surface, cannot be represented using a single
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environment map. We may however include a visibility term V (~x, lˆ(g)) accounting
for self-shadowing or shadowing by another nearby objects.
Environment maps without shadowing have been successfully applied in
hardware-accelerated algorithms to render mirror reflections on surfaces. In the
case of a perfect mirror the integral in Equation 2.12 is reduced to a lookup
of the radiance incident from the mirror direction. For some glossy BRDFs it
has been shown that Equation 2.12 can be precomputed for all outgoing direc-
tions resulting in prefiltered environment map [Miller84, Greene86, Cabral99,
Heidrich99a, Kautz00a, Latta02, McAllister02b]. Ramamoorthi and Hanra-
han [Ramamoorthi01a, Ramamoorthi02] have demonstrated how the integral can
be solved efficiently for the case of a diffuse surface using spherical harmonics.
Point Light Sources
The evaluation of the rendering equation is further simplified if besides of ignoring
interreflections, all light sources are restricted to be point light sources. In this case
the so-called local illumination is evaluated as
Lo(~x, vˆ
(g)) =
n∑
j=0
fr(~x, lˆj, vˆ)V (~x, lˆ
(g)
j ) ·
Ij
r2j
(nˆ · lˆ
(g)
j ), (2.13)
where Ij is the intensity of the j-th point light and r2j is the squared distance from
~x to the light source.
2.4 Inverse Rendering
The rendering equation is most often used for synthesis of images of a correctly il-
luminated scene based on a complete description of the scene including the scene
geometry, the definition of light sources, and a description of the reflection prop-
erties at the surface. The process may however be reverted: given a number of
correct input images Lobserved, derive the scene description, given as ~x, nˆ, Li, fr,
or parts of it based on the observations. This general process is called inverse
rendering, and it can be roughly partitioned into three different categories. Each
of the following categories can be characterize using the rendering equation since
their solutions minimizes the error over all visible surface points between the ob-
served radiance and the simulated radiance based on the scene description:
E(~x, vˆ) =
(
Lobserved(~x, vˆ)−
∫
Ω+
fr(~x, lˆ, vˆ)Li(~x, lˆ
(g))(nˆ · lˆ(g))dlˆ
)
. (2.14)
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Shape from Shading/Photometric Stereo
The reconstruction of geometry from a number of photographs with known inci-
dent lighting is referred to as photometric stereo. It is a problem extensively inves-
tigated in the context of computer vision through the last decades [Woodham81,
Horn86]. The geometry ~x is reconstructed by adjusting the normals nˆ per pixel
such that the shaded surface matches the input images. More precisely, pho-
tometric stereo yields partial spatial derivatives which are integrated to obtain
a smooth surface. Frequently, the reconstructed surface is assumed to be dif-
fuse, and lit by a point light source from several positions. Photometric stereo
has also been applied to more complex reflection properties using reflectance
maps [Tagare91, Nayar90a, Klette98, Lin99]. The special case, where geome-
try is inferred from a single images is known as shape from shading.
Inverse Lighting
Another branch in the field of inverse rendering tries to recover the incident il-
lumination Li from observations. Inverse lighting recovers the intensity and/or
position of discrete light sources [Schoeneman93, Kawai93] or tries to determine
the incident light field from a distant environment with the same assumptions
made in the case of environment maps [Marschner98, Marschner97, Nishino01b,
Ramamoorthi01b].
Inverse Reflectometry
In inverse reflectometry the goal is to measure the reflection properties fr of the
surfaces in the scene based on given geometry and lighting. All the problems
solved in this thesis are centered around inverse reflectometry. More details and
related work are discussed in Chapter 3.
These three inverse problems are not necessarily treated separately. There are
cases where more than one part of the scene description is unknown. Nishino et al.
[Nishino01b] and Ramamoorthi and Hanrahan [Ramamoorthi01b] reconstructed
both the material properties and the incident lighting at the same time for a given
geometric model. In Section 6.8 we present an algorithm that determines the
BRDF and the surface normal at the same time.
2.5 Interaction of Light with Matter
In order to simulate light interacting with surfaces or to measure appearance one
has to represent the surfaces’ reflective properties. A taxonomy of object appear-
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Ignore time dependency (no phosphorescnece)
Assume independent wavelengths (no flourescence)
Discretized wavelength (RGB)
Ignore subsurface scattering Assume planar homogeneous material
Assume homogeneous
material Ignore subsurface scattering
Spatially Varying BRDF - 6D Bidirectional Subsurface ScatteringDistribution Function (homogeneous BSSRDF) - 6D
Single-wavelength Scattering Function
(BSSRDF) - 8D
General Function - 12D
Scattering Function - 9D
Assume isotropy
Bidirectional Reflectance Distribution Function
(homogeneous BRDF) - 4D
Gloss - 1D or 0D
Isotropic BRDF - 3D
Assume gloss model
Figure 2.3: Taxonomy of appearance measurement adapted
from [Rusinkiewicz00]. The dimension of the most general description of
light interacting with matter is reduced by adding more and more assumptions
resulting in manageable functions like the BRDF.
ance descriptions with different levels of abstraction is shown in Figure 2.3. The
taxonomy is adapted from [Rusinkiewicz00].
In the most general case when light interacts with matter there is one photon
striking the surface and one photon leaving the surface:
(x, y, θ, φ, t, λ)in → (x, y, θ, φ, t, λ)out, or
(~xi, ωˆi, ti, λi) → (~yo, ωˆo, to, λo) (2.15)
Since each photon is described by six parameters (the position on the surface
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(x, y), the incident/outgoing direction (θ, φ), the time of interaction t and a spe-
cific wavelength λ), a 12D function is necessary to describe the general case.
To simplify this function one may drop the dependency on time assuming a
constant appearance and ignoring the effect of phosphorescence. The photon is
reflected instantaneously. A second simplification treats each wavelength inde-
pendently assuming there is no flourescence. The interaction with the material
does not effect the wavelength of the photon. We obtain the generalized 9D scat-
tering function. The discretization of the wavelength into bands saves another di-
mension, for example by representing only three color bands red, green, and blue.
This eight dimensional function is also called bidirectional subsurface scattering
distribution function (BSSRDF), see Nicodemus et al. [Nicodemus77].
Two different simplifications can be made to obtain a 6D function. If the effect
of subsurface scattering is ignored, light is entering and leaving the surface at
exactly the same position resulting in a spatially varying bidirectional reflectance
distribution function (BRDF). This function is presented in more detail in the
next section since it is the main representation for surface appearance used in this
thesis. The other simplification assumes a homogeneous material resulting in a
six-dimensional BSSRDF.
Applying both simplifications yields a homogeneous BRDF parameterized
by four dimensions. Restricting the reflections to be independent from rotations
about the surface normal further eliminates one dimension. In traditional appear-
ance measurement [Hunter87] qualitative measures of the reflection properties are
sometimes represented by a one-dimensional slice through the 4D BRDF or by a
small set of BRDF samples at specific incident and outgoing directions.
2.5.1 Bidirectional Reflectance Distribution Functions
The reflection properties of opaque surfaces can be fully specified by a bidirec-
tional reflection distribution function (BRDF), which describes how incident light
is reflected off the surface. The BRDF has the unit [1/sr]:
fr(~x, ωˆi → ωˆo) :=
dLo(~x, ωˆo)
dE(~x, ωˆi)
=
dLo(~x, ωˆo)
Li(~x, ωˆi) cos θidωi
. (2.16)
It is defined as the quotient of the radiance Lo leaving the surface at point ~x in di-
rection ωˆo and the irradiance arriving at ~x from direction ωˆi. Since only reflections
are described by this function ωˆi and ωˆo are directions within the same hemisphere
above the surface.
In general, the BRDF is a 6D function: Two dimensions fix the location on
the surface, representing spatially varying BRDFs. Homogeneous materials can
be described by a 4D function fr(ωˆi → ωˆo). Four dimensions are required to
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represent the incident and outgoing directions. They may be parameterized as
ωˆi = (θi, φi) and ωˆo = (θo, φo), respectively. In the case of isotropic materials the
BRDF actually simplifies to a 5D function fr(~x, θi, θo, φ0 − φi). In the remainder
of this thesis we will sometimes implicitly assume spatial variation and use the
alternative writing fr(ωˆi, ωˆo) even for isotropic materials.
In addition to the BRDF which only describes reflections, one must consider
the bidirectional transmission distribution function (BTDF) ft to simulate trans-
parent media. The BTDF is similar to the BRDF but only considers radiance
transmitted through the surface. Combining both functions forms the bidirec-
tional scattering distribution function (BSDF), simply f , which of course is a
function of all possible directions in the surrounding sphere; rather than just the
hemisphere Ω+.
Both the BRDF and the BSDF make the assumption that the re-
flected/transmitted light leaves the surface at exactly the same point where the
incident light arrives. This is not true for surfaces that exhibit subsurface scat-
tering. Depending on the scattering coefficients and on the scale the BRDF may
however be a valid approximation to describe subsurface scattering materials. For
highly translucent materials the eight-dimensional bidirectional subsurface scat-
tering distribution function (BSSRDF) has to be used. It explicitly models the
scattering based on different locations for the point of incidence and the point
where the light leaves the surface. Transparency and translucency are not handled
by the measurement techniques presented in this thesis, hence we will mainly
restrict ourselves to BRDFs.
2.5.2 Physical Properties
In order to be physically plausible a BRDF must fulfill two important constraints:
the Helmholtz reciprocity and energy conservation [Beckmann63]. Some of the
effects described by a BRDF or BSDF are implicitly given by the following three
principles: reflection at planar surfaces, Snell’s law that determines the direction
of refracted light and the Fresnel formulae which determine the amount of energy
that will be reflected or refracted respectively.
Helmholtz reciprocity
Helmholtz [v. Helmholtz25] stated that the role of incident and reflected energy
may be reversed. If a photon incident from ωˆi is reflected or scattered into di-
rection ωˆo with some probability, the same probability holds for a photon incident
from ωˆo reflected into direction ωˆi. One may swap incident and outgoing direction
and still obtain the same value of the BRDF:
fr(x, ωˆi → ωˆo) = fr(x, ωˆo → ωˆi). (2.17)
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Energy Conservation
The reflection at a surface must always be energy conserving since real physical
materials never propagate more light than they receive, but may well dissipate
some energy: ∫
Ω+
fr(x, ωˆi → ωˆo) cos θidωo ≤ 1 ∀ ωˆi ∈ Ω
+. (2.18)
Snell’s Law
θrθi
θt
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Ý
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Figure 2.4: Light ray reflection and refraction at an ideally smooth surface.
Snell’s law determines the direction of a wave or a ray that is refracted af-
ter penetrating the interface between two transparent media with different optical
densities. When light travels through a medium denser than vacuum, its velocity
decreases. For a specific material the index of refraction n(λ) denotes the quotient
of speed of light in vacuum c and the speed of light in this medium vλ depending
on wavelength λ:
n(λ) =
c
vλ
. (2.19)
Figure 2.4 depicts how a ray of light traveling along direction~i hits a surface that
separates two materials with indices of refraction ni and nt. The incident ray
results in two new rays: a reflected one in direction ~r and a transmitted one in
direction ~t. Assuming a perfectly smooth surface, all three rays are in the same
plane. The direction of the reflected ray is easily computed:
~r = 2 <~i | ~n > −~i. (2.20)
In order to compute the direction of the refracted ray, the angle θt between this ray
and the surface normal can be derived from the incident angle θi by Snell’s law:
ni(λ) sin θi = nt(λ) sin θt. (2.21)
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With this angle it is possible to calculate the direction ~t (see [Glassner95]):
~t = −
ni
nt
~i + ~n
(
ni
nt
cos θi − cos θt
)
. (2.22)
The Fresnel Formulae
Since the incoming ray results in a reflected and a transmitted component on a
surface of a transparent medium it is important to know how the energy is split
between them. To describe this, the reflectance ρ is defined as the ratio of reflected
flux to incoming flux. The transmittance or transmission τ denotes the ratio of
transmitted to incoming flux.
ρ =
dΦr
dΦi
and τ = dΦt
dΦi
. (2.23)
A third quantity that must be considered for this interaction is the absorption α
which is the fraction of flux that is absorbed by the surface. Because we do not
consider emitting surfaces the three quantities always sum up to 1: ρ+ τ +α = 1.
Fresnel formulae can be used to compute ρ and τ for given angles θi and
θt. These formulae specify the ratios of the reflected or transmitted amplitude to
the incoming amplitude of a polarized electrical field (see [Born93, Glassner95,
Heidrich99b]). Let r⊥ and r‖ be the reflected amplitude ratios of the field per-
pendicular and parallel to the plane spanned by ~i and ~n. Accordingly, t⊥ and t‖
denote the ratios of the transmitted amplitudes. Those can be calculated as
r⊥ =
n1 cos θi − n2 cos θt
n1 cos θi + n2 cos θt
, r‖ =
n2 cos θi − n1 cos θt
n2 cos θi + n1 cos θt
, (2.24)
t⊥ =
2n1 cos θi
n1 cos θi + n2 cos θt
, t‖ =
2n1 cos θi
n2 cos θi + n1 cos θt
. (2.25)
Because ρ and τ are ratios of radiant flux, they are proportional to the square of
the amplitude of the electrical fields r⊥, r‖, t⊥ and t‖. In order to obtain ρ and τ
for unpolarized light we have to average the perpendicular and the parallel part:
ρ =
(r⊥)2 + (r‖)2
2
, and (2.26)
τ =
n2 cos θi
n1 cos θt
·
(t⊥)2 + (t‖)2
2
= 1− ρ− α. (2.27)
In Figure 2.5 the reflectance off a surface between air and glass and the trans-
mittance from glass to air is plotted. Note that when light travels trough a material
n1 and hits a surface of some medium with lower index n2 (n1 > n2), like from
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Figure 2.5: Reflectance ρ and transmittance τ , determined by Fresnel’s formulae
at a surface that separates air (n ≈ 1) and glass (n = 1.5). The critical angle is
θc ≈ 0.73.
glass to air, the transmittance τ will be zero if the incident angle θi exceeds the
critical angle θc. This critical angle is defined as the angle where the incident ray
will be refracted in a direction parallel to the surface. Thus it is given by:
n1 sin θc = n2 sin
pi
2
, that is θc = arcsin
n1
n2
. (2.28)
For angles greater than θc there will be no refracted ray and all energy will be
transported by the reflected ray.
Fresnel’s formulae are able to describe why more light is reflected for larger
viewing angles. At grazing angles less energy is refracted while the reflected
portion increases. Since this effect can be observed at many surfaces a Fresnel
factor is included into some BRDF reflectance models (see Section 2.7). For
more efficient evaluation Schlick et al. [Schlick94] propose to use the simpler
approximation based on the spectral distribution fλ of the Fresnel factor at normal
incidence, corresponding to the reflected color of white light. It is expressed with
respect to the halfway vector ~h between the viewing and lighting direction:
Fλ(hˆ · vˆ) = fλ + (1− fλ)(1− (hˆ · vˆ))
5 (2.29)
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(a) diffuse (b) mirror (c) glossy
Figure 2.6: Qualitative description of reflection at opaque surfaces
2.6 Reflection Properties
While the BRDF is a general way to represent the reflection properties of opaque
surfaces, we classify the different properties and list phenomena commonly ob-
served. The reflection properties depend on the materials the object is made of
(e.g, metal vs. plastic), on the surface structure (e.g, rough vs. polished), and on
whether they are homogeneous or heterogenous. These attributes form three al-
most orthogonal classification schemes. Figure 2.7 demonstrates the appearance
various different materials.
2.6.1 Materials
According to Hunter and Harold [Hunter87] objects may be classified into four
groups based on the dominant way incident light is distributed, while the other
ways may be present as well:
material dominant distribution
opaque nonmetals diffuse reflection
metallic surfaces specular reflection
translucent objects diffuse transmission
transparent objects regular transmission
Surface Reflections
At opaque surfaces light is reflected directly at the surface. Examples for opaque
materials are metals, chalk, and to some extent wood and plastic. There is no sig-
nificant amount of light penetrating an opaque surface. A light beam illuminating
an opaque surface from one direction is partially absorbed and the rest is reflected
and scattered at the surface and distributed into many outgoing directions. One
may think of the scattered distribution as composed by three qualitatively differ-
ent components.
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(a) (b) (c)
(a) Diffuse Reflection. No view-depedent highlight is visible. (b) Mirror Reflec-
tion. A clear image of the light source is reflected. (c) Glossy Reflection. An
extended highlight region caused by a glossy surface.
(d) Layered Materials. A
layer of varnish drastically
changes the reflection
properties.
(e–f) Anisotropic Reflections. The shape of highlights
caused by anisotropic materials change when the sur-
face is rotated around around the surface normal.
(g) Subsurface Scattering.
Light is shining through
translucent alabaster.
(h–i) Volumetric Structures. Volumetric representa-
tions are required to model the appearance caused by
highly complex geometry.
Figure 2.7: The appearance of surfaces depends on the material and on the surface
structure. In (a–f) camera and light source are at approximately the same position
with respect to the surface.
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Diffuse reflections. Some portion of light is scattered equally into all direc-
tions (Figure 2.6a) independent on the incident direction. This diffuse or Lam-
bertian [Lambert60] reflection is view-independent, i.e., the illuminated surface
looks the same for any viewing direction. An almost perfectly diffuse material is
chalk.
Specular reflections. Many other materials exhibit additional view-dependent
reflections. Highly polished or varnished surfaces show mirror or specular reflec-
tions (Figure 2.6b).
Glossy reflections. If the surface is not perfectly smooth, light will be scattered
around the mirror direction, called glossy reflection (Figure 2.6c). The roughness
of the surface determines how broad a glossy highlight will appear. In the com-
puter graphics literature the term specular is often used to describe the entire range
of view-dependent reflections including glossy reflections. The shape of the di-
rectional distribution of glossy reflections lead to the term “specular lobe”.
One important optical effect of glossy reflections is that they increase towards
grazing angles. The ratio of reflected to refracted light across a planar surface
drastically changes near grazing angles as it is described by the Fresnel formulae
(see Section 2.5.2). As Marschner [Marschner98] pointed out, this increase at
glancing angles of incidence also causes the phenomena of off-specular peaks.
Near grazing angles one can observe that more light is reflected into a direction
close to the mirror direction rather than into the mirror direction itself.
While diffuse reflections typically alter the color or frequency distribution of
the incoming light, this is not necessarily true for specular reflections. Only metals
cause colored highlights. Specular reflections at normal nonmetallic materials
(dielectrics) typically reflect the color of the light source.
Pigment Particles
A set of materials is composed by a supporting substrate into which colored pig-
ment particles are embedded. The substrate forms the actual surface causing
specular reflection (with white highlights). The amount of light that is reflected di-
rectly at the surface depends on the smoothness of the surface, the refractive index
of the material and the angle at which the beam strikes the surface (see Fresnel’s
formulae). The refracted ray changes its direction due to Snell’s law and then en-
counters the surfaces of the pigmented particles where the light is again partially
reflected and refracted. The numerous interactions with the particles produce an
isotropic distribution of scattered light resulting in diffuse reflection. The pig-
ments determine the diffuse color of the material acting as a filter on light that
penetrates the pigments. The process of diffusing the light is called subsurface
scattering.
Many colored plastics are composed this way and the pigments are typically at
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Figure 2.8: Pigment Particles. Many surfaces obtain their diffuse color from pig-
ment particles. Light is either reflected directly at the surface of the embedding
material causing a white highlight or penetrates the surface and is diffused and
filtered by the particles.
microscopic scale, too small to be distinguished. In car paint often larger particles
are included, for example to obtain a slightly heterogeneous metallic look.
If the scattering of light within the material is restricted to a sufficiently small
region with respect to the scale of the object, materials with pigment particles may
still be observed as opaque surfaces and the representation using a BRDF is valid.
Otherwise, they need to be described in terms of a BSSRDF.
Translucent/Transparent Materials
Figure 2.9: Subsurface Scattering. For translucent materials light penetrates the
surface and is scattered (multiple times) inside the material before it leaves the
material probably at some other position.
A class of materials, which is similar to pigmented materials are translucent
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materials. However, the light path through the material is much longer in translu-
cent materials. This results in the point of incidence and the exit point being
significantly separated (see Figure 2.9). Light is shining through a translucent
object diffusing the incident light. Many natural materials are translucent, e.g.,
skin, flesh, milk, fruit, or vegetables. The appearance of materials with significant
subsurface scattering and appropriate rendering algorithms have been investigated
in [Hanrahan93, Koenderink96b, Koenderink01, Jensen01, Lensch02c].
If no scattering takes place or the number of scattering events is negligible we
have a transparent material. The refracted light is directly transmitted through the
object, as for example by glass.
Layered Materials
Figure 2.10: Layered Materials. The appearance of layered materials is deter-
mined by the reflection properties at the different surfaces.
As the name suggests, layered materials consists of layers of different materi-
als. Materials formed by multiple layers show additional effects if at least the top
level is partially translucent. Typical examples are coated surfaces, like varnished
wood or a thin film of oil on skin. In a simple case the varnish seals a rough
surface and produces more glossy reflections. One may think of combining the
two kinds of reflections as illustrated in Figure 2.10. The overall appearance is
influenced by the optical properties of the layers, their thickness and the rough-
ness of the interfaces. Depending on the thickness of the layers interferences are
noticeable amplifying or damping particular wavelengths, e.g., on an oily water
surface.
2.6.2 Surface Structure
The second classification is on the surface structure. Besides the material itself,
the directional distribution of the reflected light is also dependent on the structure
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of the surface. A smoother surface results in sharper highlights than a rough
surface. The surface structure may influence the diffuse reflectance, but its main
influence is on the specular reflections.
Microfacets
(a) rough surface (b) zoom-in (c) shadowing and masking
Figure 2.11: Microfacet Model. (a) A rough surface may be seen as composed
by small mirroring microfacets. (b) Incident illumination is scattered based on
the normal distribution of the microfacets. (c) Shadowed or occluded microfacets
(black) do not contribute to the reflection.
The structure of many rough surfaces can be described as a collection of a
large number of so-called microfacets which are too small to be resolved (see
Figure 2.11). Each microfacet acts as a mirror and may possess an arbitrary ori-
entation. Given an incident light direction, the reflected radiance in any direction
is proportional to the number of microfacets in a mirroring orientation, i.e., to
the number of microfacets that are oriented such that the outgoing direction is the
mirrored incident direction. They must be oriented in the direction of the halfway
vector hˆ between the incident lˆ and outgoing direction vˆ: hˆ = lˆ+vˆ
2
. The distri-
bution of normals of the microfacets thus determines the direction distribution of
the reflected light. For a continuous rough surface masking and shadowing are
important since not all microfacets are visible or lit when looking at the surface
from grazing angles.
Anisotropy
If the distribution of microfacets shows a preferred direction within the tangential
plane of the surface we obtain anisotropic reflection properties. For anisotropic
materials the reflection changes when the surface is rotated around its normal,
which is in contrast to isotropic materials. The preferred direction of a highlight is
caused by oriented structures like grooves or bumps prolongated in one direction.
In this case, the reflection will be different when the light shines perpendicular or
parallel to the preferred direction. The orientation of the structures may be the
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result of processing the surface, e.g., brushed metal, or the structures may be due
to a growth process, e.g., on wood.
Forward/Backward Scattering
(a) forward scattering (b) backward scattering
Figure 2.12: Some materials reflect most of the light back into the direction of
incidence
The direction of the specular lobe is for most materials oriented roughly in the
mirror direction. When viewed from the top, the specular lobe is forward oriented
with respect to the lighting direction (forward scattering). There are however
materials that are backward scattering. Most energy is reflected back into the
direction of the incoming light by backward scattering materials (Figure 2.12d).
Such reflection behavior is exhibited by some porous surfaces or some crystal
structures. On a macroscopic level, backward scattering can be observed in the
eyes of some night active animals. Some traffic signs and cinema screens have a
backward scattering layer to make better use of the incident light.
2.6.3 Spatial Variation
In reality most surfaces are not perfectly homogeneous. Often different materials
are involved, so appearance varies across the surface. This is the case for a paint-
ing or for wood, or patina sedimented on weathered surfaces [Dorsey96]. Even
though an object may consist of a homogeneous material the surface structure
typically adds a spatially varying reflection behavior, where subtle changes are
noticeable. Realistic appearance can only be achieved if this spatial variation in
the reflection properties is modeled.
Representing Surface Structure
Depending on the the resolution of the measurements performed the surface struc-
ture may be integrated in the measured BRDF or has to be modeled explicitly.
Larger structures alter the surface normal and add a specific appearance due to
2.6 Reflection Properties 25
Figure 2.13: Normal Map. The characteristic shape of a curved surface is trans-
formed into a normal map defined on a flat surface. At each texel the original
surface normal is stored.
shadowing and masking. Depending on the size, they may be seen and modeled
as real surface geometry, or with displacement maps. If they are smaller so called
normal or bump maps may be applied. With normal maps, a curved surface is
approximated by a planar one and surface detail are represented by a per-pixel
normal which is used to evaluate the shading at the surface (see Figure 2.13).
Volumetric Structures
So far we have assumed that there is a locally planar surface where the interac-
tion of light with the material takes place. The reflection properties of many soft
materials like textiles or fur are due to a number of fibers or hair populating a
volume around the actual surface geometry. Self-occlusion and shadowing are
major issues concerning the appearance of those volumetric structures. Volumet-
ric structures are currently hard to model and require specialized algorithms for
interactive rendering [Meyer98, Lengyel01, Daubert01, Lensch02b, Daubert02].
2.6.4 Hierarchy of Detail
Surface structures can be identified at various levels of detail. Fournier and
Lalonde [Fournier00] introduce a hierarchy of detail: If surface features are too
small to be individually resolved from the current observation they are at the mi-
croscopic level. Their influence on the appearance of an object is integrated into
the BRDF. At the mesoscopic level the structures are discernible but small enough
to be represented by bump maps [Koenderink96a]. The actual geometric shape
of an object then forms the macroscopic level. Depending on the distance of the
observer and the spatial sampling rate the boundaries between these three levels
are floating.
Measuring the BRDF of an object from a larger distance may integrate surface
features, texture and geometric structure, into the BRDF. The features may be
26 Chapter 2: Background
resolvable if the measurements are performed form a closer distance, probably
resulting in a different BRDF. Thus all we will measure is an apparent BRDF
based on the observations with a specific sampling density.
2.7 Representations of Reflection Properties
Reflection properties of opaque surfaces are fully described by their BRDFs. We
will now list different approaches to represent and to model BRDFs. The BRDF
models proposed range from raw sampled data over representations using general
functions like spherical harmonics to explicit formulae which resemble specific
effects.
2.7.1 Tabulated BRDFs
The most straight forward representation of the reflection properties is to store a
BRDF sample for a discrete set of directions in tabulated form [DeYoung97]. The
necessary data can be obtained from simulations [Heidrich00] or real measure-
ments [Ward Larson92, Dana99, Marschner99]. In order to evaluate the BRDF
for a given incident and outgoing, direction the tabulated entries are interpolated.
Problems arise in undersampled regions of the 4D space of directions. Tabulated
BRDFs are very memory intensive and are often used as intermediate data to de-
rive a more compact representation by fitting.
2.7.2 Factorization and Spherical Harmonics
A general approach to reduce the data is to transform it into a lower dimensional
function space by factorization. Kautz and McCool [Kautz99] factorized the
BRDF into a sum of one or two-dimensional textures. The numerical decom-
position was further improved by McCool et al. [McCool01]. Latta and Kolb even
include the incident lighting into the factorization [Latta02].
Basis transformations into spherical harmonics are suited to model smoothly
varying data. Spherical harmonics have been applied to represent exit radi-
ance [Sillion91] and BRDFs [Cabral87, Ramamoorthi01b]. Since convolution
of a BRDF with the incident illumination can be expressed by a simple dot prod-
uct in spherical harmonics they are particularly attractive for interactive render-
ing algorithms, simulating objects with complex BRDFs in complex environ-
ments [Ramamoorthi01a, Ramamoorthi02, Sloan02, Kautz02].
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2.7.3 BRDF Models
The most compact representation is by BRDF models where the reflectance for a
pair of directions is obtained by evaluating a formula depending on a small num-
ber of parameters. The reflection properties of a homogeneous material are sum-
marized by just one set of parameters. The parameters are either determined by
fitting to measured data as it is been done in this thesis or they are adjusted manu-
ally in order to approximate the desired material. In addition to their compactness
BRDF models fitted to measured data provide a reasonable approximation even
for directions which have not been sampled during the measurements.
Empirical Models
Empirical models are typically not physically motivated, but provide a class of
functions that can be used to approximate BRDFs. One of the earlier lighting
models in the field of computed graphics has been proposed by Phong [Phong75]
which consists of a diffuse term and one specular lobe. Unfortunately, this empir-
ical model is neither energy conserving nor reciprocal and is only well-suited to
approximate plastic-like materials. Lewis corrected these problems [Lewis93] and
Blinn [Blinn77] adopted the model for more realistic reflections. Here, we present
the Blinn-Phong Model [Blinn77] which computes the specular component based
on the halfway vector hˆ:
fr(lˆ, vˆ) =
ρd
pi
+
ρs
(nˆ · lˆ)
(hˆ · nˆ)N . (2.30)
The reflection properties are modeled by three parameters only: a diffuse coeffi-
cient ρd, a specular coefficient ρs and a specular exponent N .
A more expressive model based on the Phong model has been presented by
Lafortune et al. [Lafortune97]. It can handle off-specular peaks, backscattering
and even anisotropy:
f(lˆ, vˆ) =
ρd
pi
+
∑
i
[Cx,i(lxvx) + Cy,i(lyvy) + Cz,ilzvz]
Ni . (2.31)
The specular part is formed by a combination of several specular lobes.
Anisotropy is achieved by different values of Cx,i and Cy,i. The lobe is forward-
reflective if Cx,i is negative and retro-reflective if Cx,i is positive. The off-
specularity of the lobe is expressed by the ratio between Cx,i or Cy,i and Cz,i.
We make use of the anisotropic Lafortune model in Chapter 6 and 7.
Microfacet Models
Other models derive the specular part supposing a distribution of microfacets
forming the surface. In the Torrance-Sparrow model [Torrance67] the specular
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component is influenced by the distribution of normal directions of the micro-
facets. The model further accounts for shadowing and masking with respect to
the normal distribution function and includes a Fresnel term for off-specularity.
While the Torrance-Sparrow model assumes a Gaussian distribution of micro-
facets, Ashikhmin [Ashikhmin00a] derived a shadowing and masking term for
arbitrary distributions.
A model for anisotropic reflections has been proposed by
Ward [Ward Larson92]. He assumes the normals to be distributed follow-
ing an elliptical Gaussian. It is an empirical BRDF model without a shadowing
term nor a Fresnel term:
fr(lˆ, vˆ) :=
ρd
pi
+ρs
1√
(lˆ · nˆ)(vˆ · nˆ)
1
4piαxαy
·exp

−2
(
hˆ·tˆ
αx
)2
+
(
hˆ·bˆ
αy
)2
1 + hˆ · nˆ

 . (2.32)
The anisotropy is indicated by different values for αx and αy defined along the
tangent tˆ and bi-normal bˆ at the surface point. Ward has shown that his model
approximates measured data like brushed aluminum sufficiently well.
To describe anisotropic reflections Poulin and Fournier [Poulin90] model the
surface as being composed by oriented cylindrically shaped grooves or bumps.
They also derived a shadowing and masking term for this structure. The model
by Banks [Banks94] emulate fibers defined by a gradient direction per pixel.
Other physical effects like interference with the surface microstructure are
included in the BRDF model by He et al. [He91]. BRDF Models based on single
scattering in subsurface scattering materials have been presented by Hanrahan
and Krueger [Hanrahan93] and later by Koenderink et al. [Koenderink96b].
Various other BRDF models have been developed in the fields of computer
vision, or astronomy.
Appearance of objects in this thesis is modeled by fitting the parameter of the
Lafortune model to BRDF samples obtained from a sparse set of input images.
Other parametric models may however be used as well. We preferred parametric
models since the input data is too sparse for a tabulated representation. Before
we detail our techniques we give an overview over alternative ways to represent a
high-quality 3D model.
Chapter 3
Related Work on 3D Object
Acquisition
The appearance acquisition and representation of real-world objects has recently
received a lot of attention in the computer graphics and computer vision com-
munity. Following the taxonomy of Figure 3.1 the common approaches can be
grouped into four different categories with regard to the complexity and flexibility
of the representation: In the simplest case, diffuse textures are mapped onto the
2D surface of a geometric model parameterized by (p, q). A 4D data structure is
necessary to represent view-dependent effects. Considering the viewing direction
vˆ expressed by azimuth and elevation, allows the object to be rendered from arbi-
trary viewpoints in a fixed environment. If the dependency on the incident illumi-
nation are to be modeled, another two dimensions are required to respect the light
direction lˆ. To obtain a relightable model one can either densely sample the inci-
dent and outgoing directions and use the sampled data directly for rendering, or
one may describe the reflection properties as a spatially varying BRDF estimated
from a sparser sampling. The task of capturing real world objects by means of
images is is called image-based modeling and rendering. Since the most impor-
tant input to the mentioned approaches are images of the original object, they may
be seen as specific image-based modeling and rendering applications. However,
each category makes different assumptions on the representable effects or objects.
Correlated to the assumptions, each category has a different acquisition setup, and
they require drastically different numbers of input images.
The work presented in this thesis is closely related to two of these categories.
Chapter 5 is related to the acquisition of diffuse textures. All subsequent tech-
niques in this thesis deal with fitting spatially varying BRDF models to sparsely
sampled data. In the following, we will first introduce the different approaches
and related publications before we discuss their relative advantages and disad-
30 Chapter 3: Related Work on 3D Object Acquisition
Ignore subsurface scattering Assume directional light source
Ignore dependency on
incident light direction
Spatially Varying BRDF (BRDF) - 6D Bidirection Texture Function (BTF) /Reflectance Field - 6D
General Object Representation
(BSSRDF) - 8D
Ignore dependency on viewing direction
 (Assume diffuse reflection)
Light Field / Surface Light Field- 4D
Diffuse Texture - 2D
Ignore dependency on
incident light direction
Figure 3.1: Taxonomy of Object Representation Techniques.
vantages at the end of this section. Other surveys on 3D object acquisition with
different focus have been presented in [Bernardini02a] or [Ikeuchi01].
3.1 Acquisition of Textured 3D Models
The most widely used technique to represent the appearance of 3D objects nowa-
days is to map photographs as textures onto the 3D geometry of the object, con-
sidering static objects [Rushmeier98, Matsushita99, Neugebauer99, Rocchini99,
Lensch00, Iwakiri00, Lensch01a, Bernardini01] or deformable objects like faces
[Guenter98, Ip96, Pighin98]. To acquire a complete object including 3D geometry
and texture one must run through the 3D object acquisition pipeline in Figure 3.2.
Although we exemplify the pipeline in this section for the case of diffuse texture
acquisition, parts of it will be picked up in the other categories capturing more
complex appearance, as well.
3.1.1 3D Geometry Acquisition
The first step in the 3D acquisition pipeline is to capture the 3D geometry of the
object, unless it is already provided as a CAD model. A recent survey on the field
of 3D acquisition has been given by Bernardini and Rushmeier [Bernardini02a].
We will only summarize the main steps in acquiring a 3D geometry model. Ge-
ometry acquisition is typically accomplished using a 3D scanner, in our case a
laser range scanner based on triangulation. The 3D scanner measures the distance
from the scanner to the object’s surface for a set of points. Other scanners use
triangulation by projecting a structured light pattern, or measure the time of flight
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model generation
registration  and
interactive display
appearance  and3D geometry acquisition texture acquisition
acquisition
object
additional processing
Figure 3.2: 3D Object Acquisition Pipeline. Depending on the applied techniques
geometry acquisition, texture and appearance acquisition, and registration depend
on each other in different configurations.
to obtain the distance. The output of a single scan is a range map of the object
from one view. Several scans are necessary to record complete information about
an object.
The most complicated task in geometry acquisition is to combine, or integrate,
the information of the individual scans. The integration requires registration of all
range images into a common coordinate system. This task is often performed by
a three-step process: A rough initial alignment is done by hand or is provided by
a tracked scanner or a rotation platform. It is followed by a high-precision pair-
wise alignment of successive scans. The pair-wise problem is often solved algo-
rithms based on the iterative closest point (ICP), originally introduced by Besl and
McKay [Besl92] where the transformation between two scans is obtained by min-
imizing the distances between transformed points of one scan to corresponding
points on the other scan. Different methods have been proposed to determine the
corresondence for robust registration [Chen92, Zhang94]. Sequential alignment of
multiple views unfortunately accumulates registration errors. In a final multi-view
registration the error is distributed to all scans [Turk94, Bergevin96, Pulli99].
The registration is followed by mesh merging or integration. One can follow
basically three different approaches to obtain a single triangle mesh of multiple
scans: Delaunay-based methods, surface-based methods, or volumetric meth-
ods. In the first category a point cloud is formed collecting all pixels of the
range images. The final mesh is obtained as a Delaunay-triangulation of the
point cloud (see [Edelsbrunner98] for a review of these techniques). An al-
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ternative way creates an individual mesh for each range map and connects the
surfaces of neighboring scans by local operations [Turk94]. In the last category
a volumetric signed-distance field is computed based on the data of the range
maps and the mesh is extracted as the iso-surface using the marching cube algo-
rithm [Curless96, Wheeler98].
To accelerate the display of an scanned triangle mesh the mesh may be deci-
mated and smoothed to reduce the effect of noisy vertices [Garland97, Kobbelt96].
Given the 3D geometric model we can proceed to acquire the texture of the object.
3.1.2 Imaging All Visible Surfaces
If an object’s surface should be entirely digitized, the first step is to collect texture
data for all visible surfaces. A set of camera positions must be determined from
which every part of the surface is captured by at least one image. The process of
finding a reasonable set is also known as view planning. For a given geometric
model and a set of possible positions, Matsushita et al. [Matsushita99] determine
the optimal set of required views respecting the elevation angle of the local view-
ing direction. The camera positions are restricted to discrete points on a sphere
around the object. Stuerzlinger [Stu¨rzlinger99] finds a minimal set of view points
within the volume of all possible camera positions. He uses hierarchical visibility
links to first determine optimal subregions using a simulated annealing approach,
and then selects optimal points within these regions.
This is just a short list of references to view planning related to texture ac-
quisition. A more general overview on the field of view planning is provided in
Chapter 7 where we develop a view planning algorithm for the task of BRDF
measurements.
3.1.3 Image-to-Geometry Registration
After recording the images, the camera position and rotation relative to the 3D
model must be determined for each view. If geometry and texture are acquired at
the same time with the same sensor as in [Sato97, Pulli97, Furukawa02], the im-
ages are already aligned to the range images, and a pure 3D registration algorithm
like the ICP [Besl92, Bergevin96] can be applied. The use of a calibrated gantry
can also replace the registration. In all other cases, one can basically follow two
different approaches for the image-to-geometry registration.
The first approach selects a set of points in each image which correspond to
known points on the model’s surface. From these correspondences the camera
transformation for the current view can be directly derived using standard camera
calibration techniques, e.g., [Tsai87a, Zhang99b, Zhang99c]. However, the prob-
lem is to find these pairs of points. Depending on the object there may be geomet-
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ric feature points which can be easily located in the images, and thus can be de-
tected and assigned automatically. Kriegman et al. [Kriegman92] use T-junctions
and other image features to constrain the model’s position and orientation. Others
attach artificial landmarks to the object’s surface which are detected automatically
in the images [Guenter98, Marschner99]. But these marks destroy the texture and
have to be removed afterwards. If no extraordinary points can be detected auto-
matically one may of course select corresponding pixels manually, which actually
is a commonly used but tedious method [Pighin98, Rocchini99, Debevec96].
Instead of directly searching for 3D–2D point pairs, one may inspect larger
image features like the contours of the object within each image. The correct
camera transformation will project the 3D model in such a way that the outline of
the projected model and the outline in the image match perfectly except for small
errors due to imprecise geometry acquisition.
Many previous algorithms try to find the camera transformation by minimizing
the error between the contour found in the image and the contour of the projected
3D model [Brunie92, Lowe91, Neugebauer99, Matsushita99, Ip96]. The error is
typically computed as the sum of distances between a number of sample points
on one contour to the nearest points on the other [Neugebauer99, Matsushita99].
Another approach computes the sum of minimal distances of rays from the eye
point through the image contour to the model’s surface which are computed using
3D distance maps [Brunie92].
To recover the different camera parameters, any kind of non-linear optimiza-
tion algorithm like Levenberg-Marquardt, simulated annealing, or the downhill
simplex method can be used (see [Press94] for an overview). During the opti-
mization many different settings for the camera parameters are tested in order to
guide the algorithm towards a minimum. For each test the error function has to be
evaluated which is quite costly for contour-based distance measurement since the
model must be projected and the point distances to the projected contour must be
calculated for a sufficient number of points. In Chapter 5 we present a different,
more efficient algorithm to calculate the distance between silhouettes instead of
contours.
Beside geometry-based 3D–2D registration, the texture/image information it-
self may be used to register the different views relative to each other. For 2D–2D
image registration a number of techniques have been developed [Brown92]. Based
on this pairwise registration a global optimization for all incorporated views can
be performed as demonstrated by Neugebauer et al. [Neugebauer99], whereas
Rocchini et al. [Rocchini99] use the image information only to align the textures
in those regions where different textures have to be blended during rendering.
The image-to-geometry registration algorithm introduced in Chapter 5 takes into
account both the silhouette and the texture itself.
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3.1.4 Texture Preparation
After registration, the mapping from surface parameters to texture coordinates is
known for each view. A single image can be mapped onto the object by common
graphics hardware supplying projective texture mapping [Segal92]. If multiple
views are incorporated one must determine which image is best to be mapped onto
which part of the surface. Here, the angle between the viewing direction during ac-
quisition and the surface normal may be considered [Rocchini99, Matsushita99].
Special care must be taken at boundaries of surface regions which are textured
with data from different images. To create a smooth transition between the re-
gions the textures must be blended appropriately. Rocchini et al. [Rocchini99]
even precompute this blending into a new texture to speed up the entire rendering
process.
The resulting texture may also be composed by all observations at once. Rush-
meier et al. [Rushmeier97, Rushmeier98] and Bernardini et al. [Bernardini01] de-
rive a view-independent diffuse texture from multiple images of the object lit by a
point light at known positions. A diffuse texture consistent with multiple uncon-
strained observations has been extracted by Callieri et al. [Callieri02]. Although
the optimized texture has high quality it is not possible to correctly render the
digitized object in new lighting environments.
Texture Atlas
Besides the extraction of diffuse color data, the mapping of all texture data into a
single image, a texture atlas, is important for efficient rendering. The problem of
creating a texture atlas is closely related to the problem of surface parameteriza-
tion. A texture atlas may simply be constructed by packing all relevant parts of
the original images into one single large texture [Rocchini99] resulting in many
disconnected texture patches. We will follow a similar approach in order to keep
the maximum sampling rate provided by the input images.
Another way to construct texture atlases considers only the geometry of the 3D
mesh. A projection of the mesh into the 2D plane is performed minimizing texture
stretch and distortion on the surface, as for example proposed in [Marschner98,
Piponi00, Sander01, Sorkine02]. For general meshes it is necessary to introduce
cuts on the surface which may partition the surface into distinct patches.
Rendering an object represented by a polygonal mesh augmented with a dif-
fuse texture atlas is trivial since texture mapping is supported by all 3D graphics
boards nowadays.
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3.1.5 Warping-Based Techniques
For diffuse objects, polygonal meshes are not the only way to represent ge-
ometry information. Instead, per-pixel geometry may be stored for each pixel
in the 2D image. Image warping is used to render the pixels at the cor-
rect screen position for a desired view [Beymer96, McMillan95]. The warping
can be performed in two ways: forward, by looping over all pixels in the in-
put images and projecting them into the output image, or backward, by sam-
pling for each output pixel the corresponding pixels in the input images. Ef-
ficient warping algorithms have been proposed as pure software implementa-
tions [Smith87, McMillan95, Chen99, Oliveira00] or exploiting graphics hard-
ware [Schaufler98, Kautz01].
To represent an entire object more than a single image is required. A complex
environment has been rendered by McAllister et al. [McAllister99] using multiple
images with depth information. Shade et al. [Shade98] introduced layered depth
images (LDI) which merge the information of multiple views in one data structure.
At each pixel in a LDI intersection points and color of all surfaces are stored that
intersect with the ray defined by the pixel. Six LDIs with a common center of
projection have been combined by Oliveira and Bishop [Oliveira99] resulting in
so-called image-based objects. LDI trees [Chang99] further extend the concept of
LDI to represent complete environments by a multi-resolution representation with
hierarchical space partitioning.
3.2 View-Dependent Representations
All previously mentioned techniques assume diffuse reflection properties. They
can only reproduce view-independent shading effects. In this section we present
techniques that can capture and render view-dependent effects using data that cap-
tures each point in the scene from multiple viewpoints. The most important rep-
resentatives of this category are light fields and lumigraphs, explained in Sec-
tion 3.2.4.
3.2.1 The Plenoptic Function
All view-dependent appearance representations can be derived from the plenoptic
function which was introduced by Adelson [Adelson91]. It represents the radi-
ance at every point in a scene [x, y, z]T in every direction (θ, φ) depending on
wavelength λ and time t:
p = P (θ, φ, λ, x, y, z, t) (3.1)
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For static scenes the time may be neglected, and the dependency on the wave-
length is frequently reduced to three RGB samples.
3.2.2 Panoramas and Mosaics
One of the first attempts to represent view-dependent information was Apple’s
Quicktime VR [Chen95]. It uses a number of 360◦ panoramic pictures of a scene
and allows for reconstruction for fixed viewpoints and arbitrary viewing direction.
McMillan et al. [McMillan95] augmented a similar approach in order to enable
smooth transition between the discrete viewpoints in the given environment.
Similar to panoramas are Multiple-Center-of-Projection Images introduced by
Rademacher et al. [Rademacher98]. The vertical pixel columns of such a 2D
image are taken from slightly different view points along a continuous path us-
ing a slit camera. Multiple of these images taken along concentric circular paths
have been combined by Shum et al. [Shum99] forming concentric mosaics. The
captured environment can be observed from arbitrary viewpoints within the outer
most circle by linear interpolation of the multiple images.
3.2.3 View-Dependent Texturing
While panoramas and mosaics are more tailored to allow free movement within
an environment the following techniques concentrate more on the inspection of
an object from different view points. Debevec et al. [Debevec96] model ar-
chitectural scenes from airborne photographs. A coarse geometry model of the
scene is textured selecting different photographs depending on the selected view
point. Different metrics have been proposed to blend the pictures of multiple view
points [Pulli97, Debevec98, Buehler01] to obtain the final image.
Matusik et al. [Matusik00] introduce a technique called image-based visual
hulls. In their approach a dynamic 3D model is captured using eight video cam-
eras. Based on silhouette information they infer 3D geometry to which view-
dependent texturing is applied.
3.2.4 Light Fields
Another category of methods that aim on representing real word objects are light
fields [Levoy96] and lumigraphs [Gortler96]. Compared to techniques presented
in the previous section, where the space of outgoing directions is only sparsely
sampled, light fields and lumigraphs typically provide a very dense sampling of
the outgoing radiance.
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Two-plane parameterization
A light field is closely related to the plenoptic function (Equation 3.1). The dif-
ference is that a light field models wavelength typically only by an RGB triple
and does not depend on the time, which means that it can represent static scenes
only. Therefore, it is a five-dimensional function, dependent on the location and
the viewing direction.
However, the 5D representation may be reduced by one dimension in free
space since radiance does not vary along one ray until it hits an occluder. Hence
we may restrict all points to lie on a convex hull of the considered object, ending
up with a 4D parameterization of all possible rays. A reasonable representation of
this 4D function is given by the so-called two-plane parameterization where all
possible rays are parameterized by their intersection point with two parallel planes
as demonstrated in Figure 3.3. For each ray the light field stores the radiance
traveling along the ray. The corresponding data structure is usually denoted light
slab.
(s,t)
(u,v)
(s,t)−plane
(u,v)−plane
s
t
v
u
Figure 3.3: Two-plane parameter-
ization of a light field. The eye
points form the (s, t)-plane while
the (u, v)-plane represents the pro-
jection plane.
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Figure 3.4: The radiance of one ray
is obtained by quadri-linear interpo-
lation of the radiance values of the
16 rays through the surrounding grid
points.
As can be seen in Figure 3.3, all rays passing through one point in the (s, t)-
plane sample a perspective image of the scene with (s, t) as the center of projec-
tion and the (u, v)-plane as the projection plane. One may consider a light slab
as a two-dimensional array of 2D images with eye points regularly placed on the
(s, t)-plane. This is why the planes are also denoted eye-plane and image-plane.
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Both planes are typically discretized into a regular grid, storing radiance val-
ues only for the rays passing through the grid points. An arbitrary ray intersecting
one cell on the (s, t) and another cell on the (u, v)-plane is surrounded by 16
rays through the vertices st0, . . . st3 and uv0, . . . , uv3. An example is shown in
Figure 3.4. The desired radiance value is obtained by quadri-linear interpolation
of these sixteen samples. In [Gortler96], Gortler et al. introduced an approach
using graphics hardware to carry out the quadri-linear interpolation which sig-
nificantly speeds up the rendering process. The reconstruction of a light field is
basically independent of the scene’s geometric complexity, For high-resolution
light fields this interpolation technique works fine. However, if the resolution is
decreased, only points in the (u, v)-plane will appear sharp, while blurring will
increase with respect to the object’s distance to the image plane. To combat this
problem Gortler et al. augmented the light field by some geometric information
(see again [Gortler96]). This extended light field is usually called lumigraph.
A coarse polygon mesh approximating the object is used to determine the depth
along the sampling rays. Based on this depth information, the weights for the
interpolation are corrected. This way sharp contours of objects stored in a lumi-
graph can be achieved even for low resolutions. Other rendering techniques are
based on per-pixel geometry. Here, new views are generated by warping the input
images (see Section 3.1.5) and weighting the contributions of different inputs to
one output pixel with respect to the selected viewing direction [Schirmacher00].
3.2.5 Surface Light Fields
Another parameterization of light fields has been introduced by Miller [Miller98].
There, the light field is closely coupled to the geometry of the reflecting object.
The light field’s u and v parameters are chosen to match the surface parameters,
and thus every sample in the light field is associated with a location on the sur-
face, hence the name surface light field. The remaining s and t parameterize the
hemisphere of directions above some surface point (u, v), see Figure 3.5.
Wood et al. [Wood00] acquired and compressed surface light fields by prin-
ciple function analysis (PFA). We will also apply PFA in Section 6.5.2 for an
efficient representation of view and lighting-dependent data.
Unfortunately, the parameterization of surface light fields complicates the re-
construction procedure. At each vertex the viewing direction must be transformed
into the local coordinate system in order to compute the s and t coordinates. These
define a slice of the light field that can directly be used as a texture map applied to
the surface around the point (u, v). A fully hardware accelerated rendering tech-
nique for surface light fields has been proposed by Chen et al. [Chen02]. Buehler
et al. [Buehler01] present a technique that can handle both two-plane parameter-
ized light fields and surface light fields at the same time. The technique is very
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(u,v)
(s,t)
(s,t)
Figure 3.5: Surface Light Field. For each position on the object’s surface (u, v)
the outgoing radiance is stored for all directions (s, t).
similar to view-dependent texturing.
Attaching the light field directly to the object’s surface bears one major ad-
vantage: the contour of the surface will always appear sharp. But this is not
necessarily true for the applied textures if the directional resolution is low. The
resolution in s and t directly affects the quality of rendering specular highlights.
Furthermore, light fields can only capture the view-dependent effects, i.e. the dig-
itized object can be viewed from any direction, but it will always show the object
in the environment where it was during the acquisition. It is not possible to adapt
the incident lighting to new virtual environments.
3.3 Relightable Representations
Although light fields can represent the view-dependent appearance of an object
reasonably well, including moving highlights, it is not possible to relight the ob-
ject in order to show it in another environment and to account for different incident
illumination. Illumination-dependent representations are often captured using a
set of images showing the object in different illumination situations. A relit image
is computed as a linear combination of the pre-lit images.
Belhumeur and Kriegman have investigated the number of images that
are necessary to describe an object under all possible illumination condi-
tions [Belhumeur98] in the context of object recognition. They state that the
appearance of a diffuse object can be recovered by three images already. For
non-Lambertian objects more input images with different illumination are neces-
sary.
3.3.1 Scene Relighting
Early applications of scene relighting have been lighting design [Dorsey91] and
interactive walkthroughs [Airey90]. In their work the intensities of a fixed set of
light source could be adjusted, but arbitrary relighting is not possible.
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Nimeroff et al. rendered basis images illuminated by a set of steerable basis
function which then are combined linearly to approximate the effect of skylight at
different times of the day [Nimeroff94]. Steerable function have also been used
by Teo et al. [Teo97] in combination with principle component analysis to allow
efficient re-rendering.
Loscos et al. perform interactive relighting on real scenes based on a number
of photographs with known incident illumination and under the assumption of
diffuse surfaces [Loscos99, Loscos00]. Marschner presented a technique where
the incident illumination is recovered from a photography by inverse-lighting prior
to relighting the image [Marschner98].
The relighting of transparent and mirroring objects has been addressed by
Zongker et al. [Zongker99]. They introduced environment matting techniques.
The appearance of the object is captured for different light directions by dis-
playing various patterns on a CRT monitor. The techniques has been extended
for higher accuracy, faster acquisition [Chuang00] and more complex environ-
ments [Wexler02]. The environment matting approach has also been applied to
capture 3D geometry of mirroring surfaces [Tarini03].
While the techniques for general objects only acquire a sparse sampling of the
incident light directions, much higher quality can be achieved by a more dense
sampling.
3.3.2 Bidirectional Texture Functions
A denser sampling is for example performed with bidirectional texture functions
(BTFs) [Dana99], although at very high storage costs. BTFs acquire the view
and illumination dependent spatially varying appearance of more or less flat sam-
ples of a given complex material. A large set of images is captured showing the
sample from different view points and different incident light directions using a
directional light source. During acquisition the camera has to be placed at various
positions in the hemisphere above the sample taking several picture with differ-
ent incident light directions. BTFs actually capture spatially varying BRDFs in
tabulated form.
New views of the material are rendered by interpolating the data of the nearest
viewing directions as it is done in light field rendering. Changes in the incident
lighting are accounted for by adding up the weighted contribution of the data for
several light source directions. A large number of viewing and lighting direc-
tions have to be captured for a sufficient reconstruction quality. BTFs can even
reproduce faithful renderings of materials with complex mesostructure.
McAllister [McAllister02a] fits a spatially varying Lafortune model to very
densely sampled BTF data to reduce storage cost and make the task of rendering
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easier. The achieved results are impressive but the technique requires flat surfaces
and does not allow as complex mesostructure as when using the BTF data directly.
Several research groups are currently developing techniques to digitize art
paintings. The main focus of their work is to achieve a faithful representation
of the colors of the painting under various illumination conditions. Imai et al.
proposed and tested several methods to estimate the spectral reflectance of paint-
ings [Imai98, Imai01b, Imai01a]. The collected information can even be used to
identify the individual color pigments used by the artist. Similar work has been
performed by Tominaga et al. who additionally captured fine geometric detail and
normal information for an oil painting and fitted the parameters of a reflection
model [Tominaga01, Tominaga02].
Another representation of lighting dependent textures are polynomial texture
maps. They have been proposed by Malzbender et al. [Malzbender01] and are
suitable for hardware accelerated display of the acquire data. In order to allow
sparser sampling, Liu et al. [Liu01] synthesized new samples by reconstructing
the surface structure of the observed materials.
3.3.3 Reflectance Fields
While BTFs are typically used to represent a flat although complex material, re-
flectance fields are used to capture the viewing and lighting dependent appear-
ance of an entire object. The acquisition technique is however quite similar. De-
bevec et al. [Debevec00] describe a method for acquiring the reflectance field
of human faces. A video stream of the human is captured while a point light
source spins around his face. A simpler setup has been proposed by Masselus et
al. [Masselus02]. It allows for a manual setup of the light sources. Although the
initial setup acquires the reflectance field from one view point only, the technique
can easily be extended to allow for arbitrary views.
Magda et al. acquired two reflectance fields of one object to recover 3D ge-
ometry [Magda01]. For the second reflectance field, the distance of light source
to the object is increased, and geometry is reconstructed based on the slightly dif-
ferent observations. Matusik et al. [Matusik02a] acquire the reflectance field of
different even slightly translucent objects for different viewpoints and at the same
time reconstruct a view-dependent geometry representation of the object, so called
opacity hulls. The acquired data is directly used for rendering. This technique was
further extended to transparent and refractive objects [Matusik02b]. Furukawa et
al. [Furukawa02] also acquired the reflectance field of different objects and pro-
posed various compression techniques exploiting the coherence of the data.
Although the reconstruction results of acquired reflectance fields allow to
render the object in new environments with arbitrary lighting almost photo-
realistically, the number of acquired sample images for the viewing and lighting
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directions is very high. Debevec et al. [Debevec00] reported around two thousand
images for a single view point while Matusik et al. [Matusik02a] took several
thousand images for a complete reflectance field. The number of required images
lengthen the acquisition time (several hours) and occupy up to several GB of stor-
age for a single model. Except from [Masselus02] all presented techniques build
on an automated setup to obtain a dense sampling of the reflection properties.
3.4 Measurement of Bidirectional Reflectance
Distribution Functions
The last category does not render directly from the acquired data but transforms
the measured data by fitting a reflection model. The parameters of a reflection
model can often be determined using just a sparse set of input images. However,
sparser sampling comes along with a number of assumptions and restrictions prob-
ably limiting the types of materials that can be represented.
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0º contrast gloss
         specular gloss
30º    (reference)
30.3º distinctness-of-image
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45º    diffuseness
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Figure 3.6: Measurements of Gloss. Different kinds of gloss are measured as the
reflected radiance at specific incident and outgoing directions.
3.4.1 Gloss
A very restrictive approach is to represent the appearance only by the gloss mea-
sured for a surface. A lot of research in the field of appearance measurement has
been focused on the measurement and classification of individual materials for
quality control and specification purposes – mostly in industrial applications. A
lot of measures for individual aspects of surfaces have been derived and corre-
sponding measurement tools have been developed. Due to their focus on single
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materials and specialized measurement devices these techniques are however not
applicable to the acquisition of whole objects with varying surface properties.
Hunter and Harold [Hunter87] present a detailed overview in this field.
Gloss is a qualitative measure to describe the specular appearance of a homo-
geneous material. Hunter and Harold distinguish several types of gloss, express-
ing different visual effects.
Specular gloss is measured for the exact mirror direction.
Sheen measures the shininess at grazing angles.
Contrast gloss or luster is a relative measure between specular reflecting areas
and other areas.
Bloom and haze describe the milky appearance, adjacent to specular reflections.
Distinctness-of-image gloss measures the sharpness of mirror images, relevant
for high-gloss surfaces.
In addition to the gloss one may express the diffuseness of a high-gloss surface
by a measurement far of the mirror direction. Measurements of gloss are taken
at specific incident and outgoing angles with respect to the surface normal, and
many different measurement setups have been proposed (see [Hunter87]). One
example set of specific angles is illustrated in Figure 3.6.
3.4.2 Gonioreflectometer
A sparse set of discrete measurements of the reflection properties is clearly not
sufficient to represent all possible effects. A dense sampling of the BRDF can
be acquired using a gonioreflectometer. A gonioreflectometer consists of a light
source and a photometric sensor. The setup is depicted in Figure 3.7(a). During
one measurement light source and sensor are positioned at various angles covering
the entire hemisphere above a flat sample of a homogeneous material. At each
position one sample of the BRDF is measured resulting in a tabulated BRDF.
Instead of moving the sensor and the light source one may keep the sensor fix and
rotate the surface instead to cover the full range of directions (see Figure 3.7(b)).
Goniometric measurements are often performed for a large range of wavelengths
of the visible spectrum which allows for high-quality color reproduction.
Gonioreflectometers are designed to obtain reproducible results of high preci-
sion. For the purpose of measuring the appearance of an object gonioreflectome-
ters are not suitable for two reasons: Gonioreflectometers are relatively slow since
the sensor and the light source have to be repositioned for every pair of incident
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and outgoing direction, yielding a single BRDF sample. In addition, gonioreflec-
tometers measure the BRDF of only a single material at a time. The device would
have to be positioned at every point on the surface separately to capture spatially
varying materials.
(a) (b)
Figure 3.7: Principle Setup of a Gonioreflectometer. (a) A light source and a pho-
tometric sensor take BRDF samples for each pair of directions of the hemisphere
above a flat homogeneous surface sample. (b) Alternative setup: the sensor is
fixed and the sample is tilted instead.
Figure 3.8: Image-Based BRDF Measurements. Images of a curved homogeneous
object lit from various directions provide a huge number of BRDF samples due to
the varying surface normal.
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3.4.3 Image-Based Measurements of
Homogeneous BRDFs
More recently, image-based approaches have been proposed which significantly
speed up the measurement of BRDFs. These methods are able to acquire a large
number of samples at once by using a digital camera instead of a single sensor.
Each pixel of a camera image may capture a different BRDF sample. For ex-
ample, Ward [Ward Larson92] uses a hemispherical mirror to sample the exitant
hemisphere of light with a single image. Instead of using curved mirrors, it is also
possible to use curved geometry to obtain a large number of samples with a single
image, as demonstrated in Figure 3.8. Images of curved objects will show for
each pixel a slightly different normal direction and thus a different viewing and
lighting direction in the local tangential coordinate frame of every point. This ap-
proach is taken by Lu et al. [Lu98], who applied cylindrical surfaces. Marschner
et al. [Marschner98, Marschner99] propose a method to measure the BRDF of
arbitrarily shaped objects. The geometry of these objects is measured in a prepro-
cessing step using a range scanner.
While the previous techniques allow to measure the BRDF only in a controlled
environment where all light incident on the object is emitted by a single light
source with known position Ramamoorthi and Hanrahan [Ramamoorthi01b] and
Gibson et al. [Gibson01] proposed inverse rendering algorithms that do not need a
carefully controlled environment. The reflection properties and the incident light
field are reconstructed at the same time allowing arbitrary incident illumination.
The only requirement on the incident illumination is that enough high frequencies,
e.g., point light sources, are present.
3.5 Sparsely Sampled Spatially Varying
BRDFs
The reflection properties of a single material can only partially represent the ap-
pearance of a 3D model since most objects consist of more than a single material
and may show subtle variation of the reflectance even within a single material,
e.g., caused by imperfections, dust, scratches, and so on. Realistic representations
can only be obtained if spatial variation is taken into account.
Sato et al. [Sato97] take several images of an object from different view points
with different lighting and fit a Torrance-Sparrow model [Torrance67] to the data.
They consider high-frequency variations for the diffuse part of the BRDF but only
per-triangle variations for the specular part. This is also the case for the work by
Marschner et al. [Marschner00] who recover the BRDFs of faces.
Yu and Malik [Yu98] capture the reflection properties of architectural scenes
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respecting the illumination by the sun, skylight and even from the environment.
To reconstruct indoor scenes Yu et al. setup some point lights at known positions
and consider the indirect illumination in an iterative process [Yu99]. Again only
the diffuse part varies freely, but they allow anisotropic reflections. In [Gibson01]
incident illumination and BRDFs are reconstructed at the same time by investi-
gating shadows similar to [Sato99].
Indoor scenes with anisotropic patches are also reconstructed by Boivin and
Gagalowicz [Boivin01] based on the observations from just a single image. Sev-
eral constraints are enforced to fit the parameters. Although the method is able to
reproduce the input image reasonably well, the estimated BRDFs lack precision
due to undersampling.
The appearance of objects with initially unknown illumination has been ad-
dressed by Ramamoorthi and Hanrahan [Ramamoorthi01b] and Nishino et al.
[Nishino01b]. Nishino et al. reprojected specular highlights into an environment
map to estimate incident illumination. In [Ramamoorthi01b] the reconstruction is
performed using a spherical harmonics representation of both the incident illumi-
nation and the BRDF. The authors also derive conditions under which the com-
bined inverse problem is well-posed: The BRDF can only be recovered up to the
highest frequency of the incident illumination and vise-versa. In both approaches
the specular part is assumed to be constant over the entire object.
In Chapter 6 we present a technique that recovers per-pixel specular variation
across the object’s surface under the illumination of a known point light source.
To obtain reliable BRDFs, surface points belonging the same base material are
grouped by a clustering process. Later, per-pixel BRDFs are obtained as a linear
combination of the basis materials. The technique has been taken up by Li et
al. [Li02] who apply a clustering approach to single-image observations. The
acquired BRDF samples of different pixels contribute to one another’s estimate
depending on their relative location on the surface and on the similarity of their
reflection properties.
3.6 Normal Maps
Reflection properties together with measured photometric data can also be used
to derive geometric information of the original object. Photometric stereo ap-
proaches (see [Zhang99a] for an overview) have been developed to extract geo-
metric information from a set of pictures with different lighting conditions. The
shading information is used to compute surface normals and depth values.
Rushmeier et al. calculate normal directions at every visible surface point
from a set of images showing the same view of an object illuminated by
a point light source placed at different but known positions for each image
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[Rushmeier97, Rushmeier98, Bernardini01]. Besides the normal direction the
diffuse color (albedo map) is reconstructed by solving a linear system of equation
for each point. The technique assumes however the surface to be purely diffuse
(Lambertian) and simply discards the brightest radiance samples at each point to
circumvent specular highlights. Hereby valuable data is ignored. Additionally, as
the surface gets more and more glossy it is hard to guarantee that all remaining
samples show a purely diffuse reflection which is required to compute the cor-
rect normal direction. In Section 6.8 we use measured non-Lambertian reflection
properties to compute normal maps for arbitrary materials.
3.7 Discussion
Each of the above techniques for appearance acquisition has its specific strengths
and weaknesses. In Table 3.1 we compare the main representatives of each cate-
gory with respect to various criteria.
In the first six rows one can observe a steady increase in the number of views
that are captured to obtain a model. This increase correlates to the complexity
of the representable appearance. In order to acquire a diffuse texture rather few
views are sufficient, representing view-dependent effects adds almost one order
of magnitude, and another increase is necessary if relightable models for various
viewing directions are captured. While light field and reflectance field techniques
are able to represent almost arbitrary objects, they also complicate the acquisition
process and create a huge amount of data which poses serious problems during
rendering. The last row in Table 3.1 indicates however that the number of neces-
sary views can be drastically reduced if the reflection properties of the object are
assumed to be representably by a low-parameter BRDF model. The appearance
of an opaque object can to some extent be recovered spending roughly the same
number of views necessary to acquire a diffuse texture.
Since the goal of this dissertation is to create visually convincing models we
need to take illumination effects into account. Techniques that only recover diffuse
texture of an object or light field techniques are therefore clearly not sufficient.
In Chapter 5 we anyway present a method to capture a textured 3D models. The
main contribution of the chapter is on high-quality image-to-geometry registration
which forms the basis for all subsequent techniques presented in this thesis.
Besides representing illumination-dependency, we aim at an efficient acqui-
sition regarding the cost of equipment, the required time and the amount of data
produced. Reflectance fields and opacity hulls require an automatic setup with
computer controlled gantries to perform the acquisition. In order to avoid a com-
plicated setup we concentrate on techniques that recover spatially varying BRDFs
from a rather sparse set of input images.
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[Sato97] - PL - - patch + -
[Lu98] - PL - - object + +
[Yu98] - E + - object + -
[Yu99] - E + - patch + +
[Marschner00] - PL - - patch + -
[Gibson01] - E + + patch + -
[Boivin01] + E + - patch + +
[Ramamoorthi01b] - E - + object + -
[Nishino01b] - E - + object + -
[Li02] + PL - - pixel + -
Chapter 6 - PL - - pixel + -
Table 3.2: Comparison of algorithms acquiring spatially varying BRDFs from
sparse sets of images. BRDF measurements are performed using point lights (PL)
or allowing arbitrary environments (E). Major differences are with respect to the
variation of the specular part which is frequently restricted to be constant over
some surface area.
In this category various techniques have been developed prior or concurrently
to this dissertation. The new technique in Chapter 6 removes some of the restric-
tions imposed by previous algorithms. As can be seen in Table 3.2, all previous
techniques permit spatial variation in the diffuse part only while the specular part
is kept constant for one patch or for the entire object. Our technique presented in
Chapter 6 recovers spatial variation of the specular part on a per-pixel level.
In our measurement technique we do not perform a complete global inverse
illumination but determine the BRDF based on the local illumination. Interreflec-
tions within the object are currently ignored. They may however be incorporated
easily as a further step at the end of the acquisition pipeline.
Except of [Ramamoorthi01b], none of the previous techniques analyze the
dependency of the quality of the resulting BRDFs on the selected views. In Chap-
ter 7 we perform such an analysis and derive a view planning algorithm for the
task of BRDF measurement.
Before we turn to the actual algorithms we first describe the equipment and
basic techniques that are applied for the measurements.
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Chapter 4
Acquisition Setup
A special purpose digital photo studio was built to generate high quality real world
input data for appearance measurements. Special attention was paid to carefully
control the lighting conditions in order to be able to acquire exact data about the
surface properties of objects using readily available digital camera technology.
This chapter discusses the specific demands and requirements that arise from
these goals for the equipment. We describe our requirements for each component
of the photo studio and to what extend they are met by the equipment we use.
The photo studio consists mainly of a digital camera, a 3D scanner, almost point
shaped light sources, and a low reflective (i.e., black) room. After describing the
equipment we will discuss basic algorithms that are used in our measurements to
derive high quality input data from the captured images.
4.1 The Camera
A camera is the central piece of hardware for any image-based measurement lab.
Analog cameras are not practical for this purpose, mostly due to the long de-
velopment cycle of the film, and the necessity to digitize the image afterwards,
which is either tedious or, if done by a photo lab, out of control of the researcher.
This leaves digital cameras as the most feasible option. The choice of a partic-
ular model has to be made based on a variety of criteria that have to be fulfilled
for different applications. These criteria, and the tradeoff between them will be
described in the following.
4.1.1 General Requirements
When using a camera as a measurement device, we demand that it records high
resolution image information with good accuracy (10-12 bit per color channel).
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Figure 4.1: Arrangement of individual colored pixels in a Bayer pattern sensor.
The camera should be able to deal with a variety of different lighting situations,
especially those that require long exposure times. Additionally, objects of differ-
ent sizes will be captured under various conditions which is greatly facilitated if
the lenses are interchangeable. Since the camera will be used for measurement
purposes, we would like to avoid introducing artifacts due to lossy compression
techniques such as JPEG. Finally, a very important criterion for simplifying the ac-
tual measurements is that the camera should be completely controllable remotely
from a computer. The measurements often require us to take series of images with
different exposure or aperture settings. Manual adjustment at the camera bears the
danger of slight changes in camera position and orientation and slows down the
measurement process considerably.
4.1.2 The Choice of Camera
As a result of the above discussion, we have decided for a high-end digital camera
intended for professional photography. In particular, we have chosen the Kodak
DCS 560, a single lens reflex (SLR) camera based on a 35 mm shutter Canon EOS-
1N body. It has all the usual features of current SLR cameras like an auto focus
and auto exposure system and can be used with most Canon EF auto focus lenses.
The 3040×2008 pixel imaging sensor produces images with 12 bit color depth.
It is possible to control the camera remotely via a serial IEEE 1394 FireWire
connection. In this case most of the settings can be changed by the host computer
and images can be acquired and downloaded via FireWire.
The camera uses a single CCD chip with color filters in front of the individual
pixels arranged in the Bayer pattern [Bayer76], as shown in Figure 4.1. This way, a
color image can be obtained with a single exposure, but every pixel will only have
information about one color channel corresponding to the color of its filter. This
means that the missing channels have to be reconstructed in order to get an RGB
tripled per pixel. This reduces the spatial resolution and can introduce artifacts.
The reconstruction is especially error prone at the borders of high contrast regions
or at small but very bright features exciting only a single pixel on the CCD.
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4.2 3D Scanning Devices
The other measuring device that is used in our applications is a 3D scanner. In
most cases the 3D model of an object is not available and we therefore have to
acquire it ourselves. For this task we used a Steinbichler Tricolite 3D scanner.
More recently, a Minolta Vi910 3D scanner was purchased including a rotary
platform. The latter scanner is self calibrating and thus easier to use. Although the
acquisition is still not completely automatic, the use of a rotary platform further
simplifies the geometry acquisition since it reduces the effort for rough initial
alignment (see Section 3.1.1). For mesh registration, merging, and editing the
commercial package Polyworks by InnovMetric was applied. Software developed
at MPI has been applied for mesh smoothing and simplification.
Two major problems were encountered when capturing the 3D geometry of
an object for the purpose of measuring reflective properties: Due to noise in the
single scans, the registration, mesh merging, and smoothing some geometric detail
is lost. The resulting mesh does often not provide sufficiently exact normals. If
the normal at a surface point given by the mesh does not match the original surface
normal the estimated BRDF will be affected quite severely.
The reflection properties we want to measure also cause another problem:
Both scanners produce the best results for homogeneous, diffuse, and almost white
surfaces. If the reflection properties vary or contain a significant specular compo-
nent the estimated depth values can be wrong or the scanner even provides no data
at all. As a consequence, we had to paint or powder some of our models or some
duplicate of them for 3D scanning, and cleaned them afterwards before measuring
the reflection properties.
4.3 The Lamps
For measurement purposes the applied light source has to be selected carefully as
well. The decision for a specific light source is based on the emitter geometry and
the lamp’s photometric properties.
4.3.1 Light Source Geometry
For many image-based rendering and vision algorithms the solid angle formed
by the incident light rays should be well defined and as small as possible for any
given surface point. This can be achieved by either using a parallel light source or
a point light source.
The most common parallel light source is a collimated laser beam. It is often
used in gonioreflectometers to measure the BRDF of a surface. But it is hard to
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illuminate a large object with collimated light as a lens with the same diameter
as the object is needed. Furthermore, a laser emits light of a single wavelength
which makes it impossible to record the color of the surface. Due to the coherence
of laser diffraction patterns are formed.
A point light source can be approximated by a nearly point shaped light source
or by a virtual point light source created by adding an aperture, a lens system, or a
reflector to a regular lamp. Placing a small aperture in front of a non-point shaped
light source leads to two problems. Only a small fraction of the emitted light will
pass the aperture, and the angular distribution of the light is rather inhomogeneous
as the aperture forms a pin hole camera which projects an image of the light source
onto the object. For a lens based light system the effective size of the light source
equals the size of the lens which is usually quite large. The same holds for a
system with a reflector unless it contains an ideal point shaped light source and
the light is always reflected in the direction it is coming from.
If a non-ideal light source is placed at a large distance from the object the
solid angle formed by the incident light rays becomes very small. As long as the
emitted light is constant over the solid angle covered by the object even non-ideal
light sources may be used to approximate point light sources.
4.3.2 Photometric Requirements
The irradiance at each surface point must be known in order to interpret the re-
flection properties based on the light reaching the camera from that point. It can
be determined by a calibration procedure for each setup. Nevertheless, it is much
more desirable to use a homogeneous point light source, emitting equally in all
directions.
In order to acquire high quality color information the spectrum of the emitted
light should be constant during a single photo session but also for several sessions
over the course of weeks or even months. Furthermore, the spectrum should be
approximately constant over the visible spectrum to allow for a good color repro-
duction [Osram GmbHa].
For practical reasons a point light source must be very bright since most of the
light (i.e. usually more than 90%) is not emitted in the direction of the object.
4.3.3 Real Lamps
Most of the photometric requirements in the previous section are also common
for photographic and cinematographic applications. But a point light source is
usually not desired as it produces very hard shadows and is rather unpleasant to
look at for human subjects.
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Figure 4.2: A HMI bulb mounted in a lamp. An electric arc is produced between
the two electrodes in the inner glass ball. The effective light source diameter is
smaller than 1 cm.
In photographic applications flash lamps are often applied. For BRDF mea-
surement purposes they are however not ideal, since they are not well suited for
high dynamic range imaging. Without continuous modeling light it is hard to pre-
dict which parts of the surface will be illuminated for a selected position of the
flash light.
Standard tungsten lamps often used in video applications are not ideal for our
purpose. Their low color temperature leads to poor color reproduction and yellow-
ish images which have to be corrected using filters or white balancing techniques.
Due to their low efficiency these lamps have to be rather strong producing a large
amount of heat.
These disadvantages can be overcome using HMI discharge
lamps [Osram GmbHb]. In these lamps a luminous arc burns between two
electrodes (see Figure 4.2). It produces a very bright light with a near daylight
spectrum. The efficiency is about 3 times the efficiency of tungsten lamps.
We bought Joker-Bug 800 lamps produced by the French company K5600.
They contain a special 800 W HMI bulb with a coating that shields the UV ra-
diation. In addition we have several reflectors and diffusor boxes which can be
mounted on the lamps to generate diffuse lighting situations commonly used by
photographers.
4.4 The Room
To perform the acquisition in a controlled environment a special room was set
up. It is divided into two parts – a small computer lab with additional storage
facilities for the equipment and the actual photo studio. People are able to work
in the computer lab, e.g., remote controlling the camera while the photo studio is
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Figure 4.3: The photo studio. This image was generated from a high dynamic
range image by applying a tone-mapper.
used to take images under controlled lighting conditions.
The most important requirement for the photo studio was that no light bounc-
ing of the walls, the floor, or the ceiling should illuminate the scene. This means
that as much light as possible must be absorbed by the walls, the floor, and the
ceiling of the room, and the applied materials should be as diffuse as possible, to
avoid disturbing highlights. Furthermore, no light from the outside (i.e., the com-
puter lab) should get inside the photo studio. As a result of this considerations the
walls and the ceiling were covered with thick black felt and a black needle fleece
carpet was put in.
Figure 4.3 shows an image of the interior of the photo studio in a working
situation. A high dynamic range image was generated from a series of images
with different exposure times as explained in the next section. By applying
a suitable tone-mapping operator (e.g., [Tumblin93, Ward94, Larson97]) the
dynamic range is compressed and more details can be seen.
Besides a controlled environment and suitable equipment, we applied a num-
ber of standard algorithms to further increase the quality of the images that are
used as input to our measurements. These algorithms concern image rectification,
noise removal and photometric calibration.
4.5 Geometric Camera Calibration and Image
Rectification
Most algorithms assume that images are acquired using a perspective projection.
This is true for pin hole cameras but not necessary for cameras with a lens system
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Figure 4.4: Image of a calibration object taken with a 14 mm lens.
which often show distortion effects. Good lens design can reduce the distortions
within the limits of physics, but especially for wide angle lenses, a geometric
correction needs to be applied to the acquired images.
The actual transformation of the camera’s lens system is described by its in-
trinsic parameters. In order to measure the parameters several images of a checker
board calibration object (see Figure 4.4) are taken with the same lens settings
(i.e., object distance, focal length) that are used to capture the actual images
of the object. An implementation of the Harris detector [Harris88] included in
Bouguet’s camera calibration toolbox [Bouguet00] is used to extract the feature
points from the calibration images. As the geometry of the calibration object is
known, it can be used to extract the intrinsic data such as the focal length and ra-
dial and tangential distortion coefficients using standard camera calibration tech-
niques [Heikkila97, Tsai87b, Zhang99c, Bouguet00]. With this information the
input images can be rectified resembling a perfect perspective projection.
4.6 Noise Reduction
Another issue to increase the quality of the input images is to remove noise. At
room temperature uncooled CCD sensors can produce a significant amount of
noise for exposure times larger than 1 s (see Figure 4.5). This noise seems to be
due to “hot pixels” on the chip which collect charge even when no light is hitting
them. The effect of fixed pattern noise for long exposures can be captured by a
series of long exposed dark frame images. We used the technique presented by
Goesele et al. [Goesele01b] to reduce the fixed pattern noise.
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4.7 Photometric Camera Calibration
BRDF measurements require photometrically calibrated input data to reproduce
an object’s reflection properties faithfully. The input images should correctly rep-
resent the radiance reflected by the object. This implies three things: one would
like to obtain linear response to the incoming radiance, the images should cover
a high dynamic range, and the reported color values should be in a well defined
color space independent from the applied light sources.
4.7.1 High Dynamic Range Imaging
The dynamic range of a camera, i.e., the ratio between the brightest and the darkest
luminance sample that can be captured in a single image, is for most cameras quite
small (on the order of 102−103). As the dynamic range of an object with specular
reflection properties can be much higher (e.g., about 106 between highlight and
shadow regions), some techniques have to be used to capture the full dynamic
range.
Several manufacturers have developed CMOS cameras that are capable of cap-
turing a sufficiently large dynamic range by either combining multiple exposures
or by the use of special imaging sensors. These cameras are typically video cam-
eras and provide only a limited resolution. Furthermore, the measured values are
quantized to 8–12 bits per pixel and color channel leading to a rather low preci-
sion. Since the applied Kodak camera does not provide such high dynamic range
images, the full range of most scenes has to be captured by multiple images.
In the computer graphics community, several authors proposed methods to ex-
tend the dynamic range of digital images by combining multiple images of the
same scene that differ only in exposure time. Madden [Madden93] assumes linear
response of the imaging sensor and selects for each pixel an intensity value from
the brightest non-saturated image. Debevec and Malik [Debevec97] and Robert-
son et al. [Robertson99] recover the response curve of the imaging system and
linearize the input data before combining them into a single high dynamic range
image. We used this approach for most of the measurements in the Chapter 6
and 7.
4.7.2 Color Issues
For a digital camera, the recorded color of an object depends on multiple factors:
the spectral response of the object, the color of the light source, the properties
of the optical system, the sensor, and the image processing steps applied by the
camera itself or other software. The goal is to faithfully record the object’s color
independently of all these factors.
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Figure 4.5: CCD noise. Excerpt from an image of a GretagMacBeth Col-
orChecker taken with the DCS 560 at a film speed of 80 ASA with 25 s exposure
time. The image shows four constant colored patches separated by a black cross.
The noise is mainly due to “hot pixels” on the CCD chip.
Figure 4.6: IT8.7/2 target used to capture the color properties of an imaging sys-
tem in order to generate an ICC profile.
In an ideal case, one would like to accurately measure the continuous spectrum
of the visible light. Measurement devices such as a spectrophotometer perform
therefore a very dense sampling of the spectrum. In contrast to that, most digital
cameras record only three color values per pixel (tristimulus values) [Hunt95]
obtained by integrating the incident spectrum with the response curve of each
CCD sensor. Since different spectra can result in the same tristimulus values
(metamerism) [Luther27] color measurements done with a tristimulus device are
always an incomplete representation of the actual spectrum.
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Color Management Systems
In order to relate the recorded color to well defined standards, color management
systems have become a standard tool. Hereby, an image of a test target with well
known properties such as the IT8.7/2 target (see Figure 4.6) or the Macbeth Col-
orChecker is taken and processed in the same way as all later images. The target
should ideally be a good representation of the colors in the considered scene. The
relation between the color values of the test target patches and the color values
reported by the camera is analyzed and used as calibration data. The Interna-
tional Color Consortium (ICC) introduced the ICC profiles [ICC98, Wallner] as
a standard way to store this information. ICC profiles map input color to a lin-
ear standard color space, the profile connection space (PCS). Other profiles are
used to convert data from the PCS into the color space of display or output de-
vices. Goesele et al. [Goesele01a], have shown that this color space can be used
to generate color calibrated high dynamic range images.
White Balance
A simpler calibration approach accounts only for the influence of the applied light
source. Depending on the selected light source the tristimulus values are multi-
plied with constant factors so that the color of the light source is recorded as white.
The influence of the light source on the recorded color of an object is hereby min-
imized. If the weights are not known beforehand they can be captured using a
standard gray card as reference.
4.8 Conclusion
The main challenge in building the photo studio was to find equipment that suites
our needs. As our requirement are in many cases different from the requirements
of traditional photographers we sometimes had to search for a long time until
we found a good solution. With the current equipment and the basic techniques
explained above we are able to capture the appearance of 3D models with very
high quality. How to use the equipment to acquire textures for real-world objects
is explained in the next chapter.
Chapter 5
Texture Registration
In this chapter a system is presented that automatically registers and stitches tex-
tures acquired from multiple photographic images onto the surface of a given cor-
responding 3D model. Within this process the camera position, direction, and field
of view must be determined for each of the images. For this registration, which
aligns a 2D image to a 3D model we present an efficient hardware-accelerated
silhouette-based algorithm working on different image resolutions that accurately
registers each image without any user interaction. Besides the silhouettes, also
the given texture information can be used to improve accuracy by comparing one
stitched texture to already registered images resulting in a global multi-view opti-
mization. After the image-to-geometry registration for each part of the 3D model’s
surface the view is determined which provides the best available texture. Textures
are blended at the borders of regions assigned to different views.
5.1 Introduction
Throughout the past years 3D rendering solutions have advanced in rendering
speed and realism. Because of this, there is also an increased demand for models
of real world objects, including both the object’s geometry and its surface texture.
Precise geometry is typically acquired by specialized 3D scanners while detailed
texture information can even be captured by consumer quality digital cameras.
Only a few 3D scanning devices are designed to capture 3D geometry and 2D
textures at the same time. Even if texture acquisition is supported it may be re-
quired to take the images under controlled lighting conditions with a special sensor
implying that the object of interest has to be placed in a fully controllable envi-
ronment while taking the pictures. In cases where photos and geometry are not
acquired by the same sensor, the images must be registered with the 3D model
afterwards in order to connect geometry and texture information.
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For this registration task we present a hardware-accelerated algorithm that
aligns an image to the 3D model as well as to other already registered images.
All stages of the algorithm can run completely automatically. Alternatively, the
user can skip some steps in the algorithm providing a rough alignment.
5.2 Overview / Contributions
Out of the set of the different tasks necessary to acquire a complete texture men-
tioned in the previous section, we present new solutions for the following ones:
• single view registration based on silhouettes (Section 5.4 and Section 5.5)
• global registration of multiple views with respect to image features (Sec-
tion 5.7)
• view-independent assignment of surface parts to the images providing the
best texture for the single part (Section 5.6)
• blending between textures at assignment boundaries (Section 5.6)
Although we briefly explain all necessary steps from image acquisition to render-
ing of the textured model, the main focus within this chapter is on novel techniques
for image registration.
5.3 Camera Transformation
During registration we have to determine the camera settings for each image that
maps it correctly onto the 3D model (Figure 5.1). In our system a pinhole camera
model is assumed. Up to seven camera parameters are recovered: the field of view
which is the only intrinsic parameter and is related to the focal length, and six ex-
trinsic parameters describing the camera pose and orientation. All other intrinsic
parameters like aspect ratio, principal point, or radial lens distortion are assumed
to be constant and known since they can be obtained easily using common cam-
era calibration tool kits (see Section 4.5), or they are simply ignored and set to
reasonable approximate values.
The camera position is expressed by the translation vector ~tc ∈ IR3, while the
orientation of the camera is described by (φx, φy, φz), the rotation angles about the
coordinate axes, which form a 3×3 rotation matrix R. These extrinsic parameters
determine a rigid body transformation that maps a point in world coordinates ~xw ∈
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Figure 5.1: Recovering the camera parameters for one image (left) allows to ren-
der the corresponding 3D model from exactly the same view (right).
Figure 5.2: Measuring the difference between the photo (left) and one view of the
model (right) by the area occupied by the XOR-ed foreground pixels.
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IR3 into camera coordinates (xc, yc, zc)T :
 xcyc
zc

 = R~xw + ~tc (5.1)
For a camera far away from the object this representation has the disadvantage that
a small rotation around the camera results in a large displacement of the object in
camera coordinates. If the point ~xw is instead rotated around the center of gravity
~g of the object the effects of rotation and translation are much easier to distinguish,
thus simplifying the optimization [Neugebauer99]. The translation is now given
by ~t = R~g + ~tc which actually is the position of the center of gravity in camera
coordinates. 
 xcyc
zc

 = R(~xw − ~g) + R~g + ~tc = R(~xw − ~g) + ~t (5.2)
To fully describe the camera transformation the points (xc, yc, zc)T are further
mapped to 2D image space (u, v):(
u
v
)
=
(
u0
v0
)
+
1
zc
(
F
α
xc
Fyc
)
, (5.3)
where (u0, v0) is the principle point (in our case the center of the image), α the
aspect ratio of width to height which must be provided by the user, F the focal
length. F is related to the field of view f by F = cot f
2
. Thus, the camera trans-
formation is determined by f and the vector pi = (φx, φy, φz, tx, ty, tz)T . For each
image these seven parameters have to be recovered by a non-linear optimization
of a similarity measure comparing the projected model to the object found in the
image.
5.4 Similarity Measure
Since we want to optimize seven parameters (φx, φy, φz, tx, ty, tz, f) we define a
function s : IR7 → IR which returns a scalar value for the specified camera
transformation expressing the similarity of the projected model and an image, i.e.,
with a small value indicating high similarity while the value increases when the
projected model and the image are misaligned. As this function s will be evaluated
quite often during the optimization process it is necessary that it can be computed
very quickly.
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At first, we have to define in which way we want to measure the similarity,
which feature space to be used. Since the 3D geometric model does not yet carry
any color information we are restricted to geometric properties. In contrast to
Neugebauer et al. [Neugebauer99] and Matsushita et al. [Matsushita99] who com-
pared the contour of the projected model to the contour in the image, we decided
to directly compare the silhouettes, which requires less computation. A silhouette
is the object projected onto a plane filled with uniform color while a contour is the
outline of the silhouette.
5.4.1 Segmentation
When rendering the model for a given view the silhouette can be generated simply
by choosing a uniform white color in front of a black background. Extracting the
contour instead of the silhouette would require further processing which we can
avoid.
To compare silhouettes the second silhouette must be extracted from the image
data. If the object is captured in front of a black background the image can be seg-
mented automatically by histogram-based thresholding. The threshold is chosen
directly after the first peak in the histogram which corresponds to the number of
very dark pixels. If the contrast between the object and the background is too low
(like in less controllable environments) other image processing techniques must
be applied. For example the semi-automatic algorithm presented by Mortensen
and Barret [Mortensen95] may be used to trace the contour in the image which af-
terwards can be filled automatically. This segmentation has to be done only once
for each image before starting the actual optimization and thus user interaction
seems acceptable in rare cases.
5.4.2 Silhouette Comparison
After extracting the silhouettes some kind of distance measurement between the
silhouettes has to be defined. The technique presented here can be carried out
completely by use of commonly available graphics hardware supporting his-
togram evaluation.
The first step renders the silhouette of the projected 3D model into the frame-
buffer. The result is then combined with the segmented image using a per-pixel
XOR-operation. This process is visualized in Figure 5.2 where the silhouettes are
computed for the photo and for one view of the 3D model and combined after-
wards. After the XOR-operation exactly the pixels between the outlines remain
white. Their number can be counted by simply evaluating the histogram of the
combined image which is computed very efficiently by the graphics hardware.
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For exact matches a value close to zero will be returned while the number of re-
maining pixels will be much larger if the rendered view of the model is different
from that in the photo.
The computation time for the similarity measure is dominated by two quanti-
ties. The more important one is the resolution selected for rendering since each
pixel of the XORed image will be processed during the computation of the his-
togram. The other quantity is the complexity of the 3D model in terms of the
number of geometric primitives that have to be rendered to produce the model’s
silhouette.
5.4.3 Blurred Silhouettes
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Figure 5.3: (a) The integral of differences between a sharp intensity edge and
the same edge slightly displaced (dashed) is proportional to the displacement.
(b) Blurred edges also produce a linear distance measure. However, the differ-
ences between blurred edges can be squared before integration approximating a
quadratic measurement (white line).
Until now, we have considered monochromatic silhouette images with a sharp
transition between the intensity of pixels belonging to the object and those belong-
ing to the background. Suppose two sharp intensity transitions that are slightly
displaced as depicted in Figure 5.3a. With increasing displacement, the integral
of the differences of the two curves grows linearly while the differences are ei-
ther one or zero. This exactly corresponds to the result of the presented similarity
measurement based on XORed monochromatic silhouettes.
However, a measurement that is proportional to the squared distance between
points on the outlines would be more desirable. In particular, we would like to
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have a measure that introduces some notion of distance of points on one silhou-
ette to points on the other silhouette, penalizing points far away from the other
silhouette much more than points close to it. For arbitrarily large distances we can-
not compute this error term efficiently, as this would require an extensive search
for the closest point on the other silhouette (one-sided Hausdorff distance). For
smaller distances, we can compute the squared distance metric simply by blurring
the silhouette and then performing the same operations as above, counting the
various distances for the individual pixels using a histogram. As can be seen in
Figure 5.3b, even for blurred transitions the integral of the differences between the
curves is proportional to the displacement. However, in this case the magnitude
of the differences is also linear to the displacement in regions where the transi-
tions overlap. These differences can be squared prior to the integration. This way,
a quadratic distance measurement is approximated for edges as long as the dis-
placement of the edges is smaller than the size of the filter kernel applied to blur
the edges. Larger displacements are emphasized compared to smaller ones. This
behavior can guide the optimization algorithm faster to the minimum. However,
computing the differences between blurred images is slightly more expensive than
just applying the XOR-operation and one can decide if it is worth the cost (see
Section 5.8).
Figure 5.4: XORed sharp silhouettes (left) and subtracted blurred silhouettes
(right).
To blur the silhouettes an n × n low-pass filter is applied (e.g. Gaussian).
While this is no problem with respect to the photo since it is done before the
optimization, the silhouette of the projected 3D model must be filtered again for
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each view. Although convolution can be computed by the graphics hardware, it
requires processing the entire framebuffer and thus slows down the evaluation
of the similarity measure. After blurring the silhouettes the absolute difference
values between them must be computed on a per-pixel basis. A special OpenGL
extension allows to compute the positive difference of the framebuffer contents
and an image by specifying a particular blending equation. Since only positive
values are computed while negative values are clamped against zero we first render
the silhouette of the 3D model minus the photo into the red channel and then the
photo minus the 3D model’s silhouette into the green channel of the framebuffer
as can be seen in Figure 5.4. The histogram of the red and of the green channel
are then combined to obtain the sum of the absolute values, and the approximate
quadratic distance is computed.
5.4.4 Erroneous Pixels
For real photos the defined similarity measure will always return values much
larger than zero no matter how close the determined view comes to the original
view of the photo. There are always some pixels of the silhouette in the photo
which are not covered by the projected 3D model or vice versa, originating from
different sources of error. On one hand, the 3D model may be somewhat impre-
cise due to the acquisition. There may be even parts of the object visible in the
image which are not part of the 3D model. On the other hand some pixels in the
image may be wrongly classified by the automatic segmentation due to unfavor-
able lighting conditions. Additionally, in some views, parts of the object will be
hidden by other objects.
(a) (b)
Figure 5.5: Large regions of wrongly segmented pixels apart from the silhouette
(a) and penetrating the silhouette (b).
There are several possible ways to deal with these erroneous pixels: If the re-
gions of erroneous pixels do not penetrate the silhouette of the object like holes
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within the silhouette or bright regions in the image apart from the object (Figure
5.5a) the optimization is not affected since these pixels only add a constant bias
to the histogram. If erroneous pixels disturb the outline they may lead to slight
misregistration (Figure 5.5b). But the error may be corrected afterwards by com-
paring the registered texture to the texture of other views as explained in Section
5.7, or it may simply be ignored if it is only small. In cases where larger regions of
the silhouettes are corrupted the erroneous pixels can be masked out and the his-
togram is evaluated only over those regions which provide reliable information.
However, masking out the bad regions requires user interaction and thus should
be avoided.
5.5 Non-linear Optimization
Let us assume a similarity measure s as defined in the previous section. To
recover the correct transformation for a given image we have to find the pair
pmin = (pimin, fmin) that minimizes s. Since s typically is non-linear and pos-
sesses several local minima, an appropriate optimization method must be applied.
We chose and extended the downhill simplex method as it is presented in [Press94].
Other optimization techniques may be used as well but we found the simplex
method easy to control. Furthermore, it does not require any partial derivatives,
which makes it very efficient, even if the cost for evaluating the similarity measure
is high, as in our case.
Since the original simplex method tends to converge too fast to local minima
we extended it by some aspects similar to simulated annealing.
The simplex method for N dimensions takes N +1 sets of camera parameters
pi (the vertices of a simplex) and evaluates the similarity measure s(pi) for each
set. Then it tries to find a better solution for the currently worst phi by testing a
set of positions: phi is reflected through the opposite face of the simplex and even
further displaced in the same direction if a better result can be achieved. If this
fails phi is gradually pulled towards the center of the simplex. If the solution could
not be improved by these steps Press et al. [Press94] propose a contraction of all
points towards the best point which unfortunately makes the method converge too
fast to a local minimum. Therefore, we instead place phi randomly within an
adaptively decreasing radius around the best point based on the distance between
the remaining vertices. This radius corresponds to the temperature in simulated
annealing. The system is cooled down quite slowly thus decreasing the speed of
the optimization while increasing its stability.
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5.5.1 Hierarchical Optimization
The algorithm still converges very quickly to a minimum that is not necessarily the
global minimum. In order to find the global minimum we restart the optimization
process several times. Hereby, the minimum found by the previous optimization
is used as the next starting point. The radius of the initial simplex is of course
reduced before each iteration to speed up the convergence. The optimization is
stopped if it converged to the same minimum for the second time.
Another method to speed up the optimization and even to increase robustness
is to run the optimization at different image resolutions. As pointed out in Section
5.4 the evaluation time for our similarity measurement depends on the used image
resolution since the histogram has to count all pixels. Starting with low resolution
the view can be approximated roughly but very quickly. For accurate registration
the resolution is increased. At the same time also the tessellation of the object
can be varied to gain a speedup. In our implementation we just used two different
resolutions.
5.5.2 Generating a Starting Point
For the optimization it is important to have an appropriate starting point. A starting
value for the field of view can be derived directly from the focal length of the
applied lens which is reported by some digital cameras. This typically will not be
the correct focal length since it is slightly changed by selecting the focal distance.
Assuming that the entire object is visible in the image, an initial guess for the
distance can be computed using the field of view and the size of the object. The x
and y displacements are initially assumed to be neglectable.
What remains is to make a guess for the orientation. This is done by sparsely
sampling the space of possible angular directions. We try three different angles for
φx and four for both φy and φz yielding 48 samples. From each of these samples
we start the simplex algorithm running at a rather low resolution and stop already
after a few evaluations of the similarity measure. The best five results are selected
and further optimized, this time allowing more evaluations at the same resolution.
It turned out that the best of the computed minima is already quite close to the one
we are searching for. With this value the final optimization can be started.
Of course the generation of the starting point takes some time, but it does not
require any user interaction. Especially, there is no need to select pairs of corre-
sponding points. However, time can be saved by manually moving and rotating
the 3D model very roughly into a position similar to the photo.
For a fixed field of view the following steps are performed to recover the trans-
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lation vector t and the rotation R given by φx, φy, φz: generate a starting position
automatically like described above or select it manually, run the simplex method
twice at low image resolution and then twice at the final resolution.
5.5.3 Optimizing the Field of View
Given the optimized parameter set pi, the field of view fstart obtained from the
camera and the result of the similarity measure s(pi, fstart) we now try to find
the best field of view fmin that further minimizes s(pi′, fmin) where pi′ is only
slightly changed compared to the previous pi. This problem is a search in only one
dimension for which we implemented a simple algorithm.
Let us start with f set to fstart. At first, f is increased by an amount d yielding
a new f ′. All other parameters are simply copied from pi to pi ′. Then the distance
tz in pi′ is updated to compensate for the change in the field of view in such a way
that the size of the projected object approximately remains the same for the new f ′.
To pi′ and f ′ the simplex method is applied allowing only a few evaluations of the
similarity measure. This yields an optimized parameter set pi ′opt. This optimization
is necessary to slightly correct pi′ since a wrong field of view will lead to a wrong
registration in the other parameters, too. If by increasing f a better field of view
was found (s(pi′opt, f ′) < s(pi, f)) the field of view is increased and the algorithm
is repeated, starting with (pi′opt, f ′). Otherwise, we divide the increment d by two,
step back to the predecessor of the last field of view and proceed with the search
until d is sufficiently small. If no better field of view can be found by increasing
fstart the algorithm is just applied into the other direction, decreasing fstart.
Using this algorithm it is possible to determine the best field of view for each
photograph independently. This allows selecting a different focal distance or even
different lenses for each view in contrast to previous approaches in which the field
of view had to be fixed [Neugebauer99, Matsushita99].
5.6 Texture Stitching
After determining the correct viewing parameters for an image, it can be stitched
as a texture onto the surface of the 3D model. In this section a triangular mesh
is assumed although the presented ideas can easily be adapted to other surface
representations as well.
5.6.1 Single View Processing
Given the viewing transformation the set of visible vertices of the 3D model can
easily be determined either by casting a ray from the view point to the vertex and
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testing for occlusion or by a simple z-buffer depth test. For all visible vertices
a texture coordinate into the image is computed by projecting the vertex into the
image plane using the recovered camera transformation. Additionally, the viewing
angle (angle between the vertex normal and the viewing direction) is determined
for each vertex using the averaged normal of the surrounding triangles. From this
data the set of usable vertices is derived. A vertex is declared valid only if the
viewing angle is smaller than 85 degrees, the depth variation around that point
is not too steep, and the point does not lie exactly on the outline of the projected
object. Using this criterion texture mapping artifacts can be avoided when viewing
the textured object from other views than the determined one.
Based on the set of valid vertices those triangles can be selected for which
reliable texture information is available. A triangle is used only if all its vertices
are valid.
5.6.2 Combining Multiple Textures
If multiple images are involved, the sets of valid triangles will overlap and the
best assignment of triangles to images must be determined. A static decision can
be again made by inspecting the angle under which the triangle is seen in each
image. Each triangle is assigned the texture from that image in which it possesses
the largest viewing angle.
There will be triangles that are assigned to one image while an adjacent tri-
angle is assigned to another image (Figure 5.6a). This often results in a visible
discontinuity in the texture even if the images are taken without changing the
lighting conditions. A smooth transition is achieved by blending between the tex-
tures across the border triangles. This requires all boundary triangles to be valid
also for adjacent textures. To ensure this the set of valid triangles for each image is
reduced prior to the assignment to the images. All those triangles are invalidated
which have at least one invalid triangle as their neighbor.
Next, the triangles must be determined across which to blend. All triangles
containing a boundary vertex are possible candidates for the blending (Figure
5.6b). They are rendered once for each adjacent texture using appropriate alpha
values at the vertices to gain correct blending. The assignment of alpha values for
each vertex for each image is as follows. For each boundary vertex it is decided
in which image it is best represented. For the best image the vertex is assigned an
alpha value of one, while for all other images it is set to zero. For all surrounding
vertices, that are not boundary vertices the alpha value is set to one if the vertex
belongs to a triangle that was previously assigned to the current texture (Figure
5.6c).
Rendering the textured triangles with these alpha values results in a smooth
transition. Unfortunately, the blending takes place across the width of only one
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(a) (b)
(c)
Figure 5.6: (a) Adjacent triangles textured using different images. (b) Possibly
blended triangles shaded grey. (c) Each boundary vertex is assigned to one image
and textures are blended.
Figure 5.7: All image information of three images packed into a single texture.
The texture consists of the relevant rectangular regions of the original images and
of the blended textures for single triangles. (Although the final texture consists of
15 images, only three pictures were considered in this case to better visualize the
layout of original image parts and blended triangles.)
triangle. If the object is finely tessellated the blending area will become rather
small and contrasting textures are still not sufficiently separated. This problem
can be solved by computing the blending on an object with coarser tessellation
and assigning interpolated alpha values to the vertices of the fine subdivided mesh.
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5.6.3 Organizing the Texture
Blending between the different images during rendering is of course cumbersome
because it must be recomputed for every new view. Some of the triangles have
to be rendered up to three times with three different textures requiring different
sets of texture coordinates for each texture. Therefore, it is more practical to
precompute the blended texture for each border triangle and store it into a new
texture allowing to render all triangles within just one pass.
This leads to a considerable number of small images, one image per blended
triangle. Instead of using a large number of images, meaning a large number of
textures, we copy the relevant parts of the original images and the blended texture
triangles into a large texture as demonstrated in Figure 5.7. A similar technique
has also been applied by Rocchini et al. [Rocchini99].
Unfortunately, the texture patches belonging to triangles adjacent in the mesh
are not necessarily neighboring in the resulting texture. To enable correct bilinear
texture filtering across the shared edges of the triangles during rendering one must
providing a border of at least one additional pixel around each texture triangle.
In addition to this filtering problem, the shared vertices need two different
sets of texture coordinates for the triangles. Since rendering is much easier when
only one texture coordinate is assigned to each vertex we double those vertices
and assign different texture coordinates to each of the copies. Then, the first tri-
angle is constructed using the original vertices and the second using the copies.
Introducing copies of vertices unfortunately destroys the topology of the mesh.
By selecting the relevant rectangular regions of the original images and by
intelligent packing the size of the resulting texture can be significantly decreased.
Additionally, having just one texture facilitates representing the textured object
using standard formats as VRML.
5.7 Multiple View Registration
When the texture is combined from multiple views a slightly misaligned image
can produce visible artifacts since image features blended between two images
may not be aligned. The circumstances which can lead to misalignment when only
one view is considered are mentioned in Section 5.4. If we have multiple already
registered views an additional similarity measurement stex can be defined which
does not compare silhouettes but the texture of one view to the texture obtained by
another view. This results in a global optimization taking into account all views.
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5.7.1 Texture Comparison
Given the parameters (pi1, f1) and (pi2, f2) of two registered views and the sets
T1 and T2 of valid triangles, the quality of the registration can be measured by
comparing the textures mapped, one in turn, onto the set of overlapping triangles
T1∩T2. The triangles are rendered from the view specified by the averaged param-
eters
(
pi1+pi2
2
, f1+f2
2
)
. Choosing the averaged view results in similar loss of quality
due to distortion and resampling in both textures.
In the case of a perfectly diffuse surface the textures mapped onto T1 ∩ T2
will look identical, whereas specularity leads to view-dependent highlights which
occur in different locations on the surface for different views. To get less view-
dependent textures the color images are transformed into the HSV color space
which separates the brightness (value) from the hue and the saturations. Only the
hue and/or saturation-channel are used for comparison avoiding the influence of
view-dependent brightness. Of course, also other methods can be applied to create
view-independent textures like the one presented in [Neugebauer99], but they tend
to be more expensive. However, the hue channel of the two textures can now be
compared like the intensity values of two different blurred silhouettes in Section
5.4. At first, the positive difference of the first texture minus the second texture
is rendered into the red channel of the frame buffer and then the reversed differ-
ence is rendered into the green channel. Summing up the histogram weighted by
the difference values yields a value that becomes minimal when the two views
are perfectly aligned. This measure stex(pi1, f1, pi2, f2) allows to register multiple
views with respect to each other.
5.7.2 Iterative Global Optimization
A registration of multiple views starts with the separate registration of each view
based on the silhouette as described in Section 5.5. After the single-view regis-
tration the sets of valid triangles are determined and texture coordinates are com-
puted for the vertices. For each pair of views (i, j) the set of overlapping triangles
Ti ∩ Tj is determined and the averaged parameters (piij, fij) are calculated. For
these pairs an initial measurement sij = stex(pii, fi, pij, fj) is evaluated.
Successively each view i is selected and the set of other views Vi is deter-
mined which are sharing overlapping triangles with i. We can now optimize the
following function:
smultiview(pii, fi) =
∑
j∈Vi
stex(pii, fi, pij, fj)
sij
(5.4)
Again, the extended downhill simplex method presented in Section 5.5 can
be applied, this time calculating new texture coordinates and evaluating
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Figure 5.8: Comparing registration results: Due to an inexact 3D model or dis-
turbed silhouettes, the purely silhouette-based registration leads to artifacts in the
texture (left). Global optimization using texture comparison results in a better
alignment of the features (right). Note that the entire elk model was considered
during both the silhouette-based registration and the global optimization.
smultiview(pii, fi) for each try. Since the changes in pii are expected to be rather
small a simplex with small radius is constructed around pii and the optimization is
already stopped after a few evaluations of smultiview. Iterating this process several
times over all views until no further updates are performed will produce the best
possible registration regarding the surface textures.
One result of this approach is shown in Figure 5.8 where you can see the result
of the purely silhouette-based registration on the left and the globally optimized
registration using texture comparison on the right. Note the better quality of the
dark line across the wheel which is now continuous.
5.8 Results
The presented methods were applied to two different objects, a bird and an elk.
The models were acquired using a Steinbichler Tricolite 3D scanner. The bird’s
model consists of around 7000 triangles while the elk is tessellated more finely
with nearly 11000 triangles. The images were taken with a Kodak DCS 560 digital
camera that yields an image resolution of 3040x2008 pixels which we reduced to
1024x676 since the applied graphics hardware cannot deal with larger textures.
We run the optimization on a SGI Octane equipped with a MXE graphic board
containing 8MB of texture RAM.
In Figure 5.9 the results after automatic registration and stitching of several
images onto the models are shown and compared to real photos that were not used
for generating the texture. The elk texture consist of 15 different images taken
with two different lenses and at different object distances. The bird was textured
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photo texture
Figure 5.9: Novel viewpoint. Left column: photo that was not used to generate
the texture. Right column: synthetic model rendered with the generated textures.
Figure 5.10: Texture Alignment. View of the right front wheel. Several textures
are so accurately aligned that even fine lines in the wood’s structure are preserved.
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using only 10 images.
mode x·y value tx ty tz φx φy φz sec.
avg 7.4756 -5.5169 704.69 -118.956 -43.5465 -119.326XOR 500x330
var 0.0059 0.0065 1.9769 0.4664 0.0864 0.2826 40
avg 7.5548 -5.5596 706.19 -119.32 -43.519 -119.719XOR 1000x660
var 0.0034 0.0030 2.4188 0.2151 0.0938 0.1547 130
avg 7.2606 -5.6441 706.57 -117.479 -43.0215 -118.237blurred 500x330
var 0.0007 0.0042 0.1653 0.0381 0.0163 0.03054 39
avg 7.3034 -5.6764 706.66 -117.667 -43.0383 -118.386blurred 1000x660
var 0.0041 0.0009 0.3010 0.1582 0.0676 0.1501 104
Table 5.1: Average value and variance value of the recovered camera parameters
and the required time applying the XORed and blurred silhouette matching algo-
rithm for different resolutions. The optimization has been started several times
from different positions.
The synthetic results compare really well to the photos although two kinds
of artifacts are visible. At the top of the antler some triangles are not textured
because they are too close to the outline in each incorporated image. Due to
imprecise geometry some of their vertices are wrongly classified to be outside of
the silhouettes and the triangles are discarded.
The other artifacts are due to the non-diffuse surface reflectance. Even though
the position of the lights was not changed during the acquisition, specular high-
lights result in brightness differences among the acquired images as can clearly be
seen in Figure 5.10. To further reduce these lighting artifacts a purely diffuse tex-
ture, or even better the BRDF, would have to be computed incorporating samples
from all acquired pictures.
The precision of the presented algorithm is visualized in Figure 5.10 where
the right front wheel of the elk is shown. The wheel is actually textured by at least
six different images. Although the texture of the wheel is composed using several
different views, the fine lines of the wood’s structure are completely preserved,
indicating a very accurate registration. This accuracy may also be achieved us-
ing outline-based algorithms [Neugebauer99, Matsushita99] since outlines and
unblurred silhouettes carry almost the same information.
image proc. start pos. opt. FoV stitching total
10 images 235 826 239 365 12 1677
average 23.5 82.6 23.9 36.5 1.2 155
15 images 359 1660 536 1250 21 3826
average 23.9 110.6 35.7 83.3 1.4 255
Table 5.2: Registration timings (in seconds) for the bird (top rows) and the elk
(bottom rows).
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When comparing the XOR and blurred matching methods, it can be seen from
Table 5.1 that the blurred silhouette method leads to superior results. The vari-
ance of the recovered parameters is generally decreased, often by one order of
magnitude. From our experiments, it could also be observed that although the
computation of the similarity measure is computationally more expensive, the op-
timization converges more quickly for non-ideal starting points.
Table 5.2 lists the time (in seconds) needed for the registration task of the bird
and elk models. The registration of the bird took around 28 minutes, while the elk
took 64 minutes since more texture information and a more complex geometric
model were used and the resolution used for the final optimization was increased
(bird: 500x300, elk: 800x528). The images are first loaded and processed to
extract the silhouettes, then a starting point for the optimization is generated, the
optimization is run for recovering the position and orientation, the field of view is
determined, and finally the textures are stitched onto the model. Most of the time
is spent for finding an appropriate starting position and for determining the field
of view. Still the silhouette-based algorithm 3 to 5 times faster than previously
presented outline-based algorithms [Neugebauer99, Matsushita99] which do not
optimize for the field of view.
Time could be saved by manually selecting a good starting position. How-
ever, it turned out that the optimization of the pose and orientation after manual
alignment consumed more time (around one minute) since the starting point for
the optimization is not as precise as the automatic method. Further time could be
saved by fixing the field of view during the acquisition, since in that case the field
of view has to be determined only once.
Most of the results presented so far were computed without using the texture-
based multi-view optimization (see Section 5.7). It turned out that the purely
geometry-based registration already produces results of very high accuracy if the
input silhouettes and the 3D model are precise.
However, in cases where some of the input images are misaligned due to im-
precise 3D geometry or partially wrong silhouettes (see Figure 5.8), it is worth
spending additional time on the texture-based matching since it corrects for inac-
curacies in the silhouettes if the texture contains enough features.
Comparing textures may also help to correctly register the textures of symmet-
ric objects where the silhouette-based optimization can fail, e.g. for registering a
sphere some manual work is required at least to provide a meaningful starting
point for the optimization.
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5.9 Conclusions
We have described a number of novel techniques to register and to stitch 2D im-
ages onto 3D geometric models. The camera transformation for each image is
determined by an optimization based on silhouette comparison. If the resulting
alignment is not accurate enough, further optimization based on texture informa-
tion is possible. Using the recovered camera transformation, the image is stitched
onto the surface. Finally, for multiple views, an algorithm is presented that pro-
duces smooth transitions between textures assigned to adjacent surface regions
on the model. The presented methods do not require any user interaction during
the entire processing. The methods work efficiently, exploit graphics hardware
features and result in very accurately aligned textures.
Further aspects of obtaining surface textures from input images are increasing
the quality of the extracted texture with respect to bi-linear interpolation applied
during rendering [Hakura01] or to synthesize detail in regions where the input im-
ages only provide low resolution due to a steep viewing angle [Ismert03]. During
2D-3D registration Kurazume et al. [Kurazume02] even investigated the align-
ment of image features to geometric features.
One issue that will be addressed in the remainder of this thesis is that dif-
ferences in the brightness of input images due to specularity are still visible. To
further improve the quality of the results, the reflective properties of the surfaces
would also have to be considered which is done in the next chapter. The tech-
niques for image-to-geometry registration presented in this chapter are used in the
following approaches as well.
Chapter 6
BRDF Measurement by
Clustering
Based on the insights of the previous chapter realistic appearance can only be
reproduced if the reflection properties of the object are measured. Real-world
objects are usually composed of a number of different materials that often show
subtle changes even within a single material. Photorealistic rendering of such ob-
jects requires accurate measurements of the reflection properties of each material,
as well as the spatially varying effects. We present an image-based measuring
method that robustly detects the different materials of real objects and fits an av-
erage bidirectional reflectance distribution function (BRDF) to each of them. In
order to model local changes as well, we project the measured data for each sur-
face point into a basis formed by the recovered BRDFs leading to a truly spatially
varying BRDF representation. Real-world objects often also have fine geometric
detail that is not represented in an acquired mesh. To increase the detail, we de-
rive normal maps even for non-Lambertian surfaces using our measured BRDFs.
A high quality model of a real object can be generated with relatively little input
data. The generated model allows for rendering under arbitrary viewing and light-
ing conditions and realistically reproduces the appearance of the original object.
6.1 Introduction
In this chapter we concentrate on the acquisition of realistic materials. In partic-
ular, we describe an acquisition process for spatially varying BRDFs that is effi-
cient, reliable, and requires little manual intervention. Other methods described
in the literature (see Chapter 3 for an overview) either focus on homogeneous ma-
terials, or make assumptions on the type of material to be measured (e.g. human
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faces). In our work, we measure spatially varying BRDFs without making any ad-
ditional assumptions. Further, we use the derived reflection properties to compute
normal maps even for non-Lambertian surfaces. In particular, our contributions
are
• efficient, reliable, and mostly automatic calibration schemes for the light
source position relative to the geometry,
• a robust and efficient BRDF fitting process that clusters the ac-
quired samples into groups of similar materials and fits a Lafortune
model [Lafortune97] to each group,
• a method that projects every sample texel into a basis of BRDFs obtained
from the clustering procedure. This projection accurately represents the ma-
terial at that point and results in a compact representation of a truly spatially
varying BRDF,
• an algorithm that uses the reconstructed BRDF at every point together with
the measured reflectance samples to optimize the orientation of the surface
normal yielding a normal map.
We require only a relatively small number of high dynamic range photographs
(about 15-25 images for one object), thereby speeding up the acquisition phase.
As a result of the fitting, clustering, and projection process, we obtain a com-
pact representation of spatially varying materials that is well suited for rendering
purposes (see Figure 6.12 for an example). The method works both for objects
consisting of a mixture of distinct materials (e.g. paint and silver, see Figure 6.14),
or for smooth transitions between material properties.
6.2 Acquisition
We obtain the 3D models with a structured light 3D scanner and a computer to-
mography scanner both generating dense triangle meshes. The triangle meshes
are smoothed [Garland97, Kobbelt96], manually cleaned, and decimated.
All images are acquired the measurement lab described in Chapter 4 (see Fig-
ure 6.1) using a Kodak DCS 560 professional digital camera. An HMI metal
halide bulb serves as point light source for the BRDF measurements. The interior
of the photo studio is covered with dark and diffusely reflecting felt to minimize
the influence of the environment on the measurements.
Several views of each object are captured with different camera and light
source positions. Light source and camera are positioned manually, which is
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Figure 6.1: The acquisition setup in a photo studio covered with dark felt (from
left to right): point light source, metal spheres for light source tracking, object to
be measured, digital still camera.
a) b) c)
Figure 6.2: Image series captured for one camera/lighting position. a) Silhouette
image and reconstructed silhouette. b) Two images for recovering the light source
position (see Section 6.3). c) Photograph samples with varying exposure time for
HDR image reconstruction.
however easily possible since only a few different views are required. Several
constraints should be met when selecting the views to obtain the best quality:
• all surface points should be visible in more than one image,
• the position of the camera and the light source should be varied in order to
provide different pairs of viewing and lighting directions, and
• at least one highlight should be observed in each material.
These considerations may slightly increase the number of images that are required
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to reproduce objects with a larger number of different basis materials. In our
experience their number is typically small.
For each view we acquire three sets of images: one image of the object’s
silhouette to register the 3D model with the image (Figure 6.2a), and two
images to recover the light source position as explained in Section 6.3 (Fig-
ure 6.2b). We then acquire a high dynamic range image of the object lit by
the point light source by taking a series of photographs with varying exposure
time [Debevec97, Robertson99] (Figure 6.2c). We use an entropy-based dark
frame subtraction algorithm [Goesele01b] to remove dark current CCD noise.
Once per session a high dynamic range image of a gray card with known
camera and light position is taken in order to allow for an absolute calibration
of the reflectance. In addition, a series of calibration images of a checkerboard
pattern is taken whenever the lens settings are changed. The calibration method
proposed by Zhang [Zhang99b] is used to recover the intrinsic camera parameters.
To register the images with the 3D model we use the silhouette-based method
presented in the previous chapter that yields the camera position relative to the
object for a single view. Given the 3D model of the object the registration is
performed by aligning the captured silhouette with the silhouette from a virtual
view of the 3D model. The final view is found by minimizing the difference
between the two silhouettes.
6.3 Recovering the Light Source Position
In order to recover the position of the point light source a geometric approach
was used which requires no user interaction. Six steel spheres of known, equal
diameter are resting on a metal bar, which was very precisely manufactured using
a CNC milling machine. This ensures that the centers of the spheres are on a
straight line and that their respective distances are known.
For each view two images of the spheres are acquired. One view shows only
the reflection of the point light source in the spheres. For the second view a
ring flash mounted on the camera lens produces a highlight on the center of each
sphere. The exact centers of these reflections in the images are determined by
automatically fitting an ellipse to them.
Given the intrinsic parameters of the camera, the pixel coordinates of the re-
flections of the ring flash define rays rˆi in space on which the centers of the spheres
~pi are located (see Figure 6.3). Knowing the distance ‖~d‖ between the spheres one
can triangulate their positions relative to the camera ~COP by computing the least
squares solution to the following system of equations:
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Figure 6.3: Left: the ring flash mounted on the camera yields a highlight in the
center of the spheres. Right: rays from the camera to the light source highlights
will be reflected to the point light.
~pi = ~p0 + i · ~d (6.1)
~pi = ~COP + ni · ~ri (6.2)
Now, rays are sent from the camera to the positions of the light source high-
lights and reflected off the spheres. The light source position is located at the
intersection of the reflected rays (see Figure 6.3). To increase the stability of this
method we use more than the three necessary spheres and compute a linear least
squares approximation.
6.4 Resampling of Reflectance Values
After acquisition of the geometric model, high dynamic range image recovery,
and registration, it is necessary to merge the acquired data for further processing.
For each point on the model’s surface we collect all available information into a
data structure we call a lumitexel.
One lumitexel, denoted byL, is generated for every visible surface point. Each
lumitexel stores the geometric and photometric data of one point, i.e., its position
~x and the normal nˆ in world coordinates. Linked to the lumitexel is a list of re-
flectance samples Ri, each representing the measured reflectance r of the surface
point captured by one image plus the direction of the light lˆ(g) and the viewing
direction vˆ(g) which are further transformed into the local coordinate frame of
the surface point spanned by nˆ and a deterministically constructed tangent and
bi-normal yielding lˆ and vˆ.
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A lumitexel can be seen as a very sparsely sampled BRDF. We define the error
between a given BRDF f and a lumitexel L as:
Ef(L) =
1
|L|
∑
Ri∈L
s · I(f(lˆi, vˆi)li,z, ri) + D(f(lˆi, vˆi)li,z, ri), (6.3)
where |L| stands for the number of reflectance samples linked to the lumitexel,
I(r1, r2) is a function measuring the intensity difference, and D(r1, r2) measures
the color-difference. We introduce the weight s, to be able to compensate for noisy
data (e.g., a slightly wrong normal resulting in a wrong highlight). In order to
emphasize the color-difference we always set s ≤ 1. Note that the cosine between
the normal and the local light direction lz is already included in our reflectance
samples r such that the BRDF f has to be multiplied by it.
6.4.1 Assembling Lumitexels
Collecting all reflectance samples for a lumitexel requires a resampling of the
input images for the particular point on the surface. First, one has to determine
the set of surface points for which a lumitexel should be generated. In order to
obtain the highest quality with respect to the input images, the sampling density
of the surface points must match that of the images.
n
x
Figure 6.4: The correspondence between pixel position and point position ~x on
the object is computed by tracing a ray through the image onto the object. At
every ~x a local normal nˆ can be computed from the triangle’s vertex normals.
Every triangle of the 3D model is projected into each image using the previ-
ously determined camera parameters. The area of the projected triangle is mea-
sured in pixels and the triangle is assigned to the image Ibest in which its projected
area is largest. For every pixel within the triangle in Ibest a lumitexel is generated.
The position ~x of the surface point for the lumitexel is given by the intersection
of the ray from the camera through the pixel with the mesh (see Figure 6.4). The
normal nˆ is interpolated using the triangle’s vertex normals.
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A reflectance sample Rj is now constructed for each image Ij in which ~x
is visible from the camera position and the surface point is lit by the point light
source. The vectors lˆj and vˆj can be directly calculated. The associated reflectance
is found by projecting ~x onto the image plane and retrieving the color cj at that
point using bilinear interpolation. Note, that for Ibest no bilinear interpolation is
necessary and cbest can be obtained without resampling since ~x exactly maps to
the original pixel by construction. The reflectance rj of the reflectance sampleRj
is obtained by scaling cj according to the brightness of the light source and the
squared distance from the light source to ~x.
6.4.2 Discarding Data at Depth Discontinuities
In order to increase the quality of the resampled data it is sometimes necessary to
discard some of the input data. Especially near depth discontinuities the resam-
pled data is prone to registration errors. If the 3D model is not perfectly aligned
with the 2D image the part of the surface that is visible in one pixel may not
correspond to the surface part predicted by the 3D model. In the case of depth
discontinuities the visible part and the predicted part will not even be adjacent.
Reflectance samples would then be assigned to completely wrong surface points
or lumitexels.
Furthermore, since a sensor element of the camera always integrates over a fi-
nite area, the reflectance values reported at depth discontinuities are never reliable
even if the registration with the 3D model were perfect. Thus, it is necessary to
discard the image data at depth discontinuities.
The depth discontinuities are detected using the following approach: A depth
map of the registered 3D model is rendered and subsequently blurred using an
averaging filter. This changes the depth values of pixels near depth discontinuities
while pixels showing a flat surfaces will not be affected. Regions where the fil-
tered depth map deviates more than a small threshold from the original one will
not be considered for further processing. The threshold can be computed given the
filter size and the difference of two adjacent depth values that should be detected
as a discontinuity.
The same approach also applies to the shadowing problem. Here, depth dis-
continuities result in shadow boundaries whose position can only be determined
up to some uncertainty. Hence, also pixels near shadow boundaries have to be
discarded. They can be determined by a filtered shadow map.
The results of removing samples at depth discontinuities are displayed in Fig-
ure 6.5. Note that the dark stripes on the dress and across the hand have been
removed by this step.
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Figure 6.5: Left: Dark stripes on the dress and on the hand are due to depth
discontinuities. Right: By discarding samples at depth discontinuities and shadow
boundaries these effects have been removed.
Figure 6.6: Problems due to non-modeled geometry. Parts of the object’s surface
may be occluded or shadowed by geometry that is not accounted for in the 3D
mesh. It results in a disturbed texture, see the dark regions at the bottom.
6.5 BRDF Fitting 89
6.4.3 Problems With Non-modeled Geometry
Another problem arise with real geometry not represented by the triangle mesh.
In Figure 6.6 the problem is apparent. The supporting rod is not represented in
the geometric model. Furthermore, the relative position of the rod with respect
to the object may be different in each captured view. Thus it is not possible to
automatically detect occlusions and shadows cast by non-modeled geometry. One
solution to this problem is to invalidate the affected regions in the input images
and to ignore the corresponding reflectance samples.
6.5 BRDF Fitting
In this section we first detail the Lafortune BRDF model [Lafortune97] that we
fit to our given lumitexels. Then we explain how this fit is performed using
Levenberg-Marquardt optimization.
6.5.1 Lafortune Model
BRDFs are four-dimensional functions that depend on the local viewing and light
direction. The dependence on wavelength is often neglected or simply three dif-
ferent BRDFs are used for the red, green, and blue channel. We use the latter
approach.
Instead of representing a measured BRDF as a 4D table, the measured samples
are in our case approximated with a parameterized BRDF model. This has two
advantages: Firstly, the BRDF requires much less storage since only the param-
eters are stored and secondly, we only require a sparse set of samples that would
not be sufficient to faithfully represent a complete tabular BRDF.
Many different BRDF models have been proposed (see Section 2.7, e.g.,
[Torrance67, Ward Larson92]) with different strengths and weaknesses. Our
method may be used together with any parameterized BRDF model. We have
chosen the computationally simple but general and physically plausible Lafortune
model [Lafortune97] in its isotropic form, i.e., the orientation of the tangent and
bi-normal within the tangential plane has no influence on the resulting reflectance
(compare to Equation 2.31):
f(lˆ, vˆ) = ρd +
∑
i
[Cxy,i(lxvx + lyvy) + Cz,ilzvz]
Ni. (6.4)
This model uses only a handful of parameters: lˆ and vˆ are the local light and view-
ing directions, ρd is the diffuse component, Ni is the specular exponent, the ratio
between Cxy,i and Cz,i indicates the off-specularity of lobe i of the BRDF. The
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sign of Cxy,i makes the lobe i either retro-reflective (positive Cxy,i) or forward-
reflective (negative Cxy,i). The albedo of the lobe i is given by the magnitude
of the parameters Cxy,i and Cz,i. From now on we will denote the BRDF with
f(~β; lˆ, vˆ), where ~β subsumes all the parameters of the model, i.e., ρd, Cxy,i, Cz,i,
and Ni. In the case of only one lobe ~β is 12-dimensional (4 parameters for each
color channel).
6.5.2 Non-Linear Fitting
The Lafortune BRDF is non-linear in its parameters, which means that we have
to use a non-linear optimization method to fit the parameters to the given data.
As in the original work by Lafortune et al. [Lafortune97], we use the Levenberg-
Marquardt optimization [Press94] to determine the parameters of the Lafortune
model from our measured data.
We ensure that the fitting process works well and does not get stuck in unde-
sired local minima by initializing the fitting routine with parameters that corre-
spond to an average BRDF.
The Levenberg-Marquardt optimization outputs not only the best-fit parameter
vector ~β, but also a co-variance matrix of the parameters, which provides a rough
idea of the parameters that could not be fit well. This information is used in our
splitting and clustering algorithm, as explained in the next section.
6.6 Clustering
In this section we will explain how we cluster the given lumitexels so that each
cluster Ci corresponds to one material of the object. Given a set of BRDFs {fi},
each cluster Ci consists of a list of all the lumitexels Li for which fi provides the
best approximation. Determining these clusters is a problem closely related to
vector quantization [Gersho92] and k-means clustering [Lloyd82, MacQueen67],
both of which work in affine spaces. Unfortunately, we do not have an affine space
when clustering BRDF samples since there is no meaningful distance measure for
BRDF samples with arbitrary viewing and lighting directions. Therefore we are
employing a modified Lloyd [Lloyd82] iteration method.
The general idea is to first fit a BRDF f to an initial cluster containing all the
data. Then we generate two new BRDF models f1 and f2 using the co-variance
matrix from the fit (explained in more detail below) representing two new clusters.
The lumitexels Li from the original cluster are then distributed according to the
errors Ef1(Li) and Ef2(Li) into the new clusters. We then recursively choose
another cluster, split it, and redistribute the lumitexels and so on. This is repeated
until the desired number of materials is reached, as detailed in Section 6.6.4.
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6.6.1 Lumitexel Selection
The fitting procedure described in Section 6.5 performs a relatively large number
of operations per reflectance sample. Thus, it is expensive to fit a BRDF using all
lumitexels (and all reflectance samples contained in the lumitexels) generated by
the assembling procedure. Instead, it is sufficient to consider only a few thousand
lumitexels at the beginning. Later on, we increase the number for an accurate fit.
A first, naive approach to choosing this subset for fitting selects every n-th
lumitexel regardless of its reliability or possible contribution. However, as stated
in [Yu99] and [Schirmacher99], for a robust estimation of the specular part of a
BRDF it is very important to include reflectance samples within the specular lobe
of the material. Unfortunately, these brightest pixels statistically also carry the
largest error.
Following these ideas we select more lumitexels in areas where a highlight is
likely to occur. These areas are determined by the surface normal, the light source
position and a synthetic BRDF with a broad highlight.
6.6.2 Splitting
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Figure 6.7: Split-recluster-fit process (SRF). The initial BRDF is split into two
new BRDFs using the co-variance matrix. The lumitexels from the initial cluster
are distributed according to their distance to the BRDFs. Then we fit the BRDF
again to each new cluster. We now iterate the reclustering and fitting until the
resulting BRDFs and clusters have converged.
Fitting just a single BRDF to the initial cluster of course is not sufficient if
the concerned object consists of more than one material. Rather, we have to re-
cursively split the clusters to account for the different materials comprising the
object. We decide which cluster to split, by computing the following error for all
clusters Cj:
E(Cj) =
∑
Li∈Cj
Ef(Li). (6.5)
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The cluster Cj with the largest error will be split into two new clusters each with a
different BRDF. Further materials can be extracted by further splitting the clusters.
But how do we split a cluster? The BRDF fit to a cluster represents the average
material of the lumitexels in that cluster. Fitting the BRDF using the Levenberg-
Marquardt algorithm (see Section 6.5) will also provide us with the co-variance
matrix of the parameters. The eigenvector belonging to the largest eigenvalue of
this matrix represents the direction in which the variance of the samples is highest,
and is therefore a good choice for the direction in which the parameter space is to
be split.
Let ~β be the fit parameter vector of the BRDF f(~β; lˆ, vˆ) for cluster C. Vector ~e
denotes the eigenvector belonging to the largest eigenvalue λ of the corresponding
co-variance matrix. We then construct two new BRDFs:
f1(~β + τλ~e; lˆ, vˆ) and f2(~β − τλ~e; lˆ, vˆ), (6.6)
where τ is a scaling factor to adapt λ to a moderate value. Two new clusters C1
and C2 are generated by distributing every lumitexel Li of cluster C either to C1
if Ef1(Li) < Ef2(Li), or to C2 otherwise. In the next step, f1 and f2 are fit to best
approximate the lumitexels in the new clusters.
6.6.3 Reclustering
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Figure 6.8: The complete splitting and reclustering algorithm including the global
reclustering, which is similar to the recluster-fit iteration, only that all lumitexels
are distributed among all clusters.
Because the parameters of a BRDF fit to a multi-material cluster are not neces-
sarily the center of the parameters of the contained materials and due to improper
scaling of λ and other reasons like noise, the performed split will not be optimal
and the two new clusters may not be clearly separated, e.g. in the case of two dis-
tinct materials some lumitexels belonging to one material may still be assigned to
the cluster of the other material.
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A better separation can be achieved by iterating the procedure of distributing
the lumitexelsLi based on Ef1(Li) and Ef2(Li), and then fitting the BRDFs again.
The iteration stops when the number of lumitexels in the generated cluster does
not change any more. In our experiments this reclustering operation leads to a
clear separation of materials and is done after each split. The split-recluster-fit
(SRF) process is visualized in Figure 6.7.
When more than two clusters have been generated by successive binary splits
and a new material is clearly distinguished, it is helpful to clean the other clusters,
which were not involved in the last split, from all lumitexels belonging to the
newly discovered material. This can be done in a global reclustering step by
redistributing all initial lumitexels Li to the cluster Cj with
j = argmin
k
Efk(Li). (6.7)
And again, the BRDFs of all involved clusters have to be refit. This global reclus-
tering is repeated several times to clearly separate the materials. We stop this
iteration when the percentage of change is smaller than some , or a maximum
number of iterations is reached. The complete splitting and reclustering algorithm
is depicted in Figure 6.8 and the processing on a real model is shown in Figure 6.9.
6.6.4 Termination of the Splitting Process
We still have to decide when to stop the splitting process. To do this we require
the user to input the estimated number of materials |M |. We stop the splitting
and clustering process after at least |M | clusters have been created. More clusters
can be generated to compensate for the often noisy and not absolutely accurate
reflectance samples (e.g. slightly wrong normals, noise in the images, misregis-
tration, etc.).
This means that we do not necessarily have a one to one mapping between ac-
tual materials and clusters. This is not crucial since the projection, which we will
present in the next section, uses a weighted sum of several BRDFs to accurately
represent every lumitexel.
6.7 Projection
The representation of an object by a collection of only a few clusters and BRDFs
makes the virtual object look artificial as can be seen in Figure 6.10. The main
reason for this is that real surfaces exhibit changes in the reflective properties even
within a single material. These changes cannot be represented by a single BRDF
per cluster since all lumitexels within the cluster are assigned the same BRDF
parameters.
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Figure 6.9: The clustering process at work. In every image a new cluster was
created. The object was reshaded using only the single BRDFs fit to each cluster
before the projection into a basis of multiple BRDFs.
Figure 6.10: Left: The result of the clustering process still does not look realistic
since there is no variation of the material within one cluster. Right: Spatial vari-
ation derived by projection the reflectance samples of each lumitexel in a basis
formed by the clustered materials.
To obtain truly spatially varying BRDFs we must find a specific BRDF for
each lumitexel. But the sparse input data does not allow to fit a reliable or even
meaningful BRDF to a single lumitexel because each lumitexel consists of only
a few reflectance samples. In addition, we would need to acquire a highlight in
every lumitexel to reliably determine the specular part, as already explained in
Section 6.6.1.
6.7 Projection 95
The solution is to project each lumitexel into a basis of BRDFs (see Sec-
tion 6.7.1). The BRDF fpii of a lumitexel Li is then represented by a linear com-
bination of m BRDFs f1, f2, . . . , fm:
fpii = t1f1 + t2f2 + . . . + tmfm, (6.8)
with t1, t2, . . . , tm being positive scalar weights. This forces the space of solutions
(i.e., the possible BRDFs for a pixel) to be plausible since the basis BRDFs are
already fit reliably to a large number of reflectance samples.
Given the BRDFs, the weights have to be determined for each lumitexel. Let
rj=1...|Li| be the reflectance values of the lumitexel Li. The weights are found by
a least square optimization of the following system of equations using singular-
value decomposition:

r1
r2
.
.
.
r|Li|

 =


f˜1(lˆ1, vˆ1) f˜2(lˆ1, vˆ1) · · · f˜m(lˆ1, vˆ1)
f˜1(lˆ2, vˆ2) f˜2(lˆ2, vˆ2) · · · f˜m(lˆ2, vˆ2)
.
.
.
.
.
.
.
.
.
.
.
.
f˜1(lˆ|Li|, vˆ|Li|) f˜2(lˆ|Li|, vˆ|Li|) · · · f˜m(lˆ|Li|, vˆ|Li|)




t1
t2
.
.
.
tm

 , (6.9)
with f˜(lˆ, vˆ) := f(lˆ, vˆ)lz. Compared to the non-linear fitting of BRDF model
parameters (see Section 6.5.2), we now have a linear problem to solve with a
smaller degree of freedom and even more constraints. Equation 6.9 shows only
the system for one color channel, whereas the weights ti have to be the same for
all channels. In contrast to this, BRDF parameters would require a distinct set of
parameters per channel.
We find the weights ti as the non-negative least square solution of the system
of equations. Negative values are avoided because they may result in an oscillat-
ing BRDF that represents only the given reflectance samples accurately but will
produce unpredictable values for other viewing and light directions.
6.7.1 Basis BRDFs
The next question is how to determine the set of basis BRDFs. Since the changes
of the surface properties within one material tend to be small, a distinct set of basis
BRDFs is assigned to each cluster. It is therefore sufficient to store just the scalar
weights per lumitexel instead of the full set of BRDF parameters.
Finding the optimal set of BRDFs f1, f2, . . . , fm, that minimizes the error
Epi(C) =
1
|C|
∑
Li∈C
Efpii(Li) (6.10)
for a cluster C, where fpii denotes the least square projection of the lumitexel
Li as defined in Equation 6.8, is a problem of principal function analysis (PFA)
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(see [Wood00]). Principal function analysis is closely related to principal compo-
nent analysis (PCA) with the important difference that functions fm are optimized
instead of vectors. Unfortunately, the PFA does not reduce to a simple eigenvalue
problem as PCA does. To minimize Epi(C), we again perform a least square op-
timization using the Levenberg-Marquardt method, this time fitting m BRDFs si-
multaneously. Within each iteration we recompute the projection fpii of lumitexel
Li into the currently estimated basis.
As for every optimization problem the initial parameters (BRDFs) are quite
important. For a given cluster C, we use the following BRDFs as a basis:
• fC , the BRDF fit to the cluster C,
• the BRDFs of spatially neighboring clusters to match lumitexels at cluster
boundaries,
• the BRDFs of similar clusters with respect to the material, and
• two BRDFs based on fC , one with slightly increased and one with decreased
diffuse component ρd and exponent N .
In our experiments it turned out that this initial basis together with the projec-
tion already produces very good results with small errors. In most cases the PFA
computed almost negligible changes to the initial BRDFs. This is to be expected
because the initially chosen basis constructed through splitting and clustering al-
ready approximates the material properties quite well.
6.8 Acquiring Normal Maps
The reconstructed spatially varying BRDFs can further be used to add geomet-
ric detail in the form of normal maps. The resolution of the acquired geometry
of an object is typically limited by the applied 3D scanning device. Additional
processing of the 3D data like combining multiple scans, smoothing the surface
to remove noise and mesh simplification to reduce the complexity of the model
further erases fine scale geometric detail.
Although our projection method compensates somewhat for imprecise nor-
mals, one can observe in Figures 6.11 and 6.14 that much geometric detail was
lost during the geometry acquisition, especially in the hair region.
Our method of measuring reflection properties as described in Section 6.7 can
easily be extended to measure normal maps even for surfaces that are not perfectly
diffuse.
In Section 6.4 the normal nˆ and a deterministically constructed tangent and bi-
normal are used to transform the lighting and viewing direction, lˆ(g) and vˆ(g) from
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world coordinates into the local coordinate frame, yielding lˆ and vˆ at each surface
point. In the case of isotropic materials the direction of the normal is sufficient to
define this transformation since the BRDF is independent of the orientation of the
tangent within the tangential plane by definition. Thus, the transformation into the
local coordinate frame can be carried out by just two rotations about the y and z
axis:
lˆ = Ry(−α)Rz(−β)lˆ
(g), and (6.11)
vˆ = Ry(−α)Rz(−β)vˆ
(g), (6.12)
where α and β are azimuth and zenith of the normal.
As already mentioned in Section 6.4 an initial estimate of the normal at every
surface point/lumitexel is provided by the triangle mesh. Based on these inexact
normals the basic materials of the object are separated by the clustering process
(Section 6.6). Subsequently, for each lumitexel the weighting coefficients for the
basis materials are determined by projection to obtain starting values for these
coefficients.
Given that enough reflectance samples are provided at every point (more than
two) it is possible to extract the direction of the normal (α, β) for every lumitexel.
This is done by minimizing the error between the measured reflectance samples
ri and the evaluated reflectance values
fpi(Ry(−α)Rz(−β)lˆ
(g)
i , Ry(−α)Rz(−β)vˆ
(g)
i ), (6.13)
for which once again the Levenberg-Marquardt algorithm is applied. Both the
direction of the normal and the optimal weights for the basis BRDFs can be found
in the same step. However, since the overall distribution of the normals is altered
by computing normal maps one has to recompute the BRDF for the single clusters
afterwards and has to perform the projection once again. If desired, the process of
normal fitting, recomputation of the BRDF, and projection can be iterated. In our
experience this is normally not necessary.
The quality of the results is presented in Figure 6.11 where normal maps have
been recovered for all materials. Unfortunately, the method produces some ar-
tifacts in concave regions where interreflections become important (lower right
of Figure 6.11). Since interreflections are not yet considered in our algorithm
the normal directions are noisy and the BRDFs are not very accurate. A feature
sensitive smoothing of the normals followed by a BRDF projection may slightly
improve the results.
Since a non-linear optimization is performed for every lumitexel the recovery
of the normal map is a time-consuming step. For the bird model it took around
three hours but was completely automatic.
98 Chapter 6: BRDF Measurement by Clustering
Figure 6.11: Left: Normals of the original mesh. Right: Normals optimized using
spatially varying BRDFs
6.9 Rendering
As explained in Section 6.4.1, we know the position of every lumitexel, as well as
the triangle it belongs to and the 2D coordinates within that triangle.
This information can then be used to generate an index texture for the full
object. For every texel, that texture contains an index to the cluster it belongs to.
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Then we generate a weight texture map for every cluster that stores the weights
resulting from the projection into the basis BRDFs. The parameters for the basis
BRDFs of every cluster are stored in a small table. Additionally, we may have a
normal map that was reconstructed using the technique from Section 6.8.
Raytracing such an object is very simple, since for every point on the object
that is raytraced we can simply look up the cluster the texel belongs to. Then we
evaluate the basis BRDFs for the local light and viewing direction and compute
the weighted sum using the weight texture map. So rendering simply is a matter
of evaluating a few Lafortune BRDFs per pixel, and weighting the results.
If no normal map was reconstructed, mip-mapping can easily be used. Since
the weighted sum is just a linear operation, the weights of neighboring texels can
simply be averaged to generate the next coarser mip-map level.
Another, more accurate method is to explicitly construct lumitexels at coarser
mip-map levels that combine the reflectance samples of the finer ones. The linear
weights are computed to best fit these larger collections of radiance samples. This
also allows to reconstruct normal maps for every mip-map level.
If the original images are of high resolution and hence the object is sampled
very densely, point-based rendering using forward projection is a viable alterna-
tive. It completely avoids the generation of texture maps and the resulting data
can be used with almost no further processing.
Hardware-Accelerated Rendering
In order to speed up the rendering of objects with spatially varying BRDFs illumi-
nated by a point light source we have also implemented hardware-accelerated al-
gorithms based on register-combiner [NVI02a] or fragment-programs [NVI02b].
We basically render the entire object for each cluster BRDF separately and mod-
ulate the result with the per-pixel weights represented as multiple texture maps.
The reduced instruction set of register-combiner prevents us from directly im-
plementing the Lafortune model. Calculating the diffuse part is trivial. For the
specular part, we can use the register-combiner to evaluate the weighted scalar
product, but we cannot carry out the exponentiation. Following the technique pro-
posed by Kautz and Seidel [Kautz00b], we can nonetheless precompute the ex-
ponentiation into a texture map and perform a dependent texture lookup to carry
it out. The implementation was done on a nVIDIA NV30 where four texture
lookups can be performed within the register-combiner. We can blend up to two
cluster BRDFs wihtin one rendering pass. Depending on the number of cluster we
obtain framerates of approximately 100 fps for the bust and around 20 fps for the
angel model since it contains more clusters.
The implementation using fragment-programs is much easier since the Lafor-
tune model can be coded directly. On an ATI Radeon 9700 graphics card we
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managed to evaluate and blend up to six BRDFs within one fragment program
yielding superior performance.
In the future we would like to investigate whether more complex illumina-
tion represented by environment maps can be considered using our representation,
similar to the work presented by McAllister et al. [McAllister02b] who prefiltered
environment maps for the Lafortune model.
model T V L R C B
angels 47000 27 1606223 7.6 9 6
bird 14000 25 1917043 6.3 5 4
bust 50000 16 3627404 4.2 3 4
elk 50000 25 1659945 5.4 4 4
Table 6.1: This table lists the number of triangles (T) of each model, the number
of views (V) we used to reconstruct the spatially varying BRDFs, the number
of acquired lumitexels (L) and the average number of reflectance samples (R) per
lumitexel, the number of partitioned material clusters (C), and the number of basis
BRDFs (B) per cluster.
6.10 Results
We applied our algorithm to four different objects consisting of different materials
with varying reflection properties in both the diffuse and the specular part. The
model of the angels was generated by extracting an isosurface of a computer to-
mography scan. The geometry of all other models was captured using a structured
light 3D scanner. Some statistics about the meshes and the number of acquired
views are listed in Table 6.1. Acquisition of 20 views (each needing about 15
photographs) takes approx. 2.5h. This is the only step that requires user input.
The high dynamic range conversion and the registration with the 3D model takes
about 5h but is a completely automated task. The clustering and the final pro-
jection takes about 1.5h for all models, and is again automatic. An additional 3h
(angels), 3h (bird), 4h (bust), 2.5h (elk) were needed for the normal fitting. While
timings for the conversion is dependent on the number of input images, the clus-
tering time mainly depends on the number of texels in the selected subset. The
remaining steps of projection and normal fitting depend on the number of overall
reflectance samples.
In Figure 6.9 one can see how five successive split operations partition the lu-
mitexels of the bird into its five materials. The splits were performed as described
in Section 6.6. Only the per-cluster BRDFs determined by the clustering process
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Figure 6.12: A bronze bust rendered with a spatially varying BRDF acquired with
our reconstruction method (without normal fitting). The reconstructed BRDFs
allow for rendering the model with arbitrary lighting.
Figure 6.13: A comparison of a photograph (left) of a wooden elk with the re-
constructed model (right). Four clusters have been generated which faithfully
reproduce the appearance. Note how the wooden structure is preserved.
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model 1-RMS C-RMS P-RMS F-RMS NF-RMS
angels .2953 .1163 .1113 .1111 0.0703
bird .1513 .0627 .0387 .0387 0.0269
bust .1025 .0839 .0583 .0581 0.0113
elk .0768 .0556 .0275 .0274 0.0202
Table 6.2: This table lists for each model the RMS error for a single average
BRDF (1-RMS), the RMS error when using per-cluster BRDFs, the RMS error
after projecting every lumitexel into the basis of BRDFs, the RMS error after
doing a PFA on the basis BRDFs and projecting every lumitexel into the new
basis, and finally the RMS error after fitting the normals.
are used for shading, making the object look rather synthetic. After performing
the projection step every lumitexel is represented in a basis of four BRDFs, now
resulting in a much more detailed and realistic appearance, see Figure 6.10.
The bust in Figure 6.12 shows another reconstructed object with very different
reflection properties. The bronze look is very well captured.
Another model is shown in Figure 6.13 where the reconstruction of a wooden
elk using 25 views is compared to an actual photograph. The image-to-geometry
registration explained in Chapter 5 worked well enough to reproduce the fine
detail wooden structure. Unfortunately, the bad quality of the geometric model
caused some noticeable differences at the rim of the antler. It also causes the
darker stripe right behind the eye, where applying a 10x10 filter to the shadow
map could not remove enough points around the shadow edge. These artifacts
will disappear if a better quality geometry model is available. Due to the slightly
more complex geometry 25 different views are actually not enough to cover the
entire surface. This is why some holes appear close to the wheels. Clearly, more
images would remove these problems.
In Figure 6.14 you can see another comparison between an object rendered
with an acquired BRDF (using the projection method) and a photograph of the ob-
ject. They are very similar, but differences can be seen in highlights and in places
where not enough reflectance samples were captured. Capturing more samples
will increase the quality. The difference in the hair region in the right picture is
due to missing detail in the triangle mesh. This detail can be recovered by com-
puting normal maps as explained in Section 6.8, the result is shown in Figure 6.14
bottom.
Another difference is due to the fact that the diffuse color of one lumitexel
may not be represented in any of the constructed clusters because the number of
lumitexels belonging to the same material can be so small that they nearly vanish
in the mass of lumitexels of the cluster they are currently assigned to. This effect
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Figure 6.14: Left side: Photograph of model. Right side: Model with acquired
BRDF rendered from the same view with similar lighting direction. The difference
in the hair region is due to missing detail in the triangle mesh. Bottom: After
computing a normal map the missing detail has been recovered. Note how the
highlights around the Christmas tree and on the left wing matches the original.
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can for example be observed at the mouth of the larger angel which in reality
exhibits a much more saturated red, see Figure 6.14.
In Table 6.2 we list RMS errors computed between all the reflectance samples
of a model and the reconstructed BRDFs. You can see that the error considerably
decreases when going from one average BRDF to per-cluster BRDFs and then to
per-pixel BRDFs (using projection). As already mentioned the PFA only slightly
changes the RMS error.
Generally, it can be said that for all the models only a few clusters were needed
to accurately represent all the materials since the projection takes care of material
changes. In our experiments even Lafortune BRDFs consisting of a single lobe
were sufficient to form good bases for the clustering and projection.
The fitting of normal maps works very well using the reconstructed BRDFs.
Fine geometric detail could be recovered and the quality of the overall model was
increased even for non-Lambertian surfaces. This is also indicated by the RMS
error in Table 6.2 which has been noticeably reduced by the normal fitting step.
One can however observe noise in regions where too few reflectance sam-
ples or views have been acquired. Although three reflectance samples should be
enough to determine the normal direction in the ideal case, more samples have to
be provided to get reliable results.
Furthermore, in concave regions interreflections become very important.
Since interreflections are not yet considered in our algorithm the presented method
unfortunately produces noisy normals and inaccurate BRDFs in those regions.
This problem may be solved by applying techniques capable of dealing with in-
terreflections such as [Nayar90b, Nayar91b] or [Forsyth89].
To show that the presented method can distinguish materials with the same
diffuse color but varying specularity, we initially experimented with artificially
generated data. We generated samples for five different Lafortune BRDFs with
the same
kd = (0.15, 0.3, 0.1), and different exponents
N = 36.2, 42.2, 48.2, 54.2, 60.2,
where−Cxy = Cz = N
√
(N + 2)/2pi corresponding to the modified Phong model
[Lewis93]. To each reflectance sample we added up to 5% noise. Overall there
were about 46000 reflectance samples (on average 11 per texel) with random light-
ing directions and five different viewing directions. Our clustering algorithm was
able to clearly distinguish these five materials although they had the same color
but different specular lobes. The resulting kd’s and exponents had less than 0.2%
error.
In Figure 6.15 we also show a real example of a measured bathroom tile where
the design gets visible only for special viewing and lighting directions. Since the
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Figure 6.15: Measured bathroom tile. The entire tile has the same diffuse color but
distinct specular components for the background and the design. Left: No pattern
is visible if the diffuse reflection is dominant. Middle: The differences come out
only in highlight regions. Right: Close to the mirror direction the narrow specular
lobe of the pattern is brighter than the background. The patterns is reverted.
tile is made of the same material through and through, the pattern has the same
diffuse color but a different specular component. The design comes out only in
highlight regions.
Reliable classification of these materials requires however that part of a high-
light is visible in at least one of the reflectance sample at every surface point.
Depending on the narrowness of the specular lobe and the geometry of the object,
a lot of images may be required to achieve this for real objects. For example, on
the angels model the specular part of the blue skirt was overestimated at some
texels due to undersampled highlights. The problem of appropriate sampling will
be addressed in the next chapter.
6.11 Conclusions and Future Work
We have presented an algorithm and demonstrated a system for reconstructing a
high-quality spatially varying BRDF from complex solid objects. The BRDFs of
the basic materials is measured precisely by collecting and clustering the samples
of larger surface regions with similar reflection properties. Spatial variation in the
diffuse and the specular part is added by calculating the best linear combination of
the basis materials that matches the measured reflectance samples of each texel.
For the measurements only a small number of images is required showing
the object illuminated by a point light. The same input images are also used to
improve geometric detail. Combining the resulting optical and geometric data
allows for accurately shaded, photorealistic rendering of these objects from new
viewpoints and under arbitrary lighting conditions.
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Furthermore, representing the spatially varying BRDFs as texture maps allows
us to modify the object’s geometry after the acquisition. Since the BRDF is not
changed with the geometry the object can be altered or animated while preserving
the material properties and thus the realistic appearance.
Several objects consisting of different materials have been acquired to demon-
strate the quality and accuracy of our approach. The resulting spatially varying
BRDFs accurately represent the original materials. The normal fitting algorithm
recovered geometric detail that was not represented by the original mesh obtained
from the 3D scanner.
The reconstruction of a new model is a relatively simple task and requires only
a moderate amount of human work, mainly during the acquisition process. Except
for this, all the data processing and fitting algorithms are automatic. Fortunately,
the number of input views required by our algorithm is rather small.
Compared to previous approaches for representing real-world objects, such as
surface light fields or reflectance fields which need several hundred or thousand
images [Wood00] our method requires less input data and even the size of the
output data (∼25MB) is considerably smaller. All we have to store per texel are
the linear blending weights for the basic materials.
As our acuqisition setup is quite similar to previous approaches for measuring
homogeneous [Marschner98, Lu98] or diffusely varying BRDFs [Sato97, Yu98]
on 3D geometric objects we can achieve the same quality for those materials. But
in contrast to previous methods, our method can reproduces spatial variation con-
sidering the diffuse and the specular part of the reflection properties. To represent
this variation is very important since it can be observed for many real world ob-
jects, i.e., if an object is composed by multiple materials each material typically
has a different diffuse and specular component.
In the next chapter we analyze the quality of the obtained results with regards
to the viewing and lighting direction selected for capturing the input images.
Chapter 7
Acquisition Planning
As explained in the previous chapter, measuring reflection properties of a 3D
object involves capturing images for numerous viewing and lighting directions.
We now present a method to select advantageous measurement directions based
on analyzing the estimation of the bi-directional reflectance distribution function
(BRDF). The selected directions minimize the uncertainty in the estimated param-
eters of the BRDF. As a result, few measurements suffice to produce models that
describe the reflectance behavior well. Moreover, the uncertainty measure can be
computed fast on modern graphics cards by exploiting their capability to render
into a floating-point frame buffer. This forms the basis of an acquisition planner
capable of guiding experts and non-experts alike through the BRDF acquisition
process. We demonstrate that spatially varying reflection properties can be cap-
tured more efficiently for real-world applications using the acquisition planner.
7.1 Introduction
In the field of 3D object acquisition progress has been made both in the area of
geometry and appearance acquisition. Appearance or reflection properties are in
most approaches measured by capturing a number of samples of the BRDF of
the object. The samples are commonly acquired by a sensor (a digital camera in
our set-up) and a point-light source. One pair of light source and camera posi-
tion (called a view collectively in the remainder of this thesis) captures a single
reflectance sample for each point that is visible and lit.
A number of researchers have built special gantries to perform a robot con-
trolled dense sampling of the reflection properties [Debevec00, Matusik02a,
Furukawa02, McAllister02a]. Others position the camera and the light source
manually [Marschner98, Marschner99, Lensch01c, Lensch03a].
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Figure 7.1: Comparison of Spatially Varying BRDF Models from Unplanned /
Planned Series. The model on the left contains holes in the BRDF due to un-
dersampling. The undersampling results in holes (black) or wrongly estimated
BRDFs (bright highlight at the bottom of the skirt). The model on the right ob-
tained from the same number of views suggested by our planner samples the sur-
face evenly.
The basic question for both, the automatic and the manual approach is: How to
sample the reflection properties in an efficient way? The acquisition of reflection
properties needs to be planned in order to measure efficiently, failing to plan may
result in insufficient data for the modeling task or lead to highly redundant over-
sampling. Measurement is typically an involving task and efficiency in the process
is of paramount importance.
In this chapter we present a method that assesses the uncertainty in the param-
eters of the Lafortune model [Lafortune97] (The underlying method is however
also applicable to other parametric models and may be adapted to non-parametric
models as well.) Based on this uncertainty measure we develop an acquisition
planning algorithm that computes from where to sample next in order to mini-
mize the uncertainty in the parameters, i.e., where to place the camera and the
light source with respect to a set of previously acquired views. For 3D objects,
we have to evaluate and combine the predicted uncertainty of each single surface
point. A good set of views will measure each point on the surface several times
with varied viewing and lighting directions sampling a highlight at each point.
The view planning is influenced by a number of further constraints including the
3D shape. The shape limits the number of visible and lit surface points in a view.
One of the goals of acquisition planning is to perform measurements effi-
ciently. Time spent on the planning itself therefore has to be reasonable. We
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compute the uncertainty measure in modern graphics hardware with floating-point
frame buffers. The evaluation is performed directly on the texture atlas of the ob-
ject.
The measurement theory behind our approach is well established in other
fields; physicists and other natural scientists apply it quite routinely to their mea-
surement tasks. Our contribution in this area is to adapt some of the natural
sciences’ measurement theory to the task of measuring the BRDF for computer
graphics. Our chapter makes three main contributions:
• the definition of a function to measure the reduction in uncertainty added
by one view (camera and light source position),
• a view planning algorithm that combines this function with geometric con-
straints imposed by a 3D object to predict the next best view for efficient
measurement, and
• a hardware-accelerated implementation for evaluation of the objective func-
tion directly on the texture atlas.
In the next section we discuss related work before we present an overview over
the acquisition planning in the measurement process in Section 7.3.
7.2 Related Work in Acquisition Planning
Work related to the automated acquisition of reflection properties of complete
objects can be found in different fields including computer graphics, computer
vision, robotics and visual metrology. We start our review with a brief summary
of work in computer vision, followed by a discussion of automatic scanning of 3D
models including some theoretical issues, and we conclude our review with work
on BRDF acquisition and representation in computer graphics.
In computer vision, the active vision paradigm [Aloimonos87, Bajcsy88] mo-
tivates purposive viewpoint control. Viewpoint control in minimizing uncertainty
of 3D object representations [Whaite97] and in scene exploration [Kutulakos94,
Marchand99] relates directly to the task of exploring unknown spatially-varying
BRDF of an object. Related to BRDF acquisition are also visual metrology tasks
which are reviewed by Tarabanis and Tsai [Tarabanis95]. In metrology the plan-
ning task is to position a sensor to satisfy some sensing quality criterion, e.g., work
by Cowan and Kovesi [Cowan88] and Mason and Gru¨n [Mason95]. The quality
criterion of interest in our work is the certainty in the acquired BRDF. We aim at
achieving high quality by choosing advantageous viewpoints of camera and light
source positions.
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Planning the placement of cameras [Triggs95, Gonzalez-Banos97] with
actuated devices is part of motion planning in robotics. Chaumette et
al. [Chaumette96] and Marchand and Chaumette [Marchand99] plan camera mo-
tions to recover geometric primitives using a structure-from-controlled-motion
technique. Geometric models of an object have also been acquired with a robotic
facility [Reed99, Lang00] and with an automated commercial scanner [Pito99].
In practice, view planning is often started after an initial rough acquisition of the
object’s geometry from pre-set viewpoints, as in the geometry model acquisition
system by Reed and Allen [Reed99, Reed00]. The task in this situation is to fill
holes in the existing model stemming from tight visibility restrictions. Filling
holes is an example where an automated planner can be very beneficial.
The incremental Next Best View planning strategy of Whaite and Fer-
rie [Whaite97] is closely related to ours. Their strategy explores the geometry of a
3-D model with a priori unknown shape. They apply a synthesis approach which
is based on a probabilistic model of an object’s geometry to be explored. The
approach minimizes uncertainty of a parametric object model. Objects are repre-
sented by sets of superquadrics. Using an active sensing strategy a next view is
selected. The selected view minimizes the current uncertainty of the object model.
For an object consisting of multiple superquadrics, an uncertain view for each su-
perquadric is found. Next, a strategy selects the most uncertain view amongst the
views for the individual superquadric models. The algorithm is applied to explore
the environment of a robotic agent enabling object recognition and manipulation.
An alternative approach to view planning is to delegate the (computation-
ally complex) task to a human but to provide real-time feedback. This has been
demonstrated successfully by Rusinkiewicz et al. [Rusinkiewicz02] for geome-
try scanning of objects. Planning the acquisition of reflectance properties in this
fashion is however impossible since humans can generally not reason about the
four-dimensional BRDF on the surface of complex objects in real-time.
In computational geometry, visibility in polygonal environment is consid-
ered [Chva´tal75] with applications in geographical data processing, security and
military [Marengoni00]. Acquiring realistic reflectance properties of a 3D object
requires imaging its complete surface. This completeness constraint restricts the
set of possible solutions in acquisition planning. Finding the minimal set of views
which cover the complete surface of an object is a NP-hard problem [Tarbox95].
A planned set of views may still fail in practice due to positioning or modeling
errors and off-line plans need to consider uncertainty to ensure coverage of the
complete surface when actually executed [Tarbox95, Scott01].
In computer graphics, the imaging of visible surfaces is relevant in radios-
ity, ray-tracing, scene walk-throughs and texturing of surfaces [Matsushita99,
Stu¨rzlinger99] as well as for image-based rendering [Hlavac96, Chai00,
Va´zquez02]. In the BRDF measurement and representation field, quite a number
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of articles have been published but we are not aware of any systematic investi-
gation of the estimation quality of the BRDF. McAllister computes the number
of samples required to densely cover the hemisphere above a point with a light
source [McAllister02a]. Ramamoorthi and Hanrahan [Ramamoorthi01b] exam-
ine the problem of global inverse illumination within a signal processing frame-
work. Existing BRDF measurement approaches can be classified by the number
of images necessary and the generality of the estimated BRDF model.
A family of methods measure reflectance properties by performing a very
dense sampling. Some of them are designed for flat surface samples only [Dana99,
McAllister02a] while others can deal with 3D objects [Debevec00, Masselus02,
Matusik02a, Matusik02b, Furukawa02]. Since a dense sampling allows to ren-
der directly from the measured data, the reflection properties are unrestricted
in those approaches. The quality of the outcome when no BRDF model is
fit mainly depends on the sampling density. Another set of techniques es-
timate the appearance of an object from a sparse set of images. Measure-
ments in these approaches are typically performed either by using a point light
source [Kay94, Sato97, Marschner99, Marschner00, Nishino01a, Lensch01c,
Lensch03a, Li02] or by performing inverse global illumination [Yu98, Gibson01,
Boivin01, Ramamoorthi01b, Nishino01b]. Using just a sparse set of input im-
ages, the quality of the outcome is very much dependent on the selected views
and illumination.
In this chapter, we again follow the sparse sampling approach using a point
light source. We introduce our method which is able to select a sparse set of
measurements and ensures the quality of the BRDF model at the same time. The
method may also be applied to dense sampling approaches in order to perform an
adaptive sampling, reducing the redundance in the acquired data.
7.3 Acquisition Loop
The measurement of reflection properties is executed as a number of successive
steps which are shown in Figure 7.2. Prior to the acquisition of reflectance prop-
erties the 3D geometry of the object has to be acquired. The acquisition starts
with the planning of the first view. Each new view is planned based on the cur-
rent estimate of the BRDF parameters and the visibility and shadowing constraints
imposed by the 3D geometry of the object.
In the second step the planned view is acquired. Next, the view is registered
with the 3D object (see Chapter 5 and Section 6.3), since the real camera and light
source position may deviate from the proposed view. The recovered positions are
used to determine the regions of the object’s surface which are visible and lit. The
valid pixels are resampled into a texture atlas.
112 Chapter 7: Acquisition Planning
ClusteringRegistration ResampleShadow/Visibility
BRDF
FittingPlanning Acquisition
ViewView
Figure 7.2: View planning interacts with the entire pipeline of appearance mea-
surements: An optimal view is proposed and captured. Manual placement of
camera and light source requires registration with the 3D object. Visibility and
shadows are computed and the data is resampled. From the resampled data of
all views the BRDF parameters per cluster are updated which again influence the
planning of the next view.
For the planning a coarse texture atlas is used to speed up the process. Local
viewing and lighting direction are computed per pixel. From the resampled data
a new set of BRDF parameters is estimated. As the number of measurements
for a single point are too few to obtain credible BRDF parameters, clusters of
points are used to fit the parameters. Points can be clustered either based on
their diffuse color or using the method presented in the previous chapter. The
estimated spatially varying BRDF parameters are then used in the next execution
of the planning step.
After the capturing process is complete, all measurement data is resampled
again using a high resolution texture atlas and a final spatially varying reflection
model is estimated.
Planning is performed by minimization of an objective function that takes into
account the previously acquired data, the geometry of the object and the currently
estimated BRDF parameters. The objective function is based on co-variance ma-
trices as an uncertainty measure. The co-variance matrices are compact and sum-
marize all necessary information about the views acquired so far. Their storage
cost and the computation time of the planning algorithm is constant and indepen-
dent of the number of acquired views. In particular, we do not have to store each
local viewing and lighting direction per pixel for each measurement.
In the next section we detail the relationship between the co-variance matrix
and measurement uncertainty with an object consisting of a single pixel as a tuto-
rial example.
7.4 One-Pixel Objects
Measuring the BRDF of a single point on an object is already a task which involves
some effort. It is necessary to understand how measurements of the reflectance of
a single pixel influence the reliability of parameters of the BRDF model we are
going to fit. We briefly summarize background material on parameter estimation
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and measurement theory related to our fitting approach. We conclude that not
all possible measurements contribute in the same way to the quality of the fitted
model parameters.
For the purpose of the discussion in this and the next section, the prior infor-
mation I for our measurement task is that we would like to estimate a Lafortune
model fr with one isotropic specular lobe (see Equation 7.1) for an object consist-
ing of one-pixel.
fr(β; ω) = ρd + (Cxωixωox + Cyωiyωoy + Czωizωoz)
N (7.1)
where ρd denotes the diffuse reflectance, N the exponent of the specular lobe, Cx,
Cy and Cz the weighting coefficients of the dot product between ωi and ωo; ωi is
the incident light direction and ωo the exitant lighting direction. In the following,
we denote these parameters collectively as β. The model M(β, ω) calculates the
reflectance for a given ωi and ωo (collectively ω). Equation 7.2 shows the standard
regression problem for m measurements with an additive error term ε resulting in
m reflectance samples Rm. For the purpose of this discussion, we assume that
the error terms are independent and identically distributed (iid) samples from a
distribution centered at 0.
Rm = M(β, ωm) + εm (7.2)
A principled approach to solve this model fitting task is by employing Bayes the-
orem
P (M |DI) =
P (M |I)P (D|M)
P (D|I)
. (7.3)
Bayes theorem describes how to obtain the posterior probability distribution of
the reflectance model P (M |DI). It depends on our prior belief of possible model
parameters P (M |I), the measurement or predictive probability of a measure-
ment P (D|I) with acquired data D and our model of the measurement process
P (D|M) which here is Equation 7.2. Measurements are a principled way to
change one’s prior beliefs. If the observations provide strong evidence, the data
term dominates while with a lack of evidence the prior remains unchanged. The
certainty in the model is described by the full distribution P (M |I). The distribu-
tion is in the dimensions of the model and requires a summary for interpretation.
The most probable parameter value and confidence intervals are common sum-
maries. (See, e.g., Bretthorst [Bretthorst88] or Hastie et al. [Hastie02] for a more
complete introduction to Bayesian model estimation).
An approach to find the most probable model is minimization. The sum of
squared errors
Q =
∑
m
(Rm −M(β, ωm))
2 (7.4)
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is the most common error measure to minimize. This error measure coincides with
the most probable model in the Bayesian approach given the model is linear in the
parameters β, the noise ε in the measurements is Gaussian and our prior beliefs are
uninformative (flat priors) [Hastie02]. Under these circumstances, the uncertainty
in the most probable model parameters depend linearly on the co-variance matrix
CoV . The co-variance matrix CoV is the inverse of the Hessian matrix H with
entries H i,j = ∂
2Q
∂βi∂βj
(see Appendix A for the derivatives). The singular values σ
of the co-variance matrix define the length of the major axes of the hyperellipsoid
of a given Q. In linear models this hypervolume bounded by the hyperellipsoid for
a given quadratic error measure Q is directly related to the posterior probability.
In the non-linear Lafortune reflectance model the simple relationship between
the least-squares residual Q and the uncertainty in the parameters does not hold.
The most popular way to proceed is to employ a non-linear least-square solver to
minimize Q but analyze the fit with the co-variance matrix CoV . The co-variance
matrix is only strictly valid for linear models, however, employing CoV is justi-
fiable if Q is well approximated by a quadratic near the minimum [Press94]. We
performed some Monte-Carlo bootstrap analysis [Efron86, Carpenter00] in or-
der to confirm the validity of the linear approximation when fitting the non-linear
Lafortune model. In summary, our conclusion is that the non-linearity of the
Lafortune reflectance model prevents us from stating confidence intervals based
on the linear approximation. However, the co-variance matrix is a good indicator
of parameter uncertainty and if we would like to obtain measurements in a way
such that we are most confident in the estimated parameters, minimizing the co-
variance matrix is a sensible strategy. This conclusion is also consistent with the
reasoning of Whaite and Ferrie [Whaite97]. The co-variance matrix of the Lafor-
tune model depends only on the chosen incident and exitant light direction given
a fixed estimate β¯. A recipe of how to choose the light and viewing directions for
the one-pixel object is described in the next section.
7.5 Uncertainty Minimization
The uncertainty in the estimated parameters for a set of views is minimum if the
co-variance matrix is minimal. If we are exploring unknown reflectance prop-
erties, we only learn our model parameters as we acquire new views, gaining
information incrementally. The certainty gain of a view is therefore the reduction
in the co-variance matrix from the previous view to the current one and hence, the
objective function
F = ‖CoV (β¯v, ω1,...,v)‖ − ‖CoV (β¯v, ω1,...,v+1)‖. (7.5)
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We would like to maximize the certainty gain, i.e., we have to maximize F . A
greedy strategy selects after each view v the one which maximizes the expected
gain of the next view v + 1. This greedy strategy is optimal in the linear case
with fixed estimates β¯ because then the co-variance is independent of the order
of views. In our scenario this approximation becomes more appropriate as the
certainty in the estimates increases.
The selection strategy must also deal with a rank-degenerate Hessian ma-
trix H during the views v = 1 . . . L, where L is the number of parameters
in the Lafortune model fr, in our case L = 4. These initial views have to
be chosen in order to arrive at a small ||CoV || after view v = L. While
||CoV || = ∞ for v < L, we can calculate the Pseudo-Inverse of the Hessian
matrix instead. Figure 7.3(a) shows the singular values σk of the pseudo-inverse
which approximately increase exponentially with k. We maximize the infor-
mation gain based on this pseudo co-variance until the Hessian matrix reaches
full rank. The gain can be considered infinite with each rank gained, i.e., a
choice of F (k ≤ L) = Inf − σk suggests itself. We illustrate this strategy in
Figure 7.3 for the one-pixel object. (We pick Inf = 109 and the parameters
β = (ρd = 0.3, Ns = 10, Cx = Cy = −0.8, Cz = 0.8) for the Lafortune model
(Equation 7.1)). A better continuation of the objective function towards the first
view can be obtained with F (k ≤ L) = 10L−k ∗ (Inf − σk) which is shown in
Figure 7.3(b). The difference in the two considered choices is only of importance
in multi-pixel objects when the information gain at one pixel has to be compared
to the information gain at another pixel. Under these circumstances, the expo-
nentially increasing function will strongly favour low rank updates over high rank
updates.
7.5.1 Maximization
The task of view planning is to maximize the objective function in Equation 7.5.
Our observation is that the objective function is partially smooth depending on
the visibility of a given view. Globally, it can have many discontinuities due to
shadows and visibility. In order to maximize the objective function we apply a
two-step procedure with randomization:
• Search for the best pair of initial positions of camera and light source on a
discretized sphere. Randomize the orientation of the discretization before
each new view.
• Use a local continuous optimizer to improve the discrete solution found.
The random rotation of the sphere discretization improves the discrete search,
eventually evaluating all views. This procedure allows us to use a coarse dis-
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Figure 7.3: Objective Function F for Infinite Co-Variance. The singular values
σk of the CoV show an exponential increase with k. Figure 7.3(b) shows two
choices for F when k ≤ L: F (k ≤ L) = 10L−k ∗ (Inf − σk) in red and F (k ≤
L) = Inf − σk (Inf = 109) in blue.
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Figure 7.4: Norm of the Co-Variance Matrix during Optimization. Green
||CoV ||2 and red ||CoV ||Frob are obtained with Powell’s method, while blue
||CoV ||2 and cyan ||CoV ||Frob are obtained by the simplex method. The opti-
mization is applied to the one-pixel object.
cretization in the discrete search achieving acceptable coverage at least over mul-
tiple views.
We have tested two downhill non-gradient-based optimizers: the Simplex
method and Powell’s method with non-gradient based linear search [Press94].
The Simplex method is initialized with the starting value of the discrete search
plus random points within its neighborhood. Although both methods may con-
7.6 Multi-Pixel Objects 117
verge to local maxima, we still achieve good results due to the discrete initial-
ization. In Figure 7.4, we show the norm of the co-variance matrix achieved
by maximizing F in Equation 7.5 with both, the Simplex and Powell’s method.
We have observed that Powell’s method requires typically less function evalua-
tions but achieves slightly worse results than the Simplex method. Figure 7.4 also
compares the behavior of the optimization with the 2−norm ||CoV ||2 versus the
Frobenius norm ||CoV ||Frob. The difference is negligible due to the exponential
rate of decay in the size of the singular values of the co-variance matrix.
Besides planning the next best view, the objective function can be employed
to determine when to stop acquiring more views. Observe that the norm decays
roughly exponentially as the number of samples of the one-pixel object increases.
It indicates that one can stop the optimization after the gain in confidence is below
a pre-defined threshold.
7.6 Multi-Pixel Objects
We are now generalizing our insights from the one-pixel object to 3D objects. The
reflectance of real-world 3D objects cannot be modeled with sufficient accuracy
by a single point. The complete surface area of a 3D object is not visible from
any single given camera and light source position. Thus, the geometric shape
influences the objective function and plays an important role in the uncertainty
minimization.
7.6.1 Homogeneous vs. Spatially Varying BRDFs
Calculation of model uncertainty for a real 3D object requires the computation of
the the Hessian matrices H i considering all previous measurements at each point
i on the surface. Assuming all points on the surface have identical reflectance then
the overall co-variance matrix of all surface points is
‖CoV ‖Homogenous = ‖
(∑
i
H i
)−1
‖. (7.6)
In this norm there is no relationship between samples and surface location. It
does not ensure an even sampling of the surface and thus is only applicable if the
object’s surface consists of a single homogeneous material without the slightest
spatial variation.
An approach more applicable to real-world 3D objects is to treat each surface
point individually. The uncertainty measure in this case is Equation 7.7.
‖CoV ‖obj =
∑
i
‖H−1i ‖. (7.7)
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This uncertainty measure can only be decreased by imaging each surface point re-
peatedly. This is required if the goal of the measurement process is to model each
surface point with a different BRDF but as well if surface points are eventually to
be clustered and represented by a smaller set of BRDFs.
7.6.2 Real-World Constraints
While performing a real measurement one has to take into account a number of
additional constraints. The planning algorithm must prevent placement of light
source and camera at the same location. In order to achieve this, we simply set the
objective function to zero in these cases. Furthermore, the reliability of collected
samples is not independent of the viewing angles for real measurements. Samples
at grazing angles are typically hard to measure since the registration of the 3D
object with the 2D image is not be perfect. We follow the approach by Lafortune
et al. [Lafortune97] and weight the influence of each sample by the cosine of
the angle between the surface normal and the viewing direction and between the
normal and the lighting direction. The weight is set to zero for all points where
one of the angles is larger than 80 degrees.
7.7 Implementation
We have defined the objective function F in Section 7.5 and constraints in the
previous section. Here, we detail the implementation of an efficient optimization
which results in a usable view planning algorithm. The view planning has to sim-
ulate the next view in order to evaluate the objective function. We calculate the
norm of the co-variance matrices for each point on the surface. This computa-
tion has to be very efficient since it is executed several hundred times during one
step of the optimization. We achieve this efficiency by exploiting newly available
graphics hardware with floating-point precision frame buffers.
7.7.1 Texture Atlas
Since all quantities need to be computed for all surface points we represent the
object’s surface by a texture atlas (see Figure 7.5). We construct the texture atlas
from the 3D mesh. All subsequent calculations are performed directly on the
texture atlas. Using a vertex program it is very easy to perform calculations on the
texture atlas: the final vertex position is set to the texture coordinates of the vertex
while the original vertex position is used for other computations, e.g. lighting and
shadowing.
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(a) Object (b) Texture Atlas (c) Lit Atlas
(d) ∂f/∂ρ (e) ∂f/∂Cxy (f) ∂f/∂Cz (g) ∂f/∂N
Figure 7.5: Texture Atlas. Lighting and the derivatives of an isotropic Lafortune
BRDF (see Appendix A) are computed in a texture atlas.
7.7.2 Visibility and Shadows
The texture atlas shows all points on the object’s surface at the same time, but
the derivatives may only be computed for those points which are visible and lit
for a given view. We accomplish this by first computing two depth maps of the
3D object, one depth map for the camera view and one from the view of the
light source. As in traditional shadow mapping the point is visible and lit if the
transformed pixel has the same or smaller depth than the corresponding points in
the depth maps. Figure 7.5(c) shows the resulting texture atlas of all visible and
lit points of the corresponding view Figure 7.5(a).
7.7.3 Derivatives and Matrix Norms
Given the 3D mesh and some BRDF Parameters we setup a fragment program
which computes the derivatives of the BRDF model with respect to its parameters
for the valid texels on the graphics board (see Figure 7.5(d)–(g)). We take the
spatially varying parameters obtained by the clustering into account. The calcu-
lated derivatives are then downloaded from a floating-point frame buffer to main
memory. Hessian matrices for the current view are calculated and added to the
accumulated Hessian matrices of previous views. The result is inverted using sin-
gular value decomposition to obtain the norms of the co-variance matrices. The
final value of the objective function is then computed as the sum of the objective
120 Chapter 7: Acquisition Planning
Task ∂f/∂β Download H SVD Total
Time [s] 0.119 0.477 0.021 0.523 1.138
Table 7.1: Time consumed for computing the derivatives, to download the results
to main memory, to add to the Hessian matrices and to perform the remaining
calculations (SVD) in software in order to evaluate the objective function of one
view on a 512x512 texture atlas. Note that on average only one fourth of the
147444 valid pixels were visible and lit.
functions of each pixel. All software computations are done only at those pixels in
the texture atlas which are visible and lit. A total of approximately 440 evaluations
of the objective function are performed in the optimization of one view.
Table 7.7.3 lists how much time is spend for each of the computation steps. A
considerable amount of time is unfortunately consumed by downloading the frame
buffer. To save bandwidth we currently use a monochromatic isotropic Lafortune
BRDF model with one lobe (4 parameters) for the view planning. The method can
however be easily extended to work with more complex or multi-lobe models.
7.8 Measurement Results
We compare the views selected by our method to the views selected by a human
expert, i.e., comparing to the results of the last chapter. The 3D object for which
the spatially varying BRDF is acquired, are the angels shown in Figure 7.1. The
Rank # Pixels # Pixels σ¯L−k+1 σ¯L−k+1
k Planner Expert Planner Expert
0 10 857 - -
1 300 2013 0.06587 0.04482
2 1755 973 2.3804 0.9823
3 1412 583 39.170 75.075
4 5767 4818 745.16 2308.94
Table 7.2: Comparison of ‖CoV ‖ Obtained by Planner and Human Expert after
27 views. Shown are the singular values averaged over all pixels. The planner
acquired more pixels with higher rank and higher confidence. (Note the consider-
ably smaller singular value in the last row).
reflectance model of the angels has previously been captured with a set of 27
views (not shown). Figure 6.14 shows the images acquired with our planner. The
planner selects camera and light source position in order to collect samples of
each surface point under various angles. A comparison of the resulting uncertainty
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log(‖CoV ‖) shows that the planner covers the surface of the object quite evenly
(see Figure 7.6). The human expert samples the front of the model frequently but
misses areas on the rear, bottom and sides of the model (see Figure 7.1). The
even sampling with our planner is even more apparant by studying the smallest
singular value σ1 of the CoV in Figure 7.8. The average singular values are
compared in Table 7.2. The planner increases the rank of the CoV per pixel
evenly. Table 7.2 shows that after 27 views the CoV has reached full rank at
62.4% of pixels. The lower rank (pseudo) CoV have already mostly gained rank
2 or 3. The CoV obtained by the human expert are mainly either, rank 4 (52.1%)
or still rank 1 and rank 0 (unobserved). Additionally, the norms ‖CoV ‖ with
high rank are considerably larger than the number obtained with the planner, i.e.,
the measurements result in higher uncertainty.
Highlights have to be observed in order to update the rank of one pixel beyond
rank 1 because three of the derivatives evaluate to nearly zero for non-highlight
directions (Appendix A and Figure 7.5). For a human it is hard to keep track of the
observed highlight areas and to reason on how to place the camera and the light
source in order to observe a highlight at a specific surface region. The planner
automatically considers this by maximizing the proposed objective function (see
Figure 7.9).
The objective function evaluated after each view is shown in Figure 7.7. The
series with the planner has been continued in simulation to 50 views. Note, that
while local minima are encountered by the planner, it successfully reduces the
error measure in each step and the steps decrease approximately exponentially as
expected. (Note, that log(Fobj) in Equation 7.7 is a difference and the numbers
have to be accumulated for absolute values.) The optimization per view took less
than 2 minutes, computed on a 2.4GHz Pentium PC with an ATI Radeon 9700.
The computations were carried out on a texture atlas with resolution 128x128.
This time is constant and does not depend on the number of previously seen views,
since the information is accumulated in the per-pixel Hessian matrix H .
In summary, the planner helps to sample the angels’ surface more evenly re-
sulting in higher certainty in the BRDF parameters. The number of views (27)
is generally too low for being able to judge the fit of BRDF parameters at each
pixel. Using the clustering method of Chapter 6.5.2 the results however are vi-
sually already quite pleasing over the entire surface (Figure 7.1). The simulation
suggests that after 48 views on more than 90% of the surface the CoV would
reach full rank. Over 90% of the surface have already been imaged once after
5 views (> 99% after 10 views) in the actual measurements. The actual captur-
ing process has been slightly slowed down by the planning but mainly because
view registration has to be performed during acquisition when using the planner.
The registration also revealed that some additional cues would be very helpful in
setting up camera and light source. Besides the numerical positions, two shaded
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Figure 7.7: Objective Function for Angel Acquisition. The red curve is obtained
with the uncertainty minimization planner while the blue dashed curve is the ob-
jective function evaluated for the series taken by a human expert.
images are currently provided to the user, one rendered from the proposed camera
position and another from the light source. A low quality real-time registration
algorithm would integrate nicely into the planner.
7.9 Conclusion
We have presented a novel method to analyze and plan the acquisition of realistic
reflection models of 3D objects. Central part of the method is a measure of
uncertainty which allows one to assess the quality of the sampling so far and
to select from where to view the object. This uncertainty measure can be
evaluated efficiently in graphics hardware with floating point precision and has
been integrated into a view planner for BRDF acquisition. The performance of
the planner compares favorably to the view selection by a human expert. It is
extremely hard for humans to reason about the 4D BRDF on the surface of 3D
objects. Consequently, it is very difficult for them to select good camera and light
source positions in order to obtain a high-quality reflectance model. Our view
planning algorithm can assist experts and enables novices to measure the BRDF
of 3D objects, and will make automatic measurements more efficient.
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Figure 7.8: Smallest Singular Value: Comparison of Planner and Human Expert.
Top row show results with the planner, while the bottom row shows results ob-
tained by the human expert. Notice how the planner selects samples to cover the
object’s surface evenly. The human expert acquires redundant samples of some
surface areas (front) while other areas remain unobserved (back and bottom). The
images show log(‖σ1‖) after 27 views color-coded in matlab jet style.
Figure 7.9: Views Planned for the Angels. Our algorithm positions both the cam-
era and the light source to minimize BRDF uncertainty. As a result a highlight is
observed at each surface point.
Chapter 8
Discussion and Conclusion
The main goal of this thesis is the acquisition and representation of the appearance
of real-world objects, in particular their reflective properties. Resulting 3D models
can be rendered from novel view points under arbitrary lighting conditions. Sev-
eral subproblems have been identified and solutions have been proposed: High-
precision image-to-geometry registration, BRDF measurement in controlled envi-
ronments, as well as a view-planning algorithm.
Efficient acquisition of high-quality models is made possible by the proposed
techniques since they require only a small number of input images. Furthermore,
efficiency is increased by planning the view points and light source positions.
Highly detailed textures are recovered by precisely aligning the input images, and
models of spatially varying reflection properties are inferred. These models faith-
fully capture the appearance of objects with a uniform surface material but also of
objects composed of different materials. The estimated BRDF for an object may
vary in the diffuse and the specular part. Measurement of this variation was not
possible by any previous technique based on a sparse set of input images.
8.1 Summary
In the following, we briefly summarize our algorithms, discuss their advantages
and drawbacks and show the advance over existing techniques.
8.1.1 Texture Registration
A fundamental building block of the presented method is the faithful alignment
of input images to scanned 3D geometry. In Chapter 5, a silhouette-based regis-
tration algorithm is proposed which exploits graphics hardware to efficiently opti-
mize the extrinsic camera parameters for each image with respect to a 3D model.
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Given a segmented silhouette image the algorithm works automatically. The ap-
plication of graphics-hardware allows us to perform faster optimization compared
to other contour-based algorithms. Highly accurate alignment of detailed texture
features is achieved by an additional texture-based matching step.
Since the algorithm is based on silhouettes no additional markers have to be
attached to the object which would disturb the object’s texture. A bottleneck how-
ever is the creation of reliable silhouettes. Although separate images are acquired
in front of a white background to automatically extract the silhouette, the silhou-
ettes typically include pieces created by the object’s support. Geometry that is not
explicitly represented by the 3D mesh may further occlude parts of the object or
cast shadows. If necessary, the affected image regions may be marked manually.
8.1.2 BRDF Measurement
An algorithm for reconstructing a high-quality spatially varying BRDF from com-
plex solid objects using only a small number of images has been proposed. In
Chapter 6, the measurements are performed using a point light source in an oth-
erwise black room. The same input images that are used for the BRDF measure-
ments are also used to improve geometric detail by normal fitting. Combining the
resulting optical and geometric data allows for accurately shaded, photo-realistic
rendering of these objects from new viewpoints and under arbitrary lighting con-
ditions. Several objects consisting of different materials have been acquired to
demonstrate the performance of our approach. The resulting spatially varying
BRDFs accurately represent the original materials. The normal fitting algorithm
recovers geometric detail that was not represented by the original mesh obtained
from the 3D scanner.
Representing the spatially varying BRDFs as texture maps allows to modify
the object’s geometry after the acquisition. Since the BRDF is not changed with
the geometry the object can be altered or animated while preserving the material
properties and thus the realistic appearance.
Compared to previous approaches for representing real-world objects, like sur-
face light fields [Wood00] or reflection fields [Debevec00, Matusik02a] which
needed up to several thousand images our methods require far less input data and
even the size of the resulting model is considerably smaller. Having acquired a
large number of images, however, image-based rendering can be performed di-
rectly. Reflectance fields can therefore represent objects with highly complex
geometry including volumetric structures, and, to some extent, also subsurface
scattering materials. Our approach currently relies on explicit geometry acquired
by a 3D scanner in order to be able to fit a BRDF model to the measured data,
which restricts the class of representable materials. Nevertheless, we have shown
that our method applies to a broad range of objects.
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One shortcoming of our method is that interreflections are not yet taken into
account. In concave regions we will not recover the true BRDF of the surface. In-
stead, the apparent BRDF is approximated by fitting to a BRDF model. It depends
on the BRDF model and on the actual configuration how well this approximation
can work. A general solution would be to take interreflections into account in an
iterative process: first, recover the BRDF based on direct illumination, and after-
wards perform inverse global illumination for the affected regions, while taking
the previously estimated BRDF as an initial solution.
The advantages of our method are the efficient acquisition, the simple setup,
the high quality of the recovered spatially varying BRDFs, and the compact rep-
resentation.
8.1.3 View-Planning
We described a view-planning algorithm in Chapter 7 which further increases the
efficiency in the acquisition. It first analyses the quality of the estimated BRDF
parameters in the form of per-pixel co-variance matrices given the current set of
input images. The co-variance matrices are related to the uncertainty of the esti-
mated parameters which mainly depends on the selected positions of the camera
and of the light source. Based on the compact and efficiently evaluated uncertainty
measure, a next view of the objects is proposed leading to an almost optimal set
of views.
Only a small amount of work related to the analysis of the process of BRDF
measurement has been done. Ramamoorthi and Hanrahan [Ramamoorthi01b] an-
alyzed under which conditions inverse rendering problems are well-posed and
McAllister [McAllister02a] calculated the number of samples necessary to cover
the entire hemisphere by a light source with small extent. In other related appear-
ance measurement approaches the problem of quality control regarding sparse
sampling is either not addressed at all, e.g., [Sato97, Boivin01, Marschner99],
or circumvented by very dense sampling [Dana99, Debevec00, Matusik02a,
Furukawa02]. Appearance reconstruction from a sparse set of images and from
densely sampled data may both benefit from our proposed uncertainty measure
and view-planning algorithm.
8.2 Future Work
Although we have derived a set of new solutions, the investigation of these prob-
lems has raised many new questions to be explored.
In Chapter 6, we measured the appearance by clustering of surface points and
fitting a low parameter BRDF model. Is it also possible to derive even a spatially
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varying non-parametric BRDF from a sparse set of images? Measuring a tabu-
lated BRDF instead of fitting a BRDF model would lift the restrictions implicitly
imposed by the model. This would permit the accurate reconstruction of even
more complex materials, e.g., velvet or layered materials. One solution could be
to combine and adopt the measured BRDF samples of surface points with similar
reflection properties, in a fashion comparable to what is done during the current
clustering process.
Another future research direction is to extend the clustering method to work
with arbitrary illumination, still recovering spatial variation in the diffuse and the
specular part. This would permit to perform the measurements of real world ob-
jects in more natural environments, not necessarily in a highly controlled photo
studio. Furthermore, one may measure dynamic objects instead of static ones. The
image-to-geometry registration has to be adjusted to work on dynamic geometry.
New algorithms have to be developed to determine reliable shadows and visibil-
ity in the presence of dynamic objects and scene geometry that is not entirely
captured by the model.
The view planning algorithm proposed in Chapter 7 is designed to work with
a single point light source. It is worth investigating if the planning algorithm can
also be applied for less constrained environments. At present the cost of such an
algorithm would be dominated by the convolution of the spatially varying BRDF
with the environment. Efficient, accurate rendering algorithms for objects with
dynamically varying per-pixel BRDFs are required.
The presented methods currently require a geometric model of the object in
order to resample the reflectance samples for each surface point. The appearance
of volumetric materials such as hair of fur, where no explicit geometric model is
known, can so far only be acquired by dense sampling approaches. Combining
inverse reflectometry and photometric stereo may help to infer both geometry and
reflection properties of objects with complex geometry even from a sparse set of
images.
Most approaches for appearance acquisition, including those presented in this
thesis, are proof-of-concept or research prototypes and none of them is currently
widely used in commercial applications. Only the simplest form, diffuse texture
acquisition, is nowadays commercially available bundled with 3D scanning de-
vices. As we have seen in Chapter 5 there are several problems when constructing
a diffuse texture. Integration of measurement techniques for spatially varying
BRDFs into standard 3D scanning equipment would make high-quality appear-
ance acquisition of real-world objects available to a larger number of users.
Appendix A
Hessian Matrix
The Hessian matrix for Lafortune model (Equation 7.1) is given by the following
equation:
∂2Q
∂β2
= −2
(
∂L
∂β
)T
∂L
∂β
. (A.1)
The derivatives ∂L
∂β
of the single specular lobe Lafortune model are ∂L/∂ρd = 1 ,
∂L
∂Cxy
= (Cxyωixωox + Cxyωiyωoy + Czωizωoz)
N−1N(ωixωox + ωiyωoy),
∂L
∂Cz
= (Cxyωixωox + Cxyωiyωoy + Czωizωoz)
N−1N(ωizωoz), and
∂L
∂N
= (Cxyωixωox + Cxyωiyωoy + Czωizωoz)
NN ·
log(Cxyωixωox + Cxyωiyωoy + Czωizωoz).
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