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In this work, we investigate how the presence of initial entanglement affects energy transport in a network.
The network have sites dedicated to incoherent input or output of energy and intermediate control sites where
initial entanglement can be established. For short times, we found that initial entanglement in the control sites
provides a robust efficiency enhancer for energy transport. For longer times, dephasing considerably damps
the quantum correlations, and the advantage of having initial entanglement tends to disappear in favor of the
well known mechanism of noise-assisted transport. We careful study these two mechanisms in this work, and
we believe our findings may be usuful for a better understanding of the relation between nonclassicality and
transport, a topic of potential interest for quantum technologies.
I. INTRODUCTION
Quantum control [1] and quantum transport (QT) [2] play
a prominent role in modern applications of quantum dynam-
ics. In particular, quantum networks (QN) are extensively
used to investigate the phenomenon of energy propagation
and its relation to quantum coherence. Paradigmatic examples
are that of light harvesting complexes [3–7] and nano devices
[8]. This kind of investigation led to the discovery of noise-
assisted transport (NAT) [3, 9], where the interaction with the
environment helps to enhance transport efficiency when the
system parameters are appropriately tuned. In the context of
light harvesting complexes, there are investigations about the
capability of the dynamics in promoting the manifestation of
quantum correlations [10–12]. Unfortunately, complete con-
trol over system state preparation and its evolution is not yet
possible in real photosynthetic systems, let alone the use of
characterization tools from quantum information science.
A natural step is then to ask how especially arranged QN
of controlled quantum systems can be used to critically assess
the role of quantum coherences and correlations in the phe-
nomenon of energy transport [13, 14]. In this work, we are
interested in this kind of investigation. In other words, we are
interested in the active role of state preparations and external
control over transport efficiency. These situate our work in
the context of quantum technologies where, instead of hav-
ing a naturally occurring network, such as a photosynthetic
complex, one can deliberately engineer a system, prepare its
states, and drive it to study its response. This is precisely the
case of setups such as trapped ions, cavity or circuit quan-
tum electrodynamic systems, just to name a few examples. In
these systems, control is usually achieved by means of inter-
action with external fields. In particular, it has been recently
shown that cleverly chosen external time dependent drivings
can assist quantum tunneling between nodes in a QN [15–17].
Here, we employ this ideia to engineer a QN suitable to our
purpose of studying how quantum correlations actively influ-
ence energy transport.
This article is organized as follows. In Section II, we
present the network model used in this work. Our results
are presented in Section III, where we carefully investigate
the role of quantum correlations and environment in the effi-
ciency of energy transport through the network. In Section IV,
we conclude our findings and present our final remarks.
II. NETWORK AND EQUATION OF MOTION
The basic two-dimensional network element we are inter-
ested in is depicted in Fig.1 (top), where one can see the spa-
tial distribution of the sites or nodes.
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Figure 1. (Color Online) The network and its basic elements. Top:
Four two-level systems labeled by i occupy site i = (i1, i2) forming
the network. The lines connecting the sites represent their coherent
interaction. The site-dependent energies area also indicated. Bot-
tom: Different dynamical elements of the effective network. It is
represented the energy pump (Γs) in site 1, the energy drain (Γd) in
site 3, the decoherence γk, and the effective energy hopping between
sites (two-ended dashed arrows). Also, the possibility of having en-
tangled states initially prepared for the sites 2 and 4 is represented by
the shadowed area delimited by a dashed contour.
We say that site i (i = 1, 2, . . .) is located at i = (i1, i2),
where i1 and i2 are natural numbers (zero included). By
closely following the driving mechanism in [15, 16], we con-
sider the system Hamiltonian to be
Hˆ (t) = Hˆ0 (t) + Hˆc, (1)
with the total on-site energies subjected to external driving
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2described by
Hˆ0 (t) = ~
∑
j
[ωj + ∆ωj + ηd,jωd,j cos (ωd,jt+ φj)] σˆ
+
j σˆ
−
j ,
(2)
and the coherent hopping given by
Hˆc = ~
∑
ij;k>j
cjk
(
σˆ+j σˆ
−
k + σˆ
−
j σˆ
+
k
)
, (3)
where
∆ωj = ∆ω (Θ1j1 + Θ2j2) , (4)
with Θ1,Θ2 positive integers [18], σˆ+j and σˆ
−
j two-level rais-
ing and lowering operators at site j, respectively, ηd,j and
ωd,j are basically the amplitude and angular frequency of the
driving field acting on site j, and cjk the coherent transfer
rate between the sites j and k. More precisely, the product
ηd,jωd,j gives the strength of the interaction external drive-
site j and it depends monotonically on the field amplitude and
frequency. Also, the external drive frequency is chosen to be
site-dependent with the phases
φi = i1φx + i2φy. (5)
All these driving parameters and the energy ladder ∆ωj are
controlled externally and provide a variable tool to design ef-
fective interactions in the network [15, 16].
For the sake of simplicity, we will now choose the driving
field controlled parameters such that ωd,j = ωd and ηd,j = ηd,
for each site j. For the network depicted in Fig.1 (top), we
chose initially resonant sites ωj = ω0 and ∆ω = rωd, with r
a positive integer, which forms an energy ladder implemented
via the time-independent part of the external field. In par-
ticular, we depicted the case r = 1 in Fig.1 (top). From
Eq.(4), it follows that ∆ω1 = 0, ∆ω2 = Θ1∆ω, ∆ω3 =
(Θ1 + Θ2)∆ω, and ∆ω4 = Θ2∆ω. Also, by using Eq.(5),
one finds that
φ1 = 0,
φ2 = φx,
φ3 = φx + φy,
φ4 = φy. (6)
The hopping Hamiltonian (3) naturally appears in varied sce-
narios. It may represent, for instance, dipole-dipole interac-
tion among two-level atoms or molecules in free space [19].
Another well known situation where Hamiltonian (3) appears
is the dispersive interaction of two-level systems with a com-
mon bosonic mode [20]. The role of the driving in Eq.(2) is
to suppress the coupling between particular pairs of sites. Our
goal is to carefully choose the phases and amplitudes of the
external driving field to design an effective regime where the
transitions between sites 1 ↔ 3 and 2 ↔ 4 are suppressed.
With this, we can study how energy injected in site 1 arrive at
site 3 through indirect pathways 1↔ 2↔ 3 and 1↔ 4↔ 3,
as depicted in Fig.1 (bottom). This is a situation found, for in-
stance, in the description of the conduction of potassium ions
in the KcsA channel [21–23]. This suppression is achieved as
follows.
By transforming the system Hamiltonian (1) to an interac-
tion picture with respect to Hˆ0, and taking into account the
condition ∆ω = rωd (r a positive integer), a rotating wave
approximation (RWA) can be performed to obtain
HˆI = ~
∑
ij;k>j
τjk
(
σˆ+j σˆ
−
k + σˆ
−
j σˆ
+
k
)
, (7)
with
τjk ≡ cjkFf(r,j,k) (ηd,∆φj,k) e−i
f(r,j,k)
2 (φj+φk), (8)
where
f(r, j, k) ≡ r [(Θ1j1 + Θ2j2)− (Θ1k1 + Θ2k2)] , (9)
∆φj,k ≡ φj − φk, (10)
and
Fχ (ξ, ζ, θ) ≡
∞∑
s=−∞
Js (ξ)Js+χ (ζ) ei (s+
χ
2 )θ, (11)
with Js being the Bessel function of first kind and order s.
The rotating wave approximation used to obtain (7) is valid
only for cj, k  ω0, ωd [14].
Now, we carefully look into the content of Eq. (7). For the
sake of simplicity, let us consider once again r = 1. The
dynamics of energy migration between sites i and j is ruled
by Ff(1,j,k) (see Eq.(8)). The magnitude of this quantity for
the pair of diagonal sites 1-3 and 2-4 is plotted in Fig. 2 as a
function of the driving parameters.
Figure 2. (Color Online) Hopping amplitude between the sites j
and k [Eq. (11)] as a function of the driving amplitude ηd and phase
∆φjk. In particular, it is considered |F1| ≡
∣∣Ff(1,j,k)∣∣ where r = 1.
Left: Sites 1 and 3. Right: Sites 4 and 2. The parameters used in this
plots were Θ1 = 1 and Θ2 = 0.
Direct inspection of plots in Fig 2 and the use of Eq.(10)
thus reveal that the choice φx = φy = pi leads to the sought
suppression of hopping along those diagonal sites. This is true
regardless of the driving amplitude ηd for the range of parame-
ters considered. It is this choice of φx and φy that will be used
from now on. We must now emphasize, however, that we will
still keep using the full original (non RWA) time-dependent
Hamiltonian (1) in the simulations. The RWA argument was
3just used to understand how the external driving can effec-
tively suppress hopping between particular pair of sites.
The dynamics of the QN depicted in Fig.1 (bottom), which
is our system of interest, is ruled by the following master
equation [24]
dρˆ
dt
= − i
~
[
Hˆ (t) , ρˆ
]
+ Ls(ρˆ) + Ld(ρˆ) + Ldeph(ρˆ), (12)
where the source superoperator
Ls(ρˆ) = Γs
(−{σˆ−1 σˆ+1 , ρˆ}+ 2σˆ+1 ρˆσˆ−1 ) (13)
accounts for the incoherent input of energy into the system
through site 1 at a pump rate Γs, the drain superoperator
Ld(ρˆ) = Γd
(−{σˆ+3 σˆ−3 , ρˆ}+ 2σˆ−3 ρˆσˆ+3 ) (14)
represents an incoherent loss of energy through site 3 at a rate
Γd, and the dephasing superoperator
Ldeph(ρˆ) =
N∑
k=1
γk
(−{σˆ+k σˆ−k , ρˆ}+ 2σˆ+k σˆ−k ρˆσˆ+k σˆ−k ) ,
(15)
destroys quantum coherence in the network, where γk is a site-
dependent dephasing rate. In all these, {?, ρ} denotes the an-
ticommutator {?, ρ} ≡ ? ρ+ ρ ?. One of our goals is to study
the contribution of each of these terms in the master equation
to the dynamics of energy propagation in the QN depicted in
Fig.1 (bottom). Moreover, we want to investigate it taking
into account the presence of initial quantum correlations in
the control sites 2 and 4.
An important figure of merit is how efficiently energy
leaves the system through site 3 which works as a drain (rate
Γd). This is quantified by the integrated population of site 3
P3 =
∫ t
0
p33(t
′)dt′, (16)
where p33(t′) is the occupation of site 3 at instant t′ > 0. This
quantity is proportional to the transport efficiency ηeff through
P3 = ηeff/2Γd [9, 25].
In this work, we use the entanglement of formation (EoF)
to quantify bipartite entanglement between pairs of sites [26].
In addition to that, we also include other form of quantum
correlation in our study, the so called Quantum Discord (QD)
[27]. The former is interesting because it spots quantumness
for a set of states which does not necessarily contains entan-
glement. In this sense, the QD adds generality to our study.
III. RESULTS
The just presented formalism allows one to explore site-
dependent dephasing scenarios. However, from now on we
will be adopting the same decoherence rates for all sites
γk = γ, a feasible choice for quantum technologies. Nev-
ertheless, if one aims at studying transport in natural systems
such as photosynthetic complexes, site-dependent dephasings
should necessarily be taken into account in accordance with
experimental observations and computational simulations.
A. Efficiency enhancers - entanglement versus dephasing
We would like to start our investigations by considering two
initial states, with same mean energy (one excitation), but with
different types of correlations. The first state is
ρent = |ψ〉〈ψ| , (17)
where |ψ〉 = (|gegg〉+ |ggge〉) /√2. For this initial prepara-
tion, sites 1 and 3 start in their ground state and they are not
correlated with sites 2 and 4, which share a bipartite maxi-
mally entangled state that contains one quantum of excitation.
Experimentally, bipartite entangled states such as the one con-
sidered here has been generated in a variety of setups ranging
from photons [28] to massive particles [29]. In the scenario
defined by Eq.(17), sites 2 and 4 are then quantum correlated.
The second initial state to be considered in this subsection is
ρmix = (|gegg〉 〈gegg|+ |ggge〉 〈ggge|) /2, (18)
where once again the sites 1 and 3 are initially in their ground
state, but now sites 2 and 4 are just classically correlated in
a maximally mixed state. One can consider Eq.(18) as the
limit of Eq.(17) when previous decoherence (t < 0) on the
decoupled model (c = 0) had fully acted and completely de-
stroyed the coherences i.e., the nondiagonal terms in the basis
{|gegg〉, |ggge〉}.
In Fig. 3, we present the efficiency quantifier (16) for an
observation time ct = 10 (interval of integration) and a de-
phasing rate γ = c/10 what means that the dephasing times
are around one order of magnitude longer than the hopping
times (coherent dynamics). Within this time interval, which
can be called a short interaction time, quantum effects have
a chance to manifest or to bring some influence on transport.
In the long-time regime, to be briefly discussed next, quantum
effects usually become irrelevant since dephasing generally
kills the coherences.
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Figure 3. (Color Online) Integrated population of site 3 [Eq.(16)] as
a function of the rescaled driving strength ηdωd/c, for the choices:
ωj = ω0 ∀ j, ∆ω = ω0/4. φx = pi, φy = pi. Θ1 = 1, Θ2 = 0
(energy ladder along x direction). cj,k = c = ω0/100 ∀j, k, ωd =
ω0/4. γk = γ ∀k, γ(0) = γ = 0, γ(1) = γ = c/10. Γd = c/100,
Γs = 2 Γd. -ent: Initial state is Eq. (17). -mix: Initial state is Eq.
(18).
4In this scenario, by comparing the plots in Fig. 3, it is clear
that the initial presence of entanglement helped transport, i.e.,
resulted in values of P3 that surpassed those obtained with the
initially mixed (non-entangled) situation. In other words, en-
tanglement worked as a resource for QT. Another interesting
feature of Fig. 3 is the presence of NAT for the minima when
entanglement was originally present in sites 2 e 4. By increas-
ing the dephasing, the efficiency increased in those regions.
This is not true for the maxima where dephasing tends to be
destructive. This is expected because dephasing destroys en-
tanglement in our model, and entanglement is precisely the
ingredient for the pronounced maxima. For the initial mixed
state, the phenomenon of NAT is practically absent in Fig. 3.
All these interesting features are confirmed by Fig. 4 where
we provide a more general picture of the problem through
variation of dephasing over a broad range. It is interesting to
see that for the initial preparation with entanglement (plot on
the left), increasing the dephasing γ is generally beneficial for
the minima, and that this feature is practically not manifested
for the non-entangled initial situation (plot on the right). On
the contrary, dephasing acted as a hinderer when no entangle-
ment was initially present.
Figure 4. (Color Online) Efficiency indicator P3 as a function of
the rescaled driving strength ηdωd/c, and the dephasing γ/c. The
parameters for the plot are as in Fig. 3. Left: Considering the initial
state Eq. (17). Right: Considering the initial state Eq. (18).
We now present the long-time behavior of the population
p33 of the last site, fixing two values of ηdωd/c: the first min-
imum and the first maximum of P3 with initial entanglement
in Fig. 3. The results are shown in Fig. 5, where one can see
that initial entanglement, as expected, gradually looses its ca-
pacity to boost transport. The only enhancer left is dephasing
through NAT. This mechanism is clearly manifest in Fig. 5
giving the fact that, for times longer than ct ≈ 60, the curves
with non null dephasing γ(1) are above the ones with null de-
phasing γ(0).
Before finishing this section, we would like to go a little
deeper in our investigation about the entanglement-assisted
transport phenomenon already observed in previous plots. We
will do this in two directions. First, we would like to see how
Fig. 3 changes when the input of energy is changed. This
is shown in Fig. 6. The plots are very illustrative because
they once again show the competition between entanglement-
assisted transport and noise-assisted transport, now for a dif-
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Figure 5. (Color Online) Temporal dependence of the population of
site 3, p33, for the first minimum (ηdωd/c = 18.0) and maximum
(ηdωd/c = 38.8) values in Fig. 3. -ent: Initial state is Eq. (17).
-mix: Initial state is Eq. (18). Top: First maximum. Bottom: First
minimum. The other parameters for the plot are as in Fig. 3.
ferent scenario where the increase of noise comes from other
sources than pure dephasing. For Γ(1), the beneficial effect
coming from initial entanglement is still quite clear, almost
like in Fig. 3. To see this, compare, for instance, the maxima
arising from the situation with initial maximal entanglement
with the situation with and maximal mixedness. When the in-
coherent input of energy is increased to Γ(2), the initial max-
imally mixed state and the initial maximally entangled state
are practically equivalent in terms of efficiency. The reason
why initial entanglement starts loosing importance when the
energy input rate increases is that adding more energy also
adds more noise. This is so because the energy input and out-
put are both incoherent process corresponding to non-unitary
terms in the network master equation, see Eqs.(13) and (14).
The second direction we want to explore is the variation
of the initial entanglement. Up to now, we worked only with
maximal entanglement versus non-entanglement at all, both
states with only one excitation shared between sites 2 and 4.
We now keep considering the one excitation sector, but with
the state |ψ〉 = cos θ|eg〉 + sin θ|ge〉 for sites 2 and 4. The
other two sites are still considered to be initially in the ground
state. The variation of θ makes the entanglement of formation
vary from zero (θ = 0) to one (θ = pi/4). In Fig. 7, we once
again consider the efficiency indicator P3 in the first maxi-
mum ηdωd/c = 38.8 [see Fig. 3]. However, we now have it
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Figure 6. (Color Online) Integrated population of site 3, for the two
drain rates Γ(1) = c/100 and Γ(2) = c/10. The chosen dephasing
rate is γ = c/10. -ent: Initial state is Eq. (17). -mix: Initial state is
Eq. (18). The other parameters for the plot are as in Fig. 3.
Figure 7. (Color Online) Efficiency indicator P3, as a function of
dephasing and entanglement in the initial state, for the first maximum
(ηdωd/c = 38.8) in Fig. 3. The drain rate is Γd = c/100. The other
parameters are as in Fig. 4.
as a function of dephasing and the entanglement in the initial
state |ψ〉. One can see that states with more initial entangle-
ment lead to higher values of P3. This confirms the robustness
of the entanglement-assisted transport mechanism for a whole
class of states (all pure states with one excitation shared by
control sites 2 and 4). Finally, one can see once again that, for
initial pure states and the maxima of P3 in Fig. 3, the increase
of dephasing γ is a hindrance to transport.
B. Quantum correlations survival
Since the initial presence of entanglement was seen to be
beneficial for transport in the short-time behavior, it would be
interesting to have a close look at its dynamics. This could
help us to better understand the conclusions previously pre-
sented about the effect of quantum correlations (QC) over
transport for our system of interest. As said before, we will
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Figure 8. (Color Online) Temporal dependence of the QC between
the sites 4 and 2. Insets: Zoom intended to highlight the existence of
QC apart from entanglement for some times. The initial state is Eq.
(17). γk = 0 ∀ k and Γd = c/100. Top: First maximum. Bottom:
First minimum. The other parameters for the plot are as in Fig. 3.
be employing quantifiers of entanglement and quantum dis-
cord QD. For the latter, it is important to distinguish between
the situation where projective measurements are thought to act
on one subsystem or another. In our case, the subsystems are
sites 2 and 4, and we will then denote the case where projec-
tive measurements are intended to act on 2 by D(2), and when
intended on 4 by D(4). The dynamical behavior of quantum
correlations for the same parameters considered in Fig. 5 is
shown in Fig. 8. As expected, at long times the oscillatory be-
havior of the quantum correlations is completely damped ren-
dering the system state to be essentially classicality correlated.
It is interesting to see that there are times where quantum dis-
cord remains finite in spite of the fact that entanglement goes
to zero. In Fig. 9, we present the average correlations over
the same time spam consider to evaluate P3 in Fig. 3, for an
initially maximally entangled situation. From this plot, it is
clear that also on average quantum correlations remain finite
during the transport for the whole range of driving strengths
ηdωd/c considered in Fig. 3. From Fig. 9 it is also possible to
see that entanglement is a bit more sensitive to the choice of
the driving strength than discord in the sense that the former
oscillates more stronger than the latter as the driving strength
is varied.
6IV. CONCLUSIONS
In this work, we studied the relation between transport ef-
ficiency and initial presence of entanglement in a network.
The network used in this work is the simplest one needed to
assess the effect of having entanglement in the intermediate
sites, i.e., between two sites not directly connected to energy
sources or sinks. In fact, we found that initial entanglement
provides a robust enhancer of transport efficiency. For short
times, entanglement-assisted transport showed up for all pos-
sible initial pure states with only one excitation in the network.
In this time domain, we showed that quantum correlations sur-
vive dynamically and on average thus rendering the transport
to be quantum in essence. On the other hand, for longer times,
these correlations progressively vanish and it comes to a point
where only noise-assisted transport is available as a transport
enhancer. We also showed that, for short-times, noise-assisted
transport is imaterial for the maximally mixed initial situation.
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Figure 9. (Color Online) Temporal average of QC between the sites
4 and 2 for the situation where the system is initially in an entangled
state. A large dephasing situation is considered, with γk = c ∀ k and
Γd = c/100, for the initial state Eq. (17). The other parameters for
the plot are as in Fig. 3.
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