Abstract. Using the unimodular Pisot substitution of the free monoid on d letters, the existence of graph-directed self-similar sets fX i g i¼1; 2;...; d satisfying the set equation (0.0.1) with the positive measure on the A-invariant contracting plane P is well-known, where A is the incidence matrix of the substitution. Moreover, under some conditions, the set fX i g i¼1; 2;...; d is the prototile of the quasi-periodic tiling of P (see Figure 1) . In this paper, even in the case of non-Pisot matrix A, the generating method of graphdirected self-similar sets and quasi-periodic tilings is proposed under the ''blocking condition''.
Introduction
The following fact is well-known: using the unimodular Pisot substitution s of the free monoid on d letters, we obtain the prototiles fX i g i¼1; 2;...; d with fractal boundary of the A-invariant contracting plane P, satisfying the set equation: where the transformation A is the incidence matrix of the substitution s and vectors v ðiÞ j A P, 1 a j a l i are some translations. Moreover, under the super coincidence condition in [14] , we see that the prototiles fX i g i¼1; 2;...; d give us a graph directed self-similar tiling of P (see Figure 1 ). The prototiles from the substitution have been studied first by Rauzy in [20] . Since Rauzy (see Figure  1 ), several properties of prototiles have been studied by many authors. For example, basic properties of fX i g i¼1; 2;...; d have been studied in [16] , [4] , [10] , [21] and [2] , the estimation of the Hausdor¤ dimention of qX i in [10] , topological properties of X i in [22] , [1] , the relation with the Markov partition generated by fX i g i¼1; 2;...; d in [4] , [18] , the relation with the algebraic b-expansion in [15] , [14] , Diophantine approximation in [13] , quasi-periodic tiling in [14] , [17] , etc. In fact, we know that to study the structure of fX i g i¼1; 2;...; d is useful and 1. Definition and notations
non-Pisot matrix
In this paper, we consider that the integer matrix A satisfies the following conditions. Assumption 1.1. Let us assume that (1) the eigenvalues l i , i ¼ 1; 2; 3; 4 of the matrix A satisfy jl 1 j b jl 2 j > 1 > jl 3 j b jl 4 j ðhyperbolic non-Pisot conditionÞ;
(2) det A ¼ G1 (unimodular condition); (3) the matrix A has the standard position property which is mentioned later.
For eigenvalues l i , i ¼ 1; 2; 3; 4 of the matrix A, let fv 1 ; v 2 ; v 3 ; v 4 g be the corresponding basis of R 4 generated by eigenvectors, that is, we consider that the 2-dimensional contracting eigenspace P c of the linear transformation A is spanned by fv 3 ; v 4 g and that the 2-dimesional expanding eigenspace P e is spanned by fv 1 ; v 2 g. And let p c ðxv 1 þ yv 2 þ zv 3 þ wv 4 Þ ¼ zv 3 þ wv 4 and the projected vectors p c e i A P c and p e e i A P e of the canonical basis fe i j i ¼ 1; 2; 3; 4g are given by
p e e i ¼ x 1i v 1 þ x 2i v 2 F ½x 1i ; x 2i t respectively. We say that p c e i and p c e j are in standard position for i, j ði 0 jÞ if p c e i is not parallel to p c e j . And we say that the matrix A has the standard position property if any pair of p c e i , i ¼ 1; 2; 3; 4 are in standard position.
For easy undrstanding of several definitions and properties, we introduce an example at the end of each section. . The characteristic polynomial of A is given by
where u j is the eigenvector of l j , 1 a j a 4. In this example, vectors p c e i , i ¼ 1; 2; 3; 4 are represented by the following figure (see Figure 2 ):
It is clear that the matrix A in Example satisfies Assumption 1.1 (1) (2) (3). 
Parallelograms and segments
From now on, we denote p instead of the projection p c and P instead of the plane P c for simplicity.
For i; j A f1; 2; 3; 4g; let i5 j be the symbolic parallelogram generated by vectors pe i and pe j where i5 j ði 0 jÞ is chosen if the counterclockwise angle a between pe i and pe j satisfies 0 < a < p. We write the set of symbolic parallelograms as V 2 :¼ i5 j i; j A f1; 2; 3; 4g; i 0 j; the angle a between pe i and pe j is chosen by 0 < a < p & '
:
It is clear that the cardinality of V 2 is equal to 6ð¼ 4 C 2 Þ from the standard position property. For i A f1; 2; 3; 4g; let i be the symbolic segment generated by pe i . We write the set of symbolic segments as
A pair ðx; i5 jÞ A pZ 4 Â V 2 means geometrically the positive oriented parallelogram i5 j with the base-point x of P, that is, ðx; i5 jÞ :¼ fx þ mpe i þ npe j j 0 a m; n a 1g (see Figure 3 ).
Let us define the set of all of the finite formal sum of the parallelogram with the base-point l A pZ 4 Â V 2 as follows:
We call an element of G 2 a patch. For patches g and d such that g ¼ P
n l l, we define the sum by Fig. 3 . ðx; i5jÞ.
Then we know that G 2 is a free Z-module. On the notation L Figure 4) .
We continue to define the symbolic segment and the set of all of the finite formal sum of the segments analogously.
A pair ðx; iÞ A pZ 4 Â V 1 means geometrically the positive segment i with the base-point x of P, that is,
Let us define the set of all of the finite formal sum of the segment with the base-point l A pZ 4 Â V 1 as follows:
Then, G 1 is the Z-module analogously.
In Example, the set of symbolic parallelograms V 2 is chosen as V 2 ¼ f251; 153; 154; 253; 452; 354g (see Figure 2 ).
1.3.
The maps E 2 ðyÞ and E 1 ðyÞ generated by an automorphism y of the free group F h1; 2; 3; 4i
In this section, we consider the covering of P by parallelograms with basepoints. The map E i ðyÞ ð0 a i a d Þ is defined in [7] and has led many results in the Pisot case. From this fact, we introduce maps E 2 ðyÞ : G 2 ! G 2 and E 1 ðyÞ : G 1 ! G 1 for making the covering rule of P by parallelograms with basepoints in the non-Pisot case. Let F h1; 2; 3; 4i be the free group on the alphabet f1; 2; 3; 4g and let s be an automorphism of F h1; 2; 3; 4i.
For an automorphism s, we define the automorphism y as the mirror image of s À1 and we denote yðiÞ :¼ w ¼ e for any i A f1; 2; 3; 4g. We call P ðiÞ k the k-prefix and S ðiÞ k the k-su‰x of the element yðiÞ of the free group F h1; 2; 3; 4i respectively (see [7] 
For an automorphism s, the corresponding linear representation (or incidence matrix) of s is given by L s :¼ ½ f ðsð1ÞÞ; f ðsð2ÞÞ; f ðsð3ÞÞ; f ðsð4ÞÞ:
Then, the commutative relation
From now on, we assume that the incidence matrix L s of s coincides with A.
Remark. For any unimodular matrix A, there exists an automorphism s of the free group F h1; 2; 3; 4i such that L s ¼ A by Theorem 7.3.4 in [12] .
Let us define the map E 2 ðyÞ on G 2 as follows: (see Figure 5 ).
By the way, for the positive oriented parallelogram ð0; i5 jÞ, in most cases, the patch E 2 ðyÞð0; i5 jÞ includes the negative oriented parallelograms. To clarify this fact, we introduce the concept of the matrix A Ã as follows. (see [11] ). Then we know that A Ã is not always A Ã b O and that A Ã must be positive if all elements of E 2 ðyÞð0; i5 jÞ are positive.
Let us define the map E 1 ðyÞ on G 1 analogously,
For two oriented segments ðx; pÞ and ð y; rÞ, p; r A f1 G1 ; 2 G1 ; 3 G1 ; 4 G1 g, we say ðx; pÞ 1 ðy; rÞ ðmod V 1 Þ analogously. Let us define the boundary map q : G 2 ! G 1 qð0; i5 jÞ :¼ ð0; iÞ þ ðe i ; jÞ À ðe j ; iÞ À ð0; jÞ qðx; i5 jÞ :¼ px þ qð0; i5 jÞ:
Then, we know the following lemma.
). The commutative diagram holds:
In Example, from the matrix A ¼ let us choose the automorphism s :
, then the mirror image y of s À1 is determined by
Then, the map E 2 ðyÞ is given by Figure 6 ).
The colors of the positive and negative oriented parallelograms are gray and black respectively in this paper.
From the previous calculation for E 2 ðyÞð0; i5 jÞ, i5 j A V 2 , A Ã is given by (see Figure 7 ).
2. The seed U of E 2 ðyÞ and the covering substitution
, that is, the formal finite sum of oriented parallelograms, can be considered as the compact set g ¼ 6
We should take care that the boundary of the patch g 0 the boundary of the compact set g (see Figure 8) .
In this section, we consider the topological property of compact sets
Definition 2.1. If we can find the patch U :
which satisfies the following conditions, we say that U is the seed of E 2 ðyÞ and that E 2 ðyÞ is a covering substitution of P: (a) U C 0, where U means the interior of the compact set U ¼ 6 ðyÞU for all n, because of the influence that E 2 ðyÞ nN U has often negative parallelograms which bring about cancellations. (2) Our conjecture is that there exists a fixed pointF F , which is the infinite sum of parallelograms, that is, bF F :F F ¼ E 2 ðyÞF F andF F might be given by lim n!y E n 2 ðyÞU. But we leave it at the moment and we claim that we can set up the fractal tiling in this paper.
Lemma 2.1. The limit set X i5j :¼ lim n!y A n E n 2 ðyÞð0; i5 jÞ, i5 j A V 2 exists in the sense of the Hausdor¤ metric on P.
Proof. We put where l ¼ maxfjl 3 j; jl 4 jg < 1. Therefore, the limit set X i5j exists. r
exists and
The proof is obtained analogously with Lemma 2.1.
Lemma 2.2. The compact set X satisfies X 0 q.
Proof. We put C i the 'fractal' curve generated by E 1 ðyÞ from the segment ð0; iÞ, r i the Hausdor¤ metric D between C i and ð0; iÞ, and E i the r ineighbors of the segment of ð0; iÞ, that is, In Example, let us choose the patch U on the plane P by Then, we can see that the patch U satisfies the seed condition of E 2 ðyÞ in Definition 2.1 (a), (b) as N ¼ 1, (c) (see Figure 9 ).
Blocking

Blocking patch
To treat the map E 2 ðyÞ which generates not only positive orientated parallelograms but also negative ones from the positive parallelogram, we use the new idea ''blocking'' in this section.
Definition 3.1. Let B be the family of the finite number of patches g p ,
If B satisfies the following conditions, we call B a family of blocking patches associated with s and we say s satisfies the blocking condition. that is, the patch E 2 ðyÞg p can be decomposed by the translation of patches fg V ð pÞ k
We assume thatM M is primitive, i.e., bM 1 :M M M 1 > O and that the maximal eigenvalue ofM M coincides with jl 1 j Á jl 2 j where jl 1 j and jl 2 j are the absolute values of the eingevalues of A satisfying jl 1 j b jl 2 j > 1 > jl 3 j b jl 4 j. We callM M the incidence matrix of E 2 ðyÞ in the sense of blocking; (3) There exists a seed U of E 2 ðyÞ given by Definition 2.1 such that (a) U is decomposed in the sense of blocking, i.e., bi 1 ; i 2 ; . . . ; i L A f1; 2; . . . ; Kg :
sense of blockingÞ:
Remark. About the condition (2), if the seed U is constructed by 6 pieces parallelograms ðx i5j ; i5 jÞ, i5 j A V 2 and moreover all the elements of E 2 ðyÞð0; i5 jÞ, i5 j A V 2 are positive, then the matrixM M coincides with A Ã and the maximal eigenvalue ofM M is equal to jl 1 j Á jl 2 j.
In Example, let us introduce the family of blocking patches B ¼ fg i g 1aia6 associated with s by Then, the covering substitution E 2 ðyÞ for g i , 1 a i a 6 is represented by the following in the sense of blocking: Figure 10) . Therefore, the incidence matrixM M of E 2 ðyÞ in the sense of blocking is given byM M ¼ and we know the maximal eigenvalue lM M ofM M coincides with lM M ¼ jl 1 j Á jl 2 j ¼ 3:18 . . . . Let us consider the family of patches U instead of U by
Then, we can see that B satisfies Definition 3.1 (1), (2), (3) (a)(b) as N 0 ¼ 1 (see Figure 11 ).
Graph of the blocking
Þ, we put two finite sets V called vertices and E called edges, and two functions i : E ! V and t : E ! V as follows;
Then, we obtain the directed graph G :¼ fV; E; i; tg and the set of its admissible sequence as . . . ; 6 in Example.
And from the formula
then, we have the labeled graph G L and its admissible labeled sequence of G L . We put the set of the admissible labeled sequence of G L whose initial vertex is p as
and for simplicity, we write we have the following formula in the sense of blocking
where ðx j 1 ; x j 2 ; . . . ; x j n Þ is the finite length path of the G L -admissible sequence.
In Example, we obtain the following labeled graph from (3.1.4) (see Figure  12 ):
Main Theorem
Lemma 4.1. We assume that E 2 ðyÞ has the family of blocking patches B associated with s given by Definition 3.1 and we put
Then, the following set equation holds:
Operate A nÀ1 and n ! y, then we have the following set equation:
where the existence of limit sets X p can be discussed analogously in the proof of Lemma 2.1. r
By analogous discussion and (3.2.5), we obtain the corollary.
Corollary 4.1. For any n A N, the following set equation holds:
where ðx j 1 ; x j 2 ; . . . ; x j n Þ is the finite length path of the G L -admissible sequence. 
From the first equation, we get for the volumes fjX i j j i ¼ 1; 2; . . . ; Kg,
And from Lemma 4.2, we know X p 0 q for all p. In particular, jX p j > 0 for all p. Therefore by Lemma of [19] or [4] , we know that ðjX 1 j; jX 2 j; . . . ; jX K jÞ must be the eigenvector ofM M and that the inequality must be the equality. In particular, we know that the set equation is non-overlapping. Analogously, we obtain that the second set equation is non-overlapping. The final nonoverlappingness is from Definition 3.1 (3)(b) . r Proposition 4.2. X and X p satisfy X ¼ X and X p ¼ X p : Proof. From Proposition 4.1, we have for any n X ¼ 6
ðnon-overlappingÞ ð 4:0:6Þ where ðx j 1 ; x j 2 ; . . . ; x j n Þ is G L -admissible. Therefore, for any x A X and d > 0, let B x ðdÞ be the ball with the center x and the radius d on P, then by the above set equation, there exists m and z ¼ Ax
The analogous discussion can be found in [10] .
Lemma 4.3. Let us define the set t,
then t is a quasi-periodic tiling of P.
Proof. From Definition 2.1 (b) E N 2 ðyÞU 1 U, we see that A ÀN X I X ðI X C 0Þ. By the fact that A À1 is expanding on P, we know
Therefore, from the non-overlappingness of (4.0.6), the set t,
is a tiling of P c . The quasi-periodicity of the tiling t can be seen from the presentation formula of tiles
by G L -admissible sequence by analogous discussion can be found in [9] . r
We call t the graph-directed self-similar tiling and for simplicity we write GDSS tiling.
Summing up the propositions and lemmas, we obtain the following main theorem.
Main Theorem. Let s be an automorphism satisfying Assumption 1.1 (1) non-Pisot, (2) unimodular, (3) standard position, moreover there exists a family of blocking patches B associated with s and the seed U can be blocked (5) let us define the sets t,
then t is a quasi-periodic GDSS tiling of P generated by fX p g 1apaK , where N is chosen as E N 2 ðyÞU 1 U.
Corollary 4.2. Let s be an automorphism satisfying Assumption 1.1 (1) non-Pisot, (2) unimodular, (3) standard property, moreover, (4) we can find the special seed U ¼ P i5j A V 2 ðx i5j ; i5 jÞ A G 2 and all the elements of E 2 ðyÞðx i5j ; i5 jÞ are positive, (5) there exist ðx i5j ; i5 jÞ A U, N A N and z A pZ 4 such that
Then, the sets X :
(4) the vector from the elements jX i5j j, i5 j A V 2 is the maximal eigenvector of A Ã ; (5) we obtain the quasi-periodic GDSS tiling t of P of the prototiles fX i5j g i5j A V 2 .
Proof. Let us define the family of blocking patches B associated with s,
then, it is easy to see that B satisfies (1) and (3) in Definition 3.1. For (2): from the assumption ½1, the element a Ã i5j; k5l of the matrix A Ã is given by the number of ðx; k5lÞ in E 2 ðyÞð0; i5 jÞ and A Ã is the 6 Â 6 non-negative integer matrix. Thereofore the Perron-Frobenius eigenvalue of A Ã is given by ðjl 3 j; jl 4 jÞ À1 ¼ jl 1 j jl 2 j. Therefore B satisfies the all of the condition in Definition 3.1. r
In Example, we know X p ¼ X i p , p ¼ 1; 2; . . . ; 6. We show X p , x p þ g p , p ¼ 1; 2; . . . ; 6 as Figure 13 and the tiling t as Figure 15 . 
Examples
The simple example which satisfies the assumption in Corollary 4.2 can be found as follows:
Example 5.1. This is the example discussed in [3] . Let us consider the following matrix A:
A ¼ Then the characteristic polynomial of A is
The set of symbolic parallelograms is chosen by V 2 :¼ f251; 153; 451; 352; 254; 453g:
We will choose the automorphism s and the mirror image y of s À1 is detemined by s :
; y :
Then, the covering substitution E 2 ðyÞ keeps the positive orientation (see Figure  16 ). In this example, the seed U is chosen by Figure 17) . Then, U satisfies E 2 ðyÞU 1 U and dðqE 2 ðyÞ n U; 0Þ ! y (see Figure 18) .
We obtain the quasi-periodic GDSS tiling t (see Figure 20) . The cardinality of the family of blocking patches B associated with s is usually di¤erent from the cardinality of the parallelograms constructing the seed U of E 2 ðyÞ. We propose such an example as Example 5.2. Then the characteristic polynomial of A is
The set of symbolic parallelograms is chosen by Let us choose the automorphism s (invertible substitution) and the mirror image y of s À1 is determined by s :
In this example, the covering substitution E 2 ðyÞ sometimes produce the negative orientated parallelograms from the positive one (see Figure 21) . As an example of unimodular non-Pisot and the characteristic polynomial with non-irreducible, we propose the following. Then the characteristic polynomial of A is F A ðxÞ ¼ ðx 2 À x À 1Þ 2 .
The set of symbolic parallelograms is chosen by In this example, the covering substitution E 2 ðyÞ sometimes produce the negative orientated prallelograms from the positive one (see Figure 26) .
If U is chosen as U :¼ Àðe 1 À e 3 þ e 4 ; 152Þ þ ðe 1 þ e 2 À e 3 þ 2e 4 ; 351Þ þ ðe 1 þ e 2 À e 3 þ e 4 ; 451Þ þ ð2e 1 À e 3 þ e 4 ; 253Þ þ ðe 1 À e 3 ; 254Þ þ ð2e 1 þ e 2 À e 3 þ e 4 ; 453Þ þ ðe 2 À e 3 þ e 4 ; 451Þ;
then U satisfies the seed condition:
(1) E 2 ðyÞU 1 U; (2) dðqE n 2 ðyÞU; 0Þ ! 0 ðn ! yÞ (see Figure 27) . (see Figure 28) . Then, we see that the incidence matrixM M of E 2 ðyÞ is given byM M ¼ and we know it's maximal eigenvalue lM M ofM M coincides with jl 1 j Á jl 2 j where l 1 , l 2 are eigenvalues of A where jl 1 j ¼ jl 2 j > 1 > jl 3 j ¼ jl 4 j (c.f. The characteristic polynomial ofM M is given by ðx 2 À 3x þ 1Þðx þ 1Þ 2 and the first polynomial coincides with the characteristic polynomial of A Ã ). Let us consider the family of patches U instead of the seed U by U :¼ fe 1 À e 3 þ e 4 þ g 1 ; e 1 þ e 2 À e 3 þ 2e 4 þ g 2 ; 2e 1 À e 3 þ e 4 þ g 3 ; e 2 À e 3 þ e 4 þ g 4 g:
Then, we can see that B satisfies Definition 3.1 (1), (2), (3) (a)(b) as N 0 ¼ 1. Finally, we know the quasi-periodic GDSS tiling t can be found as t-lattice in the crystal geometory (see [8] ). 
