for all positive integers n. With the best value known for φ, and large N, this gives c 1 n 2.7087 < γ (n) < c 2 n 2.7102 .
a b s t r a c t
Let γ (n) be the number of C ∞ -words of length n. Say that a C ∞ -word w is left doubly extendable (LDE) if both 1w and 2w are C ∞ . We show that for any positive real number φ and positive integer N such that the proportion of 2's is greater than 1 2
Introduction
Definitions. We consider finite and infinite words over the alphabet Σ = {1, 2}. Let Σ * denote the free monoid over Σ, with ε as the empty word (the identity element of the monoid). Then the members of Σ * are the finite words over Σ. If w = w 1 w 2 · · · w n , with w i ∈ Σ for i = 1, 2, . . . , n, then the length of the word w is n, denoted by |w|. For i = 1, 2, let |w| i be the number of times that i occurs in w. Thus |w| = |w| 1 + |w| 2 . The complement of w = w 1 w 2 · · · w n ∈ Σ * is the wordw =w 1w2 · · ·w n , where1 = 2 and2 = 1.
For words w, x, u, y over Σ such that w = xuy, we say u is a factor (or subword) of w, and w is an extension of u. Say that a nonempty word over Σ is pure if it consists of repetitions of a single member of Σ. It is not difficult to see that any nonempty (finite or infinite) word w over Σ has an essentially unique representation as a product of pure words u i where no two adjacent factors u i and u i+1 are repetitions of the same member of Σ. We refer to each u i as a run or block of w.
The Kolakoski sequence K , introduced in [12] , is the infinite sequence K = 1   1   22   2   11   2   2   1   1   1   22   2   1   1   22   2   11   2   2   1   11   2   22 2 · · · ··· of 1's and 2's that starts with 1 and has the property that the length of the jth run of K is given by the jth symbol. The sequence K has received much attention [1, 2, [4] [5] [6] [7] [10] [11] [12] [13] [14] 16] . In particular, study in [5, 6, 11] of the finite subwords of K led to the idea of a C ∞ -word, which we now define.
Say that a word w ∈ Σ * in which neither 111 or 222 occurs is differentiable, and its derivative, denoted by D(w) or w , is the word whose jth symbol equals the length of the jth run of w, discarding the first and/or the last run if it has length one. For example, D(121122) = 122 and D 2 (121122) = 2.
is the set of all words that are m times differentiable. If a word w is arbitrarily often differentiable, then following [6] , w is said to be a C ∞ -word. The set of C ∞ -words is denoted by C ∞ (Σ). For each nonnegative integer n, γ (n) is the number of C ∞ -words of length n. The height of a C ∞ -word w is the smallest integer k such that D k (w) = ε. We write ht(w) for the height of w. For example,
F.M. Dekking noted in [6] that each finite factor of K is a C ∞ -word. It is not known whether every C ∞ -word occurs as a factor of K ; this question is of considerable interest [5, 6, 11] . Properties of C ∞ -words have also been explored in [3, 8, 9, 15, 17] . Dekking showed in [6] that there is a positive constant c such that cn 2.15 ≤ γ (n) ≤ n 7.2 for all positive integers n.
Definitions. As in [17] , we say a C ∞ -word S is left doubly extendable (LDE) if both 1S and 2S are C ∞ , and a C ∞ -word S is fully extendable (FE) if 1S1, 1S2, 2S1, and 2S2 all are C ∞ -words. For each nonnegative integer n, let LD n denote the set of LDE words of length n. For each nonnegative integer k, let A(k) be the minimum length and B(k) the maximum length of an FE word of height k.
Weakley proved in [17] that there are positive constants C 1 and C 2 such that for each n satisfying
p , where p = log 3/ log(3/2) ≈ 2.7095. (Dekking conjectured [6] that the number β y (n) of distinct subwords of length n of the Kolakoski sequence K grows like n p .) Unfortunately, it is not known whether
holds for infinitely many values of k, although machine calculation reported in [17] shows that this inequality is true for k ≤ 17.
Our objective in this paper is to find better bounds for γ . We prove (Theorem 3) that a lower bound on |u| 2 /|u| for sufficiently long LDE words u implies upper and lower bounds for γ . We use this first to get bounds (Corollary 5) that do not depend on machine computation. Finally, we adapt the machine-dependent work of V. Chvátal [4] on the density of 1's and 2's in singly infinite sequences satisfying differentiability constraints to get our best bounds (Corollary 8) for γ .
The main theorem
The following useful lemma is [17, Proposition 2] and is easily proved by induction on length.
Lemma 1. Any subword of a C
∞ -word is also C ∞ . Each C ∞ -word has left and right C ∞ extensions of arbitrary length.
We will denote the cardinal number of a set A by |A|.
We define the first difference of γ by γ (n) = γ (n + 1) − γ (n). By Lemma 1, if S is a C ∞ -word then at least one of 1S and 2S is C ∞ . The definition of LDE word then implies that γ (n) = |LD n | for each nonnegative integer n. Since γ (0) = 1, 
Let m 0 be the least positive integer such that each w ∈ P m 0 (ε) has |w| > N 1 . For each n > N 1 , let m = m(n) be the least integer satisfying
Then m > log(n/N 1 )/ log((3/2) − φ) + m 0 = log(n)/ log((3/2) − φ) + A for a constant A, and the definition of m implies
Next we show ∪
. Suppose w is a nonempty LDE word and w ∈ ∪ m j=1 P j (ε). Then w ∈ P j (ε) for some Then (1) and Lemma 2 imply
As there are only finitely many C ∞ -words w with |w| ≤ N 1 , combining (4) and (5) For each n > N 1 , let k = k(n) be the greatest integer satisfying
Then k − 1 < log(n/N 1 )/ log s so with B = − log N 1 / log s, we have
Then for any LDE word w with |w| ≥ n, it follows from (6) that
Since there are only finitely many C ∞ -words w with |w| ≤ N 1 , combining (8) and (9) gives the desired lower bound for γ . Remark 1. M. Keane has asked [10, page 50] whether the frequency of 1 (and thus also of 2) in the Kolakoski sequence is 1/2. Despite considerable efforts (see [4, 16] ) this question remains open. As mentioned in the introduction, it has also been asked whether every C ∞ -word is a subword of the Kolakoski sequence. Affirmative answers to this and Keane's question would be evidence that values of φ arbitrarily close to zero could be used in Theorem 3. This would support the idea that γ (n) ≈ cn p with p = log 3/ log(3/2).
Density and specific bounds
We first give bounds on γ that do not rely on machine computation. These bounds require Lemma 4, proved below.
Σ) and |u| = n} for each positive integer n. For α ∈ {1, 2}, the word ααᾱᾱ is a double two-block. By hand or machine computation, we get the values of d(n) for n ≤ 15 shown in Table 1 .
Proof. We first prove the following two claims. Table 1 , we see that d(|w|)/|w| ≤ 0.7 for all w ∈ C ∞ (Σ) with |w| ≤ 15, which implies Claim 1.
Claim 2. Every C
∞ -word of length 16 must contain a double two-block. Thus if b is a double two-block, |u| = 13, and bu ∈ C ∞ (Σ), then u contains a double two-block.
Hand or machine computation shows that there are 142 C ∞ -words of length 16 and each contains a double two-block, which establishes the first sentence of Claim 2.
For the second sentence, suppose b = ααᾱᾱ with α ∈ {1, 2}, u = u 1 . . . u 13 , and bu ∈ C ∞ (Σ). Then αᾱᾱu has length 16 and is a C ∞ -word by Lemma 1, so must contain a double two-block, say c. Since bu ∈ C ∞ (Σ), c cannot end with u i for i ≤ 3, so c is a factor of u as desired. This establishes Claim 2.
To prove the lemma, let w be a C ∞ -word with |w| > 15. It is easily checked that since w is C ∞ , any two factors of w that are double two-blocks cannot overlap. Thus we may write
where each u i has no double two-block as a factor and α i ∈ {1, 2} for each i. From the second part of Claim 2, we see |u 1 | ≤ 12, and similarly |u k | ≤ 12. For each i, 1 < i < k, if |u i | > 9 then applying an argument similar to that of Claim 2 to α i−1 α i−1 α i−1 u i α i α i α i shows that u i has a subword that is a double two-block, a contradiction. Therefore |u i | ≤ 9 for
Then using the definition of derivative gives
Then Claim 1 gives the desired result.
Remark 2. Since w = ααᾱαᾱᾱαᾱαα ∈ C ∞ (Σ) and |D(w)| = 0.7|w|, one sees that β = 0.7 is the best coefficient such that |D(w)| ≤ β|w| for any C ∞ -word w. We now adapt the work of Chvátal [4] on the density of 1's and 2's in singly infinite sequences satisfying some differentiability conditions, applying his approach to finite words. Proof. We prove each part of (a) by induction on the row number. The first assertion is correct for row 1; assume that it is true for row i and all k. For each k ≥ 1, the kth digit of row i + 1 can be no later than the (2k + 1)st digit of row i, which by induction is no later than column ([2k + 1] + 1)2 i−1
− 1 as needed. The second assertion of (a) is also correct for row 1; assume it is true for row i and all k. For k ≥ 1, the kth digit from the right in row i + 1 can be no further left than the digit of row i that is (2k)th from the right. By induction, that digit of row i is no further left than column |w| + 1 − 2 i−1 (2k) = |w| + 1 − 2 i k as needed.
Our proof of (b) is by induction on d. Each edge label in G 1 has length 1, so the assertion is true for d = 1. It is shown in [4] that for d > 1, each edge label in G d is either an edge label from G d−1 , or is the concatenation of two edge labels from G d−1 , so by induction we are done.
