A small to moderate sized modern computer system employs advanced features such as fault-tolerance (see Fault-tolerant systems), resource sharing and contention, concurrency and synchronization, timeliness (see Real-time systems), and degradable performance. When such a computer system is being designed and implemented, it becomes essential to answer "what-if" questions and carry out trade-off studies to choose between a set of contending design alternatives. The broad classes of measures that need to be evaluated are:
1. Dependability (Reliability, Availability, Safety): Dependability evaluation typically accounts for faulttolerance, and the reconfiguration=repair characteristics of the system. Dependability analysis endeavors to answer the question "Does the system work, and for how long ?".
2.
Performance: Performance analysis involves the computation of metrics such as throughput, response time, probability of meeting a deadline, etc. Different metrics may be relevant in the context of different systems. The issue addressed by performance measures is "Given that the system works, how well does it work ?".
Composite performance and dependability:
Composite performance and dependability analysis involves computation of metrics such as the amount of work that would be lost (done) in a given interval, taking into account the effects of failure=repair=contention.
Methods of Evaluation
The following methods of evaluation can be employed to compute various performance and dependability measures described above.
1. Measurement-based evaluation: Desired metrics are obtained from measurements of the system measured in either an operational or a controlled environment. This technique inherently yields the most believable results. However, it is a very expensive technique, and moreover since it requires an actual system, it is not applicable during system design.
Model-based evaluation:
This technique will almost always deliver results which are less accurate than the ones that can be obtained by conducting actual measurements on the system. However, modelbased evaluation overcomes the two primary limitations of measurement-based evaluation, viz., it is less expensive, and it can be used during the design phase. Models can be of two types:
(a) Simulation Models: The system behavior can be simulated, and the desired performance and dependability measures can be estimated. Since the actual system is not needed, this technique can be applied during the system design phase. However, for credible simulation results, the system has to be simulated for a long time. The advantage of simulation over analytic modeling lies in the fact that very detailed system behavior can be captured (see Discrete-event Simulation, Simulation and Modeling).
(b) Analytical Models: Mathematical models can be used to predict system behavior. Among the two techniques (simulation and analytic modeling) that can be used at the design stage, this one is much less expensive. Also, with the availability of very powerful and effective general purpose modeling tools such as [2, 6] , analytic models are becoming increasingly more cost effective than simulation.
Analytical Models
Several different mathematical model types can be used to abstract the essential characteristics of computer systems and analyze or predict system behavior. Each of these model types differ with respect to the type of systems and real-life situations that they can represent and also the kind of measures that can be computed. Model types can be classified as "non-state space" and "state-space". The construction and analysis of nonstate space models does not require the generation of a "state-space", an enumeration of the possibilities of what can happen to the system. However, certain kinds of real-life system structures and dependencies violate assumptions necessary for analysis using non-state space models. State-space methods can capture most of these dependencies. However, the possibly large size of the state space can be a problem during model generation and subsequent model analysis.
Model types such as fault trees, reliability block diagrams, reliability graphs are tailored for dependability evaluation. On the other hand, generalized stochastic Petri nets, Markov models, and Markov regenerative models are very well suited to both performance and reliability assessment. Product form queuing networks and series parallel graphs are especially meant for performance modeling. Fault trees, reliability graphs, reliability block diagrams, product-form queuing networks, and series-parallel graphs are "non state-space models", while generalized stochastic Petri nets, Markov models and Markov regenerative models are "state-space models". We will briefly describe each of these models and the real-life situations they can represent, and highlight their merits and drawbacks in the sequel [4, 5, 6 ].
Reliability block diagrams:
A series-parallel reliability block diagram represents the logical structure of a system with regard to how the reliability of its components affect the system reliability. In a block diagram model, components are combined into blocks in series, in parallel, or in k-out-of-n configurations. Each component may have a probability of failure, or a distribution of time to failure. System reliability, and system mean time to failure can be computed. Assuming independent repair, steady-state and interval availability can also be computed. Assuming series-parallel structure, computation time is polynomial in the number of components.
Fault trees:
Fault trees represent all the sequences of individual component failures that lead to a system failure, in a treelike structure. The starting point is the definition of a single, well-defined undesirable event, which is the root of the tree. The undesirable event is the system failure in case of reliability analysis, and leads to potentially hazardous or unsafe condition in case of safety analysis. Fault trees with repeated events imply a solution time that is exponential in the number of events. Nevertheless, practical fault trees can be solved using a number of efficient algorithms that have been developed.
Reliability graphs:
The reliability graph model consists of a set of nodes and edges, where the edges represent components that can fail or structural relationships between the components. The graph contains a single node with no incoming edges called the source, and a single node with no outgoing edges called the sink or destination. The system fails when there is no edge from source to sink. Computational complexity is similar to that of the fault trees.
Series-parallel directed acyclic graphs:
A series-parallel directed acyclic graph consists of nodes representing tasks and edges that impose a precedence on the tasks. The edges are directed, implying when the edge connects two nodes, the edge indicates which task is to be executed first. The graph has no cycles, no path through the graph can take us through the same node more than once. They can be used to model concurrency and synchronization within programs with unlimited resources. However, contention for limited resources cannot be modeled using such graphs. Time complexity is polynomial in the number of tasks.
Markov models:
A Markov model is generally drawn as a graph whose nodes correspond to the states the system can assume, and whose arcs correspond to the transitions between the states. The transition to the next state depends only on the current state, and not on how the system arrived in that state. Depending on when the transitions can take place in time, Markov models can be classified as discrete parameter or continuous parameter. This is a very powerful paradigm, often used in practice. Furthermore, it can be extended to Markov reward models, that are extremely useful for composite performance and reliability analysis.
Product form queuing networks (PFQNs):
A queuing network consists of service centers and jobs. A service center consists of one or more servers and one or more queues to hold customers waiting for service. A queuing discipline (first-come first-served (FCFS), priority, round-robin (RR), processor sharing (PS), last-come, first-served, preemptive resume (LCFSPR)) determines the order in which the customers are served. Product form queuing networks is a special class of networks where the joint probability of the queue sizes in the network is a product of the probabilities of the individual centers. These models can be used to represent contention for limited resources. Many efficient solution algorithms are known. However, most practical queuing models do not satisfy product form conditions [1] .
Generalized stochastic Petri nets (GSPNs): A Petri net consists of places, transitions, arcs, and tokens.
Tokens reside in places, and move from one place to another along the arcs through the transitions. A marking lists the number of tokens in each place. The transitions in a pure Petri net are untimed, a very common extension to the Petri net is the stochastic Petri net in which the transitions are timed. GSPN provides a high level interface which can be used for concise description of Markov models. The underlying Markov chains can be generated automatically, and solved using standard solution methods. Significant extensions include stochastic reward nets, Markov regenerative SPNs, and fluid stochastic Petri nets (FSPNs).
Semi-Markov models:
The amount of time spent in a single state of a homogeneous continuous time Markov model is exponentially distributed. If we relax this restriction and allow the holding time to have any general distribution, the resulting model is a semi-Markov model. In a semi-Markov model, the rate of transition from one state to the next state depends on the time spent in the current state, but still does not depend on anything that happened before reaching the current state. A powerful generalization that seems to hold promise is the Markov regenerative process [3] .
9. Hierarchical=fixed-point iterative models: The modeling paradigms described earlier are useful only in the case of relatively simple system structures. However, several problems surface while modeling realistic situations of even slightly higher complexity [1, 5] :
(a) The state-space while using Markov models may become formidable, and the modeling tools may pose a challenge in terms of the required memory or time for a solution (largeness problem).
(b) The time constants of different events may differ significantly, which might lead to problems in numerical solutions of Markov models (known as stiffness problems).
(c) Situations like simultaneous resource possession cannot be modeled using queuing networks without violating the product form assumptions. Resorting to Markov models could result in explosion of state space. In this article we have described the advantages of analytical modeling over other contemporary methods of system evaluation. We have briefly discussed the "state-space" and "non-state space" models. We have also presented the widely used analytical models briefly, along with the real-life situations they can model, and their limitations and advantages. In addition, we have also discussed hierarchical models which offer the flexibility of effectively combining "non-state space" and "state-space" modeling paradigms.
