Abstract. Nonequilibrium fluctuations of a tagged, or distinguished particle in a class of one dimensional mean-zero zero-range systems with sublinear, increasing rates are derived. In Jara-Landim-Sethuraman (2009), processes with at least linear rates are considered.
Introduction and Results
Zero-range processes follow a collection of random walks on a lattice which interact in the following way: Informally, a particle at a location with k particles displaces by j with infinitesimal rate (g(k)/k)p(j) where the process rate g : N 0 → R + is a function on the non-negative integers, and p(·) is a translation-invariant single particle transition probability. These processes have served as formal models for types of queuing, traffic, fluid, granular flow etc. A review of some of the applications can be found in [2] .
Different behaviors may be found by varying the choice of rate g, when say p is symmetric and nearest-neighbor. For instance, the spectral gap or mixing properties of the system defined on a cube of width n with k particles depend strongly on the asymptotic growth of g. For a class of models, when g is on linear order, the gap is order n −2 and does not depend on k [10] . However, when g is the unit rate, g(x) = 1{x ≥ 1}, the gap is of order n −2 (1 + ρ) −2 where ρ = k/n [12] . Also, when g is sub-linear, of form g(x) = x γ for 0 < γ ≤ 1, the gap is of order n −2 (1 + ρ) γ−1 [13] . We will consider "attractive" models, that is those with increasing rates g, on one dimensional tori T N = Z/N Z. We will also assume g is either bounded or sublinear of a certain type. In addition, we suppose the jump probability p is finite-range and mean-zero. The aim of the article is to understand certain "nonequilibrium" scaling limits of a distinguished, or tagged particle in this setting.
Because of the particle interaction, the tagged particle is not Markovian with respect to its own history. However, one expects that its position to homogenize to a diffusion with parameters given in terms of the "bulk" hydrodynamic density.
Although fluctuations of Markov processes are much examined (cf. KomorowskiLandim-Olla [9] ), and there are many central limit theorems for types of tagged particles when the system is in "equilibrium" (cf. Kipnis-Varadhan [8] , Saada [16] , Sethuraman [17] ), much less is understood when particles both interact nontrivially, and begin in "nonequilibrium".
In this context, the only previous work treating a general class of interacting particle systems in a systematic way is Jara-Landim-Sethuraman [6] which proves a nonequilibrium functional central limit theorem for a class of zero-range processes whose rates g have at least linear growth, that is g(k) ≥ c 1 k for a c 1 > 0. The proof in [6] relies on an important estimate, a "local" hydrodynamic limit, which however makes strong use of the linear growth of g, in particular that the spectral gap on a localized cube does not depend on the number of particles in the cube. Unfortunately, this proof does not carry over to the bounded or sublinear rate case.
A main contribution of this article is to supply a different approach for the main "local replacement" (Theorem 1.6) with respect to a class of increasing, bounded or sublinear rate zero-range models so that the nonequilibrium limit for the tagged particle can be established (Theorem 1.2). As in [6] , a consequence of the argument is that the limit of the empirical density in the reference frame of the tagged particle can be identified as the hydrodynamic density in the frame of the limit tagged particle diffusion (Theorem 1.3).
We remark the approach taken here with respect to the "local replacement" is robust enough so that it can apply to determine the nonequilibrium fluctuations of a "second-class" particle, and associated reference frame empirical density, in the symmetric unit rate case, that is when g(k) = 1{k ≥ 1} (Theorems 1.4, 1.5). This is the first work to address a nonequilibrium central limit theorem for a second-class particle.
Finally, we mention other central limit theorems for a tagged particle which take advantage of special features in types of exclusion and interacting Brownian motion models can be found in Jara and Landim [5] , Jara [4] ,and Grigorescu [3] . Note also "propagation of chaos" results yield homogenization limits for the averaged tagged particle position in simple exclusion, Rezakhanlou [15] .
Let now ξ t = {ξ t (x) : x ∈ T N } be the zero-range process on T N = Z/N Z with single particle transition probability p(·) and process rate g : N 0 → R + . We will assume that g(0) = 0, g(1) > 0, and that g is increasing (or "attractive"), g(k + 1) ≥ g(k) for k ≥ 1. In addition, throughout the paper, and in all results, we impose one of the following set of conditions (B) or (SL):
Before specifying the class of sublinear rates considered, let W (l, k) be the inverse of the spectral gap of the process defined on the cube Λ l = {−l, . . . , l} with k particles, when the transition probability p is symmetric and nearest-neighbor (cf. Section 2 for more definitions).
(SL1) g is sublinear: lim k→∞ g(k) = ∞, g(k)/k : N → R + is decreasing, and lim k→∞ g(k)/k = 0. In particular, since g is increasing, there exists con-
There is a constant a 2 such that |g(k
(SL3) The spectral gap satisfies, for all constants C and l ≥ 1, that
It is proved in Lemma 2.2 that all processes with bounded rates g satisfy (1.1). In addition, by the spectral gap estimate [13] , processes with rates g(k) = k γ for 0 < γ ≤ 1 satisfy (1.1). In addition, we will assume that p is finite-range, irreducible, and mean-zero, that is (MZ) There exists R > 0 such that p(z) = 0 for |z| > R, and zp(z) = 0.
We also will take the scaling parameter N larger than the support of p(·).
Denote by Ω N = N TN 0 the state space and by ξ the configurations of Ω N so that ξ(x), x ∈ T N , stands for the number of particles in site x for the configuration ξ. The zero-range process is a continuous-time Markov chain generated by
where ξ x,y represents the configuration obtained from ξ by displacing a particle from x to y:
The zero-range process ξ(t) has a well known explicit family product invariant measuresμ ϕ , 0 ≤ ϕ < lim g(k) =: g(∞), on Ω N defined on the nonnegative integers,
and Z ϕ is the normalization. Denote by ρ(ϕ) the mean of the marginalμ ϕ , ρ(ϕ) = k kµ ϕ (ξ(x) = k). Since g is increasing, the radius of convergence of Z ϕ is g(∞), and lim ϕ↑g(∞) ρ(ϕ) = ∞. As ρ(0) = 0 and ρ(ϕ) is strictly increasing, for a given 0 ≤ ρ < ∞, there is a unique inverse ϕ = ϕ(ρ). Define then the family in terms of the density ρ as µ ρ =μ ϕ(ρ) . Now consider an initial configuration ξ such that ξ(0) ≥ 1, and let Ω * ⊂ Ω be the set of such configurations. Distinguish, or tag one of the particles initially at the origin, and follow its trajectory X t , jointly with the evolution of the process ξ t . It will be convenient for our purposes to consider the process as seen by the tagged particle. This reference process η t (x) = ξ t (x + X t ) is also Markovian and has generator in form
In this formula, the translation θ z is defined by
The operator L tp N corresponds to jumps of the tagged particle, while the operator L env N corresponds to jumps of the other particles, called environment. A key feature of the tagged motion is that it can be written as a martingale in terms of the reference process:
where m = j jp(j) = 0 is the mean drift, N t (j) is the counting process of translations of size j up to time t, and
ds are martingales which are orthogonal as jumps are not simultaneous a.s. Hence, the quadratic variation of X t is X t = σ 2 t 0 g(η s (0))/η s (0)ds where σ 2 = j 2 p(j). For the reference process η t , the "Palm" or origin size biased measures given by dν ρ = (η(0)/ρ)dµ ρ are invariant (cf. [14] , [16] ). Note that ν ρ is also a product measure whose marginal at the origin differs from that at other points x = 0. Here, we take ν 0 = δ d0 , the Dirac measure concentrated on the configuration d 0 with exactly one particle at the origin, and note that ν ρ converges to δ d0 as ρ ↓ 0.
The families {µ ρ : ρ ≥ 0} and {ν ρ : ρ ≥ 0} are stochastically ordered. Indeed, this follows as the marginals of µ ρ and ν ρ are stochastically ordered. Also, since we assume that g is increasing, the system is "attractive," that is by the "basic coupling" (cf. Liggett [11] ) if dR and dR ′ are initial measures of two processes ξ t and ξ ′ t , and dR ≪ dR ′ in stochastic order, then the distributions of ξ t and ξ ′ t are similarly stochastically ordered [11] . We also note, when p is symmetric, that µ ρ and ν ρ are reversible with respect to L N , and L N and L env N respectively. From this point, to avoid uninteresting compactness issues, we define every process in a finite time interval [0, T ], where T < ∞ is fixed. Let T be the unit torus and let M + (T) be the set of positive Radon measures in T.
For a continuous, positive function ρ 0 :
where δ u is the Dirac distribution at point u.
The next result, "hydrodynamics," under the assumption p(·) is mean-zero, is well known (cf. De Masi-Presutti [1] , Kipnis-Landim [7] ).
converges in probability to the deterministic measure ρ(t, u)du, where ρ(t, u) is the solution of the hydrodynamic equation 5) and ϕ(ρ) = g(ξ(0))dµ ρ .
We now state results for the tagged particle motion. Define the product measure
, and let η N t =: η tN 2 be the process generated by N 2 L N and starting from the initial measure ν N . Define the empirical measure π
Let also X N t = X N 2 t be the position of the tagged particle at time N 2 t. Define also the continuous function ψ :
Note ψ(ρ) = ϕ(ρ)/ρ for ρ > 0, and ψ(0) = g (1) . The first main result of the article is to identify the scaling limit of the tagged particle as a diffusion process:
/N be the rescaled position of the tagged particle for the process ξ
where B t is a standard Brownian motion on T.
In terms of this characterization, we can describe the evolution of the empirical measure as seen from the tagged particle: Theorem 1.3. We have {π When the rate g(k) = 1{k ≥ 1}, scaling limits of a "second-class" particle X t can also be captured. Informally, such a particle must wait until all the other particles, say "first-class" particles, have left its position before it can displace by j with rate p(j). More precisely, its dynamics can be described in terms of its reference frame motion. For an initial configuration ξ such that ξ(0) ≥ 1, let ζ t (x) = ξ t (x+X t )−δ 0,x , where δ a,b is Kronecker's delta, be the system of first-class particles in the reference frame of the second-class particle.
where τ z is the pure spatial translation by z, (τ z ζ)(y) = ζ(y + z) for y ∈ T N . Then, as for the regular tagged particle, we have
where, m = j jp(j) = 0 is the mean drift, N t (j) is the counting process of translations of size j up to time t, and M t (j) = N t (j) − p(j) t 0 1{ζ s (0) = 0}ds are the associated martingales. As before, since M 2 t (j) − p(j) t 0 1{ζ s (0) = 0}ds are orthogonal martingales, the quadratic variation of X t is X t = σ 2 t 0 1{ζ s (0) = 0}ds.
For the second-class reference process ζ t , under the assumption p(·) is symmetric, the family dκ ρ = (1 + ρ) −1 (ζ(0) + 1)dµ ρ for ρ > 0 are invariant. We remark that symmetry of p(·) is needed to show κ ρ are invariant with respect to the second-class tagged process.
Let
Denote by ρ 1 the solution of (1.5) with such function ϕ. We may now state results for the second-class tagged motion. 
The outline of the proofs of Theorems 1.2, 1.3, 1.4 and 1.5 are given at the end of this section. We now state the main replacement estimate with respect to process η N t for a (regular) tagged particle. A similar estimate holds with respect to process ζ N t and a "second-class" particle, stated in the proof of Theorem 1.4. As remarked earlier, this replacement estimate is the main ingredient to show Theorems 1.2 and 1.3.
Denote by P ν the probability measure in D([0, T ], Ω N ) induced by the process η N t , starting from initial measure ν, and by E ν the corresponding expectation. When ν = ν N , we abbreviate P ν N = P N and E ν N = E N . With respect to process ξ N t , denote P µ the probability measure in D([0, T ], Ω N ) starting from measure µ, and E µ the associated expectation. Denote also by E µ [h] and h µ the expectation of a function h : Ω N → R with respect to the measure µ;
with the same convention when µ = ν ρ . To simplify notation, we will drop the superscript N in the speeded-up process η 
where
We now give the outlines of the proof of the main theorems.
Proofs of Theorems 1.2 and 1.3. First, the replacement estimate, Theorem 1.6, applies when h(k) = g(k)/k: Under the assumptions on g, clearly h is positive, bounded, and Lipschitz. Given Theorem 1.6, the proof of the main theorems straightforwardly follow the same steps as in [6] . Namely, (1) tightness is proved for (x 
dν ρ , the proof of this replacement follows quite closely the proof of Theorem 1.6 with straightforward modifications.
The plan of the paper now is to give some spectral gap estimates, "global," "local 1-block" and "local 2-blocks" estimates in sections 2, 3, 4, and 5, which are used to give the proof of Theorem 1.6 in Section 5.2.
For simplicity in the proofs, we will suppose that p(·) is symmetric, and nearestneighbor, but our results hold, with straightforward modifications, when p(·) is finite-range, irreducible, and mean-zero, because mean-zero zero-range processes are gradient processes.
Spectral gap estimates
We discuss some spectral gap bounds which will be useful in the sequel.
Let W (l, j) and W env (l, j) be the inverse of the spectral gaps of L Λ l and L env Λ l with respect to Σ Λ l ,j and Σ * Λ l ,j respectively. In particular, the following Poincaré inequalities are satisfied: For all L 2 functions,
In the next two lemmas, we do not assume that g is increasing. We first relate the environment spectral gap to the untagged process spectral gap.
, where we recall d 0 is the configuration with exactly one particle at the origin. By a suitable change of variables one can show that
. By the assumption on g, for every c ∈ R,
The change of variables η ′ = η − d 0 and an appropriate choice of the constant c permits to rewrite last expression as
where the last inequality follows from the spectral gap for the zero range process. By the observation made at the beginning of the proof, this expression is bounded by (a 1 a
which concludes the proof of the lemma.
Proof. We need only establish, for all
To argue the bound, we make a comparison with the measure µ Λ l ,j when g(k) = 1{k ≥ 1}. Denote this measure by µ 1 Λ l ,j , and recall, by conversion to the simple exclusion process (cf. [10, Example 1.1], [12] ), that
for some finite constant b 0 . Write
Without loss of generality, we may now assume that L = 1 since we can replace g by its scaled version, g ′ = g/L, in the above expression. For β > 0, let r 0 be so large that 1 − β ≤ g(z) ≤ 1 + β for z ≥ r 0 . Then, a −r0
This bound is achieved by overestimating the first r 0 factors by the bound a 0 1{z ≥ 1} ≤ g(z) ≤ a 1 , and the remaining factors by
where by convention an empty product is defined as 1.
As there are 2l +1 sites, we bound the right hand side of the displayed expression appearing just below (2.1) by (a
By the spectral gap estimate (2.1) and the same bounds on the Radon-Nikodym derivative of dµ 1 Λ l ,j /dµ Λ l ,j , the previous expression is less than or equal to (a
We may now choose β = β(α) appropriately to finish the proof.
We claim that for any constant C > 0,
Indeed, under the conditions (SL) this follows by Lemma 2.1 and by assumption (SL3). On the other hand, under the condition (B), by Lemma 2.2 we may choose α appropriately to have max 1≤j≤Cl log N W (l, j) ≤ C 2 (ℓ)N 1/2 . This proves (2.2) in view of Lemma 2.1.
"Global" replacement
In this section, we replace the full, or "global" empirical average of a local, bounded and Lipschitz function, with respect to the process η s , in terms of the density field π N s . The proof involves only a few changes to the hydrodynamics proof of [1, Theorem 3.2.1], and is similar to that in [6] . However, since the rate g is bounded, some details with respect to the "2-blocks" lemma below are different. 
Denote by H(µ|ν) the entropy of µ with respect to ν:
where the supremum is over bounded continuous functions f . We may compute, with respect to the product measures ν 
where u, v ρ stands for the scalar product in L 2 (ν ρ ), as defined in the first section. Consequently, to prove Proposition 3.1 it is enough to show, for any finite constant C, that lim sup
where the supremum is with respect to ν ρ -densities f . We may remove from the sum in (3.1) the integers x close to the origin, say |x| ≤ 2εN , as V εN is bounded. Now, the underlying reference measure ν ρ may be treated as homogeneous, and a standard strategy may be employed as follows.
Proposition 3.1 now follows from the two standard lemmas below. In this context, see also [1] , and [7] where the same method is used to prove [1, Theorem 3. 
Proof. We discuss in terms of modifications to the argument in [7, Section V.4] . The first step is to cut-off high densities. We claim that lim sup
To prove this assertion, we first replace the sum over x by a sum over all sites of T N . At this point, since the environment at time η t is obtained from the system by a shift, we may replace the variable η t by ξ t . We need therefore to estimate
Letρ = ρ 0 L ∞ , and note that µ ρ0(·) is stochastically dominated by µρ. By attractiveness we may replace µ N ρ0(·) by µρ in the previous expression and bound this expectation by
By Schwarz inequality, and noting that µρ is invariant with respect to the untagged process ξ s , the last expression is of order A −1 , which proves the claim. In view of the truncation just proved and the entropy calculations presented at the beginning of this section, to prove the lemma it is enough to show that for every
The argument is now the same as in the proof of Lemma 5.3 [6] following [7, Section V.5].
"Local" one-block estimate
We now detail a "local" one-block limit. Let h : N 0 → R be a bounded, Lipschitz function, and H(a) = E νa [h(η(0))]. Define also Proof. The proof is in four steps.
Step 1. The first step is to introduce a truncation. Since the dynamics is not attractive, we cannot bound η(0) > A for some constant A in a simple way. However, by considering the maximum of such quantities over the torus, we may rewrite the maximum in terms of the original system ξ s , which is attractive:
Also, by simple estimates, recallingρ = ρ 0 ∞ L , we have that
Under the stationary measure µρ, the variables ξ s (x) are independent and identically distributed, with finite exponential moments of some order. Hence, by Chebychev's inequality, the last expression vanishes as N ↑ ∞ for a well chosen constant C = C 1 . Therefore, as η l (0) ≤ max x η(x), it is enough to estimate
Step 2. Since the initial entropy H(ν N ρ0(·) |ν ρ ) is bounded by C 0 N , by the entropy inequality,
We can get rid of the absolute value in the previous integral, using the inequality e |x| ≤ e x + e −x . By Feynman-Kac formula, the second term on the right hand side is bounded by (γN ) −1 T λ N,l , where λ N,l is the largest eigenvalue of N 2 L N + γN V l 1{G N,l }. Therefore, to prove the lemma, it is enough to show that (γN ) −1 λ N,l vanishes, as N ↑ ∞ and then l ↑ ∞, for every γ > 0.
Step 3. By the variational formula for λ N,l ,
where the supremum is carried over all densities f 2 with respect to ν ρ . As the Dirichlet forms satisfy f (−L l the conditional expectation of f 2 given {η(z) : z ∈ Λ l }. Since V l 1{G N,l } depends on the configuration η only through {η(z) : z ∈ Λ l } and since the Dirichlet form is convex, the expression inside braces in (4.1) is less than or equal to
The first term in this formula, decomposing in terms of canonical measures ν Λ l ,j , is equal to
where the value of the constant C 1 changed and
The sum starts at j = 1 because there is always a particle at the origin. Note also that j≥1 c l,j (f ) = 1 and thatf 2 l,j (·) is a density with respect to ν Λ l ,j . Also, the Dirichlet form term of (4.2) can be written as
In view of this decomposition, (4.1) is bounded above by
where the second supremum is over all densities f 2 with respect to ν Λ l ,j .
Step 4. Recall that
Then, as h is bounded, by Rayleigh expansion [7, Theorem A3.1.1], for j ≤ C 1 l log N and sufficiently large N ,
The second term is bounded as follows. By the spectral theorem, second term then is less than or equal to
This expression vanishes as N ↑ ∞ in view of (2.2).
On the other hand, the first term is written as
By Lemma 4.2 below, this difference vanishes uniformly in j as l ↑ ∞. This proves that (4.1) vanishes as N ↑ ∞ and then l ↑ ∞, finishing the proof. 
Proof. The argument is in three steps.
Step 1. We first consider the case 1 ≤ k ≤ K 0 . By adding and subtracting h(1), we need only estimate
The first term is bounded by 2 h L ∞ ν Λ l ,k {η(0) ≥ 2}. To show that it vanishes as l ↑ ∞, note that η(0) ≤ k and that
For 2 ≤ s ≤ k, we may write the canonical measure in terms of the grand canonical:
for any choice of the parameter ρ. Recall µ 1 Λ l ,j is the canonical measure when g(k) = 1{k ≥ 1}. In the numerator and the denominator, at least 2ℓ − k sites receive no particles. We may therefore replace in these sites the rate g by the rate constant equal to one with no cost. Since a 0 ≤ g(ℓ) ≤ a 1 ℓ, in the remaining sites we have that
The previous expression is thus bounded above by
To bound the second term in (4.4), we proceed in a similar way. The absolute value of the difference E νρ [h(η(0))] − h(1) is bounded by 2 h ∞ ν ρ {η(0) ≥ 2}. Last probability is equal to ρ
Since g(n) ≥ a 0 , change of variables η ′ = η − 2d 0 permits to bound the previous expression by C 0 ϕ(ρ) 2 [ρ+ 2]/ρ for some finite constant C 0 . Since g(n) ≤ a 1 n, ϕ(ρ) ≤ a 1 ρ. In conclusion, the second term in (4.4) is bounded above by C 0 h ∞ (k/l) 2 , which concludes the proof of Step 1.
Step 2. Next, we consider the case in which K 0 ≤ k ≤ B|Λ l | for some B < ∞. By definition of the Palm measure, the difference
By [7, Corollary 1.7, Appendix 2.1], this expression is bounded above by C 0 k −1 for some finite constant C 0 . This expression can be made as small as need by choosing K 0 large.
Step 3. Finally, we consider the case k ≥ B|Λ l |. We shall take advantage of the fact that h vanishes at infinity. Fix A > 0 to bound
By definition of the Palm measure and since the density k/|Λ l | is bounded below by B, the first term is less than or equal to
In view of the previous estimates, we see that the expectation E ν Λ l ,k [h(η(0))] can be made arbitrarily small by choosing A and B sufficiently large. The expectation E ν k/|Λ l | [h(η(0)] can be estimated similarly.
Local two-blocks estimate
In this section we show how to go from a box of size l to a box of size ǫN . Proof. The proof is handled in several steps.
Step 1. As H is bounded, the expectation in (5.1) is bounded
for some finite constant C 0 . Hence, we need to estimate, uniformly over 4l + 2 ≤ x ≤ ǫN ,
Step 2. Write
We now claim that
) is a function ofΛ l = {−l, . . . , 3l + 1}, we may apply the "local 1-block" argument for Lemma 4.1 up to (4.3), with respect to 
Step 3. Therefore, we need only estimate when the integrand is H(η l (2l + 1)) − H(η l (x)). As for the "local 1-block" development (Lemma 4.1), we may introduce a truncation, and restrict to the set G N,l,x = {η : η l (2l + 1) + η l (x) ≤ 2C 1 log N }. That is, we need only bound, uniformly over x,
Step 4. Following the first part of the proof of Lemma 4.1, appealing to entropy estimates and eigenvalue estimates, we need only to bound, uniformly in 4l
where the supremum is over all density functions f 2 with f 2 dν ρ = 1.
does not involve the origin, we can avoid details involving the inhomogeneity at point 0 in the following. Define disjoint blocks Λ
The operator L l,x corresponds to zero-range dynamics where particles jump between endpoints 3l + 1 and x − l. 
and we may replace N γ
Step 5. To simplify notation, we shift the indices so that the blocks are to the left and right of the origin. In particular, let Λ 
Note that inside each set Λ ± l particles jump at rate N while jumps between sets are performed at rate ε −1 . Fix M 0 and l large enough so that r M (j + 1, j) < 1 for all 0 ≤ j ≤ B(2l + 1)− 1 = Q, M ≥ M 0 . The stationary probabilities for the corresponding birth-death chain on the interval can be expressed as
where the empty product in the numerator is taken to be 1 when j = 0. We note by construction that π j ≤ π j+1 . We have the Poincaré inequality:
Hence, for large M , the inverse of the spectral gap,λ [g(η(1))]
[g(η(1))]
[g(η (1) [g(η(1))] ≤ ϕ(2A)
for some finite constant C 0 . Hence, the expression appearing in the previous displayed formula vanishes exponentially fast as l ↑ ∞. This concludes the proof of the lemma.
5.2.
Proof of Theorem 1.6. Given Lemmas 4.1 and 5.1, the argument is similar to that in [6] . Recall H(ρ) = E νρ [h], H l (η) = H(η l (0)), andH l (ρ) = E µρ [H l ]. Then, we have that Lemma 5.5. Let h : N → R + be a nonnegative, Lipschitz function for which there is a constant C such that kh(k) ≤ Cg(k) for k ≥ 1. Then, H(ρ) = E νρ [h(η(0))] is also nonnegative, bounded and Lipschitz, and vanishes at infinity.
Proof. It follows from the assumptions of the lemma that h is bounded, as g(k) ≤ a 1 k, and that h vanishes at infinity. Hence, H, which is clearly positive, is also bounded. We claim that H vanishes at infinity since
To show H is Lipschitz, it is enough to show H ′ is absolutely bounded. Compute
h(η(0)) η(0) µρ .
We first examine this expression for ρ large. The second term, by the assumption kh(k) ≤ Cg(k), is bounded by C{ϕ(ρ)/ρ 2 + ϕ ′ (ρ)}. A coupling argument shows that ϕ ′ (ρ) ≤ a if a is a Lipschitz constant of the function g. On the other hand, ϕ(ρ)/ρ 2 ≤ a 1 /ρ because g(k) ≤ a 1 k. Since kh(k) ≤ Cg(k) and since E µρ [g(η(0)) η(0)] = ϕ(ρ) (1 + ρ), the first term is bounded by Ca(1 + ρ)/ρ if a is a Lipschitz constant for g. This proves that H ′ is absolutely bounded for ρ large.
It is also not difficult to see that H ′ (ρ) is bounded for ρ close to 0.
