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Abstract
We construct a matrix representation of compact membranes analytically embed-
ded in complex tori. Brane configurations give rise, via Bergman quantization, to
U(N) gauge fields on the dual torus, with almost-anti-self-dual field strength. The
corresponding U(N) principal bundles are shown to be non-trivial, with vanishing
instanton number and first Chern class corresponding to the homology class of the
membrane embedded in the original torus. In the course of the investigation, we show
that the proposed quantization scheme naturally provides an associative star-product
over the space of functions on the surface, for which we give an explicit and coordinate-
invariant expression. This product can, in turn, be used the quantize, in the sense of
deformation quantization, any symplectic manifold of dimension two.
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1 Introduction
Matrix theory [?][?][?][?] [?][?][?] is believed to describe, in the limit of large N , the funda-
mental degrees of freedom of M-theory. In fact, within the same theory, both fundamental
particles and extended objects are described in a unied way. It is indeed remarkable that
one can start with a theory of gluons in a certain dimension (matrix theory is nothing but
9+1 U(N) Super-Yang-Mills theory dimensionally reduced to 0+1 dimensions) and describe,
in a dual way, a seemingly unrelated theory of gravity in a dierent space-time dimension
(10 + 1). In light of this fact, it is important to better understand the relations that exist
between the two points of view, and to precisely describe how to represent in matrix language
objects which are familiar from the M-theory prospective, and which are described at low
energies within 11-D super-gravity.
It is of interest, in particular, to consider matrix theory congurations which represent,
within the gravity description, extended membranes. More specically one can study BPS
membrane states, which only partially break supersymmetry, and which are not expected, on
general grounds, to be eected by quantum corrections. Within the framework of superme-
mbrane theory [?][?] , one can show that the BPS condition is equivalent to the requirement
that the brane be embedded holomorphically in space, and it is therefore natural to look for
matrix representations of holomorphic curves.
In [?] the question of representation of holomorphic curves embedded in non-compact
space was analyzed in detail. In particular the problem was rephrased as a problem in
geometric quantization, with ε  L3P/R playing the role of the Planck constant. A specic
quantization scheme was proposed, based on the concept of Bergman projection, and the
matrices representing the curve were taken to be operators acting on the innite dimensional
space of holomorphic functions living on the brane. In order to preserve the BPS character
of the conguration, one needs to choose a specic inner product on the space of functions,
which is related to a deformation of the Ka¨hler potential of the brane. Using an explicit
expansion for the Bergman projection, the deformation was determined asymptotically in ε.
In this paper we extend the results of [?] to the interesting case of holomorphic curves
embedded in complex tori. The rst major dierence is that the branes can now be taken to
be compact. This requires an extension of the quantization scheme proposed in [?], in which
we take the underlying Hilbert space to be the nite dimensional space of holomorphic
sections of a specic line bundle over the brane. The second major dierence with the
basic case considered in [?] comes from the fact that, although the target space is still flat,
we cannot quantize directly the coordinate functions, since they are multivalued on the
membrane. We solve this problem using an extension of T-duality [?] appropriate to the
present context, and we relate the brane congurations on the torus to U(N) Yang-Mills
congurations on the dual torus. The resulting U(N) bundle is non-trivial, even though it
has vanishing instanton number. In fact the rst Chern class of the bundle corresponds to
the homology class of the membrane embedded in the original torus. Moreover the BPS
character of the original membrane conguration is now translated in a dual condition for
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the corresponding U(N) gauge potential. More precisely, we show that the corresponding
eld strength F is almost-anti-self-dual, in the sense that
F12 + F34  ε
F13 −F24 = F14 + F23 = 0.
We also show that the congurations described are stable for to topological reasons.
The basis of most of the discussion in this paper is the quantization scheme which is
analyzed in detail in the rst part of the paper. In particular a very important tool which is
analyzed at length and used repeatedly, is a specic non-commutative product (called star-
product and denoted with ?) between functions on the brane. We show that the product ?,
which was introduced in [?], is an associative operation. In particular, if we recast our result
in the language of deformation quantization [?][?][?][?][?], we show that the formula for the
star-product can be used to quantize any symplectic manifold of real dimension 2.
The structure of this paper is as follows: in section 2 we review the results of [?] and extend
them to a more general setting, which is needed in the subsequent part of the discussion.
In particular we introduce the general concept of quantization used throughout the paper,
and we dene a star product ? on the space of functions. Section 3 is entirely devoted
to show that the product ? is actually associative. This fact is heavily used in sections 5
and ??, and connects our discussion to the theory of deformation quantization. Section 4
briefly describes how to go from a know star-product to a full quantization scheme, and this
result is then used in section 5 to discuss general results on the quantization of holomorphic
curves embedded in Ka¨hler manifolds. Section 6 describes how to compute, asymptotically
in the quantization parameter ε, traces of operators obtained using the quantization scheme
described in section 2. Finally section ?? is devoted to the main result of this paper. Using
the results of the previous sections, we show that we can associate to each holomorphic curve
embedded in a complex torus an almost-anti-self-dual Yang-Mills conguration on the dual
torus. We conclude the paper in section ?? with suggestions for future research.
2 From Bergman Projections to Star Products
In this rst section we are going to recall and extend some of the main results originally
derived in [?]. In particular we are going to extend the results on Bergman projections
and Bergman quantization [?][?][?] to a more general setting, which is needed to tackle the
problem of representation of holomorphic curves embedded in compact spaces. Although
the exposition of the main ideas will be self-contained, we will omit most of the proofs, since
they are essentially identical to the ones examined in [?]. In what follows, we will try to
adhere, as much as possible, to the notation of [?].
Let us consider a compact Riemann surface  of genus g, on which we x an arbitrary
holomorphic line bundle S. We will denote by K the canonical line bundle on , and by T
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the product bundle
T = S−1 ⊗K.
Given two sections φ, ψ of S, we wish to dene an inner product hφjψi by integrating φψ
on the surface  against a suitable measure. In order to do this covariantly, we need to x,
rst of all, a real and positive section C of the line bundle T ⊗ T 2. It is then clear that the
measure
Ω(z) = i C(z) dz ^ dz
transforms as a section of S−1⊗S−1, and that the expression φψΩ represents a well dened





Following the notation of [?], we will denote with V the Hilbert space of sections of S (not
necessarily holomorphic) which have nite norm with respect to the above inner product,
and we shall call H  V the subspace of V consisting of holomorphic sections. Finally we
will let pi be the orthogonal Bergman projection onto H
pi : V ! H.
Let us note that the choice of section C not only provides us with a specic inner product
on V, but also gives us a connection and a covariant derivative for sections of specic line
bundles. To be more exact, let us introduce the connection
Γ = ∂ lnC
and let us consider a section φ of T a⊗a.h., where a.h. stands for an arbitrary anti-holomorphic
line bundle. It is then easy to show that
rφ = (∂ − aΓ)φ
2Note that the conditions of reality and positivity of C are well defined, since the bundle T ⊗ T has real
and positive definite transition functions.
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is a well-dened section of K ⊗ T a ⊗ a.h.. A similar result also holds for anti-holomorphic
covariant derivatives. Finally we note that the curvature of the connection just described is
given by the (1, 1) tensor
R = ∂∂ lnC.
We now briefly summarize the properties of the projection pi in the following
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Claim 1 The projection pi defined above satisfies the following properties
1. The projection pi has an integral representation. More precisely, let hi be an orthonor-





The kernel K is a well-defined bi-section, independent of the choice of orthonormal





2. If φ 2 H is holomorphic , then pi(φ) = φ.
3. For any φ 2 V, one has that rpi(φ) = 0.
4. Let X be a section of T−1 such that rX 2 V . Then pi(rX) = 0.
5. Let X1,    , Xn−1 be holomorphic (−1, 0) vector fields, and let Xn be a holomorphic
section of T−1. If φ is an analytic function, then
pi(φrX1   rXn) = (−1)nXn   rX1rφ.
The proof of the above claim is identical to the one given in [?], and we therefore refer
the interested reader to that paper for further details.
One of the main results of [?] was to show that the projection pi possesses not only
an integral representation but also, in an asymptotic sense, a dierential one. Again the
argument is essentially identical in the present setting, so that we content ourselves to state
the following
Claim 2 Let R = ∂∂ lnC be the curvature tensor. Construct a sequence Pn of (1, 1) tensors
starting from
P1 = R
and using the recursion relation
Pn = Pn−1 + P1 + ∂∂ ln(P1   Pn−1). (1)
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(−1)nr1P1   r1PnP1   Pn1Pnr    1P1rφ,
where
r = ∂ + Γ r = ∂
To conclude this section, we follow the general philosophy of [?] and discuss the process of
quantization[?]. Consider a generic function A on the surface , and let φ be an element ofH.
The section Aφ, obtained by multiplying pointwise the original section φ with the function
A is not necessarily holomorphic. On the other hand we can extract the holomorphic part by
acting with the projection pi, thus obtaining the element pi(Aφ) in H. This process assigns to
each function A an operator on H. More precisely, if we denote by G the space of complex
functions on , we have constructed a quantization map Q : G !End(H) which associates
to each function A the operator A = Q(A) dened by
A(φ) = pi(Aφ).
The map Q is compatible with complex conjugation, since Q(A) = Qy(A). Moreover it
respects the complex structure on , since Q(A)Q(B) = Q(AB) whenever A and B are
both holomorphic. Finally, using the asymtotic expansion for the Bergman projection pi and
following [?], we can show that
Q(A)Q(B) = Q(A ? B)
where we have introduced, on the space of functions G, a product ?, called star product,
given explicitly in terms of the tensors Pn by the formula
A ? B =
1X
n=0
P1   Pn (1Pn∂    1P1∂A)
(
1Pn∂    1P1∂B

. (2)
3 Star Products: Proof of Associativity
In section 2 we introduced a specic star product ? on the space G of complex functions
on the surface . This section is entirely devoted to show that the product ? is associative.
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This fact will be repeadetly used in the subsequent sections, and will be a key element in the
basic construction of this paper described in section ??. In particular are able to consider
G as an associative algebra, and we can therefore use most of our intuition about operators
on Hilbert spaces in the dierent context of functions over a given surface.
The proof of associativity is rather lenghty and technical, and it can be skipped at rst
reading, since nothing from the following discussion (aside from the result itself) will be used
in later sections. On the other hand, before we start the proof, let me briefly connect our
result to the literature on deformation quantization [?][?][?][?][?], where similar products
have been stiudied at length.
The theory of deformation quantization starts with a choice of a real manifold , together




 = 0. (3)
(if detω 6= 0, then the manifold is symplectic). One also considers the space G[[ε]] of formal
power series
A = A0 + A1ε+ A2ε
2 +    ,
where the Ai are functions on the manifold , and ε is a quantization parameter. Given two
elements A and B in G[[ε]], one may use ωij to dene a Poisson bracket
fA,Bg = ωij∂iA∂jB,
which satises the Jacobi identity thanks to (3). The main problem of deformation quanti-
zation in then to dene, on the space G[[ε]], an associative product ?





1. The Sn are bilinear local functionals of A,B (Sn depends only on A, B, and their
derivatives up to a nite order).
2. S0(A,B) = AB.
3. S1(A,B)− S1(B,A) = fA,Bg.
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We can now show that, if we specialize to the case of a symplectic manifold  of real
dimension two, then equation (2) can be used to determine a class of solutions to the problem
of deformation quantization. We start by choosing, on the manifold , a complex structure




and the higher Pn according to the recursion formula (1). It is then an easy matter to
show that properties 1-2-3 above are satised. Let me just conclude this brief discussion on
deformation quantization with a few remarks:
1. Using (1) one can show that
εPn = nω
zz + o(ε).
Therefore the n-th term in (2), although it is of order εn, also contains terms with
higher powers of ε and therefore does not correspond to the n-th term in (4). One has
to carefully keep track of powers of ε to go from the simpler and geometrically clear
expression (2) to the standard form of deformation quantization (4). For example, if
we denote for simplicity
ω = ωzz
then the rst few terms in (4) read














−ε341ω(∂ω)(∂ω) (∂ω∂A) (∂ω∂B + o(ε4)
2. If one chooses a dierent complex structure on  one gets a dierent ? product. It
is, on the other hand, know [?] that there is a one-to-one correspondence between
Poisson structures and star-products (up to equivalences). Therefore one expects that
the various products related to dierent complex structures on  should be gauge
transformations (in the sense of [?]) of each-other.
3. Finally let me note that the expression (2) cannot be extended to the case of Poisson
manifolds, as can be easily seen from equation (5).
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Let us now move to the actual proof of associativity of ?, and let us start by choosing
three functions A,B,C in G and by considering the product (A ? B)?C, which we can write
as
(A ? B) ? C =
1X
b;c=0
P1   Pc
(
1Pc∂    1P1∂C

(
1Pc∂    1P1∂ (1Pb∂    1P1∂A)
(
P1   Pb1Pb∂    1P1∂B

.
Let us focus our attention on a specic summand in the above expression for xed b, c. In
particular we wish to analyze in detail the expression
1Pc∂   1P1∂| {z } (1Pb∂    1P1∂A) (P1   Pb1Pb∂    1P1∂B . (6)
The rst holomorphic derivative 1P1∂ (underlined by |{z} ) can act on either the rst or on
the second parenthesis. In the rst case we write the result as
1Pc∂   1P2∂ (1Pb+1∂1Pb∂   1P1∂A)
(
P2   Pb+11Pb∂    1P1∂B

,
where we have moved the factor of 1P1 to the second parenthesis and we have multiplied
and divided by Pb+1 in order to maintain the general form of the rst parenthesis. In the
second case, on the other hand, we get
1Pc∂   1P2∂ (1Pb∂    1P1∂A)
(
P2   Pb+11P1   Pb∂P1   Pb1Pb∂    1P1∂B

.
The reasons for rewriting the second parenthesis in this way will become clear later. In a
similar way we can distribute the action of the various holomorphic derivatives on either the
left or on the right parenthesis. A convenient way to summarize the result is as follows. Let
si (i = 1,    , c), si 2 fL,Rg, be a string indicating whether the i-th holomorphic derivative
1Pi∂ should act on the left or on the right parenthesis. Also let L(s) be the total number





1Pb+L(s)∂    1P1∂A

Kb;c(s),
where the objects Kb;c(s) are constructed using the following algorithm. Start with
Pl   Ph1Pb∂    1P1∂B
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with l = 1 and h = b. If s1 = L, divide by Pl and multiply by Ph+1, and then raise both l
and h by one unit. If s1 = R, then act on the hole expression with ∂, divide by Pl   Ph and
then multiply by Pl+1   Ph. In this second case we just increase l by one, leaving h xed.
We then repeat this process for s2,    , sc. The nal result will be Kb;c(s)3. Let us note that,
regardless of the specic choice of sequence si, at the end of the algorithm described above,
the values of l and h will be respectively 1 + c and b + L(s). Therefore the expression for
Kb;c(s) will be of the form
Kb;c(s) = Pc+1   Pb+L(s)     ,







1Pb+L(s)∂    1P1∂A

(P1   PcKb;c(s))
(
1Pc∂    1P1∂C

.
In the above expression we change index by calling a = b+L(s), and we nally arrive at the
following formula
(A ? B) ? C =
1X
a;c=0
(1Pa∂    1P1∂A) Ta;c
(








P1   PcKa−L(s);c(s). (7)
Let us consider the expression for Ta;c. The simplest case is when c = 0. It is immediate to
show that
Ta;0 = P1   Pa1Pa∂    1P1∂B
and therefore that
Ta;0 = P1   Pa−1∂1P1   Pa−1Ta−1;0.
3We are using the convention that Pa   Pa = Pa, Pa+1   Pa = 1, Pa+2   Pa = 1/Pa+1, etc.
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The next simplest case is when a = 0. Then si = R for all i, and it is easy to show, following
the algorithm described above, that
T0;c = P1   Pc1Pc∂    1P1∂B.
The corresponding recursion relation reads
T0;c = P1   Pc−1∂1P1   Pc−1T0;c−1.
We now move back to the general case, and start to analyze equation (7) for c, a > 0. We














P1   PcKa−L(s);c(s)
If one follows carefully the algorithm dening the functions Kb;c’s, one can show that the
rst term in the above expression can be rewritten asX
fsigci=1
sc=L; L(s)a





PaP1   Pc−1Ka−L(s)−1;c−1(s) = PaTa−1;c−1.
The second term of (8) can, on the other hand be rewritten asX
fsigci=1
sc=R; L(s)a





P1   Pc−1∂1P1   Pc−1P1   Pc−1Ka−L(s);c−1(s) =
= P1   Pc−1∂1P1   Pc−1Ta;c−1.
Combining the above two terms, we nally arrive at the general recursion relation, valid
for c, a > 0,
Ta;c = PaTa−1;c−1 + P1   Pc−1∂1P1   Pc−1Ta;c−1.
Let us summarize what we have found up to now in the following
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Claim 3 We can rewrite the expression for (A ? B) ? C as
(A ? B) ? C =
1X
a;c=0
(1Pa∂    1P1∂A) Ta;c
(
1Pc∂    1P1∂C

,
where the functions Ta;c satisfy the following recursion relations
(9)
T0;0 = B
T0;c = P1   Pc−1∂1P1   Pc−1T0;c−1 (c > 0)
Ta;0 = P1   Pa−1∂1P1   Pa−1Ta−1;0 (a > 0)
Ta;c = PaTa−1;c−1 + P1   Pc−1∂1P1   Pc−1Ta;c−1 (a, c > 0)
In a completely symmetric way we can also prove the following
Claim 4 We can rewrite the expression for A ? (B ? C) as
A ? (B ? C) =
1X
a;c=0
(1Pa∂    1P1∂A) eTa;c (1Pc∂    1P1∂C ,
where the functions eTa;c satisfy the following recursion relations
(10)
eT0;0 = BeT0;c = P1   Pc−1∂1P1   Pc−1 eT0;c−1 (c > 0)eTa;0 = P1   Pa−1∂1P1   Pa−1 eTa−1;0 (a > 0)eTa;c = Pc eTa−1;c−1 + P1   Pa−1∂1P1   Pa−1 eTa−1;c (a, c > 0)
It is then clear that, to complete the proof of associativity of the product ?, it suces to
show that
Ta;c = eTa;c
for all a, c  0. We break the proof in ve steps.
12
Step 1. We rst note that the recursion relations in Claims 3 and 4 immediately imply
that
Ta;0 = eTa;0 T0;c = eT0;c
for any a, c  0.
Step 2. We then prove that
T1;1 = eT1;1.
This can be shown by simply noting that
T1;1 = P1B + ∂T1;0 = P1B + ∂∂B
and that
eT1;1 = P1B + ∂T0;1 = P1B + ∂∂B.
Step 3. We prove now that
Ta;1 = eTa;1
for a  2, by induction on a. Using the recursion relations in Claim 3 we can write
Ta;1 = PaTa−1;0 + ∂Ta;0 =
= PaTa−1;0 + ∂P1   Pa−1∂1P1   Pa−1Ta−1;0
On the other hand the equivalent recursion relation for eTa;1 can be combined with the
induction hypothesis Ta−1;1 = eTa−1;1and the fact that Ta−1;0 = eTa−1;0 to show that
eTa;1 = P1Ta−1;0 + P1   Pa−1∂1P1   Pa−1Ta−1;1.
In the above expression we then use the recursion relation for Ta−1;1 and we geteTa;1 = P1Ta−1;0 + P1   Pa−1∂1P1   Pa−1(Pa−1Ta−2;0 + ∂Ta−1;0) =
= P1Ta−1;0 + Pa−1P1   Pa−2∂1P1   Pa−2Ta−2;0 +
+P1   Pa−1∂1P1   Pa−1∂Ta−1;0
= (P1 + Pa−1)Ta−1;0 + P1   Pa−1∂1P1   Pa−1∂Ta−1;0
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We are now almost done. In order to show that eTa;1 = Ta;1, we rst note that we can use
the properties of the tensors Pn to simplify the following dierence
∂P1   Pa−1∂1P1   Pa−1Ta−1;0 − P1   Pa−1∂1P1   Pa−1∂Ta−1;0
=

∂, P1   Pa−1





∂∂ lnP1   Pa−1

Ta−1;0
= (P1 + Pa−1 − Pa)Ta−1;0.
But this shows that eTa;1 − Ta;1 = 0, thus concluding the inductive step.
Step 4. In a way completely equivalent to Step 3 we can also prove that
T1;c = eT1;c
for c  2.
Step 5. Finally we will show that
Ta;c = eTa;c
for a, c  2. The proof will be again by induction on both a and c, and will be very similar
to Step 3 and 4, even though it will be considerably more complex notationally.
We start by writing the recursion relation satised by Ta;c
Ta;c = PaTa−1;c−1 + P1   Pc−1∂1P1   Pc−1Ta;c−1.
In the above expression, the induction hypothesis allows us to go from T ’s to ~T ’s, and we
can then use the recursion relations for eT to write
Ta;c = PaPc−1Ta−2;c−2 + PaP1   Pa−2∂1P1   Pa−2Ta−2;c−1 +
+Pc−1P1   Pc−2∂1P1   Pc−2Ta−1;c−2 +
+P1   Pc−1∂P1   Pa−1P1   Pc−1∂1P1   Pa−1Ta−1;c−1
On the other hand one could start with
eTa;c = Pc eTa−1;c−1 + P1   Pa−1∂1P1   Pa−1 eTa−1;c
and use the induction hypothesis and the recursion formula to write
eTa;c = PcPa−1Ta−2;c−2 + PcP1   Pc−2∂1P1   Pc−2Ta−1;c−2 +
+Pa−1P1   Pa−2∂1P1   Pa−2Ta−2;c−1 +
+P1   Pa−1∂P1   Pc−1P1   Pa−1∂1P1   Pc−1Ta−1;c−1
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At this point we just need to consider the dierence eTa;c − Ta;c and to show that it vanishes.
The complete expression for eTa;c−Ta;c can be written as the sum of two parts, each of which
can be simplied using the properties of the tensors Pn. On one hand we can consider the
dierence
P1   Pa−1∂P1   Pc−1P1   Pa−1∂1P1   Pc−1Ta−1;c−1 − (11)
−P1   Pc−1∂P1   Pa−1P1   Pc−1∂1P1   Pa−1Ta−1;c−1
= −P1   Pc−1

∂, P1   Pa−1P1   Pc−1

∂, P1   Pc−1P1   Pa−1

1P1   Pc−1Ta−1;c−1 =
= ∂∂ ln (P1   Pa−1P1   Pc−1)Ta−1;c−1 = (Pa − Pa−1 − Pc + Pc−1) Ta−1;c−1
On the other hand, we compute the dierence
PcPa−1Ta−2;c−2 + PcP1   Pc−2∂1P1   Pc−2Ta−1;c−2 +
+Pa−1P1   Pa−2∂1P1   Pa−2Ta−2;c−1 −
−PaPc−1Ta−2;c−2 − PaP1   Pa−2∂1P1   Pa−2Ta−2;c−1 −
−Pc−1P1   Pc−2∂1P1   Pc−2Ta−1;c−2
= (Pc − Pc−1)P1   Pc−2∂1P1   Pc−2Ta−1;c−2 +
+(Pa−1 − Pa)P1   Pa−2∂1P1   Pa−2Ta−2;c−1 +
+(PcPa−1 − Pc−1Pa−1 + Pc−1Pa−1 − PaPc−1)Ta−2;c−2
= (Pc − Pc−1 − Pa + Pa−1)Ta−1;c−1
which exactly cancels expression (11), thus concluding the proof of the following
Theorem 5 For all a, b  0
eTa;c = Ta;c.
Therefore
(A ? B) ? C = A ? (B ? C) .
4 From Star Products to Bergman Projections
In section 2 we started with the choice of a specic holomorphic line bundle S on  together
with a measure C, and we constructed a star-product ?, which is dened only in terms of
the curvature tensor R. In this section we will analyze the inverse problem of reconstructing
S and C given a known R.
Let then R be given on the surface. Using Dolbeault’s lemma we can nd a cover Ui of
 and real functions Li on Ui such that, on the i-th patch, R = ∂∂Li. On the intersections
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Ui \ Uj we have Lj = Li + λij + λij , for some holomorphic functions λij, which are dened
up to an imaginary constant. On the triple intersections Ui \ Uj \ Uk, we then have that
λij + λjk = λik + 2pii nijk, where the n’s are constant real numbers. Let us suppose, for
now, that we can redene the functions λij in such a way that the numbers nijk are actually
integers. In this case then, the functions gij = e
ij dene a holomorphic line bundle4, which
we will denote by T . If we recall that R = ∂∂ lnC, it is natural to let C = eL, which is a
section of T ⊗ T , and to conclude the inverse construction by letting S = T ⊗K−1.
Let us compute the degree of the line bundle T . Recall that d − Γ dz = d − ∂ lnC dz
denes a covariant derivative for sections of T . The rst Chern class of the line bundle is
then given in terms of the curvature 2-form i∂Γ dz ^ dz by
c1(T ) = −12piiR dz ^ dz,




c1(T ) = −12pii
Z
Σ
Rdz ^ dz. (12)
Given a generic R, the above integral will not give an integer, and therefore the inversion
problem cannot be solved. On the other hand, it is a known fact that, if the integral (12)
does yield a number in Z, then we can redene the λ’s introduced above (not necessarily
uniquely) so that the numbers nijk are all integers, and the problem of nding C and S can
be solved constructively, as I have previously shown.
5 Holomorphic Curves on Compact Ka¨hler Spaces
We will now start to analyze the problem of the quantization of holomorphic curves embedded
in compact spaces. This section, in particular, is devoted to the general case, where the target
space is a generic Ka¨hler manifold. The discussion will serve as an introduction to the next
section, where we restrict our attention to curves embedded in complex tori, and where we
relate our quantization procedure to Yang-Mills congurations on the dual tori.
Let us start with a generic Riemann surface  of genus g, embedded holomorphically in
a compact Ka¨hler manifold M . The inclusion map ρ :  ! M induces on the surface  a
Ka¨hler form, which we will denote by
µ = i2Qdz ^ dz
4We are not concerned here with questions of uniqueness.
16





is nothing but the area of  considered as a submanifold of the Riemannian manifold M .
We now recall the main result of [?], which can be easily extended to the present setting.
As a function of the quantization parameter ε, the curvature R of the associated star-product
has an asymptotic expansion of the form
R(ε) = −1εQ+ 12∂∂ lnQ+ ∂∂G(ε), (14)
where G(ε) is a function on  expressed as a power series in ε, whose rst few terms are
G(ε) = −ε61Q∂∂ lnQ+ ε2241Q∂∂1Q∂∂ lnQ +   
We are now faced with the problem, analyzed in the last section, of nding the correct
quantization S, C as a function of ε. We expect that not all values of ε will be allowed,
since we must impose that
R
R(ε) dz ^ dz 2 2piiZ. On the other hand we note that, in the
expansion (14), all the terms with positive powers of ε are total derivatives and integrate to




(−1εQ+ 12∂∂ lnQ dz ^ dz 2 Z
We note that the second term in the integrand is proportional to the Riemannian curvature
on the surface, and the integral can be computed using the formula of Gauss and Bonnet.
The result, 1− g, is integral and independent of the embedding. Therefore we nally arrive






To nd the correct holomorphic line bundle S, we start by noticing that the 2-form µ/A can




More precisely, we can nd a covering Ui of  and real functions Ki on Ui such that Q = ∂∂Ki
and such that Kj = Ki + κij + κij . The line bundle L will then be dened by the transition
functions fij = e
Aij . Notice that we can rewrite (14) in terms of K as
R(ε) = ∂∂Li
Li = −1εKi + 12 lnQ+ G.
Therefore
C = eL = e−nAK
p
QeG
transforms as a section of T ⊗ T , where
T = L−n ⊗K1=2
and K1=2, the square root of the line bundle, is a choice of spin structure on the surface .
Finally we have that
S = Ln ⊗K1=2.
The degree of S can be simply computed to be
deg(S) = n deg(L) + 12 deg(K) = n + g − 1.
Finally we wish to compute the dimension
N(n) = dimH
of the space H of holomorphic sections of S. This can be done for large n using the Riemann-
Roch theorem. In fact, if deg(S) > deg(K), or if n > g − 1, then h1(S) = 0, and we may
write
dimH = h0(S) = h0(S)− h1(S) = 1− g + deg(S)
N(n) = n
(n > g − 1)
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6 Traces of Operators in the ε! 0 Limit
In the previous section we have shown how to pass from functions A on  to operators
A = Q(A) on H using Bergman quantization, so that products of operators are associated,
at least asymptotically in ε, to star-products of functions. We now wish to use the dierential
representation of the Bergman projection to compute tr(A) in terms of the original function
A.










Recalling the expression for the Bergman kernel K(z, w) =
P
















where F 2 V. Note that the second integral in expression (15) is nothing but the integral





Let us consider the above expression in the ε ! 0 limit. We wish to use the dierential
representation for the projection pi, but in order to do so we must regularize the delta
function distribution. Only at the end of the computation we can remove the regulator. To
be concrete we will work in a particular coordinate system s centered at the point z and we
regularize the distribution δz with a gaussian
δz(s) ! δz;(s) = 1Q(0)1piλe−ss=.




(−1)nr1P1   r1PnP1   Pn1Pnr    1P1rδz;(s), (16)
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