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Our principal goal is a solution of the equivalence problem for sesquilinear 
forms fi M x M--f R where R is a semisimple (Artinian) ring with anti- 
automorphism J, and M is a finitely generated R-module. As a first step (see 
Section 9) the problem is reduced to the nondegenerate case hy a technique 
used for bilinear forms hy Kronecker and Gabriel [7]. Next one can reduce to 
the case when R is simple (Section 1) and in this setting (with some finiteness 
assumptions on R) one attaches to the form f a finite sequence of Hermitian 
and quadratic forms; then two sesquilinear forms are equivalent iff corre- 
sponding Hermitian and quadratic forms are equivalent and their “asym- 
metries” are similar, thus reducing the problem to the classical problem for 
the usual types of forms (and whose solution depends very much on the nature 
of R). There is one case (in characteristic 2 as one would expect) which has 
eluded our efforts (see Theorems 27 and 31 for a complete statement). 
The major contributions to this subject have been made by Williamson and 
Wall [l 11. Although most of our results are similar to theirs, our methods are 
considerably different and treat the problem in greater generality; for 
example, we believe our results as applied to the case of R a (commutative) 
field with automorphism J of finite period are completely new, as are also 
some of the results in characteristic 2 (Theorem 31). No doubt most, if not 
all, of this theory can be carried out for division rings and then generalized 
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to simple rings via Morita theory. But there is very little technical advantage 
to be gained by doing this and in addition we feel that the natural setting for 
the theory of sesquilinear forms is the case of a semisimple ring because of the 
advantages afforded in base field extension (and restriction). Similarly elemen- 
tary divisor theory, the Kronecker theory of equivalence of pairs of semilinear 
transformations, and Witt’s theorem, have all been treated directly over semi- 
simple rings rather than appealing to Morita theory. 
1. REDUCTION TO THE CASE R SIMPLE 
Let R be a semisimple (Artinian) ring and let J be an antiautomorphism 
of R. A J-sesquilinear form f is a mapping 
f:MxM-+R, 
where M is a finitely generated right R-module, such that f is additive in each 
variable and satisfies 
f (ua, ob) = df (24, w)b 
for all u, v  in M and a, b in R. I f  g: N x N -+ R is another such form, we say 
that it is equivalent to f (over R) if there is an R-isomorphism 4: M -+ N such 
that 
go4 4) = f (% 4 for all u, v  E M, 
and we write (M, f) us (N, g) or just M E N or f N g if the meaning is 
clear from the context. 
The ring R is called J-simple if the only two-sided ideals stable under J 
are 0 and R. It is clear that R is in a unique way a direct sum 
R = RI @ *.* @ R, where for each i, Ri is J I,i-simple. The module M then 
breaks up into a direct sum M = Ml @ ..* @ Mn , where n/r, = MRi . It is 
easy to see that f(M< , Mj) = 0 if i # j and that f (Mi , Mi) C Ri . Thus the 
restriction off to Mi x Mi is a J Isi-sesquilinear form 
fi:Mi X Mi+Ri. 
Since any R-homomorphism of M into N necessarily takes Mi into Ni , 
we get 
THEOREM 1. f and g are equivalent if and if for each i, fi and gi are equiv- 
alent (over Ri). 
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Since we are interested mainly in the equivalence problem, we shall assume 
that R is J-simple from now on. 
The dual of an R-module M is M* = Hom,(M, R). It is a left module with 
R acting according to 
+w) = 44-4 a E R, PEM*, VEM. 
The length of an R-module M is denoted by len,M or just len M. Since M is 
finitely generated, its length is finite. 
PROPOSITION 2. len M* = len M. 
Proof. It suffices to show that M simple implies M* simple, i.e., M* is 
# 0 and is generated by any nonzero element. Since M is isomorphic to a 
right ideal of R, M* # 0. Let p and p’ be nonzero elements of M*. Since 
A& and Mp’ are isomorphic to M, there is an isomorphism $: Mp -+ Mp’ 
satisfying ~4 = p‘. Since Mp and Mp’ are direct summands of R, 4 can be 
extended to a module automorphism of R. But any such automorphism is 
given by a left multiplication b ++ ab, so VP’ = a(vp) whence p’ = a~ as 
desired. 
The mapping u bf(u, ) of M into M* is an R-homomorphism when M* 
is considered as a right R-module via vu = aJp, and similarly v  ++f( ,v)-’ is 
an R-homomorphism M - M* when pa = &CL. 
PROPOSITION 3. The following conditions on f  are equivalent. 
(i) u w f  (u, ) is a bijection M - M*. 
(ii) v  i--t f  ( , v)-’ is a bijection M--f M*. 
(iii) f  (u, v) = 0 for all v  in M implies u = 0. 
(iv) f(u, v) = 0 for all u in M implies v  = 0. 
Proof. Clearly (i) implies (iii). Conversely if (iii) holds, u i--t f(u, ) is a 
monomorphism so (i) follows by the above proposition. Similarly (ii) and (iv) 
are equivalent. I f  v  E M, v  # 0, it is easy to see that there is p E M* such that 
UP f  0. Thus if (i) holds, there is u E M such that f  (u, v) # 0 and so 
vwf( ,zy 1 is a monomorphism, hence an isomorphism by the above 
proposition. Thus (i) implies (ii) and similarly (ii) implies (i) whence the 
proposition. 
We shall say that f  (or M) is nondegenerate if any of the four equivalent 
conditions of Proposition 3 holds. 
For any submodule N of M, define 
IV’ = {u E M: f(u, N) = 0}, lN={v~M:f(N,v) =O}. 
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They are clearly submodules of M and M is nondegenerate i f f  M’ = 0 
i f f  IM = 0. If  Ml = ‘M, there is a well-defined J-sesquilinear form j on 
M/Ml given by 
f  (u + ML, v  + ML) = f(u, v), 
and it is nondegenerate. 
An asymmetry off is a J-a-linear automorphism 01: M -+ M satisfying 
f(U> 4 = f(% q for all u, ‘u in M. (1) 
We let u = J-” E Aut R. It is easy to see that 
f  (z&Y, vex) = f  (24, vp, f(Uc$ v) = f(U, vo1-l)o, f  (u, ZkY) = f  (UC1, v)“. (2) 
THEOREM 4. (a) f  has asymmetry if and only if MI = IM and M’ admits 
a a-linear automorphism. 
(b) If  f  is nondegenerate it has a unique asymmetry CY. 
Proof. Suppose f  is nondegenerate so that v  ti f  ( , v)“-r and u: -+ f  (w, ) 
are both bijections M + M*. It follows that there is a unique 01: M- M 
satisfying (1). I f  a E R, 
f ((wa) 01, u)” = f(u, v) a = f(m, 24)” a = f((vm) au, u)J; 
so by the uniqueness (va) 01 = (~a) aa. Similarly 01 is an additive homo- 
morphism so 01 is u-linear. Since f  is nondegenerate, ker a: = 0 and 01 is a 
u-linear automorphism. This proves (b). 
I f  f  has an asymmetry, f(u, M) = 0 i f f  f(Ma, u) = f(M, u) = 0 so 
Ml = IM. Also f  (M, v) = 0 i f f  f(vq M) = 0 so (lM> LX = ML and 
01 I,+,’ is a u-linear automorphism of M-‘. Conversely if MJ- = lM, take the 
asymmetry ol of j and lift it to 01~ on Ml where M = Ml @ Ml and let 01~ 
be any a-linear automorphism of MI. Then 01 = oil @ 01~ is an asymmetry off. 
We call a submodule N of M nondegenerate if the restriction off to N x N 
is nondegenerate. 
PROPOSITION 5. Let N be a submodule of M. 
(a) len M’ = len IM, len M ,( len N + len Nl, and len M < len 
N + len IN with equality in all cases if M is nondegenerate. 
(b) Suppose N is nondegenerate. Then 
(i) M=N@N1==N@lN. 
(ii) M is nondegenerate if and only if Nl (resp. IN) is nondegenerate. 
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(c) If M is nondegenerate with asymmetry LX, then the following are 
equivalent. 
(i) -VA = IN. (ii) Nol = N. (iii) N1 01 = Nl. 
Proof. (a) f  induces a biadditive pairing 
(M/M”) x (M/‘M)- R, 
which is perfect (left and right annihilators 0); it becomes an R-bilinear 
pairing as well if we make M/ML into a left R-module by au = ua’-‘, and so 
M/ML and M/lM are put in duality with each other. In particular they have 
the same length, so len ML = len IM. Now consider a splitting N = 
P @ (N n JM) and notice that P’ = N’. Let P be the image of P in M/IM 
(so len P = len P) and let p” be its annihilator in M/M’. Then 
len P i len p” = len(M/M’). The inverse image of p” in M is N’ and so 
len P + len N’ = len M. The rest of (a) follows from this and a similar 
formula for ‘N. 
The proof of(b) is omitted. 
Consider (c). The relation (‘P)’ = P holds by (a); since Nl = l(Nol) 
by definition of ~11, (i) and (ii) are equivalent. Finally (i) and (iii) are equivalent 
by virtue of (‘N) 01 = NI. 
COROLLARY. I f  M=N1@N,@...@N, with f(Ni,N,)=O when 
i < j (resp. when i > j) then M is nondegenerate if and only if each Ni is 
nondegenerate. 
The sufficiency is easy and the necessity (in the case i < j) is proved by 
showing Nr to be nondegenerate, inferring N2 @ ... @N, to be non- 
degerate, by (b), and applying induction. 
THEOREM 6. If  f :  M x M -+ R and g: N x N---f R are equivalent non- 
degenerate J-sesquilinear forms, their asymmetries 01 and /3 are similar, 01 N /3. 
In fact if 4: M + N is an isometry then a+ = #3. 
Proof. g(u#, v$) = g(v+, UC+)“-’ = f  (v, u)~-I = f(u, v) = g(ua#, VI+) so 
# = a$ since g is nondegenerate, 
Recall that R is J-simple and so can be written as a direct sum 
R = R, @ . ..@ R, , 
of simple Artinian rings such that RiJ = R,+l (here and in what follows 
indices are to be taken mod K if necessary to make sense). The module M has 
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a corresponding decomposition M = iIf1 @ ... @ Mk and it is easy to see that 
f (Mi > Mi> = 0 unlessj = i + 1, 
fWi > Mi,,) C Ri+l. 
(3) 
THEOREM 7. Suppose k is odd. 
(a) If f is nondegenerate with asymmetry OL, there is a nondegenerate 
Jk-sesquilinear form 
with asymmetry ‘Ye, given by 
f&d1 ) VJ = f (u10L-(J+1)/2, VI). 
(b) If g: N x N -+ R is another nondegenerate J-sesquilinear form and 
if N1 and g, are defined analogously to M1 andfi , then f  and g are equivalent if 
and only if fi and g, are equivalent. 
Proof. (a) Since 01-l is a J2-linear automorphism, M& = Mi+% and so 
&for-'k-l'/" = M 
k. (4) 
By (3), fi takes its values in R, and, letting Jk also denote J” jR1 , one can 
easily see that fi is JL-sesquilinear and that its asymmetry is ak by (2). Since f 
is nondegenerate, it follows from (4) and (3) that fi is nondegenerate. 
(b) Using Theorem 6 one can easily see that if f and g are equivalent, 
then so are fi and g, . Conversely let $r : (Ml , fi) -+ (NI , gI) be an isometry. 
Since f and g are nondegenerate, it follows from (3) that f  (resp. g) puts Mi 
and Mi+l (resp. Ni and Ni+,) into duality as R-modules (where the left 
module structure on n/r, is au = uaJ-l). Applying this for i = 1, we see that 
there is a uniquely determined map +2 : M2 --f N, satisfying g(u,+, , u~#~) = 
f (ur , u2) for all u1 E M1 , u2 E M, . The uniqueness implies that q%2 is an 
R-homomorphism and the nondegeneracy of f  implies that +2 is an iso- 
morphism. (d2 is the “contragredient” of $I .) Similarly & : Mi -+ Ni is 
defined successively for i = 3,..., k by 
g(ui-d-1 > %k> = f (%I Y 4. (5) 
Applying the definition of the asymmetries on both sides of this equation we 
get for 2 < i < k and all uiP2 E Mi-, and uieI E Mi-, 
g(%za-*$iS7 ui&l+i-l) = f (“i--2 9 ui-l>> 
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where ui s = u~(Y. Comparing this with (5) we get &s = ~~&/3 for 
3 < i < k, so &+(k-1)/2 = c&k-1)j2+k . From this, the fact that $i is an 
isometry (forf, and gr), and (4), we get (5) for i = 1 also. Thus (5) holds for 
1 S- i < k and it follows from (3) that + = & @ ... 04~ is an isometry 
(MY f) - (N, d* 
THEOREM 8. Suppose k is even and f: M x M -+ R, g: N x N -+ R are 
nondegenerate J-sesquilinear forms. Then f and g are equivalent if and only if 
their asymmetries OL and /3 are similar, 
Proof. The necessity is a special case of Theorem 6 so suppose that 
4: M --+ N is an isomorphism such that M$ = $,9. Let 
and define N, and N, similarly. Let +B = + I,,, _ Since f  is identically 0 on 
MO and on M, by (3), MO and M, are put in duality by f and similarly N,, and 
N, are put in duality by g. Thus there is a unique map I,/+, : MO + NO such 
that 
for all u,, E M,, and u, E M, ; it is an R-isomorphism. We shall show that 
4 = &, @ 4, : M - N is an isometry and to do this it suffices to show that 
k+vhe > %hJ = f(ue 3 u,,) for all us E M,, and u, E M, . From (6) and$ep 2 a+e 
we get g(u,ol$, , u&,) = f(u,cr, us) which is the desired equation since 01 is 
bijcctive on M, . 
Conclusion 
We have shown so far in Section 1 that the question of equivalence of non- 
degenerate sesquilinear forms over a semisimple ring R can be reduced to the 
same question over simple rings, and to the similarity of automorphisms of 
semisimple modules. The remainder of the paper is devoted to these two 
problems. 
It is easy to see that this reduction to the simple case is a “canonical” one 
except possibly in the transition from the J-simple case to the simple case 
when k is odd (Theorem 7). However, even here the reduction is canonical 
in the sense (which we explain below) that if one chooses rVr, instead of MI 
and defines fi in analogy with fi , then fa and fi are semiequivalent or more 
precisely &-equivalent where 1 = $(i - 1) if i is odd and 1 = +(i + k - 1) 
if i is even. 
In general if R and S are arbitrary rings with antiautomorphisms J and K, 
respectively, and if 7: S 4 R is a ring isomorphism such that KT = T J, 
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then sesquilinear forms f: M x M + R and g: N x N + S are r-equivalent 
if there is a T-isomorphism 4: N---f M such that 
f(Y4 4) = &4 4 for all u and v  in N. 
Using (2) one can easily show that or: lkirj+, + Mj is a o-isometry between 
f&z and fj , and it follows easily that fi and fi are J-equivalent. 
2. SIMILARITY OF AUTOMORPHISMS OF SEMISIMPLE MODULES 
Suppose first that R is a simple ring of finite dimension over its center C, 
and that 0 is of finite order t on C. By the Skolem-Noether theorem [3], there 
is a unit E of R such that 
ot = inn, , 
the inner automorphism a ++ cue- l. Note that t is the smallest positive integer 
for which ut is inner. Furthermore one can show (cf. [8, p. 401) that E can be 
chosen to satisfy in addition 
E0 = E. 
Now let R[X] be the (twisted) polynomial ring where the indeterminate X 
satisfies 
aX = Xaa for all a in R. 
Any polynomial can be written in the form XTZ, + Xm-lam-l + ... + a, 
in one and only one way. We call a,, a,-, ,..., a,, the coefficients of the 
polynomial, and m the degree if urn f  0. 
Define X,, = X5 and let C,, be the fixed field of C under a; then X0 is 
in the center of R[X] and R[X,], C[X,,] and C,,[X,] are all “ordinary” 
polynomial rings where the indeterminate X,, commutes with the coefficient 
domain. By a direct computation, one gets 
PROPOSITION 9. The centralizer of R in R[X] is C[Xo] and the center of 
R[X] is C,[X,]. 
PROPOSITION 10. Let a be a nonzero two sided ideal of R[X]. Then among 
the polynomials in a of minimum degree there is a unique one, call it p, which is 
manic. p is of form X8q where s >, 0, q E ten R[XJ = C,,[X,], and q has nonzero 
constant term. Furthermore a = pR[X] = R[Xjp and so is principal; it is 
maximal 2-sided ideal i f f  p = X, or s = 0 andp = q is irreducible in Co[X,,]. 
Proof. (cf.[8, pp. 29, 30, 381). Let a’ be the set consisting of 0 and the 
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polynomials in a of minimum degree. The set of leading coefficients of 
members of a’ is a nonzero two-sided ideal of R and hence is = R. Thus there 
is a manic polynomial p in a’ which is clearly unique, and division by p shows 
that a = pR[X] = R[X]p, whence a’ = pR = Rp. It follows that every 
nonzero coefficient of p is a unit since the coefficients of any given power of 
X of members of a’ form an ideal in R. 
Write p = X”q where 4 has nonzero constant term. For every g in R[X] 
there is a unique g’ E R[X], necessarily of the same degree as g, such that 
If  g E R then g’ E R and gu8q = qg’; since q is manic, gas = g’ and so q cen- 
tralizes R. For g = X, g’ = aX + 6. A comparison of lowest and highest 
degree terms shows that b = 0 and a = I so that q also centralizes X and 
hence is in C,[X,] by Proposition 9. The last statement follows easily from 
the rest of the proposition. 
Asano [l] has characterized those “orders” which have a multiplicative 
ideal theory. We shall use Jacobson’s presentation of this theory ([8, 
Chap. 61) to show that R[X] is such an order and the reader is referred to that 
book for an explanation of the undefined terms which follow. 
An order o (of a ring A) will be called a Dedekind order if it satisfies the 
following four axioms (cf. [8, p. 1221): 
(DI) o is maximal. 
(DII) o/a is left and right Artinian for any (nonzero) two-sided 
ideal a. 
(DIII) The ascending chain condition holds for two-sided ideals. 
(DIV) o is bounded. 
Let C,,(X,) be the field of rational functions in X0 over C, and define 
R(X) = G&J& K3c,rx,1Wl. 
THEOREM 11. R(X) is a central simple C,(X,)-algebra of finite dimension 
and R[X] is a Dedekind order in R(X). 
Proof. R[X] is a finitely generated C,,[X,,]-module (in fact it is easy to 
show that if a, ,..., a, is a basis of R over C,, , then {Xiaj : 0 < i < t, 
1 < j < m> is a basis of R[X] over C,[X,,]) and so R(X) is finite-dimensional 
over C,,(X,). The center of R(X) is C,(X,-,) @ C,[X,l = C,(X,,). Next 
let 2I be a nonzero two-sided ideal of R(X). Then a = ‘% n R[X] is a two- 
sided ideal of R[X] and is # 0 since every element of R(X) is of the form 
pq-l where p E R[X] and q E C,[X,,] (this also implies that R[X] is an order 
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in R(X)). Now any power of X is invertible in R(X) since Xt = X0,-l and 
so by Proposition 10, a has a generator which is invertible in R(X), whence 
‘9I = R(X) and R(X) is simple. 
As a C,[X,]-module, R[Xl is finitely generated, hence Noetherian, and so 
(DIII) is satisfied. Furthermore R[X] is integral over C,,[X,,] by [S, Theorem 
111 and so by [8, Theorems 16, 171 (DIV) and (DII) are also satisfied. It 
therefore remains to be shown that R[X] is maximal. 
By [8, Theorem 131 R[X] is contained in a maximal order or. Define 
f = {fc R(X):fo’ c R[X]}. 
Now f  is a two-sided ideal in R[X], a right deal in o’, and is # 0 since o’ is 
equivalent to R[X] and hence is also a finitely generated C,,[X,,]-module. Thus 
by Proposition 10, f  has a generator f~ R(X)x, whence fo’ rfR[X] and 
o‘ = R[xJ as desired. 
Now let ild be a finitely generated right R[Xl-module which is bounded, 
i.e., has annihilator # 0. Then by [8, Sect. 8, Chap. 61, M = Mi @ *** @ 44,. , 
where each iLri is indecomposable and cyclic, and furthermore the annihilator 
of A& is a power psi of a nonzero two-sided prime ideal pi of R[X]; the ideal 
pz* determines Mi uniquely up to isomorphism, so the ideals pp,..., pp are 
invariants of M by the Krull-Schmidt theorem and characterize M. By 
Proposition 10, pi has a unique manic generator pi which, since pi is prime, 
is either X or an irreducible polynomial in C,[X,]. The polynomials p&...,pF 
are, respectively, the manic generators of &I,..., p:’ and are called the 
elementary divisors of M. 
THEOREM 12. Let M be afinitely generated, bounded R[X]-module. 
(a) M is completely determined by its elementary divisors. 
(b) If N is another such module, and if no power of X is an elementary 
divisor of M or N, then M and N are isomorphic as R[X]-modules ;f (and only ;f) 
they are isomorphic as C,,[X,,]-modules. 
(c) If M is in addition an indecomposable R[X]-module, then the anni- 
hilator of M is a prime power pe and M is a cyclic projective R[X]/p”-module. 
Proof. (a) has already been proved. In the proof of [8, Theorem 25, 
Chap. 61, it is shown that R[X]/ p” is a direct sum of isomorphic indecom- 
posable right ideals, each of which is therefore projective over R[X]/p” 
and with annihilator pe over R[X]; we saw earlier that if M is indecomposable, 
its annihilator is a prime power pe and hence by (a) M is isomorphic to each 
of these right ideals, whence (c). 
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The proof of (b) is virtually identical to the proof of [8, Theorem 33, 
Chap. 31. A more elementary proof, by induction on the number r of inde- 
composable submodules into which M splits, runs as follows. If  r = 1, let pe 
be the (only) elementary divisor of M. Then since R[X] is finitely generated 
over C,[X,,], M is also, and since it is annihilated by pe and no smaller power 
of p, its elementary divisors as a C,[X,,]-module are certain powers of p, the 
highest being exactly pe. Since M and N are isomorphic as C,,[X,,]-modules, 
these are also the elementary divisors of N as a C,,[Xa]-module. Expressing 
N as a direct sum of indecomposable R[X]-submodules and applying the same 
analysis to each of these we see that the only possibility is that M N N over 
R[Xj. Now suppose r > 1. We write M and N as direct sums of indecom- 
posable R[X]-modules, determine the elementary divisors of each of these as 
C,[XJ-modules as before, and hence obtain the elementary divisors of M and 
N as C,,[X,,]-modules; these two sequences coincide by hypothesis. Let 
p” be one of these elementary divisors such that no higher power of p appears 
as such. It follows immediately that M and N both have as direct summand 
(over R[X]) the unique indecomposable R[X]-module with elementary 
divisor p”. Its complementary summands in M and N have identical elemen- 
tary divisors over C,,[X,] and hence by the induction hypothesis are 
isomorphic over R[X], as therefore are M and N. 
Now let R be a semisimple ring and suppose M and N are nonzero right 
R-modules and that OL and /I are semilinear automorphisms of M and N, 
respectively. Thus, for example, there is an automorphism u of R such that 
(VU) 01 = (Z)OI) a” for all a in R and e, in M. In order that c1 wR /3, it is necessary 
of course that M =R N and we assume this from now on. Then R = R, @ R, 
where A, (resp. R,) operates faithfully (resp. trivially) on M and N. R, and R, 
are both stable under u and the automorphism 7 of 8, and it is obvious that CL 
and fi are similar over R i f f  they are similar over R, . 
We therefore assume from now on that M and N are faithful R-modules. 
It follows that o = 7 if 01 -s ,4 and we also assume this henceforth. Note also 
that u is uniquely determined by OL (or /I) under the assumption of 
faithfulness. 
Now suppose that R is not u-simple, i.e., that R = R, @ R, where R, and 
R, are nonzero rings stable under U. Then both summands in M = 
MR, @ MR, (resp. N = NR, @ NR,) are stable under 01 (resp. fi) and it is 
easy to see that 01 -R ,G if and only if 01 IMMRI -Ri f9 lNRi for i = 1,2. We may 
therefore suppose that R is a-simple. 
Next we show that if the u-simple ring R is the direct sum of 12 simple rings, 
R=R,OR,O...OR,,thenor~~Bifandonlyifain1,,,~~~1Bn(~~,. 
We may suppose that the indexing is chosen so that Rim = R+ for all i 
(indices mod n). It follows that MRp = MRi+l and NRJI = NR,+l for all i, 
in particular MRp n = MR, and NRifln = NR, for all i. The necessity of the 
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statement is now obvious, so suppose that $r : MR, + NR, is an Rr-isomor- 
phism such that 
Then $r is also an R-isomorphism and we define the R-isomorphisms +a ,..., 
+ n+1 inductively by requiring that the diagram 
be commutative. It follows that &+r = c+JP = 4, . Therefore if 4 = 
#~@...@&,oL+ =#3socrwRflasdesired. 
So from now on we may assume that R is actually simple, and to be able 
to apply the theory of the first part of this section, we shall also have to assume 
that R is finite dimensional over its center C, that u jc has finite order t, and 
that M is finitely generated. 
It is easy to see that the R-module structure on M can be extended uniquely 
R[X] by requiring that 
vx = 001 for all v  in M. 
As an R[X]-module, M is obviously finitely generated and bounded since 
it is of finite dimension over C. We handle N similarly. Since X acts bijectively 
on both M and N, no power of X can be an elementary divisor of them and so 
by Theorem 12 (b) we have the following result. 
THEOREM 13. Let R be a simple ring which is of jkite dimension over its 
center C, let M and N be jinitely generated R-modules and 01 (resp. p), a a-linear 
automorphism of M (resp. N) where o is a ring automorphism of R with Jinite 
order t on C. Then 
where E is chosen as at the beginning of this section, and CO is the$xed$eld of C. 
In order to state this result more generally for semisimple rings, we need to 
introduce some notation. We let Sp, be the set of nonzero minimal two-sided 
ideals S of R such that MS # 0; thus the members of YM are simple rings 
permuted by 0. If  S E YM, we define LYE and C, as follows, under the hypoth- 
eses of Theorem 14: Let s be the cardinality of the orbit of S in 9, under 
0, i.e., the smallest s > I such that Su8 = S, let t be the order of us on the 
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center of S and C, its fixed field in ten S, and finally let E be a unit of S 
satisfying +t Is = inn, and EO’ = E. Then we define 
THEOREM 14. Let R be a semisimple (Artinian) ring which is a finitely 
generated module over its center, let M and N be jinitely generated R-modules, 
B a ring automorphism of R with finite order on the center of R, 01 (resp. /?) a 
u-linear automorphism of M (resp. N). Then 
ar;;poas- 
CL? Bs 
for each S E 9, . 
The theorem has not been stated as generally as it might have been. For 
example, it is only necessary to check 01~ -CS fls for one S from each orbit, 
and it is unnecessary to assume that the automorphisms of R belonging to 01 
and J3 coincide except on the relevant part of R, i.e., useYM S. 
3. REDUCTION TO THE PRIMARY CASE 
Let R again be simple with o = J-“. The notation introduced in Section 2 
is continued here, and in addition F will be the subfield of C fixed by J since 
J and inn, commute and EO = c, l Je = p E F. 
Define an operation p tip* on the manic polynomials p = p(X,) E C,,[Xs] 
with nonzero constant term 
p* = P(O)y X,“pJ(cLX;l), 
where d = degp and p”(X,) is the polynomial p with its coefficients trans- 
formed by J. It follows that 
P ** - - P7 (pn)* = p*q*, (7) 
and so in particular that p* is irreducible if p is. 
Suppose now that M is a finitely generated R-module, f:  M x M -+ R a 
nondegenerate J-sesquilinear form with asymmetry 01, and that M is made 
into an R[X]-module by v,~l = vX. Let 4 E C,,[X,] be the minimal poly- 
nomial of OL, i.e., the unique manic generator of ann M. Put 
CQ, = & E End,M. 
Then using (2) and the properties of E one gets f (ua,, , v) = f (u, vpc$) and 
so if p E C,[X,l, 
f @P(Q$ VI = f 04 VPJ&3) = f @I VPW @P*(or,N 
provided that p* is defined. 
(8) 
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If p is an irreducible polynomial of C,[Xs], the p-primary component 
&IQ of M is defined to be 
M, = {v E M: vp” = 0 for some ?t > 01. 
It is a submodule of M. The primary submodules of M as an R[X]-module are 
the same as those of M as a C,,[X,,]-module. Thus one can deduce from the 
well-known special case over a commutative principal ideal domain that M 
is the direct sum of its primary submodules and that M, # 0 if and only if 
some power of p is an elementary divisor of M. 
PROPOSITION 15. (a) q is self-dual, i.e., q = q*. 
(b) ?f P E ~oL&l is manic with nonzero constant term, then p divides q 
zg p * divides q. 
(c) If  p and p’ are manic irreducible members of C,[X,], the primary 
components M, and M,, are orthogonal, 
unless p’ = p*. 
f (Ms , Mp,) = 0, 
The proof is similar to that of [9, Proposition 31. 
THEOREM 16. Let f:  M x M + R and g: N x N + R be nondegenerate 
J-sesquilinear forms with asymmetries a: and j?, respectively. Then f and g are 
equivalent if and only if OL and /3 are similar and, for each manic irreducible self- 
dual polynomial p in C,,[X,,], the restriction off to the primary submodule MD is 
equivalent to the restriction of g to N, . 
The proof is similar to those of [9, Theorems 4, 51. 
Remark. Since MD = 0 unless p divides the minimal polynomial q of a, 
one need only check the equivalence of M, and ND for divisors of q. 
COROLLARY. If f and g are nondegenerate and if the minimal polynomial of 01 
(or p) has no self-dual irreducible factors, then f  N g i f f  a - /I. 
4. HERMITIAN FORMS 
We now prove a few results, which will be needed later on, under the 
assumption that R is simple; its center is then a field C and we let C,, be the 
subfield of C fixed by J” and F its subfield fixed by J. 
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Let S be the set of J-sesquilinear forms on the finitely generated module M. 
It is a left End,M-module via 
(ef)(% v) = f(4 v>- 
PROPOSITION 17. S is a free left End&‘-module of rank 1. {f} is a basis isf 
f  is nondegenerate. 
The proof is easy and is omitted. 
A form f  E S is called Hermitian if it has an asymmetry 7 contained in 
RX (i.e., u H ~7). I f  we wish to specify the asymmetry we say instead 7- 
Hermitian. 
PROPOSITION 18. If f  is a nonzero T-Hermitian form then 
Jz = inn,, , TTJ = 1 (9) 
and 
f  (24, v) = f  (v, ~)~7j for all 24, v E M. 
The set H(v) of r)-Hermitian forms on the module M is an F-subspace of S. 
Proof. Applying the definition of asymmetry twice shows that if 
a = f  (u, v) and p = 70-l, then a” = pJap. This last equation also holds for 
the additive subgroup of R generated by all f  (u, v), which is a two-sided ideal 
and hence = R. Thus 1 = pJp whence 1 = 7”7, so 7” = 7, p = 7, and the 
rest follows easily. 
A pair (J, 7) consisting of an antiautomorphism J and a unit 7 of R which 
satisfy (9) is called a quasi-involution. We further define a “trace”: 
T,: R+R, T,a = a + aJT. 
It is an F-space homomorphism and satisfies 
T,R C ker T-, . (10) 
We shall say that the quasi-involution is nondefective if equality holds in (lo), 
otherwise it is defective. It can be shown that if char R # 2 or J is not the 
identity on C, then (J, 7) is nondefective (cf. [5, p. 201). Moreover the non- 
defectiveness of (J, 7) does not depend on the choice of 7, for if char R = 2 
and J is the identity on C it is easy to see that 7 is unique. Also (J-l, 7-l) is a 
quasi-involution and since a it a7-’ induces F-isomorphisms of T,R and 
ker T+, onto their analogs for (J-l, 7-l), J is defective i f f  J-l is defective. 
A form f E S is said to be trace-valued (with respect to (J, 7)) if f  (u, u) E T,R 
for all u in M. Since the additive group T,R is stable under a H- blab for all 
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b in R, f is trace-valued if f (u, u) E T,R f  or all u in some generating set of M. 
The set Ho(v) of trace-valued forms in H(y) is anF-subspace of H(q). 
PROPOSITION 19. (a) T,R = R $f J is the identity, R is afield of charac- 
teristic f  2, and 71 = 1. 
(b) If  f  is trace-valued and T,R # R, then f is v-Hermitian. 
(c) De&e (Tf )(u, v) = f  (u, v) + f  (v, U)~T for all f  in S. Then T yields 
an exact sequence 
of F-spaces. 
(d) Ho(q) = H(T) i# J is nondefective. 
Proof. (a) If  T,R = R, then R = ker T-, , i.e., a”7 = a for all a in R. 
It follows that 77 = 1, J = identity, and R is a field, necessarily of charac- 
teristic =;t 2 since otherwise T,R = 0. The converse is trivial. 
(b) By expanding f  (u + v, u + v) we see that f  (u, v) +f(v, a) E T,R 
and so also 
g(u, v) = f  (u, v) -f (v, 4” rl E T,R. 
Since g E S, the additive group generated by its values is a two-sided ideal, 
which must be 0 since T,R # R. Thus f  E H(v). 
(c) Suppose h E Ho(~). I f  M is free with basis (wi} we can define f  E S 
by requiring that f  (wi , wi) = h(w, , wj) if i < j, = 0 if i > j, and = ai if 
j = i, where h(wi , wi) = T,,a, . It follows that Tf = h, i.e., h is a trace. If  M 
is not free, we take the orthogonal direct sum (N, f) of (M, h) with itself 
enough times so that N is free; by the free case f  is a trace and it follows at 
once that h is too. It is easy now to see that TS = HO(q), and ker T = H( -7)) 
is trivial. 
(d) If  h E H(y), h(u, u) E ker T-, so h is trace-valued if J is nondefective. 
Conversely if a E ker T-, - T,R, then the form f,(b, c) = Vat on R is T- 
Hermitian but not trace-valued; the module N above therefore also has such 
a form and so therefore does M. 
5. A CORRESPONDENCE BETWEEN SESQUILINEAR AND HERMETIAN FORMS 
In this section and the next, the assumptions and notation at the beginning 
of Section 2 are in force. Suppose that p E C,[X,] = ten R[X] is manic, 
# 1, and irreducible. Then ( p) = pR[X] is a two-sided ideal. Since 
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(p) n R = 0, R can be considered a subring of R[X]/( p), and if 
E =-J+(P), 
WI = wxP)* 
I f  d = degp then 1, [, f2,..., ttd--l is a basis of R[t] as a right R-module 
( p is a polynomial of minimal degree in ( p)). Using this and a proof very 
much like that of Proposition 9, one can show that the center of R[.$] is 
C,(.$,) where to = 5%. Notice that R[[] has finite dimension over C, and 
hence a fortiori over C,,(&,), and that R[[] . is simple since (p) is a maximal 
two-sided ideal (Proposition 10). 
Suppose further that p is self-dual, i.e., p = p*, and consider the map 
of R[X] into R[Q(f is invertible sincef, is). It is easily shown to be a ring 
homomorphism of R[X] into the opposite ring of R[t], and since X0 w CL&‘, 
p w pJ(p[$) = &dp(0)Jp*(&J = 0. Thus the kernel is ( p) and so R[fl 
has an injective antiendomorphism which we also denote by J, uniquely 
determined by fJ = 6-l and the fact that it extends Jon R. Since its square J2 
is surjective, it is an antiautomorphism of R[[]. Furthermore J2 = inn, 
since a[ = [aJ-’ and EEJ = 1 so (J, .$) is a quasi-involution of R[Q. This 
proves in part: 
PROPOSITION 20. Let p E C,[X,,] be manic, # 1, and irreducible. Then the 
ring R[.$] = R[X]/( p) is a central simple algebra of $nite dimension over 
C,,(&) where f,, = &. 
Suppose further that p is self-dual. Then there is a unique antiautomorphism 
on R[[] which extends J and takes E to t-l. The extended antiautomorphism, also 
denoted by J, together with [forms a quasi-involution of R[t]. It is defective if 
and only if t is odd, p = X0 - v  with v2 = CL, and Jt is a defective quasi- 
involution of R; this can only happen. when char R = 2 and Jt is the identity on 
ten R, and when it does, one can assume that p = X,, - 1. 
Proof. Only the statement concerning defectiveness remains to be con- 
sidered. Suppose that the extended antiautomorphism J is defective on 
R[fl. Then char R = 2 and J is 1 on ten R[fl = C&&J. Thus 
whence 5,” - p = 0, so p / X0’ - y, SO p = Xod - v  where d = 2 and 
v  = p, or d = 1 and ~2 = CL. 
Since ([tc)d - v  = 0, an easy calculation shows that the mapping y t, yJ( of 
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R[t] takes a monomial Ejc (where c E R) to a monomial fj’c’ where (assuming 
dt > 1) 
i’=l if j = 0, 
=o if j=l, 
=dt-jfl if 2<j<dt-I. 
It follows easily that if f l f  = y  and dt is even, say dt = 2e, then there is a 6 
such that y  = 6 + SJg (namely, 6 = Cl e’cj if y  = xi”-’ [jcj). Therefore dt 
must be odd, i.e., d = 1, p = X0 - v  with v2 = p, and t is odd. The argu- 
ment above shows that if t > 1, an element y  in ker T, is in T,R[t] if 
and only if its monomial in ,$t+r)/2 (which is also in ker T<) is in T,R[fl. 
Note that 
and that [et = ~v-l, so that (j--t, ~4) is a quasi-involution of R. It follows 
without difficulty that J is defective on R[[] if and only if J-t is defective on R, 
which is so i f f  Jt is defective on R (cf. preamble of Proposition 19). I f  J is 
defective and one replaces E by EV- l, then p = 1 and p = X0 - 1, and the 
proof is complete. 
Now consider the dual module of the right R-module R[Q, 
WI* = Hom&Wl, R). 
It is in a natural way a left R-module, and is also a right R[&module via 
Gwk72) = ~kh42) (A E R[tl*, 41 and cz2 E WI). 
PROPOSITION 21. There is a 7 E R[fl* with the following properties. 
(i) 7 is also a homomorphism of left R-modules. 
(ii) {T} is a basis of the right R[f]-module R[fl*. 
(iii) rdommutes with J. 
(iv) 7 is canonically determined by 5. 
Proof. I f  the characteristic of C is 0, let Y = 1; otherwise, let v  be the 
greatest power of the characteristic such that p is a polynomial in X0” = X, . 
Definepi = p(XO). It is easy to see that 1, f,..., ttY--l is a basis of R[fl as a 
right R[tr]-module ([r = &,y). Thus there is a well-defined map 
~1 : WI - W,l, 
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where each qi E R[t,]. Thus r1 is in the dual module of the right R[ti]- 
module R[fl. This dual module is, like R[fl*, also a right R[t]-module; 
suppose T1q = 0 where q E R[Q. By considering (T1q)(ki) for i = 0, l,..., 
tv - 1, one can show that q = 0 (note that eR[E,] 5-i = R[E,]). We note 
also that since for 0 < i < tv - 1 
pi and J commute. 
Since p = p, is irreducible in CJX,,], p, is irreducible in C,[X,]. By the 
maximality of V, p, is a separable polynomial [2, Sect. 7, N” 61). Now 
whl n PR[XI = PIc[xII so cm - c[xIl/ P,cb&l 
and hence is a finite direct sum of finite separable extensions of C. Therefore 
if Tr = TrCtEI],c is the trace of the C-algebra C[.$,], the trace bilinear form 
Tr(xy) on C[[,] is nondegenerate. 
The canonical homomorphism C[t,] ac R -+ R[t,] is onto and so is an 
isomorphism by dimensions (of right R-modules). We identify these two 
rings; then 
Tr @ 1s : R[[,] + R 
is obviously an R-homomorphism. We show that it is nonzero on every 
nonzero right ideal. I f  7 f- 0 is in this ideal and a, ,..., a, is a basis of R over 
C, then 7 = crar + ... + c,a, where ci E C[[,] with ck # 0, say. Choose c 
in C[f,] so that Tr(c,c) # 0; then 
(Tr @ l,)(qc) = Tr(c,c) al + ... + Tr(c,c) a, # 0 
as desired. 
The mapping 7 is defined to be 
T = (Tr @ lR) 0 T1 : R[[] -+ R. 
It is easy to see that it is homomorphism of R-bimodules. 
Proof of (ii). Suppose q E A[(] and Tq = 0. Then (Tr @ 1s) 0 Tlq = 0, 
and so T1q = 0 since its image is a right ideal in R[f,], whence q = 0. 
Therefore the map q H Tq of R[fl into R[t]* is an injective R[#homo- 
morphism. Since these modules have the same length as R-modules by 
Proposition 2, they have the same dimension over C, ; since the two C,- 
space structures on R[.$] * coincide it follows that q H Tq is bijective. 
Proof of (iii). Since J ICIE1j is a J /,-linear automorphism of C[[J, 
Tr(cJ) = (Tr c)” for all c in C[t,] and it follows easily that Tr @ 1 R commutes 
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with J. Therefore T commutes with J since we have already shown that 7i 
does. 
Proofof( The definition of 7 apparently depends on t1 = ttYeV, i.e., on 
the choice of E. Recall that E is chosen so that at = inn, and EO = E. Thus E is 
determined up to a nonzero element of C,, . Now if E is replaced by EC with 
c E CuX, R[f,] remains the same (and so does Y since, e.g., the new 
p is p(X,,c-l) cd). It follows at once that ~-r remains unchanged. The 
C-algebra C[fJ is also unchanged and so therefore is Tr @ 1, . Thus 7 does 
not depend on the choice of E, as desired. 
THEOREM 22. Let P be a finitely generated R[&module and let 6 E I?,,[&] 
be any element of norm 1: 6aJ = 1. Let H(@) be the set of (J, ES)-Hermitian 
forms on P over R[[], i.e., the set of J-sesquilinear forms h: P x P -+ R[Q 
satisfying 
h(u, v) = h(v, u)” @ for all u, v  E P. 
Let S be the set of all J-sesquilinear forms) P x P--f R with [S as asymmetry. 
(a) The map h tt 7 0 h is an isomorphism 
T* : H(@) --f S 
of vector spaces over the sub$eld E of CO(&) which is fixed by J. 
(b) rad h = rad T*h. 
Proof. Using the properties of 7 in Proposition 21, one sees easily that 
T,H(@) C S. The E-space structure on H(@) is the obvious one (note that 
E C ten R[t]) and that on S is (af )(u, v) = f  (ua, v). It is clear that T* is an 
E-homomorphism. To show that it is an isomorphism, we shall show that 
given f  E S, there is a unique h E H(@) with T.+h = f. 
Fix u and v  in P; the map a ++ f  (u, vu), R[t] --f R, is in R[[]* and so since 
7 is an R[Q-basis for R[Q*, the map is given by T . h(u, v) for a uniquely 
determined h(u, v) E R[fl. Thus there is a map h: P x P+ R[t] defined by 
T(h(U, v)a) = f  (u, va) for all a E WI. 
The uniqueness of h implies that h(u, v) is additive in u and R[l]-linear in v. 
For example 
+h(u, vb)a) = f  (u, vba) = $h(u, w) ba), 
so h(u, vb) = h(u, v)b. 
Since 5; = @ is an asymmetry of f,  f  (ut, , v) = f(u, v&‘>o so 
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T(/z(&, , a)b) = T(~(u, u@;‘))~. The last quantity becomes T(~(u, a&‘)ob) 
when one uses Js = inn5, , and the fact that u(=J-~) and ‘T commute. 
Therefore 
h(u(, ) v) = h(u, nf;‘)” = h(u, v)” (11 = f;lh(u, v). (11) 
Now ~(h(u, V) fii = T(~(u, v(,~) = f(z@‘, u)” since 6, is any asymmetry 
off. This is equal to ~(h(v.$‘l, uJ) which by (11) is equal to T(~(z), u)” [I’“). 
Since two linear functionals which agree on the generators 1, El ,..., fli,... of 
the right R-module R[[] are equal, h(u, V) = h(v, u)” f1 . From this and 
linearity in vu, we get the J-linearity of h(u, V) in u. Thus h E H(@), so (a) is 
proved. 
It is clear that rad h C rad T& Suppose u E rad TJZ, and let ZI E P. Then 
~(h(u, v)a) = 0 for all a in R[[] w h ence h(u, V) = 0, so u E rad h and (b) is 
proved. 
6. EQUIVALENCE IN THE PRIMARY NONDEFECTIVE CASE 
It remains now, in view of Theorem 16, to consider the equivalence 
problem only when M is primary. Thus M is a finitely generated R-module 
such that M = M, where p E C,,[X,,] . 1s a manic irreducible self-dual poly- 
nomial # 1. We define M to be projective module pi if iI4 is a projective 
R[X]/ piR[X]-module. 
PROPOSITION 23. (a) M = MI @ 1.. @ MT, where ML is projective 
mod&o pi. 
(b) M is projective modulo p” if and only if each elementary divisor of 
M is equal to pi. 
The proposition follows easily from the results of Section 2; note in parti- 
cular that R[X]/piA[q is a finite direct sum of mutally isomorphic and 
indecomposable projective modules, each with elementary divisor pi. 
For any integer i 2 0, we define M(i) to be the submodule 
M(i) = {U E M: vpi = O}. (12) 
PROPOSITION 24. Consider a splitting M = MI @ *.. @ M, , where each 
Mi is projective mod&o pi. If 1 < i < Y, then 
M(i) = Ml @ ... @ Mi @ M,+,p @ ... @ M,$J-~ (13) 
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and there is an isomorphism 
Mj/Mip N M(i)/(M(i + 1)p + M(i - 1)) 
givenbyv+Mjp++v+(M(i+I)p+M(i-l))forvEMi. 
Proof. By [S, Chap. 6, Sect. 81, if M is indecomposable with annihilator 
( pj), it has a unique composition series of length j, namely, M, Mp,.., Mpi-l, 
0, and so if j 3 i, M(i) = Mpiwi. From this (13) follows immediately and 
from it 
M(i + 1)~ + M(i - 1) 
whence the isomorphism. 
Consider the ring 
R[a] C Endo M. 
Since pR[Xl is a maximal two-sided ideal in REX], ~(a,,) R[oi] is also such an 
ideal in R[LY](% = A) since the minimal polynomial of 01 is of the form pr. 
We choose a new generator of this latter ideal, namely, 
?T = a;"p(a,) (d = X,-degree of p). (14) 
It is easy to see, as in the proof of Proposition 21(iv), that rr does not depend 
on the choice of E. Furthermore, n is “6,-adjoint” for a (canonically deter- 
mined) 6, E C,,[LX~]~ of norm 1, i.e., 
f (UT, 4 = f (% “44, f (% vr) = f (UT&l , v), NS, = soso = 1. (15) 
(Here J is the unique extension of the given J on R to R[ol] N R[X]/( pr) 
satisfying 01~ = 01-i (cf. proof of Proposition 20)) Namely, 6, = p-“p(O)J OLIN 
as follows from (8); the fact that NS, = 1 follows from N% = CL, and from 
N( p(0)) = pd which is a consequence of the self-duality of p. Note also that 
C,[ol,] is contained in ten R[o~]. 
PROPOSITION 25. The primary module M has a splitting M = MI @ ... @ M+. 
in which f (Mi , Mj) = 0 if i # j, and Mi is projective mod pi for each i. 
Proof. By Proposition 23, there is such a splitting except for the ortho- 
gonality conditions. We may suppose M, # 0. Since arM, = M,. , (M,.)l = 
I(M,.), = M’ say. To show that the splitting can be chosen to be orthogonal 
as well, it suffices to show that M,. is nondegenerate since then by Proposition 
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5, M = M’ @ M, and M’ is nondegenerate; we may then apply induction to 
M’ to conclude. 
So suppose 0 # u E M, . Choose i > 0 so that prri # 0 = z&i-l. Then 
u& E M,.(l) and so u7ci = u,m’-l for some us E M, by Proposition 24. Since 
;i 
UNIT’-‘, Mi) : f(uo , Miz7-l) = 0 if i < I, there is v  in il2, so that 
UT*, v) # 0, and sof(u, v& 8,,*) f  0. Since v& 6,” E M, , M, is nondegen- 
erate as desired. 
COROLLARY. M(2) ST and M( 1) ( MT are mutual orthogonal complements. 
Proof. Consider an orthogonal splitting given by the proposition. It is 
easy to see that the orthogonal complement in Mi of Mi?r is M&l and the 
result follows from Proposition 24. 
Now for each i 3 1 consider the J-sesquilinear form f (U&-l, v) on M(i) - 
(u EM: U& = 01. It has 01 Shpl as asymmetry and hence by Theorem 4(a) 
defines a nondegenerate J-sesquilinear form fi’ on the quotient module M$’ 
of M(i) modulo its radical. Since this radical clearly contains M(i)a, Mi’ is a 
module in the canonical manner over R[m]/(m) N R[FJ (cf. Proposition 20) 
and [Sip* (where 6 = r~p”p(O)~ 6,” E C,(&,) is the image of 8, in R[[]) acts 
as the asymmetry of fi’. Thus fi’ determines a unique nondegenerate 5 iFr- 
Hermitian form 
fi : Mi’ x Mi’ - I?[(], 
by Theorem 22. Since r and the mapping 7 are canonically determined by 
f  (Proposition 21) so is fi . It is the unique 5‘ Gi-l-Hermitian form satisfying 
Tfi(U’, v’) = f(zm-1, v) for all u, v  E M(i) 
(where u‘ is the image of k in Mi’, cg.). We note that if M = M, has minimal 
polynomial pr, then fi = 0 when i > Y. 
PROPOSITION 26. Let M and N be p-primary and suppose i > 0. 
(a) Any homomorphism $: M/M(i) -+ N/N(i) can be lijted to a homo- 
morphism C$ making 
M -h, N 
I I 
M/M(i) -3+ N/N(i) 
commutative (the vertical maps are the canonical ones). 
(b) If  M and N are isomorphic and 4 is an isomorphism, 4 can be chosen to 
be an isomorphism. 
481/4+-15 
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Proof. (a) We may assume M is indecomposable, with annihilator (pj), 
say, such that i > i. The image Q of M in N/N(i) is annihilated by pj-i and 
so if N’ is the preimage of Q in N, pieiN’ C N(i) so pi’ annihilates N’. Thus M 
and N’ are R[X]/( pj)-modules so $ exists since M is projective mod pj by 
Theorem 4(c). 
(b) It follows from (13) that we may suppose that all elementary 
divisors of M and N are in (p”+l) and therefore that N(i) C Np. Let (pr) be 
the annihilator of M and N. Since (p)/(pr) is the radical of R[X]/(p’) and 
since M4 + N(i) = N where 4 is the map from (a), MC+ = N by Nakayama’s 
lemma [3, p. 661. Since M and N have the same (finite) length, 4 is an iso- 
morphism. 
Recall that the hypotheses on R, J,... are those at the beginning of Section 2. 
THEOREM 27. Suppose f: M x M --f R and g: k x N + R are non- 
degenerate J-sesquilinear forms such that M and N are p-primary, and let 
fi Yfi 7... and g, , g, .. . be the Hermitian forms canonically associated with f and 
g, respectively. Suppose further that the antiautomorphism J on R[t] is non- 
defective (cf. Prop. 20). Then f and g are equivalent (over R) if and only iffor 
each i 2 1, fi and gi aye equivalent (over R[Q). 
Proof. The necessity follows from the fact that the Hermitian forms are 
canonically attached to f and g. 
Sufficiency. Write M and N as orthogonal direct sums in the manner of 
Proposition 25, M = Ml @ ... @ M, , N = Nr @ ... @ N, (we may suppose 
that the number of summands is the same for M and N by adding a few zero 
summands to one if necessary). It suffices to show that for each i, 1 < i < Y, 
the restriction f (i) off to Mi is equivalent to the restriction g(i) of g to Ni . 
Since r is 8,-adjoint it is clear that the form f(u+l, v) on M(i) is 0 if 
either u or v  is in any of Ml ,..., Mi-, , Mi.klx ,..., MVr+ and hence also if 
either is in their direct sum Mi. Since M(i) = Mi @ Mi by Proposition 24, 
we see that the forms fi’ and f  (i)i’ are really the same (or at least canonically 
equivalent), and so fi and f  (i)i are equivalent. Thus the forms fi , f(i)i , 
gi , g(i), are all equivalent, and we may therefore suppose from now on that 
M = Mi and N = Ni . 
In this case the radical of f(ukl, U) is M(i - 1) = MT by Proposition 
24, so 
Mi’ = M/MT, 
and similarly for N and g. By hypothesis there is an R[[]-isometry 
4’: (Mi’, fJ + (Ni’, g,). Now M = Mi is the direct sum of, say, s indecom- 
posable cyclic modules which are mutually isomorphic; since any such inde- 
composable module P has a unique composition series P, P?r, P?r2,... (cf. 
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proof of Proposition 24) it follows that s = len Mi’. Since Mi’ N Ni’ we see 
that N is also a direct sum of s modules N P and so MN N. Therefore by 
Proposition 26, 4’ can be lifted to an R[X]-isomorphism 4: M---f N and 
since 4’ is an isometry between r*fi and r.+gi , we obtain 
f(z&l, w) = g(u+r-1, wd). 
Note that n has been used to denote the normalized generator for both 
$(a,) R[ol] and p(&) A[/31 and we shall similarly employ 6 and 8, for both 
cases; in particular 4 will commute with QT and 6, . 
To finish the proof of the theorem it suffices to show that if there is an 
R[X]-isomorphism &+r : M -+ N, 0 < 1z + 1 < i - 1, satisfying (16),+r 
where 
f(w&, ZJ) = g(ul+I', zl&;), (1% 
then there is an R[X]-isomorphism $n : M-+ N satisfying (16)n . Indeed 
die1 = 5, satisfies (16)<_, and by induction we will obtain $,, satisfying (16), 
sofeg. 
Consider A: N x N---f R given by 
Clearly A is J-sesquilinear and is 0 if u or n is in NT by (16),+r and the fact 
that n is 8,-adjoint. Let A’ be the ]-sesquilinear form induced on Ni’ by A. 
It is routine to check that /3 6an is an asymmetry of A and so 6 6” is an assym- 
metry of A’. By Theorem 22 we obtain an [ @-Hermitian form 7;r A’ : 
Ni’ x Ni’ ---f A’[[], and then by Proposition 19 a J-sesquilinear form 
j: Ni’ x NE’ + R[Q such that Tj = 7g1 A’, since J is assumed nondefective 
on R[.$]. By Proposition 17, j = #‘gi for a (unique) #’ E End,[,lNi’, so 
A’ = r,Ta,b’g, . 
Thus we have for all u’, V’ in Ni’, 
A’@‘, v’) = gi’(u’#‘, z)‘) + g,‘(da,h’[ S”, u’)J 
= g&‘#, w’) + g&4’, w’#’ sn-i+1>. 
By Proposition 26, #J’ can be lifted to z,A E End,t,lN and so we get for all 
u, v  in M 
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It is easy to see that, with & = +n+l(l + I&#-“-~), this is equivalent to 
(16)n (one must also use rr2i-n-2 = 0). Since M$&-+l C MET, +n is surjective 
by Nakayama’s lemma [3, p. 661, and hence bijective since M and N have the 
same finite R-length. 
7. QUADRATIC FORMS 
Let R be a ring, (I, 7) a quasi-involution of R, and consider the “trace” 
T’: Ii+ R, T’a = a - aIT, 
which is a homomorphism of Abelian groups. Let a e a be the canonical 
homomorphism R---f R/T’R = cok T’. Since T’(b’ab) = b’T’(a)b, we may 
define 
b%b = b’ab. 
A quadratic form over R, or more precisely an (I, r])-quadratic form, is a 
mapping 
Q: M-+ RIT’R, 
defined on a right R-module M and satisfying 
(i) Q(ua) = a’Q(u)a for all u in M, a in R. 
(ii) Q(u + w) = Q(U) + Q(V) + h(u, V) for all u and w in M, where 
h is some (1, q)-Hermitian form which is trace-valued with respect to 
Tu = a + a$ 
The notion and basic properties of quadratic forms over division rings are 
set forth in [IO]. We give now the immediate generalization to simple rings. 
So assume R is simple, and that RIT’R # 0, i.e., if J and -7 are the identity, 
then the characteristic of R is 2 (cf. Proposition 19(a)). It follows at once that h 
is uniquely determined by Q, since the additive subgroup of R generated by 
the values of h is a two-sided ideal; we therefore denote h by Q*. 
The radical of Q* is ML = lM, the radical of Q is defined to be 
radQ ={uEM~:Q(u) =0}, 
and Q is said to be nondegenerate i f f  rad Q = 0. Another quadratic form Q’ 
on the module M’is said to be equivalent to Q if there is an R-isomorphism 
Q: M -+ M’ satisfying Q‘(4) = Q(u) f  or all u in M, such a map is called an 
isometry. The orthogonal group O(Q) consists of the isometries of Q with 
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itself, and the unitary group U(Q*) consists of the isometries of Q* with itself. 
The uniqueness of Q* implies that O(Q) _C U(Q*). 
A vector u E M is called singzllur if it is # 0 and if Q(U) = 0. 
LEMMA 28. If lens&l = 2 and there is a singular vector not in Ml, then M 
is generated by singular vectors. 
Proof. Let v  be a singular vector not in Ml. Since Q is 0 on vR so is Q* 
and then Q* is 0 on all of M if M’ # 0, which is a contradiction since 
Ml # M. Therefore M’ = 0. We may suppose that M = vR @ uR, 
where Q(u) # 0. 
We show next that Q(u) = -, a w h ere a (ann u) = 0. Imbed uR in a free 
module of dimension 1 over R, with basis w, say. Write wR = uR @ N and 
extend Q to wR by Q(u’ + w’) = Q( u ‘) w h ere u’ E uR and w’ E N. It is easy 
to see that Q is a quadratic form; suppose that Q(w) = 6, and that u = WC. 
Then Q(u) = c’bc and since ud = 0 means that cd = 0, a = ctbc has the 
desired property. 
Now ann u is a maximal right ideal of R since uR is simple. Since Ml = 0, 
Q*(v, u) # 0 and since it is annihilated on the right by ann u, its right 
annihilator and also that of a must be exactly ann u. Therefore there is an 
R-isomorphism Q*(v, u) R --t aR of right ideals which takes Q*(v, u) to --a. 
This isomorphism can be extended to an automorphism of R as a right 
R-module, and such an automorphism is necessarily left multiplication by 
some b in R. Thus Q*(vc, u) = --a, where c1 = b, so Q(vc + U) = 0, which 
proves the lemma. 
We now have the following general version of Witt’s theorem (see also [ 121). 
THEOREM 29. Let N be a submodule of M, and 4: N + M a monomorphism 
satisfying Q(d) =Q(u) for all u in N. Then 4 has an extension 6 E O(Q) if 
and only if 
(N n Ml) 4 = (N+) n Ml. (17) 
COROLLARY. Let f:  M x M + R be a trace-valued Hermitian form and 
4: N + M a monomorphism such that f  (u$, v+) = f  (u, v) for all u and v  in N. 
Then 4 has an extension 4 E U(f) if and only if (N n ML) C#I = (N$) n Ml. 
The corollary follows from the theorem using using the notion of universal 
quadratic form due to J. Tits. The proof is like that of [9 Theorem 12, 
Corollary] and is omitted (only Theorem 29 itself will be used later on). 
Proof of Theorem 29. The necessity follows easily from Mid; = M’-, so 
we consider the sufficiency. 
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(1) Suppose that the theorem has been proved in the special case when 
there is a hyperplane (submodule of colength 1) H of N such that Ml C H 
and 4 IH is the identity. We now show that the general case follows from this. 
We begin by showing by induction on len N-len Ml that the theorem holds 
if N> Ml. Under this hypothesis, (17) implies that MA+ = Ml C N+. 
If, further, N = ML, then N$ = N and so q5 can be extended to M by 
requiring it to be the identity on a submodule complementary to N. Assume 
len N > len Ml and let H be a hyperplane of N containing Ml. By the 
induction hypothesis there is an extension $r of + jH to M. The map +j;’ of N 
is the identity on H and so has an extension +a to M by assumption; then 
+a& is the desired extension of +. 
In the general case, it is easy to see that + can be extended first to N+rad Q, 
then to N + Ml, and finally by the above case, to all of M. 
Therefore from now on we may assume that H is a hyperplane of N 
satisfying 
MICHCN, $ IH = identity. 
(2) Suppose that L = N(4 - 1) is C MI. Then Nc$ = N and 
Q*(o, u) = Q*(o, ucj) for all v  in M and u in N, so (b can be extended by 
requiring it to be 1 on a submodule complementary to N. Therefore we may 
assume from now on that 
LgMl, 1enL = 1, LI = hyperplane of M. 
The last fact follows from Proposition 5(a). We also need 
Q*W, UC - ~1 = -Q*W - u, n> for all u and ZJ inN, HCLI. (18) 
The first is an easy computation and the second follows from it (consider 
uEHand ZJEN). 
(3) Suppose N $ LI, i.e.,M=Ll+N.SinceNnLI=H,+hasa 
unique extension to M which is 1 on Ll, which is an isomorphism since 
M = Ll + N+ by (I 8) and which is clearly an isometry. 
(4) Therefore from now on we may assume that 
LCN+N+_CLl, Q(L) = 0 (19) 
Indeed by (3) we may assume N CL’, whence N+ C Ll by (18), and Q(L) = 0 
follows from Q(u) = Q(z+) = Q(u+ - ZJ) + Q(u) for u EN. 
We may suppose that N = LI by defining 4 to be 1 on a submodule of Ll 
which is simultaneously a complement in Ll to both N and N+. Let # be any 
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module automorphism of M which extends 4. By considering the induced 
Hermitian form and map on M/Ml, one shows there is an automorphism 0 
satisfying 
Q*(u, v) = Q*(u#, ve) (20) 
for all u and v  in M, since Lt/ = L, LIB = LI. 
Choose vr $Ll such that v,R is simple. Then v,R + L is spanned by 
singular vectors by Lemma 28 and so we may also suppose that Q(vl) = 0. 
Similarly there is a singular vector va in v,OR + L such that v,R is simple 
and 
v2 = v,B mod L. (21) 
It follows that ann v, = ann vi and so there is an R-isomorphism I/J~ : 
v,R + v,R taking vi to va . It follows from (20) and (21) that 4 = 4 @ #r is 
the desired extension of 4. 
8. EQUIVALENCE IN THE PRIMARY DEFECTIVE CASE 
We now return to the general hypotheses at the beginning of Section 2 
and consider the only remaining case, that where the quasi-involution J of 
R[Q is defective. By Proposition 20 this means that t is odd, Jt is a defective 
quasi-involution of R and is the identity on C = ten R, char R = 2, and we 
may suppose that p = 1 and p = X,, - 1. 
Definef,:M x M+Rby 
f&4, v) = f (ud-I’!“, v). 
It is evident thatf, is a Jf-sesquilinear form and that its asymmetry is at by (2). 
Let T’ be the trace T’a = a - aJ:-l on R and for each i >, 0 define Fi : 
M - RIT’R by 
It is easy to see that Fi is a (It, c-l)-quadratic form with 
Furthermore by using the facts that at = (~,,-r is the asymmetry off0 , that 
inn, = J-2t, and that ori’ = 1 + rr(cf. (14)) is an isometry off0 , one shows 
that 
F,*(u, n) = f&d, v&‘). (22) 
524 RIEHM AND SHRADER-FRECHETTE 
Notice thatpi = 0 if u E M(2i), in particularFi is identically 0 if SF = 0. 
It is easy to see that rad Fi* = M(2i + 1) and that 
rad Fi 2 M(2i) + M(2i + 2)~. (23) 
We now consider again a second J-sesquilinear form g: N x N -+ R with 
asymmetry /3 similar to 01, and define the forms g,, , Gi and Gi* in the same 
fashion. We also use the forms fi and gi (; >, 1) defined in Section 6. 
LEMMA 30. f and g are equivalent (over R) 22 
(i) the Hermitian forms fi andg, are equivalent (over R[t]), and 
(ii) F,, and G,, are equiwalent, as quadratic forms over R, by an isometry 
which is R[&linear. 
Proof. The proof of the necessity is easy and is omitted. The proof of 
the sufficiency is very similar to the proof of (1) in [9, Theorem lo]. We refer 
the reader there for the construction of a map 4 satisfying, for all u and u in M, 
4: MC+ N is an R[X]-isomorphism such that 
G&4) = F&4 for all u in M, 
gw @> = fb 4 if u or v~M(l)+M?r. 
(24) 
Let N” = N/(N(2)n)l (orthogonal complement with respect to g or g,,). 
We shall find an expression for all Hermitian forms on N”. The R[X’J- 
modules N” and Nor have the same R-length by Proposition 5(a), and 
since they are both annihilated by r, they are R[X]-isomorphic and so there 
is an R[Xj-epimorphism 
$: N + N(2)7 
with kernel (N(2)7r)l; note also that N” is an R[t]-module. It is straight- 
forward to check that, if u tt u” is the canonical homomorphism N -+ N”, 
gyu”, u”) = g&+, v) 
defines a nondegenerate Jt-sesquilinear form 
g” : N” x N” --f R 
having 6 as a-isometry: 
g”(u”6, d&f) = gn(d, V”)O. 
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Now if 0” E End,N”, let [e”]: N” x N” --f R be the ]%esquilinear form 
given by 
[#‘](u”, 7)“) = g”(f&Y, VW) + gywnen, u”)+l. 
It is trace-valued and so c-l-Hermitian by Proposition 19(b). Conversely 
every trace-valued (e-‘-Hermitian) form on N” is of this form by Proposition 
17 and Proposition 19(c). 
We next show that a trace-valued E-l-Hermitian form on N” has 5 as o- 
isometry i f f  the form = [0”] for some 8” E End,telN”. The sufficiency is 
easy, so suppose 5 is a o-isometry of [0;]. This means that [fli] = [@Tf-1]. 
We therefore have [el;] = [Pf?:t-i] for all i 3 0, so [et] = [#‘I, where 
t-1 
0” = C @;[-i E End, N” 
0 
(note that t is odd and char R = 2). Furthermore since .$” = ~-1 and 0; is 
R-linear, #t-r = 0; and it follows that 8” is actually R[t]-linear. 
We can now prove the lemma. Let 4 be a map satisfying (24). The Jt- 
sesquilinear form 
4% 4 = fowl, W) - go@, 7.4 
on N is trace-valued since the image of d(u, u) in R/T’R is F,(u$-~) - 
G,(u) = 0 by (24), and d has radical containing N(1) + NV = (N(2)n)l by 
(24) and the fact that 4 is R[X]-1 inear. Therefore it induces a trace-valued 
form on N” of the form [@‘I. It is easy to see that /3 is a o-isometry of d, so the 
image 6 of /3 in R[[] is a a-isometry of [&‘I, so we may suppose that 0” is 
R[[]-linear. 
Since N is a semisimple R-module, 0” has a lifting 0 E End,N. Since 
&Y - 13”[ = 0, the image of /30 - +Z is in (N(2)r)’ = ker # and so 04 
commutes with /3, i.e., is R[X]-linear. Define 
4~~ = 441 + 49 E HomRdW NJ. 
Using the facts that /3” is the asymmetry of go and that #/I;’ = # since 
im 4 C N(1) and /I;’ = 1 + n, one can show that 
from this and the fact that the form induced by don N” is [&‘I, we get 
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And finally from this we get 
since im 4 = N(2)rr implies that g,,(u@$, v+,!I) = 0. Since (fr is R[X]- 
linear, this means that 
g( ud-1)/2#l ) i+) = f(zd-1~/2, v), 
so $r is an isometry between f and g, as desired. 
THEOREM 31. Suppose t = 1 and J” = J is a defective quasi-involution 
on R (so inparticular char R = 2 and Jis the identity on C). Letf: M x M + R 
and g: N x N + R be nondegenerate J-sesquilinear forms such that M and N 
are p-primary submodules (with respect to the asymmetries (Y and j3) where p = 
X0 - 1. Then f and g are equivalent ;f  and only if the Hermitian forms fi and 
gi are equivalent (over R[fl) for each i > 0 and the quadratic forms Fi and G, 
are equivalent (oaer R) for each i > 0. 
With minor and obvious changes, the proof of [9, Theorem 10(3)] applies 
here and so the proof is omitted. 
9. DEGENERATE FORMS 
We now show how the equivalence theory of arbitrary sesquilinear forms 
on a semisimple module M(of finite length) “reduces” to the case of non- 
degenerate forms. Here R is any semisimple (Artinian) ring and J is an 
arbitrary antiautomorphism. We view the maps fL : x E+ f(x, ) and 
fr:x-f( ,xyl as j-linear and J-l linear maps respectively, of M into M* 
(where M* has the canonical left module structure). The technique in what 
follows depends on the equivalence theory of the pair of maps (f2 , fr) and we 
begin by giving a brief description of it. 
In the case when R is a division ring and the two maps are linear, a neat 
exposition is given by Dieudonne [4], generalizing the classical theory of 
Kronecker over a field. Fortunately Dieudonne’s method applies with 
virtually no substantial changes and we merely describe the final results. 
A Kronecker module (cf. [7]) is a quadruple K = (M, 1, r, P) consisting 
of a J-linear map I: M--f P and a J-l-linear map r: M--f P where M (resp. P) 
is a right (resp. left) module of finite length. If  the maps are clear from the 
context we shall sometimes write K = (y). A morphism of Kronecker 
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modules K ---f K’ is a pair of linear homomorphisms M---f M’ and P---f P’ 
making commutative 
M-+M’ M ---f M’ 
1 I I 1’ and T i 1 r’ 
P + P’ P-P’ 
We wish to classify the isomorphism classes of Kronecker modules. 
It is easy to see that the Kronecker modules form an Abelian category, so 
that the Krull-Schmidt-Remak theorem applies (cf. [7]), and we need only 
classify the indecomposable Kronecker modules. Dieudonne’s theory shows 
that there are five families of indecomposables (I), (II), (II*), (III) and (III*), 
described below. 
There is an “involutory” duality functor KM K* given by (M, 1, Y, P)* = 
p*, r*, l*, M*), where Y* and l* are the transposed maps defined by, e.g., 
for x E M, n E P*. 
(nr*, x) = (xv, i~)~ 
(I) E and r are both bijections. It is easy to see that K ‘v K’ i f f  the 
a-automorphisms Zr-l and Z/r’-l are similar, and that K is indecomposable 
i f f  u is indecomposable. Whence elementary divisor theory (cf. Section 2) 
applies, at least when R satisfies some finiteness conditions. 
(II) and (II*) The indecomposables of type II are the K,,(S, n), 
n >, 1, where S is a simple right module, defined as follows. Choose a diagram 
of simple modules 
s, s, .,* s, 
JJ Ld *** J L 
TI T2 ..’ T,, 0 
where S = S, , the left slanting maps are J-isomorphisms, and the right 
slanting maps (other than S, -+ 0) are J-l-isomorphisms. Then K,,(S, n) 
consists of the direct sums M and P of the Si and of the Ti , respectively, and 
of the direct sums I and r of the left (resp. right) slanting maps. It is uniquely 
determined by S and n up to isomorphism (in fact by n alone when R is 
simple) and is indecomposable since (rZ-l)n = 0 + (rZ-1)n-1. 
The indecomposables K&S, n) of type II* are (those isomorphic to) 
the duals K,,(S, n)*. They can be constructed directly like the K,,(S, n) from 
the diagram 
Sl s, 0’. s, 
dch d ... J L . 
0 Tl ... T,,-, T, 
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(III) and (III*). The construction of K,,,(S, n), n > 0, is like Ku 
but with the diagram 
where T,, = S and 1 (resp. I) is the direct sum of the left (resp. right) slanting 
maps. 
The correspondence N tt (NY n im 1) 1-l on submodules of Si respects 
inclusion, and carries N to a submodule of itself if K = (G) is a Kronecker 
direct summand for some Q. Applying it 7t times to Si yields 0 while n - 1 
times yields a nonzero module. It follows that K,,,(S, n) is indecomposable, 
and it is easy to see that it is uniquely determined by S and n. Its dual is 
Km, (S*, n) which corresponds to the diagram 
where S, = S*. 
Now again let f :  M x M + R be a J-sesquilinear form. Its Kronecker 
module is K(M) = (M,fz , fT , AI*) an one can write M as an orthogonal d 
direct sum M = MI J- MI, J- MrrI in such a way that the corresponding 
decomposition K(M) = K(M,) @ K(M,,) @ K(M,,,) has direct summands 
of types I, types II and II*, and types III and III*, respectively (cf. [7, 
Sect. 41). 
It turns out that the equivalence class of a sesquilinear form is completely 
determined by the isomorphism class of its Kronecker module if the latter is 
of types II and II* or of types III and III* (see below). This is not true for 
type I but at least the class (as a sesquilinear space) of the summand MI is 
determined by the class of M itself. Indeed suppose M = MI’ J- M;, IM;,, 
is another such decomposition. The projection K(M) -+ K(MI,) induces a 
morphism K(MI’) -+ K(M,,) which is necessarily 0 since, as is easily shown, 
there are no nontrivial morphisms from a Kronecker module of type I into 
an indecomposable of type II or II *. And as we shall see in a moment, 
MIIr = N @ N’ with the property that K(M,,,) = ($*) @ ($;), where the 
components are, respectively, type III and type III*. Again the only morphism 
of a type I Kronecker module into one of type III is the trivial one. It follows 
that n/l,’ C MI J- N’. Now the map MI’ --j. MI induced by projection is an 
isomorphism since (as Gabriel shows) the same is true for K(M,‘) + K(M,). 
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Since the sesquilinear form is 0 on N’ x N’ (see(25)) we actually have an 
isometry M,’ N MI , as desired. 
Now let K = (N, I, r, Q) be any Kronecker module; then S(K) is defined 
to be the module N @ Q* equipped with the sesquilinear form fK defined by 
fK(x + A, y  + cl) = (xl, CL) + ( yr, h)J. Note that K(S(K)) N K @ K*. 
Suppose now that (M,f) is such that K(M) is of types II and II*. Since 
K(M) is self-dual it is of the form K @ K* where K is of type II. Thus there 
is an isomorphism CL: K(S(K)) --f K(M) and cx 0 OL* is an automorphism of 
K(S(K)). Since the only morphism between a Kronecker module of type II 
and one of type II* is the zero morphism OL 0 01* must be of the form /3 @ y  
where ,B (resp. y) is an automorphism of the type II (resp. II*) component. 
Furthermore since 010 01* is self-dual, /3 @ y  = y* @ /3*, i.e., y  = /3*. Thus 
replacing a! by (/3-l @ id) 0 01, we may assume that cy 0 01* = id, i.e., (II = 
(c#, 4*-l). This implies that (fK)C = $jr+* which means that 4 is an isometry 
between fK and f; in particular the equivalence class off depends only on its 
Kronecker module. 
The same conclusion holds when K(M, f) is of types III and III* although 
the proof is complicated by the fact that there are nontrivial morphisms from 
Kronecker modules of type III to those of type III* (but not in the reverse 
direction). Thus cx 0 OL* is of the form (g “,), where 6: K + K*, and replacing 
oi with (p-l @ id) 0 01 leads to /3 and y  being identity maps. This leads to an 
isometry between (.M, j) and (N @Q*, fK,& where 
f~,& + 4 Y + I-L) = h& + 4 Y + cl) + 4x, Y) (25) 
for some sesquilinear form d on N. One then shows (cf. [7, Lemma, p. 721) 
that .fK,d ‘V fK,o = fK for any d, whence the result. 
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