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FUNCTIONAL EQUATIONS OF NEKRASOV FUNCTIONS PROPOSED BY
ITO-MARUYOSHI-OKUDA
RYO OHKAWA
Abstract. We prove functional equations of Nekrasov partition functions for A1-singularity, suggested by
Ito-Maruyoshi-Okuda [15]. Our proof is given by the computation similar to [28]. This is the method by
Nakajima-Yoshioka [27] based on the theory of wall-crossing formula developed by Mochizuki [19].
1. Introduction
Nekrasov partition functions are introduced by Nekrasov [23]. They are defined by integrations
ZP2(ε,a, q) =
∞∑
n=0
qn
∫
M(r,n)
1
on moduli spaces M(r, n) of framed sheaves on the plane P2 with the rank r and the second Chern class n,
where the integrand 1 can be replaced by various equivariant cohomology classes on M(r, n) corresponding
to physical theories. These integrations are defined by localization for torus actions on moduli spaces, and
variables ε = (ε1, ε1) and a = (a1, . . . , ar) correspond to the diagonal T
2-actions on C2 ⊂ P2 and T r-actions
by scale change of framings.
Nekrasov’s conjecture states that these partition functions give deformations of the Seiberg-Witten prepo-
tentials for N = 2 SUSY Yang-Mills theory. This conjecture is proven in Braverman-Etingof [4], Nekrasov-
Okounkov [24] and Nakajima-Yoshioka [26] independently. In [26], they study relationships with similar
partition functions defined for blow-up Pˆ2 of P2 along the origin, and get blow-up formula. This is the
formula for bilinear relations of ZP2(ε1, ε2− ε1,a, q) and ZP2(ε1 − ε1, ε2,a, q), which correspond to T 2-fixed
points on (−1) curve of Pˆ2. Furthermore these arguments are extended in [27] to various cohomology classes
other than 1 using the theory of perverse coherent sheaves.
On the other hand, when r = 2 and a = (a,−a), Alday-Gaiotto-Tachikawa [1] proposed the relation
ZP2(ε,a, q) =
(
q
ε21ε
2
2
)−∆
Fc
(
∆
∣∣∣ q
ε21ε
2
2
)
where Fc
(
∆
∣∣∣ qε21ε22) is the conformal block with central charge c = 1 + 6(ε1 + ε2)2/(ε1ε2)2 and conformal
weight ∆ = (4a2 − (ε1 + ε2)2)/(4ε1ε2). These are simplified c = 1,∆ = a2/(ε1ε2) when we assume
ε1 + ε2 = 0.
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Gamayun-Iorgov-Lisovyy [11] suggested that series of conformal blocks forms τ functions of Painleve´ equa-
tions. This conjecture are proved in Bershtein-Shchechkin [7] and Iorgov-Lisovyy-Teschner [14] by different
methods.
In [7], bilinear relations for ZP2(2ε1, ε2 − ε1,a, q) and ZP2(ε1 − ε2, 2ε2,a, q) are shown by representation
theoretic method. This is called (−2) blow-up formula since the variables (2ε1, ε2 − ε1) and (ε1 − ε2, 2ε2)
correspond to T 2-fixed points on (−2) curve. Here we note that the condition ε1 + ε2 = 0 keeps to hold
under these change of variables, hence this formula is applied to study conformal blocks with the central
charge c = 1. In [9], they also constructed Painleve´ τ function from the original Nakajima-Yoshioka blow-up
formula where c = −2. So it is plausible to say that study of (−2) blow-up formula from geometrical point
of view has interesting application to study of Painleve´ τ function. In particular, K-theoretic integration
rather than cohomological one directly corresponds to discrete Painleve´ τ functions proposed by [8], and
conjectural functional equations are given there.
With those applications in mind, we study similar partition functions for (−2) curve, that is, ALE space
of type A1. This space is derived equivalent to the quotient stack [C
2/H ], whereH = {± idC2} naturally acts
on C2. Moduli space of instantons on ALE space is singular, and two resolutions are given by moduli spaces
of framed sheaves on the ALE space and the quotient stack [C2/H ]. These two resolutions are also considered
as moduli spaces of stable ADHM data ( or, quiver varieties defined by Nakajima [20] in more general setting)
corresponding to different stability parameters. We study relation between two partition functions defined
by integrations over these moduli spaces of framed sheaves. As a main result, we show formulas in Theorem
3.3 among these two partition functions conjectured by Ito-Maruyoshi-Okuda [15, (4.1), (4.2)]. We also note
that the similar phenomenon to this paper is studied by Belavin-Bershtein-Feigin-Litvinov-Tarnopolsky [3]
from representation theoretic point of view.
Partition functions for the ALE space in this paper can be regarded as degree zero Hirota differential,
that is, multiplication for ZP2(2ε1, ε2 − ε1,a, q) and ZP2(ε1 − ε2, 2ε2,a, q) by (44) in Appendix B. To get
higher order Hirota differential, we need to multiply integrands with power series exp(
∑∞
d=1 µ(C)
dtd), where
µ(C) is a slant product of Chern class of universal framed sheaf with the fundamental cycle of (−2) curves
C on ALE space. In this paper, we consider the case where t = 0. We also expect that arguments in this
paper can be extended to K-theoretic integrations in the near future.
In the rest of the paper, we give a proof of our main result, Theorem 3.3, as follows. In §2, we give
outline of the paper. In §3, we explain the conjecture by Ito-Maruyoshi-Okuda, that is, Theorem 3.3. In
§4, we recall ADHM description of framed sheaves, and give a precise definition of integrations over moduli
spaces of framed sheaves. In §5, we recall Mochizuki method in the manner similar to our previous results
[28]. In §6, we compute wall-crossing formulas, and complete a proof of Theorem 3.3. In Appendix A, we
construct moduli spaces of framed sheaves in terms of ADHM data. In Appendix B, we recall combinatorial
description of partition functions for the ALE space and the quotient stack [C2/H ] following [26].
The author thanks Hiraku Nakajima for many advices, Isamu Iwanari for telling him patching of stacks
and [13], and Mikhail Bershtein for discussion about bilinear relations of Painleve´ τ functions which gives
him a motivation and helps him to write introduction in this paper. The author is grateful to the referee
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for her or his careful reading of the paper. This paper is a part of the outcome of research performed under
a Waseda University Grant for Special Research Projects (Project number: 2017S-077).
2. Outline of the paper
We do not include self-contained arguments in this paper, since many parts of the argument is similar as
in the previous research [27] and [28]. Instead, we give outline here, and in the main body of the paper, we
indicate proofs of corresponding statements in loc. cit. In addition, we try to explain in a unified manner
as possible.
We reduce a proof of functional equations in Theorem 3.3 to wall-crossing formula of moduli of ADHM
data, or quiver variety associated to A
(1)
1 -quiver. To analize wall-crossing formula, we introduce enhanced
master spaces in terms of ADHM data. In our argument, vector spaces in [28] are replaced to Z2 = Z/2Z-
graded vector spaces. This change increase the dimension of spaces of stability parameters, which is similar
to the situation in [27], and we have more complicated wall-and-chamber structure in R2 than [28], where
we have only two kinds of generic stability conditions.
Walls are defined by roots of the Dynkin diagram A
(1)
1 , and we follow the arguments in [27] for real
roots and ones in [28] for imaginary roots. The difference of these two kinds of walls is mainly description
of moduli spaces Mpα of destabilizing objects appearing in iterated cohomology classes (26) used for wall-
crossing formula in Theorem 6.1. These moduli spaces Mpα can be embedded into moduli spaces of ADHM
data. For imaginary roots, these embedding become identity, while for real roots these are non-identity and
half dimensional. But we can describe recursive procedure for both cases in a unified manner.
More technically, we need the obstruction theory for localization procedure over enhanced master spaces.
But we completely omit this argument, since it is similar as in [28, §6], and our obstruction theories for
various moduli spaces are naturally obtained from constructions. Here we only mention that obstruction
theory for Mpα differs from one for the moduli space of ADHM data containing M
p
α. This causes unusual
fundamental cycles ofMpα for imaginary roots, while we get usual fundamental cycles for real roots, although
Mpα are smooth in both cases. This phenomenon reflects the fact that enhanced master spaces are singular for
imaginary roots, but smooth for real roots. In this paper, we do not need detailed description of obstruction
theory of Mpα for a real root α, since we only use vanishing of wall-crossing terms in this case. On the
other hand, when α is an imaginary root, they are computed in Proposition 6.5 by using combinatorial
descriptions in Appendix B and reduced to the similar computations [28, Proposition 8.1].
2.1. Moduli of ADHM data. Let Q = C2 be the affine plane, and consider a finite sub-groupH = {± idQ}
of SL(Q) with the action on P2 = P(C⊕Q) induced by the natural SL(Q)-action. In §3.4, we consider framed
sheaves on two resolutions X0 and X1 of the orbit space P
2/H , and describe them in terms of ADHM data
as follows.
The character group of H is regarded as Z2 = Z/2Z, where 0 is regarded as the trivial character. Let
W =W0 ⊕W1 and V = V0 ⊕ V1 be Z2-graded vector spaces. These are regarded as weights decompositions
of H-representations. In this sense, we have Q = Q0 ⊕Q1 with Q0 = 0.
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We put
M(W,V ) = HomZ2(Q
∨ ⊗ V, V )⊕HomZ2(W,V )⊕ HomZ2(detQ∨ ⊗ V,W ),
L(V ) = HomZ2(detQ
∨ ⊗ V, V ).
Here subscript Z2 means that these homomorphisms must respect Z2-gradings. We also write M =
M(w,v) = M(W,V ) and L = L(v) = L(V ) for w = (w0, w1),v = (v0, v1) ∈ Z2, where wi = dimWi, vi =
dimVi for i = 0, 1. These vectors corresponds to Chern classes of framed sheaves later (cf. Theorem 4.3). In
particular, W corresponds to framings over the infinity line ℓ∞ = [P(Q)/H ] via the natural identifications
of coherent sheaves on ℓ∞ with H-equivariant sheaves on P1 = P(Q).
In Definition 4.1, we consider a map
µ : M→ L,A = (B, z, w) 7→ [B ∧B] + zw,
where B ∈ HomZ2(Q∨ ⊗ V, V ), z ∈ HomZ2(W,V ), and w ∈ HomZ2(detQ∨ ⊗ V,W ), and elements (B, z, w)
in µ−1(0) are called ADHM data on (W,V ). For elements in M(W,V ), we introduce stability conditions
parametrized by ζ ∈ R2 in Definition 4.2. We put
Mζ(w,v) = {A = (B, z, w) | ζ-stable ADHM data on (W,V )}/G,
where G = GL(V0)×GL(V1). We have natural GL(Q)×GL(W0)×GL(W1)-action on Mζ(w,v).
2.2. Wall-and-chamber structure. As in [22, 1(ii)], we introduce αm = (|m|, |m + 1|) for m ∈ Z, and
δ = (1, 1). We call ±αm for m ∈ Z real roots, and pδ for p ∈ Z \ {0} imaginary roots. We put
R+ = {αm | m ∈ Z} ∪ {pδ | p > 0}.
For ζ = (ζ0, ζ1) and α = (α0, α1), we put (ζ,α) = ζ0α0 + ζ1α1, and α
⊥ = {ζ ∈ R2 | (ζ,α) = 0}.
For a fixed dimension vector v = (v0, v1), we put R+(v) = {α = (α0, α1) ∈ R+ | α0 ≤ v0, α1 ≤ v1}, and
call a connected component of
R2 \
⋃
α∈R+(v)
α⊥
a chamber.
On these chambers, stability and semi-stability coincides, and all ζ-stability conditions are equivalent
when ζ lies in one fixed chamber C by [20, 2.8]. Hence we can also writeMC(w,v) =Mζ(w,v) for ζ ∈ C. On
MC(w,v), we have tautological bundles Vi = [µ−1(0)ζ×Vi/G] andWi = [µ−1(0)ζ×Wi/G] ∼=Wi⊗OMC(w,v)
for i = 0, 1, and write by B : Q∨⊗V → V , z : V → W and w : (detQ)⊗W → V corresponding to components
written by the same letter in ADHM data, where V = V0 ⊕ V1 and W =W0 ⊕W1. These homomorphisms
are called tautological homomorphisms, and they are Z2-graded and GL(Q)×GL(W0)×GL(W1)-equivariant.
For suitable choice ζ0 and ζ1 ∈ R2 as in Figure 2 in §4.6, we see in Theorem 4.3 that these moduli
spaces are isomorphic to moduli of framed sheaves on X0 and X1 respectively. Our goal, Theorem 3.3, is to
compare integrations overMζ
0
(w,v) and Mζ
1
(w,v). These parameters ζ0 and ζ1 are separated by finitely
many walls defined by real roots. Furthermore, we analyze wall-crossing across δ⊥ lying between ζ1 and
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−ζ1[1] ( cf. §4.4 and Figure 2 ), and compare −ζ1[1] and ζ1[1] which leads to change −ε of variables from
ε. Then we also have finitely many walls defined by real roots between ζ1[1] and ζ0. These process give two
kinds of functional equations in Theorem 3.3.
To analyze one fixed wall-crossing, that is, two chambers C, C′ adjacent to a common boundary ray D,
we divide α⊥ into two rays
Dα = {ζ = (ζ0, ζ1) ∈ R2 | (ζ,α) = 0, ζ0 ≤ ζ1}
and −Dα = {−ζ | ζ ∈ Dα} such that α⊥ = Dα ∪ (−Dα). We call subsets ±Dα for α ∈ R+(v) a wall.
2.3. Enhanced master space. In §5, we introduce enhanced master spaces as follows. We consider ADHM
data inM(w,v) and fix i0 ∈ Z2. We also fix chambers C, C′ and a wall D as above, and assume that D ⊂ α⊥
for α ∈ R+(v), that is, D = Dα or −Dα, and (ζ,α) < 0 for ζ ∈ C.
Roughly, the enhanced master space M is a moduli space parametrizing G-orbits of objects
(A, F •, [x−, x+])(1)
satisfying certain stability condition, where A = (B, z, w) are ADHM data in M(w,v), F • are full flag of
Vi0 for fixed i0 ∈ Z2, and [x−, x+] is the homogeneous coordinate of P1. For g = (g0, g1) ∈ G, we define
g[x−, x+] = [det gk00 det g
k1
1 x−, x+] for (k0, k1) ∈ Z2 defined later in (20), and consider natural G-actions on
the other components.
We consider an algebraic torus C∗
~
, and C∗
~
-action on M induced by a map [x−, x+] 7→ [e~x−, x+] for
e~ ∈ C∗
~
. In §5, we study C∗
~
-fixed point set MC∗~ . For each ℓ ∈ [vi0 ] = {1, . . . , vi0}, if we choose stability
conditions suitably, then in §5.4, it will be shown that we get a decomposition
MC∗~ =M+ ⊔M− ⊔
⊔
J∈Dℓ(vi0 ,αi0)
MJ.
HereM± is an obvious component defined by a zero locus of x∓. We have an isomorphismM+ ∼= M˜C,ℓ(w,v)
which parametrizes ADHM data with full flags satisfying (C, ℓ)-stability, and M− ∼= M˜C,0(w,v).
The other components ofMC∗~ parametrize objects (1) whose components (A, F •) have non-trivial stabi-
lizer groups and satisfying x± 6= 0. Consequently, we have decompositions V = V♭ ⊕ V♯ of Z2-graded vector
spaces V♭ = V♭0 ⊕ V♭1 and V♯ = V♯0 ⊕ V♯1 with (dim V♯0, dimV♯1) = pα. Furthermore (1) is isomorphic to
(A♭ ⊕A♯, F •♭ ⊕ F •♯ , [1, ρ♭ρ♯]), where
A♭ = (B♭, z, w) ∈ M(w,v − pα),A♯ = (B♯, 0, 0) ∈M(0, pα)
are ADHM data, and F •♭ , F
•
♯ are full flags of V♭i0 , V♯i0 , and ρ♭, ρ♯ ∈ C∗. Here we allow the indices of F •♭ and
F •♯ repetitions so that F
•
♭ ⊕ F •♯ can be regarded as full flags of Vi0 = V♭i0 ⊕ V♯i0 . Hence we get a disjoint
union I♭ ⊔ I♯ of [vi0 ] = {1, . . . , vi0} such that
I♭ = {i ∈ [vi0 ] | F i0♭ /F i−1♭ 6= 0}, I♯ = {i ∈ [vi0 ] | F i0♯ /F i−1♯ 6= 0}.
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The index set Dℓ(vi0 , αi0) consists of such decomposition data J = (I♭, I♯) with I♭ ⊔ I♯ = [vi0 ], I♯ ∈ αi0Z>0,
and min(I♯) ≤ ℓ.
For each decomposition data J = (I♭, I♯) ∈ Dℓ(vi0 , αi0), a component MJ is e´tale locally written as
M˜C,min(I♯)−1(w,v − pα)× M˜pα,
where p = |I♯|/αi0 , and M˜pα parametrizes (A♯, F •♯ , ρ♯), where ADHM data A♯ = (B♯, 0, 0) ∈ M(0, pα) with
full flags F •♯ of V♯i0 satisfy (D,+)-stability conditions ( cf. Definition 5.4).
For such pairs (A♯, F •♯ ), we take generators z♯ in F 1♯ , and regard them as homomorphisms z : W♯ → V♯,
where W♯ = W♯0 ⊕W♯1 is a one-dimensional Z2-graded vector space with W♯i0 = C for fixed i0. Then we
get ADHM data A+♯ = (B♯, z♯, 0) ∈ M(w♯, pα), where w♯ = (w♯0, w♯1) and w♯0 = dimW♯0, w♯1 = dimW♯1.
We see in Lemma 5.7 that (D,+)-stability for (A♯, F •♯ ) is equivalent to ζ-stability for A+♯ = (B♯, z♯, 0),
where ζ ∈ C. This motivates us to consider the zero locus Mpα of the tautological homomorphism w on
MC(w♯, pα). Then we see that M˜pα is a full flag bundle of e´tale covers Mˆpα of Mpα which is obtained by
forgetting ρ♯.
Hence integrations over MJ are essentially reduced to integrations over M˜C,min(I♯)−1(w,v − pα) ×Mpα.
We note that when α = δ, we have Mpα =M
C(w♯, pα) since the tautological homomorphism w vanishes by
Lemma 5.6 (3).
2.4. Recursive procedure. By the localization theorem and the above decomposition of MC∗~ , we can
calculate difference between integrations over M± in terms of MJ for J ∈ Dℓ(vi0 , αi0).
When ℓ = 0, or ℓ = vi0 , the component M+ = M˜C,ℓ(w,v) is equal to the full flag bundle of the
tautological bundle Vi0 over MC(w,v), or MC
′
(w,v), and integrations over M+ are reduced to ones over
MC(w,v), or MC
′
(w,v) respectively.
Hence if we start from the case where ℓ = vi0 , we get difference between integrations over M
C(w,v)
and MC
′
(w,v) in terms of integrations over M˜C,ℓ
′
(w,v′) ×Mpα for ℓ′ < vi0 and v′ = v − pα with p =
1, . . . , ⌊vi0/αi0⌋. These can be viewed as integrations over M˜C,ℓ
′
(w,v′) whose integrands are defined by
integrations along projections M˜C,ℓ
′
(w,v′) × Mpα → M˜C,ℓ
′
(w,v′). These integrands are also viewed as
special cases of iterated cohomology classes (26) in §6.1.
Then we continue putting v = v′ and ℓ = ℓ′, and get integrations over M˜C,ℓ
′
(w,v′) for ℓ′ < ℓ. Hence
this recursion procedure terminates finally, and get Theorem 6.1. Applying this formula repeatedly to walls
separating ζ0 and ζ1 as explained in §2.2, we get formula in Theorem 3.3 conjectured by [15].
3. Ito-Maruyoshi-Okuda conjecture
We explain formula conjectured by [15].
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3.1. Two resolutions. Let Q be an affine plane C2 and H a finite sub-group of SL(Q), and consider the
left H-action on Q induced by the natural SL(Q)-action. We have a unique minimal resolution
g : X◦1 = H -Hilb(Q)→ Q/H = SpecC[x1, x2]H
of the quotient singularity, and the exceptional curve C ⊂ X◦1 with the dual graph equal to the Dynkin
diagram corresponding to ADE classification of H (cf. [21, Chapter 4], or [16, Chapter 12]).
On the other hand, we consider the natural H-action on P2 = P(C ⊕ Q), and the quotient stack X0 =
[P2/H ], and the coarse moduli map f : X0 → P2/H . The only loci with non-trivial stabilizer groups are
O = [{x1 = x2 = 0}/H ] and ℓ∞ = [{x0 = 0}/H ] in X0. Hence we have an isomorphism
X0 \ (O ⊔ ℓ∞) ∼= X◦1 \ C.(2)
We patch X◦1 and X0 \O to get a compactification X1 of X◦1 via this isomorphism:
X1 = X
◦
1 ⊔ ℓ∞ = X◦1 ∪ (X0 \O)
Framed sheaves on Xκ for κ = 0, 1 are pairs (E,Φ) of sheaves E on Xκ and isomorphisms Φ: E|ℓ∞ ∼=
OP1 ⊗ ρ for some H-representation ρ, where we identify coherent sheavs on ℓ∞ as H-equivariant coherent
sheaves on P1 = P(Q). Moduli of framed sheaves are examples of quiver varieties constructed from quivers
whose underlying graphs are Dynkin diagrams corresponding to ADE classification of H as shown in [22].
We define Nekrasov partition functions by integrations on these moduli spaces.
In this paper, we consider the case where H = {± idQ} , and prove relations between Nekrasov partition
functions defined from X0 and X1, suggested by [15]. In this case, the corresponding graph is of A
(1)
1 -type.
We write by F the divisor class defined by {xi = 0} for i = 1, 2 on X0. By the same symbol F , we also
write the divisor class on X1 defined via the isomorphism (2). Similarly we write by R0 and R1 line bundles
OXκ and OXκ(F − ℓ∞) on Xκ for κ = 0, 1, and put R = R0 ⊕ R1. When H = {± idQ} as above, our
compactification X1 coincides with the one used in the previous research [6].
Figure 1. graph of type A
(1)
1
3.2. Derived equivalence. We consider the universal subscheme U over X◦1 = H -Hilb(Q).
U

// Q
X◦1
(3)
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Each fibre of U → X◦1 is a H-invariant subscheme of Q, and we have a natural H-action on U . We put
W ◦ = [U/H ]. Then the above Γ-equivariant diagram (3) induces
W ◦

// X◦0 = [Q/H ]
X◦1
where X◦0 = [Q/H ] is an open subset X0 \ℓ∞ of X0. These morphisms are isomorphisms outside exceptional
sets. As in the previous section, we patch together to get
W =W ◦ ∪ (X0 \O) =W ◦ ⊔ ℓ∞
and morphisms p : W → X0, q : W → X1. We write byD(X0), D(X1) bounded derived categories of coherent
sheaves on X0, X1.
Proposition 3.1. A functor F = q∗p∗ : D(X0)→ D(X1) gives an equivalence of categories.
Proof. First we show faithfulness of F . By the similar argument to [2, Example 2.2], we have a spanning
class
Ω = {OZ ⊗ ρ | Z : H-orbit in P2, ρ ∈ Irrep(H)}
of D(X0), and it is enough to check on Ω. Here Irrep(H) is the set of irreducible H-representations. If
supports of L,L′ ∈ Ω′ are contained in X0 \ ℓ∞, then the derived McKay correspondence by [17] between
X◦0 and X
◦
1 implies that Hom(L,L
′) ∼= Hom(F (L), F (L′)). Otherwise, we also have faithfulness by an
isomorphism X0 \O ∼=W \ p−1(O) ∼= X1 \ C.
By [25], Serre functors of D(X0), D(X1) are given by canonical bundles ωX0 , ωX1 of X0, X1. Since we
have an isomorphism
p∗ωX0 ∼= q∗ωX1 ,
Serre functors commute with F . Hence, F is an equivalence by [5, Theorem 2.3]. 
We also write by F : K(X0)→ K(X1) the induced isomorphism of K-groups K(Xκ).
3.3. Chow ring of inertia stacks. We consider inertia stacks IXκ → Xκ, which parametrize pairs (x, σ)
of objects x of Xκ and automorphisms σ of x. We identify Xκ as components of IXκ consisting of objects
of Xκ together with identities. We have other components ℓ
1∞ of IX0 and IX1, and O1 of IX0, consisting of
objects of ℓ∞ and O together with non-trivial automorphisms. These are isomorphic to ℓ∞ and O as stacks.
We have IX0 = X0 ⊔ ℓ1∞ ⊔O1 and IX1 = X1 ⊔ ℓ1∞.
By [13, Theorem 2.2], Chow rings of IXκ are described as
A(IX0) = A(X0)⊕A(ℓ1∞)⊕A(O1)
= (C[X0]⊕ C[ℓ∞]⊕ C[O])⊕
(
C[ℓ1∞]⊕ C[Q1]
)⊕ C[O1],
A(IX1) = A(X1)⊕A(ℓ1∞)
= (C[X1]⊕ C[ℓ∞]⊕ C[F ]⊕ C[P ])⊕
(
C[ℓ1∞]⊕ C[Q1]
)
,
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where P = F ∩ C in X1, and Q = F ∩ ℓ∞ in Xκ for κ = 0, 1. We have Q = 12P in A(X1), and Q1 is a
sub-stack of ℓ1∞ consisting of a point in Q with the non-trivial stabilizer group.
For α ∈ K(Xκ), we define c˜h(α) ∈ A(IXκ) as follows. Any vector bundle E on ℓ1∞ has an eigen
decomposition E0⊕E1 for the action of non-trivial automorphisms. We define ρ(E) = E0−E1, which gives
an operation on K(ℓ1∞). Similarly we define an operator ρ on K(O1). On K(Xκ), we define ρ = idK(Xκ).
Then we have operators ρ on K(IXκ) for κ = 0, 1. We define c˜h(α) by ch(ρ(α|IXκ )), where α|IXκ is the
pull-back of α ∈ K(Xκ) to K(IXκ).
We write by r and r¯ the coefficients of [Xκ] and [ℓ
1
∞] in c˜h(α) respectively. We put
r0 = r0(α) = (r + r¯)/2, r1 = r1(α) = (r − r¯)/2,
and r = r(α) = (r0, r1). For κ = 1, we write by k(α) and n(α) the coefficient of [C] = 2([ℓ∞]− [F ]) and −[P ]
in c˜h(α) respectively. For κ = 0, we put k(α) = k(F (α)) and n(α) = n(F (α)), where F : K(X0) → K(X1)
is an induced isomorphism from the derived equivalence F : D(X0)→ D(X1) in the previous subsection.
3.4. Moduli of framed sheaves. A framed sheaf on Xκ is a pair (E,Φ) of a torsion free sheaf E on Xκ,
and an isomorphism Φ: E|ℓ∞ ∼= OXκ ⊗ ρ called framing, where ρ is a representation of H = {± idQ}. Such
a representation ρ is given by a Z2-graded vector space W = W0 ⊕W1, where W0 is trivial, and W1 is a
sum of non-trivial representations. If we have r(E) = (r0, r1), then we have dimW0 = r0, dimW1 = r1 by
definition.
For c ∈ A(IXκ), we write by MXκ(c) the moduli space of framed sheaves (E,Φ) on Xκ with c˜h(E) = c
in A(IXκ) for κ = 0, 1. This moduli space is constructed, and shown to be smooth and have a universal
sheaf E on Xκ ×MXκ(c) in [6] at least for κ = 1. For κ0, see [21, Remark 2.2 ]. We also construct moduli
in terms of ADHM data in §4.3 and §Appendix A for both κ = 0 and 1. Then smoothness of moduli spaces
MXκ(c) follows from the following lemma (cf. [6, 4.2]).
Lemma 3.2. For (E,Φ) ∈MXκ(c), we have
Hom(E,E(−ℓ∞)) = Ext2(E,E(−ℓ∞)) = 0.
Proof. It is similarly proven as in [26, Proposition 2.1]. 
We introduce tautological bundles V0 = R1p∗E(−ℓ∞),V1 = R1p∗E(−F ), where p : Xκ×MXκ(c)→MXκ(c)
is the projection.
3.5. Torus action on MXκ(c). We put T˜ = T
2×T r×T 2r, where T = C∗ is the algebraic torus, and define
T˜ -action on moduli spaces as follows. To do that, we consider X0 and X1 as quotient stacks
X0 = [P
2/{±1}](4)
X1 = [{(y, x0, x1, x2) ∈ C4 | (y, x0) 6= 0, (x1, x2) 6= 0}/ (C∗s × C∗t )],(5)
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where the C∗s × C∗t -action is defined by
(s, t)(y, x0, x1, x2) =
(
s2
t2
y, sx0, tx1, tx2
)
.
Then we have T 2-action on X0, X1 defined by
Ft : X0 → X0, [x0, x1, x2] 7→ [x0, t1x1, t2x2]
Ft : X1 → X1, [y, x0, x1, x2] 7→ [y, x0, t1x1, t2x2]
for t = (t1, t2) ∈ T 2.
We define T˜ -action on moduli MXκ(c) of framed torsion free sheaves (E,Φ) by
(E,Φ) 7→ ((F−1t )∗E,Φ′)
for (t, ea, em) ∈ T˜ . Here Φ′ : (F−1t )∗E|ℓ∞ → OP1 ⊗ ρ is the composition of the pull-back
(F−1t )
∗Φ: (F−1t )
∗E → (F−1t )∗ (OP1 ⊗ ρ) ∼= OP1 ⊗ ρ,
and the diagonal action of ea = (ea1 , . . . , ear ) ∈ T r
idO
P1
⊗diag(ea1 , . . . , ear) : OP1 ⊗ ρ→ OP1 ⊗ ρ.
Finally em = (em1 , . . . , em2r) ∈ T 2r trivially acts on moduli spaces, but in the next subsection, we consider
fiber-wise action of T 2r on vector bundles on moduli spaces.
3.6. Partition functions. The T˜ -equivariant Chow ring A∗
T˜
(MXκ(α)) is a module over the T˜ -equivariant
Chow ring A∗
T˜
(pt) of a point, which is isomorphic to Z[ε,a,m], where ε = (ε1, ε2),a = (a1, . . . , ar), and
m = (m1, . . . ,m2r) correspond to the first Chern classes of characters of T˜ with eigen-values t ∈ T 2, ea ∈ T r,
and em ∈ T 2r respectively. We write by S the quotient field Q(ε,a,m) of Z[ε,a,m].
We consider a T˜ -equivariant vector bundle
Fr(V0) =
(
V0 ⊗ e
m1
√
t1t2
)
⊕ · · · ⊕
(
V0 ⊗ e
m2r
√
t1t2
)
on MXκ(α), and the T˜ -equivariant Euler class e(Fr(V0)), where em = (em1 , . . . , em2r) is an element in the
last component T 2r of T˜ . Here we consider a homomorphism T˜ ′ = T˜ → T˜ defined by
(t′1, t
′
2, e
a′ , em
′
) 7→ (t1, t2, ea, em) = ((t′1)2, (t′2)2, ea
′
, em
′
),
and use identification A∗
T˜ ′
(pt)⊗ S ∼= S via t′1 =
√
t1, t
′
2 =
√
t2.
For fixed r ∈ Z2≥0 \ {(0, 0)} and k ∈ 12Z, we define partition functions for κ = 0, 1 by
ZkXκ(ε,a,m, q) =
∑
α∈K(Xκ)
r(α)=r,k(α)=k
qn(α)
∫
MXκ (c˜h(α))
e(Fr(V0)) ∈ S[[q 14 ]].
Precise definitions of integrations are explained in §4.5.
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The purpose of this paper is to prove the following statement conjectured by [15].
Theorem 3.3. We have
ZkX1(−ε,a,m, q) =
{
(1− (−1)rq)urZkX0(ε,a,m, q) for k ≥ 0,
ZkX0(−ε,a,m, q) for k ≤ 0,
where
ur =
(ε1 + ε2)(2
∑r
α=1 aα +
∑2r
f=1mf)
2ε1ε2
.
4. ADHM description
We introduce ADHM description of framed moduli spaces in the previous section.
4.1. ADHM data. Let W = W0 ⊕W1, V = V0 ⊕ V1 and Q = Q0 ⊕ Q1 be Z2-graded vector spaces with
Q0 = 0 and Q1 = C
2. We introduce ADHM data on (W,V ).
Definition 4.1. ADHM data on (W,V ) are collections (B, z, w) of Z2-graded linear maps such that B ∈
HomZ2(Q
∨ ⊗ V, V ), z ∈ HomZ2(W,V ) and w ∈ HomZ2(detQ∨ ⊗ V,W ), satisfying
[B ∧B] + zw = 0 ∈ HomZ2(detQ∨ ⊗ V,W ),
where [B ∧B] is the restriction of B ◦ (idQ∨ ⊗B) : Q∨ ⊗Q∨ ⊗ V → V to the subspace detQ∨ ⊗ V .
If we write Q∨ = Ce1⊕Ce2 and B(e1⊗v1+e2⊗v2) = B1(v1)+B2(v2), then the equation [B∧B]+zw = 0
is equivalent to [B1, B2] + zw = 0. We take ζ = (ζ0, ζ1) ∈ R2, and put ζ(V ) = ζ0 dimV0 + ζ1 dim V1 for a
Z2-graded vector space V .
Definition 4.2. We assume W 6= 0. Elements (B, z, w) in M(W,V ) are said to be ζ-semistable if the
conditions (i) (ii) hold for any Z2-graded subspace S of V with B(Q
∨ ⊗ S) ⊂ S.
(i) If S ⊂ kerw, then we have ζ(S) ≤ 0.
(ii) If im z ⊂ S, then we have ζ(V/S) ≥ 0.
They are said to be ζ-stable when the strict inequality always holds for S 6= 0 in (i), and S 6= V in (ii).
We put
w = (dimW0, dimW1),v = (dim V0, dimV1),
and construct moduli Mζ(w,v) of ζ-semistable ADHM data on (W,V ) as follows. We put
M = M(W,V ) = HomZ2(Q
∨ ⊗ V, V )×HomZ2(W,V )×HomZ2(detQ∨ ⊗ V,W ),
L = L(W,V ) = HomZ2(detQ
∨ ⊗ V, V ),
and define a map µ : M→ L by
µ(B, z, w) = [B ∧B] + zw.(6)
We take the ζ-semistable locus µ−1(0)ζ and define Mζ(w,v) = [µ−1(0)ζ/G], where G = GL(V0)×GL(V1).
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We have a natural GL(Q)×GL(W0)×GL(W1)-action on Mζ(w,v). Hence via the diagonal embedding
T 2×T r into GL(Q)×GL(W0)×GL(W1) and the projection T˜ = T 2×T r×T 2r → T 2×T r, we get a T˜ -action
on Mζ(w,v), where r = dimW0 + dimW1. Concretely (t, e
a) ∈ T˜ acts by (t1B1, t2B2, ze−a, eawt1t2).
4.2. Wall-and-chamber structure on ζ-plane. As in §2.2, we consider positive roots
R+ = {αm = (m,m+ 1),α−m−1 = (m+ 1,m) | m ∈ Z≥0} ∪ {pδ = (p, p) | p ∈ Z>0},
where ±αm for m ∈ Z are called real roots, and pδ for p ∈ Z \ {0} are called imaginary roots. These roots
α ∈ R+ define the hyperplane α⊥ = {ζ ∈ R2 | (ζ,α) = 0}, where (ζ,α) = ζ0α0 + ζ1α1 for α = (α0, α1)
and ζ = (ζ0, ζ1). For later purpose, we divide α
⊥ into
Dα = {ζ = (ζ0, ζ1) ∈ R2 | (ζ,α) = 0, ζ0 ≤ ζ1}
and −Dα such that α⊥ = Dα ∪ (−Dα).
Fix a dimension vector v = (v0, v1), and put R+(v) = {α ∈ R+ | α0 ≤ v0, α1 ≤ v1}. Subsets ±Dα for
α ∈ R+(v) are called walls, and chambers are connected components of
R2 \
⋃
α∈R+(v)
α⊥.
On these chambers, stability and semi-stability for ADHM data coincide, and all ζ-stability conditions
for ADHM data are equivalent when ζ lies in one fixed chamber C by [20, 2.8]. Hence we can also write
MC(w,v) = Mζ(w,v) for ζ ∈ C. On MC(w,v), we have tautological bundles Vi = [µ−1(0)ζ × Vi/G] for
i = 0, 1, and tautological homomorphisms B : Q∨ ⊗ V → V , where V = V0 ⊕ V1.
For m ∈ Z, we put
Cm = {ζ = (ζ0, ζ1) ∈ R2 | mζ0 + (m+ 1)ζ1 < 0, (m− 1)ζ0 +mζ1 > 0}.
In the following, we take ζ0 ∈ C0 and ζ1 ∈ Cm with enough largem≫ 0. By the above chamber structure,
we have chambers C∞ containing
⋃
m>min{v0,v1−1} Cm, and C−∞ containing
⋃
m>min{v0−1,v1} C−m. In this
notation, we take ζ1 ∈ C∞.
4.3. ADHM description of framed moduli. We recall ADHM description from [21, Chapter 2] and [22,
Theorem 2.2].
Theorem 4.3. We have the following T˜ -equivariant isomorphisms.
(i) We have Mζ
0
(w,v) ∼=MX0(c) for ζ0 ∈ C0, where we put
c = c˜h (w0R0 + w1R1 − v0OP − v1OP ⊗ (−1)) ∈ A(IX0).(7)
(ii) We have Mζ
1
(w,v) ∼=MX1(c) for ζ1 ∈ Cm with enough large m≫ 0, where we put
c = (w0 + w1)[X1] + (−2v0 + 2v1 − w1) [C]
2
−
(
v0 +
w1
4
)
[P ] + (w0 − w1)[ℓ1∞] ∈ A(IX1).(8)
We note that [C] = 2[ℓ∞]− 2[F ].
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Furthermore via these isomorphisms (i) and (ii), tautological bundles V0,V1 on both sides coinside as T˜ -
equivariant vector bundles.
Proof. We recall these isomorphisms as follows.
We put R0 = OXκ ,R1 = OXκ (F − ℓ∞) and R = R0 ⊕ R1 as in the introduction. For ADHM data
(B, z, w), we consider the following complex
(9) 0→
R0(−ℓ∞)⊗ V0
⊕
R1(−ℓ∞)⊗ V1
σ→
(R1 ⊗ V0 ⊕R0 ⊗ V1)⊕2
⊕
R0 ⊗W0 ⊕R1 ⊗W1
τ→
R0(ℓ∞)⊗ V0
⊕
R1(ℓ∞)⊗ V1
→ 0
with
σ =
x0B1 − x1Iyx0B2 − x2Iy
x0w
 , τ = [x0B2 − x2Iy x0B1 − x1Iy x0z] ,
where Iy =
[
yκ 0
0 1
]
, Iy =
[
1 0
0 yκ
]
for κ = 0, 1. We take its cohomology E = ker τ/ imσ. By restricting to
ℓ∞, we get a framing Φ.
In the following, we will show that this map (B, z, w) 7→ (E,Φ) gives the desired isomorphism. For (ii),
this follows from [22, Theorem 2.2] and Appendix A.
For (i), this follows from [21, Chapter 2] as follows. For a stability parameter ζ0 = (ζ00 , ζ
0
1 ) ∈ C0 such
that ζ00 , ζ
0
1 < 0, the ζ
0-stability condition in Definition 4.2 is equivalent to the condition that for any graded
subspace S = S0 ⊕ S1 ⊂ V such that B-invariant and im z ⊂ Sk for k = 0, 1, we have S = V . This
is equivalent to the condition that for any subspace S′ ⊂ V (without grading) such that B-invariant and
im z ⊂ S′, we have S′ = V , since we can get a graded subspace S = S′∩V0⊕S′∩V1 containing homogeneous
subspace im z. By [22, Lemma 2.6], this is equivalent to the condition that σ is injective except finitely
many points and τ is surjective for any point of X0. This implies that the middle cohomology is a torsion
free sheaf on X0, and we get the desired isomorphism.
The last assertion follows if we compute V0 = R1p∗E(−ℓ∞),V1 = R1p∗E(−F ) on MXκ(c) using (9). 
4.4. Symmetry. We consider isomorphisms among moduli of semistable ADHM data with various param-
eters ζ,w and v. We consider Z2-graded vector spaces V [1] and W [1] and put ζ[1] = (ζ1, ζ0),
v[1] = (dim V1, dimV0),w[1] = (dimW1, dimW0).
Then any ζ-semistable ADHM datum on (W,V ) is naturally identified with ζ[1]-semistable ADHM datum
on (W [1], V [1]), hence we have an isomorphism
(10) [1] : Mζ(w,v) ∼=Mζ[1](w[1],v[1]).
On the other hand, if we take dual vector spaces W∨, V ∨, then (B∨2 , B
∨
1 , w
∨, z∨) is a (−ζ)-semistable
ADHM datum on (W∨, V ∨) for any ζ-smistable ADHM datum (B, z, w) on (W,V ). This gives an isomor-
phism
(11) Mζ(w,v) ∼=M−ζ(w,v),
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which is T˜ -equivariant via T˜ → T˜ , ((t1, t2), ea, em) 7→ ((t2, t1), e−a, em).
Using this we have the following as a corollary of Theorem 4.3.
Corollary 4.4. We have an isomorphism
Mζ(w,v) ∼=MX1(c−)
for ζ ∈ C−m with enough large m≫ 0, where we put
c− = (w0 + w1)[X1] + (2v0 − 2v1 + w1) [C]
2
−
(
v0 +
w1
4
)
[P ] + (w0 − w1)[ℓ1∞] ∈ A(IX1).
Proof. From the assumption, we see that ζ lies in the chamber C−∞ in the notation in §4.2. Hence we can
take ζ1 = ζ[1] ∈ C∞ so that we have an isomorphism π : Mζ1(w[1],v[1]) ∼=MX1(c[1]) in Theorem 4.3, where
c[1] = c− · c˜h(OX1(F − ℓ∞)).
Replacing Ri = OX1(i(F − ℓ∞)) with R−i = OX1(i(ℓ∞ − F )) for i = 0, 1 in the complex (9) in the proof
of Theorem 4.3, we get a T˜ -equivariant isomorphism π− : M−(w,v) ∼= MX1(c−). This follows from the
following commutative diagram:
Mζ
1
(w[1],v[1])
[1]
//
π

Mζ(w,v)
π−

MX1(c[1]) // MX1(c−)
Here the top horizontal arrow is the isomorphism [1] in (10), and the bottom one is the isomorphism induced
by tensoring OX1(ℓ∞ − F ). 
4.5. Integrations. We take ζ = 0 ∈ R2, and put M0(w,v) = M0(w,v). Then we have a proper map
Π: Mζ(w,v)→M0(w,v) for any ζ ∈ R2.
Proposition 4.5. The T˜ -fixed points set M0(w,v)
T˜ consists of one point.
Proof. If we take a representative A = (B, z, w) ∈ µ−1(0) of a point p ∈ M0(w,v)T˜ . Then for any
f ∈ Γ(µ−1(0),Oµ−1(0))G, we have f(A) = f(tA) for any t ∈ T 2. Since limt→0 tA = (0, z, 0), we have
f(A) = f(0, z, 0). Furthemore the closure of G-orbit of (0, z, 0) contains (0, 0, 0). Hence we see that
(0, 0, 0) ∈ µ−1(0) represents the same point p. 
We write the inclusion by ι : M0(w,v)T˜ → M0(w,v). For ζ in some chambers and ψ ∈ A∗T˜ (Mζ(w,v)),
we define the integration over Mζ(w,v) by∫
Mζ(w,v)
ψ = (ι∗)−1 ◦Π∗(ψ ∩ [Mζ(w,v)]) ∈ S = Q(ε,a,m),
where [Mζ(w,v)] is the fundamental cycle. Here S is a fractional field of A∗
T˜
(pt) = Z[ε,a,m] as in the
introduction.
Integrations over MXκ(c) in §3.6 are defined by these integrations via isomorphisms in Theorem 4.3.
FUNCTIONAL EQUATIONS OF NEKRASOV FUNCTIONS PROPOSED BY ITO-MARUYOSHI-OKUDA 15
4.6. ADHM descriptions of Partition functions. For ζ ∈ R2 on a certain chamber, we consider a
T˜ -equivariant bundle
Fr(V0) =
(
V0 ⊗ e
m1
√
t1t2
)
⊕ · · · ⊕
(
V0 ⊗ e
m2r
√
t1t2
)
on Mζ(w,v). For fixed k ∈ 12Z and w ∈ Z2≥0, we consider v = (v0, v0 + w12 + k), and take sums over
v0 ∈ Z≥0. Then by Theorem 4.3, we have
ZkX0(ε,a,m, q) =
∑
qn
∫
Mζ0(w,v)
e(Fr(V0)), ZkX1(ε,a,m, q) =
∑
qn
∫
Mζ1 (w,v)
e(Fr(V0)),(12)
where n = v0 +
w1
4 , and ζ
0, ζ1 as in Theorem 4.3.
Figure 2. stability parameter ζ0 and ζ1
Our strategy to prove Theorem 3.3 is the following. For k ≤ 0, we show that wall-crossing across α⊥m for
m ≥ 0 lying between ζ0 and ζ1 does not change partition functions in the similar way to [27].
For k ≥ 0, we analyze wall-crossing across δ⊥ lying between ζ1 and −ζ1[1] in the similar way to [28].
Then we use an isomorphismM−ζ
1[1](w,v) ∼=Mζ1[1](w,v) via the homomorphism T˜ → T˜ , (t1, t2, ea, em) 7→
(t2, t1, e
−a, em) by (11). Furthermore, we can show that wall-crossing across α⊥m for m < 0 lying between
ζ1[1] and ζ0 does not change partition functions, since this process is equivalent to the above wall-crossing
between ζ0 and ζ1 for k ≤ 0 via the isomorphism [1] in §4.4. This completes our proof of Theorem 3.3.
5. Mochizuki method
We apply Mochizuki method [19] to ADHM description in the previous section following [27]. It is the
similar arguments as in [28]. Hence we often omit the detailed description.
5.1. Quiver description. For later purpose, we modify the definition of ADHM data following [10]. As in
the previous section, we consider ADHM data on (W,V ) for Z2-graded vector spaces W = W0 ⊕W1, V =
V0 ⊕ V1.
We introduce a quiver with relations Γ = (~Γ, I) as follows, where ~Γ is a quiver, and I is an ideal of the path
algebra of ~Γ. The set ~Γ0 of vertex consists of 0, 1 and ∞. The set ~Γ1 of arrows consists of α : 0→ 1, β : 1→
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0, γ1, . . . , γr0 : ∞ → 0, δ1, . . . , δr1 : ∞ → 1, and their converse α∗ : 1 → 0, β∗ : 0 → 1, γ∗1 , . . . , γ∗r0 : 0 →
∞, δ∗1 , . . . , δ∗r1 : 1→∞. The ideal I is generated by ββ∗ − α∗α+
∑r0
i=1 γiγ
∗
i and αα
∗ − β∗β +∑r1i=1 δiδ∗i .
A Γ-representation A consists of finite dimensional vector spaces A0,A1 and A∞ corresponding to each
vertices in ~Γ0, and linear maps Aa : As(a) → At(a) for each arrow a ∈ ~Γ1, where s(a) and t(a) are source
and target of an arrow a.
We identify ADHM data and Γ-representations as follows. We put
(13) A0 = V0,A1 = V1,A∞ =
{
C if W 6= 0,
0 if W = 0.
We consider the graded vector space V [1] with V [1]0 = V1 and V [1]1 = V0, and take a basis e1, . . . , er0
and er0+1, . . . , er0+r1 of W0 and W1, and their dual basis e
∗
1, . . . , e
∗
r0 and e
∗
r0+1, . . . , e
∗
r0+r1 . Then from
Γ-representations A, we can assign ADHM data (B1, B2, z, w) by
B1 =
[
0 Aβ
Aα 0
]
, B2 =
[
0 Aα∗
Aβ∗ 0
]
∈ HomZ2(V, V [1]),
z =
∑r0
i=1Aγie∗i +
∑r1
j=1Aδje∗r0+j ∈ HomZ2(W,V ), and w =
∑r0
i=1 eiAγ∗i +
∑r1
j=1 er0+jAδ∗j ∈ HomZ2(V,W ).
Conversely, we can assign Γ-representation from ADHM data on (W,V ) by the above equations.
For ζ = (ζ0, ζ1) ∈ R2, we define stability of Γ-representations as follows. For any sub-representation
S = S0 ⊕ S1 ⊕ S∞ of Γ-representations A = V0 ⊕ V1 ⊕ C, we put
ζ(S) = ζ0 dimS0 + ζ1 dimS1 − (ζ0v0 + ζ1v1) dimS∞,
where v0 = dimV0, v1 = dimV1.
Definition 5.1. A Γ-representation A is said to be ζ-semistable if for any sub-representation S of A, we
have ζ(S) ≤ 0. In addition, if we have ζ(S) < 0 for any S 6= 0,A, we say A is ζ-stable.
This coincides with Definition 4.2 of stability for ADHM data via the above identification between ADHM
data and Γ-representations. We remark that ζ(S) is not equal to (ζ, (dimS0, dimS1)) = ζ0 dimS0+ζ1 dimS1
when dimS∞ 6= 0. So we often consider the quotient space V/S in such a case.
5.2. ADHM data with full flags. In the rest of this section, we fix one of the walls D = ±Dα for
α = (α0, α1) ∈ R+ defined in §4.2. We choose i0 ∈ Z2 such that αi0 6= 0. When α 6= (1, 0), (0, 1), we can
choose both i0 = 0 and 1. However, for simplicity, when α is an imaginary root pδ = (p, p) for p ∈ Z>0, we
always choose i0 = 1, and set p = 1, that is, α = δ.
We have two chambers adjacent to the wall D, and write by C the one whose element ζ satisfy (ζ,α) < 0,
and by C′ the other one. We take ζD on the wall D. For Z2-graded vector spacesW =W0⊕W1, V = V0⊕V1,
we consider pairs (A, F •) of ADHM data A = (B, z, w) on (W,V ) and full flags F • of Vi0 for fixed i0 as
above. We consider ADHM data A as Γ-representations as in §5.1.
Definition 5.2. For ℓ ≥ 0, a pair (A, F •) is said to be (C, ℓ)-stable if A is ζD-semistable and any sub-
representation S = S0 ⊕ S1 ⊕ S∞ of A with ζD(S) = 0 satisfies the following two conditions:
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(1) If S∞ = 0 and S 6= 0, we have Si0 ∩ F ℓ = 0.
(2) If S∞ = C and S 6= A, we have F ℓ 6⊂ Si0 .
We write by M˜C,ℓ(w,v) moduli of (C, ℓ)-stable ADHM data on (W,V ) with full flags of Vi0 , which will be
constructed in the next subsection. We remark that ζD(S) = 0 implies that (dimS0, dimS1) is proportional
to the root α defining the wall D, and when ℓ = 0 (resp. ℓ = vi0 ), an object (A, F •) is (C, ℓ)-stable if and
only if A = (B, z, w) is C-stable (resp. C′-stable). Hence we see that M˜C,0(w,v) and M˜C,vi0 (w,v) are full
flag bundles of tautological bundles Vi0 on MC(w,v) and MC
′
(w,v) respectively.
We also interpret (C, ℓ)-stability in terms of Γ-representations as follows. We take η = (η1, . . . , ηvi0 ) ∈
(Q>0)
vi0 , and for any sub-representation S of A, we put
µζ,η(S) =
ζ(S) +
∑vi0
j=1 ηj dim(Si0 ∩ F j)
rkS
,
where rkS = dimS0+dimS1+dimS∞. We say that (A, F •) is (ζ,η)-semistable if for any non-zero proper
sub-representation S, we have
µζ,η(S) ≤ µζ,η(A) =
∑vi0
j=1 jηj
rkA .(14)
If inequality is always strict, we say that (A, F •) is (ζ,η)-stable.
We consider the following condition
vi0∑
j=1
jηj < min
(ζD,s) 6=0
|(ζ, s)|
rkA ,(15)
rkA
vi0∑
j=ℓ+1
jηj < min
 ℓ∑
j=1
jηj − rkA
rkα
(ζ,α), −
ℓ∑
j=1
jηj +
rkA
rkα
(ζ,α) + ηℓ
 ,(16)
ηk > rkA
vi0∑
j=k+1
jηj for k = 1, . . . , vi0 ,(17)
vi0∑
j=1
kjηj 6= 0 for any (k1, . . . , kvi0 ) ∈ Zvi0 \ {0} with |kj | ≤ n2,(18)
where in (15) minimum is taken over the set of all s = (s0, s1) ∈ Z2 with 0 ≤ s0 ≤ v0, 0 ≤ s1 ≤ v1, and
(ζD, s) 6= 0. We call (18) 2-stability condition following [19].
By the similar arguments as in [28, §4.1], we have the following
Proposition 5.3 ( [19, Proposition 4.2.4], [27, Lemma 5.6]). We take ζ ∈ C′, and assume that (ζ,η) satisfies
(15) and (16). Then for (A, F •), the (C, ℓ)-stability is equivalent to the (ζ,η)-stability. Furthermore the
(ζ,η)-semistability automatically implies that the (ζ,η)-stability.
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Proof. By (15), for any sub-representation S of A with ζD(S) 6= 0, we have µζ,η(S) 6=
∑vi0
j=1 jηj/ rkA, and
ζD(S) < 0 if and only if µζ,η(S) <
∑vi0
j=1 jηj/ rkA. By (16), condition (1) and (2) in Definition 5.2 holds if
and only if (14) holds for any sub-representation S of A with ζD(S) = 0. Furthermore in both cases where
ζD(S) 6= 0 and ζD(S) = 0, we see that inequality (14) is strict. Hence the assertions hold. 
We can choose ζ,η satisfying (15), (16), and (18) as follows. First, we determine neighborhood of
(ζD, (0, . . . , 0)) in R2×Qvi0 in which any (ζ,η) satisfy (15) and (18). We choose ζ near ζD and η1, . . . , ηℓ > 0
small enough such that (ζ, (η1, . . . , ηℓ, 0, . . . , 0)) satisfies (17) and
ℓ∑
j=1
jηj − ηℓ < rkA
rkα
ζ(α) <
ℓ∑
j=1
jηj .
Finally we take ηℓ+1, . . . , ηvi0 > 0 satisfying (16) and (17) such that (ζ, η1, . . . , ηvi0 ) belongs to the above
neighborhood. We use (17) and (18) in §5.4.
5.3. Enhanced master space. We introduce an enhanced master space using ADHM description. For Z2-
graded vector spaces W = W0 ⊕W1, V = V0 ⊕ V1, we consider pairs (A, F •) of ADHM data A = (B, z, w)
on (W,V ) and full flags F • of Vi0 .
Let [vi0 ] denote the set {1, . . . , vi0} of integers, and Fl = Fl(Vi0 , [vi0 ]) denote the full flag variety of Vi0 ,
where vi0 = dimVi0 . We consider natural projections ρj : Fl → Gj = Gr(Vi0 , j) to Grassmanian manifolds
Gj of j-dimensional subspace of Vi0 and pull-backs ρ
∗
jOGj (1) of polarizationsOGj (1) by Plucker embeddings.
In the following, we fix ℓ ∈ [vi0 ], and choose ζ− ∈ C, ζ ∈ C′, and η ∈ (Q>0)vi0 as follows. |ζ|, |η| are
enough smaller than |ζ−| so that any (A, F •) is (ζ−,η)-stable if and only if A is ζ−-stable, and (ζ,η) satisfy
the conditions (15), (16), and (18). We take a positive integer k enough divisible such that kζ, kζ− and kη
are all integer valued, and consider ample G-linearizations
L+ =
(OM ⊗ (det V )⊗kζ)⊠ n⊗
j=1
ρ∗jOGj (kηj),
L− =
(
OM ⊗ (detV )⊗kζ−
)
⊠
n⊗
j=1
ρ∗jOGj (kηj)
on M˜ = M˜(W,V ) = M(W,V )× Fl. We consider the composition µ˜ : M˜→ L of the projection M˜→ M and
µ : M→ L in (6), and semistable loci µ˜−1(0)+ and µ˜−1(0)− with respect L+ and L− respectively.
We put M̂ = M̂(W,V ) = P(L−⊕L+) and consider a composition µˆ : M̂→ L of the projection M̂→ M and
µ : M → L. Then we have a natural G = GL(V0)×GL(V1)-action on M̂ compatible with µˆ. We also write
by O(1) the restriction of the tautological bundle O(1) to µˆ−1(0), which defines semistable locus µˆ−1(0)ss.
We define an enhanced master space by M = [µˆ−1(0)ss/G]. The projection µˆ−1(0) → µ−1(0) induces a
proper morphism Π: M→M0(w,v).
FUNCTIONAL EQUATIONS OF NEKRASOV FUNCTIONS PROPOSED BY ITO-MARUYOSHI-OKUDA 19
We have a C∗
~
-action on M defined by
(A, F •, [x−, x+]) 7→
(A, F •, [e~x−, x+]) ,(19)
where [x−, x+] is the homogeneous coordinate of P(L− ⊕ L+). We also note that we have
(k0, k1) = k(ζ
− − ζ)(20)
in §2.3. Finally, we get C∗
~
-fixed points sets MC∗~ .
5.4. Direct sum decompositions of fixed points sets. In this section, we follow the similar argument
as in [28, §4.3].
For ADHM data with full flags (A, F •), if we have a direct sum decomposition (A, F •) = (A♭, F •♭ ) ⊕
(A♯, F •♯ ), then we put Iα = {j ∈ [vi0 ] | F jα/F j−1α 6= 0} for α = ♭, ♯ so that [vi0 ] = I♭ ⊔ I♯. Here we allow
for flags F •♭ , F
•
♯ to have repetitions, and assume that (A♯)∞ = 0. The data J = (I♭, I♯) are called the
decomposition type.
By 2-stability condition (18), we see that x ∈ µˆ−1(0)ss\(P(L−) ⊔ P(L+)) over (A, F •) ∈ M˜(r, n) represents
a C∗
~
-fixed point in M if and only if we have a decomposition (A, F •) = (A♭, F •♭ ) ⊕ (A♯, F •♯ ) safisfying the
following conditions (cf [27, Lemma 5.16]). The decomposition type J = (I♭, I♯) satisfies min(I♯) ≤ ℓ, and
there exists a ζ′ on the segment connecting ζ− and ζ such that
µζ′,η(A♭) = µζ′,η(A♯) = µζ′,η(A),(21)
and both (A♭, F •♭ ) and (A♯, F •♯ ) are (ζ′,η)-stable.
Since η is smaller enough than |ζ−|, |ζ ′|, there exists such a ζ′ such that the last equation holds if and
only if ζD(A♯) = 0. Hence the dimension vector of A♯ is multiple of α. For a fixed wall D = ±Dα for
α = (α0, α1) ∈ R+ and ℓ ∈ [vi0 ], we introduce the set
Dℓ(vi0 , αi0) = {J = (I♭, I♯) | [vi0 ] = I♭ ⊔ I♯, |I♯| ∈ αi0Z>0,min(I♯) ≤ ℓ} .(22)
For J = (I♭, I♯) ∈ Dℓ(vi0 , αi0 ), we put p = |I♯|/αi0 .
Definition 5.4. (A♯, F •♯ ) is said to be (D,+)-stable if (A♯)∞ = 0, ζD(A♯) = 0, A♯ is ζD-semistable, and
for any proper sub-representation S = S0 ⊕ S1 of A♯ with ζD(S) = 0, we have F 1♯ ∩ Si0 = 0.
Suppose that we are given a pair (A♭, F •♭ ), (A♯, F •♯ ) with the decomposition type J = (I♭, I♯) ∈ Dℓ(vi0 , αi0)
satisfying (A♭)∞ = C, (A♯)∞ = 0, and ζD(A♯) = 0. We take ζ′ on the segment connecting ζ− and ζ
satifsying (21). By (17), we have the following.
Lemma 5.5 ([19, Proposition 4.4.4],[27, Lemma 5.26]). We have the following.
(1) (A♭, F •♭ ) is (ζ′,η)-stable if and only if it is (C,min(I♯)− 1)-stable.
(2) (A♯, F •♯ ) is (ζ′,η)-stable if and only if it is (D,+)-stable.
Proof. It is similarly proven as in [27, Lemma 5.26]. 
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5.5. (D,+)-stability and ζ-stability. We put w♯ = (w♯0, w♯1), where
w♯i0 = 1, w♯i0+1 = 0.(23)
We compare (D,+)-stability on M(0, pα)×Fl(Vi0 , [vi0 ]) and ζ-stability on M(w♯, pα), where we recall that
ζ is in a chamber adjacent to the wall D ⊂ α⊥, and satisfies (ζ,α) < 0.
Lemma 5.6. For ADHM data A♯ = (B, z, w) ∈M(w♯, pα), the following hold.
(1) A♯ = (B, z, w) are ζ-stable if and only if they are ζD-semistable and there exists no proper sub-graded
vector space S of V such that B(Q∨ ⊗ S) ⊂ S, im z ⊂ S and ζD(S) = 0.
(2) When α = αm for m ∈ Z, if w = 0, then (B, 0, 0) ∈M(0, pα) is ζD-semistable ADHM data.
(3) When α = δ, if A♯ = (B, z, w) are stable, then we have w = 0.
Proof. (1) This follows directly from Definition 4.2 and choice of ζ as noted above.
(2) This follows from (1).
(3) For a ∈ Q∨, we consider a linear map Ba : V → V defined by Ba(v) = B(a ⊗ v) for v ∈ V . Then
ζD-semistablity implies that Ba|V0 : V0 → V1 is an isomorphism for some a ∈ Q∨. In particular, we can
take (1, 0), or (0, 1) as a. Via this Ba for a = (1, 0), or (0, 1), we identify V0 and V1 to get ADHM data on
(Wi0 , Vi0), and the condition in (1) implies that they are stable. Then w = 0 follows from [21, Proposition
2.8]. 
For ADHM data (A♯, F •♯ ) on (0, V♯) with full flags of V♯i0 , we take a generator of F 1♯ , that is, a non-
zero element f1♯ in F
1
♯ . We consider a new ADHM data A+♯ = (B, z, w) on (W♯, V♯) as follows, where
W♯ =W♯0 ⊕W♯1 is a Z2-graded vector space such that
w♯ = (dimW♯0, dimW♯1).
We define B ∈ HomZ2(Q∨ ⊗ V♯, V♯) by the same data as in A♯, and z ∈ HomZ2(W♯, V♯) by z(1) = f1♯ , where
1 is a generator of W♯i0 , and w = 0 ∈ HomZ2(detQ∨ ⊗ V♯,W♯).
Lemma 5.7. ADHM data (A♯, F •♯ ) are (D,+)-stable if and only if ADHM data A+♯ = (B, z, 0) are ζ-stable.
Proof. This follows from Definition 5.4 and Lemma 5.6 (1).
From this lemma and Lemma 5.6 (2), (D,+)-stable objects (A♯, F •♯ ) are parametrized by the full flag
bundle of a quotient of a tautological homomorphism W♯i0 ⊗OMζ(w♯,pα) → V♯i0 over Mζ(w♯, pα).
5.6. Moduli stacks parametrizing destabilizing objectts. For J = (I♭, I♯) ∈ Dℓ(vi0 , αi0), we see from
the previous subsection that elements (A, F •) ∈ MJ are decomposed into direct sums of (C,min(I♯) − 1)-
stable objects (A♭, F •♭ ), which are parametrized by M˜C,min(I♯)−1(w,v − pα), and (D,+)-stable objects
(A♯, F •♯ ). In this subsection, we consider moduli spaces parametrizing latter objects.
FUNCTIONAL EQUATIONS OF NEKRASOV FUNCTIONS PROPOSED BY ITO-MARUYOSHI-OKUDA 21
We fix a direct sum decomposition V = V♭ ⊕ V♯ of Z/2Z-graded vector spaces such that V♯ = V♯0 ⊕ V♯1
with V♯0 = C
pα0 and V♯1 = C
pα1 . We consider a moduli stack
M˜pα =
[(
µ˜−1(0)(D,+) × C∗ρ♯
)
/GL(V♯0)×GL(V♯1)
]
parametrizing tuples (X♯, F
•
♯ , ρ♯) of (D,+)-stable pairs (X♯, F
•
♯ ) and orientations
ρ♯ : detV
⊗k(ζ0−ζ−0 )
♯0 ⊗ detV
⊗k(ζ1−ζ−1 )
♯1
∼= C.
Here µ˜ : M˜(0, V♯)→ L(V♯) is defined in §5.3, µ˜−1(0)(D,+) is the (D,+)-stable locus of µ˜−1(0), and GL(V♯0)×
GL(V♯1) acts naturally. In the following, we put
D = (k(ζ − ζ−),α) = k ((ζ0 − ζ−0 )α0 + (ζ1 − ζ−1 )α1) .
We consider a vector bundle V∨♯i0⊗W♯i0 and write by w ∈ Γ(MC(w♯, pα),V∨♯i0⊗W♯i0) the induced section
from w ∈ HomC(V♯i0 ,W♯i0). We put
Mpα = w
−1(0).(24)
When α is an imaginary root, we have Mpα = M
C(w♯, pα) by Lemma 5.6 (3). When α is a real root, we
describe Mpα in the next subsection.
For k = 0, 1, we also write by V♯k the restriction of tautological bundle V♯k to Mpα. By Lemma 5.7, we
have the following proposition.
Proposition 5.8. M˜pα is the full flag bundle of V♯i0/OMˆpα over the quotient stack
Mˆpα =
[(
(detV♯0)⊗k(ζ0−ζ
−
0 ) ⊗ (detV♯1)⊗k(ζ1−ζ
−
1 )
)×
/C∗u
]
where D = (k(ζ − ζ−),α), and C∗u acts by fiber-wise multiplication of upD.
Proof. It is proven similarly as in [28, Proposition 6.1]. 
The homomorphism C∗u → C∗s given by s = upD induces an e´tale and finite morphism Mˆpα → Mpα of
degree 1/pD.
5.7. Destabilizing objects for real roots. We describe Mpαm for m ∈ Z. But we omit proof since we do
not use this description later, and it is proven similarly to [27, §5.4]. By the symmetry (10), we can reduce
to walls on the region defined by
ζ0 < 0, or ζ1 > 0.
So we may assume that D = Dαm .
Then ζD-stable ADHM data in M(0,αm) is unique object, written by P
(m) = P
(m)
0 ⊕ P (m)1 , up to
isomorphisms. Hence vector spaces P
(m)
0 and P
(m)
1 have T˜ -module structures. Every ζ
D-semistable ADHM
data in M(0, pαm) is isomorphic to P
(m) ⊗ Cp. An object (P (m) ⊗ Cp, F •) is (D,+)-stable if and only if
there exists no proper subspace S of Cp such that F 1 ⊂ P (m)i0 ⊗ S. If we take a generator z of F 1, this is
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equivalent to saying that z : (P
(m)
i0
)∨ → Cp is surjective via P (m)i0 ⊗ Cp ∼= HomC((P
(m)
i0
)∨,Cp). Hence Mpαm
is isomorphic to the Grassmannian Gr((P
(m)
i0
)∨, p) of surjections z ∈ HomC((P (m)i0 )∨,Cp) = V♯i.
If we write by Q the universal quotient of (P (m)i0 )∨ ⊗ OGr((P (m)i0 )∨,p) on Gr((P
(m)
i0
)∨, p), then we have
V♯ ∼= P (m) ⊗Q via the above isomorphism Mpαm ∼= Gr((P
(m)
i0
)∨, p).
5.8. Moduli stacks of fixed points sets. By the observation in §5.4, we have a decomposition,
MC∗~ =M+ ⊔M− ⊔
⊔
J∈Dℓ(vi0 ,αi0 )
MJ,
whereM± = {x∓ = 0}, andMJ is described as follows. We fix a direct sum decomposition V = V♭ ⊕ V♯ of
a Z2-graded vector space corresponding to decomposition data J, where V♭ = V♭0 ⊕ V♭1 and V♯ = V♯0 ⊕ V♯1
are also Z2-graded.
We write by VJ♭ ,VJ♯ Z2-graded tautological bundles on MJ such that we have V|MJ = VJ♭ ⊕ VJ♯ for
the Z2-graded tautological bundle V on M. We also write by V♭,V♯ Z2-graded tautological bundles on
MC,min(I♯)−1(w,v − pα), M˜pα corresponding to V♭, V♯, and write by the same letters their pull-backs to
MC,min(I♯)−1(w,v − pα)× M˜pα by projections.
Theorem 5.9 ([27, Theorem 5.18]). For C∗
~
-action on M defined by (19), we have a decomposition
MC∗~ =M+ ⊔M− ⊔
⊔
J∈Dℓ(vi0 ,αi0)
MJ
such that the followings hold.
(i) We have M+ ∼= M˜C,ℓ(w,v) and M− ∼= M˜C,0(w,v), that is, the full flag bundle Fl(Vi0 , [vi0 ]) of the
tautological bundle Vi0 over MC(w,v).
(ii) For each J = (I♭, I♯) ∈ Dℓ(vi0 , αi0), we have finite e´tale morphisms
F : SJ →MJ, G : SJ → M˜C,min(I♯)−1(w,v − pα)× M˜pα
of degree 1pD , where p = |I♯|/αi0 .
(iii) There exists a line bundle LSJ on SJ such that we have isomorphisms
L⊗pDSJ
∼=
⊗
j=0,1
G∗(detV♭j ⊗ detV♯j)k(ζj−ζ
−
j ),
F ∗VJ♭ ∼= G∗V♭, and F ∗VJ♯ ∼= G∗V♯ ⊗ e
~
pD ⊗ L∨SJ as C∗~-equivariant vector bundles on SJ.
Proof. This is similarly proven as in [27, Theorem 5.18]. 
We also recall that an obstruction theory of enhanced master space M is given by obM = idLM , where
LM is the cotangent complex of M. Then we have induced obstruction theories on M± and MJ as in
[28, §6]. Furthermore these obstruction theories gives an obstruction theory on Mpα, which is different from
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usual one for α = δ. For this reason, we must consider virtual fundamental cycles for Mpδ , while we consider
usual fundamental cycles for the other moduli spaces.
6. Proof of Theorem 3.3
In this section, we deduce functional equations of Nekrasov partition functions as an application of the
previous section. These are the similar calculations to [27, §6], hence we omit detail explanation.
In the following, we use wall-crossing formula deduced from analysis in the previous section. For simplicity,
we always assume that α is equal to αm for m ≥ 0, or δ, and i0 = 1, that is, we use full flags of V1.
6.1. Iterated cohomology classes. We prepare notation for iteration of wall-crossing formula. We con-
sider a T˜ -manifold M and T˜ -equivariant Z2-graded vector bundles V = V0 ⊕ V1 and W =W0 ⊕W1 on M .
We take f(x,y, t) ∈ Q(ε,a,m)[x,y][[t]], where x = (x1, . . . , xv0+v1),y = (y1, . . . , yr0+r1). We put
f(V ,W , t) = f(c(V0), c(V1), c(W0), c(W1), t) ∈ A∗T˜ (M)[[t]],
where c(Vi) = (c1(Vi), . . . , cvi(Vi)) and c(Wi) = (c1(Wi), . . . , cri(Wi)) are T˜ -equivariant Chern classes for
i = 0, 1. For example, we put
Fr(V0) =
2r⊕
f=1
V0 ⊗ e
mf
√
t1t2
,(25)
and consider the top Chern class e(Fr(V0)) ∈ A∗T˜ (M). Then we can take f(x1, . . . , xv0) = f(x,y, t) ∈
Q(ε,a,m)[x] such that e(Fr(V0)) = f(V0) = f(V ,W , t), where we regard f(x1, . . . , xv0) as a constant
function with respect to xv0+1, . . . , xv0+v1 , y1, . . . , yr and t.
We write by Θrel the pull backs to various moduli stacks of the relative tangent bundle of [µ˜−1(0)/G]→
[µ−1(0)/G]. We put
f˜ = f˜(V ,W , t) = f(V ,W , t) ∪ e(Θ
rel)
v1!
∈ A∗C∗
~
(M×T˜ Em)⊗Q[[t]],
where Em → Em/T˜ is any approximation of the universal bundle ET˜ → BT˜ over the classifying space.
For j > 0 and ~p = (p1, . . . , pj) ∈ Zj>0, we consider a product M~p =
∏j
i=1M
pi
α , and M × M~p for a
T˜ -equivariant manifold M . We endow T˜ -equivariant obstruction theories obMpiα on M
pi
α , and the canonical
T˜ -equivariant obstruction theory obM = idM on a T˜ -equivariant smooth manifold M . We pull-back these
obstruction theories toM×M~p by the projections and take direct sum. Then we have an obstruction theory
obM×M~p on M ×M~p and a virtual fundamental cycle [M ×M~p]vir ∈ AT˜∗ (M ×M~p). For α ∈ A∗T˜ (M ×M~p),
we write by
∫
[M~p]vir
α ∈ A∗
T˜
(M) the Poincare dual of the push-forward of α∩ [M ×M~p]vir by the projection
M ×M~p → M . Here Mpα is defined in (24) and appears in wall-crossing formula by Proposition 5.8. We
consider the restriction V♯ = V♯0 ⊕ V♯1 of Z2-graded tautological bundle on MC(w♯, pα) to the zero locus
Mpα. We write by V(i)♯0 ,V(i)♯1 the pull-backs to M ×M~p of V♯0,V♯1 on i-th component Mpiα of M~p.
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For Z2-graded T˜ -equivariant vector bundles W ,V on M , we write by the same letters the pull-backs to
the product M ×M~p, and put
f~p(V ,W , t) =
∫
[M~p]vir
Res
~1=∞
· · · Res
~j=∞
f
(
V ⊕⊕ji=1 V(i)♯ ⊗ e~i,W , t) e(⊕ji=1(V(i)♯1 /OM×M~p)∨)
e
(⊕j
i=1N(W ,V ⊕
⊕j
k=i+1 V(k)♯ ⊗ e~k ,V(i)♯ ⊗ e~i)
)(26)
in A∗
T˜
(M). Here e~ is a trivial bundle with e~-weight, and N(W ′,V ′,V ′′) is defined by
N(W ′,V ′,V ′′) = HomZ2(Q∨ ⊗ V ′,V ′′) +HomZ2(W ′,V ′′)(27)
− HomZ2(V ′,V ′′)−HomZ2(detQ∨ ⊗ V ′,V ′′)
+ HomZ2(Q∨ ⊗ V ′′,V ′) +HomZ2(detQ∨ ⊗ V ′′,W ′)
− HomZ2(V ′′,V ′)−HomZ2(detQ∨ ⊗ V ′′,V ′)
for Z2-graded vector bundles W ′,V ′,V ′′.
To describe each component MJ of MC∗~ , we consider a group action C∗~
pD
×M→M defined by
(X,F •, [x−, x+]) 7→
(
idV♭ ⊕e
h
pD idV♯
) (
X,F •, [e~x−, x+]
)
.(28)
This action is equal to the original C∗
~
-action (19), since the difference is absorbed in G-action. Then
(X♭ ⊕X♯, F •♭ ⊕ F •♯ , [x−, x+]) is fixed by this C∗~-action, and represents a C∗~ -fixed point in M. Hence we
need to multiply V(i)♯ with e~i in (26). On the other hand, e
(⊕j
i=1(V(i)♯1 /OM×M~p)∨
)
in (26) is obtained by
integrations of Θrel over Mpiα . This does not include e
~ since
Θrel =
∑
i>j
Hom (F j/F j−1,F i/F i−1) .
By the projection formula, we have f~p(x,y, t) ∈ Q(ε,a,m)[x,y][[t]] independent of M since we have
finite T-fixed points sets of M~p.
6.2. Localizations. By the main result [12, (1)] and Theorem 5.9, we have the following diagram
lim←−mA
∗
C∗
~
(M×T˜ Em)⊗C[~] C[~±1]
Π∗(·)∩[M]vir

∼=
// lim←−mA
∗(MC∗~ ×T˜ Em)⊗C C[~±1]
Π∗(·)∩([M+]vir+[M−]vir+
∑
J
[MJ]vir)

lim←−mA∗(M0(w,v)×T˜ Em)⊗C C[~, ~
−1] lim←−mA∗(M0(w,v)×T˜ Em)⊗C C[~, ~
−1]
where the upper horizontal arrow is given by
ι∗+
e(N(M+)) +
ι∗−
e(N(M−)) +
∑
J∈Dℓ(v1,α1)
ι∗J
e(N(MJ)) .
Here ~ corresponds to the first Chern class in AC
∗
~(pt) of the weight e~ ∈ C∗
~
, and ι± and ιJ are embeddings
of M± and MJ into M.
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For j0 > 0 and ~p0 = (p01, . . . , p0j0) ∈ Zj0>0, we take equivariant classes ϕ = f˜~p0(V ,W , t) on M. For the
convenience, we also put f () = f for j0 = 0. By the above diagram, we have
Π∗
(
[M]vir ∩ ϕ) = Π∗
 [M+]vir ∩ ι∗+ϕ
e(N(M+)) +
[M−]vir ∩ ι∗−ϕ
e(N(M−)) +
∑
J∈Dℓ(v1,α1)
[MJ]vir ∩ ι∗Jϕ
e(N(MJ))
 .
The left hand side is a limit of polynomials in ~, hence taking coefficients of ~−1 we have∫
M˜C,ℓ(w,v)
f˜~p0(V ,W , t)−
∫
MC(w,v)
f~p0(V ,W , t) = Res
~=∞
∑
J∈Dℓ(v1,α1)
∫
[MJ]vir
ι∗Jϕ
e(N(MJ))(29)
by Theorem 5.9 (i) and e(N(M±)) = ±(~− c1(L∨+ ⊗ L−))). Here Res~=∞ denotes the operator taking the
minus of coefficients of ~−1.
Furthermore by Theorem 5.9 (ii), Proposition 5.8, the right hand side is equal to
Res
~=∞
∑
J∈Dℓ(v1,α1)
(v1 − pα1)!(pα1 − 1)!
v1!
∫
M˜C,min(I♯)−1(w,v−pα)
f˜ (~p0,p)(V ,W , t),(30)
where p = |I♯|/α1 is determined from J = (I♭, I♯), and (~p0, p) = (p01, . . . , p0j0 , p) ∈ Zj0+1>0 .
In this expression, we deleted some line bundles and a parameter pD, since we have Res~=∞ f(~) =
pDRes~=∞ f(pD~ + a) (cf. [28, §8.2]), and M˜pα are full flag bundles of 1/pD-degree e´tale covering of Mpα
by Proposition 5.8.
6.3. Wall-crossing formula. For j > 0, we put
Sj(v1, α1) =
{
~p = (p1, . . . , pj) ∈ Zj>0
∣∣∣ j∑
k=1
pkα1 ≤ v1
}
.
For ~p = (p1, . . . , pj) ∈ Zj>0, we put |~p| = p1 + · · ·+ pj .
Theorem 6.1. We have ∫
MC′ (w,v)
f(V ,W , t)−
∫
MC(w,v)
f(V ,W , t)
=
⌊ v1α1 ⌋∑
j=1
1
αj1
∑
~p∈Sj(v1,α1)
1∏j
i=1
∑
1≤k≤i pk
∫
MC(w,v−|~p|α)
f~p(V ,W , t),(31)
where integrands f~p(V ,W , t) are defined in (26).
Proof. Let Decj(v1, α1) be the set of collections J = (I♭, I♯1, . . . , I♯j) such that
• [v1] = I♭ ⊔ I♯1 ⊔ · · · ⊔ I♯j ,
• |I♯i| = piα1 for pi ∈ Z>0 (i = 1, . . . , j), and
• min(I♯1) > · · · > min(I♯j).
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We note that Dec1(v1, α1) = Dv1(v1, α1). We consider maps σj : Decj+1(v1)→ Decj(v1, α1),
J = (I♭, I♯1, . . . , I♯j+1) 7→ σj(J) = (I♭ ⊔ I♯j+1, I♯1, . . . , I♯j),
and ρj : Decj(v1, α1)→ Sj(v1, α1), J 7→ ~pJ = ( |I♯i|α1 , . . . ,
|I♯j |
α1
).
Lemma 6.2. We have∫
MC′ (w,v)
f(V ,W , t)−
∫
MC(w,v)
f(V ,W , t)
=
j−1∑
i=1
∑
J∈Deci(v1,α1)
|I♭|!
∏i
k=1(|I♯k| − 1)!
v1!
∫
MC(w,v−|~pJ|α)
f~pJ(V ,W , t)
+
∑
J∈Decj(v1,α1)
|I♭|!
∏j
k=1(|I♯k| − 1)!
v1!
∫
M˜C,min(I♯j)−1(w,v−|~pJ|α)
f˜~pJ(V ,W , t).(32)
Proof. We prove by induction on j. In fact, for j = 1, (32) is nothing but (29) and (30) for j0 = 0 and
ℓ = v1. For j ≥ 1, we assume the formulas (32). Then again by (29) and (30), the last summand for each
J ∈ Decj(v1, α1) is equal to
|I♭|!
∏j
k=1(|I♯k| − 1)!
v1!
(∫
MC(w,v−|~pJ|α)
f~pJ(V ,W , t)
+
∑
J∈σ−1j (J)
|I♭|!(|I♯j+1| − 1)!
|I♭ ⊔ I♯j+1|!
∫
M˜
C,min(I♯j+1)−1(w,v−|~pJ|α)
f˜~pJ(V ,W , t)
 ,
where pj+1 = |I♯j+1|/α1, and (~pJ, pj+1) = ~pJ. Hence we have (32) for general j ≥ 1. 
For j > v1α1 , the set Decj(v1, α1) is empty. Thus we have∫
MC′ (w,v)
f(V ,W , t)−
∫
MC(w,v)
f(V ,W , t)
=
⌊ v1α1 ⌋∑
j=1
∑
J∈Decj(v1,α1)
|I♭|!
∏j
k=1(|I♯k| − 1)!
v1!
∫
MC(w,v−|~pJ|α)
f~pJ(V ,W , t).(33)
We note that each summand in the last sum depends only on ~pJ at this stage.
Lemma 6.3. For ~p ∈ Sj(v1, α1) and J = (I♭, I♯1, . . . , I♯j) ∈ ρ−1j (~p), we have
|ρ−1j (~p)| =
1
αj1
∏j
i=1
∑
1≤k≤i pk
v1!
|I♭|!
∏j
k=1(|I♯k| − 1)!
.
Proof. This follows from [27, Lemma 6.8] since |I♯k| = pkα1. 
By this lemma and (33), we get (31) and complete the proof of Theorem 6.1. 
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In the rest of the paper, we consider the case where
f(V ,W , t) = f(V0) = e(Fr(V0)),
where Fr(V0) is defined in (25).
6.4. Wall-crossing across Dαm . We take a real root αm = (m,m+ 1) ∈ R+, and apply (31) to the case
where C = Cm, C′ = Cm+1, and D = Dαm .
Theorem 6.4. We put k = −2v0 + 2v1 − w1. Then we have∫
MCm+1 (w,v)
e(Fr(V0)) =
∫
MCm (w,v)
e(Fr(V0)) for
{
m ≥ 0 if k ≤ 0,
m ≤ 0 if k ≥ 0.
Proof. By Theorem 6.1, it is enough to show that all summands in the right hand of (31) vanish. For k ≤ 0,
it follows from the similar arguments in [27, Theorem 2.1]. In fact, we have cohomological degrees
deg
∫
MCm+1 (w,v)
e(Fr(V0)) = deg
∫
MCm (w,v)
e(Fr(V0))
= dimMCm(w,v)− 2rv0
= 2(w0v0 + w1v1)− 2(v0 − v1)2 − 2rv0.
On the other hand, we can write summands in the right hand of (31) as
∫
MCm (w,v−jαm) e (Fr(V0))∪? for
some cohomology class ?. Therefore its degree is at most
dimMCm(w,v − jαm)− 2r(v0 − jm)
= 2w0(v0 − jm) + 2w1(v1 − jm− j)− 2(v0 − v1 + j)2 − 2rv0 + 2rjm
= 2(w0v0 + w1v1)− 2(v0 − v1)2 − 2rv0 + 2j(−2v0 + 2v1 − w1 − j)
< dimMCm(w,v)− 2rv0
if k = −2v0 + 2v1 − w1 ≤ 0 and j > 0. Hence it is zero.
For the case where k ≥ 0, we can use isomorphisms (10) to reduce the case where k ≤ 0.

When k ≤ 0, repeating this theorem, we have ∫
MC∞ (w,v)
e(Fr(V0)) =
∫
MC0 (w,v)
e(Fr(V0)), and get a
proof of Theorem 3.3 for k ≤ 0.
6.5. Wall-crossing across Dδ. We assume k ≥ 0, and apply (31) to the case where D = Dδ, C = C∞ and
C′ = −C−∞ (cf. §4.6). Here C∞ and C−∞ are defined in §4.2.
We take ζ = ζ1 ∈ C = C∞ and ζ ′ = −ζ1[1] ∈ C′ = −C−∞ as in Figure 2. For n = v0 + w14 , we put
αn =
∫
Mζ(w,v)
e(Fr(V0)), βn =
∫
Mζ′ (w,v)
e(Fr(V0))
By (12), we have ZkX1(ε,a,m, q) =
∑
αnq
n.
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On the other hand, by Theorem 6.4, the integrations over Mζ
0
(w,v) for ζ0 ∈ C0 and Mζ1[1](w,v)
are same. Furthermore, since we have a T˜ -equivariant isomorphism Mζ
1[1](w,v) ∼= M−ζ1[1](w,v) by (11)
modulo the automomorphism of G× T˜ , we can show that ZkX0(ε,−a,−m, q) =
∑
βnq
n similarly as in [28,
§3.2].
From the combinatorial description in §B, we can show ZkXκ(−ε,−a,−m, q) = ZkXκ(ε,a,m, q) as in [26,
Lemma 6.3 (3)]. Hence to prove Theorem 3.3 for k ≥ 0, we must show
αn =
v0∑
k=0
(−1)krur(ur + 1) · · · (ur + k − 1)
k!
βn−k,(34)
which will be proved in the rest of this section by the similar argument as in [28].
We compute f~p(V ,W , t) = f~p(V0), and substitute it into (31). This is reduced to integrations over
Mpδ =M
C∞(w♯, pδ) as in §6.1, where w♯ = (0, 1) as defined in (23). The T˜ -fixed points set MC∞(w♯, pδ)T˜
has a bijection to the set of pairs ~Y = (Y 1, Y 2) of Young diagrams such that |~Y | = |Y 1| + |Y 2| = p as in
Proposition B.2 in Appendix. We write by I~Y (− 12C) the corresponding element of MC∞(w♯, pδ)T˜ . We also
consider the embedding
ι~Y : M˜
C∞,min(I♯)−1(w,v − pδ)×
{
I~Y (−
1
2
C)
}
→ M˜C∞,min(I♯)−1(w,v − pδ)×MC∞(w♯, pδ).
Proposition 6.5. For ~p = (p1, . . . , pj) ∈ Zj>0, we have
f~p(V0) = e(Fr(V0)) ∪ (−1)r|~p|+jujr
where |~p| = p1 + · · ·+ pj, and
ur =
(ε1 + ε2)
(
2
∑r
α=1 ak +
∑2r
f=1mf
)
2ε1ε2
.
Proof. It is enough to show for j = 1 and ~p = p ∈ Z>0, since we can similarly prove for general j > 0. We
have fp(V0) = f(V0) ∪Ψp = e(Fr(V0)) ∪Ψp, where
Ψp =
∑
|~Y |=p
Res
~=∞
ι∗~Y e(Fr(V♯0 ⊗ e~))
ι∗~Y e(N(W ,V ,V♯ ⊗ e~))
·
ι∗~Y e(V♯1/OMC∞ (w♯,pδ))
ι∗~Y e(N
♯
~Y
)
.
HereN♯~Y = TI~YM
C∞(w♯, pδ)/HomZ2(detQ
∨⊗V♯,W♯) is the virtual normal bundle induced from the unusual
obstruction theories on Mpδ defined similarly as in [28, §7.2], and TI~YMC∞(w♯, pδ) is the tangent space at
I~Y in M
C∞(w♯, pδ). Since detQ = t1t2 as a T˜ -module, we have
ι∗~Y e(V♯1/OMC∞ (w♯,pδ))
ι∗~Y e(N
♯
~Y
)
=
ι∗~Y e(V♯1/OMC∞ (w♯,pδ) ⊕ V∨♯1 ⊗ t1t2)
ι∗~Y e(TM
C∞(w♯, pδ))
.
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Here we may only take pairs of Young diagrams ~Y = (Y 1, Y 2) such that either one of Y 1 or Y 2 is the empty
set. For if neither one is not empty, we see by Proposition B.5 that there is a two dimensional trivial T˜ -
submodule in the fiber of V♯ over the fixed point corresponding to ~Y , and the Euler class e(V♯/OMC∞ (w♯,pδ))
vanishes there.
On the other hand, we have
Res
~=∞
ι∗~Y e(Fr(V♯0 ⊗ e~))
ι∗~Y e(N(W ,V ,V♯ ⊗ e~))
= p
2 r∑
α=1
ak +
2r∑
f=1
mf
+
4(rankV1 − rankV0 − w1)ι∗~Y (c1(detV♯1)− c1(detV♯0))
since rankV♯1 − rankV♯0 = p− p = 0. By Proposition B.5, we have
ι∗~Y (c1(detV♯1)− c1(detV♯0)) =
{
pε1 if ~Y = (Y, ∅)
pε2 if ~Y = (∅, Y ).
Furthermore by [28, Proposition 8.1] and Proposition B.5 and B.7, we have
∑
|Y 1|+|Y 2|=p,Y j=∅
ι∗~Y e(V♯1/OMC∞ (w♯,pδ) ⊕ V∨♯1 ⊗ t1t2)
ι∗~Y e(TM
C∞(w♯, pδ))
=
{
ε+
2pε1(ε2−ε1) if j = 2
ε+
2pε2(ε1−ε2) if j = 1.
Combining these together, we get the assertion. 
By (31) and Proposition 6.5, we get (34), and complete the proof of Theorem 3.3.
Appendix A. Construction of framed moduli on Xκ
We show that moduli of ADHM data gives framed moduli on Xκ for κ = 0, 1. This is just a slight
modification of the proof of [22, Theorem 2.2] to the relative setting.
A.1. Beilinson complex. We consider tautological bundles R0 = OXκ and R1 = OXκ(F − ℓ∞), and put
R = R0 ⊕ R1 as in §3.1. For i ∈ Z/2Z, we define tautological homomorphisms ξi : Ri → Ri+1(ℓ∞) and
ξ¯i : Ri+1 → Ri(ℓ∞) so that ξ¯iξi = ξi−1ξ¯i−1 on both X0 and X1 as follows. On X0, we define ξi and ξ¯i by
the multiplication of x1 and x2 respectively, where [x0, x1, x2] is the homogeneous coordinate of P
2. On X1,
we define ξ0, ξ1, ξ¯0 and ξ¯1 by the multiplication of x1, yx1, yx2 and x2 respectively, where we use description
of X1 in §3.5. By the construction (4) and (5), these define homomorphisms ξi, ξ¯i on both X0 and X1, and
satisfy ξ¯iξi = ξi−1ξ¯i−1. We can also check easily that these homomorphisms coincide on X0 \ O ∼= X1 \ C.
We put
Ξ = e⊗
[
0 ξ1
ξ0 0
]
+ e¯⊗
[
0 ξ¯0
ξ¯1 0
]
∈ HomZ2(Q∨ ⊗R,R(ℓ∞)),
where e, e¯ is a basis of Q.
We take ζ = (ζ0, ζ1) ∈ R2 such that
ζ0 + ζ1 < 0, ζ0 < 0(35)
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and does not lie on any wall. For a moduli Mζ(w,v) of ADHM data on Z/2Z-graded vector spaces W,V ,
we also have tautological bundle Wi,Vi for i ∈ Z/2Z corresponding to Wi, Vi, and put V = V0 ⊕ V1,W =
W0⊕W1. We write by B : Q∨⊗V → V , z : W → V and w : detQ⊗V → W the tautological homomorphism
corresponding to B, z and w in Definition 4.1.
We consider the following complex on Xκ ×Mζ(w,v):
HomZ2(detQ⊗ p∗1R∨(ℓ∞), p∗2V) σ→
HomZ2(Q⊗ p∗1R∨, p∗2V)
⊕
HomZ2(p∗1R∨, p∗2W)
τ→ HomZ2(p∗1R∨(−ℓ∞), p∗2V),(36)
where p1 and p2 are projections to the first and second components respectively. We call this Beilinson
complex. The differentials σ and τ are defined by
σ(η) =
[
Bηx0 − ηΞ∨
wηx0
]
, τ(η′, γ) =
[
Bη′x0 − η′Ξ∨
zγx0
]
.
Here η ∈ HomZ2(detQ⊗ p∗1R∨(ℓ∞), p∗2V), η′ ∈ HomZ2(Q ⊗ p∗1R∨, p∗2V), γ ∈ HomZ2(p∗1R∨, p∗2W), and Ξ∨ is
the dual of Ξ, and we regard x0 as a homomorphism among suitable line bundles. We write by the same
symbol B the composition of the natural injection detQ⊗V → Q⊗Q⊗V and idQ⊗B : Q⊗V → Q⊗Q⊗V .
We use same notation for Ξ∨. Then this is just a relative version of (9), since Q = Q0⊕Q1 is a Z/2Z-graded
vector space with Q0 = 0 and Q1 = C
2.
By the condition (35), we can show that the restriction of σ and τ to X1 × {m} for any closed point
m ∈Mζ(w,v) is injective and surjective respectively as a sheaf homomorphism by the similar argument as
in [26]. Hence, using [18, Theorem 22.5], we see that E = ker τ/ imσ is flat over Mζ(w,v). This gives a
family of framed sheaves (E ,Φ) on Xκ ×Mζκ(w,v), where Φ is naturally given by restricting the Beilinson
complex (36) to ℓ∞ ×Mζ(w,v). We call (E ,Φ) a universal framed sheaf, and will check that this is true in
the rest of this section.
We take ζ0 ∈ C0 and ζ1 ∈ C+. Then we have a morphism from Mζκ(w,v) to framed moduli MXκ(c) on
Xκ for κ = 0, 1, where c ∈ A(IXκ) is defined by (7) and (8). That is, if we have a family of ADHM data on a
scheme S, we have a morphism S →Mζκ(w,v), and the pull-back (ES ,ΦS) of universal framed sheaf (E ,Φ)
to Xκ × S is a flat family over S of framed sheaves on Xκ. This gives a morphism Mζκ(w,v) → MXκ(c),
and by [22], this is bijection at least set theoretically.
A.2. Resolution of diagonal on Xκ×Xκ. To construct the converse MXκ(c)→Mζ
κ
(w,v), we consider
resolutions of diagonals ∆∗OXκ on Xκ ×Xκ, where ∆: X◦κ → X◦κ ×X◦κ is the diagonal embedding.
First we construct resolutions on X◦κ ×X◦κ. We regard X◦0 ×X◦0 as [Q×Q/H1 ×H2], where H1 and H2
are copies of H = {± idQ} and acts on the first and second components respectively. Then ∆∗OX0 can be
identified with OQ ⊕O−Q, where
−Q = {((x1, x2),−(x1, x2)) ∈ Q×Q | (x1, x2) ∈ Q = C2}.
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We consider the following complex on X◦κ ×X◦κ :
(37) HomZ2(p∗1R∨, p∗2R∨)|X◦0×X◦0
d−2→ HomZ2(Q∨ ⊗ p∗1R∨, p∗2R∨)|X◦0×X◦0
d−1→ HomZ2(detQ∨ ⊗ p∗1R∨, p∗2R∨)|X◦0×X◦0
d0→ ∆∗OX◦κ .
Here d−2, d−1 is defined by replacing B in first components of σ, τ in (36) with Ξ∨. The last differential
d0 is defined by the restriction to the diagonal and taking the contraction, where p
∗
2R|−Q on −Q ∼= Q is
identified with R by multiplication of −1. This gives a resolution of the diagonal ∆∗OXκ by [21, Lemma
4.10] and [22, 3(iii)], and they are identified on X0 \O ∼= X1 \C. This complex without the last component
can be viewed as a special case of (36) where W = 0.
But when W = 0, we need to change definition of stability. We take ζ such that (ζ,v) = 0.
Definition A.1. We say that ADHM data (B, 0, 0) on W = 0, V are ζ-semistable if the following conditions
hold: For any Z2-graded subspace S of V , if Bi(S) ⊂ S, then we have ζ(S) ≤ 0. They are said to be ζ-stable
when the strict inequality always holds for non-trivial proper subspace S.
For ζ = ζ(1,−1) with ζ > 0 and δ = (1, 1), we have an isomorphism Mζ(0, δ) ∼= X◦1 = X1 \ ℓ∞ such
that tautological bundles V0,V1 coincide with R0,R1, and B = ξ. Hence d−1 and d−2 in (37) are naturally
obtained from (36).
To extend the complex (37) on X◦κ to the compactification Xκ, we identify X0×X0 with [P2×P2/H1×H2]
as above, where H1 and H2 are copies of H and acts on the first and second components respectively. We
construct a resolution of the diagonal on X0 ×X0 as complexes of H1 ×H2-equivariant vector bundles on
P2 × P2. We construct vector bundles Q on X0 and X1 by
Q = coker(x0 ⊕ ξ0 ⊕ ξ¯1 : OXκ(−ℓ∞)→ OXκ ⊕R1 ⊕R1).
On X0 ×X0, we consider a map p∗2O(−ℓ∞)→ C[H ]⊗ p∗1Q, defined by x2 7→
∑
γ∈H γ ⊗ ϕ(γx2), where ϕ
is defined by the compositions
p∗2OP2(−1)→ p∗1OP2 ⊗ (C⊕Q)→ p∗1OP2 ⊗ (C⊕Q)/p∗2OP2(−1)
on P2 × P2. Here (γ1, γ2) ∈ H1 ×H2 acts on C[H ] by γ1γγ−12 . Then this map is H1 ×H2-equivariant.
Hence we have a section s ∈ H(X0 ×X0,C[H ]⊗OX0(ℓ∞) ⊠Q), whose zero locus is equal to ∆∗OX0 =
OP2 ⊕O−P2 , and the Koszul resolution
0→ C−20 → C−10 → C00 → ∆∗OX0 = OP2 ⊕O−P2 → 0.(38)
Here −P2 = {([x0, x1, x2], [x0,−x1,−x2]) ∈ P2 × P2 | [x0, x1, x2] ∈ P2}, and
C00 = C[H ]⊗OX0×X0 , C−10 = C[H ]⊗Q∨ ⊠OX0(−ℓ∞), C−20 = C[H ]⊗ detQ∨ ⊠OX0(−2ℓ∞).
We have Q|X◦0 ∼= OC2 ⊗Q, and C[H ] ∼=
⊕
i∈Z/2ZHom(R
∨
i , R
∨
i ), where R0 and R1 are trivial and non-trivial
irreducible H-representations. We can identify R0 and R1 with H-equivariant line bundles OP2 ⊗ R0 and
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OP2 ⊗R1. Then we have isomorphisms
C−20 |X◦0×X◦0 ∼= HomZ2(p∗1R∨, p∗2R∨)|X◦0×X◦0 , C−10 |X◦0×X◦0 ∼= HomZ2(Q∨ ⊗ p∗1R∨, p∗2R∨)|X◦0×X◦0 ,
and C00 |X◦0×X◦0 ∼= HomZ2(detQ∨ ⊗ p∗1R∨, p∗2R∨)|X◦0×X◦0 . Via these isomorphisms, we can check that the
complex (38) coincides with (37).
Hence we can patch the restriction of (38) to (X0\O)×(X0\O) and (37) on X◦1×X◦1 to get the resolution
of the diagonal on X1 ×X1:
0→ C−21 → C−11 → C01 → ∆∗OX1 → 0.(39)
Here we can write C−2κ =
⊕
i∈Z/2ZR∨i (−2ℓ∞) ⊠ Ri ⊗ detQ∨, C−1κ =
⊕
i∈Z/2ZR∨i (−ℓ∞) ⊠ Ri ⊗ Q∨, and
C0κ =
⊕
i∈Z/2ZRi ⊠Ri for κ = 0, 1.
A.3. Beilinson spectral sequence. For a finitely generated C-algebra A, we put S = SpecA. Here we
consider families of framed sheaves (ES ,ΦS) on Xκ × S, where ES is a torsion free sheaf on Xκ × S flat
over S, and ΦS : ES |ℓ∞×S ∼= W ⊗OP1×S is an isomorphism. Pulling back resolutions (38) and (39), we get
resolutions of diagonals on Xκ ×Xκ × S.
We construct Beilinson complexes from framed sheaves (ES ,ΦS). We consider
Rp1∗(p∗2ES(−ℓ∞)⊗∆∗OXκ) = Rp1∗(p∗2ES(−ℓ∞)⊗ C•κ)
as a double complex, where p1, p2 : Xκ×Xκ×S → Xκ×S are the first and second projections, and C•κ is the
complex in (38) and (39). We have a spectral sequence associated to this double complex, whose E2-term
is given by
Epq2 = R
qp1∗(p∗2ES(−ℓ∞)⊗ Cpκ).
Explicitly, we have
Epq2 =

⊕
i∈Z/2ZR∨i (−2ℓ∞)⊠ RqpS∗(ES(−2ℓ∞)⊗Ri) for p = −2,⊕
i∈Z/2ZR∨i (−ℓ∞)⊠ RqpS∗(ES(−ℓ∞)⊗Ri ⊗Q∨) for p = −1,⊕
i∈Z/2ZR∨i ⊠ RqpS∗(ES(−ℓ∞)⊗Ri) for p = 0,
where pS : Xκ × S → S is the projection.
We need the following vanishing lemma.
Lemma A.2. For i = 0, 1, we have{
RqpS∗(ES(−kℓ∞)⊗Ri) = 0 for k = 1, 2, q = 0, 2
RqpS∗(ES(−ℓ∞)⊗Ri ⊗Q∨) = 0 for q = 0, 2.
Proof. This follows from [21, Lemma 2.4]. 
From this lemma, Vi = R1pS∗(ES(−2ℓ∞)⊗Ri),V ′i = R1pS∗(ES(−ℓ∞)⊗Ri), and W˜ = R1pS∗(ES(−ℓ∞)⊗
Ri ⊗Q∨) are vector bundles on S. Furthermore, the complex E•12 (ℓ∞) on Xκ × S
0→
⊕
i∈Z/2Z
R∨i (−ℓ∞)⊠ Vi a→
⊕
i∈Z/2Z
R∨i ⊠ W˜ b→
⊕
i∈Z/2Z
R∨i (ℓ∞)⊠ V ′i → 0(40)
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satisfies ker a = 0, coker b = 0, and ES ∼= ker b/ ima.
We can write
a =
[
x0 idR0 ⊠a00 ξ1 ⊠ a11 + ξ¯1 ⊠ a12
ξ0 ⊠ a
0
1 + ξ¯0 ⊠ a
0
2 x0 idR1 ⊠a
1
0
]
, b =
[
x0 idR0 ⊠b00 ξ1 ⊠ b11 + ξ¯1 ⊠ b12
ξ0 ⊠ b
0
1 + ξ¯0 ⊠ b
0
2 x0 idR1 ⊠b
1
0
]
.
We put V =⊕1i=0 Vi, W˜ =⊕1i=0 W˜i and V ′ =⊕1i=0 V ′i, and
a0 =
[
a00 0
0 a10
]
, ak =
[
0 a1k
a0k 0
]
, b0 =
[
b00 0
0 b10
]
, bk =
[
0 b1k
b0k 0
]
for k = 1, 2. Then we have a0, a1, a2 ∈ HomS(V , W˜) and b0, b1, b2 ∈ HomS(W˜ ,V ′).
Over X0 \O ∼= X1 \ C, we can write
a = a0x0 + a1x1 + a2x2, b = b0x0 + b1x1 + b2x2.
Since ba = 0, we have biai = 0, biai+1 + bi+1ai = 0 for i ∈ Z/3Z. Restricting the complex (40) to ℓ∞, we
have
0→ OP1(−1)⊠ V
a|ℓ∞→ OP1 ⊠ W˜
b|ℓ∞→ OP1(1)⊠ V ′ → 0,
where a|ℓ∞ = x1⊠a1+x2⊠a2, b|ℓ∞ = x1⊠ b1+x2⊠ b2, and we regard V , W˜ and V ′ as H-equivariant vector
bundles on S by Z/2Z-grading.
By the similar arguments as in [21, §2.1] using framing Φ: E|ℓ∞×S ∼=W⊗OP1×S , we see that b1a2 = −b2a1
gives an isomorphism V ∼= V ′, and W˜ = im a1 ⊕ im a2 ⊕W ∼= V ⊕ V ⊕W , where W = ker b1 ∩ ker b2. Via
these identifications, we have
a1 =
− idV0
0
 , a2 =
 0− idV
0
 , b1 = [0 − idV 0] , b2 = [idV 0 0] .
From the condition ba = 0, we can write
a0 =
B1B2
w
 , b1 = [−B2 B1 z]
with [B1, B2] + zw = 0. By [22, Proposition 4.1] and [21, Lemma 2.7], these are family of ζ
κ-stable ADHM
data with ζ0 ∈ C0 and ζ1 ∈ C+.
A.4. Isomorphisms of moduli spaces. We summarize results in the previous subsection. If we have a
family of framed sheaves (ES ,ΦS) on Xκ×S, then we have a family of ζκ-stable ADHM data (B1, B2, z, w)
on S. This defines a morphism to S →Mζκ(w,v) such that the pull back of the complex (36) coincides with
the complex (40). This means that the pull-back of the universal framed sheaf (E ,Φ) on Xκ ×Mζκ(w,v)
is isomorphic to (ES ,ΦS). Furthermore such a morphism is unique, since isomorphisms of framed sheaves
induces isomorphisms of ADHM data. Hence we get a morphism MXκ(c)→Mζ
κ
(w,v).
Together with §A.1, we have two morphisms between Mζκ(w,v) and MXκ(c). To check whether these
are converse to each other, it is enough to see set theoretically that the compositions are identities, and this
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is proven in [22, Theorem 2.2]. Hence Mζ
κ
(w,v) is a moduli of framed sheaves on Xκ, and we complete
the proof of Theorem 4.3.
To extend Theorem 4.3, we introduce m-stability for framed sheaves on X1. For the following definition,
we put C˜ = ℓ∞ − F = 12C.
Definition A.3. For m ∈ Z≥0, a framed sheaf (E,Φ) on X1 is said to be m-stable if E(−mC˜) is perverse
coherent, i.e.,
(i) HomX1(E(−mC˜),OC(−1)) = 0,
(ii) HomX1(OC , E(−mC˜)) = 0,
(iii) E(−mC˜) is torsion free outside C.
For c ∈ A(IX1), we write by MmX1(c) the moduli space of m-stable framed sheaves (E,Φ) on X1 with
c˜h(E) = c in A(IX1). We can show the following theorem similarly as in [27], but we will give a proof
elsewhere.
Theorem A.4. We have an isomorphism between MCm(w,v) and MmX1(c), where we put
c = (w0 + w1)[X1] + (−2v0 + 2v1 − w1) C
2
−
(
v0 +
w1
4
)
P + (w0 − w1)ℓ1∞ ∈ A(IX1).
By this theorem and Theorem 4.3, we have MmX1(c)
∼=MX1(c) for m≫ 0, and M0X1(c) ∼=MX0(c).
Appendix B. Combinatorial description of partition functions
Following the same arguments as in [26], we give a combinatorial description of Nekrasov partition
functions ZXκ for κ = 0, 1, and compare with the original Nekrasov partition function Z defined from
framed moduli M(r, n) of torsion free sheaves on the plane P2 with the rank r and c2 = n.
In the following, we consider MXκ(c) for κ = 0, 1, where
c = r[X1] + k[C]− n[P ] + r¯[ℓ1∞] ∈ A(IX1),
and for κ = 0, c ∈ A(IX0) is defined via the equivalence F : D(X0) ∼= D(X1) in Proposition 3.1. We put
r0 = (r + r¯)/2 and r1 = (r − r¯)/2.
B.1. Fixed point sets of framed moduli. For T˜ -action on MXκ(c) defined in §3.5, we consider fixed
point sets MXκ(c)
T˜ in MXκ(c).
Proposition B.1. For c ∈ A(IX0) as in Theorem 4.3, the set of fixed points of MX0(c) consists of pairs(
r0⊕
α=1
Iα ⊕
r⊕
α=r0+1
Iα (F − ℓ∞) ,Φ
)
,
where Iα are ideal sheaves supported on P , and Φ is a direct sum of natural isomorphisms Iα|ℓ∞ ∼= Oℓ∞ for
α = 1, . . . , r0 and Iα(F − ℓ∞)|ℓ∞ ∼= Oℓ∞⊗ (−1) for α = r0+1, . . . , r0+ r1. Furthermore each Iα corresponds
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to a Young diagram Yα for α = 1, . . . , r such that
vs =
r∑
α=1
♯{(i, j) ∈ Yα | lα + (i− 1) + (j − 1) ≡ s mod 2},
for s = 0, 1, where l1 = · · · = lr0 = 0 and lr0+1 = · · · = lr0+r1 = 1.
Proof. For a T˜ -fixed point (E,Φ) ∈MX0(c), we consider E ∈ CohX0 as a Z2-equivariant torsion free sheaf
on P2. As in [26, Proposition 2.9], we have an eigen-vector decomposition of E for T˜ -action. Since T˜ -action
is compatible with Z2-action, this gives a decomposition of sheaves on X0. 
Proposition B.2. For c ∈ A(IX1) as in Theorem 4.3, the set of fixed point of MX1(c) consists of pairs(
r⊕
α=1
Iα(kαC),Φ
)
,
where Iα are ideal sheaves supported on {P1, P2}, and Φ is a direct sum of natural isomorphisms Iα(kαC)|ℓ∞ ∼=
OP1 ⊗ (−1)2kα . Vectors ~k = (k1, . . . , kr) ∈ 12Zr satisfy k1, . . . , kr0 ∈ Z, kr0+1, . . . , kr ∈ 12 + Z, and∑r
α=1 kα = k. Furthermore each Iα corresponds to a pair of Young diagrams (Y
1
α , Y
2
α ) for α = 1, . . . , r
such that
∑r
α=1
(
k2α + |Y 1α |+ |Y 2α |
)
= n.
Proof. (E,Φ) ∈MX1(c) is fixed by T r-action if and only if it has eigenvector decomposition E = I1⊕· · ·⊕Ir
and Φ is direct sum of isomorphisms Ii ∼= Oℓ∞ of the i-th factor for each i = 1, . . . , r. 
In the following, we compute T˜ -modulue structures of fibers of T˜ -equivariant vector bundles on framed
moduli. These are considered as elements of the representation ring R(T˜ ) of the torus T˜ . We identify it
with the Laurent polynomial ring Z[t±1 , t
±
2 , e
±
1 , . . . , e
±
r ,m
±
1 , . . . ,m
±
2r]. We also consider Z2-grading of R(T˜ )
as S in §4.3, that is, defined by deg t1 = deg t2 = deg er0+1 = · · · = deg er = 1, and deg e1 = deg er0 =
deg µ1 = · · · = deg µ2r = 0. For an element F ∈ R(T˜ ), the degree s part is denoted by [F ]s for s ∈ Z2.
B.2. T˜ -module structures of tautological bundles on framed moduli. We compute T˜ -module struc-
tures of tautological bundles V0 = R1p∗E(−ℓ∞),V1 = R1p∗E(−F ) over T˜ -fixed points of framed moduli,
where E are universal sheaves on Xκ ×MXκ(α), and p : Xκ ×MXκ(α)→MXκ(α) is the projection.
Proposition B.3. For a fixed point (E,Φ) ∈ MX0(c) corresponding to a datum ~Y = (Y1, . . . , Yr), we have
isomorphisms Vs|(E,Φ) ∼=
⊕r
α=1
⊕
(i,j)∈Yα [eαt
−i+1
1 t
−j+1
2 ]s of T˜ -modules, where [eαt
−i+1
1 t
−j+1
2 ]s is the degree
s parts of eαt
−i+1
1 t
−j+1
2 in R(T˜ ) for s = 0, 1.
Proof. We compute Vs|(E,Φ) = H1(X0, E(s(ℓ∞ − F ) − ℓ∞)) as follows. We have a decomposition E =⊕r
α=1 eαIYα . For each α, we consider an exact sequence
0→ OZα(s(ℓ∞ − F ))→ IYα(s(ℓ∞ − F )− ℓ∞)→ OX0(s(ℓ∞ − F )− ℓ∞)→ 0,
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where Zα is a 0-dimensional sub-scheme of P
2 defined by IYα . Hence we haveH
1(X0, IYα)
∼= H0(X0,OZα(s(ℓ∞−
F ) − ℓ∞)). This is the space of Z2-invariant sections of OZα ⊗ (−1)s, where (−1)s denote representations
H = {±1} → C∗,m 7→ ms for s = 0, 1. This gives the assertion. 
For tautological bundles on the minimal resolution X1, we need the following computations. For k ∈ 12Z,
we consider a T 2-equivariant sheaf OX1(kC − ℓ∞) and a T 2-modules Lk(t1, t2) = H1(X1,OX1(kC − ℓ∞)).
Lemma B.4. We have the following isomorphisms of T 2-modules.
Lk(t1, t2) ∼=

⊕
i,j≥0
i+j≤2k−2
i+j≡2k mod 2
ti+11 t
j+1
2 if k >
1
2
⊕
i,j≥0
i+j≤−2k−2
i+j≡2k mod 2
t−i1 t
−j
2 if k < − 12
0 otherwise
Proof. For k = 0,± 12 , since χ(OX1 (kC − ℓ∞)) = 0 we have H1(X1,OX1(kC − ℓ∞)) = 0 by Lemma A.2. For
k > 12 we consider the exact sequence
0→ OX1((k − 1)C − ℓ∞)→ OX1(kC − ℓ∞)→ OC(kC) = OP1(−2k)→ 0.
From the cohomology long exact sequence
0→ H1(X1,OX1((k − 1)C − ℓ∞))→ H1(X1,OX1(kC − ℓ∞))→ H1(P1,OP1(−2k))→ 0
we get a decomposition H1(X1,OX1(kC − ℓ∞)) = H1(X1,OX1((k− 1)C − ℓ∞))⊕H1(P1,OP1(−2k)). Since
we have the T 2-equivariant dualizing sheaf t−11 t
−1
2 OP1(−2), by the Serre duality we have
H1(P1,OP1(−2k)) = (t−11 t−12 H0(P1,OP1(2k − 2))∗ =
⊕
i,j≥0,i+j=2k−2
ti+11 t
j+1
2 .
Repeating this we get the assertion.
For k < − 12 , we consider the exact sequence
0→ OX1(kC − ℓ∞)→ OX1 ((k + 1)C − ℓ∞)→ OC((k + 1)C) = OP1(−2k − 2)→ 0.
We get a decomposition
H1(X1,OX1(kC − ℓ∞)) = H1(X1,OX1((k + 1)C − ℓ∞))⊕H0(P1,OP1(−2k − 2)).
Repeating this procedure we get the assertion. 
Proposition B.5. For a T˜ -fixed point (E,Φ) ∈MX1(c) corresponding to a datum (~k, ~Y 1, ~Y 2), the T˜ -module
Vs|(E,Φ) is isomorphic to
r⊕
α=1
eα
Lkα+ s2 (t1, t2)⊕ ⊕
(i,j)∈Y 1α
t
2(kα−i+1+ s2 )
1
(
t2
t1
)−j+1
⊕
⊕
(i,j)∈Y 2α
(
t1
t2
)−i+1
t
2(kα−j+1+ s2 )
2

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for s = 0, 1.
Proof. The torsion free sheaf E is decomposed into
⊕r
α=1 Iα(kαC). The T
r-action on each component
H1(X1, Iα
((
kα +
s
2
)
C − ℓ∞
)
) is given by a multiplication of eα for α = 1, . . . , r. Hence it is enough to
compute a T 2-module structure on H1(X1, Iα
((
kα +
s
2
)
C − ℓ∞
)
) induced by the natural T 2-equivariant
structure on Iα
((
kα +
s
2
)
C − ℓ∞
)
. By the exact sequence
0→ Iα
((
kα +
s
2
)
C − ℓ∞
)
→ OX1
((
kα +
s
2
)
C − ℓ∞
)
→ OZα
((
kα +
s
2
)
C − ℓ∞
)
→ 0,
we get a decomposition H1(X1, Iα
((
kα +
s
2
)
C − ℓ∞
)
) = Lkα(t1, t2) ⊕H0(X1,OZα(kαC − ℓ∞)). We have
Z = Z1α ∐ Z2α, where Ziα is the sub-scheme supported at Pi corresponding to Y iα. The multiplication of
yx2ki /x
2k−1
0 gives an equivariant isomorphism OZiα(kαC − ℓ∞) ∼= t2kαi OZiα for i = 1, 2. Hence we have the
desired isomorphism
H0
(
X1,OZα
((
kα − s
2
)
C − ℓ∞
))
∼=
⊕
(i,j)∈Y 1α
t
2(kα−i+1+ s2 )
1
(
t2
t1
)−j+1
⊕
⊕
(i,j)∈Y 2α
(
t1
t2
)−i+1
t
2(kα−j+1+ s2 )
2 .

B.3. T˜ -module structures of tangent bundles on framed moduli. We also compute the T˜ -module
structure of the tangent bundle of framed moduli MXκ(c). Let Yα = {λα,1, λα,2, · · · , } be a Young diagram
where λα,i is the height of the i-th column. We set λα,i = 0 when i is larger than the width of the diagram
Yα. Let Y
T
α = {λ′α,1, λ′α,2, · · · } be its transpose. For a box s = (i, j) in the i-th column and the j-th row,
we define its arm-length aYα(s) and leg-length lYα(s) with respect to the diagram Yα by aYα(s) = λα,i − j
and lYα(s) = λ
′
α,j − i.
We consider framed moduli M(r, n) of torsion free sheaves on the plane P2 with the rank r and c2 = n.
We recall from [26, Theorem 2.11] that the fibre of TM(r, n) over a fixed point corresponding to a datum
~Y1 = (Y1, . . . , Yr) consisting of Young diagrams is isomorphic to
⊕r
α,β=1Nα,β(t1, t2) as T˜ -modules, where
Nα,β(t1, t2) = eβe
−1
α ×
⊕
s∈Yα
(
t
−lYβ (s)
1 t
aYα (s)+1
2
)
⊕
⊕
t∈Yβ
(
t
lYα (t)+1
1 t
−aYβ (t)
2
) .
Proposition B.6. The fibre of TMX0(c) over a fixed point corresponding to a datum ~Y = (Y1, . . . , Yr) is
isomorphic to T˜ -modules
⊕r
α,β=1[Nα,β(t1, t2)]0, where [Nα,β(t1, t2)]0 is the degree 0 parts of Nα,β(t1, t2) in
R(T˜ ).
Proof. Let (E,Φ) be a T˜ -fixed point corresponding to ~Y . Then the T˜ -module structure of T(E,Φ)MX0(c) =
ExtX0(E,E(−ℓ∞)) is computed similarly as in [26, Theorem 2.11]. But in addition we must take Z2-invariant
sections. In this way we get the assertion. 
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We also compute the T˜ -module structure of the tangent bundle of MX1(c).
Proposition B.7. The fibre of the tangent bundle TMX1(c) over a fixed point corresponding to a datum
(~k, ~Y 1, ~Y 2) is isomorphic to
r⊕
α,β=1
(
eβe
−1
α Lkβ−kα(t1, t2)⊕ t2kβ−2kα1 M1α,β(t1, t2)⊕ t2kβ−2kα2 M2α,β(t1, t2)
)
as a T˜ -module, where M1α,β(t1, t2) (resp. M
2
α,β(t1, t2)) is equal to Nα,β(t
2
1, t2/t1) (resp. Nα,β(t1/t2, t
2
2)),
with (Yα, Yβ) replaced by (Y
1
α , Y
1
β ) (resp. (Y
2
α , Y
2
β )).
Proof. Let Ext∗X1 be the alternating sum
∑
(−1)i ExtiX1 of T˜ -modules. By Lemma 3.2, we have
T(E,Φ)MX1(c) = −Ext∗X1(E,E(−ℓ∞))
=
r⊕
α,β=1
−Ext∗X1 (Iα(kαC), Iβ(kβC − ℓ∞)) .
Each summand is multiplied by eβe
−1
α for T
r-action. In the rest of proof we compute the T 2-action on each
summand.
By the exact sequence 0→ Iα → OX1 → OZα → 0, we get the following decomposition of T(E,Φ)MX1(c):
r⊕
α,β=1
(−Ext∗X1 (OX1(kαC),OX1 (kβC − ℓ∞)) + Ext∗X1 (OX1(kαC),OZβ (kβC − ℓ∞))
+Ext∗X1 (OZα(kαC),OX1(kβC − ℓ∞))− Ext∗X1
(OZα(kαC),OZβ (kβC − ℓ∞))) .(41)
The first component in (41) is isomorphic to
⊕r
α,β=1Lkβ−kα(t1, t2).
For α = 1, . . . , r, we have Zα = Z
1
α∐Z2α, where Ziα are closed sub-schemes supported at Pi corresponding
to Y iα for i = 1, 2. By an equivariant isomorphism OZiα(kC) ∼= t2ki OZα , the last three terms are isomorphic
to
⊕
i=1,2
r⊕
α,β=1
t
2kβ−2kα
i
(
Ext∗X1
(
OX1 ,OZiβ (−ℓ∞)
)
+ Ext∗X1
(OZiα ,OX1 (−ℓ∞))
−Ext∗X1
(
OZiα ,OZiβ (−ℓ∞)
))
.(42)
We consider these components as derived functors from the category of coherent sheaves supported at
the origin of C2 via the coordinate (y1,
x1
x2
) and (x2x1 , y2) around P1 and P2 respectively. Then we have
Ext∗X1 = Ext
∗
P2 . If we write by I
i
α the ideal sheaf of Z
i
α in P
2, then (42) is isomorphic to
⊕
i=1,2
r⊕
α,β=1
t
2kβ−2kα
i (Ext
∗
P2 (OP2 ,OP2(−ℓ∞))− Ext∗P2 (Iα, Iβ(−ℓ∞))) .
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Since Ext∗P2 (OP2 ,OP2(−ℓ∞)) = 0 and ExtiP2 (Iα, Iβ(−ℓ∞)) = 0 for i = 0, 2, it is isomorphic to
⊕
i=1,2
r⊕
α,β=1
t
2kβ−2kα
i Ext
1
P2 (Iα, Iβ(−ℓ∞)) =
⊕
i=1,2
r⊕
α,β=1
t
2kβ−2kα
i M
i
α,β(t1, t2)
as desired. 
B.4. Comparison to ZP2(ε,a,m, q). We consider a T˜ -equivariant bundle
Fr(V0) =
(
V0 ⊗ e
m1
√
t1t2
)
⊕ · · · ⊕
(
V0 ⊗ e
m2r
√
t1t2
)
on MXκ(α), where (e
m1 , . . . , em2r) is an element in the last component T 2r of T˜ . Here we consider a
homomorphism T˜ ′ = T˜ → T˜ defined by
(t′1, t
′
2, e
a′ , em
′
) 7→ (t1, t2, ea, em) = ((t′1)2, (t′2)2, ea
′
, em
′
),
and use identification t′1 =
√
t1, t
′
2 =
√
t2 and A
∗
T˜ ′
(pt)⊗S ∼= S. Nekrasov partition functions are defined by
ZkXκ(ε,a,m, q) =
∑
α∈K(Xκ)
r(α)=r,k(α)=k
qn(α)
∫
MXκ (α)
e(Fr(V0)).
as in the introduction.
We consider the other Nekrasov partition function
ZP2(ε,a,m, q) =
∞∑
n=0
qn
∫
M(r,n)
e(Fr(V)) =
∑
~Y
q|~Y |
ι∗~Y e(Fr(V))
e(TM(r, n))
∈ S[[q]]
where M(r, n) is framed moduli of torsion free sheaves on the plane P2 with the rank r and c2 = n. We
consider the equivariant Euler class e(Fr(V)) in S of a T˜ -equivariant vector bundle
Fr(V) =
(
V ⊗ e
m1
√
t1t2
)
⊕ · · · ⊕
(
V ⊗ e
m2r
√
t1t2
)
,(43)
where V is the tautological bundle on M(r, n).
We write ZP2(ε,a,m, q) =
∑∞
n=0 αnq
n, where we also have description of αn in terms of Young diagrams
[26]. Then by Proposition B.5 and Proposition B.7, we have
ZkX1(ε,a,m, q) =
∑
~k∈K(w,k)
q
∑
k2αℓ~k(ε,a,m)ZP2(ε
0,a0,m, q)ZP2(ε
1,a1,m, q)(44)
for k ∈ 12Z as in [15, (3.5)]. Here K(w, k) =
{
~k ∈ Zw0 ⊕ (1/2 + Z)w1
∣∣∣ ∑rα=1 kα = k} ,
ε0 = (2ε1,−ε1 + ε2), ε1 = (ε1 − ε2, 2ε2),a0 = a+ 2ε1~k,a1 = a+ 2ε2~k,
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and
ℓ~k(ε,a,m) =
∏2r
f=1 e
(⊕r
α=1 eαLkα(t1, t2)
emf√
t1t2
)
∏r
α,β=1 e
(
eβe
−1
α Lkβ−kα(t1, t2)
) .
B.5. Comparison to Ito-Maruyoshi-Okuda. Ito-Maruyoshi-Okuda [15] introduced a similar partition
functions
Z
C
2/Z2
Nf=2N,inst,c
(~a, ~I;µ; q; ε1, ε2), Z
A1-resolved
NF=2N
(~a, ~I;µ; q; ε1, ε2).
We substitute ε1 = −ε1, ε2 = −ε2, ~a = a, µi = mi − ε1+ε22 , µr+i = −mr+i + ε1+ε22 for i = 1, . . . , r, c = −k,
N = r, and
~I = (
r0︷ ︸︸ ︷
0, . . . , 0
r1︷ ︸︸ ︷
1, . . . , 1).
Then we have
ZkX0(ε,a,m, q) = Z
C
2/Z2
Nf=2N,inst,c
(~a, ~I;µ; q; ε1, ε2), Z
k
X1(ε,a,m, q) = Z
A1-resolved
NF=2N
(~a, ~I;µ; q; ε1, ε2).
Furthermore, after this substitution their proposed relations [15, (4.1)] coincides with Theorem 3.3.
Remark B.8. These computations in Appendix B can be justified by [22] and earlier results without using
framed moduli spaces constructed in [6] (cf. [6, line 4 - 6 in p.1179]).
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