Self-similar measures and sequences  by Borel, Jean-Pierre
JOURNAL OF NUMBER THEORY 31, 208-241 (1989) 
Self-Similar Measures and Sequences 
JEAN-PIERRE BOREL 
DPpartemenr de Math6matiques, U.F.R. des Sciences, 
123, au. Albert Thomas, F-87060 Limoges Cedex, France 
Communicated by M. Waldschmidl 
Received March 3, 1988 
We study asymptotical properties of some particular sequences U= (u,),, , of 
real numbers O< U, < 1. These sequences are called “self-similar”: if we only 
consider the restriction of the entire sequence U to (correctly chosen) small 
sub-intervals I of [0, 11, we obtain the image tp( U) of fJ by some regular bijection 
cp: [0, 1] + I. General construction of such sequences is given, and necessary and 
suflicient conditions for the existence of an asymptotic distribution of f/  in [O, 11. 
These distributions are obtained as invariant points of some particular transfor- 
mations T on the set 9 of all probability measures on [O, 11. Such transformations 
are studied, in relation with general methods of representation of real numbers. 
Some ergodic properties of the shift are obtained in these cases, and the nature of 
the T-invariant measures is discussed. We also give, in the case of uniform 
distribution of CJ, an explicit formula for the error terms. This implies a majoration 
of the discrepancy, related to some hypothesis on U. ‘i‘ 1989 Acadenuc Press. Inc. 
1. INTRODUCTION 
1.1. Let U= (u,),>i be a sequence of real numbers, 0 d u, 6 1. Such a 
sequence will be called a “self-similar sequence” if it satisfies the properties 
Ul,=cp(U) 
for some family of sub-intervals I, covering [0, 11, and where 
cp: [0, l] + I is a bijective function; 
U I, is the sub-sequence of all elements of U belonging to 1, the order 
being induced by U. 
In the following, we will consider only special simple cases. 
1.2. We are interested in asymptotic distribution in [0, I] of such 
sequences. At first, does an asymptotic distribution function exist, and what 
are its properties. 
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Let p be a probability measure on [0, 1). We said that a sequence U is 
p-distributed when it satisfies 
lim k $ l,(u,)=p(Z) 
N-m n=l 
for all sub-intervals I of [0, 1 ] such that ~(61) = 0 (61 is the boundary of I): 
this means that the sequence of probability measures (l/N) C,“= 1 6,” 
strongly converges to ~1. 
1.3. When p is the Lebesgue measure on [0, 11, we are interested in the 
discrepancy of the sequence U, which is given by the formula 
D;(u)= sup 
I = [O..r[ 
1; f l,(%)- 14 1. 
n=l 
In some particular cases of self-similar sequences, associated with fixed 
points of some substitution (this will be defined later), we obtain the 
majoration D;(U) = O(N-’ Log N). This quantity is, by a result due to 
Schmidt [ 171, the minimal order of the discrepancy (more details on dis- 
crepancy can be found in [ 121). Thus, we have a new family of sequences 
of minimal discrepancy, which include the van der Corput’s sequence (see 
[18] or [12]) and its generalizations (sequences S; constructed by Faure 
[6, 7]), and also sequences ({ng})“, 1 for some quadratic irrational 
numbers c1 (work of Dupain and SOS [4], Ramshaw [14], . ..). 
2. SELF-SIMILAR SEQUENCES 
2.1. A general method for constructing self-similar sequences is as 
follow. We divide [0, l] into several pieces (sub-intervals) Z, and for each 
piece we define a function cp as in 1.1, and we choose the set of indices n 
such that u, E I. Then U can be constructed by induction. 
More precisely, let the following be given: 
. a finite or numerable alphabet &, with two distinct letters at least; 
l a family 5 = (ZU)UE,CY’ of sub-intervals of [O, 11, such that 
Z, is a sub-interval of [0, l] with a positive length; 
LO7 ll=Uae.d Z, (in the following, F stands for the set U rre.d LA; 
a # a’* jU n Pa = @ (or card(Z, n Zb) < 1, which is equivalent); 
l a family @= ((P~)~~~ of bijective continuous (i.e., monotonic) 
functions : 
cp,: [O, l] -K. 
210 JEAN-PIERRE BOREL 
Such a family CP is called a “deformation” on 9. We shall use cp,’ for the 
restriction of cpO to the interval (p;‘(Z,). In the following, .Eg+ stands for 
the set of all letters a such that cpI1 increases, and JC for its complemen- 
tary set. 
Such a deformation CD can be represented by Fig. 1 (d = {O, 1, 2 } ): 
l an infinite sequence E = (E,), > 1 of letters of d (such a sequence is 
called an infinite word on &‘), such that for every letter a E d, the equation 
E, = a has infinitely many solutions n E N *. 
A sequence U is called “self-similar associated to the system (@, E)” when 
it satisfies the two following properties: 
VaEc$l, u I,<,=cpw) 
Vn> 1, u, E I,, or un4F. 
2.2. For a given system (@, E), what can be said about associated self- 
similar sequences? In some cases, such a sequence does not exist. In some 
others, there are infinitely many solutions. More precisely, four distinct 
problems occur: 
(1) for some letter a, the equation q,(x) = x may have many 
solutions; 
(2) for si = E* = = .sk = a, the equation qo,(.x) = x may have less 
then k solutions; 
(3) F’= [0, 1) -F may be a non-empty set; 
(4) for some a # a’, I,, n I,, may be non-empty. 
(the two last problems are called boundary problems). 
In the second and the fourth cases, we may find a system (@, E) such 
that an associated self-similar sequence does not exist. In the first and the 
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2.3. Actually, we are interested in systems such that there exists exactly 
one associated self-similar sequence, or only one which satisfies some 
simple initial conditions. In the following, it is convenient to assume a 
number of technical hypotheses: 
(H 1) For all a E ~4, cp, has at most one fixed point, denoted by u[a]; 
(H2) F* = [0, l[ -F is a finite set, card F* = K; 
(H2a) when n=O, E, #cZ and u[E,] # 1; 
(H2b) when tc > 1, {u,, u2, . . . . u,} = F*, with a given order; 
(H3) When F* = 0 and u[E~] = 0, or when 0 E F*, then the equation 
1 = q,(O) has no solution a E d; 
(H4) When F* = 0 and u[e,] = 0, or when OE F*, then I, = cp,( [0, l[) 
for all letters a E ~4; 
(HS) When 0 E F and 0 = ui for some index i, 2 6 i 6 tc, we have for all a 
and a’ in d 
(for a E d and Jo N *, let nJ j) denote the jth solution of the equation E, = a, 
n E N * and n > 1 + tc, with the usual order on the set of solutions). 
THEOREM. Suppose that (@, E) satisfies (H 1 )-(HS). Then there exists a 
unique self-similar sequence U associated with (CD, E) which satisfies (H2b) 
and (H5). This sequence is given by 
(a) iflc=O u,=u[E~] 
u,=cpJu,),m=l+card{ldidn-l,uiEZ,”} (na2) 
(b) zy K > 1 ui given in F’ (1 di<tc) 
u,=cp,~(u,),m=l+card{l6idn-1, u,EZ,“}. (narc+l). 
Proof: This is a very technical proof, and difficulty comes only from the 
great number of cases. Prove first that property (a) or (b) above defines 
exactly one sequence U. It is suflicient to show that m ,< n - 1 in each case. 
But 
in case (b), m <n - K 6 n - 1 is trivial; 
in case (a), (Pi, necessarily has a fixed point. 
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Using (H 1 ), it is unique. So u, is well defined. Then we can begin an 
induction proof: 
l ui $ Z, when a # si : if not, u, would be a boundary point of Z,, , and 
with ui =cp,,(ui) we deduce ui =0 or 1. But 0 or 1 cannot be a boundary 
point of two different intervals I,,. 
. u2 = (pJu,) because of E~ #Q. 
l u2 4 I,, or u, 4 I,,: if not, u2 would be a common boundary point of 
the intervals I,, and Zz2. With u2 = cp,(u,) we deduce that ui is a boundary 
point of [0, 11, u, = 0 or 1. Using (H2a), u, =O. With (H3) we obtain 
Z,, = [0, cp,,( l)[. Thus u2 = 0, and we get a contradiction; 0 cannot be a 
boundary point of two different intervals Z,.. 
l Thus we have 
E,#E, implies m<n-- 1 (u14 Z,J 
n>2 and E,=E, implies n>3 and m<n-1 (~2 4 IEn or u1 # 4,). 
We have proved that (a) or (b) defines one sequence U, and now we must 
prove that U is a self-similar sequence associated with (0, E). To prove 
this, we must show that we do not introduce obstacles for similarity at any 
step of the construction of U. 
It can be easily seen that u, E ZEn for ali n > 1 + K. For these n, we have 
u, = cp,,(u,) with some integer m. Then we have 
- if 0 <u, < 1, the result is obvious; 
~ using (H2) and (H3), u, = 1 is impossible; 
- if u, = 0, we can use (H3) and it implies u, = q,“(O) E I&,. 
Thus, when we take u, = qEn(um), u, is the nth point of U in ZEn. Such an 
obstacle only appears if u, EZ, with some a #E,: then the following 
similarity relation might fail: 
In this case u, is a boundary point of Z,“, and then u, is a boundary point 
of [0, 11, thus u, = 0. This situation appears only in two cases: either 0 E F 
or 0= 24, = u[s,]. 
. When u, = 0, we have m = 1. Therefore, 
- u, is the first point of U in I,.; 
- for all k < n, uk # u, (if not, we have uk E I,“); 
- for all k < n, uk#Zn (u, = cp,JO) = q,(O) and uk E Z, implies 
uks = q,(O) for some k’ <k, and so we have uks = u,). 
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So we prove that u, is the first point of U in Z,, and (H4) implies 
u, = ~Ju,) = cp,(ui). This introduces no obstacle for the similarity relation 
above. 
l When u,#O, then OEF* and O=u, with 26m~k. We can use 
(H4) and (H5). 
The construction of u, implies that u, is the nth point of U in Z,“, and we 
get s,,(m) = n (otherwise the number x = u, has appeared before in U, as 
cp,(u,). Then we can permute a and E,, and the end of the proof is the 
same). It also shows that uk = u, has no solution k < n, and so we have 
q,(m - 1) > n - 1 (i.e., uk E Z, has at most m - 1 solutions k, 1 + K 6 k < n). 
So we have 
qU(m)2q?,(m-1)+2>,n+ 12n=q,,(m). 
Using (H5), we get q,(m- 1)~ q,.(m) <q,(m); i.e., u~EZ, has exactly 
m - 1 solutions k, 1 + K <k < n. So u, is the mth point of U in Z,. But (H4) 
implies u, = cp,(u,). These two results do not yield any obstacles for 
similarity. 
TO complete the proof, it can be easily seen that a self-similar sequence 
associated with the system (@, E) is necessarily equal to U. Q.E.D. 
2.4. Actually the assumption (H3) is not useful. It has be assumed only 
in order to avoid that u, = 1 for some n. This is in fact useless, but 
Hypotheses (H4) and (H5) become much more complicated when both 0 
and 1 appear in the sequence U, 
It is possible to simplify Hypotheses (H4) and (HS); for example, 
(H4’) I, are disjoint intervals 
or 
(H4) AND (H5’) OEF*O=U,. 
In what follows, we consider much more simple cases. 
2.5. Let us assume now that the intervals Z, form a partition of the 
interval [0, 11. Then we have 
u,EZ,os,=a 
and so u, = (PJu,,,) where m is given by 
m=l+card{ldi<n-1, uiEZ,“}=card{l<i<n, E~=E,} 
= rlh &J, 
641/31/z-9 
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using (for all n E N * and a E A!) the notation 
n(n,a)=card{l <i<n, ~;=a). 
3. Two EXAMPLES 
3.1. In the remainder of this paper, we assume that 
- the technical hypotheses (H 1 t(H5) are satisfied; 
- d is a finite alphabet, d = (0, 1, . . . . k - I }; 
- there are no boundary problems; i.e., 
u, = (Pen(%) with m = n(n, E,) 
for all n B 2 or n > K + 1 in cases (a) and (b), respectively. 
The deformation @ is said to be 
- contracting, when all functions qp, are contracting, which means 
that there exists some constant c < 1 such that: 
VUEd, VXE [O, I], QyE [O, 17, kP&) - 4J,(Y )I Q c. Ix -Yl 
- weakly contracting, when the property above is true with c = 1; 
- increasing (resp. decreasing), when all functions cp= are increasing 
(resp. decreasing) ones; 
- monotonic, when CD is either increasing or decreasing; 
- linear, when all functions cp, are linear. 
We shall also consider a very particular case, which does not satisfy all 
the hypotheses given in Section 2: 
- degenerate case, when there exists some aEd such that I, reduces 
to one point. Then, for these a, q, is a constant function. In this case, we 
are not interested in E and U, but only in @. 
In Sections 4 to 6, the intervals 1, are assumed to be closed intervals. 
3.2. Let the following be given: 
k> 2, O=a,<a, < ..’ <ak= 1; 
I,= [a,, a,+lC (a < k - 1); 
Zk-, = [a,-,, 13; 
q, an increasing function for all 0 < c1< k - 1; 
E, =o, &Z> 1. 
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This is a “good case,” without boundary problems, and the hypothesis 
given in 2.5 is also satisfied. The Iirst term of the associated sequence U is 
u, = u[O] = 0. 
As a special case of these sequences U, we can find 
- the classical van der Corput’s sequence: 
k = 2, ~1, = $, ‘p,, and ‘pl linear functions, E, = n + 1 mod 2; 
- the sequences SF constructed by Faure: 
k = r, LX, = i, cpfl linear functions, 
E, = ~(n + 1 modk) for all rEN* and some crux. 
3.3. Now, consider 
k = 2, O<cl<l; 
10 = 10, aI, I,= [a, 11; 
%(X) = 41 -xl, cp,(x)=cc+(l-a)x; 
El =o, &I= 1. 
Then the two boundary problems O+! Z, WI, and tl l l,n I, cancel each 
other. Thus the associated sequence U satisfies U, = (P~,(u,,,), with 
m = ~(n, E,), for all n > 2. This is also a “good case.” 
Among these sequences we found the sequence ({no}),,,, where 19 is the 
golden number 0 = (,,6 + 1)/2. It corresponds to the following particular 
values: 
a=8-l=($-1)/2and 
E =01010010... which is a fixed point of the substitution on infinite 
words on d defined by 0 H 010 and 1 ++ 10 (the proof is very easy, and it 
can be found in [2]). 
3.4. The case above can be extended to 
k > 2, O=a,<a,< ... <a,=l; 
L= Ca,, G+~C or L= 1~ a,+Il (O<a<k- 1); 
I,-1 = cc%,, 11; 




Z,=cp,([O, l[) (OBa<k-1); 
(Pi-, is an increasing function. 
Then E,, c2, . . . . &k can be chosen to avoid boundary problems. Values CX, 
and sequence E being correctly chosen (in this case, E appears as a fixed 
point of some substitution on infinite words on &), we obtain the sequen- 
ces ({flf?>L,,, for all 0 = (Jz - m),l2 = Cm, m, . . . . m, . ..I. where m is an 
integer greater than 2 (see [2]). 
3.5. Some sequences ({ne}),,,, where the real number 0 has a periodic 
continued fraction expansion with period greater than one, can also be 
obtained as self-similar sequences associated with some systems (@, E). But 
we must consider infinite alphabets d in this case. 
4. SYSTEMS OF NUMERATIONS 
4.1. A numeration system, like classical (dyadic, decimal, . ..) systems, 
can be associated with a deformation @. Let there be given a system @, i.e., 
d = { 0, 1, . . . . k - 1 } (a finite alphabet); 
I, = [oI,, a,+ ,] a family of closed intervals, with 0 = a,, < a, < . . . < 
ak= 1; 
@ = ((PULdY 
satisfying all the properties given in Sections 2 and 3 (actually (H 1 )-(H5) 
are not necessary here). 
Let us denote by 
- d* the set of all finite words on &, i.e., &* = I-),“=, d”, whose 
general term can be written a = a, a2 . . . u, ; 
- d” the set of all infinite words on @‘, i.e., d” = dN’, whose 
general term can be written u = a, a2 . . . a, . . .; 
- D = (a,, a2, . . . . ak- 1}. 
4.2. On the domain [0, 1 J -D, we define two mappings S and A, 
which range in [0, l] and d, respectively, by the two relations (see Fig. 2) 
XEZA.x 
sx = qDA;I(x). 
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FIGURE 2 
Except for x in D* = UFzO S-“(D), S can be iterated, thus we can detine a 
mapping IF: 
[0, l]-D* -d” 
x A (I= (As-IX)“,,. 
For a finite word a=a,a, . ..a., (P,, stands for the composite function 
cp,, a Vq” . . . o (Pa,, and Z. for the image set of [O, 1] by pp,. 
4.3. Let II = (a,),, I be an infinite word. Then the sequence of general 
term Z+, = 5oa,va20 ... wJC0, 11) is a decreasing sequence of closed 
intervals. This sequence has a limit denoted by Z,, which is also a closed 
interval. Then, we obtain the relations 
co, II== (J 1, 
.ExG 
1, .* = cp,U,); 
a is said to be @-regular when Z, reduces to one point. zI$ stands for the 
set of all infinite regular words (with respect to @). The series of general 
term iI.1 has a sum less or equal than one. This implies that the 
complementary set of && is finite or numerable. 
Remark. When @ is a contracting deformation, it follows that 
lZ,c,ll < c”, with some c < 1; thus every infinite word (I is regular. 
So we can define another mapping G as follow: 
a=(a,),,, t o b lim (P~~o(P~~o ... ocp,JO)=G(a). 
n - cs 
218 JEAN-PIERRE BOREL 
An infinite word a such that XE I,, is called an infinite @-e,xpansion of 
x~[O,l];Afiniteworda=a,a, .a.~,1 such that .K = q,(O) = cp,,‘b4~~?., ... 
cpJ0) is called a finite @-expansion of x E [0, I]. 
When we simultaneously consider many different deformations, the 
mappings above will be denoted by F = F, and G = 6,. 
4.4. Let Qi be any deformation. 
hOPOSITION. Every real number x E [O, I] has at least one infinite 
@-expansion. 
In the contracting case, each number x4 D* has exactly one infinite 
@-expansion. This expansion is equal to I?(X), and it characterizes x. 
When @ is not degenerate, every number XE D* has exactly twa infinite 
@-expansions. 
In the increasing non-degenerate case, all numbers x E D* have exactly one 
finite Q-expansion, and it characterizes x. 
Proof: Consider x & D*, and set a, = AS”- ‘x. Then, for all integers 
n b 1, we clearly have 
and x E Z,. So F(X) is an infinite @-expansion of x. If x is different from 0 
and 1, then XE(P~,O(P~~‘) ... 0 cp,,( 10, l[ ). Let us suppose that all letters ai 
satisfy II,) > 0. When (b,, b,, . . . . b,) takes all the values in Sp” such that 
lZb,l > 0 for all i, then the sets qh, 0 qb2 0 . . . 0 (~~~(10, l[) are disjoint. This 
implies that x has no other such infinite @-expansion. 
On the other hand, if there exists some letter bi in the infinite word 
b=b,b,... b, .. such that IZ,,l = 0, then G(b) belongs to D*. 
We must then prove that both numbers 0 and 1 have only one infinite 
@-expansion. In fact, these expansions can be explicitly written: 
Y = 0 x = 1 
9ot9r-1 t gooo... (k(k-l)(k-l)(k-I).., 
9Ot9k-11 ~OOO... (k- 1)tJOO... 
9019~Lil O(k-l)O(k-1) (k-l)O(k-l)O... 
9019kmlT O(k-l)(k-l)(k-l)... (k(1)-l)(k-l)(k-I)-.. 
where _ shows the first appearance of the period of these expansions. 
These infinite words will be denoted by a, and ul, respectively. 
It is obvious that all numbers in D* have one infinite @-expansion in the 
case of an increasing deformation @: indeed, a, = cp; ‘(0) (1 d ad k - 1). 
Unicity of such an expansion comes from the facts that @J is a non- 
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degenerate deformation, and that 1 has no finite @-expansion (@ is an 
increasing deformation). 
In general case, very different situations may occur: 
- @ is a degenerate deformation; i.e., jZ,l = 0 for some letter a. Then 
a, has infinitely many finite @-expansions; 
- @ is a non-monotonic deformation, 1 = (Pi-. ,(O) and a,, , = 
cp;‘(O) = cp;: ,( 1). Then a,+ r has two finite @-expansions; 
-@ is a non-monotonic deformation, l=cp,-,(l) and 
a u+, = cp;‘(O) = cp;i ,( 1). Then a,, r has no finite @-expansion. 
The two infinite @-expansions of the elements of D* can be deduced 
from those of the numbers a,, 1 f a <k - 2, given by 
if cp,f and (P~+~I, au, and (a+ l)a,; 
if cp,f and (pO+,J, aa, and (a+ l)a,; 
if cp,l and (P~+~J, au0 and (a+ l)a,; 
if cp,l and qu+J, aa,and (u+l)a,. Q.E.D. 
4.5. G induces a complete ordering L on the set dm, defined by the 
relation 
It can be easily seen that this is equivalent to: 
if (I = a, . . . a,. . . and 4’ = a’, . . a:. . . are two different infinite words 
such that 
U”ZdI, u,=u; (1 di<n- l), 
and if m is the number of indices i, 1 d i 9 n - 1, such that cpO is a 
decreasing function, then 
II L a’o(-l)mu,<(-l)mu~. 
So, the order relation L depends only on the set A?+ of all letters UE L$ 
such that cpa increases. This will be used later. When all the 9, are increas- 
ing functions, h is the usual lexigraphic order. 
4.6. For a monotonic deformation @, the associated infinite expansion 
of real numbers between 0 and 1 has been studied by Bissinger [ 11, Everett 
[S], and Rtnyi [ 163. More precisely, they considered the representation of 
numbers, 
x=f(~,+f(%+f(%+ -..I)), 
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FIGURE 3 
where the function f satisfies some additional conditions. The relation 
between f and @ is given by 
f: P,kl-+CO, 11 
f(0 + f) = cp,(f) for all a E d and t E [0, I]. 
For example, if @ is represented by Fig. 3, then the associated function f is 
represented by Fig. 4. 
The case where both d+ and dP are non-empty has been studied (in a 
different but more general form) by Hofbauer in [9, lo] essentially. 





0 1 2 3 
FIGURE 4 
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On the image space -c4”, the mappings A and S become respectively 
the first coordinate projection map pi, d” -+ d, 
the usual one-sided shift, d” + d”; 
and the function cp, becomes the mapping in d” defined by ~~(a) = au for 
all infinite words u. 
Renyi proves in [16] that in the domain [0, 11, S is an ergodic function 
for some probability measure p which is equivalent to the Lebesgue 
measure. In [9, lo], Hofbauer obtains the same kind of results: he charac- 
terizes the ergodic measures of maximal entropy for S. 
4.8. The sets ,Ym(D), m k 0, are disjoint sets whenever 0 is a non- 
degenerate deformation. For x E D*, x E S-“(D), AS’- l(x) is well defined 
for all 1~ id n. So we can define a mapping [F* 
D*-+d*xD 
S-"(D)+d"xD 
by E*(x)= (a, Snx), where a = (Ax, ASx, AS*x, . . . . AS"-'x) is a finite 
word of length n. It defines a bijective mapping from D* (resp. Spn(D)) 
into cc4* x D (resp. d” x D). 
When Cp is a degenerate system, the Smm(D) are not disjoint sets. 
Nevertheless, the same construction can be performed for all x E D*, when 
n is the least integer such that x E S-“(D). Thus a mapping IF* is defined on 
the set D*, but in this case lF* is not bijective. 
5. SPECIAL MEASURE TRANSFORMS RELATED TO DEFORMATIONS 
5.1. It is convenient here to consider the “graph” of probability 
measures on [0, l] (B will stand for the set of these probability measures) 
instead of the distribution function. The graph of an element PEP is the 
subset of [0, 112 defined by 
(x3 Y) E gr(pL) - F,(x) <Y d F,tx + Oh XT YE co, 11 
Thus gr(p) is a continuous increasing trend starting from the point (0,O) to 
the point (1, 1): 
tx,Y)Er 
a subset Tof [O, 11’ is called an increasing subset if: (x’, y’) E r * y < y’ . 
x < x’ 1 1 
Obviously gr(p) characterizes p, and the increasing continuous line from 
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(0,O) to (1, 1) is the graph of some ,U E 9. When p has no point mass (such 
a measure will be called diffuse), gr(p) is exactly the graphic representation 
of the distribution function F, of ,u. 
LEMMA. The graphs of probability measures ,u ~9 are exactly those 
closed increasing subsets r of [ 0, 1 ] 2 such that both orthogonal projections 
of I- on the axis are equal to [O, 11. 
Proof: For every measure p E 9, gr(p) obviously satisfies the properties 
above. Conversely, let I’ be a subset of [0, l]* such that all the properties 
of the lemma are satisfied. Then all its sections I” = {y/(x, y) E T} are 
closed intervals. So they can be written I” = [a(x), B(x)], and this defines 
two functions a and /? on the projection of r on the x-axis, which is exactly 
LO, 11. 
r is an increasing set, and so a and /I are increasing functions; 
since r is a closed set then a is continuous on the left and /3 is 
continuous on the right. 
Thus a(x) is the distribution function of some probability measure P E 9’. 
r is an increasing set implies that a(x) = B(x) for every continuity point 
x of a and 8. This implies that r= gr(p). Q.E.D. 
5.2. Let us consider two closed non-empty subintervals I and J of 
[0, 11, i.e., I= [a, a’] and J= [p, a’], and let 
cp: [O, l] +I a bijective continuous function 
I): [O, 11-J a bijective increasing function 
(or the constant function if I or J is a singleton). 
We also consider the sub-interval J” = [0, B’ -/I] and the function 
e”(x) = $(x) - 6, deduced from J and $ by a translation. 
Then we can define a mapping T= T,++ on the set of positive Bore1 
measures p on [0, l] by 
where the measure v is the image of p by the measurable function cp. Then 
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Tp is characterized by its repartition function F, = tj” 0 F,. Tp is a positive 
Bore1 measure on (I, aI), of total mass IJI. So, we have 
if jJ[ =O, Tp=O; 
if (I( =O, Tp= IJ1 .a,. 
When we consider distribution functions, the construction above implies: 
F&) = 
i 
V(Fp(cp -‘(x))) if cp increases 
tj”(1 -Fp(cppl(x)+O)) if cp decreases. 
This mapping is much simpler if we consider graphs. In fact, gr(Tp) is the 
image of gr(p) by the mapping (x, y) -+ (q(x), It/*(y)), where ti* is given by 
if q increases, ICI*(x) = Ii/(x); 
if q decreases, $*(x) = tj( 1 -x); 
if \I\ = 0, tj*(x) = $(x). 
This mapping can be represented by Fig. 5. 
5.3. Let (9, CD) and (9, Y) be two deformations defined on the same 
finite alphabet d (possibly degenerated). Then we define on the set 9’ a 
transformation, which is also denoted by T= T,,: 
Tp is really a probability measure, because 
(see Figs. 6 and 7). 
0 1 0 0. a' 1 
FIGURE 5 
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0 1 0 "1 a2 ' 
FIGURE 6 
In the following, Y* stands for the deformation on Y which corresponds 
to the functions $,*. As in Section 4, we define the functions $.* and the 
intervals Jz and J,*. 
5.4. For all integers n E N, let us consider the subset of [0, 1 I’: 
SO 6% = [0, l]‘, and the sequence (9,,) decreases to the subset 
THEOREM. ( 1) For every finite word a, for 5 = 0 and 1, and for all 
#uEP, 
Vm 2 la/, (CPA<), JI:(5))) E gr(TV). 
1 1 
0 1 0 1 
FIGURE 7 
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(2) For all n E N and u E 9, we have the property 
(3) When d” = d:(G) u JcI&( Y), then T= T,, has only one 
invariant measure p” = p&, which is characterized by its graph gr(p’) = ga, 
and for at1 p E 9, the sequence of probability measures (T”,u), >o strongly 
converges to p”. 
(4) When @ and Y are contracting deformations, T is a contracting 
transform in the sense of Paul Levi’s distance on 9’. 
LEMMA. Let u E 9. For all a E& and (x, y) E gr(p), we have 
Proof of the lemma. When Z, reduces to one point, it comes from 
B,~$fb)dDo+*. If not, consider z E Z,. Then 






if a E & -- 
F,,(z + 0) = $W,((P; %I+ 0)) 
if aE&+ 
$WJ(P,‘(~N if a E & .- 
(these results come from the expression of F, given in 5.2, the continuity 
of (P;‘, and the continuity on the left of F,). Let x be given by z = cp,(x). 
Then F,(x) < y < F,(x+O). In both cases (cp,t or I), it gives F&z) d 
In/,* G F& + 0). Q.E.D. 
Proof of the theorem. pi 9, so (0,O) and (1, 1) trivialy belong to gr(p). 
So property (1) is an easy consequence of the lemma, by induction on the 
length Ial of a. 
Using the same lemma and the equivalence between the two properties 
3a E d”, kY)ELXJ,* 
3a’esP+‘, (cp&)T Ii/,*(Y)) E Ia, x J: 
results in 
(equivalence is obtained by the relation a’ = aa between a and a’). 
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This implies property (2) by induction on n, and that every T-invariant 
measure p satisfies gr(p) c 9%. 
LEMMA. When LZZ’- = d&(Q) v &&( Iv*), then ~3~ is an increasing 
closed subset of [0, 11’ whose two projections on the axis are equal to [0, 11. 
Proof of the lemma. Consider two points (x, x’) and (y, y’) of 9%, such 
that x < x’. There exist two infinite words such that 
Using a remark done in 4.5, @ and Y* induce the same order L on the set 
d”. This implies 
if a = a’, then a is not a @-regular word; consequently, it is Y-regular, 
and y=y’; 
if a L a’, then y by’. 
So gW is an increasing set. All its x-sections are of the form J,*, so they are 
closed intervals. The same result is true for y-sections. For all integers 
no N, we have x,(9,,) = x*(9,,) = [0, I]. Then 9, has the same property. 
These three properties imply that 9m is a closed subset. Q.E.D. 
Using Lemma 5.1, 5Bm = gr(p’) for some probability measure p” E 9’. 
Then 
This implies that the transform T has an invariant point, namely PO. It is 
unique, because of the result above: if p is T-invariant, then gr(p) c ~3~. 
Let x be a continuity point of the distribution function F,o. This is 
equivalent to the existence of an infinite word a E d” such that 
P’p(4 I= J.* 
Take PEE. Then 
and x E I. (and then a E d&( Y *)). 
(4 F,,(x)) E %I 
x E IaCn, 
= J’,,(x) E Jf,,, 
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and as Jf,,, decreases to J,* = {F,o(x)}, it follows that 
lim Fm&x) = F,o(x). 
n--tac 
This means that the sequence (T”p) strongly converges to ~1’. This proves 
part (3) of the theorem. 
Paul L&y’s distance is given by 
0, v)=inf{~>O/VxE [0, 11, F,(x-E)-EEF~(x)~F,(x+E)+E). 
it is easy to see that this formula gives a distance on the set 9, and that 
‘this distance corresponds to strong convergence of measures (see [lS], for 
example). 
Let @ and Y be two contracting deformations, and c1 and c2 the 
associated constants. Suppose that y = q,(x), E > d(p, v), and cp, is a non- 
constant function (i.e., IZ,J > 0). Then we have 
$O(FY(X)) 6 II/atqx + 6) + El 
el(qx+4)+C2E if aEd+ 
FTV(Y)=FT~(V~X))= ~~(Fv(x+O)),<+,*(F,(x-+E) 
<+,+(F&-E))+c~E ifaed- 
and this gives in both cases 
Fn( J’) < F,( J’ + Cl E) + C2E. 
In the same way, we have 
When IZ,l = 0, it comes easily, with 5 = 0 (resp. 1) if cpu _ , increases (resp. 
decreases), 
and using the contracting hypothesis, this implies IJ,- ,I < c2. In all cases 
we have 
d(Tp, Tv)<c*d(p, v) with c=max{c,, c2} < 1; 
this proves part (4) of the theorem. Q.E.D. 
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5.5. Some remarks: 
(5) When CD and Y are contracting deformations, then d” = 
&$(@p) = &z&Y’), and the measure p” is diffuse, and its distribution 
function is given by 
(6) If the hypothesis of (3) were not true, then there would exist an 
infinite word a such that 
1, = [u, u’] and J,* = [u, u’] have a positive length. 
As an example, this appears with a = aa.. . a . . . and when the restrictions 
of cpI1 and $, to some intervals [u, u’] and [u, u’] respectively are identity 
functions. Then T has infinitely many invariant points (with the same 
cardinality as g...). 
5.6. The problem above of invariant measures is a symmetric problem 
in CD and Y: consider the deformations 4p(‘) = Y and Y”” given by 
$i’)(x) = ~Jx) (resp. = cp,(l - x)) if cp, increases (resp. decreases). 
Y(l) is an increasing deformation, and so T(l)= Tet~)ly~l~ is well defined. 
But Y(r) = @*, and so, when T satisfies the hypothesis of part (3) of the 
theorem, T”) satisfies the same hypothesis, and its invariant measure .D’ is 
related to 1~’ by 
gr(p’) and gr(p”) are axially symmetric with respect to the diagonal line. 
5.7. In the following, a couple of deformations (@, Y) is said to be 
regular when it satisfies the hypothesis d” = d$(@) u &z&Y) of part (3) 
of the theorem. 
6. ON MEASURES ,L& 
6.1. @ and Y are chosen as in Section 5, such that the measure p” exists 
and is unique (for example, (@, Y) is regular). Then in good cases (when 
jf” is an invariant point of an equicontinuous contracting transformation) 
p” is either an atomic measure, or a singular measure, or an absolutely 
continuous (with respect to the Lebesgue measure) measure: this has been 
proved by Mela [13]. Here we give more details on the nature of the 
measure PO, and give some properties of the associated shift S = S,. 
6.2. The most simple case appears when there exists some u E J& such 
that IJ,I = 1. Then IJ,.I = 0 for all letters a’ #a. Let II be the infinite word 
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aa...a . . . . Then (I is not Y-regular; thus it is @-regular. Then x = G,(a) is 
well defined, and we have 6, = T6,. 
This implies p” = 6, in that case. 
6.3. Deformation !P is said to be a homogeneous deformation when 
Cus,d till(x) = x for all real numbers x E [O, 11. 
PROPOSITION. When !P is a contracting deformation and p” has at least 
one point mass, then there exists a E d such that 
1101 = 0 and IJA >O. 
Conversely, if we assume the existence of such a letter a, and if Y is 
homogeneous, then it is also contracting, and the measure p” is an atomic 
measure, and is concentrated on the set S = {q,,(O), a E d* }. 
Proof: Assume that p E 9 has some point mass. Then there exists a real 
number XE [0, l] such that p( (x})= m > 0 takes a maximal value (p is a 
finite measure!). 
First case. x+? D,u (0,l). Then XE I, for some a. Set z = F,,o(x). 
Then 
m>O implies that I,$,* (then also +,) cannot be a contracting function. 
Second case. x = 0. If 1 IO1 > 0, then the same argument implies that 
tie cannot be a contracting function. 
(When iJo/ = I1,/= 0, then the letter 0 can be cancelled in .&‘. So we will 
not consider that case... .) 
Third case. x=1. The same as above ((ZkPl( =0 or tikPl is not 
contracting). 
Fourth case. XE D,, x= ~1,. When (I,( > 0, then we have either 
p”({O))>O or p”({ll)>O. But ,u’({~))>O (with <=O or 1) implies that 
$. or Iclk-, cannot be a contracting function, or IZ,l =O, or Ilk- I\ = 0. 
To prove this last result, set me = p”( { t;}). If $. and l(lk _ 1 are contracting, 
and if IO and Zk _ 1 are of positive length, we have 
if cpo increases, then m, < m,; 
if (Pk _ , increases, then m 1 < m, ; 
if q. and qk- I decrease, then m, -C m, and m, cm,. 
This proves the first part of the proposition. 
W/31/2-IO 
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Now, let a be such that IZ,( =0 and IJ,I >O. Then Y is a contracting 
deformation, associated with the constant c2 = 1 - IJ,I (it is true when 
Ic/0(x) = /?, + IJ,I x, and this can be assumed because $, is useless for such a 
letter a). So we obtain 
c $,4x) = (1 - IJA 1,~. 
U’#U 
This implies that for all measures p E 9 
n4S0) = (1 - IJA 1 Aso), 
where S” is the complementary set of S. This proves that p’(S) = 1. Q.E.D. 
Remark. If a’ is another letter such that II,,/ =0 and IJ,,I >O, then 
u’ES, and we also have S=S’= {cp,,.(O), aGd*). 
6.4. The Cantor case (p E 9 is called a Cantor measure when ,n(B) = 0 
for some numerable union of disjoint intervals B of Lebesgue measure 
J(B) = 1) can be deduced from the case above, using symmetry as we note 
in 5.6. 
For example (classical Cantor set), 
d= {0,1,2} 
9 = (CO, ;I, cj, $19 cs, 11) 
29 = {CO, 41, (5), ct, 11) 
@ and Y linear increasing functions. 
6.5. Assume now that @ and Y are two non-degenerate contracting 
deformations. Then p” has no point mass, D$ is a numerable set, thus of 
measure zero (with respect to PO), and X, = AS,-, (n B 1) is defined 
almost everywhere. So it defines a sequence of random variables on the 
space (&, 11”). 
As we remarked in 4.7, the situation is the same in the initial domain 
[0, l] and in the image set ,c4”, using the almost everywhere bijective 
transformations, 
(CO, 1 I, a, PO, S) 7 A (d”, a, v”, S), 
where [F and G are associated with the deformation @. 
X, becomes the nth coordinate projection A,, of &m in -01; 
S becomes the usual shift S; 
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v” is the Bore1 measure delined on the a-field 9 generated by the 
“rectangles,” such that 
(for all finite words a=u1u2...a,, [a] stands for the number of indices i, 
1 < i < n, such that cpU, (or II/,*,) is a decreasing function). 
The properties of p” and S can be obtained from those of v” and S. This 
shows that the only useful information contained in @ is the set d- of all 
letters a such that qp, decreases. 
6.6. PROPOSITION. go is an S-invariant measure if and only if Y is a 
homogeneous deformation. 
Proof Set E= [0, x[. Then S-‘(E)= Uaesl E,, where E,= ‘p;‘(E) is 
equal to [0, cp;‘(x)[ if cpu increases, and to ]cp;‘(x), l] if cpO decreases. 
Consider y = p”( [O, x[ ) = F,o(x): 
PO(s-‘(E))= 1 P”(k7)= c IL,tY)-11/,(0)= 1 $,(Y). 
aEd oed aed 
But p” is diffuse, thus y takes all values in [0, l[, and this gives the 
announced result. Q.E.D. 
6.7. In the very special case of a linear deformation Y, p” is then an 
S-invariant measure (linear implies homogeneous). This can be improved: 
p” is ergodic (the proof is the same as in [ 16, p. 4851; it uses a result due to 
Knopp [ll]) and also is strongly mixing. 
In the linear case, Y is characterized by the set Y, and so we use 
the notation p” = psIg. But it is well known that two different ergodic 
measures (for the same transform S) are mutually singular: this is an easy 
consequence of the ergodic theorem. Thus we have 
We restate this result, using more simple arguments. Our proof also gives 
more information on the sets on which these measures are concentrated. 
THEOREM. When !P is a linear deformation (and @ a non-degenerate 
contracting one), then X,, are independant random variables, and they have 
the same law given by 
VaE&, P”(Xn = a) = IJA 
(this is equivalent to v”= @,“=1 Caesr IJ,I .6,), 
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Then p” is concentrated on the set N* = N& of all real numbers 
x E [0, 1 ] \ 0: whose infinite G-expansion satisfies 
Proof: The laws of the random variables X, follow from the fact that p” 
is S-invariant (then all the X,, have the same law), and that for all letters 
aEd 
[X, = a] = S-“+ ‘(J,) and PO(JJ = IJA. 
IJ,I is the slope of $,, so we have for all finite words a = a, a*.. . a,, 




[X,=a,] = fj IJ,,I = fi p”([Xi=aj]); 
i= I > i= 1 i= I 
and this gives the independance of the X,. 
Then we can apply the weak law of large numbers to the independant 
random variables 1 i,,(X,,), for a fixed a E &, and we obtain 
PO-a.e.: J[rnm Acard{l<m<n, x,=a}=E(lI,,(X,))=(J,I. 
This implies that ,u’ is concentrated on the set N&. Q.E.D. 
This can be easily improved, and in fact ~1’ is concentrated on the set 
N = N,, of ‘S-normal numbers in basis @, i.e., the set of all real numbers 
x E [0, 1 ] such that for all finite words a = a, a2 . . . a,: 
lim 1card{l<m<n,Vi, l,<i<q, ASm+i~2.~=aa,}= fi IJ,,I. 
n-m n i= I 
COROLLARY (Y and @ linear deformations). If 9 = 9, then p” = 1 (the 
Lebesgue measure on the interval [0, 11); 
if Y # 8, then p” is a singular measure. 
Proof If 9 = 9, it is obvious that 1 is a T-invariant measure, and then 
,U”=l. 
If Y # 9, the following results both apply: 
p” has no point mass; 
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and 
Thus p” is a singular measure. Q.E.D. 
6.8. Deformations @ and Y such that p” = 1 have been characterized in 
the linear case. This can also be done in the general case. As we have seen 
before, this needs @ and ‘P non-degenerated. 
PROPOSITION. Let @J and Y be two non-degenerate deformations, such 
that (@, Y) is regular. Then p” = A. if and only if @ = Y. 
ProoJ 5 = 9 is a necessary condition, implied by ~“(a,) = /I, for all 
letters a (0 < a 6 k). Conversely, I = TA implies that for all letters a ES! 
if xEZ,, 
and this gives cpU = $f. 
rl/,*(cp; ‘(xl) ifaEd+ 
t/1:(1 -q;‘(x)) if aed-, 
Q.E.D. 
7. DISTRIBUTION OF SELF-SIMILAR SEQUENCES 
7.1. We assume in this section that no boundary problems appear 
(same framework as in 3.1), and that U, = 0 (this is only a technical 
hypothesis: all results remain valid when u1 # 0, but are sometimes rather 
more complicated to be written...). 
Notations are the following ones: 
d = (0, 1, . . . . k - 1 } 
@ a deformation, CPU: LO9 ll+~a=c%>%+Il 
(0 = a0 < a, < . . . < ak = 1) 
E= (GJ,>l 
~=(%t),2,, url = (PE”(% 1 with m = q(n, E,). 
7.2. The relation Na = q(N, a) defines an operation of the set d on the 
set of integers N, using convention that Oa = 0. This operation can be 
extended to the set SS’* of finite words by iteration. Hypothesis sI #s2 
implies that 
VNE N*, VaEd or 
Na<N 
N= 1, a=&,, Na= 1 
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and so Na can be defined for every infinite word a. Thus we can define, for 
a finite word a = a, a2 a,, and a given integer N, the decreasing sequence 
of integers: 
N,= Na,a,...a, (for all indices id I al = n). 
If a=a,az . . ’ a,, . . is an infinite word, then N, is defined for all integers i, 
and is equal to 0 or 1 for sufftciently large indices i. 
7.3. For each sub-interval I of [0, 11, set 
J”(N, I) = M(N, Z, U) = 9 l,(u,) = card{ 1 <n 6 N, U, E Z>. 
n=I 
Then we have, for all letters a, ,k^(N, [a,, a, + , [ ) = n(N, a) + e(N, a), with 
le(N, a)[ < 1. In good cases, 3.2, 3.3, 3.4 with U, =0 and E,, sZ, . . . . E, 
correctly chosen, the error terms e(N, a) are always zero. In the general 
case given in 7.1, e(N, a) is equal to zero for N sulkiently large, but this 
property does not hold in more general cases. In the following (Sections 7 
and 8), the formulae are given when all the error terms are zero. 
DESCENDING FORMULA. For all zc~l,: 
q(N, a’) + M(Na, [0, cp;‘(x)[) when aE df 
c q(N, a’)-Jr/-(Na, 10, q;‘(x)]) when aEd-. 
ProojI If cpU is an increasing function, and if we pay no attention to 
boundary problems, then to say that U, E [0, x[ with some n, 1 <n 6 N, is 
equivalent to : 
either u,, E I,, , with some a’ < a. There are exactly q(N, a’) such 
indices n; 
or u,EZ,, and then u,~= va(una). But, for these n, we have n < No 
na < Na and this implies u,, < x o u,, < cp; ‘(x). 
If cp, is a decreasing function, only the case U, E Z, is different, and then 
either u, = a,, or u, < x 0 u,, > cp; ‘(x). 
The number of such indices is equal to 1 +W,a)- 
M(Na, [0, cp;i(x)]). But we have here M(Na, [0, q;‘(x)])= 1+ 
Jlr( Na, 10, cp; l(x)]). This gives the stated result. Q.E.D. 
Remarks. (1) If 0 does not appear in U (i.e., either F* = 12/ and 
~[a,] # 0, or F* # 0 and 0 4 F*), the descending formula remains valid: 
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when q0 increases, the proof is the same, and when pp, decreases, u, = ~1, is 
impossible and N(Na, [0, cp;‘(x)]) = N(Na, 10, cp;‘(x)]) in this case. 
(2) In general case, a bounded error term appears in the descending 
formula. 
7.4. For all letters a E d, we have 
JlrW, Z,) = Q-W, a) + e’(N, a) with le’(N, a)1 < 2, 
and then the existence of an asymptotic distribution (without point mass) 
of the sequence U implies that all limits ya = lim,+ ,( l/N) q(N, a) exist, for 
each aE&. Then we have Coed yu= 1. 
The numbers yU define 3, given by j?, = E,, < o y,, for all letters a. Let !P 
be the increasing linear deformation associated with 9. Then (0, Y) is 
regular, and ho = &,Y exists. 
7.5. Consider real numbers y0 with sum 1, and the associated 3 and p”. 
Consider the deviations given by 
b(N, I) = F(N, z, U) = Jv(N, z, U) - N. /LO(Z) 
Pm a) = WY a) - Y,N. 
For a contracting @, p” has no point mass, and then p(N, a) = &(N, Z,). 
DESCENDING FORMULA ON DEVIATIONS. For UN XEZ~, sef 
y = cp; l(x). For a contracting deformation Q, we have 
b(N co, XC) 
= .z, p(N,a')+p(N,a).F,~(y)+b(Na, P,YC) 
/ 
when a~&+ 
.zo p(N a’)-p(N, a)~F,dy)-~W% IRYI) when a~&-. 
Proof We can use the descending formula above and the following 
property of Fu;,o: 
1 r,,+r,.f’,o(y) when aE&+ 
p”([O,x[)=FWo(x)= “-za 
/ 
1 v,e+~u-(l -F,o(Y)) when aedal. 
a’ =s u
Z,, has a positive length for all letters a’. This implies that p” has no point 
mass and then p”( 10, y]) = I*‘( [0, y[ ) = F,o( y). This gives the result in this 
case. Q.E.D. 
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For each letter UE~, we define the set llal( as follows: when LZE .d +, 
then [la/l = (0, 1, . . . . (I- 1 k, and when acid-, then llull= 10, 1, . . . . uj. We 
recall here that [al stands for the number of letters a of a such that cpU 
decreases. 
COROLLARY. Let @ be a contracting deformation. For each x E I,, with 
x = u, and n d N, y = q;‘(x) can be written y = u, with m 6 Nu, and 
&(N P&XC)= 1 p(N,a’)+(-l)‘“‘(p(N,a).F,o(y)+6(Na, CO,yC))- 
o’t Ilull 
Proof By hypothesis, 0 and y are in the set {u,, u2, . . . . uNo}, and then 
10, y] can be substituted by [0, y[ without any change. Q.E.D. 
When x is not equal to u,, for some n 6 N, y does not appear in 
f uI 7 u2, . . . . uN,, } but 0 appears if Nu > 1. In this case 1 must be added to , 
the right side of the equality above. In general case, a bounded error term 
appears in this formula. Thus 1 may be included in this error term, and we 
obtain the same expression of B(N, [0, x[) for all x E [0, 11. 
7.6. THEOREM. Let d, be a non-degenerate contracting deformation (or 
more generally, satisfying hypothesis (Hl )). Then U has a distribution 
function tf and only tf the limits 
exist for all letters a E d. 
Let Y be the linear (increasing) deformation associated with the numbers 
Y=, and PO = I&. Then U is ,u”-distributed, and we have 
when there exists some a E& such that y, = I, then p” is the Dirac 
measure at x = G,(a) = ~[a] with a = a a... a... ; 
when y, = I I,1 for all letters a E & and tf @ is linear, then p” = 1; 
in all other cases, and when @ is linear, then p” is a singular measure. 
Proof: Assume that U is p-distributed, and that p has a positive mass at 
some point a,, 0 <ad k. Then self-similarity implies that p has a positive 
mass at 0 or 1. This needs y. = 1 (resp. yk _, = 1) and then all the limits y0 
exist. 
If not, p(SZ,) = 0 for all letters a, and this implies 
q(N, a) = J”W, 1,) - e’(N, a) - N.PU,) 
Then all the ya exist. 
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Conversely, for given numbers y,, the deformation Y and measure p” 
can be constructed as in 7.4. Then 
VaEsxl, p(N a) = o(N). 
By induction on m, we prove that for all XG Smm(DO), b(N, [0, x[)= 
o(N): 
for m= 1, X=X,, 6(N, [O,x[)=C,~,. p(N,a)=o(N); 
for m B 2, we can write x = U, E I, for some integer n and some letter a, 
and then considering y = p;‘(x), we get y E S-‘“- “(D,). For all N> n, 
we can use 7.5, and this gives the stated result, using the assumption 
d(Na, [0, y[) = o(Na) = o(N) (Na < N). 
If y, = 1 for some letter a, then ~1’ is the Dirac measure at x = S@(o), 
a = au... a...; but in this case u,, = a for almost every integer n (i.e., on a sub- 
set of N with an asymptotic density equal to one); thus U is PO-distributed. 
If y, < 1 for every letter a, Y is a contracting deformation. This implies 
that the set 0% is dense in [O, 11. We have F,o(@$)= D$. Then 
6(N, [0, x[ ) = o(N) for all x E LX$ implies that U is PO-distributed. 
Nature of p”. We use here the results obtained in Section 6: 
when y, = 1 for some letter a, the announced result has been proved 
already; 
p” = II requires that y, = [1,( for every Ietter aE d and that @ be a 
linear deformation: this has been proved in 6.8 (it corresponds exactly to 
the case @ = Y*); 
in other cases, p” has no point mass (Y is a contracting deformation 
associated with c2 = max aE d y, < 1). When Y and @ are linear, p” is a 
singular measure (Corollary 6.7). Q.E.D. 
Remark. When the error terms e(N, a) are not always zero, the theorem 
remains valid: 7.5 is true with an error term O(l), and this error term is 
also o(n). The proof is the same! 
COROLLARY. U is uniformly distributed in [0, 11 if and only if 
and 
@ is linear. 
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Proof: Assume these two properties. Then 3 =9; thus cP= Y and 
~1’ = 2, and the sequence U is uniformly distributed in [0, 11. 
Conversely, p” = 2 implies @ = Y. Thus we have 3 = 9, which implies 
lZ,l = y, for all letters a, and @ is a linear deformation. Q.E.D. 
8. ESTIMATIONS OF DEVIATIONS AND DISCREPANCY 
In this Section we assume the same hypothesis as in 7.1, and that the 
self-similar sequence U is uniformly distributed in [0, 11: @ is a linear 
deformation, and we have 
VUEd, rl(N, a) = IZ,} . N + o(N). 
The notations are the same as in 7.5, and we set 
AN, a) = v(N, a) - VA . N. 
8.1. Let N be given, and x .$ U. Then x has a unique infinite @-expan- 
sron a = a, a, . . . a, . f -, such that the equation ai #E, has infinitely many 
solutions i. We denote for all integers i 
ai=a,a,...a,; 
N,= Na,a,...a,= Na,; 
a=a,a!. IT 
x,=(p,+/IJ;,!,~ ... q,‘(x). 
“EXPLICIT" FORMULA FOR DEVIATIONS. Using the notations above, we 
have 
b(N, [o,x[)= z ((-l)ral-‘l c p(N,, a) + (- 1 )rall p(N,, a;) . Fpo(xj) 
> 
. 
i= I a E II4 
Proof: This is obtained by using m times Corollary 7.5, with a correctly 
chosen value of m: at any step, yi = xi+, . The equation a, # E, has infinitely 
many solutions i: it implies that Ni = 0 for all indices i > m, for sufticiently 
large m. For all these values of i, the deviation p(Ni, a,) is equal to zero, 
and this gives the formula: the infinite sum above is actually a finite sum. 
Q.E.D. 
This formula can be used to prove Theorem 7.6 directly, the complemen- 
tary set of U being dense in [0, 11. 
SELF-SIMILAR MEASURES AND SEQUENCES 239 
8.2. We now consider x E U, and use the notations of 8.1: in this case a 
can be chosen such that ai = e1 for large i. Indeed we can write cp,,(ui) =x 
for a finite word am, and then we take (I = a,&, .sl . . . . It is convenient here 
to choose the minimal value of m. Then we have x, = ur = 0, and this 
implies d(N,, [0, x,[) = 0. 
Using m times Corollary 7.5, we easily get: 
THEOREM. When u, = 0 and a = a, a2 . . a,,, is the minimal @-expansion of 
x=u “> we have for all integer N 2 n, 
8(N, [O,x[)= -g ((-I)‘-’ 1 P(Ni, a) + (- l)rPt’~(Ni, ai) .FMo(xi) , 
i=l OE ll~til 
with Nj= Nai= Na,a,...ai and xi=u nai =(pa,‘ocp;~,o ... ql,‘(x) 
(1 <i<m). 
COROLLARY. Assume that @ is a linear deformation, u, = 0, and that 
there exists a constant C such that we have for all letters a E d 
(rl(N+WLl~~:. 
Set y = max,,, lZ,l. Then the discrepancy of the associated self-similar 
sequence U satisfies, for all positive constants E, 
D;(u) < 
Log N KC 
Log( l/Y) - E 
x2+ c,. 
Proof. The assumptions imply that U is uniformly distributed in [0, 11, 
and its discrepancy can be written as 
We use the above theorem to estimate these deviations. 
For every subset d’ of d, either d’ or its complementary set ~4” has at 
most # elements. This implies 
Take 1 > a > y. There exists a constant A4 such that y + C/M < a. 
For all integers N greater than M, Na < ~1. N for all letters a E S. If D 
denotes the maximal length of all the finite words a such that 
ma = 0 or 1 (a being chosen of minimal length for that given m); 
m taking all the integer values between 1 and M, 
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then we have 
?ldN and 1 + 1+ D =a na=O or 1, 
and this implies that all the lengths of the finite words a associated with 
every number x = u,, 1 6 n < N, is less than 
LogN’M+D+ 1. 
Log l/LX 
But the above theorem implies that 
This gives the stated result. Q.E.D. 
This proves that the discrepancy of U has a minimal growth whenever all 
the quantities p(N, a) are bounded. 
8.3. Three remarks: 
(1) The corollary obviously remains valid when C= C(N) is an 
increasing arithmetic function (such that C(N) = o(N/Log N), . ..). 
(2) When the error terms e(N, a) are not always zero, the corollary 
remains valid: when e(N, a) is equal to zero for large N, a bounded error 
term appears. Then it can be included in the constant C,. In the other case, 
an error term @Log N) appears. Then we must change the coefficient of 
Log N in the majoration above, when C is a constant. 
(3) For a given fixed C, we proved the following majoration: 




This majoration can be compared to the actual value of the G, which is 







sequence ( { nt?} ), Q = 2 2 + + G &(Dupain [4]) 
2LogtJ 
1 1 1 
van der Corput’s sequence 2 
2 z 2Log2 
& (Haber 181) 
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This majoration is not the best possible. Two methods can be used to 
improve the given majoration, in the general case. The first method uses 
the following remark: when U is the self-similar sequence associated with 
the system (@, E), U is also the self-similar sequence associated with some 
other systems, constructed by iteration of the system (@, E). In these new 
systems, we obtain other majorations, which can be better than the 
previous ones. This method gives the actual value of the i& for the van der 
Corput sequence. The second method comes from the following idea: if we 
have simple explicit expressions for the quantities v(N, a) - I1,l N, then we 
can hope to obtain exactly the G. This has been done in [7] by Faure in 
the case where E is a periodic sequence. This will be done, in a future work, 
when E is a fixed point of a substitution on the set of infinite words. 
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