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DETERMINATION OF VACUUM SPACE-TIMES FROM THE
EINSTEIN-MAXWELL EQUATIONS
MATTI LASSAS, GUNTHER UHLMANN, AND YIRAN WANG
Abstract. We study inverse problems for the Einstein-Maxwell equations. We prove that it is
possible to generate gravitational waves from the nonlinear interactions of electromagnetic waves.
By sending electromagnetic waves from a neighborhood of a freely falling observer and taking
measurements of the gravitational perturbations in the same neighborhood, one can determine the
vacuum space-time structure up to diffeomorphisms in the largest region where these waves can
travel to from the observer and return.
1. Introduction
This paper continues the study of inverse problems with sources for non-linear hyperbolic equa-
tions in 4 dimensional space-times initiated in [21], where Einstein equations are coupled with
matter fields. It is shown in [21] that one can recover the topology, differentiable structure and
conformal class of the metric in a larger set than where the observations are made. The article
[24] studies a general class of semilinear wave equations extending the previous work [20] that con-
sidered quadratic non-linearities. See also [34] for equations with quadratic derivative nonlinear
terms. In this paper we consider Einstein field equations in vacuum coupled with Maxwell equa-
tions. We show that just using electromagnetic sources we can generate gravitational waves and
use them to determine the metric, topology and differentiable structure in a larger set than where
the observations are made. The method of proof uses asymptotic expansions and the precise study
of the singularities of each term in the expansion. We use as in [21, 20] four plane waves interacting
to create new point singularities and use these to determine the earliest light observation set. Then
we appeal to the geometric result in [20] that states that from the earliest light observation set we
can determine the topology, differentiable structure and conformal class of the metric in a larger
set than where the observations are made. The asymptotics needed in the current paper are more
subtle than the previously mentioned works since the highest order term vanishes and one needs
to look at the lower order terms carefully. As in the previously mentioned papers we remark that
the linearized inverse problem is not known to be solvable. We use the non-linear interaction of
waves in a significant way to create new point sources.
In the following, we first introduce the mathematical model, then we formulate the inverse
problem and state the main result.
1.1. The Einstein-Maxwell equations. Let M be a 4 dimensional smooth manifold and g be
a Lorentzian metric on M satisfying the vacuum Einstein equations
Ein(g) = 0.
Here Ein(g) denotes the Einstein tensor given by
Ein(g) = Ric(g)−
1
2
R(g)g
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where Ric(g) denotes the Ricci curvature tensor and R(g) the scalar curvature. In particular,
(M,g) is called a vacuum space-time. The propagation of electromagnetic waves on (M,g) are
governed by the Maxwell equations. In the covariant formulation, the electromagnetic field can be
described as a two form F and the (four) electric current J is a vector field on M . The Maxwell
equations for F on (M,g) with source J are given by
dF = 0, δgF = J
♭,(1.1)
where the codifferential δg is the dual of the exterior differential d with respect to g and J
♭ denotes
the one form obtained from J by lowering the index using g. In simply connected domains, one
can find a one form φ by Poincare´ lemma such that F = dφ, and φ is called the electromagnetic
potential. The Maxwell equations can be written as
δgdφ = J
♭,
while the first set of Maxwell equations is automatically satisfied as d2 = 0. The source J is subject
to the conservation law divgJ = 0, where divg denotes the divergence operator.
To understand the gravitational effects of incidenting electromagnetic waves on (M,g) with
electric current J as a source, we need to couple the Einstein and Maxwell equations in a physically
meaningful way. There are many models for the Einstein-Maxwell equations in the literature, for
example equations with no electric current [7, Section 6.10] and [29], and equations for charged
dust [7] and [33, Chap. 18]. In this work, we derive the equations with sources in Section 2.2 by
ignoring the contribution from the mass of the dust in the charged dust model. Roughly speaking,
the total Lagrangian consists of the Einstein-Hilbert Lagrangian, the electromagnetic Lagrangian
and the interaction term. The Einstein-Maxwell equations are the Euler-Lagrange equations of
the total Lagrangian and they can be written as
Ein(g) = Tsour,
δgdφ = J
♭,
where Tsour is the source stress-energy tensor which can be written as
Tsour = Tem + Tinter,
Tem,αβ = F
λ
αFβλ −
1
4
gαβF
λµFλµ, Tinter = −
1
2
(Jµφµ)g.
(1.2)
Here Tem, Tinter are the stress-energy tensor of the electromagnetic field F and the interaction
terms respectively. Moreover, Tsour satisfies the conservation law divgTsour = ∇αT
αβ = 0 if the
Maxwell equations are satisfied. This puts the requirement that the four current J should satisfy
the conservation law divgJ = 0. Now we must be careful formulating the source problem, because
it is not possible to solve the Einstein-Maxwell equations for every four current J . This can be
seen easily from the Maxwell equations on Minkowski space-time. In this case, the component
of the four current are J0 = q and J i = i, i = 1, 2, 3, where q is the electric charge and  is the
electric current. The conservation law is just the conservation of charges
dq
dt
+
3∑
i=1
∂i
∂xi
= 0,
where (xi), i = 0, 1, 2, 3 denotes the coordinates of R4, see for example, [7, Section II.3.2] and [29,
Chap. 4]. So once  is prescribed, q is determined from the above equation. Moreover, even if 
is smooth and compactly supported, q may not be compactly supported. Therefore, one should
think of the conservation law as a constitute equation for the Einstein-Maxwell equations with
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sources, and construct certain component of the source J given the others. We remark that a
similar problem for the Einstein equations with matter fields is addressed by Girbau and Bruna
[13] for the Cauchy problem.
Now we formulate the local problem of Einstein-Maxwell equations with sources to be considered
in this work, starting with some notions of Lorentzian geometry. For p, q on a Lorentzian manifold
(M,g), we denote by p ≪ q (p < q) if p 6= q and there is a future pointing time-like (causal)
curve from p to q. We denote by p ≤ q if p = q or p < q. The chronological (causal) future
of p ∈ M is the set I+g (p) = {q ∈ M : p ≪ q} (J
+
g (p) = {q ∈ M : q ≤ p}). Similarly, we can
define the chronological past and causal past, which are denoted by I−g (p) and J
−
g (p) respectively.
For any set A ⊂ M , we denote the causal future by J±g (A) =
⋃
p∈A J
±
g (p). Also, we denote
Jg(p, q) = J
+
g (p) ∩ J
−
g (q) and Ig(p, q) = I
+
g (p) ∩ I
−
g (q).
We consider globally hyperbolic manifold (M,g), which can be identified with the product
manifold R×M with M a 3-dimensional manifold and metric g = −β(t, y)dt2+κ(t, y) where β > 0
is a smooth function and κ is a family of Riemmanian metrics on M smooth in t, see Section
2.1. For T0 ∈ R, we denote M(T0) = (−∞, T0) ×M. For a vector field J on M , we shall write
J = (J0, J¯) where J¯ ∈ C∞(Rt;TM). In particular, J¯ is a family of smooth vector fields on M and
smooth in t ∈ R.
We consider (M, ĝ) as a background space-time where ĝ satisfies the vacuum Einstein equations.
Let µ̂(t) ⊂ M be a time-like geodesic where t ∈ [−1, 1]. In the language of general relativity, µ̂
represents a freely falling observer. Let V ⊂ M be an open relatively compact neighborhood of
µ̂([s−, s+]) where −1 < s− < s+ < 1. Take T0 > 0 such that V ⊂ M(T0). For J¯ compactly
supported in V , the Einstein-Maxwell equations with sources we consider are following equations
for the field (g, φ, J0) 
Ein(g) = Tsour(g, φ, J)
δgdφ = J
♭
divgJ = 0
in M(T0),
g = ĝ, φ = 0, J0 = 0, in M(T0)\J
+
g (supp (J¯)).
(1.3)
As is well-known, the solution of the Einstein equation is unique only up to diffeomorphisms and
the electric potential is unique up to a gauge choice. Hence one should think of g, φ and J in the
above equations as representatives of their equivalence classes.
In Section 2, we study the well-posedness of (1.3) in wave and Lorentz gauge. Moreover, in
Section 4, we consider the gravitational perturbations in the weak field approximation and show
that small electric current J¯ will generate non-trivial gravitational waves. We remark that the
coupling of progressive electromagnetic waves and gravitational waves is known for the electro-
vacuum space-time (with no source) using the WKB method, see for example Choquet-Bruhat [7,
Chap. XI]. Also, we’d like to point to the interesting work by Fu¨zfa [12], who demonstrated nu-
merically that strong electromagnetic fields (current loops and solenoid) can generate gravitational
field curving the space-time.
1.2. The inverse problem and the main results. Assume that we are given V a neighborhood
of an observer as a differentiable manifold. Suppose we can control the electric current J¯ which
are compactly supported in V and we take the measurements of the gravitational perturbations
g in V . Can we determine the background metric ĝ on Iĝ(p−, p+) using these information? See
Fig. 1. This problem becomes particularly interesting thanks to the breakthrough discovery by
the LIGO project [22, 23], i.e. direct detection of gravitational waves. We remark that the region
Iĝ(p−, p+) is the maximal region where the electromagentic waves can travel to from V and from
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where the waves can travel back to V . Therefore, it is the maximal region that we can expect to
determine the space-time structure in this setup.
b
b
p+ = µ̂(s+)
p− = µ̂(s−)
Iĝ(p−, p+)
V
µ̂
Figure 1. µ̂ is a time-like geodesic (the observer). The set V is an open neigh-
borhood of µ̂([−1, 1]). The source perturbation J is supported in V and produces
gravitational and electromagnetic perturbations. The measurements are taken in V .
We study the inverse problem of determining the space-time in Iĝ(p−, p+) bounded
by the dashed curves.
To formulate the inverse problem precisely, one need to keep in mind that the solutions to the
Einstein-Maxwell equations are unique up to diffeomorphisms of certain regularity. Here we follow
[21] to formulate the observations in Fermi coordinates associated with freely falling observers
µ̂([−1, 1]). Assume that p = µ̂(−1) ∈ {0}×M. We shall take some basis Xj(p) ∈ TpM, j = 0, 1, 2, 3
such that X0(p) = ˙̂µ(−1) is time-like. We let Zj , j = 0, 1, 2, 3 be a frame along µ̂ obtained from
parallel translating Xj(p). Then we consider the following Fermi coordinates:
Φg,p(z
0, z1, z2, z3) = expg,µ̂(z0)(
3∑
j=1
zjZj), Φg,p : V˜p → V
g ⊂ V,(1.4)
where V˜p = (−1, 1)×Bp is a subset of R
4, Bp is a small neighborhood of 0 ∈ R
3 depending on p (or
µ̂) so that the exponential maps are well-defined and V g = Φg,p(V˜p). In particular, (V˜p,Φg,p) gives
a coordinate system of V g, the Fermi coordinates. We formulate the problem in this coordinate.
For the inverse problem, it is natural to think of the four current J as the source and define the
source-to-solution map of the Einstein-Maxwell system as J → (g, φ). Moreover, it is convenient
to take the graph of the source-to-solution map as the data set. On the manifold M , we introduce
a complete Riemannian metric ĝ+ so we can define seminorms in Cs(M). For δ > 0 small, we
define the data set as
D(δ)
.
= {(Φ∗g,pg|V˜p ,Φ
∗
g,pφ|V˜p ,Φ
∗
g,pJ |V˜p) : J = (J
0, J¯) ∈ C4(M), ‖J¯‖C4(M) < δ,
supp (J¯) ⊂ V g and (g, φ, J0) ∈ C4(M) satisfy (1.3)}.
(1.5)
Roughly speaking, the data setD(δ) corresponds to the following measurement settings: We control
the electric current J that is supported in the neighborhood V g of the geodesic µˆ. This gives rise
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to the moving electric charges J0. Together J = (J0, J) cause a perturbation in the electric field
φ and the gravitational field g that start to propagate in space time. This perturbed fields can be
considered as a non-linear wave that scatters from non-homogenous background metric ĝ. Some of
the scattered waves return back to V g where we observe the fields (g, φ). In the data set D(δ) the
controlled source J and the other fields J0, g, φ are given in the Fermi coordinates Φg,p associated
to the freely falling observer (time-like geodesic) µg. Our main result is the unique determination
of two vacuum space-times up to isometries.
Theorem 1.1. Let M be a 4 dimensional simply connected smooth manifold and ĝ(i), i = 1, 2 be
two globally hyperbolic Lorentzian metrics on M satisfying the vacuum Einstein equations. Let
µ̂(i)([−1, 1]) be time like geodesics with respect to ĝ(i). Assume that p(i) = µ̂(i)(−1) ∈ {0} ×M and
take p
(i)
± = µ̂
(i)(s±) with −1 < s− < s+ < 1. Suppose that V
(i) are neighborhoods of µ̂([s−, s+])
and V (i) ⊂M(T0)\M(0) for T0 > 0. Consider the Einstein-Maxwell systems{
Ein(g(i)) = Tsour(g
(i), φ(i), J (i))
δg(i)dφ
(i) = J (i),♭
in M(T0),
g(i) = ĝ(i), φ(i) = 0, in M(T0)\J
+
g(i)
(supp (J¯ (i))),
which is well-posed on data set D(i)(δ), i = 1, 2 defined as (1.5) for some small δ. If
D(1)(δ) = D(2)(δ),
then there is a diffeomorphism Ψ : Iĝ(1)(p
(1)
− , p
(1)
+ ) → Iĝ(2)(p
(2)
− , p
(2)
+ ) such that Ψ
∗ĝ(2) = ĝ(1) in
Iĝ(1)(p
(1)
− , p
(1)
+ ).
A key ingredient in the proof of Theorem 1.1 is to produce artificial point sources in Iĝ(p−, p+)
from the nonlinear interaction of linear waves. For the Einstein-Maxwell equations we study in
this paper, the linear waves are electromagnetic waves caused by small perturbations of the elec-
tromagnetic sources. In Section 5, we show that the nonlinear interaction of four electromagnetic
waves could produce a point source of gravitational waves and this helps us to solve the inverse
problem, see Fig. 2.
b
b
b
b
b
q0
Y1
Y2
Y3
Y4
L+q0
Figure 2. Interaction of singularities. Four electric current sources are placed on
submanifolds Yi, which produce four electromagnetic waves (distorted plane waves)
propagating along geodesics from Yi. Their nonlinear interactions at q0 produce
new gravitational waves propagating on the light-cone L+q0 = expq0(L
+
q0M).
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We remark that the propagation and interaction of singularities for nonlinear hyperbolic equa-
tions was actively studied in the 80’s and 90’s, mainly for 2 + 1 dimension by Bony [6], Melrose-
Ritter [27], Rauch-Reed [31], etc, see also Beals [2] for an overview. The Einstein-Maxwell equa-
tions reduces to a quasilinear hyperbolic system in 3 + 1 dimensions in wave and Lorentz gauge,
for which the methods in the mentioned literatures do not apply directly. We use the method de-
veloped in [20] and [24] to analyze the singularities in the asymptotic expansion of solutions with
sources depending on some small parameters. We point out that we only treat weak conormal type
of singularities. For the propagation and interaction of strong gravitational waves, for example
impulse waves, see [25, 26].
The paper is organized as following. In Section 2, we formulate the source problem for the
Einstein-Maxwell equations using Lagrangians. Then we discuss the well-posedness of the Einstein-
Maxwell equations, first for the reduced equations in wave and Lorentz gauge then the full equa-
tions. In Section 3, we consider the linearization of the Einstein-Maxwell equations and construct
distorted plane waves. Before solving the inverse problem, we show in Section 4 the generation
of gravitational waves using electromagnetic sources in wave gauge. In Section 5, we study the
leading singularities generated from nonlinear interaction of linear waves and prove that they are
not always vanishing. Finally, we solve the inverse problem in Section 6.
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2. Locall well-posedness of the Einstein-Maxwell equations
2.1. Notations. We review some facts from Lorentzian geometry and set up notations. Some of
them are briefly discussed in the introduction and we collect them here for convenience. Our main
references are [3, 7, 21].
Assume that (M,g) is an 4 dimensional Lorentzian manifold which is time oriented and globally
hyperbolic. From [4], we know that (M,g) is globally hyperbolic if there is no closed causal paths
in M and for any p, q ∈ M and p < q, the set Jg(p, q) is compact. We take the signature of the
metric g as (−,+,+,+). It is proved in [5] that (M,g) is isometric to a product manifold R×M
with g = −β(t, y)dt2 + κ(t, y), where M is a 3 dimensional manifold, β : R ×M → R+ is smooth
and κ is a Riemannian metric on M and smooth in t. In this work, we identify (M,g) with this
isometric image. We shall use x = (t, y) = (x0, x1, x2, x3) as the local coordinates on M . For
T0 ∈ R, we set M(T0) = (−∞, T0) ×M. It is worth noting that for each t ∈ R, the submanifold
{t} ×M is a Cauchy surface, i.e. every inextendible causal curve intersects the submanifold only
once, see for example [3, Page 65].
For p ∈ M , we denote the collection of light-like vectors at p by LpM = {θ ∈ TpM\{0} :
g(θ, θ) = 0} and the bundle by LM =
⋃
p∈M LpM . The future (past) light-like vectors are denoted
by L+p M (L
−
p M), and the bundle L
±M =
⋃
p∈M L
±
p M . Also, the set of light-like covectors at
p is denoted by L∗pM and the bundles L
∗M,L∗,±(M) are defined similarly. Since the metric g
is nondegenerate, there is a natural isomorphism ip : TpM → T
∗
pM . With this isomorphism, we
sometimes use vectors and co-vectors interchangeably. Let expp : TpM → M be the exponential
map. The geodesic from p with initial direction θ is denoted by γp,θ(t) = expp(tθ), t ≥ 0. The
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forward light-cone at p ∈M
L+p = {γp,θ(t) : θ ∈ L
+
p M, t > 0}
is a submanifold of M and we notice that p /∈ L+p M .
We recall some useful formulas. We use the standard Einstein summation notation, i.e. sum-
mation is over repeated indices. In local coordinates, the Christoffel symbols are given by
Γµαβ =
1
2
gµλ(∂βgλα + ∂αgλβ − ∂λgαβ), ∂i =
∂
∂xi
, i = 0, 1, 2, 3.
The contracted Christoffel symbol is
Γµ = gαβΓµαβ = −|detg|
− 1
2 ∂λ(|detg|
1
2 gλµ),
see for example [10, Section 3] and [21]. The Laplace-Beltrami operator defined via g = δgd+dδg
can be written as
g = −|detg|
− 1
2 ∂β(|detg|
1
2 gβα∂α) = −g
αβ∂α∂β + Γ
α∂α.(2.1)
Let J be a smooth vector field. The divergence of J is given in local coordinates by
divgJ =
3∑
i=0
∂
∂xi
((−detg)
1
2J i),(2.2)
see for example [32] and [29, p. 222]. Let Ric(g) denote the Ricci curvature tensor. For any
covariant 2-tensor T , recall that the trace of T with respect to g is defined as Trg(T ) = g
αβTαβ .
In particular, the scalar curvature R(g) = Trg(Ric(g)).
Besides the Lorentzian metric, we will take a complete Riemannian metric ĝ+ on M , whose
existence is guaranteed by [30]. With this metric, we can introduce distances on M,TM , and
Sobolev spaces on M .
2.2. The Lagrangian formulation. We derive the coupled Einstein-Maxwell equations from the
Lagragian point of view. One can compare this with the equations for the charged dust, see Taylor
[33, Chap. 18]. Recall that the (vacuum) Einstein equations are the Euler-Lagrange equations of
the Einstein-Hilbert Lagrangian:
Lgrav(g) =
∫
M
R(g)dg,
see for example [7, Theorem 7.1, Chap. III]. Here dg denotes the volume element and in local coor-
dinates, dg = |detg|
1
2 dx. Next, the electromagnetic field can be described as a two form F on (M,g)
i.e. F = Fαβdx
α∧dxβ. On a simply connected domain, we can write F = dφ or equivalently Fαβ =
∂αφβ −∂βφα with a one form φ, the electromagnetic potential. The Lagrangian of the electromag-
netic field is given by
Lem =
1
4
∫
M
FαβFαβdg.
In case there are electric current J a vector field, we should add the interaction Lagrangian
Linter = −
∫
M
Jµφµdg,
so the source Lagrangian is Lsour = Lem+Linter. Indeed, the Maxwell equations (1.1) with source
J are the Euler-Lagrange equations of this Lagrangian.
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Now we consider the coupled Lagrangian of gravitational field and electromagnetic field:
Ltotal = Lgrav + Lsour.
According to [7, Theorem 7.3, Chap. III], we can write the first variation of Lsour as
δLsour =
∫
M
Ψ(g, φ)δφdg −
∫
M
Tsourδgdg.
(Note here δ denotes the variation and is different from the codifferential δg.) Then we get the
field equations i.e. Maxwell equations δgF = J
♭, from Ψ(g, φ) = 0 and the Einstein equations
with source stress-energy tensor Tsour i.e. Ein(g) = Tsour from δLgrav =
∫
M Tsourδgdg. More
importantly, since the Lagrangian Lsour is invariant under diffeomorphisms, Theorem 7.3 of [7,
Chap. III] guarantees that the stress-energy tensor Tsour satisfies the conservation law divgTsour = 0
if the Maxwell equations are satisfied. It also follows from the Maxwell equations that the electric
current satisfies the conservation law divgJ = 0. A more physical elaboration of electrodynamics
on curved space-time, especially the validation of the conservation laws, can be found in [29,
Section 22.4].
We find Tsour explicitly. We can write Tsour = Tem + Tinter, where
Tem,αβ = F
λ
αFβλ −
1
4
gαβF
λµFλµ(2.3)
is the stress-energy tensor of the electromagnetic field F . To find the stress-energy tensor Tinter of
Linter, we consider the first variation
δLinter = −
∫
M
Jµφµδ(dg) =
∫
M
1
2
Jµφµg(δg)dg,
since δ(dg) = −12gαβδg
αβdg, see formula (7.4) of [7, Chap. III]. So the stress-energy tensor Tinter =
−12(J
µφµ)g. Finally, we can write the coupled Einstein-Maxwell equations with sources as
Ein(g) = Tem −
1
2
(Jµφµ)g,
δgdφ = J
♭.
(2.4)
We remark that in absence of the electric current i.e. J = 0, these equations reduce to the sourceless
Einstein-Maxwell equations in literatures, see e.g. [7, 29].
For our analysis, it is convenient to use an equivalent form of the Einstein equations. We take
the trace of the Einstein equation in (2.4) to obtain
Trg(Ein(g)) = −R(g) = −2J
µφµ,
because Tem is trace-free in dimension 4. Hence the Einstein equations in (2.4) is equivalent to
Ric(g) = Tem +
1
2
(Jµφµ)g.(2.5)
2.3. The reduced Einstein-Maxwell equations. The Einstein equations form a second order
system of PDEs. In harmonic gauge i.e. local coordinates such that Γα = 0, α = 0, 1, 2, 3, the
Einstein equation (2.5) becomes a second order quasi-linear hyperbolic system for g. Actually, in
local coordinates, the Ricci tensor can be written as
Ricµν(g) = Ric
(h)
µν (g) +
1
2
(gµq∂νΓ
q + gνq∂µΓ
q), µ, ν = 0, 1, 2, 3,(2.6)
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where Ric
(h)
µν (g) = −
1
2g
pq∂p∂qgµν + Pµν is the harmonic Ricci tensor and
Pµν = g
abgpsΓ
p
µbΓ
s
νa +
1
2
(∂agµνΓ
a + gνlΓ
l
abg
aqgbd∂µgqd + gµlΓ
l
abg
aqgbd∂νgqd),
see for example [21, Appendix A] and [7, Section VI.7]. Note that Pµν is a polynomial of gpq, g
pq
and the first derivatives of gpq. When Γ
α = 0, Ric(g) is reduced to Ric(h)(g).
This reduction can be made coordinate invariant using wave map. Let ĝ be a smooth Lorentzian
metric and g′ be a Lorentzian metric close to ĝ in Cm(M) with m to be specified later. Consider
the wave map f : (M,g′)→ (M, ĝ) satisfying the following equation
g′,ĝf = 0 in M(T1),
f = Id in M(0),
(2.7)
where T1 > T0 and g′,ĝ is the wave map operator defined independent of local coordinates, see
[7, Section VI.7] and [21, Appendix A] for more details. In local coordinates x = (x0, x1, x2, x3)
for (M,g′) and y = (y0, y1, y2, y3) for (M, ĝ) so that yA = fA(x), A = 0, 1, 2, 3, we have
(g′,ĝf)
A(x) = (g′)jk(x)(
∂2
∂xj∂xk
fA(x)− Γ′njk(x)
∂
∂xn
fA(x) + Γ̂ABC(f(x))
∂
∂xj
fB(x)
∂
∂xk
fC(x)),
where Γ′, Γ̂ denote the Christoffel symbols on (M,g′) and (M, ĝ) respectively. In particular, (2.7)
is a second order semilinear hyperbolic system for f . The well-posedness of (2.7) has been stud-
ied in [21, Appendix A.3], see also [7, Appendix III]. Actually, for g′ sufficiently close to ĝ in
Cm(M(T1)),m ≥ 5, the wave map equation (2.7) has a unique solution
f ∈ C0([0, T1];H
m−1(M)) ∩ C1([0, T1];H
m−2(M)).
Here we take T1 > T0 such that M(T0) ⊂ f(M(T1)) and g = f∗g
′ is defined on M(T0). Let
Es(M(T0)) =
s⋂
p=0
Cp([0, T0];H
s−p(M)).(2.8)
We also abbreviate the notation as Es when the manifold is clear. If m is even, the wave map
f ∈ Em−1 and f depends continuously on g′ ∈ Cm(M(T1)). In particular, for s ≥ 4, we notice
that Es ⊂ Cp([0, T0] ×M) for 0 ≤ p < s − 2. Therefore f ∈ C
m−3(M(T0)) if m ≥ 4 is even. We
remark that these regularity results may not be optimal but are sufficient for our analysis.
Suppose f is a wave map with respect to (g′, ĝ) and set g = f∗g
′, then the identity map Id is a
wave map with respect to (g, ĝ) and the wave map equation for Id is equivalent to the harmonicity
condition Γn = Γ̂n, n = 0, 1, 2, 3, where Γ̂n = gαβΓ̂nαβ . Let F̂
n = Γn − Γ̂n, the Ricci curvature
tensor can be written as
Ricpq(g) = (Ricĝ(g))pq +
1
2
(gpn∇̂qF̂
n + gqn∇̂pF̂
n), p, q = 0, 1, 2, 3,
where Ricĝ(g) is called the reduced Ricci curvature tensor. Therefore, in wave gauge where F̂
n
vanishes, the Ricci tensor is the reduced Ricci tensor. Using (2.6) and the harmonicity condition,
we obtain that
(Ricĝ(g))µν = −
1
2
gpq∂p∂qgµν +Qµν , µ, ν = 0, 1, 2, 3,
where Qµν = g
abgpsΓ
p
µbΓ
s
νa +
1
2
(∂agµν Γ̂
a + gνlΓ
l
abg
aqgbd∂µgqd + gµlΓ
l
abg
aqgbd∂νgqd)
+
1
2
(gµq∂ν Γ̂
q + gνq∂µΓ̂
q).
(2.9)
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Suppose that g′ is a solution to the Einstein equation Ric(g′) = T ′em +
1
2(J
µφµ)g
′ in M(T0) where
T ′em is defined using g
′. Then g = f∗g′ satisfies the reduced Einstein equations
Ricĝ(g) = Tem +
1
2
(Jµφµ)g(2.10)
in wave gauge, where Tem is defined with respect to g.
Next we consider the Maxwell equations δgdφ = J
♭ for electromagnetic potential φ. We impose
the Lorentz gauge condition δgφ = 0 to fix the gauge choice of φ, see for example Section 10.2 of
[7, Chap. VI]. Then we have gφ = δgdφ+ dδgφ = J
♭. So we can write the Maxwell equation as
gφβ = −g
αλ∂λ∂αφβ + Γ̂
µ∂µφβ = Jβ, β = 0, 1, 2, 3,(2.11)
where we have used the expression (2.1) and the harmonicity condition Γµ = Γ̂µ.
Now we formulate the reduced Einstein-Maxwell equations in wave and Lorentz gauge. We
consider small perturbations near a background field. Suppose that (ĝ, φ̂) is the background field
where φ̂ = 0 and ĝ satisfies Ric(ĝ) = 0. Let J¯ ∈ C∞(R;TM) with supp (J¯) ⊂ V . In wave and
Lorentz gauge, the Einstein-Maxwell equations (1.3) with unknowns (g, φ, J0) are reduced to
Ricĝ(g) = Tem(φ) +
1
2(J
µφµ)g
gφ = J
♭
divgJ = 0
in M(T0),
g = ĝ, φ = 0, J0 = 0, in M(T0)\J
+
g (supp (J¯)).
(2.12)
Here we denote by Tem(φ) the stress-energy tensor associated with F = dφ. Note that Tem(φ) is
a polynomial involving gij, g
ij and first derivatives of φ. To establish the well-posedness for this
system, it is convenient to consider the perturbed fields
~w
.
= (u, φ) = (g, φ) − (ĝ, 0),(2.13)
where
.
= means by definition. Using (2.2), we can express J0 in terms of J¯ and g i.e.
J0 = F (x, g, J¯ , ∂g, ∂J¯ )
.
= −(−detg)−
1
2
3∑
i=1
∫ t
0
∂i((−detg)
1
2 J¯ i)ds.(2.14)
In particular, F is a smooth function of its arguments when g is non-degenerate. Note that here
we can replace the vector field ∂t along which the divergence equation divgJ = 0 is solved by any
time-like vector field, but for clarity of notations we use just ∂t. Using (2.9) and the expression of
gφ, we see that equations (2.12) in terms of ~w can be reduced to{
−gpq∂p∂quµν +B
µν(x, ~w, ∂ ~w) = G(x, ~w, J¯ , ∂J¯),
−gpq∂p∂qφβ +B
β(x, ~w, ∂ ~w) =
∑3
α=1 gβαJ¯
α + gβ0F (x, g, J¯ , ∂g, ∂J¯ ),
in M(T0),
~w = 0, in M(T0)\J
+
g (supp (J¯)),
(2.15)
where µ, ν, β = 0, 1, 2, 3, B• are smooth functions of ~w, ∂ ~w and G(•) is a smooth function in its
arguments. In particular, G(•) comes from the term 12(J
µφµ)g. We shall establish first the well-
posedness of system (2.15) and then the coupled system (2.12). The system (2.15) is a quasilinear
hyperbolic system of PDEs for ~w. In Appendix B of [21], the authors studied the local solvability
and stability for certain nonlinear hyperbolic system of PDEs arising from the Einstein-scalar field
equations. The proof follows similar fixed point iteration arguments as for the Cauchy problem, see
for example [16] and [7, Appendix III]. Although our nonlinear function G(x, ~w, J¯ , ∂J¯) is non-local
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due to (2.14), the proofs in [21] can be slightly modified to apply to our system (2.15) since we
consider local problem for t finite. We briefly recall the results in [21].
In (2.13), u is a symmetric 4 × 4 matrix and φ is a 4-vector. By renumbering, we can regard
~w = (u, φ) as a 14-vector. For integer κ, we let Bκ be a vector bundle on M such that the fiber Bκx
is a κ dimensional vector space. In the following, we use section-valued Sobolev space Hm(M ;Bκ).
We denote
Em(M(T0);B
κ) =
m⋂
j=0
Cj([0, T0];H
m−j(M;Bκ)), m ∈ N.
Also, we use the abbreviation Em and denote Em0 the compactly supported functions in E
m. Now
we state the local well-posedness for (2.15), hence the reduced Einstein-Maxwell equations (2.12).
As we already mentioned, the proof can be found in Appendix B of [21].
Proposition 2.1. Let m0 ≥ 4 be an even integer and T0 > 0. If J¯ is compactly supported and
‖J¯‖Em0 < c0 is small enough, there exists a unique solution ~w satisfying the equation (2.15) on
M(T0) and
‖~w‖Em0 ≤ C‖J¯‖Em0+1 ,(2.16)
where C denotes a generic constant.
We remark that these regularity requirements are not optimal but sufficient for our work. Also,
the space for J¯ is Em0+1 because the functions F and G contains derivative of J¯ . We see that
for ‖J¯‖Em0+1 sufficiently small so that g = ĝ + u is non-degenerate, we can solve J
0 from (2.14).
Moreover, we have J0 ∈ Em0 and ‖J0‖Em0 ≤ C‖J¯‖Em0+1 for m ≥ 4 even. This proves the
well-posedness of the system (2.12).
2.4. The full Einstein-Maxwell equations. We’ve found solutions to the reduced Einstein-
Maxwell equations in wave and Lorentz gauge. To make sure that they give solutions to the
full Einstein-Maxwell equations, we need to check that the wave gauge condition Γ̂n = Γn, n =
0, 1, 2, 3 and the Lorentz gauge condition δgφ = 0 are satisfied. For the sourceless Einstein-Maxwell
equations, this can be found in e.g. Lemma 10.1 of [7, Section 10.3]. The same idea applies here.
The key is that the stress-energy tensor Tsour satisfies the conservation law when J does.
Lemma 2.2. If (g, φ) and J satisfies (2.12) in wave and Lorentz gauge, the harmonic gauge
condition Γn = Γ̂n and Lorentz gauge condition δgφ = 0 are satisfied on M(T0).
Proof. First consider the function G = δgφ. We know that
gφ = δgF + dG, F = dφ.(2.17)
Also, we know from (2.12) that gφ = J
♭ and J satisfies the conservation law for Maxwell equations
which implies δgJ
♭ = 0. Now we take the codifferential of equation (2.17) and use δ2g = 0 to obtain
δg(dG) = 0, which is gG = 0 as G is a zero form (function). Therefore, G is a solution to the linear
hyperbolic system
gG = 0 in M(T0),
G = 0 in M(T0)\J
+
g (supp (J¯)).
The system has a unique solution. Hence we conclude that G = 0 i.e. δgφ = 0 in M(T0).
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Next, consider F̂ = (F̂n)3n=0 with F̂
n = Γn − Γ̂n. The proof of F̂ = 0 follows from standard
arguments. We briefly repeat the proof for completeness. If we write the reduced Einstein equation
(2.12) as
Einĝ(g)
.
= Ricĝ(g)−
1
2
Trg(Ricĝ(g))g = Tsour,
it follows from the Maxwell equation that Tsour satisfies the conservation law divgTsour = 0. From
standard calculation for example [21, Appendix A.4], we know that
Einjk(g) − Tjk =
1
2
(gjn∇̂kF̂
n + gkn∇̂jF̂
n − gjk∇̂nF̂
n), j, k = 0, 1, 2, 3.
Taking divergence and using Bianchi identity, we arrive at
0 = gnm∇n∇̂mF̂
q +W q(F̂ ), q = 0, 1, 2, 3,
where W is a first order linear differential operator whose coefficients are polynomials of ĝ, g and
their derivatives. Thus, F̂ satisfies a second order linear hyperbolic system
gnm∇n∇̂mF̂
q +W q(F̂ ) = 0, in M(T0),
F̂ = 0, in M(T0)\J
+
g (supp (J¯)).
Since this system is uniquely solvable, we conclude that F̂ = 0 i.e. the harmonic gauge condition
is satisfied. This finishes the proof. 
Finally, we discuss the well-posedness the full Einstein-Maxwell equations and we’d like to
explain the regularity requirements in the set D(δ). In wave gauge, we take J = (J0, J¯) a one form
with J0 ∈ Em0 , J¯ ∈ Em0+1,m0 ≥ 4 even and by Prop. 2.1, we know that the solution g = ĝ + u
and φ are in Em0 as well. Since Em0 is an algebra, we can take the physical field J as a vector
field in Em0 in wave gauge. For the wave map f , we know that f ∈ Cp−3 if g′ ∈ Cp where g′ is
the solution to the full Einstein-Maxwell equations with electric current J ′ = f∗J . For solving the
inverse problem, we’d like to take into account all J in E12 ⊂ C8 in wave gauge. Then g ∈ C8 and
f ∈ C4. Thus we should include J ′ ∈ C4 and g′ ∈ C4 in the data set.
3. Linearization of the Einstein-Maxwell equations
We’ve found the set of J for which the Einstein-Maxwell equations are well-posed. In the rest
of the paper, we shall work with the following system in wave and Lorentz gauge{
Ricĝ(g) = Tem(φ) +
1
2 (J
µφµ)g
gφ = J
♭
in M(T0),
g = ĝ, φ = 0, in M(T0)\J
+
g (supp (J¯)).
(3.1)
The corresponding system for the perturbed fields ~w = (u, φ) = (g, φ) − (ĝ, 0) are{
−gpq∂p∂quµν +Bµν(x, ~w, ∂ ~w) = (J
µφµ)g,
−gpq∂p∂qφβ +Bβ(x, ~w, ∂ ~w) = Jβ,
in M(T0),
~w = 0, in M(T0)\J
+
g (supp (J¯)).
(3.2)
This is a second order quasilinear hyperbolic system for ~w. We consider its linearization in this
section and construct the so-called distorted plane wave solutions. The theory for linear hyperbolic
PDEs, for example wave equations, is well-developed, see e.g. [11, 14, 1]. We review the causal
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inverse for the linearized Einstein equation as a paired Lagrangian distribution [28]. This is
particularly convenient for the analysis of propagation and interaction of singularities.
3.1. The causal inverse. Consider the equation (3.2) with source J = ǫJ depending on a small
parameter ǫ > 0. For the moment, we can assume that J ∈ Cm(M ;B4) is compactly supported.
We will return to the issue of constructing J belonging to the data set in Section 3.3. By the
stability result Prop. 2.1, we can write the solution (g, φ) = (ĝ, 0) + ǫ(g˙, φ˙) modulo terms of order
ǫ2. Then (g˙, φ˙) satisfy the linearized Einstein-Maxwell equations (for µ, ν, β = 0, 1, 2, 3){
−ĝpq∂p∂q g˙µν +Aµν(g˙) = 0,
−ĝpq∂p∂qφ˙β +Aβ(φ˙) = ĝβαJ
α,
in M(T0),
(g˙, φ˙) = 0, in M(T0)\J
+
ĝ (supp (J)),
(3.3)
whereA• are first order linear differential operators. The form of A• follows from direct calculations
using (2.9), (2.3) and (2.11). We emphasis that the system (3.3) is actually decoupled and we have
g˙ = 0. This facilitates our analysis and is the reason why we consider the vacuum background.
It is convenient to write the system in matrix form. Let ~v = (g˙, φ˙) be section valued in B14. We
let ~J = (0, (ĝβαJ
α)3β=0) where 0 is the zero section in B
10. Then equation (3.3) can be written as
P~v
.
= (−ĝpq∂p∂q)Id~v + V (x, ∂)~v = ~J,(3.4)
where Id denotes the 14× 14 identity matrix and V is a 14× 14 block-diagonalized matrix whose
elements are first order differential operators. From (3.3), we notice that P is hyperbolic with
principal term the wave operator ĝId for which we know there exists a causal inverse if (M, ĝ) is
globally hyperbolic, see for example [1]. Moreover, the Schwartz kernel of the causal inverse can
be described as a paired Lagrangian distribution as shown in [28], see also [21]. We review the
construction in the following.
For two Lagrangians Λ0,Λ1 ⊂ T
∗X intersecting cleanly at a codimension k submanifold i.e.
TqΛ0 ∩ TqΛ1 = Tq(Λ0 ∩ Λ1), ∀q ∈ Λ0 ∩ Λ1,
the paired Lagrangian distribution associated with (Λ0,Λ1) is denoted by I
p,l(Λ0,Λ1), see [8, 28,
18, 17] for details. Let P(x, ξ) = |ξ|2ĝ∗ be the symbol of −ĝ
pq∂p∂q with ĝ
∗ = ĝ−1 the dual metric. Let
Σĝ = {(x, ξ) ∈ T
∗M : P(x, ξ) = 0} be the characteristic set which consists of light-like co-vectors.
The Hamilton vector field of P is denoted by HP and in local coordinates
HP =
3∑
i=0
(
∂P
∂ξi
∂
∂xi
−
∂P
∂xi
∂
∂ξi
).
The integral curves of HP in Σĝ are called null bicharacteristics and there projections to M are
geodesics. Let Diag = {(z, z′) ∈M ×M : z = z′} be the diagonal and
N∗Diag = {(z, ζ, z′, ζ ′) ∈ T ∗(M ×M)\0 : z = z′, ζ ′ = −ζ}
be the conormal bundle of Diag minus the zero section. We let Λĝ be the Lagrangian obtained
by flowing out N∗Diag∩Σĝ under HP. Here we regard Σĝ,HP as objects on product manifold
T ∗M × T ∗M by lifting from the left factor. It is proved in Lemma 3.1 of [21] that for the linear
differential operator P, there exists a causal inverseQ ∈ I−
3
2
,− 1
2 (N∗Diag,Λĝ;B
14) such that PQ =
Id on E′(M ;B14). Later, we also use Qĝ to emphasis the dependence on the metric. Moreover,
from [8, Prop. 5.6 ] or [17, Theorem 3.3], we know that Q : Hmcomp(M ;B
14) → Hm+1loc (M ;B
14) is
continuous for m ∈ R.
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3.2. Distorted plane waves. We shall consider source J with singularities in the normal direc-
tions of a submanifold. For a submanifold Y ⊂ X of codimension k, the conormal bundle N∗Y is
a Lagrangian submanifold. We review Lagrangian distributions in the scalar case, see [14, 15].
Let X be a n dimensional smooth manifold and Λ be a smooth conic Lagrangian submanifold
of T ∗X\0. Following the standard notation, we denote by Iµ(Λ) the Lagrangian distribution of
order µ associated with Λ. In particular, for U open in X, let φ(x, ξ) : U × RN → R be a smooth
non-degenerate phase function that locally parametrizes Λ i.e. {(x, dxφ) : x ∈ U, dξφ = 0} ⊂ Λ.
Then u ∈ Iµ(Λ) can be locally written as a finite sum of oscillatory integrals∫
RN
eiφ(x,ξ)a(x, ξ)dξ, a ∈ Sµ+
n
4
−N
2 (U × RN ),
where S•(•) denotes the standard symbol class, see [14, Section 18.1]. For u ∈ Iµ(Λ), we know
that the wave front set WF(u) ⊂ Λ and u ∈ Hs(X) for any s < −µ− n4 . The principal symbol of
u is well-defined as a half-density bundle tensored with the Maslov bundle on Λ, see [15, Section
25.1].
For a submanifold Y ⊂ M , the conormal distributions to Y are denoted by Iµ(N∗Y ). Occa-
sionally, we also use the notation Im(Y ) = Im+
d
2
−n
4 (N∗Y ) with d the codimension of Y so that
m is the order of the symbols. Consider local representations of such distributions. We can find
local coordinates x = (x′, x′′), x′ ∈ Rk, x′′ ∈ Rn−k such that Y = {x′ = 0}. Let ξ = (ξ′, ξ′′) be the
dual variable, then N∗Y = {x′ = 0, ξ′′ = 0}. We can write u ∈ Iµ(N∗Y ) as
u =
∫
Rk
eix
′ξ′a(x′′, ξ′)dξ′, a ∈ Sµ+
n
4
− k
2 (Rn−kx′′ ;R
k
ξ′).
In this case, the principal symbol is
σ(u) = (2π)
n
4
− k
2 a0(x
′′, ξ′)|dx′′|
1
2 |dξ′|
1
2 ,
where a0 ∈ S
µ+n
4
− k
2 (Rn−kx′′ ;R
k
ξ′) is such that a− a0 ∈ S
µ+n
4
− k
2
−1(Rn−kx′′ ;R
k
ξ′), see [14, Section 18.2].
Later, we also use the notation σN∗Y (u) to emphasis where the symbol is defined. For a Lorentzian
manifold (M,g), there is a natural choice of the density bundle, the volume element dvolg. Hence
we can trivialize the distributional half densities and regard u as distributions. We emphasis that
in our notation for principal symbols, we do not specify the order but refer to the distribution space
for the orders.
We follow [21] to construct distorted plane waves. For (x0, θ0) ∈ L
+M , recall that γx0,θ0(t), t ≥ 0
is the geodesic from x0 with direction θ0. For s0 > 0 a small parameter, we let
K(x0, θ0; t0, s0) = {γx′,θ′(t) ∈M(T0); θ ∈ O(s0), t ∈ (0,∞)},
where (x′, θ′) = (γx0,θ0(t0), γ˙x0,θ0(t0)) and O(s0) ⊂ L
+
x′M is an open neighborhood of θ
′ consisting
of ζ ∈ L+x′M such that ‖ζ − θ
′‖ĝ+ < s0. We observe that as s0 → 0, K(x0, θ0; t0, s0) tends to the
geodesic γx0,θ0 . Next, let
Y (x0, θ0; t0, s0) = K(x0, θ0; t0, s0) ∩ {t = 2t0}(3.5)
be a 2-dimensional surface, which intersects the geodesic at γx0,θ0(2t0), see Fig. 3.2. We let
Λ(x0, θ0; t0, s0) be the Lagrangian submanifold obtained from flowing out N
∗K(x0, θ0; t0, s0) ∩
N∗Y (x0, θ0; t0, s0) under the Hamilton vector field of P in Σĝ. More precisely, for a smooth vector
field V onM and (x, ξ) ∈ TM , we denote the integral curve of V from (x, ξ) by exp(tV )(x, ξ), t ∈ R.
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Then we have
Λ(x0, θ0; t0, s0) =
⋃
t≥0
exp
(
tHP
)
(N∗K(x0, θ0; t0, s0) ∩N
∗Y (x0, θ0; t0, s0) ∩ Σĝ).(3.6)
It is convenient to introduce a notation for the flow out under Λĝ. For any Γ ⊂ T
∗M , we denote
the flow out of Γ by Γĝ = Λ′ĝ ◦ (Γ ∩ Σĝ), where as usual in microlocal analysis
Λ′ĝ = {(x, ξ, y, η) ∈ T
∗M × T ∗M : (x, ξ, y,−η) ∈ Λĝ},
and ◦ denotes the composition of sets as relations. The proposition below is essentially proved in
b
b
b
x0
x′
Y
θ0
θ′
Figure 3. Illustration of distorted plane waves.
[21] and is stated for the current setting.
Proposition 3.1. Suppose Y (x0, θ0; t0, s0) and Λ(x0, θ0; t0, s0) are defined as in (3.5) and (3.6)
respectively. For ~J ∈ Iµ+1(N∗Y ;B14) with µ an integer, the solution to the linearized Einstein-
Maxwell equations P~v = ~J is
~v = Q(~J) ∈ Iµ−
1
2 (Λ;B14) in M(T0)\Y,
and ~v is called distorted plane waves. Moreover, for (p, ξ) ∈ N∗Y ∩Σĝ and (q, η) ∈ Λ(x0, θ0; t0, s0)
which lie on the same bicharactersitics, the principal symbol of ~v is given by
σ(~v)(q, η) = σ(Q)(q, η; p, ξ)σ(~J)(p, ξ),
where σ(Q) is a 14 × 14 invertible matrix.
We remark that in general ~v is a well-defined Lagrangian distribution and before the first
conjugate point, it is a conormal distribution. As discussed in [20], it is complicated to analyze
the interaction of singularities past the conjugate points and this difficulty will be overcome using
another argument. Let τ0 > 0 be such that γx0,θ0(τ0) is the first conjugate point of x0 along γx0,θ0 .
Then the exponential map expx0 is a local diffeomorphism from a neighborhood of tθ0 ∈ Tx0M to
a neighborhood of γx0,θ0(t) for t < τ0. Therefore, K(x0, θ0; t0, s0) is a co-dimension 1 submanifold
near γx0,θ0(t) and
Λ(x0, θ0; t0, s0) = N
∗K(x0, θ0; t0, s0) near γx0,θ0(t) for t < τ0.
In particular, before the first conjugate point of x0 along γx0,θ0 , ~v is a conormal distribution to
K(x0, θ0; t0, s0). We mention that in [20], the null cut points was considered, see [20, Section 2.1].
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On a globally hyperbolic Lorentzian manifold, the first null cut point x̂ of x0 along the geodesic
γx0,θ0 is either the first conjugate point or there are at least two light-like geodesics joining x0 and
x̂. So the first cut point appears on or before the first conjugate point.
3.3. Microlocal linearization conditions. Now we address the issue that for the source J to
be in the data set, it must satisfy the conservation law. Suppose J = Jǫ depending on some small
parameter ǫ and we let J = ∂ǫJǫ|ǫ=0 be its linearization. From the conservation law divgJ = 0, we
derive its linearization
∂i((−detĝ)
1
2 Ji) = 0.(3.7)
Notice that this is one equation and the Einstein summation is over i = 0, 1, 2, 3. For J ∈
Iµ(N∗Y ;B4) where Y is defined in (3.5), the principal symbol at (x, ξ) ∈ N∗Y should satisfy
the microlocal linearized conservation law
ξiσ(J
i)(x, ξ) = 0.(3.8)
We shall denote such conormal distributions by IµC(N
∗Y ;B4). We emphasis that the space Xx,ξ
of principal symbols of ~J = (0, J) at (x, ξ) satisfying (3.8) is a 3-dimensional subspace of a 14-
dimensional vector space.
Since we derived the linearized Einstein-Maxwell equations from the reduced equations in wave
and Lorentz gauge, the linearized solutions must also satisfy the linearized gauge conditions. Their
microlocalization imposes conditions on the symbols of the distorted plane waves. We start with
the harmonicity condition gnmΓjnm = gnmΓ̂
j
jm, j = 0, 1, 2, 3. By linearization we obtain
−ĝan∂ag˙nj +
1
2
ĝpq∂j g˙pq = m
pq
j g˙pg, j = 0, 1, 2, 3,
where mj depends on ĝ and its derivative, see [21, Sec. 3.2.3]. When the background metric ĝ is
Minkowski, we have mj = 0. The Lorentz gauge condition is g
αλ∂λφα = Γ̂
µφµ. The linearization
gives ĝαλ∂λφ˙α = Γ̂
µφ˙µ. Also, when ĝ is Minkowski, the right hand side vanishes. Let g˙, φ˙ be
conormal distributions in Iµ(Λ) where Λ is defined in (3.6). For any (y, η) ∈ Λ, we obtain that the
principal symbols of g˙, φ˙ should satisfy the microlocal linearized gauge conditions i.e.
−ĝanξaσ(g˙nj) +
1
2
ĝpqξjσ(g˙pq) = 0, j = 0, 1, 2, 3,(3.9)
ĝαλξλσ(φ˙α) = 0.(3.10)
We shall denote conormal distributions satisfying these conditions by IµG(Λ). In particular, for
our consideration, the linearized metric component g˙ vanishes thus the microlocal gauge condition
is reduced to (3.10). Then we notice that the space Yy,η of principal symbols of (g˙, φ˙) at (y, η)
is also a 3-dimensional vector space. Now if we consider the linear map R = σ(Q)(y, η, x, ξ) in
Proposition 3.1, we see that
R is bijective from Xx,ξ to Yy,η.(3.11)
Now we make a connection with the so called microlocal linearization stability condition, in-
troduced in [21, Assumption µ-LS] for the Einstein-scalar field equations. The condition plays an
important role because it allows one to construct distorted plane wave solutions by prescribing the
principal symbols. Let’s consider the setup of the Einstein-Maxwell equations (1.3) in the introduc-
tion, see also Theorem 1.1. Let Y be defined as in (3.5) and Y ⊂ V . For any (x, ξ) ∈ N∗Y ∩L∗M
and vector A = (Ai)3i=0 ∈ R
4 satisfying ξiA
i = 0, one can find J¯i ∈ Iµ+1(N∗Y ), i = 1, 2, 3 com-
pactly supported in V such that σ(J¯i)(x, ξ) = Ai, i = 1, 2, 3. Then by the well-posedness of the
DETERMINATION OF VACUUM SPACE-TIMES FROM THE EINSTEIN-MAXWELL EQUATIONS 17
Einstein-Maxwell equations with sources in wave and Lorentz gauge, we know that there exists a
family of solutions (gǫ, φǫ, J
0
ǫ ) for J¯ǫ = ǫJ¯, ǫ > 0 such that Jǫ = (J
0
ǫ , J¯ǫ) satisfies the conservation
law. Let J0 be the linearization of J0ǫ . From (2.14), we obtain that
J0 = −(−detĝ)−
1
2
3∑
i=1
∫ t
0
∂i((−detĝ)
1
2 J¯i)ds.(3.12)
Lemma 3.2. Let Y be defined as in (3.5) and suppose that J¯i ∈ Iµ+1(N∗Y ), i = 1, 2, 3. Then we
have J0 ∈ Iµ+2(N∗Y ). Moreover, near L∗M ∩N∗Y , we have J0 ∈ Iµ+1(N∗Y ).
Proof. We recall the equivalent definition of conormal distributions e.g. [14, Def. 18.2.6]. So u ∈
Iµ(N∗Y ) if and only if V1 · · ·Vku ∈
∞H
−µ−n
4
loc (M),∀k ≥ 0 where the Vj are smooth vector fields on
M tangent to Y and ∞Hsloc denotes Besov spaces, see e.g. [14, Appendix B]. By our construction,
we know that Y ⊂ {t = 2t0} so that TY ⊂ TM. In particular, the vector fields tangent to Y are
spanned by ∂
∂yi
, i = 1, 2, 3 with (yi) the local coordinates for M. We observe that
V1 · · · VkJ
0 = −
3∑
i=1
V1 · · ·Vk
∫ t
0
(−detĝ)−
1
2∂i((−detĝ)
1
2 J¯i)ds =
N∑
i=1
∫ t
0
fi(s, y)ds,
where fi ∈
∞H
−µ+2−n
4
loc (M). Using for example [14, Corollary B.1.6], we conclude that V1 · · ·VkJ
0 ∈
∞H
−µ+2−n
4
loc (M) so that J
0 ∈ Iµ+2(N∗Y ). Now we use that the principal symbols of J should
satisfy the microlocal linearized conservation law. So for (x, ξ) ∈ N∗Y and ξ close to L∗xM such
that ξ0 6= 0, we have ξ0σ(J
0)(x, ξ) = 0 which implies σ(J0) = 0. Thus the principal symbol vanishes
and J0 ∈ Iµ+1(N∗Y ) microlocally near L∗M ∩N∗Y . 
Notice that J0 and J¯ satisfy the linearized conservation law, therefore, their principal symbols
satisfy the microlocal linearized conservation law. Continue our argument, we have σ(J0)(x, ξ) =
A0. To conclude, given the symbols A at (x, ξ) ∈ N∗Y ∩ L∗M , we can find a one parameter
family of sources Jǫ such that J = ∂ǫJǫ|ǫ=0 ∈ I
µ(N∗Y ) with σ(J)(x, ξ) = A. Moreover, for −µ
large enough, there exists a unique solution (gǫ, φǫ) ∈ C
4(M) to the Einstein-Maxwell equations
(1.3) with the source Jǫ. Notice that we can choose J¯ǫ = ǫJ¯ compactly supported in V and from
the formula (2.14) of J0ǫ , we can shrink the support of J¯ so that J
0
ǫ is supported in V (but not
compactly supported). This is actually the corresponding version of the microlocal linearization
stability condition for the Einstein-Maxwell equations (compare with [21, Assumption µ-LS]).
Finally, combining with the observation (3.11), we conclude that for any given symbols of (g˙, φ˙)
in Yy,η, one can find the corresponding source Jǫ.
4. Linearized electromagnetic and gravitational waves
In this section, we demonstrate that due to the nonlinearity and coupling of the Einstein-
Maxwell equations, it is possible to generate gravitational waves using electromagnetic sources.
For simplicity, we consider in this section the linearization of Einstein-Maxwell equations, in wave
gauge, when the background manifold is Minkowski.
Let (M, ĝ) be the Minkowski space-time (R4, h) with h = −(dx0)2 +
∑3
i=1(dx
i)2. In this case,
the Einstein-Maxwell equations are simple because Γ̂kij and the derivatives of ĝij all vanish. We
start with the expression of the nonlinear equations (3.2). Recall that (u, φ) = (g− ĝ, φ− 0) is the
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perturbed fields. From (2.9), we get the reduced Ricci tensor (µ, ν = 0, 1, 2, 3)
(Ricĝ(g))µν = −
1
2
gpq∂p∂quµν + g
abgpsΓ
p
µbΓ
s
νa +
1
2
(gνlΓ
l
abg
aqgbd∂µuqd + gµlΓ
l
abg
aqgbd∂νuqd).
The stress-energy tensor for the electromagnetic field is (α, β = 0, 1, 2, 3)
Tem,αβ = g
λµFαµFβλ −
1
4
gαβg
λγgµδFγδFλµ, Fαβ = ∂αφβ − ∂βφα.
Let J = (J0, J¯) be the source where J0 is defined in (2.14). The reduced Einstein equation is of
the form
−gpq∂p∂quµν + 2Pµν − 2Tem,µν = (J
iφi)g, µ, ν = 0, 1, 2, 3,
where Pµν is the semilinear term in Ricĝ(g) and J
0 is regarded as a nonlinear function of g, J i, i =
1, 2, 3. Finally, the reduced Maxwell equations (2.11) is
−gαλ∂λ∂αφβ = gβαJ
α, β = 0, 1, 2, 3.
In the above equations, gαβ can be computed as following
g−1 = (h+ u)−1 = (Id+h−1u+ (h−1u)2 + (h−1u)3 + · · · )h−1,
where the 2-tensors are treated as matrices in local coordinates. The components are
gab = hab + haa
′
ua′b′h
b′b + haa
′
ua′c′h
c′cucb′h
b′b + · · ·
= hab +
3∑
a,b=0
haahbbuab +
3∑
a,b,c=0
haahbbhccuacucb + · · · .
(4.1)
It is worth mentioning that the first line of the above formula is in Einstein summation but the
second line is not and we made simplifications using properties of h. Using these formulas, we can
find the nonlinear terms B in (3.2) explicitly. Next, let J¯ = ǫJ¯ and J0 be the linearization of J0
defined in (3.12). The linearized equations (3.3) are simply
−hpq∂p∂q g˙µν = 0, µ, ν = 0, 1, 2, 3
−hαλ∂λ∂αφ˙β = hβαJ
α, β = 0, 1, 2, 3.
We denote the causal inverse Qh = (−h
pq∂p∂q)
−1. The main result of this section is
Theorem 4.1. Let (M,h) be the Minkowski space-time with M = R4 and M(T0) = (−∞, T0) ×
R
3, T0 > 0. Let Y be a 2-dimensional surface on {t = 0} and Y be the null hyper-surface from
Y i.e. Y = {exph(tV ) ∈ M(T0) : t > 0, V ∈ L
+
YM}. Let J¯
i ∈ Iµ+1(N∗Y ), i = 1, 2, 3, µ ≤ −10 be
compactly supported. Consider the Einstein-Maxwell equations in wave gauge
Ein(g) = Tsour
δgdφ = ǫJ
♭
divgJ = 0
in M(T0),
g = h, φ = 0, J0 = 0, in M(T0)\J
+
g (supp (J¯)).
(4.2)
For ǫ > 0 sufficiently small, the solution to (4.2) on M\Y satisfies
g = h+ ǫ2g1 + o(ǫ
2),
φ = ǫφ1 + o(ǫ
2),
where the term in o(ǫ2) is small in H4(M), such that on M\Y ,
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(1) g1 ∈ H
9(M), φ1 ∈ H
8(M) with singsupp(g1), singsupp(φ1) ⊂ Y.
(2) g1, φ1 are non-vanishing if J¯ is non-vanishing.
Proof. According to the discussion in Section 2.4, for J¯ ∈ H7(M(T0)) ⊂ C
4(M(T0)) ⊂ E
4 and
ǫ small, we can find source Jǫ = (J
0
ǫ , ǫJ¯) such that there exists a unique solution ~w ∈ E
4 to
(3.2) in wave gauge with source term Jǫ. Let J
0 = ∂ǫJ
0
ǫ |ǫ=0 and we write
~J = (0, ǫJ) with
0 ∈ B10. The solution to the linearized Einstein-Maxwell equations (3.3) is ~v = (g˙, φ˙) = Q(~J) ∈
Iµ−
1
2 (Λ1\Y ;B
14) ⊂ H8(M ;B14), where Λ1 is the flow out of N
∗Y ∩ L∗M under Λh. Notice that
here ~v is a Lagrangian distribution but may not be conormal. The projection of Λ1\Y to M is
exactly Y. Also, from (3.3), we know that the metric components g˙ in Iµ−
1
2 (Λ1) of ~v are all zero.
From the equations (3.2) and (3.3), we find that
P(~w − ǫ~v) + P2(x, ~w) +H2(x, ~w) + o(ǫ
2) = ǫ2(Jiφ˙i)~h,(4.3)
where o(ǫ2) is in H4(M). We explain the terms. The term ~h = (h,0),0 ∈ B4 comes from the
terms in the Einstein-Maxwell equations with J and we used the fact that g˙ = 0. The term P2 can
be regarded as a smooth 14× 14 matrix obtained from the expansion of (h+ u)−1:
P2(x, ~w) = (huh)
pq ∂
2
∂xp∂xq
~w,
where h and u are treated as matrices. The term H2 is section valued in B
14 and comes from the
nonlinear terms of (3.2). More explicitly, the elements can be written as
H2,γ =
14∑
i,j=1
4∑
α,β=1
1∑
a,b=0
Hγ2,ijαβab∂
a
αwi∂
b
βwj ,
where the coefficients are all smooth and γ = 1, 2, · · · , 14. From (4.3), we obtain
~w = ǫ~v −Q(P2(x, ~w) +H2(x, ~w)) + ǫ
2Q((Jiφ˙i)~h) + o(ǫ
2).
Substitute ~w to the right hand side, we get
~w = ǫ~v − ǫ2Q(P2(x,~v) +H2(x,~v)) + ǫ
2Q((Jiφ˙i)~h) + o(ǫ
2).(4.4)
Notice that since H4(M) is an algebra and Q is continuous from H4comp(M) to H
5
loc(M), the
remainder term o(ǫ2) is still in H4(M). Since g˙ = 0, we have P2(x,~v) = 0. The terms in H2
with metric components vanish as well. So it suffices to consider terms in H2 which only have the
electric potentials. We shall denote them by Ĥ2. Observe that these terms can only come from
the stress-energy tensor Tem(φ). Actually, we find using (2.3) and (4.1) that
Ĥ2,αβ(x, ~w) = −2(h
aa′FαaFβa′ −
1
4
hαβh
aa′hbb
′
FabFa′b′), α, β = 0, 1, 2, 3,
Ĥ2,µ(x, ~w) = 0, µ = 0, 1, 2, 3,
(4.5)
where the F• are defined in terms of φ˙. Here Ĥ2,αβ are the terms of Ĥ2 in the reduced Einstein
equations and Ĥ2,µ are the terms from the Maxwell equations. Also, we renumbered the section
valued Ĥ2. Now we can simplify (4.4) to
~w = ǫ~v − ǫ2Q(Ĥ2(x, φ˙)) + ǫ
2Q((Jiφ˙i)~h) + o(ǫ
2).
In particular, the metric components are
u = ǫ2g1 + o(ǫ
2), g1,αβ = −Qh(Ĥ2,αβ + (J
iφ˙i)hαβ).
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Using the fact that H8(M) is an algebra and the continuity of Qh, we see that g1 ∈ H
9(M). The
singular support properties follows from standard wave front analysis, see e.g. [9, Section 1.3].
Finally, we observe from (4.5) that if α = β = 0, we have that
Ĥ2,00 = −2(h
aa′F0aF0a′ −
1
4
h00h
aa′hbb
′
FabFa′b′) = −2(
3∑
a=0
haaF 20a +
3∑
a,b=0
1
4
haahbbF 2ab)
= −2(
3∑
a=1
F 20a −
1
2
3∑
a=1
F 20a +
1
4
3∑
a,b=1
F 2ab) = −
3∑
a=1
F 20a −
1
2
3∑
a,b=1
F 2ab.
Here we used the fact that Fab is antisymmetric and F00 = 0. It is clear that Ĥ2,00 vanishes if and
only if Fab = 0, a, b = 0, 1, 2, 3. It follows from the Maxwell equation (2.11) and its linearization
that F = 0 implies J = 0. Thus if J¯ is non-vanishing, we conclude that φ˙ is non-vanishing from the
linearized equations and hence g1 is non-vanishing outside the support of J. This ends the proof
of the theorem. 
5. Interactions of distorted plane waves
From this section, we return to the setting of a general globally hyperbolic vacuum spacetime
(M, ĝ) instead of the Minkowski spacetime in Section 4. When four distorted plane waves meet at
a point, new singularities could be produced. In [21], the nature of these singularities are analyzed
using Gaussian beam solutions and stationary phase type arguments. Recently in [24], the authors
studied such interactions carefully for scalar waves using paired Lagragnians and symbol calculus.
We shall apply these results to the Einstein-Maxwell equations.
Let x(j) ∈ V and (x(j), θ(j)) ∈ L+M, j = 1, 2, 3, 4 be such that
γx(j),θ(j)([0, t0]) ⊂ V, x
(j)(t0) /∈ J
+
ĝ (x
(k)(t0)), j 6= k,
which means that the points are causally independent. We define Kj = K(x
(j), θ(j); t0, s0), j =
1, 2, 3, 4 and Λj(x
(j), θ(j); t0, s0) similar to (3.5) and (3.6). Let τj, j = 1, 2, 3, 4 be such that
γx(j),θ(j)(τj) is the first conjugate point of x
(j) along the geodesics and τmin = minj=1,2,3,4(τj).
In the rest of this section, we shall study the interactions only in the following set
N((~x, ~θ), t0) =M(T0)\
4⋃
j=1
J+ĝ (γx(j),θ(j)(τj)),
where ~x = (x(1), x(2), x(3), x(4)), ~θ = (θ(1), θ(2), θ(3), θ(4)), i.e. away from the causal future of the
conjugate points. In particular, Λj = N
∗Kj in N((~x, ~θ), t0).
Recall that two submanifolds X,Y of M intersect transversally if
TqX + TqY = TqM, ∀q ∈ X ∩ Y.
For the codimension 1 submanifolds Ki, i = 1, 2, 3, 4 we consider, Λi = N
∗Ki ⊂ L
∗M i.e. the
co-vectors normal to Ki are light-like. For the moment, we assume that they only intersect at q0
transversally meaning
(1) Ki,Kj intersect transversally at a codimension 2 submanifold Kij , i < j;
(2) Ki,Kj ,Kk intersect at a codimension 3 submanifold Kijk, i < j < k;
(3) Ki, i = 1, 2, 3, 4 intersect at a point q0.
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In particular, (2) implies that Kij ∩Kk transversally and (3) implies that the four submanifolds
intersect at a point q0 and the normal co-vectors ζi toKi at q0 are linearly independent so they span
the cotangent space T ∗q0M . We remark that for any q ∈M , we can find Ki intersect transversally
at q. For i = 1, 2, 3, 4, we shall denote
Λi = N
∗Ki; Λij = N
∗Kij, i < j; Λijk = N
∗Kijk, i < j < k; Λq0 = T
∗
q0M\0.
These are Lagrangian submanifolds of T ∗M . We introduce the following notations
Λ(1) =
4⋃
i=1
Λi; Λ
(3) =
4⋃
i,j,k=1,i<j<k
Λijk.
It is obvious that Λ(1),ĝ = Λ(1), but Λ(3),ĝ is not the same as Λ(3). We denote Θ = Λ(1) ∪ Λ(3),ĝ
which is of particular importance below.
We begin with the interaction of scalar valued distorted plane waves. Let vi ∈ I
µ(N∗Ki), i =
1, 2, 3, 4 and Qĝ ∈ I
− 3
2
,− 1
2 (N∗Diag,Λĝ) be the causal inverse of ĝ on (M, ĝ). For semilinear wave
equations studied in [24], singularities of the following terms were analyzed
Y1 = Qĝ(cv1v2v3v4),
Y2 = Qĝ(av1Qĝ(bv2v3v4)), Y3 = Qĝ(bv1v2Qĝ(av3v4)),
Y4 = Qĝ(av1Qĝ(av2Qĝ(av3v4))), Y5 = Qĝ(aQĝ(av1v2)Qĝ(av3v4)),
(5.1)
where a, b, c are smooth functions on M . The terms Yi, i = 1, 2, 3, 4, 5 involve multiplication of
four conormal distributions whose singular support intersect at q0. It is proved in Prop. 3.9 of
[24] that Yi have conormal singularities at Λ
ĝ
q0\Θ i.e. the flow out of Λq0 away from Θ. We will
see that such terms also appear in the asymptotic analysis of the Einstein-Maxwell equations, but
they may contain derivatives. So we slightly generalize the result in [24] to include cases when the
order of vi are different.
Proposition 5.1. Let vi ∈ I
µi(Λi), i = 1, 2, 3, 4 and µ˜ =
∑4
i=1 µi. Let V be a smooth vector field.
We have the following conclusions
(1) Qĝ(cv1v2v3v4) ∈ I
µ˜+ 3
2 (Λĝq0\Θ);
(2) Qĝ(av1VQĝ(bv2v3v4)), Qĝ(bv1v2VQĝ(av3v4)) ∈ I
µ˜+ 1
2 (Λĝq0\Θ);
(3) Qĝ(av1VQĝ(av2VQĝ(av3v4))), Qĝ(aVQĝ(av1v2)VQĝ(av3v4)) ∈ I
µ˜− 1
2 (Λĝq0\Θ).
Proof. For a smooth vector field V, Vvi ∈ I
µ+1(N∗Yi) if vi ∈ I
µ(N∗Yi), i = 1, 2, 3, 4. This is
addressed for V = ∇g in [34, Lemma 4.1] and the general case is the same. Also, that lemma tells
that VQĝ ∈ I
− 3
2
+1,− 1
2 (N∗Diag,Λĝ) and the principal symbols can be found. Then the proof is
that of [24, Prop. 3.9] by adjusting the orders. 
We emphasis that the set Θ is the union of the wave front set of vi and Λ
(3),ĝ is the wave front set
of singularities generated by the triple wave interactions. So we only look at the new singularities
in U(4) produced by the four wave interactions.
In Section 3.5 of [24], the principal symbols of the terms (5.1) are found explicitly. For our
purpose, we just need the symbol of Y3,Y4 and Y5. Consider the symbols at (q, η) ∈ Λ
ĝ
q0\Θ, which
is joined with (q0, ζ) ∈ Λq0 by bi-characteristics. We can write ζ =
∑4
i=1 ζi where ζi ∈ N
∗
q0Ki. Let
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Ai be the principal symbols of vi. Then we have
(5.2)
σ
Λĝq0
(Y3)(q, η) = (2π)
−3σΛĝ(Qĝ)(q, η, q0, ζ)a(q0)b(q0)
1
|ζ3 + ζ4|2ĝ∗(q0)
·
4∏
i=1
Ai(q0, ζi),
σ
Λĝq0
(Y4)(q, η) = (2π)
−3σΛĝ(Qĝ)(q, η, q0, ζ)a
3(q0)
1
|ζ2 + ζ3 + ζ4|2ĝ∗(q0)
·
1
|ζ3 + ζ4|2ĝ∗(q0)
4∏
i=1
Ai(q0, ζi),
σ
Λĝq0
(Y5)(q, η) = (2π)
−3σΛĝ(Qĝ)(q, η, q0, ζ)a
3(q0)
1
|ζ3 + ζ4|2ĝ∗(q0)
·
1
|ζ1 + ζ2|2ĝ∗(q0)
4∏
i=1
Ai(q0, ζi).
We remark that here we trivialized the density factors in the distributions in a local coordinate
near q0, so the symbols are functions. The generalization of the above formulas to the case with
derivatives is quite straightforward because σ(Vvi) = σ(V)σ(vi), see also [34, Lemma 4.1].
Now we are ready to study the singularities for the Einstein-Maxwell equations. As in Section
3.3, we assume that J(i) ∈ Iµ+1(N∗Yi;B
4), i = 1, 2, 3, 4 are supported in V and J¯(i) are compactly
supported. In order that J(i) ∈ E4, we shall take µ ≤ −10 so that Iµ+1(N∗Yi) ⊂ H
7(M(T0)) ⊂
C4(M(T0)) ⊂ E
4. We denote ~J(i) = (0, J(i)) and let ~v(i) = Q(~J(i)) ∈ Iµ−
1
2 (N∗Ki;B
14) be distorted
plane waves. Let ǫi, i = 1, 2, 3, 4 be small parameters and ~J =
∑4
i=1 ǫi
~J(i). Then ~v =
∑4
i=1 ǫi~v
(i) =
(g˙, φ˙) is the solution to the linearized equation (3.3) P~v = ~J. We recall that g˙ ∈ Iµ−
1
2 (Λi;B
10) is the
linearized metric component and φ˙ ∈ Iµ−
1
2 (Λi;B
4) is the linearized electromagnetic component.
By the microlocal linearization condition, we let Jǫ be such that ∂ǫiJǫ|ǫi=0 =
~J(i), i = 1, 2, 3, 4.
Let ~w = (u, φ) be the solution of the nonlinear equation (3.2) with source Jǫ. From Prop. 2.1, we
can write the asymptotic expansion of ~w as ǫi → 0
~w = ~v +
∑
1≤i<j≤4
ǫiǫjU
(2) +
∑
1≤i<j<k≤4
ǫiǫjǫkU
(3) + ǫ1ǫ2ǫ3ǫ4U
(4) + Rǫ,(5.3)
where Rǫ denotes the collection of terms in H
4(M(T0)) and
⋃4
i=1O(ǫ
2
i ). In particular,
U(4) = ∂ǫ1∂ǫ2∂ǫ3∂ǫ4 ~w|{ǫ1=ǫ2=ǫ3=ǫ4=0}.(5.4)
Our goal is to analyze the singularities in U(4). It is not easy to find the terms in (5.3) explicitly be-
cause the nonlinear Einstein-Maxwell equations is complicated. We will simplify the computation
by identifying the most singular terms in U(4).
From equations (3.2) and (3.3) which ~w,~v satisfy, we derive
P(~w − ~v) +
4∑
i=2
Pi(x, ~w) +
4∑
i=2
Hi(x, ~w) + Rǫ = 0.(5.5)
We explain the terms in (5.5) in detail. For the moment, we shall ignore the asymptotic expansion
terms involving J¯(i) and we shall see later that they do not matter for our analysis.
First of all, the Pi, i = 2, 3, 4 terms come from the quasilinear term −g
pq∂p∂q ~wi, i = 1, 2, · · · , 14
in (3.2). In a given local coordinates, we can express two tensors as 4 × 4 matrices. It is easy to
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see that
g−1 = (ĝ + u)−1 = (Id+ĝ−1u)−1ĝ−1
= ĝ−1 − ĝ−1uĝ−1 + (ĝ−1u)2ĝ−1 + (ĝ−1u)3ĝ−1 + · · · .
(5.6)
Then the Pi terms are
P2(x, ~w) = (ĝ
−1uĝ−1)pq
∂2 ~w
∂xp∂xq
, P3(x, ~w) = −(ĝ
−1uĝ−1uĝ−1)pq
∂2 ~w
∂xp∂xq
,
P4(x, ~w) = (ĝ
−1uĝ−1uĝ−1uĝ−1)pq
∂2 ~w
∂xp∂xq
More precisely, we write down the components of these terms as
P2,i(x, ~w) = ĝ
pauabĝ
bq ∂
2 ~wi
∂xp∂xq
P3,i(x, ~w) = −ĝ
pauabĝ
bcucdĝ
dq ∂
2 ~wi
∂xp∂xq
P4,i(x, ~w) = ĝ
pauabĝ
bcucdĝ
deuef ĝ
fq ∂
2 ~wi
∂xp∂xq
, i = 1, 2, · · · , 14.
(5.7)
Notice that each term has two derivatives and the coefficients of the derivatives are polynomials of
the metric component. It is also convenient to regard them as multi-linear functions. For example,
P2,i(x, ~w
(1), ~w(2)) = ĝpau
(1)
ab ĝ
bq ∂
2 ~w
(2)
i
∂xp∂xq
, i = 1, 2, · · · , 14.
Next, the terms Hi, i = 2, 3, 4 in (5.5) come from the semilinear terms of (3.2). They are section
valued in B14. Each component of Hi is a sum of i-th order monomials of ~w•, ∂ ~w• but at most
quadratic in ∂ ~w•, where • = 1, 2, · · · , 14 denote a generic index. This follows from the expression
of the reduced Ricci tensor (2.9) and the fact that the Christoffel symbols only have first derivatives
of the metric g. We can write the component of Hi, i = 2, 3, 4 as multilinear functions as
H2,θ(x, ~w
(1), ~w(2)) =
14∑
i,j=1
4∑
α,β=1
1∑
a,b=0
Hθ2,ijαβab∂
a
α ~w
(1)
i ∂
b
β ~w
(2)
j ,
H3,θ(x, ~w
(1), ~w(2), ~w(3)) =
14∑
i,j,k=1
4∑
α,β,γ=1
∑
a,b,c=0,1;a+b+c≤2
Hθ3,ijkαβγabc∂
a
α ~w
(1)
i ∂
b
β ~w
(2)
j ∂
c
θ ~w
(3)
k ,
H4,θ(x, ~w
(1), ~w(2), ~w(3), ~w(4)) =
14∑
i,j,k,l=1
4∑
α,β,γ,δ=1
∑
(a,b,c,d)∈A
Hθ4,ijklαβγδabcd∂
a
α ~w
(1)
i ∂
b
β ~w
(2)
j ∂
c
γ ~w
(3)
k ∂
d
δ ~w
(4)
l ,
where the set A = {(a, b, c, d) : a, b, c, d = 0, 1; a+b+c+d ≤ 2}, θ = 1, 2, · · · , 14 and the coefficients
are all smooth. We emphasis that the derivatives of ~w in these terms appear at most twice and
such terms are especially important for the analysis below. We denote such terms i.e. terms in Hi
with two derivatives, by Ĥi, i = 2, 3, 4.
For convenience, we denote
Gi(x, ~w) = Pi(x, ~w) +Hi(x, ~w), i = 2, 3, 4,
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then Gi are polynomials in ~w, ∂ ~w of order i. We also denote Ĝi = Pi + Ĥi. Then the asymptotic
expansion (5.5) can be written as
~w = ~v −Q(G2 +G3 +G4) + Rǫ.(5.8)
By the stability estimate, we have ‖~w‖E4 ≤ C
∑4
i=1 ǫi. Note E
4 ⊂ H4(M) is an algebra. We have
‖~wi ~wj‖H4(M) ≤ C(
4∑
i=1
ǫi)
2.
Therefore, by the continuity of Q, we obtained the first term in (5.3). Also, we notice that all the
terms in Rǫ are in H
4(M). To get other terms, we will iterate the formula (5.8) i.e. plug (5.8) to
the right hand side of (5.8). This will generate many terms. However, we only need terms of the
order ǫ1ǫ2ǫ3ǫ4 which can only be obtained from the multiplication of four terms of ~v and ∂~v.
Proposition 5.2. Consider the fourth order interaction term U(4) defined in (5.4).
(1) If
⋂4
j=1 γxj ,θj(t) = q0, for s0 sufficiently small so that Ki only intersect at q0, then on
N((~x, ~θ), t0), we can write U
(4) = Q(H + Ĥ) such that
Q(H) ∈ I4µ+
3
2 (Λĝq0\Θ;B
14) and Q(Ĥ) ∈ I4µ+
1
2 (Λĝq0\Θ;B
14).
The term H is given by
(5.9)
H =
∑
(i,j,k,l)∈σ(4)
(
Ĥ3(x,~v
(i), ~v(j),Q(Ĥ2(x,~v
(k), ~v(l))))
+Ĥ3(x,~v
(i),Q(Ĥ2(x,~v
(j), ~v(k))), ~v(j)) + Ĥ3(x,Q(Ĥ2(x,~v
(i), ~v(j))), ~v(k), ~v(l))
)
−
∑
(i,j,k,l)∈σ(4)
Ĝ2(x,Q(Ĥ2(x,~v
(i), ~v(j))),Q(Ĥ2(x,~v
(k), ~v(l))))
−
∑
(i,j,k,l)∈σ(4)
(
Ĥ2(x,~v
(i),Q(P2(x,Q(Ĥ2(x,~v
(j), ~v(k))), ~v(l))))
+Ĥ2(x,Q(P2(x,Q(Ĥ2(x,~v
(i), ~v(j))), ~v(k))), ~v(l))
)
with σ(4) denoting the set of permutations of (1, 2, 3, 4).
(2) If
⋂4
j=1 γxj ,θj(t) = ∅, then U
(4) is smooth on N((~x, ~θ), t0) microlocally away from Θ.
Proof. (1) We divide the proof into two steps.
Step 1: We first determine the most singular terms in U(4). We claim that U(4) = Q(H + Ĥ)
such that
Q(H) ∈ I4µ+
3
2 (Λĝq0\Θ,B
14), Q(Ĥ) ∈ I4µ+
1
2 (Λĝq0\Θ,B
14).
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Here H =
∑3
i=1Hi in which
(5.10)
H1 = −
∑
(i,j,k,l)∈σ(4)
Ĝ4(x,~v
(i), ~v(j), ~v(k), ~v(l))
H2 =
∑
(i,j,k,l)∈σ(4)
(
Ĝ3(x,~v
(i), ~v(j),Q(Ĝ2(x,~v
(k), ~v(l)))) + Ĝ3(x,~v
(i),Q(Ĝ2(x,~v
(j), ~v(k))), ~v(j))
+Ĝ3(x,Q(Ĝ2(x,~v
(i), ~v(j))), ~v(k), ~v(l))
)
+
∑
(i,j,k,l)∈σ(4)
(
Ĝ2(x,Q(Ĝ3(x,~v
(i), ~v(j), ~v(k))), ~v(l)) + Ĝ2(x,~v
(i),Q(Ĝ3(x,~v
(j), ~v(k), ~v(l))))
)
,
and
(5.11)
H3 = −
∑
(i,j,k,l)∈σ(4)
Ĝ2(x,Q(Ĝ2(x,~v
(i), ~v(j))),Q(Ĝ2(x,~v
(k), ~v(l))))
−
∑
(i,j,k,l)∈σ(4)
(
Ĝ2(x,~v
(i),Q(Ĝ2(x,~v
(j),Q(Ĝ2(x,~v
(k), ~v(l))))))
+Ĝ2(x,~v
(i),Q(Ĝ2(x,Q(Ĝ2(x,~v
(j), ~v(k))), ~v(l))))
+Ĝ2(x,Q(Ĝ2(x,~v
(i),Q(Ĝ2(x,~v
(j), ~v(k))))), ~v(l))
+Ĝ2(x,Q(Ĝ2(x,Q(Ĝ2(x,~v
(i), ~v(j))), ~v(k))), ~v(l))
)
We use the formula (5.8) to iterate to get the asymptotic terms. First of all, we put (5.8) to the
right hand side of (5.8) to get one term from G4(x, ~w):
G4(x, ~w) = G4(x,~v) + Rǫ =
∑
(i,j,k,l)∈σ(4)
G4(x,~v
(i), ~v(j), ~v(k), ~v(l)) + Rǫ.
The summation terms consist of two types of terms because G4 = P4 + H4. The terms from
P4 can be found in (5.7) and they all have two derivatives. Using Prop. 5.1, we conclude that
Q(P4(x,~v
(i), ~v(j), ~v(k), ~v(l))) ∈ I4µ+
3
2 (Λĝq0\Θ). The terms from H4 are of the form
Aijklαβmn~v
(a)
i ~v
(b)
j ∂
m
α ~v
(c)
k ∂
n
β~v
(d)
l , m, n ≤ 1; i, j, k, l = 1, · · · , 14; α, β = 1, 2, 3, 4,
and a, b, c, d are permutations of 1, 2, 3, 4 (Note this is not in Einstein summation.) We can apply
Prop. 5.1 to conclude that when m,n = 1, the term after applying Q is in I4µ+
3
2 (Λĝq0\Θ) and
otherwise in I4µ+
1
2 (Λĝq0\Θ). When m = n = 1, the terms only come from Ĥ4. Thus we obtain the
leading term H1.
Next consider the other terms in the asymptotic expansion. To get order ǫ1ǫ2ǫ3ǫ4 terms, we
need to iterate twice or three times using (5.8). From the term G3(x, ~w), we get
G3(x, ~w) = −
∑
(i,j,k,l)∈σ(4)
(
G3(x,~v
(i), ~v(j),Q(G2(x,~v
(k), ~v(l))))
+G3(x,~v
(i),Q(G2(x,~v
(j), ~v(k))), ~v(j)) +G3(x,Q(G2(x,~v
(i), ~v(j))), ~v(k), ~v(l))
)
+ Rǫ.
(5.12)
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From Prop. 5.1, we know that the term after applyingQ is in I4µ+
3
2 (Λĝq0\Θ) if the Gi, i = 2, 3 terms
involved have two derivatives i.e. they are Ĝi, i = 2, 3. Otherwise, the terms are in I
4µ+ 1
2 (Λĝq0\Θ)
which are less singular. So we get one piece in H2.
Finally, from the term G2(x, ~w), we get from the iteration using (5.8) that
G2(x, ~w)
=G2(x,~v −Q(G2(x, ~w) +G3(x, ~w))) + Rǫ
=G2(x,Q(G2(x,~v)),Q(G2(x,~v)))−G2(x,~v,Q(G2(x, ~w) +G3(x,~v)))
−G2(x,Q(G2(x, ~w) +G3(x,~v)), ~v) + Rǫ
=G2(x,Q(G2(x,~v)),Q(G2(x,~v)))−G2(x,~v,Q(G3(x,~v)))−G2(x,Q(G3(x,~v)), ~v)
−G2(x,~v,Q(G2(x,~v −Q(G2(x,~v))))) −G2(x,Q(G2(x,~v −Q(G2(x,~v))), ~v) + Rǫ
=G2(x,Q(G2(x,~v)),Q(G2(x,~v)))−G2(x,~v,Q(G3(x,~v)))−G2(x,Q(G3(x,~v)), ~v)
+G2(x,~v,Q(G2(x,~v,Q(G2(x,~v))))) +G2(x,Q(G2(x,~v,Q(G2(x,~v)))), ~v)
+G2(x,Q(G2(x,~v,Q(G2(x,~v))), ~v) +G2(x,Q(G2(x,Q(G2(x,~v)), ~v), ~v) +Rǫ.
(5.13)
Using ~v =
∑4
i=1 ~v
(i), we find that
G2(x,~v,Q(G3(x,~v))) +G2(x,Q(G3(x,~v)), ~v)
=
∑
(i,j,k,l)∈σ(4)
(
G2(x,~v
(i),Q(G3(x,~v
(j), ~v(k), ~v(l)))) +G2(x,Q(G3(x,~v
(i), ~v(j), ~v(k))), ~v(l))
)
Applying Prop. 5.1, we see that the leading order term is achieved when the Gi, i = 2, 3 are Ĝi
and the leading terms are in I4µ+
3
2 (Λĝq0\Θ). So we get the other piece of H2. Using the same
argument, we can obtain the terms in H3 from the rest of terms in (5.13). The details are omitted
here.
Finally, let’s consider the asymptotic expansion terms involving J¯(i) which we have dropped in
(5.5). Notice that the our source Jǫ = (J
0
ǫ , J¯ǫ) where J¯
a
ǫ =
∑4
i=1 ǫiJ¯
(i),a, a = 1, 2, 3 and according
to (3.12) we have
J0ǫ = −(−detg)
− 1
2
3∑
a=1
∫ t
0
∂a((−detg)
1
2
4∑
i=1
ǫiJ¯
(i),a)ds
So for example the order ǫiǫj , i 6= j terms involving J¯
(i) in (5.5) is a summation of the product
of ~wa, a = 1, 2, · · · , 14 and J¯
(i)
b , b = 0, 1, 2, 3 and possibly their derivatives in y and integrals in t.
But WF(J¯(i)) is close to Λi ∩N
∗Yi. By a wave front analysis and the argument in Lemma 3.2, we
conclude that the wave front of these terms are included in Λ(1). For the order ǫiǫjǫk, i < j < k
terms involving J¯(i), a similar analysis tells that the wave front set of these terms are contained in
Λ(1) as well, and finally the wave front set of order ǫ1ǫ2ǫ3ǫ4 terms involving J¯
(i) are contained in
Θ. This finishes the proof of the claim.
Step 2: We recall the notation that ~v(i) = (g˙(i), φ˙(i)) is the linearized wave with source ~J(i), and
~v = (g˙, φ˙) =
∑4
i=1 ǫi~v
(i). We already observed that the metric components g˙ are all zero because
of the choice of the source and the fact that the linearized equation (3.3) are decoupled. We use
these to further identify the most singular terms in H.
DETERMINATION OF VACUUM SPACE-TIMES FROM THE EINSTEIN-MAXWELL EQUATIONS 27
(i) We see that
H4,αβ(x,~v,~v) = 0 and P4,αβ(x,~v,~v) = 0, α, β = 0, 1, 2, 3
because they all have the metric component. This implies that H1 vanishes.
(ii) Notice that P3(x,~v
(i), ~v(j), ~v(k)) is at least quadratic in the metric components and P2(x,~v
(i), ~v(j))
and Hˆ3(x,~v
(i), ~v(j), ~v(k)) are at least linear in the metric components. As the metric components
of the linearized waves ~v(i) vanish, the non-vanishing term in H2 is
(5.14)
H2 =
∑
(i,j,k,l)∈σ(4)
(
Ĥ3(x,~v
(i), ~v(j),Q(Ĥ2(x,~v
(k), ~v(l)))) + Ĥ3(x,~v
(i),Q(Ĥ2(x,~v
(j), ~v(k))), ~v(j))
+Ĥ3(x,Q(Ĥ2(x,~v
(i), ~v(j))), ~v(k), ~v(l))
)
.
(iii) The components in Ĥ2(x,~v,~v) involving g˙ components vanish. For analyzing terms in H3,
we identify the Ĥ2 terms which have φ components. In the reduced Einstein equations, such
Ĥ2 terms are quadratic in φ and they come from the stress-energy term Tem(φ). For the Maxwell
equations, Ĝ2 terms are only linear in φ and this is when Ĝ2 = P2. As a result, the electromagnetic
potential component ofQ(Ĝ2(x,~v
(i), ~v(j))), i, j = 1, 2, 3, 4, i 6= j are zero but the metric components
could be non-zero when we have Q(Ĥ2(x,~v
(i), ~v(j))). Then only the electromagnetic components
of Ĝ2(x,~v
(k),Q(Ĥ2(x,~v
(i), ~v(j))) could be non-zero when Ĝ2 is P2. Thus, we can simplify H3 to
H3 = −
∑
(i,j,k,l)∈σ(4)
Ĝ2(x,Q(Ĥ2(x,~v
(i), ~v(j))),Q(Ĥ2(x,~v
(k), ~v(l))))
−
∑
(i,j,k,l)∈σ(4)
(
Ĥ2(x,~v
(i),Q(P2(x,Q(Ĥ2(x,~v
(j), ~v(k))), ~v(l))))
+Ĥ2(x,Q(P2(x,Q(Ĥ2(x,~v
(i), ~v(j))), ~v(k))), ~v(l))
)
,
(5.15)
in which all Hˆ2 are quadratic in φ components. This completes the proof of part (1).
(2) The proof is the the same as that of Prop. 4.1 of [24] for the scalar case. If Ki, i = 1, 2, 3, 4
do not intersect, the singularities of U(4) are at most conic (when three of Ki intersect) and the
wave front set is contained in Θ. 
Finally, we show that by choosing distorted plane waves, the newly generated singularities of
U(4) are not always vanishing.
Proposition 5.3. Suppose that geodesics γx(j),θ(j)(R+), j = 1, 2, 3, 4 intersect at γx(j),θ(j)(tj) = q0
and γ˙x(j),θ(j)(tj), j = 1, 2, 3, 4, are linearly independent. Let ~v
(i) = (g˙(i), φ˙(i)) be distorted plane
waves propagating near geodesics γx(j),θ(j)(R+), described in the beginning of Section 5.2, so that
~v(i) ∈ Iµ−
1
2 (N∗Ki;B
14) in M(T0)\Yi. For the fourth order interaction term U
(4) produced by
the waves ~v(i), we denote by U(4),met the metric component and by U(4),em the electromagnetic
potential component. Let (q, η) ∈ Λĝq0\Θ which is joined to (q0, ζ) ∈ Λq0 by bicharacteristics, and
ζ(i) ∈ N∗q0Ki be such that ζ =
∑4
i=1 ζ
(i).
We have the following conclusions for the principal symbol of U(4) in I4µ+
3
2 (Λĝq0\Θ;B
14).
(i) σ(U(4),em)(q, η) = 0.
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(ii) σ(U(4),met)(q, η) = σ(Qĝ)(q, η, q0, ζ)P(ζ
(1), ζ(2), ζ(3), ζ(4), A(1), A(2), A(3), A(4)), where A(i) =
σ(φ˙(i))(q0, ζ
(i)) are the principal symbols of φ˙(i) at (q0, ζ
(i)) ∈ N∗Ki, P is a 4 × 4 ma-
trix whose component Pαβ, α, β = 0, 1, 2, 3 are homogeneous polynomial of degree 4 in
A(i) ∈ (R4)4, i = 1, 2, 3, 4 whose coefficients are real-analytic functions defined on
X(ζ) = {(ζ(1), ζ(2), ζ(3), ζ(4)) ∈ (L∗q0M)
4 :
4∑
i=1
ζ(i) = ζ}.
(iii) Assume that q has a neighborhood B such that the intersection of B and the light cone
L+q0 is a smooth 3-dimensional surface S = B ∩ L
+
q0. Let Sym
2(TqM ⊗ TqM) denote the
symmetric two tensors at q0 and consider its subspace Sym
2(TqS ⊗ TqS). Then any open
subset W ⊂ X(ζ) contains ~ζ = (ζ(1), ζ(2), ζ(3), ζ(4)) such that ζ(1), ζ(2), ζ(3), ζ(4) are linearly
independent and there are A(i) = σ(φ˙(i))(q0, ζ
(i)), i = 1, 2, 3, 4 satisfying the linearized gauge
condition ĝαλζ
(i)
λ A
(i)
α = 0 and V ∈ Sym2(TqS ⊗ TqS) such that the fourth interaction term
U(4), corresponding to the interaction of waves ~v(i), satisfies 〈σ(U(4),met)(q, η), V 〉 6= 0.
We remark that parts (ii)-(iii) of the proposition can be interpreted as following: Consider any
(x(i), θ(i)), i = 1, 2, 3, 4 so that the geodesic γx(i),θ(i) intersect at q0. For any (q, η) ∈ Λ
ĝ
q0\Θ, one
can find (x˜(i), θ˜(i)) in an arbitrarily small neighborhood of (x(i), θ(i)) and distorted plane waves
~v(i) associated with γ
x˜(i),θ˜(i)
such that the interaction term U(4) has non-vanishing singularities at
(q, η) i.e. U(4) is not smooth at q. Moreover, some of these singularities have such polarization that
they can be observed by taking inner products of the field U(4) and tensor products of vector fields
that are tangent to the light cone L+q0 .
Proof of Prop. 5.3. Claim (i). From Prop. 5.2, we can write the symbol of U(4) at (q, η) as
σ(U(4))(q, η) = σ(Q)(q, η, q0, ζ)σ(H)(q0, ζ),(5.16)
where H is given in Prop. 5.2. From the proof of Prop. 5.2, we’ve seen that it suffices to consider
in H the terms Ĥ2 that are quadratic in φ the electromagnetic components, and such terms only
come from the reduced Einstein equation. In particular, the electromagnetic component Ĥ2,µ, µ =
0, 1, 2, 3 are all zero. However, from the Maxwell equation (3.2), we observe that the nonlinear
terms P̂2,µ, Ĥ3,µ, µ = 0, 1, 2, 3 are always linear in φ. Therefore, from the expression of H above,
we see that Hµ = 0, µ = 0, 1, 2, 3. This implies that the principal symbol σ(U
(4),em)(q, η) = 0.
Claim (ii). We denote below ~ζ = (ζ(1), ζ(2), ζ(3), ζ(4)) and ~A = (A(1), A(2), A(3), A(4)). As we
already discussed in part (i), in H it suffices to consider Ĥ2 which are quadratic in φ. The terms in
(5.9) are similar to Y3,Y4,Y5 in discussion after Prop. 5.1 for which we have the principal symbol,
see (5.2). Using these formulas for (5.9), we see that the principal symbol σ(H)(q0, ζ) = P(~ζ, ~A)
is a fourth order polynomial of ~A
(i)
a , i = 1, 2, 3, 4, a = 0, 1, 2, 3. Therefore, they are real analytic
functions of ~ζ and ~A, see more details in the proof of (iii). This proves claim (ii).
Claim (iii). Now we compute the metric component of σ(H)(q0, ζ) in (5.16) in terms of ~ζ and
~A to show they are non-zero functions. Without loss of generality, we can use local coordinate
near q0 such that ĝ is the standard Minkowski metric h in R
4 at q0. Then we can use the Einstein-
Maxwell equations in Minkowski space-time found in Section 4. We remark that the derivatives
of the metric at q0 in the local coordinates do not contribute in the principal symbols and thus we
can do the considerations below in the case when the space (M, ĝ) is the Minkowski space.
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We assume that ζ is chosen to be ζ = (9/4,−7/4, 1, 1). Consider the following set of vectors
ζ(1) = (1, 0, 1, 0), ζ(2) = (1, 0, 0, 1), ζ(3) = (−3/4,−3/4, 0, 0), ζ(4) = (1,−1, 0, 0).(5.17)
These are light-like vectors and
∑4
i=1 ζ
(i) = (9/4,−7/4, 1, 1) = ζ. Let ı be the imaginary unit i.e.
ı2 = −1. We shall take
A(1) = −(0, 0, 0, ı), A(2) = −(0, 0, ı, 0), A(3) = −(0, 0, 0, ı), A(4) = −(0, 0, 0, ı)(5.18)
as the symbols of φ˙(i) at ζ(i). We will also denote the symbols given in (5.18) by 1A(i) = A(i) and
1 ~A = (1A(i))4i=1. With these choices, we see that the symbols A
(i) satisfy the microlocal linearized
gauge condition i.e.
hαλζ
(i)
λ A
(i)
α = 0, i = 1, 2, 3, 4.(5.19)
Next we compute the principal symbol of F (i) at (q0, ζ
(i)) (in Iµ+1) using σ(F
(i)
αβ ) = ıζ
(i)
α A
(i)
β −
ıζ
(i)
β A
(i)
α . Due to the choices of the vectors, many components of F vanish. Actually, the non-zero
ones are
F
(1)
03 = 1, F
(1)
23 = 1; F
(2)
02 = 1, F
(2)
32 = 1;
F
(3)
03 = −3/4, F
(3)
13 = −3/4; F
(4)
03 = 1, F
(4)
13 = −1,
and their (anti-)symmetric terms. By straightforward computations carried out in Appendix A,
we find that
P = σ(H)(q0, ζ) = cπ

∗ ∗ −5.3 −0.7
∗ ∗ 2.1 4.9
−5.3 2.1 ∗ −4.5
−0.7 4.9 −4.5 ∗
(5.20)
where ∗ stands for the elements which we didn’t compute and cπ = (2π)
−3 is a non-zero constant.
This proves that P hence the symbol of U(4),met is non-vanishing for the choice of ζ(i) and A(i) =
1A(i).
We need to construct four other examples of choices of A(i) such that the symbol of Hαβ is
non-vanishing. For simplicity, we define an operator T from Sym2(Tq0M ⊗ Tq0M) ≃ R
10 to R5 as
follows:
T (B) = (B02, B03, B12, B13, B23),
where B ∈ Sym2(Tq0M ⊗ Tq0M). In this notation, we have that
TP(~ζ, 1 ~A) = cπ(−5.3,−0.7, 2.1, 4.9,−4.5).
In Appendix A, we construct four set of vectors a ~A, a = 2, 3, 4, 5 that satisfy the microlocal
linearized gauge conditions (recall microlocal linearized gauge condition) and that TP(~ζ, a ~A), a =
1, 2, 3, 4, 5 are non-zero and linearly independent in R5. Actually, the proof is based on the same
kind of computation as for 1 ~A. We emphasize that in these examples we keep the vectors ζ(i) fixed
and we construct different choices of ~A.
Next we consider the dependency of σ(H), or more precisely, of P(~ζ, ~A) on the variables ~ζ and
~A. We will consider the case when ζ(i) = αiξ
(i), with αi ∈ R and ξ
(i) ∈ L∗,+q0 M , and denote
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~ξ = (ξ(1), ξ(2), ξ(3), ξ(4)) ∈ (L∗,+q0 M)
4. Also, let
Y = {(ξ(1), ξ(2), ξ(3), ξ(4), A(1), A(2), A(3), A(4)) ∈ (L∗,+q0 M)
4 × (R4)4 :
A(i) satisfy the linearized gauge condition ĝαλξ
(i)
λ A
(i)
α = 0. }.
When ξ(1), ξ(2), ξ(3), ξ(4) are linearly independent, let αi(ζ, ~ξ) ∈ R be such that αi = αi(ζ, ~ξ)
satisfy ζ =
∑4
i=1 αiξ
(i). Then αi(ζ, ~ξ) is a quotient of real-analytic functions, that is, αi(ζ, ~ξ) =
pi(ζ, ~ξ)/qi(ζ, ~ξ) where pi(ζ, ~ξ) and qi(ζ, ~ξ) are real-analytic functions of (ζ, ~ξ) ∈ (L
∗,+
q0 M)
5 and
qi(ζ, ~ξ) is not identically vanishing. Next, let us consider ζ = (9/4,−7/4, 1, 1). Here vectors ζ
(i)
are given in (5.17) and we use ξ(i) = ζ˜(i) = ζ(i)/αi where (α1, α2, α3, α4) = (1, 1,−3/4, 1). Let
S(~ξ, ~A) = P(α1(ζ, ~ξ)ξ
(1), α2(ζ, ~ξ)ξ
(2), α3(ζ, ~ξ)ξ
(3), α4(ζ, ~ξ)ξ
(4), ~A), for (~ξ, ~A) ∈ Y.
Note we have chosen ζ to a fixed light-like vector, function S(~ξ, ~A), that gives the symbol σ(H)(q0, ζ)
of the fourth interaction source corresponding to the waves ~v(i) having directions ξ(i) and symbols
A(i), can be considered as a quotient of real analytic functions of ~ξ and ~A.
Now we let ea ∈ Sym
2(Tq0M ⊗ Tq0M), a = 1, 2, 3, 4, 5 be constructed as follows.
e1,02 = e1,20 = 1, e2,03 = e2,30 = 1,
e3,12 = e3,21 = 1, e4,13 = e4,31 = 1, e5,23 = e5,32 = 1
and all the rest of the components are zero. Let Z = span{ea, a = 1, 2, 3, 4, 5} be a 5 dimensional
subspace of Sym2(Tq0M ⊗ Tq0M). Then, T is a projection onto the space Z.
Consider the map
D(~ξ, (a ~A)5a=1) = det
((
〈S(~ξ, a ~A), eb〉
)5
a,b=1
)
.
By substituting in D(~ξ, (a ~A)5a=1) the vectors
~ξ and the symbols given in formula (5.18) and the
other four sets, for which TS(~ξ, a ~A), a = 1, 2, 3, 4, 5, are linearly independent, we see that the
function D : Y→ C obtains at some point (~ξ, (a ~A)5a=1) ∈ Y a finite and non-zero value, and thus it
is not identically vanishing. Since Y is a real-analytic manifold and D : Y→ C∪{∞} is a quotient
of real-analytic functions that is not identically vanishing, we see that D : Y→ C does not vanish
or is infinity in any open subset of Y. Thus we see that in any open set W ⊂ (L∗,+q0 M)
4 there are
~ξ = (ξ(1), ξ(2), ξ(3), ξ(4)) ∈ W and (~ξ, (a ~A)5a=1) ∈ Y such that vectors ξ
(1), ξ(2), ξ(3), ξ(4) are linearly
independent and matrices S(~ξ, a ~A), a = 1, 2, · · · , 5 are linearly independent. Let ζ(i) = αi(ζ, ~ξ)ξ
(i),
i = 1, 2, 3, 4 and a~v(i) = (ag˙(i), aφ˙(i)) ∈ Iµ−
1
2 (N∗Ki), a = 1, 2, 3, 4, 5 be distorted plane waves
described in the beginning of this section, such that ag˙(i) = 0 and σ(aφ˙(i))(q0, ζi) =
aA(i). When
aU(4) is the wave produced by the linearized waves a~v(i)(x) corresponding to the vectors ~ζ and
matrixes aA(i), we see that
〈σ(aU(4),met)(q, η), V 〉 = 〈S(~ξ, a ~A),RTV 〉, R = σ(Qĝ)(q, η, q0, ζ)(5.21)
where V ∈ Sym2(TqM⊗TqM). Since the linear map R is bijective, and the space Sym
2(TqS⊗TqS)
has co-dimension 4 in Sym2(TqM ⊗ TqM), also the space R
T (Sym2(TqS ⊗ TqS)) has co-dimension
4 in Sym2(Tq0M ⊗ Tq0M). If the dualities (5.21) would vanish for all a = 1, 2, 3, 4, 5, and for all
RTV ∈ RT (Sym2(TqS ⊗ TqS)), then all the vectors S(~ξ,
a ~A), a = 1, 2, 3, 4, 5 would be in the four
dimensional space (RT (Sym2(TqS ⊗ TqS)))
⊥. However, since the vectors S(~ξ, a ~A), a = 1, 2, 3, 4, 5
are linearly independent, this is not possible.
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The above implies that for some V ∈ Sym2(TqS ⊗ TqS) and for some a ∈ {1, 2, 3, 4, 5}, the lin-
earized waves ~v(i)(x), propagating near geodesics γ
q0,ζ
♯
i
and having symbols A(i) = aA(i) at (q0, ζ
(i)),
are such that the wave U(4) produced by the fourth order interaction satisfies 〈σ(U(4),met)(q, η), V 〉 6=
0. This proves the claim (iii). 
6. Determination of the space-time
We finish the proof of Theorem 1.1. Since the rest of the proof is essentially the same as that
of [21, Theorem 1.1] and the argument is quite involved, we shall only repeat the key argument
and refer the interested readers to [21] for more details. Basically, we need to consider two things.
First, we analyzed the singularities in wave gauge and we need to show such singularities can be
observed in the data set in Fermi coordinates, that is roughly speaking, by freely falling observers
that move in the perturbed spacetime. This follows from [21, Section 4]. Second, from the observed
singularities, one can determine the earliest light observation set and the space-time structure. This
is contained in [20, Section 4], see also [21, Section 3.5 and 5].
We first show that an analogue of [20, Lemma 4.2] holds for our problem, which is the key
lemma for changing observations to Fermi coordinate. We remark that Prop. 5.2 and Prop. 5.3
are the analogous of Prop. 3.3 and Prop. 3.4 of [21]. Following [21, Section 4], we say that the
interaction condition (I) is satisfied for y ∈ V with light-like vectors (~x, ~ξ) = ((x(i), ξ(i)))4i=1 and
t0 > 0, if
(I) There exist q0 ∈
⋂4
i=1 γ(x(i)(t0),ξ(i)(t0))((0, τi)), ζ ∈ L
+
q0M and t ≥ 0 such that y = γq0,ζ(t).
Here we recall that τi are defined in the beginning of Section 5 i.e. γ(x(i)(t0),ξ(i)(t0))(τi) is the first
conjugate point.
Also, we say that y ∈ V satisfies the singularity detection condition (D) with light-like directions
(~x, ~ξ) and t0, ŝ > 0 if
(D) For any s, s0 ∈ (0, ŝ) and i = 1, 2, 3, 4, there are (x˜
(i), ξ˜(i)) in the s-neighborhood of
(x(i), ξ(i)), (2s)-neighborhood B(i) of x(i) (these neighborhoods are defined using the Riemannian
metric ĝ+) satisfying
J+ĝ (B
(j)) ∩ J−ĝ (B
(j)) ⊂ Vĝ and J
+
ĝ (B
(j)) ∩ J+ĝ (B
(k)) = ∅ for all j 6= k.
Also, consider sources J(i) constructed as in the beginning of Section 5. Let (gǫ, φǫ) be the solu-
tions to (1.3) with sources Jǫ such that ∂ǫiJǫ|ǫi=0 = J
(i) and J
(i)
ǫ are supported in B
(i). Let Φgǫ
be the normal coordinates with respect to gǫ centered at the point yǫ = Ψ
−1
ǫ (Ψ0(y)), where Ψǫ are
the Fermi coordinates, see (1.4). Then ∂ǫ1∂ǫ2∂ǫ3∂ǫ4Φ
∗
gǫgǫ|ǫ1=ǫ2=ǫ3=ǫ4=0 is not smooth near Φ0(y).
We remark that due to this condition we can determine the wave gauge coordinates in the sets
J+ĝ (B
(j)) ∩ J−ĝ (B
(j)).
Using [21, Lemma 4.1] and Prop. 5.2 and 5.3, we can adapt the proof of [21, Lemma 4.2] to our
case and conclude that using the data set D(δ), we can determine whether the condition (D) is
valid for the given point y ∈ V or not. We remark that here the key to adapt the proof of [21,
Lemma 4.2] is Prop. 5.3 part (3), which is required by [21, Lemma 4.1]. Then, [21, Lemma 4.2],
parts (1)-(2), tell that the interaction condition (I) and the singularity detection condition (D) are
equivalent when y is in not the future of any cut point of geodesics γ(x(i)(t0),ξ(i)(t0)).
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Next, the light observation set of q ∈M in V is defined as PV (q) = L
+
q ∩ V . The earliest light
observation set is defined as
EV (q) = {x ∈ PV (q) : there is no y ∈ PV (q) and future-pointing time-like path
α : [0, 1]→ V such that α(0) = y and α(1) = x} ⊂ V,
see [21, Def. 1.1]. For W ⊂ M open, the collection of the earliest light observation sets with
source points in W is EV (W ) = {EV (q) : q ∈W}. In particular, if q0 is the interaction point as in
Prop. 5.2, then EV (q0) ⊂ N((~x, ~θ), t0). From Section 2.2.1 of [21], we know that EV (q0) contains a
3-dimensional submanifold hence is not empty.
The argument in [21, Section 5] can be applied to show that from the data set D(δ), we can
determine the set EV,ĝ(Iĝ(p−, p+)). This means that we can produce “artificial point source” at
any point q of Iĝ(p−, p+) and determine the intersection of the observation set Vĝ and the light
cone emanating from the point q. Now for the set up of Theorem 1.1, we can apply [20, Theorem
1.2] to conclude that ĝ(1) is conformal to ĝ(2). Moreover, since ĝ(1), ĝ(2) are Ricci flat, we can
further apply [20, Corollary 1.3 ] to conclude that the conformal diffeomorphism is an isometry
i.e. there exists a diffeomorphism Ψ : Iĝ(1)(p−, p+) → Iĝ(2)(p−, p+) such that Ψ
∗ĝ(2) = ĝ(1). This
finishes the proof of Theorem 1.1.
Appendix A. Computation of principal symbols of the interaction term
We complete the calculation required in the proof of Prop. 5.3. Our goal is to compute the
principal symbols of H given in Prop. 5.2. For convenience, we split H into three parts
H1 =
∑
(i,j,k,l)∈σ(4)
(
Ĥ3(x,~v
(i), ~v(j),Q(Ĥ2(x,~v
(k), ~v(l))))
+Ĥ3(x,~v
(i),Q(Ĥ2(x,~v
(j), ~v(k))), ~v(j)) + Ĥ3(x,Q(Ĥ2(x,~v
(i), ~v(j))), ~v(k), ~v(l))
)
H2 = −
∑
(i,j,k,l)∈σ(4)
Ĝ2(x,Q(Ĥ2(x,~v
(i), ~v(j))),Q(Ĥ2(x,~v
(k), ~v(l))))
H3 = −
∑
(i,j,k,l)∈σ(4)
(
Ĥ2(x,~v
(i),Q(P2(x,Q(Ĥ2(x,~v
(j), ~v(k))), ~v(l))))
+Ĥ2(x,Q(P2(x,Q(Ĥ2(x,~v
(i), ~v(j))), ~v(k))), ~v(l))
)
(A.1)
For the computation, we recall that we use local coordinate near q0 so that ĝ is the standard
Minkowski metric at q0, and we found the Einstein-Maxwell equations in Minkowski space-time in
Section 4. Let (u, φ) = (g−ĝ, φ) and F = dφ. For our purpose, we need the nonlinear terms Ĥ2, Ĥ3
which are quadratic in φ, which can only come from the stress-energy tensor. For α, β = 0, 1, 2, 3,
we have
(Ĥ2)αβ = 2(−h
λµFαλFβµ +
1
4
hαβh
λγhµδFγδFλµ),
= 2
( 3∑
λ=0
−hλλFαλFβλ +
3∑
λ,µ=0
1
4
hαβh
λλhµµF 2λµ
)
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and for α 6= β, we have
(Ĥ3)αβ = 2(−h
aa′hbb
′
uabFαa′Fβb′ +
1
4
uαβh
aa′hbb
′
FabFa′b′)
=
3∑
a,b=0
2(−haahbbuabFαaFβb +
1
4
uαβh
aahbbF 2ab).
Also, we need
P2(x, u, v) = (h
−1uh−1)pq
∂2
∂xp∂xq
u.
Sometimes, it is convenient to write Ĥ2 in matrix form. LetH = (hij) and F
(i) = dφ˙(i), i = 1, 2, 3, 4.
Notice that F (i) are anti-symmetric so F
(i)
βµ = −F
(i)
µβ , µ, β = 0, 1, 2, 3. Thus we obtain that
Ĥ2(x, v
(i), v(j)) = 2F (i)HF (j) +
1
2
HTr(F (i)F (j)), where
Tr(F (i)F (j)) =
3∑
λ,µ=0
hλλhµµF
(i)
λµF
(j)
λµ , 1 ≤ i < j ≤ 4.
Also, we notice that Ĥ2(x, v
(i), v(j)) = ĤT2 (x, v
(j), v(i)), where T denotes the transpose of a matrix.
In view of Prop. 5.2, we can write the causal inverse Q = QĝId at q0 below. The computation of
the symbol is straightforward but very lengthy, so we compute each term in a separate subsection.
A.1. Computation of σ(H1). In this subsection, we write H1 = H. For α 6= β, we have
Hαβ =
∑
(i,j,k,l)∈σ(4)
Ĥ3,αβ(QĤ2(~v
(i), ~v(j)), ~v(k), ~v(l))
=4
∑
(i,j,k,l)∈σ(4)
−haa
′
hbb
′
Qĝ(−h
λµF
(i)
aλ F
(j)
bµ +
1
4
habh
λγhµδF
(i)
γδ F
(j)
λµ )F
(k)
αa′F
(l)
βb′
+ 4
∑
(i,j,k,l)∈σ(4)
1
4
Qĝ(−h
λµF
(i)
αλF
(j)
βµ )h
aa′hbb
′
F
(k)
ab F
(l)
a′b′
=4
(
I1,αβ + I2,αβ + I3,αβ
)
,
(A.2)
where F (i) = dφ˙(i) and
I1,αβ =
3∑
a,b,λ=0
∑
(i,j,k,l)∈σ(4)
haahbbhλλQĝ[F
(i)
aλ F
(j)
bλ ]F
(k)
αa F
(l)
βb
I2,αβ =−
3∑
a,λ,µ=0
∑
(i,j,k,l)∈σ(4)
1
4
hλλhµµhaaQĝ[F
(i)
λµF
(j)
λµ ]F
(k)
αa F
(l)
βa
I3,αβ =−
3∑
a,b,λ=0
∑
(i,j,k,l)∈σ(4)
1
4
hλλhaahbbQĝ(F
(i)
αλF
(j)
βλ )F
(k)
ab F
(l)
ab .
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To see the structure of the terms, we find that
I1 =
∑
(i,j,k,l)∈σ(4)
F (k)HQĝ(F
(i)HF (j))HF (l),
I2 =
1
4
∑
(i,j,k,l)∈σ(4)
Qĝ(Tr(F
(i)F (j)))F (k)HF (l),
I3 =
1
4
∑
(i,j,k,l)∈σ(4)
Qĝ(F
(i)HF (j))Tr(F (k)F (l)).
(A.3)
In these formulas, Qĝ applies to each element of the matrix. Also, the sign of I2, I3 are positive
because we used the anti-symmetry of F . We emphasize that we can only use these formula to
express the off-diagonal elements. We know (see e.g. Lemma 4.1 [34]) that if φ˙(i) ∈ Iµ(Λ), then
the principal symbol of F
(i)
αβ (in I
µ+1(Λ)) are given by
σ(F
(i)
αβ )(x, ζ) = ıζασ(φ˙
(i)
β )(x, ζ)− ıζβσ(φ˙
(i)
α )(x, ζ), (x, ζ) ∈ Λ.
So at the intersection point q0, we get σ(F
(i)
αβ )(q0, ζ
(i)) = ıζ
(i)
α A
(i)
β − ıζ
(i)
β A
(i)
α .
We start with the set of vectors considered in Prop. 5.3
ζ(1) = (1, 0, 1, 0), ζ(2) = (1, 0, 0, 1), ζ(3) = (−3/4,−3/4, 0, 0), ζ(4) = (1,−1, 0, 0)
so that the sum ζ = (9/4,−3/4, 1, 1) is light-like. The vectors 1 ~A are taken as
1A(1) = −(0, 0, 0, ı), 1A(2) = −(0, 0, ı, 0), 1A(3) = −(0, 0, 0, ı), 1A(4) = −(0, 0, 0, ı).
We calculate the principal symbol σ(H(1 ~A)) in detail for this set of vectors. We start with some
preparations. For the set of vectors ζ(i), i = 1, 2, 3, 4, we first compute G(i, j) = |ζ(i) + ζ(j)|2h =
2h(ζ(i), ζ(j)):
G(1, 2) = −2, G(1, 3) = 3/2, G(1, 4) = −2,
G(2, 3) = 3/2, G(2, 4) = −2, G(3, 4) = 3.
Next, we compute the trace terms W(i, j) = Tr(F (i)F (j)):
W(1, 2) = −2, W(1, 3) = 3/2, W(1, 4) = −2,
W(2, 3) = 0, W(2, 4) = 0, W(3, 4) = 3.
Now we compute the terms Hαβ using the formulas. Although there are many summation terms
due to the permutations, eventually the non-trivial terms are few thanks to the sparseness of F •.
We remark that one can also compute using the matrix representation (A.3). We split the rest
into five parts, each dealing with one term.
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(a) H02: We begin with
I1,02 =
∑
(i,j,k,l)∈σ(4)
3∑
a,b,λ=0
haahbbhλλQĝ[F
(i)
aλ F
(j)
bλ ]F
(k)
0a F
(l)
2b
=
∑
(i,j,k,l)∈σ(4)
3∑
λ=0
hλλQĝ[F
(i)
2λ F
(j)
3λ ]F
(k)
02 F
(l)
23 +
∑
(i,j,k,l)∈σ(4)
3∑
λ,b=0
hbbhλλQĝ[F
(i)
3λ F
(j)
bλ ]F
(k)
03 F
(l)
2b
=
∑
(i,j,k,l)∈σ(4)
3∑
λ=0
−hλλQĝ[F
(i)
3λ F
(j)
0λ ]F
(k)
03 F
(l)
20 +
∑
(i,j,k,l)∈σ(4)
3∑
λ=0
hλλQĝ[F
(i)
3λ F
(j)
3λ ]F
(k)
03 F
(l)
23
=
∑
(i,j,k,l)∈σ(4)
−Qĝ[F
(i)
30 F
(j)
30 ]F
(k)
03 F
(l)
23 +
∑
(i,j,k,l)∈σ(4)
Qĝ[F
(i)
31 F
(j)
31 ]F
(k)
03 F
(l)
23
=− 2Qĝ[F
(1)
30 F
(3)
30 ]F
(4)
03 F
(2)
23 − 2Qĝ[F
(1)
30 F
(4)
30 ]F
(3)
03 F
(2)
23 − 2Qĝ[F
(3)
30 F
(4)
30 ]F
(1)
03 F
(2)
23
− 2Qĝ[F
(3)
31 F
(4)
31 ]F
(1)
03 F
(2)
23 .
The symbols can be calculated using the expressions in Section 5. For simplicity, we shall ignore
the cπ = (2π)
−3 factor as well as the multiple of 4 in the computations. We add them in the final
answer. For example, we shall compute using
σ(Qĝ[F
(i)
• F
(j)
• ]F
(k)
• F
(l)
• ) =
1
|ζ(i) + ζ(j)|2h
σ(F
(i)
• )σ(F
(j)
• )σ(F
(k)
• )σ(F
(l)
• ),
where • stands for a generic index. Hereafter the principal symbols σ(F (i)) are always evaluated
at (q0, ζ
(i)) which shall be omitted in the notations. Now we use the values of F • and G(·, ·) to get
σ(I1,02) = −2(2/3)(−1)(3/4)1(−1) − 2(−1/2)(−1)(−1)(−3/4)(−1) − 2(1/3)(3/4)(−1)1(−1)
+ 2(1/3)(3/4)1 · 1(−1) = −5/4.
Next, consider
I2,02 = −
∑
(i,j,k,l)∈σ(4)
3∑
λ,µ=0
1
4
hλλhµµQĝ[F
(i)
λµF
(j)
λµ ]F
(k)
03 F
(l)
23
When we compute the symbol, we will have W(i, j) which is zero for (i, j) = (2, 3) and (2, 4). Now
we determine the non-trivial terms for all permutations of (i, j, k, l). First, l has to be 1 or 2. If
l = 1, then k must be 3 or 4 so that at least one of i, j is 2. But then the corresponding W term
become zero. So it suffices to take l = 2. Then we have
I2,02 =
3∑
λ,µ=0
(
−
1
2
hλλhµµQĝ[F
(3)
λµ F
(4)
λµ ]F
(1)
03 F
(2)
23 −
1
2
hλλhµµQĝ[F
(1)
λµ F
(4)
λµ ]F
(3)
03 F
(2)
23
−
1
2
hλλhµµQĝ[F
(1)
λµ F
(3)
λµ ]F
(4)
03 F
(2)
23
)
.
Then we compute the symbol and find that
σ(I2,02) = −
1
2
[
3
3
1(−1) +
−2
−1
(−3/4)(−2) +
3/2
3/4
1(−1)] = 5/8.
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Finally, consider
I3,02 =−
∑
(i,j,k,l)∈σ(4)
3∑
a,b=0
1
4
haahbbQĝ(F
(i)
03 F
(j)
23 )F
(k)
ab F
(l)
ab
This is similar to I2,02. When j = 1, the symbol of the terms vanishes. For j = 2, we obtain
I3,02 =
3∑
a,b=0
(
−
1
2
haahbbQĝ(F
(1)
03 F
(2)
23 )F
(3)
ab F
(4)
ab −
1
2
haahbbQĝ(F
(3)
03 F
(2)
23 )F
(1)
ab F
(4)
ab
−
1
2
haahbbQĝ(F
(4)
03 F
(2)
23 )F
(1)
ab F
(3)
ab
)
Then we can find the symbol is σ(I3,02) = −5/8. Finally, we have σ(H02) = 4cπ(−5/4).
(b) H12: We start with
I1,12 =
∑
(i,j,k,l)∈σ(4)
3∑
b,λ=0
hbbhλλQĝ[F
(i)
3λ F
(j)
bλ ]F
(k)
13 F
(l)
2b
=
∑
(i,j,k,l)∈σ(4)
3∑
λ=0
−hλλQĝ[F
(i)
3λ F
(j)
0λ ]F
(k)
13 F
(2)
20 +
∑
(i,j,k,l)∈σ(4)
3∑
λ=0
hλλQĝ[F
(i)
3λ F
(j)
3λ ]F
(k)
13 F
(l)
23
=
∑
(i,j,k,l)∈σ(4)
−Qĝ[F
(i)
30 F
(j)
30 ]F
(k)
13 F
(l)
23 .
We know that l must be 1, 2 and k must be 3, 4. So we just need to consider these permutations.
σ(I1,12) = −2σ(Qĝ[F
(1)
30 F
(4)
30 ]F
(3)
13 F
(2)
23 )− 2σ(Qĝ[F
(1)
30 F
(3)
30 ]F
(4)
13 F
(2)
23 )
= −2(−1/2)(−1)(−1)(−3/4)(−1) − 2(2/3)(−1)(3/4)(−1)(−1) = 7/4.
Next, we consider
I2,12 =−
∑
(i,j,k,l)∈σ(4)
3∑
λ,µ=0
1
4
hλλhµµQĝ[F
(i)
λµF
(j)
λµ ]F
(k)
13 F
(l)
23 .
We know that l must be 2 because if l = 1, we always have i, j are 2, 3 or 2, 4 and the corresponding
W vanish. So we have
σ(I2,12) =
3∑
λ,µ=0
(
−
1
2
σ(hλλhµµQĝ[F
(1)
λµ F
(4)
λµ ]F
(3)
13 F
(2)
23 )−
1
2
σ(hλλhµµQĝ[F
(1)
λµ F
(3)
λµ ]F
(4)
13 F
(2)
23 )
)
= −
1
2
·
−2
−2
(−3/4)(−1) −
1
2
·
3/2
3/2
(−1)(−1) = −7/2.
Finally, we find that
I3,12 = −
∑
(i,j,k,l)∈σ(4)
3∑
a,b=0
1
4
haahbbQĝ(F
(i)
13 F
(j)
23 )F
(k)
ab F
(l)
ab .
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By similar consideration, we get
σ(I3,12) =
3∑
a,b=0
(
−
1
2
σ(haahbbQĝ(F
(3)
13 F
(2)
23 )F
(1)
ab F
(4)
ab )−
1
2
σ(haahbbQĝ(F
(4)
13 F
(2)
23 )F
(1)
ab F
(3)
ab )
)
= −
1
2
·
−2
3/2
(−3/4)(−1) −
1
2
·
3/2
−2
(−1)(−1) = 7/2
Summing up the symbols, we get σ(H12) = 4cπ(7/4).
(c) H03: We start with
I2,03 = −
∑
(i,j,k,l)∈σ(4)
3∑
λ,µ,a=0
1
4
hλλhµµhaaQĝ[F
(i)
λµF
(j)
λµ ]F
(k)
0a F
(l)
3a
= −
∑
(i,j,k,l)∈σ(4)
3∑
λ,µ=0
1
4
hλλhµµQĝ[F
(i)
λµF
(j)
λµ ]F
(k)
02 F
(l)
32 =
3∑
λ,µ=0
−
1
4
2hλλhµµQĝ[F
(3)
λµ F
(4)
λµ ]F
(2)
02 F
(1)
32 .
So the symbol is σ(I2,03) = −
1
2 ·
3
31(−1) = 1/2. Similarly, we have
I3,03 =
3∑
λ,µ=0
−
1
4
2hλλhµµF
(3)
λµ F
(4)
λµ Qĝ[F
(2)
02 F
(1)
32 ],
and the symbol is σ(I3,03) = −
1
2 ·
3
−21(−1) = −3/4. Finally we calculate
I1,03 =
∑
(i,j,k,l)∈σ(4)
3∑
a,b,λ=0
haahbbhλλQĝ[F
(i)
aλ F
(j)
bλ ]F
(k)
0a F
(l)
3b
=
∑
(i,j,k,l)∈σ(4)
3∑
b,λ=0
hbbhλλQĝ[F
(i)
2λ F
(j)
bλ ]F
(k)
02 F
(l)
3b +
∑
(i,j,k,l)∈σ(4)
3∑
b,λ=0
hbbhλλQĝ[F
(i)
3λ F
(j)
bλ ]F
(k)
03 F
(l)
3b
=
∑
(i,j,k,l)∈σ(4)
3∑
b=0
hbbQĝ[F
(i)
23 F
(j)
b3 ]F
(k)
02 F
(l)
3b −
∑
(i,j,k,l)∈σ(4)
3∑
λ=0
hλλQĝ[F
(i)
3λ F
(j)
0λ ]F
(k)
03 F
(l)
30
+
∑
(i,j,k,l)∈σ(4)
3∑
λ=0
hλλQĝ[F
(i)
3λ F
(j)
1λ ]F
(k)
03 F
(l)
31 +
∑
(i,j,k,l)∈σ(4)
3∑
λ=0
hλλQĝ[F
(i)
3λ F
(j)
2λ ]F
(k)
03 F
(l)
32
=−Qĝ[F
(1)
23 F
(3)
03 ]F
(2)
02 F
(4)
30 −Qĝ[F
(1)
23 F
(4)
03 ]F
(2)
02 F
(3)
30 +Qĝ[F
(1)
23 F
(3)
13 ]F
(2)
02 F
(4)
31
+Qĝ[F
(1)
23 F
(4)
13 ]F
(2)
02 F
(3)
31 − 2Qĝ[F
(1)
32 F
(2)
02 ]F
(3)
03 F
(4)
30 −Qĝ[F
(3)
30 F
(2)
20 ]F
(4)
03 F
(1)
32 −Qĝ[F
(4)
30 F
(2)
20 ]F
(3)
03 F
(1)
32
We compute the symbol as
σ(I1,03) = −(2/3)1(−3/4)1(−1) − (−
1
2
)1 · 1 · 1(3/4) + (2/3)1(−3/4)1 · 1
+ (−
1
2
)1(−1)1(3/4) − 2(−
1
2
)(−1)1(−3/4)(−1) − (2/3)(3/4)(−1)1 · (−1)
− (−
1
2
)(−1)(−1)(−3/4)(−1) = −9/8.
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Summing up the symbols, we get σ(H03) = 4cπ(−11/8).
(d) H13: We compute
I1,13 =
∑
(i,j,k,l)∈σ(4)
3∑
b,λ=0
hbbhλλQĝ[F
(i)
3λ F
(j)
bλ ]F
(k)
13 F
(l)
3b
=
∑
(i,j,k,l)∈σ(4)
3∑
λ=0
(
− hλλQĝ[F
(i)
3λ F
(j)
0λ ]F
(k)
13 F
(l)
30 + h
λλQĝ[F
(i)
3λ F
(j)
1λ ]F
(k)
13 F
(l)
31 + h
λλQĝ[F
(i)
3λ F
(j)
2λ ]F
(k)
13 F
(l)
32
)
=−
∑
(i,j,k,l)∈σ(4)
Qĝ[F
(i)
32 F
(j)
02 ]F
(k)
13 F
(l)
30 −
∑
(i,j,k,l)∈σ(4)
Qĝ[F
(i)
30 F
(j)
20 ]F
(k)
13 F
(l)
32
=−Qĝ[F
(1)
32 F
(2)
02 ]F
(3)
13 F
(4)
30 −Qĝ[F
(3)
30 F
(2)
20 ]F
(4)
13 F
(1)
32 −Qĝ[F
(1)
32 F
(2)
02 ]F
(4)
13 F
(3)
30 −Qĝ[F
(4)
30 F
(2)
20 ]F
(3)
13 F
(1)
32 .
We can compute the symbol as
σ(I1,13) = −(−1/2)(−1)1(−3/4)(−1) − (2/3)(3/4)(−1)(−1)(−1)
− (−1/2)(−1)1(−1)(3/4) − (−1/2)(−1)(−1)(−3/4)(−1) = 7/8.
For I2,13, we notice that I2,13 = −
∑
(i,j,k,l)∈σ(4)
∑3
λ,µ=0
1
4h
µµhλλQĝ[F
(i)
λµF
(j)
λµ ]F
(k)
13 F
(l)
33 = 0. Simi-
larly, I3,13 = 0. Thus σ(H13) = 4cπσ(I1,13) = 4cπ(7/8).
(e) H23: We begin with
I1,23 =
∑
(i,j,k,l)∈σ(4)
3∑
a,b,λ=0
haahbbhλλQĝ[F
(i)
aλ F
(j)
bλ ]F
(k)
2a F
(l)
3b
=
∑
(i,j,k,l)∈σ(4)
3∑
b=0
−hbbQĝ[F
(i)
03 F
(j)
b3 ]F
(k)
20 F
(l)
3b +
∑
(i,j,k,l)∈σ(4)
3∑
b,λ=0
hbbhλλQĝ[F
(i)
3λ F
(j)
bλ ]F
(k)
23 F
(l)
3b .
There are many terms in the summations so we deal the two summations separately.
A1
.
=
∑
(i,j,k,l)∈σ(4)
3∑
b=0
−hbbQĝ[F
(i)
03 F
(j)
b3 ]F
(k)
20 F
(l)
3b
=
∑
(i,j,k,l)∈σ(4)
(
Qĝ[F
(i)
03 F
(j)
03 ]F
(k)
20 F
(l)
30 −Qĝ[F
(i)
03 F
(j)
13 ]F
(k)
20 F
(l)
31 −Qĝ[F
(i)
03 F
(j)
23 ]F
(k)
20 F
(l)
32
)
=2
(
Qĝ[F
(3)
03 F
(4)
03 ]F
(2)
20 F
(1)
30 +Qĝ[F
(1)
03 F
(4)
03 ]F
(2)
20 F
(3)
30 +Qĝ[F
(1)
03 F
(3)
03 ]F
(2)
20 F
(4)
30
)
+
(
−Qĝ[F
(1)
03 F
(3)
13 ]F
(2)
20 F
(4)
31 −Qĝ[F
(1)
03 F
(4)
13 ]F
(2)
20 F
(3)
31
)
.
Then we find
σ(A1) = 2
(
(1/3)(−3/4)1(−1)(−1) + (−
1
2
)1 · 1(−1)(3/4) + (2/3)1(−3/4)(−1)(−1)
)
+
(
− (2/3)1(−3/4)(−1)1 − (−
1
2
)1(−1)(−1)(3/4)
)
= −7/8.
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For the other summation, we have
A2
.
=
∑
(i,j,k,l)∈σ(4)
3∑
b,λ=0
hbbhλλQĝ[F
(i)
3λ F
(j)
bλ ]F
(k)
23 F
(l)
3b
=
∑
(i,j,k,l)∈σ(4)
3∑
λ=0
(
− hλλQĝ[F
(i)
3λ F
(j)
0λ ]F
(k)
23 F
(l)
30 + h
λλQĝ[F
(i)
3λ F
(j)
1λ ]F
(k)
23 F
(l)
31 + h
λλQĝ[F
(i)
3λ F
(j)
2λ ]F
(k)
23 F
(l)
32
)
=
∑
(i,j,k,l)∈σ(4)
(
−Qĝ[F
(i)
32 F
(j)
02 ]F
(k)
23 F
(l)
30 −Qĝ[F
(i)
30 F
(j)
20 ]F
(k)
23 F
(l)
32
)
= 0.
Therefore, σ(I1,23) = 1/8. Next, we compute
I2,23 =
∑
(i,j,k,l)∈σ(4)
3∑
λ,µ=0
1
4
hλλhµµQĝ[F
(i)
λµF
(j)
λµ ]F
(k)
20 F
(l)
30
=
3∑
λ,µ=0
(
1
2
hλλhµµQĝ[F
(3)
λµ F
(4)
λµ ]F
(2)
20 F
(1)
30 +
1
2
hλλhµµQĝ[F
(1)
λµ F
(4)
λµ ]F
(2)
20 F
(3)
30 +
1
2
hλλhµµQĝ[F
(1)
λµ F
(3)
λµ ]F
(2)
20 F
(4)
30
)
.
Therefore, the symbol is
σ(I2,23) =
1
2
·
3
3
(−1)(−1) +
1
2
·
−2
−2
(−1)(3/4) +
1
2
·
3/2
3/2
(−1)(−1) = 5/8.
Finally, we consider
I3,23 =
∑
(i,j,k,l)∈σ(4)
3∑
a,b=0
1
4
haahbbQĝ(F
(i)
20 F
(j)
30 )F
(k)
ab F
(l)
ab
=
3∑
a,b=0
(
1
2
haahbbF
(3)
ab F
(4)
ab Qĝ[F
(2)
20 F
(1)
30 ] +
1
2
haahbbF
(1)
ab F
(4)
ab Qĝ[F
(2)
20 F
(3)
30 ] +
1
2
haahbbF
(1)
ab F
(3)
ab Qĝ[F
(2)
20 F
(4)
30 ]
)
.
The symbol can be found as
σ(I3,23) =
1
2
·
3
−2
(−1)(−1) +
1
2
·
−2
3/2
(−1)(3/4) +
1
2
·
3/2
−2
(−1)(−1) = −5/8.
Summing up the symbols we get σ(H23) = 4cπ(−7/8).
To conclude, we obtained
σ(H1(
1 ~A))(q0, ζ) = cπ

∗ ∗ −5 −5.5
∗ ∗ 7 3.5
−5 7 ∗ −3.5
−5.5 3.5 −3.5 ∗

For the proof of Prop. 5.3 part (3), we need to find another four set of vectors a ~A, a = 2, 3, 4, 5
so that the principal symbols σ(H1(
a ~A)), a = 1, 2, 3, 4, 5 are linearly independent. We will fix the
choices of ζ(i), i = 1, 2, 3, 4 and vary the choices of ~A. This is reasonable because each A(i), i =
1, 2, 3, 4 varies in a 3 dimensional vector space (we lose one dimension due to the gauge condition).
In the following, we shall omit the details of the computation as they are the same as or 1 ~A. The
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result can be checked quite straightforwardly with some tedious computations. Also, one can check
the result via symbolic computations using the formulas (A.3).
We take 2 ~A as
2A(1) = −(0, ı, 0, 0), 2A(2) = −(0, 0, ı, 0), 2A(3) = −(0, 0, 0, ı), 2A(4) = −(0, 0, 0, ı).
Notice that compare to 1 ~A, we just changed A(1). We find
σ(H1(
2 ~A)) = cπ

∗ ∗ 3.5 3.5
∗ ∗ −3.5 −5.5
3.5 −3.5 ∗ −7
3.5 −5.5 −7 ∗

We take 3 ~A as
3A(1) = −(0, 0, 0, ı), 3A(2) = −(0, ı, 0, 0), 3A(3) = −(0, 0, 0, ı), 3A(4) = −(0, 0, 0, ı).
Notice that compare to 1 ~A, we just changed A(2). We find
σ(H1(
3 ~A)) = cπ

∗ ∗ 7 7
∗ ∗ −5 −7
7 −5 ∗ 7
7 −7 7 ∗

We take 4 ~A as
4A(1) = −(0, 0, 0, ı), 4A(2) = −(0, 0, ı, 0), 4A(3) = −(0, 0, ı, 0), 4A(4) = −(0, 0, 0, ı).
Here we just changed A(3) compared to 1 ~A. We find
σ(H1(
4 ~A)) = cπ

∗ ∗ 5 −5.5
∗ ∗ 0 −3.5
5 0 ∗ 1
−5.5 −3.5 1 ∗

We take 5 ~A as
5A(1) = −(0, 0, 0, ı), 5A(2) = −(0, 0, ı, 0), 5A(3) = −(0, 0, 0, ı), 5A(4) = −(0, 0, ı, 0).
Here we changed A(4) compared to 1 ~A. We find
σ(H1(
5 ~A)) = cπ

∗ ∗ −5.5 5
∗ ∗ −3.5 0
−5.5 −3.5 ∗ 1
5 0 1 ∗

This completes the calculation for σ(H1) needed in the proof of Prop. 5.3.
A.2. Computation of σ(H2). The computation of this term is relatively simple. We shall use
the matrix form. For convenience, we let
W(ij) = Q
(
Ĥ2(x,~v
(i), ~v(j)) + Ĥ2(x,~v
(j), ~v(i))
)
, 1 ≤ i < j ≤ 4.
Then we can write
σ(H2)(q0, ζ) = −
∑
σ
(
P̂2(x,W
(ij),W(kl))
)
(q0, ζ).(A.4)
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and the summation is over the pairs (i, j) = (1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4). So we reduce to
summation of six terms. Using the expressions of principal symbols in Section 5, we find that
−σ
(
P̂2(x,W
(12),W(34))
)
(q0, ζ) = (Hσ(W
(12))H)pq(ζ(3)p + ζ
(4)
p )(ζ
(3)
q + ζ
(4)
q )σ(W
(34))
=
cπ
2h(ζ(1), ζ(2))
(
H
(
2σ(F (1))Hσ(F (2)) + 2σ(F (2))Hσ(F (1)) +HTr(σ(F (1))σ(F (2)))
)
H
)pq
·(ζ(3)p + ζ
(4)
p )(ζ
(3)
q + ζ
(4)
q )
·
1
2h(ζ(3), ζ(4))
(
2σ(F (3))Hσ(F (4)) + 2σ(F (4))Hσ(F (3)) +HTr(σ(F (3))σ(F (4)))
)
.
The other terms in (A.4) can be written in a similar way and are omitted here. So the computation
is reduced to several matrix multiplications. Again, we do the calculation for the first set of vectors.
For our choices of 1 ~A, we have
σ(F (1)) =

0 0 0 1
0 0 0 0
0 0 0 1
−1 0 −1 0
 , σ(F (2)) =

0 0 1 0
0 0 0 0
−1 0 0 −1
0 0 1 0
 ,
σ(F (3)) =

0 0 0 −34
0 0 0 −34
0 0 0 0
3
4
3
4 0 0
 , σ(F (4)) =

0 0 0 1
0 0 0 −1
0 0 0 0
−1 1 0 0
 .
By straightforward computations, we get that
−σ
(
P̂2(x,W
(12),W(34))
)
= cπ

0 0 0 0
0 0 0 0
0 0 3 0
0 0 0 −3
 , −σ(P̂2(x,W(34),W(12)))(q0, ζ) = 0
Similarly, we have
−σ
(
P̂2(x,W
(13),W(24))
)
= cπ

0 0 −8 0
0 0 8 0
−8 8 0 −8
0 0 −8 0
 ,
−σ
(
P̂2(x,W
(24),W(13))
)
= cπ

−1 −1 −1 0
−1 −1 −1 0
−1 −1 −1 0
0 0 0 1
 ,
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−σ
(
P̂2(x,W
(14),W(23))
)
= cπ

0 0 0.75 0
0 0 0.75 0
0.75 0.75 0 0.75
0 0 0.75 0
 ,
−σ
(
P̂2(x,W
(23),W(14))
)
= cπ

6 −6 6 0
−6 6 −6 0
6 −6 6 0
0 0 0 −6
 ,
So finally, for this set of vectors 1 ~A, we denote the term H2 by H2(
1 ~A) and we find that
σ(H2(
1 ~A))(q0, ζ) = cπ

5 −7 −2.25 0
−7 5 1.75 0
−2.25 1.75 8 −7.25
0 0 −7.25 −8
 .
For the other sets of vectors, we get
σ(H2(
2 ~A))(q0, ζ) = cπ

0 0 −7 7
0 0 5 −5
−7 5 −0.875 0
7 −5 0 0.875

σ(H2(
3 ~A))(q0, ζ) = cπ

0 0 −8.75 8.75
0 0 7.25 −7.25
−8.75 7.25 −18.375 0
8.75 −7.25 0 18.375

σ(H2(
4 ~A))(q0, ζ) = cπ

9.25 −8.75 4 2.25
−8.75 5.25 −2 0.25
4 −2 10.75 −6
−2.25 0.25 −6 −6.75

σ(H2(
5 ~A))(q0, ζ) = cπ

9.25 −8.75 2.25 4
−8.75 5.25 0.25 −2
2.25 0.25 −6.75 −6
4 −2 −6 10.75

A.3. Computation of σ(H3). We simplify the symbols as following. We know that
−σ(Ĥ2(x,~v
(i),Q(P2(x,Q(Ĥ2(x,~v
(j), ~v(k))), ~v(l)))))
=
cπ
|ζ(j) + ζ(k)|2h|ζ
(j) + ζ(k) + ζ(l)|2h
(
Hσ(Ĥ2(~v
(j), ~v(k)))H
)pq
ζ(l)p ζ
(l)
q · σ(Ĥ2(~v
(i),V(l))),
where
σ(Ĥ2(v
(i),V(l)))
.
= 2σ(F (i))Hσ(F(l)) +
1
2
HTr(σ(F (i))σ(F(l))),
σ(F
(l)
αβ) = ıζ˜
(l)
α σ(φ˙
(l)
β )− ıζ˜
(l)
β σ(φ˙
(l)
α ), ζ˜
(l) = ζ(j) + ζ(k) + ζ(l).
DETERMINATION OF VACUUM SPACE-TIMES FROM THE EINSTEIN-MAXWELL EQUATIONS 43
Notice that the principal symbols of F(l) is evaluated at (q0, ζ˜
(l)). The other piece is similar
−σ(Ĥ2(x,Q(P2(x,Q(Ĥ2(x,~v
(j), ~v(k))), ~v(l))), ~v(i)))
=
cπ
|ζ(j) + ζ(k)|2h|ζ
(j) + ζ(k) + ζ(l)|2h
(
Hσ(Ĥ2(~v
(j), ~v(k)))H
)pq
ζ(l)p ζ
(l)
q · σ(Ĥ2(V
(l), ~v(i))).
To simplify the computation a bit, we set
σ(Oil) = σ(Ĥ2(v
(i),V(l)) + Ĥ2(V
(i), v(l)))
= 2σ(F (i))Hσ(F(l)) + 2σ(F(i))Hσ(F (l)) +HTr(σ(F (i))σ(F(l))),
so that
σ(H3) =
∑ cπ
|ζ(j) + ζ(k)|2h|ζ
(j) + ζ(k) + ζ(l)|2h
(
Hσ(Wjk)H
)pq
ζ(l)p ζ
(l)
q · σ(O
il),
where the summation is over l, i = 1, 2, 3, 4, l 6= i and (j, k) are determined by the choice of l, i.
The computation is straightforward and one can use many terms W• already computed in H2.
However, we need to compute twelve terms. The details will be omitted. For the first choice of
the vectors 1 ~A, we get
σ(H3(
1 ~A))(q0, ζ) = cπ

−4 7 1.95 4.8
7 −14 −6.65 1.4
1.95 −6.65 1 6.25
4.8 1.4 6.25 9
 .
For the other sets of vectors, we get
σ(H3(
2 ~A))(q0, ζ) = cπ

−5.6 9.8 3.15 −3.5
9.8 −5.6 −1.75 6.5
3.15 −1.75 5.775 −3.5
−3.5 6.5 −3.5 −5.775

σ(H3(
3 ~A))(q0, ζ) = cπ

−11.9 9.5 0 −10.15
9.5 −11.9 5.3 6.25
0 5.3 12.775 0
−10.15 6.25 0 −12.775

σ(H3(
4 ~A))(q0, ζ) = cπ

−6.25 8.75 0 −1.75
8.75 −6.25 1.6 3.65
0 1.6 −1.75 4
−1.75 3.65 4 1.75

σ(H3(
5 ~A))(q0, ζ) = cπ

−6.25 8.75 −1.75 0
8.75 −6.25 3.65 1.6
−1.75 3.65 1.75 4
0 1.6 4 −1.75

Finally, we sum up our computation results to get σ(H(a ~A)) =
∑3
i=1 σ(Hi(
a ~A)), a = 1, 2, 3, 4, 5.
Recall that it suffices to show that the vectors Ta
.
= T (σ(H(a ~A))), a = 1, 2, 3, 4, 5 are linearly
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independent where T is defined in the proof of Prop. 5.3. So we have
T (σ(H(1 ~A))) = cπ(−5.3,−0.7, 2.1, 4.9,−4.5),
T (σ(H(2 ~A))) = cπ(−0.35, 7,−0.25,−4,−10.5),
T (σ(H(3 ~A))) = cπ(−1.75, 5.6, 7.55,−8, 7),
T (σ(H(4 ~A))) = cπ(9,−5,−0.4, 0.4,−1),
T (σ(H(5 ~A))) = cπ(−5, 9, 0.4,−0.4,−1).
We check that the rank of these five vectors is 5. This completes the proof of the claim in Prop.
5.3.
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