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ABSTRACT
We study the problem of online classiﬁcation of user gen-
erated content, with the goal of eﬃciently learning to cat-
egorize content generated by individual user. This prob-
lem is challenging due to several reasons. First, the huge
amount of user generated content demands a highly eﬃcient
and scalable classiﬁcation solution. Second, the categories
are typically highly imbalanced, i.e., the number of samples
from a particular useful class could be far and few between
compared to some others (majority class). In some appli-
cations like spam detection, identiﬁcation of the minority
class often has signiﬁcantly greater value than that of the
majority class. Last but not least, when learning a classi-
ﬁcation model from a group of users, there is a dilemma:
A single classiﬁcation model trained on the entire corpus
may fail to capture personalized characteristics such as lan-
guage and writing styles unique to each user. On the other
hand, a personalized model dedicated to each user may be
inaccurate due to the scarcity of training data, especially
at the very beginning; when users have written just a few
articles. To overcome these challenges, we propose learning
a global model over all users’ data, which is then leveraged
to continuously reﬁne the individual models through a col-
laborative online learning approach. The class imbalance
problem is addressed via a cost-sensitive learning approach.
Experimental results show that our method is eﬀective and
scalable for timely classiﬁcation of user generated content.
Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Information
Filtering; I.2 [Artificial Intelligence]: Machine Learning
General Terms
Experimentation
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online learning, classiﬁcation, imbalanced class distribution
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1. INTRODUCTION
The popularity of Web 2.0, along with the increasing use
of blogs, wikis, and social networks has catalyzed the quan-
tity and frequency of user generated content (UGC, also
known as consumer generated media) for public consump-
tion. With the proliferation of UGC comes the demand for
discovering useful information from it. Consider Facebook,
one of the world’s largest online social networks, as an ex-
ample. Facebook users generate 60 million status updates
per day as of February 20101. Status updates are short
postings, and can be analyzed by a computer to reveal per-
sonal characteristics such as emotional state (happy or sad),
sentiments towards things or issues, etc.
A machine learning model can be trained to classify UGC.
However, applied to a group of users, classical approaches
always face a dilemma: A single global classiﬁcation model
trained on a collection of users’ data may fail to capture
the peculiarity of diﬀerent users and thus works poorly. On
the other hand, a personalized model for each user may be
inaccurate due to the scarcity of training data. As an ex-
ample, consider the problem of personalized music recom-
mendation. The recommendation should rely on the user’s
own data, e.g., user proﬁle, history of music enjoyed in the
past, etc. Yet it is also reasonable to take other similar users’
preferences into consideration. The issue of how group char-
acteristics and individual traits can be combined to achieve
a result that is greater than the sum of its parts warrants
further study.
In this paper, we present a highly eﬃcient and scalable on-
line classiﬁcation method that is designed to classify UGC
generated by a group of users by combining group and indi-
vidual characteristics. We opt for the online learning frame-
work, which incrementally learns a classiﬁcation model from
a stream of samples, for its high eﬃciency and scalability.
The basic idea of the proposed collaborative online learning
is to ﬁrst build a generic global model from large amounts of
UGC of various users, and then subsequently leveraging the
global model to build the personalized online classiﬁcation
model for individual user in a collaborative learning manner.
Moreover, UGC are typically highly imbalanced in class dis-
tribution. We use a cost penalty in the objective function
to address this problem. We evaluate the performance of
our algorithm on two real-life problems — spam email ﬁl-
tering and micro-blog sentiment classiﬁcation. We show that
learning multiple related tasks collaboratively outperforms
learning each task independently by comparing our algo-
rithm with state-of-the-art online learners. We also match
1http://blog.facebook.com/blog.php?post=466369142130
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our algorithm against batch learning methods that are up-
dated periodically, to show that ours are not only orders
of magnitude faster, but also equally eﬀective for the UGC
classiﬁcation task.
The rest of this paper is organized as follows. Section 2
introduces related work. Section 3 presents the proposed
algorithm. Section 4 gives experimental results and discus-
sions. Section 5 concludes this paper.
2. RELATED WORK
Unlike typical machine learning methods, which assume
all training examples are available before the learning task
begins, online learning is more appropriate for some real-
world problems where training data arrives sequentially. It
has been extensively studied in the machine learning com-
munity [14, 12, 13, 9, 8]. Moreover, the vast majority of
existing work in online learning only studies the predic-
tion mistake rates or accuracies, without regard to class
distributions or actual classiﬁcation accuracies. Notably,
methods that perform seemingly well on balanced datasets
may not perform well on real-world imbalanced datasets [1,
7]. As a result, such performance evaluations are not al-
ways appropriate for real world applications, where datasets
are often imbalanced. To address class-imbalance problem,
a multi-class cost-sensitive extension to the original online
passive aggressive algorithm has been proposed by Cram-
mer et al. [8], along with theoretical loss bounds. Our work
extends Crammer’s approach by adding the collaborative
learning element.
Our work is also related to learning multiple related tasks
in parallel. Multi-task learning solves multiple related learn-
ing problems simultaneously instead of independently. Em-
pirical evidence shows that multi-task learning can improve
classiﬁer’s performance [3, 4, 5]. Ando et al. [2] consid-
ered learning predictive structures on hypothesis spaces from
multiple learning tasks. Evgeniou et al. [10] extended the
single-task kernel learning methods to multi-task learning
by deﬁning a family of multi-task kernel functions. Instead
of deﬁning speciﬁc kernel functions, we use a generic model
shared by many parallel learners to leverage the information
embedded in individual tasks. Our approach not only enjoys
an improvement on classiﬁcation performance, but also re-
tains the hallmark low computational cost of online learning
algorithms.
3. METHODOLOGY
Figure 1 illustrates the idea of collaborative online learn-
ing. Our method operates in a sequential manner. At each
learning round, it collects the current global set of data;
one from each of the engaged users, which are employed to
update the global classiﬁcation model. At the same time,
a collaborative personalized model is maintained for each
user. The individual collaborative classiﬁcation model is
subsequently updated using the latest individual data and
the global model’s parameters.
For simplicity, we assume that the training data from all
users can be represented in a global feature space and the
sequence of training data is ordered chronologically. Denote
by (xt, yt) a training instance at round t, where xt ∈ Rd is
a d-dimensional vector representing the example and yt ∈
{1, . . . ,m},m ≥ 3 refers to its class label. Further, denote
by Di = {(xt, yt) : t = 1, . . . , Ti} a collection of training
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Figure 1: Collaborative online learning.
data for the i-th user, and D = {(xt, yt) : t = 1, . . . , T} the
whole collection of training data from a group of K users,
where T =
∑
i Ti denotes the total number of data over all
users. The goal is to learn a set of K classiﬁcation models,
i.e., f (i)(·) : Rd → Rm, i = 1, . . . ,K, where each element
in the m-dimensional output vector corresponds to a score
assigned to the respective class label. The output of the
algorithm is simply set to the label with the highest score.
We adopt the online passive aggressive (PA) framework [8]
to build a global classiﬁcation model using data collected
from all users at round t, that is
ft(x¯) = ut · x¯
where ut ∈ Rdm is the weight vector of the updated model
learned at round t, and x¯ ∈ Rdm is formed by concatenating
m replications of x ∈ Rd together.
At round t, the algorithm uses the latest training instance
(xt, yt) to update the classiﬁcation model as follows
ut+1 = argmin
u∈Rdm
1
2
‖u− ut‖2 + Cξ (1a)
s.t. (u; (xt, yt)) ≤ ξ (1b)
ξ ≥ 0 (1c)
where C is a positive parameter that controls the inﬂuence
of the slack term ξ on the objective function, and  is a loss
function deﬁned as follows
(u; (xt, yt)) = max(0, 1− uTIrxt + uTIsxt) (2)
where the superscript T denotes the transpose of a matrix.
Ir and Is are dm × d matrices whose r-th and s-th blocks
are identity matrices with other elements zero, respectively.
Subscripts r and s are chosen from {1,. . . ,m}. Speciﬁcally,
r is the index of relevant label yt, and s is the index of the
highest ranked irrelevant class, given by
s = argmaxs/∈ytu
TIsxt (3)
As an example, consider a three-class classiﬁcation prob-
lem and training instance xt with label yt = 1. Here, r = 1,
and s is chosen from {2, 3} by applying equation (3). The
loss function (2) deﬁnes the margin as the score diﬀerence
between the relevant label and the highest ranked irrele-
vant label (see [8] for details). For binary class classiﬁcation
problems, one can replace (2) with the hinge loss function.
The solution to the optimization problem (1) is
ut+1 = ut + τ(Ir − Is)xt (4)
where τ is given by τ = min{C, 
2‖xt‖2 }.
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A critical step of our algorithm is to apply the existing
global model to collaboratively learn the individual model
for each of the K users. Using the same PA formulation, the
goal is to learn a classiﬁcation model for the i-th user as
f
(i)
t (x¯) = w
(i)
t · x¯
where w
(i)
t ∈ Rdm is the weight vector of the i-th user’s
model learned at round t. To ease the discussion, we shall
use wt to denote w
(i)
t henceforth.
We formulate learning the collaborative model as a con-
vex optimization problem that minimizes the deviation of
the new weight from the prior collaborative weight and the
global weight, as follows
wt+1 = argmin
w∈Rdm
η1
2
‖w −wt‖2 + η2
2
‖w − ut‖2 + Cξ (5a)
s.t. (w; (xt, yt)) ≤ ξ (5b)
ξ ≥ 0 (5c)
where η1 and η2 are regularization parameters that balance
the tradeoﬀ between the global model ut and the collabora-
tive model wt, and parameter C ≥ 0 controls the inﬂuence
of the slack variable ξ on the objective function.
The above formulation aims to achieve a balance between
the global and individual models, i.e., in spite of its unique-
ness, each individual also shares some commonness with
other members in the group. It coherently combines the
collaborative model with the global one. In particular, if
we set η2 = 0, the optimization reduces to the approach of
learning an individual classiﬁcation model without engaging
the global model; if we set η1 = 0, it reduces to the global
model. Accordingly, we can ﬁne tune the contribution of
each model by setting appropriate parameters.
Applying the Lagrangian multiplier technique, the update
rule for optimization problem (5) can be derived as
wt+1 =
η1wt + η2ut + τ(Ir − Is)xt
η1 + η2
(6)
where τ is given by
τ = min
{
C,
η1 + η2 − (η1wTt + η2uTt )(Ir − Is)xt
2‖xt‖2
}
To alleviate the class imbalance problem, we deﬁne a new
loss function that assigns a penalty for rare class higher than
that for majority class, as follows
∗(u; (xt, yt); ρi) = max(0, ρi − uTIrxt + uTIsxt)
where ρi ≥ 1, i = 1 . . .m are biased penalties setting in
inverse ratio to the amount of the i-th class.
By replacing the loss function in (5) with this, we obtain
the cost-sensitive collaborative online learning optimization
problem. The update rule has the same form as equation (6),
and τ is given by
τ = min
{
C,
ρi(η1 + η2)− (η1wTt + η2uTt )(Ir − Is)xt
2‖xt‖2
}
Finally, Algorithm 1 summarizes our approach. It is clear
that the algorithm has linear time complexity with respect
to the number of instances and dimensions, which is not dif-
ferent from typical online learners. In terms of space com-
plexity, for a group of K users, in addition to a set of K
collaborative models, it only needs to keep an extra global
Algorithm 1: Cost-sensitive collaborative online learn-
ing
Input: training data of K users (xk, yk), k = 1, . . . ,K,
parameters η1 ≥ 0, η2 ≥ 0, C ≥ 0, ρi ≥ 1
Initialize wk0 ← 0, u0 ← 0;
for t ← 1 to T do
// Update the collaborative models
for k ← 1 to K do
receive weight vector of the global model ut;
receive training instance
(
xkt , y
k
t
)
;
set r ∈ ykt and s = argmaxs/∈ykt w
TIsx
k
t ;
set ρi according to y
k
t ;
set loss ∗(wk; (xkt , y
k
t ); ρi) =
max(0, ρi −wTIrxkt +wTIsxkt );
if ∗(wk; (xkt , y
k
t ); ρi) = 0 then
τ = 0
else
τ = min{C, ρi(η1+η2)−(η1wTt +η2uTt )(Ir−Is)xkt
2‖xkt ‖2 }
end
update wkt+1 =
η1w
k
t+η2ut+τ(Ir−Is)xkt
η1+η2
;
end
// Update the global model
for k ← 1 to K do
receive training instance
(
xkt , y
k
t
)
;
set r ∈ ykt and s = argmaxs/∈ykt u
TIsx
k
t ;
set loss
(u; (xkt , y
k
t )) = max(0, 1− uTIrxkt + uTIsxkt );
if (u; (xkt , y
k
t )) > 0 then
σ = min{C, 1−uTIrxkt+uTIsxkt
2‖xkt ‖2 };
update ut+1 = ut + σ(Ir − Is)xkt ;
end
end
end
model. Therefore, our algorithm is both eﬃcient and scal-
able for large-scale online learning task.
4. EXPERIMENTAL RESULTS
4.1 Benchmark Setup
We compare our COL algorithm with two batch learn-
ing methods (LIBSVM [6] with linear kernel and LIBLIN-
EAR [11]) and two online learning algorithms (ROMMA [13]
and PA [8]). Apart from testing various values of the penalty
parameter C for the two batch learning methods, all other
parameters were set to default values. Batch learning meth-
ods were modiﬁed to handle online data by periodically re-
training them with the most recent 50 samples after every
new sample arrives. To further examine the eﬀectiveness
of learning multiple related tasks in together, we compare
our method with a few variations of the PA algorithm [8] as
described below.
• PA-Global It learns a single classiﬁcation model from
all users’ data by applying the PA algorithm. At each
learning round, the algorithm receives a training in-
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Table 1: Cumulative error rate and F1-measure (%) on the spam email dataset
pu1 pu2 pu3 pua
Error Legit F1 Spam F1 Error Legit F1 Spam F1 Error Legit F1 Spam F1 Error Legit F1 Spam F1
SVM 8.99 92.05 89.66 7.32 95.58 78.69 8.99 92.31 89.20 9.75 89.97 90.52
LINEAR 6.79 93.99 92.19 7.46 95.53 77.25 5.04 95.51 94.26 6.67 93.21 93.44
ROMMA 11.83 89.20 86.85 14.08 90.22 70.89 7.65 93.05 91.46 14.14 85.69 86.04
PA-Global 7.16 93.65 91.81 8.45 94.81 77.27 4.07 96.38 95.36 9.39 90.75 90.64
PA-Personal 5.50 95.13 93.67 10.85 93.30 71.59 3.73 96.69 95.73 8.43 91.59 91.55
PA-Simple 5.60 95.04 93.59 8.73 94.66 75.97 3.83 96.60 95.63 8.87 91.15 91.12
COL 4.13 96.33 95.28 6.62 95.96 81.71 2.98 97.36 96.59 5.88 94.14 94.10
stance from each user, and uses that instance to update
its weight vector.
• PA-Personal It employs the PA algorithm to train
a personal classiﬁcation model for each user only us-
ing his/her own data. In other words, every user is
associated with a personalized classiﬁcation model.
• PA-Simple It simply switches between the PA-Global
and PA-Personal models according to their cumulative
error counts in previous rounds. In particular, at each
learning round, it always sets the weight vector to that
of the best model (PA-Global or PA-Personal), i.e., one
with the least cumulative errors to-date. Benchmark-
ing against this method is important as it will show
whether the proposed COL algorithm is more eﬀective
than a naive combination.
We adopt the cumulative error rate, i.e., the ratio of the
number of mistakes made by the online learning algorithm
over total number of examples received up-to-date as a met-
ric for comparing diﬀerent algorithms. Despite its extensive
usage in online learning studies, the cumulative error rate is
not suitable for evaluating performances on class-imbalanced
datasets. Because for a highly imbalanced dataset, it is pos-
sible to deploy a trivial classiﬁer (i.e., blanket prediction of
the majority class) that has low error rates but actually is
of little use. We thus report the F1-measure in addition to
cumulative error rate. It is typically harder for a classiﬁer
to achieve a good F1-measure compared to error rate on an
imbalanced dataset. For simplicity, we ﬁx the parameter C
to 1 for all PA variations and our algorithm. We also ﬁx η2
to 1 and only choose η1 from a small range of values.
4.2 Spam Email Filtering
We apply online collaborative learning to construct eﬀec-
tive personalized spam email ﬁlters. The task is to classify
each new incoming email message into two categories: le-
gitimate or spam. We use a dataset hosted by the Inter-
net Content Filtering Group2. The dataset contains emails
collected from the mailboxes of four users (denoted by pu1,
pu2, pu3, and pua). Strictly speaking, the set of all emails re-
ceived by a user is not generated per se by that speciﬁc user.
However, the characteristic of each user’s email can be said
to match his or her interest, whatever that may be. Each
email entry is converted to a word document vector using
the TF-IDF (term frequency-inverse document frequency)
representation. Table 2 summarizes the characteristics of
this dataset.
Since the email dataset has no time stamp, each user’s
email was shuﬄed into a random sequence. The cumulative
2http://labs-repos.iit.demokritos.gr/skel/i-conﬁg/
Table 2: Details of spam email dataset
User ID # Instance # Legit # Spam
pu1 1090 610 480
pu2 710 570 140
pu3 4129 2310 1819
pua 1139 570 569
Total 7068 4060 3008
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Figure 2: Average cumulative error rate (log scale)
of four users on the spam email dataset.
error rate and F1-measure results are listed in Table 1. We
exclude CS-COL result from the table since its performance
is similar to COL. The cost sensitive approach doesn’t help
much here because the data is not that imbalanced, with a
4:3 ratio of legit to spam email ratio as seen from Table 2.
The average cumulative error rate of the four users is plotted
in Figure 2. We also report each algorithm’s run-time, i.e.,
the time consumed by both training and test phase during
the complete online learning process in Table 3.
We can see that the proposed COL model consistently
beats the other competitors in terms of error rate and F1-
measure. It should be noted that compared with online
learners who update models based only on the current sam-
ple, batch learning methods enjoy the advantage of keeping
a substantial amount of recent training samples, at the cost
of storage space and higher complexity. In fact, the pro-
posed COL algorithm is more eﬃcient than batch incremen-
tal methods, e.g., it is 100 times faster than batch SVM as
shown in Table 3. COL does not store recent training sam-
ples. It only uses the current training sample and a simple
rule to update the model. In contrast, batch learning al-
gorithms need to keep a certain number of recent training
samples in memory, leading to extra burden on storage and
complexity. What’s more, both SVM and LINEAR algo-
rithm need to solve an optimization problem in an iterative
way. SVM has to additionally compute the kernel matrix.
For practical applications involving hundreds of millions of
users and features, the batch learning algorithms are no
longer feasible, while online learners are still highly eﬃcient.
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Lastly, Table 3 shows that COL is slightly slower than the
original PA algorithm. This is expected since COL has to
update one global model. However, for a group of users, only
one group model is needed. The extra computational cost is
trivial compared to the combined cost to update every user
model. Therefore, the proposed COL algorithm is eﬃcient
and applicable for solving large-scale problems.
Table 3: Run-time (in seconds) for each algorithm
COL PA-G PA-P ROMMA SVM LINEAR
Spam 1.02 0.67 0.70 0.53 109.33 7.84
Twitter 9.76 6.75 7.10 10.24 44.69 9.73
4.3 Micro-blog Sentiment Analysis
With the growing popularity of micro-blogs like Twitter3
comes the demand to understand their users. We present
an interesting problem, namely the micro-blog sentiment
analysis, which aims to automatically classify each micro-
blog post into three categories: positive emotion, negative
emotion, and non-emotional. This problem is challenging
because a micro-blog post is often very short and each per-
son may have his/her unique way of expressing sentiments.
Moreover, the proportion of emotional posts is typically very
small, and varies across individuals. Ideally, a personalized
classiﬁer should be created for each micro-blogger. However,
there is a dearth of training data for each user, making the
personalized sentiment model vastly inaccurate unless the
model has been trained over hundreds of micro-blogs.
A post on Twitter is called a tweet. We crawled 7131
tweets written by six inﬂuential users according to wefol-
low.com4. The latest tweet in our dataset was published in
May, 2010, and the oldest one was in February, 2008. Each
tweet was converted to a word vector using the TF-IDF
representation. A human annotator was employed to label
tweets as one of three categories: positive emotion (class 1),
negative emotion (class 2), and non-emotional (class 3). Ta-
ble 4 summarizes the labeling result. We can see that on
average, 20-30% of a user tweets are sentimental (belonging
to positive or negative emotion). This result matches our
conjecture that emotional tweets are generally a minority
for Twitter users.
Table 4: Details of Twitter sentiment dataset
User Name # Instance # Pos # Neg % Emotion
JamesKysonLee 1187 152 48 16.85
JimGaﬃgan 1161 98 280 32.56
1capplegate 1185 134 196 27.85
elizadushku 1420 242 129 26.13
jessetyler 1040 131 168 28.75
peterfacinelli 1138 233 106 29.79
Total / Average 7131 990 927 26.88
The experimental results are reported in Table 5. For
fairness, cost-sensitive learning is also applied to SVM and
LIBLINEAR via setting a larger penalty parameter C for
the minority classes. To make a clear comparison between
collaborative online learning and PA algorithm, we show
the variation of their cumulative error rates along the en-
tire online learning process in Figure 3. The biased penalty
parameters for CS-COL are set to ρ1 = 25, ρ2 = 50, and
ρ3 = 1 for class 1, 2, and 3, respectively.
3http://twitter.com
4http://wefollow.com
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Figure 3: Cumulative error rate (log scale) on the
Twitter dataset.
It can be seen that two of the models trained with PA —
PA-Global and PA-Personal, match each other in strength,
but loose to the collaborative models. This result validates
our previous concern that simply learning a single global
model from all users’ data is insuﬃcient for solving the
micro-blog sentiment classiﬁcation task, since each user ex-
presses emotions diﬀerently. The simple combination of
global model and personal model — PA-Simple is able to ap-
proach the best model between PA-Global and PA-Personal,
but fails to outperform the best one. This is because the
“simple” scheme selects between the global and personal
models by comparing their historical cumulative error counts.
It is possible for a model with few mistakes in the earlier
learning rounds to misclassify an incoming sample. Simi-
larly, a model with large historical cumulative errors may
score a lucky hit on that sample. This makes sticking to the
ﬁrst model an unwise choice.
Table 5 shows that CS-COL achieves better F1-measure
on the minority classes (positive or negative emotion tweet)
than the other competitors. It indicates that the proposed
CS-COL is eﬀective for online sentiment classiﬁcation of im-
balanced data. On the other hand, by examining the major-
ity class (non-emotional tweet), we ﬁnd that the F1-measure
performance of CS-COL is not better than the other com-
petitors. This is reasonable as the CS-COL was tuned to
focus on the minority class, at the slight expense of the ma-
jority class. Nonetheless, if we ignore the cost-sensitive con-
cern, we ﬁnd that the F1-measure performance of the COL
method without biased penalty is still better than the other
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Table 5: Cumulative error rate and F1-measure (%) on the Twitter sentiment dataset
(a) Cumulative error rate (%)
Jam. Jim. 1ca. eli. jes. pet. Avg.
SVM 30.33 61.76 58.57 64.79 64.81 61.07 56.89
LINEAR 28.64 46.25 44.64 40.63 47.12 42.36 41.61
ROMMA 36.23 46.60 48.19 46.27 51.83 47.19 46.05
PA-G 48.44 50.04 53.16 53.73 56.44 51.85 52.28
PA-P 49.12 54.69 60.08 60.63 64.33 58.44 57.88
PA-S 48.44 50.90 53.50 54.01 57.21 51.67 52.62
COL 22.91 34.28 31.98 31.20 35.67 31.11 31.19
CS-COL 38.75 44.44 45.49 48.24 49.71 43.94 45.10
(b) Class 1 (positive emotion) F1-measure (%)
Jam. Jim. 1ca. eli. jes. pet. Avg.
SVM 30.50 5.53 9.40 25.45 13.81 35.23 19.99
LINEAR 28.27 10.65 11.69 24.38 15.52 33.43 20.65
ROMMA 18.25 9.98 11.20 21.32 14.31 26.94 17.00
PA-G 26.30 13.60 17.78 25.82 20.59 29.56 22.27
PA-P 26.89 13.39 11.19 27.98 16.48 30.71 21.11
PA-S 25.68 13.85 16.74 27.92 16.67 30.60 21.91
COL 27.27 14.22 17.07 25.30 19.87 31.13 22.48
CS-COL 26.28 15.96 19.19 24.97 21.31 31.13 23.14
(c) Class 2 (negative emotion) F1-measure (%)
Jam. Jim. 1ca. eli. jes. pet. Avg.
SVM 0.00 40.20 23.40 5.15 21.81 3.87 15.74
LINEAR 2.86 36.60 20.69 7.38 15.52 9.74 15.46
ROMMA 6.52 31.61 20.36 9.63 14.04 13.53 15.95
PA-G 3.88 30.55 21.58 12.80 15.63 17.90 17.05
PA-P 5.91 34.70 21.07 6.71 14.19 9.98 15.43
PA-S 5.98 27.44 20.08 5.99 12.44 11.85 13.96
COL 4.23 36.22 21.21 11.93 14.71 16.51 17.47
CS-COL 9.80 44.64 32.88 16.77 25.18 21.14 25.07
(d) Class 3 (non-emotional) F1-measure (%)
Jam. Jim. 1ca. eli. jes. pet. Avg.
SVM 80.60 33.67 50.14 40.87 39.28 40.85 47.57
LINEAR 82.01 61.94 67.61 71.59 65.25 67.87 69.38
ROMMA 76.35 63.22 63.88 66.05 60.45 63.14 65.52
PA-G 84.84 73.53 76.91 77.57 75.36 77.72 78.09
PA-P 89.15 74.51 78.15 81.31 76.10 79.46 77.53
PA-S 89.34 74.69 77.79 81.85 75.80 79.58 77.99
COL 86.32 75.61 79.07 79.74 76.11 79.32 79.08
CS-COL 72.94 60.06 62.54 61.71 58.61 64.69 63.43
competitors for most cases, again verifying the eﬀectiveness
of the proposed technique for online micro-blog sentiment
classiﬁcation.
5. CONCLUSION
In this paper, we proposed a collaborative online learning
algorithm that is able to take advantage of individual and
global models to achieve an overall improvement in classiﬁ-
cation performance for processing UGC of a group of users.
We showed that it is possible to outperform both the global
and personal models by coherently integrating them in a
uniﬁed collaborative learning framework. The experimental
results show that our algorithm is both eﬀective and eﬃ-
cient for online spam email ﬁltering. For the micro-blog
sentiment classiﬁcation task, the cost-sensitive mechanism
of CS-COL produced improvements to the classiﬁcation of
both positive and negative emotional tweets, however, at the
slight expense of the majority class (F1-measure reduced
from 79.08% to 63.43%). From a theoretical standpoint,
this is a serious trade-oﬀ. In practice, users will be happy
if the system can accurately predict positive and negative
emotions, even if it performed poorly on the non-emotional
tweets. Moreover, despite the signiﬁcant improvements, the
overall F1-measure of both the positive and negative class
tweets still have a long way to go, as both are extremely
low at around 25%. In conclusion, our collaborative online
learning is a signiﬁcant ﬁrst step towards a more eﬀective
online user-based classiﬁcation method.
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