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Abstract
One of the important concepts in matrix algebra is rank of matrices. If the entries of such
matrices are from fields or principal ideal domains, then this concept of rank is well-defined.
However, when such matrices are defined over the ring of polynomials F[x1, . . . , xk], k ≥ 2
(polynomial matrices in more than one indeterminate), the concept of rank has different but
inequivalent definitions. Despite this flaw, some theories, in relation to ranks, can still be
applied to polynomial matrices in more than one indeterminate. One of the outcomes of
these theories is that lower and upper bounds for ranks of such polynomial matrices in more
than one indeterminate can be obtained. Just like matrices over fields or principal ideal
domains can be reduced to some simpler or canonical forms, there are algorithms that can
be used to reduce matrices over polynomial rings in more than one indeterminate to some
simpler forms, though these reduced forms do not always tell the ranks of such polynomial
matrices in more than one indeterminate. In this thesis, these algorithms will be presented
with examples.
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Chapter 1
Introduction
Let F be a field. F[x] is the ring of polynomials in one indeterminate over F, and it
is a Euclidean domain. Consequently, it is a principal ideal domain (PID), and so given a
nonempty subset S ⊆ F[x] containing at least a nonzero element, there is an element d ∈ S,
called the greatest common divisor (GCD) of S, which is just the GCD of all elements in S,
and hence a generator for the ideal 〈S〉 generated by S. In addition, since F[x] is a Euclidean
domain, it becomes possible to compute the GCD of any finite (nonempty and containing
at least a nonzero element) subset of F[x]. An algorithm for computing this GCD depends
solely on the well known Euclidean algorithm – an algorithm for computing GCD of any two
elements in F[x].
Now, considering a matrix defined over the ring of polynomials F[x], this matrix can
be reduced to a simpler form, called the Hermite normal form, by repeated (but finite)
application of the Euclidean algorithm for computing GCD of finite subsets of F[x]. Of
course, the Hermite normal form of matrices over F[x] is the analogue of the row canonical
form of matrices over a field. From the Hermite normal form of an arbitrary matrix over
F[x], the rank of such matrix can be obtained, and this is just the number of nonzero rows in
the Hermite normal form. In other words, given an m×n matrix A over F[x], the submodule
of the free F[x]-module F[x]n generated by the m rows of matrix A is free, i.e. there exists a
finite set of F[x]-linearly independent vectors in F[x]n which spans the submodule generated
by the m rows of A. However, when it comes to determining rank of matrices over the ring
of polynomials in more than one indeterminate, care has to be taken as such rank might not
even exist because the submodule might not be free.
Let A be an arbitrary m × n matrix over F[x1, . . . , xk], the ring of polynomials in k
indeterminates over F. This same matrix A can be regarded as a matrix over F(x1, . . . , xk),
the field of fractions of F[x1, . . . , xk], and since F(x1, . . . , xk) is a field, the row (resp. column)
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canonical form of matrix A can be computed over F(x1, . . . , xk), whence the number of
nonzero rows (resp. columns) in the resulting matrix after the reduction is called the generic
rank of the original matrix A. This only gives an upper bound for the rank of a matrix
over F[x1, . . . , xk], and does not tell precisely the rank of such a matrix, if it exists. Another
approach of possibly defining ranks of matrices over F[x1, . . . , xk] is to consider the concept
of determinantal rank of polynomial matrices. This concept can be used to determine both
lower and upper bounds for ranks of matrices over F[x1, . . . , xk], but it also does not tell
precisely ranks of such matrices.
In order to better understand ranks of matrices over F[x1, . . . , xk], there is a need to
briefly study the theory of modules, in relation to ranks of submodules of some free modules
over commutative rings. The ring of polynomials F[x1, . . . , xk] is a nonzero commutative
ring, and so it satisfies the invariant basis number (IBN) property. Consequently, any two
(module) bases of an arbitrary free module over F[x1, . . . , xk] will have the same cardinality.
This result is the analogue of one of the main results in linear algebra over a field – any two
bases of a vector space over a field have the same cardinality. But of much importance to
us is determining in general ranks of submodules of free modules over F[x1, . . . , xk]. This is
so important since the m rows of an arbitrary m × n matrix A over F[x1, . . . , xk] generate
a submodule of the free module F[x1, . . . , xk]n over F[x1, . . . , xk], and so seeking for rank of
matrix A is similar to determining the rank of the submodule of the free F[x1, . . . , xk]-module
generated by the m rows of A. With a very simple example, it can be shown that not every
submodule of F[x1, . . . , xk]n is free – so not every submodule has a well-defined rank, and also,
it can be shown that not every submodule of F[x1, . . . , xk]n has a complementary submodule.
Again, given an arbitrary m × n matrix over F[x1, . . . , xk], it has earlier been said that
the m rows of matrix A generate a submodule of the free F[x1, . . . , xk]-module F[x1, . . . , xk]n.
Gro¨bner bases for these submodules have been studied in Cox et al[8], and an algorithm for
computing such bases exists. It is important to note that these bases (Gro¨bner bases) need
not be linearly independent over F[x1, . . . , xk], though they span the submodule generated
by the m rows of matrix A. As a simple example, when m = 2 and n = 1, considering the
2×1 matrix B =
a
b
 over Q[a, b] (where Q is the field of rational numbers), the set {a, b} is a
Gro¨bner basis for the submodule 〈a, b〉 ⊆ Q[a, b] generated by the 2 rows of matrix B, which
2
is just an ideal in Q[a, b]. Obviously, the set {a, b} ⊆ Q[a, b] is not linearly independent over
Q[a, b] due to the relation b · a− a · b = 0.
In this thesis, some algorithms will be given – algorithms for reducing matrices over the
ring of polynomials F[x1, . . . , xk], k ≥ 2 into some simpler forms or even canonical forms.
Sometimes, this simpler form can tell if the submodule generated by the rows of the original
matrices is free, and consequently, the rank of the original matrices can be determined.
Chapter 2 of this thesis gives a very concise overview of linear algebra over PIDs. In this
chapter, the Euclidean algorithm for computing GCD of any two elements in R (where R is
either Z, the ring of integers, or F[x], the polynomial ring in one indeterminate over a field) is
extended to computing the GCD of any finite subset of R. These concepts play major role in
proving the existence and uniqueness of the Hermite normal form of matrices over R. Lastly,
algorithms for computing the Hermite normal form of matrices over R are given. The main
references used for the materials in this chapter are Adkins and Weintraub [1], and Bremner
and Peresi [4].
Chapter 3 talks extensively about ranks of matrices over the ring of polynomials
F[x1, . . . , xk]. This chapter starts with a brief description of the ring of polynomials in k inde-
terminates. The rest of the chapter focuses on extending, in particular, the concept of ranks
from linear algebra over a field, to linear algebra over the ring of polynomials F[x1, . . . , xk].
Some definitions of ranks of matrices over a field are considered, and all these definitions are
equivalent. The generic rank of matrices over polynomial rings F[x1, . . . , xk] is defined, with
an example given for better understanding. After this, the theory of determinantal rank, in
relation to ranks of matrices over polynomial rings F[x1, . . . , xk], is discussed. Lastly, in order
for ranks of matrices over F[x1, . . . , xk] to be better understood, a brief theory of modules is
discussed, in relation to ranks of matrices over F[x1, . . . , xk], and at the end, a very simple
example is given to show that not every submodule of a free module is free. The primary
references used for the materials in this chapter are Adkins and Weintraub [1], and Hoffman
and Kunze [12].
In Chapter 4, which is the last chapter, the Smith normal form of matrices over the
Euclidean domain F[x] is first defined. Next to this, some results that help in proving the
existence and uniqueness of this Smith normal form are given, with their proofs. The concept
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of Smith normal form is then extended to reducing some matrices over the polynomial rings
F[x1, . . . , xk], k ≥ 2 into a simpler form called partial Smith form [3]. Lastly, in general,
the theory of Gro¨bner basis for submodules of free F[x1, . . . , xk]-modules F[x1, . . . , xk]n is
discussed, with examples given for better understanding. The major references used for the
materials in this chapter are Norman [18], Bremner and Dotsenko [3], and Cox et el. [7, 8].
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Chapter 2
Linear Algebra over Principal Ideal Domains
A ring is a nonempty set R equipped with two binary operations + and · , such that
(R,+) is an abelian (commutative) group, · is associative (i.e. a · (b · c) = (a · b) · c for all
a, b, c ∈ R), and · is distributive over + (i.e. a·(b+c) = a·b+a·c, and (a+b)·c = a·c+b·c,
for all a, b, c ∈ R). If a · b = b · a for all a, b ∈ R, then (R,+, ·) is a commutative ring.
If in addition there exists an element e ∈ R such that a · e = e · a = a for all a ∈ R, then
(R,+, ·) is a commutative ring with identity (or commutative unital ring). Of much
interest to us in this chapter is a particular type of ring called principal ideal domain. An
integral domain is a commutative ring R with identity such that for all a, b ∈ R, a · b = 0
implies a = 0 or b = 0. An integral domain R in which every ideal in R can be generated by
a single element of R is called a principal ideal domain (PID). More often, we will write
ab instead of a · b, where · has been omitted. The primary reference in this chapter is Adkins
and Weintraub [1].
2.1 Principal ideal domains and Euclidean domains
There is a relationship between principal ideal domains and Euclidean domains: every
Euclidean domain is a principal ideal domain, but the reverse is not always true. In this
section, principal ideal domain and Euclidean domain will be briefly studied, and examples
will be given for better understanding. More study relating to PIDs and Euclidean domains
can be found in [1] (Chapter 2, Section 5).
Definition 2.1.1. Let (R,+, ·) be a commutative ring and I be a subset of R. I is said to
be an ideal of R if the following conditions are satisfied:
(1) (I,+) is a subgroup of (R,+), i.e. a− b ∈ I for all a, b ∈ I.
(2) ra ∈ I, for all a ∈ I and for all r ∈ R.
5
Definition 2.1.2. Let R be a commutative unital ring. An ideal I ⊆ R is said to be
principal if there exists an element a ∈ R such that I = Ra = {ra : r ∈ R}. R is said to be
a principal ideal domain (PID) if every ideal of R is of the form Ra for some a ∈ R, i.e.
if every ideal of R is generated by a single element of R. If I ⊆ R is generated by a single
element a ∈ R, we write I = 〈a〉, i.e. Ra = 〈a〉.
Example 2.1.3. Some examples of principal ideal domains are any field F (since only ideals
are {0} and F itself), the ring of integers, Z, and the polynomial ring F[x], where F is a field.
Definition 2.1.4. Let R be an integral domain. A nonzero element a ∈ R is said to be a
divisor of an element b ∈ R (or b is divisible by a) if there exists an element c ∈ R such
that b = ac. If a is a divisor of b, we say a divides b, written a | b. A common divisor for
a nonempty subset S of R is an element d ∈ R such that d | s for all s ∈ S.
Definition 2.1.5. Let R be an integral domain and S be a subset of R with at least one
nonzero element. A greatest common divisor of S, denoted gcd(S), is an element d ∈ R
such that d is a common divisor of S, and if another element d′ ∈ R is a common divisor of
S, then d′ | d.
Theorem 2.1.6. Let R be a principal ideal domain and S be a subset of R, containing at
least one nonzero element. Then an element d ∈ S is a greatest common divisor of S (i.e.
d = gcd(S)) if and only if d is the generator of 〈S〉, the ideal generated by S (i.e. 〈d〉 = 〈S〉).
Proof. Though the proof that will be given here is basically the same as proof of the first
part of Theorem 2.5.6 in Adkins & Weintraub [1], more details are being given here.
Suppose that an element d ∈ R equals gcd(S). First, d being greatest common divisor
of S implies by definition that d is a common divisor of si for all si ∈ S. That is, for every
si ∈ S, si equals dai for some ai ∈ R. Let t be any element in 〈S〉. Then t can be written in
the form
∑n
i=1 bisi for some bi ∈ R, si ∈ S and n ≥ 1. Thus, t =
∑n
i=1 bisi =
∑n
i=1 bi(dai) =(∑n
i=1 biai
)
d, implying t belongs to 〈d〉, since ∑ni=1 biai belongs to R. Hence, 〈S〉 ⊆ 〈d〉.
Also, there exists an integer d′ such that 〈S〉 equals 〈d′〉, reason being that R is a principal
ideal domain. It will now be shown that 〈d〉 is contained in 〈S〉 = 〈d′〉. Since 〈S〉 equals 〈d′〉,
it implies every element of S belongs to 〈d′〉, and so d′ is a common divisor of all elements in
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S. Since d is a greatest common divisor of S, it implies d′ divides d by definition 2.1.4, i.e.
d belongs to 〈d′〉 = 〈S〉, as expected. That is, 〈d〉 ⊆ 〈S〉. Hence, 〈d〉 = 〈S〉.
Conversely, suppose that for some d ∈ R, 〈d〉 equals 〈S〉. For all si ∈ S, si belongs to
〈S〉 = 〈d〉, i.e. d is a common divisor of si for all si ∈ S. Let d′ be another common divisor of
si for all si ∈ S. Then si = d′bi for some bi ∈ R. Since 〈d〉 equals 〈S〉, it implies d belongs to
〈S〉, and so d can be written in the form ∑ni=1 cisi for some ci ∈ R, si ∈ S and n ≥ 1. Thus,
d =
∑n
i=1 cisi =
∑n
i=1 ci(d
′ai) =
(∑n
i=1 ciai
)
d′, implying d belongs to 〈d′〉, i.e. d′ divides d.
Hence, by definition 2.1.4, d is the greatest common divisor of S.
The next theorem is the well known division algorithm. Though the result will be stated
in two versions: one over the ring of integers, Z and the other over the ring of polynomials
F[x] in one indeterminate with coefficients in a field, only the latter will be proved.
Theorem 2.1.7. Let b be any nonzero element in Z. Then for any integer a ∈ Z, there exist
unique integers q and r such that a = bq + r, where 0 ≤ r < |b| (|b| is the absolute value of
b).
Definition 2.1.8. Let f be a nonzero element in F[x], where F is a field. Then f can be
written as f =
∑m
i=0 aix
i, where ai (0 ≤ i ≤ m) is an element in F.
(1) If am 6= 0, then m is the degree of f , denoted deg(f) = m.
(2) If deg(f) = m, then amx
m is the leading term of f , denoted LT (f) = amx
m.
(3) If LT (f) = amx
m, then am is the leading coefficient of f , denoted LC (f) = am.
(4) If LT (f) = amx
m, then xm is the leading monomial of f , denoted LM (f) = xm.
Theorem 2.1.9. Let g be any nonzero polynomial in F[x]. Then for any polynomial f ∈ F[x],
there exist unique polynomials q and r in F[x] such that f = qg + r, where either r = 0 or
deg(r) < deg(g).
Proof. The proof of this theorem has two parts: the existence of q and r, and their uniqueness.
Hungerford [14] used induction to show the existence part of this result (Theorem 4.4); but
here instead, it is proven by contradiction. To this end, let f and g be polynomials in F[x],
where g is nonzero.
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Existence of q and r: If g | f , then there exists q ∈ F[x] such that f = qg, so we take r = 0
and that completes the first part of the proof. Thus, we can assume g - f (so f 6= 0)
and let
S =
{
f − qg 6= 0 : q ∈ F[x]}.
This set S is a nonempty subset of F[x], and by the well-ordering principle on the set
of degrees of polynomials in S, there exists a polynomial r ∈ S of least degree. Thus,
r = f − qg for some q ∈ F[x]. Let deg(r) = m and deg(g) = n, i.e. r = ∑mi=0 aixi
(am 6= 0) and g =
∑n
j=0 bjx
j (bn 6= 0). We will show that m < n. Assume to the
contrary that m ≥ n; multiplying g by am
bn
xm−n and then subtracting the product from
r, we obtain:
r1 = r − am
bn
xm−n g.
From the last equation, we see that either r1 = 0 or deg(r1) < deg(r). If r1 = 0, then
r = am
bn
xm−n g, and so
r = f − qg =⇒ am
bn
xm−n g = f − qg =⇒ f = am
bn
xm−n g + qg =
(
am
bn
xm−n + q
)
g,
i.e. g | f , a contradiction. If r1 6= 0, then deg(r1) < deg(r), and so
r = f − qg =⇒ r1 + am
bn
xm−n g = f − qg =⇒ r1 = f −
(
q +
am
bn
xm−n
)
g,
i.e. r1 belongs to S (where deg(r1) < deg(r)), a contradiction on choice of r as
polynomial in S of least degree. Hence, m < n, i.e. deg(r) < deg(g).
Uniqueness of q and r: Suppose for polynomials f and g in F[x], there exists polynomials
q, q′, r, r′ in F[x] such that qg+ r = f = q′g+ r′ where either r = 0 or deg(r) < deg(g),
and either r′ = 0 or deg(r′) < deg(g). First, that either r = 0 or deg(r) < deg(g), and
either r′ = 0 or deg(r′) < deg(g), both imply either r − r′ = 0 or deg(r − r′) < deg(g).
That qg + r = f = q′g + r′ implies g(q − q′) = r′ − r, i.e. if r′ − r 6= 0, we will have
deg(r′− r) = deg (g(q− q′)) = deg(g) + deg(q− q′) ≥ deg(g), i.e. deg(r′− r) ≥ deg(g),
a contradiction since deg(r − r′) < deg(g). Hence, r′ − r = 0, i.e. r′ = r. This further
implies g(q − q′) = 0, i.e. q − q′ = 0 since g 6= 0, i.e. q = q′.
This completes the proof.
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Definition 2.1.10. [1, p. 86] Let R be an integral domain and Z≥0 be the set of non-negative
integers. R is said to be a Euclidean domain if there exists a function φ : R\{0} −→ Z≥0,
called a Euclidean function, such that the following are satisfied:
(1) For all a, b ∈ R\{0}, φ(a) ≤ φ(ab).
(2) For all a ∈ R and b ∈ R\{0}, there exist q, r ∈ R such that a = bq + r, where either
r = 0 or φ(r) < φ(b).
Example 2.1.11. Some examples of Euclidean domains are:
(1) The ring of integers, Z with Euclidean function φ(a) = |a|, for all nonzero integers a,
where |a| is the absolute value of a.
(2) The ring of polynomials F[x] (F, being a field) with Euclidean function φ(f) = deg(f),
for all nonzero polynomials f .
The next result shows that all Euclidean domains are principal ideal domains; however,
the converse is not always true.
Theorem 2.1.12. Let R be a Euclidean domain. Then R is a principal ideal domain.
Proof. For the proof of this theorem, we follow the argument of Adkins & Weintraub [1]
(Theorem 2.5.19), just that here there is a change of notation. Let R be a Euclidean domain
with its Euclidean function φ. If I is a zero ideal of R, then I = {0} = 〈0〉, and so is principal.
Let I be a nonzero ideal of R and set S :=
{
φ(a) : a ∈ I\{0}}, a subset of non-negative
integers, Z≥0. By the well-ordering principle on Z≥0, the set S ⊆ Z≥0 has a least element,
say φ(b). It will be shown that the ideal I is generated by the nonzero element b ∈ I, i.e.
I = Rb = 〈b〉. First, since b belongs to I, it implies by definition of ideal that rb belongs
to I for all r ∈ R, i.e. Rb ⊆ I. On the other hand, if a belongs to I, then by condition
(2) of definition 2.1.10, there exists q, r ∈ R such that a = bq + r, where either r = 0 or
φ(r) < φ(b). From a = bq+ r, it follows that r = a− bq belongs to I since both a and bq are
in I, I being an ideal. If r does not equal 0 (r 6= 0), then by the choice of φ(b), it implies
that φ(b) ≤ φ(r), a contradiction. Hence, r = 0 and so a = bq, i.e. a belongs to 〈b〉 = Rb,
i.e. I ⊆ Rb. Therefore, I = Rb, and so R is a principal ideal domain.
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Remark 2.1.13. The reverse of the theorem above does not always hold. For example,
though the ring R[x, y]/〈x2 +y2 + 1〉, where R is the field of real numbers, is a principal ideal
domain, it is not a Euclidean domain. This example is one of the non-Euclidean PIDs
stated on the Euclidean domain page of Wikipedia (https://en.wikipedia.org/wiki/
Euclidean_domain#Examples), but without a reference. Though it is an interesting ex-
ample since it has to do with a polynomial, I was unable to completely show it is indeed a
non-Euclidean PID. Another example of a non-Euclidean PID is the ring
R =
{
a+ bθ : a, b ∈ Z, θ = 1 +
√−19
2
}
.
Wilson [20] showed that the just mentioned ring is indeed a non-Euclidean PID.
It is important to note that since Euclidean domains have been shown to be principal
ideal domains, the concept of greatest common divisor does exist in Euclidean domains. The
Euclidean Algorithm will be stated below as Algorithm 2.1, but before doing this, there is a
need to state a lemma; a basic result which helps establish that rn = gcd(a, b) in Algorithm
2.1. This result is a claim, stated and proved, on page 87 of Adkins and Weintraub [1].
Lemma 2.1.14. Let R be a principal ideal domain and let a and b be elements of R such
that a = bq + r for some q, r ∈ R. Then gcd ({a, b}) = gcd ({b, r}).
Proof. Let a, b and r be elements in R. Considering the subsets {a, b} and {b, r} of R, R
being a principal ideal domain, it follows from Theorem 2.1.6 that d1 = gcd
({a, b}) and
d2 = gcd
({b, r}), where d1 and d2 are the generators of ideals 〈a, b〉 and 〈b, r〉, respectively.
So in order to show that d1 = d2, it suffices to show that 〈a, b〉 = 〈b, r〉. To this end, let c be
an element in 〈a, b〉. Then c = aa′ + bb′ for some a′, b′ ∈ R, and since a = bq + r, it follows
that c belongs to 〈b, r〉, reason being that c = (bq + r)a′ + bb′ = b(qa′ + b′) + ra′. Hence,
〈a, b〉 ⊆ 〈b, r〉. Similarly, if c is an element in 〈b, r〉, then c = bb′+ rr′ for some b′, r′ ∈ R, and
since a = bq+r, it follows that c = bb′+(a−bq)r′ = ar′+b(b′−qr′), i.e. c belongs to 〈a, b〉, so
that 〈b, r〉 ⊆ 〈a, b〉. Therefore, 〈a, b〉 = 〈b, r〉, i.e. gcd ({a, b}) = d1 = d2 = gcd ({b, r}).
Now, let R be a Euclidean domain with φ as its Euclidean function. If a and b are nonzero
elements in R, then there is an algorithm called the Euclidean algorithm, for computing the
greatest common divisor of a and b, denoted gcd(a, b). Assuming φ(b) < φ(a), Algorithm 2.1
is an algorithm for computing gcd(a, b). If b = 0, then gcd(a, b) = a.
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a = bq1 + r1 where φ(r1) < φ(b)
b = r1q2 + r2 where φ(r2) < φ(r1)
r1 = r2q3 + r3 where φ(r3) < φ(r2)
...
...
...
rn−2 = rn−1qn + rn where φ(rn) < φ(rn−1)
rn−1 = rnqn+1 + rn+1 where rn+1 = 0
Algorithm 2.1: Euclidean algorithm [1, p. 87]
It is first important to note that the above algorithm does terminate after a finite number
of steps; reason being that φ(r1) > φ(r2) > φ(r3) > · · · is a strictly decreasing sequence
of elements of Z≥0. In other words, there exists a natural number n such that rn 6= 0, but
rn+1 = 0.
Furthermore, considering the first line of the above algorithm, it says a = bq1+r1, implying
by Lemma 2.1.14 that gcd(a, b) = gcd(b, r1). Similarly, gcd(b, r1) = gcd(r1, r2) from the
second line of the same algorithm. Also, gcd(r1, r2) = gcd(r2, r3) from the third line. Lastly,
just before the last line of the algorithm, it follows that gcd(rn−2, rn−1) = gcd(rn−1, rn).
However, the last line of the algorithm implies gcd(rn−1, rn) = rn since rn−1 is a multiple of
rn. Therefore,
rn = gcd(rn−1, rn) = gcd(rn−2, rn−1) = · · · = gcd(r2, r3) = gcd(r1, r2) = gcd(b, r1) = gcd(a, b).
2.2 The Euclidean algorithm for GCDs in Z and F[x]
In this section, R will stand for either the ring of integers, Z, or the ring of polynomials in one
inderterminate, F[x], where F is a field. In this subsection, Algorithm 2.1 will be translated
to matrix elementary row operations, and thereafter, this algorithm will be extended to
computing GCDs of finite subsets of R.
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2.2.1 GCD of two nonzero elements
Following strictly Algorithm 2.1, let
A =
a11
a21

be a 2× 1 matrix over R, where a11 and a21 are nonzero. Assuming φ(a11) < φ(a21), then by
Theorem 2.1.7 or Theorem 2.1.9, there exists q1 and r1 in R such that a21 = a11q1 + r1 where
r1 = 0 or φ(r1) < φ(a11). Thus, multiplying row 1 of matrices A and I2 (the 2 × 2 identity
matrix) by −q1 and then adding the result to row 2 of respective matrices, we obtain the
matrices
A1 =
a11
r1
 and U1 =
 1 0
−q1 1
 ,
where U1 is the elementary matrix corresponding to multiplying row 1 of matrix A by −q1
and then adding the result to row 2, i.e. U1A = A1.
If r1 = 0, then gcd(a11, a21) = a11. Otherwise, φ(r1) < φ(a11), and so we interchange the
rows of matrix A1, yielding the matrices
A′1 =
 r1
a11
 and U ′ =
0 1
1 0
 ,
where U ′ is the elementary matrix corresponding to interchanging rows 1 and 2 of matrix
A1, i.e. U
′A1 = A′1. Similarly, there exists q2 and r2 in R such that a11 = r1q2 + r2 where
r2 = 0 or φ(r2) < φ(r1). Thus, multiplying row 1 of both matrices A
′
1 and I2 by −q2 and
then adding the result to row 2 of respective matrices, give the matrices
A2 =
r1
r2
 and U2 =
 1 0
−q2 1
,
i.e. U2A
′
1 = A2.
Similarly, if r2 = 0, then gcd(a11, a21) = r1. Otherwise, rows of matrix A2 are inter-
changed, yielding the matrices
A′2 =
r2
r1
 and U ′ =
0 1
1 0
 ,
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i.e. U ′A2 = A′2. Furthermore, there exists q3 and r3 in R such that r1 = r2q3 + r3 where
r3 = 0 or φ(r3) < φ(r2). Thus, multiplying row 1 of both matrices A
′
2 and I2 by −q3 and
then adding the result to row 2 of respective matrices, give the matrices
A3 =
r2
r3
 and U3 =
 1 0
−q3 1
 ,
i.e. U3A
′
2 = A3.
Continuing this way a finite number of times, we obtain matrices
A′n =
 rn
rn−1
 , An+1 =
rn
0
 and Un+1 =
 1 0
−qn+1 1
 ,
where Un+1A
′
n = An+1. Taking U as the product of the elementary matrices Un+1, U
′, Un,
. . ., U ′, U2, U ′ and U1, i.e. U = Un+1 U ′ Un · · · U ′ U2 U ′ U1, we obtain
UA = An+1 =
rn
0
 .
Lemma 2.2.1. Let A be a nonzero 2×1 matrix over R and d be the greatest common divisor
of A (i.e. d = gcd(A)). Then there is an invertible matrix U over R (U is a product of some
elementary matrices over R) such that
UA =
d
0
 .
Proof. The above discussion is a constructive proof.
Example 2.2.2. Let
A =
[
628 188
]t
be a 2× 1 matrix over Z. We obtain the following:
628
188

0 1
1 0

−−−−−−−→
188
628

 1 0
−3 1

−−−−−−−−−→
188
64

0 1
1 0

−−−−−−−→
 64
188

 1 0
−2 1

−−−−−−−−−→
64
60

64
60

0 1
1 0

−−−−−−−→
60
64

 1 0
−1 1

−−−−−−−−−→
60
4

0 1
1 0

−−−−−−−→
 4
60

 1 0
−15 1

−−−−−−−−−→
4
0
 .
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Setting
U =
[
1 0
−15 1
] [
0 1
1 0
] [
1 0
−1 1
] [
0 1
1 0
] [
1 0
−2 1
] [
0 1
1 0
] [
1 0
−3 1
] [
0 1
1 0
]
=
[
3 −10
−47 157
]
,
it follows that UA =
[
4 0
]t
. In other words, gcd(628, 188) = 4.
2.2.2 GCD of a finite set of elements
In this subsection, a method for computing the greatest common divisor (GCD) of a finite
subset of R (Z or F[x]) (with at least one nonzero element) will be discussed, and at the
center of this discussion is the application of Algorithm 2.1. In other words, Algorithm 2.1
can be extended to compute the GCD of any finite set of elements in R, and this extension
can be expressed conveniently in terms of row operations on a column vector. Algorithm 2.2
is just the algorithm for computing the GCD of a column vector, and it is the inner loop (b)
of Figure 1 (Algorithm for the Hermite normal form) in [4].
Let
A =
[
a11 a21 · · · am1
]t
be an m× 1 matrix over R, where at least one ai1 (1 ≤ i ≤ m) is nonzero. Let
L =

{
|ai1| : ai1 6= 0, 1 ≤ i ≤ m
}
if R = Z{
deg
(
ai1
)
: ai1 6= 0, 1 ≤ i ≤ m
}
if R = F[x]
and set least position(A) := k where
k =
 min
{
i : |ai1| = minL, 1 ≤ i ≤ m
}
if R = Z
min
{
i : deg
(
ai1
)
= minL, 1 ≤ i ≤ m} if R = F[x] .
Interchanging rows 1 and k of matrix A gives matrix
A′ =
[
ak1 a21 · · · a11 · · · an1
]t
, relabelled as A′ =
[
a11 a21 · · · an1
]t
.
Let U ′ be the elementary matrix over R obtained by interchanging rows 1 and k of matrix
A. Then U ′A = A′. Now, using Theorem 2.1.7 or Theorem 2.1.9, there exists q(1)i1 and r
(1)
i1
(2 ≤ i ≤ m) in R such that for all i (2 ≤ i ≤ m), ai1 = a11q(1)i1 + r(1)i1 where r(1)i1 = 0 or
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φ(r
(1)
i1 ) < φ(a11). Thus, for each i (2 ≤ i ≤ m), setting A1 := A′ and then adding −q(1)i1 times
row 1 of matrix A′ to row i of A′, we obtain the matrix
A1 =
[
a11 r
(1)
21 · · · r(1)n1
]t
.
For each of the last m− 1 elementary operations performed before we finally obtain matrix
A1, if Ui1 (2 ≤ i ≤ m) is the corresponding elementary matrix, then U1A′ = A1, where
U1 = Un1 · · ·U31U21.
If r
(1)
i1 = 0 for all i (2 ≤ i ≤ m), then gcd(A) = a11. Otherwise, set
L :=

{
|r(1)i1 | : r(1)i1 6= 0, 2 ≤ i ≤ m
}
if R = Z{
deg
(
r
(1)
i1
)
: r
(1)
i1 6= 0, 2 ≤ i ≤ m
}
if R = F[x]
and least position(A1) := k where
k =
 min
{
i : |r(1)i1 | = minL, 2 ≤ i ≤ m
}
if R = Z
min
{
i : deg
(
r
(1)
i1
)
= minL, 2 ≤ i ≤ m
}
if R = F[x]
.
Interchanging rows 1 and k of matrix A1 gives the matrix
A′1 =
[
r
(1)
k1 r
(1)
21 · · · a11 · · · r(1)n1
]t
, relabelled as A′1 =
[
r
(1)
11 r
(1)
21 · · · r(1)n1
]t
.
If U ′1 is the elementary matrix over R obtained by interchanging rows 1 and k of matrix A1,
then U ′1A1 = A
′
1. Similarly, by Theorem 2.1.7 or Theorem 2.1.9, there exists q
(2)
i1 and r
(2)
i1
(2 ≤ i ≤ m) in R such that for all i (2 ≤ i ≤ m), r(1)i1 = r(1)11 q(2)i1 + r(2)i1 where r(2)i1 = 0 or
φ(r
(2)
i1 ) < φ(r
(1)
11 ). Thus, for each i (2 ≤ i ≤ m), setting A2 := A′1 and then adding −q(2)i1 times
row 1 of matrix A′1 to row i of A
′
1, we obtain the matrix
A2 =
[
r
(1)
11 r
(2)
21 · · · r(2)n1
]t
.
For each of the last m− 1 elementary operations performed before we finally obtain matrix
A2, if Ui2 (2 ≤ i ≤ m) is the corresponding elementary matrix, then U2A′1 = A2, where
U2 = Un2 · · ·U32U22.
If r
(2)
i1 = 0 for all i (2 ≤ i ≤ m), then gcd(A) = r(1)11 . Otherwise, the same procedure as
above is repeated (for a finite number of times) until we obtain a matrix of the form
An+1 =
[
d 0 · · · 0
]t
.
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The procedure described above does terminate. For example, considering the first two
iterations performed above, where r
(1)
i1 = 0 or φ(r
(1)
i1 ) < φ(a11) (2 ≤ i ≤ m) and r(2)i1 = 0
or φ(r
(2)
i1 ) < φ(r
(1)
11 ) (2 ≤ i ≤ m), we observe that r(2)i1 = 0 or φ(r(2)i1 ) < φ(r(1)11 ) < φ(a11)
(2 ≤ i ≤ m), implying that (non-negative) upper bounds for the remainders (r(1)i1 and r(2)i1 ,
2 ≤ i ≤ m) gotten in the first two iterations performed above are getting smaller and smaller.
Continuing the procedure (for a finite number of steps), we will eventually get to a point
where all remainders will be zero. The above procedure is summarized in Algorithm 2.2.
Lemma 2.2.3. Let A be a nonzero m×1 matrix over R and d be the greatest common divisor
of A (i.e. d = gcd(A)). Then there is an invertible matrix U over R (U is a product of some
elementary matrices over R) such that
UA =
[
d 0 · · · 0
]t
.
Proof. This follows from the above discussion and Algorithm 2.2.
Remark 2.2.4. Let B be a nonzero 1 × n matrix over R (Z or F[x]) . Then the transpose
Bt of B is a nonzero n× 1 matrix over R. If the GCD of Bt is d, then by Lemma 2.2.3, there
exists an invertible matrix U over R such that
UBt =
[
d 0 · · · 0
]t
.
Taking the transpose of both sides of the last equation, yields
BU t =
[
d 0 · · · 0
]
.
Summarily, if A is a nonzero 1 × n matrix over R and d = gcd(A), then there exists an
invertible matrix V over R such that
AV =
[
d 0 · · · 0
]
,
where V is the transpose of product of some elementary row operation matrices over R, i.e.
V is a product of transpose of some elementary row operation matrices over R, and hence, a
product of some elementary column operation matrices over R.
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Input: An m× 1 matrix A over R, where at least one entry is nonzero
Output: An m × 1 matrix over R, where the first entry equals gcd(A) and other
entries are zero
IF R = Z THEN
k ← min
{
i : |ai1| = min
{
|ai1| : ai1 6= 0, 1 ≤ i ≤ m
}
, 1 ≤ i ≤ m
}
IF R = F[x] THEN
k ← min{i : deg (ai1) = min{deg (ai1) : ai1 6= 0, 1 ≤ i ≤ m} , 1 ≤ i ≤ m}
IF k 6= 1 THEN
Swap rows 1 and k
i← 2
WHILE i ≤ m DO
IF ai1 6= 0 THEN
Obtain q such that ai1 = a11q + r where r = 0 or φ(r) < φ(a11)
Add −q times row 1 to row i
i← i+ 1
WHILE (ai1 6= 0 for some i = 2, . . . ,m) DO
IF R = Z THEN
k ← min
{
i : |ai1| = min
{
|ai1| : ai1 6= 0, 2 ≤ i ≤ m
}
, 2 ≤ i ≤ m
}
IF R = F[x] THEN
k ← min{i : deg (ai1) = min{deg (ai1) : ai1 6= 0, 2 ≤ i ≤ m} , 2 ≤ i ≤ m}
Swap rows 1 and k
i← 2
WHILE i ≤ m DO
IF ai1 6= 0 THEN
Obtain q such that ai1 = a11q + r where r = 0 or φ(r) < φ(a11)
Add −q times row 1 to row i
i← i+ 1
Algorithm 2.2: GCD of a finite subset of Z or F[x]
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Example 2.2.5. Let
A =
[
54 −112 −16
]t
be a 3× 1 matrix over Z. Thus, we obtain the following:

54
−112
−16

0 0 10 1 0
1 0 0

−−−−−−−−−−→

−16
−112
54

 1 0 0−7 1 0
0 0 1

−−−−−−−−−−−→

−16
0
54

1 0 00 1 0
3 0 1

−−−−−−−−−−→

−16
0
6


−16
0
6

0 0 10 1 0
1 0 0

−−−−−−−−−−→

6
0
−16

1 0 00 1 0
3 0 1

−−−−−−−−−−→

6
0
2

0 0 10 1 0
1 0 0

−−−−−−−−−−→

2
0
6

 1 0 00 1 0
−3 0 1

−−−−−−−−−−−→

2
0
0
 .
Setting
U :=
 1 0 00 1 0
−3 0 1

0 0 10 1 0
1 0 0

1 0 00 1 0
3 0 1

0 0 10 1 0
1 0 0

1 0 00 1 0
3 0 1

 1 0 0−7 1 0
0 0 1

0 0 10 1 0
1 0 0
 =
 3 0 100 1 −7
−8 0 −27
,
it follows that UA =
[
2 0 0
]t
. In other words, gcd(54,−112,−16) = 2.
Example 2.2.6. Let
A =
[
x4−x3−x2+1 x2+x−2 x3−1
]t
be a 3 × 1 matrix over Q[x], where Q is the field of rational numbers. Thus, we obtain the
following:

x4−x3−x2+1
x2+x−2
x3−1


0 1 0
1 0 0
0 0 1

−−−−−−−−−−→

x2+x−2
x4−x3−x2+1
x3−1


1 0 0
−(x2−2x+3) 1 0
0 0 1

−−−−−−−−−−−−−−−−−→

x2+x−2
−7x+7
x3−1


x2+x−2
−7x+7
x3−1


1 0 0
0 1 0
−(x−1) 0 1

−−−−−−−−−−−−−−→

x2+x−2
−7x+7
3x−3


0 1 0
1 0 0
0 0 1

−−−−−−−−−−→

−7x+7
x2+x−2
3x−3

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
−7x+7
x2+x−2
3x−3


1 0 0
1
7x+
2
7 1 0
0 0 1

−−−−−−−−−−−−−→

−7x+7
0
3x−3


1 0 0
0 1 0
3
7 0 1

−−−−−−−−−−→

−7x+7
0
0

Setting
U :=

1 0 0
0 1 0
3
7 0 1


1 0 0
1
7x+
2
7 1 0
0 0 1


0 1 0
1 0 0
0 0 1


1 0 0
0 1 0
−(x−1) 0 1


1 0 0
−(x2−2x+3) 1 0
0 0 1


0 1 0
1 0 0
0 0 1

=
 1 −(x2−2x+3) 017 x+ 27 −( 17x3− 17x− 17 ) 0
3
7 −( 37x2+ 17x+ 27 ) 1
,
it follows that UA =
[
−7(x−1) 0 0
]t
. In other words,
gcd(x4−x3−x2+1, x2+x−2, x3−1) = x−1.
Remark 2.2.7. The results of this subsection generalize to any Euclidean domain.
2.3 Hermite normal form of a matrix over Z
If a matrix is defined over a field, this matrix can be reduced to its row canonical form by
performing some (finite) sequence of elementary row operations. In this section, an analogue
of this reduction (when such matrix is defined over the ring of integers) will be briefly dis-
cussed, and this analogue is called Hermite normal form. Lemma 2.2.3 plays a major role in
the computation of this Hermite normal form.
Definition 2.3.1. [4, p. 646] Let H = (hij) be an m × n matrix over Z. Then H is in
Hermite normal form if there exists a non-negative integer r ≤ m and positive integers
j1, . . . , jr with 1 ≤ j1 < j2 < · · · jr ≤ n satisfying the following conditions:
(1) hij = 0 for 1 ≤ i ≤ r and 1 ≤ j < ji, and also hiji ≥ 1 for 1 ≤ i ≤ r, i.e. each leading
entry (the first nonzero entry of a nonzero row) of H is positive.
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(2) 0 ≤ hkji < hiji for 1 ≤ i ≤ r and 1 ≤ k < i, i.e. each entry above a leading entry is
non-negative and strictly less than the pivot element.
(3) hij = 0 for r+ 1 ≤ i ≤ m and 1 ≤ j ≤ n, i.e. the last m− r rows of H are equal to zero.
The following result will only be stated without proof. A very similar result over F[x] will
be stated in the next section, and there a proof will be given.
Theorem 2.3.2. Let A be an m×n matrix over Z. Then there exists a unique m×n matrix
H over Z in Hermite normal form such that UA = H for some m ×m invertible matrix U
over Z. U being invertible over Z means U has integer entries and detU = ±1.
Proof. Very similar to proof of Theorem 2.4.2. Algorithm 2.3 is a constructive version of this
proof.
Definition 2.3.3. Let A be an m × n matrix over Z. The m × n matrix H over Z in the
theorem above is called the Hermite normal form of A.
Example 2.3.4. Let
A =

2 6 9
−2 0 4
2 1 −1

be a 3 × 3 matrix over Z. The matrix A can be reduced to Hermite normal form by the
following sequence of row operations defined over Z.

2 6 9
−2 0 4
2 1 −1

U1=
1 0 01 1 0
0 0 1

−−−−−−−−−−−−→

2 6 9
0 6 13
2 1 −1

U2=
 1 0 00 1 0
−1 0 1

−−−−−−−−−−−−−→

2 6 9
0 6 13
0 −5 −10


2 6 9
0 6 13
0 −5 −10

U3=
1 0 00 0 1
0 1 0

−−−−−−−−−−−−→

2 6 9
0 −5 −10
0 6 13

U4=
1 0 00 1 0
0 1 1

−−−−−−−−−−−−→

2 6 9
0 −5 −10
0 1 3


2 6 9
0 −5 −10
0 1 3

U5=
1 0 00 0 1
0 1 0

−−−−−−−−−−−−→

2 6 9
0 1 3
0 −5 −10

U6=
1 0 00 1 0
0 5 1

−−−−−−−−−−−−→

2 6 9
0 1 3
0 0 5

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
2 6 9
0 1 3
0 0 5

U7=
1 −6 00 1 0
0 0 1

−−−−−−−−−−−−−→

2 0 −9
0 1 3
0 0 5

U8=
1 0 20 1 0
0 0 1

−−−−−−−−−−−−→

2 0 1
0 1 3
0 0 5

Setting
U := U8U7U6U5U4U3U2U1 =
−1 4 60 1 1
−1 5 6
 and H :=

2 0 1
0 1 3
0 0 5
 ,
it follows that UA = H. In other words, the matrix H is the Hermite normal form of A.
2.4 Hermite normal form of a matrix over F[x]
In this section, an Hermite normal form of matrices over the ring of polynomials F[x] in one
indeterminate with coefficients in the field F, will be discussed. The following definition is
basically the same as Definition 2.3.1, except that entries of matrices are now from the ring of
polynomials F[x] in one indeterminate x; thus the need for little adjustment in the definition.
Definition 2.4.1. Let H = (hij) be an m × n matrix over F[x]. Then H is in Hermite
normal form if there exists a non-negative integer r ≤ m and positive integers j1, . . . , jr
with 1 ≤ j1 < j2 < · · · jr ≤ n satisfying the following conditions:
(1) hij = 0 for 1 ≤ i ≤ r and 1 ≤ j < ji.
(2) hiji is monic (LC (hiji) = 1) for 1 ≤ i ≤ r.
(3) hkji = 0 or deg
(
hkji
)
< deg
(
hiji
)
for 1 ≤ i ≤ r and 1 ≤ k < i.
(4) hij = 0 for r + 1 ≤ i ≤ m and 1 ≤ j ≤ n.
Theorem 2.4.2. Let A be an m × n matrix over F[x]. Then there exists a unique m × n
matrix H over F[x] in Hermite normal form such that UA = H for some m ×m invertible
matrix U over F[x] (U being invertible implies det(U) is in F\{0}).
Proof. Only proof of the existence part of this theorem will be shown. The uniqueness part
is proved in Adkins & Weintraub [1] (Theorem 5.2.13). The existence part of the theorem
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will be shown by induction on the number of rows, m, of matrix A. To this end, let T (m)
be the statement that for every m × n (n being arbitrary) matrix A over F[x], there exists
an m × n matrix H over F[x] in Hermite normal form such that UA = H for some m ×m
invertible matrix U over F[x]. For m = 1, let
A =
[
0 0 · · · 0 a1n1 a1n2 · · · a1n
]
be a 1×n matrix over F[x], where a1n1 is the first nonzero entry (from left, so 1 ≤ ni ≤ n) in
A. If a1n1 is monic, then A is already in Hermite normal form, i.e. UA = H where U = I1,
the 1× 1 identity matrix and H = A. Otherwise,
H =
[
0, 0, . . . , 0, 1
LC(a1n1)
a1n1 ,
1
LC(a1n1)
a1n2 , . . . ,
1
LC(a1n1)
a1n
]
= UA,
where U =
[
1
LC(a1n1)
]
. Hence, T (1) is true. Now, suppose that T (m− 1) is true for m > 2.
Let
A =

0 · · · 0 a1n1 a1n2 · · · a1n
0 · · · 0 a2n1 a2n2 · · · a2n
0 · · · 0 a3n1 a3n2 · · · a3n
...
. . .
...
...
...
. . .
...
0 · · · 0 amn1 amn2 · · · amn

be any m × n matrix over F[x]; assuming n1 (1 ≤ n1 ≤ n) is the smallest integer such that
column n1 of A is nonzero and a1n1 is a nonzero entry with least degree in column n1. By
Lemma 2.2.3, if d = gcd
({ain1 : 1 ≤ i ≤ m}), then there exists an invertible matrix U1 over
F[x] such that
U1A = A1 =

0 · · · 0 d ∗ · · · ∗
0 · · · 0 0 ∗ · · · ∗
0 · · · 0 0 ∗ · · · ∗
...
. . .
...
...
...
. . .
...
0 · · · 0 0 ∗ · · · ∗

=

0 · · · 0 d ∗ · · · ∗
0 · · · 0 0
0 · · · 0 0
...
. . .
...
...
0 · · · 0 0
B1

.
The submatrix B1 in A1 is an (m − 1) × (n − 1) matrix over F[x] and so by the induction
hypothesis, there exists an (m − 1) × (n − 1) matrix H ′ over F[x] in Hermite normal form
such that V ′B1 = H ′, for some (m− 1)× (m− 1) invertible matrix V ′ over F[x]; which can
be obtained from product of some elementary row operation matrices. That H ′ is in Hermite
normal form implies by definition that there exists a non-negative integer r (r ≤ m− 1) and
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positive integers j1, j2, . . . , jr with n2 ≤ j1 < j2 · · · < jr ≤ n such that the conditions (1) -
(4) of Definition 2.4.1 are satisfied. Setting
U2 :=

1 0 · · · 0
0
...
0
V ′
 ,
then the matrix
U2A1 = A2 =

0 · · · 0 d b1n2 · · · b1n
0 · · · 0 0
0 · · · 0 0
...
. . .
...
...
0 · · · 0 0
H ′

whose row indices are 1 more than row indices of H ′, satisfies all the conditions of Definition
2.4.1, except that the entries b1j1 , b1j2 , . . . , b1jr of matrix A2 may not be reduced respectively
with respect to entries h′1j1 , h
′
1j2
, . . . , h′1jr of matrix H
′. From division algorithm, since each
h′iji (1 ≤ i ≤ r) is nonzero, there exists unique qji and rji in F[x] such that b1ji = qjih′iji + rji ,
i.e. rji = −qjih′iji +b1ji . Therefore, for 1 ≤ i ≤ r, multiplying row i+1 of matrices A2 by −qji
and then adding the result to row 1 of A2, we finally obtain matrix H, in Hermite normal
form and a matrix U3 such that U3A2 = H. Taking matrix U as the product of (invertible)
matrices U3, U2 and U1, i.e. U = U3U2U1, then UA = H. Algorithm 2.3 is a constructive
version of this proof.
Definition 2.4.3. Let A be an m × n matrix over F[x]. The m × n matrix H over F[x] in
the theorem above is called the Hermite normal form of A.
Example 2.4.4. Let
A =

x2 x x
x3−2x2 x2−x x2−2x
2x3+x−1 x2 2x2

be a 3 × 3 matrix over Q[x], where Q is the field of rational numbers. The matrix A can
be reduced to Hermite normal form by the following sequence of row operations defined over
Q[x].
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Input: An m× n matrix A over R
Output: An m×n matrix H over R and an (invertible) m×m matrix U over R such
that UA = H.
Initialization: i← 1, j ← 1.
WHILE (i ≤ m AND j ≤ n) DO
VCOL← {ai′j : i ≤ i′ ≤ m}
IF (a = 0 for all a ∈ VCOL) THEN
j ← j + 1
ELSE
pivot← (i, j)
SMALLEST NONZERO ENTRY TO PIVOT
IF R = Z THEN
k ← min
{
i′ : |ai′j| = min
{
|ai′j| : ai′j 6= 0, i ≤ i′ ≤ m
}
, i ≤ i′ ≤ m
}
IF R = F[x] THEN
k←min
{
i′ : deg
(
ai′j
)
= min
{
deg
(
ai′j
)
: ai′j 6= 0, i ≤ i′ ≤ m
}
, i ≤ i′ ≤ m
}
IF k 6= 1 THEN
Swap rows i and k
IF R = Z AND aij < 0 THEN
Multiply row i by −1
IF R = F[x] AND LC (aij) 6= 1 THEN
Multiply row i by 1
LC(aij)
REDUCTION OF ENTRIES BELOW PIVOT – ALGORITHM 2.2
i′ ← i+ 1
WHILE i′ ≤ m DO
IF ai′j 6= 0 THEN
Obtain q such that ai′j = aijq + r where r = 0 or φ(r) < φ(aij)
Add −q times row i to row i′
i′ ← i′ + 1
Algorithm 2.3: Hermite normal form of a matrix over Z or F[x]
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WHILE (ai′j 6= 0 for some i′ = i+ 1, . . . ,m) DO
IF R = Z THEN
k←min
{
i′ : |ai′j| = min
{
|ai′j| : ai′j 6=0, i+1 ≤ i′ ≤ m
}
, i+1 ≤ i′ ≤ m
}
IF R = F[x] THEN
k ← min
{
i′ : deg
(
ai′j
)
= min
{
deg
(
ai′j
)
: ai′j 6= 0, i+1 ≤ i′ ≤ m
}
i+1 ≤ i′ ≤ m
}
Swap rows i and k if i 6= k
i′ ← i+ 1
WHILE i′ ≤ m DO
IF ai′j 6= 0 THEN
Obtain q such that ai′j = aijq + r where r = 0 or φ(r) < φ(aij)
Add −q times row i to row i′
i′ ← i′ + 1
REDUCTION OF ENTRIES ABOVE PIVOT
i′ ← 1
WHILE i′ < i DO
IF ai′j 6= 0 THEN
Obtain q such that ai′j = aijq + r where r = 0 or φ(r) < φ(aij)
Add −q times row i to row i′
i′ ← i′ + 1
i← i+ 1
j ← j + 1
Algorithm 2.3: Hermite normal form of a matrix over Z or F[x], continued
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A =

x2 x x
x3−2x2 x2−x x2−2x
2x3+x−1 x2 2x2

U1=

1 0 0
−(x−2) 1 0
0 0 1

−−−−−−−−−−−−−−−−→
U1A=A1
A1 =

x2 x x
0 x 0
2x3+x−1 x2 2x2

A1 =

x2 x x
0 x 0
2x3+x−1 x2 2x2

U2=

1 0 0
0 1 0
−2x 0 1

−−−−−−−−−−−−−−→
U2A1=A2
A2 =

x2 x x
0 x 0
x−1 −x2 0

U3=

0 0 1
0 1 0
1 0 0

−−−−−−−−−−−−→
U3A2=A3
A3 =

x−1 −x2 0
0 x 0
x2 x x

A3 =

x−1 −x2 0
0 x 0
x2 x x

U4=

1 0 0
0 1 0
−(x+1) 0 1

−−−−−−−−−−−−−−−−→
U4A3=A4
A4 =

x−1 −x2 0
0 x 0
1 x3+x2+x x

U5=

0 0 1
0 1 0
1 0 0

−−−−−−−−−−−−→
U5A4=A5
A5 =

1 x3+x2+x x
0 x 0
x−1 −x2 0

A5 =

1 x3+x2+x x
0 x 0
x−1 −x2 0

U6=

1 0 0
0 1 0
1−x 0 1

−−−−−−−−−−−−−−→
U6A5=A6
A6 =

1 x3+x2+x x
0 x 0
0 −x4−x2+x −x2+x

A6 =

1 x3+x2+x x
0 x 0
0 −x4−x2+x −x2+x

U7=

1 0 0
0 1 0
0 x3+x−1 1

−−−−−−−−−−−−−−−−→
U7A6=A7
A7 =

1 x3+x2+x x
0 x 0
0 0 −x2+x

A7 =

1 x3+x2+x x
0 x 0
0 0 −x2+x

U8=

1 −(x2+x+1) 0
0 1 0
0 0 1

−−−−−−−−−−−−−−−−−−→
U8A7=A8
A8 =

1 0 x
0 x 0
0 0 −x2+x

U9=

1 0 0
0 1 0
0 0 −1

−−−−−−−−−−−−−→
U9A8=A9
A9 =

1 0 x
0 x 0
0 0 x2−x
.
Setting
U := U9U8U7U6U5U4U3U2U1 =

x3+x2+x−1 −x2−x−1 −x−1
−x+2 1 0
x4+x2−2x+1 −x3−x+1 −x2
 and H := A4 =

1 0 x
0 x 0
0 0 x2−x
,
it follows that UA = H. In other words, the matrix H is the Hermite normal form of A.
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Chapter 3
Ranks of Matrices over Polynomial Rings
This chapter begins with a brief overview of the polynomial rings in more than one
indeterminate over a field. Throughout this chapter, we write X = {x1, . . . , xk} (k ≥ 1) for
a set of k indeterminates. Also, we write F to represent an arbitrary field, and Z≥0 for the
set of non-negative integers.
A monomial in X is a product of the form xα = xα11 x
α2
2 · · · xαkk , where α = (α1, . . . , αk)
belongs to Zk≥0, and the total degree of xα, denoted |α|, equals α1 + · · · + αk. A finite
linear combination of monomials in X with coefficients in F is called a polynomial in X
with coefficients in F. The set of all polynomials in X with coefficients in F is denoted by
F[X] = F[x1, . . . , xk]. If an element in F[X] is chosen, say f , then f is of the form
f =
∑
α
aαx
α
where the sum is over a finite number of k-tuples α = (α1, . . . , αk) ∈ Zk≥0. In the above
(finite) sum, each aα is called the coefficient of corresponding monomial x
α. If in addition
for each α that aα 6= 0, then aαxα is called a term of f . The total degree of f , denoted
deg(f), is the maximum |α| such that aα is nonzero. For example, if F = Q (the field of
rational numbers) and X = {x, y, z}, then
f = 4x2 + 3xy +
6
7
x2yz − 9
4
xyz − z + x3z4
is a polynomial in x, y, and z with coefficients in Q. This polynomial has six terms and it
has total degree seven. Defining addition on F[X] by∑
α
aαx
α +
∑
α
bαx
α =
∑
α
(aα + bα)x
α,
and scalar multiplication on F[X] by
c
∑
α
aαx
α =
∑
α
(caα)x
α,
27
for all c ∈ F, then F[X] becomes a vector space over F, with {xα : α ∈ Zk≥0} (the set of all
monomials in F[X]) as a basis. In addition, defining multiplication on any two monomials
of F[X] by xαxβ = xα+β, and thereafter extending this multiplication bilinearly to all of
F[X], it follows that F[X] is a commutative associative unital ring. This ring is called the
polynomial ring in k indeterminates x1, . . . , xk over F. More studies relating to polynomial
rings can be found in [12, ch. 5], [15, ch. 13] and [10, ch. 16].
In this chapter, the major references are Adkins and Weintraub [1, chs. 4 and 5], and
Hoffman and Kunze [12, chs. 1, 2, 3 and 5].
3.1 Background to the problem
The purpose of this chapter is to extend some concepts from linear algebra over a field, to
linear algebra over the polynomial ring F[x1, . . . , xk]. In particular, we want to be able to
talk in a meaningful and well-defined way about the rank of an m× n matrix whose entries
belong to F[x1, . . . , xk].
Henceforth, unless explicitly stated otherwise, R will denote the polynomial ring F[X] =
F[x1, . . . , xk], where F is a field. This field F can be field of any characteristic; however, for
the purpose of computations, we will always use a field of characteristic zero. In addition,
the field F needs not to be algebraically closed.
3.1.1 Equivalent definitions of the rank of matrices over a field
For an arbitrary matrix A over a field, the rank of A can be defined in a number of different
ways. It is a basic theorem in linear algebra over a field that these definitions are actually
equivalent. Thus, the rank of A will be denoted by rank (A).
Let V be a vector space over the field F. This vector space V has a basis, which is a
spanning set of linearly independent vectors in V . All bases of a vector space have the same
cardinality; this cardinality is called the dimension of V , denoted dim(V ). If the cardinality
is finite, then V is a finite dimensional vector space, and if the cardinality is infinite, then
V is infinite dimensional. As an example, Fn is a finite dimensional vector space – one of
its bases is the standard (ordered) basis {e1, . . . , en}, where ei is the element (or vector)
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in Fn with 1 in its i-th position and 0 elsewhere. An element in Fn may be regarded as either
a row vector or a column vector, depending on the context.
Let A be an m×n matrix over the field F, and let A1, . . . , Am ∈ Fn stand for the rows of
A, where
Ai = [Ai1, . . . , Ain], 1 ≤ i ≤ m.
In other words, each row of A is an element (or vector) in the vector space Fn. The subspace
of Fn spanned by A1, . . . , Am, the rows of A, is called the row space of A. This subspace
has a basis and the cardinality of this basis is called the row rank of A. In other words, the
row rank of A is the dimension of the row space of A. The column rank of matrix A can
be defined in a similar way, and it is also the row rank of At.
The rank of matrix A can also be defined using the concept of linear transformations. If
U and V are vector spaces over the field F, a linear transformation from U to V is a
map T : U → V satisfying T (cu1 + u2) = cT (u1) + T (u2) for all u1, u2 ∈ U and all scalars
c ∈ F. The null space of T consists of all vectors u in U such that T (u) = 0 ∈ V , and it
is a subspace of U . The image (or range) of T consists of all T (u) ∈ V for u ∈ U ; it is a
subspace of V . The rank of T is the dimension of the image of T and the nullity of T is
the dimension of the null space of T . In fact, if U is finite dimensional, then the sum of the
rank of T , rank (T ) and the nullity of T , nullity (T ) equals the dimension of U , dim(U) i.e.
rank (T ) + nullity (T ) = dim(U) (Rank – Nullity Theorem).
If both U and V are finite dimensional with an ordered basis defined for each of them, then
the linear transformation T can be represented with an m×n matrix A = (aij) over the field
F, where aij is the i-th coordinate, relative to the ordered basis of V , of image of the j-th
basis vector of U . This matrix is called the matrix representation of T (or matrix of T )
relative to the given ordered bases. On the other hand, if A is an m × n matrix over the
field F, then there is a linear transformation TA : Fn → Fm defined by TA(X) = AX, whose
matrix representation is A with respect to the standard ordered bases of Fn and Fm.
As a result of the above paragraph, it makes sense to talk about the transpose of a linear
transformation T , denoted T t, which is also a linear transformation, T t : (Fm)∗ → (Fn)∗
defined by
(
T tg
)
(α) = g
(
T (α)
)
, for every g ∈ (Fm)∗ and α ∈ Fn. We note that for all k,(
Fk
)∗
is a dual space of Fk, and hence dim
((
Fk
)∗)
= dim
(
Fk
)
(Theorem 3.2.5 in [12]), i.e.
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(
Fk
)∗ ∼= Fk. The matrix representing T t (with respect to the standard ordered bases) is just
the transpose of the matrix representing T . In fact, the rank of the linear transformation T ,
rank (T ) and the rank of its transpose, rank (T t) are equal, i.e. rank (T ) = rank (T t). Given
any m × n matrix over the field F, the fact just mentioned is equivalent to the statement
that the row rank of A equals the column rank of A. For if TA : Fn → Fm is a linear
transformation defined by TA(X) = AX for all X = [x1, . . . , xn] in Fn, then the matrix
representing TA relative to the standard ordered bases for Fn and Fm is A. The rank of T ,
by definition, is the dimension of the image of T , which is the dimension of the column space
of A, i.e. the column rank of A equals the rank of T . Similarly, for the transpose T t of the
transformation T , the rank of T t is the dimension of the image of T t, which is the dimension
of the column space of the matrix At, since At is the matrix representing T t. In other words,
the rank of T t equals the dimension of the row space of the matrix A (since columns of At
are actually rows of A) i.e. the row rank of A equals the rank of T t. Hence,
column rank (A) = rank (T ), row rank (A) = rank (T t),
and therefore
column rank (A) = row rank (A) if and only if rank (T ) = rank (T t).
Furthermore, in order to find the rank of an arbitrary matrix A over the field F, this
matrix can be reduced to a simpler form called reduced row (resp. column) echelon
form, also called the row (resp. column) canonical form, by a sequence of elementary
row (resp. column) operations. The row rank of A is the number of nonzero rows in the
reduced row-echelon form of A, and the column rank of A is the number of nonzero rows in
the reduced column-echelon form of A. From the above paragraph, the row rank of A equals
the column rank of A, and thus the rank of A is just the number of nonzero rows (resp.
columns) in the row (resp. column) reduced echelon form of A.
The concept of rank of a matrix over the field F can also be understood from the per-
spective of orthogonal complements of subspaces. Let U be an arbitrary subspace of Fn. The
orthogonal complement of U , denoted U⊥ is the set
U⊥ = {v ∈ Fn : u · v = 0 for all u ∈ U},
where u · v = ∑ni=1 uivi is the standard Euclidean dot product of two vectors u and v in
Fn. For any subspace U of Fn, the intersection of U with its orthogonal complement U⊥ is
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the zero subspace denoted 0, and so the sum U + U⊥ is direct; this is called the internal
direct sum and denoted U ⊕ U⊥. In fact, the internal direct sum of U and U⊥ equals Fn,
i.e. U ⊕ U⊥ = Fn. Now, let A be an m× n matrix over the field F. The row space of A is a
subspace of Fn. Writing X := (X1, . . . , Xn) ∈ Fn for the components of X, then
X ∈ (rowspace(A))⊥ ⇐⇒ X · Y = 0 for all Y ∈ rowspace(A)
⇐⇒ X ·
m∑
i=1
ciAi = 0, for all c1, . . . , cm ∈ F
⇐⇒
m∑
i=1
ci(X · Ai) = 0, for all c1, . . . , cm ∈ F
⇐⇒ X · Ai = 0, i = 1, . . . ,m
⇐⇒ (X1, . . . , Xn) · (Ai1, . . . , Ain) = 0, i = 1, . . . ,m
⇐⇒
n∑
j=1
XjAij = 0, i = 1, . . . ,m
⇐⇒
n∑
j=1
AijXj = 0, i = 1, . . . ,m
⇐⇒ AX = 0 ∈ Fm
⇐⇒ X ∈ nullspace(A),
where nullspace(A) is the null space of A. Thus, the internal direct sum rowspace(A) ⊕
nullspace(A) = Fn is obtained, where nullspace(A) =
(
rowspace(A)
)⊥
. Consequently, the
rank of an m × n matrix A over the field F equals n − nullity (A), where nullity (A) is the
dimension of the null space of A.
3.1.2 Generic rank of matrices over polynomial rings
The definitions of rank that have been considered so far depend on the fact that any vec-
tor space (or subspace) has a well-defined dimension. Of much interest to us is comput-
ing some well-defined rank (if possible) of any arbitrary matrix over the polynomial ring
R = F[x1, . . . , xk]. There are many ways to define what we mean by the rank of such a
matrix, but in general they give different answers. The simplest way to define the rank of
a matrix over such a ring R is to pass to its field of fractions, namely the field of rational
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functions F(x1, . . . , xk), consisting of all elements of the form f/g where f, g ∈ R. Since every
polynomial is a rational function, by taking g = 1, a matrix over R may be regarded as a
matrix over the field F(x1, . . . , xk). Since F(x1, . . . , xk) is a field, all the results of elementary
linear algebra apply, and so we may compute the (unique and well-defined) reduced row
echelon form of any matrix with entries in F(x1, . . . , xk); the number of nonzero rows in the
resulting matrix is called the generic rank of the original polynomial matrix.
The problem with the above approach is that in general the entries of the row canonical
form will have nontrivial denominators. We may take two different points of view regarding
the variables in F[X]: either they are indeterminates with no value, or we may assign to
them values in F. If we assign values in F to the variables in F[X] which make one or more
of those denominators equal to 0, we will obtain an undefined result. For example, consider
below a 3× 4 matrix A over the ring of polynomials Q[a, b] (where Q is the field of rational
numbers), with its reduced row echelon form, RREF(A) over the field of rational functions
Q(a, b):
A =

b 1 1 a
−b2 −b a−b b−ab
0 0 a b
 , RREF(A) =

1 1
b
0 a
2−b
ab
0 0 1 b
a
0 0 0 0
 .
The generic rank of this matrix is 2, since there are two nonzero rows in RREF(A). From the
row canonical form, neither of the variables x and y can be zero as that will give an undefined
result. For any other values of the variables, the rank of the matrix obtained by substituting
these values into the original matrix will equal the generic rank. In general, for any values of
the variables, the rank of the (scalar) matrix obtained by substituting these values into the
original matrix will be less than or equal to the generic rank. In particular, substituting 0
for both x and y in the original matrix, it is easy to see that the rank of the (scalar) matrix
obtained after this substitution is 1, which is less than 2, the generic rank. In general, values
of the variables x1, . . . , xk that give a rank less than or exactly equal to the generic rank,
after substitution into the original matrix, can be determined without having to pass to the
field of fractions, i.e. without having to do divisions. The theory of determinantal ideals
helps in determining such values.
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3.2 Determinantal rank
In this section, we consider another approach of possibly defining the rank of a polynomial
matrix. The determinant, which is well-defined for square matrices over any commutative
ring, plays a major role in this section. So there is a need to first discuss briefly the concept
determinant, as a function over some set of square matrices.
3.2.1 Determinants
In this section, the definition of a determinant function will be given, and also, some ele-
mentary results will be stated with proofs. Though more results on determinant function
can be found in [1] and [12], only those results that fit in into the purpose of this thesis are
considered. Throughout this section, R will represent a commutative ring with identity. For
an n× n matrix A over R, here in this section, we will write row(i, A) to represent the i-th
row of A. In addition, for 1 ≤ i ≤ n, if Ai = row(i, A), then we will write (A1, . . . , An) to
represent matrix A, i.e.
A =

A1
...
An
 = (A1, . . . , An).
Definition 3.2.1. Let Mn(R) (n ≥ 1) be the set of all n × n (square) matrix over R. A
function D : Mn(R)→ R is called a determinant function if the following three properties
are satisfied:
(a) D is n-linear on rows of matrices in Mn(R). In other words, for any three n×n matrices
A,B and C that differ only in their i-th rows, i.e. Aj = Bj = Cj where 1 ≤ j 6= i ≤ n
and 1 ≤ i ≤ n, if we set D(A) = D(A1, . . . , Ai, . . . , An), D(B) = D(A1, . . . , Bi, . . . , An)
and D(C) = D(A1, . . . , r Ai +Bi, . . . , An), then D(C) = r D(A) +D(B), i.e.
D(A1, . . . , rAi +Bi, . . . , An) = r D(A1, . . . , Ai, . . . , An) +D(A1, . . . , Bi, . . . , An),
for r ∈ R.
(b) D is alternating. That is, D(A) = 0 whenever two rows of A are equal.
(c) D(In) = 1, where In is the n× n identity matrix over R.
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Lemma 3.2.2. Let A be an n×n matrix over R, D : Mn(R)→ R be a determinant function,
and E be an elementary row operation matrix. For 1 ≤ p 6= q ≤ n,
1. if E interchanges rows p and q of A, then D(EA) = −D(A),
2. if E multiplies row p of A by a nonzero element r ∈ R, then D(EA) = r D(A),
3. if E adds a multiple of row p of A to row q of A, then D(EA) = D(A).
Proof. The proof is as follows:
1. Let Ai = row(i, A), 1 ≤ i ≤ n. Suppose the p-th and q-th rows of A are Ap and Aq
respectively. Setting A = (A1, . . . , Ap, . . . , Aq, . . . , An), then
EA = (A1, . . . , Aq, . . . , Ap, . . . , An).
Let B be an n× n matrix over R which differ from A only in its p-th and q-th rows. If
row(p,B) = Ap + Aq = row(q, B), then by property (b) of Definition 3.2.1, D(B) = 0,
reason being that D is a determinant function. Therefore, setting
B = (A1, . . . , Ap + Aq, . . . , Ap + Aq, . . . , An),
it follows from properties (a) and (b) of Definition 3.2.1 that
0 = D(B)
= D(A1, . . . , Ap + Aq, . . . , Ap + Aq, . . . , An)
= D(A1, . . . , Ap, . . . , Ap + Aq, . . . , An) +D(A1, . . . , Aq, . . . , Ap + Aq, . . . , An)
= D(A1, . . . , Ap, . . . , Ap, . . . , An) +D(A1, . . . , Ap, . . . , Aq, . . . , An)
+D(A1, . . . , Aq, . . . , Ap, . . . , An) +D(A1, . . . , Aq, . . . , Aq, . . . , An)
= 0 +D(A1, . . . , Ap, . . . , Aq, . . . , An) +D(A1, . . . , Aq, . . . , Ap, . . . , An) + 0
= D(A) +D(EA),
i.e. D(EA) = −D(A), as required.
2. Here, setting A = (A1, . . . , Ap, . . . , An), then EA = (A1, . . . , r Ap, . . . , An). It therefore
follows from only property (a) of Definition 3.2.1 that
D(EA) = D(A1, . . . , r Ap, . . . , An) = r D(A1, . . . , Ap, . . . , An) = rD(A),
i.e. D(EA) = r D(A), as required.
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3. Here, setting A = (A1, . . . , Ap, . . . , Aq, . . . , An), then
EA = (A1, . . . , Ap, . . . , r Ap + Aq, . . . , An),
r ∈ R. It therefore follows from properties (a) and (b) of Definition 3.2.1 that
D(EA) = D(A1, . . . , Ap, . . . , r Ap + Aq, . . . , An)
= r D(A1, . . . , Ap, . . . , Ap, . . . , An) +D(A1, . . . , Ap, . . . , Aq, . . . , An)
= r · 0 +D(A1, . . . , Ap, . . . , Aq, . . . , An)
= D(A),
i.e. D(EA) = D(A), as required.
This completes the proof.
It has been shown that there is at least one determinant function on Mn(R), the set of
all n × n matrices over R (Section 2 in Chapter 5 of [12]). In fact, it was further shown
that there is no more than one determinant function on Mn(R) (Section 3 in Chapter 5 of
[12]). In other words, the determinant function D on Mn(R) exists and it is unique (another
reference is [1], Theorem 2.8 in Chapter 4). Henceforth, we write det for the determinant
function D : Mn(R)→ R.
3.2.2 Determinantal rank and determinantal ideals
In this subsection, a brief background and basic results on determinantal ranks and deter-
minantal ideals in R = F[X] = F[x1, . . . , xk], will be given. At some point, the concept of
determinantal ideals will be used to determine (without having to do division) the values of
the variables x1, . . . , xk, after substitution into an arbitrary matrix A over R, that will give
a rank less than or equal to the generic rank of A. More study about determinantal ranks
can be found in [1].
For a better understanding of this subsection, it is important to give some notations, just
as in [1] (Chapter 4, Section 2). For positive integers r and m with r ≤ m, let C(r,m) be a
set of all ordered r-tuple (ii, . . . , ir), where 1 ≤ i1 < i2 < · · · ir ≤ m, i.e.
C(r,m) = {α = (i1, . . . , ir) : 1 ≤ i1 < i2 < · · · < ir ≤ m} .
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The cardinality of C(r,m) is |C(r,m)| =
m
r
. If A = (aij) is an m × n matrix over R,
α ∈ C(r,m) and β ∈ C(s, n), then A[α|β] will denote the r × s submatrix of A consisting of
entries of A whose row index and column index are in α and β, respectively. For example,
let A = (aij) be an m × n (m ≥ 5 and n ≥ 5) matrix over R, α = (3, 5) ∈ C(2,m) and
β = (1, 4, n) ∈ C(3, n). Then,
A[α|β] =
a31 a34 a3n
a51 a54 a3n
 .
Definition 3.2.3. Let A be an m × n matrix over R and r be a positive integer with
r ≤ min{m,n}. A r × r minor of A is the determinant of any r × r submatrix of A.
Remark 3.2.4. Let A be a matrix over R. From the above definition, any r× r minor of A
is an element of R. If we set
Mr(A) =
{
det
(
A[α|β]) : α ∈ C(r,m), β ∈ C(r, n)} ⊆ R,
then Mr(A) is the set of all r × r minors of A.
Definition 3.2.5. [1, p. 205] Let A be an m×n matrix over R. The largest (positive) integer
r ≤ min{m,n} such that there is a nonzero r × r minor of A is called the determinantal
rank of A, denoted D-rank(A).
Example 3.2.6. Let R = Q[a, b] and
A =

b 1 1 a
−b2 −b a−b b−ab
0 0 a b

be a 3× 4 matrix over R. The sets of all r × r (r = 1, 2, 3) minors of A are:
M1(A) =
{
0, 1, a, b,−b, a− b, −b2, b− ab} ,
M2(A) =
{
0, a, b, b2, −b2, ab, −ab, b− a2,−b3, −ab2, a2b− b2} ,
M3(A) = {0} .
Therefore, the determinantal rank of A is D-rank(A) = 2.
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Definition 3.2.7. Let A be an m × n matrix over R and r be a (positive) integer with
r ≤ min{m,n}. The ideal in R generated by all r × r minors of A is called the r-th
determinantal ideal of A, denoted DIr(A). In other words,
DIr(A) =
〈
Mr(A)
〉 ⊆ R,
where Mr(A) is the set of all r × r minors of A. By convention, we set DI0(A) = R and
DIr(A) = 0, if r > min{m,n}.
Example 3.2.8. Let R = Q[a, b] and
A =

b 1 1 a
−b2 −b a−b b−ab
0 0 a b

be a 3× 4 matrix over R, as in Example 3.2.6. The r-th (r = 1, 2, 3) determinantal ideals of
A are:
DI1(A) =
〈{0, 1, a, b,−b, a− b, −b2, b− ab}〉 = 〈1〉 = Q[a, b],
DI2(A) =
〈{0, a, b, b2, −b2, ab, −ab, b− a2,−b3, −ab2, a2b− b2}〉 = 〈a, b〉,
DI3(A) =
〈{0}〉 = 〈0〉.
Definition 3.2.9. [7, p. 79] Let I ⊆ R be an ideal. The set of points
V
(
I
)
=
{
(x1, . . . , xk) ∈ Fk : f(x1, . . . , xk) = 0 ∀ f ∈ I
}
is called the zero set of the ideal I.
Remark 3.2.10. Let A be an m×n matrix over R = F[x1, . . . , xk], and r be a non-negative
integer ≤ min{m,n}. Suppose (a1, . . . , ak) ∈ Fk is a point in V
(
DIr+1(A)
)\V(DIr(A)),
and let B be an m × n matrix over F, obtained by substituting the point (a1, . . . , ak) for
(x1, . . . , xk) in A. Then we obtain the following:
(a1, . . . , ak) ∈ V
(
DIr+1(A)
)\V(DIr(A))
⇐⇒ (a1, . . . , ak) ∈ V
(
DIr+1(A)
)
but (a1, . . . , ak) /∈ V
(
DIr(A)
)
⇐⇒ f(a1, . . . , ak) = 0 ∀ f ∈ DIr+1(A), but ∃ g ∈ DIr(A) such that g(a1, . . . , ak) 6= 0
⇐⇒ DIr+1(A)
∣∣∣
(x1,...,xk)=(a1,...,ak)
= 〈0〉, and DIr(A)
∣∣∣
(x1,...,xk)=(a1,...,ak)
6= 〈0〉
⇐⇒ rank (B) = r.
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From Definition 3.2.7, DI0(A) = F[x1, . . . , xk] and DIr(A) = 0, if r > min{m,n}, implying
V
(
DI0(A)
)
= ∅ and V(DIr(A)) = Fk, if r > min{m,n}
Example 3.2.11. Let R = Q[a, b] and
A =

b 1 1 a
−b2 −b a−b b−ab
0 0 a b

be a 3 × 4 matrix over R, as in Example 3.2.8. The zero sets of the r-th (r = 1, 2, 3)
determinantal ideals of A are:
V
(
DI1(A)
)
= V
(〈1〉) = V(Q[a, b]) = ∅,
V
(
DI2(A)
)
= V
(〈a, b〉) = {(0, 0)},
V
(
DI3(A)
)
= V
(〈0〉) = Q2.
Therefore, by Remark 3.2.10, we obtain the following about the scalar matrices obtained
after substituting the points in the zero sets above into A.
r set of point(s) (a, b) ∈ Q2, after substitution into A, that correspond to rank r
0 V
(
DI1(A)
)\V(DI0(A)) = ∅
1 V
(
DI2(A)
)\V(DI1(A)) = {(0, 0)}
2 V
(
DI3(A)
)\V(DI2(A)) = {(a, b) : (a, b) 6= (0, 0)}.
Example 3.2.12. Let R = Q[a, b] and
A =

b a 0
b 0 1
b 0 a

be a 3× 3 matrix over R. The sets of all r × r (r = 1, 2, 3) minors of A are:
M1(A) = {b, a, 0, 1} ,
M2(A) =
{−ab, b, a, ab, a2, 0, ab−b} ,
M3(A) =
{−a2b+ ab} .
Therefore, D-rank(A) = 3. Furthermore, the r-th (r = 1, 2, 3) determinantal ideals of A are:
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DI1(A) =
〈{b, a, 0, 1}〉 = 〈1〉,
DI2(A) =
〈{−ab, b, a, ab, a2, 0, ab−b}〉 = 〈a, b〉,
DI3(A) =
〈{−a2b+ ab}〉 = 〈a2b− ab〉.
In addition, the zero sets of the r-th (r = 1, 2, 3) determinantal ideals of A are:
V
(
DI1(A)
)
= V
(〈1〉) = ∅,
V
(
DI2(A)
)
= V
(〈a, b〉) = {(0, 0)},
V
(
DI3(A)
)
= V
(〈ab(a− 1)〉) = {(0, b), (a, 0), (1, b) : a, b ∈ Q}.
Hence, we obtain
r set of point(s) (a, b) ∈ Q2, after substitution into A, that correspond to rank r
0 ∅
1 {(0, 0)}
2 {(0, b), (a, 0), (1, b) : a, b ∈ Q, (a, b) 6= (0, 0)}
3 all (a, b) ∈ Q2 such that (a, b) /∈ {(0, b), (a, 0), (1, b)}
and this completes the example.
It will now be shown that the determinantal ideals are invariant (remain unchanged)
under the (left) action of an elementary row operation on a matrix. But before then, an
important property of elementary matrices will be stated with proof. Though the result is
restricted to only elementary row operations, exactly same argument of the proof can be used
if only elementary column operations are allowed, in lieu of the row operations.
Lemma 3.2.13. Let A be an m × n matrix over R. If E is an arbitrary elementary row
operation matrix on A, then the inverse of E exists and it is also an elementary row operation
matrix.
Proof. Let E−1 represent the inverse of an m × m elementary matrix E = (eij). First,
assuming 1 ≤ p < q ≤ m and suppose E interchanges rows p and q of A. Then E has entries
epq = 1, eqp = 1, eii = 1, for 1 ≤ i ≤ m, i 6= p and i 6= q, and 0 elsewhere, i.e.
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E =

p q
1 . . . 0 . . . 0 . . . 0
...
. . .
...
. . .
...
. . .
...
p 0 . . . 0 . . . 1 . . . 0
...
. . .
...
. . .
...
. . .
...
q 0 . . . 1 . . . 0 . . . 0
...
. . .
...
. . .
...
. . .
...
0 . . . 0 . . . 0 . . . 1

.
We claim that E−1 = E. In order to verify this claim, it suffices to show that EE−1 = Im,
the m ×m identity matrix. In fact, if EE−1 = (
ij
), in order to show that EE−1 = Im, we
only need to show that the entries pp and qq in the matrix multiplication EE
−1 are both 1.
Using matrix multiplication formula,
pp =
m∑
k=1
epkekp = epqeqp = 1, and qq =
m∑
k=1
eqkekq = eqpepq = 1,
as expected. Second, suppose E multiplies row p of A by a nonzero element u ∈ F. Then
E has entries epp = u, eii = 1, for 1 ≤ i 6= p ≤ m, and 0 elsewhere. We claim here that the
inverse of E is a matrix with same entries as entries in E except that the entry in its row p
and column p is now 1
u
. In other words, if
E =

p
1 . . . 0 . . . 0
...
. . .
...
. . .
...
p 0 . . . u . . . 0
...
. . .
...
. . .
...
0 . . . 0 . . . 1
, then E−1 =

p
1 . . . 0 . . . 0
...
. . .
...
. . .
...
p 0 . . . 1
u
. . . 0
...
. . .
...
. . .
...
0 . . . 0 . . . 1
.
This is true since the entry in row p and column p of the matrix multiplication EE−1 is
u · 1
u
= 1. Lastly, assuming 1 ≤ p 6= q ≤ m, and suppose E adds a multiple, say r ∈ R of
row p of A to row q of A. If p < q (resp. p > q), then E has entries eqp = r, eii = 1, for
1 ≤ i ≤ m, and 0 elsewhere. Here, the inverse of E is a matrix with same entries as entries
in E except that the entry in its row q and column p is now −r. In other words, if
E =

p q
1 . . . 0 . . . 0 . . . 0
...
. . .
...
. . .
...
. . .
...
p 0 . . . 1 . . . 0 . . . 0
...
. . .
...
. . .
...
. . .
...
q 0 . . . r . . . 1 . . . 0
...
. . .
...
. . .
...
. . .
...
0 . . . 0 . . . 0 . . . 1

, (resp. E =

q p
1 . . . 0 . . . 0 . . . 0
...
. . .
...
. . .
...
. . .
...
q 0 . . . 1 . . . r . . . 0
...
. . .
...
. . .
...
. . .
...
p 0 . . . 0 . . . 1 . . . 0
...
. . .
...
. . .
...
. . .
...
0 . . . 0 . . . 0 . . . 1

),
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then
E−1 =

p q
1 . . . 0 . . . 0 . . . 0
...
. . .
...
. . .
...
. . .
...
p 0 . . . 1 . . . 0 . . . 0
...
. . .
...
. . .
...
. . .
...
q 0 . . . −r . . . 1 . . . 0
...
. . .
...
. . .
...
. . .
...
0 . . . 0 . . . 0 . . . 1

, (resp. E−1 =

q p
1 . . . 0 . . . 0 . . . 0
...
. . .
...
. . .
...
. . .
...
q 0 . . . 1 . . . −r . . . 0
...
. . .
...
. . .
...
. . .
...
p 0 . . . 0 . . . 1 . . . 0
...
. . .
...
. . .
...
. . .
...
0 . . . 0 . . . 0 . . . 1

).
In order to verify that EE−1 = Im, it suffices to show that the entry in row q and column p
of the matrix multiplication EE−1 is 0. To this end, suppose E−1 = (e′
ij
) and EE−1 = (
ij
).
Using the matrix multiplication formula, we obtain
qp =
m∑
k=1
eqke
′
kp = eqpe
′
pp + eqqe
′
qp = r − r = 0,
as expected.
Proposition 3.2.14. Let A be an m×n matrix over R, and E be an elementary row operation
on A. Then for r = 1, . . . ,min{m,n},
DIr(EA) = DIr(A).
Proof. We follow the same argument in Lemma 11.2.1 of [16]. Let r (1 ≤ r ≤ min{m,n})
be fixed. For a fixed element α = (i1, . . . , ir) ∈ C(r,m), and arbitrary element β ∈ C(r, n),
the matrix A[α|β] is an r× r submatrix of A, and so det (A[α|β]) belongs to DIr(A). It will
first be shown that DIr(EA) ⊆ DIr(A) by considering the different effects of elementary row
operations E on A. To this end, setting B = EA, det
(
B[α|β]) belongs to DIr(EA), and if
ip and iq are any row indices of A, then we obtain the following:
Case 1: Suppose E interchanges rows ip and iq of A.
(a) If ip, iq /∈ {i1, i2, . . . , ir}, then row(ip, A) = row(ip, B) and row(iq, A) = row(iq, B),
and so
det
(
B[α|β]) = det (A[α|β]) ∈ DIr(A).
(b) If ip, iq ∈ {i1, i2, . . . , ir}, then by part (1) of Lemma 3.2.2,
det
(
B[α|β]) = − det (A[α|β]) ∈ DIr(A).
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(c) Suppose only one of the ip and iq belongs to {i1, i2, . . . , ir}, say ip, i.e. α =
(i1, . . . , ip, . . . , ir). Setting α
′ = (i1, . . . , iq, . . . , ir), different from α only by its
p-th coordinate which is now iq, then B[α|β] = A[α′|β] and so,
det
(
B[α|β]) = det (A[α′|β]) ∈ DIr(A).
Case 2: Suppose E multiplies row ip of A by a unit u ∈ R (units in R = F[x1, . . . , xk] are
nonzero elements in F).
(a) If ip is not in the coordinate of α, i.e. ip /∈ {i1, i2, . . . , ir}, then row(ip, A) =
row(ip, B), and so
det
(
B[α|β]) = det (A[α|β]) ∈ DIr(A).
(b) If ip is in the coordinate of α, i.e. ip ∈ {i1, i2, . . . , ir}, then by part (2) of Lemma
3.2.2,
det
(
B[α|β]) = u det (A[α|β]) ∈ DIr(A).
Case 3: Suppose E adds a multiple of row ip of A to row iq (p 6= q) of A.
(a) If both ip and iq do not belong to {i1, i2, . . . , ir}, then row(ip, A) = row(ip, B) and
row(iq, A) = row(iq, B), and so
det
(
B[α|β]) = det (A[α|β]) ∈ DIr(A).
(b) If both ip and iq belong to {i1, i2, . . . , ir}, then by part (3) of Lemma 3.2.2,
det
(
B[α|β]) = det (A[α|β]) ∈ DIr(A).
(c) Suppose only one of the row indices ip and iq of A belongs to {i1, i2, . . . , ir}. First,
if ip only belongs to {i1, i2, . . . , ir}, then after the action of E on A, the submatrix
A[α|β] remains unchanged, and so
det
(
B[α|β]) = det (A[α|β]) ∈ DIr(A).
But if only iq belongs to {i1, i2, . . . , ir}, setting A[α|β] = (Ai1 , . . . , Aiq , . . . , Air),
then
B[α|β] = (Ai1 , . . . , r Aip + Aiq , . . . , Air),
42
r ∈ R. It therefore follows from properties (a) and (b) of Definition 3.2.1 that
det
(
B[α|β]) = det(Ai1 , . . . , r Aip + Aiq , . . . , Air)
= r det(Ai1 , . . . , Aip , . . . , Air) + det(Ai1 , . . . , Aiq , . . . , Air)
= r det
(
A[α′|β])+ det (A[α|β]) ∈ DIr(A),
where A[α′|β] is another r× r submatrix of A which differs from A[α|β] by a row.
From the three cases considered above, we conclude that DIr(EA) ⊆ DIr(A). On the other
hand, let B = EA, then by the same concept above, we obtain DIr(E
−1B) ⊆ DIr(B), reason
being that the inverse of an elementary (row operation) matrix is also an elementary (row
operation) matrix by Lemma 3.2.13. Therefore, substituting EA for B in the last (ideal)
inclusion, we finally obtain DIr
(
E−1(EA)
) ⊆ DIr(EA), i.e. DIr(A) ⊆ DIr(EA). Hence, the
result.
The result above still remains true if only column operations are allowed. In other words,
determinantal ideals are invariant under the right action of any elementary column operation
matrix on an arbitrary matrix over R.
Remark 3.2.15. Let A be an m × n matrix over R. Also, let P be an arbitrary m × m
elementary row operation matrix over R, and Q be an arbitrary n × n elementary column
operation matrix over R. Let r be any positive integer such that 1 ≤ r ≤ min{m,n}. From
Lemma 3.2.14 and the comment that follows it, we obtain
DIr(PA) = DIr(A), and DIr(AQ) = DIr(A).
Suppose that P ′ is another arbitrary m×m elementary row operation matrix over R. Then
DIr
(
P ′(PA)
)
= DIr(PA), which implies DIr
(
(P ′P )A
)
= DIr(A). Thus, if U is a product
of some m ×m elementary row operation matrices over R, we obtain DIr(UA) = DIr(A).
Similarly, if V is a product of some n× n elementary column operation matrices over R, we
obtain DIr(AV ) = DIr(A). Therefore, for any matrix U that is a product of some elementary
row operation matrices over R, and matrix V that is a product of some elementary column
operation matrices over R, we obtain
DIr(UAV ) = DIr
(
(UA)V
)
= DIr(UA) = DIr(A),
i.e. DIr(UAV ) = DIr(A).
43
In the next result, we will show that the determinantal rank of any two equivalent matrices
(m× n matrices A and B over R are said to be equivalent if B = UAV for some invertible
n× n matrix V over R and some invertible m×m matrix U over R) is invariant.
Corollary 3.2.16. Let A be an arbitrary m×n matrix over R, U be any m×m matrix that
is a product of some elementary row operation matrices over R, and V be any n× n matrix
that is a product of some elementary column operation matrices over R. Then
D-rank(UAV ) = D-rank(A).
Proof. It has been shown that DIk(UA) = DIk(A) for k = 1, . . . ,min{m,n} (Remark 3.2.15).
Suppose D-rank(UA) = r, for some r, 1 ≤ r ≤ min{m,n}. Then by definition of de-
terminantal rank, there exists a nonzero r × r minor of matrix UA, and in fact, r is the
largest positive integer ≤ min{m,n} such that there is a nonzero r× r minor of matrix UA.
Consequently, there exist α ∈ C(r,m) and β ∈ C(r, n) such that det (A[α|β]) ∈ DIr(UA)
is nonzero. Since DIk(UA) = DIk(A) for k = 1, . . . ,min{m,n}, it implies the nonzero
determinant det
(
A[α|β]) also belongs to DIr(A). Therefore, we have found a nonzero
r × r minor of matrix A, and so D-rank(A) ≥ r, i.e. D-rank(UA) ≤ D-rank(A). Sim-
ilarly, we obtain D-rank(AV ) ≤ D-rank(A). Using the last two inequalities, we obtain
D-rank(UAV ) = D-rank
(
U(AV )
) ≤ D-rank(AV ), i.e.
D-rank(UAV ) ≤ D-rank(A), (3.1)
Since both matrices U and V are invertible over R, being the products of some elementary ma-
trices, there exist matrices U−1 and V −1, which are the inverses of U and V respectively, over
R. Also, both U−1 and V −1 are products of some elementary matrices over R, and so we ob-
tain D-rank(A) = D-rank(U−1UAV V −1
) ≤ D-rank(U−1(UAV V −1)) ≤ D-rank(UAV V −1)
= D-rank
(
(UAV )V −1
) ≤ D-rank(UAV ), i.e.
D-rank(A) ≤ D-rank(UAV ). (3.2)
Now, combining inequalities (3.1) and (3.2), we finally obtain
D-rank(UAV ) = D-rank(A),
as required.
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So far, the theory of determinantal ideals has only helped to study ranks of matrices over
F[x1, . . . , xk] as a function of the parameters (or variables) x1, . . . , xk, but it does not help to
determine ranks of these matrices when their parameters are only indeterminates, i.e. when
values cannot be assigned to their parameters. Thus, for better understanding of ranks of
matrices over the polynomial ring F[x1, . . . , xk], k ≥ 2, there is a need to review some theory
of modules.
3.3 Brief theory of modules in relation to matrix rank
In this section, we present a brief summary of the theory of modules in relation to the
question of the ranks of matrices over a polynomial ring in k indeterminates. We recall that
for polynomials in one indeterminate with coefficients in a field, the polynomial ring is a
principal ideal domain (PID), and so some of the main results of linear algebra over a field
still hold, though their proofs require much more care. For example, if R is a PID, then (i)
every submodule of a free R-module is also free, and (ii) every finitely generated torsion-free
R-module is free. These conclusions do not follow if R is not a PID, as can be seen from
the example R = Z[x], which is not a PID; the ideal I = 〈2, x〉 ⊆ Z[x], for example, is not
principal. Since R = Z[x] is an integral domain, the ideal I (which is finitely generated by
2 and x) is torsion-free as an R-module, though it is not a free R-module. To see that I
is not a free R-module, we first note that any generating set for I as an R-module must
have at least two elements (this is the same as saying that I is not principal). But any two
elements f, g ∈ I are linearly dependent for the trivial reason that gf − fg = 0, which shows
that any generating set for I is linearly dependent. More results along these lines and their
proofs can be found in Sections 3.7 and 3.8 of [1]. The situation changes radically when we
consider polynomials in two or more indeterminates over a field. The primary reference for
this section is Adkins and Weintraub [1]; other sources will be cited when they are used.
Henceforth, R will represent a commutative ring with identity 1, unless otherwise stated.
Definition 3.3.1. A module over R, written R-module, is an abelian group M together
with a left action of R on M , that is, a function R ×M → M , denoted (r,m) 7→ rm ∈ M
(r ∈ R, a ∈ M), satisfying the following axioms: For arbitrary elements r, r1, r2 ∈ R and
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m,m1,m2 ∈M ,
(1) r(m1 +m2) = rm1 + rm2.
(2) (r1 + r2)m = r1m+ r2m.
(3) (r1r2)m = r1(r2m).
(4) 1m = m.
Definition 3.3.2. Let M be an R-module. A submodule (written R-submodule, some-
times) of M is a subset N ⊆ M which is also an R-module in its own right with respect to
the operations already defined on R and M . In other words, N is an R-submodule of M
if and only if N is an additive subgroup of M and it is closed under the action of R, i.e.
rm ∈ N , for all m ∈ N and r ∈ R.
Lemma 3.3.3. If M is an R-module and N is a nonempty subset of M , then N is an
R-submodule of M if and only if rm−m′ ∈ N for all m,m′ ∈ N and r ∈ R.
Proof. Suppose a nonempty subset N ⊆M is an R-submodule of M . Then N is an R-module
in its own right, and so for any elements m,m′ ∈ N , rm −m′ belongs to N , for all r ∈ R.
This is true since both rm and −m′ belong to N , N being an R-module. Conversely, suppose
rm−m′ belongs to N for all m,m′ ∈ N and r ∈ R. Setting r = 1, then m−m′ belongs to
N , showing that N is an additive subgroup of M . This further implies that 0 belongs to N ,
since m −m = 0. Lastly, taking m′ to be 0, it implies that rm belongs to N , showing that
N is closed under the action of R.
Example 3.3.4. Let R be a commutative ring and let I be an ideal in R. If M is an
R-module, then the set
IM =
{
n∑
i=1
rimi : n ∈ N, ri ∈ I, mi ∈M
}
is a submodule of M . To verify this, by the lemma above, it suffices to show that ra−b belongs
to IM for all a, b ∈ IM and r ∈ R. To this end, choose a, b ∈ IM and r ∈ R arbitrarily,
then a =
∑n
i=1 rimi and b =
∑n′
j=1 r
′
jm
′
j for some n, n
′ ∈ N, ri, r′j ∈ I and mi,m′j ∈M . Thus,
ra− b = r
(
n∑
i=1
rimi
)
−
n′∑
j=1
r′jm
′
j =
n∑
i=1
(rri)mi +
n′∑
j=1
(−r′j)m′j =
n′′∑
k=1
r′′km
′′
k,
which is an element in IM .
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Let N be a submodule of an R-module M . Then N is an additive subgroup of M , and
hence the set M/N = {m + N : m ∈ M} is a quotient group. Define (left) action of R on
M/N by r(m + N) = rm + N, for all m ∈ M and r ∈ R. For m and m′ in M , suppose
m + N = m′ + N . Then m − m′ belongs to N , implying r(m − m′) is in N since N is a
submodule of M . Therefore, rm − rm′ belongs to N , and so rm + N = rm′ + N , i.e. the
action of R on M/N is well defined.
Definition 3.3.5. Let N be a submodule of an R-module M . The quotient group M/N
constructed above is an R-module, and is called the quotient module of M by N .
Let M1, . . . ,Mk be finite collection of R-modules. Considering the Cartesian product
M = M1 × · · · ×Mk, we define addition on M component-wise by
(m1, . . . ,mk) + (m
′
1, . . . ,m
′
k) = (m1 +m
′
1, . . . ,mk +m
′
k),
and the (left) action of R on M by
r(m1, . . . ,mk) = (rm1, . . . , rmk),
for any (m1, . . . ,mk), (m
′
1, . . . ,m
′
k) ∈ M and r ∈ R. The set M = M1 × · · · ×Mk is an
abelian group with zero element (0, . . . , 0), since each Mi (1 ≤ i ≤ k) is an abelian group
with zero element 0. In addition, the set M satisfies axioms (1) to (4) of Definition 3.3.1,
and hence, is an R-module.
Definition 3.3.6. The R-module constructed above is called the direct product (or
external direct sum) of M1, . . . ,Mk, denoted M1 ⊕ · · · ⊕Mk.
Example 3.3.7.
(1) The (external) direct sum of n copies of R, denoted Rn = R⊕ · · · ⊕R, is an R-module.
It will be seen later that Rn is in fact the free R-module on a set of n free generators.
(2) In general, following the notation in Chapter 3 of [1], let I be a nonempty index set (finite
or infinite) and {Mi}i∈I be a family of R-modules. Considering the Cartesian product
M =
∏
i∈IMi of the Mi’s, define addition and (left) action of R on M coordinate-wise
by
(mi)i∈I + (m′i)i∈I = (mi +m
′
i)i∈I , r(mi)i∈I = (rmi)i∈I ,
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where (mi)i∈I , (m′i)i∈I ∈ M and r ∈ R. With this addition and R-action defined on M ,
M becomes an R-module, called the direct product of the R-modules Mi. Furthermore,
considering the subset
⊕
i∈I
Mi of M which contains all element (mi)i∈I in M with mi =
0 except for finitely many indices i ∈ I, this subset
⊕
i∈I
Mi ⊆ M turns out to be a
submodule of M , and therefore an R-module in its own right with respect to component-
wise addition and R-action defined on M . The set
⊕
i∈I
Mi ⊆
∏
i∈I
Mi is the direct sum
of the family {Mi}i∈I of R-modules. This coincides with the previous definition of direct
product when the index set I is finite.
Definition 3.3.8. Let I be a nonempty index set (finite or infinite) and {Mi}i∈I be a family
of R-submodules of R-module M . If every m ∈ M can be written uniquely as a finite sum
of elements of Mi, then we say M is the internal direct sum of the Mi’s.
Definition 3.3.9. Let M and N be R-modules. A map φ : M → N is an R-module
homomorphism if
(i) φ(m+m′) = φ(m) + φ(m′), for all m,m′ ∈M , and
(ii) φ(rm) = rφ(m), for all m ∈M and for all r ∈ R.
Remark 3.3.10. Let φ be an arbitrary R-module homomorphism from M to N . Let 0M
and 0N be zero elements in M and N respectively. From the above definition, if m
′ = −m,
then m+m′ = 0M , and thus, we obtain
φ(0M) = φ(m+m
′) = φ(m) + φ(m′) = φ(m) + φ(−m) = φ(m)− φ(m) = 0N ,
i.e. φ(0M) = 0N .
Lemma 3.3.11. Let M and N be R-modules. A map φ : M → N is an R-module homo-
morphism if and only if φ(rm+m′) = rφ(m) + φ(m′) for all r ∈ R and for all m,m′ ∈M .
Proof. Suppose φ : M → N is an R-module homomorphism, and let m,m′ be any elements
in M and r be any element in R. M being an R-module implies rm + m′ belongs to M .
Consequently, φ(rm + m′) = φ(rm) + φ(m′) = rφ(m) + φ(m′), since φ : M → N is an R-
module homomorphism. Conversely, suppose φ(rm + m′) = rφ(m) + φ(m′) for all r ∈ R
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and for all m,m′ ∈ M . Setting r = 1, then we obtain property (i) of Definition 3.3.9.
Setting m′ = 0, then by Remark 3.3.10, we obtain property (ii) of Definition 3.3.9. Hence,
φ : M → N is an R-module homomorphism.
Definition 3.3.12. Let M and N be R-modules, and φ : M → N be an R-module homo-
morphism. The kernel of φ, denoted ker(φ) is the set
ker(φ) = {m ∈M : φ(m) = 0N}.
The image of φ, denoted Im(φ) is the set
Im(φ) = {n ∈ N : n = φ(m) for some m ∈M}.
Lemma 3.3.13. Let M and N be R-modules, and φ : M → N be an R-module homomor-
phism. The subsets ker(φ) ⊆M and Im(φ) ⊆ N are submodules of M and N respectively.
Proof. Let a and b be any elements in ker(φ) and r be an arbitrary element in R. Then
it will be shown that ra − b belongs to ker(φ) by showing that φ(ra − b) = 0N . Since φ
is an R-module homomorphism, and a and b belong to ker(φ), it follows that φ(ra − b) =
rφ(a)− φ(b) = r 0N − 0N = 0N , as expected. Similarly, for arbitrary elements a′, b′ ∈ Im(φ)
and r ∈ R, we will show that ra′ − b′ belongs to Im(φ). To this end, since a′ and b′ belong
to Im(φ), it follows that φ(a) = a′ and φ(b) = b′ for some a, b ∈ M . Therefore, since φ is an
R-module homomorphism, we obtain ra′− b′ = rφ(a)−φ(b) = φ(ra− b), i.e. ra′− b′ belongs
to Im(φ), since ra− b is an element in M .
Definition 3.3.14. Let M be an R-module. An R-submodule M1 of M is a direct sum-
mand of M if there exists an R-submodule M2 of M such that M is the internal direct sum
of M1 and M2. In this case, we say M1 and M2 are complementary submodules of M .
Example 3.3.15. The equality and the internal direct sum in the definition above is actually
important, and cannot just be replaced by an isomorphism and external direct sum respec-
tively. For example, let M = Z × Z be a Z-module. Consider Z-submodules M1 = Z × {0}
and M2 = {0} × 2Z of M . Since M1 ∼= Z and M2 ∼= Z as Z-modules, it follows that M is
isomorphic to the external direct sum M1 ⊕M2. However, M is not the internal direct sum
of M1 and M2, since for example (3, 5) belongs to M , but it cannot even be written as sum
of elements in M1 and M2, let alone uniquely. In other words, M1 is not a complement of
M2 as Z-submodules of M .
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Definition 3.3.16. Let M be an R-module. A subset S of M is called a basis of M if,
(1) S spans (or generates) M as an R-module, i.e. every element m ∈ M can be written
as m =
∑k
i=1 risi for some s1, . . . , sk ∈ S and r1, . . . , rk ∈ R, and
(2) S is R-linearly independent, i.e. the equation
∑k
i=1 risi = 0, for every distinct
elements s1, . . . , sk ∈ S and elements r1, . . . , rk ∈ R, has only trivial solution r1 = · · · =
rk = 0.
Remark 3.3.17. In view of the definition above, any subset of an R-linearly independent
set is itself R-linearly independent.
Proposition 3.3.18. Let M be an R-module. A set S ⊆ M is a basis of M if and only if
every m ∈M can be written uniquely as m = ∑ki=1 risi for s1, . . . , sk ∈ S and r1, . . . , rk ∈ R.
Proof. Let I be a fixed index set and S = {si : i ∈ I} be a basis of M . Then by property
(1) of Definition 3.3.16, any element m ∈ M can be written as m = ∑i∈I risi where finitely
many ri’s are nonzero. Now, suppose same element m ∈M can be written as m =
∑
i∈I r
′
isi
where finitely many r′i’s are nonzero. Thus,
0 =
∑
i∈I
risi −
∑
i∈I
r′isi =
∑
i∈I
(
ri − r′i
)
si.
Therefore, by property (2) of Definition 3.3.16, we obtain the trivial solution ri − r′i = 0,
i.e. ri = r
′
i for all i ∈ I. Hence, the uniqueness. Conversely, suppose for every m ∈ M , m
can be written uniquely as m =
∑k
i=1 risi, for (distinct) s1, . . . , sk ∈ S and r1, . . . , rk ∈ R.
Then property (1) of Definition 3.3.16 follows immediately from this hypothesis. The zero
element in M can be written as 0 =
∑k
i=1 0si, for any s1, . . . , sk ∈ S. If m = 0, then∑k
i=1 risi = m = 0 =
∑k
i=1 0si implying (by uniqueness) that r1 = · · · = rk = 0, i.e. S is
R-linearly independent since distinct elements s1, . . . , sk are arbitrarily chosen. Hence, the
result.
Remark 3.3.19. A set that is not R-linearly independent is said to be R-linearly depen-
dent. In other words, a subset S of an R-module M is said to be R-linearly dependent
if there exist distinct elements s1, . . . , sk ∈ S and elements r1, . . . , rk ∈ R, not all 0, such
that the equation
∑k
i=1 risi = 0 holds. In view of this, any set S that contains at least one
R-linearly dependent set is itself R-linearly dependent.
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Definition 3.3.20. Let M be an R-module, and S be a finite subset of M . If S generates
M , then M is said to be finitely generated.
Example 3.3.21.
(1) The direct sum of n copies of R, Rn is a finitely generated R-module; one of its bases is
S = {e1, . . . , ek}, where ei = (0, . . . , 0, 1, 0, . . . , 0) with 1 in its i-th coordinate.
(2) In particular, from Example 3.3.7(2), let Mi = R for all i ∈ I, I being any fixed index set.
Then N =
⊕
i∈I
Mi, which is the direct sum of copies of R, is an R-module. We recall that
an element in N is of the form (mi)i∈I ∈M (where M =
∏
i∈I R is the Cartesian product
of copies of R) with mi = 0 except for finitely many indices i ∈ I. Let S = {(δij)j∈I}i∈I ,
where δij is the Kronecker delta function. For example, if I = N, then
S = SN = {(δij)j∈I}i∈I = {(1, 0, 0, . . .), (0, 1, 0, . . .), (0, 0, 1, . . .), . . .},
where each element in SN has single nonzero entry with value 1. Back to the set S =
{(δij)j∈I}i∈I , every element in N can be written uniquely as a finite R-linear combination
of elements in S. Thus, by Proposition 3.3.18, S is a basis of N . In fact, it will be seen
later that no finite set could be a basis for N . In other words, N is not finitely generated.
Definition 3.3.22. A free R-module is a pair (M, ι), where ι is a mapping from a set S
to an R-module M and ι(S) is a spanning set for M , satisfying: for any R-module N and
any map f : S → N , there exists a unique R-module homomorphism f˜ : M → N such that
f˜ ◦ ι = f .
Theorem 3.3.23. [13, p. 181] Let M be an R-module. Then the following statements are
equivalent.
(1) M is isomorphic to direct sum of copies of R.
(2) M has a basis.
(3) M is a free R-module.
Proof. The proof of this equivalent statements follows the same argument given in the sketch
of the proof of Theorem 2.1 (chapter 5) in [13].
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(1) ⇒ (2) Let N be a direct sum copies of R. Then from Example 3.3.21(2), the set
SN = {(δij)j∈I}i∈I is a basis for R-module N . Suppose M is isomorphic to N , and
let φ : N → M be a bijective R-module homomorphism. We claim that the set
SM =
{
φ
(
(δij)j∈I
)}
i∈I is a basis for M . This is verified as follows. Let m ∈ M be
arbitrarily chosen. Since φ is bijective, its inverse φ−1 exists, and so φ−1(m) belongs
to N . Since the set SN is a basis of N , by Proposition 3.3.18, φ
−1(m) can be written
uniquely as finite R-linear combination of elements in SN . In other words, for some
finite subset I ′ ⊆ I,
φ−1(m) =
∑
i∈I′
ri (δij)j∈I .
Therefore, since φ is an R-module homomorphism, we obtain
m = φ
(
φ−1(m)
)
= φ
(∑
i∈I′
ri (δij)j∈I
)
=
∑
i∈I′
ri φ
(
(δij)j∈I
)
,
i.e. the element m ∈ M is written uniquely as finite R-linear combination of elements
in SM , as expected.
(2) ⇒ (3) SupposeM has a basis, and let S ⊆M be this basis. Furthermore, let ι : S ↪→M
be an inclusion map. If m ∈ M is arbitrarily chosen, then m can be written uniquely
as finite R-linear combination of elements in S. Consequently, for any R-module N
and any map f : S → N , let f˜ : M → N be a mapping defined by
f˜(m) =
k∑
i=1
rif(si),
where m =
∑k
i=1 risi for r1, . . . , rk ∈ R and s1, . . . , sk ∈ S. We thus claim here that f˜
is the unique R-module homomorphism with f˜ ◦ ι = f. This claim is verified as follows:
Let m,m′ ∈ M and r ∈ R be arbitrarily chosen. Then both m and m′ can be written
uniquely as m =
∑p
i=1 risi (for r1, . . . , rp ∈ R and s1, . . . , sp ∈ S), and m′ =
∑q
i=1 r
′
is
′
i
(for r′1, . . . , r
′
q ∈ R and s′1, . . . , s′q ∈ S). Therefore,
f˜(rm+m′) = f˜
(
r
(
p∑
i=1
risi
)
+
(
q∑
i=1
r′is
′
i
))
= f˜
(
p∑
i=1
(rri)si +
q∑
i=1
r′is
′
i
)
=
p∑
i=1
(rri)f(si) +
q∑
i=1
r′if(s
′
i) = r
(
p∑
i=1
rif(si)
)
+
(
q∑
i=1
r′if(s
′
i)
)
= rf˜(m) + f˜(m′).
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In addition, every s ∈ S can be written as s = 1s, and also for every s ∈ S, ι(s) = s
since ι is an inclusion map. Consequently, for every s ∈ S, we obtain
(f˜ ◦ ι)(s) = f˜(ι(s)) = f˜(s) = f˜(1s) = 1f(s) = f(s),
i.e. f˜ ◦ ι = f . Lastly, it will be shown that f˜ is unique. To this end, let g˜ : M → N
be another R-module homomorphism satisfying g˜ ◦ ι = f . Thus, for every s ∈ S,
(f˜ ◦ ι)(s) = f(s) = (g˜ ◦ ι)(s), i.e. f˜(ι(s)) = g˜(ι(s)), i.e. f˜(s) = g˜(s). Since g˜ is an
R-module homomorphism, we obtain the following: for any m =
∑k
i=1 risi ∈M ,
g˜(m) = g˜
(
k∑
i=1
risi
)
=
k∑
i=1
rig˜(si) =
k∑
i=1
rif˜(si) =
k∑
i=1
rif˜
(
ι(si)
)
=
k∑
i=1
ri
(
f˜ ◦ ι)(si) = k∑
i=1
rif(si) = f˜(m).
(3) ⇒ (1) Suppose (M, ι) is a free R-module, where ι is a mapping from an arbitrary set
S = {si : i ∈ I} to an R-module M and ι(S) generates M . Let N = ⊕i∈IR be copies
of R (the number of R being the number of elements in S). Define an injection map
f : S → N, si 7→ (δij)j∈I ,
from set S into R-module N , where T = {(δij)j∈I : i ∈ I} is a basis for N . Suppose
f˜ : M → N is an R-module homomorphism such that f˜ ◦ ι = f . Then we will show
that f˜ is in fact an isomorphism. But before then, it is important to note that if
f˜ : M → N is an R-module homomorphism with f˜ ◦ ι = f , then ι(S) ⊆ M is an
R-linearly independent set. In fact, for any distinct elements ι(s1), . . . , ι(sk) ∈ ι(S)
and elements r1, . . . , rk ∈ R, if
∑k
i=1 ri ι(si) = 0M , then by the definition of R-module
homomorphism, we obtain the following:
f˜
(
k∑
i=1
ri ι(si)
)
= f˜(0M) = 0N =⇒
k∑
i=1
ri f˜
(
ι(si)
)
= 0N =⇒
k∑
i=1
ri f(si) = 0N
=⇒
k∑
i=1
ri (δij)j∈I = 0N =⇒ r1 = · · · = rk = 0,
since T ⊆ N is an R-linearly independent set. Hence, by Proposition 3.3.18, the set
ι(S) ⊆M is a basis for M , and its cardinality equals to cardinality of the basis T of N .
Consequently, every m ∈ M can be written uniquely as finite R-linear combination of
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elements in ι(S), i.e. m =
∑k
i=1 ri ι(si), for ι(s1), . . . , ι(sk) ∈ ι(S) and r1, . . . , rk ∈ R,
implying
f˜(m) = f˜
(
k∑
i=1
ri ι(si)
)
=
k∑
i=1
ri f˜
(
ι(si)
)
=
k∑
i=1
ri f(si) =
k∑
i=1
ri (δij)j∈I .
It will now be shown that f˜ is bijective. Every element (ai)i∈I in N can be written
uniquely as finite R-linear combination of elements in T = {(δij)j∈I : i ∈ I} ⊆ N , i.e.
(ai)i∈I =
∑k
i=1 r
′
i (δij)j∈I , for (δ1j)j∈I , . . . , (δkj)j∈I ∈ T and r′1, . . . , r′k ∈ R, and so for
this unique r′1, . . . , r
′
k ∈ R, the element
∑k
i=1 r
′
i ι(si) belongs to M with
f˜
(
k∑
i=1
r′i ι(si)
)
=
k∑
i=1
r′i (δij)j∈I = (ai)i∈I ,
i.e. f˜ is surjective. Furthermore, f˜ is injective since ker(f˜) = {0M}. In fact,
ker(f˜) = {m ∈M : f˜(m) = (0)i∈I = 0N}
=
{
m =
k∑
i=1
ri ι(si) : f˜
(
k∑
i=1
ri ι(si)
)
= 0N
}
=
{
m =
k∑
i=1
ri ι(si) :
k∑
i=1
ri(δij)j∈I = 0N
}
=
{
m =
k∑
i=1
ri ι(si) : r1 = · · · = rk = 0
}
= {0M}.
This completes the proof.
Definition 3.3.24. [13, p. 185] A ring R has invariant basis number (IBN) if for all
positive integers k and l, Rk isomorphic to Rl (as left R-modules) implies that k = l.
Remark 3.3.25. In respect to the above definition, if R is a ring that satisfies the IBN
property, and M is a free R-module with basis B, then, from Theorem 3.3.23, M is isomorphic
to direct sum of copies of R, precisely |B| copies of R, denoted R|B|, where |B| is the
cardinality of B. Similarly, if M has another basis, say B′, then M is isomorphic to R|B
′|.
Together, we obtain R|B| ∼= M ∼= R|B′|, implying |B| = |B′|, since R satisfies the IBN
property. In other words, if a ring R satisfies the IBN property, then any two bases of any
free R-module M must have the same cardinality. On the other hand, let M be a free R-
module having the property that if B and B′ are any two bases of M , then B and B′ have the
same cardinality. For any positive integers k and l, suppose φ : Rk → Rl is an isomorphism
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of (free) R-modules. Let B and B′ be standard bases for Rk and Rl respectively. The set
φ(B) = {φ(b) : b ∈ B} is also a basis for Rl since φ is an isomorphism. Hence, by our
hypothesis, both B′ and φ(B) have the same cardinality, i.e. l = |B′| = |φ(B)| = k, i.e.
l = k. In other words, if R satisfies the condition that for every free R-module M , any two
bases of M have the same cardinality, then R satisfies the IBN property.
Considering the definition of IBN, a good question to ask is whether the polynomial ring
F[x1, . . . , xn] satisfies the IBN property? It turns out that the polynomial ring F[x1, . . . , xn]
actually satisfies the IBN property, reason being that it is a commutative ring with 1 6= 0.
That every nonzero commutative ring satisfies the IBN property will be proven in a moment.
But before considering the proof, it is important to note that every field satisfies the IBN
property; reason being that any F-module is a vector space over the field F, and so any two
bases for this vector space over the field F will have same cardinality. This fact (that every
field satisfies the IBN property) and the Krull’s theorem (stated below without proof) help
in proving that every nonzero commutative ring does satisfy the IBN property.
Theorem 3.3.26. (Krull’s theorem) Every nonzero ring (with identity) has at least one
maximal ideal.
Remark 3.3.27. Krull’s theorem was originally proven by Krull in 1929 [17]. Krull’s proof
was later simplified by Zorn in the paper which introduced what is now known as Zorn’s
Lemma [21]; Application I in this paper is a much shorter proof of Krull’s theorem than was
given by Krull in his original paper. The proof of Krull’s theorem uses Zorn’s lemma. In
fact, the two statements are equivalent, as first shown by Hodges [11]. Banaschewski [2] later
gave a new proof that Zorn’s lemma follows from Krull’s theorem. Further historical details
are given by Campbell [5] and Erne´ [9].
The following result shows that every nonzero commutative ring satisfies the IBN property.
The proof provided here is the same as the proof in [19] (Proposition 7.50), though the author
left some facts as exercise. These facts are proven here, which makes the proof more complete.
Corollary 3.3.28. If R is a nonzero commutative ring, then R satisfies the IBN property.
Proof. Let R be a nonzero commutative ring. By Remark 3.3.25, in order to show that
R satisfies the IBN property, it suffices to prove that for any free R-module M with bases
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B and B′, B and B′ have the same cardinality. To this end, let M be a free R-module
with basis B. By Krull’s theorem, R has a maximal ideal, say I, implying R/I is a field.
From Example 3.3.4, IM is a submodule of M . We thus claim that the quotient group
M/IM is an R/I-module, and hence a vector space over R/I (R/I being a field) with a basis
F = {b + IM : b ∈ B}. In fact, M/IM is an abelian group (since M is abelian), and if
we define a (left) action of R/I on M/IM by (r + I)(m + IM) = rm + IM , for all m ∈ M
and r ∈ R, then, in addition, M/IM satisfies axioms (1) to (4) of Definition 3.3.1. Hence,
M/IM is a vector space over the field R/I. It will now be shown that the set F is indeed
a basis for M/IM , by showing that F is an R/I-linearly independent set, and in addition
generates M/IM as a vector space over the field R/I. First, every element in M/IM is of
the form m + IM , where m belongs to M . Since B is a basis for M as an R-modules, it
implies m =
∑k
i=1 ribi for some r1, . . . , rk ∈ R and b1, . . . , bk ∈ B. Thus,
m+ IM =
(
k∑
i=1
ribi
)
+ IM =
k∑
i=1
(ribi + IM) =
k∑
i=1
[(ri + I) (bi + IM)] ,
i.e. the set F = {b+ IM : b ∈ B} generatesM/IM as a vector space over the field R/I. Next,
suppose for distinct elements b1+IM, . . . , bk+IM ∈ F and elements r1+I, . . . , rk+I ∈ R/I,
the equation
∑k
i=1 [(ri + I)(bi + IM)] = IM = 0 + IM holds. Then(
k∑
i=1
ribi
)
+ IM = 0 + IM =⇒
k∑
i=1
ribi ∈ IM =⇒ r1, . . . , rk ∈ I,
i.e. the equation
∑k
i=1 [(ri + I)(bi + IM)] = IM has only trivial solution r1 + I = · · · =
rk + I = 0 + I = I, i.e. the set F is an R/I-linearly independent set. Therefore, F is a basis
for vector space M/IM over the field R/I. Similarly, if B′ is another basis of free R-module
M , then the set F ′ = {b′ + IM : b′ ∈ B′} is a basis for the vector space M/IM over the
field R/I. R/I being a field implies it satisfies the IBN property, and consequently, the two
bases F and F ′ of the vector space M/IM over the field R/I must have same cardinality.
But the cardinality of F is just the same as cardinality of B, and also the cardinality of F ′
is just the same as cardinality of B′. Therefore, |B| = |B′|, as expected.
Example 3.3.29. In this example, a ring that does not satisfy the IBN property is given.
Let N be the set of natural numbers, and R be an arbitrary ring. Also, let CFMN(R) be the
set of all (infinite) matrices over R, whose entries are indexed by N×N, and whose columns
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contain finitely many nonzero entries [6]. Define addition and multiplication on CFMN(R)
by:
(A+B)ij = aij + bij, (AB)ij =
∑
k∈N
aik bkj,
for all matrices A = (aij) and B = (bij) in CFMN(R). With these definitions, CFMN(R)
becomes a (noncommutative) ring. Let f : CFMN(R) → CFMN(R) be a map that takes
any infinite matrix A as an input, and output an infinite matrix B whose columns are the
odd-numbered columns of the infinite matrix A. Similarly, let g : CFMN(R)→ CFMN(R) be
a map that takes any infinite matrix A as an input, and output an infinite matrix B whose
columns are the even-numbered columns of the infinite matrix A. Both maps f and g are
left CFMN(R)-module isomorphisms. Therefore, the map
φ : CFMN(R)→ CFMN(R)2
defined by
φ(A) =
(
f(A), g(A)
)
,
is a left CFMN(R)-module isomorphism. In other words,
CFMN(R) ∼= CFMN(R)2
i.e. CFMN(R)1 is isomorphic to CFMN(R)2 as left CFMN(R)-modules, but obviously 1 6= 2
as (positive) integers. Hence, the ring CFMN(R) does not satisfy the invariant basis number
(IBN) property.
Definition 3.3.30. Let A be an m× n matrix over the polynomial ring R. The submodule
of Rn generated by the m rows of A is called the row module of A, denoted rowmod(A).
It is the analogue of the row space of a matrix over a field.
Let R = F[x1, . . . , xk], where F is a field, be the ring of polynomials in k indeterminates.
As a result of Corollary 3.3.28, every free R-module has a well-defined rank (or dimension),
where rank is defined to be the cardinality of any (module) basis of the free R-module.
This shows that the R-module N considered in Example 3.3.21 (2) is indeed not finitely
generated. But what can be said about rank of an arbitrary finitely generated submodule
of a free module? As said earlier, of much interest to us is computing rank (if possible) of
an arbitrary m × n matrix over the polynomial ring R. If A is an m × n matrix over the
polynomial ring R, then rowmod(A) is finitely generated. So we wish to know the rank (if
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possible) of rowmod(A) as a finitely generated submodule of the free R-module Rn. It is
important to note that not every submodule of Rn is a free R-module. An example is given
below to support this claim.
Example 3.3.31. Let R = F[x1, . . . , xk], where k ≥ 2 and F is a field, and let
A =

x1
...
xk

be a k×1 matrix over the polynomial ring R. Here, rowmod (A) is a finitely generated (since
m = k) submodule of free R-module Rn, where n = 1. Since n = 1, submodules of Rn = R
are just ideals in R. In other words, rowmod (A) is just an ideal of R generated by finite set
{x1, . . . , xk}. First, the set {x1, . . . , xk} is not a basis for rowmod(A) since it is an R-linearly
dependent set. In fact, the relation (−xi) · xj + xj · xi = 0, where · denotes the left action
of R on rowmod (A), holds for any xi and xj, 1 ≤ i, j ≤ k, and none of −xi and xj is zero
in R, showing that any subset {xi, xj}i 6=j ⊆ {x1, . . . , xk} is truly not R-linearly independent.
Consequently, the set {x1, . . . , xk} itself is not R-linearly independent, by Remark 3.3.19.
Next, no two elements of rowmod (A) are R-linearly independent. This is true since for
any elements f and g in rowmod (A) (in fact, for any elements f and g in R), the relation
(−g)f+fg = 0 always holds, implying by Remark 3.3.19 that every set containing more than
1 element of rowmod (A) is R-linearly dependent. Lastly, it will be shown that rowmod (A)
is not principal. Suppose by contradiction, rowmod (A) is principal. Then there exists an
element f ∈ rowmod (A) such that rowmod (A) = Rf = {rf : r ∈ R}. This implies that all
x1, . . . , xk belong to Rf . For a fixed i, 1 ≤ i ≤ k, that xi is in Rf implies that xi = rf for
some r ∈ R, which further implies that either f = cxi for some nonzero c ∈ F or f is just a
nonzero constant in F. However, since elements in rowmod (A) are polynomials in x1, . . . , xk
with zero constant term, it implies that f = cxi for some nonzero c ∈ F. Consequently,
any xj, 1 ≤ j 6= i ≤ k (i.e. any xj different from xi) does not belong to Rf , since there
exists no r ∈ R such that xj = rf = crxi for all c ∈ F. This is a contradiction since xj
actually belongs to rowmod (A). This shows that no singleton subset (different from {0}) of
rowmod (A) generates rowmod (A), though every singleton nonzero subset of rowmod (A) is
R-linearly independent (since R is an integral domain). Therefore, rowmod (A) is not a free
R-module.
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Now, let R = F[x1, . . . , xk], where F is a field. Then we claim that not every submodule
of the free R-module Rn is a free R-module. Suppose p ≤ n. Let S be the subset of Rn
containing elements of the form (r1, . . . , rp, 0, . . . , 0), where the first p components are any
elements in R and the last n− p elements are zero. The set S is a submodule of Rn, and it is
a free R-module generated by {e1, . . . , ep}, where ei (1 ≤ i ≤ p) is an element in Rn with 1 at
the i-th position and 0 elsewhere. Furthermore, Rp is isomorphic to S ⊆ Rn (as R-modules)
by the map
(r1, . . . , rp)↔ (r1, . . . , rp, 0, . . . , 0).
In particular, setting p to be 1, then free R-module Rp = R is isomorphic to some free R-
module S ⊆ Rn. Due to this just mentioned isomorphism and Example 3.3.31, there exists a
submodule, say T , of the free R-module S that is not a free R-module. Since the submodule
T of the free R-module S is also a submodule of the free R-module Rn, we conclude that not
every submodule of the free R-module Rn is a free R-module.
Example 3.3.32. Let R = F[x, y], where F is a field. Considering the same matrix in the
last example above, it will be shown that the submodule rowmod (A) of free R-module R is
not a direct summand of R. In other words, rowmod (A) has no complementary submodule.
Suppose rowmod (A) has a complementary submodule, say submodule S ⊆ R. Then, by
definition, R is isomorphic to rowmod (A) ⊕ S, as R-modules. Restricting to F the action
of R = F[x, y] on these R-modules, then these R-modules can be regarded as vector spaces
over the field F, and consequently, R is now isomorphic to rowmod (A)⊕ S, as vector spaces
over F, implying R/rowmod (A) ∼= S, as vector spaces over the field F. Elements in the
F-vector space R/rowmod (A) are of the form f + rowmod (A), where f is any polynomial in
R with nonzero constant term, thereby making the singleton set {1 + rowmod (A)} a basis
for R/rowmod (A), i.e. R/rowmod (A) is a 1-dimensional vector space over the field F. As a
result of this, S is a 1-dimensional vector space over the field F, since R/rowmod (A) ∼= S.
One possibility of S is F, and in general, S could be Ff = {cf : c ∈ F}, where f is any
polynomial in R with nonzero constant term. Therefore, substituting F for S in the R-module
isomorphism R ∼= rowmod (A) ⊕ S, we obtain R ∼= rowmod (A) ⊕ F, as R-modules. This is
a contradiction, since F is not an R-module, as it is not closed under the action of R. In
general, the F-vector space Ff , where f is any polynomial in R, is not an R-module, reason
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being that not every polynomial in R is a scalar multiple of f . Hence, rowmod (A) has no
complementary submodule, and so it is not a direct summand of free R-module R.
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Chapter 4
Analogue of Smith normal form for
polynomial matrix
Let F be a field. For the ring of polynomials F[x] in one indeterminate x, the concept of
Smith Normal Form (SNF) does make sense, since F[x] is a Euclidean domain, and hence,
a PID. However, when there is more than one indeterminate, the concept of SNF becomes
undefined. In a case whereby an arbitrary matrix over the polynomial ring F[x1, . . . , xk],
k ≥ 2 contains sufficiently many nonzero scalars (elements in F), an analogue of the SNF,
called Partial Smith Form (PSF) [3], can be applied to such matrix. The resulting
matrix gives some information on how the rank of the matrix depends on the values of
the indeterminates. In this chapter, the theory of Smith normal form of matrices over the
polynomial ring in one indeterminate over the field F, will be discussed. This theory will
later be extended to partial Smith normal form of matrices (with many nonzero scalars as
entries) in two or more indeterminates over the field F. The major references for this chapter
are [3] and [18].
4.1 Smith normal form of a matrix over F[x]
In this section, we give a brief summary of the theory of Smith normal form of matrices over
the ring of polynomials in one indeterminate with coefficients in a field.
Definition 4.1.1. Let S = (sij) be an m× n matrix over F[x] satisfying:
(1) S is a diagonal matrix, i.e. sij = 0 for all i 6= j,
(2) there exists a non-negative integer r ≤ min{m,n} such that sii is monic for 1 ≤ i ≤ r,
and sii = 0 for r + 1 ≤ i ≤ min{m,n},
(3) setting fi = sii for 1 ≤ i ≤ r, then fi | fi+1 (fi+1 is divisible by fi) for 1 ≤ i ≤ r − 1.
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Then the matrix
S =

f1 0 · · · 0 0 · · · 0
0 f2 · · · 0 0 · · · 0
...
...
. . .
...
...
. . .
...
0 0 · · · fr 0 · · · 0
0 0 · · · 0 0 · · · 0
...
...
. . .
...
...
. . .
...
0 0 · · · 0 0 · · · 0

is said to be in Smith normal form (abbreviated SNF).
The following result helps in proving the existence of the Smith normal form of an arbi-
trary matrix over F[x].
Lemma 4.1.2. Let A = (aij) be a 2×2 diagonal matrix over F[x] with at least one nonzero en-
try, and d be the greatest common divisor of the diagonal entries of A (i.e. d = gcd(a11, a22)).
Then there exist 2× 2 invertible matrices U and V over F[x] and an element d′ ∈ F[x] such
that
UAV =
d 0
0 d′
,
and d divides d′.
Proof. Let
A =
a11 0
0 a22

be a 2×2 diagonal matrix over F[x] with at least one nonzero entry. If a22 = 0, then d = a11,
U = V = I2, and d
′ = 0. But if a11 = 0, then d = a22,
U = V =
0 1
1 0
 ,
and d′ = 0. Now, suppose a11 and a22 are both nonzero and monic. Since F[x] is a PID, we
obtain 〈a11, a22〉 = 〈d〉 by Theorem 2.1.6, where d is the greatest common divisor of the set
{a11, a22} ⊆ F[x]. In other words, d belongs to 〈a11, a22〉, and so there exists f and g in F[x]
such that d = fa11 + ga22. Consequently, we obtain the following:
A =
a11 0
0 a22
 V1=
1 f
0 1

−−−−−−−−−→
AV1=A1
A1 =
a11 fa11
0 a22
 U1=
1 g
0 1

−−−−−−−−−→
U1A1=A2
A2 =
a11 d = fa11 + ga22
0 a22

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A2 =
a11 d
0 a22
 V2=
0 1
1 0

−−−−−−−−−→
A2V2=A3
A3 =
 d a11
a22 0
 V3=
1 −a11d
0 1

−−−−−−−−−→
A3V3=A4
A4 =
 d 0
a22 −a11a22d

A4 =
 d 0
a22 −a11a22d
 U2=
 1 0
−a22d 1

−−−−−−−−−→
U2A4=A5
A5 =
d 0
0 −a11a22
d
 U3=
1 0
0 −1

−−−−−−−−−−→
U3A5=A6
A6 =
d 0
0 a11a22
d

Setting
U := U3U2U1 =
 1 g
a22
d
a22
d
g−1
, V := V1V2V3 =
f 1−a11d f
1 −a11
d
,
then
UAV =
d 0
0 d′
,
where d′ = a11a22
d
, and indeed d divides d′.
Combining Lemma 2.2.3, Remark 2.2.4, and Lemma 4.1.2, we give a proof for the existence
of Smith normal form for an arbitrary matrix over F[x].
Theorem 4.1.3. Let A be an m× n matrix over F[x]. Then there exists an m× n matrix S
over F[x] in Smith normal form such that UAV = S, for some m ×m invertible matrix U
over F[x] and some n × n invertible matrix V over F[x] (U is a product of elementary row
operation matrices over F[x] and V is a product of elementary column operation matrices
over F[x]).
Proof. The proof of this result is constructed based on Theorem 1.11 (existence of the SNF
over the ring of integers, Z) in [18]; there the author stated existence of the SNF over F[x]
as Theorem 4.16, and then left the proof as an exercise, since it is similar to the proof of the
existence of the SNF over the ring of integers, Z. We proceed by induction on k = min{m,n}.
To this end, let T (k) (where k = min{m,n}) be the statement that for every m×n matrix A
over F[x], there exists an m×n matrix S over F[x] in Smith normal form such that UAV = S,
for some m×m invertible matrix U over F[x], and for some n× n invertible matrix V over
F[x]. For k = 1, i.e. min{m,n} = 1, assume that m = 1, and let
A =
[
a11 a12 · · · a1n
]
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be a 1 × n (nonzero) matrix over F[x]. By Remark 2.2.4, if d = gcd(A), where d is monic,
then there exist an n× n invertible matrix V over F[x] such that
AV =
[
d 0 · · · 0
]
.
Setting U = I1 (the 1 × 1 identity matrix), then the matrix UAV = S obviously satisfies
Definition 4.1.1. Hence, T (1) is true. Now, suppose that T (k−1) is true for k = min{m,n} ≥
2. Let
A =

a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
am1 am2 · · · amn

be an m× n matrix over F[x]. By Lemma 2.2.3 and Remark 2.2.4, if
d = gcd
({ai1 : 1 ≤ i ≤ m} , {a1j : 1 ≤ j ≤ n}),
where d is monic, then there exist invertible matrices U1 and V1 over F[x] such that
U1AV1 = A1 =

d 0 · · · 0
0 ∗ · · · ∗
...
...
. . .
...
0 ∗ · · · ∗
 =

d 0 · · · 0
0
...
0
B
.
The submatrix B of matrix A1 is an (m−1)×(n−1) matrix over F[x] and so by the induction
hypothesis (since min{m−1, n−1} = min{m,n}−1 = k−1), there exists an (m−1)×(n−1)
matrix S ′ over F[x] in Smith normal form such that WBW ′ = S ′, for some (m−1)× (m−1)
invertible matrix W over F[x], and also for some (n− 1)× (n− 1) invertible matrix W ′ over
F[x]. That S ′ is in Smith normal form implies S ′ satisfies properties (1) - (3) of Definition
4.1.1. Setting
U2 :=

1 0 · · · 0
0
...
0
W
, and V2 :=

1 0 · · · 0
0
...
0
W ′
,
then the matrix
A2 = U2A1V2 =

d 0 · · · 0
0
...
0
S ′

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obviously satisfies properties (1) and (2) of Definition 4.1.1. It is only left to ensure that
property (3) is satisfied. To this end, let
A2 =

d 0 0 · · · 0 0 · · · 0
0 s′1 0 · · · 0 0 · · · 0
0 0 s′2 · · · 0 0 · · · 0
...
...
...
. . .
...
...
. . .
...
0 0 0 · · · s′r−1 0 · · · 0
0 0 0 · · · 0 0 · · · 0
...
...
...
. . .
...
...
. . .
...
0 0 0 · · · 0 0 · · · 0

,
where s′1, s
′
2, . . . , s
′
r−1 are nonzero (monic) diagonal entries of matrix S
′. If d | s′1, then the
diagonal entries of A2 will satisfy property (3) of Definition 4.1.1, and so the proof is complete.
Otherwise, by Lemma 4.1.2, there exists 2 × 2 invertible matrices T and T ′ over F[x] and
element s′′1 ∈ F[x] such that f1 = gcd(d, s′1) divides s′′1 (f1 being monic), and
U3A2V3 = A3 =

f1 0 0 · · · 0 0 · · · 0
0 s′′1 0 · · · 0 0 · · · 0
0 0 s′2 · · · 0 0 · · · 0
...
...
...
. . .
...
...
. . .
...
0 0 0 · · · s′r−1 0 · · · 0
0 0 0 · · · 0 0 · · · 0
...
...
...
. . .
...
...
. . .
...
0 0 0 · · · 0 0 · · · 0

, where U3 =
 T 0
0 Im−2
, and V3 =
 T ′ 0
0 In−2
.
Rewriting matrix A3 to be of the form
A3 =

f1 0 · · · 0
0
...
0
B′
,
the submatrix B′ of matrix A3, with nonzero diagonal entries s′′1, s
′
2, . . . , s
′
r−1, is an (m−1)×
(n−1) matrix over F[x] and so by the induction hypothesis, there exists an (m−1)× (n−1)
matrix S ′′ over F[x] in Smith normal form such that PB′Q = S ′′, for some (m− 1)× (m− 1)
invertible matrix P over F[x], and some (n − 1) × (n − 1) invertible matrix Q over F[x].
Setting
U4 :=

1 0 · · · 0
0
...
0
P
, and V4 :=

1 0 · · · 0
0
...
0
Q
,
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then we claim that the matrix
U4A3V4 = S =

f1 0 0 · · · 0 0 · · · 0
0 f2 0 · · · 0 0 · · · 0
0 0 f3 · · · 0 0 · · · 0
...
...
...
. . .
...
...
. . .
...
0 0 0 · · · fr 0 · · · 0
0 0 0 · · · 0 0 · · · 0
...
...
...
. . .
...
...
. . .
...
0 0 0 · · · 0 0 · · · 0

,
where f2, f3, . . . , fr are nonzero (monic) diagonal entries of matrix S
′′, is in Smith normal
form. The matrix S obviously satisfies properties (1) and (2) of Definition 4.1.1. It is now left
to verify that matrix S satisfies property (3). Since the submatrix S ′ of matrix A2 is in Smith
normal form, it implies by property (3) of Definition 4.1.1 that s′i | s′i+1 for 1 ≤ i < (r − 1).
Furthermore, since f1 = gcd(d, s
′
1), it implies f1 | s′1, which further implies f1 | s′2 since s′1 | s′2.
More generally, f1 | s′i for all i = 1, . . . , r − 1, since s′i | s′i+1 for 1 ≤ i < (r − 1). Therefore,
the nonzero diagonal entries s′′1, s
′
2, . . . , s
′
r−1 of the submatrix B
′ of matrix A3 are all divisible
by f1, and consequently, the nonzero diagonal entries f2, f3, . . . , fr of the submatrix S
′′ of
matrix S are all divisible by f1. In fact, since S
′′ = PB′Q is a diagonal matrix, if P = (pij),
Q = (qij), S
′′ = (s′′ij), and B
′ = (b′ij), then
s′′ii =
m−1∑
k=1
n−1∑
l=1
pik b
′
kl qli =
min{m−1,n−1}∑
k=1
pik b
′
kk qki ,
by matrix multiplication. Since f1 | b′kk (i.e. b′kk = f1ckk for some ckk ∈ F[x]) for 1 ≤ k ≤
(r − 1), and s′′ii = fi+1 for 1 ≤ i ≤ (r − 1), we finally obtain
f
i+1
=
r−1∑
k=1
pik b
′
kk qki =
r−1∑
k=1
pik f1ckk qki = f1
r−1∑
k=1
pik ckk qki, 1 ≤ i ≤ (r − 1),
showing indeed that f1 is a divisor of all nonzero diagonal entries f2, f3, . . . , fr of
the submatrix S ′′ of matrix S. In particular, f1 divides f2. Therefore, the matrix S is
indeed in Smith normal form. Taking matrix U as the product of (invertible) matrices U4,
U3, U2 and U1, i.e. U = U4U3U2U1, and matrix V as the product of (invertible) matrices V1,
V2, V3 and V4, i.e. V = V1V2V3V4, then UAV = S.
The matrix S in the Theorem 4.1.3 is in fact unique, and in order to prove this uniqueness,
we will first consider some necessary definitions and results. From Theorem 2.1.6 in Chapter 1
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of this thesis, we know that if R is a principal ideal domain and S is a subset of R, containing
at least one nonzero element, then d = gcd(S) if and only if 〈d〉 = 〈S〉. This fact gives rise
to the following definition.
Definition 4.1.4. [1, p. 205] Let A be an m × n matrix over F[x], and dk(A) (1 ≤ k ≤
min{m,n}) be the greatest common divisor (GCD) of Mk(A), the set of all k × k minors of
A, i.e. dk(A) = gcd
(
Mk(A)
)
. Then
DIk(A) =
〈
Mk(A)
〉
=
〈
dk(A)
〉 ⊆ F[x],
where DIk(A) is the k-th determinantal ideal of A. A generator of DIk(A) is called the k-th
determinantal divisor of A.
Corollary 4.1.5. Let A be an m × n matrix over F[x], and S = (sij) be a Smith normal
form of A with nonzero (monic) diagonal entries sii = fi where 1 ≤ i ≤ r, for some r =
1, . . . ,min{m,n}. Then
f1 = d1(A), f2 =
d2(A)
d1(A)
, · · · , fr = dr(A)
dr−1(A)
.
Proof. Suppose S is a Smith normal form of A. Then by Theorem 4.1.3, there exist m×m
invertible matrix U over F[x] and n × n invertible matrix V over F[x] such that UAV = S.
Both U and V are products of elementary operation matrices over F[x], and so from Remark
3.2.15, DIk(A) = DIk(UAV ) = DIk(S), for k = 1, . . . ,min{m,n}. The ideals DIk(A) ⊆
F[x] and DIk(S) ⊆ F[x] are principal ideals, since F[x] is a PID. Hence, by the equality
DIk(A) = DIk(S), the (monic) generator dk(A) of DIk(A) equals the (monic) generator
dk(S) of DIk(S), i.e. dk(A) = dk(S), for 1 ≤ k ≤ min{m,n}. Now, suppose f1, f2, . . . , fr are
nonzero (monic) diagonal entries of S, where 1 ≤ r ≤ min{m,n}. Then dk(S) = f1 · · · fk, for
1 ≤ k ≤ r, implying dk(A) = f1 · · · fk, for 1 ≤ k ≤ r. Therefore, we obtain
f1 = d1(A), f2 =
d2(A)
d1(A)
, · · · , fr = dr(A)
dr−1(A)
.
This completes the proof.
Definition 4.1.6. Let A be an m × n matrix over F[x], and S = (sij) be a Smith normal
form of A with nonzero (monic) diagonal entries sii = fi where 1 ≤ i ≤ r, for some r =
1, . . . ,min{m,n}. Each diagonal entry fi, obtained in Corollary 4.1.5, is called the i-th
invariant factor of A, for 1 ≤ i ≤ r.
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Theorem 4.1.7. [12, p. 260] Let A be a nonzero m× n matrix over F[x], and S be a Smith
normal form of A. Then S is unique.
Proof. A very short version of the proof of this result is given in [12] (Corollary, p. 260),
however; a very concise proof is given here. Let m × n matrices S = (sij) and T = (tij) be
Smith normal form of matrix A, with (monic) nonzero diagonal entries sii = fi (1 ≤ i ≤ r)
and tii = gi (1 ≤ i ≤ r′), respectively, where 1 ≤ r, r′ ≤ min{m,n}. From Corollary 4.1.5,
we obtain
f1 = d1(A), f2 =
d2(A)
d1(A)
, · · · , fr = dr(A)
dr−1(A)
,
and
g1 = d1(A), g2 =
d2(A)
d1(A)
, · · · , gr′ = dr′(A)
dr′−1(A)
.
From Theorem 4.1.3, since S and T are Smith normal forms of A, there exist m×m invertible
matrices U and P , and n×n invertible matrices V and Q, such that UAV = S and PAQ = T .
From Lemma 3.2.16, since matrices U , V , P and Q are products of elementary matrices, we
obtain
D-rank(S) = D-rank(UAV ) = D-rank(A) = D-rank(PAQ) = D-rank(T ).
Since S is a diagonal matrix with nonzero (monic) diagonal entries f1, f2, . . . , fr, it implies r
is the largest positive integer less than or equal to min{m,n} such that there is a nonzero r×r
minor of S, i.e. the determinantal rank of S is D-rank(S) = r. Similarly, D-rank(T ) = r′.
Therefore,
r = D-rank(S) = D-rank(A) = D-rank(T ) = r′,
i.e. r = r′ = D-rank(A). Hence, the uniqueness.
Definition 4.1.8. Let A be an m × n matrix over F[x]. The m × n matrix S over F[x] in
the Theorem 4.1.3 is called the Smith normal form of A.
Example 4.1.9. Let
A = (aij) =

x+1 0 0
0 (x+1)2(x+2) 0
0 0 (x+1)2(x+3)

be a 3× 3 matrix over Q[x], where Q is the field of rational numbers. The matrix A satisfies
all properties of Definition 4.1.1, except for the divisibility property. Though a11 divides a22,
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a22 does not divide a33; thus a need for Lemma 4.1.2 to be applied to the submatrix
B =
(x+1)2(x+2) 0
0 (x+1)2(x+3)

of A. On application of this lemma on matrix B, we obtain(x+1)2 0
0 (x+1)2(x+2)(x+3)
 ,
and so the matrix
S =

x+1 0 0
0 (x+1)2 0
0 0 (x+1)2(x+2)(x+3)
,
becomes the SNF of A. In the following, we make it more explicit how to obtain the SNF S
of A, by repeated application of the division algorithm to arrive at the desired matrix S.
A =

x+1 0 0
0 (x+1)2(x+2) 0
0 0 (x+1)2(x+3)

U1=

1 0 0
0 1 1
0 0 1

−−−−−−−−−→
U1A=A1
A1 =

x+1 0 0
0 (x+1)2(x+2) (x+1)2(x+3)
0 0 (x+1)2(x+3)

A1 =

x+1 0 0
0 (x+1)2(x+2) (x+1)2(x+3)
0 0 (x+1)2(x+3)

V1=

1 0 0
0 1 −1
0 0 1

−−−−−−−−−→
A1V1=A2
A2 =

x+1 0 0
0 (x+1)2(x+2) (x+1)2
0 0 (x+1)2(x+3)

A2 =

x+1 0 0
0 (x+1)2(x+2) (x+1)2
0 0 (x+1)2(x+3)

V2=

1 0 0
0 0 1
0 1 0

−−−−−−−−−→
A2V2=A3
A3 =

x+1 0 0
0 (x+1)2 (x+1)2(x+2)
0 (x+1)2(x+3) 0

A3 =

x+1 0 0
0 (x+1)2 (x+1)2(x+2)
0 (x+1)2(x+3) 0

V3=

1 0 0
0 1 −(x+2)
0 0 1

−−−−−−−−−→
A3V3=A4
A4 =

x+1 0 0
0 (x+1)2 0
0 (x+1)2(x+3) −(x+1)2(x+2)(x+3)

A4 =

x+1 0 0
0 (x+1)2 0
0 (x+1)2(x+3) −(x+1)2(x+2)(x+3)

U2=

1 0 0
0 1 0
0 −(x+3) 1

−−−−−−−−−→
U2A4=A5
A5 =

x+1 0 0
0 (x+1)2 0
0 0 −(x+1)2(x+2)(x+3)

A5 =

x+1 0 0
0 (x+1)2 0
0 0 −(x+1)2(x+2)(x+3)

U3=

1 0 0
0 1 0
0 0 −1

−−−−−−−→
U3A5=A6
A6 =

x+1 0 0
0 (x+1)2 0
0 0 (x+1)2(x+2)(x+3)

Setting
U := U3U2U1 =

1 0 0
0 1 1
0 x+3 x+2
, V := V1V2V3 =

1 0 0
0 −1 x+ 3
0 1 −(x+2)
,
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and
S := A6 =

x+1 0 0
0 (x+1)2 0
0 0 (x+1)2(x+2)(x+3)
,
then UAV = S. In other words, the matrix S is the Smith normal form of matrix A.
4.2 Partial Smith form of a polynomial matrix
Let A be an m× n matrix over the polynomial ring F[x1, . . . , xk], k ≥ 2. In this section, we
assume the matrix A has many nonzero scalars (nonzero elements in F) as entries. Allowing
both elementary row and column operations, any nonzero scalar entry in A can be moved
to the main diagonal, and then rescaled to become a leading 1; thereby becoming a pivot.
All entries below this pivot (the leading 1) can then be reduced to zero using elementary
row operations, and also all entries to the right of the pivot can be reduced to zero using
elementary column operations. Performing this sequence of elementary row and column
operations for each nonzero scalar entry in A, we obtain an m× n matrix
P =

1 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
0 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
∗ ∗ · · · ∗
...
...
. . .
...
∗ ∗ · · · ∗

=
 Ir Or,n−r
Om−r,r Bm−r,n−r

over F[x1, . . . , xk], where Ir is the r×r identity matrix, Bm−r,n−r is an (m−r)×(n−r) matrix
with no nonzero scalar entries, and Or,n−r and Om−r,r are r × (n − r) and (m − r) × r zero
matrices respectively. Since only elementary (row and column) operations are performed on
the matrix A in order to obtain the matrix P , there exists some m×m invertible matrix U
over F[x1, . . . , xk] and some n×n invertible matrix V over F[x1, . . . , xk] such that UAV = P .
The matrix U (resp. matrix V ) is a product of some elementary row (resp. column) operation
matrices over F[x1, . . . , xk], and hence, invertible over F[x1, . . . , xk], i.e. det(U) (resp. det(V ))
belongs to F\{0}. The primary reference in this subsection is [3] (Chapter 8, Section 4).
Definition 4.2.1. Let A be an m × n matrix over F[x1, . . . , xk], k ≥ 2. An m × n block
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diagonal matrix
P =
 Ir
Bm−r,n−r

over F[x1, . . . , xk], consisting of an r× r identity matrix Ir and a lower right block (m− r)×
(n−r) matrix Bm−r,n−r which has no nonzero scalar entries, is called a partial Smith form
of the original matrix A if P = UAV for some invertible matrices U and V .
An algorithm for computing a partial Smith form of a matrix over F[x1, . . . , xk], k ≥ 2,
will be given in Figure 4.1. This algorithm is the same as Algorithm 8.4.2.3 in [3], except
that some notations are changed.
Example 4.2.2. Let
A =

1 x1 x2 x3 x4 0 0 0 0 0 0 0 0 0
1 0 x1 0 0 x2 0 x3 x4 0 0 0 0 0
0 1 0 x1 0 0 x2 0 0 x3 0 x4 0 0
0 0 1 0 x1 0 0 x2 0 0 x3 0 x4 0
0 0 0 0 0 1 x1 0 x2 0 0 x3 0 x4
0 0 0 0 0 0 0 0 0 1 x1 x2 x3 x4

be a 6 × 14 matrix over F[x1, x2, x3, x4]. A partial Smith form of matrix A is obtained as
follows: 
1 x1 x2 x3 x4 0 0 0 0 0 0 0 0 0
1 0 x1 0 0 x2 0 x3 x4 0 0 0 0 0
0 1 0 x1 0 0 x2 0 0 x3 0 x4 0 0
0 0 1 0 x1 0 0 x2 0 0 x3 0 x4 0
0 0 0 0 0 1 x1 0 x2 0 0 x3 0 x4
0 0 0 0 0 0 0 0 0 1 x1 x2 x3 x4

−→

1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 −x1 −x2 + x1 −x3 −x4 x2 0 x3 x4 0 0 0 0 0
0 1 0 x1 0 0 x2 0 0 x3 0 x4 0 0
0 0 1 0 x1 0 0 x2 0 0 x3 0 x4 0
0 0 0 0 0 1 x1 0 x2 0 0 x3 0 x4
0 0 0 0 0 0 0 0 0 1 x1 x2 x3 x4

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Input: An m× n matrix A with entries in F[x1, . . . , xk].
Output: The quantities P , r, B where P is an m × n block diagonal matrix P =
diag(Ir, B) consisting of an identity matrix of size r and a lower right block B =
Bm−r,n−r in which no entry is a nonzero scalar.
Initialization: Set P ← A. Set l← 1.
• While p
ij
∈ F\{0} for some i, j ≥ l do:
– Find the least i ≥ l for which p
ij
∈ F\{0} for some j ≥ l.
– If i 6= l, then interchange rows i and l of P .
– Find the least j ≥ l for which p
lj
∈ F\{0}.
– If j 6= l, then interchange columns j and l of P .
– If p
ll
6= 1, then divide row l of P by p
ll
.
– For i = l + 1, . . . ,m do: subtract p
il
times row l from row i.
– For j = l + 1, . . . , n do: subtract p
lj
times column l from column j.
– Set l← l + 1.
• Set r ← l − 1
• Set B ← P (r+ 1, . . . ,m; r+ 1, . . . , n), which is the (m− r)× (n− r) submatrix of
P consisting of entries whose row indices are in {r+1, . . . ,m} and column indices
are in {r + 1, . . . , n}
• Return P, r, B.
Figure 4.1: Partial Smith form
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−→

1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 x1 0 0 x2 0 0 x3 0 x4 0 0
0 −x1 −x2+x1 −x3 −x4 x2 0 x3 x4 0 0 0 0 0
0 0 1 0 x1 0 0 x2 0 0 x3 0 x4 0
0 0 0 0 0 1 x1 0 x2 0 0 x3 0 x4
0 0 0 0 0 0 0 0 0 1 x1 x2 x3 x4

−→

1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 −x2+x1 x21−x3 −x4 x2 x1x2 x3 x4 x1x3 0 x1x4 0 0
0 0 1 0 x1 0 0 x2 0 0 x3 0 x4 0
0 0 0 0 0 1 x1 0 x2 0 0 x3 0 x4
0 0 0 0 0 0 0 0 0 1 x1 x2 x3 x4

−→

1 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0
0 0 0 x21−x3 x1x2−x21−x4 x2 x1x2 x22−x1x2+x3 x4 x1x3 x2x3−x1x3
0 0 0 0 0 1 x1 0 x2 0 0
0 0 0 0 0 0 0 0 0 1 x1
0 0 0
0 0 0
0 0 0
x1x4 x2x4−x1x4 0
x3 0 x4
x2 x3 x4

−→

1 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 x1x2−x21−x4 x21−x3 0 x22−x1x2 + x3 −x22 + x4 x1x3 x2x3−x1x3
0 0 0 0 0 0 0 0 0 1 x1
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0 0 0
0 0 0
0 0 0
0 0 0
−x2x3+x1x4 x2x4−x1x4 −x2x4
x2 x3 x4

−→

1 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 x21−x3 0 x22−x1x2 + x3 −x22 + x4 x1x2−x21−x4 −x21x3+x2x3−x1x3
.
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
−x1x2x3−x2x3+x1x4 −x1x23−x1x4+x2x4 −x1x3x4−x2x4

.
The matrix
P =
 I5 O5,9
O1,5 B1,9

is a partial Smith form of matrix A, where B1,9 is the 1× 9 matrix
Bt =

x21−x3
0
x22−x1x2 + x3
−x22 + x4
x1x2−x21−x4
−x21x3+x2x3−x1x3
−x1x2x3−x2x3+x1x4
−x1x23−x1x4+x2x4
−x1x3x4−x2x4

.
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From the above example, the indeterminates x1, x2, x3, x4 can be regarded as variables,
where values from the field F can be assigned to them. If this is the case, then the original
matrix A will be a matrix over the field F, and so from its partial Smith form P , it will
have a rank ≥ 5. In particular, if submatrix B of P is a zero matrix, then rank (A) = 5.
An interesting question to ask is: what are the values of x1, x2, x3, x4 (if any) that will give
B = 0? This is equivalent to solving for common zeroes of the polynomial entries in B.
In general, given a matrix A over F[x1, . . . , xk], k ≥ 2, with many nonzero scalars as
entries, a partial Smith form P = diag
(
Ir, Bm−r,n−r
)
of A can be obtained. The original
matrix A will have rank exactly equal to r, provided the matrix Bm−r,n−r is a zero matrix.
In order to know the values of the variables x1, . . . , xk that will make matrix B become zero,
it suffices to solve for common zeroes of the (polynomial) entries in B. However, solving in
general for common zeroes of some finite polynomials f1, . . . , fn can be somewhat difficult.
Obtaining first a simple basis (set of generators) for the ideal 〈f1, . . . , fn〉, generated by these
finite polynomials f1, . . . , fn, makes the computation for their common zeroes easier. In the
next section, we will give an overview of obtaining simple bases for submodules of free R-
modules Rn, where R = F[x1, . . . , xk]. A special case of this is when n = 1, which is just the
theory of obtaining Gro¨bner bases for ideals of polynomial rings F[x1, . . . , xk].
4.3 Gro¨bner bases for submodules of Rn, n ≥ 1, R =
F[x1, . . . , xk]
Throughout this section, R will still stand for the polynomial ring F[x1, . . . , xk], where F is a
field. Also, {e1, . . . , en} will stand for the standard (ordered) basis in the free R-module Rn.
The primary references, here in this subsection, are [7] and [8].
4.3.1 Monomial orderings in Rn
Definition 4.3.1. A monomial in Rn is a vector of the form xαei =
(
0, . . . , 0, xα, 0, . . . , 0
)T
,
where xα = xα11 x
α2
2 · · · xαkk , is in the i-th position of the vector, for some i, 1 ≤ i ≤ k, and
each αj, 1 ≤ j ≤ k is a non-negative integer.
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Definition 4.3.2. A monomial ordering on Rn is a relation > that satisfies the following
conditions:
i. > is a (strict) total ordering; that is, it satisfies:
• Transitivity: For all monomials xαei1 , xβei2 , xγei3 in Rn, we have:
xαei1 > x
βei2 , x
βei2 > x
γei3 =⇒ xαei1 > xγei3 .
• Trichotomy: For all xαei, xβej in Rn, exactly one of the following holds:
xαei > x
βej, x
βej > x
αei, x
αei = x
βej.
ii. For any monomials xαei and x
βej in R
m with xαei > x
βej, we have x
γxαei > x
γxβej, for
all xγ ∈ R.
iii. > is a well ordering, i.e. every nonempty set containing monomials in Rn has a least
element with respect to >.
Remark 4.3.3. Trichotomy implies both antisymmetry and totality. Antisymmetry: If we
define the negation of the relation > as usual by xαei ≤ xβej ⇐⇒ not(xαei > xβej), then
xαei ≤ xβej and xβej ≤ xαei imply xαei = xβej. (If the first two parts of trichotomy are false,
then the third must be true.) Totality: Trichotomy says that xαei > x
βej or x
αei = x
βej
or xβej > x
αei. Trivially, the statement P : x
αei = x
βej is equivalent to the redundant
disjunction P or P . Therefore trichotomy is equivalent to the statements xαei > x
βej or
xαei = x
βej, or x
βej > x
αei or x
βej = x
αei. These disjunctions can be more concisely
written as: not(xβej > x
αei), or not(x
αei > x
βej). But this last disjunction is exactly the
totality property: xαei ≤ xβej or xβej ≤ xαei.
There are many monomial orderings on the set of monomials in R. Some common exam-
ples are given below.
Example 4.3.4.
a. Let α = (α1, . . . , αn) and β = (β1, . . . , βn) be n-tuples of positive integers. Then, x
α >lex
xβ, if in the vector difference α− β ∈ Z, the leftmost nonzero entry is positive. This kind
of ordering is called a lexicographic ordering, denoted lex.
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b. Other common examples are reverse lexicographic ordering, degree reverse lexicographic
ordering, etc.
Given a monomial order > on set of monomials in R, there are two natural ways of
extending this monomial order to monomial order in Rn. These two ways are given in the
next definition.
Definition 4.3.5. Let > be a monomial ordering on R.
i. For monomials xαei and x
βej in R
n, we say that xαei ≥TOP xβej if and only if xα > xβ
or xα = xβ and i ≤ j.
ii. For monomials xαei and x
βej in R
n, we say that xαei ≥POT xβej if and only if i < j or
i = j and xα ≥ xβ.
Remark 4.3.6. In the above definition, TOP stands for term over position, and POT stands
for position over term. While the TOP ordering sorts monomials in Rn first by their term
order on R and then uses their positions (coordinate position as a vector in Rn) if there
are any ties, the POT ordering does the reverse. Also, in the above definition, it has been
assumed that the standard basis vectors e1, . . . , en, are ordered as e1 > e2 > · · · > en, and
this particular ordering is called a downward ordering on {e1, . . . , en} in [8]. The analogue,
en > en−1 > · · · > e1 can also be assumed, and this gives a slight change to Definition 4.3.5;
more precisely, every appearance of i < j (resp. i ≤ j) will be replaced by j < i (resp. j ≤ i).
It will soon be shown that for any monomial order > on R, the two orderings given
in Definition 4.3.5 truly define monomial orderings on Rn. In order to achieve this, some
important results will first be given – these results will help in showing easily that both
orderings POT and TOP on Rn are well ordering. But before that, a simple example will
be given to explain how Definition 4.3.5 works.
Example 4.3.7. Assume e1 > e2.
i. If the lexicographic ordering, lex (Example 4.3.4 (a)) on Q[x, y] with x > y is extended
to a TOP ordering on Q[x, y]2, then the monomials (x3y, 0)T , (y3, 0)T , (x, 0)T , (0, x4)T ,
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(0, xy2)T , (0, x)T , (0, y2)T in Q[x, y]2 are ordered as follows: 0
x4
 >TOP
x3y
0
 >TOP
 0
xy2
 >TOP
x
0
 >TOP
0
x
 >TOP
y3
0
 >TOP
 0
y2
 .
ii. If the same lexicographic ordering, lex on Q[x, y] with x > y is extended to a POT
ordering on Q[x, y]2, then the same monomials in part (i) above are ordered as follows:x3y
0
 >POT
x
0
 >POT
y3
0
 >POT
 0
x4
 >POT
 0
xy2
 >POT
0
x
 >POT
 0
y2
 .
Every nonzero element f in Rn can be written as a finite linear combination, with nonzero
coefficients in F, of monomials in Rn. For example, the nonzero element
f = (2x3y − y3 + 5x,−6x4 + 3xy2 + 4x+ y2)T
in Q[x, y]2 is written as:
f = 2
x3y
0
−
y3
0
+ 5
x
0
− 6
 0
x4
+ 3
 0
xy2
+ 4
0
x
+
 0
y2

= 2x3ye1 − y3e1 + 5xe1 − 6x4e2 + 3xy2e2 + 4xe2 + y2e2. (4.1)
Now, using the monomial ordering TOP given in Example 4.3.7 (i), the element f in
Q[x, y]2 as in (4.1) is rewritten as f = −6x4e2+2x3ye1+3xy2e2+5xe1+4xe2−y3e1+y2e2, in
descending order of monomials of f . The leading coefficient, leading monomial and leading
term of f are −6, x4e1 and −6x4e1, respectively. However, using the monomial ordering
POT given in Example 4.3.7 (ii), the element f ∈ Q[x, y]2 as in (4.1) is now rewritten as
f = 2x3ye1 + 5xe1 − y3e1 − 6x4e2 + 3xy2e2 + 4xe2 + y2e2, in descending order of monomials
of f . The leading coefficient, leading monomial and leading term of f are now 2, x3ye1 and
2x3ye1, respectively.
Proposition 4.3.13 demonstrates that any monomial submodule of Rn is finitely generated
and any ascending chain of monomial submodules of Rn eventually terminates. Before this
result is stated and proved, some terms need to be defined.
Definition 4.3.8. A submodule M ⊆ Rn is a monomial submodule if M can be generated
by a collection of monomials.
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Definition 4.3.9. Let xαei and x
βej be any two monomials in R
n. Then xαei is divisible
by xβej (or x
βej divides x
αei) provided i equals j and x
α = xγxβ, for some xγ ∈ R. If
X = xαei is divisible by Y = x
βej, the quotient X/Y is an element of the ring R and equals
xα/xβ = xα−β = xγ.
Definition 4.3.10. Let xαei and x
βej be any two monomials in R
n. If i = j, the greatest
common divisor of xαei and x
βej, denoted gcd
(
xαei, x
βej
)
, is the greatest common divisor
of xα and xβ, times ei, i.e. gcd
(
xαei, x
βej
)
= gcd
(
xα, xβ
)
ei.
Definition 4.3.11. Let xαei and x
βej be any two monomials in R
n. If i = j, the least
common multiple of xαei and x
βej, denoted lcm
(
xαei, x
βej
)
, is the least common multiple
of xα and xβ, times ei. Otherwise, lcm
(
xαei, x
βej
)
= 0, i.e. whenever i 6= j.
The first part of the next proposition demonstrates that every monomial submodule M
of Rn is finitely generated. Its second part guarantees that an infinite ascending chain of
monomial submodules of Rn will eventually terminate. Dickson’s Lemma (stated below
without proof) plays a major role in the proof of the first part. The proof of the proposition
follows the same argument given in [8] (Proposition 2.3, Chapter 5), though more details are
given here.
Lemma 4.3.12 (Dickson’s Lemma). Let A be a subset of Zk≥0 and I = 〈xα : α ∈ A〉 ⊆ R be
a monomial ideal. Then, I is finitely generated as a monomial ideal, i.e. I can be written in
the form I =
〈
xα(1), . . . , xα(s)
〉
, where xα(1), . . . , xα(s) ∈ A.
Proof. Proof of Theorem 5 in Chapter 4 of [7].
Proposition 4.3.13.
a. Every monomial submodule of Rn is generated by a finite collection of monomials.
b. Every infinite ascending chain M1 ⊆ M2 ⊆ · · · of monomial submodules of Rn stabilizes.
That is, there exists N0 such that MN = MN0 for all N ≥ N0.
Proof.
a. Let M be a monomial submodule of Rn. For each i, 1 ≤ i ≤ n, let Mi = M ∩ Rei be
subset of M consisting of elements whose jth components are zero for all j 6= i. For a
79
fixed i, 1 ≤ i ≤ n, let X1, X2 be elements in Mi and r be any polynomial in R. The
jth components of rX1 −X2 are zero for all j 6= i. Also, since M is a submodule of Rn,
rX1 −X2 belongs to M , and thus, rX1 −X2 is in Mi, i.e. Mi is an R-submodule of M .
Every element of Mi (i being fixed) is of the form fei for some f ∈ R, and so Mi equals Iiei
for some ideal Ii ⊆ R. Since elements in Mi are also in M , this implies Ii is a monomial
ideal in R and thus Ii is finitely generated by Lemma 4.3.12, i.e. Ii is a finitely generated
monomial ideal in R. Therefore, Mi is a finitely generated monomial submodule of M , i.e.
there exists monomials xα(i1), xα(i2), . . . , xα(idi) in R such that Mi =
〈
xα(i1), . . . , xα(idi)
〉
ei.
Hence,
M =
〈{
xα(ij)ei
}
1≤i≤n
1≤j≤di
〉
.
b. Considering M =
⋃∞
i=1Mi, it will be shown that M is also a monomial submodule of R
n,
given that each Mi, i ≥ 1 is a monomial submodule of Rn. First, the zero element in Rn
belongs to M , since 0 ∈ Mi for each i, and M is a union (infinite) of Mi, i ≥ 1. Now,
let X1, X2 be any elements in M . Then X1 and X2 belong to Mi and Mj, respectively
for some i, j ≥ 1. Assuming i ≤ j, then Mi is contained in Mj by the ascending chain
M1 ⊆ M2 ⊆ · · · . Thus, X1 belongs to Mj, and also rX1 belongs to Mj for all r ∈ R,
since Mj is a submodule of R
n. Furthermore, rX1 −X2 belongs to Mj, the reason being
that both rX1 and −X2 are in Mj, Mj being a submodule of Rn. Therefore, rX1 − X2
belongs to M , since Mj is contained in M , i.e. M is also a submodule (monomial) of R
n.
By part (a) of this proposition, M is generated by a finite collection of monomials, i.e.
M = 〈X1, X2, . . . , Xm〉 , m ≥ 1. For each j, 1 ≤ j ≤ m, Xj belongs to Mij for some ij ≥ 1.
Setting N0 := max1≤j≤m{ij}, then Xj belongs to MN0 for all j, 1 ≤ j ≤ m. Therefore,
∞⋃
i=1
Mi = M = 〈X1, X2, . . . , Xm〉 ⊆MN0 ⊆MN0+1 ⊆ . . . ⊆
∞⋃
i=1
Mi,
i.e.
M =
∞⋃
i=1
Mi ⊆MN0 ⊆MN0+1 ⊆ . . . ⊆
∞⋃
i=1
Mi = M,
implying MN = MN0 for all N ≥ N0, as required.
This completes the proof.
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Proposition 4.3.13 helps in proving the next result which is an equivalent statement to
the well ordering property of Definition 4.3.2.
Proposition 4.3.14. Let > be a relation on the monomials of Rn satisfying conditions (i)
and (ii) of Definition 4.3.2. Then > is a well ordering on the monomials of Rn if and only
if xαX > X for all monomials X ∈ Rn and all monomials xα ∈ R with xα 6= 1.
Proof. Let > be a well ordering on the monomials of Rn and xα be any monomial in R
different from 1 (i.e. xα 6= 1), i.e. xαX 6= X for any monomial X ∈ Rn. Then by condition
(i) of Definition 4.3.2, either xαX > X or X > xαX. Suppose X > xαX. Then by condition
(ii) of Definition 4.3.2, xαX > xαxαX, i.e. xαX > x2αX. Similarly, from the last relation,
using again condition (ii) of Definition 4.3.2, we obtain x2αX > x3αX. Continuing this way,
we obtain a nonempty subset {X, xαX, x2αX, x3αX, . . .} of monomials in Rn with no least
element, a contradiction to the assumption that > is a well ordering on the monomials of
Rn. Hence, xαX > X.
Conversely, suppose xαX > X for all monomials X ∈ Rn and for all monomials xα ∈ R
with xα 6= 1. Let S be any nonempty subset of the monomials of Rn. Then it will be shown
that S has a least element. To this end, set M := 〈S〉, the monomial submodule generated
by S. By Proposition 4.3.13(a), M is finitely generated by a finite collection of monomials
in S, say Xi, 1 ≤ i ≤ r. By condition (i) of Definition 4.3.2, these monomials generating
M can be relabeled (if necessary) such that Xr > · · · > X2 > X1. Having done this, it can
be shown that the monomial X1 is the least element of S with respect to >, i.e. Y > X1,
for all monomials Y ∈ S different from Xi, 1 ≤ i ≤ r. To see this, let Y be any monomial
in S different from Xi, for all i, 1 ≤ i ≤ r. Y belongs to M , and so is divisible by some
Xi, 1 ≤ i ≤ r. That is, there exists xβ ∈ R such that Y = xβXi for some i, 1 ≤ i ≤ r
(xβ 6= 1, since Y 6= Xi for all i, 1 ≤ i ≤ r). Thus, by the above hypothesis (xαX > X for
all monomials X ∈ Rm and for all monomials xα ∈ R with xα 6= 1), xβXi > Xi for all i,
1 ≤ i ≤ r, and so Y = xβXi > Xi ≥ X1, for all i, 1 ≤ 1 ≤ r.
It will now be verified that the TOP ordering defined in Definition 4.3.5 (i) is indeed a
monomial ordering on Rn. First, that ≥TOP is a total ordering on Rn follows from the facts
that > is a total ordering on R and the relation less than or equal to, ≤ is a total ordering
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on any subset of set of natural numbers. Let xαei and x
βej be any monomials in R
n with
xαei ≥TOP xβej. Then from definition of ≥TOP, xα > xβ or xα = xβ and i ≤ j, where > is
the monomial ordering on R and ≤ is a total ordering on {1, 2, . . . , n} ⊂ N. First, if xα > xβ,
it implies by definition of monomial ordering on R that xγxα > xγxβ, for all xγ ∈ R. And if
xα = xβ, it first implies that i ≤ j (from definition of ≥TOP) and then xγxα = xγxβ, for all
xγ ∈ R. Therefore, either xγxα > xγxβ or xγxα = xγxβ and i ≤ j, i.e. xγxαei ≥TOP xγxβej.
Finally, from Proposition 4.3.14, in order to show that ≥TOP is a well ordering on Rn, it
suffices to show that xαX ≥TOP X for all monomials X ∈ Rm and all monomials xα ∈ R
with xα 6= 1. But this is equivalent to showing that xα > 1 for all monomials xα ∈ R with
xα 6= 1, which is just the special case of Proposition 4.3.14 when n = 1. Hence, ≥TOP is a
well ordering on the set of monomials in Rn. This completes the verification that the TOP
ordering defined in Definition 4.3.5 (i) is indeed a monomial ordering on the set of monomials
in Rn. The same argument can be used to show that the POT ordering defined in Definition
4.3.5 (ii) is also a monomial ordering on the set of monomials in Rn.
4.3.2 Division algorithm in Rn
In this subsection, an algorithm for computing a remainder when an element in Rn is divided
by a finite set of elements in Rn, will be given. But before that, a result that leads to the
algorithm will be considered. This result is called division algorithm in Rn, and its proof is
exactly the same as the proof for the special case when n = 1.
Theorem 4.3.15. Fix a monomial order > on Rn, and let F = (f1, . . . , fs) be an ordered
s-tuple of elements of Rn. Then every f ∈ Rn can be written as
f =
s∑
i=1
aifi + r,
where ai ∈ R, r ∈ Rn, LT (aifi) ≥ LT (f) for all i, 1 ≤ i ≤ s, and either r = 0 or r is a
F-linear combination of monomials, none of which is divisible by any of LM (f1) , . . . ,LM (fs).
Proof. The proof is exactly the same as the proof for the special case when n = 1, i.e. division
algorithm in R (Theorem 3 in Section 3, Chapter 2 of [7]). There, an algorithm was given to
show the existence of a1, . . . , as and r. Except for monomial orderings, the same algorithm
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can be used to show the existence of a1, . . . , as and r in the general case. The termination of
this algorithm in the general case follows from Proposition 4.3.14.
Definition 4.3.16. The variable r ∈ Rm in Theorem 4.3.15 is called a remainder of f on
division by F = (f1, . . . , fs).
As said earlier, there is an algorithm for obtaining a remainder when an arbitrary element
in Rn is divided by any finite set of elements in Rn. In fact, except for monomial orderings,
this algorithm is the same as the algorithm for computing a remainder when an arbitrary
polynomial in R is divided by any finite set of polynomials in R (i.e. a special case when
n = 1). The algorithm for the case n = 1 is given in the proof of Theorem 3, Section 3,
Chapter 2 of [7], and it will be reproduced in this subsection as Division Algorithm in Rn
(Algorithm 4.2).
Example 4.3.17. Let F =
{
f1 = (ab
2 + 1, a), f2 = (a
2b + 1, b)
} ⊆ Q[a, b]2 and f =
(a3b− ab3, a2 − b2) be an element of Q[a, b]2.
(a) Assume e1 > e2. If the lexicographic ordering, lex on Q[a, b], with b ≺ a, is extended to
a TOP ordering on Q[a, b]2, then dividing f by F , we obtain the following, where the
leading term of each element in Q[a, b]2 is put in bold form:
−b
a
(ab2 + 1, a)
(a3b− ab3, a2 − b2)
(a2b+ 1, b)
− (a3b+ a, ab)
(−ab3 − a, a2 − b2 − ab)
− (−ab3 − b, −ab)
(−a+ b, a2 − b2)
That is,
f = −bf1 + af2 + (−a+ b, a2 − b2),
with respect to the given orderings.
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Input: f, f1, . . . , fs ∈ Rm with fi 6= 0, 1 ≤ i ≤ s
Output: a1, . . . , as ∈ R = F[X], r ∈ Rm such that f =
∑s
i=1 aifi + r and either
r = 0 or r is a F-linear combination of monomials, none of which is divisible by
any of LM (fi), 1 ≤ i ≤ s
Initialization: ai ← 0 for all i = 1, . . . , s, r ← 0, p← f
WHILE p 6= 0 DO
i← 1
division-occured ← False
WHILE i ≤ s and division-occured = False DO
IF LT (fi) divides LT (p) THEN
ai = ai + LT (p) /LT (fi)
p = p− (LT (p) /LT (fi)) fi
division-occured ← True
ELSE
i← i+ 1
IF division-occured = False THEN
r = r + LT (p)
p = p− LT (p)
Algorithm 4.2: Division algorithm in Rn
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(b) Assume here e2 > e1. If the lexicographic ordering, lex on Q[a, b] with b ≺ a is extended
to a POT ordering on Q[a, b]2, then dividing f by F , we obtain the following, where the
leading term of each element in Q[a, b]2 is put in bold form:
a
−b
(ab2 + 1, a)
(a3b− ab3, a2 − b2)
(a2b+ 1, b)
− (a2b2 + a, a2)
(a3b− ab3 − a2b2 − a, −b2)
− (−a2b2 − b, −b2)
(a3b− ab3 − a+ b, 0)
That is,
f = af1 − bf2 + (a3b− ab3 − a+ b, 0),
with respect to the given orderings.
At the end of section 4.2 of this chapter, we looked forward to obtaining simple bases for
ideals in F[x1, . . . , xk] (i.e. submodules of F[x1, . . . , xk]) that could easily help determine zero
sets of such ideals. We are set to give a property of such bases, but before then, we consider
some important notations.
Notation 4.3.18. Let M be a submodule of Rn different from {0}, and > be a monomial
order on Rn. The set of leading terms of all elements of M with respect to > will be denoted
by LT (M), i.e.
LT (M) =
{
cxαei : ∃ f ∈M with LT (f) = cxαei, c ∈ F
}
,
so that 〈LT (M)〉 will be the monomial submodule generated by elements in LT (M).
Definition 4.3.19. Let M be a submodule of Rn, and > be a fixed monomial order on Rn.
A finite subset G = {g1, . . . , gs} ⊆M is called a Gro¨bner basis for M if
〈LT (M)〉 = 〈LT (g1) , . . . ,LT (gs)〉.
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Proposition 4.3.20. Let G = {g1, . . . , gs} be a Gro¨bner basis for a submodule M ⊆ Rn,
and f be an arbitrary element in Rn. Then f belongs to M if and only if the remainder on
division by G is zero.
Proof. Suppose f is divided by the finite subset G = {g1, . . . , gs} ⊆ M . Then by Theorem
4.3.15 (the division algorithm in Rn), f can be written as f = a1g1 + . . . + asgs + r, where
ai ∈ R, r ∈ Rn, LT (aigi) ≥ LT (f) for all i, 1 ≤ i ≤ s, and either r = 0 or r is a F-linear
combination of monomials, none of which is divisible by any of LM (g1) , . . . ,LM (gs). First,
if r = 0, then f = a1g1+ . . .+asgs and so f belongs to 〈G〉 ⊆M , i.e. f ∈M . Suppose on the
other hand that f belongs to M . Then LT (f) belongs to 〈LT (M)〉, by definition. Rewrite
f = a1g1+· · ·+asgs+r as r = f−(a1g1+· · ·+asgs). If r 6= 0, then LT (r) belongs to 〈LT (M)〉,
since f − (a1g1 + · · ·+ asgs) belongs to M , M being a submodule. This further implies that
LT (r) belongs to 〈LT (g1) , . . . ,LT (gs)〉, since 〈LT (M)〉 = 〈LT (g1) , . . . ,LT (gs)〉, {g1, . . . , gs}
being a Gro¨bner basis for M . That is, LT (r) is divisible by some LT (gi), 1 ≤ i ≤ s. This
contradicts the definition of a remainder, and so r has to be zero.
Theorem 4.3.21. Every submodule of Rn is finitely generated.
Proof. Suppose M is an arbitrary submodule of Rn. From Notation 4.3.18, 〈LT (M)〉 is a
monomial submodule of Rn, and so by Proposition 4.3.13 (a), there exists a finite collection
{X1, . . . , Xs} of monomials in Rn that generates 〈LT (M)〉, i.e 〈LT (M)〉 = 〈X1, . . . , Xs〉.
Now, for 1 ≤ i ≤ s, let fi be an element in M with LT (fi) = Xi, that is, 〈LT (M)〉 =
〈LT (f1) , . . . ,LT (fs)〉. Then by Definition 4.3.19, the finite subset {f1, . . . , fs} ⊆M becomes
a Gro¨bner basis for M . Consequently, 〈f1, . . . , fs〉 ⊆ M . It will now be shown that M ⊆
〈f1, . . . , fs〉. To this end, let f be an arbitrary element in M . Then from the proof of
Proposition 4.3.20, f belongs to 〈f1, . . . , fs〉, since {f1, . . . , fs} is a Gro¨bner basis for M .
Therefore, M = 〈f1, . . . , fs〉 for some finite subset {f1, . . . , fs} ⊆ M , i.e. M is finitely
generated. Since M is chosen arbitrarily, we conclude that every submodule of Rn is finitely
generated.
It is important to note that Gro¨bner bases for a submodule M of Rn need not to be
R-linearly independent, though they generate M as an R-module in its own right.
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Theorem 4.3.22 (Ascending Chain Condition). Every infinite ascending chains M1 ⊆M2 ⊆
M3 ⊆ · · · of submodules of Rn stabilizes. That is, there exists N0 such that MN = MN0 for
all N ≥ N0.
Proof. Let M =
⋃∞
i=1Mi, where each Mi is a submodule of R
n. It will be shown that M
is also a submodule of Rn. First, the zero element in Rn belongs to M , since 0 belongs to
each Mi, i ≥ 1. Now, let f, g be any elements in M . Then f and g belong to Mi and Mj,
respectively for some i, j ≥ 1. Assuming i ≤ j, then Mi is contained in Mj by the ascending
chain M1 ⊆M2 ⊆M3 ⊆ · · · . Consequently, f belongs to Mj, and thus, rf belongs to Mj for
all r ∈ R, since Mj is a submodule of Rn. Furthermore, rf − g belongs to Mj, since both rf
and g are in Mj, and Mj is a submodule of R
n. Therefore, rf − g belongs to M , since Mj is
contained in M . So M is also a submodule of Rn, and so by Theorem 4.3.21, M is generated
by a finite subset, say {f1, . . . , fs} ⊆ Rn, i.e. M = 〈f1, . . . , fs〉 , for some s ≥ 1. For each j,
1 ≤ j ≤ s, fj belongs to Mij for some ij ≥ 1. Setting N0 := max1≤j≤s{ij}, then fj belongs
to MN0 for all j, 1 ≤ j ≤ s. Therefore,
∞⋃
i=1
Mi = M = 〈f1, f2, . . . , fs〉 ⊆MN0 ⊆MN0+1 ⊆ . . . ⊆
∞⋃
i=1
Mi,
i.e.
M =
∞⋃
i=1
Mi ⊆MN0 ⊆MN0+1 ⊆ . . . ⊆
∞⋃
i=1
Mi = M,
implying MN = MN0 for all N ≥ N0, as required.
Finally in this section, an algorithm for computing Gro¨bner bases of submodules of Rn,
which is just extension of the Buchberger’s Algorithm (Theorem 2 in Section 7, Chapter 2 of
[7]), will be considered.
Definition 4.3.23. Let a monomial order on Rn be fixed, and let f, g be elements in Rn.
The S-vector of f and g, denoted S(f, g), is an element of Rn which equals the combination
S(f, g) =
lcm
(
LM(f),LM(g)
)
LT(f)
· f − lcm
(
LM(f),LM(g)
)
LT(g)
· g.
Example 4.3.24. Let f = (ab2 + 1, a) and g = (a2b+ 1, b) be elements in Q[a, b]2. Assume
e1 > e2, and let the lexicographic ordering, lex on Q[a, b], with b ≺ a, be extended to a POT
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Input: F = {f1, . . . , fs} ⊆ Rn, an order >
Output: A Gro¨bner basis G for M = 〈F 〉, with respect to >
Initialization: G← F
REPEAT
G′ := G
FOR each pair {f, g}, f 6= g in G′ DO
S ← S(f, g)G
′
IF S 6= 0 THEN G← G ∪ {S}
UNTIL G = G′.
Algorithm 4.3: Buchberger’s algorithm for submodules in Rn
ordering onQ[a, b]2. Then we obtain the following: f = ab2e1+e1+ae2 and g = a2be1+e1+be2
imply LT (f) = ab2e1 and LT (g) = a
2be1, so that
S(f, g) =
lcm
(
LM(f),LM(g)
)
LT(f)
· f − lcm
(
LM(f),LM(g)
)
LT(g)
· g
=
a2b2
ab2
· (ab2 + 1, a)− a
2b2
a2b
· (a2b+ 1, b)
= a · (ab2 + 1, a)− b · (a2b+ 1, b) = (a− b, a2 − b2).
Theorem 4.3.25 (Buchberger’s Criterion for Submodules). A set G = {g1, . . . , gs} ⊆ Rn is
a Gro¨bner basis for the submodule it generates if and only if the remainder on division by G
of S(gi, gj) is zero, for all i 6= j.
Proof. The proof is the same as in the case of n= 1 (Theorem 6 in Section 6, Chapter 2 of
[7]).
For example, the set {f, g} ⊆ Q[a, b]2, where f and g are as in Example 4.3.24, is not a
Gro¨bner basis for the submodule it generates in Q[a, b]2, with respect to the given ordering.
The reason is that the remainder of S(f, g) on division by {f, g} ⊆ Q[a, b]2 does not equal 0.
Theorem 4.3.26 (Buchberger’s Algorithm for Submodules). Let F = {f1, . . . , fs} where
fi ∈ Rn, and fix a monomial order on Rn. Algorithm 4.3 computes a Gro¨bner basis G for
M = 〈F 〉 ⊆ Rn, where S(f, g)G
′
denotes the remainder on division of S(f, g) by G′.
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Proof. The proof is also the same as in the case of n = 1 (Theorem 2 in Section 7, Chapter
2 of [7]). Part (b) of Proposition 4.3.13 ensures termination of the algorithm.
Example 4.3.27. Revisiting Example 4.3.24, let G = {f, g}, where f = (ab2 + 1, a) and
g = (a2b+ 1, b) are elements in Q[a, b]2. Assume e1 > e2, and let the lexicographic ordering,
lex on Q[a, b], with b ≺ a, be extended to a POT ordering on Q[a, b]2. Using Algorithm 4.3,
we first set G′ := G. Taking the pair {f, g} in G′, S(f, g) equals (a−b, a2−b2), from Example
4.3.24. The remainder of S(f, g) on division by G′ is not 0, and in fact equals S(f, g) itself,
reason being that the leading term of S(f, g), which is ae1, is not divisible by any of ab
2e1 and
a2be1, which are the leading terms of f and g respectively. In other words, S(f, g)
G′
= S(f, g),
and so S(f, g) is appended to G, i.e. G = {f, g, S(f, g)}. Next, we set G′ := G, and
consider the two pairs {f, h1} and {g, h1} in G′, where h1 = S(f, g). Since S(f, h1) =
(b3 + 1,−a2b2 + a+ b4) and S(g, h1) = (ab2 + 1,−a3b+ ab3 + b) = f + (0,−a3b+ ab3− a+ b),
we obtain S(f, h1)
G′
= S(f, h1) (since LT (S(f, h1)) = b
3e1 is not divisible by any of the
leading terms of f , g and h) and S(g, h1)
G′
= (0,−a3b+ab3−a+b). Therefore, both S(f, h1)
and (0,−a3b+ab3−a+ b) are appended to G, i.e. G = {f, g, h1, h2, h3}, where h2 = S(f, h1)
and h3 = (0,−a3b + ab3 − a + b). We set again G′ := G. Considering the pairs {f, h2},
{f, h3}, {g, h2}, {g, h3}, {h1, h2}, {h1, h3} and {h2, h3} in G′, we obtain the following:
S(f, h2) = (−a+ b, a3b2 − a2 − ab4 + ab) = −h1 − bh3 =⇒ S(f, h2)G
′
= 0.
S(f, h3) = 0, since both leading terms of f and h3 contain different ei, i = 1, 2.
S(g, h2) = (2a
2b3 + a2 + b2,−a4b2 + a3 + a2b4 + b3) = 2abf + (a− b)h1 + abh3
=⇒ S(g, h2)G
′
= 0.
S(g, h3) = 0, since both leading terms of g and h3 contain different ei, i = 1, 2.
S(h1, h2) = (−a− b4, a3b2 + a2b3 − a2 − ab4 − b5) = −h1 − bh2 − bh3 =⇒ S(h1, h2)G
′
= 0.
S(h1, h3) = 0, since both leading terms of h1 and h3 contain different ei, i = 1, 2.
S(h2, h3) = 0, since both leading terms of h2 and h3 contain different ei, i = 1, 2.
Since the vectors S(f, h3), S(g, h3) and S(h2, h3) are all 0, the remainder on division of these
zero vectors by G′ is just 0. Hence, the finite subset G = {f, g, h1, h2, h3} is a Gro¨bner
basis for the submodule of Q[a, b]2 generated by {f, g}, with respect to the given monomial
ordering on Q[a, b]2.
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Definition 4.3.28. Let M be a submodule of Rn, and > be a fixed monomial order on Rn.
A Gro¨bner basis for M is called a minimal Gro¨bner basis for M if:
(i) LC (g) = 1 for all g ∈ G, and
(ii) LT (g) /∈ 〈LT (G− {g})〉, for all g ∈ G.
Example 4.3.29. From Example 4.3.27, since LT (f) = ab2e1 = b
2 · LT (h1) and LT (g) =
a2be1 = ab ·LT (h1), both f and g can be removed from the set of basis G = {f, g, h1, h2, h3},
so that the finite subset
{h1, h2,−h3} = {(a− b, a2 − b2), (b3 + 1,−a2b2 + a+ b4), (0, a3b− ab3 + a− b)} ⊆ Q[a, b]2
becomes a minimal Gro¨bner basis for the submodule of Q[a, b]2 generated by {f, g}, with
respect to the given monomial ordering on Q[a, b]2.
Definition 4.3.30. Let M be a submodule of Rn, and > be a fixed monomial order on Rn.
A Gro¨bner basis for M is called a reduced Gro¨bner basis for M if:
(i) LC (g) = 1 for all g ∈ G, and
(ii) no monomial of g lies in 〈LT (G− {g})〉, for all g ∈ G.
Example 4.3.31. From Example 4.3.29, we obtain a minimal Gro¨bner basisG = {h1, h2,−h3}
for the submodule of Q[a, b]2 generated by {f, g}, with respect to the given monomial or-
dering on Q[a, b]2, where f and g are as in Example 4.3.27. In fact, this minimal basis is a
reduced Gro¨bner basis, reason being that no monomial of g is divisible by any monomial in
〈LT (G− {g})〉, for all g ∈ G = {h1, h2,−h3}.
Example 4.3.32. In Section 4.2 of this thesis, a partial Smith form of a matrix was obtained
(Example 4.2.2). The set of nonzero entries in the lower right block matrix B of the partial
Smith form obtained is
S =
{
x21−x3, x22−x1x2 + x3, −x22 + x4, x1x2−x21−x4, −x21x3−x1x3+x2x3,
−x1x2x3−x2x3+x1x4, −x1x23−x1x4+x2x4, −x1x3x4−x2x4
}
,
a subset of F[x1, x2, x3, x4]. With the help of a computer algebra system, the reduced Gro¨bner
basis for the ideal generated by set S with respect to lexicographic (lex) ordering with x1 <
x2 < x3 < x4 is:
G =
{
x31(x
2
1 + x1 + 1), x
2
1(x2 − x21 − x1), x22 − x1x2 + x21, x3 + x22 − x1x2, x4 − x1x2 + x21
}
.
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The brief study of Gro¨bner basis for free modules F[x1, . . . , xk]n, n ≥ 1 was considered in
the first place, primarily because we want to compute easily the zero set of a certain ideal
– the ideal generated by entries in lower right block matrix B of the partial Smith form
obtained in Example 4.2.2.
If we denote the set of all common zeros of polynomials in an arbitrary ideal
I = 〈f1, . . . , fs〉 ⊆ F[x1, . . . , xk] by V(I), i.e.
V(I) =
{
(a1, . . . , ak) ∈ Fk : f(a1, . . . , ak) = 0 for all f ∈ I
}
,
then it can be shown that V(I) = V(f1, . . . , fs). In fact, suppose first (a1, . . . , ak) belongs to
V(I). Then by definition, f(a1, . . . , ak) = 0 for all f ∈ I. In particular, fi(a1, . . . , ak) = 0 for
all i = 1, . . . , s, since each fi (1 ≤ i ≤ s) belongs to I. Hence, V(I) ⊆ V(f1, . . . , fs). Suppose
on the other hand, (a1, . . . , ak) belongs to V(f1, . . . , fs). Then, by definition, fi(a1, . . . , ak) =
0 for all i = 1, . . . , s. If f is an arbitrary element in I, then f = r1f1 + · · · + rsfs, for some
r1, . . . , rs in F[x1, . . . , xk]. Consequently, f(a1, . . . , ak) = 0 since ri(a1, . . . , ak)fi(a1, . . . , ak) =
ri(a1, . . . , ak) · 0 = 0 for each i, 1 ≤ i ≤ s. Hence, (a1, . . . , ak) belongs to V(I), since f is
arbitrarily chosen. Therefore, V(f1, . . . , fs) ⊆ V(I).
As a result of the above paragraph, computing common zeros for the entries in set S in
Example 4.3.32, is equivalent to computing the zero set for an ideal generated by the set S.
Therefore, the set of all common zeros of the entries in set S equals V(G), where
G =
{
x31(x
2
1 + x1 + 1), x
2
1(x2 − x21 − x1), x22 − x1x2 + x21, x3 + x22 − x1x2, x4 − x1x2 + x21
}
,
is the reduced Gro¨bner basis for the ideal generated by set S with respect to lexicographic
(lex) ordering with x1 < x2 < x3 < x4. The set V(G) is computed as follows:
x31(x
2
1 + x1 + 1) = 0 (4.2)
x21(x2 − x21 − x1) = 0 (4.3)
x22 − x1x2 + x21 = 0 (4.4)
x3 + x
2
2 − x1x2 = 0 (4.5)
x4 − x1x2 + x21 = 0 (4.6)
From equation (4.2), either x1 = 0 or x1 = ω, where ω = −12 ±
√
3
2
i. Substituting 0 for x1 in
equation (4.3), we obtain x2 = 0. However, substituting ω for x1 in equation (4.3), we obtain
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x2 − ω2 − ω = 0, implying x2 = ω2 + ω = −1, since ω satisfies ω2 + ω + 1 = 0. Substituting
(0, 0) for (x1, x2) in equation (4.5), we obtain x3 = 0. But substituting (ω,−1) for (x1, x2)
in equation (4.5), we obtain x3 + (−1)(−1− ω) = 0, which implies x3 = −ω − 1 = ω2. If we
substitute (0, 0, 0) for (x1, x2, x3) in equation (4.6), we will obtain x4 = 0. But substituting
(ω,−1, ω2) for (x1, x2, x3) in equation (4.6), we will obtain x4 − ω(−1 − ω) = 0, implying
x4 = −ω − ω2 = 1. Therefore, we obtain the set of three points
V (G) =
{
(0, 0, 0, 0), (ω,−1, ω2, 1)},
where ω = −1
2
±
√
3
2
i, as the set of common roots of all polynomials in S.
Now, revisiting fully Example 4.2.2, where
A =

1 x1 x2 x3 x4 0 0 0 0 0 0 0 0 0
1 0 x1 0 0 x2 0 x3 x4 0 0 0 0 0
0 1 0 x1 0 0 x2 0 0 x3 0 x4 0 0
0 0 1 0 x1 0 0 x2 0 0 x3 0 x4 0
0 0 0 0 0 1 x1 0 x2 0 0 x3 0 x4
0 0 0 0 0 0 0 0 0 1 x1 x2 x3 x4

is a 6 × 14 matrix over F[x1, x2, x3, x4], we obtain a partial Smith form of matrix A to be
matrix
P =
 I5 O5,9
O1,5 B1,9
 ,
where B1,9 is the 1× 9 matrix
Bt =

x21−x3
0
x22−x1x2 + x3
−x22 + x4
x1x2−x21−x4
−x21x3+x2x3−x1x3
−x1x2x3−x2x3+x1x4
−x1x23−x1x4+x2x4
−x1x3x4−x2x4

.
Using the set V(G) obtained above, matrixB will only be a zero matrix provided (x1, x2, x3, x4)
belongs to V(G). To be more precise, if F = Q or R, then matrix B will only equal zero
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matrix provided (x1, x2, x3, x4) = (0, 0, 0, 0). But if F = C, then matrix B will only be a zero
matrix provided (x1, x2, x3, x4) belongs to V(G).
Finally in this chapter, Examples 4.3.24, 4.3.27, 4.3.29 and 4.3.31 will be translated to
matrix operations. This will naturally lead to an algorithm (matrix form) for computing
Gro¨bner basis for submodules of free modules over F[x1, . . . , xk]. The algorithm is originally
stated in Section 8.4.3 of [3] (Algorithm 8.4.3.2).
Example 4.3.33. Let
A =
ab2+1 a
a2b+1 b

be a 2 × 2 matrix over Q[a, b]2. Assume e1 > e2, and let the lexicographic ordering, lex
on Q[a, b], with b ≺ a, be extended to a POT ordering on Q[a, b]2. The rows of matrix A
are the two vectors whose Gro¨bner basis are computed in Example 4.3.27. Following strictly
Example 4.3.27, there is a need to first compute S-vector of the two row vectors of A, and
then determine its remainder on division by the row vectors of A. In order to translate this
particular computation to matrix operation, it is necessary to first create a new zero row at
the bottom of matrix A, which gives matrix A1 below. Next, according to Example 4.3.24,
we multiply row 1 of matrix A1 by a and then add the result to row 3. This gives matrix
A2 below. And still according to Example 4.3.24, multiplying row 2 of matrix A2 by −b and
then adding the result to row 3, yield matrix A3 below.
A1 =

ab2+1 a
a2b+1 b
0 0
 −→ A2 =

ab2+1 a
a2b+1 b
a(ab2+1) a2
 −→ A3 =

ab2+1 a
a2b+1 b
a−b a2−b2
.
Next, according to Example 4.3.27, there is a need to compute S-vectors for rows 1 and 3,
and rows 2 and 3 of matrix A3, and thereafter determine their remainders on division by rows
of matrix A3. First, for S-vectors of rows 1 and 3 of matrix A3, a new zero row is created at
the bottom of matrix A3, which gives matrix A4 below. Multiplying row 1 of matrix A4 by
lcm(ab2,a)
ab2
= 1 and then adding the result to row 4, yield matrix A5 below. Now, multiplying
row 3 of matrix A5 by − lcm(ab2,a)a = −b2 and then adding the result to row 4, give matrix A6
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below.
A4 =

ab2+1 a
a2b+1 b
a−b a2−b2
0 0
 −→ A5 =

ab2+1 a
a2b+1 b
a−b a2−b2
ab2+1 a
 −→ A6 =

ab2+1 a
a2b+1 b
a−b a2−b2
b3+1 −a2b2+a+b4
.
For S-vectors of rows 2 and 3 of matrix A3 (which are just rows 2 and 3 of matrix A6), a new
zero row is created at the bottom of matrix A6, which gives matrix A7 below. Multiplying
row 2 of matrix A7 by
lcm(a2b,a)
a2b
= 1 and then adding the result to row 5, yield matrix A8
below. Multiplying row 3 of matrix A8 by − lcm(a2b,a)a = −ab and then adding the result to
row 5, give matrix A9 below.
A7 =

ab2+1 a
a2b+1 b
a−b a2−b2
b3+1 −a2b2+a+b4
0 0

−→ A8 =

ab2+1 a
a2b+1 b
a−b a2−b2
b3+1 −a2b2+a+b4
a2b+1 b

−→ A9 =

ab2+1 a
a2b+1 b
a−b a2−b2
b3+1 −a2b2+a+b4
ab2+1 −a3b+ab3+b

.
Now, unlike row 3 of matrix A3 relative to rows 1 and 2 of same matrix, and row 4 of matrix
A6 relative to rows 1, 2 and 3 of same matrix, row 5 of matrix A9 needs to be reduced further
by replacing it with its remainder on division by rows 1, 2 and 3 of matrix A9. In fact,
multiplying row 1 of matrix A9 by −1 and then adding the result to row 5, we obtain matrix
A10 below.
A10 =

ab2+1 a
a2b+1 b
a−b a2−b2
b3+1 −a2b2+a+b4
0 −a3b+ab3−a+b

.
From Example 4.3.27, the S-vectors for rows 1 and 4, rows 1 and 5, rows 2 and 4, rows 2 and
5, and rows 3 and 4, rows 3 and 5, and rows 4 and 5, all became zero after division by row
vectors in rows 1, 2, 3, 4 and 5 of matrix A10. Hence, the submodule of Q[a, b]2 generated by
the five rows of matrix A10 is a Gro¨bner basis (though not a reduced Gro¨bner basis according
to Definition 4.3.30) for the submodule of Q[a, b]2 generated by the two rows of the original
matrix A, with respect to the given monomial ordering on Q[a, b]2. We now press forward to
obtain a reduced Gro¨bner basis. Multiplying row 3 of matrix A10 by −b2, and then adding
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the result to row 1, we obtain below matrix A11. Multiplying row 4 of matrix A11 by −1,
and then adding the result to row 1, we obtain below matrix A12.
A11 =

b3+1 −a2b2+a+b4
a2b+1 b
a−b a2−b2
b3+1 −a2b2+a+b4
0 −a3b+ab3−a+b

−→ A12 =

0 0
a2b+1 b
a−b a2−b2
b3+1 −a2b2+a+b4
0 −a3b+ab3−a+b

.
Next, multiplying row 3 of matrix A12 by −ab− b2, and then adding the result to row 2, we
obtain below matrix A13. Multiplying row 4 of matrix A13 by −1, and then adding the result
to row 2, we obtain below matrix A14.
A13 =

0 0
b3+1 −a3b−a2b2+ab3+b4+b
a−b a2−b2
b3+1 −a2b2+a+b4
0 −a3b+ab3−a+b

−→ A14 =

0 0
0 −a3b+ab3−a+b
a−b a2−b2
b3+1 −a2b2+a+b4
0 −a3b+ab3−a+b

.
Multiplying row 5 of matrix A14 by −1, and then adding the result to row 2, we obtain below
matrix A15. Next, multiplying row 5 of matrix A15 by −1, we finally obtain below matrix
A16, which is a reduced Gro¨bner basis for the submodule of Q[a, b]2 generated by the 2 rows
of the original matrix A (the first 2 rows of matrix A15 have been deleted, since they are now
zero rows).
A15 =

0 0
0 0
a−b a2−b2
b3+1 −a2b2+a+b4
0 −a3b+ab3−a+b

−→ A16 =

a−b a2−b2
b3+1 −a2b2+a+b4
0 a3b−ab3+a−b
.
This completes the example.
The steps performed in the example above coincide with the steps in Algorithm 8.4.3.2
of [3]. In fact, if A is an arbitrary m × n matrix over the ring of polynomials F[x1, . . . , xk],
assume e1 > e2 > · · · > en as an ordering on the column of matrix A, and if any given
monomial ordering on F[x1, . . . , xk]n is extended to a POT ordering on F[x1, . . . , xk]n, then
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Algorithm 8.4.3.2 in Section 8.4.3 of [3] coincides with Algorithm 4.3 (Buchberger’s algo-
rithm for submodules in F[x1, . . . , xk]n), except that while the former always gives a reduced
Gro¨bner basis for submodules, the latter sometimes does not. The former algorithm (Algo-
rithm 8.4.3.2 in Section 8.4.3 of [3]) is reproduced here as Algorithm 4.4, and an example is
given to illustrate the algorithm. With this, we conclude this thesis.
Example 4.3.34. Let
A =

b 0 0 0
b2 ab 1 a+ 1
ab+ b2 1 0 b
ab b 0 b2

be a 4 × 4 matrix over Q[a, b], with lexicographic monomial ordering b ≺ a. The first pivot
is (1, 1). The ideal generated by entries in position (i, 1), 1 ≤ i ≤ 4 is the principal ideal
〈b〉. Therefore, adding −b times row 1 to row 2, adding −(a + b) times row 1 to row 3, and
adding −a times row 1 to row 4, we obtain:
b 0 0 0
0 ab 1 a+ 1
ab+ b2 1 0 b
ab b 0 b2
 −→

b 0 0 0
0 ab 1 a+ 1
0 1 0 b
ab b 0 b2
 −→

b 0 0 0
0 ab 1 a+ 1
0 1 0 b
0 b 0 b2
.
The next pivot is (2, 2). The smallest nonzero entry among the entries in position (i, 2),
2 ≤ i ≤ 4 is 1, and it is in row 3. Thus, rows 2 and 3 are swapped, to obtain:
b 0 0 0
0 1 0 b
0 ab 1 a+ 1
0 b 0 b2
.
The ideal generated by entries in position (i, 2), 2 ≤ i ≤ 4 is the principal ideal 〈1〉. Therefore,
adding −ab times row 2 to row 3, and adding −b times row 2 to row 4, we obtain:
b 0 0 0
0 1 0 b
0 0 1 −ab2 + a+ 1
0 b 0 b2
 −→

b 0 0 0
0 1 0 b
0 0 1 −ab2 + a+ 1
0 0 0 0
.
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Input: An m× n matrix A with entries in F[x1, . . . , xk].
Output: The Gro¨bner basis for row(A), with respect to the given (implicit) order of
the columns and some given monomial order.
Initialization: Set i← 1, j ← 1.
• While i ≤ m and j ≤ n do:
1. If all entries at and below pivot (i, j) are 0, then set j ← j + 1.
2. Otherwise:
(a) Repeat until stabilization: Use row operations to swap the smallest
nonzero entry into the pivot and reduce the other entries modulo the
pivot.
(b) Sort the entries at and below the pivot in increasing order, with 0 being
the greatest.
(c) For k = 1, . . . ,m−i, repeat the two previous steps ((a) and (b)) for the
entries at and below position (i+k, j) to self-reduce the column.
(d) For every pair of indices k, k′ such that i ≤ k 6= k′ ≤ m and the entries
in positions (i, k) and (i, k′) produce an S-polynomial with a nonzero
reduced form modulo the entries in rows i through m, do the following:
i. Set m← m+1; add a new zero row at the bottom.
ii. Use row operations to construct the S-polynomial in position
(m+1, j), and compute its nonzero reduced form modulo the entries
in rows i through m.
(e) Repeat steps (a)–(d) until the entries at and below the pivot form a
reduced Gro¨bner basis for the ideal they generate.
(f) Delete any zero rows and modify m accordingly.
(g) Use the Gro¨bner basis at and below the pivot to reduce the entries above
the pivot to their normal forms.
(h) Set i← i+1, j ← j+1.
Algorithm 4.4: Submodule Gro¨bner basis algorithm (matrix form)
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This completes the execution of the algorithm, and from the output we conclude that the
submodule rowmod(A) generated by the rows of the original matrix A is free of rank 3, the
reason being that in each column of the last matrix, the leading entry has only a single
element.
4.4 Application of Gro¨bner bases for submodules of Rn,
n ≥ 1, R = F[x1, . . . , xk]
According to Cox et al. [7] (Page 93, Section 7, Chapter 2), one of the consequences of the
uniqueness of reduced Gro¨bner basis is the ideal equality algorithm. This algorithm helps
to tell if two ideals with different (finite) generators, say {f1, . . . , fs} and {g1, . . . , gt}, are the
same or not. Basically, a monomial order is fixed, and a reduced Gro¨bner basis is computed
for the ideals 〈f1, . . . , fs〉 and 〈g1, . . . , gt〉; these ideals are the same if and only if they have
the same reduced Gro¨bner bases.
The same proof for Proposition 6 in [7] (Page 92, Section 7, Chapter 2) can be used to
show that for a fixed monomial order on Rn, every submodule M 6= {0} of Rn has a unique
reduced Gro¨bner basis (Definition 4.3.30). Consequently, we have an analogue for the ideal
equality algorithm, which we call row module equality algorithm. Recall from Definition
3.3.30, the row module of an m × n matrix A over the polynomial ring R = F[x1, . . . , xk],
denoted rowmod(A), is a submodule of Rn generated by the m rows of A.
Therefore, we formulate the row module equality algorithm as follows: Given a fixed
monomial order on Rn and given two m× n matrices A and B over R = F[x1, . . . , xk], then
the row module of A equals the row module of B if and only if A and B have the same
reduced Gro¨bner basis. In other words, for a fixed monomial order on Rn, the row modules
of matrices A and B will be equal if and only if both A and B have the same canonical
form, computed with the help of either Algorithm 4.3 or Algorithm 4.4. For the former
algorithm, efforts need to still be made, if necessary, in order to obtain a reduced Gro¨bner
basis, according to Definition 4.3.30.
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