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1. INTRODUCTION 
The importance and practicality of developing perturbation techniques of the 
regular and!or singular type for the analysis of optimal control problems involving 
a small parameter are well documented in engineering and mathematical literature 
(set, for example, the papers by Kelly [I], Kokotovic and Sannuti [2], O’YIalley 
[3], and Hadlock [4]). Basically, in such studies, one looks at a system of diffcren- 
tial equations, with data depending on a small parameter c, which arises as the 
Euler-Lagrange equation of some underlying optimal control problem. In the 
regular case the data depends upon E in a smooth way, while in the singular case 
the data depends upon E in a smooth way, while in the singular case the order of 
the system is reduced upon setting E = 0. ‘The objective of such studies has 
generally been twofold. First, one develops formal techniques for determining 
asymptotic expansions in powers of 4 for the state variables, the adjoint response 
(costate variables), and possibly for the optimal control variable. (In the singular 
case, so-called boundary layer expansions in stretched variables are required in 
addition to the usual time variable.) Second, one demonstrates that the asymptotic 
series found arc uniformly valid asymptotic expansions. 
In su:vcying the literature in the emerging field of perturbation analysis 
in control theory the authors realized that those problems which most distinguish 
optimal control from the more classical calculus of variations, namely, problems 
in which the optimal controller is bang-bang, were not only rarely treated, but 
the appropriate problems were not even posed. For example, in the authors’ own 
work [5], a situation is considered where the optimal control is at a stationary 
interior point of its domain for all time. In a realistic control problem the control 
u(t, c) may be on the boundary of its domain, and often even is of the bang-bang or 
switching type, jumping back and forth between two boundary points. 
In summary, WC were able to find little work in which the possibility of 
perturbation analysis for a problem exhibiting switching behavior is even 
mentioned. (Sotablc exceptions are the papers of Collins [7] and Kiselev [8]. 
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In this paper we shall treat such a problem for the system 
on the interval [0, T], together with the boundary conditions 
x(0, c) = a(c), (14 
h(T, E) = b(e). (14 
In the above “.” denotes djdt, E is a small, positive, real parameter, x, h, f, g, 
c E R”, and u is a measurable function on [0, TJ with values in [- 1, l]. WC may 
imagine system (1) arising as the result of an application of the maximal principal 
to some underlying optimal control problem in the variable X. The variable A 
may bc thought of as the “costate variable” corresponding to X. For this 
reason, the dimensions of x and h will be assumed to be equal, although our 
proofs in no way preclude the possibility that they could be of unequal dimension. 
The function u(t, 6) appearing in (la) will be viewed as the optimal choice for 
the underlying control problem; that is, it represents that choice of admissible 
controller which maximizes the appropriate Hamiltonian function. We will 
suppose that u(t, 6) takes the form 
u(t, 6) = sgn(c * h(t, 6)) = [c . h(t, e)]i: c(t) - h(t, E),. (14 
For a discussion of the maximal principal, as well as for examples in which the 
controller assumes the form (2), see Lee and Markus [9]. Under the hypothesis 
that c . h(t, 6) changes sign on [0, T], we intend to phrase an appropriate pertur- 
bation problem for (1). In Section 3 we will develop formal procedures for 
computing the asymptotic series expansions of the variables occurring in this 
problem, which, of course, involves a bang-bang controller, and then we will 
establish the uniform validity of these asymptotic expansions in Section 4. 
2. AN EXAMPLE 
We begin by illustrating our ideas as applied to a legitimate optimal control 
problem in which the controller is not a priori known. 
Consider the problem of controlling a particle whose trajectory is determined 
by 
-i(t) -I- d(t) = u(t), I u(t)1 ,< 1, t E [O, 31, 
starting at the initial point 
z(O) = 8 + c, .2(O) = 1 $ 26. 
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Say, for instance, that we wish to maximize the functional 
C(U) = s(3, c) - z(3, 6). 
In system notation, if we let x(t) = z(t), y(t) .= a(t) we obtain 
f :y, P-4 
jl= -6x* + 24, , u(t)! .< I, (2b) 
s(0) == f + E, (3a) 
y(0) = I :- 2E. (3b) 
The Hamiltonian function corresponding to system (2) is given hy 
Ii@, y, A, v, u, E) - x-v f v(-a* f- u), 
from which the corresponding equations for the costate variables h and v are 
determined. They are 
x : 2E x v, (4a) 
3 = -A. (4b) 
The costate variables must satisfy the boundary conditions 
h(3) = -1, (54 
v(3) = I, Ub) 
which are independent of C. When c = 0, we may easily obtain an explicit 
solution to the problem (2)-(3, w ic h’ h we will denote by x,(t), ys(t), A,,(t), v”(t), 
q,(t). It is given by 
x,(t) -_ -P/2 + t + 4, 0 < t :< 2, 
1 P/2 - 3t -j- g, 2<t<3; 
Y&) = --t + 1, O<t<2, 
-t-3, 2,(t<3; 
h(t) =- -1, 
q)(t) = t - 2, 
u,(t) = sgn q)(t) = v&)/q v,(t)1 = - 1, O<t<2, 
= +1, 2 .< t < 3. 
(We recognize that this is also the solution of the problem of bringing to rest 
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at the origin in minimum time a trolley which starts at (z(O), a(0)) =- (!,, 1) 
and moves along a horizontal track with negligible friction.) 
At first glance the very meaning of a perturbation analysis for a problem in 
which the controller may be discontinuous in l is unclear. This is because the 
variable y depends upon u, and so y will not be “smooth” in l . This precludes 
the possibility of constructing an asymptotic expansion of y in terms of E. We 
have found a way, however, to overcome this difficulty by means of recasting 
the problem in a new time variable (which is not the usual stretched variable 
occurring in boundary layer expansions), related to the original time in a non- 
linear way. We demonstrate this idea. 
Let t(c) denote the switch time of u(t, 4) for the perturbed equations (2)-(5). 
Let 
t = h(T, c) = [r(3 -- T)/2] f(c) + .(T - 2). 
Thus h(7, C) is just the Lagrange interpolation polynomial of second degree 
sendingT=O-+t =0,~=2-~t=r(~),andr--3+t--3.Thetrans- 
formation t = h(~, 6) has the effect of “freezing” the variable switching time 
t(c) at 7 = 2, while holding the initial and terminal times fixed. 
Now define X(7, C) = .~(h(r, E), E), and define Y(T, c), (1(~, c), N(T, c), 1/(~, C) 
similarly. Thus 
U(T, E) = - 1) 0 < 7 < 2, 
= +1 , 2 < T .< 3. 
This transformed control C(T, l ) is now smooth in E. (In fact, it is independent 
of 6.) This permits the possibility of asymptotic expansion of X, Y, /1, and N 
in powers of E, in terms of the new variable 7. For further discussion of the 
heuristics behind this transformation, see Freedman and Kaplan [q. 
Substituting these new variables into (2)-(5) results in 
dX -- = 
dr 
‘-;Z f(t) -:- (27 - 2)] Y(T, l ), 
dY --. : 
dr [ 
y t(c) + (27 - 24 [--‘X2(7, c) + U(7, 4)], 
d/l -- ; 
dr [ 
&$ f(t) -! (27 -- 2)] [2EX(T, 6) N(T, l)], 
t(C) + (27 - 2)] fl(T, C). 
(6) 
Observe that X(0, l ) = x(h(O, l ), l ) - x(0, l ) : 1 + E, while Y~(O, l ) = ~(0, l ) = 
1 -I- 2~. Thus, our original initial conditions arc preserved in the new variable. 
In addition, we have right boundary conditions of the form /1(3) = - I, 
BAYKGBANG CONTROLS 15 
N(3) = I. Now let us suppose that each of the variables appearing in the trans- 
formed system possesses an asymptotic series expansion in powers of E. Thus 
X(7, 6) := X,(T) + <X1(T) + ‘2X2(T) + **-, 
t(c) = t, -j- Et1 f- A, $ .-., 
with similar expressions for Y(T, z), A(r, E), and N(T, c). Observe that we must 
have X0(7) : .Q(T), I;,(T) = Y”(T), A,(T) = A,,(T), N,,(T) = Q(T), and t, 7: 2. 
Kcxt, let us insert the assumed series expansions into (6). We then differentiate 
the resulting equations with respect to E, and set 6 =- 0. This yields 
dx,,& =-: Yl(T) $ ([(3 - 2T)/2] tl} Ye(T), (74 
dE’,/dT = -x,‘(T) + f[(3 - 2T)j2] tl} l&(T), (7b) 
d/l,/dT = 2x,(T) N,,(T), (74 
dV,,!dT = -Al(T) == {[(3 - 2T)!2] t,} Au(T). (74 
The appropriate boundary conditions for the first two equations in 7 are given by 
X,(O) = 1, 
Y,(O) = 2. 
For the second pair of equations, WC must have 
43) =: 0, 
N,(3) = 0. 
In addition, since C(T, C) = sgn ~(7, E), we know that we must have N(2,c) y 0. 
M’e may now observe that system (7) may be solved by quadrature. Moreover, 
if we solve (7d), we can set v,(2) = 0 to determine the value oft, . Thus we can 
determine the coefficients in the asymptotic series expansion of the switch time. 
Using this value, the solution X, , Yr , A, , Nr , Gr is known completely. We may 
then differentiate (6) once again with respect to E and set l --I 0, to determine 
the next terms in the expansions. 
The actual value computed for t, for the problem treated here is t, = 76.6... . 
Thus we have 
t(c) = 2 -1. 76.6~ -!- O(c2), 
and the relationship t -: h(T, 6) takes the form 
t = 7 + 438.37(3 - T)] + o(C2). 
It will follow from the theory of Section 4 that the expansions(in the variable T) 
found as indicated above will be uniformly valid on 0 < T < 3. 
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3. THE FORMAL EXPANSION 
In this section we will show how one may construct a formal asymptotic 
expansion of the solution to system (1). Our asymptotic analysis will bc valid 
in some suitably small neighborhood of the solution to the system 
2, = f(x0, 0) + cl40 , (104 
A0 = &o , &I 9 O), (lob) 
X”(O) =- ql , (104 
A()( ‘I’) =- 6, ) (104 
u,(t) = sgn(c * Ao(t)). (104 
Equations (lOa)-(IOe) arc known collectively as the reduced system associated 
with system (1), and the solution of (10) is kn own as the reduced solution. Through- 
out the remainder of the paper we will assume that the following conditions hold. 
Assumptiotts 
HI. The reduced system (10) has a solution x0(t), A,,(t), u,(t) with x0(t), A,,(t) 
continuous on 0 6 t < T and u,(t) piecewise continuous on 0 < t < T. 
Specifically, we will assume that the scalar function c . Ao(t) possesses a unique 
root to, 0 < to < T, and c . h(t) < 0 for 0 < t < to , while c * A&t) > 0 for 
to < t < T. Moreover, we assume c * Ii,,’ f 0, so that to is a simple root. 
Thus 
uo(t) : : - 1, t E [O, tu), 
:: .I-], t E (to > Tl, 
so that u,(t) is a switching function with precisely one switch point. 
H2. ‘I’herc exist ~a > 0 and an integer K > 1 such that f, g are (K T I) 
times continuously differentiable with respect to X, h, u, and 6 for all 0 -< E -<, co 
and (x, h, u) in a neighborhood of the reduced solution. 
H3. a(~), h(c) are (K + 1) times continuously differentiable with respect to c, 
0 ,< E < co, and a(O) a,, 6(O) .- 6, . 
Assume throughout this section that the full system (1) possesses a solution 
x(l, c), A(t, c), u(t, c). For c sufficiently small, let t(c) denote the switch point of 
the control u(t, 6). This switch point is unique because of hypothesis Hl. Of 
course, t(0) r= t, , which is the switch time of the reduced control. We will 
suppose for now that t(c) is (K -1. 1) times continuously diffcrentiablc with 
respect to E. Conditions under which such a t( E will exist are detailed in Sec- ) 
tion 4. We will there demonstrate the existence of x(t, E), A(t, E), and u(t, c) as well. 
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As was indicated in Section 2, we want to introduce a nonlinear change of variables 
which will freeze the variable switch time r(e) at t,, . Define 
(11) 
Obscrvc that h(0, C) = 0, /z(?‘, E) = T, and @lo, E) = t(f). hIorcovcr, h(7,O) = 7, 
and for c sufficiently small, h(~, C) is monotonically increasing on 0 < : :< T. 
Introduce the new variables 
X(7, f) =- x(h(r, f), E), 
A(T, f) = A(h(T, f), E), 
.qT, f) 7 u(h(r, E), f). 
It is easy to see that 
X(0, f) - s(0, f) 4<)! 
A(T, t) -- h(T, c) -= h(c), 
while, for any E > 0, 
L’(T, f) = Uo(T) = - 1) if O:.17(.t0, 
y +1, if f,, < i- ::i T. 
(12) 
X0(T) *‘>J X(7, 0) = X”(T), 
A,,(T) 3 A(:, 0) = A+(T), 
Go(T) 12” c(:, 0) = 210(T). 
B’e may now consider (1) rewritten in terms of the transformed variables T, 
-Y, A, 1,‘. \\c have 
(13a) 
together with boundary conditions 
-VI, f> a(c), 
A(T, <) ..-’ h(c). 
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Note that the boundary conditions (13~) (13d) are the same as the boundary 
conditions (lc) and (Id) on the original variables. Additionally, the function 
C(T, 6) must satisfy 
C:(T, l ) = sgn c . fl(~, l ) :- -- 1, 0 G 7- < i,, 
= +I, f,<:< T, 
independent of c. This necessitates the imposition of the additional boundary 
condition 
c . A(& , E) = 0. 
In the next section we shall rigorously establish the existence of a solution 
X(7, c), (1(~, l) and a switch time t(c) satisfying (13) above, provided l is suffi- 
ciently small. This solution will converge uniformly to .X”(T), h(r) as c -* Of, 
while t(c) + to . For the time being, however, we proceed formally. 
Assume that we already know a solution X(T, E), (i(~, E), and f(c) of (13) exists, 
and that X, /I, and t( c are each (K $ 1) times continuously differentiable with ) 
respect to C. Write 
x(7, c) -.. X,,(T) + f x,(T) Cl- + o(&‘), 
X-1 
(14a) 
and 
/1(7, 6) - h(T) --I- f /II;(T) 8 + o(CKI1), (14b) 
h-z 1 
t(c) = t, + f fk’k + O(&‘). (14c) 
k-l 
where the O(G l) holds uniformly in (14a) and (14b). WC may now substitute 
series (14) into Eqs. (13). Recalling smoothness hypothesis H2, the resulting 
equations may be differentiated K times with respect to E, for 1 < K < K. Upon 
setting e = 0 we obtain 
27 - T 
-i T(t, - T) ~ hfk(X”(T)~ A”(T)> (01 + 4k(Th 
X,(O) ” a,. , (‘54 
h(T) 6, v (‘54 
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and 
c . A&,) - 0. (15e) 
Here we have used the notation 
f&j r (~fP.v)(~O(T)> a 
the other partial derivatives being similarly abbreviated. The expressions 
pk(7), qh(7) are polynomials in x1(T) ,..., xkml(T), (11(T) ,..., /lk-l(T), and t, ,..., t,-, , 
with coefficients depending on x0(T), h(T), t, . The symbols aL , 6, denote the 
coefficient of 8 in the finite Taylor series expansions of U(E), 6(c), respectively. 
Remark 3.1. \Ce note that for k 3 1, L’,(T) =- 0, as C(t, C) is independent 
of C. 
We would now like to know when the system (15) may be solved recursively 
for the xk(T), /1k(T), and 2,. Assume that x0(T) ,..., &--1(T), /1,(T) ,..., L’I,~-~(T) 
have been previously determined. Let 0(t) d enote the fundamental matrix 
solution of the linear system dx/dT 7 fi(7)X f or which Q(O) = 1. Then Eq. (15a) 
with initial condition (I 5c) can be solved explicitly by means of the variation of 
constants formulas (ignoring, for the moment, the fact that t, is undetermined). 
The espression so obtained may then be substituted into (15b). The resulting 
equation, together with boundary conditions (15d) and (15e), constitute a 
a linear, inhomogeneous, two point boundary value problem in n,(T). Under 
appropriate hypotheses, a solution of this boundary value problem will exist 
for a judicious choice of 1, . Precisely, we have the following. 
'THEOREM 3.2. Suppose hypotheses I-i 1, H2, and H3 hold. Then the system (15) 
may be solved recursively for Xk(7), A,(T), and t, provided the homogeneous 
linear g5tem 
26) = fr(T) Z(T), 
zi’(T) :.- R=(T) z(T) 1 &(T) a(T) 
witk boundary conditions 
a(r,) = -2c, 
w(T) =y 0 
satisjies 
c * [w&J - &Jp,)] f 0. 
Proof. Define 
(169 
(16b) 
(164 
(164 
(17) 
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and 
Observe that 
and 
z,(O) =. X,(O) = a,, 
w&r) = A,&r) = b,, 
c . “p(4)) -- c . [4(t”> - Q$$l(fo)r ‘qf,), 01 
: -fl,c . Ao’(to). 
Also, note that ~~(7) is discontinuous at t, because L:~(T) is discontinuous there. 
Let z~-(T) denote the restriction of z~(T) to the interval [0, to], and let a,+(~) 
denote its restriction to the interval [to, T]. We can now readily determine the 
differential system satistied by the variables Z,-(T), .zkT (T), and ~~(7) from (I 5). 
We have 
q (T) - * (T) -- fo;;or ;j fk[j(XO(T), 0) - c]
7(T --. T, - - fcl(~” - 77 &fz(T)[j(Xo(T), 0) c] 
with initial condition 
ZL. (0) -z (Ik . 
Similarly 
(6%’ /h-)(T) -_ f%(T) Ze’ (T) + &(T), 
with initial condition 
7 6 [f” , ‘I‘], 
(18b) 
(184 
““k’(f”) = -2cL, + .zk (I,). (184 
\\:e also find that 
(df+/dT)(~) =- S,(T) zk(7) -i- gA(7) WlL(7) I- 4k(T), (18e) 
247’) =. I&) (18f) 
where we must additionally require 
c . WJf,,) = -ft,C . A”‘(f,). (1W 
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Let 4(~, S) be the fundamental matrix for dz/dr = fz(7)z for which $(s, S) = I. 
Let Y(:, S) denote the fundamental matrix solution of dw/dT .: MAW satisfying 
Y(y(s, s) I. Then on [0, to], 
z~-(T) = +(T, 0) a, -I- joT +(T, s) pk(S) ds. 
It follows that on [to, 7’1, 
Zh.+(T) = +(T, 2,) [+(to , 0) a, -i- jof” +(h, S) f%(S) ds - 24 
-- f; +(T, s) Pi,(s) ds 
I 
= +(T, 0) U, - 2t&(T, t,)c f joT #‘(T, s, &is) dS’ 
Also, on [to, T], 
et&(T) = Y(T, T) b, - 1’ v’(T, s)[&) %+(S) + &)I ds* 
Boundary condition (1 Ilg) now becomes 
c * jY(f”) T) b, 
Regrouping yields 
f, 
1 
c . Ao’(fo) $ c . j-b Wo a 4 gM--24h to)4 ds] 
:; -.c . $%, , 7’) b, 
-- y ytto 3 s) [sA(sw(s~ 0) % + js 
- 10 0 
C(s, u> ~144 du -!- qds,] d+ (19) 
It follows that a solution zl;(~), wr(T), and t, of (15) will exist whenever the 
coefficient of t, in (19) does not vanish; i.e., whenever 
c . (lo’(t,) + c . j’ Y(fo > s) gJs>(-2+(s, b)c) ds + 0. (20) 
kl 
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But note that -2$(r, Qc represents the solution to 
Z’(T) = I&) 44, 7 E [&I 9 Tl, 
z(t,) -- -2c, 
and that Jt Y(t, , s) g,(s)(--2+(s, t,)c) dr is the solution of 
w(T) = 0. 
Thus our hypothesis (17) concerning system (16) is seen to be equivalent to (20). 
In conclusion, a solution zk(T), WI;(T), and t, to (15) exists whenever the 
hypotheses of Theorem 3.2 are satisfied, and the original functions Xk(7), 
/II;(T) may then be determined from the relation between Xk, A,, zk , and wk . 
Remark 3.3. An alternative condition which is equivalent to hypothesis (17) 
is that the solution of 
with boundary conditions z(0) = 0, w(T) = 0, satisfy 
c * w(&) f 0. 
4. JUSTIFICATION OF THE ASYMPTOTIC EXPANSIONS 
In this section WC will demonstrate rigorously that the formal procedure 
developed in Section 3 does, in fact, yield a uniformly valid asymptotic expansion 
for the variables X(T), (1(T) on [0, T]. 
DEFINITION. We will say that the system (15) is form&y sohzble if condition 
(17) holds for boundary value problem (16). 
We can now state our principal result. 
THEOREM 4.1. Let hypotheses Hl, H2, and H3 hoM. Suppose, further, that 
system (15) is formally solvable. Then there exists some small E,, > 0 such that for 
0 ,< l < q, there is a wique (K + 1) times continuously d#erentiable solution 
X(7, c), n(T, c), and t(r) of system (13). 
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Moreooer, if Xk(7), Ak(7), t, , 1 < k < K, denote the solution oj(lS), then 
X(7, <) = X0(T) $ f Xk(T) 8 + O(@), 
k-l 
Ll(T, 6) = h”(T) $. f A,(T) & -I O(rK-‘), (21) 
k:zl 
t(E) = to $ f tkEk -j- O(CKtl)* 
k=l 
the O(cK’l) holding uniformly in 0 < 7 ,< T in the first two equations of (21) as 
E+Ot. 
Proof. We assume first that K = 0. 
Let (r(7), s(T)) lie in a suitably small neighborhood of (0,O) in En x I!? for 
0 < 7 < T. Then for E >, 0 we may define 
= fib) d’-) +fdT), for E-O; 
g@(T), S(T), ) = &o(T) - +)I ‘b(T) + +), Cl - .dxo(:), ho(T), 0) , E 
for E f 0, 
a*(E) = [a(c) - aJ6, 
= a, , 
E + 0, 
E : 0; 
b”(r) = [b(r) - b&, c =r’ 0, 
= 1, b E .= 0. 
Then 9, 9, a*, and b” are continuous at l = O+. Let us introduce the auxiliary 
functions a(T, E), B(T, c), and W(C) by 
~“(7, l ) = ‘r”(T) + E(Y(T, E), 
‘+, c) = h(T) + @(T, E>, 
t(c) = t, + <W(C). 
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These expressions may be substituted into (13) and the resulting equations 
simplified to yield the system satisfied by cc(t, E) and /3(t, c); 
’ =‘(E)[g(.Q(T) 1. -(T, E), h,(T) -k cfl(T, 0, E)], 
with boundary conditions 
Wb) 
c@, c) ax(c), PC) 
P(T c) = b*(E), (22d) 
c . /3(& , E) -- 0. (22e) 
It will suffice now to show, when K = 0, that (22) possesses a continuous, 
bounded solution a(T, E), p(T, E), and W(E) for E sufficiently small. With this goal 
in mind, let 0, denote some bounded open neighborhood of the origin in 
c[O, T]” x C[O, 5’]“, and let 0, denote a bounded open neighborhood of 0 in R. 
For c > 0, (Y(T), S(T)) 6 6, , and w(c) E of , consider the system 
$ (7, c) = s@(T), E) + $+ W[f(X,,(T) + <Y(T), E) - C . cb(~)l, (234 
g (7, C) = a(Y(T), S(T), C) 
-t 21% +‘(.r,(T) 1. fr(T), An(T) -t &), E)], 
with boundary conditions 
p( T, c) = h”(c). 
Additionally, define 
System (23) may now be written in integral equation form as 
IW 1 
T 2[-T 
..- (f’(xo(t) -:- u(5), c) $ c . C’,(c$)) d5, 
‘0 t”(h - T) 
(23v 
(23~) 
(23d) 
(24) 
(254 
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,Q:, 6) = b’(B) = i’ sq’(r(.g, s(t), c) d.c$ 
7 
-.I- 2k - ‘1’ 
w .I7 --.- (&o(5) + d), 4,(t) -;- <s(4), c)) di. 44~0 - T) (25b) 
CL.e note that for E :: 0, (23) and (24) reduce to 
(26a) 
‘Thus, if WC compare (26) with (15) we set that system (26) has a solution 
;:T--)= A’,(;), /I(T) :. A,(T), y = 0 provided WC choose Y(T) - XI(~), S(T) = 
1 . 
Let d denote the Banach space C[O, Z’]” >: C[O, TJ7’ x K. Equations (23) 
and (24) define a continuous and Frechct differentiable map Q, from an open 
neighborhood of 0 in .9 x [0, ~a] into a given by 
@(r, 5, w, 6) -. (% B, y). 
WC note that if ct, is sufficiently small, then (XI , A, , 1, , 0) lies in the domain 
of @. Moreover, from our previous remarks, we know that 
@(X, ) A, , t, , 0) - (Xl, A, ) 0). 
I,et I denote the mapping of B x [O, et,] --f 9 given by 
I(Y, 5, w, 6) = (Y, 5, 0). 
Consider If/: .% x [0, ~“1 -+ B given by 
that is, if (z, ,3, y) denotes the image of (Y, S, zz, e) under @, then 
Y(Y, 5, w’, c) .- (a - I, p --. 5, y). 
Of course, Y’ is continuous and Frechct ditf’ercntiablr and ‘Y(,y, , A1, , t, (0) = 0. 
26 FREEDMAN AND KAPLAN 
WC now wish to employ the Banach space implicit function theorem to 
establish the existence of a continuous, bounded solution CZ(~, l ), /I(T, E), w(/3) 
of the equation Y(y((~(r, c), /3(~, e), W(C)) =: 0. Such a solution will also be a 
solution of (23) and (24). 
According to the Banach space implicit function theorem it will suffice now 
to show that the FrechCt derivative of Y at (X, , (1, , t, , 0), which we denote by 
D(r.s.w,) y I(x*./llf,.o): 9 - a’, 
is a topological linear isomorphism. 
Using (24) (25), we can compute the linear map 
It is given by 
~47) = - [= F%(r(f), s(f), 6) df) + G&(f)> s(f), l 1 df)l df 
- 7l3 1 = 2f - T k&(f) + df), hl + es(f), c) v,(f) -r h(43 - T) 
- &i,(f) + 4f), 4 -:- es(f), 4 df)] df 
- 73 I = + g(f)> h(f) + 44)s l 1 df, 
Thus, for E = 0, r(f) = X,(f), s(f) = AI(f), w = 1, , the map 
4 r.s.wdJ l(x,.nl.r,.o): @Id4 7?2(7)9 713) - (k(4, I44 P3) 
is given by 
PI(T) = f,‘f.(f) T,(f) df + 13 lo’ 2f - T- V(s(f), 0) + c. U,(f)] df, 44~0 - T) 
~2(7) =: - IT (g,(f) 71(f) + df) df)l df T 
= 26-T 
- 13 f t (to _ T) gM0 4,(f), 0) df, T u 
Pa = c * P2(4J* 
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Thus At (X, , A, , t, , 0) the Frechkt derivative II(,.,,V~IL,~Y: (Q , Q, +q3) -+ 
(pl , pn , p3) must be given by 
In differential form, we may write 
(71’ 1- P*)(T) 7 fdd 71(4 -i- 73 
2r - ‘I 
al - T) 
[j-(%(T)> 0) -t- l- . &(~)I, 
(72’ + PA(T) = &(T) 71(T) -i h(T) 726) 
+ 73 t,p, - T) 2r - T &0(4, &I(4 O), 
P-3 =: c . 72(&l), 
with boundary conditions 
(274 
(27b) 
(27~) 
(71 .I. Pm4 = 0, (27d) 
(72 + P2u”) = 0. (27e) 
It is easy to see that system (27) d e fi nes a continuous bounded linear map of 
h > 72 > 4 -p (cll) ~2 7 PJ- T o see that this map has a bounded linear inverse 
it is convenient to define 
With this change of variables (27) becomes 
i&(T) =-. j&) S,(T) _I- 6, -$=& [f(%(~), 0) + CU”(dl 
0 
2T - T - .LdT) PI(T) - P-3 ,“(& _ 77) If(q)(T), 0) -+ CUo(o(T)], (2&i) 
28 FFU?EDI\IAS AND KAI’LAK 
-. Xx(T) Pl(7) -RA(4 CL2(4 - Is qt* _q 2T - ” g(q,(+ A,,(T), 0) (28b) 
I% = c . [WJ - P2(fn)l, (284 
S,(O) = 0, (284 
S,(T) - 0. WeI 
For fixed pI , p?, pa we will show that there exists (So, S*(T), 6,) E 2 satisfying 
(28) for which * 
c . S,(4)> = CLn -t c . pe(fo). (29) 
Once we do this, Q , Q, ‘la will be determined in a bounded linear manner by 
T,(T) = h(7), j I,37 73 = a:, - CLs .
Rut we set that system (28) will have a solution S,(s), L&(T), 5, , because for 
any tar , p*2 , k. the system is of the same form as system (I 5), and our hypothesis 
of the formal solvability of (15) ensures the existence of a unique solution to (28). 
It is worth remarking that (29) is inhomogeneous, unlike the corresponding 
Eq. (ISe). However, for fired T E R” with c . z’ = /~a -‘- c . &te), if we define 
S,“(T) : S,(T), s2*(7) 1 S?(T) - ZJ, we find that S,*(T), S,“(s) satisfy a system 
of equations in the form of (I 5) with c . Sa*(t,,) = 0, and so our formal solvability 
assumption enables us to determine SIX(~), S,“(r), 6, . 
\\:e have now shown that the map Df,,s,U:)!?’ at (X, , tl, , t, , 0) posscsscs a 
continuous linear inverse By the Ranach space implicit function theorem 
there exists or sufficiently smal1 such that for 0 < E < l , the equation 
Y((L, /I, zc, C) : 0 possesses a continuous solution (Y(T, c), /3(7, E), W(E). Clearly, 
this solution satisfies (26). It follows that X(7, c), ,4(,, E), t(c) given hy 
is the required solution of (13) for which 
(X(t, E) - X”(T) -I O(e), A(T, c) = An(T) -;- O(r), 
uniformly on [0, 7’1, and t(c) = to .!- O(E) as E - 0-k. 
For the case K >* 0, let us suppose that WC have already cstablishcd the validity 
of the asymptotic series expansion for X(T, E), A(,, l ), and f(c) up to order K. 
Proceeding inductively, define 
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Then (Y, j3, and w will satisfy a system of the same form as (22) with appropriately 
modified functions g, 8, a*, b. Ily using the techniques just dcv-eloped, we may 
then establish the existence of a continuous, bounded solution (~(7, l ), /3(~, l), 
and W(E) of the resulting system, for 0 .< 7 < T, 0 .< E -c: some c,, . The details 
are omitted. 
We conclude by remarking that the technique WC have dcvelopcd for a control 
problem involving one switch is indicative of a more general technique which 
is applicable to a wide variety of practical control problems involving multi+ 
switches. Of course, this will necessitate the USC of a higher-degree Lagrange 
interpolation polynomial. Other bang-bang control problems can be treated 
similarly. In the case of a singular bang-bang control problem one expects 
boundary layer behavior at the switch points as well as at the initial and terminal 
times. For the minimum time problem it is necessary to choose a Lagrange 
interpolation polynomial which “freezes” the terminal time as well as the switch 
time. These ideas will be explored in detail in forthcoming papers. 
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