The von Weizsäcker theorem states that every sequence of nonnegative random variables has a subsequence which is Cesàro convergent to a nonnegative random variable which might be infinite. The goal of this note is to provide a description of the set where the limit is finite. For this purpose, we use a decomposition result due to Brannath and Schachermayer.
Introduction
Komlós's theorem states that every L 1 -bounded sequence has a subsequence which is Cesàro convergent to a finite limit; see [5] , and also the refined results in [1] and [3, Thm. 5.2.1]. The paper [6] was dealing with the question whether the L 1 -boundedness can be dropped. Its main result states that every nonnegative sequence in L 0 has a subsequence which is Cesàro convergent, but the limit can be infinite. More precisely, we have the following result.
1.1. Theorem (von Weizsäcker). Let (ξ n ) n∈N ⊂ L 0 + be a sequence of nonnegative random variables. Then there exist a subsequence (ξ n k ) k∈N and a nonnegative random variable ξ : Ω → [0, ∞] such that the following statements are true:
(a) For every further subsequence (n k l ) l∈N and every permutation π : N → N the sequence (ξ n k π(l) ) l∈N is almost surely Cesàro convergent to ξ. (b) There exists an equivalent probability measure Q ≈ P such that the sequence
We refer to [6] and [3, Thm. 5.2.3] . Let (ξ n k ) k∈N be a subsequence as in Theorem 1.1. Note that the limit ξ can be infinite. In this note we will provide a description of the sets {ξ < ∞} and {ξ = ∞}. In [6] it is already indicated that {ξ < ∞} should be the largest subset on which (ξ n k ) k∈N is L 1 (Q)-bounded for some equivalent probability measure Q ≈ P. However, à priori it is not clear whether such a set exists. We will approach this problem by looking at sets which are bounded in probability, without performing a measure change. For this purpose, we will use a decomposition result from [2] which states that for every convex subset C ⊂ L 0 + there exists a partition {Ω b , Ω u } such that C| Ω b is bounded in probability and C is hereditarily unbounded in probability on Ω u . We refer to Section 2 for the precise definitions. The set Ω b is characterized as the largest subset on which the convex set C is bounded in probability. Now, we define the convex hulls C,C ⊂ L 0 + as C := conv {ξ n k : k ∈ N} andC := conv {ξ n k : k ∈ N}, (1.1) whereξ n k := 1 k k l=1 ξ n l for each k ∈ N, and denote by {Ω b , Ω u } and {Ω b ,Ω u } the corresponding partitions according to the decomposition result from [2] . Note thatC ⊂ C, because
Our result reads as follows.
1.2. Proposition. We have {ξ < ∞} = Ω b =Ω b and {ξ = ∞} = Ω u =Ω u up to P-null sets.
Remark. Let us mention some further consequences:
(1) The set {ξ < ∞} is the largest subset on which the convex hull of (ξ n k ) k∈N or (ξ n k ) k∈N is bounded in probability.
This is in accordance with the findings in [6] . (3) The set {ξ < ∞} is also the largest subset on which every sequence of convex combinations of (ξ n k ) k∈N or (ξ n k ) k∈N has a convergent subsequence in the sense of weak convergence of their distributions.
For more details, we refer to Section 2, and in particular Corollary 2.12, where we investigate when the limit ξ is almost surely finite.
Proof of the result
Let (Ω, F , P) be a probability space. We denote by L 0 = L 0 (Ω, F , P) the space of all equivalence classes of random variables, where two random variables X and Y are identified if P(X = Y ) = 1. We denote by L 0 + = L 0 + (Ω, F , P) the convex cone of all nonnegative random variables; that is, all X ∈ L 0 such that P(X ≥ 0) = 1. It is well-known that L 0 equipped with the translation invariant metric
is a complete topological vector space. The induced convergence is just convergence in probability; that is, for a sequence (X n ) n∈N ⊂ L 0 and a random variable X ∈ L 0 we have d(X n , X) → 0 if and only if X n P → X. Furthermore, for every equivalent probability measure Q ≈ P the translation invariant metric
induces the same topology.
2.2.
Remark. It is well-known that a subset C ⊂ L 0 is topologically bounded if and only if it is bounded in probability. For a subset C ⊂ L 0 and an event B ∈ F we agree on the notation 
Definition. A subset
The following two results which be useful for our analysis.
2.6. Lemma. [2, Lemma 2.3] Let C ⊂ L 0 + be a convex subset of L 0 + . Then there exists a partition {Ω u , Ω b } of Ω into disjoint sets Ω u , Ω b ∈ F , unique up to P-null sets, such that:
(1) C| Ω b is bounded in probability.
(2) C is hereditarily unbounded in probability on Ω u .
In particular, for every event B ∈ F such that C| B is bounded in probability, we have B ⊂ Ω b up to P-null sets. 2.9. Lemma. We have Ω b ⊂Ω b up to P-null sets.
Proof. SinceC ⊂ C and C| Ω b is bounded in probability, the setC| Ω b is also bounded in probability, and hence we have Ω b ⊂Ω b .
2.10. Lemma. We haveΩ b ⊂ {ξ < ∞} up to P-null sets.
Proof. We define the sequence (μ k ) k∈N of probability measures on (R, B(R)) as → ξ½Ω b , we have µ = P • (ξ½Ω b ). Therefore, it follows that P-almost surely ξ < ∞ onΩ b .
2.11. Lemma. We have {ξ < ∞} ⊂ Ω b up to P-null sets.
Proof. By part (b) of Theorem 1.1 there exists an equivalent probability measure Q ≈ P such that (ξ n k ½ {ξ<∞} ) k∈N is L 1 (Q)-bounded. Therefore, by Lemma 2.7 the set C| {ξ<∞} is P-bounded, completing the proof. Now, the proof of Proposition 1.2 is a consequence of Lemmas 2.9-2.11, and Remark 1.3 follows by additionaly taking into account Lemma 2.7 and Prohorov's theorem.
Using Proposition 1.2 we can characterize when the limit ξ is almost surely finite, and when it is almost surely infinite. As a consequence of the next result, the limit is almost surely finite if and only if every sequence of convex combinations has a convergent subsequence in the sense of weak convergence of their distributions.
2.12. Corollary. The following statements are equivalent:
(i) We have ξ < ∞ almost surely.
(ii) The set C is bounded in probability.
(iii) The setC is bounded in probability.
(iv) There exists an equivalent probability measure Q ≈ P such that the sequence
There exists an equivalent probability measure Q ≈ P such that the sequence
Proof. This is an immediate consequence of Proposition 1.2, Lemma 2.7 and Prohorov's theorem.
2.13. Corollary. The following statements are equivalent:
The set C is hereditarily unbounded in probability.
(iii) The setC is hereditarily unbounded in probability.
Proof. This is an immediate consequence of Proposition 1.2.
As an example, let us consider a sequence (ξ n ) n∈N ⊂ L 0 + of independent, identically distributed random variables. By the strong law of large numbers for every subsequence (n k ) k∈N and every permutation π : N → N the sequence (ξ n π(k) ) k∈N is almost surely Cesàro convergent to the constant ξ = E[ξ 1 ] ∈ [0, ∞]. Furthermore, the sequence (ξ n ½ {ξ<∞} ) n∈N is L 1 (P)-bounded. Consequently, we see that in the von Weizsäcker theorem (Theorem 1.1) we can take the original sequence (ξ n ) n∈N -that is we do not have to pass to a subsequence (ξ n k ) k∈N -and the limit ξ is a constant. Furthermore, we have either {ξ < ∞} = Ω or {ξ < ∞} = ∅ up to P-null sets. More precisely, the following statements are true:
(1) We have ξ < ∞ almost surely if and only if ξ 1 ∈ L 1 .
(2) We have ξ = ∞ almost surely if and only if ξ 1 / ∈ L 1 . Defining the convex hulls C,C ⊂ L 0 + as C := conv {ξ n : n ∈ N} andC := conv {ξ n : n ∈ N}, by Corollary 2.12 the following statements are equivalent:
(i) We have ξ 1 ∈ L 1 .
(iii) The setC is bounded in probability. Moreover, by Corollary 2.13 the following statements are equivalent:
(i) We have ξ 1 / ∈ L 1 . (ii) The set C is hereditarily unbounded in probability. (iii) The setC is hereditarily unbounded in probability.
