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Abstract
We introduce a new thermodynamically consistent diffuse interface model of Allen–Cahn/Navier–Stokes
type for multi-component ﬂows with phase transitions and chemical reactions. For the introduced diffuse inter-
face model, we investigate physically admissible sharp interface limits by matched asymptotic techniques. We
consider two scaling regimes, i.e. a non-dissipative and a dissipative regime, where we recover in the sharp
interface limit a generalized Allen-Cahn/Euler system for mixtures with chemical reactions in the bulk phases
equipped with admissible interfacial conditions. The interfacial conditions satify, for instance, a Young–Laplace
and a Stefan type law.
Key Words: Multi-component ﬂow, phase transition, asymptotic analysis, sharp interface limit, free boundary prob-
lems, Allen-Cahn equation
AMS Subject Classiﬁcations: 35C20, 35R35, 76T10, 76T30, 35Q30, 35Q35, 76D45, 76N10, 76T99, 80A22, 82B26.
1 Introduction
In this study, we propose a model for chemically reacting viscous ﬂuid mixtures that may develop a transition
between a liquid and a vapor phase. The mixture consists of N constituents and is described by N partial mass
balance equations and a single equation of balance for the barycentric momentum. We exclusively consider isother-
mal evolutions. To describe the phase transition, we introduce an artiﬁcial phase ﬁeld indicating the present phase
by assigning the values 1 and -1 to the liquid and the vapor phase, respectively. Within the transition layer between
two adjacent phases, the phase ﬁeld smoothly changes between 1 and -1. However, usually the transition layers
are very thin leading to steep gradients of the phase ﬁeld.
This model belongs to the class of diffuse interface models. An alternative model class, that likewise represents
phase transitions in ﬂuid mixtures, contains sharp interface models. From the modelling point of view, sharp interface
models have a simpler physical basis than diffuse interface models. For this reason, there arises always the non-
trivial question if the sharp interface limits of a given diffuse model lead to admissible sharp interface models. The
main concern of this paper is a careful discussion of this problem.
While diffuse interface models solve partial differential equations in the transition region, sharp interface models
deal with jump conditions across the interface between the phases. Sometimes the jump conditions are mixed with
geometric partial differential equations.
For two phases without chemical reactions, our compressible model reduces to an Allen–Cahn/Navier–Stokes type
model, which is quite similar to the model derived by Blesgen [8]. Blesgen’s model has been investigated analytically
in [18, 14], where existence of strong local-in-time solutions and weak solutions has been shown.
We like to emphasize that the thermodynamical approaches of Blesgen’s system and our derived model are dif-
ferent. For instance, the phase ﬁeld variable  in Blesgen’s model, which satisﬁes the Allen-Cahn equation, is a
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1physical quantity, namely the local mass fraction of one phase, whereas in our proposed model  simply indicates
the present phase. In addition, the function h that interpolates between the phases, which will be described later, is
linear in Blesgen’s model. This means that, in contrast to our proposed model, in general the equilibria depend on
the chosen interpolation function h, which implies that Blesgen’s system runs into different equilibria. Our approach
with  as an artiﬁcial phase ﬁeld variable permits to obtain physical meaningful jump conditions at the interface
agreeing with classical laws of thermodynamics.
A modiﬁed version of Blesgen’s model can be found in [24]. In contrast to [8] and our introduced model, Witterstein
[24] describes a mixture of two compressible ﬂuids, which physically differ, exclusively by different Lamé coefﬁcients
which are assumed to depend on the phase ﬁeld parameter and the mass density. Witterstein’s model [24] also
differs in the choice of the free energy, which contains two length scales. Moreover, the minima of the double well
potential in the free energy have to be of different heights. This implies that the energy can only be controlled for
transition regions with ﬁxed width but not in the sharp interface limit.
Related to our work are diffuse interface models for incompressible and quasi-incompressible ﬂuids. A diffuse inter-
face model of Navier-Stokes-Cahn-Hilliard type for two incompressible, viscous Newtonian ﬂuids, having the same
densities, has been introduced by Hohenberg and Halperin in [17]. That model has been modiﬁed in several ther-
modynamically consistent ways such that different densities are allowed, see e.g. [16, 20, 4]. For existence results
of strong local-in-time solutions and weak solutions, we refer to [1, 2, 3]. A diffuse interface model for two incom-
pressible constituents which permits the transfer of mass between the phases due to diffusion and phase transitions
has been proposed in [6, 5]. The densities of the ﬂuids may be different, which leads to quasi–incompressibility of
the mixture.
Our newly introduced diffuse interface model is given by the following system of PDEs for (;=1;:::;N 1;v;)
in [0;Tf)  
, 
  Rd:
@t + div(v) = 0;
@t + div(v)   div
 N 1 X
=1
Mr(   N)

=
NR X
i=1

i
mMi
r

1   exp

Ai
kT

;
@t(v) + div(v 
 v) + rp + div(
r 
 r   NS) = 0;
@t + v  r =  Mp

@ 
@
  


;
where p is the pressure, T the temperature, m the atomic mass of constituent , k the Boltzmann constant,
  = W() +


2
jrj2 + f(1;:::;N;) and  =
@( )
@
with f(1;:::;N;) := h() L(1;:::;N) + (1   h()) V (1;:::;N). In addition, 
i
 are the stoi-
chiometric coefﬁcients of NR possible chemical reactions, Ai the afﬁnities and M, Mi
r and Mp the mobilities.
The work is organized as follows. In the upcoming section we derive the thermodynamically consistent model
for multi-component ﬂows with phase transitions and chemical reactions. The third section is devoted to the non-
dimensionalization, the introduction of two interesting scaling regimes of the system and the setting of asymptotic
analysis. Finally, in Sections 4 and 5, we determine the sharp interface limits for the two different scaling regimes
introduced previously. We like to emphasize that Section 4.2 contains a conjecture on the incapability of viscous
diffuse models to generate viscous sharp models.
22 The mixture model
2.1 Constituents and phases
We consider a ﬂuid mixture consisting of N constituents A1;A2;:::;AN indexed by  = 1;2;:::;N. The con-
stituents may be subjected to chemical reactions. There are NR reactions, indexed by i = 1;2;:::;NR, of the
general type
ai
1A1 + ai
2A2 + ::: + ai
NAN  bi
1A1 + bi
2A2 + ::: + bi
NAN: (2.1)
Thus, there are forward(f) as well as backward(b) reactions. The constants (ai
)=1;2;:::;N and (bi
)=1;2;:::;N
are positive integers and 
i
 = bi
   ai
 denotes the stoichiometric coefﬁcient of constituent  in the reaction
i = 1;:::;NR.
The ﬂuid mixture may exist in the two phases liquid(L) and vapor(V). The two phases may coexist. In this paper, we
describe the phases in the diffuse interface setting, where the interface between adjacent liquid and vapor phases
is modelled by a thin layer. Within the layer, certain thermodynamic quantities smoothly change from values in one
phase to different values in the adjacent phase. However, usually steep gradients occur.
2.2 Introduction of basic quantities and basic variables
Two phase mixtures can be modelled within three different model classes, i.e. Classes I-III. Class I considers as
basic variables the mass densities ()=1;2;:::;N of the constituents, the barycentric velocity v, the temperature
T and the phase ﬁeld , which is used to indicate the present phase at (t;x). It assumes values in the interval
[ 1;1] with  = 1 in the liquid and  =  1 in the vapor.. The basic variables of Class II are the mass densi-
ties ()=1;2;:::;N, the velocities (v)=1;2;:::;N of the constituents, the temperature T and the phase ﬁeld .
Finally, in Class III we have the mass densities ()=1;2;:::;N, the velocities (v)=1;2;:::;N, the temperatures
(T)=1;2;:::;N of the constituents and the phase ﬁeld . In this study, we choose a description within Class I. The
mixture occupies a region 
  Rd. At any time t  0, the thermodynamic state of 
 is described by N partial
mass densities ()=1;2;:::;N; the barycentric velocity and by the temperature T of the mixture. These quantities
may be functions of time t  0 and space x = (xi)i=1;:::;d = (x1;:::;xd) 2 
: However, we restrict ourselves
to isothermal processes so that T appears only as a constant parameter in the equations.
Partial mass densities and partial velocities are used to deﬁne the total mass density  of the mixture and its
barycentric velocity v
 :=
N X
=1
; v :=
1

N X
=1
v: (2.2)
The diffusion velocities u and the corresponding diffusion ﬂuxes J are deﬁned by
u := v   v; J := u with
N X
=1
J = 0 : (2.3)
Finally, we introduce the total number density of the mixture and the atomic fractions of the constituents
n :=
N X
=1
n; y :=
n
n
with
N X
=1
y = 1 : (2.4)
32.3 Equations of balance
The coupled system of PDEs for the basic variables of the Class I model relies on the equations of balance for the
partial masses of the constituents, for the momentum of the mixture and for the phase ﬁeld. Their generic structure
reads
@t + div(v + J) = r;  = 1;2;:::;N; (2.5)
@t(v) + div(v 
 v   ) = b; (2.6)
@t() + div(v + J) = : (2.7)
The newly introduced quantities are: r - mass production rate of constituent ,  - stress, (J;) - ﬂux and
production rate of the phase ﬁeld. The force density b includes gravity and inertial forces, the latter only appear
in case that the frame of reference is a non-inertial frame, i.e. a frame of reference that is undergoing acceleration
with respect to an intertial frame.
The conservation law of mass for every single reaction i = 1;2;:::;NR reads
N X
=1
m
i
 = 0 implying
N X
=1
r = 0: (2.8)
It is useful to decompose the N partial mass balances into the mass balance of the mixture and N   1 mass
balances that serve as the basis for the diffusion equations, i.e.
@t + div(v) = 0; @t + div(v + J) = r for  = 1;2;:::;N   1: (2.9)
2.4 General constitutive laws
2.4.1 Part 1: Basic assumptions
The variables , ()=1;2;:::;N 1, v and  are not the only quantities in the equations of balance. There are fur-
ther quantities that must be given by thermodynamically consistent constitutive equations, such that the equations
of balance become a PDE-system for the variables. Our constitutive model describes chemical reactions, diffusion,
volume changes, viscosity and phase transitions including capillary effects.
The constitutive model for the mass production rates considers reactions with forward and backward path. The
corresponding reaction rates Ri
f and Ri
b give the number of forward and backward reactions per volume and per
time. Hence,
r =
NR X
i=1
m
i
(Ri
f   Ri
b): (2.10)
The stress  models volume changes, viscosity and capillarity. Due to these three phenomena we additively de-
compose the stress into three parts,
 =  p1 + NS + C; (2.11)
where p denotes the pressure, NS is the Navier-Stokes stress and C is the so-called capillary stress.
There are various possibilities to characterize the phase transition by different choices of the ﬂux J and the
production rate . For example, the choice J 6= 0 and  = 0 describes a transformation of phases due to
diffusion and under the constraint of constant total phase fractions. The evolution equation for  becomes the
Cahn-Hilliard equation. In this study, we choose a different case, namely
J = 0 and  6= 0; (2.12)
4describing a situation where the phases exclusively change by a mechanism similar to a chemical reaction without
a constraint to their total mass fractions. In this case the evolution equation for  becomes the Allen-Cahn equation.
2.4.2 Part 2: Consequences of the 2nd law of thermodynamics
The considered mixture needs constitutive functions for the reaction rates Ri
f, Ri
b the diffusion ﬂuxes J, the
pressure p, the Navier-Stokes stress NS, the capillary stress C and the production rate  of the phases.
The thermodynamically consistent constitutive model relies on a free energy density of the general form
  =  ~  (T;1;2;:::;N;;r): (2.13)
In this paper we do not state and explicitly exploit the ﬁve axioms representing the 2nd law of thermodynamics. We
refer the reader to the review article [9] and to [11]. In the following, we only list the constitutive relations and the
representation of the entropy production.
1. Chemical potentials and pressure:
 :=
@ 
@
;  = 1;:::;N; p =    +
N X
=1
: (2.14)
Note that  is a deﬁnition and the representation of the pressure is then a consequence of the 2nd law and
is called Gibbs-Duhem equation.
2. Representation of the stresses:
NS =

1 +
2
d
2

div(v)1 + 2

rv + (rv)T  
2
d
div(v)1

; C =  
@ 
@r

 r: (2.15)
Bulk and shear viscosity satisfy the inequalities 1 + 2
d2  0 and 2  0, where d is the dimension of the
considered space.
3. Diffusion laws and reaction rates:
J =  
N 1 X
=1
Mr(  N);  = 1;:::;N  1; Ri
b = Ri
f exp

Ai
kT

; i = 1;:::;NR; (2.16)
where Ai is given by the law of actions, i.e.
Ai =
N X
=1
m
i
; (2.17)
and is called the chemical afﬁnity. The(N 1)(N 1) matrixM of diffusion mobilities is symmetric and
positive deﬁnite. In this study, the mobilities are assumed to be constant. In equation(2.16), the Boltzmann
constant k is introduced such that the argument of the exp-function becomes dimensionless.
The 2nd law prescribes the ratio of the reaction rates to be as in (2.16). Thus, either the forward or the
backward rate can be modelled. We set Ri
f = Mi
r and choose the reaction mobility Mi
r > 0 as constant.
4. Production rate of phases:
 =  Mp

@ 
@
  div

@ 
@r

: (2.18)
The quantity Mp > 0 denotes the phase mobility.
55. Representation and sign of the entropy production:
s =
1
T
 
 
N X
=1
J  r + NS : rv   

@ 
@
  div

@ 
@r

 
NR X
i=1
 
N X
=1
m
i

!
(Ri
f   Ri
b)
!
 0 : (2.19)
The entropy production must be non negative for every solution of the balance equations, i.e. s  0.
Equilibrium is a solution of the balance equations with s = 0.
2.5 Special free energy densities for ﬂuid mixtures capable of liquid-vapor phase transitions
In order to make the generic free energy function in (2.13) explicit we decompose   =  ~  (1;:::;N;;r)
according to
  = W() +


2
jrj2 + h() L(1;:::;N) + (1   h()) V (1;:::;N); (2.20)
where W() = (   1)2( + 1)2 and h : R ! [0;1] is a smooth interpolation function satisfying
h(z) =

1 for z  1
0 for z   1
; in particular, h0(z) = 0 for all jzj  1 : (2.21)
The double well function W has its minima in the pure phases and controls the phase transition. The gradient term
in (2.20) models capillarity effects and the coefﬁcient 
 > 0 is related to the surface tension between two adjacent
phases. The two functions  L; V : (0;1)N  ! [0;1) are the free energy density functions of the pure
phases which we assume to be given by a combination of isotropic elastic response and entropy of mixing, i.e.
 L=V =
N X
=1
 R
 + (KL=V   pR)

1  
n
nR

+ KL=V
n
nR ln
 n
nR

+ kT
N X
=1
n ln
n
n

;
where KL=V are the bulk moduli, and the superscript R indicates a reference value of the corresponding quantity.
Remark 2.1. In terms of the asymptotic analysis performed later in this paper, the crucial property of the energy
densities chosen here is that they are convex, such that the map ()=1;:::;N 7! ()=1;:::;N is a diffeomor-
phism for any ﬁxed  2 [ 1;1]:
2.6 Summary
The resulting system of equations can be written as
@t + div(v) = 0; (2.22)
@t + div(v)   div
 N 1 X
=1
Mr(   N)

=
NR X
i=1

i
mMi
r

1   exp

Ai
kT

;(2.23)
@t(v) + div(v 
 v) + rp + div(
r 
 r   NS) = 0; (2.24)
@t + v  r =  Mp

@ 
@
  


: (2.25)
6The pressure p and the afﬁnities Ai are taken from (2.14)2 and (2.17). Furthermore, we have used the following
abbreviations
  = W() +


2
jrj2 + f(1;:::;N;); (2.26)
 = gR
 +
K()
mnRln
 n
nR

+
kT
m
ln
n
n

(2.27)
with
f(1;:::;N;) := h() L(1;:::;N) + (1   h()) V (1;:::;N); (2.28)
K() := h()KL + (1   h())KV ; (2.29)
where gR
; nR are reference quantities.
2.7 Energy inequality
To address the issue of stability of (2.22)-(2.25), we prove an energy inequality. Let 
  Rd be some open and
bounded domain with C1–boundary and Tf > 0 some time up to which we assume that classical solutions of
(2.22)-(2.25) exist.
Lemma 2.2 (Energy inequality). Let (();v;) be a classical solution of (2.22)-(2.25) in (0;Tf)
, then the
following inequality is fulﬁlled for all t 2 (0;Tf):
d
dt
Z



W() +


2
jrj2 + (f)(();) +

2
jvj2

dx +
N X
=1
Z
@

n  (v + J)d
 
Z
@

n 


tr  

2
vjvj2 + NSv

d =  D1   D2   D3   D4  0; (2.30)
where n denotes the outer unit normal to @
; and
D1 :=
Z


Mp


W0()   
 +
@(f)
@
2
dx; (2.31)
D2 :=
Z


N 1 X
;=1
Mr(   N)  r(   N) dx; (2.32)
D3 :=  
Z


NR X
i=1
Mi
rAi

1   exp

Ai
kT

dx = kT
Z


NR X
i=1
log
Ri
b
Ri
f

(Ri
b   Ri
f)dx; (2.33)
D4 :=
Z


NS : (rv)dx: (2.34)
Corollary 2.3. Let (();v;) be a classical solution of (2.22)-(2.25) in (0;Tf)  
 satisfying the boundary
conditions r  n = 0; J  n = 0,  = 1;:::;N   1; and v = 0 on (0;Tf)  @
; then for all t 2 (0;Tf):
d
dt
Z



W() +


2
jrj2 + (f)(();) +

2
jvj2

dx  0: (2.35)
7Proof of Lemma 2.2. We directly compute
d
dt
Z



W() +


2
jrj2 + (f)(();) +

2
jvj2

dx
=
Z



W0()t + 
r  rt +
X

;t +
@(f)
@
t  
1
2
tjvj2 + v  (v)t

dx
=
Z



t

W0()   
 +
@(f)
@

+
X

;t  
1
2
tjvj2 + v  (v)t

dx
+
Z
@


tn  rd:
(2.36)
We insert the evolution equations (2.22)-(2.25) into (2.36) to eliminate the time derivatives. Several terms cancel
out such that we obtain
d
dt
Z



W() +


2
jrj2 + f(();) +

2
jvj2

dx
=  
Z


 
N X
=1
(div(v + J)   r)  
1
2
div(v)jvj2 + div(v 
 v)  v
!
dx
 
Z


 
v 
N X
=1
r   div(NS)  v
!
dx   D1 +
Z
@


tn  rd;
(2.37)
where J and r are given by (2.10) and (2.16). Using integration by parts in (2.37), we get
d
dt
Z



W() +


2
jrj2 + f(();) +

2
jvj2

dx
=
Z


N X
=1
(J  r + r)dx   D1   D4
+
Z
@

n 


tr  
N X
=1
(v + J)  

2
vjvj2 + NSv

d
=  
4 X
j=1
Dj +
Z
@

n


tr  
N X
=1
(v + J)  

2
vjvj2 + NSv

d:
(2.38)
3 Asymptotic analysis
To avoid physically impossible scalings, we ﬁrst nondimensionalize the system (2.22)-(2.25).
3.1 Non-dimensionalization
We introduce reference quantities, denoted by superscript c, and non-dimensional quantities, denoted by , i.e.
x = xcx; t = tct;  = c
; v = vcv;  = c
; M = McM
; Mi
r = Mc
r(Mi
r);

 = 
c
r

; m = mcm
; 1;2 = c
1;2; Mp = Mc
pM
p; W = WcW; (f) = (f)c(f);
8
 = 
c
; Ai = Ac(Ai):
Note that  and the interpolation function h are already nondimensionalized and  = c with  =
P
 
.
Thereby, we get
c
tc @t +
cvc
xc div(v) = 0;
c
tc @t
 +
cvc
xc div(
v)  
Mcc
(xc)2 div
 N 1 X
=1
M
r(
   
N)

 Mc
r
c
rmc
NR X
i=1
(
i
)m
(Mi
r)

1   exp

Ac(Ai)
kT

= 0;
cvc
tc @t(v) +
c(vc)2
xc div(v 
 v) +
1
xcr
 
N X
=1
cc

   (f)c(f)
!
 
1
xcr

WcW +

c

2(xc)2jrj2

+

c

(xc)3div(r 
 r)  
cvc
(xc)2div(
NS) = 0;
1
tc@t +
vc
xcv  r +
Mc
pM
p
c

WcW0
 

c

(xc)2 + (f)c@(f)
@

= 0:
(3.1)
As we are interested in hyperbolic scalings we set xc = vctc, (f)c = cc and deﬁne the following Mach and
Reynolds numbers
MW := vc
r
c
Wc; Mf := vc
s
c
(f)c; Re :=
cvcxc
c : (3.2)
Moreover, we choose Ac = kT and deﬁne additionally nondimensional quantities related to the reaction and
diffusion mobilities
 Md =
Mcc
vcxcc;  Mr =
Mc
r
c
rmctc
c ;  Mp =
Mc
ptcWc
c : (3.3)
We assume that the small parameter
" :=
s

c
(xc)2Wc (3.4)
is proportional to the width of the interfacial layer. This can be justiﬁed by  -Limit methods, cf. [23, 21, 22, 13]. Using
these nondimensional parameters and suppressing  in the notation, we get
@t + div(v) = 0;
@t + div(v)    Md div
 N 1 X
=1
Mr(   N)

   Mr
NR X
i=1

i
mMi
r(1   exp(Ai)) = 0;
@t(v) + div(v 
 v) +
1
M2
f
r
 
N X
=1
   f
!
 
1
M2
W
r(W + "2

2
jrj2)
+
"2
M2
W

div(r 
 r)  
1
Re
div(NS) = 0;
@t + v  r +  Mp
Mp

 
W0   "2
 +
M2
W
M2
f
@f
@
!
= 0:
(3.5)
9In the sequel, we will consider two scaling regimes. For both of them we choose
 Md =  Mr = Mf = 1; MW =
p
";
1
Re
= "2: (3.6)
The scalings only differ in  Mp. Taking
 Mp =
1
"3 leads to a non-dissipative regime and  Mp =
1
"2 to a dissipative regime. (3.7)
Remark 3.1. We are aware of the fact that it would be favorable also to obtain the full Navier-Stokes equations in
the bulk in the leading order. This would correspond to the scaling Re = 1: We will show in Subsection 4.2 that
such a scaling immediately rules out mass ﬂuxes across the interface. As we are interested in situations in which
phase change occurs, we do not pursue this scaling.
3.2 Assumptions and deﬁnitions for formal asymptotics
To keep this paper self-contained, we state the necessary assumptions and deﬁnitions of formal asymptotic expan-
sions.
3.2.1 Outer setting
We deﬁne the two bulk phases for t 2 [0;Tf) by

 (t;") := fx 2 
 : "(t;x) < 0g and 
+(t;") := fx 2 
 : "(t;x) > 0g:
We assume that the solutions ((;");v"; ") of the considered scalings of (2.22)-(2.25) have expansions in " in
the outer regions 
(t;"), (in fact, we only need expansions up to the ﬁrst two summands of each series):
"(t;x) =
1 X
i=0
"ii(t;x); v"(t;x) =
1 X
i=0
"ivi(t;x) and ;"(t;x) =
1 X
i=0
"i;i(t;x): (3.8)
Hence, we may expand W into its Taylor series.
We call a family (^  (t))t2[0;Tf) an oriented C1;2-family of hypersurfaces if for each point (t0;x0) 2 (0;Tf)  Rd
with x0 2 ^  (t0) the following properties are satisﬁed:
(i) There exist an open subset O  Rd containing x0,  > 0 and a function u 2 C1;2((t0   ;t0 + )  O)
such that
O \ ^  (t) = fx 2 O j u(t;x) = 0g and
ru(t;x) 6= 0 for x 2 O \ ^  (t);t 2 (t0   ;t0 + ):
(ii) There exists a unit normal ﬁeld  for ^   such that  2 C0
S
0<t<Tf(ftg  ^  (t));Rd

and (t;) 2
C1(^  (t);Rd).
We assume that for " > 0 small enough,
 " := f(t;x) 2 [0;Tf)  
 : "(t;x) = 0g
is a set of smoothly evolving orientedC1;2-hypersurfaces in[0;Tf)Rd. In addition, we assume the existence of a
limiting C1;2-family of oriented hypersurfaces   for " going to zero. The curve   is the zeroth order of the interface.
We denote the limiting bulk regions by 
+(t) and 
 (t). Further orders of  " are not required here. They would
be needed if we considered higher order jump conditions, see [12].
103.2.2 Inner setting
In a neighborhood of  , we introduce a new coordinate system. To this end, let % be a local parameterization of  :
% : [0;Tf)  U ! Rd;
where [0;Tf)  R and U  Rd 1 are the time interval and the spatial parameter domain, respectively.
Next, we parameterize a neighborhood of %(t;U) in Rd as follows:
(t;x) = (t;%(t;s) + "z(t;s)) (3.9)
with 0 < "  "0 for some "0 > 0 and z 2 R. The normal and tangential velocity of the interface   are related to
the parameterization via
w := w := (@t%  ) and w := @t%   (@t%  ): (3.10)
For a generic function, depending on outer variables f we denote the corresponding function in inner variables by
capital F, i.e.
F(t;s;z) = f(t;x):
The partial derivatives of these functions transform as follows:
 
rf
@tf
!
=
 
1
jTj2T " 1 0
 w  " 1w 1
!0
B
@
r F
@zF
@tF
1
C
A + O(")
where T is a d  (d   1)-matrix whose columns are given by a basis of tangent vectors on  : Moreover, we have
div f = 1
"@zF   + div F + O(");
f = 1
"2@zzF   1
"@zF   zjj
2@zF +  F + O(");
where r ;div ;  are the surface gradient, the surface divergence, and the surface Laplacian on  , and  is
the mean curvature, respectively.
For the inner counterpart ((R;");V";X") of the outer functions ((;");v";"), we assume:
R;"(t;s;z) =
1 X
i=0
"iR;i(t;s;z); V"(t;s;z) =
1 X
i=0
"iVi(t;s;z); X"(t;s;z) =
1 X
i=0
"iXi(t;s;z) (3.11)
Remark 3.2. Due to our deﬁnitions of  " and   we cannot expect X0(t;s;0) = 0 but there will be a translational
quantity depending on t and s: We could expand the interface position in "; which would ensure X0(t;s;0) = 0:
However, we prefer the deﬁnition of   as in the orders studied here the translational constant causes no problems
as no interfacial mass density appears. This is in contrast to the situation in [12].
3.3 Matching relations
In matched asymptotic techniques, inner and outer quantities are linked via certain matching conditions, see e.g.
[10]. We impose the following asymptotic behavior for a generic quantity f as z ! 1:
F0(t;s;z)   f
0 = o(1=jzj); (3.12)
11F1(t;s;z)   f
1   ((rf0)  (t;s))z = o(1=jzj); (3.13)
where the superscript  denotes lim"&0 f(t;%(t;s)  "(t;s)). Moreover, we have
@zF0(t;s;z) = o(1=jzj); (3.14)
@zzF0(t;s;z) = o(1=jzj); (3.15)
@zF1(t;s;z)   (rf0)  (t;s) = o(1=jzj); (3.16)
r F0(t;s;z)   (rf0) + ((rf0)  (t;s))(t;s) = o(1=jzj): (3.17)
The idea behind this matching method is that the large z–behavior (for small ") of the inner quantities coincides
with the traces of the outer quantities, see e.g. [19]. To this end, a formal term-by-term matching of the "-expansion
of the inner quantities to the Taylor polynomials of the outer ones is made, see [10, 15].
4 Sharp interface limit of the dissipative regime
4.1 Low viscosity case
We start by deﬁning outer solutions in the bulk phases. They are obtained by inserting (3.8) into the scaled equations
and comparing the terms order by order.
Deﬁnition 4.1. A tuple ((;0)=1;:::;N;v0;0;1) with
;0 2 C0([0;Tf);C2(
;R+)) \ C1([0;Tf);C0(
;R+));
v0 2 C0([0;Tf);C1(
;Rd)) \ C1([0;Tf);C0(
;Rd));
0 2 C0([0;Tf);C2(
;R));
1 2 C0([0;Tf);C1(
;R));
(4.1)
where R+ := fx 2 R : x > 0g; is called an outer solution of the dissipative regime provided
@t0 + div(0v0) = 0; (4.2)
@t;0 + div(;0v0)   div
 N 1 X
=1
Mr(;0   N;0)

 
NR X
i=1

i
mMi
r
 
1   exp
 
Ai
0

= 0; (4.3)
W0(0) = 0; in particular, r(W(0)) = 0; (4.4)
@t(0v0) + div(0v0 
 v0) + r
 N X
=1
;0;0   (f0)

  r(W0(0)1) = 0; (4.5)
W00(0)1 +
@(f)
@
(1;0;:::;N;0;0) = 0; (4.6)
where we use the following abbreviations
;0 := (1;0;:::;N;0;0); f0 := f(1;0;:::;N;0;0); Ai
0 =
N X
=1
m
i
;0: (4.7)
Next, we deﬁne inner solutions. They are obtained from the scaled system by changing coordinates via (3.9) and
inserting (3.11).
12Deﬁnition 4.2. A tuple ((R;0)=1;:::;N;(R;1)=1;:::;N;V0;X0;X1) with X0 6 0 and
R;0 2 C0([0;Tf);C0(U;C2(R+)));
R;1 2 C0([0;Tf);C0(U;C2(R)));
V0 2 C0([0;Tf);C0(U;C1(Rd)));
X0 2 C0([0;Tf);C1(U;C0(R))) \ C0([0;Tf);C0(U;C2(R)));
X1 2 C0([0;Tf);C0(U;C2(R)));
(4.8)
is called an inner solution of the dissipative regime with normal velocity w provided
 N 1 X
=1
M(M;0   MN;0)z

z
=0; (4.9)
W0(X0)   
X0;zz; in particular, 0 = ( W(X0))z + 
X0;zX0;zz =0; (4.10)
(R;0(V0     w))z  
N 1 X
=1
M

(M;1   MN;1)z   (M;0   MN;0)

z
=0; (4.11)
(R0(V0     w))z = (j0)z =0; (4.12)
j0V0;z + 
 N X
=1
R;0M;0   (RF0)   W0(X0)X1

z
(4.13)
+
(X0;zX1;zz + X0;zzX1;z   X2
0;z)   r W(X0) + 
X0;zzr (X0) =0;
j0
Mp
X0;z + W00(X0)X1   
X1;zz + 
X0;z +
@(f)
@
(R1;0;:::;RN;0;X0) =0; (4.14)
where (4.9) and (4.11) hold for  = 1;:::;N   1 and we use
j0 := R0((V0  )   w); M;0 := (R1;0;:::;RN;0;X0);
RF0 := (f)(R1;0;:::;RN;0;X0);
M;1 :=
N X
=1
@
@
(R1;0;:::;RN;0;X0)R;1 +
@
@
(R1;0;:::;RN;0;X0)X1:
(4.15)
Finally, we need to deﬁne matching solutions which consist of compatible outer and inner solutions.
Deﬁnition 4.3. A tuple ((;0)=1;:::;N;v0;0;1;(R;0)=1;:::;N;(R;1)=1;:::;N;V0;X0;X1) is called a
matching solution of the dissipative regime provided ((;0)=1;:::;N;v0;0;1) is an outer solution and the
tuple ((R;0)=1;:::;N;(R;1)=1;:::;N;V0;X0;X1) is an inner solution and both are linked by the matching
conditions, see Subsection 3.3.
Theorem 4.1. Let ((;0)=1;:::;N;v0;0;1;(R;0)=1;:::;N;(R;1)=1;:::;N;V0;X0;X1) be a matching
solution of the dissipative regime, then the following equations are satisﬁed in the bulk regions 
:
0 = 1;1 = 0; (4.16)
@t0 + div(0v0) = 0; (4.17)
@t;0 + div(;0v0)   div
 N 1 X
=1
Mr(;0   N;0)

 
NR X
i=1

i
mMi
r
 
1   exp
 
Ai
0

= 0; (4.18)
13@t(0v0) + div(0v0 
 v0) + r
 N X
=1
;0;0   f0

= 0: (4.19)
Moreover, the following conditions are fulﬁlled at the interface:
[[;0   N;0]] = 0 for all  = 1;:::;N   1; (4.20)
[[0(v0     w)]] = 0; (4.21)
[[;0(v0     w)]] = [[
N 1 X
=1
Mr(;0   N;0)  ]] for all  = 1;:::;N   1; (4.22)
[[j0v0 +
 N X
=1
;0;0   f0

]] = 

Z 1
 1
(X0;z)2 dz; (4.23)
[[
j2
0
22
0
+ N;0]] =  
j0
Mp
Z 1
 1
1
R0
(X0;z)2 dz; (4.24)
where j0 = 
0 (v
0     w):
Remark 4.4. In view of (4.10), the surface tension coefﬁcient can be rewritten as follows


Z 1
 1
(X0;z)2 dz =
p
2

Z 1
 1
p
W(X)dX:
We will decompose the proof of Theorem 4.1 into several lemmata. Our ﬁrst lemma ascertains that we have pure
phases in the bulk.
Lemma 4.5. Let 0;1 be given as in Deﬁnition 4.3, then
0 2 f 1;1g and 1 = 0:
Furthermore, all solutions 	 2 C2(R) of the ordinary differential equation
W0(	)   
@zz	 = 0 (4.25)
with @z	 ! 0;	 ! 1 as z ! 1 are given by the one parameter family
	(z) =  	(z    z);  z 2 R; (4.26)
where  	 is the unique strictly monotonically increasing solution of (4.25) satisfying  	(0) = 0: In particular, all X0
as in Deﬁnition 4.3 are given by the one parameter family
X0(t;s;) =  	(    z(t;s));  z 2 R:
Proof. From (4.4) we know 0 2 f1;0g. Thus, by continuity, 0 is constant in 
: A phase portrait analysis
which can be found in [7] shows that (4.25) with 	 ! 1 as z ! 1 implies (4.26) and 
0 = 1: Hence,
0 = 1 in 
 and, therefore,
@f
@ (1;0;:::;N;0;0) = 0 because of (2.21). Thus, 1 = 0 because of
W00(1) 6= 0 and equation (4.6).
Our next step is to use the continuity of the mass ﬂux across the interface to eliminate the normal velocity from the
equations.
14Remark 4.6. As R0 > 0 equation (4.12) holds if and only if V0   =
j0
R0 + w for some j0 independent of z:
In order to determine the functions R;0, we reformulate several of the inner equations such that we obtain equa-
tions, which do not contain X1:
Lemma 4.7. Equations (4.9), (4.13), (4.14) are equivalent to (4.9) and
j0
R0

j0
R0

z
+ (MN;0)z +
j0
Mp
(X0;z)2
R0
= 0; (4.27)

j2
0
R0

z
+
 N X
=1
R;0M;0   RF0   W0(X0)X1

z
+ 
((X0;zX1;z)z   X2
0;z) = 0; (4.28)
j0V0  t = 0 (4.29)
for any tangent vector t to  :
Proof. The tangent part of (4.13) simpliﬁes to (4.29) because of (4.10). Combining the normal part of (4.13) and
(4.14) gives
j0V0;z   +
 N X
=1
R;0M;0   RF0   W0(X0)X1

z
+ 
X0;zzX1;z
=   
X0;z(X1;zz   X0;z)
=  
j0
Mp
(X0;z)2   X0;zW00(X0)X1   (h(X0))z( L(1;:::;N)    V (1;:::;N)):
(4.30)
The ﬁrst equality in (4.30) is (4.28). The combination of the ﬁrst and third line of (4.30) can be simpliﬁed by using
(4.10) such that
j0V0;z   +
 N X
=1
R;0M;0   RF0

z
=  
j0
Mp
(X0;z)2   (h(X0))z( L(1;:::;N)    V (1;:::;N)):
(4.31)
By deﬁnition (2.28), equation (4.31) is equivalent to
j0

j0
R0

z
+
j0
Mp
(X0;z)2 +
N X
=1
R;0 ((R1;0;:::;RN;0;X0))z = 0: (4.32)
Because of (4.9), the positive deﬁniteness of M and R0 6= 0 equation (4.32) implies (4.27).
Before we can derive necessary and sufﬁcient conditions for the existence of R1;0;:::;RN;0, we need several
technical prerequisites.
Lemma 4.8. Let the functions ^ n; ^ y : RN+2 ! (0;1) deﬁned by
^ n(c1;:::;cN;a;z) := nR
 N X
=1
exp

m
(c   cN + a   gR
)
kT
 nRkT
K(X0(z))
; (4.33)
15^ y(c1;:::;cN;a;z) :=

exp
 
m(c   cN + a   gR
)


nR
n
 K(X0(z))
nR  1
kT
: (4.34)
Then,
R;0 = myn 2 C1(R);  = 1;:::;N;
with
n(z) = ^ n(c1;:::;cN;f(z);z) and y(z) = ^ y(c1;:::;cN;f(z);z) (4.35)
is a solution of the auxiliary problem
;0(R1;0;:::;RN;0;X0)   N;0(R1;0;:::;RN;0;X0) = c   cN;  = 1;:::;N   1;
N;0(R1;0;:::;RN;0;X0) = f(z)
(4.36)
for c1;:::;cN 2 R and f 2 C1(R).
Proof. The assertion can be veriﬁed by standard calculations. However, for convenience, we give a short sketch.
We consider the problem
;0(R1;0;:::;RN;0;X0) = c   cN + a;  = 1;:::;N:
Then, by (2.27) and (2.4),
K0
nRm
ln
 n
nR

+
kT
m
lny = c   cN + a   gR

where K0 = K(X0): Hence, we obtain
K0
nRkT
ln
 n
nR

+ lny =
(c   cN + a   gR
)m
kT
: (4.37)
Because of
PN
=1 y = 1, we obtain
N X
=1
exp
K0
nRkT ln

n
nR

explny = exp
K0
nRkT ln

n
nR

=
N X
=1
exp
(c cN+a gR
 )m
kT :
In consequence,
n = nR
 
N X
=1
exp
(c cN+a gR
 )m
kT
! nRkT
K0
: (4.38)
Now, solving (4.37) for y yields
y =

exp
 
m(c   cN + a   gR
)

nR
n
 K0
nR  1
kT
:
Since, by deﬁnition, R(z) = my(z)n(z), we obtain the claim.
For c1;:::;cN;j 2 R and b > 0 let
^ R[(c);b;j];  = 1;:::;N; (4.39)
16denote the solution of (4.36) with
f(z) = ^ f(z) :=  
j2
2b2  
j
bMp
Z z
 1
(X0;z)2 d~ z: (4.40)
Then, for f given by (4.40) there exist constants f;  f with f(b;j) <  f(b;j) such that
f(b;j) < f(z) <  f(b;j) for all z 2 R; (4.41)
and, therefore, by the continuity properties of ^ n; ^ y; there are constants R;R with 0 < R((c);b;j) <
R((c);b;j) such that
0 < R((c);b;j) <
N X
=1
^ R[(c);b;j](z) < R((c);b;j) for all z 2 R: (4.42)
In view of our existence result for R;0,  = 1;:::;N, we deﬁne the following constants
~ L((c);b;j) :=
8j2
R3((c);b;j)
+
4jjj
MpR2((c);b;j)
Z 1
 1
(X0;z)2 dz; (4.43)
L((c);b;j) := max
 max
a<a< amax
z2R
@(^ n^ y)
@a
((c);a;z); (4.44)
where
 a((c);b;j) :=
2jjj
MpR((c);b;j)
Z 1
 1
(X0;z)2 dz;
a((c);b;j) :=  
2j2
R2((c);b;j)
   a((c);b;j):
Finally, we need the following technical lemma.
Lemma 4.9. Let  > 0 and F : ( ;)  (0;1)N ! RN be a differentiable mapping such that F0() :=
F(0;) is a diffeomorphism of (0;1)N onto RN. Then, for every connected and compact set K  RN there
exists some  > 0 such that for jjj   there exists a neighborhood V of K and an inverse G(j;) of F(j;)
deﬁned on V which is differentiable.
Proof. Firstly, we choose some compact and connected U  (0;1)N such that @U is a closed and connected
hypersurface of (0;1)N and
K  F0(U) with dist(K;F0(@U)) > 1:
Due to continuity arguments there exists a ~  > 0 such that for all jjj  ~  and x 2 U:
det(DFj(x)) > 0 (4.45)
Let us deﬁne
C1 := max
y2F0(U)
k(DF0) 1(y)k; (4.46)
17C2 := max
jjj~ ;x2U
k@j(rF)(j;x)k; (4.47)
C3 := max
jjj~ ;x2U
k@jF(j;x)k: (4.48)
Now, for jjj <   := minf~ ; 1
C1 C2g; x 6= ~ x and x; ~ x 2 U we get
kF(j;x)   F(j; ~ x)k  kF0(x)   F0(~ x)k   kF(j; ~ x)   F(0; ~ x)   F(j;x) + F(0;x)k

1
C1
kx   ~ xk   C2 jjjk~ x   xk > 0;
(4.49)
since
kx   ~ xk = jjF 1
0 (F0(x))   F 1
0 (F0(~ x))jj  C1jjF0(x)   F0(~ x)jj: (4.50)
Thus, for jjj small enough the map F(j;)jU is injective and a diffeomorphism on its image.
It remains to show K  (Fj(U)) for jjj sufﬁciently small. For jjj < C3
2 we have
dist(Fj( x);F0( x)) <
1
2
for any  x 2 @U:
Hence, we obtain
dist(K;Fj( x))  dist(K;F0( x))   dist(F0( x);Fj( x)) >
1
2
for any  x 2 @U:
This impliesdist(K;Fj(@U)) > 1=2 and, therefore,B1=2(K)  Fj(U),B1=2(K) = fx 2 Rn : dist(x;K) <
1=2g , which is a consequence of the following consideration: The hypersurface Fj(@U) decomposes RN into two
connected components. One of those is Fj(U): As Fj(F 1
0 (K))  B1=2(K) for jjj < C3
2 we can conclude
B1=2(K)  Fj(U):
Now we can prove the following existence result for R;0,  = 1;:::;N.
Lemma 4.10. Let  
1 ;:::; 
N > 0 be given. Further, let j0 2 R with jj0j small enough, satisfying,
 
max
=1;:::;N
m

L(( 
); ;j0) ~ L(( 
); ;j0)(R(( 
); ;j0) +  ) <
R(( 
); ;j0)
4N
; (4.51)
 
max
=1;:::;N
m

L(( 
); ;j0) ~ L(( 
); ;j0) <
1
2N
; (4.52)
where  :=
P
  
 and 
 := ( 
1 ;:::; 
N; 1), = 1;:::;N. Then there exist functionsR1;0;:::;RN;0 2
C0(R;R+) and +
1 ;:::;+
N > 0 such that
(R1;0(z);:::;RN;0(z);X0(z))   N(R1;0(z);:::;RN;0(z);X0(z))    
 +  
N = 0; (4.53)
N(R1;0(z);:::;RN;0(z);X0(z)) +
j2
0
2(
P
 R;0(z))2 +
j0
Mp
Z z
 1
(X0;z(~ z))2
P
 R;0(~ z)
d~ z = 0; (4.54)
lim
z!1
R;0(z)   
 = 0; (4.55)
and (4.20) and (4.24) are satisﬁed. In particular, the functions R1;0;:::;RN;0 solve (4.9) and (4.27).
18Proof. The proof is based on a ﬁxed point argument. Let us deﬁne
F[R1;0;:::;RN;0;X0](z) :=  
1
2
j2
0
(
P
 R;0(z))
2  
j0
Mp
Z z
 1
(X0;z(~ z))
2
P
 R;0(~ z)
d~ z (4.56)
and
A :=
n
f 2 C(R;RN)jf(z)  0 for  = 1;:::;N; allz 2 R and
1
2
R(( 
); ;j0) 
X

f(z)  2R(( 
); ;j0) for all z 2 R
o
: (4.57)
For given (Rn
;0) 2 A, we deﬁne (Rn+1
;0 ) to be the solution of (4.36) with c =  
;  = 1;:::;N, and
f(z) = F[Rn
1;0;:::;Rn
N;0;X0](z):
Next we show that Banach’s ﬁxed point theorem applies to the map (Rn
;0) 7! (Rn+1
;0 ). We ﬁrst verify that A is
mapped to A. For (Rn
;0) 2 A we have
k 
   Rn
;0k1    + 2R(( 
); ;j0)
and, therefore,
kF[ 
1 ;:::; 
N;X0]   F[Rn
1;0;:::;Rn
N;0;X0]k1  N ~ L(( 
); ;j0)k 
   Rn
;0k1
 2N ~ L(( 
); ;j0)
 
  + R(( 
); ;j0)

: (4.58)
We have, see (4.39) for the deﬁnition of ^ R,
^ R[( 
); ;j0](z) = m ^ n
 
( 
);F[ 
1 ;:::; 
N;X0];z

^ y
 
( 
);F[ 
1 ;:::; 
N;X0];z

;
Rn+1
;0 (z) = m ^ n
 
( 
);F[Rn
1;0;:::;Rn
N;0;X0];z

^ y
 
( 
);F[Rn
1;0;:::;Rn
N;0;X0];z

;
(4.59)
which automatically ensures Rn+1
;0 (z)  0: Using (4.44), (4.58) and (4.59), we obtain for  = 1;:::;N;
k ^ R[( 
); ;j0]   Rn+1
;0 k1  2NL
 
( 
); ;j0

m ~ L
 
( 
); ;j0
  
  + R(( 
); ;j0)

(4.60)
and, thus, by (4.51), we get
k ^ R[( 
); ;j0]   Rn+1
;0 k1 
1
2
R(( 
); ;j0): (4.61)
Equations (4.42) and (4.61) imply (Rn+1
;0 ) 2 A:
Our next aim is to show that (Rn
;0) 7! (Rn+1
;0 ) deﬁnes a contraction on A with respect to the k  k1-norm. To
prove this, we consider apart from (Rn
;0) a further arbitrary ( ~ Rn
;0) 2 A and, correspondingly to
Rn+1
;0 (z) = m ^ n
 
( 
);F[Rn
1;0;:::;Rn
N;0;X0];z

^ y
 
( 
);F[Rn
1;0;:::;Rn
N;0;X0];z

;
we deﬁne
~ Rn+1
;0 (z) = m ^ n
 
( 
);F[ ~ Rn
1;0;:::; ~ Rn
N;0;X0];z

^ y
 
( 
);F[ ~ Rn
1;0;:::; ~ Rn
N;0;X0];z

:
19Note that (Rn
;0);( ~ Rn
;0) 2 A implies
a(( 
); ;j0)  F[ ~ Rn
1;0;:::; ~ Rn
N;0;X0]; F[Rn
1;0;:::;Rn
N;0;X0]   a(( 
); ;j0) (4.62)
such that for z 2 R
jRn+1
;0 (z)   ~ Rn+1
;0 (z)j  m L(( 
); ;j0)
 
F[ ~ Rn
1;0;:::; ~ Rn
N;0;X0](z)   F[Rn
1;0;:::;Rn
N;0;X0](z)
 
:
(4.63)
It holds
jF[ ~ Rn
1;0;:::; ~ Rn
N;0;X0](z)   F[Rn
1;0;:::;Rn
N;0;X0](z)j
=

 
 
 
j2
0
2
 
1
(
P
 Rn
;0)2  
1
(
P
 ~ Rn
;0)2
!
 
j0
Mp
Z z
 1
 
1
P
 Rn
;0
 
1
P
 ~ Rn
;0
!
X2
0;z d~ z

 
 
 2N ~ L(( 
); ;j0)max

kRn
;0   ~ Rn
;0k1: (4.64)
We combine (4.63) and (4.64) to get
max
 kRn+1
;0   ~ Rn+1
;0 k1  2N(max

m)~ L(( 
); ;j0)L(( 
); ;j0)max

kRn
;0   ~ Rn
;0k1: (4.65)
Because of (4.52), this shows the contraction property. Hence, the assumptions of the Banach ﬁxed point theorem
are satisﬁed and we obtain a unique ﬁxed-point R;0, which is given by R;0(z) = limn!1 Rn
;0(z),  =
1;:::;N, for z 2 R.
Note that, because of (4.62), (4.53) and (4.54), we have
((Rn+1
;0 (z));X0(z)) 2
N \
=1
 1

 
 
    
N + a
 
( 
 ); ;j0

; 
    
N + a
 
( 
 ); ;j0)

(4.66)
for z 2 R and any n 2 N: As the set in (4.66) is independent of n and a compact subset of (0;1)N we can
deduce R(z) > 0 for all z 2 R:
It remains to check the interface conditions. Let K  RN be a connected and compact set such that B(K ^ j0) 
K, where K ^ j0 :=

 
    
N   maxj2[  ^ j0; ^ j0] a
 
( 
); ;j

; 
    
N + maxj2[  ^ j0; ^ j0] a
 
( 
); ;j

and B(K) = fx 2 Rn : dist(x;K) < g for sufﬁciently small ^ j0 and  > 0.
From Lemma 4.9 we know that the function
Gj0(1;:::;N) :=
 
1(();1) +
j2
0
2(
P
 )2;:::;N(();1) +
j2
0
2(
P
 )2
!T
has a local inverse Jj0 in a neighborhood of
(^ bj0;) :=

 
    
N  
j0
Mp
Z 1
 1
1
P
 R;0(~ z)
 
X0;z(~ z)
2 d~ z


2 K ^ j0;
for j0 < ^ j0 small enough. By construction, we have
(R1;0(z);:::;RN;0(z);X0(z)) +
j2
0
2(
P
 R;0(z))2
=  
    
N  
j0
Mp
Z z
 1
1
P
 R;0(~ z)
 
X0;z(~ z)
2 d~ z
=: bj0;(z)
(4.67)
20for  = 1;:::;N. As limz!+1 bj0;(z) = ^ bj0; we ﬁnd
lim
z!+1
R;0(z) = lim
z!+1
(Jj0)(bj0;1(z);:::;bj0;N(z)) = (Jj0)(^ bj0;1;:::;^ bj0;N):
By a similar argument, we obtain the existence of limz! 1 R;0(z). This proves the existence of the limits 

and the validity of the boundary conditions.
Our next step is to study (4.28). For this, it is important to keep in mind that we already have determinedX0;(R;0)
in a way which is independent of X1.
Lemma 4.11. Let
L : W2;1(R) ! L1(R); 	 7! (W0(X0)	   
X0;z	z)z: (4.68)
Then equation (4.28) can be expressed as
LX1 =

j2
0 PN
=1 R;0

z
+
 N X
=1
R;0M;0   (RF0)

z
  
X2
0;z: (4.69)
In particular, equation (4.69) has a solution if and only if (4.23) holds.
Proof. We will determine the solutions in L1(R) of the homogeneous adjoint problem to (4.69), which is given by
W0(X0)z + 
(X0;zz)z = 0: (4.70)
Once we have determined these solutions the solvability conditions for (4.69) follow from Fredholm’s theorem.
As the operator L is linear and of second order it has two linearly independent solutions in C2(R): We need to
determine linearly independent solutions in C2(R) \ L1(R): Equation (4.70) has the trivial solution 1 = const
which is obviously contained in L1(R): To determine a linearly independent solution 2, we deﬁne Z = (2)z.
Inserting this into (4.70) and using (4.10) gives
2X0;zzZ + X0;zZz = 0: (4.71)
As X0;z 6= 0 for z 2 R we infer
Z(z) =
k
 
X0;z(z)
2; z 2 R;
for somek 2 R: Fork 6= 0 this impliesZ(z) ! 1 forz ! 1: Hence, the solutions of (4.70) in L1(R)\C2(R)
are given by the one parameter family  = c for any c 2 R. Thus, the only solvability condition for (4.69) is
0 =
Z 1
 1

j2
0 PN
=1 R;0

z
+
 N X
=1
R;0M;0   (RF)0

z
  
X2
0;z dz;
which is (4.23).
We have determined all inner quantities up to a translational constant, except (R;1)=1;:::;N: The only remaining
inner equation is (4.11) for  = 1;:::;N.
Lemma 4.12. For given ((R;0)=1;:::;N;V0;X0;X1), there exist (R;1)=1;:::;N satisfying (4.11) if and only if
(4.22) is fulﬁlled.
21Proof. Let us note that due to Lemma 4.8 the map
(0;1)N ! RN; ()=1;:::;N 7! (1(()=1;:::;N;);:::;N(()=1;:::;N;))T
is a diffeomorphism for any ﬁxed  2 [ 1;1]. Thus, for ﬁxed  2 [ 1;1], the matrix
@
@

(()=1;:::;N;)

;
=1;:::;N
is invertible for any 1;:::;N > 0.
Therefore, in order to determine solvability conditions for (4.11), we may search for conditions determining whether
there exist functions M;1 : R ! R,  = 1;:::;N satisfying (4.11). As soon as we have ensured the ex-
istence of the (M;1)=1;:::;N we can use (4.15) to compute corresponding (R;1)=1;:::;N: Conversely, if no
(M;1(z))=1;:::;N solving (4.11) exist there are also no solutions in terms of (R;1)=1;:::;N: Note that the
matching condition (3.14) and (4.9) imply
(M;0   MN;0)z = 0 for all  = 1;:::;N:
Thus, (4.11) reads
0 = (R;0(V0     w))z  
N 1 X
=1
M

(M;1   MN;1)z

z
: (4.72)
Obviously only the differences   := M;1   MN;1 for  = 1;:::;N   1 are of interest in (4.72). Our strategy
is to use the Fredholm alternative theorem to determine the solvability conditions for the ( )=1;:::;N 1: To this
end, we introduce (arbitrary) auxiliary functions  2 C1(R) for  = 1;:::;N   1 such that
(z) =
(
(r(;0   N;0))+  z + (+
;1   +
N;1) for z > 1
(r(;0   N;0))   z + ( 
;1    
N;1) for z <  1:
Deﬁning 	 =     , we are interested in the following auxiliary problem: Find (	)=1;:::;N 1 2 L1(R)
such that
N 1 X
=1
(M(	)z)z = (R;0(V0     w))z  
N 1 X
=1

M()z

z
: (4.73)
To determine the solvability conditions for (4.73) we need to ﬁnd all linearly independent solutions of the homoge-
nous adjoint system of equations in L1(R): The homogenous adjoint system of equations is given by
N 1 X
=1
(M(Z)z)z = 0 for  = 1;:::;N   1; (Z)=1;:::;N 1: (4.74)
As the matrix M is constant in z and positive deﬁnite the solutions of (4.74) are given by the 2N   2 parameter
family
Z(z) = az + b with a;b 2 R;  = 1;:::;N   1:
The solutions are elements of L1(R) if a = 0: Thus, we obtain N   1 linearly independent solutions of (4.74),
i.e.  = 1;:::;N   1; which can be chosen as
Z(z) = ; z 2 R:
Thus, by the Fredholm alternative theorem (4.73) is solvable if and only if
Z
R
(R;0(V0     w))z  
N 1 X
=1

M()z

z
dz = 0 (4.75)
for  = 1;:::;N   1: Integrating (4.75) gives (4.22).
22Proof of Theorem 4.1. The bulk equations follow from the outer equations using the information on 0 and 1
given in Lemma 4.5. The interface conditions follow by combining the previous lemmata.
4.2 Viscosity of order 1
Here, we consider the same scaling as above with the only modiﬁcation that we set Re = 1: Further, we will
exclude the case 1 = 2 = 0 since otherwise we have no Navier-Stokes stress. The conditions on the bulk and
shear viscosity imply 1 + 22 > 0. Then, the leading orders of the mass, the momentum and the Allen-Cahn
equation read
(R0(V0     w))z = 0; (4.76)
( W(X0))z + 
X0;zX0;z = (1 + 22)(V0  ) + 2(V0   (V0  )); (4.77)
W0(X0)   
X0;zz = 0: (4.78)
Inserting (4.78) into (4.77) implies
(1 + 22)(V0  ) + 2(V0   (V0  )) = 0:
Due to the matching conditions and the assumption on 1;2, this gives [[v0  ]] = 0; i.e., v+
0   = v 
0  :
Integrating (4.76), we ﬁnd
[[0]](v
0     w) = 0: (4.79)
As [[0]] 6= 0 at a proper phase boundary we get
v+
0   = v 
0   = w
which excludes mass ﬂuxes across the interface.
Hence, the given diffuse interface model prevents a phase transition in the sharp limit if the viscous part of the
stress survives in the leading order jump condition for the barycentric momentum. The same observation has been
made for other diffuse models in the literature which fulﬁll the total mass balance. In fact, we were lead to the
conjecture: A viscous diffuse model with Re = O(1) satisfying the total mass balance is not capable to generate
a thermodynamically consistent viscous sharp interface model.
5 Sharp interface limit of the non-dissipative regime
As the non-dissipative regime is rather similar to the dissipative regime treated in the last section we only outline
the differences. The equations satisﬁed by outer solutions are obtained by inserting (3.8) into the scaled equations
and comparing the terms order by order.
Deﬁnition 5.1. A tuple ((;0)=1;:::;N;v0;0;1) is called an outer solution of the non-dissipative regime pro-
vided it is an outer solution of the dissipative regime.
Inner solutions are determined from the scaled system by changing coordinates via (3.9) and inserting (3.11).
Deﬁnition 5.2. A tuple ((R;0)=1;:::;N;(R;1)=1;:::;N;V0;X0;X1) with X0 6 0 and
R;0 2 C0([0;Tf);C0(U;C2(R+)));
R;1 2 C0([0;Tf);C0(U;C2(R)));
V0 2 C0([0;Tf);C0(U;C1(Rd)));
X0 2 C0([0;Tf);C1(U;C0(R))) \ C0([0;Tf);C0(U;C2(R)));
X1 2 C0([0;Tf);C0(U;C2(R)));
(5.1)
23is called an inner solution of the non-dissipative regime with normal velocity w provided (4.9)–(4.13) and
0 = W00(X0)X1   
X1;zz + 
X0;z +
@f
@
(R1;0;:::;RN;0;X0) (5.2)
are satisﬁed.
Matching solutions are combinations of compatible outer and inner solutions.
Deﬁnition 5.3. A tuple ((;0)=1;:::;N;v0;0;1;(R;0)=1;:::;N;(R;1)=1;:::;N;V0;X0;X1) is called a
matching solution of the non-dissipative regime provided ((;0)=1;:::;N;v0;0;1) is an outer solution and
((R;0)=1;:::;N;(R;1)=1;:::;N;V0;X0;X1) is an inner solution and both are linked by the matching condi-
tions.
Theorem 5.1. Let ((;0)=1;:::;N;v0;0;1;(R;0)=1;:::;N;(R;1)=1;:::;N;V0;X0;X1) be a matching
solution of the non-dissipative regime, then the following equations are satisﬁed in the bulk:
0 = 1;1 = 0; (5.3)
@t0 + div(0v0) = 0; (5.4)
@t;0 + div(;0v0)   div
 N 1 X
=1
Mr(;0   N;0)

 
NR X
i=1

i
mMi
r(1   exp(Ai
0)) = 0; (5.5)
@t(0v0) + div(0v0 
 v0) + r
 N X
=1
;0;0   f0

= 0: (5.6)
Moreover, the following conditions are fulﬁlled at the interface:
[[;0   N;0]] = 0 for all  = 1;:::;N   1; (5.7)
[[0(v0     w)]] = 0; (5.8)
[[;0(v0     w)]] = [[
N 1 X
=1
Mr(;0   N;0)  ]] for all  = 1;:::;N   1; (5.9)
[[j0v0 +
 N X
=1
;0;0   f0

]] = 

Z 1
 1
(X0;z)2 dz; (5.10)
[[
j2
0
22
0
+ N;0]] = 0: (5.11)
Proof. The proof is an analogue simpliﬁed version of the proof of Theorem 4.1 as no ﬁxed point argument is needed
to construct R;0;  = 1;:::;N.
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