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Abstract
In this and an earlier paper [E.R. van Dam, E. Spence, Combinatorial designs with two sin-
gular values. I. Uniform multiplicative designs, J. Combin. Theory A 107 (2004) 127–142] we
study combinatorial designs whose incidence matrix has two distinct singular values. These
generalize (v,k,λ) designs, and include uniform multiplicative designs and partial geometric
designs. Here we study the latter, which are precisely the designs with constant replication
and block size. We collect most known results, give new characterization results, and we
enumerate, partly by computer, all small ones.
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1. Introduction
Combinatorial designs (a set of points, a set of blocks, and an incidence relation
between those) are usually deﬁned in terms of nice combinatorial properties, such as
“each block has the same size”, “every pair of points occurs in the same number of
blocks”, etc. Many combinatorial designs deﬁned in this way have the property that
their(0,1)-incidencematrixhasnicealgebraicproperties.Thesealgebraicproperties
are in turn relevant to the statistical properties of the designs.
Here we start from the point of view of such an algebraic property, i.e., the prop-
erty that the incidence matrix N has two distinct singular values (the positive square
roots of the(non-zero) eigenvalues of NNT). Designs with zero or one singular value
aretrivial:theyareemptyorcomplete,respectively.Designswithtwosingularvalues
include (v,k,λ)designs and transversal designs, but also some less familiar designs
such as partial geometric designs and uniform multiplicative designs. The latter are
precisely the non-singular designs, and these are studied in an earlier paper [17].
Here we study partial geometric designs, that is, the designs with constant replication
and constant block size. Partial geometric designs were introduced (combinatorially)
by Bose et al. [6], and were studied by Bose et al. [2–5]. More recently Bagchi
and Bagchi [1] studied the statistical properties of partial geometric designs. Here
we shall collect most of earlier results, derive new theoretical characterizations, and
enumerate, partly by computer, all small ones.
Bailey (cf. [12]) recently raised the question that which designs have three ei-
genvalues. To be more speciﬁc, it was asked for which designs with constant block
size, constant replication, and incidence matrix N, does NNT have three distinct
eigenvalues.Wegiveapartialanswertothisquestion,sincepartialgeometricdesigns
that are not (v,k,λ)designs are precisely such three-eigenvalue designs where one
of these eigenvalues equals 0.
There is also an important connection to algebraic graph theory in the sense
that the incidence graphs of the studied designs are precisely the bipartite biregular
graphs with four (in case of symmetric designs) or ﬁve eigenvalues. Graphs with few
distinct eigenvalues have been studied before by the authors, cf. [10,14–16], but so
far not much attention has been paid to bipartite graphs.
2. Designs with two singular values
In order to eliminate some trivialities, we assume that the studied designs (and
their bipartite incidence graphs) are connected, i.e., that there is no (non-trivial) sub-
set of points and subset of blocks such that all incidences are between those subsets,
or between their complements. Consequently the Perron–Frobenius theory (cf. [8–p.
80]) can be applied, and it follows that the largest singular value has multiplicity one
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A design whose incidence matrix N has two singular values σ0 >σ 1 has an inci-






has eigenvalues ±σ0, ±σ1, and possibly 0. Let α be the positive eigenvector of NNT
with eigenvalue σ2
0, normalized (for future purposes) such that αTα = σ0(σ2
0 − σ2
1).
Let β be such that NTα = σ0β,t h e nNβ = σ0α and β is the positive eigenvector
of NTN with eigenvalue σ2











are eigenvectors of A with the eigenvalues ±σ0, respectively. It more-
over follows that (A2 − σ2
1I)A, which has rank 2, equals 1




Going back from this equation to the fact that N has two singular values is easy, so
we have the following.
Proposition 1. A non-complete design with incidence matrix N has two singular
values σ0 >σ 1 if and only if NNTN = σ2
1N + αβT, where α and β are the respec-
tive positive eigenvectors of NNT and NTN with eigenvalue σ2




In [17] we studied the non-singular designs with two singular values. From
NNTN = σ2
1N + αβT = σ2
1N + ααTN/σ0 we then obtain from the invertibility of
N that NNT = σ2
1I + ααT/σ0, which is the deﬁning equation for uniform multipli-
cative designs (the vector α in [17] is normalized differently though).
Before arriving at the main part of this paper, we make a few more observations.
2.1. Designs with smallest rank
The designs with two singular values, and (smallest) rank two are easily deter-







where v1, v2, b0, b1 are positive, and Jm,n and Om,n denote all-ones and all-zeroes
matrices of size m × n, respectively. The corresponding incidence graphs can be
seen as paths of length 4 or 5 of which each vertex, and its incident edges, are
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2.2. Non-square uniform multiplicative designs
If N is a uniform multiplicative design, then M =[ NN··· N] is a non-
square uniform multiplicative design, i.e., MMT = σ2
1I + ααT for some σ1 and α.
The dual design is no longer uniform multiplicative, however; but it has two singular
values.
If N is a symmetric design, then [NJ ] (with J a, not necessarily square, all-
ones matrix) is also a non-square uniform multiplicative design. Some methods of
[17] can be applied in the general study of such, and other, designs with two singular
values. We will not go deeper into this matter, however, and turn our attention to the
designs with constant replication and constant block size.
3. Partial geometric designs
3.1. General observations
In the remainder of this paper we consider designs with two singular values with
constant replication, say r, and constant block size, say k. Hence we have Nj = rj
and NTj = kj,w h e r ej is the all-ones vector. From this we ﬁnd that σ0 =
√
rk, α =  √
rk(rk−σ2
1)




b j,w h e r ev and b = vr/k are the numbers of







This is more or less the combinatorial definition of partial geometric designs by Bose
et al. [6]. They called a (non-complete) design partial geometric with parameters
(r,k,t,c)if each point has replication r, each block has size k, and for each point-
blockpair(p,B),thenumberofincidentpoint-blockpairs(p ,B ),p  / = p,B  / = B,
with p  in B and p in B  equals c or t, depending on whether p is in B or not,
respectively. In matrix form this definition is equivalent to the equations
NNTN = (r + k − 1 + c − t)N + tJ, NJ = rJ, NTJ = kJ.
It was ﬁrst observed by Bose et al. [2] that this is indeed equivalent to N having two
singular values, constant row sums, and constant column sums.
From the above equations we ﬁnd that
σ1 =
√








v = k((r − 1)(k − 1) + t − c)/t,
an expression already observed by Bose et al. [6].E.R. van Dam, E. Spence / Linear Algebra and its Applications 396 (2005) 303–316 307
If m1 is the multiplicity of σ2
1 as an eigenvalue of NNT, then by considering the
trace of NNT we ﬁnd that rk+ m1σ2
1 = vr, and thus
m1 = (v − k)r/σ2
1
(cf. [2]). The integrality of this expression and the above expression for t turn out to
be important restrictions for the parameter sets that can occur. Another restriction on
the parameters is that kcand rcare both even. Indeed, for a ﬁxed point p, the number
of triples (p ,B,B ) with p  / = p, B  / = B,a n dp, p  both incident with both B and
B , is even (since we can interchange B and B ) and equals rc. Similarly kc is even.
We note that one can easily check that the complement of a partial geometric
design (i.e., the design with incidence matrix J − N) is also partial geometric. The
complement of a connected design may be disconnected, however. This occurs pre-
cisely when we take the complement of the disjoint union of at least three copies of
a complete design.
More interesting examples of partial geometric designs are given by partial geom-
etries (cf. [9]); this is exactly the case c = 0. Other examples are (v,k,λ)designs.
Bose et al. [6] already characterized these block designs among the partial geometric
designs (by using Cauchy’s inequality). Here we derive the following equivalent
characterization.
Proposition 2. A partial geometric design with parameters (r,k,t,c)and singular
values
√
rk and σ1 is a (v,k,λ)design if and only if t = k(r − σ2
1). In this case
λ = r − σ2
1.
Proof. Theequationt = k(r − σ2
1)isequivalenttom1 = v − 1.Hencethisisequiv-
alent to NNT − σ2




There is an easy way to construct inﬁnitely many partial geometric designs from
a given partial geometric design. If D is a design, then we denote by D ⊗ Jm,n
the design obtained from D by replacing each point by m “identical” points, and
each block by n “identical” blocks, and preserving the incidence relation. If N is
the incidence matrix of D,t h e nD ⊗ Jm,n has incidence matrix N ⊗ Jm,n,w h e r e⊗
denotes the Kronecker product. If D is partial geometric with parameters (r,k,t,c),
then D ⊗ Jm,n is also partial geometric, with parameters (nr,mk,mnt,mn(c + r +
k − 1) − nr − mk + 1).
3.2. SPBIBDs and transversal designs
A (two-class) partially balanced incomplete block design (PBIBD) is a design
with constant replication and constant block size, and whose incidence matrix N
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NNT = rI + λ1A + λ2(J − I − A),
where A is the adjacency matrix of a strongly regular graph (i.e., a regular graph with
three eigenvalues) and λ1 >λ 2 are suitable integers. Consequently, a (two-class)
PBIBD has at most three distinct singular values. We refer to [13] for tables and
other information on PBIBDs.
Bridges and Shrikhande [7] called a (two-class) PBIBD special if, for suitable
integers µ1, µ2 the equation AN = µ1N + µ2(J − N) is satisﬁed. It is clear that
these SPBIBDs are precisely the partial geometric PBIBDs. Bridges and Shrikhande
[7] already realized that a PBIBD is special if and only if the rank of the incidence
matrix is less than v (since then it has only two singular values). If θ2 is the negative
eigenvalue of the strongly regular graph (A), then this is equivalent to the equation
θ2 = (r − λ2)/(λ2 − λ1), as one can check by computing the eigenvalues of NNT
from the equation NNT = rI + λ1A + λ2(J − I − A).
A well investigated family of PBIBDs is the family of group-divisible designs,
that is, the PBIBDs where the underlying graph is a complete multipartite graph.
Among the group-divisible designs, the so-called singular and semiregular ones are
precisely the partial geometric designs.
Bose et al. [4] showed that under some conditions a partial geometric design must
be an SPBIBD. We use their proof, but weaken these conditions somewhat.
Proposition 3. Let D be a partial geometric design on v points, with incidence
matrix N and parameters (r,k,t,c).If there are integers λ1,λ 2 such that
r(k− 1 + c) + λ2((v − 1)λ2 − 2r(k− 1))
= (λ1 − λ2)(r(k − 1) − λ2(v − 1))
and such that each entry of Y = NNT − rI − λ2(J − I)is a multiple of λ1 − λ2,
then D is an SPBIBD or a (v,k,λ i) design for i = 1 or 2.
Proof. By using the assumption and the fact that (NNT)2 = (NNTN)NT = (r +
k − 1 + c − t)NNT + rtJ, we ﬁnd after some tedious calculations that Y2 has diag-
onal entries (Y2)ii = (λ1 − λ2)(r(k − 1) − λ2(v − 1)). The row sums of Y equal
r(k− 1) − λ2(v − 1). Since each entry of Y is a multiple of λ1 − λ2, it follows that
(Yij)2  (λ1 − λ2)Yij with equality if and only if Yij equals 0 or λ1 − λ2.





λ2)Yij = v(λ1 − λ2)(r(k − 1) − λ2(v − 1)), hence Yij equals 0 or λ1 − λ2 for all i,
j, from which the result follows. 
As a consequence, we ﬁnd the following by taking λ1 = λ2 + 1.
Corollary 1. Let D be a partial geometric design on v points and parameters
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r(k− 1 + c) + λ2((v − 1)λ2 − 2r(k− 1)) = r(k− 1) − λ2(v − 1)
then D is an SPBIBD with λ1 = λ2 + 1 or a (v,k,λ)design, where λ equals λ2 or
λ2 + 1.
For the parameter set (r,k,t,c)= (6,4,10,4) on 8 points, we ﬁnd from this
corollary that all examples must be SPBIBDs with λ1 = 3, λ2 = 2 (on the graph
K4,4). There are 3 such examples; see Section 3.4 (N = 7).
Typical examples of SPBIBDs are transversal designs. A transversal design
TDλ(k,m) is a (group-divisible) design on v = km points with replication r = λm,
and which can be partitioned into k groups of size m, with b = λm2 blocks of
size k, such that each block is incident to one point from each group (λ2 = 0),
and a pair of points from different groups are contained in λ1 = λ blocks. The
strongly regular graph involved is a complete k-partite graph. It follows from Cor-
ollary 1 that any partial geometric design with the same parameters as a transversal
design with λ = 1 must be such a transversal design. In general this is not true for
larger λ. Even stronger, the parameter set (r,k,t,c)= (6,5,12,8) (on 10 points)
is realized by two transversal designs TD3(5,2), but also by two SPBIBDs with
λ1 = 4, λ2 = 2 on the Petersen graph (so-called triangular designs); see Section 3.4
(N = 14).
Other examples of SPBIBDs arise in some strongly regular graphs having a par-
tition into two regular subgraphs, of which (at least) one is strongly regular. The
adjacencies between these two subgraphs form the incidences of a PBIBD (on the
strongly regular subgraph), as is easily checked. Depending on the parameters of
the strongly regular graphs, this PBIBD is special. It sufﬁces for example that
min{f,g} <v− 1, where f and g are the multiplicities of the restricted eigenvalues
of the (large) strongly regular graph, and v is the number of points of the design. An
interesting example is obtained from the Higman–Sims graph, which has a partition
into two Hoffman-Singleton subgraphs (cf. [8–p. 391]). For more on strongly regular
graphs with strongly regular subgraphs we refer to [18].
Also some strongly regular graphs with a strongly regular subconstituent (the
induced subgraph on the set of neighbours of a vertex) give examples. The adjacen-
cies between the set of neighbours and the set of non-neighbours form the incidences
of a PBIBD, and depending on the parameters this PBIBD is special. Also here the
condition min{f,g} <v− 1 is sufﬁcient. For more on strongly regular graphs with
strongly regular subconstituents we refer to [11].
WementionfurtherthatChapterIVofthemonographonquasi-symmetricdesigns
by Shrikhande and Sane [19] also contains information on PBIBDs and SPBIBDs.
3.3. Some characterizations
In Proposition 2 we characterized the partial geometric designs with m1 = v − 1.
The ones with m1 = v − 2 can be characterized as follows.310 E.R. van Dam, E. Spence / Linear Algebra and its Applications 396 (2005) 303–316
Proposition 4. A partial geometric design with m1 = v − 2 is an SPBIBD based
on the strongly regular complete bipartite graph Kv/2,v/2, where two points in the




v blocks, and two points in





Proof. Consider the matrix B = NNT − σ2
1I − t
kJ,w h e r eN is the incidence mat-
rix of a partial geometric design with m1 = v − 2. Then B is a rank 1 matrix with





v . It follows that the off-diagonal entries of













k)J) is the adjacency matrix of a graph with eigenvalues ±v
2 (both
with multiplicity one) and 0. This graph must hence be the complete bipartite graph
Kv/2,v/2. 
Besides the partial geometric designs with large rank, we can also describe the
ones with small rank. Rank two cannot occur among the partial geometric designs,
as we can see from the rank two designs in Section 2.1.
Proposition 5. Let D be a partial geometric design with rank three. Then D is
the complement of three disjoint copies of a complete design, or it is of the form
TD1(2,2) ⊗ Jm,n.
Proof. Let N be the incidence matrix of D,a n dl e tM = bN − rJ,t h e nMJ = O,
hence M has rank 2. The matrix M has two distinct entries; each row has r entries
l = b − r,a n db − r entries o =− r; each column has k entries l and v − k entries
o.
Consider two points p1 and p2 that are not incident to the same blocks, but have
at least one common incident block (such points exist since D is non-complete and
connected). Let Vi, i = 1,2 be the set of points that are incident to the same blocks
as pi. Let B11 be the set of blocks that are incident to both p1 and p2, B10 be the
set of blocks incident to p1 but not to p2, B01 be the set of blocks incident to p2 but
not to p1,a n dB00 be the set of blocks incident to neither p1 nor p2. By assumption
B11, B10,a n dB01 are non-empty. Since M has rank two, it follows now that each
row is a linear combination of the rows corresponding to p1 and p2. Hence each
row is constant on the columns corresponding to each of the Bij, i,j = 0,1. Since
all blocks have the same size k, there must be a point p3 that is not incident to the
blocks in B11. Let V3 now be the set of points that are incident to the same blocks as
p3.
Let us ﬁrst consider now the case that p3 is not incident to the blocks in B10.F r o m
the fact that M has rank two it follows that p3 is incident to the blocks in B01 and
B00,a n dt h a to =± l.S i n c eo/ = l, this is equivalent to b = 2r. By comparing blockE.R. van Dam, E. Spence / Linear Algebra and its Applications 396 (2005) 303–316 311
sizes in B11 and B10, there must be a point p4 that is incident to the blocks in B10,
but not to the blocks in B11. It follows (from the rank of M)t h a tp4 is incident to
the blocks in B00, but not to the blocks in B01. Let V4 be the set of points that are
incident to the same blocks as p4. Then it follows (again from the rank of M)t h a t
no other rows can occur in M, i.e., each point is in one of the sets Vi, i = 1,2,3,4.














From checking the conditions for a partial geometric design, it follows that each
block in this matrix has the same size, hence D = TD 1(2,2) ⊗ Jv/4,b/4. The case
that p3 is not incident to the blocks in B01 is similar.
Finally, we consider the case that p3 is incident to the blocks in both B10 and B01.
By considering the rank of M we ﬁnd that o =− 2l, which is equivalent to 2b = 3r.
In this case, B00 must be empty. Moreover, each point must occur in one of the sets









and also here it follows that all blocks have the same size. So D is the complement
of the union of three disjoint copies of a complete design. 
Partial geometric designs with block size two and three are characterized in the
following propositions.
Proposition 6. A partial geometric design with parameters (r,k,t,c)with k = 2
must be of the form D ⊗ J1,c+1, where D is either the design of all pairs on v points,
or the transversal design TD1(2,r/(c+ 1)).
Proof. By considering an incident point-block pair, it follows that each block (seen
as pair of points) occurs exactly c + 1 times. Thus the design is of the form D ⊗
J1,c+1. It follows that D is also partial geometric with parameters (r  = r/(c +
1),k  = 2,t  = t/(c+ 1),c  = 0). It follows easily that t  = 1o rt  = 2( s i n c ei n
D each pair occurs at most once as block). If t  = 2, then it follows that D is the
design of all pairs. For t  = 1, consider the incidence matrix M of D. The matrix
A = MMT − r I is the adjacency matrix of a graph with possible eigenvalues r ,0,
and −r . This graph must be the complete bipartite graph Kr ,r . Hence the design
consists of all pairs of points, with one point in one (ﬁxed) half of the point set, and
the other point in the other half, i.e., D is the transversal design TD1(2,r ). 312 E.R. van Dam, E. Spence / Linear Algebra and its Applications 396 (2005) 303–316
Proposition 7. A partial geometric design with parameters (r,k,t,c)with k = 3 is
an SPBIBD with λ1 = c
2 + 1 and λ2 = 0 or a (v,3,λ= c
2 + 1) design. Moreover,
in the case of an SPBIBD, c
2 + 1 divides both r and σ2
1 − r.
Proof. Consider a partial geometric design with k = 3. Consider two points p1,
p2 that are contained in at least one block, say B. Consider also the third point
p3 of B. Let b0 be the number of blocks containing p1, p2,a n dp3. Let bi be the
number of blocks containing all of p1, p2, p3 except pi, i = 1,2,3. Then it follows
from considering the point-block pair (pi,B)that c = 2(b0 − 1) + bj + bh,w h e r e
i/ = j/ = h/ = i. Thus b1 = b2 = b3,a n dc = 2(b0 − 1) + 2b3. The number of blocks
containing p1 and p2 thus equals b0 + b3 = c
2 + 1. We have shown that two points
are contained in either λ2 = 0o rλ1 = c
2 + 1 blocks, from which the ﬁrst part of the
propositionfollows.InthecaseofanSPBIBD,thematrix 1
λ1(NNT − rI)istheadja-





λ1r, and these should be integer. 
3.4. Enumeration of small designs
By computer we enumerated all possible parameter sets (r,k,t,c)for partial geo-
metric designs with v points and b blocks, with v + b  35, r  k, v
2  k>2, 2 <
m1 <v− 1 (thus excluding (v,k,λ)designs, rank 3 designs, and the case k = 2; see
Propositions 2, 5,a n d6). We also checked that kc and rcare both even (see Section
3.1). The obtained parameter sets are displayed in Table 1. For most parameters sets
(all with v + b  33) we determined, partly by computer, the number of correspond-
ing designs. The column “#” gives the number of designs for each parameter set; in
betweenbracketswegive,forthesquaredesigns,thenumberofdesignsuptoduality.
The column “remarks” contains references to propositions or a computer search, and
possible examples. Since many of these examples are transversal designs, one may
get the wrong impression that most partial geometric designs are transversal; in fact,
certainly for larger instances, most are not. We shall comment more specifically on
some parameter sets in the following.
• N = 1. By Proposition 7 these designs must be transversal designs TD2(3,2).I t
is easily found that there are two such designs, one of which is (4,2,1)∗ ⊗ J1,2,
where D∗ denotes the dual design of D.
• N = 2. The incidence graphs of such designs are cospectral to the Hamming
graph H(4,2). It is known that besides the Hamming graph, there is one such
graph (cf. [8–p. 263]). Both graphs can be described by a transversal design
TD2(4,2). The design corresponding to H(4,2) is self-dual, the other is not. The
dual of the latter provides the third design (this one is not transversal) with these
parameters.E.R. van Dam, E. Spence / Linear Algebra and its Applications 396 (2005) 303–316 313
Table 1
Small partial geometric designs
Nv , b r , k t , c σ 2
1 m1 # (u.t.d.) Remarks
16 , 8 4 , 34 , 2 43 2 T D 2(3,2), Proposition 7
28 , 8 4 , 46 , 3 44 3 ( 2 ) T D 2(4,2)(∗),H (4,2)
36 , 1 26 , 36 , 4 63 2 T D 3(3,2), Proposition 7
48 , 1 05 , 48 , 4 45 2 T D 2(5,2)∗, computer
59 , 9 3 , 32 , 0 36 1 ( 1 ) T D 1(3,3), Corollary 1, Proposition 7
6 9, 9 3, 3 1, 2 6 3 0 Proposition 7
78 , 1 26 , 41 0 , 5 46 3 T D 2(6,2)∗, Corollary 1, Proposition 4,
computer
88 , 1 26 , 49 , 6 64 1 T D 3(4,2), computer
98 , 1 26 , 48 , 7 83 2 T D 2(3,2)∗ ⊗ J1,2, computer
10 10,10 4, 4 4, 3 6 4 1 (1) (5,2,1) ⊗ J2,1, computer
11 10,10 5, 5 10, 6 5 5 0 (0) Computer
12 9,12 4, 3 2, 2 6 4 1 TD1(2,3)∗ ⊗ J1,2, Proposition 7
13 6,16 8, 3 8, 6 8 3 3 TD4(3,2), Proposition 7
14 10,12 6, 5 12, 8 6 5 4 (6,3,2)∗ ⊗ J1,2,T D 3(5,2), computer
15 10,12 6, 5 10,10 10 3 0 Computer
16 8,16 8, 4 12, 9 8 4 6 D2 ⊗ J1,2,T D 4(4,2), computer
17 9,15 5, 3 3, 2 6 5 0 Proposition 7
18 10,14 7, 5 14,10 7 5 0 Computer
19 12,12 4, 4 4, 1 4 8 2 (2) 4ev graphs, computer
20 12,12 6, 6 16, 9 4 9 8 (6) 4ev graph, Corollary 1, computer
21 12,12 6, 6 15,10 6 6 8 (4) TD3(6,2), computer
22 12,12 6, 6 12,13 12 3 4 (2) TD3(3,2) ⊗ J2,1
(∗), computer
23 10,15 6, 4 6, 6 9 4 1 (5,2,1)∗ ⊗ J1,3, computer
24 6,20 10, 3 10, 8 10 3 3 TD5(3,2), Proposition 7
25 8,18 9, 4 12,12 12 3 2 TD2(3,2)∗ ⊗ J1,3, computer
26 10,16 8, 5 16,12 8 5 15 TD4(5,2), computer
27 12,14 7, 6 18,12 6 7 7 TD3(7,2)∗, computer
28 12,14 7, 6 14,16 14 3 0 Computer
29 9,18 6, 3 4, 2 6 6 4 TD2(3,3), Proposition 7, computer
30 9,18 6, 3 3, 4 9 4 1 TD1(2,3)∗ ⊗ J1,3, Proposition 7
31 9,18 6, 3 2, 6 12 3 0 Proposition 7
32 12,15 5, 4 5, 2 5 8 0 Computer
33 12,15 5, 4 4, 4 8 5 2 (6,2,1) ⊗ J2,1, computer
34 8,20 10, 4 16,11 8 5 6 D4 ⊗ J1,2, computer
35 8,20 10, 4 15,12 10 4 3 TD5(4,2), computer
36 10,18 9, 5 18,14 9 5 2 (6,3,2)∗ ⊗ J1,3, computer
37 12,16 4, 3 2, 0 4 9 2 TD1(3,4), Corollary 1, Proposition 7
38 12,16 8, 6 21,14 6 8 19 TD3(8,2)∗, computer
39 12,16 8, 6 20,15 8 6 55 TD4(6,2), D∗
7 ⊗ J1,2, computer
40 12,16 8, 6 18,17 12 4 5 TD3(4,2)∗ ⊗ J1,2, computer
41 12,16 8, 6 16,19 16 3 3 TD4(3,2) ⊗ J2,1, computer
42 14,14 6, 6 12, 9 8 6 11 (7) (7,3,2) ⊗ J2,1, computer
43 6,24 12, 3 12,10 12 3 4 TD6(3,2), Proposition 7
44 9,21 7, 3 5, 2 6 7 0 Proposition 4, 7
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Table 1 (continued)
Nv , b r , k t , c σ 2
1 m1 # (u.t.d.) Remarks
45 10,20 8, 4 8, 9 12 4 2 (5,2,1) ⊗ J2,2,(5,2,1)∗ ⊗ J1,4,
computer
46 10,20 10, 5 20,16 10 5 11 TD5(5,2), computer
47 12,18 6, 4 6, 3 6 8 15 TD2(4,3), computer
48 12,18 6, 4 4, 7 12 4 1 TD1(2,3) ⊗ J2,2, computer
49 12,18 9, 6 24,16 6 9 127 TD3(9,2)∗, computer
50 12,18 9, 6 18,22 18 3 2 TD3(3,2)∗ ⊗ J1,3, computer
51 14,16 8, 7 24,18 8 7 169 TD4(7,2), computer
52 15,15 3, 3 1, 0 4 9 1 (1) GQ(2,2), Proposition 7
53 15,15 5, 5 5, 6 10 5 0 (0) Computer
54 15,15 6, 6 12, 7 6 9 0 (0) Computer
55 8,24 12, 4 20,13 8 6 56 Proposition 4, computer
56 8,24 12, 4 18,15 12 4 11 D2 ⊗ J1,3, computer
57 8,24 12, 4 16,17 16 3 2 TD2(3,2)∗ ⊗ J1,4, computer
58 10,22 11, 5 22,18 11 5 0 Computer
59 12,20 10, 6 27,18 6 10 0 Proposition 4
60 12,20 10, 6 25,20 10 6 83 TD5(6,2), computer
61 12,20 10, 6 24,21 12 5 16 D∗
14 ⊗ J1,2, computer
62 12,20 10, 6 20,25 20 3 3 D24 ⊗ J2,1, computer
63 14,18 9, 7 28,20 7 9 0 Computer
64 16,16 4, 4 3, 0 4 12 1 (1) TD1(4,4), Corollary 1
65 16,16 4, 4 2, 3 8 6 2 (1) TD1(2,4) ⊗ J2,1
(∗), computer
66 16,16 4, 4 1, 6 12 4 0 (0)
67 16,16 6, 6 9,10 12 5 0 (0) Computer
68 16,16 6, 6 6,15 20 3 0 (0) Computer
69 16,16 8, 8 28,21 8 8 642 (327) TD4(8,2)(∗), computer
70 16,16 8, 8 24,25 16 4 9 (5) D16 ⊗ J2,1
(∗), computer
71 9,24 8, 3 4, 6 12 4 1 TD1(2,3)∗ ⊗ J1,4, Proposition 7
72 12,21 7, 4 7, 4 7 8 0 Computer
73 15,18 6, 5 8, 4 6 10 25 TD2(5,3), computer
74 15,18 6, 5 6, 8 12 5 1 (6,2,1)∗ ⊗ J1,3, computer
75 15,18 6, 5 5,10 15 4 0 Computer
76 6,28 14, 3 14,12 14 3 4 TD7(3,2), Proposition 7
77 10,24 12, 5 24,20 12 5 72 TD6(5,2), D14 ⊗ J1,2, computer
78 10,24 12, 5 20,24 20 3 0 Computer
79 12,22 11, 6 22,28 22 3 0 Computer
80 14,20 10, 7 30,24 10 7 1T D 5(7,2)
81 14,20 10, 7 28,26 14 5
82 16,18 9, 8 32,24 8 9 128 TD4(9,2)∗, computer
83 16,18 9, 8 30,26 12 6 0 Computer
84 16,18 9, 8 24,32 24 3 3 D∗
13 ⊗ J1,3,D25 ⊗ J2,1, computer
85 10,25 10, 4 12, 9 10 6 0 Computer
86 10,25 10, 4 10,12 15 4 1 (5,2,1)∗ ⊗ J1,5, computer
87 10,25 10, 4 8,15 20 3 0 Computer
88 14,21 6, 4 4, 5 10 6 1 (7,2,1) ⊗ J2,1, computer
89 14,21 9, 6 18,16 12 6 21 (7,3,3) ⊗ J2,1, computer
90 15,20 8, 6 16,11 8 9 288 Computer
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• N = 7. By Corollary 1 or Proposition 4 this is an SPBIBD with λ1 = 3a n dλ2 =
2 on the complete bipartite graph. By computer we enumerated all 3 such designs.
One is the dual of TD2(6,2).
• N = 12. By Proposition 7 such a design is an SPBIBD, with λ1 = 2, λ2 = 0,
on the lattice graph L2(3). It is easily found that there is a unique such design,
TD1(2,3)∗ ⊗ J1,2.
• N = 16. Five of the six designs are TD4(4,2). The remaining design is one of the
three designs obtained as D2 ⊗ J1,2,w h e r eD2 stands for a design with parameter
set under N = 2.
• N = 19. Both designs have a polarity with no absolute points, i.e., they have a
symmetric incidence matrix with zero diagonal. The corresponding graphs have
4 distinct eigenvalues. One of these is the line graph of the Cube.
• N = 20. By Corollary 1 all designs with these parameters are SPBIBDs with
λ1 = 3, λ2 = 2, on K4,4,4. There is one example with a polarity with no abso-
lute points. The corresponding graph is the line graph of the cocktail-party graph
CP(3).
• N = 26. There are 15 examples, 11 of which are TD4(5,2). Among the dual
designs there is one SPBIBD, with λ1 = 3, λ2 = 1 on the Clebsch graph.
• N = 36. Both designs are SPBIBDs on the Petersen graph with λ1 = 6,λ 2 = 3.
One of the designs is (6,3,2)∗ ⊗ J1,3.I n[ 13] it is incorrectly stated that the latter
design is the unique triangular design with these parameters.
• N = 37. By Corollary 1, such a design must be a TD1(3,4), which is the same as
a Latin square of side 4. There are 2 such Latin squares.
• N = 59. By Proposition 4, a design with these parameters must be an SPBIBD
on K6,6 with λ1 = 5a n dλ2 = 3. This implies that on each of the two parts of
the graph K6,6,w em u s th a v ea(6,3,3) design. Such a design does not exist,
however.
• N = 66. The parameters r = k = 4, t = 1, c = 6 easily give a contradiction, so
there can be no such design.
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