The Vietoris-Rips filtration for an n-point metric space is a sequence of large simplicial complexes adding a topological structure to the otherwise disconnected space. The persistent homology is a key tool in topological data analysis and studies topological features of data that persist over many scales. The fastest algorithm for computing persistent homology of a filtration has time O(M (u) + u 2 log 2 u), where u is the number of updates (additions or deletions of simplices), M (u) = O(u 2.376 ) is the time for multiplication of u × u matrices.
Our contributions and related work
The aim of topological data analysis is to understand the shape of unstructured data often given as finitely many points in a metric space. Usually, the shape of such a point cloud is studied through a filtration of complexes built on given points. For instance, the Vietoris-Rips complex contains edges, triangles, tetrahedra spanned by points whose pairwise distances are less than a certain scale. The persistent homology of the resulting filtration over all scales captures topological features that persist over a long time interval.
If given points are densely sampled from a compact set in R n , the VietorisRips complex at a certain scale correctly represents the topology of the set [1] . For a cloud of n points, the Vietoris-Rips complex may contain up to O(n l ) simplices in dimension l, so this large size is the main drawback. Don Sheehy [10] recently approximated the full filtration of Vietoris-Rips complexes on n points in a metric space by a filtration that has a size O(n) and approximates the persistent homology with a multiplicative error close to 1. The Sheehy-Vietoris-Rips complex uses a net-tree [9] as a black box.
If we run the best algorithm [7, 4] for persistent homology on the Sheehy approximation to the Vietoris-Rips filtration, the overall running time for approximating persistent homology will be O(n 2.376 ). This overquadratic time is a bottleneck, but allows us to replace a sophisticated construction of a net-tree by a simpler algorithm for k-farthest neighbors in a metric space. Problem 1.1. For a cloud of n points in a metric space, approximate the persistent homology of the Vietoris-Rips filtration in a subquadratic time o(n 2 ).
We solve Problem 1.1 in Theorem 1.2 by building a sublinear-size approximation to the Vietoris-Rips filtration on n given points in a metric space and then running the best algorithm for computing the zigzag persistent homology. Due to stability of persistent homology [3] , the error of approximation at the homology level can be controlled at the level of filtration. Theorem 1.2. The Vietoris-Rips filtration has a sublinear-size approximation that leads to a simple o(n 2 ) time algorithm for approximating persistent homology of the Vietoris-Rips filtration on n points in a metric space.
The running time also depends on the error of approximation and on the doubling dimension of the metric space, see Proposition 4.10. Our algorithm can improve the filtration on the fly without starting from scratch to get a smaller error of approximation and at a higher computational cost.
Basic definitions and auxiliary results
Definition 2.1. In a metric space (M, D) with a distance D : M × M → R, the (closed) ball with a center c ∈ M and a radius r > 0 is B(c; r) = {a ∈ M | D(a, c) ≤ r}. The doubling constant λ of (M, D) is the minimum number of balls of a radius r that can cover any ball of radius 2r. The doubling dimension of (M, D) is dim = log 2 λ , so λ ≤ 2 dim . If a metric space (M, D) is finite, then the spread Φ (or the aspect ratio) is the ratio of the largest to smallest interpoint distances D(a, b) over all distinct a, b ∈ M . Definition 2.1 implies that any subspace of a finite metric space (M, D) with a doubling dimension dim has a doubling dimension at most dim. Lemma 2.2. [9] Any metric space (M, D) with a doubling constant λ, a doubling dimension dim and a spread Φ has at most λ log 2 Φ ≤ Φ dim points.
Definition 2.3.
A simplicial complex is a finite set V of vertices and a collection of subsets σ ⊂ V called simplices such that all subsets of a simplex are also simplices. The dimension of a simplex σ = {v 1 , . . . , v k } is k − 1.
Any simplex has the Euclidean topology from this geometric realization:
Then we can define the topology on any simplicial complex by gluing all its simplices along their common subsimplices as in combinatorial Definition 2.3. We consider the simplicial homology H j (X) of a complex X over a field [8] .
Definition 2.5.
[2] A zigzag filtration {X i } is a sequence of simplicial complexes with inclusions X 1 ↔ X 2 ↔ . . . ↔ X m , where each double arrow ↔ is either a forward inclusion X i ⊂ X i+1 or a backward inclusion X i ⊃ X i+1 . Any zigzag filtration gives rise to the persistence module of homology groups with homomorphisms
, where H * denotes the vector space of homology groups H j in all dimensions j ≥ 0. 
Theorem 2.7. [3, Theorem 4.4] Let two non-zigzag modules {U α } and {V α } of vector spaces be interleaved such that there are homomorphisms U α → V α+r and V α → U α+r commuting with the inclusions U α ⊂ U β and V α ⊂ V β for all α ≤ β. Then their persistence diagrams are r-close in the sense that PD{U α } is in the r-offset of PD{V α } and PD{V α } is in the r-offset of PD{U α }.
Theorem 2.7 also works for a multiplicative error (1+ε)α instead of α+r. 3 Hierarchy of levels in a finite metric space Definition 3.1. In a finite metric space (M, D), the distance from a point p to a subset S ⊂ M is D(p, S) = min a∈S {D(p, a)}. Choose any p 1 ∈ M and enumerate all other p 2 , . . . , p n ∈ M according to the farthest-first traversal (or a greedy permutation) such that
. . , n and rad(p 1 ) = +∞.
If all pairwise distances in a finite metric space M are different, then a greedy permutation M = {p 1 , . . . , p n } depends only on our choice of a first point p 1 ∈ M , because every next point p i is uniquely determined as the farthest point from all previous ones, namely Lemma 3.2.
[6] In a metric space of n points, starting from any
Proof. For any q ∈ M , we keep the distance d i (q) = min 1≤j≤i D(q, p j ) to already chosen points. In the i-th iteration we choose
There is a much more sophisticated algorithm [9] to compute a greedy permutation on any n-point metric space
Lemma 3.3.
[6] In a finite metric space (M, D), the Gonzalez algorithm from Lemma 3.2 gives a 2-approximation to the NP-hard k-center clustering problem to find points
Lemma 3.3 means that a farthest-first traversal in any n-point metric space (M, d) gives a good k-point approximation {p 1 , . . . , p k } to M in the sense that the error rad(p k ) can be only twice larger than the optimal error.
by the triangle inequality. The conclusion follows from Theorem 2.7 for the interleaved homology of the complexes
In a finite metric space (M, D) we define a hierarchy of levels L α ⊂ M similar to nets N α in [10, section 5], but we use radii rad(p) from a farthestfirst traversal instead of a radii of subtrees in a more sophisticated net-tree.
Definition 3.5. Fix a farthest-first traversal in a finite metric space (M, D), so each point p ∈ M has its radius rad(p). The deletion time of p ∈ M is
We may set Then the levels L α from Definition 3.5 satisfy the following properties.
• The covering property:
• The packing property:
The last inequality follows from Definition 3.5 and the fact that
)α as required in the covering property.
To prove the packing property, assume that the point p = p j ∈ L α has a higher index than the point q ∈ L α . Definitions 3.1 and 3.5 imply that
Similarly to [10, section 4], we introduce the weight w α (p) of a point p ∈ M using our time(p) and rad(p) from a farthest-first traversal in (M, D). 
Definition 3.9. For each level L α from Definition 3.5 in a finite metric space (M, D), we define the projection π α : M → L α by the formula
Lemma 3.10 is similar to [10, Lemma 7.1]. However, part (i) relies only on the levels L α without using parent links and radii of subtrees in a net-tree. 
Proof. (i) If p ∈ L α , then the inequality is trivial for q = p. Now we assume that p ∈ L α , so time(p) < α by Definition 3.5 and w α (p) = εα by Definition 3.7. Take the maximum set {p 1 , . . . , p i } such that rad(p 1 ) ≥ rad(p 2 ) ≥ · · · ≥ rad(p i ) ≥ εα and rad(p i+1 ) < εα. The point p i+1 exists, because rad(p) = ε(1 − 2ε)time(p) ≤ ε(1 − 2ε)α < εα, so the radii eventually become smaller than εα. Let q be the closest point from the set {p 1 , . . . , p i } to the given point p. We estimate the corresponding distance as follows:
Since rad(q) ≥ εα, then time(q) = rad(q) If we consider levels L α on the whole space M , then SVR α and sVR α differ only by the definition of rad(p). The Sheehy-Vietoris-Rips complex SVR α uses an implicit radius of a subtree in a net-tree. The new complex sVR α uses the radii from a farthest-first traversal in Definition 3.1. Since our aim is to trade the size for the error of approximation, we build the smaller complex sVR α on a k-point subspace of the original n-point space M . Proof. The projection
To apply Lemma 2.10 about an induced isomorphism in homology, it remains to show that i α •f α is contiguous to id on rVR α (M k , D). Actually, for any edge between p, q with D α (p, q) ≤ α, the tetrahedron on p, q, π α (p), π α (q) belongs to rVR α (M k , D), because all 6 edges have D α ≤ α. Namely, use Lemma 3.10(ii) for p, π α (p) and q, π α (q), then 3.10(iii) for other 4 edges. 
Recall that a first point p 1 from a farthest-first traversal in a finite metric space is usually chosen arbitrarily and we set rad(p 1 ) = +∞ in Definition 3.1. 
we get an ascending filtration of complexes sVR i0 ⊂ sVR i1 ⊂ · · · ⊂ sVR ij .
At α = time(p i ) when we update sVR ij to sVR i+1,0 = sVR(L α , D), the complex loses its vertex p i (with all incident simplices) and then starts to grow again until p i−1 is lost at α = time(p i−1 ) and so on. Finally, sVR 30 may have only a single edge between p 1 , p 2 at α = time(p 3 ), then sVR 20 = {p 1 } at α = time(p 2 ). So we get the full zigzag filtration {sVR ij } from the descending filtration sVR( 
, where dim is the doubling dimension of (M, D).
Proof. The set E(p i ) contains points p j only with smaller indices, hence
The minimum distance between any points in L α is at least ε(1−2ε)α by the packing property in Lemma 3.6. For any point p j ∈ E(p i ), we estimate:
Then the spread (ratio of the largest to smallest interpoint distances) of E(p i )
is at most 2α
Proposition 4.10 is similar to [10, Theorem 9.3] and is based on Lemma 4.8 with an explicit description of the discrete zigzag filtration {sVR ij }. we replace the old maximal simplex σ by the larger simplex σ ∪ p j in C α (p i ), then we add the new maximal simplex
Case 2: a value α is critical due to rad(p i ) = α. We remove from sVR(L α , D) the vertex p i and all maximal simplices in the current list C α (p i ). There are no other simplices containing p i since only the points p 1 , . . . , p i−1 survive.
The running time in Cases 1 and 2 above for each of O(k 2 ) critical values doesn't depend on k and the overall time is O(kn + k 2 log k) so far. Finally, the algorithm of [7] The sophisticated construction of a full farthest-first traversal by HarPeled and Mendel [9] takes only O(λ O(1) n log n) time, where λ is the doubling constant of the metric space. It might be possible to adapt their algorithm for only k-farthest neighbors to get the overall time O(n log n) for k = (n log n) 1/2.376 . We are open to collaboration on any related problems.
We thank any referees in advance for critical comments and suggestions.
(iii) We use Definition 3.8, the triangle inequality and part (ii): 
