Recently, solutions to the problem of design of rational sampling rate lter banks in one dimension has been proposed. The ability to interchange the operations of upsampling, downsampling, and ltering plays an important role in these solutions. This paper develops a complete theory for the analysis of arbitrary combinations of upsamplers, downsamplers and lters in multiple dimensions. Though some of the simpler results are well known, the more di cult results concerning swapping upsamplers and downsamplers and variations thereof are new. As an application of this theory, we obtain algebraic reductions of the general multidimensional rational sampling rate problem to a multidimensional uniform lter bank problem. However, issues concerning the design of the lters themselves are not addressed. In multiple dimensions, upsampling and downsampling operators are determined by integer matrices (as opposed to scalars in one dimension), and the non-commutativity of matrices, makes the problem considerably more di cult. Cascades of upsamplers and downsamplers in one dimension are easy to analyze. The new results for the analysis of multidimensional upsampling and downsampling operators are derived using the Aryabhatta/Bezout identity over integer matrices as a fundamental tool. A number of new results in the theory of integer matrices that a relevant to the lter bank problem are also developed. Special cases of some of the results pertaining to the commutativity of upsamplers/downsamplers have been obtained in parallel by several authors.
Introduction
In multirate Digital Signal Processing and Wavelet Theory the topic of perfect reconstruction lter banks has received widespread attention. The theory of uniform band (or integer sampling rate) lter banks in the one dimensional case is fairly well understood 20, 17] . However, not much in the form of a well-developed theory is known in the multidimensional case of uniform band (or integer matrix sampling rate) lter banks 21, 13] . Moreover, in the multidimensional case, there has not been any coherent attempt to develop a complete set of tools for the analysis of arbitrary combinations of upsamplers, downsamplers and lters. The real di cultly has been that in multidimensions the operations of upsampling and downsampling correspond to integer matrices, and the non-commutativity of matrices precludes straightforward extensions of the 1-d results. This paper overcomes this di culty and gives extensions of all the results known in the 1-d case to the multidimensional case. We describe the algebraic operations of upsampling and downsampling in multiple dimensions and using the theory of integer matrices, the Aryabhatta/Bezout identity in particular, we develop a complete set of tools for the analysis of multidimensional lter banks. Recently, the nonuniform band (or rational sampling rate) lter bank has been the subject of investigation, mainly in one dimension 12, 14, 8, 4] . The general rational lter bank problem in 1-dimension, is given in Fig. 1 . There have been two approaches to this problem. The rst is the time-domain approach to the problem, where all the constraints for the lter bank to give rise to perfect reconstruction are written in terms of the lter coe cients h i (n) and g i (n), and an error function which is a quadratic in the lter coe cients is minimized. This constrained optimization approach to the problem is given in 14]. The second approach, is an algebraic approach where two x(n) - simple algebraic identities involving upsamplers, downsamplers and lters are used to convert the general rational sampling rate problem into the integer sampling rate problem shown in Fig. 2 .
As an application of the general theory developed in this paper, we show how the multidimensional rational sampling rate problem can be algebraically reduced into an integer sampling rate problem. The technique adopted is similar to the one dimensional approach in 12] . Moreover, the multidimensional derivation, given the theory developed, is much simpler than the derivations developed in that paper. However, we have not addressed all issues regarding the design of the the rational sampling rate lter bank problem as a uniform sampling rate lter bank problem. This is an open problem.
The problem of commuting upsamplers and downsamplers has been an open problem for some time. In the case of two-dimensions, using a special representation of 2 2 integer matrices generating a given lattice, a necessary and su cient condition for the commutation of upsamplers and downsamplers has been obtained 11]. We show that our results for the multidimensional case are equivalent to these results in the 2-d case. Moreover, it immediately follows that the two dimensional result in that paper readily generalizes to multidimensional case.
The organization of the paper will be as follows. Section 2 will describe the notational preliminaries. Section 3 will discuss the theory of integer matrices. While most of the results in this section follow from the fact that integer matrices form a principal ideal domain, some of the results are new. The results are derived by noticing this fact and imitating the proofs in 9] for polynomial matrices. Some facts about least common left multiples and least common right multiples of integer matrices that are used in the rational lter bank reduction are also derived. Section 4 will be an overview of lattice theory as it relates to multidimensional upsampling and downsampling. We state and prove the Representatives' Mapping Theorem, and some of its interesting corollaries. Section 5 discusses the fundamental result on on swapping upsamplers and downsamplers, The Swapping Theorem. Section 6 describes how lters can be interchanged with up/downsamplers. Though some of the results in this section are well known, we develop it in a systematic way that gives insight which is helpful in obtaining new results. One such new result is the upsampler-delay-downsamper identity, yet another consequence of of the Aryabhatta/Bezout identity. Section 7 describes the application of the theory to reduce the multidimensional rational sampling rate problem to an integer sampling rate problem. Two algebraic identities are introduced, and used to obtain the nal reduction. Finally, in Section 8 we show that our Swapping theorem is a far-reaching generalization of Kovacevic' Theorem 11] on the commutation of upsamplers and downsamplers in two dimensions. In summary, this paper is a tribute to the Aryabhatta/Bezout identity, and its many exquisite consequences.
Notational Preliminaries
All through this work, sequences in Z d will be denoted as x(n), y(n),: : :, where n = (n 1 ; n 2 ; : : :; n d ) T .
Traditionally in signal processing vectors and matrices are represented in boldface. We prefer not to use boldface notation because, this makes the notation independent of dimensions, and moreover makes transparent the relationship between the one and multidimensional cases. Moreover, boldface letters give an aura to vectors and matrices that they probably do not deserve. For vectors x and y, we de ne x y to be the scalar given by x y = 
Integer Matrices
In multidimensional up/downsampling integer matrices play the same role that the integers play in one dimensional up/downsampling. The crucial properties of the integers useful for the analysis of general 1-d systems are abstracted and analogues are found for integer matrices giving a framework for the analysis of multidimensional multirate systems. Remark: Gaussian elimination of real/complex matrices lead to LU decomposition of matrices.
The Euclidean algorithm is essentially the same except that the elementary operations are constrained to be over the integers, and this gives the unimodular structure to U and V respectively. 
R is a common right divisor since M = V 11 R and N = V 21 R. Let 
GCRD/LCLM of sets of matrices
The concepts of gcrds and lclms can be generalized to the case of many matrices. Lemma 2 tells us that coprimeness is equivalent to the existence of a left inverse for the block matrix formed by stacking the individual matrices one below the other. Computing the gcrd of a set of matrices is the same a computing for just two of them. On the other hand the computation of the lclm is not as straightforward. However, the essential idea is as follows. Given a set of l integer matrices, M 0 ; : : :M l?1 , an lclm of all of them may be obtained as follows: Let P 1 = lclm(M 0 ; M 1 ). Recursively de ne P i = lclm(P i?1 ; M i ). Then P l?1 is an lclm of the entire set of matrices.
Fundamental Tools in Multirate Signal Analysis
Filters, upsamplers and downsamplers are the basic building blocks in multirate systems theory. Sampling rate conversion is provided by upsamplers and downsamplers. Filters, besides traditional ltering, also appear in anti-aliasing and image removal roles. Multirate signal analysis addresses cascades of these building blocks. For one dimensional signals, the necessary tools for multirate signal analysis are well known 15]. Recently many researchers have tried to extend these results to multidimensional signals, with varying degrees of success 11, 5, 4, 7, 6, 10] . This paper obtains a comprehensive set of algebraic tools for the analysis of multidimensional multirate systems using the Aryabhatta/Bezout identity.
Lattices, Upsampling and Downsampling
In one dimension, if x(n) is the input of a 2-fold downsampler, then the output y(n) is x(2n). Similarly, the output y(n), of a 2-fold upsampler is obtained by interlacing the input sequence x(n) with zeros. The \right" way to think about this is in terms of lattices. Both x(n) and y(n) are de ned on a lattice of points, namely Z. The output of a 2-fold downsampler, is the input on a sublattice of Z, namely 2Z. The upsampling operator chooses a bigger lattice and embeds the input sequence on a sublattice of this bigger lattice. This viewpoint readily generalizes to multidimensional downsampling and upsampling.
Let L denote integers in IR d (i.e., L = Z d ). For a non-singular matrix M over IR, the set L(M ) = fM n j n 2 Lg = ML (7) is the lattice generated by M. Fig. 3 shows the lattice generated by the matrix M = " 6 
. The geometric condition of being a sublattice can be algebraically characterized neatly 3]: Fig. 3 ). In the example above, the number of lattice points per unit volume 1=36 = 1= jM j. This is true for all lattices 3, 18] . The generator of a lattice is not unique. In 
De nition 6 The downsampling operator, # M], is de ned by
In general, upsampling is a reversible process, while downsampling is an irreversible process. The input/output relationships of these operators in the frequency and Z-transform domains are sometimes useful. For a signal x(n), X(!) is periodic on the lattice 2 L(I) and hence determined uniquely by its values on the unit cell of this lattice, namely 2 U (I). However, it is conceivable that X(!) is periodic on a lattice bigger than (i.e., is a super-set of) 2 L. This is precisely what happens after an upsampling. Indeed from Eqn. 8 it follows that
and
Notice that Y (!) is periodic on the lattice 2 L(M ?T ):
The fundamental period after interpolation is not 2 U (I), but a subset of it given by 2 U (M ?T ).
There 
Substituting z = e {! T we get
Y (!) is periodic on 2 L. At any particular frequency, there are jM j alias components of X(!) appropriately shifted. It is impossible to reconstruct X(!) from Y (!) unless all but one of these components is zero. One can ensure this by ltering X(!) with an anti-aliasing lter prior to downsampling. We now state and prove a number of facts about integer matrices that will be useful in Section 5. The most notable mathematical result is the Representatives' Mapping Theorem. The multidimensional result is motivated by rst considering the one dimensional result, which is well known. Let M 1 Z and M 2 Z be two sublattices of Z generated by positive integers M 1 and M 2 .
Then for i 2 f1; 2g, the unit cells are given by 0; M i ) and set of representatives are the integers modulo M i . 
2 Remark: It also follows that when Q 1 and P 1 (or equivalently Q 2 and P 2 ) are non-singular we have:
The Representatives' Mapping Theorem has a number of interesting consequences. Two of the results that illuminate the relationship between the scalar case and matrix case are given below:
Corollary Commuting integer matrices behave like integers as far as coprimeness is concerned.
Corollary 2 Non-singular commuting matrices are left coprime i they are right coprime. In summary, pure cascades of upsamplers/downsamplers can be reduced to a single upsampler/downsampler that is the product of the constituents. Upsamplers followed by downsamplers can always be reduced to the case of a single upsampler followed by a downsampler with left coprime matrices. No simpli cations are possible where we have a downsampler followed by an upsampler.
Swapping Upsamplers and Downsamplers
Swapping of upsamplers and downsamplers is useful in many applications such as analyzing and designing rational sampling rate lter banks (Section 7). 
Relabeling UP 1 and UP 2 by P 1 and P 2 , and from the fact that N 1 U = M 1 and N 2 U = M 2 ,
From the above Aryabhatta/Bezout identity, and Theorem 2, we get Theorem 3.
6 Commuting Filters and Upsamplers/Downsamplers
If we can analyze cascades of lters and up/downsamplers a complete set of tools will be in place.
Filter-upsampler and downsampler-lter cascades are easily analyzed duals (these results are known as the Noble identities 18, 15]). Filter-downsampler and upsampler-lter cascades involve important concepts that play a major role in lter bank theory. This section introduces the new concept, generalized polyphase representations, giving more general results than are available in the literature. An important new identity we obtain is the Upsampler-Delay-Downsampler identity.
Filter-Upsampler
The Filter-Upsampler identity in Fig. 8 follows from the fact that 
Downsampler-Filter
The Downsampler-Filter identity in Fig. 9 follows from 
There are jM j polyphase components. In terms of Z-transforms However, a look at Fig. 13 and Fig. 12 Fig. 15 gives the steps involved in the reduction. Consider the rational sampling rate lter bank problem (Fig. 1) where the signal is spectrally split into nonuniform bins. The sampling rate change is di erent in each branch of the analysis bank. In one dimension this problem has been studied recently 12]. Using the tools developed in this paper, an algebraic reduction of the multidimensional rational sampling rate lter bank problem to a multidimensional uniform sampling rate lter bank problem is given.
Multidimensional Rational Sampling FilterBanks
In Fig. 1 let P i and Q i be left coprime such that the \sampling-feasibility" condition, 
