From the partial sums S" of the first N random variables of a sequence of independent, identically distributed random variables, N-K+l averages of the form K-1(Sn+E-S") can be constructed, one such average for each n between 0 and N-K, inclusive. If we denote by ÎZ(N, K) the maximum of those N-K+l averages, then for a wide range of numbers A, Erdös and
Introduction.
If Xx, X2, • ■ • is a sequence of independent, identically distributed (i.i.d.) random variables satisfying some conditions, Sn = ZJUX*, and I,(N,K)=max{K-1(Sn+K-Sn):0^n^N-K}, then Erdös and Rényi [3] showed that PClim^^ 2(7V, [C(X)log N]) = X}=1 for a wide range of positive numbers X, including all those for which P(XX> X)> 0. In what follows, [y] denotes the greatest integer Sy, and 5*0=0. Here C(X) is a positive constant depending only on X; explicitly, C(X) = -1/log p(X), where /o(/l) = inf{</>(r)e~',i:/>0} for cf> the moment-generating function (m.g.f.) of Xx. Erdös and Rényi call their result "a new law of large numbers" because it fills up all the middle ground between the ordinary strong law of large numbers, which asserts thatPflimjv-^ H(N, AO=0}=1 ifE(Xx)=0, and the fact that .PihnLy.^ 2(Ar, 1)=^}=! where,«_ cois the largest possible value of Xx. The X's to which the Erdös-Renyi theorem applies range from 0 to p, exclusive of the endpoints. It is the goal of the present article to extend the Erdös-Renyi theorem to the case of weighted sums of i.i.d. random variables. The strong law of large numbers of Jamison, Orey, and Pruitt [4] asserts that, for certain sequences of weights {ak:l<k<oo}, we have P{limn_oe An1Sn=0} = l, where Sn=^k=xakXk and An=JiLiak. If we define 2(7V, K)=max{(An+K-Anyi(Sn+K-Sn):0^n^N-K}, then the strong law of large numbers becomes PÍJim^^^ T,(N, N)=0} = 1, while at the other extreme we again have i>{ümjV_»00 %(N, 1)=^}=!.
The main theorem of the present paper asserts that, for a wide range of positive X's, there exist positive constants C'(X) and C"(X), which can be determined explicitly with C'(X)^C"(X), such that
When each ak= 1, it turns out that C'(A) and C(A) are identical, so that our theorem reduces to that of Erdös and Rényi. The latter two authors base their proof on the large deviation theorem of Bahadur and Ranga Rao [1] . In place of the Bahadur-Ranga Rao theorem, our starting point is the large deviation theorem for weighted sums that appears in [2] .
1. Conditions on the weights and random variables. We consider a sequence of nondegenerate i.i.d. random variables Xx, X2, ■ • ■ such that E(Xx)=0 and E(Xl) = 1, and a sequence {ak: 1 ^k<. oo} of nonnegative real numbers, not all zero. We require that the larger and smaller aks be distributed somewhat regularly throughout the sequence. More precisely, we assume :
Condition A. There exist constants a and Ö, 0<a^l, O<0^1, such that, for every sufficiently large K, every set of K consecutive aks has the property that at least a AT of them exceed or equal 6 • ma\{ak:ak e set ofK}.
Of the random variables, we require first that the m.g.f. <f> of Xx exist in a nondegenerate interval about the origin. In addition to this, Erdös and Rényi assumed the Bahadur-Ranga Rao condition that the function (f>(t)e~Át takes on its minimum value at a point interior to the domain of <f>. If we define Q(t) = (j>'(t)l<f>(t), the Bahadur-Ranga Rao condition is equivalent to the statement that Q(t) assumes the value X at some t. IfP(Xx>X)> 0, then that condition automatically holds if the domain of <f> is large enough. We require an analogous condition of A and Xx:
Condition B. X is a positive real number for which there exists a X*>X such that Q(t) assumes the value X*(a.d)-\ and Bt = d-1Qr1(X*¡cx.d) lies in the domain of (f>.
The above condition holds, for example, if </>(;)< co for all real t and P{A'1>/l(ao)-1}>0. Finally, in order to make use of the large deviation theorem of [2] , we must require: Condition C. Xx is absolutely continuous with density/(x), and the functions fy(x)=eyxf(x) have uniformly bounded total variations Vy^V for O^y^B*.
The assumption of absolute continuity can most likely be weakened in the large deviation theorem, so there is no reason to suspect that Condition C is crucial.
Throughout the rest of the paper, we implicitly assume that Conditions A, B, and C are satisfied.
2. Application of the large deviation theorem. In this section, we apply Theorem (4.8) of [2] , the large deviation theorem for weighted sums, in order to obtain estimates needed in the proof of the main theorem. The statement of the large deviation theorem is as follows:
l_w<co} is an array of nonnegative real numbers such that 2fc=ians=l
for eacn n> and at least aw °f tne anks> 1_/:^«, exceed or equal da* where o-*=max{anfc:l _£_«}, S*= ZLi ankXk, andA* = 2s=i anlc, then
where 0<bx=Q-\X*Q2)^h*nat<íQ-1Q-1(Xlu.Q)=B!í<co, and 0<dl<d2n< Dt<aofor dl=mm{Q'(t):0^t^B^} and Dl=max{Q'(t):0^t^Bx}.
What we will need are asymptotic representations for Pn(K, X) = P{S"+K-Sn>X(An+K-An)} where O^n^N-K. We fix n and define fl»=öi(Ä <%r112 for n+l<:k<^n+K, so that From Lemma 2, we obtain the large deviation result in the form needed for the proof of the main theorem: Lemma 3. IfCn,K(X) = (-K~1 log pn¡K(X))~\ then 1 + 0(K~V2) e-Kic».KU) ¿ p^Kt A) (2nK)i/2DxBx
Proof. Because (xd2)1'2^'2^^)-1^^'2, it follows that §£A&< DMafu-^tp/'DiBi and that ö%h^dJ>Ap&yi^K}l\u.&f'*dxbi. Lemma 5. C'(X)^Cn K(X)<:C"(X), where C'(X) = <x.Q2¡L(Bx) andC"(X) = {o?BL(ebx)}-1.
The following lemmas depend on the fact that Q(t) = ^'(t)¡<j>(t) is monotonically increasing for 0^/^ßo, which is true because Q'(t) is the (strictly positive) variance of the "associated" distribution introduced in §1 of [2] . From Lemma (1.3) of [2] , we know also that Q(t) is a one-to-one mapping from [0, 50*] to [0, Q(B^)].
Lemma 6. dx is a monotonically decreasing function of X.
Proof. Bx is monotonically increasing in X.
Lemma 7. C'(X) and C"(X) are monotonically decreasing in X.
Proof. L(Bx) increases monotonically in X, as does L(0bx).
3. Proof of the main theorem. We are now ready to state and prove the extension of the Erdös-Renyi theorem to weighted sums. We have a sequence {Xk:l^k<ao} of i.i.d. nondegenerate random variables with common m.g.f. <f>, E(Xx)=0, E(X'i)=l, and a sequence {ak:l^k<cc} of nonnegative real numbers, at least one nonzero. We have defined Q(t) = The Borel-Cantelli lemma then implies that the probability is one that 2T'(jV3-, X)<X" for all but a finite number of values of/ But for each value of N between exp(jjC"(X)) and exp((/+l)/C"(A)), we have S*(7V, X)< 2"(/V3, X). Therefore the probability is one that H"(N, X)<X" for all but finitely many N. Equivalently, P(lim sup.y^^ ~L"(N, X)<X")=l, and since X" = X+ë, e>0 arbitrary, we obtain the first half of the theorem. 1 -5í(log Ary-^jy-u-w»)
<t>'(t)l4>(t), L(t)=tQ(t)-log<p(t), BÁ = d-iQ-i(
where B'x and ó2>0 depend only on X and £, not on N. Therefore, for N sufficiently large, P(X'(N, X) < X') ^ exp(-BÍA/-(1-2,52)iC-1iV) ^ exp(-ß2A/ä2), where B2 and ó2>0 depend only on X and e. The infinite series y exp(-B2N*>)
converges by the integral test, so that the Borel-Cantelli lemma implies that, with probability one, only finitely many of the events T,'(N, X)^X' occur. Therefore P(limmfN^,aa'L'(N, X)>X') = l. Since X'=X-e, where e>0 is arbitrarily small, the second half of the theorem follows.
4. Reduction to the Erdös-Renyi theorem. The theorem of the previous section reduces to the assertion of the Erdös-Renyi theorem, for absolutely continuous random variables, if we take all ak=l. Then Condition A holds with <x = 0=l, so that bx=Q~1(X)=Bi and C'(X) = l¡L(Q-1(X)) = C"(X). If we define C(X) to be the common value of C'(X) and C"(X), the assertion of the theorem becomes P(limN^x^(N,[C(X)logN])=X)=l.
If we set t=Q-\X), then </>'(t)/0(t) = A, and so C(A) = (-log p(X))~\ where p(X)=e-^(r) = inf{e^tcl>(t):t>0}.
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