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2動作記述の例
…
   x = a + b;
   y = b – c;
   s = x + y + d;
   t = x – c;
…
C言語あるいはC言語に準じた
言語を使うのが一般的
2.1:
RTL記述の例
+
+ -
MUX MUX
reg reg regreg
データパス制御回路
実際には，VHDLやVerilogなどの言語で記述される
2.2: RTL
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2要求分析
システムレベル
設計技術
要求分析
HW合成 I/F合成 SW合成
協調合成
HW記述 SW記述
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(専用回路)
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I/F回路
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P (t) t
Dj (t)
Dj (t)
0 ≤ Dj(t) ≤ 1,∀t ≥ 0 (3.1)
∞∑
t=0
Dj(t) = 1 (3.2)
Dj(t) = 0,∀t ≤ 0 (3.3)
Tclk m 1 TMUX
n
MUX
Treg
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T
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/FU CVLS(Condition Vector List Schedul-
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3演算器の最大実行サイクル数の決定
スケジューリング/
FUバインディング
レジスタバインディング
クロック周期の決定
CDFG
制約条件
・演算器数
・動作確率
・最小クロック周期
解の出力
探索空間が残っているか? Y
N
演算の実行サイクル数の選択
3.1:
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3x = a + b – c + d;
if(a != 0)
y = x + c;
else if(a + b < c)
Conditionals: a != 0 ―(2)
a + b < c ―(4)
y = c + d;
else y = x + d;
―(1)
―(2)
―(3)
―(4)
―(5)
―(6)
(a)
[1,0,1]
[1,1,1]
[1,0,0]
[0,1,1]
[0,1,0]
[0,0,1]
done
done
(b)
[1,1,1]
[1,1,1]
[1,0,0]
[0,1,1]
[0,1,1]
[0,1,1]
done
not
(c)
[1,1,1]
[1,1,1]
[1,1,1]
[1,1,1]
[1,1,1]
[1,1,1]
not
don’t care
3.2: CV
(b) CV (b) (3) (4) (3) (5) (3) (6)
FUVf (k) k FUf
CV 3 CV (a)
(3) (5) ADD1 FUVADD1(3) = [1, 1, 0]
3 ADD1 CV = [0, 0, 1]
CV FUV
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• EWF3
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• FIR
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Y (n) = X (n) + αX (n− 1) (4.1)
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4初期スケジューリング
/FUバインディング
初期レジスタバインディング
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制約条件
・演算器数
・最小クロック周期
解の出力
初期クロック周期の決定
スケジューリング
/FUバインディング
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クロック周期の決定
初期化
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44.1: ( 0.85)
clk[ns] exe step clk CS
( ) [ns] [ns]
DCT(+3,*3) 0.50 +:3 *:5 0.61 38 23.18
[2] 0.50 +:1 *:2 1.74 16 27.84
[13] 0.50 +:1 *:2 1.74 16 27.84
[9] 0.50 +:1 *:2 1.74 16 27.84
EWF(+3,*2) 0.50 +:1 *:2 1.55 18 27.90
[2] 0.50 +:1 *:2 1.72 18 30.96
[13] 0.50 +:1 *:2 1.72 18 30.96
[9] 0.50 +:1 *:2 1.72 18 30.96
EWF3(+3,*2) 0.50 +:1 *:2 1.63 52 84.76
[2] 0.50 +:1 *:2 1.74 52 90.48
[13] 0.50 +:1 *:2 1.74 52 90.48
[9] 0.50 +:1 *:2 1.74 52 90.48
FIR(+4,*4) 0.50 +:2 *:3 1.00 45 45.00
[2] 0.50 +:1 *:2 1.69 31 50.70
[13] 0.50 +:1 *:2 1.69 31 50.70
[9] 0.50 +:1 *:2 1.69 31 50.70
4.2: ( 0.90)
clk[ns] exe step clk CS
( ) [ns] [ns]
DCT(+3,*3) 0.50 +:3 *:5 0.61 38 23.18
[2] 0.50 +:1 *:2 1.74 16 27.84
[13] 0.50 +:1 *:2 1.74 16 27.84
[9] 0.50 +:1 *:2 1.74 16 27.84
EWF(+3,*2) 0.50 +:1 *:2 1.56 18 28.08
[2] 0.50 +:1 *:2 1.72 18 30.96
[13] 0.50 +:1 *:2 1.72 18 30.96
[9] 0.50 +:1 *:2 1.72 18 30.96
EWF3(+3,*2) 0.50 +:1 *:2 1.64 52 85.28
[2] 0.50 +:1 *:2 1.74 52 90.48
[13] 0.50 +:1 *:2 1.74 52 90.48
[9] 0.50 +:1 *:2 1.74 52 90.48
FIR(+4,*4) 0.50 +:2 *:3 1.00 45 45.00
[2] 0.50 +:1 *:2 1.69 31 50.70
[13] 0.50 +:1 *:2 1.69 31 50.70
[9] 0.50 +:1 *:2 1.69 31 50.70
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clk[ns] exe step clk CS
( ) [ns] [ns]
DCT(+3,*3) 0.50 +:3 *:5 0.62 38 23.56
[2] 0.50 +:1 *:2 1.74 16 27.84
[13] 0.50 +:1 *:2 1.74 16 27.84
[9] 0.50 +:1 *:2 1.74 16 27.84
EWF(+3,*2) 0.50 +:1 *:2 1.57 18 28.26
[2] 0.50 +:1 *:2 1.72 18 30.96
[13] 0.50 +:1 *:2 1.72 18 30.96
[9] 0.50 +:1 *:2 1.72 18 30.96
EWF3(+3,*2) 0.50 +:1 *:2 1.65 52 85.80
[2] 0.50 +:1 *:2 1.74 52 90.48
[13] 0.50 +:1 *:2 1.74 52 90.48
[9] 0.50 +:1 *:2 1.74 52 90.48
FIR(+4,*4) 0.50 +:2 *:3 1.01 45 45.45
[2] 0.50 +:1 *:2 1.69 31 50.70
[13] 0.50 +:1 *:2 1.69 31 50.70
[9] 0.50 +:1 *:2 1.69 31 50.70
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