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We consider a normal metal - superconductor (N-S) junction in the regime, when electrons in
the normal metal are driven out of equilibrium. We show that the non-equilibrium fluctuations
of the electron density in the N-layer cause the fluctuations of the phase of the order parameter
in the S-layer. As a result, the density of states in the superconductor deviates from the BCS
form, most notably the density of states in the gap becomes finite. This effect can be viewed as a
result of the time reversal symmetry breaking due to the non-equilibrium, and can be described in
terms of a low energy collective mode of the junction, which couples normal currents in N-layer and
supercurrents. This mode is analogous to the Schmid-Scho¨n mode. To interpret their measurements
of the tunneling current, Pothier et. al [Phys. Rev. Lett. 79, 3490 (1997)] had to assume that
the energy relaxation rate in the normal metal is surprisingly high. The broadening of the BCS
singularity of the density of states in the S-layer manifest itself similarly to the broadening of the
distribution function. Mechanism suggested here can be a possible explanation of this experimental
puzzle. We also propose an independent experiment to test our explanation.
PACS numbers: 74.40.+k, 74.50.+r, 74.80.Fp, 73.50.-h
I. INTRODUCTION
In metals the inelastic scattering rate 1/τin at low
enough energies is determined by electron-electron inter-
actions. In a clean Fermi liquid ǫτe >∼ h¯ this inelastic rate
can be estimated as h¯/τin ≃ ǫ2/ǫF , where ǫ is the energy
of the quasiparticle, τe is the elastic scattering time, and
ǫF is the Fermi energy. This familiar result reflects only
the phase volume of the final state for an inelastic pro-
cess, while the corresponding matrix element is an en-
ergy independent constant. In the dirty limit ǫτe < h¯
the inelastic rate is significantly enhanced as compared
with the clean case due to long range diffusive correla-
tions of single electron wave-functions in the disordered
system1,2, see Refs. 3 for more detailed discussion.
The inelastic scattering rate is not by itself an observ-
able quantity. However, inelastic collisions of electrons
profoundly affect the behavior of the system and, there-
fore, 1/τin in many cases can be extracted from experi-
mental data. For example, from magnetoresistance one
can evaluate quantitatively the dephasing time τϕ, which
often coincides with 1/τin. The dephasing time describes
the loss of phase coherence, as electrons move diffusively
in the bulk of a metallic sample. This loss of coherence
cuts off otherwise divergent weak-localization correction.
The dephasing time has been extensively studied, and
we believe that the existing theory allows a good under-
standing of the experimental data2.
Another effect of inelastic scattering is the energy re-
laxation described by the time τǫ. This is the time it
takes for a ”hot” quasiparticle with energy ǫ much larger
than temperature T to thermalize with all the other elec-
trons. Theoretically, it is given by1
h¯
τ(ǫ)
≃ ǫ
Gm(Lǫ)
; Lǫ =
√
h¯D
ǫ
, (1.1)
where Gm(L) ∝ Ld−2 is the dimensionless (in units of
e2/2πh¯) conductance of a sample of size L, D is the dif-
fusion constant and d the dimensionality of the system.
This result follows from the Fermi Golden Rule, but now
the phase volume is multiplied by the matrix element,
which is no longer a constant. Not only this matrix el-
ement substantially depends on the energy transferred,
but it even diverges at small energies due to the wave
function correlation, see Refs. 3.
To determine τǫ experimentally, one has to apply an
external perturbation to drive the system out of equi-
librium, and then to measure the distribution func-
tion of electrons. Recently, an elegant and important
experiment4 was performed to measure directly the elec-
tronic distribution function f(ǫ). An external voltage
U applied to a copper wire caused an electric current
J , thus driving the wire out of equilibrium. In order
to determine the non-equilibrium distribution function
the authors of Ref. 4 fabricated an additional electrode
connected with the wire by a tunneling contact. The
distribution function f(ǫ) was extracted from the mea-
surements of the tunneling conductance GT (V ) of this
contact as a function of the bias voltage V using the pro-
cedure as follows. Assuming that the density of electronic
states in the wire is energy independent, one can present
the tunneling conductance GT (V ) as the convolution of
f(ǫ) with the tunneling density of states in the additional
electrode ρ(ǫ)
GT (V ) ∝
∫
dǫ
∂f(ǫ− eV )
∂ǫ
ρ(ǫ). (1.2)
1
As follows from Eq. (1.2), the more pronounced is the en-
ergy dependence of the density of states in the additional
electrode ρ(ǫ), the more precisely one can determine the
distribution function f(ǫ) measuring GT (V ). For this
reason the authors of Ref. 4 used a superconducting elec-
trode to take advantage of the BCS singularity in the
density of states ρ(ǫ). The existence of this singularity in
the equilibrium was convincingly determined by indepen-
dent measurements at J = 0. The data on the tunneling
conductance GT (V ) were fitted by Eq. (1.2) yielding the
distribution function f(ǫ) and, thus, the energy relax-
ation time.
This procedure produced quite unexpected results.
First of all, the extracted relaxation time turned out to
be two orders of magnitude shorter than that of Eq. (1.1).
Moreover, no dependence of the relaxation time on the
energy ǫ was observed. This would mean the failure of
the theory lying behind the derivation of Eq. (1.1).
However, the theory is based on regular expansion in
inverse powers of the dimensionless conductance Gm (see
Ref. 3 and references therein). The observation of a good
metallic conductance Gm ≫ 1 in the experiment4 justi-
fies the applicability of this theory.
In this paper we attempt to explain the puzzling results
of the experiment4 by lifting the main assumption in the
interpretation of the data – independence of the density
of states in the superconductor of the electronic distri-
bution in the normal metal. We calculate the tunneling
conductance between the superconducting and metallic
films explicitly and find that interaction of the tunneling
electrons with non-equilibrium fluctuations of the cur-
rent in the normal layer smears the BCS singularity in
the density of states in the superconductor. This effect
has nothing to do with energy relaxation. Nevertheless,
it effectively broadens the energy dependence of the ex-
perimental f(ǫ), extracted from Eq. (1.2) with the use
of the equilibrium BCS density of states ρ(ǫ), whereas
the real distribution function remains sharp. As a result,
the energy relaxation time appears much shorter, than it
really is. We found that this effect is not small as inverse
dimensionless conductance of the normal metal 1/Gm.
Instead, the magnitude of the effect is proportional to the
inverse conductance of the superconductor in the normal
state 1/Gs. Under the condition Gm ≫ Gs, which we
assume in the present paper, this effect dominates the
real energy relaxation.
The remainder of the paper is organized as follows.
In Sec. II, we present a phenomenological derivation of
our main results. In the same section we suggest an in-
dependent experiment to test our theory. Section III
is devoted to the rigorous analysis of the the tunneling
density of states under non-equilibrium conditions. Our
findings are summarized in Conclusions. Some mathe-
matical details are relegated to Appendices.
II. QUALITATIVE DISCUSSION
The purpose of this Section is to describe qualitatively
how the the non-equilibrium fluctuations affect the den-
sity of states of the superconductor. We need first to
classify the collective excitations, which are present in
the system, and to understand how non-equilibrium con-
ditions influence them.
We start by recalling the basic physics of phase fluctu-
ations in superconductors, then consider their coupling
to currents in the metallic layer. The electric current in
the normal metal is accompanied by shot-noise. As we
show below, this noise gives rise to the classical phase
fluctuations. Finally, we demonstrate that the enhanced
fluctuations dramatically affect the BCS density of states.
In particular, they lead to a non-zero density inside the
BCS gap. This Section is concluded by suggesting an
independent experiment to test our theory.
A. Collective modes in N-S sandwich
Consider a superconducting film at zero temperature.
It is well known, that all of the excitations with the en-
ergy smaller than the superconducting gap ∆ are asso-
ciated with the phase θ of the order parameter. The
time evolution of this phase is governed by hydrody-
namic equations, which in the absence of external mag-
netic fields can be written as5
n˙s +
1
2e
∇ · js = 0, (2.1a)
js = −eπh¯Dsνs∆∇θ, (2.1b)
h¯θ˙ = 2
(
eϕ+
ns
νs
)
, (2.1c)
where ns is the perturbation of the carrier density in
the superconductor, νs is the thermodynamic density
of states per unit area in the superconductor, and js
is the supercurrent. Equation (2.1a) is the continuity
relation. We wrote the London equation (2.1b) for a
dirty superconductor and expressed the superfluid den-
sity through the diffusion coefficient Ds in the normal
state of the superconductor. Equation (2.1c) is the con-
ventional Josephson relation between the electrochemical
potential and the phase of the order parameter θ. Finally,
the electrostatic potential ϕ is connected to the density
variation by the Coulomb law
eϕ =
∫
dr′V (r − r′)ns(r′), V (r) = e
2
r
. (2.2)
Performing the Fourier transform of Eqs. (2.1) and
(2.2), we obtain the dispersion relation for the collective
mode
ω2 =
π
h¯
∆DsQ
2 [1 + νsV (Q)] , V (Q) =
2πe2
Q
(2.3)
2
It corresponds to the usual 2D plasmon with dispersion
ω ≃ √Q which has little effect on the behavior of the
system because of its small density of states at low fre-
quencies.
When a layer of the normal metal is brought nearby,
V (Q) gets screened, and the dispersion relation Eq. (2.3)
becomes linear. To see this, one has to include the nor-
mal currents into the set of the hydrodynamic equations
(2.1) – (2.2). The equation for the scalar potential (2.2)
is modified to
eϕ =
∫
dr′V (r − r′) [ns(r′) + nm(r′)] . (2.4)
Here we neglected for simplicity the thickness of the iso-
lating layer between the normal metal and the super-
conductor assuming that d ≪ 1/Q. All the results are
insensitive to this assumption (see Sec. III C). The den-
sity of carriers nm in the normal metal is governed by
the continuity equation and the Ohm’s law:
n˙m +
1
e
∇ · jm = 0, (2.5a)
jm = −σm∇ϕ−Dm∇nm. (2.5b)
The charge in the normal metal is redistributed
by the electric field according to Eqs. (2.5). We
evaluate nm from these equations, substitute the re-
sult into Eq. (2.4), and find, that the potential be-
comes dynamically screened. At frequencies much
smaller, than the plasmon frequency in the normal layer,
ωp ≃ νmV0(Q)DmQ2, the screened potential takes the
form
V (Q,ω) =
1
νm
−iω +DmQ2
DmQ2
. (2.6)
We now substitute Eq. (2.6) into the dispersion law of
the collective mode Eq. (2.3) and find
ωph = ω
′
ph − iω′′ph, (2.7a)
ω′ph = Q
(
π∆Ds
h¯
)1/2(
1 +
νs
νm
)1/2
(2.7b)
ω′′ph =
π
2
(
νsDs
νmDm
)
∆
h¯
. (2.7c)
Equations (2.7c) – (2.7b) are valid provided that ω′ph >
ω′′ph. This condition is satisfied already at small frequen-
cies h¯ω ≃ h¯ω′ph ≃ ∆(Gs/Gm) ≪ ∆. The lifetime of this
mode is finite due to the interaction with the relaxation
mode in the normal metal.
Since ω′ph > ω
′′
ph, Eqs. (2.7b) and (2.7c) describe a
well pronounced collective mode. We will call this mode
“phason”. According to Eq. (2.7b), the phason has linear
dispersion. This is due to the fact that the currents in the
normal metal flow along the interface in direction oppo-
site to the currents in the superconducting layer, so the
total charge accumulation does not occur. The physics of
this mode is essentially similar to the well known Schmid
- Scho¨n6 mode in the vicinity of the critical temperature
or to the second sound in superfluids7. The only dif-
ference is that the normal excitations are not thermally
activated in the superconductor itself but rather exist in
the normal metallic layer close to the superconductor.
This, however, has little consequence on the charge dy-
namics.
B. Phase fluctuations due to the current in the
normal layer
We have seen that a presence of the metal gives rise to
the new collective mode, the phason. This mode corre-
sponds to the oscillating electric currents flowing in the
opposite directions in the metallic and the superconduct-
ing layers.
Now let us consider what happens, when a current is
driven in the normal layer. The average currents in the
metal are accompanied by the fluctuations known as the
shot noise. Since the currents in the metal are coupled to
those in the superconductor, it is natural to expect that
in the superconductor the fluctuating currents appear as
well, and consequently, the phasons are generated. In
other words, a dc-current in the metallic layer should en-
hance phase fluctuations in the superconductor.
To include these fluctuations in our description of the
N-S sandwich we add Langevin sources δjl to the current
in the normal metal. Equation (2.5b) takes the form
jm = −σm∇ϕ−Dm∇nm + δjl. (2.8)
The fluctuations δjl are described by their correlator
〈δjαl δjβl 〉ω,Q. Provided the frequency ω is much less than
the applied voltage ω ≪ eU/h¯ and the energy relaxation
is negligible, this correlator can be written as8
〈δjαl δjβl 〉ω,Q = δαβσmeU ∝ e〈jm〉. (2.9)
The superconducting phase θ in the presence of the
current fluctuations δjl can be determined from the sys-
tem of equations (2.1), (2.4), (2.5a) and (2.8). In
addition, we use the Einstein relation σm = e
2νmDm.
As a result, we can present the phase fluctuation δθ as
δθ ∝ −i δjl ·Q
eh¯νmDmQ2
ω
ω2 − ω2ph(Q)
(2.10)
where ω2ph(Q) is the phason dispersion. In Eq. (2.10)
and all the subsequent formulas, we have not specified
an inessential numerical prefactor, which will be found
in the next section. Using the correlator Eq. (2.9) we
obtain
3
〈δθ2〉ω,Q = eU
h¯2νmDmQ2
ω2
|ω2 − ω2ph(Q)|2
. (2.11)
Therefore, the correlator of the phase fluctuations
〈θ2〉ω,Q has a well pronounced phason pole and is pro-
portional to the applied voltage U .
In what follows, we will need the single point correlator
of the phase fluctuations, i.e., the integral of Eq. (2.11)
over the momentum Q. The main contribution to this
integral comes from the pole, which corresponds to the
resonant excitation of the phason by the current fluctua-
tions in the normal layer. The logarithmic divergence at
Q = 0 in Eq. (2.11) is not important and, as we show in
Sec. III B, disappears due to the gauge invariance. Since
the linewidth of the phason decreases with the increase
of the diffusion coefficient Dm, see Eq. (2.7c), the large
factor Dm in the denominator of Eq. (2.11) is canceled.
As a result, the single point correlator of the phase fluc-
tuations 〈δθ2〉ω does not depend on the parameters of the
metallic layer
〈δθ2〉ω =
∫
d2Q〈δθ2〉ω,Q = eU
∆
1
Gs|ω| . (2.12)
Equation (2.12) is valid, provided Gs∆/Gm ≪ h¯ω <∼ eU ,
where Gs,m denote dimensionless conductances of the su-
perconducting (in the normal state) and normal layers
respectively: Gs,m = 2πh¯σs,m/e
2 = 2πh¯νs,mDs,m, these
are the conductivities measured in units of e2/2πh¯ =
1/(25.8KΩ).
C. Effect of the phase fluctuations on the tunneling
DOS of the superconductor
We have found that in the presence of the normal
layer the phase fluctuations in the superconductor are
large due to the resonant excitation of the phasons. Now
we are interested in the effect of these fluctuations on a
measurable quantity, e.g. on the tunneling conductance,
GT = ∂I/∂V of the junction, with I and V being the
current and the voltage across the junction respectively.
In the lowest order in the tunneling amplitude, the
tunneling conductance GT is determined by the density
of states of the superconductor Eq. (1.2). The density
ρ(ǫ) depends on single particle excitation energies. In
the absence of fluctuations the excitation energy in the
superconductor is given by the usual BCS expression
E =
√
ξ2 +∆2, where ξ is the energy of the orbital state
counted from the Fermi level. The energy E can not be
smaller than ∆. This prevents electrons (or holes) from
the metal with energies smaller than ∆ from tunneling
into the superconductor.
However, in the presence of the phase fluctuations, it
becomes possible for an electron with the energy smaller
than ∆ to tunnel and then to absorb a phason to com-
pensate for the energy deficit. As a result, the density of
states turns out to be finite even inside the gap E < ∆.
To describe this effect of the phason assisted tunnel-
ing more quantitatively, we first calculate the density of
states in the superconductor in the presence of homoge-
neous phase fluctuations. In this case, due to the orthog-
onality of the orbital wave functions, all the transitions
are confined to the same orbital (characterized by some
orbital energy ξ). The problem simplifies since within the
single orbital we have to consider only four states (one
orbital can be occupied by no more than two electrons):
ψ0 - empty orbital, ψ2 filled orbital, ψ↑ and ψ↓ - singlets.
States ψ0 and ψ2 are coupled to each other due to the
exchange with the condensate, whereas singlets are not.
The resulting Schro¨dinger equations are
ih¯ψ˙0 = ∆e
2iθ(t)ψ2, (2.13a)
ih¯ψ˙2 = 2ξψ2 +∆e
−2iθ(t)ψ0, (2.13b)
ih¯ψ˙↑,↓ = ξψ↑,↓. (2.13c)
At frequencies smaller than eU/h¯ the occupation num-
ber of phasons is large ≃ eU/h¯ω, and, therefore, θ can
be treated as a classical variable.
Phase θ changes with the characteristic frequency of
the order of eU/h¯ ≪ ∆/h¯. Hence, Eqs. (2.13) can
be solved in the adiabatic approximation. The time-
dependent ground state of this four-level system is given
by
ΨGS(t) =
[
uψ0 + vψ2e
2iθ(t)
]
e−
i
h¯
∫
t
dt1EGS(t1), (2.14)
where u and v are the usual coherence factors, u = cosα,
v = sinα and tan 2α = −∆/ξ˜,and
EGS(t) = ξ˜ −
√
ξ˜2 +∆2, (2.15)
ξ˜ = ξ − h¯θ˙(t).
So far we discussed an isolated superconductor. Let
us now consider tunneling of an electron with the energy
ǫ from the normal metal into the superconductor. Since
the initial state has the energy EGS + ǫ and the final
state is one of the states ψ↑(↓), each having energy ξ, the
transition amplitude of this process can be estimated as
A(t) = . . .
t∫
0
dt′ exp

 i
h¯
t′∫
0
dt′′[ǫ+ EGS(t
′′)− ξ]

 .
(2.16)
The prefactor in Eq. (2.16) denoted by . . . includes the
tunneling matrix element and the coherence factors. This
prefactor is not important for present discussion. The
transition rate is given by
1
τtunn
∝ lim
t→∞
1
t
〈|A(t)|2〉θ (2.17)
4
where 〈. . .〉θ stands for the averaging over the fluctuations
of the phase θ.
We can substitute the amplitude Eq. (2.16) into the
tunneling rate Eq. (2.17) and use the explicit form of
EGS(t) given by Eq. (2.15). In the exponent we have
ǫ−
√
ξ˜2 +∆2 + h¯θ˙.
The density of states in the superconductor ρ(ǫ) is pro-
portional to the tunneling rate 1/τtunn. Evaluating the
time integral in the exponent, we obtain
ρ(ǫ) = lim
t→∞
1
2πt
〈
∣∣∣∣∣∣
t∫
0
dt′e
i[
∫
t′
0
(ǫ−
√
ξ˜2+∆2) dt
′′
h¯
+θ(t′)−θ(0)]
∣∣∣∣∣∣
2
〉θ.
(2.18)
The absolute value square of the time integral can be ex-
pressed in terms of the double integral over t′ and t′′. It is
convenient to change variables to the sum and difference
of t′± t′′. The exponent depends only on the time differ-
ence. Indeed, the averaging over fluctuations of θ can be
performed independently and the average functions de-
pend on the time difference only. The integral over t′+t′′
then yields t, which cancels with the denominator in the
prefactor. In the remaining integral over the difference
t′ − t′′ the upper limit can now be taken to infinity. The
last step is to sum over all orbitals, since the electron can
tunnel to any of them. This amounts to integration over
ξ (
∑
orb
→ νs
∫
dξ). This integral is independent from the
fluctuations of θ, since they produce shift of ξ which is
irrelevant because of the integration over ξ, and yields
the BCS density of states ρ0(ǫ) Fourier transformed to
the time domain:
∑
orb
e
i
∫
t
0
(ǫ−
√
ξ˜2+∆2) dt
′
h¯ =
∫
dǫρ0(ǫ)e
iǫt.
Thus, we find
ρ(ǫ) =
∞∫
−∞
dt
∞∫
0
dǫ′
2πh¯
ρ0(ǫ
′)e
i
h¯
(ǫ−ǫ′)t〈ei[θ(t)−θ(0)]〉θ. (2.19)
Therefore, in the presence of the phase fluctuations the
density of states in the superconductor becomes modified
by the factor, which describes the phason assisted tun-
neling from the normal layer. To evaluate the average
we use the phase correlator Eq. (2.12). It is not correct,
since here we considered only the homogeneous fluctua-
tions of the phase, while the correlator Eq. (2.12) includes
also inhomogeneous fluctuations. However, the effect of
the inhomogeneity can be estimated as h¯DsQ
2/∆, while
the main contribution comes from the phason mode with
DsQ
2 ∼ h¯ω2/∆, Therefore the correction is ∼ h¯2ω2/∆2,
and should be neglected because the corrections of the
same order were already omitted within the adiabatic
approximation.
Averaging the phase factor with the help of Eq. (2.12),
we find
ρ(ǫ) ≈
∞∫
−∞
dt
∞∫
0
dǫ′
2πh¯
ρ0(ǫ
′)e
i
h¯
(ǫ−ǫ′)t
exp

− eU
∆Gs
eU∫
−eU
dω
|ω|
(
eiωt − 1)

 . (2.20)
The integration is cut off at ω = eU , because at ω > eU
the classical description fails, and Eq. (2.12) for the phase
fluctuations is not valid.
In the energy interval ∆−eU ≤ ǫ < ∆ one can expand
the exponent to the first order, which corresponds to a
single phason process. As a result,
ρ(ǫ) =
(
eU
2Gs∆
)√
∆
∆− ǫ , (2.21)
where numerical coefficient is the result of rigorous treat-
ment of the following section. Equation (2.21) is the main
qualitative result of the paper. It shows that in the pres-
ence of the normal layer driven out of equilibrium by
the applied voltage U , the superconductor no longer has
a hard gap. Instead, there is a dip, and the tunneling
density of states is suppressed at ǫ < ∆ (see Fig. 1).
∆
ε − ∆ 
∆
ε
∆−ε
ρ(ε)
G
0
1
νs
eU∆ −
s
e U
 ∆
∆
FIG. 1. Sketch of the tunneling density of states ρ(ǫ) the
superconductor modified by the current fluctuations in the
normal metal driven out of equilibrium by the applied volt-
age U .
At energies smaller than ∆− eU the density of states
differs from zero due to multi-phason processes. It means
that the exponent in Eq. (2.20) should be expanded to
higher orders. However, to describe these multi-phason
processes, we need better understanding of the nature of
the frequency cut off. Also, we have so far neglected the
quantum part of the phase fluctuations, ω > eU . These
issues are addressed in the technical part of the paper,
Sec. III where we perform a rigorous calculation of the
tunneling, based on Keldysh diagrammatic technique.
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D. Is the effect of phason assisted tunneling
independently observable?
We have shown that the phason assisted tunneling
manifests itself in the tail in the density of states within
superconducting gap. When interpreting the experimen-
tal data, this effect could be confused with the broaden-
ing of the distribution function fM (ǫ) in the normal metal
[see Eq. (1.2)]. We believe that such a misinterpretation
of the experimental data was made in Ref. 4.
We should warn the reader that Eq. (2.21) as well as
the subsequent rigorous calculation of the tunneling cur-
rent [see Eq. (3.69) for the result] were obtained for the
simplest model of the N-S junction, namely the 2D sand-
wich. The spectrum of collective modes is sensitive to
the geometry of the system, therefore, our results are not
expected to describe the experiment of Ref. 4 in detail.
However, we have presented a strong evidence of the ex-
istence of the microscopic mechanism responsible for the
change of the shape of the tunneling conductance, which
is different from the trivial broadening of the distribution
function in the normal metal. In this paper we do not
intend to evaluate the effect of phason assisted tunneling
in various possible experimental realizations of the N-S
junction. Instead, we suggest an independent measure-
ment, that can distinguish between the two mechanisms.
SC
U
V
V
S1 S2
M1 M2
FIG. 2. Scheme of the experiment for observation the effect
of non-equilibrium phase fluctuations on the density of states.
Switch “S1” corresponds to the experiment of Ref. 4. Switch
“S2” corresponds to the measurement of the density of states
affected by the current fluctuations in non-equilibrium elec-
trode “M1” but not convoluted with its distribution function.
The suggested experimental setup is shown on Fig 2.
This scheme differs from the experiment of Ref. 4 by
adding another normal electrode “M2”. The electrode
“M1” is driven out of equilibrium by the applied voltage
U . That affects the density of states in the superconduc-
tor (“SC”) due to phase fluctuations as well as broadens
the distribution function in the metal “M1” itself due to
energy relaxation. We suggest to measure the tunneling
conductance between the superconductor and the second
electrode “M2”. Since this electrode is in equilibrium, its
distribution function is broadened by temperature only.
Such measurement will only show the modification of
the density of states of the superconductor by the cur-
rent fluctuations in ”M1” (shown on Fig. 1). Comparing
the two measurements, one should be able to determine
which effect dominates the tunneling between the super-
conductor and the non-equilibrium normal metal.
III. THEORY OF THE INTERACTION EFFECTS
IN N-S JUNCTIONS.
In this Section we set h¯ = 1 in all intermediate expres-
sions.
A. Tunneling current
In this section we use Keldysh10,11 diagrammatic tech-
nique to evaluate the tunneling current I between the
superconductor and the normal metal. In order to take
superconductivity into account properly, we need Green
functions G to be matrices in the space K ⊗ N , which
is the direct product of Keldysh space K and Gor’kov-
Nambu12 space N . We choose the basis in the Keldysh
space, for which electronic Green’s functions are11
G =
(GR GK
0 GA
)
K
, (3.1)
Let [ ]− and [ ]+ denote a commutator and anticom-
mutator correspondingly. The three components of the
Green’s function Gαβ , where α and β can be either M
(metal) or S (superconductor), are defined as
GKαβ(t1, t2) = −i〈
[
Ψα(t1)⊗Ψ†β(t2)
]
−
〉, (3.2a)
GRαβ(1, 2) = −iη(t1 − t2)〈
[
Ψα(1)⊗Ψ†β(2)
]
+
〉, (3.2b)
GAαβ(1, 2) = iη(t2 − t1)〈
[
Ψα(1)⊗Ψ†β(2)
]
+
〉, (3.2c)
where we used a short-hand notation n = (~rn, tn) for
n = 1, 2. In Eqs. (3.2) η(x) is Heaviside step function, Ψ
are Nambu12 spinors
Ψ =
(
ψ↓
ψ†↑
)
; Ψ† =
(
ψ†↓;−ψ↑
)
, (3.3)
and ψ↓(n), ψ↑(n) are the fermionic operators in the
Heisenberg representation. Since we are using the
Keldysh technique, 〈. . .〉 denotes the average with arbi-
trary distribution function.
We start our calculation of the tunneling current I be-
tween the superconductor and the normal metal with the
general expression
I =
e
2
T0Tr
[
σ2(GMS − GSM)
]
, (3.4)
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Within our choice of the basis [Eq. 3.1 the current vertex
in Eq. (3.4) is Pauli matrix σ2 in Keldysh space
σ2 =
(
0 1
1 0
)
K
⊗
(
1 0
0 1
)
N
(3.5)
Tr in Eq. (3.4) means trace in the K ⊗ N space and
also assumes that ~r1 = ~r2 = ~r, where ~r corresponds
to the contact point. Below we often ommit the spa-
tial coordinates of the Green functions and write explic-
itly only temporal coordinates. It always assumes that
~r1 = ~r2 = ~r.
In the first order in the tunneling amplitude T0 the
Green’s functions can be calculated as
GMS = −π2νmνsT0
∫
dt′gM (t, t
′)e−ieV t
′
gS(t
′, t), (3.6)
where V is the applied voltage and gM and gS are the
Green’s functions in the normal metal and in the super-
conductor, respectively, defined as
gα(t1, t2) =
i
πνα
Gαα(~r, ~r; t1, t2). (3.7)
In what follows the semiclassical Green’s functions in the
K⊗N space will be denoted by boldfaced symbols, while
the 2 × 2 matrices in the Nambu space will be denoted
by a hat.
In the normal metal the semiclassical Green’s function
gM satisfies the Usadel equation
−Dm∇cR(gM ◦ ∇cRgM )
+τ3
∂gM
∂t1
+
∂gM
∂t2
τ3 − i[Φ,gM ]t = 0, (3.8)
where the matrix τ3 is
τ3 =
(
1 0
0 1
)
K
⊗
(
1 0
0 −1
)
N
, (3.9)
the commutator designates
[Φ,gM ]t = Φ(t1)gM (t1, t2)− gM (t1, t2)Φ(t2), (3.10)
and
gM ◦ gM (t1, t2) =
∫
dt3gM (t1, t3)gM (t3, t2). (3.11)
The scalar potential is also a matrix
Φ =
(
ϕ+ ϕ−
ϕ− ϕ+
)
K
⊗
(
1 0
0 1
)
N
. (3.12)
While the uniform scalar potential can be gauged out
and does not affect the behaviour of the system, it can
be shown13 that the slow spatial variation of ϕ can be
taken into acount by means of linear functional K[ϕ] so
that the resulting Green’s function can be written as
gM (t1, t2) = e
iK[ϕ](t1)τ
3
(gM0 + gM1) e
−iK[ϕ](t2)τ
3
,
(3.13)
where gM0(t1 − t2) is the noninteracting Green’s func-
tion, while gM1(t1, t2) contains all of the corrections not
captured by the transformation Eq. (3.13).
The functionalK[ϕ] can be specifically chosen in such a
way, that in equilibrium the correction gM1(t1, t2) is por-
portional to the square of the gradient gM1 ∼ (∇K[ϕ])2.
When the system is out of equilibrium, gM1(t1, t2) also
acquires a term proportional to the deviation of the dis-
tribution function fM (ǫ) from equlibrium one fM,eq(ǫ),
i.e. gM1 ∼ ∆K[ϕ](fM (ǫ)− fM,eq(ǫ)). Such functional is
given by13 (see also Appendix A)
(
K[ϕ]+
K[ϕ]−
)
= K
(
ϕ+
ϕ−
)
, (3.14a)
K =
(
(−iω +DmQ2)−1 −2Re N(ω)−iω+DmQ2
0 −(iω +DmQ2)−1
)
, (3.14b)
where N(ω), which can be named “bosonic distribution
function” is defined as
N(ω) =
∫
dǫ
ω
[
2fM (ǫ)fM (ǫ+ ω)− fM (ǫ)
−fM(ǫ + ω)
]
. (3.15)
In this case the corrections gM1(t1, t2) in Eq. (3.13)
come from the effects of energy relaxation and interac-
tion localization corrections (the effects of weak localiza-
tion were negleced from the very beginning, as discussed
above). These corrections are inversely proportional to
the metal conductance Gm (in 2D; in 1D the corrections
are ∼ 1/Gm(lph) where lph is the dephasing length; for
details see Ref. 4). Therefore, these corrections can also
be neglected.
The retarded and advanced Green functions gR,AM0 in
the time domain are delta functions
gRM0(t) = −gAM0(t) = δ(t). (3.16)
The Keldysh function in the energy domain is related to
the distribution function by
gKM0(ǫ) = 2(1− 2fM (ǫ)). (3.17)
Fluctuating electric fields give rise to the fluctuations
of the phase θ of the order parameter ∆¯ in the supercon-
ductor . The fluctuations of the absolute value of the or-
der parameter ∆ do not couple to the fluctuations of the
electric field, and their spectrum has a gap ∼ ∆. There-
fore they can be ignored. The superconducting Green’s
function gS can be evaluated by solving the Usadel equa-
tion in the superconductor
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−Ds∇cR(gS ◦ ∇cRgS)
+τ3
∂gS
∂t1
+
∂gS
∂t2
τ3 − i[(∆¯+Φ),gS ]t = 0, (3.18)
where
∆¯0 =
(
0 ∆eiθK
−∆e−iθK 0
)
N
, (3.19)
and
θK =
(
θ+ θ−
θ− θ+
)
K
. (3.20)
In Appendix B we show that at small frequencies
(ω ∼ V ≪ ∆) the dominant effect is captured by the
gauge transformation
gS(t1, t2) = e
iθK(t1)τ
3
gS0(t1 − t2)e−iθK(t2)τ
3
, (3.21)
where gS0 is the usual BCS Green’s function.
We now substitute the Green’s functions in the nor-
mal and superconducting layers Eqs. (3.13) and (3.21)
into Eq. (3.6) and substitute the result into the expres-
sion for the tunneling current Eq. (3.4). The next step
is to average over the phase and Coulomb fluctuations.
The current is then given by the integral
I =
G0
2
∫
dt′e−ieV t
′
Tr
{
σ2
[
gM0(t− t′)g¯S(t′ − t)
−g¯S(t− t′)gM0(t′ − t)
]}
, (3.22)
where G0 = 2πνmνse
2T 20 . We used the cyclic property of
the trace and an obvious fact that the matrices σ2 and
τ3 to obtain the averaged function
g¯S(t1 − t2) = 〈eiφ(t1)τ
3
gS0(t1 − t2)e−iφ(t2)τ
3〉, (3.23)
where the fluctuation field equals to
φ = θ −K[ϕ]. (3.24)
So far our analysis was quite general and independent
of the geometry of the sample. Even though we were
considering tunneling through point contacts, Eqs. (3.22)
and (3.23) can be strightforwardly generalized for the
wide contacts with large number of channels.
We now calculate the trace in Keldysh space and use
the explicit form of the metallic Green’s functions Eq.
(3.16) and Eq. (3.17) to evaluate the time integral. The
differential tunneling conductance GT = ∂I/∂V can be
written as
GT =
G0
2
∫
dǫ
2π
∂fM
∂ǫ
(ǫ − eV )ReTr[g¯RS (ǫ)τ3]. (3.25)
The last step is to perform the average in Eq. (3.23).
In the leading approximation in 1/Gm the fluctations are
Gaussian, and we obtain (see Appendix C for details) for
the function h¯RS (ǫ) = Tr
[
g¯RS (ǫ)τ
3
]
h¯RS (ǫ) =
∞∫
0
dteiǫt
[
h+−0 (t)e
2i
(
D+−
φφ
(t)−D+−
φφ
(0)
)
−h−+0 (t)e2i
(
D−+
φφ
(t)−D−+
φφ
(0)
)]
, (3.26)
where
h+−0 (t > 0) = −h−+0 (−t) =
∆
π
K1(i∆t) (3.27)
and K1 is the modified Bessel function. The fluctuation
propagators are defined as
〈φ+φ+〉 = iDKφφ(t1 − t2), (3.28a)
〈φ+φ−〉 = iDRφφ(t1 − t2), (3.28b)
〈φ−φ+〉 = iDAφφ(t1 − t2), (3.28c)
〈φ−φ−〉 = 0, (3.28d)
and
D+−(−+)φφ = (DKφφ ±DRφφ)/2. (3.29)
The conductance can finally be expressed in terms of
the function h¯RS (ǫ) Eq. (3.26) as
GT =
G0
2
∫
dǫ
2π
∂fM
∂ǫ
(ǫ − eV )Reh¯RS (ǫ). (3.30)
So far our results are quite general. They describe
the effect of the low frequency (ω < ∆) collective mode
on the tunneling conductance. In the following sections
we evaluate the tunneling conductance Eq. (3.30) for our
particular setup. To do this we need the fluctuation prop-
agators D, which is evaluated in the following subsection.
B. Propagators for low energy excitations.
Throughout this paper we are using the small param-
eter 1/Gm. When the fluctuations propagators Dφφ is
calculated, this parameter allows us to restrict ourselves
by ladder diagrams, i.e., to use RPA. These diagrams
can be summed up by means of solving the Dyson-type
equation
D = D0 +D0ΠD. (3.31)
In this equation the propagators D and the polarization
operator Π are 8×8 matrices defined in the K⊗MS⊗ϕθ
space. The 2× 2 space ϕθ describes the two fluctuation
fields we have in the probl em. Since these fluctuations
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take place in normal metal as well as in the superconduc-
tor, another 2× 2 space MS is needed.
In the metal sector only the ϕϕ polarization operator
is present, which yields the usual diffusion pole
(ΠMMϕϕ )
R =
νmDmQ
2
DmQ2 − iω , (3.32)
where Dm is the diffusion constant in the normal metal.
In the superconductor there exist the phase as well as
the Coulomb fluctuations. Corresponding polarization
operators can be obtained from the general relation (om-
miting the SS superscript)
1
νs
Πµν ik = π
δ
δϕνk
Tr [Γµi gS] + δiϕδkϕ, (3.33)
where the indices µ, ν can be + or −. The polarization
operator Πµνik is the matrix in Keldysh space:
Πik =
(
Π+−ik Π
−−
ik
0 Π−+ik
)
K
. (3.34)
Indices i, k (which can be ϕ or θ) label the fluctuation
parameter space. The second term in Eq. (3.33) is the
“anomalous” contribution of the large ǫ region which is
not captured by the Usadel equation (for details see, for
example, Ref. 5). The vertex Γi is a vector in the ϕθ
space (as indicated by index i) and a matrix in K ⊗ N
space given by
Γ
µ
θ = i∆(τ
µ)K ⊗
(
0 e2iθK
e−2iθK 0
)
N
, (3.35a)
Γµϕ = i(τ
µ)K ⊗ 1N , (3.35b)
where (τ+)K = 1K and (τ
−)K = (σ2)K .
To proceed with this program and evaluate the polar-
ization operators Eq. (3.33) we need an explicit form
of the Green’s function gS . The approximate solution
Eq. (3.23) which was obtained by the gauge transforma-
tion is not sufficient here, since the polarization operator
is a gauge invariant quantity. For this reason substitu-
tion of Eq. (3.23) into Eq. (3.33) immediately gives
zero. Therefore we have to take into account the gradi-
ent terms, which were neglected in Eq. (3.23). To do
that we expand the Usadel equation Eq. (3.18) to the
first order in fluctuation fields
DsQ
2gS0(ǫ1)gS1(ǫ1, ǫ2)
−i[H0,gS1]ǫ = i[δH,gS0]ǫ, (3.36)
where H0 = 1K ⊗ Hˆ0, δH = Φ+ 2i∆Θ+ δ∆. The last
term is irrelevant, since the fluctuations of the absolute
value of the order parameter are gapped. Nambu space
matrix Hˆ0 is given by
Hˆ0 =
(
ǫ ∆
−∆ −ǫ
)
N
. (3.37)
The gapless phase fluctuations have the following matrix
structure (see also Appendix B)
Θ =
(
θ+ θ−
θ− θ+
)
K
⊗
(
0 1
1 0
)
N
. (3.38)
The solution of the first order equation Eq. (3.36) is
the following Keldysh matrix (omitting the subscript S
herefrom)
g1(ǫ1, ǫ2) =
(
gˆR1 gˆ
K
1
gˆX1 gˆ
A
1
)
K
. (3.39)
The anomalous function gˆX is only present before aver-
aging over the fluctuations.
gˆX1 (ǫ1, ǫ2) =
i
B−+
[
gˆA0 (ǫ1)δHˆ−(ǫ1 − ǫ2)gˆR0 (ǫ2)
−δHˆ−(ǫ1 − ǫ2)
]
, (3.40)
where
B−+ = DsQ
2 − iS−(ǫ1)− iS+(ǫ2), (3.41a)
S±(ω) =
√
(ǫ± i0)2 −∆2. (3.41b)
The rest of the functions are given by
gˆR1 =
i
B++
[
gˆR0 δHˆ+gˆ
R
0 − δHˆ+ + gˆK0 δHˆ−gˆR0
+gˆX1 tanh
ǫ1
2T
(S+(ǫ1)− S−(ǫ1))
]
, (3.42)
gˆA1 =
i
B−−
[
gˆA0 δHˆ+gˆ
A
0 − δHˆ+ + gˆA0 δHˆ−gˆK0
+gˆX1 tanh
ǫ2
2T
(S+(ǫ2)− S−(ǫ2))
]
, (3.43)
and
gˆK1 =
i
B+−
[
gˆR0 δHˆ+gˆ
K
0 + gˆ
K
0 δHˆ+gˆ
A
0
+gˆR0 δHˆ−gˆ
A
0 + gˆ
K
0 δHˆ−gˆ
K
0 − δHˆ−
+gˆA1 tanh
ǫ1
2T
(S+(ǫ1)− S−(ǫ1))
+gˆR1 tanh
ǫ2
2T
(S+(ǫ2)− S−(ǫ2))
]
(3.44)
in the obvious notation (compare with Eqs. (3.40) and
(3.41)).
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Using the first order solution we can calculate the po-
larization operators Eq. (3.33) for the phase and the
Coulomb fluctuations in the superconductor. For the re-
tarded component of the polarization operator we obtain
(ΠSS)R = νS
(
1 −iω
iω ω2 − π∆DsQ2
)
ϕθ
. (3.45)
The solution of Dyson equation Eq. (3.31) is
D = [D−10 −Π]−1, (3.46)
where Π is the polrization operator of the form
Π =
(
ΠSS 0
0 ΠMM
)
MS
. (3.47)
The unperturbed propagator D0 has non zero elements
only in the Coulomb interaction channel
D0 = −V (Q)
(
1 e−Qd
e−Qd 1
)
SM
⊗ 1K ⊗
(
1 0
0 0
)
ϕθ
,
(3.48)
where the Coulomb interaction in two dimensions
V (Q) = 2πe2/Q and d is the thickness of the sample.
This form of the unperturbed propagatoris model depen-
dent. It corresponds to the particular setup of the S-N
sandwich, which we are discussing in this paper.
To obtain the retarded propagators we have to invert
the retarded block of the 8×8 matrix. Since we need only
φφ propagator in Eq. (3.26), there are three elements of
the remaining 4× 4 matrix which are relevant:
DϕϕM =
1
M
[(
1
V˜
+Πϕϕ
)
Πθθ −ΠϕθΠθϕ
]
, (3.49a)
DϕθMS = −
1
M
[
1−Qd
V˜
Πθϕ
]
, (3.49b)
DθθS =
1
M
[( 1
V˜
+Πϕϕ
)(
1
V˜
+ΠM
)
− (1−Qd)
2
V˜ 2
]
, (3.49c)
where
M =
(
1
V˜
+ΠM
)[
ΠθθΠ˜ϕϕ −ΠθϕΠϕθ
]
, (3.50a)
Π˜ϕϕ = Πϕϕ +
ΠM
1 + V˜ΠM
, V˜ = 4πe2d. (3.50b)
Equations (3.49) are written for the case Qd≪ 1.
Substituting the polarization operators Eqs. (3.45) and
(3.32) into Eqs. (3.49), we obtain
DϕϕM = −
ν2s
M
[
ω2
V˜ νs
− π∆DsQ2
(
1 +
1
V˜ νs
)]
, (3.51a)
DϕθMS = −
1
M
iωνs
V˜
, (3.51b)
DθθS = −
1
M
1
V˜
ζDmQ
2 − iωνs
−iω +DmQ2 , (3.51c)
where ζ = νm + νs(1 + νmV˜ ) and Eq. (3.50a) takes the
form
M = −π∆νs
V˜
Dsζ
DmQ
2
−iω +DmQ2P (Q
2), (3.52a)
P (Q2) = Q2 − iωνs
ζDm
− ω
2νm
π∆ζDs
. (3.52b)
The pole P (Q2) in the fluctuation propagators means
that there is a well-defined collective mode with linear
dispersion relation. This mode is the phason, discussed
in Sec IIA. The imaginary term in Eq. (3.52b) deter-
mines the finite lifetime of the phason. However, this
term is small, since Dm/Ds ≫ 1, and the phason life-
time is large by this parameter.
We now combine these propagators into a single re-
tarded propagator of the field φ using the definition of
φ
〈φφ〉 = 〈K[ϕ]K[ϕ]〉 − 2〈K[ϕ]θ〉+ 〈θθ〉. (3.53)
Substituting the explicit form Eq. (3.14) of the lin-
ear functional of the Coulomb fluctuations in the normal
metal and the propagators Eq. (3.51) we find
DRφφ(ω;Q)=
V˜
νsπ∆Dsζ
1
P (Q2)
[ ζ
V˜
+
νs
V˜
iω
−iω +DmQ2
+
ν2s
Dm
(1 +
1
νsV˜
)
π∆Ds
−iω +DmQ2
]
. (3.54)
Note, that although each of the propagators Eq. (3.51)
contains the 1/Q2 factor, the combined propagator Eq.
(3.54) does not. This is a manifestation of the gauge in-
variance: the zero mode here corresponds to a uniform
perturbation with the constant scalar potential, which
can be gauged away and can not affect the physics.
Finally, to obtain the time-dependent propagator,
which is needed to calculate the average Eq. (3.26) we
integrate Eq. (3.54) over the momentum. The last two
terms in brackets do not contribute by their analytic
properties, while the first term gives for the retarded
propagator
DRφφ(ω) =
isgnω
2∆Gs
. (3.55)
The corresponding Keldysh propagator is
DKφφ(ω) =
isgnω
∆Gs
N(ω), (3.56)
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where the dimensionless conductance of the superconduc-
tor Gs = 2πνsDs. The distribution function N(ω) can
be obtained from Eq. (3.15) using the particular form of
the metallic distribution function fM (ǫ) corresponding to
the case when the system is driven out of equilibrium by
the applied voltage U
fM (ǫ) = −1
2
[
η
(
ǫ+
eU
2
)
+ η
(
ǫ− eU
2
)]
. (3.57)
This results in the bosonic distribution function
ωN(ω) =
{ |ω| , if |ω| > eU
1
2 (eU + |ω|) , if |ω| < eU
. (3.58)
C. Results for tunneling conductance.
Using the propagators Eqs. (3.55) and (3.56) we now
calculate the average Eq. (3.26). First, let us separate the
equilibrium (V = 0) and non-equilibrium contributions
D+−φφ (t)−D+−φφ (0) = Dne +Deq . (3.59)
The non-equlibrium part comes entirely from the
Keldysh propagator Eq. (3.56):
Dne(t)= 1
2
[
DKφφ(t)−DKφφ(0)
]
eU
−1
2
[
DKφφ(t)−DKφφ(0)
]
eU=0
. (3.60)
Taking the Fourier transform we get
Dne(t) = ieU
2π∆Gs
[
S1(eUt) +
sin eUt
eUt
− 1
]
, (3.61)
where S1(z) = ln z+γ−Ci(z), Ci(z) is the integral cosine
function15 and γ = 0.577 . . . is the Euler constant.
The remaining equilibrium part is determined by the
Fourier transform of
Deq(t) = 1
2
[
DKφφ(t)−DKφφ(0)
]
eU=0
+
1
2
DRφφ(t), (3.62)
which is given by the integral
Deq(t) = i
∆Gs
∞∫
0
dω
2π
(
1− e−iωt)
≈ i
2πGs
− 1
Gs∆t
; t≫ 1
∆
. (3.63)
Here we have used the fact that the advanced propagator
vanishes at t > 0.
It is easy to see that when substitued into Eq. (3.26),
only the non-equlibrium propagator Eq. (3.61) gives a
noticable deviation from the non-interacting (Golden-
rule-type) behaviour. Consider Eq. (3.26) in the absence
of interactions. Then it is the BSC Green’s function given
by Eq. (C1), which at frequencies near the gap diverges
as ∼ 1/
√
|∆− ǫ|. The equilibrium correction Eq. (3.63)
at long times behaves like 1/(∆t) (since the upper inte-
gration limit in Eq. (3.63) is cut off by the gap). Expand-
ing the exponential will only give rise to extra factors of
|∆− ǫ| in the numerator, thus being small. Therefore we
can neglect the equilibrium correction.
The non-equilibrium contribution in Eq. (3.26) is thus
dominant and the average Green’s function Eq. (3.23) at
ǫ > 0 is
Reh¯RS =
√
∆
|∆− ǫ|F
(
eU
ǫ −∆ ,
eU
π∆Gs
)
, (3.64)
where F is a function of two dimensionless variables
y = eU/(ǫ−∆) and z = eU/π∆Gs. It is given by
F (y; z) = Re
∞∫
0
dx√
iπx
eixsgnye−z[S1(|y|x)+
sin yx
yx
−1]. (3.65)
The tunneling conductance Eq. (3.30) depends on the
real part of the Green’s function Eq. (3.64). The external
voltage in the experimental setting is always less than the
superconducting gap, so that z ≪ 1. To probe the vicin-
ity of the gap we need to look at ǫ ∼ ∆ corresponding to
the limit y ≫ 1. In that limit Eq. (3.65) gives
F (y; z) = |y|−z
{
πz
2 , if y < 0
1 , if y > 0
, |y| ≫ 1. (3.66)
That describes the behaviour of the density of states
in the superconductor in the vicinity of the gap edge, in
particular the appearance of non-zero density of states
inside the gap (y < 0 result)
For completeness we include the solution in the oppo-
site limit y ≪ 1 which describes the tail of the density of
states as we go deeper into the gap. When ǫ > ∆ we can
expand the exponential to obtain
F (y; z) = 1 +
3
16
zy2, y > 0; y ≪ 1. (3.67)
However, deep in the gap the perturbation theory gives
zero (due to energy conservation : no single particle
process is possible at ǫ < ∆ − eU). Therefore, we
have to evaluate the full integral. This yields the non-
perturbative result, which describes the multi-phason
processes
F (y; z) ≈ 1√
2
( |y|ze
2
) 1
|y|
(
ln
2
|y|z
) 4−|y|
2|y|
, y < 0, |y| ≪ 1.
(3.68)
Here e = 2.718 . . ..
Finally, we express the result for the tunneling conduc-
tance Eq. (3.30) in terms of the function F
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GT =
1
2
G0
∣∣∣∣ ∆∆− |ǫ|
∣∣∣∣
1
2 ∑
ǫ=eV±eU/2
F
(
eU
|ǫ| −∆ ,
eU
π∆Gs
)
,
(3.69)
where F is given by Eq. (3.65) and its asymptotic behav-
ior is described by Eqs. (3.66)-(3.68).
IV. CONCLUSIONS
In this paper we have studied the effect of electron-
electron interactions on the tunneling conductance of N-S
junction with the metallic layer driven out of equilibrium.
Contrary to the common belief, the tunneling current can
not be presented as a convolution of bare BCS density of
states and the derivative of the non-equlibrium distribu-
tion function in metal. We have demonstrated, that the
interaction between the tunneling electrons and those in
the normal metal drastically affect this current modifying
the superconducting density of states. This modification
is manifested in particular in appearance of finite density
of states at energies even smaller than ∆, see Sec. III C.
This effect can complicate the clear determination of the
distribution function by tunneling experiments similar to
Ref. 4.
The reason for the strong effect of the non-equlibrium
state in the metal on the superconducting density of
states is apperance of low-energy collective mode on the
N-S junction, analogous to the Schmidt-Scho¨n mode or
the second sound, which we called “phason”, Sec IIA.
The tunneling can be accompanied by emission or ab-
sorbtion of phasons. The shot noise in the normal layer
generates these phasons, thus, affecting the tunneling
density of states.
The particular form of the phason spectrum Eq. (2.7)
and consequently the result for the tunneling conduc-
tance Eq. (3.69) depend on the geometry of the junction.
In this paper we considered the simplest model of the
junction, namely the 2D sandwich. Calculations of the
effect of the phason assisted tunneling on various exper-
imental realizations of the N-S junction are outside of
the scope of this paper. Therefore our results can not
be expected to describe the experiment4 in detail. How-
ever, we have demonstrated an existence of a microscopic
mechanism changing the tunneling conductance, which is
different from the trivial broadening of the distribution
function in the normal metal. To test which mechanism
dominates in reality we have suggested the independent
experiment, see Sec. II D.
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APPENDIX A:
Here we demonstrate the choice Eq. (3.14) of the func-
tional K[ϕ] in Eq. (3.13). We simply substitute the
Green’s function Eq. (3.13) into the Usadel equation
Eq. (3.8) and require that in equilibrium the correction
gM1(t1, t2) is porportional to the square of the gradi-
ent gM1 ∼ (∇K[ϕ])2 and out of equilibrium to the vari-
ation of the distribution function gM1 ∼ ∆K[ϕ](fM (ǫ)−
fM,eq(ǫ)).
To proceed with this program we start with the trans-
formation
gM (t1, t2) = e
iK[ϕ](t1)τ
3
h(t1, t2)e
−iK[ϕ](t2)τ
3
. (A1)
After the substitution into the Usadel equation Eq. (3.8)
we find the equation for the function h(t1, t2)
−Dm∇cR(h ◦ ∇cRh) + τ3
∂h
∂t1
+
∂h
∂t2
τ3
+i[
∂K
∂t
−Φ,h]t = 0, (A2)
where the covariant derivative now includes the commu-
tator of the gradient of K[ϕ] and the function h
∇cRh = ∇Rh+ i
[∇RK[ϕ],h]. (A3)
Here we assumed that the functional K[ϕ] (which is a
matrix in the Keldysh space) commutes with the scalar
potential matrix Φ which we will verify later using the
explicit form of K[ϕ].
We now treat Eq. (A2) in perturbation theory h =
gM0 + gM1, where gM0 is the free Green’s function de-
termined by Eq. (3.16). The equation becomes
−Dm
∫
dt3gM0(t1 − t3)
[
∇2K[ϕ](t3)τ3gM0(t3 − t2)
− gM0(t3 − t2)τ3∇2K[ϕ](t2)
]
+
(
∂K[ϕ]
∂t1
−Φ(t1)
)
gM0(t1 − t2)
− gM0(t1 − t2)
(
∂K[ϕ]
∂t2
−Φ(t2)
)
= F
[
(∇K)2;gM1;∇K∇gM1
]
. (A4)
The functional F in the right hand side of Eq. (A4)
(which explicit form is not needed for what follows) con-
tains higher powers of K[ϕ]. We now choose such a form
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of K[ϕ] that all linear terms (the left hand side of Eq.
(A4)) cancel with the external potential Φ. To do that
we treat the left hand side of Eq. (A4) as the equation
for K[ϕ] (with zero in the right hand side).
To simplify the solution we notice that the non-
interacting Green’s function has the matrix structure
gM0 = gˆM0 ⊗ τ3, (A5)
where gˆM0 is the 2×2 matrix in Keldysh space and τ3 acts
in Nambu space. Therefore each term in the equation is
proportional to τ3 which therefore can be omitted. Then,
using the normalization gM0 ◦ gM0 = 1 and performing
the Fourier transform in space variable (only K[ϕ] de-
pends on R), we obtain the equation for the functional
K[ϕ]
DmQ
2
[ ∫
dt3gˆM0(t1 − t3)K[ϕ](t3)gˆM0(t3 − t2)
−K[ϕ](t1)δ(t1 − t2)
]
+
(
∂K[ϕ]
∂t1
− ϕˆ(t1)
)
gˆM0(t1 − t2)
− gˆM0(t1 − t2)
(
∂K[ϕ]
∂t2
− ϕˆ(t2)
)
= 0, (A6)
where ϕˆ is the matrix
ϕˆ =
(
ϕ+ ϕ−
ϕ− ϕ+
)
K
, (A7)
and the functional K[ϕ] has the same structure
K[ϕ] =
(
K+ K−
K− K+
)
K
. (A8)
The Green’s function gˆM0 is given by
gˆM0(t1 − t2) =
(
δ(t1 − t2) 2f(t1 − t2)
0 −δ(t1 − t2)
)
K
, (A9)
where the Keldysh component is related to the distribu-
tion function (see Eq. (3.17) ).
We substitute Eqs. (A7) - (A9) into the matrix equa-
tion Eq. (A6) and investigate each component separately.
The diagonal elements (“11” and “22”) of Eq. (A6) differ
only in sign and give the equation for K−
DmQ
2K−(t)−
(
∂K−
∂t
− ϕ−(t)
)
= 0, (A10)
which gives the solution in frequency domain (see Eq.
(3.14) )
K− = − ϕ−
iω +DmQ2
. (A11)
This solution also satisfies the lower non-diagonal
(“21”) element of Eq. (A6). The upper non-diagonal
(Keldysh) element gives the equation for K+ which we
write in Fourier space
(DmQ
2 − iω)K+(ω)[f(ǫ)− f(ǫ− ω)]
+2DmQ
2K−(ω)ϕ−[f(ǫ)f(ǫ− ω)− 1]
= ϕ+[f(ǫ)− f(ǫ− ω)]. (A12)
The last trick is to introduce the bosonic “distribution
function” N(ω) Eq. (3.15). In the second term of Eq.
(A12) we rewrite
f(ǫ)f(ǫ− ω)− 1 = −N(ω)[f(ǫ)− f(ǫ− ω)]
+
[
N(ω)[f(ǫ)− f(ǫ− ω)] + f(ǫ)f(ǫ− ω)− 1
]
. (A13)
In equilibrium the expression in square brackets is
equal to zero, which is just a reflection of the detailed
balance principle. Then, using the solution Eq. (A11)
for K−, we obtain the solution
K+ =
ϕ+
−iω +DmQ2 − 2ϕ−Re
N(ω)
iω +DmQ2
, (A14)
which was previously given in the matrix form in Eq.
(3.14).
Out of equilibrium the solution Eq. (A14) is not exact,
since the detailed balance principle is no longer valid and
the square bracket in Eq. (A13) gives rise to corrections,
which are proportional to the difference between equilib-
rium and non-equilibrium distribution functions. These
corrections should then be included in the next order
Green’s function gM1.
The calculation of the correction gM1 introduces the
Altshuler-Aroonov corrections to the conductity as well
as the energy relaxation. We will not dwell on this issue
in the present paper.
APPENDIX B:
Here we show that the gauge transformation Eq. (3.21)
captures the dominant effect of phase and Coulomb fluc-
tuations in the superconductor. Since we integrate the
fluctuation propagators over momentum before using us-
ing them to calculate the tunneling conductance, we can
here set the momentum to zero from the very beginning
taking the integrated Keldysh propagator Eq. (3.56) as
known. We only need the Keldysh propagator since we
are interested in non-equilibrium effects (see the para-
graph following Eq. (3.63). In the straightforward per-
turbation theory described in Sec. III B the terms de-
scribing the phase fluctuations contained the large factor
of ∆. These contributions can be taken into account by
means of the gauge transformation (similar to Eq. (3.21))
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gS(t1, t2) = e
iθK(t1)τ
3
g(t1, t2)e
−iθK(t2)τ
3
, (B1)
where now the function g(t1, t2) is not the BCS Green’s
function but is to be determined from the Usadel equa-
tion, which after the transformation becomes
−Ds∇c(g ◦ ∇cg) + [H0,g]ǫ + [δH,g]ǫ = 0, (B2)
where
[δH,g]ǫ =
∫
dǫ3
2π
[
δH(ǫ1 − ǫ3)g(ǫ3, ǫ2)
−g(ǫ1, ǫ3)δH(ǫ3 − ǫ2)
]
, (B3)
the covariant derivative after the gauge transformation
includes a commutator with the gradient of θ
∇cg = ∇g + i[∇θKτ3,g], (B4)
and δH = Φ+ Θ˙.
In addition to the equation Eq. (B2) the function
g(t1, t2) has to satisfy the constraint
g ◦ g = 1ˆδ(t1 − t2), (B5)
which fixes the normalization.
Now instead of ∆ the phase fluctuation term has a
factor of ω. In what follows we show that all the correc-
tions calculated by perturbation theory will be small at
least as a power of ω/∆ and thus the gauge transforma-
tion indeed captures the dominant contribution. Since
we already have the factor of ω n the numerator, the
only possibility to obtain a strong correction is to ex-
cite a soft mode. Therefore to simplify the discussion we
first separate the gapped modes which can not give rise
to strong corrections (since we are interested in energies
much smaller than ∆) and then treat the remaining soft
modes in perturbation theory.
The separation of the modes can already be seen in the
absence of fluctuations. The free (BCS) solution is given
by Eq. (C1) and can be written in the following way
gRS0(ǫ) =
ǫσ3 +∆σ2√
(ǫ± i0)2 −∆2
≈
√
∆
(ǫ± i0)−∆
[
(σ3 + σ2)
+
ǫ−∆
∆
(σ3 − σ2)
]
, (B6)
where only in this section we denote by σ2 and σ3 the
following matrices in the Nambu space
σ2 =
(
0 1
−1 0
)
N
; σ3 =
(
1 0
0 −1
)
N
. (B7)
Here the large and small parts of the solution (in the
limit ǫ−∆≪ ∆ we are interested in) turned out to have
different matrix structure.
To see this structure in the equation we first explicitly
separate the fast oscillating part of the Green’s functions
writing the solution as
g(t1, t2) = e
i∆(t1−t2)g1(t1, t2). (B8)
Here we are focusing on positive energies.
Now the functions g1 varies slowly in time (since the
external potential δH is a slow function) and we get the
equation
−Ds∇c(g1 ◦ ∇cg1) + [H˜,g1]ǫ + [δH,g1]ǫ = 0, (B9)
where the Hamiltonian H˜ has an additional term
H˜ = H0 + i∆1K ⊗ σ3. (B10)
We now see that the large term in the BCS Green’s
function Eq. (B6) commutes with the Hamiltonian Eq.
(B10) (neglecting the ǫ term for the moment), while the
small term anticommutes. In the same manner we will
look for a solution of Eq. (B9) which contains matrices
commuting and anticommuting with H˜
g1 = Gˆ1 ⊗ 1N + Gˆ2 ⊗ (σ3 + σ2)
+Hˆ1 ⊗ σ1 + Hˆ2 ⊗ (σ3 − σ2), (B11)
where hat denotes matrices in Keldysh space, while the
σj act in Nambu space. The anticommuting terms Hˆj
are small and the commuting terms Gˆj are large. In the
absence of fluctuations Gˆ1 = Hˆ1 = 0 and Gˆ2 and Hˆ2
form the BCS Green’s function Eq. (B6).
When we substitute the solution Eq. (B11) into the
transformed Usadel equation Eq. (B9), in the first order
we only use the non-commuting terms Hˆj in the commu-
tator with the Hamiltonian, neglicting the smaller contri-
bution from the other terms in the equation. As a result
we obtain
(ǫ1−ǫ2)[Gˆ1 ⊗ σ3 + Gˆ2 ⊗ 1N ] + (ǫ1 + ǫ2)Gˆ2 ⊗ σ1
+[δH, Gˆ1]ǫ ⊗ 1N + [δH, Gˆ2]ǫ ⊗ (σ3 + σ2)
+2∆Hˆ1 ⊗ (σ3 + σ2)− 4∆Hˆ2 ⊗ σ1 + · · · = 0, (B12)
where · · · denote gradient terms which we do not include
here due to their complexity but will restore in the next
equation.
Collecting terms with the matrix structure correspond-
ing to four matrices in Eq. (B11) we obtain the final
equations for Hˆj and Gˆj
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(ǫ1 − ǫ2)Gˆ1 −Ds∇A4
− i
2
Ds[∇θK , (A1 +A2)] = 0, (B13a)
(ǫ1 − ǫ2)Gˆ2 + [δH, Gˆ1]ǫ −Ds∇A1 − iDs[∇θK , (A4 +A3)]
+ 2Ds[∇θK , Gˆ2 ◦ ∇θKGˆ2] = 0, (B13b)
[δH, Gˆ2]ǫ + 2∆Hˆ1 − i
2
Ds[∇θK , A1]− i
2
Ds{∇θK , A2}
−Ds∇(A3 + 2iGˆ2 ◦ ∇θKGˆ2) = 0, (B13c)
(ǫ1 + ǫ2)Gˆ2 − 4∆Hˆ2 −Ds∇A2 + iDs{∇θK , A4}
− iDs[∇θK , (A3 + 2iGˆ2 ◦ ∇θKGˆ2)] = 0. (B13d)
Here the curly brackets denote anticommutators. The
matrices Aj are the gradient terms porportional to Gˆ1
A1 = Gˆ1 ◦ ∇Gˆ1 + iGˆ1 ◦ [∇θK , Gˆ2]
− iGˆ2 ◦ [∇θK , Gˆ1], (B14a)
A2 = −iGˆ1 ◦ [∇θK , Gˆ2]− iGˆ2 ◦ {∇θK , Gˆ1}, (B14b)
A3 = Gˆ1 ◦ ∇Gˆ2 + Gˆ2 ◦ ∇Gˆ1 +A4, (B14c)
A4 =
i
2
Gˆ1 ◦ [∇θK , Gˆ1]. (B14d)
Since all the terms in Eq. (B13a) are proportional to
Gˆ1 it is still not generated in the first order, therefore all
the Aj terms in the first order are equal to zero. The
only correction from the gradients comes from the term
quadratic in Gˆ2, which changes the equation for Gˆ2 in
the presence of phase fluctuations
(ǫ1 − ǫ2)Gˆ2 − 2[∇θK , Gˆ2 ◦ ∇θKGˆ2] = 0. (B15)
However this is the equilibrium correction: for the only
term coupling to the non-equilibrium distribution func-
tion, the classical field θ+, the commutator is equal to
zero. In any case, at zero frequency the correction is
equal zero and thus it does not produce any additional
singularity. Thus the first order corrections are small by
a factor of 1/∆
Gˆ1 = 0, (B16a)
GR,A2 =
1
2
√
∆
(ǫ± i0) , (B16b)
HR,A2 =
1
2
ǫ
∆
√
∆
(ǫ± i0) , (B16c)
Hˆ1 = − 1
2∆
[δH, Gˆ2]ǫ + 2iDsGˆ2 ◦ ∇2θKGˆ2, (B16d)
where ǫ is counted from ∆ after the transformation
Eq. (B8).
Thus we see that δH does not couple soft modes to
each other and so it can introduce only perturbative cor-
rections of the order (δH/∆)2. Therefore in the leading
order in 1/∆ the dominant effect of the phase fluctu-
ations is indeed captured by the gauge transformation
Eq. (3.21).
APPENDIX C:
Here we perform the averaging over the fluctuating
field in Eq. (3.23). The BCS Green’s function gS0 has
the following structure in frequency domain
g
R(A)
S0 (ǫ) =
Hˆ0√
(ǫ± i0)2 −∆2 , (C1a)
gKS0(ǫ) = tanh
ǫ
2T
(gRS0 − gAS0), (C1b)
where the matrix in Nambu space is
Hˆ0 =
(
ǫ ∆
−∆ −ǫ
)
SC
. (C2)
In time domain the matrix structure is the same and we
can represent gS0 as a sum of two parts
gS0 = h0τ
3 + l0τ
2. (C3)
To calculate the tunneling current we only need the nor-
mal component of gS0, therefore we can focus on averag-
ing h0. Then the matrix τ
3 can be carried through, so
that
h¯0 = 〈eiφ(t1)h0(t1 − t2)e−iφ(t2)〉. (C4)
Since only the retarded function enters the expression
for the tunneling current Eq. (3.30), we now multiply the
Keldysh space matrices to get h¯R0 . The Green’s function
has it’s usual (rotated) form
h0 =
(
hR0 h
K
0
0 hA0
)
K
, (C5)
while the fluctuating field is
φ =
(
φ+ φ−
φ− φ+
)
K
. (C6)
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After matrix multiplication we get for the retarded func-
tion
h¯R0 (t1 − t2) = 〈ei(φ+(t1)−φ+(t2))
[
hR0 cosφ−(t1) cosφ−(t2)
−hK0 cosφ−(t1)i sinφ−(t2)
+hA0 sinφ−(t1) sinφ−(t2)
]
(C7)
By definition a retarded Green’s function is only non-
zero when its time argument is positive. In that region
an advanced Green’s function is zero. Therefore we can
simplify Eq. (C7) as
h¯R0 (t1 > t2) =
1
2
〈ei(φ+(t1)−φ+(t2)) cosφ−(t1)
[
(hR0 + h
K
0 )e
−iφ−(t2) + (hR0 − hK0 )eiφ−(t2)
]
. (C8)
We are now ready to perform the average:
〈ei
(
φ+(t1)−φ+(t2)
)
+i
(
φ−(t1)−φ−(t2)
)
〉 =
= e〈φ+φ+〉−〈φ
2
+〉(0)+〈φ−φ+〉+〈φ+φ−〉, (C9a)
〈ei
(
φ+(t1)−φ+(t2)
)
−i
(
φ−(t1)+φ−(t2)
)
〉 =
= e〈φ+φ+〉−〈φ
2
+〉(0)−〈φ−φ+〉+〈φ+φ−〉, (C9b)
where all the correlators 〈φφ〉 depend on the time differ-
ence t1 − t2, except where indicated.
We now introduce propagators D of the fluctuating
fields
〈φ+φ+〉 = iDKφφ(t1 − t2), (C10a)
〈φ+φ−〉 = iDRφφ(t1 − t2), (C10b)
〈φ−φ+〉 = iDAφφ(t1 − t2). (C10c)
At t1 > t2 the advanced propagator is zero. There-
fore only sums and differences of the retarded and the
Keldysh functions are present in Eq. (C8). These can be
expressed in terms of functions of the original Keldysh
basis as hK0 ± hR0 = 2h+−(−+)0 and similarly with the
fluctuation propagators to obtain the final expression in
time domain
h¯RS (t1 > t2)= h
+−
0 (t1 − t2)e2i
(
D+−
φφ
(t1−t2)−D
+−
φφ
(0)
)
−h−+0 (t1 − t2)e2i
(
D−+
φφ
(t1−t2)−D
−+
φφ
(0)
)
. (C11)
When Fourier transforming to the frequency domain,
we notice that the first term in Eq. (C11) contributes at
positive frequencies, while the second term contributes
only at negative frequencies. Therefore
h¯RS (ǫ > 0) =
∞∫
0
dteiǫth+−0 (t)e
2i
(
D+−
φφ
(t)−D+−
φφ
(0)
)
. (C12)
For reference purposes we list here the explicit form of
the BCS function h+−0 in the time domain
h+−0 (t > 0) =
∆
π
K1(i∆t), (C13)
where K1 is the modified Bessel function.
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