Breast Cancer forecasting is an important matter for governments, health sector investors, and other related companies. Although there are different forecasting models, choosing the suitable model is of great significance. This paper focuses on utilizing the performance of grey prediction model GM(1,1) to the monthly total number of women referrals for Breast Cancer in Gaza Strip\Palestine from January 2002 to December 2016. The results show that the GM(1,1) model exhibits good forecasting ability according to the MAPE criteria. Moreover, the forecasting results are compared with the results of exponential smoothing state space (ETS) and ARIMA models. The three techniques do similarly well in forecasting process. However, GM(1,1) outperforms the ETS and ARIMA techniques according to forecasting error accuracy measure MAPE.
Introduction
The problem of Breast Cancer is extremely spreading among women in all developed and developing countries. It is one of the most treatable types of cancer around the world; however, the survival rates of Breast Cancer in Gaza Strip are very low compared with the other countries. The blockade of Gaza Strip affects every stage of patients' diagnosis and treatment since they are interrupted when many drugs cannot be supplied to complete the treatment process. The World Health Organization (WHO) states that the approval rates for exit permits from Ga-These phenomena are divided into three different types. To begin with, "the white system" is when people know the origin and development of the phenomena. On the other hand, "the black system" is when people know nothing about the phenomena. Finally, "the grey system" is when people know part of the phenomena and not everything. This type of phenomena causes feelings of uncertainty and suspicion which urges modern scientific research to find a solution. Grey System Theory is a new theoretical system that is based on the establishment of "less information uncertainty". It is introduced by Deng Julong in the period from late 1970s to early 1980s. The birth of the Grey System Theory was in 1982 when Deng Julong published an article entitled "The Control of Grey System" in the UK publication [7] . Grey System Theory has been developed very quickly and was applied broadly in various fields. Moreover, it has reflected powerful science vitality and academic status as it contains system analysis, information processing, modeling, forecasting, planning control and decision-making ( [7] , [9] , and [26] ).
The main point of grey information system theory is to use data to extract the actual laws in system. This idea is known as grey sequence generation [19] . The grey model (GM) as a substantial part in the grey system is a forecasting dynamic model and has been successfully used in many applications like science and technology, agriculture, health care, industry and other fields [27] and [20] . The most widely used grey forecasting model is GM (1, 1), which is the general notation of "Grey Model (First Order, One Variable)". This model is a time series prediction model with time varying coefficient. Moreover, it is not required to utilize all data from the original time series to build the GM(1,1), at least four data points needed. The process of modeling of the GM(1,1) can be summarized in the following steps [21] and [22] .
Step 1. Denote the original non negative time series data by 
X
into the one-time accumulated generating sequence (1-AGO), which is an increasing sequence denoted by (1) X and is written as follows: implementing the AGO, then the 1-AGO sequence (1) X will be (1) (3, 9, 11, 16, 20, 28 ) X  It is clear that (1) 
have a distinguished discipline and shows a clear growth trend rather than the original sequence (0) X . (Figure 1 ) displays the trend of both sequences. Step 3. From the (1-AGO) sequence (1) X , the GM(1,1) model can be characterized by the first order differential equation (1) (
which is known as whitenization (or image) equation of the following grey differential equation [21] .
where the parameters a and b of the GM(1,1) model are the developmental coefficient and the grey control quantity coefficient respectively. Moreover,
() zk is referred to as the generated sequence of the consecutive neighbors of (1) X and is expressed as;
Step 4. In order to obtain a solution of Equation (2), the parameters a and b can be evaluated using the first order linear differential equation (1), the following matrix form will be obtained:
(0)
(1) (0)
This matrix form can be written as
where,
where B and Y are the accumulated 2 n  matrix and a constant 1 n  vector respectively. According to Equation (3), (1) () zk is the th k background value. Therefore, the matrix B above can also be written as: (1) (1)
(1)
It is worth noting that in Equation (4), the vector Y and the matrix B can be derived from the original data, but the vector of coefficients v has to be estimated. In order to provide a solution for Equation (4), the well-known least squares solution (LS) is usually employed to obtain LS approximation. As a result, Equation (4) can be written as follows:
where  is an error term, the vector v can be estimated using the following matrix deviation formula.
Forecasting
Step 5. After obtaining the parameters â and b , substituting in Equation (2) to get the solution (1) X at time k as follows:
where (1) () xk is the predicted value of (1) () xk at time k . Therefore, Equation (8) is called the forecasting equation for the GM(1,1) model. 
where:
(
Moreover, Equation (9) can be expressed as follows:
Model Accuracy Examination
In the literature, there are many distinct execution measures which can be used in order to get the accuracy of the forecasting models. In this paper, three accuracy measures have been used to test the accuracy of GM(1,1) model, they are the absolute relative error (ARE), mean absolute percentage error (MAPE) and posterior difference test (C value). These accuracy measures are defined in Table 1 . X . A prediction can be classified in distinct Levels relying on the grades of MAPE [18] obtained in the study as shown in Table 2 . 
Forecasting ability High
Good reasonable weak Moreover, the prediction accuracy level depends on the obtained value of the ratio of the posterior difference (C value). It is categorized as explained in Table 3 . 
Comparison
In this section, the GM(1,1) model is compared with several well-known models, the Box-Jenkins model namely, Autoregressive Integrated Moving Average (ARIMA) models and the Exponential Smoothing (ETS) models.
.1 Exponential Smoothing State Space Model
Exponential smoothing techniques are another well-known type of forecasting models. They are considered simple but very useful in adjusting time series forecasting. The early works of [3] , [11] and [31] have initially introduced these methods. The purpose behind forecasting using exponential smoothing is to appoint exponentially decreased weights to observations as they go back in age, meaning recent observations have a larger weight than the old ones. Pegels [24] was the first to classify exponential smoothing techniques and propose a taxonomy of the trend component and seasonal component. Pegels' taxonomy was later extended by [10] , who added damped trend to the classification. This extension is then modified by [13] , before the final extension is proposed by [28] who extended the classification to include damped multiplicative trends [15] .
ARIMA Model
A non-stationary time series   t X is said to follow a non-stationary autoregressive integrated moving average (ARIMA) denoted by ARIMA( , , ) p d q if it is expressed as: 
More details can be found in [16] , [5] , [25] , [1] , and [2] .
Parameters Estimation
The estimation of parameters for ARIMA model is a nonlinear problem that requires some special processes such as the maximum likelihood method or nonlinear least-squares estimation. At this stage of model building, the estimated parameter values should minimize the sum of squared residuals. For this purpose, many software packages are applicable for fitting ARIMA models. In this current study, the forecast package in R software will be used. To choose the best ARIMA model based on observation data, we use the corrected Akaike Information Criterion (AICc) [16] .
Application to Real Data
We use a data set about the total number of women referred for breast cancer in Gaza strip which is registered by the Palestine Health Information Center (PHIC) in the Ministry of Health (MOH) from January 2000 to December 2016. Table 4 presents some descriptive statistics for this data set. We use the first 192 observations from January 2000 to December 2015 as training sample to create the fitted models and the remaining 12 observations from January 2016 to December 2016, which are employed as test objects to compare their performance.
Breast Cancer Total Referral by GM(1,1)
Let us use the original data sequence denoted by 
Then, to test the accuracy of the GM(1,1) formula (14), a programming code was conducted based on R. The result are: C value= 0.2462968, C value <0.35, GM(1,1) The prediction accuracy level is: OK.
Breast Cancer Total Referral by ETS State Space Model
When fitting an exponential smoothing model with a state space approach, the ets() function in forecast package [12] and [14] was used. It is utilized to choose the suitable model automatically on the basis of maximum likelihood method (MLE) and then to calculate the point forecasts for the total number of women referred for breast cancer in Gaza strip for the 12 months from January 2016 to December 2016.
When applying the function, the results showed that the best performing model was ETS (M,A, N 
where the state vector ( , ) T t t t xb  , includes the level and growth components respectively. Moreover, [15] illustrated the structures and notations of exponential smoothing state space models.
Breast Cancer Total Referral by ARIMA Model
Based on the methodology summarized above, to calculate the point forecasts for the total number of women referred for breast cancer in Gaza strip for the 12 months from January 2016 to December 2016, the results showed that the best ARIMA model was 
Results
The comparison of the predictive accuracy for the above three forecasting models is presented in Table 5 . The mean absolute percentage error (MAPE) is utilized, which measures the predicting accuracy of model using a statistical method as defined in Table 1 . Table 5 explains that the showing of the grey prediction model GM(1,1) is better than ETS(M,A,N) and ARIMA(1,1,1) based on the mean absolute percentage error (MAPE). The MAPE value of training sample data (2000-2015) for GM(1,1), ETS(M,A,N), and ARIMA (1,1,1) is 19.525%, 32 .083%, and 32.480% respectively. Similarly, the MAPE of testing sample data for GM(1,1), ETS(M,A,N), and ARIMA(1,1,1) is 9.880%, 13.700%, and 13.717% respectively. The above results show that the Grey prediction model, GM(1,1) has higher accuracy of forecasting than other forecasting models. Moreover, according to the grade values of the MAPE criteria in Table 2 , the MAPE value of GM(1,1) model is categorized in good category. This demonstrate that the GM(1,1) is able to execute prediction very well. The appropriate curves are displayed in Figure 2 . The forecasting results clearly point out that the values predicted by these models are very close to the original values of the total number of women referred for breast cancer in Gaza strip from 2011 to 2016.
As we can see from Table 5 and Figure 2 , the Grey prediction model, GM(1,1) displays a preferable performance in trend forecasting. 
Conclusion
The main objective of this paper is to forecast the monthly total number of women referrals for Breast Cancer in Gaza/Palestine for the 2002:1-2016:12 period. Three models are used as an attempt to select the most appropriate fit. They are a prediction grey model GM(1,1), an exponential smoothing state space (ETS) )model, and a Box-Jenkins ARIMA model. The results show that the GM(1,1) model exhibits good forecasting ability according to the MAPE criteria.
The analysis recognizes that the GM(1,1) model has good prediction results than the exponential smoothing state space (ETS) and ARIMA models based on the MAPE. However, we can note that although prediction grey model GM (1,1) is not widely applied in the forecasting of Breast Cancer. In addition, the empirical results assert the importance of the GM(1,1) application.
