Abstract. We consider the minimization problem of an anisotropic energy in classes of drectifiable varifolds in R n , closed under Lipschitz deformations and encoding a suitable notion of boundary. We prove that any minimizing sequence with density uniformly bounded from below converges (up to subsequences) to a d-rectifiable varifold. Moreover, the limiting varifold is integral, provided the minimizing sequence is made of integral varifolds with uniformly locally bounded anisotropic first variation.
Introduction
In the recent paper [12] , De Lellis, Ghiraldin and Maggi propose a direct approach to the minimization of the Hausdorff measure in certain classes of sets of codimension one, which has proven to be fairly general to solve different formulations of the Plateau problem. Their result has been extended in [15] by De Philippis, Ghiraldin and the author to the general codimension case and in [11] by De Lellis, Ghiraldin and the author to the anisotropic setting (but in codimension one).
One of the main issues in these compactness results was the rectifiability of the minimizing set. For the area functional, an important rectifiability result of Preiss [21] (see also [10] ) and the powerful monotonicity formula were used to solve this task. In the anisotropic case, the lack of monotonicity formulas has imposed to find a different strategy in [11] , which however is not applicable in the general codimension setting, because it is based on the theory of Caccioppoli sets.
De Philippis, Ghiraldin and the author proved in [14] the anisotropic counterpart of the Allard's rectifiability theorem, [1] , for varifolds with bounded first variation with respect to an anisotropic integrand. This tool will be applied by the same authors in [13] to extend the solutions of the Plateau problem in [12, 15, 11] to the anisotropic functionals in general codimension.
As in the case of the area integrand, [9, 17, 22, 1, 4, 8, 18, 12, 15] , many definitions of boundary conditions (both homological and homotopical), as well as the type of competitors (currents, varifolds, sets) have been considered in the literature for the minimization of elliptic integrands, [5, 6, 23, 19, 20] . An existence and regularity result in arbitrary dimension and codimension for homological boundary constraints was achieved by Almgren in [5] using as tool the space of varifolds, encoding the notion of multiplicity.
The aim of this paper is to extend the aforementioned results [12, 15, 11, 13] to the minimization of an anisotropic energy on classes of rectifiable varifolds in any dimension and codimension, see Theorem 2.5. The limit of a minimizing sequence of varifolds with density uniformly bounded from below is proven to be rectifiable. Moreover, with the further assumption that the minimizing sequence is made of integral varifolds with uniformly locally bounded anisotropic first variation, the limiting varifold turns out to be also integral.
We remark that every sequence of rectifiable (resp. integral) varifolds enjoying a uniform bound on the mass and on the isotropic first variation is precompact in the space of rectifiable (resp. integral) varifolds. This has been proved by Allard in [1, Section 6.4 ], see also [24, Theorem 42.7 and Remark 42.8].
One of the main results of this work is indeed an anisotropic counterpart of the aforementioned compactness for integral varifolds, in the assumption that the limiting varifold has positive lower density, see Theorem 4.1.
The additional tool available in the isotropic setting is the monotonicity formula for the mass ratio of stationary varifolds, which ensures that the density function is upper semicontinuous with respect to the convergence of varifolds. This property allows the limiting varifold to inherit the lower density bound of the sequence.
The monotonicity formula is deeply linked to the isotropic case, see [2] . Nonetheless, given a minimizing sequence of varifolds for an elliptic integrand, we are able to get a density lower bound for the limiting varifold via a deformation theorem for rectifiable varifolds, see Theorem 3.1. We can obtain it modifying [8, Proposition 3.1], proved by David and Semmes for closed sets. Thanks to the density lower bound and the anisotropic stationarity of the limiting varifold, we can conclude directly its rectifiability applying the main theorem of [14] , see Theorem 3.5. The integrality result requires additional work, see Lemma 4.1: the idea is to blow-up every varifold of the minimizing sequence in a point in which the limiting varifold has Grassmannian part supported on a single d-plane S (note that this property holds V -a.e. by the previously proved rectifiability). Applying a result proved in [14] , see Lemma 3.4, on a diagonal sequence of blown-up varifolds, we get that roughly speaking their projections on S converge in total variation to an L 1 function on S. This function is integer valued thanks to the integrality assumption on the minimizing sequence and coincides with the density of the limiting varifold in the blow-up point, which is consequently an integer. Since the argument holds true for V -a.e. point, the limiting varifold turns out to be integral.
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Notation and main result
We will always work in R n and 1 ≤ d ≤ n will always be an integer number. For any subset X ⊆ R n , we denote X its closure, Int(X) its interior and X c := R n \ X its complementary set.
We are going to use the following notation: Q x,l denotes the closed cube centered in the point x ∈ R n , with edge length l; moreover we set B x,r := {y ∈ R n : |y − x| < r}. (2.1)
When cubes and balls are centered in the origin, we will simply write Q l and B r . Cubes and balls in the subspace R d × {0} n−d are denoted with Q d x,l and B d x,r respectively. For a matrix A ∈ R n ⊗ R n , A * denotes its transpose. Given A, B ∈ R n ⊗ R n we define A : B = tr A * B = ij A ij B ij , so that |A| 2 = A : A.
2.1.
Measures and rectifiable sets. Given a locally compact metric space Y , we denote by M + (Y ) the set of positive Radon measures in Y , namely the set of measure on the σ-algebra of Borel sets of Y that are locally finite and inner regular. In particular we consider the subset of Borel probability measures
For a Borel set E, µ E is the restriction of µ to E, i.e. the measure defined by
For an R m -valued Radon measure on R n , µ ∈ M(R n , R m ), we denote by |µ| ∈ M + (R n ) its total variation and we recall that, for every open subset U ⊆ R n ,
Eventually, we denote by H d the d-dimensional Hausdorff measure and for a d-dimensional vector space T ⊆ R n we will often identify
A set K is said to be d-rectifiable if it can be covered, up to an H d -negligible set, by countably many C 1 d-dimensional submanifolds. Given a d-rectifiable set K, we denote T x K the approximate tangent space of K at x, which exists for H d -almost every point x ∈ K, [24, Chapter 3] .
For µ ∈ M + (R n ) we consider its lower and upper d-dimensional densities at x:
In case these two limits are equal, we denote by
e. x, see [24, Chapter 3] , and µ is denoted as a d-rectifiable measure.
If η : R n → R n is a Borel map and µ is a Radon measure, we let η # µ = µ • η −1 be the push-forward of µ through η.
Varifolds and integrands.
We denote by G = G(n, d) the Grassmannian of unoriented d-dimensional hyperplanes in R n and, for every U ⊆ R n we define G(U ) := U × G.
We define the space of d-varifold
Moreover we say that a d-rectifiable varifold V is integral, or equivalently V ∈ I d , if in the representation (2.2), the density function θ is also integer valued.
Given V ∈ V d and a map ψ ∈ C 1 (R n ; R n ), we define the push forward ψ # V ∈ V d of V with respect to ψ as
where dψ x (T ) is the image of T under the linear map dψ x and Jψ(x, T ) denotes the d-Jacobian determinant of the differential dψ x restricted to the d-plane T , see [24] . Note that the pushforward of a varifold V is not the same as the push-forward of the Radon measure V through a map ψ defined on the Grassmannian bundle G(R n ) (the meaning of push-forward will be always clear by the domain of the map ψ and in both cases denoted with ψ # V ).
The symbol V will denote the Radon measure π # V on R n , where π : G(R n ) → R n : (x, T ) → x is the projection on the first factor.
If V ∈ R d , it is representable as in (2.2) and consequently we can extend the notion of push forward with respect to maps ψ : R n → R n which are merely Lipschitz as follows (see [24, Section 15] ):
We remark thatθ is defined for H d -a.e. point of ψ(M ).
Observe that the following equality holds (see [24, Section 15] ):
where J M ψ(y) denotes the Jacobian determinant of the tangential differential d M ψ y : T y M → R n , see [24, Sections 12 and 15] .
Given V ∈ V d , we define respectively the lower and upper densities of V at a point x as follows Θ
, we denote the common value Θ d (x, V ) and it will be referred to as density of V at x.
We will call concentration set of V ∈ R d the set
, and we will equivalently say that V is concentrated on conc(V ).
The anisotropic Lagrangians that we consider are C 1 integrand
for which there exist two positive constants λ, Λ such that
and an open subset U ⊆ R n , we define:
For a vector field g ∈ C 1 c (R n , R n ), we consider the family of functions ϕ t (x) = x + tg(x), and we note that they are diffeomorphisms of R n into itself. The anisotropic first variation is defined as the following linear operator on C 1 c (R n ; R n ):
It can be easily shown, see [14, Appendix A] , that
where the matrix B F (x, T ) ∈ R n ⊗ R n is uniquely defined. We are going to use the following properties of B F (x, T ), see [14, Section 2.2]:
and, if we define the Lagrangian F r (z, T ) := F (x + rz, T ), then
The anisotropic Lagrangians that we will use in the sequel are required to verify the following ellipticity property (called atomic condition) at every point x ∈ R n : Definition 2.1. Given an integrand F ∈ C 1 (G(R n )), x ∈ R n and a Borel probability measure µ ∈ M P (G(n, d)), let us define
We say that F verifies the atomic condition (AC) at x if the following two conditions are satisfied:
This condition has been introduced in [14, Definition 1.1] and it has been proved to be necessary and sufficient to obtain an Allard type rectifiability result, see [14, Theorem 1.2] .
We require the atomic condition in Definition 2.1 in order to conclude the rectifiability of the limiting varifold in Theorem 2.5.
2.3.
Competitors. Throughout all the paper, H ⊆ R n will denote a closed subset of R n . Assume to have a class of varifolds P(H, F ) ⊆ R d encoding a notion of boundary: one can then formulate the anisotropic Plateau problem by asking whether the infimum
is achieved by some varifold (which is the limit of a minimizing sequence), if it belongs to the chosen class P(H) and which additional regularity properties it satisfies. We will say that a sequence (
We need to introduce some minimal requirements for the class P(H, F ). Roughly speaking, P(H, F ) has to be closed by a space of deformations that we define as in [15] : Definition 2.2 (Lipschitz deformations). Given a ball B x,r , we let D(x, r) be the set of functions ϕ : R n → R n such that ϕ(z) = z in R n \ B x,r and which are smoothly isotopic to the identity inside B x,r , namely those for which there exists an isotopy
We finally set
, the sequential closure of D(x, r) with respect to the uniform convergence, intersected with the space of Lipschitz maps.
The classes that we are going to consider can be now defined: Definition 2.3 (Deformed competitors and good class). Let H ⊆ R n be a closed set and
We say that P(H, F ) is a good class with respect to H and F if P(H, F ) ⊆ R d and for every V ∈ P(H, F ) it holds:
• conc(V ) is a relatively closed subset of R n \ H;
• for every x ∈ R n \ H and for a.e. r ∈ (0, dist(x, H))
whenever L is any deformed competitor for V in B x,r .
Remark 2.4. Given V ∈ R d and a deformation ϕ ∈ D(x, r), using property (2.4), we deduce the quasiminimality property
2.4. The main result. We can now state our main result:
) be a Lagrangian satisfying the atomic condition at every point x ∈ R n and enjoying the bounds (2.4). Let H ⊆ R n be a closed set and P(H, F ) be a good class with respect to H and F . Assume the infimum in Plateau problem (2.10) is finite and let (V j ) j∈N ⊆ P(H, F ) be a minimizing sequence. Then, up to subsequences, V j converges to a d-varifold V ∈ V d with the following properties:
there exists δ > 0 such that:
Theorem 2.5 is satisfied, also condition (d) applies, with the trivial density lower bound δ = 1.
Open Question One may conjecture that, given an integral minimizing sequence in a good class P(H), there always exists a minimizing sequence in P(H) satisfying (2.13).
The idea is to perform a kind of motion by mean curvature and is described in the following example (for simplicity F is assumed to be the area functional): fix a ball B and assume that the limiting varifold V restricted to B is the one density varifold naturally associated to one of the diameters of B and that the general element V j of the minimizing sequence is the one density varifold associated to the union of the same diameter and of j disjoint circles of radius 1 j 2 contained in the ball. Of course
and (2.13) does not hold. Nevertheless, one can deform every V j , collapsing each of the j circles in its origin, via a Lipschitz map. This procedure generates a new minimizing sequence, which is still in the class, and that satisfies (2.13).
Of course, for a general minimizing sequence this argument is far from being a proof and the conjecture seems to the author quite a delicate task.
Preliminary results
A key result we are going to use is a deformation theorem for rectifiable varifolds with density bigger or equal than one, that we prove in this section. It is the analogous of the deformation theorem for closed sets, due to David and Semmes [8, Proposition 3.1], and of the one for rectifiable currents [24, 16] .
The proof relies on the one of [8, Proposition 3.1]. Before stating the theorem, let us introduce some further notation. Given a closed cube Q = Q x,l and ε > 0, we cover Q with a grid of closed smaller cubes with edge length ε ≪ l, with non empty intersection with Int(Q) and such that the decomposition is centered in x (i.e. one of the subcubes is centered in x). The family of this smaller cubes is denoted Λ ε (Q). We set
and consequently
For each nonnegative integer m ≤ n, let Λ ε,m (Q 1 ∪C 2 ) denote the collection of all m-dimensional faces of cubes in Λ ε (Q 1 ∪ C 2 ) and Λ * ε,m (Q 1 ∪ C 2 ) will be the set of the elements of Λ ε,m (Q 1 ∪ C 2 ) which are not contained in ∂(Q 1 ∪ C 2 ). We also let S ε,m (Q 1 ∪ C 2 ) := Λ ε,m (Q 1 ∪ C 2 ) be the m-skeleton of order ε in Q 1 ∪ C 2 .
Theorem 3.1. Given x 0 ∈ R n , r > 0, a closed cube Q ⊆ B x 0 ,r and V ∈ R d such that:
K ∩ Q is a closed set and V (Q) < +∞. Then there exists a map Φ ε,V ∈ D(x 0 , r) satisfying the following properties:
Proof. Our map Φ ε,V can be obtained as the last element of a finite sequence Φ n , Φ n−1 , ...,
of Lipschitz maps on R n . The maps Φ m with m = d, ..., n will satisfy the analogous of (1) − (5), with (2) and (3) replaced by
The last map Φ d−1 will be constructed in order to satisfy also property (6). We start with Φ n (x) := x, which verifies all the required conditions. Suppose that, for a given m > d, we have already built Φ n , Φ n−1 , ..., Φ m . We want to define Φ m−1 as
where ψ m−1 is a Lipschitz map in R n given by the following Lemma:
The exists a Lipschitz map ψ m−1 :
and
3) where C depends only on m and d.
Assuming Lemma 3.2, we can easily extend ψ m−1 to be the identity outside Q 1 ∪ C 2 and the map Φ m−1 defined in (3.2) satisfies the desired properties.
To conclude, we need to construct Φ d−1 in order to satisfy also condition (6) . We proceed in a way analogous to the one used in [15, Theorem 2.4] .
We want to set Φ d−1 := Ψ • Φ d , where Ψ will be defined below. We first define Ψ on every
, then we set Ψ |T = Id; (b) otherwise, since the varifold density Θ(x, V ) is bigger or equal than one for V -a.e.
x ∈ Q, the same holds for (Φ d ) # V , because Φ d is a Lipschitz map. We infer that
where α > 0 such that the point x + α(x − y T ) ∈ (∂T ) × {0} n−d . The second step is to define Ψ on every T ′ ∈ Λ ε,d+1 (Q 1 ∪ C 2 ). Without loss of generality, we can assume T ′ centered in 0. We divide T ′ in pyramids P T,T ′ with base T ∈ Λ ε,d (Q 1 ∪ C 2 ) and vertex 0. Assuming T ⊆ {x d+1 = − ε 2 , x d+2 , ..., x n = 0} and T ′ ⊆ {x d+2 , ..., x n = 0}, we set
We iterate this procedure on all the dimensions till to n, defining it well in Q 1 ∪ C 2 . Since Ψ |∂(Q 1 ∪C 2 ) = Id, we can extend the map as the identity outside Q 1 ∪ C 2 . By construction of Ψ, if we denote
we get thatθ = 0 in the interior of T , and we can assume this is true also at the boundary since
We consequently get:
and so property (6) is now satisfied. In addition, one can easily check that Ψ ∈ D(x 0 , r) and thus, since Φ d ∈ D(x 0 , r) and the class D(x 0 , r) is closed by composition, then also Φ d−1 ∈ D(x 0 , r).
This concludes the proof of Theorem 3.1 provided we prove Lemma 3. For every z ∈ T \F , we define ε z := d(z, F ) > 0. We consider a map η z,T : T → T satisfying the conditions:
In B z,εz we define η z,T in order to get a Lipschitz map on T . Then
4)
where C depends just on m and d.
Proof of Lemma 3.3.
For a given point z, if we denote
by (2.3) we compute
Moreover, for every x ∈ T \ B z,εz , we have
where C depends just on m and d. Plugging (3.6) in (3.5), we infer that
Integrating this estimate over 1 2 T \ F and applying Fubini's theorem, we get z∈(
Since the integral in z on the right hand side is finite because m > d and its value is less or equal than C(diam(T )) m−d , we conclude the estimate (3.4) as we wanted to prove. For further purposes, we recall two important results proven in [14] . The first one was inspired by the "Strong Constancy Lemma" of Allard [3, Theorem 4] :
where Π S : R n → S denotes the orthogonal projection onto S.
The second result is the anisotropic counterpart of Allard's rectifiability theorem. We state a weaker version of this result which is sufficient for our purposes, but one may observe that it has a stronger formulation, see [14, Theorem 1.2] . Theorem 3.5. Let F ∈ C 1 (G(R n ), R >0 ) be a positive integrand satisfying the atomic condition as in Definition 2.1 at every x ∈ R n . Given V ∈ V d and an open set U ⊂ R n such that δ F V U is a Radon measure and
An integrality theorem
In this section, we prove an integrality theorem of independent interest, which is going to be applied in the proof of Theorem 2.5. 
and that the sequence (V j ) j∈N satisfies
Proof. By the assumption (4.2) and by the lower semicontinuity of the total variation of the anisotropic first variation with respect to varifolds convergence, we get that δ F V U is a Radon measure. Moreover, V enjoys the density lower bound (4.1). Since F satisfies the atomic condition as in Definition 2.1 at every x ∈ R n , we are in the hypotheses to apply Theorem 3.5 and to conclude that V is a d-rectifiable varifold. We now prove that the limiting varifold V is integral. Since V G(U ) ∈ R d , it can be represented as
By assumption (4.2), we know that there exists ν ∈ M + (U ) such that |δ F V j | converges weakly in the sense of measures to ν in U . By Besicovitch differentiation theorem (see [7, Theorem 2 .22]) we get that for V -a.e. point x in U lim sup
We fix a pointx ∈ U such that Θ(x, V ) and TxK exist, Θ(x, V ) ∈ (0, +∞) (this is true at V -a.e. point in U by the rectifiability of V G(U )) and such that (4.3) holds. Assume w.l.o.g. that TxK = R d × {0} n−d ; we denote S := TxK and with Π S : R n → S and Π S ⊥ : R n → S ⊥ the orthogonal projections respectively onto S and S ⊥ .
There exists a sequence of radii (r k ) k∈N ↓ 0 such that ν(∂Bx ,r k ) = 0 and consequently there exists j k := j(r k ) big enough so that
Combining (4.3) and (4.4), we obtain lim sup
and for k big enough we conclude
For every k ∈ N, we consider the rescaling transformation ηx ,r k :
But, since Θ(x, V ) < +∞, we get that V k are locally bounded uniformly with respect to k and we infer 8) and the convergenceṼ
). We denote F k (z, T ) = F (x + r k z, T ) and define the family of varifolds W k := χṼ k equicompactly supported in B 1 . We claim that
(4.10)
Indeed, we define χ k := χ • ηx ,r k ∈ C ∞ c (Bx ,r k ) and for every ϕ ∈ C ∞ c (B 1 , R n ) we consider the map
Thanks to equations (2.7), (2.8), (4.5), (4.7) and (4.11), we can compute
which implies (4.10). Finally, by (4.9),
Hence the sequence (W k ) k∈N satisfies the assumptions of Lemma 3.4, indeed we observe that B F k (z, T ) = B F (x + r k z, T ), so that assumption (2) in Lemma 3.4 is satisfied. Thus we deduce that there exists γ ∈ L 1 (H d B d 1 ) such that, along a (not relabeled) subsequence, for every
which we plug in (4.12) to obtain
But, thanks to (4.8)
Plugging (4.15) in (4.14), we conclude by triangular inequality that
and consequently, up to subsequences, (
F (x,S) ∈ N. By (4.9), we also know that
and by uniqueness of the limit, we infer that
1/2 , so we conclude that Θ(x, V ) ∈ N and that V is an integral varifold.
Remark 4.2. We recall that the isotropic version of Theorem 4.1 above has been proved in [1, Section 6.4] , without the density assumption (4.1), which is a consequence of the monotonicity formula in the isotropic setting. If we were able to preserve in the limit varifold V the lower density bound of the sequence V j of Theorem 4.1, we would get the full anisotropic counterpart of the compactness for integral varifolds and in particular an alternative proof of it in the isotropic setting.
Proof of Theorem 2.5
Up to extracting subsequences, we can assume the existence of V ∈ V d such that
We remark that condition (a) of Theorem 2.5 is automatically satisfied by the lower semicontinuity of the functional F(·) with respect to varifolds convergence. This implies straightforwardly also condition (b). For the remaining properties, we divide the argument in several steps.
5.1. Proof of Theorem 2.5: stationarity of the limiting varifold. In this section we prove condition (c).
Assume by contradiction that there exists a smooth vector field ψ compactly supported in R n \ H such that
There exists a map ϕ : t ∈ R → ϕ t ∈ C ∞ (R n ; R n ) solving the following ODE:
Notice that one can choose an ε > 0 small enough to have that ϕ t is actually a diffeomorphism of R n \ H into itself for every t ∈ [0, ε]. We set
By continuity of the functional δ F Z(ψ) with respect to Z, up to take a smaller ε > 0, we get that
Integrating the last inequality, we conclude that
We fix an R > 0 big enough so that ψ is supported in B R and fix α ∈ (1, 2) such that
We notice that equation (5.3) can be read as
Since V j ε ⇀ V ε and V j ⇀ V , thanks to the equalities (5.3) and (5.4), one can infer
Moreover, from (5.2) and the fact that ϕ ε = Id in B c R , we also get
Using (5.5) and (5.6), we infer
By definition of good class, see Definition 2.3, there exists a new sequence (Ṽ j ) j∈N ⊆ P(H), such that
and passing to the lower limit on j, we get
which contradicts the minimality of the sequence (V j ) j∈N .
5.2.
Proof of Theorem 2.5: lower density estimates. In this section we show that if there exists δ > 0 such that
To this end, by (2.4), it is sufficient to prove the existence of β = β(n, d, δ, λ, Λ) > 0 such that
Let us assume by contradiction that there exist x ∈ spt V and l < 2d x / √ n such that
We claim that this assumption, for β chosen sufficiently small depending only on n, d, δ, λ and Λ, implies that for some l ∞ ∈ (0, l)
which is a contradiction with x ∈ spt V . In order to prove (5.9), we assume that F(V, ∂Q x,l ) = 0, which is true for a.e. l ∈ R >0 . To prove (5.9), we construct a sequence of nested cubes Q i := Q x,l i such that, if β is sufficiently small, the following holds:
λ and k 1 is the constant in Theorem 3.1;
and k = max{6, 6/(1 − (
Following [8] , we are going to construct the sequence of cubes by induction: the cube Q 0 satisfies by construction hypotheses (i)-(iii). Suppose that cubes until step i are already defined.
Setting m j i := F(V j , Q i ), we cover Q i with the family Λ ε i l i (Q i ) of closed cubes with edge length ε i l i as described in Section 3 and we set C i 1 and C i 2 for the corresponding sets defined in (3.1). We define Q i+1 to be the internal cube given by the construction, and we note that C i 2 and Q i+1 are non-empty if, for instance,
which is guaranteed by our choice of k. Observe moreover that C i 1 ∪ C i 2 is a strip of width at most 2ε i l i around ∂Q i , hence the side l i+1 of Q i+1 satisfies (1 − 4ε i )l i ≤ l i+1 < (1 − 2ε i )l i .
We denote with K j the concentration set of V j (that is V j := θ j H d K j ⊗ δ TxK j ), where θ j ∈ L 1 (K j ; [δ, +∞); H d )) and apply Theorem 3.1 to Q i , V δ j := 1 δ V j and ε = ε i l i , obtaining the map Φ i,j = Φ ε i l i ,V δ j . Notice that we are in the hypotheses to apply Theorem 3.1, since the rescaled varifolds V δ j have density bigger or equal than one in Q i , K j is a relatively closed subset of R n \ H and Q 0 ∩ H = ∅.
We claim that, for every j sufficiently large, Indeed, since (V j ) j∈N is a minimizing sequence in the class P(H), then (V δ j ) is a minimizing sequence in the class P δ (H) := 1 δ W : W ∈ P(H) .
Since we are just rescaling the density of the varifolds and P(H) is a good class, also P δ (H) is a good class and by (2.4), we have that
The last inequality holds because (Φ i,j ) # V δ j (Q i+1 ) = 0 for j large enough: otherwise, by property (6) of Theorem 3.1, there would exist T ∈ Λ * ε i l i ,d (Q i+1 ) such that (Φ i,j ) # V δ j (T ) ≥ H d (T ). Together with property (ii) and by (2.4), this would imply
and therefore, substituting (5.10),
, which is guaranteed by our choice of k. We conclude that l ∞ > 0, which ensures claim (5.9).
5.3. Proof of Theorem 2.5: rectifiability of the limiting varifold. In this section, we prove condition (d). Indeed, with the assumption on the uniform density lower bound of the minimizing sequence, by the previous step we know that V enjoys the denisty lower bound (5.8).
Moreover, by condition (c), it is F -stationarity in R n \ H. Since F is as in Definition 2.1, we are in the hypotheses to apply Theorem 3.5 and to conclude that V G(R n \ H) is a d-rectifiable varifold. Moreover, by the previous step, for every x ∈ spt V \ H we have (5.8). It follows that spt V \ H ⊆ conc(V ) ⊆ spt V .
We conclude that conc(V ) \ H = spt V \ H and consequently that the concentration set is relatively closed in R n \ H.
5.4.
Proof of Theorem 2.5: integrality of the limiting varifold. In this section we prove that, under the further assumption that the minimizing sequence is made of integral varifolds satisfying
then V G(R n \ H) is integral. Indeed, we already know that V enjoys the density lower bound (5.8).
We are in the hypotheses to apply Theorem 4.1 with U := R n \ H and conclude that condition (e) holds.
Bibliography

