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Nous montrons qu’un automate a dclai borne sous-stquentiel (i.e. dctenniniste snr les entrees) 
est equivalent a un automate en-ligne, c’est-&dire lettre-a-let&e aprts une pcriode transitoire 
fixe oh I’automate lit le d&but de l’entrce sans rien sortir, et sowsiquentiel Les resultats de 
synchronisation etablis anttrieurement pour les automates Q delai borne ne preservaient pas la 
sous-scquentialite. 
It is shown that a subsequential utomaton (i.e. an automaton deterministic with respect o 
the input) with bounded delay is equivalent to an on-line automaton, that is an automaton 
which is letter-to-letter after an initial period where it reads the input and output nothing, and 
subsequential. The results on the synchronisation of automaton with bounded delay established 
so far did not keep the property of being subsequential. 
Dans un article precedent, ’ nous avions ttudie une famille d’automates avec sortie 
appelts automates ri dglai born4 et caracterises par la prop&e qu’au long de tout 
calcul la difference entre la longueur de l’entrte et celle de la sortie est uniformement 
born&e. Le resultat central autour duquel s’ordonnait cette etude est la possibilitt de 
synchroniser un automate a delai borne, c’est-a-dire de construire - effectivement - 
un automate lettre-A-lettre equivalent a un automate a delai borne quelconque donut. 
La terminologie est explicite: un automate lettre-h-lettre est un automate dans lequel 
chaque transition est ttiquetee par un couple de lettres, une lettre “lue” en entree et 
une lettre “&rite” en sortie, de facon synchrone done, les ajustements nkcessaires au 
cas oh les longueurs de l’entrke et de la sortie ne sont pas &gales dans l’automate de 
d&part (mais elles ont nkessairement une diffkrence born&e) Ctant pris en charge par 
une “fonction terminale” attach&e aux &tats. 
* Corresponding author. 
’ Ch. Frougny et J. Sakarovitch, Synchronized relations of finite and infinite words, Theoret. Comput. 
Sci. 108 (1993) 45 sqq. [9]. 
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Ce rksultat figure, d&j& dans l’article fondateur d’Elgot et Mezei sur les relations 
rkaliskes par automates finis 2 mais il faut reconnaitre que la preuve qu’on y trouve 
est ardue et pour constructive qu’elle soit, on aura de la peine A la retranscrire en un 
algorithme. 
Tout autre est la dtmonstration qu’on peut lire dans le trait6 sur les automates 
d’Eilenberg 3 et que cet auteur attribue A sa collaboration avec Schiitzenberger. Elle se 
restreint aux relations quiprkservent la longueur (i.e. la longueur du mot lu en entrke 
est &gale A celle du mot tcrit en sortie) et met en valeur l’interprttation mathtmatique 
du rksultat (proprittk de Fatou): une partie rationnelle de A* x B* in&se dans (A x B)* 
est une partie rationnelle de (A x B)*. En d’autres termes, ce thkorkme revient B dire 
qu’une propriktt du r&&at d’une relation rkaliske par un automate (en l’occurence: la 
longueur de la sortie est Cgale A la longueur de l’entrte) permet d’infkrer une propriltt 
de la fagon dont cette relation peut e^tre rkaliske (en l’occurence: par un automate 
lettre-A-lettre). La dCmonstration d’Eilenberg qui, B la lettre, n’est pas constructive, 
se transforme aiskment en une prockdure effective, qui Porte sur les expressions ra- 
tionnelles et non pas sur les automates; mais le passage des uns aux autres est A la 
fois classique et effectif. 
Dans notre article nous avions d’une part expliquk comment la preuve prtckdente 
peut itre reprise verbatim pour traiter des relations d d$4krence born&e (c’est-A-dire 
telle que la diffkrence entre les longueurs des mots d’entrte et de sortie est uni- 
formkment bomte) et d’autre part donnk un algorithme de synchronisation des 
automates A dClai born& qui s’applique directement aux automates et qui est en soi 
une nouvelle preuve du r&.&at. 4 11 est illustrk sur la Fig. 1: l’automate de gauche 
d rkalise une relation dont il est aist de vkifier qu’elle associe A chaque mot de 
longueur 12 sur l’alphabet (0, 1,2} un mot de longueur n + 1 sur l’alphabet { i, 0, 1). 5 
Par exemple, le rksultat de la lecture par & du mot 10211 est la sortie du mot 01110 i. 
L’automate 6 de droite - calcuk avec l’algorithme prkit6 - kalise la mime relation, 
avec la proprittk qu’il est lettre-A-lettre. 
Nous avions abordt l’ktude des automates i dklai born6 pour traiter de problkmes 
lits A la reprbentation des nombres, problkmes de nature thkorique: des arguments 
arithmttiques assurent que certaines relations sont B dtlai born& et le passage des 
automates A dtlai born& aux automates lettre-A-lettre permet de ramener le problkme de 
la rtalisabilitt de ces relations par des automates finis (A deux bandes) au problbme de 
la reconnaissabilitC d’un certain ensemble de reprksentations (en fait les reprksentations 
de 0) par un automate fini, problkme qui A son tour est trait6 par des arguments d’une 
autre nature. 6 
2 C.C. Elgot and J.E. Mezei, On relations defined by generalized finite automata, IBM J. Res. Develop. 
9 (1965) 47 sqq. 
3 S. Eilenberg, Automata, Languages and Machines, Vol. A (Academic Press, New York, 1974) [5]. 
4Cf. Ch. Frougny et J. Sakarovitch, op. cit., Appendix A.2. 
5 La nature de cette relation, i.e. quels sont les couples qu’elle associe, est explicit&e plus loin. 
6 Cf. Ch. Frougny et J. Sakarovitch, op. cit., Appendix B. et Ch. Frougny, Representation of numbers and 
finite automata, Math. Systems Theory 25 (1992) 37 sqq. 
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Fig. 1. L’automate a delai borne _G? et un automate lettre-a-lettre I equivalent. 
Nous revenons sur cette question, deja bien ttudite, pousses par des problemes de 
reprksentation des nombres en machine. Dans ce contexte, apparaissent rbs naturelle- 
ment des automates a delai borne; ainsi l’automate d de la Fig.1 est (une representation 
de) I’additionneur d’ Avizienis. 7 Les mots representent des nombres ecrits en binaire 
(avec les chiffres les plus significatifs a gauche). L’addition est une operation avec 
deux operandes en entree; pour simplifier la representation, on considbre que ces deux 
mots sont Ccrits sur une m&me bande, le plus court etant complete A gauche par le 
nombre ntcessaire de 0 et l’occurence du chiffre 1 a une meme position dans les deux 
nombres Ctant figuree par le chiffre 2. Par exemple l’addition de 10101 et 110 corres- 
pond a la lecture de 10211 (dont la valeur est 16 + 2 x 4 + 2 + 1 = 27). La “sortie” de 
l’additionneur est un nombre ecrit sur l’alphabet { i,O, l}, oh le symbole i represente 
le “chiffre” -1; ainsi, la sortie correspondant a la lecture de 10211 est, on l’a vu, 
01110 i (dont la valeur est bien 16 + 8 + 4 - 1=27). * 
’ L’algorithme d’addition d’Avizienis proprement dit (cf. Signed-digit number representations for fast 
parallel arithmetic, IRE Trans. Electronic Comput. 10 (1961) 389 sqq. [l]) permet l’addition des nombres 
en parallde, i.e. chiffre a chiffre et sans propagation de retenue, a condition que les nombres, represent&s 
en base k, k 23, soient ecrits sur l’alphabet {f,. , i, 0, 1, , I} ou 1 est le plus petit entier superieur ou 
&gal a (k + 1)/Z. Si I’algorithme est reprtsente par les transitions d’un automate (sous-)stquentiel gauche, 
le parallelisme correspond au fait que l’automate est local, i.e. que l’etat d’arrivee d’une transition depend 
uniquement de l’btiquette (d’entree) et non de I’origine. Chow et Robertson (in Logical design of a redundant 
binary adder, Proc. 4th Symp. on Computer Arithmetic (1978), 109 sqq [3]) ont donne un amenagement de 
l’algorithme d’Avizienis pour les nombres binaires kits sur l’alphabet { i, 0,l); il permet l’addition chiffre 
a chiffre avec seulement la connaissance des chiffres immediatement a droite de ceux que l’on additionne. 
Sur I’automate, cette propriete correspond au fait que dans & l’etat d’arrivee d’un calcul de longueur 2 
depend uniquement de l’ttiquette (d’entree) et non de I’origine du calcul. 
’ Sur I’addition des nombres ecrits dans des systemes de numeration tres generaux considerie comme une 
application entre des mots sur des alphabets differents cf Ch. Frougny, op. cit. 
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Fig. 2. L’additionneur d’Avizienis complet. 
L’interet de cette representation non classique est qu’elle permet, comme l’existence 
de l’automate d le demontre, de realiser l’addition stquentiellement de la gauche vers 
la droite et non pas de la droite vers la gauche, avec la retenue qui se propage. Pour 
que la procedure ait un sens, il faut pouvoir l’iterer, et done additiomrer de la meme 
facon des nombres Ccrits sur l’alphabet { i,O, l}, c’est-a-dire pouvoir lire en entree des 
mots kits sur l’alphabet { 2, i,O, 1,2}. I1 est possible en effet de completer, en le 
symetrisant, l’automate Se comme le montre la Fig. 2. 9 
Effectuer l’addition en lisant les nombres de la gauche vers la droite permet en parti- 
culier de mettre en ceuvre des sequences d’operations arithmttiques (addition, soustrac- 
tion, multiplication - et division qui est naturellement sequentielle de la gauche vers 
la droite lo ) “en pipeline” et done en gagnant du temps. 11 est tgalement utile quand il 
s’agit d’additionner non plus des entiers mais des nombres reels dont le developpement 
decimal est non borne a priori. On peut meme dans ce cas envisager des automates qui 
travaillent sur des suites injinies de chiffres (i.e. considerer des calculs infinis reussis 
9 L’automate &, ou celui de la Fig. 2, n’est pas celui qu’on deduit le plus directement de l’algorithme 
classique d’Avizienis (cf. les articles cites [l, 31 ou J.-M. Muller, Arithmetique des ordinateurs, Masson, 
1989); il a en particulier la caracteristique de donner Bventuellement en sortie des icritures de nombres non 
normalisees, i.e. commencant par un 0, comme on I’a vu avec l’exemple ci-dessus. Ce comportement non 
canonique a la propriete de permettre de construire un automate avec moins d’etats: 3, au lieu de 6, pour 
.& et surtout 6, au lieu de 24, pour l’automate B a venir. 
lo La multiplication et la division se realisent au tours de la lecture des nombres de la gauche vers la 
droite, mais pas par un automate fini Bvidemment. 
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de l’automate - d&finis “a la Btichi” et sans que les valeurs de la fonction terminale 
interviennent). ” 
Les automates lettre-a-lettre ont egalement une interpretation en terme de “machine”. 
11s correspondent mime precisement a l’un des modeles le plus couramment utilid: a 
la lecture de chaque chiffre de l’entrie, la machine calcule et sort un chiffre du resultat. 
D’oti l’interet potentiel du theoreme que nous venons de rappeler: tout automate a dtlai 
borne peut etre realist par une de ces “bonnes” machines. Et pourtant aucun de nos 
collbgues qui traitent de l’arithmttique des ordinateurs n’irait &hanger l’automate s4 
ci-dessus contre l’automate & que nous leur avons construit. 
C’est qu’une propritte se revble fondamentale d&s que l’on s’interesse aux ques- 
tions de realisation des automates en machine: le dherminisme par rapport 2 I’entrie, 
c’est-a-dire dans la terminologie de la theorie des automates, la (sous)-skquentiaZit6 
des automates. I2 11 se trouve, et nous expliquons pourquoi ci-dessous, que la trans- 
formation d’un automate a delai borne en un automate lettre-a-let&e, celle qu’on peut 
deduire de tous les travaux cites precedemment ne preserve pas, ne peut pas preserver, 
la sous-stquentialitt, ce qui 6te quelque peu de son interet au resultat. 
En fait, le modble de machine le plus couramment utilise pour ces questions par nos 
collegues qui traitent de l’arithmetique des ordinateurs est legbrement plus general que 
les automates lettre-a-lettre. 11 s’agit d’automates, que nous appellerons “en-Zigne”, I3 
qui sont sous-skquentiels et lettre-d-lettre, mais aprPs une p.+iode transitoire pen- 
dant laquelle l’automate lit les premiers chiffres du nombre en entree sans rien sortir; 
une fonction terminale attachte aux &tats realise, comme ci-dessus, les ajustements 
necessaires a la fin de la lecture. l4 La possibilite d’avoir cette periode transitoire, la 
liberte qu’elle donne, permet d’envisager la construction d’autres automates equivalents 
aux automates a delai borne. Par exemple, l’automate & admet un automate en-ligne 
equivalent 99, d&it sur la Fig. 3. 
Que l’on puisse faire une telle construction dans le cas general, et comment il 
faut s’y prendre, est l’unique objet de ce travail, dont on peut donner l’tnoncer 
suivant: 
Proposition 1. Tout automate sous-stquentiel ci dPlai born& est tquivalent 6 un auto- 
mate en-ligne. 
On peut btre a la fois beaucoup plus p&is et plus g&&al. Pour ce faire, il faut 
donner une definition explicite des objets etudies. 
‘r Cf. J.-M. Muller, Some characterizations of functions computable in on-line arithmetic, IEEE Trans. 
Comput. 43 (1994) 752 sqq. et H. Pilibossian, On the linearity of on-line computable functions, Theoret. 
Comput. Sci., i paraitre. 
‘* Cf. infru pour la definition d’automate sous-siquentiel. 
I3 Traduction mot-a-mot de on-line automaton. 
I4 Cf. K.S. Trivedi and M.D. Ercegovac, On line algorithms for division and multiplication, IEEE. Trans. 
Comput. 26 (1977) 681 sqq. et J.-M. Muller, art. cit. 
66 C. Frougny, J. SakarovitchlTheoretical Computer Science 191 (1998) 61-77 
Fig. 3. Un automate en-ligne 98 Equivalent B I’automate JZ/. 
Nous supposons connue la definition d’automate sur un alphabet A, ou l-automate l5 
et cornmenGons par rappeler la definition d’automate sur A* x B*, ou 2-automate, ou 
encore automate avec sortie. Un tel automate X = (Q, A* x B*, E, I, CO) est un graphe 
ttiquett: Q est l’ensemble des sommets du graphe, appeles &tats et represent&s par 
des cercles; E est l’ensemble des aretes etiquettes ou transitions, representees par 
des fleches entre les &tats; les etiquettes sont des couples de mots l6 (f, g) de A* x B*, 
representees ur les figures par f/g; I, sous-ensemble de Q, est l’ensemble des &tats ini- 
tiaux, reperks par une fkche entrante; enfin, notion moins classique que nous explicitons 
dans la note 18, w est la fonction terminale, application partielle de Q dans {E} xB*; 
les &tats pour lesquels o est definie sont appelts ktats terminaux et replres par une 
fleche sortante, la valeur de o ttiquetant ces flbches. 
L’Ptiquette d’un chemin est le produit ” des etiquettes des a&es qui composent ce 
chemin, multiplie par la valeur de la fonction terminale en l’extremite du chemin. Un 
calcul rPussi de X est un chemin dont l’origine est un &tat initial et l’extrimite est un 
Ctat terminal. Ainsi, le chemin 
1/E o/o 1 211 w l/l &joi +i+p-+i--+i-+p+n+ 
est un calcul rtussi de l’automate d dont l’etiquette est le couple (10211,01110 i). Le 
comportement d’un (2)-automate X est l’ensemble des etiquettes des calculs rlussis de 
I5 Cf. par exemple I’article de r&f&ence ou I’ouvrage citi: d’Eilenberg (p. 12); mais surtout cette dkfinition 
et la terminologie associte se dkivent naturellement de celles des 2-automates. 
I6 L’un de ces mots, ou les deux, peuvent tventuellement itre kgaux au mot vide, Aliment neutre de A* 
ou B*, nott ici E. 
I7 produit de concattnation. 
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Fig. 4. Les (I)-automates .M”,&‘, 93’. 
%; c’est un ensemble de couples de A” x B*, une relation de A* dans B*, la relation 
rkaliske par 2”. ” 
A tout automate avec sortie 2” on peut faire correspondre l’automate d’entrPe sous- 
jacent, c’est-h-dire le (1)-automate 3 obtenu en effacant dans X la seconde com- 
posante des Ctiquettes. La Fig. 4 reprksente les automates d’entrke sous-jacents des 
automates avec sortie d, 6, 39 que nous avons vus jusqu’g prksent. l9 
l8 La definition de fonction terminale appelle quatre remarques. 
(i) La notion de fonction terminale est une generalisation stricte de celle d’etat terminal: la definition 
d’etiquette dun chemin montre qu’une fonction terminale qui prendrait la seule valeur E/E sur les &tats sur 
lesquels elle est definie serait exactement equivalente pour le comportement de I’automate a l’habituelle 
distinction entre ttat terminal et &at non terminal. 
(ii) Dans I’article precedent nous avions defini des fonctions terminales, plus get&ales, prenant leurs 
valeurs dans (A* x {E}) U ((8) xB* ). Les cas qui nous interessent ici autorisent a se contenter de fonctions 
a valeurs dans {E} x B*. La symetrie entre “l’entree” et “la sortie” en est rompue mais le lien avec les 
definitions anterieures apparait plus clairement. 
(iii) I1 faut voir en effet que cette fonction terminale est la transcription directe pour les automates sur 
A* x B* generaux de la “fonction de sortie jinale” definie par Schiitzenberger dans “Sur une variante des 
fonctions sequentielles”, Theoret. Comput. Sci. 4 (1977) 47 sqq. pour les seuls automates sous-siquentiels. 
(Pour ces derniers les a&es etiquettes sont definies par le biais d’un couple de fonctions: une fonction de 
transition 6 : Q x A-+Q et une fonction de sortie I : Q x A+B *, la valeur de 6 et 1 en (p, a) definissant 
I’arete (p, (a, A(p,a)),&p,a)), methode possible prtcisement parce que 6 est une fonction -, i.e. parce que 
ce que l’on appellera dans la suite l’automate d’entree sowjacent est diterministe.) La fonction de sortie 
finale, ou ici la fonction terminale, est comme la trace du symbole de fin de bande, utilise dans le modile 
des machines a deux bandes et abandon& dans le modele des graphes etiquetes (sauf dans les cas oh l’on 
prend en compte le dtterminisme). C’est une fonction de Q dans B* et sa valeur en 4 suffixe la sortie des 
chemins dont I’extremite est 4. remplacant la sortie d‘une transition dont I’entrie aurait Bte le symbole de 
fin de bande. 
(iv) Notre fonction terminale est a valeurs dans {a} x B* pour &tre coherent avec la definition des 
etiquettes et des chemins. Neanmoins, par commodite, les fleches sortant des &tats terminaux sont etiqueties 
dans les figures par un symbole de la forme /g au lieu du symbole a/g qu’en toute rigueur on aurait dft y 
porter. 
I9 Si I’automate 3 n’est pas “real-time”, l’automate 3’ contient des transitions etiquettes par des mots de 
longueur differente de 1 done, en particulier, par le mot vide (i.e. des “c-moves”), ce que nous n’interdisons 
pas a priori: la construction d&rite dans la suite s’applique igalement dans ce cas. 
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Par de‘jinition, 2o un automate avec sortie est sow-sdquentiel si son automate d’entree 
sowjacent est deterministe. 
Pour enoncer le rtsultat que nous avons en vue, il nous faut introduire deux nouvelles 
definitions. La premiere est derivte de celle de revetement d’automates que nous 
avions explicit&e et largement utilisee dans notre article precedent. Nous commencons 
par rappeler rapidement cette derniere a partir de la notion de morphisme d’automates. 
Un morphisme d’automates est un couple d’applications entre deux automates, une 
application de l’ensemble des &tats du premier dans celui du second et une application 
de l’ensemble des aretes du premier dans celui du second, qui satisfont les conditions 
de compatibilite naturelles: l’origine (et l’extrtmite) de l’image d’une a&e est l’image 
de l’origine (ou de l’extremitt) de ladite arete. On demande de plus que l’ttiquette 
de l’image d’une a&e soit identique a l’etiquette de l’arete, et que l’image d’un etat 
initial (ou terminal) soit un Ctat initial (ou terminal). La consequence immediate de 
ces definitions est que le comportement du premier est contenu dans celui du second. 
Un exemple de morphisme d’automates est l’application qui envoie un automate 
detetministe sur son automate minimal equivalent. La Fig. 4 en donne deux autres: il 
existe un morphisme evidentde 8’ sur ~8, et un de 93’ sur &‘, la nomenclature des 
etats ayant ete choisie telle que l’effacement de la deuxieme composante des noms 
d’etats realise l’application entre les Ctats; l’application entre les a&es s’en deduit 
facilement si l’on ajoute la condition sur les etiquettes. 
Un revetement d’automates est un morphisme avec la propriett qu’il induit une 
bijection entre les transitions sortant de deux Ctats correspondants et la propritte que 
toute image inverse d’un &at terminal est un &at terminal et que chaque &tat initial 
a exactement une image inverse qui est un Ctat initial. La consequence immediate de 
cette definition est qu’il existe une bijection entre les calculs reussis d’un automate 
et ceux d’un de ses revetements. Une autre est qu’un rev&tement dun (1)-automate 
deterministe est deterministe. 
11 est immtdiat de verifier que le morphisme de 34’ sur ~8 est un revetement, alors 
que ce n’est pas le cas du morphime de 6’ sur 1$‘. 21 
Nous dirons, premiere dt!finition, qu’un 2-automate (?Y est un pre-revetement de 
2” si CV’, l’automate d’entree sous-jacent de CY, est un revetement de X’, l’automate 
d’entree sous-jacent de %. En particulier, il s’ensuit de la remarque precedente qu’un 
prbrev@tement dun automate sous-sequentiel est sous-sequentiel. Par exemple, g’, 
pre-revetement de ,cr2, est bien sous-sequentiel. 
Nous dirons ensuite, deuxieme de’jinition, qu’un automate est ultimement synchrone 
si tout calcul reussi est compose de transitions dont les etiquettes sont de la forme (a, E) 
suivie de transitions lettre-a-lettre. La Zatence d’un calcul est le nombre de transitions du 
2o Ce n’est Bvidemment pas la definition originale (cf note 18 supra) mais elle lui est Cquivalente. 
21 On pourra observer que ce morphisme de 8 SW AS!’ posside en fait les proprietes duales du revetement: 
il induit tme bijection entre les transitions arrivant dans deux &tats correspondants, toute image inverse d’un 
&at initial est un itat initial et chaque &tat terminal a exactement une image inverse qui est un Btat terminal. 
On pourra dire que 8’ est un co-redement de d’ et cela assure l’bgalite de leu comportement. 
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Fig. 5. L’automate qui efface les 0 en 3te des nombres. 
premier type dans ce calcul. Un automate ultimement synchrone est ci Zutence uniforme 
si les latences de tous les calculs reussis sont Cgales. Un automate lettre-a-lettre est un 
automate ultimement synchrone a latence uniforme 0; l’automate 9 est un automate 
ultimement synchrone a latence uniforme 1; l’automate de la Fig. 5 est un automate 
ultimement synchrone qui n’est pas a latence uniforme. 
On peut maintenant donner l’enonce plus general, et plus p&is, que nous avions en 
vue pour la proposition prectdente. 
Proposition 2. Tout automate ti dtYai borne admet comme pr&rev&tement un auto- 
mate ultimement synchrone Li latence uniforme. 
Un automate en-ligne Ctant, par definition, un automate ultimement synchrone a 
latence uniforme, et, comme nous l’avons deja note, un pre-revitement d’un automate 
sous-sequentiel etant sous-dquentiel, la Proposition 1 est bien un cas particulier de cet 
tnonce. 
La preuve de la Proposition 2 est simple dans son principe. Partant d’un automate a 
delai borne %, on va en construire un pre-revetement Y; “Y va “d’abord” prendre le re- 
tard maximum possible que l’on peut rencontrer sur un calcul quelconque de %, et sera 
“ensuite” un automate lettre-a-lettre (c’est bien la definition d’un automate ultimement 
synchrone); une fonction terminale prendra en compte les ajustements necessaires a la 
fin du calcul et il ne sera guere difficile de caler entre elles les latences. On conceit 
qu’il n’est pas plus complique de “retarder” les sorties que de 1es“avancer” comme on 
avait su le faire avec l’algorithme de l’article precedent. On observe que cette construc- 
tion peut se faire, nous dirons meme, se fait naturellement, avec un pre-revetement ce 
qui, en revanche, n’etait pas possible avec le premier algorithme. 
Cette difference fondamentale se comprend aisement. Si l’on veut “retarder” la sortie, 
il suffit de la “garder en mtmoire”; ce qui se rtalise naturellement par l’eclatement 
de chaque etat en lui associant la sortie retardee. En chaque etat &late on retrouve 
les m&mes transitions sortantes avec les m&?mes itiquettes dent&e que dans l’etat 
d’origine, les etiquettes de sortie ttant transformees pour realiser le decalage sur la 
sortie: on a bien un pre-revetement. Si au contraire on cherche a “avancer” la sortie, 
on &late les &tats de la meme man&e que prtcedemment (avec l’avance au lieu du 
retard) mais a chaque transition sortante d’un &tat d’origine on est conduit h associer, 
en chaque Ctat &late correspondant, to&es les transitions sortantes obtenues en faisant 
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Fig. 6. L’automate V. 
to&es les hypothbes possibles sur la sortie a venir: on n’a plus bijection entre les 
transitions sortantes en chaque couple d’etats correspondants. Dans les deux cas, avance 
ou retard, la “quantite d’information” a memoriser ou a p&dire est finie parce que X 
est a delai borne et l’automate Y construit par l’un ou l’autre algorithme reste fini. 
Parce ce que 94 “prend le retard maximum” au debut, la sortie au cours d’un calcul 
dans CY est toujours en retard sur la sortie dans le calcul correspondant dans X, aussi 
long soit-il, et il n’y aura jamais a faire de predictions. 
Le principe est simple; pourtant, la definition formelle de 3Y a partir de X n’est pas 
d’une lisibilite immediate. Nous avons done prefer+ exposer cette construction sur un 
exemple. 
La simplicite de l’automate d precedent ne per-met pas d’illustrer les differents 
aspects de la construction. Nous allons proceder en deux ttapes et commencer avec 
l’automate V sur l’alphabet A = (0, l}, qui remplace les facteurs 011 d’un mot par 
des facteurs 100 et qui realise cette substitution (dite tvidemment de “Fibonacci”22 ) 
en lisant les mots de gauche ri droite, le dernier 0 d’un facteur substitue pouvant se 
combiner avec un facteur 11 a suivre de l’entree pour dormer lieu a une substitution 
nouvelle. 
L’automate %T (Fig. 6) est tel que l’on peut associer a chaque &at s un entier relatif 
p(s) qui est la difference entre la longueur de l’entrte et la longueur de la sortie sur 
tout chemin qui part d’un Ctat initial et qui arrive en cet &tat s. On sait qu’on peut 
toujours supposer que %? possede cette propriett car si ce n’est pas le cas on construit 
un revitement de %’ qui l’a (et qui reste fini parce que % est a dtlai borne). 23 Le retard 
p(s) est positif si l’entree est plus longue que la sortie, negatif dans le cas contraire. 
Dans notre exemple, p(p) = 0, p(q) = 1 et p(r) = 2. 
En chaque &at s de l’automate, dtfinissons maintenant un autre entier 6(s), la uari- 
ation maximale du retard constate sur les chemins issus de s: 
6(s) = max{(p(t) - p(s)) ) t accessible depuis s}. 
Dans notre exemple: 
6(p) = max{O, 1,2} = 2, 6(q) = max{O, 1) = 1 et 6(r) = max{-l,O} = 0. 
22 Puisqu’elle correspond B l’kquivalence numkique dans le systkme de numtration construit sur la suite 
des nombres de Fibonacci. Pour plus de d&ails sur ce sujet cf Ch. Frougny, Fibonacci representations and 
finite automata, IEEE Trans. Inform. Theory 37 (1991). 
23 Cf. I’article de rkfkence. Cette construction est tgalement explicit&e sur la suite de l’exemple, cf. infra 
note 27. 
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Fig. 7. L’automate %. 
Ainsi 6(s), entier toujours positif ou nul, est la valeur minimale du retard qu’il faudrait 
avoir pris pour ne plus avoir a en prendre dans un calcul issu de s. 
CommenGons par construire la partie synchrone kS3 du pre-revetement 9 chercht, 
c’est-a-dire celle qui est lettre-a-let&e, celle que l’on atteint quand on a pris assez de 
retard, “assez” etant mesure par 6(s). Chaque &tat s de % est tclatt en autant d’etats 
dans G& qu’il y a de mots de longueur 6(s) dans B*. 24 
Les &tats de 2$ dans notre exemple sont done: 
boo), (P, lo), (P,Ol), (p, 1 I>, (q,O), (4, 1). et (Y,E). 
Les transitions de gS sont definies de la faGon suivante: la transition issue de (s,u) et 
correspondant a une transition (s, (a, f), t) dans 59, est Ctiquetee par (a,x) oh x est la 
premiere lettre de of et aboutit a l’ttat (t, v) avec u = x-‘uf. 25 
Cette construction, appliquee a notre exemple, est present&e sur la Fig. 7; on y lit 
par exemple que la transition issue de (q, 1) et qui correspond i (q, (O,O),q) dans %T 
est etiquette par (0,l) et aboutit a (q,O): 1 est la premiere lettre de 10 et 0 = l-‘(10) 
ou, autre exemple, que la transition issue de (r, s) et qui correspond a (r, (1, lO),q) est 
Ctiquetee par (1,l) et aboutit a (q, 0), etc. 
On comprend comment les differences de valeurs de la fonction 6 sur les itats de 
%? prennent en compte les excbs ou les deficits de la sortie par rapport a l’entree dans 
% pour permettre des transitions lettre-a-lettre dans 9$. 
24 Dans le cas de W, l’alphabet d’entree est egal a l’alphabet de sortie. Dans le cas precedent de JZ.? la 
distinction await ete ntcessaire. Elle revient a dire que l’on garde en m&moire non pas les lettres que I’on 
a lues mais celles que l’on aurait dti sortir. 
25 Par definition, u = x-’ uf est le facteur droit de uf tel que xo = uf. La construction se gdneralise au 
cas oh a n’est plus une lettre mais un mot quelconque de A* (possiblement le mot vide, cf note 19) en 
prenant 1x1 = lal. 
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Fig. 8. Une partie de I’automate ST “decal?‘. 
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Fig. 9. Le pre-revetement decal& de l’identiti (ordre 2). 
Puisque w represente le retard pris par la sortie au tours d’un calcul aboutissant 
en l’etat (s, w) par rapport au calcul correspondant aboutissant en s, la valeur de la 
fonction terminale $ de 2 en I’M (s,w) est le produit de w par SW valeur de la 
fonction terminale o de %? en l’etat s, ce que l’on observe egalement sur la Fig. 7. 
Remarquons que, toujours pour la construction de la partie synchrone gs, on pourrait 
considtrer que l’on a pris en chaque &at s un retard 6(s) + k suplrieur a 6(s), retard 
minimum necessaire; la coherence de l’ensemble itant assure par 1’uniformitC de la 
translation. La Fig. 8 illustre cette transformation sur l’exemple & avec k = 1, et en 
se limitant a la composante fortement connexe {q,r} de %Y. 
Si on applique cette construction pour un entier k fix& A l’automate lettre-a-lettre qui 
rtalise l’identite, on obtient un automate (Fig. 9) dont l’automate d’entree sous-jacent 
est communement appele automate de de Bruijn. 26 
On peut construire maintenant la “partie transitoire” 62~~ de l’automate $3, celle qui 
permet d’accumuler du retard. Chaque &tat s de %? est &late en autant d’etats qu’il y 
26 Cet automate fut defini pour resoudre un probleme combinatoire pose par l.K. Posthumus: compter le 
nombre de cycles de 0 et 1 de longueur 2” dont tous les facteurs de longueur n sont distincts (cf Berge, 
Graphes et Hypergraphes (Dunod, 1970), p. 229). De Bruijn (in A combinatorial problem, Zndagationes 
Math. 8 (1946) 461 sqq.) considere I’automate (deterministe) Yn dont les etats sont Btiquetts par les mots 
sur {0, 1) de longueur k et dans lequel la transition issue de l’etat w et Ctiquetee par a (a = 0 ou 1) aboutit 
I l’itat w’a (ou w’ est le facteur droit de longueur k - 1 de w. Un circuit hamiltonien dans cet automate 
(un automate est un graphe et les notions de thtorie des graphes s’y appliquent ne varietur) correspond a 
une sequence de 0 et de 1 de longueur maximale dont tow les facteurs de longueur k sont distincts. Le 
probleme de Posthumus revient a compter le nombre de circuits hamiltoniens de & que de Bruijn calcule 
apres l’avoir identifie avec le nombre de circuits euleriens de -P,_ 1. 
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Fig. 10. L’automate 9, pr&rev%ement en ligne de V. 
a de mots de longueur strictement infhieure d 6(s). Dam notre exemple, les &tats de 
% sent done (P,E), (p,O), (P, 1) et (q,s). 
La transition issue de (s,u) et correspondant a la transition (~,(a,f), t) dans $9 est 
Ctiquetee par (a, E) et aboutit a l’etat (t, uf), ces etats pouvant etre dans @ ou dans 
SS. La fonction terminale est definie comme dans ~3~ : (s, u)t+b = u(m). 
Dans notre exemple, nous obtenons ainsi l’automate 9, reunion de St et BS,, dont 
on a represent&. uniquement la partie Cmondee sur la Fig. 10 (les &tats de 5Sf sont 
grids). 
La construction serait terminee si nous n’avions passe sur une difficult6 que la sim- 
plicitt de notre exemple avait permis d’occulter. Nous avons meme abusivement Ccrit 
ci-dessus: “les variations de la fonction 6 prennent en compte les exces ou les deficits 
de longueur de la sortie par rapport a l’entree”. Ceci n’est formellement vrai, on va 
le voir, que pour les composantes fortement connexes de % et demande a etre precise 
dans le cas general. De plus, nous n’avons pas encore expliqut comment assurer que 
la latence de l’automate construit est uniforme. 
Modifions notre exemple pour illustrer ce problbme et considerons l’automate 8, 
representi: sur la Fig. 11, qui non seulement realise la m&me substitution que %Z mais 
remplace egalement un fucteur gauche 11 par le facteur 100. 
Ce nouvel automate F n’est pas tel qu’on peut definir, comme pour $7, le retard en 
chaque etat puisque les retards sur les chemins 
O/E IJe Oil 
P - 4, P-m-q, 
ljfz l/l0 
P-m-q 
sont respectivement 1, 1 et 0. On construit done d’abord un revetement Y de 9, 
reprtsentt sur la Fig. 12, qui satisfait la condition qu’on peut calculer le retard en 
74 C. Frougny, J. SakarovitchITheoretical Computer Science 191 (1998) 61-77 
Fig. 11. L’automate 3 
Fig. 12. L’automate 9. 
chaque etat. 27 On calcule ensuite en chaque ttat la valeur du retard p et de la variation 
6: p(p) = 0, p(m) = p(q) = 1, p(r) = 2, P(d) = 0, PC4 = 1, 6(P) = 2, d(m) = 
6(q) = 6(q’) = 1 et 6(r) = 6(r’) = 0. 
On cherche alors a construire le prt-revetement ultimement synchrone 2 de 3 
qui va etre constitue con-me precedemment d’une partie transitoire & et d’une par- 
tie synchrone yi”,. La definition des transitions de la partie synchrone suppose - ce 
que nous avions assure ci-dessus - qu’on devrait avoir pour toute transition 
s(t) = &s) + Ifl - lal 
alors que cette equation n’est pas valide pour la transition 
travailler encore un peu. 
27 Cf. Ch. Frougny et J. Sakarovitch, op. cit., Appendix A.2. En bref, chaque &tat s de 9 est Mate en 
tous les etats (s, z) avec z entier relatif quelconque. Chaque transition (s, (f, g), t) de 9 est relevte en toutes 
les transitions ((s,z),(f,g),(t,z + IfI - Igl)). 0 n ren comme etats initiaux du revhement les Btats (s,O) p d 
pour tous les &tats s initiaux de 9. L’automate 3 est la partie accessible de ce revetement, finie parce que 
s” est a delai borne. Dans notre exemple, les &tats p. 4, r, m, q’ et Y’ de Y correspondent en fait aux &tats 
p. q, r et m de S eclates de la fapon suivante: 
(m, (1, lo), q’). 11 faut done 
p=(p,O), q=(q,l), m=(m,l), r=(r,2), q’=(q,O), r’=(r,l), 
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De la definition meme de la fonction 6, on deduit qu’en tout &at t accessible a partir 
d’un Ctat s par un chemin etiqueti par (f,g) on a 
s(t) < d(s) + 191 - Ifl. 
La propritte qu’on peut calculer le retard en chaque &tat de l’automate consider6 
assure que la valeur du second membre est independante du chemin choisi pour aller 
de s en t. 
En effet, 
6(t) = max{(p(u) - p(t)) / u accessible depuis t} 
= max{(p(u) - p(s) + lg( - \fl) ) u accessible depuis t} 
G max{(g(u) - P(S) + 191 - lfl) I u accessible depuis S} = 6(s) + (g] - IfI 
puisque tout Ctat accessible depuis t est accessible depuis S. On remarque qu’on a 
l’tgalite si s et t sont dans la meme composante fortement connexe puisqu’alors tout 
Ctat accessible depuis s est accessible depuis t. 
On definit une nouvelle fonction < de l’ensemble Q des itats de l’automate dans N 
de la facon suivante. Soit R l’entier defini par 
R = max{p(s) (s E Q}. 
Pour tout s dans Q on pose 
i(s) = R - P(S). 
11 doit etre clair que, puisque pour toute transition (s, (f, g), t) de 2F on a 
P(t) = P(S) + Ifl - Id 
il vient 
i(t) = i(s) + 191 - lfl 
et que l’on a done, par definition de 6(s), 
(*) 
4s) G i(s). 
De plus, la remarque prtcedente implique immediatement que si s et t sont dans la 
meme composante fortement connexe de l’automate de depart, on a c(s) - 6(s) = 
i(t) - 6(t). 
Pour notre exemple, il vient 5(p) = 6(p) = 2, i(m) = c(q) = 6(m) = 6(q) = 1, 
i(r) = 6(r) = 0, ((4’) = 2 et i(r) = 1. 
Cette fonction [ permet done - et c’est la fonction minimale qui a cette propriete - 
de construire, en toute generalitt, le pre-revetement ultimement synchrone de $3 en lieu 
et place de la fonction 6: les Ctats de la partie synchrone yt”, sont obtenus en tclatant 
chaque &at s de 9 en autant d’ttats qu’il y a de mots de longueur i(s) dans B*, ceux 
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Fig. 13. L’automate 2. 
de la partie transitoire z avec les mots de longueur strictement inferieure a r(s). Les 
transitions a l’inttrieur de yt”, sont definies comme auparavant dans CBS’,, l’equation (*) 
assurant cette fois la coherence que l’on avait trop vite suppose obtenue grace a la 
fonction 6. 
De meme les transitions a partir des Ctats de yi”; sont dtfinies comme dans g(: elles 
sont completement determinees par la condition que z-? est un pre-revetement et que 
la seconde composante de leur etiquette est le mot vide. 
11 ne reste plus qu’i observer que le retard accumule sur tout chemin qui part d’un 
ttat initial (p, E) de 2 pour arriver a un Ctat (s, u) de XS est &gal a 
P(S) + 1~1 = P(S) + i(s) = P(S) + (R - P(S)) = R. 
L’automate 2 est bien a latence uniforme. La Fig. 13 represente (la partie tmondie 
de) l’automate ainsi construit pour notre exemple. 
Un mot pour terminer sur la complexite: comme pour l’algorithme don& en [9], 
ou celui qu’on pourrait construire a partir de la demonstration de [5], la taille de 
l’automate que l’on construit est proportionnelle h celle de l’automate de depart X et 
a kR oh k est le cardinal de l’alphabet de sortie, et R le retard maximal, le “delai”, 
de X. La complexite de l’algorithme lui-mime est proportionnelle a la taille du resultat 
dans les cas de l’algorithme donne en [9] et de celui qui vient d’itre d&it; elle est 
proportionnelle (au moins) au carre de la taille du resultat pour l’algorithme don& 
en [5]. 
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