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Abstract
We study the following Brézis–Nirenberg problem (Comm Pure Appl Math
36:437–477, 1983):
−u = λu + |u|2∗−2u, u ∈ H10 (),
where  is a bounded smooth domain of RN (N  7) and 2∗ is the critical Sobolev
exponent. We show that, for each fixed λ > 0, this problem has infinitely many
sign-changing solutions. In particular, if λ  λ1, the Brézis–Nirenberg problem
has and only has infinitely many sign-changing solutions except zero. The main
tool is the estimates of Morse indices of nodal solutions.
1. Introduction
We study the following Brézis–Nirenberg problem
−u = λu + |u|2∗−2u, u ∈ H10 (), (1)
where  is a bounded smooth domain of RN (N  3), 2∗ = 2NN−2 is the critical
Sobolev exponent and λ > 0. The pioneering paper on equation (1) was by Brézis–
Nirenberg [7] in 1983 where the authors showed that for N  4 and λ ∈ (0, λ1)
problem (1) has at least one positive solution. In the sequel, λ1 denotes the principal
eigenvalue of − on . The same conclusion was proved in [7] for N = 3 when
 is a ball and λ ∈ (λ1/4, λ1). In this case, by using a version of the Pohozaev
Identity, equation (1) has no radial solution when λ ∈ (0, λ1/4). It is still an open
question whether there exist sign-changing non-radial solutions to (1). Note that,
by using the Pohozaev Identity, (1) has no nontrivial solution when λ  0 and
 is star-shaped. Since 1983, there has been a considerable number of papers on
problem (1). Let us now briefly recap the main results obtained to date. The first
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multiplicity result was obtained by Cerami et al. [8], in which they proved that
the number of solutions of (1) is bounded below by the number of eigenvalues of
(−,) lying in the open interval (λ, λ+ S||−2/N ), where S is the best constant
for the Sobolev embedding D1,2(RN ) ↪→ L2∗(RN ) and || is the Lebesgue mea-
sure of . If N  4 and  is a ball, then for any λ > 0, problem (1) has infinitely
many sign-changing solutions which are built using particular symmetries of the
domain  (see Fortunato and Jannelli [15]). If N  7 and  is a ball, then for
each λ > 0, problem (1) has infinitely many sign-changing radial solutions (see
Solimini [23]). In the papers [15,23], the symmetry of the ball=  plays an essen-
tial role, therefore their methods are invalid for general domains. In Cerami et al.
[9] it was proved for N  6, that (1) has two pairs of solutions on any smooth
bounded domain. When 4  N  6 and  is a ball, there is a λ∗ > 0 such that
(1) has no radial solutions which change sign if λ ∈ (0, λ∗) (see Atkinson et al.
[1]). Very recently, Devillanova and Solimini [14] showed that, if N  7, problem
(1) has infinitely many solutions for each λ > 0. In [10], Clapp–Weth got only
finitely many solutions to (1) for each λ > 0 and N  4. Neither [14] nor [10]
have information on the sign-changingness of the solutions thus obtained.
A natural question which seems to still be open is whether (1) has infinitely
many sign-changing solutions on each bounded domain  and for any λ > 0. This
is expected by many experts but no proof has yet been obtained. The results of
Atkinson et al. [1] suggest that the hypothesis N > 6 should be imposed since it
is needed in the radial case. In this paper, we give a positive answer to this open
question. Precisely, we shall prove the following theorem.
Theorem 1. If N  7, problem (1) has infinitely many sign-changing solutions.
Remark 1. Note that if λ  λ1, any nontrivial solution of (1) is sign-changing. This
can be seen by multiplying the first eigenfunction of the Dirichlet zero-boundary
value problem and integrating both sides. Thus, by the results of [14], problem (1)
has and only has infinitely many sign-changing solutions for this case.
To prove Theorem 1, it suffices to consider the case of λ ∈ (0, λ1). To this goal,
we first establish an abstract theorem on the estimate of the Morse index for sign-
changing critical points. We will introduce a new kind of linking below a level set
which provides a sign-changing critical point via a minimax formula and then find
the lower bound of its Morse index. Similar to the classical case, the lower bound
of the Morse index is determined by the dimension of the subspace which may be
chosen as large as we like. By combining this with the uniform bound theorem due
to Devillanova and Solimini [14], we show that, for each fixed λ > 0, (1) indeed
has infinitely many sign-changing solutions.
The study of sign-changing solutions to some elliptic equations has been an
increasing interest in recent years (cf. [2–6,12,13,17,21,22,26] and the references
cited therein). As when finding an existence result in a classical case, the informa-
tion on Morse index of sign-changing solutions can yield new conclusions. In paper
[3] by using critical group and algebraic topology arguments, two kinds of Morse
indices of sign-changing solutions were obtained: one is a sign-changing solution
of the mountain pass type with Morse index less than or equal to 1; the other may
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be degenerate and has Morse index 2. In [2], an upper-bound for the Morse index of
the sign-changing solution was obtained. The results of [2] mainly rely on singular
homology groups. In [6], a least energy sign-changing solution with Morse index
2 is obtained. If the nonlinear term is odd, paper [6] also obtains a sequence {uk}
of sign-changing solutions such that each uk has at most k nodal domains (see also
[5]). But, under those assumptions, the lower bound of the Morse index for each
uk has not been determined. For many cases, the Morse indices of sign-changing
critical points produced by general minimax procedure are not clear. Our goal here
is to establish an estimate on the Morse index of sign-changing critical points.
2. Morse index of sign-changing critical points
Let E be a Hilbert space with the inner product 〈·, ·〉 and the corresponding
norm ‖ · ‖. We assume that
(A0) there is another norm ‖ · ‖ of E such that ‖u‖  C0‖u‖ for all u ∈ E ,
where C0 > 0 is a constant. Moreover, we assume that ‖un − u∗‖ → 0
whenever un ⇀ u∗ weakly in (E, ‖ · ‖).
Let E := ∪∞k=1 Ek with dim Ek = k, Ek ⊂ Ek+1. Let G ∈ C2 ((E, ‖ · ‖), R) be an
even functional which maps bounded sets to bounded sets in terms of the norm ‖·‖.
In the sequel, all properties are with respect to the norm‖·‖ if without specific indica-
tion. Assume that G ′′(u0) is Fredholm for any critical point u0 of G. The gradient G ′
is of the form G ′(u) = u−KG(u),where KG : E → E is a continuous operator. Let
K := {u ∈ E : G ′(u) = 0} and E˜ := E\K, K[a, b] := {u ∈ K : G(u) ∈ [a, b]}.
Let P be a closed convex and weakly closed positive cone of E . We call the elements
outside ±P sign-changing. Assume that (±P ∩ (E⊥k \{0}) = ∅ for all k  2, that
is, any nonzero element of E⊥k is sign-changing. For each μ > 0, define D(μ) :={u ∈ E : dist(u,P) < μ}. Then D(μ) is an open convex set containing the positive
cone P in its interior. Set D∗ = D∗(μ) := D(μ) ∪ (−D(μ)), S∗ = E\D∗(μ).
We use the following assumptions.
(A1) For any μ0 > 0 small enough, we have that KG (±D(μ0)) ⊂ ±D(μ) ⊂
±D(μ0) for some μ ∈ (0, μ0). Moreover, ±D(μ0) ∩ K ⊂ ±P.
(A2) For each k, lim‖u‖→∞,u∈Ek G(u) = −∞.
(A3) Assume that for any α1, α2 > 0 there exists an α3 depending on α1 and
α2 such that ‖u‖  α3 for all u ∈ Gα1 ∩ {u ∈ E : ‖u‖  α2}, where
Gα1 = {u ∈ E : G(u)  α1}.











‖u‖ + ‖u‖ , u = 0,
0, u = 0,
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then β∗ : E → E is continuous. Set S0(k) := {u ∈ E⊥k : β∗(u) = 1}, then it is
easy to check that there is a constant α4 > 0 such that ‖u‖  α4 for all u ∈ S0(k).
Set S(k) := S0(k) ∩ GC∗∗k+1 .
Lemma 1. By assumption (A3), we have a constant α5 = α5(α4, C∗∗k+1) > 0 such
that ‖u‖  α5 for all u ∈ S(k). Hence, there is an 
0 = 
0(α5) > 0 such that
infu∈S(k) G  −
0.
Lemma 2. There is a constant δ > 0 such that dist (S(k),±P) = δ > 0.
Proof. We begin with ideas initiated in [21]. By negation, we assume that
dist (S(k),P) = 0.
Then we find {un} ⊂ S(k), {pn} ⊂ P such that ‖un − pn‖ → 0. Then {un}, hence
{pn}, is bounded in both (E, ‖ · ‖) and (E, ‖ · ‖). We assume that un ⇀ u∗ ∈
E, pn ⇀ p∗ ∈ P weakly in (E, ‖ · ‖); un → u∗ strongly in (E, ‖ · ‖). Then
we observe that u∗ ∈ E⊥k . Since ‖un‖‖un‖‖un‖+‖un‖ = 1 and ‖un − u∗‖ → 0, we see
that u∗ = 0. However, since u∗ = p∗, we get a contradiction, since all nonzero
elements of E⊥k are sign-changing. unionsq
Note that because both ‖·‖ and ‖·‖ are equivalent in Ek+1, we have a constant
k+1 such that ‖u‖  k+1‖u‖ for all u ∈ Ek+1. Let
∗k+1 = {h : h ∈ C(k+1, E), h|∂k+1 = id, h is odd},
where k+1 := {u ∈ Ek+1 : ‖u‖  Rk+1}. Further, by Lemma 1 and condition
(A2), we may choose Rk+1 large enough such that





G, Rk+1  k+1 + 2. (2)
Without loss of generality, we may assume that Rk+2 > Rk+1.
Lemma 3. h(k+1) ∩ S0(k) = ∅, ∀ h ∈ ∗k+1.
Proof. Let U := {u ∈ Ek+1 : β∗(h(u)) < 1} ∩ {u ∈ Ek+1 : ‖u‖ < Rk+1},
then U is a symmetric neighborhood of zero in Ek+1. Let P : E → Ek be the
orthogonal projection; then P ◦ h : ∂U → Ek is odd and continuous. By Borsuk–
Ulam theorem, we have that P ◦ h(u) = 0 for some u ∈ ∂U . Hence, h(u) ∈ E⊥k .
We claim u ∈ ∂{u ∈ Ek+1 : ‖u‖ < Rk+1}. Otherwise, ‖u‖ = Rk+1 and then
h(u) = u, P(u) = 0. But ‖h(u)‖‖h(u)‖‖h(u)‖+‖h(u)‖  1, it follows that Rk+1 = ‖u‖ 
1 + ‖u‖‖u‖  1 + k+1. This is impossible, so our claim is true. This means that
u ∈ ∂{u ∈ Ek+1 : β∗(h(u)) < 1}, ‖u‖  Rk+1, u ∈ Ek+1. Hence, h(u) ∈
E⊥k ,
‖h(u)‖‖h(u)‖
‖h(u)‖+‖h(u)‖ = 1, that is, h(u) ∈ S0(k). unionsq
Combining the definition of S∗ and Lemma 2, we may choose μ0 in (A1) such
that S(k) ⊂ S∗ = E\D∗(μ0).
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Definition 1. A compact symmetric subset A of E with ∂k+1 ⊂ A is said to be
linked to S0(k) if, for any continuous mapping h ∈ C([0, 1] × A, E) satisfying
– h(t, u) is odd in u ∈ A,
– h(t, u) = u for all u ∈ ∂k+1,
there holds h(1, A) ∩ S0(k) = ∅.
Define
L := {A ⊂ GC∗∗k+1 : A is linked to S0(k)}.
Then L = ∅, since by Lemma 3 and the definition of S0(k) we see that k+1 ∈ L.
Note that h(t, ·) :≡ id is a mapping satisfying the properties of Definition 1.








0, C∗∗k+1] and G has a sign-changing critical point u∗ ∈S∗ (u∗ =0)
at level C∗ and the augmented Morse index m∗(u∗) of u∗ is greater than or equal
to k.
Proof. Since A links S0(k), by Definition 1, we observe that A ∩ S0(k) = ∅. Note
that A ⊂ GC∗∗k+1 , hence A ∩ S(k) = ∅ and then C∗ is well defined. Then for any
A ∈ L, by (2), supA∩S∗ G  inf S(k) G  −
0 >> supu∈∂k+1 G. Therefore,
C∗  −
0. Evidently, we have C∗  sup G(A)  C∗∗k+1. We divide the proof into
steps.
Step 1. We show that there exists a sign-changing critical point 0 = u∗ ∈ S∗ with
G(u∗) = C∗. We prove that K[C∗−ε¯, C∗+ε¯]∩S∗ = ∅ for all ε¯ > 0 small enough.
That is, there is a sign-changing critical point at level C∗. By negation, we assume
that K[C∗−ε¯, C∗+ε¯]∩S∗ = ∅ for some ε¯ > 0, then by (A1), K[C∗−ε¯, C∗+ε¯] ⊂
(−P∪P). We first assume K[C∗−ε¯, C∗+ε¯] = ∅. Since K[C∗−ε¯, C∗+ε¯] is com-
pact in E , by the definition of S∗, we must have dist (K[C∗ − ε¯, C∗ + ε¯],S∗) :=
δ0 > 0.By the (PS) condition, there is an ε1 ∈ (0, ε¯/3), ε1 < 1 such that ‖G ′(u)‖ 
ε1 for u ∈ G−1[C∗ − ε1, C∗ + ε1]\(K[C∗ − ε¯, C∗ + ε¯])δ0/2, here and in the
sequel, (A)c := {u ∈ E : dist(u, A)  c}. By decreasing ε1, we may assume that
3ε1 < C∗ − sup∂k+1 G. Then 〈G ′(u), W (u)〉  ε21/16 for any u with
u ∈ G−1[C∗ − ε1, C∗ + ε1]\
(K[C∗ − ε¯, C∗ + ε¯])
δ0/2 ,
where W (u) = (1+‖u‖)2Y (u)
(1+‖u‖)2‖Y (u)‖2+1 and Y (u) = u−L0(u) is the odd pseudo-gradient
vector field of G : 〈G ′(u), Y (u)〉  12‖G ′(u)‖2 and ‖Y (u)‖  2‖G ′(u)‖ for all
u ∈ E˜, where L0(±Dμ0) ⊂ ±Dμ0 (By (A1), this can be done as that in [22]). Let
U1 ={u ∈ E : |G(u)−C∗|  3ε1}, U2 ={u ∈ E : |G(u)−C∗|  2ε1}.
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Let y(u) : E → [0, 1] be a locally Lipschitz continuous map such that
y(u) :=
{
1 for all u ∈ E\(K[C∗ − ε¯, C∗ + ε¯])δ0/2
0 for all u ∈ (K[C∗ − ε¯, C∗ + ε¯])δ0/3 .
Consider h(u) := dist(u,U1)dist(u,U2)+dist(u,U1) . Let W¯ (u) := y(u)h(u)W (u) if u ∈ E˜
and W¯ (u) = 0 otherwise, then W¯ is a locally Lipschitz vector field on E . We
consider the following Cauchy initial value problem: dη(t,u)dt = −W¯ (η(t, u)) with
η(0, u) = u ∈ E , which has a unique continuous odd solution η(t, u) in E . Evi-
dently, G(η(t, u)) is non-increasing in t . By the definition of C∗, there exists an
A ∈ L such that supA∩S∗ G  C∗ + ε1. Therefore, A ⊂ GC∗+ε1 ∪ (E\S∗). We
claim that there exists a T1 > 0 such that η(T1, A) ⊂ GC∗−ε1/4 ∪ D∗. In fact, if
u ∈ A∩D∗, then similar to [22] (see also [10,12]), η(t, u) ∈ D∗ for all t  0. If u ∈
A, u ∈ D∗, then we see that G(u)  C∗+ε1. If G(u)  C∗−ε1, then G(η(t, u)) 
G(u)  C∗−ε1 for all t  0. If G(u) > C∗−ε1, then u ∈ G−1[C∗−ε1, C∗+ε1].
If dist (η([0,∞), u),K[C∗ − ε¯, C∗ + ε¯])  δ0/2, then there exists a tm such that
η(tm, u) ∈ S∗. Moreover, we may choose m so that dist(η(tm, u),S∗)  13δ0 > 0.
Assume dist (η([0,∞), u),K[C∗ − ε¯, C∗ + ε¯]) > δ0/2. Similarly, we assume that
G(η(t, u)) > C∗ − ε1 for all t (otherwise, we are done), then η(t, u) ∈ G−1[C∗ −
ε1, C∗ + ε1]\(K[C∗ − ε¯, C∗ + ε¯])δ0/2, hence, h(η(t, u)) = 1, y(η(t, u)) = 1




0 dG(η(s, u))  C∗ − 2ε1. By combining the above arguments, for
any u ∈ A\D∗, there exists a Tu > 0 such that either η(Tu, u) ∈ GC∗−ε1/2 or
dist(η(Tu, u),S∗)  13δ0. By continuity, there exists a neighborhood Uu of u such
that either η(Tu,Uu) ⊂ GC∗−ε1/3 or dist(η(Tu,Uu),S∗)  14δ0. Both cases imply
that η(Tu,Uu) ⊂ GC∗−ε1/3 ∪ (E\S∗). Since A\D∗ is compact in E , we get a
T1 > 0 such that
η(T1, A) ⊂ GC∗−ε1/4 ∪ (E\S∗). (3)
If K[C∗ − ε¯, C∗ + ε¯] = ∅, then we choose (K[C∗ − ε¯, C∗ + ε¯])δ0/2 = ∅ and
trivially, (3) is still true. Now we show that η(T1, A) ∈ L. Actually, note ∂k+1 ⊂
A ∈ L and ∂k+1 ⊂ U1, then η(t, ·)|∂k+1 = id for all t  0. Then ∂k+1 ⊂
η(T1, A). On the other hand, sup G(η(T1, A))  sup G(A)  C∗∗k+1. For any h ∈
C([0, 1]×η(T1, A), E) with h(t, u) odd in u ∈ η(T1, A) and h(t, ·)|∂k+1 = id for
all t ∈ [0, 1]. We define h∗(t, u) ∈ C([0, 1] × A, E) by h∗(t, u) = h(t, η(T1, u)).
Then h∗(t, u) is odd in u ∈ A and h∗(t, ·)|∂k+1 = id for all t ∈ [0, 1]. Conse-
quently, h∗(1, A)∩S0(k) = ∅ since A ∈ L. From this, it follows that η(T1, A) ∈ L.
But by (3), η(T1, A) ∩ S∗ ⊂ GC∗−ε1/4, which contradicts the definition of C∗.
By means of the next steps, we shall obtain information about the Morse index.
Step 2. In this step and the next steps 3–5, we assume that KC∗ ∩S∗ contains finitely
many nondegenerate critical points. We first prepare the way by stating some prop-
erties: for any u ∈ KC∗ ∩ S∗ with Morse(u) = m∗, we will show that we can
always find a closed neighborhood N1(u) of u such that N1(u) ∩ ∂k+1 = ∅ and
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find a subset N2(u) such that N2(u) ⊂ N1(u) ⊂ S∗ where N2(u) is homeomorphic
to a ball Bm∗ of Rm
∗
. To show these properties, we let
KC∗ ∩ S∗ = {u1, . . . , um} ∪ {−u1, . . . ,−um}. (4)
Since C∗  −
0 >> supu∈∂k+1 G and G(±ui ) = C∗ for all i = 1, . . . , m,
we may find a δ > 0 such that Bδ(±ui ) ∩ ∂k+1 = ∅, i = 1, 2, . . . , m; where
Bδ(±ui ) := {u ∈ E : ‖u − (±ui )‖  δ}. For each ui or −ui , there exist closed
subspaces of E , E−, E+ = (E−)⊥ such that both subspaces are invariant under
G ′′(ui ); G ′′(ui ) is negative (positive) definite on E− (E+). We write z ∈ E as
z = z+ + z− with z± ∈ E±. By the Morse Lemma, there exists a Lipschitz homeo-
morphism Hi from a neighborhood Ui (0) of 0 in E onto a neighborhood U (ui ) of
ui in E with Hi (0) = ui such that
G(Hi (z)) = G(ui ) + ‖z+‖2 − ‖z−‖2, ∀ z ∈ Ui (0).
Obviously, −Hi is a Lipschitz homeomorphism from the neighborhood Ui (0) of 0
onto a neighborhood −U (ui ) = U (−ui ) of −ui in E with −Hi (0) = −ui and
G(−Hi (z)) = G(−ui ) + ‖z+‖2 − ‖z−‖2, ∀ z ∈ Ui (0).
Let B−i and B
+
i denote the closed ball of radius r
−
i > 0 and r
+
i > 0 centered at 0
in E− and E+ respectively. Choose numbers r−i and r
+
i so small that 2B
−
i ⊕ B+i




i = 1, 2, . . . , m. We define
Di = Hi (B−i ⊕ B+i ), D′i = Hi (2B−i ⊕ B+i ), i = 1, . . . , m. (5)
We may choose r−i , r
+
i , δ small enough such that
± Di ⊂ ±D′i ⊂ Bδ(±ui ) ⊂ ±U (ui ) ⊂ S∗, i = 1, . . . , m. (6)
We may assume that {±Di }mi=1 are disjoint from each other. The same is true of{±D′i }mi=1, {Bδ(±ui )}mi=1 and {±U (ui )}mi=1. Let φ : R → [0, 1] be a Lipschitz
function such that φ(t) = 0 for t  0 and φ(t) = 1 for t  1. Inspired by Lazer







for z ∈ (∪mi=1 D′i











H−11 (z)+ + (1 − t)H−11 (z)+ + H−11 (z)−
]
,









H−11 (−z)+ + (1 − t)H−11 (−z)+ + H−11 (−z)−
]
,
for z ∈ −D′1,








H−1m (z)+ + (1 − t)H−1m (z)+ + H−1m (z)−
]
,








H−1m (−z)+ + (1 − t)H−1m (−z)+ + H−1m (−z)−
]
,
for z ∈ −D′m .
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Then h(t, z) is odd in z ∈ E and continuous in
E\(∪mi=1
(−Hi (2B−i ⊕ ∂ B+i ) ∪ Hi (2B−i ⊕ ∂ B+i )
))
. (7)
Choose 0 < ε < mini=1,...,m{(r+i )2 − 4(r−i )2} := r∗. Note that for any
u ∈ ∪mi=1
((−Hi (2B−i ⊕ ∂ B+i ) ∪ Hi (2B−i ⊕ ∂ B+i )
))
,
say, u ∈ Hi (2B−i ⊕ ∂ B+i ), then u = Hi (w),w = w+ + w− ∈ 2B−i ⊕ ∂ B+i with
‖w+‖ = r+i , ‖w−‖  2r−i , it follows that




((−Hi (2B−i ⊕ ∂ B+i ) ∪ Hi (2B−i ⊕ ∂ B+i )
)) (8)
for all 0 < ε < r∗. Furthermore,
– h(0, z) = z for all z ∈ E ;
– h(t, z) = z for all z ∈ (∪mi=1 Bδ(ui )




dt  0, this is, G(h(t, z)) is non-increasing in t for any fixed z ∈ E .
Take Mi = Hi ( 13 B−i ⊕ 13 B+i ), i = 1, 2, . . . , m. Then by (5) Mi ⊂ Di ⊂ D′i ⊂ S∗.
Define
N2(ui ) = h(1, GC∗+ε) ∩ Mi . (9)
Then N2(ui ) ⊂ N1(ui ) := Di ⊂ S∗. Note that h is continuous on GC∗+ε by (7) and




i ; w is in the neighborhood U (ui ) of ui . On the other hand, w = h(1,x),x ∈
GC∗+ε. By (8), we see that
x ∈ E\∪mi=1
((−Hi (2B−i ⊕ ∂ B+i ) ∪ Hi (2B−i ⊕ ∂ B+i )
))
.
If x ∈ (∪mi=1 D′i
) ∪ (∪mi=1(−D′i )
)
, then w = h(1,x) = x ∈ Mi ⊂ D′i , a contradic-






















H−1k0 (−x)+ + H−1k0 (−x)−
)
.
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It implies that w is in the neighborhood of uk0 (or −uk0 ). Then we must have
w ∈ U (uk0) and i = k0 and









+ + H−1i (x)−
)
.
Then v+ + v− = H−1i (w) satisfying










H−1i (x)+ = 0. So
w = Hi (v−) with v− ∈ 13 B−i . Moreover,
G(w) = G(ui ) − ‖v−‖2  C∗. (10)
These arguments imply that
N2(ui ) = h(1, GC∗+ε) ∩ Mi ⊂ GC∗ . (11)
In particular, if G(w) = C∗ for w ∈ h(1, GC∗+ε) ∩ Mi ∩ G−1(C∗), then by (10)
v− = 0 and then w = Hi (v−) = Hi (0) = ui . Therefore,
h(1, GC∗+ε) ∩ Mi ∩ G−1(C∗) ∩ S∗ = {ui }. (12)
So, for all w ∈ N2(ui ) we see that w = Hi (v−), v− ∈ 13 B−i , H−1i (w) = v−. Con-
versely, for any v− ∈ 13 B−i we have Hi (v−) ∈ Mi = Hi ( 13 B−i ⊕ 13 B+i ) ⊂ Di ⊂ D′i .











++(1 − t)H−1i (z)+ + H−1i (z)−
)
|t=1
= Hi (H−1i (z)−)
= Hi (v−)
= z.
Moreover, G(z) = G(Hi (v−)) = C∗ − ‖v−‖2  C∗, that is, z = h(1, z) ∈
h(1, GC∗+ε) and Hi (v−) ∈ Mi ∩ h(1, GC∗+ε) = N2(ui ) (cf. (9)). Summing up,
we obtain that














, i = 1, 2, . . . , m,
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we may prove analogously that
N∗2 (ui ) := h(1, GC





N3(ui ) := h(1, GC∗+ε) ∩ ∂Mi , (15)









, i = 1, 2, . . . , m, (16)
then similar to (10)–(12), we may show that
h(1, GC∗+ε) ∩ M ′i ⊂ GC
∗ ; (17)
h(1, GC∗+ε) ∩ M ′i ∩ G−1(C∗) ∩ S∗ = {ui }; (18)
and, by (5)–(6), ±M∗i ⊂ ±Mi ⊂ ±M ′i ⊂ ±Di ⊂ ±D′i ⊂ Bδ(±ui ) ⊂ S∗.
Step 3. Finding another A∗ ∈ L which has properties stated in Step 4.
Given two neighborhoods O1 ⊂ O of KC∗ , we may then find an odd and
continuous descending flow η0 : [0, 1] × E → E such that η0(t, u) = u for all




This essentially comes from the proof of Theorem A.4 in [19]. Moreover, we may
require that η0(t,D∗) ⊂ D∗ for all t ∈ [0, 1], since the odd pseudo-gradient vector
field Y (u) = u − L0(u) satisfying L0(±Dμ0) ⊂ ±Dμ0 (this is done in [22,26]).
We may assume that O has two parts: Opn ∪ Os , where Opn is the neighborhood
of all negative or positive critical points at level C∗ such that Opn ⊂ D∗, and Os
















) ∪ (∪mi=1(−Mi )
) ⊂ S∗.
In particular, we choose
Os :=
(∪mi=1intM ′i




) ∪ (∪mi=1(−M∗i )
) ⊂ O1. (19)
Then
η0(1, GC
∗+ε ∩ F0) ⊂ GC∗−ε ∪ D∗. (20)
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Now we choose A ∈ L such that
sup
A∩S∗
G  C∗ + ε. (21)
Now we let
A∗ := η0(1, h(1, A)). (22)
We show that A∗ ∈ L. Obviously, ∂k+1 ⊂ A∗, sup G(A∗)  C∗∗k+1. Take any h∗
satisfying the assumptions of Definition 1, that is, h∗ ∈ C([0, 1]×A∗, E) satisfying
– h∗(t, u) is odd in u;
– h∗(t, u) = u for all u ∈ ∂k+1.
Let
f ∗ = h∗(t, η0(1, h(1, u))), u ∈ A.
Then f ∗(t, u) is odd in u; f ∗(t, u) = u, for all u ∈ ∂k+1. Hence, f ∗(1, A) ∩
S0(k) = ∅. That is, h∗(1, A∗) ∩ S0(k) = ∅. Therefore, A∗ ∈ L.
Step 4. We now show that
sup
A∗∩S∗
G = C∗ (23)
and
G(u) < C∗, ∀ u ∈ (A∗\KC∗
) ∩ S∗. (24)
In particular, there exists u ∈ KC∗ ∩ S∗ ∩ A∗.
Indeed, for any u ∈ A∗ ∩ S∗, write u = η0(1, v) ∈ S∗, then v ∈ S∗ and
v = h(1, a) with a ∈ S∗ ∩ A.
If v ∈ F0 then G(v) = G(h(1, a))  G(a)  C∗ + ε. It follows that v ∈
F0 ∩ GC∗+ε. Hence, u = η0(1, v) ∈ GC∗−ε ∪ D∗ by (20). Then, u = η0(1, v) ∈
GC∗−ε, G(u) < C∗, u ∈ KC∗ .
If v ∈ F0, then v ∈
(∪mi=1 M ′i
) ∪ (∪mi=1(−M ′i )
)
. Say v ∈ M ′i for some i . Since
v = h(1, a) with a ∈ S∗ and A ∩ S∗ ⊂ GC∗+ε by (21), we have that a ∈ GC∗+ε,
v = h(1, a) ∈ h(1, GC∗+ε). Then v ∈ M ′i ∩ h(1, GC
∗+ε), which implies by (17)
that G(v)  C∗, G(u) = G(η0(1, v))  G(v)  C∗. If G(v) = C∗, by (18) we
have that v = ui , hence u = v = ui . If G(v) < C∗, then we see that G(u) < c. On
the other hand, if G(v) < C∗ for all such v, then G(u) < C∗ for all u ∈ A∗ ∩ S∗,
which contradicts the definition of C∗ since A∗ ∈ L. These arguments imply that
we must have a v ∈ M ′i ∩ h(1, GC
∗+ε) such that G(v) = C∗ and therefore v = ui ,
hence, u = η0(1, v) = η0(1, ui ) = ui . That is, we have found a sign-changing
critical point ui in A∗ ∩ S∗ such that G(u) = C∗. This completes the step.
Step 5. We show that there is an u ∈ KC∗ ∩S∗ ∩ A∗ such that Morse(u)  k. Note
that KC∗ ∩ S∗ = {u1, u2, . . . , um} ∪ {−u1,−u2, . . . ,−um}(see (4)). By negation
we assume that
Morse(±ui ) < k, i = 1, 2, . . . , m. (25)
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Next, we show that
A∗∗ := A∗\((∪mi=1intM∗i
) ∪ (∪mi=1int(−M∗i )
)) ∈ L. (26)
If (26) were true, then we would have a contradiction to (23)–(24). Thus, (25) must
be not true and the proof for the non-degenerate case of the Theorem is finished.
First of all, we keep in mind that ∂k+1 ⊂ A∗∗ and A∗∗ ⊂ A∗ ⊂ GC∗∗k+1 . Now
by negation, if (26) does not hold, we find a g such that g ∈ C ([0, 1] × A∗∗, E)
satisfying: g(t, u) is odd in u; g(t, u) = u for all u ∈ ∂k+1, but
g[1, A∗∗] ∩ S0(k) = ∅. (27)
Note that A∗∗ is compact. Since A∗ ∩ M∗i ⊂ A∗ ∩ S∗, we have
A∗ ∩ M∗i = η0(1, h(1, A)) ∩ M∗i
⊂ η0 (1, h(1, A)) ∩ S∗
⊂ η0
(
1, h(1, A) ∩ S∗) ∩ S∗
⊂ η0
(
1, h(1, A ∩ S∗) ∩ S∗) ∩ S∗
⊂ η0
(
1, h(1, GC∗+ε) ∩ S∗
)
∩ S∗ (by (21))
⊂ η0
(
1, h(1, GC∗+ε) ∩ S∗
)
.
Since (19) implies that η0(1, ·)|M∗i = id for i = 1, . . . , m and η0(1, ·) is a homeo-
morphism, we have
A∗ ∩ M∗i = η−10 (1, ·)|A∗∩M∗i ⊂ h(1, GC
∗+ε) ∩ S∗ ⊂ h(1, GC∗+ε),
therefore, A∗ ∩ M∗i ⊂ h(1, GC
∗+ε) ∩ M∗i . Recall (14), we see that h(1, GC
∗+ε) ∩




i , hence we obtain that A∗ ∩ M∗i is homeo-
morphic to a compact subset of RMorse(ui ). We now observe that gi = g : [0, 1] ×(
A∗ ∩ ∂M∗i
) → E can be extended to
gi :
([0, 1] × (A∗ ∩ ∂M∗i )
) ∪ ({0} × (A∗ ∩ M∗i )
) → E
Let g˜i (1, ·) be the extension of gi (1, ·) from the domain A∗ ∩ ∂M∗i to the domain
A∗ ∩ M∗i . For each u ∈ A∗ ∩ M∗i , we write g˜i (1, u) = g˜i (1, u)− + g˜i (1, u)+ with





u ∈ A∗ ∩ M∗i :
‖g˜i (1, u)+‖‖g˜i (1, u)+‖
‖g˜i (1, u)+‖ + ‖g˜i (1, u)+‖ = 1,





We see that g˜i (1,i ) ⊂ S0(k). Since by (27),
g˜i (1, A∗ ∩ ∂M∗i ) ∩ S0(k) = gi (1, A∗ ∩ ∂M∗i ) ∩ S0(k) = ∅,
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we see that i ∩ (A∗ ∩ ∂M∗i ) = ∅, i is a compact subset of A∗ ∩ M∗i . We can







u ∈ A∗ ∩ M∗i :
‖g˜i (1, u)−‖ < ε′;
1 − ε′ < ‖g˜i (1, u)
+‖‖g˜i (1, u)+‖





such that ε′i ∩ (A∗ ∩ ∂M∗i ) = ∅. Inspired by [20], we consider the mapping




‖g˜i (1, u)+‖‖g˜i (1, u)+‖
‖g˜i (1, u)+‖ + ‖g˜i (1, u)+‖
)
.
Since ε′i is a compact subset of RMorse(ui ) and Morse(ui ) < k < k + 1 =
dim(Ek × R), it has an the extension β˜i : ε′i → (Ek × R)\{(0, 1)}, so we write
β˜i (u) =
(
g∗i (1, u), ρ(u)
)
.
Then for any u ∈ ∂ε′i we have that β˜i (u) = βi (u), g∗i (1, u) = g˜i (1, u)−;
ρ(u) = ‖g˜i (1, u)
+‖‖g˜i (1, u)+‖
‖g˜i (1, u)+‖ + ‖g˜i (1, u)+‖ .









, for u ∈ ε′i ,
g˜i (1, u), for u ∈ ε′i .
On the other hand, if u ∈ ε′i , then u ∈ i , then either
‖g˜i (1, u)+‖‖g˜i (1, u)+‖
‖g˜i (1, u)+‖ + ‖g˜i (1, u)+‖ = 1
or g˜i (1, u)− = 0. In this case, Ti (u) = g˜i (1, u) = g˜i (1, u)− + g˜i (1, u)+ ∈ S0(k).
Assume u ∈ ε′i . If
Ti (u) = g∗i (1, u) + ρ(u)
g˜i (1, u)+
‖g˜i (1,u)+‖‖g˜i (1,u)+‖
‖g˜i (1, u)+‖ + ‖g˜i (1, u)+‖
∈ S0(k),
we must have g∗i (1, u) = 0 and ‖ρ(u)‖ = 1, which contradicts their definitions.
Therefore,
Ti (A∗ ∩ M∗i ) ∩ S0(k) = ∅. (29)
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Let




gi (t, u), for others,
Ti (u), for t = 1, u ∈ A∗ ∩ M∗i .
Then g¯i is the extension of gi from the domain
([0, 1] × A∗ ∩ ∂M∗i
) ∪ ({0} ×
A∗ ∩ M∗i ) to the domain
([0, 1] × A∗ ∩ ∂M∗i




g¯i (1, A∗ ∩ M∗i ) ∩ S0(k) = Ti (A∗ ∩ M∗i ) ∩ S0(k) = ∅. (30)
Next we show that
g¯i (t, u) :
([0, 1] × (A∗ ∩ ∂M∗i )
) ∪ ({0, 1} × (A∗ ∩ M∗i )
) → E
has an extension ∗i : [0, 1] × (A∗ ∩ M∗i ) → E such that
∗i (1, A∗ ∩ M∗i ) ∩ S0(k) = ∅. (31)
First we let Gi (t, u) : [0, 1] × (A∗ ∩ M∗i ) → E be an extension of g¯i (t, u). We







(t, u) ∈ [0, 1] × (A∗ ∩ M∗i ) :
Gi (t, u)− = 0,
‖Gi (t, u)+‖‖Gi (t, u)+‖






i is a compact subset of RMorse(ui )+1 and by (30), we observe that

i ∩
({1} × (A∗ ∩ ∂M∗i )
) = ∅.








(t, u) ∈ [0, 1] × (A∗ ∩ M∗i ) :
‖Gi (t, u)−‖ < ε′,
1 − ε′ < ‖Gi (t, u)
+‖‖Gi (t, u)+‖
‖Gi (t, u)+‖ + ‖Gi (t, u)+‖





Consider the map i : ∂
ε′i → (Ek × R)\{(0, 1)} given by
i (t, u) =
(
Gi (t, u)−,
‖Gi (t, u)+‖‖Gi (t, u)+‖
‖Gi (t, u)+‖ + ‖Gi (t, u)+‖
)
.
Since Morse(ui )+1 < k +1, i has an extension ¯i : 
ε′i → (Ek ×R)\{(0, 1)}.
We denote ¯i by ¯i (t, u) =
(
G¯i (t, u)−, ξ(t, u)
)
with G¯i (t, u)− ∈ Ek and
ξ(t, u) ∈ R. Define ∗i (t, u) : [0, 1] × (A∗ ∩ M∗i ) → E by








, for (t, u) ∈ 
εi ,
Gi (t, u), for (t, u) ∈ 
εi .
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Then ∗i from the domain [0, 1] × (A∗ ∩ M∗i ) is an extension of g¯i (t, u) such that





∗1 (t, u), for u ∈ A∗ ∩ M∗1 ,
−∗1 (t,−u), for u ∈ A∗ ∩ (−M∗1 ),
. . . . . .
∗m(t, u), for u ∈ A∗ ∩ M∗m,
−∗m(t,−u), for u ∈ A∗ ∩ (−M∗m),
g(t, u), for u ∈ A∗\((∪mi=1intM∗i ) ∪ (∪mi=1int(−M∗i ))
)
.
Then H(t, u) is odd in u and H(t, u)|∂k+1 = g(t, u)|∂k+1 = id, t ∈ [0, 1].
That is, H satisfies the properties of Definition 1 with respect to A∗. But by (27)
and (31), H(1, A∗) ∩ S0(k) = ∅, which contradicts the fact that A∗ ∈ L.
Step 6. To finish the proof of this theorem, we have only to consider the degener-
ate critical points of KC∗ ∩ S∗. The idea is classical. But since we want to obtain
sign-changing critical points, we must say more. We will apply the ideas of the
Marino–Prodi type perturbation methods (see Marino and Prodi [18] and also Lazer
and Solimini [16] and Viterbo [25]) and a simple modification of the arguments in
Section 3 of Solimini [24].
Assume by negation that each critical point of G in KC∗ ∩S∗ has an augmented
Morse index less than k. Then for any w ∈ KC∗ ∩ S∗, there is a decomposition of
E : E = E−(w) ⊕ E0(w) ⊕ E+(w) and there exists a constant ρw > 0 such that
〈G ′′(w)u, u〉  ρw‖u‖2, ∀ u ∈ E+(w),
〈G ′′(w)u, u〉  −ρw‖u‖2, ∀ u ∈ E−(w), (32)
〈G ′′(w)u, u〉 = 0, ∀ u ∈ E0(w),
where
dim E−(w) + dim E0(w) < k, ∀ w ∈ KC∗ ∩ S∗. (33)
By the Sard–Smale Theorem, we find regular values C1 and C2 of G such that
C1 < C∗ < C2. Let M0 := K[C1, C2] ∩ S∗. Then M0 is compact and isolated
from the rest of the critical points of G. Since G is of C2, for each w ∈ M0 we may
find a small open ball Bw centered at w satisfying
‖G ′′(w) − G ′′(u)‖ < ρw/2, ∀ u ∈ Bw. (34)
We may assume that M0 ⊂ ∪mi=1 Bwi . Define ρ∗ := 12 min{ρw1 , ρw2 , . . . , ρwm }. By(32) and (34) we have
〈G ′′(v)u, u〉  ρ∗‖u‖2, ∀ v ∈ Bwi , ∀ u ∈ E+(wi ), i = 1, . . . , m. (35)
Now by the Marino–Prodi–Solimini’s perturbation methods mentioned above, for
any ν > 0 small enough and a functional Gν ∈ C2(E, R) such that
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(1) Uν(M0) ⊂ ∪mi=1 Bwi , where Uν(M0) := {u ∈ E : dist(u, M0) < ν},
(2) Gν satisfies the (PS) condition,
(3) G(u) = Gν(u) when u ∈ Uν(M0),
(4) any critical point of Gν in Uν(M0) is non-degenerate,
(5) |Gν(u) − G(u)|  ν, ‖G ′ν(u) − G ′(u)‖  ν, ‖G ′′ν(u) − G ′′(u)‖  ν for all
u ∈ E . In particular, we may let Gν be an even functional since G is also.
On the other hand, for the perturbed functional Gν , we still have conditions
(A2)–(A3) if ν small enough. To keep the flow-invariance, we write
G ′ν(u) = G ′(u) − θ(u) = u − (KG(u) + θ(u)) := u − K ∗G(u).
Since ‖θ(u)‖  ν is small enough, we may suppose that 2θ(u) ∈ (−D∗ ∩ D∗).
Then by assumption (A1) for G, we still have that K ∗G (±D(μ0)) ⊂ ±D(μ) ⊂±D(μ0) for another μ ∈ (0, μ0). That is, (A1) holds for Gν . Hence, we may apply
the results of Step 1 to Gν to conclude that Gν has a sign-changing critical point
at level C∗ν defined as C∗. By item (5) above, we see that C∗ν ∈ (C1, C2) since ν is
very small. By item (3), we have that
KC∗ν (Gν) ∩ S∗ := {u ∈ E : G ′ν(u) = 0, Gν(u) = C∗ν } ∩ S∗ ⊂ Uν(M0)
By item (4), KC∗ν (Gν) ∩ S∗ consists of non-degenerate critical points of Gν and
hence, is a finite set. Hence, by the results of steps 2–5, Gν has a sign-changing
critical point w0 ∈ KC∗ν (Gν) ∩ S∗ whose Morse index is not less than k. Assume
w0 ∈ Bwi for some i with 1  i  m, then by item (5) and (35), we have






‖u‖2, ∀ u ∈ E+(wi ).
By (33), we have codim E+(wi ) = dim E−(wi ) + dim E0(wi ) < k. Therefore,
the Morse index of w0 is less than k. This is a contradiction which completes the
proof of the Theorem 2. unionsq
3. Proof of Theorem 1
We fix a p0 ∈ (2, 2∗) and choose a sequence {pn}n∈N in (p0, 2∗) such that










|u|pn dx, u ∈ H10 (),




∇vdx and the corresponding norm ‖u‖ = 〈u, u〉1/2. Let 0 < λ1 < λ2  λ3 
· · ·  λk  · · · be the eigenvalues of (−,) and φk(x) be the eigenfunction cor-
responding toλk . Denote Ek := span{φ1, φ2, . . . , φk}.For each pn ∈ (2, 2∗), we let
‖·‖ = ‖·‖pn (the usual L pn norm). Then (A0) of Section 2 is satisfied. The gradient
G ′n,λ is of the form G ′n,λ(u) = u − Kn,λ(u), where Kn,λ : E → E is a continuous
operator. Let P := {u ∈ H10 () : u  0}. For each μ > 0, define D(μ) := {u ∈
E : dist(u,P) < μ}. Set D∗ = D∗(μ) := D(μ) ∪ (−D(μ)), S∗ = E\D∗(μ).
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Then it is easy to check that (A1) is satisfied by Kn,λ, see for example [10, Lemma
2] (and also [5,12,13,22]). The assumptions (A2)–(A3) are evidently true for Gn,λ.
Let
C∗∗k+1(n, λ) := sup
Ek+1
Gn,λ.
Lemma 4. There exists a constant T1 > 0 independent of k and n such that




Proof. This is standard. We include the proof here for completeness. The defini-
tion of Ek+1 implies that ‖u‖2  λk+1‖u‖22. Note that with pn > p0, we have‖u‖p0  D1‖u‖pn , where D1 > 0 is a constant independent of n and k. Therefore,
Gn,λ(u)  12‖u‖2 − D2
∫

|u|p0 dx + D3, where D2 > 0, D3 > 0 are constant,
independent of n and k. Since there is a constant D4 > 0 such that ‖u‖2  D4‖u‖p0 ,














where Di (i = 1, . . . , 7) and T1 are positive constants independent of k and n. unionsq









and the augmented Morse index m∗ (u∗(n, λ, k)) of u∗(n, λ, k) is  k. We now
must estimate the lower bound of C∗(n, λ, k). By the proof of Theorem 2, for Gn,λ
we choose ‖ · ‖ = ‖ · ‖pn and then






, u = 0,
0, u = 0,
and S0(n, k) := {u ∈ E⊥k : β∗n,λ(u) = 1}. Since ‖u‖pn  κ1‖u‖ for all u ∈ E ,
where κ1 is independent of n and k. Then ‖u‖pn  κ1 + 1 := α4 (as in Section 2)







(κ1 + 1)pn + 2C∗∗k+1(n, λ)
)
, ∀ u ∈ S(n, k). (37)
Hence, as in Lemma 1, we find α5 > 0 such that such that ‖u‖  α5 for all u ∈
S(n, k). In particular, by (36)–(37), α5 > 0 is independent of n. Using Lemma 1,
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there is a 
0 = 
0(α5) > 0 such that infu∈S(n,k) Gn,λ  −
0, where 
0 is
independent of n. By Theorem 2 and (36),





For the fixed λ, k, {u∗(n, λ, k)}n∈N is a sequence of solutions to the following
equation:
− u = λu + |u|pn−2u, u ∈ H10 (), (39)
for pn varying in [p0, 2∗]. By Lemma 4, it is easy to check that {u∗(n, λ, k)}n∈N
is bounded in H10 (). Here we insert the following proposition attributable to
Devillanova and Solimini [14].
Proposition 1. (Uniform bound through concentration estimates) Let N  7 and
U be a bounded set in H 10 () whose elements are solutions, for a fixed λ > 0, to
the problem
−u = λu + |u|p−2u, u ∈ H10 (), (40)
for p varying in [2, 2∗]. Then U is uniformly bounded, that is, there exists a constant






By this proposition, we know that {u∗(n, λ, k)}n∈N is uniformly bounded. Then,
by standard compactness arguments we have a convergent subsequence having limit
u∗(λ, k) which is a solution of (1) at level C∗(λ, k). Since (1) has no solution with
negative energy, we know that C∗(λ, k)  0. By (38),
0  lim
n→∞ C




Moreover, we claim that u∗(λ, k) is still sign-changing. Indeed, since {u∗(n,
λ, k)}n∈N is a sequence of sign-changing solutions to (39), let
u∗(n, λ, k)± := max{±u∗(n, λ, k), 0}.
Then ‖u∗(n, λ, k)±‖2 = λ‖u∗(n, λ, k)±‖22 +
∫

|u∗(n, λ, k)±|pn dx. It follows that
‖u∗(n, λ, k)±‖2  ε0‖u∗(n, λ, k)±‖pnpn . Hence, ‖u∗(n, λ, k)±‖  s0 > 0, where
ε0, s0 are constants independent of n. This implies that the limit u∗(λ, k) of the
subsequence of {u∗(n, λ, k)}n∈N is still sign-changing. Next, we have only to show
that limk→∞ C∗(λ, k) = ∞. Otherwise, we assume that {C∗(λ, k)}k∈N is bounded
and then limk→∞ C∗(λ, k) = c′ < ∞. For any k ∈ N we may find an nk (we
may assume nk > k) such that |C∗(nk, λ, k) − C∗(λ, k)| < 1/k. It follows that
limk→∞ C∗(nk, λ, k) = limk→∞ C∗(λ, k) = c′ < ∞. Since u∗(nk, λ, k) is a
sign-changing critical point of Gnk ,λ such that Gnk ,λ(u∗(nk, λ, k)) = C∗(nk, λ, k)
and the augmented Morse index m∗(u∗(nk, λ, k)) of u∗(nk, λ, k) is greater than
or equal to k. Once again, we may show that {u∗(nk, λ, k)} is bounded in H10 ()
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since c′ < ∞ is independent of k. Hence, by Proposition 1, {u∗(nk, λ, k)}k∈N is
uniformly bounded, hence the Morse index of {u∗(nk, λ, k)}k∈N is bounded. This
contradiction is caused by the assumption that {C∗(λ, k)}k∈N is bounded. This
finishes the proof of Theorem 1. unionsq
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