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Abstract
Computational methods for predicting binding interfaces between antigens and anti-
bodies (epitopes and paratopes) are faster and cheaper than traditional experimental
structure determination methods. A su ciently reliable computational predictor that
could scale to large sets of available antibody sequence data could thus expedite many
biomedical pursuits, such as better understanding immune responses and developing
better drugs and vaccines. However, current state-of-the-art predictors produce dis-
contiguous predictions, e.g., predicting the epitope in many di↵erent spots on an
antigen. We seek to produce contiguous predictions which better reflect reality, ac-
counting for long-range spatial relationships. We therefore build a novel Graph Con-
volution Network (GCN) that performs graph convolutions at multiple resolutions so
as to represent long-range spatial dependencies. In evaluation on a standard epitope
prediction benchmark, we see a significant boost with the multi-resolution approach
compared to a previous state-of-the-art GCN predictor, with half of the test cases
increasing in AUC-PR by an average of 0.15 and the other half decreasing by only
0.05. We further introduce a clustering algorithm that takes advantage of the conti-
guity yielded by our model, grouping the raw predictions into a small set of discrete
potential epitopes. We show that within the top 3 clusters, 73% of test cases contain
a cluster covering most of the actual epitope, demonstrating the utility of contiguous
predictions for guiding experimental methods by yielding a small set of reasonable
hypotheses for further investigation.
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Computational methods for predicting epitopes, the binding region on antigens, and
paratopes, the binding region on antibodies, are much faster and cheaper than tradi-
tional experimental structure determination methods such as X-ray crystallography
[34] and cryo-electron microscopy [3, 12]. While computational predictors are unlikely
to completely replace the experimental process in the near future, their greatest util-
ity may lie with the large sets of antibodies produced in library-based discovery and
immune repertoire studies, since they can readily scale to handle these large sets of
antibody data for which it would be infeasible to experimentally determine struc-
tures comprehensively. Because recent advances in sequencing technology have made
it possible to accumulate massive repertoires of antibody sequences [4], there is a
growing demand for reliable methods to map these sequences to their epitopes on
specific antigens so as to gain deeper insights into the immune response and poten-
tially design better vaccines and drugs [8]. For instance, viruses such as Influenza
and HIV-1 have traditionally been di cult to vaccinate against due to their evolving
surfaces [21]. A computational epitope predictor could help characterize, over an im-
mune repertoire, the relationship between antibody recognition, function, and broad
conservation of that function across viral strains, thereby yielding insights that can
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1.1 Related work: computational epitope prediction Introduction
guide development of e cacious vaccines.
Furthermore, therapeutic antibodies have been receiving increasing attention as
treatment for a wide range of ailments due to their surgical ability to target specific
antigens [24]. However, a substantial bottleneck to developing new therapeutic an-
tibodies is the selection, from a large set produced by library-based display, of good
antibodies that bind to desirable epitopes. Current a nity-based antibody selection
methods may not su ce, since some epitopes may not trigger the desired antibody
function regardless of their a nity [5]. Computational epitope prediction would fa-
cilitate the classification of antibodies based on their epitopes, making epitope-based
selection methods feasible in practice, and thereby focusing further characterization
on a relatively small number of beneficial representatives.
Section 1.1
Related work: computational epitope prediction
Due to the wide availability of amino acid sequence data, most epitope predictors
have historically been sequence-based [38], deriving predictions from the amino acid
sequence rather than the three-dimensional structure of the protein. These methods,
such as ABCpred [30], which uses recurrent neural networks (RNNs), and FBCPred
[11], which uses support vector machines (SVMs), are suitable for predicting linear
epitopes, which consist of sequential amino acids. However, most epitopes are confor-
mational, containing residues that are close in the 3-dimensional structure but distal
in the amino acid sequence [10]. Antibody recognition of these epitopes are driven by
their 3-dimensional shape, making them di cult to predict from amino acid sequence
alone.
In contrast, structure-based methods leverage the increasing accuracy of antibody
structure prediction methods [22], along with the general availability of structures or
2
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high-quality homology models of the antigens, to consider structural information in
predicting conformational epitopes. Partner-independent structure-based predictors
that do not consider information from the partner protein include DiscoTope [19],
which computes the linear combinations of di↵erent scores based on structural and
physico-chemical attributes, and MaSIF [14], which leverages geometric deep learning
on point-cloud representations to achieve state-of-the-art performance. However, it
has become apparent that most surface accessible regions on the antigen can serve
as the epitope for some antibody [32]. Thus, the development of partner-specific
predictors that can determine the epitope for specific antibodies has recently been of
greater interest [31].
Partner-specific methods such as EpiPred [18], PECAN [27], and PInet [6] were
able to achieve state-of-the-art performance, demonstrating the importance of partner
antibody information in discerning their epitopes. While EpiPred [18] uses geometric
fitting to score candidate epitope patches with the partner antibody, other predictors
have leveraged the power of neural networks to learn good structural representations.
For instance, PInet [6] makes use of geometrical deep learning, deriving predictions
from a point cloud representation of the complex, while PECAN [27] employs Graph
Convolution Networks (GCNs) with an attention mechanism that encodes partner
protein information.
Despite these advancements, these state-of-the-art predictors lack the mechanism
to account for long-range spatial relationships between residues, leading to scattered
or enlarged predictions of the epitope (Figure 1.1). In contrast, contiguous predic-
tions are more favorable, since they not only constrain the areas likely to contain
the epitope but also better align with the physical manifestiation of antibody-antigen
recognition underlying the epitopes. Fortunately, the image classification and seg-
mentation fields have developed techniques that enable convolution to better learn
3
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long-range spatial dependencies, which we here adapt for the GCN architecture to
produce more contiguous predictions.
Section 1.2
Related work: image segmentation techniques
Because an epitope is generally a contiguous region on the antigen, the prediction
made for one residue should be dependent on its location in relation to other high-
probability residues. Many visual tasks, such as image classification and segmenta-
tion, share this characteristic of interdependence, since the nature of each pixel is
interdependent with where it is located in relation to other pixels. Convolutional
Neural Networks (CNNs) such as AlexNet [20], GoogLeNet [36] and DenseNet [17]
can skillfully classify images by utilizing convolution and pooling. Convolution can
learn spatial dependencies between pixels within its receptive field. On its own, these
receptive fields only cover a limited region of the input image, but pooling can in-
crease the purview of the model by summarizing features of patches of the input to
produce a coarse representation of the image. Subsequent convolutions on the coarse
representation can access the summarized features covering a wider area of the in-
put image, enabling deeper convolution layers to learn long-range dependencies and
detect more complex features [28].
Fully Convolutional Networks (FCNs) build upon the CNN architecture to en-
able pixel-wise prediction for image segmentation. These networks replace the fully-
connected layers in a CNN with convolution layers so as to produce spatial heat-maps
rather than a classification of the whole image [33]. While pooling is necessary to
capture long-range dependencies, it reduces the dimensions of the input. Thus, these
spatial heat-maps need to be up-sampled, whether by fixed up-sampling, such as
bilinear interpolation, or learned up-sampling, such as deconvolution, in order to pro-
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duce pixel-wise predictions [33, 29, 26]. FCNs also use skip-connections [33, 9, 29] to
rectify coarse heat-maps by combining them with high-resolution location informa-




Figure 1.1: Contiguous epitope prediction by our CE-SCAN method (left) consol-
idates high-probability (red) predictions on the antigen (rendered in surface repre-
sentation) around the true epitope (inferred from the bound antibody, rendered in
mesh). In contrast, the state-of-the-art PECAN [27] method, which uses the same
underlying graph convolution network, distributes high-probability predictions over
the antigen surface (right). This example (PDB id 2vxt) demonstrates the utility of
CE-SCAN at its best. We further show that over a whole benchmark, CE-SCAN both
increases average prediction accuracy and enables selection of a small set of epitope
“hot-spots” for further investigation.
This paper presents CE-SCAN (Contiguous Epitope – Sub-sampled Convolution At-
tention Network), a multi-resolution GCN epitope predictor that is able to produce
contiguous predictions, with high-probability residues consolidated around localized
“hot-spots”, a quality lacking in other state-of-the-art methods (Figure 1.1). In order
to enable direct assessment of the utility of fostering contiguity, we build CE-SCAN
upon one state-of-the art GCN architecture, PECAN [27], extending it to convolve
5
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graphs at multiple resolutions so as to capture long-range spatial dependencies. We
then investigate how the predictions from the new approach di↵er from those pro-
duced by the basic PECAN approach. We show that the multi-resolution CE-SCAN
better constrains the areas of the antigen likely to contain the epitope. We further
introduce a clustering algorithm that translates the resulting contiguous predictions
into a small set of discrete potential epitopes. Ultimately the approach e↵ectively
identifies a small number of high-probability putative epitope regions suitable for




Figure 2.1: An illustration of the input representation and architecture of CE-SCAN.
For robustness, each protein is represented by a family of graphs. Antigen and an-
tibody graphs are independently passed through the Convolution Network, which
is comprised of convolution, pooling, up-sampling, and skip-connection layers. The
outputs are passed to the attention layer, which produces context representations
encoding important antibody information. These are concatenated with the primary
antigen representations and passed through a final convolution layer to the predictor
neuron.
The CE-SCAN architecture (Figure 2.1) aims to produce contiguous predictions
that better align with our biological understanding of antibody-antigen recognition by
building upon the PECAN [27] architecture to enable convolution on multi-resolution
7
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graphs. The CE-SCAN architecture is comprised of convolutions, pooling and up-
sampling layers, a skip-connection, and an attention mechanism. Graph convolutions
allow the model to learn good structural representations, while pooling maps features
from a high-resolution graph onto a low-resolution graph, which enables subsequent
convolution layers to operate on the coarse graph so as to capture long-range depen-
dencies. Up-sampling maps features back onto the high-resolution graph, which is
necessary for residue-wise prediction, while the skip-connection rectifies the coarse
up-sampled features with high-resolution location information. Finally, the attention
mechanism enables the model to access important antibody information to enable
more specific predictions of the epitope that complement the antibody.
Figure 2.2: A high-resolution convolutional window shown in blue and a low-
resolution convolutional window shown in green. While only a handful of residues can
be convolved on the high-resolution graph, a handful of patches encompassing a much
larger number of residues can be convolved on the low-resolution graph, increasing
the model’s purview.
We represent a complex as a family of graphs, where each graph varies slightly
in structure due to the randomness in the graph construction method detailed in
Section 2.1. This increases the robustness of the model, as the “fuzzy” graph repre-
sentations provide richer spatial information. Further, the graphs are constructed in
multi-resolution pairs comprised of a high-resolution and low-resolution graph. Pool-
ing summarizes the features from the high-resolution graph and maps them onto the
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low-resolution graph. This enables subsequent convolution layers to operate on the
low-resolution graph, which increases the model’s purview as demonstrated by Figure
2.2. A handful of residues is convolved on the high-resolution graph, but a handful of
patches containing information about a much larger number of residues is convolved
on the low-resolution graph. Thus, low-resolution convolution can perceive the char-
acteristics of neighboring patches to better reason about the function of di↵erent parts
of the protein. By enabling communication between di↵erent patches, the model may
be able to infer the constraints necessary to produce contiguous predictions.
At each training epoch, multi-resolution graph pairs for both the antibody and
antigen are independently passed through the Convolution Network comprised of con-
volution, pooling, up-sampling, and skip-connection layers. The Convolution Network
produces representations for the antibody and antigen, which are passed to the at-
tention layer, where important antibody information is encoded to produce what we
refer to as the context representation. The primary antigen representation is concate-
nated with the context representation and passed through a final convolution layer
to the predictor neuron, which computes for each antigen node the probability that
the residue it represents is part of the epitope. The model is trained on the antigen
labels, where +1 indicates that a residue is part of the epitope while -1 indicates oth-
erwise. During prediction, each multi-resolution graph is evaluated, and the resulting
predictions are averaged across all graphs in the family.
In the following, we describe the process for generating the input representation
and detail the workings of the network, as well as present a post-processing proce-
dure to convert the predictions into a collection of discrete potential epitope regions
flagging the areas of interest for further investigation.
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Section 2.1
Input representation
For each protein, we construct a high-resolution graph G = ({xi}ni=1, {Nxi }ni=1), where
each node xi represents a residue in the protein, and a corresponding low-resolution
graph S = ({yj}mj=1, {N
y
i }mj=1), where each node yj corresponds to a patch of residues.
By representing proteins with multi-resolution graphs, we enable convolution on the
high-resolution graph to retain fine location information while convolution on the
coarse graph captures long-range dependencies to better reason about the functions
and constraints between di↵erent parts of the protein. The location of each node xi
in G is represented by the coordinates of a randomly sampled non-Hydrogen atom
from the corresponding residue. xi is also assigned a neighborhood radius di which
is chosen uniformly at random between 9-12 Å. Using these atomic coordinates, we
define a distance function d(xi, xk), which returns the distance between two nodes.
For node xi, its neighborhood Nxi (Eqn. 2.1) is considered to be all nodes within di
Å of xi.
Nxi = { xk | xk 2 G, d(xi, xk)  di Å} (2.1)
Each node xi has a corresponding 62-dimension feature vector, x̂i, comprised of
the same features as in [27]: (a) a one-hot encoding of the amino acid type (dim=20);
(b) a conservation profile for the position across a set of homologous proteins produced
by PSI-BLAST [2] (dim=20); (c) the absolute and relative solvent accessible surface
area of the residue produced by STRIDE [16] (dim=2); (d) an amino acid profile
detailing the number of times each amino acid type appears within 8 Å of the residue
(dim=20).
Given a graph G constructed as above, we sub-sample G to produce the corre-
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sponding low-resolution graph S. G is sub-sampled by first choosing a ball size b
uniformly at random from 6-8 Å. We then use a Farthest Point Sampling algorithm




(d(xpk , xpi))   min
k<i
(d(xpk , xph)) 8h > i
Given this sequence of nodes, let L = (l1, ..., ln) be the corresponding sequence of




Let lm be the first element in L such that lm is no greater than b, and choose the
corresponding nodes {xp1 , ..., xpm} to be representatives of G. This ensures that all
nodes in G are within b Å of a representative. We denote the set of representatives
as R = {rj}mj=1. For each representative rj, let Pj (Eqn. 2.2) be the pooled set of
nodes in G within b Å of rj.
Pj = { xi | xi 2 G, d(xi, rj)  b} (2.2)
Each node yj in S represents such a pooled set Pj, where its position in the graph
is taken to be the centroid of the nodes in Pj. It is also assigned a neighborhood
radius dj, chosen uniformly at random from between 10-15 Å, and, as above, its
neighborhood Nyj is taken to be the the set of all nodes in S within dj Å of yj.
While the same graph construction method is used for both antigens and antibod-
ies, we only consider the residues around the antibody’s complementarity determining
regions (CDRs), since this is what drives antigen recognition. We use the same process
as in [27] to determine CDR residues: (1) identify the six CDRs based on sequence,
11
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as determined by IMGT [23]; (2) for each CDR, consider the two sequentially adja-
cent residues; (3) extend this set to include all residues within 6 Å in the antibody




Graph convolutions [13] learn structural representations by integrating the features
over a neighborhood of nodes in the input graph. Each convolution layer is com-
prised of two weight matrices Wc and Wn, and a bias vector b̂. For a node xi with
feature vector x̂i and its neighborhood Ni = {xk}hk=1 with feature vectors {x̂k}hk=1,












The pooling operation summarizes the features of the nodes in G and maps these
summaries onto the nodes in the coarse graph S, enabling subsequent convolution
layers to operate on the coarse graph, increasing the purview of the model. Given a
node yj in S, let Pj = {xk}hk=1 (Eqn. 2.2) be the corresponding subset of nodes in G
with v-dimensional feature vectors {x̂k}hk=1. The pooling operation takes for each of
the v filters the maximum over each of the nodes in Pj to produce the summarized
feature vector ŷj (Eqn. 2.4).
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The up-sampling operation projects the features corresponding to S back onto the
nodes in the high-resolution graph G, enabling residue-wise prediction on G. Given
a node xi in G, let Qi = {yj}hj=1 (Eqn. 2.5) be the set of all nodes yj in S such
that xi is in Pj (Eqn. 2.2), the pooled subset of nodes corresponding to yj. Given
the corresponding v-dimensional feature vectors {ŷj}hj=1, the operation takes for each
of the v filters the average over each of the nodes in Qi to produce the up-sampled
feature vector x̂i (Eqn. 2.6).















Skip-connections [9, 29] rectify the imprecise up-sampled features with fine spatial
information computed by a pre-pooling convolution layer. Given a node xi in G,
let p̂i be the pre-pooling spatial features and q̂i be the up-sampled features. The
skip-connection concatenates these features to produce x̂0i (Eqn. 2.7).
13
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x̂0i = p̂ikq̂i (2.7)
2.2.5. Attention
The attention mechanism integrates important information about the antibody into
the representations of the antigen [27, 25, 7]. The antigen graph Gag = {xi}ni=1
and antibody graph Gab = {zk}hk=1, with corresponding feature vectors {x̂i}ni=1 and
{ẑk}hk=1, are fed to the attention layer. The layer is comprised of a weight matrix Wa,
which is used to project feature vectors x̂i and ẑk to the latent space Rw, producing
projections p̂i and q̂k, respectively (Eqn. 2.8). For any antigen-antibody node pairs
(xi, zk), we compute a normalized attention score aik (Eqn. 2.9) that captures the
“a nity” between the nodes by computing the dot product between their projections.
For antigen node xi, we compile all normalized attention scores, which we then use to
produce the context representation ĉi (Eqn. 2.10) encoding the antibody information
relevant to xi.

























The final output of the attention mechanism x̂0i (Eqn. 2.11) is produced by con-
catenating the context representation ĉi with the maximum over the attention scores
for xi in order to retain information about the antigen nodes that had high a nity
14
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with the antibody nodes.





We present a simple clustering algorithm (Alg. 1) to translate contiguous predictions
computed by CE-SCAN into a ranked list of discrete potential epitope regions (in
contrast to potential epitope residues). We observe that CE-SCAN predictions con-
solidate high-probability residues around localized hot-spots, and hypothesize that
while the hot-spots alone may overlook part of the actual epitope, they still tend to
serve as good markers of the general binding region. The algorithm therefore aims
to expand hot-spots to include su ciently close, su ciently good residues, better
capturing the whole region encompassing the epitope.
The algorithm works by taking the nodes N = {nj}kj=1 and corresponding prob-
abilities {pj}kj=1 of surface residues, which are those residues with a relative solvent
accessible surface area of at least 0.05. These nodes are then ranked by highest
probability, producing the sequence R = (r1, ..., rk) of potential cluster roots. The
algorithm loops through this sequence so that upon reaching root ri, it produces the
cluster Ci comprised of the surface nodes around the root. Note that a node can
belong to multiple clusters that represent overlapping epitope hypotheses. Any sur-
face nodes in Ci that have not yet been reached in R are removed from the sequence,
preventing them from being a cluster root in the future so that the clusters are not
excessively overlapped.
f(ri, nj, pj) = ↵
!d(ri,nj) 1 ⇥  (1 pj) 0.1 (2.12)
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To determine whether a surface node nj is clustered with a root ri, the node is
evaluated with the scoring function f (Eqn. 2.12), which is an exponential function
of the node’s probability, pj, and its distance to ri, d(ri, nj). The scoring function
rewards nodes that are close to the root and have high probability, assigning them
lower scores. For nodes that are close to the root, the function gives less regard to its
probability, while for nodes that have high probability, the function gives less regard
to its distance to the root. Nodes with scores no more than 1 are considered to be
in the cluster corresponding to ri. Thus, for a given root, the algorithm can cluster
together hot-spots with any nearby lower probability residues.
Algorithm 1: Clustering Algorithm
Input: N , set of nodes corresponding to surface residues
R, surface nodes ordered by highest probability as a sequence of
potential cluster roots
Result: List of potential epitopes, E
E  []
for ri 2 R do
Ci  {ri} // initialize cluster Ci for root ri
for nj 2 N do
score f(ri, nj, pj) // node nj is scored on its probability
pj and distance to root ri
if score  1 then
Ci  Ci [ {nj} // add nj to the cluster for ri
R R  nj // prevent nj from being a root in the future
by removing it from R
end
end
E  E + Ci // add cluster Ci to E
end
Given E, the m potential binding regions as returned by the clustering algorithm
16
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(Alg. 1), we rank them in order of “likeliness” of being the correct epitope. The
likeliness of a cluster is determined by the average probability of its top residues, the
number of residues in the cluster, and its distance to higher ranked clusters. This
encourages clusters which cover a large area containing high-probability residues to
be ranked higher. Further, this approach strikes a balance between exploration and
exploitation, where initial clusters are rewarded for being spread apart, so as to hit
all the di↵erent hot-spots.
Let S = (S1, ..., Sj 1) be the ranking of the top j 1 clusters, and let E 0 = {Ci}mi=j
be the set of remaining clusters that are not yet ranked in S. For a cluster Ci in E 0,
we obtain its normalized distance d(Ci) to the closest higher ranked cluster, where
distance is computed between the cluster roots. We also obtain the average proba-
bility of its top n highest-probability residues, p(Ci), and its normalized cardinality,
q(Ci). The ranking function g (Eqn. 2.13) computes a linear combination of these
values, and the cluster assigned the highest score is placed next in the rank.




To evaluate the e↵ects of multi-resolution convolutions, we compare the performance
of CE-SCAN with that of the single resolution GCN, PECAN [27], on the same epi-
tope prediction task, the well-established EpiPred benchmark [18]. We note that
PECAN’s precision and recall was better than previous state-of-the-art epitope pre-
dictors such as EpiPred [18] and DiscoTope [19] on this benchmark, so we only com-
pare directly to PECAN. We also compare performance with a modified PECAN [27]
model, which we refer to as PECAN+aug, to better distinguish between the bene-
fits of multi-resolution convolutions versus other adjustments we have made, such as
data augmentation. In addition, we characterize the performance of the top clus-
ters produced by the clustering algorithm (Alg. 1) and demonstrate their utility for
identifying the areas of interest for further exploration.
18




We trained our model on the EpiPred [18] dataset, which has been curated for non-
redundant antibody-antigen complexes of structural quality and provides a good
benchmark for comparing performance with other state-of-the-art methods on the epi-
tope prediction task. The dataset is comprised of 118 training and 30 test complexes.
We assemble an augmented dataset by constructing 80 di↵erent multi-resolution graph
pairs for each protein in the Epipred [18] dataset. The graphs vary in structure due
to the randomness in the graph construction method outlined in Section 2.1. By
training the model on a “fuzzy” graph representation of the complexes, it can learn
robust, universal features.
Due to the absence of a validation set, we performed K-fold cross-validation to
determine the hyper-parameters for the “best-performing” model, which was chosen
to be the model that achieved the highest test AUC-PR averaged across each fold.
Test AUC-PR was computed for each fold by taking the average AUC-PR of each
complex in its test set. Each fold was comprised of 99-100 training and 33-34 testing
examples.
3.1.2. Assembly details
CE-SCAN was implemented in TensorFlow [1] and trained on the augmented dataset.
It considers the 9 nearest neighboring residues in the graph for its convolution opera-
tion, with the three convolution layers computing 16, 18, and 20 filters, respectively.
The attention layer projects features into a 20-dimensional latent space. All weight
matrices are initialized as in [15] and biases are initialized to zero. An l2-weight con-
straint of 2.0 is applied on the model weights, and the learning rate is warmed up from
19
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Table 3.1: Performance on the epitope prediction task for CE-SCAN, PECAN+aug,
and PECAN [27]. We report average test AUC-PR, precision, and recall, applying a
50% threshold on the probabilities, as well as the precision and recall of the top 30
highest probability residues. Training and testing were repeated five times, and mean
and standard error AUC-PR over the five assessments are reported.
Model AUC-PR Precision Recall Top 30 Precision Top 30 Recall
CE-SCAN 0.258± 0.006 0.152 0.443 0.186 0.305
PECAN+aug 0.230± 0.005 0.133 0.560 0.161 0.269
PECAN [27] 0.212± 0.007 0.154 0.691 0.159 0.255
0.0001 to 0.001 over the course of 15 epochs. As with PECAN [27], CE-SCAN em-
ploys a Momentum optimizer with Nesterov accelerated gradients [35], a batch size of
32, and a 50% dropout rate. The modified PECAN [27] model, PECAN+aug, is com-
prised of the same hyper-parameters and number of convolution layers as CE-SCAN,
and is also trained on the augmented dataset.
Section 3.2
Presentation and analysis of data
3.2.1. Epitope prediction performance
Table 3.1 summarizes the performance of CE-SCAN on the epitope prediction task
and compares it with PECAN+aug and PECAN [27] (as mentioned above, we only
provide a direct comparison to PECAN, as it is a state-of-the-art predictor that
outperforms other methods). We present as performance measures the area under
the precision recall curve (AUC-PR), precision, and recall, averaged over each of
the test complexes, where residues assigned a probability over 50% are considered
to be in the predicted epitope. We present AUC-PR rather than the area under
the reciever operating curve (AUC-ROC), as this is more suitable for imbalanced
datasets such as the EpiPred [18] dataset, where roughly 90% of all residues belong
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in the negative class. Training and testing were repeated five times to provide a
robust performance estimate. The mean and standard error AUC-PR over the five
assessments are reported.
Although CE-SCAN and PECAN+aug achieve a higher AUC-PR compared to
standard PECAN, they have lower precision and recall at the 0.5 threshold. We
hypothesize that this is because PECAN produces scattered predictions that are likely
to detect at least part of the epitope, whereas CE-SCAN consolidates high-probability
residues around more confined areas at the risk of overlooking the epitope. In order
to present a more comprehensive view of their performance, we also present in Table
3.1 the average precision and recall of the top 30 highest probability residues, which is
around the size of most epitopes. Under this metric, CE-SCAN generates the highest
precision and recall, which suggests its highest probability residues tend to be more
consolidated around the true epitope compared to the other models. PECAN+aug
also performs better than PECAN under this metric, which bears examination, since
data augmentation provides the model with more nuanced spatial information.
Because CE-SCAN fosters contiguous predictions, we hypothesize that CE-SCAN
performs much better on certain complexes, while it performs worse on others by
consolidating predictions around a discrepant area. To investigate this, we explore
how AUC-PR changes from PECAN to CE-SCAN for each complex individually.
Figure 3.1 displays this change in AUC-PR, where we take the average AUC-PR across
the five assessments, with complexes with higher AUC-PR shown in red and those
with lower AUC-PR shown in blue. As expected, several complexes see a significant
boost in AUC-PR under CE-SCAN. Further, the complexes with lower AUC-PR do
not see a significant decrease, comparatively. Table 3.2 presents additional figures
related to this change in AUC-PR. 50% of complexes increase in AUC-PR under
CE-SCAN, with an average increase of 0.148, while the average drop of those that
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Figure 3.1: Change in AUC-PR for each test complex from predictions produced by
PECAN [27] (left) versus CE-SCAN (right). Complexes with higher AUC-PR under
CE-SCAN are displayed in red while those that decreased are displayed in blue. While
some complexes perform much better under CE-SCAN, the complexes that do worse
do not the drop significantly in AUC-PR.
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Table 3.2: Percentage of test complexes and average change in AUC-PR of complexes
with higher and lower AUC-PR under CE-SCAN compared to PECAN [27].
AUC-PR Performance % Complexes Avg.  AUC-PR
Higher 50% 0.148
Lower 50% -0.048
decrease is only 0.048. This suggests that multi-resolution convolutions enable the
model to pick up on some legitimate spatial dependencies that help produce more
faithful predictions compared to PECAN.
Further, even those predictions on complexes with lower AUC-PR under CE-
SCAN are not necessarily “worse” than those from PECAN. Figure 3.2 shows the
predictions produced by CE-SCAN and PECAN on representative test complexes.
The first row presents the raw predictions on a red-white-blue spectrum, with high-
probability residues in red and low-probability residues in blue. The second row
presents thresholded predictions, where residues with a probability over 50% are
considered to be in the epitope, with true positives displayed in red, false positives in
pink, true negatives in dark blue, and false negatives in light blue. In order to present
a comprehensive comparison, we present both complexes whose AUC-PR increased
under CE-SCAN and ones that decreased. On high-performing complexes, CE-SCAN
is able to converge upon the true epitope, whereas on others, it may converge in
such a way that misses part or all of the epitope. Still, even on those complexes
with lower AUC-PR, CE-SCAN can better constrain the areas likely to contain the
epitope than the scattered PECAN predictions which detect more of the epitope. For
guiding experimental discovery, it is more advantageous to have a small set of possible
epitopes for further investigation than to have scattered points containing more of
the epitope.
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(b) Complexes whose AUC-PR decreased under CE-SCAN compared to PECAN [27].
Figure 3.2: Predictions produced by PECAN [27] and CE-SCAN on representative
test complexes. We present the raw predictions on a red-white-blue spectrum, with
high-probability residues in red and low-probability residues in blue. We also present
the thresholded predictions, where residues with a probability of at least 50% are
considered to be in the predicted epitope, coloring true positives red, false positives
pink, true negatives dark blue, and false negatives light blue. While the PECAN[27]
predictions are scattered, the high-probability residues predicted by CE-SCAN are
consolidated around localized hot-spots and better constrain the areas likely to con-
tain the epitope.
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Table 3.3: Measures of performance of the top 1, 3, and 5 cluster slices. For a top
n slice, we extract clusters with maximum recall and those with maximum preci-
sion from among the top n clusters and report their scores averaged across all test
complexes. We also report averaged scores for the union of the top n clusters.
(a) Average precision and recall of the top clusters.
Max Recall Max Precision Union
Top n Precision Recall Precision Recall Precision Recall
Top 1 0.245 0.405 0.245 0.405 0.245 0.405
Top 3 0.414 0.565 0.426 0.555 0.180 0.626
Top 5 0.482 0.632 0.516 0.600 0.156 0.734
(b) Percentage of test complexes for which the clusters “detect” the epitope, as well as the
percentage for which the clusters are “tight”. We consider an epitope to be detected if at
least 50% of the epitope is in the cluster. We consider the cluster to be tight if at least 25%
of the cluster comprised of the epitope.
Max Recall Max Precision Union
Top n %Tight %Detected %Tight %Detected %Tight %Detected
Top 1 53% 53% 53% 53% 53% 53%
Top 3 83% 73% 83% 73% 23% 77%
Top 5 97% 77% 97% 73% 13% 80%
3.2.2. Clustering
To demonstrate the utility of CE-SCAN for identifying areas of interest for further
investigation, we extract the top clusters produced by the clustering algorithm (Alg.
1) and assess their performance. The algorithm extracts clusters by gathering the
residues around hot-spots, and then ranks them in such a way that the top clusters
are su ciently distributed across the protein so as to hit all of the di↵erent hot-spots.
Table 3.3 shows the precision and recall of the top 1, 3, and 5 cluster “slices” (i.e. a
top n cluster slice is comprised of all clusters up to the nth cluster in the rank). For
each cluster slice, we extract from the slice those clusters with maximum recall and
those with maximum precision, and average their scores across all test complexes,
respectively. We also report the averaged scores of the union of each of the clusters in
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the slice. By the top 3 clusters, the union of the clusters in the slice reaches a precision
and recall that exceeds that of the thresholded predictions, as do the maximum recall
and precision clusters. This suggests that the hot-spots are in fact good markers of
the areas containing the epitope.
Table 3.3 also reports the percentage of test complexes for which the cluster or
cluster slice detects the epitope, and the percentage for which it is tight. We consider
an epitope to be detected if at least 50% of the epitope is in the cluster, and we
consider a cluster to be tight if at least 25% of the cluster is part of the epitope. 53%
of test complexes have a top cluster that is tight, and 53% also have a top cluster
that detects the epitope. With the top cluster alone, it is more likely than not that
the epitope is su ciently captured. Within the top 3 clusters, 73% of complexes have
a cluster that detects the epitope. Further, 83% of complexes have a tight cluster,
which means that even if it does not have a cluster that captures most of the epitope,
it still has a cluster that captures part of the epitope and is nonetheless a useful
marker of the areas that should be further explored. This demonstrates that the CE-
SCAN hot-spots are trustworthy markers of the areas that likely contain the epitope.
By yielding a small set of hypothesis for further investigation, CE-SCAN is much
more practical for expediting experimental determination than the scattered PECAN
predictions.
Figure 3.3 exhibits for some representative test complexes the raw and thresh-
olded predictions produced by CE-SCAN, and the union of the top 3 clusters. As
demonstrated, while the hot-spots alone may miss part of the epitope, they are still
good markers of likely binding regions. Thus, by extracting the surrounding area
around hot-spots we can su ciently delineate the actual epitope.
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1p2c
Raw Thresholded Top 3
3t3p
Raw Thresholded Top 3
3o0r
Raw Thresholded Top 3
3u9p
Raw Thresholded Top 3
Figure 3.3: Raw and thresholded predictions, and union of the top 3 clusters. While
high-probability residues alone may miss the epitope, extracting the area around the





We have presented CE-SCAN, a GCN epitope predictor that can convolve graphs
at multiple resolutions so as to learn the long-range spatial dependencies between
residues necessary to produce contiguous predictions, a quality lacking in other state-
of-the-art epitope predictors. In particular, compared to a state-of-the-art single
resolution GCN predictor, PECAN, the AUC-PR of CE-SCAN predictions are sig-
nificantly higher for many complexes. For those complexes whose AUC-PR decreases
under CE-SCAN, not only is the drop in AUC-PR small, but by constraining the
areas likely to contain the epitope, the predictions also tend to be more informative
and practical for marking the areas of interest to further investigate. By clustering
the area around CE-SCAN hot-spots, we can convert the contiguous predictions into
a collection of discrete potential epitopes. We have shown that we can expect one of
the top 3 clusters to su ciently capture the epitope, which demonstrates the utility
of CE-SCAN for guiding experimental determination.
While we have only compared predictions with the single resolution GCN model
PECAN, we have demonstrated that capturing the long-range dependencies between
residues is important for enabling the model to infer the constraints between di↵erent
parts of the protein so as to make contiguous predictions. We have also shown how
contiguous predictions are more favorable for identifying areas of interest for further
investigation. Similarly incorporating such constraints and additional mechanisms
into alternative recent architectures such as PInet [6], which leverages point-cloud-
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