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　　　　　　　　　　　　　　　　　　　　　1.Summary
　　　Ａmethod by Birnbaum and Healy [1]to give the unbiased estimators,by use of two-
stage sampling scheme, having preassigned bounds of their variances were prやsented･
They applied their method to present the estimators of means for binomial, Posison and
hypergeometric distribution and variances for gamma and normal distibution and
discussed their relative efficiencies.
　　　０ｎthe other hand, another method･by Sammuel [2]to treat with these problems
was pronounced.　He introduced the concept of pooling of data and compared his
method with the method by Brinbaum and Healy[I]･
　　　Most of estimating problems based on fixed size sample depend on the unknown
parameters and these problems in actual applications have to use the sequential sampl-
ing schemes.　For example the estimators for the normal mean with unknown variance
were discussed by Stein [3]and Kitagawa, Kitahara, Nomachi and Watanabe[4]and
etc.　In general estimating processes,Ｃｏｘ[5]presented the double-sample method and
Anscombe[6]the sequential method. Another estimators･such as to ･determine the
sample size and to make use of the confidence interval would not discussed here｡
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●　ｌThe main object of this paper is to give the unbiased estimators with preassigned
bounds for their variances in the compound Poisson distribution and in the compound
binomial distribution.
　　　　　　　　　　　　　　　　　　　2. Introduction｡
　　　Ｌｅtんbe a fixed integer and {M''＼i=＼,2,…，ん}ｂｅ ａ set of discrete non-negative
integral-valued　and　independent random variables whose probability distribution is
given by f(M''＼ d), i°1,2,…，ん, respectively, where d is known positive parameter.
Let us put that
(2.1)　　　　　　　　　　　Ｍ１＝肛(1)十…十訂(゛)
and assume that 訂４ has the probability distribution/(M;i,んd). Let {ろ(i)ｊ＝1，2，…，
λf(i)}ｂｅ ａ set of independent normal random variables whose probability distribution
is given by N(e,♂), where c,2is an unknown constant value.　Let g1(Ａ４)ｂｅ ａ positive
integral valued and monotone increasing and continous function of non-negative value
ｏｆＡら, and assume that there is ａ value Ｇ１(fc，6)such that
* This paper was communicated by the author at the annual meeting of Mathematical Society ofJapan
　in May, 1968.
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(2.2)
(2.3)
and have (2.4)
(2.4)
(2.7)
(2.8)
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≦Gi(ん,δ)
㈲凪}}
暑ゆ゜゜
　　１　
＿
£(螺)
holds trus,where £凪ｍｅａｎsan operator of the expectation with respect to the random
variable几島, and where for each positivevalue ｏｆδ,GJん,5)isａ monotone decreasing
and eigen-valued function of positive real value of k and assume that lim GAKδ)゜０
holdstrue. Then we have the followingresult:
　　Lemma ｌ.　£{(9,}=6 andん,{り≦♂G,{k, 8)･
　　Proof:　We have
副帥＝£肖{み{久|鳩}}＝∂
ｒ弛}＝£肖{
一
一
♂£、､４
ら
?
　I’
g,（μ１）
　　　　　　　　　　　　　　　　　　≦♂G,{k, 8)
as was proved｡
　　Let us put that　　　　　　　　　　　　　　｀1
(2.5)　　　　　　　　　　ら＝ら(♂，ん, 5) = G,{k, d)♂
and letｊ be ａ preassigned positive constant. Our object in this case is to determine
such ａ value ｏｆんas the fiﾆ)llowingrelations　　　　　　　　　　　　　　　'
(2.6)　　　　　　　　　　　瓦{り＝∂　and　F{り≦Z?
holds t!-ue,so is to select the smallest integer k such that
♂IB= GAk, 8)ﾌﾟl
holds true. The ｅχistence of integer k which satisfiesthe above conditions is certain fi･om
the assumptions of the function ＧＩ(ん,5). However, in our application the value ｏｆλ
which satisfies the above relations is not determined by the reason thatんis a function
of unknown value of a.　One method to overtake this diflRculty is to use such two-stage
sampling scheme ａs: (I)Ｔｏ determine the number of classes int he tｗｏ°stagesample,
let us put that
　　　≫lCifi1F2＝Σ(ろ一久)2，
　　　j°1
then the variable F2/♂follows the conditional Chi-square distribution with degrees of
freedom ｇｌ(λ４)－1，giｖｅｎＭ，｡
　　　Inwhat folows,let us put that
(2.9)　　　　　　　　　　　　　　　　ん= k{V＼∂)，
where　ん　is　the　solution　of the　ｅq皿tion (2.7),　having　the　unbiased　estimator
F2/{£(仙ｉ)－1}in the place of 7'. Let us put
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(2.10)　　　　　　　　　　　　　　　差＝[λ]十1，
where[ξ]is the smallest integer which dose not exceed the value of ぐ．．(２)尤isthe
numberof classes in the two-stage sampling scheme. Ｌｅt{jV(i)ｊ＝I，2，…ｊ}ｂｅ ａ set of
independent random variables whose probability distribution is f{m'＼d),i=＼･j Zj '"j Kj
　　　　　　　　　　　　　　i
　respectivelyいwhere m °Σｙ(i).　The variable Nt has in this case the conditional
　　　　　　　　　　　　　　i=万1
　probability distribution function ／｢NiJd｣k), given L　The set of random raviables
　{M1い‥，ｙお(1)；…に矛)，…,/n'} follows from　the indpendent normal distribution
Nil)(∂，♂)･
　　　In what follows, let g2(ｙ1)ｂｅ ａ function which is ａ positive integral valued and
increasing function of N}, and is ａ continous function of non-negative real value of Ni
and for each ∂＞O there exists such positive function GAk, d) of k that the following
following relation
(2.11)　　　　　　　　　　　　　　E {G,{k, d)}≦ら
holds trus. where C2 is ａ positive constant and where we have put
(2.12)
and have
(3.14)
i｛
１
リ ＝Ｇμ，∂)・
ぬ(凡)
　　Ｌｅt∂2＝∂2(g2(jVI))ｂｅ ａ sample mean ｏｆ＆(N1)ｖalｕｅs of random variable ｙ, then
we have
　　Lemma ２.　jt{り＝∂，Ｆ{鉛≦ら
　　Proof:　We have
(2.13)　　　　　　£{K}=Eびバ糾仇lｙ(f)ｊ＝1，2，…Am
　　　　　　　　　　　　　　＝∂．
F{り£ﾊﾞjtjｖ{瓦み石|ﾘﾄ2
　　　　　　　　　　　　　　　　　≦j?{G,{fc, 5)}♂
　　　　　　　　　　　　　　　　　否応(♂,k,d).
　　Corollary l. ＬｅtＣ２(♂;ん，δ)＝(Ｊ-２Ｃｊ(私δ)，ｱﾌzθだover,we have
(2.15)　　　　　　　　　　　　　　　　穴り≦ｊ●
　　This proof follows directly.
　　Let us put that
(2.16) N,=g,{M,), N'=g,iM,)十乱{N%) and£W = n。E {N'} = n',
provided that
(2.17)　　　　　剔臨(仙)|}＜・・，耳臨(凡)|λ}＜・・，
respectively･
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　　Definition.　Let<S'(n')=n'K be ａ coefficientof asymptotic sample numer (A.S.N.)
by maens of two-stage sampling schmem.
　　We have
　　Lemma ３. e{n') = 1十列島(凡)}/副島(嶋)･
　　Proof:　Since we have
　(2.18)　　　　　　　E{N'} =£行1(凧)十E{g{Ni)＼fc}}
　　　　　　　　　　　　　　　　　　　　　　　　　　～＝£弛(肛)j十£弛(凡)}，
then the proof follows easily.　　　　　　　　　　　・
　　Let us put that
(2.1り)　　　　　　ψ'＝り(ら十ら)-l　and　J＝や久十(I一喩)久，
then we have
　　Ｌｅｌ一犬ma4. E {§}=d and V {e}≦min {らり・
　　Proof:　We have
(2.20)
and have
(2.21)
”　－　　　　　　　　　　　　　〃．　｜君㈲＝ψ･£{励十(1一剣£{励
　　　　　ニθ，
vm =が穴弓十(1一剣叩{り十？(I一剣Ｃｏｖ{久皿}
≦(可?瓦)2cl十(て早瓦)2ら
　　　　　＿　ｃ,ａ
　　　　　一一
　　　　　C1＋C2
　　　　　≦min {C,, C,} .
Corollary 2.びwe are ableto taんesuch Ci and C^μ?ｊΓαり皿。召
(2.22)
tｈｅｎ　ｔむｅ　haｖｅ
(2.23)
min {Cj, Cj}≦召，
削J}≦ｊ
　　The proof of corollary 2 follows easily fi･om the proof of lemma ２.
　　Note:　We present in the later exaples the estimators of which ∂ satisfy the con-
ditions of corollary 2，taking gl(人島) and gjm) asMi +ｄＭ　ａnd ｙi＋ｄｗ，　ｒｅspectively,
wheｒｅｄＭ≦4 and jｙ≦4.
　　The value ｏｆやis unknown to us, hence Ｃ２involves 出ｅ unknown a＼ Let us
put that
(2.24)
where we put that
心＝ら(a'- k, d) , ｉ＝１、２
(2.28)
α?
(2.29)
(2.31)
(2.32)
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(2.25)
(2.26)
and　'
(2.27)
　　Theorem 2.1. We Ihave
a2＝F2/祠{几卜1}√
φ＝心/(心十心)，
∂＊＝φ久十(I－φ)久
E {9*} = e
V{d*}一砲ぺらjぷﾙjﾂﾞﾄｄ{(1-f)2ら(kり)}
Proof:　We have
(2.30) 刻∂＊}＝刻φ久十{1－剣紅丿鳥向凡}|拍
　　　＝剔μ汗(1－φ)∂}・
Since 0. isindependent with V, independent with φ. Therefore we have
Nextly, we have
£{へ}＝£{φ}£弛}十E{1-φ}∂
　　　= dE{ir+＼一司
　　　＝∂．
削∂＊}＝刻[φ(久－∂)十(I－φ){K-∂)2}
　　　＝£{[φ(久－∂)]2十刻(1－φ)2ねぷｙ{[久－∂]21凡}淘}
　　　　＋2刻φ(1－φ)(久－∂)別[久－∂]|凡}}
　　　＝島丿亀{勅螺}亀{[久々]21凧}
　十べ(1-φ)2ねd言込1剛
＝拉げ式乃応″率2十別(1アタ)ら(い)}♂
which was proved.
　　　In what follows, we give two examples which contain the unbiased estimator of
d in the cases where the distributions are Posisson旦)(λ),and binormial S{p, j) where
ノis preassigned positiveinteger.
　　　　　　　　　　　　　　　　　　3. Exponential Case.｡
　　　Let X be a discrete random variable whose probability density function with respect
ot ａ measure μover the set of non-negative integers is given by
(3.2)　　　　　　　　　dS'six) = exp{-dx十b(d)十aix)}ね(ｘ)，
where S is ａ real parameter whose value is unknown to us, wheｒｅｂ(δ)and a{x)･are real
valued known functions of d andズ, respectively, and wher：ｅb(8) has the first and the
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second derivatives b'{d) and b″(5) which are continous and が(3) is strictly monotone
decreasging with respect to ∂ｉｎａ certain finiteinterval of ∂.
　　　Let ｙ be another random variable whose probability density function with respect
to ａ measureμover the real line is give by
(3.2)　　　　　　　　　dらり)＝ｅｘP{－リ十β(・)十αiy)}d-v{y),
where ｒ，β(r) and a{y) are similarly defined with d, b(d) and a{x). respectively･
　　　We shall make use of the following two lemmas regarding an additive family of
sufficient statistics.
　　　Lemma 3.1. (Kitagawa万[ﾌ])Ｌｅt　ｕs万assumetha万口加″むa function万α万，:.，:(')ｓｕchtha万1
(3.3) exp{ｆｌｍ.ｎ(“)}゜
Le゛p{“’(Ｕ
―　I))}exp {‘2”(“)}如(゜)
　　乃。z z｡。十ｕ-iｓ ａ ｓl小ｄｅｎt　ｓt嵯峨ｃｓ ｆｏｒ haｖｉｎｇ　tｈｅ ｐＴｏｂａｂ張りｄｅｔｉｃｉりfｕｎｃtｉｏｎ. tむith ｒepｓｅｃt t4）
面四心ureμsuch that
(3.4)　　ﾌﾞ。卜。φ。十zz。)dti{Um十z･。) = exp {-り。一叫,}十ろ。(∂)十&。(∂)
　　　　　　　　＋ら。ぶ。＋叫,)μμ(Ｕ-,＋zz。)・　　　　　　＼
　　Lemma 3.2. (Kitagawa[7])Ｌｅt　ｕｓ万む９万ｍｅ that 'tﾉｌｅｒｅ万柚協臨ａ?itiｕitｙ　ｓ万ｕch t臨t
(3.5) exp {a^{u)}゜Le゛p{“’-i(“フ)ｅり)}{“1(″)μ″(”)}
α?
(3.6)
ｊr?り面面パ,z姻卵,7z≧1.
み。(d) = mb{8), (say) ,
　　　Thenａ ，ｎ(ｚ･)＝ら,4-。(a)for llintegers 77z≧I.
　　　Making use of above two lemmas in our estimating processes, we have that for any
fixed Pくjsitiveinteger k, the probability of the compound random ゛ariableis given by
(3.7)
and
(3.8)
P{Ym･ “゜}゜石o刎ｙニ叫}川ら々゛“}
刎ね･}゜S7S。― exp { ―Sm。十ゐ゛(∂)十≪*('≫*)}
　　　　　　　　　　　　　　･exp {―Tu十み、(ｒ)十α、(u)} dM{m,)du{u)
On the other hand、 differentiating the next equation
　(3.9)
　byｒ，we have
　(3.10)
・Therefore we have
馬{1}＝∫
Oa　　　　　　　　　　●|
　exp {―ru十ら(ｒ)十α,(り)}d,(u)
0　　　　　　　　　11　　　1
　£,{y,} =b/{r)・
(3.12)
(3.13)
(3.14)
(3.15)
(3.16)
α?
(3.17)
(2.19)
(3.20)
and
(3.21)
(3.22)
(3.23)
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(3.11) ■　　　　　　　　　　　　£{ｙ嗚口＝βj(ｒ)，
so the estimator ね1＋1 is an unbiased, since E{Y}゜βj(゛)
　　Differentiating E{1}=1 two times by ｒ，we have
瓦{Ｆ}＝－昭(ｒ)十{βか}}2
FI,。{7}= -βグ(ｒ)，
£{ｙ瓦Ｊ°{－β1″(７)十[β1'(ｒ)]2}U赤辺)。(?)
and by lemmas 3.1 and 3.2 we have
川ね肖}＝－βご(・)∫yふdCBJm)
Theorem 3.1.£ｄ ｇｊ･α∫j£zｱｱzｇzゐ必ｊΓαりfixedconstant∂
久(∂)＜0，1im 4(∂)＝－・・，
吼肺)＝ら肺)，　(λ≧1)・
　　7■a lん,r。xists such s。allestinteger k^ that for anyμisitive vail。びＣ･。ゐich is larger
岳四－β1″(ｒ)
(3
.
18)
ｈｏｌｄｓ　iｒｕｓ．
Ｆ{な戸}≦Ｃ
Proof:　We have fi･om lemma ２ that
57⊇
゛‾’り゛(り″(゛)゜{瓦匹ど’6ﾄ1(8)
Since the right hand side of previous equation isａ monotone decreasing function ｏｆλ
in (1≦ん<oo), the proof follows easily.
　　　Example ｌ･ (Poisson case) Let us put that
∂＝1og(司-1　＆(δ)＝－g-8(＝一司，
adm) = log (?)-≒
then S's{m) exhibits Poisson distribution with parameter X{Xy>0).　In this case　the
conditions of theorem 3.1.are satisfied.
　　　We　can, moverover, present　another example which one　of the　conditions,
ら(携)＝αi{m),is not satisfied.
　　Exs”iplr 2. (Binomial case) Let us put that
　S = log [qか)，b1(δ)＝log(内(1十♂))，
a*(m) = logぶ．　　丘)r any ｱ72in λ≧?≧0，
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then we have &1(∂)＜Oand
(3.24)
and
lim ４(δ)＝ﾆｰ・・
(3.25) 島柚(∂)＞４(∂)
while aJm)くa,,+Am).
　　　In this case, however, we have
(3.26)
R)ｒ any δ，
for any 8 and k≧１，
Ｆ{ん肖}＝－βグJoふ辺)嶮2)
　　　　　　　　　　　　　　　　　　＝9(1－fl)/(λ＋1)／
　　Since the right hand side of previous equation ■isａ monotone decreasing function
of integer んinん≧0. Therfore we can take unique んo that the result of theorem
holds true.
　　　　　　　　　　　　　　　　　　　４.Ｅχaxnples.
　　Let us present several examples of unbiased estimators whose variances are bounded
by the preassigned constants and present thei!: asymptotic relative efficiencies.
　　Exa”lple ４.1･ (Compounding Poisson and normal distributions)
　　(1) In case when 2 is known to us.　Let the i°thclass has Af'■''variates of N{e,♂)，
where {M'-'^, i°1ﾀ2パ¨μ＋1}Ｒ)110ｗ independently and identically 丘ｏｍ Poisson
distribution g)入(m) and put Ｍ°ΣＭ(i)311d M(“1)＝4.　Let us put
　　　　　　　　　　　　　　i＝1　　　/χ
(4.1)
then we have
　　"‘ゐ＋ljf〔i〕　　　　●＋1
1°ΣΣがi)/(Σ肛(゛))，
(4.2)　　　　　　　　　　　　　　　£{莉＝∂.，
(4.3)　　　　　　　　Ｆ{局く♂£{(肛＋1)-1}く♂/(祠・
　　In this case we have put that
　　　　　　　　　　　　　　　　　　1＋l
≪C,)
(4.4)　　　　　　　　　F2＝ΣΣ(り(i)－ズ)2，
(4.5)　　　　　　　　　　λ＝[F2/(λｊ(訂＋1))]十I，
where k is the number of classesin the two stage sampling scheme.
　　By virtue of our sampling, we have
(4.6)
　　　　　　μ1where yV＝Σｙ(i).
　　　　　　t=≫0
Then we have
(4.7)
? …?｛?＝
gJj(i)/(ｙ＋1)，
B{Y} =∂
(4.8)
(4.17)
(4.18)
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V{Y} =♂£{(ｙ斗1)-1}
＝♂E{l-eふ)/(£λ)}
　　　　　　　　　　　　　　　　≦£{£-1}♂/λ
　　　　　　　　　　　　　　　　＝♂£{が(肛＋3)Ｆ-2}
　　　　　　　　　　　　　　　　＝が£{H-2/(M十l)}
　　　　　　　　　　　　　　　　.＝が{1+2(1一戸)/(双)
　　　　　　　　　　　　　　　　＝β，
since Ｆ２/♂followsChi-square distribution with M+3 degrees of freedom, givenが, then
we have E{(M+＼)la'Vn=l, and where we put
(4.9)
(4.10)
　　While we have
(4.11)
and
(4.12)
whereβ＝♂IB．
B' = Bi＼ +び)-1，
び＝2(I－ε-゛)/(んλ)・
£{N'} = E {M+4十N+n
　　　　＝5＋1λ十副叫，
£{N}=X£脚～β(1十び)，
　　For sufficientlarge βwe have
(4.13)　　　　　　　　　ご(川～１十Ｖ可Ｌ
　　(2) In case whenλis unknown to us.　Let us put
(4.14)
(4.15)
whereλ＝ｍａｘ{λo、Ｍ片
F2
　4 +1 jfC.)
＝ΣΣ(りぐi)‾i)2i
　i＝1 j'1
　£＝[2F2(柚訂＋1))-1]十I，
Taking two stagesampleﾀwe put
(4.16)　　　　　　　　　　J
　　　　　●;
wheｒｅＮ＝Σｙ(i)，tｈｅｎ we have
　　　　　i-l
　　　While we have
(4.19)
and have
(4.20)
＝i
　1=1
ｙ(,･)
Σ球Ｎ＋1)，
j-1
　－一耳ｙ}＝∂，
V{Y} =♂E{(l-eふ)/(んj)}
　　　≦ＢＥ　{X＼I(2λ)
　　　≦β．
£{N'} =£{5十Ｍ}十£m,
£{厠＝:＝2β[3でじg-“十吝(竺jバ )器穴ド]
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whereβ＝♂IB(＞1).　Putting 1Tﾄm=n and んλ＝ｘ,we have
(4.21)
Therefore we have
(4.22)
/(ｘ)＝£{叫
　＝5十ｘ＋2β[ﾐﾋﾟ 一
≫|=2ぷ
か
i
ぶ],-’
e{N') =
inf/(ズ)
ｊ＞0
χo＋4゛
where x^ is the smallest value of ｘ that β≧a-e-')ix is satisfied.
　　　Example 4.2. (Compounding Poisson with binomial)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　よ＋1
　　　(1) In case whenλis known to us. Using the statistic X =Σ
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　i=-l
we have for the preassigned constant 召
(4.22)
(4.23)
　　　　　　　み
where Ａｆ＝Σ
　　　　　　i＝1
　　　　　　　　　別蜀＝∂、
　　　　　ｒ{局＝∂(I－∂)(1－ど゛)/(んλ)
　　　　　　　　≦(I－g-“)/(4んλ)
　　　　　　　　≦Ｂ、・．　　　‥
Af(i)ａｎｄ八戸１゛1)＝1.　　　　　　.
　　　Let us put
(4.24)
where the statistic
(4.25)
£＝[(t+l){m+2-t)]＋1
　　　jλ(肛十I)(肛＋2)
λ″Ｍ＋1＝χ1H-¨’＋χＭ＋1＝Z
follows from binomial distribution 5(M+1,夕□), where
(4.26)
　　Using the 伍ct that
(4.27)
we have
(4.28)
jV＝
???
y(i)、Ｍ(ゐ゛１)＝１．
ﾊﾞ尚尚利率
芦;り(゛)/(肛＋1)，
(1－が“3－(1 －j･“゛3)/(ﾉ･(I一川
≦(j(1丿）)-l'＝cyΓ2，
り?} =Eひ(1-/･)/(司＋1)}･
　　　＝ﾉ･(1-ﾉ･)£{(1－ｒi｀)/(ね)}
≦ﾉ･(I一戸)･£
≦召，
去｝
Since we have
(4.29)
(4.30)
where
(4.31)
(4.32)
(4.33)
(4.34)
(4.36)
(3.39)
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E{N'}～2十λλ十迂;偽
　　　　＝2んλ十λｊ-1{(ﾉ･十(1－ｒ４)/(んλトフ･(λん)-2(λん－1十ε-゛)]}，
Using kλ=x, we have
　　　inf/W
GiN')～号≒て，
y(ズ)＝2十音十ズ十万
adn where y<,is the smallest value of y that
Putting that
(4.38)
holds true, we have‘
??
＝
｛
xe'-l
１･-e-"
-
≧β2
tジ(め
牛ﾆ!)}
　１
)(訂＋2づ) 祁
♂－1
holds･true.　’
　　　(2) In case when λis unknown to us. Let us assume however that there is such
constant value λothat 1/ん＞ｽｏ＞Ｏand ス≧λohold true.
　　　Letus put
20，　　　1r　M=0.
Mlfc， 　if M≧1，
に[な岸言言ト1
then we have
(4.35)　　則ｒ}≦夕(1-ﾀ)Ｅ昧当|λ
　　　　　　　　　＝れ!jﾌﾞ回£P(訂＋1)(肛＋2)£
　　　　　　　　　≦BE{ni{2λ)
　　　　　　　　　≦召
　　Making use of the factthat
(肛＋1)(肛＋2)£{((Ｊ＋1)(Ｍ＋2mﾀ))帽訂}
　　＝(夕(1-ﾉ･))-1(1づ･″゛3－(I－j･)″4‘3).
(4.37) /(ズ)＝2十ｘ＋5池と二且[1十ず一等]十B[こ十ぬ７しi首]
and calculating such smallest value K that
が1一如(1－ε-ﾀ)か≦ｊ，
ご(ｙ)＝
１勺o
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Other examples
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the compounding binomial with normal ａｌ!detc
follow similarly, so will be omitted now.
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