Introduction
The Poisson distribution was discovered in 1837 by French mathematician and physicist Simon Dennis Poisson (1781 Poisson ( -1840 . The Poisson distribution has many practical applications; one major area of application is in epidemiology, the study of disease incidence. The Poisson distribution arises naturally as a useful model for analyzing counts of rare events, such as the number of radioactive emissions in a fixed time interval or the number of bacteria in a given test sample.
The probability mass function ( 
The posterior distribution
λ is found using (2) and (7) as
which is the density function of a gamma distribution with parameters
Posterior Distribution of Unknown Parameter λ Using Gamma-Chi-Square Prior
Assume that the prior distribution of λ is a gamma distribution with hyper parameters a 1 and b 1 as
The second prior assumed is a Chi-square distribution with hyper parameter c 1 given by
A double prior is defined for λ by combining the two priors in (9) and (10) as:
λ is found by using (2) and (11) The double prior for λ is defined to be a Chi-square distribution with hyper parameter a 3 and an exponential distribution with hyper parameter c 3 as 
Methodology Numerical Illustration
The Poisson distribution provides a realistic model for many random phenomena.
Because the values of a Poisson random variable are non-negative integers, any random phenomena for which a count is of interest is a candidate for modeling by assuming a Poisson distribution. The numerical and graphical illustration of posterior densities of the parameters of interest conveys a convincing and comprehensive picture of Bayesian data analysis.
Several programs were developed to calculate posterior densities of the Poisson distribution under various priors in R Software for this study. These programs illustrate the strength of Bayesian methods in practical situations. Data analyzed for this study is from Hoff (2009) Table 1 for Groups I and II under different types of priors. Graphical displays of posterior densities for λ under different priors are shown in Figures 1 and 2 . Results Table 2 shows that the posterior mean for Group I (less than bachelors) under all assumed priors is higher than that of Group II (bachelors or higher). The posterior variance for Group I (less than bachelors) is less than the posterior variance of Group II (bachelors or higher) under all assumed priors. The posterior variance under all the assumed priors is calculated assuming the values of all hyper parameters are 2. Table 2 also shows that the posterior variance under the double prior Gamma-Exponential distribution is less compared to other assumed priors; thus, this prior is more efficient compared to other priors and the lower variation in posterior distribution assists in more precise Bayesian estimates of the true unknown parameter λ of a Poisson distribution. 
