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Abstract
In this paper, we discuss the limit behaviour of optimal control problems governed by elliptic boundary
value problems with equivalued surface when the equivalued surface boundary shrinks to a fixed point on
the outer boundary of a bounded domain.
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1. Introduction and statement of the main result
In many practical applications, especially in resistivity well-logging in petroleum exploita-
tion, boundary value problems with equivalued surface are formulated (cf. [1–4,13]). From the
physical point of view, the equivalued surface boundary value condition corresponds to a source.
When the equivalued surface boundary shrinks to a point, this type of source reduces to a point
source. When the equivalued surface boundary shrinks to a point on the boundary of domain,
the limit behaviour of solutions has been discussed in [4–7]. We deal with the limit behaviour of
optimal control problems governed by elliptic boundary value problems with equivalued surface
in this paper.
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Let Ω be a bounded domain in Rn (n = 2,3) with smooth boundary Γ = Γ1 ∪ Γ2. Γ1 = ∅ is
the outer boundary and Γ2 = ∅ is the interior boundary with Γ1 ∩ Γ2 = ∅. For any fixed ε > 0,
we assume that Γ1 is partitioned into two subsets Γ˜ ε1 and Γ
ε
1 , and Γ˜
ε
1 contains the origin (see
Fig. 1).
We consider the optimal control of system governed by the following equivalued surface
boundary value problem:
(Pε)
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
Luε = 0 in Ω,
∂uε
∂nL
= 0 on Γ ε1 ,
uε = Cε (a constant to be determined) on Γ˜ ε1 ,∫
Γ˜ ε1
∂uε
∂nL
ds = A (known constant),
uε = 0 on Γ2,
where L denotes the second-order linear elliptic operator
Lu = −
N∑
i,j=1
∂
∂xi
(
aij (x)
∂u
∂xj
)
. (1.1)
aij ∈ W 1,∞(Ω) (i, j = 1, . . . ,N) and there exists a positive constant λ0 such that
N∑
i,j=1
aij (x)ξiξj  λ0|ξ |2, ∀ξ ∈ RN, for a.e. x ∈ Ω, (1.2)
∂u
∂nL
=
N∑
i,j=1
aijni
∂u
∂xj
(1.3)
denotes the co-normal derivative and n = {ni} is the unit outward normal vector on Γ1.
We make the following assumption:
(H) For any given sufficiently small ε > 0, Γ ε1 is connected, moreover, if 0 < ε1 < ε2, then
Γ˜
ε1
1 ⊂ Γ˜ ε21 and as ε goes to zero, Γ˜ ε1 → {o}.
In this paper, we are interested in the limit behaviour of the optimal control problem
inf
A∈R Jε(A), (1.4)
where the cost function Jε(A) = NA2 +
∫
Ω
|uε(x,A)−zd |2 dx, ∀A ∈ R, uε(x,A) is the solution
of state equation (Pε) subject to a control A, zd is given in L2(Ω), N is a positive constant.
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problem
inf
A∈R J (A), (1.5)
where the cost function J (A) = NA2 + ∫
Ω
|u(x,A) − zd |2 dx, u(x,A) is the solution of the
following state equation (P ) subject to a control A:
(P )
⎧⎨
⎩
Lu = 0 in Ω,
∂u
∂nL
= AδΓ1(x) on Γ1,
u = 0 on Γ2,
where δΓ1(x) stands for the Dirac mass at the origin defined on Γ1.
Let
V = {v ∈ H 1(Ω) ∣∣ v|Γ2 = 0}. (1.6)
It is obvious that V is a closed subspace of H 1(Ω).
The main result of this paper is as follows:
Theorem 1.1. Under the hypotheses (1.2) and (H), for every ε > 0, there exist two real numbers
Aε and A0 such that
Jε(Aε) = inf
A∈R Jε(A) (1.7)
and
J (A0) = inf
A∈R J (A). (1.8)
Furthermore, Aε is unique, A0 is unique too.
As ε → 0, we have
(i) Jε(Aε) → J (A0);
(ii) Aε → A0;
(iii) uε(Aε) → u(A0) strongly in L2(Ω);
(iv) vε → v strongly in V ;
(v) dε → v(0),
and the corresponding optimality systems are as follows:
(Cε)
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
Luε = 0 in Ω,
∂uε
∂nL
= 0 on Γ ε1 ,
uε = Cε (a constant to be determined) on Γ˜ ε1 ,∫
Γ˜ ε1
∂uε
∂nL
ds = − dε
N
,uε = 0 on Γ2,
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C′ε
)
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
L∗vε = uε(x,Aε)− zd in Ω,
∂vε
∂nL∗ = 0 on Γ ε1 ,
vε = dε (a constant to be determined) on Γ˜ ε1 ,∫
Γ˜ ε1
∂vε
∂nL∗ ds = 0,
vε = 0 on Γ2,
where the optimal control Aε is given by Aε = − dεN . L∗ denotes the adjoint operator of L,
(C)
⎧⎨
⎩
Lu = 0 in Ω,
∂u
∂nL
= − v(0)
N
δΓ1(x) on Γ1,
u = 0 on Γ2,
(C′)
⎧⎨
⎩
L∗v = u(x,A0)− zd in Ω,
∂v
∂nL∗ = 0 on Γ1,
v = 0 on Γ2,
where the optimal control A0 is given by A0 = − v(0)N .
This paper is organized as follows. In Section 2, some preliminary results are proved; in
Section 3, we give the proof of the main result.
2. Some preliminary results
In this section, we give some preliminary results about the limit behaviour of solutions to
elliptic boundary value problems with equivalued surface.
Let
Vε =
{
v ∈ H 1(Ω) ∣∣ v|Γ2 = 0, v|Γ˜ ε1 = constant}. (2.1)
It is easy to verify that Vε is a closed subspace of H 1(Ω).
Lemma 2.1. (See [7, Theorem 3.1].) Under the hypotheses (1.2) and (H), as ε tends to zero, if
Aε → A0, then
uε(Aε) → u(A0) strongly in L2(Ω), (2.2)
where uε(Aε) = uε(x,Aε) is the solution of (Pε) subject to Aε , u(A0) = u(x,A0) is the solution
of (P ) subject to A0.
The following two problems will be considered:
(
P ′ε
)
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
L∗vε = ψε in Ω,
∂vε
∂nL∗ = 0 on Γ ε1 ,
vε = dε (a constant to be determined) on Γ˜ ε1 ,∫
Γ˜ ε1
∂vε
∂nL∗ ds = 0,
vε = 0 on Γ2,
and
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⎧⎨
⎩
L∗v = ψ in Ω,
∂v
∂nL∗ = 0 on Γ1,
v = 0 on Γ2.
Lemma 2.2. Under the hypotheses (1.2) and (H), as ε tends to zero, if
ψε → ψ weakly (or strongly) in L2(Ω), (2.3)
then
vε → v weakly (or strongly) in V. (2.4)
Proof. By the Lax–Milgram theorem, for any fixed ε > 0, problem (P ′ε) admits a unique weak
solution vε ∈ Vε , such that∫
Ω
N∑
i,j=1
aijDjwDivε dx =
∫
Ω
ψεw dx, ∀w ∈ Vε. (2.5)
Taking w = vε in (2.5), by (1.2), Young’s inequality, Sobolev imbedding theorem and Poincaré’s
inequality we get∫
Ω
|Dvε|2 dx  C‖ψε‖2L2(Ω), (2.6)
where C is a positive constant independent of ε.
Thus we can extract a subsequence of {vε} (still denoted by {vε}) and v ∈ V such that
vε → v weakly in V. (2.7)
For any given w ∈ V, by Lemma 2.2 in [7], there exists wε ∈ Vε such that as ε tends to zero,
wε → w strongly in V. (2.8)
Fixing ε0 > 0, for any ε with 0 < ε < ε0, Vε0 ⊂ Vε . Taking w = wε0 in (2.5), we have∫
Ω
N∑
i,j=1
aijDjwε0Divε dx =
∫
Ω
ψεwε0 dx. (2.9)
Let ε tend to zero in (2.9), if the sequence in (2.3) is weakly convergent, then∫
Ω
N∑
i,j=1
aijDjwε0Div dx =
∫
Ω
ψwε0 dx. (2.10)
Let ε0 tend to zero in (2.10), we get∫
Ω
N∑
i,j=1
aijDjwDiv dx =
∫
Ω
ψwdx, ∀w ∈ V. (2.11)
Thus v is the weak solution of (P ′).
If the sequence in (2.3) is strongly convergent, taking w = vε in (2.5) and let ε tend to zero,
we obtain
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Ω
N∑
i,j=1
aijDjvεDivε dx →
∫
Ω
ψv dx. (2.12)
Using v as a test function of (P ′), we have
∫
Ω
N∑
i,j=1
aijDjvDiv dx =
∫
Ω
ψv dx. (2.13)
From (2.12) and (2.13), we get
∫
Ω
N∑
i,j=1
aijDjvεDivε dx →
∫
Ω
N∑
i,j=1
aijDjvDiv dx. (2.14)
Thus (2.14) implies that
vε → v strongly in V. (2.15)
The proof of Lemma 2.2 is completed. 
Lemma 2.3. Let T A = u(x,A), TεA = uε(x,A), T ∗ψ = v(0,ψ), T ∗ε ψ = vε(0,ψ), where
u(x,A) and uε(x,A) are the solutions of (P ) and (Pε) subject to A, respectively, v(0,ψ) and
vε(0,ψ) are the functional values at the origin for the solutions v and vε to (P ′) and (P ′ε) subject
to ψ , respectively. Then T and Tε are two continuous linear operators from R to L2(Ω), T ∗ and
T ∗ε are two continuous linear operators from L2(Ω) to R.
Proof. Here we only prove that T is a continuous linear operator from R to L2(Ω). The rest are
similar to T .
If
Am → A as m → ∞, (2.16)
then
TAm → TA strongly in L2(Ω). (2.17)
In fact, using the solution v of (P ′) as a test function of (P ) subject to Am and A, respectively,
we get∫
Ω
u(x,Am)ψ dx = Amv(0) (2.18)
and ∫
Ω
u(x,A)ψ dx = Av(0). (2.19)
Let m → ∞ in (2.18), then∫ [
u(x,Am)− u(x,A)
]
ψ dx → 0. (2.20)Ω
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u(Am) → u(A) weakly in L2(Ω). (2.21)
Taking ψ = u(x,Am),u(x,A) in (P ′), respectively, due to the regularity theory of elliptic equa-
tions (see [11] or [12]), we can deduce that
vm(0) → v(0) as m → ∞. (2.22)
Taking ψ = u(x,Am), v(0) = vm(0) in (2.18) and ψ = u(x,A) in (2.19), we get∫
Ω
u2(x,Am)dx = Amvm(0) (2.23)
and ∫
Ω
u2(x,A)dx = Av(0). (2.24)
Let m → ∞ in (2.23), (2.22)–(2.24) yield∫
Ω
u2(x,Am)dx →
∫
Ω
u2(x,A)dx. (2.25)
Thus the proof of (2.17) is completed. 
3. Proof of the main result
In this section, we give the proof of Theorem 1.1.
Proof. The proof of Theorem 1.1 is divided into three steps.
Step 1. Existence of a unique optimal control:
For every ε > 0, let
π(A,B) = NAB +
∫
Ω
u(x,A)u(x,B)dx, (3.1)
L(A) =
∫
Ω
u(x,A)zd dx, (3.2)
πε(A,B) = NAB +
∫
Ω
uε(x,A)uε(x,B)dx (3.3)
and
Lε(A) =
∫
Ω
uε(x,A)zd dx. (3.4)
Then
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∫
Ω
z2d dx, (3.5)
Jε(A) = πε(A,A)− 2Lε(A)+
∫
Ω
z2d dx. (3.6)
Thus by Theorem 1.1 in [8], it is easy to prove (1.7) and (1.8).
Step 2. Optimality conditions:
For any given real numbers λ and B , we have
lim
λ→0
J (A0 + λB)− J (A0)
λ
= 2NA0B + lim
λ→0 2
∫
Ω
[
u(x,A0 + λB)− u(x,A0)
λ
](
u(x,A0)− zd
)
dx. (3.7)
Let z = u(x,A0+λB)−u(x,A0)
λ
, then z satisfies the following problem:
(
P ′1
) ⎧⎨⎩
Lz = 0 in Ω,
∂z
∂nL
= BδΓ1(x) on Γ1,
z = 0 on Γ2.
Taking ψ = u(x,A0)− zd in (P ′), using v as a test function of (P ′1), we can deduce that∫
Ω
(
u(x,A0)− zd
)
z dx = Bv(0). (3.8)
(3.7) yields
lim
λ→0
J (A0 + λB)− J (A0)
λ
= 2NA0B + 2
∫
Ω
(
u(x,A0)− zd
)
z dx. (3.9)
Since A0 is the minimal point of J (A), then we have
J ′(A0)B = 0. (3.10)
Namely
2NA0B + 2
∫
Ω
(
u(x,A0)− zd
)
z dx = 0. (3.11)
Hence it follows from (3.8) and (3.11) that
A0 = −v(0)
N
. (3.12)
Similar to the above proof, we can also get
Aε = −dε
N
. (3.13)
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In fact, if (ii) holds, it is easy to deduce that (iii) from Lemma 2.1. If (iii) holds, we can also
get (iv) by Lemma 2.2. Furthermore, (ii) and (v) are equivalent.
In the following, we will only prove (i) and (ii).
Since
0 Jε(Aε) = inf
A∈R Jε(A) Jε(0) =
∫
Ω
|zd |2 dx. (3.14)
Hence we can extract a subsequence (still be denoted by {Aε} and {u(x,Aε)}, respectively) such
that as ε → 0,
Aε → B, (3.15)
uε(Aε) → w weakly inL2(Ω). (3.16)
By Lemma 2.1 and (3.15), we obtain
uε(Aε) → u(B) strongly in L2(Ω). (3.17)
(3.16) and (3.17) yield
w = u(B). (3.18)
According to the lower semicontinuity of Jε , we get
lim inf
ε→0 Jε(Aε)NB
2 +
∫
Ω
∣∣u(x,B)− zd ∣∣2 dx  inf
A∈R J (A) = J (A0). (3.19)
Namely
lim inf
ε→0 Jε(Aε) J (A0). (3.20)
For every A,C ∈ R, p,q ∈ L2(Ω), let
F(A) = NA2, G(q) =
∫
Ω
|q − zd |2 dx (3.21)
and
F ∗(C) = C
2
4N
, G∗(p) =
∫
Ω
(
p2
4
+ pzd
)
dx. (3.22)
Applying Rockafellar’s duality theorem (see [10] or [9]), we have
J (A0) = inf
A∈R
[
F(A)+G(TA)]= − inf
ψ∈L2(Ω)
[
F ∗
(
T ∗ψ
)+G∗(−ψ)]
= − inf
ψ∈L2(Ω)
M(ψ)+C0, (3.23)
where T and T ∗ are defined in Lemma 2.3, M(ψ) = v2(0,ψ)4N +
∫
Ω
(
ψ
2 − zd)2 dx, C0 =
∫
Ω
z2d dx.
By Theorem 1.1 in [8], there is a unique ψ0 ∈ L2(Ω) such that
M(ψ0) = inf
2
M(ψ). (3.24)ψ∈L (Ω)
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J (A0) = −M(ψ0)+C0. (3.25)
Similarly, we can also get
Jε(Aε) = −Mε(ψε)+C0, (3.26)
where Mε(ψε) = v
2
ε (0,ψε)
4N +
∫
Ω
(
ψε
2 − zd)2 dx.
Similar to (3.20), we get
lim inf
ε→0 Mε(ψε)M(ψ0). (3.27)
From (3.25)–(3.27), it is easy to obtain
lim sup
ε→0
Jε(Aε) J (A0). (3.28)
Thus (i) can be proved by (3.20) and (3.28).
From (3.19)–(3.20), (3.28) and the uniqueness of the minimal point A0, we obtain B = A0.
Thus we get (ii). The proof of Theorem 1.1 is completed. 
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