In this paper we consider stochastic composite convex optimization problems with the objective function satisfying a stochastic bounded gradient condition, with or without a quadratic functional growth property. These models include the most well-known classes of objective functions analyzed in the literature: non-smooth Lipschitz functions and composition of a (potentially) nonsmooth function and a smooth function, with or without strong convexity. Based on the flexibility offered by our optimization model we consider several variants of stochastic first order methods, such as the stochastic proximal gradient and the stochastic proximal point algorithms. Usually, the convergence theory for these methods has been derived for simple stochastic optimization models satisfying restrictive assumptions, the rates are in general sublinear and hold only for specific decreasing stepsizes. In this paper we analyze the convergence rates of stochastic first order methods with constant or variable stepsize under general assumptions covering a large class of objective functions. For constant stepsize we show that these methods can achieve linear convergence rate up to a constant proportional to the stepsize and under some strong stochastic bounded gradient condition even pure linear convergence. Moreover, when a variable stepsize is chosen we derive sublinear convergence rates for these stochastic first order methods under the same assumptions on the optimization model. Finally, the stochastic gradient mapping and the Moreau smoothing mapping introduced in the present paper lead to simple and intuitive proofs. 1
1. Introduction. The randomness in most of the practical optimization applications led the stochastic optimization field to become an essential tool for many applied mathematics areas, such as machine learning and statistics [7] , distributed control and signal processing [10] , sensor networks [2] , etc. In particular, in statistics and machine learning applications the optimization algorithms involve numerical computation of parameters for a system designed to make decisions based on yet unseen data. The recent success of certain optimization methods for statistics and machine learning problems has motivated increasingly great efforts into developments of new numerical algorithms or into analyzing deeper the existing ones.
In this paper we analyze a popular class of algorithms for solving stochastic composite convex optimization problems, that is stochastic first order (SFO) methods [1, 5-7, 11, 12, 14, 19] . We assume that we have access to an unbiased estimate of the gradient or of the proximal operator of a certain function we wish to minimize, which is key to scale up optimization and to address streaming settings where data arrive in time. In these scenarios, SFO methods independently sample an unbiased estimate of the gradient or of the proximal operator and then take a step along this direction with a certain stepsize length. These schemes are typically the methods of choice in practice for many machine learning applications due to their cheap iteration and superior empirical performance. However, the theoretical convergence rates from the literature are usually sublinear and hold only for decreasing stepsizes. Moreover, the convergence theory treats separately smooth or non-smooth objective functions and covers usually unconstrained optimization models. On the other hand, in this paper we present a general framework for the analysis of stochastic first order methods for solving general composite optimization problems, expressed in terms of expectation operator. This framework is based on the assumption that the objective function satisfies a stochastic bounded gradient condition, with or without a quadratic functional growth property. These conditions include the most well-known classes of objective functions analyzed in the literature: non-smooth Lipschitz functions and composition of a (potentially) non-smooth function and a smooth function, with or without strong convexity. Based on this framework we derive a complete convergence analysis for these stochastic first order methods, that is stochastic proximal gradient and proximal point algorithms.
More specifically, a very popular approach for solving stochastic optimization problems, where the regularization function is the indicator function of some simple convex set, is the stochastic gradient descent (SGD) algorithm [5, 11, 12, 19] . In this paper we complement and extend the previous results for SGD to a wider class of stochastic composite optimization problems having more general assumptions and to more general stochastic first order methods. In particular, we extend the convergence analysis of this well-known method to composite optimization problems having a smooth or non-smooth term and a general regularization term that leads to the stochastic proximal gradient method (SPG). Other results related to the convergence behavior of SPG can be found in [1, 6, 17] . Furthermore, despite the fact that the computational performance of SPG may be good under certain circumstances, there is recent evidence of its instability for unappropriate parameters choice [7] . To avoid this behavior of SPG scheme, we also analyze the convergence behavior of stochastic proximal point (SPP) algorithm. Papers on SPP related to our work are e.g. [14, 18, 20] . We show that these methods can achieve linear convergence rate up to a constant proportional to the stepsize and under some strong stochastic bounded gradient condition even pure linear convergence. We also prove that the strong stochastic bounded gradient condition is not only sufficient but also necessary for obtaining linear convergence. Moreover, when variable stepsize is chosen we derive sublinear convergence rates for these stochastic first order methods. Finally, the stochastic gradient mapping and the Moreau smoothing mapping introduced in the present paper lead to more elegant and intuitive proofs.
1.1. Problem formulation. Let f, g : R m × Ω →R be two proper convex functions in the first argument, where Ω is endowed with a probability distribution P. Then, we consider the following general composite stochastic optimization problem:
where the two functions have stochastic representations in the form of expectation,
We assume that the expectation taken with respect to the random variable ξ ∈ Ω is finite for all x ∈ R m . Hence we consider a flexible splitting of our stochastic objective function F (x) = E [F (x, ξ)] in composite form as a sum of two terms:
In this paper we assume f (·, ξ) either differentiable or nondifferentiable function and we use, with some abuse of notation, the same notation for the gradient or subgradient of f (·, ξ) at x, that is ∇f (x, ξ) ∈ ∂f (x, ξ), where ∂f (x, ξ) is either a singleton or a nonempty convex set. The other term, g(x, ξ), we assume to be simple and its structure is known. We usually refer to g as the regularizer and use the same notation as before ∇g(x, ξ) ∈ ∂g(x, ξ) for a (sub)gradient of g(x, ξ) at x. We also assume in the sequel that we have access to either an unbiased stochastic estimates of the (sub)gradients of function f , i.e.:
or to stochastic estimates of the proximal operator of f , i.e.:
We refer to prox γf (·,ξ) (x) as the proximal operator of the function f (·, ξ) at x with stepsize γ. We always assume to have access to stochastic estimates of the proximal operator of g:
These are key assumptions in our stochastic optimization to scale up the numerical algorithms. Template (1.1) covers many applications in machine learning, statistics, signal processing, control, by appropriately choosing the objective functions f and g.
Below we provide several examples:
Best approximation problem. Given a (in)finite set of indices Ω, a point z and the family of closed convex sets (C ξ ) ξ∈Ω , then we consider the following optimization problem (also known as the best approximation problem in norm · p , with p ≥ 1):
Under some regularity condition, see [9] , the previous optimization problem can reformulated as a nonsmooth stochastic optimization problem:
or approximately, for a sufficiently large β > 0, as a smooth stochastic optimization problem using Moreau smoothing:
In this case f (x, ξ) is either the indicator function 1 C ξ (x) or the distance squared function 1/2β x − Π C ξ (x) 2 of the set C ξ and g(x, ξ) ≡ g(x) = x − z p . Here, Π C ξ (x) denotes the projection of x onto the set C ξ .
Machine learning and statistics. Another example is the classification problem with some loss function ℓ:
where (y 1 , z 1 ), · · · , (y N , z N ) are observations and class labels data and g is a given regularizer, such as the square ℓ 2 or ℓ 1 norm. We usually either use a non-smooth loss function such as absolute loss f (x, ξ) = ℓ(z T ξ x, y ξ ) = |y ξ − z T ξ x| or smooth loss function such as logistic loss f (
Multistage stochastic programming. Finally, we consider an example where we search for a non-anticipative policy u restricted by the feasibility setsK t (ξ), that minimizes an expected total costf spanning the decision stages indexed by t and determined by the scenarioξ and the decision u(ξ):
Here we used a general notation which hides the possible decomposition of the functioñ f among the different decision stages. A finite-dimensional approximation of the previous problem is obtained by considering a finite number N of outcomes which yields a formulation on a scenario tree:
where, under appropriate conditions on the setK, the set K is a convex cone. The dual of this separable optimization problem becomes:
where f (·, ξ) is the Fenchel conjugate off (·, ξ) and g K is the support function of K.
Main assumptions.
Let us denote by X * the optimal set of the convex problem (1.1) and for any x ∈ R m we denote its projection onto X * by x, that is x = Π X * (x). In this paper we consider additionally the following assumptions: Assumption 1.1. The stochastic (sub)gradients of F satisfy a stochastic bounded gradient condition restricted on any segment [x, x] , that is there exist nonnegative constants L ≥ 0 and B ≥ 0 such that:
The function F satisfies a quadratic functional growth condition restricted on any segment [x, x], that is there exists µ ≥ 0 such that:
Note that none of the conditions (1.5) and/or (1.6) implies convexity of the function F . When B = 0 we refer to (1.5) as the strong stochastic bounded gradient condition. Note that the strong stochastic bounded gradient condition has been proposed in [9] for proving linear convergence of stochastic gradient for solving convex feasibility problems. In this paper we generalize the strong stochastic bounded gradient condition from [9] by adding a positive constant B in order to cover the most well-known classes of objective functions analyzed in the literature: non-smooth Lipschitz functions, and composition of a (potentially) non-smooth function and a smooth function. A similar stochastic bounded gradient condition of the form (1.5) has been also considered in [4] in the context of non-smooth optimization. Further, the quadratic functional growth condition (1.6) has been also considered in [8] for deterministic optimization, where it was proved that the class of smooth functions satisfying the above quadratic functional growth is the largest one for which gradient method is converging linearly. We now present several classes of functions satisfying Assumptions 1.1 and 1.2. First note that the stochastic bounded gradient condition (1.5) (i.e. Assumption 1.1) is very general and covers a large class of functionals, such as Lipschitz functions or functions having Lipschitz continuous gradients.
Example 1 [Non-smooth (Lipschitz) functions satisfy Assumption 1.1]: Assume that the functions f (·, ξ) and g(·, ξ) have bounded (sub)gradients:
Then, obviously Assumption 1.1 holds with:
Lipschitz gradient) functions satisfy Assumption 1.1]: Condition (1.5) contains the class of functions formed as a sum of two terms, one having Lipschitz continuous gradient and the other having bounded subgradients. Indeed, let us assume that f (·, ξ) has Lipschitz continuous gradient, i.e. there exists L(ξ) > 0 such that:
Then, using standard arguments we have [13] :
Assuming that L(ξ) ≤ L f for all ξ ∈ Ω and g(·, ξ) convex, then adding g(x, ξ) − g(x, ξ) ≥ ∇g(x, ξ), x −x in the previous inequality, where ∇g(x, ξ) ∈ ∂g(x, ξ), and then taking expectation w.r.t. ξ, we get:
where we used that ∇f (x, ξ) and ∇g(x, ξ) are unbiased stochastic estimates of the (sub)gradients of f and g and consequently
Using the optimality conditions for problem (1.1) inx, i.e. 0 ∈ ∂F (x), we get:
Therefore, for any ∇g(x, ξ) ∈ ∂g(x, ξ) we have:
Assuming now that the regularization function g(x, ξ) has bounded subgradients, i.e. ∇g(x, ξ) ≤ B g , then we get that the stochastic bounded gradient condition (1.5) holds with:
). Further, the quadratic functional growth condition (1.6) is a relaxation of strong convexity notion, see [8] for a more detailed discussion. Many practical problems satisfy this quadratic functional growth condition, the most relevant one is given next.
Example 3 [Composition between a strongly convex function and a linear map satisfy
wheref is a strongly convex function with constant σ f > 0, A is a matrix of appropriate dimension and g is a polyhedral function. Since g has a polyhedral epigraph, then the optimization problem (1.1) can be equivalently written as:
for some appropriate matrix C and vectors c and d of appropriate dimensions. In conclusion, this reformulation leads to the following extended optimization problem:
It can be easily seen that
is an optimal point of this extended optimization problem if x * is optimal for the original problem and g(x * ) = ζ * . Moreover, we haveF * = F * . Following a standard argument, as e.g. in [8] , there exist b * and s * such that the optimal set of the extended optimization problem is given by:
Further, sincef is strongly convex function with constant σ f > 0, it follows from [8] [Theorem 10] that for any M > 0 on any sublevel set defined in terms of M the functionF satisfies a quadratic functional growth condition of the form:
where µ(M ) is given by:
withx * ∈X * and θ is the Hoffman bound for the optimal polyhedral setX * . Now, setting ζ = g(x) in the previous inequality, we get:
In conclusion, the objective function F satisfies the quadratic functional growth condition (1.6) on any sublevel set, that is for any M > 0 there exists µ(M ) > 0 defined above such that:
Clearly, any strongly convex function F satisfies (1.6) (see e.g. [13] ).
1.3. Preliminaries. The following results are also useful in the sequel for proving sublinear convergence rates for the stochastic first order methods that we analyze in this paper. They are simple adaptations of some standard recurrences for t ≥ 0 to t ≥ t 0 , for some finite index t 0 , see e.g. [7, 11, 14, 16, 17] . Lemma 1.3. [11, 14, 16] If there exist constants c, d > 0 and finite index t 0 ≥ 0 such that the nonnegative sequence r t has r t0 finite and satisfies:
then r t can be bounded as:
Lemma 1.4. [11, 16] If there exists d > 0 and the finite index t 0 ≥ 0 such that the nonnegative sequence r t has r t0 finite and satisfies:
2. Stochastic proximal gradient (SPG) method. Our general composite stochastic optimization problem (1.1) is flexible, allowing us to deal with objective functions having specific structures. In this section we consider composite objective functions formed as a sum of two convex terms: first term, f (·, ξ), is given by a black-box (sub)gradient oracle and consequently we have access to unbiased stochastic estimates of the (sub)gradients of f in the sense that E[∇f (x, ξ)] ∈ ∂f (x), and second term, g(·, ξ), admits an easily computable proximal mapping. Regularizers g(·, ξ) that admit closed form solution of the prox operator is e.g. Lasso type λ x 1 or elastic net λ 1 x 2 + λ 2 x 1 for which the prox can be computed via a soft-thresholding function. For solving this general composite problem we consider the stochastic proximal gradient (SPG) algorithm:
where (γ t ) t∈N is a strictly positive sequence of stepsizes. Note that when g(·, ξ) is the indicator function of a simple non-empty closed convex set C ξ , that is g(x, ξ) = 1 C ξ (x), then the previous SPG algorithm becomes a stochastic projected (sub)gradient descent method [5, 11, 12] :
Let us define the stochastic gradient mapping (for simplicity we omit its dependence on stepsize γ):
Necoara
Then, it follows immediately that the previous stochastic proximal gradient iteration can be written as:
Moreover, from optimality condition of prox operator there exists ∇g(x t+1 , ξ t ) ∈ ∂g(x t+1 , ξ t ) such that:
The next theorem provides a descent property for the SPG iteration and for the proof we use as main tool stochastic gradient mapping G(·). Theorem 2.2. Let f and g be convex functions such that g admits an easily computable proximal operator. Additionally, assume that the stochastic bounded gradient condition given in Assumption 1.1 holds. Then, for any t ≥ 0 and any stepsize γ t > 0, we have the following recursive inequality for the SPG iteration:
Proof. From the definition of the stochastic proximal gradient iteration we have:
Now, we refine the second term. First, from convexity of f we have:
Then, from convexity of g and the definition of stochastic gradient mapping, we have:
Replacing the previous two inequalities in (2. 3), we obtain:
It follows from the basic property of conditional expectation that:
Further, making use of the stochastic bounded gradient condition given in Assumption 1.1 in the previous relation we get:
which, omitting the dependence of expectation of ξ [t] , proves the statement of the theorem.
2.1. Convergence rates for SPG. Let us denote
From Theorem 2.2, we can derive various convergence rates for SPG depending on the values taken by the constants B, L and µ and also depending on the choice of the stepsize: constant or variable. Our convergence results recover, complement or extend the previous convergence rates for SGD to more general functions f (·, ξ) and g(·, ξ). For the simple convex case (i.e. µ = 0) and constant stepsize we get the following convergence result (we consider the convention 2/0 = ∞): Theorem 2.3 (Sublinear convergence with constant stepsize). Let assumptions of Theorem 2.2 hold. Additionally, we assume constant stepsizes γ t ≡ γ ∈ (0, 2/L). Then, we get the following relation for the average of iteratesx t = 1 t t−1 j=0 x j of SPG in the expected value function gap:
Consequently, let T the number of iterations of SPG be fixed such that
Otherwise, if B = 0 and γ t ≡ γ ∈ (0, 2/L), then we obtain O(1/T )convergence rate:
Proof. Adding the inequality (2.2) from j = 0 to j = t − 1 for γ t = γ, we get:
Using now the Jensen inequality for the convex function F and γ ∈ (0, 2/L), we get:
5)
which leads immediately to our first statement. Fixing the number of iteration T and minimizing the right hand side in (2.4) w.r.t. γ we obtain the best stepsize of the form O(1/ √ T ) and the corresponding convergence rate O(1/ √ T ). However, the resulting expressions are cumbersome. On the other hand, if T B 2 > R 2 0 L 2 and consider the stepsize γ = R 0 / √ T B 2 we get a simpler expression for the convergence rate. Indeed, for these choices we have that 2 − γL ≥ 1 and using this in the inequality (2.5), we obtain:
The convergence rate O(1/T ) for the case B = 0 follows immediately from (2.5). Theorem 2.4 (Sublinear convergence with variable stepsize). Let assumptions of Theorem 2.2 hold. Additionally, we assume L > 0, variable stepsize γ t = γ 0 / √ t with γ 0 = 1/L and the distance of the iterates to the optimal set is bounded, i.e. E x t − x t 2 ≤ R 2 for all t ≥ 0. Then, we get the following convergence rate for the
x j of SPG in the expected value function gap:
or equivalently
Summing up from j = 0 to T − 1 and using that γ t is a nonincreasing sequence, we have:
Using now the Jensen's inequality we get:
which proves our statement. If we assume additionally some quadratic functional growth condition (i.e. µ > 0) and run SPG with constant stepsize, the next theorem proves that we can achieve linear convergence to a noise dominated region proportional to the stepsize and in some cases even pure linear convergence provided that B = 0. Theorem 2.5 (Sufficient conditions for linear convergence of SPG). Let assumptions of Theorem 2.2 hold. Additionally, we assume that the quadratic functional growth condition from Assumption 1.2 holds and we choose constant stepsize γ t = γ ∈ (0, 2/L). Then, we get the following upper bounds for the square distance of the SPG iterates to the solution set:
Moreover, if the condition µ < 4L holds or the constant stepsize satisfies γ < min (2/L, 2/µ), then |1 − µγ + µLγ 2 2 | < 1 and therefore we get linear converge to a noise dominated region with radius proportional to the square of the stepsize γ:
Consequently, if B = 0, then we get pure linear convergence:
Proof. From (2.2) and Assumption 1.2 it follows that:
provided that γ t ≤ 2/L. In conclusion, we obtain the following recursive relation:
For constant stepsize γ t = γ < 2/L it follows that 1 − µγ + µLγ 2 /2 < 1. Then, combining the previous inequality (2.8) with condition 1 − µγ + µLγ 2 /2 > −1, we get:
where in the second inequality we used that t−1 j=0 c j ≤ ∞ j=0 c j = 1 1−c for any |c| < 1. Otherwise, if 1 − µγ + µLγ 2 /2 ≤ −1, then from (2.8) it follows that:
Moreover, if µ < 4L, then the relation 1 − µγ + µLγ 2 /2 > −1 always holds, regardless of the value of γ. Thus, if µ < 4L and the constant stepsize is chosen such γ < 2 L , then |1 − µγ + µLγ 2 | < 1. Similarly, if the constant stepsize satisfies γ < min(2/L, 2/µ), then again we have 0 < 1 − µγ + µLγ 2 < 1. Therefore, these two previous conditions guarantee linear convergence to a noise dominated region whose radius is proportional to the square of the stepsize γ. Finally, the inequality (2.8) with B = 0 and |1 − µγ + µLγ 2 | < 1 proves linear convergence for E x t − x t 2 . Remark 2.6. Note that if f is strongly convex and with Lipschitz continuous gradient, then the condition µ < 4L holds. Indeed, assume that the µ strongly convex function f (·, ξ) has L f Lipschitz continuous gradient and the regularization function g has bounded subgradients. Then, we have:
where x * is the unique solution of (1.1). In this case it follows that:
Now, since f is strongly convex, it follows that F (x)−F * ≥ µ 2 x−x * 2 , which inserted in the previous inequality, yields:
Squaring the fist and the last term in the previous relation and then taking expectation we get that the stochastic bounded gradient condition (1.5) holds with:
since we always have the relation L f ≥ µ between the Lipschitz and strong convexity constants of a convex function.
Next theorem derives also necessary conditions to achieve linear convergence for SPG with constant stepsize. Paper [8] proves that the class of objective functions having Lipschitz continous gradient and satisfying a quadratic functional growth is the largest one for which deterministic gradient method is converging linearly. Using a similar reasoning as in [8] , we expect additional conditions for linear convergence of SPG as described in the next result. Theorem 2.7 (Necessary conditions for linear convergence of SPG). Assume that g ≡ 0 and f satisfies a quadratic functional growth condition (Assumption 1.2) and has Lipschitz continuous gradient. Assume further that there exists q < 1 such that the SPG iterates with constant stepsize γ > 0 converge linearly, i.e. E ξt [ x t+1 −x t+1 2 ] ≤ q x t − x t 2 for all t ≥ 0, and the stochastic process (x t ) t≥0 of SPG yields the same projection onto the optimal set, i.e. x t = x 0 for all t ≥ 0. Then, the stochastic bounded gradient condition from Assumption (1.1) holds with B ≡ 0, or equivalently, all the partial functions f (·, ξ) must have the same minimizer.
Proof. Note that for g = 0 the SPG iterates coincide with the SGD updates: x t+1 = x t − γ∇f (x t , ξ t ). Then, using that the stochastic process (x t ) t≥0 produces the same projection onto the optimal set, i.e. x t = x 0 for all t ≥ 0, we get:
Taking expectation with respect to ξ t and using
and the quadratic functional growth condition (1.6), we obtain:
On the other hand, if f (·, ξ) has L f Lipschitz continuous gradient, then we have:
where in the last inequality we used the quadratic functional growth condition (1.6).
Taking now expectation with respect to ξ, we obtain:
Combining (2.9) and (2.10), it follows that B = 2E ξ [ ∇f (x 0 , ξ) 2 ] = 0. This shows that if SPG iterates converge linearly on the class of objective functions having Lipschitz continuous gradient and satisfying a quadratic functional growth, then the partial functions f (·, ξ) must have the same minimizer, i.e. ∇f (x 0 , ξ) = 0 alsmost surely. In the next theorem we show that SPG based on a hybrid strategy consisting of using constant stepsize γ = 1/L at the beginning and then at some well-defined iteration switching to a variable stepsize γ = O(1/t) has a sublinear convergent behavior of order O(1/t).
Theorem 2.8 (Sublinear convergence with constant-variable stepsize). Let Assumptions 1.1 and Assumption 1.2 hold, and choose variable stepsize γ t = min 1 L , c (t+1) , for some fixed c > 0. Set d = c 2 B 2 and t 0 = ⌊cL⌋. Then, we get the following sublinear convergence rate for the square distance of the SPG iterates to the solution set:
Proof. Since for t ≤ t 0 the stepsize is γ t = 1/L, it follows from Theorem 2.5 that
2 ] is bounded for example by:
Moreover, for our hybrid choice of the stepsizes γ t = min 1 L , c (t+1)
we always have 2 − γ t L ≥ 1 and consequently combining (2.2) with Assumption 1.2 it follows that:
Therefore, using Lemma 1.3 we get our statements.
From previous theorem we observe that the best convergence rate O(1/t) is obtained when the constant c is proportional to the inverse of the strong convexity constant µ, and thus the switching time t 0 has to be about two times the condition number L/µ of the optimization problem (1.1), i.e.:
Remark 2.9. The previous convergence results can be easily extended to a more general and robust variable stepsize of the form:
for some fixed c > 0 and α ∈ (0, 1). In this case we can easily adapt the proofs from e.g. [7, 14] for the recurrence:
For this choice of the stepsize we will obtain sublinear convergence rate of order O(1/t α ) for the square distance of the SPG iterates to the solution set. We omit these details here and refer to [7, 14] .
Stochastic gradient descent revisited.
Note that our framework based on stochastic gradient mapping allows us to generalize the existing results [11, 19] for stochastic gradient descent (SGD), i.e. when g is the indicator function of a simple convex set C, to the general case of stochastic proximal gradient (SPG) that is able to deal with any convex family of functions g(·, ξ) that admit a tractable proximal operator. In particular, when considering the stochastic optimization problem min x∈C E [f (x, ξ)], we recover the basic results for the SGD algorithm:
More precisely, it follows that the conclusions of Theorems 2.2, 2.3 and 2.4 are still valid provided that Assumption 1.1 is replaced with:
Moreover, Theorems 2.5 and 2.7 hold, when Assumption 1.2 is replaced with:
In particular, from Theorem 2.5 under the conditions (2.11) with B = 0 and (2.12) we get linear convergence for SGD. Note that our stochastic bounded gradient condition (2.11) with B = 0 might be more general than the one imposed in [19] for SGD to obtain linear convergence. More precisely, in [19] the authors consider C = R n and the function f being strongly convex and with Lipschitz gradient. Besides these assumptions they also impose a strong growth condition of the form:
for some L sg > 0. Clearly, if the strong growth condition holds and f has gradient Lipschitz with constant L f , then (2.11) also holds with B = 0, since for the unconstrained case, the requirement that f has gradient Lipschitz leads to:
Note that the conditions (2.11) with B = 0 and (2.12) are satisfied in some applications. For example, consider the problem of finding a point in the (in)finite intersection of a family of simple closed convex sets:
Assume that linear regularity holds for the sets (C ξ ) ξ∈Ω , i.e. there exists finite constant κ > 0 such that:
Typical examples of sets satisfying linear regularity are polyhedra sets or convex sets with nonempty interior [9] . For example, when solving linear systems Ax = b we can take C ξ = {x : a T ξ x = b ξ }, where a ξ is the ξth row of matrix A ∈ R m×n . In this case, κ = m/λ nz min (A T A), provided that we consider a uniform probability distribution on Ω = {1, · · · , m}, where λ nz min (A T A) denotes the smallest nonzero eigenvalue of A T A. Then, under linear regularity the convex feasibility problem can be equivalently written as a stochastic optimization problem, see [9] :
Then, if C = ∅, it follows immediately that f (x) = E [f (x, ξ)] satisfies condition (2.11) with L = 2 and B = 0, since the following relations hold:
2f (x) = E ∇f (x, ξ) 2 and f (x) = 0.
Moreover, it is easy to see that the linear regularity (2.13) can be written equivalently as condition (2.12) with µ = κ. In conclusion, from the results of the previous section we have that the SPG, which in this case becomes SGD or equivalently the well known stochastic alternating projection algorithm:
converges linearly. Note that for linear systems Ax = b the previous alternating projection scheme with γ t = 1 becomes Kaczmarz algorithm. Similar linear convergence rates for the alternating projection has been derived in [9] and those results were the main motivation for this paper, that is extending the linear rates for stochastic alternating projection to more general stochastic problems and algorithms.
3. Stochastic proximal point method. Flexibility in the general optimization problem (1.1) allow us to also consider simple proximal convex functions f (·, ξ) and g(·, ξ). In this case it is much better to use the entire function than just the gradient. Typical examples of functions f (·, ξ) that admit easily computable prox operators are e.g. the quadratic function (z T ξ x−y ξ ) 2 or hinge loss max(0, 1−y ξ z T ξ x) whose prox can be computed in closed form in O(n) operations, or logistic function log(1 + e −y ξ z T ξ x ) whose prox operator does not have closed form expression, but it can be computed very efficiently using Newton iteration on a univariate optimization problem. Therefore, we also present an algorithm, which we call stochastic proximal point (SPP), where at each iteration we first compute the proximal mapping with respect to the given function f (·, ξ) to the previous iterate and then we perform the same strategy for the regularization function g(·, ξ). More precisely, for solving the general composite problem (1.1) we consider the following SPP algorithm: Algorithm 3.1. Let (ξ t ) t∈N be an i.i.d sequence, and x 0 ∈ R m . Iterate:
where (γ t ) t∈N is a strictly positive sequence of stepsizes.
Note that SPG can be viewed as SPP method applied to the linearization of f (z; ξ) in x, that is to the linear function:
Of course, when f has an easily computable proximal operator, it is natural to use f instead of its linearization ℓ f . Let us first derive some basic property for the prox operator. We first recall that any strongly convex function h with convexity constant σ h and having the optimal point x * satisfies the following inequality [13] :
Since for any convex function h and fixed point x, the Moreau smoothing function h γ (y; x) = h(y) + 1 2γ y − x 2 is strongly convex in the first argument y with strong convexity constant 1/γ, the following holds for all x, y ∈ R n :
The next theorem provides a descent property for the SPP iteration and its proof is based on the previous Moreau smoothing condition. Theorem 3.2. Let f (·, ξ) and g(·, ξ) be convex functions that admit easily computable proximal operators. Additionally, assume that the stochastic bounded gradient condition from Assumption 1.1 holds and g(·, ξ) have bounded (sub)gradients, that is there exists B g > 0 such that ∇g(x, ξ) ≤ B g for all x and ξ. Then, for any stepsize γ t > 0 we have the following recursive inequality for the SPP iteration:
Proof. Using (3.2) for the function h = f (·, ξ t ) with y = x t and x = x t we get:
Using again (3.2) for the function h = g(·, ξ t ) with y = x t and x = x t+1/2 we get:
Adding the previous two inequalities and using the convexity of f (·, ξ t ) and g(·, ξ t ), we get:
where in the last inequality we used that α, z + 1 2γ z 2 ≥ − γ 2 α 2 for all z. Taking now the expectation and using that x t+1 − x t 2 ≥ x t+1 − x t+1 2 we get:
Further, using the stochastic bounded gradient condition (1.5), we get the statement of the theorem.
3.1. Convergence rates for SPP. From Theorem 3.2, we can derive various convergence rates for SPP depending on the values taken by the constants B, B g , L and µ, and the choice of the stepsize: constant or variable. For the convex case (µ = 0) and constant stepsize we have the following sublinear convergence rate result: Theorem 3.3 (Sublinear convergence with constant stepsize). Let the assumptions of Theorem 3.2 hold. Further, consider constant stepsizes γ t = γ ∈ (0, 2/L). Then, we get the following relation for the average of iteratesx t = 1 t t−1 j=0 x j of SPP in the expected value function gap:
Consequently, let T the number of iterations of SPP be fixed such that
, then we obtain O(1/ √ T ) convergence rate:
Otherwise, if B 2 + B 2 g = 0 and γ t = γ ∈ (0, 2/L), then we obtain O(1/T ) convergence rate:
Proof. Adding the inequality (3.3) from j = 0 to j = t − 1 for γ t = γ and making use of the boundedness of the subgradients of g, we get:
Using now the Jensen inequality for the convex function F , we obtain: (3.5) which leads immediately to our first statement. Fixing the number of iteration T and minimizing the right hand side in (3.4) w.r.t. γ we obtain the best stepsize of the form O(1/ √ T ) and the corresponding convergence rate O(1/ √ T ). However, the resulting expressions are cumbersome. On the other hand, if T (B 2 + B 2 g ) > R 2 0 L 2 and consider the stepsize γ = R 0 / T (B 2 + B 2 g ) we get a simpler expression for the convergence rate. Indeed, for these choices we have that 2 − γL ≥ 1 and using this in the inequality (3.5), we obtain:
The convergence rate O(1/T ) for B = B g = 0 follows immediately from (3.4) . Following a similar reasoning as in Theorem 2.4 we obtain the following convergence result for SPP with a diminishing stepsize. Hence, we omit the proof.
Theorem 3.4 (Sublinear convergence with variable stepsize). Let assumptions of Theorem 3.2 hold. Additionally, we assume L > 0, variable stepsize γ t = γ 0 / √ t with γ 0 = 1/L and the distance of the iterates to the optimal set is bounded, i.e. E x t − x t 2 ≤ R 2 for all t ≥ 0. Then, we get the following convergence rate for the average of iteratesx t = 1 t t−1 j=0 x j of SPP in the expected value function gap:
If additionally, the objective function satisfies the quadratic functional growth condition (1.6), then we can strengthen the previous convergence result. The proof follows similar steps as in Theorem 2.5 and thus we omit it. Theorem 3.5 (Sufficient conditions for linear convergence of SPP). Let assumptions of Theorem 3.2 hold. Additionally, let us assume that the quadratic functional growth condition from Assumption 1.2 holds and choose constant stepsize γ t = γ ∈ 0, 2 L . Then, we get the following upper bounds for the square distance of the SPP iterates to the solution set:
Moreover, if the condition µ < 4L holds or the constant stepsize satisfies γ < min (2/L, 2/µ), then |1 − µγ + µLγ 2 2 | < 1 and therefore we get linear converge to a noise dominated region proportional to the square of the stepsize γ:
Consequently, if B = 0 and B g = 0, we get pure linear convergence for the expected quadratic distance of the iterates to the optimal set:
Next theorem derives also necessary conditions to achieve linear convergence for SPP with constant stepsize. Theorem 3.6 (Necessary conditions for linear convergence of SPP). Assume that g ≡ 0 and f satisfies a quadratic functional growth condition (Assumption 1.2) and has Lipschitz continuous gradient. Assume further that there exists q < 1 such that the SPP iterates with constant stepsize γ > 0 converge linearly, i.e.
2 for all t ≥ 0, and the stochastic process (x t ) t≥0 of SPP yields the same projection onto the optimal set, i.e. x t = x 0 for all t ≥ 0. Then, the stochastic bounded gradient condition from Assumption (1.1) holds with B ≡ 0, or equivalently, all the partial functions f (·, ξ) must have the same minimizer.
Proof. By the definition of the proximity operator, we have:
Therefore, from the L f Lipschitz continuity of ∇f (·, ξ), we get
Now, taking expectation on the both sides of above inequality, using that the stochastic process (x t ) t≥0 produces the same projection onto the optimal set, i.e. x t = x 0 for all t ≥ 0, and E ξt [ x t+1 −x t+1 2 ] ≤ q x t −x t , we get:
where in the last inequality we used the quadratic functional growth condition of f . On the other hand, if f (·, ξ) has L f Lipschitz continuous gradient, then we have:
Combining (3.7) and (3.8) , it follows that B = 2E ξ [ ∇f (x 0 , ξ) 2 ] = 0. This shows that if SPP iterates converge linearly on the class of objective functions having Lipschitz continuous gradient and satisfying a quadratic functional growth, then the partial functions f (·, ξ) must have the same minimizer, i.e. ∇f (x 0 , ξ) = 0 almost surely. In the next theorem we show that SPP based on a hybrid strategy, where we use a constant stepsize γ = 1/L at the beginning and then at some well-defined iteration we switch to a variable stepsize γ = O(1/t) has a sublinear convergent behavior of order O(1/t). The proof follows a similar reasoning as in Theorem 2.8 and thus we omit it.
Theorem 3.7 (Sublinear convergence with constant-variable stepsize). Let Assumptions 1.1 and 1.2 hold, and choose variable stepsize γ t = min 1 L , c t+1 , for some fixed c > 0. Set d = c 2 (B 2 + B 2 g ) and t 0 = ⌊cL⌋. Then, we get the following sublinear convergence rate for the square distance of the SPP iterates to the solution set:
Remark 3.8. As for SPG, the same conclusion can be drawn for SPP, specifically, the best convergence rate O(1/t) is obtained for SPP when the constant c is proportional to the inverse of the strong convexity constant µ, and thus the switching time t 0 has to be about two times the condition number L/µ of the optimization problem (1.1), i.e.:
c ≈ 2 µ and t 0 ≈ 2 L µ .
Moreover, the previous convergence results for SPP can be easily extended to a more general and robust variable stepsize of the form:
for some fixed c > 0 and α ∈ (0, 1). For this choice of the stepsize we will obtain convergence rates for SPP of order O(1/t α ). We omit these details here and refer to [7, 14] for a proof.
4. Restarted stochastic first order methods. From previous sections we observe that linear convergence can be achieved by stochastic first order methods (SPG and SPP) provided that B = 0 in Assumption 1.1 and Assumption 1.2. However, this condition restricts the class of functions for which we can achieve linear convergence for SPG and SPP. In this section we propose a restarting variant of SPG and SPP and prove that this new method can achieve linear convergence for class of functions for which B = 0. This restarting variant consists of running the SPG/SPP algorithm (as a routine) for multiple times (epochs) and restarting it each time after a certain number of iterations. In each epoch t, the SPG/SPP scheme runs for an estimated number of iterations K t . More explicitly, the restarted stochastic first order (R-SFO) scheme has the following iteration:
Algorithm 4.1. Let x 0,0 ∈ dom F . For t ≥ 1 compute stepsize γ t and number of iterations K t . Iterate SPG/SPP algorithm for K t iterations with constant stepsize γ t and starting from x Kt−1,t−1 . Set x Kt,t the corresponding average of iterates.
In the next theorem we derive the convergence rate of this restarted scheme. and that F satisfies a ν functional growth condition on any segment [x,x]:
Also let γ 0 > 0, B 2 = B 2 + B 2 g and {x Kt,t } t≥0 be generated by R-SFO method with stepsize γ t = ǫt−1 2B 2 and K t =
, where ǫ t = ǫt−1 2 and ǫ 0 ≥ F (x 0,0 ) − F * . If, for a given accuracy ǫ > 0, we perform the following number of epochs T = log ǫ0 ǫ , then after a total number of iterations of the SPG/SPP schemes that is bounded by:
Proof. For any t ≥ 1, consider the tth epoch of the R-SFO method. Let the sequence {ǫ t } t≥0 , with ǫ 0 ≥ F (x 0,0 ) − F * , satisfy: Also consider the constant stepsize γ t = ǫt−1 2B 2 and perform K t ≥ 4B 2 µ 2/ν ǫ 2−2/ν t−1 number of inner iterations of SPG/SPP. Since (4.1) holds, then we can use Theorems 2.3 and 3.3 to conclude that:
which confirms the induction. By taking into account that we require T = ⌈log(ǫ 0 /ǫ)⌉ epochs, then we can bound the total number of SPG/SPP iterations as:
which leads to our statement. Notice that relation (4.2) for ν = 1 becomes the so-called sharp minima condition [16] .
The previous theorem shows that we can still achieve linear convergence for SPG/SPP schemes, even when the condition B = 0 does not hold, provided that the function has a sharp minimum. We only need to implement a restarting variant of these schemes which allows us to obtain linear convergence for the class of functions with bounded
