Set Up
Consider the 2(n + m + 1)-dimensional phase space
where R ⊂ R, I ⊂ R n , 0 ∈ Ξ ⊂ R are open, connected and bounded, while B 2m δ denotes the ball of radius δ in R 2m centered at 0 ∈ R 2m . Le P be equipped with set of canonical coordinates (r, I, x, ϕ, p, q) ∈ P with respect to the standard two-form Ω = dr ∧ dx + dI ∧ dϕ + dp ∧ dq = dr ∧ dx +
dpj ∧ dqj and consider, on P, a Hamiltonian of the form H(r, I, p, x, ϕ, q) = H0(r, I, J(p, q)) + f (r, I, p, x, ϕ, q)
where J(p, q) = (p1q1, · · · , pmqm) .
Note that we are not assuming that f is periodic in x. 
where ωr,I,J := ∂r,I,Jh(r, I, J)
We consider the problem of the continuation of such motions to the full system (1).
The problem may be regarded as a generalization of problems that have been widely investigated in the framework of kam and Nekhorossev theory.
In fact, if H0 was taken to be independent of r, we would be in the setting of (partially hyperbolic) kam theory, where the perturbing function will depend, in addition, on the "degenerate" couple (r, x). Such case has been investigated in the literature, starting with V.I. Arnold and N.N. Nekhorossev [1, 3] . Refinements have been given by L. Chierchia and G. Pinzari in the case of properly-degenerate kam theory [2] , by J. Pöschel in the case of Nekhorossev theory [4] . Such papers are addressed to the study of Hamiltonian systems (named "properly-degenerate") of the form
where the unperturbed part H0 has strictly less degrees of freedom than the whole system. For such systems standard techniques do not apply since, on one side, as for kam theory, usual non-degeneracy assumptions are strongly prevented and, on the other site, as for Nekhorossev theory, one has to control the variation of the "degenerate" coordinates" (p, q). For the way how such difficulties have been overcome, we refer to the dedicated literature (recalled in [2] and references therein).
The generalization studied in this paper with respect to the previous mentioned cases is precisely related to the rôle of the coordinate x: we are not assuming that this is a periodic coordinate, henceforth, standard kam theories do not apply. In this setting, one cannot reasonably expect, at least in general, that its linear motion of x in (2) is preserved at any time.
As an example, let us look at the clock Hamiltonian
For ε = 0, Hε reduces to the free hamiltonian H0 = r 2 2 whose motions are
However, when ε = 0, the motions of Hε, given by
are effectively close one to the one of H0 for |t − t⋆| of the order ε −1 . For larger times, the two Hamiltonians generate a completely different dynamics, since the former has only unbounded motions, while the latter has bounded ones. The same conclusion could be reached, instead of solving the motion equations, looking at the phase portrait of Hε, which consists of ellipses with semi-axes √ 2E, ε −1 √ 2E which tend to the straight lines r = √ 2E as ε → 0.
Similarly, one sees that still in the case of the Hamiltonian
which has unbounded motions for all ε, the dynamics of H0 and Hε with ε = 0 are very far one from the other for |t − t⋆| ≫ ε −1 .
For these reasons, we divide the problem of the study of the dynamics of the full Hamiltonian (1) in two steps. As a first step, which is actually the purpose of this note, we consider the intermediate problem of constructing a normal form for H for very large (exponentially long) times, without any attempt to normalize the evolution of the couple (r, x). Such normal form will be defined on a suitable sub-domain PN ⊂ P, and will be of the kind HN = H0(r, I, pq) + H1(r, I, pq, x) + fN (r, I, p, x, ϕ, q)
where fN is a very (exponentially) small remainder which we shall quantify. Clearly, when dealing with concrete applications, such step should be followed by a second step where one verifies that the evolution generated by HN remains in the prescribed domain PN for all such time. Such idea of "a posteriori check" goes back to N.N. Nekhorossev [3] , who indeed was able to establish the validity, to the N-body problem Hamiltonian written in Poincaré coordinates
of a normal form of the kind
where fN is exponentially small, just controlling that the "degenerate" coordinates (p, q) did not escape their domain for all that time. Before stating our result, let us fix the following
Notations We consider the complex neighborhood We denote as O r,ρ,ξ,s,δ the set of complex holomorphic functions φ :
We equip O r,ρ,ξ,s,δ with the norm
where φ khj (r, I, x) are the coefficients of the Taylor-Fourier expansion
and φ khj r,ρ,ξ := sup Rr ×Iρ×Ξ ξ |φ khj |. Observe that g khj r,ρ,ξ is well defined because of the boundedness of R, I and Ξ, while φ r,ρ,ξ,s,δ is well defined by the usual properties of holomorphic functions.
If φ ∈ O r,ρ,ξ,s,δ , we define its "off-average" and "average" as
Then we define the "zero-average" and the the "normal" classes as
respectively. Obviously, one has the decomposition
Result We assume we are given a Hamiltonian system of the form (1), where H0 ∈ N r,ρ,ξ,s,δ , is x-independent and f ∈ O r,ρ,ξ,s,δ .
We shall prove the following result.
Lemma 1.1 (Normal Form Lemma) There exists a number cn,m ≥ 1 such that, for any N ∈ N such that the following inequalities are satisfied
with d := min ρσ, rξ, δ 2 , X := sup |x| : x ∈ Ξ ξ and ωr,I,J := ∂r,I,JH0, one can find an operator
which carries H to HN := ΨN [H] = H0 + H1 + fN where H1 ∈ N 1/3(r,ρ,ξ,s,δ) , fN ∈ O 1/3(r,ρ,ξ,s,δ) and, moreover, the following inequalities hold
The main point of Lemma 1.1 is that it holds without small denominators. However, we set an additional requirement that the frequencies ωI and ωJ are small (compare the two former inequalities in (5)). Such assumption, that may seem too restrictive in general, has however many chances of being satisfied in the case of system arising from Celestial Mechanics, because, due to the proper degeneracy recalled above, very often, one has to deal with an "effective system" whose unperturbed part includes some manipulation of the perturbing function, which is naturally small. We shall show a situation where indeed this is the case in a forthcoming paper.
We now aim to give an account of the basic idea that enabled us to avoid the small-divisor problem, by underlying the differences with the "standard" situation. We call so the situation, largely studied in the aforementioned papers, where f is x-periodic, and one looks for a ΨN which is also x-periodic.
The beginning is just as in the standard case. We follow the well-settled framework acknowledged to Jürgen Pöschel [4] . As in [4] , we shall obtain Lemma 1.1 via iterate applications of one-step transformations (Iterative Lemma, see below) where the dependence of ϕ and (p, q) other than the combinations J(p, q) is eliminated at higher and higher orders. It goes as follows.
We assume that, at a certain step, we have a system of the form H = H0(r, I, J(p, q)) + g(r, I, J(p, q), x) + f (r, I, x, ϕ, p, q)
where f ∈ O r,ρ,ξ,s,δ , while H0, g ∈ N r,ρ,ξ,s,δ , with H0 is independent of x (the first step corresponds to take g ≡ 0).
After splitting f on its Taylor-Fourier basis
one looks for a time-1 map Φ = e L φ generated by a small Hamiltonian φ which will be taken in the class Z r,ρ,ξ,s,δ in (3). One
The operation φ → {φ, H0} acts diagonally on the monomials in the expansion (8), carrying φ khj → − ωr∂xφ khj + λ khj φ khj , with λ khj := (h − j) · ωJ + ik · ωI .
Therefore, one defines {φ, H0} =: −Dωφ . The formal application of Φ = e L φ yields:
where the Φ h 's are the queues of e L φ , defined in Section 2.
Next, one requires that the residual term −Dωφ + f lies in the class N r,ρ,ξ,s,δ in (4). This amounts to solve the "homological" equation
for φ.
Since we have chosen φ ∈ Z r,ρ,ξ,s,δ , by (9), we have that also Dωφ ∈ Z r,ρ,ξ,s,δ . So, Equation (11) becomes
(12) In terms of the Taylor-Fourier modes, the equation becomes
In the standard situation, one typically proceeds to solve such equation via Fourier series:
so as to find φ khjℓ = f khjℓ µ khjℓ with the usual denominators µ khjℓ := λ khj + iℓωr which one requires not to vanish via, e.g. , a "diophantine inequality" to be held for all (k, h, j, ℓ) with (k, h − j) = (0, 0). Observe that, in the classical case, there is not much freedom in the choice of φ. In fact, such solution is determined up to solutions of the homogenous equation
which, in view of the Diophantine condition, has the only trivial solution φ0 ≡ 0. The situation is different if f is not periodic in x, or φ is not needed so. In such a case, it is possible to find a solution of (13), corresponding to a non-trivial solution of (15), where small divisors do not appear. This is
and φ 0hh (r, I, x) ≡ 0. Note that in the particular case that f is periodic in x, and hence it affords an expansion like (14), the solution (16) may be written as As expected, such a solution provides, via (8), a function φ that, in general, is not periodic in x for all (r, I, ϕ, p, q) in their domain. Indeed, under the genericity assumption that the φ khj 's have no other common zero than x = 0, since such φ khj 's are periodic in x, we have that the φ khj 's are so only for (r, I, p, q) such that ∈ iZ for all (k, j, h) such that (k, h − j) = (0, 0). We conclude with a comment on the necessity of the two first inequalities in (5): the formula (16) involves some loss of analyticity for φ whose strength we will evaluate to be of the order of the maximum of X For a given φ ∈ O r,ρ,ξ,s,δ , we denote as Φ h , Φ the formal series
It is customary to let, also Φ := e L φ .
Lemma 2.1 ([4])
There exist an integer number cn,m such that, for any φ ∈ O r,ρ,ξ,s,δ and any r ′ < r, s
then the series in (17) converge uniformly so as to define the family {Φ h } h=0,1,··· of operators
Moreover, the following bound holds (showing, in particular, uniform convergence):
for all g ∈ O r,ρ,ξ,s,δ .
Remark 2.1 ([4]) The bound (18) immediately implies
Lemma 2.2 (Iterative Lemma) There exists a number cn,m > 1 such that the following holds. For any choice of positive numbers r
and and provided that the following inequality holds true 
with r1 := r , ρ1 := ρ , ξ1 := ξ , s1 := s − X ωI ωr r,ρ , δ1 := δe
for a suitable φ ∈ O r 1 ,ρ 1 ,ξ 1 ,s 1 ,δ 1 verifying
Proof Let cn,m be as in Lemma 2.1. We shall choose cn,m suitably large with respect to cn,m. Let φ khj as in (16). Let us fix
and assume that
Then we have Note that the right hand side is well defined because of (26). In the case of the choice
(which, in view of the two latter inequalities in (21), satisfies (25)-(26)) the inequality becomes (24). An application of Lemma 2.1,with r, ρ, ξ, s, δ replaced by r1 − r Observe that the bound (23) follows from Equations (19), (18) and the identities
The proof of Lemma 1.1 goes through iterate applications of Lemma 2.2. At this respect, we premise the following We assume that for a certain 1 ≤ i ≤ N and all 1 ≤ j ≤ i, we have Hj ∈ O r (j) ,ρ (j) ,ξ (j) ,s (j) ,δ (j) of the form 
where di := min{ρ δ, Xi ≤ X ) and the two former inequalities in (5). To check the validity of (32), we firstly observe that
Using then cn,m > 162 cn,m,Xi < X , Equation (28), the inequality in (30) with j = i and the last inequality in (5), we easily conclude fi r i ,ρ i ,ξ i ,s i ,δ i ≤ f1 r (1) ,ρ (1) ,ξ (1) ,s (1) 
which is just (32).
Then the Iterative Lemma is applicable to Hi, and Equations (29) with j = i + 1 follow from it. The proof that also (30) holds (for a possibly larger value of cn,m) when j = i + 1 proceeds along the same lines as in [4, proof of the Normal Form Lemma, p. 194-95] and therefore is omitted. The same for the proof of the first inequality in (6), for gN := H1.
