Abstract. Automatic recognition of human activities and behaviors is still a challenging problem for many reasons, including limited accuracy of the data acquired by sensing devices, high variability of human behaviors, and gap between visual appearance and scene semantics. Symbolic approaches can significantly simplify the analysis and turn raw data into chains of meaningful patterns. This allows getting rid of most of the clutter produced by low-level processing operations, embedding significant contextual information into the data, as well as using simple syntactic approaches to perform the matching between incoming sequences and models. We propose a symbolic approach to learn and detect complex activities through the sequences of atomic actions. Compared to previous methods based on context-free grammars, we introduce several important novelties, such as the capability to learn actions based on both positive and negative samples, the possibility of efficiently retraining the system in the presence of misclassified or unrecognized events, and the use of a parsing procedure that allows correct detection of the activities also when they are concatenated and/or nested one with each other. An experimental validation on three datasets with different characteristics demonstrates the robustness of the approach in classifying complex human behaviors.
Introduction
Being able to understand human activities and behaviors is a key feature in the field of ambient intelligence.
1,2 Activities can be defined as the concatenation of atomic actions that produce voluntary human body motion patterns of arbitrary complexity, describing what elements compose an event. 3 Behaviors, instead, relate human activities with the surrounding environment (people, objects, and situations), inferring how and why a certain situation is occurring. 4 A behavior can be seen as the response of a human to the internal, external, conscious, or unconscious stimuli he/she receives. 5 While the recognition of activities is syntactic, as it can be typically associated with a sequence of characteristic elements, behaviors imply a joint analysis of content and context, thus providing a semantically richer description of the event. For example, the activity of running is considered as a natural behavior on a soccer field, while it would be reported as suspicious if detected inside a bank office.
Among the different approaches proposed in the literature to detect activities and behaviors, 6 video analysis is often preferred because of its limited cost of installation and maintenance, and lower obtrusiveness. Video data contain a lot of significant information to infer human behaviors, including location, posture, motion, as well as interaction with objects, other people, and the environment. 7 In this context, motion patterns are probably the most popular descriptors for many reasons: they are rather easy and fast to calculate, robust, and especially, they can be captured even in far range and from different perspectives, where posture analysis or object detection may fail. 8, 9 The motion pattern of a moving object (often associated with its trajectory) is defined as the spatio-temporal evolution of one or more feature points extracted from the visual sequence. In particular, when tracking humans, a convenient representation of the motion trajectory is the one that maps the centroid of the bounding box retrieved by the tracking algorithm on the ground plane, which becomes the reference system.
The research in this area has been very active in the past decades, and very efficient detectors and tracking algorithms have been proposed. 10 Usually, the output consists of a trajectory T, namely a raw set of coordinates associated with a temporal reference for each moving target in the scene, as recalled in (1) , where P i ¼ ðx i ; y i Þ and i is the frame counter T ¼ fP i ; t i g; i ¼ 0: : : I:
This representation makes it possible to perform a simple, yet effective, low-level classification of the incoming samples by matching them with a set of prestored templates. 11, 12 These approaches provide good results, especially when the environment is known and motion patterns are rather constrained, such as in vehicular traffic monitoring. Instead, when the variety and diversity of patterns are higher, the performance of low-level analysis drops, 13 due to the increasing noise and uncertainty in the numerical representation that hinders reliable matching. Human behaviors fall into this category of events, because of their high variability and largely unconstrained nature.
In such situations, it is necessary to improve the raw sample descriptions by introducing a symbolic representation.
This can be achieved in many different ways, including trajectory segmentation, downsampling, quantization, or approximation, where the common underlying objective is to achieve a new representation, in which symbols are more expressive and less noisy. Furthermore, symbolic representations can be easily complemented with additional attributes, including motion features (e.g., direction, speed, and acceleration) and environmental information (e.g., proximity to key points or objects). They can be easily made invariant to translation, rotation, and scaling, 10 making symbolic approaches suitable for both activity detection, where the syntax of symbol chains is considered, and behavior analysis, where additional attributes may be exploited to interpret more sophisticated scenarios.
In this paper, we propose a framework for human behavior analysis in indoor environments using context-free grammars (CFGs). Activities are modeled considering the prominent areas of the environment visited by the subject. Compared to other existing approaches that use CFGs for activity modeling and matching, our method provides several important novelties. First, it classifies the events considering both positive and negative samples, thus ensuring a better separation of the classes while maintaining good generalization properties. Second, we introduce a retraining procedure, in order to update the grammar rules in the presence of changes in the environmental setup or in the users' habits. Finally, we introduce the capability of dealing with concatenated or nested actions.
According to the definition provided at the beginning of the section, we will use the term behavior analysis not only to refer to the mere detection of the activity performed by the individual (what), but also to consider the semantic connotation of such activity (in particular how).
The remainder of this paper is structured as follows: after presenting an overview of the state of the art in Sec. 2, Sec. 3 will describe the main motivations that led to the current work. Section 4 presents in detail the proposed framework. In Sec. 5, we introduce the different datasets used for out tests, while in Sec. 6, the obtained results are discussed. Conclusions follow in Sec. 7.
Related Work
High-level reasoning based on symbolic representations of the scene under investigation could provide effective results in behavioral analysis. Some of the most significant approaches proposed in this context are summarized in the following paragraphs.
A typical way of introducing higher-level interpretation is to extract features from low-level data and feed them into a probabilistic model that can statistically describe the event structure. The work proposed by Duong et al. 16 implements a strategy to learn and recognize human activities through a switching hidden semi-Markov model. The authors propose to adopt a two-layer representation, in which the bottom layer defines the atomic activities through a sequence of concatenated hidden semi-Markov models; the upper layer is then used to handle the temporal structure of activities, composing the event by means of a sequence of switching variables. Similarly, Nguyen et al. 17 propose a variant of a hidden Markov model (HMM) to exploit both the hierarchical structure and the shared semantics contained in the motion trajectories, introducing a Rao-Blackwellized particle filter in the recognition process to achieve realtime performances. Through this approach, the actions of a subject are learned from an unsegmented training set. Laxton et al. 18 propose a scalable approach that includes two major modules: a low-level action detector to process low-level data using a dynamic Bayesian network (DBN) and a Viterbi-based inference algorithm used to maintain the most likely activity given the DBN status and the output of the low-level detectors. The main advantage of these methods is in the capability of handling the uncertainties generated during the low-level processing. On the other hand, as the event complexity increases, the recognition performance dramatically drops, due to a combination of factors including insufficient training data, semantic ambiguity in the model, or temporal ambiguity in competing hypotheses. Although some methods for unsupervised parameter estimation of the graphical model have been proposed (see Ref. 19 ), the major problem remains the definition of the network topology, which is usually too complex to be learned automatically, requiring the help of human operators.
Another category of approaches performs activity recognition in a symbolic domain, introducing an intermediate layer between low-level feature extraction and high-level reasoning. Low-level primitives are processed using HMM-like approaches, while high-level behavior modeling is based on the CFG formalism. 20 Ivanov and Bobick 21 proposed a twostage strategy. In the first phase, candidate features for lowlevel temporal domain are extracted and considered as "signatures." As far as the matching strategy is concerned, stochastic context-free grammars (SCFG) are adopted, providing longer-range temporal constraints, disambiguating uncertain low-level detections, and allowing the inclusion of a priori knowledge about the temporal structure of events. The combination of grammar-based method with Bayesian analysis has been exploited in different recent works. Song et al. 22 propose a graph grammar-based method for object detecting and tracking, with the help of a CFG model and reciprocal Markov for modeling spatial trajectories with a known end point. 23 HMMs and CFGs for action recognition from sparse feature flow have been used in Ref. 24 , while state machines and grammars 25 have been used for human activity monitoring.
Minnen et al. 26 propose a system to generate detailed annotations of complex human behaviors performing the towers of Hanoi through a parameterized and manually defined stochastic grammar. Moore and Essa 27 also use SCFGs to extract high-level behaviors from video sequences, in which multiple subjects can perform different separable activities. An alternative approach is proposed by SeongWook and Chellappa. 28 Here, the so-called attribute grammars 29 are employed as descriptors for features that cannot be easily represented by finite symbols.
Grammar-based techniques are also widely used in different contexts, like to model the dynamics performed by vehicles in a freeway 30 or radar trajectory analysis. 31 In a different application area, Yin et al. 32 propose a novel system that can be used to describe and recognize complex human activities for video event representation using cognitive semantics, including both individual and group actions. Similarly, Mingtao et al. 33 propose an algorithm able to recognize video events in different scenes, where multiple agents are present.
A common drawback of the systems relying on formal grammars is in the definition and update of the production rules. In fact, an exhaustive formalization and structuring of the observable activities that a person can perform in everyday life is not practical. 34 For this reason, Hamid et al. 35 propose a computational framework able to recognize behaviors in a minimally supervised manner, relying on the assumption that everyday activities can be encoded through their local event subsequences, and assuming that this encoding is sufficient for activity discovery and classification.
Another major limitation of SCFG-based systems is that the parsing strategy can handle only sequential relations between subevents, being unable to capture the parallel temporal relations that often exist in complex events. To overcome this issue, Zhang et al. 36 propose to derive the terminal symbols of a SCFG from motion trajectories. In particular, they transform them into a set of basic motion patterns (primitives) taken as terminals for the grammar. Then, a rule induction algorithm based on the minimum description length (MDL) derives the spatio-temporal structure of the event from the primitive stream.
In a recent work in this area, 37 the authors employed an induction algorithm called EMILE, 38 originally used for natural language processing (NLP) applications. Here, each sentence (i.e., each symbolic sequence) is iteratively decomposed in expressions and contexts. Intuitively, given the entire set of training sentences, the algorithm searches for frequent combinations of expressions and contexts, and interprets them as a grammatical type.
However, the main drawback of this approach is that the generalization properties of the grammar cannot be controlled during training. The more diverse the examples proposed in input, the larger the final set of patterns that satisfy the grammar. In fact, part of these patterns do not belong to the training, but arise from generalization. It is possible that unwanted expressions satisfy the resulting grammars.
Moreover, given two grammars generated from disjoint training sets, it is not guaranteed that their overlap is null, implying that, due to generalization, it is not possible to impose the separation of languages; if the grammars are used to classify the symbols strings, this means that there will be a subset of strings that will fit multiple classes.
A very detailed overview about the literature in the field can be found in the work by Aggarwal and Ryoo. 39 For the sake of completeness, we report hereafter a short summary about the most relevant benefits of CFG-based approaches in activity and behavior modelings compared to other competing algorithms: 40 • Ability to model the hierarchical structure of events, which are difficult to capture with graphical models such as HMM; • ability to take into account temporal relationships, so that long-term activities can be considered; • capability of describing sequential features, resulting in a more efficient representation if compared to that obtained via bag of features; • richness in semantics;
• simpler understanding compared to other knowledgedriven models based on ontology (VERL, 41 VEML 42 ).
Motivations
The objective of this work is to exploit a symbolic representation of the motion patterns associated with a person moving in a known indoor environment, in order to acquire knowledge about his/her behavior. This information is very important in situations where there is the need to monitor some person's activities, such as in home care (e.g., fall detection), as well as when the system should be able to raise an alert depending on a substantial difference in users' habits, such as in video-surveillance (e.g., robber detected as an abnormal behavior). We will achieve this goal by modeling human motion patterns through CFG. It will be demonstrated that the proposed strategy allows not only to acquire and recognize the examples provided during the training phase, but also to generalize them, thus being able to detect instances of the activities that have not been included in the training set. The proposed framework stems from a recent work in this area 37 and extends it by introducing a more sophisticated learning strategy. In fact, behavior classes are in general not well separated, especially in the case of indoor or home monitoring, due to the high variability of human behaviors. non-negligible spatio-temporal differences compared to the model, leading to potential errors when using simple approaches based on matching with prestored templates. Some preliminary results have been presented by the authors 43, 44 exploiting the properties of a CFG originally developed for NLP. 45 However, there is a tendency of grammars to overlap, and, for a single activity, multiple grammar rules may return a positive match. In the current approach, instead, we define a methodology to overcome the drift problem, by adopting a learning strategy that considers both positive and negative examples, and introducing a retraining stage, so as to improve the accuracy of the detection.
It will be shown that this procedure can avoid the overlapping of classes while learning the models, allowing a better generalization, and maintaining a good separation among them. Furthermore, the proposed method is well suited to incremental learning. In fact, it does not require the storage of the original training set, but can simply extend the knowledge of the system by feeding additional samples validated by the user into the learning procedure. In this way, false and missed alarms can be progressively learned, in order to increase the accuracy of the detector, as well as adapting to changes in both environmental conditions and users' habits. Finally, the proposed method allows processing the video stream on-line, as soon as the motion patterns are available, as it behaves like a symbolic parser. 46, 47 Because of the implemented parsing strategy, the method is also able to handle complex situations that typically degrade the performances of traditional matching tools, such as the presence of concatenated or nested activities, namely, when an action is partially or totally executed within another one. 48 It is worth noting that the algorithm does not impose any specific technology for data acquisition, which can be performed though various positioning devices (video tracking, sensor networks, 49 RFIDs, etc.), thus providing a completely customizable solution for indoor monitoring.
Proposed Framework
To cope with the issues mentioned in the previous section, the proposed method operates a significant simplification of the observed domain, associating symbols only with a limited set of points of interest in the environment, called hot spots. Human actions are then described in terms of timeordered sequences of such symbols. The obtained sequences are learned and recognized through CFG.
The most important steps of the proposed method can be summarized in the following points:
1. Preprocessing of the incoming paths and conversion into the symbolic domain. 2. Learning of the grammar sets that encode the rules for each set of training patterns. 3. Classification of the incoming trajectories into the available rules, performed through parsing. 4. Update of the grammar rules according to user feedback.
In the following paragraph, after briefly introducing the CFG formalism, we will provide a detailed description for each of the above-mentioned items.
Context-Free Grammar Formalism
According to grammar theory, a set of strings over a finite set of symbols is defined as a language. A grammar is a tool that allows specifying which strings belong to a specific language. A CFG is defined as 50 G ¼ ðN; T; P; SÞ; (2) where N is a finite set of nonterminal symbols, T is a finite set of terminal symbols ðN ∩ T ¼ 0Þ, P is a finite grammar of the form A → u (A ∈ N and u ∈ ðN ∪ TÞ þ ), and S is the starting symbol (S ∈ N). The set P derives a string of terminal labels w from a nonterminal symbol A, if there is a derivation tree A → w with root A. 50 A language LðGÞ of a CFG G is the set of all strings derived from the starting symbol S. LðGÞ is called ambiguous if there are two or more derivations of the same string. In the proposed framework, we will use unambiguous CFGs, i.e., there will be a unique derivation for the considered string.
Activity Representation
In our approach, we convert human motion patterns into temporal concatenations of hot spots, visited by the user within a given time frame.
The choice of the hot spots in our framework has been carried out empirically, based on the "expert appraisal" of the most significant elements that connect an activity to the space where it happens. To this purpose, we analyzed the key elements that are required to complete an action, including relevant objects and their location in the environment, and we compiled the list of hot spots as the logical OR of such elements across the various activities considered. The identification of the hot pots is defined one time as an a priori process and carried out offline with respect to the learning of the grammar rules. We say that the user has visited a hot spot if he/she has been in the proximity of it for a specified temporal interval. Both proximity and visit time of each hot spot are application-driven and should be defined according to the environment based on the user's habits. As an example, operating a given appliance in a kitchen may request some time; a shorter stop at that location may therefore have a different meaning. Furthermore, older people may need more time to perform the same action. Similarly, more stringent spatial requirements are necessary when moving in smaller rooms, compared, for example, to large exhibition areas. This allows simplifying the representation of Eq. (1) to a stream of symbols, each one associated with a pair (region-index þ time-stamp) as
where R j is the index of the hot spot and t j is the temporal reference. Describing the path in terms of a sequence of hot spots, rather than sampling it at fixed time intervals, provides a twofold advantage: (1) it reduces noise and outliers in the trajectory caused by limited accuracy in acquisition and/or tracking, and (2) it generates a simpler representation that preserves the significant spatio-temporal evolution of the activity, while making more tractable the next processing steps.
Context-Free Grammar Rules Discovery
Grammatical inference is a discipline related to a large number of fields, including machine learning and pattern recognition. It basically consists in feeding data into an entity, the learner, which returns a grammar capable of explaining it. 51 If we want our grammar to learn a particular concept associated with a given set of symbolic patterns, we should provide it as input to the learner, which will return as output a set of grammar rules that generate a language. If the input patterns are characterized by a certain level of diversity, i.e., different instances of the same concept, the grammar will learn all these possible variations, but will also provide a certain degree of generalization. As an example, let us consider the following input patterns:
These patterns can be exhaustively synthesized using the following grammar rules:
It can be easily seen that all three original strings satisfy this grammar. For instance, the strings (aab), (ababab), and (abbb) are also part of the language, although not present in the initial set of strings.
This problem is known in the literature, 37 and can be partially solved by introducing the possibility of providing counterexamples during the training phase, by feeding the learner with both positive and negative examples, where negative examples can be used to separate the languages and to eliminate false positives.
To achieve this goal, we use a different learning algorithm, able to: (1) exploit both positive and negative samples as well as additional production rules in training, and (2) allow the incremental learning of CFG.
For the first grammar generation, our algorithm receives as input a labeled set of positive and negative samples, and builds a grammar P such that all the strings labeled as positive, and no string identified as negative, can be derived from P. Given a set of behaviors to be classified b j , j ¼ 1; : : : ; J, and a set of observed behavioral patterns t k , k ¼ 1; : : : ; K, K ≫ J, we create J behavior groups each one characterized by a subset I j of sequences such that
where I PS j ¼ ½t k ∶t k ∈ b j and I NS j ¼ ½t k ∶t k ∈ = b j are the positive and negative samples of the j'th behavior as classified by a supervisor. The grammar generation produces, therefore, a set of J grammars P j , such that each grammar will fulfill I PS j and not I NS j . The procedure described above for grammar generation allows us to sharply reduce the overlap of the generated languages. However, it does not guarantee that all strings resulting from the language (and not included in the training set) belong to a unique language. In this condition, the pattern is not classified and will be possibly used for the retraining procedure. At any point of the operation of the classifier, when a certain number of patterns t Ã k have been stored, for which the classification was not successful (satisfying either more than one grammar or none of them), the user may decide to run a retraining. In this case, the supervisor is again requested to manually classify the critical samples. Then, a new set of behaviors I Ã j is produced, and a new set of grammars P Ã j is generated based on I Ã j . It is to be observed that the retraining starts from the previous grammars P j and processes the new samples only. Therefore, the updated grammars P Ã j will respect the rule P j ∈ P Ã j . In summary, the key features of the proposed system, as compared to other grammar-based behavior learning tools, are:
• CFGs are generated from positive and negative samples (possibility to limit grammar generalization and overlap); • incremental learning of CFGs (possibility to easily do re-training, adding false positives and missed alarms in the training set as soon as an expert recognizes them).
The learning process described is illustrated by the following example, where we represent the positive and negative samples by the unit clauses of the form psðwÞ and nsðwÞ, where w is a string represented by an atom or a list of atoms. 50 The terminal symbols in the list are restricted to atoms other than p; q; r; : : : z, which are used for nonterminal symbols. The symbol S is the starting symbol and the generated grammar is an unambiguous CFG in extended Chomsky normal form.
Let us consider two sets of positive samples only:
Set 1 ¼ psðabÞ; psðaaÞ; psðababÞ; psðaabbÞ; psðabababÞ; psðaababbÞ; psðaaabÞ; psðabaabbÞ; psðaabbababÞ; psðaabbaabbabÞ; psðaabaabbabbÞ; Set 2 ¼ psðbaÞ; psðaaaÞ; psðabbÞ; psðabbaÞ;
Our algorithm, according to the description provided in the previous paragraphs, generates the following grammars: P 1 ¼ S → aa; S → ab; S → Sa; S → Sb; S → bS; P 2 ¼ S → aa; S → aS; S → ba; S → bb; S → bS;
As seen in Fig. 2 , the two grammar rules P 1 and P 2 generate two languages such that L 1 ∩ L 2 ≠ 0 and, in particular, some of the training samples belong to both languages. By introducing the use of negative samples, we can overcome The new grammar rules then become:
Still, we are not sure that the intersection between the two new languages L 0 1 and L 0 2 is empty. For example, the new atom (aaaa) satisfies both grammars, thus resulting in an ambiguity (Fig. 3 ). To cope with this issue, we apply the update procedure described above. The misclassification of the atom (aaaa) will be considered initially as an error. In a second stage, it will be prompted to an evaluator that classifies it. The grammars will be updated accordingly. Adding (aaaa) as a positive sample of Set 2 , will lead, for example, to the new set of rules 
Parsing the Context-Free Grammar
An appropriate parsing procedure has been defined in order to check the compliance of the input strings with the generated grammar P. The parser receives as input the symbols corresponding to the hot spots visited by the person in the monitored environment. Symbols are progressively stored in a buffer, whose initial length is equal to the maximum length (K) of the grammar words used in the learning stage. The parser reads the symbols in the buffer, calculating all possible combinations, without repetition, of the considered string, until they reach the minimum possible dimension. The number of combinations N k to be considered for a string of length 1 ≤ k ≤ K can be computed as
In this way, we ensure that in the presence of complex actions, the parser is also able to detect nested and concatenated subsequences, which are removed from the input pattern as soon as they are associated with an action. Then, the parsing can proceed on the remaining symbols in the stack.
When an activity is detected, the associated symbols are removed from the buffer, new symbols are added to the parsing string until the buffer is filled, and the process iterates.
The symbols remaining in the buffer can represent either actions that have not been learned by the system (for instance, a new or a rare behavior) or anomalous patterns, possibly generated by noise. They can be signaled as errors or anomalies, or can be stored for successive learning phases (e.g., personalizing a given user's behavior).
The update procedure is needed to maintain a coherent model for the learned activities, given that the potential modifications in terms of scene arrangements or users' habits may occur.
For a better understanding of the parsing procedure, we present a test to demonstrate the capability of the parsing strategy in spotting known activity patterns from a continuous event stream. In particular, we show how the proposed engine can recognize activities also in a concatenated and nested forms. To this aim, we randomly selected some activity instances from our database and composed them in different configurations, as shown in Fig. 4 . Activity 1 (Activity 1 in the figure) is represented by the string (ibgb) and Activity 2 by (iaga). Noise is represented by the symbol (k) and it represents an outlier in the sequence of hot spots. We consider the following situations: consecutive activities (a); nested activities (b); consecutive activities with noise (c); and overlapping (interleaved) activities in the presence of noise (d). From the top: (1) is the ground truth for the activity stream with the corresponding sequence of hot spots; (2) are the signaled activities; and (3) are the detected noise patterns. As seen from figure, because of the parsing strategy, the system is able to disclose chunks of activities even if the incoming data stream is corrupted by noise.
Datasets
Given that the proposed method uses the motion trajectory with the only purpose of revealing the proximity of the subject to the hot spots identified in the environment, in principle any sensor providing such information is viable for our purposes. Examples of devices that can provide the requested information include video cameras, but also active and passive RFIDs, WSNs, acoustic sensors, and so on. Adopting any combination of such sensors would also make it possible to provide more reliable estimates, reducing problems caused by occlusions, and the presence of multiple subjects. In our experimental validation, we have considered three different datasets based on different sensor systems and application scenarios.
The first dataset, such as the "Ubicomp dataset," 49 is considered as a benchmark in the area. It is composed of a set of action-related data collected by 14 state-change sensors installed in a home environment where a single person lives. Data have been acquired over 28 days, and annotation has been manually provided by the person living in the environment, distinguishing among seven activities (Table 3) , chosen on the basis of the so-called Katz ADL index. 52 The outcome of this process is a set of 2120 sensor events with 235 activity instances, evenly distributed ( Table 1) . The results presented by Kasteren et al. 49, 53 use standard probabilistic graphical models for action recognition, in particular HMM and conditional random fields (CRF), thus allowing comparison with state-of-the-art Bayesian action recognition methodologies.
The second and third datasets have been collected in our research labs, and reflect two different application domains: assisted living and video surveillance. Both datasets use visual information to track the subjects and extract the positioning information. The former refers to the "Home Dataset" and has been collected in a realistic domestic environment designed to validate ambient-assisted living technologies (Fig. 5) . The dataset includes a total of 81 trajectories equally divided into three classes (27 instances for each class): (A) Cooking, (B) Eating, and (C) Taking a break, executed by nine volunteers performing the same activity for three times in slightly different ways.
The latter, called "Office Dataset," has been recorded within the facilities of our department, using multiple cameras (Fig. 6) . The dataset includes 120 paths equally divided into four classes (30 samples for each class): (A) Arrival, (B) WorkTime, (C) Have a break, and (D) Print. Similarly to the previous one, it has been performed by 10 volunteers performing the same activity for three times in slightly different ways.
In both cases, the video streams have been processed by a motion tracker to extract the top-view trajectories of the moving subjects.
Results
In this section, we present and discuss the results obtained by our method on the datasets described in Sec. 5. Considering that the tracker is out of the scope of this paper, the experimental validation only concerns the behavior analysis module. In the following subsections, we present first the results achieved on the Ubicomp dataset, introducing a comparison of our methodology with most of the common state-of-theart learning strategies in the field; then, we present the results on the other two visual datasets, where additional tests are proposed to show the specific features of the proposed method.
Ubicomp Dataset
In order to make it suitable to be fed into our framework, we had first to characterize each activity as a sequence of sensor events. To this purpose, we mapped the 14 sensors, assigning an identifier to each of them according to the indication in Table 2 , so that each action is described by the sequence of sensor events generated within the action time slot.
As an example, we report the sequence of sensor events for the action "Sleeping," according to the notation used in our framework Set Sleeping ¼ psðnnÞ; psðnnnÞ; psðbnniÞ; psðnninnnÞ; psðnncbbnÞ; psðbnccncÞ; psðbnnibnnÞ; psðinnccnnÞ; psðbncicnnÞ; psðcnnccnnÞ; psðbnncicnnÞ; psðnnncicnnÞ; psðnnnncicnnÞ; psðnnccnccninÞ; psðnncnincicnÞ; psðnnncicnncicnnÞ; psðbnncicinncnicnÞ; psðnnbnncibbiciiicbnÞ;
psðnbccbnnnbnbbbbibbbnncicncnncnnÞ;
Starting from this description, using as positive samples the strings for the considered action and as negative samples the ones of all the other actions, we can generate the set of grammars required to classify each action. As an example, we show the grammar for the action "Sleeping":
P Sleeping ¼ S → bn; S → bS; S → cn; S → cS; S → iS; S → nc; S → ni; S → nn; S → nS;
To make the results comparable to the ones presented by Kasteren et al., 49, 53 we adopted the "leave one day out" validation proposed by the authors.
According to this rule, we have separated the test and training sets using for testing one full day of sensor readings and for training the remaining days. We have iterated this process, so that each of the days in the dataset has been considered for testing.
The obtained averaged results are presented in Table 3 . Comparing the above results with the ones shown in the reference paper, 49 it is possible to observe that our framework provides a similar accuracy in classifying the actions "Leaving," "Toileting," "Showering," "Sleeping," and achieves better results for the actions "Breakfast" and "Drink." The action "Dinner," instead, shows a limited accuracy, mostly because it has the lowest number of occurrences, thus resulting in a very limited training set for rules generation. Besides this very appreciable result, also we have to stress that the proposed method presents the advantage of real-time operation and very low hardware requirements, since the run-time process only consists of a simple symbolic parsing. Moreover, in Table 4 , we compare our framework to the results obtained by Kasteren et al., 53 where the same authors propose a set of measures considering different action recognition models that can be taken as a benchmark for new action recognition algorithms. In particular, precision and recall are presented along with F-measure and accuracy (please see Ref. 53 for the corresponding definitions). The models considered in the paper span from a "naive Bayes" approach to HMMs, HSMMs, and CRFs. For comparison purposes, our approach is reported as the last one.
As seen, the proposed framework obtained significant improvements in terms of precision, recall, and F-measure. The accuracy is still high, although slightly lower compared to the other models. This is mainly because our approach produces some unrecognized actions, which limit the accuracy parameter. This fact can be partially recovered by the retraining procedure.
Home Environment
As far as the "Home Dataset" is concerned, we first randomly divide each set of examples in the dataset in two parts, a training and a test set, each one containing onehalf of the samples provided for each behavior. Based on the training set, we generate three grammars, one for each action. Then, we apply the grammar to classify the test set. In order to cross validate the results, every experiment is repeated 10 times with different random partitions, and the classification results are averaged. Cross validation is applied to all the tests reported in the following.
In the first test, we consider positive samples only in the grammar generation. Results are reported in Table 5 .
From the confusion matrix, we can observe that some instances are misclassified and about one-third of the patterns are classified as unknown, meaning that they are not recognized as valid patterns by the parser.
In the second experiment, we introduce negative samples in the grammar generation, where for each class, the positive samples are the same as above, while the negative ones consist of the training of the other classes. Consequently, each of the three grammars is generated from 14 positive and 28 negative examples. Results are reported in Table 6 .
It can be observed that the negative samples allow a better discrimination, i.e., removing the overlap among the three classes, as clearly shown by the new confusion matrix. On the contrary, the number of unrecognized samples remains unchanged, as the negative samples restrict the region associated with each class.
In order to improve the detection of unrecognized samples, incremental learning can be used. For this test, the dataset is divided into three subsets of nine instances each. We generate the grammars from the first subset using positive and negative samples (9 and 18, respectively). Then, we classify the second subset, and we select the faulty patterns (misclassified þ nonrecognized samples). These patterns are then used as additional training samples to update the grammars according to the proposed retraining procedure. Finally, the last subset is used for testing. The average results obtained after the first and second learning stages are reported in Tables 7 and 8, respectively. Comparing the two tables, we can observe that the performance considerably improves after retraining, leading to an average 70% of correct classification. It is noted that the last result is better than the one shown in Table 6 , although the total number of samples presented to the grammar generation tools is slightly lower on average. In fact, in the former, one-half of the samples were used for training (14 per class), while in the latter, the average was 13 (9 initial + 4 in retraining).
Office Environment
The experiments for this last dataset have been performed in the same way as for the previous case. In this case, we have four behavior classes and 30 samples per class. The first test is performed using 15 patterns per class for training, based on positive samples only. The test was performed on the remaining 15 samples per class. The confusion matrix is reported in Table 9 . Table 9 Classification accuracy using positive samples only. Also in this case, we tested the grammar generation tool adding negative examples, thus using 15 positive and 45 negative samples per class. Results are reported in Table 10 .
Finally, retraining is simulated splitting the dataset into three equal parts (10 samples per class), and using the first subset for initial grammar generation, the second subset for the first test and the retraining, and the last subset for final test. The intermediate and final results are reported in Tables 11 and 12 , respectively.
It can be observed that the figures are consistent with what has been presented in the previous case, with a slightly larger performance gap between the first test (single training, positive samples only) to the final one (after retraining).
Conclusions
In this paper, we have proposed a tool for behavior analysis in known scenarios based on CFGs. The algorithm takes as input a set of sample trajectories associated with the activities to be detected, represents them in a symbolic form according to the sequences of hot spots visited during the action, and generates a corresponding set of grammars describing the relevant behaviors. Activity detection is then performed online. The major contributions of the proposed approach, as compared to other symbolic approaches for activity recognition, consist in the possibility of using both positive and negative samples, thus allowing better discrimination capabilities; second, the ability to easily perform a retraining procedure to adapt to changes in the environment and to achieve better personalization; finally, we have included the capability of effectively dealing with both concatenated and nested actions. The algorithm has been validated in different experimental scenarios, both using visual data and positioning sensors, targeted at monitoring daily activities of people in different environments and compared with state-of-the-art recognition models. 
