In this paper we approach the study of the subdifferential of the closed convex hull of a function and the related integration problem without the usual assumption of epi-pointedness. The key tool is, as in Hiriart-Urruty et al. (2011) [7], the concept of ε-subdifferential. Some other assumptions which are standard in the literature are also removed.
Introduction and preliminaries
In the study of the subdifferential of the closed convex hull of a function [4] and in the related integration problem ( [1] [2] [3] 6] , etc.), it is systematically assumed that the involved functions are epi-pointed, which represents a stringent coercitivity condition [3, p. 262] . In this paper we avoid such a condition and obtain new results on the topic. Our key tool is the concept of ε-subdifferential, with ε arbitrarily small ( [7, 8] , etc.). Section 2 is devoted to deriving formulas for the subdifferential of the closed convex hull of a function on a Hausdorff locally convex topological vector space (Theorem 2, Corollary 1). In Section 3 we introduce a new condition, denoted by C ( f , h), concerning two functions f and h defined on a normed space in order to guarantee that the closed convex hulls of f and h coincide up to a constant (Theorem 3). We also give a sufficient condition for C ( f , h), denoted by C 1 ( f , h) in terms of the ε-subdifferentials of f and h which relaxes the one introduced by Correa et al. [6, Corollary 10] in the setting of epi-pointed functions defined on a Banach space. Section 4 is devoted to establishing an explicit integration formula for the closed convex hull of a function in terms of the ε-subdifferentials of the data function which extends Theorem 13 in [6] to the current context of normed spaces, without the epi-pointedness assumption and the nonemptiness of the subdifferential of the data function (Theorem 4, Remarks 4 and 5).
Notation
In the paper ·,· : U × V → R denotes a separated bilinear coupling between two vector spaces U and V , where U is equipped with a Hausdorff locally convex topology σ compatible with the coupling. Given h : U → R = R ∪ {±∞}, the Legendre-Fenchel conjugate (respectively, biconjugate) of h is denoted, as usual (see e.g. [10, 12] ) by h * : V → R (resp. h * * : U → R). We will work within the class of functions
where dom h (respectively, dom h * ) is the effective domain of h (respectively, h * ). Observe that a function h ∈ F(U ) does not take the value −∞, and that h ∈ F(U ) if and only if h * ∈ F(V ).
For any h ∈ F(U ), the biconjugate coincides with the σ -closed convex hull of h, which is the greatest σ -lower semicontinuous convex function minorizing h.
will be of crucial importance in the paper. In fact the mapping M ε h is just the inverse of the more usual ε-subdifferential
We also use the notation {v} − for the negative half-space associated with v ∈ V , i.e.
Finally we write
The subdifferential of h * * = co σ h
Let us first recall a recent formula.
Theorem 1. (See [9, Theorem 3.5].) For any h ∈ F(U ), one has:
Searching for ∂h * * one has to solve, for a given u ∈ U , the equation v ∈ ∂h * * (u) which amounts to u ∈ ∂h * (v). According to Theorem 1, this holds if and only if ∀ε
The above condition can be reformulated as follows:
Thus we have proved the following result:
Theorem 2. For any h ∈ F(U ) and u ∈ U one has:
Remark 1. Theorem 2 means that if one knows dom h * and ∂ ε h for ε > 0 arbitrarily small, then conceptually we know ∂h * * .
According to the next lemma, the formula above can be simplified whenever h is cofinite, i.e. when dom h * = V . 
and
Proof. The first formula follows from Theorem 1 and Lemma 1.
Since v ∈ ∂h * * (u) if and only if u ∈ ∂h * (v), the first formula says that this holds if and only if ∀ε > 0, ∀N ∈ N σ (u),
This condition is reformulated now as follows:
Integration of nonconvex functions on normed spaces
In this section, X is a normed space with topological dual (resp. bidual) denoted by X * (resp. X * * ). We consider the separated bilinear couplings (represented with the same symbol):
and the related functional spaces F(X) and F(X * * ). We equip X with the norm topology and X * * with the weak topology σ * * = σ (X * * , X * ). Regarding X as a (σ * * -dense) subspace of X * * , a classical way to extend any function h : X → R to X * * consists of introducing the mapping H : X * * → R defined by
One has dom H = dom h, H * = h * , and so h ∈ F(X) ⇔ H ∈ F(X * * ). Moreover, for any x * ∈ X * and ε > 0, we have
and if h ∈ F(X), h * does not take the value −∞ and so, H(x * * ) < +∞, entailing H(x * * ) = h(x * * ) (and x * * ∈ X ). Hence, we
otherwise.
According to Theorem 1, we can state (with respect to the duality between X * * and X * ):
Proposition 1.
For any h ∈ F(X) and x * ∈ X * , one has:
Given f , h ∈ F(X) and their extended functions F , H ∈ F(X * * ), our aim is to compare ∂ F * and ∂ H * . To this end, it is natural, according to Proposition 1, to introduce the following condition:
Since one may obviously choose α arbitrarily small, C ( f , h) can be rewritten
As a consequence of C ( f , h) we have:
Now we give a comparison rule between ∂ F * and ∂ H * with respect to the pairing between X * and X * * .
Proof. By Property 1 we have dom f * = dom h * . Let x * ∈ X * , α > 0, and
Applying Proposition 1 we get
The inclusion follows by taking the intersection over α > 0 and y * ∈ dom h * , and by applying Proposition 1 once more. 2
At this stage, we address the following question: when is the condition C ( f , h) satisfied? In order to give an answer to this question, let us introduce the following properties:
Property 2. For any f , h ∈ F(X) one has
) are obvious. Now we shall prove the equivalence
Remark 2. The assumption dom h * ⊂ dom f * in Lemma 2 is in particular satisfied if h f , since then f * h * , which entails dom h * ⊂ dom f * .
Remark 3.
Given h ∈ F(X) and its associated extended function H ∈ F(X * * ), one has H * = h * and so, H * * (x) = h * * (x), ∀x ∈ X . In other words, h * * coincides with the restriction of H * * to X , and also with the closed convex hull of h with respect to the norm topology of X , co h (see e.g. [5, 13] ).
We are now in a position to state the main result in this section: 
