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COMPACT SOBOLEV EMBEDDINGS AND POSITIVE SOLUTIONS TO A
QUASILINEAR EQUATION WITH INDEFINITE NONLINEARITIES
QI HAN
Dedicated to my little angel Jacquelyn and her mother, my dear wife, Jingbo.
Abstract. In this paper, we study the existence and multiplicity results of nontrivial pos-
itive solutions to the following quasilinear elliptic equation on RN , when N ≥ 2,
−∆pu = λK(x)u
r−1 − V (x)uq−1.
Here, K(x), V (x) > 0 are suitable potentials, 1 < p < r < q <∞, and λ > 0 is a parameter.
To study this problem, some compact embedding results regardingMq,p
V
(
RN
)
→֒ Lr
K
(
RN
)
are proved that unify and extend some recent results of the author [12, 13, 14].
1. Introduction
Ambrosetti, Brezis and Cerami in the seminal paper [2] studied the existence and multiplicity
results of positive solutions to the following elliptic equation
−∆u = λuρ−1 + u̺−1
on a bounded, smooth domain subject to the Dirichlet data u = 0, where 1 < ρ < 2 < ̺ < 2∗
and λ > 0 is a constant; see the fine paper of Ambrosetti, Garcia-Azorero and Peral [3] as well.
There have been quite a few papers devoted to the study of similar problems, and in particular
Alama and Tarantello [1] investigated a related problem with indefinite nonlinearities
−∆u− λu = k(x)uρ−1 − h(x)u̺−1, u > 0 (1.1)
in the same context as assumed in [2, 3] with 2 < ρ < ̺ and some constant λ ∈ R. Notice the
existence results for equation (1.1) depend on both the values of λ and the integrability of the
ratio function kα1(x)/hα2(x) for some explicit exponents α1, α2 concerning N, ρ, ̺.
Chabrowski [7], and Pucci and Ra˘dulescu [18, 20] recently extended the above work of Alama
and Tarantello to RN , and they studied the following quasilinear elliptic equation
−∆pu+ up−1 = λur−1 − h(x)uq−1, u ≥ 0.
Here, h(x) > 0 : RN → R satisfies an integrability condition, 2 ≤ p < r < q < 2∗, and λ > 0 is
a constant. Existence, nonexistence and multiplicity results are given in [7, 18, 20]. One may
also check the interesting papers [8, 4, 21] and the references therein for related results.
In this paper, we are concerned with the existence of nontrivial positive solutions to
−∆pu = λK(x)ur−1 − V (x)uq−1 (1.2)
on RN when N ≥ 2 in the function space M q,pV
(
RN
)
. Here, we assume that K(x), V (x) > 0 :
RN → R are appropriate potentials, 1 < p < r < q <∞, and λ > 0 is a parameter.
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As shown in [20], problem (1.2) is related to the Lane-Emden-Fowler equation that arises in
the boundary-layer theory of viscous fluids; see for example the survey [24]. This problem goes
back to the work of Lane in 1869 and was originally motivated by his interest in computing both
the temperature and the density of mass on the surface of the sun; equation (1.2) characterizes
the behavior of the density of a gas sphere in the hydrostatic equilibrium, where the index r (the
polytropic index in astrophysics) is related to the ratio of the specific heats of the gas. On the
other hand, as claimed in [18], (1.2) may be viewed as a pattern formation prototype in biology
associated with the steady-state problem modelling chemotactic aggregation, as introduced by
Keller and Segel [15]; it also plays an important role in the study of activator-inhibitor systems
modelling biological pattern formation, as proposed by Gierer and Meihardt [11]. Other aspects
of applications regarding problem (1.2) and a number of recent general application results can
be found for instance in the monograph of Ghergu and Ra˘dulescu [10].
We now describe suitable function space settings for our work. Let V (x) > 0 be a Lebesgue
measurable function in RN . When 1 ≤ p < N , we designate D1,p (RN), the space of functions
u with u ∈ Lp∗ (RN) and |∇u| ∈ Lp (RN), as the base space to define
M q,pV
(
RN
)
=
{
u ∈ D1,p (RN) : ‖u‖Mq,pV (RN ) = ‖u‖LqV(RN ) + ‖|∇u|‖p,RN <∞} ,
where p∗ = Np
N−p denotes the Sobolev critical index and for 1 ≤ q <∞ we write
LqV
(
RN
)
=
{
u ∈ L1loc
(
RN
)
: ‖u‖q
L
q
V(R
N ) =
∫
RN
|u|q V dx <∞
}
.
When N ≤ p <∞, we assume inf
RN
V (x) ≥ V0 > 0 and write LqV
(
RN
)
just out of Lq
(
RN
)
for
1 ≤ q <∞, and then define M q,pV
(
RN
)
further requesting |∇u| ∈ Lp (RN).
When V (x) ≡ 1, one has the space M q,p (RN) as analyzed in Han [12, 13, 14] that may be
viewed as a natural extension of the classical Sobolev space W 1,p
(
RN
)
. Note M q,p
(
RN
)
was
initially introduced in Maz’ya [17, section 5.1.1] using the notation W 1p,q
(
RN
)
.
Standing Assumptions.
(i). N ≥ 2, p ∈ (1,∞), q ∈ (p,∞), r ∈ (p, q), and λ > 0.
(ii). K(x), V (x) > 0 are Lebesgue measurable functions with K(x) ∈ Lαloc
(
RN
)
for some α ∈(
max{p∗,q}
max{p∗,q}−r ,∞
]
and inf
D
V (x) ≥ VD > 0 for each compact subset D ⋐ RN when 1 < p < N
while K(x) ∈ Lαloc
(
RN
)
for some α ∈ (1,∞] and inf
RN
V (x) ≥ V0 > 0 when N ≤ p <∞.
(iii). When 1 < p < N , K
p∗+β(p∗−q)
p∗−r (x)V −β(x) ∈ L1 (RN) if p < r < min {p∗, q} for some
β ∈
(
p∗(r−p)
(p∗−p)(q−r) ,
r
q−r
]
and K
q
q−r (x)V −
r
q−r (x) ∈ L1 (RN) if p∗ ≤ r < q; when N ≤ p < ∞,
K
s+β(s−q)
s−r (x)V −β(x) ∈ L1 (RN) if p < r < q for some β ∈ (max{0, Nq+pr−Np−pq
p(q−r)
}
, r
q−r
]
and
s ∈ [q,∞).
(iv). p ∈ (1, N), q ∈ (p,∞), r ∈ (p,min {p∗, q}), and K(x) ∈ L p
∗
p∗−r
(
RN
)
.
Theorem 1.1. Under the Standing Assumptions (i)-(iii), there exists a λ1 ≥ 0 such that
equation (1.2) has at least a positive solution in M q,pV
(
RN
)
provided λ > λ1. Furthermore, if
the Standing Assumption (iv) holds, then λ1 > 0 and equation (1.2) has at least a positive
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solution in M q,pV
(
RN
)
if and only if λ ≥ λ1; moreover, there is a λ2 (≥ λ1) such that equation
(1.2) has at least two positive solutions in M q,pV
(
RN
)
for every λ > λ2.
2. Function space deliberations
This section is devoted to the analyses of the function space settings that will be needed later.
From now on, we shall denote both continuous embedding of function spaces and convergence
of functions by “→ ”, compact embedding of function spaces by “ →֒ ”, and weak convergence
of functions by “ ⇀ ”. Other notations will be specified when appropriate.
Recall M q,p (Ω) is described as the space of Sobolev functions u on Ω that are in Lq (Ω) but
|∇u| are in Lp (Ω) for 1 ≤ p, q ≤ ∞. It is a Banach space with respect to the norm
‖u‖Mq,p(Ω) = ‖u‖q,Ω + ‖|∇u|‖p,Ω . (2.1)
First, consider the case where Ω is a bounded domain with a compact, Lipschitz boundary
∂Ω. When p ∈ [1, N), we have
M q,p (Ω) = W 1,p (Ω) for 1 ≤ q ≤ p∗,
M q1,p (Ω) ⊆M q2,p (Ω) for p∗ ≤ q2 ≤ q1 ≤ ∞.
When p = N , we have
M∞,p (Ω) ⊆M q,p (Ω) =W 1,p (Ω) for 1 ≤ q <∞.
When p ∈ (N,∞], we have
M q,p (Ω) = W 1,p (Ω) for 1 ≤ q ≤ ∞.
Lemma 2.1. Assume 1 ≤ q ≤ ∞. When 1 ≤ p < N , then the embedding ι :M q,p (Ω)→ Ls (Ω)
is continuous if 1 ≤ s ≤ max {p∗, q} and compact if 1 ≤ s < max {p∗, q}. When p = N , then
the embedding ι : M q,p (Ω) →֒ Ls (Ω) is compact if 1 ≤ s < ∞. When N < p ≤ ∞, then the
embedding ι :M q,p (Ω)→ Ls (Ω) is continuous if 1 ≤ s ≤ ∞ and compact if 1 ≤ s <∞.
Next, consider Ω = RN . When p ∈ [1, N), we denote by D1,p (RN) the space of functions u
with u ∈ Lp∗ (RN) and |∇u| ∈ Lp (RN); through Gagliardo-Nirenberg-Sobolev inequality, there
exists a sharp constant C1 > 0, depending on N, p, such that
‖u‖p∗,RN ≤ C1 ‖|∇u|‖p,RN , ∀ u ∈ D1,p
(
RN
)
. (2.2)
This leads to D1,p
(
RN
)
=Mp
∗,p
(
RN
)
and we in addition have
M q1,p
(
RN
) ⊆M q2,p (RN) for either 1 ≤ q1 ≤ q2 ≤ p∗,
or p∗ ≤ q2 ≤ q1 <∞.
When p = N , we have
M q1,p
(
RN
) ⊆M q2,p (RN) for 1 ≤ q1 ≤ q2 <∞.
When p ∈ (N,∞], we have
M q1,p
(
RN
) ⊆M q2,p (RN) ⊆M∞,p (RN) for 1 ≤ q1 ≤ q2 <∞.
Lemma 2.2. Assume that 1 ≤ q <∞. When 1 ≤ p < N , then the embedding ι :M q,p (RN)→
Ls
(
RN
)
is continuous if min {p∗, q} ≤ s ≤ max {p∗, q}. When p = N , then the embedding
ι : M q,p
(
RN
)→ Ls (RN) is continuous if q ≤ s <∞. When N < p ≤ ∞, then the embedding
ι : M q,p
(
RN
)→ Ls (RN) is continuous if q ≤ s ≤ ∞.
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The class C1c
(
RN
)
of compactly supported, continuously differentiable functions provides a
dense subset of M q,p
(
RN
)
in all cases except when p, q =∞. Moreover, one has the following
profound Caffarelli-Kohn-Nirenberg inequality from Rabier [19, corollary 2.1]
‖u‖s,RN ≤ C2 ‖u‖1−θq,RN ‖|∇u|‖θp,RN , ∀ u ∈M q,p
(
RN
)
. (2.3)
Here, 1 ≤ q (6= p∗) <∞ and s lies in between p∗ and q if 1 ≤ p < N whereas 1 ≤ q ≤ s <∞ if
N ≤ p <∞, θ = Nps−Npq
Nps+pqs−Nqs ∈ [0, 1), and C2 > 0 is a constant depending on N, p, q, s.
All the preceding results can be found with details in [19] and [12, 13, 14]. Note some special
cases of (2.3) were proved independently by Brasco and Ruffini [5, proposition 2.6].
Below, we discuss some compact embedding results for M q,pV
(
RN
) →֒ LrK (RN).
Proposition 2.3. Assume 1 ≤ p < N , 1 < q < ∞, 1 ≤ r < min {p∗, q}, and K(x), V (x) > 0
satisfy K(x) ∈ Lαloc
(
RN
)
for some α ∈
(
max{p∗,q}
max{p∗,q}−r ,∞
]
, inf
D
V (x) ≥ VD > 0 for each compact
subset D ⋐ RN whereas K
p∗+β(p∗−q)
p∗−r (x)V −β(x) ∈ L1 (RN) for some β ∈ [0, r
q−r
]
. Then, the
embedding M q,pV
(
RN
) →֒ LrK (RN) is compact.
This result unifies and extends proposition 2.3 and theorem 4.6 in [14].
Proof. Recall that M q,pV
(
RN
)
is a subspace of D1,p
(
RN
)
by definition. Write x = β(p
∗−r)
p∗+β(p∗−q) ,
y = r+β(r−q)
p∗+β(p∗−q) and z =
p∗−r
p∗+β(p∗−q) , and notice that x+ y+ z = 1. Now, set r1 = x
−1, r2 = y
−1
and r3 = z
−1 to observe∫
RN
|u|rKdx =
∫
RN
{|u|q V }x |u|r−qx {KV −x} dx
≤
(∫
RN
|u|q V dx
) 1
r1
(∫
RN
|u|p∗ dx
) 1
r2
(∫
RN
Kr3V −β dx
) 1
r3
≤ C˜1
(∫
RN
|u|q V dx
) 1
r1
(∫
RN
|∇u|p dx
) p∗
pr2
(∫
RN
Kr3V −β dx
) 1
r3
(2.4)
via Ho¨lder’s inequality and (2.2) with p∗ = r2 (r − qx), provided x, y, z ∈ (0, 1). To have x, y, z ∈
(0, 1), one can simply repeat the discussions in [14, proposition 2.3] to show β ∈
(
0, r
q−r
)
. We
certainly can take x, y = 0 and consequently have β = 0, r
q−r . Notice β = 0 corresponds to the
case where V (x) ≡ 0 and M q,pV
(
RN
)
= D1,p
(
RN
)
, which is [14, theorem 4.6].
Next, one has q
r1
+ p
∗
r2
= qx+ p∗y = r and therefore the embedding M q,pV
(
RN
)→ LrK (RN)
is continuous. Now, let {uk : k ≥ 1} be a sequence of functions in M q,pV
(
RN
)
, with uk ⇀ 0 as
k →∞ and ‖uk‖Mq,pV (RN ) uniformly bounded. It follows that∫
RN
|uk|rKdx =
∫
BR
|uk|rKdx+
∫
Bc
R
|uk|rKdx. (2.5)
Here, and hereafter, BR denotes the ball of radius R in R
N that is centered at the origin and
BcR := R
N \BR. For the integral over BcR, we apply (2.4) to derive, as R→∞,∫
Bc
R
|uk|rKdx ≤ C˜1
∥∥Kr3V −β∥∥ 1r3
1,Bc
R
‖uk‖rMq,pV (RN ) → 0.
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For the integral over BR, our (local) hypotheses lead to the compact embedding
M q,pV (BR)→M q,p (BR) →֒ L
αr
α−1 (BR)→ LrK (BR) (2.6)
by virtue of lemma 2.1 since αr
α−1 ∈ [1,max{p∗, q}); as a result, ‖uk‖LrK(BR) → 0 when k →∞
for a subsequence relabeled with the same index k. So, uk → 0 in LrK
(
RN
)
. 
Proposition 2.4. Assume 1 ≤ p < N , p∗ ≤ r < q < ∞, and K(x), V (x) > 0 satisfy K(x) ∈
Lαloc
(
RN
)
for some α ∈
(
q
q−r ,∞
]
, inf
D
V (x) ≥ VD > 0 for all compact subsets D ⋐ RN while
K
q
q−r (x)V −
r
q−r (x) ∈ L1 (RN). Then, the embedding M q,pV (RN) →֒ LrK (RN) is compact.
Proof. One observes from Ho¨lder’s inequality that∫
RN
|u|rKdx ≤
(∫
RN
|u|q V dx
) r
q
(∫
RN
K
q
q−r V −
r
q−r dx
) q−r
q
. (2.7)
The continuity of the embedding M q,pV
(
RN
)→ LrK (RN) follows readily. Let {uk : k ≥ 1} be
a sequence of functions in M q,pV
(
RN
)
, with uk ⇀ 0 when k →∞ and ‖uk‖Mq,pV (RN ) uniformly
bounded. One has (2.5) so that for the integral over BcR, it yields, as R→∞,∫
Bc
R
|uk|rKdx ≤
∥∥∥K qq−r V − rq−r ∥∥∥ q−rq
1,Bc
R
‖uk‖rMq,pV (RN ) → 0;
for the integral over BR, noticing 1 ≤ αrα−1 < q, our hypotheses again imply (2.6) by virtue of
lemma 2.1. As a consequence, one analogously obtains uk → 0 in LrK
(
RN
)
. 
The following result provides a different version of theorem 4.3 in [14].
Theorem 2.5. Suppose 1 ≤ p < N , p∗ ≤ r < q < ∞, and K(x), V (x) > 0 satisfy K(x) ∈
Lαloc
(
RN
)
for some α ∈
(
q
q−r ,∞
]
, inf
D
V (x) ≥ VD > 0 for all compact subsets D ⋐ RN while
K(x)V −
r−p∗
q−p∗ (x)→ 0 uniformly. Then, the embedding M q,pV
(
RN
) →֒ LrK (RN) is compact.
Proof. Assume {uk : k ≥ 1} is a sequence of functions in M q,pV
(
RN
)
, with uk ⇀ 0 as k → ∞
and ‖uk‖Mq,pV (RN ) uniformly bounded. One has (2.5) and for the integral over B
c
R,∫
Bc
R
|uk|rKdx =
∫
Bc
R
{|uk|q V }
r−p∗
q−p∗ |uk|r−q
r−p∗
q−p∗
{
KV −
r−p∗
q−p∗
}
dx
≤
∥∥∥KV − r−p∗q−p∗ ∥∥∥
∞,Bc
R
(∫
Bc
R
|uk|q V dx
) r−p∗
q−p∗
(∫
Bc
R
|uk|p
∗
dx
) q−r
q−p∗
≤ Ĉ1
∥∥∥KV − r−p∗q−p∗ ∥∥∥
∞,Bc
R
(∫
RN
|uk|q V dx
) r−p∗
q−p∗
(∫
RN
|∇uk|p dx
) p∗(q−r)
p(q−p∗)
≤ Ĉ1
∥∥∥KV − r−p∗q−p∗ ∥∥∥
∞,Bc
R
‖uk‖rMq,pV (RN )
follows in view of Ho¨lder’s inequality and (2.2) that goes to zero when R→∞; the analysis on
the integral over BR is exactly the same as done before so that uk → 0 in LrK
(
RN
)
.
Note the embedding M q,pV
(
RN
) → LrK (RN) is continuous provided K(x) ∈ Lαloc (RN) for
some α ∈
[
q
q−r ,∞
]
and K(x)V −
r−p∗
q−p∗ (x) is eventually bounded as |x| → ∞. 
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Theorem 2.6. Suppose N ≤ p < ∞, 1 ≤ r < q < ∞, and K(x), V (x) > 0 satisfy K(x) ∈
Lαloc
(
RN
)
for some α ∈ (1,∞], inf
RN
V (x) ≥ V0 > 0 while K
s+β(s−q)
s−r (x)V −β(x) ∈ L1 (RN) for
some β ∈
[
0, r
q−r
]
and s ∈ [q,∞). Then, the embedding M q,pV
(
RN
) →֒ LrK (RN) is compact.
Proof. Recall that M q,pV
(
RN
)
is a subspace of M q,p
(
RN
)
by definition. Write xˆ = β(s−r)
s+β(s−q) ,
yˆ = r+β(r−q)
s+β(s−q) and zˆ =
s−r
s+β(s−q) for some arbitrarily chosen s ∈ [q,∞), and notice xˆ+ yˆ+ zˆ = 1.
Now, set rˆ1 = xˆ
−1, rˆ2 = yˆ
−1 and rˆ3 = zˆ
−1 for θ = Nps−Npq
Nps+pqs−Nqs ∈ [0, 1) to derive∫
RN
|u|rKdx =
∫
RN
{|u|q V }xˆ |u|r−qxˆ
{
KV −xˆ
}
dx
≤
(∫
RN
|u|q V dx
) 1
rˆ1
(∫
RN
|u|s dx
) 1
rˆ2
(∫
RN
K rˆ3V −β dx
) 1
rˆ3
≤ C(s)V −
s(1−θ)
qrˆ2
0
(∫
RN
|u|q V dx
) 1
rˆ1
+ s(1−θ)
qrˆ2
(∫
RN
|∇u|p dx
) sθ
prˆ2
(∫
RN
K rˆ3V −β dx
) 1
rˆ3
(2.8)
by Ho¨lder’s inequality and (2.3) with s = rˆ2 (r − qxˆ) when xˆ, yˆ, zˆ ∈ (0, 1). To have xˆ, yˆ, zˆ ∈ (0, 1),
one deduces β ∈
(
0, r
q−r
)
. We surely can take xˆ, yˆ = 0 and have β = 0, r
q−r . As
q
(
1
rˆ1
+
s (1− θ)
qrˆ2
)
+ p
(
sθ
prˆ2
)
=
q
rˆ1
+
s
rˆ2
= qxˆ+ syˆ = r, (2.9)
one realizes that the embedding M q,pV
(
RN
)→ LrK (RN) is continuous.
Next, let {uk : k ≥ 1} be a sequence of functions in M q,pV
(
RN
)
such that uk ⇀ 0 as k →∞
and ‖uk‖Mq,pV (RN ) is uniformly bounded. Using (2.5), for the integral over B
c
R, we apply (2.8)
and (2.9) to derive, when R→∞,∫
Bc
R
|uk|rKdx ≤ C(s)V
− s(1−θ)
qrˆ2
0
∥∥K rˆ3V −β∥∥ 1rˆ3
1,Bc
R
‖uk‖rMq,pV (RN ) → 0;
for the integral over BR, noticing 1 ≤ αrα−1 <∞, our hypotheses again lead to (2.6) in view of
lemma 2.1. As a consequence, one analogously observes uk → 0 in LrK
(
RN
)
. 
It is noteworthy that our preceding results in particular provide some complements to those
nice results by Chiappinelli [9] in the so-called lower triangle situation. Moreover, proposition
2.3 here is related to (and seems providing a correct proof for) Schneider [22, theorem 2.3], but
the author wasn’t aware of that paper when this paper was initially written.
3. Proof of Theorem 1.1
In this section, we seek nontrivial positive solutions to (1.2) in M q,pV
(
RN
)
via identifying the
critical points of the associated energy functional Jλ :M q,pV
(
RN
)→ R, defined by
Jλ(u) = 1
p
∫
RN
|∇u|p dx+ 1
q
∫
RN
|u|q V dx− λ
r
∫
RN
|u|rKdx. (3.1)
First, we make an elementary observation of all solutions to problem (1.2).
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Lemma 3.1. Under the Standing Assumptions (i)-(iii), each solution uλ to equation (1.2)
in M q,pV
(
RN
)
satisfies ∫
RN
|∇uλ|p dx+
∫
RN
|uλ|q V dx ≤ λγCKV . (3.2)
Here, γ > 0 and CKV > 0 are absolute constants that are independent of λ, u.
Proof. First, it’s easily seen that each solution uλ to equation (1.2) satisfies∫
RN
|∇uλ|p dx+
∫
RN
|uλ|q V dx = λ
∫
RN
|uλ|rKdx. (3.3)
For 1 < p < N and p < r < min {p∗, q}, denote r4 = p
∗+β(p∗−q)
β(p∗−r) = r1, r5 =
p{p∗+β(p∗−q)}
p∗{r+β(r−q)} =
p
p∗
r2 < r2 and r6 =
r4r5
r4r5−r4−r5
> r3 in (2.4) of proposition 2.3 to observe
λ
∫
RN
|u|rKdx ≤
(∫
RN
|u|q V dx
) 1
r4
(∫
RN
|∇u|p dx
) 1
r5 ×{
λr6C˜r61
(∫
RN
Kr3V −β dx
) r6
r3
} 1
r6
≤ 1
r4
∫
RN
|u|q V dx+ 1
r5
∫
RN
|∇u|p dx + λr6C1(K,V ).
(3.4)
Here, we applied Young’s inequality with C1(K,V ) > 0 a constant independent of λ, u. (3.2) is
verified via (3.3) if 1
r4
+ 1
r5
< 1, which is true provided p
∗(r−p)
(p∗−p)(q−r) < β ≤ rq−r .
For 1 < p < N but p∗ ≤ r < q <∞, (2.7) of proposition 2.4 immediately yields
λ
∫
RN
|u|rKdx ≤ r
q
∫
RN
|u|q V dx+ λ qq−r C˜1(K,V ), (3.5)
with C˜1(K,V ) > 0 a constant independent of λ, u.
Finally, for N ≤ p <∞ and p < r < q <∞, (2.8) of theorem 2.6 leads to
λ
∫
RN
|u|rKdx ≤
(∫
RN
|u|q V dx
) 1
rˆ4
(∫
RN
|∇u|p dx
) 1
rˆ5 ×
(
λC(s)V
− s(1−θ)
qrˆ2
0
)rˆ6 (∫
RN
K rˆ3V −β dx
) rˆ6
rˆ3

1
rˆ6
≤ 1
rˆ4
∫
RN
|u|q V dx+ 1
rˆ5
∫
RN
|∇u|p dx+ λrˆ6Ĉ1(K,V )
(3.6)
through Young’s inequality with Ĉ1(K,V ) > 0 a constant independent of λ, u for rˆ4 =
1
1
rˆ1
+ s(1−θ)
qrˆ2
,
rˆ5 =
1
sθ
prˆ2
and rˆ6 =
rˆ4 rˆ5
rˆ4 rˆ5−rˆ4−rˆ5
. To have Young’s inequality applicable, we simply require rˆ6 > 0,
or equivalently, 1
rˆ4
+ 1
rˆ5
< 1. Routine calculations lead to
1
rˆ4
+
1
rˆ5
=
1
rˆ1
+
s (1− θ)
qrˆ2
+
sθ
prˆ2
=
βNps+ βNq2 + βprs− βNpq − βNqs− βpqr +Npr + prs−Nqr
βNps+ βNq2 + βpqs− βNpq − βNqs− βpq2 +Nps+ pqs−Nqs ,
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so that 1
rˆ4
+ 1
rˆ5
< 1 if and only if
β > f(s) :=
Npr +Nqs+ prs−Nps−Nqr − pqs
p (q − r) (s− q) .
It is readily seen that f(s) < r
q−r provided s > r, since Np+ pq−Nq ≥ Np > 0 in view of the
assumption p ≥ N . Furthermore, it is interesting to derive that
f′(s) =
Np2q2 +Np2r2 − 2Np2qr + p2q3 + p2qr2 − 2p2q2r −Npq3 −Npqr2 + 2Npq2r
{p (q − r) (s− q)}2
=
p (Np+ pq −Nq) (q2 + r2 − 2qr)
{p (q − r) (s− q)}2 ≥
N
(s− q)2 > 0
and lim
s→q+
f(s) = − (q−r)(Np+pq−Nq)lim
s→q+
{p(q−r)(s−q)} = −∞. Hence, f(s) is an increasing function of s ∈ (q,∞)
with supremum lim
s→∞−
f(s) = Nq+pr−Np−pq
p(q−r) <
r
q−r . To have the largest lower bound regarding(
f(s), r
q−r
]
, we may take s→∞ to derive max
{
0, Nq+pr−Np−pq
p(q−r)
}
< β ≤ r
q−r .
Note r4, r5 in (3.4) depend only on β,N, p, q, r. So, we analyze rˆ4, rˆ5 in (3.6) (as functions of
s) to remove their dependence on s. Suppose β ∈
(
max
{
0, Nq+pr−Np−pq
p(q−r)
}
, r
q−r
]
subsequently
and have rˆ4, rˆ5 > 1 uniformly for s ∈ [q,∞]. Recall
g(s) :=
1
rˆ4
=
1
rˆ1
+
s (1− θ)
qrˆ2
=
βNps+ βNqr + βprs − βNpq − βNrs− βpqr +Npr + prs−Nrs
βNps+ βNq2 + βpqs− βNpq − βNqs− βpq2 +Nps+ pqs−Nqs
and
h(s) :=
1
rˆ5
=
sθ
prˆ2
=
βNq2 + βNrs− βNqr − βNqs+Nrs−Nqr
βNps+ βNq2 + βpqs− βNpq − βNqs− βpq2 +Nps+ pqs−Nqs.
It is straightforward (but somewhat tedious) to obtain that
g′(s) =
βN2p2q + βN2pqr + βNp2q2 +N2pqr
{βNps+ βNq2 + βpqs− βNpq − βNqs− βpq2 +Nps+ pqs−Nqs}2
− βN
2p2r + βN2pq2 + βNp2qr +N2p2r +Np2qr
{βNps+ βNq2 + βpqs− βNpq − βNqs− βpq2 +Nps+ pqs−Nqs}2
= − Np (Np+ pq −Nq) {r + β (r − q)}{s+ β (s− q)}2 (Np+ pq −Nq)2 < 0
and
h′(s) =
βN2pqr + βN2q3 + βNpq2r +N2pqr +Npq2r
{βNps+ βNq2 + βpqs− βNpq − βNqs− βpq2 +Nps+ pqs−Nqs}2
− βN
2pq2 + βN2q2r + βNpq3 +N2q2r
{βNps+ βNq2 + βpqs− βNpq − βNqs− βpq2 +Nps+ pqs−Nqs}2
=
Nq (Np+ pq −Nq) {r + β (r − q)}
{s+ β (s− q)}2 (Np+ pq −Nq)2 > 0.
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Therefore, (3.6) is transformed to
λ
∫
RN
|u|rKdx ≤ r
q
∫
RN
|u|q V dx+ 1
δ
∫
RN
|∇u|p dx+ λrˆ6Ĉ1(K,V ), (3.7)
since 1
rˆ4
≤ lim
s→q+
g(s) = r
q
< 1 and 1
rˆ5
≤ 1
δ
:= lim
s→∞−
h(s) = N{r+β(r−q)}(1+β)(Np+pq−Nq) < 1. 
Lemma 3.2. Under the Standing Assumptions (i)-(iii), the functional Jλ is of class C1
and is coercive inM q,pV
(
RN
)
so that each sequence {uk : k ≥ 1} of functions inM q,pV
(
RN
)
with
Jλ(uk) bounded admits of a weakly convergent subsequence in M q,pV
(
RN
)
. Furthermore, Jλ is
sequentially weakly lower semicontinuous in M q,pV
(
RN
)
; that is, when uk ⇀ u in M
q,p
V
(
RN
)
,
then for a subsequence relabeled using the same notation, one has
Jλ(u) ≤ lim
k→∞
Jλ(uk). (3.8)
Proof. The proof of showing Jλ is C1 is standard. The assertion regarding the boundedness of
Jλ(uk) leading to the existence of a weakly convergent subsequence in M q,pV
(
RN
)
follows via
the coercivity of Jλ and the reflexivity of M q,pV
(
RN
)
; for the latter, see proposition a.11 of [4]
with E now being the homogeneous gradient Lp space using the notation there.
Next, we show Jλ is coercive. For 1 < p < N and p < r < min {p∗, q}, one has
λ
r
∫
RN
|u|rKdx ≤
(
r4
2q
∫
RN
|u|q V dx
) 1
r4
(
r5
2p
∫
RN
|∇u|p dx
) 1
r5 ×{
λr6
(
C˜1
r
)r6 (
2q
r4
) r6
r4
(
2p
r5
) r6
r5
(∫
RN
Kr3V −β dx
) r6
r3
} 1
r6
≤ 1
2q
∫
RN
|u|q V dx+ 1
2p
∫
RN
|∇u|p dx+ λr6C2(K,V ).
For 1 < p < N but p∗ ≤ r < q <∞, one has
λ
r
∫
RN
|u|rKdx ≤ 1
2q
∫
RN
|u|q V dx+ λ qq−r C˜2(K,V ).
Finally, for N ≤ p <∞ and p < r < q <∞, one has
λ
r
∫
RN
|u|rKdx ≤ 1
2q
∫
RN
|u|q V dx+ 1
2p
∫
RN
|∇u|p dx+ λrˆ6Ĉ2(K,V ).
Here, we employed the same ideas and notations as used in lemma 3.1, so that
Jλ(u) ≥ 1
2p
∫
RN
|∇u|p dx+ 1
2q
∫
RN
|u|q V dx− λγC˜KV
with (the same) γ > 0 and C˜KV > 0 some absolute constants independent of λ, u.
Notice we have just proved the coercivity of Jλ. So, each sequence {uk : k ≥ 1} of functions
in M q,pV
(
RN
)
with bounded Jλ(uk) admits of a weakly convergent subsequence, written again
as {uk : k ≥ 1} with uk ⇀ u ∈M q,pV
(
RN
)
. The lower semicontinuity of norms yields∫
RN
|∇u|p dx ≤ lim
k→∞
∫
RN
|∇uk|p dx and
∫
RN
|u|q V dx ≤ lim
k→∞
∫
RN
|uk|q V dx,
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while Lieb and Loss [16, theorem 1.9] (together with the fact that uk
r
√
K → u r
√
K a.e. on RN
by lemma 2.1 for yet another subsequence, still denoted by {uk : k ≥ 1}) says
lim
k→∞
∫
RN
|uk|rKdx =
∫
RN
|u|rKdx. (3.9)
Therefore, one proves the sequentially weak lower semicontinuity (3.8) of Jλ. 
Define
λ˜ = inf
u∈Mq,pV (R
N)
‖u‖
Lr
K(R
N )=1
{
r
p
∫
RN
|∇u|p dx+ r
q
∫
RN
|u|q V dx
}
. (3.10)
Then, one sees λ˜ > 0. Actually, if not, then there is a sequence {ul : l ≥ 1} in M q,pV
(
RN
)
with
‖ul‖LrK(RN ) = 1 but
r
p
∫
RN
|∇ul|p dx+ rq
∫
RN
|ul|q V dx→ 0; this would yield ‖ul‖Mq,pV (RN ) → 0
that contradicts the compact embedding M q,pV
(
RN
) →֒ LrK (RN) or (3.9).
Define λ∗ to be the supermum of λ such that equation (1.2) only has the trivial solution for
each µ < λ, and λ∗∗ to be the infimum of λ such that equation (1.2) has at least one nontrivial
positive solution at λ. Then, we have 0 ≤ λ∗ = λ∗∗ ≤ λ˜. In fact, for each λ > λ˜,
λ
∫
RN
|vλ|rKdx > r
p
∫
RN
|∇vλ|p dx+ r
q
∫
RN
|vλ|q V dx
follows with some vλ ∈M q,pV
(
RN
)
by homogeneity; this can be rewritten as
Jλ(vλ) = 1
p
∫
RN
|∇vλ|p dx+ 1
q
∫
RN
|vλ|q V dx − λ
r
∫
RN
|vλ|rKdx < 0,
which along with lemma 3.2 leads to Jλ(uλ) = inf
u∈Mq,pV (R
N )
Jλ(u) ≤ Jλ(vλ) < 0 for an uλ ≥ 0
in M q,pV
(
RN
)
that is a nontrivial positive solution to problem (1.2), seeing Jλ(|uλ|) = Jλ(uλ).
So, one has λ∗∗ ≤ λ˜. On the other hand, if λ∗ > λ∗∗, one would find a λ′ ∈ [λ∗∗, λ∗) such that
problem (1.2) has at least a nontrivial positive solution at λ′ according to the definition of λ∗∗
- this however is against the definition of λ∗; if λ∗ < λ∗∗, one would find a λ′ ∈ (λ∗, λ∗∗] such
that problem (1.2) has at least a nontrivial positive solution at some µ′ (< λ′) according to the
definition of λ∗ - this however is against the definition of λ∗∗. So, one has λ∗ = λ∗∗.
Write λ1 := λ
∗ = λ∗∗ in the sequel.
Proposition 3.3. Under our Standing Assumptions (i)-(iii), one has λ1 ≥ 0 and problem
(1.2) has a nontrivial positive solution uλ ≥ 0 in M q,pV
(
RN
)
for all λ > λ1.
Proof. By definition, λ1 = λ
∗ so that if uλ is a nontrivial positive solution to equation (1.2) in
M q,pV
(
RN
)
, then λ ≥ λ1. Below, we verify (1.2) has at least one nontrivial solution uλ ≥ 0 in
M q,pV
(
RN
)
for each λ > λ1 using Struwe [23, theorem 2.4]; see also [4, theorem 4.2].
By definition, λ1 = λ
∗∗; so, there is a µ ∈ [λ1, λ) such that (1.2) has a nontrivial solution
uµ ≥ 0 in M q,pV
(
RN
)
, which clearly is a sub-solution for (1.2) at λ. Consider the constrained
minimization problem inf
u∈M
Jλ(u) with M :=
{
u ∈M q,pV
(
RN
)
: u ≥ uµ
}
. Notice M is closed
and convex, and thus is weakly closed in M q,pV
(
RN
)
. So, lemma 3.2 ensures the attainment of
a minimizer of Jλ in M ; that is, there is an uλ (≥ uµ) in M satisfying Jλ(uλ) = inf
u∈M
Jλ(u).
Take ϕ ∈ C1c
(
RN
)
, and set ϕε := max {0, uµ − uλ + εϕ} ≥ 0 and vε := ϕε+uλ− εϕ (≥ uµ) in
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M for some ε > 0. Then, one has J ′λ(uλ)(uλ) ≤ J ′λ(uλ)(vε) that further implies
J ′λ(uλ)(ϕ) ≤
1
ε
J ′λ(uλ)(ϕε). (3.11)
Put Ωε :=
{
x ∈ RN : ϕε(x) > 0
}
=
{
x ∈ RN : uλ(x)− εϕ(x) < uµ(x)
} ⊆ supp(ϕ+). Since
uµ is a sub-solution for (1.2) at λ and ϕε ≥ 0, J ′λ(uµ)(ϕε) ≤ 0 follows and one has
J ′λ(uλ)(ϕε) ≤ J ′λ(uλ)(ϕε)− J ′λ(uµ)(ϕε)
≤−
∫
Ωε
(
|∇uλ|p−2∇uλ − |∇uµ|p−2∇uµ
)
· (∇uλ −∇uµ) dx
+ ε
{∫
Ωε
(
|∇uλ|p−2∇uλ − |∇uµ|p−2∇uµ
)
· ∇ϕdx
+
∫
Ωε
(
uq−1λ − uq−1µ
)
|ϕ|V dx+ λ
∫
Ωε
(
ur−1λ − ur−1µ
) |ϕ|Kdx}
≤ ε
{
‖|∇ϕ|‖p,Ωε
[
‖|∇uλ|‖p−1p,Ωε + ‖|∇uµ|‖
p−1
p,Ωε
]
+ ‖ϕ‖LqV(Ωε)
[
‖uλ‖q−1LqV(Ωε) + ‖uµ‖
q−1
L
q
V(Ωε)
]
+ λ ‖ϕ‖LrK(Ωε)
[
‖uλ‖r−1LrK(Ωε) + ‖uµ‖
r−1
LrK(Ωε)
]}
= o(ε)
as ε→ 0+, noticing 0 < ϕε ≤ ε |ϕ| on Ωε. This combined with (3.11) yields J ′λ(uλ)(ϕ) ≤ 0 for
any ϕ ∈ C1c
(
RN
)
so that it implies J ′λ(uλ)(−ϕ) ≤ 0 as well. By density, J ′λ(uλ)(v) = 0 for all
v ∈M q,pV
(
RN
)
, and thus uλ (≥ uµ ≥ 0) is a nontrivial solution to (1.2) at λ. 
Proposition 3.3 obviously provides the proof for the first assertion of theorem 1.1. In order
to proceed as well as for convenience of the reader, we recall [13, lemma 3.4].
Lemma 3.4. Let Ω be a domain in RN for N ≥ 1, and let f, g be two functions in Lt (Ω) for
t ∈ (1,∞). Then, there is a constant Ct > 0, depending on Ω, N, t, such that
∫
Ω
(
|f |t−2 f − |g|t−2 g
)
(f − g) dx ≥

Ct ‖f − g‖tt,Ω when t ≥ 2,
Ct
‖f−g‖2
t,Ω
(‖f‖t,Ω+‖g‖t,Ω)
2−t when 1 < t < 2.
Lemma 3.5. Under the Standing Assumptions (i)-(iv), there are some absolute constants
CK , ĈKV > 0 such that λ1 ≥ ĈKV > 0 and such that each nontrivial solution uλ to equation
(1.2) in M q,pV
(
RN
)
satisfies ∫
RN
|uλ|rKdx ≥
(
λC
p
r
K
) r
p−r
. (3.12)
Proof. First, notice that at present we only consider 1 < p < N and p < r < min {p∗, q}. Take
u ∈M q,pV
(
RN
)
to see, by Ho¨lder’s inequality and (2.2) for an absolute constant CK > 0,∫
RN
|u|rKdx ≤
(∫
RN
|u|p∗ dx
) r
p∗
(∫
RN
K
p∗
p∗−r dx
) p∗−r
p∗
≤ CK
(∫
RN
|∇u|p dx
) r
p
.
(3.13)
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Combining this with (3.3), one observes, for each nontrivial solution uλ to (1.2),(∫
RN
|uλ|rKdx
) p
r
≤ λC
p
r
K
∫
RN
|uλ|rKdx,
which in turn yields (3.12). Moreover, by (3.2) and (3.12), one sees
(
λC
p
r
K
) p
p−r ≤ λγC
p
r
KCKV ,
and thus λ ≥ ĈKV > 0 since p < r, which in particular implies λ1 ≥ ĈKV > 0. 
Finally, we are ready to discuss the second twofold assertion of theorem 1.1.
Proposition 3.6. Under our Standing Assumptions (i)-(iv), one has λ1 > 0 and problem
(1.2) has a nontrivial positive solution uλ ≥ 0 in M q,pV
(
RN
)
if and only if λ ≥ λ1; besides, for
λ2 := λ˜ (≥ λ1) as described in (3.10), problem (1.2) has at least two distinct nontrivial positive
solutions uλ, u˜λ ≥ 0 in M q,pV
(
RN
)
for every λ > λ2.
Proof. Recall when uλ ≥ 0 is a nontrivial positive solution to (1.2) in M q,pV
(
RN
)
, then λ ≥ λ1;
also, λ1 > 0 was proved. Hence, one only needs to show problem (1.2) has a nontrivial positive
solution at λ1. Let {λ(k) > λ1 : k ≥ 1} decrease to λ1, with
{
uλ(k) ≥ 0 : k ≥ 1
}
an associated
sequence of nontrivial solutions to (1.2) that is bounded in M q,pV
(
RN
)
by (3.2). Then, there is
a subsequence
{
uλ(k) : k ≥ 1
}
, using the same index λ(k), with
∣∣∇uλ(k)∣∣⇀ |∇ω| in Lp (RN),
uλ(k) ⇀ ω in L
q
V
(
RN
)
while uλ(k) → ω in LrK
(
RN
)
for a function ω ∈ M q,pV
(
RN
)
such that
uλ(k) → ω a.e. on RN . Then, one has (3.9) for uλ(k), ω ≥ 0 (instead of uk, u) and
lim
k→∞
∫
RN
ur−1
λ(k)vKdx =
∫
RN
ωr−1vK dx, ∀ v ∈M q,pV
(
RN
)
;
see for example [4, lemma 3.4]. Keep in mind J ′λ(k)(uλ(k)) = 0; that is,∫
RN
∣∣∇uλ(k)∣∣p−2∇uλ(k) · ∇vdx + ∫
RN
uq−1
λ(k)vV dx = λ(k)
∫
RN
ur−1
λ(k)vKdx (3.14)
for all v ∈M q,pV
(
RN
)
. As J ′λ(ω) is a continuous, linear functional on M q,pV
(
RN
)
,
0← J ′λ(k)(uλ(k))
(
uλ(k) − ω
)
+ λ(k)
∫
RN
ur−1
λ(k)
(
uλ(k) − ω
)
Kdx
− J ′λ(ω)
(
uλ(k) − ω
)− λ∫
RN
ωr−1
(
uλ(k) − ω
)
Kdx
=
∫
RN
(∣∣∇uλ(k)∣∣p−2∇uλ(k) − |∇ω|p−2∇ω) · (∇uλ(k) −∇ω) dx
+
∫
RN
(
uq−1
λ(k) − ωq−1
) (
uλ(k) − ω
)
V dx
follows when k →∞, from which along with lemma 3.4 one derives uλ(k) → ω in M q,pV
(
RN
)
.
This in particular implies ∇uλ(k) → ∇ω a.e. on RN , so that we also have
lim
k→∞
∫
RN
∣∣∇uλ(k)∣∣p−2∇uλ(k) · ∇vdx = ∫
RN
|∇ω|p−2∇ω · ∇vdx
and
lim
k→∞
∫
RN
uq−1
λ(k)vV dx =
∫
RN
ωq−1vV dx
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for all v ∈M q,pV
(
RN
)
. Upon letting k →∞ on both sides of (3.14), it shows∫
RN
|∇ω|p−2∇ω · ∇vdx +
∫
RN
ωq−1vV dx = λ1
∫
RN
ωr−1vKdx. (3.15)
Using [16, theorem 1.9] again and (3.12), one sees
∫
RN
ωrKdx ≥
(
λ(1)C
p
r
K
) r
p−r
> 0 in view of
the compact embedding M q,pV
(
RN
) →֒ LrK (RN). So, ω ≥ 0 is a nontrivial positive solution in
M q,pV
(
RN
)
to equation (1.2); that is, ω = uλ1 in common practice notation.
On the other hand, from the discussions in [18, lemma 3] and [20, lemma 3], one knows any
other solution u˜λ ≥ 0 to (1.2) at λ (> λ2), if it exists, should satisfy u˜λ ≤ uλ with Jλ(uλ) < 0.
Furthermore, it is easily seen from (3.13) that
Jλ(u) ≥ 1
p
∫
RN
|∇u|p dx+ 1
q
∫
RN
|u|q V dx− λ
r
CK
(∫
RN
|∇u|p dx
) r
p
≥
(
1
p
− λ
r
CK ‖|∇u|‖r−pp,RN
)
‖|∇u|‖p
p,RN
≥ η > 0,
(3.16)
provided 0 < ‖|∇u|‖p,RN < min
{
‖|∇uλ|‖p,RN ,
(
r
λpCK
) 1
r−p
}
. Thus, exploiting the important
mountain pass theorem of Candela and Palmieri [6, theorem 2.5] (see also [4, theorem a.3] for a
closely related result using a different proof), there exists a sequence {ul : l ≥ 1} in M q,pV
(
RN
)
(without loss of generality, we select ul ≥ 0 as Jλ(u) = Jλ(|u|)) satisfying Jλ(ul)→ c > 0 and
J ′λ(ul)→ 0 in the dual space of M q,pV
(
RN
)
when l →∞, where c := inf
h∈H
max
z∈[0,1]
Jλ(h(z)) > 0
for H :=
{
h ∈ C ([0, 1] ;M q,pV (RN)) : h(0) = 0, h(1) = uλ}. Lemma 3.2 yields a subsequence
{ul : l ≥ 1}, using the same notation, such that |∇ul|⇀ |∇ξ| in Lp
(
RN
)
, ul ⇀ ξ in L
q
V
(
RN
)
and ul → ξ in LrK
(
RN
)
for some function ξ ∈M q,pV
(
RN
)
with ul → ξ a.e. on RN . The same
analyses then deduce ul → ξ in M q,pV
(
RN
)
. Consequently, u˜λ := ξ ≥ 0 is another nontrivial
solution to (1.2) in M q,pV
(
RN
)
that is distinct from uλ since Jλ(u˜λ) = c > 0. 
Final Note. A careful reading of our proofs for propositions 2.3, 2.4 and theorem 2.6 reveals the
respective condition Kβ1(x)/V β2(x) ∈ L1
(
R
N
)
can be released to the weaker one: Kβ1(x)/V β2(x) is
eventually integrable as |x| → ∞ for suitable exponents β1, β2 > 0 independent of u.
Appendix A.
We provide below two compact embedding results that may be of independent interest; the proofs are
omitted since they follow verbatim via lemma 2.2 and [14, theorems 4.4 and 4.5].
Recall a function u ∈ L1loc
(
R
N
)
is said to vanish at infinity provided L
({
x ∈ RN : |u(x)| ≥ c
})
<
∞ and vanish at infinity weakly provided lim
|x|→∞
L
(
B(x) ∩
{
x ∈ RN : |u(x)| ≥ c
})
= 0 for all constants
c > 0, with L the Lebesgue measure and B(x) the unit ball centered at x ∈ RN .
Theorem A.1. Suppose N ≤ p < ∞, 1 ≤ q ≤ r < ∞, and K(x), V (x) > 0 satisfy K(x) ∈ Lα (Ω)
for some α ∈ (1,∞] and all Ω with L (Ω) < ∞, inf
RN
V (x) ≥ V0 > 0 while K(x)V
−τ (x) vanishing at
infinity with τ ∈ (0, 1) if q < r and τ = 1 if q = r. Then, the embedding Mq,p
V
(
R
N
)
→֒ LrK
(
R
N
)
is
compact.
Theorem A.2. Assume that N ≤ p < ∞, 1 ≤ q ≤ N , q ≤ r < ∞, and K(x), V (x) > 0 satisfy
K(x) ∈ Lα
(
R
N
)
for some α ∈ (1,∞], inf
RN
V (x) ≥ V0 > 0 whereas K(x)V
−τ (x) vanishing at infinity
weakly with τ ∈ (0, 1) if q < r and τ = 1 if q = r. Then, the embedding Mq,p
V
(
R
N
)
→֒ LrK
(
R
N
)
is
compact.
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