This paper deals with the application of adaptive fractional order control to networked control systems (NCSs) to compensate the effects of timevarying network-induced delays. In essence, it adapts both the gains and the orders of a local PI α D μ controller in accordance with the current network condition in order to avoid a decreased control performance. A frequency domain framework is provided to analyze the system stability on the basis of the switching systems theory. The velocity control of a servomotor through the Internet is given to show the effectiveness of the proposed adaptive controller, including a comparison with non-and gain scheduled controllers.
Introduction
Within the challenge of networked control systems (NCSs), there is a need for control algorithms that can deal with communication imperfections and constraints, which can degrade the performance of the control loop significantly and even lead to instability (see e.g. [1, 2, 3] ). To this respect, c 2014 Diogenes Co., Sofia pp. 462-482 , DOI: 10.2478/s13540-014-0180-6 and considering network-induced delays as the main drawback, much of the available literature is recently dominated by the compensation of timevarying delays in real-time, especially using gain scheduling (GS) [4, 5, 6, 7] . In many instances, this method of control is clearly reasonable and can be justified by appropriate experimental results.
Major advancements over the last decades in fractional order control (FOC) have led to recognize that fractional order PID controllers, namely PI α D μ , possess the same ease of use of standard PID controllers but provide more flexibility in the design and, consequently, improvements in the performance of the control system -e.g. refer to [8, 9] for fundamentals and a survey on FOC. In the past years, the application of FOC to network-based control is becoming more popular and its success and advantages have been demonstrated in many works [10, 11, 12, 13, 14, 15] .
Likewise, more recently variable order (VO) fractional calculus has attracted significant interests in the field. Many valuable studies run to use VO fractional operators in different applications, such as diffusion processes [16, 17] , signal processing [18, 19, 20] and control [21, 22] . However, up to now a few works were developed to apply variable operators in PI α D μ controllers, i.e., to generalize them to VO controllers of the form PI α(t) D μ (t) . A brief study of VO integrators and differentiators, their possible application and extension to PI α(t) D μ(t) controllers are reported in [23, 24] . Despite the general interest, no experimental applications of PI α(t) D μ(t) can be found in the technical literature.
Motivated by the widespread success of GS in NCSs and the promising potential of PI α(t) D μ(t) controllers as a form of adaptive control, this paper focuses on the design of fractional order PI α D μ controllers with variable gains and orders to minimize the effects of time-varying delays in real-time control over networks. This approach, which will be called as gain-order scheduling (GOS), involves the automatic adjustment in real-time of both the controller gains and the orders α and μ (0 < α, μ < 2) with respect to the current network condition. Essentially, it will allow more robust system performance to be attained. The contributions of this paper are three:
(1) The development of a tuning method for the automatic adjustment of controller parameters for efficient network-based control. The basis and initial results of this strategy can be found in our previous works [25, 26, 27] . (2) The development of a frequency domain framework to analyse the stability of the controlled system, based on switching systems theory and assuming slow variations in the scheduling variables. (3) The experimental validation of the proposed strategy with a servomotor.
The rest of the paper is organized as follows. In Section 2, the problem of controlling an experimental platform over a network is formulated. Section 3 describes the tuning method proposed for adaptive gain-order fractional controllers and gives a frequency domain method to analyze the system stability on the basis of the switching systems theory. Section 4 deals with the experimental application of the proposed strategy for the speed control of a servomotor over the Internet. Finally, the concluding remarks and future work are commented in Section 5.
Problem formulation
This section formulates the problem to be investigated in this paper, pointing out the advantages of adjusting both the gains and the orders of a fractional order controller for efficient networked control purposes.
Roughly speaking, the network-induced problematic can be categorized in several types, but the main drawback is time-varying delays [28] . Hence, the network set-up to be considered is a traditional scheme of NCSs where the sensor of the plant periodically sends a measurement to the controller and that measurement reaches it after a certain time has elapsed, known as sensor-to-controller delay, τ sc . Then, the controller generates and sends a control action, which reaches the actuator of the plant after the so-called controller-to-actuator delay, τ ca . The whole network delay will be henceforth denoted as τ net , i.e., τ net = τ sc + τ ca .
In particular, let us consider a first order plus delay system
to be controlled over a network by a fractional order PI α D μ controller
where α, μ (α, μ ∈ R + ) are the orders of its integral and derivative parts, respectively, and
are the ratios between controller gains. Although new and, in many aspects, more powerful control techniques have been developed during the last decades, PID controller is still used in many of the real world control applications due to its simplicity and its easy tune using heuristic rules. Contrarily, advanced controllers designed with the aid of robust control techniques are usually of a high order of difficulty for implementation and impossible to retune on-line.
Since the communication network is a multipurpose or shared medium, τ net is time-varying, random, and dependent on the number of users connected to the network. Thus, in certain circumstances, τ net may be large.
In this case, the controlled system performance may be degraded if a nonscheduled controller of the form (2.2) is applied. For illustration purposes, let us consider the concept of jitter margin, i.e., how much additional delay the control loop tolerates [29] , which can be calculated as
where φ m is the phase margin (in • ) at the crossover frequency ω c (in rad/s). Without loss of generality, Fig. 1 shows the evolution of the jitter margin of the system (2.1) under varying network delays when, designed a PI α controller for local control -described by K 0 p , K 0 i and α 0 -, its gains and order are changed as follows: the gains vary by means of an external gain β (β > 0), keeping constant the ratio z c , and the order in the interval (0, 2). It can be seen that it is possible to increase the jitter margin or, in a certain way, compensate network delay, by changing accordingly the controller gains K p and K i and the order α. A similar analysis could be performed with a PI α D μ controller, in which the external gain β (β > 0) would keep constant both ratios z c and z * c . As a result, given a PI α D μ controller, successfully designed for local purposes, an approach which keeps its original structure and allows both its gains and its orders to be changed may be required for efficient networkbased capability. Therefore, PI α(t) D μ(t) controllers appear as a natural extension of PI α D μ in networked control applications to compensate efficiently the effects of network-induced delays.
Adaptive Gain-Order Fractional Control
This section includes the main issues involved in designing adaptive gain-order fractional control. It also provides a frequency domain framework to analyze the system stability, on the basis of the theory of switching systems.
Tuning development
As commented previously, the objective of adaptive gain-order fractional control is to compensate the effects of time-varying delays in NCSs by means of GOS. Basically, GOS arises from the idea of improving the results obtained in [10, 11] by using only GS, and more generally, extending the method proposed by Tipsuwan and Chow in [7] for integer order PID controllers to fractional order PI α D μ controllers. Note that the fractional gain scheduled control in [10, 11] was developed inspired by [7] but introducing the Nyquist stability criterion instead of the root locus diagram during the optimization to do more precise the process of obtaining the optimal values of the scheduled variable with respect to the network condition. The way of estimating the network delay was also changed.
The general structure of GOS for NCSs is shown in Fig. 2 . As observed, it consists of the gain and orders schedulers, which will update the controller gains and orders, respectively, in accordance with the current network delay. The delay estimator is in charge of estimating such network delay. To do so, the approach adopted in this work, feasible for real-time applications, deals with obtaining the delay distribution from the previous analysis of the network -e.g., measuring round trip times (RTT)-, and using the expectation value of the delay at each sampling time to estimate the current network condition [30, 31] .
Figure 2. Structure of GOS for NCSs
The essence of GOS is to search for the optimal values of the external gain β -henceforth referred to as β op -and the orders α and μ -denoted as α op and μ op -with respect to the current network delay τ net . Obviously, many tuning methods may be used to get suitable controllers. In this work, GOS will be designed by minimizing a defined cost function over β, α and μ in that order, and not over all parameters simultaneously. Thus, the gain scheduler law β op will be firstly obtained and then, the one corresponding to the order schedulers, α op and μ op . The reason of following this procedure is to use the new adaptive parameters α and μ to improve the system performance obtained applying GS to a PI α D μ controller. Particularly, the optimal adaptation rules for β, α and μ will be determined via an off-line closed-loop simulation of the system by minimizing the above-mentioned cost function for a number of different values of network delay τ net , according to the steps outlined in Fig. 3 as follows:
2) Subdivide the working range of the process for network conditions into a number of finite intervals, mainly depending on the value of the jitter margin of the nominal controlled system.
3) Calculate the maximum value of β for each value of τ net which guarantees the system's stability by applying the Nyquist stability criterion.
4) Define a cost function J to evaluate the best possible system performance with respect to β under different network conditions. 5) Simulate the closed-loop system changing β from 0 to β max for each value of τ net (as a constant delay) and evaluate J for each case. The order α is fixed to its nominal value.
6) Get β op as the value of β which minimizes J for each τ net .
7)
Repeat steps 5 and 6 changing the order α for user-defined increments in the interval (0, 2), while β takes its corresponding optimal value obtained previously. Similarly, α op will be the value of α which minimizes J for each τ net . Thus, do the same for the order μ to obtain μ op .
It is interesting to note that the value of the increments of τ net , α and μ in this optimization is directly related to the precision of the solution but also to the complexity of the stability analysis of the system and its implementation. Small increments may produce precise optimal laws but making the stability unsuitable for analysis.
Stability analysis
Several effective approaches have been adopted to analyze the stability of NCSs (see e.g. [32, 33, 34] and references therein). In this paper, taking into account that NCSs can be tackled as switching systems [35] , the stability problem will be analyzed on the basis of switching systems -refer to [36, 37] for some advantages of this treatment. More precisely, the frequency domain framework for switching systems proposed in [38] is going to be applied next.
For simplicity, we will analyze the application to be considered in Section 4: a first order delayed system (2.1) controlled by a PI α D μ given by (2.2). GS and networked control lead to the consideration of time-varying switching systems, where the controlled system can be represented as follows:
where τ net,j refers to the time-varying network delay, β j is the law of the gain scheduler, α j and μ j are the laws corresponding to the order schedulers, and m is the number of switching subsystems in which the control problem is split. Consider a switching system given bẏ
where co denotes a convex combination and A i , i = 1, ..., M , is the switching subsystem, and its characteristic polynomial of order n as c(s) = s n + Figure 3 . Summary of GOS design
Consider c 1 (s), c 2 (s), · · · , and c m (s), m stable polynomials of order n corresponding to the switching subsystemsẋ = A 1 x,ẋ = A 2 x, · · · , x = A m x, respectively, of system (3.3). Then, system (3.3) is quadratically stable if and only if [38] :
. . .
where
Therefore, the quadratic stability of the controlled system will be proved by fulfilling the set of conditions (3.5)-(3.7). Since the controller parameters and network delay are time-varying, in practice the stability analysis of the closed-loop system is difficult to establish for all possible switching cases of the process. This reason also justifies some assumptions in the laws for the gain and order schedulers in order to reduce the number of switching in the controlled system. As mentioned previously, the more precise the adaptation laws β j and α j , the larger the number of switching subsystems and, consequently, the smaller the region of quadratic stability, leading to a very conservative results.
Experimental Application
This section addresses the experimental application of the proposed adaptive control to the velocity of the Feedback 33-001 servomotor [40] shown in Fig. 4 through the Internet. The aim is to compare the performance of the system controlled by the proposed gain and order scheduled controller -will be referred to as FGOSC-with the obtained with both the non-scheduled controller and the gain scheduled controller -will be denoted as FGSC-in order to show that GOS can even improve the results obtained by applying GS to fractional controllers. The design of the controllers, the proof of the system stability and the experimental results will be given next. Some details of the experimental set-up carried out in the MATLAB/Simulink environment are also included. 
Design of the controllers
The dynamics of the servomotor for its velocity is characterized by the following parameters: K = 0.92, T = 0.45 and L = 0.2. For local control purposes, the parameters of a PI α controller -indistinctly referred to as FOPI-for the velocity control of the servo are K 0 p = 1.05, K 0 i = 3.96 and α 0 = 0.9, which was designed by the tuning rules proposed in [41] . This controller will be considered as the nominal for the scheduled controllers. To be minimized, the following cost function J is considered:
where J 1 is the overshoot and J 2 is the integral of the squared error (ISE), and ω 1 and ω 2 are the weighting parameters of each subfunction (with the same relative importance in the function J: ω 1 = ω 2 = 0.5).
Following the aforementioned steps with delay intervals of 20 ms, and with increments of 0.1 for the order α, α ∈ (0, 2), the FGSC and FGOSC are characterised by the optimal values of β and α represented in Fig. 5 . As can be observed, the set of optimal values of α for τ net ∈ (0, 0.5) s is limited and composed of only 5 orders. This fact will make both the stability analysis and the experiments easier.
Stability
The obtained optimal laws allow the system (3.1) and the controller (3.2) to be described by the parameters given Table 1 , for j = 1, 2, · · · , 13. 
In order to guarantee the quadratic stability of the switching system composed of c 14 , c 15 , · · · and c 26 , it is sufficient to fulfil the set of conditions (3.5)-(3.7) for each pair of c 1 , c 2 , · · · and c 13 , which results in the following 78 conditions:
The phase difference of each pair of the characteristic polynomials is represented in Fig. 6 for the designed controllers. As observe, it is less than 90 • for both cases, which proves the quadratic stability of the controlled system using both FGSC and FGOSC. It should be noted that the delay was approximated using the Pade's method of order as low as possible but obtaining a results in the frequency range of [0.01, 100] rad/s and the results may be valid in this range of the frequency.
Results
Experimental results for the Internet-based speed control of the servomotor by applying the FGSC, the FGOSC and the (non-scheduled) FOPI controllers will be given next, paying attention to the advantages of using AFOC. To do easier the comparison, the tests will be divided into three scenarios: scenario I and II simulate different network conditions comparing FGSC versus FOPI and FGOSC versus FGSC, respectively, whereas scenario III is similar to scenario II but assumes a change in the network condition during the experiment, i.e., a change in the mean value of the network delay. The control performance of the proposed strategies will be assessed using the following index
where C 1 refers to the results by the non-scheduled PI α and by the FGSC controllers for scenarios I and II/III, respectively, whereas C 2 corresponds to the results with the FGSC the FGOSC controllers for scenarios II and III, respectively. All step responses are obtained for an angular velocity reference of 3 rad/s. Further comments can be found in [25, 26] . Table 2 . From these results, it can be stated that the servo performance is significantly better when using FGSC, obtaining an improvement with respect to the non-scheduled controller, given by definition (4.4), about 67% in the best case.
Moreover, it is important to note that the improvement in terms of the overshoot is especially greater. Therefore, the efficiency of applying FGS in control over networks with time-varying delays with respect to a non-scheduled controller is demonstrated. Similarly to Scenario I, Fig. 8 compares the responses when applying the two fractional order strategies for variable delay compensation, i.e., FGOSC and FGSC controllers, in blue and red, respectively. As can be observed, there exist slight differences in the time responses of the servo for the cases (a) and (c), being a bit faster when using FGOSC. Concerning the variation of the relative stability, it is smaller with FGOSC, which may be caused by the order jumps. Likewise, from Table 3 only slight differences in the performances, in terms of J, can be found. However, it can be seen that FGOSC improves the servo performance in comparison with FGSC.
Next, we consider network delay varying in the interval [0, 0.05]s, and, in certain circumstances, a change of its mean value, given by τ add , is assumed at time 5 s. This change could be originated from a network topology change, where a node has fallen off or moved in an ad-hoc network and the path (and delay) has become longer (see e.g. [31] for more details). In particular, other two different cases are simulated: (a) τ add = 0.05 s, (b) τ add = 0.12 s. Figure 9 illustrates the comparison of the servo responses when applying the controllers against changes in the network condition, also summarized in Table 3 in terms of J. As observed in the time domain response, the change of the network condition in the case (b) not only may cause adaptation in the controller order, but also significant changes in the controller gains. That is the reason why the servo responses go through an adaptation at time 5 s -in any case, they reach the reference, i.e., they are stable. Again, only minor differences between the two responses can be found, but FGOSC keeps improving the performance of the system. Figure 10 shows the connection scheme of the experimental set-up. As observe, the experiment consists of three parts: (i) the local servomotor system, which is connected through the NI 6259 board [42] to a computer, (ii) the remote controllers, which were implemented on a remote computer, and (iii) the communication Internet channel. The whole process runs on the MATLAB/Simulink environment: the transmission of signals from the local to the remote computers, and vice versa, through the Internet is performed by the Simulink UDP protocol -Instrument Control Toolbox -, whereas the acquisition of the servo signals, by the Data Acquisition Toolbox. In order to preserve the integral effect, the integral part s −α of all fractional order controllers is implemented in Simulink as s −α = s −n s n−α , with n − 1 ≤ α ≤ n, where the derivative part s n−α is an integer order transfer function of fifth order that fits the frequency response in the range ω ∈ (10 −3 , 10 3 ) , obtained by the modified Oustaloup's method (e.g. refer to [8, 43] for continuous-time implementations of fractional order operators). On the other hand, the external gain β of FGSC is given by means of a Lookup Table block. With respect to FGOSC, for a specific order in Fig. 5(b) , its implementation is performed by means of the approximation of the corresponding controller. Therefore, we have a set of five controllers (approximations) and select the corresponding one depending on the estimation of the current network condition, as shown in Fig. 11 . 
Details of the set-up

Conclusion
This paper proposes two fractional order scheduled strategies for networked control systems (NCSs) which compensate the effects of the network delay and allow the improvement of their performance without changing the structure of a nominal (local) fractional order controller. Their essence is to adapt controller gains and both gains and order delay-dependent in an optimal way with respect the current network delay. A method to analyze the system stability is provided, which is based on a recently developed frequency domain theory for switching systems. The effectiveness of these strategies is shown by the velocity control of a servomotor through the Internet, especially when network conditions become worse in certain circumstances and for applications where replacing a local or widely used controller is a hard and time-consuming task. Likewise, it is shown that the adaptation of both controller gains and order may result in better system performance.
Therefore, the use of fractional order controllers with variable order in NCSs can be suitable and valuable to improve the system performance. However, further work on their experimental implementation is required, i.e., how to implement finite-dimensional "realizable" controllers. Thus, an in-depth study of implementing this kind of controllers is necessary to obtain even better results. Our future efforts will focus on applying different approaches reported in the literature for the implementation of VO controllers [23, 44, 45] .
