Therefore, in general, difference models are e_ier to identify theal state spacemodels. 
or in normal form 
where
is the pseudo-inverse of Hq and also the projection filter in this case. 
where Fqi (E R n×p) and Gqi (E 1_ p×q×m) are the i-th partitions of Fq and Gq, respectively, To derive an ARX model using the relation provided by the projection filter is similar to the previous case.
estimated state as and define
We can form a one-step-ahead output prediction using the last
where r/k is the prediction error. Therefore,
where Fqi and Gqi are defined the same way as in Eq. (9), but Fq is defined by Eq. (10) in this case.
Next, consider a more general case for a system with both process and measurement noises.
In state space format the system can be modeled as
where the sequences{wk} and {vk} are the process(input) noise and the measurement (output) noise, respectively. Both are assumedto be gaussian,zero-meanand white with covariancematrices O and R, respectively.
They are also assumed statistically independent of each other.
Similarly, by writing the previous output in terms of the current state using Eqs. (14) and (15), one can derive
Equation (16) can be further simplified to be
where 
where the overb_ "-" denotes the expectation value,
is the projection filter in this case. Matrix/?e denotes the covariance of _q,k. The optimality is under the minimum variance of state estimation error.
Similarly, to derive an ARX model, we can use one-step-ahead output prediction as
Eq. (11) and have
Note that if q is not large, {_,} is not white. Equations (8), (13) and (22) 
Proofi
By definition
has D in the j-th block and is zero elsewhere. Therefore, with j >__1
It is noted that Eq. (26) also holds for the system with both process and measurement noises. Now, because
and from Eqs. (8) and (26) (22))
where the relations ,4. (39) to become 
C.,_ I(
is an observability-like matrix, which is full-column-ranked for an observable system; H t is the pseudo-inverse of H.
Because of the approximation used in the process, f( is not a real optimal Kalman filter gain; however, it represents an identified state estimator gain (or suboptimal Kalman filter gain). The quality of the identified gain relies on the accuracy of the identified state space parameters and the order of the whitening filter r. If the identified state space model is accurate and the order r is chosen large enough, the identified gain will converge to the optimal steady state I(ahnan filter gain.
Experimental Example
An experimental example is used to demonstrate the feasibility of the integrated system identification and state estimation method developed above. A ten-bay structure as shown in Fig. 1 is considered. The truss is oneof the structures built in NASA Langley
ResearchCenter for experiments in studies of control and structure interaction (CSI). It is 100incheslong, with a square cross section of 10 in x 10 in. All the tubing (longerons, battens, and diagon',xls) and ball joints are made of aluminum. 
