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BOUNDS FOR TWISTED SYMMETRIC SQUARE L-FUNCTIONS - III
RITABRATA MUNSHI
Abstract. Let f be a newform, and let χ be a primitive character of conductor qℓ. Assume that q
is an odd prime. In this paper we prove the subconvex bound
L
(
1
2
,Sym2f ⊗ χ
)
≪f,q,ε q
3ℓ( 14−
1
36
+ε)
for any ε > 0. This can be compared with the recently established t-aspect subconvexity of the
symmetric square L-functions.
1. Introduction
Let f be a newform of full level and weight k. Let χ be a primitive character of conductor M .
Then from the functional equation of L(s, Sym2f ⊗ χ) and the convexity principle we get the bound
L
(
1
2 , Sym
2f ⊗ χ)≪f,ε M 34+ε
for the central value. Getting a subconvex bound of the form Mθ with θ < 3/4, in this context is
an intriguing open problem, which has recently attracted some attention. Blomer [1] has proved such
a subconvex bound for quadratic characters χ with prime modulus. In [6] we considered the case of
general (non-quadratic) characters with prime power modulus qℓ for any fixed ℓ > 1. In particular for
χ primitive modulo q3 (q prime) it was shown that
L
(
1
2 , Sym
2f ⊗ χ)≪k,ε q 94− 14+ε.
In the sequel [7] we used similar methods to prove subconvex bounds when the modulus of χ is square-
free with a suitably large prime factor. The purpose of the present paper, the third in the series, is to
prove the following
Theorem 1. Let f ∈ Sk(1) be a newform of full level and weight k. Let χ be a character of conductor
qℓ where q is an odd prime number. Then we have
L
(
1
2 , Sym
2f ⊗ χ)≪f,q,ε q 34 ℓ− 112 ℓ+ℓε.
The implied constant depends on f , q and ε, but does not depend on ℓ.
Remark 1. In [7] we considered the case where ℓ is fixed and q →∞, and here we are looking at the
case where q is fixed and ℓ→∞.
Remark 2. From the adelic point of view, this result can be compared with the t-aspect subconvexity
result of Li [5] for the symmetric square L-function. Any (unitary) Hecke character Ψ on the idele
group
A×Q/Q
× = R+ ×
∏
p
Z×p
decomposes as Ψ = |.|it ⊗ (⊗pψp) where t ∈ R, and ψf = ⊗pψp corresponds to a Dirichlet character,
χ say. Then the twisted L-function L
(
1
2 , Sym
2f ⊗Ψ) corresponds to L (12 + it, Sym2f ⊗ χ). Thus
Li [5] deals with the case of twists by Hecke characters which are ‘supported’ only at the prime at
infinity, and in the present case we are considering twists by Hecke characters which are ‘supported’
(ramified) at a fixed finite prime q.
Acknowledgements. A part of this work was done while the author was enjoying the hospitality of the
Indian Statistical Institute, Kolkata. The author also wishes to thank Peter Sarnak for suggesting
him to look at this aspect of subconvexity.
1991 Mathematics Subject Classification. 11F66, 11M41.
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2. Preliminaries
In this section we will briefly recall some fundamental facts about holomorphic forms and their
L-functions (for details see [3]). Let f ∈ Sk(1) be a newform with Fourier expansion
f(z) =
∞∑
n=1
λf (n)n
k−1
2 e(nz).
For s = σ + it with σ > 1, the associated L-function is given by
L(s, f) =
∞∑
n=1
λf (n)n
−s =
∏
p
(
1− αf (p)p−s
)−1 (
1− βf (p)p−s
)−1
.
The local parameter αf (p) and βf (p) are related to the normalized Fourier coefficients by αf (p) +
βf (p) = λf (p) and αf (p)βf (p) = 1. Now let χ be a primitive Dirichlet character of modulus M . Then
we define the twisted symmetric square L-function by the degree three Euler product
L(s, Sym2f ⊗ χ) =
∏
p
(
1− α2f (p)χ(p)p−s
)−1 (
1− χ(p)p−s)−1 (1− β2f (p)χ(p)p−s)−1 ,
for σ > 1. In this half-plane we have
L(s, Sym2f ⊗ χ) = L(2s, χ2)
∞∑
n=1
λf (n
2)χ(n)n−s.
It is well-known that this L-function extends to an entire function and satisfies a functional equation
(see [4]). Indeed we have a completed L-function defined as
Λ(s, Sym2f ⊗ χ) =M3s/2γ(s)L(s, Sym2f ⊗ χ)
where γ(s) is essentially a product of three gamma functions Γ(
s+κj
2 ), j = 1, 2, 3, with κj depending
on the weight of f and the parity of the character χ, such that
Λ(s, Sym2f ⊗ χ) = ε(f, χ)Λ(1− s, Sym2f ⊗ χ¯).
Here Re(κj) > 0 and the ε-factor satisfies |ε(f, χ)| = 1. Using standard arguments we get that the
twisted L-value L(12 , Sym
2f ⊗ χ), is given by a rapidly converging series.
Lemma 1. We have
L(12 , Sym
2f ⊗ χ) =
∞∑
n=1
λf (n
2)χ(n)√
n
V
( n
M3/2
)
+ ε(f, χ)
∞∑
n=1
λf (n
2)χ(n)√
n
V
( n
M3/2
)
,(1)
where
V (y) =
1
2πi
∫
(3)
γ
(
1
2 + u
)
γ
(
1
2
) (cos πu
4A
)−12A
L(1 + 2u, χ2)y−u
du
u
.
Here A is a sufficiently large positive integer. The weight function V (y) satisfies the bound
yuV (u)(y)≪u,A y−A.
Breaking the sum in (1) into dyadic blocks, it follows that
L(12 , Sym
2f ⊗ χ)≪A,ε M ε
∑
N
|Lf (N)|√
N
(
1 +
N
M3/2
)−A
where N ranges over the values 2α with −1/2 ≤ α, and
Lf(N) =
∑
n
λf (n
2)χ(n)h(n/N).
Here h(.) is a smooth function supported in [1, 2]. For any ε > 0 we can choose A appropriately so
that the contribution from N > M3/2+ε is negligible. Also for the smaller values of N we can estimate
the sum trivially. It turns out that the worst case scenario corresponds to the case where N ≍M3/2.
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Now f can be considered as a Hecke form in the larger space Sk(L) of cusp forms of level L. Then
we select an orthogonal basis Bk(L) of the space Sk(L) containing the form f . For any form g ∈ Sk(L)
we have the Fourier expansion g(z) =
∑
λg(n)n
k−1
2 e(nz). Let
〈g1, g2〉L =
∫
Γ0(L)\H
g1(z)g2(z)y
k−2dxdy
denote the Petersson inner product at level L. Let ‖g‖2L = 〈g, g〉L denote the Petersson norm at
level L.
Lemma 2. (Petersson formula) We have
Γ(k − 1)
(4π)k−1
∑
g∈Bk(L)
λg(n)λg(m)
‖g‖2L
= δ(n,m) + 2πi−k
∞∑
c=1
S(n,m; cL)
cL
Jk−1
(
4π
√
nm
cL
)
,(2)
where
S(n,m; cL) =
∑⋆
a mod cL
e
(
an+ a¯m
cL
)
denotes the Kloosterman sum and Jk−1(.) is the J-Bessel function of order k − 1.
It is well known that the Bessel function can be expressed as
Jk−1(2πx) = e(x)Wk(x) + e(−x)W¯k(x)(3)
where Wk : (0,∞)→ C is a smooth function satisfying the bound
xjW
(j)
k (x)≪j min{xk−1, x−
1
2 }.(4)
3. Reciprocity and Poisson summation - I
Let f ∈ Sk(1) be a Hecke form and let χ be a character of conductor qℓ, as in the statement of
Theorem 1. Set
j = 2[θℓ] for some θ ∈ (0, 1),
which will be specified later. In particular we have 2ℓ − j ≥ 0. Let B = Bk(16qj) be an orthogonal
basis of Sk(16q
j) containing the given form f . Let N ≤ q 32 ℓ+ℓε and set
S :=
Γ(k − 1)
(4π)k−1
∑
g∈B
1
‖g‖216qj
∣∣∣∣∣
∑
n∈Z
λg(n
2)χ(n)h
( n
N
)∣∣∣∣∣
2
.
Opening the absolute square and interchanging the order of summation we arrive at
S =
∑∑
n,m∈Z
χ(n)χ(m)h
( n
N
)
h
(m
N
)Γ(k − 1)
(4π)k−1
∑
g∈B
λg(n
2)λg(m
2)
‖g‖216qj

 .
Now to the innermost sum we apply the Petersson formula (2). The contribution from the diagonal
is dominated by
∑
n h
(
n
N
)2 ≪ N .
Now we turn our attention to the off-diagonal which is given by
SO =
∞∑
c=1
16|c
1
qjc
∑∑
n,m∈Z
χ(n)χ(m)h
( n
N
)
h
(m
N
)
S(n2,m2; qjc)Jk−1
(
4πnm
qjc
)
.(5)
Using a smooth partition of unity we break the sum over c into dyadic blocks and analyse the contri-
bution of each blocks
SO(C) =
∞∑
c=1
16|c
1
qjc
∑∑
n,m∈Z
χ(n)χ(m)h
( n
N
)
h
(m
N
)
S(n2,m2; qjc)Jk−1
(
4πnm
qjc
)
G
( c
C
)
.(6)
Here G(x) is a smooth function supported in [1, 2]. The transition range for the Bessel function is
marked by C ∼ N2/qj, and we define B by setting C = N2qjB . Of course the real challenge lies in
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dealing with the case where C is near the transition range. However for smaller values of C there are
complications arising from the oscillation of the Bessel function.
We write c = qrc′ where (c′, q) = 1. Then the Kloosterman sum splits as
S(n2,m2; qjc) = S(c′n2, c′m2; qj+r)S(qj+rn2, qj+rm2; c′).
Observe that in (6) nm is coprime with q due to the presence of the character χ. So it follows that
S(c′n2, c′m2; qj+r) = S(c′nm, c′nm; qj+r) = 2
(
c′nm
q
)r
q
j+r
2 Re εqj+re
(
2c′nm
qj+r
)
where εqj+r is the sign of the quadratic Gauss sum modulo q
j+r . With this SO(C) splits into a sum
of two similar terms, each of which is an infinite sum parameterized by r. A representative term in
this sum is given by
1
q
j+r
2
∑
(c,q)=1
16|c
1
c
G
(
qrc
C
)∑∑
n,m∈Z
χ(n)χ(m)
(
cnm
q
)r
e
(
2cnm
qj+r
)
S(qj+rn2, qj+rm2; c)(7)
× h
( n
N
)
h
(m
N
)
Jk−1
(
4πnm
qj+rc
)
.
We start by considering the sums over n and m. Applying reciprocity
e
(
2cnm
qj+r
)
= e
(
−2qj+rnm
c
)
e
(
2nm
qj+rc
)
we reduce the modulus. We club the second factor with the Bessel function in (7). Using the expression
(3) we see that
e
(
2nm
qj+rc
)
Jk−1
(
4πnm
qj+rc
)
= e
(
4nm
qj+rc
)
Wk
(
2nm
qj+rc
)
+ W¯k
(
2nm
qj+rc
)
.
The second factor on the right hand side is without oscillation, and hence is more tamed compared
to the first factor. We shall now continue our analysis with the first factor. The analysis with the
second factor, which we are omitting, is much simpler. At the end it turns out that the bound that
we obtain for the contribution of the second factor is better than that of the first factor.
We define Φ(x, y; c) = h (x) h (y) e
(
4xy
c
)
Wk
(
2xy
c
)
and set
Tr,C = 1
q
j+r
2
∞∑
c=1
q∤c
Tr(16c)
16c
G
(
qrc
C
)
,(8)
where Tr(c) is defined by∑∑
n,m∈Z
χ(n)χ(m)
(
cnm
q
)r
e
(
−2qj+rnm
c
)
S(qj+rn2, qj+rm2, c)Φ
(
n
N
,
m
N
;
qj+rc
N2
)
.
Now we are ready to apply the Poisson summation formula on both the sums over n and m.
Lemma 3. We have
Tr(c) =
N2
q2ℓc2
∑∑
n,m∈Z
Dr(n,m; c)Ir(n,m; c),(9)
where the character sum Dr(n,m; c) is given by∑∑
α,β mod qℓc
χ(α)χ(β)
(
αβ
q
)r
e
(
−2qj+rαβ
c
)
S(qj+rα2, qj+rβ2, c)e
(
αn+ βm
qℓc
)
,
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and the integral Ir(n,m; c) is given by∫∫
R2
h (x) h (y) e
(
4xyN2
qj+rc
)
Wk
(
2xyN2
qj+rc
)
e
(−(nx+my)N
qℓc
)
dxdy.
Proof. First we break the sum over n and m into congruence classes modulo qℓc to get
∑∑
α,β mod qℓc
χ(α)χ(β)
(
αβ
q
)r
e
(
−2qj+rαβ
c
)
S(qj+rα2, qj+rβ2, c)
×
∑∑
n,m∈Z
Φ
(
α+ nqℓc
N
,
β +mqℓc
N
;
qj+rc
N2
)
.
Now applying Poisson summation formula and making a change of variables, we get that the inner
sum over (n,m) is given by
N2
q2ℓc2
∑∑
n,m∈Z
e
(
αn+ βm
qℓc
)∫∫
R2
Φ
(
x, y;
qj+rc
N2
)
e
(−(nx+my)N
qℓc
)
dxdy.
The lemma follows after rearranging the order of summations and integration. 
We conclude this section with an observation. Using integration-by-parts on Ir(n,m; c) and the
analytic properties of the Bessel function we get that we can basically ignore the contribution coming
from the terms in (8) with c large, e.g. c > Q = q2012ℓ, or from the terms in (9) with gcd(n,m) > Q.
4. The character sum Dr(n,m; c) and the integral Ir (n,m; c)
In this section we will first explicitly compute the character sum Dr(n,m; c) which appears in
Lemma 3. Since (c, q) = 1, we have the factorization
Dr(n,m; c) = Ar(c¯n, c¯m; q
ℓ)Br(qℓn, qℓm; c)(10)
where
Ar(n,m; q
ℓ) =
∑∑
α,β mod qℓ
χ(α)χ(β)
(
αβ
q
)r
e
(
αn+ βm
qℓ
)
,
and
Br(n,m; c) =
∑∑
α,β mod c
e
(
−2qj+rαβ
c
)
S(qj+rα2, qj+rβ2, c)e
(
αn+ βm
c
)
.(11)
The first character sum Ar(c¯n, c¯m; q
ℓ), in fact, does not depend on c.
Lemma 4. We have
Ar(c¯n, c¯m; q
ℓ) = χ(n)χ(−m)
(−nm
q
)r ∣∣∣∣∣∣
∑
α mod qℓ
χ(α)
(
α
q
)r
e
(
α
qℓ
)∣∣∣∣∣∣
2
.
To evaluate the other character sum we follow the exposition in Section 4 of [6]. Let c = d2η, with
d odd, we define
C±(n,m; c) =
∑⋆
a mod c
an≡m mod c
(a
d
)
ψ±(a),
where
ψ+ =
{
χ0 if η is even,
χ8 if η is odd,
and ψ− = ψ+χ−4. Let (n,m) = δ, and write n = δn
∗ and m = δm∗. Also write c = c1c2 with
c1|(nm)∞, (c2, nm) = 1 and c1 = c11c212 with c11 square-free. (Recall that the notation a|b∞ means
that a divides a sufficiently large power of b.) It follows that the sum vanishes unless c1|δ∞. Moreover
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C±(n,m; c) is multiplicative as function in c, and for c = p
u the character sum can be easily computed.
It follows that
C±(n,m; c) =
(
n∗m∗
c11c2
)
ψ±(n
∗m∗)C˜(δ; c1),
where C˜(δ; c1) depends only on δ, the gcd of n and m, and on c1. Moreover we have the bound∣∣∣C˜(δ; c1)∣∣∣ ≤∏
p
M(pvp(δ), pvp(c1)),
where M(pu, pv) = 0 if v is odd and u ≥ v, M(pu, pv) = pu if v is odd and u < v, and M(pu, pv) =
min{pu, pv} if v is even. The next lemma follows using Hecke’s trick.
Lemma 5. We have ∑
δ≤Q
1
δ
∑
c1≤Q
c1|δ
∞
|C˜(δ; c1)|
c12
≪ Qε.
Now we are ready to evaluate the character sum Br(n,m; c). Set εd = 1 if d ≡ 1 mod 4, and εd = i
if d ≡ 3 mod 4.
Lemma 6. Let c = 2ηd with d odd, (q, d) = 1 and η ≥ 4. Then Br(n,m; c) = 0 unless 4|(n,m), and
(m, c) = (n, c). Write n = 2n′ and m = 2m′. Then we have
B(qℓn, qℓm; c) = c
3
2 εd e
(
q2ℓqj+rn′m′
c
){
C+(q
j+rn,−m; c) + iχ−4(d)C−(qj+rn,−m; c)
}
.
Now we will study the integral
Ir (n,m; c) =
∫∫
R2
h (x) h (y) e
(
4xyN2
qj+rc
)
Wk
(
2xyN2
qj+rc
)
e
(−(nx+my)N
qℓc
)
dxdy.(12)
which appears in Lemma 3. We will now obtain bounds for this integral using repeated integration
by parts. Recall that cqr ∼ C and C = N2qjB . So we will write c = Cz/qr for some z ∈ [1, 2].
Differentiating the first four factors and integrating the last factor we get
Ir
(
n,m;
Cz
qr
)
≪i1,i2
(
1 +
N2
qjC
)i1+i2 ( qℓC
|n|Nqr
)i1 (
qℓC
|m|Nqr
)i2
for i1, i2 ≥ 0.
So it follows that the above integral is negligibly small unless
|n|, |m| ≪ N
qj+r−ℓ
(
B−1 + 1
)
qℓε.(13)
For B > qℓε there is oscillation in the third factor on the right hand side of (12). In this case we
may also do repeated integration by parts by integrating the third factor and differentiating the other
factors. This process yields the bound
Ir
(
n,m;
Cz
qr
)
≪i1,i2
(
1 +
|n|Nqr
qℓC
)i1 (
1 +
|m|Nqr
qℓC
)i2 (qjC
N2
)i1+i2
for i1, i2 ≥ 0.
Since we are assuming that C = N
2
qjB <
N2
qj+ℓε , it follows that the integral is arbitrarily small unless
|n|, |m| ≫ N
qj+r−ℓ
q−ℓε.
Lemma 7. Suppose C < N
2
qj+ℓε (or in other words B > q
ℓε) then the integral Ir
(
n,m; Czqr
)
is negligibly
small unless
|n|, |m| ∈
[
N
qj+r−ℓ
q−ℓε,
N
qj+r−ℓ
qℓε
]
.
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We end this section by noting the following consequence of the above bounds.
Lemma 8. For r > 2ℓ− j − 2 and any C, we have
Tr,C ≪ Nqℓε.
Consequently from the next section onwards we shall only consider the case r ≤ 2ℓ− j − 2.
5. Reciprocity and Poisson summation - II
In Section 4, we explicitly computed the character sum which appears in Lemma 3. Substituting
this explicit form of the character sum in (8), and ignoring the negligible contribution that comes
from the large values of c and the large values of the gcd (n,m) (as we have noted after Lemma 3),
we are basically left with the job of analysing sums of the type
T ⋆r,C =
N2
qℓ+
j+r
2
∑
δ≤Q
q∤δ
∑
c1≤Q
c1|(2δ)
∞
∣∣∣C˜(δ; c1)∣∣∣ ∑∑
1≤u,v≤Q
u,v|(2δ)∞
(u,v)=1
∣∣∣T ⋆r,C(δ, c1, u, v)∣∣∣(14)
where c1 = c11c
2
12 with c11 square-free,
T ⋆r,C(δ, c1, u, v) =
∞∑∑
n,m=1
(n,m)=1
(nm,δq)=1
n,m≡1 mod 4
χ(n)χ(m)
(
nm
c11qr
)
S⋆r,c1(δun, δvm),(15)
and
S⋆r,c1(n,m) =
∞∑
c2=1
(c2,2qnm)=1
(
nmqr
c2
)
e
(
q2ℓqj+rnm
c1c2
)
Ir(2n, 2m; c1c2)
(c1c2)3/2
G
(
c1c2q
r
C
)
.(16)
(Here Q = q2012ℓ.) Recall that by our choice 2ℓ− j ≥ 0.
The assumption on n and m, that they are ≡ 1 mod 4, is made to simplify some of the standard
complications related to the prime 2. In general we may take out the 2-primary part from n or m,
and then split the sum into four parts depending on the possible congruence classes modulo 4. Then
for each sum we follow the same steps that we take below. Also note that for notational simplicity
we are just focusing on the contribution from the nonnegative n and m.
Our next step is an application of the Poisson summation formula on the sum over c2 in (16). To
this end we have to first apply reciprocity
e
(
q2ℓ−jqrnm
c1c2
)
= e
(−c1c2qrnm
q2ℓ−j
)
e
(
qrnm
q2ℓ−jc1c2
)
.
We will include the last factor in our smooth function. Set
Ir(n,m; c) = e
(
qrnm
q2ℓ−jc
)
Ir(2n, 2m; c)
c3/2
G
(
cqr
C
)
.
Now consider the sum
S⋆r,c1(n,m) =
∑
c2∈Z
(c2,2qnm)=1
(
c2
nmqr
)
e
(−c1c2qrnm
q2ℓ−j
)
Ir(n,m; c1c2).(17)
Here we have applied quadratic reciprocity. This is one of the places where we use the assumption
that n,m ≡ 1 mod 4. We will use this yet another time in the evaluation of the character sum that
appears in our next result.
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Lemma 9. We have
S⋆r,c1(n,m) =
q
r
2
2c1q2ℓ−j
√
C[n,m]
∑
c2∈Z
Er,c1(c2;n,m)I˜r,c1(c2;n,m)
where the character sum is given by
Er,c1(c2;n,m) =
∑⋆
β mod 2q2ℓ−j [n,m]
(
β
nmqr
)
e
(−c1βqrnm
q2ℓ−j
)
e
(
βc2
2q2ℓ−j[n,m]
)
,
and
I˜r,c1(c2;n,m) =
∫
G(z)Ir
(
2n, 2m;
Cz
qr
)
e
(
q2rnm
q2ℓ−jCz
− c2Cz
2q2ℓ−j+rc1[n,m]
)
dz
z
3
2
.
Proof. This is a standard application of the Poisson summation formula. 
6. The character sum Er,c1(c2;n,m) and the integral I˜r,c1(c2;n,m)
Next we will explicitly evaluate the character sum which appears in Lemma 9. For (14), we
only require to consider the character sum Er,c1(c2;uδn, vδm) where uv|(2δ)∞, (u, v) = (n,m) = 1,
n,m ≡ 1 mod 4 and (nm, δq) = 1. In this case the sum splits into a product given by
(
δ
nm
) ∑⋆
β mod 2δuv
(
β
uv
)
e
(
βc2
2δuv
)

 ∑⋆
β mod nm
(
β
nm
)
e
(
βc2
nm
)(18)
×

 ∑⋆
β mod q2ℓ−j
(
β
qr
)
e
(−c1βqrδw + 2wβc2
q2ℓ−j
) ,
where w = [δun, δvm] = δuvnm. The first two sums are just Gauss sums and the last sum is a
generalized Kloosterman sum. We denote the first sum by g⋆δ,u,v(c2), and note the following bound:
Lemma 10. Let δ = δ1δ
2
2 and c2 = c21c
2
22 with δ1, c21 square-free. Then we have
g⋆δ,u,v(c2)≪ uvδ2(δ1, c21)(δ1δ2, c22).
Proof. First using multiplicativity we reduce to the case where δ, u and v are powers of a given prime
p. Then we use well-known bounds for the Gauss sums and Ramanujan sums. Finally we need to
verify that the power of the prime p which appears on the right hand side is sufficiently large. For
this we need to consider several cases. We prefer to omit the details. 
The middle sum in (18) is given by g(n, c2)g(m, c2) where g(n, c) stands for the usual Gauss sum
g(n, c) =
∑⋆
β mod n
(
β
n
)
e
(
βc
n
)
.
The other character sum modulo q2ℓ−j , after a change of variable is given by(
δuvnm
qr
) ∑⋆
β mod q2ℓ−j
(
β
qr
)
e
(−c1βqrδ + 2βc2
q2ℓ−j
)
=
(
δuvnm
qr
)
Sr(2¯c2,−c1qrδ; q2ℓ−j).
The Kloosterman type sum Sr(2¯c2,−c1qrδ; q2ℓ−j) is free of n,m, and it is bounded above by 4(c2, qr)qℓ− j2 .
Lemma 11. Let u, v, n,m be as in (14). Then
Er,c1(c2;uδn, vδm) = g
⋆
δ,u,v(c2)g(n, c2)g(m, c2)
(
δuvnm
qr
)(
δ
nm
)
Sr(2¯c2,−c1qrδ; q2ℓ−j).
Since r ≤ 2ℓ− j − 2 the character sum Sr(2¯c2,−c1qrδ; q2ℓ−j) = 0 if c2 = 0, or if qr ∤ c2.
Lemma 12. We have
Er,c1(0;uδn, vδm) = 0.
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Substituting the explicit value of the character sum in Lemma 9, and interchanging the order of
summations, we get
T ⋆r,C(δ, c1, u, v) =
q
3
2
r
2q2ℓ−j
√
C
1
c1δuv
(
δ
qr
) ∑
c2∈Z−{0}
g⋆δ,u,v(c2)Sr(2¯c2,−c1δ; q2ℓ−j−r)(19)
×
∞∑∑
n,m=1
(n,m)=1
(nm,δq)=1
n,m≡1 mod 4
bδ,χ¯(n, c2)bδ,χ(m, c2)
I˜r,c1(qrc2; δun, δvm)
nm
where the new coefficients are given by
bδ,ψ(n, c2) = ψ(n)
(
qrc11δ
n
)
g(n, c2).
Next we will analyse the integral
I˜r,c1(c2;n,m) =
∫
G(z)Ir
(
2n, 2m;
Cz
qr
)
e
(
q2rnm
q2ℓ−jCz
− c2Cz
2q2ℓ−j+rc1[n,m]
)
dz
z
3
2
(20)
which appears in (19) and is defined in Lemma 9. We will obtain bounds for this integral, which in
particular will also give us the effective range for the c2 sum in (19). Also we need to separate the vari-
ables n andm to pave the way for an application of the large sieve. Recall that we are taking n,m > 0.
Let us temporarily write δn and δm in place of n and m respectively, and put the restriction
(n,m) = 1. We replace the integral representation (12) to obtain
I˜r,c1(c2; δn, δm) =
∫∫∫
h (x)h (y)G(z)Wk
(
2xyN2
qjCz
)
× e
(
4xyN2 + q2r+2j−2ℓδ2nm− 2δ(nx+my)Nqr+j−ℓ
qjCz
− c2Cz
2q2ℓ−j+rc1δnm
)
dz
z
3
2
dxdy.
Using repeated integration by parts in the z-integral, and using the bounds for n andm from Section 4,
it follows that the integral is negligibly small unless
|c2| ≪ c1q
4ℓ−2j+ℓε
δqr
(
B2 +B−2
)
.
This gives the effective range for the c2 sum in (19). This is good enough for our purpose for B < q
ℓε.
However for larger B we will obtain a better range below.
To get a partial separation of the variables n and m, we define new variables x′ = x/m, y′ = y/n
and z′ = z/nm. With this change of variables I˜r,c1(c2; δn, δm) reduces to
√
nm
∫∫∫
h (mx′)h (ny′)G(nmz′)Wk
(
2x′y′N2
qjCz′
)
e
(
4B∆(x′, y′)
z′
− c2Cz
′
2q2ℓ−j+rc1δ
)
dz′
z′
3
2
dx′dy′,
where
∆(x′, y′) =
(
x′ − δq
r+j−ℓ
2N
)(
y′ − δq
r+j−ℓ
2N
)
.
Now suppose B > qℓε, so that by Lemma 7 we have |δm| ≍ N/qr+j−ℓ (upto a factor of size qℓε). Then
for a given x′, by repeated integration by parts in the y′ integral we obtain that I˜r,c1(c2; δn, δm) is
negligibly small unless ∣∣∣∣x′ − δqr+j−ℓ2N
∣∣∣∣≪ δqr+j−ℓ+ℓεNB .
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So we get that upto a negligibly error the integral I˜r,c1(c2; δn, δm) is given by
√
nm
∫∫
∣
∣
∣x′−
δqr+j−ℓ
2N
∣
∣
∣≪
δqr+j−ℓ
NB
qℓε
h (mx′)h (ny′)
×
∫
G(nmz′)Wk
(
2x′y′B
z′
)
e
(
4B∆(x′,y′)
z′ − c2Cz
′
2q2ℓ−j+rc1δ
) dz′
z′
3
2
dx′dy′.
Now we can get a refined effective range for c2 by integrating by parts the inner integral. Notice that
the restriction on x′ implies that B∆(x′, y′)/z′ ≪ qℓε. So we get that the inner integral is negligibly
small unless
|c2| ≪ c1q
4ℓ−2j+ℓε
δqr
B.
Observe that compared to the previous bound we have saved an extra B.
We summarize our findings in the following lemma. Here G˜(s) and h˜(s) denote the Mellin transform
of the smooth compactly supported functions G and h respectively.
Lemma 13. The integral I˜r,c1(qrc2; δn, δm) is negligibly small unless
|n|, |m| ≪ N
δqj+r−ℓ
(
B−1 + 1
)
qℓε, and |c2| ≪ c1q
4ℓ−2j+ℓε
δq2r
(B +B−2).
Moreover upto a negligible error term we have
I˜r,c1(qrc2; δn, δm) =
1
(2πi)3
∫∫∫
(σ1),(σ2),(σ3)
h˜(s1)h˜(s2)G˜(s3)Fr,c1(c2; δ, B; s)
ds
ms1+s3−
1
2ns2+s3−
1
2
,(21)
where
Fr,c1(c2; δ, B; s) =
∫∫∫
R(B)
x−s1y−s2z−s3Wk
(
2xyB
z
)
e
(
4B∆(x,y)
z − c2Cz2q2ℓ−jc1δ
) dxdydz
z
3
2
.
For B < qℓε we take the region R(B) = [Q−1, Q]3 ∩ {2−1 ≤ xy/z ≤ 4}, and for B ≥ qℓε the region is
obtained by putting the further restriction that∣∣∣∣x− δqr+j−ℓ2N
∣∣∣∣≪ δqr+j−ℓNB qℓε.
In the integral (21) we will take the location of the contours to be σ1 = σ2 = 1 and σ3 = − 12 + ε.
For this choice we have
Fr,c1(c2; δ, B; s)≪ min{B−
1
2 , Bk−1}min{1, B−1}qℓε ≪ min{B− 32 , Bk−1}qℓε.(22)
This is obtained by trivially estimating the integrals over x, y and z, taking into account the size
of Wk (see (4)) and the localization of x for B > q
ℓε. Observe that the integral over s1, s2 and s3
converges absolutely due to the rapid decay of the Mellin transforms as |Im(si)| → ∞.
7. Separation of variable and large sieve
Using the integral representation Lemma 13, we will now analyse the contribution of the positive
frequencies, i.e. c2 > 0, to T
⋆
r,C(δ, c1, u, v) in (19). To this end we need to get bounds for
q
3
2
r
√
B
Nq2ℓ−
3
2
jc1δuv
∫∫∫
(σ)
h˜(s1)h˜(s2)G˜(s3)
u
1
2
+s2+s3v
1
2
+s1+s3
B(s)ds,(23)
where
B(s) =
∞∑
c2=1
g⋆δ,u,v(c2)Sr(c2)Fr,c1(c2; δ, B; s)
∞∑∑
n,m=1
(n,m)=1
(nm,2δq)=1
bδ,χ¯(n, c2)
n
1
2
+s2+s3
bδ,χ(m, c2)
m
1
2
+s1+s3
.(24)
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Here we are using the shorthand notation Sr(c2) = Sr(2¯c2,−c1δ; q2ℓ−j−r), for which we will use the
Weil bound |Sr(c2)| ≪ qℓ− 12 (j+r). To ensure absolute convergence in the inner sums, a priori we put
the restrictions that σ1 + σ3 > 1 and σ2 + σ3 > 1. Also notice that we have extended the sums over
n and m to all odd integers, for this manoeuvre we need to introduce an extra character modulo 4,
which we are going to ignore. Also we need to replace the Gauss sum g(n, c2) (also g(m, c2)), which
appears in the coefficients bδ,ψ(n, c2), by the multiplicative function
Gc2(n) =
(
1− i
2
+
(−1
n
)
1 + i
2
)
g(n, c2).
To separate the sums over n and m in (24), we use Mobius inversion to get
B(s) =
∞∑
θ=1
(θ,2δq)=1
µ(θ)
∞∑
c2=1
g⋆δ,u,v(c2)Sr(c2)Fr,c1(c2; δ, B; s)
∞∑∑
n,m=1
(nm,2δq)=1
bδ,χ¯(θn, c2)
(θn)
1
2
+s2+s3
bδ,χ(θm, c2)
(θm)
1
2
+s1+s3
.
Now we consider the L-series given by
Lθ,δ,χ(s; c2) =
∞∑
n=1
(n,2δq)=1
bδ,χ(θn, c2)
(θn)
1
2
+s
=
∞∑
n=1
(n,2δq)=1
χ(θn)Gc2(θn)
(θn)
1
2
+s
(
nθ
qrc11δ
)
.
The multiplicativity of the coefficients yield an Euler product for the series. We write c1 = c11c
2
12,
c2 = c21c
2
22 and δ = δ1δ
2
2 with c11, c21 and δ1 square-free. Then it follows that we have a factorization
Lθ,δ,χ(s; c2) = L
(
s, χ
(
qrδ1c11c21
.
))
L˜θ,δ,χ(s; c2),
where the L-series L˜θ,δ,χ(s; c2) converges absolutely in the region σ >
1
2 + ε. Moreover in this domain
we have
L˜θ,δ,χ(s; c2)≪ε (q
ℓδc1c2)
ε
θ
1
2
+ε
.
Using the L-series we can write
B(s) =
∞∑
θ=1
(θ,2δq)=1
µ(θ)
∞∑
c2=1
g⋆δ,u,v(c2)Sr(c2)Fr,c1(c2; δ, B; s)Lθ,δ,χ¯(s2 + s3; c2)Lθ,δ,χ(s1 + s3; c2).
We move the contours to σ1 = σ2 = 1 and σ3 = − 12 + ε. Then applying Cauchy on the sum over c2,
we are led to consider
q
3
2
r
√
B
Nq2ℓ−
3
2
jc1δ(uv)2
∫∫∫
(σ)
|h˜(s1)h˜(s2)G˜(s3)|B⋆X(s)|ds|,(25)
where σ is as above, and
B⋆X(s) =
∞∑
θ=1
1
θ1+ε
∑
c22≪Q
∑
c21∼X/c222
∣∣g⋆δ,u,v(c2)Sr(c2)Fr,c1(c2; δ, B; s)∣∣ ∣∣∣L(s1 + s3, χ( qrδ1c11c21. ))∣∣∣2 .
Using approximate functional equation we can express the Dirichlet L-function as a rapidly converging
series with effective length given by the square-root of the analytic conductor. The analytic conductor
is given by [qℓc11,
c21δ1
(c21,δ1)2
] (3 + |t1 + t3|). Using the main result of [2] we get∑
c22≪Q
(δ1δ2, c22)
∑
c21∼X/c
2
22
q∤c21
(δ1, c21)
∣∣∣L(s1 + s3, χ( qrδ1c11c21. ))∣∣∣2 ≪ (qℓT13)εT13 (X +√qℓc11δ1X) ,
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where T13 = (3 + |t1 + t3|).(Recall that c1 = c11c212, c2 = c21c222 and δ = δ1δ22 with c11, c21 and δ1
square-free.)
Substituting this bound in (25), using the bounds from Lemma 10, |Sr(c2)| ≪ qℓ− 12 (j+r) (which is
the Weil bound for Kloosterman sums) and (22), we obtain
B⋆X(s)≪ uvδ2qℓ−
1
2
(j+r)min{B− 32 , Bk−1}T13
(
X +
√
qℓc11δ1X
)
(qℓT13)
ε.(26)
According to Lemma 13 in the worst case scenario X = c1q
4ℓ−2j+ℓε
δq2r (B + B
−2). Using (25), it follows
that the contribution of the positive frequencies c2 > 0 to (19) is dominated by
qj−ℓ+r
Nc1δ1δ2uv
min{B−1, Bk− 12 }max{B,B−2}
(
c1q
4ℓ−2j
δq2r
+
√
c11c1q5ℓ−2j
δ22q
2r
)
qℓε.
Now we observe that
min{B−1, Bk− 12 }max{B,B−2} ≪ 1
(as k > 2). Bounding the contribution of the negative frequencies c2 < 0 in exactly the same manner
we obtain
T ⋆r,C(δ, c1, u, v)≪
qj−ℓ+r
Nc1δ1δ2uv
(
c1q
4ℓ−2j
δq2r
+
√
c11c1q5ℓ−2j
δ22q
2r
)
qℓε.(27)
Substituting in (14) it follows that
T ⋆r,C ≪ Nq−
1
2
r+ℓε
∑
δ≤Q
1
δ1δ2
∑
c1≤Q
c1|(2δ)
∞
|C˜(δ, c1)|
(
q2ℓ−
3
2
j
δ1δ22
+
q
1
2
(ℓ−j)
δ2c12
)
.
Now we use Lemma 5 to execute the remaining sums on δ and c1. Summing over all r, we see that
the optimal choice of j is given by j = 2[θℓ] with θ = 2/3.
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