This paper presents a novel approach to the segmentation and integration of (radar) images using a second-order recurrent artificial neural network architecture consisting of two subnetworks: a function network that classifies radar measurements into four different categories of objects in sea environments (water, oil spills, land and boats), and a context network that dynamically computes the function network's input weights. It is shown that in experiments (using simulated radar images) this mechanism outperforms conventional artificial neural networks since it allows the network to learn to solve the task through a dynamic adaptation of its classification function based on its internal state closely reflecting the current context.
Introduction
The work presented in this paper is concerned with the application of artificial neural networks (ANNs) to the segmentation of radar images based on the classification of backscatter measurements of a Doppler radar. ANNs lend themselves nicely to this kind of problem as their 'model freedom' and capacity to learn from labelled training data can help overcome the lack of sufficiently accurate statistical models for real world radar measurements as they would be required for traditional (i.e. decision-theoretic, model-based) signal processing techniques (cf. Ahalt et al., 1989 , Kosko, 1992 . Hence, there has been a number of studies in which ANNs successfully have been applied to the classification of radar signals (e.g. Orlando et al., 1990 , Anderson et al., 1990 , Martinez Madrid et al., 1992 This study uses a simulated Side-Looking Airborne Radar (SLAR), initially developed by Fälldin (1993) , i.e. a Doppler radar illuminating sea/coast environments from a plane (s. figure 1). The fact that the results presented here are derived from simulation 'only' should however not necessarily be considered a limitation since the work presented in this paper is concerned with the investigation of a novel technique for segmentation and integration of (multiple) radar images using an ANN that dynamically adapts itself to different contexts/target types, rather than with making claims about real world performance. 
Problem Description
Doppler filtering makes use of the progressive phase shift (Doppler shift) of an object's return signal on successively transmitted pulses, which is caused by the object's translational motion towards or away from the radar. The radar echo from a target area consists of the returns of a multitude of point scatterers, forming a spectrum of individual phase shifts, the so-called Doppler spectrum. For the purpose of target classification basically three major values/features, reflecting the characteristics of the illuminated object or area, can be computed/ extracted from these spectra (cf. Martinez Madrid et al., 1992) : -radial velocity, reflecting, as explained above, the target's translational motion, i.e. very low for land, varying for boats as well as for water and oil spills (depending on weather conditions), -intensity, reflecting the magnitude of the backscattered energy and thereby the target's solidity, i.e. the echo of a boat will typically have a higher intensity than that of land, which again will be more intense than that of water and oil, -spectrum width, i.e. the velocity spread of the individual point scatterers, reflecting the target's 'internal motion', which, naturally, will be rather low for land and boats, but can be high (due to wind/waves) for water and oil spills. As figure 2 shows, the classification of the above radar measurements is far from being a trivial problem: -the differences between oil and water (caused by the oil dampening capillary waves on the sea surface) only appear to a very small degree in the intensity and spectrum width map (cf. Ziemke, 1995 and 1996a) , -objects which do not move significantly faster/slower than the waves disappear in the radial velocity map, and -the differences between land and boats are blurred in the intensity map,
-the spectral width map shows misleadingly high values (white areas) at the 'echo edges' of boats, due to the fact that the Doppler spectrum at these points contains two peaks of overlapping boat and water echoes.
Furthermore a classification scheme would have to cope with the fact that all objects appear as 'stretched out' and blurred along the flight direction due to the form/width of the radar beam 1 (cf. figure 1, see also section 3.1).
Experiments

Previous Work on Oil spill Detection
It has been shown in earlier work (Ziemke, 1995 and 1996a ) that the detection of oil spills (i.e. the classification into oil and water areas) can be carried out successfully by recurrent backpropagation ANNs (processing sequences of measurements in flight direction) down to a size of approximately 50m * 50m, with good generalization across a large range of sea states/ 1. 6 dB/24 dB beam width at an illumination distance of 20 km: 88.5m /349m weather conditions and illumination distances. The superiority of recurrent over feed-forward networks can be explained by the fact that, due to the radar beam being much wider than a single resolution cell (88.5m vs. 20m), radar measurements can never be obtained for a single cell alone. Instead the transition from, for example, a pure water echo to a pure oil spill echo will take a number of time steps (as illustrated in figure 3 ), a regularity which can be exploited by recurrent networks. The work presented here is intended to extend this previous work to the integration of islands and boats.
Self-Adapting Recurrent Network Architecture
This paper focuses on a second-order recurrent artificial neural network architecture mainly inspired by Pollack's Sequential Cascaded Network (SCN) (Pollack, 1987) . The SCN (originally used for formal language recognition (Pollack, 1987 and 1991) ) consists of two sub-networks (both using one layer of weights only) in a master-slave relationship: A function (slave) network maps the network's input vector (I) to state (S) and output (O) vector, and a linear context (master) network, which dynamically computes the input weights in the function network. Hence, the SCN can be described by the following two dynamic equations (Kolen, 1994) :
Where g is the logistic function, W and V are three-dimensional weight matrices mapping S(t) to O(t) and S(t+1). The SCN is trained with a modified version of backpropagation unrolling the processing loop for one time step for computing error gradients for the context network (Pollack, 1991) .
The modified architecture used here (cf. figure 4) , here referred to as Self-Adapting Recurrent Network (SARN), basically uses the same context network, but uses as function network a three-layer network, i.e. the above mapping from input to output is replaced by a mapping from state to output.
Figure 4 here
Hence, this architecture can be described by dynamic equations as follows:
Where g is the logistic function, W is a two-dimensional weight matrix mapping S(t) to O(t), and V is a three-dimensional weight matrix mapping S(t-1) to the next step's input weights.
In earlier work on autonomous robot control (Ziemke, 1996b and 1996c ) the SARN has been trained to acquire adaptive structured behaviour such as obstacle avoidance in combination with periodically switching between light following and light avoidance. The resulting SARN controllers were shown to develop continuous, but structured internal state spaces (therefore also referred to as 'connectionist infinite state automata' (cf. Ziemke, 1996b) ) which allowed them to adapt their behaviour smoothly to the current contexts/tasks.
The motivation for using SARNs for classification here is that, at least theoretically, they
should be able to learn to reflect the slow/continuous transitions between different target types as caused by the 'stretching' of targets due to the width of the radar beam (cf. sections 2 and 3.1), and to exploit these regularities to adapt the weighting of radar measurements to the current transition or target type (e.g. to ignore or compensate for the misleading spectrum width measurements at the transition between water and boat echo, cf. section 2).
Alternative Architectures
To evaluate the SARNs' performance in comparison to other ANN techniques three alternative ANN architectures have been used here:
-standard feed-forward multilayer perceptrons (MLPs), -Simple Recurrent Networks (SRNs) (Elman, 1990) , similar to those used in previous work on oil spill detection (Ziemke, 1995 and 1996a) , and -Learning Vector Quantization (LVQ) networks (Kohonen, 1986 ).
The SRN is a recurrent architecture using first-order feedback, i. Hence, the SRN can be described by dynamic equations as follows:
Where g is the logistic function, W is a two-dimensional weight matrix mapping S(t) to O(t), and V is a two-dimensional weight matrix mapping S(t-1) and I(t) to the internal state S(t).
The MLPs used here are similar to the SRNs except that there is no recurrence/feedback of information from earlier time steps. Both SRNs and MLPs are trained using the standard backpropagation algorithm (Rumelhart et al., 1986 ) in a form of online learning (s. section 3.4). Backpropagation networks have already been applied successfully to the classification of radar signals earlier, e.g. by Ahalt et al. (1989) , Orlando et al. (1990) , and Martinez Madrid et al. (1992) .
LVQ (Kohonen, 1986 and 1989 ) offers a supervised form of competitive learning (as in Kohonen's Self-Organizing Map), with the difference that during learning in each time step the best-matching codebook vector (or 'winning neuron') is not necessarily moved towards the current input, but in case of incorrect classification (note that LVQ is supervised) is pushed away from it (s. (Kohonen, 1989) for details). LVQ networks have also been applied to target classification from radar backscatter measurements before, e.g. by Harger (1992) , and Orlando et al. (1990) .
Network Training
The SARN is trained 'online' using a modified form of the backpropagation algorithm. In the experiments documented here networks have been trained in a supervised fashion, but in a way slightly different from the way it is normally done in backpropagation learning. Since there is no need for the input weights to 'match' all patterns (instead diversity of input weights is in fact desired) all network weights were updated after each pattern presentation, instead of after each epoch.
Hence, training takes place in each time step as follows:
(1) propagate input forward through the function network to calculate output vector, SRNs and MLPs are trained in a very similar fashion, except that steps 4 and 5 are left out, and state (t-1) is used as additional input to the SRN in time step t.
Experimental Results
All networks documented here used 4 output units (for the four different target classes, highest output determines classification) and 15 input values (values of intensity, spectrum width and radial velocity for the cell to be classified and its four direct neighbours (i.e. 3*5 input values)), plus, for the SRN, the values of the last time step's state units. The networks were trained on half of the environment to process sequences of measurements in flight direction, classifying each resolution cell individually (taking as targets the classes as shown in figure   2a ). Figure 6 shows the averaged convergence of ten networks each of type SARN, SRN and MLP. It can be seen that both SRNs and MLPs (the latter a bit more slowly) typically converge to a sum-squared error (SSQ) of about 80 within 2000 epochs of training, whereas the SARNs typically converge to SSQ values of about 40 (corresponding to about 40 misclassifications for 3000 resolution cells in the training set) with the same amount of training. The networks documented here used 3 (SARNs), respectively 5 (SRNs and MLPs) hidden/ state units. Experiments were carried out with a large variety of network configurations (hidden layer sizes, learning rates, further epochs of training, conventional batch-training, etc.), none of which delivered significantly better results than the above configurations. For comparison, LVQ nets, using 100 competitive neurons, typically only achieved an SSQ of about 180 (corresponding to 90 misclassifications) within 50000 cycles of training. Figure 7 shows a typical classification of the whole environment as generated by one of the SARNs. Further analysis of the results of the ten SARNs revealed that a detection rate of 100% has been achieved for oil spills, islands and oil tankers whereas that for smaller boats is about 50%, i.e. the only significant misclassifications are undetected small boats. 
Analysis
A typical SARN internal state space is shown in figure 8 . It can be seen that the internal states closely reflect the 'external' classification contexts (i.e. 'position' and input history on the map) and their structure. There is a large cluster of states, a kind of equilibrium or default state, in which the network processes/differentiates between oil and water measurements, whereas the slow, continuous transitions from water to land and boat echo and back are reflected by corresponding smooth transitions in state space. Further analysis of the resulting weight matrices (not further illustrated here due to the size and number of weight matrices) revealed that the context network, similar to observations made in previous work on autonomous robot control (Ziemke, 1996b and 1996c) , did in fact make use of its power to adapt input weights according to its internal state, in particular it made use of its capacity to dynamically set bias values for the state units (cf. SARN equations, section 3.2) which made it more robust to noise in the data. I.e. from its past inputs the SARN is able to predict what to expect (and what to ignore) in the next time step and to adapt its classification function accordingly.
Conclusion
A second-order recurrent ANN architecture for the segmentation of radar images through an integration of different (simulated) radar measurements has been discussed in this paper. It was shown that networks of this architecture, dynamically computing their own input weights and trained in a way resembling online learning techniques, (rather) successfully learned a classification task that had proved to be difficult for conventional backpropagation networks as well as LVQ networks.
More specifically, it has been shown that -the SARNs have learned to establish a continuous systematic relation between the network's current context/situation and its internal state, -the SARN acquired complex functionality reflecting the task's structure and requirements, Therefore it is concluded here that, in addition to good performance, the presented mechanism offers an interesting approach to image segmentation, since the generic division between function and context learning allows the SARNs to acquire both their functionality (classification) as well as their organization/structure (structure and dynamics of task/environment) autonomously (cf. Ziemke, 1996b and 1996c) .
Future work will include an in-depth analysis of the architecture presented here as well as further evaluation on more complex tasks and under real world conditions. 
