Rainfall maps with gridded data are frequently used as an important input for many hydrological models. In this study, two kriging-based interpolation methods (i.e., ordinary kriging (OK) and kriging with genetic programming (KGP)) and a deterministic interpolation method (inverse distance weighting (IDW)) are implemented to generate gridded rainfall maps from point rainfalls. The KGP is 
INTRODUCTION
Rainfall maps with continuous gridded data provide an important input for many hydrological modelling and water resources management tasks including water budget analysis, flood forecasting, climate change studies, reservoir operation, irrigation scheduling and management, etc. (Moral ) . The accuracy of most hydrological analysis highly depends on the correct estimation of the spatial distribution of rainfall. Improved estimates of rainfall distribution can be achieved by a dense network of raingauges. Unfortunately, the raingauge network is often sparse and the number of raingauges in the networks is limited due to Ordinary kriging (OK) is one of the most preferred stochastic interpolation methods for spatial rainfall estimation from the point rainfall data. However, the accuracy of traditional OK highly depends on the variogram model that generally demonstrates the spatial autocorrelation structure of the underlying stochastic process. Therefore, extra attention should be paid to selecting appropriate variogram models and finding optimal variogram parameters (i.e., nugget, sill, range). The time-consuming and tedious task for calibrating the variogram parameters of the standard variogram models (i.e., spherical, exponential, Gaussian) is a major difficulty associated with the traditional OK.
In the recent past, researchers have demonstrated the application of kriging with different data-driven methods namely, artificial neural networks (ANN) (e.g., Teegavarapu ), neuro-fuzzy system and support vector machine (e.g., Kisi & Sanikhani ) , fuzzy theory and genetic algorithm (GA) (e.g., Chang et al. ) , combined ANN and GA (Asghari & Nasseri ) , genetic programming (GP) (e.g., Adhikary et al. b) for spatial interpolation. The major advantage of kriging with data-driven methods is that they usually yield better results than those obtained by traditional deterministic (e.g., IDW) and stochastic interpolation methods (e.g., traditional kriging). However, a major drawback of the ANN-and GA-based methods is that no analytical equations of functional relationships between variables are obtained in these methods, and it is usually not easy to interpret the network weights given by the ANN models (Muttil & Lee ) .
GP (Koza ) is an evolutionary data-driven modelling technique, which can be applied to obtain the variogram model to be used with kriging. The output from GP is an empirical model to approximate the function of the underlying process. GP inferred models exhibit the advantages of creating simple expressions and thereby offering some likely interpretations of the underlying process (Muttil & Lee ) . The main advantage of GP as compared to traditional models is that it does not assume any a priori functional form of the solution. Globally, a number of applications of GP have been reported in the hydrology and water resources field (e.g., Khu et al. ; Sivapragasam et al. , ; Yilmaz & Muttil ) . To the best knowledge of the authors, kriging with a GP-based data-driven method has not been explicitly used as an interpolator in the past to generate gridded rainfall maps. Therefore, the objective of this study is to apply kriging with genetic programming (KGP) for spatial interpolation of monthly and annual mean rainfall to generate the gridded rainfall data set for the Middle Yarra River catchment in Australia. GP is used to get the GP-based non-parametric variogram model to be used in the KGP method, which replaces the standard parametric variogram models in the traditional OK.
The rest of the paper has been organized as follows.
First, details of the methodology are presented, which is followed by a brief description of the study area and data sets used. The results are summarized next and, finally, conclusions are drawn.
METHODOLOGY
The methodology of this study consists of three main parts:
• data preparation for normal distribution;
• spatial interpolation of rainfall using deterministic and stochastic interpolation methods;
• assessment of interpolation methods for spatial estimation of rainfall.
The schematic illustration of the methodology is shown in Figure 1 . Details of the methodology are described in the following subsections.
Data preparation
The normal distribution of data is a basic requirement of the kriging-based geostatistical approach. Kriging leads to an optimum estimator and yields best results for the normally distributed data (Adhikary et al. a, b) . Abo-Monasar & Al-Zahrani () have indicated that variograms developed with the non-normal data are unreliable for kriging interpolation. If data are not normally distributed, appropriate transformations should be implemented to normalize the data. In this study, log-transformation is used for the transformation of non-normal or skewed data. Finally, the widely used Kolmogorov-Smirnov (K-S) test is used to confirm the normality condition of the transformed rainfall data for a 5% significance level. The K-S test is a simple and straightforward statistical test to examine the normality condition of a data set, which has been explained in detail in McCuen (). The resulting normalized rainfall data sets are used for interpolation and map production.
Spatial interpolation methods
In this study, two stochastic interpolation methods (i.e., OK and KGP), and a deterministic interpolation method (i.e., IDW), are used for interpolation of rainfall and preparation of rainfall maps. The basic conceptual difference between traditional OK and KGP methods is presented in Figure 1(a) and 1(b). As can be seen from the figures, the standard parametric variogram models (e.g., spherical, exponential, Gaussian) are used in the traditional OK method, whereas the GP-based non-parametric variogram model is included in the KGP method. A brief description of these methods is presented in the following sub-sections.
OK
Kriging refers to a surface interpolation method based on spatially dependent variance, which estimates variable values at target locations in space using the known sampling values (Isaaks & Srivastava ) . In this study, OK is used for spatial interpolation of point rainfalls, which is given by:
where θ OK Ã x 0 ð Þ is the estimates of variable θ (rainfall in this study) at target position x 0 ; ω
OK i
indicates the kriging weights linked with the sampled location x i with respect to x 0 ; and n is the number of sampling points.
The kriging weights ω 
KGP
In this study, KGP is given by:
where θ KGP Ã x 0 ð Þ is the estimates of variable θ (rainfall in this study) at target location x 0 ; ω
KGP i
represents the kriging weights in the KGP method.
The weights in the KGP method ω
are also obtained by solving an optimization scheme containing (n þ 1) simultaneous linear equations as expressed by: 
As mentioned earlier in the Introduction, many engineer- 
IDW
The estimation by IDW is a linear weighted average of several neighbouring observations, which is given by:
where θ IDW Ã x 0 ð Þ indicates the estimated rainfall at target
represents the weights assigned to sampling location x i with respect to x 0 ; n is the number of sampling points; d i0 is the distance from the sampling location x i to the target location at x 0 ; and p is an arbitrary power.
As p approaches zero and the weights become more similar, IDW estimates approach the simple average of the surrounding observations. However, the effect of the farthest observations on the estimated value is decreased with the increase of 'p'. The most commonly used value of p is 2 in the IDW method (Isaaks & Srivastava ) , which is used in this study. IDW method is implemented using GSþ software (Robertson ) for rainfall interpolation to generate gridded rainfall maps.
Performance assessment of interpolation methods
The performance of three different spatial interpolation methods (i.e., OK, KGP and IDW) are evaluated and compared based on the cross-validation test. The cross-validation is a leave-one-out procedure that involves eliminating the rainfall data set individually one by one from the observed data sets and then re-estimating each rainfall data set by using the remaining data sets. Cross-validation test statistics provides important evidence of the performance measures of the interpolation methods. In this study, RMSE, average standardized error (ASE) and root mean square standardized error (RMSS) are used (Adhikary et al. a, b) for crossvalidation. They are briefly described below:
• RMSE is used for checking the estimation accuracy between the observed and estimated data. RMSE value close to zero indicates the higher accuracy in estimation.
• ASE is used for checking the unbiasedness condition of the interpolator. ASE value close to zero indicates unbiased estimation of the variable.
• RMSS is used to test the correct assessment of the variability of prediction, which should be close to 1 for correct assessment of prediction variability of the interpolator.
RMSS value close to 1 specifies that the variance is consistent and the variability of the estimated data by interpolation is correctly assessed.
STUDY AREA AND DATA USED Study area description
The middle segment of Yarra River catchment in Victoria, Australia is considered as the case study area. 
Data used
There is remarkable variation in the rainfall patterns through different segments of the Yarra River catchment.
The mean annual rainfall varies across the catchment from data set based on the variogram cloud (Wackernagel ).
The variogram cloud is a plot in which the semivariance calculated using Equation ( 
Standard variogram model for monthly and annual rainfall
In traditional OK, three standard parametric variogram models (i.e., exponential, Gaussian, spherical) are used to fit the experimental variogram for all data sets. The variogram parameters that result in the best fitting performance based on RMSE, MAE and CC measures are chosen as the best fitted model in each case. Figure 3 shows the plots of fitted variogram models for September (taken as an example from all months, which is also the wettest month with high rainfall variation) and annual rainfall. The optimal variogram parameters and fitting performance of the standard variogram models for all monthly and annual rainfall are presented in Table 2 . As can be seen from Table 2 , the ratio of nugget coefficient to sill is small for all data sets indicating that monthly and annual rainfall is spatially correlated over the study area. This supports the use of kriging methods (i.e., OK, KGP), which inherently consider the spatial correlation. It is also evident from Table 3 , which indicates that all adopted variogram models satisfy the cross-validation criteria and are thus appropriate for use in kriging interpolation and rainfall map production.
GP-based variogram model for monthly and annual rainfall
In the KGP method, the GP-based variogram model is used with traditional kriging. GP is used to approximate the experimental variogram to achieve the GP-based variogram model. Available simple function sets in the standard variogram models (þ, À, *, /, x 2 , exp) are used for the GP runs to obtain simple GP models. The evolved GP-based models with the aforementioned function sets can exhibit a similar functional structure to that of the standard variogram models. The best fitted GP model is obtained by using the objective function of minimizing RMSE. In this study, a population size of 500, crossover rate of 0.95, mutation rate of 0.05 and the number of generations as 500 are adopted for the evolution of the best GP-based models.
The performance measures (RMSE, MAE, CC) of the GP-based variogram models for all data sets are presented in Table 2 . It can be seen from Table 2 that the GP-based variogram model outperforms the standard variogram models for 7 months (i.e., January, May, June, July, September, October, December) and also shows better performance than the other two standard variogram models for another 3 months (i.e., March, April, November) and annual rainfall when all the performance measures are considered. Figure 3 shows the plots of fitted GP-based variogram models for September and annual rainfall. Figure 4 . Thus, OK S is found to be the most accurate interpolator for estimating monthly and annual rainfall patterns over the study area. OK S and KGP do not show a significant difference between each other in terms of RMSE (Figure 4(a) ). The results also
show that KGP and OK E methods provide similar estimates as given by the OK S methods in some months, and also reasonable estimates in other months in terms of R A more detailed comparison of all interpolators (i.e., OK, KGP, IDW) can be made using the PBIAS errors (Moriasi et al. ), which is given by: The PBIAS errors are computed for the monthly (e.g., again taking September as an example from all months) and annual rainfall estimations at each raingauge, which are shown in Figure 6 . As can be seen from the figure, the larger bias errors are found for few raingauges, which are usually isolated (e.g., stations 12, 13 and 14). This is not sur- 
CONCLUSIONS
In this study, the aim is to apply two kriging-based stochastic interpolation methods (i.e., traditional kriging and KGP) and a deterministic interpolation method (i. The following points are the major conclusions of this study:
• The cross-validation results indicate that the krigingbased stochastic interpolation methods (i.e., OK and KGP) clearly outperform the deterministic method (i.e., IDW) for spatial interpolation of rainfall.
• Among all the kriging-based methods, OK with the spherical variogram model (OK S ) produces the lowest prediction error and highest coefficient of correlation for rainfall estimation. Thus, OK S is found to be the most accurate interpolator for estimating the monthly and annual rainfalls over the study area. • The KGP method yields almost identical prediction error and coefficient of correlation for rainfall estimation to that given by the OK S for most of the months. Also, the KGP method gives the lower prediction error and is found to be a better interpolator than the OK with the exponential or Gaussian variogram models for most of the months.
• Although for some months, the KGP method cannot produce the lowest prediction error, the method gives reasonable estimates, which are in line with the OK S (best selected interpolator in this study). The maps generated by the KGP method seem to be consistent with the observed rainfall and reasonable with that produced by the best interpolator. A major advantage of the KGP method is that it eliminates the time-consuming and monotonous task of obtaining the variogram parameters and kriging weights as required with traditional kriging.
Therefore, the KGP offers a viable alternative to traditional kriging for spatial interpolation and mapping of rainfall in hydrology.
