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a b s t r a c t
For a 0–1matrix Q , ex(n,Q ) is themaximum number of 1s in an n×n 0–1matrix of which
no submatrix majorizes Q . We show that if P is a permutation matrix and Q is arbitrary,
then the order of growth of ex(n, P ⊗ Q ) is almost the same as that of ex(n,Q ), extending
a result used in Marcus and Tardos’s proof of the Stanley–Wilf conjecture.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Wesay that amatrix A contains anothermatrix B if some B-sized submatrix of A has every entry at least the corresponding
entry of B; otherwise, we say that A excludes B. We study the maximum number of 1s, ex(n, P), in an n× n 0–1 matrix that
excludes a 0–1 matrix P; ex(n, P) is called the extremal function of P .
This is analogous to the common extremal graph theoretic question of how many edges ex(n,G) a graph on n vertices
that has no G subgraph can have; the extra restrictions here are that the graphs must be bipartite with a fixed bipartition
(into rows and columns) and that an order must be maintained on the vertices of each partite set (the order of the rows or
columns).
Extremal functions of permutation matrices are of interest for, among other things, proving the Stanley–Wilf conjecture
(that the number of permutations of n elements not containing a fixed subpermutation is at most exponential in n): Klazar
showed in [4] that it was implied by the result that if P is a permutation matrix, then ex(n, P) is at most linear. Marcus and
Tardos proved this result in [5], completing the proof of the Stanley–Wilf conjecture.
Note that this shows that an extremal problem for matrices can be difficult even if the corresponding extremal graphs
problem is trivial: the graph theoretic counterpart to Marcus and Tardos’s result is just that every matching has a linear
extremal function.
Geneson, in [2], extended the methods of Marcus and Tardos to prove a conjecture of Keszegh in [3] that if Q is a 1 × k
all-1s matrix and P is a permutation matrix, then ex(n, P ⊗ Q ) is also at most linear (where P ⊗ Q is the tensor product of
P with Q , where each one of P is replaced by a copy of Q , and each 0 with an all-0s matrix the same size as Q ); this also
finished Keszegh’s proof in [3] of the existence of infinitely many minimal patterns with nonlinear extremal function.
In pursuit of a classification of extremal functions of matrices, we prove a result similar to Geneson’s, although it neither
implies nor is implied by that result: if P is a permutation matrix and Q is any matrix, then ex(n, P ⊗ Q ) is of almost the
same order of growth as ex(n,Q ).
2. Definitions
We first formally define the terms used for extremal functions.
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Definition 2.1. Anm× nmatrix A majorizes anm× nmatrix B if for all 1 ≤ i ≤ m and 1 ≤ j ≤ n, ai,j ≥ bi,j.
Definition 2.2. A matrix A contains a matrix B (written A ⊃ B) if some submatrix of A (with the same dimensions as B)
majorizes B.
For instance, leaving 0s blank,1 1 1
1
1 1

⊃

1
1 1

.
Definition 2.3. The extremal function of a nonzero 0–1 matrix P , ex(n, P), is the maximum number of 1s in an n× n (0–1)
matrix that excludes P .
Definition 2.4. A permutation matrix is a (square) matrix with exactly one 1 in each row and each column.
Definition 2.5. If P and Q are matrices, then the tensor product P ⊗ Q is the matrix formed by replacing each 1 in P with a
copy of Q and each 0 in P with an all-0s matrix the same size as Q .
For instance, this is a tensor product of a certain 3× 3 permutation matrix and another 2× 2 matrix:
 1
1
1

⊗

1 1
1

=

1 1
1
1 1
1
1 1
1
 .
3. The main theorem
Geneson’s result in [2] can be stated as: if Q is a 1 × k matrix (where k ≥ 2) and P is a permutation matrix, then
ex(n, P ⊗ Q ) = O(ex(n,Q )). We prove a similar correspondence for other matrices Q .
Every nonzero matrix M except M = [1] has ex(n,M) ≥ n, so this is equivalent to saying that ex(n, P ⊗ Q ) is linear.
Also, note that extremal functions are bounded above by n2, the number of entries in an n× nmatrix. (In fact, the extremal
function of a k× kmatrix is known to be O(n2− 1k ), which is bounded away from n2.)
We note a few basic properties of the extremal function ex(n, P) of an arbitrary matrix P . Any such function is
nondecreasing: if P ’s last row or column is all 0s, remove it, add an all-1s row or column to any matrix excluding it, and
induct; if not, then if m > n and Q is an n × nmatrix with ex(n,Q ) 1s, then the m × mmatrix containing Q in the upper
left and 0s elsewhere has ex(n,Q ) 1s and excludes P . Also, for c > 1, ex(cn, P) < c2ex(n, P), since each n × n block of a
cn× cnmatrix has at most ex(n, P) 1s.
Definition 3.1. Call a function f unboundedly superlinear if for all k there exists c such that for all n, f (cn) > kcf (n).
For instance, nω and nω log(n) are unboundedly superlinear for all ω > 1.
Theorem 3.2. If P is a permutationmatrix and Q is amatrix for which ex(n,Q ) is unboundedly superlinear, then ex(n, P⊗Q ) =
O(ex(n,Q )).
Proof. Let c be a constant to be chosen later. We first prove that if n is a power of c , then ex(n, P ⊗ Q ) ≤ 2c2ex(n,Q ). This
will imply the result, since for any n,
ex(n, P ⊗ Q ) = ex(c logc n, P ⊗ Q )
≤ ex(c⌈logc n⌉, P ⊗ Q )
≤ 2c2ex(c⌈logc n⌉,Q )
≤ 2c2ex(c logc n+1,Q )
≤ 2c2ex(cn,Q )
≤ 2c2c2ex(n,Q )
= O(ex(n,Q )).
We prove by induction on m that ex(cm, P ⊗ Q ) ≤ 2c2ex(cm,Q ). If m = 0, this is trivially true. So, suppose inductively
that for n = cm, ex(n, P ⊗ Q ) ≤ 2c2ex(n,Q ), and letM be an arbitrary cn× cnmatrix not containing P ⊗ Q . DivideM into
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c2 blocks {Bij}1≤i,j≤n of size n× n. Call a block full if it contains Q . Let B be the c × c 0–1 matrix of full blocks, that is, bi,j = 1
if and only if Bi,j ⊃ Q .
We claim that B ⊅ P . Indeed, suppose for the sake of contradiction that B ⊃ P . That is, B has a submatrix B′ thatmajorizes
P . Choose a submatrix M ′ of M consisting of exactly the blocks in B′. Choose a submatrix M ′′ of M as follows: For each 1 of
P , the corresponding entry of B′ is 1 by the definition of B, so the corresponding block ofM ′ contains Q . For each such block,
include inM ′′ the rows (columns) of a submatrix that majorizes Q , and exclude the rest. Since P has only one 1 in each row
(column), no row (column) is both excluded from and included inM ′′. ThenM ′′ majorizes P ⊗ Q . ButM ′′ is a submatrix of
M , soM ⊃ P ⊗ Q , a contradiction. Hence B ⊅ P .
Since B ⊅ P , there are atmost ex(c, P) full blocks. Each of these also excludes P⊗Q , so each contains atmost ex(n, P⊗Q )
1s. Hence there are at most ex(c, P)ex(n, P ⊗ Q ) 1s in full blocks. Non-full blocks, of which there are at most c2, exclude Q ,
so they contain at most ex(n,Q ) 1s each, for a total of at most ex(c, P)ex(n, P ⊗ Q ) + c2ex(n,Q ) 1s in M , so by induction
ex(cn, P ⊗ Q ) ≤ ex(c, P)2c2ex(n,Q )+ c2ex(n,Q ).
Marcus and Tardos prove in [5] that if P is a permutation matrix, then ex(c, P) = O(n). Hence there exists k such that for
all c , ex(c, P) ≤ kc. By hypothesis, there exists c such that for all n, ex(cn,Q ) ≥ 2kcex(n,Q ); fix that constant c . Then
ex(cn, P ⊗ Q ) ≤ ex(c, P)ex(n, P ⊗ Q )+ c2ex(n,Q )
≤ ex(c, P)ex(n, P ⊗ Q )+ c2ex(cn,Q )
≤ (kc)(2c2ex(n,Q ))+ c2ex(cn,Q )
≤ c2ex(cn,Q )+ c2ex(cn,Q )
= 2c2ex(cn,Q ),
completing the inductive step. Hence ex(n, P ⊗ Q ) = O(ex(n,Q )), as desired. 
Note that the same proof also shows that ex(n, P⊗Q ) = O(f (n)) if ex(n,Q ) = O(f (n)) for some increasing, unboundedly
superlinear f such that ∀c∃k∀n: f (cn) < kf (n) (as is true for any extremal function, with k = c2). For instance, if
ex(n,Q ) = O(n1+ϵ) for all positive ϵ (as is true for many interesting matrices Q ), then so is ex(n, P ⊗ Q ). That is, for
any permutation matrix P , any Q , and any ϵ > 0, ex(n, P ⊗ Q ) = O(ex(n,Q )+ n1+ϵ).
Also, each of the theorem’s conditions is necessary:
1. P must be a permutationmatrix. For instance, the extremal function of a 2×2 square of 1s is n 32 , but a 2×2 square is the
tensor product of a 1× 2 rectangle of 1s with a 2× 1 rectangle of 1s, and both of those have linear extremal functions.
2. The theorem’s conclusion is false if Q has a linear extremal function: for instance, Füredi and Hajnal prove in [1] that the
matrix
Q2 =
 1 1
1
1

has extremal function n log(n) (up to a constant), but Q2 is contained in
1
1

⊗

1 1
1

,
the tensor product of a permutationmatrix with a matrix whose extremal function is 2n−1. Hence this theorem applies
in conditions disjoint from those of Marcus and Tardos in [5] and Geneson in [2].
4. Conjectures
Define a connected component of amatrix to be the submatrix corresponding to a connected component of the associated
bipartite graph.
Conjecture 4.1. If P is amatrix and its connected components P1, . . . , Pt have unboundedly superlinear extremal functions, then
for all ϵ > 0, ex(n, P) = O(max(ex(n, P1), . . . , ex(n, Pt))).
An easy modification to the above proof shows this for the case where every connected component is a contiguous block
of the matrix.
Conjecture 4.2. If P is the bipartite adjacency matrix of a forest (cycle-free graph), then for all ϵ > 0, ex(n, P) = O(n1+ϵ).
(This was conjectured, thus andwith a stronger bound, by Füredi andHajnal in [1]; Seth Pettie proved the stronger bound
false in [6]).
Conjecture 4.3. If Q is amatrix for which ex(n,Q ) is neither linear nor unboundedly superlinear, then there exists a permutation
matrix P for which ex(n, P ⊗ Q ) = ω(ex(n,Q )).
That is, while the last example in the previous section shows that the requirement of unbounded superlinearity cannot
be dropped from the theorem, we suspect that it in fact cannot even be weakened.
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