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A SUFFICIENT CONDITION FOR A HYPERSURFACE TO BE
ISOPARAMETRIC
ZIZHOU TANG, DONGYI WEI, AND WENJIAO YAN
Abstract. Let Mn be a closed Riemannian manifold on which the integral of
the scalar curvature is nonnegative. Suppose a is a symmetric (0, 2) tensor field
whose dual (1, 1) tensor A has n distinct eigenvalues, and tr(Ak) are constants
for k = 1, · · · , n − 1. We show that all the eigenvalues of A are constants,
generalizing a theorem of de Almeida and Brito [dB90] to higher dimensions.
As a consequence, a closed hypersurface Mn in Sn+1 is isoparametric if one
takes a above to be the second fundamental form, giving affirmative evidence
to Chern’s conjecture.
1. Introduction
The well-known Chern conjecture was originally proposed by S. S. Chern in
[Che68] and [CdK70]. After 50 years of extensive research, it is still an unsolved
challenging problem.
Chern’s conjecture. Let Mn # Sn+1 be a closed, minimally immersed hyper-
surface in the unit sphere with constant scalar curvature RM (or equivalently,
constant S–the squared norm of its second fundamental form). Then for each n,
the set of all possible values for RM is discrete.
Since isoparametric hypersurfaces in spheres–all of their principal curvatures
are constant by definition–are the only known examples of closed minimal hy-
persurfaces in spheres with constant S, mathematicians turn to stating Chern’s
conjecture in the following strong version:
Chern’s conjecture (strong version). LetMn # Sn+1 be a closed, minimally
immersed hypersurface in the unit sphere with constant scalar curvature. Then
Mn is isoparametric.
The weak version of Chern’s conjecture is related with the remarkable pinch-
ing result of J. Simons [Sim68]: for a closed minimal immersed hypersurface in
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the unit sphere whose S is not necessarily constant, if 0 ≤ S ≤ n, then either
S ≡ 0 or S ≡ n. In the first case, Mn is just the equatorial sphere, which is the
isoparametric hypersurface with one principal curvature. The second case was
characterized by [CdK70] that Mn must be Clifford tori Sr(
√
r
n
)× Sn−r(
√
n−r
n
)
(0 < r < n), which are exactly isoparametric hypersurfaces in Sn+1 with two
distinct principal curvatures.
Actually, due to the celebrated result of Mu¨nzner, for isoparametric hyper-
surfaces in the unit spheres, the number g of distinct principal curvatures can
be only 1, 2, 3, 4 and 6. The classification for isoparametric hypersurfaces is re-
cently completed. More precisely, when g ≤ 3, the classification for isoparamet-
ric hypersurfaces are accomplished by E. Cartan. Except for the g = 1, 2 cases
mentioned before, he proved that the isoparametric hypersurfaces with g = 3
are tubes of constant radius around the minimal Veronese embedding of FP 2
(F = R,C,H and O) into S3m+1 (m = 1, 2, 4 and 8). Moreover, E. Cartan
[Car40] also constructed an isoparametric hypersurface M4 in S5 with four dis-
tinct principal curvatures. When g = 4, After Abresch [Abr83], Tang [Tan91]
and Fang [Fan99], all the possible multiplicities of principal curvatures are de-
termined by Stolz [Sto99]. Furthermore, Cecil-Chi-Jensen [CCJ07], Immervoll
[Imm08] and Chi [Chi11, Chi13, Chi16] conquered the classification that they are
either of OT-FKM type or homogeneous. When g = 6, Dorfmeister-Neher [DN85]
and Miyaoka [Miy13] classified them to be homogeneous. In recent years, the
isoparametric theory in space forms has been generalized to that in Riemannian
manifolds ([GT13], [QT15]). There are also some applications of isoparametric
theory, see for example, [TY13] and [TY15].
After a series work of [PT83], [YC98], [SY07], one can obtain the pinching
result that if S > n and S is constant, then S > n + 3n
7
. In particular, for the
case n = 3, Peng-Terng [PT83] proved a sharp result: if S > 3 and S is constant,
then S ≥ 6. However, for high dimensional cases, it is still an open question that
if S > n and S is constant, then S ≥ 2n ?
In 1993, S. P. Chang finally proved Chern’s conjecture in the case n = 3 by
finding out all the values of S:
Theorem (Chang [Cha93]) A closed minimal hypersurface M3 immersed in S4
with constant scalar curvature is an isoparametric hypersurface with g = 1, 2 or
3.
For higher dimensional case, there is no more essentially affirmative answer
to Chern’s conjecture since then. On the other hand, it is possible to prove a
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generalized version of Chern’s conjecture for n = 3, where the hypersurface is not
necessarily minimal:
Theorem 1.1. (de Almeida and Brito [dB90]) LetM3 be a closed hypersurface
in S4 with constant mean curvature and constant nonnegative scalar curvature
RM . Then M
3 is isoparametric.
It is remarkable that Chang [Cha93’] improved this result by dropping the
nonnegativity of scalar curvature. The previous theorem of de Almeida and Brito
is an application of another theorem of theirs with more general setting:
Theorem 1.2. (de Almeida and Brito [dB90]) LetM3 be a closed 3-dimensional
Riemannian manifold. Suppose a is a smooth symmetric (0, 2) tensor field on M3
and A is its dual tensor field of type (1, 1). Suppose in addition
(i) RM ≥ 0;
(ii) the field ∇a of type (0, 3) is symmetric;
(iii) tr(A), tr(A2) are constants.
Then tr(A3) is a constant.
As the main result of this paper, the following result generalizes Theorem
1.2 to higher dimension:
Theorem 1.3. Let Mn (n > 3) be a closed n-dimensional Riemannian manifold
on which
∫
M
RM ≥ 0. Suppose that a is a smooth symmetric (0, 2) tensor field
on Mn, and A is its dual tensor field of type (1, 1). If the following conditions
are satisfied:
(1.1) a is Codazzian;
(1.2) A has n distinct eigenvalues λ1, · · · , λn everywhere;
(1.3) tr(Ak) (k = 1, · · · , n− 1) are constants;
then
(a) tr(An) is a constant, i.e., λ1, · · · , λn are constants;
(b)
∫
M
RM ≡ 0.
In fact, the assumption (1.1) is a sufficient condition for ∇a of the symmetric
tensor field a to be symmetric.
As is well known, the second fundamental form of a hypersurface in the
unit sphere is symmetric and satisfies the assumption (1.1) of Theorem 1.3. We
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may replace the assumption (1.3) by constant k-th power sum of the principal
curvatures. As a consequence, we obtain the following corollary, which gives
affirmative evidence to Chern’s conjecture for higher dimensions.
Corollary 1.1. Let Mn (n > 3) be a closed hypersurface in the unit sphere Sn+1.
If the following conditions are satisfied:
(2.1)
∫
M
RM ≥ 0;
(2.2) the principal curvatures λ1, · · · , λn are distinct;
(2.3)
n∑
i=1
λki (k = 1, · · · , n− 1) are constants,
then Mn is isoparametric and RM ≡ 0. More precisely, M
n can be only one of
the following cases:
(a) Cartan’s example of isoparametric hypersurface M4 in S5 with four dis-
tinct principal curvatures;
(b) the isoparametric hypersurface M6 in S7 with six distinct principal cur-
vatures.
Remark 1.1. Actually, for an isoparametric hypersurface in the unit sphere with
simple principal curvatures, the scalar curvature is always equal to zero. This is an
interesting phenomenon, because this isoparametric hypersurface is not necessarily
assumed to be minimal, different from the case that some principal curvature has
multiplicity greater than 1 ([TXY12]).
For the completeness of Theorem 1.3, we need to deal with the case when
some eigenvalue of A has multiplicity greater than 1. In this case, we have easily:
Proposition 1.1. Let Mn be a closed n-dimensional Riemannian manifold. Sup-
pose that a is a smooth symmetric (0, 2) tensor field on Mn, and A is its dual
tensor field of type (1, 1). If the following conditions are satisfied:
(3.1) the number g of distinct eigenvalues of A is a constant and g < n;
(3.2) tr(Ak) (k = 1, · · · , g) are constants;
then the eigenvalues of A are all constants.
Again, considering a as the second fundamental form, we obtain immediately
the following corollary:
Corollary 1.2. Let Mn be a closed hypersurface in the unit sphere Sn+1. If the
following conditions are satisfied:
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(4.1) the number g of principal curvatures is a constant and g < n;
(4.2) the k-th (k = 1, · · · , g) power sum of principal curvatures are constants,
then Mn is isoparametric.
2. A fundamental inequality
As a preliminary preparation for the proof of Theorem 1.3, we establish in
this section a fundamental inequality, which we cannot find yet in any literature
and made much effort to prove it. Frankly speaking, it plays an absolutely impor-
tant role in the proof of Theorem 1.3 in the next section. We hope this inequality
will be useful in other places.
Lemma 2.1. Let λ1, · · · , λn be n distinct real numbers. For r = 1, · · · , n, define
L(r) :=
n∑
p,q=1; p 6=q; p,q 6=r
1
(λr − λp)(λr − λq) ·
n∏
k=1; k 6=p
(λk − λp) ·
n∏
l=1; l 6=q
(λl − λq)
.
Then the inequality L(r) < 0 holds.
Proof. Fix r, denote bp =
1
λp − λr
for p 6= r. Clearly, bp (p = 1, · · · , n, p 6= r) are
(n− 1) distinct non-zero numbers. Furthermore, let
cp =
1
(λr − λp)
n∏
k=1;k 6=p
(λk − λp)
=
b2p
n∏
k=1;k 6=p,r
(
1
bk
−
1
bp
)
=
bnp
n∏
k=1;k 6=p,r
bk
n∏
k=1;k 6=p,r
(bp − bk)
= dp
n∏
k=1;k 6=r
bk
where dp :=
b
n−1
p
n∏
k=1;k 6=p,r
(bp−bk)
for p 6= r. Observe that
L(r) =
n∑
p,q=1;p 6=q;p,q 6=r
cpcq
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=
(
n∑
p=1;p 6=r
cp
)2
−
n∑
p=1;p 6=r
c2p
=
(
n∏
k=1;k 6=r
bk
)2( n∑
p=1;p 6=r
dp
)2
−
n∑
p=1;p 6=r
d2p

 .(2.1)
Define a polynomial H(x) :=
n∑
q=1;q 6=r
dq
n∏
k=1;k 6=q,r
(x− bk). It is easy to see
H(bp) = b
n−1
p , ∀ p 6= r.
Thus xn−1−H(x) is a polynomial of degree n−1 with roots {bp | 1 ≤ p ≤ n, p 6= r}.
Noticing that the coefficient of xn−1 in xn−1 −H(x) is 1, we must have
xn−1 −H(x) =
n∏
k=1;k 6=r
(x− bk) .
Moreover, comparing the coefficient of xn−2 on both sides leads to
B :=
n∑
p=1;p 6=r
dp =
n∑
p=1;p 6=r
bp.
If B =
n∑
p=1;p 6=r
bp ≥ 0, we can find p0 ∈ {1, · · · , n} \ {r} such that bp0 =
max{bp | 1 ≤ p ≤ n, p 6= r}. Clearly, bp0 > 0. Then for each k ∈ {1, · · · , n} \
{p0, r}, it is clear that bk 6= 0, and
bp0 − bk < bp0exp (−bk/bp0).
On the other hand, the following inequality holds:
B ≤ bp0exp (B/bp0 − 1) = bp0exp (
n∑
k=1;k 6=p0,r
bk/bp0).
Multiplying both sides of these (n− 1) inequalities gives
B
n∏
k=1;k 6=p0,r
(bp0 − bk) < bp0exp (
n∑
k=1;k 6=p0,r
bk/bp0)·
n∏
k=1;k 6=p0,r
(
bp0exp (−bk/bp0)
)
= bn−1p0 .
Alternatively speaking, dp0 > B ≥ 0. Thus
n∑
p=1;p 6=r
d2p ≥ d
2
p0
> B2.
Analogously, if B ≤ 0, we choose bp0 = min{bp | 1 ≤ p ≤ n, p 6= r}. A similar
discussion shows that |dp0| > |B| ≥ 0, and thus
n∑
p=1;p 6=r
d2p ≥ d
2
p0
> B2.
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Therefore, the following inequality is always true:
n∑
p=1;p 6=r
d2p > B
2 =
(
n∑
p=1;p 6=r
dp
)2
,
which implies L(r) < 0 by (2.1), as required.

3. Proof of Theorem 1.3
In this section, we assume that Mn is connected and oriented. Otherwise,
we can discuss on each connected component of Mn or on the double covering of
Mn.
Firstly, we start by recalling the structure equations. Locally, we choose
an oriented orthonormal frame fields {ei, i = 1, · · · , n} on M
n. Let {θi, i =
1, · · · , n} be the dual frame. Then one has the structure equations:

dθi =
n∑
j=1
ωij ∧ θj
dωij =
n∑
k=1
ωik ∧ ωkj −Rij ,
where ωij is the connection form and Rij =
1
2
n∑
k,l=1
Rijklθk ∧ θl is the curvature
form. One should be careful that our notations here are different from those in
[dB90].
Let a be a smooth symmetric (0, 2) tensor, which can be denoted by a =
n∑
i,j=1
aijθi ⊗ θj , where aij = a(ei, ej) is smooth and aij = aji. Then the covariant
derivative of a can be written by
∇a =
n∑
i,j,k=1
aijkθi ⊗ θj ⊗ θk,
where aijk = (∇a)(ei, ej , ek) := (∇eka)(ei, ej). It is easy to see that
aijk = (∇eka)(ei, ej)
= ek (a(ei, ej))− a(∇ekei, ej)− a(ei,∇ekej)
= ek (aij)− a
(
n∑
l=1
ωil(ek)el, ej
)
− a
(
ei,
n∑
l=1
ωjl(ek)el
)
= ek (aij)−
n∑
l=1
ωil(ek)alj −
n∑
l=1
ωjl(ek)ail,
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thus
(3.1)
n∑
k=1
aijkθk = daij +
n∑
m=1
(aimωmj + amjωmi).
In addition, according to the assumption that the tensor a is Codazzian, that is,
(∇eka)(ei, ej) = (∇eia)(ek, ej) for any i, j, k = 1, · · · , n. It implies immediately
that aijk is symmetric, and so is ∇a.
Next, we choose a proper coordinate system onMn such that (U, (θ1, · · · , θn))
is admissible ([dB90]). Namely, (U, (θ1, · · · , θn)) satisfies
• (θ1, · · · , θn) is a smooth orthonormal coframe field on an open subset U
of Mn;
• θ1 ∧ · · · ∧ θn= the volume form on U ;
• a =
n∑
i=1
λiθi ⊗ θi.
Evidently, when (U, (θ1, · · · , θn)) is admissible, aij = λiδij.
On the other hand, from the assumption that each λi (i = 1, · · · , n) is simple,
it follows that λi (i = 1, · · · , n) is smooth on M
n. Thus we can differentiate it
and the 1-form dλi is also smooth, which can be expressed by the metric form θk
as
dλi =
n∑
j=1
λijθj ,
where λij are smooth functions on M
n. Besides, express the connection form ωij
as
ωij :=
n∑
k=1
βijkθk
where βijk = ωij(ek). Then it follows from equation (3.1) immediately that
n∑
k=1
aiikθk = dλi =
n∑
k=1
λikθk, ∀ i = 1, · · · , n
n∑
k=1
aijkθk = (λi − λj)ωij = (λi − λj)
n∑
k=1
βijkθk, ∀ i 6= j.
Equivalently,
aiik = λik(3.2)
aijk = (λi − λj)βijk, ∀ i 6= j(3.3)
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Now, let us define f :=
n∑
i=1
λni . In conjunction with the assumption, we have
(3.4)


λ1 + · · ·+ λn = c1
λ21 + · · ·+ λ
2
n = c2
· · · · · ·
λn−11 + · · ·+ λ
n−1
n = cn−1
λn1 + · · ·+ λ
n
n = f,
where c1, · · · , cn−1 are constants. Differentiating the equations in (3.4) to give
for each j = 1, · · · , n,
(3.5)


1 1 · · · 1
λ1 λ2 · · · λn
...
...
. . .
...
λn−21 λ
n−2
2 · · · λ
n−2
n
λn−11 λ
n−1
2 · · · λ
n−1
n




λ1j
λ2j
...
λn−1,j
λnj


=


0
0
...
0
fj/n


,
where fj is defined as follows:
df =
n∑
j=1
(
n∑
i=1
nλn−1i λij)θj :=
n∑
j=1
fjθj .
Denote the n×n Vandermonde matrix on the left hand of (3.5) by D. It is known
that its determinant
γ := detD =
n∏
k,l=1; k>l
(λk − λl) 6= 0.
Then it follows from the equations (3.5) that
λij = (−1)
i+n fj
nγ
n∏
k,l=1; k,l 6=i; k>l
(λk − λl)
= (−1)n+1
fj
n
·
1
n∏
k=1; k 6=i
(λk − λi)
.(3.6)
Following [dB90], in this admissible chart, we define a (n − 1)-form ψ as
follows, which is the key point in our proof:
ψ =
∑
σ
S(σ)θi1 ∧ θi2 ∧ · · · ∧ θin−2 ∧ ωin−1in,
where σ(1, · · · , n) = (i1, · · · , in) is a permutation and S(σ) is the sign of σ.
Lemma 3.1. The (n− 1)-form ψ is globally well defined on Mn.
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The proof of Lemma 3.1 is essentially a natural generalization of that in
[dB90] and is omitted here.
Now we continue to prove Theorem 1.3. The differential of ψ can be calcu-
lated by parts as follows:
dψ =
∑
σ
S(σ)
(
d(θi1 ∧ θi2 ∧ · · · ∧ θin−2) ∧ ωin−1in + (−1)
nθi1 ∧ θi2 ∧ · · · ∧ θin−2 ∧ dωin−1in
)
:= I+ II
For convenience, we first calculate II:
II :=
∑
σ
S(σ)(−1)nθi1 ∧ θi2 ∧ · · · ∧ θin−2 ∧ dωin−1in
=
∑
σ
S(σ)(−1)nθi1 ∧ θi2 ∧ · · · ∧ θin−2 ∧
( n∑
k=1;k 6=in−1,in
ωin−1k ∧ ωkin − Rin−1in
)
:= II1 − II2
Denoting the volume form of Mn by Ω := θ1 ∧ · · · ∧ θn, we obtain
II1 := (−1)
n
∑
σ
S(σ)θi1 ∧ · · · ∧ θin−2 ∧
( n∑
k=1;k 6=in−1,in
ωin−1k ∧ ωkin
)
= (−1)n
∑
σ
S(σ)θi1 ∧ · · · ∧ θin−2 ∧
( n∑
k=1;k 6=in−1,in
n∑
p,q=1
βin−1kpθp ∧ βkinqθq
)
= (−1)n
∑
σ
S(σ)θi1 ∧ · · · ∧ θin−2 ∧
( n∑
k=1;k 6=in−1,in
βin−1kin−1βkininθin−1 ∧ θin
+βin−1kinβkinin−1θin ∧ θin−1
)
= (−1)n
∑
σ
n∑
k=1;k 6=in−1,in
(
βin−1kin−1βkinin − βin−1kinβkinin−1
)
· Ω
= (−1)n · Ω ·
∑
σ
n∑
k=1; k 6=in−1,in
(
λin−1kλink
(λin−1 − λk)(λk − λin)
−
a2kin−1in
(λin−1 − λk)(λk − λin)
)
where the last equality follows from (3.2), (3.3).
Besides, denote the scalar curvature byRM :=
n∑
i,j=1;i 6=j
Kij =
n∑
i,j=1;i 6=j
Rij(ei, ej),
where Kij is the sectional curvature corresponding to Span{ei, ej}. Then we
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achieve
II2 := (−1)
n
∑
σ
S(σ)θi1 ∧ θi2 ∧ · · · ∧ θin−2 ∧Rin−1in
= (−1)n
∑
σ
S(σ)θi1 ∧ θi2 ∧ · · · ∧ θin−2 ∧
(
1
2
n∑
k,l=1
Rin−1in(ek, el)θk ∧ θl
)
= (−1)n
∑
σ
S(σ)θi1 ∧ θi2 ∧ · · · ∧ θin−2 ∧Kin−1inθin−1 ∧ θin
= (−1)n
∑
σ
Kin−1inθ1 ∧ θ2 ∧ · · · ∧ θn
= (−1)n(n− 2)!RM · Ω
Now we turn to calculating I:
I :=
∑
σ
S(σ)d(θi1 ∧ θi2 ∧ · · · ∧ θin−2) ∧ ωin−1in
=
∑
σ
S(σ)
n−2∑
j=1
(−1)j−1θi1 ∧ · · · ∧ d(θij) ∧ · · · ∧ θin−2 ∧ ωin−1in
:=
n−2∑
j=1
Ij
Among all the items, we only calculate I1:
I1 :=
∑
σ
S(σ)d(θi1) ∧ θi2 ∧ · · · ∧ θin−2 ∧ ωin−1in
=
∑
σ
S(σ)
(
n∑
k=1
ωi1k ∧ θk
)
∧ θi2 ∧ · · · ∧ θin−2 ∧ ωin−1in
=
∑
σ
S(σ)
(
ωi1in−1 ∧ θin−1 ∧ θi2 ∧ · · · ∧ θin−2 ∧ ωin−1in
+ωi1in ∧ θin ∧ θi2 ∧ · · · ∧ θin−2 ∧ ωin−1in
)
=
∑
σ
S(σ)
( n∑
p=1
βi1in−1p θp ∧ θin−1 ∧ θi2 ∧ · · · ∧ θin−2 ∧
n∑
q=1
βin−1inq θq
+
n∑
p=1
βi1inp θp ∧ θin ∧ θi2 ∧ · · · ∧ θin−2 ∧
n∑
q=1
βin−1inq θq
)
=
∑
σ
S(σ)
(
βi1in−1i1 θi1 ∧ θin−1 ∧ θi2 ∧ · · · ∧ θin−2 ∧ βin−1inin θin
+βi1in−1in θin ∧ θin−1 ∧ θi2 ∧ · · · ∧ θin−2 ∧ βin−1ini1 θi1
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+βi1ini1 θi1 ∧ θin ∧ θi2 ∧ · · · ∧ θin−2 ∧ βin−1inin−1 θin−1
+βi1inin−1 θin−1 ∧ θin ∧ θi2 ∧ · · · ∧ θin−2 ∧ βin−1ini1 θi1
)
= (−1)n ·
∑
σ
(
− βi1in−1i1βin−1inin + βi1in−1inβin−1ini1 + βi1ini1βin−1inin−1
−βi1inin−1βin−1ini1
)
· Ω
Clearly, the other Ij’s also have similar expressions. Thus
I =
n−2∑
j=1
Ij
= (−1)n · Ω ·
n−2∑
j=1
∑
σ
(
− βijin−1ijβin−1inin + βij in−1inβin−1inij + βij inijβin−1inin−1
−βij inin−1βin−1inij
)
= (−1)n · Ω ·
∑
σ
n∑
k=1; k 6=in−1,in
(
−
λkin−1λinin−1
(λk − λin−1)(λin−1 − λin)
+
a2kin−1in
(λk − λin−1)(λin−1 − λin)
+
λkinλin−1in
(λk − λin)(λin−1 − λin)
−
a2kin−1in
(λk − λin)(λin−1 − λin)
)
= 2 · (−1)n · Ω ·
∑
σ
n∑
k=1; k 6=in−1,in
λkinλin−1in
(λk − λin)(λin−1 − λin)
where the last equality follows from the fact that
∑
σ
n∑
k=1; k 6=in−1,in
a2kin−1in
(λk − λin)(λin−1 − λin)
= 0.
Finally, we arrive at
dψ = I+ II
=
n−2∑
j=1
Ij + II1 − II2
= (−1)n · Ω ·
(
2
∑
σ
n∑
k=1; k 6=in−1,in
λkinλin−1in
(λk − λin)(λin−1 − λin)
−
∑
σ
n∑
k=1; k 6=in−1,in
λin−1kλink
(λk − λin−1)(λk − λin)
− (n− 2)!RM
)
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= (−1)n+1(n− 2)! · Ω ·RM + (−1)
n · Ω ·
∑
σ
n∑
k=1; k 6=in−1,in
λin−1kλink
(λk − λin−1)(λk − λin)
Define
A :=
∑
σ
n∑
k=1; k 6=in−1,in
λin−1kλink
(λk − λin−1)(λk − λin)
.
It is easy to see that
A = (n− 3)!
n∑
p, q, r = 1;
p, q, r are distinct
λprλqr
(λr − λp)(λr − λq)
=
(n− 3)!
n2
n∑
p, q, r = 1;
p, q, r are distinct
f 2r
(λr − λp)(λr − λp) ·
n∏
k=1; k 6=p
(λk − λq) ·
n∏
l=1; l 6=q
(λl − λq)
=
(n− 3)!
n2
n∑
r=1
L(r)f 2r
≤ 0,
where the second equality follows from (3.6) and the inequality follows from
Lemma 2.1.
According to Lemma 3.1, ψ is globally well defined. It follows from Stokes
formula that
(3.7)
∫
M
dψ = (−1)n+1
(∫
M
(n− 2)!RM −
∫
M
A · Ω
)
= 0
Combining with the assumption that
∫
M
RM ≥ 0, (3.7) forces
∫
M
A · Ω ≥ 0.
However, by Lemma 2.1,
∫
M
A ·Ω ≤ 0. Therefore, it must hold that
∫
M
A ·Ω = 0
and thus fr = 0 for any r = 1, · · · , n. In other words, f is constant. Hence, each
λi (i = 1, · · · , n) is a constant. Furthermore,
∫
M
RM ≡ 0.
The proof of Theorem 1.3 is now complete.
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4. Proof of Proposition 1.1
Denote the distinct eigenvalues of A by λ1, · · · , λg (1 ≤ g ≤ n − 1), whose
multiplicities are m1, · · · , mg, respectively. Obviously, λi (1 ≤ i ≤ g) are contin-
uous functions on Mn . From the assumption (3.2), it follows that
(4.1)


m1λ1 + · · ·+mgλg = c1
m1λ
2
1 + · · ·+mgλ
2
g = c2
· · · · · ·
m1λ
g
1 + · · ·+mgλ
g
g = cg
where c1, · · · , cg are constants. It is clear that the equations (4.1) for m1, · · · , mg
are solvable, and the multiplicities mi (1 ≤ i ≤ g) can be expressed by cj and λk
(1 ≤ j, k ≤ g), thus are continuous, and further constant, as they take values in
integers. In conjunction with a well-known result of Nomizu [Nom73], it follows
that the eigenvalues λ1, · · · , λg are smooth functions. Thus we can differentiate
the equations in (4.1) to obtain dλi = 0 (1 ≤ i ≤ g), i.e., λ1, · · · , λg are constants.
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