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Abstract 
The success of computer-aided design in 
electron optics is no longer limited by computing 
facilities but by our understanding of numerical 
methods and underlying physical laws used for the 
computation. This paper deals mainly with the 
computation of vector potential in rotationally 
syrrunetric magnetic lenses. The finite element 
method, as introduced by Munro in 1971, seems to 
be the best tool for this purpose, and we aim to 
sho.v in this paper ho.v it is possible to improve 
it without losing the original clarity. 
Therefore we discuss the suitable choice of mesh 
and the calculation of the coefficients of the 
finite element equations to get better accuracy, 
the choice of boundary and boundary conditions 
for correct results and methods for solving the 
resulting system of linear algebraic equations to 
obtain a higher speed of computation. A survey 
of programs that can be used for lens design is 
given, with an emphasis on our recent wcrk. 
Several examples illustrate some important 
problems in lens calculations. 
Key words: Finite element method, magnetic lens 
calculation, saturated lenses, vector potential, 
Finite difference method, Newton Raphson method, 
matrix inversion, mesh distribution. 
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Introduction 
The design of magnetic electron lenses in 
the past was based on extensive practical and 
theoretical gr-ounds (42,43]. The exacting 
specifications of present day magnetic electron 
lenses preclude the possibility of determining 
the final design purely by previous experience or 
experimental investigations, in particular for 
unconventional or highly saturated electron 
lenses (31,32]. The finite element method (FEM) 
(5,48] is one of the principal methods employed 
in the computer-aided design of electromagnetic 
devices. 
The introduction oE FEM in electron optics 
by Munro (35,36] immediately found a great 
response, in particular after the programs for 
scalar and vector potential computation became 
available (37]. FEM programs were also written 
in several other laboratories [12,13,15,24-
26,33,47], independently oE Munro's original 
programs but following Munro's approach with a 
number oE clever ideas concerning the definition 
of the mesh, the use of topologically regular 
meshes, linear shape functions, and the Newton-
Raphson method to calculate saturated lenses. 
The initial success of the FEM led to its 
wide-spread use in many laboratories, so that 
lens design is nowadays made with the help of 
computers. Only selclan is the calculated axial 
field compared with measured values (35,50,51]. 
Some authors, however, report a discrepancy 
between calculated and experimental data (49-51], 
disagreement between the lens excitation and the 
field integral along the axis [9], 
discontinuities or even negative values in the 
axial field (33] , and a difference between the 
maximum calculated field and its expected value 
(7 ,47]. The origin of these discrepancies can 
sometimes be identified easily as wrong mesh 
layout, small number of mesh points, boundary 
effects, etc. In particular the maximum number 
of mesh points was increased from 1250 (37], to 
5000-6000 points (9,10,26,51]. 
The analysis of axially syrrunetric electron 
lenses is a relatively difficult problem (see 
also reviews (4,17]. The geanetry of the lens is 
complicated, flux density in the magnetic 
,naterial is uneven in saturated lenses, and the 
volume in which the field is interesting 
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electron-optically, the gap region, is small in 
comparison with the volwne of the lens. 
Straightforward use of other programs like those 
used for accelerator design [8,48] would be 
relatively difficult, as the demands on electron-
optical calculations are very different from 
those of other users. 
In this paper we shall devote our attention 
to vector potential calculation in magnetic 
electron lenses. Scalar potential has become 
less important in the computation of magnetic 
lenses, and we shall touch on it only very 
briefly in the next section. FEM has also gained 
a great importance in the design of deflectors 
[38]. 
In the main part of the paper we give the 
basic features of the FEM extensively, starting 
from mesh layout, geometry and material 
specification. Then we derive the coefficients 
of FEM equations, and introduce two new methods 
for this, one of them providing the five-point 
difference formula. We also discuss briefly the 
boundary conditions and their influence on the 
resulting axial field, and give a new treatment 
of FEM accuracy, including the effect of the 
linear shape functions as well as the behaviour 
of vector potential near the corners of the coil 
and of the magnetic circuit. In the fourth 
section we introduce a new direct method for the 
solution of the system of linear equations with 
many advantages over the traditional method of 
Gaussian elimination. 
We discuss separately the programs for 
magnetic electron lenses, summarising possible 
future trends, and results discussed elsewhere 
(3,20]. Several examples of FEM computations 
should illustrate the use of the method. 
Scalar potential calculation 
High permeability polepieces of electron 
lenses are close to equipotentials of scalar 
magnetostatic potential. For non-saturated 
lenses the definition of the boundary condition 
on the outer r-adial boundary is not critical, so 
that it is sufficient to asswne a constant field 
on this boundary between the equipotentials 
formed by the axial boundaries or polepieces. 
However, if we try to characterise a lens with 
saturated polepieces, the boundary conditions may 
influence the result significantly. In most 
cases we are also interested in the behaviour of 
the whole magnetic circuit, and therefore the 
icalar potential computation is of little or no 
J!Cactical importance for magnetic lens design. 
For the limited class of lenses that can be 
characterised by a scalar potential either five-
point or nine-point finite difference method 
(Fa-1), integral equations methods, or 
superposition of· analytical fields of rings, 
wires and apertures can be used, as reviewed by 
Kasper (17-19], or the surface charge density 
method [6,53] can be used. These methods usually 
provide more accurate fields and in a shorter 
time than FEM. 
Unfortunately, argwnents against the use of 
FEM in electron optics (17,29] were addressed 
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use of a linear approximation of scalar potential 
in triangular finite elements, the accuracy of 
FEM is reduced in the paraxial region. Here the 
scalar potential depends on the square of the 
radial distance r, as: 
which is taken into account in the Fm but not in 
FEM [36], where the energy functional is 
expressed in each triangle as: 
r 
6F = ~ ~ l: l: (b.b. + c.c.) <j,.<j,. 
i j l J l J l J 
with the notation used below in connection with 
F.quation 4. The use of higher order shape 
functions, in particular the use of second order 
polynomials, does not give useful t'esults [17]. 
The value of the radial component of the field is 
over-estimated on the axis with a shape function 
linear in r. It can be shown that by using a new 
coordinate u=r2 and a shape function linear in 
(u,z) coordinates, one obtains a discretization 
formula of the same order of accuracy as a five-
point FDM (unpublished). This can be also 
achieved for llF if we define c. = ✓ 3(zk - z.)/2 
in all triangles with two vert1.ces on the Jxis. 
Similar conclusions can be obtained by using 
FEM computation of magnetic electron lenses 
Galerkin weighted residual procedure (54] to 
formulate the FEM equations. The mesh in the 
axial region is usually composed of rectangles, 
so that two-dimensional interpolation is no 
problem; suitable interpolation and smoothing 
routines, even for quite general meshes, are 
available in rrost mathematical libraries such as 
NAG [39]. 
Munro and Chu (38] recently introduced the 
FEM for the canputation of the first and third 
harmonic of the potential distribution of 
magnetic deflectors in rotationally symmetric 
electron lenses, the problems being similar to 
that in a scalar potential calculation. 
Alternative uses of FCM or the integral equation 
method has also been summarised by Kasper [17-
19]. 
Vector Fbtential Calculation 
Introduction 
For two-dimensional potential calculation, 
the simplest and probably the most effective 
choice is the single component vector potential 
[ 48), for an axially symmetric system the 
peripheral component of vector 
potential A = A(r,z); • For A(r,z) the 
boundary condition A=O iust hold on the axis, and 
t~e same condition should be valid at a large 
distance. Vector potential fulfills R:Jisson's 
equation: 
J (1) 
where J(r,z) is the peripheral component of the 
excitation current density, µ{r,z,B) is a scalar 
function of the (r,z) coordinates and a 
monotonically decreasing function of the value of 
flux density B, B = curl A • The vector 
potential is evaluated at the nodes of a suitably 
defined. mesh. The FCM starts fran ( 1), 
attempting to replace the partial derivatives 
with finite difference expressions [17), whereas 
the FEM attempts to minimise the energy stored in 
the magnetic circuit: 
E 211 f f (U(B) - JA) r dr dz. 
s 
Sis the axial section through the lens; 
U(B) 
B B 
f O \l (B) dB 
( 2) 
(3) 
a nonlinear function of flux density in magnetic 
material. The integration region s is divided 
into triangular finite elements, where E can be 
integrated forµ independent of B (so called 
linear approximation) and expressed in terms of 
the vector potential values at mesh nodes. These 
values are then found as a minimum of ( 2) • For 
saturated lenses the minimum of ( 2) is found by 
an iterative Newton-Raphson method, expressing E 
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Fig. 1. The coarse quadrilateral mesh for a lens 
with complicated geanetry. 
the nodal potential values from the previous 
iteration, the first one being the linear 
approximation. 
Specific~t~on of I.ens Geometry and Mesh layout 
Defining the mesh layout 1s the first step 
in analysing the lens. The choice of mesh layout 
is critical for the success of the method, and it 
may influence the accuracy of the result 
significantly. The geometry of the lens can be 
quite complicated, and even after neglecting some 
of the constructional details that are not 
significant for the field distribution, such as 
bevelling or small gaps between the polepiece and 
the yoke, the amount of data needed to describe 
the lens is relatively large. Ideally one should 
describe only the coordinates of different parts 
of the magnetic circuit or read them 
automatically by the computer, and allow the 
computer to perform the mesh layout 
automatically. 
It is our considered op1n1on that the method 
Munro introduced for the mesh set-up was decisive 
for the subsequent success of FEM in electron 
optics. Figure 1 shows an example of a model 
lens used recently by Tsuno [52) for the 
investigation of an optimum polepiece shape for 
high-resolution TEMs, with a coarse quadrilateral 
mesh. First it is necessary to define a 
boundary, on which usually a boundary condition 
is specified as discussed below. For 
magnetically shielded electron lenses the 
distance of this boundary fran the lens is 
usually of the order of the thickness of the 
outer magnetic circuit. For symmetric electron 
lenses it is sufficient to analyse only one half 
of the electron lens to the left (37) or right 
(26) of the symmetry plane. Boundary lines are, 
as a rule, perpendicular and parallel to the 
axis. Next a mesh of large quadrilaterals is set 
up, which is formed by axial lines, i.e. lines 
starting on the outer radial boundary and ending 
on the axis, and radial lines that start on the 
left-hand axial boundary and end on the right-
hand axial boundary. No radial line should 
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intersect or touch any other radial rresh line, 
radial boundary or the axis, and the sarre should 
hold for the axial lines. Quadrilaterals formed 
between the closest mesh lines should not have 
too sharp or too obtuse angles. 
The outlines of the magnetic circuit and the 
coil windings should lie along the edges of the 
quadrilaterals. This procedure enables each part 
of the magnetic circuit to be identified by 
indices of the two axial lines that limit it from 
the left and from the right, and by the indices 
of the radial lines limiting it from the top and 
the bottom, and by the type of material, e.g. 
soft iron, Permendur from which it is made; for 
each type of magnetic material its magnetization 
curve must be supplied, although for linear 
approximation it is sufficient to specify the 
relative permeability. for the coil it is 
necessary to specify the current density in its 
windings. 
'J'he coarse rresh is then refined in quite a 
simple way by numbering sequentially the axial 
mesh lines of the coarse rresh starting on the 
left-hand boundary with 1, and radial lines 
starting with 1 on the outer radial boundary. 
The maximum number of mesh points in each 
direction or their product is usually limited by 
the amount of computer memory available. The 
difference of the two numbers given to the 
neighbouring lines of the coarse mesh specifies 
how many rresh lines the fine mesh should 
contain. The numbers in fig. 1 are from the 
authors' study of Tsuno's model lens. According 
to these mesh numbers the fine mesh is then made 
by linear interpolation. Mesh lengths should not 
change abruptly. The density of mesh points 
should be high in regions where high accuracy is 
required, such as .in and near the polepiece gap, 
and it must also be sufficient in the coil. 
The small quadrilaterals in the fine mesh 
are then divided by a diagonal into triangular 
finite elements. This division should be done 
systematically; in the case of a random choice of 
this mesh diagonal, the number of triangles 
around rresh points would vary from 4 to 8, giving 
a random error distribution. Munro [35] proposed 
to use both possible divisions of the small 
quadrilaterals and swn the results. 
The division of the coarse rresh into fine 
mesh by linear interpolation is not the only 
way. The CIELAS program [ 13] made use of a 
procedure where the mesh length of the fine mesh 
within the coarse quadrilateral may differ by 
some factor q close to 1, say 1.05 to 1.1, i.e., 
if there are n intervals between both ends of the 
quadrilateral the ratio of their mesh length is 
qn-l. Tsuno incorporated this into an automatic 
procedure whi.ch also provides the mesh numbers. 
The fine rresh in the polepiece region generated 
by his automatic procedure is shown in fig. 2. 
The tirre needed to specify the lens geometry 
is an important pararreter in assessing the 
effectiveness of the method. The time taken to 
define the coarse rresh does not differ 
significantly from the time necessary for the 
definition of the lens geometry. 'fyping all 
these data into the computer can be a tedious, 
boring and an error-producing task. With 
900 
~ The fine mesh generated by an automatic 
procedure. Courtesy of K Tsuno. 
contemporary terminals and powerful editors it is 
not necessary to type all the co-ordinates of 
each intersection of radial and axial lines into 
the computer. for each line of the coarse rresh 
it is sufficient to give only the co-ordinate of 
the beginning of the line where it is straight, 
and a co-ordinate of the point where the line 
bends. The position of the individual parts of 
the magnetic circuit is then specified by a few 
integer numbers. It is always useful to check 
the input data by plotting the coarse or fine 
meshes, at least on the screen, with the 
possibility of interactive correction of some 
input data. 
Specification of the Magnetization Curve 
The magnetic permeability of iron depends 
non-linearly on the value of flux density. In 
order to characterise the magnetic behaviour of 
the lens, we must provide for each type of 
magnetic material its magnetization curve, i.e., 
a curve giving relation between the field H ( in 
A/m) and flux density B ( in Tesla), from which 
parameters such as relative permeability 
µ = (B/H)/µ and differential permeability 
r o 
µd = (3B/3H)/µ can be evaluated for each value 
of flux density 0 s, µ
0 
being the permeability of 
vacuum, 
The magnetization curve should be specified 
at a sufficient number of points to define the 
behaviour of the magnetic material over its 
entire range. The first pair of values of flux 
density and field intensity defines the limit of 
linearity, i.e., for values of B smaller than the 
first value on the magnetization curve we suppose 
that the slope of the curve is constant and that 
the magnetization curve starts at zero of both H 
and B. It is not very critical to specify very 
precisely the shape of the curve for smaller 
values of field, as the value of relative 
perrreability in the range from a few hundred to a 
few tens of thousands has no significant effect 
on the axial field or the flux density in iron. 
The last pair of values on the curve should 
represent the onset of saturation, for ab.Jve 
It-- 50,000-100,000 A/m the differential 
perrreability is equal to one. Examples of some 
magnetization curves are given in fig. 3 (see 
also (42] ). It is sufficient to specify 5-20 
points on each curve, and to suppose that between 










____ standard in AMAG 
_____ Tsuno's data 
1.0 -!'-'--------.------.-------~-
0 10000 20000 30000 
Examples of magnetization curves: full 
curves are standard in our program, the 
crosses are from Tsuno's data [Permendur 
with different composition]. The dashed 
line shows how the curves are 
interpreted in the FEM program. 
these points the differential permeability is 
constant; below the first point it is equal to 
the initial relative permeability, and above the 
last point it is equal to one. The value of the 
t:"elative permeability is then obtained by linear 
interpolation between the points on the 
magnetization curve, i.e. for a given value of 
flux density B in iron and the first point on the 
curve where Bi B we get from the known value 
of µd and Hi 
µ = B/[µ H. - (B-B. )/µd]. 
l'." 0 1 1 
The properties of magnetic materials depend 
strongly on composition and heat treatment; it is 
therefore important to have cot:"rect magnetization 
curves, in particular, to know the value of the 
saturation magnetization, in order to get a 
reasonable agreement between the computation and 
experimental measurements for strongly saturated 
lenses. 
Energy Functional in One Triangle 
Consider a triangle in the mesh as in fig. 
4, the vertices of the triangle being numbered 
counter-clockwise from 1 to 3. Let us suppose 
that the vector potential is a linear function of 
the rand z coordinates in the triangle, i.e., 
A(r,z) f + gz + hr. (4) 





Fig. 4. Basic triangle for FEM calculations. 
vector potential and the 
vertices of the triangle: 
coordinates at the 
where a. 
1 






rkzj-rj¾' bi= rj-rk, ci = zk-zj, 





is twice the area of the 
In each triangle we suppose that the 
permeability is constant; in the iron it is given 
by the first point on the magnetization curve for 
the linear approximation, or it depends on the 
value of the flux density in the triangle 
accot:"ding to the magnetization curve in the 
nonlinear approximation. We also suppose that in 
each triangle in the coil the current density is 
constant. 
The important step in the derivation of the 
system of linear equations for the vector 
potential at the vertices of the mesh is the 
evaluation of the energy functional ( 2) in each 
triangle. The radial component of flux density 
B r 
is constant in each triangle, but the axial 
component 
in the triangle depends on the r and z 
coordinates. The energy functional contains the 
square of flux density in a linear 
B, Lencova and M. Lene 
approximation. Let us define a mean value B 2 
in each triangle as 
B 2 ff rdrdz =ff (B2 + B2) rdrdz. 
6 6 
r z 
Cepending on the approximation chosen for the 
-2 integration, different expressions of B are 
obtained, but in every case we have: 
(5) 
In the second term in ( 2) 
value JA of JA(r,z) as 
we define the mean 
JA ff rdrdz =ff JA(r,z)rdrdz. 
t, t, 
Similarly different expressions can be obtained, 
but they always have the form 
JA = J E p.A .. 
i 1 1 
(6) 
Fig. 5. Foints for the approximate integration 
on a triangle. 
Munro's method of deriving the coefficients 
corresponds to the integration of some function 
f(r,z) in the triangle based on the simplest 
integration formula, (see Fig. Sal, namely: 
which gives 
polynomials 
an exact result for 






h=max(bi,ci), the error of this formula is of the 
order h2 . Another formula with the error of the 
same order h2 is (see Fig. Sb): 
There is, of course, the possibility of 
integrating the necessary functions in the 
triangle analytically, but it yields very 
complicated expressions. It should be quite 
sufficient to use an integration formula (see 
Fig. Sc): 
(7c) 
The error of this formula is of the order h3 , 
while the error arising from the use of linear 
finite element functions (4) is already of the 
order h2 . 
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, d.= c.+ D/r, r .. = 1/(r.+r.) if 
S l l S l] l J 
r.+r. t 0 or it is zero, 8 .. is Kronecker's 
1 J l] 
delta, and it kt i. From the point of view of 
general FEM theory all formulae (7) are 
equivalent. We reoommend to use the most 
accurate (7c) formulae, in spite of the fact that 
the (7b) formulae give for rectangular meshes the 
exact form of five-point difference formula. 
The energy functional in any given triangle 
has the form 
11Dr B 
E(A} =----:/-[f lklB - JE piAi], 
0 
- 1 l 
where H = B/µ(B) and B =- 0 (E.E.q .. A.A.]
2
, We 
1 J l] l J 
can express the energy functional for the 
potential AHA using the first three terms in a 
Taylor series 
E(A+M) 
(7b) Computing all necessary partial derivatives and 
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writing: 
H. =Bas =ir.q .. A., 
1 aAi i l] J 
we get the final expression for tiE=E(AHA)-E(A) 
as: 
liE = _ll_ f. [gl. + l._ f. f .. t,AJ.] Ml., (9) 
3µ
0 
i 2 j l] 
where 
g. = r (-µ DJp. + H./µ ), 
1 s o 1 1 r 
r - 2 
f .. = Os [q .. /µ + (1/µd - 1/µr) H.H./B ]. 
l] l] r 1 J 
This expression is common for the computation of 
the coefficients in both the linear and non-
linear approximation. In the linear 
approxirration H-=O and the value µ is given by 
. 1 . . r I the first point on the magnet1zat1on curve. n 
one steo of the Newton-Raphson method in the non-
linear ~alculation we take for Ai (and thus 
for B 2 and Hi) the values from the previous step 




Coefficients of the Linear Equations 
In both cases, in the linear approxirration 
or in one iteration of the Newton-Raphson methc:xl, 
we have the energy functional expressed in each 
triangle as a quadratic polynomial in the value 
of vector potential or correction to it. The sum 
of the contributions from all triangles can then 
be expressed as: 
i i i 
1 s s 
s 
E 2 r. r. M .. X.X. - r. B.X., 
i=l j=l 
l] 1 J i=l 1 1 
where X is the unknown vector potential or its 
correction at the mesh nc:xles1 is is the number of 
points with unknown potential. The condition 
that the energy should be minimum implies that 
each derivative with respect to the unknown Xi 
should be zero, i.e. it can be expressed as one 
equation of the system of linear equations 
MX = B. (10) 
The structure of the matrix M depends on the 
numbering of mesh points with unknown potential 
in the mesh, which is in our case topologically 
regular, having a constant number of points on 
each axial or radial mesh line. It is therefore 
advantageous to number the mesh points 
systematically, e.g., by starting on the leftmost 
axial mesh line at the top and going down to the 
axis; on the next axial mesh line again start at 
the top etc. The matrix equation (10) then has a 
particularly simple structure. The matrix M is 
symmetric; non-zero elements lie on the main 
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diagonal and above the main diagonal on the next 
c~iagonal; further i 2-3 ~iagonals contain 
zeros, and in the next three c~iagonals are the 
remaining non-zero elements, i 2 being the number 
of unknowns on each axial line. 
Boundary Conditions 
A= 0 on the axis, and should approach zero 
at infinity. Obviously we cannot cover an 
infinite region by a finite mesh. If we choose 
the boundary of the mesh at some finite distance, 
this is equivalent to putting there a 
superconducting cylinder with end faces at the 
radial and axial boundaries, respectively. '!he 
effect of this shield is to decrease the value of 
flux density on the axis and to cause an apparent 
loss of ampere-turns. This does not mean, 
however, that ampere-turns are lost [ 9] • Since 
Bz need not vanish on the radial boundary, and Br 
not on the axial one, the line integral of flux 
density taken along a closed loop following the 
boundary which must be equal to µ times the 
ampere-turns may differ from the li?ie integral 
taken only along the axis. The boundary can be 
put quite close to the lens for completely 
shielded electron lenses. 
Usually in electron-optical instruments 
containing open electron lenses there is a 
cylindrical high-permeability shield at some 
finite distance that should screen the beam from 
external fields, and there are further electron 
lenses along the optical axis at a finite 
distance. These can be included in the 
calculation if we put the boundary with A = 0 
behind them; alternatively their inner surface 
from the side of the open lens can be modelled as 
a Neumann boundary. Along this boundary no loss 
of ampere-turns occurs as the flux lines enter 
the boundary perpendicularly, i.e. Br= 0 on the 
axial and Bz = 0 on the radial boundary. A 
trivial example of the Neumann boundary is the 
symmetry plane. 01 this boundary the potential 
must also be evaluated, as A = 0 only on the 
axis. '!he effect of the boundary can be easily 
demonstrated for the coil field. For an 
unshielded coil, analytical expressions exist 
both for axial flux density [28] and for vector 
potential [17], and they can also be derived for 
A= O or a(rA)/an =Oona boundary at a finite 
distance. The discussion of the effect of the 
axial boundary only is particularly easy, as both 
'natural' boundary conditions correspond to a 
peric:xlic arrangement of coils along the z axis 
excited by the currents of the same magnitude, 
the distance between the coils being given by the 
distance of the axial boundaries. For A = 0 the 
neighbouring coils should be excited by currents 
of opposite direction. Q-ie can then easily 
calculate fran the analytical expression of axial 
field of the coil the field for both boundary 
conditions. 
Expressions for vector potential have been 
derived for the two boundary conditions imposed 
on the axial boundary at x = ± L/2 and radial 
boundary at a finite distance r = R for a coil 
with inner radius r 1 , outer radius r 2 and 
length t. The axial flux density for A= 0 on 
the boundary can be computed with the help of an 
expression: 
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(anR) I 1 (anx)]x dx, (lla) 
where a (2n-l)TT/L, Kand I are rrodified Bessel 
functioRs, while for the Neumann toundary 
condition we have 
(llb) 
with an = 2nTT /L ( see also Fig. 10) . 
One can also attempt to include the whole 
infinite region into account, without imposing 
any toundary condition at all. This is possible 
if the external infinite region contains no 
currents and no magnetic material. Inside the 
toundary the usual finite element mesh is 
specified, while the potential on the toundary is 
unknown as on the Neumann toundary. We must then 
evaluate the energy functional in the external 
infinite region in terms of the potential at the 
toundary points as: 
iB iB 
E l 1 1 J,' A. A. ' e i=l j=l l] 1 J 
i 8 being the number of toundary points. 
We have tested two approaches. The first is 
a simple one with infinite elements (27] that 
start on the toundary and go to infinity. Using 
a suitable shape function in the infinite region, 
the energy functional can be integrated 
analytically. Matrix J is tridiagonal, but the 
toundary must be at some distance from the lens 
where the field behaves in a similar way to that 
of the shape function. Another possibility is 
the combination of FEM with the toundary integral 
method (28]. Boundary lines must be parallel to 
toth axes, and they can coincide with the lines 
limiting the coil and the yoke. Matrix J is a 
full matrix, and for its evaluation another full 
matrix of the same order has to be inverted for 
each geometry of the toundary, which takes some 
time. The program requires almost twice as much 
memory in order to store the two matrices. Some 
time saving can be obtained if we calculate 
saturated single polepiece lenses (23,28], and it 
is significant for a series of lenses with the 
same geometry of the toundary if the matrices are 
stored on disc. 
Accuracy of FEM 
The mean difference between the exact 
solution A and its FEM approximation A using 
linear shape function (4) in each triangle can be 
estimated as: 
904 
~ 2 l 
{f f [A(r,z) - A(r,z)] drdz)' 
s 
h2 
2 2 a2A 2 a2A 2 l 
{ff[(~) + (-) + (-)] drdz)' 
s ar 2 az 2 araz 
h being mean length of the quadrilateral side 
( (46], Theorem 3.3). 
As we are interested mainly in the axial 
flux density in electron optical computation, the 
situation is somewhat better. The behaviour of 
the exact solution near the axis 
3 
A(r,z) = -5-B'(z) - to B"(z) + ••• (12) 
is approximated in each triangle better than in 
the general case by linear function. ~ Let us 
illustrate it by calculating the value A for a 
part of a rectangular mesh next to the axi9,; shown 
in Fig. 6 fran the FEM equation 
with exact values in Ao to A5 from (12) and using 
the method (Sc) for evaluation of P0 to P5. We 
obtain (h 3 = h4 = h): 
(13) 
4 3 2 
h~ 
5 0 1 
h, 
z (optic al axis) 
Fig. 6. Part of a fine rectangular mesh near the 
axis. 
The other two methods (Sa) and ( Bb) for the 
evaluation of P0 to P5 give similar results, 
five-point formula (Sb) even without the term 
B'(z 0 ). In spite of this nice property we 
recommend the use of formula (Be) because of its 
FEM computation of oognetic electron lenses 
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Fig. 7. fbints at which the finite difference 
expression of (1) is evaluated, when 
(8a), (8b) and (8c) are used for the 
calculation of the coefficients of FEM 
equation at the central point. 
better behaviour in strongly non-regular 
meshes. The reason lies in the structure of FEM 
equation, which in all i:iK<2e cases can be 
considered as a mean value of the finite-
difEerence expression of (1) in sever-al points 
next to the central point 0, schematically shown 
in Fig. 7. 
The expression (13) confinns an empirical 
observation that a rapid change of >nesh length in 
z direction should be avoided. Otherwise it is 
possible to expect the error in the axial flux 
density computed by FEM either as: 
or 











to be given by (h max(hi,h2,h3,h4)) 
ii(z) - B(z) - ch 2B"(z) 
(14a) 
(14b) 
In general FEM theory it is usually supposed that 
all material characterizing functions are 
sufficiently smooth. This is not the case in 
electron-optical calculations, where we have step 
changes in current density and a large change in 
the relative penneability at an interface. The 
behaviour of the exact solution A near the sharp 
corners of the coil oc of the magnetic circuit is 
approximated by linear functions in triangles in 
the neighbourhood of the corners in a much worse 
way than in a general case. t-lith the notation of 
Fig. 8 the main singular part of the exact 
solution is: 
A~ sin{an) p 2 lnp sin(2$) 
for the corner of the coil, and 
A~ 
V p sin (V$) for 
sin (v an) 
A~ 2 V (2-a)n 







J = 0 
8. Coordinate system near the corner of a 
coil or of a pole-piece. 
for the corner of the magnetic circuit, v being 
the smallest positive solution of the equation 
(continuity of normal derivatives) 
an (2-a)n 
µrtan (v 2 ) = tan (v 2 ), 
which forµ + 00 givesv+l/(2-a),i.e. for 
the usual right angle a= 1/2 and v = 2/3. 
The mean error of the approximation in triangles 
next to the corner is: 
A 
2 horA-A~ hv+l - A~ c 1 h ln c 2 
Of course, the spreading of this error is 
<JOVerned by the same differential equation as the 
one we are solving, i.e., on the optical axis the 
error in potential is zero, potential being fixed 
by the boundary condition, increasing linearly 
with r. Thus near the axis we have to multiply 
the above-mentioned errors in potential further 
by h. 
Summarizing, it is possible to express the 
flux density on the optical axis calculated by 
FEM as 
2 v+l 2 
Bh(z) = B(z)+a(z) h +b(z) h +c(z) h ln h (15) 
Here B(z) is the exact value for zero mesh 
length, the first error tec,n ah?. is usually the 
most important one and in cases with well-defined 
mesh proportional (with negative sign) to 
B" ( z). The second error terin bh v+ 1 is dominant 
if the corner of a polepiece strongly influences 
the flux density distribution. The third error 
term ch 21n h is significant only if the corners 
of the coil are not screened by the magnetic 
circuit. 
It always brings a great improvement if we 
can calculate the results for two mesh densities 
and then eliminate the first error term, reducing 
simultaneously the influence of the second error 
term. 
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Solution of the System of Linear Fquations 
For the solution of the system of linear 
equations arising in FEM for the vector. potential 
only direct methods provide sufficiently accurate 
results in a reasonahle time. N:J iterative 
method can compete so Ear with direct methods if 
magnetic electron lenses are to be calculated. 
Due to the presence of magnetic materials even 
the diagonal coeffi.cients may differ by several 
orders of magni tu<'le, the resulting speed of 
convergence of iterative methods is then very 
low. If we try to improve the condition nurnber 
of the equation hy solving instead of (10) a new 
system of equations: 
NY = C (16) 
with Nij = Mij//(MiiMjj) (i.e., Nii= 1), and 
Ci= Bi/✓Mii for Yi= Xi/✓Mii' as proposed by 
Iselin (14], the speed of convergence is improved 
only slightly. FrOln contemporary iterative 
methods we have extensively tested Stone's method 
[ 44] for the solution of the linear equations, 
both with our o,m programs and NAG [39], routine 
003EBF. Competitive results were obtained only 
if no magnetic materi.;i.ls were present and the 
number of mesh points was small. For saturated 
magnetic electron lenses the matrix need not be 
positive definite, and the iterative method may 
even diverge. For scalar potential Stone's 
method can be advantageously used as shown by 
Heritage [ll]. 
Munro (37] uses a symmetric Gaussian 
elimination with single-index notation of the 
matrix, which provides a very efficient and 
stable algorithm, sufficiently accurate if double 
precision arithmetic is used. In single 
precision and for large matrices it would be 
desirable to sol ye the system at least twice, 
first for x0 = M- B and refine the soluti.on for X 
= Xo + t1 1 (B-MX0 ) (45]. Also the single-index 
notation along the codiagonals used by Munro in 
his subroutine BANDSM does not allow the division 
of the large matrices into smaller sections to be 
stored in parts on disc, for this to be possible 
the numbering in the matrix should go along 
rows. Corrparable results can be obtained with W 
or Cholesky's symmetric LLT decomposition (45]. 
We have also tested the conjugate gradient 
method (24,25,41] but it was ah1ays necessary to 
make the correction proposed by Iselin (16). For 
this no external me1rory was required and the 
computation time for the solution of the linear 
equations took only a few tens of percents rrore 
tin-e than the direct methods for 1600 
equations. Recently a new version of the 
algorithm, the so-called "preconditioned 
conjugate gradient method" (30], was published. 
It is also used in the PE2D package (1,2] for the 
solution of related problems. Moreover, we have 
found that the matrix M of the system of linear 
equations is not positive definite in 
intermediate steps of the Newton-Raphson method 
if the calculation starts from a very high 
excitation anc'l the mesh is irregular, therefore 
we had to replace the original incomplete 
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Cholesky's clecomposition with incomplete 
syrrqnetric decomposition of the rratrix M into 
LOL T. The ma tr ix M is very sparse, and its non-
zero codiagonals can be stored in five vectors, 
P, Pl to P4, so that pi = Mii' Pli = M_ii+l' P2i = 
Mij-l' P3i = Mij' P4i = Mi'i+l' J = 1+1 2 . N:Jn-
zero elements ot LT lie in the same place as non-
zer:-os of ill and they are stored in four vectors 01 
to 04, Li. = 1. D is a diagonal rratrix. Th!y, 
product of: the three matrices, L, D, and L 
should be close to the original matrix M, and we 
can easily solve instead of (10) 
(17) 
by for.war-,] an<..l backwar:-d substitution, similarly 
as in Stone's method. The individual vectors D, 
Dl to D4 are calculated with the help of the 
formulae 
Dli (Pli-OjD3jD4j-Dj+lD2j+lD3j+l)/Di, 
D2i (P2i-Oi-l Oli-1 D3i-l)/Oi, 
D3i (P3cDi-l Dli-1 D4i-l)/Oi, 
D4i P4i/Oi' j i-i 2 
In the computation of the diagonal elements we do 
not have to evaluate a square root as in 
Cholesky's decomposition (28]. If negative terms 
appear in D, it signifies that the matrix M is 
not positive definite. 
Before starting the preconditioned conju9ate 
gradient method, w,..> set the solution vector x0 to 
zero, the vector of r:-esiduals equal to the 
original right-hand sides, dnu also Yo= So= 
M-1¾· By matr:-ix inversion we mean the solution 
of (17). The algorithm of the method is: 
Qi M.Yi (18) 
ai (Ri, Yi)/(Yi, Qi) 
Xi+l X· l + ai 
y. 
l 




bi (Ri+l• Si+1l/(Ri, Si) 
Yi+l Si+l + bi y. l 
i = o, 1, 2, . . , imax 
Q is another auxiliary vector, but it can be 
store,~ on the sa.'lle location as s. DJring the 
calculation of X we find the maximum absolute 
value of the solution ~x and the maximum 
absolute value of correction to the solution <\nax 
in each step, and stop (18) if: 
where c is some small value, we recommend 
FEM computation of magnetic electron lenses 
c = 10- 9 for double precision and 10- 6 for 
single -~recision in linear approximation, and 
£ = 10 for the Newton-Raphson method. We must 
also set a maximum number o( steps allowed for 
the method i = 100 to 150. Some small 
decrease of ~€ number of steps cequired for 
given£ can be obtained by using Iselin's 
correcti011 (16), nnreover we save the 
multiplication by Pin each step. 
The stocage cequice,nents foe the new method 
ace much smaller than for the direct methoo, 
whece the rratrix should stoce ( i 2 + 2) i 
numbccs. Here we need altogether- 14 vectors witfi 
the length i only. The computation time is 
propoctional 1-.o ( i 2+2) ( i 2+ 7) is Eor the dir-ect 
method and to n.1s for the conJugate gradient 
method, the mmper of steps n being prnpoctional 
to log is oc is'• typically n is about 20 for 
is~ 1000, 32-37 Eor i ~ 4000 and 40-50 for 
is ~ 6000, depending s somewhat on the lens 
geometry and the approximation of the Newton-
Raphson method. Except for very small mesh size 
the time for the solution of the system of lineac 
eguations i_s also less. For example for Munro's 
lens, mesh from Fig. 11, i.e. i 2 = 20 and i 
820, the CPU time was 17.5 sec for 17 stepssof 
(18) and 16.0 sec foe solution in BANDSM [37], 
for double mesh density where i 2 = 41 and is = 
3362 we needed 31 steps and 125 sec for the new 
method compaced to 262 sec for BANDSM, the 
results of the computation bein9, of course, the 
same. 
The solution is performed by calling a 
subcoutine with input pacr11neters iJTiqx' c, ie as 
ercor exit parameter if the solution is n,1t 
obtained in irnax steps, matrix par:-ameters is ancl 
i 2 , coefficients and eight-hand sides. M:>reover 
we need 8 auxiliary vectors, the solution is 
ceturned in the original position oE the right-
hand sides. 
Programs foe the C01npt1tatioo1 ,Jf Electron Lenses 
The design of electroma9nets with the help 
oE the computer has quite a long trndition, in 
particular the computation of magnetic fields in 
accelerators [6,14,48], as well as the use of FEM 
in various electrical and magnetic field pcoblems 
[8]. The prnceedings of the tv.0 last CO'1PUMAG 
conferences [2,10] give the best insight into the 
current trends and pr-ogress in computec-aided 
design in many related areas. Specific demands 
of many electcon lenses, mainly the complicated 
polepiece geometry and saturation, can be a 
pcoblem for many general puc2ose progra~s. 
Some pcograms are readily available, e.g., 
progcams by Koncad and Silvestec for scalar [21] 
and vector [22] potential ace in the CPC 
library. An example of scalar potential 
calculation of an electcon lens with [21] is 
shown by Kasper [17] who also pointed out some 
problems connected with higher-order Einite 
elements. Higher-order elements wece also use,l 
Eor the vector- potential calculation of Munro's 
test asymmetric lens [35-37] - see also Fig. 13 -
in [20]. 01ly 207 mesh nodes with unknown 
potential wece defined to prnvide a sat is Edctocy 
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agreement of the flux plot, but in the electron-
optically impoctant gap cegion only one second 
order element was placed, hardly providing a 
useful axial field. M:>reover, the vector 
potential pcogcam [22] cannot handle non-linear 
media. 
Tv.O progcams developed at Rutherford-
Appleton Labocatocy have been used for 
computation of magnetic lenses. For saturated 
single polepiece electron lens the GFUN LX<J<Jrarn 
[ 40] based on the integral equation method for 
iron magnetization h,1s b=en used [32], see also 
discussion in [17]. In GFUN no boundary has to 
be. specified. The coil field is calculated 
c1nalytically; only the iron must be disccetized 
and the magnetic Eield in the iron can also be 
solved iteratively foe saturated lenses. 
Recently the PE2D program packc1ge [30], a suite 
of pcogr&ns foe solving electromagnetic and 
electrostat Le r>i:-oblems in tv.0 dimensions by FEM, 
has been used foe the design of an electron beam 
rnicrofabrication system [3]. ii. critical ceader 
would pcobably also comment on possible dangers 
with second on10c l:inite elements for axially 
symmetric sys terns. Prom the users' point of view 
PE2D has two attcactive built-in features, the 
first of the1n being a pre-processor- which enables 
the problem specification, display of input data 
and layout of finite element mesh tc1 I:.<= performed 
interactively utilizing interactive graphics 
technique,,, r1ncl as well as the manual method, 
semi-automatic or folly aut01natic methods of mesh 
,3enecation can also be used. Ideally the mesh 
cr1<1 be adaptively refined in the solution 
pcoceduce which cesides on a mainEcarne. Foi:- the 
solution of the linear equations the 
preconditioned conjugate gcadient method is also 
used. Useful information fcom the solution can 
be extracted with general-purpose or special-
purpose post-processors using high-quality 
graphics. The three processors access a common 
database. Unfoctunately, no comparison exists 
between our results and those of PE2D; for this a 
difficult problem like the lens in Fig. 1 v.0uld 
probably be ideal. 
Various software engineering aspects of FEM 
programs were sumnarized by Silvester in Chapter 
4 in [5]. Comparing his rules and the M13 [37] 
or AMAG [26,47] programs, one immediately finds a 
large difference in the part of the code devoted 
to data definition. Both programs are run in the 
usual batch environment and the amount of data 
checking is very small. In particular more 
attention should be paid to the coarse and fine 
mesh definition, to avoid some of the problems 
due to large change of mesh length in each 
direction, or the use of quadrilaterals with 
strange or even wrong shapes. Some of the basic 
rules can be formulated into a program, and it 
should be made interactively similar to the PE2D 
approach. Advantageous also is the use of smooth 
change of rresh length in the coarse 
quadrilaterals [12,13,52]. In our laboratory we 
perform data input and testing separately to 
minimize errors, so far without graphics. 
The extraction of results such as plotting 
axial flux density and flux lines is separated in 
[37] and can be made from output disc files. In 
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~ IJ-map of the flux density distribution 
in the Il\3gnetic Il\3terial for the lens of 
Fig. 1. Excitation 16 kAt. 
AMAG except for the standard output of axial flux 
density l:x>th according to (14a) and (14b) we also 
evaluate the integral of the axial field along 
the optical axis by trapezoidal rule, in (9) also 
the subroutine OOlGAF from NAG (39) was used; 
this integral should be equal to the lens 
excitation. In case of test lenses having no 
l:x>re the axial flux density is corrected Eor the 
iron permeability. A very useful output in AMAG 
is the so-called "IJ map" that contains even more 
information than we find in plots of flux lines 
or iron flux density. For each point in the mesh 
a value of flux '!' = 2nrA or the value of flux 
density in the iron can be coded into one oE 30-
36 characters and listed as a two-dimensional map 
having on the horizontal axis index J oE the 
axial line and on the vertical axis index I of 
the radial line with outer radial l:x>undary at the 
top and the axis at the l:x>ttom. For the iron 
flux density map the average value of flux 
density in each small quadrilateral in the iron 
is displayed as shown in Fig. 9. For the lens of 
Fig. 1, 30 steps from O to the maximum flux 
density in iron are displayed; the coding table 
is printed below the map, the index I and J refer 
to the lower left-hand corner of the small 
quadrilateral. In a similar way we can also list 
the distribution of materials in the mesh. 
Both programs have a reasonably small extent 
of al:x>ut 1000 lines, similar data input, and are 
sufficiently documented. Tney differ in several 
respects. Munro (37) allows five different 
magnetization curves and a separate value of 
excitation current density in each coil, but Ml3 
allows only one lens excitation to be computed. 
In AMAG only tv.0 different magnetic materials can 
be used, the excitation current density in all 
coils of the system must be the same, but the 
extension to handle rrore magnetic materials or 
rrore coil currents is not difficult. We can, 
however, calculate saturated lenses for a series 
of up to 10 excitations, the results from the 
previous excitation serve as a starting point for 
the next higher excitation, so that we do not 
have to start from the linear approximation. 
This is very important in particular for highly 
saturated lenses. 
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Independently of Munro's programs, Kamminga 
[15) wrote his own FEM program that could also 
handle permanent magnet lenses, and used it also 
in a study of highly saturated objective lenses 
[16). In Cambridge a program CIELAS was written 
(12,13), based mostly on Munro's program, but it 
could perform the computation on a minicomputer 
with as many as 60 radial and 120 axial mesh 
lines, using external memory during the matrix 
solution. It is equipped with interactive input 
and output graphics, and allows the density of 
mesh points to be non-linear in each coarse 
quadrilateral. Further unprovements are shown in 
(52) where also the geometry of the coarse mesh 
can be changed automatically to study the optimum 
shape of an objective lens. Recent unpublished 
improvements of Tsuno also include automatic 
evaluation of mesh numbers for the coarse mesh 
and the use of AMAG for the field computation 
with significant improvement of speed. 
In order to calculate single polepiece 
lenses on a minicomputer, Nasr (33) wrote vector 
potential programs that could find the solution 
in a mesh with a small number of mesh points but 
in several l:x>undaries in order to get smooth 
axial fields (see also (31,32)). Critical 
comparison of Ml3, AMAG and Nasr's VPLIN and 
VPSAT programs was recently made by Tahir (47), 
who also lists the programs in Appendices of her 
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Fig. 10. The influence of l:x>undary conditions on 
the field of the coil. Comparison of 
analytical curves with FEM calculations 
(crosses). 
Examples of FEM Computation 
A coil is a very simple magnetic lens, but 
probably the best example for a new FEM program 
user to start with. By computing its axial 
field, a lot of useful experience can be 
gained: what mesh density is necessary for a 
given accuracy, how a rapid change in mesh 
density can influence the local error and what is 
the influence of the choice of l:x>undary position 
and boundary conditions. Analytical expressions 
for the coil Eield were discussed above. Some 
results are shown in Fig. 10. Qi the right-hand 
FEM computation of magnetic electron lenses 
'.table 1. Axial flux d:raicy B[rrtr] frr roil of Fig. 10. 
z rresh SUE ITTID] 
[rnn] 1.25 0.625 0,3125 0 aralytiral 
0 33.37154 33.17600 33.11585 33.09072 33.09073 
2.5 31.67703 31.51039 31.4589() 31.43753 31.43750 
5 27.05385 26.96149 26.93234 26.919'33 26.919'35 
7.5 20.65394 20.63523 20.62832 20.62502 20.62507 
10 13.66386 13.67'X)5 13.68300 13.68438 13.68440 
12.5 6.74271 6,75764 6.76200 6.76373 6.76372 
side the geometry of the coil is shown together 
with the coarse mesh. CXl the left-hand side the 
results of analytical and FEM calculations of the 
axial flux density are shown. The upper curve is 
calculated from (llb) for the Neumann l::oundary 
condition, the lower curve from (lla) for A=0 on 
the l::oundary. The middle curve represents the 
axial flux density of the coil. The results of 
FEM calculations for a regular mesh with l rrm 
mesh size are marked by crosses, the unshielded 
coil was calculated using the method from [28]; 
the agreement is very good in all three cases. 
In Table 1 values of the flux density are given 
at several points on the z axis for the coil from 
Fig. 10 and A=0 on the l::oundary. 'Ihe results 
obtained with the new (8c) method for three 
different mesh densities are extrapolated 
~ 2 2 
according to the relation Bh = B +ah+ ch ln h 
and compared with the analytical values from 
(lla). The me~ relative deviation of these tv.0 
values is 1.10- ! 
The next example shows the calculation of a 
non-saturated symmetric lens with 
S = D = 10 mn. Tahir [ 47] pointed out that the 
irregular mesh density in Munro's mesh in [37] 
with 42x22 mesh points shown in Fig. 11, where 
there is no radial line between 20 and 45 mm on 
the symnetry plane, is the reason why the 
calculated maximum axial flux density is too 
high. By adding one extra line in the coil and 
tv.0 lines between the coil and the polepiece the 
maximum flux density is decreased by 3.8 %. 
Similar types of error have been made by Cleaver 
[7]. It is comrron in rrost electron-optical 
calculations that we try to reduce the number of 
mesh =ints in the radial direction as the merrory 
requi~ed for the matrix is proportional to the 
square of this number, and the computing time to 
its third power. 
The mesh numbers proposed by us are shown in 
Fig. 11 in parenthesis if they differ from 








Moorrun axial flux d:raicy B['I'] 
frr lErs of Fig. 11. 
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F:..ai:;.;;g,_,. __ laal:.:.• The coarse mesh for a symmetrical lens 
with Munro's numbering of mesh lines, 
alternative numbering by the present 
authors in parenthesis. 
the value of maximum axial flux density 
calculated by all three possible integration 
methods in one triangle for the two meshes of 
Fig. 11. As we have already pointed out, all 
three methods are equivalent from the point of 
view of FEM theory. But in Munro's mesh the 
error is very large for the five-point formula (-
20 %) in comparison with (8a) and (8c) with +4 % 
and -3 %, respectively. In our mesh with only a 
slightly higher number of mesh points the error 
is much smaller. With contemporary computers we 
usually start the study with a much higher number 
of mesh points, at least 2000 or 3000. 
We have also calculated the lens of Fig. 11 
in our mesh with the new standard method for the 
calculation of coefficients according to (8c) for 
three mesh densities, and a relative permeability 
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0.0495 
0.0490 
0 2 3 4 h [mm] 
Fig. 12.Extrapolation, to zero iresh length,of 
values of the maximum flux density for 
the lens of Fig. 11 computed for 
di~ferent iresh densities (crosses), h 
being the average iresh length. 
of the iron of 2500. In Fig. 12 the computed 
values of maximum axial flux density are shown 
together with the extrapolation curve 
~ 2 5/3 ¾ = B + ah + bh , the irean iresh length was 
defined as: h = [80/(nz-l) + 100/(nr-1)]/2. Tne 
value extrapolated to h=0 gives B=0. 0495 T for 
480 At. This example shows clearly that the 
choice of iresh line density is important not only 
in the gap region. It is therefore better, if 
the polepiece is too inclined, to approximate its 
shape by steps rather than by a coarse mesh line, 
and so retain a sufficient number of iresh points 
also between the coil and the polepiece [ 4 7] • 
For saturated lenses, in order to compare 
different results of computations or 
ireasureirents, a knowledge of the magnetization 
curve is necessary. An asymmetrical lens can 
serve as a good example, used by Munro [37] to 
test the Ml3 program. Fig. 13 shows a comparison 
of Munro's and our results for 20,000 At 
excitation. The mesh with 49x23 points used for 
both computations is intentionally the same (see 
also [34-36] ). There is a qualitative 
agreement: the coil produces a field strong 
enough to magnetize the inner part of the 
magnetic circuit and thus the secondary maximum 
arises. The quantitative difference of the 
results is caused by the different magnetization 
curves used. Munro's test curves have a 
differential permeability equal to unity at about 
1500 A/m and 1.6 T, while for our computation the 
lower polepiece was made from permendur, the rest 
of the circuit from soft iron, standard curves 
from Fig. 3 were used. It is therefore very 
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full reference to the magnetization curve. 
The calculation of single polepiece lenses, 
particularly saturated ones, constitutes an even 
rrore difficult problem [31-33,47]. We have 
learned very much by solving this problem 
[27,28], but we will restrict our discussion here 
to t..o remarks. First we recommend, whenever 
possible, to take into account in the calculation 
of a single polepiece lens the relevant parts of 
the magnetic screening and other lenses in the 
column, not only because of the troubles with the 
boundary conditions but because the axial flux 
density is strongly influenced by the presence of 
magnetic materials in the neighbourhood. The 
second remark is valid generally: if we have to 
ca¼culate the lens with a coil excitation of 
10 At, and rrore, unrealistically high values of 
flux density in the iron are obtained in the 
linear approximation. This ireans large changes 
in permeability in the first few approximations 
if the mesh is not sufficiently regular in the 
iron, and the convergence of the Newton-Raphson 
irethod is slow. We therefore recommend 
performing the calculation by starting from not 
too high an excitation and increasing the 
excitation in several steps; the suitably 
normalized results of the previous excitation 
serve as a good approximation for the next higher 
one. 
Conclusions 
In this paper we have shown some 
improvements of FEM in electron optics, and 
illustrated them with several examples of lens 
calculations. Often the result of the 
calculation is strongly influenced by the user, 
and a considerable expertise in both 
electromagnetics and nuirerical rrodelling is 
helpful in achieving the best results [ 4 7, 48] • 
We have therefore discussed soire of the factors 
FEM computation of magnetic electron lenses 
that can affect the results and have proposed a 
way of analysing the results correctly. The main 
conclusion is that, without doubt, the computer 
aided design of electron lenses, unassisted by 
experiment, can be carried out successfully by 
the finite element method and with relatively 
little effort. 
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Discussion with Reviewers 
E Munro: You quote Kasper as stating that the 
use of higher-order shape functions, in 
particular, the use of second order polynomial 
finite elements, does not give useful results. I 
find this very surprising, because I would have 
thought that a polynomial representation of the 
potential in each element, if correctly 
implemented, would be bound to give a much closer 
approximation to the true potential distribution 
than would a linear approximation. Co you have 
any comments on this? Have you considered the 
possibility of developing a program using higher-
order e.g. fourth order finite elements, with the 
finite element coefficients evaluated numerically 
by Gaussian quadrature, as described, for 
example, in [54], Sect. 8.10.? 
Authors: We are convinced that the use of first 
order finite elements is the best solution for 
electron lenses, as the geometry of lenses is 
complicated and the material properties are 
discontinuous. Discussion of the accuracy of the 
approximation of the potential distribution near 
the corners of the coil and poletips by higher 
order polynomials, given for linear elements, 
would be difficult. Moreover, with first order 
elements we can handle saturation easily and 
still have a simple structure in the set of 
linear equations. Unless a significant reduction 
of the number of equations can be guaranteed (see 
also Chapter 7 in [5]) the use of high order 
elements is not to be recommended. The failure 
of second order elements in [17] is slightly 
surprising as the behaviour of the potential is 
quadratic in r close to the axis; possibly the 
number of mesh points was too low. 
E Munro: Your "pre-conditioned conjugate 
gradient method" algorithm for solving the finite 
element equations seems to be much more efficient 
on storage and also significantly faster than the 
973 
band matrix method that I had used, and the 
advantages of your method become even rrore 
significant for very large mesh sizes, e.g. 100 x 
200 mesh points. For a given number of mesh-
points, does the number of iterations required 
for the convergence of the conjugate gradient 
method depend very much on the geometry of the 
particular problem, or does it always converge in 
about the same number of iterations? 
Authors: 'Ille number of iterations does not 
depend very much on mesh geometry but on the 
total number of equations. If the quadrilaterals 
are close to triangles, the number of iterations 
in the linear approximation increases, and also 
in the intermediate steps of the Newton-Raphson 
method, if we start from very high excitation. 
K C A Smith: The curves shown in Fig. 13 were 
obtained using the same mesh layout but with two 
different programs. The differences are ascribed 
to the different magnetisation curves used. Are 
identical results obtained using the same program 
with the two different magnetisation curves? 
Authors: Both results in Fig. 13 were calculated 
by AMAG using formula (Sc). For well defined 
meshes, the difference between the result of 
formula (Sa) and (Sc) is small, e.g. maxima of 
0.877 and 0.840 T, respectively. 
KC A Smith: Could you provide rrore information 
on the availability of the programs referred to 
in the CPC Library, the GFUN program, and the PE 
2D program? 
Authors: The CPC Library is a library of programs, 
mostly in FORTRAN, described in the journal 
Computer Physics Corrmunications, available through 
Miss C Jackson, CPC Library, Queen's University, 
Belfast, N Ireland BT7 lNN. The cost of a 
program is relatively low, depending on its 
length and the form of listing required. GFUN, 
PE2D and other programs developed at Rutherford-
Appleton Laboratory are readily accessible for 
academic and government establishment users from 
UK; details can be obtained from Mr N J Diserens, 
RAL, Chilton, Didcot, Oxon OXll 0QX, UK 
(Telephone tb: (0235) 21900, Ex. 6594). These 
programs can be purchased Eran Vector Fields Ltd, 
Osney Mead, Oxford OX2 0EE, details from Mr J 
Simkin. Quite interesting also is FEMLIB Library 
[ 10 J, a joint NAG/RAL project - contact Dr C 
Greenough at RAL (Ex. 5307) for details. 
Reviewer I: The paper provides an interesting 
survey of finite element methods and emphasises 
the dependence of results on the form of the 
finite element mesh. Is it yet possible to 
provide a code of practice for mesh design that 
can give predictable errors for a Eull range of 
lens shapes? 
Authors: The range of lens shapes and polepieces 
1s too broad to give general guidelines; probably 
a catalogue of well-defined meshes should be 
added to the program manual. When defining the 
mesh, one usually starts with the lines of the 
B, I.encova and M. Lene 
coarse mesh that define the geometry of the 
magnetic circuit and the coil. A further step is 
the definition of the mesh density. In order to 
have useful results, i.e. an error below 2%, we 
need 2000-4000 points for typical lenses. The 
mesh should have 8-10 points in the z direction 
in the gap. Any change of mesh length should be 
gradual e.g. not greater than a factor of two; 
auxiliary mesh lines within the coarse mesh may 
have to be introouced for this purpose. In the 
radial direction, the mesh length of lines going 
through the gaps should have the same length as 
those in the axial direction, increasing smoothly 
with radius; there should always be at least 
three points in the bore and 3-5 points in the 
coil. 
Reviewer I: The calculation of magnetic fields 
1s not normally the ultimate requirement, but 
rather an intermediate step in evaluating, for 
instance, the dependence of aberra tior. 
coefficients on focal conditions. Can you 
comment on the progress in relating the field 
computation meshes and procedures to the errors 
in these overall system characteristics? 
E Kasper, F Lenz: Have the a1uthors computed any 
(paraxial or off-axis) trajectories in the FEM 
fields? We should suggest doing this at least 
for the field shown in Fig. 10 where an 
analytical solution for the field is known. Such 
calculation would allaw one to study the effect 
of the discontinuities of the field strength and 
its derivatives at the triangle sides on the 
accuracy of the trajectory tracing. Trajectory 
calculations for the field shown in Fig. 11 could 
be used to compute paraxial properties and 
aberrations which might be compared to measured 
values. 
Authors: In our optical calculations we use 
paraxial trajectories and third order aberration 
coefficients. We use the fourth order Runge-
Kutta methoo for trajectories and Simpson's rule 
for integration of aberration integrals; the 
integrands do not contain the second derivative 
of B( z). The axial flux density is obtained 
directly fran FEM calculation according to (14b); 
cubic splines are used for interpolation between 
the results. Following the rules discussed 
above, we have never observed troubles with 
insufficient smoothness of the computed axial 
field. For small numbers of meshes, cubic spline 
smoothing should be used as a last resort. The 
optical properties are always related to the 
excitation calculated as an integral of the axial 
field; we do not recommend scaling the field to 
the true coil excitation, as the local errol'." is 
given by Fq. 15. Cetailed discussion will be the 
subject of a future publication. 
E Kasper, F Lenz: Have the results of the FEM 
calculation for the lens shown in Fig. 11 been 
compared to the results of any field 
measurements? 
Authors: The lens of Fig. 11 is a test lens 
914 
originally studied by Munro. 'lb the best of our 
knowledge he did not check the calculated values 
by experiment. We used this lens mainly to 
illustrate the importance of the correct choice 
of mesh layout. Our calculated results are in 
fact, consistent with the available exper~tal 
data for non-saturated symmetrical lenses of 
similar polepiece design. In order to make a 
critical experimental check of the calculated 
results for the lens of Fig. 13 ¼QUld, however, 
require an experimental accuracy better than 
0.1%, i.e. an order of magnitude better than is 
possible at present. 
E Kasper, F Lenz: Have the authors checked how 
well the FEM solution satisfies the boundary 
conditions at the boundaries between vacuum and 
iron? The tangential component of the magnetic 
field strength Hand the normal component of the 
magnetic flux density B should be continuous. 
Authors: The continuity of the vector potential 
along the common . boundary of neighbouring 
elements 1s automatically guaranteed in FEM and 
so there are no special problems with the 
cont~n~ity of Bn. Using the Neumann boundary 
cond1 t10n, we calculated the homogeneous field 
inside an infinite solenoid and then tested the 
continu~ ty of Bn by inserting a thin iron disc 
perpendicular to the flux lines. The relative 
discontinuity in B was found to be less than one 
part in a million.n The normal derivative of the 
vector potential, however, has, in general, a 
d~scontinui ty along the common boundary for 
~rnear shape_ fun~tions ~ven if the permeability 
1s the same 1n ne1ghbour1ng elements. This means 
that the continuity of Ht is not automatically 
c;iuaran~eed. The continuity of Ht was checked by 
1nsert1ng a hollaw iron cylinder of infinite 
length and permeability µ in place of the thin 
disc. Even for a cylindJi:- wall containing only 
t¼Q mesh lines, we obtained a relative 
discontinuity in Ht of about 10- 5µ • 
r 
E Munro: For non-linear (i.e. magnetically 
saturated) problems, do you iterate the conjugate 
gradient methoo to complete convergence on each 
Newton Raphson iter-ation, or can one achieve an 
even faster solution by doing another Newton 
Raphson iteration after every few cycles of the 
conjugate gradient algorithm? 
Authors: At first, we were iterating the 
preconditioned conjugate gradient methoo to 
complete convergence £ < 10-9; now we 
use £ = 10- 5 only, but we have tested that 10- 2 
to 10-3 would be sufficient; the number of 
iterations can then be reduced by some 30%. 
E Munro: Another direct methoo for solving the 
finite element equations, that is claimed to be 
very efficient on both storage and cpu time, is 
the methoo of "nested dissection" (A. George and 
J.W.H. Liu (1978), SIAM J. Numer. Anal. 15, 
1053). Have you investigated this methoo at all, 
and do you have any corrments on whether it would 
be as efficient as the preconditioned gradient 
methoo? 
FEM a:roputation of magnetic electron lenses 
Authors: We have not investigated this method 
but according to the paper, the nested dissection 
algorithm is not of practical interest for meshes 
of regular topology such as the ones we are 
using. 
KC A Smith: Your results (Fig. 11 and Table 2) 
sho.v that by adding only a small number of mesh 
lines between the coil and inclined polepiece, a 
substantial source of error can be avoided. 
Under what circwnstances would it be better, as 
suggested, to approximate an inclined polepiece 
by steps, which would entail a much nore complex 
mesh layout, rather than simply increasing, by a 
small number, the total mesh size, particularly 
if 8(c) is used rather than 8(a) or 8(b)? 
Authors: If the angle of the radial line 
defining the outer part of the polepiece with the 
axis is 45° or nore, or if the quadrilateral of 
the coarse mesh whose sides define the coil and 
the polepiece has a ratio of length in the radial 
direction of 3: 1 or more, then one should think 
of approximating the polepiece by steps. This 
need not complicate the mesh layout if the 
magnetic circuit can be specified by indices of 
the fine mesh, as is the case of both Ml3 and 
AMAG. For the lens in Fig. 11 the increase oE 
mesh density, of course, is the simplest and most 
straightforward solution. 
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