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 
Abstract—Automated and accurate classification of Magnetic 
Resonance Images (MRI) comes into account in medical analysis 
significantly, interpretation and improving the efficiency of 
healthcare in MS patients. Current study proposes a novel 
automatic classification system to distinguish Multiple Sclerosis’s 
patients from healthy subjects by using their MR brain images. 
Herein, Support Vector Machine (SVM) as an effective classifier 
with Polynomial kernels is applied to have better performance in 
distinguishing specified decision classes. Furthermore, some 
methods come into account to have appropriate results such as 
discrete wavelet decomposition (DWT) which extracts local 
information from analyzing MR images, the superpixel 
segmentation to have automatic image partitioning which 
processed through principal components analyses method to deal 
with data dimensionality problem.  The proposed method is tested 
with 10-fold cross validations method to check the final accuracy. 
Experiments using Amirkabir hospital dataset to classify MS 
lesion detection in Brain MR images depict that the current 
technique yields high performance outcome with an average 
accuracy up to 99%. 
Index Terms— Multiple Sclerosis; MRI; T2; Support Vector 
Machine; Superpixel; Principal Components Analysis; Discrete 
Wavelet Transform.   
 
I. INTRODUCTION 
ultiple Sclerosis (MS) disease is considered as a kind of 
chronic diseases. MS always attacks the central nervous 
system and its white matter is affected through the patient’s 
own immune system. As a result, MS is categorized as an auto-
immune disease. Nerve fibers which covered by myelin, 
protects the nerves and helps them to conduct the electrical 
pulses. In MS patients, the myelin disappeared which is called 
Demyelination. [1] [2] Recent medical researches suggest that 
the genetic and environmental factors mainly cause MS. The 
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fact that a monozygotic twin with a co-twin suffering from MS 
has a chance of 25% of developing the disease while the same 
chance for a non-twin sibling stands at only 3%, is an indicator 
of the role of genetic influence in developing MS. [3] Also, MS 
mostly affects adults in developed countries. Moreover, roughly 
2.5 million people in the world suffer MS. Iran is considered as 
a country with high MS prevalence (51.52 per 100000) in the 
Middle East. [4] [5] Magnetic Resonance Imaging (MRI) is 
known as a useful method for monitoring and diagnosing MS 
disease. [6] [7] [8] MRI is based on the magnetic characteristics 
of the imaged tissue. This method is a painless, safe, fast, 
noninvasive imaging technique that yields images of the body 
structures, specifically capturing images within brain layers, 
and provides valuable information for medical diagnosis. [9] 
[10] [11] It is quite a tedious and challenging experience for an 
expert to analyze MR images due to the fact that there are 
complications and difficulties in terms of understanding and 
interpreting anatomical borders that are invisible almost in all 
images. 
Through clinical routines, due to the abundant number of MR 
images, the regular exploration by a human expert always 
wastes valuable time for early diagnosis. Hence, automatically 
segmentation of brain images is always vital to substitute the 
manual segmentation. The advancing complexity of the MS 
lesions detection task comes from the various changes in the 
shape and location between patients, which turns the automatic 
segmentation to an intricate task. Here, a set of segmentation 
pipelines are suggested for MS lesions segmentation from 
human brain MRI. 
In MR images, the most common sequences are T1-weighted, 
T2-weighted and Fluid Attenuated Inversion Recovery 
(FLAIR). Short TE and TR times produce T1-weighted images. 
T1 properties of tissue predominately determine the contrast 
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and brightness of the lesion. By doing so, Lesion 
(demyelination) and normal CSF are both dark.  On the 
contrary, using longer TE and TR times produce T2-weighted 
images. In these images, Lesion and normal CSF are both 
bright.  Also, Fluid Attenuated Inversion Recovery scans that 
are simply called "FLAIR’ are another type of common 
sequence that is similar to a T2-weighted which TE and TR are 
longer makes lesion brighter than normal CSF. [12] This 
sequence brings high differentiation between CSF and an 
abnormality which makes corresponding analysis easier for 
further steps. In FLAIR images, the CFS is dark; the white 
matter is dark gray; fat is light, and demyelination leading to 
MS disease is bright in these images. Therefore, FLAIR is the 
most common sequence for lesions detection in MRI. Different 
reasons make automated lesion segmentation in MS a 
challenging task; the most important reasons are: (1) lesions are 
in different size and location, (2) lesion boundaries are not 
mostly well defined on FLAIR images, and (3) clinical quality 
FLAIR images may possess low resolution and noise problems. 
[13] [14] 
During the last decades, MR imaging techniques have 
significantly contributed to the understanding and managing 
multiple sclerosis and have had a critical role in confirming the 
clinical diagnosis of MS. Various methods have been proposed 
for diagnosing MS lesions on brain MR image. Mostly, two 
common categories are applied in image segmentations; 
supervised and unsupervised; depending on the data source the 
appropriate one would be chosen. Abdullah Bassem (2012) 
developed a segmentation pipeline for automatic segmentation 
of MS lesions from brain MRI data. In that research, SVM 
derived by the textural information to distinguish between MS 
and Non-MS blocks. Furthermore, this research introduces the 
concept that uses multi-sectional views to produce a verified 
segmentation. This method showed results with 68% accuracy. 
[15] Van Leemput Koen, et al. (2001) used a stochastic model 
which is called Markov Random Field on the multispectral MR 
images and it was discussed the outlier detection with 
contextual information. According to the results, there was a 
high total lesion load correlation compared with other methods. 
[16] Heidari Gheshlaghi, S. et al. (2018) proposed a fuzzy 
method for diagnosing MS disease from brain MR images. In 
this research, well-known image processing methods such as 
edge detection were applied. By changing and reforming fuzzy 
c-means clustering algorithms, and applying canny contraction 
principles, the relationship between MS lesions and edge 
detection was established. [17] Mechrez et al. (2016) present a 
method for lesions segmentation. This paper works by using 
similarities amongst multichannel areas. The areas databank is 
provided to learn labeld images. They use similar patches for 
the testing image. Finally, based on the initial segmentation 
map, an iterative patch-based label is performed to ensure the 
spatial uniformity of distinguished lesions. In addition, 
applying a more efficient database characterization method 
along with advanced metric learning can directly contribute to 
the enhancement and improvement of lesion detection results. 
[18] Moreover, Roy, Snehashis, et al. (2018)   propose a fully 
Convolutional Neural Networks for a procedural MS lesion 
detection through MRI data. They introduced Cascade neural 
network which contains two convolutional pathways. The first 
pathway includes multiple parallel convolutional filter banks 
that cater to a wide variety of MRI modalities, and in the second 
pathway, the concatenation of the output of the first pathway is 
done. The output produces a membership function for MS 
lesions that may be the threshold to obtain a binary 
segmentation. This method showed results with 90.48% 
accuracy. [19] 
II. PROCESSING 
Raw images are not suitable for analysis due to having many 
artifacts such as intensity inhomogeneity, extracranial tissues, 
and noises. These unwanted data reduce the accuracy and 
efficiency of segmentation. Therefore, suitable pre-processing 
techniques must be used to improve the quality of the image for 
further steps. Literature study shows several pre-processing and 
feature extraction methods for MR brain image analysis. In this 
part, pre-processing and segmentation methods will be 
discussed in detail. 
A. Brain Extraction 
For having a valuable and accurate MR image, noise 
reduction and skull extraction are crucial. There are many 
different technics for skull extraction [20] [21] although this 
step is a significant part, using an efficient method is essential. 
Brain Extraction Tool (BET) [22] [23] [24], Brain Surface 
Extraction (BSE) [25], Watershed Algorithm (WAT) [26], 
Hybrid Watershed Algorithm (HWA) [27] and Skull Stripping 
using Graph Cuts [28] are some of the famous approaches for 
brain extracting in MR images. MR brain images have different 
limitations such as resolution, noise, low contrast and geometric 
deformations which are the most significant limitations for the 
development of an efficient brain segmentation algorithm. [29] 
[30] [31] 
There are some non-brain tissues in MR brain images, and 
these tissues have no valuable data for analysis, so it is 
necessary to remove these tissues for further processing. The 
Brain Extraction Tool (BET) is one of the well-known brain 
splitting tools which removes non-brain tissues in MR brain 
images. This method is simple and one of the robust brain 
extraction tools. [32]  BET tool is publicly available in the FSL 
repository [33], and it follows the following steps to extract 
desired area of the brain: 
 Histogram-based threshold estimation  
 Binarization of the image  
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 Finding the center of the image  
 Initializing the triangular tessellated sphere surface  
 Surface deformation  
 Extraction of brain boundary  
In our research, we used the automated brain extraction tool 
(Smith, 2002). Also, image binarization which was described in 
the BET method is presented in equation 1 where th represents 
the threshold. [34] [35] [36] 
          
0          
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          (1) 
B. Superpixel segmentation 
Superpixels have become increasingly popular in recent 
years. Ren and Malik (2003) first introduced superpixel. [37] 
Superpixels group pixels into regions that can be used to replace 
the rigid structure of the pixel grid in images. This method 
detects repetitive patterns in the image and greatly reduces the 
calculation complexity and also the processing time. Simple 
Linear Iterative Clustering Superpixel (SLIC) segmentation is 
becoming more common, and similar to the K-Means 
algorithm, pixels are clustered in accordance to their color 
similarity. [38] [39] In this research, many pixels must be 
examined, and it may cause errors and turn out to be time-
consuming. In SLIC algorithm, the number of K initial cluster 
centers is defined randomly. Next, the algorithm proceeds to 
assign and then update parameters in an iterative manner. In this 
step, according to a similarity measurement, each pixel belongs 
to the closest cluster. In the next step, the clusters would be 
updated in terms of their member pixels which have been 
assigned during the updating step; the process would continue 
until convergence is reached. [40] [41] [42] 
It is noticeable that this method gets structured on the basis of 
“lab” color space. Moreover, it is not possible to use regular 
Euclidean distance here for solving the problem; hence, a new 
distance measuring method is introduced. Primarily, the gray 
scale images are converted into “lab” space.  As it was 
mentioned, in superpixel algorithm, K has been introduced as 
the desired input number of approximately equally-sized 
superpixels or clusters. The estimated size for each superpixel 
is calculated as 
N
K
pixels for each cluster where “N” stands for 
total number of pixels and in following “S” shows the 
superpixel centers. [43] [44] [45] 
At the beginning of superpixel algorithm, the number of K 
superpixel centers is chosen [ , , , , ]T
k k k k k k
C l a b x y  with 
[1, ]K k  at any fixed interval “S”. As the spatial scope of this 
parcellated region is approximately 2S , it can be supposed that 
pixels associated with this cluster center locates in the area of 
2 2S S around the center.  For measuring distance, “Ds” is: 
2 2 2
2 2
( ) ( ) ( )
( ) ( )
lab k i k i k i
xy k i k i
s lab xy
d l l a a b b
d x x y y
m
D d d
s
       (2) 
The summation over all lab distances which is defined as “Ds”, 
has to be normalized in x-y plane. Variable m is introduced as 
a weighting factor to make a balance between color and spatial 
differences which its range is [1, 20]. The number of desired 
superpixels is introduced as k. In this project, we use m=5 and 
k=500. 
Where: 
2 2( , ) || ( 1, ) ( 1, ) || || ( , 1) ( , 1) ||G x y I x y I x y I x y I x y      
             (3)          
I(x,y) is converted version of the original image to “lab” space, 
and ||.|| depicts the L2 norm. Each pixel of the image is 
connected with the nearest cluster containing this pixel. After 
finishing calculation on all the pixels, by averaging labxy vector 
of all the pixels belonging to the cluster, a new cluster is 
considered. Then, the process that includes associating pixels 
with the nearest cluster center and also re-computing the cluster 
center would be repeated until convergence is reached. 
C. Discrete Wavelet Transform 
Fourier's representation functions as a superposition of sines 
and cosines and represents the frequency domain of the original 
data. The main flaw of the Fourier transform is that it fails to 
represent where the signal has several discontinuities and sharp 
spikes. [46]  [47]  For solving this problem, Wavelets have been 
introduced for time-frequency analysis. Grossmann and Morlet 
first introduced wavelets. Wavelets are mathematical functions 
that divide data or signals into different frequency components. 
Discrete Wavelet Transforms (DWT) is the most famous 
transformation technique adopted for image compression. In 
DWT, a digital signal is analyzed in terms of time and 
frequency content which profit from the filtering methods. [48] 
[49] 
Wavelet packet coefficients of a finite energy function f(t) with 
the wavelet packet functions , ,j k nW  presented in the following 
equations: 
  
 


 , , , , j k n j k nC f t W dt                        (4) 
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      ( /2), , 2 (2( ) ,) ,
j j
j k n nW t W jt kk n         (5) 
Where , ,n j k denote modulation, resolution and translation 
index respectively. Besides, the wavelet function effects are 
represented by the coefficients in the following: 
     


 2n 0 nW t  2 h k W 2t k                 (6)  
     




 2n 1 0 nW t  2 g k W 2t k              (7) 
In previous equations, 𝑊0(𝑥) = 𝜙(𝑥) and𝑊1(𝑥) = 𝜓(𝑥), 
additionally, ℎ0 and 𝑔0 indicate lowpass and highpass filters 
obtained by proper wavelet function. 
The DWT is applied to MR images and extracts approximated 
and detailed version of images hierarchically. As 
decomposition level increases more stable approximation 
coefficients are obtained. In our method, we use 2 level DWT, 
and the design simulated in MATLAB. 
D. Texture Extraction Techniques 
The statistical information of each region of interest i.e. the 
superpixels used to describe relevant features distributed in the 
clusters. In each superpixel, four features including mean, 
variance, Skewness, and kurtosis are evaluated over the 
analytical image ( , )f x y . The function f(x,y) can have any 
value   0,1, , 1k L where zk is the total number of intensity 
levels corresponding to the image. Some occurrences of zk in 
the M N image is given by nk. Each of these momentums is 
calculated for each superpixel.  
Estimated probability density regards to intensity level image is 
defined as ( )
k
p z :  
( ) k
k
n
p z
MN
         
             (8) 
The statistical textural features are calculated as following: 
 
Mean:              
1
0
( )
L
k k
k
z p z
                (9) 
Variance:     
1
2 2
0
( ) ( )
L
k k
k
z p z
       (10) 
Skewness:        
1
3
3 3
0
1
( ) ( )
L
k k
k
z p z
      (11) 
Kurtosis:            
1
4
4 4
0
1
( ) ( ) 3
L
k k
k
z p z
       (12) 
 
E. Principal Component Analysis 
Principal Component Analysis (PCA) uses an orthogonal 
transformation for converting correlated variables into 
uncorrelated variables by using mathematical methods. The 
idea was initially conceived by Pearson (1901) and 
independently developed by Hotelling (1933); hence this 
technique is known as Hotelling transform. [50] PCA can 
decrease any data dimension procedurally to a more 
informative set of variables. PCA is a member of linear 
transforms based on the statistical techniques. [51] This method 
introduces an excellent tool to compress the data and diminish 
the dimensions in data analysis and pattern recognition area. 
[52] [53] [54] [55] [56]] PCA transforms 
n
 input vectors which 
formed as 1 2[ , ,... ]
T
n
x x x x   into a final vector 
y
 according 
to:  
( )
x
y A x m                         (13) 
The vector xm  in the equation above is the vector of mean 
values over all variables and is defined as follows: 
1
1
{ }
k
x k
k
m E x x
k                        (14)  
The matrix A in Eq. (12) is calculated by the covariance matrix 
x
C . Rows in the 
A
 matrix are generated from the eigenvectors 
e
  of  xC order according to analogous eigenvalues in 
descendant order. The evaluation of the xC is: 
1
1
{( )( ) }
k
k
T T T
x x x k x x
k
C E x m x m x x m m
k                    
(15) 
The size of xC is n n  because the vector x  of input variables 
is 
n
-dimensional. The elements are placed in the main diagonal 
of ( , )xC i i  are called the variances of  x , and the rest reflect the 
covariance values distinguished input variables. [57] 
2( , ) {( ) }
x i i
C i i E x m                            (16) 
Due to the orthonormal property, inversion of A comes below: 
T
x
x A y m
                          (17)  
In this research, 16 features were extracted originally. While, 
by applying PCA, the number of features reduced to 10. 
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III. CLASSIFICATION 
Data classification acts as one of the highly important phases of 
machine learning which, depending on the readiness of the 
training data, can follow a supervised, unsupervised or semi-
supervised mode. [58] [59] In this research, After Feature 
Extraction and Feature Reduction, we fed the data into the 
supervised classifier. Support Vector Machines (SVM), 
according to Zhang, Yudong, et al. (2015), Abdullah N. et al.  
(2011), Shigeo, A. (2005) enjoy a number of advantages the 
most important of which include high accuracy even with high 
dimensionality at input data while the final performance still are 
kept. [60] [61] [62] [63] Therefore, these properties make the 
SVM an appropriate way for MS lesion detection in MR 
images.  
 
A. Support Vector Machine 
Support Vector Machine which is mostly known as SVM was 
presented by Vapnik (1996) for the first time which has been 
developed based on an idea that creates a hyperplane between 
data sets in order to find out which class a certain data set 
belongs to.  
This part of research uses SVM to classify the images, and they 
are divided into two groups, normal and abnormal conditions. 
The process contains two components, which are training part 
and a testing part. [64] [65] [66] [67]. In what follows, x stands 
for a vector containing components xi. In a dataset, the ith vector 
will be denoted by the notation xi where yi is the label related to 
xi.  
The discriminant function in the space F is: 
( ) ( )Tf x w x b 
                       (18) 
While applying the mapping, the approach of explicit 
computation of non-linear features seems not to be scaling well 
with the number of input features. As a result, it leads to rise in 
memory usage for processing the features at the same time, and 
it reduces the computing time. Kernel methods have their own 
strategy of solving the non-linear issue. [68]  Assume the 
weight vector can be definied as a linear combination of the 
training data, i.e.  
1
n
i i
i
w x

                     (19) 
 Then: 
1
( )
n
T
i i
i
f x x x b

                  (20)
                                                 
Then, we have: 
1
( ) ( ) ( )
n
T
i i
i
f x x x b  

                            (21) 
The i in last equation, can be high dimensional and 
accordingly reformed to the kernel function 
( , )k x x 
 as 
following:  
 
( , ) ( ) ( )TK x x x x                                        (22) 
So, finally we have: 
1
( ) ( , )
n
i i
i
f x k x x b

                           (23) 
Kernalization algorithm is essential for having useful training, 
and many algorithm in the field of machine learning uses 
kernels like the perceptron algorithm, ridge regression, and 
SVMs. [69] [70] The common basic kernel functions are: 
 
Linear Kernel:   
 
( , ) Ti j i jK x x x x                (24)
             
Polynomial:   
 
( , ) ( )T di j i jK x x x x r               (25)
             
Radial basis function (RBF): 
 
2( , ) exp( || || ); 0i j i jK x x x x                  (26)              
Sigmoid function: 
   ( , ) tanh( )Ti j i jK x x x x r             (27) 
Where γ, r and d are kernel parameters. 
B. Cross-Validation 
Cross-Validation is a common method which is applied for 
running comparisons amongst learning algorithms. The data are 
separated into two sections; one section is used for learning or 
training the model, and the other one issued for validating the 
model. The most famous form of cross-validation is k-fold 
cross-validation method. There are other forms of cross-
validation such as Hold-Out Cross-Validation method. [71] The 
following table shows the differences between these two 
popular cross-validation methods: 
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IV. RESULTS 
In this research, the pipeline is established based on statistical 
information as a feature vector and SVM ensemble in the MS 
lesions detection task. Datasets of 70 cases were come into 
account to verify the anticipated technique. The dataset consists 
of 35 MR images with MS lesion and 35 MR images from 
healthy subjects. The sources of these datasets are from the 
Amirkabir Hospital, Arak, Iran.  
Figure 1: Raw MR images3 
In the training phase, first, removing unwanted data and noise 
reduction from MR images are needed. This step is an essential 
part because if we do not remove the skull correctly from the 
raw images; all the next processes will be affected. In this step, 
BET boundary removal and binarization ensemble were applied 
to have the most valuable area of brain. 
 
 
3 Due to the patient's rights, the patient's name is deleted. 
Figure 2: MR image after applying Brain Extraction Tools 
For next step, we applied superpixel segmentation method on 
the image dataset to partition all images and detecting desired 
lesion area efficiently. Furthermore, because superpixel 
segments all the images and borders do not have valuable 
information, for this step, these borders have been removed 
from MR images to reduce the calculation and increase the 
performance. After Skull extraction, there are still some parts 
that may cause some errors in our future classification. For 
solving this problem, after applying superpixel method and 
removing borders, we remove the white parts that are neighbors 
with our borders to overcome these unwelcome regions.  This 
step and further processing are illustrated in the following 
figures. At first step, the target amount for desired superpixels 
is 500, and the weighting factor asumes to be 5. Furthermore, 
borders are removed.  The results are shown below: 
  
Figure 3: MR images after applying superpixel method 
 
Figure 4: MR images after applying superpixel method and removing 
borders 
Validation 
method 
Positive 
points 
Negative points 
Hold-out Independence 
between 
training and 
test data 
data training and testing 
reduced; Large variance 
k-fold Good 
accuracy  
performance 
estimation 
 
 
estimation samples are 
small; overlapped training 
data
 
Table 1: popular cross-validation methods 
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Figure 5: MR images after applying superpixel method and removing 
borders 
 
 
Figure 6: MR images after applying superpixel and removing 
unwanted superpixels 
For the next step, Discrete 2-D wavelet transform is applied. 
 
Figure 7: Approximation decomposition of input image via one level 
2-D DWT 
 
Figure 8: Horizontal details decomposition of input image via one 
level 2-D DWT 
 
Figure 9: Vertical details decomposition of input image via one level 
2-D DWT 
 
Figure 10: Diagonal details decomposition of input image via one 
level 2-D DWT 
For next step, four above-mentioned statistical features are 
calculated within the area of each superpixel. These features are 
the most common features for investigations of MR images. 
After the manipulations which were mentioned above, feature 
extraction is done entirely, and at the last step we go through 
training SVM classifier using the cross validated dataset as 
described in previous section. Different kernel function 
including RBF, polynomial and quadratic function are 
evaluated to achieve better performance. Corresponding results 
are shown in Table2. 
 
Kernel Cross-Validation 
Method 
Accuracy 
RBF Function 10-fold 0.9965% 
RBF Function holdout 0.9957% 
Polynomial  
Function 
10-fold 0.9991% 
Polynomial  
Function 
holdout 0.9968% 
Quadratic Function 10-fold 0.9981% 
Quadratic Function holdout 0.9970% 
Table 2: Classification results using test images for different kernel 
functions 
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V. CONCLUSION 
Multiple Sclerosis occurs when myelin is attacked by the 
immune system. Myelin covers human fiber in order to protect 
the nerves and help them send messages efficiently. Without 
this protective layer, nerves are vulnerable to be damaged 
which would ultimately undermine transferring signals between 
brain and body. Doctors review a number of critical factors 
including the medical history, physical checks, neurological 
examinations, particularly those via MR imaging method in 
order to diagnose the disease. MR brain images continue to be 
a valuable and efficient tool for diagnosing Multiple Sclerosis 
disease. Due to the sensitivity of MR images, it is a difficult 
task to clinically diagnose the lesions, and it takes a long time 
to do so. So applying an automatic method for diagnosing the 
abnormal lesion would equal taking a critical step towards 
improving both the speed and accuracy of diagnosis. 
In this research, a lesion detection framework was developed 
for a procedural classification technique in MS lesions 
detection regards to MR brain images. This pipeline has been 
developed to use the statistical information and discrete wavelet 
transform to extract highly relevant features and SVM classifier 
to discriminate the normal and abnormal regions. Furthermore, 
to reduce calculation complexity and increasing the 
performance of the proposed method, superpixel segmentation 
algorithm has been applied.  In this research, real datasets with 
70 cases were used. Also, in this dataset, 35 of MR images are 
from MS patients with a brain lesion, and 35 MR images are 
from healthy subjects. The sources of these datasets are from 
the Amirkabir Hospital, Arak, Iran. Besides FLAIR images 
have been used for segmentation. 
For summarizing the algorithm, the initial step includes pre-
processing methods for noise reduction and removing unwanted 
regions from MR brain images. At this step, which is a critical 
and vital step to proceed, we used BET application and 
binarization. Furthermore, we applied superpixel segmentation 
method for segmentation and removing the pixels that lack 
information and may cause an error in our classification. This 
step increases our performance and accuracy. Also, for feature 
extraction, discrete wavelet transform along with statistical 
features have been applied, and PCA is used to reduce the 
features that have no valuable data for us and may create 
problems in our final results. Finally by applying popular cross 
validations methods, the accuracy were checked. This new 
classification method was able to distinguish the normal and 
abnormal regions in MR brain images with an overall efficiency 
of 99%. 
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