Abstract-This paper focuses on the interaction and integration of several critical components of a Mobile Ad-Hoc Network (MANET) using smart antenna systems. A MANET is a wireless network where the communicating nodes are mobile and the network topology is continuously changing. One of the central motivations for this work comes from the observed dependence of the overall network throughput on the design of the adaptive antenna system and its underlying signal processing algorithms. In fact, a major objective of this work is to study and document the overall efficiency of the network in terms of the antenna pattern and the length of the training sequence used by the beamforming algorithms. This study also considers in sufficient detail problems dealing with the choice of direction of arrival algorithm and the performance of the adaptive beamformer in the presence of antenna coupling effects. Furthermore, the paper presents strategies and algorithms to combat the effects of fading channels on the overall system.
I. INTRODUCTION
T HE DEMAND for increased capacity in wireless networks motivated recent research toward wireless systems that exploit space selectivity [1] . As a result, there are many efforts on the design of "smart" antenna arrays. For example, research on antenna design has focused in the selection of attractive radiating elements and antenna architecture that can accommodate the physical and electrical requirements of the system [2] , [3] . Signal processing aspects of smart antenna systems has concentrated on the development of efficient algorithms for DOA estimation and adaptive beamforming. To facilitate the reader, a list of acronyms is provided in Table I . Recent work on DOA estimation is reported in [4] - [7] . On the other hand, algorithms for adaptive beamforming have departed from the classical LMS type beamformers [8] to more sophisticated CMAs [9] and "eigen-projection algorithms" [10] . Other issues that have been examined are the effects of mutual coupling [11] - [14] on adaptive algorithms and combating the effects of fading channels on the overall system [15] - [18] .
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Unlike previous published work that covered each area individually (antenna-array design, signal processing, and communications algorithms and network throughput) for smart antennas, this paper presents a comprehensive effort on smart antennas that examines and integrates antenna-array design, the development of signal processing algorithms (for angle of arrival estimation and adaptive beamforming), strategies for combating fading, and the impact on the network throughput. In particular, this study considers problems dealing with the impact of the antenna design on the network throughput and the impact of mutual coupling on the performance of the adaptive algorithm. In addition, fading channels and tradeoffs between diversity combining and adaptive beamforming have been examined as well as channel coding to improve the system performance.
The main goal of this project is to design smart antennas for Mobile Ad-Hoc Network (MANET) devices operating at a frequency of 20 GHz. This objective was instrumental in selecting elements that can conform to the geometry of the device and an array architecture that could control the radiation pattern both in azimuth and elevation directions. Consequently, this resulted in the selection of microstrip patches arranged in a planar configuration. In addition, the number of radiating elements were chosen to meet beamwidth requirements while maintaining reasonable costs and complexity for hardware implementation. Mutual coupling effects between antenna elements are also being considered as they affect the performance of the beamforming and DOA algorithms. Mutual coupling results in radiation patterns that have shallower and shifted nulls and less accurate angles of arrival, thus deteriorating the overall performance of the smart antenna system.
To analyze the average network throughput, a channel access protocol is proposed for MANETs employing smart antennas. The proposed protocol is based on the MAC protocol of IEEE 802.11 WLANS for TDMA environment [19] . Results showing different network throughputs are given for different number of elements in a planar antenna array and different radiation patterns. Moreover, the network throughput analysis is extended to impose guidelines on the beamforming algorithm convergence rate. Finally, the performance of the adaptive algorithms, i.e., the DMI algorithm and the LMS algorithm, in Rayleigh-fading channels is examined.
II. ANTENNA DESIGN
The type of antenna element considered in this project is a microstrip antenna (also known as a patch antenna), since it is 0018-926X/02$17.00 © 2002 IEEE TABLE I  LIST OF ACRONYMS intended to be conformally mounted on a smooth surface or a similar device. For a microstrip antenna, the method of analysis selected is the full-wave IEM/MoM. In particular, the MoM code Ensemble (a simulation software package by Ansoft Corporation used for the analysis and design of RF, wireless circuit and planar antennas) has been used in the analysis and design of the planar microstrip array. Furthermore, MoM also considers mutual coupling effects between the elements. These effects deteriorate the performance of the adaptive algorithms (beamforming and DOA) used to adjust the excitations (magnitudes and phases) in an array [11] - [14] .
Given an array of identical elements, the total array pattern, neglecting coupling, is represented by the product of the single element pattern of the electric field and the array factor [20] . A planar array configuration was chosen because of its ability to scan in three-dimensional (3-D) space. For an identical elements with uniform spacing placed on the -plane, as shown in Fig. 1 , the array factor is given by [20] (1) where represents the complex excitations of the individual elements and ( , ) represents the angles of maximum radiation. It is the 's that the adaptive beamforming algorithms adjust to place the maximum of the main beam toward the SOI and nulls toward the SNOIs.
For narrow-beamwidth designs, the main beam can resolve the SOIs more accurately and allow the smart antenna system to reject more SNOIs. Although, this may seem attractive for a smart antenna system, it has the disadvantage, because of the large number of elements that may be needed, of increasing the cost and the complexity of the hardware implementation. Moreover, larger arrays require more training bits and hence the overall throughput is also affected. Therefore, this tradeoff is examined based on the needs of the network throughput, and it has been found that a planar array of 8 8 antenna elements gives the necessary throughput for the MANET of this project; this will be revisited in detail later in Section V.
The microstrip array of this project was designed to operate at a frequency of 20 GHz using a substrate material of silicon with a dielectric constant of 11.7 and a loss tangent of 0.04, a thickness of 0.3 mm and an input impedance of 50 . Using Ensemble, the physical dimensions of the final design of the rectangular patch are listed in Fig. 1 and the magnitude of versus frequency (return loss) is shown as a verification of the design in Fig. 2 . The E-plane and the H-plane far-field patterns of a single microstrip element, for the design of Fig. 1 , are shown in Fig. 3 .
Using the dimensions of the single patch antenna, a planar array of 8 8 microstrip patches, also shown in Fig. 1 , with interelement spacing of (half-wavelength) where is 1.5 cm was designed. The interelement spacing of at least is necessary so that the signals received from different antenna elements are (almost) independent in a rich scattering environment (more precisely, in a uniform scattering environment [21] ). In such cases, the antenna arrays provide performance improvement through spatial diversity.
Once the antenna array design is finalized, the DOA algorithm computes the angle of arrival of all signals based on the time delays which, for an planar array shown in Fig. 1 , are computed by (2) where is the speed of light in free space.
A. Mutual Coupling
The impedance and radiation pattern of an antenna element changes when the element is radiating in the vicinity of other elements causing the maximum and nulls of the radiation pattern to shift and usually some deterioration in the overall pattern. Furthermore, these detrimental effects intensify as the interelement spacing is reduced [11] , [20] . Consequently, when these effects are not taken into account by the adaptive algorithms (beamformer and DOA), the overall system performance will degrade severely as discussed in Sections III-A and III-B.
To quantify mutual coupling, the expression (3) is adopted [11] . In (3), is the identity matrix, is the impedance matrix obtained using Ensemble and is the load impedance (i.e., 50 ). This expression describes how the individual antenna elements are coupled with one another, which is the information needed to compensate for the mutual effects by the adaptive beamforming algorithm as discussed in Section III-B.
III. ADAPTIVE SIGNAL PROCESSING ALGORITHMS
The unitary ESPRIT algorithm [6] was chosen as the DOA algorithm for this project. Following the DOA, the adaptive beamformer is introduced and modified to generate weights that account for mutual coupling. The performance of the beamformer over AWGN channels and of the optimal combiner for Rayleigh-fading channels is analyzed.
A. DOA
After the antenna array receives all the signals from all directions, the DOA algorithm determines the directions of all impinged signals based on the time delays implicitly supplied by the antenna array using (2) . Then, the DOA algorithm supplies this information to the beamformer to orient the maximum of the radiation pattern toward the SOI and to reject the interference by placing nulls toward their direction.
The most popular type of DOA algorithms for uniform planar arrays is the ESPRIT. Some of the recent contributions in this area include [5] - [7] . In the original version of the ESPRIT algorithm [22] , only a single invariance is exploited, which is good for estimating DOAs in a single dimension but not azimuth and elevation angles as needed for planar arrays. Shortly after the development of the first version of ESPRIT, a multiple invariance TABLE II  SIGNALS USED TO TEST THE SMART ANTENNA SYSTEM   TABLE III  ESPRIT SIMULATION RESULTS FOR THE TWO CASES OF TABLE II relation was developed in [23] . This MI-ESPRIT exploits multiple invariances along a single spatial dimension and it is based on the subspace fitting formulation of the DOA problem [24] . The disadvantage of MI-ESPRIT is that it involves the minimization of a complex, nonlinear cost function using an iterative Newton method. The MI-ESPRIT method was extended from the one-dimensional (1-D) DOA case to computation of both azimuth and elevation directions in [7] where approximations were used to get a suboptimal solution of the subspace fitting problem. Later in [6] , the unitary ESPRIT was presented for DOA estimation for uniform rectangular arrays, which eliminated the nonlinear optimization and provided a closed-form solution for the azimuth and elevation angles. The algorithm in [7] and the two-dimensional (2-D) unitary ESPRIT algorithm focus on computing the azimuth and elevation angles while neglecting to provide a good algorithm for computing a basis for the signal subspace. They simply suggest the use of an unstructured eigendecomposition of the data matrix. In [25] , Strobach first recognized that the structure of the signal subspace could be exploited to provide more accurate estimates of the signal subspace, which in turn resulted in more accurate DOA estimates. The algorithm that uses this equirotational stack structure of the signal subspace to estimate the DOAs is known as the ES-ES-PRIT [26] .
The unitary ESPRIT algorithm has been implemented as the DOA algorithm for this project. Using the signals of Table II as input signals to the ESPRIT, it has been observed to give accurate results in the presence of noise and mutual coupling (see Table III ). In the unitary ESPRIT algorithm for the planar array, the azimuth and elevation angles are computed by stacking the received data vectors and computing a basis for the signal subspace. Next, the least squares solution of the following two equations of the form (4) is obtained. The columns of contain a basis for the signal subspace and the matrices are sparse matrices that depend on the symmetric geometry and size of the array. The matrices and are the rotational operators of the rotational invariance relation and are the solutions to (4). The azimuth angles ( ) are obtained from the eigenvalues of and the elevation angles ( ) from the eigenvalues of . Details of this algorithm can be found in [6] .
B. Adaptive Beamforming
Using the information supplied by the DOA, the adaptive algorithm computes the appropriate complex weights to direct the maximum radiation of the antenna pattern toward the SOI and places nulls toward the SNOIs.
There are several general adaptive algorithms used for smart antennas [27] , [28] and they are typically characterized in terms of their convergence properties and computational complexity. The simplest algorithm is the DMI algorithm where the weights are computed from the estimate of the covariance matrix [8] . The accuracy of the estimate of this matrix increases as the number of data samples received, allowing more accurate weights to be computed. Another practical adaptive algorithm is the LMS, which is different from the DMI because it does not directly invert the covariance matrix [8] . The CMA is another popular algorithm that is used for constant-modulated envelope signals [9] . It is also used in blind adaptive algorithms when no training sequence is transmitted which is an advantage for saving bandwidth. Moreover, it is successful in eliminating multiple correlated arrivals.
The adaptive beamforming algorithm chosen in this project is the LMS for its low complexity [8] . The LMS algorithm is an approximation of the steepest descent method using an estimator of the gradient instead of the actual value of the gradient. This simplifies considerably the calculations to perform and allows the LMS algorithm to be performed in real time.
Based on the array geometry of Fig. 1 , the signal received by the array is given by (5) where is the desired signal matrix, is the th interfering signal matrix and is the additive noise matrix with independent and identically distributed (i.i.d.) complex Gaussian entries with zero mean and variance 0.5 per complex dimension and is the number of interferers. Let and denote the desired and the interfering signals, respectively, such that their power is normalized to unity, i.e., and . Hence, the received signal vector can be written as (6) where and are the desired and th interfering signal propagation matrices and and are the received desired signal to noise ratio and th interference to noise ratio. Note that the received powers are normalized so that represents the desired SNR.
Arranging the input signals in a column vector , the LMS algorithm computes the complex weights iteratively using [8] ( 7) where is a sample of the desired signal (i.e., the SOI) at the th iteration. In (7), denotes the step size, which is related to the rate of convergence; in other words, how fast the LMS algorithm reaches steady state. The smaller the step size, the longer it takes the LMS algorithm to converge; this would mean that a longer training sequence would be needed reducing the bandwidth. Therefore, plays a very important role in the network throughput, as it will be discussed later in Section V.
The complex weights , computed in (7), are the ideal weights in the absence of mutual coupling. When these complex weights are used in the presence of mutual coupling, degraded far field patterns are obtained unless the weights are compensated to account for coupling. In [11] , these effects are modeled as a multiplication process of the inverse mutual coupling matrix (i.e., ) in (3) and the input signals . Thus, in order for the LMS to generate compensated weights that cancel these effects, the inverse process needs to be applied; that is, the input signals in (7) must be multiplied by [12] . Two simulations are performed using the signals of Table II . The results of the ESPRIT algorithm are given in Table III and it can be inferred that the ESPRIT performance is affected more by coupling than the AWGN. Then, to illustrate how the adaptive beamformer shapes the radiation pattern from the information supplied by the DOA algorithm and how compensation for mutual coupling improves the SINR, the signals of Table II are used. For Case 1, the resulting E-plane patterns are shown in Fig. 4(a) . The first pattern (solid thin line) illustrates how well the LMS algorithm rejects the interferer at , while placing the maximum of the radiation pattern toward the SOI at in the absence of mutual coupling. The second pattern (dashed line), generated using the ideal (uncompensated) excitations of the LMS in Ensemble, shows the undesired effects of mutual coupling, such as a shallow and shifted null at the location of the SNOI. On the other hand, when these excitations are compensated for mutual coupling, Ensemble shows an improvement of 6.3 dB at the location of the SNOI [see solid thick line in Fig. 4(a) ]. For the second case listed on Table II , the plane radiation patterns of Fig. 4(b) , show similar results. Here, an improvement of 8.1-dB is observed at the location of the SNOI of the compensated pattern (solid thick line) over the uncompensated one (dashed line). Therefore, weights that take mutual coupling into account result in improved system performance.
C. Beamforming and Diversity Combining for AWGN Channel
In this section, another method of beamforming that maximizes the SINR at the receiver without using the DOA information directly is considered. The solution in this case can be given by (8) where is the reference signal correlation vector and is the covariance matrix of the received signal. Equation (8) is referred as the Weiner-Hopf equation. For the details of the implementation see [29] . Table II. The performance of an adaptive array using the LMS algorithm with BPSK modulation is first evaluated over an AWGN channel where the received signal is corrupted only by the additive white Gaussian noise. The desired and the interfering signals are assumed to be perfectly synchronized, which can be considered as worst case assumption. It is also assumed that the interfering signals and desired signal have equal power. In Fig. 5 , the BER results for the array of Fig. 1 operating over an AWGN channel are presented. For both cases of Table II , the length of the training sequence was selected to be 60 symbols and the step size parameter, , was selected such that the degradation in the output SNR due to excess MSE is less than 1 dB [30] . Both cases show that the adaptive antenna array using the LMS algorithm can suppress one interferer without any performance loss over an AWGN channel.
D. Beamforming and Diversity Combining for Rayleigh-Fading Channel
Wireless communication systems are characterized by timevarying multipath propagation channels, which are typically Table II. modeled as "fading channels." Fading, if not mitigated by powerful signal processing and communication techniques, degrades the performance of a wireless system dramatically. In order to combat fading, the receiver is typically provided with multiple replicas of the transmitted signal, which is known as diversity [30] . If the replicas fade (almost) independently of each other, the transmitted information will be recovered with high probability since all the replicas will not typically fade simultaneously. An effective diversity technique is the space diversity where multiple transmit and/or receive antennas are used. At the receiver, if the separation between antenna elements is at least , the signals received from different antenna elements are (almost) independent in a rich scattering environment (more precisely, in a uniform scattering environment [21] ) and hence, in such cases, the antenna arrays provide performance improvement through spatial diversity. For a fading channel, the array of propagation vectors are random with statistics that depends on the channel characteristics, i.e., they do not represent the steering vectors. For the fading channels considered in this project, a Rayleigh-fading channel is assumed; that is, the entries of the propagation vectors are assumed to be zero mean complex Gaussians random variables (with variance 0.5 per complex dimension).
This section explores the performance of adaptive antenna arrays over fading channels. Here, the optimum combining scheme is considered in which the signal received by multiple antennas are weighted and summed such that the desired SINR at the output is maximized. The implementation of the optimum combining scheme of [31] , [32] has been used to combine the signals. The scheme has been implemented using the LMS algorithm [33] discussed in Section III-B. During the transmission of the actual data, the weights are updated using the "imperfect" bit decisions as the reference signal, i.e., the LMS algorithm is used in the tracking mode. In Fig. 6 , the performance of the LMS algorithm over a Rayleigh flat fading channel is presented. For both cases of Table II , a filtered Gaussian model [21] was used with a first-order low-pass filter in order to simulate the fading channel. The length of the training sequence was again set to 60 symbols but transmitted periodically every 940 "actual" data symbols (i.e., 6% overhead). The BER results show that when the Doppler spread of the channel was 0.1 Hz, the performance of the system degraded about 4 dB if one equal power interferer was present compared to the case of no interferers. If the channel faded more rapidly, it was observed that the LMS algorithm performs poorly. For example, the performance of the system over the channel with 0.2 Hz Doppler spread degraded about 4-dB at a BER of 10 compared to the case when the Doppler spread was 0.1 Hz. An error floor for the BER was observed for SNRs larger than 18 dB. For a relatively faster fading in the presence of an equal power interferer, the performance of the system degrades dramatically implying that the performance of the adaptive algorithm depends highly on the fading rate. Furthermore, if the convergence rate of the LMS algorithm is not sufficiently high to track the variations over rapidly fading channel, adaptive algorithms with faster convergence should be employed.
IV. TCM FOR ADAPTIVE ARRAYS
To further improve the performance of the system, TCM [34] schemes are used together with the adaptive arrays (refer to [29] for details). In this scheme, the source bits are mapped to channel symbols using a TCM scheme and the symbols are interleaved using a pseudo-random interleaver in order to uncorrelate the consecutive symbols to prevent bursty errors. The actual transmitted signal is formed by inserting a training symbol sequence to the data sequence periodically.
The signal received by the adaptive antenna array consists of a faded version of the desired signal and a number of interfering signals plus AWGN. The receiver combines the signals from each antenna element using the LMS algorithm. During the transmission of the data sequence, a decision directed feedback is used as it was done in the previous section. The combined receiver output at time is given by: where and are the weight vector and received signal vector at time , respectively. After deinterleaving, the sequence of the combiner outputs is used to compute the Euclidean metric Re for all possible transmitted symbols . The set of branch metrics is then fed into the Viterbi decoder.
A trellis coded QPSK modulation scheme based on an eightstate trellis encoder was considered [29] . The performance of the TCM system over an AWGN channel is shown in Fig. 7 . For this case, the length of the training sequence is also 60 symbols. In Fig. 7(a) , the TCM results for Case 1 of Table II are shown, while Fig. 7(b) shows results for Case 2 of Table II . For both cases, similar performance is obtained; however, the performance of the TCM system is better than the uncoded BPSK system by about 2 dB at a BER of 10 .
The same system was then analyzed over a Rayleigh-fading channel and the BER results for Doppler spreads of 0.1 and 0.2 Hz are shown in Fig. 8 for both cases of Table II . A training sequence of length 60 symbols, which was periodically sent every 940 symbols of the actual data, with symbol rate of 100 Hz and interleaver size of 2000 symbols were used. This scheme is comparable with the uncoded BPSK modulation that has the same spectral efficiency. The BER results for the uncoded BPSK scheme over the same channel are shown in Fig. 8 . It was observed that when the Doppler spread is 0.2 Hz and there is one interferer, there is still an irreducible error floor on the BER; however, the error floor is reduced compared to the uncoded BPSK case. It can be concluded that the TCM scheme provides some coding advantage in addition to diversity advantage provided by spatial diversity.
V. SMART ANTENNA SYSTEMS FOR MOBILE AD HOC NETWORKS (MANETS)
In MANETs, the use of directional beams for communication results in reduced interference and hence improved capacity. To facilitate the use of smart antennas in a MANET, nodes must be capable of estimating the direction of the desired node. A few approaches to this problem are suggested in [35] and [36] that use a GPS or the direction of maximum received power. However, with smart antennas it is possible to detect the incoming signals using DOA estimation techniques such as MUSIC and ESPRIT algorithms [22] , [37] , or using LMS-type beamforming algorithms.
The MAC protocol proposed in this work, allows nodes to exchange training packets before the data transfer. Nodes start with the isotropic mode of antennas and switch to the directional mode by the end of the training period. Data transfer takes place in the directional mode of antennas. To accomplish this, antennas should be able to operate in both isotropic and directional modes.
A. The Protocol
The proposed channel access protocol exploits the fact that the interference from a node using directional antennas is low and allows its neighbors to access the channel if the sensed signal power is below a certain threshold. The protocol is based on IEEE 802.11 MAC [19] for TDMA environment and it is exhibited in Fig. 9 whose details can be found in [38] . It should be emphasized that the introduction of training packets incurs an overhead in the data traffic. If the beamforming algorithms are slow to converge, the required training packet length will be longer, leading to lower network capacity. Similarly, the antenna parameters such as the array size and the excitation distribution affect the capacity. The following section presents some simulation results that show how the capacity of MANETs depends on these parameters.
B. Simulations
The main objective of the simulations is to qualitatively analyze the capacity improvement in MANETs when smart antennas are used for communication. The simulations also study the dependence of capacity on various antenna patterns and the length of the training packets. Following are the definitions of the estimated parameters in the simulations.
• Average network throughput ( ) is defined as the average number of successfully transmitted packets in the network during a packet time.
• Average load ( ) is defined as the average number of packets generated in the network during a packet time.
• Average packet delay ( ) is the average delay experienced by a packet before it is received by the destination. An ad hoc network of 55 nodes was chosen. OPNET Modeler/Radio tool (a simulation software package by OPNET Technologies, Inc., used to study, design, and develop communication networks, devices, and protocols) is used to simulate the network. The load at each node is assumed to be Poisson distributed. Table IV shows the values used in simulations for various packet lengths and time intervals specified in the protocol. All packet lengths are normalized to the payload or DATA packet length. Packet lengths of TXTRN and RXTRN are made variable to analyze the performance of the protocol for different training periods.
Network capacity for various antenna patterns is evaluated in order to guide the antenna design for high network capacity. The training packet length is chosen to be 10% of the payload (DATA) length. Average network throughput ( ) is measured for planar arrays of size 8 8 and 4 4 with Chebyshev and Uniform excitation distributions. Fig. 10 shows versus for various antenna patterns. The Chebyshev arrays were designed for a 26-dB sidelobe level. Neither the uniform nor the Chebyshev pattern has been adopted to place a null toward the SNOI. It can be seen that the throughput for the case of the 8 8 array size is greater compared to the 4 4 array size and also the Chebyshev arrays provide slightly greater throughput than their respective uniform arrays. These can be attributed, respectively, to smaller beamwidths of the 8 8 arrays (compared to the 4 4 arrays) and lower sidelobes of the Chebyshev arrays (compared to the uniform arrays). In both cases, the smaller beamwidths and lower sidelobes lead to lower cochannel interference.
Network capacity for various training packet lengths is evaluated in order to guide the design of beamforming algorithms for high network capacity. Each node is assumed to be equipped with an 8 8 planar array of microstrip patch antennas with Chebyshev ( 26-dB sidelobes) excitation distribution. Figs. 11  and 12 show versus and versus , respectively, for the cases when training packet length is 6%, 10%, and 20% of payload using a Chebyshev design ( 26-dB sidelobes). As can be seen, the network throughput drops and the packet delays increase rapidly with increasing training packet size. Also, from these figures it can be observed that the throughput of the network is higher when smart antennas are used instead of isotropic antennas.
The network throughput is further analyzed using an LMS algorithm generated pattern as shown in Fig. 4(a) . This throughput is compared in Fig. 13 to the throughput of a standard Chebyshev antenna pattern ( 26-dB sidelobes), which does not have an adaptive null toward the SNOI. From this figure, it can be concluded that the adaptive LMS beamforming algorithm, leads to higher throughput by suppressing the interference (placing a null toward the SNOI) while the Chebyshev pattern does not have a null toward the SNOI. 
VI. CONCLUSION
From the results obtained in this project, it is possible to provide certain guidelines for the design of smart antenna systems for optimum capacity in MANETs. Antenna parameters, such as array size and excitation distribution, can be chosen to meet the capacity requirements for a network, based on the simulation results. From these simulation results, it can be concluded that 1) radiation patterns with smaller beamwidths result in higher network capacity, 2) radiation patterns with lower sidelobes can further improve network capacity, and 3) adaptive radiation patterns (i.e., capable of placing nulls toward the SNOIs) usually produce higher network capacity compared to patterns with lower sidelobes but no nulls toward the SNOI. Also, since there is a tradeoff between the network capacity and the training packet length, these simulations assist in choosing a suitable value for the training packet length without compromising on the network capacity. The training period places an upper bound on the convergence speed of the beamforming and DOA estimation algorithms serving as a guideline for the algorithm design. The results show that training periods greater than 20% reduce the throughput considerably; therefore, it can be inferred that fast beamforming algorithms are critical for high-network capacity.
Employment of smart antenna systems in MANETs creates a wide scope for enhancing the network capacity. Through the design of efficient channel access protocols, spatial diversity of smart antennas can be exploited to increase the capacity of an ad hoc network. However, the design of such protocols requires a careful consideration of the system aspects of the smart antenna technology. In this work, a channel access protocol is suggested for MANETs employing smart antennas to communicate. This protocol is built based on the MAC protocol of IEEE 802.11 WLANS [19] for TDMA environment. The protocol facilitates the use of smart antennas and decreases cochannel interference, thereby increasing the capacity of the network. In addition, accounting for the effects of mutual coupling produces radiation patterns with deeper nulls at the location of the SNOIs. Consequently, this increases further the network throughput.
Finally, it has been shown that in slow fading channels, the performance of the DMI and LMS algorithms is similar. However, in fast fading channels the LMS algorithm is not as effective. Therefore, in such cases, it is suggested to initially use the DMI algorithm in acquisition and then use the LMS algorithm in the tracking mode. Furthermore, the system performance is improved significantly when TCM is combined with antenna diversity. In 1997, he joined the Department of Electrical Engineering at Arizona State University, Tempe, as a Faculty Member. His primary research interests include the design and analysis of controlling policies for bandwidth management in integrated services wireless communication networks, multihop packet radio networks, and large-scale network models.
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