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Abstract
We have developed an application and implemented parallel algorithms in order to provide a computational
framework suitable for massively parallel supercomputers to study the unitary dynamics of quantum systems. We
use renowned parallel libraries such as PETSc/SLEPc combined with high-performance computing approaches
in order to overcome the large memory requirements to be able to study systems whose Hilbert space dimension
comprises over 9 billion independent quantum states. Moreover, we provide descriptions on the parallel approach
used for the three most important stages of the simulation: handling the Hilbert subspace basis, constructing a
matrix representation for a generic Hamiltonian operator and the time evolution of the system by means of the
Krylov subspace methods. We employ our setup to study the evolution of quasidisordered and clean many-body
systems, focussing on the return probability and related dynamical exponents: the large system sizes accessible
provide novel insights into their thermalization properties.
1 Introduction
In the last 20 years the study of how quantum sys-
tems may or may not reach equilibrium has received a
renovated interest. This is due mainly to experimental
progress in maintaining mesoscopic quantum systems
isolated from the environment (i.e. from decoherence)
be they cold atoms in optical traps [1], arrays of su-
perconducting qubits [2] or impurities in crystals [3].
During the early years of quantum mechanics, it was es-
tablished that equilibrium states of ergodic systems [4]
must be effectively described with proper quantum sta-
tistical mechanics models. The modern view building
on those early works is contained in the so-called “eigen-
state thermalization hypothesis” [5]. However, the pre-
cise mechanism of how these states can be reached by
local dynamics that follow microscopic laws is yet to
be understood (see [6, 7] for a review) and counterex-
amples to widely held conjectures about thermaliza-
tion are being found, for example when quenched disor-
der is present in the system. Systems with quenched
disorder might be constructed (and are indeed quite
natural) to effectively behave like integrable systems
[8, 9, 10, 11, 12], with their time evolution constrained
to the conservation of extensively many local observ-
ables. These counterexamples have spurred a sort of
dissonance between a microscopic description based on
the Schro¨dinger equation of quantum mechanics and
one that employs the classical ensembles from statis-
tical mechanics, and have raised many conceptual ques-
tions, for example what are the nature and properties
of such dynamical quantum phase transitions between
thermalizing and non-thermalizing phases of matter.
Lacking a quantum computer, simulating unitary
time evolution of quantum dynamical systems on a clas-
sical computer is − both in conceptual and computa-
tional terms − a very demanding task. Given that
studying quantum many-body systems out of equilib-
rium allows us to probe questions on the foundation of
statistical mechanics and condensed matter theory, we
provide one such quantum simulator that may be em-
ployed for theoretically analyzing the efficacy of quan-
tum computing as well as other quantum technologies;
a platform to perform numerical operations and simula-
tions involving these systems is indeed very important
to current research [7].
As rapid growth of entanglement is the main obsta-
cle to simulating a quantum system on a classical com-
puter, there are few techniques for calculating the time
evolution of a quantum systems, mainly of two kinds.
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The first kind assumes that entanglement will be small
during the whole evolution and uses an approximate
form of the wave function. These algorithms fall under
the umbrella of density-matrix renormalization group
evolution or tDMRG (see [13] for a review). The second
kind does not make this assumption and handles, from
the very beginning, the largest possible wave function
which can fit given the computational resources. The
first kind of algorithms is suited for evolving states close
to the ground state. One is practically guaranteed that,
for most models, the entanglement between a subregion
A and a subregion B of the system is bounded by the
number of points at the boundary of A and B. However,
as far as the aforementioned thermalization properties
are concerned, staying away from the ground state of
the system is more pertinent and, for such questions,
the tDMRG method will quickly fail.
One is then led to consider the second category of al-
gorithms, which store the entire wave function in mem-
ory without making any assumption on its entangle-
ment structure to begin with. A typical approach in
this category is then to perform full diagonalization of
the Hamiltonian, to obtain eigenvalues and eigenvectors
and use these to evolve the initial state up to a given
time t. However, for relatively large systems this prac-
tice is computationally problematic when it comes to
actual computing times and memory requirements. A
way out is the method of Krylov subspace techniques, of
which a massively parallelized, effective implementation
is the argument of this paper.
This paper is arranged as follows: Section 2 provides
a brief background on the physics of the problem; we
describe the implementation and approaches in Section
3; Section 4 comprises the Results and analysis, while
Section 5 is devoted to Performance analysis of our im-
plementation.
2 Background
In order to solve the quantum N body problem in
the framework of a quantum lattice system, sparse ma-
trix algorithms are usually applied to solve for its cor-
responding properties and (eigen)states. A transforma-
tion of the considered many-particle Hamiltonian needs
to be performed, in the language of the second quan-
tization, into a sparse Hermitian matrix [14]. Diverse
models are under study to further our understanding
of such slow or non-thermalizing systems, such as the
many body localization phenomenon [15, 16] and to
evaluate real-time dynamics of lattice gauge theories
[17], to name a few; here such a transformation to sparse
Hermitian matrices is common to study their dynamic
properties.
Models. — We focus our attention on a paradigmatic
model for studying transport in one-dimensional system
to illustrate the procedure of the parallel algorithms and
implementation; namely, a system of one-dimensional
hardcore bosons model with nearest neighbor hopping
t and nearest neighbor repulsion V and an onsite qua-
sidisordered potential of strength h, described by
Hˆ = t
L−1∑
i=1
(cˆ†i cˆi+1 + cˆ
†
i+1cˆi)
+ V
L−1∑
i=1
(nˆinˆi+1) + h
L−1∑
i=1
(nˆi cos(2piβi+ φ)) (1)
where cˆ†i is the bosonic creation operator, cˆi is the
bosonic destruction operator and nˆi is the bosonic
counting operator such that nˆi ≡ cˆ†i cˆi; β is the inverse
of the golden ratio given by
√
5−1
2 , φ is an arbitrary
phase, and L is the linear size of the physical chain. In
this work we restrict to lattices with sizes corresponding
to Fibonacci numbers (L = Fn+1) so that the disorder
term completes a cycle along the length of the chain if
β is chosen as the ratio of successive Fibonacci numbers
i.e. β =
Fn
Fn+1
.
The two main limits of the above Hamiltonian that
we consider are as follows: (i) The XXZ Hamiltonian
with h = 0, V 6= 0 is a canonical integrable model for
investigating transport and conservation laws in one-
dimensional systems, with V = 0 corresponding to the
case of free particles; (ii) The Aubry-Andre´ model with
V = 0, h 6= 0 is a quasidisordered model [18] which
shows an Anderson delocalization-localization transi-
tion at all energy scales when h = 2.
In such a system the operation Hˆ |Ψ〉 returns a linear
combination of other states in the Hilbert space basis,
and so a Hamiltonian matrix can be constructed for
the specific operator at hand. The result is a (usu-
ally very large) sparse Hermitian matrix. In this frame-
work, an initial state can be prepared in order to study
the system’s unitary time evolution described by the
Schro¨dinger equation:
i~
∂
∂t
|Ψ(r, t)〉 = Hˆ|Ψ(r, t)〉 (2)
2
2.3 Representation of initial workflow
Given a system with L sites and N particles
Hamiltonian matrix representationHilbert space basis Time evolution
Based on a lexicographical com-
putation of binary objects, all
permutations for any given num-
ber of particles and sites in the
lattice are considered and stored in
memory, with a given distribution
Sparse matrix in which only
the non-zero values are stored.
A full distribution in both
computation and memory
Computation using the Krylov
subspace iterative methods
and irreducible Padè approx-
imations, fully distributed
4
Figure 1: Brief summary of the parallel design for construction of the Hamiltonian and implementation of time-
evolution of the system.
with the corresponding solutions given by
|Ψ(t)〉 = e−iHˆt/~ |Ψ(t = 0)〉 (3)
From here on we set the Planck’s constant ~ = 1, and
the spatial index r is suppressed.
Basis representation. — The full Hilbert space of the
system comprises 2L states corresponding to the pres-
ence or absence of a boson on each site. The Hamilto-
nian in Equation (1) is U(1) symmetric, thereby allow-
ing us to focus on individual subspaces which are not
connected by the Hamiltonian. A proper representation
of the basis vectors of the Hilbert subspace of dimension
D needs to be devised in order to perform operations on
the computer and to create a matrix representation of
the Hamiltonian operator. In particular, for the case of
the hardcore bosons described before, the dimension of
each of these subspaces is given by D = L!/N !(L−N)!,
where N denotes the number of bosonic particles.
A common approach that can be used consists in as-
signing an integer value to each of the basis states of
the subspace. In this representation, each of the states
correspond to a value in a memory buffer that can be
traversed by lookup algorithms. For instance, for the
case of L = 4 and N = 2, the states are represented by
|0011〉 → 3
|0101〉 → 5
|0110〉 → 6
|1001〉 → 9
|1010〉 → 10
|1100〉 → 12,
(4)
where 0(1) indicates the absence (presence) of a bo-
son on that site.
This is a very useful scheme to represent the basis
states, given that integer values are easier to work with
3
Algorithm 1 Parallel distribution
procedure Distribution(PetscInt &nlocal, PetscInt &start, PetscInt &end)
nlocal = basis size / mpisize
PetscInt rest = basis size % mpisize
if rest && (mpirank < rest) then
nlocal + +
end if
start = mpirank * nlocal
if rest && (mpirank >= rest) then
start += rest
end if
end = start + nlocal
end procedure
than binary objects. In particular, if the basis is stored
as a contiguous memory buffer effective lookup algo-
rithms can be used to search for a specific element; even
more so if the elements are sorted . For instance, a bi-
nary lookup could be used to search for an element of
an array of size N with complexity O(logN), compared
to the complexity of O(N) for an element-by-element
lookup.
Krylov subspace methods. — Applying the method-
ology described, the problem translates to evaluate the
exponential of a large sparse matrix for the system.
We can apply the technique of Krylov subspaces in
order to avoid full diagonalization. With this ap-
proach we approximate the solution to Equation (2)
using power series. The optimal polynomial approxi-
mation to |Ψ(t)〉 from within the Krylov subspace (de-
noting |Ψ0〉 ≡ |Ψ(t = 0)〉),
Km =span
{|Ψ0〉 , H |Ψ0〉 , H2 |Ψ0〉 . . . , Hm−1 |Ψ0〉} ,
(5)
is obtained by an Arnoldi decomposition of the ma-
trix Am = V
T
mHVm where m is dimension of the Krylov
subspace, such that m  D. That is in order to at-
tain convergence, only a much smaller dimension of the
Krylov subspace is required in comparison to the di-
mension of the Hilbert subspace [19].
The desired time-evolved solution is then well-
approximated by
|Ψ(t)〉 ≈ Vmexp(−itAm) |e1〉 , (6)
where |e1〉 is the first unit vector of the Krylov sub-
space. The much smaller matrix exponential is then
evaluated using irreducible Pade` approximations [15].
It has been established that this approximation is better
than the m-fold Taylor expansion and it has been shown
[19] that the error in the Krylov method behaves like
O(em−t||A||2(t||A||2/m)m) when m ≤ 2t||A||2, which in-
dicates that the technique can work quite well even for
moderate m if a time-stepping strategy is embedded in
the process along with error estimations. The algorithm
to evaluate the numerical method has been extensively
described by [19].
3 Implementation
We start with a one-dimensional lattice quantum sys-
tem described by the size of the grid, the number of
particles present in the system and a given Hamilto-
nian operator, such as the one described by Equation
(1). The successive step is to create a representation of
the Hilbert subspace, which can be done using integer-
binary operations on the computer as explained previ-
ously. The method we use for this is through a lexi-
cographic computation of next bit permutations, this
provides a fast way of computing all the possible com-
binations in a sorted manner, therefore avoiding the re-
quirement of sorting algorithms for later lookup rou-
tines.
The matrix representation and construction of the
Hamiltonian operator rests on this basis. This requires
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Algorithm 2 Next permutation of bits
1: procedure ConstructIntBasis(LLInt *int basis)
2: LLInt w . Next permutation of bits for construction of the basis
3: LLInt smallest = smallest int() . Smallest int of the basis
4: int basis[0] = smallest
5: for LLInt i = 1 to basis size − 1 do
6: LLInt t = (smallest | (smallest −1)) +1
7: w = t | ((((t & -t / (smallest & -smallest)) >> 1) −1)
8: int basis[i] = w
9: smallest = w
10: end for
11: end procedure
to apply the Hamiltonian operator to each of the states
in the basis to get the matrix elements connecting the
states; this translates into a sparse, Hermitian matrix
that is then used for the time evolution of the given sys-
tem. A sparse storage format is required in this stage,
given that the expected sizes of the system subspace are
very large. The initial states are represented as vectors,
with a parallel distribution that needs to be consistent
with the distribution approach used for the Hamiltonian
matrix.
When it comes to the study of disordered systems,
many layers of disorder can be introduced to the sys-
tem in the form of randomness. One way to introduce
disorder to the system is to introduce randomness to
the parameters of the Hamiltonian for example, or to
use a random initial state for each simulation [20].
For the unitary time evolution of the system, there is
no requirement to construct the Hamiltonian matrix for
each time step. One can just adjust the time parameter
and evolve the system using the same Hamiltonian rep-
resentation. This is done by means of the Krylov sub-
space methods in order to obtain an evolved state: once
this time-evolved wavefunction is obtained expectation
values of any physical observable may be computed as
a function of time.
Figure 1 shows a brief description of the workflow
implemented.
External libraries and dependencies. — The de-
veloped application [21] relies on external libraries,
namely: C++ Boost ver 1.61.0 [22], PETSc ver
3.7.3 [23] for parallel matrix and vector objects and
SLEPc ver 3.7.2 [24] for time evolution routines.
PETSc was compiled using Intel MPI and Intel MKL
[25] and built to support complex datatypes, 64-bit in-
tegers and indices, FORTRAN kernels and interfaces.
Basic parallelization. — For a fully parallel compu-
tation and distribution of objects across processing el-
ements, a row distribution can be used to handle vec-
tor and matrix objects. Algorithm 1 shows a way in
which this can be accomplished. The benefit of using
this simple distribution is consistency in relation to ex-
ternal libraries (PETSc). The variables mpisize and
mpirank are queried by means of MPI functionality
and the parameters are used to decide the row sections
of vector and matrix objects that each processing el-
ement will allocate and have access to. The variables
nlocal, start and end refer, respectively, to the lo-
cal number of rows and global row indices of each pro-
cessing element. This distribution holds for both the
construction of the Hamiltonian and the time evolution
procedures, while the construction of the basis rests on
different distributions as discussed in the following sec-
tions.
Basis representation. — A basis representation for
the Hilbert subspace needs to be computed, given that
the construction of the Hamiltonian operator is done
by means of the basis. This requires to actually com-
pute the integers that represent each of the states of the
subspace. To do this, we used a contiguous section of
memory of the required size. One could use standard
C++ containers for this, but for specific design reasons
related to memory management in later stages, we allo-
cate memory using the regular mechanism by means of
the new command and use raw pointers to access and
modify elements. This was implemented as shown in
Algorithm 2.
In such a way, the int basis container gets filled
with each of the possible permutations in a sorted man-
ner. The smallest int() function is a very simple rou-
tine that computes the smallest integer value of the bit
5
Figure 2: Visual representation of the node communicator (left) and ring exchange (right) parallel distribution
arrangements for the Hilbert subspace basis representation. Each large rectangle represents a node.
representation corresponding for any given L and N .
Boost’s component, dynamic bitset, provides easy to
use functionality to create binary objects out of each of
the elements of this container and moving from a binary
to integer representation. This functionality was used
for the later construction of the Hamiltonian matrix.
We proceed to sequentially compute the values of the
basis by means of bit permutations, in such a way that
the next permutation of a given bitset corresponds to
the binary combination that provides the next integer
value when translated into an integer representation.
One of the benefits of doing this is not only it’s perfor-
mance, but the fact that the resulting integer represen-
tation of the basis is sorted.
Hamiltonian matrix construction. — Once a repre-
sentation for the basis has been constructed, the Hamil-
tonian matrix can be computed in a distributed fashion.
Each processing element allocates, computes, and holds
the row sections of the matrix given by the distribution
shown in Algorithm 1. This can be done by mapping
the operations in Equation (1) or any given Hamiltonian
operator to bitwise operations and transformations and
applying them to each of the states in the basis. A
lookup routine is then used to obtain the indices of the
corresponding matrix elements.
In light of the sorted basis as described in previous
subsection, we can use an efficient method to look up en-
tries of the memory buffer. A very good choice is to use
a binary lookup and therefore using an algorithm with
complexity O(logN) instead of an element-by-element
lookup with complexity O(N).
We use PETSc’s Mat objects to handle Hamiltonian
matrix representations. There are basically three dif-
ferent ways [23] in which a PETSc Mat object can be
constructed:
1. Create an instance of the object without specify-
ing preallocation details
2. Create an instance of the object providing esti-
mated values of sizes for preallocation
3. Create an instance of the object providing the ex-
act amount of elements in the diagonal and off-
diagonal portions of the matrix with the parallel
subdivision taken into account
Out of the three methods, the first one is the simplest
but performs the worst. This is because of the overhead
related to dynamically resizing memory sections. The
second method performs well if a good estimation is pro-
vided, which usually requires allocating more memory
than what is actually required for the object.
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Algorithm 3 Construction of the basis in the node communicator and ring exchange arrangements
1: procedure ConstructIntBasis(LLInt *int basis, PetscInt nlocal, PetscInt start)
2: LLInt w . Next permutation of bits
3: LLInt first = first int(nlocal, start) . Smallest int of the section of the basis
4: int basis[0] = first
5: for LLInt i = 1 to nlocal − 1 do
6: LLInt t = (first | (first −1)) +1
7: w = t | ((((t & -t / (first & -first)) >> 1) −1)
8: int basis[i] = w
9: first = w
10: end for
11: end procedure
Our goal is to optimize memory consumption, so the
third method described above is the best for our pur-
poses. This requires implementing another routine sim-
ilar to the one used to find the Hamiltonian matrix ele-
ments: this computes the elements that each processing
element contains in its own section of the matrix, so that
a preallocation step can be performed. This can also
be performed in parallel in order to avoid compromising
scalability.
The procedure introduces computational overhead,
but the mechanism performs well enough so that we
can use this in order to reduce memory consumption to
a minimum, as shown in the Performance section of this
paper.
Time evolution. — After constructing the matrix
representation of the Hamiltonian operator in a dis-
tributed fashion and consistent with the parallel dis-
tribution required for the PETSc and SLEPc routines,
one can proceed to evaluate the time evolution of the
system with an initial state. The initial state can be
constructed in many different ways to study different
behaviors of the system and should be represented as
a vector distributed in parallel among processing ele-
ments, this can be easily done using PETSc. [26] For
the time evolution procedure we can use SLEPc’s rou-
tine related to the MFN (Matrix Function) component,
which provides all the necessary framework with enough
versatility to carry out the computation [24].
Basis replication. — Table I presents a numerical cal-
culation of memory consumption of the basis for given
system sizes. A common issue encountered in these par-
allel design settings is that of basis replication. Basis
replication in this context means having a memory sec-
tion devoted to contain the integer values representing
each of the states in the subspace per each computing
element. It can be seen from Table I that for a large
set of problem sizes basis replication isn’t really a prob-
lem to be concerned with memory-wise; in particular for
L = 28 at half filling and smaller values of L, including
all the systems with subspace dimension smaller than
this, the basis replication poses no problem. In Message
Passing Interface terms, each MPI process allocates and
has access to the memory address of the entire basis.
Table I. Basis memory consumption for different sys-
tem sizes at half-filling.
System sizes D Basis memory (GB)
L = 28, N = 14 4.01× 107 0.320
L = 30, N = 15 1.55× 108 1.25
L = 32, N = 16 6.01× 108 4.8
L = 34, N = 17 2.33× 109 18.7
L = 36, N = 18 9.08× 109 72.6
L = 38, N = 19 3.53× 1010 282.8
Basis replication has to be avoided if one is interested
in evaluating the dynamics of large systems, otherwise
given the exponential increase of the size of the Hilbert
subspace the basis will quickly exhaust local memory
resources. This implies that basis distribution across
processing elements has to be implemented to carry out
simulations of large systems. In the next subsection
we present two different distribution arrangements and
MPI communication patterns that can be used to over-
come this problem.
3.1 Parallel distribution of the Hilbert
subspace basis representation
Node communicator approach. — We focus our at-
tention now on the first method that was used to over-
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Algorithm 4 Node communication pattern
1: procedure NodeComm(...)
2: // Communication to rank 0 of every node to find size
3: if node rank then
4: MPI Send(...)
5: else
6: for i = 1 to node size do
7: MPI Recv(...)
8: end for
9: end if
10: // Communication to rank 0 of node to find missing indices
11: if node rank then
12: MPI Send(...missing info...) . Send unfound information
13: MPI Recv(...required info...) . Required to finish the construction
14: else . Rank 0 of every node
15: for i = 1 to node size do
16: MPI Recv(...missing info of rank i)
17: (...binary search...)
18: MPI Send(...required info to rank i)
19: end for
20: end if
21: (...complete construction with the updated data...)
22: end procedure
come the basis replication problem. The approach con-
sists of distributing the basis among all the processing
elements, except for the first MPI process of each node,
which allocates and holds the memory addresses of the
entire basis. In this scenario, the entire memory re-
quired for the basis alone would be: 1 entire basis per
computing node plus 1 entire basis distributed across
the rest of the MPI processes. Computations required
to construct the Hamiltonian matrix then require intra-
node communications to find missing information. One
of the benefits of this solution is the fact that the com-
munication is being done inside the node, most MPI
implementations benefit from this using hardware lo-
cality directives. The left panel of Figure 2 shows a
visual representation of this arrangement.
We used this particular distribution for the construc-
tion of the Hamiltonian: however, the time evolution
computation should use a global distribution by means
of the global communicator (PETSC COMM WORLD) since
that provides the best balance and compatibility with
PETSc functionality.
The arrangement can be achieved by enabling a sec-
ond MPI communicator. We called this second commu-
nicator node comm . As of the release of the MPI 3.0
standard there’s a very natural way to accomplish this
task by means of the MPI shared regions:
. . .
MPI Comm node comm ;
MPI Comm split type (PETSC COMM WORLD,
MPI COMM TYPE SHARED,
mpirank , MPI INFO NULL , &node comm ) ;
. . .
The node comm MPI communicator can be used to
establish communication patterns of computing ele-
ments within a local node. Given that the first MPI
process of each node contains the entire basis, commu-
nication can be performed in order to construct the ma-
trix representation of the Hamiltonian operator using
the data contained by this computing element.
This new distribution implies that the construction
and computation of the basis, allocation details, and
Hamiltonian matrix have to be done consistently with
the new arrangement. In particular this involves a care-
ful indexing of memory locations that correspond to
each of the elements of these objects. Algorithm 3 shows
the approach used to compute the basis for both the
node communicator and ring exchange approaches.
It can be noticed that each MPI process will compute
only its own section of the basis. The int basis buffer
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Algorithm 5 Ring communication pattern
1: procedure RingComm(...)
2: // Collective communication of global indices
3: gather nonlocal values (...);
4: // Even when rest != 0, Proc 0 always gets the larger section
5: // of the distribution, so we use this value for the ring exchange buffers
6: broadcast size of buffers (...); . From 0 to all
7: (...allocate ring exchange buffers, initialized to basis in a sorted fashion...)
8: PetscMPIInt next = ( mpirank + 1 ) % mpisize ;
9: PetscMPIInt prev = ( mpirank + mpisize - 1 ) % mpisize ;
10: for PetscMPIInt exc = 0 to mpisize − 2 do
11: MPI Sendrecv replace (...); . Basis exchange using prev and next
12: // source is required to find global indices from nonlocal values
13: PetscMPIInt source = mod ((prev - exc), mpisize );
14: (...binary lookup of index elements, if found, assign and multiply by −1)...
15: end for
16: (...flip all the signs: multiply by -1 all found indices of matrix elements...)
17: end procedure
has size nlocal1 given by the distribution in Algorithm
1. The method first int() is a very simple routine
that computes the first element in the basis for a given
MPI process.
For the computation of the allocation details and the
Hamiltonian matrix the indexing is changed accord-
ingly. In this particular scenario, each MPI process will
take ownership of a given subsection of rows in the ma-
trix and compute the elements of the matrix by means
of its own basis section. Some elements of the matrix are
not computed given that the local basis is incomplete,
so this information is stored and communicated to the
first MPI process of the local node in order to complete
the procedure by means of the second MPI communica-
tor. Algorithm 4 shows the approach for this particular
section of the computation.
Ring exchange approach. — Depending on the avail-
able memory resources per node of the computational
environment in which the application is executed, ac-
cording to the estimates shown in Table I, allocating
and constructing one entire basis per node can exhaust
the memory resources of the system for large system
sizes. Even if this could be done, there are still memory
resources required for the actual Hamiltonian matrix
and time evolution procedure. The node communica-
tor version provides a good solution for a large range of
system sizes; however for systems that have a very large
subspace dimension a fully distributed approach needs
to be devised.
With the ring exchange approach, a full distribu-
tion of the basis across all the processing elements is
achieved. Communication here is performed in order
to exchange sections of the basis and not the unfound
elements of the Hamiltonian matrix (this is an impor-
tant difference as computational load is more balanced
in this setup). Moreover, the approach can be imple-
mented by means of a single MPI communicator. The
right panel of Figure 2 shows a visual representation of
the arrangement.
In this new setup then, each processing element
exchanges sections of the basis in order to com-
pute the elements of the Hamiltonian matrix. After
mpi processes−1 exchanges, all the elements have been
computed and the Hamiltonian matrix is computed and
distributed. With this setup, a linear scaling in mem-
ory is achieved which means that with increasing num-
ber of processing elements the amount of memory per
MPI process required decreases linearly. However, time
scaling is compromised, as increasing the number of pro-
cessing elements will require more communication steps.
Therefore, we expect that with this setup the time re-
quired to compute the Hamiltonian matrix will increase
in relation to previous procedures.
The basis can be computed and distributed using Al-
gorithm 3 using the corresponding global indices, while
the computation of allocation details and the Hamilto-
1With the exception of the first MPI process of every node in the node communicator approach, for which nlocal = basis size
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nian matrix the indexing has to be changed accordingly.
The major difference from the node communicator ap-
proach is the communication step.
Algorithm 5 shows the procedure used to perform
the ring exchange of the basis in order to compute the
Hamiltonian matrix. The first step is to to perform a
collective communication so that every processing el-
ement holds the nonlocal values of the global indices
of each subsection of basis being communicated, in to-
tal there are mpisize nonlocal global indices to be
stored per computing element. This has to be done
to keep track of the global positions of the elements in
the Hamiltonian matrix. Afterwards, since the number
of processors is a generic parameter, different MPI pro-
cesses may hold larger sections of the basis than others.
To account for this, we use the largest local size to allo-
cate the exchanging buffers, initialized to the elements
of the basis with the remaining elements set to zero,
as this will not affect the binary lookup given that no
state in the basis is represented by the zero value. This
case is important when the rest is different than zero
(see Algorithm 1). These exchanging buffers have to
be additionally allocated in memory and their size is
nlocal of the first process in the communicator set, as
this processing element will hold the largest local basis
size when rest is different than zero.
The variable source identifies the MPI process that
sends the section of the basis; this is required in order
to align the indices with global values. The last step
is to perform the ring exchange and the binary lookup
procedure until all sections of the basis have been ex-
plored. In order to keep track of the already found index
elements, we set them to negative values and when the
procedure is done we flip them back to positive entries.
At the end of the procedure all the index elements of the
Hamiltonian matrix have been found and computed.
4 Results
With this implementation, we may now compute the
unitary time evolution described by Equation (2) of a
many-body quantum system.
Survival probability. — A simple yet physically rel-
evant dynamical observable is the survival probability,
which is defined as follows. We start with the system
prepared with a given initial state |Ψ(0)〉 at t = 0. The
probability of finding the system in state |Ψ(0)〉 at time
t is the so-called survival probability given by
F (t) = |A(t)|2 ≡ | 〈Ψ(0)| e−iHt |Ψ(0)〉 |2 (7)
where A(t) is the survival amplitude. We evaluated
this quantity by means of the Krylov subspace in sys-
tems of Hilbert space dimension of over 9 billion. The
survival probability can be shown to be the Fourier
transform of the local density of states (LDOS) cor-
responding to the initial state chosen: for an ergod-
ically filled LDOS (expected for generic thermalizing
or chaotic systems) the power-law decay of F (t) is en-
hanced whereas this power-law can be suppressed due
to multifractality or build-up of correlations among the
eigenstates of the Hamiltonian. We employ the rate of
power-law decay as a measure of the chaoticity or lack
thereof in the systems [27, 20].
Clean systems. — We first consider a clean hardcore
bosonic chain with h = 0 in Equation (1). Due to its
integrability and lack of chaoticity the power-law is ex-
pected to be suppressed. Figure 3 exposes a very clean
behavior of the survival probability given that Equa-
tion (7) doesn’t introduce any form of disorder to the
system; for these simulations we used t = 1 and a weak
interaction of V = 0.2, which is very close to the free
fermionic system. The initial state used in these sim-
ulations is the Ne´el ordered state, which in our binary
representation is the state given by (...010101). We find
the power-law decay to be γ ≈ 0.97 consistent with the
fact that the model is integrable and non-ergodic.
Quasidisordered systems. — We evaluated the sur-
vival probability of a quasidisordered system, namely
the interacting and noninteracting Aubry-Andre´ model
with the Hamiltonian operator given by Equation (1),
with h 6= 0; we used with periodic boundary conditions
and gathered disorder averaged results over an ensem-
ble of random initial states. To produce cleaner results
we measured a different form of the survival probability:
the so-called temporal autocorrelation function which is
given by [28]
C(t) =
1
t
∫ t
0
| 〈Ψ(0)| |Ψ(t′)〉 |2dt′ (8)
The system is usually studied as a function of the pa-
rameters t, V and h in Equation (1). We define λ ≡ h/t
and vary this parameter for a fixed value of V . Figure
3 shows the behavior of the temporal autocorrelation
function for five different regimes in the non-interacting
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Figure 3: Survival probability F (t) for di↵erent system sizes on a system with no disorder (left) and temporal
autocorrelation function for the Aubry-Andre´ model non-interacting case with 1 particle (L = 55) using periodic
boundary conditions for di↵erent values of   (right).
particle density. We proceed in a similar fashion as we
did for the single particle case and study the dynamics
of the system using increasing densities ⇢ ⌘ N/L.
Figure 4 shows the variation of the temporal decay
exponent as a function of both   and the density ⇢; it
can be seen that increasing the density of the system
favors the decay of the survival probability. This may
be interpreted to mean [19] that increasing the density
favors thermalization. Although according to Ref. [19]
the regime for which 0 <   < 1 no thermalization oc-
curs at all. However we believe that for this system,
because the presence of multifractality in the noninter-
acting limit already lead to slow temporal decay and
  < 1 even in the delocalized phase   < 2 (as seen in
the Fig. 4 and previously shown in Ref. [27]) interac-
tions cannot give   > 2 required for ergodic filling of
LDOS.
It can also be seen from our analysis that    1 for
the   values considered. This indicates that, unlike the
truly disordered case [19, 26], faster fully ergodic de-
cay is not present at these densities presumably due to
the multifractality present in the single particle limit.
However for weak quasidisorder strength   < 2, the ex-
ponent   ! 1; this indicates the emergence of chaotic
initial states with decreasing correlations among eigen-
states. For   > 2 the presence of non-chaotic states with
significant correlations among the eigenstates leads to a
very slow decay, giving   < 1. In either case multifrac-
tality present in the noninteracting limit exacerbates
the slow decay.
5 Performance analysis
System. — Table II shows the technical description
of the system in which the application was tested and
used for production runs.
Table II. Technical description of platform where
simulations were executed.
Description Galileo-CINECA
Model IBM NeXtScale
Architecture Linux IB Cluster
Nodes 516
Processors 2 x 8-cores Intel Haswell
RAM 128 GB/node
Internal Network IB with 4x QDR switches
Total on-board mem-
ory (RAM)
66 TB
Compilers and libraries. — The application has been
compiled and tested using the C++ MPI wrappers of
the Intel MPI compiler version 5.1.3. For underlying lin-
ear algebra operations we use Intel MKL version 11.3.3.
The versions of the higher-end libraries used are: Boost
v1.61.0, PETSc v3.7.3, SLEPc v3.7.2.
Performance results. —We started by evaluating the
performance of the first instance of the application in
11
Figure 3: Survival probability F (t) for different system sizes on a system with no disorder (left) and temporal
autocorrelation function for the Aubry-Andre´ model non-interacting case with 1 particle (L = 55) using periodic
boundary conditions for different values of λ (right).
case for a single particle: λ < 2 corresponds to the be-
havior of the delocalized or extended states, λ > 2 gives
rise to the localized state behavior, and λ = 2 is known
to be the critical point, corresponding to neither local-
ized nor extended states [28]. Indeed as shown earlier
[28] here we confirm that in this noninteracting setting
the power-laws of the temporal decay are quite small
due to multifractality in the eigenspectrum. γ ranges
from 0 − 0.83 as one transits from the localized to de-
localized phases, with γ ≈ 0.27 at the critical point.
An interesting case of study is to evaluate the tempo-
ral evolution of the system described with the Aubry-
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a parallel environment. As was described in the Im-
plementation section the first approach uses basis repli-
cation among all processing elements to construct the
matrix representation of the Hamiltonian matrix, how-
ever, the computation and distribution of this object
and the later time evolution step are performed in a
fully distributed fashion.
Figure 5 shows the strong scaling behavior of the ap-
plication in the two most important steps: the construc-
tion of the Hamiltonian object and the time evolution.
As can be observed from Figure 5, the rest of the proce-
dures such as computing the basis and initializing rou-
tines perform very well and account for only a negligible
portion of the computation time.
It can be seen that the time for the construction of
the Hamiltonian object is very small compared to the
actual time evolution procedure even for a relatively
small physical time parameter (t = 100). Indeed one
of our objectives was to keep the wall time required to
construct the Hamiltonian object small when compared
to the time evolution, in order to avoid compromising
scalability for a very large number of processing ele-
ments. Our results show a good scaling behavior even
for large amount of processing elements (2048 MPI pro-
cesses mapped to each core, as shown in Figure 5). An
MPI approach was also required, given that for larger
problem sizes (L = 30 at half filling and larger, for
instance) cannot be solved by means of a single compu-
tational node because of memory requirements and to
enable the usage of more than one computational node
for calculations.
Another important aspect is that constructing and
solving the system for the given parameters takes un-
der 2 minutes overall with 128 nodes on the Galileo-
CINECA machine. This is an important factor if, for
instance, one is interested to undertake disorder aver-
ages over random initial states or another random pa-
rameter of study.
Node communicator approach. — As was described
in the previous section, basis replication is a major is-
sue when it comes to large problem sizes. We developed
the node communicator version with two objectives in
mind: avoiding basis replication and therefore opening
up the possibility of studying larger system sizes, and
simultaneously retaining strong scaling behavior in the
process. With this approach we achieved both as shown
in the bottom panel of Figure 5.
On the Galileo-CINECA machine we managed to
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Figure 4: Temporal decay exponent γ for different densities (ρ ≡ N/L) and values of λ for the interacting Aubry-
Andre´ model with periodic boundary conditions and L = 55.
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scalability for a very large number of processing ele-
ments. Our results show a good scaling behavior even
for large amount of processing elements (2048 MPI pro-
cesses mapped to each core, as shown in Figure 5). An
MPI approach was also required, given that for larger
problem sizes (L = 30 at half filling and larger, for
instance) cannot be solved by means of a single compu-
tational node because of memory requirements and to
enable the usage of more than one computational node
for calculations.
Another important aspect is that constructing and
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Figure 5: Strong scaling using a system with L = 28 at half-filling with a subspace dimension of 40,116,600, evolved up to
t = 100 with a tolerance of 10 7 for varying number of computing nodes: (top) using a replicated basis approach, (bottom)
using the node communicator approach, (left) time required for allocation and computation of the Hamiltonian matrix and
(right) time required for time-evolution procedure and overall wall-time.
solve a system with size up to L = 34 at half fill-
ing (2,333,606,220 states) using this approach, although
this version is also very useful on machines with lesser
memory per node given that full replication of the basis
is avoided, and actual computation and scalability of
the overall application are not compromised. The ac-
tual time evolution of the system is unchanged from the
replicated basis approach as seen in top panel of Figure
5 showing the same behavior as the previous version.
In Figure 5 it can also be observed that the increase
in time required to construct the Hamiltonian opera-
tor is very small compared to the time evolution of the
system even for this relatively big system size, which
was exactly our goal. Other di↵erent approaches, such
as a systematic re-computation of sections of the basis
to avoid storing this object in memory, proved to be
ine cient.
Strong scaling behavior for this approach is not linear,
but the results obtained are satisfactory when it comes
to actually solving the problem using a large number
of processing elements. A flat behavior can be seen at
the transition from 16 to 32 nodes, which we believe
could be related to the network arrangement of the ma-
chine so that communication beyond 16 nodes could be
using di↵erent switches in the interface (higher tree in
the network arrangement). This behavior is present in
13
Figure 5: Strong scaling using a system with L = 28 at half-filling with a subspace dimension of 40,116,600, evolved up to
t = 100 with a tolerance of 10−7 for varying number of computing nodes: (top) using a replicated basis approach, (bottom)
using the node communicator approach, (left) time required for allocation and computation of the Hamiltonian matrix and
(right) time required for time-evolution procedure and overall wall-time.
CINECA machine. This is an important factor if, for
instance, one is interested to undertake disorder aver-
ages over random initial states or another random pa-
rameter of study.
Node communicator approach. — As was described
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sue when it comes to large problem sizes. We developed
the node communicator version with two objectives in
mind: avoiding basis replication and therefore opening
up the possibility of studying larger system sizes, and
simultaneously retaining strong scaling behavior in the
process. With this approach we achieved both as shown
in the bottom panel of Figure 5.
On the Galileo-CINECA machine we managed to
solve a system with size up to L = 34 at half fill-
ing (2,333,606,220 states) using this approach, although
this version is also very useful on machines with lesser
memory per node given that full replication of the basis
is avoided, and actual computation and scalability of
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Figure 6: Running time of the application for the construction of Hamiltonian and time evolution using di↵erent
problem sizes at half-filling, evolved up to t = 100 with a tolerance of 10 7 for varying number of computing nodes
using the Ring exchange approach.
both of the approaches used; so we can conclude it is
unrelated to the parallel distribution, hence requiring
no further investigation of this aspect.
Ring exchange approach. — The ring exchange ver-
sion was developed with the purpose to open the pos-
sibility to study even larger problem sizes. Recall-
ing the description in the Implementation section, in
this version no memory replication occurs in the ap-
plication whatsoever. Memory requirements decrease
linearly with increasing number of computing nodes,
but time scalability is indeed compromised given that a
larger number of processing elements implies more over-
all communications. So in perspective, a strong scaling
view of the performance like the one shown for the previ-
ous developments is not a meaningful for this approach.
With this version, our goal was to have the ability to
study even larger systems sizes by means of a full distri-
bution of memory and computation overall. To demon-
strate a perspective of the performance accomplished
by this approach we show the time of computation re-
quired in the most important sections of the application
with increasing problem size and processing elements in
Figure 6.
It can be seen that the time to construct the Hamilto-
nian matrix object becomes important as the problem
size increases, up to roughly 10% of the overall compu-
tation time for the largest case (L = 36 at half-filling).
With this approach, most of the communication done
during the construction of the Hamiltonian object oc-
curs inside the node which is beneficial in general terms,
but when using a large number of processing elements
the communication steps start to account for a consid-
erable percentage of the overall execution time.
Even so, with this approach we were able to solve
the L = 36 at half-filling system; a system that has
a Hilbert subspace dimension of more than 9 billion
elements.
Overall memory consumption. — With the ap-
proaches described in this paper we have managed to
overcome the problem of basis replication by means
of MPI distribution and communication patterns; how-
ever, a practical limit set by the size of the actual Hamil-
tonian matrix is still present.
Table III shows an estimation of the memory required
to store the matrix representation of the Hamiltonian
14
Figure 6: Running time of the application for the construction of Hamiltonian and time evolution using different
problem sizes at half-filling, evolved up to t = 100 with a tolerance of 10−7 for varying number of computing nodes
using the Ring exchange approach.
system even for this relatively big system size, which
was exactly our goal. Other different approaches, such
as a systematic re-computation of sections of the basis
to avoid storing this object in memory, proved to be
inefficient.
Strong scaling behavior for this approach is not linear,
but the results obtained are satisfactory when it comes
to actually solving the problem using a large number
of processing elements. A flat behavior can be seen at
the transition from 16 to 32 nodes, which we believe
could be related to the network arrangement of the ma-
chine so that communication beyond 16 nodes could be
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strate a perspective of the performance accomplished
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with increasing problem size and processing elements in
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It can be seen that the time to construct the H milto-
nian matrix object becomes important as the problem
size increases, up to roughly 10% of the overall compu-
tation time for the largest case (L = 36 at half-filling).
With this approach, most of the communication done
during the construction of the Hamiltonian obj ct oc-
curs inside the node which is beneficial in general terms,
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but when using a large number of processing elements
the communication steps start to account for a consid-
erable percentage of the overall execution time. Even
so, with this approach we were able to solve the L = 36
at half-filling system; a system that has a Hilbert sub-
space dimension of more than 9 billion elements.
Overall memory consumption. — With the ap-
proaches described in this paper we have managed to
overcome the problem of basis replication by means
of MPI distribution and communication patterns; how-
ever, a practical limit set by the size of the actual Hamil-
tonian matrix is still present.
Table III shows an estimation of the memory required
to store the matrix representation of the Hamiltonian
operator and the overall memory occupation of the ap-
plication.
The methodology of Krylov subspaces requires this
matrix representation to be stored in memory to eval-
uate the projections on the subspace. Such objects
are also required to be stored internally by the library
(SLEPc). The overall memory occupation presented in
Table III during the time evolution procedure does not
include the memory required by the basis given that the
basis object can be deallocated before this routine. We
have measured the full occupation using PETSc’s inter-
nal profiler [23]. Therefore we are confident that our
design would have nicely scaled in its performance for
even larger system sizes (L ≥ 38) were more memory
resources made available.
Table III. Hamiltonian matrix and overall memory
occupation at half-filling.
System sizes D Matrix
mem-
ory6(GB)
Full oc-
cupation
(TB)
L = 28 4.01× 107 18 0.053
L = 30 1.55× 108 75 0.220
L = 32 6.01× 108 308 0.902
L = 34 2.33× 109 1269 3.72
L = 36 9.08× 109 5 227 15.3
L = 38 3.53× 1010 21 490 63.0
6Estimation
6 Conclusions
An application to study the dynamics of quantum
correlated systems suitable to be executed on massively
parallel supercomputers has been developed and tested
in this work. We have used high-performing libraries
in conjunction with distributed memory algorithms in
order to study large quantum systems with subspace di-
mension of over 9 billion states with the computational
resources available. The main computational algorithm
which we implemented and parallelized and optimized
was the Krylov subspace technique.
To check the validity of the results we have studied
and presented the dynamics of known models [28][20]
as well as unexplored regimes in the quasidisordered
system. The latter are gaining experimental relevance
these days in the study of the physics of thermaliza-
tion and localization. We showed that in these qua-
sidisordered systems the survival probability decays as
a power-law at long times with a dynamical exponent
which is quite small γ < 1; we attribute this to the
presence of multifractality already present in the single-
particle system as well.
Different parallelization strategies have been imple-
mented to gradually overcome memory scaling problem:
these were the Node communicator approach and the
Ring exchange approach. Their performance was ana-
lyzed against that of the naive replicated version, and
good scaling was observed with the increase of the num-
ber of nodes.
But a practical limit is still present. As can be ob-
served from Table III, evaluating the dynamics of a sys-
tem with L = 38 at half-filling would required at least
around 63 TB of memory distributed across many com-
putational nodes, which corresponds roughly to the en-
tire on-board memory of the machine used to run simu-
lations (see Table II). Though this natural limit is still
present and restricts the possibility to simulate even
larger systems, our implementation has overcome the
large memory requirements set by the basis to be able
to simulate extremely large quantum systems.
Acknowledgements. — We thank L. Santos for useful
discussions.
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