One sentence summary: This is an overview of the more widely adopted and emerging techniques for analysis of diversity and community composition, and the inference of species interactions from co-occurrence data generated by high-throughput sequencing of marker genes. Editor: Jan Roelof van der Meer
INTRODUCTION
Communities of microorganisms-bacteria, archaea, fungi and protists-are highly diverse and drive globally important ecosystem functions (van der Heijden et al. 1998; Leininger et al. 2006; Falkowski, Fenchel and Delong 2008; van der Heijden, Bardgett and van Straalen 2008) . Beyond their ecological importance, microbial communities are also notoriously difficult to comprehensively describe. For a long time, cultivation-based approaches were the only available methods to characterize microbial communities, leading to the discovery of novel phyla and classes from diverse habitats (Stingl et al. 2008; Margesin and Miteva 2011; Rosling et al. 2011) . However, as the majority of microorganisms are uncultivable by standard techniques (Epstein 2013) , molecular methods such as Sanger sequencing of cloned products and PCR amplicons, PCR-RFLP, were adopted for their identification and classification. High-throughput sequencing (HTS) techniques were successfully used in microbial community ecology soon after their development (Sogin et al. 2006) . HTS initiated a new era of microbial ecology, characterized by a considerable increase in data volume and an urgent need for bioinformatics skills. HTS methods allow us to test new ecological hypotheses that require hundreds of samples and/or high taxon coverage.
HTS-based biodiversity analyses have inherent problems that are continuously being revisited to improve the accuracy of the biological inferences (Quince, Curtis and Sloan 2008; Kunin et al. 2010) . Critical issues include sequencing errors, chimeric sequence formation during PCR (Wang and Wang 1997) and sequencing library preparation (Carlsen et al. 2012) , as well as preferential amplification of taxa due to primer bias (Sipos et al. 2007; Tedersoo et al. 2015) . These problems are not exclusive to HTS, but accumulate due to the sheer amounts of data typical of HTS studies. Several bioinformatics tools and work flows address quality filtering, sequence clustering and identification (Schloss et al. 2009; Abarenkov et al. 2010; Caporaso et al. 2010; Bálint et al. 2014 ) and provide sequence count matrices of operational taxonomic units (OTUs) that serve as inputs for statistical analyses. Buttigieg and Ramette (2014) emphasized three key reasons why microbial ecologists should have a broad overview of statistical methodology: (i) statistical methods are frequently reevaluated and updated to match analytical needs; (ii) ongoing debates constantly add new perspectives on how to approach certain types of data; and (iii) the rapid evolution of both molecular and statistical methods provide continuous challenges and opportunities for analysis. Since many of the analytical tools cannot cope with huge data matrices (Jansson and Prosser 2013) , our review focuses on HTS-capable approaches. Our purpose is to provide a critical overview and guidance for the design and statistical analysis of HTS-based community surveys. We discuss pros and cons of both established and emerging statistical tools. We focus on new approaches that have yet to penetrate microbial ecology, particularly multispecies modelbased statistical methods. Such models are more flexible and easier to interpret than commonly used methods, and have better statistical properties for large community matrices (Hui et al. 2015; Warton et al. 2015b) . Nonetheless, we refrain from establishing 'gold standards', because these may hamper scientific creativity and further methodological improvements. Finally, we illustrate model-based approaches to the analysis of community composition with data from a global soil fungal data set, and species interaction inference from time-lagged cooccurrences with a long monthly marine time series (Gilbert et al. 2012; Tedersoo et al. 2014) . The analysis code is provided through a GitHub repository, a resource that can be dynamically kept up-to-date by the community, while still preserving the possibility to curate content. The repository is accessible via https://github.com/MikiBalint/micro-ecol-tools.git.
SAMPLING DESIGN
Establishing an appropriate sampling design is the first critical step in community ecology, because it greatly affects the statistical power of analyses and the reliability of the results and their interpretation. Above all, sampling design must be appropriate for the hypotheses being tested. The availability of resources, ecosystem type and the biology of target organisms need to be considered when optimizing the number of sampling units, their spatial and temporal arrangement, and the size of individual samples. These aspects will influence the representativeness, the spatial and temporal independence of observations. Many books on biometrics and community ecology summarize the principles of study design for hypothesis testing and provide ample examples of good practices with appropriate data structure and replication levels for both field surveys and manipulative experiments (e.g. Quinn and Keough 2002; Legendre and Legendre 2012; Manly and Alberto 2014) . Although originally designed for the analysis of communities of macroorganisms, most of these approaches are also applicable to the analysis of microbial community data (Prosser et al. 2007 ).
GENERAL PROPERTIES OF HTS COMMUNITY DATA
What are the units of observation of HTS community data, and how are these generated? The way that the data are generated will affect the analysis and results, and several aspects specific to HTS community data need to be considered.
Generation of sequence counts
Sequence counts represent the primary unit of observation in HTS community ecology. These data are generally used in a similar way as individual abundances of different species in community ecology of macroorganisms. Ideally, sequence counts should reflect marker gene counts in cells, but the biases involved in read generation considerably distort the counts. For example:
(i) The number of marker gene copies per cell varies among organisms, with the exact numbers remaining unknown in most cases (Eickbush and Eickbush 2007; Bik et al. 2013 ). (ii) The efficiency of DNA extraction depends on the structure of cell walls. PCR may introduce quantitative biases due to primer-template mismatches and length difference of amplicons (Ihrmark et al. 2012; Parada, Needham and Fuhrman 2015; Tedersoo et al. 2015a ). (iii) PCR may generate artificial base changes (Brodin et al. 2013) and chimeric molecules (Ashelford et al. 2006) . The use of proofreading DNA polymerase enzymes may reduce the incidence of PCR errors several-fold (Oliver et al. 2015) , but simultaneously increases the incidence of chimeras (Schnell, Bohmann and Gilbert 2015) . (iv) Further, chimera formation known as tag switching may occur between different samples, if amplicons from different samples are combined in the library preparation step (Carlsen et al. 2012; Schnell, Bohmann and Gilbert 2015) .
by guest on June 30, 2016 http://femsre.oxfordjournals.org/ Downloaded from The impact of these biases differs among studies, and the investigators should judge how much particular biases may influence the conclusions drawn from the data. For example, results relying on relative abundance may be distorted due to primer bias, richness estimates are influenced by PCR and sequencing errors, and tag switching can result in false positive observations. It seems impossible to evaluate the relative importance of the biases as the combination of underlying factors is unique to every study system. Probably the best approximation can be obtained with taxonomically complex positive controls ('mock communities', see below), and numerous negative controls (extraction, PCR, tagging negatives), included into all phases of sequence generation.
Definition of ecologically meaningful units
Marker gene amplicon sequences are commonly grouped into OTUs to provide a culture-independent method to characterize microbial community structures in environmental samples. These OTUs are generated either with reference-based or de novo approaches, or a combination of both (Bik and Thomas 2012) . The goal of both reference-based and de novo approaches, regardless of their use of sequence similarity cut-offs, is to identify sequences in datasets that can act as proxies for a population of microbial genomes in a sample. Several marker gene databases are commonly used for protists, bacteria, archaea and fungi. Multiple programs are available that can combine the enormous information content of these databases with an array of simple analytical techniques (Table 1) . Connecting sequences to an established taxonomic framework may be useful, because the community can then be described with reference to existing knowledge, e.g. in terms of the functional guilds present (Fierer, Bradford and Jackson 2007; Clemmensen et al. 2015) . This is often of higher priority for eukaryotes, where studies commonly aim to identify taxonomically recognized species, and where marker gene analyses developed closer to taxonomy due to the more common occurrence of recognizable macrostructures and the relatively easy use of a biological species concept. Translation between OTUs and biological species is not straightforward, and the term 'species hypothesis' may be used to stress that grouping of sequences aims to reflect biological species, yet with some uncertainty (Kõljalg et al. 2013) .
In bacteria and archaea, the lack of a unified species concept (Gevers et al. 2005; Doolittle and Zhaxybayeva 2009 ) and difficulties associated with cultivation and archiving type material (Burbank and Anderson 2012) result in their astonishing underrepresentation in taxonomic databases (Pace 1997; Sogin et al. 2006; Hinchliff et al. 2015) . Consequently, the community analysis of bacteria and archaea is more detached from finer level taxonomy, which limits the number of different kinds of microbial organisms that can be taxonomically identified in HTS data sets. Taxonomy-and reference-independent (de novo) approaches delimit OTUs by comparing each read in a data set to other reads in the same data set. These are purely bioinformatic procedures and do not necessarily involve considerations of the nature of a (biological) species or taxonomy. The most common strategy for de novo OTU delimitation uses algorithms that form clusters with a sequence similarity cut off (which is often set at 97%-99% for bacteria, archaea and fungi; Huse et al. 2010) . OTUs identified through de novo approaches can often be linked to a taxonomic framework through their similarity to sequences of known taxonomic origin; thus, they can inherit taxonomic assignments based on their closest similarity to entries in a reference database of previously characterized organisms. A special type of de novo OTU delimitation uses evolutionary models to infer OTUs either with a phylogenetic species concept (reviewed by Fujita et al. 2012) , or with Poisson tree processes (Zhang et al. 2013) .
Although clustering based on sequence similarity is widely used, there is a growing appreciation that the 'standard' 97% sequence similarity threshold often fails to identify ecologically relevant and/or phylogenetically unmixed units of bacteria, archaea (Koeppel and Wu 2013; Patin et al. 2013; Tikhonov, Leach and Wingreen 2015) and eukaryotes (Ryberg 2015) . For example, oligotyping analysis of bacterial rRNA amplicon sequences from coastal waters of Cape Cod, Massachusetts showed that two Pelagibacter oligotypes with 99.6% nucleotide identity at the by guest on June 30, 2016 http://femsre.oxfordjournals.org/ Downloaded from Figure 1 . Seasonal variation of two Pelagibacter oligotypes that are 99.6% identical at the V4-V6 region of the 16S rRNA gene based on their relative abundance (Eren et al. 2013). sequenced region, fluctuated remarkably with seasonal changes in water temperature ( Fig. 1 ; Eren et al. 2013) . Thus, several bioinformatics algorithms have been developed that do not require a global sequence similarity cut-off.
(i) Clustering 16S rRNA for OTU Prediction (CROP; Hao, Jiang and Chen 2011) is an unsupervised Bayesian clustering method operating on the natural organization of data, without hard cutoff thresholds. (ii) Distribution-Based Clustering (DBC; Preheim et al. 2013) identifies ecologically distinct groups by combining the distribution patterns of sequences across samples with their genetic distances. DBC relies on genetic distance in conjunction with co-occurrence patterns of studied sequences to identify OTUs. (iii) The agglomerative clustering algorithm SWARM (Mahé et al. 2014 ) uses pairwise sequence similarities to form single-linkage clusters of sequences that occur close to each other in sequence-distance space. (iv) Minimum Entropy Decomposition (MED; Eren et al. 2015a) iteratively decomposes a given data set using only highly variable nucleotide positions to create highly resolved units.
Different OTU delimitation approaches may result in different OTU sets that may affect the results and interpretation (Schmidt, Matias Rodrigues and von Mering 2015) . Phylogenetic information may also have considerable effects on OTU delimitation, emphasizing the limitations of sequence similarity-based approaches (Nguyen et al. 2016b) . De novo OTU delimitation outperformed reference-based approaches in a recent comparison (Westcott and Schloss 2015) , but only reference-based approaches produce stable OTUs (He et al. 2015) . More comparative studies, which include reference-based and de novo approaches (with or without hard sequence similarity thresholds, and phylogenetic considerations), are needed. Existing comparisons are regularly done on real-life data from diverse sequencing projects. There is much need for comparisons done on simulated data, which allows for complete control over the sequences and a better evaluation of the algorithm performances.
Analytical consequences of data generation and processing
Although the relative abundance of organisms is of great importance, quantitative interpretations are complicated by analyti-cal biases. If samples are processed similarly, comparisons of OTU abundance among samples may be informative, because any methodological biases should be the same (Amend, Seifert and Bruns 2010). The absolute abundance of microbes may be estimated by scaling read numbers to positive extraction controls, created by adding a controlled amount of DNA from several taxa during DNA extractions (Smets et al. 2015) . Although positive controls will not help to identify the reasons why a species has more reads compared to an other, they may help to evaluate the extent of biases in read abundances among taxa. The improving knowledge about copy number variation across taxa through genomic studies (Perisin et al. 2016 ) combined with quantification of DNA could provide a better picture about the actual abundance of taxa. In silico approaches (Ficetola et al. 2010 ) and mock communities (Ihrmark et al. 2012; Parada, Needham and Fuhrman 2015) can be useful to evaluate the correspondence of true and observed abundances. However, the results of in silico primer evaluations should be treated carefully, as these results may only moderately correlate with sequenced mock community composition (Parada, Needham and Fuhrman 2015) . Competition between templates during PCR differs by samples, and this adds an unknown amount of error to every PCR run, even if a standardization aliquot is used. The abundance of selected species may be evaluated with real-time PCR, but results will be also influenced by multiple confounding factors, such as the AT/GC ratio, marker gene fragment length, marker gene copy numbers, etc. Real-time PCRs on single copy genes and metagenomic approaches are probably the least biased ways to evaluate abundances. HTS typically generates many OTUs represented by a single or few reads. While many of these rare OTUs are undoubtedly genuine entities (Eren et al. 2015b ), a large fraction of rare sequence types are generated through PCR, sequencing or sequence processing errors (Quince et al. 2009; Parada, Needham and Fuhrman 2015) . Artificial taxa are particularly problematic for richness estimation and community analysis using binary (presence/absence) data, because rare OTUs are similarly weighted as more abundant ones. Therefore, many researchers remove global singletons (i.e. OTUs that were found only once in the entire dataset) and consider OTUs with a few total counts as unreliable. For ultra-HTS Illumina data sets, OTUs with less than 5-10 sequences are frequently removed . More conservatively, such pruning may be conducted on a per-sample basis, i.e. OTUs with local abundance under a specific threshold are removed from the analysis. It is arguable whether OTUs should be removed from samples, where they are represented by guest on June 30, 2016 http://femsre.oxfordjournals.org/ Downloaded from by only a few reads in one sample, while they are abundant in other samples. Pruning may also be connected to the sequencing depth by applying a relative abundance threshold to define rare OTUs.
HTS read numbers may vary by orders of magnitude among individual samples. This is generally problematic in downstream analyses, because the sequencing efforts are almost always positively correlated with observed richness, especially if there are large differences in sequencing effort among the samples (Haegeman et al. 2013) . It is important to consider the effects of differential sampling in all analyses, as many analytical methods assume the same sampling effort for all samples. In the worst case, patterns in composition and diversity may simply reflect the differential sequencing depth among the samples. Sequence numbers are frequently normalized by rarefying: random subsampling to a common sequencing depth. Rarefaction is analytically problematic and poses multiple statistical problems: (i) omission of available valid data, (ii) the estimation of overdispersion is more difficult due to data loss, (iii) loss of power (type II error), (iv) dependence on an arbitrary threshold and (v) additional uncertainty due to the randomness in rarefaction (McMurdie and Holmes 2014). Rarefaction may eventually lead to a loss of pattern in rare, but biologically relevant OTUs, because OTUs with low read numbers are more likely to be removed from samples. Such frequent, but low-abundance OTUs may be extremely interesting ecologically (Ainsworth et al. 2015; Eren et al. 2015b ). Quantification of the relative importance of these rarefaction-related problems warrants further research. Another approach is to convert the sequence counts into relative abundances by dividing OTU counts with the total number of reads observed in each sample. Richness, nonetheless, remains higher in samples that were more deeply sequenced. Although there are more positive views on rarefaction (e.g. Weiss et al. 2015) , several approaches avoid rarefaction and normalization altogether, e.g. by directly incorporating sequencing depth differences into all analyses (Bálint et al. 2015) . The relative importance of the sequencing depth versus the variables of interest can then be quantified and used as an indicator of the reliability of the results (Bálint et al. 2015) . Other alternatives rely on variance-stabilizing transformations developed for RNA-Seq data, such as TMM (Robinson and Oshlack 2010) and RLE (Risso et al. 2014) , implemented in the R packages edgeR (Robinson, McCarthy and Smyth 2010) and DESeq2 (Love, Huber and Anders 2014) . Weiss et al. (2015) provide a comparison of available data normalization techniques, except the direct incorporation of sequencing depth into the analysis.
Because HTS marker gene counts are discrete, a Gaussian statistical distribution is usually not an appropriate model (Warton, Wright and Wang 2012; Haegeman et al. 2013; Bálint et al. 2015) . Taxonomic abundance matrices are characterized by many zeroes and a few large counts ( Fig. 2A) . Further, the meanto-variance ratio is not stable, i.e. the variation of observation frequencies of a sequence type is dependent on the frequency of observation (heteroscedasticity; Fig. 2B ). Exponential growth rates of organisms are one biological reason for heteroscedasticity: the log(mean) versus log(variance) increases with a slope of 2 when sampling from an exponential distribution, and with a slope of 1 when sampling from a Poisson distribution (Taylor's Law; Taylor 1961) . Not considering heteroscedasticity may lead to (i) confounding location and dispersion effects, (ii) low detection power of a multivariate effect expressed in low-variance taxa and iii) difficulties in detecting the taxa that drive particular effects (Warton, Wright and Wang 2012) . OTU abundances are often transformed using a square root, fourth root or logarithmic function to address the typical non-normality of ecological counts, but these transformations often fail to stabilize variances (Fig. 2C ).
ESTIMATION OF RICHNESS, AND COMPARISON OF RICHNESS AND DIVERSITY OF SAMPLES
Many-if not most-species remain unobserved during sampling due to the aggregated distribution of organisms, insufficient sampling effort and a wide range of sampling biases (Chao et al. 2009; Colwell et al. 2012) . Thus, the total species richness is often estimated in the course of biodiversity studies (i) as an estimate of the true richness and completeness of sampling, and (ii) to evaluate richness differences among samples with differential sampling or sequencing depth. It is widely acknowledged that richness estimators are unreliable at small sample sizes (Chao et al. 2009 ). Statistically, reliable estimations are only possible if either the true number of individuals in the community by guest on June 30, 2016 http://femsre.oxfordjournals.org/ Downloaded from is known or the distribution of abundances is known: otherwise it is unclear what proportion of the individuals are used in the richness estimation (O'Hara 2005) . If the number of individuals in a community is high, sampling is always limited to a small fraction of the individuals in the community, leaving most of the rare species not sampled.
Species richness estimators depend on the rare species to estimate the number of even rarer species. For HTS data, this is problematic, because an unknown proportion of rare sequences only observed once or twice are artifacts. The typical practice of discarding rare OTUs (which are defined either with sequence counts, or by incidence rarity-presence in a few samples only; e.g. Bálint et al. 2015) is particularly incompatible with richness estimators as they rely on the abundance distribution of the rarest species.
A large number of non-parametric and parametric richness estimators have been developed for macroorganism countand sample-based data (e.g. Chao1, Chao2, Jacknife1, Jacknife2, ICE and ACE) and introduced to microbial ecology (Hughes et al. 2001; Bohannan and Hughes 2003; Unterseher et al. 2008 ). Non-parametric estimators account for only the parts of the community that were actually sampled (representative spatiotemporally) and therefore provide only a lower bound for the true richness. Parametric estimators assume that the observed abundances follow some distribution (e.g. lognormal or gamma species abundance distribution) and estimate the number of unsampled species accordingly (Hong et al. 2006; Locey and Lennon 2016) . Taxon sampling curves are generated either by adding or removing samples with different sizes independently and sequentially (Gotelli and Colwell 2001) . Species richness is estimated by fitting a curve to these samples, and predicting the richness at some asymptote. These estimates are implicitly parametric, because the shape of the curve is assumed a priori, and is a function of the observed abundance distribution (O'Hara 2005) . Simulations, where the number of individuals and species abundance distributions are controlled show that true richness can be estimated only with parametric estimators and if the species abundance distributions are correctly defined (O'Hara 2005) . Given the problems presented in the previous paragraph, richness estimation should be avoided in HTS studies.
Richness, or some other measure of diversity, is often compared among samples to evaluate the effect of the environment on communities, although species these measures are not nearly as important as community composition in detecting the effects of environmental change (Magurran et al. 2015; Magurran 2016) . Comparison of sample richness requires comparable observation efforts among samples (i.e. similar sequencing depth). The general solution is to compare samples either with extrapolated (see problems above), or interpolated richness. Recently, Chao and Jost (2012) proposed an integrated approach of interpolation and extrapolation to compare species richness. During interpolation, species accumulation or rarefaction curves and their confidence intervals are used to assess differences in richness (Colwell, Mao and Chang 2004) . However, differences inferred through interpolations are only reliable if species abundance distributions of compared communities are the same (McGill et al. 2007; Gwinn et al. 2016) .
The problem of the unknown number of individuals is less important if other aspects of diversity are used, which discount low-sequence-count OTUs. Such comparisons can be done with diversity indices (e.g. Shannon, Simpson) that weight rare and common taxa differently. Rényi diversity series and the corresponding Hill numbers (Hill 1973) are visualized in curves, where the weight of rare species varies along a continuous scale, and include Shannon and Simpson's diversities as special cases. However, diversity indices are not straightforward to interpret, because any observed difference depends on the definition of diversity. This needs to be discussed when reporting such comparisons instead of simply stating that one sample is more diverse than another. A detailed overview about measuring biodiversity was written by Magurran (2003) .
ANALYSIS OF COMMUNITY COMPOSITION
Research on microbial community composition targets four questions as follows. (i) What are the similarities in OTU occurrence? (ii) Is there a change in community composition because of an experimental treatment, environmental variation, etc.? (iii) What are the causes (predictors) of change? (iv) Which OTUs are most affected in the community? The main complication for answering these questions lies in the multivariate nature of both species observations, and the numerous predictors that influence the communities. Potential collinearities in both OTU observations and among predictors further complicate these analyses.
Similarities in OTU occurrence
Similarities in OTU occurrence and/or sample properties are traditionally identified by a wide range of ordination tools (Quinn and Keough 2002; Legendre and Legendre 2012) . Common examples include non-metric multidimensional scaling (NMDS), principal component analysis (PCA), principal coordinate analysis (PCoA) and correspondence analysis (CA). Most ordination tools arrange objects in multidimensional space either after being supplied with, or after computing a distance matrix. Distance matrices can be calculated based on multiple alternative distances or dissimilarity metrics, but typical biological count data exhibit overdispersion, i.e. the variance is larger than would be expected, assuming typical distributions such as a Poisson (Warton, Wright and Wang 2012; Anderson and Walsh 2013) . As a consequence, locality and dispersion effects may not be distinguished (see below). The Euclidean distance of Hellingertransformed data (Hellinger distance) and Bray-Curtis distance are most widely used in plant ecology and microbial ecology, including HTS data sets. A general discussion of distance and similarity measures is available from Legendre and Legendre (2012) , and a discussion specific to marker gene-based microbial community studies is provided by Kuczynski et al. (2010) . If communities differ strongly in taxonomic richness (e.g. along the environmental gradients), most distance metrics are affected by richness differences or the nested component of diversity rather than species replacement (Chase et al. 2011) . Although nestedness may be used as an indicator of environmental effects, it is generally useful to treat these components separately. The betapart method (Baselga 2010; Baselga and Orme 2012) partitions beta diversity into nested and turnover components. An other solution is to use indices that account only for shared species, such as the modified Raup-Crick metric or beta.SIM value (Chase et al. 2011) . The drawback of these metrics is reliance on binary data and thus sensitivity to treatment of rare species and false positives due to sequencing artifacts. As presence-absence measures overestimate the importance of rare species in calculating similarities, it is important to use the weighted version of these indices because abundant OTUs may have greater influence on community functions (such as the probabilistic version of the Bray-Curtis dissimilarity; Stegen et al. 2013) . Phylogenetic distance metrics address questions related to the evolutionary history of a community, or phylogenetic conservatism versus phylogenetic overdispersion (i.e. community members are phylogenetically more closely or distantly related than expected by chance). These metrics combine phylogenies with abundance data to address evolutionary changes in communities. Common metrics include the mean pairwise distance (MPD) and mean nearest neighbor distance (MNND), that are based on the average and nearest neighbor distances across a phylogenetic tree (Vamosi et al. 2009 ). Pairwise phylogenetic distances reveal phylogenetic relationships at deep nodes, while nearest neighbor distances such as MNTD are sensitive to the extent of clustering towards tips. The UniFrac distance family relies on average neighbor distances and it is designed to cope with uncertainties in species assignments or OTU delimitations (Lozupone and Knight 2005; Lozupone et al. 2007) . A simplified, less resource-intensive version is also available (Hamady, Lozupone and Knight 2009 ). The phylogenetic context in which these distances are computed may be considered with edge principal component analysis and squash clustering (Matsen and Evans 2013) . Highly variable and thus difficult to align markers such as ITS and trnF require alternative phylogenetic hypothesis construction, e.g. cluster analyses, and manual mapping onto a phylogenetic backbone.
Correspondence between distance matrices can be evaluated with Mantel tests and Procrustes analyses. The statistical properties of the Mantel test have been criticized for overestimating the degrees of freedom, and thus elevating type I error rates (Guillot and Rousset 2013) . The Procrustes analysis has more power (Peres-Neto and Jackson 2001), but its suitability is yet to be established on huge data sets. As a new addition to the debate about Mantel and Procrustes tests, Legendre, Fortin and Borcard (2015) recently emphasized the importance of linearity and homoscedascity assumptions of the Mantel test.
Commonly used ordination methods are often unable to separate effects of dispersion and locality, because they make wrong assumptions about how these vary in relation to each other (Warton, Wright and Wang 2012) . This can be solved by model-based ordinations (Hui et al. 2015; Warton et al. 2015a ) that use mixture models or latent variable models. Both of these are based on the GLM framework, and thus make explicit assumptions about the sampling distributions of the data. Latent variables summarize variation in species abundance and site properties, and can be used to produce ordinations. Model-based ordinations explicitly account for the statistical distribution of data and the mean-variance relationship (Fig. 3) thus, benefiting from the whole range of model diagnostic and model comparison tools. It is also possible to add predictors to models, allowing constraints similarly to CA (Warton et al. 2015a ). Model-based ordinations regularly outperform algorithmic ordinations both in simulations, and biological data analysis (Hui et al. 2015; Warton et al. 2015a) .
Changes in community composition
Multivariate hypothesis testing is required to evaluate how community composition changes with experimental treatments or environmental variation. It is challenging to simultaneously deal with all species, so either the dimensionality is first reduced and then hypotheses are tested , or regressions are run for each species separately and then the dimensionality of the results is reduced by partitioning the community-level variation, while also considering the nonindependence of species observations Warton, Wright and Wang 2012) .
The most widely used method to analyze community data by reducing the dimensionality first is permutational multivariate analysis of variance (PERMANOVA; Anderson 2001; McArdle and Anderson 2001) . A matrix of distances between samples is first calculated from OTU observations and variation in this matrix is partitioned, according to several predictors and their interactions. PERMANOVA can be applied to hierarchical designs and random effects by constraining permutations within treatments/plots. Model selection tools can be used to evaluate the most informative predictors. Implementations can be found in the Permanova+ add-on (Anderson 2005) of the Primer software (Clarke and Gorley 2006) and in the adonis function of the vegan package (Oksanen et al. 2015) of R (R Core Team 2015). There are several issues with PERMANOVA: (i) loss of information due to the compaction of many OTU observations into either a single distance matrix, or into canonical functions; (ii) distance matrices cannot deal with overdispersion, which is typical for HTS and other ecological count data, (iii) assumptions about the relationship between mean and variance.
An alternative approach is canonical correspondence analysis (CCA), which is popular in plant ecology. In CCA, the correlations of ordination axes with explanatory variables are tested in an iterative process, using permutation tests. The software by guest on June 30, 2016 http://femsre.oxfordjournals.org/ Downloaded from CANOCO5 (Šmilauer and Lepš 2014) and the vegan package in R offer a variety of options for interaction terms, covariates and hierarchical analyses.
Fitting separate regressions first allows for hierarchical designs, interaction terms, model evaluation (residual and Q-Q plots) and model selection tools. Multiple regressions do not require data normalization (O'Hara and Kotze 2010; Warton, Wright and Wang 2012) , because a link function defines the transformation of the mean into a linear function of the predictors, turning regressions into generalized linear models (GLMs). GLMs may account for the mean-variance relationship with a dispersion parameter according to the data. The mvabund package ) simultaneously fits multispecies GLMs, partitions the effects of the predictors and computes test statistics that additionally account for correlations among OTUs.
Selection of predictors of community composition
When a large number of variables could affect community composition, a smaller number often must be selected. Ecological reasoning should always be used to reduce the number of predictors (e.g. using literature, theory, or preliminary data). After this, a model selection can be done in several ways. The classical approach is to add and remove predictors and compare models using significance tests or (more commonly) information criterion such as AIC. Other approaches use cross-validation (i.e. fitting models to part of the data and then testing the fit on the rest of the data). An alternative approach, such as lasso (Tibshirani 1994) , constrains models to shrink effects towards zero, so variables with little effect are reduced to zero. However, many variable combinations may be roughly equally plausible (Whittingham et al. 2006 ), and therefore model selection is certainly not a substitute for ecological reasoning. Model selection works equally well for both continuous and discrete variables, and their mixtures.
Model selection is further complicated by multicollinearity among continuous predictors (Dormann et al. 2013) . Thresholds of correlation coefficients can be used to exclude strongly correlated variables (commonly at |r| > 0.7), which is supported by simulations (Dormann et al. 2013) . Correlation thresholds can be combined with stepwise model selection by discarding all predictors that are collinear with the best-fitting variables. An alternative approach is to summarize variables as principal coordinates (or components; PCs) using PCoA or PCA. The first few PCs are then used as predictors in models. This approach is mostly used for continuous data, although summarizing discrete data with PCA or PCoA will likely work. A mixture of continuous and discrete may be problematic. However, there is no reason why changes in community composition should be explained by variation summarized on the selected components (Hadi and Ling 1998) . Further, it is not straightforward to understand what causes change in community composition as each component often summarizes variation from several predictors.
Most affected OTUs
Beyond the general changes in community composition, it may be important to understand which OTUs are specifically affected by predictors. OTU-level reactions may be estimated and visualized in the ordination space (e.g. in biplots). In CA, both OTU and sample scores can be calculated, so the OTU scores show which of these drive the divergence of samples (Šmilauer and Lepš 2014; Clemmensen et al. 2015) . As described above, the mvabund package explicitly calculates multiple regressions and ef-fect size of predictors for each OTU, so these can be compared directly.
Random Forest machine learning algorithms can be also used to model the environmental effects on the distribution of OTUs (Breiman 2001) , being able to capture non-linear relationships without normality and distribution assumptions. McMurdie and Holmes (2014) discuss several tests inspired by RNA-sequencing data analysis for detecting OTUs affected by experimental factors. The recently developed ANCOM (analysis of composition of microbiomes; Mandal et al. 2015) compares the composition of microbiomes without explicit assumption about distributions with regard to environmental factors (but log-transforming the abundance data first). An alternative approach is to calculate statistics that measure the association between predictors and OTU incidences, either using correlations or indicator values (INDVAL; e.g. De Cáceres et al. 2012) .
The relative effects of a predictor on OTUs can be used to rank the OTUs by their sensitivity (although such rankings are often not stable; see Goldstein and Spiegelhalter 1996) . They can also be used to identify indicator OTUs. A comprehensive discussion of indicator species can be found in (Noss 1990; Rolstad et al. 2002; Favreau et al. 2006 ).
INFERENCE OF SPECIES INTERACTIONS FROM CO-OCCURRENCE DATA
Beyond the effects of the environment, the structure of communities is also influenced by interactions among species. Hypotheses about interactions may be derived from co-occurrence networks of species association. Because co-occurrence data (presence/absence or abundance) are inherently multivariate, the interactions are typically described by a number of indices that reduce the pattern down to a smaller number of statistics. In particular, modularity (i.e. where the associates can be grouped into discrete groups, with a few interactions between groups) and nestedness (where the composition of sites with fewer species tend to be subsets of species pools from more species-rich sites) are ecologically informative (Weitz et al. 2013) . If a network is known (or has been inferred), then network properties-such as modularity, clustering coefficient, degree distribution or the average path length-can be calculated by several programs, e.g. the igraph package of R (Csárdi and Nepusz 2006) or Cytoscape NetworkAnalyzer (Shannon et al. 2003) . The bipartite package of R (Dormann, Gruber and Fruend 2008; Dormann et al. 2009 ) and the BiMAT Matlab program (Flores et al. 2016 ) are tailored to the analysis of bipartite networks, such as host-parasite and host-symbiont associations.
A major problem is to infer the network from observational data. Some form of replication of observations of communities is needed to evaluate co-occurrences, either from a single sample from different sites or from repeated sampling at the same site. Hekstra and Leibler (2012) show that in the ideal case, the same species interactions can be inferred from spatial as well as temporal replication of the ecosystem under study. Co-occurrence patterns may be negative or positive, but any significant associations may stem from similar responses to the environment, spatial or temporal autocorrelation and/or interactions with another species. In the absence of experimental data, it is difficult to rule out hidden correlations among multiple species and unmeasured environmental variables.
Another important problem is that read counts are often rarefied or normalized to account for differences in sequencing depth (Friedman and Alm 2012) . In this case, network inference by guest on June 30, 2016 http://femsre.oxfordjournals.org/ Downloaded from algorithms are dealing with proportional rather than absolute abundances. Correlations computed on proportional data can be severely distorted (Aitchison 2003) . Microbial network inference tools address this problem by including compositionality-robust dissimilarity measures (e.g. CoNet, Faust and Raes 2012) or by analyzing relative abundances through a log-ratio transformation (e.g. SparCC-Friedman and Alm 2012; SPIEC-EASI- Kurtz et al. 2015) . Model-based analyses can include a parameter that estimates the total abundance: when working with counts this is straightforward because of a simple relationship between the Poisson and multinomial distribution. See (Aitchison 2003) for more discussion about compositional data analysis.
Spatial replication
In case of spatial replication, co-variation in species occurrence or abundance can be examined with programs such as MENA (Deng et al. 2012) , CoNet (Faust and Raes 2012) , SparCC (Friedman and Alm 2012), LSA (Ruan et al. 2006; Xia et al., 2011 Xia et al., , 2013 Durno et al. 2013 ) MIC (Reshef et al. 2011) , REBACCA (Ban, An and Jiang 2015) , CCLasso (Fang et al. 2015) and SPIEC-EASI (Kurtz et al. 2015) . The performance of some of these tools was recently compared on synthetic data by Weiss et al. (2016) , who suggests an ensemble approach to deal with the compositionality and sparsity issues of large OTU datasets. In all of these implementations, the potential effect of confounding factors remains neglected. However, if environmental factors have been measured, association of taxa resulting from an underlying environmental parameter can be identified with the interaction information (Lima-Mendez et al. 2015) .
Recently, modeling tools have been developed to separate the responses of taxa to the environment from biotic interactions (Warton et al. 2015a ). If we knew the environmental drivers, we could use single-species models to regress out environmental parameters. Correlations in the residual variation can then be used to infer interactions among taxa. In practice, the models used to do this simultaneously estimate the effects of the environment and the residual interactions. In the same way that GLMs are extensions of linear models, this is an extension of MANOVA models to non-normal responses. Non-linear dependencies can be also modeled when species do not respond linearly to the environment, i.e. organisms are often less abundant when environmental parameters such as pH or temperature deviate from their optima. Model-based interaction inferences can explicitly address both compositionality and sparsity, but they are yet to be compared to other approaches.
With many species, the full interaction matrix is large, with n(n-1)/2 parameters for n species. For example, for 10 000 species there are 49 995 000 terms in the matrix. This matrix has to be constrained in some way to make the estimation computationally feasible. One approach is to set some correlations to zero, but this can be difficult with so many terms. An alternative approach is to force the matrix to lie in a sub-space (i.e. to make it depend on a small number of factors). Hui et al. (2015) have developed an approach based on factor analysis, which reduces the matrix to a small number of factors. In essence, one can imagine that there are several unidentified environmental covariates that jointly affect the species, and the model estimates these 'latent factors' together with their effects on the species. So, if a latent factor affects two species in the same way, their presence will be positively correlated. In this way, the total number of parameters can be reduced, and if two factors are used, they can easily be visualized in a scatterplot.
Temporal replication
When replicate samples are taken from the same community at multiple times, we can investigate the temporal dynamics of the community. Methods for estimating correlations between pairs of time series have been developed, e.g. local similarity analysis (LSA), which employs a dynamic programming algorithm to identify lags between two time series (Ruan et al. 2006; Durno et al. 2013; Xia et al. 2013) . LSA is widely applied to marine and freshwater time series data Eiler, Heinrich and Bertilsson 2012; Gilbert et al. 2012; Sugihara et al. 2012: 2; Chow et al. 2014) . Time series also allow the application of crossprediction techniques (Granger 1969; Sugihara et al. 2012 ) and the detection of relationships in chaotic data (Sugihara et al. 2012) . Furthermore, when time series are sufficiently long, the change of interaction patterns over time can be studied with time-varying networks (reviewed by Faust et al. 2015) . The problems of temporally replicated samples including time series mirror those for spatial replicates, but the lagged time effects may be much stronger.
With time series data, community models such as the generalized Lotka-Volterra (gLV) model can be fit under the (strong) assumption that the dynamics are deterministic (Mounier et al. 2008; Marino et al. 2013; Stein et al. 2013; Fisher and Mehta 2014) . Species abundances are described in terms of growth rates and interaction matrices. If we assume that the dynamics is stochastic, a variant of the neutral model (Sloan et al. 2006) or techniques from econometrics can be adapted. If we assume that the dynamics is linear (possibly on a transformed scale), we can use vector autoregressive models (Lütkepohl 2006 ). The first-order lags have been used to study co-occurrence (e.g. Mutshinda, O'Hara and Woiwod 2009) . With large communities, the same problem of a large number of parameters arises. Time-lagged responses can be handled by adapting recent approaches for variable selection in regression, e.g. shrinkage or (in a Bayesian context) slab and spike priors (Mutshinda, O'Hara and Woiwod 2009) (Fig. 4) . The residual covariance matrix is more difficult to simplify, although the latent variable approach of Hui et al. (2015) can be adapted, i.e. the residual covariance can be modelled in terms of a smaller number of variables. An alternative approach is dynamic factor analysis (Zuur et al. 2003) , which models a smaller number of latent variables, which are then mapped onto the whole process. It is straightforward to add explanatory variables to these models.
STRUCTURAL EQUATION MODELING
The methods outlined above assume a simple relationship between the environment and microbes. However, the relationship may be more complex, with different aspects of the environment affecting other abiotic factors, as well as the biotic component. Thus, we may want to disentangle direct and indirect effects. This can be done using structural equation modeling (SEM; Bullock, Harlow and Mulaik 1994) .
Structural equation models are increasingly used in the community ecology of macroorganisms to test hypotheses about causal relationships between environmental predictors and response variables (Scherber et al. 2010) . To date only a few studies exist that apply them in microbial ecology to test causal hypotheses about the relationship between environmental predictors and response variables (Antoninka et al. 2009; Tedersoo et al. 2014; Xiang et al. 2014) . The initial models are generated based on a priori assumptions about direct and indirect relationships among endogenous and exogenous variables. The best model can be chosen by comparing the fit of different models which assume different causal relationships with several statistics, e.g. chi square, Akaike information criterion (AIC), comparative fit index (CFI) and the root mean square error of approximation (RMSEA). These statistics vary in their robustness, depending on sample size and model parameters (Hu and Bentler 1999) . The optimal model can be found by stepwise addition or deletion of paths. If there are multiple dependent variables, individual models for each dependent variable can be optimized and integrated into a final model, following further model fit evaluation. With large models, the amount of data can become a problem: Grace et al. (2012) recommended at least 10 samples for each parameter in the model, with a minimum of 50 samples in total. SEMs are highly sensitive to excluded parameters (confounding variables). SEM analysis can be performed with AMOS and Mplus software (Byrne 2012) , and OpenMx (Boker et al. 2011) in R.
FUTURE PERSPECTIVES
Methodological developments in bioinformatics and the statistical analysis of HTS-based marker gene data are being strongly influenced by a generation of new technologies. The earliest HTS papers reported a vast microbial diversity (Sogin et al. 2006) , and we expect that fundamental biodiversity studies will remain a major research direction for some time. We expect improved ability to separate noise from signal in the rare biosphere (Delmont et al. 2011 ). This will build on current HTS data and models that can detect unlikely indels and substitutions in conserved primary structure and unfeasible changes to secondary structure of DNA/RNA. There will certainly be a growing appreciation that commonly used approaches for OTU delineation and classification (taxonomy assignment) blur or fail to capture a significant proportion of microbial diversity. Classification will certainly become more uniform, with phylotypes receiving unique identifiers (e.g. digital object identifiers; Tedersoo et al. 2015b) , to allow for rapid cross-comparability among studies. These serve as a firm basis for metaanalyses of diversity and composition of microorganisms (Meiser, Bálint and Schmitt 2014) . Functional diversity and its drivers will be increasingly emphasized as sequencing capacity and bioinformatics tools for metagenomics data further improve and capture probes for sets of multiple functional genes are developed (Manoharan et al. 2015) . The continuous demand for improved metadata in marker gene databases (Yilmaz et al. 2011 ) and other developments in the functional annotation of OTUs is improving the way functional diversity is inferred from marker gene studies (Nguyen et al. 2016a) , at least for eukaryotes, where horizontal gene transfer is relatively rare. This is further facilitated by in situ sequencing and annotating genomes, especially from common but unculturable groups (Sanli et al. 2015) . Integrating 'omics approaches with marker gene-based community characterization will certainly lead to a better understanding of relationships between diversity, composition and function (Lindahl and Kuske 2013; Miki, Yokokawa and Matsui 2014; Peršoh 2015) . Community phylogeny and comparative phylogenetics methods will help us improve our understanding of evolutionary ecology and the assembly of microbial communities. For fungi, long markers including variable and conserved parts, or methods for automated mapping of ITS-based OTUs to phylogenies are required for such approaches. In network analysis, computationally efficient methods accounting for other aspects such as phylogenetic relatedness, environmental variation and multiple interactions are urgently required. In metagenomic analyses, network approaches could link the observations of dominant taxa to specific functional genes or attributes in the community. Most importantly, microbial ecologists should become more aware of recent statistical developments by computer scientists, statisticians and ecologists and actively seek to implement or modify these for microbial community data. We hope that highthroughput marker gene studies will benefit from the statistical practices and perspectives evaluated here, and that the review will lead to a greater integration of microbial and community ecology. 
