We provide a constructive characterisation of circuits in the simple (2, 2)-sparsity matroid. A circuit is a simple graph G = (V, E) with |E| = 2|V | − 1 and the number of edges induced by any X V is at most 2|X| − 2. Insisting on simplicity results in the Henneberg operation being enough only when the graph is sufficiently connected. Thus we introduce 3 different sum operations to complete the characterisation. Extensions are discussed to when the sparsity matroid is connected and this is applied to the theory of frameworks on surfaces to provide a conjectured characterisation of when frameworks on an infinite circular cylinder are generically globally rigid.
Introduction
For k, l ∈ N a graph or multigraph G = (V, E) is (k, l)-tight if |E| = k|V | − l and for every subgraph
It is well known that the edge sets of such multigraphs induce matroids when l < 2k [18] , [24] , we denote these matroids as M(k, l). These graphs can be decomposed into unions of trees and map graphs [19] , [23] , [26] , correspondingly the matroids are unions of cycle and bicycle matroids. There is an elegant recursive construction of the bases in M(k, l) due to Fekete and Szego [6] . Their result built on the construction of Tay [22] for k = l. In this case a recursive characterisation of circuits in M(k, k) (or more exactly graphs induced by circuits) can be found as a special case of a theorem of Frank and Szego [7] on highly k-tree connected graphs. Each of these characterisations uses generalisations of the Henneberg moves [12] , but it is not hard to see that each list of construction moves is insufficient if the graphs are required to remain simple at each stage of the induction.
The rigidity of frameworks on surfaces is a situation with exactly this constraint in which the relevant graphs are the (2, l)-tight (simple) graphs [20] , [21] . When the (k, l)-tight graph is simple we, of course, still induce a matroid and we denote it as M * (k, l). Recursive constructions for the bases of M * (2, l) (l = 2, 1) can be found in [20] and [21] ; it should be noted that these required more than just Henneberg type operations.
In this paper we prove a constructive characterisation of circuits in M * (2, 2). The corresponding result for circuits in M * (2, 3) (of course this is exactly M(2, 3)) was proved by Berg and Jordan [2] where the key difficulty separating their problem (and the problem at hand) from the characterisations of the previous paragraph is the observation that while a circuit in M * (2, l) (l = 2, 3) necessarily contains a vertex of degree 3, there may be no such vertex that is suitable for an inverse Henneberg operation.
Berg and Jordan [2] showed that a circuit in M * (2, 3) has such a suitable vertex whenever the graph is 3-connected (in a vertex sense). Thus the combination of the Henneberg 2 operation and a move gluing circuits together over a 2-vertex cut were sufficient to generate all such circuits. Correspondingly our main results are the following two theorems which prove the analogues for circuits in M * (2, 2). Theorem 1.1. Let G be a 3-connected circuit in M * (2, 2) with no non-trivial 3-edge cutsets and |V | ≥ 6. Then G has two admissible nodes.
By a non-trivial k-edge cutset we mean a k-edge-cutset in which the two components have at least two vertices. Since every circuit contains a degree 3 vertex, there always exist trivial 3-edge-cutsets. Since we will primarily be considering non-trivial 3-edge cutsets in 3-connected graphs we may assume the edges in any such cutset are disjoint. The i-sum moves defined in the following theorem are defined in Section 3. Let K 4 ⊔ K 4 denote the unique graph formed by two copies of K 4 intersecting in a single edge and let K 4 ⊻ K 4 denote the unique graph formed from two copies of K 4 intersecting in a single vertex by adding any edge. We will say that K 5 \ e, K 4 ⊔ K 4 and K 4 ⊻ K 4 are base graphs, see Figure 1 .
Theorem 1.2.
A graph G is a circuit in M * (2, 2) if and only if G can be generated recursively from disjoint copies of base graphs by applying Henneberg 2 moves within connected components and taking 1-sums, 2-sums or 3-sums of different connected components.
In Section 2 we consider Theorem 1.1 showing when we may apply the inverse Henneberg 2 moves. Section 3 considers how to generate graphs that Theorem 1.1 does not cover. This leads to a proof of Theorem 1.2.
In the later sections we consider connectedness in M * (2, 2) and link our results to the rigidity of bar joint frameworks in 3-dimensions supported on an infinite circular cylinder. The approach here follows that of Jackson and Jordan [15] and Theorem 6.1 is a precise analogue of [15, Theorem 3.2] . We use this to provide a natural conjecture for a combinatorial description of generic global rigidity on the cylinder, Conjecture 7.3.
Graph Theory Preliminaries
In this paper graphs have no loops or multiple edges, while multigraphs may have both. If G = (V, E) is a graph with v ∈ V then d G (v) denotes the degree of v in G and N(v) denotes the neighbour set of v.
A circuit (resp. multicircuit) is the graph (resp. multigraph) induced by a circuit in M * (2, 2) (resp. M(2, 2)) i.e. a graph (resp. multigraph) G = (V, E) with |E| = 2|V | − 1 and for every proper subgraph
We see immediately that each of our base graphs is a circuit.
denote the number of edges in the subgraph of G induced by X. We drop the subscript when the graph is clear from the context. If X and Y are disjoint subsets of the vertex set V of a given graph G, then we use d(X, Y ) to denote the number of edges from X to Y and d(X) := d(X, V \ X).
Let X 1 , X 2 be subsets of V and X
. Hence when d(X 1 , X 2 ) > 0 these counting notions will have different results.
Admissible Nodes
Let G = (V, E) be a graph and let G uw v denote the graph formed by removing a degree 3 vertex v from G and adding the edge uw where u, w ∈ N(v) (the neighbour set of v). This operation is an inverse Henneberg 2 move on G. Let G be a circuit and let v be a degree 3 vertex in G. The pair of edges uv, wv is admissible if G uw v is a circuit. A degree 3 vertex v is admissible if there is u, w ∈ N(v) such that uv, wv is admissible.
The forward Henneberg 2 move: splitting an edge by a new vertex and connecting the new vertex to a third existing vertex is far less troublesome. Under what conditions the corresponding statement holds for the inverse move is the subject of this section.
Let V 3 = {v ∈ V : v has degree 3}. Any such vertex will be called a node. We will also say that a subset The following is entirely similar to [2, Lemma 2.5] and we omit the proof. It is not sufficient for our purposes, we must extend the result below in Lemma 2.6. Lemma 2.4. Let G = (V, E) be a circuit. Let X ⊂ V be a critical set. Then V \ X contains at least one node (in G).
Following [2] we call a node with degree at most 1 in G[V Lemma 2.5. Let G be a circuit, let v be a node in G with N(v) = {u, w, z}. Then uv, wv is not admissible if and only if there is a critical set X ⊂ V with u, w ∈ X and v, z / ∈ X or uw ∈ E.
Proof. Suppose first that X is a critical set in G with u, w ∈ X and v, z / ∈ X. Then the inverse Henneberg 2 move creates a new edge uw implying i(X) = 2|X| − 1 and X V . Also if uw ∈ E then G uw v is not a simple graph. Conversely, if uv, wv is not admissible then uw ∈ E or if not there is
Thus we strengthen the definition of critical as follows. Let G = (V, E) be a circuit. For a node v ∈ V with N(v) = {u, w, z} we say that a critical set X is v-critical if u, w ∈ X and v, z / ∈ X. If v is a degree 3 vertex in G with N(v) = {u, w, z} and X is critical with u, w ∈ X and v, z / ∈ X then X is a v-critical set on u and w. If z has degree 3 then an inverse Henneberg 2 move on uv, wv is not admissible (as z would have degree 2 in G uw v ). Hence all branching nodes are non-admissible. Here V \ {v, z} is a trivial v-critical set on u and w. If X is a v-critical set on u and w for some node v with N(v) = {u, w, z} and d(z) ≥ 4 then X is non-trivial or node-critical. The condition uw ∈ E is crucial in separating the problem at hand from the analogue in [2] . The following lemma allows us to bridge this difficulty. Lemma 2.6. Let G = (V, E) be a 3-connected circuit with no non-trivial 3-edge-cutsets and |V | ≥ 6. Let X 1 , . . . , X n be critical sets and let
Then Y contains at least two nodes of G.
Proof. We prove 1 and 2 simultaneously. With vertices labelled v 1 , . . . , v |V | , since |E| = 2|V | − 1 we have
In cases 1 and 2 Lemma 2.2 implies X i ∪ X j is critical and d(X i , X j ) = 0 or X i ∩ X j = ∅ for each 1 ≤ i < j ≤ n. Now i(Z j ) = 2|Z j | − 2 for each j. Thus
By assumption 1 or 2 |V \ Z j | ≥ 2 so there are at least 4 edges of the form xy with x ∈ Z j , y ∈ V \ Z j . This implies
Since the minimum degree in G is 3 comparing this with the first summation implies Y contains at least two nodes.
For 3 assume X 1 , . . . , X n induce copies of K 4 and suppose m = 1 and
] then we guarantee a cutpair in G which contradicts our assumptions so m > 1. But if a is not a cut-vertex there is a path in G[Z 1 ] from any vertex in X 1 \ a to any vertex in X i \ a. Since d(X 1 , X i ) = 0 the only way this may happen is if there is a set containing some y 1 ∈ X 1 \ a and some y k ∈ X i \ a which is not contained in X 1 ∪ X i . Let the path use vertices y 1 , y 2 , . . . , y k for some k ≥ 2 and choose X ′ to be the union of all X j 's containing some y j except X 1 and
Thus a must be a cut-vertex. A similar argument applies when Y = 0; here Z 1 = V and there is exactly one edge e not in a copy of K 4 . As above we find a is a cut-vertex for G \ e and hence a cut-pair exists in G. Therefore m ≥ 2 and the result follows from 2. Lemma 2.7. Let G = (V, E) be a 3-connected circuit with |V | ≥ 6 and no non-trivial 3-edge cutsets. Then G[V * 3 ] is a forest on at least two vertices. Proof. By Lemma 2.6 part 3 |V *
Lemma 2.8. Let G = (V, E) be a 3-connected circuit containing a node v with N(v) = {w, u, z}, uz / ∈ E, wz, wu ∈ E. Then v is admissible.
Proof. Since z, u is not a cutpair, d(w) ≥ 4. Let t ∈ N(w) and suppose v is not admissible. By Lemma 2.5 there exists a proper critical subset Lemma 2.9. Let G = (V, E) be a circuit and let v be a node with N(v) = {w, u, z}, uz, wu / ∈ E and wz ∈ E. Then v is admissible.
Proof. Assume for a contradiction that v is not admissible. By Lemma 2.5 there exists proper critical sets X wu , X uz ⊂ V . Note d(z) ≥ 4 since |N(z) ∩ X uz | ≥ 2 and similarly d(w) ≥ 4. By Lemma 2.2 X wu ∪ X uz is critical so adding wz then v plus its three edges gives a contradiction. Thus at most one of the critical sets X wu and X uz can exist and the result follows.
Lemma 2.10. Let G = (V, E) be a circuit with |V | ≥ 6. Suppose v is a nonadmissible node of G with N(v) = {x, y, z} and none of xy, xz, yz present in E. Then there exists two v-critical sets X, Y such that
Proof. Since v is non-admissible Lemma 2.5 implies there exist critical sets X on y, z, Y on x, z and Z on x, y. From Lemma 2.2 we deduce that X ∪ Y is critical and hence
Figures 7 and 8 illustrate that 3-connected circuits with no non-trivial 3-edge-cutsets may contain non-admissible nodes. The next lemma, an analogue of [2, Lemma 3.3] is key in what follows.
Lemma 2.11. Let G = (V, E) be a 3-connected circuit with no non-trivial 3-edge-cutsets. Let v ∈ V be a node with N(v) = {x, y, z}, d(z) ≥ 4 and suppose no pair of neighbours of v defines an edge. Let X be a v-critical set on x, y. Furthermore suppose that either 1. there is a non-admissible series node u ∈ V \X \v with no edges between its neighbours, precisely one neighbour w in X and w is a node, or 2. there is a non-admissible leaf node t ∈ V \ X \ v with no edges between its neighbours.
Then there is a node-critical set
Proof. First let u ∈ V \ X \ v be a non-admissible series node with N(u) = {w, p, n} and d(w) = 3. We may assume d(p) = 3 and d(n) ≥ 4. Since u is non-admissible and wp / ∈ E there exists a u-critical set Y on w and p by Lemma 2.5. By Lemma 2.7 G[V * 3 ] contains no cycles. Note |Y | ≥ 5 since p, w are not in a copy of
. For the second part of the lemma let t be a non-admissible leaf node. Lemma 2.10 implies that there exist two t-critical sets Y 1 and Y 2 with Y 1 ∪Y 2 = V \ t and if t has a neighbour r which is a node then we can also assume r ∈ Y 1 ∩ Y 2 . Note that Y 1 and Y 2 are node-critical and
Moreover d(t, X) ≤ 1 as if it were equal to 2 then X ∪ t is critical and the result follows.
Similarly to [2, Lemmas 3.5 and 3.6] we have the following two lemmas. Lemma 2.12. Let G be a 3-connected circuit with no non-trivial 3-edgecutsets and |V | ≥ 6. Let X = {X ⊂ V : X is a node-critical set in G}. If X = ∅ then G has two admissible nodes.
Proof. By Lemma 2.7 |V * 3 | ≥ 2. Since X = ∅ the result follows from Lemmas 2.5, 2.8 and 2.9.
Note that if we make no connectedness assumptions on G then X = ∅ is sufficient to show that every leaf and series node in V * 3 is admissible, however |V * 3 | may be less than 2. Lemma 2.13. Let G be a 3-connected circuit with no non-trivial 3-edgecutsets and |V | ≥ 6. Suppose v is an admissible node. Let Y = {Y ⊂ V : v ∈ Y, Y is a node-critical set in G}. If Y = ∅ then G has two admissible nodes. We are now ready to prove that any sufficiently connected circuit contains an admissible vertex.
Proof of Theorem 1.1. By Lemma 2.7 G[V * 3 ] is a forest and |V * 3 | ≥ 2. By Lemmas 2.8 and 2.9 we need consider only the case when there are no edges between the neighbours of every a ∈ V * 3 . Let X = {X ⊂ V : X is a node-critical set in G}. If X = ∅ we are done by Lemma 2.12. Otherwise let X ∈ X be maximal. Choose t ∈ N(v) such that X is v-critical with d(t) ≥ 4 and t / ∈ X. X ∪ v is critical and
Let X = X n and let X 1 , . . . , X n−1 be critical sets in G not contained in X such that every copy of K 4 is induced by some X i and every X i induces a copy of K 4 . Then there are two cases. If t / ∈ X i for all i then |Y | = |V \ n i=1 X i | ≥ 2 so Lemma 2.6 part 1 implies there is a vertex not in X ∪v which is a node not in a copy of K 4 . Secondly if t ∈ X i for some i then |X ∩ X i | ≤ 1 otherwise
] is disconnected so Lemma 2.6 part 2 implies there is a vertex not in X ∪ v which is a node not in a copy of K 4 .
Let
] on the vertex set W * . By the preceeding paragraph |W * | ≥ 1 so W contains a leaf u. Each vertex z ∈ V \ X \ v \ t has at most one neighbour in X; otherwise X ∪ z is node-critical, contradicting the maximality of |X|. Therefore u is not a branching node of G.
Now if u is a leaf node then Lemma 2.11 part 2. and the maximality of |X| imply that u is an admissible node. If u is a series node in G then, since u has at most one neighbour in X and since u is a leaf in G[W * ], it follows that it has precisely one neighbour y in X and y is a node. Thus Lemma 2.11 part 1. and the maximality of |X| imply that u is an admissible node.
Finally let Y = {Y ⊂ V : u ∈ Y, Y is a node-critical set in G}. If Y = ∅ the result follows from Lemma 2.13. Otherwise let Y ∈ Y be maximal, and argue similarly to the proof for X ∈ X to complete the proof.
Sum Moves
Now we must consider the generation of circuits with cutpairs or with non-trivial 3-edge cutsets. We start by considering graphs that are not 3-connected. Recall that K n (a 1 , . . . , a n ) denotes the complete graph on n specific vertices a 1 , . . . , a n .
Let G = (V, E) be a circuit with a cutpair a, b and a bipartition A, B of V \ {a, b}. Since f (G) = 1 and f (H) ≥ 2 for all subgraphs there are two options: 
. X contains at least one of a, b, otherwise X ⊂ X i and so i(X) ≤ 2|X| − 2.
If X contains at most one of a, b then
If X contains both a and b then
where equality holds if and only if X = V . 
where equality holds if and only if X = V .
Let G = (V, E) be a circuit with a cutpair a, b with a bipartition A, B of V \ {a, b} such that
Lemma 3.4. Let G = (V, E) be a circuit with a cutpair a, b with a bipartition
is not in A ∪ {a, b} or B ∪ {a, b}, be the result of a 2-separation on G. Then A and B are circuits.
Proof. By symmetry it is enough to show that A is a circuit. Suppose A is not a circuit. Since |E(A)| = 2|V (A)| − 1 there exists X properly contained in A ∪ {a, b, c, d} with i A (X) = 2|X| − 1. X contains c, d otherwise X is a subgraph of G and thus X contains a, b. We have
Let G 1 , G 2 be circuits such that G i contains a node v i with N(v i ) = {a i , b i , c i }. A 3-sum operation takes G 1 and G 2 and forms G 1 ⊕ 3 G 2 by deleting v 1 , v 2 and adding edges a 1 a 2 , b 1 b 2 , c 1 c 2 . 2 and adding a 1 a 2 , b 1 b 2 , c 1 c 2 ) is a circuit. 
. X contains at least one of a i , b i , c i , otherwise X ⊂ X i and so i(X) ≤ 2|X| − 2. Let 0 ≤ t ≤ 3 be the number of edges in the subgraph induced by X from the set {a 1 a 2 , b 1 b 2 , c 1 c 2 }. Then
where equality holds if and only if X = V ; otherwise for some i, X i V i , i(X i ) = 2|X i | − 2 and X i contains a i , b i , c i so adding back v i contradicts G i being a circuit.
Let G = (V, E) be a circuit with a non-trivial 3-edge-cutset
Lemma 3.6. Let G = (V, E) be a circuit with a non-trivial 3-edge-cutset
be the result of a 3-separation. Then A and B are circuits.
By symmetry it is enough to show that A is a circuit. Suppose A is not a circuit. Since |E(A)| = 2|V (A)| − 1 there exists X properly contained in A∪v 1 with i A (X) = 2|X|−1. X contains v 1 , otherwise X is a subgraph of G, and thus contains a 1 , b 1 , c 1 . We have
A Recursive Construction of Circuits
It remains to deal with the case when every cutpair a, b in G with associated bipartition A, B is such that at least one of the subgraphs induced by A ∪ {a, b} and B ∪ {a, b} is isomorphic to K 4 . Here the 2-separation move results in a copy of G and a copy of K 4 ⊔ K 4 . However we do not need a new recursive move to deal with this case. Consider a graph G with n cutpairs and each cutpair a i , b i with bipartition
i and all incident edges and add a second copy of each edge a i b i . We denote the resulting multigraph as Figure 12 . None of the a i or b i have degree 3; if d(a i ) = 3 then N(a i ) = {b i , x} for some x but then b i , x is a cutpair for G − and hence for G. Thus every degree 3 vertex in G − has 3 distinct neighbours. The following result follows by checking the proof of Theorem 1.1 and noting that we did not require the graphs to be simple. By admissible here we mean that there is an inverse Henneberg 2 move on that vertex that results in a circuit and that the new edge does not create a double edge.
The weaker fact that there is a degree 3 vertex in a multicircuit in which an inverse Henneberg 2 move results in a multicircuit follows from Frank and Szego [7, Theorem 1.10].
Proposition 4.1. Let G = (V, E) be a multigraph with |V | ≥ 6. Let G be a 3-connected multicircuit with no non-trivial 3-edge-cutsets in which every degree 3 vertex has 3 distinct neighbours. Then G contains an admissible node.
Proof of Theorem 1.2. By Lemmas 2.1, 3.1, 3.3 and 3.5 a connected graph built up recursively from disjoint copies of base graphs by 1-sums, 2-sums, 3-sums and Henneberg 2 moves is a circuit. Conversely we use induction on |V |. Since K 5 \ e is the unique circuit on at most 5 vertices, by Theorem 1.1, we may apply an inverse Henneberg 2 move whenever G is 3-connected with no non-trivial 3-edge cutsets. If G is 3-connected with a non-trivial 3-edge-cutset then, by Lemma 3.6 we may apply a 3-separation to G resulting in smaller circuits.
If G is not 3-connected then there is a cutpair. Choose a cutpair a, b. If ab / ∈ E then by Lemma 3.2 we can apply a 1-separation in such a way that the resulting graphs are circuits. Suppose then for every cutpair a, b, ab ∈ E and suppose there is a choice of a, b such that G[A ∪ {a, b}] and G[B ∪ {a, b}] are not isomorphic to 
there are a small number of cases that are each easy to check (there is an admissible node or a separation to smaller circuits).
In [2, Theorem 5.9] Berg and Jordan strengthen their result on admissible nodes to show that a 3-connected M * (2, 3)-circuit contains some admissible node such that the inverse Henneberg 2 move results in a 3-connected M * (2, 3)-circuit. In doing this they were motivated by global rigidity concerns. For our purposes the corresponding concerns only require 2-connectedness, see Section 6. Thus Lemma 2.3 (1) confirms we need no such extension.
Rigidity on Surfaces
We refer the reader to [1] , [9] , [25] for the general theory of bar-joint frameworks. We briefly recall the basic theory for frameworks constrained to a 2-dimensional surface. More detailed definitions may be found in [20] .
A framework (G, p) on a smooth 2-dimensional surface M is the combination of a graph G and a map p : V → M. We will focus only on when such frameworks are generic: there are no algebraic dependencies among the coordinates of the framework points that are not required by M. The surface rigidity matrix R M (G, p) is the (|E| + |V |) × 3|V | matrix where the first |E| rows correspond to the edges and the entries in the row for edge uv are 0 except in the column triples corresponding to u and v where the entries are p(u) − p(v) and p(v) − p(u) respectively. The final |V | rows correspond to the vertices and the entries in the row for vertex i are zero except in the column triple corresponding to i where the entry is N(p(i)), the surface normal to the point p(i).
A framework (G, p) on M is infinitesimally rigid if rank R M (G, p) = 3|V | − 2 and is minimally infinitesimally rigid if it is infinitesimally rigid and rank R M (G, p) = |E| + |V |.
A simple consequence of genericness is that any two frameworks on the same abstract graph have rigidity matrices with the same rank. Thus generic infinitesimal rigidity is a property of the graph and not the particular choice of map.
Let R M denote the cylinder rigidity matroid, that is the linear matroid induced by linear independence in the rows of R M (G, p) for generic p. The following is the main result of [20] restated in terms of matroids.
Theorem 5.1. Let G = (V, E) be a graph with |V | ≥ 4 and let (G, p) be a generic framework in 3-dimensions constrained to a cylinder M. Then the matroids R M and M * (2, 2) are isomorphic.
Thus we may interpret Theorem 1.2 as an inductive construction of the circuits of R M . Similarly let R 2 denote the rigidity matroid for generic frameworks in R 2 . Then a celebrated theorem of Laman [17] shows this matroid is isomorphic to M(2, 3).
We will need the following corollary to Theorem 5.1. A redundantly rigid framework (G, p) on M is a framework such that after deleting any single edge from G the rigidity matroid still has maximal rank.
Corollary 5.2. Let M be a cylinder, let G = (V, E) and let p be generic. Then (G, p) is redundantly rigid on M if and only if (G, p) is infinitesimally rigid on M and every edge of G belongs to a R M -circuit.
Remark 5.3. Recall it is easy to extend Theorem 5.1 to say that a generic framework on M is rigid if and only if the graph contains a spanning (2, 2)-tight subgraph. The reason for this is that in the appropriate inductive construction we may apply all the sparsity preserving moves until we have a graph with the wanted vertex set and then apply edge additions. However the relevant extension here is not so easy to derive. This difficulty is illustrated by the graph K 3,6 and similar examples exist in the plane, see [15, Figure  6 ]. To extend Theorem 1.2 to generate all 2-connected, redundantly rigid graphs (or R M -connected graphs as defined in the next section) requires us to be able to alternate between the moves. For example K 3,6 is not a circuit so one of the operations must be an edge addition. The last move must be a Henneberg 2 move since K 3,6 is 3-connected with no non-trivial 3-edge cutsets and minimal in the sense that removing any edge results in a graph G = (V, E) with |E| = 2|V | − 1 that is not a circuit.
R M -connected Graphs
Remark 5.3 motivates us to consider graphs in which every pair of edges is contained in a common R M -circuit. We follow the method in [15] .
A redundantly rigid component of an arbitrary graph G = (V, E) is a maximal redundantly rigid subgraph of G or a subgraph induced by an edge which belongs to no R M -circuit of G. Thus the redundantly rigid components of G partition E. For the cylinder rigidity matroid R M = (E, I) define a relation on E by saying e, f ∈ E are related if e = f or if there is a R Mcircuit C with e, f ∈ C. As usual we abuse notation slightly by referring to C as both the circuit in R M and the graph induced by the circuit, i.e. the R M -circuit. This is an equivalence relation and the equivalence classes are the components of R M . If R M has at least two elements and only one component then it is R M -connected. G is R M -connected if R M is connected. The R M -components of G are the subgraphs of G induced by the components of R M . The R M -connected components are redundantly rigid so further refine the partition of the edges. Proof. Suppose G is R M -connected. G is rigid since there is only one R Mconnected component. R M is connected so every edge is in a R M -circuit. Thus G has a redundantly rigid realisation by Corollary 5.2. Also Lemma 2.3 (1) implies G is 2-connected.
Conversely let X be the set of R M -connected components of G and θ(X) the set of vertices of G belonging to two distinct elements of X. Let d X (v) denote the number of elements of X containing v. Let r(G) denote the rank of the rigidity matroid R M (G, p). Then
and Figure 13 illustrates why we required the 2-connectedness assumption. We note Lemmas 2.1, 3.1, 3.2, 3.3, 3.4, 3.5 and 3.6 may be extended to taking R M -connected graphs to R M -connected graphs. The remaining inductive step, finding an admissible node in a R M -connected graph (or an edge to delete) such that the result of the operation is a R M -connected graph is a highly non-trivial extension. That such a statement is possible for R 2 is the main result of [15] , and for R M it is an open problem.
Global Rigidity on the Cylinder
We say that two frameworks (G, p) and (G, q) on M are equivalent if they satisfy the (Euclidean 3-space) distance constraint equations |p i − p j | = |q i − q j |, for each edge ij where p i , p j , q i , q j are points on M, and are congruent if, more strongly, the distance between any pair of framework points is the same in both realisations. Definition 7.1. A framework (G, p) on M is globally rigid if every framework (G, q) equivalent to (G, p) is congruent to (G, q).
Such frameworks are those in which the number of distinct (non-congruent) realisations with a given set of edge lengths (equivalent) is minimal.
Note that by this definition K 3 is generically globally rigid even though ker R M (K 3 , p) is 3-dimensional (and only two of these motions are trivial). This is slightly unsatisfying but does not occur for any larger graph. However for any globally rigid framework on M ( |V | ≥ 5) with one vertex pinned to rule out trivial motions we still cannot say that the realisation is unique. This is because of reflections. Pin down a point at (0, 1, 0) then consider congruent realisations of a point (x, y, z). We will always have the realisations (x, y, −z), (−x, y, z), (−x, y, −z) and hence the number of realisations of any graph is at least 4.
We now recall the characterisation of generic global rigidity in the plane. This is due in its various parts to Connelly [4] , Hendrickson [12] and Jackson and Jordan [15] . Giving a full 3-dimensional combinatorial characterisation remains a hard open problem, as it does for infinitesimal rigidity. (1) (G, p) is globally rigid in R 2 , (2) G is 3-connected and (G, p) is redundantly rigid in R 2 , (3) G can be formed from disjoint copies of K 4 by Henneberg 2 moves and edge additions, (4) G is 3-connected and R 2 -connected.
We also note that this theorem was extended to the sphere by Connelly and Whiteley [5] .
The analysis in this chapter leads us to make the following conjecture.
minimal case it remains to show that redundant rigidity is necessary and that the Henneberg 2 and i-sum moves preserve global rigidity. We expect that arguing similarly to [10] or [14] will establish that globally rigid graphs are redundantly rigid. Showing that the Henneberg 2 move preserves global rigidity may be harder, in the plane Connelly [4] used a deep result linking global rigidity to the rank of the stress matrix, [4, Theorem 1.5] (see also [8] Finally we comment that, if proved, the conjecture provides algorithms for checking global rigidity. Indeed similarly to the case of the plane, see [3] , condition (2) can be checked efficiently. 2-connectedness can be checked in linear time [13] and redundant rigidity, via the pebble game [11] , [18] , can be checked in O(n 2 ) time where n is the number of vertices in the graph.
