Abstract. We provide the solutions of linear, left-invariant, 2nd-order stochastic evolution equations on the 2D-Euclidean motion group. These solutions are given by group-convolution with the corresponding Green's functions that we derive in explicit form in Fourier space. A particular case coincides with the hitherto unsolved forward Kolmogorov equation of the so-called direction process, the exact solution of which is required in the field of image analysis for modeling the propagation of lines and contours. By approximating the left-invariant base elements of the generators by left-invariant generators of a Heisenberg-type group, we derive simple, analytic approximations of the Green's functions. We provide the explicit connection and a comparison between these approximations and the exact solutions. Finally, we explain the connection between the exact solutions and previous numerical implementations, which we generalize to cope with all linear, left-invariant, 2nd-order stochastic evolution equations.
Introduction
Pixel-independent image analysis usually starts with the sampling of an image f ∈ L 2 (R 2 ) by a function ψ ∈ L 2 (R 2 ) via f → (ψ, f ) L2(R 2 ) . To probe an image at every location x ∈ R 2 and in every direction e iθ ∈ T one translates and rotates an anisotropic test function by means of a representation g → U g of the Euclidean motion group U g ψ(y) = ψ(R −1 θ (y − x)), g = (x, e iθ ). The result of such an image sampling is a function U f ∈ L 2 (G) on the Euclidean motion group manifold G = R 2 T, which is given by U f (g) = (U g ψ, f ). Throughout this article we refer to function U f as the orientation score of image f .
The generation of orientation scores and the reconstruction of images thereof has been the subject of previous publications. The subsequent section 2 will provide a brief overview and an embedding in wavelet theory. For the remainder of the article we assume the orientation score as given and focus on operations on U f that are inspired by stochastic processes modeling the propagation of lines and contours. As a class of left invariant operators we consider in section 3 all linear, second order, left-invariant evolution equations and their resolvents on L 2 (R 2 T), which correspond to Forward Kolmogorov equations of left-invariant stochastic processes on the Euclidean motion group.
First we show that the solutions of these partial differential equations are given by a convolution with the corresponding Green's function. Then we provide explicit formulas for these Green's functions. To cope with the cyclic boundary conditions in θ we follow two separate approaches. In the first approach, we expand the Green's kernel in series of Mathieu functions as described in the literature about the Mathieu equation [31] . The resulting series of Mathieu functions converges only slowly for group elements near the unity element, but we utilize this solution for a generalization of a numerical algorithm of direction process by August [3] and derive a new and exact computation scheme 1 . In the second approach, we unwrap the torus T in θ and solve the partial differential equations for absorbing θ-boundaries at infinity to eventually map the solution back onto the torus T. Adding all mapped branches of the solution renders the Green's function for cyclic boundaries as a sum of rapidly decaying terms. Both approaches are described for the special case of the direction process in section 4 and for all other cases in section 5 .
In section 4.3 we approximate the left invariant base elements of the Euclidean group generators by left-invariant generators of a Heisenberg-type group. The resulting equations render simple, analytic approximations of the exact Green's functions and provide explicit and simple formulas for the modes of so-called completion fields, which are the probability distributions of stochastic processes on R 2 T with given source and given sink.
The numeric algorithm that solves all linear, left-invariant, 2nd-order stochastic evolution equations on a discrete grid in Fourier space and its relation to our first analytic approach is the subject of the last section 6.
Orientation Scores
In many image analysis applications an object U f ∈ L 2 (G) defined on the 2D-Euclidean motion group G = R 2 T is constructed from a 2D-grey-value image f ∈ L 2 (R 2 ). Such an object provides an overview of all local orientations in an image. This is important for image analysis and perceptual organization, [27] , [19] , [30] , [15] , [13] , [41] , [34] , [4] and is inspired by our own visual system, in which receptive fields exist that are tuned to various locations and orientations, [37] , [6] . In addition to the approach given in the introduction other schemes to construct U f : R 2 T → C from an image f : R 2 → R exist, but only few methods put emphasis on the stability of the inverse transformation U f → f .
In this paragraph we provide an example on how to obtain such an object U f from an image f . This leads to the concept of invertible orientation scores, which we developed in previous work, [9] , [13] , [11] , and which we briefly explain here. An orientation score U f : R 2 T → C of an image f : R 2 → R is obtained by means of an anisotropic convolution kernel ψ :
θ (x − y))f (y) dy, g = (x, e iθ ) ∈ G = R 2 T, R θ ∈ SO(2). This differs from standard continuous wavelet theory, see for example [28] and [2] , where the wavelet transform is constructed by means of a quasi-regular representation of the similitude group R d T × R + , which is unitary, irreducible and square integrable (admitting the application of the more general results in [21] ), in the sense that we do allow a stable reconstruction already at a single scale orientation score for a proper choice of ψ. In standard wavelet reconstruction schemes it is not possible to obtain an image f in a well-posed manner from a "fixed scale layer", that is from W ψ f (·, ·, σ) ∈ L 2 (R 2 T), for fixed σ > 0. 2 The general wavelet reconstruction results [21] do not apply to the transform f → U f , since the left regular representation of the Euclidean motion group on L 2 (R 2 ) is reducible. In earlier work we therefore provided a general theory [9] , [7] , [8] , to construct wavelet transforms associated with admissible vectors/ distributions. 3 With these wavelet transforms we construct orientation scores U f : R 2 T → C by means of admissible line detecting vectors 4 ψ ∈ L 2 (R 2 ) such that these transforms are unitary in a reproducing kernel Hilbert space C G K , which is a closed subspace of L 2 (G).
With this well-posed, unitary transformation between the space of images and the space of orientation scores at hand, we can perform image processing via orientation scores, see [11] , [13] , [27] . For the remainder of the article we assume that the object U f is some given function in L 2 (R 2 T) and we write U ∈ L 2 (R 2 T) rather than U f ∈ C G K . For all image analysis applications where an object U f ∈ L 2 (R 2 T) is constructed from an image f ∈ L 2 (R 2 ), operators on the object U ∈ L 2 (R 2 T) must be left invariant to ensure Euclidean invariant image processing [9] p.153. This applies also to the cases where the original image cannot be reconstructed in a stable manner as in channel representations [18] and steerable tensorvoting [20] .
Left Invariant Evolution Equations on the Euclidean Motion Group
In order to construct the left invariant evolution equations on the Euclidean Motion group and to understand their structure we first compute the left invariant vector fields and their commutators on the Euclidean motion group. This structure has more or less been overlooked in previous work on the forward Kolmogorov equation of the well-known direction process, [32] , [36] , [42] and [3] . This structure will be relevant for our derivation of the solution of this evolution equation. Moreover, it provides a full overview on linear second order left invariant evolution equations on the Euclidean motion group and thereby it provides more general and alternative left invariant stochastic processes on the Euclidean motion group.
Let G = R
2
T be the Euclidean Motion group with group product
with unity element e = (0, 1) and
. Let {e x , e y } be a positively oriented orthonormal base in R 2 . Let e θ be a unit tangent vector at the unit element of T. Then the tangent space at the unity element T e (G) is spanned by (3.1) T e (G) = {A 1 , A 2 , A 3 } := {e θ , e x , e y }. 2 The same problem arises in linear scale space theory where it is impossible to reconstruct the original image in a stable L 2 -preserving matter from a fixed scale restriction u α f (·, s) of a scale space representation u α f : R d × R + → R obtained by an evolution equation on R d generated by −(−∆) α , 0 < α ≤ 1, [12] .
3 Depending whether images are assumed to be band-limited or not, for details see [8] . 4 Or rather admissible distributions ψ ∈ H −(1+ ),2 (R 2 ), > 0 if one does not want a restriction to bandlimited images.
As we will see this basis yields the following left invariant vector fields on G, {e θ , e ξ , e η } which are defined by (3.2) e θ (x, e iθ ) = e θ , e ξ (x, e iθ ) = cos θ e x + sin θ e y , e η (x, e iθ ) = − sin θ e x + cos θ e y , where we identified T g=(x,e iθ ) (R 2 , e iθ ) with T e (R 2 , e i0 ) and T g=(x,e iθ ) (x, T) with T e (0, T), by means of parallel transport (on R 2 respectively T). The tangent space T e (G) is a 3D Lie algebra equipped with Lie product
where t → a(t) resp. t → b(t) are any smooth curves in G with a(0) = b(0) = e and a (0) = A and b (0) = B. The Lie products of the base elements in (3.1) are
The left respectively right regular representations of G onto
for all infinitely differentiable functions φ ∈ C ∞ c (Ω g ) where Ω g is an open set around g within G and with the left multiplication
Recall that the linear space of left-invariant vector fields L(G) equipped with the Lie product [Ã,B] =ÃB −BÃ is isomorphic to T e (G) by means of the isomorphism
for all smooth φ : G ⊃ Ω g → R. By means of the derivative of the right regular representation dR :
we obtain the corresponding basis of left-invariant vector fields on G:
or explicitly in coordinates
and indeed the Lie products of these basis elements are
In this article we will derive exact analytic solutions and close analytic approximations which are much more tangible/easier to compute of the following 2nd order linear left invariant evolution equations
where the negative definite generator A acting on L 2 (G) is given by
where we are only interested in the case where the constant matrix D is a semipositive diagonal matrix, i.e. D ij = D ii δ ij , with D ii ≥ 0, i = 1, . . . 3 in which case the generator becomes
The first order part of the generator takes care of transport (convection) and the second order part takes care of diffusion in the Euclidean motion group G. Note that the non-commutative nature of the Euclidean motion group, recall (3.3) makes these evolution equations complicated. Furthermore we note that these evolution equations are indeed left invariant as their generator is left-invariant (since it is constructed by linear combinations of products of left invariant vector fields).
The motivation for considering these left invariant evolution equation comes from probability theory. Consider the following stochastic equation on
, where the components are independent random variables ξ i which are Gaussian white noise distributed. The solution of which is given by
For the exact meaning of the Stochastic differential equation (3.7) and the corresponding stochastic integral (3.8) and further details on stochastic processes see [33] . In this article we shall only consider the case where B(g(s), s) and a(g(s), s) are left invariant and not explicitly dependent on s. In this case it does not matter whether one uses Stranovitch or Itȏ calculus for the stochastic integrals and by Itȏ's formula for functions on the process t → (t, g(t)) we obtain the following left invariant evolution equation for the transition densities
which is known as the Forward Kolmogorov equation of the stochastic process given by (3.7). In equation (3.9) we omitted the dependence of a i and B ij on g because we have shown that to ensure left-invariance of the generator the components of a and B with respect to the basis {Ã i } 3 i=1 must be constant, [38] . The Forward Kolmogorov equations of left invariant stochastic processes (with constant a, B, D = T B) are given by (3.4) and (3.5). These transition densities (3.9) are to be considered as limiting distributions of conditional probability densities of discrete processes (random walks) on the Euclidean motion group. Consider for example the special case of the well-known direction process [32] , [4] , [41] where a random walker moves in the spatial plane along its current direction in the spatial plane (that is along ξ = x cos θ + y sin θ) and where the average curvature of its path 5 is
, which explains the N in (3.10).
Gaussian distributed with variance σ 2 = 2D 11 (3.10)
The corresponding forward Kolmogorov equation is a special case (namely put a 1 = a 3 = D 22 = D 33 = 0) of (3.4) and (3.5) .
In Section 4 we shall consider these evolution equations and provide the exact analytic solutions (and even more tangible analytic approximations) of both the evolution equations and their resolvent equations, which were strongly required (but not yet found) in the fields of applied mathematics and image analysis.
In Section 5 we also derive explicit solutions for other cases such as D 22 = D 33 = D 11 = 0 (convection without diffusion), a 1 = a 3 = 0 and D 22 = D 33 > 0 (a forward-Kolomogorov equation of a direction process including isotropic diffusion in the plane), and the case a 1 = a 2 = a 3 = 0, D ii > 0, i = 1, 2, 3 (only diffusion). Furthermore in Section 6 we discuss an efficient method to compute the exact Green's functions in all cases (with periodic boundary conditions), where we explicitly put the connection with the exact solutions (with periodic boundary conditions) in the special cases above. We also point to Appendix A where we use Fourier transform on the Euclidean motion group R 2 T rather than Fourier transform on R 2 to obtain alternative (but analogue) formulas for the solutions.
In Sections 4 & 5 we shall use the following conventions:
• The unit-step function u : R → R is given by u(x) = 1 if x > 0 and u(x) = 0 if x < 0 and u(0) =
, is almost everywhere defined by
We use the following notation for Euclidean/polar coordinates in spatial and Fourier domain, respectively: x = (x, y) = (r cos φ, r sin φ), ω = (ω x , ω y ) = (ρ cos ϕ, ρ sin ϕ), with φ, ϕ ∈ [0, 2π), r, ρ > 0.
T be the Euclidean motion group, then D(G) represents the vector space consisting of all infinitely differentiable functions with compact support within G. Let a be a point on the manifold G The Dirac distribution δ a :
4s . 6 The upper indices in the Dirac distributions in the right hand side are indices to clarify the domain of the test functions on which these Dirac distributions apply.
The Special Case of the Direction process
In this section we consider the following evolution process
which is the forward Kolmogorov equation of the direction process, with probability density ℘ : G × R + → R + , traveling time T and initial condition U ∈ L 2 (G). However if T is negatively exponentially distributed 8 T ∼ NE(α), i.e. the probability density of the Random variable T is given by t → αe −αt , with expected traveling time E(T ) = 1 α then the unconditional probability density p of finding an oriented particle with orientation θ and position b is given by
So by application of the Laplace transform with respect to traveling time we obtain for the unconditional probability density p
which is the resolvent equation of the strongly continuous (cf. Jørgensen [26] , lemma 3.4 and more detailed in [14] IV.4.5), semi-group on L 2 (G) given by (4.1).
The problem (4.1) was first formulated (in the context of elastica in computer vision) by Mumford, cf. [32] p.297 who conjectured from further results in his paper that the solution may be expressed in elliptic functions of some kind, but did not provide it. In image analysis Thornber, Williams and Jakobs [41] , [36] claimed to have found the analytic solution of this problem, but this claim is misleading: We show that their kernels are Green's functions of left-invariant evolution equations on a group of Heisenberg-type rather than Green's functions of Left-invariant evolution equations on the Euclidean motion group! Consequently they obtained approximations of the true problem and we will analyze the quality of these useful approximations for different parameter values and we provide generalizations and improvements (see Appendix B).
Here we shall present the exact solution of both (4.2) and (4.1) in an explicit form by means of Fourier expansions (in theta direction we use cosine elliptic functions, i.e. even Mathieu functions), which coincides with Mumford's conjecture [32] p.497 on the existence of such a solution. At first sight these exact solutions may not seem very useful from the engineering point of view (but appearances are deceptive as their practical relevance become clear in section 6). Therefore, in section 4.2 we unwrap the torus yielding much more tangible solutions. Then we relate these solutions to the exact ones, yielding extremely accurate and tangible approximations of the exact solutions. Moreover in section 4.3 we will consider local Heisenberg-group approximations of the Euclidean motion group and solve for the Green's functions of the involved resolvent equations in spatial and Fourier 7 We use short notation for partial derivatives ∂ θ = ∂ ∂θ . 8 Which must be the case in a Markov proces, as the only continuous memoryless distribution is the negatively exponential distribution.
domain, yielding somewhat more practical approximations of solutions for Green's functions of the resolvent equations. Finally we use these solutions to compute so-called completion fields.
Both the generator A and the operators A−αI and A−∂ t of the evolution system (4.1) are Hörmander operators of the second type. By the results of Hebisch [22] it now follows that the solution is a G-convolution in distributional sense:
where the kernelsK t ∈ L 2 (H) (for Gaussian estimates onK t and more details see [22] Theorem 1.2, p.3), with H the Lie group generated by the Lie algebra generated by
we get an ordinary 9 G-convolution with this kernel which is smooth on G\{e} due to hypo-ellipticity of A − ∂ t . So we have
for all g ∈ G and all t > 0. Furthermore, the solution of (4.2) is a G-convolution
which is (by a theorem of Hörmander, cf. [24] ) smooth on G \ {e}:
for all g = (x, e iθ ) ∈ G, where µ G denotes the left invariant Haar measure of the Euclidean motion group, for details see [9] 
Notice that the Green's functions K t and S α,D11 are connected via Laplace transform:
4.1. Explicit Exact Solution of the Direction process . As the solution of (4.2) is given by a G-convolution with the Green's function S α,D11 , recall (4.4), it suffices to derive the unique solution of (4.5).
The first step is to perform a Fourier transform only with respect to the spatial
9 This is due to the fact that {∂ θ , ∂η} (are not commutative and) generate the full Lie algebra of G. Consider for example the case where G = R 2 and A = (∂x) 2 + ∂y, then H = (R, 0) = G and
, which is a singular convolution. Notice that in this case the Green's function of the resolvent is only singular at the origin as we have −λ(A − λI) −1 f = S λ * f , where S λ (x, y) = λL(t → (δ exp(−t∂y ) * Gt)(x, y))(λ) = λ Gy(x)e −λy u(y).
where we notice that F(δ e ) = 1 2π 1 R 2 ⊗δ 0 . Furthermore, we notice that the operator
. The second step is to determine the complete base of bi-orthogonal eigenfunctions within L 2 (T) of operator B ωx,ωy .
with Θ(0) = Θ(2π). Let ϕ ∈ [0, 2π) be the polar angle in the Fourier domain, i.e. ϕ = arg(ω x + iω y ) and cos ϕ = ωx ω , sin ϕ = ωy ω so then we have
and thereby (4.8) can be written
then we have
which is the well-known equation of Mathieu, cf. [31] and [1] (Chapter 20). A complete system of eigenfunctions consists of cosine elliptic functions ce n given by (4.10)
where the Floquet exponent ν ∈ N ∪ {0}, recall Floquet's Theorem 10 [31] p.101. An alternative complete system of eigen functions are the Mathieu elliptic functions
, where se 2n (z; h 2 ) denotes the sine-elliptic function (for details see [31] ) for n ∈ N. By setting
the Floquet-solutions (4.10) can be rewritten into
The coefficients {c 2n 2r } and {A m r } are determined by the 2-fold recursion systems:
where the corresponding eigenvalues a n (h 2 ), n = 0, 1, . . ., are the countable solutions 12 of the characteristic equations containing continued fractions:
Since these eigenvalues are analytical with respect to h 2 (with convergence radius ρ n ) they can be expanded in Taylor expansions in h 2 (the cases n = 1 even in h 4 ), see [31] p.120-121 or [1] p.730. Here we only give the expansions for n = 1, 2 (for the cases n = 1, 2, see [1] p.730) (4.14) a n (h
The convergence radius ρ 0 ≈ 1.4688 and ρ 2 ≈ 3.7699 is limited by the radius of the branching points of the analytic functions ρ → a(ρ) and
These recursions follow directly by substitution of (4.10) in the Mathieu-equation (4.9). 12 The numeration in n is rather a numeration over the eigenfunctions than a numeration over the Floquet exponents. As the only different relevant solutions are ν = 1 (the odd cases) and ν = 0 (the even cases).
cf. [5] and [40] . The eigenfunctions {ce n } n∈N∪{0} and {me 2n } n∈Z both form a complete bi-orthogonal system in L 2 ([0, π)):
Moreover if a function f is Lebesgue-integrable on the interval [0, π], we have for every ν > 0 and corresponding non-singular value of h 2 that (4.17)
where for h = 0 the resulting Fourier series respectively Fourier cosine series
are uniformly converging on [0, π], from which it can be deduced that all convergence and summation properties (including the Gibss phenomenon) on standard Fourier series is carried over to the Mathieu series expansions, see [31] Satz 16, page 128. Note that the bi-orthogonality of the eigenfunctions follows from property (4.7):
so we have
where we notice that operator B ωx,ωy is coercive even for α = 0, so λ n = 0 for all n ∈ N. We stress that the bi-orthogonality only holds for eigenfunctions with different eigenvalues. For Mathieu-equations with real-valued parameter h, it is well-known that the corresponding real-valued eigenvalues are distinct. For the case of purely imaginary h 2 however, there exist countable many distinct singular values (ρ n )i = h 2 2n , n = 0, 1, 2, . . . of purely imaginary h 2 ∈ R + i where the characteristic equation has double branching points where the two eigenvalues a 4n (h 2 ) and a 4n+2 (h 2 ) merge, leading to two linearly independent eigenfunctions ce 4n (·; h 2 2n ) and ce 4n+2 (·; h 2 2n ) with the same eigen value. According to (4.18) these eigenfunctions need not be bi-orthogonal to each other. Moreover, at these points (4.16) is no longer valid for m = n.The singular values h 2 2n = (ρ 2n )i are the only branching points on the imaginary axis, and by (4.15) the series {h 2 2n } n∈N∪{0} does not contain a density point. The other branching points where a 2n+1 (h 2 ) and a 2n+3 (h 2 ) coincide do not lie on the imaginary (nor real) axis, for a complete overview via asymptotic analysis we refer to [25] , for precise numerical computation of the branching points we refer to [5] . Although the odd branching points do not lie on the imaginary axis they do provide the convergence radii ρ 2n+1 = |h 2 2n+1 | of the Taylor expansions in (4.14) . If the purely imaginary h 2 passes a branching point h 2 n the eigenvalues a 4n and a 4n+2 become complex conjugate and in these cases one can use the following asymptotic formulae (for derivation see [25] p.117-119)
with q = h 2 and m = 2n and where the real part of (−q) 1 2 is positive, by placing a branch cut on the positive real axis, so √ −ti = e 1 2 (log t− π 2 i) for t > 0. For example, this asymptotic formula (m = 2) gives a 4 (20i) = a 6 (20i) = 28.37 + 8.38i whereas the exact eigenvalues are (to given precision) 28.96 ± 8.35i, where we notice that the branching point where a 4 and a 6 coincide is given by q = h 2 ≈ 17.3831 i. Recall that the convergence radii grow with the order of n 2 , so the asymptotic formula will become much more accurate for higher values of n.
So we conclude that a complete set of solutions of the eigen value problem (4.8) is given by
as long as h 2 is unequal to the branching points h
is given by (4.20)
with ω = (ρ cos ϕ, ρ sin ϕ) and where the series converges in L 2 −sense. The Green's function S α,D11 is indeed a probability kernel as we have
for all φ ∈ D([0, 2π)). Now by the above derivations and (4.21) we have
for all ω x ∈ R and all ω y ∈ R and thereby we indeed get
T) the result follows. Note that the series in (4.20) converges both in L 2 −sense and uniformly on all compact sub-domains of [0, π] × R 2 that do not cross the lines
where the series is not defined, as ce n is uniformly bounded and λ n = O(a n ) = O(n 2 ), recall (4.14). Further, we note the rings (4.22) are a set of zero measure, so initially the solution S α,D11 is almost everywhere given by (4.20) , and since (Hörmander) it must be smooth on G \ {e} it is everywhere given by (4.20).
Finally we notice that α > 0 and −A + αI > 0 imply that −α(A − αI) −1 > 0 and thereby 13 S α,D11 > 0, moreover a simple calculation yields
Remark 4.2. In stead of using the bi-orthogonal base (4.10) we may as well use the bi-orthogonal base (4.11) in which case the solution can be written
Analogue to the above we can construct the analytic solution of the time evolution process (4.1) which follows from Theorem 4.1 and inverse Laplace transform. 
with S D11 > 0 and S D11 (·, ·, ·, t) L1(G) = 1 for all t > 0. This solution has the property that the solutions of the direction process (4.1) depend continuously on
in distributional sense as D 11 ↓ 0.
13 These positive operators satisfy both ∀ U ∈L 2 (G) (AU, U ) > 0 and U > 0 ⇒ AU > 0.
Proof. The first part follows from Theorem 4.1 by means of inverse Laplace transform. With respect to the second part we mention that if D 11 = 0 we obviously have S α,D11=0 = δ x t ⊗ δ 0 , i.e. the distributional Green's function of the direction process with D 11 is a deterministic unit speed transport of the δ-distribution in G along the direction ξ which is along the x-axis at θ = 0. Now we consider the case D 11 > 0 with D 11 tending to zero, then by means of the asymptotic formula for a n (q) for |q| large, [1] 
is independent of ω y and therefore it follows by the asymptotic behavior (4.24) that are only valid before the first branching point. Secondly, the bi-orthogonal series expansion slowly converges close to unity element where the Green's function has a singularity.
To overcome these computational deficiencies we firstly assume θ ∈ R rather than θ ∈ [0, 2π) and replace the periodic boundary conditions in (4.2) by the condition (4.25) p(·, θ) → 0 unformly on compact domains within R 2 as |θ| → ∞, and secondly we can expand the exact Green's function S α,D11 as an infinite sum over 2π-shifts of the solution S ∞ α,D11 for the unbounded case:
Typically, D 11 /α is small and this sum may be truncated at k = 0: For D 11 /α small the homotopy number of the path of an orientation of the random walker is most likely to be 0. However, theoretically the further D 11 /α > 0 increases, the larger the probability that the orientation of the random walker makes one or more rounds on the torus, that is the more terms are required in the series expansion in (4.26). For parameter ranges relevant for image analysis applications the series can already be truncated at N = 0, 1 or at the most at N = 2 for almost exact approximation.
The following lemma will be used to construct the unique solution S ∞ D11,α : R 2 × R → R + which satisfies (4.25).
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Lemma 4.4. Let β > 0 and let a, c ∈ R. Then the unique Green's function
Proof. The system (4.27) is equivalent to
The linear space of infinitely differentiable solutions of
is spanned by {θ → me ν γ−θ 2 , 2iR , θ → me −ν γ−θ 2 , 2iR }. Now we notice that ν = ν(−4β, 2iR), for β > 0, R > 0 lies on the positive imaginary axis, and as a result the only solutions that vanish as θ → +∞ are given by θ → me ν γ−θ 2 , 2iR , whereas the only solutions that vanish as θ → −∞ are given by θ → me −ν γ−θ 2 , 2iR . Furthermore by the Hörmander theorem it follows that G must be infinitely differentiable outside the origin, so we must have
where we recall that u is the unit step function (or Heaviside's distribution). By applying Fourier transform with respect to θ it directly follows thatĜ ∈ L 1 (R) and thereby it follows that G must be a continuous function vanishing at infinity. Now G is continuous at θ = 0 iff C 1 = λ me −ν γ 2 , 2iR , C 2 = λ me ν γ 2 , 2iR for some λ = 0, to be determined. The constant λ directly follows by substitution of (4.29) 14 Since the Floquet exponents come in conjugate pairs and since the Mathieu exponent ν(a, q) is purely imaginary for purely imaginary q (for proof see [10] Appendix A Lemma A.3 ) we may assume that the Floquet exponent for imaginary parameter q lies on the positive imaginary axis. This convention is used throughout this article. For details on how to compute the Floquet exponent ν(a, q) of Mathieu's equation, see [1] p.727-728.
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Since we dropped the periodicity constraint we no longer have ν ∈ N.
in (4.27):
where the Wronsky determinant is given by W [p, q] = pq − qp from which the result follows. Now by setting γ = ϕ, R = ρ D11 and β = α D11 (recall that ρ and ϕ are the polar coordinates in the Fourier domain, i.e. ω = (ρ cos ϕ, ρ sin ϕ)) we obtain the following result:
is given by (recall (4.22)).
4.2.1.
Singularities of the Green functions at the unity element. The functionŜ ∞ α,D11 (·, θ) vanishes at ω → ∞ for all θ ∈ R, but rather slowly and S ∞ α,D11 has a singularity at its origin (the unity element e). This singularity has disadvantages in computer vision applications and can be avoided by applying some extra spatial isotropic diffusion s > 0:
(ω x , ω y , θ)](x, y), with diffusion constant s > 0, see for example Figure 7 where we plotted the Green's functions and the corresponding Gaussian window in the Fourier domain. In general we notice that the left invariant operators
, with sD ii relatively small, are more suitable for image analysis purposes since their Green's functions do not have singularities at the unity element.
In the next section we shall derive a nice approximation T α,D11 (·, θ) of the unwrapped Green's function S ∞ α,D11 (·, θ) in closed form in both spatial and Fourier domain. The Fourier transform of this nice approximationT α,D11 (·, θ) again does not converge quickly to zero at infinity, but the differenceŜ ∞ α,D11 (·, θ)−T α,D11 (·, θ) does. This can be used to evaluate the true Green's function S α,D11 recall (4.26) near its singularity without introducing extra diffusion. So the approximationT α,D11 is used to obtain accurate sampling of the exact Green's function by means of a discrete Fourier transform, without introducing any extra spatial isotropic diffusion. We used this idea to obtain Figure 8 . See also Figure 9. 4.3. Analytic Approximations . The base element of the generator:
can be approximated by
simply by approximation cos θ ≈ 1 and sin θ ≈ θ. At first sight this approximation may seem rather crude, but as we will clearly show at the end of this section it leads to a close approximation of the true the Green's function of the direction process as long as D 11 /α is small. In section B in the Appendix we summarize a further improvement of this approximation using polar coordinates, see also [38] . Here we explicitly derive the Green's functions (in spatial and Fourier domain) obtained by approximation (4.32) which are easier to compare with the exact solutions. The explicit form of these Green's function in the spatial domain (for the special case κ 0 = 0), as will be given in Theorem 4.6, is already given in [36] , (without proof) where the authors incorrectly claim that this solution is the exact analytic Green's function of the direction process. By Theorem 4.6 (with explicit proof and derivation) we provide important insight from a group theoretical point of view. For more details concerning these analytic approximations we refer to subsection 4.9.1, Theorem 22, and to the first author's thesis [9] [Ch. 4.9.2] . The approximative base elements of the generator
do generate a finite dimensional nil-potent Lie algebra of Heisenberg type, in contrast to the Lie algebra of the true generators of the direction process(!), which is spanned by
Using this important observation we get:
Theorem 4.6. Let T α,κ0,D11 : G → R be the Green's function of the operator
with (a 1 , a 2 , a 3 ) = (κ 0 , 1, 0), i.e. it is the unique solution of
which is infinitely differentiable on G \ {e}. It is a strictly positive function, with
for all α, D 11 , κ 0 > 0, and is given by u(x).
Proof. First we notice that by means Hörmander's Theorem, [24] Theorem 1.1, p.149 that the operator given in (4.35) is hypo-elliptic and consequently T α,κ0,D11 is infinitely differentiable on G \ {e}.
On G \ {e} we have
Or equivalently, again on G \ {e}
where the generator B =Â + ∂ x − αI is given by
Moreover we have by (4.36) that
for all rapidly decaying test functions φ ∈ S(G). In particularly for φ = η ⊗φ, φ(x, y, θ) = η(x)φ(y, θ), withφ ∈ S(R × S 1 ) arbitrary and η ∈ S(G) with η(x) = 2 ∞ x G (z)dz for x ≥ 0, recall (3.11), which gives us by taking the limit ↓ 0 that is small, which is usually the case in applications. 17 The base elements all have the same physical dimension: Length. In order to compare this approximation to the exact solution we would like to get the Fourier transform (with respect to the spatial variables (x, y)) of the Green's function. Since this not easily obtained by direct computation, we follow the same approach as in subsection 4.2 for the exact solution where we unwrapped the torus.
Lemma 4.7. Let β > 0 and let a ∈ R and let c ∈ C. Then the unique (continuous) Green's function G ∈ C ∞ (R, C) which satisfies
for a = 0 and for a = 0 it is given by (4.46)
with Ai(z) the Airy function of the first kind given by
where K 1/3 is the modified Bessel function of the second kind. Integration of the Green's function yields where
Proof. We only consider the non-trivial case a = 0. It is sufficient to consider the case c ∈ R, since the general case c ∈ C follows by analytic continuation. Notice with this respect that z → Ai(z) is an entire analytic function on C. For c realvalued we have that if θ → f (θ) is a solution of
then so is θ → f (−θ) a solution of (4.48). This is easily verified by substitution and conjugation. The general solution of (4.48) is given by , for some 0 = λ ∈ C which we again determine by means of substitution of (4.50) in (4.48) yielding
Ai c (ia) which holds for ω y = 0 and for ω y = 0 we have and
Remark 4.9. By means of straightforward computation and an asymptotic expansion of the Airy function, see [1] p.448, formula 10.4.59:
, | arg(z)| < π, it follows thatT α,D11 is everywhere continuous, since (4.52)
with in particular
which is the probability density that a random walker (with initial orientation θ = 0) of the approximative direction process stays in the plane θ = θ 1 . Notice that the larger D 11 , the smaller the probability-density that the random walker stays within the plane θ = 0, and also the larger its expected lifetime E(T ) = (1/α) the smaller the probability that the oriented particle remains in the plane θ = 0. Figures 5, 7 give an illustration of the quality of the approximation in respectively Fourier and spatial domain. See Figure 8 for illustrations of (and comparison between) the Green's functions in the spatial domain. For plots of the marginals of the error between the exact S α,D11,κ0 and approximative Green's function T α,D11,κ0 , see Figure 9 These figures show that for D 11 /α > 0 sufficiently small T α,D11 is a good approximation of S ∞ α,D11 , which is (for D 11 > 0 reasonably small) extremely close (differences can be neglected) to a periodic function in θ. Nevertheless for large D 11 /α, say D 11 /α > 5, the tails of the Green's functions behave differently, which is to be expected as in the Heisenberg-type approximation the random walker must progress in positive x direction x > 0, whereas in the exact case random walkers are allowed to turn around in negative x-direction (although very unlikely), see Figure  6 and Figure 7 . In the Heisenberg-type approximation the traveling time of the unit speed random walker is negative exponentially distributed along the x-axis, whereas in the exact case the unit speed random walker is negative exponentially distributed along its path (parameterized by the arc-length parameter s > 0). If D 11 /α is sufficiently small the total length of the path is close to the length of its projection on the x-axis.
Computation of Completion fields.
The concept of a completion field is well-known in image analysis, see for example [36] , [42] , [4] , [11] . The idea is simple: Consider two left-invariant stochastic processes on the Euclidean motion group, one with forward convection say its forward Kolmogorov equation is generated by A and one with the same stochastic behavior but with backward convection, i.e. its forward Kolmogorov equation is generated by the adjoint of A * of A. Then we want to compute the probability that random walker from both stochastic processes collide. This collision probability density is given by
where U, W are initial distributions. This collision probability is called a completion field as it serves as a model for perceptual organization in the sense that elongated local image fragments are completed in a more global coherent structure. These initial distributions can for example be obtained from an image by means of a well-posed invertible wavelet transform constructed by a reducible representation 
• from top to bottom, and for θ 1 = −15
• from left to right. The lines drawn on top of these completion fields are the modes (4.54), the optimal connecting lines.
of the Euclidean motion group as explained in [11] . Alternatives are lifting using the interesting framework of curve indicator random fields [3] or (more ad-hoc) by putting a limited set of delta distributions after tresholding some end-point detector or putting them simply by hand [42] . Here we do not go into detail on how these initial distributions can be obtained, but only consider the case U = δ (0,0,θ0) and W = δ (x1,y1,θ1) , x 1 , y 1 ∈ R. In this case we obtain by means of Theorem 4.6 the following approximations of the completion fields:
with corresponding modes, which neither depends on D 11 , nor on α and only on the difference κ 0 − κ 1 , given by (4.54) 
These curves are well-known, for formal derivation of the exponential map we refer to [9] Appendix 7.6 p.228. For a 1 = 0 we get a straight line in the plane θ = θ 0 :
which also follows by taking the limit a 1 → 0 in (5.1).
5.2.
The Diffusion Case: a 1 = a 2 = a 3 = 0: The Heat kernels on the 2D Euclidean Motion Group. First we consider the case a 1 = a 2 = a 3 = 0, where the first diffusion coefficient does not vanish, i.e. D 11 > 0 this means that we explicitly compute the diffusion kernels K t (and their Laplace transforms
on the 2D-Euclidean motion group. Again we first consider θ ∈ R and apply the boundary condition that solutions must uniformly vanish as r = x 2 + y 2 → ∞. 
is given by
with ω = (ρ cos φ, ρ sin φ) and Floquet exponent ν
Proof. The calculations below show us that we arrive in a similar problem as in the direction process case and consequently the rest of the proof of this theorem is an analogue matter as the proof of Corollary 4.5 and its corresponding lemma 4.4. For all α > 0,
and q = ρ
. So again it boils down to finding the Green's function of a Mathieu equation. Nevertheless we notice that the parameter q now lies on the real-axis rather than on the imaginary axis. 
are given by
and a n (q) the Mathieu Characteristic (with Floquet exponent n) and with the property that K D11,D22,D33 t > 0 and
Consider the case where D 11 ↓ 0, then again a n (q) ∼ −2q as q → ∞ and
Finally we notice that the case D 11 = 0 yields the following operation on L 2 (G):
t D33 (y) equals the anisotropic Gaussian kernel, recall (3.11) , and where R e iθ φ(x) = φ(R −1 θ x) is the left regular action of SO(2) in L 2 (R 2 ), which corresponds to anisotropic diffusion in each fixed orientation layer U (·, ·, θ) where the axes of anisotropy coincide with the ξ and η-axis. This operation is for example used in image analysis in the framework of channel smoothing [16] , [11] . We stress that also the diffusion kernels with D 11 > 0 are interesting for computer vision applications such as the frameworks of tensor voting, channel representations and invertible orientation scores as they allow different orientation layers to interfere. 
.
Proof. As we generalize the results in Lemma 4.4 and Corollary 4.5, we follow the same construction. First we notice that the linear space of solution of
is spanned by the two Floquet solutions:
where ν = ν(−k 2 − 4β, 2iR) equals the Floquet exponent. Now again we search for the unique direction within that span that vanishes at θ → ∞. Since ν(−k 2 − 4β, 2iR) is positively imaginary, the only candidate is θ → e 
which indeed turns out to be the case
Similarly all solution of (5.5) that converge for θ → −∞ are spanned by e The following numerical scheme is a generalization of the numerical scheme proposed by Jonas August for the direction process, [3] . As explained in [9] this scheme is preferable over finite element methods. The reason for this is the noncommutativity of the Euclidean motion group in combination with the fact that the generator contains both a convection and diffusion part. 18 Another advantage of this scheme over others, such as the algorithm by Zweck et al. [42] , is that it is directly related to the exact analytic solutions presented in this paper as we will show explicitly for the Direction process case a 2 = 1,
The goal is to obtain a numerical approximation of the exact solution of
where the generator A is given in the general form (3.6) without further assumptions on the parameters a i > 0, D ii > 0. As explained before the solution is given by a G-convolution with the corresponding Green's function. After explaining this scheme, we focus on the Direction process case to show the connection with the exact solution (4.1). We give the explicit inverse of the matrix to be inverted within that scheme and we provide the full system of eigen functions of this matrix, which directly correspond to the exact solution (4.1). Although not considered here we notice that exactly the same can be done for the other cases where we provide exact solutions. First we write
Then by substituting (6.2) into (6.1) we obtain the following 4-fold recursion
which can be rewritten in polar coordinates
18 If one insists on using a finite element method a sensible approach is to alternate the noncommuting diffusion and convection part with very small step-sizes such that the CBH-formula can be numerically truncated, e s(Diff+Conv) ≈ e sDiff e sConv , which is the rationale behind the algorithm presented by Zweck [42] .
for all l = 0, 1, 2, . . . withW l (ρ) = e ilϕŴ l (ω) andŨ l (ρ) = e ilϕÛ l (ω), with ω = (ρ cos ϕ, ρ sin ϕ). Notice that equation (6.4) can easily be written in matrix-form, where a 5-band matrix must be inverted. For explicit representation of this 5-band matrix where the spatial Fourier transform in (6.2) is replaced by the discrete Fourier Transform we refer to [9] p.230. Here we stick to a Fourier series on T and the continuous Fourier transform on R 2 and obtain after truncation of the series at N ∈ N the following (2N + 1) × (2N + 1) matrix equation:
For the sake of simplicity and illustration we will only consider the direction process case with a 2 = 1, a 1 = a 3 = 0, D 22 = D 33 = 0 (although we stress that the other cases can be treated similarly). In this case we have p l = (2l) 2 + 4α D11 , r = 0 q = 2ρi D11 and t = 0 and thereby the recursion (6.3) is 2-fold and the equation requires the inversion of a 3-band matrix, the complete eigen system (for N → ∞) of which is given by
where a 2l (q) and c 2n 2l (q) are respectively the Mathieu Characteristic and Mathieu coefficients, recall (4.12) which can considered as an eigenvalue problem of a 3-band matrix. The eigen vectors form a bi-orthogonal base in 2 (Z) and the basis transforms between the orthogonal standard basis = {e l } l∈Z in 2 (Z) (which corresponds to {θ → e ilθ } l∈Z ∈ L 2 ([0, 2π))) and the bi-orthogonal basis of eigenvectors β = {v l } l∈Z (which corresponds to {θ → me 2n (
where we stress that the transpose does not include a conjugation so S α = (S α ) −1 = (S α ) † . To this end we notice that 
where Λ = diag({λ l }) and whereŵ = {Ŵ l } l∈Z andû = {Û l } l∈Z , so the general solution of (6.5) is given bỹ
where we used the summation convention for double indices. As a result we have for all p ∈ Z (i.e. U = δ e ) we get the impuls response, i.e. the Green's function
which is indeed the exact solution (4.23) in Theorem 4.1, where we recall that W = S α,D11 * G U . The advantage of (6.6) is that it is efficient and does not require orientation interpolations. For some examples of Green functions for various sets of parameters see Figure 2 . = e s∆ α(−A + αI) −1 δ (x0,y0,θ0) , where A is the generator in its general form (3.6) for different parameter settings. We used Fast Fourier Transform-on a 64 × 64 × 64 grid in the algorithm of section 6 (we put s = In all cases the initial condition is U = δ e , except for the case (b) where U = δ .
For comparison the corresponding exponential curves t → (κ ), κ0t) are plotted on top. Note that for processes with angular drift κ0 = 0 the Heisenberg approximation in polar coordinates yields a better approximation. . Note that the difference is very small. Nevertheless, the difference is best seen in the isocontours close to zero. For example for κ 0 = 0 in the exact case there is a very small probability that the random walker turns around, whereas in the approximate case the random walker must move forward. and S α,κ0,D11 are equal. The whiter areas are the parts where the exact solution S α,κ0,D11 is larger than the approximation T α,κ0,D11 .
