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ABSTRACT
The density and temperature properties of the intergalactic medium (IGM) reflect the heating and
ionization history during cosmological structure formation, and are primarily probed by the Lyman-
α forest of neutral hydrogen absorption features in the observed spectra of background sources (Gunn
& Peterson 1965). We present the methodology and initial results from the Cholla IGM Photoheating
Simulation (CHIPS) suite performed with the Graphics Process Unit-accelerated Cholla code to study
the IGM at high spatial resolution maintained over large volumes. In this first paper, we examine
the IGM structure in CHIPS cosmological simulations that include IGM uniform photoheating and
photoionization models where hydrogen reionization completes early (Haardt & Madau 2012) or by
redshift z ∼ 6 (Puchwein et al. 2019). Comparing with observations of the large- and small-scale
Lyman-α transmitted flux power spectra P (k) at redshifts 2 . z . 5.5, the relative agreement of the
models depends on scale, with the self-consistent Puchwein et al. (2019) IGM photoheating and pho-
toionization model in good agreement with the flux P (k) at k & 0.01 s km−1 at redshifts 2 . z . 4.5.
On larger scales the P (k) measurements increase in amplitude from z ∼ 4.6 to z ∼ 2.2 faster than
the models, and lie in between the model predictions at 2.2 . z . 4.6 for k ≈ 0.002 − 0.01 s km−1.
We argue the models could improve by changing the He II photoheating rate associated with active
galactic nuclei to reduce the IGM temperature at z ∼ 3. At higher redshifts z & 4.5 the observed flux
P (k) amplitude increases at a rate intermediate between the models, and we argue that for models
where hydrogen reionization completes late (z ∼ 5.5− 6) resolving this disagreement will require inho-
mogeneous or “patchy” reionization. We then use an additional set of simulations to demonstrate our
results have numerically converged and are not strongly affected by varying cosmological parameters.
Keywords: Hydrodynamical simulations (767) – Large-scale structure of the universe (902) – Lyman-
α -forest (980) – Computational methods (1965)
1. INTRODUCTION
The absorption signatures of neutral hydrogen gas
provide important observational probes of cosmologi-
cal structure formation (Gunn & Peterson 1965). The
intergalactic medium traces the filamentary structure
of the cosmic web, and the properties of H I absorp-
tion features (the “Lyman-α forest”) reflect the tem-
perature and density distribution of the medium that
originate through the structure formation process and
the photoheating from ionizing sources (e.g., Madau
et al. 1999). This paper presents the first results from
the new Cholla IGM Photoheating Simulation (CHIPS)
Corresponding author: Bruno Villasenor
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suite of cosmological simulations of the Lyman-α forest
performed with the Cholla code (Schneider & Robertson
2015), comparing the statistics of the simulated Lyman-
α forest calculated using different photoionization and
photoheating histories with the available observational
data at z ∼ 2− 5.
The Lyman-α forest originates in IGM gas that traces
the matter density, and its properties inform us about
the relative abundance of baryons and dark matter, the
properties of dark matter including the matter power
spectrum, the metagalactic radiation field, and the ex-
pansion history of the universe including the role of dark
energy (for a review, see McQuinn 2016). The promise
of the Lyman-α forest for constraining the nature of dark
matter and dark energy has in part motivated the con-
struction of the Dark Energy Spectroscopic Instrument,
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which will measure absorption line spectra backlit by
quasars at z > 2.1 and detect baryon acoustic oscil-
lations in the cosmic web (DESI Collaboration et al.
2016a,b).
Given its critical role as a probe of cosmic structure
formation, the Lyman-α forest was an early subject
of hydrodynamical cosmological simulations (e.g., Cen
et al. 1994; Hernquist et al. 1996). The prospect of mea-
suring quasar absorption spectra densely sampled on the
sky over large statistical volumes has led to a resurgence
of cosmic web studies in the literature (e.g., Lukic´ et al.
2015; Sorini et al. 2018; Krolewski et al. 2018). Ow-
ing to the power of DESI and other new spectroscopic
facilities, the driving focus of theoretical efforts is to
study the physics that affect the fine details of the for-
est (e.g., Rorai et al. 2017). These physics include non-
linear effects (Arinyo-i-Prats et al. 2015), environment
(Tonnesen et al. 2017), and how the forest evolves to low
redshifts (Khaire et al. 2019), but a consensus is building
that the impact of IGM heating history on the temper-
ature structure of the Lyman-α forest is the most criti-
cal to understand in detail (e.g., Hiss et al. 2018). The
temperature structure affects most strongly the shape of
the absorption profiles that provide information about
the matter distribution, and without understanding the
thermal structure of filaments the full power of Lyman-α
absorption line studies cannot be realized.
The statistical properties of the Lyman-α forest are
primarily measured via the “transmitted flux power
spectrum”, which probes fluctuations in the opacity
(and therefore density, temperature and velocity field)
of neutral hydrogen via transmission of flux from back-
ground quasars or galaxies. Unlike the matter power
spectrum, whose measurements extend to large (> 100
Mpc comoving) scales via galaxy spatial correlations or
baryonic acoustic oscillations, the largest scales probed
by the Lyman-α forest spectra are L ∼ 100 Mpc co-
moving (e.g., Chabanier et al. 2019). Structure in the
Lyman-α forest extends down to scales of ∼ 50 kpc co-
moving, where thermal pressure smoothing becomes im-
portant (Kulkarni et al. 2015). Simultaneously captur-
ing representative volumes while resolving the relevant
spatial scales everywhere in the forest presents a chal-
lenging goal for cosmological simulations.
While dark matter and cosmological structure forma-
tion erect the scaffolding of the cosmic web, the temper-
ature structure of the IGM depends on the competition
between heating, radiative cooling, and adiabatic cool-
ing via universal expansion. Heating of the IGM pre-
dominately occurs via photoheating from excess energy
deposited during the photoionization of (most impor-
tantly) the H I and He II species. Observationally, the
Lyman-α forest probes redshifts z < 6 when H I has
mostly been ionized. Between 4 . z . 6, the IGM tem-
perature declines from a local maximum at the end of
H I reionization from which the IGM thermal structure
inherits residual signatures (On˜orbe et al. 2017b; Gnedin
et al. 2017; Davies et al. 2018a; D’Aloisio et al. 2019;
Faucher-Gigue`re 2020). At redshifts z . 4, photoheat-
ing from the gradual ionization of He II from quasars
leads to a maximum IGM temperature sometime around
z ∼ 3 (La Plante et al. 2017; Schmidt et al. 2018). The
low-redshift (2 . z . 4) IGM is therefore heavily in-
fluenced by He II reionization (Worseck et al. 2016),
and the helium Lyman-α forest (La Plante et al. 2018)
provides critical information on the ionizing flux from
quasars (La Plante et al. 2017; Schmidt et al. 2018).
At higher redshifts the ionizing flux from galaxies be-
comes increasingly important. The various transitions
of the hydrogen Lyman series provide details on the
ionization state of the gas, and can constrain the post-
reionization ionizing background (Davies et al. 2018a).
The hydrogen reionization process heats the IGM suf-
ficiently to leave residual signatures in the structure of
the filaments (D’Aloisio et al. 2019). The thermal evo-
lution of the IGM, reflecting early z ∼ 6 heating from
galaxies during H reionization and late z ∼ 2 − 4 heat-
ing from QSOs during helium reionization, can therefore
be probed through the Lyman-α forest power spectrum
(Walther et al. 2019).
By changing the thermal history of the IGM, the pro-
cess of cosmic reionization at z > 6 couples to the ob-
served properties of the Lyman-α forest on small scales.
Probes of reionization have become increasingly power-
ful, including quasar proximity zones (Eilers et al. 2017)
and the IGM damping wing (Davies et al. 2018b), the
high-redshift forest and post-reionization IGM (On˜orbe
et al. 2017b; Gnedin et al. 2017), and Lyman-α transmis-
sion spikes (Garaldi et al. 2019; Gaikwad et al. 2020b).
The physics of reionization has driven a host of cosmo-
logical simulation efforts (e.g., Gnedin & Kaurov 2014;
Kaurov & Gnedin 2014, 2015; Trac et al. 2015; Gnedin
2016; On˜orbe et al. 2017a; Doussot et al. 2019), but
more work is required to connect these simulations to the
physics of the IGM at lower redshifts. Capturing fluctu-
ations in the metagalactic background (D’Aloisio et al.
2018) and the potential impact of rare AGN (D’Aloisio
et al. 2017) require large volumes (L ∼ 100h−1Mpc),
but simultaneously maintaining high spatial resolution
in the IGM is computationally demanding.
To this end, our new CHIPS simulation suite uses
the Graphics Processing Unit (GPU)-native Cholla code
(Schneider & Robertson 2015, 2017) to perform high-
resolution simulations of the cosmic web to achieve si-
CHOLLA Simulations of the Lyman-α Forest 3
multaneously the resolution required to model the ther-
mal structure of the Lyman-α forest (∆x ≈ 35 kpc) over
large volumes (L ≈ 75Mpc). We will study how different
H I + He II photoionization and photoheating histories
shape the thermal structure of the IGM.
This first paper presents Lyman-α forest results for
the widely-used Haardt & Madau (2012) photoioniza-
tion and photoheating model, as well as the more recent
Puchwein et al. (2019) implementation that has a similar
emissivity but for which H I reionization completes later
(z ∼ 6). Section 2 presents our numerical methodology
for performing the cosmological simulations including
our new extensions to the Cholla code that enable, self-
gravity, dark matter particle integration, and coupling
to the GRACKLE heating and cooling library (Smith
et al. 2017). Section 2.9 provides a high-level summary
of the algorithm used in our cosmological simulations.
Section 3 presents several validation tests, including a
new validation test for the dual-energy formalism when
modeling cosmological structure formation. We present
the first simulations of the CHIPS suite in §4, including
the cosmological parameters, resolution, and box sizes.
Our scientific results for the properties of the IGM are
reported in §5. We discuss our results in §6, and sum-
marize and conclude in §7. Finally, we demonstrate the
numerical convergence of our results in Appendix A and
perform a cosmological parameter study in Appendix B
2. METHODOLOGY
To simulate the Lyman-α -forest, we engineered sub-
stantial extensions to the Cholla code. These additions
included implementing a cosmological framework to ac-
count for the expansion history of the universe (§2.1),
including changes to the model of gas dynamics (§2.1.1)
and the coordinate system (§2.1.2), and are discussed
below. We briefly review the Cholla hydrodynamical
integrator (§2.2) and the dual energy formalism (§2.3)
that allows for accurate evolution of the gas internal en-
ergy in Eulerian cosmological simulations (e.g., Bryan
et al. 1995). We present our new implementations of
solvers for the gravitational force and particle motions
in §2.4 and §2.5, respectively. Cooling and heating from
a UV background are now treated using the GRACKLE
library (Smith et al. 2017), and are detailed in §2.6 and
§2.7. Adjustments to the time step calculation to ac-
count for particle motions are described in §2.8. We
conclude the review of our methods with a summary of
the overall algorithm in §2.9.
2.1. Cosmological Framework
For cosmological simulations, the gas follows the equa-
tions of hydrodynamics in a frame comoving with the
expanding universe. To convert from the comoving to
the physical system, the scale factor a is introduced and
provides a distance transformation between the two sys-
tems, with coordinates in the proper system r related to
comoving coordinates x by r = ax. The rate of change
of the scale factor corresponds to the expansion rate of
the universe and follows the Friedmann equation given
by
H =
a˙
a
= H0
√
ΩM
a3
+ ΩΛ +
Ωk
a2
, (1)
where H is the Hubble parameter that quantifies the
expansion rate of the universe a˙ = da/dt, and H0, ΩM ,
ΩΛ and Ωk are the cosmological parameters that cor-
respond to the current expansion rate of the universe
and its matter, dark energy, and curvature content, re-
spectively. Given an initial value of the scale factor a,
the Friedmann equation provides a relation between the
scale factor and cosmic time, and therefore the scale fac-
tor can be used as a time-like variable.
2.1.1. Gas Dynamics
Consider the hydrodynamical quantities of comoving
baryon density ρb, proper peculiar velocity v, and total
specific energy E in the proper frame. The relation be-
tween comoving and proper densities is ρ = a3ρproper.
In this system, the basic equations of hydrodynamics
include the continuity equation
∂ρb
∂t
= −1
a
∇ · (ρbv), (2)
the force-momentum equation
∂aρbv
∂t
= −∇ · (ρbvv)−∇p+ ρbg, (3)
where the pressure p transforms to the proper pressure
by the relation p = a3pproper and g is the gravitational
acceleration, and the energy equation
∂a2ρbE
∂t
= −a∇ · (ρbvE + pv) + aρbv · g
+ aa˙((2− 3(γ − 1))ρbe) + a(Γ− Λ),
(4)
where Γ and Λ correspond to the heating and cooling
rates, respectively.
From the specific total energy one can obtain the spe-
cific internal energy e in the proper system by subtract-
ing the kinetic energy per unit mass e = E − v2/2. In
Eulerian cosmological simulations where gas often flows
supersonically, the above equations can be supplemented
by a dual energy formalism (Bryan et al. 1995) in which
the internal energy is additionally followed. The sup-
plemental internal energy is then used in cells where the
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computation of the internal energy from the total energy
is expected to be inaccurate (see §2.3 for details).
The evolution of the specific internal energy e is given
by
∂a2ρbe
∂t
= −a∇ · (ρbve)− ap∇ · v
+ aa˙((2− 3(γ − 1))ρbe) + a(Γ− Λ)
(5)
The relation between the pressure and the internal en-
ergy is given by the equation of state p = (γ − 1)ρbe.
For simplicity, first we limit the description of the hy-
drodynamics solver to the adiabatic case (Γ = Λ = 0),
and delay a description of the radiative cooling imple-
mentation to §2.6. In the particular case of a γ = 5/3
gas, the adiabatic energy equations simplify to
∂a2ρbE
∂t
= −a∇ · (ρbvE + pv) + aρbv · g,
∂a2ρbe
∂t
= −a∇ · (ρbve)− ap∇ · v.
(6)
From Equations 2, 3, and 6 it follows that for a uniform
expanding universe, the comoving density ρb will remain
constant, the peculiar velocity v will decrease as a−1 and
the specific energies E and e will decrease as a−2.
2.1.2. Super-comoving Coordinates
A convenient approach for the implementation of the
comoving coordinate system is to define a new set of co-
ordinates that simplify Equations 2, 3, and 6 such that
the scale factor a does not explicitly appear. A detailed
description of these “super-comoving coordinates” can
be found in Martel & Shapiro (1998) and are used for
cosmological simulations in the Ramses code by Teyssier
(2002). The transformation to the new system of coor-
dinates is given by
dt˜ ≡ H0 dt
a2
, v˜ ≡ a v
H0
,
E˜ ≡ a2 E
H20
, e˜ ≡ a2 e
H20
,
ρ˜b ≡ ρb, p˜ ≡ a2 p
H20
= (γ − 1)ρ˜be˜,
φ˜ ≡ a2 φ
H20
, g˜ = −∇φ˜ = a2 g
H20
.
(7)
Throughout we will denote super-comoving variables
with a tilde, e.g., φ˜. After the transformation to the
super-comoving system of coordinates, the equations of
adiabatic hydrodynamics for a γ = 5/3 gas can be writ-
ten as
∂ρ˜b
∂t˜
= −∇ · (ρ˜bv˜) (8)
∂ρ˜bv˜
∂t˜
= −∇ · (ρ˜bv˜v˜)−∇p˜+ ρ˜bg˜ (9)
∂ρ˜bE˜
∂t˜
= −∇ · (ρ˜bv˜E˜ + p˜v˜) + ρ˜bv˜ · g˜ (10)
∂ρ˜be˜
∂t˜
= −∇ · (ρ˜bv˜e˜)− p˜∇ · v˜ (11)
The set of equations resulting from the transformation
are the same as the original equations of hydrodynam-
ics in a non-expanding system. This formulation allows
the extension of the hydrodynamics solver to an expand-
ing frame system without any significant changes to the
original solver.
2.2. Hydrodynamics Solver
Without the gravitational source terms, Equations 8-
11 correspond to the conserved form of the Euler equa-
tions. A detailed description of the methodology used
for solving the gravity-free fluid dynamics can be found
in Schneider & Robertson (2015). The hydrodynamics
solver is a Godunov-based method for which an approxi-
mation to the cell averaged values of the conserved quan-
tities U = [ρ, ρv, ρE, ρe] are evolved using a numerical
discretization of the Euler equations, given by
Un+1i −Uni
∆t
+
F
n+1/2
i+1/2 − Fn+1/2i−1/2
∆x
= 0 (12)
where Uni denotes the average value of the conserved
quantities for cell i at time-step n. The change of the
conserved quantities in cell i is given by the time cen-
tered fluxes across the cell interfaces F
n+1/2
i±1/2 . The flux
components F = [ρv, ρvv, (ρE+p)v, ρev] are computed
by solving the Riemann problem at the cell interfaces
using the reconstructed values of the conserved quanti-
ties obtained via a Piecewise Parabolic Method (PPM;
Colella & Woodward 1984). The PPM scheme is third-
order accurate in space and second-order accurate in
time.
2.3. Dual Energy Implementation
Owing to the supersonic flows from structure forma-
tion and adiabatic cooling of gas from universal expan-
sion, regions where the gas kinetic energy is much larger
than the internal energy are common in cosmological
simulations. Under these conditions, calculation of the
internal energy E − v2/2 can be affected by numerical
errors. These errors can be ameliorated by using a “dual
energy formalism” (Bryan et al. 1995), where the inter-
nal energy is evolved separately via Equation 5, or the
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corresponding simplified Equation 11, and substituted
for the internal energy computed from the total and ki-
netic energies when appropriate. The two terms on the
right side of Equation 11 correspond to advection and
compression terms, respectively. To reconcile the total
internal energy E with the separately tracked internal
energy e, at the end of each time step a condition is ap-
plied on a cell to cell basis to select which value of the
internal energy to employ. We adopt a condition similar
to that used in Enzo (Bryan et al. 2014), where the se-
lection is based on the fraction of the internal energy in
a given cell relative to the maximum of the total energy
in a the neighborhood of the cell. Mathematically, this
condition is given by
ei =
{
ei, ρi
(
E − v2/2)
i
/max(ρE)i < η(
E − v2/2)
i
, otherwise
,
(13)
where max(ρE)i is the maximum total specific energy
in the local and adjacent cells. In one dimension,
max(ρE)i = max [(ρE)i−1, (ρE)i, (ρE)i+1]. At the end
of every time step, after applying Equation 13, the to-
tal specific energy E is synchronized with the selected
internal energy by setting E = e+ v2/2.
The value of η should be chosen carefully, as setting η
too low will allow spurious heating owing to numerical
errors introduced in the total energy evolution. If η is
set to high then shock heating in regions where the gas
flows converge could be suppressed since the advected
internal energy e will be preferentially selected over the
conserved internal energy E − v2/2, and Equations 5
and 11 do not capture shock heating. To estimate an
appropriate value for η in cosmological simulations, we
developed a test to evaluate how the dual energy con-
dition affects the average cosmic gas temperature, as
described below in §3.4. Based on the results of this
test, we set η = 0.035.
Another approach on the selection criteria for the in-
ternal energy is presented in Teyssier (2015). Here, the
conserved internal energy ρ(E−v2/2) is compared to an
estimate of the numerical truncation error
etrunc ' 1
2
ρ(∆v)2, (14)
where ∆v corresponds to the difference of the velocities
in the neighboring cells. The selection condition for this
scheme is given by
ei =
{ (
E − v2/2)
i
, ρi
(
E − v2/2)
i
> βetrunc
ei , otherwise
, (15)
where β is a numerical parameter with suggested value
β = 0.5. We also evaluated this dual energy condition
using the average cosmic temperature test described in
§3.4. As we discuss below, we found that Equation 15
can be overly restrictive by predominately selecting the
advected internal energy e over the conserved internal
energy E − v2/2, thereby suppressing shock heating in-
side collapsed halos and significantly lowering the aver-
age cosmic temperature.
2.4. Gravity
The gravitational acceleration vector g is computed
by differentiating the gravitational potential φ. The po-
tential is obtained from the solution of the Poisson equa-
tion. In the comoving coordinates, the Poisson equation
is written as
∇2φ = 4piG
a
(ρ− ρ¯), (16)
where G is the gravitational constant, ρ = ρDM + ρb is
the total dark plus baryonic matter density, and ρ¯ is the
average value of the total density over the entire box.
Integration of Equation 16 can be directly performed
in Fourier space. In k-space, the Poisson equation sim-
plifies to
φˆ(k) = G(k)ρˆ(k), (17)
where G(k) is the Greens function, which for a second-
order centered two point finite difference discretization
corresponds to (Hockney & Eastwood 1988)
G(k) = − ∆x
2
h
sin2 (kx∆xh)
− ∆y
2
h
sin2 (ky∆yh)
− ∆z
2
h
sin2 (kz∆zh)
.
(18)
Here ∆xh = ∆x/2, ∆yh = ∆y/2, and ∆zh = ∆z/2,
where ∆x, ∆y, and ∆z are the grid cell dimensions. To
compute the three-dimensional fast Fourier transforms
(FFTs) we use PFFT (Pippig 2013), a publicly avail-
able library for performing FFTs with a box domain
decomposition.
From the potential φ we compute the gravitational
acceleration vector g = −∇φ. The derivatives along
each direction are obtained using a fourth-order cen-
tered four-point finite difference approximation. In one
dimension, the derivative is given by
∂φi
∂x
=
1
12∆x
(φi−2 − 8φi−1 + 8φi+1 − φi+2) . (19)
The terms corresponding to the gravitational sources,
ρ˜bg˜ and ρ˜bv˜ · g˜ in Equations 9 and 10, are added to the
momentum and total energy after the conserved vari-
ables have been updated by the hydro solver (i.e., after
Equation 12 has been solved). The numerical implemen-
tation for the coupling of the momentum and energy
with gravity is given by
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(ρ˜bv˜)
n+1
i = (ρ˜bv˜)
n+1∗
i
+
1
2
∆tn
(
ρ˜nb,i + ρ˜
n+1
b,i
)
g˜
n+1/2
i ,
(20)
(ρ˜bE˜)
n+1
i = (ρ˜bE˜)
n+1∗
i
+
1
2
∆tn
[
(ρ˜bv˜)
n
i + (ρ˜bv˜)
n+1∗
i
]
g˜
n+1/2
i .
(21)
Here the superscript n + 1∗ refers to the value of the
conserved quantity after the hydrodynamics solver up-
date and the time centered value of the gravitational
field g˜
n+1/2
i = −∇φ˜i
n+1/2
. The potential φ˜i
n+1/2
is
obtained by extrapolation from φni and φ
n−1
i using
φ˜i
n+1/2
=
(an)2
H20
[
φni +
∆tn
2∆tn−1
(φni − φn−1i )
]
. (22)
2.5. Dark Matter
We represent the cold dark matter as a system of dis-
crete point-mass particles moving under the influence
of gravity. Each dark matter particle is described by its
mass mi, comoving position xi, and peculiar velocity vi.
The evolution of the particle trajectories in a comoving
frame is described by
dxi
dt
=
1
a
vi (23)
d (avi)
dt
= gi, (24)
where gi is the acceleration vector owing to the gravita-
tional field evaluated at the particle position xi.
To solve Equation 16, we compute the contribution of
the dark matter particles to the density field by inter-
polating onto the same grid used to evolve the hydrody-
namical quantities. The dark matter density ρDM is cal-
culated via a cloud-in-cell scheme (Hockney & Eastwood
1988), for which each particle is represented as a cube
having the same size as one grid cell ∆x and uniform
density mi/∆x
3. The mass of the particle is distributed
among the grid cells that intersect its volume such that
the fraction of the particle mass δmi deposited on a cell
is equal to the fraction of its intersected volume.
In one dimension, the mass contribution of a particle
to a cell at position xc is given by
δmi,c = mi
{
1− |xi − xc|/∆x, |xi − xc| < ∆x
0, otherwise
.
(25)
The gravitational acceleration gi evaluated at a particle
position xi must be computed in a manner consistent
with the particle density interpolation. For the cloud-
in-cell scheme, to avoid self-forces on the particles each
component of g should be interpolated with the same
weights used during the density assignment calculation.
To integrate the particle trajectories we use the kick-
drift-kick (KDK) method (Miniati & Colella 2007), con-
sisting of three steps to update the particles position
and velocity from time-step n to time-step n + 1. The
sequence of variable updates is
v
n+1/2
i =
1
an+1/2
(
anvni +
∆tn
2
gni
)
, (26)
xn+1i = xi +
∆tn
an+1/2
v
n+1/2
i , (27)
vn+1i =
1
an+1
(
an+1/2v
n+1/2
i +
∆tn
2
gn+1i
)
. (28)
The KDK scheme allows for variable timesteps, as re-
quired by cosmological simulations owing to the vari-
ation in gas and particles velocities as the simulation
advances. This sympletic scheme conserves an integral
of motion on average, preventing an accumulation of er-
rors and maintaining the phase space trajectory of the
particles.
2.6. Chemistry and Radiative Cooling
We integrated Cholla with the GRACKLE chemistry
and cooling library (Smith et al. 2017) to solve a non-
equilibrium chemical network. Currently, our method
only tracks the atomic chemical species and metals, but
it could be extended to include, e.g., molecular hydrogen
and deuterium.
The chemical species (H I, H II, He I, He II, He III,
electrons e−, and metals Z) are advected as scalar fields
alongside the gas conserved variables via Equation 12.
For details about the implementation of GRACKLE, we
refer the reader to Smith et al. (2017). During every
time step, GRACKLE updates the ionization fractions
and computes the net heating and cooling by sub-cycling
the rate equations within one hydrodynamic step. The
sub-cycling updates the chemical and thermal states
of the gas on timescales smaller than the dynamical
timescales. For the atomic H and He chemical network,
GRACKLE directly computes the heating and cooling
rates accounting for collisional excitation and ionization,
recombination, free-free emission, Compton scattering
from the cosmic microwave background, and photoheat-
ing from a metagalactic UV background. GRACKLE
accounts for metals by using precomputed tables for the
metallic cooling and heating rates.
The GRACKLE update routine is applied at the end
of each time step, after the gas conserved variables have
been updated by the hydro solver and additional gravi-
tational source terms. This routine updates the ioniza-
tion fraction of the chemical elements, and also adds the
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net cooling and heating to the internal energy by setting
(ρe)n+1i → (ρe)n+1i + a∆tn(Γ− Λ)ni (29)
Finally, the total energy is updated to reflect the change
in the internal energy due to the net cooling as
En+1i =
1
2
(vn+1i )
2 + en+1i . (30)
2.7. UVB Ionization and Heating
The non-equilibrium GRACKLE solver accounts for
the ionization of the primordial chemical species owing
to a uniform time-dependent UV background by load-
ing tables of the redshift dependent photoionization and
photoheating rates for H I, He I, and He II. We compute
the photoionization rates from a given redshift depen-
dent spectrum as
Γγi(z) =
∫ ∞
νi
4piJ(ν, z)
hν
σi(ν)dν, (31)
where J(ν, z) is the intensity of the UV background
at frequency ν (in erg s−1 cm−2 sr−1 Hz−1), and νi and
σi(ν) are the threshold frequency and cross-section for
photoionization of the species i, taken from Osterbrock
(1989). Analogously, the photoheating rates are com-
puted as
i(z) =
∫ ∞
νi
4piJ(ν, z)
hν
(hν − hνi)σi(ν)dν. (32)
The contributions of metals to the heating and cool-
ing rates are included by GRACKLE by loading pre-
computed density, temperature and redshift dependent
lookup tables that were obtained by providing the UVB
spectrum to the CLOUDY (Ferland et al. 2017) pho-
toionization code (version 17.02). The tables for metal-
lic heating and cooling rates were generated for solar
metallicity under the assumption of ionization equilib-
rium and subtracting the contributions of primordial
heating and cooling as described in Smith et al. (2017).
The resulting tables are organized into a Hierarchical
Data Format (version 5) file readable by GRACKLE.
2.8. Time Step Calculation
The simulation time step ∆t is computed with con-
straints from the signal speed of the gas, the motion of
the dark matter particles, and the expansion of the uni-
verse. For the gas, the time step is constrained by the
gas velocities v and the sound speed cs as
∆tgas = αgas min
(
a∆x
|vx|+ cs ,
a∆y
|vy|+ cs ,
a∆z
|vz|+ cs
)
,
(33)
where αgas is the CFL factor specified by the user (
αgas = 0.3 by default) and |v|+ cs is evaluated over the
entire grid for each direction to find the minimum value
of ∆tgas. For the particles, the time step is limited to
avoid any displacement larger than the cell size in each
direction using
∆tDM = αDM min
(
a∆x
|vx| ,
a∆y
|vy| ,
a∆z
|vz|
)
, (34)
where αDM is analogous to the CFL factor (αDM = 0.3
by default) and |v| is evaluated over all the particles
for each direction. The time step is also limited by the
expansion of the universe by choosing ∆texp such that
the fractional change in the scale factor does not exceed
1% (∆aexp = 0.01a). The actual time step is selected
by taking the smallest value
∆t = min (∆tgas,∆tDM,∆texp) , (35)
guaranteeing that all three limiting conditions described
above are satisfied.
2.9. Algorithm Implementation
The complete method to evolve the gas and the dark
matter particles from time-step n to time-step n+1 can
be summarized by the following algorithm:
Initialization:
1. Load initial conditions for the gas conserved vari-
ables and the particle positions and velocities.
2. Obtain the dark matter density ρDM by interpo-
lating the particle masses onto the grid via the
Cloud-In-Cell method described in §2.5.
3. Compute the gravitational potential φ by solving
the Poisson equation (Eqn. 16), using the dark
matter density ρDM and the gas density ρb as the
sources.
4. Calculate the gravitational field g = −∇φ at the
centers of the grid cells using a fourth-order fi-
nite difference scheme (Eqn. 19) and interpolate
the acceleration vector evaluated at the particles
positions gi = g(xi).
Time Step Update:
1. Compute the current time step ∆tn.
2. Obtain the gravitational potential at tn+1/2 by ex-
trapolation using φn and φn−1, Equation 22.
3. Advance the gas conserved quantities by ∆tn using
the intercell fluxes Fn+1/2, Equation 12.
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4. Add the gravitational sources to the gas momen-
tum and energy, Equation 20.
5. Call GRACKLE to update the ionization states of
the chemical network and add the net cooling and
heating to the internal energy, Equation 29.
6. Advance the particle velocities by 12∆t
n and use
the updated velocities v
n+1/2
i to advance the par-
ticle positions by ∆tn, Equations 26 and 27.
7. Obtain the dark matter density ρn+1DM via the CIC
method.
8. Compute the gravitational potential φn+1 by solv-
ing Equation 16 with ρn+1DM and ρ
n+1
b as sources.
9. Obtain the gravitational field gn+1 at the cell cen-
ters and gn+1i evaluated at the particle positions.
10. Advance the particle velocities by 12∆t
n resulting
in vn+1i , Equation 28.
3. VALIDATION
To test the extensions of the Cholla code for cosmo-
logical simulations, we present below a set of valida-
tion exercises including comparisons with other pub-
licly available Eulerian codes. In §3.1 we present the
standard Zel’Dovich (1970) test. We then compare in
§3.2 the matter power spectra of N-body cosmological
simulations performed with Cholla to results from the
Nyx (Almgren et al. 2013), Ramses (Teyssier 2002), and
Enzo (Bryan et al. 2014) codes using the same initial
conditions, and find sub-percent-level agreement at all
spatial scales when simulated with the same resolution.
We extend these tests to adiabatic hydrodynamical cos-
mological simulations in §3.3, where we find agreement
within a few percent. To test the dual energy formalism
in cosmological simulations, we describe a new test that
computes the mean gas temperature with redshift (§3.4),
and show that our choice of dual energy paramteriza-
tion and parameter values recovers model expectations.
We validate our cosmological hydrodynamical simula-
tions including cooling, chemistry, and heating against
Enzo simulations using the same physical prescription,
and find good agreement.
3.1. Zel’Dovich Pancake
The Zel’Dovich (1970) pancake problem encompasses
several of the basic components of a cosmological hy-
drodynamical simulation including gas dynamics, self-
gravity, and an expanding frame. For this test, the evo-
lution of a single one dimensional sinusoidal perturba-
tion is followed to provide a useful representation of the
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Figure 1. Zel’Dovich pancake test at z = 0 for a one di-
mensional 64 h−1Mpc box discretized on a 256 uniform grid
for a h = 0.5 and ΩM = 1 universe. Shown are the solu-
tions computed using Enzo (purple) and Cholla (blue). The
top, middle, and bottom panels correspond to the density
(ρb), velocity (v), and temperature (T ), respectively. The
Cholla simulations resolve the central shock and overdensity,
and the results are in excellent agreement with the Enzo sim-
ulation.
gas evolution in a three-dimensional simulation by solv-
ing the gravitational collapse of a single mode. The ini-
tial conditions for the density, velocity and temperature
on a Lagrangian frame are set as
ρb (xl) = ρ0
[
1− 1 + zs
1 + z
cos (kxl)
]−1
(36)
v (xl) = −H0 1 + zs
(1 + z)1/2
sin (kxl)
k
(37)
T (xl) = T0
[
ρb (xl)
ρ¯b
]2/3
, (38)
where zs is the value of the redshift at which the gravita-
tional collapse results in the formation of a shock located
at the center of the overdensity, z is the initial redshift,
λ is the wavelength of the perturbation , k = 2pi/λ is
the corresponding wavenumber, and xl is the position of
the Lagrangian mass coordinate. The conversion of the
positions to the Eulerian coordinates x is given by
x = xl − 1 + zs
1 + z
sin (kxl)
k
. (39)
For this test we replicate the problem presented in
Bryan et al. (2014), a one dimensional simulation on
an L = 64h−1Mpc box with cosmological parameters
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Figure 2. Matter power spectrum Pm(k) from dark matter-only simulations. Shown are Pm(k) from simulations performed
with Cholla (colored lines) compared with analogous simulations computed with Nyx , Ramses , and Enzo (left, center, and right
panels; dashed lines). The bottom panels show the fractional difference between the Cholla simulation and each corresponding
code for comparison. For each of the comparison codes, the fractional differences relative to the Cholla results are < 0.1%
compared with Nyx (bottom left), < 1% compared with Ramses (bottom center), and < 0.3% compared with Enzo (bottom
right).
h = 0.5 and ΩM = 1. The initial background density
and temperature ( ρ0 and T0 ) are set equal to the crit-
ical density ρc = 3H
2
0/8piG and 100 K respectively. The
redshift at which the shock develops is set as zs = 1.
The simulation is initialized at z = 20 and runs on an
N = 256 cell uniform grid.
Comparing the evolution of the Zel’dovich pancake
problem solved using Cholla and Enzo, we find the re-
sults from the Cholla simulation closely resemble the
Enzo results. Both simulations develop a central shock
at z = 1 and the central overdensity grows at the same
rate. Figure 1 compares the density ρb, velocity v and
temperature T fields at z = 0 in the simulations solved
with Enzo (purple lines) and Cholla (blue lines), demon-
strating the excellent agreement between the codes.
We note that we also performed the Zel’Dovich pan-
cake test by applying Equation 15 for the internal en-
ergy selection in the dual energy scheme. This condition
causes the code to select the advected internal energy e
instead of the conserved internal energy E − v2/2 dur-
ing the entire simulation. Since Equation 5 does not
captures shock heating, the central shock at z = 1 is
suppressed and the temperature of the central region
only gradually increases owing to the gas compression.
This behavior results in a significantly different distri-
bution for the density, velocity, and temperature in the
central region. We discuss further ramifications of the
dual energy condition in §3.4.
3.2. N-body Cosmological Simulations
To validate the results produced by Cholla in a real-
istic cosmological setting, first we compare Cholla dark
matter-only simulations with calculations using several
other well-established codes. In this test, the simulation
domain consists of an L = 50(h−1Mpc)3 box. The stan-
dard cosmological parameters are set to ΩM = 0.3111,
ΩΛ = 0.6889, h = 0.6766, and σ8 = 0.8102. Initial
conditions were generated at z = 100 on a uniform reso-
lution grid using the MUSIC software (Hahn & Abel
2011). For this test, we evolve 2563 particles on an
N = 2563 cell uniform grid, with the particle mass res-
olution equal to mp = 6.4345× 108h−1M.
For our validation test, we measure the matter power
spectrum Pm(k) evolved from identical initial condi-
tions using Cholla, Nyx (Almgren et al. 2013), Ram-
ses (Teyssier 2002), and Enzo (Bryan et al. 2014). To
measure the matter power spectrum for each simulation,
we first compute the dark matter density field by inter-
polating the dark matter particles onto the N = 2563
uniform grid via the CIC method described in §2.5. The
power spectrum is then computed in Fourier space by
taking the FFT of the overdensity field. The density
field and power spectrum are computed identically for
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all the comparison simulations to ensure that any power
spectrum differences arise solely from differences in the
evolved particle distribution.
The results of our comparison are presented in Fig-
ure 2. Each panel in the upper row shows the matter
power spectrum Pm(k) for several redshifts as computed
by Cholla (colored lines), along with an overlay of the
results from other codes (dashed lines). The left panel
shows the comparison to the Nyx simulation, the cen-
ter panel corresponds to the Ramses comparison, and
the right panel shows the comparison to the Enzo re-
sults. The bottom row shows the fractional difference
between the power spectrum of the simulation com-
puted by Cholla and each comparison code. As the
left lower panel shows, the power spectrum measured
in the Cholla and Nyx simulations is in excellent agree-
ment with fractional differences of ≈ 0.05% at small
scales, and even smaller differences of ≈ 0.02% on larger
scales. The comparison with Ramses also shows remark-
able agreement with differences of 0.1% at large scales,
with the largest differences of ∼ 0.7% occurring on small
scales by z = 0. Cholla and Enzo also show excellent
agreement, with differences of < 0.1% at large scales and
< 0.3% on small scales.
We note that in the version of Nyx used in this com-
parison, a second order scheme was employed to com-
pute the gravitational potential gradient,
∂φi,j,k
∂x
=
1
2∆x
(φi+1,j,k − φi−1,j,k) , (40)
instead of the fourth-order method described by Equa-
tion 19. To have the closest possible comparison, for
the Cholla simulation used to compare to the Nyx re-
sults we used Equation 40 to compute the gravitational
field. We note that the lower order scheme used to com-
pute the gradient leads to significant differences on the
power spectrum at small scales of about 15% relative to
the same simulation employing the higher order method.
Additionally, for the comparison with Enzo we used
the simpler kernel for the Greens function G(k) = −k−2
in our solver instead of the kernel for the discretized
Poisson equation given by Equation 18. The choice of
the kernel results in substantial differences, changing the
small-scale power spectrum by as much as ≈ 28% rela-
tive to Enzo when Cholla employs Equation 18.
3.3. Adiabatic Cosmological Hydrodynamical
Simulation
In §3.1 we showed that Cholla accurately solved the
gas dynamics in a simplified one dimensional simulation.
To test the evolution of the gas in a realistic cosmolog-
ical evolution, we compared the results of a Cholla adi-
abatic hydrodynamical run to a calculation with Ram-
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Figure 3. Redshift-dependent gas density fluctuation power
spectra for an adiabatic cosmological simulation. Shown are
the results from our Cholla simulation (solid lines) compared
with simulation evolved using Ramses (dashed lines). The
bottom panel shows the fractional difference between the
Cholla and Ramses power spectra. The agreement is ex-
cellent on large scales, and for smaller scales the differences
are < 7%.
ses using identical initial conditions. The configuration
for the simulation is the same as the one described in
§3.2, but with the addition of an Ωb = 0.0486 bary-
onic component. For the comparison we measure the
gas density fluctuation power spectrum directly from the
baryon density field in both simulations. Figure 3 shows
the results of the comparison, with the power spectrum
measured in the Cholla simulation (colored lines) shown
for several redshifts along with the Ramses simulation
(dashed lines). The bottom panel shows the fractional
difference between the Cholla and Ramses power spec-
trum measurement. On large scales the agreement is
excellent (. 1%), and on smaller scales there are some
differences up to a maximum of ≈ 7% at z < 1.
As described in §2.3, the dual energy condition used
by Ramses (Equation 15) can suppress shock heating
in regions where the gas is converging. This choice can
have a significant effect on gas falling into dark matter
potential wells, resulting in artificially low gas temper-
atures. A detailed study of how the dual energy con-
dition affects cosmological gas properties is provided in
§3.4, but for this power spectrum test we used the Ram-
ses dual energy condition (Equation 15). We note that
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the lower gas temperatures computed using the Ram-
ses dual energy condition result in more power on small
scales relative to calculations that use Equation 13. The
tests in §3.4 illustrate why we instead use Equation 13
in our CHIPS simulation suite.
3.4. Average Cosmic Temperature
In §2.3 we discussed the dual energy formalism used
when solving hydrodynamical cosmological simulations.
We presented two different approaches for selecting be-
tween the advected internal energy e or the conserved
internal energy E − v2/2, these two methods are given
by Equations 13 and 15 employed by Enzo and Ram-
ses respectively. To test which approach best captures
the shock heating of the infalling gas onto the dark
matter halos when implemented in Cholla, we measure
the mass weighted average gas temperature T¯ in an
adiabatic cosmological simulation as described in §3.3,
and compare the simulation results to an estimate of
the expected gas temperature computed from averag-
ing the virial temperature of collapsed halos with the
adiabatically-cooling IGM. We used the ROCKSTAR
halo finder (Behroozi et al. 2013) to identify dark mat-
ter halos in the Cholla simulations, and then computed
for each resolved halo a virial temperature as
Tvir =
mp
3kB
GMvir
Rvir
. (41)
where mp is the proton mass, kB is the Boltzmann con-
stant, and Mvir and Rvir are the virial mass and ra-
dius of the halo measured by ROCKSTAR. To com-
pute our reference estimate of the expected mean cos-
mic temperature in the simulation, we take the mass
in the IGM as simply total gas mass in the simulated
box Mtotal minus the mass in collapsed halos Mhalos =∑
Mvir. Then, assuming a uniform baryon fraction,
the fraction of gas mass present int the IGM is simply
(Mtotal−Mhalos)/Mtotal, and from this we can compute
the mass weighted average temperature as
T¯vir =
∑
halos
Mvir
Mtotal
Tvir +
(
Mtotal −Mhalos
Mtotal
)(a0
a
)2
T0,
(42)
where the first term corresponds to the mass weighted
virial temperature of the gas present in collapsed halos
and the second term corresponds to the mass weighted
temperature of the gas in the IGM. The IGM tempera-
ture is taken to be the initial temperature T0 scaled by
the a−2 factor owing to the adiabatic expansion of the
universe.
The results of this comparison are shown in Figure
4, where we plot the mass-weighted average tempera-
ture of the gas simulations evolved with Ramses (purple
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T
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]
Ramses
Cholla β= 0.50
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Figure 4. Evolution of the mass weighted average cosmic
temperature T¯ as a function of redshift for an adiabatic cos-
mological simulation. Shown as solid lines are the simulation
results using Ramses (purple), Enzo (green), and Cholla sim-
ulations where Equations 13 (dark blue) or 15 (light blue)
were used for the internal energy selection criteria in the
dual energy formalism. The dashed lines show estimates of
the temperature T expected from the viral temperature of
halos (yellow) and the T ∝ a−2 dependence owing to the
adiabatic expansion of the universe (black).
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Figure 5. Relative fractional difference of gas density fluc-
tuation power spectra in adiabatic cosmological simulations
using Equations 13 or 15 for the dual energy implementa-
tion. The condition set by Eqn. 15 maintains colder gas for
1 . z . 15, resulting in larger power at small scales. The
differences range from 30% to 80% at 0 . z . 6.
line) or Enzo (green line). For Cholla we ran two sim-
ulations with different dual energy conditions, using a
criteria similar to Ramses (Equation 15, light blue line)
or similar to Enzo (Equation 13, dark blue line).
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Figure 6. Comparison of simulations (2563 grid and L = 50h−1Mpc) evolved with Cholla (top panels) and Enzo (bottom
panels). From left to right the columns correspond to projections of dark matter density ρDM, gas density ρb, neutral hydrogen
density ρHI, and gas temperature T , all at redshift z = 0.
All simulations start from the same initial tempera-
ture T0 = 230 K at z = 100. Afterward, the gas cools
as T ∝ a−2 owing to universal expansion until the first
halos collapse. The temperature of the infalling gas in-
creases owing to shock heating, causing the global av-
erage temperature to increase. As Figure 4 shows, the
temperature increase happens at roughly two different
times for the different simulations. In the Enzo cal-
culation and corresponding Cholla simulation that uses
Equation 13 for the dual energy condition, shock heat-
ing in the halos becomes significant at z ∼ 15 (green
and dark blue lines). In the Ramses simulation and the
Cholla calculation using the condition given by Equa-
tion 15 (purple and light blue lines), the gas continues
cooling owing to expansion until z ∼ 6.
The delayed gas heating in calculations using the dual
energy condition given by Eqn. 15 results from the ad-
vected internal energy e being dominantly selected over
the conserved internal energy E − v2/2 for the gas in-
falling into halos. In this case, the evolution of the ad-
vected internal energy e is given by Equation 5 that does
not capture shock heating, and consequently the heating
of the gas in the halos is suppressed.
In contrast, if Equation 13 is used for the dual en-
ergy condition in the Cholla and Enzo simulations, the
resulting mean cosmic temperature closely follows the
virial temperature estimate at z < 6. We found that
for Cholla, adopting the parameter value η = 0.035 in
Equation 13 results in a temperature increase that be-
gins at z ≈ 12, similar to our model estimate.
Additionally, we measured the effect on the gas over-
density power spectrum of temperature differences aris-
ing from the choice of the dual energy condition. Figure
5 shows the fractional difference of the power spectrum
measured in the simulation where Equation 15 was used
for the dual energy selection relative to the power spec-
trum measured in the simulation that instead employed
Equation 13. The comparison shows that the power
spectrum in the simulation using condition set by Eqn.
15, where the gas remains colder for longer, is ∼ 50%
higher on small scales by z ∼ 5. By z ∼ 2 differences
on small scales reach ∼ 80%. Afterward, the two simu-
lations reach similar average temperatures and the dif-
ferences decrease to ∼ 30% by z = 0.
3.5. Cosmological Simulation: Chemistry and UV
Background
To validate our integration of the chemical network
(solved by GRACKLE and advected by the hydrody-
namics solver), we ran identical hydrodynamical sim-
ulations solved with Enzo and Cholla following the
configuration described in §3.3 but including the non-
equilibrium H and He network plus metals in the pres-
ence of a spatially-uniform, time-dependent UV back-
ground given by the standard HM12 (Haardt & Madau
2012) photoheating and photoionization rates. Figure 6
shows a comparison of projected gas quantities at z = 0
computed by the two codes, with Cholla on top and
Enzo on the bottom. From left to right the panels show
projections of dark matter density (ρDM), gas density
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Figure 7. Projection of the gas density at redshift z = 2 from the CHIPS.P19 simulation (20483 grid, L = 50h−1Mpc, and
1.5h−1Mpc projected). The zoom-in region shows the dark matter density ρDM, gas density ρb, gas temperature T , and neutral
hydrogen density ρHI from top to bottom. A skewer crossing the center of the zoom-in region is marked over the neutral
hydrogen distribution, and the Lyman-α transmitted flux along the skewer is shown in the bottom panel. The scale labels refer
to proper distances.
(ρb), neutral hydrogen density (ρHI), and gas temper-
ature (T ). Figure 6 shows qualitatively a remarkable
agreement between the results from the two codes.
4. SIMULATION SUITE
In this section we present the CHIPS (CHolla IGM
Phothoheating Simulations) simulation suite, a set of
high resolution simulations performed using the newly
extended version of the Cholla code described above.
The suite consists of a series of simulations run with a
fiducial resolution of N = 20483 cells, varying the cos-
mic photoheating and photoionization rates from evolv-
ing UV background radiation fields and with a range of
cosmological parameters.
Table 1 details the properties our initial CHIPS sim-
ulations. The primary simulations for our initial anal-
ysis of the Lyman-α forest are CHIPS.HM12 and
CHIPS.P19, which use the Planck Collaboration et al.
(2018) cosmological parameters and the Haardt &
Madau (2012) and Puchwein et al. (2019) photoion-
ization and photoheating rates, respectively, in an
L = 50 h−1Mpc box. The Puchwein et al. (2019) model
adopts the most recent determinations of the ionizing
emissivity due to stars and AGN, as well as of the
H I absorber column density distribution. Another ma-
jor improvement is a new treatment of the IGM opacity
for ionizing radiation that is able to consistently capture
the transition from a neutral to ionized IGM. For these
fiducial runs, we output 150 snapshots over the redshift
range z = [16, 2], spacing the time between snapshots at
∆a = 1.83×10−3 intervals. In each snapshot, we record
the conserved fluid quantities (ρ, ρvx, ρvy, ρvz, E), the
gas internal energy u, the neutral hydrogen H I, neutral
helium He I, singly-ionized helium He II, and electron
ne densities, and the gravitational potential φ on the
simulation grid. We also record all the dark matter
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Table 1. CHIPS Simulation Suite
Simulation Resolution Box Size Parameters UV Background
L [h−1Mpc] [h, Ωm, Ωb, σ8, ns]
CHIPS.HM12 N = 20483 50 [0.6766, 0.3111, 0.0497, 0.8102, 0.9665] Haardt & Madau (2012)
CHIPS.P19 N = 20483 50 [0.6766, 0.3111, 0.0497, 0.8102, 0.9665] Puchwein et al. (2019)
Alternative Cosmologies
CHIPS.P19.A1 N = 20483 50 [0.6835, 0.3010, 0.0484, 0.8098, 0.9722] Puchwein et al. (2019)
CHIPS.P19.A2 N = 20483 50 [0.6917, 0.2905, 0.0477, 0.8052, 0.9783] Puchwein et al. (2019)
CHIPS.P19.A3 N = 20483 50 [0.7001, 0.2808, 0.0470, 0.8020, 0.9846] Puchwein et al. (2019)
CHIPS.P19.A4 N = 20483 50 [0.7069, 0.2730, 0.0465, 0.7997, 0.9896] Puchwein et al. (2019)
Resolution Studies
CHIPS.P19.R1 N = 10243 50 [0.6766, 0.3111, 0.0497, 0.8102, 0.9665] Puchwein et al. (2019)
CHIPS.P19.R2 N = 5123 50 [0.6766, 0.3111, 0.0497, 0.8102, 0.9665] Puchwein et al. (2019)
Note—Resolution refers to the number of both grid cells and dark matter particles.
particle positions and velocities. The detailed analyses
performed on the simulation outputs are described in
§5.
We complement the fiducial models with four addi-
tional simulations (CHIPS.P19.[A1-A4]) that use the
Puchwein et al. (2019) photoionization and photoheat-
ing rates but vary the cosmological parameters h, Ωm,
Ωb, σ8, and ns within the uncertainties reported by
Planck Collaboration et al. (2018). For each simulation,
a flat cosmology is assumed and we set ΩΛ = 1− Ωm.
Table 1 also lists properties of the additional N =
10243 (CHIPS.P19.R1) and N = 5123 (CHIPS.P19.R2)
simulations used in our resolution study to demonstrate
the numerical convergence of our results (see Appendix
A).
The CHIPS simulation suite was run on the Summit
system (Oak Ridge Leadership Computing Facility at
the Oak Ridge National Laboratory) and the subsequent
analysis was performed using the lux supercomputer at
UC Santa Cruz.
5. EVOLUTION OF THE IGM FOR TWO
PHOTOHEATING HISTORIES
Redshift-dependent photoionization and photoheat-
ing rates of intergalactic gas substantially affect IGM
properties. By comparing the CHIPS.HM12 with the
CHIPS.P19 simulation, we can learn about how detailed
differences in photoheating history lead to observable
differences in the Lyman-α forest and potentially dis-
criminate between them by further comparisons with
data. We first compare the thermal history of the dif-
fuse IGM between the simulations (§5.1). The redshift-
dependent thermal properties of the IGM in the models
provide a context for interpreting measurements of the
simulated forest. We discuss our methods for generat-
ing mock Lyman-α absorption spectra in §5.2. These
simulated spectra then provide estimates of the Lyman-
α forest optical depth (§5.3) and transmitted flux power
spectra (§5.4).
5.1. Thermal History of the Diffuse IGM
The gas in the diffuse IGM comprises most of the
baryons in the universe and follows a well defined
density-temperature power-law relation (Hui & Gnedin
1997; McQuinn 2016; Puchwein et al. 2015) given by
T (∆) = T0∆
γ−1, (43)
where ∆ = ρb/ρ¯b is the gas overdensity, T0 is the tem-
perature at the mean cosmic density ρ¯b, and γ−1 corre-
sponds to the power-law index of the relation. The time
evolution of the parameters T0 and γ is determined by
the photoheating from to hydrogen and helium ioniza-
tion, cooling owing to the expansion of the universe, and
inverse Compton cooling, recombination, and collisional
processes.
Figure 8 shows the density-temperature distribution
of the gas in our simulations at redshift z = 5, with
CHIPS.HM12 shown on the left and CHIPS.P19 shown
on the right. The distributions resulting from the two
UVB models are similar for gas collapsed into resolved
structures (∆ > 10), but for low density gas (∆ < 10)
the temperatures in the HM12 model are significantly
lower owing to the earlier completion of hydrogen reion-
ization (z ∼ 13). The gas temperature in this model
has had subsequently more time to decrease owing to
cooling processes and adiabatic expansion. For the P19
model, where reionization ends at z ∼ 6, there has been
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Figure 8. Volume-weighted density-temperature distribution of gas at redshift z = 5 in our two fiducial simulations
(CHIPS.HM12, left; CHIPS.P19, right). The low density gas (∆ < 10) is colder for the Haardt & Madau (2012) model
owing to H reionization ending earlier. Dashed lines show the best fit power-law ∆-T relation for the parameters T0 and γ.
less time to cool by z = 5, resulting in a higher T0 and
lower γ at this epoch.
For each snapshot of the simulation, we determined
the parameters T0 and γ by fitting Equation 43 to the
low density (−1 < log10 ∆ < 1) region of the density-
temperature distribution. We divided the selected in-
terval into fifty equal bins in log10(∆), and for each bin
i the maximum of the marginal temperature distribu-
tion P (T |∆i) and the temperature range containing the
68% highest probability density was used to define the
bin temperature Ti and its corresponding uncertainty
δTi. The coordinates (∆i, Ti) and uncertainty values δTi
were used as input to a Monte Carlo Markov Chain that
sampled the parameters T0 and γ, initialized from uni-
form prior distributions, and returned posterior distri-
butions for the thermal parameters that best match the
density-temperature relation measured from the simu-
lations. From the posterior distributions we extracted
best-fit values for T0 and γ and corresponding parameter
uncertainties δT0 and δγ.
The redshift evolution of the parameters T0 and γ for
the two UVB models is shown in Figure 9, where the
effects of the two ionization histories on the thermal
structure of the diffuse IGM are illustrated. The evo-
lution of the IGM follows several phases. First, before
H I reionization is complete, the photoheating owing
to hydrogen ionization increases the temperature to an
early local maximum. After all the H I is ionized, the
diffuse IGM cools by adiabatic expansion and inverse
Compton cooling until the onset of He II reionization
reheats the IGM to a global maximum. Once He II is
fully ionized, the IGM again cools adiabatically to the
present day.
The HM12 UVB (blue line) causes a quick H I reion-
ization around redshift z ∼ 14 and cools afterward. In
the interval between z ∼ 6 − 10, the temperature at
mean density T0 plateaus at T ∼ 8× 103 K while under-
densities (∆ < 1) keep cooling, mostly due to adiabatic
expansion, this results in an increasing γ until z ∼ 5.
For z ≤ 15 the ionization rates for the late-reionization
P19 model are significantly lower until z ∼ 6.5, resulting
in a gradual heating of the IGM. The IGM remains close
to isothermal (γ ∼ 1) until H I reionization completes
at z ∼ 6.2. Intergalactic gas then cools just for short
period before He II reheating, resulting in a higher T0
than in the HM12 model.
While in both runs helium reheating starts around
z ∼ 4.5, the reionization of He II is completed earlier
in CHIPS.HM12. At z < 3, the residual heating from
photoionization of recombining atoms is inefficient, and
the IGM continues to cool all the way down to z = 0,
decreasing T0 and increasing γ.
Figure 10 shows a comparison between the thermal
parameters T0(z) and γ(z) from our simulations and pre-
vious observational inferences (Bolton et al. 2014; Hiss
et al. 2018; Boera et al. 2019; Walther et al. 2019; Gaik-
wad et al. 2020b,a). The shaded regions correspond to
the uncertainty in T0 and γ resulting from our power-
law fitting procedure. For the observations, the values
of T0 and γ are determined in different ways.
Walther et al. (2019) and Boera et al. (2019) both
follow a similar approach by generating Lyman-α flux
power spectra from simulations evolved with different
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Figure 9. Redshift evolution of the gas temperature T0 at mean density and the index γ of the density-temperature relation.
Shown are results from our reference simulations CHIPS.HM12 (blue lines) and CHIPS.P19 (green lines). H I reionization ends
earlier (z ∼ 13) for the HM12 model, compared with z ∼ 6 for the P19 model, allowing more time for the low density gas to
cool. He II reionization begins at z ∼ 4.5 in both models, but the lower He II photoionization rates for the P19 model result in
He II being fully ionized at a later time (z ∼ 3) compared with z ∼ 3.8 for the HM12 run.
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Figure 10. Redshift evolution of the density-temperature parameters T0 and γ from the CHIPS.HM12 (blue) and CHIPS.P19
(green) simulations. The shaded regions show the uncertainty resulting from the power-law fitting procedure. Points show the
observational results from Hiss et al. (2018), Bolton et al. (2014), Walther et al. (2019), Boera et al. (2019), Gaikwad et al.
(2020b), and Gaikwad et al. (2020a).
thermal histories, resulting in multiple trajectories of
T0 and γ. For each simulation snapshot, they deter-
mine the best fit T0, γ, and mean transmitted flux F¯
by performing Bayesian inference comparing the gener-
ated flux power spectra from the different simulations
to observations.
Hiss et al. (2018) and Bolton et al. (2014) measure
the b-NHI distribution obtained from decomposing the
Lyman-α forest spectra into a collection of Voigt profiles,
and then infer thermal parameters by matching the b-
NHI distribution from their simulations to the observed
distribution. Gaikwad et al. (2020a) follows an analo-
gous approach by comparing simulation results to Voigt
profiles fitted to transmission spikes in the inverse trans-
mitted flux 1−F in z > 5 spectra. In a recent analysis,
Gaikwad et al. (2020b) report more precise results by
inferring T0 and γ from combined constraints obtained
through a comparison between simulated and observed
Lyman-α forest flux power spectra, b-NHI distributions,
wavelet statistics, and curvature statistics.
During the epoch of He II reionization and after-
ward, Hiss et al. (2018) infer a peak in T0 (z ∼ 2.8)
that is significantly higher than the results from all the
other analysis, while the measurements from Gaikwad
et al. (2020b) are mostly higher than those obtained
by Walther et al. (2019) and Bolton et al. (2014) their
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results still are consistent within 1σ of each other. Com-
pared to the simulations, both the P19 and HM12 mod-
els result in a increase of T0 due to He II photoheat-
ing that begins too early (z ∼ 4.2) to be consistent
with the measurements from Gaikwad et al. (2020b) and
Walther et al. (2019) simultaneously. The heating from
He II reionization could be delayed in the P19 model
by decreasing the He II photoheating and photoioniza-
tion rates, effectively also slightly decreasing the peak
of T0 at z ∼ 2.8, this would produce a trajectory for T0
at z . 4 that better matches the results from Gaikwad
et al. (2020b) and Walther et al. (2019).
For z > 4, the results from Walther et al. (2019) and
Boera et al. (2019) measure temperatures lower than
those produced by the Puchwein et al. (2019) model.
In particular, at z ≥ 5 Walther et al. (2019) find re-
markably low temperatures, which may be related to
the strong correlation between T0 and F¯ in their analy-
sis.
The γ values inferred by Walther et al. (2019) are
overall higher than all the other data sets. In the red-
shift range 2.6 . z ≤ 5, both our CHIPS.HM12 and
CHIPS.P19 simulations produce γ(z) consistent with
the measurements from Hiss et al. (2018) and Boera
et al. (2019), within their respective uncertainties. Ad-
ditionally both models result in γ(z) consistent with the
results from Gaikwad et al. (2020b) only for z . 3.3
as their observational inference results in higher values
(γ ∼ 1.5) at z ∼ 3.8 compared to γ ∼ 1.3 produced in
both simulations at this redshift. Delaying the heating
from He II reionization would allow more time for the
diffuse gas to cool after H I reionization, effectively in-
creasing γ produced by the models at z ∼ 4, to be in
better agreement with the results from Gaikwad et al.
(2020b).
The CHIPS.P19 results are consistent with constraints
on T0 and γ for z > 5.3 from Gaikwad et al. (2020a),
likely because H I reionization ends at z ∼ 6 in the
Puchwein et al. (2019) photoionization and photoheat-
ing model. Although, reconciling the high γ ∼ 1.5 at
z ∼ 3.8 from Gaikwad et al. (2020b) with the low γ ∼ 1.2
at z ∼ 5.5 inferred by Gaikwad et al. (2020a) could re-
quire the low density gas to cool faster than physically
possible in a spatially-uniform UV background model.
However, near H I reionization a non-uniform UV back-
ground may be required for the simulations to model
accurately the effects of a “patchy” reionization (Keat-
ing et al. 2020).
5.2. Synthetic Lyman-α Forest Spectra
The Lyman-α forest is a sensitive probe of the diffuse
baryons in the IGM, as the amplitude and width of the
absorption lines in the forest trace the neutral hydrogen
density and the gas temperature. The observed Lyman-
α forest global statistics, such as the effective optical
depth and the transmitted flux power spectra, constrain
the thermal state of the IGM. To compare directly with
the observed effective optical depth and the transmit-
ted flux power spectra, we compute synthetic Lyman-α
forest spectra from our high resolution simulations. In
total we drew 6000 skewers through the simulation vol-
ume, located in random positions and aligned parallel
with the three box axes (2000 skewers for each axis).
Along each skewer, the neutral hydrogen density, gas
temperature, and the component of the velocity parallel
to the line of sight are sampled at the native resolution
of the simulation, rendering 2048 uniformly distributed
pixels for each skewer. The optical depth as a function
of frequency τν along the skewer is computed by inte-
grating the Lyman-α interaction cross section σν and
the neutral hydrogen number density nHI along the line
of sight, following
τν =
∫
nHIσνdr, (44)
where dr is the physical length of the path element. As-
suming a Doppler profile for the absorption line, the
optical depth at frequency ν0 is given by
τν0 =
pie2
mec
f12
∫
nHI√
pi∆νD
exp
[
−
(
ν − ν0
∆νD
)2]
dr, (45)
where f12 is the Lyman-α transition upward oscillator
strength, ∆νD = (b/c)ν0 is the absorption width owing
to Doppler shifts and b =
√
2kBT/mH corresponds to
the thermal velocity of the gas. The shift in the fre-
quency of absorption along the skewer is given by the
Doppler shift from the change in the gas velocity along
the line of sight,
ν = ν0
(
1− u− u0
c
)
. (46)
Applying a variable transformation from frequency to
velocity space and the expansion relation du = Hdr,
the optical depth as a function of velocity is expressed
as
τu0 =
pie2λ0
mecH
f12
∫
nHI√
pib
exp
[
−
(
u− u0
b
)2]
du. (47)
Following the method described by Lukic´ et al. (2015),
we solved the Gaussian integral analytically and com-
puted the optical depth along the discretized line of sight
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Figure 11. Elements for the calculation of the transmitted flux along a single skewer crossing the CHIPS.P19 simulation box
at redshift z = 2.5. Shown in the panels from top to bottom are the neutral hydrogen density ρHI in a region surrounding the
skewer, neutral hydrogen column density NHI along the skewer, optical depth τ computed via Equation 48, and transmitted
flux F = exp(−τ) along the line of sight.
using
τj =
pie2λ0f12
mecH
∑
i
1
2
nHI,i
[
erf
(
yj+1/2,i
)− erf (yj−1/2,i)] ,
(48)
where the argument to the error function is
yj±1/2,i =
(
vH,j±1/2 − vH,i − vLOS,i
)
/bi. (49)
The term vH,j±1/2 corresponds to the Hubble flow ve-
locity at the interfaces of cell j and the terms vH,i and
vLOS,i represent the centered values of Hubble velocity
and the line of sight component of the peculiar veloc-
ity of the gas at cell i. Note that the factor of 1/2 in
Equation 48 comes from the definition used for the error
function, erf(x) = 1/
√
pi
∫ x
−x exp(−t2)dt.
The calculation of the optical depth τ and the trans-
mitted flux for a single skewer spanning across the length
of the CHIPS.P19 box at redshift z = 2.5 is illustrated
in Figure 11. The figure panels from top to bottom show
the distribution of the neutral hydrogen density in the
neighborhood of the skewer (ρHI), the 1D neutral hydro-
gen column density integrated over the length of the cell
across the skewer (NHI), the optical depth τ in redshift
space computed via Equation 48 (blue line) and ignor-
ing the shift of of the absorption lines due to peculiar
real space velocities (green), and the transmitted flux
F = exp(−τ) along the skewer in both redshift (blue)
and real (green) space.
5.3. Evolution of the Lyman-α Effective Optical Depth
The Lyman-α effective optical depth τeff is a measure
of the overall H I content of the gas in the IGM. Hence,
τeff tracks the ionization state of hydrogen and the in-
tensity of the ionizing UV background. To compare with
observational measurements of τeff , we computed syn-
thetic Lyman-α absorption spectra from all the outputs
of our two simulations using the method described in
§5.2. From the large sample of skewers, the effective op-
tical depth is computed as τeff = − log(F¯ ), where F¯ is
the transmitted flux averaged over all skewers.
The redshift evolution of the effective optical depth
τeff for our two simulations is shown as colored lines in
Figure 12 (blue and green for the HM12 and P19 models,
respectively) and the shaded region shows the variability
of τeff measured over the different skewers. For each
redshift the shaded interval corresponds to the optical
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Figure 12. Redshift evolution of the effective optical
depth τeff . Shown are our simulated measurements from
CHIPS.HM12 (blue) and CHIPS.P19 (green), compared to
data from Becker et al. (2013), Boera et al. (2019) and
Bosman et al. (2018) (data points). Measurements of τeff
from the HM12 model match the observations at 2.5 . z .
4.2, but display higher amounts of H I for z & 4.2 owing to
the low temperatures at those redshifts. The P19 model pro-
duces values of τeff slightly lower than the observations for
2.5 . z . 4, suggesting that He II reionization is overheating
the IGM at these epochs. For 5 < z < 5.8 the P19 model
results in measurements of τeff significantly lower than the
observations. This discrepancy could result from the rela-
tively hot IGM produced by the P19 model at this epoch
and may be addressed by introducing a non-uniform UVB in
the simulations.
depth computed from the highest probability interval
that encloses 68% of the distribution of the transmitted
flux averaged over individual skewers.
The effective optical depth resulting from the HM12
UVB model (blue) shows good agreement with the ob-
served data (Becker et al. 2013) for z < 4, but underes-
timates the ionization fraction at z > 4. At the higher
redshifts, the model produces an excess of neutral hy-
drogen, likely because the early H I reionization renders
the gas too cold, this results in an effective optical depth
higher than estimated by Boera et al. (2019) and mea-
sured by Bosman et al. (2018).
The P19 model (green) has too high an ionization frac-
tion, resulting in an optical depth that is slightly lower
than the observations. In the redshift range 2.5 . z . 4,
He II reionization in the P19 model is overheating the
IGM. For 5 < z < 5.8, the P19 model produces τeff
that are 10 to 25% lower than the observations, sug-
gesting that the temperatures of the IGM in this model
at z ∼ 5.2 are higher than those in reality. At these
high redshifts (z & 5.4), a non-uniform UV background
may be required to accurately represent the effects of a
“patchy” reionization in τeff (Keating et al. 2020), and
the inclusion of a non-uniform UVB could reduce the
discrepancies between the data and the P19 model at
these times.
5.4. Lyman-α Transmitted Flux Power Spectrum
On scales of a few Mpc, the Lyman-α flux power spec-
trum (FPS) is an excellent probe of the thermal prop-
erties of the photoionized IGM and can constrain the
IGM temperature at various epochs. On scales below
∼ 100kpc, the FPS exhibits a cutoff beyond which the
Lyman-α forest has suppressed structure owing to both
the pressure smoothing of the gas distribution (which
sets the pressure smoothing scale λP ) as well as the
thermal Doppler broadening of the absorption lines. To
compare the FPS produced by the UVB models in the
simulations with observation, we measured the Lyman-
α transmitted flux power spectra from the large sample
of skewers computed as described in §5.2. The FPS as
a function of velocity u is obtained from the flux fluctu-
ations as
δF (u) ≡ F (u)− F¯
F¯
, (50)
where F (u) if the transmitted flux along the skewer over
the velocity interval [0, umax] and F¯ = exp(−τeff ) is
the transmitted flux averaged over all the skewers. The
FPS is commonly expressed in terms of the dimension-
less quantity ∆2F , defined as
∆2F (k) =
1
pi
kP (k). (51)
The transmitted flux power spectrum P (k) is computed
as
P (k) = umax
〈∣∣∣δ˜F (k)∣∣∣2〉 (52)
δ˜F (k) =
1
umax
∫ umax
0
e−ikuδF (u)du, (53)
where k = 2pi/u corresponds to the wavenumber associ-
ated to the velocity u and has units of s km−1. From our
simulations, we measured the FPS resulting from both
UVB models and compared with the analogous obser-
vational measurements. Our results are shown in Fig-
ures 13 and 14, where the lines show the FPS averaged
over all the skewers and the shaded bars show the high-
est probability interval that encloses 68% (1σ) of the
probability distribution from the FPS measured over all
individual skewers. We include the shaded bars to il-
lustrate the dispersion of the FPS over different skewers
in the same simulation. We emphasize that the shaded
bars do not represent the error on the mean FPS, which
is smaller by a factor 1/
√
N , where N = 6000 is the
number of skewers used to sample the FPS.
20 Villasenor et al.
10-3
10-2
 ∆
2 F
(k
)
z= 2.0
CHIPS.P19
CHIPS.HM12
1σ skewers P (∆2F)
Walther et al. (2018)
z= 2.2 z= 2.4 z= 2.6
10-2
10-1
 ∆
2 F
(k
)
z= 2.8
CHIPS.P19
CHIPS.HM12
1σ skewers P (∆2F)
Walther et al. (2018)
z= 3.0 z= 3.2 z= 3.4
10-2 10-1
k [s km−1]
10-1
100
 ∆
2 F
(k
)
z= 4.2CHIPS.P19
CHIPS.HM12
1σ skewers P (∆2F)
Boera et al. (2019)
Viel et al. (2013)
10-2 10-1
k [s km−1]
z= 4.6
10-2 10-1
k [s km−1]
z= 5.0
10-2 10-1
k [s km−1]
z= 5.4
Figure 13. One dimensional power spectra of the Lyman-α transmitted flux fluctuations (FPS) from our two simulations
CHIPS.HM12 (blue) and CHIPS.P19 (green), compared with the observational measurements from Walther et al. (2018), Boera
et al. (2019) and Viel et al. (2013) (data points). The colored lines show the FPS averaged over all the skewers, and the shaded
areas show the 1σ region of the distribution P (∆2F ) obtained from the FPS of the 6,000 individual skewers. The uncertainty
on the average FPS is ∼ √6000× smaller than the shaded regions. For k & 0.01 s km−1 the agreement between CHIPS.P19
and the observational measurement of P (k) for 2 . z . 4.5 is relatively good (time-averaged 〈χ2ν〉 ∼ 2), as compared with
CHIPS.HM12 (〈χ2ν〉 ∼ 8). For z & 5 the amplitude of P (k) for the P19 UVB model is lower than the data, reflecting the lower
estimate of τeff from the P19 model relative to the observations. For k . 0.01 s km−1 the resulting FPS from the HM12 model
is in better agreement with the data from Walther et al. (2018) at z . 3 (〈χ2ν〉 ∼ 1) in contrast to the P19 model (〈χ2ν〉 ∼ 3).
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Figure 14. One dimensional power spectra of the Lyman-α transmitted flux fluctuations (FPS) from our two simulations
CHIPS.HM12 (blue) and CHIPS.P19 (green), compared with the large scale power spectra data from the eBOSS experiment
(Chabanier et al. 2019). The colored lines show the FPS averaged over all the skewers and the shaded bars show the 1σ region
of the distribution P (∆2F ) obtained from the FPS of the 6,000 individual skewers. The uncertainty on the average FPS is
∼ √6000× smaller than the shaded regions. From z = 2.2 to z = 4.6 the amplitude of P (k) for the models increases faster than
the data, and for the range 2.6 . z . 4.2 the data lie in between the models. The P19 and HM12 models result in P (k) that
match the data at z = 4.6 and z = 2.2, respectively.
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The flux power spectrum on scales of 0.004 < k <
0.2 s km−1 is shown in Figure 13. We compare with
observational measurements from Walther et al. (2018)
at 2 < z < 3.4, and higher redshift measurements from
Boera et al. (2019) and Hiss et al. (2018) for 4 . z ≤ 5.4.
To assess the performance of both photoionization and
photoheating models to reproduce the observed FPS,
we quantify the differences in P (k) with the statistic
χ2ν = χ
2/N , where
χ2 =
N∑
i
[
P (ki)
obs − P (ki)model
σobsi
]2
, (54)
and N is the number of observed data points measured
at the wavenumbers ki and having uncertainties σi. We
will use χ2 to denote the statistic computed by Equation
54 for multiple scales at the same redshift, and 〈χ2〉 to
denote a “time-averaged” statistic when using multiple
scales over multiple redshifts.
For k & 0.01 s km−1, the agreement between the
CHIPS.P19 simulation (green) and the observational
measurement of P (k) for 2 . z . 4.5 is relatively good
as the time-averaged differences are 〈χ2ν〉 ∼ 2, compared
to 〈χ2ν〉 ∼ 8 for CHIPS.HM12 (blue). At high redshifts
(z & 5), the observational data lie between the predic-
tions from the two models. This result is consistent with
the behavior of τeff in Figure 12, since the normalization
of the transmitted flux fluctuations δF is determined by
F¯ and an underestimate of τeff will result in a lower
normalization in P (k). For k . 0.01 s km−1, the HM12
UVB model produces FPS that agree better with the
data from Walther et al. (2018) at z . 3 (〈χ2ν〉 ∼ 1) than
the P19 model (〈χ2ν〉 ∼ 3). At high redshift (z & 4.6),
the HM12 model results in a FPS higher than the obser-
vations, and this discrepancy is again consistent with the
higher values of τeff produced by the model compared
with the observations, as shown in Figure 12.
For larger scales 0.002 < k < 0.02 s km−1, the flux
power spectrum shown in Figure 14 is compared with
the observational measurements from the eBOSS exper-
iment presented in Chabanier et al. (2019). The evo-
lution of P (k) in CHIPS.HM12 (blue) and CHIPS.P19
(green) differs from the observed data, with the ampli-
tude of P (k) in the models increasing faster than the
data at z = 2.2 − 4.6. Figure 14 shows that at higher
redshift (z ∼ 4.6) the P19 model P (k) matches the
observations (χ2ν = 1.4), while for the redshift range
2.6 . z . 4.2 the data lies in between the models. For
z . 2.4, the HM12 model agrees better with the data
measured by the eBOSS experiment but the small un-
certainties in the observational measurements result in
large values of χ2ν regardless. Since the temperature of
the IGM at z . 4 is primarily set by He II reionization,
we argue that the discrepancies between the P19 results
and the observed data could be alleviated by changing
the He II photoheating rate associated with active galac-
tic nuclei to reduce the IGM temperature at z ∼ 3.
Comparing Lyman-α flux power spectrum between
simulations and observation offers a direct way to as-
sess the performance of the chosen photoionization and
photoheating rates in reconstructing the thermal history
of the IGM. Figures 13 and 14 show that both photoion-
ization and photoheating models used for this work,
Haardt & Madau (2012) and Puchwein et al. (2019),
fail to recover the observed P (k) on scales of 0.002 <
k < 0.2 s km−1 over the redshift range 2 . z . 5.
The observed Lyman-α forest statistics τeff and P (k)
lie in between the results produced by the two models.
This tension motivates further studies using cosmologi-
cal simulations with modified photoionization and pho-
toheating rates that result in lower IGM temperatures
at 2 < z . 3 and increase the amplitude of the FPS on
large scales (e.g., 0.002 . k . 0.02 s km−1) to match
better the observations.
6. DISCUSSION
By comparing the results of our simulations with ob-
servations, we have demonstrated the broad properties
of the forest are reproduced by models using either the
Haardt & Madau (2012) or Puchwein et al. (2019) photo-
heating and photoionization rates. The Puchwein et al.
(2019) rates in particular lead to realistic small-scale
structure in the forest over a range in redshift. How-
ever, both models fail to recover the detailed shape of
the transmitted flux P (k) or the magnitude of the opti-
cal depth at all redshifts or spatial scales. The physical
reasons for these inadequacies likely also depend on red-
shift and spatial scale, and are discussed below.
6.1. What is the IGM Photoheating History?
As Figures 9 and 10 illustrate, the observational in-
ferences on the evolution of the IGM mean temperature
and density-temperature relation are currently widely-
varying (Hiss et al. 2018; Bolton et al. 2014; Walther
et al. 2018; Boera et al. 2019; Gaikwad et al. 2020b,a).
Deriving these observed properties requires assistance
from simulations, for instance by generating model spec-
tra or aiding the interpretation of transmission spikes.
As a result, discriminating between early-reionization
(Haardt & Madau 2012) and late-reionization (Puch-
wein et al. 2019) based on T0(z) and γ(z) remains haz-
ardous. The Lyman-α optical depth and P (k) evolution
show that the observations mostly reside in between the
model predictions. At redshifts z ∼ 2 − 3 the Puch-
wein et al. (2019) rates produce structure in the forest
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that agrees better with the data on small scales, but on
larger scales Haardt & Madau (2012) performs better.
The IGM structure at these redshifts is heavily influ-
enced by He II photoheating powered by active galactic
nuclei, and both the relative spectral slopes of the AGN
spectral energy distribution and the difference in emis-
sivity with redshift in these models could affect their
scale-dependent relative agreement. Finding the He II
photoheating and photoionization rates that result in
agreement across all scales at these redshifts will require
future work and more simulations.
Close to the hydrogen reionization era, in simulations
using the Haardt & Madau (2012) rates the Lyman-
α P (k) amplitude increases more rapidly with redshift
than in the Puchwein et al. (2019) model. Reionization
occurs very early in the Haardt & Madau (2012) UVB,
and the P (k) amplitude evolution reflects the progres-
sively colder IGM in this scenario. The hydrogen ioniza-
tion and temperature states of the IGM in the Puchwein
et al. (2019) model are apparently too high, and produce
a lower P (k) than seen in the observation. Balancing the
high temperature resulting from the late reionization in
this model and the larger P (k) may require a patchy
reionization process, as noted previously (Keating et al.
2020).
6.2. IGM Thermal History vs. Instantaneous
Properties
The importance of developing self-consistent histo-
ries for IGM properties, including the phase structure,
flux power spectra, and Lyman-α optical depth, cannot
be overstated for interpreting observations. The power
of the Lyman-α forest for constraining the small-scale
physics of structure formation, including the possible
presence of warm dark matter (e.g., Viel et al. 2013; Irsˇicˇ
et al. 2017) and the importance of neutrinos (e.g., Cha-
banier et al. 2019), is limited by the imprecisely known
thermal properties that can impact such scales. These
uncertainties on the thermal properties, often character-
ized by the temperature T0 at the mean density and the
slope γ of the IGM temperature-density relation, have
frequently been treated as nuisance parameters when
developing cosmological parameter constraints from the
Lyman-α forest. Analyses typically marginalize over the
uncertainties in the thermal structure of the forest to
arrive at, e.g., the possible contribution of warm dark
matter to the suppression of small-scale power.
One complication with these analyses that our sim-
ulations highlight is how the history and evolution of
the thermal properties influence the structure of the for-
est. The characteristics of the forest at one redshift
cannot be disentangled entirely from its properties at
similar redshifts. The response of the forest, in terms
of both its thermal and ionization structure, depends
on the evolving photoheating and photoionization rates,
and the values of both T0 and γ change along tracks
with redshift. These properties are not independent,
and have redshift correlations that cannot be ignored by
separately marginalizing over their properties indepen-
dently at an array of redshifts. Instead, when marginal-
izing over the thermal structure of the forest to infer con-
straints from P (k), full simulated histories of the forest
properties are required with marginalization occurring
simultaneously over the forest structure at all redshifts
where observations are available. For instance, synthe-
sizing the results shown in Figures 9, 10, 13, we find
that the consistently lower P (k) amplitude of the forest
at z = [4.2, 4.6, 5.0, 5.4] when using the Puchwein et al.
(2019) rates results from the hotter IGM induced by the
late global reionization in this model. The temperature
at these times is not independent across redshift, and
varying models over a range of IGM temperature and
Lyman-α P (k) at a given redshift amounts to direct
assumptions on those properties at adjacent redshifts
where the dominant photoheating mechanisms are the
same.
Addressing this issue requires a potentially large
number of hydrodynamical simulations of cosmological
structure formation that capture various photoheating
histories and manage to resolve the Lyman-α forest
structure robustly on small scales. Our CHIPS simu-
lations represent a first step in this direction, and the
computational efficiency of the Cholla code will enable
us to realize the required number of simulations with
moderate additional effort.
7. SUMMARY
Motivated by new observational efforts that will pro-
vide unprecedented detail on the properties of the
Lyman-α forest (e.g., DESI Collaboration et al. 2016a),
we have initiated the CHIPS series of hydrodynamical
simulations of cosmological structure formation. Our
simulations use the GPU-native Cholla code to main-
tain exquisite spatial resolution in the low-density inter-
galactic medium throughout cosmological volumes. In
this first paper, we conduct N = 20483 resolution sim-
ulations to compare the thermal history and physical
properties of the Lyman-α forest using two models for
the photoheating and photoionization rates induced by
an evolving ultraviolet background (Haardt & Madau
2012; Puchwein et al. 2019). A summary of our efforts
and conclusions follows.
• We extended the Cholla code to perform cosmo-
logical simulations by engineering gas self-gravity,
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a Fourier-space Poisson solver, a particle integra-
tor, a comoving coordinate scheme, and a cou-
pling to the GRACKLE heating and cooling li-
brary (Smith et al. 2017).
• We provided extensive tests of our cosmological
simulations, including the Zel’Dovich (1970) pan-
cake test and comparisons with the results of
other cosmological simulation code. Cholla agrees
with Nyx (Almgren et al. 2013), Ramses (Teyssier
2002), and Enzo (Bryan et al. 2014) to sub-percent
accuracy on all spatial scales for N-body cos-
mological simulations, and matches Ramses and
Enzo results to within a few percent for adiabatic
hydrodynamical simulations.
• We provide a new method for testing the dual en-
ergy formalism (Bryan et al. 1995) of Eulerian hy-
drodynamical codes for cosmological simulations
by matching the mean cosmic gas temperature in
adiabatic simulations, and show that Cholla re-
covers the expected results.
• In accordance with prior results (e.g., Puchwein
et al. 2019), we find that after hydrogen reion-
ization, simulations using the Haardt & Madau
(2012) photoheating rates predict a cooler IGM
temperature than the Puchwein et al. (2019) UVB
model. At redshfits z ∼ 4− 6, the Puchwein et al.
(2019) model is hotter owing to hydrogen reioniza-
tion completing later than in the Haardt & Madau
(2012) scenario. At redshifts z . 4, the IGM is
hotter in the Puchwein et al. (2019) model owing
to the He II photoheating rates powered by active
galactic nuclei.
• We compare the Lyman-α transmitted flux power
spectra P (k) computed for these simulations with
observations. We find that at redshifts 2 . z . 5.5
the performance of the models varies with scale.
Using the Puchwein et al. (2019) photoheating
rates results in good agreement with the observed
P (k) on k & 0.01 s km−1 at 2 . z . 4.5.
• On larger scales, the amplitude of the observed
P (k) increases faster from z ∼ 2.2 to z ∼ 4.6
than the structure in the simulated forest. The
observations appear intermediate between the sim-
ulation results using the Haardt & Madau (2012)
and Puchwein et al. (2019) photoheating rates at
2.2 . z . 4.6 for k ≈ 0.002− 0.01 s km−1.
• At higher redshifts z & 4.5, as the epoch of hy-
drogen reionization is approached, the P (k) am-
plitude in the simulations increase at rates that
bracket the observed flux P (k). The observed
Lyman-α optical depth also lies in between the
model predictions at these redshifts.
• We show that our results are insensitive to small
changes in the cosmological parameters compara-
ble to the Planck Collaboration et al. (2018) un-
certainties, and demonstrate our results for the
flux power spectra have converged with resolution
studies.
These initial CHIPS simulations demonstrate that
commonly used models for the photoheating and pho-
tionization rates (Haardt & Madau 2012; Puchwein et al.
2019) broadly reproduce the observed thermal history
and transmitted flux power spectra of the Lyman-α for-
est. However, in detail the agreement with the observa-
tions can be improved, including better recovering the
redshift- and scale-dependence of the the flux P (k) and
the evolution in the Lyman-α optical depth. Matching
these observations more completely will require chang-
ing the photoionization and photoheating rates for both
hydrogen and helium. We will explore these improve-
ments using additional large-scale cosmological simula-
tions in future work.
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Figure 15. Lyman-α forest statistics measured for similar simulations with different spatial resolutions ∆x = 98, 49 and
24 h−1kpc (comoving). All simulations have L = 50h−1Mpc and use the Puchwein et al. (2019) UVB model and Planck
Collaboration et al. (2018) cosmological parameters. The transmitted flux power spectrum ∆2F at z = 5 is shown in the left
panel and the redshift evolution of the effective optical depth τeff is shown on the right. Both measurements demonstrate that
the relevant statistics of the Lyman-α forest have converged for the high resolution simulations used in this work.
APPENDIX
A. RESOLUTION CONVERGENCE ANALYSIS
To assess the numerical convergence of our results, we performed runs with different resolutions. Each simulation
was run with the same box size (L = 50h−1Mpc) and identical cosmological parameters (Planck Collaboration et al.
2018), but with differing resolutions of N = 5123, N = 10243, and N = 20483 cells and dark matter particles. These
simulations have comoving spatial resolutions of ∆x = 98, 49, and 24 h−1 kpc, respectively. The initial conditions were
generated to preserve the large-scale modes in common to each simulation, such that the properties of the simulations
could be compared directly on shared spatial scales. We measured the Lyman-α effective optical depth and transmitted
flux power spectrum at each resolution.
The left panel of Figure 15 shows the convergence of the Lyman-α transmitted flux power spectra with resolution.
As the resolution increases, the large-scale P (k) decreases while the small-scale power increases. This progression
reflects the structure of the forest becoming better resolved as the number of cells increases. The N = 10243 and
N = 20483 simulations agree well over most spatial scales, with little evidence that the N = 20483 simulation requires
further refinement on scales k & 0.007 s km−1.
The right panel of Figure 15 details the redshift evolution of the Lyman-α optical depth measured in the convergence
study. As the structure of the forest becomes better resolved, the optical depth lowers. This decline reflects the decrease
in large-scale power as the resolution improves, as illustrated in the left panel of Figure 17. As with the P (k) analysis,
the N = 10243 and N = 20483 simulations agree well in their Lyman-α optical depth evolution. The large-scale
structure of the forest also agrees well between these simulations, demonstrating that the N = 20483 simulations have
converged on scales that most contribute to the optical depth.
B. COSMOLOGICAL PARAMETER STUDY
The relative difference in the Lyman-α forest properties between simulations using the Haardt & Madau (2012) or
Puchwein et al. (2019) rates is substantial, but understanding whether these differences are large compared differences
in the forest resulting from cosmological parameter variations requires further simulation. To answer this question
we repeated our highest resolution simulation using the Puchwein et al. (2019) rates with a range of cosmological
parameters, varying over the reported uncertainty in the Planck Collaboration et al. (2018) analysis. We ran four
simulations where we varied the Hubble parameter H0, matter density Ωm, baryon density Ωb, RMS fluctuations on
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Table 2. Mean Gas Density Comparison for Alternative Cosmologies
Simulation Mean baryon density ∆ρ¯b/ρ¯b
ρ¯b [ Mkpc−3 ] [×10−2]
CHIPS.P19 6.315
CHIPS.P19.A1 6.275 -0.62
CHIPS.P19.A2 6.334 0.31
CHIPS.P19.A3 6.394 1.25
CHIPS.P19.A4 6.449 2.12
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Figure 16. Redshift-dependent fractional difference of the effective optical depth τeff in the alternative cosmology simulations,
measured with respect to the fiducial CHIPS.P19 simulation that evolves a Planck Collaboration et al. (2018) cosmology. The
variations in τeff reflect differences in the mean baryonic density ρ¯b for the alternative cosmologies shown in Table 2.
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Figure 17. Fractional differences in the flux power spectra ∆2F of the alternative cosmology simulations. The differences
are measured with respect to the fiducial CHIPS.P19 simulation that evolves a Planck Collaboration et al. (2018) cosmology
(shown for redshifts z = [2, 3, 4, 5.4]). The differences are scale dependent, and the overall variations in normalization reflect
the differences in τeff shown in Figure 16.
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8 h−1Mpc scales σ8, and the spectral slope of initial perturbations ns. The chosen numerical values of the cosmological
parameters are reported in Table 1.
Table 2 shows the mean comoving baryonic density ρ¯b for the reference simulation CHIPS.P19 and the simulations
with alternative cosmologies. Additionally, for the alternative cosmologies the fractional difference of the average
density ∆ρ¯b/ρ¯b relative to the reference CHIPS.P19 is shown in the second column. The differences in the mean gas
density are approximately a few percent and reflect differences in the mean optical depth measured in the alternative
cosmology simulations with respect to the CHIPS.P19 simulation. The differences in the effective optical depth D[τeff ]
relative to CHIPS.P19 as a function of redshift are shown in Figure 16. The differences in τeff range from -2% to 6%,
exhibit little evolution with redshift, and cannot, e.g., account for the deviations of τeff resulting from the Puchwein
et al. (2019) model and the observational measurements shown in Figure 12.
Figure 17 shows the resulting variation in the transmitted flux P (k) induced by the small variations introduced in
the cosmological parameters. The differences in the power spectrum D[∆2F ] relative to the reference CHIPS.P19 are
shown for four snapshots at redshifts between z = 2.0 and z = 5.4. The differences in P (k) are scale dependent, but
are consistent with the differences shown in Figure 16 for τeff as the mean transmitted flux F¯ sets the normalization
of P (k). To disentangle the effect that varying each cosmological parameter has on the Lyman-α statistics a more
extensive study would have to be performed, but we conclude the overall effect of the cosmological variations is small
and as Figure 17 demonstrates, the difference in physical structure between simulations conducted with the Haardt
& Madau (2012) or Puchwein et al. (2019) rates cannot be easily mimicked with cosmological parameter variations
allowed by experimental constraints. This result also emphasizes the need to account for the IGM thermal history
when inferring cosmological properties from the forest.
We also compared the evolution of the thermal parameters T0 and γ from the alternative cosmology simulations to
the reference CHIPS.P19 simulation, and found that the differences in T0 and γ relative to the Planck Collaboration
et al. (2018) cosmology were . 3%. Since these differences are of the order of the uncertainties resulting from modeling
the density-temperature distribution as a power-law relation (Equation 43), we do not report any significant variation
in the thermal history of the IGM owing to small variations of the cosmological parameters.
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