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Editorial
Comments on the translation of my PhD thesis
The editor of the JSC, Hoon Hong, and the editor of this special issue, Deepak Kapur,
proposed including an English translation of my PhD thesis Buchberger (1965) in which I
initiated the theory and algorithmic construction of Gro¨bner bases. In fact, Michael Abramson
had prepared an English translation of both my thesis and (with co-translator Robert Lumbert)
my subsequent journal publication Buchberger (1970) already in 1997 and we included the
English translation of the journal publication in the book Buchberger and Winkler (1998).
The translation of the thesis will now be included in this special issue. I am grateful to
H. Hong, D. Kapur, and M. Abramson for their concern for making my early papers on
Gro¨bner bases available to a broad readership who might be interested in seeing how the ideas
evolved. Special thanks go to M. Abramson for his enormous patience and effort in doing the
translation.
While the journal publication Buchberger (1970) already concentrated exclusively on the
notion of Gro¨bner bases, some of their properties, and their algorithmic construction, my thesis
started from the problem and the ideas for a procedure for solving the problem that my thesis
advisor, Professor Wolfgang Gro¨bner (1899–1980), gave me. Only in the second part of the thesis
did I introduce the notion of S-polynomials and my own algorithm for constructing Gro¨bner
bases which is based on S-polynomials.
Thus, when reading my thesis, it may be somewhat hard to understand what I was driving at in
the first few sections of the thesis. Just consider these sections as a tribute to my advisor: He had
posed the problem of finding a linearly independent basis of the associative algebra constituted by
the residue class ring of a (zero-dimensional) polynomial ideal in his seminar in 1964. Also in this
seminar, he presented a procedure for solving this problem: Consider all the power products and
reduce them in all possible ways. If, for a given power product, you find different normal forms,
add the difference to the basis of the ideal. In the first sections of my thesis (up to Lemmata (5.8)
and (5.13)), I described this procedure and tried to prove a few observations on this procedure.
Lemma (5.13), which refers to (5.8), is then the crucial lemma in which I introduced the concept
of S-polynomials and proved their fundamental role in the construction of Gro¨bner bases. (In
(5.13) I did not yet use the name “S-polynomials”; I introduced this name only in the journal
publication Buchberger (1970).)
After having S-polynomials and the lemma on S-polynomials, one could forget the ideas that
led to this lemma. However, in the first part of my thesis (before (5.13)), I gave an account of
how I was led to (5.13) starting from the ideas of my advisor. Only in the second part (starting
from (5.13)), which could be read independently of the first part, did I then develop the essential
ingredients of “Gro¨bner bases theory”:
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- The definition of “Gro¨bner basis” in (6.4) and (6.5) in terms of the leading terms of the
polynomials in the ideal and the polynomials in the basis. (I did not use the name “Gro¨bner
bases” for these bases though. I attached the name of Gro¨bner to this concept only in
Buchberger (1976) (Definition 3.1) when I understood how much I owed to the ideas that
my advisor Gro¨bner gave me in his seminar in 1964.)
- The uniqueness of reduced Gro¨bner bases (remark before (6.6a) and (6.6b)).
- The characterization of Gro¨bner bases by S-polynomials in (5.13) (referring to (5.8)).
- The algorithm for constructing Gro¨bner bases based on S-polynomials (Section 6).
- The criterion that the S-polynomial of polynomials with relatively prime leading power
products need not be considered (Lemma 5.11).
- The observation that my algorithm is applicable to any polynomial generators independently
of the dimension of the ideal generated (remark before (6.4)).
- The observation that my algorithm specializes to Euclid’s algorithm for univariate
polynomials (remark before Example 2).
- The application of Gro¨bner bases to the computation of the Hilbert function (Section 7).
- The application of Gro¨bner bases to the computation of a linearly independent vector space
basis and the full multiplication table for the associative algebra formed by the residue class
ring modulo polynomial ideals (Section 7).
- The application of Gro¨bner bases to characterizing dimension –1 (unsolvability), dimension
0 (finitely many solutions) and higher dimensions of a given system of algebraic equations
(remark after (6.6a) and (6.6b)).
- First considerations about the complexity of my algorithm (for the case of two indeterminates;
see Section 8).
- Detailed description of the algorithm in the form of a flow chart (Section 9).
- Implementation of the algorithm in two programming languages (the so-called “Kleine
Formelu¨bersetzer” and the “Freiburger Code”) for the ZUSE Z23 V machine.
- The representation of power products by natural numbers coding the exponent vector of power
products by position numbers (formulae (9.1) ff.). (This technique has later been used by some
authors for the implementation of my algorithm on small machines.)
- Examples computed successfully by these implementations (among them the example
presented in Buchberger (1970), which needed approximately 2 min).
In the journal publication Buchberger (1970), in addition to purifying and streamlining the
presentation (notably the proofs), I added the following results on Gro¨bner bases:
- Characterization of Gro¨bner bases by the uniqueness of the reduction process (in Lemma 2.2).
- A termination proof for arbitrary input (independent of the dimension of the ideal generated)
by re-invention of Dickson’s lemma, see Section 3. (When I wrote Buchberger (1970), I did
not know about Dickson (1913) and its relevance for termination proofs of algorithms.)
- The idea of computing a triangular system from a Gro¨bner bases w.r.t. the total degree inverse
lexicographic ordering by “changing the base” and the application of Gro¨bner bases for
solving systems of algebraic equations” (Section 6). (The “change of base” idea has later
been used by some authors for the so-called “Gro¨bner walk method”.)
- The observation that my algorithm specializes to Gauss’s elimination algorithm in the case of
multivariate linear polynomials (remark in Section 3.2).
In fact, Gro¨bner had already published the “procedure” he presented in 1964 in his seminar in
the early paper Gro¨bner (1950), in which he tells that he “had already been using this procedure
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for 17 years” for calculating concrete examples of the multiplication table of polynomial
residue class rings. In retrospect, however, it is clear that his “procedure” was not really an
algorithm because it had to consider infinitely many power products. My S-polynomials and
the corresponding characterization theorem then provided the handle for a true algorithm. Still,
Gro¨bner’s contribution to algorithmic polynomial ideal theory is a milestone. As an irony, I have
reasons to believe that he never found the time to read my thesis nor my paper Buchberger
(1976) and so I guess he did not realize that his findings stimulated an algorithmic theory named
after him.
When reading my thesis and my 1970 journal publication again, I am of course quite
embarrassed about their low formal level. However, people like M. Abramson, H. Hong,
D. Kapur, and others convinced me that it may be interesting for some readers to see how more
concrete ideas evolve from some early ideas and that, therefore, the publication of the English
translation of my early papers on Gro¨bner bases is worthwhile.
In this spirit, let me now make a big jump to the present day: Over the years, I became
more and more interested in the formal aspect of mathematics to the extent that, for the last
couple of years, I have been working on computer-supporting the process of mathematical theory
exploration (the Theorema project). In other words, I am interested in algorithms for inventing
and proving theorems and algorithms. In the framework of this research, in 2003, I came up
with an algorithm that generates algorithms from given formal problem specifications by using
“algorithm schemes” and an algorithm for extracting specifications of sub-algorithms from a
failing correctness proof for the main algorithm. The algorithm worked surprisingly well for
simple problem specifications (like the specification of sorting).
So it may come just at the right moment that recently, in February 2004, I was able to show
that, with my 2003 algorithm invention algorithm, I am also able to generate, automatically, my
1965 algorithm for constructing Gro¨bner bases from a formal specification of the Gro¨bner bases
problem; see Buchberger (2004). It is particularly interesting to observe that, in the automated
invention, two main ideas are generated automatically:
- adjoining the difference of divergent reductions to the basis (“completion”);
- the notion of S-polynomials.
The first idea, historically, is the idea of W. Gro¨bner. The second one is my 1965 idea. In
other words – cum grano salis – I needed 40 years, but finally managed, to replace myself by an
algorithm.
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