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Abstract
We consider a Markov control model in discrete time with countable both state space and action space. Using the value function of a
suitable long-run average reward problem, we study various reachability/controllability problems. First, we characterize the domain of
attraction and escape set of the system, and a generalization called p-domain of attraction, using the aforementioned value function. Next,
we solve the problem of maximizing the probability of reaching a set A while avoiding a set B. Finally, we consider a constrained version
of the previous problem where we ask for the probability of reaching the set B to be bounded. In the finite case, we use linear programming
formulations to solve these problems. Finally, we apply our results to a example of an object that navigates under stochastic influence.
Key words: Markov Decision Processes, long-run average, reach-avoid, probabilistic constraints.
1 Introduction
Markov Decision Processes (MDP) provide a mathematical
framework for modeling decision making problems where
outcomes are uncertain. Formally, these are discrete time
Markov control stochastic processes. The most common and
studied setting are stochastic systems over a discrete state
space with discrete action space, see for example [4,14], but
general spaces are also part of the literature, see [5,12,13].
We will focus on the former case. Applications of MDPs
range from inventory control and investment planning to
economics and behavioral ecology.
Based on the problem there are different planning horizons
involved. In finite horizon problems one is interested in the
evolution of the process upon a time T , while in infinite
horizon problems the interest is in the long time behavior of
the system. In every case, the objective is to maximize the
expected cumulative reward obtained over time, where such
reward depends on the state of the system and the action
taken at each time (sometimes it also includes the state at
the next period).
In this work we will be interested in using the MDP frame-
work to solve some problems concerning the controllabil-
ity/reachability of a controlled Markov chain. As we will
see, such problems do not only evaluate the state of the sys-
tem at each time, but on the whole evolution of the process.
Email addresses: daniel.avila@uclouvain.be (Daniel
A´vila), mj.junca20@uniandes.edu.co (Mauricio Junca).
The first problem we aim to solve is to characterize the do-
main of attraction and escape set of a closed set A. The first
one refers to the initial states for which there exist a control
that takes the system to A, while the escape set are the ini-
tial states such that no control can take the system to A. A
somehow related problem was studied in [2, 3], where the
idea was to use entropy methods to maximize the number
of recurrent states. Let X be the state space of the Markov
model, so we define these sets as follows.
Definition 1 Given a set A ⊂ X, let
ΛA =
{
x ∈ X
∣∣∣ lim inf
t→∞ P
pi
x (Xt ∈ A) > 0 for some policy pi
}
,
ΓA =
{
x ∈ X
∣∣∣ lim inf
t→∞ P
pi
x (Xt ∈ A) = 0 for all policies pi
}
.
The domain of attraction appears in the context of determin-
istic differential equations when describing the initial states
under which the system will approach to a stable point. Such
technique is commonly referred in the literature as Zubov’s
method, see [11, 17]. It allows to characterize the domain
of attraction and the escape set in terms of an appropriate
value function, which is the solution of a differential equa-
tion. In [7], Zubov’s method is generalized for determin-
istic controlled systems, and in [8] it is further generalized
for stochastic differential equations. For the present work
we took as guide the constructions made in this last work.
Inspired by the literature of stochastic target problem, see
[6,15], we study the p-domain of attraction for any p ∈ [0, 1],
defined as follows.
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Definition 2 Given a set A ⊂ X and p ∈ (0, 1], let
ΛA,p =
{
x ∈ X
∣∣∣ lim inf
t→∞ P
pi
x (Xt ∈ A) ≥ p for some policy pi
}
.
A similar problem in the context of stochastic hybrid systems
and finite horizon is studied in [1].
The next problem consists on finding a control policy that
maximize the probability of reaching some set A while
avoiding some set B. Namely, let τA and τB be the hitting
times of A ⊂ X and B ⊂ X, respectively. Consider an ini-
tial distribution ν over the state space. Our main objective
will be to find a control policy pi that solves the problem
max
pi
Ppiν (τA < τB , τA <∞). (P1)
Note that the set B acts as a cemetery set since the evolution
of the controlled Markov process is meaningless after this
set is reached. This problem is studied in [9], where the
authors consider general state and actions spaces but assume
that τA ∧ τB < ∞ a.s for every policy pi, hence they use a
total reward approach. Finite horizon related problems for
hybrid systems and a continuous time version for controlled
diffusions can be found in [16] and [10], respectively.
Finally, we consider a constrained version of the previous
problem as follows:
max
pi
Ppiν (τA <∞) (P2)
s.t. Ppiν (τB <∞) ≤ .
In this case the set B is no longer a cemetery set, making
the evolution of the controlled process different, depending
on whether the set B has been reached or not. This fact
suggests that this cannot be a Markovian problem. To the
best of our knowledge, such problem, or any similar, has not
been studied in the literature.
The contributions of this work are the following:
(i) We consider reachability problems in infinite horizon
and relate them with long-run average reward prob-
lems in the context of MDPs. The main result in this
direction is Theorem 9 that calculates the probability
of reaching a closed set in finite time in terms of such
reward problems. Then, we use this result to charac-
terize p-domains of attraction (Corollary 15) and solu-
tions of reach-avoid problems (Theorem 17). An im-
portant feature of our results is that it includes the case
multi-chain models. To the best of our knowledge, this
is the first time that long-run average reward problems
are used to characterize reachability problems.
(ii) We consider a reachability problem with a constraint
in the probability of hitting a given set of states. In
general, stochastic control problems with probabilistic
constrains are hard to solve since in this case Dynamic
Programming Principle is unclear. Using a state space
augmentation technique, we are able to formulate the
problem in terms of long-run average reward problems
(Corollary 21). In the case of finite state and action
spaces we use linear programming duality to solve the
problem (Theorem 23).
The paper is organized as follows: Section 2 consists of
two parts. In subsection 2.1 we state the framework and
known results for Markov Decision Processes, in particu-
lar linear programming formulations for long-run average
reward problems. Subsection 2.2 presents the result that re-
lates the probability of reaching closed set in finite time with
the MDP reward problem. Sections 3, 4 and 5 presents the
results for p-domains of attraction, Problem (P1) and Prob-
lem (P2), respectively. In Section 6, we consider finite state
and action spaces and formulate Problem (P2) as a linear
program. Finally, in Sections 7 and 8 we present a numerical
example to illustrate our findings and some future research
directions.
2 Markov control model and closed sets
In this section we establish the framework of Markov Deci-
sion Processes (MDP) and some results about closed sets that
allow to formulate properly the problems described above.
2.1 Markov Decision Processes
We will describe now the decision model, see [13, 14] for
details. A Markov control model is a tuple (X,U, {U(x)|x ∈
X}, Q, r), where:
(1) X,U are sets corresponding to the state space and ac-
tions respectively; in our work X and U are countable.
(2) For each x ∈ X there is a set U(x) ⊂ U corresponding
to the feasible actions to state x. The set of feasible
states and actions is denoted as K, that is,
K = {(x, u)|x ∈ X, u ∈ U(x)}.
(3) Q is a stochastic kernel on X given K, that is, for each
(x, u) ∈ K, Q(·|x, u) is a probability measure on X
and for eachB ⊂ X, the functionQ(B|·) is measurable
on K.
(4) r is a function r : K→ R, called the reward function,
which we assume bounded.
A control policy is a sequence pi = {µt}t≥0 of stochastic
kernels on U given the set of admissible histories up to time
t, Ht := Kt × X, such that for all t ≥ 0 and ht ∈ Ht
µt (U(xt)|ht = (x0, u0, . . . , xt−1, ut−1, xt)) = 1.
We denote by Π the set of control policies.
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Consider the measurable space (Ω,F), where Ω := (X ×
U)N and F is the product sigma algebra. Given a policy pi ∈
Π and a distribution ν overX there exist a unique probability
measurePpiν on (Ω,F) and aX×U-valued stochastic process
({(Xt, Ut)}t≥0, Ppiν ) such that for each B ⊂ X and V ⊂ U,
(see [13])
• Ppiν (KN) = 1• Ppiν (X0 ∈ B) = ν(B)• Ppiν (Ut ∈ V |ht) = µt(V |ht)• Ppiν (Xt+1 ∈ B|ht, Ut = u) = Q(B|xt, u).
We denote by Epiν the expected value with respect to P
pi
ν .
When ν = δx for x ∈ X we use the notation Ppix and
Epix . In general the process {Xt}t≥0 is non-Markovian, so,
in order to make the process Markovian we also consider
Markovian control policies. In this case we have a sequence
pi = {µt}t≥0, where µt is a stochastic kernel on U given
only X. Denote by ΠM ⊂ Π the set of Markovian control
policies. In this case the process {Xt}t≥0 is Markovian and
Ppix,x′ := P
pi
ν (Xt+1 = x
′|Xt = x) =
∑
u∈U(x)
µt(u|x)Q(x′|x, u).
If µt is the same for all t ≥ 0 the Markovian policy is called
stationary and in this case {Xt}t≥0 is a time-homogeneous
Markov process. Finally, if pi is stationary and µ(u|x) ∈
{0, 1} for all u ∈ U(x) and x ∈ X, then we say that pi is a
stationary deterministic policy.
We will denote by xt the history up to time t of the process
{Xt}, and similarly for the process {Ut}. Hence, admissible
histories can be written as ht = (xt−1, ut−1, xt). We also
say that xt /∈ B if none of its components belong to B.
2.1.1 Long-run average reward problems
Given a Markov control model there are three infinite hori-
zon control problems studied in the literature: Discounted,
total and long-run average reward problems. We will focus
on the latter case. Given an initial state x ∈ X, we want to
find a policy pi ∈ Π that maximizes the reward function
vpi(x) := lim sup
N→∞
1
N
Epix
[N−1∑
t=0
r(Xt, Ut)
]
.
The first important result about these problems is that for
any pi ∈ Π there exists pi′ ∈ ΠM such that
Ppiν (Xt = x
′, Ut = u) = Ppi
′
ν (Xt = x
′, Ut = u) (1)
for any t ≥ 0, x′ ∈ X and u ∈ U(x′), which implies that the
reward functions are the same, see [14]. Therefore, optimal
policies can always be found among Markovian policies.
Given x ∈ X, let V (x) = sup
pi∈Π
vpi(x). The existence of an
optimal policy relies on the so-called optimality equations
for the multi-chain model: For all x ∈ X
max
u∈U(x)
{ ∑
x′∈X
Pux,x′v(x
′)− v(x)
}
= 0, (MC1)
max
u∈U(x)
{
r(x, u)− v(x) +
∑
x′∈X
Pux,x′h(x
′)− h(x)
}
= 0,
(MC2)
where Pux,x′ := Q(x
′|x, u).
Remark 3 Multi-chain models are those where there exists
a stationary Markovian policy for which the induced Markov
chain has at least two recurrent classes. Uni-chain models
are easier since there is just one recurrent class and the
function V is constant, so there is no need to introduce the
first equation. Here, we consider the multi-chain case since
we will deal with closed sets.
We have the following theorem that relates a solution of
equations above with the average reward function, for a proof
see Section 9.1 of [14].
Theorem 4 (1) Suppose that the optimality equations
have a solution (v, h), then, v = V .
(2) Suppose that the state space X is finite and U(x) is
finite for all x ∈ X. Then, the optimality equations
have a solution.
(3) Suppose that the state space X is finite and U(x) is
finite for all x ∈ X. Then, there exist a stationary
deterministic policy pi such that vpi = V . Moreover,
such optimal policy can be defined as pi = {µ} where
µ(u|x) ∈ arg max
u∈U(x)
{r(x, u) +
∑
x′∈X
Pux,x′h(x
′)}
with the additional condition that Ppiv = v, where Ppi
is the transition matrix induced by pi.
When the state space X is finite and U(x) is finite for all
x ∈ X, the optimality equations can also be solved via
linear programming. Consider a vector ν ∈ R|X|≥0. The linear
program is as follows, see [14] for further details:
min
∑
x∈X
ν(x)v(x) (AvP)
s.t.
v(x) ≥
∑
x′∈X
Pux,x′v(x
′),
v(x) ≥ r(x, u) +
∑
x′∈X
Pux,x′h(x
′)− h(x),
∀x ∈ X, u ∈ U(x). (2)
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Also, its dual program is given by
max
∑
x∈X
∑
u∈U(x)
r(x, u)α(x, u) (AvD)
s.t.∑
u∈U(x)
α(x, u)−
∑
x′∈X
u∈U(x′)
Pux′,xα(x
′, u) = 0,
∑
u∈U(x)
α(x, u) + β(x, u)−
∑
x′∈X
u∈U(x′)
Pux′,xβ(x
′, u) = ν(x),
α(x, u) ≥ 0, β(x, u) ≥ 0, ∀x ∈ X, u ∈ U(x).
The next theorem relates the above linear programs with the
multi-chain optimality equations (see a proof in Section 9.3
of [14]).
Theorem 5 (1) There exist optimal solutions v∗ and
(α∗, β∗) of the primal and dual linear program, re-
spectively.
(2) Define the stationary policy pi = {µ} as
µ(u+|x) =

α∗(x, u+)∑
u∈U(x)
α∗(x, u)
, if
∑
u∈U(x)
α∗(x, u) > 0
β∗(x, u+)∑
u∈U(x)
β∗(x, u)
, otherwise.
Then, vpi = V = v∗.
2.2 Closed sets
Closed subsets of the state space are essential for the correct
formulation of the problems described in the introduction.
We start with the definition of a closed set under a policy pi
which says that once the process hits the set it stays in the
set afterwards.
Definition 6 Given a policy pi ∈ Π and a set A ⊂ X, we
say A is closed under pi if given that xs ∈ A for some s ≤ t,
then
Ppiν (Xt+1 /∈ A|ht) =
∑
ut∈U(xt)
Q(Ac|xt, ut)µt(ut|ht) = 0.
Remark 7 Note that if Q(x′|x, u) = 0 for all x ∈ A, x′ /∈
A and u ∈ U(x), then A is a closed set under any policy
pi ∈ Π.
Now, given a set A ⊂ X, the random variable τA = inf{t ≥
0 | Xt ∈ A} is called the hitting time of A. We have the
following result about closed sets and its proof is included
in Appendix A.
Proposition 8 AssumeA is a closed set under pi ∈ Π. Then,
for any x ∈ X
lim
t→∞P
pi
x (Xt ∈ A) = Ppix (τA <∞).
The importance of the previous proposition is that it allows
to express the probability of an event that depends on the
joint distribution of the process, in terms of probabilities
of events that only depend on the marginal distributions.
Therefore, we have the following theorem, which is the main
result of this section. Consider the Markov control model
described in Subsection 2.1 with reward function r = 1A,
the indicator function of set A. Hence, for x ∈ X and pi ∈ Π
the associated long-run average reward is given by
vpi(x) := lim sup
N→∞
1
N
Epix
[
N−1∑
t=0
1A(Xt)
]
. (3)
Theorem 9 Let x ∈ X and assume that A is a closed set
under pi ∈ Π. Then, vpi(x) = Ppix (τA <∞).
PROOF. For any N ∈ N we have that
1
N
Epix
[N−1∑
t=0
1A(Xt)
]
=
1
N
N−1∑
t=0
Ppix (Xt ∈ A).
Taking lim sup on both sides we get
vpi(x) = lim sup
N→∞
1
N
N−1∑
t=0
Ppix (Xt ∈ A).
Now, recall that given a sequence {st}t≥0 such that the limit
L exists, then the Cesa`ro limit also exists and it is equal to
L, that is,
lim
N→∞
s0 + . . .+ sN−1
N
= L.
Since A is closed under pi, Proposition 8 implies that
lim
t→∞P
pi
x (Xt ∈ A) = Ppix (τA <∞).
Therefore,
lim
N→∞
1
N
N−1∑
t=0
Ppix (Xt ∈ A) = Ppix (τA <∞).
3 Domain of attraction
Given a Markov control model (X,U, {U(x)|x ∈ X}, Q),
the first problem that we consider is the characterization of
the domain of attraction and the escape set of a set A ⊂ X,
which are defined in Definition 1. To ensure some stability
we assume the following:
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Assumption 10 Set A is closed under some policy pi ∈ Π.
The idea is to characterize both sets in terms of value func-
tions. The first question we ask is whether we can restrict
our attention to policies that make A a closed set.
Definition 11 Let ΠA ⊂ Π be the set of control polices that
make A a closed set.
The following proposition, proved in Appendix B, is funda-
mental to answer the question above.
Proposition 12 Given pi ∈ Π there exists a policy pi ∈ ΠA
such that for any x ∈ X and t ≥ 0 it holds that Ppix (Xt ∈
A) ≤ P p̂ix (τA ≤ t). Furthermore, for any x ∈ X
lim inf
t→∞ P
pi
x (Xt ∈ A) ≤ P p̂ix (τA <∞).
As a corollary, we obtain the following description of ΛA
and ΓA.
Corollary 13
ΛA = {x ∈ X | Ppix (τA <∞) > 0 for some policy pi ∈ ΠA}
ΓA = {x ∈ X | Ppix (τA <∞) = 0 for all policies pi ∈ ΠA}.
PROOF. Clearly, by Proposition 8 {x ∈ X | Ppix (τA <∞) > 0 for some policy pi ∈ ΠA} ⊂ ΛA. Let x ∈ ΛA so
there exists a policy pi ∈ Π such that lim inft→∞ Ppix (Xt ∈
A) > 0. Let pi ∈ ΠA be the policy given by the previous
proposition. Therefore, 0 < lim inft→∞ Ppix (Xt ∈ A) ≤
P p̂ix (τA <∞).
Similarly, we can describe p-domains of attraction in Defi-
nition 2 as
ΛA,p =
{
x ∈ X
∣∣∣Ppix (τA <∞) ≥ p for some policy pi ∈ ΠA} .
Then, we can focus on policies that make A a closed set. In
fact, if we consider the average reward function vpi defined
in (3) and define the value function
V ∗(x) = sup
pi∈ΠA
vpi(x),
then we can use this function to characterize the sets above.
Remark 14 Note that V ∗(x) = suppi∈Π vpi(x) since any
policy pi ∈ Π can be majorized by the policy pi′ ∈ ΠA
defined in Lemma 26. Indeed, if x ∈ A it follows clearly and
if x /∈ A, by Proposition 12 and Lemma 26 we obtain that
vpi(x) ≤ vpi′(x).
Corollary 15 The following characterization of the sets
hold:
ΛA =
{
x ∈ X
∣∣∣V ∗(x) > 0} ,
ΓA =
{
x ∈ X
∣∣∣V ∗(x) = 0}
and
ΛA,p =
{
x ∈ X
∣∣∣V ∗(x) ≥ p} .
PROOF. Let x ∈ ΛA, then Corollary 13 implies that
Ppix (τA < ∞) > 0 for some policy pi ∈ ΠA. Since A is
closed under pi, Theorem 9 implies that vpi(x) > 0, as a
consequence v∗(x) > 0. On the other hand, let x ∈ ΓA, so
by Corollary 13 Ppix (τA < ∞) = 0 for all polices pi ∈ ΠA,
and the result follows again by Theorem 9. Similarly, the
result holds for the p−domain of attraction.
4 Reach-avoid problem
The problem described in the previous section can be seen
as a feasibility problem. In this section we will solve a re-
lated maximization problem, namely the problem (P1). Con-
sider a Markov control model (X,U, {U(x)|x ∈ X}, Q). Let
A,B ⊂ X be disjoint sets, with their respective hitting times
τA, τB , and an initial distribution ν over the state space. We
will show that this problem is equivalent to a long-run aver-
age reward problem with a particular reward function. Our
first step will be to rewrite the objective function of (P1). To
achieve this, let us define a modified stochastic kernel that
make sets A and B closed under any policy pi. Given a pair
(x, u) ∈ K construct the stochastic kernel Q˜ as follows:
Q˜(A|x, u) = 1, if x ∈ A
Q˜(B|x, u) = 1, if x ∈ B
Q˜(·|x, u) = Q(·|x, u) otherwise
(4)
The measure induced by Q˜ will be denoted as P˜ and E˜ will
denote the expectation with respect to P˜ . By Remark 7 the
sets A and B are closed for any control policy in Π. Then,
we have the following result proved in Appendix C.
Proposition 16 Given a policy pi ∈ Π, we have that
Ppiν (τA < τB , τA <∞) = P˜piν (τA <∞). (5)
Now, we consider the Markov control model (X,U, {U(x)|x ∈
X}, Q˜,1A), that is, the given Markov model with the mod-
ified kernel and with the characteristic function of set A as
reward function. Let v˜pi(x) be as in (3) with the modified
stochastic kernel.
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Theorem 17
sup
pi∈Π
Ppiν (τA < τB , τA <∞) = sup
pi∈ΠM
∑
x∈X
v˜pi(x)ν(x)
=
∑
x∈X
V˜ (x)ν(x),
where V˜ (x) = suppi∈ΠM v˜
pi(x).
PROOF. Theorem 9 implies that for x ∈ X and pi ∈ Π,
P˜piν (τA < ∞) = v˜pi(x). Hence the result follows from (5)
and (1).
The importance of the result above is that the problem of
maximizing the probability of reaching some set A while
avoiding a set B can be cast as a long-run average reward
problem over stationary Markovian policies.
5 Reach with hitting constraint
In this section we will solve a constrained version of the
previous problem, that is Problem (P2). So, again consider
a given Markov control model (X,U, {U(x)|x ∈ X}, Q),
along with A,B ⊂ X disjoint sets and an initial distribution
ν. Our objective will be to find a control policy that maxi-
mizes the probability of reaching A in such a way that the
probability of reaching B is less than some  > 0. In this
case, however, a Markovian policy might not be the best to
solve this problem (recall Theorem 17). The following ex-
ample shows this fact. To avoid cumbersome notation, in
the sequel we will use pi to denote the stochastic kernels
associated with such policy.
Example. Assume X = {1, 2, 3, 4, 5}, U = {u1, u2} and
U(x) = U for all x. The corresponding control matrices
are described in Figure 1. Consider the sets A = {4}, B =
{1, 2}. Assuming the uniform initial distribution let us con-
sider the problem
sup
pi∈Π
Ppiν (τA <∞)
s.t. Ppiν (τB <∞) ≤ 0.5
First of all, regardless of the kind of policy (Markovian or
not) we must have that for any policy pi, Ppi1 (τB < ∞) =
Ppi2 (τB < ∞) = 1, Ppi4 (τB < ∞) = Ppi5 (τB < ∞) = 0.
Thus, to satisfy the restriction we must have that Ppi3 (τB <∞) ≤ 0.5. Moreover, since pi(u2|3) = Ppi(X1 = 2|X0 =
3) = Ppi3 (τB < ∞) then we need that pi(u2|3) ≤ 0.5. We
also have that for any policy,
Ppi2 (τA <∞) = Ppi(X1 = 4|X0 = 2) = pi(u2|2),
Ppi4 (τA <∞) = 1, Ppi5 (τA <∞) = 0.
Thus a first obvious choice to maximize Ppiν (τA < ∞) is
to select pi(u2|2) = 1, so that Ppi2 (τA < ∞) = 1. Let pi
be a Markovian policy, so that Ppi1 (τA < ∞) = Ppi3 (τA <∞). If we select pi(u2|3) = 1 we would obtain Ppi1 (τA <∞) = Ppi3 (τA < ∞) = 1. However, since pi(u2|3) > 0.5
we can’t select such a policy. Moreover, note that for any
policy for which pi(u2|3) < 1 we would have Ppi1 (τA <∞) = Ppi3 (τA <∞) < 1.
On the other hand, if we allow non-Markovian policies we
can define a policy for which the value of Ppi3 (τA < ∞)
is the same as if we have used a Markovian policy, but
Ppi1 (τA <∞) = 1. Indeed, note that
Ppi1 (τA <∞)
= Ppi1 (X1 = 3, X2 = 4) + P
pi
1 (X1 = 3, X2 = 2, X3 = 4)
=
∑
a0,a1∈U
Ppi1 (a0, 3, a1, 4) +
∑
a0,a1,a2∈U
Ppi1 (a0, 3, a1, 2, a2, 4).
By conditioning, the terms in the first sum can be written as
Q(4|3, a1)pi(a1|h1)Q(3|1, a0)pi(a0|1).
Similarly, the terms in the second sum can be written as
Q(4|2, a2)pi(a2|h2)Q(2|3, a1)pi(a1|h1)Q(3|1, a0)pi(a0|1).
If we define pi(u2|1) = pi(u2|1, u2, 3) = pi(u2|1, u2, 3, u2, 2) =
1, we obtain that Ppi1 (τA < ∞) = 1. Now, we select
pi(u2|3) ≤ 0.5 so that the restriction is satisfied. Repeating
the same procedure as before we obtain
Ppi3 (τA <∞) = Ppi3 (X1 = 4) + Ppi3 (X1 = 2, X2 = 4)
=
∑
a0∈U
Q(4|3, a0)pi(a0|3)
+
∑
a0,a1∈U
Q(4|2, a1)pi(a1|h1)Q(2|3, a0)pi(a0|3).
Thus, by defining pi(a1|h1) in such a way that only de-
pends of the previous state, we can obtain the same value for
Ppi3 (τA < ∞) as if we have worked with Markovian poli-
cies. Therefore Ppiν (τA <∞) for such policy is bigger than
for any stationary Markovian policy.
The key point is to realize that if the process {Xt} has
already gone through the set B, then it does not matter if
1 2
3 4
5
1
1
0.9
0.1
11
1 2
3 4
5
1 1
1
11
Fig. 1. Control Matrices u1, u2
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the process hits the set again. But instead, if the chain has
not gone through B it is better not to reach the set in order
to satisfy the constraint. As a consequence, we will set the
problem using control policies that remember whether the
process has reached B or not.
Optimization problems with constraints can be rewritten us-
ing Lagrange multiplier. Hence the problem above is equiv-
alent to the following problem
sup
pi∈Π
inf
λ≥0
L(pi, λ),
where
L(pi, λ) = Ppiν (τA <∞) + λ(− Ppiν (τB <∞)).
The idea will be to write the Lagrangian function L as an
average reward function with similar ideas as in the previous
section. In order to do this, we consider the set X̂ = X ×
{0, 1}. Intuitively a state (x, 0) indicates that the process has
not reached B, while a state (x, 1) indicates that the process
has already reached B. Let U(x, i) = U(x) for i = 0, 1 and
K̂ the corresponding set of feasible states and actions. We
also define the stochastic kernel Q̂ on X̂ given K̂ as follows:

Q̂((y, 0)|(x, 0), u) = Q(y|x, u), if y /∈ B
Q̂((y, 0)|(x, 0), u) = 0, if y ∈ B
Q̂((y, 1)|(x, 0), u) = 0, if y /∈ B
Q̂((y, 1)|(x, 0), u) = Q(y|x, u), if y ∈ B
Q̂((y, 0)|(x, 1), u) = 0,
Q̂((y, 1)|(x, 1), u) = Q(y|x, u).
(6)
Therefore, we have the augmented Markov control model
(X̂,U, {U(x, i)|(x, i) ∈ X̂}, K̂, Q̂). Let Π̂ be the set of poli-
cies over the augmented model, Π̂M the set of Markovian
policies, and for any policy pi ∈ Π̂ we denote by P̂ p̂i the
measure induced by the policy. The corresponding X̂ × U-
valued stochastic process is denoted by {(Xt, It, Ut)}t≥0.
Histories in this model are denoted by ĥt = (ht, i
t
), with i
t
the history up to time t of the process {It}.
Definition 18 Given a pi ∈ Π we define a policy pi ∈ Π̂ as
follows: For any t ≥ 0
pi(u|ĥt) = pi(u|ht),
whenever ĥt satisfies that xt /∈ B and it /∈ {1}, or there is
some 0 ≤ s ≤ t such that xs−1 /∈ B, xs ∈ B, is−1 /∈ {1}
and ir = 1 for s ≤ r ≤ t. Otherwise, we define pi(u|ĥt) =
δu0 for any u0 ∈ U(xt). Note that s = 0 implies that it /∈{0}.
The next result allows to express joint distributions of the
original model in terms of joint distributions of the aug-
mented model. Its proof can be found in Appendix D.
Lemma 19 Let pi ∈ Π and consider the policy pi ∈ Π̂ of
the previous definition. Given ht ∈ Ht and ut ∈ U(xt),
let ĥt = ((x, 0), u0, . . . , (xt−1, 0), ut−1, (xt, 0)) if xt /∈ B,
and ĥt = ((x, 0), . . . , (xs−1, 0), us−1, (xs, 1), . . . , (xt, 1))
if xs−1 /∈ B, xs ∈ B. Then,
Ppix (ht, ut) =
{
P̂ p̂i(x,0)(ĥt, ut) if x /∈ B
P̂ p̂i(x,1)(ĥt, ut) if x ∈ B.
Note that by the definition of Q̂, the set X × {1} is closed
under every policy in the augmented Markov model. Also, as
in Section 4, we can redefine the kernel Q̂ to make the setA×
{0, 1} closed under any policy, that is, Q̂(A×{i}|(x, i), u) =
1 if x ∈ A and i = 0, 1. With this redefined kernel we
consider the Markov model along with the reward function
r(x, i) = (1A×{0,1} − λ1X×{1})(x, i).
Given a policy pi ∈ Π̂ and (x, i) ∈ X̂, we consider the
average reward function given by
vp̂i(x, i) := lim sup
N→∞
1
N
Êp̂i(x,i)
[N−1∑
t=0
[1A×{0,1}−λ1X×{1}](Xt, It)
]
.
(7)
The next theorem proved in Appendix E shows that the
Lagrangean L can be written in terms of this function.
Theorem 20 Let pi ∈ Π and pi ∈ Π̂ the policy defined in
Definition 18. Let x ∈ X, then
Ppix (τA <∞) + λ (− Ppix (τB <∞)) ={
vp̂i(x, 0) + λ, if x /∈ B
vp̂i(x, 1) + λ, if x ∈ B.
Now, since Definition 18 does not necessarily recover all
policies in Π̂, the previous theorem shows that the following
is an upper bound for (P2)
sup
p̂i∈Π̂
inf
λ≥0
λ+
∑
x/∈B
vp̂i(x, 0)ν(x) +
∑
x∈B
vp̂i(x, 1)ν(x). (8)
Also, note that in the problem above we can consider only
Markovian policies by (1). Furthermore, given a policy pi ∈
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Π̂M and stationary we can define a policy pi ∈ Π by
pi(u|ht) =
{
pi(u|xt, 0) if xt /∈ B
pi(u|xt, 1) otherwise. (9)
Let the set of policies obtained by (9) be denoted as ΠB ⊂ Π,
that is, policies that do not depend on the whole history but
only whether the process has gone through set B or not.
Hence, Definition 18 and Equation (9) define a one-to-one
relation between ΠB and Π̂M .
Theorem 21 Problem (P2) is equivalent to
sup
pi∈ΠB
Ppiν (τA <∞) (10)
s.t. Ppiν (τB <∞) ≤ ,
its optimal value is equal to
sup
p̂i∈Π̂M
inf
λ≥0
λ+
∑
x/∈B
vp̂i(x, 0)ν(x)+
∑
x∈B
vp̂i(x, 1)ν(x), (11)
and any optimal policy of (11) produces an optimal policy
of (P2) through (9).
PROOF. LetP ∗ be the optimal value of Problem (P2). Then
P ∗ is bounded above by (8) which has the same value as
(11), which by (9) has the same value as the optimal value
of (10), which is bounded above by P ∗. Hence all these
expressions are equivalent.
6 Linear programming formulations: Finite case
In this section we consider the case where the state space X
and the action space U are finite and present linear programs
that solve our problems. We know from Theorem 5 and
Corollary 15 that in order to find the p-domain of attraction
of a given set A, we need to solve the following linear
program
min
∑
x∈X
v(x) (ReaP)
s.t.
v(x) ≥
∑
j∈X
Pux,x′v(x
′),
v(x) ≥ 1A(x) +
∑
x′∈X
Pux,x′h(x
′)− h(x),
∀x ∈ X, u ∈ U(x)
where Pux,j = Q(j|x, u). Similarly, in order to solve Prob-
lem (P1), from Theorem 17 we need to solve the same linear
program as above with P˜ux,j = Q˜(j|x, u) instead of Px,j ,
where Q˜ is defined in (4). In both cases, an optimal station-
ary Markovian policy can be found by solving the corre-
sponding dual problems, as in Theorem 5. The dual problem
is the following:
max
∑
x∈A
∑
u∈U(x)
α(x, u) (ReaD)
s.t.∑
u∈U(x)
α(x, u)−
∑
x′∈X
u∈U(x′)
Pux′,xα(x
′, u) = 0,
∑
u∈U(x)
α(x, u) + β(x, u)−
∑
x′∈X
u∈U(x′)
Pux′,xβ(x
′, u) = 1,
α(x, u) ≥ 0, β(x, u) ≥ 0, ∀x ∈ X, u ∈ U(x).
Remark 22 Note that in both cases the initial distribution
ν does not play any role in order to find either the value
functions V ∗ and V˜ and the optimal policies.
For Problem (P2), the linear programming formulation is not
as straightforward as in the previous problems. In particular,
we would like to switch the inf with the sup in (11), that
is, we would like to show that it is equivalent to its dual
problem. Recall that (P2) can be written as
P ∗ = sup
pi∈ΠB
inf
λ≥0
Ppiν (τA <∞) + λ(− Ppiν (τB <∞)),
which is bounded above by the optimal value of its dual
problem
D∗ = inf
λ≥0
sup
pi∈ΠB
Ppiν (τA <∞) + λ(− Ppiν (τB <∞)).
By Theorem 21 we can write the above problem as
inf
λ≥0
λ+ max
∑
j∈A×{0,1},
u∈U(j)
α(j, u)− λ
∑
j∈X×{1}
u∈U(j)
α(j, u) (D1)
s.t.∑
u∈U(j)
α(j, u)−
∑
j′∈̂X
u∈U(j′)
P̂uj′,jα(j, u) = 0,
∑
u∈U(j)
α(j, u) + β(j, u)−
∑
j′∈̂X
u∈U(j′)
P̂uj′,jβ(j
′, u) = ν̂(j),
α(j, u) ≥ 0, β(j, u) ≥ 0, ∀j ∈ X̂, u ∈ U(j).
with P̂u(x,i),(x′,i′) = Q̂((x
′, i′)|(x, i), u), where Q̂ is defined
in (6), and
ν̂(x, i) =

ν(x), if x /∈ B, i = 0
ν(x), if x ∈ B, i = 1
0, otherwise.
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Now, by strong duality of linear programming we further
obtain that
D∗ (D2)
= max
∑
j∈A×{0,1},
u∈U(j)
α(j, u)
s.t.∑
u∈U(j)
α(j, u)−
∑
j′∈̂X
u∈U(j′)
P̂uj′,jα(j, u) = 0,
∑
u∈U(j)
α(j, u) + β(j, u)−
∑
j′∈̂X
u∈U(j′)
P̂uj′,jβ(j
′, u) = ν̂(j),
∑
j∈X×{1}
u∈U(j)
α(j, u) ≤ ,
α(j, u) ≥ 0, β(j, u) ≥ 0, ∀j ∈ X̂, u ∈ U(j).
If Problem (D2) is infeasible, then D∗ = −∞ and therefore
P ∗ = −∞, that is, Problem (P2) is infeasible. On the other
hand, if (D2) is finite (note that it cannot be unbounded)
with optimal solution (α∗, β∗), the inf over λ ≥ 0 in (D1)
is attained at some λ∗ such that
λ∗
− ∑
x∈X,u∈U(x)
α∗((x, 1), u)
 = 0,
by Complementary Slackness condition. Let pi∗ ∈ Π̂M the
stationary optimal policy induced by (α∗, β∗) given by The-
orem 5, and pi∗ ∈ ΠB its corresponding over X given by
(9). Therefore,
P ∗ = sup
pi∈ΠB
inf
λ≥0
Ppiν (τA <∞) + λ(− Ppiν (τB <∞))
≥ inf
λ≥0
Ppi
∗
ν (τA <∞) + λ(− Ppi
∗
ν (τB <∞))
= inf
λ≥0
λ+
∑
j∈X̂
vp̂i
∗
(j)ν̂(j)
= inf
λ≥0
λ+
∑
j∈A×{0,1},
u∈U(j)
α∗(j, u)− λ
∑
j∈X×{1}
u∈U(j)
α∗(j, u)
= λ∗+
∑
j∈A×{0,1},
u∈U(j)
α∗(j, u)− λ
∑
j∈X×{1}
u∈U(j)
α∗(j, u)
=
∑
j∈A×{0,1},
u∈U(j)
α∗(j, u) = D∗ ≥ P ∗.
Hence, we just proved the following result.
Theorem 23 Suppose X,U are finite. Then (P2) satisfies
strong duality, that is, it is equivalent to
min
λ≥0
max
pi∈Π
L(pi, λ).
Furthermore, it can be solved by the linear program (D2) in
the augmented model and recover an optimal policy in ΠB
through (9).
7 Numerical example
To illustrate our results we consider an object that navigates
over a grid under the influence of a north-west wind. The
object has three controls available as shown in Figure 2.
We assume that the states at the upper boundary of the grid
are absorbing states and some adjustments are done in the
left and right boundaries so that the object does not leave
the grid. This example is similar to the Zermelo Navigation
problem presented in [10] in the context of continuous time
problems.
Fig. 2. Controls
7.1 Domain of attraction
In order to show the findings of Section 3, we consider a
100 by 100 grid with a closed set A in the central region
of the grid marked with black squares. Figure 3 shows the
surface and level sets of the function V ∗(x) which defines
the p-domains Λp. The scape set Γ corresponds to the states
with value function equal to zero. This function was found
by solving the linear program (ReaP). We note that no state
outside of A belongs to Λ1.
7.2 Reach and avoid
For Problem (P1) we consider a 100 by 50 grid with the set
A a portion of the upper boundary of the grid, marked with
dark blue squares, and set B a number of obstacles spread
over the grid, marked with black squares. Figure 4 shows
the level sets of the function V˜ (x) computed by solving the
linear program (ReaP). In Figure 5 we show the paths of 500
simulated trajectories of the object under the optimal policy
obtained from the linear program (ReaD). We choose two
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(a) Surface of V ∗(x). (b) Level sets of V ∗(x).
Fig. 3. p-domains Λp and escape set Γ.
different starting states from different level sets according
to Figure 4. Note that inthe first case all trajectories hit the
target set A, while in the second case most of them drift
away from the set. This situation agrees with the Figure 4.
Fig. 4. Level sets of V˜ (x).
(a) Initial state (50,1) (b) Initial state (1,30)
Fig. 5. Trajectories.
7.3 Reach with constraint
For Problem (P2) we consider a 100 by 20 grid and sets A
andB marked with dark blue and black squares, respectively.
It is important to note that the initial distribution ν plays a
key role in the feasibility of the problem. Figure 6 shows
the level sets of the function
V̂ (x) := max
pi∈ΠB
Ppix (τA <∞) s.t Ppix (τB <∞) ≤ ,
for different values of . White regions represents the states
for which the problem above is infeasible. As expected, the
number of infeasible states decrease with bigger values of .
In Figure 7 we show the paths of 500 trajectories under the
optimal policies with different initial distributions and val-
ues of . Red trajectories correspond to optimal trajectories
before hitting set B and blue trajetories after hitting this set.
Note also that blue trajectories do not avoid the obstacles
since they were already hit.
(a)  = 0.01 (b)  = 0.2
(c)  = 0.8
Fig. 6. Optimal value of (P2).
8 Future work
There are various directions for future research. The first
one is to apply the ideas presented in this work to a general
context that includes general state and actions spaces and
continuous time controlled Markov process. The second one
is to study the robust counterpart of these reachability prob-
lems. The recent and increasing literature in robust MDPs
using different classes of ambiguity sets can be applied in
our context. Finally, it would be interesting to to consider
problems with moving target and obstacle sets.
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A Proof of Proposition 8
To prove the proposition we will first need the two following
lemmas.
Lemma 24 LetA be closed for a policy pi ∈ Π and consider
the event E = {∃s, t ∈ N such that s ≤ t,Xs ∈ A,Xt /∈
A}. Then Ppix (E) = 0 for any x ∈ X.
PROOF. We can write such an event asE =
⋃
s
⋃
s<t{Xs ∈
A,Xt /∈ A}. Therefore, Ppix (E) ≤
∑
s
∑
s<t P
pi
x (Xs ∈
A,Xt /∈ A). Let us see that for all s < t, Ppix (Xs ∈ A,Xt /∈
A) = 0. We have that,
Ppix (Xs ∈ A,Xt /∈ A)
=
∑
xi∈X,xs∈A,ui∈U(xi)
Ppix (u0, x1, u1, . . . , xt−1, Xt /∈ A)
=
∑
xi∈X,xs∈A,ui∈U(xi)
Ppi(Xt /∈ A|ht−1)Ppi(ht−1|x) = 0,
where last equality follows from the fact that A is closed
under pi, and so Ppi(Xt /∈ A|ht−1) = 0.
Lemma 25 Let A be closed for a policy pi ∈ Π. Then, for
any x ∈ X
Ppix (τA ≤ t) = Ppix (Xt ∈ A).
PROOF. DefineB := {ω ∈ Ω | ∀ m > τA(ω), Xm(ω) ∈
A}. So that,
{τA ≤ t} = ({τA ≤ t} ∩B) ∪ ({τA ≤ t} ∩Bc)
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and
{Xt ∈ A} = ({Xt ∈ A} ∩B) ∪ ({Xt ∈ A} ∩Bc).
Let us see that the events {Xt ∈ A}∩B and {τA ≤ t}∩B are
equal. It is clear that {Xt ∈ A}∩B ⊂ {τA ≤ t}∩B. Now,
let ω ∈ {τA ≤ t} ∩ B so τA(ω) ≤ t. Since ω ∈ B, for all
m ≥ τA(ω) we have Xm(ω) ∈ A, in particular Xt(ω) ∈ A,
so that {τA ≤ t} ∩B ⊂ {Xt ∈ A} ∩B. Therefore,
Ppix ({τA ≤ t} ∩B) = Ppix ({Xt ∈ A} ∩B).
Finally, consider the event E = {∃s, t ∈ N such that j ≤
m,Xj ∈ A,Xm /∈ A}. Note that, {τA ≤ t} ∩Bc ⊂ E and
{Xt ∈ A}∩Bc ⊂ E. Since A is closed, Lemma 24 implies
Px(E)
pi = 0, so that,
0 = Ppix ({τA ≤ t} ∩Bc) = Ppix ({Xt ∈ A} ∩Bc).
Combining both results we obtain the required equality.
Now, the proposition follows from the previous lemma and
Monotone Convergence Theorem.
B Proof of Proposition 12
In order to prove the proposition we first need the following
lemma.
Lemma 26 Given pi ∈ Π there exists a policy pi′ ∈ ΠA
such that for any x /∈ A and t ≥ 0, it holds that Ppix (τA =
t) = Ppi
′
x (τA = t).
PROOF. Let pi = {µt}t≥0 ∈ Π and piA = {µAt }t≥0 ∈
ΠA, which exists by Assumption 10. Define a policy pi′ =
{µ′t}t≥0 ∈ ΠA as follows:
µ′t(·|ht) =
{
µt(·|ht), if xt /∈ A
µAt (·|ht), otherwise.
Clearly pi′ ∈ ΠA. Let x /∈ A, note that
Ppix (τA = t) = P
pi
x (X1 /∈ A, . . . ,Xt−1 /∈ A,Xt ∈ A)
=
∑
xt−1 /∈A,xt∈A
Ppix (X1 = x1, . . . , Xt = xt)
=
∑
xt−1 /∈A,xt∈A,ui∈U(xi)
Ppix (u0, x1, u1 . . . xt, ut)
=
∑
xt−1 /∈A,xt∈A,ui∈U(xi)
Ppi(xt, ut|ht−1, ut−1) · · ·
Ppi(x1, u1|h0, u0)Ppi(u0|x).
Since x /∈ A we have that Ppi(u0|x) = µ0(u0|x) =
µ′0(u0|x) = Ppi
′
(u0|x). Also, for all i ≥ 1,
Ppi(xi, ui|hi−1, ui−1) = Ppi(ui|hi)Ppi(xi|hi−1, ui−1)
= µi(ui|hi)Q(xi|xi−1, ui−1).
Because of the definition of pi′ we know that µi(ui|hi) =
µ′i(ui|hi) whenever xt /∈ A. Thus, the fact that x, x1 . . . xt−1 /∈
A and previous equality imply that for i ≤ t we have
that Ppi(xi, ui|hi−1, ui−1) = Ppi′(xi, ui|hi−1, ui−1). As a
consequence Ppix (τA = t) = P
pi′
x (τA = t).
To proof the proposition let pi′ be defined as in Lemma 26.
If x ∈ A, the result follows trivially since Ppi′x (τA ≤ t) = 1
for all t ≥ 0. Let x /∈ A. By of Lemma 26 we know that
Ppix (τA ≤ t) = P pˆix (τA ≤ t), and since {Xt ∈ A} ⊂ {τA ≤
t}, we obtain that Ppix (Xt ∈ A) ≤ Ppix (τA ≤ t) = Ppi
′
x (τA ≤
t). Therefore, taking lim inf and using Proposition 8, we get
lim inf
t→∞ P
pi
x (Xt ∈ A) ≤ lim
t→∞P
pi′
x (Xt ∈ A)
= Ppi
′
x (τA <∞).
C Proof of Proposition 16
Equation (5) follows from combining the next two lemmas.
Lemma 27 Given a policy pi ∈ Π, Ppiν (τA < τB , τA <
∞) = P˜piν (τA < τB , τA <∞).
PROOF. If x ∈ A both probabilities are 1 and if x ∈ B
both are 0. Let x ∈ X \ {A ∪ B}. It’s clear that, {τA <
τB , τA < ∞} =
⋃
t∈N{τA = t, t < τB}. Moreover, the
events {τA = t, t < τB} are disjoint, therefore to obtain the
desired equality it is enough to show that Ppix (τA = t, t <
τB) = P˜
pi
x (τA = t, t < τB). Note that,
Ppix (τA = t, t < τB)
= Ppix (X1 /∈ A ∪B, . . . ,Xt−1 /∈ A ∪B,Xt ∈ A)
=
∑
xt−1 /∈A∪B,xt∈A
Ppix (X1 = x1, . . . , Xt = xt)
=
∑
xt−1 /∈A∪B,xt∈A,ui∈U(xi)
Ppix (u0, x1, u1 . . . xt, ut)
=
∑
xt−1 /∈A∪B,xt∈A,ui∈U(xi)
Ppi(xt, ut|ht−1, ut−1) · · ·
Ppi(x1, u1|h0, u0)Ppi(u0|x).
We have Ppi(u0|x) = µ0(u0|x) = P˜pi(u0|x). Furthermore,
for all i ≥ 1
Ppi(xi, ui|hi−1, ui−1) = Ppi(ui|hi)Ppi(xi|hi−1, ui−1)
= µi(ui|hi)Q(xi|xi−1, ui−1).
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Because of the definition of Q˜ we know that Q(·|s, u) =
Q˜(·|s, u) whenever s /∈ A ∪ B. Thus, using the previ-
ous equality and the fact that x, x1 . . . xt−1 /∈ A ∪ B
we obtain that for i ≤ t, Ppi(xi, ui|hi−1, ui−1) =
P˜pi(xi, ui|hi−1, ui−1), and therefore Ppix (τA = t, t <
τB) = P˜
pi
x (τA = t, t < τB).
Lemma 28 Given a policy pi ∈ Π, it holds that P˜piν (τA <
τB , τA <∞) = P˜piν (τA <∞).
PROOF. Consider the event {τA < ∞, τB < ∞}. Let us
prove that P˜pix (τA <∞, τB <∞) = 0 for any x ∈ X. First
of all, it is clear that {τA < ∞, τB < ∞} =
⋃
t,s∈N{τA =
t, τB = s}.Note that for all s, t the events {τA = t, τB = s}
are disjoint and are contained in either one of the following
sets:
{∃n,m ∈ N such that n ≤ m,Xn ∈ A,Xm /∈ A},
{∃n,m ∈ N such that n ≤ m,Xn ∈ B,Xm /∈ B}.
By the definition of Q˜, the sets A,B are closed under pi.
Therefore, Lemma 24 implies that P˜pix (τA = t, τB = s) = 0,
hence P˜pix (τA <∞, τB <∞) = 0. Now, note that
{τA < τB , τA <∞} ={τA < τB , τA <∞, τB <∞}
∪ {τA < τB , τA <∞ , τB =∞}
={τA < τB , τA <∞, τB <∞}
∪ {τA <∞ , τB =∞}.
Similarly, {τA < ∞} = {τA < ∞, τB < ∞} ∪ {τA <
∞ , τB =∞}. Therefore,
P˜pix (τA < τB , τA <∞) = P˜pix (τA <∞, τB =∞)
= P˜pix (τA <∞).
D Proof of Lemma 19
First, note that
Ppix (ht, ut) = P
pi(xt, ut|ht−1, ut−1) · · ·
Ppi(x1, u1|x, u0)Ppi(u0|x),
and for 0 < r ≤ t
Ppi(xr, ur|hr−1, ur−1) = Ppi(ur|hr)Ppi(xr|hr−1, ur−1)
= pi(ur|hr)Q(xr|xr−1, ur−1).
(D.1)
Case 1: Suppose xt /∈ B. The fact that x /∈ B implies
that pi(u0|x) = pi(u0|(x, 0)), so that Ppi(u0|x) =
P̂ p̂i(u0|(x, 0)). Using equation (D.1) and the defini-
tions of Q̂ and pi, we obtain that
Ppi(xr, ur|hr−1, ur−1) = pi(ur|hr)Q(xr|xr−1, ur−1)
= pi(ur|ĥr)Q̂((xr, 0)|(xr−1, 0), ur−1)
= P̂ p̂i(ur|ĥr)P̂ p̂i((xr, 0)|ĥr−1, ur−1)
= P̂ p̂i((xr, 0), ur|ĥr−1, ur−1).
Hence Ppix (ht, ut) = P̂
p̂i
(x,0)(ĥt, ut).
Case 2: Suppose xs ∈ B for some 0 ≤ s ≤ t, and xs−1 /∈ B.
If s = 0 then x ∈ B and so pi(u0|x) = pi(u0|(x, 1))
and Ppi(u0|x) = P̂ p̂i(u0|(x, 1)). Otherwise, if
s > 0 we have that Ppi(u0|x) = P̂ p̂i(u0|(x, 0)),
and as in Case 1, for 0 < r < s, we obtain that
Ppi(xr, ur|hr−1, ur−1) = P̂ p̂i((xr, 0), ur|ĥr−1, ur−1).
Now, for r ≥ s, similarly, we obtain that
Ppi(xr, ur|hr−1, ur−1) = P̂ p̂i((xr, 1), ur|ĥr−1, ur−1).
Therefore, Ppix (ht, ut) equals P̂
p̂i
(x,0)(ĥt, ut) if x /∈ B,
and it equals P̂ p̂i(x,1)(ĥt, ut) if x ∈ B.
E Proof of Theorem 20
The proof of this theorem is divided into several lemmas.
The first one allows us to rewrite the average reward function
(7) in terms of the probabilities of hitting times being finite.
Its proof is analogous to the proof of Theorem 9.
Lemma 29 Let pi be a policy over X̂. Then
vp̂i(x, i) = P̂ p̂i(x,i)
(
τA×{0,1} <∞
)−λP̂ p̂i(x,i) (τX×{1} <∞) .
In the following lemmas we will always assume that pi ∈ Π̂
and that pi ∈ Π are given by Definition 18.
Lemma 30 If x /∈ B, then P̂ p̂i(x,0)(τX×{1} < ∞) =
Ppix (τB <∞).
PROOF. Note that the event {τB <∞} can be partitioned
in disjoint events {τB <∞} =
⋃
s∈N{τB = s}. Therefore,
it is enough to restrict our attention to such events. Using
Lemma 19 we obtain that
Ppix (τB = s) =
∑
xs−1 /∈B
xs∈B,ui∈U(xi)
Ppix (u0, x1, u1, . . . , xs, us)
=
∑
xs−1 /∈B
xs∈B
ui∈U(xi)
P̂ p̂i(x,0)(u0, (x1, 0), u1, . . . , (xs−1, 0), us−1, (xs, 1), us).
(E.1)
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Now,
P̂ p̂i(x,0)(u0, (x1, 0), u1, . . . , (xs−1, 0), us−1, (xs, 1), us)
= P̂ p̂i((xs, 1), us|ĥs−1, us−1) · · ·
P̂ p̂i((x1, 0), u1|ĥ0, u0)P̂ p̂i(u0|(x, 0)).
Because of (D.1) (which is valid for any Markov model) we
have that,
P̂ p̂i((xt, it), ut|ĥt−1, ut−1) =
pi(ut|ĥt)Q̂((xt, it)|(xt−1, 0), ut−1).
If xt ∈ B, for t < s or if xs /∈ B, then the defi-
nition of Q̂ implies that P̂ p̂i((xt, 0), ut|ĥt−1, ut−1) =
P̂ p̂i((xs, 1), us|ĥs−1, us−1) = 0. Therefore, (E.1) can be
written as∑
xi∈X
ui∈U(xi)
P̂ p̂i(x,0)(u0, (x1, 0), u1, . . . ,(xs−1, 0), us−1, (xs, 1), us)
= P̂ p̂i(x,0)(τX×{1} = s).
Next two lemmas prove that whenever x /∈ B, we have that
Ppix (τA <∞) = P̂ p̂i(x,0)(τA×{0,1} <∞).
Lemma 31 If x /∈ B, then P̂ p̂i(x,0)(τA×{1} < ∞) =
Ppix (τA <∞, τB < τA).
PROOF. It is enough to prove that Ppix (τA = t, τB < τA) =
P̂ p̂i(x,0)(τA×{1} = t). First, note that
P̂ p̂i(x,0)(τA×{1} = t)
=
∑
ui∈U(ji),k<t
jk /∈A×{1},jt∈A×{1}
P̂ p̂i(x,0),(u0, j1, u1 . . . , jt, ut)
=
∑
ui∈U(ji),k<t
jk /∈A×{1},jt∈A×{1}
P̂ p̂i(jt, ut|ĥt−1, ut−1) · · ·
P̂ p̂i(j1, u1|ĥ0, u0)P̂ p̂i(u0|(x, 0)).
Since the sets X × {1} and A × {0, 1} are closed for any
policy pi by definition of Q̂, it is enough to consider histories
of the form,
((x, 0), (x1, 0), . . . , (xs−1, 0), (xs, 1), . . . , (xt, 1))
where x1, . . . , xs−1 /∈ B ∪ A, xs ∈ B, xs+1, . . . , xt−1 /∈
A, xt ∈ A, so by Lemma 19 the last summation above is
equal to ∑
1≤s<t
xs−1 /∈B∪A,ui∈U(xi)
xs∈B,xs+1,...,xt−1 /∈A,xt∈A
Ppix (u0, x1, . . . , xt, ut)
=
∑
s<t
Ppix (τB = s, τA = t)
= Ppix (τA = t, τB < τA).
Similarly, we obtain the next result.
Lemma 32 If x /∈ B, then P̂ p̂i(x,0)(τA×{0} < ∞) =
Ppix (τA <∞, τA < τB).
The final lemma completes the proof of the theorem by
considering the case when the initial state belongs to B.
Lemma 33 If x ∈ B, then vp̂i(x, 1) = Ppix (τA <∞)− λ.
PROOF. Clearly, it is enough to show that Ppix (τA <∞) =
P̂ p̂i(x,1)(τA×{1} <∞). As before, consider the events {τA =
t}. Since x ∈ B, Lemma 19 implies that
Ppix (τA = t) =
∑
xt−1 /∈A,xt∈A,uiU(xi)
Ppix (u0, x1, . . . , xt, ut)
=
∑
xt−1 /∈A,xt∈A,uiU(xi)
P̂ p̂i(x,1)(u0, (x1, 1), . . . , (xt, 1), ut)
=
∑
ui∈U(ji),k<t
jk /∈A×{1},jt∈A×{1}
P̂ p̂i(x,1)(u0, j1, . . . , jt, ut)
= P̂ p̂i(x,1)(τA×{1} = t),
where the second to the last equality follows from the fact
that X× {1} is closed.
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