Evolutionary techniques enjoy proven capability of delivering high-quality solutions to challenging problems in various scientific and technical fields. Cross-fertilization between evolutionary technique and machine learning approaches provide a new source of inspiration and has attracted great attention in recent years. Particularly evolutionary optimization, evolutionary feature reduction and evolutionary learning have been successfully applied to a wide range of real-world problems.
This special issue brings together some state-of-the-art works from a wide variety of topics concerning evolutionary optimization, feature reduction and learning, including multiagent games, fitness landscape analysis, many-objective optimization, multi-objective feature selection, sentiment classification, clustering, web service composition, reinforcement learning and time series analysis. The ten papers included in this special issue originated from SEAL'14 (the 10th International Conference on Simulated Evolution and Learning) but have been substantially extended and revised from the conference version. The extended papers were again reviewed and revised rigorously in two rounds before acceptance.
The paper by Kriley et al. investigates the evolutionary dynamics of the well-known public goods game using a recently introduced modelling framework that encapsulates risk-sensitive assortment. The population of mobile agents in the game are divided into fix-sized interaction groups. Each agent is bestowed with a risk-sensitive trait that guides local decision-making and migration. Through comprehensive computational simulation experiments, it is discovered in the paper that, when the size of each group increases, assortment levels tend to decrease and risk-averse agents tend to dominate the population. Meanwhile, this paper shows the existence of high variance in the proportion of cooperative agents both in groups and between different groups, suggesting that risk-seeking behaviour is an emergent property of mobility induced positive assortment.
The paper by Shirakawa and Nagao studies local landscape features since the neighbourhood structure has an important role in evolutionary algorithms. Through their study, Shrikawa and Nagao propose two new landscape features in vector forms, i.e. the bag of local landscape patterns (BoLLP) and the bag of evolvability (BoEvo). Both BoLLP and BoEvo are represented by the histograms of local information, involving both solutions and their neighbours. This paper also proposes to combine landscape features with different sample sizes so as to represent both fine-grained and coarse-grained landscape features. The proposed landscape features are further investigated on some well-known benchmark functions and the BBOB benchmark function set. The effectiveness of these features is further discussed based on the experimental results.
The paper by Sato focuses on improving the solution update method in the conventional MOEA/D algorithm for multi-and many-objective optimizations. In particular, a new chain-reaction solution update method has been successfully developed in the paper with the aim of improving the genetic diversity in the population by avoiding unnecessary solution duplications. Meanwhile, solutions will be updated in an orderly manner depending on the position of each offspring in the objective space. Experiments have been performed on the discrete knapsack and continuous WFG4 problems with 2-8 objectives. The results show that the proposed method can noticeably improve the search performance of MOEA/D.
The paper by Zhou et al. investigates binary particle swarm optimization (BPSO) for feature selection, particularly for sentiment classification tasks in text mining. Since PSO was originally proposed as a continuous optimization method, when the ideas were adopted to BPSO, there is a number of limitations. This paper discusses the major limitations of BPSO, such as unreasonable update formula of velocity and lack of evaluation on every single feature. Then a new BPSO algorithm is proposed, where a fitness proportionate selection mechanism is employed. The proposed BPSO is tested on sentiment classification-oriented feature selection problems. The experimental results show that the improved BPSO outperformed the original PSO to select a number of good features to increase the classification performance when using CART, NB and SVM on two sentiment classification data sets.
The paper by Gallagher investigates the use of clustering problems as a source of real-world and standard benchmark problems for the evaluation and comparison of black-box optimization algorithms. Based on three wellknown data sets (i.e. Iris, Ruspini and German Towns), a set of 27 problem instances (from 4-D to 40-D) of varying difficulty is proposed. A set of baseline results on these problem instances are provided by using a number of clustering algorithms, including Covariance Matrix Adaptation-Evolution Strategy (CMA-ES) and several other standard algorithms. In addition, a web repository has also been created for this problem set to facilitate future use for algorithm evaluation and comparison. Overall, the results show that CMA-ES provides relatively good performance on many of these problems (with some variation of population size), often finding the global optimum and sometimes far outperforming the standard MATLAB solver (Nelder-Mead) and the widely used (non-black box) k-means clustering algorithm.
The paper by Sawczuk da Silva et al. investigates on web services composition to choose a set of web services from a large number of candidate services. This paper develops a new genetic programming (GP)-based method for web service composition, where three variations of GP methods are investigated using fitness penalizations, restricted population initialization and restricted genetic operators are used to enforce the correctness of solutions. The fitness function is to optimize the quality of service in each solution. A set of experiments have been carried out to compare the three GP variations with two PSO approaches. The results show that GP methods have a higher execution time for most data sets, but the results indicate that GP methods scale better than the PSO methods. In addition, there seems a trade-off between execution time and the quality of solutions when employing GP and PSO.
The paper by Yliniemi and Tumer studies the credit assignment issue in multi-agent multi-objective problems. Specifically, credit assignment through varied evaluations has been applied to two different policy selection paradigms to demonstrate its broad applicability. The reinforcement learning problem is first examined in the paper. The authors show that proper credit assignment can increase learning speed, enhance solution quality and retain effectiveness even when 20 % of agents act in their own interests. Subsequently, credit assignment is applied to NSGA-II. Experiment results indicate that NSGA-II considering credit assignment can dominate the best case performance of NSGA-II not considering credit assignment. The results strongly suggest that proper credit assignment is at least as important to performance as the choice of multi-objective algorithms.
The paper by Consoli et al. argues that, by using fitness measures of the offspring solutions alone, it is insufficient to determine the most suitable variation operators for use in order to improve the effectiveness of evolutionary algorithms. Driven by this understanding, an ensemble of four different online fitness landscape analysis techniques has been proposed in the paper to give a more accurate description of the current population. A credit assignment technique is further utilized to predict the reward of the most suitable variation operator based on two different reward measures. Experiment results in the paper show that the proposed approach can achieve solution quality comparable to stateof-the-art techniques. The results also reveal the beneficial effects of adaptive operator selection on the optimization ability.
The paper by Song et al. focuses on time series data analysis to automatically learning and discovering state patterns in time series data. A genetic programming (GP)-based method is proposed for learning from multichannel data streams based on body sensor readings, which is designed to not require prior knowledge of the relationships between channels and not require manually defined feature to be constructed, but using only raw input. The experiments have been conducted on both artificial and real-world multichannel time series data. The results show that when comparing with conventional classification methods which took both raw data and pre-defined feature data as input, the proposed GP method achieves significantly better results on raw inputs of synthetic single-channel state patterns, synthetic multi-channel state patterns and real-world multichannel state patterns. Further investigation on the evolved solutions analysis the reasons why the proposed method can work well.
The paper by Nguyen et al. focuses on feature selection for classification with the objectives of simultaneously reducing the dimensionality of the data and increasing the classification accuracy. This paper develops a new multi-objective PSO-based method to handle the two conflicting objectives, where a new archive updating local search method is pro-posed to maintain a set of non-dominated solutions found during the evolutionary process, which are used as candidate leaders to guide the search of the swarm. Similarity-based interesting, removing and swapping operators are proposed to form the local search. The experiments on 12 benchmark data sets of varying difficulty show that in most cases, the proposed new method achieves better performance than three well-known evolutionary multi-objective algorithms and a current state-of-the-art PSO-based multi-objective feature selection approach.
