Trends in US Crop Yields & Water Use by Schumacher, Britta L.
Utah State University 
DigitalCommons@USU 
All Graduate Theses and Dissertations Graduate Studies 
5-2021 
Trends in US Crop Yields & Water Use 
Britta L. Schumacher 
Utah State University 
Follow this and additional works at: https://digitalcommons.usu.edu/etd 
 Part of the Ecology and Evolutionary Biology Commons 
Recommended Citation 
Schumacher, Britta L., "Trends in US Crop Yields & Water Use" (2021). All Graduate Theses and 
Dissertations. 8067. 
https://digitalcommons.usu.edu/etd/8067 
This Thesis is brought to you for free and open access by 
the Graduate Studies at DigitalCommons@USU. It has 
been accepted for inclusion in All Graduate Theses and 
Dissertations by an authorized administrator of 
DigitalCommons@USU. For more information, please 
contact digitalcommons@usu.edu. 
 
TRENDS IN US CROP YIELDS & WATER USE 
by 
 
Britta L. Schumacher 
 
A thesis submitted in partial fulfillment 
















Emily K. Burchfield, Ph.D. Matt A. Yost, Ph.D. 





Niel Allen, Ph.D. D. Richard Cutler, Ph.D. 


















Copyright © Britta L. Schumacher 2021 





Trends in US Crop Yields & Water Use 
by 
Britta L. Schumacher, Master of Science 
Utah State University, 2021 
 
Major Professors: Drs. Emily K. Burchfield and Matt A. Yost 
Department: Environment and Society 
 
Over half of the land in the coterminous US is dedicated to agriculture, with the vast 
majority of all cropland cultivated in corn, wheat, or soybean. Yield growth in these crops over the 
twentieth century was driven by both input-intensive and information-intensive improvements to 
agriculture. Despite continuing advances in agricultural technologies, research suggests that 
climate change and variability is already impacting agricultural yield and future climate changes 
are sure to exacerbate challenges to agricultural production. It follows that the future of US 
agriculture depends on the evolution of the changing climate, the relationship between crop yields 
and the environment, on-farm management and adaptations, the ecosystems that support 
agriculture, the political and economic incentives that shape what farmers grow and how they grow 
it, and the technology developed to improve yields in view of a changing climate. This thesis will 
focus on two pieces of this puzzle—the relationship between crop yields and the environment, and 
water use management in irrigated agriculture. This work contributes to current literature by 
exploring water use and trends in irrigated agriculture at the county-scale, and by examining the 
spatiotemporal efficacy of Random Forest (RF) in predicting agricultural yield. Results from the 
second chapter, where we utilize exploratory mapping and data mining techniques to understand 
trends in irrigated agriculture in the Western US, are pending approval from the USDA-NASS and 




survey data based on key structural and behavioral characteristics of the raw data provided by 
NASS. Results from the third chapter suggest that RF predicts US corn yields well and point to the 
importance of space and time in corn yield prediction, and the highly nonlinear response of corn 
yield to irrigation, climate, and agricultural diversity. These results demonstrate the efficacy and 
predictive capacity of RF regression to model complex corn yield responses to biophysical and 
landscape conditions. At the same, RFs’ explicit exclusion of time and space effects point to the 
power of building an ensemble of models, each with their own strengths and weaknesses, to 
characterize and predict agricultural yield.  






Trends in US Crop Yields & Water Use 
Britta L. Schumacher 
 
Over half the land in the US is dedicated to agriculture, with the vast majority of all 
cropland cultivated in corn, wheat, or soybean. Despite continuing advances in agricultural 
technologies, and consistent yield growth over the twentieth century, research suggests that 
environmental change is already impacting agricultural yield and future changes are sure to 
exacerbate challenges to agricultural production. It follows that the future of US agriculture 
depends on the evolution of the changing climate, the relationship between crop yields and the 
environment, on-farm management and adaptations, the ecosystems that support agriculture, the 
political and economic incentives that shape what farmers grow and how they grow it, and the 
technology developed to improve yields. This study will focus on two pieces of the aforementioned 
agricultural puzzle—the relationship between crop yields and the environment, and water use 
management in irrigated agriculture. This study contributes to current literature by exploring trends 
in irrigated agriculture at the county-scale, and by examining the efficacy of Random Forest (RF) 
regression in predicting agricultural yield. Results from the second chapter, where we utilize 
exploratory mapping and data mining techniques to understand trends in irrigated agriculture in the 
Western US, are pending approval from the USDA-NASS and are not reported here. Alternatively, 
we build a practical guide to working with operator-level irrigation survey data. Results from the 
third chapter suggest that RF predicts US corn yields well and point to the importance of space and 
time in corn yield prediction, and the highly nonlinear response of corn yield to irrigation, climate, 
and agricultural diversity covariates. These results demonstrate the predictive capacity of RF 
regression to model complex corn yield responses to biophysical and landscape conditions and 
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CHAPTER 1 
INTRODUCTION AND MOTIVATION 
 
Introduction 
Over half of the land in the coterminous US is dedicated to agriculture, with the vast 
majority of all cropland cultivated in corn, wheat, or soybean on increasingly simplified and 
intensified agricultural lands (Bigelow & Borchers, 2017; Spangler, Burchfield, and Schumacher, 
2020). The current “high-intensity” agricultural paradigm deliberately maintains highly simplified 
and nutrient-rich agroecosystems where yields are maximized by the excessive use and application 
of external inputs (Tilman, 1998; Tilman, 1999). This intensification has led to incredible yield 
gains in agriculture over the past century; for example, in eastern Colorado, irrigated corn yields 
have increased by 400 to 500% since 1940 (Matson, et al., 1997). The ability to maintain high-
intensity agriculture and its sustainability, however, are increasingly being questioned.  
The collective homogenization and simplification of agroecosystems has led to loss of 
biodiversity and to reductions in the supply of key ecosystem services (ES) to and from agriculture 
(Tscharntke et al., 2005). Without integrating farming practices that provide and support these ES, 
such as biological nitrogen fixation (Ladha & Peoples Eds., 1995) or healthy pest-predator 
populations (Bianchi, Booij, & Tscharntke, 2006), simplified monocultural systems become 
dependent on off-farm synthetic inputs to provide otherwise naturally provisioned ES (Kremen & 
Miles, 2012). Though synthetic fertilizers and chemicals are often effective in producing high 
yields, they are also known to sometimes cause significant environmental and social harms; 
including, eutrophication and hypoxia (Diaz & Rosenburg, 2008), biodiversity loss (Matson et al., 
1997; Robinson & Sutherland, 2002; Tilman et al., 2001), soil chemical and biological degradation 
(Lal, 2015; Mulvaney, Khan, & Ellsworth, 2009; Pimentel et al., 1995), contamination (Hayes et 




Lawrence, & Walker, 2002). Additionally, though irrigation greatly enhances yields (e.g., Smidt et 
al., 2016) and essentially decouples yield stability from environmental change (Troy, Kipgen, & 
Pal, 2015), the mismanagement of irrigation water in US agriculture has resulted in groundwater 
depletion, reduced river discharge, and aquifer stress (Perrone & Jasechko, 2019; Scanlon et al., 
2012), and increased energy costs to growers (Grassini et al., 2011; Kebede et al., 2014) in some 
areas. 
Beyond the negative environmental and social consequences, the possibility of yield 
stagnation and decline in calorically important crops (e.g., corn, wheat, soybean) is especially 
concerning. Twentieth century yield growth in these crops was driven primarily by input- and 
information-intensive improvements to agriculture (Burchfield et al., 2019; Cooper, Gho, Leafgren, 
Tang, & Messina, 2014; Mulvaney, Khan, & Ellsworth, 2009; Pimentel & Burgess, 2014). 
Fortunately, since the 1990s, rising agricultural outputs in places like the US have been sustained 
with reductions in external inputs to agriculture; this finding challenges the assumption that 
productive agricultural landscapes are inherently unsustainable and points to agriculture’s ability 
to maintain highly productive landscapes while using inputs more efficiently (Coomes,  Barham, 
Macdonald, Ramankutty, & Chavas, 2019). Though yield growth in the US has remained 
consistent, what remains troubling are global yield trends, where 24–39% of maize, rice, wheat, 
and soybean-growing areas yields have either remained static, stagnated, or collapsed over the last 
50 years (Ray et al., 2012). Adding to this concern, are findings that current climate change and 
variability are already impacting agricultural yield (Liang et al., 2017; Ray, Ramankutty, Mueller, 
West, & Foley, 2012) and are projected to continue negatively impacting US agriculture. Some 
projections suggest that US soybean and maize yields could decline on average by between 38% 
and 72% (depending on warming scenario) by the end of the century (Schlenker & Roberts, 2009).  
It follows that the future of US agriculture, and its externalities, depends on the evolution 
of the changing climate, the relationship between crop yields and the environment, on-farm 




incentives that shape what farmers grow and how they grow it, and the technology developed to 
improve yields in view of a changing climate. This study will focus on two pieces of the 
aforementioned, albeit incomplete, agricultural puzzle—water use management in irrigated 
agriculture and the relationship between crop yields and the environment.  
Motivation 
Crop yields 
Crop yield variability is of major concern to growers, their governments, and the markets 
they supply (Jeong et al., 2016). Without accurate yield predictions, preparing for shortages or 
excesses of yield, adapting to future cropscapes, or creating timely policy interventions are nearly 
impossible. Crop yields are determined by the interaction of genetics, environment, and agricultural 
management strategies and are studied most commonly using process-based, mechanistic, 
biophysical models (Estes et al., 2013). These models utilize deep ecological knowledge regarding 
the complex interactions between plant genetics, a plants’ environment, and the way the plant is 
managed to predict changes in crop yield (Challinor et al., 2014). These models are difficult, 
however, to implement effectively beyond the field scale due to data and calibration requirements. 
Recently, crop yield studies have adopted empirical modeling approaches that do not 
consider the underlying biophysical, mechanistic processes influencing crop yield; instead, these 
approaches rely on statistical techniques to estimate the relationship between crop yield and 
important determinants of yield and provide quite reasonable estimates (Lobell & Asseng, 2017). 
Due to the complex and often nonlinear relationship between predictors and crop yield 
(Auffhammer & Schlenker, 2014; Schlenker & Roberts, 2009), exploring the predictive capacity 
of nonparametric modeling techniques (e.g., Random Forests, Gradient Boosting Machines) and 
models that allow for parametric and nonparametric effects (e.g., Generalized Additive Models) of 





Irrigation is one of the most important inputs to agricultural production in the US, 
especially in the Western US, transforming otherwise unproductive landscapes into economically 
viable agricultural hotspots. The vast majority of US irrigated agricultural lands are operated in the 
17-western most states, concentrated in regions that receive insufficient rainfall to support 
agriculture and are increasingly experiencing water stress (USGAO, 2019). In these western-most 
states, growers rely heavily on irrigation to maintain yields during both good and bad rainfall years. 
Irrigation is the key determinant of agricultural productivity in the region because it receives 
insufficient rainfall to support agriculture otherwise. According to current research, these regions 
will only become more water-stressed as the climate continues to change (Gutzler & Robbins, 2011; 
Leung et al., 2004; Seager & Vecchi, 2010) and urban population growth continues to drive water 
scarcity in light of declining water supplies (Brewer et al., 2008; Ganjegunte & Clark, 2017); 
agricultural production will suffer as a consequence (Schlenker et al., 2005).  
As water demand and water scarcity increase simultaneously over the coming decades, 
water managers and growers that rely on irrigation in agriculture will need to conserve water (i.e., 
use less water more effectively and efficiently) on their irrigated lands. Understanding how growers 
maintain high yields in arid, water-stressed places while conserving water, is of key importance for 
the future sustainability of US agriculture in the West.  
Summary 
We can think of the future of US agriculture depending on the evolution of a few key 
points: 1) the changing climate; 2) the relationship between yields and the environment; 3) on-farm 
management and adaptations by growers; 4) the ecosystems that support agriculture; 5) the political 
and economic incentives that shape what farmers grow and how they grow it; and 6) the technology 
(including genomics) developed to improve yields as the environment continues to shift and 




the environment and water use management in irrigated agriculture. We explore these in the context 
of temporal and spatial environmental change, identifying trends, relationships, and directions for 
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WATER IN THE WEST: TRENDS, RESILIENCE & EFFICIENCY IN PRODUCTION  
 
Abstract: Nearly 75% of the total US irrigated cropland area is operated in the West, concentrated 
in regions that often receive insufficient rainfall to support agriculture and are increasingly 
experiencing water stress. Research suggests that due to climate change, the West will only become 
more water-stressed and agricultural production will suffer as a consequence. As water demand 
and water scarcity increase simultaneously over the coming decades, water managers and growers 
will need to conserve water on their irrigated lands. Understanding how growers maintain high 
yields in arid, water stressed places, while conserving water, is of key importance for the future 
sustainability of US agriculture in the West. This study contributes to the current literature by 
exploring water use management and trends in irrigated agriculture using operator-level USDA 
NASS Farm and Ranch Irrigation Survey/Irrigation and Water Management Survey data 
aggregated to the county-scale. Results from our analyses are pending approval from the USDA 
NASS and are not reported here. Alternatively, we build a practical guide to working with operator-
level irrigation survey data based on key structural and behavioral characteristics of the data 
provided by NASS. Our guide includes four key pieces: 1) building matching data across 
FRIS/IWMS years, a how-to on matching disparate data structures across the FRIS/IWMS; 2) 
building ‘tidy’ data, a guide to Hadley Wickham’s data tidying technique inside the secure portal 
used to access USDA data (The NORC Data Enclave); 3) the purpose, importance, and use of 
‘statewij’, a framework for thinking about weighting record-level data to satisfy NASS 
requirements; and 4) crafting functions to organize analyses and efficiently build visualizations, 
our vision for streamlining processing of FRIS/IWMS data. We conclude by discussing the 
opportunities and challenges associated with analyzing sensitive USDA data.  
Keywords: Irrigation, water use, USDA FRIS/IWMS
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Introduction 
In the US, irrigation accounts for more than 40% of freshwater use. The agricultural sector 
alone withdraws some 100 billion gallons per day, over 80% of US consumptive water use 
(Schaible & Aillery, 2012; USGAO, 2019). Irrigated land area in the US increased from 15 million 
hectares in the 1960s to nearly 23 million in 2012; remarkably, on these 23 million hectares, some 
28% of total US cropland, nearly 50% of the total value of crops is harvested (USDA ERS, 2019). 
Irrigated hectares in the US are shifting from historic irrigation players (e.g., California, Colorado, 
New Mexico), where drought and urban demand limit water availability for agriculture, to the 
humid east (e.g., Mississippi, Arkansas, Georgia) (USDA ERS, 2019; Kebede et al., 2014; Massey 
et al., 2017; Vories and Evett, 2014). Despite this shift, irrigated area remains largely concentrated 
in the semi-arid and arid US western states. In the 17 western-most states, nearly 75% of the total 
value of crops are harvested on its irrigated lands, which cover 25% of its total agricultural land; 
additionally, sales per harvested acre are nine times higher on irrigated compared to non-irrigated 
agricultural lands (Gollehon & Quinby, 2000). 
In the Western US, irrigation technologies transformed the otherwise “Great American 
Desert” into an economically viable agricultural landscape (Hanemann, 2014). Nearly 75% of the 
total US irrigated area is operated in the West (see Figure 1), concentrated in regions that receive 
insufficient rainfall to support agriculture and are increasingly experiencing water stress (USGAO, 
2019). Crop production depends on water resources from both precipitation and irrigation from 
surface water and aquifers. In the West, growers rely heavily on irrigation to maintain yields during 
both good and bad rainfall years; irrigation is a key determinant of agricultural productivity.  
Farmers make decisions that result in spatiotemporal dynamics in irrigated agriculture 
within the context of climate variation and climate change, year-over-year crop commodity prices, 





Figure 1. Percent of a county’s agricultural land irrigated in 2018.  
 
Kendall, & Hyndman, 2017). Climate change1 threatens water resources and thereby threatens 
American agriculture, particularly in the already water-stressed regions of the West that rely 
heavily on irrigation to mitigate the impacts of water scarcity, drought, and increasing urban water 
demand. Today, farmers in the West apply about 80% of the region’s limited freshwater, often 
paying only for the pumping and conveyance cost, not the scarcity cost, of the water they withdraw 
(Brewer, Glennon, Ker, & Libecap, 2008; Schlenker, Hanemann, & Fisher, 2005).  Already, 
exceptionally high temperatures and decreased precipitation have resulted in persistent aridity, 
prolonged drought, and water resource challenges in the region (Blanc, Caron, Fant, & Monier, 
2017; MacDonald, 2010).  
Research suggests that due to climate change, the West will only become more water 
stressed (Gutzler & Robbins, 2011; Leung et al., 2004; Seager & Vecchi, 2010) and agricultural 
production will suffer as a consequence (Schlenker et al., 2005). Though threats to water resources 
 
1 For literature regarding the impact of extreme temperatures, water stress & climate change on agriculture, see: Challinor et al., 2014; 
Lobell, Schlenker, & Costa-Roberts, 2011; Nelson et al., 2014; Porter & Semenov, 2005; Ray, Gerber, MacDonald, & West, 2015; 




by climate change are uncertain (Meixner et al., 2016), they will necessarily change irrigation in 
agriculture, both in terms of spatiotemporal patterns of irrigated acreage and irrigation application 
rates and technologies. If current trends persist, research suggests that agricultural demand for 
irrigation in the US will increase by 4.5–21.9 million hectares by 2090; at the same time, without 
significant gains in efficiency and the effective use of water, irrigation application needs could 
increase by 30% with climate change, both due to changes in the moisture deficit (McDonald & 
Girvetz, 2013). Research also suggests that regions (e.g., the West) that stand to gain the most from 
increased irrigation in yields of major crops like maize and wheat are also those that are most likely 
to experience constraints by future water availability (Elliott et al., 2014). In the western US, these 
impacted regions have already reduced irrigated acreage in response to water scarcity.  
Presently, farmers adapt to years with low precipitation by increasing irrigation volume 
and application depth, while reducing irrigated extent (Deines et al., 2017), suggesting that current 
adaptation mechanisms involve irrigating more intensely over a smaller area when precipitation 
falls short. Farmers are also adopting improved technologies (e.g., sprinkler and drip irrigation), 
deficit irrigation (i.e., irrigation application below full crop-water requirements), and advanced 
water management techniques (e.g., commercial irrigation scheduling) in response to an already 
changing climate (Fereres & Soriano, 2007; Frisvold & Bai, 2016; Olen, Wu, & Langpap, 2016). 
Often, however, these improved technologies, and the increases in irrigation efficiency (IE) they 
promise, prove paradoxical: they save water at the farm scale and increase yields, while inducing 
reductions in recoverable return flows to groundwater stores and surface water bodies (Grafton et 
al., 2018). 
Though irrigation greatly enhances yields (e.g., Smidt et al., 2016) in water limited 
environments, and has been cited as a means to decouple future agricultural stability from climate 
change (Troy, Kipgen, & Pal, 2015), water use in agriculture must be sustainable for agriculture to 
persist in the West (Borsato, Rosa, Marinello, Tarolli, & D’Odorico, 2020; Njuki & Bravo-Ureta, 




withdrawals do not cause ecosystem degradation (e.g., soil salinization, aquatic habitat loss) with 
associated losses of ecosystem services (Borsato et al., 2020). In agriculture, specifically, 
sustainable irrigation must increase crop production while ensuring that water resources are not 
irreversibly depleted (Rosa, Chiarelli, Tu, Rulli, & D’odorico, 2019). The trouble is, US agriculture 
has often failed to use water sustainably. For example, across the US, groundwater resources have 
been depleted and annual river discharge reduced by the overexploitation of water for agriculture 
(Perrone & Jasechko, 2019; Scanlon et al., 2012). At the same time, mismanagement of water in 
US agriculture has led to inefficient irrigation applications, further depleting water supplies while 
raising energy costs for growers (Grassini et al., 2011; Kebede et al., 2014). These practices have 
created hotspots of unsustainable water consumption for irrigation in the West (Rosa et al., 2019).   
Throughout the West, the expansion and intensification of irrigation water over currently 
underperforming agricultural land would prove unsustainable (Rosa et al., 2018). Improved 
technologies and gains in IE will only prove sustainable if accompanied by reductions in water 
consumption with caps on water use and/or irrigated area that account for return flows from 
irrigated agriculture (Grafton et al., 2018). Moreover, in order to create sustainable irrigation 
frameworks, we must carefully weigh the potential caveats of increased IE (e.g., reduced return 
flows, groundwater depletion) against the potential benefits to farmers (e.g., increased, more stable 
yields and profits).  
One of the most important paths towards sustainable change is to identify effective (i.e., 
best management practices, BMPs) and efficient strategies for using and conserving water and to 
educate growers about how to implement these strategies (Schaible & Aillery, 2012). However, the 
strategies farmers can employ are limited by water supply and access rights, delivery capabilities, 
and shifting water demand. In the west, growers access water primarily through appropriative water 
rights that govern “turns” and volumes of water available for “beneficial use” (Hanemann, 2014; 
Leonard & Libecap, 2019; Shupe, Weatherford, & Checchio, 1989). Key to increased efficiency in 




ditches) and the adoption of more efficient technologies (e.g., low-pressure sprinkler systems) 
(Schaible, 2004). Growers are limited in their ability to adopt BMPs by capital, crop type, climate, 
soil, water quality, and labor requirements (Stubbs, 2016). Additionally, in water-scarce 
environments like the West, demand for water often exceeds the available supply, creating 
competition among water users for this increasingly limited resource (Lindenmayer, Hansen, 
Brummer, & Pritchett, 2011). Urban population growth in the western US has driven water scarcity, 
increasing competition for water for agriculture in times of extreme drought and in light of 
declining water supplies (Brewer et al., 2008; Ganjegunte & Clark, 2017).  Competition has led to 
an era of water “reallocation” in the region, where competitive water markets across sectors have 
resulted in water rights transfers from agriculture to municipal and other new uses (Shupe et al., 
1989). When productive agricultural acreage is reduced there are cascading livelihood impacts for 
surrounding farmers, not to mention on the provisioning of agricultural outputs. 
These myriad considerations: the impact of climate change on US agriculture, the 
sustainable use of water for irrigation, and the consequences of climate change and water rights 
purchases and transfers on farmer livelihoods, are all challenges to the future of the rural-
agricultural landscape in the West. As water demand and water scarcity increase simultaneously 
over the coming decades, water managers and growers that rely on irrigation in agriculture will 
need to conserve water on their irrigated lands. Understanding how growers maintain high yields 
in arid, water stressed places, while conserving water, is of key importance for the future 
sustainability of US agriculture in the West. 
Though efforts are ongoing in the West to improve irrigation efficiency while conserving 
limited water resources in agriculture, these efforts could be enhanced if additional public 
information at local and regional scales was available about how growers irrigate their crops, steps 
growers are taking to use water efficiently (i.e., conserve water), and barriers growers face to 
conserving water. Unfortunately, much of the irrigation data collected for the US is only available 




US is from the USDA-National Agricultural Statistics Service (NASS) irrigation surveys. In their 
Farm and Ranch Irrigation Surveys (FRIS) and Irrigation and Water Management Surveys 
(IWMS), NASS asks irrigators about: 1) irrigation rates for each crop produced; 2) improvements 
made in irrigation systems; 3) barriers to investing in improvements; 4) sources of information used 
for irrigation information; and 5) other questions about technical or financial help received, but it 
does not make these irrigation data available to the public at county or regional levels. While these 
data are useful for understanding national level trends in irrigation, and may be useful for allocating 
funds at the state level, the notable gap between state and local or regional agricultural landscapes 
makes it difficult to develop irrigation and water conservation research and education initiatives 
that are targeted to growers’ specific needs. 
This research aims to fill that gap and so to lay the foundation for the development of 
effective education initiatives in the West.  This project focuses on irrigated production in the West 
for two reasons: 1) the region’s near-exclusive reliance on irrigation technologies to moderate 
otherwise unproductive landscapes for agricultural production; and 2) the imminent crisis climate 
change presents to freshwater availability for agriculture. By gathering and summarizing regional 
data, this work will make recommendations at county and regional scales in the West. It will be the 
first time this type of information is available at these scales. This study will guide water managers 
in developing regional conservation programs, inform extension and research initiatives related to 
irrigation, promote grower-informed water conservation education, and provide researchers with 
key information regarding if, how, and why growers consider water conservation in irrigation 
decision making. 
Methods 
We analyze confidential datasets using open-source programming software to visualize 
irrigation and agricultural production changes. Where possible (when n ≥ 6) these data are built to 
the county-scale, the finest resolution at which these US farm-level data can be aggregated. Using 




complexities of broader agricultural trends. Through these visualizations, we illustrate trends in 
irrigation productivity and water use, scheduling and sources of information, and barriers and 
bridges to implementing irrigation improvements. 
Datasets 
We synthesized and merged cross-sectional data from the 2003, 2008, and 2013 FRIS and 
the 2018 IWMS into a panel dataset of surveyed operators of irrigated farms. The FRIS & IWMS 
are follow-on surveys that sample respondents who report irrigated land in the previous years’ 
Census of Agriculture (COA) (i.e., any operator who reports irrigated land in the 2002 COA may 
be sampled in the 2003 FRIS). These irrigation surveys are conducted every five years by the 
USDA-NASS. The FRIS/IWMS provides the only comprehensive data on irrigation activities and 
water use across US farms, ranches, and horticultural operations. In responding to the survey, 
farmers provide information on water sources and amount of water used, area irrigated by type of 
system, irrigation and yield by crop, irrigation system investments, barriers to improvements, and 
energy costs. The primary purpose of the FRIS/IWMS is to provide information regarding on-farm 
irrigation activities for use by a variety of stakeholders to compare water use by application 
methods, consider improved technologies, develop Federal programs, assess water use trends, 
analyze the impacts of policies and legislation, and evaluate the impact of irrigated crops by state 
(USDA NASS, 2019). FRIS/IWMS data is collected at the farmer-level and tabulated, reported, 
and publicly available at the state scale. We purchased access to these data at the farm operator-
level for the 2003, 2008, 2013, and 2018 survey years, and accessed these data remotely through 
the NORC Data Enclave at the University of Chicago. The Data Enclave provides secure remote 
access to approved researchers for approved confidential datasets; all data analyses using these 
secure data take place within the Enclave and all results removed from the Enclave must undergo 





Using exploratory mapping and data mining techniques in R (version 3.6.3), we identified 
variables of interest in the FRIS/IWMS, built derived variables when necessary, summarized across 
space and time, and noted their spatiotemporal consistency and availability. First, we identified 
variables of most interest, including irrigation rates, crop yield, sources of information, and barriers 
and bridges to irrigation improvements. We calculated irrigation productivity, a measure of water 
used per weight crop harvested, by dividing the estimated average yield (in kilograms/hectare or 
pounds/acre) by the estimated average water used (in cubic meters/hectare or acre feet/acre). The 
data arrived as four separate files with n = 662 to n = 737 variables. Though many survey questions 
remain the same across years, the codes used for reporting vary. Thus, to merge across the four 
FRIS/IWMS years to which we had access, we followed K-codes across years using codebooks 
provided by the USDA-NASS to the Data Enclave.  Data were arranged in a tidy format (Wickham, 
2014) and all summaries were built to the county-scale when possible, with the understanding that 
the county is not only the most interpretable scale for assessing agricultural change and trends, but 
also the finest resolution at which USDA NASS FRIS/IWMS data can be aggregated. Data 
availability was variable by county, state, and year based on the sampling protocol used for data 
collection, question-level non-responses, and disclosure requirements. Disclosure required that all 
summaries of confidential data be built on n ≥ 6 unique growers; thus, all county-level summaries 
are masked only for counties in which 6 or more unique growers are available, biasing this study 
towards counties with more reporting farmers. In cases where individual-level data are summarized 
and visualized, all data > 0.95 percentile and all outliers were masked per NASS’s 
request. Question-level non-responses are common in a survey of this scale and reflect farmer’s 
inability and/or unwillingness to answer particular questions despite their applicability to all 
respondents. Finally, sampling protocol shifts from year to year to capture both a representative 
sample of irrigators and a large portion of irrigated acreage. For these reasons, only n = 141 




all four survey years, making temporal operator-specific analyses impractical; instead, all temporal 
analyses follow county-level trends in the dataset. 
Data Analysis 
This research works to answer two overarching research questions: 1) What are the trends 
in irrigation practices, efficiencies, and yield across the West?; and 2) What are the barriers to water 
conservation efforts and irrigation improvements, and the primary sources of information and 
assistance used by irrigators? How do these differ across space and time? To answer these 
questions, two separate sets of analyses were developed utilizing both temporal and filtered, year-
specific datasets.  
To answer our first research question, we built a long-format, tidy, temporal dataset. This 
dataset included key variables for each crop (e.g., estimated average yield, water use, and irrigation 
productivity, primary method of field water distribution) and each grower (e.g., range of gross sales, 
county-state, and land tenure/ownership). We then analyzed these data by crop (i.e., alfalfa, corn 
grain, corn silage, hay, and wheat) and county in four different ways: 1) spatial visualizations 
(maps) of estimated average yield, water use, and irrigation productivity across the panel and in 
2018 where crop-county-years and crop-counties had n ≥ 6 unique growers; 2) graphical 
visualizations (line graphs) showing estimated average yield, water use, and irrigation productivity 
across the panels in counties where each year had n ≥ 6 unique growers; 3) box and whisker plots 
through time, across space, and by crop, showing trends in individual-level yield, water use, and 
irrigation productivity, masked for all data > 0.95 percentile and outliers; and 4) separate Analyses 
of Variance (ANOVAs) for each crop to understand differences in irrigation productivity across 
multiple categorical factors (e.g., primary irrigation source, water distribution type, water use 
scheduling method, barriers to irrigation improvements, sources of irrigation information, livestock 
ownership, and range of gross sales). The Levene’s test indicated that the assumption of equal 




meet normality assumptions. These ANOVAs answer the question: Is there a significant difference 
in irrigation productivity on farms by X?, where X refers to the various factors we tested (e.g., Is 
there a significant difference in irrigation productivity on farms by primary irrigation source?). In 
cases where ANOVAs suggested a significant difference, we utilized the Tukey’s HSD post-hoc 
test to determine across which levels significant differences in irrigation productivity exist.  
To answer our second research question, we built wide-format panel datasets for the 
following questions in the FRIS/IWMS: 1) How did this operation decide when to schedule water 
use in year? Mark all that apply.; 2) What sources of information does this operation rely on for 
guidance in reducing irrigation costs or to conserve water used for irrigation? Mark all that apply.; 
3) What are barriers to implementing improvements that might reduce energy and/or conserve 
water in this operation’s irrigation system? Mark all that apply.; and 4) Did you receive any 
technical or financial assistance for these irrigation and/or drainage improvements? a. From which 
of the following sources did you receive technical or financial assistance for these improvements? 
Mark all that apply. Choices were not mutually exclusive; respondents could mark multiple 
choices. Options for responses and their corresponding K-codes can be found in the FRIS/IWMS 
surveys provided by the USDA-NASS. After building the datasets, we pooled results for individual 
years and across the panel by finding the proportion of responses in each category for any county 
or county-year. We then analyzed the responses from each FRIS/IWMS question in three ways: 1) 
graphical visualizations (proportional bar charts) showing the proportion of primary barriers to 
improvements, sources of information, scheduling methods, and sources of assistance by county 
across FRIS/IWMS years in each possible category; 2) spatial visualizations (maps) showing the 
primary barrier, source of information, scheduling method, and source of assistance by county 
across FRIS/IWMS years, and in 2018, in each possible category; and 3) categorical analyses (chi 
square tests) to assess how barriers to improvements, sources of information, and sources of 








The results of these analyses are pending approval by USDA-NASS and cannot yet be 
discussed per our contract. When approved, the data will be organized into three sections. The first 
section will address water use and efficiency by visualizing trends in water application and source, 
distribution, and irrigation productivity. The second section will focus on sources of irrigation 
information and scheduling methods and how their use varies across space and through time. The 
third section will present the barriers and bridges to irrigation improvements. In lieu of approved 
results from USDA-NASS we provide a detailed guide on working with USDA-NASS data at the 
operator-level. 
A Practical Guide to Working with Secure USDA FRIS/IWMS Data 
Working with FRIS/IWMS operator-level data is an incredible opportunity to form new 
insights about irrigated US agriculture. Unfortunately, due to the nature of the data—the sensitivity 
and structure—understanding how to work with it can prove time consuming and frustrating and 
cloud the opportunity to discover new insights with the frustration of cleaning the data, correcting 
for mismatches between survey years, and building data outputs that will actually be approved by 
NASS. In the section that follows, we provide a practical guide to working with secure USDA 
FRIS/IWMS data based on the key structural and behavioral characteristics of the original, raw 
data provided by the NASS. The following section is organized as follows: 1) building matching 
data across FRIS/IWMS years, a how-to on matching disparate data structures across the 
FRIS/IWMS; 2) building ‘tidy’ data, a guide to Hadley Wickham’s data tidying technique inside 
the NORC; 3) the purpose, importance, and use of ‘statewij’, a framework for thinking about 
 
2 These results are pending approval from the USDA NASSs Data Enclave Managers’ disclosure review; all analyses were submitted 
on October 21, 2020 and updated as per USDA NASS instructions on October 30, 2020, and again on November 24, 2020 for full and 
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weighting record-level data to satisfy NASS requirements; and 4) crafting functions to organize 
analyses and efficiently build visualizations, our vision for streamlining processing of FRIS/IWMS 
data. 
1. Building matching data across FRIS/IWMS years 
The FRIS/IWMS data is available in the NORC as either .sas or .csv formats; all .sas 
documents are organized by state-year and must be pulled into SAS and exported to .csv in order 
to work with it in R. Once in R, users will notice that each FRIS/IWMS year has a different number 
of distinct columns in the data.frame(), this makes merging the datasets difficult. Our advice is to 
utilize the FRIS/IWMS physical surveys along with the .csv files to understand the shape and 
behavior of the datasets each year. Though the FRIS/IWMS rarely add new questions, the format 
in which grower data are reported by NASS changes frequently. NASS reports data using unique 
K-codes that correspond either to questions or to responses and denote how data is presented in the 
NASS provided data files. 
For some questions in the FRIS/IWMS, K-codes do not change. For instance, the K-codes 
for irrigated acres harvested (e.g., K50 for corn grain, K100 for soybeans), average yield per 
irrigated acre (e.g., K51 for corn grain, K101 for soybeans), and estimated water applied per acre 
(e.g., K52 for corn grain, K102 for soybeans) have remained the same since at least 2003. This 
makes merging each year into a panel dataset simple and efficient. For other questions, however, 
the nature of the K-code structure has changed over surveys. For instance, in 2003 and 2008 FRISs, 
the question “What are barriers to implementing improvements that might reduce energy and/or 
conserve water in your irrigation system?” is tagged as K695, with nine potential answers of which 
growers can choose as many as apply. In 2013 and 2018, however, each potential answer is tagged 
as its own K-code, K1070-K1078 (e.g., K1070 = Investigating improvements is not a priority at 
this time). The potential answers remain the same through time, but the structure changes. 
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between years for merging. We will use K695 and K1070-K1078 as an example of how to code 
our way out of this data and reporting structural issue. These steps can be used to create a final, 
merged, dataset: 1) pull K695 from 2003 and 2008 FRIS years into separate columns; 
 wide ← scheduling %>%   
  mutate(K695_pad = str_pad(K695, width = 9, side = “left”, pad = “0”) 
wide ← separate(wide, K695_pad, into = c(“a”, “b”, “c”, “d”, “e”, “f”, “g”, “h”, “I”),  
sep = c(1,2,3,4,5,6,7,8)) 
2) spread the data from K695 into K1070-K1077 columns as binary observations (if column = # 
specified, assign 1 to new column, it not, assign 0); 
wide$K1070 ← ifelse(wide$a == 1 | wide$b == 1 | wide$c == 1 | wide$2 == 1 | wide$e  
== 1 | wide$f == 1 | wide$g == 1 | wide$h == 1 | wide$i == 1, 1, 0)  
wide$K1071 ← ifelse(wide$a == 2 | wide$b == 2 | wide$c == 2 | wide$2 == 2 | wide$e  
== 2 | wide$f == 2 | wide$g == 2 | wide$h == 2 | wide$i == 2, 1, 0)  
… 
wide$K1077 ← ifelse(wide$a == 8 | wide$b == 8 | wide$c == 8 | wide$2 == 8 | wide$e  
== 8 | wide$f == 8 | wide$g == 8 | wide$h == 8 | wide$i == 8, 1, 0)  
3) merge the data created above to the data from 2013 and 2018 already in K1070-K1078 format. 
The resulting data frame will appear as: 
GEOID 
STPOID YEAR statewij K1070 K1071 K1072 K1073 K1074 K1075 K1076 K1077 K1078 
04001 XXX… 2003 174 0 0 0 1 1 0 1 0 0 
35061 XXX… 2008 56 1 0 1 0 0 1 0 1 0 
If the data originally in 2003 and 2008 appeared as: 
GEOID 
STPOID YEAR statewij K695 
04001 XXX… 2003 174 457 
35061 XXX… 2008 56 1368 
Creating a panel is important for any temporal analyses; thus, if users are interested in comparing 
across years, or if they are simply interested in maintaining one full dataset, rather than a dataset 
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recommend keeping all questions in which growers can answer ‘all that apply’ in the wide format 
demonstrated here. This makes analyses of proportions simple and efficient. 
2. Building ‘tidy’ data 
Due to the complicated and nested structure of the FRIS/IWMS surveys, the data that are 
provided in the NORC can be incredibly messy. Each column corresponds to a K-code, and each 
row to a unique grower, but nested questions (e.g., yield of major crops), are spread across the row 
(e.g., K50, K60, K70, K80), rather than neatly packaged in variable-type (e.g., CROP - YIELD) 
columns. The nature of messy data makes finding key data items and analyzing across the dataset 
daunting; the solution is data tidying. Data tidying is the process by which we manipulate datasets 
so that each variable is a column and each observation is a row (Wickham, 2014). These tidy 
datasets are easy to manipulate, model, and visualize, and ensure that functional programming 
techniques can be easily built into workflows. In other words, tidying data makes data cleaning as 
easy and effective as possible, and can save a world of headaches and time if properly executed 
and documented. Considering that 80% of data analysis is often spent cleaning and preparing the 
data (and the other 20% collecting, recording, and analyzing it), saving time is immensely important 
(Dasu & Johnson, 2003). 
 Some questions within the FRIS/IWMS arrive in a tidy format. For instance, total acres in 
the operation, K28. Most other data items, however, are nested, and arrive in a wide, messy format. 
For example, K51 (corn grain yield), K61 (corn silage yield), and K81 (wheat yield) are each their 
own column; however, these are all data items describing ‘crop yield’, and it might make more 
sense to build the data so that there is one column titled ‘CROP’, and one ‘YIELD’ so users can 
easily filter through different crops for analysis and visualization purposes. We will use acres 
harvested, crop yields, and estimated average water applied in two crops: corn grain and corn silage, 
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GEOID 
STPOID YEAR statewij K50 K51 K52 K60 K61 K62 
53005 XXX… 2013 1 NA NA NA 1485 28.3 3.5 
04003 XXX… 2018 59 4000 200.0 3.0 8000 25.0 4.0 
08063 XXX… 2008 32 3850 175.0 2.6 NA NA NA 
where K50 and K60 are irrigated acres harvested, K51 and K61 are average yield per irrigated acre, 
and K52 and K62 are average estimated quantity of water applied per acre. In order to tidy this 
data, follow these steps: 1) select similar variables across crops; 
 acres ← fris %>% 
  select(GEOID, YEAR, STPOID, statewij, K50, K60, K80, K100, K150) 
2) pivot the table longer to tidy, building names to ‘CROP’ and values to ‘ACRES_HARV’, or 
‘YIELD’, etc.; 
 acres_pivot ← acres %>% 
            pivot_longer(-c(GEOID, YEAR, STPOID, statewij), names_to =  
          “CROP”, values_to = “ACRES_HARV”) %>% 
            filter(!is.na(ACRES_HARV) 
3) rename K-codes to crop names; 
 acres_pivot$CROP ← ifelse(acres_pivot$CROP == “K50”, “CORN_GRAIN”,   
            acres_pivot$CROP == “K60”, “CORN_SILAGE”, 
            acres_pivot$CROP == “K80”, “WHEAT”, 
            acres_pivot$CROP == “K100”, “SOYBEANS”, 
            acres_pivot$CROP == “K150”, “OTHER_HAY”))))) 
4) follow the same steps listed above for average yield per irrigated acres, and average estimated 
quantity of water applied per irrigated acre. Following these instructions produces a tidy 
data.frame() that appears as: 
GEOID 
STPOID YEAR statewij CROP ACRES_HARVESTED YIELD WATER_APPLIED 
53005 XXX… 2013 1 CORN_SILAGE 1485 28.3 3.5 
04003 XXX… 2018 59 CORN_GRAIN 4000 200.0 3.0 
04003 XXX… 2018 59 CORN_SILAGE 8000 25.0 4.0 
08063 XXX… 2008 32 CORN_GRAIN 3850 175.0 2.6 




   
27 
tidy format allows users to build functions that capitalize on the structure of the data to filter for 
particular crops (e.g., wheat), select variables of interest (e.g., yield), and visualize these data in 
space and time; the data could not be unpacked using hand-built functions otherwise. We 
recommend following a tidy data structure to clean all data except data items that will be analyzed 
using proportions.  
3. The purpose, importance, and use of ‘statewij’ 
Because the FRIS/IWMS surveys are only sent to a sample of the population of farmers 
who report irrigated acreage in the previous years’ COA, the survey captures only a relatively small 
sample of all of the farms and farmers in the US that irrigate. NASS is very cautious about the 
representativeness of the samples they draw and build a record-level weight for each FRIS/IWMS 
respondent, each year, in order to expand the sample FRIS/IWMS data up to the population level. 
This record-level weight is built into the FRIS/IWMS data files as ‘statewij’ and is unique to each 
grower. Without weighting the record-level data, analysis results may not be as representative of 
the population as they should be; and NASS rarely publishes any unweighted estimates.  
In some cases, the method by which statewij is applied is clear. For instance, when building 
proportions of binary responses, simply multiplying each record (e.g., 0 or 1) by its record level 
weight (e.g., 234) makes sense. This is the case for questions in the FRIS/IWMS like “How did 
you decide when to schedule water use in 2003?” or “What are the sources of information that you 
rely on for guidance in reducing irrigation costs or to conserve water use for irrigation?”. We will 
use the first as an example to draw on for coding purposes.  
First, it is necessary to build all of the data into the same format (see point 1, above)—
namely, wide format, where each potential response from growers (n = 10 in this case) is a column 
in our data.frame(). In this case, our final data.frame(), with an example from Apache County, AZ, 
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GEOID 
STPOID YEAR statewij K1020 K1021 K1022 K1023 K1024 K1025 K1026 K1027 K1028 K1029 
04001 XXX… 2003 139 0 0 0 1 1 0 0 0 1 0 
This example grower utilized K1023 (plant moisture sensing devices), K1024 (irrigation 
scheduling service), and K1028 (computer simulation models) to schedule irrigation in 2003. To 
bring these data to the population level, simply multiply each possible answer by statewij for each 
record. The resulting table appears as: 
GEOID 
STPOID YEAR statewij K1020 K1021 K1022 K1023 K1024 K1025 K1026 K1027 K1028 K1029 
04001 XXX… 2003 139 0 0 0 139 139 0 0 0 139 0 
We can then summarize this weighted data to the county-level by summing down columns across 
all growers reporting in the same county (GEOID). Based on these county-level column-wise 
summations, users can find the proportion of growers in a county that utilize each source of 
information, knowing that the weighted data is more representative of the population than the raw 
data. 
In other cases, the method for applying statewij can be unclear. This is the case for variables 
like yield and water applied. These weighted variables can be built using the same method. The 
following example is for yield. Yield of major crops are reported in different units by farmers (e.g., 
corn for grain in bushels/acre, alfalfa in tons dry weight/acre), and must first be converted to similar 
units (e.g., pounds/acre, kilograms/hectare). Our final data.frame() appears as follows: 
GEOID 
STPOID YEAR statewij CROP ACRES_HARV HECT_HARV YIELD_LBS YIELD_KG 
04001 XXX… 2003 114 ALFALFA 7.0 2.8 16800.0 18830.3 
04001 XXX… 2013 23 OTHER_HAY 2.0 0.8 4000.0 4483.4 
After this conversion users can utilize the following steps to bring yield to the population level: 1) 
create a new column and multiply area harvested by reported yield, we’ll call this variable 
‘HARVESTED_unitweight’;  
 weighted ← weighted %>% 
  mutate(HARVESTED_LBS = ACRES_HARV*YIELD_LBS, 
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2) create a new column and multiply area harvested by statewij, we’ll call this 
‘w_unitarea_HARV’;  
 weighted ← weighted %>% 
  mutate(w_ACRES_HARV = ACRES_HARV*statewij, 
              w_HECTARES_HARV = HECT_HARV*statewij) 
3) create a new column and multiply ‘HARVESTED_unitweight’ by statewij, we’ll call this 
‘w_HARVESTED_unitweight’;  
 weighted <- weighted %>% 
  mutate(w_HARVESTED_LBS = HARVESTED_LBS*statewij, 
              w_HARVESTED_KG = HARVESTED_KG*statewij) 
4) build new columns and take the sum of all weighted areas (acres or hectares) harvested, and the 
sum of all weighted weights (pounds or kilograms) harvested in a county; and 5) build new columns 
and find ‘EST_AVERAGE_YIELD_unitweight’ in a county by dividing the sum of weighted 
weights harvested by the sum of all weighted areas harvested.  
 yield ← weighted %>% 
   group_by(GEOID, CROP, YEAR) %>% 
  mutate(sum_w_ACRES_HARV = sum(w_ACRES_HARV), 
              sum_w_HECTARES_HARV = sum(w_HECTARES_HARV), 
              sum_w_HARVESTED_LBS = sum(HARVESTED_LBS), 
              sum_w_HARVESTED_KG = sum(HARVESTED_KG), 
              EST_AVE_YIELD_LBS = sum_w_HARVESTED_LBS/  
              sum_w_ACRES_HARV, 
              EST_AVE_YIELD_KG = sum_w_HARVESTED_KG  
              /sum_w_HECTARES_HARV) 
In this case, weighting occurs at the grower level, but we do not see the weighting reflected in 
yields until we summarize estimated average yield to the county level. Our resulting data.frame() 
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GEOID YEAR CROP EST_AVE_YIELD_LBS EST_AVE_YIELD_KG 
04001 2018 ALFALFA 11903.5 13342.1 
04003 2008 CORN_GRAIN 124210.7 13910.6 
The structure and use of statewij can prove confusing and documentation on this process 
is sparse. Our advice to all practitioners utilizing secure NASS data is to inquire about this weight 
and its use in different cases early and often. The NASS Data Enclave Managers and NASS 
Statisticians approve or deny all requests out of the NORC, so ensuring that lines of communication 
about how to integrate statewij into your analyses is key to successfully removing them from the 
secure data space. Again, NASS does not typically approve any data for removal if it has not been 
weighted, so understanding statewij’s use is key to successful project completion. 
4. Crafting functions to organize analyses and efficiently build visualizations 
Strictly speaking, in analyses where results from repetitive tasks such as: 1) run ANOVAs 
by CROP, 2) build maps by CROP and YEAR, or 3) build trend plots by COUNTY, CROP, and 
YEAR,  are desired, functions are extremely useful. These functions are simply creative 
implementations of code that can become repetitive, confusing, messy, and bug-ridden if they are 
simply copied-and-pasted repeatedly to accomplish the same task using new data items. These 
functions are deterministic, so every time the functions are run with the same inputs, it will have 
the same output; and they can take as many arguments as the user desires. One of the great powers 
of functional programming is its applicability in reproducibility science—the function will produce 
the same results every time and it should be far easier for new users to follow than copy-and-pasted, 
long and repetitive code. The general syntax of a built function in R looks something like: 
 
 function_name ← function(argument1, argument2,… argumentn) { 
  # do something 
  build_data ← df %>% 
   filter(YEAR == argument1)  
  sum ← sum(build_data$column_name) 
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   geom_point() 
  # return something/save something 
  return(sum) 
  ggsave(plot, “./filepath/plot.png”) 
  saveRDS(build_data. “./filepath/build_data.RDS”) 
 } 
where we define arguments within the function that are then called: 
 function_name(argument1 = 2003, argument2 = “YIELD”, argument3 =  
“WATER_APPLIED”) 
in order for the function to produce the desired results. In this general example case, R will return 
sum to the console, and will save the plot and data.frame() created to the specified destinations. 
For the purposes of our work within the NORC, we built over 450 visualizations. We created 
so many because we wanted to: 1) build separate visualizations for each crop of interest (Alfalfa, 
Corn grain, Corn silage, Wheat, and other Hay); 2) build visualizations for both metric (kg/hectare, 
cubic meters/hectare, kg/cubic meter) and US measurements (pounds/acre, acre feet/acre, and 
pounds/acre foot); and 3) build data at the county-level facetted by states (n = 11). To streamline 
our processing of these repetitive tasks, we built functions. The first of these functions creates trend 
plots of estimated average yield, water use, and irrigation productivity over time in counties where 
at least six unique growers contributed to county-year averages. The function appears as: 
build_spatial ← function(df, crop, variable, breaks, colors, legend, place) { 
  # filter for the crop of interest 
  x ← df %>% 
   filter(CROP == crop)  
  # build trends plot 
  cropmap ← tm_shape(ctys) + tm_polygons(col = “grey”, border.col = “white”)+ 
   tm_shape(x) + 
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border.col = “white”,legend.hist = TRUE, title = legend) + 
   tm_legend(outside = TRUE, hist.width = 1.5) + 
   tm_layout(frame = FALSE, legend.hist.size = 0.5)  
  # save 
  tmap_save(cropmap, place) 
  return(cropmap) 
 } 
Where we then called the arguments as: 
build_spatial(df = spatial_fris, crop = “CORN_GRAIN”, variable = “EST_AVE_YIELD_LBS”,  
breaks = c(4500,6500,7500,9500,11500,13000,18500), colors = “Blues”, legend = “Average 
Estimated\nCorn Grain Yield\n(lbs/acre)”, place = “./viz/yield/corngrain_yield_US.png”) 
and see cropmap in the console and saved to our yield folder. 
These functions give us the flexibility to make many similar visualizations, specifying unique 
parameterizations, in a clean, efficient, and easy-to-understand format. These functions also ensure 
that any change we make is a global change—in other words, if we edit the function and its 
parameters, the edited function is applied whenever it is called and affects all results—and that all 
bugs in the code are rooted out once and applied globally. Due to the nature of this secure data, no 
reviewer or reader of our publications will be able to access the raw data; they will, however, be 
able to access the code we used to build the analyses. Our advice to all practitioners utilizing secure 
NASS data is to write the code with reproducibility in mind, despite limitations to reproducibility 
with secure datasets—this of course includes writing efficient and well-commented code that 
utilizes hand-built functions for repetitive tasks. 
Conclusions 
Working with FRIS/IWMS operator-level data is key to forming new insights about irrigated 
US agriculture at sub-state scales. These irrigation surveys provide the only comprehensive data on 
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provide our best opportunity to understand water use trends, resilience, and efficiencies in 
production through time in the coterminous US. Though disclosure review delays prevent us from 
discussing any results from our analyses, we are able to provide insights we gained while working 
with FRIS/IWMS data based on its sensitivity and structure. We would have benefitted greatly 
from a similar guide, and believe it may alleviate future users’ frustrations in cleaning the data, 
correcting for mismatches between survey years, and building data outputs that will actually be 
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CHAPTER 3 
UTILITY OF MACHINE LEARNING FOR YIELD PREDICTIONS 
 
Abstract: Over half of the land in the coterminous US is dedicated to agriculture, with the vast 
majority of all cropland cultivated in corn, wheat, or soybean. Despite continuing advances in 
agricultural technologies, and steady twentieth century yield growth, research suggests that climate 
change and variability is already impacting agricultural yield and future climate changes are sure 
to exacerbate challenges to agricultural production. It follows that the future of US agriculture 
depends on the evolution of the changing climate, the relationship between crop yields and the 
environment, on-farm management and adaptations, the ecosystems that support agriculture, the 
political and economic incentives that shape what farmers grow and how they grow it, and the 
technology developed to improve yields in view of a changing climate. This study will focus on 
the second piece of the aforementioned agricultural puzzle—the relationship between crop yields 
and the environment. This study contributes to current literature by examining the spatiotemporal 
efficacy of Random Forest (RF) in predicting corn yields. Results suggest that RF predicts US corn 
yields well across space and time (reduced-panel-RF RMSE = 16.9 bushels/acre or 1.14 
tons/hectare). Results also point to the importance of space and time in corn yield prediction, and 
the highly nonlinear response of corn yield to irrigation, climate, and agricultural diversity 
covariates. These results demonstrate the efficacy and predictive capacity of RF regression to 
model complex corn yield responses to biophysical and landscape conditions. At the same time, 
RFs explicit exclusion of time and space effects, including spatiotemporal autocorrelation, point to 
the power of building an ensemble of models, each with their own strengths and weaknesses, to 
characterize and predict agricultural yield.  
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Introduction 
In the coterminous US, 55% of our land is dedicated to food production, with two-thirds 
of all cropland cultivated with one of three major crops: corn, wheat, or soybean (Bigelow & 
Borchers, 2017). Consistent twentieth century yield growth in these crops was driven primarily by 
input-intensive (e.g., fertilizers, irrigation) and information-intensive improvements (e.g., crop 
genetics, precision) to agriculture (Burchfield et al., 2019; Cooper, Gho, Leafgren, Tang, & 
Messina, 2014; Mulvaney, Khan, & Ellsworth, 2009; Pimentel & Burgess, 2014). Despite 
continuing advances in agricultural technologies, research suggests that climate change and 
variability is already impacting agricultural yield (Liang et al., 2017; Ray, Ramankutty, Mueller, 
West, & Foley, 2012) and future climate changes are sure to exacerbate challenges to agricultural 
production. For example, increased exposure to stressful temperatures are projected to significantly 
decrease corn, soybean, and wheat yields in many regions of the US (Burchfield, Matthews-
Pennanen, Schoof, & Lant, 2020; Zhao et al., 2017). It follows that the future of US agriculture 
depends on the evolution of the changing climate, the relationship between crop yields and the 
environment, on-farm management and adaptations, the ecosystems that support agriculture, the 
political and economic incentives that shape what farmers grow and how they grow it, and the 
technology developed to improve yields in view of a changing climate. This paper will focus on 
the second—the relationship between crop yields and the environment. 
Predicted changes in temperature and precipitation, both in the mean and variance of 
seasonal weather, have direct implications for agriculture. This is because weather affects the 
biophysical capacity of plants to grow and is one of the key determinants of agricultural yield. In 
parts of the Midwestern US, for example, more than 60% of the yield variability in corn between 
1979 and 2008 was explained by climate variability (Ray, Gerber, Macdonald, & West, 2015). The 
effects of temperature and precipitation on yield are highly nonlinear (Auffhammer & Schlenker, 
2014). Schlenker and Roberts (2009) found that precipitation had a statistically significant inverted-
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yields. They also demonstrated that yield changes gradually with temperature increases up to 
critical temperatures of 29°C in corn and 30°C in soybeans after which yields decline precipitously 
(Schlenker & Roberts, 2009). Projections also suggest that by 2030, US corn production losses due 
to excess soil moisture and extreme precipitation events could exceed 6%, double the levels in the 
early 2000s (Rosenzweig, Tubiello, Goldberg, Mills, & Bloomfield, 2002). As the climate warms 
and precipitation events and volumes shift in the US, we might expect yield stagnation and decline 
to continue across major cereal crops (Ray et al., 2012) without sustained and extraordinary new 
technological innovations in agriculture (Burchfield et al., 2020). Research suggests, for instance, 
that with a 5°C increase in temperatures, corn yields may decline 30–50%, wheat by 50–70%, and 
soybean yields would collapse entirely (Moore, Baldos, & Hertel, 2017).  
Crop yield variability and change is of major concern to farmers, their governments, and 
the markets they supply (Jeong et al., 2016). Without accurate yield predictions, it is nearly 
impossible for markets to prepare for shortages or excesses of yield, for farmers to adapt to future 
cropscapes, or for governments to make timely policy interventions. Most commonly, the study of 
agricultural change (i.e., shifting cropscapes and crop yields) is informed by process-based, 
mechanistic, biophysical modeling (Estes et al., 2013), which rely on knowledge of the complex 
interactions between plant physiology, a plants’ environment, and the way the plant is managed to 
predict changes in crop yield as predictors shift (Challinor et al., 2014). Though these models 
remain important and have recently been fused with (Roberts, Braun, Sinclair, Lobell, & Schlenker, 
2017) or used to parameterize statistical models (Urban, Sheffield, & Lobell, 2015), they are more 
difficult to implement effectively and efficiently beyond the field-scale due to calibration and data 
(e.g., cultivar, management, soil conditions) requirements.  
More recently, crop yield studies have moved in the direction of empirical modeling, 
utilizing statistical modeling techniques to estimate the relationship between crop yield and 
important determinants of yield (e.g., precipitation, temperature, and soil characteristics). These 
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above-ground plant growth, and still provide quite reasonable estimations of crop yield (Lobell & 
Asseng, 2017). In fact, when predicting at large spatial scales, statistical models generally 
outperform mechanistic models (Estes et al., 2013; Lobell & Asseng, 2017; Lobell & Burke, 2010). 
Historically, empirical approaches for yield prediction have relied on traditional econometric 
methods (following Schlenker & Roberts, 2009), and simple or multiple linear regression (e.g., 
Landau et al., 2000; Sheehy, Mitchell, & Ferrer, 2006). However, such models may not be able to 
capture the complex interactions necessary to represent yield-environment dynamics. 
The agricultural data needed to make predictions and inference about yield can be high 
dimensional (i.e., more dimensions than observations) with complex and nonlinear interactions 
between variables of interest. These qualities challenge the ability of traditional, linear, statistical 
methods to provide meaningful analyses  (Cutler et al., 2007). More sophisticated, non-parametric 
analyses may provide more meaningful insight as to the statistical relationships among variables 
when linearity cannot reasonably be assumed. For example, Jeong et al. (2016) found that RF 
predictions for 30-year maize yields in the US were satisfactory with an RMSE of 1.13 tons/ha, 
outpreforming MLR with an RMSE of 1.94 tons/ha. Variable importance measures indicated that 
year was the most important variable, followed by N fertilization rate, maximum temperature, and 
growing season precipitation (ibid.). Estes et al. (2013) found that a generalized additive model 
(GAM) outperformed a mechanistic model in predicting maize yield, explaining 72% of the 
variance in yield using only five, highly significant predictors (minimum/maximum temperature, 
total precipitation, soil depth, and topsoil organic carbon). Crane-Droesch (2018) augmented 
parametric statistical models with deep neural networks, and found that using this crop yield 
modeling approach, they could achieve better out-of-sample predictive performance than either 
modeling approach alone. Crop yield modeling provides a great opportunity for comparing the 
efficacy of multiple statistical techniques and the usefulness of ensembles in better illustrating the 
distribution of yield predicted across them. 
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capacity to predict county-level yields of corn—the most widely cultivated crop in the US—across 
space (coterminous US) and through time (2008-2018). We then utilize RFs variable importance 
measures and partial dependence plots to compare how key variables interact with corn yield. We 
find that space and time, irrigation, climate, and agricultural diversity, all contribute consistently to 
RFs capacity to predict corn yields. We conclude by contextualizing our findings in existing 
ecological knowledge about the complexities and nonlinearities in yield response to important 
covariates and make recommendations about relationships that warrant further exploration in the 
future.  
Methods 
We utilized open-source datasets and open-source programming software to compare 
empirical yield models for corn across the coterminous US. We built panel data at the county-
annual resolution and contextualized our findings in space according to the USDAs Farm Resource 
Regions (FRRs) which were built to capture important regional differences in agricultural 
production, including market access, land management, cropscapes, and farmer demographics 
(Figure 2) (Heimlich, 2000). Through these models, we illustrate the efficacy of RF in predicting 
agricultural yield across the coterminous US. 
Datasets 
We constructed a panel dataset of factors known to affect agricultural productivity. These 
factors include seasonal weather exposure, bioclimatic indices, soil characteristics, agricultural 
diversity, topography, and irrigated proportion (SI Table 1). We measure corn productivity, our 
target variable, using county-level yield estimates (bushels/acre) provided by the USDA-NASS 
Survey. The final null panel includes only counties reporting at least three years of corn yields over 
the period from 2008-2018 as we are only interested in understanding yield dynamics in counties 
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Figure 2. Farm Resource Region boundaries and average corn yield (bushels per acre) recorded in 
counties with at least three observations from USDA Surveys between 2008 and 2018. FRRs as 
follows: 1) Heartland; 2) Northern Crescent; 3) Northern Great Plains; 4) Prairie Gateway; 5) 
Eastern Uplands; 6) Southern Seaboard; 7) Fruitful Rim; 8) Basin & Range; and 9) Mississippi 
Portal.  
 
and total precipitation, were constructed from gridded daily four-kilometer temperature and 
precipitation data provided by the PRISM Climate Group. To align daily gridded weather data with 
county-level yield data, we computed the average daily maximum temperature and precipitation in 
each county and then summed these for all days in the growing season—defined using the spatially-
explicit growing season planting and harvesting dates provided by Ramankutty et al. (2008). To 
compute growing degree days (GDDs), an indicator of cumulative temperature exposure, we 
summed maximum daily temperatures within a crop-specific tolerance range (e.g. 10°C to 30°C 
for corn) over the growing season for each county (Cross & Zuber, 1972). To control for the effects 
of seasonal precipitation on yields, we computed total precipitation (TP), or the sum of 
precipitation, (in millimeters) throughout the growing season. We also collected data describing 
the percent of a county’s agricultural land irrigated (USDA NASS, 2020). When this data was 
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project (Pervez & Brown, 2010) and standardized by agricultural extent estimates derived from the 
USDA’s Cropland Data Layer (following Burchfield & Nelson, 2020, in review). 
In addition to these seasonal weather indicators, we extracted 18 bioclimatic variables from 
monthly RasterStacks of gridded PRISM precipitation, minimum temperature, and maximum 
temperature data. These 18 bioclimatic variables are as follows: mean annual temperature, mean 
diurnal range, isothermality, temperature seasonality, maximum temperature of the warmest month, 
minimum temperature of the coldest month, temperature annual range, mean temperature of the 
wettest quarter, mean temperature of the driest quarter, mean temperature of the warmest quarter, 
mean temperature of the coldest quarter, precipitation of the wettest month, precipitation of the 
driest month, precipitation seasonality, precipitation of the wettest quarter, precipitation of the 
driest quarter, precipitation of the warmest quarter, precipitation of the coldest quarter, and were 
extracted using the biovars() function in the R package dismo(). 
We also built county-level soil indicators from gridded one-kilometer soil data provided 
by the Harmonized World Soil Database and topographic indicators from one-kilometer elevation 
data provided by the USGS North America Elevation 1-Kilometer Resolution GRID by averaging 
at the county scale. From the USGS elevation data, we built an indicator of average landscape slope 
in a county and average aspect, or exposure. From the Harmonized World Soil Database, we 
constructed 23 soil indicators which delineate average soil physical (e.g., topsoil texture class, 
topsoil clay/silt/sand fraction) and chemical (e.g., subsoil pH, topsoil organic carbon, topsoil cation 
exchange capacity, and topsoil exchangeable sodium percentage) properties in a county.  
Finally, to model the effect of land use and land use variability on agricultural production, 
we built two indicators of agricultural land use from the USDA NASS and an indicator of land use 
composition from the USDA Cropland Data Layer. This 30-meter annual land use dataset is based 
on satellite imagery and extensive ground truth data and covers the period from 2008-2018. Our 
indicator of landscape composition, the Shannon’s Diversity Index (SDI) is a measure of crop 
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work suggesting that landscape composition has significant impacts on production outcomes in the 




We built multiple RF models to compare their predictive performance and variable 
importance in modeling agricultural yield in corn. The models were trained to predict crop yield 
using the variables described above as predictors. The same data was used for training all models. 
A multiple linear regression was built to act as a “benchmark” parametric model against which the 
second model, RF, would perform; unfortunately, our data violates key assumptions of MLR and 
the resulting model cannot be trusted. Using the same variables for prediction, I compare the 
predictive accuracy of multiple RFs for held-out crop yield. All models are supervised, meaning 
that all data and target variables were created prior to analysis.  
Multiple Linear Regression (MLR) is a parametric modeling method used to explain the 
relationship between one continuous target (dependent) variable and two or more independent 
predictor variables. There are a few assumptions that must be met in order to perform MLR on a 
dataset: 1) there is a linear relationship between the predictors and target variable; 2) the residuals 
between the value of the target variable and estimates of the target variable (Y and Ŷ) are 
independent, normally distributed, and have constant variance; 3) there is little to no 
multicollinearity in the data. After exploring the data, it became clear that meeting the assumptions 
of MLR with our yield data would be impossible; due to our data’s violations of MLR assumptions 
(namely, linearity, constant variance of residuals, and multicollinearity between predictors), we 
remain cautious in interpreting the results of the MLR we produced. The function to fit MLRs in R 
is lm(). 
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literature in the early 2000s (Breiman, 2001). RF makes no distributional assumptions about the 
data on which it is trained, effectively handling complex, nonlinear interactions among predictors. 
RF grows many classification and regression trees (CARTs) using a recursively partitioned, 
‘random’ subset of predictors. RF trains on many (e.g., n = 500) similar datasets, which are created 
by resampling from the original dataset with replacement (i.e., bootstrapping). These bootstrap 
samples are used to grow a ‘forest’ of regression trees grown with only a random sample of 
predictors available for splitting (e.g., n = 6) at each node. These trees are fully grown without 
pruning. Predictors are evaluated by how much they increased node purity, or how often they make 
successful predictions in the forest of CARTs. Cross-validated error rates and variable importance 
are obtained by creating test and training datasets, where our training dataset (a random 75% of the 
full dataset) was used to train the model and our test dataset (the remaining 25% of the full dataset) 
to evaluate the models’ performance on ‘new’ data. Though it is impossible to examine individual 
trees in RF, variable importance does allow for interpretation and comparison of the relative 
importance of predictors. At the same time, partial dependence plots graphically characterize the 
relationship between an individual predictor and the predicted values of yield, and demonstrate 
how RF predictions are influenced by individual predictors when all other predictors are being 
controlled, making RF more of a “gray box” approach. The package to fit RFs in R is 
randomForest(). (Breiman, 2001; Prasad, Iverson, & Liaw, 2006) 
Variable Selection 
The power of RF comes from its building a diverse set of trees (e.g., n = 500) using a 
randomly permuted set (e.g., n = 6) of predictors. Thus, the power of RF, the diversity of the trees 
it produces, comes down to the diversity of variables used in the model. Though RF can handle 
collinear covariates, expert-based variable selection prior to model creation will give RF its best 
shot at parsimoniously fitting an ecologically grounded forest of regressions (Cutler et al., 2007).  
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of variables, namely, soil and climate. Using a cut-off of 0.8, we retained all soil variables known 
for their importance to agricultural production (FAO/IIASA/ISRIC/ISS-CAS/JRC, 2009) and 
retained all quarterly and crop-specific climate covariates. After manual variable selection, the final 
panel used for modeling consisted of 14 soil and topography, nine climate, three landscape, one 
farm input, one temporal, and one spatial indicator (Table 1). This full set was used in all initial 
models, and then reduced for model parsimony. 
Table 1 
Model covariates 
Variable Units Description and measurement Variable name 
Farm inputs    
    Irrigation % ag acres Percentage of agricultural land in every county 
utilizing irrigation (includes all land irrigated by 
artificial/controlled means, including lagoon 
wastewater distributed by sprinkler or flood system); 
measured as the number of agricultural acres 
irrigated and standardized by the total number of 
agricultural acres operated, per county. When NASS 
data was unavailable, % ag acres irrigated backfilled 
using linear interpolation of MIrAD data. 
PERC_IRR 
Time & Space    
    Year  Year (2008-2018). YEAR 
    Farm Resource  
    Region 
Code Spatial indicator for region. Regions reflect 
geographic specialization of agricultural production 
as determined by the USDA ERS. 
FRR 
Land use    
    Total area  
    agricultural land 
square km Total land in a county dedicated to cropland; 
measured as total square kilometers cropland 
(includes crop failure, cultivated summer fallow, idle 
land, harvested cropland, and cropland used only for 
pasture). 
AG_SQKM 
    Total area  
    cultivated in corn 
square km Total land in a county cultivated in corn; measured as 
square kilometers cultivated in corn. 
CORN_SQKM 
Diversity    
    Shannon’s  




A measure of landscape diversity; measured as the 
proportional abundance of each land use category in 
a county and used as a relative index to compare 
across landscapes or the same landscape at different 
times. SDI increases as richness and evenness 
increase.  
SDI_CDL_AG 
Soil & Topography    
    Slope  Average county slope. SLOPE 
    Elevation m Average county elevation. ELEVATION 
    Topsoil gravel  
    content 
%vol. Volume percentage gravel (materials larger than 2 
mm). 
T_GRAVEL 
    Topsoil sand  
    fraction 
% wt. Percentage sand (particles ranging in diameter from 
0.0625 to 2 mm). 
T_SAND 
    Topsoil silt fraction % wt. Percentage silt (produced by mechanical weathering 
of rock as opposed to chemical weathering which 
produces clay; ranges in size from 0.002 to 
0.050/0.0625 mm). 
T_SILT 
    Topsoil reference  
    bulk  
    density 
kg/dm3 Property of particulate materials; the mass of many 
particles of the material / volume (space between 
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particles) they occupy. 
    Topsoil organic  
    carbon 
% weight Percentage of organic carbon; OC with pH is the best 
simple indicator of the health status of soils 
(moderate to high amounts of organic carbon are 
associated with fertile soils with good structure 
(codes 1-5, where 1 = very poor in organic carbon). 
T_OC 
    Subsoil pH (H2O) -log(H+) Soil reaction; a measure of the acidity alkalinity of 
the soil (5 classes with specific agronomic 
significance). 
S_PH_H2O 
    Topsoil cation  
    exchange capacity   
    (clay) 
Cmol/kg Cation exchange capacity of the clay fraction (classes 
1-4). 
T_CEC_CLAY 
    Topsoil cation  
    exchange capacity  
    (soil) 
Cmol/kg Cation exchange capacity (total nutrient fixing 
capacity of a soil; soil with low CEC have little 
resilience and cannot build up stores of nutrients); the 
clay content, OM content, and clay type determine 
the total nutrient storage capacity; values > 10 
cmol/kg are considered satisfactory for most crops 
(class 1-5). 
T_CEC_SOIL 
    Topsoil calcium  
    carbonate 
% weight Total lime content; calcium carbonate is the active 
ingredient in agricultural lime. Low levels enhance 
soil structure and are generally beneficial for crop 
production while higher concentrations may induce 
iron deficiency and limit the water storage capacity 
of soils. 
T_CACO3 
    Topsoil gypsum % weight Total calcium sulphate content; up to 2% favors plant 
growth, between 2 and 25% has little or no adverse 
effects and >25% can cause significant reduction in 
yields. 
T_CASO4 
    Topsoil sodicity  
    (ESP) 
% Exchangeable sodium percentage; indicates levels of 
sodium hazards in crops. 
T_ESP 
    Topsoil salinity  
    (Elco) 
dS/m Electrical conductivity; crops vary significantly in 
their resistance and response to salt in soils (levels 
indicate agronomic relevant limits). 
T_ECE 
Climate    
    Growing degree  
    days 
°C Cumulative seasonal exposure to temperatures 
beneficial to corn production (between 10 and 30°C). 
GDD 
    Total precipitation mm Cumulative seasonal precipitation in millimeters. TP 
    Mean diurnal range °C Mean of max temperature – minimum temperature BV2 
    Temperature  
    seasonality 
 Standard deviation*100 BV4 
    Mean temperature  
    of the wettest  
    quarter 
°C  BV8 
    Mean temperature  
    of  the driest  
    quarter 
°C  BV9 
    Precipitation  
    seasonality 
 Coefficient of variation BV15 
    Precipitation of  
    warmest quarter 
mm  BV18 
    Precipitation of      
    coldest quarter 
mm  BV19 
 
Model performance evaluation and comparison 
We use three metrics to evaluate and compare model performance: 1) root mean square 
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                                                             [1] 
 







                                                       [2] 
Where 𝑦𝑖  are the observations in the test data set and ?̂?𝑖  are the predictions. RMSE 
measures the deviations between the observed and predicted corn yields and Pseudo R2 measures 
the percent variance explained in corn yield. Additionally, all observed v. predicted values are 
plotted in a scatterplot with a 1:1 dashed line showing a perfect fit and a linear regression showing 
true fit, and are plotted in space-time to demonstrate spatial and temporal patterns in the errors. All 
performance metrics are assessed using the model predictions from the test dataset which were 
held-out from all training and used only for model validation. 
Results 
US corn yield predictions full panel 
RF successfully predicts US corn yields (µpanel = 142.1 bushels/acre or 9.56 tons/hectare, 
sd = 39.4 bushels/ acre or 2.65 tons/hectare) when compared against the test data that had been held 
out from the training model. RF predictions for the full panel dataset (2008-2018) are satisfactory 
with an RMSE of 16.9 bushels/acre (1.13 tons/hectare). For model parsimony, we reduced the 
number of variables (SI Table 1, highlighted in gray) based on variable importance (threshold 
included variables describing landscape, topographical, climate, diversity, irrigation, and three key 
soil variables: cation exchange capacity, pH, and organic carbon)  and built a reduced model (n = 
21 covariates, SI Figure 1 for correlation matrix) that performs near as well as the full model with 
an RMSE of 16.9 bushels/acre (1.14 tons/hectare). The reduced-panel-RF explained 81.6% of the 
variance in corn yield across the study period with relative agreement between predictions and 
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dataset are normally distributed with 60.5% of county’s average errors falling between -10 and 10 





Figure 3. Reduced-panel-RF model performance on test data. A) Average error in model 
predictions in bushels/acre observed across the panel dataset (2008-2018). Counties in which 
predicted yields were less (greater) than observed yields appear in shades of red (blue). The error 
is normally distributed about zero with 60.5% of average differences falling between -10 and 10 
bushels/acre.; B) Observed v. predicted plot for the full panel dataset (Pearson’s r = 0.91). The 
dashed line indicates a 1:1 relationship and the solid blue line shows the linear regression between 
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bu/acre (3.38 tons/acre) and pseudo R2 -0.63; needless to say, we do not have confidence in these 
results due to violations of key MLR assumptions: (1) collinearity, 2) constant variance, 3) linear 
relationship between predictors and response). Model errors are lowest in the Heartland and along 
its periphery, and highest along the fringes of corn production in the US (e.g., western Prairie 
Gateway, Northern Great Plains, and Southern Seaboard) (Figure 3A). 
Variable importance measures of the reduced-panel-RF model revealed that year was the 
most influential variable, followed by percent irrigated acres (PERC_IRR), area cultivated in corn  
 
Figure 4. Variable importance for the reduced-panel-RF model of corn yield. The 21 covariates 
appear on the y-axis and their contribution to node purity on the x-axis. Variables are listed in order 
or importance with the most important variable being year (YEAR) and least important being 
topsoil reference bulk density (T_REF_BULK_ DENSITY); see Table 1 for variable names, units, 
and descriptions. 
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warmest quarter (BV18), and mean diurnal range (BV2) (Figure 3). The remaining 16 climate, soil, 
land use, and topographic variables are ranked lower in their relative importance. 
US corn yield predictions by year 
After collapsing our model to understand which variables were most important across time 
and space, we expanded our analyses to accommodate for two of the highest ranked variables: first, 
by running separate RFs by year (time), and second, by running separate RFs by FRR (space). RF 
models for individual years (see SI Table 3 for descriptive statistics on our test set), using the same 
reduced variable set (SI Table 1, highlighted in gray), perform near as satisfactorily as the reduced-
panel-RF, explaining anywhere from 68.0 to 81.1% of corn yield variation each year (Table 2). The 
RMSE of the models ranged from 14.8 bu/acre (0.99 tons/hectare) in 2009 to 20.7 bu/acre (1.39 
tons/hectare) in 2018 (Table 2). There was decent agreement between predictions and observations 
in the test data across the study period (Pearson’s r = 0.89) (Figure 5B). Average errors across the  
Table 2  





2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 
RMSE 
(bushels/acre) 
18.8 14.8 17.0 20.1 19.6 18.0 18.4 19.0 19.2 17.6 20.7 
RMSE 
(tons/hectare) 
1.26 0.99 1.14 1.35 1.32 1.21 1.24 1.28 1.29 1.19 1.39 
Pseudo R2 0.751 .811 .770 0.725 0.795 0.680 0.698 0.721 0.722 0.741 0.739 
 
panel dataset are normally distributed (SI Figure 4) with 55% of county’s average errors falling 
between -10 and 10 bushels/acre (Figure 5). Average model errors across the year-by-year model 
exhibit a spatial pattern similar to the reduced-panel-RF where the lowest errors occur in counties 
within the Heartland, along its immediate periphery, and also in the Mississippi Portal while 
counties with the greatest errors lie within the Prairie Gateway, Northern Great Plains, Southern 











Figure 5. Reduced-panel-RF individual years average model performance on test data. A) Average 
error in model predictions in bushels/acre observed across the panel dataset (2008-2018). Counties 
in which predicted yields were less (greater) than observed yields appear in shades of red (blue). 
The error is normally distributed about zero with 55% of average differences falling between -10 
and 10 bushels/acre.; B) Observed v. predicted plot for the full panel dataset based on the individual 
years models (Pearson’s r = 0.89).  The dashed line indicates a 1:1 relationship and the solid blue 
line shows the linear regression between the observed and predicted yields. 
Though the relative importance of key variables varies across models, measures of variable 
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importance of percent irrigated acres (PERC_IRR) is much greater than in others (e.g., 2012 v. 
2009).  Percent irrigated acres remains, however, one of the top six most important variables across 
all models. The same is true for area cultivated in corn (CORN_SQKM), Farm Resource Region 
(FRR), growing degree days (GDD), and Shannon’s Diversity Index (SDI_CDL_AG). Variables  
 
Figure 6. Relative variable importance for each reduced-panel-RF-year model of corn yield. The 
21 covariates appear on the x-axis and the model year and pseudo R2, or percent variance explained, 
appears on the y-axis. Bubbles are proportional to the relative importance of each variable to 
individual models; larger bubbles indicate that a particular variable contributed more to increased 
node purity. See Table 1 for variable names, units, and descriptions. 
that contribute less to model performance do remain consistent across models. These “least” 
important variables consistently include mean county slope (SLOPE) and mean county topsoil 
reference bulk density (T_REF_BULK_DENSITY) (Figure 6).  
US corn yield predictions by farm resource region 




   
57 
using the same reduced variable set (SI Table 1, highlighted in gray), perform near as satisfactorily 
as the reduced-panel-RF in some FRRs and much worse in others. For example, in the Heartland 
and Prairie Gateway FRRs, RF explains 86.3 and 85.9% of corn yield variation, respectively (Table 
3). In the Eastern Uplands, Northern Crescent and Southern Seaboard, however, RF explains 
between 65.8 and 70.5% of corn yield variation; and in the Basin & Range FRR, the RF performs 
so poorly that we would have been better off estimating each county-year yield as the grand mean 
of the sample (Pseudo R2 = -0.308) (Table 3). The RMSE of the models ranges from 13.0 bu/acre 
(0.87 tons/hectare) in the Heartland to 37.7 bu/acre (2.54 tons/hectare) in the Basin & Range (Table 
3). Thus, the predictive capability of the RF models certainly depends on FRR; this is unlike our 
year-by-year RFs, which perform relatively the same across years (Table 2). There was a decent  
Table 3  


































37.7 19.5 24.1 13.0 14.5 15.0 16.5 17.6 22.4 
RMSE (tons/ 
hectare) 
2.54 1.31 1.62 0.87 0.98 1.01 1.11 1.18 1.50 
Pseudo R2 -0.308 0.668 0.801 0.863 0.787 0.658 0.790 0.859 0.705 
 
agreement between predictions and observations in the test data across the study period (Pearson’s 
r = 0.91) (Figure 7B). Average errors across the panel dataset are normally distributed (SI Figure 
6) (except in the Basin & Range) with 60.0% of the county’s average errors falling between -10 
and 10 bushels/acre (Figure 7). Average model errors are lowest in the Heartland and along its 
periphery and in the Mississippi Portal (Figure 7A). They are highest along the fringes of corn 
production in the US, especially in the northeastern Northern Crescent, the Southern Seaboard, and 
across the Fruitful Rim (Figure 7A) with significant model error differences in time (SI Figure 5A-
K). 










Figure 7. Reduced-panel-RF FRRs’ average model performance on test data. A) Average error in 
model predictions in bushels/acre observed across the panel dataset (2008-2018). Counties in which 
predicted yields were less (greater) than observed yields appear in shades of red (blue). The error 
is normally distributed about zero with 60.0% of average differences falling between -10 and 10 
bushels/acre.; B) Observed v. predicted plot for the full panel dataset based on the individual FRRs 
models (Pearson’s r = 0.91).  The dashed line indicates a 1:1 relationship and the solid blue line 
shows the linear regression between the observed and predicted yields. 
 
importance rank vary across models (Figure 8). For instance, in a region like the Eastern Uplands,  
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acres (PERC_IRR) is negligent, while in the Prairie Gateway and Northern Great Plains, regions 
with a much greater reliance on irrigation, percent irrigated acres is the most important variable. 
Similarly, subsoil pH (S_PH_H2O) ranks as the 4th most important variable in the Northern 
Crescent, but as the least important variable in the Heartland (Figure 8).  Two of the few exceptions 
to this relative importance and rank rule are year (YEAR) and precipitation of the warmest quarter 
(BV_18); year remains in the top 5 most important variables across all FRRs, while precipitation 
of the warmest quarter remains in the top 5 in all but three FRRs. 
 
Figure 8. Relative variable importance for each reduced-panel-RF-year model of corn yield. The 
21 covariates appear on the x-axis and the model year and Pseudo R2, or percent variance explained, 
appears on the y-axis. Bubbles are proportional to the relative importance of each variable to 
individual models; larger bubbles indicate that a particular variable contributed more to increased 
node purity. See Table 1 for variable names, units, and descriptions. 
Discussion 
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space and through time. RF far outperforms our benchmark MLR model in predicting corn yields. 
However, our data violates key assumptions of MLR; as such, we do not have much confidence in 
these results (SI Table 2). Our full panel RF has an RMSE of 16.9 bushels/acre (1.14 tons/hectare), 
which is comparable to model performance in Jeong et al. (2016) which made RF predictions on 
30 year US corn yields with an RMSE of 1.13 tons/hectare.  
The first major finding is the persistent importance of temporal (YEAR) and spatial (FRR 
and AG_SQKM) features to model performance and predictive capabilities in the RFs tested. 
Across all models that included YEAR as a predictor, it remains consistently in the top five most 
important variables for prediction. We can think of YEAR as soaking up major changes in 
technology, markets, management, and policies that affect corn production across the US. Recent 
work suggests that there are significant, positive, and increasing effects of time on corn yields in 
the coterminous US; effects that are comparable in magnitude to seasonal weather effects 
(Burchfield & Nelson, 2020, under review). We see similar patterns suggested in our partial 
dependence plot on YEAR, suggesting that yield growth in corn is indeed time dependent. 
Similarly, FRR is consistently important across all models. Counties within each FRR have 
different inherent biophysical suitability to growing corn, with some FRRs (e.g., Heartland, 
Mississippi) having higher regional yields than others (e.g., Northern Great Plains). Interestingly, 
when FRR and YEAR are removed, model RMSE increases to 19.0 bu/acre (1.28 tons/hectare) and 
percent variance explained to 76.6% and irrigation, area cultivated in corn, mean diurnal range, 
precipitation of the warmest quarter, growing degree days, and SDI take on the bulk of variable 
importance (SI Figure 2). In addition to where corn is cultivated, the amount cultivated on a 
landscape, CORN_SQKM, proves important across models and in most FRRs. The partial 
dependence plots suggest that there is a saturating response of yield to increased area cultivated in 
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Figure 9. Bivariate choropleth constructed by binning county-level average corn yield 
(bushels/acre) and percent acres cultivated in corn on agricultural lands into thirds; each tercile is 
then paired and binned into distinct categories. Yellow indicates counties with high average corn 
yields and an agricultural landscape dominated by corn production, while purple indicates counties 
with low average yields and a low percentage of agricultural acres in corn. Gray counties indicate 
missing data.  
exploration considering the dominance of corn on many agricultural landscapes (Figure 9) in the 
US and the environmental externalities associated with simplified production (Kremen & Miles, 
2012). 
The second major finding is that the dominance of irrigated acreage on county agricultural 
lands contributes heavily to RF performance in models including all FRRs (Figures 4 & Figure 6) 
but contributes variably in FRR-by-FRR RFs (Figure 8). Irrigation technologies transformed many 
agricultural systems in the US, allowing them to achieve higher yields than could be supported by 
the bioclimate and environment alone. This is true historically in the arid West and increasingly in 
the humid East, where farmers are capitalizing on irrigation technologies to ensure yields in harsh 
and changing climates (Troy, Kipgen, & Pal, 2015). We see these patterns reflected in our FRR-
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Seaboard, Prairie Gateway, and Northern Great Plains regions, and remains highly important in the 
Mississippi Portal and Fruitful Rim, all areas characterized by high or growing proportions of 
irrigated agricultural lands (SI Figure 7). Unsurprisingly, as irrigated acreage is increasing (growing  
 
Figure 10. Partial dependence plots for consistently important variables. Partial dependence is the 
dependence of the outcome on one predictor after averaging out the effects of all other predictors 
in the model (Cutler et al., 2007). Partial dependence plots graphically characterize the relationship 
between an individual predictor (standardized, here) and the predicted values of yield.  
in 59% of 1153 counties between 2008 and 2018 across our panel dataset), irrigation withdrawals 
for agriculture are exceeding sustainable limits, depleting ground-water resources, reducing annual 
river discharge, and degrading ecosystem services to agriculture (Perrone & Jasechko, 2019; Smidt, 
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continue to play a role in ensuring high levels of productivity in the future. The partial dependence 
plots from the reduced-panel-RF also suggest that the increasing dominance of irrigation is 
associated with diminishing corn productivity after about 35% of a county’s agricultural lands are 
irrigated (Figure 10; SI Figure 9D). At the same time, counties that are more difficult to predict 
(with errors > |10| bu/acre) tend to have a slightly greater irrigated presence on their agricultural 
lands (e.g., counties above the Ogallala Aquifer) (SI Figure 8); these findings warrant further 
exploration at sub-county scales and present interesting challenges to predicting yields into the 
future (i.e., how to accurately forecast future irrigation through space-time). Due to data limitations, 
we were unable to include additional farm management indicators and recognize this as a distinct 
shortcoming of our analysis considering the importance of these strategies to agricultural 
productivity (Hatfield & Walthall, 2015). In the future, building data that measure farmer 
management strategies (e.g., fertilizer application, tillage, genomic choice) at the county-level will 
be essential to more accurately modeling agricultural yield.  
The third major finding, though unsurprising, is the importance of seasonal climate and 
bioclimatic indicators to yield prediction. Mean diurnal range (BV2), precipitation of the warmest 
quarter (BV18), and growing degree days (GDD) are consistently important predictors across RF 
models. The importance of climate and seasonal weather to agricultural yield is undeniable; in fact, 
current research finds that seasonal weather variability may explain up to 60% of yield variability 
in corn (Ray, Gerber, Macdonald, & West, 2015) and up to 70% in agricultural production more 
broadly (Liang et al., 2017). The reliance of the agricultural sector on historically predictable 
climate is concerning considering the projected negative and uncertain effects of climate change 
and variability on US agriculture. Some projections suggest that US maize yields could decline by 
between 43% and 79% (depending on warming scenario) by the end of the century (Schlenker & 
Roberts, 2009). This would fundamentally alter the provisioning of food in the US and highlights 
the need to understand and predict the impacts of climate and weather events on yield. Our results 
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relationships between weather and yield (Auffhammer & Schlenker, 2014). For instance, according 
to our partial dependence plots, yield increases up to a threshold of about 1800 GDDs and mean 
diurnal range of about 11°C and then yield decreases precipitously (Figure 10; SI Figures 9C & 
9F). In contrast is the relationship between yield and precipitation of the warmest quarter where 
yield decreases up to 100 mm, increases to about 400 mm, and then stagnates as precipitation 
increases (Figure 10; SI Figure 9A). These highly nonlinear relationships make clear why exploring 
models beyond traditional linear, parametric methods is key to understanding these complex 
relationships. These nonlinearities, in addition to the inherent spatial structure of seasonal weather 
and bioclimatic indicators ignored in RF, again reinforce the need for alternatives to traditional 
MLR in agricultural yield modeling. 
The fourth major finding is the importance of agricultural diversity, measured by 
Shannon’s Diversity Index (SDI_CDL_AG), in predicting agricultural yields. Since the 1970s, the 
diversity of crops cultivated in the coterminous US has decreased substantially; many regions with 
the highest corn productivity (e.g. the Heartland), maintain some of the least crop species diversity 
(Figure 9), a byproduct of agricultural specialization (Spangler, Burchfield, and Schumacher, 
2020). Though crop and landscape diversity have been linked with enhanced ecosystem services to 
agriculture (Tscharntke et al., 2005; McDaniel, Tiemann, & Grandy, 2014; Landis, 2017), the 
challenges and barriers to implementing new management strategies along with the disincentives 
to diversifying by way of the US agricultural policy structure, perpetuate a simplified agricultural 
landscape (Spangler, Burchfield, and Schumacher, 2020). Interestingly, recent research suggests 
that increasing crop species diversity at the landscape scale may have significant benefits to corn 
yield (Burchfield, Nelson, & Spangler, 2019), and therefore, significant benefits to farmer 
livelihoods. We see a different trend reflected in our partial dependence plots of SDI on yield 
(Figure 10; SI Figure 9E), where yield remains constant until SDI reaches about 0.8, at which point 
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The fifth and final major finding is the lesser importance of soil properties to our models. 
We know that agricultural productivity and the natural suitability of land for different agricultural 
uses is in great part determined by soil suitability and local topography (Zabel, Putzenlechner, & 
Mauser, 2014). For example, Kravchenko and Bullock (2000) determine that soil properties (e.g., 
cation exchange capacity, organic matter content) explain approximately 30%, and soil topography 
(e.g., elevation, slope) approximately 20%, of yield variability in sampled Illinois and Indiana corn 
and soybean fields. At the same time, Jiang & Thelen (2004) suggest that studies which account 
for important soil properties, soil topography, and estimates of plant available water (e.g., pre-
season precipitation), will better estimate variability in agricultural yields. We suspect that the 
disconnect between our ecological knowledge of soil importance to agricultural yield and what we 
see resulting from our RFs, is possibly the coarse measurement of HWSD 1-kilometer gridded data 
to average county-level data. To ensure scale matching, we had to coarsen our fine-resolution data 
to the county-scale. In doing this, we lose all information about sub-county variability in space, and 
due to the nature of HWSD, all variation in time. We suggest engaging in and funding further fine-
scale studies with gridded plot-level data to build higher resolution understanding of agricultural 
yield dynamics in RF. 
Conclusion 
The purpose of this study was to evaluate the spatiotemporal efficacy of RF in predicting 
corn yields. Results suggest that RF predicts US corn yields well across space and time. Results 
also point to the importance of space and time in corn yield prediction, and the highly nonlinear 
response of corn yield to important covariates, including irrigation, climate, and agricultural 
diversity. These results demonstrate the efficacy and predictive capacity of RF regression to model 
complex corn yield responses to biophysical and landscape conditions. 
RF and other machine learning techniques have many advantages compared to traditional 
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variables of different types. Though the literature is growing, ML techniques remain relatively 
novel in the field of crop yield modeling; their superior performance in predicting agricultural 
yields suggests that their use warrants further exploration. Of course, our ability to interpret the 
effects of particular model features on corn yield is limited in RF, and the explicit inclusion of time 
or space effects or accounting for spatial or temporal autocorrelation is impossible. Instead, RF 
characterizes the structure of the complex data we feed it and exploits knowledge it gains about 
that structure to make highly accurate predictions. These traits of RF, and ML techniques more 
broadly, point to the power of building an ensemble of models each with their own strengths and 
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CHAPTER 4 
SUMMARY AND CONCLUSIONS 
 
We can think of the future of US agriculture depending on the evolution of a few key 
pieces: 1) the changing climate; 2) the relationship between yields and the environment; 3) on-farm 
management and adaptations by growers; 4) the ecosystems that support agriculture; 5) the political 
and economic incentives that shape what farmers grow and how they grow it, and 6) the technology 
(including genomics) developed to improve yields as the environment continues to shift and 
change. The purpose of this study was to address point 2) and point 3)— the relationship between 
crop yields and the environment and water use management in irrigated agriculture. We explored 
these in the context of environmental change through time and across space, identifying trends, 
relationships, and directions for future research.  
Though disclosure review prevented us from presenting any results from our analyses with 
FRIS/IWMS operator-level data in chapter 2, we did produce a practitioners’ guide to working with 
secure USDA-NASS datasets. Our guide contains the following sections: 1) building matching data 
across FRIS/IWMS years, a how-to on matching disparate data structures across the FRIS/IWMS; 
2) building ‘tidy’ data, a guide to Hadley Wickham’s data tidying technique inside the NORC; 3) 
the purpose, importance, and use of ‘statewij’, a framework for thinking about weighting record-
level data to satisfy NASS requirements; and 4) crafting functions to organize analyses and 
efficiently build visualizations, our vision for streamlining processing of FRIS/IWMS data. We 
believe these four tips may alleviate future users’ frustrations in cleaning the data, correcting for 
mismatches between survey years, and building data outputs that will be approved by NASS. We 
hope that this guide will help users discover new insights without the frustrations of cleaning the 
data, correcting for mismatches between survey years, or building data outputs that will actually be 
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Our study regarding the relationship between crop yield and the environment, chapter 3, 
contributed to current literature in agricultural yield modeling by examining the spatiotemporal 
efficacy of Random Forest in predicting corn yields in the coterminous US. Our results indicated 
that RF predicts US corn yields well across space and time (reduced-panel-RF RMSE = 16.9 
bushels/acre or 1.14 tons/hectare), and point to the importance of space and time in corn yield 
prediction, and the highly nonlinear response of corn yield to irrigation, climate, and agricultural 
diversity covariates. Though our results demonstrated the efficacy and predictive capacity of RF 
regression to model complex corn yield responses to biophysical and landscape conditions, RFs 
explicit exclusion of time and space effects, point to the power of building an ensemble of models, 




APPENDIX A  
SUPPLEMENTARY INFORMATION 
 
SI Table 1. Initial model covariates (variables retained after variable selection in grey) 
Response: 
Variable Units Description and measurement Variable name 
    Corn yield bushels/ acre Average corn yield harvested per acre; measured as bushels 




Variable Units Description and measurement Variable name 
Farm inputs    
    Irrigation % ag acres Percentage of agricultural land in every county utilizing 
irrigation (includes all land irrigated by 
artificial/controlled means, including lagoon wastewater 
distributed by sprinkler or flood system); measured as the 
number of agricultural acres irrigated and standardized 
by the total number of agricultural acres operated, per 
county. When NASS data was unavailable, % ag acres 
irrigated backfilled using linear interpolation of MIrAD 
data. 
PERC_IRR 
Temporal    
    Year  Year (2008-2018). YEAR 
Land use    
    Total area agricultural      
    land 
square km Total land in a county dedicated to cropland; measured 
as total square kilometers cropland (includes crop failure, 
cultivated summer fallow, idle land, harvested cropland, 
and cropland used only for pasture). 
AG_SQKM 
    Total area cultivated  
    in corn 
square km Total land in a county cultivated in corn; measured as 
square kilometers cultivated in corn. 
CORN_SQKM 
    Farm Resource  
    Region 
Code Spatial indicator for region. Regions reflect geographic 
specialization of agricultural production as determined 
by the USDA ERS. 
FRR 
Diversity    
    Shannon’s Diversity  
    Index 
≥ 0, without 
limit 
A measure of landscape diversity; measured as the 
proportional abundance of each land use category in a 
county and used as a relative index to compare across 
landscapes or the same landscape at different times. 
SDI increases as richness and evenness increase.  
SDI_CDL_AG 
Soil    
    Slope  Average county slope. SLOPE 
    Elevation m Average county elevation. ELEVATION 
    Topsoil Texture Code Topsoil textural class for 0-30 cm (course textured, 
medium textured, fine textured). 
T_TEXTURE 
    Reference Soil Depth Code Reference depth of the soil unit. REF_DEPTH 
    Drainage class Code  DRAINAGE 
    AWC Range Code Available water storage capacity in mm/m (classes 1-7, 
where 1= 150 mm/m, 2= 125 mm/m, 3 = 100 mm/m,…, 
and 7 = 0 mm/m). 
AWC_CLASS 
    PHASE1 Code Codes 1-30. PHASE1 
    Additional properties  Code Properties inherent to the soil unit that are relevant for 
agricultural use (0 = none, 1 = petric, 2 = gelic, 4 = vertic). 
ADD_PROP 
    Topsoil gravel  
    content 
%vol. Volume percentage gravel (materials larger than 2 mm). T_GRAVEL 
    Topsoil sand fraction % wt. Percentage sand (particles ranging in diameter from 
0.0625 to 2 mm). 
T_SAND 
    Topsoil silt fraction % wt. Percentage silt (produced by mechanical weathering of 
rock as opposed to chemical weathering which produces 
clay; ranges in size from 0.002 to 0.050/0.0625 mm). 
T_SILT 
    Topsoil clay fraction % wt. Percentage clay (diameter less than 0.002 mm; composed 
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hardens when heated; hydrated silicates or aluminum). 
    Topsoil USDA  
    texture class 
Name USDA texture class; soil property used to describe the 
relative proportion of different grain sizes of mineral 
particles in a soil (codes 1 - 13). 
T_USDA_TEX_CLASS 
    Topsoil reference  
    bulk density 
Kg/dm3 Property of particulate materials; the mass of many 
particles of the material / volume (space between particles 
and the space inside of pores of individual particles) they 
occupy. 
T_REF_BULK_DENSITY 
    Topsoil organic  
    carbon 
% weight Percentage of organic carbon; OC with pH is the best 
simple indicator of the health status of soils (moderate to 
high amounts of organic carbon are associated with fertile 
soils with good structure (codes 1-5, where 1 = very poor 
in organic carbon). 
T_OC 
    Top/subpsoil pH  
    (H2O) 
-log(H+) Soil reaction; a measure of the acidity alkalinity of the soil 
(5 classes with specific agronomic significance). 
T/S_PH_H2O 
    Topsoil CEC (clay) Cmol/kg Cation exchange capacity of the clay fraction (classes 1-
4). 
T_CEC_CLAY 
    Topsoil CEC (soil) Cmol/kg Cation exchange capacity (total nutrient fixing capacity of 
a soil; soil with low CEC have little resilience and cannot 
build up stores of nutrients); the clay content, OM content, 
and clay type determine the total nutrient storage capacity; 
values > 10 cmol/kg are considered satisfactory for most 
crops (class 1-5). 
T_CEC_SOIL 
    Topsoil base  
    saturation 
% Measure the sum of exchangeable cations (nutrients) Na, 
Ca, Mg, and K as a percentage of the overall exchange 
capacity of the soil. 
T_BS 
    Topsoil TEB Cmol/kg Total exchangeable bases; the sum of exchangeable 
cations in a soil: sodium (Na), calcium (Ca), magnesium 
(Mg), and potassium (K). 
T_TEB 
    Topsoil calcium  
    carbonate 
% weight Total lime content; calcium carbonate is the active 
ingredient in agricultural lime. Low levels enhance soil 
structure and are generally beneficial for crop production 
while higher concentrations may induce iron deficiency 
and limit the water storage capacity of soils. 
T_CACO3 
    Topsoil gypsum % weight Total calcium sulphate content; up to 2% favors plant 
growth, between 2 and 25% has little or no adverse effects 
and >25% can cause significant reduction in yields. 
T_CASO4 
    Topsoil sodicity  
    (ESP) 
% Exchangeable sodium percentage; indicates levels of 
sodium hazards in crops. 
T_ESP 
    Topsoil salinity  
    (Elco) 
dS/m Electrical conductivity; crops vary significantly in their 
resistance and response to salt in soils (levels indicate 
agronomic relevant limits). 
T_ECE 
Climate    
    Growing degree days °C Cumulative seasonal exposure to temperatures beneficial 
to corn production (between 10 and 30°C). 
GDD 
    Total precipitation mm Cumulative seasonal precipitation in millimeters. TP 
    Mean annual  
    temperature 
°C  BV1 
    Mean diurnal range °C Mean of max temperature – minimum temperature BV2 
    Isothermality  (BV2/BV7)*100 BV3 
    Temperature  
    seasonality 
 Standard deviation*100 BV4 
    Max temperature of  
    warmest month 
°C  BV5 
    Min temperature of  
    coldest month 
°C  BV6 
    Temperature annual  
    range 
°C (BV5-BV6) BV7 
    Mean temperature of  
    the wettest quarter 
°C  BV8 
    Mean temperature of  
    the driest quarter 
°C  BV9 
    Mean temperature of  
    the warmest quarter 
°C  BV10 
    Mean temperature of  
    the coldest quarter 
°C  BV11 
    Total (annual)  
    precipitation 
mm  BV12 
    Precipitation of     
    wettest month 
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    Precipitation of driest  
    month 
mm  BV14 
    Precipitation  
    seasonality 
 Coefficient of variation BV15 
    Precipitation of  
    wettest quarter 
mm  BV16 
    Precipitation of driest  
    quarter 
mm  BV17 
    Precipitation of  
    warmest quarter 
mm  BV18 
    Precipitation of  
    coldest quarter 
mm  BV19 
 
SI Table 2. MLR results  
Model RMSE Pseudo/Adjusted R2 
Resubstitution Error (training set) ---  0.54 
Cross-validated Error (test set) 50.2 -0.63 
 





2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 
Mean yield 
(bu/acre) 
130.5 146.4 131.5 125.3 112.5 149.5 154.1 150.1 154.3 160.5 157.0 
Median yield 
(bu/acre) 
135.0 152.0 139.0 129.3 112.8 154.5 159.0 155.1 155.9 165.9 164.1 
SD yield (bu/ 
acre) 
37.6 34.0 35.4 38.3 43.3 31.8 33.5 36.0 36.4 34.7 40.4 
 



































131.6 131.8 133.7 162.9 152.1 141.6 124.3 128.0 126.5 
Median yield 
(bu/acre) 
139.0 136.4 125.0 168.0 157.1 142.2 123.1 130.4 128.3 
SD yield 
(bu/acre) 
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SI Figure 1. Correlation matrix for continuous predictors and corn yield in reduced-panel-RF (see 
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SI Figure 3. Reduced-panel-RF individual years model performance on test data. Average error in 
model predictions in bushels/acre observed in individual years across the panel dataset. Counties 
in which predicted yields were less (greater) than observed yields appear in shades of red (blue). 
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SI Figure 5. Reduced-panel-RF individual FRRs model performance on test data. Average error in 
model predictions in bushels/acre observed in individual years across the panel dataset. Counties 
in which predicted yields were less (greater) than observed yields appear in shades of red (blue). 


























































































SI Figure 7. Percent irrigated acreage on agricultural lands in dataset (average recorded between 
2008 and 2018) 
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SI Figure 9. Partial dependence plots of important variables from RF (raw data, not standardized); 
A) Partial dependence on precipitation of the warmest quarter (BV18); B) Partial dependence on 
area cultivated in corn (CORN_SQKM); C) Partial dependence on growing degree days (GDD); 
D) Partial dependence on irrigation (PERC_IRR); E) Partial dependence on Shannon’s Diversity 
Index (SDI_CDL_AG); F) Partial dependence on mean diurnal range (BV2). 
 
A)   B) 
  
C)   D) 
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