We present observable lower and upper bounds for the entanglement of formation (EOF) and quantum discord (QD), which facilitates estimates of EOF and QD for arbitrary experimental unknown states in finitedimensional bipartite systems. These bounds can be easily obtained by a few experimental measurements on a twofold copy ̺ ⊗ ̺ of the mixed states. Based on our results, we use the experimental measurement data of the real experiment given by Schmid et al. [Phys. Rev. Lett. 101, 260505 (2008)] to obtain the lower and upper bounds of EOF and QD for the experimental unknown state.
I. INTRODUCTION
In recent years it has become more and more clear that quantum correlations, including quantum entanglement and quantum discord, are basic resources in quantum-information processing [1] . Therefore, the quantification of quantum correlations becomes fundamental problems in quantum information theory. However, quantum correlations are not yet fully understood. One of the most important entanglement measures is the entanglement of formation (EOF) [2] . For pure state |ϕ , it is defined by E F (|ϕ ) = S V (̺ A ), where S V (̺) = −Tr(̺ log 2 ̺) is the von Neumann entropy and ̺ A ≡ Tr B (|ϕ ϕ|) is the reduced density matrix of subsystem A. For mixed state ̺, the EOF is defined by the convex roof,
where the minimum is taken over all possible ensemble realizations ̺ = i p i |ϕ i ϕ i | with p i ≥ 0 and i p i = 1. The quantum discord (QD) provides a measure for the quantum correlation beyond entanglement [3, 4] . It is believed that in certain quantum computing tasks there are still quantum advantages in the absence of entanglement. One typical example is the deterministic quantum computation with one qubit [5] in which the QD is proposed to be the reason for the quantum speedup [6] . Therefore, the QD has attracted much interest in quantum information theory [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] . The QD is defined to be [3, 4] ,
where we perform the positive operator-valued measures (POVMs) {E k } on subsystem A and p k = Tr(E k ⊗ ½̺), ̺ B|k = Tr A (E k ⊗ ½̺)/p k . The minimum in Eq. (2) can also be taken over all the von Neumann measurements [3] , and these two definitions coincide in the case of zero quantum discord.
where E F (̺ BC ) is the EOF of ̺ BC and ̺ BC = Tr A (|ψ ψ| ABC ) with |ψ ABC being a purification of ̺ AB . Although both the EOF and QD were introduced many years ago, they are notoriously difficult to compute because of the minimization. Until now, only a few analytical results for the EOF and QD have been carried out, such as EOF of two-qubit states [27, 28] , isotropic states [29] , Werner states [30] , and QD of two-qubit Bell diagonal states [31] , rank-2 two-qubit states [32] and gaussian states [33] . In order to estimate entanglement and QD, several lower and upper bounds of entanglement measures and QD have been proposed [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] . However, there are only a few bounds for EOF and still no general results of lower and upper bounds of QD for arbitrary finite-dimensional bipartite states. Therefore, general results of analytical lower and upper bounds for the EOF and QD are imminently needed.
In this paper, we present observable lower and upper bounds for EOF and QD, which can allow estimates of EOF and QD for arbitrary experimental unknown states in finitedimensional bipartite systems. These bounds can be easily obtained by a few experimental measurements on a twofold copy ̺ ⊗ ̺ of the mixed states. Based on our results we use the experimental measurement data of the real experiment given in Ref. [37] to obtain the lower and upper bounds of EOF and QD for the experiment unknown state.
where µ i are eigenvalues of ̺ and µ is the Schmidt vector {µ 1 , µ 2 , · · · , µ d }. The linear entropy, based on the purity of a quantum state, can be defined as
where for simplicity we have added a coefficient "2". The lower and upper bounds of squared concurrence for arbitrary finite-dimensional bipartite states introduced in Refs. [38, 39] ,
where
+ ) being the projector on the antisymmetric (symmetric) subspace of the two copies of the ith subsystem. It is worth noting that the lower and upper bounds can be expressed as follows,
Based on these bounds of the squared concurrence, we shall provide bounds for the EOF. For simplicity, we use the two denotations co(g) and ca(g). Here co(g) denotes the convex hull of the function g, which is the largest convex function that is bounded above by the given function g. Conversely, ca(g) denotes the smallest concave function that is bounded below by the given function g. The two denotations have been used to obtain explicit expressions and bounds for the EOF [29, [40] [41] [42] .
with H 2 (x) = −x log 2 x − (1 − x) log 2 (1 − x) being the standard binary entropy function, k = ⌊2/(2−λ 2 )⌋ where ⌊·⌋ denotes the floor function, λ ∈ [0,
Proof.-We first find the minimal admissible H( µ) for a given λ = 2(1 − i µ 2 i ), and the maximal admissible H( µ)
As shown in Appendix, the minimal H( µ) versus λ consists of d − 1 segments and the kth segment corresponds to µ in the form {t, · · · , t, 1 − kt, 0, · · · , 0} for t ∈ [1/(k + 1), 1/k], and the maximal H( µ) versus τ corresponds to µ in the form {t,
. Therefore, one can obtain Eqs. (9) and (11) . Suppose that we have already found an optimal decomposition j p j |ψ j ψ j | for ̺ to achieve the infimum of
is a monotonously increasing convex function and satisfies
where we have used j p j λ j ≥ Λ 5 which has been proved in Ref. [38] . Meanwhile, since ca[
is a monotonously increasing concave function and satisfies ca[F (d)
for a given τ, one thus has
where we have used j p j τ j ≤ Λ 6 which has been proved in Ref. [39] . Remark 1. Actually, Ref. [42] has got a similar result, which is equivalent to co[F (n)
] in the following, and our analytical results are different from the results shown in [42] .
Remark 2. The above theorem provides explicit lower and upper bounds of the EOF. Since Λ 5 , Λ 6 (as well as Λ 1 , · · · , Λ 4 shown in the next section) can be directly measured in experiments using two copies of the state, one can easily obtain the lower and upper bounds of the EOF without quantum state tomography.
As introduced above, co(g) is the largest convex function that is bounded above by the given function g, and ca(g) denotes the smallest concave function that is bounded below by the given function g. From Eq. (9) one can obtain the explicit expression of co[R 
III. OBSERVABLE LOWER AND UPPER BOUNDS FOR QUANTUM DISCORD
Actually, from the proof of Theorem 1, we can also obtain the lower and upper bounds for QD.
Theorem 2.-For any m ⊗ n quantum state ̺, the quantum discord satisfies
2 )} and
. Consider the following function,
As shown in Appendix, the maximal H( µ) versus λ corresponds to µ in the form {t,
. Therefore, one can obtain Eq. (20) . In order to find the lower bound of the minimization term in D A (̺ AB ), we use the Koashi-Winter relation Eq. (3). Suppose that we have already found an optimal decomposition
] is a monotonously increasing convex function and satisfies
where we have used j p j λ j ≥ Λ 3 which has been proved in Ref. [38] . Moreover, from the definitions in Eqs. (13) and (22), we can obtain that
which together with Eq. (23) gives exactly Eq. (19) .
In the following, we shall also present an explicit upper bound for the QD, which is observable as well as the lower bound shown in Theorem 2.
Theorem 3.-For any m ⊗ n quantum state ̺, the quantum discord satisfies
where we have used j p j τ j ≤ Λ 4 which has been proved in Ref. [39] . Moreover, from the definitions in Eqs. (13) and (22), we can obtain that
which together with Eq. (27) gives exactly Eq. (26) . Remark 3. The lower and upper bounds of QD are also valid for the minimum in Eq. (2) being taken over all the von Neumann measurements, since the QD using POVMs is always smaller than or equal to the one using von Neumann measurements, and j p j τ j ≤ Λ 4 used in Eq. (27) still holds for the case using von Neumann measurements.
IV. EXAMPLES
In this section, we will present several examples using our lower and upper bounds of the EOF and QD.
Example 1.-Considering pure states in 2 ⊗ n systems, one can observe that our lower and upper bounds of EOF and QD coincide. Because for these pure states we have it can be directly obtained that
Therefore, for the pure sates in 2 ⊗ n systems the EOF and QD can be directly measured using our lower and upper bounds. Example 2.-Let us simulate the lower and upper bounds of the EOF and QD for mixed random states of (2 ⊗ 4)-dimensional systems. The mixed random states are generated with different degrees of mixing. Using our theorems, the upper bounds versus the lower bounds of EOF and QD are depicted in Fig. 1 and Fig. 2 , respectively. For weakly mixed states, the lower and upper bounds provide an excellent estimation of EOF and QD; for strongly mixed states, the bounds also provide a region for EOF and QD.
Example 3.-Using the experimental measurement data of the real experiment shown in Ref. [37] , one can obtain the lower and upper bounds of the EOF and QD for this experimental unknown two-qubit state ̺ exp . Ref. [37] has obtained the following measurement results,
− , ℘ −+ and ℘ +− being defined similarly. Using Eqs. (7) and (34) , one can calculate that Although the upper bound in Eq. (37) gives an invalid bound [44] , the lower bound provides an efficient lower bound of QD for the experiment unknown state. The reason for the invalid upper bound comes from the experimental error. It is worth noticing that Λ 1 = 2(1 − Tr̺ 2 A ) which should be less than or equal to 1 for two-qubit states. However, in this experiment one has Λ 1 = 1.016 because of the experimental error. Therefore, the real upper bound of QD without the experimental error is probably close to and smaller than 1.
V. DISCUSSION AND CONCLUSION
Let us discuss the realization of the measurements for our lower and upper bounds in real experiments. As shown in Ref. [37] , the antisymmetric projector P − for two-qubit states takes the particularly simple form P − = |ψ − ψ − | with |ψ − = (|01 − |10 )/ √ 2 being the singlet state. It can be measured by several methods using two copies of ̺ in photonic system. For example, Huang et al. [45] have used a Hong-OuMandel interferometer [46] to project two photons onto the singlet state, and Refs. [37, 47] have used a controlled-NOT gate to distinguish the Bell states, since the controlled-NOT gate can transform the Bell states to separable states and distinguishing separable states is much easier than distinguishing the Bell states.
In this work, we have presented observable lower and upper bounds of the EOF and QD. These bounds can be used to estimate EOF and QD for arbitrary experimental unknown states in finite-dimensional bipartite systems. One can easily obtain these bounds by a few experimental measurements on a twofold copy ̺ ⊗ ̺ of the mixed states. Furthermore, based on our results we have used the experimental measurement data of the real experiment given in Ref. [37] 
APPENDIX
In this appendix, we exhibit the details to obtain the expressions of F
The main idea is to illustrate the difference between von Neumann entropy and the linear entropy (or the square root of the linear entropy).
A. Calculation of F
In the following, we shall seek the highest and lowest von Neumann entropies consistent with a given value of linear entropy. Actually, this problem is equivalent to seek the maximal and minimal H( µ) = − i µ i log 2 µ i for a given τ = 2(1 − i µ 2 i ), and the later one is a classical problem which has been solved in Refs. [48, 49] . We use
L (τ) has not been used in the main text, we introduce it for the sake of completeness), i.e.,
where d denotes the dimension of the Hilbert space.
As shown in Refs. [48, 49] , the maximal H( µ) versus τ corresponds to µ in the form
with d−1 copies of (1−t)/(d−1) and one copy of t. Therefore, the maximal H( µ) and corresponding τ are
In order to show the maximal H( µ) versus τ, we need the inverse function of τ(t). After some algebra, one can obtain that Rank-2, rank-3, rank-4 states are denoted by the blue, red, black dots, respectively. The upper boundary is a smooth curve, whereas the lower boundary consists of three segments.
The minimal H( µ) versus τ consists of d − 1 segments and the kth segment corresponds to µ in the form [48, 49] 
with k copies of t, d − k − 1 copies of 0 and one copy of 1 − kt. Therefore, the minimal H( µ) and corresponding τ are
In order to show the minimal H( µ) versus τ, we also need the inverse function of τ(t). After some algebra, one can obtain that
Substituting Eq. (47) into Eq. (45), we can get the expression for F
. Therefore, one can obtain k = ⌊2/(2 −τ)⌋ where ⌊·⌋ denotes the floor function, i.e., ⌊x⌋ is the largest integer not greater than x. We can simulate the lower and upper boundary of the region in S L versus S V plane. 50000 dots for randomly generated states with d = 4 are displayed in Fig. 3 (a similar figure has also been shown in Ref. [49] ). The upper boundary corresponds to the function F 2(1 − i µ 2 i ), i.e., Eq. (22) and Eq. (13) in the main text. Since λ is the square root of τ, the forms of µ for the maximal and minimal H( µ) versus λ are the same as the forms for the maximal and minimal H( µ) versus τ, i.e., Eq. (40) and Eq. (44), respectively. Therefore, the maximal H( µ) and corresponding λ are
and the inverse function of λ(t) is 
We have already obtained the expression for F U (τ), which is similar to the situation in Ref. [41] . 
where 
For simplicity we define y = γ(τ)/(1−γ(τ)) with y ∈ (1/(d− 1), +∞) because of τ ∈ (0, 2(d − 1)/d). Thus, one can directly consider the functions f and g with respect to y, g(y) = 0. It is worth noting that
One can directly obtain that ∆ ′ (y) = 0 has two roots y 1 = 1/(d−1) and y 2 = 1, and ∆ ′′ (y) = 0 has only one root y 3 = 2/d. We solve
for a and τ. The solution to the equations is unique: τ = (4d 
