sions are tiny samples of hydrothermal fluid trapped in defects in precipitating crystals.
There is evidence for trapping of both high-and low-density hydrothermal fluids, forming liquid-and vapor-rich fluid inclusions, respectively (5) . Studies of these inclusions provide pressure-temperature conditions for the Bajo de la Alumbrera deposit during the magmatic-hydrothermal transition. These studies demonstrate that immiscible hydrothermal liquid and vapor exsolved from the melt at high pressure (~100 MPa), as a result of second boiling (crystallization) and before first boiling, or rupturing of the roof rocks above the crystallizing melt. With a nuclear microprobe, the authors quantified copper and other metals in the hydrothermal fluids. The concentrations of copper are extraordinarily high: ~10% by weight in the liquid and ~4% by weight in the vapor. These results suggest that second boiling at high pressure and temperature, prior to first boiling, is exceptionally effective at partitioning metals from melt to immiscible hydrothermal liquid and vapor.
Subsequent rupturing of the overlying roof rocks and decompression reduced the confining pressure to ~30 MPa. Fluid inclusions trapped at these lower pressures contain much less copper. Decreased copper may reflect either precipitation of copper and other metals from the fluids or reduced partitioning of copper from melt to hydrothermal fluids at the lower pressures and temperatures.
The results of Harris et al. (5) pose a new question regarding the formation of economic porphyry deposits. Does the formation of economic systems require second boiling at high pressure and temperature, prior to first boiling, to effectively strip metals from the melt? Although we do not know what effect these processes have on gold in porphyry copper deposits, they may be important, because gold and copper are intimately associated at Bajo de la Alumbrera (8) .
I
n ordinary computers, it is sometimes useful to flip a coin. Algorithms that involve such random choices at some steps can be far more efficient in finding solutions to many problems (1) . Randomness may also be useful in quantum computers (2, 3) . However, to introduce a random evolution in a quantum computer, one needs much more than a coin, pair of dice, or roulette wheel: At any step, there is a continuous set of possible paths that a quantum computer could follow.
On page 2098 of this issue, Emerson et al. (4) show that enforcing a pseudo-random evolution on a quantum computer is not as difficult as anticipated. The authors present a simple algorithm that enforces a pseudo-random evolution by only acting on individual quantum bits (qubits) and controlling simple two-body interactions between neighboring qubits.
The usefulness of coin-flipping in classical computation may be counterintuitive at first sight. How can randomness help to find the answer to a well-defined mathematical problem? The reason is that randomized algorithms are efficient at finding solutions to some problems if we can tolerate erroneous answers with low probability. Coin-flipping is also useful in classical computation when performing calculations that involve statistical sampling over many realizations of a process, for example, to study the properties of complex natural systems. In this context, the most popular coinflipping tool is the Monte Carlo method.
Quantum computers are believed to be much more efficient than classical ones (5) . Randomness enters into quantum computation through the process of measurement. This is because quantum systems typically give different answers when subjected repeatedly to the same measurement. In a typical quantum algorithm, the possible results of the final measurement are not uniformly distributed but are obtained according to a probability distribution that encodes the answer to the problem at hand. Quantum algorithms are designed such that by running the computation a number of times, one can learn just enough properties of the probability distribution to answer the desired question (for example, to factor an integer into prime numbers).
But in a typical quantum algorithm, the only source of randomness is the uncertainty in the final measurement. The state of a quantum computer with n qubits is described by a vector with N = 2 n components. At every step preceding the final measurement, the evolution of the computer can be described in terms of the application of a N × N unitary matrix to that vector. Thus, the evolution of a quantum computer running a typical quantum algorithm is not random but deterministic.
However, Hayden and coworkers have recently proposed that random unitary operators may be used in some quantum algorithms (2, 3) . They have shown that the use of random operations can decrease the communication cost of achieving tasks such as remote state preparation or of constructing efficient quantum data-hiding schemes.
The use of random unitary operators may also be essential
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Not so difficult after all? Random evolution of a quantum computer may seem difficult to achieve because of the continuum of paths available to the computer at every step. However, Emerson et al. (4) show that a good approximation to true randomness can be achieved by rotating individual qubits and enforcing simple two-body interactions.
The author is in the Theoretical Division, Los Alamos National Laboratory, Los Alamos, NM 87545, USA. He is on leave from the Departamento de Fisica, Universidad de Buenos Aires, Pabellon 1, Ciudad Universitaria, 1428 Buenos Aires, Argentina. E-mail: jpaz@lanl.gov for characterizing efficiently the way in which the quantum computer is affected by interaction with its environment. A complete characterization of the decoherence process induced by the environment (6) generally requires the application of tomographic techniques, which are known to be exponentially inefficient (5, 7) . However, Emerson et al. argue (4) that by using random evolutions it should be possible to find simple benchmarking tools to properly characterize the most important aspects of decoherence.
But how can one induce a quantum computer to evolve in a random way? As mentioned above, this is much more difficult than flipping a coin, because all N × N unitary matrices describe quantum evolutions that are allowed in principle. To sample this continuous set requires a number of elementary operations that was believed to be huge [close to N 2 log 2 (N)]. Emerson et al. (4) now report a remarkably simple alternative. They show that it is possible to devise a simple set of operations that generate an ensemble of pseudo-random unitary matrices with roughly the same statistical features as the uniform ensemble of all possible evolutions. To achieve this, it is necessary to perform m iterations of a two-step procedure (see the figure) . First, each qubit is rotated randomly, for example, by applying a random magnetic field or a sequence of laser pulses with random intensities. Second, an interaction between neighboring pairs of qubits is induced, creating entanglement between the qubits.
Emerson et al. (4) show that the method produces a fair approximation to a random ensemble. For example, the entanglement of the states obtained by applying the above process to simple initial states is indistinguishable from a truly random ensemble (the convergence between the two ensembles is exponentially fast in m, the number of iterations). Also, the distribution of matrix elements of the unitary operator obtained by the above procedure rapidly approaches that of a uniform ensemble. The authors demonstrate the simplicity of the method by implementing it in a toy quantum information processor using liquid-state nuclear magnetic resonance techniques.
The study of Emerson et al. (4) shows that quantum coin-tosses can be implemented efficiently, at least in an approximate but useful way. The application of such methods in the design of new quantum algorithms and of new benchmarking techniques for characterizing decoherence should soon become an active area of research.
A
s everyone who has faced clogged plumbing knows, the flow of fluids through tubular networks is critical to human existence. Tubes of all sizes are also the essential functional units of many organs, including the vascular system, kidney, and lung. However, despite the prevalence of polycystic kidney disease (1) and other human diseases that result from defective tubular networks, the molecular mechanisms that control tube formation (tubulogenesis) and size during development are poorly understood. One of the most powerful models for studying tube formation is the excretory (renal) canal system of the worm Caenorhabditis elegans: As the worm develops, a single excretory cell extends a tubular process along the length of the animal (2) (see the figure) . On page 2134 of this issue, Berry et al. (3) identify a new class of protein that is required for formation of the excretory canal system of C. elegans. They demonstrate that the EXC-4 protein, a member of the CLIC family of ion channel proteins, is required to prevent cystic lumenal expansions in the excretory cell (4). CLIC proteins exist as globular cytoplasmic forms, but have the extraordinary ability to insert themselves into specific intracellular membranes after translation. The new work provides insights into the biochemistry of this enigmatic protein family and the importance of a particular CLIC protein for tubulogenesis.
The CLIC (chloride intracellular channel) protein family is highly conserved and lacks signal sequences. The exact structure of CLIC channels is unclear, but at least one CLIC protein forms an anion channel in the absence of other cellular proteins (5) . Human CLICs are found in most, if not all, intracellular membranes and are thought to operate as ion "shunts" that equalize electrochemical potentials created by ion pumps. Surprisingly, Berry et al. discover that the most striking abnormalities of exc-4 mutants of C. elegans are specific tubulogenesis defects rather than defects in cell viability, endocytosis, or secretion. Berry et al. were able to rescue the exc-4 worm mutants by expressing wild-type EXC-4 coupled to green fluorescent protein (GFP). With this system, the researchers were able to investigate the localization and expression of CLIC proteins in vivo and to tackle the perplexing question of how CLIC family members become inserted into membranes. They demonstrate that an amino-terminal 55-amino acid domain of EXC-4 is sufficient for correct membrane localization of a CLIC-GFP fusion protein. This result provides strong evidence against the hypothesis that the carboxyl terminus of CLIC proteins, which has structural homology to bacterial pore-forming toxins, is the critical mediator of membrane insertion.
With the goal of elucidating the involvement of EXC-4 in tubulogenesis, Berry et al. first characterized the development of the excretory canal. They found that formation of this tube takes place in several identifiable steps, including generation of a large vacuole by pinocytosis followed by extension of tubular arms (see the figure) . In exc-4 mutants, vacuole formation appears normal, but as the arms extend, regions of lumen dramatically expand to form large cysts. Thus, EXC-4 is not required for formation of the initial tube, but is required for regulating the size of the tube lumen as it grows. This result is significant because EXC-4 is the first putative anion channel found to be required for the control of lumen size.
Taking advantage of the range of experimental techniques available in C. elegans, Berry et al. show that for EXC-4, as with many things in life, timing is everything. There is a critical window of time during development when EXC-4 must be present to prevent cysts from forming. Heat shockdriven expression of EXC-4 before or during, but not after, extension of the vacuolar arms completely rescues the embryonic mutant phenotype. Interestingly, even a very brief heat shock can completely rescue mutant embryos, although these animals develop cystic tubules later in development when EXC-4 disappears. Thus, EXC-4 is continuously required to maintain normal tube size. 
