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RESUMO 
Os métodos de diagnósticos de observações discrepantes na 
análise de regressão linear mültipla baseiam-se na eliminação de apenas 
uma observação de cada vez. Existem também métodos nos quais se elimina 
mais de uma observação de cada vez, mais são pouco aplicados devido aos 
problemas combinatorios envolvidos. 
Por outro lado, existem conjuntos de dados com um padrão de 
múltiplas observações discrepantes os quais não são revelados pelos 
métodos de eliminaÇão de uma observação de cada vez. Nestes casos 
dizemos que aconteceu um problema de "mascaramento". Neste trabalho 
estudamos métodos exploratórios de identificação ele mül t iplas observa-
ções discrepantes usando est imadores com alto ponto de ruptura, isto 
é, estimaclores que além de não serem afetados no 
mültiplas observações discrepantes no conjunto 
úteis para identificá-los. 
caso ele existir 
de dados. sejam 
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CAPITULO 1 
INTRODUCÃO 
Consideremos o modelo de regressão linear múltipla 
Y=ex +ex + ... +ex +g 
11 22 kk ( 1. 1) 
onde y é uma variável aleatória são as (resposta)' x1' x2, .•• ' xk 
independentes, e1, ez, ... , ek 
\1 j = 1. 2, ... , k e '8 é 
variáveis regressaras ou variáveis 
parâmetros desconhecidos, 8. E~ 
J 
aleatório com distribuicào de probabilidade 
sào 
um erro 
F, onde F E {Fé : T E 1f). 
Z = {z 1 ,z 2 , ••• ,zn}• onde Seja o conjunto de observações z. é 
' 
um vetor z; = (Y i ' x i 1 ' · · · 'x i k) que 
relacionam segundo o modelo (1.1). Expressando-o matricialmente temos 
k+l dimensional com elementos se 
onde 
e 
kx1 
y = x e + '8, 
Y é o vetor de respostas observadas, nx 1 
o vetor de parâmetros desconhecidos, 
1 
( 3. 1 J 
X 
nxk a matriz do modelo, 
'8 
nxl o vetor de erros 
aleatórios independentes, e identicamente distribuídos com distribuiçao 
acumulada F. Supoe-se que o vetor de resíduos ou erros é resultado de 
variaçêíes aleatórias na população considerada. Estas variaçêíes podem 
ser efeitos devidos ao modelo suposto, erros de medição ou observação. 
variáveis regressaras não consideradas no modelo. etc. 
Em geral X1 , X2 ~ ••• , Xk são variáveis aleatórias. no 
entanto em regressão essas variáveis são consideradas fixas e todos os 
resultados que se derivam são válidos sob esta suposição. 
Existe uma in f in idade de métodos de estimação dos parâmetros 
do modelo (1.1). Alguns desses métodos consistem em obter estimacoes 
minimizando uma certa funçào elo vetor ele resíduos. Boscovich em 1757 
propôs um método ele estimação dos parâmetros de um modelo ele regressão 
linear simples minimizando a soma elos valores absolutos elos resíduos, 
n 2 
- l 0 xÍJ·I· j = 1 j ( 1. 3) 
i= 1 
Este método não foi muito usado naquela época devido às dificuldades 
computacionais, mesmo para modelos relativamente simples. Legendre 
em 1805 e posteriormente Gauss em 1808 propuseram est imaclores para 
os parâmetros do modelo ele regressão I inear minimizando a soma de 
quadrados elos resíduos, isto é, 
12 
X .. j • 
1 J 
( 1. 4) 
Este método ainda é muito popular pela facilidade dos cálculos e pelo 
fato de que quando os resíduos são variáveis aleatórias independentes, 
e identicamente distribuídas com distribuição normal, o est imaclor ele 
Gauss e Legendre denominado estimador de mínimos quadrados é o estima-
dor não viciado de mínima variância, aliás, ele é equivalente ao esti-
mador ele máxima verossimilhanÇa. Na prática, essas suposiçoes nem 
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sempre são atendidas. Por exemplo. pode existir no conjunto de dados 
uma certa proporção de observaçàes que não provêm da distribuicao 
normal mas de uma distribuição com caudas mais longas (Laplace, Cauchy, 
etc.), ou que existam problemas de multicolinearidade, dependência dos 
erros~ etc. O não cumprimento das suposições manifesta-se em muitos 
casos através da discrepância de uma ou mais observações com respeito 
ao conjunto de dados. Foi amplamente comprovado que estas observações 
discrepantes podem distorcer os resultados da análise e consequente-
mente as conclusões. Portanto, precisamos utilizar métodos de diagnós-
ticos para verificarmos se as suposições estabelecidas na formu!açào do 
modelo estão realmente sendo atendidas. 
Nos últimos anos desenvolveram-se métodos de diagnósticos de 
observações discrepantes e influentes baseados nos resíduos do ajuste e 
características da matriz X. Assim por exemplo Belsley, Kuh e Welsch 
(1980), Cook e Weisberg (1982) e outros, propuseram e estudaram 
diferentes tipos de diagnósticos baseados no método de mínimos 
quadrados. Mui tos desses diagnósticos já formam parte elos pacotes 
computacionais desenvolvidos para análise de regressão. Porém, a 
maioria deles são úteis somente para identificar observações discrepan-
tes individuais, e em muitos casos práticos apenas uma observaçào 
fortemente discrepante pode mascarar outras que também estão 
influenciando no ajuste. Este problema é conhecido como efeito de 
mascaramento e existem métodos de diagnósticos baseados no ajuste de 
mínimos quadrados para estudar estes casos, mas eles são pouco 
factíveis de serem implementados computacionalmente. 
Uma forma ai ternat iva para detecção de múl ti pias observaçóe~ 
discrepantes e 
ut i 1 i zacão ele 
robustez que 
influentes, que produz bons resultados, 
métodos robustos. Existem diferentes 
são usados tanto para construir, quanto 
estimadores (Hampel (1971)). 
é através da 
critérios ele 
para aval i ar 
Um dos objetivos deste trabalho é estudar estimadores robus-
tos, no sentido de não serem mui to afetados se o conjunto de dados 
3 
contém uma certa proporção de observaçoes discrepantes. Esta proprieda-
de do est imador é chamada de ponto de ruptura. 
Pela estrutura dos dados envolvidos na análise de regressão, 
a discrepância de uma observação pode dever-se às discrepâncias na 
direção das variáveis regressaras, da variável resposta, ou em ambas 
direÇÕes. Logo. precisamos de métodos com alto ponto de ruptura tanto 
para estimação dos parâmetros de regressão quanto para obtermos 
estatísticas que detectam discrepâncias na direção da matriz do 
modelo X. 
Outro objetivo, é apresentar métodos exploratórios robustos 
para identificação de múltiplas observações discrepantes. Estes diag-
nósticos são muito úteis e podem ser usados conjuntamente com aqueles 
produzidos pelo método de mínimos quadrados. 
Os diagnósticos baseados em est imadores com alto ponto de 
ruptura são menos usados quando comparados com aqueles baseados no 
método de mínimos quadrados. Isso pode se dever à dificuldade 
computacional envolvida no cálculo dos primeiros. Um dos principais 
problemas a serem resolvidos para que esses diagnósticos robustos 
façam parte das ferramentas de análise do pesquisador é a produção 
de algoritmos que utilizem pouco espaÇo e tempo computacional. 
No capítulo 2, introduzimos alguns conceitos de robustez que 
mesmo não sendo ut i I izados no capítulos seguintes, consideramos 
necessários para uma melhor comprensão do est irnador aqui e lei to para 
detecção de observações discrepantes. 
No capítulo 3 abordamos o problema das observaçoes discrepan-
tes na análise de regressão linear múltipla. Neste mesmo capítulo, 
fizemos urna I igeira revisão dos métodos de diagnósticos de observacoes 
discrepantes que geralmente encontram-se disponíveis no pacotes 
computacionais usados para análise de regressão pelo método de mínimos 
quadrados. 
No capítulo 4 estudamos as características dos estirnadores de 
4 
regressão norma L . Em seguida apresentamos uma famí I ia ele est imaclores 
p 
ele regressão linear múltipla com alto ponto ele ruptura. cujos membros 
são obtidos mudando a geometria elas bolas associadas aos est imaclores 
norma L . Um membro desta fami 1 ia é o est i macio r mínima mediana elos 
p 
quadrados elos resíduos (LMS), proposto por Rousseeuw ( 1984) e 
posteriormente estudado e implementado computacionalmente por Rousseeuw 
e Leroy (1987) e outros. 
No capítulo 5 apresentamos métodos robustos de estimação elos 
parâmetros de posição e dispersão multivariaclos. A finalidade do mesmo 
é apresentar uma distância robusta alternativa à distância de 
Mahalanobis e consequentemente aos elementos ela diagonal ela matriz ele 
projeção usados na análise de regress3o pelo método ele mínimos 
quadrados. 
No capítulo 6, apresentamos alguns algoritmos que foram 
desenvolvidos para obtenção ele estimativas com alto ponto de ruptura. 
No capitulo 7, apresentamos um exemplo comparando os métodos 
exploratórios baseados no ajuste de mínimos quadrados e os robustos. 
Finalmente incluímos um apêndice com alguns dos conceitos que 
são usados no transcurso deste trabalho. 
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CAPITULO 2 
ALGUNS CONCEITOS BÁSICOS DE ROBUSTEZ 
2.1 INTRODUÇÃO 
O termo robustez introduzido por George Box ( 1953 I é usado 
para denominar os procedimentos estat.ísticos que sao resistentes diante 
de desvios das suposiçoes feitas na formulaçe!o do modelo matemático. Em 
um sentido amplo. e nao formal. a estatística robusta está relacionada 
com o fato de que muitas suposiçoes (normalidade, independência, 
linearidade, etc.), que geralmente são feitas na formulaci'ío de um 
modelo estatístico. sao somente aproximaçôes da realidade e que com 
frequência não se verificam nos problemas práticos. 
Antes de começarmos o estudo de estimadores robustos úteis na 
detecção de dados discrepantes na análise ele regressão, conceituaremos 
matematicamente o que significa dizer que um estimac!or é robusto em 
relação à presença ele dados discrepantes, o que é robustez diante ele 
pequenos desvios do modelo suposto, e o que significa dizer que um 
estimador é mais robusto que outro. Hampel (1971) apresenta os 
conceitos de Robustez Qualitativa, Função ele Influência e Ponto ele 
6 
ruptura, nos quais nos basaremos para tentarmos responder às perguntas 
anteriores. 
2.2. FUNÇÃO DE INFLUÊNCIA 
Seja um funcional definido em algum conjunto de medidas de 
probabilidade cujos elementos, f', estão definidos sobre IR, e seja o 
uma medida de probabilidade com massa um no ponto z E IR. 
A função de influência é definida como 
IC(z; T, F) ;:::: Lim 
E~O 
[ r((H)F + EOz J - T(F) 1 
L E J 
z 
( 2. 1) 
nos pontos z do espaço amostra! onde o 1 imite existe. As mixturas de F 
e o são escritas como ( 1-E)F + EO , para todo E E (O, 1). 
z z 
O número IC(z; T, F) fornece uma idéia da velocidade com que 
o valor de T muda quando o modelo suposto F, é contaminado por uma 
distribuição com massa um no ponto z. Logo, do ponto de vista da 
robustez, preferimos estimadores definidos por funcionais T com 
IC(z; T, F) o mais próximo possível de zero para todo ponto z. 
A função de Influência é também utilizada para construir 
estimadores robustos. Hampel e outros ( 1986), apresentaram exemplos de 
estimadores de posicào construídos a partir desta função. 
2.2.1 Aproximação da Função de Influência para Amostras Finitas 
A definição de função de influência é assintótica, pois est3 
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baseada em funcionais que são consistentes em F. Por outro lado, exis-
tem estimadores cujas funções de influência assintóticas não podem ser 
fac i !mente calculadas. Nesses casos podemos usar versões para amostras 
finitas. Uma destas versões é a Curva de Sensibi 1 idade a qual é mui to 
usada na análise exploratória de dados e é baseada na diferenÇa 
t (z 1 , z 2 , .•• , z 1 , z)- t (z , z , .. ., z )l , n n- n-1 1 2 n-1 
que indica como uma nova informação "z" influi no estimador t = t . 
n 
Esta expressão servirá para dar uma definição formal de curva de 
sensibilidade. 
DEFINIÇÃO 2.2.1 
Sejam t 1 e t est imadores de e baseados em amostras de n- n 
tamanho n-1 e n, respectivamente. Ambos são estimaclores definidos pelo 
mesmo funcional (somente os tamanhos amostrais são diferentes). A Curva 
de sensibilidade de t com respeito a t é definida por 
n n -1 
( 2.21 
se .(z) = 
n- ! 1/n 
Considerando as distribuições empíricas ele probabilidade (Def. Ali, 
temos 
...• 2 n-1' 
8 
[ 
n-1 t--
n 
F + 
n-1 
I 
n l~z=d). 
n 
Logo a curva de sensibilidade pode ser expressa como 
t [ n~ 1 F + 
n-1 
1 
n I~z = Zf 
n ( 2. 3) 
1/n 
Observamos que estimadores robustos no sentido de resistência 
a um ünico valor discrepante sao os que tem se limitada. o estimador 
n-1 
de regressão de mínimos quadrados é um exemplo ele est imador com funcào 
ele influência nào limitada. 
Vejamos agora o que entendemos por robustez diante de 
pequenos desvios elo modelo suposto. ou seja, o que entendemos por 
robustez qualitativa. 
2.3 ROBUSTEZ QUALITATIVA 
Suponhamos que a verdadeira distribuicào ele probabi 1 idade da 
amostra 
mas uma 
aleatória z
1
, 
distribuição Q 
z2 , ... , zn 
'
1próxima" 
nâo é a distribuição suposta F, 
de F. Diremos que o est imador t é 
n 
qualitativamente robusto, se as clistribuiçôes ele probabilidade elo 
estimador sobre F e Q, denotadas por ~F(tn) e ~Q(tn), estao uniforme-
memente "próximas" para todo n. 
A expressao A "próximo" de B, leva à noção de distância, e 
neste caso específico à distância entre distribuições, isto é, entre 
pontos elo conjunto ele medidas ele probabi 1 idade ele f in idas sobre IR. 
Na teoria de espaços métricos encontramos vários tipos ele medidas de 
distância entre distribuições. As mais usadas na teoria ele robustez sào 
as métricas de Levy, Prohorov e Kolmogorov. Para distribuições de 
probabilidade definidas sobre IR, as métricas de Levy e Prohorov sâo 
equivalentes, e sob certas condições, a métrica de Levy é equivalente 
9 
à métrica de Kolmogorov (Huber ( 1981), pag. 34). Segue então, uma 
definição mais formal de robustez qualitativa. 
DEFINIÇÃO 2.3.1 
Seja rr* uma métrica sobre ó(IR), o conjunto ele medidas de 
probabilidade definidas sobre IR. Dizemos que t é qualitativamente 
n 
robusto em F E ó(IR) se para todo E > o, existe 8 > o tal que 
( I 
* * lxF(tn J, xQ(tn Jj ,; c 1f (F, Q) ,; 8 • rr • 11 n, (2.4) 
onde Q E ó(IR). 
A expressão (2.4) é uma condição necessária de robustez 
qualitativa, mas não é suficiente. Essa medida detecta apenas a 
ausência deste tipo de robustez mas não garante que um procedimento 
estatístico é qualitativamente robusto. Além disso, a robustez 
* qualitativa está fortemente associada à escolha da métrica, rr. 
2.4 PONTO DE RUPTURA 
Ponto ele ruptura é uma medida global de robustez que fornece 
uma idéia da tolerância do estimador a observaçoes discrepantes. Hampel 
(1971), apresenta uma definição assintótica. ele natureza matemática, 
a qual não será usada aqui. Utilizaremos uma versâo para amostras 
finitas, introduzida por Donoho e Huber ( 1983) baseada na definiçao de 
vício. 
Consideremos uma amostra de n observacoes Z = {z 1 , ...• zn}' 
e z* um conjunto construído substituindo m observaçoes de Z por 
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valores arbitrários. Definimos b(m; t. Zl, o vício máximo causado pela 
contamina<;ao do conjunto de dados, por 
blm; t, Z) = Sup ~ tiZ*) - tiZl ~. 
* z 
I 2. 5 l 
onde o supremo é obtido sobre todas as possíveis amostras contaminadas. 
Se b(m; t, Z) é infinito. entao as m observaçoes discrepantes tém um 
efeito arbitrariamente grande no estimador. 
DEFINIÇÃO 2.4.1 
Seja t = t um estimador aplicado na amostra Z. O ponto de 
n 
* ruptura. r (t. Z), desse estimador é dado por 
n 
* E I t. Z) = 
n { 
m n ' b(m; t. Z) é infinito} I 2. 6 l 
Da expressao (2.6) temos que o ponto de ruptura do estimador é igual 
à proporção mínima ele observaçoes discrepantes contidas na amostra. que 
torna o vício elo estimaclor infinito. 
Do ponto ele vista ela robustez. interessam os est imaclores com 
alto ponto ele ruptura. O valor máximo elo ponto ele ruptura é 50%, pois 
se o número ele dados contaminados for maior elo que este valor teremos 
que trocar as definiçoes de observaçoes "boas" e discrepantes para 
esse conjunto ele dados. 
No caso do estimador ele mínimos quadrados temos que uma única 
observação discrepante pode afetar fortemente a estimativa. Assim, o 
ponto de ruptura desse estimador é 
* r ( t, Zl = 1/n 
n 
e * r I t • Z ) -----> O quando n -----> m . 
n 
Outro conceito que será ele utilidade nos capítulos seguintes 
11 
é a definição de ponto de ruptura do est imador da matriz de dispersão 
de um conjunto de dados multivariado, X. 
DEFINIÇÃO 2.4.2 
Definimos o ponto de ruptura do est imador da matriz de 
dispersão, C , por 
n 
Min 
1$m$n {
___I!l_ : Sup D (c (X) , 
n x* n 
infinito } , ( 2. 7) 
onde o supremo é calculado sobre todos os conjuntos x* resultantes da 
substitui cão de m observaçoes do conjunto de dados X= {x
1
, . . . ~ 
K 
x.E ~ , k ~ 1 por valores arbitrarias. O ponto de ruptura de C é dado 
1 n 
pela menor fração de dados discrepantes que podem fazer com que o maior 
autovalor, À1[cn}' Àk(cnJ, assuma valores próximos de zero. 
seja mui to grande e/ou que o menor autovalor. 
A distância entre as matrizes utilizadas na construção da 
expressão da direita de (2.71 é definida por 
com À! (A) ~ À 2 (AI <: ••• ~ \(AI autovalores da matriz A. 
Propriedades desejáveis dos estimadores são a equivariância e 
invariância sob transformações lineares nas variáveis, pois facilitam a 
manipulação dos dados. Além disso, podemos encontrar limites superiores 
para o ponto de ruptura dos est imadores que têm essas propriedades. Os 
teoremas seguintes relacionam o ponto de ruptura com as propriedades de 
equivariância sob transformações 1 ineares, tanto para est imadores de 
posição multivariados quanto de regressão linear múltipla. 
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TEOREMA 2 .4. 1 
Seja Z = {z ..... z} com elementos z. = [Y., 
1 n 1 1 
é um estimador de regressão que tem a propriedade Se t 
n 
de equivariân-
cia sob transformaÇÕes afins, então 
[ (n-k)/2] + 1 
n 
onde [u] é o enteiro menor o igual a u. 
PROVA 
Suponhamos que 
[ (n-k)/2] + 1 
n 
Então existe uma constante finita b tal que 
t(z*) E B(t(Z) ,b) ={e E IRk : ilt(Z) - 811 5o b }· 
( 2.8) 
onde z* é um conjunto contaminado contendo pelo menos q = n-[(n-k)/2]-1 
ou equivalentemente q = n- [(n+k+1)/2] - 1 pontos ele Z. 
Seja v t O um vetor ele dimensão k, tal que 
Por outro lado, temos que 
2q- (k-1) = { n 
n-1 
se (n+k+l) é par 
se ( n+k+ 1) é impar 
ou seja, 2q-(k-1) 5o n. Podemos então construir o conjunto z** 
substituindo os primeiros 2q-(k-1) pontos deZ por 
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(x, y -xTv), ... , (x, y) .... , (x, y). qq q kk qq 
para algum T > O. Para esta amostra, a estimaçào 
** t(Z ) E B(t(Z), b), ( 2.9) 
pois z** contém q pontos de z. 
Por outro lado, podemos construir o conjunto z* = z** + rv 
com elementos 
Esta amostra também contém pelo menos q pontos de Z, logo a estimativa 
t(Z*) E B(t(Z), b). 
Pela propriedade de invariância sob transformações de regressão podemos 
escrever 
** = t(Z ) + TV. ( 2. 10) 
De (2.9) e (2.10) temos que 
t(Z*) E B(t(Z) + W, b), 
o qual é uma contradiçào pois para T suficientemente grande 
B(t(Z), b) n B(t(Z) +TV, b) ----? 0. • 
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TEOREMA 2.4.2 
k 
conjunto de dados em IR ; se t é 
um estimador de posição equivariante sob translação, então 
[ (n+1 )/2] 
n 
onde [u] é o enteiro menor ou igual a u. 
n 
( 2. 11 ) 
Observação.- A prova do teorema tem a mesma construição que a prova do 
teorema 2.4.1 e pode ser encontrada em Lopunhaa e Rousseeuw (1991). 
Algumas propriedades dos est imadores, que fac i I i tam o 
trabalho analítico e numérico, são dados pelo seguinte lema. 
LEMA 2.4.1 
Seja X = {x 1 , ••• , xn} um conjunto de observações em IRk; 
t (X) E IRk e C (X) E PDS(k), estimadores de posição e dispersao, res-
n n 
pectivamente; onde PDS(k) é a classe de todas as matrizes de ordem k 
definidas positivas e simétricas. 
i) Se t é invariante sob translacão, 
n 
V v E IRk ( 2. 12) 
ii) Se t é invariante sob rotacao, 
n 
( 2.13) 
iii) Se c é invariante sob trans!açao 
n 
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n k \f B e: IR xiR ( 2.14) 
iv) Se C é invariante sob rotaçao 
n 
( 2. 15) 
2.5 RELAÇÀO ENTRE FUNÇÀO DE INFLUÊNCIA , ROBUSTEZ QUALITATIVA E PONTO 
DE RUPTURA 
Os três critérios de robustez apresentados sào alguns dos 
muitos que podem ser encontrados na literatura de robustez. A escolha 
de um desses critérios para aval i ar ou construir um est imador vai 
depender da necessidade de robustecer determinado aspecto da aná I i se 
de dados. 
Existe uma relação entre os aspectos de robustez mencionados 
neste capítulo. como veremos a seguir. Um est imador com ponto de 
ruptura zero é qualitativamente nao robusto (por exemplo, o estimador 
de mínimos quadrados no modelo linear). A inversa na o 
necessariamente é verdadeira, isto é, um estimador com ponto de ruptura 
alto nem sempre é qualitativamente robusto. Por exemplo, a mediana tem 
ponto de ruptura 1/2 mas é qualitativamente robusto, sob a 
-1 
no caso que t = F ( 1 I 2 ) distribuição F, somente assume apenas um 
valor. Por outro lado, o estimador ele mínimos quadrados aparados com 
a e: (0,1/2), dado pelo funcional 
T(F) = ( 1-2a) 
é um exemplo de estimador com ponto de ruptura diferente de zero 
* (E =a), que é qualitativamente robusto. 
n 
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A funcào de influência e o ponto de ruptura sao medidas 
quantitativas de robustez. o que permite estabelecer comparaçôes entre 
estimadores. Na medida do possível, procura-se construir estimadores 
que tenham função de influência limitada, próxima de zero, e alto ponto 
de ruptura. 
Podemos encontrar uma grande quantidade de est imadores que 
são robustos segundo alguns dos critérios mencionados, os quais são 
estabelecidos de acordo com a utilizaçào do estimador. Por exemplo. na 
analise de regressão, o interesse é a utilizacào de estimadores que 
sejam robustos no sentido de não serem afetados por múltiplas 
observaÇÕes discrepantes e que, além disso, ponham em evidência estas 
observacôes, ou seja, estamos interessados em est imadores com a! to 
ponto de ruptura. 
No capítulo seguinte, trataremos sobre observacôes 
discrepantes na análise de regressão linear múltipla. apresentaremos os 
diagnósticos de dados discrepantes, baseados no método de est imaÇào de 
mínimos quadrados, que são geralmente usados. 
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CAPITULO 3 
OBSERVAÇÕES DISCREPANTES E DIAGNÓSTICOS BASEADOS 
NO MÉTODO DE MÍNIMOS QUADRADOS 
3.1 INTRODUÇÃO 
A conf iabi 1 idade de um conjunto de dados obtidos sob 
condicoes similares está baseada na relacão entre as observaçoes do 
conjunto. Eventualmente. alguns dados podem apresentar um comportamento 
discrepante do padrao seguido pela maioria. Observações que, na opinião 
do pesquisador. encontram-se fora da massa dos dados têm sido chamados 
de "outliers", 11 0bservacões discordantes !I, "dados aberrantes 11 • "dados 
contaminantes". "observações surpreendentes", dados discrepantes", 
"dados grosseiros", etc.. Nào existe uniformidade em relaçao ao 
significado exato destes termos, a pesar de estudios desse tipo de 
observações ter-se iniciado há quase 200 anos, e da grande quantidade 
de artigos escritos sobre o assunto. A denominação mais comum é 
11 0utlier". mas neste caso usaremos "observação discrepante". 
A necessidade de identificar essas observa<;êies discrepantes 
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deve-se ao fato das mesmas poderem distorcer a informação que a massa 
dos dados deve fornecer sobre o fenómeno em estudo. Por outro lado. 
essas observações discrepantes poderiam também ser importantes 
"mensagens" de que as suposições que formulamos em relação à fonte que 
gerou o conjunto ele dados não são corretas e, em consequência, precisa-
mos mudar nossa concepção do fenómeno sob estudo. Na secão 2 apresenta-
remos. brevemente, possíveis origens das observações discrepantes em um 
conjunto ele dados e as razões do interesse em estudá-las. 
A estrutura parti cu lar elos dados na aná! i se de regressão 
indica se a discrepância ele uma observação é atribuida à discrepância 
na direção ela variável resposta, elas variáveis regressaras ou em 
relação ao modelo especificado. Consequentemente, os métodos ele 
identificação de observações discrepantes deverão considerar essas 
características elos dados. Na seção J, descreveremos as diferentes 
formas em que podem apresentar-se as observações discrepantes na 
análise ele regressão linear. 
Uma forma comumente usada para iclent ificar observaçêíes 
discrepantes na análise ele regressão linear é através ela análise elos 
resíduos e elos diagnósticos de influência, os quais orientam a atenção 
sobre observações que têm uma inf !uência maior do que as outras na 
estimacào elos parâmetros do modelo. Existe. atualmente, uma grande 
quantidade de estatísticas de diagnósticos as qua1s nào somente 
identificam as observacêíes discrepantes como também estudam o efeito de 
observações individuais ou grupos ele observações em determinadas fases 
da análise ele dados. A maioria desses métodos baseiam-se no resíduos 
associados ao ajuste pelo método de mínimos quadrados. 
ele r i vaclos do 
projeção, os 
de influência 
Na seçao 4 apresentaremos alguns resultados 
ajuste ele mínimos quadrados tais como a matriz de 
diferentes tipos ele resíduos e alguns diagnósticos 
comumente usados nos pacotes computacionais dirigidos à análise de 
regressão. 
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3.2 OBSERVAÇÕES DISCREPANTES 
Um dos artigos mais completos referentes ao tema dos dados 
discrepantes é apresentado por Beckman e Cook ( 1983). Eles resumem em 
três as diferentes denominacôes usadas nos artigos e dão as clefinicoes 
de observação discordante, contaminante e discrepante. 
Qualquer observac3o que parece 5urp_reenciente 
para o pesquisador. Tsso implica que ele tem pelo menos uma vis~1o 
informal do modelo teórico, ou supos um determinado modelo. 
Qb§l'o~J_yª<;j!Q c,;_cmtªminan_t_e_ Qualquer observaçao que nao é uma real izaçao da 
distribuição suposta. A discrepância destas observaçoes pode nao ser 
tão obvia. 
Q_Q,s_e_x_gção gjscrepante_ l"o1lJLi_e_r~J refere-se a observaçâo contaminante 
ou discordante. 
Essa definição ele observaçào discrepante é um tanto ambígua, 
pois o que realmente caracteriza a ''observaç3o discrepante'' é Q ;>e"Q 
jmpac_t0 no º-º-"-e_rvaclo_I'· Entretanto uma observacào pode ser contaminante 
e nao ser percebida. Para visualizar melhor as diferenÇas, vejamos 
o gráfico 3.2.1. que foi apresentado por Barnett e Lewis (1978). o 
conjunto de dados z = {z 1 • z 2 ~ ... , zn} cor responde a uma amostra 
aleatória que supoe-se foi obtida desde uma distribuição F. Ordenando o 
conjunto ele dados observamos que: as observações e sào 
extremas: a observaçào z(ll é discordante entanto que z(n) nao apresen-
ta comportamento suspeito. Por outro lado, z( 1 é discordante contami-z. 
nante, i.é, encontra-se fora da massa elos dados e nao é realizaçao ela 
elistribuiçao F; z(
4
) é contaminante pois não é realizaçào ela distribui-
çao F. Esta observação di fiei !mente será iclent i fi cada pelos 
métodos ele diagnósticos pois nao é discordante. Finalmente as 
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x Real izaçao da distribuic;·ao F 
o Realizaçao da distribuiçao G 
Figura 3.2.1 O conjunto {z 1 • z 2 , .... zn} é uma amostra obtida a partir 
de uma variável aleatória com distribuiçâo F. 
observaçoes z( 3 J, z< 5 l, ... , z<nl provém da distribui<;ao F e nào 
apresentam comportamento suspeito. Podemos então concluir que: 
• Uma observaçâo contaminante nao necessariamente é discrepante. Ela 
será discrepante se além de contaminante for também discordante. 
• Uma observação extrema será discrepante se aparece como discordante 
sob o modelo suposto. 
Diremos então que, observação discrepante é uma observaç8o 
que parece inconsistente com os demais dados. 
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3.2.1 Objetivos da Detecção de Observações Discrepantes 
A detecção de observações discrepantes pode ser realizada com 
distintos objetivos. tais como: 
a) Interesse especial nas observacoes discrepantes, por se mesmas. 
Neste caso podemos desejar identificar os dados discrepantes para: 
Estudo posterior 
Obter nova informação importante contida em variáveis concomitan-
tes, que poderiam em outro caso nào ser percebidas. 
Sua incorporaÇão no conjunto ele dados através de uma revi s~o elo 
modelo ou método ele estimação. 
Reconhecimento de uma debilidade inerente aos dados. 
Nestes casos o problema estatística envolve a obtenção de 
inferências acerca das observacóes que forem detectadas como 
suspeitas. 
bl Dar uma linha base para julgar observações como discrepantes. Neste 
caso o interesse concentra-se na detecção de fenômenos raros. mais 
do que na estimação de características comuns. 
c) Verificação das suposiçoes feitas na formulacao do modelo. Em 
análises de dados estruturados onde se estabelecem modelos 
probabilísticos, a presença de observações discrepantes quase 
sempre indica falhas no modelo, nos dados. ou ambos. 
Nos casos a) e bl a estimação dos parâmetros somente é 
necessária para investigar a discordância de certas observa<:oes. Em 
c) o objetivo é a predicao ou outras inferências que serao válidas 
para os dados genuínos. 
3.2.2 Origem das Observações Discrepantes 
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As causas da presença de observacoes discrepantes em um 
conjunto de dados podem ser agrupadas em três categorias. Estas s3o: 
debilidade do modelo suposto, problemas na obtençào dos dados e 
variabi I idade natural elos dados. Subentende-se pelas duas pnmenas 
categorias que as observações discrepantes sào julgadas com base em um 
modelo explícito ou implícito em mente. 
As debilidades no modelo suposto incluem causas tais como: uma 
variável resposta na escala errada. ou o modelo teórico suposto n3o é 
adequado. A primeira causa pode levar a uma transformacào na resposta, 
enquanto que a última pode conduzir a substituir o modelo atual. 
Os problemas na obtenÇão dos dados referem-se somente às 
observaçêíes e nao ao modelo como um todo. Estas causas podem indicar 
que as observaçóes discrepantes seJam tratadas individualmente. 
Exemplos deste tipo de dados são os erros ele medicao, observaçâo ou 
registro. 
A variabilidade natural dos dados refere-se a dados que podem 
aparecer como discrepantes, entretanto eles são observações genuínas ela 
distribuição considerada. 
3.3 OBSERVAÇÕES DISCREPANTES NA ANALISE DE REGRESSÃO LINEAR MÜLTIPLA 
Consideremos o conjunto ele observacàes Z = {z 1 , z2 ..... zn}· 
onde zi =(vi' xi 1 ..... xik}; k <o 1, relacionadas segundo o modelo 
I 1. 2). Neste contexto podem surgir observaçàes discrepantes nas 
variáveis regressaras, na variável resposta, ou em ambas direções. 
Frequentemente. as variáveis regressaras X
1
, 
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quantidades observadas suje i tas a variabi 1 idade. Mesmo em si tuaçoes 
onde o experimento é planejado podem acontecer erros imprevisíveis. 
Estas observacües são conhecidas como dados discrepantes na clirecáo da 
matriz do modelo, X, e terao influência né1 estimaçao. A influência 
pode ser '~boat! ou "ruimn dependendo do valor da variável resposta com a 
qual se combina. Estes dados sao chamados de pontos de 8l8vanca e 
podem ser resultados de erros nas linhas da matriz do modelo. cobertura 
inadequada das regiões no espaço das variáveis regressaras, 
heterocedasticidade ou nao aditividade. Notemos que os pontos de 
alavanca "ruins" são discrepantes na direção de X, mas as observaçiíes 
discrepantes na direçào de X. não necessariamente sào pontos ele 
alavanca "ruins". 
As respostas discrepantes caracterizam-se por possuírem 
resíduos verticais notavelmente grandes. Chamaremos observaçoes 
discrepantes da regressão àquelas que se afastam do padrão seguido pela 
maioria das observaçoes. 
Figura 3.3.1 
* A 
* c 
* 8 
X 
Pontos Discrepantes na direção de y, lx,y) e de X 
representados pelos pontos A, B, e c, respectivamente. 
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No gráfico (3.3.1). a massa dos pontos apresenta uma relacao 
aproximadamente linear. entretanto. os pontos "A" e "c" se afastam do 
padr3o seguido pela maioria. A observação '1A 11 é discrepante na direç8o 
de y, mas está próxima do centro da variável x. Este ponto 
apresentará resíduo grande. O ponto "sll é discrepante na direção da 
variáve 1 x mas possue resíduo pequeno. Este é um exemplo de ponto de 
alavanca "bom". O ponto "c" é discrepante na direcáo da variável x e 
pelo valor de y com o qual se combinou poderá deslocar a reta na sua 
direcao dependendo do método de est imacao ut i 1 i zado, portanto é um 
ponto de alavanca !!ruim". O resíduo correspondente nào é necessar ia-
mente grande. 
Os métodos de estimacao de mínimo valor absoluto, e de 
mínimos quadrados silo muito afetados por pontos de alavanca tais como o 
ponto "c" da figura. Dado que o objetivo desses métodos é minimizar a 
soma de resíduos absolutos e a soma dos quadrados dos resíduos no 
primeiro e segundo caso, respectivamente . o hiperplano ajustado seTa 
deslocado na direçáo do ponto de alavanca. O resíduo correspondente ao 
ponto "c" pode não ser notavelmente grande e portanto difici !mente 
detectado na análise de resíduos. Entretanto, outras observaçoes que 
seguem a direção da mawna dos dados podem apresentar resíduos 
relativamente grandes. 
3.4 DIAGNóSTICOS EM REGRESSÃO BASEADOS NO MÉTODO DE MíNIMOS QUADRADOS 
são 
2 
(T • 
Sob a suposição 
variáveis aleatórias 
de que os erros do mode i o ( 1. 1). lS. , i= 1. ... n 
1 
independentes com esperança zero e variância 
o teorema de Gauss-Markov garante que o estimador 
t -I t G = (X X) X y, ( 3. 1) 
é o único estimador não viciado com variância mínima na classe dos 
estimaclores lineares. Se além disso os erros elo modelo têm distribuiçao 
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normal com os parâmetros antes mencionados. o vetor O definido em 
( 3. 1} é o est imador de máxima verossimi lhanca dos parâmetros elo mocle lo 
de regressão e é não viciado de mínima variância. 
Seguem os métodos de diagnósticos de observaçoes discrepantes 
ma1s usados na análise de regressão linear múltipla, baseados no método 
de estimação ele mínimos quadrados. Estes diagnósticos já formam parte 
ela maioria dos pacotes computacionais que fazem análise de regressao 
1 inear. Os métodos que apresentaremos investigam o efeito incli viclua 1, 
isto é, a influência de cada observaçao em diferentes fases da análise 
de dados. Ao final elo capítulo comentaremos brevemente sobre os métodos 
de diagnóstico de múltiplas observações discrepantes. 
3.4.1 A Matriz ele Projeção H 
A partir de (J .1) podemos expressar o vetor ele respostas 
preditas, como 
13.2} 
A matriz 
13.3) 
é o operador de projeção ortogonal no espaço coluna de X. Os 
elementos ela diagonal de H. denotados por h. . sâo mui to usados para 
1 1 
diagnosticar a influência de observações individuais. 
Versões escalares dos valores preditos, sua variância e a 
variância elos resíduos são dados por 
n 
yi = h .. yi +~h .. yj 1 1 j i 1 J I=1.2, ... ,n. 13.4) 
26 
v (;i) h .. 2 = a 
' ' 
1 = 1.2 ..... n. 
V (eJ r~- h. J 2 = a 
' " 
1 = 1,2, .... n. 
v (ê;) 2 = c .. a 
J J 
onde c .. é o j-ésimo elemento da diagonal de IX'XI- 1 • 
J J 
I 3. 5 I 
I 3. 61 
I 3. 71 
Pelas propriedades de simetria e idempotencia ela matriz de 
projeção temos que 
Notemos 
isto é, 
que se 
a i-ésima 
h .. 
" 
o s 
n 
2 h = 
'' i = 1 - ,, 
2 
+ h .. 
" 
h ,; 
" 
n 
2 h j = 1 J 1 
n 
= l hz.' 
j = 1 1 J 
1' 
= 1. 
h .. ----->1. então h . ----->0; V i t- j 
1 1 1 J 
observação é ajustada exatamente pelo 
e Y. -----7y . ' 
' ' 
hiperplano ele 
regressão dado pela expressão I 3. 4 I. Em consequência, também teremos 
que a variância dos resíduos tende a zero em 13.61 e a variância do 
2 
valor predito tende a ,r em I 3. 51. Vemos portanto que se h .. 
' ' 
está 
próximo a 1. a observação correspondente será altamente influente 
na determinaçào ela regressão. Estes valores podem ser vistos como 
uma medida da distância do vetor linha x. E X ao centroide dos 
' 
dados. 
o posto da matriz H é dado por 
Posto(HI = Posto lXI = traço IHI = k, 
e o tamanho médio elos elementos ela diagonal é k/n. Em experimentos 
de 1 ineaclos o ideal é usar pontos no espaço das v ar iáve is regressaras 
que sejam igualmente influentes, isto é, que cada ponto tenha h .. 
" 
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próximo a k/n. Em geral, X não é delineado e não é possível controlar 
os valores de h .. 
1 1 
Precisamos entao, de algum critério para decidir 
quando um valor de h.. pode ser considerado suficientemente grande 
1 1 
para chamar nossa atenção. Hoaglin e Welsch ( 1978) e Cook e 
Weisberg ( 1982) sugerem que com h .. 
1 1 
<: 2k/n, a i -és i ma observaçào 
seJa considerada potencialmente influente. 
Dado que o estimador de mínimos quadrados é equivariante sob 
mudanÇas de posiçào na matriz do modelo, sem perda de generalidade, 
podemos supor que o centro ide dos vetores I inha x. E lRk é zero. Logo, 
1 
considerando um modelo com intercepto temos 
h .. = 
1 1 
1 
n 
t - 1 t 
+ x.IX X) X. 
1 1 
( 3.3) 
Outra forma de detectar observaçêíes potencialmente influentes 
é construindo o menor conjunto convexo contendo a totalidade elos 
vetores 1 inha ela matriz elo modelo, denominado contorno das variáveis 
regressaras (RVH). Para isso, precisamos encontrar o ma10r elemento 
ela diagonal de H. isto é, h .. = h e calcular 
1 1 mEl. X 
1 l - 1 t 
-+X. (X X) X. ,;; h 
n 1 1 max 
I 3.8 l 
Se o volume do elipsóide em (3.9) é muito maior do que o volume que se 
obteria considerando o seguinte h .. máximo, então a observacao com 
1 1 
h será considerada uma observação influente ou ponto de alavanca. 
max 
Uma desvantagem em utilizarmos h .. 
.\ 1 
i=l ,2, ... ~n. como medida 
ele influência é que estes sofrem o efeito de mascaramento, isto é. 
mú 1 ti pias observacôes discrepantes podem nao ser detectadas por este 
método de diagnóstico. Este fato será mais claramente visualizado no 
capítulo 5, 
Mahalanobis. 
onde veremos a relaçao elos h 
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com a distância de 
1 1 
3.4.2 Análise de Resíduos 
Um método comum de detec<:ao de observacoes discrepantes 
consiste em examinar os resíduos padronizados 
onde 
r. = 
1 
e. 
1 i=1.2, ... ,n, ( 3. lO) 
n 
( 3. li) 
Estes resíduos sào denominados "studentizados" externamente pois sob 
a suposiçilo de normalidade dos erros do modelo. S .• a distribuiçilo dos 
1 
r. será aproximadamente t-Student. Um critério para decidir quando 
1 
um resíduo pode ser considerado notoriamente grande é usar o fato de 
que resíduos com r. > 2.5 são muito raros nesta distribuição, exceto 
1 
para graus de liberdade pequenos. 
Outro tipo de resíduo padronizado. conhecido com~.._) resíduo 
"studenlizado'! .internamente o qual é obtido excluindo a i-ésima 
observaçâo no cálculo ela variância estimada dos resíduos. é dado por 
onde 
t. = 
1 
Note que e. 
1 
e. 
1 
~ ~ (i)/ 1-nii 
i=l,::?, ... , n, 
ln-kl ,r 2 e,/(1-h,J 
n-k 
( 3. I~) 
I 3.13) 
e 
2 
alil são independentes pois a i-ésima 
observação não participa elo ajuste do modelo. Logo a variável t 
definida em 13.12) tem distribuição t-Student. sempre que os erros do 
modelo I 1.1 l apresentem distribuição normal. A expressao (3.12) é usada 
como um teste estatístico para estabelecer se a ;-ésima observac3o 
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está de acordo com o modelo. Este tipo de resíduo é mais efetivo do que 
os r. de f in idos em ( 3. 10) para detecção de observaçoes discrepantes 
1 
individuais. 
Considerando que os resíduos podem não ser notoriamente 
grandes, pelo fato de que as observacÜes discrepantes eles locam o 
hiperplano na sua direção, e que h .. não detecta múltiplas observaçoes 
1 1 
discrepantes na direção das variáveis regressaras, podemos cone! u ir 
que, tanto os resíduos "studentizados" internamente quanto os 
"studentizados" externamente não são confiáveis na presença de 
múltiplas observações discrepantes, 
3.4.3 Outros Diagnósticos de Influência 
Para aval i ar a influência potencial de uma observação em 
determinada fase da análise de dados faremos o ajuste com e sem a 
i-ésima observação. Empregaremos o sub-indice (i) para significar 
que a i-ésima observação foi retirada do conjunto de dados. Logo temos 
( 3. 14) 
( 3. 15) 
é o onde X(i) é a matriz do modelo e, y(i) 
desconsiderando a i-ésima linha da matriz X e, 
vetor de respostas 
a i -és i ma resposta 
dt?_s vetores e< i) e y <i > em ( 3. 14 l e ( 3. 15) observada, y .• Os elementos 
1 
são denotados por y<. l . e 
1 ' 1 
e . i= 1,2, ... ,n .. J. = i,2, .... k, ( i ) ' j ' 
respectivamente. 
A seguir determinaremos a magnitude das diferenças entre as 
estatísticas derivadas dos dois ajustes (3.1) e (3.14). 
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i) Estatística DFBETAS 
Mede a influência da i-ésima observacao na estimativa do 
j-êsimo coeficiente de regressào. Esta influência será avaliada a 
partir da diferenÇa !_J(il- e padronizada pela variância do vetor 
de coeficientes. V( e), cuja versao escalar ê dada em ( 3. 7). A 
variância elos erros é dada por (3.13). A estatística DFBETAS 
para o j-ésimo coeficiente de regressão é 
a .. t. i=L2 .... ,n 
DFBETAS(. J . = 
1 ' J 
' J ' 
f C ( 1-h . ) J 1 I 2 L 1 1 1 1 
j=l,2 •.... k ( 3. 16) 
c.. foi 
J J 
definido 
ela matriz 
na expressao 
(XtX) - 1Xt. e t. 
(3.7) e a .. é o (i.j)-ésimo 
1 J 
elemento é definida em (3.12). 
' 
b - d 'd . 1/2 O servaçao.- O ponto e corte suger1 o neste caso e 2/n . 
ii) Estatística DFFITS 
Esta estatística proposta por Belsley, Kuh e Welsch ( 1980). 
indica a mudanÇa na i-ésima resposta estimada, y i . quando 
realizamos o ajuste desconsiderando a i-ésima observação. Esta 
mudança será avaliada através ela cliferência v,. v , ~· +(i),i 
padronizado pela variância do estimac!or, v[; i). dada em (3.5). A 
variância dos erros é dada por ( 3. 13). 
Expressando-a 
internamente temos 
DFFITS 2 
' 
em termos 
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dos resíduos "studentizados" 
i=1,2, ... ,n. ( 3. 17) 
Uma regra empírica para decidirmos se uma observaçào influi 
em determinada resposta estimada é usando o ponto ele corte 
2{k/(n-k)} 112 , ou também 2(k/n) 112 para os casos em que k « n. 
iii) Distância de COOK 
Proposta por Cook (1977) é definida como a distância, 
Padronizada, entre os vetores ele coeficientes estimados,_ e e ( i ) 
e, 
COOK = 
[ êciJ- ê )(xtx ][ êCil- ê) 
k ()"2 
( 3.18) 
onde k é o número ele parâmetros e a2 é a variância dos erros 
será estimada por (3.11). Para a i-ésima observaçào temos 
que 
COOK. = 
' 
1 
k 
h i i I 
1 - h j 
" 
i=l,2, ... ,n. ( 3.19) 
Um valor grande de COOK indica que a i-ésima observacao 
influi fortemente nos coeficientes de regressào est i macios e sua 
eliminacao pode produzir mudanças importantes nas conclusêies. 
Observação.- "Grande" neste caso será relativo ao grupo. 
A distância definida em (3.19) é equivalente à estatística 
DFFITS 2 dada em ( 3. 17), as duas calculam a distância euclideana 
entre os vetores de estimativas com e sem a i-ésima observaçào, a 
diferença está nos fatores de escala pois usam versões diferentes ela 
variância dos erros. 
Os pontos de corte sugeridos para as diferentes estatísticas 
de influência sào na verdade puramente referenciais. Na prática o 
analista é quem decide quando o valor da estatística pode ser 
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considerado notoriamente grande, baseado na sua experiência e conheci-
mento dos dados. Por exemplo, uma forma de agirmos poderia ser a 
seguinte: calcular as estatísticas de influência para todas as 
observações e considerar como grandes aquelas observacôes que têm 
valores notoriamente maiores do que as outras. 
As estatísticas de influência apresentadas combinam resíduos 
"studentizados" externamente ou internamente com os elementos da 
diagonal ela matriz H. Logo precisamos analisar cada um dos termos da 
estatística para termos uma idéia mais clara do que significa um valor 
grande ou pequeno da estatística de influência que se está 
considerando. 
3.4.4. Sumário 
Resumindo os resultados desta seção temos 
• A identificação de dados discrepantes realiza-se com a finalidade de 
ressaltar observações suspeitas, estudando seu efeito nas diferentes 
fases da análise. Se observações discrepantes são identificadas e, 
estas não afetam a fase da análise de dados a qual é de interesse, 
então, permanecerào no conjunto de dados. 
• Os métodos de diagnósticos que apresentamos nésta seção são usados 
para detectar uma observacào discrepante de cada vez. Na presença de 
múltiplas observações discrepantes estes métodos não necessariamente 
os identificam, pois uma observação discrepante pode mascarar outras. 
Pode também ocorrer que dados seguindo o padrào ela maioria sejam 
diagnost icaclos como discrepantes. Este fenômeno é denominado efeito 
de "swamping". 
• Os métodos de diagnósticos de múltiplas observações discrepantes sào 
uma solucão para o problema de mascaramento. As estatísticas para 
estes diagnósticos são calculadas ret ir anelo grupos de m > 1 dados. 
JJ 
de possíveis subconjuntos de ( n-m) observações a serem analizadas 
cresce rapidamente com n. Dado que nao conhecemos o nümero exato de 
observações discrepantes existentes no conjunto de dados. a análise 
deverá ser rea I i zacla com m = 2, ' _, . n-k. Isso pode levar a um 
trabalho computacional muito grande e quase impossível de ser 
realizado em algumas situaçôes. 
Em consequência, preCisamos de métodos de detecçao ele 
múltiplas observa<:ões discrepantes que nao sofram o efeito de 
mascaramento. 
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CAPITULO 4 
OBTENCAO DE ESTIMADORES COM ALTO PONTO DE RUPTURA 
4.1. INTRODUÇÃO 
Os estimadores de mínimos quadrados e mínima soma de desvios 
absolutos tém em comum a forma de construição da função objetivo a 
minimizar, isto é, aplica-se um funcional sobre o vetor de resíduos 
observados. Eles são membros de uma clase geral de estimadores 
denominados estimadores norma L , e os funcionais aplicados pertencem à 
p 
classe de normas vetoriais L . Estes estimadores serão apresentados na p 
seção 4.2, incluindo as condições sob as quais existe uma solução para 
o problema de minimização e os casos em que esta solução é única. Nesta 
mesma seção apresentaremos a geometria da função objetivo do problema 
de minimizacão e exporemos a relação entre os 
M-estimadores e de máxima verossimilhança, com a 
est imadores norma L , 
p 
finalidade de explicar 
as razões pelas quais os est imadores norma L p são afetados pelas 
observações discrepantes. 
Na seção 4.3, estudaremos modificações da função objetivo dos 
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est imadores norma L , afim de obtermos est imadores robustos com alto 
p 
ponto de ruptura. 
4.2 DEFINIÇÃO DE ESTIMADORES DE REGRESSÃO LINEAR NORMA LP 
Uma forma geral de apresentar o problema de estimação dos 
parâmetros do modelo ( 1.1) é através da minimização da distância do 
vetor de observações y E IR" a um hiperplano gerado pela combinação 
I inear dos vetores x
1
, x
2
, ••• , xk; x J E IR". Esta distância será 
medida por uma métrica convenientemente escolhida. Como qualquer norma 
pode ser deduzida a partir de uma métrica. cada norma L dará lugar a p 
um estimador (definição A5). Um estimador de regressão norma L é um 
- p 
vetor e E IRk que minimiza a norma L do vetor de resíduos, isto é, 
p 
onde 
W(e) 
res: 
W(e) = 
r 
n I lyi 
~ i= 1 = 
l Max lyi l;S:i~n 
Min W(e) 
e 
k 
-.i~/ i i 
k 
l xi i 
J=1 
e i ir 
e i I 
k para e E IR , 
1 :; p < co, 
p = "'· 
( 4. 1) 
Como casos parti cu lares, são conhecidos seguintes estimado-
i) Estimador norma L
1
, o qual é uma generalização da expressao (1.3) 
para regressao linear múltipla. 
n k 
_'i' xiJ.eJ·I· jf1 
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( 4. 2) 
Este est imaclor é conhecido também como est imaclor LAV (Least 
absolute value). 
ii) Estimaclor norma L2 ou estimaclor ele mínimos quadrados; o qual foi 
dado na expressão (1.4). 
iii) Estimaclor norma L00 , também conhecido como estimaclor minimax ou 
estimaclor ele Chebyshev, 
( k I 
~!~k l~~~,;n I yi -j~l X .. e j I 1 J J 
4.2.1 Existência e Unicidade elos Estimaclores Norma L 
p 
(4.3) 
Para cada vetor e que minimiza a função objetivo, W(e), 
existe um vetor y = X e. Todos os vetores y assim definidos formam um 
conjunto que denotaremos por IPG(y). Dado que a matriz X é ele posto 
completo, o vetor e é unicamente determinado para cada vetor y E IPG(y) . 
Os vetores .. . , xk, y e y são elementos elo espaÇo vetorial 
norma L . p 
Seja G o conjunto ele todos os vetores que são combinaçoes 
lineares elos vetores x 1 , x2 , •.• , xk, isto é, 
é um subespaço li::ear elo espaço LP gerado pelos vetores x 1 , x 2 , .... xk. 
Logo, os vetores y são aqueles que satisfacem: 
Min ~ y- g ~ = ~ y- y ~. 
gEG 
definindo IP (y) formalmente temos 
g 
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(4.4) 
IP ( y) 
G = {; E G : IIY - ; 11 = Inf 11 Y - g 11 }· 
gEG 
(4.5) 
o subespaço linear G é de dimensão finita. 
Precisamos agora garantir que o conjunto IP (y) 
G 
seja não 
vaz1o, isto é, que exista no mínimo uma solução para o problema de 
otimização. Cheney (1966) demostrou que dado um espaço linear normado, 
existe pelo menos um ponto com distância mínima a partir do ponto 
fixado. Baseados neste resultado 
L 
p 
existe no mínimo um vetor y E 
podemos dizer 
IPG(y), isto é, 
que no espaço normado 
existe pelo menos uma 
estimativa norma L para o conjunto de dados. 
p 
o teorema a seguir 
apresenta os valores de p para os quais IPG(y) tem 
TEOREMA 4.2.1 
Seja G um subespaço linear do espaço 
então existe exatamente um elemento y em IPG(y). 
PROVA 
apenas um elemento. 
norma L , 1 < p < ro, 
p 
A prova do teorema baseia-se no fato de que os espaços 
lineares com norma L, l<p<oo, são estritamente convexos (Definição A7). 
p 
Suponhamos que y e y' E IPG(y). Logo, pela definição de IPG(y) 
(expressão 4.5), temos 
Min 11 y- d = 11 y- y 11, 
gEG 
e 
Min liY - g 11 = 11 y- y' 11. 
gEG 
Se 
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A 
6 = ~ y- y ~ = ~ y- y'~. 
então, pela desigualdade triangular temos 
6 ~ ~ y- (y + y')/2 ~ s 1 2 11 Y- Yll + 
1 
2 11 y - y' 11 = 6. 
Logo, pela convexidade estrita, existe algum z E L tal que 
p 
y - y = <XZ e Y - y' = {3z. 
Mas dado que 
~ y- y~ = ~ y- y'~. 
então 
<X =/3 + a, {3 E IR • 
Portanto, 
y = y'. • 
O teorema 4.2.1 não se aplica para p = 1 e p = ro. pois os es-
paÇos lineares L1 e L00 não são estritamente convexos. 
4.2.2 Representacão Geométrica dos Estimadores Norma L p 
Para facilitar as interpretações, usaremos o modelo linear 
com duas variáveis independentes e três observações 
As figuras 4.2.1 e 4.2.2 representam as bolas associadas aos 
estimadores de mínimos quadrados e mínimo valor absoluto, 
respectivamente. 
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G 
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ESPAÇO L2 
\ 
\ 
' i y li 
I 
\ ! 
\ i 
-----/r---7 '· ' r / 
.· . , ---- -- ---- --;<:-~:~c:_-_:::/------- --- -----
.· 
.· 
y = B X +B X /" 
Figura 4.2.1 O espaço L2 e o conjunto de todos os vetores com 
distância r partindo do vetor y. 
Consideremos todos os vetores que estão a uma certa distância 
r do vetor y E R3 • Estamos então considerando no espaço L
2 
o conjunto 
( 3 
lih ) 2j1/2 - si J = 
o qual forma uma esfera com centro em y E R3 e raio r. Para um raio 
suficientemente grande, a esfera toca o plano g E G. Quando n > 3 
o subespaço G será formado por hiperplanos e o conjunto de vetores com 
distância r do vetor y será uma hiperesfera. Para um raio 
suficientemente grande a hiperesfera toca o hiperplano g E G mais 
próximo em apenas um ponto. Este ponto tangente corresponde a y = X Õ, 
Logo, sempre existe uma única estimativa norma L2 . 
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G 
.• 
z 
2 
. · 
.• 
.. 
. 
. 
.· . 
ESPAÇO L 
1 
y I 
r 
··-· -·-·-·-·-·- -·-·-·-·-·-·-·/------> 
y = e x +e x 
1 1 2 2 
Figura 4.2.2 O espaÇo L1 e o conjunto de todos os vetores com 
distância r partindo do vetor y. 
O conjunto de pontos que estão a uma certa distância r a 
partir do vetor y, segundo a métrica L
1 
é dado por 
Este conjunto tem a forma de um rombóide 3 com centro em y E IR e com 
diagonais de comprimento 2r paralelas aos eixos de coordenadas. Para r 
suficientemente grande, o rombóide toca o plano g E G. Em consequência, 
está garantida a existência de no mínimo uma estimativa norma L
1
• o 
romboide e o plano g E G podem interceptar-se em um único ponto ou em 
uma aresta, ou em uma face do rombóide. Logo, as estimativas não 
necessariamente são únicas. 
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A figura 4.2.3 mostra as características da bola associada ao 
estimador de Chebyshev. 
G 
.. ·' 
z 
1 
.· 
.· 
.. · 
ESPAÇO L(() 
y 
r 
·-·-·-·-·-· ·-·-·-·-·-·-·-·· ' ··-·-·-·-·-·-·-· ·-·-·-·-·-·-·-
y = e x .e x 
1 1 2 2 
/ 
Figura 4. 2. 3 O espaço L
00 
e o conjunto de todos os vetores com 
distância r partindo do vetor y. 
O conjunto dos vetores que estao a uma distância r do vetor 
3 y E ~ , segundo a métrica L , será dado por 
co 
: Max 
1.:Si.:S3 
k 
os mesmos formam um cubo com centro em y E ~ e lados de comprimento 
2r, paralelos aos eixos coordenados. Como no caso dos estimadores norma 
L
1 
a existência de no mínimo uma soluçao está garantida, porém nao se 
garante a unicidade. 
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4. 3 RELAÇAO DOS ESTIMADORES NORMA LP, M-ESTIMADORES E DE MAxiMA 
VEROSSIMILHANÇA 
Huber (1964) e outros propuseram uma clase geral ele estimado-
res denominados M-estimadores, os quais foram posteriormente generali-
zados para modelos de regressão 1 inear múltipla .. 
O M-estimador de regressão foi definido como aquele vetor e 
que mínimiza a função 
k 
- \ xiJ. jfl e E IR. j (4.6) 
A função p(t) é escolhida convenientemente com o objetivo de minimizar 
a importância dos resíduos grandes. Em geral, pede-se que p seja nilo 
negativa, simétrica. convexa e que p(t)~ quando t~. Se 
considerarmos as funções p que são deriváveis teremos p'(t) = ~(t). 
As estimativas serão obtidas resolvendo o sistema de equações 
X .. 
' J 
( 4. 7) 
Se definirmos p(t) = -log f(t), onde f(t) é funçao densidade dos 
erros, og., obtemos o est imador de máxima verossimilhanÇa do vetor de 
' parâmetros e. Se p( t) temos que os est imadores norma L p sao 
M-estimadores. Podemos então concluir que, os estimadores de máxima 
verossimilhanÇa e norma L são 
p 
subconjuntos da classe dos 
M-estimadores. Interessa-nos agora, saber se existe interseção entre 
estes dois subconjuntos. A seguir, ver i ficaremos que para uma certa 
família de distribuições de probabi I idade, os est imadores de máxima 
verossimilhança e norma L coincidem. 
p 
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Turner ( 1960) considerou a seguinte família de funções de 
densidade de probabilidade 
f (y) = 
zor(1/rJ { 
ly-BII'} 
exp - r , 
o 
( 4. 8) 
para y E~; B E~; o> O; 1 >O; f(.) denota a função Gamma. Mudando o 
valor de r em (4.8) obtêm-se diferentes funções de densidade de 
probabilidade. Por exemplo, se ; 
i) r = 1, temos a distribuição de Laplace ou exponencial dupla. 
f(y) = ~o exp {- ly : Bl }: y E ~; B E ~; 8 > 0. (4.9) 
ii) r= 2, a distribuição é normal com esperança B e variância 8 2 /2. 
f (y) = 1 
8fi/ exp {-
y E ~; B E ~; o > 0. 
iii) r~. no limite a distribuição é uniforme. 
f(y) = 1 
20 
ly - Bl .s 8. 
( 4. 10) 
(4.11) 
A função de verossimilhança para uma amostra aleatória i.i.d. 
de tamanho n, com função de densidade f dada em (4.8) será 
-t(e, o; y) n = ln r 
n 
ln 2o f(l/r) - --1-- \ ly_ 
o1 i f1 ' 
O estimador de máxima verossimilhanÇa de B serâ aquele vetor B que 
minimiza 
n 
llyi - Bl 1 . 
i= 1 
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No caso da distribuição uniforme (1--700), o estimador de máxima vero-
ssimilhança será 
ou 
e = Lim 
1---""' 
e = Max 
OSi:Sn 
n 
ly_ -e!. 
1 
Voltando ao modelo de regressão linear temos que os 
estimadores de máxima verossimilhança e norma L são equivalentes p 
quando a componente g do modelo ( 1. 1) é uma variável aleatória cuja 
distribução corresponde a um dos membros da família (4.8). 
a 
No modelo de posição, Y = e + g, a estimativa norma L de e é 
1 
mediana amostra], e as estimativas norma L e L são a média 2 (j) 
aritmética e a amplitude média, respectivamente. Lembrando que a média 
aritmética é sensível à presença de dados discrepantes, enquanto que a 
mediana amostrai é resistente a essas observações, segue que, o 
estimador norma L
1 
é preferível quando a distribuição dos resíduos tem 
caudas longas. Por outro lado, quando a distribuição dos resíduos tem 
extremos bem definidos, como a distribuição uniforme, é de se esperar 
que o estimador L
00
, o qual é mais sensível a resíduos grandes do que a 
norma L
1
, seja o adequado. 
4.4 CONSTRUÇÃO DE ESTIMADORES COM PONTO DE RUPTURA MÁXIMO 
Das propriedades dos estimadores de regressão norma L , vimos 
p 
que estes estimadores não são resistentes a pontos de alavanca. A 
geometria da bola associada a estes estimadores nos fornece a 
explicação deste fato. As bolas associadas aos estimadores norma L são 
p 
1 imitadas tornando-as mui to sensíveis a mudanças nos dados. Isso se 
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reflete no baixo ponto de ruptura dos estimadores norma L . 
p 
Nosso interesse agora é mudar a geometria das bolas 
associadas aos estimadores norma L , afim de que admitam uma certa p 
porcentagem de observações discrepantes sem alterar demasiadamente o 
valor da estimação, ou seja, pretendemos construir est imadores com 
ponto de ruptura o mais alto quanto possível. 
para mudarmos a forma geométrica das bolas associadas aos 
estimadores norma L , podemos dividir o conjunto de pontos no espaço L 
p p 
em duas partes: a primeira com resíduos que chamaremos ele "pequenos", 
que correspondem aos pontos localizados perto do hiperplano ajustado, e 
a outra com resíduos "grandes", ou seja, aqueles pontos que se afastam 
do hiperplano ajustado. A classificação dos resíduos como "pequenos" ou 
"grandes" depende do ponto de ruptura desejado e do número de dados. 
Por exemplo, se desejamos um estimador com ponto de ruptura de 20% e 
temos 5 observações classificaremos 4 observações com os resíduos 
"pequenos" e uma com o resíduo "grande". 
Outro aspecto que devemos levar em consideração na construção 
elos estimaclores com alto ponto de ruptura é que a função objetivo a ser 
utilizada proporcione separação total dos dados, isto é, o 
subconjunto de dados com resíduos "pequenos" deve estar bem 
identificado. Aplicaremos um elos estimaclores norma L sobre o conjunto 
p 
de dados com resíduos "pequenos" para obtermos as estimativas e os 
resíduos. 
Resumindo, os passos para construirmos est imaclores com ai to 
ponto de ruptura são os seguintes: 
* • Selecionar o ponto ele ruptura clesejaclo, (E ~ 0.50). 
• Definir um critério ele divisão dos dados em funcão elo ponto ele 
ruptura desejado, ele modo que possamos identificar claramente um 
grupo de resíduos 11 pequenos" e outro de !!grandes!!. 
• Estimar o vetor ele parâmetros e apl icanclo um funcional previamente 
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selecionado sobre o conjunto de dados com resíduos "pequenos". O 
funcional neste caso será uma norma L , p ~ 1. 
p 
O ponto de ruptura pretendido não é sempre atingido na 
prática, mas podemos conseguir valores muito próximos aos desejados. 
4.4.1 Exemplos de Estimadores com Alto Ponto de Ruptura 
Os est imadores que apresentaremos a seguir foram construídos 
seguindo os três passos antes mencionados. 
a) Estimador de Mínima Mediana dos Quadrados dos Resíduos (LMS) 
Rousseeuw ( 1984) propôs o est imador denominado "estimador de 
mínima mediana dos quadrados dos resíduos" (LMS), que tem ponto de 
ruptura 50%. Este est imador foi definido como o vetor e que minimiza 
ou seja, 
w(e) = Mediana 
1~i:Sn 
e = Min 
e 
Mediana 
1~i~n 
e E IRk 
} 
k e E IR. 
( 4. 13) 
( 4. 14) 
Onde a mediana é definida como a estatística de ordem [n/2] + 1 dos 
resíduos e 2 = (Y. - x.e) 2 : i=1.2, ... ,n. Podemos melhorar o ponto de 
1 1 1 
ruptura do estimador (4.14) considerando a q-ésima estatística de ordem 
dos quadrados dos resíduos. Assim 
e = Min 
e 
2 
e q:n 
k e E IR, ( 4. 15) 
onde q = [n/2) + [(k+l)/2). Tanto em (4.14) quanto em (4.15) o estima-
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dor tem ponto de ruptura assintótico 50%. porém em amostras finitas o 
ponto de ruptura de (4.15) é ligeiramente maior. 
A formulaçao (4.15) é equivalente a 
e = Min 
e 
2 Máximo e 
1.Sí:$;q ! : n 
k I) E IR. ( 4. 16) 
Na expressao (4.16) observamos claramente que o estimador LMS formulado 
em ( 4. 15) é um membro da famí 1 ia de est imadores com alto ponto de 
ruptura. construído aplicando a norma do máximo sobre o conjunto de 
resíduos "pequenos". O critério de divisão dos resíduos em "grandes e 
"pequenos" é dado pela q-ésima estatística de ordem dos quadrados dos 
resíduos do ajuste. 
A formulacao do problema de estimaçao LMS de (4.14) como um 
problema de estimação minimax (ou de Chebyshev) foi de grande utilidade 
pois facilitou a busca de algoritmos exatos para resolver o problema de 
otimização. 
A figura 4.4.1 apresenta a geometria da bola associada ao 
estimador LMS. A representação é feita no espaço IR 3 e 
e E IR: i=1,2}. 
A característica mais notável da bola no gráfico 4.4.1 é que 
a mesma possui contornos que se extendem ao longo dos eixos até o 
infinito. Assim, por exemplo, os pontos (O, O ,00 ) e (O, O, O) estão a uma 
distância zero do centro e encontram-se dentro da bola LMS. Isto mostra 
que. pontos que estào próximos, de acordo com a métrica associada ao 
estimador LMS, podem estar muito longe sob métricas convexas limitadas. 
48 
Figura 4.4.1 Geometria da bola associada ao estimador LMS. 
A figura 4.4. 2 apresenta uma visfío bidimensional da bola 
associada ao estimador LMS, considerando a interseÇão da bola no 
espaço IR 3 com um plano bidimensional passando pela origem e sendo 
paralela a um e1xo. 
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Figura 4.4.2 Interseção da bola associada ao estimador LMS e um plano 
que passa pela origem e que é paralela a um eixo. 
Geometricamente, a solução LMS corresponde a encontrar a 
faixa mais estreita, que cobre pelo menos a metade das observações. A 
amplitude dessa faixa é medida na direção verti cal e, espera-se que 
pelo menos h = [n/2] + [(k+l)/2] + 1 pontos estejam nela contidos. O 
est imador será robusto no sentido de resistência a observações 
discrepantes sempre que pelo menos 50% das observações estejam entre os 
dois hiperplanos, xe ± p, onde pé a amplitude da faixa. 
O estimador LMS tem as propriedades de equivariância sob 
transformações lineares na resposta (de regressão), e sob 
transformações afins na matriz do modelo. Além disso, tem o maior ponto 
de ruptura entre todos os estimadores equivariantes de regressão. 
Como o estimado r LMS é gerado pela norma de Chebyshev, está 
garantido que existe pelo menos uma estimativa, porém, esta pode não 
ser única. 
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Um resultado interessante que mostra que o ponto de ruptura 
do estimador LMS converge assintóticamente para 1/2 é dado pelo teorema 
seguinte. 
TEOREMA 4.4.1 (Rousseeuw e Leroy (1987), pp. 118-120) 
Se k > 1, e as observações estão em posição geral (Def. A9), 
então o ponto de ruptura do estimador LMS é 
* E (t, Z) = ( [n/2]-k+2)/n. 
n 
( 4. 17) 
O teorema seguinte mostra que sob certas condições existe um 
hiperplano que interpola um subconjunto de observações que estão em 
posição geral. 
TEOREMA 4.4.2 (Rousseeuw e Leroy (1987), pp. 122-123) 
Se k > 1, e existe e tal que pelo menos n-[n/2]+k-l das 
observações satisfaçam exatamente o modelo (1.1) além disso, os dados 
estão em posição geral, então, a solução LMS é igual a e, quaisquer que 
sejam as outras observações. 
Observação.- Este estimador não é eficiente, mas como estamos 
interessados em métodos exploratórios para detecção de observações 
atípicas, esta característica do estimador LMS não é muito importante 
em nosso estudo. 
b) Estimador de Mínima Soma dos Quadrados dos Resíduos Aparados (LTS). 
Rousseeuw e Leroy (1987), propuseram um estimador denominado 
Estimador de Mínima Soma Aparada dos quadrados dos Resíduos (LTS), 
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definido como 
q 
e= M~n L (er 
í = 1 
k e E IR , ( 4. 18) 
onde e. = (Y. -x.e], e q = [n/2] + [(k+1)/n]. Este estimador tem ponto 
1 1 1 
de ruptura 1/2 e é obtido utilizando o seguinte critério de divisão: 
Obter a q-ésima estatística de ordem dos resíduos. 
Considerar como "pequenos" os resíduos menores o iguais a e 2 q:n 
ponto de 
O funcional é dado pela norma L
2
, 
ruptura 1/2 é dado por aquele valor 
isto é, o estimador com 
de e E IRk que minimiza a 
soma de quadrados dos resíduos, calculado sobre o conjunto de dados com 
resíduos "pequenos". 
Na figura 4.4.3 observamos que a geometria da bola associada 
ao estimador LTS, é similar à correspondente ao estimador LMS sendo que 
seus contornos não são quadrados mais sim tubos circulares. 
Este estimador é mais eficiente do que o estimador LMS, além 
O(n1/2) disso, tem convergência assintótica de ordem a uma 
distribuição normal. No entanto, ele é computacionalmente mais lento do 
que o estimador LMS, tornando-o pouco utilizado como método 
exploratório. 
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Figura 4.4.3 Geometria da bola associada ao estimador LTS. 
4.5 SUMARIO 
• 
• 
Resumindo os resultados deste capítulo temos: 
Os estimadores de regressão norma L p são ótimos, se a distribucão de 
'1': no modelo de regressào (1.1) é um membro da família de distribui-
cões definidas em (4.8). 
O est imador norma L
1 
é robusto com respeito ás observaçôes discre-
pantes, porém ele é muito afetado pelos pontos de alavanca. Já o 
estimador de mínimos quadrados é afetado tanto pelas observacôes 
discrepantes na resposta quanto pelos pontos de alavanca. 
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• A falta de robustez dos estimadores norma L deve-se ao fato de que 
p 
as bolas associadas a estes estimadores são limitadas. 
• Os estimadores com alto ponto de ruptura são construídos modificando 
a geometria das bolas associadas aos est imadores 
fazendo-as não limitadas. Estes estimadores não provocam 
norma L , 
p 
o efeito de 
mascaramento, portanto, os diagnósticos serão mais confiáveis do que 
àqueles produzidos pelo estimador de mínimos quadrados. 
• O estimador LMS é o mais conhecido membro desta família de 
estimadores com alto ponto de ruptura. Os resíduos do ajuste calcu-
lados empregando este est imador são ut i 1 izados para detectar 
observações discrepantes da regressão. 
No capítulo seguinte estudaremos métodos de identificação de 
observações discrepantes na matriz do modelo. 
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CAPITULO 5 
ELIPSÓIDE DE VOLUME MÍNIMO E SUA UTILIZAÇÃO NA IDENTIFICAÇÃO 
DE DADOS DISCREPANTES 
5.1 INTRODUÇÃO 
O problema de identificação de observações discrepantes, 
quando ocorre o problema de mascaramento, foi resolvido apenas em parte 
no capítulo anterior. Os est imadores de regressao com alto ponto de 
ruptura identificam observações que são discrepantes, porém não 
fornecem qualquer informaçao com respeito ao motivo da discrepância, ou 
seja, se a mesma é devida à resposta, as variáveis regressaras ou 
ambas. Neste capítulo apresentaremos métodos de detecção de pontos de 
alavanca que não sofrem o efeito de mascaramento. 
Considerando que a matriz do modelo, X, está formada por n 
vetores linhas de dimensao k, a busca de métodos robustos para 
identificar pontos de alavanca será tratada no contexto da análise 
multivariada de dados. 
A necessidade de caracterizar um ponto discrepante no espaço 
das variáveis regressaras levou-nos ao emprego de métodos de 
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sub-ordenamento dos pontos através de uma medida de distância a qual 
nos diz o quão longe encontra-se um ponto do seu centroide. consideran-
do, a dispersão do conjunto total de pontos no espaço das variáveis 
regressaras. Quando os parâmetros de posicão e dispersão necessários 
para obtermos a distância sao estimados pela média e covariância 
amostrais, a distância assim definida é chamada ele distância de 
Mahalanobis. 
Na seçao 2 verificaremos que a distância de Mahalanobis ele um 
vetor pertencente à matriz elo modelo, é uma funçào monótona crescente 
do elemento correspondente da diagonal da matriz ele projeção. Esta 
relação explica a vulnerabilidade dos elementos da diagonal da matriz 
de projeção quando o conjunto de dados apresenta múltiplas observações 
discrepantes. 
Na seçào 3, apresentaremos estimadores robustos para os 
parâmetros de posição e dispersão do elipsóide de volume mínimo que tem 
ponto de ruptura 50%, consequentemente a medida de distância obtida a 
partir desses estimadores será robusta. 
Finalmente, na seção 4 daremos um método de diagnósticos de 
observações discrepantes que consiste em um gráfico bidimensional 
relacionando às distâncias robustas e os resíduos do ajuste, obtidos 
empregando um dos est imaclores de regressao com alto ponto de ruptura 
propostos no capítulo 4. 
5. 2 IDENTIFICAÇÃO DE OBSERVAÇÕES DISCREPANTES EM CONJUNTOS DE DADOS 
MULTIVARIADOS 
No caso univariado, caracterizamos uma observação discrepante 
como uma observação extrema que está notoriamente distante ela massa ele 
dados. percebendo-se a discrepância por simples inspeçao. Em conjuntos 
de dados bivariados ainda podemos identificar estas observações com 
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ajuda dos gráficos de dispersão. Porém, em dimensoes maiores do que 2 a 
detecção de observações discrepantes é mais complicada e precisamos de 
métodos mais elaborados para identifica-las. 
A idéia de observação extrema ut i 1 izada na caracterização de 
observações discrepantes univariadas surge naturalmente de algum tipo 
de "ordenamento" dos dados, mas na análise multivariada não existe uma 
única forma de ordenamento a qual seja clara e definida. O m3ximo que 
podemos fazer é estabelecer um tipo de sub-ordenamento. Uma forma de 
sub-ordenamento mui to usada na identificação de observaçoes que se 
afastam da massa de dados, consiste em empregar alguma medida de 
distância univariacla, tal como 
r x --1 ( I 5. 1) 
onde x
0 
representa um parâmetro de posição, e r está relacionado com a 
dispersão dos dados. 
Suponhamos que o conjunto de dados X = {x 1 , x 2 , •••• xn}• 
x. E IRk, corresponcle a uma amostra aleatória de uma distribuição normal 
' 
multivariada com parâmetros média e variância 11 e I: respectiva-kx1 kxk 
mente. Neste caso os estimadores consistentes não viciados de mínima 
variância que empregaremos para estimar 11 e I: serão a média de variân-
cia amostrais dados por 
1 
X = 
n 
e 
n 
i= 1 
c= 1 
n-1 
n 
i= 1 
respectivamente. A distância de Mahalanobis (MD.) é dado por 
' 
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I 5. 2) 
I 5.3) 
i=l,2, ... ,n. (5.4) 
Estas distâncias têm distribuição chi-quadrado com k graus de 
I iberdade. Para decidirmos se uma observação encontra-se afastada da 
massa dos dados, comparamos sua distância de Mahalanobis com um quantil 
2 da distribuição Xk previamente fixado. Por exemplo, se escolhermos o 
quantil 95% podemos esperar que somente 5% dos dados que provém de uma 
distribuição normal multivariada estejam fora do elipsóide 
- 1 c ( 5. 5) 
onde b é o quantil 95%. Esses 5% das observações podem ser vistos como 
discrepantes. 
Notemos que tanto o elipsóide (5.5) quanto o chamado contorno 
elas variáveis regressoras definido na expressao ( 3. 9) ut i I izam somente 
a matriz do modelo em sua construição. A seguir mostraremos a relação 
existente entre a distância de Mahalanobis e os elementos da diagonal 
da matriz H, isto é, mostraremos a relação entre os elipsóides 
definidos nas expressões (3.9) e (5.5). 
Consideremos um modelo linear com intercepto 
Y=B +BX + .... +BX +lL 
o 1 1 k k 
(5.6) 
A matriz do modelo pode ser escrita como 
onde lnx 1 é um vetor coluna ele uns; Vnxk =(x 1 , ••. ,xk), xiE~n é a matriz 
de observações correspondente às k variáveis regressaras. A matriz ele 
desvios das observações contidas nas 1 inhas de V com re laçao a sua 
média aritmética a qual denotaremos por :r, é dada por 
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::C =V -1 X 
nxk nxk nx1 1xk' 
t 
calculamos o produto X X fazendo 
onde 
n 
Seja <E. a i-ésima linha da matriz ::C, logo podemos escrever o 
' i-ésimo elemento da diagonal da matriz de projeção, H, como 
h =(1<E.) 
' 1 1 
= 
1 
n 
[ no olr11 xtxj l <Ei J 
( 5. 5) 
Multiplicando e dividindo por n-1 no segundo termos da direita de (5.5) 
obtemos 
h .. = 
1 1 
1 
n 
+_!_<E 
n-1 i ( 5, 6) 
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h = 
1 1 
1 + 1 MD2 
n n-1 (5. 7) 
Tem sido amplamente comprovado que a média e variància 
amostrais tem ponto de ruptura zero, isto é, uma única observação 
discrepante desloca a média, atraindo-a e aumenta a variància. 
Consequentemente, os elipsóides (3.9) e (5.3) também serão deslocados e 
aumentados para aproximar-se dessa observação discrepante. Se o 
conjunto de dados contém múltiplas observações discrepantes, pode 
acontecer que estas sejam mascaradas, apresentando assim clistàncias de 
Mahalanobis relativamente pequenas ou pelo menos não 
grandes. Concluindo, tanto a distància ele Mahalanobis 
notoriamente 
quanto os 
elementos ela diagonal da matriz H são úteis para identificação ele 
observações discrepantes individuais, porém na presença de mú I ti pias 
observações discrepantes sofrem o efeito ele mascaramento. O baixo ponto 
ele ruptura da clistància de Mahalanobis, devido ao emprego da média e 
covariância amostrais, torna necessária a busca de estimadores robustos 
dos paràmetros x0 e r da distància definida em (5.1). 
Estamos interessados em est imadores robustos que não 
provoquem o efeito de mascaramento mais que mantenham as propriedades 
de equivariância sob transformações afins, possuídas pela média e 
covariància amostrais. Para atender à primeira condição empregaremos 
estimadores com alto ponto de ruptura. Encontrar, contudo, estimadores 
que além disso sejam equivariantes sob transformações afins não é uma 
tarefa fácil. Sahel (1981) e Donoho (1982), independentemente, 
propuseram os primeiros est imadores mui t ivar iaclos com ponto de ruptura 
alto equivariantes sob transformações afins. Outro estimador que reune 
as duas condições é obtido através do elipsóide ele volume mínimo gue 
apresentaremos a seguir. 
5.3 ELIPSÓIDE DE VOLUME MÍNIMO 
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Rousseeuw ( 1985), propôs o est imador e 1 ipsóide de volume 
mínimo IMVE) e provou que este é equivariante sob transformacêíes afins 
e possui ponto de ruptura 50%. 
DEFINIÇAO 5.4.1 
Seja X= {x, x, ... , x }• x. E IRk, n" k+l. Definimos o 1 · 2 n 1 
estimador elipsóide de volume mínimo como o par (t,C), onde t E IRk, 
C E PDS(k) tal que 
Min detiC), 
Sujeito a: 
( 5.8) 
Det(.) denota o determinante, a constante b será discutida mais 
adiante, t = t IX) e C = C (X) determinam o centróide e a estrutura de 
n · n 
covariâncias do elipsóide de volume mínimo cobrindo pelo menos q dados, 
onde q = [ (n+k+l )/2]. O escalar b é fixado e não tem influência no 
cálculo de t, mas é muito importante na determinaçao da magnitude de C. 
Se b é escolhido no domínio de uma distribuiçao de probabili-
de do tipo elíptica, obteremos estimadores consistentes de x0 e r. Sob 
a suposição de que o conjunto de dados provém de uma distribuição 
normal com parâmetros 11 E IRk e l: E PDS(k), b ser:'! obtido a partir de 
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1 
2 
Como a variável aleatória (x; - 11) 2:- 1 (x; - 11) t 2 tem distribuição x. 
segue que b corresponde a um percentil da distribuição chi-quadrado com 
k graus de liberdade, cobrindo no máximo 50% da área total da curva. 
Se cada subconjunto de q observações de X contem pelo menos 
k+1 observações em posição geral, então existe no mínimo uma solução 
(t,C) para o problema de minimização da definição 5.3.1. Mesmo que 
algum subconjunto de q observações esteja contido em um hiperplano de 
dimensão menor, pode-se ainda definir t E ~· como o centro do elipsóide 
de volume mínimo, dentro deste hiperplano. cobrindo pelo menos q 
observações. 
5.3.1 Ponto de Ruptura do Estimador Elipsóide de Volume Mínimo 
Rousseeuw (1985) mostrou que o ponto de ruptura do estimador 
MVE é ([n/2] - k + 1)/n, sempre que na restrição (5.8) da definição 
5.3.1 tenhamos q = [n/2] + 1. Posteriormente, Davies (1987) e Lopunhaa 
e Rousseeuw ( 1991) propuseram uma forma de melhorar o ponto de ruptura 
deste estimador fazendo que o mesmo alcançasse o limite superior para 
estimadores de dispersão equivariantes apresentado no teorema 2.4.1. A 
modificação consiste em introduzir o número de regressares, k , na 
expressão de q. Assim o ponto de ruptura dos estimadores de covariância 
equivariantes será mo máximo [(n-k+1)/2]/n (Davies (1987)). Entretanto, 
os estimadores de posição podem ter um I imite superior maior do que 
[(n-k+l)/2]/n. Tanto o estimador de posição quanto o de dispersão os 
quais cont i tuem o est imador e I ipsóide de volume mínimo, ai cancãm este 
ponto de ruptura como veremos no teorema seguinte. 
TEOREMA 5.4.1 
62 
Seja X = {x 1 , xz, ... , xn}' um conjunto 
onde X. 
1 
E IRk, e X está em posição geral. seJam 
elipsóide de volume mínimo de posição e dispersão. 
i) Se k=l 
e 
i i ) Quando k "- 2 
* E ( t 
' n 
* r.(t,X)= 
n 
* 
€ (C , 
n 
X) 
* X) = E (C , 
n 
[ n~l ] 
n 
[ ~ ] 
= 
n 
[ n-k+l 2 
X) = 
n 
PROVA (Ver Lopunhaá e Rousseeuw (1991)). 
] 
t 
de n "- k+l pontos, 
e c estimadores n n 
( 5.9) 
( 5. 10) 
5.4 DIAGNÓSTICOS DE OBSERVAÇOES DISCREPANTES BASEADOS EM MÉTODOS 
ROBUSTOS 
Um método para diagnósticar observações discrepantes, 
frequentemente usado na análise de regressão pelo método de mínimos 
quadrados. consiste em construir gráficos de resíduos do ajuste versus 
os elementos da diagonal da matriz de projeção, ou estes mesmos 
resíduos versus as distâncias de Mahalanobis ou, simplesmente, os 
resíduos versus os índices das observações. Estes gráficos podem também 
ser construídos relacionando as distâncias robustas e os resíduos do 
ajuste, calculados utilizando os estimadores de regressão robustos 
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descri tos no capítulo anterior. Os gráficos assim construídos ser ao 
mais ilustrativos elo que a análise elos resíduos e as distâncias separa-
damente, dado que estes combinam a informadío das observaçàes discre-
pantes da regressão com os pontos de alavanca. possibi 1 i tanclo que 
estruturas não necessariamente reveladas pelo método ele mínimos 
quadrados sejam descobertas. 
A seguir descreveremos os passos para a construiçào e 
interpretação destes gráficos de diagnósticos ele regressão. 
J) Estimar os parâmetros do modelo utilizando um estimaclor com alto 
ponto de ruptura. O estimador mais comumente usado é o LMS. 
2) Obter os resíduos do ajuste 
3) Calcular uma estimativa de dispersão elos erros. Por exemplo, se 
usarmos o est imador ele regressão LMS, o est i macio r robusto ele 
dispersão será 
s = Mediana 
1.$i::;;n 
( s. 15) 
Rousseeuw e Leroy ( 1987) propuseram calcular estimativas robustas 
da dispersão efetuando os seguintes calculos: 
i) Obter a estimativa de dispersão inicial 
A expressão [ 5 ) 
2 
1 +--
n-k-1 é um fator de correcão para amostras 
finitas e o valor 1.4826 é igual ao quantil 75% de uma distri-
buição normal. Este ir! t imo fator é empregado para a obtencão 
ele estimativas consistentes. 
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ii) Obter pesos para cada uma das observaçôes, isto é, calcular 
se (eJs 0 ) ::> 2.5 
caso contrario. 
iii) O estimador de escala final será 
í n ) 1 I 2 
1 w.e. l l 
SLMS n 
I w. l - p 
O estimador sLMS tem ponto de ruptura 50%, ou seja, sLMS não 
tende a zero nem a infinito para menos de 50% de contaminação. 
4) Padronizar os resíduos 
* e. = 
l 
e. 
l i=1,2, ... ,n. 
5) Determinar um ponto de corte para decidir quando um resíduo 
padronizado pode ser considerado discrepante. Rousseeuw e Leroy 
(1987) sugerem o uso dos pontos -2.5 e 2.5. 
6) Calcular as estimativas robustas dos parâmetros de posição e 
dispersão k- variados, (x 0 , f). 
7) Determinar as distâncias robustas, empregando a expressão 
( 5. 1) . 
8) Fixar o ponto de corte para decidir quando uma distância será 
considerado grande. Um critério poderia ser considerar como ponto de 
'1 2 corte o quantl xk,.975' 
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Observação.- Os pontos de corte tanto no passo (5) quanto no passo (8) 
são arbitrários. O pesquisador é quem decide quando um resíduo 
padronizado ou uma distância podem ser considerados como sendo 
grandes. 
A figura 5.4.1 ilustra os diferentes tipos de observações que 
podem ocorrer em um conjunto de dados 
* e. 
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Figura 5.4.1 Possíveis tipos de observações em um conjunto de dados re-
lacionados segundo o modelo de regressão linear Múltipla. 
A) Observações regulares apresentam resíduos padronizados e distâncias 
robustas pequenas. 
B) Observações discrepantes da regressão apresentam resíduos grandes e 
distâncias pequenas. 
C) Pontos de alavanca "bons" possuem distâncias robustas grandes, mas 
os resíduos robustos não notáveis. 
D) Pontos de alavanca "ruins" apresentam resíduos e distâncias robustas 
grandes. 
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5.5 SUMÁRIO 
Um resumo deste capítulo é o seguinte: 
• Os eleemtos da diagonal da matriz de projeção está funcionalmente 
relacionados com as distâncias de Mahalanobis. 
• A distância de Mahalanobis, tradicionalmente usada como método de 
subo-rdenamento de conjuntos de dados multivariados, é afetado pelo 
efeito de mascaramento. Consequentemente, os elementos da diagonal 
da matriz de projeção o mesmo problema. 
• Distâncias robustas podem ser calculados ut i 1 izando est imadores 
robustos dos parâmetros de posição e dispersão da expressão (5.1). 
• O estimador elipsóide de volume mínimo (MVE), é um exemplo de 
estimador com ponto de ruptura máximo, que é usado conjuntamente com 
o estimador de regressão LMS para fazer diagnósticos de observações 
discrepantes. 
No capítulo seguinte apresentaremos alguns algoritmos que são 
usados para calcular as distâncias e resíduos robustos. 
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CAPITULO 6 
ALGORITMOS DE REAMOSTRAGEM BASEADOS EM CONJUNTOS ELEMENTARES 
5.1 INTRODUÇÃO 
A est imacão de parâmetros no modelo de regressão 1 inear 
múltipla ou no modelo de posição multivariado cor-respondem, na prática, 
à obtenção da solução de um problema de minimização de certa função, 
W(B), que envolve os resíduos do ajuste. A solução deste problema pode 
ser obtida por métodos analíticos, quando a função objetivo é convexa, 
contínua, e diferenciável como no caso da estimação de mínimos 
quadrados. Se a função é não diferenciável ainda podemos resolver o 
problema empregando métodos iterativos. 
Infelizmente, as funções objetivo associadas aos estimadores 
com alto ponto de ruptura são não convexas e têm múltiplos mínimos 
locais. Além disso, na maioria dos casos, elas são não diferenciáveis, 
portanto em geral, os métodos usuais de otimização falham. 
Neste capítulo mencionaremos brevemente os diferentes 
algoritmos propostos para resolver o problema de estimação com alto 
ponto de ruptura. 
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Na seção 6. 2, apresentaremos o método de reamostragem de 
conjuntos elementares, que tem servido de base para o desenvolvimento 
ele uma grande quantidade ele algoritmos orientados à estimação quando a 
função objetivo apresenta os problemas antes mencionados. 
Nas seções 6.4.1 e 6.4.2, apresentaremos os programas 
computacionais PROGRESS e MINVOL para estimação LMS e MVE, 
respectivamente. Estes programas baseiam-se nos algoritmos a serem 
apresentados nas seções 6.3.1 e 6.3.2. 
Outro algoritmo que foi desenvolvido especificamente para 
estimação LMS. e que utiliza a estimação de Chebyshev além dos 
conjuntos elementares, foi proposto por Stromberg ( 1991). Este 
algoritmo, que apresentaremos na seção 6.4.3, foi o primeiro a 
proporcionar uma solução exata para o problema de estimação LMS. 
O algoritmo que apresentaremos na seção 6.4.4, foi desenvol-
vido por Hawkins ( 1993, (a)) introduzenclo uma melhora no algoritmo 
exato de Stromberg no sentido que permite examinar um número razoavel-
mente maior de conjuntos elementares do que o algoritmo de Stromberg e 
também produz soluções exatas. Este algoritmo serviu de base para o 
desenvolvimento elo programa computacional FSA (Feasible Set Algorithm) 
Para estimação LMS, MVE e LTS. 
6.2 CONJUNTOS ELEMENTARES 
Consideremos o conjunto de dados Znxlk+ll = 
cujos elementos se relacionam segundo o modelo (1.1). Particionando a 
matriz Z como 
X. 
J 
X . ( 6. 1) 
n-J 
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onde J = { J 1 , •••• Jk} é um subconjunto de índices com k elementos, 
obtido do conjunto {1,2, .... , n}, e considerando 
S = ~ { 1, 2 ..... k}. . . .. { 1 1 , ..• , 1 k}. ... , {n-k+ 1, ... , n} ~ , (6.2) 
o conjunto de possíveis subconjuntos de índices que podemos obter com n 
e k fixados, temos que. cada subconjunto (x
1 
y
1
), 1 c S, onde 
XJ XJ YJ 
I 
1, 1 1. k 1 
ZJ = ( 6. 3) 
XJ 
k, 1 XJ k, k YJ 
k 
é denominado "Conjunto Elementar". 
O método de reamostragem de conjunto elementares foi usado 
por Bradu e Hawkins (1982) para identificar dados discordantes em 
tabelas de dupla entrada (caso especial do modelo linear). Rousseeuw 
(1984) também propôs empregar este recurso para resolver o problema de 
estimação LMS. Hawkins, Bradu e Kass ( 1984) o empregaram na 
identificação de observações discrepantes. 
Os algoritmos que apresentaremos nas seções seguintes 
utilizam conjuntos elementares, tanto para estimaÇão dos coeficientes 
do modelo (1.1) quanto para estimar os parâmetros de posição e 
dispersão no modelo de posição multivariado. 
6.2.1 Algumas Observações sobre Conjuntos Elementares 
A seguir apresentaremos algumas observações interessantes 
sobre os conjuntos elementares. 
i) A escolha dos subconjuntos de dados com o menor tamanho possível, 
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\J f'/ I C 4_ ,V. ." 
isto é, igual ao número de parâmetros, deve-se ao fato que a 
proporção de subconjuntos contendo pelo menos uma observação 
discordante cresce rapidamente em funcão do tamanho elo 
subconjunto. Logo, mantendo os subconjuntos tao pequenos quanto 
poss í ve 1 max imi za-se o número de estimativas, e.~ que não ser8o 
J 
influenciadas pelas observações discordantes, tornando-se 
utilizáveis para obter a estimativa final. 
A idéia de reamostragem repetida de subconjuntos dos dados 
tem uma analogia conceitual com o bootstrap (Efron (1979)), sendo 
que no caso dos subconjuntos elementares as sub-amostras são ele 
tamanho mínimo. 
i i) As estimativas finais obtidas usando algoritmos baseados em 
conjuntos elementares mantêm as propriedades de alto ponto de 
ruptura, invariância e equivariância dos estimadores. 
iii) As estimativas ele mínimos quadrados (norma L2 ) calculadas sobre o 
conjunto total ele dados será igual â média elas estimati\·as 
calculadas sobre todos os conjuntos elementares, ponderados pelo 
volume ao quadrado ele cada subconjunto. X1 . Assim temos que: 
• O vetor de coeficientes estimados é 
( 6.4) 
• Os resíduos e. da regressão pelo método de mínimos quadrados são 
1 
dados por 
s 
l det 2 hJ eiJ J = 1 i=1,2, .... n. ( 6. 4) e. = 1 l det 2 [xj) 
1=1 
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• A soma de quadrados dos erros é obtida fazendo 
s 
SCE = ___ J_~_I_d_e_t~z __ (x __ J_) __ ~i~~Je_z_i_J ____ __ 
Jdet
2 (x1) 
(6.6) 
6.2.2 Número de Conjuntos Elementares Examinados pelos Algoritmos de 
Reamostragem quando n e k são Grandes 
Se o número de elementos elo conjunto de sub-índices, s, é 
pequeno. todos os conjuntos elementares podem ser examinados 
exaustivamente. Entretanto, o número de conjuntos elementares cresce 
rapidamente com n e k. tornando a busca da estimativa do vetor de 
parâmetros no modelo de regressão linear. ou das médias e covariâncias 
no modelo de posição multivariado, muito trabalhosa e lenta. Em alguns 
casos sua realização é impossível pelo excessivo tempo e espaço 
computacional requerido. 
Bradu e Hawkins ( 1993) estudaram o efeito do tamanho da 
amostra de subconjuntos elementares na probabi 1 idade de obtermos um 
conjunto elementar que produz estimativas muito próximas daquelas que 
seriam obtidas se empregarmos todos os possíveis conjuntos elementares. 
Definimos um conjunto elementar "I impo" como aquele que não 
contem observações discrepantes. e um conjunto elementar contaminado 
como aquele que contem no mínimo uma observação discrepante. Suponhamos 
que o conjunto de n dados tem m observações discrepantes, então teremos 
(nkm) conjuntos elementares "limpos" e (~)-(nkm) conjuntos elementares 
contaminados. Portanto. a probabi I idade de obtermos um conjunto 
elementar "limpo" por amostragem aleatória simples sem reposição será 
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( 6. 7) 
Consideremos agora a extração de uma amostra aleatória 
simples de N conjuntos elementares. Diremos que a estimação de 
parâmetros teve éxito se em alguma etapa encontrarmos pelo menos um 
conjunto elementar "limpo". A probabilidade de éxito é 
N p = 1 - (1 - rr) 
E 
( 6. 8) 
Rousseeuw e Leroy (1987) obtiveram uma expressão ligeiramente diferente 
para pE, partindo da proporção de observações contaminadas, e 
apresentaram uma tabela com o tamanho de amostra que se precisaria para 
garantir uma probabi 1 idade de 95%, ou maior, de obtermos um conjunto 
elementar "1 impo", para 1 ,; k ,; 10 e frações de contaminação de 5% e 
50%. 
Os conjuntos elementares contaminados produzem estimativas 
não confiáveis, pois elas estarão influenciadas pelas observações 
discrepantes contidas no conjunto elementar, mesmo que os resíduos 
correspondentes a esse conjunto elementar sejam iguais a zero. Por 
outro lado. os conjuntos elementares "limpos" não necessariamente 
produzem estimativas confiáveis. 
Tomando em consideração que o objetivo é detectar observações 
discrepantes, precisaremos que o modelo ajustado tenha a capacidade de 
discriminar claramente as observações discrepantes do resto dos dados. 
Este requerimento é chamado de "Separação total" e foi mencionado na 
seção 4.4. 
Definiremos um subconjunto elementar como "bom" se ele exibe 
separação total, caso contrário será considerado "ruim". Na prática, os 
conjuntos elementares contaminados e os não contaminados "ruins" 
produzem estimativas não confiáveis. Portanto, não vale a pena fazer 
distinção entre eles pois em ambos os casos as estimativas não são 
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confiáveis. 
Como estamos tratando de amostragem aleatória e soluções 
aproximadas, temos de investigar se em qualquer estagio elo processo de 
otimização, os conjuntos elementares "bons" vão produzir valores da 
função objetivo, w, menores do que aque 1 es produz i dos pelos 
subconjuntos elementares "ruins". A seguir discutiremos a possibilidade 
de responder afirmativamente a essa questão. 
Denotemos por E1 e E2 os subconjuntos de conjuntos elementa-
res "bons" e "ruins", respectivamente As proporções de conjuntos "bons'' 
e "ruins" serão denotados por P
1 
e P
2
• Os valores da função objetivo, 
W, sob o subconjunto E
1 
não são necessariamente menores do que os 
valores de W sob o conjunto E2 • O que podemos afirmar, escolhendo 
adequadamente a função objetivo, é que seus valores sob E
1 
são 
estocasticamente menores que aqueles obtidos sob E2 , isto é, que 
para qualquer w, (6.9) 
onde F
1 
e F
2 
são as distribuições acumuladas de W sob E
1 
e E
2
• 
respectivamente. 
onde 
Suponhamos também que 
M. = Inf W 
1 
E 
( 6. 10 J 
i=1,2. ( 6. 11) 
Precisamos então encontrar N suficientemente grande de modo a garantir 
que (6.10) se verifique com uma probabilidade tão próxima de um quanto 
desejarmos, o que significará que encontramos um subconjunto bom. A 
condição M
1 
< M
2 
é também necessária pois se M
1 
> M2 os papéis de E1 e 
E2 estariam trocados. 
Estudaremos agora as consequências de seleccionarmos uma 
amostra de N conjuntos elementares. Denotaremos por U1 e U2 os eventos 
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"mínimo de W" sob os conjuntos elementares "bons" e "ruins", 
respectivamente, na amostra. Diremos que ocorreu um sucesso quando 
U1 < U2. A probabilidade de suceso, P(U1< u2), depende de N, p 1, F1 e 
F 2 • A determinação da expressão matemática da probabidade 
permitirá atingir o tamanho mínimo de N. maximizando P(U
1
< 
Bradu e Hawkins (1993) mostraram que 
ou 
anterior nos 
u ) 2 • 
( 6. 12) 
(6.13) 
onde F(u) = N
1
P
1 
+ N
2
P
2 
e À é um fator de correção de continuidade 
devido a F
1 
e F
2 
serem discretas, porém muito próximas ás distribuições 
contínuas. 
Usando as expressões (6.12) e (6.13) podemos verificar que a 
probabi 1 idade ele termos u 1 < u2 depende principalmente elo extremo 
esquerdo das distribuições ele interesse. Para isso, obteremos limites 
inferiores para a probabilidade de ul < u2. 
Seja r > O e D = 
r 
F 
1 
(u) 
( -•:o, b) c D . Então para u E D temos 
r r 
F(u) P F (u) ,; (P + 2 2 . 1 
Logo, 
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e seja b tal que 
IN- I 
F 1 (u) J 
( 6. 14) 
A existência de tais valores r e b 
P(U
1
< u
2
) tem um limite inferior tão 
desejarmos. No caso particular em que 
implica que quando N cresce, 
próximo de P1/(P 1+ P2 /r) quanto 
b é 
F
1
(b) >O, então, o limite inferior (6.14) 
r >O. Portanto, fazendo r--->'" 
menor do que o Min U
2 
e 
é atingido para qualquer 
( 6. 15) 
Concluímos que, tomando N suficientemente grande, a probabilidade ele 
U
1
< u
2 
pode estar tão próximo ele um quanto desejarmos. 
6.3 APLICAÇOES DO MÉTODO DE REAMOSTRAGEM DE CONJUNTOS ELEMENTARES 
Nesta secao apresentaremos alguns algoritmos baseados em 
conjuntos elementares para estimaçao ele parâmetros no modelo ele 
regressão linear múltipla e o estimador elipsóide de volume mínimo para 
os parâmetros de posição e dispersão no modelo de posicao multivariado. 
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6.3.1 Estimação de Parâmetros no Modelo de Regressão Linear Múltipla 
Considerando conjuntos elementares de tamanho igual ao número 
de coeficientes do modelo, ajustaremos uma única equação de regressão 
linear múltipla para cada conjunto elementar. Os passos a seguir são: 
1. Obter todos os possíveis conjuntos elementares, isto é, todos os 
possíveis subconjuntos Z
1
, 1 c S. 
2. para cada 1 c S repetir os passos seguintes: 
a) Calcular 
( 6.16) 
sempre que det(x1J t O (não singular). Esta é uma condição mais 
fraca do que a posição geral. Se assumirmos que os n vetores de 
dados estão em posição geral, o vetor de coeficientes. 8
1
, do 
hiperplano que passa por exatamente k pontos sempre existe. 
b) Obter os resíduos do ajuste 
i=l,2, .... n; J c S. ( 6. 17) 
= o e se resíduo pre-
dito. Logo, para cada subconjunto 1 c S calculamos o vetor 
3. A estimativa final do vetor de parâmetros que denotaremos com e, é o 
vetor 8
1 
que minimiza W(G), ou seja, G = GE se 
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I 6. 18 I 
W(.) pode ser a função objetivo de qualquer estimador. Em particular 
podem ser os estimadores com alto ponto de ruptura definidos na seção 
4.4, os quais têm múltiplos mínimos locais. 
6.3.2 Estimação de Parâmetros no Modelo de Posição Multivariado 
Rousseeuw e van Zomeren (19911 propuseram o seguinte algorit-
mo baseado no método de reamostragem de conjuntos elementares, para 
calcular estimativas dos parâmetros de posição e dispersão do modelo de 
posição multivariado. 
1. Obter todas as possíveis amostras de tamanho k+l. O conjunto S 
definido em I 6. 2 I muda I igeiramente pois teremos (k~ 1] possíveis 
subconjuntos com k+1 elementos. 
2. Para cada 1 c S repetir os seguintes passos: 
a) Calcular 
c. = 
J 
1 
k 
1 
X J = k+ 1 \X. i~J 1 
bl Calcular as distâncias de Mahalanobis empregando x. e C. 
J J 
i=1.2 .... ,n. 
I 6. 19 I 
(6.201 
16.211 
c) Obter 
(6.21) 
2 2 
m
1
, a q-ésima estatística de ordem dos D1 í obtidos em 
e calcular 
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(6.22) 
3. Guardar o par (xL ,cL) correspondente ao subconjunto L E S para o 
qual 
V = Min V L J )ES 
(6.23) 
4. Calcular a estimativa elipsóide de volume mínimo (MVE) para posição 
e escala 
(6.24) 
I 2 e· f once c um ator 
n,k de correção para amostras pequenas que 
explicaremos a seguir. 
Um critério para decidirmos se uma observação pode ser 
considerada discrepante é comparar as distâncias robustas baseadas na 
2 
estimação MVE com um quantil da distribuição xk. 
Rousseeuw e van Zomeren ( 1991 ) perceberam usando dados 
reais, que a porcentagem de cobertura do e! ipsóide ele volume mínimo é 
menor do que o esperado segundo a distribuição x~. Os autores realiza-
ram estudos de simulação considerando hiperplanos ele regressão com 
valores de k iguais a 2, 3, 4 e tamanhos ele amostra, n, iguais a 20. 
50, 100 e 50 replicações de cada modelo. Construíram gráficos Q-Q 
relacionando as médias. medianas e amplitudes interquartílica dos 
quantis simulados e os correspondentes à distribuição x:. Este estudo 
levou às seguintes conclusões: 
Sob a suposição de normalidade, a distribuição empírica das distân-
cias robustas tem caudas mais pesadas do que a distribuição x2 • o que k 
explica o fato ela probabilidade de cobertura elo elipsóide ele volume 
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mínimo ser menor do que o esperado para a distribuiçào chi-quadrado 
com k graus de liberdade. 
Quando o tamanho de amostra cresce, a proporçào de cobertura melhora. 
Logo, para conjuntos grandes de dados a aproximação pode produzir 
melhores resultados. Entretanto, verificou-se no estudo que a conver-
gência é lenta. 
Baseados nestes resultados, realizaram um estudo de simulação 
considerando diversas combinações de n e k para construir gráficos Q-Q. 
determinando os valores de corte reais correspondentes ao quantil 97.5% 
da distribuição x~. O gráfico desses valores contra o fator 1/(n-k) 
mostrou uma relação linear. Essa relação foi utilizada para obter o 
coeficiente de correlacào para amostras pequenas, 
15 
(n-k) r (6.25) 
utilizado no calculo da matriz de covariâncias estimadas em (6.24). 
6.4 ALGORITMOS BASEADOS EM CONJUNTOS ELEMENTARES 
Nesta seçào apresentaremos alguns dos algoritmos propostos 
para resolver o problema de estimação com alto ponto de ruptura. 
6.4.1 Programa Computacional PROGRESS 
Desenvolvido por Leroy e Rousseeuw ( 1984 l, este programa 
encontra-se amplamente descri to no 1 ivro de Rousseeuw e Leroy ( 1987). 
Produz diagnósticos de observações discrepantes para o modelo de 
regressão ( 1.1) tanto pelo tradicional método de mínimos quadrados 
quanto pelo método robusto LMS. 
O algoritmo para ajuste LMS baseia-se no método de 
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reamostragem de conjuntos elementares descrito na seção 6.3.1. A solu-
ção LMS obtida é aproximada, exceto para os modelos de posicão e 
regressão linear simples em que as soluções são exatas. 
Para o modelo de posição emprega-se o algoritmo proposto por 
Rousseeuw ((1984), teorema 2), que consiste em: 
a) Obter as estatísticas de ordem dos dados 
:> y . 
n:n 
b) Calcular as diferênças 
onde q = [n/2] + 1. 
c) Escolher a menor das diferenças calculadas em ( b). O ponto médio do 
intervalo correspondente a essa diferença é a estimativa LMS do 
parâmetro de posição, eo. 
Se considerarmos um modelo 1 inear com intercepto, o PROGRESS 
utiliza o algoritmo acima descrito para ajustar o intercepto. O ajuste 
será feito como segue: 
i) Obter as estimativas LMS finais empregando o algoritmo da seção 
6. 3. 1, isto é' obter e = (e o, e 1' •.. ' e k). 
ii) Calcular os números 
k 
Y, - \ 
i fl x. e 1 J J i=1,2, .... n. 
iii) Repetir os passos (a) a (c) do algoritmo acima descrito e 
substituir e pela estimativa LMS obtida a partir dos valores 
o 
calculados no passo (ii). 
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Este procedimento faz o valor da funçao (4.13) decrescer. 
pois o algoritmo unidimensional produz o intercepto estimado ótimo, 
condicionado aos valores el, 82, ... , ek. 
Para calcular as estimativas LMS exatas no modleo linear 
simples, utilizam-se os algoritmos propostos por Stee !e e Ste iger 
(1986). Eles foram os primeiros que propuseram algoritmos exatos para 
est imaçao LMS em modelos do tipo ( 1. 1). O intercepto deste modelo 
também é ajustado empregando o algoritmo acima descrito para o modelo 
de posiçào. 
O PROORESS oferece a possibi I idade de examinarmos todos os 
conjuntos elementares ou utilizarmos uma amostra de N deles. Rousseeuw 
e Leroy ((1987), pag.198) apresentam uma tabela com os tamanhos de 
amostra de conjuntos elementares necessários para garantir uma 
probabi I idade de pelo menos 95% de obtermos um subconjunto elementar 
"I impo" para diferentes valores de k e porcentagens de contaminaçào, 
E%. 
6.4.2 Programa Computacional MINVOL 
o algoritmo para calcular o estimador elipsóide de volume 
mínimo, MVE, foi primeiramente implementado por Rousseeuw e van Zomeren 
( 1987), em um programa computacional denominado PROCOVIEV (RObust 
COvariance and Identification of Extreme Values). Posteriormente, 
Dallall e Rousseeuw (1992) desenvolveram o programa MINVOL, que calcula 
estimativas para os parâmetros de posiçao e dispersao de um modelo de 
posição multivariado. O par de estimativas (t,C) é obtido usando a 
definicào de estimador elipsóide de volume mínimo apresentado no 
capítulo 5. O programa computacional baseia-se no algoritmo de reamos-
tragem de conjunto elementares descrito na subseção 6.3.2. 
Dallall e Rousseeuw (1992), desenvolveram um programa denomi-
nado LMSMVE, que reune os algoritmos para estimaçao LMS do PROORESS e 
MVE do MINVOL, isto é, o programa produz distâncias robustas para 
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identificação de ponto de alavanca e resíduos do ajuste LMS para 
identificação de observações discrepantes da regressão. Além disso, 
produz o gráfico bidimensional descrito na seção 5.4, que permite 
identificar claramente os 4 tipos de observações que podem ocorrer em 
uma aná 1 i se de regressão. 
Os programas PROGRESS e MINVOL, já foram incorporados nos 
pacotes computacionais S-PLUS e BMDP. 
Hawkins e Simonoff ( 1992) propuseram outro algoritmo basado 
em conjuntos elementares. denominado MVELMS, que oferece estimativas 
LMS e MVE. O algoritmo baseia-se em uma proposta de Cook e Hawkins 
(1990) que consiste em utilizar o método Simplex de programação linear 
para realizar os cálculos das estimativas LMS e MVE simultaneamente e 
de maneira rápida e eficiente. 
Diferentemente do programa PROGRESS, o MVELMS ajusta o 
intercepto da equação de regressão para cada conjunto elementar. 
6.4.3 Algoritmo Exato de Stromberg 
Stromberg ( 1991) foi o primeiro a propôr um algoritmos exato 
para estimação LMS com mais de uma variável regressara. Sua proposta 
baseia-se no fato de que ao modificar ligeiramente a função objetivo do 
estimaclor LMS definido em (4.14), expressando-a como o q-ésimo quantil 
(expressão 4.16), podemos formular o problema de estimação LMS como um 
problema de estimação minimax ou de Chebyshev. 
A seguir apresentaremos alguns resultados referentes à 
estimação Chebyshev que foram adaptados por Stromberg para desenvolver 
seu algoritmo exato. 
Um resultado importante que permite distinguir as soluções 
mmimax dos outros pontos do espaço IRk é dado pelo teorema de 
caracterização (Cheney (1966), pag. 35), que diz o seguinte: 
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onde 
"Dado um ponto 0 E IRk e uma funçao sinal 
W(0) =Max 
1~i~q 
e 
1: n 
i=1,2, ..... n. 
q = [n/2] + [(k+l)/2]. 
Então, o ponto B minimiza W(B), se e somente se. a origem do espaço de 
parâmetros encontra-se no contorno convexo do conjunto 
Outro teorema (Cheney, pag. 36) garante que as estimativas 
minimax, para um conjunto de n <: k dados, sao as estimativas minimax de 
um apropriado sub-sistema de k+l equações. Este teorema dá lugar a duas 
questões a serem resolvidas para obtermos as estimativas minirnax. A 
primeira é como obter o "subconjunto apropriado", e a segunda é como 
calcular a estimaçao minimax nesse subconjunto. O primeiro problema foi 
resolvido por Stromberg investigando todos os possíveis subconjuntos de 
tamanho k+l (conjuntos elementares), isto é, o conjunto de índices dos 
conjuntos elementares tem agora (k~l) elementos. A determinaçao da 
soluçao minimax para cada subconjunto foi feita utilizando o método de 
La Vallée Poussin, que descreveremos a seguir. 
Suponha que de algum modo podemos obter um vetor ê 
c 
função sinal s. e um número 15 (erro), tal que as seguintes 
1 
sejam cumpridas: 
s./5 i=L2 ..... ,k+l J c S. 
1 
84 
k 
E IR , uma 
condições 
(6.26) 
S X }· k+1 k+1 
Pelo teorema de caracterização e pela condição (b) temos que 
solução de (a). 
e é uma 
c 
Para resolver o sistema de k+l equações com k+l incógnitas 
precisamos conhecer os sinais s .. Isto é resolvido usando um teorema 
1 
provado em Cheney (pag. 40): 
"Dado um hiperplano g E IRk, os pontos de g que minimizam duas 
normas monótonas diferentes tem componentes com sinais iguais (ou podem 
ser assim escolhidas em caso de não unicidade)". 
dos 
Dado que as normas 
resíduos do ajuste de 
L são monótonas, podemos obter os sinais 
p 
mínimos quadrados calculados sobre os 
subconjuntos de k+l dados e utilizá-los para resolver o sistema (a). 
Finalmente o resultado que enunciaremos a seguir (Cheney, 
pag, 41) permite obter o valor de 15 e a solução minimax exata a partir 
dos conjuntos elementares de tamanho k+l. 
"Para cada conjunto elementar 1 com k+l observações, calcula-
mos as estimativas de mínimos quadrados e
1 
e o vetor de sinais, s
1 
com 
elementos 
i=1.2, .... ,k+l, J c S. 
O resíduo máximo do ajuste de Chebyshev para as k+l observações do 
conjunto elementar 1 é dado por 
15 = (6.27) 
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Logo, as k+l observaçoes terão resíduos iguais a 8 e o vetor de 
coeficientes correspondente a estimativa Chebyshev será 
(6.28) 
A estimativa de Chebyshev para o conjunto total de dados será 
e 
exato 
Min 
JCS 
2 
e 
q:n 
Este algoritmo é computacionalmente tratável para tamanho de 
amostra e número de parâmetros pequenos, porém quando n e k são 
grandes, a quantidade de conjuntos elementares a serem investigados 
torna-o computacionalmente ineficiente. 
6.4.4 Algoritmo de Conjuntos Factíveis (FSA) 
Hawkins (1993, (a)) propôs uma melhora no algoritmo de 
Stromberg no sentido de buscar a solução exata somente entre aqueles 
subconjuntos de k+l observações que cumprem a condição 
ser um ótimo. Este algoritmo não examma todos os 
necessária para 
( n ) possíveis k+l 
conjuntos elementares, mas garante que a solução exata será atingida 
quase certamente (com probabi 1 idade um), quando o número de 
subconjuntos examinados cresce. 
A proposta de Hawkins consiste em calcular as estimativas de 
Chebyshev dos conjuntos elementares de tamanho k+l aprimorando a 
composição do conjunto elementar base. Isso é feito substituindo uma 
observação por uma outra que produz uma melhor estimativa de Chebyshev. 
O mecanismo usado baseia-se no algoritmo de programação linear ele 
Barrodale e Phillips ( 1975), que é uma modificação do método Simplex 
aplicado à formulação do dual elo problema de Chebyshev. 
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Formulação do Problema de Programação Linear 
O problema consiste em d'eterminar o vetor e tal que 
Sujeito a 
Max 
1;S;i.$n 
. * Mm e 
* :::; e . 
A restrição pode ser expressa como 
[ xi e) * y i - s e 
[ xi e] * yi s e 
e IRk * o. E 
' 
e ;,_ 
i=1.2 ..... n 
16.29) 
Esta formualação tem 2n restricêíes; entretanto se resolvermos o 
problema dual o número de restriçÕes se reduz a k+l como veremos a 
seguir. 
sujeito a 
O problema dual de 16.29) é 
Maximizar + -yc + yc , 
t - t + 
-x c + x c = O 
k 
i ~1 [ c- + c+) s 1 
i=1,2, ... ,n. 
16.30) 
A determinação elos custos c , c+ é equivalente a estabelecer 
os pontos que apresentam resíduos máximos. Assim, a i-ésima observação 
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tem desvio máximo se e somente se c + > O ou c > O. Por outro lado, se 
< (<) > O, o valor Y. cai acima ou abaixo do hiperplano ótimo. 
' 
Os custos marginais utilizados na tabela simplex para o 
problema dual correspondem às distâncias verticais ao hiperplano 
factível definido pela base dual atual. A variável dual selecionada 
para entrar na base é aquela que apresenta o custo marginal ma1s 
negativo. Isso é equivalente a escolher o ponto que possui o mawr 
desvio com respeito ao hiperplano factível atual. 
A seguir decreveremos uma versão simplificada do algoritmo de 
soluções factíveis de Hawkins. 
1. Começar com um hiperplano factível inicial (base inicial). Este 
hiperplano será obtido escolhendo um conjunto elementar com k+l 
observações e realizando o ajuste de Chebyshev descri to na seção 
6.4.3. Logo, o vetor de coeficientes estimados será dado por (6.27). 
As k+l observações empregadas para obter o ajuste de Chebyshev têm 
resíduos iguais a o, o qual é calculado usando (6.27). Os resíduos 
das n-(k+l) observações restantes são obtidas a partir do vetor de 
estimativas minimax. 
2. O algoritmo simplex produz custos marginais para cada observação. Os 
custos para as observações que cumprem as restricões de cobertura 
são positivos, enquanto que os custos marginais negativos, 
correspondem às observações com resíduos maiores do que àqueles 
produzidos pelo hiperplano base atual. 
3. Diferentemente do algoritmo de Barrodale e Phillips (1975), neste 
algoritmo entrará na base a observação cujo resíduo apresente o 
q-ésimo menor custo marginal, onde q = [n/2) + [(k+l)/2). Suponhamos 
que m é o número total de observações com resíduos menores ou iguais 
a 8. Nesta etapa podem apresentar-se três casos: 
i) q < m, isto é, a solução atual pode não ser a soluçao LMS, 
exceto em casos degenerados, e nào precisa ser investigada, mas 
será incluida na lista ele soluções factíveis por que: 
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Em casos degenerados o ajuste de Chebyshev pode produzir 
resíduos iguais a o para mais de k+l observaçêíes. Logo, a 
solução LMs exata poderá ter m > q. 
Se o valor de o para este ajuste com q < m é pequeno, pode 
ser útil como um limite superior a ser atingido pelas 
soluções factíveis. 
ii) Se q = m, a solução atual satisfaz a condição necessária para a 
solução LMS ótima e é, portanto, uma solução factível. Seu 
valor o é guardado e quando termina o processo, a solução 
factível com o menor valor o será a solução LMS exata. 
iii) Se m < h, a soluçao obtida não é ótima, isto é, o ajuste de 
Chebyshev para esta base não cobre a quantidade mínima 
requerida de observaçoes. 
4. Escolher alguma coluna com custo marginal negativo e introduzi-la na 
base, retirando a observação identificada pelas regras de pivotamen-
to simplex. Neste algoritmo não escolhemos a observação com custo 
mais negativo como se faz em Barrodale e Phillips, usa-se a observa-
ção com o q-ésimo menor custo marginal. 
5. Repetir os passos 2 a 4 até obter uma solução factível. Se o valor 
da funcão objetivo para a soluçao factível encontrada e maior do que 
qualquer solução previamente encontrada, esta solução converte-se no 
novo candidato para ser a solução LMS, e será guardada. 
6. Repetir os passos 1 a 5 para um número razoave !mente grande de 
subconjuntos. 
Todas as soluções investigadas nos passos 2 a 4 satisfazem a 
condição para ser uma solução LMS exata, portanto são soluções factí-
veis. Para ter ut i 1 idade prática o algoritmo deverá convergir ao ótimo 
global para uma grande quantidade de hiperplanos iniciais. Este 
conjunto de estimativas iniciais as quais convergem às soluçoes 
factíveis denomina-se domínio de atração. Logo um grande domínio de 
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factíveis denomina-se domínio de atrac:ào. Logo um grande domínio ele 
atracao significa que uma proporção alta de subconjuntos seleccionados 
aleatoriamente levam á solucao factível. 
6. 5 SUMÁRIO 
• Exceto o algoritmo FSA o qual foi desenvolvido para a estimacão LTS. 
os algoritmos mencionados neste capítulo referem-se, principalmente, 
à estimação LMS e MVE. Porém muitas das conclusôes podem ser 
extendidas à maioria dos estimadores com alto ponto de ruptura. 
• Quando temos modelos com mais de um preditor. o algoritmo ele 
reamostragem descrito na secao 6.3.1 produz soluções aproximadas. 
• Na est imaçao ele parâmetros com ai to ponto ele ruptura, a minimiza<:ào 
ela estatística W(G) teria de ser feita sobre todo o espaço de 
parâmetros e E IRk. Dado que isso nao é possível. reduzimos a busca a 
um conjunto finito de vetores G, que sao determinados pelos conjuntos 
elementares. Por outro lado, quando o número (~) de possíveis 
conjuntos elementares é muito grande. a busca se reduz a uma amostra 
ele tamanho N de conjuntos elementares. 
• Hawkins demostrou que as estimativas LMS, LTS e de mínimos quadrados, 
quando obtidas empregando uma amostra de conjuntos elementares, 
convergem a aquelas calculadas sobre todos os conjuntos elementares. 
Por outro lado, as estimativas obtidas sobre todos os conjuntos 
elementares convergem ás estimativas que se obter iam considerando o 
conjunto total ele dados. Consequentemente, as estimativas produz idas 
pelos algoritmos baseados em conjuntos elementares sào boas 
aproximaçàes daquelas obtidas sobre todo o espaço de parâmetros. 
Hawkins sugere que estes resultados poderiam ser extendiclos para 
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outros est imadores. Portanto para fins de aná I i se exploratória. o 
uso de algoritmos baseados em conjuntos elementares podem ser 
considerados adequados. 
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CAPITULO 7 
APLICAÇAQ 
Um tipo de pesquisa em geologia consiste em realizar estudos 
de prospecção para saber se em determinada área geográfica existem 
indícios de existência de petróleo. A existência ou nào de petróleo, na 
região em estudo, está I igada à maior ou menor permeabi I idade ela 
rocha. isto é, a sua capacidade de deixar que os líquidos a transpa-
ssem. Esta característica somente pode ser medida no laboratório 
através da análise de amostras de rochas (testemunhos). Entretanto. Ct 
mediçào da permeabi I idade no laboratório é demorada e principalmente 
dispendiosa. Simultaneamente à obtenção dos testemunhos realizam-se 
medições de um conjunto de características das rochas tais como: teor 
de argila, densidade atômica, porosidade de densidade, porosida-
de neutrônica, potencial espontâneo, profundidade. raios gamma, resis-
tividade esférica, resistiviclade profunda. resistividade rasa. porosi-
dade de densidade, diferença de poros idade de densidade e poros idade 
neutrônical raios gamma, argi los idade, resisti v idade micrônica. satu-
ração ele agua. etc .. Estas medições realizam-se a cada 20 centímetros 
ele profundidade da rocha. 
O interesse elo pesquisador é formular um mocle lo para estimar 
a permeabilidade da rocha em funçao das medições das variáveis antes 
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mencionadas. 
Os dados a serem anal izados foram gent i !mente cedidos pelo 
Eng. Armando Paulo Barros. aluno de Pos-graduação em Geologia. 
lJNICAMP. 
Logo após um processo de seleçào das variáveis regressoras, 
isto é, das características que podem explicar a permeabilidade, 
encontramos que as variáveis 
RMSFL 
VSH 
PHID 
DPHI 
Resistiviclade esférica 
Argi los idade 
Porosidade de densidade 
DiferenÇa porosidade ele densidade e porosidade neutrônica 
sao relevantes para explicar LNJ..liL, o logaritmo da permeabilidade de 
laboratório (KHL = Permeabilidade ele laboratório). A transformaçao 
logaritmica fez-se necessária para estabilizar a variância. 
A seguir anal izaremos o conjunto de dados ela tabela 7 .1, 
empregando os métodos de cliagnóst icos tradicionais e os robustos apre-
.sentados nos capítulos 3 e 5. respectivamente. Para construir os 
diagnósticos robustos utilizaremos os estimadores com alto ponto de 
ruptura LMS e MVE. Para cada uma das estatísticas ele diagnósticos a 
serem utilizadas, consideraremos os pontos de corte sugerídos ao 
apresentar as estatísticas de diagnósticos correspondentes. Notemos que 
os pontos de corte general mente usados para a análise dos resíduos s·ao 
ele ±2.0. mas acontece que os métodos robustos têm a tendência a decla-
rar mais observaçôes discrepantes .das que realmente podem existi r no 
conjunto de dados. Por esta razão e para facilitar a comparabiliclade 
entre os métodos. consideraremos uma observação como discrepante se 
seu resíduo padronizado nào pertence ao intervalo (-2.5, 2.5). Por 
outro lado. consideraremos uma observaç·ào como sendo discrepante na 
direção das variáveis regressaras se sua distância de mahalanobis ou 
sua distância robusta excedem o quantil 97.5% de uma c!istribuiç3o 
chi-quaclrac!a com 4 graus de liberdade (número de variáveis). 
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Tabela 7.1 
OBS. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
l3 
14 
15 
l6 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
Mediçôes ela permeabilidade ele laboratório (1-:HL) e elas 
variáveis RMSFL. VSH. PHID. e DPHI ele uma amostra de rocha 
em um ponto no nordeste elo Brasil. 
RMSFL 
11.9 
15.0 
14.6 
11.2 
11. 3 
6.3 
7.8 
7. 1 
7. 1 
7.9 
8.6 
10.0 
10.2 
13.6 
25. 1 
26.6 
42.4 
27.2 
25.7 
21.5 
52.9 
21.6 
41.1 
23.6 
32.5 
19.5 
18.4 
13.2 
7.7 
9. 1 
14.9 
20.7 
22.0 
19.8 
20.2 
VSH 
0.039 
0.105 
0.110 
0.119 
0.254 
0.100 
o. 199 
0.369 
0.331 
0.246 
0.193 
o. 210 
o. 140 
0.051 
0.124 
o. !31 
0.163 
0.146 
o. 111 
o. 1 14 
0.080 
0.0'1 
o. 102 
0.099 
0.018 
0.209 
0.212 
0.654 
0.747 
o. 193 
0.589 
0.122 
0.155 
o. 167 
0.190 
PHID 
17.5 
12.3 
10.5 
10.4 
10. 1 
19.5 
15.6 
13.5 
13.2 
17.6 
18.4 
16.5 
16.8 
18.6 
20.9 
20.4 
20.7 
21.5 
21.4 
22.0 
22.1 
20.4 
23.3 
23.4 
23.5 
18.7 
17.4 
13.6 
15.0 
20.2 
16.5 
21.5 
20. 1 
18.8 
DPHI 
2.6 
5.3 
5.6 
9.7 
5.7 
-1.3 
3.5 
8.2 
8.2 
1.7 
-0.4 
2.8 
1.5 
-0.9 
-0.8 
0.2 
0.4 
1.4 
-0.3 
-0. 1 
-0.5 
-0.7 
-1.9 
-2.0 
-4.3 
3. 1 
5.5 
8. 1 
10.0 
-0.9 
6.9 
0.7 
-0.5 
1.3 
1.7 
KHL 
65.3 
45.2 
2.3 
260.0 
5.0 
9.9 
30.8 
33.9 
81.7 
6.4 
14.0 
15.8 
].5 
6.0 
154.3 
35.2 
102.3 
247.6 
336.5 
105.2 
425.2 
63.3 
549.8 
262.6 
455.5 
60.3 
24.8 
16.5 
0.2 
18.8 
45.5 
201. 1 
22.8 
96.4 
25 .o 
4.178<)9 
3.81110 
0.83291 
5.560to8 
1.60944 
2.29253 
3..!2751 
3.52342 
4.40305 
1.85630 
2.bJ90b 
2.76001. 
0.4054' 
1.'91'6 
5.03890 
3.56105 
4.6279J 
5.51181 
5. 81S60 
4.65586 
6. 0525() 
4. 14'89 
6.30955 
5.5/0()3 
6.12140 
4.09933 
3.21084 
2.80336 
-1.60944 
2.93386 
3.81771 
5.30380 
3. 126'6 
4.56851 
3.21888 
Inicialmente ajustamos um modelo com intercepto mas o 
coeficiente O 0 resultou não significante. Assim, o modelo finalmente 
considerado foi 
LNKHL = 0 RMSFL + 8 VSH + O PHID + 0 DPHI + l?, 
1 2 3 4 
A tabela 7.2. a seguir. apresenta os coeficientes de 
regressào do modelo ajustado pelo método dos mínimos quadrados. 
Notar que todos os coeficientes estimados sao significativamente 
diferentes de zero. 
Tabela 7.2 Coeficientes de regressão estimados, desvio padrão, esta-
tística T, e probabilidade de rejeição, associados ao 
ajuste de mínimos quadrados. 
Variável 
RMSFL 
VSH 
PHID 
DPHI 
R2 
= 
2 
s = 
Coeficiente 
estimado 
0.071362 
-5.502811 
0.160751 
0.232072 
0.9161 
1.55297 
Desvio padrao 
0.0249612 
1.9267419 
0.0344509 
0.0863397 
Estatística T Prob > T 
2.859 0.0075 
-2.856 0.0076 
4.666 0.0001 
2.688 0.0115 
o ajuste robusto dos dados usando o pacote computacional 
PROGRESS forneceu as estimativas LMS dos coe f i cientes de regressao, os 
quais sào mostrados na tabela 7.3 a seguir 
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Tabela 7.3 Coeficientes de regressâo estimados. 
= 
associados ao ajuste LMS. 
Variável 
RMSFL 
VSH 
PHID 
DPHI 
0.96109* 
Coeficiente estimado 
0.10882 
-2.91651 
o. 13497 
0.24449 
* Coeficiente de determinaçâo baseado em medianas (Rousseeuw 
e Leroy I 19871. Pag. 451. 
As estimativas LMS !tabela 7.3) apresentam ligeiras diferen-
Ças com respeito ás estimativas de mínimos quadrados (Tabela 7.21 
exceto para a variável argilosidade IVSHI. 
A aná 1 i se dos resíduos do ajuste de mínimos quadrados revela 
a observaça.o 29 como sendo discrepante. e as observaçôes 3 e lJ como 
suspeitas, porém, sem exceder os pontos de corte fixados (Tabela 7 .4). 
Entretanto. o ajuste robusto revela claramente a discrepância das 3 
observações mencionadas. Este fato pode ser visualizaclo nas figuras 
7.1 e 7.2. 
Por outro lado, na tabela 7.5 vemos que os elementos da 
diagonal da matriz de projeçâo e as distâncias de Mahalanobis (colunas 
1 e 2, respectivamente I revelam as observacoes 4, 21 e 29 como sendo 
discrepantes na direção das variáveis regressaras. No entanto, as 
distâncias robustas (MVEI, mostram as observaçóes 3, 5, 17. 28 e 31, 
além daquelas identificadas pelo método nào robusto. 
O programa computacional MINVOL usado para o cálculo das 
clistância0, tanto a ele Mahalanobis quanto as robustas, foi obtido da 
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Figura 7.1. Resfduos padronizados associados ao ajuste de 
ajuste de mlnlmos quadrados. 
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Figura 7.2. Resfduos padronizados associados ao aJuste LMS. 
biblioteca ele programas computacionais "lhe StatLi b Co 1 í ect ion o f 
Appliecl Statistics Algorithrns'', O endereço electrónico ela biblioteca ê 
STATLIBD®STAT. CMU. EDU 
Obtivemos as estatísticas ele diagnósticos de observaçàes 
discrepantes individuais baseadas no ajuste de mínimos quadrados, 
os quais são apresentados na Tabela 7 .6. Os valores de corte para 
cada tipo de diagnóstico aparecem na parte superior da coluna 
correspondente. Notemos que as observaçào 29 excede amplamente o valor 
de corte de todas as estatísticas de diagnósticos exceto para o DFFlTS 
da variável resistividade esférica IRMSFLJ As observacoes 3 e 4 
apresentam estatísticas DFFITS que excedem o valor de corte e têm uma 
maior influência nas estimativas correspondentes as vari3veis argiiosi-
dade (VSHI e diferênça porosidade de densidade e porosidade neutrônica 
IDPHI), 
A figura 7.3. relacionando os resíduos padronizados do ajuste 
de mínimos quadrados e as distâncias de Mahalanobls mostra a observaç~~o 
29 como sendo um ponto de alavanca "ruim''. e as observaçües 4 e 21 como 
pontos de alavanca !!bons" . Por outro lado, a figura 7.4, relacionando 
os resíduos robustos padronizados e as distâncias robustas mostra as 
observaçoes 3 e 29 corno sendo pontos ele alavanca ''ruins'' e a observaçào 
13 como sendo discordante na c!ireçâo da vari3vel resposta. As 
observaçoes 4, 5, 17, 21. 28 e 31 sào exibidas corno ~;enc!o pontos de 
alavanca '1bonsn. 
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Tabela 7.4 Resíduos "studentizados" externamente e resíduos 
padronizados associados ao ajuste de mínimos 
quadrados e resíduos LMS padronizados. 
No de 
Obs. 
( i ) 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
Ajuste de Mínimos Quadrados 
Res. "Student." 
( t ) 
' 
o. 1077 
0.0931 
-2.3684 
1. 5234 
-0.6093 
-0.3766 
0.5271 
0.8241 
1.4713 
-0.4755 
o. 1850 
-0.0809 
-2.2807 
-1.4187 
0.6136 
-0.7688 
-0.8222 
0.4820 
1.0078 
0.1912 
-0.7167 
-0.0969 
0.5479 
0.9463 
0.9616 
o .1064 
-0.8390 
1.3469 
-;}_,]_3_]0 
0.2608 
1.6104 
0.7180 
-0.9268 
0.4368 
-0.4776 
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Res. Padron. 
I r i l 
0.109 
0.095 
-2.210 
1.492 
-0.616 
-0.382 
0.533 
0.828 
1.444 
-0.482 
0.188 
-0.082 
-2. 140 
-1.396 
0.623 
-0.774 
-o. sn 
0.488 
1.008 
0.194 
-0.722 
-0.099 
0.554 
0.948 
0.963 
0.108 
-0.843 
1.330 
-2.-.124 
0.265 
1. 571 
o. 724 
-0.929 
0.443 
-0.484 
Ajuste LMS 
Res. Padron. 
I e. l 
' 
0.00 
-0.42 
-2.ª') 
0.82 
-1.47 
-0.37 
o. 18 
-0.00 
o. 72 
-0.96 
-o. 11 
-0.56 
-2.62 
-1 . 64 
0.04 
-1.57 
-2. 15 
-0.24 
0.48 
-0.27 
-2.09 
-0.52 
-0.49 
o. 56 
0.46 
-0.62 
-1.67 
-0.49 
-4.24 
0.00 
0.00 
0.30 
-1.57 
-0.12 
-1.23 
Tabela 7.5 Elementos ela diagonal ela matriz ele projeç3o. 
distâncias ele Mahalanobis e dist3ncias robustas. 
I' o de Diagonal da Mat. Distâncias de Distâncias 
Obs. ele projeçào Mahalanobis robu:;tas 
( i ) (h (MD l (RD ) 
1 1 1 1 
I o .1210 1.898 2.591 
2 0.1108 2.089 3.006 
3 0.1146 2.792 3_.__]_~7 
4 Q..J51'J .L li~ 'L_liJf> 
5 0.0551 3.052 .., 7"'7'7 -,l_!__c_..:__ .!_ 
6 o. 1463 2. 117 2.276 
" 0.0552 1 . 066 1. 027 
8 0.1095 1. 760 1.235 
9 0.1154 1 . 80:3 1. 04 2 
lO 0.0739 1.384 1.883 
11 0.0986 2.012 2.15b 
12 0.0436 0.874 0.985 
13 0.0492 1.213 1. 078 
14 0.0683 1.578 1.235 
15 0.0503 0.910 0.813 
16 0.0459 0.768 0.980 
17 0.2001 2.460 3 . .7.ª!;2 
18 0.0489 1.602 l . 094 
19 0.0481 0.902 0.562 
20 0.0528 1.389 1.087 
21 \h3624 }_,)_I f> 4 ,g_':[() 
22 0.0497 0.868 0.555 
23 o. 1590 2.106 2.582 
24 0.0787 1.465 1.135 
25 o. 1263 1.986 1. 235 
26 0.0346 0.864 0.421 
27 0.0775 2.003 1.235 
28 0.2919 3. 125 6_,_1_1_9 
29 !h]1.87 _l!_4_Q~ 5__!_93~ 
30 o. 1278 1.903 2.362 
31 0.2079 2.497 :f._8~J 
1? 0.0492 l. 514 l.l'J7 
33 0.0584 1. +42 1.~35 
34 0.0355 0.774 0.372 
35 0.0296 0.204 o. 73+ 
Nota.- O ponto de corte para as distâncias de Mahalanobis e robustas é 
( J 
1 f z 
x! .. 975 = 3.3381. 
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3.3 Distancias de Mahalanobls 7 
Figura 7.3. Reslduos padronizados associados ao ajuste de 
ajuste de mlnimos quadrados vs dlst. de Mahalanobls. 
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Distancias robuataa 
Figura 7.4. Resíduos padronizados associados ao ajuste LMS 
versus distancias robustas. 
Tabela 7.6 Diagnósticos DFFITS. de com.: e DFBETAS do método de 
estimação de mínimos quadrados. 
No de Obs. DFFITS COOK [) F B E T A s (0.3381 
( i I (0.6861 ( 1. O I RMSFL VSH PHID DPHI 
1 0.0400 0.000 -0.0190 -0.0324 0.0323 0.0263 
2 0.0329 0.000 0.0042 -0.0238 0.0067 0.0307 
3 -!L 85Z2 o. 158 -0.1991 P~.~.IH -0.0627 -Q..7'!59 
4 L.l.292 0.306 0.0396 -0.,_8399. o. 2419 1,1148 
5 -0.1472 0.006 -0.0391 -0.0092 0.0256 -0.0923 
6 -0. 1559 0.006 o. 1276 0.0109 -o. 1364 0.0431 
7 o. 1275 0.004 -0.0850 -0.0386 o .1009 0.0479 
8 0.2890 0.021 -0.0595 -0.0296 0.0597 o. J7 38 
9 0.5314 0.068 -0. 1118 -0. 1383 o. 1406 Q . __ 3800 
10 -0.1344 0.005 0.0948 -0.0348 -0.0886 0.0406 
11 0.0612 0.001 -0.0417 0.0180 0.0396 -0.0311 
12 -0.0173 0.000 0.0109 0.0018 -0.0128 -0.0027 
13 -0.5186 0.059 O:J!:l.:S.l o .1482 -U:4\l29 -0.0644 
14 -0.3842 0.036 0.2329 0.1252 -0.3341 0.0316 
15 0.1419 0.005 0.0236 0.0197 0.0228 -0.0543 
16 -0.1686 0.007 -0.0649 -0.0005 -0.0031 0.02.1 3 
17 -0.4112 0.043 -Q~J68'! -0.0842 0.2605 0.0409 
18 o. 1093 0.003 0.0365 -0.0266 0.0138 0.0217 
19 0.2266 0.013 0.0355 -0.02lol 0.0581 -0.0340 
20 0.0452 0.001 -0.0124 -0.0099 0.0286 -0.0041 
21 -0.5403 (I. 074 -P: .. 1.9.1Q -0.0264 0.3347 -0.0033 
22 -0.0222 0.000 0.0035 0.0061 -0.0125 0.0019 
23 0.2382 0.015 o. 1751 0.0476 -0.1023 -0.0702 
24 0.2766 0.019 -0.0599 0.0163 0.1331 -0. 1248 
25 0.3656 0.033 0.0925 0.0464 0.0179 -0.1905 
26 0.0201 0.000 0.0006 -0.0039 0.0061 0.0075 
27 -0.2432 0.015 -0.0162 0.1275 -0.0599 -0.1961 
28 o~ô..64ll o. 182 0.2083 0~.29.2.1 -Q_.'\.150 -0.2350 
29 -2.2923 LQ2J -0.0564 -L§~E7 0_.§7).9 Q~±}Q7 
------~---
30 0.0999 0.003 -0.0691 0.0268 0.0664 -0.0516 
31 Q._._li:25 1 0.162 o. 1368 9 .. Q548 -0.3134 -0.2466 
32 o .1634 0.007 -0.0470 -0.0564 0.1104 0.01b2 
33 -0.2308 0.013 0.0562 -0.0254 -0.1137 0.0898 
34 0.0838 0.002 -0.0157 -0.0102 0.0442 0.0009 
35 -0.0834 0.002 -0.0051 -0.0053 -0.0212 0.0022 
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Vejamos agora o que acontece se retiramos a observacao 29 elo 
conjunto de dados. Os coeficientes estimados pelo método de mínimo:; 
quadrados sao apresentados na tabela 7. 7. a seguir. 
Tabela 7.7 Coeficientes de regressao estimados. desvio padrào, esta-
tística T. e probabilidade de rejeição, associados ao 
ajuste de mínimos quadrados. (Sem observaçao 291. 
Variável Coeficiente 
estimado 
RMSFL 0.072603 
VSH 
PHID 
DPHI 
-2.631765 
o. 140267 
0.196214 
R2 = 0.9365 
2 
s = 1. 20912 
Desvio padrao Estatística T Prob > T 
0.0220288 3.296 0.0025 
1. 9313592 -1.363 o. 183 J 
0.0310939 4.511 0.0001 
o. 077039 l 2.547 0.0162 
A retirada da observaçào 29 fez decrescer a diferença entre 
as estimativas robusta e de mínimos quadrados correspondente a v ar i<..'lve 1 
argilosidade (VSH), a qual deixou de ser significante no modelo (Tabela 
7.7). Por outro lado. as observações 3 e 13 aparecem agora mais 
claramente com sendo discrepantes. isto é. tanto os resíduos do ajuste 
de mínimos quadrados, quanto do ajuste robusto (Tabela 7.8) mostram 
estas mesmas observações como sendo discrepantes. Logo, o conjunto de 
dados tem na verdade 3 observações atípicas. Notar que a discrepância 
das observações 3 e 13 estava sendo mascarada pela forte discordância 
da observaçao 29. 
As distâncias de Mahalanobis das observações 3 e 21 ainda 
excedem o ponto de corte. mas agora também a observaÇào 28 aparece como 
sendo discrepante, esta observaçao estava mascarada pela discrepância 
da observaçao 29 (Tabela 7.9). No entanto. a observadlo 21 mantem a 
distância de Mahalanobis excedendo o valor de corte, mas sua distância 
robusta decresceu. 
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Tabela 7.8 Resíduos "studentizados" externamente e resíduos 
No de 
Obs. 
( i ) 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
30 
31 
32 
33 
34 
35 
padronizados associados ao ajuste de mínimos 
quadrados e resíduos LMS padronizados (Sem Obs. 29). 
Ajuste de Mínimos Quadrados 
Res. "Student. " 
( t ) 
' 
0.4355 
0.2214 
-2 .i)6Q,l 
2.0660 
-1.0137 
-0.3704 
0.4713 
0.4585 
1. 2780 
-0.8230 
0.0190 
-0.2540 
-;:_!§~JJ 
-1. 4342 
0.7110 
-0.8585 
-1.0215 
o. 5817 
1. 2240 
0.3025 
-0.6544 
-0.0390 
0.6868 
1.1711 
1.3409 
o. 0021 
-1.0305 
0.0827 
o. 1192 
0.6723 
0.9012 
-1.0794 
0.4532 
-0.6572 
Res. Padron. 
(r i ) 
104 
0.441 
0.225 
-2.426 
1. 929 
-l.OlJ 
-0.376 
0.478 
o .465 
1.265 
-0.827 
0.019 
-0.258 
-2.441 
-1.410 
0.7!7 
-0.862 
-1.021 
0.588 
I . 214 
0.307 
-0.661 
-0.040 
0.693 
1. 164 
1.323 
0.002 
-1.029 
0.084 
o. 121 
0.678 
0.904 
-1.076 
0.459 
-0.664 
Ajuste LMS 
Res. Padron. 
(e ) 
.\ 
-0.23 
-0.84 
-~ .,2_4 
0.00 
-1.69 
-0.04 
0.21 
-o. 15 
0.55 
-0.71 
0.36 
-0.47 
-_2 .};:; 
-1.56 
() .45 
-1.40 
-1.94 
-0.06 
0.84 
0.00 
-1.92 
0.30 
0.00 
!.09 
1. 11 
-0.56 
-1.98 
o.oo 
0.53 
0.52 
0.53 
-1.28 
(). 11 
-1 . 09 
Tabela 7.9 Elementos da diagonal da matriz de projeçao. 
distâncias de Mahalanobis e distâncias robustas 
(Sem observaçao 291. 
No de Diagonal da Mat. Dis Uincias de Distâncias 
Obs. de projeçao Mahalanobis robustas 
( i I (h (MD I (fW. I 1 j 1 1 
l o. 1299 l. 906 2.506 
2 o. 1120 2. 110 2.869 
3 o. 1 J 52 2.820 J_~__(?~Y 
4 0~)58j 3.329 J.:.±~-~ 
5 0.0644 3.004 J. ~JJC 
6 o. 1466 2.095 0.932 
7 0.0568 1.044 0.932 
8 o. 1304 1.988 2. 704 
9 o. 1285 1. 94 7 ) ":,;; ., ..... J~ .... 
10 0.0812 1.402 l. 221 
11 o .1020 1.976 1. 053 
12 0.0462 0.866 0.842 
13 0.0492 !. 195 0.907 
14 0.0712 1.644 1.633 
15 0.0503 0.8~6 0.932 
16 0.0459 0.739 0.901 
17 0.2006 2.418 2. 705 
18 0.0490 1.588 0.932 
19 0.0486 0.374 0.664 
20 0.0535 !. 361 1.024 
21 Q.36H O,l_.H J )•')( 
22 0.0519 0.897 1.126 
23 0.1593 2.071 1. 994 
24 0.0794 1.434 o. 967 
25 o .1309 2.035 2. J 70 
26 0.0360 0.921 0.896 
27 0.0780 2.024 1. 582 
28 Qd398 ª ~---7.92 t~_!_9 2_Q 
30 o. 1307 1.878 0.932 
31 0.3144 J.l/1 ~-· __ 9.]_; 
32 0.0499 ] .488 1 .177 
33 0.0585 i .438 1.045 
34 0.0356 o. 774 0.497 
35 0.0309 0.226 0.764 
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Nota.- O ponto de corte para as distâncias de :Vlahalanobis e robusta::i é 
o quantil 
1/2 
[X
7 ~ = 3.3381. 4,.975, 
Tabela 7. 10 Diagnósticos DFFITS, de COOK e [JFBETAS do método de 
estimaçào de mínimos quadrados. (Sem observaçao 29). 
No de Obs. DFFITS COOK D F B E T A s (0.34.3) 
( i ) (0.686) ( J. o) Rlv!SFL VSH PHID DPHJ 
o. 1683 0.007 -0.0779 -0.1369 o. l 378 o. ll2J 
2 0.0787 0.002 0.0098 -0.0538 0.01"3 0.0 7 35 
3 -Q,<):i92 o. 192 -0.2224 Q.:)34 j -0.0830 -Q~,39+~ 
4 j,S_HJ o. 520 0.0501 -1,_0~74 Q,_J47J 1_ ·--~-9 2_ ~ 
5 -0.2660 0.018 -0.0672 -0.0343 0.0630 -0. J377 
6 -0.1535 0.006 0.1257 0.(1126 -0.132b 0.0409 
7 0.1157 0.003 -0.0758 -0.0214 0.0843 0.1!3'1~ 
8 o. í776 0.008 -0.0322 0.019(1 O.Ul/9 0.0862 
9 0.4908 0.059 -0.0950 -0.0321 o. 0873 ().3056 
10 -0.2447 0.015 o. 1633 -0.0880 -o. 1350 0.0807 
11 0.0064 0.000 -0.0043 0.0022 0.0037 -0.0033 
12 -0.0559 0.001 0.0341 -0.0014 -0.0366 -0.0063 
13 -0.6098 0.077 QA282 0.1470 -Q_.j~<)J -0.0729 
14 -0.3972 0.033 0.2372 0.1496 -l) .. )47_,'; 0.0197 
15 o. 1637 0.007 0.0271 0.0188 0.026.3 -0.0616 
16 -o. 1883 0.009 -0.0723 0.0014 -0.0042 o. 0230 
17 
-0.5117 0.065 -0.4583 -0.1050 0.3223 0.0543 
18 0.1321 0.004 0.0439 -0.0314 0.0177 0.026LJ 
19 o. 2767 0.019 0.0426 -0.0362 0.0750 -0.0366 
20 0.0720 0.001 -0.0197 -0.0177 0.0461 -0.0052 
21 -0.4951 0.062 -Qd~37 -0.0055 0.2922 -0.0079 
22 0.0091 0.000 -0.0014 -0.0031 0.0053 -0.0005 
23 0.2990 0.023 0.2192 0.0458 -o. 122s -0.0350 
24 0.3440 0.029 -0.0748 0.0019 0.1631 -0.1478 
25 0.5205 0.066 o. 1276 0.0106 0.0451 -0. 2488 
26 0.0004 0.000 0.0000 -0.0000 0.0001 0.0001 
27 -0.2998 0.022 -0.0204 o. 1264 -0.0669 -0.2346 
28 o. 0733 0.001 0.0151 0.0622 -0.0369 -0.0224 
30 0.0462 0.001 -0.0315 0.0140 0.0283 -0.0244 
31 0.4553 0.053 0.0661 O .]E;43 -0.1932 -0. 1.483 
32 0.2066 o. 011 -0.0595 -0.(J738 o. 1406 o.o2r 
33 -0.2690 0.018 0.0653 -0.0299 -0.1273 o . .1046 
34 0.0871 0.002 -0.0162 -0.0064 0.0435 -0.0000 
.35 -0. 1174 0.004 -0.0074 -0.0178 -0.0234 0.0066 
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Na tabela 7.10, vemos que as observações 3 e 4 ainda têm 
estatísticas DFFITS excedendo os pontos de corte e influenciando as 
estimaÇÕes dos coeficientes correspondentes às variáveis VSH e DPHI. No 
entanto, as observaçêies próximas de 29 tais como 28 e 31 deixaram de 
ter influência notável. 
Concluindo, a retirada da observação 29 não resolve o 
problema pois não ê a única observação discrepante ''ruim". A aná I i se 
dos dados retirando as observações 3 e 29 tambêm nâo produz me !horas 
notáveis. isto é, a variável VSH permanece sendo não significante 
(tabela 7. 11). AI ém disso, tanto os res ícluos do ajuste robusto quanto 
Tabela 7.11 Coeficientes ele regressão estimados, desvio padrão, es-
tatística T, e probabilidade ele rejeição, associados ao 
ajuste de mínimos quadrados. (Sem observações 3 e 29). 
Variável Coeficiente 
estimado 
RMSFL 0.077071 
VSH 
PHID 
DPHI 
-3.678057 
0.142620 
0.259043 
R2 = 0.9489 
2 
s = 1. 0054 
Desvio padrão Estatística T Prob > T 
0.02015794 3.823 0.0006 
1.80457050 -2.038 0.0507 
0.02836807 5.027 0.0001 
o. 07411486 3.495 0.0015 
os resíduos do ajuste ele mínimos quadrados mostram a observação 13 como 
sendo discrepante (Tabela 7.12). 
Reanalizanclo os dados sem as observaçoes 3, 13 e 29, as quais 
foram identificadas pelo método de diagnóstico robusto (figura 7.4). os 
resultados são 
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Tabela 7.12 Resíduos ''studentizados" externamente e resíduo,; pa-
dronizados associados ao ajuste de mínimos quadrados 
e resíduos LMS padronizados. (Sem Obs. 3 e 29). 
No de 
Obs. 
( i ) 
1 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
•)·) 
23 
24 
25 
26 
27 
28 
30 
31 
32 
33 
34 
35 
Ajuste de Mínimos Quadrados 
Res. "Student. " 
(ti ) 
0.2491 
-0.0901 
1. 5011 
-1.3008 
-0.2866 
0.4323 
0.2997 
1. 1507 
-0.8263 
0.1715 
-0.3186 
-,LQ828 
-1.5795 
0.8004 
-0.9886 
-1. 234 7 
0.5291 
1. 3168 
0.3092 
-0.9426 
0.0163 
0.7406 
1.3684 
1.5869 
-0. 1048 
-!.4158 
0.2014 
0.3109 
0.8333 
0.9286 
-1.1436 
0.4541 
-0.7653 
Res. Padron. 
(r ) 
i 
108 
0.253 
-0.092 
1. 470 
-1.286 
-0.291 
0.438 
0.305 
1. 144 
-0.831 
o. 174 
-0.324 
-2.771 
-l. 540 
0.805 
-0.989 
-1.224 
0.536 
1.300 
0.314 
-0.944 
0.017 
o. 746 
1.348 
1.547 
-0. 107 
-1.392 
0.205 
o. 316 
0.838 
0.931 
-l. 138 
0.460 
-0.771 
Ajuste LMS 
Res. Padron. 
(e ) 
' 
0.00 
0.00 
1.60 
-1. ll 
-0.91 
o. 18 
0.40 
1. ]6 
-1.21 
-0.48 
-0.61 
-~-!J)~") 
-1.98 
0.00 
-1.54 
-1.74 
-0.08 
0.50 
-0.38 
-1.50 
-0.b4 
-0.29 
0.33 
o. 29 
-0.47 
-l.Jb 
0.00 
-0.45 
0.38 
o. 26 
-1.79 
-0.11 
-1.20 
Tabela 7.13 Coeficientes de re)':ressão estimados. desvio padr3o, esta-
tística T. e probabilidade de rejeiçao. as;;ociados ao 
ajuste de mínimos quadrados (Sem observações 3. 13 e 29). 
Variável 
RMSFL 
VSH 
PHID 
DPHI 
Rz 
2 
s 
= 
= 
Coeficiente 
estimado 
0.068416 
-3.953331 
0.157822 
0.265033 
0.9618 
0.7775 
Desvio padrao Estatística T Prob > T 
o. 01794689 3.812 o. 000' 
1.58936229 -2.487 0.0191 
0.02542827 6.207 0.0001 
0.06520197 4.065 0.0004 
Notar que todas as variáveis s3o significantes~ o coeficiente 
de determinação me lho r ou e as v ar iâncias estimadas tanto dos erros 
quanto dos coeficientes estimados são menores com respecto às anà l ises 
anteriores. além disso. todos os resíduos encontram-se dentro do 
intervalo 1-2.5. 2.5). Mesmo se considerarmos um intervalo de amplitude 
menor. por exemplo (-2. 2). os resíduos permanecem dentro elo intervalo. 
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Resfduos padronizados associados ao ajuste LMS (sem Obs. 3, 13 e 29). 
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Tabela 7.14 Resíduos "studentizados" externamente e resíduos pa-
dronizados associados ao ajuste de mínimos quadrados 
e resíduos LMS padronizados. (Sem Obs. 3, 13 e 29). 
No de 
Obs. 
( i ) 
1 
2 
4 
5 
6 
7 
8 
9 
10 
11 
12 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
30 
31 
32 
33 
34 
35 
Ajuste de Mínimos Quadrados 
Res. "Student. " 
(ti ) 
o. 0817 
-0.1740 
1. 5871 
-1.5198 
-0.5802 
0.3349 
0.2311 
1.1925 
-1.1192 
0.0186 
-0.5049 
-2.0305 
0.8400 
-1.1856 
-1.2871 
0.5331 
1. 4226 
0.2179 
-0.8624 
-0.0953 
0.8965 
1. 4276 
1.7678 
-0.2062 
-1.7379 
0.2873 
o. 1498 
0.9495 
0.9192 
-1.4500 
0.4068 
-0.9547 
Res. Padron. 
(r ) 
1 
110 
0.083 
-o .177 
1.546 
-1.485 
-0.587 
0.340 
0.235 
1. 184 
-1.114 
0.019 
-0.512 
-1.926 
0.844 
-1.177 
-1.272 
0.540 
1.397 
0.222 
-0.866 
-0.097 
0.900 
1.402 
1.704 
-0.210 
-1. 678 
0.292 
0.152 
0.951 
0.922 
-1.422 
0.413 
-0.956 
Ajuste LMS 
Res. Paclron. 
(e i ) 
0.00 
0.00 
1. 60 
-1.11 
-0.91 
0.18 
0.40 
1. 16 
-1.21 
-0.48 
-0.61 
-1.98 
0.00 
-1.54 
-1.74 
-0.08 
o. 50 
-0.38 
-1.50 
-0.64 
-0.29 
0.33 
0.29 
-0.47 
-1.36 
0.00 
-0.45 
0.38 
0.26 
-1.79 
-0. 11 
-1.20 
Tabela 7.15 Elementos da diagonal da matriz de projeçao. 
distancias de Mahalanobis e distâncias robustas 
(Sem observações 3. 13 e 29 1. 
No ele Diagonal ela Mat. Distâncias de Distâncias 
Obs. de projecào Mahalanobis robustas 
I i I Ih .. IMO I IRD. I 
1 ! ! ! 
1 o. 1404 1 . S6'! LJ.Sü 
2 o. 1268 2.461 3.268 
4 Q_. 403_4 :L]'U <}.)(;9 
5 0.0684 .J~.3llll )~}~-ª 
6 0.1542 2.091 2. 219 
7 0.0603 1 o 123 1.099 
8 o. 1368 1. 915 2.520 
9 0.1374 1.887 1. 981 
10 0.0847 1. 391 1. 193 
1 J 0.1080 1.983 1.144 
12 0.0485 1. 923 0.315 
14 0.0741 1.735 2.296 
15 0.0509 0.850 0.835 
16 0.0464 0.695 1.020 
17 0.2030 2.369 .J._._QE 
18 0.0511 1.569 1. 169 
19 0.0494 0.823 0.543 
20 0.0555 1. 361 0.978 
21 0.3712 3.272 LDJS 
.,., 0.0534 0.892 1.078 
23 o .1596 1.995 2.644 
24 0.0818 1.442 0.936 
25 o. 1323 1.983 1.099 
26 0.0385 0.867 1 . 099 
27 0.0875 1 o 955 1. 328 
28 0.4410 ~1 __ ~5_º-_Q ~)_!___QÇiQ 
30 0.1387 1. 861 1.099 
31 0.3152 3. 115 Q_.20E> 
32 0.0523 1.482 1. 099 
33 0.0603 1.486 1. 131 
34 0.0371 o. 740 o. 517 
35 0.0318 0.166 l. 136 
Nota.- O ponto ele corte para as distâncias ele Maha1anobis e robustas é 
1 j 1 
o quantiJ 
( ? ) 1/2 lx:;,. 975 = J.J.Jsl. 
Tabela 7.16 Diagnósticos DFFITS. de COOK e DFBETAS do método de es-
t ima<;8o de mínimos quadrados (Sem observaçi5es 3. 13. 29). 
No Obs. DFFITS 
(i) 
1 
4 
5 
6 
7 
8 
9 
10 
11 
12 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
30 
31 
32 
33 
34 
35 
(0.686) 
0.0330 
-0.0663 
LJQ~J 
-0.4117 
-0.2477 
0.0848 
0.0920 
0.4759 
-0.3405 
0.0065 
-0.1140 
-0.5744 
o. 1945 
-0.2616 
-0.6497 
o. 1237 
0.32+4 
0.0528 
-0.6626 
-0.0126 
0.3906 
0.4261 
0.6903 
-0.0412 
-0.5381 
0.2552 
0.0601 
0.6443 
0.2160 
-0.3674 
0.0799 
-0.1731 
COOK 
( 1. o) 
0.000 
0.001 
0.404 
0.040 
0.016 
0.002 
0.002 
0.056 
0.029 
0.000 
0.003 
0.074 
0.010 
0.017 
0.103 
0.004 
0.025 
0.001 
o. 111 
0.000 
0.038 
0.044 
o. 111 
0.000 
0.068 
0.017 
0.001 
0.104 
0.012 
0.032 
0.002 
0.008 
RMSFL 
-0.0147 
-0.0088 
0.0653 
-0. 1056 
0.2042 
-0.0549 
-0.0159 
-0.0857 
0.2312 
-0.00+4 
0.0698 
0.3491 
0.0280 
-0.0968 
-Q~~?J} 
0.0396 
0.0442 
-0.0154 
-Q~6Q68 
0.0040 
0.2844 
-o. 1026 
0.1556 
-0.0011 
-0.0395 
0.0517 
-0.0416 
0.0892 
-0.0645 
0.0978 
-0.0161 
-0.0081 
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D F B E T A S (0.354) 
VSH 
-0.0271 
0.0467 
-O,_'L}'!~ 
-0.0282 
0.0162 
-0.0181 
0.0050 
-0.0562 
-0.1205 
0.002:l 
0.0002 
0.2121 
0.0218 
0.0073 
-0.1211 
-0.0335 
-0.0467 
-0.0134 
0.0049 
0.0077 
0.0581 
0.0072 
0.0255 
0.0050 
0.2484 
0.2139 
0.0189 
Q_~536~ 
-0.0803 
-0.0410 
-0.0079 
-0.0205 
PHID 
0.026S 
-0.0149 
0.3023 
0.0876 
-0.2131 
0.0625 
0.0111 
o .0926 
-0. 1912 
0.0038 
-0.0763 
-().5QjQ 
0.0341 
-0.0102 
0d_07_Q 
0.0189 
0.0933 
0.0345 
o~ __ Jsjl_CJ 
-0.0135 
-0.1595 
0.2120 
0.0625 
-0.0112 
-0. 1267 
-0.1274 
0.0367 
-0.2687 
o. 1494 
-0.1794 
0.0414 
-0.0387 
DPH1 
0.(!225 
-o .o6n 
1_ ~ _; _Q_Q_O 
-0.2276 
0.0681 
0.0306 
o. 04 7.1 
0.3084 
0.1127 
-0.0034 
-0.0150 
0.0244 
-0.0703 
o .0233 
0.0504 
0.0.308 
-0.0340 
-o. oon 
-0.0307 
0.0007 
-o. 1041 
-0.18H 
-0.3302 
-0.0153 
-Q,'\32Q 
-0.0777 
-0.0322 
-0.2098 
0.0308 
0.1390 
0.0025 
0.0034 
COMENTARIOS FINAIS 
Os métodos de diagnósticos de múltiplas observações 
discrepantes baseados no ajuste de mínimos quadrados, podem aval i ar a 
influência de grupos de observações. Porém, estes métodos raramente são 
usados pela dificuldade em determinar quantas e quais são as 
observações que devem ser consideradas como conjuntamente in f I uentes. 
Por outro lado, os métodos robustos em geral, e particularmente os 
estimadores com alto ponto de ruptura, têm a tendência a declarar mais 
observações discrepantes das que realmente existem no conjunto de 
dados. Consequentemente, o método exploratório estudado neste trabalho 
pode servir para identificar grupos de observações suspeitas e poste-
riormente comprovar a discrepância destes grupos de observações ut i li-
zando os diagnósticos de múltiplas observações discrepantes baseados no 
ajuste de mínimos quadrados. Atkinson ( 1986) mencwnou a importância 
destes métodos confirmatorios e posteriormente Fung (1993) retomou esta 
idéia e propôs novas técnicas exploratórias. 
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APENDICE 
DEFINIÇÃO Al 
Dada uma amostra aleatória unidimensional {z 1 •..••• zn}· De-
finimos a FunÇáo de Distribuidào Empírica como 
1 
n 
n 
l 1<z=z' 1=1 l 1 ( 
independentemente do ordem das observações. 
DEFINIÇÃO A2 
Definimos um funcional estatístico ou [undáo esta.tístÍCi:l como 
T : D(T) --->IR, 
onde D(T) é um conjunto ele distribuiciíes de probabilidade definidas 
sobre IR. Denotaremos por :J(IR) o conjunto de todas as clistribuicóes ele 
probabilidade definidas sob IR. 
Exemplos de funcionais estatísticos sào: 
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a) Esperança 
T(F) r 
= Jlll xd(F(x)). 
D(T) = {F : F distribuição sobre Di com momento ele 1-"- ordem finito}. 
D(T) c ú(Dl). 
b) Variância 
T(F) 
D(T) = {F : F distribuição sobre Di com momento ele 2-"- ordem finito}. 
D(T) c ú(Dl). 
DEFINIÇÃO A3 
Dizemos que o funcional T é consistente se é contínuo e 
T(F) = 
onde F é a funçao ele clistribuíçao empírica acumulada. 
n 
DEFINIÇÃO A4 
Uma propriedade que é transformada adequadamente sob 
transformações e chamada ele equivariante sob transformações. 
l15 
Estamos interessados na propriedade de equivariância sob 
rotação, translação e sob transformações afins de t (X), C(X) e T(X,y), 
n . 
estimadores de posição e dispersão multivariados e do estimador ele 
regressão, respectivamente. Vejamos em que consistem 
proprieclacles: 
a) Dizemos que T(X) é equivariante sob translação se: 
t (X+v) = t (X) + v 
o nele 
k 
vcc!R, 
b) T(X) é equivariante sob transformações afins se: 
estas 
t (AX+v) = At (X) + v k v E IR ' A matriz não singular kxk n n 
onde 
AX+v = {Ax +v, Ax +v •... ,Ax +v} . 1 2 · n 
c) O estimador de dispersão, C (X), é equivariante sob transformações 
n 
afins se: 
C (AX+v) = AC (X)At 
n n 
k 
v E IR , A matriz não singular kx k -
d) Dizemos que o estimador de regressão t (X, y) é equivariante de 
n 
regressão se: 
t (X, y+Xv) = t (X, y) + v 
n n 
onde 
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k 
v E IR , 
r 
y + Xv = tyi+x 1v, 
e) Dizemos que o est imador de 
transformacoes afins se : 
regressào t (X,y) 
n 
é equiYariante sob 
t (AX, y) 
n 
- 1 
=A t (X. y) 
n 
Akxk matriz n3o singular 
Isto quer dizer que transformacôes nas variáveis regressaras, 
transformam t no mesmo sentido, devido a que 
n 
Assim, podemos mudar o sistema de coordenadas das variáveis regre-
ssaras sem afetar as estimativas. 
f) t (X,y) é equivariante sob trocas de escala se: 
n 
t (X,cy) = ct (X,y); 
n n 
C E IR 0 , 
DEFINIÇÃO AS 
Qualquer espaço normado pode torna-se um espaço métrico a 
partir da definiÇão de distância 
d(x,y) = ~ x-y 11 IR n X, y E , 
DEFINIÇÃO A6 
I 
Uma norma L do vetor w E IR" é definida como 
p 
11"' 
( 
11 w llp = 
DEFINIÇÃO A7 
[ 
n 
i~tw~ 
Max 
l::;;;i.:::;:n 
w. 
l 
p = Ol 
Um espaço 1 inear normado 1E é di to estritamente convexo se: 
~ y - z ~ = ~ y ~ + ~ z ~ y, z E IE 
o qual implica a existência de algum vetor u E IE tal que 
y = au 
PROPOSIÇÃO Al 
e z = {3u + ; a, {3 E IR • 
Para 1 < p < o;;, os espaços L são estritamente convexos 
p 
(Prova ver Kothe (1960, § 25.2)). 
PROPOSIÇÃO A2 
Um subespaÇo 1 inear de dimensão finita, de um espaço 1 inear 
normado. contem pelo menos um ponto de distância mínima desde um ponto 
fixo (Cheney (1966)). 
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DEFINIÇÃO A8 
Dizemos que jj.JI é uma norma monú tona em !Rk se os vetores 
k 
x, y co IR estão relacionados pelas desigualdades 
X. 5 V 
! . i i=L2, .... n. 
llxll 5 IIYII 
Observação,- As normas L têm a propriedade de monotonia. 
p 
DEFINIÇAO A9 
Um conjunto de vetores { z 
1
, 
posição geral se 
z. E !Rk+l estão em 
J 
i I N<ío existem mais de k+l pontos contidos em um hiperplano de 
dimensão menor de k. 
ii)n<ck+l. 
Observaçao.- A posiçao geral é conhecida também con o nome de condic~ao 
de H8ar. 
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