The stochastic resonance in paced time-delayed scale-free FitzHugh-Nagumo (FHN) neuronal networks is investigated. We show that an intermediate intensity of additive noise is able to optimally assist the pacemaker in imposing its rhythm on the whole ensemble. Furthermore, we reveal that appropriately tuned delays can induce stochastic multiresonances, appearing at every integer multiple of the pacemaker's oscillation period. We conclude that fine-tuned delay lengths and locally acting pacemakers are vital for ensuring optimal conditions for stochastic resonance on complex neuronal networks.
Introduction
The FitzHugh-Nagumo (FHN) equations are a simplified version of the Hodgkin-Huxley model of neuronal dynamics, capturing succinctly the activation and deactivation dynamics of a spiking neuron. [1] Due to its numerical efficiency, the FHN model has been used frequently for investigating the effects of noise on excitable neuronal-like dynamical systems. For example, the phenomenon of stochastic resonance and its enhancement due to coloured noise have been reported in Refs. [2] and [3] . Coherence resonance, where the spikes of the FHN neuron have maximal regularity in the presence of noise even without an external periodic signal, was presented in Refs. [4] - [6] . Moreover, coupled FHN neurons have been studied in Ref. [7] , where it was shown that chemical synaptic coupling is more efficient than the well-known gap junctional coupling for local signal input detection. Slightly more exotic phenomena, like the doubly diversity-induced resonance, [8] array-enhanced coherence resonance, [9, 10] and vibrational resonance [11, 12] have also been studied in detail.
Since a single neuron in the vertebrate cortex can have links to as many as 10000 postsynaptic neurons, and since neurons are known to be noisy analog units, understanding the effects of noise on networked excitable systems is of vital importance. [13, 14] Related to this, the phenomena of stochastic and coherence resonance on complex neuronal networks became a vibrant topic as well. The stochastic resonance on excitable small-world networks was studied by means of the discrete Rulkov map [15] and the Hodgkin-Huxley model of neuronal dynamics. [16] Coherence resonance on Watts-Strogatz small-world Hodgkin-Huxley neuronal networks was also investigated, and it was found that increasing the randomness of the network topology leads to an enhancement of temporal coherence. [17] Moreover, Kwon et al. [18] showed that the coherence resonance can be considerably improved just by a small fraction of long-range connections for an intermediate coupling strength in a Watts-Strogatz small world neuronal network with spatially correlated noise. More recently, a new coherent excitation phenomenon has been reported in a heterogeneous network of coupled FHN neurons, where it has been shown that dynamical network rewiring may induce coherence resonance, [19] whereas from the experimental viewpoint, it has been shown that the spike-field-coherence in monkey prefrontal cortex is modulated by behaviour patterns. [20] Using functional magnetic resonance imaging (fMRI), power-law distributions were obtained by linking correlated fMRI voxels, [21] and the robustness against simulated lesions of anatomic cortical networks has also been found relying mostly on the scalefree structure. [22] Recently, the dynamics of an excitable Greenberg-Hastings cellular automaton model on scale-free networks was studied. [23, 24] In addition, information transmission delays are inherent to the nervous system because of the finite speed at which action potentials propagate across neuron axons, as well as due to time lapses occurring by both dendritic and synaptic processing. [25] Notably, it has been suggested that time delays can facilitate neural synchronisation and lead to many interesting and even unexpected dynamical phenomena, as described in Refs. [26] - [28] .
Notably, it has been shown that dynamical relaying can yield zero time lag neuronal synchrony, thus overruling potentially hampering effects of long conduction delays. [29] In the present paper, we aim to extend the scope of stochastic resonance on complex neuronal networks, particularly by considering scale-free interaction networks, [30] pacemakers, and time-delayed coupling. We elaborate the pacemaker-driven stochastic resonance in scale-free neuronal networks when the delay length is varied. We show that stochastic resonance via locally acting pacemakers is possible in the FHN neuronal network. In fact, the effects of the delay on stochastic resonance have been reported. [31] But more importantly, we present non-trivial effects induced by finite delays, which may induce stochastic multiresonances provided that the delay length is adequately adjusted. This is primarily attributed to the emergence of locking between the delay length and the global resonant oscillation frequency [32] of individual FHN neurons constituting the scale-free network as well as the frequency of the pacemaker.
The remainder of this paper is organised as follows. In the next section we describe the FHN model [1] on the scale-free network, [30] as well as the timedelayed coupling scheme and the measure for stochastic resonance. Subsequently, the main results are presented and summarised.
Mathematical model and setup
In order to simulate the stochastic neuronal dynamics on the scale-free network effectively, we employ the FHN equations.
[1] The spatiotemporal evolution of the neuronal network to be studied, along with additive Gaussian noise ξ i (t) and delay τ , is governed by the following equations
where x and y represent the fast activation variable and the slow recovery variable, respectively; ρ (we fix ρ = 0.01 unless stated otherwise) determines the inherent time scale of the local dynamics. Parameter a determines the behaviour of the system. In the absence of noise, for a > 1.0 the FHN model is excitable, and for a < 1.0 it shows oscillatory behaviour.
At the bifurcation a = 1.0, the stability of the only fixed point is lost. [4] Presently, we set a = 1.005 and initiate each neuron from steady state initial conditions, so that the additive spatiotemporal Gaussian noise ξ i (t), having mean ⟨ξ i (t)⟩ = 0 and autocor-
, acts as the only source of large-amplitude excitations. D is the coupling strength, the parameter σ determines the noise intensity, and τ is the afore-mentioned delay length. The latter two parameters will be the focus of attention within this work. It remains of interest to mathematically introduce the pacemaker, which takes the form of a periodic force defined by
where the superscript r denotes a chosen excitable neuron among all the N = 200 neurons constituting the excitable array, to which the pacemaker is introduced as an additive term to the variableẏ i . Furthermore, A is the amplitude of the periodic subthreshold pacemaker, presently set to A = 0.01, and ω (ω = 2π/T ; T being the oscillation period) is its angular frequency. The appropriate value of T depends on the global resonant oscillation frequency [32] of each individual FHN model; notably the two should be comparable for optimal results, which under the above-stated parameter values leads to T = 3.6. We will use this value of T unless stated otherwise.
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As the interaction base between the FHN neurons we use the scale-free network generated via growth and preferential attachment as proposed by Barabási and Albert, [30] consisting of L = 200 vertices. Each vertex corresponds to one neuron, whose dynamics is governed by the noise-driven FHN model. In Eq. (1) ε i,j = 1 if neuron i is coupled to neuron j and ε i,j = 0 otherwise. Following Ref. [30] , the preferential attachment is introduced via the probability Π, which states that a new vertex will be connected to vertex i depending on its degree k i according to
This growth and preferential attachment scheme yields a network with an average degree
, and a power-law degree distribution with the slope of the line equal to −2.9 on a double-logarithmic graph. Notably, analytical estimations predict that the slope of the line equals −3. We will use networks having k av = 4 throughout this work.
To quantitatively characterise the collective response of the neuronal network, we introduce the average membrane potential
as the main output to be examined further. The correlation of the average membrane potential X(t) with frequency of the pacemaker ω = 2π/T is computed via the Fourier coefficients
where N = 200 is the number of periods of the pacemaker used for calculation presented below. In this paper, we use Q = √ Q 2 sin + Q 2 cos as a numerically effective measure for stochastic resonance, capturing succinctly the collective spatiotemporal behaviour of the neuronal network considered and its correlation with the pacemaker rhythm. In general, Q can exhibit a bell-shaped profile as a key parameter (for example σ) is varied, thereby indicating the occurrence of stochastic resonance. Importantly, since the generation of scale-free networks has inherent random ingredients, which can be additionally amplified by individual vertex (neuron) pacing, the final results shown below were averaged over 30 independent runs for each set of applicable parameter values to warrant appropriate accuracy.
Results
We start by setting τ = 0 and introducing the pacemaker to the neuron with the lowest degree k min within the network, thus r = i(k min ). Space-time plots for different σ are presented in Fig. 1 . It is shown that smaller σ fails to evoke continuous excitations [see Fig. 1(a) ]. As σ increases, regular spatiotemporal patterns can appear [see Figs. 1(b)-1(d)] . Further investigation shows that the excitatory fronts follow the pacemaker rhythm (oscillation period is T = 3.6) only by an intermediate value of σ [see Fig. 1(c) ]. From Fig. 1(b) , the regular wave period is 3.73, which is greater than T = 3.6; while in Fig. 1(d) the regular wave period is 3.55, and is smaller than T = 3.6. Larger noises exceeding the optimal value, however, have the ability of initiating excitations on their own (even when the pacemaker is not firing), thus again failing to conform to the weakly imposed rhythm or further still, completely overruling the deterministic dynamics [see Fig. 1(e) ]. The presented results therefore indicate a classical stochastic resonance scenario, where an intermediate noise intensity warrants the best response of the system to a weak external deterministic forcing. Notably, qualitatively identical results are obtained if the pacemaker is introduced to the neuron with the largest degree r = i(k max ) within the scale-free network. It is next of interest to assess these observations quantitatively. To establish the described pacemaker-driven stochastic resonance more precisely, we consider the dependence of Q on σ in Fig. 2(a) for different options with respect to the places of the pacemaker. It can be observed that, irrespective of whether the pacemaker is introduced to the neuron with the minimal 040508-3 r = i(k min ) or the maximal degree r = i(k max ), there exists an intermediate optimal noise intensity σ for which Q is maximal, thus exhibiting a bell-shaped dependence characteristic for stochastic resonance.
Before turning to the impact of finite information transmission delays τ , we investigate in Fig. 2(b) stochastic resonance in the transition to the strong coupling region (high values of D) . Results are presented for r = i(k min ) but are qualitatively identical also for r = i(k max ) (not shown). Evidently, the stochastic resonance phenomenon prevails irrespective of D, only that the optimal value of σ shifts to slightly higher values upon its increase. Thus, it can be concluded that the pacemaker driven stochastic resonance on scale-free neuronal networks is a robust phenomenon, occurring largely independently of the particular places of the pacemaker or the strength of the coupling. In what follows we will therefore focus on the individually paced noise-driven scale-free neuronal networks, wherein one of the neurons having the lowest degree will be chosen as the input for the deterministic forcing. Next, we present in Fig. 3 the space-time plots obtained for different τ while keeping the coupling strength D = 0.01 and the noise intensity σ = 0.15 fixed.
The results shown in the five panels of Fig. 3 illustrate the spatiotemporal dynamics of neurons on the studied scale-free neuronal network for r = i(k min ). Upon careful visual inspection, an intermittent pattern of regularity and disorder can be inferred upon increasing τ . In particular, while for τ = 3. ] the regularity is either completely lost or at least the excitatory fronts become ragged and lose synchrony with the imposed frequency. Indeed, the informationtransmission-delay-induced transitions to ordered spatiotemporal dynamics on scale-free neuronal networks appear intermittently at roughly integer multiples of the period of the pacemaker, T = 3.6 throughout this work unless stated otherwise. Importantly, T = 3.6 corresponds rather accurately to the global resonant oscillation period [32] of the FHN neuron for the currently used parameter values ρ = 0.01. By setting T largely different from the global resonant oscillation period of individual neurons, however, the inter-
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mittent outline presented in Fig. 3 can no longer be observed. Visual investigations of Fig. 3 thus reveal that regular and irregular front propagation appears intermittently as the delay is increased, hence indicating that finite information transmission delays might play a central role by the generation of spatiotemporal order of neuronal activity on scale-free networks in accordance with a weak localised deterministic input, provided that the latter is so adjusted as to approximately agree with the global resonant oscillation frequency of constitutive neurons.
To account for the above visual interpretations quantitatively, we adjust the local dynamics of each neuron (thus far we have not varied this) by varying ρ, in turn affecting the speed of the temporal evolution of x i (t) and consequently also the global resonant frequency. At the same time, we adjust the oscillation period of the pacemaker T correspondingly. In particular, we consider two different cases, namely ρ = 0.02 and ρ = 0.01, and change the oscillation period of the pacemaker to T = 4.2 and T = 3.6, respectively. These T are in good agreement with the global resonant frequency of an individual neuron for the corresponding values of ρ. Notably, the global resonant frequency can be extracted from the FHN model by calculating the Fourier transform of noise-driven oscillations, as described in Ref. [32] . Results presented in Fig. 4 show that, in accordance with the visual inspection of Fig. 3 , multiple resonances in Q with the increase of τ are obtained by setting σ and D. Following the established terminology, these can be termed appropriately as delay-aided stochastic multiresonances on scale-free neuronal networks. Moreover, it is clear that the particular locations of the maxima of Q shift to different values of τ as ρ and T are varied. Crucially however, it is always so when the locking between τ and integer multiples of T is preserved. Thus, the resonances in dependence on τ appear at integer multiples of T if only the latter is close to the global resonant oscillation period of the individual neurons. On the other hand, values of τ outside the regions of multiple integers of T impair the stochastic resonance significantly, as can be inferred from the rather sharp descents of Q towards smaller values as soon as the optimal τ 's are replaced by other values. We therefore conclude that the delay-induced stochastic resonances of neuronal activity are due to the locking between the length of the delay τ and the predominant oscillation period of individual neurons constituting the scale-free network. This is valid independently of the particular places of the pacemaker, and also for globally paced scale-free neuronal networks with different coupling strengths. Finally, we present results where the aboveoutlined dependences can be observed at a glance. Figure 5 shows the dependence of Q on σ and τ for ρ = 0.01. Stochastic multiresonances are clearly eligible as narrow white-shaded regions, appearing roughly at integer multiples of τ = 3.6 across suitable spans of σ. It is worthwhile emphasising that the very narrow region of optimal τ , especially if compared to the rather broad span of σ that still ensures reasonably high Q, suggests that fine-tuned delays might be central for the efficient recognition of weak localised external signals. Also notably, some faintly expressed regions of stochastic resonance can be observed for small τ (≈ 0.4). However, these are mostly the consequence of the fact that short delay lengths do not influence the neuronal dynamics strongly enough to fully prohibit noise-induced correlations between the pacemaker and the neuronal dynamics; and in turn they occasionally yield results similar to the τ = 0 case, but only at substantially higher noise intensities which are needed to compensate for the disturbing impact of non-optimal information transmission delays. Moreover, for other forcing frequencies of the pacemaker we have performed similar investigation, yet only when the pacemaker frequency is very close to the global resonant frequency of individual neurons forming the scale-free network can stochastic multiresonances be observed at integer multiples of the forcing period.
Summary and discussion
In summary, we have studied stochastic resonance phenomena on paced scale-free FHN neuronal networks as the noise intensity and the delay length are varied. We find that stochastic resonance occurs irrespective of the location of the pacemaker. Furthermore, as we introduce time-delayed coupling with finite τ , we can observe stochastic multiresonances upon fine-tuning of the delay length, which appear at every multiple of the forcing frequency if the latter is close enough to the global resonant oscillation frequency of individual neurons. More precisely, the stochastic multiresonances appear in an intermittent fashion as the delay increases, whereby the intermittency is a direct consequence of the on/off locking between the forcing frequency and the information transmission delay length. Thus, we have shown that noise and information transmission delays can play complementary roles in warranting optimal detection of weak localised stimuli in neuronal scale-free networks via stochastic resonance. We hope that our study will be useful when striving towards further advances in understanding neuronal dynamics on complex networks.
