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CHAPITRE 1. INTRODUCTION GÉNÉRALE 12
D
urant les deux dernières décennies, les technologies de communication
sans fil ont connu un essor de plus en plus important et leurs usages se
sont fortement diversifiés et démocratisés. Par exemple, le taux de péné-
tration de la téléphonie mobile (nombre d’appareils divisé par le nombre
de personnes) n’a cessé d’augmenter ces vingt dernières années pour dé-
passer les 100% récemment comme l’illustre la Figure 1.1 issue du site
internet de l’ARCEP 1. De plus, cet essor a fait émerger via les différentes technologies
successives (le GSM2 en 1993,le Wi-Fi en 1999, l’UMTS3 en 2003 et maintenant le LTE4)
des usages et des modes de consommation de plus en plus variés comme le montre aujour-
d’hui la multiplication des objets connectés sur le marché [TNS-SOFRES 2014]. Ainsi la
quasi totalité de la population est équipée en technologies sans fil et les utilise à travers
des applications multiples.
Figure 1.1 : Taux de pénétration du mobile dans la métropole française [ARCEP 2013]
En parallèle de ce déploiement massif, des questions relatives aux possibles effets sani-
taires des champs électromagnétiques (EMF) émis par les systèmes de télécommunications
ont émergé induisant une perception de risque. La gestion et le contrôle de l’exposition des
personnes aux EMF est donc une question clef pour les autorités, les sociétés de protection
sanitaire et les opérateurs de réseau. Les ondes radios utilisées pour les technologies sans
fil sont des rayonnements non ionisants. Afin de prévenir des effets sanitaires connus, l’IC-
NIRP 5 a défini des limites d’exposition qui sont des restrictions de base en W/kg et des
niveaux de références dérivés en V/m [ICNIRP 1998]. En vue d’assurer la conformité des
systèmes utilisés à ces limites d’exposition, des scénarii pires cas ont été définis. Mais ces
scénarii, s’il permettent de vérifier la conformité aux limites, ne permettent pas d’évaluer
précisément l’exposition réelle induite par les systèmes de télécommunication alors que les
questions quant à de possibles effets sanitaires en dessous des limites d’exposition restent
entières de la part de la population.
Pour répondre aux attentes de la population en matière de connaissance et de com-
préhension de l’exposition, de gros efforts ont été menés depuis 20 ans dans le domaine
1Autorité de Régulation des Communication Electroniques et des Postes
2Global system for mobile communication (2G)
3Universal mobile telecommunication system (3G)
4Long term evolution (4G)
5International commission on non-ionizing radiation protection
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de la dosimétrie et en particulier dans le développement et l’adaptation des méthodes
numériques au bioélecromagnétisme et à la quantification de l’exposition. Aujourd’hui les
méthodes numériques telles que les différences finies dans le domaine temporelle (FDTD)
permettent de discrétiser et de résoudre les équations de Maxwell [Taflove and Hagness
2005] et d’évaluer l’absorption des ondes électromagnétiques dans le tissu humain carac-
térisée par le débit d’absorption spécifique (DAS ou SAR en anglais).
Malgré d’énormes progrès réalisés en matière de temps de calcul, le calcul numérique
du DAS reste une opération très couteuse en temps. De plus, les usages de plus en plus
diversifiés des technologies sans fil nous conduisent à analyser l’influence de paramètres
d’entrée variables sur le calcul du DAS tels que la posture, la fréquence, l’âge etc... Ce
management de l’incertitude dans le domaine de la dosimétrie est un vrai challenge et les
techniques de propagation d’incertitude comme les techniques de méta-modèles par pla-
nification d’expériences numériques sont devenues incontournables dans ce domaine. Par
propagation d’incertitude on entend la modélisation de l’influence du caractère aléatoire
sur la sortie modèle numérique. En effet, la simulation numérique en dosimétrie étant très
couteuse en temps, le problème de la propagation de l’incertitude ne peut être abordé
avec des approches classiques telles que les simulations de Monte Carlo. Le remplacement
du modèle numérique par un modèle de substitution beaucoup plus rapide à calculer est
apparu dans la dernière décennie comme un puissant outil statistique permettant d’ap-
procher la sortie du code complexe de simulation numérique.
De manière générale, le travail mené dans le cadre de ma thèse vise à étudier la va-
riabilité occasionnée par des paramètres d’entrées incertains sur l’exposition humaine à
travers plusieurs techniques de méta-modélisation. L’analyse statistique de l’exposition
s’effectuera à travers plusieurs quantités d’intérêt telles que l’analyse de sensibilité qui
vise à étudier l’influence relative des paramètres d’entrée sur la sortie du code de calcul ou
les quantiles de la distribution de l’exposition. Le budget de calculs étant fortement limité
par la simulation numérique, l’intérêt de ce travail réside dans la recherche de parcimonie
au niveau de la planification d’expériences pour l’étude de ces quantités d’intérêt.
Ces travaux de thèse s’intègrent dans le cadre de deux projets de recherche : le projet
ANR/JST FETUS et le projet ANR CHORUS.
Le projet FETUS Le projet FETUS est un projet franco-japonais financé par l’Agence
nationale de la Recherche (ANR) en France et par la Japan Science and Technology
Agency (JST). Il vise à développer de nouveaux modèles anatomiques de fœtus et de
femmes enceintes ainsi que des outils de déformations pour prendre plusieurs postures en
compte. Ces nouveaux modèles et outils servent ensuite à étudier l’exposition des fétus
aux émissions électromagnétiques ainsi que l’incertitude associée et l’influence de différents
paramètres sur l’exposition.
Le projet CHORUS Le projet CHORUS (pour Common Horizon of Open Research in
Uncertainty for Simulation) est un projet financé par l’Agence nationale de la Recherche.
Il vise à rassembler les nombreuses initiatives autour de la problématique de la gestion et
de la propagation de l’incertitude et à donner accès aux mises à jour de la communauté
scientifique sur le sujet. Ce projet a pour ambition de solidifier les briques scientifiques et
technologiques dans un ecosystème adéquat (PME, groupes industriels et universitaires).
Enfin, la démarche générale adoptée dans ce mémoire est de présenter les travaux de la
manière dont on aborde la problématique dans le contexte industriel propre au sujet. En
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effet, on commence par présenter les outils qui permettent d’aborder la problématique du
point de vue physique. Ensuite, on introduit les outils qui nous permettent d’envisager et de
construire une analyse statistique autour de la propagation de l’incertitude des paramètres
d’entrée à travers le modèle physique présenté préalablement. Enfin, on s’intéresse aux
moyens efficaces de propager l’incertitude des paramètres d’entrée qui sont compatibles
avec notre exigence de parcimonie. Le corps de ce mémoire se compose de quatre chapitres
suivant cette démarche.
Le Chapitre 2 présente tout d’abord le contexte de ces travaux d’un point de vue phy-
sique, c’est-à-dire qu’il présente les outils et méthodes numériques permettant de mettre en
œuvre des simulations de dosimétrie numérique pour répondre au problème de l’évaluation
de l’exposition.
Le Chapitre 3 présente ensuite l’état de l’art de l’analyse statistique dans le domaine
de l’exposition humaine aux ondes électromagnétiques et installe le contexte d’une ana-
lyse statistique basée sur la propagation de l’incertitude à travers un modèle physique ou
numérique. Ainsi les méthodes de modélisation statistique des différents types de para-
mètres d’entrée que l’on rencontre dans notre contexte et les différentes quantités d’intérêt
que l’on utilise pour analyser la distribution de sortie sont détaillées. Cependant aucune
considération sur la façon dont on va mettre en œuvre cette propagation pour nos cas
d’application n’est abordée en détail dans ce chapitre. Cet aspect est en effet traité dans
les chapitres suivants.
Le Chapitre 4, présente la méthodologie de construction de méta-modèles permettant
de remplacer le simulateur numérique coûteux en temps de calcul par un modèle ma-
thématique facile à calculer. Ce modèle peut ensuite être utilisé pour la propagation de
l’incertitude de manière efficace. Plusieurs approches pour la construction de tels modèles
sont présentées : le chaos polynomial, le Krigeage et une méthode d’hybridation des poly-
nômes du chaos polynomial avec le modèle de Krigeage universel qui a fait l’objet d’une
publication d’article [Kersaudy et al. 2015]. Les différentes approches sont illustrés par une
application sur des cas-test soit analytiques soit issus de problèmes concrets rencontrés en
dosimétrie numérique qui ont également fait l’objet de publication [Kersaudy et al. 2014].
Enfin le Chapitre 5 présente une méthodologie de planification d’expériences permet-
tant d’estimer les quantiles à 95% de manière efficace et parcimonieuse. La méthode pré-
sentée appelée BOAS pour Bootstraped Oriented Adaptive Sampling, utilise une méthode
de rééchantillonnage des plans d’expériences qui permet de calculer l’incertitude sur l’es-
timation des quantiles et de restreindre l’espace de recherche pour l’ajout de nouveaux
points à la zone d’intérêt pour l’estimation des quantiles. Cette méthode fait également
l’objet d’une soumission d’article et est illustrée par des applications sur des exemples
analytiques et des cas concrets de dosimétrie comme dans le chapitre précédent.
Chapitre 2
L’exposition humaine
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C
e chapitre a pour but de présenter le contexte physique des travaux de
thèse présentés dans ce mémoire. Premièrement les métriques d’évalua-
tion de l’exposition humaine aux ondes électromagnétiques seront pré-
sentées. Ensuite la dosimétrie numérique et ses outils seront introduits
suivis d’une réflexion sur la modélisation des différents types de source
d’ondes électromagnétiques. Enfin une étude comparative des expositions
induites dans des modèles anatomiques de fœtus par des sources dites lointaines et des
sources dites intermédiaires sera présentée.
2.1 L’évaluation de l’exposition
L’exposition humaine aux ondes électromagnétiques est quantifiée par le débit d’absorption
spécifique (DAS). Il est exprimé en Watt par kilogramme et est défini localement par
l’expression suivante à un endroit donné dans un tissu donné :
DAS =
σE2
2ρ
(2.1)
où σ et ρ représentent respectivement la conductivité et la masse volumique du tissu dans
lequel le DAS est calculé et E représente l’amplitude du champ électrique dans le tissu
considéré. Le DAS quantifie la puissance électromagnétique absorbée par le tissu par unité
de masse. On peut distinguer deux grandes catégories dans l’évaluation de l’exposition.
D’une part, on peut s’intéresser à l’évaluation d’une exposition globale sur un corps hu-
main. On quantifie cette exposition par ce que l’on appelle le "DAS corps entier" qui est
défini comme la puissance électromagnétique totale absorbée par le corps divisé par la
masse de ce corps :
DASCE =
Pabs(corps)
M(corps) (2.2)
Cette définition de l’exposition globale peut se décliner à une échelle plus locale si on est
intéressé par le DAS global dans un organe par exemple. Dans ce cas on effectue la division
entre la puissance totale absorbée par cet organe et sa masse.
D’autre part, une définition locale de l’exposition peut être donnée avec ce que l’on
appelle le "DAS10g" où encore le "DAS1g". Ces deux indicateurs d’exposition sont cal-
culés de la même manière que les DAS globaux mais sur des masses de 10 grammes et 1
gramme entourant le point de calcul. Dans les limites d’exposition définies par l’ICNIRP,
le maximum du DAS10g dans le corps humain ne doit pas excéder des seuils qui prennent
des valeurs différentes selon la partie du corps étudiée ou bien selon que l’on s’intéresse
à l’exposition du grand public ou des travailleurs. Par exemple, le DAS10g ne doit pas
excéder 4 W/kg sur tout le corps pour le grand public et le seuil est porté à 20 W/kg pour
les travailleurs.
En pratique, l’étude de l’exposition passe soit directement par l’évaluation du champ
électrique dans les tissus, soit indirectement par l’évaluation du champ incident émis par
les antennes et la comparaison aux niveaux de référence défini par l’ICNIRP. Dans le cas
d’une source proche tel qu’un téléphone portable, l’évaluation du DAS est permise par
la mesure [CENELEC 2001] ou bien par la simulation numérique (FDTD) [Taflove and
Hagness 2005]. Dans le cas d’une source lointaine comme une station de base, l’étude de
l’exposition passe par l’assimilation du rayonnement de la station de base à une onde plane
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et/ou par l’étude du champ indicent dans différents milieux de propagation (ex : milieu
urbain). Le but de ce chapitre est de présenter la dosimétrie et l’évaluation du DAS induit
dans le corps humain par différents types de sources électromagnétiques.
2.2 La dosimétrie numérique
La dosimétrie repose sur l’estimation du DAS dans les tissus via la valeur du champ
électrique induit dans les tissus biologiques. Dans le cas de la dosimétrie numérique, ces
champs induits sont calculés à l’aide de méthodes numériques. Ces 20 dernières années,
de gros efforts ont été fournis dans la communauté scientifique pour développer des mé-
thodes numériques permettant de résoudre temporellement et spatialement les équations
de Maxwell. On peut citer par exemple la méthode des éléments finis dans le domaine fré-
quentiel (FEFD), la méthode de Galerkin discontinue dans le domaine temporel (DGTD)
ou bien encore la méthode des différences finies dans le domaine temporel (FDTD). Ce
travail de thèse est réalisé dans le cadre de l’utilisation de la FDTD comme outil d’éva-
luation du champ électrique induit. Cete méthode est basée sur une résolution explicite
d’équations aux dérivées partielles dépendant du temps. Cette méthode numérique a été
développée par Yee en 1966 [Yee 1966] pour résoudre les équations de Maxwell et a depuis
prouvé toute son efficacité dans la résolution de problèmes électromagnétiques [Taflove
and Hagness 2005]. Elle est majoritairement utilisée dans les études dosimétriques. Dans
l’approche de la FDTD, l’espace de calcul D ⊂ R3 borné est maillé à l’aide de parallélépi-
pèdes orthogonaux v ⊂ D de dimensions ∆x(v), ∆y(v) et ∆z(v) qui servent à représenter
des objets en trois dimensions à géométrie complexe et constitués de matériaux hétéro-
gènes ; chaque voxel est ainsi associé à des propriétés diélectriques particulières. Dans ce
chapitre, la notation v désignera invariablement un voxel parallélipédique du domaine de
calcul D. Le calcul du champ électrique s’effectue itérativement dans le domaine temporel
sur un intervalle de temps [0, T ] avec un pas de temps ∆T constant qui doit respecter les
conditions de stabilité [Taflove and Hagness 2005] afin d’assurer la convergence du schéma
explicite de la FDTD. La condition de stabilité s’exprime telle que suit :
∆T ≤ 1
ν
√
1
∆x(v)2
+ 1
∆y(v)2
+ 1
∆z(v)2
∀v ⊂ D (2.3)
ν étant la vitesse de propagation de l’onde dans le milieu. La résolution du maillage doit
quant à elle respecter à la fois le critère de stabilité ainsi que le critère de dispersion afin
de minimiser la dispersion numérique due à la discrétisation des équations de Maxwell
[Taflove and Hagness 2005]. Le critère de dispersion s’exprime de la façon suivante :
λmin
10
≥ max
v⊂D
(∆x(v),∆y(v),∆z(v)) (2.4)
λmin étant la longueur d’onde minimale des ondes se propageant dans le domaine de
calcul. La finitude du domaine de calcul impose de mettre des conditions absorbantes afin
d’éviter les réflexions à la frontière ∂D de D. Dans le travail présenté dans ce rapport,
les conditions absorbantes utilisées sont les perfectly matched layer (PML) qui ont une
grande capacité d’absorption [Berenger 1994]. On considère maintenant un sous-domaine
Dt ⊂ D sur lequel on veut calculer un DAS global tel que défini dans la Section 2.1. Dt
peut ainsi être un modèle anatomique de corps humain, de fœtus ou encore d’un organe
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particulier. Le DAS global sur ce domaine s’exprime alors de la manière suivante dans le
cas d’un maillage uniforme :
DASDt =
Pabs(Dt)
M(Dt) =
∑
v⊂Dt σ(v)E(v)
2
2
∑
v⊂Dt ρ(v)
(2.5)
en reprenant les mêmes notations que dans les Eq. (2.1) et (2.2).
En ce qui concerne le calcul du DAS local (on prend l’exemple du DAS 10g), on consi-
dère un volume de voxels Dvc entourant un voxel central vc et représentant 10 grammes
de tissus, i.e. : ∑
v⊂Dvc
ρ(v)∆x(v)∆y(v)∆z(v) = 10−2 kg (2.6)
On a alors l’expression suivante pour exprimer l’exposition locale moyennée sur 10 grammes
de tissus suivant l’expression générale de l’Eq. (2.5) :
DAS10g(vc) =
∑
v⊂Dvc σ(v)E(v)
2
2
∑
v⊂Dvc ρ(v)
(2.7)
En général, la valeur d’intérêt que l’on utilise est le maximum de ce DAS 10g sur le sous-
domaine d’intérêt Dt. Cette définition peut se décliner sur le même modèle pour le DAS
1g. Dans le cadre de ces travaux de thèse, les calculs FDTD sont effectués à l’aide d’un
code C développé au sein de l’équipe d’Orange Labs.
Lorsque l’on maille des corps humains entiers pour évaluer leur exposition, les domaines
de calcul représentent plusieurs milliards de mailles. Il est donc nécessaire de recourir à des
calculateurs puissants et à des méthodes de calcul parallèle pour effectuer les simulations
FDTD dans un temps raisonnable. L’équipe du Whistlab au sein de laquelle j’ai réalisé mes
travaux dispose ainsi de plusieurs calculateurs multiprocesseurs dédiés au calcul FDTD
dont une photo est présentée en Figure 2.1. Sur ces machines, le calcul parallèle s’effectue
à l’aide de plusieurs cartes graphiques GPU qui permettent de réduire significativement
le temps de calcul d’une simulation FDTD. Malgré ces moyens importants, la durée d’une
simulation reste de l’ordre d’une ou plusieurs heures.
2.3 Les modèles de corps humains
Dans le cadre de l’exposition humaine aux ondes électromagnétiques, des modèles anato-
miques de corps humains sont voxélisés et intégrés dans le domaine de calcul FDTD pour
évaluer les champs électriques induits dans les tissus humains. Depuis les années 1960,
plusieurs modèles anatomiques ont été développés [Xu and Eckerman 2010]. Le dévelop-
pement de l’imagerie médicale et en particulier de l’imagerie par résonance magnétique
(IRM) dans les années 1980 a permis la réalisation de modèles anatomiques de plus en
plus réalistes et ayant des résolutions de plus en plus fines. Aujourd’hui un certain nombre
de modèles sont disponibles et représentent aussi bien des adultes [Ackerman 1995, Dim-
bylow 2005] que des enfants [Christ et al. 2010] ou encore des femmes enceintes [Nagaoka
et al. 2007, Bibin et al. 2010]. En guise d’exemple, une image du célèbre Visible Human
[Ackerman 1995] est donnée en Figure 2.2.
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Figure 2.1 : Photographie des calculateurs FDTD utilisés au sein du Whistlab.
Figure 2.2 : Modèle anatomique : Visible Human.
2.4 La modélisation des différentes sources d’exposition
Pour l’évaluation numérique de l’exposition, la diversité des sources de rayonnements élec-
tromagnétiques, leurs usages et leurs localisations diverses supposent des techniques de
modélisation adaptées à chaque type de source. Les sous-sections suivantes traitent de
cette problématique et de la contribution de mes travaux à ce domaine.
2.4.1 L’exposition induite par une source proche
Une source proche est définie ici comme une source de rayonnement utilisée à de très faibles
distances du corps humain (i.e. de l’ordre d’une dizaine de centimètres). Cette catégorie
de source englobe les téléphones portables, les tablettes tactiles, les ordinateurs portables
ainsi que tous les objets connectés qui peuvent être situés à proximité ou dans le corps
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Figure 2.3 : Exemple de modèle voxelisé de téléphone portable.
humain. On modélise généralement ce type de source électromagnétique directement dans
le domaine FDTD. Différents modèles voxelisés de téléphones portables, de tablettes ou
d’ordinateurs ont été réalisés [Ghanmi 2012], un exemple de modèle de téléphone portable
est présenté en Figure 2.3. Les antennes de ces modèles sont excitées électriquement par
des courants lors de la simulation numérique, ce qui permet d’évaluer le champ induit (et
par conséquent le DAS induit) par ces sources dans un modèle anatomique. L’exposition
humaine à ces sources, en particulier l’exposition induite par les téléphones portables, a
fait l’objet de nombreuses études telles que [Christ and Kuster 2005, Beard et al. 2006].
2.4.2 L’exposition induite par une source lointaine
Quand on parle de sources lointaines, on considère que la source du rayonnement élec-
tromagnétique est située à de grandes distances du corps humain. Typiquement une telle
source lointaine peut être une station de base de macrocell qui sera localisée à des dis-
tances variant de la centaine de mètres à quelques kilomètres du corps humain. La taille
caractéristique du corps humain étant faible comparée à ces distances, le rayonnement à
l’endroit où se situe la personne peut être localement assimilé à une onde plane, c’est-à-
dire une onde dont les fronts d’onde sont des plans infinis et perpendiculaires à une même
direction de propagation. Pour simuler numériquement ce rayonnement dans la FDTD,
on utilise la technique dite de la boîte de Huygens au travers du principe d’équivalence
[Merewether et al. 1980, Holland and Williams 1983]. Le principe est tout d’abord d’in-
sérer le modèle anatomique dans une boîte virtuelle ayant approximativement les mêmes
dimensions que le domaine FDTD et appelée boîte de Huygens. Ensuite, à l’aide de la
description du rayonnement par une onde plane, on calcule les courants équivalents cor-
respondant à cette onde plane tout autour de la boîte de Huygens avec une résolution
égale à celle du maillage utilisé. Enfin en utilisant le principe d’équivalence, l’excitation
des courants équivalents permet d’évaluer le champ induit par un tel rayonnement dans
tout le domaine inclus dans la boite de Huygens. L’exposition humaine aux ondes planes
a également fait l’objet de nombreuses études telles que [Hirata et al. 2009, Conil et al.
2011].
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Figure 2.4 : Vues externe et interne du système femtocell considéré.
2.4.3 L’exposition induite par une source intermédiaire
Avec le développement des nouveaux systèmes de télécommunications sans fil, certaines
sources de rayonnement se trouvent aujourd’hui trop loin pour ne pas permettre un do-
maine de calcul incluant la source et la personne (c’est le cas des sources lointaines). Parmi
ces sources, on appelle ici sources intermédiaires les cas où la distance à la personne reste
trop faible pour considérer que le champ incident a une structure d’onde plane. Ces sources
peuvent généralement être situées à des distances de l’ordre du mètre du corps humain.
Typiquement, les points d’accès wifi et les stations de base de femtocell entrent dans cette
catégorie. Dans de nombreuses études de dosimétrie, une approximation en onde plane est
utilisée sans être certain que l’hypothèse d’onde plane soit valide. Une des contributions de
mon travail présenté dans ce rapport a donc été de proposer une méthode de modélisation
de l’exposition induite par les sources intermédiaires. Ce travail s’intéresse tout particu-
lièrement aux stations de base de femtocell. Une station de base de femtocell est un point
d’accès sans fil connecté au réseau WLAN (wireless local area network). Elle offre une
couverture radio réduite dans les bandes de fréquences 3G et 4G. Nous nous intéresserons
ici à un modèle de station de base NEC dont des vues interne et externe sont présentées
en Figure 2.4.
Pour modéliser l’exposition induite par de tels systèmes, la première étape est de mo-
déliser leur rayonnement. Pour se faire, la théorie de décomposition en modes sphériques
est utilisée [Hansen 1988]. Le principe est de décomposer le rayonnement d’un système
électromagnétique sur une base de modes orthogonaux constituant une base de l’espace
électromagnétique. A l’aide de cette décomposition, on peut décrire précisément le rayon-
nement en espace libre du système considéré par les expressions des Eq. (2.8) et (2.9).
E(r, θ, φ) =
k√
η
2∑
s=1
∞∑
n=1
n∑
m=−n
QsmnF smn(r, θ, φ) (2.8)
H(r, θ, φ) = −ik√η
2∑
s=1
∞∑
n=1
n∑
m=−n
QsmnF 3−s,m,n(r, θ, φ) (2.9)
Dans les équations ci-dessus, E(r, θ, φ) et H(r, θ, φ) sont respectivement les vecteurs
des champs électrique et magnétique émis pas le système exprimés en fonction des co-
ordonnées sphériques (r étant le rayon entre le système et le point de calcul, θ l’angle
d’élévation et φ l’angle d’azimut). k et η sont respectivement la constante de propagation
et l’admittance spécifique de l’air. Qsmn et F smn sont le coefficient et le mode sphérique
d’indice s, d’ordre m et de degré n. En théorie, les émissions électromagnétiques d’un
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Figure 2.5 : Diagramme de rayonnement du système femtocell considéré en fonction des
angle d’azimut φ et d’élévation θ.
système sont décrites en utilisant un nombre infini de modes mais en pratique seul un
nombre limité de modes sont nécessaires à une description précise des émissions du sys-
tème. Ainsi la troncature de l’expression des champs des Eq. (2.8) et (2.9) se fait selon des
règles empiriques décrites dans [Hansen 1988] et [Jensen et al. 2004] telles que le nombre
de modes considéré soit suffisamment grand pour décrire précisément les émissions.
Hansen a développé en 1988, une méthodologie s’appuyant sur la théorie des modes
sphériques permettant de déduire les champs émis par un système émetteur à partir de
mesures en champ proche [Hansen 1988]. Cette méthodologie a ici été mise en œuvre pour
déduire l’expression des émissions de la station de base de femtocell considérée en espace
libre. Le diagramme de rayonnement de ce système a donc pu être calculé et est présenté
en Figure 2.5 en fonction des angles d’élévation θ et d’azimut φ. Ce diagramme est assez
omnidirectionnel à part dans deux zones correspondant à θ = −180◦ et θ = −130◦ pour
φ = 190◦. Ces zones correspondent au dessous du système femtocell.
Pour estimer l’exposition induite dans des modèles anatomiques par ce type de sys-
tème, on utilise ensuite la technique de la boite de Huygens décrite dans la Section 2.4.2.
En effet, la connaissance du rayonnement du système en espace libre nous permet de cal-
culer les courants équivalents de la boîte de Huygens et d’estimer l’exposition induite par
utilisation du principe d’équivalence [Merewether et al. 1980, Holland and Williams 1983].
Un schéma de l’utilisation de la boîte de Huygens dans le cas de l’exposition d’une femme
enceinte à une station de base de femtocell est donné en Figure 2.6. Ma contribution au
développement de la modélisation des sources intermédiaires a été de modifier et d’adapter
les codes de description des modes sphériques existants au sein d’Orange Labs au problème
de la dosimétrie numérique.
2.5 Analyse comparative des expositions fœtales induites
par des sources intermédiaires et des sources loin-
taines.
Cette section analyse l’erreur que l’on peut générer sur la simulation de l’exposition de
modèles de fétus en modélisant une source intermédiaire par une onde plane comme cela
peut se faire classiquement au lieu de la modéliser avec une description en ondes sphériques
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Figure 2.6 : Schéma de l’utilisation d’une boite de Huygens pour l’exposition d’une femme
enceinte à une station de base de femtocell.
comme expliquée dans la section 2.4.3. Cette analyse a été conduite dans le cadre du
projet franco-japonais FETUS. Ici, on s’intéresse à l’exposition de modèles anatomiques
de femmes enceintes à la station de base de femtocell montrée en Figure 2.4. Cette station
de base émet à la fréquence de 2100 MHz correspondant à la bande descendante 3G en
France, on a donc le diagramme de rayonnement de la Figure 2.5.
2.5.1 Les modèles anatomiques étudiés
Les modèles anatomiques utilisés dans ces travaux sont deux modèles de femmes enceintes
à 26 semaines d’aménorrhée présentés en Figure 2.7. Le premier modèle de femme enceinte
à été réalisé grâce à la déformation d’un modèle hétérogène de femme japonaise construit
à partir de données IRM [Nagaoka et al. 2007]. Après cette déformation, un modèle de
fétus hétérogène a été inséré dans l’abdomen du modèle féminin. Dans la suite de cette
analyse, ce modèle sera invariablement appelé femme japonaise enceinte. Le second modèle
utilisé dans cette analyse est un modèle développé dans à la fois dans un projet antérieur
appelé FEMONUM et dans le projet FETUS [Bibin et al. 2010, Dahdouh et al. 2014].
La réalisation du modèle de fétus est basé sur la segmentation d’images ante-natales.
Le modèle de fétus ainsi réalisé est ensuite inséré dans un modèle féminin synthétique
et déformable qui est basé sur un modèle féminin homogène appelé Victoria. Ce modèle
homogène est seulement muni de tissus basiques tels que la peau, le muscle, la graisse
subcutanée et les os ajoutés dans le tissu homogène de manière réaliste. Ce second modèle
de femme enceinte sera par la suite invariablement appelé Victoria enceinte. Concernant
les propriétés diélectriques des fétus, les valeurs des adultes ont été utilisées. Pour le
placenta, le liquide amniotique et le cordon ombilical, nous avons utilisé les données de
[Peyman et al. 2011] pour définir leurs propriétés diélectriques. Il est intéressant de noter
que le fétus de la femme japonaise enceinte est localisé plus profondément dans l’abdomen
que le fétus de Victoria enceinte. Ces deux modèles fournissent donc deux représentations
différentes de l’exposition fœtale.
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Figure 2.7 : Modèles anatomiques de femmes enceintes : (a) femme japonaise enceinte,
(b) Victoria enceinte.
2.5.2 Comparaison de l’exposition à une onde plane avec celle de
la description en ondes sphériques.
Dans le cadre de cette étude, la station de base de femtocell est placée en exposition
frontale et à mi-hauteur du modèle anatomique. Cette configuration est visible sur la
Figure 2.6. On place ainsi le fœtus en exposition directe et la tête des fœtus se situe à
la même hauteur que la station de base. La station de base est orientée de telle manière
que la direction définie par les angles θ = 90◦ et φ = 0◦ du diagramme de rayonnement
de la Figure 2.5 soit normale à la face avant de la boite de Huygens. Cette orientation
correspond à une configuration d’exposition réaliste où la station de base est posée sur
son pied. La puissance rayonnée par la station de base est ici normalisée de telle sorte que
la puissance totale rayonnée soit égale à 1 W.
Ainsi pour différentes distances séparant la station de base et les modèles anatomiques,
on utilise la description en ondes sphériques des émissions de la station de base et l’expo-
sition directe du fœtus avec la simulation FDTD est simulée via la boite de Huygens. Les
sorties étudiées du code de calcul sont le DAS corps entier du fœtus et le DAS moyen dans
son cerveau. On veut ensuite comparer cette exposition de la station de base à l’exposition
induite par une onde plane d’amplitude équivalente qui pourrait aussi servir de modèle
pour la station de base pour une grande distance. Ici, le terme amplitude équivalente signi-
fie que la puissance de l’onde plane reçue par le fetus doit être du même ordre de grandeur
que la puissance venant de la station de base venant du rayonnement de la station de
base décomposé en ondes sphériques. Sans l’assignation de cette amplitude équivalente à
l’onde plane, la comparaison entre les deux expositions n’aurait pas de sens. Étant donné
que nous nous intéressons à l’exposition du fœtus, que l’exposition est frontale et que la
station de base est positionnée à la hauteur du fœtus, on moyenne le module au carré
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Figure 2.8 : Comparaison des DAS corps entiers du fétus de la femme japonaise enceinte :
en valeur absolue (lignes et axe vertical gauche) et en écart relatif (barres et axe vertical
droit).
du champ électrique sur une surface rectangulaire encadrant la projection du fœtus sur
la face avant de la boite de Huygens. Ce champ moyen est ainsi assigné à l’amplitude de
l’onde plane. En faisant cette moyenne, seule la puissance reçue par le fœtus est prise en
compte dans le calcul de l’amplitude équivalente de l’onde plane. Enfin, on compare les
deux expositions pour plusieurs distances séparant le modèle anatomique et la station de
base : r = 0.6 , 1 , 1.5 et 2.5 mètres.
2.5.3 Résultats de la femme japonaise enceinte
On présente dans ce paragraphe les résultats de la comparaison entre l’exposition induite
par la description en modes sphériques de la station de base et l’exposition induite par
l’onde plane équivalente pour le modèle de femme japonaise enceinte. La Figure 2.8 montre
la comparaison pour le DAS corps entier du fétus aux différentes distances.
La représentation en lignes pleines (axe gauche des ordonnées) présente les valeurs
absolues de DAS pour la description en ondes sphériques et pour l’onde plane équivalente,
la représentation en barres (axe droit des ordonnées) présente l’écart relatif entre les deux
valeurs absolues à la distance correspondante. On peut observer que l’écart relatif entre
les deux modélisations diminue avec l’augmentation de la distance. Le modèle en onde
plane semble donc se rapprocher de la description en ondes sphériques au fur et à mesure
que l’on éloigne la station de base du modèle anatomique. Ceci était prévisible car plus la
distance entre le modèle anatomique et la station de base est grande, plus l’étalement des
valeurs de champs sur la fenêtre servant au calcul du champ moyen se rétrécit. L’amplitude
équivalente de l’onde plane qui est la moyenne du champ sur la surface rectangulaire
encadrant la projection du fétus sur la face avant de la boite de Huygens devient donc de
plus en plus représentative de la distribution du champ sur cette surface. On passe d’un
écart relatif de 30% sur l’évaluation de l’exposition du corps entier du fétus à 0.6 m à
un écart de 10% à 2.5 mètres. La Figure 2.9 présente les données pour le DAS moyenné
dans le cerveau du fétus sur le même schéma que pour la Figure 2.8. Les valeurs absolues
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Figure 2.9 : Comparaison des DAS moyenné dans le cerveau du fetus de la femme japo-
naise enceinte : en valeur absolue (lignes et axe vertical gauche) et en écart relatif (barres
et axe vertical droit).
de DAS sont dans ce cas du même ordre de grandeur que celles du DAS corps entier
mais les écarts relatifs sont beaucoup plus faibles que dans le cas précédent et n’excèdent
pas 15%. Ces valeurs basses ne peuvent bien entendu pas être généralisées car elles sont
fortement dépendantes de la configuration du fétus. En effet, dans le cas présent, la tête
de fétus est à la même hauteur que la station de base. Une autre configuration (la tête
en haut par exemple), aurait probablement donné des résultats très différents. Enfin, il
est intéressant de noter que dans ce cas l’exposition induite par l’onde plane équivalente
surestime l’exposition induite par la description en ondes sphériques.
2.5.4 Résultats pour Victoria enceinte
L’analyse de la précédente section a également été conduite pour le modèle anatomique
Victoria enceinte. Les Figures 2.10 et 2.11 présentent les résultats sur le même schéma
que les Figures 2.8 et 2.9. La Figure 2.10 présente des valeurs absolues de DAS corps
entier significativement supérieures à celles de la Figure 2.8. Ceci peut être dû au fait
que pour Victoria enceinte, une grande partie du fœtus (le bas du corps) est située moins
profondément dans l’abdomen de Victoria que pour le cas de la femme japonaise enceinte.
Ainsi l’épaisseur plus importante de tissu séparant l’air du fœtus de Victoria absorbe une
quantité plus importante et la puissance arrivant au fœtus est moindre. Les têtes des deux
fœtus sont quant à elles approximativement à la même profondeur, ce qui explique que
pour les Figures 2.11 et 2.9, les valeurs absolues soient du même ordre de grandeur.
Concernant le DAS corps entier, la Figure 2.10 présente des écarts relatifs qui diminuent
avec la distance comme dans le cas de la femme japonaise enceinte (de 40% à 0.6 m à
8% à 2.5 m). Pour le DAS moyenné dans le cerveau du fétus, on observe à nouveau
des valeurs d’écart relatif très faibles comparées à celle du corps entier (en dessous de
6%). La même explication que dans le cas précédent peut être avancée. Enfin, de même
que précédemment, l’exposition induite par l’approximation équivalente en onde plane
surestime l’exposition induite par la description en ondes sphériques.
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Figure 2.10 : Comparaison des DAS corps entiers du fetus de Victoria enceinte : en valeur
absolue (lignes et axe vertical gauche) et en écart relatif (barres et axe vertical droit).
Figure 2.11 : Comparaison des DAS moyenné dans le cerveau du fetus de Victoria en-
ceinte : en valeur absolue (lignes et axe vertical gauche) et en écart relatif (barres et axe
vertical droit).
On s’intéresse maintenant à l’exposition locale du fœtus de Victoria pour voir si les
expositions convergent avec l’augmentation de la distance. La Figure 2.12 présente la
distribution locale de DAS dans le fœtus de Victoria. Cette distribution est représentée
pour chaque exposition à toutes les distances étudiées. Les valeurs de DAS sont exprimés
en 10−3 W/kg et l’échelle de DAS est la même pour les deux expositions à chaque distance.
La Figure 2.12 nous montre que les zones d’absorption principales sont les mêmes pour
la description en ondes sphériques et pour l’onde plane. Elles sont localisées sur la main
droite du fétus, sur la jambe droite et sur le cordon ombilical. Néanmoins, les niveaux de
DAS peuvent être assez disparates et les valeurs maximales de DAS ne sont pas localisées
au même endroit en fonction de la distance. En effet, pour l’exposition induite par l’onde
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Figure 2.12 : Distribution locale du DAS du fetus de Victoria pour les deux expositions
ondes plane et description en ondes sphériques.
plane, la jambe est la zone la plus exposée alors que dans le cas de la description en
ondes sphériques, à 1 m et à 1.5 m, la zone la plus exposée est le cordon ombilical. Cet
ordre d’intensité de DAS semble s’inverser à 2.5 m et se rapprocher de l’exposition de
l’onde plane équivalente. Des simulations additionnelles montrent que pour des distances
supérieures, les deux expositions deviennent identiques. A partir de 2.5 m, l’onde plane
semble être une bonne approximation de l’exposition induite par une station de base de
femtocell si l’on se fie à sa description en ondes sphériques.
2.6 Conclusion
Pour conclure, ce chapitre a développé la problématique de l’évaluation de l’exposition ainsi
que certaines des réponses apportées par la communauté scientifique à cette problématique.
Le principe de la dosimétrie numérique ainsi que les différents types de sources et leur
modélisation ont été exposés. Ce chapitre met en particulier l’accent sur la modélisation
des sources dites intermédiaires. On utilise pour cela une description de rayonnement de
ces sources à l’aide d’ondes sphériques et via une boite de Huygens et d’après le principe
d’équivalence, on excite les sources équivalente de la boite de Huygens dans le domaine
FDTD pour modéliser l’exposition induites par ces sources dans les modèles anatomiques.
D’après l’étude comparative entre la modélisation avec une onde plane et la modélisation
avec la description en ondes sphériques conduite par la suite, il ressort qu’à des distances
en deçà de 2.50 mètres, les erreurs potentielles occasionnées par la modélisation en onde
plane peuvent être conséquentes. Ce qui nous pousse à conclure sur la pertinence d’une
description en ondes sphériques pour modéliser le rayonnement de sources intermédiaires.
Néanmoins, on voit sur cet exemple que seules quelques positions relatives de la station
de base et des modèles anatomiques sont analysées et qu’il n’est pas possible en l’état
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de caractériser avec précision l’exposition induite par les sources étudiées. Cette situation
vient du fait que dans la réalité, la position et l’orientation des sources sont aléatoires et
qu’il faut prendre en compte cette incertitude pour obtenir la distribution de l’exposition.
Ce caractère aléatoire provient ici du fait que dans la réalité la station de base n’est pas
toujours située au même endroit en fonction des habitations munies de tels systèmes et
que le déplacement des personnes par rapport à ces systèmes modifie constamment les
distances et les orientations relatives. Un moyen de prendre en compte cette incertitude
est donc de considérer la position et l’orientation relatives comme des paramètres aléatoires
qui influencent l’exposition à travers le modèle physique de la dosimétrie numérique. La
propagation de l’incertitude des ces paramètres aléatoires que l’on qualifiera de paramètres
d’entrée à travers le modèle physique occasionne donc la représentation de l’exposition elle
aussi comme une variable aléatoire que l’on qualifiera de variable de sortie qu’il convient
d’analyser afin de la caractériser. A cette condition, nous pourrons fournir des éléments
précis sur la distribution de l’exposition induite dans les modèles anatomiques et sur
les influences relatives des paramètres d’entrée. Pour mener à bien une telle entreprise,
l’enjeu est double. D’une part, il convient de définir des outils et des quantités d’intérêt
qui permettent d’étudier cette distribution. D’autre part, comme évoqué dans la Section
2.2, une simulation permettant l’évaluation du DAS nécessite un temps non négligeable de
calcul (de plusieurs dizaines de minutes à plusieurs heures). En conséquence, l’approche
de Monte Carlo qui consiste en la génération d’un grand nombre de configurations des
paramètres d’entrées indépendantes et identiquement distribuées et en la propagation
de ces configurations à travers le modèle physique afin d’obtenir une estimation de la
distribution de la variable de sortie, devient inadaptée pour de telles durée de simulation.
Par exemple, pour un cas d’application intégrant une station de base de femtocell et un
modèle anatomique, le calcul de 100 000 simulations de DAS effectué à partir de 100 000
positions et orientations différentes de la station de base nécessite un temps de calcul total
qui n’est pas envisageable.
L’analyse statistique de l’exposition sera donc traitée dans la suite de ce chapitre
selon ces deux aspects. Le Chapitre 3 s’intéressera à l’état de l’art de l’analyse statistique
de l’exposition humaine aux ondes électromagnétiques ainsi qu’aux outils et quantités
d’intérêt nécessaires à l’analyse de la distribution de la variable de sortie sans considérer
le problème de la propagation de l’incertitude en lui-même. Ensuite, les Chapitres 4 et 5,
s’intéresseront au problème de la propagation d’incertitude et au moyen de répondre à la
contrainte de temps de calcul propre à nos cas d’application.
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C
omme expliqué dans la conclusion précédente, avant toute considération
du problème de la propagation de l’incertitude en lui-même dans notre
contexte de dosimétrie numérique, ce chapitre s’intéresse à la fois à la
présentation générale de la problématique de l’analyse statistique de l’ex-
position humaine aux ondes électromagnétiques, à l’état de l’art de cette
analyse statistique, et aux outils et quantités d’intérêt nécessaires pour
l’étude et la caractérisation de l’espace des paramètres d’entrée d’une part et à l’analyse
de la distribution de sortie d’autre part.
3.1 Etat de l’art sur l’analyse statistique de l’exposition
Si les progrès en terme de capacité de calcul ont été très significatifs dans le domaine de
la dosimétrie numérique ces dernières années, le calcul numérique du DAS induit dans des
modèles anatomiques reste une procédure couteuse en temps de calcul comme expliqué
dans la Section 2.2. Ceci ajouté aux facteurs de variabilité de plus en plus nombreux dus
à la diversification des usages et des technologies et à la variabilité humaine (morphologie,
posture etc.) comme illustré en Figure 3.1, le management de l’incertitude en dosimétrie
devient un vrai challenge.
Figure 3.1 : Schéma illustrant la variabilité des sources d’incertitudes influençant l’expo-
sition humaine.
En effet, les temps de simulation pouvant être de l’ordre de plusieurs heures, l’incerti-
tude du DAS due aux paramètres d’entrée ne peut être étudiée via une approche classique
telle que les simulations de Monte Carlo. Des méthodes avancées de propagation d’incerti-
tude ont donc été proposées pour répondre à ce défi de la variabilité. Dans nos problèmes
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où la durée de simulation est longue et où les paramètres spatiaux sont très divers, les ap-
proches qui se sont montrées efficaces dans le traitement de l’incertitude sont les approches
dites non-intrusives. Par opposition aux méthodes intrusives qui modifient les équations
du code de calcul du simulateur numérique (exemple : la FDTD) pour prendre en compte
l’incertitude des paramètres d’entrée, l’objectif de telles méthodes est de considérer le
modèle FDTD comme une boîte noire et de construire un méta-modèle approchant le
comportement de cette boîte noire à partir d’un nombre limité d’observations de la sortie.
En 2008, Silly-Carrete présente dans ces travaux de thèse [Silly-Carette 2008] l’applica-
tion d’une méthode de projection spectrale pour l’étude de la propagation de paramètres
d’entrée incertains tels que l’orientation d’une onde plane ou la variabilité des propriétés
diélectriques à travers le modèle physique de la FDTD. La méthode utilisée pour la propa-
gation d’incertitude se base sur la décomposition des champs électriques et magnétiques
sur une base de polynômes orthogonaux multivariés fonctions des paramètres d’entrée.
Cette méthode est appelée développement par chaos polynomial. Dans ces travaux, le cal-
cul des coefficients des polynômes dans cette base se fait par projection sur les sous-espaces
engendrés par les polynômes. Dans la résolution d’un problème de projection se basant sur
le calcul intégral, des quadratures Gaussiennes sont utilisées pour le calcul des intégrales
de projection. Cette approche, si elle permet d’évaluer avec précision la valeur des coeffi-
cients de la base polynomiale, présente l’inconvénient de voir le nombre de points de calcul
nécessaire à l’estimation de l’intégrale exploser avec le nombre et le degré des polynômes
de base (même dans le cas d’utilisation de quadratures creuses) . Bien qu’élégante, la mise
en œuvre de cette approche est très difficile dans notre cas à cause du budget de calcul
conséquent qui nécessiterait des temps de calcul irréalistes.
Si la méthode de résolution ne convenait pas à nos cas d’application, l’approche du
développement par chaos polynomial a été reprise en 2012 par Ghanmi [Ghanmi 2012]
avec une méthode de résolution différente. En effet, plutôt que de s’orienter vers une ap-
proche de projection, ces travaux considèrent la décomposition sur la base polynomiale
comme un problème de régression. Les coefficients sont alors estimés par une méthode
des moindres carrés. Ces travaux abordent également la question d’ensembles creux de
polynômes conservant les polynômes de bases les plus influents sur la sortie dans le but
de réduire le coût de calcul. Cette approche, bien que nécessitant une planification d’ex-
périences itérative gouvernée par la qualité du méta-modèle généré, présente l’avantage,
via une troncature creuse, de requérir un budget de simulation moins important que la
projection. Cette méthodologie est appliquée à l’exposition d’une tête humaine et des par-
ties génitales d’un modèle d’enfant à un téléphone mobile ayant plusieurs degrés de liberté
spatiaux.
Avec une approche différente, les travaux de thèse de Habachi [EL Habachi 2011] se
consacrent à l’étude de l’influence de la variabilité de la morphologie humaine sur l’exposi-
tion corps-entier induite par une onde plane dans des modèles anatomiques déformés. En
particulier, la thèse s’attache au problème de l’estimation du quantile à 95% de la distribu-
tion de sortie du DAS fonction des paramètres morphologiques d’entrée. Cette estimation
de quantile repose ici sur une stratégie de planification d’expériences séquentielle basée
sur l’inférence bayésienne d’un modèle paramétrique permettant de raffiner la région du
quantile.
Dans cette même optique d’estimation de quantile, Jala développe dans ses travaux
[Jala 2013] des méthodologies de planification séquentielle d’expériences orientées vers
l’estimation de quantiles des distributions de sortie basées sur la modélisation par processus
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Gaussiens (également connue sous le nom de Krigeage dans un cadre plus général). Ces
méthodologies sont appliquées à l’évaluation de l’exposition de modèles de fœtus.
Enfin, plus récemment, Jawad [Jawad 2014] utilise le Krigeage pour caractériser l’expo-
sition électromagnétique du corps humain et associe le modèle réduit obtenu à un modèle
de canal de propagation stochastique.
Dans mes travaux développés dans ce rapport de thèse, j’ai également utilisé des ap-
proches non-intrusives pour traiter le problème de la propagation de l’incertitude des
paramètres d’entrée à travers le modèle physique de la FDTD. Les approches utilisées
reprennent celles développées dans [Ghanmi 2012] et [Jala 2013].
Mais tout d’abord, avant d’étudier plus en détail la façon dont on propage l’incertitude
à l’aide de ces méthodes, il convient de présenter la modélisation de l’espace incertain
des paramètres d’entrée ainsi que les différents traitements statistiques envisagés pour la
variable de sortie. La suite de ce chapitre est donc consacrée à la modélisation statistique
de l’espace d’entrée et à l’analyse statistique de la sortie.
3.2 Modélisation statistique de l’espace d’entrée
3.2.1 Espace probabiliste
On se place dans le cadre de la propagation de l’incertitude de paramètres d’entrée à travers
un modèle physique déterministe dans l’objectif d’analyser le comportement statistique
de la sortie de ce modèle. Considérons M paramètres d’entrée x = (x1, ..., xM)T ∈ RM liés
à une variable de sortie y par un modèle physique déterministe f tel que y = f(x). Soit
X ⊂ RM l’espace des paramètres d’entrée. Dans le cas de l’exposition humaine, le modèle
déterministe est typiquement le simulateur numérique de la FDTD qui calcule le DAS en
fonction de la configuration d’exposition. Afin de modéliser l’incertitude des paramètres
d’entrée, on se situe dans l’espace probabiliste (Ω,F ,P). Dans cet espace, Ω est l’univers,
F est le corps de Borel sur Ω, i.e. l’ensemble des évènements et P : F → [0 , 1] est la
mesure de probabilité. Ainsi, l’incertitude affectant x nous conduit à sa représentation
sous la forme d’un vecteur aléatoire X associant à chaque évènement élémentaire ω un
vecteur à valeurs réelles appartenant à l’espace des paramètres d’entrée :
X : Ω → X
ω 7→ X(ω) (3.1)
Le vecteur aléatoire X est composé des variables aléatoires X1, ..., XM tel que X =
(X1, ..., XM)
T . Chaque variable aléatoire est associée à une distribution statistique qui
dans le cas de variables aléatoires à valeurs réelles est entièrement décrite par sa fonction
de répartition :
FXi : Xi ⊂ R → [0 , 1]
x 7→ FXi(x) = P(Xi ≤ x) (3.2)
Xi étant le support de la variable aléatoire Xi. La fonction de répartition au point x
représente donc la probabilité de tirer une observation inférieure à x en simulant la variable
aléatoire Xi. On définit également la densité de probabilité de la variable aléatoire Xi
comme la fonction pXi : Xi → R+ telle que, pour tout A ⊂ Xi mesurable, l’intégrale
suivante ait un sens :
P(Xi ∈ A) =
∫
A
pXi(x)dx (3.3)
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Les distributions associées à chaque composante du vecteur aléatoire X sont appelées
distributions marginales. Dans l’ensemble de ce mémoire, deux lois de probabilité usuelles
sont régulièrement utilisées, la loi uniforme U[a,b] et la loi normale N{µ,σ} aussi appelée loi
Gaussienne. La densité de probabilité de la loi uniforme sur [a, b] avec a < b se définit
comme :
pX(x, a, b) =
{
1
b−a si x ∈ [a, b]
0 sinon (3.4)
La densité de la loi normale de moyenne µ et d’écart-type σ se définit quant à elle comme :
pX(x, µ, σ) =
1
σ
√
2pi
exp
(
−(x− µ)
2
2σ2
)
(3.5)
Dans les travaux présentés dans ce mémoire, on a régulièrement dû générer des échantillons
de nos variables aléatoires marginales. Si l’on connait l’expression analytique de nos fonc-
tions de répartition marginales et que l’on sait inverser ces fonction de répartitions, un
moyen simple de générer un échantillon de la variable Xi est de le faire à partir d’une
variable uniforme entre 0 et 1 U[0,1] que l’on peut aisément générer à partir de tout logiciel
d’informatique scientifique (e.g. fonction rand sous Matlab). On a en effet les expressions
directes et inverses (en se limitant aux cas où FXi est inversible et dérivable) :
FXi(Xi) = U[0,1] et F−1Xi (U[0,1]) = Xi (3.6)
Si les densités de probabilité marginales suffisent à décrire entièrement les distributions
marginales, elles ne sont pas suffisantes pour décrire la distribution statistique du vecteur
aléatoire X appelée distribution jointe. Cette distribution jointe est entièrement décrite
par sa fonction de répartition jointe :
FX : X → [0, 1]
x = (x1, ..., xM)
T 7→ FX(x) = P(X1 ≤ x1, ..., XM ≤ xM) (3.7)
La densité de probabilité jointe est alors obtenue par dérivation partielle :
pX : X → R+
x 7→ pX(x) = ∂MFX(x)∂x1...∂xM
(3.8)
Le modèle physique f étant déterministe, le caractère aléatoire du vecteurX se propage à
travers f et affecte la variable de sortie qui est par conséquent elle aussi considérée comme
aléatoire. La variable aléatoire de sortie sera donc notée Y = f(X). Un schéma de la
chaine d’étude est présenté en Figure 3.2.
Figure 3.2 : Chaine de propagation de l’incertitude
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Si on suppose que l’on possède un générateur d’observations du vecteur X, on peut
théoriquement propager cette incertitude par Monte Carlo. Le principe est que la distri-
bution statistique de la variable de sortie peut être obtenue par image des observations
de X par le modèle physique. Cette méthode a l’avantage de fournir des estimateurs des
quantités d’intérêt à partir d’un échantillonage des paramètres d’entrée mais requiert des
échantillons de très grande taille pour que obtenir une précision élevée. Dans le cas pré-
sent d’étude de l’exposition, le modèle physique de la FDTD impose un temps de calcul
très important. Calculer l’image d’un échantillon de plusieurs milliers (voire de plusieurs
millions) d’observations par la FDTD n’est pas réalisable. D’autre méthodes doivent donc
être employées pour la propagation de l’incertitude qui seront développées dans le chapitre
suivant.
3.2.2 Paramètres d’entrée spatiaux
On peut distinguer une première grande famille de paramètres d’entrée qui sont traités
dans ces travaux de thèse : les paramètres spatiaux. Ces paramètres regroupent toutes
les incertitudes liées à la position ou à l’orientation des sources électromagnétiques. Par
exemple pour l’exposition induite par une onde plane, il est possible de considérer ses
angles d’azimut et d’élévation définissant son orientation par rapport au modèle anato-
mique comme sources d’incertitude. Pour une source intermédiaire de type station de base
de femtocell, on considère sa position par rapport au modèle anatomique et son orien-
tation comme sources d’incertitude. Pour définir les variables aléatoires associées à ces
incertitudes, il convient de définir leur distribution statistique comme expliqué dans le
paragraphe précédent. Une démarche classique pour définir ces distributions statistiques
est d’abord de collecter un échantillon représentatif d’observations des paramètres aléa-
toires d’entrée. Ces observations sont généralement collectées par la mesure dans un cas
réel d’utilisation des systèmes électromagnétiques (si on se situe dans le cadre de ces tra-
vaux). On rencontre ce cas de figure avec l’exemple des paramètres liés aux propriétés
diélectriques des tissus humain. Des mesures sont effectuées sur des tissus animaux dont
la composition est jugée proche de ceux des animaux et la variabilité des propritétés diélec-
triques est extraite des mesures faites sur ces tissus animaux. Les lois statistiques régissant
ces paramètres d’entrée sont ensuite déduites à partir des ces observations par ajustement
de familles de lois usuelles. Dans le cas présent des paramètres spatiaux, il est très com-
pliqué de collecter ce genre d’observations. Pour l’onde plane qui modélise une exposition
lointaine à une antenne, il faudrait être capable de mesurer en temps réel l’orientation de
l’onde incidente sur les personnes alors que dans le cas d’une exposition réelle, l’exposition
est multi-composantes du fait des multiples réflexions et des multiples sources. De même
dans le cas de l’exposition induite par une station de base de femtocell, il faudrait pouvoir
mesurer au cours du temps la position relative de la station de base par rapport à plusieurs
personnes et pour plusieurs individus. Par conséquent, dans le cas de ces paramètres spa-
tiaux, on doit définir les distributions statistiques des paramètres d’entrée en se basant sur
des hypothèses. On choisit dans le cas présent de définir les paramètres d’entrée de telle
sorte que l’on puisse vraisemblablement postuler l’indépendance entre les paramètres. La
densité de probabilité jointe peut donc s’exprimer aisément comme le produit des densités
marginales :
pX =
M∏
i=1
pXi (3.9)
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Ensuite, en ce qui concerne la définition des lois marginales, en l’absence d’échantillons
d’observations des paramètres d’entrée, la stratégie adoptée a été de définir les bornes de
variation des paramètres selon un jugement d’expert et de considérer des lois uniformes au
sein de ces intervalles. Par exemple dans le cas d’une femtocell cette hypothèse s’explique
facilement. On considère l’exposition directe de la station de base quand le modèle ana-
tomique et la station de base sont supposés être dans la même pièce. Une zone est définie
autour du modèle anatomique ayant des dimensions du même ordre de grandeur que la
taille d’une pièce d’habitation. Après la définition de paramètres géométriques indépen-
dants au sein de cette zone, on leur affecte des lois uniformes munies des bornes adéquates.
L’hypothèse de lois uniformes peut paraître forte mais l’absence de données à disposition
nous amène à faire de telles hypothèses. Il est néanmoins important de souligner qu’avec
de telles hypothèses des situations paradoxales peuvent arriver où une loi uniforme sur
un domaine ne correspond pas toujours à des lois uniformes sur les marginales. On peut
prendre l’exemple d’une loi uniforme sur un disque qui donne un loi uniforme sur l’angle
mais pas sur le rayon. Mais la question se pose de la pertinence du temps passé à définir
la bonne loi marginale du rayon qui respecte l’uniformité sur le disque pour parvenir au
respect stricte d’hypothèses qui pourront possiblement être inexactes en regardant ce qui
arrive dans la réalité. Le choix a donc été fait de rester avec ces hypothèse fortes dans ces
travaux. La même approche de définition de paramètres uniformes a été appliquée dans les
travaux de Ghanmi [Ghanmi 2012] pour la prise en compte de l’incertitude de la position
d’un téléphone portable lors d’un appel voix et de son influence sur le DAS local dans
des modèles anatomiques de têtes ou encore dans la prise en compte de l’incertitude de la
position du téléphone et de son influence sur la puissance électromagnétique absorbée par
des parties génitales de modèles anatomiques d’enfants.
3.2.3 Paramètres d’entrée morphologiques
Les paramètres morphologiques des modèles anatomiques constituent une autre grande
famille de paramètres d’entrée traitée dans ces travaux. En effet, la variabilité morpho-
logique des êtres humains apparait comme une source d’incertitude pouvant influencer
la puissance électromagnétique absorbée par le corps humain. Des premiers travaux sur
l’incertitude morphologique et l’estimation des quantiles des distributions de sortie ont été
menés par El habachi [El Habachi et al. 2010, EL Habachi 2011]. Ses travaux ont montré
une influence des morphologies externes et internes sur la valeur du DAS corps entier des
modèles anatomiques. Pour générer différentes configurations de la morphologie externe,
des techniques de morphing qui modifient la géométrie des modèles anatomiques [Hirata
and Fujiwara 2007, Conil et al. 2008, El Habachi et al. 2010] peuvent être utilisées. Le
principe des techniques de morphing est de déformer par partie un modèle anatomique
existant pour l’amener vers une nouvelle configuration morphologique. Chaque partie du
corps est déformée par homothétie. Si ces méthodes permettent une déformation externe
de modèle anatomique, les proportions relatives des tissus internes sont conservées avec la
transformation. De façon générale, il est très complexe de prendre en compte une morpho-
logie interne, encore plus de la relier à la morphologie externe. Dans les travaux présentés
dans ce mémoire, seule l’influence de la morphologie externe sera étudiée. La suite de cette
section s’attache à la détermination des paramètres morphologiques externes, à l’inférence
des lois marginales et à l’inférence de la loi jointe de ces paramètres morphologiques.
CHAPITRE 3. ANALYSE STATISTIQUE ET EXPOSITION 38
Figure 3.3 : Schéma de définition des paramètres morphologique : carrure et hauteur de
l’entrejambe
Inférence des lois marginales
Une campagne antérieure de mesure menée en 2009 a permis de constituer une base de
données anthropométriques regroupant des mesures de différents paramètres morpholo-
giques externes de 3887 individus. L’échantillon de ces individus est constitué de 1640
hommes, 2234 femmes et de 644 enfants. Parmi les paramètres morphologiques mesurés,
nous en avons retenu 5 pouvant possiblement avoir une influence sur le DAS corps entier
des modèles anatomiques pour les travaux présentés dans ce mémoire :
• La stature : la taille de l’individu.
• Le tour de poitrine.
• Le tour de ceinture.
• La carrure de l’individu : voir Figure 4.20
• La hauteur de l’entrejambe : voir Figure 4.20
Comme exemple, le cas de la variabilité morphologique externe des hommes adultes
dont l’échantillon est constitué de 1640 individus sera développé ici. A partir de cet échan-
tillon on veut inférer les lois statistiques marginales des paramètres d’entrée. Pour cela
des familles de lois statistiques usuelles (loi normale, loi lognormale etc.) sont utilisées et
les paramètres de ces lois sont ajustés pour qu’elles soit le plus représentatif possible de
l’échantillon à disposition. Afin d’inférer les paramètres des lois marginales, on utilise le
principe du maximum de vraisemblance. Considérons un échantillon d’observations indé-
pendantes et identiquement distribuées (i.i.d.) xi = {x(1)i ...x(N)i } de la variable marginale
Xi, ainsi qu’une famille de lois de probabilité ayant pour densité de probabilité pXi(x,θ)
dont on veut inférer le vecteur des paramètres θ de taille ni (e.g. on fait l’hypothèse que la
variable suit une loi normale et on veut inférer sa moyenne et son écart type). La méthode
consiste alors en la maximisation de la probabilité d’avoir observé les différentes valeurs
de l’échantillon avec la loi en question. Pour cela, la fonction de vraisemblance est définie
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de la manière suivante :
L(xi|θ) =
N∏
k=1
pXi(x
(k)
i ,θ) (3.10)
L’inférence du vecteur des paramètres revient alors à résoudre le problème d’optimisation
suivant :
θˆ = arg min
θ∈Rni
−
N∑
k=1
ln
(
pXi(x
(k)
i ,θ)
)
(3.11)
En pratique, avec le même échantillon, la vraisemblance est ajustée pour plusieurs familles
de lois de probabilité usuelles. Si les différentes familles ont le même nombre de paramètres
à optimiser (ce qui est le cas ici), on sélectionne la famille ayant la valeur de vraisemblance
la plus élevée après ajustement. Dans le cas où les différentes familles n’ont pas le même
nombre de paramètres, des critères d’ajustement de vraisemblance faisant intervenir le
nombre de paramètres pour sélectionner la famille adéquate peuvent être utilisés. On peut
citer par exemple le critère BIC pour Bayesian Information Criterion qui tient compte à
la fois du nombre de paramètres à inférer et de la taille de l’échantillon qui a servi à inférer
la loi [Schwarz 1978]. Enfin, pour juger de la bonne ou mauvaise adéquation entre la loi
paramétrique ajustée et l’échantillon, il est recommandé d’utiliser des tests statistiques
tels que le test de Kolmogorov Smirnov ou encore le test d’Anderson-Darling. Il est aussi
possible d’utiliser des outils graphiques tels que le QQ-plot pour juger de l’adéquation.
Le jugement d’expert de l’adéquation à partir de la représentation visuelle des lois est
également valable.
Dans le cas de nos paramètres morphologiques, cette méthode a été appliquée et les
différentes lois marginales ont été inférées. Il en ressort que les lois utilisées pour modéliser
les distributions des paramètres sont des lois de Gumbel et des lois lognormales. Ces deux
lois impliquent deux paramètres θ = [θ1, θ2]. La loi lognormale est définie avec la densité
de probabilité suivante :
pX(x,θ) =
1
xθ2
√
2pi
exp
(
−(ln(x)− θ1)
2
2θ22
)
(3.12)
Et la densité de probabilité de la loi de Gumbel se définit comme :
pX(x,θ) = exp
(
− exp
(
θ1 − x
θ2
))
(3.13)
Les résultats des ajustements des différentes lois statistiques sont présentés dans la Table
3.1.
Paramètre d’entrée Loi θ1 θ2
Stature Lognormale 5.175 0.044
Tour de poitrine Gumbel 96.51 7.919
Tour de ceinture Gumbel 83.68 8.098
Carrure Lognormale 3.736 0.094
Hauteur de l’entrejambe Lognormale 4.370 0.066
Table 3.1 : Lois marginales retenues pour les paramètres d’entrée ainsi que leur para-
mètres inférés
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Mesure de la dépendance entre paramètres
Si les distributions marginales sont suffisantes pour définir la loi jointe dans le cas de
paramètres indépendants, elle ne le sont absolument pas dans le cas dépendant. Dans le
cas des paramètres morphologiques externes, les paramètres peuvent être plus ou moins
dépendants les uns des autres. Une première approche pour estimer la dépendance pourrait
être de calculer la corrélation linéaire de Pearson entre les paramètres. Le coefficient de
corrélation de Pearson entre deux paramètres se définit comme la covariance de ces deux
paramètres divisée par la racine du produit des deux variances :
ρ(X1, X2) =
Cov[X1, X2]√
Var[X1]Var[X2]
(3.14)
Les notions de variance et de covariance seront définies en détail ultérieurement dans
la Section 3.3.1 et l’absence temporaire de leur définition ne gène pas la compréhension
générale de cette section. Pour en revenir à la mesure de dépendance, la corrélation de
Pearson ne peut pas être utilisée comme une véritable mesure de dépendance car d’une
part elle ne décrit que le caractère linéaire de la dépendance et d’autre part sa valeur est
dépendante de la modélisation probabiliste des lois marginales. Une alternative réside dans
le coefficient de corrélation des rangs de Spearman. A l’inverse du coefficient de Pearson qui
prend en compte les valeurs des observations de l’échantillon, le coefficient de Spearman
prend en compte leur position au sein de l’échantillon. Ce coefficient se définit comme :
ρs(X1, X2) = ρ (F1(X1), F2(X2)) (3.15)
Où F1 et F2 sont les deux fonctions de répartition marginales de respectivementX1 etX2 et
ρ est la fonction du coefficient de Pearson. On peut également citer le τ de Kendall [Nelsen
1999] comme mesure de dépendance. Ce coefficient de Spearman est donc calculé pour nos
5 paramètres morphologiques et la matrice de corrélation de Spearman est présentée en
Table 3.2
S TP TC C LE
S 1 0.18 0.24 0.19 0.89
TP 1 0.80 0.65 0.06
TC 1 0.57 0.07
C 1 0.08
LE 1
Table 3.2 : Matrice de corrélation de Spearman des paramètres morphologiques pour
l’homme adulte
Il est remarquable que certains paramètres sont extrêmement dépendants et que l’on
atteint des corrélations de Spearman supérieures à 0.8. Il apparait donc important de
prendre en compte la structure de dépendance des paramètres pour construire la loi jointe.
La théorie des copules
La théorie des copules fait référence à une méthodologie permettant de modéliser la dé-
pendance entre variables aléatoires et ainsi d’en déduire la loi de probabilité jointe. Cette
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théorie est développée en détail dans le livre [Nelsen 1999]. On en fera ici une description
de principe pour illustrer la construction d’une loi de probabilité jointe. Le mot copule
apparait pour la première fois dans le théorème de Sklar [Sklar 1959] qui introduit une
fonction qui permet de coupler des distributions unidimensionnelles pour construire une
distribution multi-dimensionnelle. La version du théorème présentée ici est une traduction
de la version énoncée dans [Sklar 1973] mise en forme avec le formalisme de ce mémoire.
Théorème 1 (Sklar). Pour M ≥ 2, soit F une fonction de répartition de dimension M
et les fonctions de répartition marginales unidimensionnelles associées F1, ..., FM . Alors il
existe une fonction C en dimension M appelée copule telle que :
∀x ∈ X, FX(x1, ..., xM) = C(F1(x1), ..., FM(xM)) (3.16)
Inversement, soit C une copule de dimension M et F1, ..., FM un M-uplet de fonctions
de répartition unidimensionnelles. Soit une fonction F de dimension M à valeurs réelles
définie via l’Eq. (3.16). Alors F est une fonction de répartition de dimension M ayant
pour fonctions marginales F1, ..., FM .
Dans le cas où les fonctions de répartition marginales sont continues sur leur domaine
de définition, la copule C est unique [Sklar 1973]. Les copules sont des fonctions définies
sur [0, 1]2 vérifiant les propriétés suivantes :
1. ∀(x, y) ∈ [0, 1]2, C(x, 0) = C(0, y) = 0
2. ∀(x, y) ∈ [0, 1]2, C(x, 1) = x et C(1, y) = y
3. Soit un pavé ayant pour sommets (a1, b1), (a1, b2), (a2, b2) et (a2, b1) vérifiant a1 ≤ a2
et b1 ≤ b2 alors :
C(a1, b1)− C(a1, b2)− C(a2, b1) + C(a2, b2) ≥ 0 (3.17)
La première propriété indique que C vaut zéro sur la borne inférieure de son domaine de
définition. La seconde montre que C est bornée. La troisième fait référence à l’uniformité
des marginales et la quatrième indique que les copules sont des fonctions 2-croissantes
(généralisable en M-croissantes). Une autre propriété intéressante est qu’il est possible de
lier la copule d’une distribution multivariée à sa mesure de dépendance, i.e. son coefficient
de Spearman :
ρS(X1, X2) = 12
∫ ∫
[0,1]2
C(u, v)dudv − 3 (3.18)
En pratique, il est très difficile connaitre la copule exacte d’une distribution jointe à partir
d’un échantillon. Ainsi, de la même manière que pour l’inférence des loi marginales, des
familles usuelles de copules sont sélectionnées et ajustées à l’échantillon à disposition.
On définit tout d’abord deux copules importantes que l’on nomme les bornes de Fréchet-
Hoeffding :
• W (x1, x2) = max(x1 + x2 − 1, 0)
• M(x1, x2) = min(x1, x2)
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Ces copules essentielles définissent les copules extrémales de toute copule, ainsi pour toute
copule C on a :
∀(x1, x2) ∈ [0, 1]2, W (x1, x2) ≤ C(x1, x2) ≤M(x1, x2) (3.19)
Il existe plusieurs familles de copules. On ne présente ici que celle qui nous a permis
de modéliser la structure de dépendance de nos paramètres morphologiques : la copule
normale ou Gaussienne. Elle est définie en 2D par l’expression :
C(u1, u2; Θ) = Φ2(Φ
−1(u1),Φ−1(u2),Θ) (3.20)
Avec Φ qui représente la fonction de répartition normale standard univariée (loi normale
de moyenne nulle et d’écart-type égal à 1). Φ2 représente ici la fonction de répartition de
la loi Gaussienne bivariée dont la densité de probabilité s’écrit :
φ2(x, y,Θ) =
1
2pi
√|Θ| exp
(
−(x y)Θ
−1(x y)T
2
)
(3.21)
Dans cette équation, Θ est la matrice-paramètre de dépendance (prenant ici la place de
la matrice de corrélation de la fonction de répartition bivariée) entre les deux variables et
s’exprime en fonction du coefficient de Spearman par résolution de l’Eq. (3.18) :
Θ =
[
1 2 sin(pi
6
ρS)
2 sin(pi
6
ρS) 1
]
(3.22)
La Figure 3.4 présente la structure spatiale de la copule Gaussienne en montrant un échan-
tillon entouré de la courbe d’isodensité de la copule délimitant un région de probabilité
à 95 %. Ainsi, lorsqu’on a un échantillon des paramètres d’entrée comme dans notre cas
pour les paramètres morphologiques, il est possible d’approcher sa copule en postulant son
appartenance à une certaine famille sur la base de l’observation de la forme des différentes
projections du nuage de points. Pour le cas morphologique, on postule une copule Gaus-
sienne. En prenant comme point de départ l’estimation empirique de Θˆ faite à partir de
la matrice de corrélation de Spearman, la vraisemblance de l’échantillon est ensuite maxi-
misée et la matrice-paramètre Θ est inférée de la même manière que les paramètres des
lois marginales. Enfin, un test statistique de Cramer-Von Mises est effectué pour juger de
la bonne adéquation de la copule postulée. On obtient donc finalement une modélisation
de la distribution jointe de nos 5 paramètres aléatoires morphologiques.
3.2.4 Transformée isoprobabiliste
Bien que nous ayons défini la manière d’obtenir les lois jointes et marginales des paramètres
d’entrée, dans la suite de ce mémoire, on voudra régulièrement pouvoir se ramener à un
espace d’entrée indépendant. C’est en effet un cadre pratique pour la construction de ce
qu’on appelle les plans d’expériences. Il faut donc introduire des fonctions permettant
de passer de l’espace d’entrée réel à un espace équivalent indépendant. C’est ce que l’on
appelle les transformées isoprobabilistes. La transformée de Nataf [Nataf 1962], qui permet
permet de se ramener à un espace standardisé à partir de l’espace physique des paramètres
d’entrée dont la copule est supposée Gaussienne, est ici utilisée.
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Figure 3.4 : Structure spatiale de la copule Gaussienne en deux dimensions pour Θ = 0.7
Definition 3.2.1 (Transformée de Nataf). SoitX = (X1...XM)T ∈ X un vecteur aléatoire
muni d’une fonction de répartition jointe FX définie par ses fonctions marginales F1, ..., FM
et sa copule Gaussienne CΘ. La transformée de Nataf est définie par :
TN : X → RM
X 7→ U = TN(X) = T2 ◦ T1(X) (3.23)
Avec T1 et T2 définies respectivement par :
T1 : X → RM
X 7→ Y =
 Φ
−1 ◦ F1(X1)
...
Φ−1 ◦ FM(XM)
 (3.24)
T2 : RM → RM
X 7→ U = L−1Y (3.25)
Dans les équations ci-dessus, Φ représente la fonction de répartition normale standard
univariée, ◦ est l’opérateur composition de fonctions et L représente la décomposition de
Cholesky de la matrice de corrélation Θ.
L’espace de U est donc caractérisé comme l’espace standardisé, composé de variables
indépendantes avec des distributions Gaussiennes standards. L’espace d’origine X est alors
appelé l’espace physique. La transformée de Nataf implique l’utilisation d’une copule nor-
male. Dans le cadre des application traitées dans ce mémoire, cette limitation à une copule
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normale est suffisante pour modéliser les fonctions de répartition multivariées. Il est néan-
moins intéressant d’ajouter que la définition cette transformée de Nataf peut être généra-
lisée pour toute copule elliptique [Lebrun and Dutfoy 2009]. Comme expliqué précédem-
ment, la matrice Θ est ici estimée par maximum de vraisemblance avec pour initialisation
son estimation à partir de la matrice de Spearman estimée. Pour toute loi jointe construite
avec une copule elliptique, on peut donc se ramener à un espace équivalent indépendant
et standardisé qui sera plus simple d’utilisation pour la suite. Il est évidemment possible
de faire le chemin dans l’autre sens en prenant la transformée inverse.
3.3 Etude statistique de la sortie du modèle physique.
Avant de s’intéresser à la façon dont on propage l’incertitude de ces variables d’entrées à
travers le modèle physique de la FDTD, on présente les objectifs poursuivis quant à la
variable aléatoire de sortie du DAS, i.e. les traitements statistiques que l’on veut effectuer
sur la distribution de sortie.
3.3.1 Les moments statistiques
Commençons par présenter les moments statistiques principaux : l’espérance et la variance
de la variable de sortie. Ces moments donnent des premières indications sur la situation et
l’étalement de la distribution de sortie. L’espérance (ou premier moment) de la distribution
est définie par :
E[Y ] = µY =
∫
Y
y PY (dy) (3.26)
Où Y est le support de la variable de sortie. Dans le cas ou la variable aléatoire admet
une densité de probabilité on peut écrire l’espérance sous la forme :
E[Y ] =
∫
Y
y pY (y)dy (3.27)
Cette espérance est également appelée valeur moyenne de la distribution. En supposant la
variable aléatoire de carré intégrable, on définit ensuite la variance (ou second moment)
de la distribution de sortie par :
Var[Y ] = σ2Y = E
[
(Y − E[Y ])2] = E[Y 2]− E[Y ]2. (3.28)
En développant l’expression à l’aide de l’Eq. (3.27) toujours dans le cas où la varible
aléatoire Y admet une densité de probabilité, il vient :
Var[Y ] =
∫
Y
(y − µY )2pY (y)dy (3.29)
On parle aussi couramment d’écart type pour les variables aléatoires. Cet écart type noté
σY n’est rien d’autre que la racine carrée de la variance : σY =
√
Var[Y ]. Il est alors
possible de définir ce que l’on appelle le coefficient de variation de la distribution de
sortie :
CVY =
σY
µY
(3.30)
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Ce coefficient de variation caractérise l’étalement de la distribution de sortie relativement
à la valeur de sa moyenne. Si on considère un couple de variables aléatoires {Y1, Y2}, il est
important d’introduire la notion de covariance de ces deux variables qui se définit comme :
Cov[Y1, Y2] = E[(Y1 − E[Y1])(Y2 − E[Y2])] (3.31)
Cette covariance sert à définir la variance du couple de variables aléatoires qui s’exprime
sous la forme d’une matrice appelée la matrice de covariance du couple de variable (qui
est proportionnelle à la matrice de corrélation de Pearson dans le cas de matrices de
diagonales constantes – cf Eq. (3.14)). Enfin, il peut également être intéressant de calculer
des moments d’ordre supérieur. Ainsi le moment d’ordre n de la distribution de sortie noté
µnY est défini par :
µnY = E [(Y − E[Y ])n] (3.32)
On peut par exemple citer le moment d’ordre 3 communément appelé le coefficient d’asy-
métrie (ou skewness) qui comme son nom l’indique, permet de quantifier l’asymétrie de la
distribution, ou encore le moment d’ordre 4 communément appelé coefficient d’aplatisse-
ment (ou kurtosis) qui permet de mesurer l’aplatissement de la distribution. En supposant
l’existence de la densité de probabilité de la variable de sortie, ces deux moments nous
renseignent donc sur sa forme.
3.3.2 Etude des quantiles de sortie
Le quantile yξ est défini tel que la probabilité d’observer une valeur supérieure à yξ soit
égale à 1− ξ :
P(Y ≤ yξ) = FY (yξ) = ξ (3.33)
Dans le contexte de ces travaux, on veut également étudier certains quantiles de la distri-
bution de sortie, en particulier les quantiles élevés (et plus précisément encore le quantile
à 95 %). En effet dans le cas de notre problématique d’exposition, il est intéressant de
connaitre la valeur de DAS dont on est certain que 95% des configurations rencontrées
donneront lieu à une exposition inférieure à cette valeur. L’approche classique pour esti-
mer un quantile est de le faire à partir d’une approximation de la fonction de répartition
FY . Si un échantillon i.i.d. de n observations de la variable Y {y1, ..., yn} est à disposition,
on peut construire un estimateur empirique de la fonction de répartition à partir de ces
observations :
FˆY (y) =
1
n
n∑
i=1
1yi≤y (3.34)
L’estimateur standard du quantile yξ est alors :
yˆξ = inf
{
y, FˆY (y) ≥ ξ
}
= y(dξne) (3.35)
Où dξne est la valeur entière supérieure de ξn et y(i) est la i-ème statistique d’ordre.
3.3.3 Analyse de sensibilité globale de paramètres indépendants
En considérant la chaine Y = f(X), il est également pertinent d’étudier les influences
relatives des paramètres d’entrée sur le comportement de la variable de sortie. Pour cela,
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une analyse de sensibilité est menée pour hiérarchiser les influences des paramètres d’en-
trée sur la variance de sortie Var[Y ]. Pour estimer ces influences relatives, les indices de
Sobol’ [Sobol’ 2001] sont utilisés. Dans la théorie originale de Sobol’, on considère que le
modèle physique f supposé continu est défini sur le cube unité IM = [0, 1]M et que les
paramètres d’entrée sont statistiquement indépendants. Il est intéressant de noter que si
les paramètres sont originellement indépendants, l’étude de paramètres d’entrée associés
à des distributions quelconques est équivalente à l’étude de paramètres uniformes sur le
cube unité par transformée isoprobabiliste. En cas de dépendance, on ne peut utiliser la
transformée de Nataf pour calculer les indices de Sobol’ car les indices calculés dans l’es-
pace équivalent ne représentent plus les mêmes paramètres à cause de la dépendance qui
modifie la structure spatiale de l’espace d’entrée. On se limitera donc dans cette section au
cas de paramètres indépendants et uniformes sur le cube unité comme décrit dans [Sobol’
2001]. Le calcul des indices de Sobol’ repose sur ce que l’on appelle la décomposition de
Sobol’ de f(x) :
f(x1, ..., xM) = f0 +
M∑
i=1
fi(xi) +
∑
1≤i<j≤M
fij(xi, xj) + ...+ f1,2,...,M(x1, ..., xM) (3.36)
Dans l’équation ci-dessus, f0 est une constante qui correspond à la valeur moyenne de f
sur IM et l’intégrale de chaque composante fi1,...,is(xi1 , ..., xis) sur n’importe lequel de ses
paramètres d’entrée est égale à zéro :∫ 1
0
fi1,...,is(xi1 , ..., xis)dxik = 0 k ∈ J1, sK (3.37)
Cette décomposition de Sobol’ suit plusieurs propriétés :
1. Le nombre de composantes de la décomposition est égal à
M∑
i=1
(
M
i
)
= 2M (3.38)
2. Avec l’Eq. (3.37), les composantes sont orthogonales les unes aux autres au sens du
produit scalaire < φ,ψ >= E[φ(X)ψ(X)] :∫
IM
fi1,...,is(xi1 , ..., xis)fj1,...,js(xj1 , ..., xjs)dx = 0 for {i1, ..., is} 6= {j1, ..., js}
(3.39)
Dans l’intégrale précédente, pX(x) n’apparait pas car les paramètres étant uniformes
et indépendants sur le cube unité, ce terme est égal à 1 sur IM .
Avec les notations de la décomposition de l’Eq. (3.36), la variance totale VT = Var[Y ] de
f(X) s’exprime comme suit :
VT =
∫
X
f 2(x)dx− f 20 (3.40)
Ainsi, en intégrant l’Eq. (3.36) mise au carré, on peut décomposer la variance totale suivant
l’expression :
VT =
M∑
i=1
Vi +
∑
1≤i<j≤M
Vij + ...+ V1,2,...,M (3.41)
CHAPITRE 3. ANALYSE STATISTIQUE ET EXPOSITION 47
Avec chaque composante de variance partielle qui s’écrit :
Vi1,...,is =
∫
IM
f 2i1,...,is(xi1 , ..., xis)dx for {i1, ..., is} 6= {0} (3.42)
Les indices de Sobol’ sont alors définis comme :
Si1,...,is =
Vi1,...,is
VT
(3.43)
On utilise couramment ce que l’on appelle les indices du premier ordre et les indices totaux
pour estimer l’influence de chaque paramètre d’entrée sur la variance totale de sortie. Les
indices du premier ordre Si évaluent l’influence de chaque paramètre pris individuellement
et les indices totaux évaluent l’effet total du paramètre d’entrée sur la variance totale.
L’indice total associé à la i-ème variable s’exprime comme :
STi =
∑
Ii Vi1,...,is
VT
= 1− S ∼i (3.44)
où l’on a :
Ii = {(i1, ..., is) : ∃k, k ∈ J1, sK, ik = i} (3.45)
et où S ∼i représente la somme de tous les Si1,...,is n’incluant pas le paramètre xi. Ainsi une
différence importante entre les indices de premier ordre et les indices totaux est interprétée
comme une forte influence des termes de variances partielles croisés incluant le paramètre
xi et donc comme autant d’interactions entre le paramètre xi et les autres paramètres.
Il est également possible de considérer les indices de sensibilité d’ensemble de va-
riables prises conjointement. Soit le sous-ensemble de variables d’entrée u = {xi1 , ..., xis},
l’ensemble des indices correspondant K = {i1, ..., is} et le sous ensemble complémentaire
v = {xiM−s , ..., xiM}. La variance correspondant au sous ensemble de variables u est définie
comme suit :
Vu =
∑
J⊂K
VJ (3.46)
Où si J = {i1, ..., ij}, VJ = Vi1,...,ij . L’indice de sensibilité associé s’écrit logiquement :
Su =
Vu
VT
(3.47)
L’incide total correspondant s’exprime quant à lui comme :
STu = 1−
Vv
VT
(3.48)
Afin de faciliter la compréhension, on prend l’exemple de sous-ensemble de variables
{x1, x2} avec un nombre total de 3 variables, les indices ci-dessus se définissent alors
de la manière suivante :
S{x1,x2} = S1 + S2 + S12 (3.49)
ST{x1,x2} = S1 + S2 + S12 + S13 + S23 + S123 = 1− S3 (3.50)
Des formules pour le calcul des indices par simulations de Monte Carlo sont disponibles
dans [Sobol’ 2001]. Ces formules ont l’avantage de ne pas nécessiter la connaissance de
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la décomposition de l’Eq. (3.36). Pour déduire ces formules, il est montré dans [Sobol’
2001] que la variance partielle Vu s’exprime selon une formulation intégrale avec deux
réalisations indépendantes x = (u,v) et x′ = (u′,v′) du vecteur aléatoire X :
Vu =
∫
I2M−s
f(x)f(u,v′)dxdv′ − f 20 (3.51)
Considérons maintenant deux échantillons distincts de N simulations de Monte Carlo X =
{x(1), ...,x(N)} et X ′ = {x′(1), ...,x′(N)} des paramètres d’entrée qui peuvent évidemment
se décomposer comme X = {(U ,V)} et X ′ = {(U ′,V ′)}. Les formules de Monte Carlo des
indices de Sobol’ (de premier ordre et totaux) s’expriment donc comme suit [Sobol’ 2001] :
Sˆu =
1
N
∑N
i=1(f(u
(i),v(i))f(u(i),v′(i)))−
(
1
N
∑N
i=1 f(u
(i),v(i))
)2
VˆT
(3.52)
SˆTu =
1
N
∑N
i=1(f(u
(i),v(i))− f(u′(i),v(i)))2
2VˆT
(3.53)
où VˆT est l’estimateur empirique de Monte Carlo de la variance totale de la sortie :
VˆT =
1
N
N∑
i=1
f(u(i),v(i))2 −
(
1
N
N∑
i=1
f(u(i),v(i))
)2
(3.54)
Par la suite on verra que l’on aura d’autres moyens que la méthode de Monte Carlo pour
estimer ces indices. Néanmoins, chaque fois que l’on parlera d’estimation d’indice par
Monte Carlo, on fera référence à ces formules.
3.3.4 Analyse de sensibilité globale de paramètres dépendants
Comme évoqué dans le paragraphe précédent l’analyse de sensibilité avec des paramètres
dépendants représente une difficulté. En effet, pour la propagation d’incertitude et le
calcul de moments statistiques, on peut se ramener à un espace standardisé équivalent et
les quantités d’intérêt peuvent alors être interprétées de la même manière. Si on se place
dans le cadre d’une analyse de sensibilité, la transformation de l’espace d’entrée par la
transformée de Nataf va modifier spatialement l’espace d’entrée et donc modifier la formule
de décomposition de l’Eq. (3.36) d’une manière que l’on ne peut anticiper. Les indices
calculés avec l’espace standardisé ne pourront donc pas être associés à une quelconque
influence d’un des paramètres d’entrée. Il faut donc trouver d’autres moyens pour mener
une analyse de sensibilité avec des paramètres dépendants en gardant l’espace physique
d’entrée. Parmi les tentatives menées pour mettre en place une telle analyse de sensibilité,
on peut citer celle de [Borgonovo et al. 2007] qui a développé une mesure d’importance
caractérisant la modification de la distribution de sortie lorsqu’un paramètre d’entrée est
fixé. Cette méthode donne une définition très générale d’indices de sensibilités et est donc
compatible avec des paramètres dépendants mais elle ne représente pas une influence
sur la variance comme les indices de Sobol’, elle représenterait plutôt une distance à la
distribution de sortie. Parmi les approches faisant intervenir des indices qui représentent
une influence sur la variance de sortie, on peut citer la méthode ANCOVA [Chastaing
et al. 2010] et les indices de Kucherenko [Kucherenko et al. 2012]. Comme on le verra dans
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la suite, si la méthode ANCOVA est trop restrictive pour nos cas d’application, il est tout
de même intéressant de développer la philosophie de la méthode car l’approche est assez
élégante. Cette section développera donc succinctement la méthode ANCOVA et plus en
détail les indices de Kucherenko que l’on utilisera dans la suite de ce mémoire.
La méthode ANCOVA
Cette méthode a d’abord été introduite par [Li and Rabitz 2010] puis ensuite réécrite par
[Chastaing et al. 2010]. L’objectif est ici de généraliser la définition des indices de Sobol’
vus dans la partie précédente. On part de la décomposition de l’Eq. (3.36) qui reste valable
pour des paramètres dépendants et que l’on simplifie sous la forme :
f(x) = f0 +
∑
u⊂{1...M}
fu(xu) (3.55)
Le principe est de réécrire la décomposition de la variance de l’Eq. (3.41) sous la forme de
la covariance entre la variable Y et elle-même, d’où le nom d’ANCOVA :
VT = Var[Y ] = Cov
Y, ∑
u⊂{1...M}
fu(Xu)
 (3.56)
On peut ensuite décomposer l’expression de la covariance sous la forme :
VT =
∑
u⊂{1...M}
Var[fu(Xu)] + Cov
fu(Xu), ∑
v⊂{1...M},v∩u=∅
fv(Xv)
 (3.57)
Les indices suivants sont alors définis à partir des différentes composantes des Eq. (3.56)
et (3.57) :
Su =
Cov [Y, fu(Xu)]
VT
(3.58)
SUu =
Var[fu(Xu)]
VT
(3.59)
SCu =
Cov
[
fu(Xu),
∑
v⊂{1...M},v∩u=∅ fv(Xv)
]
VT
(3.60)
Le premier indice représente la part totale de variance expliquée par Xu, le deuxième
représente la partie non corrélée de cette part de variance et la troisième représente la
partie corrélée. On remarque que l’on a l’égalité suivante :
Su = S
U
u + S
C
u (3.61)
On a donc des indices de sensibilité composés de deux parties, l’une venant de l’effet pur et
l’autre venant de l’effet de corrélation. Si cette méthode ANCOVA généralise la décompo-
sition de la variance pour des paramètres dépendants, elle a cependant le désavantage de
nécessiter la connaissance de la décomposition de l’Eq. (3.36). En effet si l’indice SUu peut
être estimé par des méthodes de Monte Carlo similaires au cas indépendant, le calcul de
la covariance de SCu ne peut être fait qu’avec la connaissance précise de la décomposition.
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La question de l’unicité de la décomposition se pose alors. Dans [Caniou 2012], la solution
envisagée est d’utiliser un méta-modèle de régression de développement en séries poly-
nomiales qui va directement être une telle décomposition. Le calcul des indices est alors
assez direct par Monte Carlo. De plus, la construction de ce méta-modèle peut être assez
compliquée puisque ce dernier doit être l’image directe de tout l’espace d’entrée, alors que
la dépendance entre les paramètres permet de ne s’intéresser qu’à une partie de l’espace
physique d’entrée puisque certaines zones ont une probabilité minime d’occurrence. On
peut aussi se poser la question de la précision réelle du méta-modèle pour l’estimation
d’indices globaux. En effet, étant donné que le méta-modèle construit doit être l’image
directe de tout l’espace d’entrée, il n’intègre pas intrinsèquement la structure de dépen-
dance. En conséquence, lors de la construction du méta-modèle à l’aide de son erreur de
généralisation – que l’on exposera plus tard et qui se définit comme l’espérance de l’écart
du modèle à la réalité au carré – la probabilité jointe des paramètres d’entrée n’est pas
prise en compte dans le calcul cette erreur de généralisation. L’écart à la réalité donné par
la contruction du méta-modèle n’est donc pas son écart réel.
Au delà de ces interrogations, dans le cas des travaux présentés dans ce mémoire, la
limitation aux méta-modèles de régression n’est pas envisageable. Il nous faut donc utiliser
une autre méthode pour l’estimation d’indices de sensibilités dans le cas dépendant.
Les indices de Kucherenko
Les indices de Kucherenko ont été introduits dans [Kucherenko et al. 2012]. De la même
façon que la méthode ANCOVA, ils se présentent eux aussi comme une généralisation des
indices de Sobol’ dans le cas dépendant. Dans son article, Kucherenko propose une décom-
position de la variance et des indices sur le modèle des indices de Sobol’ qui ne nécessitent
pas l’utilisation automatique de méta-modèles pour leur estimation par simulations de
Monte Carlo.
Dans ce paragraphe, les notations seront volontairement modifiées pour des raisons
de simplification d’écriture. On rappelle tout d’abord notre cadre d’étude : considérons le
vecteur des M paramètres d’entrées x = (x1, ..., xM)T supposés ici définis sur RM pour
des raisons de simplification. Ces paramètres sont associés à une densité de probabilité
jointe pX(x1, ..., xM) que l’on note p(x1, ..., xM) pour simplifier l’écriture. Les densités
conditionnelles sont également notées p(u, v¯|u) au lieu de pv|u(u, v) toujours pour des
raisons de simplification d’écriture. Ainsi, quand on parle d’un échantillon de la variable
aléatoire V¯ , on parle bien de la variable conditionnelle V |U .
Les paramètres d’entrée sont toujours liés à la variance de sortie supposée finie par un
modèle physique f(x1, ..., xM). Pour cette analyse de sensibilité globale, on veut connaitre
l’influence du sous ensemble de variables d’entrée u = {xi1 , ..., xis} sur la variance totale
avec s ∈ J1,MK. Considérons dans le même temps le sous ensemble complémentaire v =
{xis+1 , ..., xiM}. On a donc x = (u,v) en remettant les composantes dans l’ordre initial.
Dans ce paragraphe, les notations u et u¯ sont distinguées. u représente la réalisation
d’un vecteur aléatoire généré à partir de la densité jointe p(u,v) et u¯ représente la réa-
lisation d’un vecteur aléatoire généré depuis la densité conditionnelle p(u¯|v,v) : dans ce
cas le vecteur u¯ est donc généré en connaissant la valeur de v générée depuis sa loi jointe
p(v). La variance totale de sortie VT = Var[Y ] peut être décomposée selon l’expression
suivante :
VT = Vu [Ev[f(u, v¯)]] + Eu [Vv[f(u, v¯)]] (3.62)
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Où chaque terme s’exprime comme suit :
Ev[f(u, v¯)] =
∫
RM−s
f(u, v¯)p(u, v¯|u)dv¯ (3.63)
Vu [Ev[f(u, v¯)]] =
∫
Rs
[Ev[f(u, v¯)]]
2 p(u)du− f 20 (3.64)
Vv[f(u, v¯)] =
∫
RM−s
f(u, v¯)2p(u, v¯|u)dv¯ − f 20 (3.65)
Eu [Vv[f(u, v¯)]] =
∫
Rs
Vv[f(u, v¯)]p(u)du (3.66)
Dans ces équations f0 représente la moyenne de la sortie comme dans les cas précédents.
Kucherenko définit alors l’indice de sensibilité de premier ordre de l’ensemble de para-
mètres u comme :
Su =
Vu [Ev[f(u, v¯)]]
VT
(3.67)
Par opposition, il définit l’indice de sensibilité total de l’ensemble v qui fait intervenir
l’autre terme de la décomposition de l’Eq. (3.62) :
STv =
Eu [Vv[f(u, v¯)]]
VT
(3.68)
On en déduit donc l’expression de l’indice de sensibilité total de l’ensemble u :
STu =
Ev [Vu[f(u¯,v)]]
VT
(3.69)
Il est intéressant de remarquer que si les paramètres sont indépendants, on retrouve les
expressions des indices de Sobol’ du premier ordre et totaux des Eq. (3.47) et (3.48). Les
indices dans la théorie de Sobol’ n’auront pas la même signification que dans celle de
Kucherenko. En effet, la dépendance modifie la manière d’interpréter des indices de sensi-
bilité car la corrélation entre les variables prend une part dans l’influence de la variance.
L’avantage de la théorie de Kucherenko est qu’il est possible d’obtenir des estimateurs
de Monte Carlo de ces indices. En développant la formule de l’indice de Kucherenko du
premier ordre, il vient :
Su =
1
VT
(∫
Rs
p(u)du
(∫
RM−s
f(u, v¯)p(u, v¯|u)dv¯
)2
− f 20
)
(3.70)
Si l’on veut estimer les intégrales de l’Eq. (3.70) par Monte-Carlo, on voit qu’il y a une
double boucle qui va rendre les calculs lourds même pour une fonction f facile à évaluer.
En revanche, si on développe l’expression :
Su =
1
VT
(∫
Rs
p(u)du
(∫
RM−s
f(u, v¯)p(u, v¯|u)dv¯ ×
∫
RM−s
f(u, v¯)p(u, v¯|u)dv¯
)
− f 20
)
(3.71)
en utilisant la formule de Bayes, il est possible de simplifier l’expression qui regroupe les
deux premières intégrales en une seule. La formule de l’indice s’écrit alors de la manière
suivante :
Su =
1
VT
(∫
RM
f(u,v)p(u,v)dx×
∫
RM−s
f(u, v¯)p(u, v¯|u)dv¯ − f 20
)
(3.72)
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Dans l’Eq. (3.72), l’expression est bien moins lourde à estimer par simulations de Monte
Carlo. Cette estimation requiert alors de générer un premier échantillon de réalisations
de (U ,V ) à partir de la loi jointe p(u,v). Ceci peut se faire facilement à partir de la
transformée inverse de Nataf (cf. section 3.2.4) en partant d’un échantillon indépendant.
En revanche, générer un échantillon de la loi conditionnelle V¯ est un peu moins évident.
On détaille ici uniquement la forme de la fonction de répartition Gaussienne conditionnelle
multivariée. Il est possible d’utiliser cette forme pour la génération d’échantillon dans le
cas d’une copule Gaussienne. On rappelle la forme de la fonction de répartition Gaussienne
multivariée en dimension M qui généralise l’Eq. (3.21) :
ΦM(x) =
1
(2pi)M/2
√|Σ| exp
(
−(x− µ)
TΣ−1(x− µ)
2
)
(3.73)
où le vecteur moyenne µ et la matrice de corrélation Σ sont exprimés en faisant apparaitre
les composantes (U ,V ) dont on veut étudier la sensibilité :
µ =
(
µU
µV
)
Σ =
(
ΣU ΣUV
ΣV U ΣV
)
(3.74)
On a alors la fonction de répartition jointe conditionnelle de V¯ qui est aussi Gaussienne :
ΦM−s(u, v¯|u) = 1
(2pi)(M−s)/2
√|ΣV¯ | exp
(
−(v¯ − µV¯ )
TΣ−1
V¯
(v¯ − µV¯ )
2
)
(3.75)
avec
µV¯ = µV + ΣUV Σ
−1
V (u− µU ) (3.76)
et
ΣV¯ = ΣV + ΣUV Σ
−1
V ΣV U (3.77)
De plus, il est intéressant de préciser que la fonction de répartition marginale du vecteur
U a la forme :
Φs(u) =
1
(2pi)s/2
√|ΣU | exp
(
−(u− µU )
TΣ−1U (u− µU )
2
)
(3.78)
Ainsi, pour générer un échantillon de la variable conditionnelle V¯ , on génère d’abord un
échantillon de U avec la transformée de Nataf inverse en utilisant Φs(u). On génère ensuite
un échantillon de V¯ à partir de cet échantillon de U et de la fonction de répartition condi-
tionnelle ΦM−s(u, v¯|u) toujours en utilisant la transformée de Nataf inverse. Considérons
donc maintenant des échantillons de Monte Carlo de taille N : {u(1)...u(N)}, {v(1)...v(N)}
et {v¯(1)...v¯(N)} obtenus comme expliqué précédemment. La formule de Monte Carlo de
l’indice Su s’écrit alors de la manière suivante :
Sˆu =
1
N
∑N
i=1(f(u
(i),v(i))f(u(i), v¯(i)))−
(
1
N
∑N
i=1 f(u
(i),v(i))
)2
VˆT
(3.79)
Par une procédure semblable, il vient la formule d’estimation de l’indice total par Monte
Carlo :
SˆTu =
1
N
∑N
i=1(f(u
(i),v(i))− f(u¯(i),v(i)))2
2VˆT
(3.80)
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Les indices de Kucherenko fournissent ainsi une généralisation des indices de Sobol’ dans le
cas de paramètres dépendants. Une particularité de ces indices pointée dans [Kucherenko
et al. 2012] est qu’en présence d’une forte corrélation entre deux paramètres, leurs indices
totaux tendent vers 0. On peut trouver une explication en prenant le cas d’une corrélation
totale entre deux paramètres. Dans ce cas, les deux paramètres ne représentent en fait
qu’un seul et même paramètre équivalent. Si on essaie d’isoler l’effet total de chaque
paramètre, on voit que la corrélation totale fait que les paramètres n’ont pas d’effets
totaux séparés (ces effets totaux n’auraient pas de sens s’ils n’étaient pas nuls). Une
solution pour isoler l’effet total de ces deux paramètres est donc de considérer l’indice
des deux paramètres regroupés. Dans la suite de ce mémoire, on utilise ces indices de
Kucherenko pour analyser la sensibilité des paramètres morphologiques.
3.4 Conclusion
Pour conclure, ce chapitre a présenté d’une part les méthodes de modélisation de l’espace
d’entrée à travers l’estimation de la loi de probabilité jointe des paramètres d’entrée en
distinguant les différents types de paramètres que l’on peut rencontrer dans le contexte de
la dosimétrie numérique. D’autre part, les outils d’analyse de la distribution de sortie tels
que les moments statistiques, les quantiles de la distribution et les indices de sensibilité de
Sobol’ pour le cas indépendant et de Kucherenko pour le cas dépendant ont été introduits
et seront utilisés dans la suite de ce chapitre pour l’analyse des variables sortie (le DAS
principalement). Ce cadre étant posé, nous pouvons maintenant nous intéresser en détail
à la propagation de l’incertitude à travers le modèle physique dans le contexte particulier
de la dosimétrie numérique et plus généralement dans tout contexte où une simulation
nécessite un coût de calcul important. Ainsi, le Chapitre 4 présentera, à travers l’utilisation
de plusieurs méthodes, la construction de méta-modèles approchant le modèle physique
et nécessitant un coût de calcul faible qui peuvent être utilisés pour la propagation Monte
Carlo. Le Chapitre 5, présentera quant à lui une méthode adaptative de planification
d’expériences dans le but d’estimer les quantiles à 95% des distributions de sortie de
manière efficace et parcimonieuse.
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C
omme indiqué dans les chapitres précédents, notre problématique intègre
un modèle physique qui comprend un simulateur numérique très coû-
teux en temps de calcul (FDTD). Avec des temps de simulation allant
de quelques dizaines de minutes à quelques heures, les traitements sta-
tistiques réalisés sur la sortie du code de calcul ne peuvent être réalisés
par propagation directe de simulations Monte Carlo à travers le modèle
physique.
Une alternative intéressante réside dans les modèles de substitution ou méta-modèles.
Le principe du méta-modèle est de remplacer le simulateur numérique couteux par un
modèle beaucoup plus facile à calculer. Ainsi à partir de quelques observations réelles de
la sortie, un modèle est ajusté aux valeurs de la sortie à disposition et la précision modèle
est estimée. Lorsqu’on obtient un méta-modèle suffisamment précis, il est alors possible de
propager l’incertitude des paramètres d’entrée à travers le méta-modèle et de réaliser les
traitements statistiques présentés dans le chapitre précédent sur la nouvelle sortie estimée.
Les méthodes de modèles de substitution ou méta-modèles dites non intrusives sont
apparues dans les dernières décennies comme de puissants outils statistiques permettant
de modéliser la sortie d’un code de calcul complexe sous une forme beaucoup moins coû-
teuse en temps de calcul. Parmi les méthodes de modélisation, on peut citer le développe-
ment par chaos polynomial et le Krigeage (également appelé modélisation par processus
Gaussiens). Ce chapitre s’attachera d’abord à présenter respectivement les techniques de
modélisation du chaos polynomial et du Krigeage universel. Enfin, ce chapitre présentera
la contribution de mes travaux en proposant une combinaison des deux techniques pré-
sentées afin d’optimiser la construction du méta-modèle. Comme notifié précédemment, le
simulateur numérique FDTD étant très coûteux, l’objectif est d’ajuster ce méta-modèle
en me basant sur un nombre minimal d’observations de la sortie réelle, l’enjeu est donc
la parcimonie. Un schéma explicatif du principe des méta-modèles intégrant le caractère
spécifique de parcimonie propre à notre problématique est présenté en Figure 4.1. On se
situe donc toujours dans le même environnement mathématique où l’on a M paramètres
d’entrée x = (x1, ..., xM)T ∈ RM liés à une variable de sortie y par un modèle physique
déterministe f coûteux à évaluer tel que y = f(x). Soit X ⊂ RM l’espace des paramètres
d’entrée.
4.1 Le chaos polynomial
4.1.1 Historique
A l’origine, la théorie du chaos polynomial a été introduite par Wiener comme le chaos
polynomial en dimension finie [Wiener 1938] dans le cas de variables d’entrée aléatoires
Gausiennes. Dans ce cadre, la sortie est explicitement exprimée dans un espace adéquat à
l’aide d’une base constituée de polynômes d’Hermite multivariés orthogonaux au sens de la
densité de probabilité jointe des variables aléatoires d’entrée. Ce développement en séries
polynomiales a été plus tard étendu à d’autres types de variables aléatoires à l’aide de
différentes bases de polynômes [Xiu and Karniadakis 2002, Lucor and Karniadakis 2004]
amenant le développement du chaos polynomial généralisé. Concernant l’estimation des
coefficients déterministes du développement en séries polynomiales, un travail d’ampleur
a été mené dans le cadre des méthodes dites intrusives et plus particulièrement de la
méthode des élément finis stochastiques spectraux [Ghanem and Spanos 2003, Soize and
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Figure 4.1 : Schéma explicatif du principe de la construction d’un méta-modèle
Ghanem 2004] qui utilise une combinaison du développement de Karhunen-Loeve [Karhu-
nen 1947] avec la méthode des éléments finis pour des systèmes physiques modélisés par
des problèmes linéaires elliptiques aux conditions limites. Plus tard, les méthodes dites
non intrusives sont apparues comme une alternative dans ce domaine. Dans le cadre des
méthodes non intrusives, deux approches sont classiquement distinguées pour l’estimation
des coefficients déterministe du méta-modèle :
• La méthode de projection [Le Maitre et al. 2002, Silly-Carette 2008, Gilli et al. 2013]
qui est basée sur l’orthogonalité des polynômes du chaos. Le principe est de projeter
tout le développement polynomial sur le sous-espace associé au polynôme dont on
veut calculer le coefficient. Cette projection nécessite pour chaque coefficient le calcul
d’une intégrale. En pratique cette approche est assez couteuse car le calcul intégral
nécessite des schémas de quadrature basées sur des méthodes de quasi-Monte Carlo.
Même si des techniques de quadratures creuses ont pu être développées Matthies
and Keese [2005], l’approche par projection reste une approche couteuse en temps
de calcul pour nos cas d’application. L’avantage de cette méthode reste néanmoins le
fait que la précision de l’estimation du coefficient est uniquement liée à la précision
du calcul d’intégral. On a donc, en théorie, accès à la valeur exacte des coefficients.
• La méthode de régression introduite par [Isukapalli 1999] dont le principe est de
tronquer le développement et de réduire l’estimation des coefficients à un problème
de régression [Blatman and Sudret 2010, Berveiller et al. 2006]. C’est cette approche
plus appropriée à nos cas d’application qui sera privilégiée et détaillée dans mes
travaux.
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4.1.2 La théorie du chaos polynomial
Dans la théorie du chaos polynomial, comme dans la Section 3.2.1, l’incertitude affec-
tant le vecteur des paramètres d’entrée x conduit à sa représentation sous la forme d’un
vecteur aléatoire X dans un espace probabiliste (Ω,F ,P). On note toujours pX(x) la
densité de probabilité (PDF) associée au vecteur X. La variable de sortie affectée elle
aussi par l’incertitude Y = f(X) est considérée de variance finie et appartenant à l’espace
L2(RM ,BM ,PX) des fonctions de X de carré intégrables au sens de pX(x). Cet espace est
un espace de Hilbert muni du produit scalaire :
< ψ, φ >= E[ψ(X)φ(X)] =
∫
X
ψ(x)φ(x)pX(x)dx (4.1)
Dans un soucis de simplification, les paramètres d’entrée sont considérés indépendants,
un espace d’entrée dépendant pouvant être ramené à un espace standadisé indépendant
équivalent par la transformée de Nataf en faisant l’hypothèse de l’utilisation d’une copule
Gaussienne comme nous l’avons vu dans la Section 3.2.4.
Y étant de variance finie, on peut montrer qu’elle peut s’exprimer sur une base de
fonctions orthogonales [Soize and Ghanem 2004]. Une méthode pour obtenir une telle
base est d’utiliser des polynômes multivariés, ce qui donne le développement en séries
polynomiales suivant :
Y =
∑
α∈NM
βαψα(X) (4.2)
Où α = (α1...αM) est le vecteur des multi-indices, les βα sont des coefficients déterministes
à estimer, et les ψα sont des polynômes multivariés orthogonaux appelés polynômes de
base du chaos polynomial. Il est donc théoriquement possible de remplacer n’importe
quel simulateur numérique couteux en temps de calcul par un développement polynomial.
Certes ce développement est infini, mais si on arrive à l’approcher avec un nombre fini de
polynômes comme on le verra par la suite, on crée un méta-modèle polynomial qui sera
évidemment beaucoup plus rapide à estimer.
L’indépendance des paramètres d’entrée permet de construire les polynômes de base
comme une tensorisation de polynômes univariés et orthogonaux au sens des densités
marginales. Considérons une famille {pi(i)j , j ∈ N} de polynômes univariés orthogonaux
au sens de la marginale pXi(xi), l’indice j se référant au degré du polynôme et l’indice
i se référant à la variable aléatoire considérée. On obtient par tensorisation la famille de
polynômes multivariés ψα,α ∈ NM définie par :
ψα(x) = pi
(1)
α1
(x1)⊗ ...⊗ pi(M)αM (xM) (4.3)
Si les marginales suivent des lois uniformes sur [-1, 1], une telle famille de polynômes
orthogonaux univariés sera la famille des polynômes de Legendre définis entre -1 et 1. Si les
marginales suivent des lois normales standards, une telle famille sera celle des polynômes
d’Hermite. L’approche de régression utilisée dans ces travaux consiste en la troncature du
développement infini de l’Eq. (4.2) afin de se ramener à une série finie de polynômes dont
les multi-indices appartiennent à un certain ensemble fini A ⊂ NM :
Y =
∑
α∈A
βαψα(X) +  (4.4)
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Dans cette formulation, on estime les coefficients βα en minimisant l’erreur quadratique
entre la troncature et la sortie Y .
βˆ = {βˆα,α ∈ A} = arg min
β∈Rcard(A)
E
[
(
∑
α∈A
βαψα(X)− Y )2
]
(4.5)
Soit un plan d’expériences de N points XN = {x(1), ...,x(N)}, les coefficients des poly-
nômes de la troncature sont estimés avec l’estimateur des moindres carrés ordinaires :
βˆOLS = (Ψ
TΨ)−1ΨTy (4.6)
En notant les multi-incides composant l’ensembleA sous forme vectorielle (α(0), ...,α(P−1))T
avec P = card(A), βˆOLS = (βˆα(0) , ..., βˆα(P−1))T est le vecteur des coefficients estimés par
moindres carrés, Ψ = (ψα(j)(x(i)))1≤i≤N,0≤j≤P−1 est la matrice des polynômes calculée
aux points du plan d’expériences, et y = (f(x(1)), ..., f(x(N)))T est le vecteur de la sortie
aux points correspondants. Cette approche nécessite de définir une troncature et un plan
d’expériences adaptatif dirigé par la qualité du modèle obtenu. En effet, pour un plan
d’expériences donné de N observations, la résolution des moindres carrés suppose que le
nombre P de polynômes dans la troncature soit inférieur à N et choisi de telle sorte que la
matrice d’information soit bien conditionnée [Blatman and Sudret 2010]. Par conséquent,
si la qualité (au sens de la capacité de génralisation) du modèle obtenu n’est pas suffi-
sante, le nombre de polynômes dans la troncature doit être augmenté ainsi que le nombre
de points dans le plan d’expériences.
4.1.3 Les troncatures pleine et hyperbolique
Parmi les troncatures possibles, celle classiquement utilisée est la troncature en base pleine
[Blatman and Sudret 2008]. En considérant un degré p donné, cette troncature conserve
les polynômes de l’ensemble suivant : {ψα, |α| ≤ p} où | . | est la norme L1. Dans ce cas,
le nombre P de polynômes dans la troncature est égal à :
card(AM,p) = P =
(
M + p
p
)
(4.7)
Dans ce type de troncature, P augmente rapidement avec le degré p et le nombre
de paramètres d’entrée M comme le montre la Figure 4.2. Par conséquent, le nombre N
d’observations nécessaires dans le plan d’expériences peut rapidement devenir ingérable
d’un point vue coût de calcul pour un degré p important. Une première solution proposée
dans [Blatman and Sudret 2011] est de considérer une troncature hyperbolique de facteur
q. Une telle toncature intègre les polynômes dont le multi-indice fait partie de l’ensemble
suivant :
AM,p,q = {α ∈ NM , ||α||q ≤ p} (4.8)
où
||α||q =
(
M∑
i=1
(αi)
q
)1/q
(4.9)
L’objectif de cette troncature hyperbolique est de "creuser" avec plus ou moins d’intensité
la troncature pleine équivalente en fonction du facteur q. La troncature pleine équivalente
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Figure 4.2 : Evolution du nombre de polynômes P dans la troncature pleine en fonction
du degré p pour différents nombres de paramètres d’entrée M
Figure 4.3 : Forme d’une troncature hyperbolique en dimension 2 par rappor à une
troncature pleine pour q = 0.5.
correspond bien entendu à q = 1. Cela permet d’atteindre des degrés élevés avec un
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nombre réduit de polynômes comme on peut le voir sur la Figure 4.3 qui montre la forme
d’une troncature hyperbolique avec q = 0.5 et pour deux paramètres d’entrée x1 et x2.
Sur cette figure, les deux premiers graphes montrent la forme continue de la troncature
tandis que les deux graphes suivants montrent les polynômes sélectionnés caractérisés par
les ronds bleus pour chaque valeur de q. L’inconvénient est qu’en faisant cela on enlève
des polynômes d’interaction d’ordre relativement élevé qui peuvent possiblement avoir
une influence significative sur la sortie. Il faut donc être certain de l’absence d’interaction
entre paramètres d’entrée si l’on veut utiliser cette troncature. Dans le cas de l’analyse
statistique de l’exposition aux ondes, on verra que des phénomènes peuvent faire intervenir
beaucoup d’interactions, ce type de troncature ne sera par conséquent pas privilégié.
4.1.4 La troncature LARS
Une autre approche pour constituer une troncature est de faire l’hypothèse que la variable
de sortie est expliquée par un nombre réduit, mais inconnu, de polynômes influents. Le
challenge est alors d’identifier ces polynômes. C’est le principe de la troncature LARS.
Cette méthode permet de construire une troncature creuse en utilisant la méthode de
sélection Least Angle Regression (LARS) [Blatman and Sudret 2011, Efron et al. 2004].
Cette méthode initialement introduite dans [Efron et al. 2004], permet de sélectionner
dans la troncature les polynômes ayant le plus d’influence sur la sortie du modèle. Parmi
un très grand ensemble de polynômes formant une troncature pleine, l’objectif est de sé-
lectionner de façon itérative ceux ayant le plus d’impact en considérant leur corrélation
avec le résidu courant. Ainsi l’algorithme choisit un par un les polynômes dans l’ordre
d’influence décroissant supposé. On a donc autant de troncatures possibles que de poly-
nômes sélectionnés par l’algorithme, ces troncatures ayant une taille croissante. Dans la
théorie du LARS, la sortie est centrée et les prédicteurs (ici les polynômes) sont centrés
et normalisés sur l’espace d’entrée. Par conséquent le polynôme de degré total |α| = 0
(le terme constant) ne peut être sélectionné par l’algorithme. En pratique, ce polynôme
est préalablement retiré de l’ensemble de sélection et ajouté à la fin de la procédure de
sélection. L’algorithme de sélection des polynômes est le suivant :
1. Choisir un degré p d’une troncature pleine fournissant un ensemble de P − 1 poly-
nômes comme vu en Eq. (4.7).
2. Mettre à 0 les coefficients βα(1) , ..., βα(P−1) et le vecteur résidu initial à r(0) = y.
3. Sélectionner le polynôme ψα(j1) le plus corrélé avec r(0) = y au sens de la corrélation
de Pearson.
4. Déplacer la valeur βα(j1) dans la direction du polynôme ψα(j1) jusqu’a ce que le résidu
courant r(1) = y − βˆα(j1)ψα(j1)(X ) soit autant corrélé avec ψα(j1) qu’avec un autre
polynôme ψα(j2) .
5. Sélectionner ce second polynôme ψα(j2) et définir u(2) comme étant le vecteur unitaire
directeur de la bissectrice de ψα(j1) et de ψα(j2) .
6. Pour k allant de 3 à min(P,N − 2) :
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(a) Déplacer la valeur de β = (βα(j1) , ..., βα(jk−1)) dans la direction de u
(k−1) jusqu’à
ce que le résidu r(k−1) soit autant correlé avec u(k−1) qu’avec un autre polynôme
ψα(jk) .
(b) Sélectionner ce polynôme ψα(jk) et définir u
(k) comme étant le vecteur unitaire
directeur de la bissectrice de u(k−1) et de ψα(jk) .
7. Ajouter le polynôme constant égal à 1 (de degré total |α| = 0) aux polynômes
précédemment sélectionnés.
On obtient par conséquent L = min(P,N − 2) + 1 bases possibles {ψα(0) , ψα(j1) , ..., ψα(jk)}
où k ∈ J1, LK. L’intérêt de la méthode est de pouvoir choisir P ≥ N − 1 pour intégrer
des polynômes de degré élevé tout en construisant une troncature creuse. Pour chaque
base possible, les coefficients du développement polynomial sont obtenus par l’estimateur
des moindres carrés ordinaires calculé à partir des polynômes sélectionnés par le LARS.
Cette approche constitue une variante du LARS d’origine appelée méthode LARS OLS
hybrid et exposée dans [Efron et al. 2004]. Cette variante se montre en effet plus perfor-
mante pour obtenir une erreur quadratique empirique plus faible. On utilise donc le LARS
uniquement comme méthode de sélection et non pas pour estimer les coefficients du déve-
loppement. Cette troncature fournit par conséquent une représentation parcimonieuse du
développement de l’Eq. (4.2) et a prouvé son efficacité en terme de gain de points dans le
plan d’expériences [Blatman and Sudret 2011]. Elle sera celle utilisée dans la suite de ces
travaux.
4.1.5 Sélection et validation de modèle
Les troncatures creuses étant construites par régression à partir d’un plan d’expériences,
il est fondamental d’évaluer la qualité des méta-modèles générés et d’estimer leur pré-
cision. Pour extraire une qualité globale de ces méta-modèles, on considère l’erreur de
généralisation suivante :
Err = E
[(
f(X)− fˆ(X)
)2]
(4.10)
où f est le modèle physique, fˆ est le méta-modèle construit et E est l’opérateur d’es-
pérance. Un estimateur intuitif de cette erreur de généralisation est l’erreur moyenne
quadratique aux points de simulation. Pour un plan d’expériences X = {x(1), ...,x(N)} de
taille N , on a l’estimateur suivant :
MSE =
1
N
N∑
i=1
(
f(x(i))− fˆ(x(i))
)2
(4.11)
Dans le cas d’un plan d’expériences avec un faible nombre de points, cette estimateur MSE
peut largement sous-estimer l’erreur réelle de généralisation. Pour régler ce problème de
sous-estimation, on utilise dans ces travaux la validation croisée leave-one-out (LOOCV)
[Molinaro et al. 2005]. La LOOCV est une méthode fréquemment utilisée en machine
learning pour estimer la qualité d’un méta-modèle et/ou pour sélectionner le meilleur
méta-modèle parmi des possibles. Le principe de la LOOCV est de retirer un point x(i)
du plan d’expériences et de calculer le méta-modèle fˆ (−i) à partir du plan d’expériences
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réduit X \ {x(i)}. Il est alors possible de calculer l’écart du méta-modèle à la réalité au
point manquant :
∆(i) = f(x(i))− fˆ (−i)(x(i)) (4.12)
Cet écart est alors calculé pour tous les points du plan d’expériences et l’erreur de générali-
sation est estimée en prenant la moyenne de tous les écarts quadratiques. Cette estimation
de l’erreur de généralisation est appelé l’erreur leave-one-out :
ErrLOO =
1
N
N∑
i=1
∆(i)
2
(4.13)
Même si cet estimateur peut être encore optimiste par rapport à l’erreur de généralisa-
tion réelle, il l’est beaucoup moins qu’une erreur quadratique moyenne classique [Molinaro
et al. 2005]. Il est néanmoins dépendant du plan d’expérience et de la répartition des
points dans l’espace d’entrée. De plus, cette erreur leave-one-out peut être directement
calculée analytiquement à partir du modèle de base [Blatman and Sudret 2010], ce qui
gomme l’aspect calculatoire couteux de cette méthode. Pour faciliter l’interprétation de
cette erreur, on peut calculer un coefficient de détermination Q2 à partir de cette erreur :
Q2 = 1− ErrLOO
σˆ2y
(4.14)
Où σˆ2y est la variance estimée de la variable de sortie. Ainsi, plus Q2 est proche de 1, plus
la capacité de généralisation du méta-modèle sera élevée.
Cette estimation de la qualité du méta-modèle obtenu est utile non seulement pour
estimer l’erreur à la réalité mais aussi pour la sélection de troncature dans le cas de
l’approche par régression du chaos polynomial. En effet, dans le cas de la troncature LARS
utilisée dans mes travaux, la LOOCV permet de sélectionner le nombre de polynômes
LARS aboutissant au méta-modèle le plus précis. Plus précisément, à chaque itération de
l’algorithme LARS, une LOOCV est réalisée afin d’évaluer la qualité du modèle courant. A
la dernière itération de l’algorithme LARS, on vient sélectionner le nombre de polynômes
LARS qui donne la valeur de Q2 la plus élevée, i.e. le modèle avec la meilleure capacité
de généralisation.
4.1.6 Analyse de sensibilité et analyse de signature
Le méta-modèle obtenu par régression du développement tronqué du chaos polynomial
peut ensuite être utilisée de façon très directe pour estimer des quantités d’intérêt ou pour
réaliser une analyse de sensibilité sur des paramètres indépendants en utilisant les indices
de Sobol’ vus dans la Section 3.3.3. Dans cette section, on suppose que les polynômes ont
été préalablement centrés et réduits exceptés bien entendu le polynôme constant égal à
1. Ainsi, à partir de l’expression de l’Eq. (4.4), on estime la moyenne et la variance de la
variable de sortie par les expressions suivantes :
µˆY,A = β0 (4.15)
σˆ2Y,A =
∑
α∈A\{0}
β2α (4.16)
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De plus, on peut effectuer une analyse de sensibilité globale en estimant les indices de
Sobol’ de premier ordre et totaux [Sobol’ 2001]. La troncature du développement du chaos
polynomial permet d’estimer ces indices à l’aide des expressions suivantes [Sudret 2008]
des indices de Sobol’ d’ordre s Si1,...,is,A et total STi,A du paramètre d’entrée xi. L’indice
d’ordre s s’exprime :
Si1,...,is,A =
1
σˆ2Y,A
∑
α∈Ii1,...,is
β2α (4.17)
où l’on a :
Ii1,...,is =
{
α ∈ A, αk 6= 0 k ∈ {i1, ...is}
αj = 0 j /∈ {i1, ...is}
}
(4.18)
L’ensemble Ii1,...,is regroupe ici les multi-indices de la troncature tels que toutes leur com-
posantes relative aux variables étudiées (i1, ..., is) soient non nulles et tels que toutes leurs
autres composantes soient nulles. On ne s’intéressent qu’aux polynômes faisant interve-
nir l’ensemble des variables d’intérêt et uniquement celles-ci. Quant à l’indice total, il
s’exprime :
STi,A =
1
σˆ2Y,A
∑
k∈Ii
β2α (4.19)
Où Ii représente l’ensemble des indices de la troncature dont la composante du multi-indice
associée à la variable d’entrée considérée est non nulle :
Ii = {α ∈ A, αi 6= 0} (4.20)
L’approche par régression permet donc une estimation beaucoup plus rapide des indices
de sensibilité que l’approche classique par simulations de Monte Carlo à partir du méta-
modèle [Sobol’ 2001].
Pour aller plus loin dans l’étude de l’influence des paramètres d’entrée sur la variable de
sortie, une des contributions de mes travaux a été de proposer une analyse de signature du
développement en séries polynomiales tronqué. Le but de l’analyse, inspirée par l’analyse
de signature modale utilisée en électronique, est d’évaluer la variance de sortie expliquée
par chaque polynôme de la troncature. Pour cela, on calcule la magnitude relative de
chaque coefficient. La magnitude relative du coefficient βα(k) est définie comme suit :
mα,A =
β2α
σˆ2Y,A
(4.21)
Ainsi, la magnitude relative est directement image de l’importance du polynôme associé
dans la variance de la variable de sortie. Grâce à l’analyse de signature on peut avoir accès
de façon détaillée à l’ordre des polynômes les plus influents, à la nature des interactions
entre les différents paramètres d’entrée et à la complexité du méta-modèle généré, ce que
l’analyse de sensibilité ne permet pas. On peut donc ensuite effectuer une analyse physique
en se basant sur la distribution modale du méta-modèle.
4.1.7 Planification d’expériences
La définition du plan d’expériences est un élément déterminant dans la mise en oeuvre du
chaos polynomial par régression et plus généralement de beaucoup de méthodes de modé-
lisation non intrusives. Un plan d’expériences mal défini peut mener à une détérioration de
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la précision de l’approximation. Pour obtenir un méta-modèle globalement précis sur tout
le domaine d’entrée, on utilise généralement les techniques de planification d’expériences
dites de space-filling. Ces techniques visent à remplir l’espace d’entrée X avec un nombre
fini N de points dans le but de capter le plus d’information possible pour approcher la
sortie. Dans cette section, le domaine d’entrée X est supposé être l’ensemble fermé [0, 1]M
et les paramètres d’entrée sont supposés uniformes et indépendants sur cet espace. L’étude
de configurations différentes ne pose pas de problème en pratique car n’importe quel es-
pace d’entrée muni de lois de probabilité quelconques peut en théorie être ramené à cet
espace par transformation isoprobabiliste.
Echantillonage par Monte Carlo
Une première méthode de planification classique et facile d’implémentation est l’échan-
tillonnage uniforme par Monte Carlo qui est défini par :
XMCS =
{
x
(j)
i , i = 1...M, j = 1...N
}
(4.22)
où x(j)i est la réalisation d’une variable aléatoire uniforme sur [0, 1] etM étant le nombre de
variables. Il est important de préciser que les variables aléatoires dont les points sont des
réalisations sont indépendantes. Si elle est facile à implémenter, cette méthode nécessite
un grand nombre de points pour remplir l’espace d’entrée de manière uniforme et les méta-
modèles construits à partir de tels plans ont en pratique une erreur de généralisation très
aléatoire pour un nombre de points donné faible.
Plans Hypercubes Latins
Une alternative souvent employée sont les plans hypercubes latins ou latin hypercube sam-
pling (LHS) [McKay et al. 1979]. Ces plans assurent que les points du plan d’expériences
soit répartis de manière uniforme sur les axes de chaque paramètre d’entrée. Sa facilité
d’implémentation ajoutée à cette propriété intéressante en a fait une technique très po-
pulaire et très utilisée dans le domaine de la planification d’expériences. Un plan LHS de
taille N défini sur [0, 1]M est défini de la façon suivante :
X LHS =
{
x
(j)
i =
pi
(j)
i − 1 + u(j)i
N
, i = 1...M, j = 1...N
}
(4.23)
où pi(j)i est le j-ème élément de la i-ème permutation aléatoire de la séquence {1...M} et
u
(j)
i est la réalisation d’une variable aléatoire uniforme sur [0, 1]. Un exemple de plan LHS
en dimension 2 est présenté en Figure 4.4.
Si les plans Latin Hypercube ont la propriété d’être distribués de manière uniforme sur
les axes des paramètres d’entrée, ils n’assurent pas cette propriété pour des projections de
dimensions supérieures ce qui peut conduire à des plans sous-optimaux pour des sorties
incluant des interactions fortes entre les paramètres d’entrée. Des plans Latin Hypercube
dits optimaux permettent de limiter ce problème. De nombreuses références sont dispo-
nibles sur le sujet des plan hypercubes latin optimaux dans la littérature, que les plans
visent à être orthogonaux pour les effets principaux [Owen 1994, Tang 1998] ou bien que
les plans soit optimaux vis-à-vis d’un critère assurant la bonne répartition des points dans
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Figure 4.4 : Exemple de plan LHS en deux dimensions.
l’espace d’entrée [Johnson et al. 1990, Park 1994]. On peut citer plus particulièrement les
plans LHS maxmin [Johnson et al. 1990] qui visent à maximiser la distance euclidienne
minimum entre chaque couple de points du plan. Ces plans maxmin seront ceux utilisés
dans la suite de ce rapport à chaque fois que l’on parlera de plans LHS.
Les plans Latin Hypercube offrent également une possibilité d’enrichissement séquentiel
grâce à la technique du nested Latin Hypercube sampling (NLHS) [Wang 2003]. Le principe
de cette technique est de compléter un plan LHS existant par de nouveaux points en
conservant, au moins approximativement, la configuration LHS du plan. Cette technique
nous sera par la suite utile pour enrichir des plans existants et construire de nouveaux
méta-modèles plus précis.
La planification séquentielle suivant un critère maxmin
Afin d’optimiser l’enrichissement de plans d’expériences existants, une des pistes explorées
par ces travaux a été de considérer un enrichissement séquentiel d’un plan existant suivant
un critère maxmin. A partir d’un plan d’expériences existant, le but est d’ajouter un
point choisi dans l’espace d’entrée de sorte que l’on maximise la distance euclidienne
minimum entre ce point et tous ceux du plan d’expériences initial. Si on considère un plan
d’expériences XN de taille N, le plan augmenté correspondant sera XN+1 :
XN+1 = XN ∪ {x(N+1)} (4.24)
tel que :
x(N+1) = max
x∈X
min
x(i)∈XN
||x− x(i)|| (4.25)
Cette méthode séquentielle permet de remplir l’espace d’entrée de façon séquentielle et
uniforme. Pour ajouter des points selon ce critère, on génère un échantillon Monte Carlo
de grande taille et on sélectionne les points parmi cet échantillon qui maximisent le critère.
On ne sélectionne pas le point correspondant à l’optimum mais le meilleur point parmi
un très grand nombre de possibles. On compare maintenant les performances de cette
CHAPITRE 4. ANALYSE STATISTIQUE PAR MÉTA-MODÈLE 67
Figure 4.5 : Comparaison des méthodes de planification NLHS et séquentiel maximin
pour 50 LHS initiaux différents augmenté jusqu’à 160 points pour la fonction d’Ishigami.
méthode de remplissage séquentielle avec les performances de la technique NLHS à l’aide
d’une fonction test facile à calculer. La fonction test utilisée est la fonction d’Ishigami. La
fonction d’Ishigami est une fonction analytique de test couramment utilisée en analyse de
sensibilité [Saltelli et al. 2000]. C’est une fonction de trois paramètres d’entrée {x1, x2, x3}
indépendants que l’on équipe de distributions uniformes sur [−pi, pi] et s’exprimant comme
suit :
f(x) = sinx1 + 7 sin
2 x2 + 0.1x
4
3 sinx1 (4.26)
Cette fonction étant très rapide à calculer, on n’utilisera pas l’erreur leave-one-out comme
outil d’évaluation de la prédiction mais l’erreur moyenne quadratique relative de validation
de l’Eq. (4.27) sur Nm = 100, 000 points simulés par Monte Carlo.
MSEr =
∑Nm
i=1
(
f(x(i))− fˆ(x(i))
)2
∑Nm
i=1 (f(x
(i))− µˆy)2
(4.27)
où µˆy est la moyenne estimée de la variable de sortie. Cette erreur sera calculée pour
les deux techniques de planification d’expériences. On partira d’un plan LHS initial de 40
points. D’un côté ce plan sera augmenté par la technique NLHS jusqu’à 80 et 160 points ;
de l’autre coté, le plan initial sera augmenté par la méthode séquentielle de remplissage
maxmin et l’erreur présentée dans l’Eq. (4.27) sera calculée et comparée au NLHS pour
les mêmes nombres de points. Cette analyse est répétée 50 fois dans le but d’évaluer la
variabilité des résultats de ces méthodes de planification et des boxplots illustrant cette
variabilité sont présentées en Figure 4.5. Ces boxplots présentent la médiane, les quartiles
et les valeurs extrêmes de l’erreur de l’Eq. (4.27) pour les 50 générations indépendantes
des LHS initiaux. La Figure 4.5 montre que la technique de planification séquentielle
maxmin donne des résultats plus précis en terme de valeur médiane ainsi que pour les
quartiles et les valeurs extrêmes. Il semble donc que l’échantillonnage séquentiel maxmin
ait une convergence plus rapide que le NLHS pour la prédiction à l’aide de modèles de
chaos polynomial. La limitation de cette méthode est qu’elle a tendance à mettre des
points sur les bords du domaine qui représentent souvent les distances les plus élevées aux
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autres points. Par conséquent, en grande dimension, cette méthode peut passer du temps
à remplir les bords du domaines avant de venir en ajouter dans le centre qui dans certains
cas va être plus utile à la précision du modèle.
4.1.8 Exemple d’application : exposition d’un modèle d’enfant à
une station de base de femtocell
Pour illustrer les cas d’utilisation du chaos polynomial, on présente un exemple cas-test
issu de la problématique de la dosimétrie. L’objectif est d’analyser statistiquement l’ex-
position d’un modèle anatomique d’enfant à une station de base de femtocell. Le modèle
physique sera celui que l’on a présenté dans la Section 2.4.3. Le modèle anatomique d’en-
fant étudié ici est celui d’une fille de 8 ans nommée Eartha qui est issu de la Virtual
Family [Christ et al. 2010]. En termes d’incertitudes, on s’intéresse ici à l’incertitude de
la position relative de la station de base de femtocell par rapport à la position du modèle
anatomique. Par position relative, on entend que l’on veut capter par cette modélisation
l’influence de l’incertitude de la position de la station de base dans une pièce par rapport
à la position d’une personne en position debout. On définit alors quatre paramètres géo-
métriques représentant un domaine spatial d’une taille de l’ordre de grandeur d’une pièce
standard :
• trois paramètres spatiaux correspondant aux coordonnées cylindriques (r, φ, z) de la
station de base par rapport au modèle anatomique.
• un paramètre angulaire α correspondant à la rotation de la station de base sur
elle-même autour de son axe vertical.
En l’absence de données réelles sur ces incertitudes, on fait l’hypothèse que les paramètres
suivent tous des lois uniformes dont les bornes d’intervalle sont données dans la Table 4.1 :
Paramètre d’entrée Intervalle
r [1; 3] mètres
φ [0, 360] degrés
z [−0.75, 1.75] mètres
α [0, 360] degrés
Table 4.1 : Domaine de variation des paramètres d’entrée pour le problème de l’exposition
du foetus à une femtocell
Pour une meilleure compréhension, les sources d’incertitude sont représentées graphi-
quement dans la Figure 4.6. La variable de sortie d’intérêt est le DAS corps entier du mo-
dèle anatomique. La station de base rayonne à une puissance normalisée de 1 W. On crée
un plan d’expériences LHS initial constitué de 100 points à partir desquels on construit un
méta-modèle de chaos polynomial avec une troncature LARS. Pour améliorer la précision
du modèle et être sûr du résultat, le plan d’expérience est complété par un enrichissement
maxmin jusqu’à 360 points où l’on arrive à une valeur de Q2 = 0.98 satisfaisante. A partir
du modèle final, il est alors possible d’effectuer des simulations de Monte Carlo et d’esti-
mer la distribution de la variable de sortie. La Figure 4.7 présente l’estimation de cette
distribution. On remarque que cette distribution présente une modalité importante qui
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Figure 4.6 : Schéma de l’exposition d’Eartha à la station de base de femtocell indiquant
les sources d’incertitudes.
Figure 4.7 : Distribution du DAS corps entier d’Eartha.
s’explique par le fait que la décroissance en 1/r2 de la puissance reçue en fonction de la
distance génère plus de valeurs de DAS dans la partie inférieure du domaine de variation.
Le coefficient de variation de la distribution est CV = 0.68 (cf Eq. (3.30)). A partir de ce
modèle de chaos polynomial, on calcule les indices de Sobol’ totaux et de premier ordre
avec les formules présentés dans la Section 4.1.6. Les résultats sont présentés dans la Table
4.2. Les résultats montrent que le paramètre ayant la plus grande influence sur la variance
de sortie est la distance radiale r entre la station de base et le modèle anatomique. On
voit que les autres paramètres contribuent peu séparément mais néanmoins, si on prend
la contribution totale de tous ces paramètres en même temps, on obtient une valeur non
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Paramètre d’entrée Indice de premier ordre Indice total
r 0.61 0.77
φ 0.07 0.12
z 0.03 0.11
α 0.09 0.18
Table 4.2 : Indices de Sobol totaux et de premier ordre des paramètres d’entrée pour
l’exposition d’Eartha à une station de base de femtocell obtenus à partir de 1 000 000
simulations de Monte Carlo métamodèle de chaos polynomial.
Figure 4.8 : Illustration de géométrie d’immeuble possible.
négligeable. Il est également remarquable que le phénomène étudié est assez peu inter-
agissant puisque la différence entre les indices totaux et de premier ordre est assez faible,
excepté peut-être pour le paramètre de hauteur z.
Ce cas-test illustre ainsi les possibilités de l’utilisation du chaos polynomial pour les
problèmes de dosimétrie.
4.1.9 Exemple d’application : exposition en zone urbaine : calcul
du champ réfléchi par un immeuble à géométrie variable
L’approche par régression du chaos polynomial est ici appliquée à un exemple d’étude
issu du domaine de l’électromagnétisme. Le problème est non pas d’étudier l’exposition en
terme de puissance absorbée mais d’étudier l’exposition de la voie descendante à travers
l’évaluation de la valeur du champ électrique en milieu urbain. En effet, la forte densi-
fication des réseaux de téléphonie mobile en milieu urbain a conduit à l’évaluation de
l’exposition induite par la voie descendante de ces réseaux. Cette exposition se quantifie
généralement par la force du champ électrique mesuré ou simulé en un point de la zone
urbaine étudiée. Des modèles empiriques, statistiques ou encore théoriques basés sur des
techniques de propagation et de lancer de rayons existent pour simuler cette exposition
[Iskander and Yun 2002]. Cependant la plupart de ces simulateurs n’intègrent pas la varia-
bilité des détails architecturaux dans leur prédiction du champ diffracté par les bâtiments.
Pour étudier l’influence de l’architecture, on utilise dans cette section les travaux qui ont
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Figure 4.9 : Evolution de la force du champ électrique réfléchi par l’immeuble de la Figure
4.8 dans la direction spéculaire en fonction de la distance d’observation.
abouti à la construction d’un simulateur de champ diffracté par un immeuble à géométrie
variable éclairé par une onde plane [Mostarshedi et al. 2010]. Ce simulateur repose sur le
calcul du champ réfléchi par un immeuble dont on peut modifier les paramètres architec-
turaux. Une illustration d’une géométrie possible de l’immeuble est donné en Figure 4.8.
L’immeuble est uniquement constitué de béton et de verre. Les paramètres modifiables de
l’architecture de l’immeuble sont les permittivités du béton et du verre, la largeur et la
hauteur des fenêtres, les écarts verticaux et horizontaux entre les fenêtres et les distances
verticales et horizontales séparant les fenêtres des bords de l’immeuble. L’immeuble généré
est éclairé par une onde plane dont on spécifie l’angle d’incidence. Le calcul du champ dif-
fracté repose sur l’utilisation de fonctions de Green [Mostarshedi et al. 2010]. La force de
ce champ peut alors être calculée à différentes distances de l’immeuble et pour différents
angles d’observation. La Figure 4.9 présente le résultat du calcul de la force du champ dif-
fracté par l’immeuble de la Figure 4.8 éclairé par une onde plane en incidence normale en
fonction de la distance d’observation. On voit qu’en fonction de la zone de rayonnement,
l’évaluation de la force du champ diffracté en fonction de la distance n’est pas la même.
En effet, on constate une évolution très perturbée du champ électrique en zone de champ
très proche, suivi par une augmentation de la force du champ dans la zone de Rayleigh et
terminée par une décroissance dans les zones de Fresnel et de Franhöffer [Balanis 1988].
On se propose ici d’étudier l’influence de la variabilité des paramètres architecturaux
sur la valeur du champ dispersé par l’immeuble à travers une décomposition du champ
par chaos polynomial. L’approche par régression présentée plus haut dans la Section 4.1
est utilisée ainsi qu’une troncature creuse obtenue à l’aide de l’algorithme LARS. Le choix
est fait ici de se placer en direction spéculaire par rapport à l’immeuble et d’évaluer
l’impact des paramètres architecturaux sur le champ dispersé pour plusieurs distances.
Avec un pas de 50 m, on construit un modèle de chaos LARS pour chaque distance entre
d = 50m et d = 800m à partir d’un plan d’expériences LHS de 300 points qui nous donne
une précision par validation croisée que l’on juge suffisante pour chaque modèle construit
(Q2 ≥ 0.95). Le choix est volontairement fait ici de ne pas considérer la zone perturbée
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Figure 4.10 : Intervalles de confiance à 95% en fonction de la distance d’observation
obtenus à partir des distributions de sortie du champ réfléchi obtenues par modélisation
par chaos polynomial.
en dessous de 50 m. En effet, la trop forte instabilité de cette zone rend la modélisation
par chaos polynomial irréalisable pour un budget de calcul raisonnable. La distribution
de sortie du champ réfléchi est ensuite obtenue pour chaque distance par simulations
de Monte Carlo sur le méta-modèle obtenu par chaos polynomial. On trace ensuite la
courbe moyenne de l’amplitude du champ réfléchi avec les intervalles de confiance à 95%
issus des distributions de sortie estimées à partir des méta-modèles. Les résultats sont
présentés en Figure 4.10. Cette figure montre une diminution de la largeur de l’intervalle
de confiance avec l’augmentation de la distance. Ce résultat est assez intuitif car il est
assez vraisemblable que les effets des paramètres architecturaux soient plus atténués à
grande distance de l’immeuble.
Figure 4.11 : Analyse de signature du modèle de chaos polynomial à d = 100m en
direction spéculaire.
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On se place maintenant à d = 100m de l’immeuble en direction spéculaire et on veut
évaluer l’influence relative de chaque paramètre sur le champ réfléchi. Pour cela, on effectue
une analyse de signature sur le modèle de chaos polynomial généré comme présenté à la
Section 4.1.6. Les résultats de cette analyse de signature sont présentés en Figure 4.11.
Sur cette figure, l’axe des abscisses représente les polynômes du méta-modèle de chaos
LARS ordonnés dans l’ordre de sélection de l’algorithme. Pour plus de lisibilité, ne sont
présenté sur cette figure que les polynômes ayant le poids le plus élevé et exprimant à
eux seuls 95% de la variance de sortie du méta-modèle. L’axe des ordonnées de gauche
représente la magnitude relative de chaque polynôme qui apparait sous la forme d’une
barre dont la hauteur représente la magnitude. Dans le même temps, les barres sont
divisées horizontalement pour représenter la nature de chaque polynôme par un code
couleur. Plus la barre est épaisse, plus l’ordre total |α| du polynôme est élevé (α étant
le multi-indice du polynôme considéré). La largeur de chaque division de barre représente
les poids relatifs αi de chaque variable dans le polynôme (αi étant la i-ème composante de
α). Chaque couleur correspond à un paramètre d’entrée spécifique. Cette figure montre
que les polynômes les plus influents sur le champ réfléchi à 100 m sont des polynômes
d’ordre 1 univariés fonction des permittivités du ciment et du verre, de la largeur et la
hauteur de fenêtre et de l’espacement entre les fenêtres. Il apparait également que les
paramètres représentant la distance des fenêtres aux bords de l’immeuble (D3 et D4) sont
absents des polynômes les plus influents). On remarquera aussi que ne figurent pas de
polynôme univarié d’ordre total |α| = 2 et qu’il n’y a que des polynômes d’interactions
pour cet ordre total. Le phénomène physique possède donc des interactions importantes
qui semblent être constituées en majorité de l’interaction entre une permittivité et un
paramètre géométrique (3 polynômes sur 4 dans ce cas parmi les plus influents).
Intéressons-nous maintenant à l’influence du décalage angulaire de l’observation du
champ avec une onde qui arrive toujours en incidence normale sur l’immeuble. La distance
d’observation est fixée à 100 mètres de l’immeuble et l’angle d’observation est décalé de 0
à 10◦. On répète le processus que l’on a mis en place pour la Figure 4.10 et on construit
des méta-modèles de chaos polynomial pour plusieurs angles. La Figure 4.12 présente la
courbe moyenne du champ réfléchi en fonction de l’angle d’observation à 100 m et les inter-
valles de confiance à 95% correspondants. De même que précédemment, pour l’évolution
de l’intervalle de confiance en fonction de la distance, l’intervalle diminue avec l’augmen-
tation de l’écart angulaire d’observation. Les effets des paramètres architecturaux sont là
encore atténués avec l’angle d’observation. Ensuite, la distance reste toujours fixé à 100m
et l’écart angulaire est lui fixé à une valeur de 10◦. On veut faire l’analyse de signature
précédente pour ce point d’observation pour étudier l’évolution de l’influence des différents
paramètres par rapport à un angle nul. L’analyse de signature est présentée en Figure 4.13.
Cette figure affiche cette fois-ci uniquement les polynômes représentant 90% de la variance
pour des raisons de clarté d’affichage. La lecture de la figure se fait de la même façon que
pour la Figure 4.11. Il apparait clairement que le phènomène à modéliser est plus complexe
que dans le cas de la direction spéculaire puisque beaucoup plus de polynômes ont une
influence significative sur la variance. Cette complexité est aussi révélée par le fait que des
polynômes d’ordre total 9 et 10 sont impliqués significativement dans la variance. Si le
phénomène est plus complexe que précédemment, on retrouve néanmoins la prédominance
des polynômes linéaires univariés dans la variance totale. De même, la présence signifi-
cative des polynômes d’interaction nous conforte dans notre choix de base pleine comme
ensemble de sélection pour le LARS. Enfin, on remarque que les variables correspondant
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Figure 4.12 : Intervalles de confiance à 95% en fonction de l’angle d’observation à 100m
obtenus à partir des distributions de sortie du champ réfléchi obtenues par modélisation
par chaos polynomial.
à un paramètre géométrique représentant une distance horizontale sont beaucoup plus
présents dans les polynômes d’ordre élevé que les paramètres verticaux. Il y a donc une
très forte complexité de l’effet de ces paramètres horizontaux. Cela s’explique par le fait
qu’en augmentant l’angle d’observation (décalage horizontal d’un coté de l’immeuble), les
diffractions selon l’axe horizontal deviennent de plus en plus complexes alors que les dif-
fractions venant de l’axe vertical restent à peu près les mêmes car on se situe à la même
hauteur de l’immeuble (on ne se décale pas verticalement).
Les travaux effectués dans le cadre de cette application et la présentation de l’analyse
de signature ont fait l’objet d’une publication d’article dans la revue IEEE Transaction
on Antenna Propagation [Kersaudy et al. 2014].
Dans le cadre de la construction de méta-modèles basés sur le chaos polynomial pour
la résolution de problèmes concrets, j’ai également contribué à la publication d’un article
traitant de la gestion de l’incertitude dans le domaine des méta-matériaux où la réalisation
pratique de tels matériaux conduit généralement à des différences de performances par
rapport à celles prévues par la simulation. Le chaos polynomial permet ainsi de prendre
en compte l’influence de cette incertitude de réalisation [Arya et al. 2015].
4.2 Le Krigeage universel
4.2.1 Un bref historique
Le Krigeage universel (également appelé dans un cadre particulier modélisation par proces-
sus Gaussiens) a été initialement introduit par Matheron en 1969 [Matheron 1969] dans le
domaine des géostatistiques comme un outil d’interpolation de données ponctuelles consi-
dérées comme les points d’une trajectoire d’un champ aléatoire. Cette approche a été
largement utilisée par la suite dans le domaine des expériences numériques comme outil
de méta-modélisation [Sacks et al. 1989b;a, Rasmussen and Williams 2006, Santner et al.
2003], dans le domaine de la planification séquentielle d’expériences [Bect et al. 2012, Pi-
cheny et al. 2010, Dubourg et al. 2011] ou encore dans le domaine de l’optimisation globale
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Figure 4.13 : Analyse de signature du modèle de chaos polynomial à d = 100 m pour un
angle d’observation de 10◦
[Jones et al. 1998].
4.2.2 La formulation du Krigeage universel
Dans un cadre entrées-sortie identique à celui présenté au début de la Section 4, le Krigeage
universel traite la sortie déterministe du modèle physique y = f(x) comme la réalisation
d’un processus stochastique Y (x) décomposé comme la somme d’une partie linéaire dé-
terministe et d’un processus stochastique Z(x)de moyenne nulle indexé par x ∈ X. Pour
mémoire, un processus stochastique est une variable aléatoire fonction d’une ou plusieurs
variables scalaires (correspondant ici aux paramètres x). Toute réalisation d’un tel pro-
cessus est également appelée trajectoire. Dans ces travaux, ce processus sera Gaussien, i.e.
la loi statistique régissant la variable aléatoire Y (x) sera une loi normale et plus généra-
lement pour n’importe quel N -uplet de points x(1), ...,x(N) dans le domaine d’entrée, le
vecteur (Z(x(1)), ..., Z(x(N))) possède une loi normale multivariée. Notons Y (x) le proces-
sus et Y (x, ω) une réalisation de ce processus où ω appartient à l’espace des évènements
Ω sous-jacent. On obtient alors la formulation du Krigeage universel suivante :
f(x) = Y (x, ω) =
P−1∑
k=0
βkψk(x) + Z(x, ω) x ∈ X, ω ∈ Ω (4.28)
Dans cette équation, ψ = {ψk, k = 0...P − 1} est un ensemble de fonctions de régression,
β = {βk, k = 0...P − 1} sont les coefficients de régression correspondants et Z(x) est le
processus Gaussien [Sacks et al. 1989a, Rasmussen and Williams 2006] indexé par x ∈ X.
Ce processus est ici stationnaire à l’ordre 2 (le processus étant Gaussien il est également
stationnaire au sens strict), i.e. sa moyenne et sa variance ne dépendent pas de x et sa
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covariance ne dépend que de l’incrément x − x′ de l’espace d’entrée et non des valeurs
de x et x′ en elles-mêmes. La loi de ce processus est alors entièrement caractérisée par sa
moyenne et sa fonction (ou noyau) de covariance k :
E[Z(x)] = 0 ∀x ∈ X (4.29)
Cov[Z(x), Z(x′)] = k(x,x′) = σ2R(x− x′) ∀{x,x′} ∈ X2 (4.30)
Dans les équations ci-dessus, σ2 = Var[Z(x)] est la variance constante du processus et R
est ce que l’on appelle la fonction d’autocorrelation.
4.2.3 Les fonctions d’autocorrélation
Dans la théorie du Krigeage, il y a classiquement deux approches pour modéliser la struc-
ture de dépendance entre les valeurs du processus aux différents points de l’espace d’entrée.
On distingue premièrement l’approche dite du variogramme. Cette approche largement uti-
lisée dans le domaine géostatistique [Matheron 1969] repose sur l’utilisation d’une fonction
γ que l’on appelle semi-variogramme et définie comme suit :
2γ(h) = Var[Z(x+ h)− Z(x)] (4.31)
L’hypothèse de stationnarité du processus n’étant pas forcément valide pour les applica-
tions rencontrées en géostatistique, une hypothèse plus faible de stationnarité intrinsèque
est utilisée. On entend par stationnarité intrinsèque le fait que le processus ∆Z(h) =
{Z(x + h) − Z(x),x ∈ X} est stationnaire à l’ordre 2. Il est possible de lier ce semi-
variogramme γ à covariance du processus en développant l’expression de l’Eq. (4.31) :
2γ(h) = Var[Z(x+ h)] + Var[Z(x)]− 2Cov[Z(x), Z(x′)] (4.32)
La construction du modèle de Krigeage est alors sous-tendue à la connaissance de ce vario-
gramme. En pratique, il est très rare de connaitre ce variogramme. Il faut donc l’estimer à
partir d’observations de la sortie. Sachant que la définition de la structure de dépendance
peut avoir une grande influence sur la précision des prédictions du modèle de Krigeage,
l’étape de l’estimation du variogramme ou de la fonction de covariance conditionne la
qualité du modèle. Dans l’approche dite variographique classique, on recourt à ce que l’on
appelle la nuée variographique pour estimer le variogramme. La nuée variographique est
en fait un ensemble d’écarts entre des points de l’espace d’entrée associés aux carrés des
différences entre les sorties correspondantes. Considérons un ensemble de N points d’en-
trée associés à leur image par le modèle physique :
{(
x(1), f(x(1))
)
...
(
x(N), f(x(N))
)}
. On
a alors la nuée variographique correspondante :
ν =
{(
||x(i) − x(j)||, 1
2
(f(x(i))− f(x(j)))2
)
, {i, j} ∈ J1, NK2} (4.33)
On peut théoriquement estimer empiriquement le variogramme à partir d’un jeu de don-
nées, mais cela nécessite un grand nombre de points qui ne sont pas forcément à dispo-
sition. La solution généralement privilégiée est donc de partir d’un modèle paramétrique
construit à partir d’une expertise métier dont on estimera les paramètres à l’aide de la nuée
variographique. Les techniques utilisées pour estimer les paramètres variographiques sont
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multiples mais nécessitent un nombre de points significatif qui devient vraiment très im-
portant au fur et à mesure que l’on augmente le nombre de paramètres d’entrée ; problème
qui ne se rencontre pas en géostatistique où la majeure partie des problèmes sont en di-
mension 2 ou 3 [Ginsbourger 2009]. Dans les problématiques développées dans ces travaux
de thèse, on veut pouvoir traiter de manière automatique des problèmes très différents
ayant potentiellement un nombre important de paramètres d’entrée. On ne privilégiera
donc pas l’approche du variogramme pour l’emploi du Krigeage dans ces travaux de thèse.
Il est cependant intéressant de citer les travaux de [Jawad 2014] intégrant une application
de la dosimétrie numérique utilisant l’approche variographique. Le cas d’application en 2
dimensions vise à évaluer l’exposition d’un modèle anatomique induite par une onde plane
ayant ses angles d’azimut et d’élévation variables.
Une seconde approche également utilisée pour modéliser la structure de dépendance
du processus Gaussien est de remplacer l’estimation du variogramme par l’estimation
de la fonction de covariance. Comme pour l’approche du variogramme, on va ici aussi
définir a priori une structure paramétrique pour la fonction de covariance. L’estimation
des paramètres de covariance est faite ici par la maximisation d’un critère d’adéquation
entre les données observées et les prédictions fournies par le processus muni de la fonction
de covariance paramétrique en question. Typiquement, des méthodes de maximisation de
vraisemblance ou de validation croisée peuvent être utilisées comme on le verra par la
suite. C’est cette approche qui sera utilisée dans les travaux présentés dans ce mémoire.
Comme on l’a vu dans l’Eq. (4.30), la covariance s’exprime dans le cas de processus
Gaussiens stationnaires en fonction d’une fonction d’autocorrélation (ou du noyau de co-
variance qui est proportionnel à l’autocorrélation dans le cas stationnaire) définie a priori.
Cet apriori est généralement choisi en fonction de la connaissance de certaines caracté-
ristiques de la sortie du modèle physique. On utilisera ici des fonctions d’autocorrélation
anisotropes. L’utilisation de telles fonctions est pertinente quand les paramètres d’entrée
ont des influences différentes sur la variable de sortie. On présente plusieurs exemples de
fonctions d’autocorrélation qui seront utilisées par la suite.
La fonction d’autocorrélation Nugget La fonction d’autocorrélation nugget se défi-
nit de la façon suivante :
R(x− x′) = 1x=x′(x− x′) (4.34)
Dans cette équation δ représente la fonction de Dirac. Un processus Gaussien muni de ce
noyau aura donc toutes ses observations indépendantes et identiquement distribuées. Cette
fonction d’autocorrélation sert donc à modéliser un bruit blanc. En pratique, ce noyau de
covariance est utilisé en plus d’un autre noyau quand la sortie du modèle physique est
intrinsèquement incertaine à cause d’une incertitude de mesure par exemple.
La fonction d’autocorrélation Gaussienne Un autre noyau couramment utilisé est
la fonction d’autocorrélation Gaussienne. Elle se définit comme suit :
R(x− x′,θ) = exp
(
−1
2
M∑
i=1
( |xi − x′i|
θi
)2)
(4.35)
Dans cette équation, θ = {θ1, ..., θM} représente les paramètres de covariance modélisés
ici par des longueurs de corrélation que l’on devra estimer en fonction d’observations
de la sortie. Ce noyau de covariance confère au processus de sortie un degré infini de
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différentiabilité. Il est donc utilisé lorsque l’on a cet apriori de caractère C∞ sur la sortie
de son modèle physique.
La fonction d’autocorrélation de Matérn Le noyau de Matérn est également très
utilisé dans le domaine de l’apprentissage statistique [Santner et al. 2003]. Il est défini par
l’expression :
R(x− x′,θ, ν) =
M∏
i=1
1
2ν−1Γ(ν)
(
2
√
ν
|xi − x′i|
θi
)ν
Kν
(
2
√
ν
|xi − x′i|
θi
)
(4.36)
Dans l’équation ci-dessus, θ = {θ1, ..., θM} est toujours le vecteur des paramètres de
covariance (longueurs de corrélation) à déterminer. ν ≥ 1/2 est ce que l’on appelle le
paramètre de forme, Γ est la fonction Gamma et Kν est la fonction de Bessel de seconde
espèce [Abramovitz and Stegun 1972]. Cette fonction d’autocorrélation de Matern possède
des caractéristiques intéressantes car en fonction de la valeur du paramètre de forme ν,
le processus Gaussien sera dν − 1e différentiable (d.e correspond ici à la fonction partie
entière par excès). En pratique la valeur de ν utilisée est égale à 3/2 pour un processus 1
fois différentiable et égale à 5/2 pour un processus 2 fois différentiable.
Ayant affaire à des phénomènes réguliers dans la problématique de l’exposition et de la
dosimétrie numérique, les choix du noyau Gaussien ou du noyau de Matérn avec ν = 5/2
apparait pertinent.
4.2.4 Le meilleur prédicteur linéaire sans biais (BLUP)
Soit un plan d’expériences de N points XN = {x(1)...x(N)}. Sous les hypothèses du
Krigeage universel, on définit le meilleur estimateur linéaire non biaisé de la sortie du
modèle physique (BLUP for best linear unbiased predictor) de la manière suivante :
mˆYˆ (x) = ψ(x)
T βˆ + r(x)TR−1(y −Ψβˆ) (4.37)
où ψ(x) = (ψ0(x), ..., ψP−1(x))T et βˆ = (βˆ0, ..., βˆP−1)T sont respectivement les vecteurs
des fonctions de régression et des estimateurs des coefficients de régression, r(x) =
(R(x − x(1),θ), ..., R(x − x(N),θ))T est le vecteur de corrélation entre x et les points
du plan d’expériences, R = (R(x(i) − x(j),θ))1<=i,j<=N est la matrice de corrélation du
plan d’expériences, y = (f(x(1)), ..., f(x(N)))T est la réponse correspondante aux points du
plan d’expériences et Ψ = (ψ(x(1)), ...ψ(x(N)))T est la matrice des fonctions de régression
calculées aux points du plan d’expériences. Dans la formulation de l’ Eq. (4.37), βˆ est
l’estimateur des moindres carrés généralisés :
βˆ = (ΨTR−1Ψ)−1ΨTR−1y (4.38)
Il est important de remarquer que si l’ensemble des fonctions de régression se réduit au
polynôme constant égal à 1, le modèle de Krigeage est appelé Krigeage ordinaire. La partie
déterministe du modèle de Krigeage ordinaire se limite donc à la moyenne estimée de la
sortie. En plus de cet estimateur sans biais, le Krigeage fournit un intervalle d’incertitude
autour de cet estimateur. En effet, l’erreur du modèle étant modélisée dans l’Eq. (4.28) par
un processus Gaussien, le BLUP est lui même l’espérance conditionnelle aux observation
d’un processus Gaussien de variance s2
Yˆ
(x) :
s2
Yˆ
(x) = σ2
(
1− r(x)TR−1r(x) + u(x)T (ΨTR−1Ψ)−1u(x)
)
(4.39)
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avec
u(x) = ΨTR−1r(x)−ψ(x) (4.40)
La précision d’un modèle de Krigeage est fortement dépendante de la précision avec la-
quelle on infère les longueurs de corrélation θ de la fonction d’autocorrélation. Parmi les
méthodes classiquement utilisées pour l’inférence de ces paramètres il y a premièrement les
méthodes basées sur la maximisation d’un critère d’adéquation entre les données d’observa-
tion et le modèle de Krigeage comme la validation croisée ou le maximum de vraisemblance
[Bachoc 2013]. L’estimation de ces hyperparamètres peut également se faire à travers une
approche bayésienne [Santner et al. 2003]. Dans ces travaux, les longueurs de corrélation
sont inférées par la méthode du maximum de vraisemblance. On rappelle l’expression de
la vraisemblance des observations y respectant la distribution normale multivariée :
L(y|β, σ2,θ) = 1
((2piσ2)N [detR(θ)])1/2
exp
[
− 1
2σ2
(y −Ψβ)TR(θ)−1(y −Ψβ)
]
(4.41)
La simplification de la vraisemblance en prenant l’opposé du logarithme − log(L) et en
utilisant l’expression de l’Eq. (4.38) aboutit à une expression qui dépend seulement du vec-
teur des hyperparamètres. La maximisation de la vraisemblance revient alors à minimiser
une expression plus simple appelée fonction de vraisemblance concentrée :
Lr(θ) = σˆ2(θ)[detR(θ)]
1/N (4.42)
où :
σˆ2(θ) =
1
N
[y −Ψβˆ(θ)]TR−1[θ)(y −Ψβˆ(θ)] (4.43)
et N est le nombre de points d’observation. Ainsi l’estimation de θ est faite par la mi-
nimisation globale de cette fonction de vraisemblance concentrée. Dans ces travaux, le
problème d’optimisation globale est traité à l’aide de l’algorithme BOXMIN de la boîte
à outil Matlab DACE [Lophaven et al. 2002] qui est basé sur un algorithme de dichoto-
mie multivariée. Cet algorithme assez simple peut voir ses performances se dégrader avec
une augmentation de la dimension du problème. Il existe d’autres algorithmes d’optimi-
sation plus complexes et plus performants comme celui de la boite à outil R DiceKriging
[Roustant et al. 2010]. Néanmoins celui de la boite DACE suffit pour les exemples et les
méthodes présentées dans ces travaux.
Le méta-modèle basé sur le Krigeage est interpolant. Il est également asymptotique-
ment consistant quand la fonction de covariance du processus sous-jacent est continue sur
sa diagonale [Vazquez 2005](pp. 132-156). On entend par consistance asymptotique le fait
que la variance de la différence entre le processus Gaussien associé au meilleur prédic-
teur linéaire sans biais et le processus exact sous-jacent modélisé tend vers 0 quand N
tend vers l’infini [Vazquez 2005](pp. 132-156). De plus, le processus de sortie est Gaussien
conditionnellement aux observations en chaque point du domaine d’entrée :
Y (x)|y ∼ N (mˆYˆ (x), s2Yˆ (x)) (4.44)
On peut voir sur la Figure 4.14 un exemple de meilleur estimateur linéaire sans biais
de la fonction analytique en une dimension y = x sin(x) construit à partir des points
d’observation marqués par une croix rouge. Cette figure présente également l’intervalle
de confiance à 95% conditionnel aux observations du modèle de Krigeage obtenu à partir
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Figure 4.14 : Exemple de modèle de Krigeage pour la fonction y = x sin(x)
de la variance locale de l’Eq. (4.39). Un indicateur de précision d’un modèle de Krigeage
universel classiquement utilisé est l’erreur moyenne quadratique intégrée (IMSE) [Picheny
et al. 2010, Sacks et al. 1989a] définie par :
IMSE =
∫
X
s2y(x)pX(x)dx (4.45)
Néanmoins, l’IMSE ne reflète pas la capacité de généralisation du méta-modèle. Dans
un but d’analyse de la capacité de généralisation du modèle et de comparaison de per-
formances avec les développements du chaos polynomial, la précision du modèle de Kri-
geage sera estimée dans mes travaux par validation croisée leave-one-out (cf Section 4.1.5).
Comme pour les développements en séries polynomiales, l’erreur leave-one-out définie dans
l’Eq. (4.13) peut être calculée analytiquement par la méthode décrite dans [Dubrule 1983].
Les fonctions de régression sont souvent déterminées à partir de la connaissance a
priori de l’évolution de la sortie en fonction des entrées [Oakley 2004]. Un modèle de
Krigeage universel peut donc être difficile à construire dans le sens où l’on ne bénéficie que
rarement de connaissances a priori sur la sortie d’un modèle physique. Sans cet apriori,
la solution généralement privilégiée est de considérer uniquement le polynôme constant
égal à 1 comme fonction de régression, ce qui revient à un Krigeage ordinaire. Une des
contributions de mes travaux a donc été d’élaborer une méthodologie pour construire
un modèle de Krigeage universel à l’aide des polynômes d’un développement de chaos
polynomial.
4.3 Hybridation du chaos polynomial et du Krigeage
universel
La méthodologie proposée par ces travaux est basée sur l’utilisation des polynômes sé-
lectionnés par l’algorithme LARS dans un développement de chaos polynomial comme
fonctions de régression dans la formulation du Krigeage universel de l’Eq. (4.28). Nous
proposons donc d’utiliser la capacité de généralisation des développements en séries po-
lynomiales ainsi que la capacité du LARS à sélectionner l’ensemble creux de polynômes
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le plus pertinent pour construire l’approximation du Krigeage universel. Le but est de
sélectionner les fonctions qui apportent le plus d’information utile au modèle de Krigeage.
En faisant cela, le processus Gaussien n’a plus pour rôle que de modéliser le résidu entre la
sortie et la partie déterministe de la formulation constituée par ces fonctions de régression.
L’algorithme utilisé pour construire un tel modèle de Krigeage se présente comme suit :
1. Construire un plan d’expériences initial d’une taille donnée ;
2. Appliquer l’algorithme LARS à un ensemble candidat de polynômes issu d’un déve-
loppement de chaos polynomial ;
3. A chaque étape de sélection du LARS, construire le modèle de Krigeage universel
correspondant à l’ensemble courant de polynômes sélectionnés ;
4. Appliquer une LOOCV sur chaque métamodèle ainsi construit pour évaluer leur
précision ;
5. Sélectionner alors le modèle avec la plus grande capacité de généralisation, i.e. celui
produisant l’erreur leave-one-out la plus faible ;
6. Si la capacité de généralisation obtenue n’est pas satisfaisante, augmenter la taille
du plan d’expériences en ajoutant de nouveaux points et reprendre l’algorithme à la
seconde étape.
Il est intéressant de noter que le premier polynôme choisi par le LARS est toujours
le polynôme constant, le Krigeage ordinaire est donc toujours le premier modèle dont la
précision est évaluée. En conséquence si aucun autre polynôme n’apporte une amélioration
de précision au modèle de Krigeage, le modèle choisi par l’algorithme sera le Krigeage ordi-
naire. On se situe donc dans une démarche de sélection du modèle de Krigeage représentant
au mieux les données. On appellera cette méthode hybride le LARS-Kriging-PC. Cette
méthodologie de construction d’un modèle de Krigeage universel à l’aide de polynômes is-
sus d’un développement de chaos polynomial a fait l’objet d’une publication d’article dans
la revue Journal of Computational Physics [Kersaudy et al. 2015]. Il existe des points
communs entre cette approche et une autre méthode appelée blind-Kriging développée
dans [Joseph et al. 2008] mais notre méthode diffère de cette dernière par l’algorithme de
sélection des fonctions de régression et l’utilisation d’une base de chaos polynomial.
4.3.1 Exemple d’application analytique : la fonction d’Ishigami
Cette section est dédiée à la validation du LARS-Kriging-PC avec l’exemple analytique
de la fonction d’Ishigami présentée dans l’Eq. (4.26). On construit donc un méta-modèle
de chaos polynomial LARS classique, un méta-modèle de Krigeage ordinaire et un méta-
modèle de LARS-Kriging-PC sur des plans d’expériences LHS de différentes tailles. On
part d’un plan initial de 40 points augmenté par la suite via la technique NLHS présentée
plus haut dans la Section 4.1.7. L’erreur moyenne quadratique relative présentée dans
l’Eq. (4.11) de ces méta-modèles est ensuite calculée à partir de 100000 simulations de
Monte Carlo (la fonction d’Ishigami étant rapide à calculer). Cette démarche est répétée
50 fois (à partir de 50 LHS initiaux différents) dans le but d’observer la variabilité des
résultats. Les résultats sont présentés en Figure 4.15 sous forme de boxplots affichant la
CHAPITRE 4. ANALYSE STATISTIQUE PAR MÉTA-MODÈLE 82
Figure 4.15 : Comparaison des méthodes de LARS-PC, de LARS-Kriging-PC et de Kri-
geage ordinaire pour 50 LHS initiaux différents de 40 points augmentés jusqu’à 160 points
par la technique NLHS pour la fonction d’Ishigami.
médiane de l’erreur, les quartiles et les valeurs maximales et minimales de l’erreur sur les
50 répétitions indépendantes. La Figure 4.15 montre que le LARS-Kriging-PC obtient une
meilleure précision que le chaos polynomial LARS classique (LARS PC) et que le Krigeage
ordinaire en terme de valeur médiane. L’écart de précision semble plus significatif entre
le LARS-Kriging-PC et le Krigeage ordinaire qu’entre le LARS-Kriging-PC et le chaos
polynomial LARS classique. Enfin, pour un faible nombre de points, le Krigeage ordinaire
semble avoir les résultats les moins variables d’entre les trois méthodes.
4.3.2 Exemple d’application analytique : la fonction de Borehole
On applique maintenant la même démarche que dans la section précédente mais pour une
autre fonction test analytique : la fonction de Borehole. La fonction de Borehole est une
fonction test utilisée pour des problèmes de prédiction [Morris et al. 1993, Xiong et al.
2013]. Cette fonction comporte 8 paramètres d’entrée et modélise le débit d’eau à travers
un trou de forage par l’équation suivante :
f(x) =
2pix3(x4 − x6)
ln(x2/x1)
(
1 + 2x7x3
ln(x2/x1)x21x8
+ x3
x5
) (4.46)
Tous les paramètres d’entrée sont modélisés par des lois uniformes indépendantes dont les
intervalles de variation sont listés dans la Table 4.3.
On effectue la même comparaison de performances que dans le cas de la fonction d’Ishi-
gami et les résultats sont présentés en Figure 4.16 sur le même modèle que précédemment.
Comme pour la fonction d’Ishigami, il apparait que le LARS-Kriging-PC a une précision
plus élevée que le Krigeage ordinaire et le chaos polynomial classique en terme de valeur
médiane. Néanmoins, pour un nombre de point égal à 50, il y a un nombre significatif de
points considérés comme aberrants qui donnent des erreurs plus élevées que pour le Kri-
geage ordinaire. Cela peut être dû à une mauvaise optimisation de la boite à outil DACE
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Paramètre d’entrée Intervalle
x1 [0.05; 0.15]
x2 [100; 50000]
x3 [63070; 115600]
x4 [990; 1110]
x5 [63.1; 116]
x6 [700; 820]
x7 [1120; 1680]
x8 [9855; 12045]
Table 4.3 : Domaine de variation des paramètres d’entrée pour la fonction de Borehole
Figure 4.16 : Comparaison des méthodes de LARS-PC, de LARS-Kriging-PC et de Kri-
geage ordinaire pour 50 LHS initiaux différents de 50 points augmentés jusqu’à 200 points
par la technique NLHS pour la fonction de Borehole.
utilisée ici [Lophaven et al. 2002] qui fournit un algorithme d’optimisation des hyperpa-
ramètres basique et qui peut générer des solutions sous-optimale en dimension élevée. Ce
phénomène n’apparait pas pour un nombre de points plus élevé où le LARS-Kriging-PC
obtient toujours de meilleurs résultats. Comme pour la fonction d’Ishigami, le Krigeage
ordinaire reste la méthode avec les performances les moins variables pour un faible nombre
de points.
4.3.3 Exemple d’application analytique : la fonction de Sobol
On veut maintenant tester les performance du LARS-Kriging-PC avec un exemple en
grande dimension. On utilise la fonction analytique de Sobol’ en dimension 20 dont l’ex-
pression est :
f(x) =
20∏
i=1
|4xi − 2|+ ci
1 + ci
x ∈ [0, 1]20 (4.47)
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Figure 4.17 : Comparaison des méthodes de LARS-PC, de LARS-Kriging-PC et de Kri-
geage ordinaire pour 50 LHS initiaux différents de 50 points augmentés jusqu’à 200 points
par la technique NLHS pour la fonction de Sobol.
avec
c = (1, 2, 5, 10, 20, 50, 100, 500, 500, 500, 500, 500, 500, 500, 500, 500, 500, 500, 500, 500)
(4.48)
La même procédure que pour les deux précédents exemples est répétée pour cette fonction.
Les résultats sont présentés en Figure 4.17. Ces résultats confirment le caractère optimal
de la méthode LARS-Kriging-PC. En effet, les performances du LARS-PC-Kriging sont
significativement meilleures que pour le Krigeage ordinaire et sont au moins égales à
celles du LARS-PC classique. Le caractère creux de la fonction de Sobol’ qui a quelques
variables plus influentes que les autres semble bien capté par l’algorithme du LARS. Par
conséquent, les modèles de LARS-PC-Kriging ont une meilleure précision que ceux du
Krigeage ordinaire car ils bénéficient des polynômes LARS captant ce caractère creux
de la fonction. A travers les trois exemples analytiques que l’on vient de présenter, il
apparait que les performances du LARS-Kriging-PC sont dépendantes du problème et
du modèle physique étudié. En présence d’un problème ou le LARS-PC et le Krigeage
ordinaire ont des performances médiocres, le LARS-Kriging PC pourra aussi avoir des
performances limitées et le manque de précision devra être compensé par l’addition de
points supplémentaires. Mais d’un point de vue applicatif, cette approche nous assure
d’avoir des performancesau moins aussi bonnes que les deux autres méthodes. Et du fait
que le Krigeage ordinaire et le LARS-PC sont deux techniques de méta-modélisation très
différentes qui peuvent avoir des performances totalement différentes selon le problème,
l’optimalité du LARS-Kriging-PC a un intérêt non négligeable.
4.3.4 Application à l’exposition d’un foetus à un système femto-
cell
Cette approche a été utilisée pour étudier l’influence du positionnement d’un système
femtocell sur l’exposition corps entier d’un fœtus. Le modèle anatomique que l’on utilise
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Figure 4.18 : Représentation géométrique des paramètres d’entrée pour le problème de
l’exposition du foetus à une femtocell
Paramètre d’entrée Intervalle
r [1; 3] mètres
φ [0, 360] degrés
z [−0.75, 1.75] mètres
α [0, 360] degrés
Table 4.4 : Domaine de variation des paramètres d’entrée pour le problème de l’exposition
du fœtus à une station de bases de femtocell
est ici un modèle de femme enceinte à la 26eme semaine d’aménorrhée. Ce modèle est le
modèle de Victoria enceinte que l’on a utilisé dans la Section 2.5 Pour cette étude, ce
modèle de femme enceinte est déformé en position assise avec les bras levés comme si elle
tapait sur un clavier d’ordinateur. Une station de base de femtocell est ensuite déplacée (cf
Section 2.4) autour de ce modèle de femme enceinte et on évalue le DAS corps entier du
fœtus par l’hybridation modes sphériques/FDTD présentée en Section 2.4. Le DAS corps
entier du fœtus est défini comme le rapport de la puissance électromagnétique absorbée
du fœtus sur le poids total du fœtus. Pour étudier l’influence de la position de la station
de base placée dans une pièce sur l’exposition du fœtus, on fait l’hypothèse que tous les
positionnements relatifs de la femme enceinte et du système femtocell ont des chances
égales d’exister. On définit alors quatre paramètres d’entrée incertains et indépendants
pouvant influencer le DAS corps entier du fœtus sur le modèle du cas-test de la Section
4.6 (cf Figure 4.18) :
• Les trois coordonnées cylindriques r, φ, z qui décrivent la position spatiale de la
station de base dans un repère centré sur le corps de la femme enceinte.
• L’angle de rotation de la station de base par rapport à l’axe vertical Oz.
Les quatre paramètres d’entrée sont représentés par des lois uniformes indépendantes
dont les domaines de variation sont donnés dans la Table 4.4. On constitue un plan d’expé-
riences LHS initial de 50 points qui est augmenté par la technique NLHS jusqu’à 100 et 200
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Figure 4.19 : Comparaison des méta-modèles LARS PC, LARS-Kriging-PC et Krigeage
ordinaire pour le problème de l’exposition du fœtus à la station de base en utilisant l’erreur
relative de la validation croisée leave-one-out en fonction du nombre de points.
points pour des besoins de précision. A partir de ces données les mêmes méta-modèles que
précédemment sont construits : un chaos polynomial LARS classique, un LARS-Kriging-
PC et un Krigeage ordinaire. Pour estimer la précision des méta-modèles générés, on se
sert de l’erreur relative tiré de la validation croisée leave-one-out présentée dans la Section
4.1.5 :
1−Q2 = ErrLOO
σˆ2y
(4.49)
Cette erreur est calculée pour les différents modèles et pour les différents nombres de
points du plan d’expériences. Les résultats présentés en Figure 4.19 montrent que le LARS-
Kriging-PC a une précision significativement supérieure au Krigeage ordinaire mais obtient
des performances similaires au chaos polynomial classique quel quesoit le nombre de points
et génère des erreurs relatives inférieures à 0.05 pour 100 et 200 points. Pour évaluer
l’influence relative des paramètres d’entrée sur la variance du DAS corps entier du fœtus,
les indices totaux de Sobol’ sont estimés ainsi que les indices de premier ordre [Sobol’ 2001]
à partir du modèle de LARS-Kriging-PC de 200 points en utilisant 1 000 000 simulations de
Monte Carlo. Ces indices de Sobol’ sont présentés dans la Table 4.5. Cette table montre que
la variance du DAS corps entier du foetus est principalement expliquée par les paramètres
r et φ. En particulier, le paramètre le plus influent est l’angle d’azimut φ de la station de
base de femtocell autour du corps de la femme enceinte. Cette prédominance s’explique
principalement par le fait que l’épaisseur de tissu de la femme enceinte séparant le fœtus
de l’air est fortement variable avec l’angle φ. L’absorption des ondes par le corps de la
femme enceinte avant qu’elles arrivent jusqu’au fœtus varie donc en conséquence. De plus,
la Table 4.5 montre une différence significative entre les indices de premier ordre et les
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Paramètre d’entrée Indice de premier ordre Indice total
r 0.171 0.508
φ 0.389 0.764
z 0.014 0.261
α 0.002 0.131
Table 4.5 : Indices de Sobol totaux et de premier ordre des paramètres d’entrée pour
le problème de l’exposition du fœtus à la station de base obtenus à partir de 1 000 000
simulations de Monte Carlo du BLUP du métamodèle LARS-Kriging-PC pour 200 points.
Figure 4.20 : Schéma du cas test d’application de l’incertitude morphologique.
indices totaux. Cela signifie qu’il y a de fortes interactions dans le phénomène étudié.
Le calcul des indices d’ordre plus élevé montre que pour les indices de second ordre,
seul l’indice d’interaction entre r et φ est significatif et que la variance expliquée par les
paramètres d’entrée z et α est constituée principalement des indices d’ordre 3 et 4. Ces
variables sont alors toujours en interaction avec r et/ou φ.
4.3.5 Application à l’étude de l’influence de l’incertitude morpho-
logique.
L’utilisation des polynômes de développement du chaos polynomial dans la partie déter-
ministe du modèle de Krigeage universel est maintenant testée sur un autre cas-test issu
de la dosimétrie. Comme présenté dans la Section 3.2.3, on cherche à étudier l’influence de
l’incertitude morphologique du corps humain sur la puissance absorbée par le corps. On
considère donc le cas d’exposition présenté dans la Figure 4.20. Dans ce cas d’exposition
le modèle anatomique étudié est Visible Human [Ackerman 1995] que l’on va déformer à
l’aide des techniques de morphing présentée dans la section 3.2.3. Deux types de para-
mètres d’entrée sont ici retenus : d’un côté les paramètres morphologiques présentés dans
la section 3.2.3 et de l’autre côté une incertitude sur la source qui est ici une onde plane.
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Paramètre d’entrée Loi θ1 θ2
Stature Lognormale 5.175 0.044
Tour de poitrine Gumbel 96.51 7.919
Tour de ceinture Gumbel 83.68 8.098
Carrure Lognormale 3.736 0.094
Hauteur de l’entrejambe Lognormale 4.370 0.066
φ Uniforme 0 360
Table 4.6 : Lois marginales des paramètres d’entrée.
L’angle d’azimut ψ de l’onde plane est un paramètre d’entrée muni d’une loi uniforme
sur [0, 360◦]. La liste des paramètres d’entrée ainsi que les lois associées sont présentées
dans la Table 4.6. Pour les 5 premiers paramètres, la structure de dépendance est celle
présentée dans la section 3.2.3 et le paramètre d’azimut est défini comme indépendant
des 5 autres paramètres morphologiques. La variable de sortie est ici le DAS corps entier
du modèle anatomique. A l’aide de la transformée de Nataf, on se ramène à un espace
standardisé pour pouvoir construire les méta-modèles de chaos polynomial et de Krigeage
tels que présentés dans les exemples précédents. A partir d’un LHS initial de 100 points
que l’on augmente jusqu’à 300 points pour la technique du NLHS, on construit les trois
modèles de LARS-PC, de LARS-Kriging-PC et de Krigeage ordinaire. La précision des
modèles construits est comme dans la section précédente évaluée à l’aide de l’erreur re-
lative de la validation croisée de l’Eq. (4.49). La Figure 4.21 présente les résultats sous
le même format que la Figure 4.19. Cette figure confirme à nouveau le caractère optimal
du LARS-PC-Kriging. Pour un nombre de 100 points, on observe que la méthode d’hy-
bridation obtient une meilleure précision que les deux autres méthodes, en particulier si
l’on s’intéresse à la différence de précision avec le Krigeage ordinaire. Il apparait par la
suite qu’avec l’ajout de points, le modèle de LARS-PC-Kriging voit sa précision améliorée
jusqu’à obtenir une erreur relative inférieure à 1% et que les autres méthodes suivent la
même tendance en venant in fine approcher ses performances. Il est alors possible de vi-
sualiser la distribution statistique du DAS corps entier par la propagation de l’incertitude
morphologique et de l’incertitude de l’orientation de la source par simulations de Monte
Carlo à travers le méta-modèle de LARS-Kriging-PC le plus précis (300 points). Cette
distribution est présentée en Figure 4.22. On observe une bimodalité sur cette distribution
vraisemblablement due au comportement oscillant de la sortie en fonction de l’angle d’azi-
mut. Le coefficient de variation de cette distribution est égal à CV = 0.245. A partir du
modèle optimal obtenu avec 300 points, une analyse de sensibilité est effectuée qui prend
en compte la dépendance entre les 5 premiers paramètres. On utilise pour cela les indices
de Kucherenko présentés dans la Section 3.3.4. Les indices de premier ordre et les indices
totaux pour chaque variable sont calculés en utilisant 1000000 simulations de Monte Carlo
propagées à travers le méta-modèle. Les résultats sont présentés dans la Table 4.7. Ce ta-
bleau montre clairement que le paramètre le plus influent dans ce problème d’exposition
est celui de l’orientation de la source. En effet, les indices de premier ordre et totaux de
Kucherenko de l’angle d’azimut de l’onde plane (qui correspondent ici aux indices de So-
bol’ puisque ce paramètre est indépendant des autres) sont respectivement égaux à 0.71
et 0.74. On remarque au passage la faible différence entre les valeurs de ces indices, ce qui
nous indique qu’il y a peu d’interaction entre l’azimut et les paramètres morphologiques. Il
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Figure 4.21 : Comparaison des métamodèles LARS PC, LARS-Kriging-PC et Krigeage
ordinaire pour l’incertitude morphologique en utilisant l’erreur relative de la validation
croisée leave-one-out en fonction du nombre de points.
Paramètre d’entrée Indice de premier ordre Indice total
Stature 0.034 0.006
Tour de poitrine 0.22 0.033
Tour de ceinture 0.23 0.046
Carrure 0.075 0.025
Hauteur de l’entrejambe 0.022 0.006
φ 0.713 0.748
Table 4.7 : Indices de Kucherenko totaux et de premier ordre des paramètres d’entrée
pour le problème de l’incertitude morphologique obtenus à partir de 1 000 000 simulations
de Monte Carlo du BLUP du méta-modèle LARS-Kriging-PC pour 300 points.
pourra éventuellement être envisagé dans de futures études de cas similaires le traitement
séparé de l’incertitude de la source et de l’incertitude morphologique à travers deux méta-
modèles de dimension réduite. Pour ce qui est des indices des paramètres morphologiques,
on remarque tout d’abord que les indices totaux sont tous très faibles. Ce résultat n’est
pas très surprenant étant donné la dépendance assez élevée entre certains paramètres d’en-
trée comme expliqué dans la Section 3.3.4. Il est donc intéressant de considérer les indices
totaux faisant intervenir plusieurs paramètres à la fois pour avoir accès à l’influence de
l’incertitude morphologique dans sa globalité. Ce qui s’avère pertinent dans ce cas est de
considérer l’indice total de l’ensemble des 5 paramètres morphologiques qui est égal ici à
1 moins l’indice de premier ordre de l’angle d’azimut. On voit que l’on obtient dans ce cas
un indice total de l’ensemble des paramètres morphologiques égal à 0.287. Si l’influence
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Figure 4.22 : Distribution du DAS corps entier obtenu par propagation de l’incertitude
morphologique et de l’incertitude de la source à travers le méta-modèle de LARS-Kriging-
PC construit à partir du LHS de 300 points.
des paramètres morphologiques est moindre que celle de l’azimut elle reste cependant non
négligeable. En regardant les influences séparées des paramètres morphologiques à l’aide
des indices du premier ordre, il apparait que seuls le tour de poitrine et le tour de cein-
ture ont une influence significative sur le DAS corps entier du modèle anatomique. On
rappelle que ces deux paramètres sont très dépendants (ρS = 0.8, cf Table 3.2), ils ont
donc une grande partie de leur influence qui est commune à cause de cette corrélation. En
conclusion, il ressort alors que la variation du DAS corps entier du modèle anatomique
est en majeure partie due à l’angle d’azimut de l’onde plane source de l’exposition et de
l’influence conjointe du tour de poitrine et du tour de ceinture. Ces résultats d’analyse
de sensibilité sur les paramètres dépendants sont néanmoins à prendre avec une certaine
retenue car comme expliqué dans la Section 3.2.3, la communauté scientifique propose plu-
sieurs méthodes concernant l’analyse de sensibilité de paramètres dépendants qui donnent
parfois des résultats contradictoires et le consensus sur les méthodes à employer n’a pas
encore été trouvé.
4.4 Conclusion
Pour conclure, ce chapitre a présenté les constructions de méta-modèles pour la propa-
gation de l’incertitude à travers l’utilisation de plusieurs méthodes connues ou nouvelles.
Premièrement, l’approche de régression pour la construction de développement tronqués
de chaos polynomial a été introduite et testée sur des cas-test qui ont pour certains fait
l’objet d’une publication d’article [Kersaudy et al. 2014]. Ensuite, le Krigeage universel a
été introduit pour pouvoir justifier d’une nouvelle méthode hybride qui utilise des poly-
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nômes sélectionnés par le LARS pour des développements de chaos polynomial en tant que
fonctions de régression dans la partie déterministe du modèle de Krigeage universel. Cette
nouvelle méthode appelée LARS-Kriging-PC, qui a fait l’objet d’une publication d’article
[Kersaudy et al. 2015], est testée à l’aide de plusieurs exemples analytiques et de cas-
test concrets issus de la dosimétrie numérique. Cette méthode montre sur ces exemples
son caractère optimal par rapport au chaos polynomial LARS classique et au Krigeage
ordinaire.
Toutes ces méthodes se révèlent efficaces pour construire des méta-modèles avec une
bonne précision globale et peuvent donc être utilisées pour une analyse globale des distri-
butions de sortie. En revanche, si on veut conduire une analyse locale de ces distributions,
par exemple à travers l’étude des quantiles de queue de distribution, la précision globale
du modèle ne sera pas suffisante. En se restreignant au cas des quantiles, il faut trouver des
moyens d’avoir accès à la précision de l’estimation de ces quantiles. Le Chapitre 5 s’atta-
chera donc au développement de méthodes pour estimer la précision des quantiles calculés
à partir de méta-modèles, en particulier de méta-modèles de chaos polynomial. De plus,
pour satisfaire à l’exigence de parcimonie dans l’ajout de points au plan d’expériences, ce
chapitre développera une méthodologie de planification orientée vers l’estimation efficace
et parcimonieuse des quantiles à 95% des distributions de sortie.
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la distribution de sortie
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C
omme expliqué dans la Section 3.3.2, au delà de l’analyse de sensibilité
globale, les quantiles de la distribution de sortie sont aussi une informa-
tion qui nous intéresse. En particulier, on s’intéresse dans ces travaux
de thèse au quantile à 95% de la distribution de sortie avec un contexte
qui reste le même que précédemment : on veut une estimation du quan-
tile à 95% dont on sait estimer la précision (que l’on veut la plus haute
possible) et que l’on peut obtenir à partir d’un nombre de points limité. On rappelle l’ex-
pression du quantile à 95% en transcrivant l’expression de l’Eq. (3.33), le quantile q95 est
ainsi la valeur de la variable de sortie telle que :
P(Y ≤ q95) = FY (q95) = 0.95 (5.1)
Classiquement, pour estimer la valeur de ce quantile, on utilise son approximation par
Monte Carlo que ce soit à l’aide du modèle physique ou bien à l’aide d’un méta-modèle.
Soit un échantillon de Monte Carlo de la sortie Y de taille n : {y1, ..., yn}. On rappelle
l’approximation par Monte Carlo de la fonction de répartition de la variable aléatoire Y :
FˆY (y) =
1
n
n∑
i=1
1yi≤y (5.2)
L’estimateur Monte Carlo du quantile à 95% de la variable de sortie est donc défini de la
manière suivante :
qˆ95 = inf
{
y, FˆY (y) ≥ 0.95
}
= y(d0.95ne) (5.3)
Dans l’Eq. (5.3), d.e représente toujours la fonction valeur entière supérieure et y(i) qui
est la i-ème statistique d’ordre. Théoriquement la précision de cette approximation du
quantile est connu. En effet, on connait le comportement limite de l’estimation quand n
tend vers l’infini ; l’incertitude sur son estimation est sans biais et tend vers une loi normale
dont on connait la variance [Cannamela et al. 2008] :
√
n(qˆ95 − q95) −−−→
n→∞
N (0, σ2qˆ95) avec σ2qˆ95 =
0.95(1− 0.95)
p2Y (q95)
(5.4)
On voit avec cette expression qui est généralisable pour n’importe quel quantile que plus on
cherche un quantile élevé, plus la variance d’estimation sera grande. Ainsi avec le quantile
à 95%, il n’est donc pas possible d’utiliser les simulations de Monte Carlo de façon directe
dans le cas du modèle physique de la FDTD pour obtenir une estimation de cette grandeur
d’intérêt. On peut bien sûr comme précédemment utiliser un méta-modèle à travers lequel
on pourra propager l’incertitude des paramètres d’entrée. Néanmoins, il faut que ce méta-
modèle soit très précis dans la région du quantile si l’on veut pouvoir faire confiance à
cette estimation. Dans la méthodologie développée dans le chapitre précédent, on voit que
pour estimer la précision des méta-modèles, des estimateurs de précision généraux qui
calculaient une précision moyenne sur tout le domaine d’entrée étaient utilisés. On n’a
donc pas nécessairement l’assurance que les méta-modèles en question soient précis dans
la région du quantile. Il nous faut donc trouver un estimateur de la précision du quantile
ainsi qu’un moyen d’augmenter cette précision avec un nombre de points le plus réduit
possible.
Dans la littérature, on rencontre plusieurs méthodes d’estimations de quantiles élevés
d’une distribution de sortie.Tout d’abord, on peut citer les méthodes s’attachant à réduire
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la variance des estimations faites à partir d’échantillons Monte Carlo. Il y a par exemple
les méthodes utilisant des variables de contrôle ou control variate en anglais [Hesterberg
and Nelson 1998, Nelson 1987]. Leur principe est de considérer une variable aléatoire ad-
ditionnelle dont on connait parfaitement la distribution ou du moins la partie d’intérêt
et dont on sait qu’elle est dépendante statistiquement de celle dont on veut estimer le
quantile. Il est alors possible d’utiliser cette variable comme variable de contrôle pour
réduire la variance de l’estimation du quantile. Sur le même principe, on trouve la stra-
tification contrôlée [Cannamela et al. 2008]. Le principe est ici d’estimer la fonction de
répartition par partie à l’aide d’un modèle que l’on a à disposition et dont on se sert
comme variable de contrôle. Avec cette estimation par partie, il est possible de générer
un nombre de simulations Monte Carlo plus important dans la zone intéressante pour
l’estimation du quantile et par là même de réduire la variance de l’estimation. Enfin,
on peut aussi citer les méthodes d’échantillonnage préférentiel ou importance sampling
[Glynn 1996] où l’idée est d’échantillonner la variable aléatoire dans la zone intéressante
pour l’estimation du quantile à l’aide d’une variable additionnelle dite instrumentale qui
permet cet échantillonnage préférentiel. Dans notre cas, il parait compliqué d’utiliser de
telles méthodes pour l’estimation de quantiles car elles nécessiteraient un temps de calcul
trop conséquent.
Une alternative se situe dans l’utilisation de méta-modèles et dans la conception de mé-
thodologies de planification d’expériences adaptatives orientée vers l’estimation de quan-
tile. Il existe beaucoup de ces méthodes dans le cadre de l’utilisation de modèle de Krigeage.
Ces méthodes développées à l’origine pour l’analyse de fiabilité ou l’optimisation globale
peuvent être facilement adaptées pour l’estimation de quantile. On retrouve par exemple
la méthode de l’expected improvement [Jones et al. 1998, Vazquez and Bect 2010] où les
points sont ajoutés au plan d’expériences de manière à ce qu’ils permettent d’améliorer
l’estimation du maximum. On trouve également la méthode SUR pour Stepwise Uncer-
tainty Reduction [Bect et al. 2012] qui est une méthode orientée vers l’estimation d’une
probabilité de défaillance et qui a été adaptée pour l’estimation de quantile dans [Arnaud
et al. 2010, Jala 2013]. On peut aussi citer une méthode d’analyse de fiabilité développée
dans [Picheny et al. 2010] qui utilise un critère d’erreur pondérée d’un modèle de Krigeage
pour définir des zones d’exploration pour l’ajout de nouveaux points. Ces méthodes font
partie des nombreuses initiatives pour le développement de stratégies adaptatives dans le
domaine de l’analyse de fiabilité [Bichon et al. 2011, Echard et al. 2011, Dubourg et al.
2011]. Toujours dans le cadre de modèles de Krigeage, il existe des méthodes spécifique-
ment développées pour l’estimation de quantiles. Par exemple, [Oakley 2004], utilise la
normalité des modèles de Krigeage conditionnelle aux plan d’expériences pour définir une
zone d’exploration enrichie à l’aide de plans LHS tronqués. Enfin, on peut cite la mé-
thode GPS pour Gaussian Process Shrunk [Jala 2013, Jala et al. 2014] développée au
sein d’Orange Labs pour la résolution de problèmes issus de la dosimétrie. Cette méthode
utilise des fonctions d’encadrement pour définir les nouvelles zones d’exploration. On dé-
veloppera plus en détail cette méthode dans la suite de ce chapitre. Pour résumé, toutes
ces méthodes utilisent des modèles de Krigeage et peuvent bien entendu être utilisées
avec les modèles de LARS-Kriging-PC présentés dans le chapitre précédent. En revanche,
il n’existe pas à notre connaissance dans la littérature de telle méthode de planification
orientée pour les modèles de chaos polynomial. Une approche basée sur des rééchantillon-
nages bootstrap à certes été développée dans Notin [2010] pour estimer l’incertitude sur
les quantiles mais elle n’intégrait pas de méthode de planification spécifique pour cette
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estimation ce qui est l’objectif principal de ce chapitre.
Dans ce chapitre on s’attache donc à développer une stratégie de planification adap-
tative pour estimer le quantile dont on estime la précision à l’aide de rééchantillonages
bootstrap du plan d’expériences. Cette méthode que l’on appelle le BOAS pour Boots-
trapped Oriented Adaptive Sampling s’inspire de la méthode GPS et est à destination des
utilisateurs de la théorie du chaos polynomial (mais est aussi applicable à toute tech-
nique de méta-modèle) pour laquelle il n’a pas été développé à notre connaissance de telle
stratégie adaptative. Cette méthode du BOAS fait l’objet d’une soumission d’article dans
l’International Journal on Uncertainty Quantification.
5.1 La méthode BOAS (Bootstrapped Oriented Adap-
tive Sampling)
5.1.1 La théorie du bootstrap et les intervalles de confiance
Une méthode couramment utilisée pour extraire un intervalle de confiance d’une estimation
d’une quantité d’intérêt est la méthode du bootstrap. Cette méthode a originellement été
introduite par Efron [Efron 1979, Efron and Gong 1983]. L’origine sémantique du nom de la
méthode provient de la philosophie de son utilisation. L’idée est d’extraire un maximum
d’information et de précision à partir d’un unique échantillon de faible taille dont on
dispose. Considérons un échantillon d’observation z = {zi, i ∈ J1, NK} indépendant et
identiquement distribué d’une variable aléatoire Z ∈ R dont la fonction de répartition est
notée F . Considérons également une quantité statistique d’intérêt T (F ) de cette variable
aléatoire. Le principe du bootstrap est de rééchantillonner z avec remise pour obtenir
une estimation de la distribution de l’incertitude associée à l’estimation Tˆ de la quantité
d’intérêt T (F ). Le rééchantillonage de l’échantillon d’origine z se fait suivant une loi
multinomiale où chaque point d’observation est muni d’un poids 1/N . Le résultat de ce
rééchantillonnage est donc un nouvel échantillon z∗ de la même taille que z et constitué
des observations de z avec remise, c’est-à-dire que des éléments de l’échantillon d’origine
z pourront être répétés plusieurs fois dans z∗. Si on compte le nombre d’observations
différentes dans le vecteur rééchantillonné, il sera donc inférieur ou égal à N . Dans [Gazut
2007], il est montré qu’en moyenne le nombre d’observations différentes au sein d’un vecteur
rééchantillonné est de 0.63N .
Considérons maintenant un ensemble de B rééchantillonages bootstrap de z : {z∗k, k ∈J1, BK}, ainsi que les B estimations associées de T (F ) : {Tˆ ∗k = Tˆ (z∗k), k ∈ J1, BK}. Des
approximations de la moyenne et de la variance de l’estimateur Tˆ sont obtenues par les
expressions suivantes :
µˆTˆ =
1
B
B∑
k=1
Tˆ ∗k (5.5)
σˆ2
Tˆ
=
1
B − 1
B∑
k=1
(Tˆ ∗k − µˆTˆ )2 (5.6)
De manière générale, l’ensemble {Tˆ ∗k = Tˆ (z∗k), k ∈ J1, BK} représente une estimation em-
pirique de la distribution de l’incertitude associée à l’estimateur Tˆ . En conséquence des
intervalles de confiance peuvent également être déduits de ces rééchantillonages bootstrap
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en prenant les quantiles empiriques de la distribution de l’incertitude de Tˆ . En effet en ex-
trayant les quantiles α/2 et (1-α/2) de la distribution bootstrap, on obtient une estimation
d’un intervalle de confiance de degré α :
T (F ) ∈ [Tˆ ∗(dαB/2e) ; Tˆ ∗(d(1−α/2)Be)] (5.7)
Cette méthode d’obtention d’intervalles de confiance est appelée la méthode des pourcen-
tiles simple et requiert environ B = 1000 rééchantillonnages bootstrap pour avoir une
bonne approximation des quantiles de la distribution bootstrap [Efron 1979]. D’autres
méthodes existent pour définir des intervalles de confiance à partir de rééchantillonnages
bootstrap [Efron and Tibshirani 1981]. On peut par exemple citer la méthode de l’erreur
standard qui consiste à considérer la distribution bootstrap de l’incertitude de l’estima-
teur Tˆ comme suivant une loi normale. Dans ce cas, il n’y a besoin que de calculer la
variance et la moyenne de la distribution bootstrap à l’aide de l’Eq. (5.6) et de considérer
comme bornes de l’intervalle de confiance les quantiles correspondants de la loi normale de
moyenne µˆTˆ et de variance σˆ
2
Tˆ
. Cette méthode a l’avantage de ne nécessiter que de B = 100
rééchantillonages [Efron 1979]. En revanche, les distributions bootstrap peuvent rarement
être assimilées à des lois normales et en l’absence de ce type d’apriori pour nos cas d’ap-
plication on n’utilisera pas cette méthode ici. Il existe également d’autres méthodes pour
obtenir des intervalles de confiance : la méthode des pourcentiles avec correction pour le
biais et celle des pourcentiles avec correction pour le biais et accélération. Ces méthodes
permettent toutes deux de corriger le biais éventuel de la distribution bootstrap et la
deuxième permet d’insérer un terme constant dans le calcul de l’intervalle qui compense
un éventuel changement de la variance de l’estimateur Tˆ quand T (F ) varie. Ces méthodes
fournissent des intervalles plus précis mais nécessitent plus de rééchantillonnages bootstrap
que la méthode des pourcentiles simples. Le coût de ces rééchantillonnages supplémentaires
devient alors significatif pour la méthode de planification adaptative d’expériences déve-
loppée dans ce chapitre. Comme compromis entre la précision et le temps de calcul, le
choix est fait d’utiliser la méthode des pourcentiles simples.
Dans le contexte de ces travaux de thèse, c’est l’application de la théorie du boots-
trap pour l’estimation des résidus de modèles de régression [Efron 1979, Freedman 1981]
qui nous intéresse, ceci afin d’obtenir un intervalle de confiance sur les variations des
méta-modèles construits. Plus précisément, on veut ici l’appliquer aux modèles de chaos
polynomial présentés dans le Chapitre 4. La méthodologie employée s’inspire des principes
de l’utilisation du bootstrap avec des méthodes d’apprentissage statistique. On peut citer
le bagging pour Bootstrap Aggregating [Breiman 1996] ou encore la méthode LDR pour
Learner Disagreement by experiment Resampling. Dans le cas particulier des méta-modèle
de chaos polynomial par regression, considérons une troncature fixée dont les multi-indices
des polynômes forment l’ensemble A selon les notations utilisées dans la section 4.1.2. La
variation locale de la prédiction des méta-modèles de régression issus du chaos polynomial
sera alors donnée par l’incertitude faite sur l’estimation des coefficients β = {βα,α ∈ A}
du modèle de régression sous-jacent que l’on note ici freg :
freg =
∑
α∈A
βαψα(X) (5.8)
Afin d’estimer la variation des coefficient du méta-modèle freg, le principe est d’utiliser
les rééchantillonnages bootstrap comme autant de plans d’expériences à partir desquels
CHAPITRE 5. PLANIFICATION ADAPTATIVE ET QUANTILES 98
Figure 5.1 : Schéma de principe de l’utilisation du bootstrap pour un modèle de régres-
sion.
le méta-modèle est construit. Pour un x ∈ X donné, on a alors autant de prédictions
de y possibles que de rééchantillonnages. L’estimation de l’incertitude sur les coefficients
nous fournit donc une estimation de l’incertitude sur la prédiction locale du méta-modèle.
L’utilisation du bootstrap est donc une façon de générer cette incertitude locale qui est
intrinsèque dans le cas d’une modélisation par processus Gaussiens. Un schéma explicatif
du principe de l’utilisation du bootstrap en régression est donné en Figure 5.1. Pour entrer
plus dans le détail, on considère le plan d’expériences muni de l’ensemble de points XN =
{x(i), i ∈ J1, NK} ainsi que B rééchantillonages bootstrap {X ∗Nk = {x∗(1)k , ...,x∗(N)k }, k ∈J1, BK} de cet ensemble. Le calcul des coefficients bootstrap des différents modèles de chaos
polynomial s’effectue toujours par moindres carrés ordinaires :
βˆ
∗
k = (Ψ
∗T
k Ψ
∗
k)
−1Ψ∗Tk y
∗
k k ∈ J1, BK (5.9)
Ici, en reprenant les notation de la Section 4.1, βˆ
∗
k = (βˆ
∗
k
α(0)
, ..., βˆ∗k
α(P−1)
)T est le vecteur
des coefficients scalaires du k-ième modèle bootstrap, Ψ = (ψα(j)(x
∗(i)
k ))1≤i≤N,0≤j≤P−1
est la matrice des polynômes calculés au points du plan d’expériences rééchantillonné et
y∗k = (f(x
∗(1)
k ), ..., f(x
∗(N)
k ))
T . On remarque que dans notre démarche, les polynômes de
la matrice Ψ sont ceux sélectionnés par le LARS à partir du plan d’expériences d’origine
XN et que ceux-ci ne diffèrent pas avec les différents échantillons bootstrap. Ainsi, on
estime l’incertitude liée à l’estimation des coefficients associés à ces polynômes [Shao 1996,
Gazut 2007]. On peut effectué les analyses statistiques de cette incertitude d’estimation des
coefficient à partir des Eq. (5.5), Eq. (5.6) et Eq. (5.7). Mais la propagation de l’incertitude
de l’estimation du coefficient à travers le méta-modèle de régression peut également être
uilisée pour fournir une incertitude locale sur la prédiction de freg(x). Si on considère une
réalisation x ∈ X du vecteur aléatoire d’entrée X et (fˆ ∗1 (x), ..., fˆ ∗B(x))T le vecteur des B
estimations de la sortie par les différents méta-modèles bootstrap. Ce vecteur est donc
un échantillonnage empirique de la distribution bootstrap de l’estimation locale fˆ(x) (fˆ
étant le méta-modèle de chaos polynomial généré à partir du plan d’expériences XN).
De la même manière que précédemment, il est alors possible de définir un intervalle de
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confiance approché par la méthode des pourcentiles simples en prenant les estimateurs
empiriques des quantiles de la distribution bootstrap de la prédiction de freg(x) :
freg(x) ∈ [fˆ ∗(dαB/2e)(x) ; fˆ ∗(d(1−α/2)Be)(x)] (5.10)
Cet intervalle de confiance est la base de la stratégie adaptative d’enrichissement du plan
d’expériences orientée vers l’estimation efficace du quantile à 95%.
5.1.2 Stratégie adaptative de planification d’expériences
Le principe de la stratégie adaptative présentée dans cette section est d’encadrer le méta-
modèle exact sous-jacent freg censé approcher le modèle physique f avec deux fonctions
d’encadrement. A partir de ces fonctions d’encadrement, on veut tirer des conclusions sur
l’incertitude liée à l’estimation du quantile à 95% de la distribution de sortie à travers
une démarche heuristique en réduisant l’intervalle entre ces deux fonctions dans un sous-
ensemble de l’espace de sortie que l’on suppose contenir la valeur du quantile à 95%
estimé de la distribution de sortie qui sera défini plus tard. L’approche adoptée pour
réduire cet intervalle est l’ajout de points dans le sous-ensemble de l’espace d’entrée dont
le sous ensemble de sortie est l’image par f. On définit tout d’abord les deux fonctions
d’encadrement qui à x associent les bornes respectives de l’intervalle de l’Eq. (5.10) :
Lα : X → R Uα : X → R
x 7→ fˆ ∗(dαB/2e)(x) x 7→ fˆ ∗(d(1−α/2)Be)(x)
(5.11)
On précise bien ici que Lα et Uα ne sont pas égales à un méta-modèle bootstrap en
particulier. En effet suivant la valeur de x, ce ne sera pas forcément les mêmes méta-
modèles bootstrap qui interviendront dans la définition de l’intervalle de confiance de
l’Eq. (5.10).
De l’Eq. (5.11), il est clair que l’on peut déduire l’intervalle de confiance approché sur
freg(x) suivant qui sera valable pour tout x ∈ X :
freg(x) ∈ [Lα(x) ; Uα(x)] ∀ x ∈ X (5.12)
On définit q95Lα et q95Uα comme les quantiles à 95% respectifs des distributions des variables
aléatoires Lα(X) et Uα(X) :
P(Lα(X) ≤ q95Lα ) = 0.95 (5.13)
P(Uα(X) ≤ q95Uα ) = 0.95 (5.14)
Dans une approche heuristique, en prenant α = 0.05 afin d’avoir des intervalles de
confiance approchés à 95% pour l’Eq. (5.12), ces quantiles se veulent être des indica-
teurs représentatifs de l’incertitude faite sur l’estimation du quantile à 95% de la sortie.
La pertinence de ces indicateurs sera analysée par la suite sur des exemples analytiques.
Dans de futur travaux et afin d’aller plus loin que le caractère simplement heuristique
de cette approche, une analyse mathématique de ces quantiles serait intéressante pour
éventuellement pouvoir les utiliser en tant qu’intervalles de confiance avec un degré de
confiance à définir. L’objectif est ici de réduire l’écart entre les deux quantiles définis en
Eq. (5.13) et Eq. (5.14) afin de réduire l’incertitude sur l’estimation du quantile. Pour ré-
duire cette incertitude, des points sont ajoutés au plan d’expériences dans la région de ce
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quantile pour réduire l’incertitude entre les deux fonctions d’encadrement Lα et Uα dans
cette région. Ainsi on définit la région DN+1 de sélection du point additionnel du nouveau
plan augmenté XN+1 :
DN+1 = {x ∈ X, Uα(x) > q95Lα} (5.15)
Pour justifier de l’intérêt de l’ajout de points dans cette zone DN+1 on démontre la pro-
position suivante :
Proposition 5.1. Soit les fonctions Lα, Uα définies précédemment dans l’Eq. (5.11) et
q95Lα et q95Uα les quantiles à 95% associés. Alors on a l’inégalité suivante :
q95Uα − q95Lα ≤ sup
x∈DN+1
(Uα(x)− Lα(x)) (5.16)
Démonstration. Considérons l’ensemble C1 =
{
x ∈ X, Lα(x) > q95Lα
}
. On rappelle qu’avec
la formulation du quantile de l’Eq. (5.1), on a :
P(X ∈ C1) = 0, 05
Soit x ∈ C1, on sait par définition des fonctions d’encadrement de l’Eq. (5.11) que Uα(x) ≥
Lα(x) > q95Lα . On peut en déduire que x ∈ DN+1 et ceci étant vrai pour tout x ∈ C1, il
vient :
C1 =
{
x ∈ DN+1, Lα(x) > q95Lα
}
En réécrivant Lα sous la forme Lα = Uα − (Uα − Lα), on a :
C1 =
{
x ∈ DN+1, Uα(x) > q95Lα + Uα(x)− Lα(x)
}
Or, par définition, pour tout x ∈ DN+1, il est clair que :
q95Lα + sup
x∈DN+1
(Uα(x)− Lα(x)) ≥ q95Lα + Uα(x)− Lα(x)
En définissant C2 =
{
x ∈ DN+1, Uα(x) > q95Lα + supx∈DN+1 (Uα(x)− Lα(x))
}
, en pre-
nant y ∈ C2, on a :
Uα(y) > q95Lα + sup
x∈DN+1
(Uα(x)− Lα(x)) ≥ q95Lα + Uα(y)− Lα(y)
On en déduit que y ∈ C1 et ceci étant vrai pour tout y ∈ C2, il vient :
C2 ⊆ C1 (5.17)
Définissons maitenant C3 =
{
x ∈ X, Uα(x) > q95Lα + supx∈DN+1 (Uα(x)− Lα(x))
}
. D’une
part, il est assez évident que C2 ⊆ C3. D’autre part, en prenant z ∈ C3, il vient :
Uα(z)− sup
x∈DN+1
(Uα(x)− Lα(x)) > q95Lα
Comme par définition, supx∈DN+1 (Uα(x)− Lα(x)) ≥ 0 (puisque Uα ≥ Lα), on peut en
déduire que Uα(z) > q95Lα et donc que z ∈ DN+1. Ceci étant vrai pour tout z ∈ C3, on en
déduit que C3 ⊆ C2 et par là même :
C3 = C2 (5.18)
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Par combinaison des Eq. (5.17) et (5.18), il est possible d’écrire que C3 ⊆ C1 et donc,
d’après la formulation du quantile, il vient :
P(X ∈ C3) ≤ P(X ∈ C1) = 0.05
Toujours d’après la formulation du quantile, on en déduit l’inégalité suivante :
q95Uα ≤ q95Lα + sup
x∈DN+1
(Uα(x)− Lα(x)) (5.19)
Ce qui conclut la Proposition 5.2.1.
Ainsi avec la Proposition 5.2.1, il apparait qu’en réduisant l’écart maximal entre Uα
et Lα sur la zone DN+1, il y a également réduction de l’écart entre les quantile à 95% des
fonctions d’encadrement. L’expérience nous montre qu’avec les rééchantillonnages boots-
trap qui ont permis d’obtenir Uα et Lα, ajouter un point à l’endroit de l’écart maximal
entre ces deux fonctions ne contribue pas forcément à réduire cet écart. En revanche, on
observe qu’ajouter un point selon une méthode classique de space-filling restreinte à la
région d’intérêt de l’espace d’entrée DN+1 contribue au fur et à mesure des itérations à
réduire cet écart maximal. C’est la solution envisagée ici. Le choix est donc fait d’ajouter le
nouveau point d’expérience x(N+1) suivant un critère maxmin restreint à la région DN+1 :
x(N+1) = max
x∈DN+1
min
x(i)∈XN
||x− x(i)|| (5.20)
Les points sont ainsi ajoutés de façon itérative en recalculant les modèles à chaque fois jus-
qu’à ce que l’incertitude sur le quantile soit réduite en dessous d’un seuil fixé. On présente
un exemple en 1D pour illustrer la progression de la méthode itération après itération.
Cet exemple s’attache à l’estimation du quantile de la fonction f : x 7→ x ∗ sin(x) pour
x ∈ [0, 10] et suivant une loi uniforme sur son domaine de définition. La Figure 5.2 pré-
sente les résultats pour cet exemple 1D avec quelques itérations représentatives. Sur cette
figure, il y a un graphe pour chaque itération. Chaque courbe en pointillés représente soit
l’évolution de la sortie du modèle physique, soit l’une des deux fonctions d’encadrement.
Chacune de ces fonctions est associée à une ligne horizontale de la même couleur dont la
hauteur indique la valeur de son quantile à 95%. On a par conséquent en bleu nuit f (ti-
rets) et q95 (trait plein), en bleu clair Uα (tirets) et qˆ95Uα (trait plein) et en noir Lα (tirets)
et qˆ95Lα (trait plein). En trait plein rouge figure le modèle de chaos polynomial fˆ obtenu
à partir des points de XN qui eux figurent en points rouges sur la courbe bleue pointillée
de f . Sur l’axe des abscisses figurent en vert les points d’échantillonnages de DN+1 sur
lesquels est appliqué le critère maxmin pour choisir le nouveau point de simulation x(N+1).
Ce dernier est également indiqué en vert sur la fonction f . Cette figure montre d’abord
que les quantiles qˆ95Uα et qˆ95Lα encadrent la valeur du quantile et représentent bien l’incer-
titude d’estimation faite sur le quantile. On observe ensuite que l’ajout de points dans la
région du quantile contribue bien à réduire l’écart entre les deux fonctions d’encadrement
dans cette région et par là même, la largeur de l’intervalle de confiance sur le quantile à
95% ; à la dixième itération on a bien convergé vers la valeur q95. Il apparait également
que si le méta-modèle de chaos polynomial est trop imprécis en certains endroits et que
les rééchantillonnages bootstrap génèrent des régions DN+1 qui ne correspondent pas à la
région du quantile (exemple sur les itérations 2, 3 et 5 dans la zone gauche des courbes),
l’ajout de points au "mauvais endroit" ne fera que préciser le modèle dans cette région
pour définir avec plus de précision DN+1 à l’itération suivante. En conclusion, on a une
validation de principe de la démarche avec cet exemple 1D.
CHAPITRE 5. PLANIFICATION ADAPTATIVE ET QUANTILES 102
Figure 5.2 : Illustration pas à pas de l’application de la méthode BOAS sur la fonction
test f : x 7→ x sin(x). En bleu nuit f (tirets) et q95 (trait plein), en rouge fˆ (trait plein) et
les points de XN , en bleu clair Uα (tirets) et qˆ95Uα (trait plein), en noir Lα (tirets) et qˆ95Lα
(trait plein) et en vert x(N+1) (point sur f) et les points d’échantillonage Monte Carlo de
DN+1 (axe des abscisses)
.
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5.1.3 Critères d’arrêt et estimateurs de précision
Si l’on est parvenu, à l’aide des rééchantillonnages, à obtenir un indicateur de précision
sur l’estimation du quantile à 95% de la distribution de sortie modélisée par un méta-
modèle de chaos polynomial, il faut maintenant définir des critères d’arrêt qui utiliseront
des estimateurs de la précision de l’estimation du quantile. Un critère intuitif pour juger
de la précision de l’estimation de quantile à 95% pourrait être l’erreur relative faite sur
cette estimation :
r =
|qˆ95 − q95|
|q95| (5.21)
Néanmoins, dans notre démarche applicative, la valeur réelle de q95 n’est bien sûr pas
accessible. Il est donc nécessaire d’avoir des critères de précision accessibles à partir des
quelques expériences disponibles et du modèle construit. Dans cette section deux critères
sont définis et sont voués à être utilisés comme critères d’arrêt dans les problèmes d’ap-
plication. Pour le premier critère, une démarche naturelle est d’utiliser les quantiles des
fonctions d’encadrement définis dans les Eq. (5.13) et (5.14). Considérons donc l’écart
relatif entre ces deux quantiles. Ce critère est appelé l’incertitude relative sur l’estimation
du quantile à 95%.
Ur =
|qˆ95Uα − qˆ95Lα |
|qˆ95fˆ |
(5.22)
Le second critère est une version pondérée du coefficient de détermination Q2 issu de
la validation croisée leave-one-out (cf Eq. (4.19). L’idée est ici d’effectuer une validation
croisée uniquement sur les points d’expérience situés dans la zone d’exploration DN+1.
Ainsi l’expression de l’Eq. (4.13) est pondérée par la fonction suivante :
wN : X → {0, 1}
x 7→ 1DN+1(x) (5.23)
Dans cette équation, 1D est la fonction indicatrice de D. On exprime ainsi le nouveau
coefficient de détermination pondéré comme suit :
Q2w = 1−
ErrLOOw
σˆ2y
(5.24)
Où
ErrLOOw =
1
N
N∑
i=1
wN(x
(i))
(
f(x(i))− fˆ (−i)(x(i))
)2
(5.25)
Ce coefficient de détermination leave-one-out pondéré vise à estimer la précision du méta-
modèle dans la zone d’exploration qui est la région d’intérêt pour l’estimation du quantile.
Il fournit donc indirectement une indication sur la précision de l’estimation du quantile
elle-même. Au delà de la simple estimation de précision sur le quantile à 95%, on utilise ces
deux critères comme critère d’arrêt dans l’ajout de points dans les problèmes applicatifs
que l’on présentera par la suite.
5.1.4 Exemple analytique : la fonction d’Ishigami
On veut maintenant valider l’approche BOAS avec des exemples analytiques de la même
manière que dans la Section 4.3.1. La méthode BOAS est validée avec des méta-modèles de
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Figure 5.3 : Valeurs moyennes de r, Ur et 1−Q2w en fonction du nombre de simulations
sur les 50 répétitions du LHS initial pour la fonction d’Ishigami.
chaos polynomial LARS. Premièrement, la fonction d’Ishigami que l’on a présentée dans
l’Eq. (4.26), est utilisée. L’approche BOAS est appliquée sur cette fonction à partir d’un
LHS initial de 40 points que l’on augmentera jusqu’à 70 points. Pour commencer on veut
observer la convergence de l’estimation du quantile à 95% à l’aide de la méthode BOAS
avec l’erreur relative de l’Eq. (5.21). Ici la valeur de référence de q95 est estimée à l’aide de
1000000 simulations de Monte Carlo. Pour illustrer leurs performances, sont affichés sur le
même graphe que l’erreur relative les estimateurs de précision des Eq. (5.22) et Eq. (5.24).
La procédure complète est répétée 50 fois avec 50 LHS initiaux différents dans l’objectif
d’estimer l’incertitude des performances des différentes quantités affichées due au caractère
aléatoire du LHS initial. Ainsi, la Figure 5.3 montre l’évolution de l’erreur relative r et
des estimateurs de précision Ur et 1−Q2w moyennés sur les 50 répétitions. Il apparait tout
d’abord sur cette figure que l’erreur relative de l’estimation du quantile converge bien vers
0 avec l’ajout de points. Comme pour l’exemple 1D, le principe de l’approche BOAS est
ici validé. Ensuite, on remarque que les estimateurs de précision Ur et 1−Q2w convergent
également vers 0. Il est également remarquable que l’incertitude relative Ur surestime
la valeur réelle de l’erreur relative ce qui est une caractéristique importante dans une
démarche applicative. En ce qui concerne l’erreur relative leave-one-out pondérée 1−Q2w,
on peut difficilement comparer sa valeur avec celle de l’erreur relative faite sur le quantile.
En effet, elle représente la précision globale dans la région d’intérêt pour l’enrichissement
du plan d’expériences et pas exactement l’erreur faite sur le quantile. Néanmoins c’est
un indicateur supplémentaire qui peut s’avérer utile dans une démarche applicative pour
arrêter l’enrichissement du plan d’expérience si on considère par exemple que pour un cas
d’application donné, l’incertitude relative a un temps de convergence trop long.
Il est maintenant intéressant de vérifier si la vitesse de convergence de la méthode BOAS
est effectivement plus rapide qu’une méthode classique d’enrichissement global comme de
NLHS présenté dans la Section 4.1.7. Ainsi on effectue de même 50 répétitions d’un enri-
chissement NLHS à par d’un plan LHS initial de 40 points. On utilise la même méthode
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Figure 5.4 : Comparaison des performances des méthodes BOAS et NLHS vis-à-vis de
r avec 50 plans LHS initiaux différents pour la fonction d’Ishigami.
Figure 5.5 : Comparaison des performances des méthodes BOAS et NLHS vis-à-vis de
Ur avec 50 plans LHS initiaux différents pour la fonction d’Ishigami.
de méta-modélisation de chaos polynomial LARS que pour le BOAS et l’estimation du
quantile est faite avec les mêmes méthodes de rééchantillonnages bootstrap. Sur la Figure
5.4 sont présentés les résultats avec des boxplots représentant la valeur médiane, les quar-
tiles et les valeurs extrêmes de l’erreur relative r des 50 répétitions indépendantes. Les
croix rouges représentent des valeurs que l’algorithme de représentation des boxplots juge
aberrantes. Il apparait sur cette figure que le BOAS obtient de meilleures performances en
terme de vitesse de convergence que le NLHS. Pour la médiane (et même pour les écart
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Figure 5.6 : Valeurs moyennes de r, Ur et 1−Q2w en fonction du nombre de simulations
sur les 50 répétitions du LHS initial pour la fonction de Borehole.
entre valeurs extrêmes et entre quartiles) les deux méthodes d’enrichissement partent évi-
demment de performances similaires au nombre de points initial et ensuite le BOAS réduit
l’erreur relative faite sur le quantile significativement plus rapidement que le NLHS ainsi
que l’incertitude sur l’erreur relative due au plan initial. S’il est possible d’observer des va-
leurs aberrantes à 50 points, l’amélioration en terme de vitesse de convergence se confirme
totalement à 70 points.
D’un point de vue applicatif, il est également intéressant de vérifier si la vitesse de
convergence de l’incertitude relative Ur est également plus rapide pour le BOAS que pour
le NLHS. En effet ce critère d’arrêt est la seule information disponible sur la précision
quand on considère un problème d’application où l’on n’a pas accès à la valeur de q95. On
présente en Figure 5.5 la comparaison du BOAS et du NLHS pour l’incertitude relative
Ur avec la même présentation que pour la Figure 5.4. Les conclusions sont les mêmes que
pour l’erreur relative. On valide ainsi le caractère optimal du remplissage adaptatif orienté
du BOAS.
5.1.5 Exemple analytique : la fonction de Borehole
Une analyse similaire à celle précédente est menée pour une autre fonction de test ana-
lytique, la fonction de Borehole, dont l’expression est donnée dans l’Eq. (4.46). L’analyse
conduite pour la fonction d’Ishigami est ici reproduite à l’identique pour confirmer les ré-
sultats en dimension plus grande (8 paramètres d’entrée). La Figure 5.6 montre l’évolution
de r, Ur et 1 − Q2w moyennés sur les 50 répétitions partant de plans LHS initiaux de 70
points enrichis à l’aide de la méthode BOAS jusqu’à 170 points. On observe ici encore la
convergence de la méthode BOAS pour l’estimation du quantile à 95%. Comme précédem-
ment l’incertitude relative Ur surestime l’erreur relative réelle. Cela confirme que Ur est
basé sur un intervalle de confiance fiable pour un problème applicatif. Enfin on observe
également la convergence de 1−Q2w. Avec la même démarche que pour la fonction d’Ishi-
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Figure 5.7 : Comparaison des performances des méthodes BOAS et NLHS vis-à-vis de
r avec 50 plans LHS initiaux différents pour la fonction de Borehole.
Figure 5.8 : Comparaison des performances des méthodes BOAS et NLHS vis-à-vis de
Ur avec 50 plans LHS initiaux différents pour la fonction de Borehole.
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gami, les vitesse de convergence des méthodes BOAS et NLHS sont comparées pour r et
Ur. Les résultats sont présentés en Figure 5.7 pour l’erreur relative et en Figure 5.8 pour
l’incertitude relative. De nouveau, on observe qu’à partir de performances équivalentes
pour les plans initiaux, l’approche BOAS montre une vitesse de convergence plus grande
que le NLHS pour l’erreur relative. On observe également une réduction significative de la
dispersion des performances en fonction du plan initial pour 120 et 170 points. En ce qui
concerne la comparaison pour Ur, à 120 points l’amélioration est moins significative même
si le BOAS obtient de meilleures performances en terme de valeur médiane. Néanmoins,
si on prend en compte les valeurs jugées aberrantes pour le NLHS la réduction de la dis-
persion est plus remarquable. La différence de performance devient ensuite plus claire à
170 points.
5.1.6 Exemple analytique : la fonction de Sobol
Dans le but d’analyser les performances de la méthode BOAS sur un exemple en grande
dimension, la même démarche est appliquée sur la fonction de Sobol’ en dimension 15.
L’expression de cette fonction est la même que dans l’Eq. (5.26) mais en supprimant les
5 dernières dimensions. On considère 5 dimensions de moins pour que le temps de calcul
des 50 répétitions du processus entier de la méthode BOAS soit raisonnable. On obtient
donc toujours l’expression suivante :
f(x) =
15∏
i=1
|4xi − 2|+ ci
1 + ci
x ∈ [0, 1]15 (5.26)
mais cette fois-ci avec :
c = (1, 2, 5, 10, 20, 50, 100, 500, 500, 500, 500, 500, 500, 500, 500) (5.27)
La fonction de Sobol’ est un exemple intéressant pour le test de la méthode BOAS parce
qu’étant potentiellement une limitation pour ses performances. En effet, il est attendu que
cet exemple limite les performances du BOAS non pas en terme de vitesse de convergence
de l’estimation du quantile elle-même mais plutôt en terme de vitesse de convergence de
Ur. En effet, la fonction de Sobol’ est une fonction dont les valeurs maximales – et donc la
région du quantile à 95% – se situent sur les sommets de l’hypercube du domaine d’entrée.
Or il est expliqué dans Gazut [2007] que les rééchantillonnages bootstrap peuvent être
instables sur les bords du domaine dans le cas d’utilisation de méthodes de régression,
ce qui aboutit à des intervalles de confiances qui ont du mal à se réduire avec l’ajout de
points. Sont en cause les effets leviers des modèles de régressions. L’intervalle de confiance
donné par le bootstrap aura donc plus de difficultés à être réduit dans ces zones. On teste
donc la méthode BOAS sur cette fonction en reprenant la même démarche que pour les
deux précédents exemples. La Figure 5.9 montre l’évolution de r, Ur et 1−Q2w moyennés
sur les 50 répétitions partant de plans LHS initiaux de 100 points enrichis à l’aide de
la méthode BOAS jusqu’à 400 points. Pour ce qui est de l’erreur relative r faite sur le
quantile on remarque qu’elle passe assez rapidement sous la barre des 1% d’erreur – ce qui
est une erreur largement acceptable pour nos cas d’application – ainsi que l’erreur relative
leave-one-out pondérée 1 − Q2w. Pour ce qui est de l’incertitude relative Ur, la Figure 5.9
confirme ce que l’on attendait, on observe que cet estimateur a du mal à converger. Des
expériences additionnelles nous montrent que Ur finit par rejoindre l’erreur relative mais au
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Figure 5.9 : Valeurs moyennes de r, Ur et 1−Q2w en fonction du nombre de simulations
sur les 50 répétitions du LHS initial pour la fonction de Sobol.
prix de nombreuses simulations supplémentaires. L’intérêt d’avoir plusieurs critères pour
juger de la précision de l’estimation apparait clairement ici. Dans un cas comme celui-là,
en observant la décroissance lente de Ur mais la convergence très rapide de 1−Q2w, on peut
d’abord observer la zone d’exploration. Et si on constate que celle-ci se situe sur les bords
du domaine, il est possible d’arrêter l’enrichissement uniquement en fonction du critère
1−Q2w. Il est important de noter que pour d’autres techniques de construction de méta-
modèles, ce comportement d’instabilité des rééchantillonnages bootstrap sur les bords du
domaine ne s’observe pas nécessairement. Par exemple, pour une approche étudiée dans
[Gazut 2007, Gazut et al. 2008] basée sur le bootstrap et utilisant des réseaux de neuronnes,
ce comportement ne s’observe pas. Le BOAS utilisé avec cette technique de construction
de méta-modèles ne rencontrerait donc pas cette limitation. L’efficacité de la méthode
BOAS en serait sans doute renforcée.
Comme précédemment, les performances de la méthode BOAS sont comparées aux
performances du NLHS en suivant la même démarche et les résultats sont présentés dans
les Figures 5.10 et 5.11. L’intérêt du BOAS apparait clairement sur la Figure 5.10. En effet,
quand sur la fonction de Sobol, le NLHS produit des erreurs relatives sur les estimations du
quantile à peu près constantes autour de 10%, on voit clairement que le BOAS contribue à
fortement réduire l’erreur par l’ajout de points. On observe le même comportement quant
à l’évolution de la dispersion des résultats par rapport au plan d’expérience initial. Pour la
Figure 5.11, les mêmes conclusions peuvent être tirées. Même si on observe une vitesse de
convergence de Ur plus lente pour cet exemple que pour les précédents, le BOAS contribue
à significativement réduire l’incertitude Ur par rapport au NLHS. Il en est de même pour
la dispersion des résultats par rapport au plan initial. A travers ces résultats, il apparait
que même avec un exemple théoriquement limitant par rapport à la méthode, on obtient
des estimations de quantiles avec des erreurs faibles.
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Figure 5.10 : Comparaison des performances des méthodes BOAS et NLHS vis-à-vis de
r avec 50 plans LHS initiaux différents pour la fonction de Sobol.
Figure 5.11 : Comparaison des performances des méthodes BOAS et NLHS vis-à-vis de
Ur avec 50 plans LHS initiaux différents pour la fonction de Sobol.
CHAPITRE 5. PLANIFICATION ADAPTATIVE ET QUANTILES 111
Figure 5.12 : Evolution de Ur et 1 − Q2w en fonction du nombre de points dans le plan
d’expériences pour l’exemple d’application de l’exposition d’un modèle d’enfant.
5.1.7 Exemple d’application : exposition d’un modèle d’enfant à
une station de base de femtocell
La capacité de la méthode BOAS à réduire l’incertitude sur l’estimation du quantile à
95% de la distribution du DAS corps entier va maintenant être illustrée sur un exemple
issu de la dosimétrie numérique. L’exemple du modèle anatomique d’enfant exposé à une
station de base de femtocell de la Section 4.1.8 est repris dans cette section. En partant
du LHS de 100 points initial du traitement de cet exemple dans la Section 4.1.8, on ajoute
des points au plan d’expériences à l’aide de la méthode BOAS. La Figure 5.12 présente
l’évolution des indicateurs de précision Ur et 1 − Q2w en fonction du nombre de points
ajoutés au plan d’expériences. La Figure 5.12 montre qu’à partir d’une incertitude relative
supérieure à 45% l’ajout de point contribue à la réduire significativement jusqu’à 12%.
Dans cet exemple, la zone d’intérêt pour l’estimation des quantiles se situe sur les bords
du domaine comme dans la fonction de Sobol’. On observe donc une diminution assez lente
de l’incertitude. Il apparait également que la valeur de 1−Q2w se stabilise à une valeur faible
de 0.03. Ne pouvant pas ajouter un grand nombre de simulations supplémentaires car étant
limité par le temps de calcul, le choix est fait d’arrêter l’ajout de points et de conserver la
valeur finale de l’estimation de quantile associée à une incertitude relative de 12%, ce qui
est jugé suffisant pour ce cas-test au regard des contraintes au niveau du temps de calcul.
La stabilisation de 1 − Q2w à une valeur de 3% nous conforte également sur la confiance
que l’on peut accorder à la valeur du quantile estimé. Pour une meilleure visualisation
du résultat, on représente sur la Figure 5.13 la valeur du quantile et les indicateurs de
précision correspondants sur la figure de l’estimation de la distribution totale à laquelle
on était parvenu à la fin de la section 4.1.8. Pour conclure, on a ici montré la capacité de
la méthode BOAS à réduire significativement l’incertitude sur l’estimation du quantile à
95% d’une distribution de sortie sur un problème concret de dosimétrie numérique.
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Figure 5.13 : Représentation de la valeur du quantile à 95% de la distribution du DAS
corps entier avec ses bornes de confiance.
5.2 Comparaison de performances avec la méthode GPS
(Gaussian Process Shrunk)
Pour finir, il est intéressant de comparer les performances du BOAS avec d’autres mé-
thodes de planification d’expériences adaptative. A notre connaissance, il n’existe pas
d’autres méthodes de planification adaptative pour les méta-modèle de chaos polynomial
de régression. En revanche, pour les méta-modèles de Krigeage, il existe plusieurs méthodes
dont la méthode GPS que l’on a introduit au début de ce chapitre et dont le principe a
servi de base à la méthode BOAS. On choisit donc de comparer les performances de la
méthode BOAS avec cette méthode qui a prouvé son efficacité dans [Jala et al. 2014] pour
l’estimation du quantile à 95% de distributions de sortie de codes de calcul nécessitant
des temps de calcul importants. Avant toute chose, il est important de souligner que cette
comparaison ne pourra pas amener de conclusion définitive du type : telle méthode réussit
mieux que l’autre. En effet on compare ici des méthodes de planification adaptative sur
deux types de méta-modèle différents : d’une part le chaos polynomial LARS et d’autre
part le Krigeage universel vu dans la section 4.3 (LARS-Kriging-PC). Les performances
seront alors dépendantes de la capacité qu’a le méta-modèle à réagir à l’ajout de points sur
un problème particulier. C’est également pour cela que l’on présentera moins d’exemples
de validation de performances que dans les précédentes sections car on s’attend à avoir
autant de conclusions différentes que d’exemples proposés. Cette section a donc unique-
ment vocation à donner des éléments sur les comportements respectifs du chaos polynomial
LARS classique et du LARS-Kriging-PC sur des approches d’enrichissement orienté basées
sur des principes similaires. On commence d’abord par présenter la méthode GPS que l’on
peut retrouver en détail dans [Jala 2013].
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5.2.1 La méthode GPS
La méthode GPS est une méthode de planification d’expériences adaptative orientée vers
l’estimation de quantiles de la distribution de sortie qui utilise des modèles de Krigeage.
Il est donc supposé ici que l’on a modélisé la sortie Y à l’aide d’un modèle de Krigeage
universel dont on a calculé le BLUP mˆYˆ (cf Eq. (4.37)) et la variance locale d’estimation
s2
Yˆ
(cf Eq. (4.39)). Étant donné que cette méthode a inspiré celle du BOAS, le processus de
sélection des points est assez similaire. Le principe est de partir d’un ensemble de points
que l’on note S de cardinal élevé par rapport au nombre de points du plan d’expériences.
D’après la méthode proposée par [Srinivas et al. 2012] et à partir des points de S, il est
possible de proposer des fonctions d’encadrement mLN et mUN qui fournissent un intervalle
de confiance de degré au moins 1− α pour les valeurs prises par le modèle physique f et
qui dépendent du nombre de points N de S ajoutés au plan d’expériences XN . On précise
que l’on a toujours XN ⊂ S. Les fonctions d’encadrement sont définies comme suit :
mLN : X → R mUN : X → R
x 7→ mˆYˆ (x)−
√
γNsYˆ (x) x 7→ mˆYˆ (x) +
√
γNsYˆ (x)
(5.28)
avec
γN = 2 ln
(
pi2N2
6
)
+ 2 ln
(
Nm
α
)
(5.29)
Pour tout x ∈ S, on a donc l’intervalle de confiance :
f(x) ∈ [mLN(x) ; mUN(x)] ∀ x ∈ S (5.30)
Avec une démonstration disponible dans [Jala 2013], on en déduit l’intervalle de confiance
sur le quantile de la distribution de sortie :
q95 ∈ [qL95N ; qU95N ] (5.31)
Avec qL95N et q
U
95N
qui sont les quantiles respectifs des distributions des variables aléatoires
mLN(X) et mUN(X). La zone d’intérêt pour l’enrichissement du plan d’expériences est
définie de la même façon que pour la méthode BOAS :
DN+1 = {x ∈ X, mUN(x) ≥ qˆL95N} (5.32)
Ainsi, par une démonstration similaire à celle de la Proposition , on montre que :
|q95 − q95fˆ | ≤ sup
x∈DN+1
sYˆ (x) (5.33)
Enfin, il faut déterminer la règle avec laquelle le point est ajouté dans la zone d’enri-
chissement DN+1. Étant donné que l’on utilise ici des modèles de Krigeage, une façon
judicieuse de diminuer la valeur de supx∈DN+1 sYˆ (x) et donc de l’erreur faite sur l’estima-
tion du quantile est d’ajouter le nouveau point à l’endroit où la variance du Krigeage est
maximale :
x(N+1) = arg max
x∈DN+1
sYˆ (x) (5.34)
En effet, le BLUP étant interpolant, l’ajout de points aux maxima de variance diminue
dans le même temps la borne supérieure des valeurs prises par cette variance locale dans
la zone DN+1. Toutes les démonstrations relatives à la méthode GPS sont disponibles
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Figure 5.14 : Comparaison des performances des méthodes BOAS et GPS vis-à-vis de r
avec 50 plan LHS initiaux différents pour la fonction d’Ishigami.
dans [Jala 2013]. Pour évaluer les performances de la méthode GPS et pour pouvoir les
comparer aux performances de la méthode BOAS, on utilisera d’une part l’erreur relative
faite sur le quantile de l’Eq. (5.21) et d’autre part l’incertitude relative de l’Eq. (5.22) qui
avec la méthode GPS s’exprime :
Ur =
|qˆU95N − qˆL95N |
|qˆ95fˆ |
(5.35)
5.2.2 Comparaison de performances avec la fonction d’Ishigami
Les performances des deux méthodes vont être comparées sur des exemples analytiques,
premièrement la fonction d’Ishigami (cf Eq. (4.26)) et deuxièmement la fonction de Bore-
hole (cf Eq. (4.46)). Pour cela, la même procédure que dans la section 5.1.4 est appliquée
mais en remplaçant la comparaison avec le NLHS par une comparaison avec la méthode
GPS. En ce qui concerne les modèles de Krigeage utilisés pour la méthode GPS, les mo-
dèles hybrides de Krigeage universel présentés dans la Section 4.3 utilisant des polynômes
de la base du chaos polynomial LARS comme fonctions de régression seront utilisés. Ainsi,
50 LHS initiaux générés indépendamment sont enrichis séparément avec la méthode GPS
et avec la méthode BOAS. Les évolutions et la dispersion des résultats des indicateurs
de performance r et Ur sont ensuite affichés sous forme de boxplots. Les résultats sont
présentés en Figure 5.14 et 5.15. Pour ce qui est de l’erreur relative réelle r sur la Figure
5.14, on remarque que partant de performances à peu près comparables pour le nombre
de points initiaux, la méthode BOAS a une réduction plus rapide de l’erreur commise sur
le quantile en valeur médiane même si la différence est légère. De plus, à 50 points où
la différence est la plus importante, les meilleures performances en valeur médiane et en
étalement du BOAS sont pondérées par le nombre plus important de valeurs considérées
comme aberrantes par l’algorithme des boxplots. On peut donc conclure qu’au niveau de
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Figure 5.15 : Comparaison des performances des méthodes BOAS et GPS vis-à-vis de
Ur avec 50 plan LHS initiaux différents pour la fonction d’Ishigami.
la vitesse de réduction de l’erreur avec l’ajout de point, la méthode BOAS et la méthode
GPS ont des performances comparables. En ce qui concerne l’estimateur de précision Ur
qui est celui auquel on a accès dans un contexte applicatif, il apparait sur la Figure 5.15
que c’est le GPS qui donne les incertitudes les plus faibles pour 30 et 50 points et qui
surestiment néanmoins l’erreur relative réelle. En revanche pour 70 points, quand l’erreur
relative réelle devient faible, la Figure 5.15 montre qu’il est possible dans certain cas que
l’incertitude Ur sous-estime légèrement l’erreur relative réelle ce qui n’est pas le cas pour
la méthode BOAS. Cette sous-estimation trouve son origine dans l’incertitude dans l’es-
timation des paramètres du modèle de Krigeage qui induit un léger biais au modèle et
rend les fonctions d’encadrements légèrement moins efficientes concernant l’encadrement
du modèle physique. Les performances des deux méthodes peuvent donc être qualifiées de
comparables excepté l’inconvénient d’une légère sous-estimation de l’erreur réelle quand
cette erreur réelle devient faible pour le GPS.
5.2.3 Comparaison de performances avec la fonction de Borehole
On effectue maintenant la même analyse sur la fonction de Borehole (cf Eq. (4.46)). Les
résultats sont présentés sur les Figures 5.16 et 5.17. Pour l’erreur relative r, il apparait
sur la Figure 5.16, que les modèles de Krigeage universel sur les plans d’expériences ini-
tiaux obtiennent des performances significativement meilleures que les modèles de chaos
polynomial LARS. Malgré cette "avance" des modèles de Krigeage, l’ajout de points sui-
vant la méthode BOAS contribue rapidement à rattraper le "retard" sur la méthode GPS.
On observe une réduction très rapide de l’erreur relative pour le BOAS pour cet exemple
analytique. Finalement, pour 170 points, l’erreur du BOAS est équivalente au GPS pour la
médiane mais avec une dispersion des résultats plus réduite. En ce qui concerne l’incerti-
tude relative Ur, la situation inverse de celle de la fonction d’Ishigami est observée. En effet,
dans le cas de la fonction de Borehole, c’est la méthode BOAS qui fournit l’incertitude la
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Figure 5.16 : Comparaison des performances des méthodes BOAS et GPS vis-à-vis de r
avec 50 plans LHS initiaux différents pour la fonction de Borehole.
Figure 5.17 : Comparaison des performances des méthodes BOAS et GPS vis-à-vis de
Ur avec 50 plans LHS initiaux différents pour la fonction de Borehole.
plus proche de l’erreur relative. Enfin on retrouve l’inconvénient de la sous-estimation de
l’erreur de la méthode GPS pour 170 points quand l’erreur relative réelle est réduite. Pour
conclure, dans le cas de la fonction de Borehole, l’ajout de points selon les deux méthodes
conduit à des performances équivalentes malgré les différences de performances initiales
dues aux modèles employés.
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5.3 Conclusion
Pour conclure, ce chapitre a présenté une nouvelle méthode appelée BOAS permettant de
construire itérativement un plan d’expérience orienté vers l’estimation efficace du quantile
à 95% de la distribution de sortie. Cette méthode permet également de déduire des esti-
mateurs de la précision du quantile grâce aux rééchantillonages bootstrap utilisées pour
définir la nouvelle zone de recherche. Le BOAS a été appliqué à plusieurs exemples ana-
lytiques et à un exemple issu de la dosimétrie numérique et a montré son efficacité pour
l’estimation du quantile par rapport à une méthode plus classique de space filling (NLHS).
Cette méthode fait l’objet d’une soumission d’article de revue scientifique. Si le BOAS a
été initialement conçu pour des méta-modèles de chaos polynomial, il peut cependant être
appliqué à d’autres méthodes telles que le Krigeage ou encore les réseaux de neurones.
On peut également souligner que pour cette dernière technique, on ne sera pas confronté
à la limitation que l’on a remarquée quand la zone d’intérêt pour la recherche de nou-
veaux points se situe sur les bords du domaine [Gazut 2007]. Enfin, ce chapitre a présenté
une étude comparative de la méthode GPS utilisant des modèles de LARS-Kriging-PC et
la méhode BOAS utilisant des modèles de chaos polynomial LARS. La comparaison sur
les deux exemples analytiques proposés montre des performances similaires pour les deux
méthodes de planification d’expériences adaptatives.
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D
ans ce rapport de thèse sont présentées la problématique générale de mes
travaux ainsi que mes contributions. En ce qui concerne la modélisation
électromagnétique, après une prise en main du logiciel FDTD que j’avais
à disposition, mon travail a consisté en l’utilisation et en l’adaptation des
modes sphériques pour la modélisation de sources en zone intermédiaire
telles que les stations de base femtocell.
En ce qui concerne la modélisation statistique de la sortie du code de calcul en fonc-
tion de paramètres d’entrée variables, j’ai dans un premier temps travaillé à maitriser les
approches de modélisation qui me semblaient adaptées à notre problème, à savoir le dé-
veloppement en séries polynomiales du chaos polynomial avec une approche non intrusive
par régression et le Krigeage universel. J’ai ensuite travaillé d’un côté sur les techniques de
planification d’expériences à travers ma proposition de stratégie séquentielle de planifica-
tion suivant un critère maximin. Cette stratégie s’avère efficace par rapport aux plans LHS
classiques sur l’exemple de la fonction d’Ishigami pour augmenter la précision des modèles
de chaos polynomial construits. D’un autre côté, j’ai travaillé à l’amélioration des modèles
de Krigeage universel en particulier par rapport à sa formulation basique (le Krigeage
ordinaire). Ma contribution a donc été de proposer une combinaison du chaos polynomial
et du Krigeage universel à travers l’utilisation des polynômes sélectionnés par l’algorithme
LARS comme fonctions de régression pour la partie déterministe du Krigeage universel.
Cette méthode apparait comme une méthode optimale qui construit un méta-modèle au
moins aussi précis, sinon plus, que le chaos polynomial par régression classique et le Kri-
geage ordinaire. Cette méthode a été ensuite mise en oeuvre sur des exemples de fonctions
analytiques et sur un exemple d’exposition d’un fœtus aux émissions électromagnétiques
d’un système femtocell. Les résultats confirment son caractère optimal par rapport aux
deux autres méthodes.
Enfin, pour répondre à l’objectif de parcimonie dans l’appel au modèle physique pour
l’estimation du quantile à 95% des distributions de sortie, j’ai proposé une nouvelle mé-
thode appelée BOAS pour Bootstraped Oriented Adaptive Sampling permettant une pla-
nification d’expériences adaptative pour l’estimation du quantile à 95 % en utilisant des
modèles de chaos polynomial régressifs intégrant des polynômes de base sélectionnés par le
LARS. Cette méthode repose sur des rééchantillonnages bootstrap du plan d’expériences
permettant de définir des intervalles de confiance locaux et par conséquent des fonctions
d’encadrement du modèle physique à partir des points servant à la construction du méta-
modèle de chaos polynomial. Ces fonctions d’encadrement servent alors à délimiter une
zone d’exploration réduite pour l’ajout de nouveaux points tout en fournissant des indi-
cateurs de précision sur l’estimation du quantile. La méthode BOAS prouve son efficacité
pour l’estimation du quantile de façon parcimonieuse par rapport à d’autres stratégies
d’enrichissement global. Elle montre également des performances équivalentes à la straté-
gie GPS (Gaussian Process Shrunk) basée sur le même principe mais utilisant des modèles
de Krigeage. Une limitation des performances propres à l’utilisation de modèles de régres-
sion a également été observée pour le BOAS. Lorsque la zone d’exploration de situe sur
les bords du domaines, les effets levier des points situés dans cette zone provoquent une
forte instabilité des rééchantillonnages bootstrap. En conséquence, l’incertitude relative
servant à estimer la précision de l’estimation du quantile a dans se cas une vitesse de
convergence assez lente. Néanmoins, sur l’exemple observé, cette limitation n’a pas d’effet
sur la réduction de l’erreur réelle faite sur le quantile et il est possible d’utiliser le deuxième
estimateur de précision de l’erreur leave-one-out pondérée pour juger de la précision de
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l’estimation. Il est également à noter que cette limitation ne doit pas se rencontrer a priori
pour des techniques de construction de méta-modèles différentes. On peut citer l’exemple
des réseaux de neurones.
En ce qui concerne les perspectives de mes travaux, commençons par parler des poly-
nômes de base du chaos polynomial. Dans les problèmes rencontrés en dosimétrie numé-
rique, il est fréquent d’être confronté à des paramètres d’entrées périodiques (par exemple
l’angle d’azimut). Dans ces travaux, ces paramètres sont traités comme des paramètres
suivant une loi uniforme sur [−1, 1]. Par conséquent, l’utilisation de l’information corres-
pondant à f(2 + x) = f(x) (la fonction étant 2-périodique) n’est pas utilisée au voisinage
de 1. Un objectif pourrait être de constituer une base de polynômes 2-périodiques afin
d’utiliser la totalité de l’information disponible pour modéliser la sortie. Des polynômes
construits à partir d’une base de Fourier par exemple pourraient être utiles pour modéliser
des phénomènes périodiques.
Plus fondamentalement, concernant les modèles de Krigeage utilisant des polynômes
de la base du chaos polynomial comme fonctions de régression, une perspective serait de
construire des noyaux de covariance de sorte que la moyenne du processus Gaussien soit
orthogonale à la partie déterministe du modèle de Krigeage. Ainsi, le processus Gaussien
devrait avoir plus de facilités à modéliser précisément le résidu de la partie déterministe
et de la sortie.
Quant à la méthode BOAS, une suite à donner à ces travaux pourrait être d’abord de
pousser vers l’estimation de quantiles plus élevés que celui à 95% pour observer jusqu’où
l’approche est efficace. En effet si toutes les démonstrations et raisonnements sont valables
pour n’importe quel quantile, il n’est pas certain que l’ajout de points dans la zone réduite
d’exploration réduise efficacement l’écart maximal entre les fonctions d’encadrement pour
des quantiles très élevés. D’autre part, il pourrait également être intéressant de tester
la méthode BOAS avec d’autres approches pour la construction des méta-modèles, en
particulier pour observer ses réactions vis-à-vis de la limitation des effets levier pour les
modèles de régression. Enfin, concernant ces effets leviers, il pourrait être intéressant
d’intégrer un facteur de régularisation sur l’incertitude relative pour que cet estimateur
soit plus proche de la réalité quand la zone d’exploration se situe sur les bords du domaine.
Plus largement, les applications qui ont été abordées dans ces travaux ne sont qu’un
cas particulier d’une problématique plus générale de gestion de l’incertitude qui touche
de nombreux secteurs de l’ingénierie utilisant la simulation numérique. En effet, dans de
nombreux domaines, les outils de simulation sont devenus très précis et capables de mo-
déliser et d’analyser des phénomènes avec souvent beaucoup de réalisme. Néanmoins, afin
de caractériser et de prévoir les performances de systèmes divers, il est souvent nécessaire
de prendre en compte la complexité et le caractère aléatoire de leur réalité d’utilisation
et de fabrication. Ma participation dans le projet CHORUS m’a permis de me confronter
au fait que de nombreux acteurs industriels de secteurs très différents tels que l’aéronau-
tique, l’énergie, l’acoustique ou les télécommunications rencontraient le même besoin de
prévoir et d’analyser les réponses de leurs simulateurs en intégrant les incertitudes liées à
l’utilisation et à la réalisation de leurs systèmes. Cette tendance déjà très répandue dans
le domaine de la mécanique, de la prospection minière ou encore de la météorologie trouve
ainsi des échos de plus en plus nombreux dans les domaines de la conception d’équipe-
ments, de l’électromagnétisme et des télécommunications. Sur le sujet des métamatériaux,
l’utilisation du chaos polynomial dans [Arya et al. 2015] pour évaluer la variabilité de la
réponse électromagnétique d’une structure périodique millimétrique en est un exemple.
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Les approches et démarches proposées dans ce mémoire s’inscrivent donc dans ce mouve-
ment général et ont vocation à être appliquées dans ces domaines où la demande de prise
en charge de la complexité est de plus en plus forte.
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Résumé
L’objectif de cette thèse est de traiter la problématique de la caractérisation et du trai-
tement de la variabilité de l’exposition humaine aux ondes radio à travers l’utilisation de
la dosimétrie numérique. En effet, si les progrès dans le domaine du calcul hautes perfor-
mances ont contribué à significativement réduire les temps de simulation pour l’évaluation
de l’exposition humaine, ce calcul du débit d’absorption spécifique reste un processus coû-
teux en temps. Avec la grande variabilité des usages, cette contrainte fait que la prise en
compte de l’influence de paramètres d’entrée aléatoires sur l’exposition ne peut se faire
par des méthodes classiques telles que les simulations de Monte Carlo.
Nous proposons dans ces travaux deux approches pour répondre à cette probléma-
tique. La première s’appuie sur l’utilisation et l’hybridation de méthodes de construction
de modèles de substitution afin d’étudier l’influence globale des paramètres d’entrée. La
deuxième vise à l’évaluation efficace et parcimonieuse des quantiles à 95% des distributions
de sortie et s’appuie sur le développement d’une méthode de planification d’expériences
adaptative et orientée couplée à la construction de modèles de substitution. Les méthodes
proposées dans ce mémoire sont comparées et testées sur des exemples analytiques et
ensuite appliquées à des problèmes concrets issus de la dosimétrie numérique.
Abstract
The purpose of this thesis is to deal with the problem of the management and the char-
acterization of the variability of the human exposure to radio-frequency waves through
the use of the numerical dosimetry. As a matter of fact, if the recent advances in the
high performance computing domain led to reduce significantly the simulation duration
for the evaluation of the human exposure, this computation of the specific absorption rate
remains a time-consuming process. With the variability of the usage, this constraint does
not allow the analysis of the influence of random input parameters on the exposure to be
achieved with classical approaches such as Monte Carlo simulations.
In this work, two approaches are proposed to address this problem. The first one
is based on the use and the hybridization of construction methods of surrogate models
in order to study the global influence of the input parameters. The second one aims at
assessing efficiently the 95th-percentiles of the output distributions in a parcimonous way.
It is based on the development of an adaptive and oriented methodology of design of
experiments combined with the construction of surrogate models. In this manuscript, the
proposed methods are compared and tested on analytical examples and then applicated
to full-scale problems from the numerical dosimetry.
