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The purpose of our work was to develop heuristics for visualizing and interpreting gene-environment interactions (GEIs)
and to assess the dependence of candidate visualization metrics on biological and study-design factors. Two information-
theoretic metrics, the k-way interaction information (KWII) and the total correlation information (TCI), were investigated.
The effectiveness of the KWII and TCI to detect GEIs in a diverse range of simulated data sets and a Crohn disease data
set was assessed. The sensitivity of the KWII and TCI spectra to biological and study-design variables was determined.
Head-to-head comparisons with the relevance-chain, multifactor dimensionality reduction, and the pedigree disequilib-
rium test (PDT) methods were obtained. The KWII and TCI spectra, which are graphical summaries of the KWII and TCI
for each subset of environmental and genotype variables, were found to detect each known GEI in the simulated data
sets. The patterns in the KWII and TCI spectra were informative for factors such as case-control misassignment, locus
heterogeneity, allele frequencies, and linkage disequilibrium. The KWII and TCI spectra were found to have excellent
sensitivity for identifying the key disease-associated genetic variations in the Crohn disease data set. In head-to-head
comparisons with the relevance-chain, multifactor dimensionality reduction, and PDT methods, the results from visual
interpretation of the KWII and TCI spectra performed satisfactorily. The KWII and TCI are promising metrics for visualizing
GEIs. They are capable of detecting interactions among numerous single-nucleotide polymorphisms and environmental
variables for a diverse range of GEI models.
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Epidemiological studies of complex diseases such as cancer
have long focused on determining exposures that are as-
sociated with increased risk of disease as the basis for pre-
ventive interventions. Unfortunately, for most chronic
diseases, particularly cancer, there are few instances in
which there is one strong key exposure associated with
risk. Cancer risk is likely a function of the interactions
among a number of factors, both exogenous and endog-
enous. There is growing evidence that cancer risk can be
modified by genetic variants in relevant molecular path-
ways, such as those related to hormone and growth-factor
metabolism, DNA repair, carcinogen activation and de-
toxification, cell-cycle control, apoptosis, immune factors,
and other processes affecting carcinogenesis. Technolog-
ical improvements have made the detection of genetic
variation (particularly SNPs) fast, reliable, and cost-effi-
cient.1–5 Whole-genome association studies employing
these high-throughput techniques are being widely im-
plemented. Nonetheless, whole-genome association stud-
ies have not generally taken into consideration the role
of environmental exposures in modifying the effects of
genetic variability on disease outcome.6 To understand car-
cinogenesis and other similarly complex disease processes,
an integrated examination of both exposure data and ge-
netic variants in numerous pathways involved in carcino-
genesis is essential.
Techniques have been developed for visualizing multi-
variate data, but one of the key obstacles of visualizing SNP
data from epidemiologic studies is high dimensionality.
Typically, for a single participant, the number of SNP
variables alone can range from tens to many hundreds
thousands. Additional challenges include the limited
range of the data values: genotype data are generally lim-
ited to either heterozygous or one of two homozygous
states. Furthermore, for gene-environment interaction
(GEI) analysis, we face the difficulty of combinatorial ex-
plosion—that is, the number of interactions increases rap-
idly because there are nCk ways of selecting a subset of k
attributes for assessing interactions from n attributes. The
available techniques, such as heat plots, multiple-sequence
analysis, and multidimensional scaling, have many weak-
nesses and severe limitations, and visualization has not
been extensively investigated in the context of GEI an-
alysis. Good interactive, multidimensional visualization
tools can provide additional perspectives that assist the
user in understanding large, multidimensional, GEI data
at an intuitive level, facilitate subsequent hypothesis gen-
eration, and enhance knowledge discovery.
We have developed a novel visualization approach, Viz-
Struct, for complex, multidimensional data sets and have
demonstrated that it is capable of both unsupervised as-
sessment of similarities and differences among cases and
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Figure 1. Venn diagram highlighting the differences among
three-way interaction information (3WII) and the TCI for an en-
vironmental variable E, and two SNPs, SNP 1 and SNP 2. The in-
formation in the black region corresponds to the magnitude of
the 3WII, and the shaded gray and black regions are the TCI
(adapted from the work of Bell12).
of supervised detection of informative variables.7–9 The
VizStruct approach is based on the information-theoretic
Kullback-Liebler divergence (KLD), and our goal is to ex-
tend this strategy to visualizing GEIs. In this study, we
developed and compared two specific information-theo-
retic metrics, the k-way interaction information (KWII)
and the total correlation information (TCI), which are re-
lated to the KLD, for visualizing GEIs in data sets from
epidemiologic studies with large numbers of SNP markers
and environmental variables. The purpose of the study
was to develop heuristics for visualizing and interpreting
GEIs and to assess the dependence of these metrics on
biological and study-design factors.
Material and Methods
Terminology and Representation
The KLD approach for GEI visualization was developed on the
basis of two complementary information-theoretic approaches,
the KWII and the TCI.
For the three-variable case, the KWII is defined in terms of
entropies of the individual variables—H(A), H(B), and H(C)—and
the entropies—H(AB), H(AC), H(BC), and H(ABC)—of the com-
binations of the variables,
KWII(A,B,C)pH(A)H(B)H(C)
H(AB)H(AC)H(BC)H(ABC) .
For the n-variable case on the set , the KWIIvp {X X , … ,X }1, 2 n
can be written succinctly as an alternating sum over all possible
subsets of , with use of difference-operator notation. The fol-T n
lowing definition of KWII follows that of Jakulin10:
v F FF F TKWII(v){ (1) H(T) .
TPv
For the three-variable case, the TCI11 is defined in terms of
entropies of the individual variables H(A), H(B), and H(C) and the
entropy of the joint distribution H(ABC),
TCI(A,B,C)p H(A)H(B)H(C)H(ABC) .
For the n-variable case on the set , the TCIvp {X ,X , … ,X }1 2 n
can be expressed as the difference between the entropies of the
individual variables H(Xi) and the entropy of the joint distribu-
tion H(X1, X2,…,Xn),
n
TCI(X ,X ,…,X )p H(X ) H(X ,X ,…,X ) .[ ]1 2 n i 1 2 n
ip1
The definition of TCI is that from Watanabe,11 who referred to
it as “total correlation.” We use the term “TCI” to emphasize its
information-theoretic underpinnings and to distinguish it from
statistical correlation measures such as the Pearson correlation.
In our analyses, because genetic and environmental interac-
tions that affect disease status are of primary interest, all variable
combinations for which KWII and TCI were computed contained
the disease-status variable C.
Interpreting the KWII and TCI.—Figure 1 is an information Venn
diagram (adapted from the work of Bell12) that illustrates how the
KWII and TCI measures complement each other for the case of
two SNPs and an environmental variable E. The entire shaded re-
gion corresponds to TCI, whereas the darkest region corresponds
to the magnitude of the KWII. (Technically, for the three-way
interaction shown, the KWII is the negative of the intersection.)
The KWII represents the gain or loss of information due to the
inclusion of additional variables in the model. It quantitates in-
teractions by representing the information that cannot be ob-
tained without observing all k variables at the same time.10,13–15
In the bivariate case, the KWII is always positive, but, in the
multivariate case, KWII can be positive or negative. The inter-
pretation of KWII values is intuitive, because positive values in-
dicate synergy between variables, negative values indicate redun-
dancy between variables, and low magnitudes indicate the ab-
sence of k-way interactions.
The TCI is the amount of information shared among the var-
iables in the set; equivalently, it can be viewed as a general mea-
sure of redundancy or dependency. A TCI value of zero indicates
that the variables are independent. The maximal value of TCI
occurs when one variable is completely redundant with the oth-
ers—that is, knowing one variable provides complete knowledge
of all the others.
On the basis of these interpretations of the KWII and TCI, our
working hypothesis was that the KWII and TCI are capable of
identifying those variables that are involved in gene-gene inter-
actions (GGIs) or GEIs. Software for computing the KWII and TCI
is available at the CSEBiORG Web site.
Visualization of GEI.—The KWII and TCI results were summarized
graphically as KWII or TCI “spectra.” These spectra are bar plots
with KWII or TCI on the X-axis and with the corresponding var-
iable combinations on the Y-axis. The variable combinations on
Figure 2. A, Interaction model (epistasis) used to generate the data for case study 1. The three SNP variables, SNP 1, SNP 2, and
SNP 3, interact to determine the coat color phenotype status (black, yellow, and brown coat color phenotypes are denoted by B, Y,
and Br, respectively; the comma in 2, 3 indicates the Boolean OR operator). SNP 4, SNP 5, and SNP 6 have no effect on the phenotype.
B and C, Corresponding KWII and TCI spectra, respectively. The combinations used for KWII and TCI calculations are indicated on the
Y-axes. The error bars in panels A and B represent SDs.
Figure 3. A, Interaction model used to generate the data for case study 2. The environmental variable (E with states H, M, and L)
interacts with two SNP variables—SNP 1 (with alleles A1 and A2) and SNP 2 (with alleles B1 and B2)—to determine the disease status
(controls are indicated by 0, and cases are indicated by 1). The asterisk (*) in a genotype represents a “wild card,” indicating that
either allele is allowable. The vertical double bar (k) indicates the Boolean OR operator. B and C, Corresponding KWII and TCI spectra,
respectively. The combinations used for KWII and TCI calculations are indicated on the Y-axes. A representative one-variable–containing
interaction peak, P1, and a representative two-variable-containing interaction peak, P2, are highlighted. The error bars in panels A
and B represent SDs.
Figure 4. A, Interaction model used to generate the data for case study 3. The environmental variable (E with states H, M, and L)
interacts with two SNP variables—SNP 1 (with alleles A1 and A2) and SNP 2 (with alleles B1 and B2)—to determine the disease status
(controls are indicated by 0, and cases are indicated by 1). The asterisk (*) in a genotype represents a “wild card,” indicating that
either allele is allowable. The vertical double bar (k) indicates the Boolean OR operator, and horizontal overbar indicates the Boolean
NOT. B and C, Corresponding KWII and TCI spectra, respectively. The combinations used for KWII and TCI calculations are indicated on
the Y-axes. The three-variable–containing interaction peak is highlighted with the label “Q3.” The error bars in panels A and B represent
SDs.
Figure 5. A, Interaction model used to generate the data for case study 4. The environmental variables E1 (with states H and L) and
E2 (with states H, M, and L) independently interact with two-SNP variables—SNP 1 (with alleles A1 and A2) and SNP 2 (with alleles B1
and B2)—to determine the disease status (controls are indicated by 0, and cases are indicated by 1). The asterisk (*) in a genotype
represents a “wild card,” indicating that either allele is allowable. B and C, Corresponding KWII and TCI spectra, respectively. All the
one-variable–containing combinations and the 20 two-variable and 20 three-variable combinations with the highest KWII values are
shown. The environmental variables are shown as E1, E2, E3, and E4; the SNP variables are numbered 1–6; and phenotype is indicated
as C. Three representative peaks are labeled M1, M2, and M3. The combinations used for KWII and TCI calculations are indicated on
the Y-axes. The error bars in panels A and B represent SDs.
Figure 6. A, Interaction model used to generate the data for case study 5. The environmental variables E1 (with states H and L) and
E2 (with states H, M, and L) interact with two-SNP variables—SNP 1 (with alleles A1 and A2) and SNP 2 (with alleles B1 and B2)—to
determine the disease status (controls are indicated by 0, and cases are indicated by 1). The asterisk (*) in a genotype represents a
“wild card,” indicating that either allele is allowable. B and C, Corresponding KWII and TCI spectra, respectively. All one-variable–
containing combinations and 20 two-variable and 20 three-variable combinations with the highest KWII values are shown. The envi-
ronmental variables are shown as E1, E2, E3, and E4; the SNP variables are numbered 1–6; and phenotype is indicated as C. Three
representative peaks are labeled N1, N2, and N3. The combinations used for KWII and TCI calculations are indicated on the Y-axes. The
error bars in panels A and B represent SDs.
Figure 7. Dependence of KWII for case study 2 on fraction of controls and cases misassigned. A–C, KWII spectra for three representative
misassignment levels of 0%, 10%, and 25%, respectively. The combinations used for KWII calculations are indicated on the Y-axes. D,
Dependence of KWII (unblackened symbols) and TCI (blackened symbols) for the one-variable–containing peak P1 (circles), the two-
variable–containing peak P2 (triangles), and the three-variable–containing interaction peak P3 (squares). The TCI for P1 is not shown
because it is equal to the KWII. The error bars represent SDs.
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Figure 8. Sample-size dependence of KWII and TCI for case study 2. A–C, KWII spectra for three representative misassignment levels
of 0%, 10%, and 25%, respectively. The combinations used for KWII calculations are indicated on the Y-axes. D, Dependence of KWII
(unblackened symbols) and TCI (blackened symbols) for the one-variable–containing peak P1 (circles), the two-variable–containing peak
P2 (triangles), and the three-variable–containing interaction peak P3 (squares). The TCI for P1 is not shown because it is equal to the
KWII. The error bars represent SDs.
the Y-axis were grouped according the number of variables in-
volved in the combinations—that is, the one-variable–containing
combinations, two-variable–containing combinations, and three-
variable–containing combinations were each placed in separate
groups. Within each group, the combinations were arranged in
ascending order, so that specific variable combinations of interest
could be easily found.
Simulations for Case Studies
Graphical representations of the models used for the case studies
are shown in figures 2A, 3A, 4A, 5A, and 6A.
Case study 1, simple epistasis.—The model used for this proto-
typical example of GGIs or epistasis is shown in figure 2A. We
generated data sets containing 500 cases each of brown, yellow,
and black coat colors (as in Labrador retrievers). The simulated
data for case study 1 (fig. 2) consists of two biallelic SNP vari-
ables—SNP 1 and SNP 2—and a three-state phenotype variable,
C, representing coat color. The alleles of each SNP were assigned
an allele frequency of 0.5, and the three possible genotypes were
assumed to be in Hardy-Weinberg equilibrium. As an aid to rep-
resentation and computational coding, the homozygous geno-
type categories for SNP 1 were assigned values of (A1, A1) and (A2,
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Figure 9. Dependence of KWII and TCI for case study 2 on the frequency allele A1 of SNP 1. A–C, KWII spectra for three representative
allele A1 frequencies of 0.5, 0.75, and 0.95, respectively. D–F, TCI spectra for three representative SNP 1 allele A1 frequencies of 0.5,
0.75, and 0.95, respectively. The combinations used for KWII calculations are indicated on the Y-axes. Panels G and H vary the frequency
of allele A1 of SNP 1 and allele B1 of SNP 2, respectively. The KWII (unblackened symbols) and TCI (blackened symbols) represent the
one-variable–containing peak (circles), the two-variable–containing peak (triangles), and the three-variable-containing interaction peak
(squares). The peaks used for panel G are marked R1, R2, and R3 in panels A–F, whereas the peaks used in panel H are marked S1, S2,
and S3 in figure 10. The error bars represent SDs.
A2), whereas the heterozygous genotype category was assigned a
value of (A1, A2). For SNP 2, the homozygous genotype categories
were assigned values of (B1, B1) and (B2, B2), and the heterozygous
genotype category was assigned a value of (B1, B2).
Case studies 2 and 3.—The underlying GEI models for case stud-
ies 2 and 3 are summarized in figures 3A and 4A, respectively.
The simulated data for case studies 2 and 3 consisted of a single
three-state, environmental variable E and five biallelic SNP var-
iables, SNP 1–5, and binary-valued case-control status variable C.
The environmental variable E was assumed to have three states—
low exposure (assigned value pL), medium exposure (assigned
value pM), and high exposure (assigned value pH)—that were
treated as categorical. The percentages of subjects in low-, inter-
mediate-, and high-exposure groups were 25%, 50%, and 25%,
respectively. The SNP variables were structured as in case study
1. The disease was modeled to occur for various combinations of
exposure to environmental variable E via interactions with the
alleles for two SNPs, SNP 1 and SNP 2. SNP 3, SNP 4, and SNP 5
have no effect. A binary phenotype variable, C, representing case
(assigned valuep1) or control (assigned valuep0) was used. For
representation and computational coding, nomenclature analo-
gous to that of case study 1 was used.
Case studies 4 and 5.—The underlying GEI models for case stud-
ies 4 and 5 are summarized in figures 5A and 6A, respectively.
The simulated data for case studies 4 and 5 consisted of four
environmental variables, E1–E4. The environmental variables E1
and E2 were assumed to be associated with the disease phenotype,
whereas E3 and E4 were assumed to be uninformative. The en-
vironmental variables E1 and E3 were assumed to have two
states—low exposure (assigned valuepL) and high exposure (as-
signed valuepH)—that were treated as categorical. The environ-
mental variables E2 and E4 were was assumed to have three
states—low exposure (assigned valuepL), medium exposure (as-
signed valuepM), and high exposure (assigned valuepH)—that
were also treated as categorical. The percentages of subjects in
low- and high-exposure groups of E1 and E3 were each 50%; the
percentages of subjects in low-, intermediate-, and high-exposure
groups of E2 and E4 were 25%, 50%, and 25%, respectively. The
disease was modeled to occur for various combinations of ex-
posure to the environmental variables E1 and E2 via interactions
with the alleles for two SNPs, SNP 1 and SNP 2. The more common
and less common (disease) alleles of SNP 1 and SNP 2 were as-
signed allele frequencies of 0.9 and 0.1, respectively. The other
SNP variables, SNP 3–6, were uninformative and had allele fre-
quencies of 0.5. All SNPs were assumed to be biallelic, with the
three possible genotypes in Hardy-Weinberg equilibrium. A bi-
nary phenotype variable, C, representing case (assigned valuep1)
or control (assigned value p0) was used.
In case study 4, the E1 and E2 variables were assumed to act
independent of each other, and the case phenotype value was
assigned when combinations of the SNP genotypes and either
environmental variable resulted in a case. In case study 5, an
interaction between E1 and E2 was incorporated.
Simulations for case studies.—A population of 50,000 individuals
with randomly varying genotypes and environmental exposures
consistent with the underlying GEI models was generated for each
of the case studies. The case-control study design was assumed.
From the population of 50,000 individual genotypes, 500 cases
and 500 controls were randomly selected. For convenience, the
values 1, 2, and 3 were used to represent the homozygous geno-
type for the major allele, the homozygous genotype for the minor
allele, and the heterozygous genotype, respectively. The value 1
was used to represent cases, and 0 was used for controls. The SDs
due to sampling were calculated by separate calculations from
100 independent repetitions of this procedure.
Simulations for the dependence of KWII and TCI on relative risk.—The
models of case studies 1–5 were used. The simulation approach
was similar to those used in the case studies. The relative risk was
defined as incidence of the disease phenotype in the group ex-
posed to the disease-associated–gene-environmental variable com-
bination relative to the incidence in the group without the ex-
posure.31 The risk values for the cases were varied from 0.99 and
from 0.95 to 0.5 at intervals of 0.05, whereas the corresponding
risk values for controls was varied from 0.01 and from 0.05 to
0.5 at intervals of 0.05. This procedure yielded relative-risk values
with a range of 1–99.
For each value of relative risk, 100 independent populations
were generated, comprising 50,000 individuals with randomly
varying genotypes and environmental exposures consistent with
the GEI models of case studies. From each population of 50,000
individual genotypes, a single set of 500 case patients and 500
control subjects was obtained by randomly assigning the subjects
to the case and control groups in accordance with the risk and
the exposure to the disease-associated environmental and geno-
type variables. The KWII and TCI values for all possible combi-
nations were computed. The same procedure of generating in-
dependent populations and obtaining independent samples was
repeated at each value of relative risk.
Simulations for the dependence of power on relative risk.—The model
of case study 2 was used because it provides one-variable–, two-
variable–, and three-variable–containing interactions. The simu-
lation approach was similar to those used in case study 2. The
case-control study design was assumed. A one-sided analysis was
assumed, because positive KWII values indicate the presence of
an interaction.
The power was defined as the fraction of KWII values in the
test distribution that were95th percentile of KWII values in the
“null distribution.” The risk values for the cases were varied from
0.99 and from 0.95 to 0.5 at intervals of 0.05, whereas the cor-
responding risk values for controls was varied from 0.01 and from
Figure 10. Dependence of KWII and TCI for case study 2 on the allele frequency of SNP 2. A–C, KWII spectra for three representative
SNP 2 allele frequencies of 0.5, 0.75, and 0.95, respectively. D–F, TCI spectra for three representative SNP 2 allele frequencies of 0.5,
0.75, and 0.95, respectively. The combinations used for KWII calculations are indicated on the Y-axes. The error bars represent SDs.
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Figure 11. Dependence of KWII for case study 2 on the LD R2 between SNP 1 and SNP 2. A–C, KWII spectra for three representative
R2 values of 0, 0.5, and 0.95, respectively. The combinations used for KWII calculations are indicated on the Y-axes. The error bars
represent SDs that are due to sampling and were obtained from 100 random samples. D, Dependence of KWII (unblackened symbols)
and TCI (blackened symbols) for the one-variable–containing peak T1 (circles), the two-variable–containing peak T2 (triangles), and the
three-variable–containing interaction peak T3 (squares). The error bars represent SDs.
0.05 to 0.5 at intervals of 0.05. This procedure yielded relative-
risk values with a range of 1–99.
The null distribution of KWII values was obtained from sim-
ulations with a relative risk of unity, which corresponds to the
situation in which the likelihood of developing the disease phe-
notype is independent of environmental and genotype variables.
The 95th percentile of KWII values was computed from the 1,000
KWII values present in this null distribution.
For each value of relative risk, 1,000 independent populations
were generated, comprising 50,000 individuals with randomly
Figure 12. Dependence of KWII on locus heterogeneity. B, 50%-50% mixture of cases generated via interactions between the envi-
ronmental variable E and SNPs 1 and 2 (locus 1 in panel A) and cases generated via interactions between the environmental variable
E and SNPs 3 and 4 (locus 2 in panel C). The model in case study 2 was used. The combinations used for KWII calculations are indicated
on the Y-axes. The error bars represent SDs that are due to sampling and were obtained from 100 random samples. Representative one-
variable– (U1, V1), two-variable– (U2, V2), and three-variable–containing (U3, V3) peaks characteristic of locus 1 and locus 2 are
highlighted. D, Dependence of KWII (unblackened symbols) and TCI (blackened symbols) for the one-variable-containing peak U1 (circles),
the two-variable–containing peak U2 (triangles), and the three-variable–containing interaction peak U3 (squares) on locus heterogeneity,
as assessed by the fraction of cases that are due to locus 1. E, KWII values of the {E, 1, 2, 3, 4, 5, C} combination. The error bars
represent SDs.
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Figure 13. A–E, Dependence of KWII and TCI on relative risk for case studies 1–5, respectively. A, KWII for the one-SNP–containing
combinations of 1C (unblackened circles) and 2C (blackened circles) for case study 1. B, Results for the one-variable–containing {E, C}
combination (unblackened circles) (peak P1 in fig. 3B), the two-variable–containing {E, 1, C} combination (peak P2 in fig. 3B) (KWII
represented by unblackened triangles; TCI represented by blackened triangles), and the three-variable–containing {E, 1, 2, C} combination
(peak P3 in fig. 3B) (KWII represented by unblackened squares; TCI represented by blackened squares) of case study 2. C, KWII (unblackened
squares) and TCI (blackened squares) results for the three-variable–containing {E, 1, 2, C} combination (peak Q3 in fig. 4B). D, KWII
results for the one-variable–containing {E1, C} (peak M1 in fig. 5B) (unblackened circles) and {1, C} (peak M2 in fig. 5B) (blackened
circles) combinations and the KWII (unblackened triangles) and TCI (blackened triangles) for the two-variable–containing {1, 2, C}
combination (peak M3 in fig. 5B) of case study 4. E, KWII results for the one-variable–containing {E1, C} (peak N1 in fig. 6B) (unblackened
circles) and {1, C} combinations (peak N2 in fig. 6B) (blackened circles) and the KWII (unblackened triangles) and TCI (blackened triangles)
for the two-variable–containing {1, 2, C} combination (peak N3 in fig. 6B) of case study 5. The error bars represent SDs that are due
to sampling and were obtained from 100 samples. The TCI for one-variable–containing combinations is not shown because it is equal
to the KWII. The error bars represent SDs.
varying genotypes and environmental exposures consistent with
the GEI model of case study 2. From each population of 50,000
individual genotypes, a single set of 500 case patients and 500
control subjects was obtained by randomly assigning the subjects
to the case and control groups in accordance with the risk and
the exposure to the disease-associated environmental and geno-
type variables. The KWII and TCI values for all possible combi-
nations were computed. The same procedure of generating in-
dependent populations and obtaining independent samples was
repeated at each value of relative risk. The power was computed
as a fraction of the KWII values that were 95th percentile of
KWII values for the null distribution.
Application to Analysis of Interactions in Chromosome 5
We assessed the effectiveness of the KWII and TCI spectra in
identifying key interactions in a genotype data set from Daly et
al.16 for 103 SNPs spanning a 616-kb region of chromosome 5q31
that contains a cluster of genes that has been linked to Crohn
disease (MIM 606348) in a European-derived population17,18 (High-
Resolution Haplotype Structure in the Human Genome). The data
set contains genotypes for 129 parent-child trios (144 affected
individuals who were treated as case patients and 243 unaffected
individuals who were treated as control subjects).16 For all KWII
and TCI analyses, SNPs whose genotypes were missing in 20%
of subjects were excluded.
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Figure 14. Dependence of power on relative risk for case study
2. The power calculations were conducted for a sample size of
1,000 (500 case patients and 500 control individuals). These are
results for the one-variable–containing {E, C} combination (peak
P1 in fig. 3B) (circles), the two-variable–containing {E, 1, C} com-
bination (peak P2 in fig. 3B) (triangles), and the three-variable
containing {E, 1, 2, C} combination (peak P3 in fig. 3B) (squares).
Comparison with Other Competing Approaches
Using the data set of Daly et al.,16 we compared our KWII ap-
proach with the relevance chain–based InfoGeneMap approach
of Dawy et al.,19 the multifactor dimensionality reduction (MDR)
(SourceForge) technique,20–23 and the pedigree disequilibrium test
(PDT).24
InfoGeneMap method.—The relevance-chain method identifies
the most strongly associated lower-order pairwise interactions
and builds higher-order pairwise interactions with use of con-
ditional mutual information. The method has been used to an-
alyze the promoter region of the CTLA4 gene.19 In the present
study, significance level of .05 was used. The InfoGeneMap cri-
terion calculates the mutual information of the variable com-
prising the relevance chain and the disease phenotype. It is iden-
tical to the KWII (and the TCI) for combinations involving a
single SNP and the disease phenotype.
MDR method.—The MDR method is based on nonparametric
multifactor models20–23 and uses constructive induction wherein
the dimensionality of the multilocus genotype is systematically
reduced by pooling into high- and low-risk groups.25 The ap-
proach has been used to study GEI in atrial fibrillation, autism,
and diabetes mellitus.26–29 For MDR analysis, samples missing
genotypes at 10% of the SNP were excluded, followed by the
exclusion of SNPs whose genotypes were missing in 10% of
subjects.
PDT.—The program PDTPHASE, version 3.07, from the software
package UNPHASED30 was used to perform tests of association of
single SNPs and two-SNP haplotypes with Crohn disease status.
This software program is an implementation of the PDT,24 with
extensions to deal with haplotypes and missing data. All 103 SNPs
were used for the PDT analyses. Haplotypes tested using the PDT
were defined on the basis of the two-SNP–containing combina-
tions identified by the KWII and TCI. For single-SNP and hap-
lotype analyses, the PDT calculates a measure of association, D,
within each family. In PDTPHASE, the null hypothesis isDp 0
tested against the expected association measure over a prior dis-
tribution of allele frequencies (haplotype frequencies) that is de-
fined using the maximum-likelihood gametic frequencies com-
puted with the expectation-maximization algorithm. The odds
ratios and CIs were converted to relative-risk estimates with the
method of Zhang and Yu.31
Results
Performance of KWII and TCI on Simulated Data
In these experiments, our goal was to compare the effec-
tiveness of KWII and TCI on simulated data with known
patterns of interactions. These case studies were intention-
ally kept simple so that the heuristics for interpreting the
KWII and TCI could be identified.
Case study 1, simple epistasis.—Figure 2B and 2C shows
the KWII and TCI, respectively, for each combination of
interactions between the phenotype and all possible SNP
combinations. We refer to these graphs as KWII and TCI
spectra. The combinations are shown on the Y-axis; that
is, “1 2 C” (hereafter, {1, 2, C}) indicates that variables SNP
1 and SNP 2 and the phenotype status C are used in cal-
culating k-way ( ) interaction. The KWII spectrumkp 3
contains two dominant peaks corresponding to the {1, C}
and {2, C} combinations, indicating that SNPs 1 and 2
contribute significantly to the phenotype status C. Qual-
itatively, the stepwise structure of the TCI spectra contrasts
with the peaklike structure of the KWII spectra. The pres-
ence of a higher peak for the {1, 2, C} combination com-
pared with the {1, C} and {2, C} combinations indicates a
dependence of SNP 1 on SNP 2. Thus, the TCI detects the
dependence between SNP 1 and SNP 2 and provides in-
formation that complemented the KWII. The variables not
involved in interactions (SNPs 4, 5, and 6) can be more
easily identified from the TCI spectra, because the TCI val-
ues for combinations containing these independent var-
iables are the lowest compared with combinations con-
taining interacting variables.
Case study 2.—This case study contains a combination
of one-variable–, two-variable–, and three-variable–con-
taining interactions with the disease status variable C. Fig-
ure 3B and 3C shows the KWII and TCI spectra, respec-
tively, for each combination of interactions among the
disease-status phenotype, the environmental variable, and
all possible SNP combinations. The error bars in figure 3B
and 3C represent SDs that are due to sampling and dem-
onstrate that the overall shapes of TCI and KWII spectra
are robust to random variations caused by sampling.
By comparing the KWII spectrum with the model in
figure 3A, specific heuristics for interpreting the spectrum
can be identified. The one-variable–containing peaks cor-
responding to the {E, C}, {1, C}, and {2, C} effects corre-
spond to the direct paths among E, SNP 1, SNP 2, and
disease status when the environmental variable takes on
value L; SNP 1 takes on value (A1, A1); or SNP 2 takes on
value (B2, B2). The three two-variable–containing inter-
action peaks—{E, 1, C}, {E, 2, C}, and {1, 2, C}—correspond
to the indirect paths among E, SNP 1, SNP 2, and disease
status when, for example, the environmental variable E
takes on the value M or H and SNP 1 takes on value (A1,
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Figure 15. A and B, KWII and TCI values for the top 20 one-SNP, two-SNP, and three-SNP combinations with the highest KWII values
for the Crohn disease phenotype in the data set of Daly et al.16 All combinations involving three or fewer SNPs were computed, and
each set was sorted by KWII. The combinations are indicated on the Y-axes, and SNPs identified by Rioux et al.17 as being significantly
associated are labeled.
A1). The three-variable–containing interaction peak {E, 1,
2, C} corresponds to the path from the independent var-
iables E, SNP 1, and SNP 2 to the disease status–dependent
variable when the environmental variable E takes on the
value M or H and the SNP 1 and SNP 2 variables take on
values (A2, A*) and (B1, B*), respectively, where an asterisk
(*) represents 1 or 2. All other variable combinations had
low or negative values of KWII. Thus, the peak KWII spec-
trum can be interpreted to yield the structure of the un-
derlying GEI model.
The TCI spectrum complements the KWII spectrum.
Again, the most notable characteristic of the TCI spectrum
is its discrete steplike visual appearance. Each interacting
variable in the data set contributes approximately one sin-
gle unit step. Thus, the one-variable–containing peaks cor-
responding to the {E, C}, {1, C}, and {2, C} are each rep-
resented in the TCI. The height of the TCI peak increases
whenever an informative variable is added to the variable
list and is unchanged when a noninteracting variable is
added. For example, in figure 3C, the peaks corresponding
to {E, 1, 2, C}, {E, 1, 2, 3, C}, {E, 1, 2, 3, 4, C}, and {E, 1,
2, 3, 4, 5, C} have the highest TCI values among subsets
containing four, five, six, and seven variables, because they
contain all of the interacting variables E, SNP 1, and SNP
2. The lowest values of TCI correspond to subsets con-
taining only noninteracting variables, such as {3, 4, C}, {3,
5, C}, {4, 5, C}, and {3, 4, 5, C}. By identifying the largest
subset with low TCI values, the spectrum can be used to
eliminate noninteracting variables. Interestingly, for one-
variable–containing interactions, the values of KWII and
TCI are identical and equivalent to mutual information.
Case study 3.—For case study 3, we took particular care
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Table 1. Contingency Table for the
Two-SNP Combinations and Crohn Disease
Phenotype
SNP Combination
and Genotypes
Percentage of Subjects
with Disease Phenotype
Control Case
{7, 36}:
C/C and C/C 50.7 61.3
C/C and G/G .9 .0
C/C and C/G 14.9 12.1
T/T and C/C .5 2.4
T/T and G/G .0 1.6
T/T and C/G 3.6 .0
C/T and C/C 13.6 8.9
C/T and G/G .0 1.6
C/T and C/G 15.8 12.1
{61, 93}:
A/A and G/G 4.4 3.5
A/A and T/T 15.3 30.7
A/A and G/T 18.6 16.7
T/T and G/G 11.5 3.5
T/T and T/T .0 .0
T/T and G/T 1.1 7.9
A/T and G/G 9.8 7.0
A/T and T/T 3.8 3.5
A/T and G/T 35.5 27.2
to construct a scheme (fig. 4A) wherein an interaction
among all three variables—E, SNP 1, and SNP 2—was re-
quired to determine the case-control status variable. Figure
4B and 4C summarizes the KWII and TCI spectra, respec-
tively. The high value of peaks corresponding to the {E,
1, 2, 3, C} combination in both spectra highlights the
importance of the interactions among these three vari-
ables in determining case-control status.
Case study 4.—In case study 4, the GEI scheme (fig. 5A)
contained multiple environmental variables and SNP var-
iables. Representative examples of environmental vari-
ables are obesity and smoking, which are associated with
diseases such as cancer and heart disease. Figure 5B and
5C summarizes the KWII and TCI spectra, respectively. The
one-variable–containing peaks in the KWII spectrum cor-
rectly identified the critical roles of E1, E2, SNP 1, and SNP
2 variables in the underlying model. A strong peak cor-
responding to the {1, 2, C} interaction was also identified.
Notably, the {E1, E2, C} combination was not present
among the top 20 two-variable combinations with the
highest KWII values. The TCI spectrum had prominent
peaks corresponding to the two-variable–containing {1, 2,
C} combination (fig. 5C), the three-variable–containing
{E1, 1, 2, C} and {E2, 1, 2, C} combinations, and the four-
variable–containing {E1, E2, 1, 2, C} combination (data
not shown). Again, the TCI spectrum reveals the overall
effects of redundancy and dependency between the in-
formative environmental variables E1 and E2 and the SNP
variables SNP 1 and SNP 2. The KWII and TCI values of
combinations entirely comprising uninformative variables
had the lowest magnitudes.
Case study 5.—In case study 5, the GEI scheme (fig. 6A)
of case study 4 (fig. 5A) was modified to include an inter-
action between the two informative environmental vari-
ables, E1 and E2. Figure 6B and 6C summarizes the KWII
and TCI spectra, respectively. As for case study 4, the one-
variable–containing peaks in the KWII spectrum correctly
identified the critical roles of the E1, E2, SNP 1, and SNP
2 variables in the underlying model, and the two-variable–
containing {1, 2, C} interaction was also identified. How-
ever, the contribution of the one-variable–containing {E1,
C} and {E2, C} peaks was stronger than in case study 4.
Furthermore, the peak corresponding to the {E1, E2, C}
combination was present among the top 20 two-variable
combinations with the highest KWII values. The TCI spec-
trum had prominent peaks corresponding to the three-
variable–containing {E1, 1, 2, C} and {E2, 1, 2, C} com-
binations (fig. 6C). Thus, the KWII and TCI spectra can
be useful when there are interacting environment vari-
ables in addition to SNP variables.
Taken together, these case studies demonstrate that the
KWII and TCI spectra are capable of visually summarizing
a diverse range of GEI phenomena.
Dependence of KWII and TCI on Biological
and Experimental Factors
For these studies, case study 2 was used, because the dis-
ease-status variable is dependent on a combination of one-
variable–, two-variable–, and three-variable–containing
interactions.
Effect of errors in the assignment of cases and controls.—Errors
in assignment of cases and controls can reduce the effec-
tiveness of analytical methods to detect GGIs and GEI.
Such errors can occur because of either diagnostic diffi-
culties or the exposure to unknown environmental vari-
ables not included in the assessments.
We investigated the effects of assignment error on the
KWII and TCI spectra (fig. 7) by varying the fraction of cases
and controls misassigned from 0% to 25% in increments
of 5%. The results demonstrate that the one-variable– and
two-variable–containing peaks are relatively robust to mis-
assignment. However, the three-variable–containing inter-
action peak P3 is relatively sensitive, and its amplitude de-
creases when the assignment-error fraction increases. In ad-
dition, spurious four-variable–containing interaction peaks
begin to emerge. Thus, experimental design for GEI research
should avoid assignment errors, to enhance the likelihood
of detecting higher-order interactions.
Effect of sample size.—Sample size is a key determinant
of statistical power. To investigate the dependence of sam-
ple size on the effectiveness of KWII and TCI (fig. 8), nu-
merical experiments wherein sample size per group was
varied from 125 to 8,000 in twofold increments were con-
ducted. Figure 8A, 8B, and 8C shows the KWII spectra for
sample sizes of 500 (used as a reference spectrum), 2,000,
and 125 per group, respectively. Generally, the KWII and
TCI were relatively independent of sample size, which oc-
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Figure 16. A and B, Comparison of the performance of the InfoGeneMap and our method with use of KWII and InfoGeneMap criterion
metric of InfoGeneMap method, respectively. The top 20 one-SNP and two-SNP combinations and the Crohn disease phenotype are
shown in each plot value for the Crohn disease phenotype in the data set of Daly et al.16 The black bars represent combinations identified
by both methods, the gray bars are combinations identified by the KWII method alone, and the white bars are combinations identified
by the InfoGeneMap method only. The combinations are indicated on the Y-axes.
curs because the KWII and TCI formulas use relative fre-
quencies that are corrected for sample size. The overall
patterns of GEI were generally discernible, even at a sam-
ple size of 125 per group. However, an increase in the
sampling SD and spurious increases in the higher-order
KWII peaks were noted as the sample size decreased.
Effect of allele frequency.—We systematically varied the
allele frequency over the range 0.05–0.5 for the case study
2 model of GEI, to assess the impact of allele frequency
on the KWII and TCI. The KWII and TCI spectra for vary-
ing frequencies of allele A1 of SNP 1 are summarized in
figure 9A–9C and 9D–9F, respectively. The corresponding
results for allele B1 of SNP 2 are summarized in figure 10A–
10C and 10D–10F.
Increases in the frequency of allele A1 of SNP 1 caused
increases in the amplitude of its one-variable–containing
peak R1, whereas the amplitudes of the two-variable– and
three-variable–containing KWII peaks R2 and R3 de-
creased. The one-variable–containing peak R1 increases
with increasing allele A1 frequency, because the uncer-
tainty of obtaining a control phenotype is decreased. The
two-variable– and three-variable–containing KWII peaks
R2 and R3 decrease because of the increased redundancy
when the frequency of allele A1 increases.
For SNP 2 (fig. 10), the corresponding one-variable–con-
taining interaction peak S1 decreased with increasing fre-
quency allele B1 of SNP 2. The differences in the KWII and
TCI spectra in figures 9 and 10 can be attributed to the
fact that allele B1 of SNP 2 is directly associated with the
disease phenotype, whereas allele A1 of SNP 1 is associated
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Table 2. Summary of Statistically Significant Single-SNP Results from the PDT
SNP
Nucleotide
Position SNP Name Genotype GRRa (95% CI) Z Pb
16 411873 IGR2008a_1 C/C 2.15 (1.26–3.67) 2.82 .0047
26* 435282 IGR2055a_1 G/G 2.14 (1.30–3.53) 3.00 .0027
27* 437682 IGR2060a_1 C/C 2.19 (1.31–3.65) 2.99 .0028
28* 438883 IGR2063b_1 G/G 2.21 (1.34–3.64) 3.11 .0019
34* 455246 IGR2096a_1 C/C .35 (.17–.72) 52.88 .0039
39* 506266 IGR2198a_1 G/G 2.32 (1.44–3.75) 3.46 .00055
49 522600 IGR2230a_1 T/T 2.40 (1.35–4.28) 2.96 .003
56 571022 IGR3005a_2 G/G 1.99 (1.25–3.15) 2.92 .0035
57 576586 IGR3016a_1 G/G 2.36 (1.36–4.09) 3.04 .0023
65* 582948 IGR3029a_2 G/G 2.25 (1.40–3.61) 3.37 .00076
67* 587836 IGR3039a_1 A/A 1.92 (1.21–3.06) 2.76 .0058
74* 608759 IGR3081a_1 T/T .36 (.17–.74) 52.79 .0053
78* 616241 IGR3096a_1 T/T .34 (.16–.73) 52.80 .0052
86 649061 IGR3162a_1 G/G .21 (.06–.72) 2.48 .013
90 662819 IGR3189a_2 T/T .29 (.12–.72) 2.68 .0073
91* 676688 IGRX100a_1 A/A 1.97 (1.17–3.32) 2.55 .011
92 683387 IGR3230a_1 T/T .37 (.17–.78) 2.60 .0094
93* 686249 IGR3236a_1 G/G .39 (.21–.75) 52.83 .0046
102* 877809 GENS020ex3_1 C/C .42 (.24–.73) 3.05 .0023
NOTE.—SNPs identified by Rioux et al.17 are shown in bold, and SNPs identified by the KWII
are identified by an asterisk (*).
a Genotype relative risk, in which the reference genotype is the heterozygote.
b All P values are significant after correction for multiple testing with use of the method of
Benjamini and Hochberg.32
with the control phenotype. The one-variable–containing
peak S1 decreases with increasing allele B1 frequency, be-
cause the uncertainty of obtaining a case or control phe-
notype given the (B1, B*) genotype is increased.
The qualitative differences in KWII spectra for SNP 1
and SNP 2 demonstrate that the effects of allele frequency
on KWII are dependent on the structure of the interactions
leading to the phenotype. However, despite these com-
plexities, KWII spectra can be interpreted if the effects of
allele frequency on the information redundancy vis-a-vis
information synergy are incorporated. In contrast to the
KWII spectra, which were sensitive to allele frequency, the
R2 and R3 peaks (see fig. 9D–9G) and S2 and S3 peaks (see
figs. 9H and 10D–10F) of the TCI spectra were relatively
robust, suggesting that the TCI could enable more effec-
tive identification of the two-variable and three-variable
interactions in the face of allele-frequency variations.
Effect of linkage disequilibrium (LD) between SNPs.—LD,
which refers to the nonrandom associations of alleles at
two or more loci, was investigated because it can poten-
tially introduce redundancies between genetic variables
associated with disease status. The LD between SNP 1 and
SNP 2 was varied over R2 values ranging from 0 to 0.99
for the model in case study 2. All other parameters, in-
cluding allele frequency, were kept constant. The KWII
spectra for R2 values of 0, 0.5, and 0.95 are shown in figure
11A–11C, and the summary of the TCI and KWII for rep-
resentative one-SNP–, two-SNP–, and three-SNP–contain-
ing peaks is shown in figure 11D. The KWII for one-SNP–
containing peaks (T1) and the two-variable–containing
peaks comprising SNP 1 and SNP 2 individually were pos-
itive and increased with increasing LD. However, the two-
variable– and three-variable–containing peaks with both
SNP 1 and SNP 2 changed sign and became negative with
increasing LD because of the increased redundancy be-
tween the SNP variables caused by increased LD. The ef-
fects of LD on the KWII spectrum were thus dependent
on the combinations examined, but the interpretationwas
consistent with positive and negative KWII, indicating
synergy and redundancy, respectively. The effects of LD
on the TCI spectrum (data not shown) were analogous,
except that peak-height increases (decreases) were ob-
served when comparing the combinations in which the
corresponding KWII spectrum indicated increased synergy
(redundancy).
Effect of locus heterogeneity.—Locus heterogeneity refers
to the situation wherein two or more independent genetic
loci are capable of producing the same phenotype. For ex-
ample, mutations in amyloid precursor protein (APP) and
the presenilin-1 (PSEN1) loci can result in hereditary forms
of Alzheimer disease. Locus heterogeneity causes confound-
ing of the study results with differing GEI factors.
For the numerical experiments of the effects of locus
heterogeneity, we generated two sets of cases, using the
model in case study 2. One set of cases was generated via
interactions among the environmental variables E, SNP 1,
and SNP 2 (locus 1), whereas the other set of cases were
generated via analogous interactions among the environ-
mental variables E, SNP 3, and SNP 4 (locus 2). The two
sets were mixed in different proportions. Controls were
assumed to occur if the environmental and genotype var-
iable combinations did not meet either of the case-gen-
erating rules.
The KWII spectrum for locus 1 is shown in figure 12A,
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Table 3. PDT Results for the Two-SNP–Containing Combinations Identified
by the KWII Analysis
{SNP 1, SNP 2}
Risk Haplotypes
(Reference)
Frequency
Relative Risk (95% CI) GlobalPCase Control
{7, 36} T/C (C/C) .06 .13 .42 (.20–.85) .03
{7, 40} NS
{7, 46} C/T (C/C) .15 .21 .59 (.34–.98) .01
{7, 46} T/T (C/C) .07 .15 .42 (.19–.87) .01
{7, 51} C/T (C/C) .17 .22 .65 (.39–1.00) .04
{7, 52} C/T (C/C) .71 .57 1.12 (1.00–1.33) .01
{7, 56} C/G (C/C) .61 .43 1.35 (1.06–1.62) .003
{7, 72} T/C (C/C) .06 .15 .43 (.10–1.01) .03
{30, 80} C/T (C/A) .77 .58 1.31 (1.05–1.49) .002
{32, 43} NS
{33, 43} A/G (G/G) .22 .33 .66 (.46–.94) .04
{47, 95} C/G (C/C) .33 .42 .73 (.42–.99) .009
{57, 92} A/T (G/G) .24 .39 .48 (.25–.82) .004
{48, 92} C/T (C/G) .38 .54 .61 (.39–.88) .0003
{61, 90} T/T (A/C) .27 .36 .69 (.43–1.01) .06
{61, 93} T/T (T/G) .26 .43 .37 (.05–.99) .004
{61, 95} NS
{68, 95} T/C (C/C) .005 .04 .12 (.01–.98) .03
{76, 95} NS
{78, 81} C/T (T/T) .55 .39 1.35 (.99–1.65) .0006
{90, 103} C/G (T/G) .27 .35 .72 (.50–1.00) .04
whereas the KWII spectrum for locus 2 is in figure 12C.
Representative one-variable– {U1, V1}, two-variable– {U2,
V2}, and three-variable–containing {U3, V3} peaks char-
acteristic of locus 1 and locus 2 are highlighted. When
the locus 1 fraction increases, the characteristic peaks U1,
U2, and U3 increase. Interestingly, the {E, 1, 2, 3, 4, 5, C}
combination has the highest negative value (fig. 12E)
when the proportion of samples from the locus 1 is in the
range 40%–60%, suggesting that locus heterogeneity may
be detected from the KWII spectrum because it generates
redundancy.
Effect of uninformative SNPs.—High-throughput genotyp-
ing methods provide data on both informative and un-
informative SNPs; for this reason, we investigated the de-
pendence of KWII and TCI spectra on the number of
uninformative SNPs. The number of uninformative SNPs
for the data in case study 2 was increased to 4, 8, 32, and
64. As anticipated, the number of combinations in the
KWII and TCI spectra increases rapidly when the number
of uninformative SNPs is increased. However, the under-
lying information and amplitudes of the spectral peaks
containing informative SNPs are independent of the num-
ber of uninformative SNPs (data not shown).
Dependence of KWII and TCI on Relative Risk
The dependence of KWII and TCI of characteristic peaks
from each of the case studies on relative risk was analyzed.
Figure 13 shows the dependence of KWII and TCI on rel-
ative risk, which was varied over a wide range for the
models in each case study. In figure 13A, the KWII for the
one-variable–containing {1, C} and {2, C} combinations is
shown: the KWII curves for both combinations increased
with relative risk, and the KWII value for the {1, C} com-
bination was consistently higher than that for the {2, C}
combination. In figure 13B, the KWII and TCI of three
representative combinations—the one-variable–contain-
ing {E, C} (peak P1 in fig. 3B), the two-variable–containing
{E, 1, C} (peak P2 in fig. 3B), and the three-variable–con-
taining {E, 1, 2, C} (peak P3 in fig. 3B) combinations—
were investigated. The one-variable–, two-variable–, and
three-variable–containing TCI and KWII curves increased
with increasing relative risk. The TCI curves were visually
“parallel” to each other, reflecting the stepwise increases
that are observed in the TCI spectrum when informative
variables are added to the combination. Figure 13C shows
that TCI and KWII of the three-variable–containing {E, 1,
2, C} combination (peak Q3 in fig. 4B) increased with in-
creasing relative risk and that the two metrics were parallel
to each other. Figure 13D presents the KWII results for
one-variable–containing {1, C} and {E1, C} and the two-
variable–containing {1, 2, C} combinations, which corre-
spond to peaks M1, M2, and M3 in figure 5. Although the
magnitude of the KWII values decreased with decreasing
risk, the {1, C} combination had higher KWII values than
did the {E1, C} and {1, 2, C} combinations across the range
of relative-risk values examined. Each of the three com-
binations maintained its rank relative to the other com-
binations across the range as well.
Taken together, these results indicate that relative risk
alters the magnitudes of the individual peaks in the KWII
and TCI spectra. However, for a given relative-risk value,
the relative magnitudes of the peaks are generally pre-
served in the informative combinations examined. This
suggests that the KWII and TCI could be useful for as-
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sessing the underlying structure of the interactions among
the genes and environmental variables.
Dependence of Power on Relative Risk
The model of case study 2 was used because it provides
one-variable–, two-variable–, and three-variable–contain-
ing interactions. The power calculations (fig. 14) indicated
that the KWII had an excellent power: at a sample size of
1,000 (500 controls and 500 cases), the power to detect
the one-variable–containing peak P1 is near perfect for a
twofold increase in relative risk. The power for the one-
variable–containing peak was greater than that for the
two-variable–containing peak P2 and for the three-vari-
able–containing peak P3. For a twofold increase in relative
risk, the power to detect the two-variable–containing peak
was 0.5, but the power increased to 10.8, given a relative
risk of 3. The power for detecting the three-variable–con-
taining peak for a relative risk of 3 was 0.27, and this
increased to 0.8 at a relative risk of ∼5.5.
Application to Analysis of Interactions in Chromosome 5
In the next step, we assessed the effectiveness of the KWII
and TCI spectra at replicating results from previously re-
ported studies and the method’s potential for identifying
key GGIs in epidemiological studies, using the Crohn dis-
ease data set from Daly et al.16 for 103 SNPs in the chromo-
some 5q31 region.17,18
The KWII and TCI values for all possible combinations
containing four or fewer SNPs and the Crohn disease phe-
notype were computed. The data set of Daly et al.16 con-
tains haplotype-phase information, but we did not include
it in our analysis because most epidemiologic studies of
GEIs do not have haplotype-phase information available.
Figure 15 summarizes the KWII and TCI spectra for the
top 20 combinations with the highest values of KWII from
each of the combinatorial sets containing one, two, or
three SNPs and the disease phenotype. To assess the per-
formance of the KWII and TCI spectra, we compared the
results from our analysis with those obtained by Rioux et
al.17 Those authors found 11 SNPs (IGR2055a_1, IGR2060a
_1, IGR2063b_1, IGR2078a_1, IGR2096a_1, IGR2198a_1,
IGR2230a_1, IGR2277a_1, IGR3081a_1, IGR3096a_1, and
IGR3236a_1) with alleles that were associated with risk
of Crohn disease. Nine of 11 significant SNPs were pres-
ent in the data set we analyzed; SNPs IGR2078a_1 and
IGR2277a_1 were missing.
From the analysis of the one-SNP and disease phenotype
KWII spectra in figure 15, we were able to identify eight
of the nine reported associated SNPs present in our data
set, by examination of the 20 combinations with the high-
est KWII values. We were unable to identify one SNP,
IGR2230a_1.
Next, we analyzed the KWII spectra of the two-SNP com-
binations and the disease phenotype. We observed that
SNP 7, in particular, participated in multiple two-SNP (and
three-SNP) interactions with the Crohn disease pheno-
type, which had not been reported by Rioux et al.17 To
assess these potentially novel interactions, we examined
the two-SNP combinations that were present in the top
five combinations for KWII or TCI values—{7, 36} and {61,
93} (these are equivalent to the identifiers {IGR1219a_2,
IGR2150a_1} and {IGR3022a_1, IGR3236a_1} used by Daly
et al.16—using a contingency table and the x2 test. The
contingency table in table 1 demonstrates that C/C, C/C
genotypes at SNPs 7 and 36, respectively, are present in
61.3% of cases compared with 50.7% of controls. In con-
trast, the C/T, C/C genotype is present in 8.9% of cases
compared with 13.6% of controls. For SNPs 61 and 93,
the A/A, T/T genotype was present in 30.7% of cases and
15.3% of controls; the T/T, G/G genotype was present in
3.5% of cases and 11.5% of controls (summarized in table
1). The associations between SNP combinations {7, 36} and
{61, 93} and Crohn disease were both significant by the
x2 test ( , , and , , re-2 2x p 19.7 Pp .01 x p 24.4 Pp .001
spectively). These findings indicate that our KWII- and
TCI-based visualization approaches can be useful in iden-
tifying GGIs and GEIs in epidemiological studies. On the
basis of these results, the performance of the KWII spec-
trum can be considered promising, particularly given that
the KWII approach in its current form does not utilize the
parent-child transmission information contained in the
pedigree structures.
Comparison with Other Competing Approaches
We compared our KWII approach with the relevance
chain–based InfoGeneMap approach of Dawy et al.,19 the
MDR technique,20–23 and the PDT.24 All three methods were
compared head to head on the SNP data set from Daly et
al.16 that was discussed in the “Application to Analysis of
Interactions in Chromosome 5” section.
InfoGeneMap method.—Figure 16A presents the KWII val-
ues for the top 20 combinations identified by our method
and those identified by the InfoGeneMap method. The
black bars highlight the three one-SNP combinations and
the four two-SNP combinations that were identified by
both methods. We found that the KWII values of the com-
binations identified by our method were greater than those
from InfoGeneMap, which indicates that our approach
detects stronger interactions. Figure 16B presents the Info-
GeneMap criterion values for the top 20 combinations
identified by our method with use of the KWII and those
identified with use of the InfoGeneMap method. The black
bars highlight the four one-SNP combinations and the
four two-SNP combinations that were identified by both
methods; the combination with the highest value of the
InfoGeneMap criterion also had high values of KWII. Fur-
thermore, all the combinations identified by our meth-
od had InfoGeneMap criterion values that were compa-
rable to those from InfoGeneMap. Interestingly, only one
(IGR2060a_1) of the nine SNPs identified by Rioux et al.17
as significantly associated with Crohn disease was present
among the one-SNP combinations identified by InfoGene-
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Map; as noted earlier, our approach found eight of these
nine SNPs in one-SNP combinations.
MDR method.—The MDR method identifies {28}, {28, 91},
{28, 39, 73}, and {28, 39, 73, 101} as significant combina-
tions associated with the Crohn disease phenotype (these
combinations are equivalent to the sets {IGR2063b_1},
{IGR2063b_1, IGRX100a_1}, {IGR2063b_1, IGR2198a_1,
IGR3066a_1}, and {IGR2063b_1, IGR2198a_1 IGR3066a_1,
GENS0202ex3_2} in the notation used by Daly et al.16).
The model containing only SNP 28 was identified as the
best model, with a training accuracy of 0.64 and a testing
accuracy of 0.61. The MDR approach combination sets
contained only two (IGR2063b_1 and IGR2198a_1) of the
nine SNPs identified by Rioux et al.17 as being significantly
associated with the Crohn disease phenotype.
The best MDR model, SNP 28, was also identified as the
single-SNP combination with the highest KWII by our
method. SNPs 91 and 39 also were identified among the
top 20 single-SNP combinations by our method. We found
that the two-SNP combination {28, 91} identified by MDR
had negative KWII values, indicating the presence of
redundancy.
PDT method.—Given the concordance with the results
of Rioux et al.17 and the two-SNP x2 analyses, we compared
the results of the one- and two-SNP–containing KWII spec-
tra with those of the one-SNP and two-SNP haplotype PDT
analysis. With Benjamini and Hochberg corrections for
multiple comparisons, the PDT single-SNP analysis identi-
fied 19 SNPs associated with Crohn disease (table 2).32 The
PDT identified all nine SNPs found to be associated with
Crohn disease by Rioux et al.17 Three of the 19 SNPs were
excluded in the KWII and TCI analysis, because genotypes
were missing for 120% of the subjects. Among the 16 SNPs
included, 11 were present in the list of 20 single SNPs with
the highest KWII values.
All 20 two-SNP–containing results presented in figure
15 were analyzed for evidence of significant association
with use of haplotype analysis in UNPHASED. The analysis
results and corresponding relative-risk values are sum-
marized in table 3. Sixteen of the 20 KWII two-SNP–con-
taining combinations were found significant at . OfP ! .05
these 16 two-SNP haplotypes, 10 had P values between
.01 and .05, 4 had P values between .001 and .01, and 2
showed significance at the level.P ! .001
These comparisons indicate that our KWII-based ap-
proach identifies SNPs that are also identified by other
methods. However, the SNP combinations that were iden-
tified by our method are more parsimonious than those
identified by the other two methods.
Discussion
In this report, we have presented results on an informa-
tion-theoretic approach for GEI visualization that uses two
complementary information-theoretic metrics: the KWII
and the TCI. The salient contributions of this work include
(i) the systematic analysis of the dependence of informa-
tion-theoretic metrics on genetic and study-design factors,
(ii) the identification of heuristics that enable interpre-
tation of GEI from the KWII and TCI metrics, and (iii) the
visual presentation of the results as KWII and TCI “spec-
tra,” which are ordered graphical representations of the
KWII and TCI versus the environmental variable and ge-
notype combinations that can be used to highlight and
identify the GEI. The methods for interpreting the KWII
and TCI spectra were developed with controlled numerical
experiments and analysis of data from a genetic study of
Crohn disease.
The results from our systematic numerical experiments,
which, to our knowledge, have not been previously re-
ported, provide rules and heuristics that are critically
needed if researchers interested in interpretation of large
data sets that include information on genotype and expo-
sures are to interpret complex patterns observed in KWII
and TCI spectra. The information among a set of variables
involved in GEI could be distributed throughout the var-
iables in complicated ways; for example, there may be
complete interredundancy among some variables, where-
as others may be independent. Furthermore, there may
be interactions of various degrees; for example, a group
of variables without pairwise redundancies could have
higher-order interactions. The KWII and TCI were found
to identify interactions generated by a diverse range of
interaction models. The findings also have implications
for GEI study design. For example, our experiments de-
picted in figure 7 highlighted the deleterious effects of
misassignment of case status on the ability of the KWII
and TCI to detect interactions.
The widely used MDR technique is an analysis rather
than a visualization strategy. It can be computationally
intensive, especially when 110 polymorphisms need to be
evaluated.20 Information-theoretic methods, however, are
among the most-promising approaches for enhancing SNP
analysis, GGI and GEI analysis, and visualization.33,9,8,25
Although information-theoretic approaches have well-
developed theory and are versatile and genetic-model in-
dependent, only limited research on leveraging these
strengths into analytical visualization strategies has been
done. The KWII presented here is the KLD between the
joint probability density and the model constructed using
all pairwise dependences.15 The TCI is the KLD between
the joint probability density p(X1, X2 ,…, Xn) and its max-
imum entropy product approximation p(X1)p(X2)…p(Xn).
Because of these direct relationships to the KLD, the KWII
and TCI can, with practice, be easily interpreted for GEI,
with use of the versatile KLD-based framework we devel-
oped in VizStruct. A key advantage of using KWII to iden-
tify interactions is the parsimony obtained because the
higher-order combinations are free of the confounding
effects from lower-order interactions.
In this work, we have built on and extended the work
of Jakulin and Bratko10,15,34,35 to GEI. The visualization ap-
proaches proposed by Jakulin and Bratko10,15,34,35 include
information graphs and interaction dendrograms. In in-
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formation graphs, each node represents a variable. The
node also includes the percentage of the entropy of the
class variable eliminated by the variable. An edge connect-
ing two nodes can be a unidirectional arc representing
negative interaction between the two nodes and the class
variable (redundancy) or a bidirectional arrow represent-
ing positive interaction between the two nodes and the
class variable (synergy). Interaction dendrograms are ob-
tained by hierarchical clustering on a distance matrix de-
rived from the magnitude of the interaction information.
The dendrogram line length represents the interaction
strength, and its color indicates whether the interaction
is synergistic, redundant, or independent.25 Recently,Moore
incorporated interaction dendrograms into MDR.25 These
tools have been used to study the effects of SNP genotypes
and smoking on bladder cancer risk.36
Good interactive, multidimensional visualization tools
can provide additional perspectives that assist the user in
understanding large, multidimensional, GEI data at an in-
tuitive level, facilitate subsequent hypothesis generation,
and enhance knowledge discovery. Our results indicate that
KWII and TCI are promising candidates as visualization
metrics in GEI research.
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Web Resources
The URLs for data presented herein are as follows:
CSEBiORG, http://www.cse.buffalo.edu/DBGROUP/bioinformatics/
resources.html (for the software program for KWII and TCI)
High-Resolution Haplotype Structure in the Human Genome,
http://www.broad.mit.edu/humgen/IBD5/haplodata.html (for
the chromosome 5 data set)
InfoGeneMap, http://www.lnt.ei.tum.de/download/InfoGeneMap/
Online Mendelian Inheritance in Man (OMIM), http://www.ncbi
.nlm.nih.gov/Omim/ (for Crohn disease)
SourceForge, http://sourceforge.net/projects/mdr/ (for MDR)
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