This paper proposes a fault diagnosis system for induction motor which integrates principal component analysis (PCA), genetic algorithm (GA) and artificial neural network (ANN). Vibration signals and stator current signals are measured as the fault diagnosis media. Many sensors result in many features to ANN. In order to avoid the curse of dimensionality phenomenon and improve the classification rate, PCA and GA are employed to reduce the feature dimensionality of the measured data. PCA removes the relative features. Then the irrelative features after PCA are selected by GA to find better feature subset as inputs to the network under a few population and generations. GA is also used to optimize the ANN structure in that the selected PCs feature subset is evaluated by it. The efficiency of the proposed system is validated by comparison of other three systems: ANN only, ANN with PCA and ANN with GA. The classification success rate for the ANN with PCA and GA was 100% for validation, while the rates of ANN only, ANN with PCA and ANN with GA were 83.33%, 86.67% and 98.89%, respectively.
Fault Diagnosis System of Induction Motors Using Feature Extraction, Feature Selection and Classification Algorithm

Introduction
Induction motors are critical components in many industrial processes. In spite of their robustness, reliability and simplicity of structure, they do occasionally fail, which may be inherent in the machine itself or caused by operating conditions (1) . And consequent unplanned downtime can prove very costly. Therefore, condition monitoring of electrical machines has received considerable attention in recent years and is increasingly becoming important in industry because of the need to increase reliability and decrease possible loss of production due to faulty motors. Early fault diagnosis and condition monitoring can increase machinery availability and performance, reduce consequential damage, prolong machine life, and reduce spare parts inventories and breakdown maintenance.
There are many ways to detect mechanical and electrical problems in induction motors, either directly or indirectly, such as vibration analysis (2) , motor current signature analysis (MCSA) (3) - (6) , electromagnetic field monitoring (7) , chemical analysis, temperature measurability, infrared measurement, acoustic noise analysis, and partial discharge measurement. Among these methods, vibration analysis and current analysis are the most popular ones due to their easy measurability, high accuracy and reliability.
For each diagnosis method, engineers need basis knowledge and some experience. Unfortunately, such engineers who have expert knowledge and much experience are rare in the real world. Even if experts are available, the technical information needed by the engineers is not always to hand, or received in the first instance. With the development of artificial intelligence techniques, many intelligent systems have been employed to assist the condition monitoring task to correctly interpret the fault data, such as expert systems, artificial neural networks (ANNs), support vector machines and fuzzy logic systems, and the results are promising (8) - (10) . Most efforts in the condition monitoring area have largely ignored the feature selection problem and have focused mainly on developing effective feature extraction methods and employing powerful clas-sifiers.
In this paper, we propose a fault diagnosis system for induction motors which integrates PCA, GA and ANN. In order to increase diagnosis accuracy, three-phase stator current signals and three-direction vibration signals are measured as the original inputs of the system. Furthermore, various feature parameters are calculated from time and frequency domains and AR model coefficients. However, too many features can cause cures of dimensionality phenomenon since irrelevant and redundant features degrade the performance of ANN. The feature vector that results from the preprocessing stage is often not suitable to be processed by a subsequent stage due its high-dimensionality and redundancy. Problems with highdimensional data, known as the curse of dimensionality in pattern recognition, imply that the number of training examples must grow exponentially with the number of features in order to learn an accurate model. The problem of redundancy, also referred to as collinearity in statistics, is particularly significant in instruments due to the crossselectivity of sensors (11) . From the viewpoint of managing, the whole feature dataset can be huge. Therefore, reducing the number of features by extracting or selecting only the relevant and significant ones is desirable. There are two ways of reducing dimensionality: feature extraction and feature selection. Feature extraction means transforming the existing features into a lower dimensional space, and feature selection means selecting a subset of the existing features without any transformation. Most feature extraction techniques have been based on linear techniques, mainly PCA and Fisher's linear discriminant analysis (LDA). PCA, which is one of multivariate techniques, utilize the covariance structure of a set of dependent variables to express the collective data set into a new fully orthogonal space of the same dimensionality which can be typically compressed into a few new variables (12) , (13) . The representative search strategies for feature selection can be grouped into three categories: exponential, sequential, and randomized. Randomized search algorithms attempt to overcome the computational cost of exponential methods and the tendency of sequential methods to become trapped in local minima (11) . Among these techniques, GA (14) - (17) and simulated annealing (SA) are most widely used. Recently, GAs has attracted more and more attention in the feature selection area (18) , (19) . In this paper, the combination of PCA for feature extraction and standard GA for feature selection are employed to reduce the feature dimensionality of the measured data and improve the classification rate. The proposed system uses PCA firstly to reduce dimensionality, and then select the significant features using GA from transformed feature subset. At the same time, ANN structure is optimized by GA. Adaptive resonance theoryKohonen neural network (ART KNN) (20) 
Materials and Methods
In this section we briefly introduce some basic concepts and notation of PCA, GA and ANN, which are used in the proposed method.
1 Feature extraction: PCA
PCA is a well-established technique for feature extraction and dimensionality reduction. It has a wide variety of different applications including cluster analysis, visualization of high-dimensionality data, regression, data compression and pattern recognition (21) , (22) . It is based on the assumption that most information about classes is contained in the directions along with the variations is the largest. The most common derivation of PCA is in terms of a standardized linear projection which maximizes the variance in the projected space. For a given p-dimensionality data set X, the m principal axes T 1 , T 2 , . . . , T m , where 1 ≤ m ≤ p, are orthogonal axes onto which the retained variance is maximum in the projected space. Generally, T 1 , T 2 , . . . , T m can be given by the m leading eigenvectors of the sample covariance matrix
where x i ∈ X, µ is the same mean and N is the number of samples, so that:
where λ i is the ith largest eigenvalue of S. The m principal components for a given observation vector x ∈ X are given by:
The m principal components of x are then uncorrelated in the projected space. In multi-class problem, the variations of data are determined on a global basis that is the principal axes are derived from a global covariance matrix:
where µ is the global mean of all the samples, K is the number of classes, N j is the number of samples in class j,
N j and x ji represents the ith observation from class j. The principal axes T 1 , T 2 , . . . , T m are therefore the m leading eigenvectors ofŜ:
where λ is the ith largest eigenvalue of S. An assumption made for dimensionality reduction by PCA is that most information of the observation vectors is contained in the subspace spanned by the first m principal axes, where m < p. Therefore, each original data vector can be represented by its principal component vector:
where
The merit of PCA is that the extracted features have the minimum correlation along the principal axes. On the other hand, there are some defects that reside in PCA. First, PCA is a scale-sensitive method, i.e., the principal components may be dominated by elements with large variances. Another problem with PCA is that the directions of maximum discrimination since there are no attempt to use the class information, such as the betweenclass scatter and within-class scatter.
2 Feature selection: GA
A standard GAs (23) is used as a feature selector in this paper. GA has been known to have superior performance to other search algorithms for data sets with high dimensionality. A GA is a parallel search procedure that simulates the evolutionary process by applying genetic operators. Here, a brief introduction of a standard GA is given for completeness. More extensive discussion on GAs can be found in Ref. (23) .
The string length of the simple binary-based chromosome is determined by two parts: the one is the number of features indicating whether the corresponding feature is selected or not (1 if a feature is selected, 0 otherwise), the other is a structure parameter of ANN which varies with selected feature subset.
Once fitness values are assigned to each chromosome in the current population, the GA proceeds to the next generation through three genetic operators: selection (or reproduction), crossover, and mutation.
Selection: This operator is to pick up excellent parents to reproduce promising individuals whose characteristics may be better than last generation. This procedure has a significant influence on driving the search towards a promising area and finding good solutions in a short time. The roulette wheel selection is used for individual selection. The selection probability P s (s i ) of the ith individual is expressed as following equation:
where s is an individual, f (s i ) is the fitness value of the ith individual s i and N is the number of individual. According to the values of P s (s i ), each individual is defined for the widths of slots on the wheel. Crossover: The crossover operator is used to create two new individuals (children or offspring) from two existing individuals (parents) picked from the current population by the selection operation. This operator combines a part of one string with a part of another string and is controlled by a crossover probability P c . Many different kinds of crossover operators have been proposed including single-point, two-point, and uniform crossover. Singlepoint crossover is used for this process. After that, all individuals in the population are checked bit by bit and the bit values are randomly reversed according to a specified rate.
Mutation: This operator assigns a new value to a randomly chosen gene and is controlled by a mutation probability P m . It prevents to converge to a local optimum and can be find the global optimal solution. In the binary coding, this simply means changing 1 to 0 and vice versa. In the standard GA, the mutation probability is set equal to a constant. However, it is clear in examining the convergence characteristics of GAs that what is actually desired is a probability of mutation which varies during generational processing. In early generations, the population is diverse and mutation may actually destroy some of the benefits gained by crossover. Thus, in early generations it would be desired to have a low probability of mutation. In later generations, the population is losing diversity as all members move 'close' to the optimal solution, and thus a higher probability of mutation is needed to maintain the search over the entire design space. Thus, the selection of the probability of mutation must carefully balance these two conflicting requirements. The mutation probability P m (s i ) is then tied to the diversity measure through an exponential function:
where N i and N t are the number of the ith generation and total generation, respectively. Evaluation metrics: The goal of feature subset selection is to use fewer features to achieve the same or better performance. Therefore, the fitness evaluation usually contains two terms: i) accuracies which are the higher the better from the training and validation data and ii) fewer number of features used. Since GA is also used to optimize the ANN, the structure parameter ρ is added to consider in the fitness evaluation, the value is the smaller the better which is explained in the next section. The objective is aimed at finding solutions by minimizing the fitness value as follows:
where η t and η v represent the classification success rates of training data and validation data, respectively. ρ is a The flowchart of the GA procedure for feature selection is shown in Fig. 1 . After setting the initial parameters of GA, first generation population is generated. Corresponding to the population strings, "1" features are selected from PCA transformed feature base. The selected features are evaluated by the classifier, and the results are sent to the fitness function. The fitness value is calculated. If the maximum generation does not reach, produce new population through selection, crossover and mutation and repeat above process. At last the smallest fitness value is selected; the corresponding feature subset is considered as the best one.
3 Classifier: ART KNN
Principles derived from an analysis of experimental literatures in vision, speech, cortical development, and reinforcement learning, including attentional blocking and cognitive-emotional interactions, led to the introduction of adaptive resonance as a theory of human cognitive information processing. The theory has evolved as a series of real-time neural network models that perform unsupervised and supervised learning, pattern recognition, and prediction (24) , (25) . A central feature of all ART systems is a pattern matching process that compares an external input with the internal memory of an active code. ART matching leads either to a resonant state, which persists long enough to permit learning, or to a parallel memory search. If the search ends at an established code, the memory representation may either remain the same or incorporate new information from matched portions of the current input. If the search ends at a new code, the memory representation learns the current input. This match-based learning process is the foundation of ART code stability. Match-based learning allows memories to change only when input from the external world is close enough to internal expectations, or when something completely new occurs. This feature makes ART systems well suited to problems that require In this work, ART KNN (20) is used as a classifier. ART KNN is a neural network which synthesizes the theory of ART and the learning strategy of the Kohonen neural network (KNN). It is able to carry out 'on-line' learning without forgetting previously learned knowledge (stable training); and can recode previously known categories adaptive to changes in the environment, and is selforganizing. The rapid calculation speed and accurate success rate make it suitable for real application.
The Proposed System
Traditionally, there are three main phases in building a fault diagnosis system using supervised learning. First, data acquisition, some preprocessing and feature calculation are applied to the input patterns. Second, feature extraction is applied to present patterns by a compact set of features. The last phase involves training a classifier to learn to assign input patterns to their correct category. The proposed fault diagnosis system for induction motors is shown in Fig. 2 . The main difference from the traditional approach is the inclusion of a phase that performs feature selection using GA. Feature extraction is carried out using PCA to project the data in a lower-dimensional space. Then, the feature selection is to choose a good subset of eigenvectors in this space, encoding mostly important information for improving classification accuracy. The procedure of this system can be summarized as follows:
Step 1: After data acquisition, calculating features by statistical parameters from time domain, frequency domain and AR model coefficients.
Step 2: Extracting the features using PCA algorithm to reduce the feature dimensionality space, while removing the relative features which are redundant and even degrade the performance of the system.
Step 3: Selecting the significant features from transformed features and optimizing a structure parameter of ANN by GA.
Step 4: ANN is trained using selected features and optimized parameter by GA to learn the data patterns. Then the trained ANN is evaluated by validation data set and test data.
Step 5: Classifying the healthy and faulty conditions of induction motors.
Experiments and Data Acquisition
The experiments were carried out under the selfdesigned test rig which is mainly composed of motor, pulleys, belt, shaft and fan with changeable blade pitch angle, as shown in Fig. 3 .
Six 0.5 kW, 60 Hz, 4-pole induction motors were used to create the data needed under full-load conditions. One of the motors is normal (healthy), which is considered as a benchmark for comparing with faulty motors. The others are faulty motors: broken rotor bar, bowed rotor, bearing outer race fault, rotor unbalance, adjustable eccentricity motor (misalignment) and phase unbalance, as shown in Fig. 4 . The conditions of faulty induction motors are described in Table 1 . The load of the motors can be changed by adjusting the blade pitch angle or the number of the blades.
Three AC current probes and three accelerometers were used to measure the stator current of three phase power supply and vibration signals of horizontal, vertical and axial directions for evaluating the fault diagnosis system. The maximum frequency of the used signals was 5 kHz and the number of sampled data was 16 384. The time waveforms of stator currents and vibration signals are shown in Fig. 5 . From vibration signals, we can see that there are not much difference between the waveforms of normal, rotor unbalance, rotor bar broken and phase unbalance, which are approximate sine waves same with running speed; the characteristics of misalignment waveforms are sinusoidal with one or two clear cycles per revolution; and many impacts are in bowed rotor and faulty bearing waveforms. For stator current signals, much differences can not been found among these faults from time waveforms since the main component is line frequency and fault signals are modulated or riding on the sine wave of line frequency (60 Hz).
System Process and Results Discussions
The efficiency and reliability of the proposed system are demonstrated by comparing with other systems: ART KNN without feature extraction and selection, ART KNN with PCA, ART KNN with GA.
1 Feature calculation
After data acquisition, total 126 features (21 parameters × 6 signals) are calculated from 21 feature parameters of the time domain (10 parameters), frequency domain (3 parameters) and regression estimation (8 parameters) using three-direction vibration and three-phase currents signals, shown in Table 2 . thermore, too many features can result in curse of dimensionality phenomenon and degrade the system recognition rate. PCA was used to reduce the feature dimensionality. The extracted features that contain 99% variation eigenvalues are selected since the assumption is that most information about classes is contained in the directions along with the variations are the largest. In this way, 27 extracted features (r = 27) were obtained after PCA feature extraction. The first three principal components are shown in Fig. 6 . It can be observed the cluster for eight conditions which is well separated among the each condition. Nevertheless, for normal condition, rotor unbalance and phase unbalance the separation is not good and in some cases they are overlapped.
2 Feature extraction
3 Feature selection
As previously stated, not all extracted features are good for classification since PCA just consider elements with large variances and does not use the class information, such as the between-class scatter and within-class scatter. The use of GA can overcome the disadvantage of PCA since the selected PC features by GA are evaluated by ART KNN, which connects with the class information. The final selected 10 PC features are listed in Table 3 , based on the flowchart of GA shown in Fig. 1 . In the 10 selected PC features, first 10 PC features cover six which indicates PCA efficiency. The first PC is not selected and the last PC is selected show the demerit of PCA. The combination of PCA and GA makes up respective disadvantage that is illustrated in following section in detail.
4 Results and discussion
For four systems, the same data are used, and the initial conditions of GA are the same. Table 4 illustrates the validation and test results of these systems. We can see that the use of PCA and GA improve the classification success rate, especially ART KNN with GA whose results of validation and test almost reach 100%. The classification success rate of proposed system, ART KNN with PCA and GA, is 100% and 98.89% for validation and test, and is the best in these four systems. The detailed classification results of each condition using the four systems are shown in Table 5 .
The reason why lower classification rate of ART KNN without feature extraction and selection is that relative and redundant features exist in the original feature data set. For normal and unbalance rotor, it is more serious: they are mixed up together. Although PCA improves classification success rate slightly, redundant and even contrary features still exist in the transformed subset due to the disadvantages of PCA. Enhanced generalization performance and lower error rate can be Table 6 Validation and test results of each condition achieved by using ART KNN with GA and ART KNN with PCA and GA. Although both of them exhibit similar classification rate, many differences are in the system internal structure, shown in Table 6 .
As mentioned in section 2, the structure parameter ρ of ART KNN is very important which can be considered as a tolerance criterion. High ρ leads to narrow generalization, fine categories and detailed memories. In other words, high ρ indicates overtraining that test data can be classified only when they are very similar with training data, which is not desirable in the real fault diagnosis application. Because when we measure the data, they can be a little different or contain noise even under the same conditions. What we expect is the system which is immune to noise and a small difference after training with a few sample data. Thus, under the same classification success rate, similarity ρ is the smaller, the better. The proposed system can efficiently reduce ρ, which is 0.565 smallest among the four systems. Furthermore recognition rate is also increased.
In addition, the proposed system greatly reduces computation cost which is the weakest point of GA for the feature selection. If the number of features is above 100, search time of best feature subset will be very long. The reason is that possible combinations increase exponentially. For example, in this study before feature extraction, the possible combinations are n m=1 C m n (n = 126), assuming that the once calculation time of neural network is one second, it will use 2.7 × 10 30 years to find best feature subset. It is hard for GA to search better feature subsets just using few populations in several generations due to this reason. However, the use of PCA greatly reduces the search space of GA since PCA removes many irrelevant features as shown in Fig. 7 . The fitness value of PCA-GA using 20 generations is smaller than that of GA after 500 generations. From the view of computation time, PCA-GA just spent about 1% time of GA based on the trend of Fig. 7 . The actual calculation time of GA is twelve and half-hours on Pentium 4 PC, CPU 2.4 GHz, 526 RAM. For some classification problems, the features can be above a few hundreds or a thousand. In such a case, performance of the proposed system can be shown better. 
Conclusions
In this study, an intelligent fault diagnosis system for induction motors is proposed, which can be employed to assist the diagnosis and condition monitoring task to correctly interpret the fault data. The system use PCA and GA to carry out the feature extraction and feature selection. The use of PCA reduces the feature dimensionality and removes the relative features. GA is utilized to select the significant features after PCA. The combination of these two algorithms overcomes each algorithm's demerits, and improves the performance of the system. The efficiency of the proposed system is demonstrated by comparing with other systems. The comparison results show that the proposed system has fast training procedure, high classification rate and compact structure. For large-scale feature condition, the proposed system is more effective and promising.
