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1 Introduction
Lie bialgebras, having close relations with Yang-Baxter equations [6], are important ingredients in quan-
tum groups, which have drawn more and more attentions in literature (e.g., [2, 3, 5, 8–17, 26, 28, 29]).
Michaelis [10] investigated structures of Witt type Lie bialgebras. Ng and Taft [16] gave a classification
of this type Lie bialgebras, and obtained that all structures of Lie bialgebras on the one sided Witt
algebra, the Witt algebra and the Virasoro algebra are coboundary triangular (cf. [15]). For the cases
of generalized Witt type Lie algebras and generalized Virasoro-like Lie algebras, the authors of [17, 28]
proved that all structures of Lie bialgebras on them are coboundary triangular. Similar results hold for
some other kinds of Lie algebras (cf., e.g., [28, 29]).
From the examples of infinite dimensional Lie bialgebras constructed in [10], many infinite dimensional
Lie bialgebra structures we know are coboundary triangular. It may sound that coboundary triangular
Lie bialgebras are relatively simple. However, they are not trivial in the sense that many natural prob-
lems associated with them remain open (see, also Remark 4.7). For example, even for the (two-sided)
Witt algebra and the Virasoro algebra, a complete classification of coboundary triangular Lie bialgebra
structures on them is still an open problem. Nevertheless, not much on representations of infinite di-
mensional Lie bialgebras is known. From the viewpoint of Lie bialgebras, considering dual Lie bialgebra
structures may help us understand more on infinite dimensional Lie bialgebra structures. For instance, by
considering structures of dual Lie bialgebras of Witt and Virasoro types, the authors of [18] surprisingly
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obtained some new series of infinite dimensional Lie algebras. In the present paper, we study structures
of dual Lie bialgebras of Poisson type. One may have noticed that the dual of a finite dimensional Lie
bialgebra is naturally a Lie bialgebra, and so one would not predict anything new in this case. However,
for the cases of infinite dimensional Lie bialgebras, the situations become quite different, which can be
seen in the following contents.
Let us recall the definition of Poisson algebras here: a Poisson algebra is a triple (P , [·, ·], ·) such that
(P , [·, ·]) is a Lie algebra, (P , ·) is an associative algebra, and the following Leibniz rule holds:
[a, bc] = [a, b]c+ b[a, c] for a, b, c ∈ P . (1.1)
In particular, for any commutative associative algebra (A, ·), and any commutative derivations ∂1, ∂2 of
A, we obtain a Poisson algebra (A, [·, ·], ·) with Lie bracket [·, ·] defined as follows.
[a, b] = ∂1(a)∂2(b)− ∂2(a)∂1(b) for a, b ∈ A. (1.2)
If we take A = F [x±1, y±1] (where F is an algebraically closed field of characteristic zero) and ∂1 =
x ∂
∂x
, ∂2 = y
∂
∂y
, then we obtain the Virasoro-like algebra (A, [·, ·]) with basis {xiyj | i, j ∈ Z} and Lie
bracket
[xiyj , xkyℓ] = (iℓ− jk)xi+kyj+ℓ for i, j, k, ℓ ∈ Z . (1.3)
The Virasoro-like algebra (1.3) can be generalized as follows: For any nondegenerate additive subgroup Γ
of F 2 (i.e., Γ contains an F -basis of F 2), we have the group algebra A = F [Γ] with basis {Lα |α ∈ Γ} and
multiplication defined by µ(Lα, Lβ) = Lα+β for α, β ∈ Γ. Then we have the (generalized) Virasoro-like
algebra (A, ϕ) with Lie bracket ϕ defined by
ϕ(Lα, Lβ) = (α1β2 − β1α2)Lα+β for α = (α1, α2), β = (β1, β2) ∈ Γ. (1.4)
Furthermore, if we take A = F [x, y] and ∂1 =
∂
∂x
, ∂2 =
∂
∂y
, then we obtain the classical Poisson algebra
(F [x, y], [·, ·], ·), whose Lie bracket is given by
[f, g] = J(f, g) for f, g ∈ F [x, y], (1.5)
where J(f, g) :=
∣∣∣ ∂f∂x ∂f∂y∂g
∂x
∂g
∂y
∣∣∣ is the Jacobian determinant of f and g.
The reason we have a special interest in the classical Poisson algebra also lies in the fact that this
algebra is closely related to the distinguished Jacobian conjecture (e.g., [30, 31]), which can be stated
as “any non-zero endomorphism of (F [x, y], [·, ·], ·) is an isomorphism”. One observes that a Jacobi pair
(f, g) (i.e., f, g ∈ F [x, y] satisfying J(f, g) ∈ F\{0}) corresponds to a solution r = f ⊗ fg− fg⊗ f of the
classical Yang-Baxter Equation (cf. (2.1)), thus gives rise to a Lie bialgebra structure on F [x, y].
The paper is organized as follows. Some definitions and preliminary results are briefly recalled in
Section 2. Then in Section 3, structures of dual coalgebras of F [x, y] are addressed. Finally in Section 4,
structures of dual Lie bialgebras of Poisson type are investigated. The main results of the present paper
are summarized in Theorems 3.2, 4.4, 4.6, 4.8 and 4.9.
2 Definitions and preliminary results
Throughout the paper, all vector spaces are assumed to be over an algebraically closed field F of char-
acteristic zero. As usual, we use Z+ to denote the set of nonnegative integers. We briefly recall some
notions on Lie bialgebras, for details, we refer readers to, e.g., [6, 17].
Definition 2.1. 1. A Lie bialgebra is a triple (L, [·, ·], δ) such that (L, [·, ·]) is a Lie algebra, (L, δ) is
a Lie coalgebra, and δ : L→ L⊗ L is a derivation, namely, δ[x, y] = x · δ(y)− y · δ(x) for x, y ∈ L,
where x · (y ⊗ z) = [x, y]⊗ z + y ⊗ [x, z] for x, y, z ∈ L.
2. A Lie bialgebra (L, [·, ·], δ) is coboundary if δ is coboundary in the sense that there exists r ∈ L⊗L
written as r =
∑
r[1] ⊗ r[2], such that δ(x) = x · r for x ∈ L.
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3. A coboundary Lie bialgebra (L, [·, ·], δ) is triangular if r satisfies the following classical Yang-Baxter
Equation (CYBE),
C(r) = [r12, r13] + [r12, r23] + [r13, r23] = 0, (2.1)
where r12 =
∑
r[1] ⊗ r[2] ⊗ 1, r13 =
∑
r[1] ⊗ 1 ⊗ r[2], r23 =
∑
r[1] ⊗ 1 ⊗ r[2] are elements in
U(L)⊗U(L)⊗U(L), and U(L) is the universal enveloping algebra of L.
Two Lie bialgebras (g, [·, ·], δ) and (g′, [·, ·]′, δ′) are said to be dually paired if their bialgebra structures
are related via
〈[f, h]′, ξ〉 = 〈f ⊗ h, δξ〉, 〈δ′f, ξ ⊗ η〉 = 〈f, [ξ, η]〉 for f, h ∈ g′, ξ, η ∈ g, (2.2)
where 〈·, ·〉 is a nondegenerate bilinear form on g′ × g, which is naturally extended to a nondegenerate
bilinear form on (g′ ⊗ g′)× (g⊗ g). In particular, if g′ = g as a vector space, then g is called a self-dual
Lie bialgebra.
The following result whose proof is straightforward can be found in [9].
Proposition 2.2. Let (g, [·, ·], δ) be a finite dimensional Lie bialgebra, then so is the linear dual space
g
∗ := HomF (g,F ) by dualisation, namely (g
∗, [·, ·]′, δ′) is the Lie bialgebra defined by (2.2) with g′ = g∗.
In particular, g and g∗ are dually paired.
Thus a finite dimensional Lie biallgebra (g, [·, ·], δ) is always self-dual as there exists a vector space
isomorphism g → g∗ which pulls back the bialgebra structure on g∗ to g to obtain another bialgebra
structure on g to make it to be self-dual. However, in sharp contrast to the finite dimensional case,
infinite dimensional Lie bialgebras are not self-dual in general.
For convenience, we denote by ϕ the Lie bracket of Lie algebra (g, [·, ·]), which can be regarded as a
linear map ϕ : g⊗ g→ g. Let ϕ∗ : g∗ → (g⊗ g)∗ be the dual of ϕ.
Definition 2.3. [11] Let (g, ϕ) be a Lie algebra over F . A subspace V of g∗ is called a good subspace
if ϕ∗(V ) ⊂ V ⊗ V. Denote ℜ = {V |V is a good subspace of g∗}. Then g◦ =
∑
V ∈ℜV, is also a good
subspace of g∗, which is obviously the maximal good subspace of g∗.
It is clear that if g is a finite dimensional Lie algebra, then g◦ = g∗.
Proposition 2.4. [11] For any good subspace V of g∗, the pair (V, ϕ∗) is a Lie coalgebra. In particular,
(g◦, ϕ∗) is a Lie coalgebra.
For any Lie algebra g, the dual space g∗ has a natural right g-module structure defined for f ∈ g∗ and
x ∈ g by
(f · x)(y) = f([x, y]) for y ∈ g.
We denote f · g = span{f · x |x ∈ g}, the space of translates of f by elements of g.
We summarize some results of [2, 3, 5, 8] as follows.
Proposition 2.5. Let g be a Lie algebra. Then
1. g◦ = {f ∈ g∗ | f · g is finite dimensional}.
2. g◦ = (ϕ∗)−1(g∗ ⊗ g∗), the preimage of g∗ ⊗ g∗ in g∗.
The notion of good subspaces of an associative algebra can be defined analogously. In the next two
sections, we shall investigate g◦ for some associative or Lie algebras g.
3 The structure of F [x, y]◦
Let (A, µ, η) be an associative F -algebra with unit, where µ and η are respectively the multiplication
µ : A⊗A → A and the unit η : F → A, satisfying
µ ◦ (id⊗ µ) = µ ◦ (µ⊗ id)) : A⊗A⊗A → A,
(η ⊗ id)(k ⊗ a) = (id⊗ η)(a⊗ k) : F ⊗A ∼= A⊗ F ∼= A,
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for k ∈ F , a ∈ A. Then a coassociative coalgebra is a triple (C,∆, η), which is obtained by conversing
arrows in the definition of an associative algebra. Namely, ∆ : C → C⊗C and η : F → C are respectively
comultiplication and counit of C, satisfying
(∆⊗ id) ◦∆ = (id⊗∆) ◦∆ : C → C ⊗ C ⊗ C,
(η ⊗ id) ◦∆ = (id⊗ η) ◦∆ : C → C ⊗ C → F ⊗ C ∼= C ⊗ F ∼= C.
For any vector space A, there exists a natural injection ρ : A∗⊗A∗ → (A⊗A)∗ defined by ρ(f, g)(a, b) =
〈f, a〉〈g, b〉 for f, g ∈ A∗ and a, b,∈ A. In case A is finite dimensional, ρ is an isomorphism. If (A, µ) is
associative, the multiplication µ induces the map µ∗ : A∗ → (A⊗A)∗. If A is finite dimensional, then the
isomorphism ρ insures that (A∗, µ∗, η∗) is a coalgebra, where for simplicity, µ∗ denotes the composition
of the maps: A∗
µ∗
→ (A⊗A)∗
(ρ)−1
→ A∗ ⊗A∗.
Now let (A, µ) be a commutative associative algebra. Then A◦ = (µ∗)−1(A∗ ⊗ A∗) (cf. [26] and
Proposition 2.5). For ∂ ∈ Der(A) and f ∈ A◦, using
∂µ = µ(id⊗ ∂ + ∂ ⊗ id), µ∗∂∗(f) = (id⊗ ∂∗ + ∂∗ ⊗ id)µ∗(f) ∈ A∗ ⊗A∗,
we obtain ∂∗(A◦) ⊂ A◦. Thus, we observe that there are two natural approaches to produce Lie coalgebras
from some subspaces of A∗. One is induced from the associative structure of A as follows: First we have
the cocommutative coassociative coalgebra (A◦, µ◦) with µ◦ := µ∗|A◦ . Then we obtion the Lie coalgebra
A◦µ := (A
◦,∆) with cobracket, induced from cocommutative coassociative coalgebra structure, defined
by
∆(f) = (∂◦1 ⊗ ∂
◦
2 − ∂
◦
2 ⊗ ∂
◦
1 )µ
◦(f) for f ∈ A◦, (3.1)
where ∂1, ∂2 ∈ DerA are two fixed derivations satisfying ∂1∂2 = ∂2∂1. Here and below, for any ∂ ∈ Der(A),
we denote ∂◦ = ∂∗|A◦ .
Another approach is as follows: Let Aϕ = (A, [·, ·]) be the Lie algebra defined in (1.2) (where ϕ = [·, ·]).
The Lie coalgebra induced from Aϕ is A
◦
ϕ = (A
◦
ϕ, ϕ
◦), where the subspace A◦ϕ of A
∗ is determined by
Proposition 2.5 with cobracket defined by
ϕ◦(f) = (µ(∂1 ⊗ ∂2 − ∂2 ⊗ ∂1))
∗(f) = (∂1 ⊗ ∂2 − ∂2 ⊗ ∂1)
∗µ∗(f) for f ∈ A◦ϕ. (3.2)
Proposition 3.1. Let (A, µ) be a commutative associative algebra with unit, and ∂1, ∂2 ∈ Der(A) are
commutative. Then the Lie coalgebra A◦µ is a Lie subcoalgebra of A
◦
ϕ.
Proof. For f ∈ A◦µ, we have ϕ
◦(f) = (∂1 ⊗ ∂2 − ∂2 ⊗ ∂1)
∗µ∗(f) = (∂1 ⊗ ∂2 − ∂2 ⊗ ∂1)
∗µ◦(f) =
(∂◦1 ⊗∂
◦
2 −∂
◦
2∂
◦
1)µ
◦(f) = ∆(f), where the last equality follows from (3.1). Thus, A◦µ is a Lie subcoalgebra
of A◦ϕ. ✷
Theorem 3.2. Let (A, µ) be a commutative associative algebra, and (A, ϕ) the Poisson Lie algebra
defined in (1.2). If there exists h ∈ A such that the ideal I of (A, ϕ) generated by h has finite codimension,
then A◦µ = A
◦
ϕ. In particularly, if A = F [x, y], then A
◦
µ = A
◦
ϕ.
Proof. Denote · and ⋆ the actions of (A, µ) and (A, ϕ) on A∗ respectively, i.e., (f ·a)(b) = f(µ(a, b)), and
(f ⋆ a)(b) = f(ϕ(a, b)) for a, b ∈ A, f ∈ A∗. From the relation ϕ(a, bc) = ϕ(a, c)b+ϕ(a, b)c for a, b, c ∈ A,
we have
(f ⋆ a) · b− (f · b) ⋆ a = f · ϕ(a, b), ∀ a, b ∈ A.
If f ∈ A◦ϕ, i.e. f ⋆ A is finite dimensional, then f · ϕ(b,A) is finite dimensional. Thus if the ideal I
has finite codimension, and f · I is finite dimensional, it follows that f · A is finite dimensional. From
Proposition 2.5, we have f ∈ A◦µ. ✷
Remark 3.3. The difference between A◦µ and A
◦
ϕ is that A
◦
µ, as a Lie coalgebra, is induced from
coassociative coalgebra (A◦, µ◦), and A◦µ is determined by (µ
∗)−1(A∗ ⊗A∗) as a vector subspace of A∗
(a good subspace of the dual of (A, µ) ), but A◦ϕ is the dual of the Lie algebra (A, ϕ) (determined by
Proposition 2.5).
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4 Dual Lie bialgebras of Poisson type
Poisson algebras (cf. (1.1)) have important algebra structures, which have close relations with the Virasoro
algebra and vertex operator (super)algebras (e.g., [1]). They can be also regarded as special cases of Lie
algebras of Block type. Therefore, some attentions have been paid on them and some related Lie algebras
(e.g., [4, 7, 19–25,27, 28]). In this section, we consider the dual structures of Poisson type Lie bialgebras.
The following result can be found in [26].
Proposition 4.1. Let A,B be commutative associative algebras, regarding A∗ ⊗ B∗ ⊂ (A ⊗ B)∗, then
A◦ ⊗B◦ = (A⊗B)◦.
Recall from [17] that the dual space of F [x] can be identified with the space F [[ε]]. From [14,18], and
Proposition 4.1, we have
Proposition 4.2. 1. Let f =
∑∞
i=0 fiε
i ∈ F [[ε]] with fi ∈ F . Then
f ∈F [x]◦ ⇐⇒ fn=h1fn−1+h2fn−2+· · ·+hrfn−r for some r ∈ N , hi∈F and all n>r
⇐⇒ f ∈
{ g(ε)
h(ε)
∣∣∣ g(ε), h(ε) ∈ F [ε], h(0) 6= 0}.
2. Denote A = F [x, y], the polynomial algebra on tow variables x, y. Then
A◦ = F [x, y]◦ ∼= F [x]◦ ⊗ F [y]◦.
Let (g, ϕ, δ) be a Lie bialgebra. The map ϕ∗ induces a map ϕ◦ := ϕ∗|g◦ : g
◦ → g◦ ⊗ g◦, making
(g◦, ϕ◦) to be a Lie coalgebra. By [15, Proposition 3], the map δ∗ : g∗ ⊗ g∗ →֒ (g ⊗ g)∗
δ∗
→ g∗ induces a
map δ◦ := δ∗
g◦⊗g◦ : g
◦ ⊗ g◦ → g◦, making (g◦, δ◦) to be a Lie algebra. Thus we obtain a Lie bialgebra
(g◦, δ◦, ϕ◦), the dual Lie bialgebra of (g, ϕ, δ).
Now take A = F [x, y]. Let εi, ηi be duals of xi, yi ∈ A respectively, namely, 〈εiηj , xkyl〉 = εiηj(xkyl) =
δi,kδj,l for i, j, k, l ∈ Z+. Any element u ∈ A
∗ can be written as u =
∑
i,j ui,jε
iηj (possibly an infinite
sum). Let g =
∑
k,l gk,lx
kyl ∈ A (a finite sum). Then
〈u, g〉 = u(g) =
∑
i,j,k,l
ui,jgk,l〈ε
iηj , xkyl〉 =
∑
i,j,k,l
ui,jgk,lδi,kδj,l (a finite sum). (4.1)
Let ∂1 =
∂
∂x
, ∂2 =
∂
∂y
. Then we have the Poisson Lie algebra (A, ϕ) defined by (1.5). From Theorem 3.2,
it is easy to check that A◦ϕ = A
◦
µ.
Convention 4.3. (1) If an undefined notation appears in an expression, we treat it zero; for instance
εiηj = 0 if i < 0 or j < 0.
(2) When there is no confusion, we use [·, ·] to denote the bracket in g or g◦, i.e., [·, ·] = ϕ or δ◦. We
also use ∆ to denote the cobracket in g or g◦, i.e., ∆ = δ or ϕ◦.
Let m,n ∈ Z+, and take a = x
myn, b = xy ∈ A. Then [a, b] = (m − n)a. Thus by [10], the triple
(A, [·, ·],∆r) with r = a⊗ b − b ⊗ a is a coboundary triangular Lie bialgebra whose cobracket is defined
by
∆r(f) = f · r = [f, a]⊗ b+ a⊗ [f, b]− [f, b]⊗ a− b⊗ [f, a] for f ∈ A. (4.2)
Theorem 4.4. Let (A, [·, ·],∆r) be the coboundary triangular Lie bialgebra defined above. The dual Lie
bialgebra of A is (A◦, [·, ·],∆), where A◦ is described by Proposition 4.2(2) with cobracket ∆ defined by
∆(εmηn) =
∑
k+s=m+1, l+t=n+1
(kt− ls)εkηl ⊗ εsηt, (4.3)
and bracket [·, ·] uniquely determined by the skew-symmetry and the following
[εiηj , εsηt] =


(m(t+1)−n(s+1))εs+1−mηt+1−n if (i, j) = (1, 1), (s, t) 6= (1, 1),
(s− t)εsηt if (i, j) = (m,n) 6= (s, t) 6= (1, 1),
0 otherwise.
(4.4)
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Proof. Assume µ◦(εmηn) =
∑
k,l,.s,t∈Z+
ck,l,s,tε
kηl ⊗ εsηt for some ck,l,s,t ∈ F . Then
ci,j,p,q = µ
◦(εmηn)(xiyj ⊗ xpyq) = 〈εmηn, µ(xiyj ⊗ xpyq)〉 = 〈εmηn, xi+pyj+q〉 = δm,i+pδn,j+q.
Thus, µ◦(εmηn) =
∑
k+s=m, l+t=nε
kηl ⊗ εsηt. Assume ∂◦1 (ε
iηj) =
∑
s,t cs,tε
sηt. Then
ck,l = ∂
◦
1 (ε
iηj)(xkyl) = εiηj(∂1(x
kyl)) = kδi,k−1δj,l = (i+ 1)δi+1,kδj,l,
i.e., ∂◦1 (ε
iηj) = (i + 1)εi+1ηj . Similarly, ∂◦2 (ε
iηj) = (j + 1)εiηj+1. From (3.1), we obtain
∆(εmηn) = (∂◦1 ⊗ ∂
◦
2 − ∂
◦
2 ⊗ ∂
◦
1 )µ
◦(εmηj) =
∑
k+s=m+1, l+t=n+1
(kt− ls)εkηl ⊗ εsηt.
Therefore, (4.3) holds. Next, we verify (4.4). We have
〈[εiηj , εsηt], xkyl〉 = 〈εiηj ⊗ εsηt, (kn− lm)xk+m−1yl+n−1 ⊗ xy + (k − l)xmyn ⊗ xkyl
− (kn− lm)xy ⊗ xk+m−1yl+n−1 − (k − l)xkyl ⊗ xmyn〉
= 〈(n(i + 1)−m(j + 1))δs,1δt,1ε
i+1−mηj+1−n + (s− t)δi,mδj,nε
sηt
− (n(s+1)−m(t+1))δi,1δj,1ε
s+1−mηt+1−n−(i−j)δs,mδt,nε
iηj , xkyl〉. (4.5)
If (i, j) = (1, 1) and (s, t) 6= (1, 1), then (4.5) gives (note that (m,n) 6= (1, 1))
[εη, εsηt] =
{
(m(t+ 1)− n(s+ 1))εs+1−mηt+1−n if s+ 1−m > 0, t+ 1−m > 0,
0 otherwise.
Thus we obtain the first case of (4.4) (cf. Convention 4.3 (1)). If (i, j) = (m,n) 6= (s, t) 6= (1, 1), then
(4.5) gives [εmηn, εsηt] = (s− t)εsηt, which is the second case of (4.4). It remains to verify the last case
of (4.4). By (4.5), we have [εiηj , εsηt] = 0 if i, s 6= 1,m or j, t 6= 1, n. We discuss the situations in two
subcases.
Subcase 1. Assume i = 1 (thus j 6= 1). Then (4.5) becomes
[εηj , εsηt] =
(
2n−m(j+1)
)
δs,1δt,1ε
2−mηj+1−n + (s−t)δ1,mδj,nε
sηt − (1−j)δs,mδt,nεη
j . (4.6)
Note that ε2−m = 0 if m > 2, in this case, (4.6) becomes [εηj , εsηt] = −(1 − j)δs,mδt,nεη
j , and we
have (4.4). Now assume m = 0. Then (4.6) gives [εηj , εsηt] = 2nδs,1δt,1ε
2ηj+1−n − (1 − j)δs,0δt,nεη
j,
and we see that the last case of (4.4) holds in this case. Next assume m = 1. Then (4.6) becomes
[εηj , εsηt] = (2n− (j+1))δs,1δt,1εη
j+1−n+(s− t)δj,nε
sηt− (1− j)δs,1δt,nεη
j . Hence the last case of (4.4)
holds. Finally assume m = 2. By (4.6), we have
[εηj , εsηt] = (2n− 2(j + 1))δs,1δt,1η
j+1−n − (1− j)δs,2δt,nεη
j , (4.7)
and the last case of (4.4) holds again.
Subcase 2. Assume i = m 6= 1 6= s. We have [εmηj , εsηt] = (s− t)δj,nε
sηt− (m− j)δs,mδt,nε
mηj by (4.5),
i.e., [εmηj , εsηt] = (s − t)εsηt if j = n, or (j −m)εmηj if (s, t) = (m,n), or 0 otherwise. This completes
the proof of the theorem. ✷
Proposition 4.5. Let f(x, y) =
∑m
i=0
∑n
j=0 ai,jx
iyj ∈ F [x, y] with am,n 6= 0, and k, l ∈ Z+, c ∈ F .
Denote Supp f = {(i, j) ∈ Z2+ | aij 6= 0}. Then
[xkyl, f(x, y)] = cf(x, y) 6= 0 ⇐⇒ k = l = 1, j − i = c, ∀ (i, j) ∈ Supp f, (4.8)
[xkyl, f(x, y)] = 0 ⇐⇒ kj − li = 0, ∀ (i, j) ∈ Supp f. (4.9)
In particular, if denote r = A ⊗ B − B ⊗ A, where either A = xy, B =
∑n
i=0 aix
iyc+i for some c ∈ Z+
and ai ∈ F , or A = x
kyl, B = f(x, y) =
∑m
i=0
∑n
j=0 ai,jx
iyj such that kj − li = 0 for all (i, j) ∈ Supp f ,
then r is a solution of classical Yang-Baxter equation.
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Proof. We have [xkyl, f(x, y)] =
∑
i,j ai,j(kj − li)x
k+i−1yl+j−1. By comparing the coefficients of the
highest term (i.e., xmyn) and xiyj for all i, j, one immediately obtains (4.8) and (4.9). ✷
First consider A = xy, B =
∑n
i=0 aix
iyi+m with an 6= 0 and m ∈ Z+\{0}. Then [A,B] = mB 6= 0.
The triple (A, [·, ·],∆r) with r = A⊗B−B⊗A is a coboundary triangular Lie bialgebra of Poisson type
with bracket defined by (1.5) and cobracket defined by
∆r(g) = [g,A]⊗B +A⊗ [g,B]−B ⊗ [g,A]− [g,B]⊗A, ∀ g ∈ A.
The following is one of the main results of the present paper.
Theorem 4.6. Let (A, [·, ·],∆r) be the coboundary triangular Lie bialgebra defined as above. The dual
Lie bialgebra of (A, [·, ·],∆r) is (A
◦, [·, ·],∆), where A◦ is described by Proposition 4.2(2), with cobracket
∆ defined by (4.3) and bracket uniquely determined by the skew-symmetry and the following.
(1) In case m 6= 0, we have (cf. Convention 4.3 (1) ), for (s, t) 6= (1, 1) and p 6= q,
[εpηp, εsηt] = δp,1
n∑
i=0
ai(si+sm+m−ti)ε
s−i+1ηt−i−m+1, (4.10)
[εpηq, εsηt] = (p−q)
n∑
i=0
aiδs,iδt,i+mε
pηq − (s−t)
n∑
i=0
aiδp,iδq,i+mε
sηt. (4.11)
(2) In case m = 0, we have, for (s, t) 6= (1, 1),
[εη, εsηt] =
n∑
i=2
ai(s− t)iε
s−i+1ηt−i+1, (4.12)
[εpηp, εsηt] = (t− s)apε
sηt if p ∈ {0, 2, 3, · · · , n}, (4.13)
[εpηq, εsηt] = 0 if p 6= q, s 6= t. (4.14)
Proof. Denote C=[xkyl, xy]= (k−l)xkyl and D=[xkyl, B]=
∑n
i=0ai(ki+km−li)x
i+k−1yi+l+m−1. We
have
〈[εpηq, εsηt], xkyl〉 = 〈εpηq ⊗ εsηt, C ⊗B +A⊗D −B ⊗ C −D ⊗A〉 = P p,qs,t − P
s,t
p,q , (4.15)
where (regarding k, l as fixed)
P p,qs,t = (k − l)δp,kδq,l
n∑
i=0
aiδs,iδt,i+m + δp,1δq,1
n∑
i=0
ai(ki+ km− li)δs,i+k−1δt,i+m+l−1
= (p− q)δp,kδq,l
n∑
i=0
aiδs,iδt,i+m + δp,1δq,1
n∑
i=0
ai(si+ sm+m− ti)δs−i+1,kδt−i−m+1,l
= 〈Hp,qs,t , x
kyl〉, and where,
Hp,qs,t = (p− q)
n∑
i=0
aiδs,iδt,i+mε
pηq + δp,1δq,1
n∑
i=0
ai(si + sm+m− ti)ε
s−i+1ηt−i−m+1. (4.16)
Thus
[εpηq, εsηt] = Hp,qs,t −H
s,t
p,q. (4.17)
Assume (s, t) 6= (1, 1). First suppose m 6= 0. Then (4.15)–(4.17) give [εpηp, εsηt] = 0 for p = q 6= 1, and
[εη, εsηt] =
∑n
i=0 ai(si + sm+m − ti)ε
s−i+1ηt−i−m+1 for p = q = 1. We have (4.10). If p 6= q, we have
[εpηq, εsηt] = (p− q)
∑n
i=0 aiδs,iδt,i+mε
pηq − (s− t)
∑n
i=0 aiδp,iδq,i+mε
sηt, by (4.15)–(4.17), and we have
(4.11). Now suppose m = 0. Then (4.16) becomes
Hp,qs,t = (p− q)
n∑
i=0
aiδs,iδt,iε
pηq + δp,1δq,1
n∑
i=0
ai(s− t)iε
s−i+1ηt−i+1. (4.18)
We have [εη, εsηt] =
∑n
i=2 ai(s − t)iε
s−i+1ηt−i+1 for (p, q) = (1, 1), i.e., we have (4.12). If p = q ∈
{0, 2, 3, ..., n}, it is easy to see from (4.18) and (4.17) that we have (4.13). Finally assume p 6= q. One
can easily obtain (4.14). ✷
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Remark 4.7. Theorems 4.4 and 4.6 and the following theorem provide us some examples of the nontriv-
iality of coboundary triangular Lie bialgebras, even in the case of very trivial solution r = A⊗B−B⊗A
of CYBE with [A,B] = 0.
Theorem 4.8. Let (k, l) ∈ Z2+ be fixed and A = x
kyl, B = f(x, y) =
∑
(i,j)∈S ai,jx
iyj ∈ A with ai,j ∈ F ,
where S = Supp f is some subset of Z2+ such that kj − li = 0 for (i, j) ∈ S. Denote r = A⊗B −B ⊗A.
Then (A, [·, ·],∆r) is a coboundary triangular Lie bialgebra of Poisson type. The dual Lie bialgebra of
(A, [·, ·],∆r) is (A
◦, [·, ·],∆) with cobracket ∆ defined as in Theorem 4.4 and bracket uniquely determined
by the skew-symmetry and the following.
(1) If (s, t) 6= (k, l), then
[εkηl, εsηt] =


(l−k)as,tεη+
∑
(i,j)∈S
ai,j(j−i)ε
s−i+1ηt−j+1−(l−k)ak,lε
s−k+1ηt−l+1,
∑
(i,j)∈S
ai,j(j(s+1)−i(t+1))ε
s−i+1ηt−j+1−(l(s+1)−k(t+1))ak,lε
s−k+1ηt−l+1,
(l−k)as,tεη+
∑
(i,j)∈S
ai,j(j−i)ε
s−i+1ηt−j+1,
∑
(i,j)∈S
ai,j(j(s+ 1)− i(t+ 1))ε
s−i+1ηt−j+1,
(4.19)
according to the following four cases
(i) (s, t), (k, l)∈S, (ii) (s, t) /∈S, (k, l)∈S, (iii) (s, t)∈S, (k, l) /∈S or (iv) (s, t), (k, l) /∈ S.
(2) If (p, q) 6= (k, l), (s, t) 6= (k, l), then
[εpηq, εsηt] =


(l−k)as,tε
p−k+1ηq−l+1 − (l−k)ap,qε
s−k+1ηt−l+1 if (p, q), (s, t) ∈ S,
(l(p+1)−k(q+1))as,tε
p−k+1ηq−l+1 if (p, q) /∈S, (s, t)∈S,
0 if (p, q) /∈ S, (s, t) /∈ S.
(4.20)
Proof. Since [A,B] = 0, the triple (A, [·, ·],∆r) is obviously a coboundary triangular Lie bialgebra. We
only need to determine the bracket relations. Note that 〈[εpηq, εsηt], xm
′
yn
′
〉 equals〈
εpηq ⊗ εsηt, [xm
′
yn
′
, A]⊗B +A⊗ [xm
′
yn
′
, B]−B ⊗ [xm
′
yn
′
, A]− [xm
′
yn
′
, B]⊗A
〉
= (m′l − n′k)δp,m′+k−1δq,n′+l−1
∑
(i,j)∈S
ai,jδs,iδt,j + δp,kδq,l
∑
(i,j)∈S
ai,j(m
′j − n′i)δs,i+m′−1δt,j+n′−1
− (m′l−n′k)δs,m′+k−1δt,n′+l−1
∑
(i,j)∈S
ai,jδp,iδq,j−δs,kδt,l
∑
(i,j)∈S
ai,j(m
′j−n′i)δp,i+m′−1δq,j+n′−1
= 〈Hp,qs,t −H
s,t
p,q, x
m′yn
′
〉, (4.21)
where (noting that as,t = 0 if (s, t) /∈ S)
Hp,qs,t =
(
l(p+1)−k(q+1)
)
as,tε
p−k+1ηq−l+1+δp,kδq,l
∑
(i,j)∈S
ai,j
(
j(s+1)−i(t+1)
)
εs−i+1ηt−j+1.
If (p, q) = (k, l) and (s, t) 6= (k, l), then (4.21) gives (noting that ak,l = 0 if (k, l) /∈ S)
[εkηl, εsηt] = (l − k)as,tεη +
∑
(i,j)∈S
ai,j
(
j(s+ 1)− i(t+ 1)
)
εs−i+1ηt−j+1
−
(
l(s+ 1)− k(t+ 1)
)
ak,lε
s−k+1ηt−l+1.
In particular, if (s, t), (k, l) ∈ S, then (using the fact that kj − li = 0 for (i, j) ∈ S)
[εkηl, εsηt] = (l − k)as,tεη +
∑
(i,j)∈S
ai,j(j − i)ε
s−i+1ηt−j+1 − (l − k)ak,lε
s−k+1ηt−l+1,
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which gives the first case of (4.19). If (s, t) /∈ S, (k, l) ∈ S, then
[εkηl, εsηt] =
∑
(i,j)∈S
ai,j
(
j(s+1)− i(t+1)
)
εs−i+1ηt−j+1 −
(
l(s+1)− k(t+1)
)
ak,lε
s−k+1ηt−l+1,
which gives the second case of (4.19). If (s, t) ∈ S, (k, l) /∈ S, then [εkηl, εsηt] = (l − k)as,tεη +∑
(i,j)∈Sai,j(j − i)ε
s−i+1ηt−j+1, which gives the third case of (4.19). If (s, t) /∈ S, (k, l) /∈ S, then
[εkηl, εsηt] =
∑
(i,j)∈Sai,j(j(s+ 1)− i(t+ 1))ε
s−i+1ηt−j+1, which completes the proof of (4.19).
Now assume (p, q) 6= (k, l), (s, t) 6= (k, l). Then (4.21) gives
[εpηq, εsηt] =
(
l(p+ 1)− k(q + 1)
)
as,tε
p−k+1ηq−l+1 −
(
l(s+ 1)− k(t+ 1)
)
ap,qε
s−k+1ηt−l+1.
If (p, q), (s, t)∈S, then [εpηq, εsηt]=(l−k)as,tε
p−k+1ηq−l+1−(l−k)ap,qε
s−k+1ηt−l+1, giving the first case
of (4.20). If (p, q) /∈S, (s, t)∈S, then [εpηq, εsηt]=
(
l(p+1)−k(q+1)
)
as,tε
p−k+1ηq−l+1, giving the second
case of (4.20). In case (p, q) /∈ S, (s, t) /∈ S, we have [εpηq, εsηt] = 0, which completes the proof of the
theorem. ✷
In the final part of the paper, we will present an example of a dual Lie bialgebra which has different
feature from the previous dual Lie bialgebras (Theorems 4.4, 4.6 and 4.8).
Denote A = x(1 + y)(2 + y), B = x2(1 + y)3(2 + y) ∈ A. Then (1.5) shows [A,B] = B. Take
r = A ⊗ B − B ⊗ A. We obtain a coboundary triangular Lie bialgebra (A, [·, ·],∆) with bracket defined
by (1.5), and cobracket defined by
∆(f) = f · r = [f,A]⊗B +A⊗ [f,B]− [f,B]⊗A−B ⊗ [f,A].
Theorem 4.9. Let (A, [·, ·],∆) be the Lie bialgebra defined above. The dual Lie bialgebra of (A, [·, ·],∆)
is (A◦, [·, ·],∆), where A◦ and ∆ are defined in Theorem 4.4, and the bracket is uniquely determined by
the skew-symmetry and the following. First, denote
c0 = 2, c1 = 3, c2 = 1, and cj = 0 for j 6= 0, 1, 2,
k0 = 2, k1 = 7, k2 = 9, k3 = 5, k4 = 1, and kt = 0 for 4 < t ∈ Z+.
Then
[εηj , εsηt] = cj
(
(4s−2t+2)εs−1ηt−3+(15s−10t+5)εs−1ηt−2
+18(s−t)εs−1ηt−1+(7s−14t−7)εs−1ηt+4(t+1)εs−1ηt+1
)
if s 6= 1, 2,
(4.22)
[εηj , εηt] = cj
(
(6−2t)ηt−3+(20−10t)ηt−2+18(1−t)ηt−1−14tηt+4(t+1)ηt+1
)
−ct
(
(6−2j)ηj−3+(20−10j)ηj−2+18(1−j)ηj−1−14jηj+4(j+1)ηj+1
)
,
(4.23)
[εηj , ε2ηt] = kt
(
(3− j)εηj−1 + 3(1− j)εηj − 2(j + 1)εηj+1
)
+cj
(
(10−2t)εηt−3
+(35−10t)εηt−2+18(2−t)εηt−1+(7−14t)εηt+4(t+1)εηt+1
)
,
(4.24)
[ε2ηj , εsηt] = −kj
(
(2s− t+ 1)εsηt−1 + 3(s− t)εsηt − 2(t+ 1)εsηt+1
)
if s 6= 1, 2, (4.25)
[ε2ηj , ε2ηt] = kt
(
(5 − j)ε2ηj−1 + 3(2− j)ε2ηj − 2(j + 1)ε2ηj+1
)
−kj
(
(5− t)ε2ηt−1 + 3(2− t)ε2ηt − 2(t+ 1)ε2ηt+1
)
,
(4.26)
[εiηj , εsηt] = 0 if i 6= 1, 2, s 6= 1, 2. (4.27)
Proof. Denote C = [xmyn, A], D = [xmyn, B]. By (1.5), we have
C = [xmyn, x(y + 1)(y + 2)] = (2m− n)xmyn+1 + 3(m− n)xmyn − 2nxmyn−1,
D = [xmyn, x2(y + 1)3(y + 2)]
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= (4m− 2n)xm+1yn+3 + (15m− 10n)xm+1yn+2 + 18(m− n)xm+1yn+1
+ (7m− 14n)xm+1yn − 4nxm+1yn−1.
For i, j, s, t ∈ Z+, note that 〈[ε
iηj , εsηt], xmyn〉 is equal to
〈εiηj ⊗ εsηt, [xmyn, A]⊗B +A⊗ [xmyn, B]− [xmyn, B]⊗A−B ⊗ [xmyn, A]〉
= 〈εiηj ⊗ εsηt, C ⊗B +A⊗D −D ⊗A−B ⊗ C〉 = P i,js,t − P
s,t
i,j , (4.28)
where P i,js,t = 〈ε
iηj , C〉〈εsηt, B〉+ 〈εiηj , A〉〈εsηt, D〉, which is equal to(
(2m−n)δi,mδj,n+1+3(m−n)δi,mδj,n−2nδi,mδj,n−1
)
×
(
2δs,2δt,0 + 7δs,2δt,1 + 9δs,2δt,2 + 5δs,2δt,3 + δs,2δt,4
)
+
(
2δi,1δj,0 + 3δi,1δj,1 + δi,1δj,2
)
×
(
(4m−2n)δs,m+1δt,n+3+(15m−10n)δs,m+1δt,n+2+18(m−n)δs,m+1δt,n+1
+ (7m− 14n)δs,m+1δt,n − 4nδs,m+1δt,n−1
)
=
〈(
2δs,2δt,0 + 7δs,2δt,1 + 9δs,2δt,2 + 5δs,2δt,3 + δs,2δt,4
)
×
(
(2i− j + 1)εiηj−1 + 3(i− j)εiηj − 2(j + 1)εiηj+1)
+
(
2δi,1δj,0 + 3δi,1δj,1 + δi,1δj,2
)
×
(
(4s− 2t+ 2)εs−1ηt−3 + (15s− 10t+ 5)εs−1ηt−2 + 18(s− t)εs−1ηt−1
+ (7s− 14t− 7)εs−1ηt + 4(t+ 1)εs−1ηt+1
)
, xmyn
〉
.
We obtain
[εiηj , εsηt] = Hi,js,t −H
s,t
i,j , (4.29)
where Hi,js,t is equal to(
2δs,2δt,0+7δs,2δt,1+9δs,2δt,2+5δs,2δt,3+δs,2δt,4
)(
(2i−j+1)εiηj−1+3(i−j)εiηj−2(j+1)εiηj+1
)
+
(
2δi,1δj,0 + 3δi,1δj,1 + δi,1δj,2
)
×
(
(4s−2t+2)εs−1ηt−3+(15s−10t+5)εs−1ηt−2+18(s−t)εs−1ηt−1
+ (7s− 14t− 7)εs−1ηt + 4(t+ 1)εs−1ηt+1
)
.
If i 6=1, 2, s 6=1, 2, then (4.29) gives that [εiηj , εsηt] = 0, which is (4.27). Assume i = 1, s 6= 1, 2. Then
[εηj , εsηt] = H1,js,t , which gives (4.22). If i = 1, s = 1, then [εη
j , εηt] is equal to(
2δj,0 + 3δj,1 + δj,2
)(
(6− 2t)ηt−3 + (20− 10t)ηt−2 + 18(1− t)ηt−1 − 14tηt + 4(t+ 1)ηt+1
)
−
(
2δt,0+3δt,1+δt,2
)(
(6−2j)ηj−3+(20−10j)ηj−2+18(1−j)ηj−1−14jηj+4(j+1)ηj+1
)
,
which implies (4.23). Assume i = 1, s = 2. Then (4.29) implies that [εηj , ε2ηt] is equal to(
2δt,0 + 7δt,1 + 9δt,2 + 5δt,3 + δt,4
)(
(3− j)εηj−1 + 3(1− j)εηj − 2(j + 1)εηj+1
)
+
(
2δj,0+3δj,1+δj,2
)(
(10−2t)εηt−3+(35−10t)εηt−2+18(2−t)εηt−1
+ (7− 14t)εηt + 4(t+ 1)εηt+1
)
,
which gives (4.24). If i = 2, s 6= 1, 2, then (4.29) shows that [ε2ηj , εsηt] is equal to
−(2δj,0 + 7δj,1 + 9δj,2 + 5δj,3 + δj,4)
(
(2s− t+ 1)εsηt−1 + 3(s− t)εsηt − 2(t+ 1)εsηt+1
)
,
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which is (4.25). Finally if i = 2, s = 2, we see from (4.29) that [ε2ηj , ε2ηt] is equal to(
2δt,0 + 7δt,1 + 9δt,2 + 5δt,3 + δt,4
)(
(5− j)ε2ηj−1 + 3(2− j)ε2ηj − 2(j + 1)ε2ηj+1
)
−
(
2δj,0 + 7δj,1 + 9δj,2 + 5δj,3 + δj,4
)(
(5− t)ε2ηt−1 + 3(2− t)ε2ηt − 2(t+ 1)ε2ηt+1
)
,
and we obtain (4.26). The proof of the theorem is completed. ✷
5 Conclusion remark
Theorems 4.4, 4.6, 4.8 and 4.9 provide five classes of infinite dimensional Lie Bialgebras (A◦, [·, ·],∆) of
Poisson type. As by-products, we obtain five new classes of infinite dimensional Lie algebras (L, [·, ·]) with
the underlining space L = F [ε, η] (the polynomial algebra on two variables ε, η) and brackets defined
respectively by (4.4), (4.10)–(4.11), (4.12)–(4.14), (4.19)–(4.20) and (4.22)–(4.27). We close the paper
by proposing the following questions: In which conditions will Lie bialgebras (A◦, [·, ·],∆) defined in
Theorems 4.4, 4.6, 4.8 and 4.9 be coboundary triangular? What kinds of structure and representation
theories will these Lie algebras (L, [·, ·]) have?
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