A code symbol of a linear code is said to have locality r if this symbol could be recovered by at most r other code symbols. An (n, k, r) locally repairable code (LRC) with all symbol locality is a linear code with length n, dimension k, and locality r for all symbols. Recently, there are lots of studies on the bounds and constructions of LRCs, most of which are essentially based on the generator matrix of the linear code. Up to now, the most important bounds of minimum distance for LRCs might be the well-known Singleton-like bound and the Cadambe-Mazumdar bound concerning the field size.
Introduction

Overview
In large distributed storage systems, redundant data are always stored to ensure data reliability. Due to the extremely large amount of data, the traditional redundancy scheme of 3-replication tends to cause massive storage overhead. Coding techniques are then introduced to reduce the storage overhead, while maintaining high data reliability. The most widely used erasure codes are Reed-Solomon codes, which are a class of MDS codes. The data is firstly divided into k information packets. Then n − k parity packets are generated by encoding these k information packets. Finally, all these n packets are stored in different storage nodes, which could tolerate any n − k failures and thus achieve higher data reliability compared to 3-replication. The storage system needs to maintain data reliability in case of storage node failures. For 3-replication, when a node fails, node repairing can be accomplished directly by storing the replication of data into a new storage node. However, for the redundancy scheme of MDS codes, node repairing involves reading k packets from other nodes, decoding the data file from these k packets, and generating the lost packet by encoding the data file. One can see that its repair cost is much higher than 3-replication.
To reduce the repair cost of erasure codes, locally repairable codes (LRCs) emerged in recent years. The concept of locality was introduced by Gopalan et. al. [1] . Consider a q-ary [n, k, d] linear code with length n, dimension k and minimum distance d. A code symbol has locality r means that it can be repaired by at most r other code symbols. In distributed storage systems, r ≪ k indicates that only a small number of storage nodes are involved when repairing a failed node, which means low disk I/O and repair cost. If only the k information symbols have locality r, the code is called an LRC with information locality. Otherwise, if all the n code symbols have locality r, the resulting code is called an LRC with all symbol locality. Windows azure storage employed a class of LRCs as its redundancy scheme [6] . The Hadoop Distributed File System RAID used by Facebook implemented another type of an LRC [20] .
The bounds and constructions of LRCs have attracted lots of interests. For an (n, k, r) LRC with information locality, Gopalan et al. [1] proved the well-known Singleton-like bound
When r = k, the bound reduces to the classical Singleton bound d ≤ n − k + 1. Furthermore, they pointed out that Pyramid codes [5] which had information locality can attain the bound (1) . For LRCs with all symbol locality r, Tamo et al. [2] showed that the bound (1) still holds. The authors translated the relations among all code coordinates based on local recovery into a directed graph with n vertices, then applied Turán theorem to prove the result. Then they proposed a class of optimal LRCs by polynomial methods. Lots of studies have been devoted to the constructions of LRCs. Optimal LRCs attaining bound (1) for case (r + 1)|n were proposed in [8] and [18] by using Reed-Solomon codes and Gabidulin codes respecively. Goparaju et al. proposed binary cyclic codes which are locally repairable in [7] . Huang et al. [10] analyzed the locality of many classical cyclic codes such as Hamming codes, Simplex codes, BCH codes, etc. Tamo et al. [11] presented optimal cyclic codes by characterizing these codes in terms of their zeros, and studied subfield subcodes of cyclic LRC codes. Barg et al. [15] extended the construction in [2] to codes on algebraic curves. Explicit maximally recoverable codes with a related locality property were introduced in [14] .
To the best of our knowledge, the best known bound of LRCs was proposed by Cadambe and Mazumdar in [3, 4] . For a q-ary (n, k, r) LRC,
where k
) is the largest possible dimension of an n-length code for a given alphabet size q and a given minimum distance d, and t ≤ min n r+1 , k r . Note that the field size is taken into account, and the bound (2) is shown to be tighter than the Singleton-like bound, especially when the field size is small. The binary Simplex codes have locality 2 and attain the bound (2) [4] . Moreover, [12] [13] constructed other LRCs meeting the bound (2) .
The existing techniques for these proofs of the bounds (1) and (2) are quite different from each other, which essentially focus on the views of generating LRCs. For example, Gopalan et. al. [1] mainly employed generator matrices, the proof in [3, 4] depended on the analysis of the full codebooks, and the proof in [2] employed some results, e.g. Turán theorem, in graph theory. These techniques lack connections and could not apparently reveal the relation of the bounds (1) and (2) . It is well known that linear codes, e.g., LDPC codes, could be constructed, analyzed and decoded by parity-check matrices. In this paper, a new framework based on the parity-check matrices is proposed to study LRCs. Unified characterization, analysis, proofs, and constructions are obtained under the framework, often much simpler than previous approaches.
Our results
In this paper, we study the bounds and constructions of LRCs from views of parity-check matrices. Let C be a q-ary (n, k, r) LRC with length n, dimension k and all symbol locality r. By choosing n−k independent vectors from the dual code C ⊥ (or parity-check equations), we obtain a parity-check matrix of C. Firstly, we set up a new characterization of the parity-check matrix for an LRC. Then, the proposed parity-check matrix is employed to analyze the minimum distance. We give simple and unified proofs of the Singleton-like bound with all symbol locality and the Cadambe-Mazumdar bound. Based on the proposed characterization, necessary conditions of meeting the Singleton-like bound are obtained, which naturally lead to a construction framework of optimal LRCs. Finally, two classes of optimal LRCs based on linearized polynomial theories and Vandermonde matrices are thus obtained.
Characterization of the parity-check matrix
For the LRC C, in order to find a suitable parity-check matrix to involve locality, we begin with a simple observation: a code symbol has locality r if and only if there exists a parity-check equation which has at most r + 1 non-zero components and covers the coordinate of the symbol.
At first, l independent parity-check equations are carefully selected by a simple step-by-step procedure to cover all coordinates and ensure locality, where at most r + 1 coordinates are covered by one parity-check equation at each step. Then, the parity-check matrix is found by further adding some n − k − l independent parity-check equations. This simple characterization will help much to the proofs of minimum distance bounds and constructions of optimal LRCs.
Bounds for LRCs with all symbol locality
It is well known that the number of dependent columns in the parity-check matrix upper bounds the minimum distance of a linear code. Bounds for LRCs are thus obtained by analyzing the proposed parity-check matrix. In fact, we prove that for an (n, k, r) LRC with all symbol locality, the proposed parity-check matrix H must have n−k− k r +2 columns which are linearly dependent, which implies the Singleton-like bound (1) immediately. Two necessary conditions on the paritycheck matrices of optimal LRCs meeting the bound (1) are then obtained according to the proofs. The support of a vector is the set of coordinates of its non-zero components. Specially, if r | k , then (r + 1) | n and the supports of the rows which guarantee the locality property in the parity-check matrix have to be pairwise disjoint, and each of which has weight exactly r + 1.
Let H ′ be obtained from H by deleting a parity-check equation of H and all the columns which corresponding to its support. It is clear that the minimum distance of the linear code with paritycheck H ′ upper bounds the one with H. Performing the above deleting procedure step by step for those rows ensuring locality, we have that the minimum distance d satisfies
where d
opt (n * , k * ) is the largest possible minimum distance of a q-ary [n * , k * ] linear code. Simplex codes attain this general bound with equality, which indicates its tightness. It is easy to see that the bound (3) essentially coincides with the Cadambe-Mazumdar bound (2), which could also be directly derived under our framework. When t = k r − 1 and using d
Constructions of optimal LRCs
The above results and discussions naturally suggest the next construction procedures.
• Constructing parity-check equations ensuring locality, or locality rows;
• Adding additional parity-check equations to enlarge the minimum distance.
Following the necessary conditions meeting the Singleton-like bound, we construct optimal LRCs with all symbol locality. Suppose (r + 1) | n, we focus on the design of the parity-check matrix H with l = n r+1 locality rows, each of which has weight r + 1 and their supports are pairwise disjoint. By adding additional parity-check equations, two classes of optimal LRCs are presented. The first class is based on linearized polynomial theories. Let F m q be the extension field of F q . Let α i,j ∈ F q m and {α i,j − α i,r+1 , i ∈ [1, l], j ∈ [1, r]} are linearly independent over F q , then the code defined by the parity-check matrix is an LRC with all symbol locality r meeting the Singleton-like bound.
The second class is based on Vandermonde matrices. Suppose that r ≥ 4, α i,j ∈ F q , and some other conditions (see the main body for details), then the corresponding linear code is an optimal LRC with all symbol locality r, and the minimum distance is 5.
For large minimum distances, simple computer search could help to find favorite choices of α i,j .
Related work
There are three kinds of codes which allow fast and efficient recovery of erased code symbols. LRCs with Availability: These codes were first discussed in [21] [22] . If a code symbol of an LRC has t disjoint repair sets, each of which has size at most r + 1, then the code symbol is said to have availability t [21] . Ankit [21] and Wang [22] derived the upper bound on the minimum distance for LRCs with locality r and availability t for information symbols. [ Multiple-erasures and Vector LRCs: [9] proposed the locality (r, δ) to locally recover multiple erasures, which reduces to locality r when δ = 2. Upper bounds and constructions were given in [9, 16] . [17] generalized the bound (1) for vector LRCs and presented constructions for vector LRCs. [18, 19] further generalized the bound in [17] to deal with multiple erasures.
Regenerating Codes: These codes [33] are a class of MDS codes with subpacketization. When a single node failure occures, the repair process involves more than k nodes and each node transfers a linear combination of the packets it stores, which reduces bandwidths compared to classical MDS codes. See [34] [35] for the construction of regenerating codes and [36] for a survey.
Locally Decodable Codes (LDCs): These codes were introduced in [28] . See, e.g., [29] [30] [31] , for the further developments and [32] for a survey. LRCs are very similar to LDCs. The main difference is that LRCs discussed in this paper can perform local recovery after a single symbol erasure, while LDCs allow for local recovery even after a very large number of erasures.
Organization
The paper is organized as follows. Section 2 gives some basic notions and preliminaries. In section 3, a new characterization of parity-check matrices is proposed and several bounds are derived under a unified approach. Section 4 discussed the constructions, two classes of optimal LRCs are obtained. Finally some future directions are given in Section 5.
Preliminaries
In this section, we review some basic knowledge about linear codes and locally repairable codes, as well as the linearized polynomial theories.
Linear codes and LRCs
Let F q be a finite field with q elements. Let C be a q-ary [n, k, d] linear code with length n, dimension k and minimum distance d [37] . The k × n generator matrix G and the (n − k) × n parity-check matrix H satisfies GH T = 0. Let C ⊥ denote the dual code of C. The rows of H are the codewords of C ⊥ , are called parity-check equation sometimes. Let [n] = {1, 2, · · · , n} and a = (a 1 , a 2 , . . . , a n ) be a vector. The support of a vector a is supp(a) = {i ∈ [n] : a i = 0}, and its (Hamming) weight is wt(a) = |supp(a)|. The (Hamming) distance of two vectors is the number of coordinates at which they differ. The minimum distance d of C is the minimum value of distances between any two different codewords. The minimum distance satisfies the following well known facts [37] . In other words, c i has locality r if and only of the ith column of the generator matrix is a linear combination of at most r other column vectors. For an LRC, 1 < r ≪ k usually. For an [n, k] linear code, if only the k information symbols have locality r, it is called an (n, k, r) LRC with information locality. Similarly if all the n code symbols have locality r, the resulting code is called an (n, k, r) LRC with all symbol locality.
Linearized polynomial theory
The contents in this subsection are from [38] . Let m be a positive integer and F q m be the extension field of F q . Let α 1 , α 2 ∈ F q m . Then α 1 and α 2 are said to be linearly independent over F q if
Suppose the extension field F q s of F q m contains all the roots of L(x). Then the roots form a linear subspace of F q s . The following lemma is from [38] .
Lemma 3. Let β 1 , β 2 , · · · , β n be the elements of F q m . Then
and thus the determinant is non-zero if and only if β 1 , β 2 , · · · , β n are linearly independent over F q .
Bounds for LRCs with all symbol locality
In this section, we set up a new characterization of the parity-check matrix for an LRC. Then, the proposed parity-check matrix is employed to analyze the minimum distance. We give simple and unified proofs of the Singleton-like bound with all symbol locality and the Cadambe-Mazumdar bound. Necessary conditions of meeting the Singleton-like bound are obtained.
Characterization of the parity-check matrix
Let C be a q-ary (n, k, r) LRC with length n, dimension k and all symbol locality r. By choosing n − k independent vectors from the dual code C ⊥ (or parity-check equations), we obtain a full rank parity-check matrix of C. Although redundant parity-check equations might be added to the parity-check matrix sometimes for various purposes, e.g., simplifying the analysis or facilitating decoding, we only consider the full-rank case here. The locality property of a linear code could be characterized by the parity-check matrix. In order to find a suitable parity-check matrix to involve locality, we begin with a simple observation: Now, we select n − k parity-check equations from C ⊥ to form the parity-check matrix H of C, which is divided into two parts. The rows in the upper part H 1 cover all coordinates and ensure locality, while the rows in the lower part H 2 impact the minimum distance. The details follow.
// pick a coordinate j not covered.
4.
Choose h i = argmin e∈C ⊥ , ej =0 wt(e). // find a parity-check equation covering j.
5.
Set
// the set of coordinates covered by the first i row. 6 .
is an (n − k) × n full rank matrix .
In the line 4 of the i-th iteration, by the above Claim 1, such a parity-check equation exists and covers at most r + 1 symbols. Moreover, the i-th row covers some coordinates not covered by previous ones, which implies it is independent with them. Repeat the choosing procedure step by step to get l independent parity-check equations until all the code symbols are covered. Clearly, l ≤ n − k or l + k ≤ n. Moreover, since each of the l rows has weight at most r + 1, n ≤ l(r + 1), which implies l + k ≤ l(r + 1) or k/r ≤ l. Thus l + k ≤ n implies k/r + k ≤ n or k/r ≤ n/(r + 1). Combining these, we have
In the rest of the paper, the rows in H 1 are called locality-rows. Since l ≤ n − k, line 8 is always feasible. All parity-check matrices in this paper are obtained through the above procedure.
The Singleton-like bound and necessary conditions
Theorem 1 (Singleton-like bound). For an (n, k, r) LRC with all symbol locality, d ≤ n−k− k r +2. Proof. By Lemma 1, it is enough to show the proposed parity-check matrix H in Section 3.1 must have n − k − k r + 2 linearly dependent columns. By (5), consider the first t = k r rows of H 1 . Let γ be the number of the columns which the non-zero elements of these t rows lie in. Then the locality property implies γ ≤ t(r + 1). The number of the remaining columns is n − γ ≥ n − t(r + 1), where the equality holds if and only if the supports of the first t rows are pairwise disjoint and each has weight exactly r + 1. The number of the remaining rows is η = n − k − t.
Case 1: If r ∤ k, then n − γ ≥ n − t(r + 1) > n − k − t = η, i.e.,
The first η + 1 columns in the remaining n − γ columns must be linearly dependent since the non-zero elements of these columns are contained in only η rows. This implies that d ≤ η + 1.
If n − γ ≥ η + 1, we have d ≤ η + 1 with similar arguments to Case 1. Otherwise, if n − γ = η, then the supports of the first t rows are pairwise disjoint and each has weight exactly r + 1. Choose two columns from the support of the first row, and combine with the remaining η columns, we have η + 2 columns. These η + 2 columns have their non-zero elements in only η + 1 rows, and thus are linearly dependent. This implies that
Combining the above two cases, the conclusion follows. Remark 1. Recall that Gopalan et al. [1] proved this Singleton-like bound when information symbols have locality r. They derived the bound by analyzing the rank of the columns in the generator matrix using Fact 1 in [1] . For the locality of the parity symbols, they derived some upper bounds and lower bounds. Tamo et al. [2] showed the all symbol locality case by using a very different method from Graph theory. Most previous works on the bounds and constructions of LRCs focused on generator matrices. As we see, studying the locality property by parity-check matrices of LRCs is very attractive. Generalizing the bounds and giving new constructions become easier and more straightforward.
From the above proofs of the Singleton-like bound, the necessary conditions meeting it follows.
Theorem 2.
For an (n, k, r) LRC with all symbol locality, suppose d = n − k − k r + 2 and r < k.
• If r | k, then (r + 1) | n and the supports of the locality-rows in the parity-check matrix must be pairwise disjoint, and each has weight exactly r + 1.
• If r ∤ k, then the supports of any k r locality-rows in the parity-check matrix cover at leat k + k r coordinates.
General upper bounds for LRCs
The Singleton-like bound is tight only for non-binary codes over finite field with large size. Many famous binary codes, e.g., Simplex codes, Hamming codes and LDPC codes, also have some locality property [27, 10] , but could not attain the Singleton-like bound. In this subsection, general bounds for LRCs with all symbol locality are derived under the proposed parity-check matrix framework, which is a generalization of the Singleton-like bound.
Theorem 3. For a q-ary (n, k, r) LRC with all symbol locality, the minimum distance satisfies
where d Proof. Let H be the proposed parity-check matrix of C in Section 3.1. By (5), consider the first t rows of H 1 , where 1 ≤ t ≤ k r − 1. Let γ be the number of the columns that the non-zero elements of these t rows lie in. Then the locality property implies γ ≤ t(r + 1). By deleting the first t rows and the corresponding γ columns of H, and further deleting t(r + 1) − γ columns, we have an m * × n * sub-matrix H * , where m * = n − k − t and n * = n − t(r + 1). Let C * be the [n * , k * , d * ] linear code with parity-check matrix H * . Among the n * columns of H, since the elements lies above H * are all zero,
Since 1 ≤ t ≤ k r − 1, the conclusion follows.
Letting t = k r − 1 and using the Singleton bound, the Singleton-like bound follows naturally.
Corollary 1 (Singleton-like bound). For (n, k, r) LRCs with all symbol locality,
Remark 2. Different bounds could be derived from the general bound (7) by choosing various values of t and upper bounds of d
opt (n * , k * ), e.g., Hamming bound, Plotikin bound, Griesmer bound [37] etc. Since the field size is taken into account, the general bounds could yield better results than the Singleton-like bound over small fields. The binary Simplex code [37] has locality 2 [10] . As for the tightness of the bound in Theorem 3, when t = 1 and q = 2, it is not difficult to verify that the [2 m − 1, m, 2 m−1 ] Simplex code could achieve it with equality.
Corollary 2 (Cadambe-Mazumdar bound). For a q-ary (n, k, r) LRC with all symbol locality,
is the largest possible dimension of a q-ary linear code with length n ′ and minimum distance d ′ .
Remark 3. It is easy to see that the Cadambe-Mazumdar bound is essentially identical to our bound (7) in linear cases. The Cadambe-Mazumdar bound could also be derived directly under our framework, please see the appendix for details. When t = 2, the bound in Corollary 2 was met with equality by binary Simplex codes [4] . Cadambe and Mazumdar derived their bound in [3, 4] by analyzing the dimension of sub-codebooks, where the proofs do not reveal apparent relations with the Singleton-like bound and are much more complex than ours. Moreover, it looks easier to analyze the necessary condition for the optimal codes under our framework, thus might provide guidelines for code constructions.
Remark 4. The next Singleton-like bound for (n, k, r) LRCs with availability s [21, 22] could also be derived under our framework.
Code construction
In this section we first present a construction framework for optimal (n, k, r) LRCs with all symbol locality. Then two classes of optimal LRCs based on linearized polynomial theories and Vandermonde matrices are obtained under the framework.
Construction framework
The characterization of parity-check matrices for LRCs in the previous section naturally suggest the next construction procedures to obtain good LRCs.
• Constructing parity-check equations ensuring locality, or locality rows in H 1 ;
• Adding additional parity-check equations to enlarge the minimum distance, or rows in H 2 .
Then we obtain a parity-check matrix H = (H T 1 , H T 2 ) T and the corresponding LRC. In the rest of this section, we assume r + 1 | n. By the necessary conditions in Theorem 2, we know that for an optimal LRC meeting the Singleton-like bound, the locality-rows in H 1 should be pairwise disjoint if r | k and intersect on at most k r r − k coordinates otherwise. Thus we could fix the form of H 1 as follows. H 1 has l = n r+1 locality rows, where the supports are pairwise disjoint and each row has uniform weight r + 1. In order to achieve the Singleton-like bound, we should fill H 2 with favorite elements such that H has full rank and its arbitrary n − k − k r + 1 columns are linearly independent. It it not difficult to see that if the size q of finite field is large enough, uniformly random choices could meet the demand with high probability. However, structured constructions, as well as the constructions reducing the size q, are more interesting.
Constructions based on linearized polynomial theories
r]} are linearly independent over F q , then the linear code defined by the following (n − k) × n parity-check matrix is a q m -ary (n, k, r) LRC. 
Code construction based on Vandermonde matrix
In this section we give two constructions of hight rate optimal LRCs with distance 4 and 5.
Then the linear code defined by the following (l + 2) × n parity-check matrix is a q-ary (n, n − l − 2, r) LRC. n , which is near optimal by the rate bound (5) . Moreover, the codes exist over F q with q ≥ r + 1.
Construction 3.
Suppose that r ≥ 4, (r + 1) | n. Let l = n r+1 , α i,j ∈ F q , and α i,j 1 = α i,j 2 for
Then the linear code defined by the following (l + 3) × n parity-check matrix is a q-ary (n, n − l − 3, r) LRC. which is near optimal by the rate bound (5) . And the codes exist over F q with q ≥ 2n + 1.
Remark 9. For the codes in Construction 2 and 3. If we add one non-locality-row in the lower part of H, we obtain an LRC meeting the Singleton-like bound with distance 3, and the rate R = r r+1 − 1 n . Remark 10. For LRCs with minimum distance d > 5 where the lower part of H contains more than three rows, when the code length is small, computer search with low complexity could help to find favorite choices of α i,j . Our future work is to present a theoretical construction.
Some future directions
• Whether some LDPC codes, e.g. finite plane LDPC code, or other classical codes meet our general bound still remains open. Future works might be deriving the conditions of meeting our general bound, and giving corresponding constructions.
• Two classes of LRCs are obtained under the parity-check matrix framework. It remains open to determine the minimum field size of these two classes of LRCs. And it is interesting to find other parity-check matrices (e.g. using Cauchy matrices ) meeting the Singleton-like bound.
• Designs of efficient encoding and decoding algorithms for good LRCs under the parity-check matrix framework.
Since there is non-zero coefficient in (16) are not all zero. Thus {α i,j − α i,r+1 , i ∈ [1, l], j ∈ [1, r]} are linearly dependent over F q , which leads to a contradiction and the conclusion follows.
Proof of Lemma 5
Proof. The columns of the parity-check matrix H are divided into l = n r+1 repair groups. Choose arbitrary Γ = n − k − k r + 1 columns from H, where Γ = r u 1 + r u 2 + · · · + r uv + · · · + r uw , v ∈ [1, l], 1 ≤ r uv ≤ r + 1. And every r uv columns are from the vth repair group. Without loss of generality, assume every r uv columns are the first r uv columns of the vth repair group. Denote these Γ columns as H ′ . Let Λ is the number of rows which the non-zero elements of H ′ lie in. By the proof of Theorem 2, we know that Λ ≥ n−k − k r +1. By eliminating the all-zero rows and the last Λ−(n−k − k r +1) rows, we obtain a square matrix. Then we proceed with column transformation as follows. If more than one columns are from the same repair group, i.e., r uv > 1, we subtract the first r uv −1 columns by the r uv th column to eliminate the ones in the first non-zero row. Then we get a square matrix. By Lemma 4 we know that the elements in the first row of the above matrix are linear independent over F q , which implies |M | = 0. Hence, the columns in M is linear independent, which implies those n − k − k r + 1 columns in H are linearly independent.
Proof of Lemma 6
Proof. It is sufficient to show that the (n − k) × n parity-check matrix H has full rank. Choose n − k columns from H, among which at least one column from each repair group. Then we get a (n − k) × (n − k) square matrix. Similar to the proof of Lemma 5, by column transformation and expansion along the rows with only the component 1, it remains (n − k − n r+1 ) × (n − k − n r+1 ) square matrix whose determinant = 0. Thus the (n − k) × (n − k) square matrix has full rank, which implies that H has full rank.
