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Resumo
O objetivo dessa dissertac¸a˜o e´ trazer uma simplificac¸a˜o da demonstrac¸a˜o do seguinte
resultado obtido primeiramente por Happel [3]: Se A e´ uma K-a´lgebra de dimensa˜o
finita, enta˜o existe um funtor pleno, fiel e triangulado H : Db(modA) → modAˆ,
onde Aˆ e´ a a´lgebra repetitiva obtida de A, que e´ tambe´m denso se A e´ de dimensa˜o
global finita. Iniciamos com uma apresentac¸a˜o sucinta da linguagem catego´rica, abor-
dando de maneira geral sobre localizac¸a˜o de categorias, categorias trianguladas e suas
localizac¸o˜es, e finalmente categorias derivadas, que sa˜o categorias localizadas e trian-
guladas. Tambe´m introduzimos a categoria esta´vel de mo´dulos da a´lgebra repetitiva
de A. No u´ltimo cap´ıtulo, demonstramos o resultado principal com o aux´ılio de um
resultado encontrado em [8], ale´m dos conceitos citados anteriormente.
Palavras Chave: localizac¸a˜o de categorias, categorias trianguladas, cate-
goria derivada.
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Abstract
The aim of this dissertation is to present a simplification of the proof of the following
result obtained first by Happel in [3]: If A is a finite-dimensional algebra over a
field algebraically closed K, then there is a triangulated, full and faithful functor of
triangulated categories H : Db(modA) → modAˆ, where Aˆ is the repetitive algebra
obtained from A, which is also dense if A is of finite global dimension. We begin with
a succinct presentation of the categorical language, approaching in general terms
on the localization of categories, triangulated categories and their localizations, and
finally derived categories, which are localized and triangulated categories. We also
introduce the stable category of modules of a repetitive algebra Aˆ. In the last chapter,
we demonstrate the main result with the help of a result found in [8], in addition to
the previously mentioned concepts.
Keywords: localization of categories, triangulated categories, derived cat-
egory.
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Introduc¸a˜o
Seja A uma a´lgebra de dimensa˜o finita sobre um corpo k, que sera´ sempre um
corpo algebricamente fechado. Foi provado em [3] que existe uma imersa˜o fiel e plena
da categoria derivada limitada Db(modA) na categoria esta´vel modAˆ dos mo´dulos
de dimensa˜o finita sobre a a´lgebra repetitiva Aˆ. Esta imersa˜o e´ uma equivaleˆncia
triangulada se, e somente se, A tem dimensa˜o global finita.
Tal demonstrac¸a˜o era considerada um tanto dif´ıcil e te´cnica, enta˜o foi observado
que um resultado de [8] poderia ser usado para fornercer uma prova mais simples, a
qual foi feita em [2].
A ideia dessa dissertac¸a˜o e´ de detalhar as demonstraco˜es do artigo [2]. Para
tanto, fizemos uma introduc¸a˜o dos conceitos que sa˜o abordados nesse artigo buscando
em va´rias refereˆncias, como [7], [3] e [5]. Desse modo, esse texto pode servir como
refereˆncia em portugueˆs para leitores que busquem estudar categorias derivadas de
modA.
O texto esta´ estruturado da seguinte maneira:
Destinamos o primeiro cap´ıtulo para conceitos ba´sicos e algumas consequeˆncias
necessa´rias para o entendimento nos cap´ıtulos posteriores. Estudaremos a teoria de
localizac¸a˜o de categorias, que e´ importante para a compreensa˜o do que significa uma
categoria derivada.
No segundo cap´ıtulo abordaremos sobre categorias trianguladas, que sa˜o catego-
rias que contam com uma estrutura adicional chamada de triangulac¸a˜o que e´ formada
por diagramas chamados de triaˆngulos da forma:
Z
[1]
h
~~ ~
~~
~~
~
X
f
// Y
g
__@@@@@@@
Estudaremos tambe´m localizac¸a˜o de categorias trianguladas e veremos que a classe de
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localizac¸a˜o tem que ser compat´ıvel com a triangulac¸a˜o. Finalizamos com a abordagem
de quocientes de categorias trianguladas, que de forma resumida podemos dizer que
se trata de uma localizac¸a˜o de categorias. Apresentaremos, em todos os quesitos,
alguns resultados relevantes, exibindo as demonstrac¸o˜es ou citando as refereˆncias das
provas.
No terceiro cap´ıtulo estudaremos categorias derivadas de uma categoria aditiva A
cujos objetos sa˜o complexos formados por objetos de A. Os morfismos da categoria
derivada de A sa˜o obtidos atrave´s da localizac¸a˜o da categoria de complexos K(A)
(com morfismos quocientes pelos homoto´picos a zero) pelos quasi-isomorfismos f :
X• −→ Y • em C(A) para os quais Hp(f) : Hp(X•) −→ Hp(Y •) e´ isomorfismo para
todo p ∈ Z.
No quarto cap´ıtulo abordaremos sobre a categoria esta´vel de modAˆ onde Aˆ e´ a
a´lgebra repetitiva obtida de uma K-a´lgebra de dimensa˜o finita A. Sabemos que Aˆ e´
uma a´lgebra de Frobenius e que modAˆ e´ uma categoria de Frobenius. Definiremos
enta˜o uma triangulac¸a˜o para a categoria esta´vel modAˆ
No u´ltimo cap´ıtulo veremos o resultado principal deste texto. Provaremos que
dada uma k-a´lgebra de dimensa˜o finita A e de dimensa˜o global finita, a catego-
ria derivada limitada Db(modA) e´ equivalente a categoria esta´vel da categoria de
Frobenius mod Aˆ. Entendemos por dimensa˜o global de uma a´lgebra o supremo das
dimenso˜es projetivas dos mo´dulos em modA. O seguinte resultado
Teorema 0.0.1. Se Λ e´ uma a´lgebra de Frobenius, enta˜o existe uma equivaleˆncia
F : modΛ→ D
b(modΛ)
Kb(PΛ)
de categorias trianguladas.
foi primordial para a uma simplificac¸a˜o da demonstrac¸a˜o ate´ enta˜o considerada te´cnica
em [3].
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Cap´ıtulo 1
Preliminares
Nessa dissertac¸a˜o assumimos que o leitor conhece os fundamentos base da teoria
de ane´is e mo´dulos na˜o comutativos, a´lgebras de dimensa˜o finita sobre um corpo,
a´lgebra homolo´gica que podem ser encontrados em [9] e [5].
1.1 Categorias e funtores
Definic¸a˜o 1.1.1. Uma categoria e´ uma tripla C = (Obj(C),Hom(C), ◦), onde Obj(C)
e´ chamada classe de objetos de C, Hom(C) e´ chamada classe de morfismos
de C, e ◦ e´ uma operac¸a˜o bina´ria parcial sobre os morfismos em C satisfazendo as
seguintes condic¸o˜es:
(a) Para cada par de objetos X Y de C associamos um conjunto de morfismos,
denotado por HomC(X, Y ), cujos elementos sa˜o chamados morfismos (de C )
de X para Y , tal que se (X, Y ) 6= (Z,U), enta˜o HomC(X, Y )∩HomC(Z,U) = ∅;
(b) Para cada tripla de objetos X , Y e Z de C a operac¸a˜o
◦ : HomC(Y, Z)× HomC(X, Y )→ HomC(X,Z)
e´ chamada composic¸a˜o de morfismos e tem as seguintes propriedades:
(i) Se f ∈ HomC(X, Y ), g ∈ HomC(Y, Z) e h ∈ HomC(Z,U), enta˜o h ◦ (f ◦ g) =
(h ◦ f) ◦ g;
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(ii) Para todo objeto X de C, existe um morfismo
1X ∈ HomC(X,X)
chamado morfismo identidade em X e tal que se f ∈ HomC(X, Y ) e g ∈
HomC(Z,X), enta˜o f ◦ 1X = f e 1X ◦ g = g.
Denotaremos por X ∈ Obj C ou simplesmente X ∈ C para nos referirmos a um
objeto de uma categoria C.
Definic¸a˜o 1.1.2. Seja C uma categoria. Dizemos que uma categoria C ′ e´ uma sub-
categoria de C quando sa˜o satisfeitas as seguintes condic¸o˜es:
(a) Obj(C ′) ⊆ Obj(C);
(b) Para todo X, Y ∈ C, tem-se HomC′ (X, Y ) ⊆ HomC(X, Y );
(c) A composic¸a˜o de morfismos em C ′ e´ igual a composic¸a˜o em C;
(d) Para cada objeto X ∈ C ′, o morfismo identidade 1X em C ′ e´ o mesmo que em
C.
Dizemos que uma subcategoria C ′ da categoria C e´ uma subcategoria plena quando,
para todo X e Y objetos em C ′ tem-se HomC′(X, Y ) = HomC(X, Y ).
Sejam X, Y ∈ Obj C. Um morfismo h : X → X e´ chamado endomorfismo de X.
Um morfismo µ : X → Y e´ chamado monomorfismo se para cada objeto Z ∈ Obj C
e cada par de morfismos f, g ∈ HomC(Z,X) tal que µ ◦ f = µ ◦ g, temos f = g.
Um morfismo ν : X → Y e´ chamado epimorfismo se para cada objeto Z ∈ Obj C
e cada par de morfismos f, g ∈ HomC(Y, Z) tal que f ◦ ν = g ◦ ν, temos f = g. Um
morfismo η : X → Y e´ chamado isomorfismo se existe um morfismo ν : Y → X tal
que η ◦ ν = 1Y e ν ◦ η = 1X . Neste caso, X e Y sa˜o ditos isomorfos, e representamos
com a notac¸a˜o X ∼= Y .
Dizemos que uma categoria C possui soma direta quando dado dois objetos X1
e X2 quaisquer existe um objeto em C representado por X1 ⊕ X2 e morfismos f1 :
X1 → X1 ⊕X2 e f2 : X2 → X1 ⊕X2 para os quais dado um objeto W e morfismos
g1 : X1 → W e g2 : X2 → W existe um u´nico morfismo h : X1 ⊕ X2 → W tal que
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gi = h ◦ fi, ∀ i = 1, 2.
X1
g1
&&
f1 $$I
II
II
II
II
X2
g2
xx
f2zzuu
uu
uu
uu
u
X1 ⊕X2
∃!h

W
Definic¸a˜o 1.1.3. Seja C uma categoria. Dizemos que C e´ uma categoria aditiva
quando sa˜o satisfeitas as seguintes condic¸o˜es:
(a) Para cada conjunto finito de objetos X1, X2, . . . , Xn existe uma soma direta
X1 ⊕X2 ⊕ . . .⊕Xn em C;
(b) Para cada para X , Y ∈ Obj C o conjunto HomC(X, Y ) tem estrutura de grupo
abeliano;
(c) A composic¸a˜o de morfismos em C e´ bilinear;
(d) Existe um objeto 0 ∈ Obj(C), chamado objeto zero de C, tal que o morfismo
identidade 10 e´ o elemento zero do grupo abeliano HomC(0, 0).
Para uma categoria aditiva C definimos a categoria oposta Cop de C como a
categoria aditiva cujos objetos sa˜o os mesmos de C e HomCop(X, Y ) = HomC(Y,X)
para todos X e Y em Obj C. A adic¸a˜o em HomCop(X, Y ) e´ a mesma de HomC(Y,X),
e a composic¸a˜o ◦′ em HomCop e´ dada por g ◦′ f = f ◦ g, onde ◦ e´ a composic¸a˜o em
HomC. Observe que (Cop)op = C.
Sejam C uma categoria e C ′ uma subcategoria de C.
Dizemos que C e´ uma categoria abeliana quando e´ uma categoria aditiva, e
cada morfismo f : X → Y em C admite um kernel u : Ker f → X e um cokernel
p : Y → Coker f de f e o morfismo induzido f : Cokeru → Ker p e´ um isomorfismo,
ou seja, vale o primeiro teorema do isomorfismo.
Uma sequeˆncia, infinita ou finita, em C,
· · · // Xn+1 fn // Xn fn−1 // Xn−1 // · · ·
categoria abeliana, e´ dita exata se Kerfn−1 = Imfn, para todos n. Qualquer
sequeˆncia da forma 0 // X
f // Y
g // Z // 0 e´ chamada de sequeˆncia e-
xata curta. Dizemos que uma sequeˆncia exata curta cinde se existe um morfismo
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h : Y → X (ou h′ : Z → Y ) tal que h ◦ f = 1X (ou g ◦ h′ = 1Z , respectivamente).
Nesse caso o morfismo f e´ chamado de sec¸a˜o e o morfismo g e´ chamado de retrac¸a˜o.
Se a sequeˆncia 0 // X
f // Y
g // Z // 0 e´ exata que cinde, enta˜o Y ∼= X⊕Z,
ou seja, X e Z sa˜o isomorfos a somandos diretos de Y .
Dizemos que C ′ e´ fechada para soma direta quando para todo X e Y objetos
de C ′ temos que X⊕Y e´ um objeto de C ′. Dizemos que C ′ e´ fechado por somandos
diretos quando para todo X objeto de C ′, com X = Y ⊕ Z, tem-se que Y e Z sa˜o
objetos de C ′. Dizemos que C ′ e´ fechada para isomorfismos quando para todo
objeto Y de C tal que existe X objeto de C ′ isomorfo a Y temos que Y e´ um objeto
de C ′. Dizemos que C ′ e´ fechada por extenso˜es se para toda sequeˆncia exata curta
0 // L //M // N // 0 em C com L, N ∈ C ′ tem-se M ∈ Obj C ′.
Agora iremos definir alguns conceitos necessa´rios para a demonstrac¸a˜o do resul-
tado (1.1.5) que sera´ usado frequentemente neste texto.
Definic¸a˜o 1.1.4. Sejam C e C ′ duas categorias. Um funtor covariante F : C −→ C ′
e´ uma regra que associa
(a) a cada objeto X em C, um objeto F (X) ∈ ObjC ′ ;
(b) a cada morfismo h : X −→ Y em C, um morfismo F (h) : F (X) −→ F (Y ) em
C ′ tal que as seguintes condic¸o˜es sa˜o satisfeitas:
(i) F (1X) = 1F (X), para todo objeto X em C;
(ii) Para cada par de morfismos f : X −→ Y e g : Y −→ Z em C, temos
F (g ◦ f) = F (g) ◦ F (f).
Um funtor contravariante F : C −→ C ′ e´ uma regra que associa
(a
′
) a cada objeto X em C, um objeto F (X) ∈ ObjC ′ ;
(b
′
) a cada morfismo h : X −→ Y em C, um morfismo F (h) : F (Y ) −→ F (X) em
C ′ tal que as seguintes condic¸o˜es sa˜o satisfeitas:
(i
′
) F (1X) = 1F (Y ), para todo objeto X em C; e
(ii
′
) Para cada par de morfismos f : X −→ Y e g : Y −→ Z em C, temos
F (g ◦ f) = F (f) ◦ F (g).
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Sejam F, F ′ : C −→ C ′ dois funtores. Um morfismo funtorial, ou uma trans-
formac¸a˜o natural de funtores, Ψ : F −→ F ′ e´ uma familia Ψ = {ΨX}X∈Obj C de
morfismos ΨX : F (X) −→ F ′(X) tal que, para qualquer morfismo f : X −→ Y em
C, o diagrama
F (X)
F (f)

ΨX // F ′(X)
F ′(f)

F (Y )
ΨY // F ′(Y )
e´ comutativo em C ′. Se para cada X ∈ Obj C o morfismo ΨX : F (X) −→ F ′(X)
e´ um isomorfismo em C ′, dizemos que Ψ e´ um isomorfismo funtorial ou uma
equivaleˆncia natural de funtores.
Podemos visualizar um morfismo de funtores pelo diagrama
C
F
66
F
′
((⇓ Ψ C ′
Morfismos de funtores podem ser compostos horizontalmente e verticalmente, ou
seja, consideremos treˆs categorias C, C ′ , C ′′ e funtores F1, F2 : C → C ′ e G1, G2 : C ′ →
C ′′ . Se θ : F1 → F2 e λ : G1 → G2 sa˜o morfismo de funtores, o morfismo de funtores
λ ◦ θ : G1 ◦ F1 → G2 ◦ F2 e´ naturalmente definido. Esquematicamente,
C
F2
66
F1
((⇓ θ C ′
G2
33
G1
++
⇓ λ C ′′  C
G2◦F2
44
G1◦F1
**⇓ λ ◦ θ C ′′
Por outro lado, consideremos treˆs funtores F1, F2, F3 : C ′ → C ′′ e morfismos de funtores
θ : F1 → F2 e λ : F2 → F3. O morfismo de funtores θ ◦ λ : F1 → F3 e´ definido
naturalmente, ou seja, (θ ◦ λ)X = θX ◦ λX . Esquematicamente,
C
⇓θ
F3
99
F1
⇓λ %%
F2 // C ′  C
F3
44
F1
**⇓ θ ◦ λ C ′
Um funtor T : C −→ C ′ e´ chamado uma equivaleˆncia de categorias se existe
um funtor F : C ′ −→ C e isomorfismos funtoriais Ψ : 1C −→ FT e Φ : 1C′ −→ TF ,
onde 1C e 1C′ sa˜o os funtores identidades sobre C e C ′, respectivamente. Desse modo,
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F e´ chamado de quasi-inverso de T . Se existir tal equivaleˆncia, dizemos que C e C ′
sa˜o categorias equivalentes e podemos denotar por C ∼= C ′.
Considere o funtor T : C −→ C ′. Dizemos que ele e´ denso se para qualquer
objeto Y de C ′, existe um objeto X de C e um isomorfismo T (X) ∼= Y . Se para todo
X, Y ∈ Obj C o mapa
TXY : HomC(X, Y ) // HomC′(T (X), T (Y ))
dado por f 7→ T (f) for sobrejetivo enta˜o T e´ dito pleno, e se for injetivo dizemos
que T e´ fiel.
Teorema 1.1.5. Um funtor covariante T : C −→ C ′ e´ uma equivaleˆncia de categorias
se, e somente se, T e´ pleno, fiel, e denso.
Demonstrac¸a˜o. Assuma que T e´ pleno, fiel, e denso. Vamos definir um funtor quasi-
inverso F : C ′ −→ C de T da seguinte forma: da densidade de T , dado X ′ ∈ Obj C ′,
podemos fixar um objeto X de C e um isomorfismo ΦX′ : X ′ −→ T (X) em C ′.
Desse modo, fac¸amos F (X ′) = X. Uma vez que T e´ pleno, dado um morfsmo
f ′ ∈ HomC′(X ′, Y ′) podemos escolher f ∈ HomC(X, Y ) fazendo o seguinte diagrama
X ′
f ′

ΦX′ // T (X)
T (f)

Y ′
ΦY ′ // T (Y )
comutativo. Assim, faremos F (f ′) = f . Para verificarmos que F define um funtor
covariante, considere o seguinte diagrama
X ′
f ′

ΦX′ // T (X)
T (f)

Y ′
g′

ΦY ′ // T (Y )
T (g)

Z ′
ΦZ′ // T (Z)
onde os quadrados comutam e, por tanto o seguinte diagrama
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X ′
g′◦f ′

ΦX′ // T (X)
T (g◦f)

Z ′
ΦZ′ // T (Z)
tambe´m comuta. Do diagrama acima e a forma como definimos F , temos que
F (g′ ◦ f ′) = g ◦ f = F (g′) ◦ F (f ′),
isto e´, F preserva composic¸a˜o. De forma ana´loga podemos ver que F (1X′) = 1X .
Com efeito, dado o morfismo 1X′ identidade sobre X
′, podemos escolher f : X −→ X
de forma que o seguinte diagrama
X ′
f

ΦX′ // T (X)
T (f)

X ′
ΦX′ // T (X)
comute. Isso nos da´ que T (f) = 1T (X). Como T e´ funtor fiel, segue que f = 1X ,
portanto F (1X′) = 1X .
Ale´m disso, para qualquer X ′ ∈ Obj C ′, o seguinte diagrama
X ′
f ′

ΦX′ // TF (X ′)
T (f)

Y ′
ΦY ′ // TF (Y ′)
e´ comutativo. Isso no da´ que a famı´lia {ΦX′}X′∈Obj C′ de isomorfismos define um
isomorfismo funtorial Φ : 1C′ −→ FT .
Agora, vamos definir um isomorfismo Ψ : 1C −→ FT , aproveitando a construc¸a˜o
anterior, da seguinte forma: para qualquer Z ∈ Obj C, fac¸amos X ′Z = T (Z). Enta˜o
ΦT (Z) = ΦX′Z e da construc¸a˜o acima temos
T (Z) = X ′Z
ΦX′
Z // TF (X ′Z) = T (FT (Z))
Uma vez que T e´ pleno e fiel, existe um u´nico isomorfismo ΨZ : Z −→ TF (Z) tal que
T (ΨZ) = ΦT (Z) = ΦX′Z .
Iremos mostrar que {ΨZ}Z∈Obj C define o nosso isomorfismo funtorial. De fato,
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seja g : Z −→ V um morfismo arbitra´rio em C. Precisamos mostrar que o seguinte
diagrama
Z
g

ΨZ // FT (Z)
FT (g)

V
ΨV // FT (V )
e´ comutativo. Visto que Φ : 1C′ −→ FT e´ um isomorfismo funtorial, o seguinte
diagrama
T (Z)
T (g)

ΨT (Z) // TF (T (Z))
TF (T (g))

T (V )
ΨT (V ) // TF (T (V ))
Das escolhas de ΨZ e ΨV temos que ΦT (Z) = T (ΨZ) e ΦT (V ) = T (ΨV ). Consequente-
mente, temos
ΦT (V ) ◦ T (g) = TF (T (g)) ◦ΨT (V ) ⇒
T (ΨV ) ◦ T (g) = TF (T (g)) ◦ T (ΨZ)⇒
T (ΨV ◦ g) = T (FT (g) ◦ΨZ)⇒
ΨV ◦ g = FT (g) ◦ΨZ
A u´ltima implicac¸a˜o segue do fato de T ser fiel. Portanto, o morfismo funtorial
Ψ : 1C −→ FT e´ um isomorfismo funtorial.
Reciprocamente, assuma que T : C −→ C ′ e´ uma equivaleˆncia de categorias e que
F : C ′ −→ C e´ um quasi-inverso de T . Sejam Ψ : 1C −→ FT e Φ : 1C′ −→ TF
isomorfismos funtoriais. Enta˜o, dado X ′ ∈ Obj C ′, existe um isomorfismo X ′ ∼=
TF (X ′), temos que T e´ denso. Para mostrar que T e´ fiel, considere f ′ : X ′ −→ Y ′
um morfismo qualquer em C ′. Do isomorfismo de Φ temos que o seguinte diagrama
X ′
f ′

ΦX′ // TF (X ′)
T (f)

Y ′
ΦY ′ // TF (Y ′)
e´ comutativo, onde f = F (f
′
). Sejam f, g ∈ Hom(X ′, Y ′) e suponha que FX′Y ′(f) =
FX′Y ′(g). Isso implica que TFX′Y ′(f) = TFX′Y ′(g), isto e´, f = g. Logo F e´ fiel.
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Similarmente, dado qualquer morfismo h : U −→ V em C, temos que o diagrama
U
h

ΨU // FT (U)
FT (h)

V
ΨV // FT (V )
e´ comutativo, implicando que T e´ um funtor fiel. Resta mostrar que T e´ pleno. Para
tanto, seja f ′ ∈ HomC′(T (U), T (V )), onde U, V ∈ Obj C e fac¸amos h = ψ−1V ◦ F (f
′
) ◦
ψU ∈ Hom(U, V ). Da comutatividade do diagrama anterior temos que
F (f
′
) = ψV ◦ ψ−1V ◦ F (f
′
) ◦ ψU ◦ ψU = ψV ◦ h ◦ ψ−1U = FT (h).
Como F e´ fiel, segue que f
′
= T (h).
Quando acharmos conveniente iremos denotar a composic¸a˜o g ◦ f simplesmente
por gf .
1.2 Localizac¸a˜o de categorias
Nesta sec¸a˜o continuamos mencionando alguns resultados preliminares que va˜o nos
dar subs´ıdios para esta dissertac¸a˜o. Para maiores detalhes, o leitor pode consultar [7]
e [5].
Sejam A uma categoria e S uma classe arbitra´ria de morfismos em A.
Definic¸a˜o 1.2.1. Diremos que S e´ uma classe de localizac¸a˜o se satisfaz as seguintes
propriedades:
(LC1) Para qualquer objeto M em A, o morfismo identidade 1M pertence a S.
(LC2) Se s, t sa˜o morfismos em S, enta˜o s ◦ t ∈ S.
(LC3a) Para qualquer par f ∈ Hom(M,N) e s ∈ Hom(L,N) de S, existem g ∈
Hom(K,L) e t ∈ Hom(K,M) de S tais que o diagrama
K
t

g // L
s

M
f
// N
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e´ comutativo.
(LC3b) Para qualquer par f ∈ Hom(N,M) e s ∈ Hom(N,L) de S, existem g ∈
Hom(L,K) e t ∈ Hom(M,K) de S tais que o diagrama
K Lg
oo
M
t
OO
N
s
OO
foo
e´ comutativo.
(LC4) Sejam f, g : M −→ N dois morfismos. Enta˜o existe um s ∈ S tal que s◦f = s◦g
se, e somente se, existe um t ∈ S tal que f ◦ t = g ◦ t.
Estabelecemos o seguinte resultado
Teorema 1.2.2. Sejam A uma categoria e S uma classe de localizac¸a˜o em A. Enta˜o
existem uma categoria A[S−1] e um funtor Q : A −→ A[S−1] tais que
(i) Q(s) e´ um isomorfismo para cada s ∈ S;
(ii) Para qualquer categoria B e funtor F : A −→ B tal que F (s) e´ um isomorfismo
para qualquer s ∈ S, existe um u´nico funtor G : A[S−1] −→ B tal que F = G◦Q,
isto e´, temos o seguinte diagrama comutativo de funtores:
A

// B
A[S−1]
;;xxxxxxxxx
A categoria A[S−1] e´ u´nica a menos de isomorfismo.
A categoria A[S−1] e´ chamada de localizac¸a˜o de A em relac¸a˜o a S.
Agora, vamos descrever os morfismos em A[S−1].
Definic¸a˜o 1.2.3. Sejam A uma categoria e S uma classe de localizac¸a˜o. Um telhado
a` esquerda entre M e N objetos de A e´ um diagrama
L
∼
s
~~}}
}}
}}
}} f
@
@@
@@
@@
M N
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onde f ∈ Hom(A) e s ∈ S. O s´ımbolo ∼ denota que a flecha esta´ em S.
Considere dois telhados a` esquerda entre M e N
L
∼
s
~~}}
}}
}}
}} f
@
@@
@@
@@
L
∼
t
~~}}
}}
}}
}} g
@
@@
@@
@@
M N M N
dizemos que eles sa˜o equivalentes se existe um objeto H em A e morfismos p : H → L
e q : H → K tais que o diagrama
L
∼
s
~~||
||
||
|| f
  A
AA
AA
AA
A
M H
p
OO
q

N
K
t
∼
``BBBBBBBB g
>>}}}}}}}}
comuta e s ◦ p = t ◦ q ∈ S.
Com o aux´ılio das propriedades (LC3a) e (LC4) podemos demonstrar que
Lema 1.2.4. A relac¸a˜o acima sobre telhados a` esquerda e´ uma relac¸a˜o de equivaleˆncia.
Analogamente, podemos definir telhados a` direita entre M e N como um diagrama
L
M
g
>>}}}}}}}}
N
∼
t
__@@@@@@@
onde t ∈ S. E como nos telhados a` esquerda, definimos uma relac¸a˜o, que tambe´m e´
uma relac¸a˜o de equivaleˆncia, da seguinte forma:
Sejam dois telhados a` direita,
L K
M
f
>>}}}}}}}}
N
∼
s
__@@@@@@@
M
g
>>||||||||
N
∼
t
``AAAAAAAA
dizemos que eles sa˜o equivalentes se exite um objeto H em A e morfismos p : L →
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H e q : K → H tais que o diagrama
L
p

M
f
>>||||||||
g
  B
BB
BB
BB
B H N
∼
s
``AAAAAAAA
t
∼
~~}}
}}
}}
}}
K
q
OO
comuta e p ◦ s = q ◦ t ∈ S. Podemos definir uma correspondeˆncia entre classe
de equivaleˆncia de telhados a` esquerda entre M e N , objetos de A, e classes de
equivaleˆncia de telhados a` direita entre M e N . Por esse motivo, daqui em diante
iremos considerar apenas telhados a` esquerda.
Agora, vamos definir a composic¸a˜o entre classes de equivaleˆncia de telhados a`
esquerda.
Definic¸a˜o 1.2.5. Sejam
L
∼
s
~~}}
}}
}}
}} f
@
@@
@@
@@
M N
um telhado a` esquerda entre M e N , e
K
∼
t
~~}}
}}
}}
}} g
  @
@@
@@
@@
@
N P
um telhado a` esquerda entre N e P . Enta˜o, por (LC3a), existe um objeto U e mor-
fismos u : U → L em S e h : U → K tais que
U
∼
u

h
  
L
∼
s
~~}}
}}
}}
}} f
@
@@
@@
@@
K
∼
t
~~}}
}}
}}
}} g
  @
@@
@@
@@
@
M N P
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e´ um diagrama comutativo. Ele determina o telhado a` esquerda
U
∼
s◦u
~~}}
}}
}}
}} g◦h
@
@@
@@
@@
M P
Pode-se provar que a classe de equivaleˆncia do telhado composic¸a˜o independe das
escolhas da definic¸a˜o acima. Ela vai depender somente das classes de equivaleˆncia do
primeiro e segundo telhado a` esquerda, ver [7].
A categoria A[S−1] e´ equivalente a` categoria que tem como objetos os objetos de
A e como morfismos as classes de equivaleˆncia de telhados a` esquerda. Esquematica-
mente temos que,
A A[S−1]
L
∼
s
~~}}
}}
}}
}} f
@
@@
@@
@@
M N
Q7−→ L
∼
Q(s)
~~}}
}}
}}
}} Q(f)
@
@@
@@
@@
M N
onde podemos escrever o morfismo ϕ : M → N , que esta´ representado pela classe
de telhado a` esquerda em A[S−1], por ϕ = Q(f) ◦ Q(s)−1. Estamos enxergando os
morfismos de A[S−1] como diagramas em A.
Ale´m disso, se f : M → N e´ um morfismo em A enta˜o Q(f) e´ o telhado
M
∼
1M
}}||
||
||
|| f
  B
BB
BB
BB
B
M N
O pro´ximo lema sera´ u´til para definirmos somas de morfismos em A[S−1] vistos
como telhados a` esquerda.
Lema 1.2.6. Sejam
Li
∼
si
~~}}
}}
}}
}} fi
  A
AA
AA
AA
M N
telhados a` esquerda representando morfismos ϕi : M → N , 1 ≤ i ≤ n, em A[S−1].
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Enta˜o existe um objeto L em A, s ∈ S e morfismos gi : L→ N tais que os telhados
L
∼
s
~~}}
}}
}}
}} gi
@
@@
@@
@@
M N
reprentam ϕi para todo 1 ≤ i ≤ n.
1.2.1 Localizac¸a˜o de categorias aditivas
Nessa sec¸a˜o vamos assumir que A e´ uma categoria aditiva e que S e´ uma classe de
localizac¸a˜o de morfismos em A. Uma primeira observac¸a˜o e´ que podemos reescrever
a propriedade (LC4) da definic¸a˜o da seguinte forma:
(LC4’) Seja f : M → N um morfismo. Enta˜o existe s ∈ S tal que s ◦ f = 0 se, e
somente se, existe t ∈ S tal que f ◦ t = 0.
A localizac¸a˜o A[S−1] tem uma estrutura natural de uma categoria aditiva tal que o
funtor Q : A → A[S−1] e´ aditivo. O pro´ximo resultado nos dira´ como somar telhados.
Sejam M e N dois objetos em A. Sejam ϕ e ψ morfismos em HomA[S−1](M,N) enta˜o
por (1.2.6), existe um objeto L em A, s ∈ S e f, g : L → N tal que representamos
ϕ e ψ pelos telhados
L
∼
s
~~}}
}}
}}
}} f
@
@@
@@
@@
L
∼
s
~~}}
}}
}}
}} g
@
@@
@@
@@
M N M N
respectivamente.
Lema 1.2.7. O morfismo M → N determinado pelo telhado a` esquerda
L
∼
s
~~}}
}}
}}
}} f+g
@
@@
@@
@@
M N
depende apenas de ϕ e ψ, isto e´, independe da escolha de L , s , f e g.
Teorema 1.2.8. Sejam A uma categoria aditiva e S uma classe de localizac¸a˜o. Existe
uma categoria A[S−1] e um funtor aditivo Q : A → A[S−1] tais que
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(i) Q(s) e´ um isomorfismo para cada s em S;
(ii) Para qualquer categoria aditiva B e funtor aditivo F : A −→ B tal que F (s) e´ um
isomorfismo para cada s em S, existe um u´nico funtor aditivo G : A[S−1]→ B
tal que F = G ◦Q, isto e´, temos o seguinte diagrama comutativo de funtores:
A
Q

F // B
A[S−1]
G
;;xxxxxxxxx
A categoria A[S−1] e´ u´nica a menos de isomorfismo.
O seguinte lema e´ uma caracterizac¸a˜o do morfismo zero na categoria localizada.
Lema 1.2.9. Seja ϕ : M −→ N um morfismo em A[S−1] representado pelo telhado
a` esquerda
L
∼
s
~~}}
}}
}}
}} f
@
@@
@@
@@
M N
Enta˜o as seguintes condic¸o˜es sa˜o equivalentes:
(i) ϕ = 0;
(ii) Existe t ∈ S tal que f ◦ t = 0;
(iii) Existe t ∈ S tal que t ◦ f = 0.
Demonstrac¸a˜o. Suponha que ϕ = 0. Como ϕ = Q(f) ◦ Q(s)−1, temos que Q(f) ◦
Q(s)−1 = 0 o que implica que Q(f) = 0. Assim, o telhado a` esquerda
L
∼
1L
 


 f
@
@@
@@
@@
L N
representa o morfismo zero em HomA[S−1](L,N). O morfismo zero entre L e N e´
representado pelo telhado a` esquerda
L
∼
1L
 



0
@
@@
@@
@@
L N
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Consequentemente, esses telhados a` esquerda sa˜o equivalentes, isto e´, existe U em A
e t : U −→ L tal que o diagrama
L
∼
1L
 



f
  @
@@
@@
@@
@
L U
t
OO
t

N
L
1L
∼
__??????? 0
>>~~~~~~~~
e´ comutativo e t ∈ S, implicando que f◦t = 0. Reciprocamente, suponha que f◦t = 0,
assim Q(f) ◦Q(t) = 0. Consequentemente, Q(f) = 0 e ϕ = Q(f) ◦Q(s)−1 = 0. Pela
propriedade (LC4′) as condic¸o˜es (ii) e (iii) sa˜o equivalentes.
Corola´rio 1.2.10. Seja f : M −→ N um morfismo em A. Enta˜o as seguintes
condic¸o˜es sa˜o equivalentes:
(i) Q(f) = 0;
(ii) Existe t ∈ S tal que t ◦ f = 0;
(iii) Existe t ∈ S tal que f ◦ t = 0.
Dos resultados acima temos a seguinte consequeˆncia.
Lema 1.2.11. Seja f : M −→ N um morfismo em A. Enta˜o:
(i) Se f e´ um monomorfismo, enta˜o Q(f) e´ um monomorfismo;
(ii) Se f e´ um epimorfismo, enta˜o Q(f) e´ um epimorfismo.
Demonstrac¸a˜o. E´ suficiente demonstrar o item (i), pois uma vez que mudamos de A
para Aopp, (i) e (ii) sa˜o equivalentes.
Seja ϕ : L −→M um morfismo em A[S−1] tal que Q(f) ◦ϕ = 0. Enta˜o, podemos
representar ϕ pelo telhado
U
∼
s
 


 g
  A
AA
AA
AA
A
L M
e temos que ϕ = Q(g) ◦Q(s)−1. Isso nos da´
0 = Q(f) ◦ ϕ = Q(f) ◦Q(g) ◦Q(s)−1 = Q(f ◦ g) ◦Q(s)−1
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e Q(f ◦ g). Pelo lema (1.2.11), segue-se que existe t ∈ S tal que f ◦ g ◦ t = 0. Como
f e´ monomorfismo, isso implica que g ◦ t = 0. Usando, novamente, o lema (1.2.11),
temos que Q(g) = 0. Da´ı, ϕ = Q(g) ◦Q(s)−1 = 0. Portanto, Q(f) e´ monomorfismo.
1.3 Ideais e categorias quocientes
Nesta sec¸a˜o vamos definir o conceito de categoria quociente por um ideal. Na˜o
devemos confundir com o conceito de categoria triangulada quociente introduzida na
sec¸a˜o (2.5) que e´ uma localizac¸a˜o. Ficara´ claro para o leitor pelo contexto de qual
categoria estaremos falando no presente texto.
Definic¸a˜o 1.3.1. Seja A uma categoria aditiva e I uma classe de morfismos de A.
Denotemos por I(M,N) = I∩HomA(M,N). Um ideal bilateral, ou simplesmente
ideal, I de A e´ uma classe de morfismos tal que:
(i) Para cada par de objetos M eN emA, I(M,N) e´ um subgrupo de HomA(M,N).
(ii) Se f ∈ HomA(M,N), g ∈ I(N,L) e h ∈ HomA(L,W ), enta˜o
h ◦ g ◦ f ∈ I(M,W ).
Visto isso, podemos definir a categoria quociente
A
I entre uma categoria aditiva
A e um ideal I de A, de forma que os objetos de AI sa˜o os mesmos os objetos de A
e para cada par de objetos M e N , o grupo abeliano
HomA/I(M,N) :=
HomA(M,N)
I(M,N)
sa˜o os morfismos de M a N . Por conseguinte, podemos estabeler o seguinte mapa
HomA/I(N,L)×HomA/I(M,N) −→ HomA/I(M,L)
(g, f) 7−→ g ◦ f
que esta´ bem definido. De fato, sejam f = f ′ ∈ HomA/I(M,N) e g = g′ ∈
HomA/I(N,L), isto e´, f − f ′ ∈ I(M,N) e g − g′ ∈ I(N,L), enta˜o
g ◦ f − g′ ◦ f ′ = g ◦ f − g ◦ f ′ + g ◦ f ′ − g′ ◦ f ′ = g ◦ (f − f ′) + (g − g′) ◦ f ′
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que pertence a I(M,L), ou seja, g ◦ f = g′ ◦ f ′ e, portanto o mapa acima esta´ bem
definido.
Proposic¸a˜o 1.3.2. Seja A uma categoria aditiva e I um ideal de A. Enta˜o a cate-
goria quociente
A
I e´ aditiva e o funtor quociente F : A →
A
I e´ aditivo.
O seguinte resultado nos diz que a categoria quociente satisfaz uma propriedade
universal.
Teorema 1.3.3. Seja G : A → B um funtor aditivo entre duas categorias aditivas e
I um ideal de A. Se para qualquer par de objetos M e M ′ em A, G(f) = 0 para todo
f ∈ I(M,M ′), existe um u´nico funtor aditivo H : AI → B tal que G = H ◦ F .
1.4 A´lgebras repetitivas
Nessa sec¸a˜o falaremos sobre a´lgebras repetitivas, um dos conceitos necessa´rios
para nosso objetivo principal que e´ o Teorema (5.2.1). Neste trabalho k e´ um corpo
algebricamente fechado. Os resultados dessa sec¸a˜o podem ser encontrados em [3].
Se A e´ uma k-a´lgebra de dimensa˜o finita ba´sica, enta˜o ela possui uma decom-
posic¸a˜o A = Ae1 ⊕ Ae2 ⊕ · · · ⊕ Aen em mo´dulos projetivos que na˜o se repetem.
Considere o funtor D = Hom(−, k) : modA → modA, da categoria de mo´dulos fini-
tamente gerados nela mesma, que leva projetivos em injetivos e vice-versa, ou seja,
D(Pi) = Hom(Aei, k) = Ii. O funtor D e´ uma dualidade, ou seja, uma equivaleˆncia
de modA em modA contravariante. Denotemos DA por Q que e´ o cogerador minimal
em modA, isto e´, dado M ∈ modA, existe r tal que existe 0 //M // DAr = Qr .
Ale´m disso, Q e´ um A-bimo´dulo: dados a
′
, a
′′ ∈ A e ϕ ∈ Q = Hom(A,K) temos que
para todo a ∈ A, (a′ϕa′′)(a) = ϕ(a′′aa′).
Dizemos que uma a´lgebra B, possivelmente de dimensa˜o infinita, e´ uma a´lgebra
de Frobenius se B e´ localmente limitada, isto e´, existe um conjuto completo {ex}x∈I
de indepotentes primitivos ortogonais dois a dois tais que Bex e exB sa˜o de dimensa˜o
finita sobre k, ∀x ∈ I e, se B-mo´dulos projetivos indecompon´ıveis coincidem com os
B-mo´dulos injetivos indecompon´ıveis.
Agora, iremos definir a a´lgebra repetitiva de A denotada por Aˆ. Esta a´lgebra
e´ de dimensa˜o infinita e uma a´lgebra de Frobenius. Sabemos que para definir uma
a´lgebra, primeiro definimos um espac¸o vetorial e depois estabelecemos o produto entre
vetores. Assim, como espac¸o vetorial temos que
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Aˆ = (
⊕
i∈Z
A)⊕ (
⊕
i∈Z
Q) =
⊕
i∈Z
(A⊕Q)
Vamos denotar um elemento em Aˆ por (ai, ϕi)i∈Z, onde ai ∈ A, ϕi ∈ Q com
apenas uma quantidade finita na˜o nulos. A multiplicac¸a˜o entre dois elementos sera´
dada por
(ai, ϕi)i.(bi, ψi)i = (ai.bi, ai+1ψi + ϕibi)i.
Assim Aˆ e´ localmente limitada. Podemos considerar Aˆ como uma a´lgebra de
matrizes duplamente infinita, sem identidade
Aˆ =

. . . · · · 0 0
. . . Ai−1 0
Qi−1 Ai
Qi Ai+1
0 Qi+1
. . .
0 0 · · · . . .

em que as matrizes tem uma quantidade finita de elementos na˜o nulos e Ai = A na
diagonal principal, Qi = Q ∀ i ∈ Z abaixo da diagonal principal, com todas as outras
entradas iguais a zero.
Os Aˆ-mo´dulos podem ser escritos da seguinte maneira: M = (Mi, f
′
i )i, onde Mi
sa˜o A-mo´dulos e f
′
i : Q ⊗A Mi → Mi+1 tal que (1 ⊗ f ′i )f ′i+1 = 0 para todo i ∈ Z.
Podemos representar M ∈ Aˆ por
· · ·M−2 ∼f−2 M−1 ∼f−1 M0 ∼f0 M1 ∼f1 M2 · · ·
Para os exemplos a seguir utilizamos as refereˆncias [6], [9] e [10]. Segue de [10]
que podemos descrever a a´lgebra kˆQ de qualquer aljava Q por uma aljava Qrepet com
relac¸o˜es da seguinte forma:
• Os ve´rtices de Qrepet sa˜o denotados por i[n], onde Q0 e n ∈ Z;
• Para qualquer flecha i→ j de Q e qualquer inteiro n, existe uma flecha i[n]→
j[n];
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• Para qualquer caminho maximal w : i → j de Q e qualquer inteiro n, existe
uma flecha w∗ : j[n]→ i[n+ 1] (estas sa˜o chamadas flechas de conexa˜o).
Em [10], as flechas w∗[n] passariam de j[n] para i[n− 1], pois nossa definic¸a˜o para a
a´lgebra repetitiva, que segue de [3], usa diferentes convenc¸o˜es do que aqueles em [10].
As relac¸o˜es sa˜o obtidas da seguinte maneira:
• Um caminho pleno e´ um caminho da forma v[n]w∗[n]u[n + 1] , onde w = uv e´
um caminho maximal em Q. Enta˜o, qualquer caminho que na˜o seja subcaminho
de um caminho pleno e´ uma relac¸a˜o;
• Se w1 = u1vx1 e w2 = u2vx2 sa˜o dois caminhos maximais em Q, enta˜o o
elemento x1[n]w
∗
1[n]u1[n+ 1]− x2[n]w∗2[n]u2[n+ 1] e´ uma relac¸a˜o.
Exemplo 1.4.1. Seja Q uma aljava do tipo A4 dada por
1
  



=
==
==
==
2
  



4
3
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A aljava Qrepet e´:
· · ·
""E
EE
EE
EE
E · · ·
||yy
yy
yy
yy
1[1]
a
}}{{
{{
{{
{{ c
!!C
CC
CC
CC
C
2[1]
b
}}{{
{{
{{
{{
4[1]
c∗








3[1]
(ab)∗
((QQ
QQQ
QQQ
QQQ
QQQ
QQ
1[2]
a
}}{{
{{
{{
{{ c
!!C
CC
CC
CC
C
2[2]
b
}}{{
{{
{{
{{
4[2]
c∗








3[2]
(ab)∗
((QQ
QQQ
QQQ
QQQ
QQQ
QQ
1[3]
||yy
yy
yy
yy
""E
EE
EE
EE
E
· · · · · ·
As relac¸o˜es sa˜o:
(ab)∗c = c∗a = b(ab)(ab)∗ = 0, (ab)(ab)∗ = cc∗.
Exemplo 1.4.2. Seja Q a aljava do tipo D4 dada por
1

2
  



=
==
==
==
3 4
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A aljava Qrepet e´:
· · ·
""E
EE
EE
EE
E · · ·
||yy
yy
yy
yy
1[1]
a

2[1]
b
}}{{
{{
{{
{{ c
!!C
CC
CC
CC
C
3[1]
(ab)∗ !!C
CC
CC
CC
C
4[1]
(ac)∗}}{{
{{
{{
{{
1[2]
a

2[2]
b
}}{{
{{
{{
{{ c
!!C
CC
CC
CC
C
3[2]
(ab)∗ !!C
CC
CC
CC
C
4[2]
(ac)∗}}{{
{{
{{
{{
1[3]
a

...
As relac¸o˜es sa˜o:
(ab)∗ac = (ac)∗ab = ac(ac)∗a = ab(ab)∗a = 0, b(ab)∗ = c(ac)∗.
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Cap´ıtulo 2
Categorias Trianguladas
Definic¸a˜o 2.0.3. Seja C uma categoria aditiva e T um automorfismo de C. O auto-
morfismo T e´ usualmente chamado de funtor translac¸a˜o. Uma seˆxtupla (ou um
triaˆngulo) (X, Y, Z, f, g, h) em C e´ dado por objetos X, Y, Z ∈ ObjC e morfismos
f : X → Y, g : Y → Z e h : Z → TX, que tambe´m podemos denotar pelo diagrama
X
f // Y
g // Z
h // T (X)
Tambe´m representamos esquematicamente como,
Z
[1]
h
~~ ~
~~
~~
~
X
f
// Y
g
__@@@@@@@
Um morfismo de seˆxtuplas (ou de triaˆngulos) e´ um diagrama comutativo
X
u

// Y
v

// Z
w

// T (X)
T (u)

X ′ // Y ′ // Z ′ // T (X ′)
Se u,v e w forem isomorfismos, dizemos que o morfismo de triaˆngulos e´ um isomor-
fismo. Um conjunto τ de seˆxtuplas em C e´ dito uma triangulac¸a˜o de C, se as seguintes
condic¸o˜es sa˜o satisfeitas. Os elementos de τ sa˜o enta˜o chamados de triaˆngulos dis-
tintos.
(TR1.a) Qualquer triaˆngulo isomorfo a um triaˆngulo distinto e´ triaˆngulo distinto.
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(TR1.b) Para qualquer objeto X em C,
0
[1] 



X
1X // X
__????????
e´ um triaˆngulo distinto.
(TR1.c) Para qualquer morfismo f : X −→ Y em C, existe um triaˆngulo distinto
Z
[1]~~ ~
~~
~~
~
X
f
// Y
__@@@@@@@
(TR2)
Z
[1]
h
~~ ~
~~
~~
~
X
f
// Y
g
__@@@@@@@
e´ um triaˆngulo distinto se, e somente se,
T (X)
[1]
−T (f)
||yy
yy
yy
yy
Y g
// Z
h
bbEEEEEEEE
e´ um triaˆngulo distinto.
(TR3) Seja
X
u

// Y
v

// Z // T (X)
T (u)

X ′ // Y ′ // Z ′ // T (X ′)
um diagrama onde as linhas sa˜o triaˆngulos distintos e o primeiro quadrado e´
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comutativo. Enta˜o existe um morfismo w : Z −→ Z ′ tal que o diagrama
X
u

// Y
v

// Z
w

// T (X)
T (u)

X ′ // Y ′ // Z ′ // T (X ′)
e´ um morfismo de triaˆngulos.
(TR4) Sejam f , g e h = g ◦ f morfismos em C. Enta˜o o diagrama
X
1X

f // Y
g

a // Z ′ // T (X)
T (1X)

X
f

h // Z
1Z

b // Y ′ // T (X)
T (f)

Y
g // Z
c // X ′ // T (Y )
,
onde as linhas sa˜o triaˆngulos distintos, pode ser completado ao diagrama
X
1X

f // Y
g

a // Z ′
u

// T (X)
T (1X)

X
f

h // Z
1Z

b // Y ′
v

// T (X)
T (f)

Y
a

g // Z
b

c // X ′
1X′

// T (Y )
T (a)

Z ′
u // Y ′
v // X ′
w // T (Z ′)
em que as quatros linhas sa˜o triaˆngulos distintos e as flechas verticais sa˜o mor-
fismos de triaˆngulos distintos.
Uma reformulac¸a˜o do axioma (TR4), que tambe´m e´ conhecido como axioma do
octaedro, e´ dada por
(TR4’) Sejam f : X → Y e g : Y → Z dois morfismos. Se temos treˆs triaˆngulos
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distintos
X
f // Y
f
′
// D
f
′′
// T (X)
Y
g // Z
g
′
// E
g
′′
// T (Y )
X
h=gf // Z
h
′
// F
h
′′
// T (X)
enta˜o existe um triaˆngulo distinto
D
j // F
j
′
// E
j
′′
// T (D)
tal que o diagrama
X
f // Y
g

f
′
// D
j

f
′′
// T (X)
X
h // Z
g
′

h
′
// F
j
′

h
′′
// T (X)
T (f)

E
g
′′

E
j′′

g
′′
// T (Y )
T (Y )
T (f
′
)
// T (D)
comuta.
Agora, iremos definir um funtor que vamos utilizar bastante no decorrer do texto
denominado funtor exato (ou triangulado), mas antes precisamos da seguinte definic¸a˜o:
Definic¸a˜o 2.0.4. Sejam C e D duas categorias trianguladas. Um funtor aditivo
F : C −→ D e´ chamado de graduado se T ◦ F e´ isomorfo a F ◦ T
Considerando o funtor graduado F : C −→ D, ele sera´ chamado de funtor exato
(ou triangulado) se F mapear triaˆngulos distintos em triaˆngulos distintos.
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Observac¸a˜o 2.0.5. Claramente, por (TR2), um triaˆngulo distinto
Z
[1]
h
~~ ~
~~
~~
~
X
f
// Y
g
__@@@@@@@
leva a um diagrama infinito
· · · T−1(Z) −T
−1(h) // X
f // Y
g // Z
h // T (X)
−T (f) // · · · (2.1)
Lema 2.0.6. Seja
Z
[1]
h
~~ ~
~~
~~
~
X
f
// Y
g
__@@@@@@@
um triaˆngulo distinto. Enta˜o a composic¸a˜o de quaisquer dois morfismos consecutivos
no triaˆngulo e´ igual a 0, isto e´,
g ◦ f = h ◦ g = T (f) ◦ h = 0
Demonstrac¸a˜o. Iremos mostrar que g ◦ f = 0, os outros casos seguem de forma
ana´loga. Considere o diagrama
X
1X

1X // X
f

1X // 0 // T (X)
T (1X)

X
f // X
g // Z // T (X)
Por (TR1) as linhas no diagrama sa˜o triaˆngulos distintos. Por (TR3) existe um
morfismo u : 0 −→ Z que completa o diagrama acima a um diagrama
X
1X

1X // X
f

1X // 0

// T (X)
T (1X)

X
f // X
g // Z // T (X)
que e´ um morfismo de triaˆngulos. Visto que u deve ser o morfismo zero e da comu-
tatividade do quadrado do meio, segue que g ◦ f = 0.
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Claramente, pelo lema acima, se temos um funtor F : C −→ A, de uma categoria
triangulada a uma categoria abeliana, e tomamos um triaˆngulo distinto
Z
[1]
h
~~ ~
~~
~~
~
X
f
// Y
g
__@@@@@@@
teremos
F (g) ◦ F (f) = 0.
Ale´m disso, a sequeˆncia longa de morfismos (2.1) nos da´ o seguinte complexo
· · ·F (T−1(Z))F (T
−1(h)) // F (X)
F (f) // F (Y )
F (g) // F (Z)
F (h)// F (T (X))
F (T (f)) // · · · (2.2)
de objetos em A.
Definic¸a˜o 2.0.7. Dizemos que um funtor aditivo F : C −→ A e´ um funtor coho-
molo´gico se para qualquer triaˆngulo distinto
Z
[1]
h
~~ ~
~~
~~
~
X
f
// Y
g
__@@@@@@@
temos uma sequeˆncia exata
F (X)
F (f) // F (Y )
F (g) // F (Z)
em A.
Desse modo, temos que o complexo anterior para um funtor cohomolo´gico F e´ exa-
to. Para finalizar vamos definir subcategorias trianguladas. Seja C uma categoria
triangulada. Seja D uma subcategoria de C tal que
(TS1) O objeto zero esta´ em D;
(TS2) para quaisquer dois objetos X e Y em D, X ⊕ Y esta´ em D;
(TS3) um objeto X em C esta´ em D se e somente se T (X) esta´ em D;
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(TS4) para quaisquer dois objetos X e Y em D e um morfismo f : X → Y existe um
objeto Z ∈ D tal que
Z
[1]~~ ~
~~
~~
~
X
f
// Y
__@@@@@@@
e´ um triaˆngulo distinto em C.
Enta˜o, se C e´ uma categoria aditiva, claramente todo triaˆngulo com ve´rtices
que sa˜o objetos em D define uma estrutura triangulada em D, isto e´, D e´
uma categoria triangulada. Ale´m disso o funtor inclusa˜o e´ exato. Desse modo,
dizemos que D e´ uma subcategoria plena triangulada de C.
2.1 Algumas propriedades de categorias triangu-
ladas
Como o pro´prio to´pico sugere iremos abordar algumas propriedades dessas cate-
gorias.
Seja f : X −→ Y um morfismo. Dado U em C, categoria triangulada, temos o mor-
fismo induzido Hom(U, f) : HomC(U,X) −→ HomC(U, Y ) dado por Hom(U, f)(ϕ) =
f ◦ ϕ, e Hom(f, U) : HomC(Y, U) −→ HomC(X,U) dado por Hom(f, U)(ϕ) = ϕ ◦ f .
Dado um triaˆngulo distinto
Z
[1]
h
~~ ~
~~
~~
~
X
f
// Y
g
__@@@@@@@
e um objeto U em C, temos que os morfismos f, g e h induzem morfismos nos
seguintes complexos infinitos de grupos abelianos a partir do complexo (2.2)
· · · HomC(U,X) Hom(U,f) // HomC(U, Y ) Hom(U,g) // HomC(U,Z)Hom(U,h) // · · ·
e
· · · HomC(Z,U) Hom(g,U) // HomC(Y, U) Hom(f,U) // HomC(X,U) · · ·
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Tais complexos sa˜o sequeˆncias exatas de grupos abelianos, como afirma o seguinte
resultado.
Proposic¸a˜o 2.1.1. Sejam C uma categoria triangulada e A uma categoria de grupos
abelianos. Dado U um objeto em C, temos
(i) O funtor covariante HomC(U,−) : C −→ A, dado por X 7→ HomC(U,X), e´ um
funtor cohomolo´gico.
(ii) O funtor covariante HomC(−, U) : Copp −→ A, dado por X 7→ HomC(X,U), e´
um funtor cohomolo´gico.
Lema 2.1.2. Seja
X
u

// Y
v

// Z
w

// T (X)
T (u)

X ′ // Y ′ // Z ′ // T (X ′)
um morfismo de dois triaˆngulos distintos. Se dois dos morfismos u, v e w sa˜o
isomorfismos, o terceiro tambe´m e´ um isomorfismo.
Esse resultado implica que o terceiro ve´rtice em um triaˆngulo distinto e´ determi-
nado a menos de isomorfismo. Para isto, basta tomar o morfismo de dois triaˆngulos
distintos baseados em um mesmo morfismo f : X → Y . Esquematicamente
X
1X

f // Y
1Y

// Z
w

// T (X)
T (1X)

X
f
// Y // Z ′ // T (X)
Esse ve´rtice sera´ chamado de cone de f .
Lema 2.1.3. Seja
Z
[1]~~ ~
~~
~~
~
X // Y
__@@@@@@@
um triaˆngulo distinto em C. Se dois de seus ve´rtices sa˜o isomorfos a 0, o terceiro e´
isomorfo a 0.
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Demonstrac¸a˜o. Fazendo uma rotac¸a˜o no triaˆngulo, podemos assumir que ele e´ igual
a
Z
[1]  
  
  
 
0 // 0
__????????
ou seja, Z e´ o cone do isomorfismo 10 : 0 −→ 0. Por (TR1b), temos que o objeto 0
nos da´ seguinte triaˆngulo
0
[1]  



0
10
// 0
^^=======
e, portanto o cone e´ isomorfo a 0, visto que
0
10

// 0
10

// 0
w

// T (0)
10

0 // 0 // X // T (0)
e´ um isomorfismo.
Lema 2.1.4. Seja
Z
[1]~~ ~
~~
~~
~
X
f
// Y
__@@@@@@@
um triaˆngulo distinto. Enta˜o as seguintes afirmac¸o˜es sa˜o equivalentes:
(i) f e´ um isomorfismo;
(ii) Z = 0.
Demonstrac¸a˜o. Basta considerar o morfismo do triaˆngulo acima com o triaˆngulo
adquirido do objeto X, que (TR1b) garante, e usar o Lema (2.1.2).
Podemos ver (TR3), de forma mais sofisticada, como nos sugere o seguinte resul-
tado.
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Proposic¸a˜o 2.1.5. Sejam
Z
[1]
h
~~ ~
~~
~~
~
X
f
// Y
g
__@@@@@@@
e
Z ′
[1]
h′
~~||
||
||
||
X ′
f ′
// Y ′
g′
``AAAAAAAA
dois triaˆngulos distintos e v : Y −→ Y ′ . Enta˜o temos o seguinte diagrama
X
u



// Y
v

// Z
w



// T (X)
T (u)



X ′ // Y ′ // Z ′ // T (X ′)
e as seguintes afirmac¸o˜es sa˜o equivalentes:
(i) g
′ ◦ v ◦ f = 0;
(ii) Existe u tal que o primeiro quadrado no diagrama e´ comutativo;
(iii) Existe w tal que o segundo quadrado no diagrama e´ comutativo;
(iv) Existem u e v tais que o diagrama e´ um morfismo de triaˆngulo. Se essas
condic¸o˜es sa˜o satisfeitas e Hom(X,Z
′
[−1]) = 0, o morfismo u em (ii) e´ u´nico.
Demonstrac¸a˜o. Mostraremos (i) se, e so´ se, (ii). Temos que a seguinte sequeˆncia
Hom(X,Z ′[−1]) // Hom(X,Z ′[−1]) f
′
∗ // Hom(X,X ′)
g
′
∗ // Hom(X,Z ′)
e´ exata, pela Proposic¸a˜o (2.1.1). Portanto, se g
′
∗(v ◦ f) = g′ ◦ v ◦ f = 0, temos que
v ◦ f ∈ Ker g′∗ = Im f ′∗, da´ı para algum u : X −→ X ′, v ◦ f = f ′∗(u) = f ′ ◦ u. Logo
(i) implica (ii). Ale´m disso, temos que se Hom(X,Z
′
[−1]) = 0, enta˜o Ker f ′∗ = 0
que nos da´ a unicidade de u. Reciprocamente, suponha que exista u tal que o primeiro
quadrado no diagrama e´ comutativo. Como g
′ ◦ f ′ = 0, pelo Lema (2.0.6), temos
g
′ ◦ v ◦ f = g′ ◦ f ′ ◦ u = 0
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como quer´ıamos. (i) se, e so´ se, (iii) e´ de forma ana´loga, e (ii) implica (iv) segue de
(TR3).
Podemos ver “soma direta”de triaˆngulos distintos da seguinte maneira:
Lema 2.1.6. Sejam
Z
[1]
h
~~ ~
~~
~~
~
X
f
// Y
g
__@@@@@@@
e
Z ′
[1]
h′
~~||
||
||
||
X ′
f ′
// Y ′
g′
``AAAAAAAA
dois triaˆngulos distintos. Enta˜o
Z ⊕ Z ′
[1]
h⊕h′
yysss
sss
sss
s
X ⊕X ′
f⊕f ′
// Y ⊕ Y ′
g⊕g′
eeKKKKKKKKKK
e´ um triaˆngulo distinto.
Corola´rio 2.1.7. Seja i : X −→ X⊕Y a inclusa˜o natural e p : X⊕Y −→ Y . Enta˜o
Y
[1]
0
~~ ~
~~
~~
~~
X
i
// X ⊕ Y
p
ccGGGGGGGGG
e´ um triaˆngulo distinto.
Demonstrac¸a˜o. Dados X e Y , por (TR1), temos os seguintes triaˆngulos distintos
0
[1] 



X
1X
// X
__????????
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e0
[1] 



Y
1Y
// Y
__????????
.
Por (TR2), temos que
Y
[1] 



0
0
// Y
1Y
``@@@@@@@
tambe´m e´ um triaˆngulo distinto. Da´ı, pelo lema anterior, podemos somar o primeiro
e terceiro triaˆngulo distinto e o resultado e´ um triaˆngulo distinto.
Corola´rio 2.1.8. Seja
Y
[1]
0
~~ ~
~~
~~
~~
X u
// Z
v
__@@@@@@@
um triaˆngulo distinto em C. Enta˜o existe um isomorfismo ϕ : X ⊕ Y −→ Z tal que
o diagrama
X
1X

i // X ⊕ Y
ϕ

p // Y
1Y

0 // T (X)
T (1X)

X
u // Y
v // Z
0 // T (X)
e´ um isomorfismo de triaˆngulos.
Em particular, a composic¸a˜o s = ϕ ◦ s, onde j : Y −→ X ⊕ Y e´ a inclusa˜o
canoˆnica, satisfaz v ◦ s = 1Y .
Demonstrac¸a˜o. Rotacionando a comutatividade do diagrama
X
1X

i // X ⊕ Y p // Y
1Y

0 // T (X)
T (1X)

X
u // Y
v // Z
0 // T (X)
e usando os axiomas (TR2) e (TR3), temos que existe ϕ : X ⊕ Y −→ Z tal que o
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diagrama
X
1X

i // X ⊕ Y
ϕ

p // Y
1Y

0 // T (X)
T (1X)

X
u // Y
v // Z
0 // T (X)
e´ um isomorfismo de triaˆngulos e pelo Lema (2.1.2) , temos que ϕ e´ um isomorfismo.
Ale´m disso, v ◦ s = v ◦ ϕ ◦ j, pela comutatividade do quadrado do meio do diagrama
acima, temos v ◦ s = p ◦ j = 1Y
Finalizamos essa sec¸a˜o com o seguinte lema que sera´ usado na demonstrac¸a˜o do
Teorema (5.1.1).
Lema 2.1.9. Seja C uma categoria triangulada e X f // Y g // Z h // TX um
triaˆngulo distinto. As seguintes afirmac¸o˜es sa˜o equivalentes:
(i) f = 0;
(ii) g e´ uma sec¸a˜o;
(iii) h e´ uma retrac¸a˜o.
Demonstrac¸a˜o. Se f = 0 podemos considerar o seguinte morfismo de triaˆngulos dis-
tintos.
X
f //
0

Y
g // Z
h //
g
′

TX
0

0
0
// Y
1Y
// Y
0
// 0
A existeˆncia de g
′
e´ garantida por (TR3). Assim g
′ ◦ g = 1Y , consequentemente g e´
uma sec¸a˜o. Reciprocamente, se g e´ uma sec¸a˜o, existe g
′
tal que
X
f //
0

Y
g // Z
h //
g
′

TX
0

0
0
// Y
1Y
// Y
0
// 0
e´ um morfismo de triaˆngulos distintos. Em particular, 1Y ◦ f = 0 ⇒ f = 0. Do
mesmo modo podemos mostrar a equivaleˆncia entre (i) e (iii).
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2.2 Monomorfismos e epimorfismos em categorias
trianguladas
Seja C uma categoria e X, Y ∈ Obj C. Sejam i : X −→ X⊕Y a inclusa˜o canoˆnica
e p : X ⊕ Y −→ X a projec¸a˜o canoˆnica. Enta˜o temos que p ◦ i = 1X . Se i ◦ α = 0
para algum morfismo α, temos que
α = p ◦ i ◦ α = 0.
Logo i e´ monomorfismo. Analogamente, se β ◦ p = 0 para algum morfismo β, temos
β = β ◦ p ◦ i = 0.
Logo p e´ epimorfismo. O pro´ximo resultado nos diz que esses monomorfismos e
epimorfismos sa˜o praticamente os u´nicos na categoria triangulada.
Proposic¸a˜o 2.2.1. (i) Seja f : X −→ Y um monomorfismo em C. Enta˜o existe
um objeto Z em Obj C e um isomorfismo ϕ : X ⊕ Z −→ Y tal que f e´ a
composic¸a˜o da inclusa˜o natural i : X −→ X ⊕ Z com ϕ.
(ii) Seja f : X −→ Y um epimorfismo em C. Enta˜o existe um objeto Z ∈ Obj C e
um isomorfismo ψ : X −→ Y ⊕Z tal que f e´ a composic¸a˜o de ψ com a projec¸a˜o
natural p : X ⊕ Y −→ X.
Demonstrac¸a˜o. Sejam f : X −→ Y um monomorfismo em C e
Z
[1]
h
~~ ~
~~
~~
~
X
f
// Y
g
__@@@@@@@
um triaˆngulo baseado em f . Pelo Lema (2.0.6), temos que f ◦ T−1h = 0. Como f e´
monomorfismo, segue que T−1h = 0 e h = 0. Assim, por (2.1.8), segue o resultado.
O item (ii) segue de modo ana´logo.
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2.3 Localizac¸a˜o de categorias trianguladas
Seja C uma categoria triangulada. Uma classe S em C e´ compat´ıvel com a
triangulac¸a˜o se ela satisfaz as seguintes propriedades:
(LT1) Para qualquer morfismo s, s ∈ S se, e somente se, T (s) ∈ S;
(LT2) O diagrama
X
s

// Y
t

// Z // T (X)
T (s)

X ′ // Y ′ // Z ′ // T (X ′)
onde as linhas sa˜o triaˆngulos distintos, o primeiro quadrado e´ comutativo e
s, t ∈ S pode ser completado a um morfismo de triaˆngulos
X
s

// Y
t

// Z
p

// T (X)
T (s)

X ′ // Y ′ // Z ′ // T (X ′)
onde p ∈ S.
Seja C uma categoria triangulada e S uma classe de localizac¸a˜o em C compat´ıvel
com a triangulac¸a˜o. Se considerarmos o funtor quociente Q : C −→ C[S−1], temos
que dado s ∈ S, (Q ◦ T )(s) = Q(T (s)) e´ um isomorfismo. Enta˜o temos o seguinte
diagrama comutativo
C
Q

T // C
Q

C[S−1]
Ts
// C[S−1]
E´ claro que TS e´ um automorfismo da categoria C[S−1]. Por abuso de notac¸a˜o o
denotaremos simplesmente por T . Dizemos que um triaˆngulo
Z
[1]~~ ~
~~
~~
~
X // Y
__@@@@@@@
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em C[S−1] e´ distinto quando existe um triaˆgulo distinto
W
[1]~~}}
}}
}}
}}
U // V
``AAAAAAAA
em C e um isomorfismo de triaˆngulos
U
a

// V
b

//W
c

// T (U)
T (a)

X // Y // Z // T (X)
em C[S−1]. Observe que os morfismos a, b e c sa˜o telhados de morfismos. Temos o
seguinte resultado
Teorema 2.3.1. Seja C uma categoria triangulada e S uma classe de localizac¸a˜o em
C compat´ıvel com a triagulac¸a˜o. A categoria C[S−1] e´ triangulada. O funtor natural
Q : C −→ C[S−1] e´ exato.
2.4 Categorias abelianas e trianguladas
Uma categoria A e´ semissimples se qualquer sequeˆncia exata curta em A cinde.
Assuma que C e´ uma categoria abeliana. Afirmamos que toda categoria triangulada
C e´ semissimples. De fato, seja
0 // X
f // Y
g // Z // 0
uma sequeˆncia exata curta em C. Enta˜o, g e´ um epimorfismo, e por (2.2.1), existe
um objeto U ∈ Obj C e um isomorfismo ψ : Y −→ Z ⊕ U tal que g = p ◦ ψ, onde p e´
a projec¸a˜o p : Z ⊕ U −→ Z. Seja s a composic¸a˜o da inclusa˜o i : Z −→ Z ⊕ U com o
inverso de ψ. Assim,
g ◦ s = g ◦ ψ−1 ◦ i = p ◦ ψ ◦ ψ−1 ◦ i = 1Z ,
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ou seja, a sequeˆncia acima cinde. Ale´m disso, todo triaˆngulo distinto baseado em f e´
da forma
T (Ker f)⊕ Coker f
[1]
h
wwnnn
nnn
nnn
nnn
n
X
f
// Y
l
ggPPPPPPPPPPPPP
.
onde os morfismos h e l sa˜o obtidos do diagrama:
0
##G
GG
GG
GG
GG
G T (Ker f)⊕ Coker f
tthhhhh
hhhh
hhhh
hhhh
hh
[1]
h
~~ ~
~~
~~
~~
~~
~~
~~
~~
~~
~~
0
T (Ker f) r
T (i)
$$I
II
II
II
II
{{vvv
vv
vv
vv
v
Coker f
W7
jjUUUUUUUUUUUUUUUUUUU
<<yyyyyyyyyy
0 X
f
// Y
g
;;wwwwwwwww
l
__@@@@@@@@@@@@@@@@@@@
0
ccGGGGGGGGG
onde i : Ker f ↪→ X e´ a inclusa˜o e g : Y → Coker f e´ a projec¸a˜o. Por outro lado, Se C
e´ uma categoria semissimples com automorfismo T : C −→ C, enta˜o C e´ triangulada
com triaˆngulos distintos isomorfos a triaˆngulos da forma
T (U)⊕W
[1]
1T (U)⊕0
xxqqq
qqq
qqq
qq
U ⊕ V
0⊕1V
//W ⊕ V
t
ffNNNNNNNNNNN
com
t =
(
0 0
1Coker f 0
)
O pro´ximo resultado sera´ utilizado em uma demonstrac¸a˜o da pro´xima sec¸a˜o.
Proposic¸a˜o 2.4.1. Seja D uma categoria triangulada. Qualquer diagrama comuta-
tivo
X //

Y

X ′ // Y ′
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pode ser estendido a um diagrama
X //

Y //

Z //

TX

X ′ //

Y ′ //

Z ′ //

TX ′

X ′′ //

Y ′′ //

Z ′′ //

TX ′′

TX // TY // TZ // T 2X
onde todos os quadrados sa˜o comutativos, com excec¸a˜o do quadrado inferior direito
que anticomutativo(comuta a menos de um sinal negativo). Ale´m disso, cada uma
das linhas e colunas sa˜o triaˆngulos distintos.
2.5 Quociente de categorias trianguladas
Dada uma categoria triangulada e uma subcategoria triangulada, podemos cons-
truir outra categoria triangulada usando o quociente, que se trata de uma localizac¸a˜o
de categorias. Para tanto precisamos discutir sobre Kernel de funtores exatos.
Definic¸a˜o 2.5.1. Seja F : D → D′ um funtor exato de categorias trianguladas.
Definimos o Kernel de F , e denotamos por Ker(F ), como sendo a subcategoria D
′′
de D plena e triangulada dada pelos objetos
Obj(D′′) = {X ∈ Obj(D) | F (X) = 0}
Lema 2.5.2. Seja D uma categoria triangulada. Seja D′ ⊂ D uma subcategoria plena
triangulada. Definamos
S =
{
f ∈ Hom(D) tal que existe um triaˆngulo distinto
X
f // Y
g // Z
h // TX de D com Z isomorfo a um objeto de D′
}
(2.3)
Enta˜o S e´ uma classe de localizac¸a˜o compat´ıvel com a estrutura triangulada de D
associada a D
′
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Demonstrac¸a˜o.(LC1) 1X ∈ S pois para objeto X em D temos um triaˆngulo distinto
X // X // 0 // 0
em D e o 0 e´ um objeto de D′
(LC2 Sejam f : X → Y e : g : Y → Z em S, mostraremos que g ◦ f ∈ S. Tome treˆs
triaˆngulos distintos
X
f // Y
p1 // Q1
d1 // TX
X
g◦f // Z
p2 // Q2
d2 // TX
Y
g // Z
p3 // Q3
d3 // TX
Por hipo´tese Q1 e Q2 sa˜o isomorfos a objetos de D′ . Por (TR4) existe um
triaˆngulo distinto Q1 // Q2 // Q3 // TQ1 Uma vez que D′ e´ uma sub-
categoria triangulada temos Q2 e´ isomorfo a um objeto de D′ . Portanto,
g ◦ f ∈ S.
(LC4) Seja a : X → Y um morfismo e t : Z → X um elemento em S tal que a ◦ t = 0.
Queremos encontrar s ∈ S tal que s ◦ a = 0. Escolha um triaˆnguo distinto
baseado em t
Q
[1]
h
 



Z t
// X
g
__@@@@@@@@
Uma vez que a ◦ t = 0 pela proposic¸a˜o (2.1.5), existe um morfismo i : Q → Y
tal que i ◦ g = a, como podemos ver no diagrama
Z
t // X
1X

g // Q
i



h // TZ
X a
// Y
s

W
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Por (TR1) podemos escolher um triaˆngulo distinto
Q i // Y
s //W // TQ
como Q e´ isomorfo a um objeto de D′ temos que s ∈ S, uma vez que
Y
s //W // TQ // TY
e´ um triaˆngulo distinto. Desse modo, temos que s ◦ a = s ◦ i ◦ g. Como s ◦ i = 0
por (2.0.6) segue que s ◦ a = 0. A rec´ıproca segue de modo ana´logo.
(LT1) Como D′ e´ subcategoria triangulada, ela e´ invariante pela translac¸a˜o T e sabe-
mos que os triaˆngulos distintos tambe´m sa˜o.
(LT2) Suponha que temos diagrama comutativo
X //
s

Y
t

X ′ // Y ′
com s, t ∈ S. Pela proposic¸a˜o (2.4.1), podemos estender o quadrado acima a
um diagrama
X
s //

Y //
t

Z //

TX

X ′ //

Y ′ //

Z ′ //

TX ′

X ′′ //

Y ′′ //

Z ′′ //

TX ′′

TX // TY // TZ // T 2X
Como s e t sa˜o elementos de S, vemos que X
′′
e Y
′′
sa˜o isomorfos a objetos
de D′ . Uma vez que D′ e´ uma subcategoria triangulada e a terceira linha do
diagrama anterior e´ um triaˆngulo distinto, segue que Z
′′
isomorfo a objeto de
D′ , consequentemente o morfismo Z → Z ′ esta´ em S. Por fim, mostraremos
que vale a propriedade (LC3b) e o caso (LC3a) segue de modo ana´logo.
(LC3b) Suponha f : X → Y um morfismo e t : X → X ′ um elemnto de S. Quere-
mos encontrar os morfismos repesentados pelas flechas pontilhadas no diagrama
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abaixo
X //

Y

X ′ //W
com o morfismo Y → W em S, de forma que o diagrama comute.
Tomemos um triaˆngulo distinto
Z
[1]
h
~~ ~
~~
~~
~
X
f
// Y
g
__@@@@@@@
Usando (TR1) e (TR2) podemos escolher um triaˆngulo X
′ // Y
′ // Z
Tt◦h// TX
′ .
Por (LT1), (LT2) e (TR2) podemos completar o diagrama
X //
t

Y //
s′

Z //
1Z

TX
Tt

X ′ // Y ′ // Z // TX ′
com s
′ ∈ S.
Definic¸a˜o 2.5.3. Seja D uma categoria triangulada. Seja B uma subcategoria trian-
gulada plena. Definimos a categoria triangulada quociente
D
B como
D
B = S
−1D,
onde S e´ classe de localizac¸a˜o de D associada a B, pelo lema anterior. O funtor
localizac¸a˜o Q : D → DB e´ chamado de funtor quociente.
O funtor quociente satisfaz a seguinte propriedade universal: Se F : D → D′ e´
funtor exato em uma categoria triangulada D
′
tal que B ⊂ Ker(F ) enta˜o existe um
u´nico funtor exato F
′
:
D
B → D
′
tal que F = F
′ ◦Q.
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Cap´ıtulo 3
Categorias Derivadas
Seja A uma categoria aditiva. Um complexo em A e´ uma sequeˆncia
X• : · · · // Xn−1
dn−1X // Xn
dnX // Xn+1 // · · ·
tal que dnX ◦dn−1X = 0. Os morfismos diX sa˜o chamados de diferenciais. Sejam X• e Y •
dois complexos em A, um morfismo de complexos f : X• −→ Y • e´ uma famı´lia de
morfismos fn : Xn → Y n, ∀ n ∈ Z tal que o diagrama
X• : · · · // Xn−1
fn−1

dn−1X // Xn
fn

dnX // Xn+1
fn+1

// · · ·
Y • : · · · // Y n−1
dn−1Y // Y n
dnY // Y n+1 // · · ·
comuta. Denotaremos por Homp(X•, Y •) o conjunto de todos os morfismos de grau
p, isto e´, o conjuto de todas famı´lias f = (fn;n ∈ Z) com fn ∈ Hom(Xn, Y n+p).
Iremos denotar por C(A) a categoria de complexos, cujos os objetos sa˜o os com-
plexos e os morfismos sa˜o morfismos de complexos.
Sejam X• e Y • dois complexos, vamos denotar por HomC(A) o grupo abeliano de
todos os morfismos de X• a Y •.
Para toda triangulac¸a˜o precisamos do funtor translac¸a˜o, desse modo definiremos
T : C(A) −→ C(A) da seguinte forma
Dado o complexo X• em C(A), temos o complexo T (X•) tal que
T (X•)n = Xn+1 e dnT (X•) = −dn+1X
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para qualquer n ∈ Z e dado morfismo de complexos f : X• −→ Y • fazemos
T (f)n = fn+1 para qualquer n ∈ Z.
O complexo
· · · // 0 // 0 // 0 // · · ·
e´ o objeto nulo em C(A).
Dado dois complexos
X• : · · · // Xn−1
dn−1X // Xn
dnX // Xn+1 // · · ·
e
Y • : · · · // Y n−1
dn−1Y // Y n
dnY // Y n+1 // · · ·
definimos a soma direta dos complexos da seguinte forma
X• ⊕ Y • : · · · // Xn−1 ⊕ Y n−1
dn−1X⊕Y // Xn ⊕ Y n d
n
X⊕Y// Xn+1 ⊕ Y n+1 // · · ·
ou seja, grau a grau, onde no grau p dpX⊕Y = d
p
X ⊕ dpY : Xp ⊕ Y p −→ Xp+1 ⊕ Y n+1,
para todo p ∈ Z. Ale´m disso, temos os morfismos naturais iX : X• −→ X• ⊕ Y •,
iY : Y
• −→ X• ⊕ Y •, pX : X• ⊕ Y • −→ X• e pY : X• ⊕ Y • −→ Y • que satisfaz em
pX ◦ iX = 1X , pY ◦ iY = 1Y e pX ◦ iX + pY ◦ iY = 1X⊕Y .
Desse modo, temos que
Lema 3.0.4. A categoria C(A) e´ uma categoria aditiva.
Definimos um funtor aditivo C : A −→ C(A) por
C(X)p =

X se p = 0,
e dC(X) = 0
0 se p 6= 0
para qualquer objeto X em A, e
C(f)p =

f se p = 0,
e
0 se p 6= 0
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para qualquer morfismo f : X −→ Y em A.
Lema 3.0.5. O funtor C : A −→ C(A) e´ fielmente pleno.
Desse modo, identificamos A como uma subcategoria de C(A), consistindo de
complexos X• com Xp = 0 para p 6= 0.
Dizemos que um complexo X• e´ limitado por baixo, se existe n0 ∈ Z tal que
Xn = 0 para n < n0 e denotamos por C
+(A) a subcategoria plena de C(A) con-
sistindo desses complexos. Por outro lado, se exite n0 ∈ Z tal que Xn = 0 para n > n0
dizemos que X• e´ limitado por cima e denotamos por C−(A) a subcategoria plena
de C(A) consistindo desses complexos. Se o complexo X• e´ limitado por baixo e por
cima dizemos que ele e´ limitado e denotamos por Cb(A) a subcategoria plena de
C(A) consistindo desses complexos limitados.
Homotopias
Definic¸a˜o 3.0.6. Seja f : X• −→ Y • um morfismo em C(A). Enta˜o f e´ ho-
moto´pico a zero se existe h ∈ Hom−1(X•, Y •) tal que
f = dY ◦ h+ h ◦ dX
Chamamos h de homotopia de f .
Denotaremos porHt(X•, Y •) o conjunto de todos os morfismos emHomC(A)(X•, Y •)
que sa˜o homoto´picos a zero.
Lema 3.0.7. O subconjunto Ht(X•, Y •) e´ um subgrupo de HomC(A)(X•, Y •).
Dizemos que os morfismos f : X• −→ Y • e g : X• −→ Y • sa˜o homoto´picos
se f − g ∈ Ht(X•, Y •) e denotamos por f ∼ g. Temos que ∼ e´ uma relac¸a˜o de
equivaleˆncia em HomC(A)(X•, Y •).
Lema 3.0.8. Sejam X•, Y • e Z• treˆs complexos de A-objetos e f : X• −→ Y • e
g : X• −→ Y • dois morfismos de complexos. Se f ou g e´ homoto´pico a zero, enta˜o
g ◦ f e´ homoto´pico a zero.
Sejam X• e Y • dois complexos de A-objetos. Colocamos
HomK(A) =
HomC(A)
Ht(X•, Y •)
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que e´ um grupo abeliano da classe de morfismos homoto´picos entre X• e Y •.
Definimos assim uma nova categoria K(A) em que os objetos sa˜o os objetos de
C(A) e os morfismos esta˜o em HomK(A).
Os pro´ximos resultados sera˜o u´teis para justificar porque podemos enxergar K(A)
como uma categoria triangulada que possui A como subcategoria. Para maiores
detalhes ver [7] e [5].
Lema 3.0.9. A categoria K(A) e´ uma categoria aditiva.
Lema 3.0.10. Seja f : X• −→ Y • um morfismo de complexos. Enta˜o as seguintes
afirmac¸o˜es sa˜o equivalentes:
(i) f e´ homoto´pico a zero;
(ii) T (f) e´ homoto´pico a zero.
Lema 3.0.11. O funtor K : A −→ K(A) e´ fielmente pleno.
Cohomologia
Suponha que A e´ uma categoria abeliana. Para p ∈ Z e qualquer complexo X•
em C(A) definimos
Hp(X•) =
Ker dpX
Im dp−1X
em A. Dado um morfismo
X• :
f

· · · // Xp−1
fp−1

dp−1X // Xp
fp

dpX // Xp+1
fp+1

// · · ·
Y • : · · · // Y p−1
dp−1Y // Y p
dpY // Y p+1 // · · ·
pela comutatividade vemos que fp(Ker dpX) ⊂ Ker dpY e fp(Im dp−1X ) ⊂ Im dp−1Y . Assim,
f induz o morfismo
Hp(f) : Hp(X•) −→ Hp(Y •)
x+ Im dp−1X 7−→ fp(x) + Im dp−1Y
Portanto, Hp e´ um funtor de C(A) para a categoria A para todo p e chamaremos
esses funtores de cohomolo´gicos.
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Lema 3.0.12. Sejam f : X• −→ Y • e g : X• −→ Y • dois morfismos homoto´picos de
complexos. Enta˜o Hp(f) = Hp(g) para todo p ∈ Z. Desse modo temos que o funtor
Hp : C(A) −→ A induz o funtor Hp : K(A) −→ A.
Observac¸a˜o 3.0.13. E´ suficiente analisarmos o funtor H0 : C(A) −→ A. De fato,
temos que
Hp(T (X•)) =
Ker dpT (X)
Im dp−1T (X)
=
Ker dp+1X
Im dpX
= Hp+1(X•)
e Hp(T (f)) = Hp+1(f). Portanto,
Hp = H0 ◦ T p
para qualquer p ∈ Z.
Demonstrac¸a˜o. Da observac¸a˜o acima, e´ suficiente mostrar que H0(f) = H0(g). Seja
h a homotopia correspondente, enta˜o
f 0 − g0 = d−1Y ◦ h0 + h1 ◦ d0X .
Isso implica que a restric¸a˜o de f 0 − g0 a Ker d0X concorda com o morfismo d−1Y ◦ h0.
Portanto, a imagem de f 0 − g0 : Ker d0X → Y 0 esta´ contida em Im d−1Y . Segue-se
que f 0 − g0 induz o morfismo nulo de Ker d0X a H0(Y •). Portanto, H0(f)−H0(g) =
H0(f − g) : H0(X•)→ H0(Y •) e´ o morfismo nulo.
No´s ja´ vimos o conceito de cone de um triaˆngulo. Agora, iremos falar sobre o cone
de um morfismo em Cb(A) sendo A uma categoria aditiva. Seja f : X• −→ Y • um
morfismo de complexo em Cb(A). Definimos o objeto C•f no grau n por
Cnf = X
n+1 ⊕ Y n
para qualquer n ∈ Z. Ale´m disso, definimos dnCf : Cnf −→ Cn+1f por
dnCf =
[
−dn+1X 0
fn+1 dnY
]
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para qualquer n ∈ Z. Observe que
dn+1Cf ◦dnCf =
[
−dn+2X 0
fn+2 dn+1Y
][
−dn+1X 0
fn+1 dnY
]
=
[
dn+2X d
n+1
X 0
−fn+2dn+1X + dn+1fn+1 dn+1Y dnY
]
= 0,
ou seja, dCf e´ diferencial e C
•
f e´ um complexo em C
b(A). Denominamos esse complexo
de o cone do morfismo f .
Podemos definir o morfismo inclusa˜o if : Y
• −→ C•f tal que em cada grau n temos
inf = iY n −→ Cnf , pois
dnCf ◦ inf =
[
−dn+1X 0
fn+1 dnY
]
=
[
0
1Y n
]
=
[
0
dnY
]
= in+1f ◦ dnY ,
para cada n ∈ Z.
Analogamente podemos definir pf : C
•
f −→ T (X•) dado por pnf = pXn+1 : Cnf −→
Xn+1 para todo n ∈ Z. Claramente temos que
pf ◦ if = 0.
Visto isso, definimos um triaˆngulo padra˜o em Cb(A), sendo A uma categoria
aditiva, da seguinte forma
C•f
[1]
pf
~~||
||
||
||
X•
f
// Y •
if
``BBBBBBBB
Usaremos o conceito de triaˆngulo padra˜o para na pro´xima sec¸a˜o definir uma trian-
gulac¸a˜o em Kb(A). Antes, precisamos do seguinte lema.
Lema 3.0.14. Seja
X•
u

f // Y •
v

X•1 g // Y
•
1
um diagrama em Cb(A)que comuta a menos de homotopia. Enta˜o existe um morfismo
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w : C•f −→ C•g tal que o diagrama
X•
u

f // Y •
v

if // C•f
w

pf // T (X•)
T (u)

X•1 g // Y
•
1 ig
// C•g pg
// T (X•1 )
comuta a menos de homotopia.
Agora definiremos o cone de if que para quando fizermos a rotac¸a˜o do triaˆngulo
C•f
[1]
pf
~~||
||
||
||
X•
f
// Y •
if
``BBBBBBBB
conheceˆ-lo. Seja f : X• → Y • um morfismo de complexos. Enta˜o temos o morfismo
if : Y
• → C•f . Seja D•f o cone de if em que cada grau n e´ dado por
Dnf = Y
n+1 ⊕ Cnf = Y n+1 ⊕Xn+1 ⊕ Y n
com diferenciais
dnDf =
[
−dn+1Y 0
in+1f d
n
Cf
]
=
 −d
n+1
Y 0 0
0 −dn+1X 0
1Y n+1 f
n+1 dnY

Considere o seguinte resultado
Lema 3.0.15. O morfimo α : T (X•)→ D•f dado por
αn =
 −f
n+1
1Xn+1
0

em todo grau n, e´ um isomorfismo na categoria homoto´pica de complexos.
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Ele nos diz que quando fizermos a rotac¸a˜o do triaˆngulo distinto
C•f
[1]
pf
~~||
||
||
||
X•
f
// Y •
if
``BBBBBBBB
obtemos
T (X•)
[1]
p
||xx
xx
xx
xx
x
Y •
if
// C•f
i
bbFFFFFFFFF
com T (X•) sendo o cone de if .
3.1 Categoria homoto´pica de complexos e´ triangu-
lada
Nessa sec¸a˜o abordaremos sobre a estrutura triangulada na categoria homoto´pica
de complexos.
Seja A uma categoria aditiva. Denotamos por Kb(A) a categoria homoto´pica de
complexos limitados de objetos em A. Seja T o funtor translac¸a˜o sobre Kb(A). Se
um triaˆngulo
Z•
[1]}}zz
zz
zz
zz
X• // Y •
aaCCCCCCCC
em Kb(A) e´ isomorfo a imagem de um triaˆngulo padra˜o em Kb(A), enta˜o ele e´ dito
distinto.
Teorema 3.1.1. A categoria aditiva Kb(A) munida com o funtor translac¸a˜o T e a
classe de triaˆngulos distintos em Kb(A) e´ uma categoria triangulada.
A demonstrac¸a˜o do resultado cla´ssico acima pode ser encontrada em detalhes em
[7].
Lema 3.1.2. Seja X• um complexo de objetos em A. Enta˜o o cone C1X do morfismo
identidade 1X  e´ isomorfo a 0 em K
b(A).
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Uma outra caracterizac¸a˜o para triaˆngulos distintos em Kb(A) e´ dada pelo seguinte
resultado.
Lema 3.1.3. Seja f : X• −→ Y • um morfismo em Kb(A) e a : X• −→ Y • um
morfismo de complexos em Cb(A) que representa f . Enta˜o as seguintes condic¸o˜es
sa˜o equivalentes:
(i) O triaˆngulo
Z•
[1]}}zz
zz
zz
zz
X•
f
// Y •
aaCCCCCCCC
e´ distinto.
(ii) Existe um isomorfismo u : Z• −→ C•a tal que o diagrama
X•
1X•

f // Y •
1Y •

// Z•
u

// T (X•)
1T (X•)

X•
f
// Y •
ia
// C•a p
a
// T (X•)
e´ um isomorfismo de triaˆngulos.
Com isso o conceito de cone de um triaˆngulo distinto com base f : X• → Y • em
Kb(A) coincide com o conceito de cone que introduzimos na pa´gina 51.
Agora iremos analisar a categoria homoto´pica de complexos para uma categoria
A abeliana.
Teorema 3.1.4. O funtor H0 : Kb(A) −→ A e´ um funtor cohomolo´gico.
Demonstrac¸a˜o. Ver [7], pa´g. 115.
Assim, os funtores cohomolo´gicos Hp sa˜o funtores cohomolo´gicos no sentido amplo
definido em
Corola´rio 3.1.5. Seja
Z•
[1]
h
}}zz
zz
zz
zz
X•
f
// Y •
g
aaCCCCCCCC
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um triaˆngulo distinto em Kb(A). Enta˜o
· · · // Hp(X•) H
p(f) // Hp(Y •)
Hp(g) // Hp(Z•)
Hp(h)// Hp+1(X•) // · · ·
e´ exata em A.
Essa sequeˆncia e´ denominada sequeˆncia exata longa de cohomologia de um
triaˆngulo distinto
Z•
[1]
h
}}zz
zz
zz
zz
X•
f
// Y •
g
aaCCCCCCCC
Outra maneira de se conseguir uma sequeˆncia exata longa de cohomologia atrave´s
de treˆs complexos e´ dada pela
Proposic¸a˜o 3.1.6. Uma sequeˆncia exata
0 // C•
f• // D•
g• // E• // 0
de complexos induz um homomorfismo Ci : H i(E•) → H i+1(C•) ∀i ≥ 0, chamado
mapa de conexa˜o que nos fornece uma sequeˆncia exata longa de cohomologia:
H i(C•)
Hi(f•)// H i(D•)
Hi(g•)// H i(E•) // H i+1(C•) // · · ·
O mapa conexa˜o Ci : H i(E•)→ H i+1(C•) e´ dado por
c = f−1 ◦ δD ◦ g−1.
Demonstrac¸a˜o. (1) Se x ∈ H i(E•) enta˜o existe y ∈ Ker δiE tal que x ≡ y(mod Im δi−1E ).
(2) Como gi : Di → Ei e´ sobrejetora, existe z ∈ Di com gi(z) = y.
(3) Agora tome δiD(z) = w ∈ Di+1. Uma vez que y ∈ δiE e gi+1◦δiD(z) = δiE ◦gi(z) =
0 temos w ∈ Im f i+1. Considerando f i+1 a inclusa˜o, temos w ∈ Ci+1.
(4) E´ claro que w ∈ Ker δi+1C pois w ∈ Im δiD = Ker δi+1D e f i+2 ◦ δi+1C (w) = δi+1D ◦
f i+1(w) = 0, com f i+2 monomorfismo.
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0
0

0

· · · // Ci−1
f i−1

δi−1C // Ci
δiC //
f i

Ci+1
f i+1

δi+1C // · · ·
· · · // Di−1
δi−1D //
gi−1

Di
δiD //
gi

Di+1
δi+1D //
gi+1

· · ·
· · · // Ei−1
δi−1E //

Ei
δiE //

Ei+1
δi+1E //

· · ·
0 0 0
(5) Falta mostrar que C esta´ bem definida: se tomamos y
′ ∈ Ei com y′ ≡ y(mod Im δi−1E )
e z ∈ (gi)−1(y) e z′ ∈ (gi)−1(y′) temos w = δiD(z) e w′ = δiD(z′). O leitor pode
verificar qur w − w′ ∈ δiC e portanto C esta´ bem definida.
3.2 Categorias derivadas
A categoria derivada trata-se de uma categoria localizada, e sabemos que para
o conceito de localizac¸a˜o e´ necessa´rio uma classe de morfismos que atenda algumas
propriedades, denominada de classe de localizac¸a˜o. Aqui na˜o e´ diferente e para tanto
precisamos do conceito de um morfismo especial. Consideremos A uma categoria
abeliana e Kb(A) a categoria homoto´pica correspondente de complexos limitados
com estrutura triangulada.
Definic¸a˜o 3.2.1. Um morfismo f : X• −→ Y • em C(A) e´ dito um quasi-isomorfismo
se Hp(f) : Hp(X•) −→ Hp(Y •) e´ isomorfismo para todo p ∈ Z.
Vamos denotar por Sb a classe de todos quasi-isomorfismos em Kb(A).
Um objeto X• em Kb(A) e´ chamado de ac´ıclico se Hp(X•) = 0 para todo p ∈ Z.
Lema 3.2.2. Seja f : X• −→ Y • um morfismo em Kb(A). Enta˜o as seguintes
condic¸o˜es sa˜o equivalentes:
(i) O morfismo f e´ um quasi-isomorfismo.
(ii) O cone de f e´ ac´ıclico.
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Demonstrac¸a˜o. Seja
Z•
[1]}}zz
zz
zz
zz
X•
f
// Y •
aaCCCCCCCC
um triaˆngulo distinto baseado em f . Pelo Corola´rio (3.1.5), temos a sequeˆncia exata
longa de cohomologia
· · · // Hp(X•) H
p(f) // Hp(Y •)
Hp(g) // Hp(Z•)
Hp(h)// Hp+1(X•)
Hp+1(f)// Hp+1(Y •) // · · ·
em A. Observe que Hp+1(X•) = Hp(T (X•)). Se f e´ quasi-ismorfismo, por definic¸a˜o
temos que Hp(f) e Hp+1(f) sa˜o isomorfismos e, por (2.1.4), segue que Hp(Z•) para
todo p ∈ Z. Portanto Z• e´ ac´ıclico.
Reciprocamente, se Z• e´ ac´ıclico, da mesma sequeˆncia exata longa
· · · // Hp−1(Z•) // Hp(X•) H
p(f) // Hp(Y •)
Hp(g) // Hp(Z•) // · · ·
e, por (2.1.4), temos que Hp(f) e´ um isomorfismo para todo p ∈ Z, ou seja, f e´ um
quasi-isomorfismo.
Proposic¸a˜o 3.2.3. A classe Sb de todos os quasi-isomorfismos em Kb(A) e´ uma
classe de localizac¸a˜o compat´ıvel com a triangulac¸a˜o.
Demonstrac¸a˜o. Inicialmente iremos mostrar que Sb e´ uma classe de localizac¸a˜o.
(LC1) Para qualquer X•, o morfismo identidade 1X• e´ um quasi-isomorfismo, pois Hp
sendo um funtor leva isomorfismo em isomorfismo.
(LC2) Sejam s e t quasi-isomorfismos, enta˜o Hp(s) e Hp(t) sa˜o isomorfismos para todo
p ∈ Z. Isso implica que Hp(s ◦ t) = Hp(s) ◦ Hp(t) e´ isomorfismo para todo
p ∈ Z, ou seja, s ◦ t e´ quasi-isomorfimo.
(LC3a) Considere o seguinte diagrama
Z•
f

X•
s // Y •
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com s ∈ Sb e f ∈ HomKb(A)(Z•, Y •). Sabemos que podemos construir um
triaˆngulo distinto baseado em s, ou seja,
U•
[1]
p
}}zz
zz
zz
zz
X• s // Y •
i
aaCCCCCCCC
.
Da´ı, pelo lema anterior, uma vez que s e´ quasi-isomorfismo, segue que U• e´
ac´ıclico. Por (TR2), temos o seguinte triaˆngulo distinto
T (X•)
[1]
−T (s)
{{www
ww
ww
ww
Y •
i
// U•
p
ccGGGGGGGGG
Tambe´m podemos construir um triaˆngulo baseado em i ◦ f
V •
[1]
p
}}zz
zz
zz
zz
X•
i◦f
// U•
aaCCCCCCCC
ale´m do seguinte diagrama
Z•
f

i◦f // U•
1U•

// V •
u // T (Z•)
T (f)

Y •
i // U•
p // T (X•)
−T (s) // T (Y •)
.
Por (TR3), podemos completar esse diagrama a um morfismo
Z•
f

i◦f // U•
1U•

// V •
v

u // T (Z•)
T (f)

Y •
i // U•
p // T (X•)
−T (s) // T (Y •)
.
de triaˆngulo distintos. Visto que U• e´ ac´ıclico, por (3.1.5) e (2.1.4) temos que u
e´ um quasi-isomorfismo. Portanto se aplicarmos o inverso do funtor translac¸a˜o
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ao u´ltimo retaˆngulo e fizermos
W • = T−1(V •), t = T−1u e g = −T−1v,
temos o diagrama comutativo
W •
g

t // Z•
f

X•
s // Y •
onde t e s esta˜o em S, pois t = T−1u e´ quasi-isomorfismo, ja´ que u e´ quasi-
isomorfismo.
Analogamente mostra-se (LC3b).
(LC4) Como discutido anteriormente, podemos mostrar que dado f, g : X• −→ Y •,
s ◦ f = 0 para algum s ∈ Sb e´ quivalente f ◦ t = 0 para algum t ∈ Sb.
Se s ◦ f = 0, podemos considerar o diagrama
X•
f

// 0

// T (X•)
−1T (X•)// T (X•)
T (f)

Y •
s // Z•
i // U•
p // T (Y •)
.
onde a primeira linha e´ um triaˆngulo distinto obtido pela rotac¸a˜o do triaˆngulo
0
[1]~~}}
}}
}}
}}
X•
1X•
// X•
``AAAAAAAA
e a segunda linha e´ um triaˆngulo baseado em s. Por (TR3), podemos completar
o diagrama acima um morfismo de triaˆngulos distintos
X•
f

// 0

// T (X•)
−v

−1T (X•)// T (X•)
T (f)

Y •
s // Z•
i // U•
p // T (Y •)
.
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Da comutatividade do u´ltimo retaˆngulo temos que p◦(−v) = −T (f), implicando
em f = T−1(p) ◦ T−1(v).
Uma vez que s e´ quasi-isomorfismo, U• e´ ac´ıclico. Portanto, se considerarmos
o triaˆngulo distinto
V •
[1]
v
}}||
||
||
||
X•
T−1(v)
// T−1(U•)
ddIIIIIIIII
baseado em T−1(v), temos que t e´ quasi-isomorfismo pelo lema anterior. Ainda,
por (2.0.6), temos que T−1(v) ◦ t = 0. Da´ı,
f ◦ t = T−1(p) ◦ T−1v ◦ t = 0.
O outro caso, segue de modo ana´logo. Logo mostramos que Sb e´ uma classe de
localizac¸a˜o.
Por fim, iremos mostrar que Sb e´ compat´ıvel com a triangulac¸a˜o.
(LT1) Claramente temos que Sb e´ invariante sob o funtor translac¸a˜o T .
(LT2) Consideremos o morfismo
X•
s

// Y •
t

// Z•
u

// T (X•)
T (s)

X•1 // Y
•
1
// Z•1 // T (X
•
1 )
.
de triaˆngulos distintos, onde s e t sejam quasi-isomorfismos. Para qualquer
p ∈ Z, temos o seguinte diagrama comutativo
Hp(X•)
Hp(s)

// Hp(Y •)
Hp(t)

// Hp(Z•)
Hp(u)

// Hp+1(X•)
Hp+1(s)

// Hp+1(Y •)
Hp+1(t)

Hp(X•1 ) // H
p(Y •1 ) // H
p(Z•1) // H
p+1(X•1 ) // H
p+1(Y •1 )
.
onde Hp(s), Hp+1(s), Hp(t) e Hp+1(t) sa˜o isomorfismos. Logo, pelo lema dos
cinco, Hp(u) e´ um isomorfismo. Como p ∈ Z e´ arbitra´rio, segue que u e´ quasi-
isomorfismo. Portanto, Sb e´ compart´ıvel com a triangulac¸a˜o.
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Sejam A uma categoria abeliana, Cb(A) a categoria correspondente de complexos
limitados de Kb(A) a categoria homoto´pica de complexos limitados, que e´ triangulada
de acordo com o Teorema (3.1.1).
Seja Sb a classe de quasi-isomorfismos em Kb(A). Vimos na proposic¸a˜o anterior
que Sb e´ compat´ıvel com a triangulac¸a˜o de Kb(A). Definimos a categoria derivada
Db(A) como a localizac¸a˜o da categoria Kb(A) com respeito a classe Sb de todos
os quasi-isomorfismos. Vamos entender melhor a categoria Db(A). Os morfimos em
Db(A) sa˜o os telhados de morfismos de complexos identificados a menos de homotopia.
Pelo resultado anterior e pelo Teorema (2.3.1) temos que Db(A) e´ triangulada.
Assim,
Kb(A) Db(A) = Kb(A)[(Sb)−1]
C•f
[1]
p
~~||
||
||
||
X•
f
// Y •
i
``BBBBBBBB
7−→ C•f ′
[1]
p
′
}}||
||
||
||
X•
f
′
// Y •
i
′
``BBBBBBBB
Em que f
′
e´ representado pelo telhado
X•
∼
1X•
||zz
zz
zz
zz f
!!D
DD
DD
DD
D
X• Y •
Iremos falar agora sobre os funtores de Truncamento. Seja A uma categoria
abeliana. Para um complexo X• de A-objetos e n ∈ Z definimos o complexo τ≤n(X•)
como um subcomplexo de X• dado por
τ≤n(X•)p =

Xp, se p < n
Ker dn, se p = n
0, se p > n
Seja i : τ≤n(X•)→ X• o morfismo inclusa˜o canoˆnico. Temos que o seguinte resultado
segue da definic¸a˜o.
Lema 3.2.4. O morfismo Hp(i) : Hp(τ≤n(X•)) → Hp(X•) e´ um isomorfismo para
p ≤ n e 0 para p > n.
Seja um morfismo de complexos f • : X• → Y •, enta˜o temos dnX ◦ fn = fn+1 ◦ dnY .
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Na˜o e´ dif´ıcil obter que fn(Ker dnX) ⊂ Ker dnY . Assim, temos que f • induz um morfismo
de complexos τ≤n(f •) : τ≤n(X•) → τ≤n(Y •). Logo, τ≤n : C(A) → C(A) e´ um funtor
aditivo.
Dados f • : X• → Y • e g• : X• → Y • dois morfismos homoto´picos, isto e´,
f − g = d ◦ h+ h ◦ d. Enta˜o τ≤n(f) e τ≤n(g) sa˜o homoto´picos com a homotopia dada
pela restric¸a˜o de h para τ≤n(X•), ou seja, τ≤n induz o funtor τ≤n : K(A)→ K(A).
Observe que
Hp(τ≤n(f)) =
{
Hp(f), se p ≤ n
0, se p > n
Portanto, junto com o Lema (3.2.4), temos que se f • : X• → Y • e´ quasi-
isomorfimo, enta˜o τ≤n(f) e´ tambe´m um quasi-isomorfismo.
Assim, temos que τ≤n induz o funtor τ≤n : D(A)→ D(A) que e´ chamado o funtor
de truncamento τ≤n.
De forma ana´loga definimos o complexo τ≥n(X•) como um complexo quociente de
X• dado por
τ≥n(X•)p =

0, se p < n
Coker dn−1, se p = n
Xp, se p > n
Seja q : X• → τ≥n(X•)p o morfismo projec¸a˜o canoˆnico. Observe que o seguinte
resultado segue da definic¸a˜o.
Lema 3.2.5. O morfismo Hp(q) : Hp(X•) → Hp(τ≥n(X•)) e´ um isomorfismo para
p ≥ n e 0 para p < n.
Com uma ana´lise semelhante ao de cima, concluimos que τ≥n : C(A) → C(A) e´
um funtor aditivo e, ale´m disso, τ≥n induz um funtor τ≥n : K(A)→ K(A). Da´ı,
Hp(τ≥n(f)) =
{
Hp(f), se p ≥ n
0, se p < n
Logo, junto com o Lema (3.2.5), temos que se f • : X• → Y • e´ quasi-isomorfimo,
enta˜o τ≥n(f) e´ tambe´m um quasi-isomorfismo.
Portanto, temos que τ≥n induz o funtor τ≥n : D(A)→ D(A) que e´ denominado o
funtor de truncamento τ≥n.
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O seguinte resultado nos diz que podemos enxergar A como uma subcategoria de
D(A).
Teorema 3.2.6. O funtor D : A → D(A) e´ fielmente pleno.
Sequeˆncias exatas curtas e triaˆngulos distintos
Para uma categoria abelianaA, a categoria de complexos Cb(A) tambe´m e´ abeliana.
Seja
0 // X•
f // Y •
g // Z• // 0
uma sequeˆncia exata em Cb(A). Podemos tambe´m considerar o triaˆngulo padra˜o
C•f
[1]
pf
~~||
||
||
||
X•
f // Y •
if
``BBBBBBBB
baseado no monomorfismo f : X• → Y •. Seja m : T (X•)⊕ Y • → Z• o morfismo que
e´ a composic¸a˜o da projec¸a˜o q : T (X•)⊕ Y • → Y • com g : Y • → Z•. Enta˜o
mn+1 ◦ dnCf = [ 0 gn+1 ]
[
−dn+1X 0
fn+1 dnY
]
= [ gn+1fn+1 gn+1dnY ]
= [ 0 dnZg
n ] = dnZ ◦ [ 0 gn ] = dnZ ◦mn
para qualquer n ∈ Z, ou seja, m e´ um morfismo de complexos.
Observe que
m ◦ if = g
Por outro lado, para o diagrama comutativo
X•
1X //
1X

X•
f

X•
f
// Y •
anexamos um morfismo w : C•1X → C•f dado por
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wn =
[
1Xn+1 0
0 fn
]
E´ claro que esse morfismo e´ um monomorfismo e
Imwn = Xn+1 ⊕ Im fn = Xn+1 ⊕Ker gn = Kermn
para qualquer n ∈ Z. Consequentemente,
0 // C
•
1X
w // C•f
m // Z• // 0
e´ uma sequeˆncia exata em Cb(A). Pelo lema (3.1.2) em Kb(A), assim temos que
Hp(C•1X ) = 0 para todo p ∈ Z. Portanto, da sequeˆncia exata longa de cohomolo-
gia anexada a sequeˆncia exata curta, temos que Hp(m) : Hp(C•f ) → Hp(Z•) e´ um
isomorfismo para todo p ∈ Z, ou seja,
Lema 3.2.7. O morfismo m : C•f → Z• e´ um quasi-isomorfismo.
Em particular, a classe de homotopia de m : C•f → Z• e´ um isomorfismo em
Db(A). Assim, temos o seguinte resultado
Proposic¸a˜o 3.2.8. Seja
0 // X•
f // Y •
g // Z• // 0
uma sequeˆncia exata em C(A). Enta˜o ela determina um triaˆngulo distinto
Z•
[1]}}zz
zz
zz
zz
X•
f
// Y •
g
aaCCCCCCCC
em D(A).
Demonstrac¸a˜o. Pelo Lema (3.2.7), o diagrama
X•
f
// Y •
if // C•f
m

p
f // T (X•)
1T (X•)

X•
f
// Y • g // Z• p
f
◦m−1
// T (X•)
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e´ um isomorfismo de triaˆngulos em Db(A). Uma vez que o triaˆngulo superior e´
imagem de um triaˆngulo padra˜o, ou seja, e´ um triaˆngulo distinto, o triaˆngulo inferior
e´ tambe´m distinto.
Agora considere uma sequeˆncia exata curta
0 // L
f //M
g // N // 0
em A. Enta˜o pela proposic¸a˜o anterior, temos um triaˆngulo distinto
D(N)
[1]zzvvv
vv
vv
vv
D(L)
D(f)
// D(M)
D(g)
ddIIIIIIIII
em Db(A). Nesse caso temos um resultado mais forte
Proposic¸a˜o 3.2.9. Existe um u´nico morfismo h tal que
D(N)
[1]
h
zzvvv
vv
vv
vv
D(L)
D(f)
// D(M)
D(g)
ddIIIIIIIII
e´ um triaˆngulo distinto em Db(A).
3.3 Categoria geradora
Seja A uma categoria abeliana e B uma subcategoria aditiva plena de A. Supon-
hamos que para quaisquer dois objetos M e N em B e qualquer morfismo f : M → N
exista um kernel Ker f e um cokernel Coker f de f que sa˜o objetos de B. Enta˜o
existe uma imagem imf e coimagem coimf que tambe´m esta˜o em B, como podemos
ver no diagrama
Ker f h //M
f //

N
g //

Coker f =
N
imf
Cokerh = coimf imf = Ker g
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ou seja, B e´ fechada para Kernel e Cokernel. Portanto, B e´ uma categoria abeliana.
Dizemos que B e´ uma subcategoria abeliana plena de A.
Dizemos que uma subcategoria abeliana plena B de A e´ subcategoria abeliana
boa se e´ fechada para extensa˜o, ou seja, se dada uma sequeˆncia exata curta
0 //M
′ //M //M
′′ // 0
em A com M ′ e M ′′ objetos de B, enta˜o M esta´ em B.
Seja A uma categoria abeliana e B uma subcategoria abeliana boa. Seja DbB(A)
a subcategoria plena da categoria derivada Db(A) de A-complexos consistindo de
complexos X• tais que Hp(X•) esta˜o em B para todo p ∈ Z. Claramente, DbB(A)
e´ invariante por translac¸a˜o, visto que ao aplicarmos o funtor translac¸a˜o T a um
complexo X• estamos apenas dando um shift para esquerda ou para a direita, onde
suas cohomologias Hp(X•) sa˜o as mesmas e estara˜o em B para todo p.
Seja
Z•
[1]}}zz
zz
zz
zz
X• // Y •
aaCCCCCCCC
um triaˆngulo distinto em Db(A) com X• e Y • em DbB(A). Enta˜o, temos uma sequeˆncia
exata longa de cohomologia
· · · // Hp(X•) αp // Hp(Y •) // Hp(Z•) // Hp+1(X•) αp+1 // Hp+1(Y •) // · · ·
Uma vez que B e´ uma categoria boa e Hp(X•), Hp(Y •), Hp+1(X•) e Hp+1(Y •)
sa˜o objetos de B, existem Cokerαp e Kerαp+1 que sa˜o objetos de B. Logo,
0 // Cokerαp // Hp(Z•) // Kerαp+1 // 0
e´ exata, e Hp(Z•) esta´ em B, visto que B e´ boa. Portanto, Z• e´ um objeto de DbB(A).
Provamos assim, o seguinte resultado
Lema 3.3.1. A subcategoria DbB(A) de Db(A) e´ uma subcategoria triangulada plena
de Db(A).
Denominaremos DbB(A) a categoria derivada relativa de A com respeito a B.
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Com isto, vamos estabelecer o conceito de categoria geradora. Seja A uma
categoria abeliana e B uma subcategoria abeliana boa. Seja DbB(A) a correspondente
categoria derivada limitada relativa.
Denote por B1 a categoria de objetos em DbB(A) da forma D(M)[n] com M em B
e n ∈ Z. Enta˜o constru´ımos por induc¸a˜o uma familia de categorias Bm de objetos em
Db(A) da seguinte maneira: X• e´ um objeto de Bm se existe um triaˆngulo distinto
em DbB(A) com X• como um desses ve´rtices e os outros dois ve´rtices em Bm−1.
Lema 3.3.2. Para qualquer m > 1, se X• esta´ em Bm−1, enta˜o X• esta´ em Bm.
Seja D a subcategoria plena de DbB(A) com os objetos dentro de
⋃
m∈Z Bm,
Lema 3.3.3. A subcategoria D e´ uma subcategoria plena triangulada de DbB(A).
A categoria B e´ chamada de geradora de D. Dizemos que D e´ uma subcategoria
plena triangulada gerada por B.
De posse desses conceitos e resultados temos que modA e´ uma subcategoria ger-
adora de Db(modA). Ale´m disso, temos a
Proposic¸a˜o 3.3.4. Seja A uma K-a´lgebra de dimensa˜o finita sobre um corpo K e
com dimensa˜o global finita. Enta˜o modA e´ uma subcategoria geradora de modAˆ.
Demonstrac¸a˜o. Ver [3], pa´g. 71.
Onde o conceito de modAˆ sera´ abordado no cap´ıtulo seguinte.
Para finalizar esta sec¸a˜o consideremos o seguinte resultado, cuja a prova o leitor
podera´ consultar [3], pa´g. 72.
Lema 3.3.5. Sejam C e C ′ duas categorias trianguladas. Sejam B ⊂ C uma subcate-
goria geradora e F : C → C ′ um funtor exato. Se F (B) e´ uma subcategoria geradora
enta˜o F e´ denso.
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Cap´ıtulo 4
A Categoria Esta´vel de modAˆ e´
Triangulada
Neste cap´ıtulo tratamos da categoria esta´vel demodAˆ onde Aˆ e´ a a´lgebra repetitiva
obtida de uma k-a´lgebra de dimensa˜o finita A. Pela sec¸a˜o (1.4) sabemos que Aˆ e´ uma
a´lgebra de Frobenius. A principal refereˆncia desse cap´ıtulo foi [4]. Primeiro iremos
definir um tipo especial de categoria denominada categoria de Frobenius e para isto
precisamos saber que
Definic¸a˜o 4.0.6. Seja A uma categoria abeliana, dizemos que A tem suficientes
injetivos se dado um objeto M , existe uma sequeˆncia exata
0 //M // I // N // 0
com I injetivo. Dizemos que A tem suficientes projetivos se dado um objeto M , existe
uma sequeˆncia exata
0 // N // P //M // 0
com P um projetivo.
Definic¸a˜o 4.0.7. Uma categoria de Frobenius e´ uma categoria abeliana A tal
que
(I) A tem suficientes injetivos.
(II) A tem suficientes projetivos.
(III) Um objeto e´ injetivo se, e somente se, ele e´ projetivo.
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E´ claro que pela definic¸a˜o acima modAˆ e´ uma categoria de Frobenius.
O principal resultado deste cap´ıtulo e´ provar que uma categoria esta´vel de uma
categoria de Frobenius e´ triangulada.
4.1 A categoria esta´vel de uma categoria abeliana
Nesta sec¸a˜o vamos definir o conceito de categoria esta´vel usando as definic¸o˜es da
sec¸a˜o (1.3).
Seja A uma categoria abeliana. Seja I uma classe de morfismos de A que se
fatoram por um objeto injetivo I. Mostraremos que I e´ um ideal de A. Para isto,
precisamos verificar duas propriedades.
• I(M,N) ⊂ HomA(M,N) e´ subgrupo, para qualquer par, M e N , de objetos
em A. De fato, dado um morfismo f : M → N em I(M,N), sabemos que ele
se fatora por um objeto I injetivo, ou seja,
M
g
@
@@
@@
@@
@
f // N
I
h
??
e´ um diagrama comutativo. Desse modo, se f = h◦g como no diagrama, temos
que −f = (−h) ◦ g. Assim −f ∈ I(M,N). Ale´m disso, o morfismo nulo se
fatora por qualquer objeto, em particular, para um injetivo. Da´ı, 0 ∈ I(M,N).
Se f, f
′ ∈ I(M,N), enta˜o temos os diagramas comutativos
M
g
?
??
??
??
?
f // N M
g
′
  @
@@
@@
@@
@
f
′
// N
I
h
??        
I
′
h
′
??
para objetos I e I
′
injetivos. Sejam ι : I → I ⊕ I ′ e ι′ : I ′ → I ⊕ I ′ as
incluso˜es canoˆnicas, e pi : I ⊕ I ′ → I e pi′ : I ′ ⊕ I ′ → I as projec¸o˜es canoˆnicas.
Temos que I ⊕ I ′ e´ injetivo. Definamos ϕ = ιg + ι′g′ : M → I ⊕ I ′ e
ψ = hpi+h
′
pi
′
: I⊕I ′ → N . Observe que ψϕ = f +f ′ . Logo, f +f ′ ∈ I(M,N).
Portanto, I(M,N) e´ subgrupo aditivo de HomA(M,N) .
• Sejam f ∈ HomA(M,N), g ∈ I(N,L) e h ∈ HomA(L,W ). Da´ı temos o
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seguinte diagrama comutativo
M
βf
''P
PP
PP
PP
P
f // N
β
?
??
??
??
?
g // L
h //W
I
α
??        hα
77ooooooo
mostrando que hgf ∈ I(M,W ).
Portanto, I e´ um ideal de A. De forma semelhante, existe um ideal P formado por
todos os morfismos que se fatoram por um objeto projetivo. Segue agora a definic¸a˜o
que nos referimos inicialmente.
Definic¸a˜o 4.1.1. Seja A uma categoria abeliana. A categoria esta´vel de inje-
tivos, A , e´ o quociente AI , em que o ideal I e´ definido como a classe de todos os
morfismos que se fatoram por um objeto injetivo. A categoria esta´vel de pro-
jetivos, A , e´ o quociente AP , onde o ideal P e´ definido como a classe de todos os
morfismos que se fatoram por um objeto projetivo.
Vamos denotar por Hom(M,N) o conjunto de morfismos entre M e N em A. A
classe de um morfismo ϕ : M → N denotaremos por ϕ. De forma similar, Hom(M,N)
denotara´ os morfismos em A e um morfismo sera´ denotado por ϕ.
Lema 4.1.2. Seja A uma categoria abeliana com I como acima. Sejam M e N dois
objetos de A. Se existem injetivos I e I ′ tais que M ⊕ I ∼= N ⊕ I ′ enta˜o M ∼= N em
A.
Demonstrac¸a˜o. Qualquer mapa M ⊕ I → N ⊕ I ′ pode ser escrito unicamente como
uma matriz (
α β
γ δ
)
onde α : M → N, β : I → N, γ : M → I ′ e δ : I → I ′ . Do mesmo modo, para
qualquer mapa da forma N ⊕ I ′ →M ⊕ I, temos(
α
′
β
′
γ
′
δ
′
)
onde α
′
: N →M, β ′ : I ′ →M, γ′ : N → I e δ′ : I ′ → I . Um isomorfismo das duas
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somas diretas dadas pelas matrizes acima, de modo que(
α β
γ δ
)(
α
′
β
′
γ
′
δ
′
)
=
(
α
′
α + β
′
γ α
′
β + β
′
δ
γ
′
α + δ
′
γ γ
′
β + δ
′
δ
)
=
(
1M 0
0 1I
)
Consequentemente, 1M − αα′ = β ′γ, isto e´, o diagrama
M
γ
  @
@@
@@
@@
@
1M−αα′ //M
I
′
β
′
>>~~~~~~~~
comuta. Portanto, 1M = αα
′
. Analogamente, temos que α
′
α = 1N , mostrando assim
que M e´ isomorfo a N em A.
Lema 4.1.3. Se A e´ uma categoria abeliana com M um objeto e I um objeto injetivo.
Enta˜o M e´ isomorfo a M ⊕ I em A.
Observe que ambos os resultados acima podem ser feitos para o ideal P e o objeto
projetivo P .
Lema 4.1.4. Seja A uma categoria abeliana. Dadas duas sequeˆncias
0 //M // I // N // 0
0 //M // I
′ // N
′ // 0
com injetivos I e I
′
, enta˜o N ⊕ I ′ ∼= N ′ ⊕ I. Em particular, N e N ′ sa˜o isomorfos
na categoria esta´vel de injetivos.
Demonstrac¸a˜o. Dadas duas sequeˆncias exatas podemos construir o seguinte diagrama
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comutativo
0

0

0 //M
f
′

f // I
ϕ

g // N // 0
0 // I
′
g
′

ϕ
′
// I
′ ⊕M I
h
′

h
// N // 0
N
′

N
′

0 0
em que a linha e coluna do meio sa˜o sequeˆncias exatas, com I
′ ⊕M I sendo o pushout.
Uma vez que I e I
′
sa˜o injetivos, essas sequeˆncias cindem o que implica
N ⊕ I ′ ∼= I ′ ⊕M I ∼= N ′ ⊕ I.
Observac¸a˜o 4.1.5. Suponha que temos duas sequeˆncias exatas
0 //M
f // I
g //M
′ // 0
0 // N
f
′
// I
′
g
′
// N
′ // 0
com injetivos I e I
′
. Seja ϕ : M → N um morfismo em A. Uma vez que f ′ϕ : M → I ′
e´ um morfismo para um injetivo, existe um mapa ϕ
′
: I → I ′ tal que o primeiro
quadrado no diagrama
0 //M
ϕ

f // I
ϕ
′



g //M
′
ϕ
′′



// 0
0 // N
f
′
// I
′
g
′
// N
′ // 0
comuta. Existe um u´nico ϕ
′′
: M
′ → N ′ preenchendo a segunda linha pontilhada, de
forma que o quadrado direito comute como g
′
ϕ
′
f = g
′
f
′
ϕ = 0. De fato, suponha que
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temos ψ
′
: I → I ′ e ψ′′ : M ′ → N ′ tais que ψ′′g = g′ψ′ e ψ′f = f ′ϕ. Enta˜o
(ϕ
′ − ψ′)f = ϕ′f − ψ′f = f ′ϕ− f ′ϕ = 0
isso implica que existe s : M
′ → I ′ tal que ϕ′ − ψ′ = sg. Enta˜o
(ϕ
′′ − ψ′′)g = g′(ϕ′ − ψ′) = g′sg
donde ϕ
′′−ψ′′ = g′s, pois g e´ epimorfismo. O que nos diz que ϕ′′−ψ′′ fatora-se junto
a I
′
, ou seja, ϕ
′′
= ψ
′′
. Em resumo, temos que o mapa ϕ : M → N induz um mapa
ϕ
′′
: M
′ → N ′ que e´ u´nico em A.
Podemos ter o mesmo racioc´ınio para o caso projetivo.
4.2 Uma triangulac¸a˜o para a categoria esta´vel de
uma categoria de Frobenius
Agora, iremos definir o funtor T : A → A que mencionamos no in´ıcio dessa
sec¸a˜o. Iremos fazer a construc¸a˜o por etapas. Inicialmente defina T : A → A e enta˜o
mostraremos que T leva morfimos de I em morfismos nulos. Assim, teremos o funtor
T : A → A. Para cada objeto M em A, fixe uma sequeˆncia exata
0 //M
u(M)// I(M)
pi(M) // TM // 0
com I(M) injetivo. Para cada objeto M , defina T (M) = TM , onde TM vem da
sequeˆncia acima. Dado um mapa ϕ : M → N , defina T (ϕ) = ϕ′′ , onde ϕ′′ : TM →
TN e´ construido na observac¸a˜o anterior.
Se ϕ = 1M enta˜o podemos ter ϕ = 1I(M) o que implica que ϕ
′′
= 1TM . Logo
T leva identidade em identidade, ou seja, T (1M) = 1TM . Ale´m disso, T preserva
composic¸a˜o. Dado ψ : N → L podemos tomar ψ′′ ◦ϕ′′ para (ψ ◦ϕ)′′ : TM → TL, ou
seja, T (ψ ◦ ϕ) = ψ′′ ◦ ϕ′′ = ψ′′ ◦ ϕ′′ = T (ψ) ◦ T (ϕ). Do mesmo modo mostramos que
T preserva soma, isto e´, T (ϕ + ψ) = T (ϕ) + T (ψ). Portanto, T e´ um funtor aditivo
de A para A.
Agora, mostraremos que T leva morfimos de I em morfismos nulos. Seja f ∈
I(M,N) enta˜o podemos escrever f = h ◦ g onde g : M → I e h : I → N para
algum injetivo I. Portanto, f
′′
= h
′′ ◦ g′′ , usando a mesma notac¸a˜o como antes, onde
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g
′′
: TM → TI e h′′ : TI → TN . Uma vez que 0 // I // I(I) // TI // 0 e´
uma sequeˆncia exata iniciando com um objeto injetivo segue que ela cinde e, conse-
quentemente I(I) ∼= I ⊕ TI, mostrando assim que TI e´ injetivo. Logo, f ′′ = h′′ ◦ g′′
fatora-se por um injetivo e, da´ı T (f) = f
′′
= 0. Isso vale para todos os morfismos
em I, assim pela propriedade universal de A = A/I, temos que T induz um u´nico
funtor aditivo, T : A → A que tambe´m denotaremos por T .
Similarmente, para cada objeto M em A, fixando uma sequeˆncia exata
0 // SM // P (M) //M // 0
onde P (M) e´ projetivo (e injetivo) obtemos um funtor S : A → A.
Teorema 4.2.1. Seja A uma categoria de Frobenius. O funtor T : A → A e´ uma
auto-equivaleˆncia com S sendo o quasi-inverso.
Demonstrac¸a˜o. Sejam M um objeto de A e S(M) = SM o objeto de uma sequeˆncia
exata escolhida
0 // SM
ι(M) // P (M)
p(M) //M // 0
Usamos a sequeˆncia exata
0 // SM
u(SM)// I(SM)
pi(SM) // TSM // 0
para obter TS(M). Pelo Lema (4.1.4) e algumas discusso˜es anteriores, ale´m do fato
que projetivos e injetivos coincidem, podemos construir o seguinte diagrama comuta-
tivo
0 // SM
u(SM)// I(SM)
pi(SM) //

TSM //
ηM

0
0 // SM
ι(M)
// P (M)
p(M)
//M // 0
tal que ηM : TSM →M e´ um isomorfismo em A.
Suponha que temos um mapa f : M → N . Enta˜o definimos S(f) por f ′′ = f ′′
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onde f
′′
e´ construido para fazer o seguinte diagrama
0 // SM
ι(M) //
f
′′

P (M)
p(M) //

M //
f

0
0 // SN
ι(N)
// P (N)
p(N)
// N // 0
comutar. Assim, podemos construir dois diagramas comutativos, sendo livres com a
identificac¸a˜o de mapas em A e um representante em A,
0 // SM
u(SM)// I(SM)
pi(SM) //

TSM //
ηM

0
0 // SM
ι(M) //
S(f)

P (M)
p(M) //

M //
f

0
0 // SN
ι(N)
// P (N)
p(N)
// N // 0
e
0 // SM
u(SM)//
S(f)

I(SM)
pi(SM) //

TSM //
TS(f)

0
0 // SN
u(SN)// I(SN)
pi(SN) //

TSN //
ηN

0
0 // SN
ι(N)
// P (N)
p(N)
// N // 0
Dos dois diagramas temos que fηM e ηNTS(f) sa˜o mapas que sa˜o induzidos por
S(f) : SM → SN . Consequentemente,
fηM = ηNTS(f)
mostrando que η : TS → 1M e´ um isomorfismo natural. Analogamente, podemos
construir um isomorfismo ν : ST → 1M mostrando que T e´ uma equivaleˆncia com S
um quasi-inverso.
Agora, iremos considerar uma classe de triaˆngulos em A e mostraremos que ela e´
uma triangulac¸a˜o. Sejam f : M −→ N um morfismo, e 0 //M // I //M ′ // 0
uma sequeˆncia exata com I um objeto injetivo. Sejam N ⊕M I um pushout e o dia-
grama
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0 //M
u //
f

I
pi //
p

M
′ // 0
0 // N
g // N ⊕M I h
′
//M
′ // 0
em que a linha inferior e´ uma sequeˆncia exata. Dado v : M
′ −→ TM um morfismo
tal que v e´ um isomorfimo. Enta˜o, sendo L = N⊕N I e h = v◦h′ , temos um triaˆngulo
M
f
// N
g
// L
H // TM
o qual sera´ chamado de triaˆngulo padra˜o. Defina T a classe de todos os triaˆngulos
que sa˜o isomorfos a triaˆngulos padro˜es. No pro´ximo resultado, mostraremos que T e´
uma classe de triaˆngulos distintos.
Para a demonstrac¸a˜o do teorema posterior precisamos do seguinte lema
Lema 4.2.2. Considere um morfismo f : M → N . Enta˜o quaisquer dois triaˆngulos
padro˜es de diagramas pushout
0 //M
u //
f

I
pi //

M
′ // 0 0 //M
u
′
//
f

I
′ pi
′
//

M
′′ // 0
0 // N g
// L
h
//M
′ // 0 0 // N
g
′
// L
′
h
′
//M
′′ // 0
sa˜o isomorfos.
Teorema 4.2.3. A categoria A com o automorfismo T e a classe T e´ uma categoria
triangulada.
Demonstrac¸a˜o.(TR1) Cada triaˆngulo isomorfo a um triaˆngulo distinto e´, por transi-
tividade, isomorfo a um triaˆngulo padra˜o e portanto e´ distinto. Cada morfismo
f : M −→ N pode ser baseado em um triaˆngulo distinto, uma vez que ele pode
sempre ser baseado em um triaˆngulo padra˜o. Do diagrama comutativo
M
id

id //M
id

u(M)
// I(M)
0

pi(M)
// TM
id

M
id //M
0 // 0
0 // TM
e visto que I(M) ∼= 0 em A, temos que a linha inferior e´ um triaˆngulo distinto.
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(TR2) E´ suficiente considerar triaˆngulos padro˜es. Dado
M
f
// N
g
// L
f
// TM
um triaˆngulo padra˜o construido do diagrama comutativo da forma
0 //M
u //
f

I
pi //
p

M
′ // 0
0 // N g
// L
h
′
//M
′ // TM
Consequentemente, v e T (f) sera˜o construidos do diagrama comutativo
0 //M
u // I
v
′

pi //M
′
v

// 0
0 //M
f

u(M)// I(M)
f
′

pi(M) // TM
T (f)

// 0
0 // N
u(N)
// I(N)
pi(N)
// TN // 0
Como f
′ ◦ v′ ◦ u = u(N) ◦ f e L e´ o pushout, temos um u´nico ψ : L −→ I(N)
tal que ψ ◦ g = u(N) e ψ ◦ p = f ′ ◦ v′ . Visto que
(T (f)vh
′ − pi(N)ψ)g = T (f)vh′g − pi(N)ψg = 0− pi(N)u(N) = 0 e
(T (f)vh
′ − pi(N)ψ)p = T (f)vpi(M)− pi(N)ϕ = 0
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teremos T (f) ◦ v ◦ h′ = pi(N) ◦ ψ. Portanto, podemos construir o diagrama
0

0

0 // N
g

u(N) // I(N)
i

pi(N) // TN // 0
0 // L
h
′

(
ψ
h
′
)
// I(N)⊕M ′
pi

θ // TN // 0
M
′

M
′

0 0
em que as duas primeiras colunas e a linha superior sa˜o sequeˆncias exatas.
Consequentemente, θ = (pi(N),−T (f) ◦ v). Suponhamos que temos os mapas
α : I −→ W e β : I(N) −→ W como no diagrama
M
f

u // I
p

α

N
u(N)

g
// L ψ
h
′


I(N)
β
33
iI(N) // I(N)⊕M ′
∃!δ
((Q
QQ
QQ
QQ
W
tal que α ◦ u = β ◦ u(N) ◦ f . Enta˜o temos
α ◦ u = β ◦ ψ ◦ g ◦ f = β ◦ ψ ◦ p ◦ u = β ◦ f ′ ◦ v′ ◦ u.
Desse modo, existe um u´nico mapa γ : M
′ −→ W tal que α−β ◦ f ′ ◦ v′ = γ ◦pi.
Vamos definir δ : I(N)⊕M ′ −→ W como δ := βpiI(N) + γpiM ′ . Enta˜o δiI(N) = β
e
δ
(
ψ
h
′
)
p = (βψ + γh
′
)p = βψp+ γh
′
p = βf
′
v
′
+ γpi = α
A unicidade de δ vem da unicidade de γ. Consequentemente, o retaˆngulo e´ o
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pushout. Contudo, o quadrado superior no retaˆngulo e´ um pushout pelo lema
do pushout, o quadrado inferior do retaˆngulo e´ um pushout. Visto que u(N) e´
um monomorfismo, temos que
(
ψ
h
′
)
e´ um monomorfismo. Observe que
θ
(
ψ
h
′
)
= (pi(N),−T (f) ◦ v)
(
ψ
h
′
)
= pi(N)ψ − T (f)vh′ = 0
Suponha que temos um mapa (a,−b) : I(N)⊕M ′ −→ W tal que
(a, b)
(
ψ
h
′
)
= aψ − bh′ = 0
Usando o fato que h
′
g = 0 e u(N) = ψg, temos
au(N) = aψg = aψg − bh′g = (aψ − bh′)g = 0.
Portanto, existe um u´nico a
′
: TN −→ W tal que a = a′pi(N). E,
bh
′
= aψ = a
′
pi(N)ψ = a
′
T (f)vh
′
como h
′
e´ epimorfismo temos que b = a
′
T (f). Consequentemente, (a,−b) =
(a
′
pi(N),−a′T (f)v) = a′(pi(N),−T (f)v) = a′θ mostrando que θ e´ o cokernel
de x =
(
ψ
h
′
)
. Consequentemente, a primeira linha no diagrama abaixo e´ um
triaˆngulo padra˜o:
N
g // C
x// I(N)⊕M ′
pi
M
′

θ // TN
N
g // L
h
′
//M
′
v

−T (f)v // TN
N
g // L
h // TM
−T (f) // TN
Todos os quadrados , exceto o do canto direito superior, comutam. Entretanto,
θ − T (f)v = (pi(N), 0)
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mostra que θ − T (f)v fatora-se junto a um injetivo, ou seja, todo diagrama
comuta emN . Ale´m disso, piTM e v sa˜o isomorfismos, mostrando que o triaˆngulo
inferior e´ isomorfo ao triaˆngulo superior em A. Portanto, o triaˆngulo inferior e´
um triaˆngulo distinto.
(TR3) E´ suficiente considerar triaˆngulos padro˜es. Suponha que temos dois triaˆngulos
padro˜es
0
u //M
f

// I
α

pi //M
′ // 0
N
g // L
h //M
′ v // TM
e
0
u
′
// X
f
′

// J
α
′

pi
′
// X
′ // 0
Y
g
′
// Z
h
′
// X
′ µ // TX
e o seguinte diagrama comutativo
M
ϕ

f
// N
ψ

g
// L
h // TM
T (ϕ)

X
f
′
// Y
g
′
// Z
h
′
// TX
(4.1)
Desde que v seja um isomorfimos podemos encontrar um ω tal que ωv = 1M ′ e
vω = 1TM . Consequentemente, podemos construir o diagrama comutativo
0 //M
u(M)// I(M)
ω
′

pi(M) // TM
ω

// 0
0 //M
ϕ

u // I
ϕ
′

pi //M
′
ϕ
′′

// 0
0 // X
u
′
// J
µ
′

pi
′
// X
′
µ

// 0
0 // X
u(X)
// I(X)
pi(X)
// TX // 0
e temos T (ϕ) = µϕ
′′
ω. Como ψf = f
′
ϕ existe um injetivo I
′
tal que ψf − f ′ϕ
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fatora-se junto a I, ou seja,
M

  @
@@
@@
@@
@
ψf−f ′ϕ // Y
I
′
β
??
Um vez que  fatora-se junto a u podemos assumir que I
′
= I e  = u. Assim,
ψf = f
′
ϕ+ βu
Consideremos os dois morfismos g
′
ψ : N → Z e α′ϕ′ + g′β : I → Z. Uma
vez que C e´ pushout e
g
′
ψf = g
′
f
′
ϕ+ g
′
βu = α
′
u
′
ϕ+ g
′
βu = α
′
ϕ
′
u+ g
′
βu = (α
′
ϕ
′
+ g
′
β)u,
temos um u´nico mapa θ : L → Z tal que θg = g′ψ e θα = α′ϕ′ + g′β. Usando
θ,
(h
′
θ − ϕ′′h)α = h′α′ϕ′ + h′g′β − ϕ′′pi(M) = pi(M ′)ϕ′ − ϕ′′pi(M) = 0
e
(h
′
θ − ϕ′′h)g = h′θg − ϕ′′hg = h′g′ψ − ϕ′′hg = 0− 0 = 0
mostrando que h
′
θ = ϕ
′′
h usando que L e´ um pushout. Consequentemente,
θ : L→ Z e´ um mapa para que
M
ϕ

f
// N
ψ

g
// L
θ

h //M
′
ϕ
′′

X
f
′
// Y
g
′
// Z
h
′
// X
′
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comute. Consequentemente, o diagrama maior
M
f
// N
g
// L
vh // TM
ω

M
ϕ

f
// N
ψ

g
// L
θ

h //M
′
ϕ
′′

X
f
′
// Y
g
′
// Z
h
′
// X
′
µ

X
f
′
// Y
g
′
// Z
µh
′
// TX
comuta, mostrando que θ : L → Z completa o diagrama (4.1) fazendo ele
comutar.
(TR4) Suponha que temos treˆs triaˆngulos distintos
M
f
// N
f
′
//W
f
′′
// TM
N
g
// L
g
′
// E
g
′′
// TN
M
h=gf
// L
h
′
// F
h
′′
// TM
podemos assumir cada triaˆngulo distinto e´ padra˜o. Atualmente, pelo lema an-
terior podemos assumir que o primeiro e o terceiro triaˆngulo sa˜o construidos
como
0 //M
f

u(M)// I(M)
α

pi(M) // TM // 0
0 // N
f
′
//W
f
′′
// TM // 0
e
0 //M
h=gf

u(M)// I(M)
γ

pi(M) // TM // 0
0 // L
h
′
// F
h
′′
// N
′ // 0
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e o segundo triaˆngulo e´ construido como
0 // N
g

u(W )f
′
// I(W )
β

pi // N
′ // 0
L
g
′
// E
g
′′
// N
′
v
// TN
Note que, como u(W ) e f
′
sa˜o monomorfimos, sua composic¸a˜o tambe´m e´ um
monomorfismo. Ja´ que W e´ pushout e
(h
′
g)f = h
′
h = γu(M)
existe um u´nico j : W → F tal que jf = h′g e jα = γ. Similarmente,
g
′
h = g
′
gf = βu(W )f
′
f = βu(W )αu(M)
acarreta na existeˆncia de um u´nico j
′
: F → E tal que j ′h′ = g′ e j ′γ =
βu(W )α. Como
(j
′
j − βu(W ))α = j ′γ − βu(W )α = βu(W )α− βu(W )α = 0 e
(j
′
j − βu(W ))f ′ = j ′h′g − βu(W )f ′ = g′g − g′g = 0
temos j
′
j = βu(W ) usando o fato que W e´ pushout. Assim sendo, podemos
contruir o diagrama comutativo
0

0

M
f

u(M)// I(M)
α

0 // N
g

f
′
//W
j

u(W ) // I(W )
β

// 0
0 // L

h
′
// F

j
′
// E // 0
0 0
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O quadrado superior a esquerda e´ um pushout por construc¸a˜o e um vez que
gf = h e jα = γ vemos que o retaˆngulo a esquerda e´ tambe´m um pushout.
Portanto, pelo lema do pushout, o quadrado inferior a esquerda e´ um pushout.
Ale´m disso, j
′
h
′
= g
′
mostra que o retaˆngulo horizontal e´ um pushout por
construc¸a˜o, usando novamente o lema do pushout temos que o quadrado a
direita e´ um pushout. Podemos usar o quadrado inferior a direita para construir
o seguinte triaˆngulo padra˜o
0 //W
j

u(W )// I(W )
β

pi(W ) // TW // 0
0 // F
j
′
// E
j
′′
// TW // 0
O mapa v : N
′ → TN foi escolhido para ser um isomorfismo. Seja µ um inverso.
Usaremos os diagramas
0

0

0

0 //M
f

u(M)// I(M)
u(M)α

pi(M) // TM
ϕ

// 0
0 // N
u(W )f
′
// I(W )
v
′

pi // N
′
v

// 0
0 // N

u(N)
// I(N)

pi(N)
// TN //

0
0 0 0
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e0

0

0

0 // N
f
u(N)// I(N)
µ
′

pi(N) // TN
µ

// 0
0 // N
f
′

u(W )f
′
// I(W ) pi // N
′
ψ

// 0
0 //W

u(W )
// I(W )

pi(W )
// TW //

0
0 0 0
sa˜o construidos de maneira usual, para determinar os representantes T (f) = vϕ
e T (f
′
) = ψµ.
Agora, temos os dados para construir o diagrama
M
f // N
g

f
′
//W
j

f
′′
// TM
M
h // L
g
′

h
′
// F
j
′

h
′′
// TM
T (f)

E
vg
′′

E
j′′

vg
′′
// TN
TN
T (f
′
)
// TW
Precisamos verificar a comutatividade. Fazendo a leitura da esquerda superior
para a direita inferior, temos que o quadrado 1 comuta pois h = gf por definic¸a˜o.
O quadrado 2 comuta pois j foi construido tal que jf
′
= h
′
g e jα = γ. O
quadrado 3 comuta, uma vez que
(h
′′
j − f ′′)α = h′′γ − pi(M) = 0
(h
′′
j − f ′′)f ′ = h′′h′g − f ′′f ′ = 0− 0 = 0
e W e´ um pushout. O quadrado 4 comuta pela construc¸a˜o de j
′
. O quadrado 5
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comuta pois
(T (f)h
′′ − vg′′j ′)γ = vϕh′′γ − vg′′j ′γ = v(ϕpi(M)− g′′βu(W )α) = v(piu(W )α− piu(W )α) = 0
(T (f)h
′′ − vg′′j ′)h′ = T (f)h′′h′ − vg′′g′ = 0− 0 = 0.
e F e´ um pushout. O u´ltimo quadrado comuta em A. De fato,
(ψg
′′ − j ′′)β = ψg′′β − j ′′β = ψpi − pi(W ) = 0
(ψg
′′ − j ′′)g′ = ψg′′g′ − j ′′g′ = 0− j ′′j ′h′ = 0− 0 = 0.
mostra que ψg
′′
= j
′′
uma vez que E e´ pushout. Consequentemente, em A,
T (f
′
)vg
′′ − j ′′ = ψµvg′′ − j ′′ = ψg′′ − j ′′ = 0
Portanto vale o axioma do octaedro.
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Cap´ıtulo 5
Uma Construc¸a˜o Alternativa para
o Funtor de Happel
Nesse cap´ıtulo iremos abordar o resultado principal desta dissertac¸a˜o. Provare-
mos que dada uma k-a´lgebra de dimensa˜o finita A e de dimensa˜o global finita, a
categoria derivada limitada Db(modA) e´ equivalente a categoria esta´vel da categoria
de Frobenius mod Aˆ, onde Aˆ e´ a´lgebra repetitiva de A.
5.1 Resultados preliminares
O resultado original do artigo [8] foi feito pensando em uma a´lgebra auto-injetora
de dimensa˜o finita, mas os argumentos servem para uma a´lgebra de Frobenius.
Teorema 5.1.1 ([8]). Se Λ e´ uma a´lgebra de Frobenius, enta˜o existe uma equivaleˆncia
F : modΛ→ D
b(modΛ)
Kb(PΛ)
de categorias trianguladas.
Demonstrac¸a˜o. Considere o funtor aditivo
F ′ : modΛ→ D
b(modΛ)
Kb(PΛ)
que leva um mo´dulo M em seu complexo talo no grau 0 na categoria derivada e depois
o projeta mo´dulo Kb(PΛ). Seja P um mo´dulo projetivo, enta˜o F
′(P ) ∈ Obj Kb(PΛ).
Como estamos quocientando por Kb(PΛ) temos que F
′(P ) = 0. Considere agora
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u : M →M ′ que se fatora por um projetivo P , isto e´,
M
v
  A
AA
AA
AA
A
u //M ′
P
w
>>||||||||
onde u = w ◦ v, aplicando F ′ teremos
M•
0 !!C
CC
CC
CC
C
u• //M ′•
0•
w•
==zzzzzzzz
,
ou seja, u e´ levado no zero, enta˜o podemos passar o quociente no domı´nio de F ′ que
nos da´ o funtor
F : modΛ→ D
b(modΛ)
Kb(PΛ)
.
Agora vamos mostrar que F e´ de fato uma equivaleˆncia de categorias. Primeiro
mostraremos que F e´ um funtor exato, isto e´, leva triaˆngulo distinto em triaˆngulo
distinto. Considere um triaˆngulo distinto
X // Y // Z // TX
em modΛ vindo de um diagrama pushout de mo´dulos
0 // X

// I

// TX // 0
0 // Y // Z // TX // 0
onde X → I e´ a inclusa˜o de X em seu envelope injetivo. Do primeiro quadrado, que
e´ comutativo, temos a seguinte sequeˆncia exata
0 // X // I ⊕ Y // Z // 0
Aplicando F , temos a sequeˆncia
0 // FX
f• // FY
g• // FZ // 0
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que e´ exata. Uma vez que temos uma sequeˆncia exata na categoria
Db(modΛ)
Kb(PΛ)
abeliana e triangulada, temos que o triaˆngulo distinto baseado em f • e´ da forma
T (Ker f •)⊕ Coker f •
[1]
h•
vvmmm
mmm
mmm
mmm
mm
FX
f•
// FY
hhQQQQQQQQQQQQQQ
que e´ igual a
FZ
[1]
h•
{{xx
xx
xx
xx
FX
f•
// FY
g•
bbFFFFFFFF
Visto que sequeˆncias exatas numa categoria triangulada cindem, obtemos
FY = FX ⊕ FZ.
Em seguida, observe que F e´ pleno, uma vez que F ′ e´ pleno. Basta tomarmos o
morfismo no grau zero. Ale´m disso, se X 6= 0 enta˜o FX 6= 0.
Com essas propriedades podemos mostrar que F e´ fiel. Suponha α : X → Y e´ um
mapa em modΛ tal que Fα = 0 e suponha que α baseia um triaˆngulo distinto
X
α // Y
η // Z // TX .
Da´ı, temos que
FX
0 // FY
g // FZ // FTX .
Assim, g e´ monomorfismo que cinde, e portanto 1FY : FY → FY se fatora atrave´s
de FY → FZ. Uma vez que F e´ pleno, existe um mapa β : Y → Y , fatorando-se
atrave´s de η : Y → Z, tal que Fβ e´ um isomorfismo. Observe a seguinte ilustrac¸a˜o
Cβ
[1]~~ ~
~~
~~
~
Y
β
// Y
``@@@@@@@@
F7−→ 0
[1]}}||
||
||
||
FY
Fβ
// FY
aaBBBBBBBB
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temos que o cone de β e´ levado a zero por F . Pela contrapositiva do fato que se
X 6= 0 enta˜o FX 6= 0, temos que o cone de β tem que ser zero e da´ı β e´ um
isomorfismo, o que implica que η e´ um monomorfismo que cinde e, portanto α e´ nulo.
Logo Fα = 0⇒ α = 0, ou seja, F e´ fiel.
Resta mostrar que F e´ denso. Para isto, considere X• ∈ Obj
(
Db(modΛ)
Kb(PΛ)
)
, o
qual podemos considerar X• ∈ Obj (Db(modΛ)), visto que os objetos sa˜o os mesmos.
Portanto temos X• ' P ∗, onde
P ∗ = · · · // P r // P r+1 // · · · // P s // 0
e´ o gerador de Db(modΛ), com r < 0 e ∀n < r, Hn(P ∗) = 0. Vamos considerar o
mapa natural de P ∗ para seu truncamento. Da´ı
P ∗ :
η

· · · // P r−1 // P r // P r+1

// · · · // P s

// 0

P ∗ : · · · // P r−1 // P r // 0 // · · · // 0 // 0
O cone de η e´ um complexo limitado de projetivos e, portanto e´ zero em
Db(modΛ)
Kb(PΛ)
.
Logo, η e´ isomorfismo em
Db(modΛ)
Kb(PΛ)
o que implica X• ' P ∗ ' P ∗. Por outro lado,
dado M ∈ modΛ temos que F ′M : · · · // 0 // 0 //M // 0 // 0 // · · · .
Tomemos a resoluc¸a˜o projetiva do mo´dulo dado e considere o morfismo:
MR : · · ·
ξ

// Q2
0

// Q1
0

// Q0
0

//M
1M

// 0

// 0

// 0 · · ·
F ′M : · · · // 0 // 0 // 0 //M // 0 // 0 // 0 · · ·
Observe queHn(ξ) e´ isomorfismo para todo n inteiro. Assim, ξ e´ quasi-isomorfismo,
o que implica que ξ e´ isomorfismo em Db(modΛ) e portanto no quociente
Db(modΛ)
Kb(PΛ)
.
A partir de P ∗ podemos fazer a seguinte construc¸a˜o
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// P r−1
""F
FF
FF
FF
FF
FF
dr−1 // P r
!! !!D
DD
DD
DD
D
dr // Qr+1 · · · // Q0 //M = Coker d1 // 0
Im dr−1
. 
=={{{{{{{{{{{ P r
Im dr−1
, 
::uuuuuuuuu
· · ·
resultando na sequeˆncia exata
Q∗ : · · ·P r−1 // P r // Qr+1 // · · · // Q0 //M // 0
que e´ resoluc¸a˜o projetiva de um mo´dulo M ∈ modΛ.
Uma vez que em Db(modΛ) resoluc¸o˜es projetivas de um mo´dulo nos da˜o um u´nico
complexo, tomemos Q∗ como sendo este complexo e consideremos o seguinte morfismo
P ∗ :
α

· · · // P r−1
1

// P r
1

// Qr+1
0

// · · · // Q0
0

// 0 · · ·
Q∗ : · · · // P r−1 // P r // 0 // · · · // 0 // 0 · · ·
Temos que α e´ quasi-isomorfismo em Kb(modΛ). Desse modo, α e´ isomorfismo em
Db(modΛ). Logo, e´ isomorfismo em
Db(modΛ)
Kb(PΛ)
. Portanto,
F ′M 'MR ←→ Q∗ ' P ∗ ' P ∗ ' X•
A partir daqui usamos como principal refereˆncia o artigo [2]
Seja Λ uma a´lgebra de Frobenius e X• um complexo de Λ -mo´dulos. Para cada
n ∈ Z vamos definir um complexo LnX• e um morfismo λn,X• : X• → LnX• de
complexos como segue
X•
λn,X•

· · · // Xn−1
dn−1X // Xn


dnX // Xn+1
′

dn+1X // Xn+2 // · · ·
LnX
• · · · // Xn−1 // I α // C β // Xn+2 // · · ·
(5.1)
onde o morfismo  : Xn → I e´ um envelope injetivo fixado arbitrariamente escolhido e
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C e´ obtido como pushout de dnX ao longo de . O morfismo de X
n−1 a I e´ trivialmente
a composic¸a˜o  ◦ dn−1X . Ja´ o morfismo β e´ dado pela universalidade do pushout C,
como pode ser visto no seguinte diagrama comutativo
Xn


dn // Xn+1

′

dn+1

I
α //
h=0
33
C
∃!β
((Q
QQ
QQ
QQ
Xn+2
Se caso Xn for injetivo, escolhemos  como sendo a identidade. Observe que a cons-
truc¸a˜o na˜o e´ u´nica, pois vai depender da escolha do envelope injetivo  : Xn → I.
Dualmente definimos um complexo RnX
• e um morfismo ρn,X• : RnX• → X• de
complexo como
RnX
•
ρn,X•

· · · // Xn−2 β // C
ϕ′

α // P
ϕ

dn◦ϕ// Xn+1
dn+1 // Xn+2 // · · ·
X• · · · // Xn−2 d
n−2
// Xn−1
dn−1 // Xn
dn // Xn+1
dn+1 // Xn+2 // · · ·
onde o C no grau n− 1 do primeiro complexo e´ obtido atrave´s do pull-back de dn−1X
ao longo de ϕ.
Se X• e´ um complexo limitado, tal que X i = 0 para todo i < s e todo i > r, onde
supomos s ≤ 0 ≤ r, enta˜o podemos aplicar esse processo va´rias vezes, para obter um
complexo
X˜• = R1R2 · · ·Rr−1Rr(L−1L−2 · · ·Ls+1LsX•)
que tem mo´dulos injetivos em graus negativos e mo´dulos projetivos em graus positivos.
Observe que X˜ na˜o depende dos nu´meros r e s desde que X i = 0 ∀ i < s e ∀ i > r.
Fac¸a F˜X = X˜0, o Λ-mo´dulo no grau zero, considerado como um objeto em modΛ.
Se f : X• → Y • e´ um morfismo de complexos limitados, existe um morfismo
Lnf : LnX
• → LnY • tal que Lnf ◦ λn,X• = λn,Y • ◦ f como podemos ver no diagrama
abaixo:
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(LnX
•)n







// (LnX
•)n+1
(Lnf)n+1

Xn
λn,X•
::uuuuuuuuu
fn

// Xn+1

88rrrrrrrrrr
(LnY
•)n //_________ (LnY •)n+1
Y n
::u
u
u
u
u
// Y n+1
λn,Y •
88rrrrrrrrrr
Consequentemente, temos o morfismo f˜ : X˜• → Y˜ •, onde f˜ = (R1 · · ·Rr)(L1 · · ·Ls)(f).
Esses morfismos Lnf e f˜ na˜o sa˜o u´nicos, e assim a construc¸a˜o a princ´ıpio na˜o e´ fun-
torial.
Recordemos que os objetos de Db(modΛ) sa˜o os mesmos que os de Kb(modΛ),
mas os morfismos de X• a Y • sa˜o classes de equivaleˆncia de telhados a` esquerda
Z•f
∼
f
′
~~||
||
||
|| f
′′
  A
AA
AA
AA
A
X• Y •
onde f
′
e´ um quasi-isomorfismo, ou seja, f
′
induz isomorfismos em todos os grupos
de cohomologia, ou equivalentemente pelo Lema (3.2.2) existe um triaˆngulo
Z•f // X• // Z
′• // TZ•f
em Kb(modΛ) com Z
′•
ac´ıclico.
Vamos tambe´m denotar o telhado acima simplesmente pelo par (f
′
, f
′′
). Assim,
recordemos tambe´m que dois pares quaisquer, (f
′
, f
′′
) e (g
′
, g
′′
), sa˜o equivalentes se
existem quasi-isomorfismos h : H• → Z•f e h′ : H• → Z•g tais que f ′ ◦ h = g′ ◦ h′ e
f
′′ ◦ h = g′′ ◦ h′ como podemos ver no diagrama abaixo
Z•f
∼
f
′
}}||
||
||
|| f
′′
!!B
BB
BB
BB
B
X• H•
h
OO
h
′

Y •
Z•g
g
′
∼
aaCCCCCCCC g′′
==||||||||
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Veremos que a construc¸a˜o leva a morfismos em Kb(modΛ) de forma direta e envia
quasi-isomorfismos em isomorfismos em modΛ. Portanto, se f = (f
′
, f
′′
) : X• → Y •
e´ um morfismo em Db(modΛ), podemos fazer f˜ = f˜ ′′ ◦ (f˜ ′)−1, onde a construc¸a˜o
independe das escolhas dos representantes.
Agora, seja A uma K-a´lgebra de dimensa˜o finita e seja Λ = Aˆ a a´lgebra repetitiva
de A. Enta˜o para qualquer complexo X• em Db(modA) considere como um objeto
em Db(modAˆ), podemos aplicar a construc¸a˜o e obter um Aˆ-mo´dulo (X˜•)0 tomando
o grau zero do complexo X˜•.
Lema 5.1.2. (a) Os morfismos λn,X• e ρn,X• sa˜o quasi-isomorfismos (em qualquer
caso, independemente da escolha na definic¸a˜o).
(b) Para um morfismo f : X• → Y • de complexos, diferentes escolhas na definic¸a˜o
de Lnf (respectivamente Rnf) leva a morfismos homoto´picos.
(c) Suponha que f : X• → Y • e´ um morfismo de complexos que e´ homoto´pico a zero.
Se Y n−1 e´ um Λ-mo´dulo injetivo enta˜o Lnf e´ homoto´pico a zero; similarmente,
se Xn+1 e´ um Λ-mo´dulo projetivo enta˜o Rnf e´ homoto´pico a zero.
Demonstrac¸a˜o. (a) Iremos mostrar que λn,X• e´ um quasi-isomorfismo e para o mor-
fismo ρn,X• o resultado segue de forma ana´loga. Consideremos o seguinte dia-
grama
X•
λn,X•

· · · // Xn−1
dn−1X // Xn


dnX // Xn+1
′

dn+1X // Xn+2 // · · ·
LnX
• · · · // Xn−1 // I α // C β // Xn+2 // · · ·
Devemos mostrar que os morfismos Hp(λn,X•) sa˜o isomorfismos ∀ p ∈ Z. Para
os graus p 6= n e p 6= n+ 1 basta considerarmos a identidade como regra. Para
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mostrar que Hn() e Hn+1() considere o diagrama:
0

0

· · · // Xn−1
dn−1X // Xn


dnX // Xn+1
′

dn+1X // Xn+2 // · · ·
· · · // Xn−1
◦dn−1X
// I

α // C
P

′

β // Xn+2 // · · ·
Coker 

Coker 
′

0 0
que pode ser visto como uma sequeˆncia exata de complexos:
0

0

0

0

0

X•

· · · // Xn−1
dn−1X // Xn


dnX // Xn+1
′

dn+1X // Xn+2 // · · ·
Y •

· · · // Xn−1

◦dn−1X
// I

α // C
P

′

β // Xn+2 //

· · ·
Coker f •

· · · // 0 //

Coker 

Coker 
′

// 0

// · · ·
0 0 0 0 0
Dada a sequeˆncia 0 // X•
f• // Y •
g• // Coker f • // 0 existe sequeˆncia ex-
ata longa de cohomologia:
Hn−1(Coker f •) // Hn(X•) // Hn(Y •) // Hn(Coker f •) // Hn+1(X•) //
Hn+1(Y •) // Hn+1(Coker f •) // · · ·
Como Hn(Coker f •) = 0 para todo n ∈ Z segue que Hn() e Hn+1(′) sa˜o
isomorfismos.
102
(b) Deixamos a cargo do leitor, ver [2].
(c) Considere o diagrama
· · · // Xn−2
fn−2

dn−2X // Xn−1
hn−1
||y
y
y
y
y
y
y
y
y
fn−1

dn−1X // Xn
hn
}}z
z
z
z
z
z
z
z
z
dnX //
fn

Xn+1
hn+1
}}z
z
z
z
z
z
z
z
z
fn+1

dn+1X // Xn+2
hn+2
||y
y
y
y
y
y
y
y
y
fn+2

// · · ·
· · · // Y n−2
dn−2Y
// Y n−1
dn−1Y
// Y n
dnY
// Y n+1
dn+1Y
// Y n+2 // · · ·
Gostar´ıamos de encontrar morfismos Lnh
n+1 e Lnh
n tais que Lnf
n = Lnh
n+1 ◦
αX + Y ◦ dn−1Y ◦ Lnhn. Do diagrama abaixo
0 // Xn
X //
hn

IX
Lnhn||y
y
y
y
Y n−1
obtemos o morfismo Lnh
n : IX → Y n−1, considerando que Y n−1 e´ injetivo.
Vamos agora obter Lnf
n+1 como no diagrama
· · · // Xn−2
Lnfn−2

dn−2X // Xn−1
Lnhn−1
||y
y
y
y
y
y
y
y
y
Lnfn−1

X◦dn−1X // IX
Lnhn
}}{
{
{
{
{
{
{
{
{
αX //
Lnfn
′
X

CX
Lnhn+1
~~}
}
}
}
}
}
}
}
Lnfn+1

// · · ·
· · · // Y n−2
dn−2Y
// Y n−1
Y ◦dn−1Y
// IY αY
// CY // · · ·
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Considere o diagrama pushout
Xn
X

dn // Xn+1

′
X

Y ◦hn+1

IX
α //
Lnfn−Y ◦dn−1Y ◦Lnhn
33
CX
∃!Lnhn+1
((P
PP
PP
PP
Xn+2
Assim, existe u´nico Lnh
n+1 : CX → IY tal que Lnhn+1 ◦αX = Lnfn− Y ◦dn−1Y ◦
Lnh
n, ou seja,
Lnf
n = Lnh
n+1 ◦ αX + Y ◦ dn−1Y ◦ Lnhn
Para finalizar a demonstrac¸a˜o basta fazer Lnh
k = hk ∀ k 6= n, n+ 1. Portanto,
Lnf
• e´ homoto´pico a zero.
Para um complexo X• com Xj = 0 para todo j ≤ r e um inteiro i > r, defina
um complexo L<iX
• = Li−1Li−2 · · ·LrX• (note a independeˆncia sobre a escolha de
r) e estenda sobre morfismos de maneira o´bvia. Denote por λ<i,X• a composic¸a˜o dos
seguintes morfismos, que sa˜o quasi-isomorfismos pela primeiro item do Lema (5.1.2),
X•
λr,X•// LrX
• λr+1,LrX• // Lr+1LrX• // · · · // L<i−1X•
λi−1,Lr−1X• // L<iX
•
Pelo segundo item do Lema (5.1.2), a composic¸a˜o de L<i com a projec¸a˜o canoˆnica
q : Cb(modΛ) −→ Kb(modΛ) e´ funtorial, ja´ pelo terceiro item fatora-se atrave´s de q.
Portanto, construimos funtores
L<i : K
b(modΛ) −→ Kb(modΛ)
e quasi-isomorfismos λ<i,X• : X
• −→ L<iX•, que forma um morfismo de funtores
λ<i : id −→ L<i. Similarmente obtemos um funtor
R>i : K
b(modΛ) −→ Kb(modΛ)
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e um morfismo de funtores ρ>i : R>i −→ id.
Se f : X• −→ Y • e´ um quasi-isomorfismo, enta˜o L<if e R>if sa˜o tambe´m quasi-
isomorfismos. Consequentemente L<i e R>i induz funtores
L˜<i, R˜>i : D
b(modΛ) −→ Db(modΛ),
que sa˜o equivaleˆncias.
Claramente, temos os seguintes isomorfismos de funtores
λ˜<i : id −→ L˜<i, ρ˜>i : R˜>i −→ id.
O seguinte resultado mostra que os funtores L˜<i e R˜>i comutam (a menos de
isomorfismo de funtores).
Lema 5.1.3. (a) L<iR>iλ<i : L<iR>i −→ L<iR>iL<i = R>iL<i e´ um morfismo de
funtores Kb(modΛ) −→ Kb(modΛ), que avalia os quasi-isomorfismos para cada
objeto.
(b) L˜<iR˜>iλ˜>i : L˜<iR˜>i −→ L˜<iR˜>iL˜<i = R˜>iL˜<i e´ um isomorfismo de funtores
Db(modΛ) −→ Db(modΛ).
A equivaleˆncia
G = R˜>0L˜<0 : D
b(modΛ) −→ Db(modΛ)
atribui a cada complexo X• um complexo GX•, com mo´dulos injetivos em graus
negativos e mo´dulos projetivos em graus positivos. De modo que G ∼ idDb(modΛ).
A seguinte proposic¸a˜o mostra que para uma a´lgebra de Frobenius Λ, a construc¸a˜o
R>0L<0, que na˜o e´ funtorial, e´ estendida a uma funtorial compondo com funtores
adequados, como mostrado na figura em (5.2).
Proposic¸a˜o 5.1.4. Se Λ e´ de Frobenius e p : modΛ −→ modΛ, a projec¸a˜o canoˆnica,
enta˜o X 7→ p(R>0L<0X)0 =: F1X define um funtor F1 : Cb(modΛ) −→ modΛ, que
fatora-se sobre a projec¸a˜o canoˆnica q : Cb(modΛ) −→ Kb(modΛ). Assim, temos um
funtor F2 : K
b(modΛ) −→ modΛ com F2q = F1.
Demonstrac¸a˜o. Uma verificac¸a˜o direta produz, que para um morfismo f : X• −→ Y •
em Cb(modΛ), p(Lnf)
n+1 esta´ bem definida, independentemente da poss´ıvel escolha
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para Lnf . Consequentemente, p(R>0L<0f)
0 esta´ bem definida como morfismo em
modΛ, e portanto F1 : X
• 7→ p(R>0L<0X•)0 e´ funtorial.
No seguinte diagrama comutativo, indicamos com a flecha pontilhada a construc¸a˜o
que na˜o e´ funtorial e por flechas completas as que sa˜o.
Cb(modΛ)
F1
**TTT
TTTT
TTTT
TTTT
TTTT
TTTT
TTTT
TTTT
TTTT
T
q

R>0L<0 //______ Cb(modΛ)
X• 7→X0 //modΛ
p

Kb(modΛ)
F2
//modΛ
(5.2)
Agora, se f e´ homoto´pico a zero, enta˜o R>0L<0f e´ tambe´m homoto´pico a zero, pelo
Lema (5.1.2) e portanto temos para alguma homotopia h que (R>0L<0f)
0 = d−1
Y˜
h0 +
h1d0
X˜
, um morfismo que fatora-se sobre um projetivo. Assim, p(R>0L<0f)
0 = 0, e
portanto a construc¸a˜o F2 : X
• 7→ (R>0L<0X•)0 esta´ bem definida na categoria de
homotopia.
Para a prova do seguinte resultado, denotamos por Z≤0 a truncac¸a˜o a direita
de um complexo Z•, isto e´, o complexo com (Z≤0)i = 0 para i > 0 e (Z≤0)i =
Zi para i ≤ 0. Tambe´m denotamos por Z=0 o complexo talo concentrado no grau
zero, isto e´ (Z=0)i = 0 para i 6= 0 e (Z=0)0 = (Z•)0. Observe que existem morfismos
canoˆnicos Z• −→ Z≤0 e Z=0 −→ Z≤0. Caro leitor, na˜o confunda a truncac¸a˜o acima
com o processo de truncamento visto na sec¸a˜o (3.2).
O seguinte lema sera´ usado para ver que F2 fatora-se atrave´s da projec¸a˜o pi
′ :
Kb(modΛ) −→ Db(modΛ).
Lema 5.1.5. Existe um isomorfismo ξ : FF2 −→ piGpi′ de funtores
Kb(modΛ) −→ D
b(modΛ)
Kb(PΛ)
,
onde pi′ : Kb(modΛ) −→ Db(modΛ) e´ a projec¸a˜o canoˆnica.
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Demonstrac¸a˜o. Inicialmente vamos analisar o diagrama abaixo
Cb(modΛ)
F1
**UUU
UUUU
UUUU
UUUU
UUUU
UUUU
UUUU
UUUU
UUUU
UUU
q

R>0L<0 //______ Cb(modΛ)
X• 7→X0 //modΛ
p

Kb(modΛ)
F◦F2
((RR
RRR
RRR
RRR
RRR
RRR
RRR
RRR
RRR
RRR
RRR
RRR
RRR
pi
′

F2
//modΛ
F

Db(modΛ)
G

Db(modΛ) pi
// D
b(modΛ)
Kb(PΛ)
(5.3)
Queremos mostrar que existe um isomorfismo de funtores ξ : FF2 −→ piGpi′, para
isso considere um morfismo f : X −→ Y em Kb(modΛ) e note que Gpi′X• e Gpi′Y •
sa˜o objetos com mo´dulos projetivos em todos os graus, exceto no grau 0. Mas, para
tal objeto Z•, os morfismos canoˆnicos Z• −→ Z≤0 e Z=0 −→ Z≤0 em Db(modΛ)
mapeiam cones em Kb(PΛ). Portanto, eles se tornam isomorfismos sob a projec¸a˜o
pi : Db(modΛ) −→ D
b(modΛ)
Kb(PΛ)
. Esquematicamente, temos
Kb(modΛ) Db(modΛ)
Db(modΛ)
Kb(PΛ)
X•
f

Gpi
′
X
Gpi
′
f

piGpi
′
X•
piGpi
′
f

ξX // pi(Gpi
′
X•)0
pi(Gpi
′
f)0

7−→
Y • Gpi
′
Y • piGpi
′
Y • ξY
// pi(Gpi
′
Y •)0
Isso mostra, que temos um isomorfismo ξX : piGpi
′X• −→ pi(Gpi′X•)=0 e pi(Gpi′f)=0ξX =
ξY pi(Gpi
′f)=0. O resultado segue agora do fato que o funtor F e´ induzido pela in-
clusa˜o canoˆnica modΛ −→ Db(modΛ), que envia um mo´dulo para o complexo talo
concentrado no grau 0, isto e´ pi(Gpi′X)=0 = FF2X e pi(Gpi′f)=0 = FF2f .
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Proposic¸a˜o 5.1.6. Para cada quasi-isomorfismo f em Kb(modΛ), o morfismo F2f
e´ um isomorfismo em modΛ.
Demonstrac¸a˜o. Se f : X• −→ Y • e´ um quasi-isomorfismo em Kb(modΛ), enta˜o
pi′f e Gpi′f sa˜o isomorfismo em Db(modΛ). Assim, pelo Lema (5.1.5), FF2f e´ um
isomorfismo e assim tambe´m e´ F2f , uma vez que F e´ uma equivaleˆncia.
Segue-se da proposic¸a˜o anterior, que F2 fatora-se sobre a projec¸a˜o canoˆnica pi
′ :
Kb(modΛ) −→ Db(modΛ) e assim a fatorizac¸a˜o
F˜ : Db(modΛ) −→ modΛ
e´ definida como segue: para um objeto X•, temos F˜X• = F2X• e para um morfismo
f : X• −→ Y • representado por um par (f ′, f ′′) de um quasi-isomorfismo f ′ : Z•f −→
X• e um morfismo f
′′
: Z•f −→ Y •, temos F˜ f = F2f ′′◦(F2f ′)−1 : F2X −→ F2Y (note
que F2f
′ : F2Z• −→ F2X• e´ um isomorfismo, de acordo com a proposic¸a˜o anterior e
que a definic¸a˜o e´ independente da escolha dos representantes).
Lema 5.1.7. O isomorfismo ξ, definida no lema anterior produz um isomorfismo
ξ : FF˜ −→ piG de funtores Db(modΛ) −→ D
b(modΛ)
Kb(PΛ)
.
Demonstrac¸a˜o. Usando o fato que um morfismo em Db(modΛ) e´ representado por
um telhado em Kb(modΛ), o resultado segue facilmente do lema anterior.
5.2 Demonstrac¸a˜o do teorema principal
Teorema 5.2.1 ([2]). (i) Se Λ e´ uma algebra de Frobenius enta˜o existe um funtor
triangulado F˜ : Db(modΛ)→ modΛ tal que FF˜ e´ isomorfo a projec¸a˜o canoˆnica
pi : Db(modΛ)→ D
b(modΛ)
Kb(PΛ)
.
(ii) Se A e´ uma a´lgebra de dimensa˜o finita e Λ = Aˆ, enta˜o a composic¸a˜o de F˜ com
a inclusa˜o canoˆnica Db(modA)→ Db(modAˆ) e´ um funtor triangulado, pleno e
fiel, e tambe´m denso no caso em que A e´ de dimensa˜o global finita.
Demonstrac¸a˜o. Uma vez que G ∼ idDb(modΛ) e do Lema (5.1.7), temos que
F ◦ F˜ = pi ◦G = pi.
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Como pi e´ exato e F e´ funtor exato que tambe´m e´ equivaleˆncia, temos F˜ = F−1 ◦ pi e´
funtor exato.
Isso prova a parte (i) do Teorema Principal. Para a parte (ii), queremos provar
que F˜ ◦ J e´ equivaleˆncia triangulada, para isto vamos assumir A uma K-a´lgebra de
dimensa˜o finita sobre um corpo K. Claramente e´ suficiente provar que a composic¸a˜o
Φ = pi ◦ J : Db(modA) −→ D
b(modAˆ)
Kb(PAˆ)
da inclusa˜o canoˆnica J : Db(modA) −→ Db(modAˆ) com a projec¸a˜o pi tem as pro-
priedades apresentada, pois se ϕ e´ equivaleˆncia triangulada, enta˜o F˜ ◦J e´ equivaleˆncia
triangulada. De fato, isto segue do fato de que F e´ equivaleˆncia triangulada uma vez
que F e´ uma equivaleˆncia e FF˜J ' piJ = Φ.
O homomorfismo Aˆ → A, dado por (ai, ϕi)i 7→ a0 induz um funtor j : modA →
modAˆ, que e´ exato, pleno e fiel. Assim, J : Db(modA) → Db(modAˆ) e´ pleno e
triangulado.
Considere o seguinte diagrama, onde iˆ : modAˆ→ Db(modAˆ) e´ a inclusa˜o canoˆnica.
modA
j

i // Db(modA)
J

Φ
{{
modAˆ
p

iˆ // Db(modAˆ)
pi

modAˆ
F
∼ //
Db(modAˆ)
Kb(PAˆ)
O quadrado superior do diagrama e´ claramente comutativo e o quadrado inferior
comuta pela generalizac¸a˜o Teorema (5.1.1).
Sabemos que J e´ funtor exato e pleno assim como pi. Portanto, ϕ e´ exato e pleno.
Logo, F˜ ◦ J e´ exato e pleno.
Agora mostraremos que Φ e´ fiel. Suponha que Φ•X ' 0 para algum objeto X•
na˜o nulo de Db(modA). Suponhamos ϕX• ' 0, com X• ∈ Db(modΛ). Vamos provar
que X• = 0. Suponhamos X• 6= 0 e chegaremos a um absurdo. Seja n minimal tal
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que Hn(X•) 6= 0. De fato esse n exite, pois se n na˜o existir, enta˜o
· · · // Xn−1
0

// Xn
0

// Xn+1
0

// · · ·
· · · // 0 // 0 // 0 // · · ·
que e´ um isomorfismo na categoria derivada, da´ı ter´ıamos X• = 0 que e´ uma con-
tradic¸a˜o.
Seja m tal que X i = 0, ∀i < m. Observe que m ≤ n. Olhemos para X• em
Db(modAˆ). Seja Y • = Lm ◦ Lm+1 ◦ · · · (X•). Y • e´ quasi-isomorfo a X• e suas
entradas sa˜o injetivos em modAˆ, com possivelmente infinitos injetivos na˜o nulos.
Como Y • e´ quasi-isomorfo a X• e X• possui cohomologia limitada temos que Y •
possui cohomologia limitada.
Mostraremos por induc¸a˜o que Ker diY na˜o e´ injetivo em modAˆ ∀ i ≥ n. Para i = n,
visto que Hn(X•) 6= 0, temos
· · · // Xn−1
dn−1X // Xn


dnX // Xn+1
′

dn+1X // Xn+2 // · · ·
· · · // Xn−1 // I α // C β // Xn+2 // · · ·
Se x ∈ Ker dnX enta˜o α◦ε(x) = 0 =⇒ ε(x) ∈ Kerα. Da´ı, ε : Ker dnX −→ Kerα esta´
bem definida e e´ injetora. Para a sobrejetividade, se y ∈ Kerα enta˜o pi′ ◦ α(y) = 0.
De
0 // Xn
dnX

ε // I
α

pi // Coker ε // 0
0 // Xn+1
ε′
// C
pi′
// Coker ε
′ // 0
temos que pi(y) = 0 ⇒ y ∈ Ker pi = Im ε ⇒ ∃x ∈ Xn tal que ε(x) = y. Temos
x ∈ Ker dnX , pois ε′ ◦ Ker dnX(x) = α ◦ ε(x) = α(y) = 0. Como ε′ e´ monomorfismo,
temos dnX(x) = 0, da´ı x ∈ Ker dnX . Logo, Kerα ' Ker dnX e Ker dnX /∈ IAˆ, pois Ker dnX
e´ na˜o nulo em modA
Passo de induc¸a˜o: Aqui basta provar que Ker β na˜o e´ injetivo. Por contradic¸a˜o,
suponhamos Ker β ∈ IAˆ = PAˆ. Da´ı temos a sequeˆncia exata que cinde
0 // Ker β
i //
oo_ _ _ C
β // Im β // 0
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Considere [α, ε′] : I ⊕Xn+1 −→ C. Assim,
0 // Xn
 ε
dnX

// I ⊕Xn+1
[
α ε
′
]
// C

p // 0
Ker β
OO


Desse modo, p ◦
[
α ε
′
]
e´ epimorfismo que termina em projetivo e, portanto,
cinde. Logo, Ker β e´ somando de I ⊕Xn+1.
Como nenhum somando indecompon´ıvel de Xn+1 esta´ em IAˆ temos Ker β e´ so-
mando de I, I = I ′ ⊕Ker β e
I
α // C
P // Ker β
I
′ ⊕Ker βP◦α // Ker β // 0
ou seja, p ◦ α e´ epimorfismo que cinde.
Sabemos que Imα ⊆ Ker β, implicando em Kerα = I ′, que e´ uma contradic¸a˜o.
Portanto, Ker β na˜o e´ injetivo.
De fato, seja x ∈ Kerα e
I
′ ⊕Ker β α // Im β ⊕Ker β
onde α =
[
α1 0
0 α2
]
Imα ⊂ Ker β ⇒ α1(x) = 0 para todo x ∈ I ′ o que implica
α =
[
0 0
0 α2
]
da´ı I
′ ⊂ Kerα
I
′ ⊕Kerβ
 α1 0
0 α2

// Im β ⊕Ker β P // Ker β
i
ff
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como α2 e´ monomorfismo, temos I
′
= Kerα, contradic¸a˜o.
Podemos concluir que Y • e´ quasi-isomorfo a X•, suas entradas esta˜o em IAˆ, Y
•
possui cohomologia limitada e KerdiY /∈ IAˆ ∀i ≥ n. Como em K+,b(PAˆ) temos
complexos com entradas projetivas e com cohomologia limitada inferiormente, segue
que Y esta´ em K+,b(PAˆ). Mostraremos que Y
• na˜o pode ser isomorfo a Z• em
K+,b(PAˆ). Suponhamos que
Y •
f
((
Z•
g
hh
tais que g ◦ f ' 1Y • . Seja r maximal tal que Zr 6= 0
Zr
gr

// 0

Y r // Y r+1
Isso implica que Im gr ⊆ Ker drY .
Y r−1
fr−1

// Y r
fr

// Y r+1
0

Zr−1
fr−1

// Zr
gr

// 0

Y r−1 // Y r
drY // Y r+1
que nos da´
Y r−1
gr−1◦fr−1

// Y r
||y
y
y
y
gr◦fr

// Y r+1
||y
y
y
y
0

Y r−1 // Y r
drY // Y r+1
idY r = (g
r ◦ f r + dr−1Y ◦ hr) + (hr+1 ◦ drY ) = a+ b
Dos diagramas acima, temos
Im a ⊂ Ker drY ⊂ Ker b
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eY r
a
((
Y r
b
hh
tal que a+ b = 1. De
Y r
a // KerdrY
i
oo_ _ _
// 0
temos que a◦i(x) = a(x) = x para todo x em KerdrY o que implica que a◦i = 1KerdrY ,
ou seja, a e´ um epimorfismo que cinde. (a+ b) restrito a KerdrY e´ igual a identidade
em KerdrY o que nos diz que a restrito a Kerd
r
Y e´ tambe´m a identidade em Kerd
r
Y .
Ker drY e´ somando de Y
r ∈ IAˆ, que implica que Ker drY esta´ em IAˆ, o que e´ uma
contradic¸a˜o.
Como Y • na˜o pode ser isomorfo a um objeto de Kb(PAˆ) temos que pi(Y ) 6= 0 em
Db(modAˆ)
Kb(PAˆ)
. Mas, X• e´ quasi-isomorfismo a Y • que nos diz que ϕ(X•) ' pi(Y •), ou
sejaX• e Y • sa˜o isomorfos em
Db(modAˆ)
Kb(PAˆ)
. Mas, ϕ(X•) = 0. Contradic¸a˜o. Mostramos
que ϕX• = 0 implica X• = 0, usando os mesmos argumentos da demonstrac¸a˜o do
teorema (5.1.1), concluimos que ϕ e´ fiel.
Resta mostrar que e´ denso. Suponha agora que A e´ de dimensa˜o global finita,
enta˜o pela Proposic¸a˜o (3.3.4), modA e´ uma subcategoria geradora de modAˆ. Ale´m
disso, vimos na sec¸a˜o (3.3) que modA e´ uma subcategoria geradora de Db(modA),
consequentemente o funtor Φ leva subcategoria geradora em subcategoria geradora.
Logo, pelo lema (3.3.5), Φ e´ denso e, portanto uma equivaleˆncia de categorias.
113
Refereˆncias Bibliogra´ficas
[1] Assem, I., Skowronski, A. and Simson, D. Elements of the Representation Theory
of Associative Algebras, Vol. 1, Cambridge University Press, 2006
[2] Barot, M. and Mendoza, O. An explicit construction for the Happel functor,
Colloquium Mathematicum, Instytut Matematyczny Polskiej Akademii Nauk, p.
141-149, 2006.
[3] Happel, D. Triangulated categories in the representation of finite dimensional
algebras, Cambridge University Press, 1988.
[4] Holdaway, C. and Zatloukal, K. The stable category of a frobenius category is
triangulated,Unpublished, lecture notes, vol. 17, 2012.
[5] Kashiwara, M. and Schapira, P. Categories and sheaves, vol. 332, Springer Sci-
ence & Business Media, 2005.
[6] Leclerc, B. and Plamond, P. Nakajima varieties ad repetitive algebras, 2012
[7] Milicic, D. Lectures on derived categories, Number http://www. math. utah.
edu/ milicic/Eprints/dercat. pdf. acessado em 15/01/2017, 2014.
[8] Rickard, J. Derived categories and estable equivalence, Journal of pure and ap-
plied Algebra, v. 61, n. 3, p. 303-317, 1989.
[9] Schiﬄer, R.Quiver representations, Berlin: Springer, 2014.
[10] Schro¨er, Jan. On the quiver with relations of a repetitive algebra, Archiv der
Mathematik, v. 72, n. 6, p. 426-432, 1999.
[11] Stacks Project Authors, Stacks Project, http://stacks.math.columbia.edu, site
acessado em 11/10/2107, 2018.
114
