SOMIM is an open-source code that implements a Search for Optimal Measurements by using an Iterative Method. For a given set of statistical operators, SOMIM finds the POVM that maximizes the accessed information, and thus determines the accessible information and one or all of the POVMs that retrieve it. The maximization procedure is a steepest-ascent method that follows the gradient in the POVM space, and uses conjugate gradients for speed-up.
Given a set of statistical operators ρ j , SOMIM calculates the accessible information (AI) associated with these statistical operators, and finds the POVM that retrieves the AI, or rather: it finds one of the optimal POVMs, as the optimum need not be unique. Repeated runs of SOMIM for the same input data but different random seeds may yield alternative optimal POVMs.
The calculation is performed using the steepest-ascent iteration introduced in Ref. [1] ; see also Section 11.5 in Ref. [2] . The implementation in SOMIM makes use of conjugate gradients and the Golden-Section search method.
Download and compile (optional)
The complete set of files, including this manual, are available at the SOMIM site: http://theory.quantumlah.org/project/SOMIM/. 
How to use the program?
The GUI of SOMIM is shown in Fig. 1 . In the first box labeled as "Parameter Settings", J is the number of statistical operators to be input. The current maximum possible value is J = 30. You can change the maximum value by modifying the source code. Parameter K is the initial number of elements of POVM, with the largest possible value being K = 30. The third field is the dimension N of the statistical operators which has N = 30 as the highest possible value; that is: the J different statistical operators are represented by N × N matrices. The fourth field is the chance of using the steepest-ascent gradient method to perform maximization in an iteration; this parameter controls the relative frequency of using the direct or the conjugate gradient. The fifth field gives the tolerance in the accessible information, the stopping criteria for the computation; The calculation stops when the difference in accessible information between the current iteration and the previous iteration is less than half of the sum multiplied by the tolerance plus 10 −25 , i.e. when 2.0 × (current − previous) ≤ tolerance × (current + previous) + 1.0 × 10 −25 . The sixth field is the file name of the output file. The output file will be located in the same directory as the program. The next two boxes display the statistical operators {ρ j } j=1,...,J and the calculated elements of the optimal POVM {Π k } k=1,...,K . The spin buttons are used to switch between the various ρ j s and Π k s, respectively, while the small box beside the spin button is used to choose to display the real or imaginary part of the chosen ρ j or Π k .
The maximum accessible information for the given set {ρ j } will be displayed in the last box after the "Calculate MI" button is pressed. All values will be reset to default when the "Reset" button is pressed.
Important note: The matrices for the ρ j s must have the correct dimension; they have to be hermitian with nonnegative eigenvalues; their traces are their statistical weights, which must add to unity:
How to import data?
Data can be imported into SOMIM using a text file that is possibly generated by another program. An example is shown in Fig. 2 . When importing, the numbers after the equal signs will be read into SOMIM. The first line gives the dimension N of the statistical operators. The second line gives the number J of statistical operators while the third line gives the number K of elements of the POVMs that SOMIM should start calculating with. 
the input data should be formatted as {{0.1, 0.3 + 0.5I}, {0.3 − 0.5I, 0.6}}. Complex numbers are entered as RealPart + ImaginaryPart I, as illustrated by −3.1 − 4.5I. Please note that the complex unit i must be entered in upper case (I) and it must be at the end of the entry.
Meaning of output data
A typical output file looks like Fig. 3 . The first six lines give the following information: the number J of statistical operators, the initial number K of elements in POVM, the dimension N of the statistical operators, the probability of maximizing information using steepest gradient method compared to conjugate gradient method, the tolerance in the calculated mutual information, and the seed for the random number generator.
The next block of lines gives the mutual information at the end of each iteration,
In the example shown in Fig. 3 , 27 iterations have been performed with the final accessible information being AI = 0.232 544. The subsequent two blocks of lines give the J statistical operators and the K elements of the optimal POVM that correspond to the accessible information calculated in the final round of iteration. Each statistical operator/POVM element is given in a single line in matrix form, as explained in Section 5.
Among the K POVM elements, if any two elements, let's say Π k 1 and Π k 2 , give equivalent probabilities, i.e. p jk 1 p ·k 2 = p ·k 1 p jk 2 for all j, then these two POVM elements are replaced with one new POVM element, Π k1 + Π k2 , such that the new optimal POVM contains only K − 1 elements. The last block of data in the output file gives the POVM after this elimination process, i.e. the POVM is the optimal POVM with the least number of elements.
Contact information
Please send your comments, suggestions, or bug reports to the following email account: somim@quantumlah.org 
