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[1] Substorms are often identified by bursts of activities in the magnetosphere-ionosphere

system characterized by the auroral electrojet (AE) index. The highly complex nature
of substorm-related bursts suggests that a stochastic approach would be needed. Stochastic
models including fractional Brownian motion, linear fractional stable motion,
Fokker-Planck equation and Itô-type stochastic differential equation have been suggested
to model the AE index. This paper provides a stochastic model for the AE in the form
of fractional stochastic differential equation. The long memory of the AE time series is
represented by a fractional derivative, while its bursty behavior is modeled by a Lévy
noise with inverse Gaussian marginal distribution. The equation has the form of the
classical Stokes-Boussinesq-Basset equation of motion for a spherical particle in a fluid
with retarded viscosity. Parameter estimation and approximation schemes are detailed
for the simulation of the equation. The fractional order of the equation conforms with the
previous finding that the fluctuations of the magnetosphere-ionosphere system as seen
in the AE reflect the fluctuations in the solar wind: they both possess the same extent of
long-range dependence. The introduction of a fractional derivative term into the
equation to capture the extent of long-range dependence together with an inverse Gaussian
noise input describe the right amount of intermittency inherent in the AE data.
Citation: Anh, V. V., J. M. Yong, and Z. G. Yu (2008), Stochastic modeling of the auroral electrojet index, J. Geophys. Res., 113,
A10215, doi:10.1029/2007JA012851.

1. Introduction
[2] Substorms are often identified by bursts of activities
in the magnetosphere-ionosphere system characterized by
the auroral electrojet index. The causes of these activities
may include intensification of auroral electric currents,
dipolarization of the magnetotail, and injection of charged
particles. Some deterministic models have been introduced
to describe the mean behavior of substorms [Baker et al.,
1996; Lui, 1996; Russell, 2000; Lyons et al., 2003]. The
highly complex nature of substorm-related bursts in the
magnetosphere-ionosphere system suggests that a stochastic
approach would be needed. In fact, self-similarity in the
aurora began to be noticed in the early 1990s [Freeman and
Watkins, 2002]. A stochastic process {X (t), t 2 R} is said to
display self-similarity if, for any a > 0, the finite-dimensional distributions of {X (at), t 2 R} are the same as those
of {aHX (t), t 2 R} for some constant H. An example is
fractional Brownian motion, which is self-similar with
Hurst index 0 < H < 1. Takalo et al. [1993] realized that
fractional Brownian motion could be used as a simplified
model for AE. More recently, following Consolini et al.
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[1996], Uritsky and Pudovkin [1998], Chapman et al.
[1998], and Chang [1999], the interest in models of the
magnetosphere in the framework of self-organized criticality (SOC) has spurred a lot of works on general stochastic
properties of geomagnetic indices. In an SOC model, simple
local interactions produce complex global signatures of a
system. These signatures appear in the form of power law
scaling in the probability distributions or in the power
spectra. As discussed by Freeman and Watkins [2002], the
probability distribution of the time for which the AE index
exceeds a given threshold was noted to follow a power law
distribution. In investigations of the spatial structure of the
aurora using ultraviolet images from NASA’s polar spacecraft, Lui et al. [2000] found a power law relationship
between the number of bright spots and their area, and
Uritsky et al. [2002] found power laws for the probability
distribution of bright spot lifetime and maximum dissipated
energy. An explanation of some aspects of these power laws
was suggested by Klimas et al. [2004] (see also Watkins
[2002], and references therein) in an SOC-like reconnection-based model. A review on the multifractality in the AE
and other geomagnetic indices was provided by Watkins et
al. [2005]. There, linear fractional stable motion was
proposed to model these geomagnetic indices.
[3] Pulkkinen et al. [2006] developed an Itô-type stochastic model for the AE index to investigate the role of stochastic
fluctuations in the global dynamics of the magnetosphereionosphere system. They have found that the fluctuations are
of internal magnetospheric origin and play a central role in
the evolution of the AE index. Also, their model suggests that
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the same mechanism generates substorm-related bursts of all
sizes; in other words there is no distinct characteristic scale,
hence no specific well-defined class of substorms. The work
of Pulkkinen et al. [2006] concentrates on the scale range of
1 – 240 min, in which the AE exhibits self-similarity driven
by Brownian motion. Hence they modeled the AE via a
stochastic differential equation (SDE):
dX ðt Þ ¼ Að X Þdt þ Bð X ÞdW ðt Þ;

ð1Þ

where W(t) is standard Brownian motion. The drift
coefficient A(x) was fitted by a cubic polynomial A(x) =
a0 + a1x + a2x2 + a3x3, while the diffusion coefficient B(x)
was fitted by a linear polynomial B (x) = b0 + b1x. A special
case of (1) is the Langevin equation
dX ðt Þ ¼ mX ðt Þdt þ sdW ðt Þ; m >; s > 0:

ð2Þ

The SDE (1) is equivalent to the Fokker-Planck equation

@pð x; t Þ
@
1 @2  2
B ð xÞpð x; t Þ
¼  ð Að xÞpð x; tÞÞ þ
@t
@x
2 @x2

ð3Þ

[Gardiner, 2004], where p (x, t) is the transition probability
density of the stochastic process X (t), which is the AE
index in this case. It should be noted that Hnat et al. [2003,
2005] have used the Fokker-Planck equations of the form
(3) to model the fluctuations in the solar wind plasma
parameters and auroral geomagnetic indices.
[4] As noted by Pulkkinen et al. [2006], the SDE (1) driven
by Brownian motion (or Gaussian white noise when written in
the differential equation form (3) by Pulkkinen et al. [2006]) is
only a first approximation. Although succeeding in producing
some important features of the AE index, it was admitted that
the stochastic dynamics of the AE index requires a more
precise description, such as the fractional Fokker-Planck
formalism which enables the incorporation of non-Gaussianity
and temporal correlations. Pulkkinen et al. [2006] particularly
remarked that ‘‘switch to a fractional Fokker-Planck description of the near-space electric current fluctuations will be one
of the most important extensions’’ of their work.
[5] This paper provides a framework to describe the nonGaussianity and possible long-range correlation of the AE
index. We will follow the SDE formulation rather than the
Fokker-Planck equation formulation; but the SDE will be
modified to take a fractional form in order to describe longrange correlation, and its driving term will be a Lévy noise,
instead of Gaussian noise. The former feature is effected by
a fractional derivative (to be defined below). Apart from
being able to describe additional important features, a
distinct advantage of the resulting model is that it can be
used to generate sample paths of the AE process directly. As
mentioned above, linear fractional stable motion was used
by Watkins et al. [2005] to model the AE and other indices.
This type of models is also capable of describing long-range
correlations and Lévy-type behavior; a discussion on these
models in relation to the fractional SDE model of the
present paper will be given in Remark 2.2.
[6] The works of Tsurutami et al. [1990], Takalo et al.
[1993], and Hnat et al. [2002] indicated that the AE index
exhibits self-similarity with the Hurst index H = 1/2 in the
small scale range up to about 240 min and with H > 1/2
(hence possessing long-range dependence) beyond this
scale range. This paper will consider the behavior of AE
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in the intermediate scale range in which long-range dependence is apparent on hourly data. We will describe this
behavior explicitly using fractional derivative: the dynamics
of the AE index is modeled by the fractional SDE
dX
dL
þ kDa X ðtÞ ¼ h ; a  0;
dt
dt

ð4Þ

where the fractional derivative Da is defined by Podlubny
[1999, equation (2.138)]
Da xðt Þ ¼

Z

1
Gðn  aÞ

t

ðt  t Þna1

0

d n xðt Þ
dt;
dt n

ð5Þ

a 2 [n  1, n), n = 1, 2, . . ., G is the gamma function, dL
dt is
Lévy noise defined in the distribution sense [see, e.g.,
Mueller, 1998], and k, h are constants. Specifically for the
AE index, the Lévy noise of equation (4) will have an
inverse Gaussian marginal distribution. Note that, for a = 0
dW
and dL
dt ¼ dt , equation (4) is the Langevin equation (2).
[7] The long-range dependence is described by the derivative DaX(t). In the form (4), the spectral density of its
stationary version can be obtained explicitly as given by
equation (10) in the next section. The spectral density
behaves as O (jwj2a) as jwj ! 0; hence the process
possesses long-range dependence for 0 < a < 12 by definition. We will also present a detrended fluctuation analysis
(DFA) to confirm this long memory in the AE index and the
connection between the exponent h in the DFA and the
fractional order a. In this analysis, the value of a is found to
be very close to 12. The equation for the AE index (in the
intermediate scale range) then takes the form
dX
dL
1
þ kD2 X ðtÞ ¼ h ;
dt
dt

ð6Þ

which is the Stokes-Boussinesq-Basset equation in hydrodynamics (driven by Gaussian noise). More details on this
equation are provided in section 4.
[8] We use a Lévy noise to drive equation (4). The
inverse Gaussian form of this Lévy process is dictated by
the empirical probability density of the observed AE time
series. The observed values are nonnegative and the empirical density is skewed toward the positive direction. These
features are consistent with an inverse Gaussian density.
[9] Section 2 will give a detailed description of the
components of model (4) and corresponding approximation
schemes for its simulation. We will provide a method to
estimate the parameters and a simulation of the model in
section 3. Paths from the simulation will be compared with
the actual AE time series. We will interpret the results and
draw some conclusions on the global dynamics of the
magnetosphere-ionosphere system in section 4.

2. Methods
2.1. Fractional Stochastic Differential Equations
Driven by Lévy Noise
[10] The Green function solution of the fractional SDE
(4) is obtained as

2 of 11

Z
X ðt Þ ¼

t

Gðt  sÞdLðsÞ
0

ð7Þ
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where the Green function is given by

proposed by Watkins et al. [2005]. The transition density of
LFSM is given explicitly by Watkins [2008] as



Gðt Þ ¼ E1a;1 kt 1a 1ð0;1Þ ðtÞ; 0 < a < 1;

with 1(0,1)(t) being the indicator function, which is equal to
1 when t 2 (0, 1), and is equal to 0 otherwise; Ea,b (x)
being the two-parameter Mittag-Leffler function, which can
be defined by the series expansion
Ea;b ð xÞ ¼

1
X
k¼0

zk
; z 2 C; a > 0; b > 0:
Gðak þ bÞ

[11] Remark 2.1. The model (4) is a special case of
fractional differential equations of the general form
ðbn Dan þ . . . þ b1 Da1 þ b0 Da0 ÞX ðt Þ ¼

dL
;
dt

an > an1 > . . . > a1 > a0 ; n  1;
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@p
@m
pð x; t Þ; 0 < H < 1; 0 < m  2;
¼ mHDt mH1
@ j xjm
@t

ð11Þ

m

where @@jxjm is the fractional derivative defined in (5), and
D is a constant.
[14] For the Gaussian case m = 2, using a generic form of
the Hamiltonian for a system coupled to a fractal heat bath
via a random matrix interaction and the technique of van
Kampen and Oppenheim [1997] to deal with the Langevin
and master equations in quantum mechanics, Lutz [2001]
derived a fractional Langevin equation corresponding to
(11) for the motion of a particle in a fluid flow as

ð8Þ

mX ðt Þ þ m

Z

t

g ðt  sÞX_ ðsÞds ¼ xðtÞ;

ð12Þ

0

investigated by Anh et al. [2002]. The Green function
solution of (8), if it exists, is of the form
Z

t

Xn ðt Þ ¼

Gn ðt  sÞdLðsÞ;

where m is the mass of the particle, x(t) is a Gaussian
random force with mean zero and covariance function taken
to have an inverse power law

0


Rx ðt Þ ¼ E ðxðt Þx ð0ÞÞ ¼ 2A0 Gð mH Þ cos

where the Green function Gn is given by
Gn ðtÞ ¼

X

1
1 X
ð1Þm
bn m¼0 m!
n2  ki
Y
bi
i¼0

bn

ðm; k0 ; . . . ; kn2 Þ

k0 þ...þkn2 ¼m
k0 0;...;kn2 0

t

ðan an1 Þmþan þ

Pn2
j¼0

ðan1 aj Þkj 1



bn1 an an1
Pn2
E

t
an an1 ;an þ j¼0 ðan1 aj Þkj
bn
ðmÞ

ð9Þ

and its Laplace transform is
gn ð pÞ ¼

1
;
bn pan þ bn1 pan 1 þ . . . þ b1 pa1 þ b0 pa0

(m; k0, . . ., kn2) denoting multinomial coefficients
[Podlubny, 1999, p. 158].
[12] The second-order spectral density of the stationary
version of the process defined by (4) is given by
f ðwÞ ¼
w 2 R;

Y00 ð0Þ
1
;
2p jwj2a k2 þ jwj2ð1aÞ þ 2kjwj1a cos 1a p
2
ð10Þ

where Y (z) is the characteristic exponent of the Lévy
process L(t) [Anh et al., 2002]. The spectral density (10)
behaves as O(jwj2a) as jwj ! 0. In other words, the
stationary process X (t) possesses long memory for 0 < a < 12
(compared with the increments of fractional Brownian
2H1
motion, which have spectral density of the
 form c/jwj
1
with the Hurst index H in the range 2 ; 1 ).
[13] Remark 2.2. We should note some differences between model (4) and linear fractional stable motion (LFSM)


mHp mH
t
;
2

A0 is the strength of the coupling, and g(t) is a response
kernel. In the work of Lutz [2001], the response kernel g(t)
is determined by the second fluctuation-dissipation theorem
mkTg(t) = Rx(t), k  Boltzmann constant, T  absolute
temperature [Kubo, 1966]. For m 6¼ 2, the random force x(t)
of equation (12) is a Lévy noise generated by m-stable
motion [see Angulo et al., 2005, equation (2.5)].
[15] On the other hand, equation (4) is a direct generalization of the Stokes-Boussinesq-Basset equation (6) using
fractional derivative. A key difference with (12) is that the
solution of (4) and more generally those of (8) are obtained
as convolutions of the Green functions of the corresponding
fractional differential operators with Lévy noise or stochastic path integrals with respect to Lévy processes [Anh et al.,
2002]. These Green functions are known explicitly as given
in (9) and, as a result, the spectral densities of the solutions
can also be obtained explicitly, such as (10).
[16] Remark 2.3. It should be remarked that a stable
process as used in this paper is what physicists often call
Lévy flight, and a Lévy process is understood in a more
general sense: A real-valued stochastic process {L(t), t  0}
defined on a complete probability space (W, F , P) is
called a Lévy process if it has stationary and independent
increments and L(0) = 0. Brownian motion, Poisson process, compound Poisson process, a-stable process are
typical Lévy processes.
[17] It was derived by Anh and McVinish [2003] that the
Green function of the SDE (4) is in fact
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Gðt Þ ¼

1
p

Z

1
0

2

l þ

k2 l2a

kla sinðapÞ
etl dl:
þ 2kl1þa cosðpð1  aÞÞ
ð13Þ

ANH ET AL.: STOCHASTIC MODELING OF THE AURORAL ELECTROJET INDEX

A10215

Note that this Green function has the form
Z

1

GðtÞ ¼

elt mðdlÞ;

ð14Þ

2.2. Inverse Gaussian Distribution
[21] The density function of an inverse Gaussian random
variable IG (l, m) is of the form


0
a

kl sinðapÞ
with a finite Borel measure m (dl) = p1 l2 þk2 l2a þ2kl
.
1þa
cosðpð1aÞÞ
Hence by Bernstein’s theorem [Feller, 1971], G (t) is a
completely monotone function. This representation leads to
an efficient method to simulate the solution of (7) as
follows.
[18] In view of (7) and (14), the solution of (4) is then
given by

Z

t

Z

1

X ðt Þ ¼
0

elðtsÞ mðdlÞdLðsÞ:

ð15Þ

0

R
It should be noted that t0el(ts)dL(s) is the solution of the
Ornstein-Uhlenbeck-type equation

f ð x; l; mÞ ¼

(
)

l 1=2 3=2
1 lð x  mÞ2
x
exp 
1ð0;1Þ ð xÞ;
m2 x
2p
2
ð21Þ

m > 0; l > 0

[Chhikara and Folks, 1989]. The parameter m is the mean of
the distribution and l is a scale parameter. The density
function (21) is of the form of a power law multiplied by a
truncating function, which renders the moments of all orders
exist for inverse Gaussian processes. As a result, their
stationary versions exist whose spectral density can be
defined [Anh et al., 2002].
[22] For a random sample X1, X2, . . ., Xn from an inverse
Gaussian distribution, the likelihood function is then
!
(
)

n
n
l n=2 Y
lX
ðXi  mÞ2
3=2
exp 
;
Xi
m2 Xi
2p
2 i¼1
i¼1


L¼

dY ðl; t Þ ¼ lY ðl; t Þdt þ dLðt Þ; Y ðl; 0Þ ¼ 0:

A10215

ð16Þ

m > 0; l > 0:

[19] The following approximation scheme is given by
Anh and McVinish [2003]. Define a compact set K  [0, 1)
by K = [rm, rn] with m, n being positive integers and r > 1.
Denote the geometric partition of K by p = {Ai} with Ai =
[ri, ri+1), i = m, . . ., n  1. Consider the following
approximation of X (t):
Xp ðt Þ ¼

X

m ri ; riþ1

  i 
Y r ;t ;

ð17Þ

p

where Y (ri, t) is the solution to the Ornstein-Uhlenbecktype equation (16). Finally, the Ornstein-Uhlenbeck-type
process is approximated by
YD ðt Þ ¼ LðtÞ;

YD ðtÞ ¼ e

YD ððn  1ÞDÞ þ Lðt Þ  Lððn  1ÞDÞ;
ð19Þ

X

m ri ; riþ1



 
YD r i ; t :

ð20Þ

p

[20] Suppose that KN is a sequence of compact sets
growing to (0, 1), rN ! 1 and DN ! 0 as N ! 1. Then,


sup  X ðtÞ  Xp;D ðt Þ ! 0
tT

in mean square. The above approximation algorithm and
convergence analysis are established by Anh and McVinish
[2003]. The algorithm plays an essential role in the
estimation of the parameters of the SDE for AE described
in section 3.3 below.

ð22Þ

Random variables from the inverse Gaussian distribution
can be generated by using the method described by Seshadri
[1993] (see also Chhikara and Folks [1989], pp. 52– 53):
[23] 1. Generate Y from a c21 distribution.
[24] 2. Set m1 = m/l, m2 = l2 and
X1 ¼ m1 þ

m22 Y
m1

2m2 2m2

qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4m1 m2 Y þ m21 Y 2 :

[25] 3. Generate U from a uniform distribution
on [0, 1].
m2
1
If U  m1mþX
set X = X1, otherwise set X = X11 .Sample paths
of the corresponding Lévy motion can then be generated by

for (n  1) D < t  nD. The approximation (17) of X (t) is
then
Xp;D ðt Þ ¼

!1
n 
1X
1
1

:
n i¼1 Xi X

n
1X
b¼
b¼X ¼
Xi ; l
m
n i¼1

ð18Þ

for 0 < t  D and
lðtðn1ÞDÞ

As noted by Chhikara and Folks [1989], the maximum
likelihood estimators of m and l are

LðnhÞ ¼

n
X



Xi lh; mh2 ;

ð23Þ

i¼1

where the Xi(l, m) are distributed as IG(l, m). This
algorithm is needed in section 3.3.

3. Data Analysis
[26] The auroral electrojet index is derived from geomagnetic variations in the horizontal component observed at
twelve observatories along the auroral zone in the Northern
Hemisphere (with their geographic latitude (°N) and longitude (°E) respectively in brackets): Abisko (68.36, 18.82),
Dixon Island (73.55, 63.02), Cape Chelyuskin (77.72,
104.28), Tixie Bay (71.58, 129.00), Cape Wellen (66.17,
190.17), Barrow (71.30, 203.25), College (64.87, 212.17),
Yellowknife (62.40, 245.60), Fort Churchill (58.80,
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Figure 1. Sample autocorrelation function of the hourly AE time series.

265.90), Poste de la Baleine (55.27, 282.22), Narssarssuaq
(61.20, 314.16), Leirvogur (64.18, 338.30). For any given
time, the AU and AL indices are respectively defined at
1-min. intervals as the maximum and minimum values
among the 1-min. values of the variations from all the above
observatories. The AE index is then defined as AU-AL. The
AU and AL indices are intended to represent measurements
of the maximum current densities of the eastward and
westward auroral electrojets respectively. The AE index then
represents a measurement of global electrojet activities in the
auroral zone. One-minute values of these indices are available to be downloaded at the Web site of the World Data
Center-C2 for Geomagnetism in Kyoto.
[27] In this paper, the averages in every hour are obtained
from the 1-min values of the above data set. We will
consider an hourly time series of the AE index for the
period 1978– 1987 consisting of n = 87310 data points. This
series is plotted in the upper panel of Figure 5. Strong
correlation and non-Gaussianity are apparent at this scale of
observation. In fact, the sample autocorrelation function of
this time series, computed as
Pn
rðk Þ ¼




n
Xt  X Xtk  X
1X
;X ¼
Xt ;
2
Pn 
n t¼1
t¼1 Xt  X

t¼kþ1

k ¼ 0; 1; 2; . . . ;

and shown in Figure 1, indicates the presence of long-range
correlation by comparing the estimated values
ofﬃ r (k) with
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
the 95% confidence level values ±1.96 87310 = ±0.0066
[see Beran, 1994]. The sample function r (k) is positive and
converges to 0 slowly, with values still significant at large
lags k. It should be noted that this behavior of the sample
autocorrelation function for the AE has been reported by
Takalo et al. [1993] and Watkins [2002], for example.

3.1. Spectral Analysis of the AE Index
[28] Given a time series {X1, X2, . . ., Xn} of finite length,
the periodogram (i.e., the sample spectral density) is computed via the finite Fourier transform as
2


n
1 X
itw 
I ðwÞ ¼ 
Xt e  ; w 2 ðp; p:

n  t¼1

A smoothed periodogram using segment smoothing is then
obtained as
m
X
bI ðwÞ ¼ 1
Ij ðwÞ;
m j¼1

where the data set is divided into m segments and Ij (w) is
the periodogram computed on the jth segment, j = 1, . . .,
m. For the hourly data set of the AE index, which consists of
87310 data points, we use segments of 2000 data points;
hence m = 43 in this case.
[29] The plot of log bI (w) against log w for the low
frequency range is given in Figure 2. A slope of 1.007 is
obtained via least squares. The spectral density of model (4)
in the low frequency
is given by (10), which behaves as const
jwj2a
range. Hence an estimate a = 0.5 is inferred, which yields
the order 12 for the fractional derivative in the SDE (4). It
should be noted that increments of fractional Brownian
when
motion (fBm) have spectral density of the form jwconst
j2H1
jwj ! 0 (more details in the next subsection). Thus assuming
fBm behavior, the spectral slope of 1 in Figure 2 implies
the value H = 1, which indicates extreme long memory at
the threshold between the stationarity and nonstationarity
regimes.
3.2. Scaling of the AE Index
[30] In order to confirm this order of fractional derivative,
hence the extent of long memory, we also performed a
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Figure 2. Periodogram of the hourly time series of the AE index for the period 1978– 1987 and the
spectral slope via least squares fit (continuous line).

detrended fluctuation analysis (DFA) [Ossadnik et al., 1994;
Peng et al., 1994] of the above data set. We first outline
some features of this technique.
[31] Consider a time series {X1, X2, . . ., Xn} of length n.
For an integer s  0, we divide the time series into [n/s]
segments of equal length s, where [n/s] is the integer part of
n/s.
Pi In each segment j, we compute the partial sums Y (i)=
k¼1 Xk, i = 1, 2, . . ., s, fit a linear trend yj (i) = aj + bj i to
Y(i) by least squares, then compute the sample variances of
the residuals:
F 2 ðs; jÞ ¼

s 
2
1X
Y ðð j  1Þs þ iÞ  yj ðiÞ ; j ¼ 1; . . . ; ½n=s:
s i¼1

Gaussian) with stationary increments, having mean 0,
variance E(B2H(t)) = t2H and covariance
E ðBH ðsÞBH ðtÞÞ ¼

1 2H
s þ t2H  js  tj2H :
2

It is statistically self-similar in the sense that {BH(at), t  0}
has the same finite-dimensional distributions as {aHBH (t),
t  0} for all a > 0. The self-similarity parameter H, also
known as the Hurst index, takes values between 0 and 1.
BH (t) possesses long-range dependence or long memory
when 1/2 < H < 1. The spectral density of its increments is
f ðwÞ ¼ CH jwj12H as jwj ! 0;

ð27Þ

ð24Þ

The second-order fluctuation function is then defined as the
average over all segments:
F 2 ðsÞ ¼

½n=s
1 X 2
F ðs; jÞ:
½n=s j¼1

ð25Þ

Since the segments are all of the same length, this is
equivalent to the sample variance of the entire series. We
will assume that F2(s) is characterized by a power law:
F 2 ðsÞ / s2h :

ð26Þ

The scaling exponent h is then determined by the regression
of log F 2 (s) on log s in some range of timescale s.
[32] Fractional Brownian motion {BH(t), t  0} is a
Gaussian process (i.e., for any finite set {t1, t2, . . ., tn},
the random variables BH(t1), BH(t2), . . ., BH(tn) are jointly

where CH is a constant [Flandrin, 1989; Taqqu et al.,
1995].
[33] For the increments of fractional Brownian motion,
Taqqu et al. [1995] showed that the expectation of their
sample variance F2 (s) as given by (25) is asymptotically
proportional to s2H:


E F 2 ðsÞ 




2
1
2
þ

s2H as s ! 1: ð28Þ
2H þ 1 H þ 2 H þ 1

This result suggests that the Hurst index H may be obtained
from 12 the slope of the log-regression based on (26), that
is, H = h for the increments of fractional Brownian motion.
[34] Going back to model (4), the spectral density of its
stationary solution has the form jwcj2a as jwj ! 0, where c is a
constant, as noted in section 2.1. Thus considering that this
solution behaves as an increment of fractional Brownian
motion in the low frequency range, then in view of (27), we
may suggest another method to estimate the fractional order
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Figure 3. Plot of log F 2 (s) against log s (circles) and the least squares estimate of the slope.
a based on an estimation of the scaling exponent h, namely,
via the relationship a = h  12.
[35] The sample variance (25) of the AE time series was
computed and the slope of log F 2 (s) against log s is
provided in Figure 3. The least squares estimate of this
slope is 0.9954, yielding the value a = 0.4977 from this
method. We should note that the slope is slightly less than 1,
indicating that the time series is still in the stationarity
regime. Long-range dependence has also been detected in
the Dst index, but the extent of this dependence is slightly

lower with the Hurst index H  0.86 [see Wanliss et al.,
2005; Anh et al., 2005].
3.3. Simulation
[36] The empirical probability density function (PDF) of
the AE time series was computed and plotted in Figure 4.
We denote this empirical PDF as f0 (x). Using (22), the
maximum likelihood estimates of the parameters are
obtained as m = 232.5238 and l = 173.0499. Using these
estimates as initial values, we generate a sample path of the
corresponding Lévy motion as described by (23). Setting
k = 1, h = 1 initially, we then generate a sample path of

Figure 4. Empirical probability density and the fitted curve from an inverse Gaussian density.
7 of 11

A10215

ANH ET AL.: STOCHASTIC MODELING OF THE AURORAL ELECTROJET INDEX

A10215

Figure 5. Original hourly time series of the AE index (top) and a sample path simulated from the
fractional SDE model (bottom).
the process X (t) defined by (15) via the approximation
algorithm described by (17) – (20). Another empirical PDF
based on this path of X(t) is then computed.
[37] The procedure is continued for different sets of
values of the parameters (m, l, k, h), and we denote the
resulting empirical PDF as b
f (x). The estimates of the
parameters of equation (6) are those corresponding to
min

m;l;k;h

100
X

2

f0 ðxi Þ  b
f ðxi Þ :

ð29Þ

i¼1

[38] We solve problem (29) by using the function
fminsearch in MATLAB version 7.1. This algorithm finds
the minimum of a scalar function of several variables based
on the Nelder-Mead simplex search method [Lagarias et al.,
1998]. It should be noted that the PDF b
f (x) may have to be
computed for a large number of times, once for each new set
of parameters, before the minimum is reached.
b =
[39] The following final estimates are obtained: m
b = 98.2188, k
b = 0.9280, b
314.4506, l
h = 1.3071. A solution
path of equation (6) based on these estimates is generated.
To compare the patterns of the original and simulated series,
we replaced 48 values higher than 2000 nT (out of a sample
of 87310 data points) by the sample mean. The result is
shown in the lower panel of Figure 5. It is seen that the
simulated path mimics the original path in both aspects of
long memory and non-Gaussianity. For comparisons, we
also plot in Figure 6 the empirical densities (in the log form)
of the solution path of Figure 5 and the given AE data. A
sample path simulated from the IG density, using (23), is
plotted in the lower panel of Figure 7. It is seen that the
empirical density generated from the fractional SDE follows
the tail of the AE series, while the tail generated from the IG
density is seen to be too heavy and move away from those
of the empirical densities. It is also noted from Figure 6 that,

relative to the curve from the IG density, the empirical
density from the model has higher values in the range
immediately below the mean, which is 232 nT for the AE
series, then a thinner tail. This indicates that there is a
tendency of clustering around the mean level in the sample
path, meaning that the fractional SDE model injects long
memory into its dynamics to be able to counterbalance the
spikiness generated by the IG Lévy noise. This spikiness is
pronounced in the path generated from the IG density
shown in the lower panel of Figure 7. The path generated
from the fractional SDE shown in the lower panel of
Figure 5 seems to exhibit a ‘‘balance’’ between memory
and heavy tail.

4. Discussions and Conclusions
[40] 1. Geophysical processes of the Sun-Earth system
often display different scalings with distinct spectral and
rescaled-range signatures consistent with the model of selforganized criticality [see Woodard et al., 2005, Table 1,
Figure 5; Consolini and Kretzschmar, 2005, Figure 12].
Fractional SDEs of the form (8) provide a suitable setting to
describe these distinct scalings, namely via different orders
ai of the fractional derivatives of the model. This paper
illustrates an example of two scales via the AE index, but
model (8) obviously can handle more than two scales. The
corresponding theory (e.g., spectral densities and correlation
functions) of the general model, including a three-term
equation, was detailed by Anh et al. [2002]. The needed
algorithms to simulate the model under different density
assumptions, including inverse Gaussian noise and stable
noise, were provided by Anh and McVinish [2003].
[41] 2. The power spectrum of the AE index shows two
distinct slopes as reported in the works by Tsurutani et al.
[1990], Consolini et al. [1996], Uritsky and Pudovkin
[1998], Price and Newman [2001], and Watkins [2002].
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Figure 6. Logarithms of the probability densities computed from the AE data, the inverse Gaussian
function, and the sample path given in the bottom of Figure 5.
The time periods under investigations, resolutions, spectral
slopes and locations of the breakpoints are summarized in
Table 1 of Woodard et al. [2005], which also shows in their
Figure 5 the two spectral slopes of 0.84 and 2 for the AE
minute data in the period 1980 – 1981. In view of these
estimates and those reported in their Table 1, it is apparent
that the two slopes 2a1 = 1 and 2a2 = 2 are universal for
the AE index. These correspond to the fractional orders a1 =
1/2 and a2 = 1 of model (6) of the present paper. We
mentioned in the Introduction that equation (6) is the

Stokes-Boussinesq-Basset equation in hydrodynamics. In
fact, in describing the motion of a spherical particle of mass
m and radius a in a fluid with kinematic viscosity n, Stokes
[1851], Boussinesq [1885], and Basset [1888] proposed a
retarded viscous force given by
F ðt Þ ¼ 

1 a
pﬃﬃﬃﬃﬃﬃ
m pn

Z

t
0

1
dx
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
dt;
t  t dt

where x(t) is the velocity of the particle and m denotes the

Figure 7. A sample path generated from the IG density (bottom) and the original path of the AE index
(top).
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mobility coefficient [Hauge and Martin-Löf, 1973; Maxey
and Riley, 1983]. On the basis of Newton’s second law that
force = mass acceleration, the equation of motion of the
particle is described by
m

dx
1 a
¼  pﬃﬃﬃﬃﬃﬃ
dt
m pn

Z

t
0

1
dx
dL
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
dt þ ;
dt
t  t dt

ð30Þ

here dL
dt denotes a random force arising from rapid thermal
fluctuations. Using the notation of fractional derivative (5)
with n = 1, equation (30) is identical to equation (6) with
suitably defined k and h.
[42] 3. Using Helios data, Goldstein et al. [2005] reported
that, while the power spectrum of the fluctuations of fast
and slow wind at 1 AU typically has a slope of 5/3 of
Kolmogorov’s theory of fully developed turbulence, fast
and uniformly slow wind at 0.3 AU manifests an extended
energy-containing scale where the spectral slope is 1.
Using data from Ulysses, they also found that solar wind
fluctuations have a spectral slope of 1 at 4 AU and at high
latitudes. These findings and the establishment in this paper
of a spectral slope of 1 for the AE index in the low
frequency range confirm that the fluctuations of the magnetosphere-ionosphere system as seen in the AE index
reflect the fluctuations in the solar wind: They both possess
the same extent of long-range dependence at the above
observed scales.
[43] 4. The stochastic part of the model of Pulkkinen et al.
[2006] is a (Gaussian) Brownian motion multiplied by a
volatility function reflecting geomagnetic activity levels,
while that of model (4) is a Lévy noise. It is known that
most Lévy processes, except Brownian motion and Poisson
process, are multifractal [Jaffard, 1999], a feature consistent
with the turbulent nature of geomagnetic processes. Hence
we suggest to use a Lévy noise to drive equation (4). We
have used specifically an inverse Gaussian noise here. The
choice is based on the facts that it reflects the form of the
empirical density and paths simulated from the model
mimic very well observed data.
[44] 5. Consolini and Kretzschmar [2005] discussed some
aspects of the non-Gaussianity of turbulent plasma via the
probability density functions. Along the line of point 4
above, the PDFs computed from observed data on space
plasma often exhibit a leptokurtic shape. This feature
together with the occurrence of scale invariance is commonly believed to indicate the presence of intermittency
[Chapman et al., 2005, p. 340]. There have been many
models to explain this phenomenon. Consolini and
Kretzschmar [2005] used especially the energy cascade
model [Castaing et al., 1993] and the nonextensive entropy
model [Tsallis, 1988; Gell-Mann and Tsallis, 2004] to point
out that the models provide good fit to leptokurtic PDFs
even though they are based on different assumptions. As a
consequence, Consolini and Kretzschmar [2005] emphasize
that the presence of non-Gaussian PDFs is strongly linked
with the occurrence of long-range correlations, hence implying order through correlations as heralded by Milovanov
and Zelenyi [2000]. The AE data provides a good example
of this strong link, and the model put forward in the present
paper seems to be able to accommodate the situation:
Simulations based on the inverse Gaussian noise alone yield

A10215

tails which are too heavy, whereas the introduction of a
fractional derivative term into the equation to capture the
extent of long-range dependence together with an inverse
Gaussian noise input describe the right amount of intermittency inherent in the data. In other words, the AE data and
the proposed model provide a convincing case of order
through correlations.
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