The thermal conductance for a series of metal-graphite interfaces has been experimentally measured with time-domain thermoreflectance (TDTR). For metals with Debye temperatures up to $400 K, a linear relationship exists with the thermal conductance values. For metals with Debye temperatures in excess of $400 K, the measured metal-graphite thermal conductance values remain constant near 60 MW m À2 K
I. INTRODUCTION
Allotropes of carbon (e.g., fullerenes, nanotubes, and graphene) have been an intense subject of study for many years due to the fact that these materials have extraordinary physical properties. For example, the in-plane thermal conductivity of graphene (measured by Raman spectroscopy 1 ) has recently been reported to be in the range 4840-5300 W m À1 K
À1
. Another example is the longitudinal thermal conductivity of a single-wall carbon nanotube (measured by Joule self-heating 2 ) reported as $3500 W m À1 K À1 at room temperature. Such very high values of thermal conductivity make carbon-based materials attractive candidates for thermal management heat-sink applications. However, coupling heat into and out of carbon allotropes has been challenging since the interface thermal conductance between carbon and other materials can be quite low. For example, carbon nanotube-metal contacts have thermal interface conductance values less than 1 MW m À2 K À1 (as measured by a photoacoustic technique 3, 4 ). Another more promising example is metal-graphene contacts exhibiting thermal interface conductance values up to 80 MW m À2 K À1 (as measured by time-domain thermoreflectance (TDTR) 5, 6 ). The conductance upper limit was reported between aluminum and oxygen-functionalized graphene. However, these measurements are indirect since TDTR cannot resolve conductance effects from metal-graphene and graphene-substrate interfaces (due to the very small thickness of the graphene layer). In Refs. 5 and 6, it was assumed that these two graphene interface conductances acted in series. By fixing the graphene-silicon dioxide conductance to a value of $100 MW m À2 K À1 (as determined by the 3x method 7 ), it became possible to extract the metal-graphene conductance values. Recently, Mak et al. 8 measured the graphene-silicon dioxide conductance by TDTR and reported a value of $50 MW m À2 K
. Using this value would have altered the results of Refs. 5 and 6, so a more direct metal-carbon interface conductance measurement would be beneficial.
It has been shown that the room temperature behavior of a metallic thermal contact to that of the graphite basal plane is similar to that of the outer shell of a multi-walled carbon nanotube. 9 This provides a model representation of a hexagonal carbon-metal interface, which is more feasible for experimental studies and interpreting results with existing thermal conductance models. As a result, some experimental (TDTR) and theoretical work has been performed regarding the thermal conductance between metal and highly oriented pyrolitic graphite (HOPG) surfaces. [10] [11] [12] [13] The work by Schmidt et al. 10 demonstrated that the thermal interface conductance between gold (Au), aluminum (Al), chromium (Cr), and titanium (Ti) with HOPG ranged from 30 to 120 MW m À2 K
. Application of a diffuse mismatch model (DMM) with a perfect interface assumption failed to explain a)
Author to whom correspondence should be addressed. ). This was hypothesized to originate from air impurities (e.g., water and hydrocarbons) that promoted reactivity between Au and HOPG. An electron beam cleaned sample was presumed to have removed such air impurities from the HOPG surface and the Au-HOPG interface conductance decreased to $24 MW m À2 K
. Finally, an ion beam cleaned sample was shown to have induced surface roughness of the HOPG surface and the measured Au-HOPG interface conductance dropped to $7 MW m À2 K
. It was suggested that inelastic phonon scattering processes needed to be incorporated into the DMM model in order to explain the observed conductances.
In this report, thermal interface conductance values are measured for Au, Cr, Ti, Al, copper (Cu), and tantalum (Ta) in contact with either air-cleaved or vacuum-cleaved HOPG surfaces. These metals were selected to represent a broad range of Debye temperatures (from 165 K for gold to 630 K for chromium). The experimental thermal conductance values are compared to molecular dynamics simulations of these metals in contact with sidewalls of carbon nanotubes, and the results are interpreted in terms of vibrational densities of states (DOS) as well as the physical characteristics of the metal-carbon interfaces.
II. EXPERIMENTAL PROCEDURE
HOPG substrates were obtained from SPI Corporation. These samples had dimensions of 10 mm Â 10 mm Â 1 mm and were characterized as "Grade 1." The grain size measured by Debye-Scherrer analysis of x-ray diffraction data was on the order of millimeters, with low mosaic spread which facilitates cleavage. HOPG substrates were cleaved by applying an adhesive strip and pulling the surface layers of graphite off to expose fresh layers in both laboratory air (approximately 25% relative humidity) and ultra high vacuum (UHV) (base pressure <5 Â 10 À9 Torr). Cleaved samples were transferred into a metal thin film processing chamber via a UHV load-lock equipped with a residual gas analyzer to monitor cleanliness of the transfer system. X-ray photoelectron spectroscopy (XPS) was used to characterize surface composition of aircleaved and vacuum-cleaved HOPG (without exposure to air between cleaving and analysis). An XPS Kratos Ultra delay line detector spectrometer with monochromatic Al Ka radiation (h ¼ 1486.58 eV) was used in the study. Survey and high-resolution spectra were collected from a 700 Â 400 lm 2 spot size at normal incidence with respect to the sample surface using fixed analyzer pass energies of 160 and 20 eV for the survey and high-resolution spectra, respectively. A charge neutralizer was not used due to good conductivity of all samples. Metal films were grown on both air-cleaved and vacuum-cleaved graphite surfaces by a high power pulsed magnetron sputtering process. The peak power density for each sputtering target was on the order of kilowatts per square centimeter as measured with a digital oscilloscope. There was some material dependence of the power; however the nominal power was the same for each target used. The power supply was operated at a frequency of 120 Hz and a pulse time of 90 ls. All substrates were grounded during metal deposition and were only naturally heated by the deposition process. An optical pyrometer reported maximum temperatures to be on the order of 55-70 C. Metal film thicknesses ranged from 55 nm to 100 nm for the different metals. The metal film thicknesses were measured by electron probe microanalysis, 14 which is well suited for sample architectures composed of thin and chemically distinct layers. Film thicknesses were confirmed for a few selected samples with Rutherford backscattering measurements and picosecond acoustics from TDTR. Metal film thickness values from all three techniques agreed within approximately 3%.
Thermal conductance of the metal-HOPG interfaces was performed with a two color TDTR lab. 15 The output of a mode-locked Ti:sapphire laser is split into a pump and a probe beam. The pump beam (k $ 785 nm) is sent first through a pulse compressor and then through an electrooptic modulator (EOM), which imposes a square-wave pulse train with a frequency of 9.8 MHz. The pump beam is then aligned along a mechanical translation stage to systematically alter the timing between the pump and the probe pulses. The probe beam is sent through the OPO for wavelength modification (k $ 600 nm for use with Cu and k $ 700 nm for use with all other metals). Both beams are then focused to a spot size of $50 lm diameter at a 45 angle to the sample. The reflected probe beam is spatially filtered, recollimated, and sent through a 750 nm short pass optical filter to reject scattered pump-beam light. Finally, the probe beam is passed through a neutral-density filter (optical density ¼ 1.0) and focused onto a silicon photodiode detector. The output of the detector is sent to the input of a dual phase, radio frequency lock-in amplifier that has its reference channel connected to the same electronic signal that drives the EOM. The scans and data acquisition are computer controlled by means of a homemade LABVIEW program. TDTR data were acquired from five randomly chosen locations on each sample surface. Data analysis was performed with a nonlinear least squares application to Cahill's frequency domain model. 16 The only unknown variables were the metal-HOPG interface conductance and the HOPG thermal conductivity, and these parameters could be simultaneously determined. The results from the five scans of each sample were used to establish an average 6 standard deviation value.
III. MOLECULAR DYNAMICS SIMULATIONS
The interfacial thermal conductance was evaluated using non-equilibrium molecular dynamics simulations. The models of (16, 16) multi-wall carbon nanotubes (MWCNT) were interfaced with atomic models of different metals (Al, Cu, Au, Ti, Cr, and Ta). The simulation box size ranged from 40 to 50 Å and contains 5200 to 8000 explicit atoms depending on the system (a sample snapshot is presented in Fig. 1 ). The atoms were interacting via the polymer consistent force field (PCFF) potential with an integration time step of 0.5 fs and 3D periodic boundary conditions used throughout the simulations. PCFF is a second generation force field derived from ab initio models and parameterized against a wide range of experimental observables for aromatic structures.
17,18 PCFF consolidates parameters for organic and inorganic materials. [19] [20] [21] The anharmonic corrections and energy cross-terms implemented in PCFF make it particularly suitable for simulations of thermal energy relaxation and thermal transport in nanostructures. Nanotubes were inserted in the void created in the bulk metal with the appropriate size and geometry. The final positions of metal atoms around the nanotubes were determined after a 1 ns MD equilibration run at standard temperature and pressure with the Nose-Hoover thermostat and the Parrinello-Rahman barostat, which allows all 3 dimensions and 3 angles of the simulation cell to relax independently of each other. After relaxation, the interface was defined as a cylinder (between carbon atoms and the first layer of metal atoms) drawn at a distance of 1.95 Å (i.e., the carbon van-der-Waals radius) from the outer nanotube shell. The interface area is determined by the nanotube radius and was independent of the metal to facilitate quantitative comparisons. Nanotubes embedded in metal were heated with constant power in the range 10-100 nW while the same cooling power was applied to metal atoms on the periphery of the cell to keep the total energy constant (i.e., the microcanonical ensemble). After 1 ns of equilibration, the radial temperature profile having cylindrical symmetry was plotted and steady-state temperature drops at the interface were measured. The conductance k of an interface with area A was calculated using the following equation:
where _ Q is heat flux and DT is the temperature drop at the interface. The DT vs. _ Q relationship is usually nonlinear as an indication that conductance increases with temperature. The conductance at a specified interface temperature (300 K) was evaluated after extrapolation of Eq. (1) to zero heating power using a quadratic fit.
IV. RESULTS AND DISCUSSION
The interface conductance values determined in this work are plotted in Fig. 2 . The x-axis values are the ratio of the Debye temperatures of the metals 22 (165 K for Au, 240 K for Ta, 343 K for Cu, 420 K for Ti, 428 K for Al, and 630 K for Cr) to that of the c-axis Debye temperature for graphite 23 of 950 K. It is insightful to consider this relationship of Debye temperatures since a ratio of 1 would approximate an ideal interface. There are a few points worth mentioning about Fig.  2 . First, there is a small but noticeable difference for each metal studied between the values obtained for vacuumcleaved versus air-cleaved HOPG samples. The thermal interface conductance values for the air-cleaved samples are always slightly higher (10%-20%). This is in accord with the results of Ref. 12 where the implication was made that impurities in air should lead to increased reactivity between metals and HOPG. To further investigate the difference between aircleaved and vacuum-cleaved HOPG samples, scanning electron microscopy (SEM) images were obtained for 10 nm of Au deposited on the two different substrates. The image displayed in Fig. 3(a) shows that the coverage of Au is uniform and complete for the air-cleaved sample. For the vacuumcleaved HOPG sample in Fig. 3(b) , there were some voids in Au film coverage. An image analysis had determined $16% reduction in Au coverage due to porosity in the film. Such Au film morphology on the vacuum-cleaved sample results from Ehrlich-Schwoebel diffusion barriers developing at the edges of gold islands during film growth as reported for low temperature (<100 C) gold growth on single crystal graphite. 24 Other metals investigated here showed similar, dendritic coverage patterns on the vacuum-cleaved HOPG substrate. These diffusion barriers in turn may qualitatively account for the $10% decrease of interface thermal conductance for vacuum- Since only phonon scattering mechanisms are theoretically taken into account in the simulations, it is hypothesized that there is also an electromagnetic contribution to the experimental thermal interface conductance. 25, 26 For example, there have been reports on "charge mirroring" effects at metallic interfaces, where unscreened metal ion potentials and interaction of surface plasmons can contribute to the overall thermal conductance. 27, 28 The possibility of such enhanced thermal coupling in metal-HOPG interfaces results from electromagnetic interactions between surface plasmons in the metal and transient dipoles in graphite. The graphite dipoles are created by thermally fluctuating carbon atoms, which create an inplane electric current known as Johnson-Nyquist thermal noise. A recent detailed analysis 29 shows that this electromagnetic contribution for thermal interface conductance between metal-graphite interfaces is $22 MW m À2 K À1 , which closely matches the difference between the experimental and theoretical values reported here.
It was observed that experimental measurements of conductance for titanium and chromium in Fig. 2 deviated most significantly from simulation results. These metals have the highest thermodynamic driving force for carbide formation based on comparison of Gibbs free energy values. An XPS investigation of interfacial carbide formation was conducted where films of titanium with 6 nm thickness were grown on HOPG under conditions identical to those used to produce the Ti-HOPG sample characterized in Fig. 2 . This 6 nm thickness was selected as it was estimated to be the maximum allowable thickness that would not completely inhibit escape of photoelectrons from the metal-carbon interface to the free surface for detection by the analyzer. The depositions were performed at the different temperatures or metal ion fluxes (which was altered by changing the way power was modulated to the sputtering target) required to produce a range of carbide layer thicknesses. Fig. 4 shows a shift in binding energy indicative of carbide formation 30 for samples processed at different temperatures and metal ion/metal atom flux ratios (J i /J a ). As the intensity of the TiC peak increases, suggesting an increase in thickness of the carbide layer, the thermal conductance was observed to decrease in the range of conditions examined here. Future studies on carbide layer thickness and conductance will be conducted to quantify thickness with photoelectron intensity and examine a broader range of thicknesses under the same J i /J a ratios. This will allow examination of potential effects to ion damage at the interface (although initial studies showed that J i /J a must be reduced to avoid carbide formation). Fig. 4(b) shows the expected interface for the Ti-HOPG sample characterized in Fig. 2 . If thickness is indeed correlated to intensity, chromium formed thicker carbide layers at lower temperatures compared to titanium. The presence of these carbide layers is likely a contributing factor of larger deviation from simulation results, which assumed perfect metal-carbon interfaces with only van der Waals interactions.
Finally, regarding Fig. 2 , it can be seen that at an x-axis value of $0.4 there is a "leveling off" effect of measured conductance values. In other words, metals that have a higher Debye temperature than $400 K do not necessarily provide a higher metal-HOPG interface conductance (contrary to the aforementioned assumption regarding the Debye temperature ratios). A possible explanation for this is that the maximum vibrational frequencies in metals are typically less than 10 THz, whereas the maximum vibrational frequency in graphite is in excess of 45 THz. 13 This aspect is illustrated in Fig. 5 where density of states plots from MD simulations for the metals and MWCNT are shown. The "leveling off" effect of interface conductance is also reflected in the MD results and the change in slopes of the DMM curves. This trend is attributed to two simultaneous effects that result in weaker thermal coupling between vibrational modes with frequencies more than 10 THz. According to the diffuse mismatch model, the thermal interface conductance is proportional to the integral of the spectral heat capacity C(T,x) multiplied by the DOS (for the metal and the MWCNT) and by the frequency-dependent coupling function v(T,x) (averaged over all polarizations)
GðTÞ / The increase of G with temperature, observed both in experiments 10 and in classical MD simulations, 29 must be attributed to an increase of the coupling function v(x) at higher temperatures (due to anharmonically vibrating atoms). The temperature effect of Bose-Einstein heat capacity resulting in the temperature dependence of experimental values for G is rather weak at frequencies below 10 THz (which is the vibrational DOS overlap range for all considered metals excluding Cr). Therefore, the magnitude of interfacial conductance is dictated by the amplitude and the geometry of classical atom vibrations at the interface as governed by v(x). Comparing MD results with evaluations of Eq. (2) with v(x) ¼ constant and C(x) ¼ constant (classical limit), plotted as the solid line in Fig. 2 , one can conclude that the v(x) is approximately constant within the first peak of the MWCNT vibrational spectrum (below 10 THz, see Fig. 5 ) and decreases at higher frequencies. This decrease in v(x) results in a much lower value of G for the Cr-carbon interface calculated in MD simulations (39 MW m À2 K À1 , about 90% the conductance of the Al-carbon interface). We propose that such a decrease in G is caused by a very high elastic modulus of Cr and, therefore, much weaker anharmonic coupling between vibrational modes at a given temperature. To support this statement, we performed auxiliary simulations of metal composed of artificial Al atoms with half and quarter of the normal mass but normal interaction parameters. The results (plotted using extracted MD Debye frequencies as hollow circles in Fig. 2) indicate that if the stiffness is comparable, the conductance increases with Debye frequency even above 10 THz, although at a lower rate because of different oscillation geometry. However, for materials with much higher stiffness, the amplitude of atom vibrations is smaller, resulting in much weaker coupling of atomic vibrations across the Cr-carbon interface. This is confirmed by experimental results for Cr showing no increase of conductance in comparison with Al (see Fig. 2 ). From a practical perspective, there is one more reason why the use of metals with Debye frequency higher than that of Al does not improve metal-HOPG conductance. The Bose-Einstein heat capacity of the vibrational modes decreases at room temperature for frequencies above 10 THz (see Fig. 6 ). 
In Eq. (3), x is the vibrational frequency, k B is Boltzmann's constant, and T is temperature. The result of Eq. (2) with quantum heat capacity (Eq. (3)) is plotted in Fig. 2 as a dashed line, providing comparison with the classical result (solid line).
V. CONCLUSIONS
The thermal interface conductance between several metals and graphite has been measured by TDTR. All graphite samples cleaved in air had 10%-20% higher metal-carbon conductance values than those cleaved in vacuum, which has been correlated with metal deposition surface morphology patterns as demonstrated by SEM image analysis. All performed MD simulations had provided lower interface conductance than experimental values, and this offset is attributed to an electrostatic contribution to the thermal interface conductance. The metal deposition parameters controlling carbide formation for Ti and Cr interfaces with HOPG were explored along with their influence on metal-HOPG conductance values. Carbide layer formation was detected for higher energy thin film growth conditions and correlated with a reduction of thermal conductance. Lighter metals with Debye temperatures >400 K do not display enhanced thermal conductance with graphite due to decreased coupling and heat capacity of the higher frequency modes of vibration.
