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P age I l 
Dans la société actuelle, la réut ilisation d 'artéfacts (parties de code source ou d ' analyse) 
dans le développement logiciel est de plus en plus présente. Les systèmes développés sur base 
des mêmes ar téfacts sont appelés « produits » et forment , ensemble, une « ligne de produits 
logiciels ». Cette nouvelle manière de travailler est plus complexe que l'approche suivie dans 
un développement traditionnel. C 'est dans cette direction que sont menées certaines recherches, 
comme la vérification automatisée de ces systèmes. Ce travail de fin d 'études recense, entre 
autres, des techniques de rétro-ingénierie d 'expression de la variabilité ( ciblant les différences 
et similarités entre les produits) au sein de systèmes web . La méthode « systematic mapping 
study » a été appliquée pour réaliser ce travail. Cette méthode est une démarche protocolaire 
permettant de classifier des publications afin de répondre à des questions de recherches. Les 
premiers résultats ont démontré le manque de littérature orientée systèmes web. Ce constat a 
mené à l ' extension des recherches aux systèmes en général. Sur base de plus de 1500 
publications récupérées de manière automatique, 72 ont , au final, été exploitées et ont mis en 
évidence différentes techniques d 'extraction de la variabilit é au sein de ces systèmes. Il a été 
conclu que les techniques exist antes permettent depuis 8 types de sources d 'entrée, de retourner 
11 types d ' artéfacts de sortie différents. Le plus grand nombre de ces techniques se basent sur 
le code source (sa structure, des annotations ou commentaires particuliers, etc.) des produits 
en voulant obtenir des modèles (spécialement de type feature model). Chaque technique a été 
aussi reliée aux types de recherches effectuées (proposition, expérimentation, validation et 
évaluation). 
Une analyse plus poussée a aussi permis de lister : 
les mécanismes d 'expression de variabilité (dont les plus connus sont les cross-tree 
constraints, les annotat ions spécifiques du code source, les modèles particuliers comme 
les implications (hyper )graphs, etc. ). 
les artéfacts intermédiaires des t echniques ( comme l' analyse F CA et des algorithmes 
t rès souvent empiriques mais aussi différents types de formules) . 
des outils spécifiques ( tels que « FAMA tool suite », « F AMILIAR », etc.). 
Ce mémoire est destiné à tout praticien désirant étudier une technique part iculière de rétro-
ingénierie ou tout chercheur souhaitant explorer de nouvelles techniques. 
Mots clés : Ljgne de produjts log1âels, rétro-jngém"eâ e, va,n"a,bj]jté logjâelle, commona,}jty , 
systèm e web, feature m ode], feature tra,nsÏUon system, system atk m a,ppÏng study , artéfacts 
de rétro-ÏngénÏerÏe. 
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Ce mémoire s ' in crit dans le contexte de recherche très large qu'est la vérification 
automatisée de systèmes sous forme de lignes de produits logiciels. Dans cette optique, certains 
chercheurs, comme à l'Université de Namur, entament des travaux permettant la production 
de modèles représentant le comportement exact d ' un de ces systèmes. Dans ce but , une piste 
plausible et cohérente est d ' effectuer une rétro-ingénierie depuis ces derniers. Ce mémoire a 
comme motivation première de venir ajouter une pierre à cet édifice en explorant et regroupant 
les pistes déj à proposées concernant la rétro-ingénierie de la variabilité de ces systèmes et plus 
précisément pour les systèmes web. La rétro-ingénierie de la variabilité étant dans ce cas, un 
premier pas vers la rétro-ingénierie de modèles comportementaux. 
2 Contexte du mémoire 
Le terme ligne d produits logiciels provient directement de la métaphore des lignes de 
produits industriels. Tout comme elles, ce paradigme permet de prôner la production de 
produits sur base d 'artéfacts existants dans le but de voir le coût de chaque produit diminuer. 
Le développement sous le paradigme des lignes de produits logiciels apporte beaucoup 
d 'avantages. Mis à part l'avantage financier premier exprimé dans ce mémoire, le second grand 
avantage est de gérer entièrement la réutilisation d 'artéfacts au sein d'un système. Ce principe 
entre dans le cadre de notre société économique tendant à développer des systèmes sur base 
d ' artéfacts préconstruits, que ce soit au niveau de la réutilisabilité de codes source (librairies , 
partage d 'objets ... mais aussi un simple copier/ coller) , mais également de tout élément 
provenant de son analyse (pattern(s), partie(s) d sch'mas de bases de données ... ). Ce 
paradigme vient encadrer et répondre aux nouveaux problèmes soulevés par cette manière 
particulière de procéder. 
Lors du développement respectant ce paradigme, la gestion de la variabilité est un point 
essentiel et crit ique. C'est en effet cette variabilité qui exprime l' ensembl des différences et 
points communs qu'ont tous les produits de la ligne de produits logiciels. Ce point devient 
d'autant plus important que les applications de type web à haute variabili té ( ex. : systèmes de 
type CMS totalement configurables via le système des plugins) se multiplient à grande vitesse. 
Dans tout cycle de vie d ' un système, la phase de maintenance ( corrections et 
améliorations) est une étape critique et très coût use en temps et argent. Cette phase l'est 
d 'autant plus dans les systèmes sous forme de lignes de produits logiciels que leurs analyses 
sont complexes et peuvent pourtant être très légères (ex. : startup dynamique de production 
de prototype). Une solution est de recréer une partie de cette analyse sur base d ' éléments 
disponibles. C'est dans cette optique que ce mémoire tente d 'apporter des solutions . 
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Cette recherche de rétro-ingénierie de la variabilité étant très récente, il va de soi que 
le niveau de maturité est encore faible et que les approches proposées sont multiples et variées . 
C' est dans cette optique qu ' une recherche (la plus complète possible) des techniques existantes 
est effectuée dans ce mémoire. C'est sous la forme de techniques très protocolaires que sont les 
« systemtics mapping studies » (recherches visant à répondre à un besoin de classification de 
la littérature) que cette recherche est menée. L'analyse de ces résultats permettra de mettre en 
évidence les différentes techniques explorées, mais aussi de les replacer dans leur contexte : 
sont-elles juste proposées dans une publication ? Si oui, de quand datent-elles ? Ont-elles déjà 
été implémentées et testées ? Si oui, dans quelles publications ? Sur quel(s) outil(s) 
particulier (s) se basent-elles ? Ont-elles été évaluées et validées par d ' autres chercheurs ? Etc. 
Ce mémoire tente de répondre au mieux à ces multiples questions et d ' interpréter les 
résultats pour mettre en évidence l' état d 'avancement des recherches déjà menées, et proposer 
des directions viables pour les futures recherches . 
Ce mémoire est constitué de 3 grandes sections : 
• le contexte dans lequel prend naissance ce mémoire est complètement fixé et décrit dans 
les détails. 
• la seconde section reprend l'entièreté de l'état de l'art du paradigme des lignes de 
produits logiciels et du point sensible qu ' est la variabilité. Un modèle particulier et très 
répandu jusqu ' à en être incontournable (feature model) permettant d ' exprimer cette 
dernière est mis en avant . Ainsi, sa syntaxe et sémantique sont expliquées en 
profondeur. Une multitude d ' opérations applicables sont aussi présentées. Un processus 
permettant la correction de ce type de modèle par rapport à un système déjà 
implémenté est aussi exposé et mis en relation avec la philosophie des techniques de 
rétro-ingénierie. 
C'est ensuite un tour d ' horizon de la rétro-ingénierie depuis ses origines et ses objectifs 
appliqués à ce domaine qui est proposé. Cette vision permet, entre autres, de déterminer 
en quoi ces techniques répondent aux besoins actuels de la société économique. 
Une idée originale et basée sur les modèles nommés « feature transition system » et non 
encore expérimentée pour cett e application est ensuite mise en avant . 
• la troisième section propose l'état des lieux de ce domaine. Elle reprend de manière 
parallèle, l' explication détaillée d ' un protocole de « systematic mapping study » et son 
application dans un cas réel. Ainsi, étape par étape, les recherches se construisent et 
forment un ensemble de résultats interprétés en fin de section. C ' est par le biais de ces 
interprétations que des réponses ou éléments de réponses aux questions de départ 
pourront être proposés. 
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Un contexte particulier 
1 Le contexte particulier qu'est de la rétro-ingénierie des lignes de 
produits logiciels web 
Dans le cadre de ce mémoire, les systèmes web ubiquitaires dans notre société de 
l' information seront au centre du suj et . En effet , certaines entreprises exercent leurs act ivités 
uniquement grâce aux revenus financiers que génère leur système web. P our citer un exemple 
bien connu qu 'est le site de vente en ligne Amazon, ce sont 1 837 000 visiteurs (fédération e-
commerce et vente à distance 2014) uniques en moyenne par jour avec un record at teignant 1 
million de colis expédiés depuis la France (le 8 décembre 2014). Avec un tel volume d 'échanges, 
la capacité de pouvoir comprendre et analyser ces systèmes, afin de faciliter leur évolution et 
de détecter des problèmes éventuels, est crit ique pour ces entreprises. De fait , on peut ranger 
ces systèmes dans la catégorie « business-crit ical » (Sommerville 2009) , c'est-à-dire, dont les 
défaillances peuvent engendrer des pertes considérables pour les entreprises les fournissant , et 
parfois conduisant à leur faillit e. 
Une approche possible et envisageable serait de considérer ces systèmes comme des 
systèmes « safety-critical » ( ces types de systèmes étant considérés comme critiques au plus 
haut niveau , ils sont toujours totalement analysés afin de ne laisser aucun bug possible) et de 
procéder à leur conception de manière rigoureuse en appliquant des méthodes formelles 
d ' analyse et de génération à partir de leurs spécifications. 
Cette approche n 'est, hélas, pourtant pas réaliste, à cause du fait que la nature de ces 
applications est, par essence, évolut ive ( dans un certain nombre de cas , plusieurs évolutions 
par semaine peuvent avoir lieu) et de la culture des développeurs. En effet , ces applications 
sont souvent le fruit de start ups ou le résultat d ' un petit groupe de développeurs prototypant 
des idées dans le cadre de processus de type « Agile ». Dès lors, il n ' est pas vraiment 
envisageable de comprendre et valider les systèmes « à priori » . P ar contre, il est plus judicieux 
d 'étudier ces systèmes « à postériori ». Une analyse après construction de ces systèmes 
permettrait d 'en ext raire des éléments de leurs spécifications inexist antes. P our ce, il faut dès 
lors se tourner vers des techniques dites de « rétro-ingénieries ». 
La maintenance et l'évolut ion des applications deviennent de plus en plus une 
préoccupation majeure des entreprises due aux coûts importants et à l'ampleur du travail 
qu ' elles engendrent. En effet , la maintenance d ' un logiciel constit ue une part ie importante du 
coût total de son cycle de vie. Ce coût représente entre 50 % et 80 % du coût total du cycle de 
vie (HACHICH! 2011 ). A l' heure actuelle, les entreprises se voient confrontées à des logiciels 
dont 80 % ne sont ni structurés, ni corrigés et encore t rop peu documentés . Seul un processus 
de maintenance pourrait combler ces problèmes. La rétro-ingénierie telle que définie par la suite 
apporte aussi une grande avancée dans ce processus de maintenance. 
Que ce soit pour une application web ou un autre type d ' application, la maintenance reste un 
processus obligatoire. Ce processus est d 'autant plus import ant dans les systèmes web car ils 
sont souvent amenés à être développés par des dizaines, voire des centaines de personnes (de 
tous niveaux) , dans les cas de systèmes composés de plugins/ modules venant de communautés 
plus ou moins larges (voir ci-après) et pouvant êt re ut ilisés par de jeunes apprentis. 
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De plus en plus, les entreprises proposent différentes versions (versions en terme 
d 'historique d'évolution d ' un logiciel ou encore en terme de fonctionnalités) de leurs 
applications. Dans cette optique, un concept mettant en avant la réutilisation d'artéfacts d ' une 
application à une autre afin de ne pas réinventer la roue pour chaque application est prônée. 
Ce paradigme se nomme « lignes de produits logiciels » et s'inspire en fait , d ' un paradigme 
bien connu dans le monde matériel (industriel) qu'est celui des chaînes de production 
industrielle (Ziadi 2012). C'est un paradigme fort recherché par les entreprises dans le sens où 
de grandes économies financières peuvent être faites. C'est vers cette optique très attrayante 
que ce mémoire s'oriente. 
Les approches via rétro-ingénieries peuvent être multiples car ce terme englobe une 
multitude de buts possibles dans des domaines variés (rétro-ingénierie d'objet matériel , 
humaine, électronique, logicielle ... ) . Ce mémoire a une orientation informatique et logicielle. 
Dans ce mémoire, il a été choisi des ' orienter vers des techniques de rétro-ingénierie permettant 
de comprendre la « variabilité ». Néanmoins, il est possible que des techniques intermédiaires 
de rétro-ingénierie autres que logicielles ( comme la rétro-ingénierie sur les développeurs afin de 
comprendre comment certaines parties ont été développées) soient proposées. Ce concept de 
variabilité est d'une grande importance dans le cadre de développement en lignes de produits 
logiciels car toute la différenciation des produits au sein de la ligne de produits se base sur elle. 
Elle devient donc un point clé qu ' il faut pouvoir extraire pour comprendre le système dans son 
environnement. 
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2 Les systèmes de type web - 2 visions différentes 
Il existe une multitude de types de systèmes : standalone, web, embarqués, cloud, bases 
de données , Operating System .. . Ce mémoire s' intéressant plus particulièrement aux 
systèmes web , il convient de bien fixer le terme qui peut avoir 2 grandes orientations quant 
au but d ' une application web . D' une part , il existe des applications web de type 
« application Internet » et d ' une aut re part , celles orientées « application de gestion 
in terne d 'entreprise» . 
1. Les systèmes web orientés Internet (typiquement sit e web) 
Dans le cadre de ce type de systèmes web, 3 remarques peuvent être formulées. 
• Le développement web Internet est assez récent, souvent utilisé par des jeunes 
développeurs non experts et aucune structure dans la programmation n 'est 
encore réellement présente (malgré une nette amélioration) . P ar exemple, le 
langage de programmation le plus connu orienté web est le PHP1 (Hypertext 
Preprocessor). Le PHP est t rès permissif, non obligatoirement typé ( ce qui lui 
confère des avantages2 et inconvénients3 bien entendu) malgré une net te 
amélioration depuis PHP V.5 et ne renseigne les problèmes de variabilité qu'au 
runtime une fois toutes les parties des codes sources interprétées ensemble (il en 
est de même pour tout code source interprété à la volée). 
• Les systèmes de type web Internet sont bien souvent créés sur base de modules 
développés par différents développeurs, chacun de leur côté, avec leurs niveaux 
et manières de développer (ex. : WordPress, J oomla , PhpBB ... ). Cela crée 
immanquablement des problèmes de compatibilité. 
Certains systèmes comme WordPress ont mis en place un mécanisme permettant 
de vérifier la compatibilité entre plugins. Ce mécanisme se base essentiellement 
sur le retour des ut ilisateurs et des tests effectués par les développeurs. Cette 
technique montre bien que la vérification d 'un plugin couplé avec un autre est 
encore t rès (trop) basique. 
Les systèmes de type web comme WordPress sont donc un bon exemple de 
système sous forme de ligne de produits logiciels car chaque syst ème ayant sa 
propre combinaison de plugins (groupables en super plugin) représente un 
produit et certains plugins ne sont pas compatibles entre eux. Le grand nombre 
de plugins disponibles (37 6994) rend impossible une gestion manuelle. 
1 http: //php.net 
2 Ces avantages peuvent être un accès plus facile aux jeunes développeurs voulant s' initier à la 
programmation, mais aussi lorsqu ' un changement doit être effectué, il sera plus rapide car aucun type 
ne doit être géré ... 
3 Ces inconvénients sont aussi multiples, citons le manque de clar té (seul le nom de la variable donne 
une information sur son contenu), l' impossibilité de connaitre automatiquement et au préalable le type 
qu'aura une variable à l' exécution et ainsi pré-corriger les éventuelles erreurs avant leurs exécutions ... 
4 ombre provenant directement du site officiel WordPresse : https://wordpress.org/ plugins visité le 
07/ 05/ 2015 à 11h30. 
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• Les systèmes web Internet tels que « Amazon » peuvent être un élément clé 
pour une entreprise. Depuis quelques années déjà, ce genre de site web de vente 
en ligne s'est fortement développé, entraînant avec lui plusieurs milliers 
d ' emplois à la clé (87 000 employés grâce au e-commerce en 2013 avec une 
augmentation de 12 000 emplois par rapport à 2012) , brassant plusieurs milliards 
d ' euros (51,1 milliards d'euros en 2013 avec une augmentat ion de + 13.5 % par 
rapport à 2012) (fédération e-commerce et vente à distance 2014). Ces systèmes 
prennent donc une place importante dans notre société et requièrent de plus en 
plus de maintenance/ améliorations/ corrections, ce qui exige une connaissance 
approfondie du système. 
Les systèmes web orientés gestion interne d ' entreprise 
Ces systèmes ne sont pas orientés site Internet mais plutôt gestion interne d ' une 
société. L ' informatique étant toujours de plus en plus présente dans le quotidien des 
sociétés, il est logique qu ' elle devienne un point sensible de celles-ci. Comme tout 
point sensible, elle doit être correctement mise en place et surtout très bien 
documentée afin d 'améliorer les processus de maintenance et d ' évolution. En effet , 
ces systèmes sont sujets à plusieurs évolutions , d ' autant plus que leur place ne cesse 
de grandir au sein de la société. 
Prenons l ' exemple de l ' application « OmniPro5 » qui est un système web interne 
permettant la gest ion des dossiers des patients d ' un hôpital. Au départ , il était une 
petite application développée par quelques ingénieurs de formation gérants de la 
société MIMS (novembre 1997) . A cette époque, ce système était destiné aux cabinets 
médicaux , puis, petit à petit , a évolué pour devenir un incontournable dans les 
hôpitaux belges. A l' heure actuelle, il est décliné en plusieurs produits suivant 3 
grands axes (médical, infirmier et organisationnel) dont chacun est disponible avec 
plus ou moins de modules. 
Pour ce genre de système, avoir une documentation précise et complète est donc 
essentiel. Dans cette optique, les techniques de rétro-ingénierie permettent de donner 
une aide en proposant des vues sous forme de différents modèles du système. 
5 http://www.mims.be/ hospitalier 
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1 Les lignes d 
Chapitre Il. Etat de l'art 






ligne de produits logiciels est un ensemble de systèmes partageant un 
e de propriétés communes et satisfaisant des besoins spécifiques pour un 
particulier.» (ZIADI 2004) (Elkaim. 2001) (L.Northrop 2001) domaine 
Une pro 'Priété commune est une propriété qu'a tout système appartenant à une 




Toute a ut re propriété non commune (leurs différences) est appelée « variabilité ». 
« La co mmonality regroupe l'ensemble des hypothèses qui sont vraies pour tous les 
membres de la ligne de produits. » (ZIADI 2004) (Lai 1999) produits, 
« La v ariabilité regroupe l 'ensemble des hypothèses montrant comment les 
membres de la ligne de produits, diffèrent. » (ZIADI 2004) (Lai 1999) produits, 
« Un do maine est un secteur de métiers ou de technologies ou des connaissances 
sées par un ensemble de concepts et de terminologies compréhensibles par 
ateurs de ce secteur . » (ZIADI 2004) (Elkaim. 2001) 
caractéri 
les utilis 
Ses origin es 
La p ublication de Parnas (Parnas 1976) mentionne que, à l 'origine, lorsqu'un 
nt survient dans une exigence ou lors de l'évolution (en termes de 
ce) d ' un logiciel, le nombre de versions augmente aussi. Toutes ces versions 
tre vues comme une famille de produits. Dès lors, la maintenance de ces 





beaucoup d'entreprises. Parnas adopte l' idée de considérer la famille de produits 
tout au lieu de prendre chaque produit séparément donnant ainsi un coût 





ation de Klaus Schmid et al. (Schmid et Verlage 2002) soutient ce principe 
onnant que les entreprises sont capables de diminuer le délai de 
alisation par un facteur 10, voire plus, si elles utilisent l'approche par ligne 





ment la différence d 'effort financier entre un développement prenant en 
haque variante de produit séparément et celui les considérant comme une 
logiciels6. Il en ressort que le coût à l'origine d ' un développement par 
t supérieur à celui d ' un développement tradit ionnel. Cependant, plus le 
famille de 
famille es 
6 Remarque : le dével oppement utilisé pour ce graphique est celui suivant le pattern particulier « Big 
eloppement incrémentiel. Bang » et pas un dév 
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nombre de produits augmente plus le coût par produit diminue. Pour en savoir plus, 
l' art icle de McGregor (McGregor , et al. 2002) explique qu ' une fois la limite de 3 
produits (break even) appartenant à la même famille atteinte, le développement par 
approche de ligne de produits logiciels devient financièrement plus intéressant . 
Pour information hors suj et , la publicat ion de Klaus Schmid et al. donne aussi une 
idée de la différence ent re le développement incrémental et le développement suivant 
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development 
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(a) Break even Number of products (b) Number of products 
Figuw 1 - Co111panûson en tre l 'effort .imwcicr d 'un développemen t normal et celui d 'une approclw en ligne de pwduits 
logid els 
1.3 Un paradigme entier 
Mathieu PA TINY 
Le p aradÏgm e de Hgnes de produÏts logÏdels est directement dérivé des chaînes 
de production industrielle. Son but principal étant donc de limiter les coûts de 
construction via le principe de réutilisation d ' artéfacts dans le but de créer une série 
de logiciels tels que décrits précédemment . 
Ce paradigme n 'est pas nouveau, il est directement inspiré du monde des lignes de 
product ions industrielles. Pour chaque « monde » , est repris un exemple ci-après : 
❖ Monde matériel 
Dans le cas d ' une chaîne de production de chemises, les différents modules 
peuvent être la t aille (S , M, L, XL, XXXL (USA uniquement)) , les manches 
(longues ou courtes), les boutons de manchettes (1,2 ou 3 boutons) , le col 
(classique, à bouton, mao), le motif (lignes verticales, lignes horizontales, 
pet its carreaux , grands carreaux) 
❖ Monde logiciel 
Dans le cas d ' une ligne de production d ' un logiciel web de type « CMS » 
(Content Management System) , les différents artéfacts (logiciels ou non) 
peuvent être le template (old school, classique, futuriste) , l 'espace membre 
( exist ant ou non), le forum ( exist ant anonyme autorisé, existant privé, non 
exist ant) , une newsletter (existante ou non, automatique ou manuelle) , le 
module d ' achat en ligne (réservation en magasin ou livraison) , le mode de 
paiement (bancontact , carte de crédit , paiement à la réception, paiement à 
l'enlèvement , P ayP al) ... 
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Une remarque importante est à ajouter dans ce 2 ème monde : la réutilisation 
des artéfacts s'effectue non seulement dans le code source mais aussi dans 
l'analyse. Comme cela , toutes les spécifications, la documentation et les 
différents tests (fonctionnels ou non) sont aussi réutilisés et doivent par 
conséquent être pensés pour être réut ilisables . 
Ce paradigme implique des changements importants par rapport au développement 
traditionnel. Le plus grand des changements réside dans la création d ' une 
archÎtect ure incorporant l'ensemble des artefacts créant ainsi une ligne de produits 
logiciels. 
Cette architecture se confronte à un problème de taille majeure : la compa,übjjjté 
en tre les dHférents modules. Une mauvaise gestion de cette compatibilité pourrait 
amener à des systèmes totalement absurdes : 
Tableau 1 - Absw·djfés possibles dan une chaine de production 
Monde matériel Monde logiciel 
« Un veh1cule a, essence mum d 'un filtre « Une vers1011 lim1tee en lecture seule avec 
à partkules. » un module d 'enregistrement. » 
Ce cas aurait dû techniquement être une Ce cas aurait dû techniquement être une 
exclusion de composants. exclusion de composants. 
« Un d1stiibuteur de bjjlets sans module 1 « Un sÎte In ternet dem andant une 
de réceptÎon de bÎllets. » connexÎon objjga,toÎre avant un achat sans 
module de connexÎon . » 
Dans ce cas, ce sont d s composants Dans ce cas, ce sont des composants 
manquants qui mènent à l ' absurdité. manquants qui mènent à l ' absurdité. --+--------------------; 
« Une lampe de pocha munÎe d 'un câble « Un forum piivé avec la, présence d 'un 
électâque. » uU]jsa,teur par défaut et anonyme. » 
Ce cas aurait dû techniquement être une 
exclusion de composants. 
Ce cas aurait dû techniquement être une 
exclusion de composants. 
Afin de combler ce potentiel problème, l' ingénierie logicielle se voit scindée en 2 
parties (Figure 2 ci-dessous) . 
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Ingénierie du domaine 
développement pour la réutilisation 
Analyse du - Conception du - Implantation du 
Domaine Domaine Domaine 
Exigences d ~ la LdP Arichitectu ;e de la LdP Campos; nt - de la LdP 




- - ~ -
1 ' 1 
Exigences - Conception Implantation 
____. 
d' Application - d'Application - d'Application 
Produ it 
Ingénierie d'application 
développement par la réutilisation 
Fig ure 2- Ingénieries sous le p t1radigme des lignes de prod1ûts logiciels (ZJADI 200.J) 
1. Une ingénierie du domaine 
Mathieu PA TINY 
L' ingénierie du domaine se focalise sur le développement et la documentation 
permettant de développer un logiciel appartenant à une ligne de logiciels. 
Cette part ie est constit uée de t rois activités. 
I. L'analyse 
Cette activité a pour but la détermination et l' identification des comonalités 
et variabilités. Un modèle des plus connus dans cette activité est le modèle 
« feature model » (FM). Ce modèle a été introduit la première fois dans la 
méthode F ODA (Feature-oriented domain analysis) par Kang (Kang, et al. 
1990) 
II. La conception 
Cette act ivité a pour but la création de l' architecture logicielle «générique». 
III. L' implémentation 
Cette dernière act ivit é a pour but l ' implémentation de l'architecture de 
l'activité « concept ion » sous forme de composants réutilisables par 
l ' ingénierie d ' application (dans le but de la construction de chaque produit). 





















Df NAMUR Page 1 20 
2. Une ingénierie d ' application 
Se basant sur le résultat de l'ingénierie du domaine, l' ingénierie d'application 
s'occupe de la construction d ' un produit particulier faisant partie d'une ligne de 
produits logiciels (étapes normales de la production d ' un logiciel tout en prenant 
compte des résultats de l' ingénierie de domaine). 
1.4 La variabilité - un rôle central 
La variabilité étant un concept clé de ce paradigme, elle devient donc un point 
sur lequel il faut s'attarder. Ce mémoire ayant pour but essentiel la rétro-ingénierie 
de la variabilité dans les systèmes web sous forme de lignes de produits logiciels, il 
est donc logique de décrire précisément « ce qui se cache » derrière cette expression. 
1.4.1 Qu'est-ce que la variabilité ? 
La variabilité au sein des lignes de produits est, suivant sa définition (voir section 
1.1 p.16) , une représentation des différences entre les différents produits . Elle doit 
être gérée tout au long du cycle de vie d'un logiciel depuis la spécification des 
exigences jusqu ' aux tests finaux en passant par l 'architecture, le code source du 
système, ... 
La variabilité est habituellement représentée sous la forme de pojnts de vaâatjons 
et vaâantes (HEYMANS et TRIGAUX 2003). 
• Un point de variation localise une variabilité et ses liaisons en décrivant 
plusieurs variantes. 
• Une variante représente une alternative ( de design) dans le but de réaliser 
une variabilité particulière et de la lier de manière concrète. 
La variabilité dans les lignes de produits logiciels est un point difficile à gérer car , 
entre autres , chaque produit et famille de produits peut évoluer et changer (que 
cela soit l 'apparition d ' une release ou un changement dans la variabilité) donnant 
ainsi naissance à deux concepts : « Variation in t ime » ( concept mentionnant le 
fait qu'il puisse exister différentes releases de produits) et « Variation in space » 
( concept mentionnant le fait qu' en même temps, 2 produits peuvent contenir des 
variantes égales étant différemment implémentées). 
1.4.2 Vers une classification de la variabilité 
Un schéma de classification des différentes variabilités observables dans les 
systèmes est proposé par Felix Bachmann et Len Bass (Bachmann et Bass 2001) 
suivant 6 critères. 
• La variabilité dans les fonctions : ce critère mentionne le fait qu ' une fonction 
particulière peut exister dans certains produits mais pas nécessairement dans 
tous. 
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• La variabilité dans les données : ce critère mentionne qu ' une structure de 
données particulière peut être différente d'un produit à un autre. 
• La variabilité dans les contrôles de flux : ce critère signifie qu'un flux de 
contrôle d'interaction (l 'ordre dans lequel les éléments d'un logiciel comme 
les appels des fonctions, les instructions ... s' exécutent) peut être différent 
d'un produit à un autre. 
• La variabilité dans la technologie : ce critère mentionne une différence 
concernant les plateformes sur lesquelles les produits doivent fonctionner 
( ex. : le système d'exploitation, le hardware, les dépendances avec des 
artéfacts tels que le sont les middlewares ... ) . Ces plateformes sont 
potentiellement fortement différentes au niveau technique. 
• La variabilité dans la qualité du produit : ce critère mentionne la qualité que 
doit avoir un produit en termes de sécurité, performance, disponibilité, 
modificabilité ... 
• La variabilité dans l 'environnement d ' un produit: ce critère mentionne qu ' un 
domaine de produit peut imposer des exigences bien précises. 
Il existe d ' autres classifications telles que décrites par Günter Halmans et Klaus 
Pohl (Halmans et Pohl 2003)se basant sur 2 concepts : la « Etential variability » 
( concept déterminant les exigences fonctionnelles et non fonctionnelles à 
implémenter du point de vue client / utilisateur, ce qui définit le « quoi ».) et la 
« Technical variability » ( concept qui détermine comment implémenter le système, 
ce qui définit le « comment ».). 
1.4.3 Quand la variabilité est-elle implémentée ? 
Il existe 3 moments où la variabilité peut-être implémentée/ fixée . Le choix d'un 
moment a bien évidemment un impact sur toute l'architecture dans le sens où celle-
ci devra prendre en compte ce moment (ex. : doit-il mettre en place un mécanisme 
d ' héritage ou de paramétrisation de l' architecture?). 
1. A la compilation 
Les différentes features sont choisies lors de la compilation (via le choix des 
packages). Ce choix peut être appliqué si la recherche de l'efficacité (en temps 
et espace disque) est de mise, mais aussi si les features aboutissent à différents 
produits ou encore si le produit a peu de chance d'être modifié par la suite. 
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2. Au chargement 
Les features sont choisies au chargement du logiciel ( elles ne sont plus 
changeables une fois le logiciel en cours d 'exécution). T ypiquement , ce genre 
de choix s'effectue sur les features qui sont en relation avec l'environnement 
du logiciel (ex. : le système d 'exploitation) et le type de mission pour laquelle 
le logiciel est lancé ( ex. : les systèmes d ' armement). 
Remarque : l' architecte doit mettre en place un paramètre permettant de 
choisir les types de features qui seront chargées au démarrage du logiciel. 
3. P endant l 'exécution 
Les features peuvent être choisies pendant l 'exécution du logiciel. Cette 
modification peut être manuelle ou suivant un mécanisme de changement 
automatique ( ex. : les logiciels embarqués dans les véhicules automobiles 
pourraient charger des modules suivant le type de conduite que le conducteur 
souhaite. Le changement d'un « mode normal de conduite » à « conduite sur 
glace» ou « conduite sportive» peut être vu comme un changement de feature 
sans arrêter le système). 
Le choix du moment n ' est pas un choix unique et fixe. Il est dès lors possible 
d ' implémenter certaines features à la compilation, d 'autres au chargement du 
logiciel t d'autres à l 'exécution de celui-ci. 
1.4.4 En savoir plus sur les feature models 
Comme mentionné précédemment, le modèle très souvent utilisé quant à la gestion 
de la variabilité est le « feature model ». Kang et al. (Kang, et al. 1990) définissent 
le feat ure model comme : 
« Un fcature model représente les features standards d 'une famille de systèmes 
dans un domaine et les relations entre elles. 
[ ... ] 
La relation structurelle est une constitut ion de features, ce qui représente un 
groupe logique de features, présentant un intérêt. 
[ ... ] 
Les features alternatives ou optionnelles doivent être indiquées dans le modèle. 
[ ... ] 
Toutes les features doivent être distinctivement nommées et leurs définit ions 
devraient être incluses dans le dictionnaire des termes du domaine. » 
(traduit par PATINY Mathieu) 
Kang fait également remarquer que la sémantique existante entre les features n'est 
pas exprimée dans les feature diagrams. Il entend par là, que toutes les features 
alternatives et optionnelles qui ne peuvent pas être sélectionnées une fois la feature 
choisie doivent être marquées comme « exclusives entre elles ». Les autres features 
qui doivent être sélectionnées doivent être marquées comme « requises ». Ces 
marquages établissent ensemble les « règles de compositions » et forment ainsi la 
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sémantique manquante. Le choix de marquage de ces features n 'est évidemment 
pas aléatoire ni automatique, il provient d ' un choix totalement objectif par rapport 
aux demandes du client. 
La documentation d'un feature model. 
La documen ta,tjon d 'un FM reprend un ensemble d ' informations précises. 
Le diagramme reprenant la structure hiérarchique des features avec les 
mentions concernant celles optionnelles et alternatives, 
La définition de chaque feature (un exemple de la forme que doit prendre 
une définition de featur est disponible en annexe I. ), 
Les règles de composition des features 
L'usage principal des feature models. 
Les F fs ont un but principal de communication entre les développeurs et les 
utilisateurs. 
Du point de vue développeurs, ces modèles permettent d ' exprimer quels sont les 
artéfacts qui doivent êtres paramétrés ( ce qui a un impact significatif sur toute 
l' architecture) et comment ils doivent êt res paramétrables. 
Du point de vue des ut ilisateurs , ceux-ci pourront ainsi découvrir quels sont les 
features de base, celles ajoutables ainsi que le moment où ils peuvent les choisir 
(voir les 3 types d ' implémentations de la section 1.4.3) . 
D ' un point de vue pratique, ce genre de modèle est just ment approprié dans un 
processus d ' aide à la vérification de compatibilité entre plugins implémentés comme 
ment ionnés dans le chapitre I part 2 point 1 (système web Intern t ayant un 
système de plugins). Le client qui installe un nouveau plugin dans son système 
pourrait directement savoir av c quel module il est ou n ' est pas compatible. En 
poussant l ' utopie à son plus haut niveau, un tel modèle pourrait faire une sélection 
automatique des plugins ajoutables sur base du système déjà présent (modélisable 
via des techniques de rétro-ingénieries de système implémenté). Ce processus 
pourrait ainsi fixer les features déjà utilisées et en déduire celles autorisées. 
Feature model VS feature diagram. 
La littérature associe souvent les 2 termes : FM à feature diagram (Acher, et al. 
2012). En réali té, cette association n'est pas tout à fait correcte. Il serait plus 
correct de dire qu ' un FM peut contenir plusieurs features diargams en ajout ant des 
fo rmules proposit ionnelles. 
P our rappel, les formules propositionnelles sont des formules mathématiques 
composées de propositions. Une proposition ét ant « un élément » considéré comme 
vrai et totalement atomique (non décomposable). Un exemple de formule pourrait 
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être A A (B V C) ⇒ D. Pour en savoir plus ces formules liées à ce genre de modèle 
il est conseillé de lire la publication « Feature Models, Grammars, and P roposit ional 
Formulas » (Batory 2005). 
Pour permettre une bonne compréhension, il faut tout d 'abord définir ces 2 termes 
précisément : 
« Un features diagrani est défini comme un ensemble (G , r , Ernand , Grnutex, Gxor, Gor,, 
BI , I , EX) composé des éléments suivants : 
L' arbre G = (F ,E ,r) où: 
- F est un ensemble fini de features , 
- E est un ensemble fini de liaisons entre features (E ç F x F) , 
- r est le neod racine. 
Emand ç E est un ensemble de liaisons qui définissent les features obligatoires. 
Grnutex ç P(F) x F , Gxor ç P (F ) x F , Gor Ç P(F) x F définissant des groupes de 
features et sont des ensembles de paires de features enfants avec leurs features 
parents communs. 
BI : Un ensemble de contraintes de hi-implication de la forme A ç:::> B, 
I : Un ensemble de contraintes d ' implication de la forme A ⇒ B, 
EX : Un ensemble de contraintes d ' exclusion sous la forme A ⇒ -.B (A E F 
and B E F) . » 
(traduit par P ATINY Mathieu) 
« Un feature model est un t uple (FD, (f}cst) où : 
FD est un feature diagram. 
(f}cst est un ensemble de formules propositionnelles appliquées sur l' ensemble 
des features F de DF. » 
( traduit par P ATINY Mathieu) 
L'application des formules propositionnelles se fait visuellement via les « cross-tree 
constraints » (CTCs) . Ces annotat ions sont des annotations uniquement visuelles, 
elles ne font qu 'exprimer les formules au sein d ' un FM sans apporter une 
quelconque information en plus. 
Pour illustrer la théorie, Acher et al. proposent une illustration d ' un FM (F igure 
4) complet provenant d ' une table de données (Figure 3) 
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Storage LicenseCostFee RSS Unicode 
Database USlO Yes Yes 
No Yes Yes No 
Files No Yes Yes 
Files No Yes Yes 
Files No Yes Yes 
Database Different Licences Yes Yes 
F ilesRCS Community Yes Yes 
Database No Yes Yes 
Figw·e 3 - Illustration de la théoJic des featura modcls - table de c/011nées (Product DcscJiptio11) 
LicenseCostFee 
Storage <·> Unicode 
1 GPL2 -> PHP E 
Dilferentlicenses -> ~GPL 
• Or \ _ Community <·> FileRCS - GPL -> Storage = Database -> ~Python ~ -- Commercial<-> US10 FileRCS <-> Perl Nolimrt -> ~Dilferentlicenses Unicode <·> Language ll.Jcst Unicode -> ~Nolimit A Xor \ US 10 <-> Java LicenseCostFee -> ~Files 
Fig ure ..J - Illllstrntio11 do la théoJic dos foaturo modcls - foaturo modcl 
Mandatory 
Optional 
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Un feature model par l'exemple. 
Ce modèle correspond à une représentation sous la forme d'arbre de toutes les 
comonalités et (surtout) les variabilités dont les relations sont visuellement 
annotées par des contraintes ( « cross-tree constraints ») (Cuevas 2007). Il existe 2 
types de cont raintes reprises dans le T ableau 2 et T ableau 3 (les exemples sont liés 
à la Figure 5 p. 28) : 
Tableau 2- Légende des contnûntes sw· feature 111odels: ptiren t en/i1JJts 
Entre : parent - enfants 
• 0 bligation • 
La, feature dojt ob]jga,toù-em ent être présente dans toutes les instances d ' un 
produit contenant la featur parent . 
Ex. : Une chemise doit obligatoirement avoir une taille, un type de manche 
et un logo. 
• Optionnel cf 
La, feature n 'est pas ob]jga,toù ·e pour les instances des produits contenant la 
feature parent. 
Ex : Une chemise n 'est pas obligée d ' avoir un logo. 
Tableau 3 - Légende des contrnintes sui' feature models : p ,iren t - enfants 
Entre : enfants 
• And/\ 
Toutes les features enùnts doivent obligatoù-ement être présents dans toutes 
les instances d ' un produit contenant la feature parent . 
• Or A 
Une ou plusieurs features enfants peuvent être présentes dans toutes les 
instances d ' un produit contenant la feat ure parent. 
Ex. : Une chemise peut avoir un logo sur le torse et / ou dans le dos. 
• Xor A 
Seule une feature enfant au ma;ânwm peut être choisie parmi les enfants dans 
toutes les instances d ' un produit contenant la feature parent. 
Ex. : Une chemise doit avoir un type de manche courte ou longue mais pas 
les 2. 
Un autre exemple issu de la publication de Benavides et al. (David Benavides 2010) 
reprenant ces types de contraintes ainsi que leurs formules propositionnelles 
associée se trouve en Annexe II. 
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Certains auteurs (Czarnecki (K. Czarnecki 2005) et Riebisch (M. Riebisch 2002)) 
proposent une extension à ces contraintes : les cardinalités. 
• Cardinalité de feature : modélisé par un d ' intervalle noté [n .. m] et 
représentant le nombre minimal (n) et maximal (m) d ' instances de features 
autorisables dans le produit . 
Ex. : dans la Figure 6, le CMS peut accepter jusqu' à 3 types d ' instances de 
cartes de crédit. 
• Cardinalité de groupe : modélisé par un intervalle noté < n .. m > et 
représentant le nombre minimal (n) et maximal (m) d 'enfants qu ' un produit 
peut contenir si la feature parent est présente (par défaut < 1..1 > ). 
Ex. : dans la Figure 6, le CMS peut accepter des paiements en ligne. Si c' est 
le cas, il peut proposer entre 1 et 2 types de systèmes de paiement en ligne. 
Deux autres contraintes peuvent être aussi appliquées (David Benavides 2010) 
entre features qui n ' ont pas nécessairement une relation de type parent-enfants ou 
entre enfants : 
• Inclusion entre 2 features précises : A - - + B. Ce symbole mentionne le 
fait qu ' une feature (A) requière une autre feature (B). 
• Exclusion entre 2 features précises : A +- - ► B. Ce symbole mentionne le 
fait qu ' une feature (A) exclut une autre feature (B). 
Ce modèle peut s ' appliquer tout aussi bien à des produits du monde matériel 
comme des produits du monde logiciel. La Figure 5 ci-après représente un exemple 
de modélisation d ' une ligne de production de chemises (monde matériel). La Figure 
6 quant à elle, représente un exemple de modélisation d ' une ligne de production 
d ' un CMS standard (monde logiciel). 
Dans le cas de la Figure 5, voici quelques produits pouvant correspondre à ce FM : 
• 1 chemise de taille XL à manches courtes contenant un logo sur le dos et le 
torse sans aucun motif. 
• 1 chemise de taille XL à manches courtes contenan t un logo sur le dos et le 
torse avec un mot if en ligne horizontale. 
• 1 chemise de taille XL à manches longues contenant un logo sur le torse 
avec un motif en forme de carreaux . 
Cont re-exemple de produits ne pouvant pas exister : 
• 1 chemise de taille XL sans manche avec un logo sur le torse et sans motif. 
Cette chemise serait incompatible avec ce modèle car toute chemise exige 
un t ype de manche dans le modèle. 
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L'interprétation du modèle est exactement la même dans le monde matériel que 
















Figw·e 6 - EYemple de fe8ture mode! 
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Systeme_en_ligne 
< 1-2> 
monde logiàel: "la Jjgne de produit:; de sites In ternet 1:1,vec possibilité de 
ven te en ligne ~ia C/11S" 
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P lusieurs feature models pour une même sémantique. 
Une remarque importante doit être mentionnée : pour une sémantique unique, il 
peut exister plusieurs feature models. Un exemple tout simple permet de s'en rendre 
compte: 
Dans le 1 cr cas, tous les produits possibles sont composés des features : B et B+ C. 
Dans le 2c cas, les produits possibles sont totalement identiques : B et B+ C. 
Dès lors, il ne faut pas partir du principe qu ' une technique de rétro-ingénierie 
produira toujours le même FM. Il existe des outils permettant la comparaison de 
FMs. 
Manipulation de feature models. 
Benavides (David Benavides 2010) propose 3 définitions sur lesquelles la 
manipulation de FM peut se baser : 
« Pour un FM donné avec un ensemble de features F , une configuration est un 2-
tuple sous la forme (S, R) tel que S, R ç F et où 
S est l' ensemble de features devant être sélectionnées, 
Rest l'ensemble de feature devant être supprimées tel que S R = (/J » 
( traduit par PA TI Mathieu) 
« Une configuration est appelée configuration partielle si S u R c F » 
« Une configuration est appelée configuration complète si S U R= F » 
(traduit par PATI IY Mathieu) 
La littérature relate une multitude d ' opérations plus ou moins complexes 
applicables sur les feature models. L' article de Bena vides reprend une liste 
exhaustive des fonctions réalisables. P armi celles-ci, les plus courantes sont : 
• Déterminer si un FM est vide : ce processus permet , depuis un FM en entrée, 
de déterminer s' il est vide ou non. Un FM est vide dans le cas où aucun 
produit ne peut en être déduit (ex. : si les contraintes empêchent toute 
combinaison de features). 
• Déterminer si un produit est valide : en partant d ' un FM et un produit 
donné (ex. : sous forme d'un ensemble de features), ce processus permet de 
déterminer si le produit fait partie des produits composables depuis le FM. 
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• Valider une configuration partielle : depuis un FM et un ensemble de 
configurations partielles, le processus retourne si l'ensemble de 
configurations contient des contradictions ( ex. : 2 configurations contenant 
des features exclues par des contraintes). 
• Générer tous les produits : depuis un FM, le processus retourne tous les 
produits valides dérivables. 
• Nombre de produits : depuis un FM, le processus retourne le nombre de 
produits dérivables. 
• Filtrer les produits : en partant d'un FM et une configuration (partielle ou 
complète), le processus retourne l'ensemble des produits de la configuration 
ne pouvant être produit par le FM. 
• La détection d'anomalies: de nombreuses anomalies peuvent être détectées 
sur base d'un FM (ces anomalies peuvent, par exemple, être présentes dans 
un FM provenant d'une technique de rétro-ingénierie ayant une certaine 
marge d'erreur) : 
o Features mortes : une feature est considérée comme morte si elle ne 
peut être incluse dans un produit dérivable du FM. Ce genre de cas 
peut survenir dans les cas où des contraintes (d'exclusion) 
empêchent l ' utilisation d'une feature. 
o Features mortes conditionnelles : ce genre de feature est une feature 
morte sous certaines conditions, comme le fait d'avoir sélectionné 
une autre feature particulière présentant une contrainte. Elles sont 
considérées comme des contradictions. Ce genre de contradiction 
peut apparaître lors de l ' évolution d ' un FM au cours du temps 
(maintenance, amélioration ... ) . Un exemple pourrait être serait le 
suivant : 
(B and D) implies C 
C implies not B 
FÎg 11rc 7 Fca.t urcs m ortes condÎüonncllc (Da.vM B cnavÎdcs 2010) 
o Mauvaises cardinalités : si la présence d'une contrainte de 
cardinalité n'est pas réalisable ou provoque une absurdité. Dans 
l'exemple suivant , B et D s' excluent mutuellement mais une 
contrainte de cardinalité les autorise simultanément. 
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Fjgure 8 - llfauva1ses cardùwjjtés (DavÎd Bemwi"des 2010) 
o Redondance : de la redondance sémantique peut apparaître dans les 
FMs. Dans l' exemple suivant (les flèches grisées donnent lieu aux 
redondances) : 
(a) B et C sont déjà mut uellement exclus par la « cross-tree 
contstraint », 
(b) Une redondance existe dans le fait que C est toujours présent , 
la contrainte d ' implication B implique C est donc redondante, 
(c) Une redondance existe entre 2 implications (si B implique C, D 
étant enfant obligatoire de B, C est d ' office impliqué). 
(a) (b) 
fig ure 9 - redondt1nce (David Bena vi"des 2010) 
• Détermination des relations entre FMs : entre plusieurs FMs, il peut exister 
des relations potentiellement intéressantes pour les processus : 
o Reconstruction leurs structures sont différentes mais ils 
représentent la même suite de produits (voir précédemment ). 
o Généralisation : une généralisation existe ent re 2 FMs (FM2 
généralise FMl) si tous les produits déductibles de FMl sont 
contenus dans les produits déductibles de FM2. 
o Spécialisation : une spécialisation existe entre 2 FMs (FMl spécialise 
FM2) si tous les produits déductibles de FMl sont contenus dans 
les produits déductibles de FM2. 
Les out ils de gestion de FMs comme « FeatureIDE » et « F AMILIAR » proposent 
des fonctionnalités comme celles-ci permettant ainsi une manipulation automatisée 
de FMs complexes. 
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Dans le cadre d ' une rétro-ingénierie de FMs, des manipulations sur ceux-ci doivent 
être effectuées. Les processus décrits précédemment permettent de mieux gérer les 
FMs afin de détecter, par exemple, immédiatement , toute anomalie dans un FM 
extrait du système ou encore dans la vérification de ce FM avec les produits 
théoriquement implémentés. 
Les t ests automatisés et correction de feature models. 
Lorsqu ' un FM est déduit depuis un artéfact d ' un système, il se peut qu ' il reste 
encore des erreurs dans celui-ci. Afin de résoudre au mieux ces erreurs, Renard et 
al. (Renard, et al. 2013) proposent un processus empirique automatisé (les processus 
existants alors, ne l' étaient qu ' en partie seulement) permettant de faire 
correspondre le modèle de variabilité au système analysé. Ce processus pourrait 
être utile dans le cadre de la rétro-ingénierie. 
Le processus proposé fonctionne en 2 parties représentées dans la Figure 10. 
1. Tester le FM 
Cette première partie permet la mise en évidence de problèmes/ erreurs du 
FM. A ces fins , 2 étapes sont nécessaires : 
I. Evaluer la cohérence du FM 
Cette première étape permet l 'évaluation de la cohérence du FM par 
rapport aux configurations valides du système. Partant du principe 
qu ' il existe ou qu ' il y a moyen d ' obtenir les configurations actuelles 
du système, le FM est évalué sur base des contraintes existant dans 
ce FM et qui ne sont pas compatibles avec les configurations 
existantes (EWC). L'ensemble de ces contraintes est ensuite 
retourné tant qu'il existe des configurations non compatibles avec le 
F 1 (SCF). 
II. Evaluer les configurations générées par la FM 
Cette seconde étape considère le sens inverse : elle part du FM et 
génère les configurations aléatoirement et valides pour ce FM. Sur 
base d ' un oracle défini par le testeur (cet oracle devant représenter 
les actions que ce dit testeur effectuerait), chaque configuration est 
notée comme compatible ou non avec le système. Les règles d ' oracle 
qui échouent sont retournées (ORF) tant qu ' il existe des 
configurations générées non compatibles avec cet oracle ( GCF) 
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2. Corriger le FM 
Sur base des erreurs mises en avant dans l' étape 1 et d ' un FM générique à n 
features et m clauses/ contraintes encodées en forme normale conjonctive 
(CNF) où chaque contrainte C est une disjonction de k (~ m) features 
sélectionnées ou non sélectionnées dans le FM d 'origine (A~=i Ci ), une suite 
de 3 opérations est effectuable dans le but de les corriger : 
• Altération 
Sur base des mauvaises contraintes de l'étape 1 (EWC), une 
contrainte est sélectionnée aléatoirement et niée. 
• Suppression 
Sur base des mauvaises contraintes de l'étape 1 (EWC), une 
contrainte est sélectionnée dans les EWC et supprimée. 
• Insertion 
Sur base des règles d 'oracle (ORF) de l'étape 2, une contrainte est 
ajoutée au FM. 
Après avoir effectué une de ces 3 opérations, un FM' est créé. Le FM d'origine 
est ensuite comparé au FM'. Cette comparaison se base sur le nombre 
d ' incohérences : 
S1: # EWC , 
S2 : # SCF, 
83: # ORF, 
84: # GCF. 
En considérant que S1, S2, 83 et 84 sont ceux appartenant au FM d 'origine 
et 8 '1, 8 '2, S' 3 et S' 4 sont cemc de FM', FM est remplacé par FM' ssi 
[ Œi=i S' i < Lf=l Si) A ( S' 1 ~ S1 À S' 2 ~ S2 À S' 3 ~ S3 A S' 4 ~ S4 ] v (S' 2 < 
S2 ÂS'4 ~ S4 ) v (5 '2 ~ S2 /\5 '4 < S4 ) . 
Cette condition permet d ' éviter de remplacer FM par FM' s' il provoque un 
impact négatif sur les autres ensembles. Ce processus bouclera tant qu ' il 
existe des incohérences et ce, jusqu'à ce que le critère de qualité voulu soit 
atteint (si ce critère est la correction totale du FM, il se peut que des boucles 
infinies surviennent). 
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2) Evaluate generated configurations 
FM 
1 Evaluate ex1st1ng configurations 
Fixing the FM 
EWC, SCF 
RepJace FM by FM' if 
better feedback at the 
next evaluation 
P age 134 
Alter / remove / insert constraint 
Figw·e 10 - Processus de con-ection d'un fea.t w·e mode} par la technique de Henard et a./. 
(Hemu-d, et al. 2013) 























DE NAMUR P age 1 35 
2 La rétro-ingénierie 
2.1 Ses origines 
L'origine du terme vient du monde de l'analyse de hardware dans lequel le 
déchiffrage du design d ' un produit depuis des produits finis est à la tendance (Elliot 
J . Chikofsky 1990). 
Les techniques de rétro-ingénierie sont aussi régulièrement appliquées dans le but 
d 'améliorer son propre produit ou encore, utilisées afin d ' analyser les produits des 
concurrents. Dans certains cas plus délicats comme les cas militaires et de sécurité 
nationale, ce sont les produits des adversaires qui sont analysés (un des plus grands 
exemples du siècle dernier est le reverse-engineering appliqué sur la machine 
« Enigma » en fin 1932 par Rejewski puis par Turing). 
Les articles publiés respectivement par Rekoff (Rekoff 1985) et Chikofsky (Elliot J . 
Chikofsky 1990) donnent une définition précise de ce qu 'est la rétro-ingénierie 
hardware et logicielle : 
« La rétro-ingénierie hardware est le processus de développement d ' une série de 
spécifications pour un système hardware complexe via « l' examination » ordonnée 
d ' un exemple de ce système. 
[ ... ] 
Sans aucune connaissance de la modélisation d 'origine 
[ ... ] 
Dans l'objectif de créer un clone du système hardware original » 
( traduit par P ATINY Mathieu) 
« La rétro-ingénierie logicielle est le processus d ' analyse d ' un système sujet dans le 
but : 
- d'identifier les composants d ' un système ainsi que leurs relations 
- de créer une représentation d ' un système sous une autre forme ou à un niveau 
d 'abstraction supérieur. » 
(traduit par PATINY Mathieu) 
En partant de ces principes hardware et en les appliquant au software, il est possible 
d ' extraire une compréhension basique de son système et de sa structure. Alors que la 
rétro-ingénierie appliquée à l' origine l'était traditionnellement dans un but de copie 
appliquée aux logiciels, elle permet actuellement une aide à la maintenance, un 
renforcement ou un support en procurant un modèle de design. 
L'organisme privé « American National Standards Institute » (ANSI) définit la 
maintenance de logiciel comme suit : 
Mathieu PA TINY 
« La maintenance logicielle est la modification d ' un logiciel après sa mise en 
production dans le but de corriger les fautes , d 'améliorer sa performance ou autres 
attributs , ou adapter le produit à un environnement changé » 
(traduit par PATINY Mathieu) 
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Etant donné que, habituellement, l'équipe s'occupant de la maintenance du système 
n ' étant pas la même que celle s'occupant de son développement, cette première équipe 
prendra énormément de ressources pour comprendre le système avant de commencer 
sa maintenanc . C 'est dans ce but que les outils de rétro-ingénieries permettent de 
faciliter la tâche. 
C'est d 'ailleurs dans ce cadre que Rekoff positionne les techniques de rétro-ingénierie 
dans le proce u de maintenance logici 1. 
2.2 Ses objectifs 
Maintenant que la rétro-ingénierie fait partie intégrante du processus de 
maintenance, il intéressant de mentionner quels sont les objectifs de la technique et 
d 'en retirer quel est son rôle dans ce processus. 
Il existe 2 grands métas-objectifs à la t chnique. 
l. Iden tHier les différents composants du système analysé ainsi que les relations 
entre eux. 
2. Création d 'une représentation d 'un système sous une autre forme ou à un 
niveau d'abstraction plus élevé (remarque : la technique ne permet pas d ' avoir 
un niveau d 'abstraction moins élevé. Si cela avait été le cas, ce processus ne 
serait pas un processus de rétro-ingénierie mais un processus de dérivation 
dans un but de création d ' un système). 
Cependant, le principe de rétro-ingénicri n 'a pas pour objectif l'amélioration d ' un 
artéfact ni la création d ' un nouveau système basé sur un ancien car c' est un processus 
dit « d 'examination ». Il est entendu par là, un processus qui examine un système 
sans apporter un quelconque changem nt. 
En rentrant plus en profondeur dans les objectifs, Chikosfky en propose 6 clés précis 
de la rétro-ingénierie : 
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• Faire face à la complexité 
Dans les gros systèmes, la complexité et les relations entre composants peuvent 
être très grandes. Un processus automatique (ou le plus automatique possible) 
t el que faisable avec la rétro-ingénierie permet d 'extraire de l ' information 
pertinente afin d ' automati r un support à cette complexité. 
• Générer des vues alternatives 
Le processus de rétro-ingénierie facilite grandement la génération ou 
régénération d ' une représentation graphique du système. Ces vues peuvent 
s'ajouter aux vues déjà proposées dans l'analyse afin de les compléter et 
d 'apporter d ' autres perspectives. 
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• Récupération d ' information perdue 
Dans la vie d'un système, de multiples modifications sont effectuées sur celui-
ci sans toujours être totalement documentées ( et de moins en moins jusqu'aux 
designs de haut niveau). Dans ce cas, la rétro-ingénierie permet , en tant que 
processus de « rattrapage », de fournir une documentation prenant compte des 
modifications non totalement documentées. 
• Détecter les effets de bords 
Depuis le design init ial, les multiples modifications apportées au système 
peuvent mener à des ramifications et apparition d 'effets de bords ayant un 
potentiel impact sur les performances du système. Dans ce cas, la rétro-
ingénierie produit différentes vues permettant ainsi d' aider à la détection 
d 'anomalies (avant que l ' ut ilisateur final ne la reporte comme un bug). 
• Synthétiser une abstraction de plus haut niveau 
La rétro-ingénierie permettant la génération d ' une vue de plus haut niveau, 
cette dernière pourrait être une vue alternative à celles existantes. Ceci dit , ce 
processus est rarement totalement automatique. Les experts du système étudié 
jouent un rôle important dans cette génération de haut niveau. 
• Faciliter la réut ilisation 
Depuis plusieurs années, le monde du logiciel suit un mouvement qui tente de 
maximiser la réutilisation de logiciels. Dans ce cadre, le processus peut aider à 
la détection de composants potentiellement réutilisables d'un système existant. 
2.3 Un effet sur le coût du logiciel 
Dans le cycle de vie d'un système, le temps passé à apprendre comment fonctionne 
l' implémentation d ' un logiciel (dans le but d ' une maintenance, évolution, ... ) , est du 
temps perdu et indirectement reporté sur le coût . 
Le processus de rétro-ingénierie permet de réduire (voir objectifs décrits 
précédemment) ce temps et donc l ' impact financier qui en découle. 
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2.4 Deux sous catégories 
Il existe 2 grandes sous-catégories à la rétro-ingénierie. Ces dernières sont la 
« redocumentation » et le « Design recovery » 
Mathieu PA TINY 
❖ Redocumentation 
Le but de la redocumentation est de créer une représentation sémantique avec 
le même niveau d ' abstraction que l' artéfact étudié. Le résultat de cette sous-
catégorie propose une vue alternative à celles existantes proposable. Cette 
nouvelle vue doit être totalement orientée : documentation pour un humain. 
Ainsi , certains outils tels que les suivants permettent de visualiser les relations 
entre les composants du système analysé ( ainsi que clairement visualiser les 
chemins qui les relient). 
• les « pretty printers » : applications permettant une mise en forme 
plus élégante de texte. Par exemple, les applications permettant une 
mise en forme/ style sur un code source obfusqué. 
• Les générateurs de diagrammes : générateurs permettant la création 
de diagrammes directement depuis le code source d'une application 
offrant ainsi une visualisation de la structure et du flux de contrôle 
de ce code source. 
• Les générateurs de « cross-reference listing »: générateurs proposant 
un mapping entre le code source et une liste de variables, nom de 
fonctions , lettres, chaînes de caractères et commentaires présents dans 
ce code source. 
❖ Design recovery 
Le but du Design recovery est d'offrir une vue dans un niveau d'abstraction 
plus élevé que l' artéfact d'entrée du système étudié (que ça soit une 
implémentation bas niveau comme le code source ou même depuis tout autre 
artéfact présent dans l' analyse du système). 
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2.5 Et si il était possible ... 
L'idée proposée dans ce mémoire est d 'explorer et lister quelles sont les techniques 
qui permettraient de d ' identifier une forme de variabilité. Si il ét ait possible de le 
faire, alors, il serait possible de comparer 2 modèles de variabilité (un venant de 
l'analyse et un venant de la rétro-ingénierie) afin d ' en vérifier l 'exactitude du second, 
ainsi que de vérifier si l' implémentation de la variabilité correspond bien à celle 
espérée. 
Par exemple, s ' il existe un feature modèle d 'origine et que l ' on parvient à extraire un 
second FM de l' implémentation représentant exact ement l' implémentation , il serait 
possible d ' en déceler les erreurs et d ' éviter tout type de défaillance qui peut s ' avérer 
importante dans les syst èmes critiques. 
Remarque : il ne s ' agirait pas de corriger un FM par rapport au syst ème implémenté 
comme la technique de correction expliquée précédemment (Henard et al. ) mais bien 
de comparer un F M par rapport à l ' analyse de ce système implémenté ( donc, par 
rapport à ce qu ' il aurait dû être). 
CMS 
Figure 11 - Erreur dans l 'implém entation de varù1bilité - depws· 
l'anaJ.vsc : cou cct 
Mathieu PA TINY 
Figw ·e 12 - Erreur dans l 'implém entation de vt1.riabilité 
depui, ,me technique de ré fl"o-i11gé11ierie : errew · 
Potentielles défaillances 
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3 Extraction de la variabilité par le comportement 
Lors de la découverte de ce suj et ( comprenant son contexte global de recherche) et de 
multiples lectures à propos des lignes de produits logiciels, la possibilité d ' une relation 
entre le comportement d ' un système et la variabilité a germé. Cette relation est basée, sur 
la représentation connue des transitions systems (TSs) dont les relations peuvent être 
associées à des features pour produire des feature transitions systems (FTSs). 
Pour mieux en connaître le fond, il convient de déterminer ce qu 'est un TS . 
3.1 Transition systems 
Mathieu PA TINY 
Une définit ion complète de ce qu 'est exactement un TS est proposée par Classen 
et al. (Classen, et al. 2013) : 
« Un transition system est un tuple M = (S, Act , trans, I, AP , L) où: 
- S est un ensemble d 'états, 
- Act est un ensemble d'actions, 
- trans ~ S x Act x S est une relation (avec (S1, a, S2) E trans, parfois noté : 
oc 
S1 ➔ S2) , 
- I ~ S est un ensemble d'états finis , 
- AP est un ensemble de propositions atomiques, 
- L : S ➔ zAP est une fonction de nommage ( qui à chacun des états, associe une 
proposition atomique devant être satisfaite pour accéder à cet état). » 
(traduit par PATINY Mathieu) 
« Une exécution (aussi appelé comportement) de M est une séquence finie et non 
oc,+1 
vide rr = S0 o<1 S1 o< 2 avec : S0 E I tel que Si --➔ Si+l pour tout O i. 
La sémantique d ' un TS est écrite [[t]hs , est donnée par son ensemble 
d 'exécutions. » 
(traduit par PATINY Mathieu) 
Un TS est donc représentable sous la forme d ' un diagramme d 'états dont les 
transitions sont nommées. 
Un exemple repris dans plusieurs publications de l'Université de Namur est celui 
d'une machine à café. 
L'ensemble des exécutions possibles de cette machine à café est repris dans la Figure 
13 et Figure 14. 
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~ pay change soda serveSoda open take -~ _____,,... __ .,. ~ 
close 
open.,• take ., 
(a) Basic vending machine 
(c) With a cancel purchase function 
~ free soda serveSoda ·~ .. . . ,.. . .. ~ 
Figw·e 13 - Exemple << wa,clline à ca,fé », exécutions (1) 
(Cù1.S:,en, et a,l. 2013) 
(d) Distributing soda for free 
Figw·e 14 - EYemple « ma.chine à ca,fé », exécutions (2) 
(C'Jassc11. et a,J. 2013) 













Products from Figure 1: 
(a) Basic = {v, b, } 
(b) Tea and soda = {v, b, , t} 
------------ (c) Cancel function = {v, b, , c} 
Legend: (d) Soda for free = {v, b, , f} 
~= and ~ or 6 = optional 
Fig ure 15 - Exemple « machine à ca,fé », feëlture diagrams (Classen. et al. 2013} 
L'optique même des lignes de produits logiciels se basant sur la réutilisabilité des 
composants , introduit donc la fusion de ces modèles (Figure 13 et Figure 14) dans 
le but de partager les états et ainsi former une véritable ligne de produits logiciels. 





Figw·e 16 - Exemple « m achine ëi café ». fusion des exécutions (Classe11, et al. 2013} 
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De la sorte, un TS permet d'exprimer une suite d'actions basculant le système d ' un 
état à un autre. Cette suite définit le comportement que doit adopter un système. 
Ce genre de modèle n 'est donc pas adapté au développement en ligne de produits 
logiciels dans le sens où il ne représente aucune contrainte s'il est donné tel quel. 
Dans la Figure 15, une série de produits est imposée. Par exemple, le produit « Basic 
{ v, b , ,-, } » ne peut amener le système dans l'état 4 qui requière une fonction 
d ' annulation. Or, la Figure 16 ne mentionne nulle part cette contrainte. 
Dès lors, Classen et al. proposent une version améliorée incluant ces contraintes : les 
Feature Transitions Systems (FTS). 
Feature transitions systems 
Classen et al. (Classen, et al. 2013) définissent un feature transition systems 
comme suit : 
« Un feature transition system est un tuple (S , Act, trans, I, AP, L, d , y), 
- S, Act, trans, I, AP , L comme défini par les FTSs, 
- d est un FD, 
- y : trans ➔ IB(N) est une fonction totale qui nomme chaque transition avec une 
feature expression, c' est-à-dire une expression booléenne sur la présence de la 
feature . Un produit p ç; P(N) définit une vraie affectation pour les variables dans 
y(t). L'ensemble des affectations satisfaisantes , noté [[y(t)]], est un ensemble de 
produits. » 
(traduit par PATINY Mathieu) 
Par rapport aux TSs, les FTSs lient à chaque TS un FD ainsi qu ' une fonction 
exprimant l'autorisation (sous forme de booléen) pour un produit, d ' offrir une 
transition ou non. Le FTS correspondant à l'exemple serait donc la Figure 17 ci-
après. 
© serveSoda / 
J-!--=---- "---'•_f ® cha ~ 
7 
open / v A •f ® take 
tea /t 6 Tea /t 
take / f 
close/ v 
Fjg iu-c 17 - Er:emplc « maclll1w à cale », fcaturc transHions system (Classcn, et al. 2013) 
Dès lors, le produit «Basic» ne pourrait plus amener le système dans l' état 4 car la 
contrainte de présence de la feature c n ' est pas respectée. 
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Cette modélisation ouvre des perspectives multiples quant à la vérification des lignes 
de produits logiciels ( (Classen, et al. 2013) , (Devroey, Perrouin et Legay, et al. 
2014) , (Devroey, Perrouin et Schobbens, 2014) , ... ) mais aussi de potentielles 
perspectives vers la rétro-ingénierie de systèmes. 
3.3 Vers une rétro-ingénierie de FTS 
Une idée explorable serait , depuis un système implémenté en lignes de produits 
logiciels, d'extraire, pour chaque produit, ses exécutions possibles afin d ' en 
déterminer les TSs correspondants. Il serait ensuite possible de les fusionner tout en 
labélisant les exécutions : ces labels correspondraient aux features. Il serait ainsi 
possible d'exprimer la variabilité d ' une ligne de produits logiciels depuis l'ensemble 
de ses implémentations. 
Dès lors , il est intéressant de vérifier si la littérature propose des solutions/ approches 
permettant , depuis l'analyse du comportement d ' un système, de retourner de 
l' information donnant une indication sur la variabilité des systèmes. 
Objectif du mémoire 
Dans le contexte global de recherche qui encadre de mémoire, un des buts est d'extraire des 
modèles comportementaux prenant en compte la variabilité (typiquement les FTS) de 
systèmes implémentés. Selon certains chercheurs dans le domaine7, il n 'existe pas encore de 
méthode permettant d 'effectuer cette opération. Il est dès lors intéressant d'effectuer des 
recherches approfondies d ' investigation sur toute technique de rétro-ingénierie permettant 
l'expression de la variabilité (but principal du mémoire) et ce, en tenant bien compte que 
certains modèles comportementaux englobent de la variabilité. 
Ce type de recherche peut être mené suivant une méthode particulière nommée « systematic 
mapping study ». 
7 Après de multiples discutions avec les co-promoteurs de ce mémoire. 
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4 Une « systematic mapping study » 
Le domaine de la rétro-ingénierie de la variabilité de système web étant un domaine 
assez récent, à l' heure actuelle, il existe néanmoins certaines publications scientifiques sur 
le sujet explorant des pistes différentes. Mais, il n 'existe pas encore de référence(s) en la 
matière permet tant d 'avoir une vue claire et précise sur ce qui est possible de faire dans 
ce domaine. C 'est pourquoi , ce mémoire consiste à découvrir et classifier ces directions déjà 
explorées par les chercheurs. Le meilleur moyen d ' effectuer ce genre de recherche, est de 
passer par une technique particulière nommée : « systematic mapping study ». Cette 
méthode permet l'exploration d 'un domaine part iculier et la classification systématique 
de la littérature s' y rapportant . Tout au long du chapitre Chapitre III, le protocole choisi 
comme préconisé par cette méthode est détaillé et appliqué pas à pas. 
4.1 Systematic mapping study VS systematic literature review 
Il est important de ne pas confondre « systematic mapping study » avec « systematic 
literature review ». Bien que ces deux techniques présentent plusieurs similitudes , 
plusieurs différences fondamentales les distinguent (P etersen , et al. s.d. )8 : 
❖ Le but 
Le but d ' une systematic literature review est essentiellement d ' identifier les 
bonnes pratiques sur base d ' études empiriques. A contrario , le but d 'une 
mapping study est de classer des publications en fonction d ' une thématique 
(Il ne s'agit pas d 'étude détaillée de publications. Il n ' est donc pas possible 
d ' identifier les bonnes pratiques présentes à l' intérieur de celles-ci) . 
❖ Le processus 
1. Dans une mapping study, le contenu des publications n 'est pas évalué 
suivant leurs qualités ( cont rairement à une systematic literature 
review) car ce n 'est pas leur son principal. Ceci dit, une évaluation de 
la qualité à chaque publication , basée sur le contenu et la formulation 
au sens large ( ex. : le niveau de détail , la complétude ... ) est un plus. 
2. Dans une mapping study, la méthode utilisée est une méthode basée 
sur la t hématique des publications. On ne lit que certaines parties des 
publications dans le but d 'être en mesure d ' effectuer la classification. 
Cela contraste donc avec une systematic literature review qui 
explorera tout le contenu en s' attachant aux détails afin de pouvoir 
fournir une information plus complète. 
❖ La profondeur 
Dans le cadre d ' une mapping study, il est possible de classer beaucoup plus 
d ' articles que dans une systemat ic literature review. Le but n 'étant pas 
d 'évaluer en détail chaque publication , un nombre plus grand de publications 
peut être dès lors traité. 
8 Une liste exhaustive des différences est disponible dans la publication de Peterson et al. (Petersen, et 
al. s.d.) 
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❖ Accessibilité et pertinence dans l' industrie 
L'article de P eterson et al. mentionne que les industries du logiciel trouvent 
un intérêt dans ces deux systèmes. Cependant , elles expriment une différence 
importante dans l' utilité de ces 2 techniques. Dans le premier cas, une 
mapping study permet de synthétiser et faciliter le transfert de résultats aux 
praticiens. Quant aux systematic literature reviews , leurs résultats étant plus 
basés sur une analyse profonde et une validité empirique, elles sont plus 
utilisées par les praticiens. 
Malgré ces différences, ces deux techniques peuvent néanmoins être complémentaires. 
Une mapping study pourrait , par exemple, être une première étape vers une literature 
review. 
Cependant, ce n 'est pas toujours le cas, dans le cadre de ce mémoire, une mapping 
study est suffisante pour répondre au besoin d 'éclaircissement des techniques 
applicables dans le domaine. 
4.2 Outils utilisés dans le cadre de ce mémoire 
Ce type de procédé est très coûteux au niveau du temps et peut amener très 
facilement à des erreurs dues à la grande importance qu 'a le meneur de l'étude sur 
les choix qu'il prend. Par la suite, un protocole (une manière très rigoureuse de 
travailler suivant un cadre particulier) précis est appliqué dans lequel une grande 
partie des étapes est menée de manière manuelle. Afin de limiter au strict minimum 
les erreurs pouvant être commises, il convient des ' entourer d'une sélection judicieuse 
d'outils facilitant la tâche du meneur afin qu'il ne doive s'occuper uniquement que 
de la partie « intelligente » ( il est entendu par là, tous les choix et tris à effectuer) 
du protocole ( voir ci-après) . 
Parmi ces outils disponibles, certains sont des références en la matière et fournissent 
une multitude de fonctionnalités pratiques. 
❖ Gestion de bibliographie 
Dans la mapping study menée au chapitre Chapitre III ci-après, le logiciel 
( version standalone ou web) « Mendeley » 9 a été utilisé. Il apporte une suite 
de fonctionnalités utiles telles comme : 
• un moteur de recherche intégré ( acceptant les requêtes intelligentes 
de type « 'motl' and 'mot2' » ), 
• un système de collaboratJ'on permettant de partager des publications 
entre chercheurs, 
• un système d 'annotatJ'on de commentaire directement dans les 
publications, 
• une synchromsation via le cloud, 
• des plugins pour les grandes suites tels que les éditeurs de texte 
Microsoft Office Word, Mac Word, Libreüffice Writer ... permettant 
l' insertion automatique de bibliographie, 
9 https://www.mendeley.com/ dashboard 
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• des plugÏns permettant, depuis la visite d ' un site Internet d ' une 
librairie en ligne, d'ajouter en 2 clics une référence dans une 
bibliothèque de la publication affichée, 
• l' exportaUon et 1mportatÏon de bibliothèques vers d ' autres 
formats / logiciels, 
• l ' au tocomplétÏon ( non obligatoire) d'informations ( ex. : la liste des 
auteurs, l' abstract , les mots-clés d'auteurs, l'année de publication, le 
journal de parution .. . ) concernant une publication par rapport à sa 
propre base de connaissance. 
L'ensemble de ces fonctionnalités fait de lui un outil pratique et parfait pour 
une gestion complète des multiples publications récupérées. 
Il existe d ' autres logiciels comme « Zotero » (h ttps: 11www. zotcro.org) et « JabRef » 
(http: //jabrcf.sourccforgc.net ) qui entrent aussi dans cette gamme de logiciels. 
❖ Manipulation d'informations 
Dans le protocole, certaines étapes demandent des manipulations de dizaines 
(ou plus) de données. Ces données doivent êtres classifiées et souvent 
manipulées (scindées , regroupées , comptées ... ). A ces fins, les logiciels de type 
tableur sont très pratiques. Dans cette mapping study, le logiciel « Microsoft 
Office Excel » a été utilisé mais tout autre tableur peut aussi convenir. 
❖ Création de graphiques 
Graphiques simples 
Les mapping study contiennent plusieurs types de graphiques permettant 
d'exprimer les résultats. L' ensemble des graphiques illustrés dans le chapitre 
Chapitre III proviennent tous du logiciel « Microsoft Office Excel ». Ce logiciel 
a le grand avantage de pouvoir créer une multitude de graphiques en peu de 
temps et surtout , basés sur des données reprises dans son classeur et sur 
lesquelles, il est possible d'effectuer de nombreuses manipulations. 
Comparé à d'autres logiciels proposant , pour les fonctions basiques , les mêmes 
services tels que « LibreOffice cale » (https: 11 www.libreoffice.org), « Google Docs 
Spreadsheet » (https:1 1www.googlc.com/ shccts; about) ou encore « Zoho Sheet » 
(http:/ ; ,,..-ww.zoho.corn) il a l'avantage de s'intégrer totalement dans le logiciel 
« Microsoft Office Word » avec le quel ce mémoire est écrit. 
Graphiques à bulles 
Pour effectuer des graphiques à bulles, le logiciel « R » (http:/ ; www.r-project.org) 
est utilisé. C'est un logiciel complet et OpenSource orienté statistiques et 
graphiques . Il permet en outre , de dessiner des graphiques à bulles ( via le plugin 
« ggplot ») avec en abscisse et ordonnée du texte, et ce, en quelques lignes de 
commandes. Il fournit un environnement de type IDE permettant l'exécution 
contrôlée ( avec gestion d'erreurs) de scripts. Il est un concurrent direct de SAS 
(Statistical Analysis Software) qui lui, n ' est pas OpenSource. 

















Chapitre III. Mapping study 
Définition du protocole 
Comme mentionné par Peterson et al. (Petersen, et al. s.d .), une mapping study consiste 
à créer, depuis une procédure et un sujet de recherche bien déterminés (voir ci-après), un 
document permettant d'avoir une vue d'ensemble des publications scientifiques existantes sur 
ce sujet et d 'en déduire les lignes directrices pour les futures recherches ( ex. : quels sont les 
domaines grandement ou peu étudiés, les techniques connues, approuvées ou en voie 
d'exploration ... ) . 
Une publication est tout document écrit visant à transmettre un savoir, une connaissance. 




Phase 2: Search of publications 
Step 1 : Exptoratory seacl1 
[new studies 




Fig11rn 18 - B_vstematic 11wppù1g procc.s::1 (Devroe_v, PeITouin, et al. , 201-1) 
La Figure 18 représente un protocole utilisable10 dans le cadre d'une « mapping study ». 
Dans le cadre de cette mapping study, c'est ce protocole qui est utilisé. Ce protocole est 
découpé en quatre grandes phases. 
Dans un premier temps, la phase 1 permet de définir la / les question(s) de recherche. Cette 
étape permet ainsi de déterminer le cadre exact de l' investigation sur le sujet et donc , 
implicitement, la ligne de conduite de la mapping study (à la fin de cette dernière, il sera 
possible de répondre aux différentes questions de cette 1 ère phase). 
Une seconde phase propose une méthode afin d 'exfiltrer une collection de publications 
scientifiques ( depuis différentes sources de données) ayant un intérêt pour le domaine de 
recherche étudié. Un processus bien défini permettra la récupération d ' une collection 
complète et pertinente. 
Depuis cette collection, une troisième phase consistera à l 'extraction de mots-clés dans un 
but de classer les différentes publications, mais aussi, de passer via une phase parallèle 
(phase 3 bis) permettant d 'établir une mesure de la qualité de ces publications scientifiques 
(suivant un ensemble de critères à définir). 
Enfin, une 4 ème phase générera une « map » sous forme de graphes à bulles. Ce dernier 
permettra d ' avoir une vue rapide et globale suivant différentes facettes. Ces dernières seront 
définies afin de répondre au mieux à la/ aux question(s) de recherche. 
1° Certaines publications proposent des techniques légèrement différentes mais toujours très similaires 
(basées sur la technique proposée par Petersen (Petersen, et al. s .d.)) . 
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1 Phase 1 - définir les questions de recherche 
Dans le but de délimiter le cadre des littératures recherchées et d'en retirer les mots-
clés afin d'effectuer des recherches pertinentes, la méthode propose la création de 
questions de recherche ( QRs) . 
Ainsi, dans le cadre de cette étude, les questions de recherche permettront d'identifler 
quelles sont les différentes approches connues applicables (ou non) pour la rétro-ingénierie 
de la variabilité (RIV) de système web conflgurable / à haute variabilité (représentables 
sous forme de lignes de produits logiciels (LPL)). 
Les QRs (triées par ordre d ' importance) sont détaillées ci-après. 
QRl. Quelles sont les différentes techniques connues de RIV ? 
QR2. Quelles sont les différentes sources d'entrée sur lesquelles se basent ces 
techniques ? 
QR3. Quels sont les différents artéfacts de sortie produits par ces techniques ? 
QR4. Quels sont les différents mécanismes connwpermettant la gestion (l'expression 
et la manipulation) de la variabilité au sein des techniques de RIV? 
Sous-question : Quels sont les artéfacts particuliers intermédiaires ( orientés 
variabilité) utilisés au sein de ces techniques 11 ? 
QR5. Existe-t-il des procédés pour évaluer la couverture réelle d'une technique de 
rétro-ingénierie appliquée ? 
QR6. Quels sont les types de publications ainsi que leurs évolutions dans le temps 
concernant la RIV de LPL ? 
QR7. Existe-t-il des outils particuliers intervenant dans les mécanismes de RIV 
(exclusivement pour ou non) ? 
11 Il s ' agit de tout artéfact (modèle, langage, pattern , formule ... ) intermédiaire ( orienté variabilité) sur 
lesquels les techniques de RIV se basent. 
























2 Phase 2 - exécuter et filtrer les recherches 
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Dans cette seconde phase, la méthode propose un processus en 3 étapes : 
1. Explorer les bases de données en ligne sur fond de chaînes de caractères de 
recherches. 
2. F iltrer les résultats obtenus via des critères d 'inclusion / exclusion. 
3. Sur base des résultat s de l' étape 2, récupérer les références citées (sur base de 
pré-critères12) dans ces documents et les filtrer via l'ét ape 2. 
Auparavant , il est nécessaire de récupérer une liste de sources de données où 
l' information peut potentiellement se t rouver ainsi que des mots-clés qui , assemblés via 
des opérateurs de type booléens (typiquement OR (1) et AND (&) ) formeront les 
contraintes de la recherche. 
❖ Sources de données 
► Librairies en ligne 
Les bases de données en ligne considérées sont les suivantes : 
Google scholar 
(ht tps://scholar.google.be) 
ACM • DIGITAL LIBRARY 
ACM - Digital Library 
(ht tp ://dl. acm.org) 
OOAJ DI RECTORY OF OPEN ACCESS JOUR NALS 




MIT Open Access 
Articles 
(https://dspace.mit .edu) 




( h t tp: / / academic.research . micr 
osoft.com) 
IB' Digital Library 











IOWA SrATE UNIVERSITY 




(~Il IJ[r l • lt"!\t-')r'Jl~<J' ~, 
Dblp - computer science 
bibliography 
(http://dblp .uni-trier.de) 
The Collection of 
Computer Science 
Bibliographies 
(ht tp: //liinwww.ira .uka.de/ bib 
liography) 
,..._ ,......,_~_ r 
....__,'-.../'-._,/'-..--
Centre pour la 
Communication 
Scientifique Directe 
(ht tp://www.ccsd.cnrs.fr ) 





12 Ex. : référence vers des documents visant le sujet déterminé dans la phase l. 
Science Direct 
ScienceDirect 
(http:/ / www.sciencedirect.com) 
Open Grey 
System for Information on 
Grey Literature in Europe 
(http:/ / www.opengrey.cu) 
Re/Seer 





(ht tp://citeseerx .ist .psu.edu) 
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Toward Compvt~r Science ldeas 




Electronic T heses and 





de la UNLP 
(http: //sedici.unlp.edu.ar) 
FreeSearch Toward 
computer science ideas 
(http: //dblp.kbs.uni-
hannover.de) 
L'IEEE Computer Society 
(http: / / www.computer.org) 
IEEE X,t?{!?r[~:u 
IEEE Xplore Digital 
Library 
(http://ieeexplore.ieee.org) 
Mathieu PA TINY 
Tablet/.ll 4 - LÏbraiiies en lignes 
► Littérature grise 
Telle que définie par Schopfel (Schopfel 2011), la littérature grise est tout 
document qui n ' est pas publié via les canaux habituels et en dehors des circuits 
commerciaux de l'édition et diffusions. Ces documents sont donc plus difficiles 
d ' accès ( typiquement : rapports d ' études ou de recherches, t hèses ... ) . 
Pour en avoir connaissance, une technique consiste à analyser un document et 
extraire les documents référencés qui ont le même centre d ' intérêt que le suj et 
de recherche (technique appliquée dans l ' étape 3). 
► Mendeley 
Le logiciel « Mendeley » est ( entre autres) un référenceur académique 
gratuit (Mendeley s.d .) . Il permet d'effectuer une recherche dans une multitude 
de « repository » de publications en tout genre. Ainsi, il peut aussi se classer 
dans les sources de données utilisables. 
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❖ Mots-clés 
Dans un premier temps, une liste des mots-clés permettant de répondre aux questions de 
recherche est créée13 : reverse engÏneeâng, reverse-engÏneeâng, reversÏng, reverse arcl1ÏtectÏng, 
reverse behavÏor, reverse from, get behavÏor, extractÏon, program comprelwnsÏon . 
Chaque recherche doit impérativement concerner les LPL (systèmes à haute variabilité (SHV) 
ou plugin-based). De ce fait, il convient donc d'ajouter au moins un des mots-clés suivants aux 
recherches : product }jne, product famÏly, feature-based, system famj}y, software reusabj]Hy, 
component-based, reuse context, reuse oâented, feature-oâented, vaâabj]jty ÏntensÏve system, 
confJgurnble system, plugÏn-based, feature models, SPL. 
Les mots-clés sont ciblés mais assez larges pour , par la suite, avoir la possibilité de récupérer 
un maximum de publications et de n'en laisser aucune de côté du fait qu'elles pourraient 
utiliser un mot synonyme ou particulier non standard. Les publications sortant du cadre étant 
supprimées par la suite, cela alourdit le travail fourni par le meneur de l' étude mais permet 
d'avoir une étude plus exhaustive. 
Dans le cadre de l'orientation du sujet de ce mémoire, il est intéressant de regarder jusqu'à 
quel point il est possible d'affiner les recherches sur le sujet qui est, d'après des chercheurs 
dans le domaine14 , assez récent et pour l'heure, pas largement approfondi. En conséquence, sur 
chaque source de données, les mots-clés « web » et « Ïnternet » sont ajoutés à la chaîne (partie 
verte dans la chaîne de recherche) afin de tester si oui ou non leur utilisation permet la 
récupération (par rapport à leurs non-utilisations) de résultats complets, cohérents et surtout 
précis (permettant aussi un allègement de l'étape 2) et ce, sans perte de publications 
pertinentes. 
Dans un second temps, en agençant les mots-clés et les opérateurs booléens, un prototype d'une 
chaîne de recherches (les contraintes d'une recherche) est généré : 
("reverse engineering" OR "reverse-engineering" OR "reverse architecting" OR "reverse 
behavior" OR "reversing" OR "reverse from" OR "get behavior" OR "extraction" OR 
"program comprehension") 
AND 
("product line" OR "product family" OR "system family" OR "feature-based" OR "software 
reusability" OR "product-line" OR "component-based" OR "reuse context" OR "reuse 
oriented" OR "feature-oriented" OR "variability intensive system" OR "configurable system" 
OR "plugin-based" OR "feature models" OR "SPL") 
AND 
("web" OR "internet") 
Cependant, certaines sources de données n'étant pas uniquement basées sur la science de 
l'informatique, il peut être nécessaire d'ajouter un mot-clé afin de préciser le domaine15 ( ou le 
préciser via le GUI / champs de recherche de la ressource) : "software engineering". 
13 Cette liste a été réalisée sur base d ' un ensemble cohérent lectures sur le sujet , mais aussi sur base 
des conseils d ' experts du domaine. 
14 Il est question des co-promoteurs du mémoire. 
15 La médecine et la biologie sont des secteurs dont les mots-clés sont de temps en temps producteurs 
de résultats non désirés . 
























DE NAMUR Page 1 52 
Remarque : lors de la détermination des différents mots-clés précédents, le langage « Anglais » 
est utilisé. Ce choix est basé sur de grands constats . Le premier est que l' anglais est la langue 
universelle utilisée dans la littérature de type scientifique (Romdhane 1995-1996). Le second 
est que, dans le milieu de l' informatique, la langue anglaise est aussi la langue universelle. 
Étant donné le but de la mapping study, il est donc naturel d 'utiliser ce langage grâce auquel 
un maximum de documents pourra être récupéré. Cela implique, potentiellement, que certains 
documents (tels que les littératures grises non anglophones) ne pourront être découverts. 
2.1 Effectuer les recherches 
Durant cette première étape, la recherche des publications à travers les différentes 
sources de données est menée. Pour ce faire, sur chaque source de données, une recherche 
est effectuée avec la contrainte décrite dans la chaîne de recherche précédente (les 
recherches détaillées sont disponibles en annexe III) . Un premier ensemble « brut » de 
publications est ainsi récupéré. 
Lors de l' exécution des recherches, le choix de l'endroit du texte recherché est, parfois, 
spécifiable. Dans cette exécution , les recherches se font, au maximum dans l' abstract, les 
mots-clés (de l'auteur ou générés par la source de données) et le titre de la publication. 
Ceci dit , certaines sources ne permettent pas une recherche dans ces 3 éléments. Dans ce 
cas, une recherche « par défaut » est effectuée ou, si possible, uniquement dans le titre si 
le nombre de résultats « par défaut » est trop important . 
Remarque : il est à remarquer que certaines sources de données utilisent des moyens 
lexicaux et syntaxiques différents d ' exprimer la chaîne de recherche ( certaines ne sont 
pas toujours assez sophistiquées pour effectuer des recherches longues et / ou plus ou moins 
complexes en une seule requête16). La recherche peut donc se trouver divisée en x parts. 
Une comparaison afin de supprimer les littératures communes peut alors être nécessaire. 
Il convient de comprendre ces différents lexiques et syntaxes ainsi que d'adapter la chaîne 
de recherche à ces derniers. Par exemple, une recherche portant sur l ' expression « reverse 
engineering » dans le titre des littératures se traduit par : 
► « ti: "reverse engineering" » sur la ressource en ligne « The Collection of 
Computer Science Bibliographies » 
► « intitle: 11 reverse engineering" » dans la ressource « Google scholar » 
► « 11 Document Ti tle" : "reverse engineering" » dans la ressource « IEEE X pl ore 
Digital Library » 
► « Title:"reverse engineering" » (sensible à la casse) dans la ressource « ACM -
Digital Library » 
La Figure 19 ci-après représente le graphique reprenant , pour chaque source, le nombre 
de lit tératures trouvé via la chaîne de recherche précédemment décrite17 avec et sans les 
mots-clés « web » et « Internet ». Ces données sont dites « brutes » car aucun tri ni 
sélection n ' a encore été effectué. 
16 Ex. 1 : La ressource en ligne « Centre pour la Communication Scientifique Directe - HAL archives-
ouvertes. fr » ne permet pas plus de 300 caractères dans son champs de recherche. 
Ex. 2 : La ressource « IEEE Xplore Digital Library » n ' autorise les recherches d ' au maximum 15 
termes 
17 Ces résultats sont basés sur des recherches ayant été effectuées entre le 02/ 02/ 2015 et le 15/ 03/ 2015. 
En dehors de ces dates , les résultats peuvent se trouver modifiés. 
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■ Nombre de résultats bruts SANS les mots clés : web et Internet (1577 résultats) 
■ Nombre de résultats bruts AVEC les mots clés : web et Internet (476 résultats) 




Microsoft Academ ic search 126 
Dblp - computer science bibliography ~ 14 
1 195 Science Direct 9 
1 112 ACM - Digital Library 9 
The Institution of Engineering and Technology 1 2 
0 
The Collection of Computer Science 1 5 79 Bibliographies 
System for Information on Grey Literature in 
~ 12 Europe 
Directory of open access journals ~ 31 
Th e Directo ry of Open Access Repositories ■ 
15 
15 
Centre pour la Communication Scientifique 1 48 Directe 4 
RefSeer: A Citation Recommendation System 150 
150 
MIT Open Access Articles ~ 15 
ISU Computer Science Archives 65 
Cornell Universiry Library 97 
CiteSeerX 56 
Electronic Theses and Dissertations website of 1 ~the Katholieke Hogeschool Kempen 
■ 
96 Repositorio institucional de la UNLP 
13 
FreeSearch Toward computer science ideas 125 
iÎl■llp,11 L'IEEE Computer Society 64 
111 IEEE Xplore Digital Library 
31 
Mendeley ~ 65 
Figw·e 19 - Graphe des résul tats bruts de la recherche 
250 
























Of NAMUR P age 1 54 
Remarque : dans certains cas, il est peut-être nécessaire de raccourcir la chaîne de 
recherche afin de trouver des résultats. En effet, certains moteurs de recherche ne 
retournent aucun résultat avec la chaîne précédemment construite, mais propose des 
résultats pertinents avec la chaîne suivante ( construite par simplification des mots-clés) : 
("reverse" OR "get behavior" OR "extraction" OR "program comprehension") AND 
("product" OR "system family" OR "feature" OR "reuse" OR "component-based" OR 
"variability" OR "configurable system" OR "plugin-based" OR "SPL") 
Ces résultats étant bruts, un processus préliminaire d 'épuration des résultats (avant 
d 'entamer la phase 2) permet l 'élimination des résultats « hors sujet ». Par là, il est 
entendu tout résultat ne se trouvant pas dans le domaine de l' informatique et de 
l ' ingénierie logicielle ( ex. : sciences de la physique, résultats orientés médecine neuronale 
et reconnaissance facial ... ) ou encore n ' ayant explicitement pas comme sujet principal le 
sujet du présent mémoire. 
Par la même occasion, il est sans nul doute utile de supprimer les doublons au sein même 
d ' une source de données ( certains moteurs de recherches proposent plusieurs fois la même 
publication à cause de multiples référencements ou encore suivant la chaîne de recherche 
quand celle-ci a dû être découpée pour des raisons techniques. Ex. : Google Scholar, 
Directory of open access journals, Centre pour la Communication Scientifique Directe ... ). 




















2.2 Filtrage des documents 
Un filtrage est appliqué sur chaque publication issue de l'étape 1 afin de supprimer 
les documents non pertinents (ou non voulus) pour le sujet (ne permettant pas de 
répondre aux QRs) . Ce filtrage se fait sur base de critères d 'ù1clusjon et d 'exclusion. 
Si ces critère se trouvent allégés, il est fort probable que certaines publications soient 
retenues et influencent négativement le classement final et les réponses aux questions de 
recherches. 
2.2.1 Critères d ' inclusion 
► Le titre, l' abstract, l' introduction ou la conclusion mentionne explicitement 
l' idée de la RIV dans un contexte de LPL. 
► Le titre, l'abstract , l ' introduction ou la conclusion mentionne l ' idée de 
l ' adaptation de technique de RIV dans un contexte de LPL. 
► La technique de rétro-ingénierie produit un type de modèle exprimant l ' idée 
de la variabilité. 
► Si plusieurs publications forment un continuum (ex. : exploration d ' une idée 
dans une publication et modifications de celle-ci dans un second ), chaque 
publication sera gardée car elle serait potentiellement porteuses d ' évaluation 
de techniques et d 'évolution de celles-ci. 
► Toute publication mentionnant un outil permettant la RIV avec une optique 
LPL. 
► Tout document académique, de recherche ou d 'organisation publié ou non 
publié (voir littérature grise). 
, Le titre, r ab:,:;tract. lïntroduction ou la conclusion mentionnent explicitement 
l'idée de la RIV dans un contexte de LPL de système web. 
2.2.2 Critères d ' exclusion 
• Tout docum nt ayant une forme de type présentation 18 ou toute autre forme 
similaire. 
• Tout duplicata ( ex. : mêmes publications extraites de 2 sources de données 
différentes). 
• Publication incluse dans une autre (toute publication ayant une version 
détaillée dans une autre littérature19). 
• Toute littérature non « évaluée par les pairs »20 s ' il existe une version 
explicitement mentionnée comme « évaluée par les pairs » disponible. 
• Tout document où la RIV est uniquement citée à un endroit san 
approfondissement . 
• Toute publication n'étant pas orientée système de type web. 
18 Ex. : PowerPoint, Beamer, Impress, PowToon, Keynote ... 
19 Ex. : La version journal serait gardée mais sa potentielle version « papier de conférence » serait 
exclue. 
20 Un document « évalué par les pairs »désigne un document ayant été jugé et validé de manière 
critique par d'autres chercheurs/ experts du domaine acceptant ainsi sa qualité. 
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Dans cette mapping study, 2 recherches sont menées. L'une comprenant les 2 mots-clés 
« web » et « Internet » et l' autre sans ces derniers. 
Les chiffres repris dans la Figure 19 laissent penser qu ' un certain nombre de publications 
existent sur le sujet avec ces 2 mots-clés. Malgré ces chiffres, après avoir appliqué les 
critères précédents ( avec les critères en vert), seules 10 publications (listées en annexe IV) 
se rapprochent réellement du sujet dont 8 ne rentrent pas totalement dans le sujet et 
sont donc abandonnées par les critères de fil tration précédents. 
Seules 2 publications entrent dans le sujet : 
[b] S. Marciuska, C. Gencel, and P. Abrahamsson, "Automated feature identification 
in web applications," Lecture Notes jn Busùiess Informa,tjon Processjng; vol. 166 
LNBIP , pp. 100- 114, Nov. 2014. 
[i] E. K. Abbasi, M. Acher, P. Heymans , and A. Cleve, "Reverse engineeâng web 
confJgurators'; 17th European Conference on Software Maintenance and 
Reengineering (CSMR) , IEEE , 2014. 
Dès lors, il convient d 'en conclure que ce domaine est vraiment peu exploré et surtout 
que, les publications sur le sujet sont très récentes (moins d ' un an). 
C'est une conclusion qui n'est pas vraiment étonnante et avait été clairement 
mentionnée par les chercheurs du domaine (voir ci-avant). Néanmoins, il était utile et 
nécessaire de faire le travail de recherche afin de valider cette hypothèse. 
Dès lors, il faut considérer ce sujet comme « domaine à découvrir » ou « recherche à 
approfondir avec d ' autres critères/ con train tes » . 
Il est dès lors judicieux d'élargir le sujet de recherche en partant d'une recherche sans 
ces mots-clés21 et d'élargir ainsi le champ de recherche à tout système informatique. 
Après avoir passé les résultats de la phase 1 aux critères de sélection/ exclusion, il en 
ressort 59 résultats (listés en annexe V) correspondant au sujet élargi . L'étape suivante 
de cette mapping study sera donc basée sur ces résultats. Cette grande différence entre 
les chiffres bruts (voir Figure 19) et résultats réels est due, majoritairement, à la présence 
de publications ayant certains mots-clés en commun avec le sujet mais dont le but 
principal est hors sujet ( ex. : « extraction AND feature-based » forment une association 
possible via la chaîne de recherche mais retournent plusieurs résultats à propos de la 
détection d ' un visage humain) 
Remarque : à titre purement informatif, 27 publications sont aussi apparues sans rentrer 
totalement dans le sujet et 7 autres sont aussi ressorties mais hors du cadre des LPL / 
SHV. 
21 Le sujet de la mapping study s ' élargit donc. Toute autre publication relatant un système autre 
qu ' un système web sera donc prise en compte. 
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2.3 Recherche approfondie 
Step 2: Filtering using 
incl/excl criteria 





[no more new 
studies found] 
Figure 20 Step 2 and 3 of Phase 2 de 
processus de la systematic mapping process 
(Devroey, Pen-oizin. et al. , 2014) 
Depuis les publications précédentes (jugées comme pertinentes) , un processus de bouclage 
est effectué afin de maximiser le nombre de publications récupérables sur le sujet . 
Pour toute publication , en parcourant les publications référencées22 dans les parties 
suivantes23 , ces références seront listées et filtrées (via l' étape « 2.2 Filtrage des 
documents» ) à leur tour jusqu ' à ce qu ' il n ' y ait plus de documents trouvable et valide 
par le biais de ce mécanisme : 
► l ' introduction 
► l ' overview 
► le background 
► les travaux en relation 
► la conclusion 
Les résultats de la 1ère itération sont repris dans Figure 21 ci-dessous. Ces résultats 
reprennent d ' une part , Je nombre total de références dans la publicaûon ainsi que le 
nombre total de références (sans aucun tri) comprises dans les différentes pmües reprises 
ci-dessus. 1169 références sont récupérées de ces parties (65 % des 1797 que contiennent 
au total les publications) . 
Au vu du nombre important de résultats , un premier tri très « laxiste » sur le titre (le 
titre d 'une publication n 'étant pas toujours totalement fidèle au contenu de celle-ci) 
permet de ne récupérer qu ' uniquement les référen ces en relation (de près ou de loin) avec 
le sujet de cette mapping study. Des 1169 références, 252 sont récupérées pour la suite. 
22 Uniquement celles en anglais ou français. Certains documents comme (C. Luna and A. Gonzalez, 
"Behavior specification of product lines via feature models and UML statecharts with variabilities," in 
Proceedings - International Conference of the Chilean Computer Science Society, SCCC, 2008, pp. 32-
41.) sont dans une autre langue. 
23 Dans le cas où les références reprises dans ces différentes parties englobent presque la totalité des 
références de la publication, l'ensemble des références seront analysées afin de ne pas perdre de temps 
à les récupérer. 
Il en va de même pour les publications où le temps de lister toutes les références dans ces parties est 
plus important que d ' analyser directement les références. 








































































P age 1 58 











■ Nbre de ref. dans publication {1797) 
■ Nbre de ref. dans les 5 parties {1169) 
■ Nbre de ref. dans les 5 parties et potentiellement dans sujet {252) 
Figure 21 - R echerche approfondie: quelques nombres de réfél'ences de la J<'n- itératJ'o11 (a) 





























10 20 30 40 50 
28 
15 
[ab] ~ 15 
























■ Nbre de ref. dans publication (1797) 





■ Nbre de ref. dans les 5 parties et potentiellement dans sujet (252) 





Fl"gure 22 - Rechercl1e approfo11cüe: quelques nombres de références de la 1ère itération (b} 
70 



































P age l 60 







■ Nbre de ref. dans publication (1797) 
■ Nbre de ref. dans les 5 parties (1169) 
■ Nbre de ref. dans les 5 parties et potentiellement dans sujet (252) 
Figure 23 - R echerche approfondie: quelques nombres de références de la 1ère itérntion (c) 
Remarques: 
► lors de la récupération des références, aucune n 'a été écartée du fait d ' être 
complètement « hors sujet ». Cet indicateur appuie le fait d'avoir des publications 
pertinentes. Les seules références écartées (avant step 2 de la Figure 20) l' ont été car 
le titre était assez explicite pour déterminer qu ' aucun reverse engineering n ' était le 
sujet principal et / ou non comportemental. 
► au sein même des références, plusieurs versions d ' une publication peuvent se 
retrouver . Seule la plus récente est reprise ( anticipation des critères d ' exclusion) afin 
de ne pas multiplier le travail à effectuer sachant pertinemment bien que les 
anciennes versions ne seront pas retenues. 
P armi les références ayant une relation avec le suj et , un certain nombre pointent vers 
des publications faisant déjà partie de la liste des publications récupérée. 
Afin d ' éviter du travail inutile, ces publications seront automatiquement retirées de la 
liste des références. 
De plus, certaines références sont des doublons entre elles. Seule la 1ère référence est 
gardée. Les autres sont marquées comme « doublons entre références». 
Au terme de la recherche de la 1ère itération, 175 références sont retenues. 
Ci-après, se trouve le graphique reprenant au terme de la procédure de recherche, pour 
chaque publication, le nombre de publications retenues comme input de l'étape 2 de la 
recherche approfondie. 
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1 [w] ---- 1 [x] 2 
[y] 0 
[z] 4 
1 [aa] 0 [ab] 3 
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[ad] - 1 
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[aq] - 1 
[ar] 3 
1 [as] 4 [at] 4 
[au] 4 
[av] 5 
1 [aw] 0 [ax] 0 
[ay] 0 
I, [az] 6 [ba] 0 
[bb] 11 
1 ■ Nbre de nouvelles publications 
Figure 24 - R echerche approfondie : nombrns de références potc11tiellen1en t à reter1ù- de la 1ère itération 
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Après application de l ' étape 2, seules 15 nouvelles publications sont gardées et 
ajoutées à la liste des publications retenues. 
Le protocole indique une recherche de profondeur infinie. Il convient donc de refaire le 
même processus pour une 2 ème itération. Il n 'est présenté ci-après qu 'exclusivement la 
































■ Potentie llement pertinant (39} 
Fjg ul"e 25 - Recherche t,pprofondje : quelques nombres de références de hi :!5me itéra.fion 
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A la vue du petit nombre de références, il n 'est pas nécessaire d 'effectuer un éventuel pré 
t ri pour alléger l ' étape 2. 
Après avoir appliqué le fil tre de cette dernière ét ape, 3 nouvelles publications sont gardées 
et ajoutées . 
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■ Dans la publi cation (78) ■ Dans les sections (74) ■ Potentiellement pert inant (16) 
Fig ure 26 - R echerche approfondie : quelques nombres de références de la :,,'me itération 
45 
Après avoir fil t ré les publications référencées, aucune nouvelle publication n 'est gardée. 
En effet , toutes les publications référencées dans cette publication ont déj à ét é 
précédemment récupérées. 
Remarque : il est normal d ' avoir une « petite profondeur » ( un nombre de nouvelles 
références très vite décroissant) ét ant donné que le suj et est assez récent et que la 
profondeur donne aussi une indication sur « l 'âge » des publications (plus il y a de la 
profondeur, plus il existe de publications antérieures (anciennes)) mais aussi sur l'ét endue 
des recherches du suj et. Un sujet jeune et peu exploré comme celui-ci ne peut donc avoir 
une grande quant ité de publications totalement pertinentes. 
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Les étapes de recherche de publications étant terminées, les publications suivantes seront 
retenues ( triées par ordre alphabétique sur le t itre) : 
N. Weston, R. Chitchyan, and A. Rashid , "A framework for 
constructing semantically composable feature models from 
natural language requirements ," pp. 211- 220, Aug. 2009. 
R. Al- 1sie' Deen, A. D. Seriai , M. Huchard, C. rtado, S. 
Vauttier, and H. E. Salman, "A methodology to recover 
feature models from object-oriented source code," 
VARY'2012: VARiability for You. 30-0ct-2012. 
C. Dietrich, R. Tartler , W. Schri:ider-Preikschat, and D. 
Lohmann, "A robust approach for variability extraction from 
the linux build system," in ACM International Conference 
Proceeding Series, 2012, vol. 1, pp. 21- 30. 
M. T . Valente, V. Borges , and L. Passos, "A semi-automatic 
approach for extracting software product lines," IEEE Trans. 
Softw. Eng. , vol. 38, no. 4, pp. 737- 754, Jul. 2012. 
J. Rubin and M. Chechik, "A Survey of Feature Location 
Techniques," Domain Engineering, 2013. [Online]. Available: 
http://link.springer.com/ chapter/ 10.1007 / 978-3-642-36654-
3_2. [Accessed: 27-Apr-2015]. 
R. Al-msie, a D. Seriai , M. Hucha.rd , and C. Urtado, "An 
approach to recover feature models from object-oriented 
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3 Phase 3 - schémas de classification et évaluation de la qualité 
La phase 3 est séparée en 2 sous-phases. Une première sous phase permet la création d ' un 
schéma de classification. La seconde sous phase établit une mesure de qualité de la littérature 
retenue. 













Figure 27 - Building the Classification Scbem 1:1 (Peüm,en. et al. s. d.) 
Une fois les différentes publications récupérées et triées, un schéma de classification est 
créé. Pour ce, un processus en 2 étapes est appliqué (Devroey, Perrouin, et al. , 2014) et 
basé sur la Figure 27 ci-dessus. 
Contrairement au protocole fixé dans la Figure 18, 
I. chaque publication est représentée par des mots-clés représentant le contenu 
du document (extraits de l ' abstract ou de l ' introduction / conclusion ou encore 
d ' une lecture sommaire des passages concernant le sujet au besoin tel que décrit 
dans « Adaptive Reading Depth For Classification » (Petersen, et al. s.d. )) . 
Afin d'être au maximum en adéquation avec le sujet de la mapping study, les 
mots-clés seront orientés suivant les questions de recherche ( ex. : dans le cas 
du REV, des mots-clés orientés « type de modèle d'entrée » seraient orientés 
recherche de réponse à la question QR2) 24 . Il va aussi de soi que les potentielles 
parties non pertinentes présentes dans les publications ne seront pas reprises 
(ex. : une technique (QRl) présentée dans une thèse (QR6) ayant une source 
d'entrée (QR2QR1 ) et source de sortie (QR3) concernant une rétro-ingénierie 
n ' ayant aucun rapport ni de près ni de loin avec la RIV ou d ' interprétation 
du comportement permettant l'interprétation de la variabilité, les mots-clés 
correspondants aux questions de recherche ne seront pas pris en compte). 
24 Cette génération de mots-clés n'est donc pas automatisable via des outils tels que Terminology 
Extraction (Translated Labs s.d.), Extractor (Technologies, DBI s.d.) , jatetoolkit 
(ziqizhan ... @googlemail.com s.d.) ... le niveau d' abstract ion étant trop important et le but n'étant pas 
de chercher des mots-clés techniques d' un document. 
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La plupart des publications scientifiques contiennent déjà une série de mots-
clés caractérisant la publication. Ces mots-clés peuvent êtres ( en 
partie/ totalement) repris dans cette classification. Cependant, ils ne sont pas 
suffisants sachant qu'il s'agit aussi de classifier les documents par rapport à 
leurs contenu ET aux QRs ( ce dont les mots-clés d 'auteurs ne sont pas 
nécessairement orienté). 
en regroupant et combinant les différents mots-clés dans des catégories de haut 
niveau (représentable sous la forme d 'arbres) . Les catégories analogues sont 
regroupées et appelées facettes. 
Une Facette est un aspect défini permettant de regrouper un ensemble de 
publications au sein d ' une « systematic mapping study ». 
3.2 Résultats de la phase 3 
Afin de résumer l'étape 1 de manière la plus lisible possible, les mots-clés ont été triés 
puis fusionnés en mots-clés très légèrement plus génériques. Ces mots-clés sont ensuite 
synthétisés via la seconde 2 du processus en facettes. 
Ci-après , se trouvent les résultats des 2 étapes sous différentes formes dont beaucoup 
sous la forme d 'arbres dont les nœuds rouges représentent les facettes et les nœuds bleus 
représentent les mots-clés fusionnés. Ce type de représentation permet , d 'une part de 
faire ressortir les facettes mais en plus, de donner un maximum de détails et 
d ' informations sur les mots-clés synthétisés derrière ces facettes. Afin d 'éviter toute 
redondance non pertinente, chaque mot-clé renseigne la ou les publications qu ' il 
représente. Ainsi, par exemple, l'article [4] « A Semi-Automatic Approach for 
Extracting Software Product Lines » est représenté par les mots-clés « approach » et « 
case study » étant représentés par deux facettes différentes. 
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Après avoir effectué cette 3ème phase, les facettes suivantes ont étés construites sous 
forme d ' arbres détaillés ci-après : 
Entry source (QR2) Output artifacts (QR3) 
Facettes représentant les sources 
d 'entrée des technÏques de RIV 
Facettes représentant les artéfacts de sortÏe 
des technÏques de RIV 
« Code source » 
« Diagram / model » 
« Informal » 
« Feature sets » 
« Propositional logic » 
« Ontological semantics » 
« Execution Traces » 
« Matrix » 
Variability manager mechanism (QR4) 
« Models » 
« Logical constraints » 
« Code region has potentially feature » 
« Code source annotation » 
« Background color » 
« Features cohesion » 
« Product variant » 
« Feature correlations » 
« Software Product Line (SPL) » 
« Variabili ty-related facts » 
« Feature traces » 
Facettes représentant les différents mécanÏsmes permettant la gestÏon (expressÏon 
et manÏpulatÏon) de la varÏabÏiÏté au seÏn des technÏques de RIV 
« Annotations and informations from source code » 
« Merging set of product description » 
« Behavior specification » 
« Models » 
« Language » 
« Latent semantic indexing (LSI) » 
« Cross-tree constraints (CTCs) » 
« Protocol » 
« Formal/ Relational Concept Analysis » 
« Conditional Compilation (CC) mechanism » 
Intermediary artifact (QR4 - sous question) 
Facettes représentant les artéfacts Ïnte1médÏaÏres utÏiÏsés par les technÏques de 
RIV 
« Concept analysis » 
« Latent semantic indexing (LSI) » 
« Common object-oriented building elements (COBE) » 
« Algorithm » 
« Formulas » 
« Models » 
« Graph » 
« Tree » 
« Legal joint probability distributions ( JPDs )" 
« Language » 
« 150% architecture » 




















I. F acettes « Ent ry source » (QR2) 
Les différentes techniques , approches et algorit hmes recensés requièrent tous une ou des 
sources d ' entrée sur lesquelles ils se basent . Ces sources sont reprises et regroupées dans 
la Figure 28 ci-après . 
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Fjgw·e 28 - Arbre des fl!cettes "Ent1:v source " 






















II. Facettes « Output artefact » (QR3) 
Les approches et techniques reprises dans les publications produisent différents artéfacts 
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III. Facettes « Variability manager mechanism » (QR4) 
Les facettes de la Figure 30 ont pour but d'exprimer et de regrouper les différents 
mécanismes cités permettant la gestion de la variabilité dans ces techniques . 
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FÏgure 30- Arbre des facettes "VruiabiJj~y manager mecanism 11 



























F acettes « Artifacts intermediaries » (QR4 - sous question) 
Les facettes de la Figure 31 ont pour but d ' exprimer les différents artéfacts 
intermédiaires ( modèles, langages, algorithmes , formules) utilisés dans les techniques 
récupérées. Ce sont des artéfacts utilisés dans le cadre et d ' une et des part ies précises 
des t echniques, ce ne sont ni les entrées ni les sorties de techniques. Ils servent juste de 
« tremplin » permettant de mener à terme la technique. 
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F acettes « Technique d 'évaluation de la couverture» (QR5) 
Lorsqu ' une technique est appliquée, il est évidement intéressant de déterminer si oui ou 
non elle répond totalement à la demande. P our ce, 4 facettes sont explicitement 
exprimées. La Figure 32 ci-après reprend ces 4 « techniques ». 
La forme qu 'a cette figure a une signification part iculière et doit être interprétée comme 
suit : « Chaque face tte peut être ut ilisée séparément ou couplée avec une ou plusieurs 






Tester sur plusieurs 
systèmes connus 
Système totalement analysé 






Fl'gure 32 En~emble des facettes « Techm'quc d 'évEuuation de la couverture » 
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Facettes « Publication type » (QR6) 
Ces facettes ont pour but d'exprimer quels sont les différents types de littératures et de 
les regrouper en facette prédéfinies. 
Mis à part la facette « Thesis », les autres facettes proposées proviennent de la ligne de 
conduite proposée dans Kai P etersen et al (Petersen, et al. s.d .). Ci-après se trouve le 
tableau traduit proposé dans cette susmentionnée ligne de conduite. Suivre cette ligne 
de conduite au niveau type de publications n 'est pas anodin , cela donne un plus dans 
le cas de comparaisons de mapping study. En effet , si quelqu'un voulait comparer cette 
mapping study avec une autre suivant aussi cette ligne de conduite ( ex. : dans le but 
de comparer le type de littératures existant dans 2 domaines (proches ou éloignés)), il 
pourrait très facilement les comparer sachant que les facettes seront identiques. Cela 
revient quelque peu à appliquer un standard réutilisable par tous. Ce principe n 'est 
hélas pas applicable pour les autres facettes car elles sont trop orientées QRs. 
Tableau 5 - Facettes « type de documen t » (Petersen. et al. s.d.) (Roel Wieringa 2006) 
Catégorie Description 
Recherche de validation Les techniques étudiées sont nouvelles et ne sont pas encore mises en œuvre 
dans la pratique. 
Les techniques utilisées sont, par exemple, expérimentales, sortant de 
laboratoire. 
Recherche d'évaluation les techniques sont mises en œuvre dans la pratique et une évaluation de 
la technique est utilisée. 
Cela signifie qu ' il est montré comment la technique et mise en œuvre dans 
la pratique (solution d ' implémentation) et quelles sont les conséquences de 
la mise en œuvre en termes d ' avantages et inconvénients ( évaluation de la 
mise en œuvre) . 
Cela inclut également l ' identification de problèmes dans l' industrie. 
Proposition de solution Une solution à un problème est proposée, la solution peut être soit nouvelle 
ou être une extension significative d'une technique existante. 
Les potentiels avantages et l' applicabilité de la solution sont présentés par 
un exemple ou un ensemble d 'argumentations. 
Documents Ces documents esquissent une nouvelle façon de voir les choses existantes 
philosophiques en structurant la forme de la taxonomie ou du cadre conceptuel. 
Documents d'opinions Ces documents expriment l' opinion personnelle de quelqu' un mentionnant 
si une certaine technique est bonne ou mauvaise, ou comment les choses 
devraient être faites . Ils ne se reposent pas sur des travaux connexes et 
méthodologies de recherche. 
Document d'expérience Un document d 'expérience expliquant sur quoi et comment quelque chose 
a été fait dans la pratique. Ça doit être l ' expérience personnelle de l' auteur. 






















VII. La facette « Outils » (QR7) 
Cette facette reprend , sous forme de liste, les différents outils mentionnés/ expliqués 
dans les publications. Ceux-ci sont décrits lors de l'analyse des outils dans la Phase 4. 
Tablem1 6 Tableau de la ü1cette "OuWs" 
Outil Publications Outil Publications Outil Publications 
Adora tool: [29] AHEAD tool [24] BeTTy [5][7][58] 
suite Framework 
CCVisu [22] CIDE [4] ETH0M [7] 
FAMA tool [7] [54] [SS] [56] [62] Fami liar [10][19][51][5 7][60] Feature [20] [30] [63] 
suite Commander 
FeatureVisu [22] Fmp2rsm [35] Framework [44] 
plugin RECoVar 
Golem tool [3] Java pp [18] KBuildMiner [3] 
LEADTtool [69] Orange tool [44] REVPLINE [56] 
(java code} 
WebFML [10] 
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3.3 Phase 3 bis - Evaluation de la qualité 
Comme suggéré par da Mota Silveira Neto et al. (Paulo Anselmo da Mota Silveira 
Neto , et al. 2010), il convient de mesurer la qualité de chaque publication récupérée. Bien 
que ce mécanisme d'évaluation de la quali té soit souvent utilisé dans le cadre de 
« literature reviews », il est aussi appliqué dans cette mapping study afin de mesurer la 
fiabilité des études menées dans les différents documents récupérés. Cette étape est 
nécessaire afin de limiter les différents préjugés du meneur de cette étude ainsi que de 
comprendre les comparaisons faites ( ex. : préjugé sur les auteurs, les revues scientifiques 
comme ACM/ IEEE/ SIAM, provenance d'une université ou centre de recherche ... ). 
Les différents critères de qualité repris ci-après sont donc des moyens objectifs de 
déterminer une pondération sur l'importance de chacun des documents. 
Dans cette mapping study, 4 groupes de critères de qualité sont retenus : 
Le 1er groupe reprend des critères concernant la qualité de la forme de la publication. 
Le 2e groupe permet les critères de qualité d'une publication sur base de la profondeur 
de l'étude menée dans cette dernière. 
Le 3e groupe donne une idée de la qualité de la ou des techniques proposées et sur 
leurs critiques. 
Le 4e groupe reprend un critère de qualité permettant d ' avoir une idée sur la 
technique en elle-même et plus précisément sur son efficacité supposée. 
Tableau 7 - Câtères de quah'té de pub/J'ci:iüons 




G 1.1 Contient-il une motivation? Explique-t-il l' utilité d ' une t elle technique? 
G 1.2 Contient-il une ligne de conduite sur comment le RIV peut-il être appliqué ? 
G 1.3 La publication contient-elle un paragraphe reprenant les « threats to validity » ? 
G 1.4 Contient-il un référentiel (explicite ou implicite) des techniques existantes? 
G 2.1 F ait-il une comparaison entre différentes techniques ( détaillée ou non) ? 
G 2.2 Reprend-il les points forts , faibles et / ou limites des/ de la technique(s) étudiée(s) ? 
G 2.3 Explique-t-il en détail une technique de RIV précise ? 
G 2.4 Est-il comparatif dans les techniques de RIV détaillées ? 
G 2.5 Contient-il au moins une étude de cas 25? 
G 3.1 Explique-t-il précisément les entrées et sorties des différentes techniques26 ? 
G 3.2 Propose-t-il un(e) outil/ technique applicable hors du milieu de la recherche? 
G 3.3 La technique de RIV est-elle orientée web ? 
25 Il s' agit bien d'une étude de cas (considéré comme telle) sur un sujet existant. Il ne s' agit nullement 
de la présence d'un exemple créé exclusivement pour l'explication d'une méthode. 
26 Il est sous-entendu : un « artéfact de documentation » en entrée n'est pas une source d'entrée 
précise. Le « code source 0 .0 » d'une application est une source d'entrée précise. 
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G 3.4 Propose-t-il un (e) outil/ méthode fonctionnelle27 ? 
G 3.5 Propose-t-il un(e) outil/ méthode partiellement fonctionnelle 28 ? 
G 4.1 La technique permet-elle d 'exprimer la totalité de la variabilité d'un système? 
L' interprétation des résultats du T ableau 8 doit se faire en comparant les qualités 
présentes dans les publications et non celles non présentes. En effet , certaines qualités 
n ' ont pas d 'application sur certaines publications ( ex. : une lit terature reprenant une 
liste de techniques détaillées n ' a pas lieu d ' être classée en fonction de la qualité 4.1) . 
(V = présent , ~ = présent mais par explicite) 
Tableau 8 - Tableau de classifirntion de publicttfions suivant les clitères de q1mlité 
V V V V V - V V -- V V V V V V V V V V V V 
V V -- V - V ----V V V V 
V V -- - V -----V V 
V -- V V -- V -V V V V V V V - ---- V V --V V V V V V 
V V V - V V - V V --- V V V V V V 
V V V V V V V - V V - V --V V V V V V V 
V V - V V V V -- V -- V V V V V V V 
V V V V - V V - V V V - V - V V V V V V V 
V -- V V -- V V V - V V V V V V V V 
V V -- V V -- V --- V V V V V V V 
V V ---- V - V V V - V - V V V V V V 
V V V V -- V - V V --- V -
27 Il est entendu par là: un outil/ technique qui récupère l' ent ièreté de la variabilité et s'applicable 
hors du cas montré/ testé. 
28 Il est entendu par là : un outil/ technique qui permet la récupération d ' une partie (plus ou moins 
grande) de la variabili té. 
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V V V V V V V V 
1 V V V - V - V - V V V - V - V V V V V 
1 ----- --------V V V V V V V 
V V - V V - V -- V --- V -1 V V V V V ---- V - V V -- V -1 V V V V V V V V V V V V - - V V ~ - V - V V V V V V V V 
1 V - V V V - V V -- V -V V V V 
V ---- V -- V ---1 V V V V 
V V --- V - V V ----1 V V V V V V V --- V V -- V - V -V V V V V V 
1 V V V - V - V --- V -V V V V V V V V 
1 
V V -- V - V V V - V - V V V V V V V V V V 
V - V ----1 V V V V V V V V V V V -- V -- V --V V V V V V V V V 
Il V - V V V V V -- V -- V --V V V V V 
1 
V - V V V V V - V V -- V --V V V V V V V 
V V ------ V ----1 V V V V V V V V V V V V - V -- V -- V -- V - V V V V V V V V V V 1 V -------- V V - V --V V V V V V V V V 
1 V V V V - V V - V V V - V V V 
V V V - V -- V - V --1 V V V V V V V V V V V V V - V V - V - V 1 V V V -- V V V - V V -- V V V V V V V V V 
1 * =basé sur l' abstract et/ou l'introduction 
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4 Phase 4 - analyses et interprétations des résultats 
Les différentes facettes décrites précédemment reprennent déjà les documents dans 
lesquelles elles apparaissent . Dans cette section, il ne s' agira d' interpréter cette mapping. 
A cette fin , chaque question de recherche est passée en revue et des diagrammes sont 
proposés pour exprimer visuellement les réponses déductibles ( certaines questions de 
recherches se couplant). 
4.1 Résultats et analyse de la mapping study 
► Les techniques connues 
Lors des différentes phases d 'analyses, certaines techniques ont été trouvées (voir ci-
après) mais hélas , aucune de ces techniques n'est nommée. En fait, il est très régulier 
de n 'avoir , dans les publications scientifiques, aucun nom sur les techniques 
proposées. C'est d 'autant plus vrai dans les domaines en voie d 'exploration ou les 
méthodes n 'ont pu réellement être validées, acceptées et nommées. Ce constat s'est 
aussi observé dans la publication [26] ( « Feature location in source code: A taxonomy 
and survey ») qui est une taxonomie et enquêtes sur les techniques de localisation 
de features depuis un code source (remarque : cet article ne prend pas en compte 
d 'autres sources que les codes sources) et qui ne nomme aucune technique mais 
reprend uniquement les noms d'auteurs et références de la publication proposant la 
technique. 
► Les sources d 'entrée et artéfacts de sortie 
Mathieu PA TINY 
La Figure 33 de la page 88 représente, le nombre de publications trouvées en fonction 
de leurs sources d 'entrée et type d 'artéfact produit en sortie. Ce graphique est déduit 
des publications mentionnées dans les graphes des facettes précédentes (Figure 28 et 
F igure 29). Il faut remarquer que, par effet direct du principe de keywording orienté 
question de recherche, tout mot-clé de publication ne reflète pas nécessairement 1 
méthode avec 1 source d 'entrée et 1 artéfact en sortie. Il est donc possible qu ' une 
publication reprenne plusieurs sources d'entrée et/ ou reprenne plusieurs 
méthodes/ approches (se basant elles-mêmes sur plusieurs sources d 'entrée avec plus 
ou moins de sources de sorties suivant l' orientation des articles). 
Par exemple, les publications [3], [7], [1 6] et [72] mentionnent plusieurs techniques ou 
sources d'entrée: 
• [3] : 
Cette publication se base d ' une part sur le Kbuild system (la propre structure 
de haut niveau du système dont ses features sont représentées grâces aux 
différents scripts présents dans le système et reprenant les features comme par 
exemple un listing des drivers présents dans le système, les autres étant absents 
et donc non obligatoire dans le système car celui-ci est considéré comme produit 
conforme aux spécifications) mais aussi, plus profondément , les codes sources 
structurés grâce aux indications « pre-processor symbols » de type « ifdef-
blocks » que contiennent ceux-ci. 
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• [7] : 
Par la nature de cette publication et son but (recherche d ' évaluation de 
techniques de rétro-ingénierie dans le but d ' obtenir un ou des FMs), il est tout 
à fait normal de trouver plusieurs techniques dans celle-ci ainsi que plusieurs 
sources d ' entrée pour un artéfact de sortie unique. Cette publication renseigne 
plusieurs techniques prenant des sources d ' entrée comme : « configuration 
scripts » , « propositional logic axpression », « natural language » ... 
• [16] : 
L' abstract de cette publication mentionne clairement une synthèse de FMs 
depuis des « propositional constraintes ». 
Le contenu, quant à lui, reprend aussi des techniques prenant différentes 
entrées comme « product configuration », « feature dependences » ainsi que 
« code source » . 
• [72] : 
Cette publication reprend un environnement (WebFML) permettant la 
synthétisation de FMs depuis plusieurs sources d 'entrée. Ces sources sont : 
« product comparison matrices », « dependency graphs », « compilation 
directives and sources code » , « proposi t ional formulas » , « a ( set of) FM ( s) » . 
Il en résulte donc plusieurs sources d ' entrée pour un unique artéfact de sortie. 
Le principe pour la mapping study étant de découvrir, sur base des publications , les 
directions déjà explorées, une suite possible que voient les industriels s rait de donner 
ces directions aux praticiens (Petersen, et al. s.d.) , afin qu'ils puissent sélectionner 
les publications qu'ils choisiront pour effectuer une « systematic literature review » 
en fonct ion de leurs buts (par exemple, s' ils se trouvent devant un code source 0.0 
tel que J ava et qu'ils désirent extraire la variabilité sous forme de FM, il leur suffira 
de reprendre la liste des publications ayant comme source d ' entrée « code source 
0 .0 » et artéfact de sortie « feature models ») ou encore, dans le cadre de la 
recherche, de s 'orienter dans les directions non/ pas assez encore explorées. 
L' utilisation de graphes à bulles permet explicitement et rapidement de mettre en 
évidence les orientations les plus exploitées mais aussi celles en manque 
d ' explorat ion. De plus , ces graphes permettent de coupler des données (axe x et y). 
Un 3eme axe Z aurait pu être proposé. Cet axe aurait été, par exemple, la RIV depuis 
l'analyse logicielle ou depuis son implémentation . Néanmoins, pour plus de clarté et 
étant donné le peu d'information que cela aurait apporté, il a été choisi de travailler 
en 2 dimensions. 


































' Variabi lity-related tacts - - - - - ~ - -
Software Product Line (SPL) - - - - - ~ - -
Product variant - - - - - ~ - -
' Models ----,--
Logical constraints - - - - - ~ - -
' 
Features cohesion - - - - - ~ - -
' Feature traces - - - - - { - -
' ' Feature corre/ations - - - - - { - -
Code source annotation - - - - - { - -
Code region has potentially feature - - - - - { - -
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Figure 33 - Graphique des quan tités de documen ts trouvés en fonction de leurs sources d'entrée et artéfacts de 
sortie 
* provenant de l' implémentation 
Une première remarque constatée est que la RIV peut s ' effectuer depuis 2 niveaux 
depuis l' implémentation (code source et traces d ' exécution), comme on pouvait 
légit imemen t s ' en douter, mais aussi depuis l' analyse du système (ex. : depuis des 
descript ions de features, des informations informelles , des matrices , .. ou encore 
depuis d ' aut res modèles) . 
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Par exemple, la publication [6] propose une nouvelle approche afin d ' extraire un Flvl 
depuÏs un code source O. O. L' approche va dans un premier temps extraire la 
structure (packages, classes, méthodes, attributs .. . ) depuis ce code source. L'étape 
suivante consiste à extraire les variabilités et commonalities en se basant sur 
l' analyse de type « formal concept analysis ». L ' approche propose ensui te 
l' extraction des features par le biais de l'indexation « latent semant ic indexing » 
(LSI) 29 . Ces features étant maintenant connues, un outil de modélisation suffit pour 
construire le FM. Néanmoins, cette approche n 'est pas complète, les auteurs 
expriment très clairement le manque de contraintes. Ils laissent donc cette étape 
pour un futur travail. 
Une autre approche permettant cette fois-ci d ' extraire un FM depuÏs l'analyse d 'une 
applÏCatÏon est présentée dans l' article [56]. Cette nouvelle approche propose de 
partir d ' un ensemble de produits (n 'étant pas tous les produits possibles de la LPL). 
P artant de cet ensemble, la technique propose d'identifier les attributs des produits 
et donc, les features (sur base de l' analyse de type « formal concept analysis » 
(FCA)). Vient ensuite une phase d ' extraction de la racine parente du FM et features 
obligatoires. Les CTCs de type « And » sont ensuite ajoutées et suivies des CTCs 
« Xor » selon des algorithmes précis. Les contraintes « Or », « inclusions » et 
« exclusions » sont par la suite respectivement ajoutées au FM. A la fin de cette 
technique, un FM complet est donc formé sur base de l' analyse logicielle. 
Ce constat rejoint aussi la définition de la rétro-ingénierie (Chapitre II. 2.2) qui , pour 
rappel , mentionnait le fait qu'elle permettait l' expression du système sous un niveau 
d ' abstraction identique (ex.: de modèle à modèle) ou plus élevé (ex. : de code source 
à modèle). 
Ce graphique permet aussi de faire directement ressortir 4 grandes conclusions : 
• 39,24 % des méthodes sur base d ' artéfacts provenant directement du code source 
et 78,48 % des artéfacts de sortie sont des modèles. Une hypothèse serait de 
partir du fait que la rétro-ingénierie permet l' extraction d ' artéfacts permettant 
d ' améliorer la compréhension d ' un système. En partant du principe qu 'un 
développement « standard » d'un système commence par une modélisation de 
ce système, il est légitime de penser que le retour en arrière permet donc 
l' extraction de modèles. 
• 51 ,89 % des publications décrites au premier point reprennent des techniques 
exploitant les couples « artéfacts de source entrée/ artéfacts de sortie » suivant : 
o « Code source / Models » (43,9 % de ces publications). 
o « Feature sets/ Models » (19 ,5 % de ces publications). 
o « Diagram / Models » (36 ,58 % de ces publications) . 
29 Cette technique basée sur des méthodes statistiques, permet d ' analyser et d ' identifier les relations 
entre une requête formulée par un uti lisateur (ex. : enregistrement automatique de fichiers) et un 
ensemble de documents contenant du texte. Un exemple complet et détaillé se trouve dans la 
publication de Rubin et Chechik (Rubin et Chechik 2013). 
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• Une tendance horizontale est présente en termes de quantité de documents au 
niveau de la facette « Models » (78,48 %). 
Cette tendance vient confirmer la théorie du chapitre Chapitre II qui mentionne 
le fait que, dans la littérature, la variabilité est régulièrement représentée sous 
la forme de modèle (et plus précisément sous la forme de FM). 
• Une tendance verticale est présente en termes de quantité de documents au 
niveau de la facette « Code source» (39 ,24 %). Ce constat peut être interprété 
comme une tendance générale à partir du niveau le plus bas d'un système pour 
en déduire des artéfacts de sortie les plus représentatifs de l' implémentation. 
Dès lors, il est intéressant d'explorer ces voies et d 'affiner les recherches. Pour ce, il 
faut revenir sur les facettes les plus importantes et considérer chaque facette 
particulière comme étant une nouvelle racine d'un propre arbre à facettes . Il en 
ressort ainsi un graphe à bulles bien plus précis et ciblé sur les facettes voulues. 
La Figure 34 ci-après affine le tri sur les 18 documents du couple « Code source / 
Models » . 
En analysant ces résultats , il apparait très clairement que les modèles de type 
« feature models » sont les plus repris dans ce domaine ( 88. 23 % ) . 
La Figure 35 reprend les détails concernant les artéfacts de sortie possibles suivant 
les sources d'entrée de la facette « Feature sets ». Encore une fois, il en ressort que 
la rétro-ingénierie vers les feature models est une voie privilégiée par les scientifiques. 
En analysant de plus près l'ensemble des résultats, il en ressort une tendance claire 
et nette à converger vers l' ut ilisation des FMs pour l'expression de la variabilité et 
ce, depuis différentes sources d 'entrée se basant sur différents artéfacts 
intermédiaires. 
A contrario, les voies menant vers d'autres types de structures finales comme des 
structures comportementales (FTSs ou autre) pouvant aussi permettre l'expression 
de la variabilité ( chapitre Chapitre II.3 .3 p.43) ne sont pas prisées. 
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Figw·e 34 - Graphique des sow·ces d'entrée et artéfacts de sortie des techniques 
rC'pé1·écs dans les publimtions focalisées sur le couple « code source / models » 
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Il existe différents moyens d ' exprimer et gérer la variabilité d'un système dont 
certains ont été décrits précédemment (Chapitre II.1.4.1). P armi ceux-ci, certains 
sont repris dans le cadre des approches de rétro- ingénierie. Le graphique de la Figure 
36 ci-après reprend l' ensemble de ces mécanismes en mentionnant le nombre 
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Fig w ·c 36 - Graphique des m écanismes de gestion •'exp1·essio11 rie la variabilité 
Concernant les annotations provenant du code source, 46 % d 'entre elles sont en fait 
les préprocesseurs de type « ifdef-blocks ». 
Un outil d'ailleurs souvent associé à l'expressivité de la variabilité par annotation 
est « FeatureCommander ». Cet outil se base sur les informations telles que « ifdef-
blocks ». 
Un exemple concret de cette expression de variabilité est donné et comparé à sa 
forme de FM dans la publication [44] et repris dans la Figure 37 ci-après. 























Mathieu PA TINY 
1 
Page 194 
1 #ifdef A 
2 #if B > 20 && C < 0 
#ifdef A 
3 Fun_l (); 
4 #else 
5 Fun_2{); #;f8>0 
6 #endif f-------3► && C< O Fun_3 
7 #else 
8 Fun_3(); Fun_l Fun_2 
9 #endif 
#ifdef blocks in core code Variability tree 
Figw ·e 37 - Expressio11 de la. va.Iia.bilité p a.r i11te1préta.tio11 de ifaef-blocks (Zha.ng et Beck er 2013) 
Une seconde remarque peut être formulée : les contraintes « cross-tree constraints » 
sont des contraintes (AND , OR, Xor) pouvant être appliquées aux feature diagrams 
et exprimées grâce à l' ut ilisation de logique propositionnelle pour ainsi donner 
naissance à un FM. Elles permettent donc d 'exprimer visuellement la variabilité. 
En analysant ce graphique, il apparaît clairement que les CTCs sont les moyens les 
plus utilisés pour gérer et exprimer la variabilité au sein des méthodes de rétro-
ingénierie. En fait, étant une représentation directe des formules propositionnelles 
(Chapitre II.1.4.4) , elles ont l' énorme avantage de pouvoir être mathématiquement 
calculées (et donc informatiquement gerees aussi) mais également , être 
graphiquement représentées. Elles sont donc parfaites pour ce genre de méthode qui 
calcule puis génère souvent un FM. 
Les analyses de type « formal concept analysis » et « relational concept analysis » 
sont aussi des moyens souvent utilisés pour gérer la variabilité (voir ci-après). En 
fait , ce sont des analyses permettant l ' expression de la variabilité de manière formelle 
(la syntaxe et la sémantique sont finies et exactes). Il est donc dès lors possible de 
les manipuler totalement et formellement . C'est pour cette raison qu ' elles ont leurs 
places dans une facette particulière. Il est d ' ailleurs à constater que ces analyses sont 
souvent utilisées dans les méthodes de RIV et ce, en prenant une place importante 
dans la méthode. Par exemple, la publication [56] détaille une méthode (voir ci-
avant) permettant la rétro-ingénierie de FM depuis des configurations en se basant 
essentiellement sur l' analyse FCA car elle permet une expression complète et formelle 
de la variabilité permettant ainsi de lui appliquer des algorithmes concrets . 
Après une analyse plus globale de ces informations, il en dégage un manque clair de 
moyens d ' exprimer la variabilité par le biais de langage textuel exclusivement créé à 
cet effet. Il existe en effet des moyens d 'exprimer des modèles de variabilité dans les 
différents outils récupérés mais aucun n 'est un langage à part entière permettant 
d ' exprimer exclusivement la variabilité de manière textuelle ( à l'exception du 
langage TVL) et de manière complètement informelle (car exprimés en langue 
informelle) tels que par le biais de use-cases UML. 
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► Les mécanismes intermédiaires 
Le graphique de la Figure 38 ci-après , représente tous les mécanismes intermédiaires 
utilisés par les méthodes de RIV. Pour rappel, ce sont les mécanismes (méthodes, 
modèles , graphes , langages ... ) qui sont utilisés pour une ou plusieurs étapes au sein 
des techniques de RIV sans être la source d ' entrée ni artéfact de sortie. Il y a 3 
grands constats sur lesquels il vaut la peine de s' attarder. 
30 
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Figw ·e 38 - Graphique des fa.cettes des méec.wismes intermédiaires 
• Un premier constat se rapporte à de la facette « concept analysis » . Ce mécanisme 
se décompose en 2 sous mécanismes « Formal Concept Analysis (FCA) » et 
« Relational Concept Analysis (RCA) ». 90 % des publications contenant l' un ou 
l' autre mécanisme relatent, la FCA. Seule la publication [12] relate la RCA qui est , 
une variante de la FCA. 
Cela vaut la peine d ' expliquer en quoi la RCA est une variante. Pour ce, il faut 
tout d'abord expliquer sa base, la FCA : 
P our ce faire , l'article de Tilley et al. (Tilley, et al. s.d.) introduit la FCA dans le 
domaine de l' ingénierie logiciel : 
« Dans le domaine de l' ingénierie logiciel, la Formal Concept Analysis est 
typiquement appliqué pour les activités de maintenances, la reconstruction ou la 
modification de code existant et pour identifier les structures orientées objet 
(00) » 
(traduit par PATINY Mathieu) 
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La FCA est une analyse qui consiste à formaliser la notion de concept (Xavier 
Dolques 2011). Un concept , est par exemple, la notion de « objet de sport» . Une 
multitude de caractéristiques lui sont attribuées, citons ainsi : ballon , volant , 
chaussure, jambière, crosse, gants, casque ... Ce concept est organisé de manière 
hiérarchique : un ballon de football est un ballon, un ballon de basket est un ballon , 
un ballon de rugby est un ballon, une crosse du sport lacrosse est une crosse, une 
crosse de hockey est une crosse, un volant de badminton est un volant , un volant 
de voiture de course est un volant ... Comme dans toute structure d ' héritage, les 
attributs parents sont hérit és par les enfants. 
Un contexte formel (toute chose que l'on sait sur le « monde») peut être vu sous 
forme de tableau : 
Tab/e;;w 9 - Exemple de contextes f01mels dans une FCA 
Rond Roule Se porte Solide En cuir 
Ballon V V V 
Volant V V V 
Chaussure V V 
Jambjère V V 
Crosse V 
Géwt V V 
Casque V V V 
Les concepts sont dérivables directement et représentés sous la forme de pairs (X, 
Y ) où X est l'ensemble des attributs communs à un objet et Y , l 'ensemble des 
objets qui ont ces attributs. 
Dans le monde logiciel, cet te analyse est régulièrement appliquée sur les anciens 
systèmes ( ex. : la migration de programmes impératifs vers le paradigme orienté 
objet, la détection de paterns ... ) . Pour approfondir le domaine, l'article de Dolques 
et al. propose bon nombre de références en la matière. 
La RCA est une extension de la FCA dont la différence se trouve dans l ' ajout de 
relation autre que hiérarchique entre les objets (ex. : Une crosse se tient avec un 
gant en cuir et requiert le port de jambières) , attributs ou concepts. Cette extension 
ouvre les portes vers une gestion des concepts beaucoup plus complexe. Pour 
approfondir les connaissances en la mat ière, la dissertation de Prifs (Prif5 1996) 
propose d ' analyser de plus près cette extension. 
• Un second constat concerne la facette « Algorithm ». Cette facette renferme 1 
algorithme « Knowledge synthesis specification based (KSS) » ( algorithme basé 
sur les KSS qui sont des spécifications d ' un FM) , 1 algorithme de « code cloning » 
( algorithme dont le but est de trouver les features implémentées par « clone and 
own »30) et 1 algorithme nommé « ETHOM » (algorithme évolutionnaire 
30 Principe qui consiste à copier une partie plus ou moins grande de code source proche du code à 
développer et de l'adapter (Krueger 2009) , provocant par la même occasion, une scission entre les 
produits. Principe allant à l'encontre des systèmes développés sous la forme de ligne de produits 
logiciel. 
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permettant l'encodage de FMs sous la même forme que le chromosome). Les 13 
autres algorithmes intermédiaires utilisés dans les publications sont des algorithmes 
de type heuristique. Ce type d'algorithme est utilisé dans le cadre de l'obtention 
d'une solution approchée grâce à l'expérience et les analogies31 . Il est donc légitime 
de conclure que pour la majorité des publications récupérées, il n'existe pas de 
solution optimale. Cette conclusion peut amener à se poser la question suivante : 
existe-t-il des méthodes pour évaluer la couverture réelle d'un algorithme sachant 
qu ' il n ' existe que des algorithmes qui permettent de s' en rapprocher? Une réponse 
sera apportée par la suite. 
• Un 3 ème constat est à remarquer sur la facette « language ». Il s ' avère qu ' il existe 
plusieurs langages32 de modélisation sur lesquels les méthodes s'appuient dont un 
sort du lot par le nombre de publications le référençant : « Familiar ». Ce langage 
étant aussi repris comme un outil permettant d ' effectuer de multiples 
manipulations sur les FMs (il est détaillé par la suite dans la section appropriée). 
Néanmoins il est utile de remarquer qu'il est un incontournable dans les langages 
de modélisation de FMs dans le but de la rétro-ingénierie. 
En analysant de manière plus globale ces facettes , il en ressort qu ' il existe beaucoups 
d ' artéfacts intermédiaires sur lesquels les méthodes se basent. Ils sont riches et très 
variés. Constat qui pourrait être interprété comme « domaine instable et dont les 
chercheurs essaient différentes approches basées sur de multiples artéfacts différents ». 
Il est aussi intéressant de constater que les structures sous forme d ' arbres ( graphes) 
ne sont réellement exploitées que dans 4 articles ( dont, par exemple, l'article [4] utilisant 
des structures de type « abstract syntax tree » propose une technique semi-automatique 
permettant la RIV de 50 % à 100 % de précision). Les arbres sont donc des artéfacts 
dont la litterature est peu fournie. 
31 J.-F. Scheid « Chapitre 9 : Introduction aux méthodes heuristiques », TELECOM Nancy 
(http://iecl.univ-lorraine.fr ;-Jean-Francois.Scheid/ Enseignement / heuristiques. pdf) 
32 Ces langages ne sont pas spécialement orientés expression de la variabilité. Ils sont d ' ailleurs bien 
plus souvent des langages créés pour les outils et permettent essentiellement une représentation de 
modèles sous la forme de texte plus qu'autre chose (sérialisation d'un FM). 
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► Les outils 
Afin d ' avoir une idée générale sur l' utilité de chaque outil , voici un référentiel de ceux-
ci avec une brève description : 
❖ Adora tool (http : l w,vw .ifi.uzh.ch/rerg 'rcsearch /aclora tool.html) 
Bien qu ' aussi un langage, Adora est un outil sous la forme de plugin de l'IDE 
« Eclipse ». Il se veut être un outil permettant la modélisation de la variabilité grâce 
à ses 60 % d'éléments graphiques en plus par rapport au langage de modélisation 
unifié « UML » . 
❖ AHEAD tool suite (http: //www.cs.utexas.cd 11 / nsers/ schwartz/ ATS .htmlfn 
Acronyme de « (Algebraic Hierarchical Equations for Application Design) est une 
suite d 'outils (fonctionnant sous Java) de modélisation architecturale ayant une 
orientation FOP (feature oriented programming). 
❖ BeTTy Framework (http: / :www.ü;a.us.es : bctty ·) 
Ce Framework fonctionnant en Java est un outil (distribué sous le format jar) basé 
sur certains composants de base de l'outil FAMA. Il permet la génération 
automatique de FMs, l'automatisation de la génération de données pour effectuer 
des tests fonctionnels sur les FMs ... Il intègre aussi un certain nombre de composants 
facilitant la comparaison d 'outils d 'analyse de FMs. 
❖ CCVisu (http: / ccvisu.sosy-lab.org ) 
Cet outil est un outil permettant la création de graphes orientés. Il se base sur les 
fichiers aux formats RSF (Relational Standard Format) et propose en sortie, soit un 
graphe sous son propre layout , soit un graphe en image tels que SVG, ou encore 
VRML. Associé à l' outil « fact-extractor » , il permet ainsi l' analyse de la structure 
d ' un logiciel. 
❖ CIDE (http: /, wwwiti.cs.uni-magdcburg.dc iti_db rcscarch cidc) 
Acronyme de « Colored Integrated Development Environment » , CIDE est un outil 
de développement de logiciels provenant d'une LPL. Il est proposé sous la forme de 
pl ugin de l' IDE « Eclipse » . Il permet, en partant du code source et d 'un FM, de 
mettre en couleurs les différentes features représentées dans ce code source. Il propose 
aussi une mise en forme des endroits colorés sous forme d ' arbre appelé « ASTView ». 
Il propose aussi une fonctionnalité permettant la détection d ' erreurs de typage dans 
l'entièreté de la LPL. 
❖ ETHOM (Segura, et al. 2014) 
Cet algorithme peut être compris comme un outil permettant la génération de FMs. 
En lui donnant un outil et une analyse à effectuer, il génère un FM d'une taille 
prédéfinie afin de maximiser l'aspect tel que le temps d 'exécution et la consommation 
de mémoire de l'outil. Il peut ainsi, par exemple, se coupler avec l'outil BeTTy. Le 
but étant d ' informer les développeurs des performances de l' outil fourni . 
33 Un tutoriel complet est fourni à l'adresse : 
http: //www.cs.utexas.edu/ users/ schwartz/ ATS/ fopdocs / AHEAD-Tutorial.pdf 
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❖ FAMA tools suite (11tt p: ww,,·.isa. us.es/ fama) 
Cette sui te d ' outils est une référence en la matière. Elle est composée d ' un 
Framework et d ' une suite permettant d 'effectuer différents test s sur les FMs. Son 
but est d ' automatiser les analyses faisables sur les FMs. Pour ce, elle implémente 
des outils t els que : BDD, SAT et CSP. 
Elle est composée d ' une base sur laquelle il est possible d ' ajouter une mult it ude 
d 'extensions par-dessus (ex. FaMa Feature Model, Sat4jReasoner , 
J avaBDDReasoner , ChocoReasoner ... ) et a l'avantage d 'être sous licence GNU et 
soutenuz par la Commission Européenne. 
❖ Familiar (http://familiar-project.github.io) 
Acronyme de « FeAture Model scrlpt Language for manipulation and Automatic 
Reasoning » est un outil sous la forme de plugin de l' IDE « Eclipse » (intégré dans 
le plugin « Feature IDE ») ou d ' application standalone Java ( en ligne de commandes 
ou dans un environnement complet34) créé dans le laboratoire I3S par Mathieu Acher, 
Philippe Collet et Philippe Lahire. Il est actuellement géré par l'équipe « Triskell » 
(composé de INRIA, IRISA et l' université de Rennes 1) ainsi que l'équipe 
« MODALIS » (I3S laboratoire et l' université de Nice Sophia Ant ipolis) et 
l' université « Colorado State University ». Il propose d ' un côté, son propre langage 
permettant la modélisation de FMs et de l'autre, une foule de fonct ions de 
manipulations de FMs (importer , exporter , décomposer, éditer , configurer et calculer 
des différences entre eux). Mentionné comme langage incontournable dans le 
processus de rétro-ingénierie, il est intéressant de le tester. 
Une série d ' exemples proposés par le projet sont exécutés et interprétés en annexe 
VII. 
Un plus t rès avantageux : il supporte les modèles de type TVL (Text-based 
Variability Language) développés à l' université de Namur 35. Ce langage permet la 
modélisation de FMs de façon la plus proche possible du langage plus 
qu ' incontournable qu 'est le C. Il a été conçu dans l'opt ique d 'avoir une syntaxe C-
like afin de faciliter son accès dans le monde des entreprises. En effet , un nouveau 
langage dont le temps d ' apprent issage est drastiquement réduit grâce à la 
connaissance commune des développeurs est plus facilement adopté par les 
entreprises car il engendre un coût de formation minimum. 
F amiliar se voit donc compatible avec un langage facilitant l' intégration en 
ent reprise. 
Il est aussi compatible avec les formats : SPLOT et FeatureIDE. 
❖ Feature Commander (http://www. infosun.fim.uni-passau.de/ spl/ janet / xenomai) 
Feature Commander est un logiciel prototype (portable et fonctionnant sous 
Microsoft Windows) permettant , en se basant sur les préprocesseurs d ' un code 
source, d 'assigner et de découvrir les différentes features. Ces features sont ensuite 
représentées visuellement par le biais de multiples couleurs configurables. Un arbre 
des features est ainsi proposé. L' annexe VIII montre 2 screenshots commentés 
permettant d ' avoir une idée plus nette sur les fonctionnalités de ce logiciel. 
34 Téléchargeable à l' adresse : http://mathieuacher.com/ pub/ F AMILIAR/ releases 
35 Pour en savoir plus : https: //projects.info. unamur.be/ tvl 
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❖ FeatureVisu (http: //featurevisu.sosy-lab.org) 
Cet outil est une extension du logiciel « CCVisu »36 . Il permet l'analyse et la mesure 
de LPLs. Il est utilisé dans le cadre de décompositions de graphes logiciels en sous-
systèmes représentés par le biais de clusters (permettant ainsi l'amélioration de leur 
compréhension). Il est une extension dans le sens où il permet d ' inclure dans la 
représentation, le principe de features. Il se base en entrée sur un graphe de LPL et 
son implémentation doit contenir des annotations comme préprocesseur ou encore 
sous la forme d 'approches conditionnelles comme la programmation orientée 
feature37 . 
❖ Fmp2rsm plugin (http ://gscl .uwaterloo.ca/ fmp2rsm) 
Sous la forme de plugin de l' IDE « Eclipse », cet outil (prototype) regroupe d ' une 
part, un « Feature Modeling Plugin » et d ' une autre part, « Rational Software 
Modeler ». Il est une extension permettant la modélisation de lignes de produits 
logiciels au sein d 'UML ainsi que la dérivation automatique de produits 
correspondants. 
❖ Framework RECoVar 
Acronyme de « Reverse Engineering Configurations and Variability", ce Framework 
incluts 2 approches : l'extraction de la variabilité basée sur les préprocesseurs 
présents dans le code source ainsi que l 'approfondissement des corrélations entre 
features depuis les configurations de produits. 
❖ Golem tool (https://www4.cs.fau.dc/ Rcscarch; VAMOS) 
L'outil Golem est une part du logiciel VAMOS (acronyme de « Variability 
Management in Operating Systems » ). Cet outil permet l 'analyse, basée sur les 
makefiles, de systèmes Linux et induit des contraintes de dépendances depuis les 
règles de build. Il est utilisable via des lignes de commande et implémenté en Python. 
L'article [3] utilise cet outil dans le but d'implémenter son algorithme. 
❖ J avapp (h ttp: //slashdcv.ca/ javapp) 
Cet outil ( développé en python et tournant sous Java par le biais de Jython38) répond 
à un besoin absent actuellement qu 'est la génération de préprocesseurs dans les codes 
sources J ava. Il répond à ce besoin en prenant en entrée un code source Java et de 
l 'information (sous format XML) concernant les préprocesseurs à ajouter de manière 
intelligente. 
❖ KBuildMiner 
Cet outil ( développé via 1400 lignes de code source Scala et 450 en Java) est un 
parseur permettant , depuis un KBuild makefile, de retourner un abstract syntax tree 
(AST). Dans la publication [3], l'auteur a téléchargé et appliqué son approche sur 
Linux V2.6.33.3 . L'explication réside dans le fait que cette application a besoin 
d'une configuration lourde et manuelle de son makefile pour être adaptée à une 
version particulière de Linux. 
36 Pour en savoir plus: http: //www.sosy-lab .org;-dbeyer/ CCVisu 
37 Pour en savoir plus : http: //en.wikipedia.org/ wiki/ Feature-oriented_programming 
38 http: //www.jython.org 
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❖ LEADT tool 
Acronyme de « Location, Expansion, And Documentation Tool », LEADT est un 
prototype développé sur CIDE39, permettant la localisation de features dans les codes 
sources J ava. Il est proposé sous la forme de plugin de l ' iDE « Eclipse » (V3.5 ou 
3.6 avec J ava 1.5) . 
❖ Orange tool (http://fosd .de/ cide) 
Cet outil OpenSource est utilisé dans le cadre de la bio-informatique. L' article [44] 
l ' utilise afin d'implémenter son algorithme dans le cadre de l'approfondissement de 
la corrélation entre features. 
❖ REVPLINE 
Acronyme de « RE-engineering Software Variants into Software P roduct Line » est 
un outil permettant de faire de la rétro-ingénierie de variabilité depuis un code source 
orienté objet dans le cadre d 'un processus de re-engineering. Il a une approche 
particulière se basant sur les FCA, LSI et dépendances entre codes sources. 
Pour en savoir plus et approfondir cet outil, il est conseillé de lire la thèse de Al-
Msie ' Deen (Al-Msie'Deen 2014). 
❖ WebFML40 
Cet outil , développé par l ' aquipe Triskell (Inria / Irisa), est très étroitement lié avec 
l'outil « Familiar ». En effet, cette équipe fait aussi partie de l'équipe de recherche 
pour ce dernier outil. WebFML est un environnement de synthétisation de FMs 
depuis plusieurs sources d'entrée (ex. : comparaison de produits, des fichiers de 
configuration, des graphes de dépendances, des directives de compilation, des 
formules propositionnelles ou encore d'autres feature models). Son point fort réside 
dans le fait d ' avoir un affichage visuel des feature models, de pouvoir exporter son 
résultat dans plusieurs formats mais surtout, d 'être très interactif avec l' utilisateur 
permettant ainsi un suivi complet lors de la manipulation des FMs ( ex. : sélection 
de parents candidats, proposition de regroupements de features, une gestion de retour 
en arrière, la génération de FMs en prenant compte d ' heuristiques et des choix 
effectués ... ) . 
39 Virtual Separation of Concerns: http: //fosd.de / cide 
40 Une présentation est disponible sur : https: //github.com/ FAMILIAR-project/ familiar-
documentation/ tree/ master/ manual/ webfml 
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En analysant les outils présentés, un constat s ' impose : les outils partant du code source 
d'un système se basent bien souvent sur les préprocesseurs présents dans celui-ci. C 'est 
donc une voie explorée qui , d ' un premier abord, paraît être une direction proposant des 
solutions intéressantes. 
La Figure 39 ci-après reprend le nombre de publications dans lesquelles ces outils sont 
utilisés ou mentionnés comme utilisés. 
# de publications 
0 1 2 3 4 5 6 
Adora tool 1 
AHEAD tool suite 1 




FAMA t ool suite 5 
Familiar 5 
Feature Commander 3 
FeatureVi su 1 
Framework RECoVar 1 
Golem tool 1 
Java pp 1 
KBuildMiner 1 
LEADT tool (java code) 1 
Orange tool 1 
REVPLINE 1 
WebFML 1 
Figure 39 - Graphique des outJ'ls et p ublications t1Ssociées 
Lors de l'attribution des publications aux outils, 4 outils se démarquent par le nombre 
de publications associées. Ces outils sont « BeTTy Framework », « FAMA tool suite », 
« Familiar » et « Feature Commander » avec respectivement 3, 5, 5 et 3 publications. 
Par conséquent, ils peuvent être considérés comme des références en la matière dans les 
directions déjà explorées. Ceci peut s' expliquer par le nombre de fonctionnalités qu ' ils 
proposent. 
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Les types de publications et évolution dans le temps 
Toutes les publications trouvées ont été préalablement classées suivant le type de 
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La majorité des publications trouvées sont très clairement des propositions de solutions 
(typiquement des méthodes et approches) et des rapports d'expériences (typiquement 
des études de cas). Le fait de n ' avoir que très peu de validations et d ' évaluations peut 
s ' expliquer par le fait que ce domaine est encore en recherche de solutions et partage 
d'expériences plus qu'au perfectionnement et l'optimisation de solutions. Les résultats 
de cette mapping study viennent donc confirmer notre intuition de départ : la rétro-
ingénierie de la variabilité dans les LPLs est peu mature. 
Lors des recherches, aucune publication d ' opinion personnelle n'a été trouvée. Cela 
résulte peut-être du fait qu ' il ne se dégage pas vraiment de chercheurs ou groupes de 
chercheurs experts (et reconnus comme tels par la communauté scientifique) qui aient 
atteint un niveau de maturité (pour ce domaine précis uniquement) assez grand pour 
envisager d 'exprimer des opinions et critiques tranchées sur les méthodes (peu 
nombreuses) proposées. Ou est-ce simplement que ce genre de publications à tendance 
à disparaitre au profit de publications à bases de preuves ... 
Afin d ' avoir une représentation sur le nombre de publications apparues au cours du 
temps, la Figure 41 ci-après propose une vision des types de publications en fonction 
du temps. Il est intéressant de remarquer que le plus grand nombre de publications 
trouvées sur le sujet date d ' entre 2011 et 2014. 
A noter que l'année 2015 étant seulement entamée lors des recherches, il est normal de 
ne trouver que peu de publications pour celle-ci. 
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Il apparaît aussi que le nombre de publications d'expériences suit la tendance du 
nombre de publications proposant une solution (suivant une proposions d'environ 50 % 
de ces derniers). Ce constat est normal dans la mesure où , souvent, les publications de 
solution mettent en œuvre, sous forme d' étude(s) de cas leur propre solution. 
Il est donc encore une fois clairement perceptible que le domaine est en manque de 
validation des méthodes ( que ça soit par des publications de validations , d'évaluations 
ou encore d ' opinions). C'est donc une des tâches sur laquelle les chercheurs devront 
s'orienter pendant ces prochaines années. 
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Une autre analyse pertinente à faire est de regarder, pour chaque couple de facettes de 
sources d 'entrée/ artéfacts de sortie récupérés , quels types de publications s'y sont 
intéressées. La Figure 42 ci-après exprime ces relations. Une attention toute particulière 
est mise sur 4 types de publications afin de mettre en évidence les couples qui seraient 
approchés, expérimentés, évalués et validés. Ce graphe permet d'exprimer visuellement 
le manque de publications pour certains couples (ex. : les techniques de RIV basées sur 
les traces d ' exécutions sont seulement proposées théoriquement sans aucune 
expérimention, évaluation ni validation. Autre exemple : le couple feature sets/ models 
a déjà été approché dans 10 documents , 3 études de cas ont été menées , 3 études 
d ' évaluations relatent ce couple, mais aucune ne valide cette approche.). 
Ce graphe doit être considéré comme un état des lieux des types recherches menés dans 
le domaine et exprimant la maturité ou , comme dans ce cas, l ' immaturité du domaine. 
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► Les t echniques de recouvrement : 
Les techniques permettant de donner une indication concernant le recouvrement d ' une 
méthode/ approche sont très peu nombreuses et informelles . Un besoin est pourtant 
présent afin de valider les t echniques (donc beaucoup sont empiriques) de RIV. 
Après réflexions, il est normal de n 'en trouver que très peu dans le sens où les techniques 
de validation de modèles de variabilité font l'objet de leurs propres publications, et ce, 
sans nécessairement être orientées rétro-ingénierie. P ar exemple, la publicat ion de 
Renard et al. (Renard, et al. 2013) propose une technique dans laquelle le nombre de 
mauvaises contraintes entre features peut être récupéré. Cette technique pourrait être 
appliquée sur un processus de rétro-ingénierie dont l'artéfact de sort ie est un FM. Le 
nombre d 'erreurs donnerait une indicat ion sur le pourcentage de recouvrement de la 
méthode. 
A l' heure actuelle, la technique la plus utilisée pour vérifier une méthode de RIV est 
d 'appliquer ces techniques sur des systèmes t riviaux ou entièrement contrôlés. Cela 
permet, comme dans l'article [63], de mentionner les erreurs de découverte de features 
depuis un code source. P ar exemple, cet article tente de valider l ' hypothèse suivante : 
les pré-processors symboles peuvent servir à faciliter la compréhension d ' un système en 
permettant l'annotation des features dans le code source d ' un produit. Ce processus est 
entièrement manuel et le taux de validit é des features découverte est effectué dans un 
environnement ent ièrement contrôlé. 
Néanmoins, ce constat ouvre la porte sur de prochaines recherches ayant l'at tention sur 
la couverture de recouvrement que propose un modèle ( typiquement un FM), par 
rapport à un système implémenté. 





















Df NAMUR P c1 g e l 107 
5 Validité 
Lorsqu'une systematic mapping study est menée, différents éléments peuvent 
influencer sa validité. Ces éléments sont appelés « threats to validi ty » en anglais et se 
traduit littéralement par « menaces de validité ». Les menaces concernant cette étude 





Choix des librairies en ligne et exhaustivité de la liste des publications 
Dès le début , une série de librairies en ligne ont été sélectionnées. Bien qu ' il soit 
nécessaire de reprendre les librairies les plus connues pour ce domaine de recherche 
de ce travail, il est impossible de toutes les retenir. Il est donc possible que certaines 
librairies reprenant des articles pert inents pour ce mémoire, n'aient pas été 
sélectionnées. Pour contrer au mieux cette menace, il a été choisi de conserver les 
librairies conseillées par des chercheurs41 ( ex. : IEEE Xplore Digital Library, 
ScienceDirect ... ) et ajouté un certain nombre de librairies auxiliaires orientées 
informatique ( ex. : Directory of open access journals, FreeSearch Toward computer 
science ideas ... ). En tout , ce n ' est pas moins de 21 librairies en lignes qui ont été 
interrogées afin de rendre le plus exhaustif que possible la liste publications trouvées. 
Langue 
La langue peut être une barrière à la recherche de publications. En effet, certaines 
de ces dernières n'étant pas traduites dans la langue internationale de la recherche 
scientifique (l ' anglais) , il est possible qu ' elles ne soient pas reprises, bien que 
pertinentes. L ' anglais et le français ont été choisis afin d ' élargir fortement, tout de 
même, le champ des recherches. 
Mots clés non connus du meneur 
Idéalement , le meneur de ce type de recherche devrait être accompagné d'un ou 
plusieurs experts du domaine afin de cibler au mieux les mots clés. En effet, certaines 
publications peuvent contenir des mots clés synonymes et/ ou expressions inconnus 
du meneur. Dans le cas présent, les mots clés constituant la chaîne de recherche ont 
été validés par les co-promoteurs du travail. Cela dit , la suite constituée de filt res et 
multiples tris n ' a pu être totalement revue dans les détails par les personnes 
accompagnant ce travail, car le cadre d'un mémoire ne permet pas d ' effectuer une 
tâche entièrement évaluée par les pairs ( entres autres, par manque de temps de ces 
derniers). 
Validité dans le temps 
Lorsqu' une recherche est menée, elle s'effectue à une date précise (ou pendant une 
courte période donnée). En soi, cela est plutôt un constat qu ' une menace. Mais, cet 
aspect temporel doit être pris en compte dans l'interprétation des résultats. Cela est 
d ' autant plus vrai pour les domaines en pleine expansion. Lors de l ' analyse des 
différents résultats , il a été observé une augmentation du nombre d ' articles jusqu'en 
février 2015 (1 mois avant la date de fin des recherches). Il est donc naturellement 
conséquent qu'une même recherche menée fin 2015 proposera de nouveaux résultats, 
et ce, en plus grande quant ité et couvrant des nouvelles directions . 
41 Il s ' agit des co-promoteurs de ce mémoire. 
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Faux positifs 
Lorsqu' une recherche d ' une telle envergure est menée par une seule personne (plus 
de 1500 publications à filtrer et trier pour en extraire 72), il se peut que certaines 
publications passent aux travers des filtres et se retrouvent incluses dans la liste des 
publications finales. Dans cette mapping study, après avoir pris du recul et effectué 
plusieurs lectures , il a été trouvé 2 faux positifs : 
[14] (A. Metzger, K. Pohl, P. Heymans, P .-Y. Schobbens, and G. Saval, « 
Disambiguating the Documentation of Variability in Software Product Lines: 
A Separation of Concerns, Formalization and Automated Analysis ») 
[35] (K. Czarnecki and M. Antkiewicz, « Mapping features to models: A 
template approach based on superimposed variants ») 
De faux positifs peuvent typiquement apparaître lors des recherches approfondies, 
mais nullement dans la recherche principale (1ère recherche depuis les librairies en 
ligne). Cela remettrait en doute certains mots clés ou moteurs de recherche. 
C ' est en effet le cas de ces 2 publications extraites de la littérature grise et relatant 
un mapping de features entre modèles de niveau d'abstraction différents . Ces 
publications auraient dû être éliminées lors de l'application des filtres suivant les 
critères prédéfinis, car elles ne relatent pas une technique de rétro-ingénierie menant 
à l' expression de la variabilité. 
Légère perte de précision lors de la création de facettes 
Lors de la phase 3 du protocole de cette mapping study, un processus permettant 
l'extraction de mots clés représentant chaque publication et leur fusion en facettes 
est appliqué. Il s ' agit ni plus ni moins d'effectuer une abstraction ( dont la définition 
de base mentionne le fait d'oublier les détails et de ne garder que l 'essentiel voulu). 
Dans toute abstraction, il y a, inéluctablement, une perte d'information plus ou 
moins grande. 
Dans cette phase, aucune représentation particulière n ' a été imposée concernant les 
démarches de génération et fusions des mots clés. Afin de proposer cette abstraction 
tout en gardant un maximum d' informations, il a été choisi de les représenter sous 
la forme d ' arbres à nœuds colorés permettant ainsi, pour qui le souhaite, de récupérer 
les informations perdues au cours de cette abstraction. Néanmoins, la profondeur des 
arbres permet l'expression de mots clés très légèrement eux-mêmes abstraits . 






















Chapitre IV. Rétro-ingénierie de systèmes web 
1 Synthèse des publications 
Lors de la mapping study, il a été convenu d ' élargir le champ de recherche en 
passant des systèmes web aux systèmes en général suite à un manque de publications 
exclusivement web. Ceci dit, lors de l'analyse et de l 'interprétation des résultats, une 
remarque a émergé : la rétro-ingénierie peut se faire de l ' implémentation d'un système 
(codes sources, traces d ' exécutions ... ) mais aussi de son analyse (modèles, descriptions 
de produits +/- formelles ... ). Certaines des techniques précédentes basées sur cette 
analyse peuvent donc être appliquées à ce genre de systèmes même si ce n ' est pas leurs 
buts originaux (tout en prenant compte de leurs contextes pas toujours totalement 
structurés (chapitre I p.11 à p.14)). 
Afin de détailler ce qui a déjà été proposé dans ce domaine précis, la synthèse des 2 
articles ressortis dans la mapping study exclusivement orienté web est reprise ci-après. 
[b] S. Marciuska, C. Gencel, and P. Abrahamsson, "Automated feature identification in 
web applications," Lecture Notes in Business Information Processing, vol. 166 
LNBIP, pp. 100-114, Nov. 2014. 
Pour ce premier article, il s'agit de la présentation d'une approche et la mise en 
application via leur propre outil créé pour fonctionner avec leur algorithme. Le départ 
se fait non pas du code source du système comme beaucoup d 'autres techniques (hors 
web) le proposent mais de l' interface utilisateur d 'applications web ( développé en 
HTML5). Pour ce, les auteurs sont partis de la définition suivante du mot « feature » : 
« Une feature est une réalisation fonctionnelle d ' une exigence du système (ex. : une 
unité observable du comportement du système déclenché par l ' ut ilisateur) » 
( traduit par PA TINY Mathieu) 
Partant de cette définition, ils l'ont étendue en ajoutant le fait que le déclencheur peut 
être humain mais aussi un autre système comme un web service. Cette extension leur a 
permis, dans leurs études de cas, de tester la différence entre un utilisateur humain 
découvrant les features et un outil automatique. 
Un grand avantage des systèmes web est qu ' ils sont analysables depuis leurs codes 
sources (pouvant être écrits, à l'origine, en plusieurs langages) qui se trouvent souvent 
complexes, mais surtout , depuis le navigateur web. Ce navigateur étant un point 
obligatoire de passage des données , il est aussi le mieux placé pour analyser l'entièreté 
de ces données. C'est donc sur cet artéfact intermédiaire qu' ils se sont basés. 
Ils sont partis du principe que les systèmes web étaient proposés en HTML5, JavaScript 
et CSS (du côté client) et que chaque événement menait le système d ' un état à un 
autre : un événement souris , un événement clavier ... ou encore un événement d ' objet 
et formulaire (l 'ensemble exhaustif de ces événements est repris en annexe IX). 
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Ils ajoutent 3 éléments statiques HTML5 permettant l ' expression de features 
« ancor », « input » ( à l' exception du type hidden) et « textarea ». 
Dans l' optique de retrouver ces éléments, un algorithme implémenté en JavaScript 
(langage côté client et pouvant exploiter toute la puissance du navigateur) parcourt le 
DOM (Document Object Model) afin de les trouver ( cet algorithme est mis à disposition 
sur le site Internet : http: //featurereduction.org). Au final , l 'entièreté des actions 
possibles fournies par le système sont récupérées . 
Plusieurs résultats d 'études de cas sont proposés en fin d'article et permettent de 
démontrer, par l 'expérimentation, que l'outil proposé est fonctionnel et permettent de 
comparer une découverte manuelle des features par rapport à l' outil automatique 
implémenté. Cette technique ouvre aussi la voie vers une nouvelle piste : l ' identification 
de features au sein d 'application RIA ( rich Internet application) 
[i) E. K. Abbasi, M. Acher, P. Heymans, and A. Cleve, "Reverse engineering web 
con.igurators.", 17th European Conference on Software Maintenance and 
Reengineering (CSMR) , IEEE, 2014. 
Cette seconde publication consiste à retourner, par le biais d ' une méthode semi-
automatique, la variabilité présente dans des objets du monde matériel ou logiciel 
configurables grâce aux applications de type « web configurators ». Un exemple parmi 
des milliers d 'autres pensables dans cet article est celui d ' un configurateur de véhicules 
automobiles de la marque Audi. 
La publication explique qu ' une technique totalement automatique pour ce genre de 
systèmes n 'est pas réaliste ni désirable dans le sens où la diversité des présentations et 
implémentations dans ce genre de configurateur est trop grande. Une supervision 
humaine est nécessaire. 
Les auteurs mettent en avant 2 composants majeurs dans leur technique « web 
wrapper » (processus permettant d ' extraire la variabilité des données de manière 
structurée depuis le configurateur) et « web crawler » (processus explorant les 
configurations possibles et simulant les actions faisables par un utilisateur). 
Dans un premier temps, l' utilisateur va définir un pattern vdeO (variability data 
extraction) sous la forme HTML-like. Ce pattern est basé sur le code source HTML 
généré et exprimant la structure des données (ex. : le div ayant la classe « column2 » 
représente une balise de type image dont son url est l'attribut « src » ). Une fois la 
structure extraite manuellement , elle est donnée au web wrapper qui pourra faire 
correspondre le code source du générateur avec le pattern vde reçu dans le but d 'extraire 
les données proposées par ce dernier@ (s'il existe des changements de pages, c'est le 
crawlPage@ qui s ' en chargera et demandera, au besoin , un nouveau vde). Le résultat 
est stocké, sous la forme de FM, dans un fichier xml. Au besoin, ces données peuvent 
être modifiées de manière automatique ou manuelleO. 
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Ensuite, une suite de modèles TVL est générée0 ( chaque modèle représentant une étape 
de la configuration proposé par le web configurator sous la forme de FM) . L'ensemble 
de ces fichiers TVL est alors importé dans l' outil F AMILIAR (i) permettant ainsi une 
fusion de ces feature models en un FM final et complet . 
L'article propose un schéma visuel de ce processus (Figure 43). Une implémentation et 
une série de discussions sont aussi proposées. Le processus est implémenté sous la forme 




■-1-----,•►I vdi, pattern 
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Figw ·e 43 - Processus de rétro-ingénierie d'un "web con.igurator " (Ebn:,him Khalil A bbasi 2014) 
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2 Analyse des publications 
Une chose intéressante à faire ressortir dans ces 2 articles, est que tous deux se basent 
sur le code source HTML côté client. Il y a donc une grande dépendance vis-à-vis du 
navigateur qui , dans certains cas, est optimisé pour améliorer ce HTML ( ex. : des balises 
non auto-fermées comme < br> peuvent être automatiquement remplacées par < br /> ). 
Dans le meilleur des cas, des changements mineurs et non influençant le processus 
peuvent apparaître. Il est à espérer que les navigateurs web futurs n'auront toujours 
pas d'impact sur ces techniques et qu ' elles ne deviendront pas totalement dépendantes 
d'un navigateur web particulier (voire d ' une version particulière). 
Les 2 publications sont par contre très différentes dans le choix de la variabilité 
exprimée. Dans la première ([b]) , la variabilité exprimée est celle du système et des 
features qu'il offre aux utilisateurs (des études de cas ont d ' ailleurs été menées par les 
auteurs sur des sites Internet de grande taille proposant une importante variété de 
services tels que YouTube, Google et la BBC) . Dans la seconde méthode, c' est 
l' expression de la variabilité d'objets physique par le biais d'un site système web qui 
est directement recherchée. Mais derrière cette approche, il est possible de voir , 
l'expression de la variabilité du configurateur web. En effet, la méthode est 
essentiellement basée sur ce que propose, comme options de l' objet , ce configurateur et 
donc implicitement, toutes les features possibles proposées par celui-ci. Par exemple, 
sur un véhicule de telle marque, tel modèle, une série d ' options configurables sont 
proposées. Pour une autre marque et un autre modèle, d ' autres options différentes 
peuvent être proposées. Pour ces 2 marques, le configurateur peut donc être construit 
comme une LPL dont chaque produit proposé serait composé de différentes features 
communes ou non. Un second exemple serait un configurateur web d'habits, il serait 
possible d'avoir une version du configurateur pour des chemises et un autre pour des 
pantalons. Des options de couleurs, matières, tailles ... sont proposées dans les 2 cas 
mais les features de choix du « type de col », « type de bouton de manchette » ... ne le 
seraient qu'uniquement dans le cas du configurateur de chemises. 
Un 3e constat est que la littérature ne relate que très peu d'orientations pour ces 
domaines. Les directions à tester, comme par exemple, l'analyse depuis les traces d'un 
serveur web ( typiquement « Apache http Server », « Microsoft IIS » .. . ) ou l'analyse 
de paquets TCP / IP sont encore des pistes à explorer dans les années à venir. 
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L'objectif principal de ce travail était principalement la découverte des techniques de 
rétro-ingénierie de systèmes web sous forme de lignes de produits logiciels. La recherche a été 
décomposée en 3 grandes parties. 
Pour commencer, une description complète du contexte prometteur qui encadre et 
donne une émergence à ce sujet. Cette partie a permis la mise en évidence de l' importance de 
l' informatique et le point critique qu ' elle représente pour la société actuelle. Une attention 
toute particulière a été retenue pour les systèmes de type web (utilisant de plus en plus le 
principe de réutilisabilité et dont le développement s' oriente vers des systèmes à haute 
variabilité comme les CMS configurables) dont les développements sont souvent réalisés par 
des start-ups très dynamiques. Ce dynamisme implique souvent un laisser-aller au niveau des 
analyses entraînant ainsi des surcoûts prévisibles lors des futures maintenances et évolutions. 
C' est dans ce cadre que les techniques de rétro-ingénierie proposées se font apprécier. Ces 
techniques étant encore peu connues, ce mémoire a dressé un état des lieux de ce domaine et 
été mené et présenté sous la forme d ' une systematic mapping study. L' accent était 
particulièrement mis sur l' extraction de la variabilité étant donné son importance dans ce genre 
de systèmes. 
L'état de l' art de ce mémoire a présenté, dans un premier chapitre, les lignes de produits 
logiciels et mis en évidence leurs origines récentes dans le milieu de l'informatique (bien que 
provenant de mécanismes industriels plus anciens). Il explique également les changements 
engendrés par rapport aux développements « traditionnels ». Le principal changement étant 
l' apparition des notions de variabilité et commonalities, permettant l'expression des différences 
et points communs (artéfacts réutilisables) d'un système. Cette variabilité a été analysée dans 
les détails. Les feature models (présentés la première fois par la méthode FODA), entièrement 
dédiés à l'expression de cette variabilité, ont également été représentés avec quelques-unes des 
techniques de validation existantes. 
Un second chapitre a déterminé ce que peut apporter la rétro-ingénierie au sein de ce genre de 
systèmes particuliers comme: la génération de vues alternatives , la récupération d'informations 
perdues (ou non existantes ou incomplètes) , etc. Il a été aussi possible d 'y apprécier l'effet 
financier bénéfique que peuvent apporter ces méthodes. Une nouvelle piste a d'ailleurs été 
proposée quant à l' ut ilité de telles techniques sur la variabilité et l ' avantage qu ' elles pourraient 
apporter dans la détection de bugs par comparaison de modèles. 
Une autre nouvelle piste ayant été proposée dans ce travail concerne l' extraction de la 
variabilité sur base du comportement d'un système implémenté: les feature transitions systems. 
Ces systèmes basés sur les transitions systems pourraient permettre l ' expression exacte de cette 
variabilité. Malgré les recherches menées, aucune technique basée sur ce type de modèle n'a 
encore été relatée. L'idée est donc à mûrir et à développer dans les travaux futurs. 
Au terme de cet état de l' art, une recherche de type systématique ( « systematic mapping 
study ») a été menée. Cette méthode permet l'exploration d'un domaine ciblé afin d ' en tirer 
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les voies déjà explorées ou au contraire, celles en manque de recherche. C'est cet te recherche 
qui permet d 'apporter cette pierre à l'édifice du contexte global de recherche de ce mémoire. 
Pour ce, des réponses aux questions suivantes ont été apportées : (1) Quelles sont les différentes 
techniques connues de RIV ? (2) Quelles sont les différentes sources d 'ent rée sur lesquelles se 
basent ces t echniques ? (3) Quels sont les différents artéfacts de sort ie produits par ces 
techniques? (4) Quels sont les différents mécanismes connus permettant la gestion (l'expression 
et la manipulation) de la variabilité au sein des techniques de RIV ? ( 4 - sous-question) Quels 
sont les artéfacts part iculiers intermédiaires (orientés variabilité) ut ilisés au sein de ces 
techniques ? (5) Existe-t-il des méthodes pour évaluer la couverture réelle d'une technique de 
rét ro-ingénierie appliquée ? (6) Quels sont les types de publications, ainsi que leur évolut ion 
dans le temps, concernant la RIV de LPL ? (7) Existe-t-il des out ils part iculiers intervenant 
dans les mécanismes de RIV ( exclusivement pour ou non) ? 
Chaque ét ape de cette mapping study est détaillée au fur et à mesurée qu ' effectuée 
permettant ainsi de montrer une marche à suivre complète et appliquée (fixée et validée par 
les co-promoteurs du mémoire) . P our ce faire, une série de « bonnes pratiques » provenant des 
publications de da Mota Silveira Neto et al. , Devroey et al. ainsi que P etersen et al. ont été 
mises en œuvre. 
A l' issue des multiples recherches réalisées sur les systèmes web, très peu de résultats ont été 
trouvés (2 publications). Le manque de publications sur ce sujet ne permettait pas d 'avancer 
et de pouvoir t irer les bénéfices de cette technique. Il a donc été convenu d 'élargir le champ de 
recherche à l'ensemble des systèmes informatiques. 
Après cette phase de récupération et fil trage de publications, une phase importante de 
classification a été menée. L'ensemble de 72 publications récupérées (sur les 1807 publications 
brutes trouvées par les différentes méthodes de recherche) ont été analysées afin de classifier 
les mots clés représentant chaque publication au travers de multiples facettes . Les facettes ont 
émergé afin de répondre aux questions de recherches précédentes. Une fois ce classement 
effectué, des regroupements (et couplages) de données et d 'interprét ations des résultat s ont 
ensuite été proposés. 
Ces interprétations ont permis, dans un premier temps, de mettre clairement en évidence les 
différentes sources d 'entrée et artéfacts de sortie des techniques découvertes. Il en ressort 
essent iellement 3 couples, étant , par ordre décroissant de fréquence d ' ut ilisation : ( a) code 
source vers modèles, (b) feature sets vers modèles et (c) diagrammes/ modèles vers modèles, 
avec une claire et nette recherche de modélisation de feature models. Il est aussi ressorti que 
ces techniques puisent leurs sources d 'entrée, soit depuis l' implémentation du système (dans 
45.5 % des cas) soit depuis son analyse pour en reconstruire des modèles orientés variabilité 
(ex. : des listes ou matrices de configuration de produits). Quant aux voies permettant 
directement la modélisation comportementale prenant en compte la variabilité, elles sont 
presque inexistantes. 
Il a été noté que ces techniques ne sont jamais nommées. Leurs utilisations s'effectuent donc 
en nommant les auteurs et publications les référençant. 
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Au-delà de ces utilisations, les analyses ont permis le listing d ' une série de mécanismes exploités 
dans ces techniques ( dont les plus connus sont les cross-tree constraints suivis des annotations 
de type ifdef-blocks du code source) ainsi que des artéfacts intermédiaires sur lesquels elles se 
basent ( essentiellement : différentes formes de modèles, graphes et algorithmes heuristiques 
d ' analyse) . 
A l' heure actuelle, aucune publication ne relate un moyen formel de vérifier la couverture réelle 
d ' une technique par rapport au système qu ' elle étudie. Les seules solut ions proposées sont 
d 'appliquer les techniques sur des systèmes connus, triviaux, déjà analysés ou s' il est possible, 
de vérifier leurs résultats auprès des développeurs. Une solution proposée dans ce mémoire est 
d ' utiliser le mécanisme de correction des feature models pour en déduire un pourcentage 
d ' erreurs. 
Il a été objectivement possible de déterminer que les types de recherches (entre 2004 et 2015) 
les plus publiées sont des propositions de méthodes/ approches suivies d'environ 40 % de 
publications d'expériences (cas d'utilisation). Un couplage a aussi permis de mettre en évidence, 
pour chaque couple de sources d 'entrée et d'artéfacts de sortie, les types de publications dans 
lesquelles elles paraissent. Il en est ressorti un clair manque de publication d 'évaluation et de 
validation des techniques. Cela confirme l'idée de début concernant la jeunesse et l' immaturité 
du sujet. 
La suite et fin des analyses a permis de lister une série d 'out ils utilisés/ présentés dans les 
publications. Ces outils sont , pour les exemples les plus connus, « FA 1A tool suite », 
« F AMILAR » ou encore « Feature Commander ». 
L' ensemble de informations pourront être, par exemple, directement utilisées par des praticiens 
(recherchant des méthodes précises) ou chercheurs (souhaitant, entre autres, découvrir les voies 
non encore explorées) dans les travaux futurs. 
Afin de ne laisser aucune publication ignorée, 2 de celles-ci, entièrement orientées web ( de 
2014), récupérées dans le 1er objectif de la mapping study sont synthétisées et comparées. Une 
évidence est tout de suite apparue : l ' une exprime la variabilité d ' un système et la seconde, la 
variabilité d ' un objet matériel à travers les systèmes web. Lors de l'analyse de cette seconde, 
un lien entre la méthode et la découverte de la variabilité dans le système en lui-même a été 
mis au jour. Cette différence et ce lien indiquent que de toutes récentes recherches pour les 
systèmes web sont en cours , et ce, selon différents axes. 
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1. La forme de définition d'une feature dans une documentation de feature model 
Mathieu PA TI Y 
Name: <standard feature name> 
Synonyms: <name> [FROM <source name>] 
One or more synonyms may be defined, and the source of each 
name may optionally be included. 
Description: 
<textual description of the feature> 
Consista Of <feature names> [ { optional I alternative}] 
This information shows the hierarchical structure of features, 
and may be represented graphically. 
Source: 
<information source> 
This information is used to produce a feature catalog. 
The source of information (e.g., standards, textbooks, existing 
systems) from which the feature is derived is included here. 
Type: { compile-time I load - time I runtime} 
[Mutually Exclusive With: <feature names>] 
[Mandatory With: <feature names>] 
Extrnit vP11a11t du rnpport fN·l111iq11r de ll·a.11g (Kang, et al. 1990) 
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II. Contraintes dans les Feature models associées à la logique propositionnelle 
Relationship PL Ma pping Mobile P hone F..xample 
>-
~ 
"' MobilePhone H CaUs 1=' 
< P H C 
~ MobilePhoo e H Screen < ;; 
..J 
~ 
GPS ➔ MobilePhone < 
§ C ➔ P 
t Media ➔ Mob ilePhone 
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"' ~ p H (C1 V C2 V ... V en) Media H (Camera v MP3) 0 
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Résultats des recherches dans les sources de données 
Page l 123 
Les recherches dans les tableaux verts sont des recherches sans les mots-clés « web » ou 
« internet ». Les tableaux en bleu prennent en compte ces mots-clés. 
L'utilisation du mot-clé « extraction » sera retenue ou non (sélection basée sur une analyse de 
la différence en termes de nombre de résultats ainsi qu'une analyse sommaire des résultats afin 
d 'estimer la pertinence des résultats trouvés avec ce mot-clé) en priorisant sa retenue. 
❖ Google scholar 
Chaîne tronquée automatiquement, une découpe est nécessaire. 
allintitle: "reverse-engineering"! "reverse allint it le: "reverse-engineering" I "reverse 
engineering" J "reversing" ! "reverse behavior" ! "reverse from 11 engineering" J "reversing" ! "reverse behavior" ! "reverse from " 
"product line" J "product family" l "feature-based" J "systern oriented" l "feature-oriented" J "variability intensive 
family " ! "software reusability" J "component-based II J "reuse context" system " J "configurable system" J "plugin-based II J "feature 
models" I "SPL 11 
43 16 
allint it le: "get behavior" I "extraction" I "pro gram allintitle: 11 get behavior II J "extraction" I "program 
"reuse 
cornprehension" ! "reverse architecting" "product line" J "product comprehension II J "reverse arc hi tecting" "reuse arien ted II I "feature-
family " J "feature-based" J "system family" ! "software oriented" J "variability intensive system" J "configurable 
reusability" I "component-based" I "reuse context " system" I "plugin-based " J "feature models" I "SPL" 
541 (0 sans « extraction ») 30 ( 1 sans « extraction ») 
89 
allintitle: "reverse-engineering"! "reverse allintitle: "reverse-engineering"! "reverse 
engineering" J "reversing" J "reverse behavior II J "reverse from" engineering II J "reversing II J "reverse beha vior" J "reverse from" "reuse 
"product line" I "product family" I "feature-based" I "system oriented II J "feature-oriented II J "varia bility intensive 
family II J "software reusability II J "component-based II J "reuse context 11 system "! "configurable system" J "plugin-based " I "feature 
"web II J" internet 11 models"l"SPL" "web"J"internet" 
1 0 
allintitle: "get behavior " J "extraction" J "program allintitle: "get behavior II J "extraction" J "program 
comprehension" ! "reverse architecting" "product line" J "product comprehension" J "reverse architecting" "reuse oriented II J "feature-
family " l "feature-based" ! "system family" ! "software oriented" l "variability intensive system " I "configurable 
reusability" J "component-based" J "reuse context " "web " J "internet" system " I "pl ugin-based" I "feature models" I "SPL" "web" J "internet" 
10 (0 sans le mot-clé « extraction ») 0 
11 
Microsoft Academic search 
Une découpe rigoureuse suivant les règles des contraintes AND et OR est nécéssaire 
title: ( 11 reverse-
engineering" "product 
line") 
title: (" reverse 
engineering" "prod uct 
line") 
title: (" reversing" 
"product line") 
t itle: ( 11 reverse 
behavior " "product 
line") 
Mathieu PA TINY 
ti t le: ( 11 reverse-
engineering" "product 
family ") 
ti tle: (" reverse 
engineering" "product 
family ") 
title: (" reversing" 
"product family") 





t itle:( " reverse engineering" 
"feature-based ") 
t itle:( "reversing" 11 feat ure-
based") 
tit le:("reverse behavior" 
"feature-based ") 
title: ( 11 reverse-engineering" 
"system family") 
ti tle:(" reverse engineering" 
"system family ") 
title: (" reversing" "system 
family") 
t it le:(" reverse behavior" 
"system family") 





reusabili ty 11 ) 
title: (" reversing" 
"software reusability ") 
tit le:("reverse behavior" 
"software reusability") 

























t itle: (" reverse from" 
"product line") 
t itle:( "get behavior" 






title: (" reverse 













t i tle: (" reverse from" 
"component-bascd ") 
title: ("get behavior " 
"component-based ") 
title: ( 11 extraction" 
"component-based") 












title: (" reversing" 
"configw-able system" ) 
ti tle: (" reverse 
behavior" 
"co~figurable system") 
t itle:( "reverse from" 
"configurable system") 
t itle:(" get behavior" 
"configurable system" ) 
t itle: ("extraction" 
"configurable ystem") 
Mathieu PA TINY 
title:("reverse from" 
"product family ") 
t itle:( "get behavior" 
"product family" ) 
title: ("extraction" 
"product family ") 
t i t le: (" program 
comprehension" 
"product family") 
ti tle: ( 11 reverse 
architecting" "product 
family" ) 
ti tle: ( 11 reverse-
engineering" "reuse 
context") 
title: ( "reverse 
engineering" "reuse 
context") 






"reuse context ") 
title:( "get behavior" 
"reuse context") 
ti tle: ("extraction 11 
"reuse context ") 














t i tle: ( 11 reverse 
behavior" "plugin-
based") 
t itle:("reverse from" 
"plugin-based" ) 
title:( "get behavior" 
"plugin-based ") 
title: ( "extraction 11 
"plugin-based" ) 
t itle:("reverse from" 
"feature- based ") 
title:("get behavior" 
"feature- based ") 





title: ("reverse architecting" 
"feat ure- based ") 
title: ("reverse-engineering" 
"reuse oriented" ) 
title:("reverse engineering" 
"reuse oriented" ) 
title:( "reversing" "reuse 
oriented") 
title: ("reverse behavior" 
"reuse oriented" ) 
title: ("reverse from" "reuse 
oriented") 
title:( "get behavior" "reuse 
oriented") 





title:( "reverse architecting" 
"reuse oriented ") 
ti tle: (" reverse-engineering" 
"feature models ") 
ti tle: (" reverse engineering" 
"feature models ") 
title: ( "reversing" "feature 
models ") 
t it le: (" reverse behavior" 
"feature models ") 
t itle:("reverse from" 
"feature models") 
title: ("get behavior" 
"feat ure models") 
title: ("extraction" "feature 
models ") 
Pa ge l 124 
tit le: (" reverse from" 
"system family") 
title:( "get behavior" 
"syst em family") 






archi tecting" "system 
family") 
t it le: (" reverse-engineering" 
"feature-oriented ") 
title: (" reverse engineering" 
"feature-oriented ") 
tit le: (" reversing" "feature-
oriented ") 
t it le: (" reverse behavior" 
"feature-oriented ") 




title: ( 11 extraction 11 
"feature-oriented ") 
tit le:(" program 
comprehension" "feature-
oriented ") 
tit le: (" reverse 
architecting" "feature-
oriented ") 
tit le: ("reverse from" 
"software reusabi lity") 
title:("get behavior" 
"software reusabi li ty") 
t i t le: ("extraction" 
"software reusability ") 
title:("program 
comprehension" 




ti t le: ("reverse-
engineering" "variability 
intensive system" ) 
ti t le: ("reverse 
engineering" "variability 
intensive system" ) 
t i t le: ( "reversing" 
"variability intensive 
system" ) 
ti t le: ("reverse behavior" 
"variabili ty intensive 
system" ) 
title: ("reverse from" 





title: ( 11 extraction 11 
"variability intensive 
system") 
ti tle: (" program 
comprehension" 





tit le:( "reverse-engineering" "SPL") 
title:("reverse engineering" "SPL") 
tit le:("reversing" "SPL" ) 
title: ("reverse behavior" "SPL") 
ti tle: (" reverse from" "SPL") 
title:( "get behavior" "SPL" ) 
title:("extraction" "SPL" ) 



















t i tle: (" pro gram 
comprehension" 
"configurable system") 










comprehension " "feature 
models ") 
title: ("reverse architecting" 
"feature models") 
126 
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title:( "program comprehension" "SPL") 
title: ("reverse archi tecting" "SPL") 
❖ Dblp - computer science bibliography 
reverse I beha vior$ I prod uct-line I family I reusability I reusable I product Ireuse I SPL I configmable I variabili tylfcature I pl ugin 
14 
reverse I behavior$ J prod uct-lineJ familyJ reusabili ty I reusable I product J reuse I SPL J configmableJvariabili ty I feature web Jin ternet 
1 
❖ ScienceDirect 
Title-Abstr-Key(( "reverse engineering" OR "reverse-engineering" OR "reverse architecting" OR "reverse behavior" OR "reversing" OR 
"reverse from " OR "get behavior" OR "extraction " OR "program comprehension" ) AND ("product li ne" OR "product family " OR 
"system family" OR "feature-based" OR "software reusability" OR "product-line " OR "component-based " OR "reuse context " OR 
"reuse oriented" OR "feature-oriented " OR "variability intensive system" OR "configurable system" OR "plugin-based" OR "feature 
models " OR "SPL") ) 
195 (21 sans « extraction ») 
Title-Abstr-Key(("reverse engineering" OR "reverse-engineering" OR "reverse architecting" OR "reverse behavior" OR "reversing" 
OR "reverse from " OR "get behavior" OR "extraction" OR "program comprehension") AND ("prod uct line" OR "product family " 
OR "system family" OR "feature-bru ed " OR "software reusability " OR "product-line" OR "component-based " OR "reuse context " 
OR "reuse oriented" OR "feature-oriented " OR "variability intensive system" OR "configurable system" OR "plugin-based" OR 
"feature models" OR "SPL" ) AND ("web" OR "internet ")) 
9 (0 sans « extraction ») 
❖ ACM - Digital Library 
(Abstract: "reverse engineering" or Abstract: "reverse-engineering" or Abstract: 11 reverse architecting" or Abstract: "reverse behavior" or 
Abstract: "reversing" or Abstract:"reverse from " or Abstract :"get behavior" or Abstract: "extraction" or Abstract:" program 
comprehension" ) and (Abstract: "product line" or Abstract :"product family" or Abstract:" system family " or Abstract:"feature-based " 
or Abstract:"software reusability " or Abstract:"product-line" or Abstract :" component-based " or Abstract: "reuse context" or 
Abstract:" reuse oriented" or Abstract: "feature-oriented" or Abstract: "variability intensive system" or Abstract: "configurable system" 
or Abstract:"plugin-based" or Abstract: "feat ure models" or Abstract:"SPL") 
Abstract: Keywords: Title : 
382 (59 sans « extraction ») 55 ( 43 sans « extraction ») 31 (10 sans « extraction ») 
112 
(Abstract : "reverse engineering" or Abstract: "reverse-engineering" or Abstract: "reverse architecting" or Abstract : "reverse behavior " or 
Abstract: " reversing" or Abstract: 11 reverse from II or Abstract: "get behavior" or Abstract: "extraction" or Abstract : "program 
comprehension") and (Abstract: "product line" or Abstract:"prod uct family" or Abstract:"system family" or Abstract: "feature-based" 
or Abstract:"software reusabili ty " or Abstract:"product-line" or Abstract:"component-based" or Abstract:"reuse context" or 
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Abstract: "reuse oriented" or Abstract:" feat ure-oriented " or Abstract: "variability intensive system" or Abstract: "configurable system" 
or Abstract:"plugin-based" or Abstract:"feature models" or Abstract:"SPL") and (Abstract:"web" OR Abstract:"internet") 
Abstract Keywords Title : 
5 3 1 
9 
❖ Springer Link 
(dc.t it le = "reverse engineering" or dc.tit le = "behavior") and ( dc.title = "product- line" or dc.title = "family" or dc.title = "reusability" 
or dc. tit le = "reusable" or dc.tit le = "product " or dc.tit le = "reuse" or dc.title = "SPL" or dc.tit le = "configurable" or dc.title 
= "variabili ty" or dc.tit le = "feature" or dc.title = "plugin") 
9 
❖ The Collection of Computer Science Bibliographies 
+ ( t i:"reverse engineering" OR ti:"reverse-engineering" OR ti:"reverse behavior" OR ti:"reversing" OR t i:"reverse from" OR 
ti:"get behavior" OR ti:"extraction" OR ti:"program comprehension" OR ti:"reverse architecting") 1 ( t i:"product line" OR 
ti: "product family" OR t i: "system family" OR ti: "feature-based" OR ti: "software reusability" OR t i: "product-line" OR 
ti:"component-based" OR ti:"reuse context" OR ti:"reuse oriented" OR ti:"feature-oriented" OR ti:"va.riabili ty intensive system" 
OR t i:" configurable system" OR t i:"plugin-based" OR "feature models" OR ti:"SPL") 
79 (36 sans « ext raction ») 
+ ( ti:"reverse engineering" OR ti:"reverse-engineering" OR ti:"reverse behavior" OR ti:"reversing" OR t i:"reverse from" OR 
ti:"get behavior" OR ti:"extraction" OR ti:"program comprehension" OR ti:"reverse architecting") + ( ti:"product line" OR 
t i:"product family" OR ti:" system family" OR ti:"feature-based" OR ti:" software reusability " OR ti:"product-line" OR 
ti:" component-based" OR ti:"reuse context" OR ti:"reuse oriented" OR ti:"feature-oriented" OR ti:"va.riability intensive system" 
OR ti:"configurable system" OR ti:"plugin-based" OR "feature models" OR ti: "SPL") + ("web" OR "internet ") 
5 (2 sans « ext raction ») 
❖ System for Information on Grey Literature in Europe 
("reverse engineering" OR "reverse-engineering" OR "reverse behavior" OR "reversing" OR "reverse from" OR "get behavior" OR 
"extraction" OR "program comprehension" OR "reverse architecting")AND ("product line" OR "product family" OR "system family" 
OR "fea.ture-based" OR "software reusability" OR "product-line" OR "component-based" OR "reuse context " OR "reuse oriented " 
OR "feature-oriented" OR "variability intensive system" OR "configurable system" OR "plugin-based" OR "feature models" OR 
"SPL") 
12 
("reverse engineering" OR "reverse-engineering" OR "reverse behavior" OR "reversing" OR "reverse from" OR "get behavior" OR 
"extraction" OR "program comprehension" OR "reverse architecting")AND ("product line" OR "product family " OR "system family" 
OR "feature-based" OR "software reusability" OR "product-line" OR "component-based" OR "reuse context " OR "reuse oriented" 
OR "feature-oriented" OR "variability intensive system" OR "configurable system" OR "plugin-based" OR "feature models" OR 
"SPL") AND ("web" OR "internet ") 
1 
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❖ Directory of open access journals 
Chaîne t rop long ue. tille' dPconpe e:-J t nécess,Ür<'. 
P a g e l 127 
("reverse-engineering" OR "reverse engineering" ) AND ("product" OR "system family" OR "feature" OR "reuse" OR "component-
based" OR "variabili ty " OR "configurable system " OR "plugin-based" OR "SPL") 
Abstract Keywords : Tit le : 
19 4 3 
(" reversing" OR "reverse behavior" ) AND ("product " OR "system family" OR "feature" OR "reuse" OR "component-based" OR 
"variability" OR "configurable system" OR "plugin-based" OR "SPL" ) 
Abstract Keywords : Tit le : 
0 0 0 
("reverse from" OR "get behavior" ) AND ("product" OR "system family" OR "feature" OR "reuse " OR "component-based" OR 
"variabili ty" OR "configurable system" OR "plugin-based" OR "SPL") 
Abst ract Keywords : Tit le 
1 0 0 
(" extraction" OR "program comprehension" ) AND ("product" OR "system family" OR "feature" OR "reuse" OR "component-
based" OR "variability" OR "configurable system" OR "plugin-based" OR "SPL") 
Abstract Keywords : T it le 
3 1 0 
("reverse archi tect ing" ) AND ("product " OR "system family" OR "feature" OR "reuse " OR "component-based" OR "variabili ty" 
OR "configurable system" OR "plugin-based" OR "SPL" ) 
Abstract Keywords Tit le : 
0 0 0 
-
31 
(" reverse-engineering" OR "reverse engineering" ) AND ("product" OR "system family" OR "feat ure" OR "reuse" OR "component-
based" OR "variability" OR "configurable system " OR "plugin-based" OR "SPL" ) AND ("web" OR "internet ") 
Abstract Keywords: Title : 
3 0 0 
("reversing" OR "reverse behavior" ) AND ("product" OR "system family" OR "feature" OR "reusc" OR "component-based" OR 
"variability" OR "configurable system" OR "plugin-based" OR "SPL") AND ("web" OR "internet ") 
Abstract Keywords: Title : 
0 0 0 
("reverse from " OR "get behavior" ) AND ("product " OR "system family" OR "feature" OR "reuse" OR "component-based" OR 
"variability " OR "configurable system" OR "plugin-based" OR "SPL" ) AND ("web" OR "internet ") 
Abstract Keywords: Title : 
0 0 0 
("extraction" OR "program comprehension" ) AND ("product " OR "system family" OR "feature" OR "reuse" OR "component-
based" OR "variabili ty" OR "configurable system" OR "plugin-based " OR "SPL") AND ("web" OR "internet") 
Abstract Keywords: Title : 
0 0 0 
("reverse archi tecting" ) AND ("product " OR "system farnily" OR "feat ure" OR "reuse" OR "cornponent-based " OR "variabili ty " 
OR "configurable system" OR "plugin-based" OR "SPL" ) AND ("web" OR "internet ") 
Abstract Keywords Title : 
0 0 0 
3 


























❖ The Directory of Open Access Repositories 
Pa ge l 128 
allintitle:(("reverse engineering" OR "reverse-engineering" OR "reverse behavior" OR "reversing" OR "reverse from" OR "get 
behavior " OR "extraction" OR "program comprehension" OR "reverse architecting")AND ("product line" OR "product family" OR 
"system fami ly" OR "featme-based" OR "software reusability" OR "product-line " OR "component-based " OR "reuse context " OR 
"reuse oriented" OR "feature-oriented" OR "variability intensive system" OR "configurable system" OR "plugin-based" OR "feature 
models" OR "SPL")) 
214 (15 sans «extraction ») (439000 sans allint itle) 
all intit le:(("reverse engineering" OR "reverse-engineering" OR "reverse behavior" OR "reversing" OR "reverse from " OR "get 
behavior" OR "extraction" OR "program comprehension" OR "reverse architecting")A D ("product line" OR "product family" OR 
"system family" OR "feature-based" OR "software reusability" OR "product-line" OR "component-based" OR "reuse context " OR 
"reuse oriented" OR "feature-oriented" OR "variability intensive system" OR "configurable system " OR "plugin-based" OR "fcature 
models" OR "SPL") AND ("web " or "internet" )) 
215 (15 sans « extraction ») ( 423000 sans allintitle) 
❖ Centre pour la Communication Scientifique Directe 
Chaine Lrop longue. une découpe est nécessaire. 
("reverse-engineering" OR "reverse engineering" OR "reversing" (" reverse-engineering" OR "reverse engineering" OR "reversing" 
OR "reverse behavior" OR "reverse from" ) AND("product line" OR "reverse behavior" OR "reverse from") AND ("variabil ity 
OR "product family" OR "feature-based" OR "system family" OR intensive system " OR "configurable system" OR "plugin-based" 
"software reusability" OR "component-based " OR "reuse context " OR "feature models" OR "SPL") 
OR "reuse oriented" OR "feature-oriented") 
14 12 
("get behavior" OR "extraction" OR "program comprehension" ("get behavior" OR "extraction" OR "program comprehension" 
OR "reverse architecting") AND ("product line" OR "product OR "reverse architecting" ) AND ( 11 variabili ty intensive system" 
family" OR "feat ure-based " OR "system family" OR "software OR "configurable system " OR "plugin-based" OR "feature 
reusability" OR "component-based" OR "reuse context" OR models" OR "SPL" ) 
"reuse oriented" OR "feature-oriented" ) 
22 (0 sans « extraction ») 9 
48 
("reverse-engineering" 0 R" reverse ("reverse-engineering" 0 R" reverse 
engineering" 0 R II reversing 11 0 R" reverse behavior 11 0 R " reverse engineering" 0 R" reversing" 0 R" reverse beha vior 11 0 R" reverse 
from ") AND ("product line "OR"product family"OR" feature- from") AND("variability intensive system "OR"configurable 
based"OR"systcm family"OR"software system "OR"plugin-based "OR"feature 
reusability"OR"component-based"OR"reuse context"OR"reuse models"OR"SPL")AND("web"OR"in ternet ") 
oriented"OR"feature-oriented")AND("web"OR"internet") 
0 1 
("get behavior"OR"extraction"OR"program ("get behavior "OR" extract ion"OR"program 
comprehension"OR"reverse architecting")AND ("product comprehension "OR"reverse architecting") AND (" variabili ty 
line"OR"product family"OR" feature-based"OR"system intensive system"OR" configurable system"OR"plugin-
family "OR"software reusabili ty "OR" component-based"OR"reuse based"OR"feature models"OR"SPL" )A D("web" OR" internet" ) 
context"OR"reuse oriented"OR"feature-
oriented" )AND ("web"OR "internet ") 
1 2 
4 
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❖ RefSeer: A Citation Recommendation System 
("reverse engineering" OR "reverse-engineering" OR "reverse behavior " OR "reversing" OR "reverse from" OR "get behavior" OR 
"extraction" OR "program comprehension" OR "reverse archi tecting")AND ("product line" OR "product family" OR "system family" 
OR "feature-based " OR "software reusability " OR "product-line" OR "component-based" OR "reuse context" OR "reuse oriented" 
OR "feature-oriented" OR "variability intensive system" OR "configurable system" OR "plugin-based" OR "feat ure models" OR 
"SPL" ) 
150 
("reverse engineering" OR "reverse-engineering" OR "reverse behavior" OR "reversing" OR "reverse from" OR "get behavior" OR 
"extraction" OR "program comprehension " OR "reverse architecting")A D ("product line" OR "product family" OR "system family" 
OR "feature-based" OR "software reusability" OR "product-line" OR "component-based " OR "reuse context " OR "reuse oriented " 
OR "feature-oricnted" OR "variability intensive system " OR "configurable system" OR "plugin-based" OR "feature modcls " OR 
"SPL" ) AND ("web" OR "internet") 
150 
❖ :MIT Open Access Articles 
((abstract :( "reverse-engineering" OR "reverse engineering" OR ((t it le:( "reverse-engineering" OR "reverse engineering" OR 
"reverse behavior" OR "reversing" OR "reverse from " OR "get "reverse behavior" OR "reversing" OR "reverse from" OR "get 
behavior" OR "extraction" OR "program comprehension" OR behavior" OR "extraction" OR "program comprehension" OR 
"reverse architccting")) AND (abstract: ("product line" OR "reverse architecting")) AND (tit le:("product line" OR "product 
"product family" OR "system family " OR "software reusabili ty" family" OR "system family" OR "software reusability" OR 
OR "product-line" OR "architecture" OR "component-based" OR "product-line" OR "architecture" OR "component-based" OR 
"reuse context" OR "reuse oriented" OR "feature-Oriented" OR "reuse context " OR "reuse oriented" OR "feature-Oriented" OR 
"Variability Intensive System" OR "configurable" OR "plugin- "Variability Intensive System" OR "configurable" OR "plugin-
based" OR "SPL")) ) based" OR "SPL" ))) 
206 (11 avec « AND (abstract:software) ») 4 
15 
((abstract :( "reverse-engineering" OR "reverse engineering" OR (( title:("reverse-engineering" OR "reverse engineering" OR 
"reverse behavior" OR "reversing" OR "reverse from" OR "get "reverse behavior" OR "reversing" OR "reverse from" OR "get 
behavior" OR "extraction" OR "program comprehension" OR behavior" OR "extraction" OR "program comprehension" OR 
"reverse architect ing")) AND (abstract:("prod uct line" OR "reverse archi tecting")) AND (tit le:(" product line" OR "product 
"product family" OR "system family" OR "so~ware reusability " family" OR "system fam ily" OR "software reusabili ty " OR 
OR "product-line" OR "architecture" OR "component-based " OR "product-line" OR "archi tecture" OR "component-based" OR 
"reuse context " OR "reuse oriented" OR "feat ure-Oriented" OR "reuse context " OR "reuse oriented" OR "feature-Oriented" OR 
"Vad ability Intensive System" OR "configurable" OR "plugin- "Variability Intensive System" OR "configurable" OR "plugin-
based" OR "SPL")) AND (abstract :( "web" OR "internet "))) based" OR "SPL" ) AND (title :("web" OR "internet "))) 
3 0 
3 
❖ ISU Computer Science Archives 
("reverse engineering" OR "reverse-engineering" OR "reverse behavior" OR "reversing" OR "reverse from" OR "get behavior" OR 
"extraction" OR "program comprehension" OR "reverse archi tecting")AND ("product line" OR "product family" OR "system family" 
OR "feature-based " OR "software reusabili ty" OR "product-line " OR "component-based" OR "reuse context " OR "reuse oriented" 
OR "feature-oriented" OR "variability intensive system" OR "configurable system" OR "plugin-based" OR "feat ure models" OR 
"SPL" ) 
194 (65 sans « extraction ») 























DE NAMUR P age l 130 
(" reverse engineering" OR "reverse-engineering" OR "reverse behavior" OR "reversing" OR "reverse from" OR "get behavior" OR 
"extraction" OR "program comprehension " OR "reverse architecting")A D ("product line" OR "product family" OR "system family" 
OR "feature-based" OR "software reusability" OR "product-line" OR "component-based" OR "reuse context" OR "reuse oriented" 
OR "feature-oriented" OR "variability intensive system" OR "configurable system" OR "plugin-based" OR "feature models" OR 
"SPL") AND ("web" OR "internet ") 
119 (34 sans « extraction ») 
❖ Cornell Universiry Library 
("reverse engineering" OR "reverse-engineering" OR "reverse behavior" OR "reversing" OR "reverse from" OR "get behavior " OR 
"program comprehension" OR "reverse archi tecting")AND ("product line" OR "product family" OR "system family" OR "feature-
based" OR "software reusability" OR "product-line" OR "component-based" OR "reuse context " OR "reuse oriented" OR "feature-
oriented" OR "variability intensive system" OR "configurable system" OR "plugin-based " OR "feature models" OR "SPL") 
97 sans « extraction » ( des milliers avec « extraction ») 
("reverse engineering" OR "reverse-engineering" OR "reverse behavior" OR "reversing" OR "reverse from" OR "get behavior" OR 
"extraction" OR "program comprehension" OR "reverse architecting")AND ("product line" OR "product family" OR "system family" 
OR "feature-based" OR "software reusability " OR "product-line" OR "component-based " OR "reuse context " OR "reuse oriented" 
OR "feature-oriented" OR "variability intensive system" OR "configurable system" OR "plugin-based" OR "feature models" OR 
"SPL" ) AND ("web" OR "internet ") 
47 sans « extraction » (240 avec « extraction ») 
❖ CiteSeerX 
title:(("reverse engineering" OR "reverse-engineering" OR "reverse abstract:((( "reverse engineering" OR "reverse-engineering" OR 
behavior" OR "reversing" OR "reverse from " OR "get behavior" "reverse behavior" OR "reversing" OR "reverse from" OR "get 
OR "ext raction" OR "program comprehension" OR "reverse behavior " OR "extraction" OR "program comprehension" OR 
architecting")AND (" product line" OR "product family" OR "reverse architecting")AND ("product line" OR "product family" 
"system family" OR "feature-based" OR "software reusability" OR "system family" OR "feat ure-based" OR "software 
OR "product-line" OR "component-based" OR "reuse context" reusability " OR "product-line" OR "component-based " OR 
OR "reuse oriented " OR "feature-oriented" OR "variability "reuse context " OR "reuse oriented" OR "feature-oriented " OR 
intensive system" OR "configurable system " OR "plugin-based " "variability intensive system" OR "configurable system" OR 
OR "feature models" OR "SPL" )) "plugin-based" OR "feature models" OR "SPL"))) 
22 971 (83 sans « extraction » et 34 avec « software ») 
56 
title:( ("reverse engineering" OR "reverse-engineering" OR "reverse abstract:((( "reverse engineering" OR "reverse-engineering" OR 
behavior" OR "reversing" OR "reverse from" OR "get behavior" "reverse behavior" OR "reversing" OR "reverse from" OR "get 
OR "extraction" OR "program comprehension" OR "reverse behavior " OR "extraction" OR "program comprehension" OR 
architecting")AND ("product line" OR "product family" OR "reverse architect ing")AND ("product line" OR "product fam ily" 
"system family" OR "feature-based" OR "software reusability" OR "system family" OR "feature-based " OR "software 
OR "product-line" OR "component-based" OR "reuse context " reusability " OR "product- line" OR "component-based" OR 
OR "reuse oriented" OR "feature-oriented" OR "variability "reuse context" OR "reuse oriented" OR "feature-oriented" OR 
intensive system" OR "configurable system " OR "plugin-based " "variability intensive system" OR "configurable system" OR 
OR "feature models" OR "SPL" ) AND ("web " OR "internet ")) "plugin-based" OR "feature models" OR "SPL") AND ("web" 
OR "internet"))) 
0 40 (2 sans « extraction ») 
40 






















DE NAMUR Page l 131 
❖ Electronic Theses and Dissertations website of the Katholieke Hogeschool Kempen 
("reverse engineering" OR "reverse-engineering" OR "reverse behavior" OR "reversing" OR "reverse from" OR "get behavior " OR 
"extraction" OR "program comprehension" OR "reverse architecting")AND ("product line" OR "product family" OR "system family" 
OR "feature-based" OR "software reusability " OR "product-line" OR "component-based " OR "reuse context " OR "reuse oriented" 
OR "feature-oriented" OR "varia bility intensive system" OR "configurable system" OR "plugin-based" OR "feat ure models" OR 
"SPL" ) 
3 
("reverse engineering" OR "reverse-engineering" OR "reverse behavior" OR "reversing" OR "reverse from " OR "get behavior" OR 
"extraction" OR "program comprehension" OR "reverse architecting" )A D ("product line" OR "product fami ly" OR "system family" 
OR "feature-based " OR "software reusability" OR "product-line" OR "component-based " OR "reuse context" OR "reuse oriented" 
OR "feature-oriented" OR "variability intensive system" OR "configurable system" OR "plugin-based" OR "feature models" OR 
"SPL") AND ("web" OR "internet") 
3 
❖ Repositorio institucional de la UNLP 
("reverse engineering" OR "reverse-engineering" OR "reverse behavior" OR "reversing" OR "reverse from" OR "get behavior " OR 
"extraction" OR "program comprehension" OR "reverse architecting")AND ("product line" OR "product family" OR "system family" 
OR "feature-bascd " OR "software reusability " OR "product-line" OR "component-based" OR "reuse context" OR "reuse oriented" 
OR "feature-oriented " OR "variability intensive system" OR "configurable system" OR "plugin-based" OR "feature models" OR 
"SPL") 
4293 (96 avec « AND ("software engineering") ») 
("reverse engineering" OR "reverse-engineering" OR "reverse behavior" OR "reversing" OR "reverse from" OR "get behavior " OR 
"extraction" OR "program comprehension" OR "reverse architecting")AND (" product line" OR "product family" OR "system family" 
OR "feature-based" OR "software reusability" OR "product-line" OR "component-based" OR "reuse context" OR "reuse oriented" 
OR "feature-oriented" OR "variability intensive system" OR "configurable system" OR "plugin-based" OR "feature models" OR 
"SPL") A D ("web" OR "internet ") 
96 (13 avec « AND (" software engineering") ») 
❖ FreeSearch Toward computer science ideas 
("reverse engineering" OR "reverse-engineering" OR "reverse behavior" OR "reversing" OR "reverse from" OR "get behavior" OR 
"extraction" OR "program comprehension" OR "reverse architecting")AND (" product line" OR "product family " OR "system family" 
OR "feature-based" OR "software reusabili ty " OR "product-line" OR "component-based" OR "reuse context " OR "reuse oriented" 
OR "feature-oriented" OR "variability intensive system" OR "configurable system" OR "plugin-based" OR "feature models" OR 
"SPL") 
125 (18 avec « software », « software engineering » ne retourne rien) 
("reverse engineering" OR "reverse-engineering" OR "reverse behavior" OR "reversing" OR "reverse from" OR "get behavior" OR 
"extraction" OR "program comprehension" OR "reverse architecting")AND ("product line" OR "product farnily" OR "system family" 
OR "feature-based" OR "software reusability" OR "product-line" OR "component-based" OR "reuse context" OR "reuse oriented" 
OR "feature-oriented" OR "varia bility intensive system" OR "configurable system" OR "plugin-based" OR "feature models" OR 
"SPL") AND ("web" OR "internet ") 
2 ( 0 avec « software », « software engineering » ne retourne rien) 
























❖ L'IEEE Computer Society 
P a g P l 132 
("reverse engineering" OR "reverse-engineering" OR "reverse behavior" OR "reversing" OR "reverse from" OR "get behavior " OR 
"extraction" OR "program comprehension" OR "reverse architecting")AND ("product line" OR "product family" OR "system family" 
OR "feature-based" OR "software reusability " OR "product-line" OR "component-based" OR "reuse context" OR "reuse oriented" 
OR "feature-oriented" OR "variability intensive system" OR "configurable system" OR "plugin-based" OR "feature models" OR 
"SPL" ) 
71 via l'option Google (0 via la recherche interne) 
("reverse engineering" OR "reverse-engineering" OR "reverse behavior" OR "reversing" OR "reverse from" OR "get behavior " OR 
"extraction" OR "program comprehension" OR "reverse architecting")A D ("product line" OR "product family" OR "system family" 
OR "feature-based" OR "software reusability" OR "product-line" OR "component-based " OR "reuse context" OR "reuse oriented" 
OR "feature-oricnted" OR "variability intensive system" OR "configurable system" OR "plugin-based" OR "feature models" OR 
"SPL") AND ("web" OR "internet") 
64 via l'option Google (0 via la recherche interne) 
❖ IEEE Xplore Digital Library 
Chaîne trop longue. une découpe est né'cessairc. 
(" Document Title":"reverse--engineering" OR "Document (" Abstract": "reverse-engineering" OR "Abstract ": "reverse 
Title" :"reverse engineering" OR "Document Title":"reversing" OR engineering" OR "Abstract":"reversing" OR "Abstract ":" reverse 
"Document Titlc":"reverse behavior" OR "Document behavior" OR "Abstract ":"reverse from") 
Title":"reverse from") AND ("Document Title":"product line" OR AND ("Abstract" :"product line" OR "Abstract ":"product family" 
"Document Title" :"product family" OR "Document 0 R "A bstract" : "feature-based" 0 R "A bstract" : "system family" 
Title":"feature-based" OR "Document Title":"system family" OR OR "Abstract ":"software reusability" OR 
"Document Title":"software reusability " OR "Document "Abstract ": "component-based" OR "Abstract":"reuse context" 
Title": "component-based" OR "Document Title":"reuse context " OR "Abstract":"reuse oriented" OR "Abstract":"feature-
OR "Document Title":"reuse oriented" OR "Document oriented") 
Ti t le" : "feat ure-orien ted") 
7 38 
("Document Title": "reverse-engineering" OR "Document (" Abstract": 11 reverse-engineering" OR "A bstract" : "reverse 
Title" :"reverse engineering" OR "Document Title":"reversing" OR engineering" OR "Abstract ": "reversing" OR 11 Abstract 11 : "reverse 
"Document Title":"reverse behavior" OR "Document behavior" OR 11 Abstract 11 : 11 reverse from" ) 
Title": "reverse from") AND("Document Title":"variability AND ("Abstract ":"variability intensive system" OR 
intensive system" OR "Document Title":"configurable system" 11 Abstract ": "configurable system" OR "Abstract ":"plugin-based" 
OR "Document Title":"plugin-based" OR "Document OR "Abstract":"feature models" OR "Abstract":"SPL") 
Title":"feature models" OR "Document T itle":"SPL") 
2 6 
("Document Title":"get behavior" OR "Document ("Abstract":"get behavior " OR "Abstract" :" extraction" OR 
T itle":"extraction " OR "Document Title":" program "Abstract" :" program comprehension" OR "Abstract ": "reverse 
comprehension" OR "Document Title ":"reverse architecting") archi tecting") AND ("Abstract ":"product line" OR 
AND ("Documen t Title":"product line" OR "Document "Abstract": "product family" OR "Abstract ": "feature-based " OR 
Title":" product family" OR "Document Title":"feature-based" OR "Abstract ":"system family" OR "Abstract ":"software 
"Document Titlc":"system family" OR "Document reusability" OR "Abstract" : "component-based" OR 
Title":"software reusability " OR "Document Title":"component- "Abstract":"reuse context " OR "Abstract ":"reuse oriented" OR 
based" OR "Document Title":"reuse context" OR "Document "Abstract ": "feature-oriented ") 
T it le":"reuse oriented " OR "Document Title":"feature-oriented ") 
29 ( 0 sans « extraction ») 342 (7 sans « extraction ») 
("Document Title":"get behavior" OR "Document ("Abstract ":"get behavior " OR "Abstract":"extract ion" OR 
Title" : "extract ion " OR "Document Title" :" program "Abstract ": 11 program comprehension" OR "Abstract ": "reverse 
comprehension" OR "Document Title":"reverse architecting") architecting") AND (" Abstract 11 : 11 variability intensive system" 
AND ("Document Title":" variability intensive system" OR OR "Abstract ":"configurable system" OR "Abstract ":"plugin-
"Document T it le":"configurable system" OR "Document based" OR "Abstract ":"feature models" OR "Abstract" :"SPL") 
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Tit le":"plugin-based" OR "Document Title":"feature models" OR 
"Document Ti tle":"SPL" ) 
0 
111 
("Document Title":"reverse-engineering" OR "Document 
T itle":"reverse engineering" OR "Document T itle":"reversing" OR 
"Document T itle":"reverse behavior" OR "Document 
T itle":"reverse from") AND("Document Title":"product line" OR 
"Document T itle":"product family" OR "Document 
T itle":"feature-based" OR "Document Title":"system family" OR 
"Document T itle": "software reusabili ty " OR "Document 
Title":" component-based" OR "Document Title":"reuse context" 
OR "Document Title":"reuse oriented" OR "Document 
Title":"feature-oriented" ) AND ("web" OR "internet") 
0 
("Document Title":"reverse-engineering" OR "Document 
Title":"reverse engineering" OR "Document T itle":"reversing" OR 
"Document Ti tle":"reverse behavior" OR "Document 
T i tle" : "reverse from") A D("Document Tit le": "variability 
intensive system " OR "Document T itle":" configurable system" 
OR "Document Title":"plugin-based" OR "Document 
Title":" feature models" OR "Document Title":"SPL") AND 
("web" OR "internet") 
0 
("Document Tit le":"get behavior" OR "Document 
Title":" extraction" OR "Document Tit le":"program 
comprehension" OR "Document Title":"reverse architecting") 
A D ("Document Title":" product line" OR "Document 
Title":"product family" OR "Document Title":" feat ure-based" OR 
"Document Title":"system family" OR "Document 
T itle":" software reusability " OR "Document Title":"component-
based" OR "Document Title":"reuse context " OR "Document 
Title":"reuse oriented" OR "Document Title": "feature-oriented") 
AND ("web" OR "internet" ) 
6 
(" Document Title":"get behavior " OR "Document 
Title":"extraction" OR "Document Tit le":"program 
comprehension" OR "Document Tit le":"reverse architecting") 
A D ("Document T itle":" variability intensive system" OR 
"Document T itle": "configurable system" OR "Document 
T itle":"plugin-based" OR "Document Title":" feature models" OR 
"Document Title":"SPL" ) AND ("web" OR "internet" ) 
0 
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21 
( "Abstract": "reverse-engineering" OR "Abstract" : "reverse 
engineering" OR "Abstract" : "reversing" OR "Abstract": "reverse 
behavior" OR "Abstract ":" reverse from" ) 
AND("Abstract":"product line" OR "Abstract" :"product family" 
OR "Abstract":" feature-based" OR "Abstract ":" system family" 
OR "Abstract":" software reusabili ty " OR 
"Abstract ":"component-based" OR "Abstract":"reuse context" 
OR "Abstract":"reuse oriented" OR "Abstract ":"feature-
oriented") AND ("web" OR "internet") 
8 
(" Abstract": "reverse-engineering" OR II Abstract ": "reverse 
engineering" OR "Abstract" :"reversing" OR "Abstract" :"reverse 
behavior" OR "Abstract ":"reverse from") 
AND ("Abstract":"variability intensive system" OR 
"Abstract": "configurable system" OR "Abstract ": "plugin-based " 
OR "Abstract":" feature models" OR "Abstract":"SPL") A D 
("web" OR "internet ") 
0 
("Abstract":"get behavior" OR "Abst ract ":" extract ion" OR 
11 A bst ract ": "program comprehension " OR "A bstract ":" reverse 
archi tect ing") A D ("Abstract ":" product line" OR 
"Abstract":"product family " OR "Abstract ":" feat ure-based" OR 
"Abstract":" system family" OR "Abstract ":"software 
reusability " OR "Abstract":" component-based" OR 
"Abstract":"reuse context" OR "Abstract" :"reuse oriented" OR 
"Abstract":"feature-oriented") AND ("web" OR "internet" ) 
1 7 ( 0 sans « extraction ») 
("Abstract ":"get behavior" OR "Abstract ":" extract ion" OR 
"Abstract":"program comprehension" OR "Abst ract" :"reverse 
architecting") AND ( 11 Abstract ": "variability intensive system " 
OR II Abstract 11 : 11 configurable system II OR 11 Abstract 11 : "plugin-
based " OR "Abstract ":"feature models" OR "Abstract" :"SPL" ) 
A D ("web" OR "internet ") 
0 
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("reverse engineering" OR "reverse-engineering" OR "reverse behavior" OR "reversing" OR "reverse from" OR "get behavior" OR 
"extraction" OR "program comprehension" OR "reverse architecting")AND ("product line" OR "product family" OR "system family" 
OR "feature-based" OR "software reusability " OR "product- line" OR "component-based" OR "reuse context" OR "reuse oriented" 
OR "feature-oriented" OR "variability intensive system" OR "configurable system" OR "plugin-based" OR "feature models" OR 
"SPL" ) 
2 via T itle pour contrainte technique 
(" reverse engineering" OR "reverse-engineering" OR "reverse behavior" OR "reversing" OR "reverse from" OR "get behavior" OR 
"extraction" OR "program comprehension" OR "reverse archi tecting")A D ("product line" OR "product family" OR "system family" 
OR "feature-based" OR "software reusability " OR "product-line" OR "component-based" OR "reuse context " OR "reuse oriented" 
OR "feature-oriented" OR "variability intensive system" OR "configurable system" OR "plugin-based" OR "feature models" OR 
"SPL") AND ("web" OR "internet") 
0 via Title pour contrainte technique 
❖ Mendeley 
abstract:(("reverse engineering" OR "reverse-engineering" OR "reverse behavior" OR "reversing" OR "reverse from" OR "get 
behavior" OR "extraction" OR "program comprehension" OR "reverse architccting")A D ("product line" OR "product family" OR 
"system family" OR "feature-based" OR "software reusability " OR "product-line" OR "cornponent-based" OR "reuse context" OR 
"reuse oriented" OR "feature-oriented" OR "variability intensive system" OR "configurable system" OR "plugin-based" OR "feature 
models" OR "SPL")) 
Abstract Keywords T itle 
736 ( 13 avec A D ( 11 software 7 58 
engineering 11 ) 
65 
abstract:(("reversc engineering" OR "reverse-engineering" OR "reverse architecting" OR "reverse behavior" OR "reversing" OR 
"reverse from" OR "get behavior" OR "extraction" OR "program cornprehension") A D ("product line" OR "product family" OR 
"system farnily" OR "feature-based" OR "software reusability" OR "product-line" OR "component-based" OR "reuse context" OR 
"reuse oriented" OR "feature-oriented" OR "variability intensive system" OR "configurable system" OR "plugin-based" OR "feature 
models" OR "SPL" ) A D ("web" OR "internet" )) 
Abstract: Keywords Title : 
29 (5 sans « extraction ») 0 2 ( 0 sans « extraction ») 
• 31 
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Voici 3 exemples fournis par le projet F AMILIAR et interprétés sur une machine Windows 8.1 
64bits Java 1.8.4 exclusivement pour ce mémoire: 
1 Validation de feature models 
1.1 Code source 
1 f ml = FM (A : [B] [C] ; B - > !C ; B and C ; 
2 bl = isValid fml 
1.2 Interprétation 
1 fml > f ml = FM {A : [B] [C ] ; B -> !C; Band C 
2 fml : (FEATURE_MODEL) A : [C ] [B) ; 
3 {B -> ! C) ; 
4 (B & C) ; 
5 fml > bl = isValid fml 
6 b l : (BOOLEAN) false 
7 fml > 
1.3 Constat ation 
Le script propose la création d ' un feature model ayant 2 contraintes contradictoires. (L.1) 
Le programme mentionne en effet un échec à la validation (L.6). 
2 Comparaison de feature models 
2.1 Code source 
1 fml = FM (A : B [Cl ; ) 
2 fm2 = FM (A : B; B : [Cl ; ) 
3 compare fml fm2 
2.2 Interprétation 
1 fml > fm2 = FM (A : B; B : [Cl ; ) 
2 fm2 : (FEATURE_MODEL) A: B 
3 B : [C] ; 
4 f ml> f ml = FM{A : B [C] ; ) 
5 fml : {FEATURE_MODEL) A: [C] B 
6 res3 : {STRING) REFACTORI NG 
2.3 Constatation 
fml > compare fml fm2 
Le 1er feature model déclaré (L.l ): Le second feature model déclaré (L.4) : 
A 
1 
La fonction « compare » permet de comparer 2 feature models . Le programme retourne 
« REFACTORING » (L.6) signifiant l 'égalité entre les 2 feature models. 





























3 Fusion de feature models 
3.1 Code source 
fml FM (Audi: ModelLine BodyStyle 
fm2 FM (Audi : ModelLine BodyStyle 
fm3 FM (Audi: ModelLine BodyStyle 





1 fml > fml = FM (Audi: ModelLine BodyStyle ; ModelLine A3 
2 fml : (FEATURE_MODEL) Audi: BodyStyle ModelLine 
3 BodyStyle : [Cabriolet) [Sportback) [" Door3 " ) ; 
4 ModelLine: "A3" ; 
5 fml > fm2 = FM (Audi: ModelLine BodyStyle; ModelLine A4 
6 fm2 : (FEATURE_MODEL) Audi: BodyStyle ModelLine 
7 BodyStyle : [Saloon) [AllroadQuattro) [Avant) ; 
8 ModelLine : "A4 " ; 
9 fml > fm3 = FM (Audi : ModelLine BodyStyle ; ModelLine Al 
10 fm3: (FEATURE_MODEL) Audi: BodyStyle ModelLine ; 
11 BodyStyle : [Sportback) ["Door3"J ; 
12 ModelLine : "Al " ; 
13 
14 fml > fmAudiS = merge sunion fm* 
15 fmAudiS: (FEATURE_MODEL) Audi: BodyStyle ModelLine; 
16 BodyStyle : (AllroadQuattro!Cabriolet ) ? (Saloon!Sportback)? 
17 ModelLine: ("A4" 1"A3 " ! "Al ") 
18 ("A4" - > !"Door3 "); 
19 (AllroadQuattro - > "A4"); 
20 (AllroadQuattro - > !Sportback); 
21 (Saloon - > "A4") ; 
22 (Cabri olet - > "A3"); 
23 (Avant - > "A4"); 
24 (" A4 " - > !Sportback); 
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[Door3] [Sportback ] [Cabriolet ] ; 
[Sal oon] [Avant] [AllroadQuattro] 
[Door3] [Sportback] ; ) 
[Door3) [Sportback) [Cabriolet) 
[Saloon) [Avant] [AllroadQuattro] 
[Door3) [Sportback) 
(Avant! " Door3 ") ? 
FM Audi A3 (L.l) : FM Audi A4 (L.5): FM Audi Al (L.9): 
Sa l 
Résultat de la fusion des 3 FMs (L.14): 
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(A4 -> !Door3) 
(AllroadQuattro -> A4) 




(A4 -> !Sportback) 
(Avant-> !Sportback) 
Il est possible de constater une fusion complète avec prise en compte des multiples contraintes. Ce processus 
se base sur le nom des features. 





Feature Commander - screenshots 
directement 
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du site éditeur Les 2 screenShots commentés suivants proviennent 
(http: //www. infosun.fim .uni-passau.de/ spl/ janet / xenomai) 
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IX. Events sur lesquels se sont basés Marciuska et Al. 
Table 1.1. Mouse Events 
1 
Eve nt D escription 
onclick Event occurs when the user clicks Oil an elemellt 
ondblclick Event occurs wh.en th.e user double-clicks Oil an element 
1 
orunousedown Event occw-s when a user presses a mouse button over an element 
onn1ousemove Event occurs when the pointer is moving while it is over an element 
onmouseover Event occurs when the pointer is rnoved onto an element 
1 
OlllilOUSeout Event occurs when a user rnoves the mouse pointer out of an element 
onmouseup Event occurs when a user releases a mouse button over an element 
Table 1.2. Keyboard Events 
1 Eve nt D escription 
onkeydown Event occnrs when the user is pressing a key 
1 
onkeypress Event occurs when the user presses a key 
onkeyup Event occurs when t he user releases a key 
1 
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Table 1.3. Frame and Object Events 
Event D escription 
onabort Event occurs when an image is stopped from loading bcfore com-
1 
pletely loaded (for abject) 
onerror Event occurs when an image does not load properly 
onload Event occurs when a document, frameset , or abject bas been loaded 
1 
onresize Event occurs when a document view is resized 
onscroll Event occurs when a document view is scrolled 
onunload Event occurs once a page has w11oaded (for body and frameset) 
1 Table 1.4. Form Events Even t D escription 
onblur Event occurs when a form element !oses focus 
1 onchange Event occurs when the content of a form elem ent, the selection, or the checked state have changed (for input . select, and textarea) 
onfocus Event occurs when an element gets focus (for label , input, select. 
1 
te.xtarea, and button) 
onreset Event occurs when a form is reset 
onselect Event occurs when a user selects some te.xt (for input and textarea) 
1 
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