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Abstract
We study the generalized boundary value problem for nonnegative solu-
tions of of −∆u + g(u) = 0 in a bounded Lipschitz domain Ω, when g is
continuous and nondecreasing. Using the harmonic measure of Ω, we define
a trace in the class of outer regular Borel measures. We amphasize the case
where g(u) = |u|q−1u, q > 1. When Ω is (locally) a cone with vertex y, we
prove sharp results of removability and characterization of singular behav-
ior. In the general case, assuming that Ω possesses a tangent cone at every
boundary point and q is subcritical, we prove an existence and uniqueness
result for positive solutions with arbitrary boundary trace. We obtain sharp
results involving Besov spaces with negative index on k-dimensional edges
and apply our results to the characterization of removable sets and good
measures on the boundary of a polyhedron.
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1 Introduction
In this article we study boundary value problems with measure data on the
boundary, for equations of the form
−∆u+ g(u) = 0 in Ω (1.1)
where Ω is a bounded Lipschitz domain in RN and g is a continuous nonde-
creasing function vanishing at 0. A function u is a solution of the equation
if u and g(u) belong to L1loc(Ω) and the equation holds in the distribution
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sense. The definition of a solution satisfying a prescribed boundary condi-
tion is more complex and will be described later on.
Boundary value problems for (1.1) with measure boundary data in smooth
domains (or, more precisely, in C2 domains) have been studied intensively
in the last 20 years. Much of this work concentrated on the case of power
nonlinearities, namely, g(u) = |u|q−1u with q > 1. For details we address
the reader to the following papers and the references therein: Le Gall [1-
2], Dynkin and Kuznetsov [1-3], Mselati [1] (employing in an essential way
probabilistic tools) and Marcus and Veron [1-4] (employing purely analytic
methods).
The study of the corresponding linear boundary value problem in Lip-
schitz domains is classical. This study shows that, with a proper inter-
pretation, the basic results known for smooth domains remain valid in the
Lipschitz case. Of course there are important differences too: in the Poisson
integral formula the Poisson kernel must be replaced by the Martin kernel
and, when the boundary data is given by a function in L1, the standard sur-
face measure must be replaced by the harmonic measure. The Hopf principle
does not hold anymore, but it is partially replaced by the Carleson lemma
and the boundary Harnack principle due to Dahlberg [7]. A summary of the
basic results for the linear case, to the extent needed in the present work, is
presented in Section 2.
One might expect that in the nonlinear case the results valid for smooth
domains extend to Lipschitz domains in a similar way. This is indeed the
case as long as the boundary data is in L1. However, in problems with
measure boundary data, we encounter essentially new phenomena.
Following is an overview of our main results on boundary value problems
for (1.1).
A. General nonlinearity and finite measure data.
We start with the weak L1 formulation of the boundary value problem
−∆u+ g(u) = 0 in Ω, u = µ on ∂Ω , (1.2)
where µ ∈M(∂Ω).
Let x0 be a point in Ω, to be kept fixed, and let ρ = ρΩ denote the first
eigenfunction of −∆ in Ω normalized by ρ(x0) = 1. It turns out that the
family of test functions appropriate for the boundary value problem is
X(Ω) =
{
η ∈W 1,20 (Ω) : ρ−1∆η ∈ L∞(Ω)
}
. (1.3)
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If η ∈ Ω then sup |η|/ρ <∞.
Let K[µ] denote the harmonic function in Ω with boundary trace µ. Then
u is an L1-weak solution of (1.2) if
u ∈ L1ρ(Ω), g(u) ∈ L1ρ(Ω) (1.4)
and ∫
Ω
(−u∆η + g(u)η) dx = −
∫
Ω
(K[µ]∆η) dx ∀η ∈ X(Ω). (1.5)
Note that in (1.5) the boundary data appears only in an implicit form.
In the next result we present a more explicit link between the solution and
its boundary trace.
A sequence of domains {Ωn} is called a Lipschitz exhaustion of Ω if, for
every n, Ωn is Lipschitz and
Ωn ⊂ Ω¯n ⊂ Ωn+1, Ω = ∪Ωn, HN−1(∂Ωn)→ HN−1(∂Ω). (1.6)
Proposition 1.1 Let {Ωn} be an exhaustion of Ω, let x0 ∈ Ω1 and denote by
ωn (respectively ω) the harmonic measure on ∂Ωn (respectively ∂Ω) relative
to x0. If u is an L
1-weak solution of (1.2) then, for every Z ∈ C(Ω¯),
lim
n→∞
∫
∂Ωn
Zudωn =
∫
∂Ω
Z dµ. (1.7)
We note that any solution of (1.1) is in W 1,ploc (Ω) for some p > 1 and
consequently possesses an integrable trace on ∂Ωn.
In general problem (1.2) does not possess a solution for every µ. We
denote by Mg(∂Ω) the set of measures µ ∈M(∂Ω) for which such a solution
exists. The following statements are established in the same way as in the
case of smooth domains:
(i) If a solution exists it is unique. Furthermore the solution depends mono-
tonically on the boundary data.
(ii) If u is an L1-weak solution of (1.2) then |u| (resp. u+) is a subsolution
of this problem with µ replaced by |µ| (resp. µ+).
A measure µ ∈ M(∂Ω) is g-admissible if g(K[|µ|]) ∈ L1ρ(Ω). When
there is no risk of confusion we shall simply write ’admissible’ instead of
’g-admissible’. The following provides a sufficient condition for existence.
Theorem 1.2 If µ is g-admissible then problem (1.2) possesses a unique
solution.
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B. The boundary trace of positive solutions of (1.1); general nonlinearity.
We say that u ∈ L1loc(Ω) is a regular solution of the equation (1.1) if g(u) ∈
L1ρ(Ω).
Proposition 1.3 Let u be a positive solution of the equation (1.1). If u is
regular then u ∈ L1ρ(Ω) and it possesses a boundary trace µ ∈M(∂Ω). Thus
u is the solution of the boundary value problem (1.2) with this measure µ.
As in the case of smooth domains, a positive solution possesses a bound-
ary trace even if the solution is not regular. The boundary trace may be de-
fined in several ways; in every case it is expressed by an unbounded measure.
A definition of trace is ’good’ if the trace uniquely determines the solution.
A discussion of the various definitions of boundary trace, for boundary value
problems in C2 domains, with power nonlinearities, can be found in [27], [8]
and the references therein. In [22] the authors introduced a definition of
trace – later referred to as the ’rough trace’ by Dynkin [8] – which proved
to be ’good’ in the subcritical case, but not in the supercritical case (see
[23]). Mselati [28] obtained a ’good’ definition of trace for the problem with
g(u) = u2 and N ≥ 4, in which case this non-linearity is supercritical. His
approach employed probabilistic methods developed by Le Gall in a series
of papers. For a presentation of these methods we refer the reader to his
book [21]. Following this work the authors introduced in [27] a notion of
trace, called ’the precise trace’, defined in the framework of the fine topology
associated with the capacity C2/q,q′ on ∂Ω. This definition of trace turned
out to be ’good’ for all power nonlinearities g(u) = uq, q > 1, at least in
the class of σ-moderate solutions. In the subcritical case, the precise trace
reduces to the rough trace. At the same time Dynkin [9] extended Mselati’s
result to the case (N + 1)/(N − 1) ≤ q ≤ 2.
In the present paper we confine ourselves to boundary value problems
with rough trace data. (See the definition below.) However we develop
a framework for the study of existence and uniqueness (see Theorem 1.10
below) which can be applied to a large class of nonlinearities and can be
adapted to other notions of trace as well. In particular, it can be adapted
to the ’precise trace’ for power nonlinearities (in smooth domains) and to a
related notion of trace for Lipschitz domains. This issue will be addressed
in a subsequent paper.
Here are the main results in this part of the paper, including the relevant
definitions.
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Definition 1.4 Let u be a positive supersolution, respectively subsolution,
of (1.1). A point y ∈ ∂Ω is a regular boundary point relative to u if there
exists an open neighborhood D of y such that g ◦ u ∈ L1ρ(Ω ∩D). If no such
neighborhood exists we say that y is a singular boundary point relative to u.
The set of regular boundary points of u is denoted by R(u); its com-
plement on the boundary is denoted by S(u). Evidently R(u) is relatively
open.
Theorem 1.5 Let u be a positive solution of (1.1) in Ω. Then u possesses
a trace on R(u), given by a Radon measure ν.
Furthermore, for every compact set F ⊂ R(u),∫
Ω
(−u∆η + g(u)η) dx = −
∫
Ω
(K[νχF ]∆η) dx (1.8)
for every η ∈ X(Ω) such that supp η ∩ ∂Ω ⊂ F and νχF ∈Mg(∂Ω).
Definition 1.6 Let g ∈ G. Let u be a positive solution of (1.1) with regular
boundary set R(u) and singular boundary set S(u). The Radon measure ν
in R(u) associated with u as in Theorem 1.5 is called the regular part of the
trace of u. The couple (ν,S(u)) is called the boundary trace of u on ∂Ω.
This trace is also represented by the (possibly unbounded) Borel measure ν¯
given by
ν¯(E) =
{
ν(E), if E ⊂ R(u)
∞, otherwise. (1.9)
The boundary trace of u in the sense of this definition will be denoted by
tr∂Ωu.
Let
Vν := sup{uνχF : F ⊂ R(u), F compact} (1.10)
where uνχF denotes the solution of (1.2) with µ = νχF . Then Vν is called
the semi-regular component of u.
Definition 1.7 A compact set F ⊂ ∂Ω is removable relative to (1.1) if the
only non-negative solution u ∈ C(Ω¯ \ F ) which vanishes on Ω¯ \ F is the
trivial solution u = 0.
Lemma 1.8 Let g ∈ G and assume that g satisfies the Keller-Osserman
condition. Let F ⊂ ∂Ω be a compact set and denote by UF the class of
solutions u of (1.1) which satisfy the condition,
u ∈ C(Ω¯ \ F ), u = 0 on ∂Ω \ F . (1.11)
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Then there exists a function UF ∈ UF such that
u ≤ UF ∀u ∈ UF .
Furthermore, S(UF ) =: F ′ ⊂ F ; F ′ need not be equal to F .
Definition 1.9 UF is called the maximal solution associated with F . The
set F ′ = S(UF ) is called the g-kernel of F and denoted by kg(F ).
Theorem 1.10 Let g ∈ G and assume that g is convex and satisfies the
Keller-Osserman condition.
Existence. The following set of conditions is necessary and sufficient for
existence of a solution u of the generalized boundary value problem
−∆u+ g(u) = 0 in Ω, tr∂Ωu = (ν, F ), (1.12)
where F ⊂ ∂Ω is a compact set and ν is a Radon measure on ∂Ω \ F .
(i) For every compact set E ⊂ ∂Ω \ F , νχE ∈Mg(∂Ω).
(ii) If kg(F ) = F
′, then F \ F ′ ⊂ S(Vν).
When this holds,
Vν ≤ u ≤ Vν + UF . (1.13)
Furthermore if F is a removable set then (1.2) possesses exactly one solution.
Uniqueness. Given a compact set F ⊂ ∂Ω, assume that
UE is the unique solution with trace (0, kg(E)) (1.14)
for every compact E ⊂ F . Under this assumption:
(a) If u is a solution of (1.12) then
max(Vν , UF ) ≤ u ≤ Vν + UF . (1.15)
(b) Equation (1.1) possesses at most one solution satisfying (1.15).
(c) Condition (1.14) is necessary and sufficient in order that (1.12) possess
at most one solution.
Monotonicity.
(d) Let u1, u2 be two positive solutions of (1.1) with boundary traces (ν1, F1)
and (ν2, F2) respectively. Suppose that F1 ⊂ F2 and that ν1 ≤ ν2χF1 =: ν ′2.
If (1.14) holds for F = F2 then u1 ≤ u2.
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In the remaining part of this paper we consider equation (1.1) with power
nonlinearity:
−∆u+ |u|q−1u = 0 (1.16)
with q > 1.
C. Classification of positive solutions in a conical domain possessing an
isolated singularity at the vertex.
Let C
S
be a cone with vertex 0 and opening S ⊂ SN−1, where S is a
Lipschitz domain. Put Ω = CS∩B1(0). Denote by λS the first eigenvalue and
by φS the first eigenfunction of −∆′ in W 1,20 (S) normalized by maxφS = 1.
Put
αS =
1
2
(N − 2 +
√
(N − 2)2 + 4λS
and
Φ1 =
1
γ
x−αSφS (x/ |x|)
where γS is a positive number. Φ1 is a harmonic function in CS vanishing
on ∂CS \{0} and γ is chosen so that the boundary trace of Φ1 is δ0 (=Dirac
measure on ∂CS with mass 1 at the origin). Further denote ΩS = CS∩B1(0).
It was shown in [11] that, if q ≥ 1 + 2αS there is no solution of (1.16) in
Ω with isolated singularity at 0. We obtain the following result.
Theorem 1.11 Assume that 1 < q < 1 + 2αS . Then δ0 is admissible for
Ω and consequently, for every real k, there exists a unique solution of this
equation in Ω with boundary trace kδ0. This solution, denoted by uk satisfies
uk(x) = kΦ1(x)(1 + o(1)) as x→ 0. (1.17)
The function
u∞ = lim
k→∞
uk
is the unique positive solution of (5.1) in ΩS which vanishes on ∂Ω \ {0}
and is strongly singular at 0, i.e.,∫
Ω
uq∞ρ dx =∞ (1.18)
where ρ is the first eigenfunction of −∆ in Ω normalized by ρ(x0) = 1 for
some (fixed) x0 ∈ Ω. Its asymptotic behavior at 0 is given by,
u∞(x) = |x|−
2
q−1ωS(x/|x|)(1 + o(1)) as x→ 0 (1.19)
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where ω is the (unique) positive solution of
−∆′ω − λN,qω + |ω|q−1 ω = 0 (1.20)
on SN−1 with
λN,q =
2
q − 1
(
2q
q − 1 −N
)
. (1.21)
As a consequence one can state the following classification result.
Theorem 1.12 Assume that 1 < q < qS = 1 + 2/αS and denote
α˜S =
1
2
(
2−N +
√
(N − 2)2 + 4λS
)
.
If u ∈ C(Ω¯S \ {0}) is a positive solution of (1.16) vanishing on (∂CS ∩
Br0(0)) \ {0}, the following alternative holds:
Either
lim sup
x→0
|x|−α˜S u(x) <∞,
or
there exists k > 0 such that (1.17) holds,
or
(1.19) holds.
In the first case u ∈ C(Ω¯; in the second, u possesses a weak singularity
at the vertex while in the last case u has a strong singularity there.
D. Criticality in Lipschitz domains.
Let Ω be a Lipschitz domain and let ξ ∈ ∂Ω. We say that qξ is the
critical value for (1.16) at ξ if, for 1 < q < qξ, the equation possesses a
solution with boundary trace δξ while, for q > qξ no such solution exists.
We say that q♯ξ is the secondary critical value at ξ if for 1 < q < q
♯
ξ there
exists a non-trivial solution of (1.16) which vanishes on ∂Ω \ {ξ} but for
q > q♯ξ no such solution exists.
In the case of smooth domains, qξ = q
♯
ξ and qξ = (N + 1)/(N − 1) for
every boundary point ξ. Furthermore, if q = qξ there is no solution with
isolated singularity at ξ, i.e., an isolated singularity at ξ is removable.
In Lipschitz domains the critical value depends on the point. Clearly
qξ ≤ q♯ξ, but the question whether, in general, qξ = q♯ξ remains open. However
we prove that, if Ω is a polyhedron, qξ = q
♯
ξ at every point and the function
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ξ → qξ obtains only a finite number of values. In fact it is constant on each
open face and each open edge, of any dimension. In addition, if q = qξ, an
isolated singularity at ξ is removable. The same holds true in a piecewise C2
domain Ω except that ξ → qξ is not constant on edges but it is continuous
on every relatively open edge.
For general Lipschitz domains, we can provide only a partial answer to
the question posed above.
We say that Ω possesses a tangent cone at a point ξ ∈ ∂Ω if the limiting
inner cone with vertex at ξ is the same as the limiting outer cone at ξ.
Theorem 1.13 Suppose that Ω possesses a tangent cone CΩξ at a point
ξ ∈ ∂Ω and denote by qc,ξ the critical value for this cone at the vertex ξ.
Then
qξ = q
♯
ξ = qc,ξ.
Furthermore, if 1 < q < qξ then δξ is admissible, i.e.,
Mξ :=
∫
Ω
K(x, ξ)qρ(x)dx <∞.
We do not know if, under the assumptions of this theorem, an isolated
singularity at ξ is removable when q = qc,ξ. It would be useful to resolve
this question.
E. The generalized boundary value problem in Lipschitz domains: the sub-
critical case.
In the case of smooth domains, a boundary value problem for equation
(1.16) is either subcritical or supercritical. This is no longer the case when
the domain is merely Lipschitz since the criticality varies from point to
point. In this part of the paper we discuss the generalized boundary value
problem in the strictly subcritical case. Later we discuss the mixed case
(partly subcritical and partly supercritical) when Ω is a polyhedron and the
boundary data is given by a bounded measure.
Under the conditions of Theorem 1.13 we know that, if ξ ∈ ∂Ω and
1 < q < qξ then K(·, ξ) ∈ L1ρ(Ω). In the next result, we derive, under an
additional restriction on q, uniform estimates of the norm ‖K(·, ξ)‖
L1ρ(Ω)
.
Such estimates are needed in the study of existence and uniqueness. For its
statement we need the following notation:
If z ∈ ∂Ω, we denote by Sz,r the opening of the largest cone CS with
vertex at z such that CS ∩Br(z) ⊂ Ω∪ {z}. If E is a compact subset of ∂Ω
we denote:
q∗E = lim
r→0
inf
{
qSz,r : z ∈ ∂Ω, dist (z,E) < r
}
.
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We observe that
q∗E ≤ inf{qc,z : z ∈ E}
but this number also measures, in a sense, the rate of convergence of interior
cones to the limiting cones. If Ω is convex then q∗E ≤ (N + 1)/(N − 1) for
every non-empty set E. On the other hand if Ω is the complement of a
bounded convex set then q∗E = (N + 1)/(N − 1).
Theorem 1.14 If E is a compact subset of ∂Ω and 1 < q < q∗E then, there
exists M > 0 such that,∫
Ω
Kq(x, y)ρ(x)dx ≤M ∀y ∈ E. (1.22)
Using this theorem we obtain,
Theorem 1.15 Assume that Ω is a bounded Lipschitz domain and u is a
positive solution of (1.16). If y ∈ S(u) (i.e. y ∈ ∂Ω is a singular point of u)
and 1 < q < q∗{y} then, for every k > 0, the measure kδy is admissible and
u ≥ ukδy = solution with boundary trace kδy. (1.23)
Remark. It can be shown that, if q > q∗{y}, (1.23) may not hold. For instance,
such solutions exist if Ω is a smooth, obtuse cone and y is the vertex of the
cone. Therefore the condition q < q∗{y} for every y ∈ ∂Ω is, in some sense
necessary for uniqueness in the subcritical case.
As a consequence we first obtain the existence and uniqueness result in
the context of bounded measures.
Theorem 1.16 Let E ⊂ ∂Ω be a closed set and assume that 1 < q < q∗E.
Then, for every µ ∈ M(Ω) such that suppµ ⊂ E there exists a (unique)
solution uµ of (5.1) in Ω with boundary trace µ.
Further, using Theorems 1.10, 1.11 and 1.14, we establish the existence
and uniqueness result for generalized boundary value problems.
Theorem 1.17 Let Ω be a bounded Lipschitz domain which possesses a
tangent cone at every boundary point. If
1 < q < q∗∂Ω
then, for every positive, outer regular Borel measure ν¯ on ∂Ω, there exists a
unique solution u of (1.16) such that tr
∂Ω
(u) = ν¯.
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F. On the action of Poisson type kernels with fractional dimension.
In preparation for the study of supercritical boundary value problems
we establish an harmonic analytic result, extending a well known result
on the action of Poisson kernels on Besov spaces with negative index (see
[31, 1.14.4.] and [26]). We first quote the classical result for comparison
purposes.
Proposition 1.18 Let 1 < q < ∞ and s > 0. Then, for any bounded
Radon measure µ in Rn−1,
I(µ) =
∫
R
n
+
|Kn[µ](y)|q e−y1ysq−11 dy ≈ ‖µ‖qB−s,q(Rn−1) . (1.24)
Here Kn[µ] denotes the Poisson potential of µ in Rn = R+ × Rn−1,
namely,
Kn[µ](y) = γny1
∫
Rn−1
dµ(z)(
y21 + |ζ − z|2
)n/2 ∀y = (y1, ζ) ∈ Rn+ (1.25)
where γn is a constant depending only on n. The notation I ≈ J means
that c−1I ≤ J ≤ cI for some c > 0.
In this paper we prove,
Theorem 1.19 Let 1 < q, m a positive integer and ν ∈ R such that m+1 ≤
ν. For every s ∈ (0,m/q′) there exists a positive constant c such that, for
every bounded positive measure µ supported in Rm ∩BR/2(0), R > 1,
1
c
‖µ‖q
B−s,q(Rm)
≤
∫ R
0
( ∫
|ζ|<R
|Kν,m[µ](τ, ζ)|q dζ
)
τ sq−1 dτ
≤ cR(s+ν−m)q+1 ‖µ‖q
B−s,q(Rm)
.
(1.26)
Here
Kν,m[µ](τ, ζ) =
∫
Rm
τν−mdµ(z)
(τ2 + |ζ − z|2)ν/2 ∀τ ∈ [0,∞). (1.27)
This also holds when s = m/q′, provided that the diameter of suppµ is
sufficiently small.
This is proved in Section 7 (see Theorem 7.8) using a slightly different
notation. Note that
Kn[µ] = γnKn,n−1[µ].
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G. The admissibility condition and the critical value in a k-wedge.
The next step towards the study of boundary value problems in a poly-
hedron is the treatment of such problems in a k-wedge (or k-dihedron) i.e.,
the domain defined by the intersection of k hyperplanes in RN , 1 < k < N .
The edge is an (N − k) dimensional space. We note that the case k = N
(which corresponds to a cone) has been studied previously in this paper
while the case N = 1 (i.e. a half space) is classical.
We denote by DA a k-wedge such that, its edge dA is identified with
RN−k and the ’opening’ of the wedge is A = DA ∩ Sk−1. If SA denotes the
spherical domain
SA = {x ∈ RN : |x| = 1, x ∈ A×
N−1∏
j=k
[0, π]} ⊂ SN−1} (1.28)
then
DA = {x = (r, σ) : r > 0, σ ∈ SA}, DA,R = DA ∩ ΓR
where
ΓR = {x = (x′, x′′) ∈ Rk × RN−k : |x′| < r, |x′′| < R}.
Let λA be the first eigenvalue of −∆
SN−1
in W 1,20 (SA) and denote
κ+ =
1
2
(
2−N +
√
(N − 2)2 + 4λA
)
κ− =
1
2
(
2−N −
√
(N − 2)2 + 4λA
)
.
(1.29)
One can show that the Martin kernel KA in DA relative to points z ∈ dA
is given by
KA(x, z) = cA
|x′|κ+ω{N−k+1}(σN−k+1)
|x− z|(N−2+2κ+) , (1.30)
where ω{N−k+1} is a related eigenfunction in A and x = (x′, x′′) ∈ Rk ×
RN−k. Using this formula we obtain the admissibility condition for a mea-
sure µ ∈M(dA) such that suppµ ⊂ BR(0):
∫
ΓR
( ∫
RN−k
|x′|κ+d|µ|(z)
(|x′|2 + |x′′|2)(N−2+2κ+)/2
)q
|x′|κ+dx <∞ (1.31)
where ΓR := {x = (x′, x′′) ∈ Rk × RN−k : |x′| < R, |x′′| < R}.
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Using this expression we show that the condition
1 < q < qc :=
κ+ +N
κ+ +N − 2 . (1.32)
is necessary and sufficient in order that the Dirac measure µ = δP , supported
at a point P ∈ dA, be admissible.
In addition we show that the condition
1 < q < q∗c := 1 +
2− k +√(k − 2)2 + 4λA − 4(N − k)κ+
λA − (N − k)κ+ (1.33)
is necessary and sufficient for the existence of a non-trivial solution u of
(1.16) in DA which vanishes on ∂DA \dA. Furthermore, when this condition
holds, there exist admissible non-trivial positive bounded measures µ on dA,
i.e., measures such that K[µ] ∈ Lqρ(ΓR ∩DA).
Finally we have the following removability result:
Theorem 1.20 Assume that qc ≤ q < q∗c . A measure µ ∈ M(∂DA), with
compact support contained in dA, is good relative to (1.16) in DA if and
only if µ vanishes on every Borel set E ⊂ dA such that CN−ks,q′ (E) = 0, where
s = 2− k+κ+q′ and CN−ks,q′ is the Bessel capacity with the indicated indices in
RN−k (which we identify with the edge dA).
Recall that µ is ’good’ if the specified equation possesses a solution with
boundary data µ. The above result implies in particular that sets with
CN−ks,q′ -capacity zero are conditionally removable. However we obtain a much
stronger result later on.
H. Boundary value problems in a polyhedron: the supercritical case.
In the final part of the paper (Sections 8) we study boundary value prob-
lems in the supercritical case in polyhedrons, with trace given by bounded
measures. For such domains Ω we provide a complete characterization of
’good measures’, i.e., measures µ on ∂Ω such that (1.16) possesses a (unique)
solution with boundary trace µ. We also provide a complete characteriza-
tion of removable sets. These results, with rather obvious modifications,
also apply to piecewise C2 domains. The case of general Lipschitz domains
and boundary trace given by unbounded Borel measures will be treated in
a subsequent paper.
Theorem 1.21 Let Ω be an N -dimensional polyhedron. Let L denote one
of the faces, or edges, or vertices of Ω and let QL denote the half space with
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boundary L, or the wedge with edge L, or the cone with vertex L such that
Ω ⊂ DL and ∂QL is determined by the faces of Ω adjacent to L. Thus ∂Ω
is the union of the sets ∂Ω ∩ ∂QL.
Denote by AL the opening of QL so that, in the notation of G, QL = DAL
and denote by κ+(L), qc(L) etc. the various notations introduced in G
relative to AL. In particular let k(L) denote the co-dimension of the linear
space spanned by L and put
s(L) = 2− k(L) + κ+(L)
q′
.
Let µ be a bounded measure on ∂Ω, (possibly a signed measure). Then
µ is a good measure relative to (1.16) in Ω, if and only if, for every L as
above and every Borel set E ⊂ L the following condition holds.
If 1 ≤ k = codimL < N then
CN−ks(L),q′(E) = 0 =⇒ µ(E) = 0 if qc(L) ≤ q < q∗c (L)
q ≥ q∗c (L) =⇒ µ(L) = 0 if q ≥ q∗c (L)
(1.34)
and if k = N (i.e., L is a vertex)
q ≥ qc(L) = N + 2 +
√
(N − 2)2 + 4λAL
N − 2 +√(N − 2)2 + 4λAL =⇒ µ(L) = 0. (1.35)
In all cases, if 1 < q < qc(L) then there is no restriction on µχL.
I. Characterization of removable sets.
Let Ω be an N-dimensional polyhedron.
Theorem 1.21 provides a necessary and sufficient condition for the re-
movability of a singular set E relative to the family of solutions u such
that ∫
Ω
|u|qρ dx <∞.
The next result provides a necessary and sufficient condition for removability
in the full sense, as defined in Definition 1.9.
Theorem 1.22 Let Ω be an N-dimensional polyhedron and let E be a com-
pact subset of ∂Ω. A nonempty compact set E ⊂ ∂Ω is removable if and
only if, for every L as in G such that 1 ≤ k = codimL < N the following
condition holds:
either
15
qc(L) ≤ q < q∗c (L) and CN−ks(L),q′(E) = 0
or q ≥ q∗c (L). In the case k = N the condition is q ≥ q∗c (L) = qc(L).
Aknowledgements. The authors are grateful to the High Council for
Scientific and Technological Cooperation between France and Israel for its
financial support.
2 Boundary value problems
2.1 Classical harmonic analysis in Lipschitz domains
A bounded domain Ω ⊂ RN is called a Lipschitz domain if there exist
positive numbers r0, λ0 and a cylinder
Or0 = {ξ = (ξ1, ξ′) ∈ RN : |ξ′| < r0, |ξ1| < r0} (2.1)
such that, for every y ∈ ∂Ω there exist:
(i) A Lipschitz function ψy on the (N − 1)-dimensional ball B′r0(0) with
Lipschitz constant ≥ λ0;
(ii) An isometry T y of RN such that
T y(y) = 0, (T y)−1(Or0) := O
y
r0 ,
T y(∂Ω ∩Oyr0) = {(ψy(ξ′), ξ′) : ξ′ ∈ B′r0(0)}
T y(Ω ∩Oyr0) = {(ξ1, ξ′) : ξ′ ∈ B′r0(0), −r0 < ξ1 < ψy(ξ′)}
(2.2)
The constant r0 is called a localization constant of Ω; λ0 is called a
Lipschitz constant of Ω. The pair (r0, λ0) is called a Lipshitz character
(or, briefly, L-character) of Ω. Note that, if Ω has L-character (r0, λ0) and
r′ ∈ (0, r0), λ′ ∈ (λ0,∞) then (r′, λ′) is also an L-character of Ω.
By the Rademacher theorem, the outward normal unit vector exists
HN−1−a.e. on ∂Ω, where HN−1 is the N-1 dimensional Hausdorff measure.
The unit normal at a point y ∈ ∂Ω will be denoted by ny.
We list below some facts concerning the Dirichlet problem in Lipschitz
domains.
A.1- Let x0 ∈ Ω, h ∈ C(∂Ω) and denote Lx0(h) := vh(x0) where vh is the
solution of the Dirichlet problem{ −∆v = 0 ∈ Ω
v = h on ∂Ω.
(2.3)
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Then Lx0 is a continuous linear functional on C(∂Ω). Therefore there exists
a unique Borel measure on ∂Ω, called the harmonic measure in Ω, denoted
by ωx0Ω such that
vh(x0) =
∫
∂Ω
hdωx0Ω ∀h ∈ C(∂Ω). (2.4)
When there is no danger of confusion, the subscript Ω will be dropped.
Because of Harnack’s inequality the measures ωx0 and ωx, x0, x ∈ Ω are
mutually absolutely continuous. For every fixed x ∈ Ω denote the Radon-
Nikodym derivative by
K(x, y) :=
dωx
dωx0
(y) for ωx0-a.e. y ∈ ∂Ω. (2.5)
Then, for every x¯ ∈ Ω, the function y 7→ K(x¯, y) is positive and continuous
on ∂Ω and, for every y¯ ∈ ∂Ω, the function x 7→ K(x, y¯) is harmonic in Ω
and satisfies
lim
x→yK(x, y¯) = 0 ∀y ∈ ∂Ω \ {y¯}.
By [15]
lim
z→y
G(x, z)
G(x0, z)
= K(x, y) ∀y ∈ ∂Ω (2.6)
Thus the kernel K defined above is the Martin kernel.
The following is an equivalent definition of the harmonic measure [15]:
For any closed set E ⊂ ∂Ω
ωx0(E) :=
inf{φ(x0) : φ ∈ C(Ω)+ superharmonic in Ω, lim inf
x→E
φ(x) ≥ 1}. (2.7)
The extension to open sets and then to arbitrary Borel sets is standard.
By (2.4), (2.5) and (2.7), the unique solution v of (2.3) is given by
v(x) =
∫
∂Ω
K(x, y)h(y)dωx0(y) =
inf{φ ∈ C(Ω) : φ superharmonic, lim inf
x→y φ(x) ≥ h(y), ∀y ∈ ∂Ω}.
(2.8)
For details see [15].
A.2- Let (x0, y0) ∈ Ω × ∂Ω. A function v defined in Ω is called a kernel
function at y0 if it is positive and harmonic in Ω and verifies v(x0) = 1 and
limx→y v(x) = 0 for any y ∈ ∂Ω \ {y0}. It is proved in [15, Sec 3] that the
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kernel function at y0 is unique. Clearly this unique function is K(·, y0).
A.3- We denote by G(x, y) the Green kernel for the Laplacian in Ω × Ω.
This means that the solution of the Dirichlet problem{ −∆u = f in Ω,
u = 0 on ∂Ω,
(2.9)
with f ∈ C2(Ω), is expressed by
u(x) =
∫
Ω
G(x, y)f(y)dy ∀y ∈ Ω. (2.10)
We shall write (2.10) as u = G[f ].
A.4- Let Λ be the first eigenvalue of −∆ in W 1,20 (Ω) and denote by ρ the
corresponding eigenfunction normalized by maxΩ ρ = 1.
Let 0 < δ < dist (x0,Ω) and put
Cx0,δ := max|x−x0|=δ
G(x, x0)/ρ(x).
Since Cx0,δ ρ − G(·, x0) is superharmonic, the maximum principle implies
that
0 ≤ G(x, x0) ≤ Cx0,δ ρ(x) ∀x ∈ Ω \Bδ(x0). (2.11)
On the other hand, by [18, Lemma 3.4]: for any x0 ∈ Ω there exists a
constant Cx0 > 0 such that
0 ≤ ρ(x) ≤ Cx0G(x, x0) ∀x ∈ Ω. (2.12)
A.5- For every bounded regular Borel measure µ on ∂Ω the function
v(x) =
∫
∂Ω
K(x, y)dµ(y) ∀x ∈ Ω, (2.13)
is harmonic in Ω. We denote this relation by v = K[µ].
A.6- Conversely, for every positive harmonic function v in Ω there exists a
unique positive bounded regular Borel measure µ on ∂Ω such that (2.13)
holds. The measure µ is constructed as follows [15, Th 4.3].
Let SP (Ω) denote the set of continuous, non-negative superharmonic
functions in Ω. Let v be a positive harmonic function in Ω.
If E denotes a relatively closed subset of Ω, denote by REv the function
defined in Ω by
REv (x) = inf{φ(x) : φ ∈ SP (Ω), φ ≥ v in E}.
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Then REv is superharmonic in Ω, R
E
v decreases as E decreases and, if F is
another relatively closed subset of Ω, then
RE∪Fv ≤ REv +RFv .
Now, relative to a point x ∈ Ω, the measure µ is defined by,
µxv(F ) = inf{REv (x) : E = D¯ ∩ Ω, D open in RN , D ⊃ F}, (2.14)
for every compact set F ⊂ ∂Ω. From here it is extended to open sets and
then to arbitrary Borel sets in the usual way.
It is easy to see that, if D contains ∂Ω then RD¯∩Ωv = v. Therefore
µxv(∂Ω) = v(x). (2.15)
In addition, if F is a compact subset of the boundary, the function x 7→
µxv(F ) is harmonic in Ω and vanishes on ∂Ω \ F .
A.7- If x, x0 are two points in Ω, the Harnack inequality implies that µ
x
v
is absolutely continuous with respect to µx0v . Therefore, for µ
x0
v -a.e. point
y ∈ ∂Ω, the density function dµxv/dµx0v (y) is a kernel function at y. By the
uniqueness of the kernel function it follows that
dµxv
dµx0v
(y) = K(x, y), µx0v -a.e. y ∈ ∂Ω. (2.16)
Therefore, using (2.15),
(a) µxv(F ) =
∫
F
K(x, y)dµx0(y),
(b) v(x) =
∫
∂Ω
K(x, y)dµx0(y).
(2.17)
A.8- By a result of Dahlberg [7, Theorem 3], the (interior) normal derivative
of G(·, x0) exists HN−1-a.e. on ∂Ω and is positive. In addition, for every
Borel set E ⊂ ∂Ω,
ωx0(E) = γN
∫
E
∂G(ξ, x0)/∂nξ dSξ, (2.18)
where γN (N − 2) is the surface area of the unit ball in RN and dS is surface
measure on ∂Ω. Thus, for each fixed x ∈ Ω, the harmonic measure ωx
is absolutely continuous relative to HN−1
∣∣
∂Ω
with density function P (x, ·)
given by
P (x, ξ) = ∂G(ξ, x)/∂nξ for a.e. ξ ∈ ∂Ω. (2.19)
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In view of (2.8), the unique solution v of (2.3) is given by
v(x) =
∫
Ω
P (x, ξ)h(ξ)dSξ (2.20)
for every h ∈ C(∂Ω). Accordingly P is the Poisson kernel for Ω. The
expression on the right hand side of (2.20) will be denoted by P[h]. We
observe that,
K[hωx0 ] = P[h] ∀h ∈ C(∂Ω). (2.21)
A.9- The boundary Harnack principle , first proved in [7], can be formulated
as follows [16].
Let D be a Lipschitz domain with L-character (r0, λ0). Let ξ ∈ ∂D and
δ ∈ (0, r0). Assume that u, v are positive harmonic functions in D, vanishing
on ∂D ∩Bδ(ξ). Then there exists a constant C = C(N, r0, λ0) such that,
C−1u(x)/v(x) ≤ u(y)/v(y) ≤ Cu(x)/v(x) ∀x, y ∈ Bδ/2(ξ). (2.22)
A.10- LetD,D′ be two Lipschitz domains with L-character (r0, λ0). Assume
that D′ ⊂ D and ∂D ∩ ∂D′ contains a relatively open set Γ. Let x0 ∈ D′
and let ω, ω′ denote the harmonic measures of D,D′ respectively, relative
to x0. Then, for every compact set F ⊂ Γ, there exists a constant cF =
C(F,N, r0, λ0, x0) such that
ω′⌊F≤ ω⌊F≤ cFω′⌊F . (2.23)
Indeed, if G,G′ denote the Green functions of D,D′ respectively then,
by the boundary Harnack principle ,
∂G′(ξ, x0)/∂nξ ≤ ∂G(ξ, x0)/∂nξ ≤ cF∂G(ξ, x0)/∂nξ for a.e. ξ ∈ F.
(2.24)
Therefore (2.23) follows from (2.18).
A.11- By [18, Lemma 3.3], for every positive harmonic function v in Ω,∫
Ω
v(x)G(x, x0)dx <∞. (2.25)
In view of (2.12), it follows that v ∈ L1ρ(Ω).
2.2 The dynamic approach to boundary trace.
Let Ω be a bounded Lipschitz domain and {Ωn} be a Lipschitz exhaustion
of Ω. This means that, for every n, Ωn is Lipschitz and
Ωn ⊂ Ω¯n ⊂ Ωn+1, Ω = ∪Ωn, HN−1(∂Ωn)→ HN−1(∂Ω). (2.26)
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Lemma 2.1 Let x0 ∈ Ω1 and denote by ωn (respectively ω) the harmonic
measure in Ωn (respectively Ω) relative to x0. Then, for every Z ∈ C(Ω¯),
lim
n→∞
∫
∂Ωn
Z dωn =
∫
∂Ω
Z dω. (2.27)
Proof. By the definition of harmonic measure∫
∂Ωn
dωn = 1.
We extend ωn as a Borel measure on Ω¯ by setting ωn(Ω¯\∂Ωn) = 0, and keep
the notation ωn for the extension. Since the sequence {ωn} is bounded, there
exists a weakly convergent subsequence (still denoted by {ωn}). Evidently
the limiting measure, say ω˜ is supported in ∂Ω and ω˜(∂Ω) = 1. It follows
that for every Z ∈ C(Ω¯), ∫
∂Ωn
Z dωn →
∫
∂Ω
Z dω˜.
Let ζ := Z |∂Ω and z := KΩ[ζ]. Again by the definition of harmonic measure,∫
∂Ωn
z dωn =
∫
∂Ω
ζ dω = z(x0).
It follows that ∫
∂Ω
ζ dω˜ =
∫
∂Ω
ζ dω,
for every ζ ∈ C(∂Ω). Consequently ω˜ = ω. Since the limit does not depend
on the subsequence it follows that the whole sequence {ωn} converges weakly
to ω. This implies (2.27).

In the next lemma we continue to use the notation introduced above.
Lemma 2.2 Let x0 ∈ Ω1, let µ be a bounded Borel measure on ∂Ω and put
v := KΩ[µ]. Then, for every Z ∈ C(Ω¯),
lim
n→∞
∫
∂Ωn
Zv dωn =
∫
∂Ω
Z dµ. (2.28)
Proof. It is sufficient to prove the result for positive µ. Let hn := v |∂Ωn .
Evidently v = KΩn [hnωn] in Ωn. Therefore
v(x0) =
∫
∂Ωn
hndωn = µ(∂Ω).
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Let µn denote the extension of hnωn as a measure in Ω¯ such that µn(Ω¯ \
∂Ωn) = 0. Then {µn} is bounded and consequently there exists a weakly
convergent subsequence {µnj}. The limiting measure, say µ˜, is supported
in ∂Ω and
µ˜(∂Ω) = v(x0) = µ(∂Ω). (2.29)
It follows that for every Z ∈ C(Ω¯),∫
∂Ωnj
Z dµnj →
∫
∂Ω
Z dµ˜.
To complete the proof, we have to show that µ˜ = µ. Let F be a closed
subset of ∂Ω and put,
µF = µχF , v
F = KΩ[µF ].
Let hFn := v
F |∂Ωn and let µFn denote the extension of hFnωn as a measure in
Ω¯ such that µFn (Ω¯ \ ∂Ωn) = 0. As in the previous part of the proof, there
exists a weakly convergent subsequence of {µFnj}. The limiting measure µ˜F
is supported in F and
µ˜F (F ) = µ˜F (∂Ω) = vF (x0) = µ
F (∂Ω) = µ(F ).
As vF ≤ v, we have µ˜F ≤ µ˜. Consequently
µ(F ) ≤ µ˜(F ). (2.30)
Observe that µ˜ depends on the first subsequence {µnj}, but not on the
second subsequence. Therefore (2.30) holds for every closed set F ⊂ ∂Ω,
which implies that µ ≤ µ˜. On the other hand, µ and µ˜ are positive measures
which, by (2.29), have the same total mass. Therefore µ = µ˜.

Lemma 2.3 Let µ ∈ M(∂Ω) (= space of bounded Borel measures on ∂Ω).
Then K[µ] ∈ L1ρ(Ω) and there exists a constant C = C(Ω) such that
‖K[µ]‖L1ρ(Ω) ≤ C ‖µ‖M(∂Ω) . (2.31)
In particular if h ∈ L1(∂Ω;ω) then
‖P[h]‖L1ρ(Ω) ≤ C ‖h‖L1(∂Ω;ω) . (2.32)
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Proof. Let x0 be a point in Ω and let K be defined as in (2.5). Put φ(·) =
G(·, x0) and d0 = dist (x0,Ω). Let (r0, λ0) denote the Lipschitz character of
Ω.
By [3, Theorem 1], there exist positive constants c1(N, r0, λ0, d0) and
c0(N, r0, λ0, d0) such that for every y ∈ ∂Ω,
c−11
φ(x)
φ2(x′)
|x− y|2−N ≤ K(x, y) ≤ c1 φ(x)
φ2(x′)
|x− y|2−N , (2.33)
for all x, x′ ∈ Ω such that
c0|x− y| < dist (x′, ∂Ω) ≤ |x′ − y| < |x− y| < 1
4
min(d0, r0/8). (2.34)
Therefore, by (2.12) and (2.11), there exists a constant c2(N, r0, λ0, d0) such
that
c−12
φ2(x)
φ2(x′)
|x− y|2−N ≤ ρ(x)K(x, y) ≤ c2 φ
2(x)
φ2(x′)
|x− y|2−N
for x, x′ as above. There exists a constant c¯0, depending on c0, N , such that,
for every x ∈ Ω satisfying |x−y| < 14 min(d0, r0/8) there exists x′ ∈ Ω which
satisfies (2.34) and also
|x− x′| ≤ c¯0min(dist (x, ∂Ω),dist (x′, ∂Ω)).
By the Harnack chain argument, φ(x)/φ(x′) is bounded by a constant de-
pending on N, c¯0. Therefore
c−13 |x− y|2−N ≤ ρ(x)K(x, y) ≤ c3|x− y|2−N (2.35)
for some constant c3(N, r0, λ0, d0) and all x ∈ Ω sufficiently close to the
boundary.
Assuming that µ ≥ 0,∫
Ω
K[µ](x)ρ(x)dx =
∫
∂Ω
∫
Ω
K(x, ξ)ρ(x)dx dµ(ξ) ≤ C ‖µ‖
M(∂Ω) .
In the general case we apply this estimate to µ+ and µ−. This implies (2.31).
For the last statement of the theorem see (2.21).

Proposition 2.4 Let v be a positive harmonic function in Ω with boundary
trace µ. Let Z ∈ C2(Ω) and let G˜ ∈ C∞(Ω) be a function that coincides
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with x 7→ G(x, x0) in Q ∩Ω for some neighborhood Q of ∂Ω and some fixed
x0 ∈ Ω. In addition assume that there exists a constant c > 0 such that
|∇Z · ∇G˜| ≤ cρ. (2.36)
Under these assumptions, if ζ := ZG˜ then
−
∫
Ω
v∆ζ dx =
∫
∂Ω
Zdµ. (2.37)
Remark. This result is useful in a k-dimensional dihedron in the case where
µ is concentrated on the edge. In such a case one can find, for every smooth
function on the edge, a lifting Z such that condition (2.36) holds. See Section
8 for such an application.
Proof. Let {Ωn} be a C1 exhaustion of Ω. We assume that ∂Ωn ⊂ Q
for all n and x0 ∈ Ω1. Let G˜n(x) be a function in C1(Ωn) such that G˜n
coincides with GΩn(·, x0) in Q ∩ Ωn, G˜n(·, x0) → G˜(·, x0) in C2(Ω \Q) and
G˜n(·, x0)→ G˜(·, x0) in Lip (Ω). If ζn = ZG˜n we have,
−
∫
Ωn
v∆ζn dx =
∫
∂Ωn
v∂nζ dS =
∫
∂Ωn
vZ∂nG˜n(ξ, x0) dS
=
∫
∂Ωn
vZPΩn(x0, ξ) dS =
∫
∂Ωn
vZ dωn.
By Lemma 2.2, ∫
∂Ωn
vZ dωn →
∫
∂Ω
Z dµ.
On the other hand, in view of (2.36), we have
∆ζn = G˜n∆Z + Z∆G˜n + 2∇Z · ∇G˜n → ∆Z
in L1ρ(Ω); therefore,
−
∫
Ωn
v∆ζn dx→ −
∫
Ω
v∆ζ dx.

Definition 2.5 Let D be a Lipschitz domain and let {Dn} be a Lipschitz
exhaustion of D. We say that {Dn} is a uniform Lipschitz exhaustion if
there exist positive numbers r¯, λ¯ such that Dn has L-character (r¯, λ¯) for all
n ∈ N. The pair (r¯, λ¯) is an L-character of the exhaustion.
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Lemma 2.6 Assume D,D′ are two Lipschitz domains such that
Γ ⊂ ∂D ∩ ∂D′ ⊂ ∂(D ∪D′)
where Γ is a relatively open set. Suppose D,D′,D ∪ D′ have L-character
(r0, λ0). Let x0 be a point in D ∩D′ and put
d0 = min(dist (x0, ∂D),dist (x0, ∂D
′)).
Let u be a positive harmonic function in D ∪ D′ and denote its boundary
trace on D (resp. D′) by µ (resp. µ′). Then, for every compact set F ⊂ Γ,
there exists a constant cF = c(F, r0, λ0, d0, N) such that
c−1F µ
′⌊F≤ µ⌊F≤ cFµ′⌊F . (2.38)
Proof. We prove (2.38) in the case that D′ ⊂ D. This implies (2.38) in the
general case by comparison of the boundary trace on ∂D or ∂D′ with the
boundary trace on ∂(D ∪D′).
Let Q be an open set such that Q ∩D is Lipschitz and
F ⊂ Q, Q¯ ∩D ⊂ D′, Q¯ ∩ ∂D ⊂ Γ.
Then there exist uniform Lipschitz exhaustions of D and D′, say {Dn} and
{D′n}, possessing the following properties:
(i) D¯′n ∩Q = D¯n ∩Q.
(ii) x0 ∈ D′1 and dist (x0, ∂D′1) ≥ 14d0.
(iii) There exist rQ > 0 and λQ > 0 such that both exhaustions have
L-character (rQ, λQ).
Put Γn := ∂Dn∩Q = ∂D′n∩Q and let ωn (resp. ω′n) denote the harmonic
measure, relative to x0, of Dn (resp. D
′
n). By Lemma 2.2,∫
Γn
φu(y) dωn(y)→
∫
Γ
φdµ,
and ∫
Γn
φu(y)dω′n(y)→
∫
Γ
φdµ′
for every φ ∈ Cc(Q). ByA.10 there exists a constant cQ = c(Q, rQ, λQ, d0, N)
such that
ω′n⌊Γn≤ ωn⌊Γn≤ cQω′n⌊Γn .
This implies (2.38).

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2.3 L1 data
We denote by X(Ω) the space of test functions,
X(Ω) =
{
η ∈W 1,20 (Ω) : ρ−1∆η ∈ L∞(Ω)
}
. (2.39)
Let X+(Ω) denote its positive cone.
Let f ∈ L∞(Ω), and let u be the weak W 1,20 solution of the Dirichlet
problem
−∆u = f in Ω , u = 0 on ∂Ω (2.40)
If Ω is a Lipschitz domain (as we assume here) then u ∈ C(Ω¯) (see [32]).
Since G[f ] is a weak W 1,20 solution, it follows that the solution of (2.40),
which is unique in C(Ω¯), is given by u = G[f ]. If, in addition, |f | ≤ c1ρ
then, by the maximum principle,
|u| ≤ (c1/Λ)ρ, (2.41)
where Λ is the first eigenvalue of −∆ in Ω.
In particular, if η ∈ X(Ω) then η ∈ C(Ω¯) and it satisfies
−G[∆η] = η, (2.42)
|η| ≤ Λ−1 ∥∥ρ−1∆η∥∥
L∞
ρ. (2.43)
If, in addition, Ω is a C2 domain then the solution of (2.40) is in C1(Ω¯).
Lemma 2.7 Let Ω be a Lipschitz bounded domain. Then for any f ∈ L1ρ(Ω)
there exists a unique u ∈ L1ρ(Ω) such that
−
∫
Ω
u∆η dx =
∫
Ω
fηdx ∀η ∈ X(Ω). (2.44)
Furthermore u = G[f ]. Conversely, if f ∈ L1loc(Ω), f ≥ 0 and there exists
x0 ∈ Ω such that G[f ](x0) <∞ then f ∈ L1ρ(Ω). Finally
‖u‖Lρ(Ω) ≤ Λ−1 ‖f‖Lρ(Ω) (2.45)
Proof. First assume that f is bounded. We have already observed that, in
this case, the weakW 1,20 solution u of the Dirichlet problem (2.40) is in C(Ω¯)
and u = G[f ]. Furthermore, it follows from [4] that∫
Ω
∇η · ∇udx = −
∫
Ω
u∆ηdx.
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Thus u = G[f ] is also a weak L1ρ solution (in the sense of (2.44)).
Let η0 be the weak W
1,2
0 solution of (2.40) when f = sgn(u)ρ; evidently
η0 ∈ X(Ω). If u ∈ L1ρ(Ω) is a solution of (2.44) for some f ∈ L1ρ(Ω) then∫
Ω
|u|ρdx =
∫
Ω
fη0dx ≤ Λ−1
∫
Ω
|f |ρdx. (2.46)
The second inequality follows from (2.41). This proves (2.45) and implies
uniqueness.
Now assume that f ∈ L1ρ(Ω) and let {fn} be a sequence of bounded
functions such that fn → f in this space. Let un be the weak W 1,20 solution
of (2.40) with f replaced by fn. Then un satisfies (2.44) and un = G[fn].
By (2.45), {un} converges in L1ρ(Ω), say un → u. In view of (2.11) it follows
that u = G[f ] and that u satisfies (2.44).
If f ∈ L1loc(Ω), f ≥ 0 and G[f ](x0) <∞ then, by (2.12), f ∈ L1ρ(Ω).

Lemma 2.8 Let Ω be a Lipschitz bounded domain. If f ∈ L1ρ(Ω) and h ∈
L1(∂Ω;ω), there exists a unique u ∈ L1ρ(Ω) satisfying∫
Ω
(−u∆η − fη) dx = −
∫
Ω
P[h]∆ηdx ∀η ∈ X(Ω) (2.47)
or equivalently
u = G[f ]− P[h]. (2.48)
The following estimate holds
‖u‖L1ρ(Ω) ≤ c
(
‖f‖L1ρ(Ω) + ‖P[h]‖L1ρ(Ω)
)
(2.49)
≤ c
(
‖f‖L1ρ(Ω) + ‖h‖L1(∂Ω,ω)
)
.
Furthermore, for any nonnegative element η ∈ X(Ω), we have
−
∫
Ω
|u|∆η dx ≤ −
∫
Ω
P[|h|]∆ηdx+
∫
Ω
ηfsgn(u) dx, (2.50)
and
−
∫
Ω
u+∆η dx ≤ −
∫
Ω
P[h+]∆ηdx+
∫
Ω
ηfsgn+(u) dx. (2.51)
Proof. Existence. By Lemma 2.3, the assumption on h implies that P[|h|] ∈
L1ρ(Ω). If we denote by v the unique function in L
1
ρ(Ω) which satifies
−
∫
Ω
v∆ηdx = −
∫
Ω
fηdx ∀η ∈ X(Ω),
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then u = v − P[h] ∈ L1ρ(Ω) and (2.47) holds.
By Lemma 2.7, (2.48) is equivalent to (2.47).
Estimate (2.49) This inequality follows from (2.47) and (2.45).
Estimate (2.51). Let {Ωn} be an exhaustion of Ω by smooth domains. If u
is the solution of (2.47) and hn := u
∣∣
∂Ωn
then, in Ωn,
u = GΩn [f ]− PΩn [hn] in Ωn,
or equivalently,∫
Ωn
(−u∆η − fη) dx = −
∫
Ωn
P[hn]∆ηdx (2.52)
= −
∫
∂Ωn
(∂η/∂n)hndx ∀η ∈ X(Ωn).
We recall that, since Ωn is smooth, η ∈ X(Ωn) implies that η ∈ C1(Ω¯n). In
addition it is known that (see e.g. [33]), for every non-negative η ∈ X(Ωn),∫
Ωn
(−|u|∆η − fη signu) dx ≤ −
∫
∂Ωn
∂η/∂n|hn|dx (2.53)
Let ρn be the first eigenfunction of −∆ in Ωn, normalized by ρn(x¯) = 1 for
some x¯ ∈ Ω1. Let η be a non-negative function in X(Ω) and let ηn be the
solution of the problem
∆z = (∆η)ρn/ρ in Ωn, z = 0 on ∂Ωn.
Then ηn ∈ X(Ωn) and, since ρn → ρ,
∆ηn → ∆η, ηn → η.
If v := P[|h|] then v ≥ |u| so that
h˜n := v
∣∣
∂Ωn
≥ |hn|.
Therefore
−
∫
∂Ωn
∂ηn/∂n|hn|dx ≤ −
∫
∂Ωn
∂η/∂n|h˜n|dx = (2.54)
−
∫
Ωn
PΩn [h˜n]∆ηndx = −
∫
Ωn
v∆ηndx→ −
∫
Ω
v∆ηdx.
Finally, (2.53) and (2.54) imply (2.50).
Estimate (2.51) This inequality is obtained by adding (2.47) and (2.50).

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Definition 2.9 We shall say that a function g : R 7→ R belongs to G(R) if
it is continuous, nondecreasing and g(0) = 0.
Lemma 2.10 Let Ω be a Lipschitz bounded domain and g ∈ G(R). If f ∈
L1ρ(Ω) and h ∈ L1(∂Ω;ω), there exists a unique u ∈ L1ρ(Ω) such that g(u) ∈
L1ρ(Ω) and∫
Ω
(−u∆η + (g(u) − f)η) dx = −
∫
Ω
P[h]∆η dx ∀η ∈ X(Ω). (2.55)
The correspondence (f, h) 7→ u is increasing.
If u, u′ are solutions of (2.55) corresponding to data f, h and f ′, h′ re-
spectively then the following estimate holds:∥∥u− u′∥∥
L1ρ(Ω)
+
∥∥g(u) − g(u′)∥∥
L1ρ(Ω)
(2.56)
≤ c
(∥∥f − f ′∥∥
L1ρ(Ω)
+
∥∥P[h− h′]∥∥
L1ρ(Ω)
)
≤ c
(∥∥f − f ′∥∥
L1ρ(Ω)
+
∥∥h− h′∥∥
L1(∂Ω,ω)
)
.
Finally, for any nonnegative element η ∈ X(Ω), we have
−
∫
Ω
|u|∆η dx+
∫
Ω
|g(u)|η dx ≤ −
∫
Ω
P[|h|]∆ηdx+
∫
Ω
ηfsgn(u) dx, (2.57)
and
−
∫
Ω
u+∆η dx+
∫
Ω
g(u)+η dx ≤ −
∫
Ω
P[h+]∆ηdx+
∫
Ω
ηfsgn+(u) dx. (2.58)
Proof. If u, u′ are two solutions as stated above then v = u− u′ satisfies∫
Ω
(−v∆η + Fη) dx = −
∫
Ω
P[h− h′]∆hdx ∀η ∈ X(Ω) (2.59)
where F = g(u)− g(u′)− (f −f ′) ∈ L1ρ(Ω). Applying (2.50) to this equation
and using the properties of g described in Definition 2.9 we obtain (2.56).
Similarly we obtain (2.57) and (2.58), using (2.50) and (2.51). These in-
equalities imply uniqueness and monotone dependence on data.
In the case that f and h are bounded, existence is obtained by the stan-
dard variational method. In general we approach f in L1ρ(Ω) by functions
in C∞c (Ω) and h in L1(∂Ω;ω) by functions in C(∂Ω) and employ (2.56).

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3 Measure data
Denote by Mρ(Ω) the space of Radon measures ν in Ω such that ρ|ν| is a
bounded measure.
Lemma 3.1 Let Ω be a Lipschitz bounded domain. Let ν ∈ Mρ(Ω) and
u ∈ L1loc(Ω) be a nonnegative solution of
−∆u = ν in Ω.
Then u ∈ L1ρ(Ω) and there exists a unique positive Radon measure µ on ∂Ω
such that
u = K[µ] +G[ν]. (3.1)
Proof. Let D be a smooth subdomain of Ω such that D¯ ⊂ Ω. Since u ∈
W 1,ploc (Ω) for some p > 1 it follows that u possesses a trace, say hD, in
W
1− 1
p
,p
(∂D). Put v := u − GD[ν]. Then −∆v = 0 in D and v ≥ 0 on
∂D and therefore in D. If {Dn} is an increasing sequence of such domains,
converging to Ω, then GDn [ν] ↑ GΩ[ν]. Thus v = u − GΩ[ν] is a non-
negative harmonic function in Ω and consequently possesses a boundary
trace µ ∈M(∂Ω) such that v = K[µ].

Lemma 3.2 Let Ω be a Lipschitz bounded domain. If ν ∈ Mρ(Ω) and
µ ∈M(∂Ω), there exists a unique u ∈ L1ρ(Ω) satisfying∫
Ω
− u∆η dx =
∫
Ω
η dν −
∫
Ω
K[µ]∆ηdx ∀η ∈ X(Ω). (3.2)
This is equivalent to
u = G[ν] +K[µ]. (3.3)
The following estimate holds
‖u‖L1ρ(Ω) ≤ c
(
‖ν‖
Mρ(Ω)
+ ‖K[µ]‖L1ρ(Ω)
)
(3.4)
≤ c
(
‖ν‖
Mρ(Ω)
+ ‖µ‖
M(∂Ω)
)
.
In addition, if dν = fdx for some f ∈ L1ρ(Ω) then, for any nonnegative
element η ∈ X(Ω), we have
−
∫
Ω
|u|∆η dx ≤ −
∫
Ω
K[|µ|]∆ηdx+
∫
Ω
ηfsgn(u) dx, (3.5)
and
−
∫
Ω
u+∆η dx ≤ −
∫
Ω
K[µ+]∆ηdx+
∫
Ω
ηfsgn+(u) dx. (3.6)
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Proof. We approximate µ by a sequence {hnP (x0, ·)} and ν by a sequence
{fn} such that
hnP (x0, ·) ∈ L1(∂Ω), hnP (x0, ·)HN−1 → µ weakly in measure
and
fn ∈ L1ρ(Ω), fn → ν weakly relative to Cρ(Ω),
where Cρ denotes the space of functions ζ ∈ C(Ω) such that ρζ ∈ L∞(Ω).
Applying Lemma 2.8 to problem (2.49) (f, h replaced by fn, hn) and taking
the limit we obtain a solution u ∈ L1ρ(Ω) of (3.2) satisfying (3.4).
Lemma 2.7 implies that any solution u of (3.2) satisfies (3.3). Therefore
the solution is unique and hence (3.4) holds for all solutions.
Inequalities (3.5) and (3.6) are proved in the same way as the corre-
sponding inequalities in Lemma 2.8

Definition 3.3 Let Ω be a bounded Lipschitz domain and let g ∈ G(R). If
µ ∈M(∂Ω), a function u ∈ L1ρ(Ω) is a weak solution of{ −∆u+ g(u) = 0 in Ω
u = µ in ∂Ω
(3.7)
if g(u) ∈ L1ρ(Ω) and
u+G[g(u)] = K[µ] (3.8)
a.e. in Ω. Equivalently∫
Ω
(−u∆η + g(u)η) dx = −
∫
Ω
(K[µ]∆η) dx ∀η ∈ X(Ω). (3.9)
The measure µ is called the boundary trace of u on ∂Ω.
Similarly a function u ∈ L1ρ(Ω) is a weak supersolution, respectively sub-
solution, of (3.7) if g(u) ∈ L1ρ(Ω) and
u+G[g(u)] ≥ K[µ] respectively u+G[g(u)] ≤ K[µ]. (3.10)
This is equivalent to (3.9), with = replaced by ≥ or ≤, holding for every
positive η ∈ X(Ω).
Remark. It follows from this definition and Lemma 2.10 that, if
µn ⇀ µ weakly in M(∂Ω), un → u, g(un)→ g(u) in L1ρ(Ω),
and if
un = K[µn]−G[g(un)],
then u = K[µ]−G[g(u)].
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Lemma 3.4 Let Ω be a Lipschitz bounded domain and let g ∈ G. Suppose
that µ ∈M(∂Ω) and that there exists a solution of problem (3.7). Then the
solution is unique.
If µ, µ′ are two measures in M(∂Ω), for which problem (3.7) possesses
solutions u, u′ respectively, then the following estimate holds:∥∥u− u′∥∥
L1ρ(Ω)
+
∥∥g(u)− g(u′)∥∥
L1ρ(Ω)
≤ ∥∥K[µ− µ′]∥∥
L1ρ(Ω)
) (3.11)
≤ ∥∥µ− µ′∥∥
M(∂Ω)
.
If µ ≤ µ′ then u ≤ u′.
In addition, for any nonnegative element η ∈ X(Ω), we have
−
∫
Ω
(|u|∆η − |g(u)|η) dx ≤ −
∫
Ω
K[|µ|]∆ηdx (3.12)
and
−
∫
Ω
(u+∆η − g(u)+η) dx ≤ −
∫
Ω
K[µ+]∆ηdx. (3.13)
Proof. This follows from Lemma 3.2 in the same way that Lemma 2.10
follows from Lemma 2.8. 
Definition 3.5 Assume that u ∈ W 1,ploc (Ω) for some p > 1. We say that
u possesses a boundary trace µ ∈ M(∂Ω) if, for every Lipschitz exhaustion
{Ωn} of Ω,
lim
n→∞
∫
∂Ωn
Zudωn =
∫
∂Ω
Z dµ, (3.14)
holds for every Z ∈ C(Ω¯).
Similarly we say that u possesses a trace µ on a relatively open set A ⊂
∂Ω if (3.14) holds for every Z ∈ C(Ω¯) such that suppZ ⊂ Ω ∪A.
Remark. If u ∈W 1,ploc (Ω) for some p > 1 then, by Sobolev’s trace theorem, for
every relatively open (N−1)- dimensional Lipschitz surface Σ, u possesses a
trace in W 1−
1
p
,p(Σ). In particular the trace is in L1(Σ). In fact there exists
an element of the Lebesgue equivalence class of u such that the trace on Σ
is precisely the restriction of u to Σ. When it is relevant, as in (3.14), we
assume that u is represented by such an element.
If u ∈W 1,p(Ω) then, by the same token, u possesses a trace inW 1− 1p ,p(∂Ω).
If {Ωn} is a uniform Lipschitz exhaustion and hn (resp. h) denotes the trace
of u on ∂Ωn (resp. ∂Ω) then
‖hn‖
W
1− 1p ,p(∂Ωn)
→ ‖h‖
W
1− 1p ,p(∂Ω)
.
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This follows from the continuity of the imbedding
W 1,p(Ω) →֒W 1− 1p ,p(∂Ω)
and the fact that C1(Ω¯) is dense in W 1,p(Ω).
Similarly, if {Ωn} is a Lipschitz exhaustion (not necessarily uniform, but
satisfies (2.26)) then
‖hn‖L1(∂Ωn) → ‖h‖L1(∂Ω) .
In particular, if u ∈W 1,p0 (Ω) then its boundary trace is zero, in the sense
of the above definition.
Proposition 3.6 Let u be a weak solution of (3.7). If {Ωn} is a Lipschitz
exhaustion of Ω then, for every Z ∈ C(Ω¯),
lim
n→∞
∫
∂Ωn
Zudωn =
∫
∂Ω
Z dµ, (3.15)
where ωn is the harmonic measure of Ωn (relative to a point x0 ∈ Ω1).
Proof. If v := G[g ◦u] then v ∈ L1ρ(Ω) and u+ v is a harmonic function. By
(3.8), u+ v = KΩ[µ]. Therefore, by Lemma 2.2,
lim
n→∞
∫
∂Ωn
Z(u+ v) dωn =
∫
∂Ω
Z dµ (3.16)
for every Z ∈ C(Ω¯). As v ∈ W 1,p0 (Ω) for some p > 1 its boundary trace is
zero. Therefore (3.16) implies (3.15). 
Definition 3.7 A measure µ ∈M(∂Ω) is called g-admissible if g(K[|µ|]) ∈
L1ρ(Ω).
Theorem 3.8 If µ is g-admissible then problem (3.7) possesses a unique
solution.
Proof. First assume that µ > 0. Under the admissibility assumption, U =
K[µ] is a supersolution of (3.7). Let {Dn} be an increasing sequence of
smooth domains such that D¯n ⊂ Dn+1 ⊂ Ω and Dn ↑ Ω. Let un be the
solution of problem (3.7) in Dn with boundary data hn = U
∣∣
∂Dn
. Then
{un} decreases and the limit u = limun satisfies (3.7).
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In the general case we define U¯ = K[|µ|] and U , un as before. By
assumption g(U¯ ) ∈ L1ρ(Ω) and U¯ dominates |un| for all n. Let η be a non-
negative function in X(Ω) and let ζn be the solution of the problem
∆ζ = (∆η)ρn/ρ in Dn, ζ = 0 on ∂Dn.
Then ζn ∈ X(Dn) and, since ρn → ρ,
(∆ζn)→ (∆η), ζn → η.
In addition, (∆ζn)/ρn = (∆η)/ρ is bounded and, by (2.41), the sequence
{ζn/ρn} is uniformly bounded.
The solutions un satisfy,∫
Dn
(−un∆ζn + g(un)ζn) dx = −
∫
Dn
PDn [hn]∆ζndx. (3.17)
The sequence {uk : k > n} is bounded in W 1,p(Dn) for every n. Conse-
quently there exists a subsequence (still denoted by {un}) which converges
pointwise a.e. in Ω. We denote its limit by u. Since {un} is dominated by
U¯ it follows that
lim
n→∞
∫
Dn
(−un∆ζn + g(un)ζn) dx =
∫
Ω
(−u∆η + g(u)η) dx.
Furthermore,∫
Dn
PDn [hn]∆ζndx =
∫
Dn
U∆η(ρn/ρ) dx→
∫
Ω
U∆ηdx =
∫
Ω
K[µ]∆η dx.
Thus u is the solution of (3.7).

Remark. If we do not assume that g(0) = 0 the admissibility condition
becomes,
g(K[µ+]+ρ(g(0))+) ∈ L1ρ(Ω) and g(−K[µ−]−ρ(g(0))−) ∈ L1ρ(Ω). (3.18)
4 The boundary trace of positive solutions
As before we assume that Ω is a bounded Lipschitz domain and g ∈ G.
We denote by ρ the first eigenfunction of −∆ in Ω normalized by ρ(x0) = 1
at some (fixed) point x0 ∈ Ω.
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A function u ∈ L1loc(Ω) is a solution of the equation
−∆u+ g(u) = 0 in Ω, (4.1)
if g ◦ u ∈ L1loc(Ω) and u satisfies the equation in the distribution sense.
A function u ∈ L1loc(Ω) is a supersolution (resp. subsolution) of the
equation (4.1) if g ◦ u ∈ L1loc(Ω) and
−∆u+ g ◦ u ≥ 0 (resp. ≤ 0)
in the distribution sense.
Proposition 4.1 Let u be a positive solution of (4.1). If g ◦ u ∈ L1ρ(Ω)
then u ∈ L1ρ(Ω) and it possesses a boundary trace µ ∈M(∂Ω), i.e., u is the
solution of the boundary value problem (3.7) with this measure µ.
Proof. If v := G[g ◦ u] then v ∈ L1ρ(Ω) and u + v is a positive harmonic
function. Hence u + v ∈ L1ρ(Ω) and there exists a non-negative measure
µ ∈ M(∂Ω) such that u + v = K[µ]. In view of (3.8), this implies our
assertion. 
Lemma 4.2 If u is a non-negative solution of (4.1) then u ∈ C1(Ω).
Let {un} be a sequence of non-negative solutions of (4.1) which is uni-
formly bounded in every compact subset of Ω. Then there exists a subse-
quence {unj} which converges in C1(Ω¯′) for every Ω′ ⋐ Ω to a solution u of
(4.1).
Proof. Since g ◦ u ∈ L1loc(Ω) it follows that u ∈ W 1,ploc (Ω) for some p ∈
[1, N/(N − 1)). Let Ω′ be a smooth domain such that Ω′ ⋐ Ω. By the trace
imbedding theorem, u possesses a trace h ∈ L1(∂Ω′). If U is the harmonic
function in Ω′ with boundary trace h then u < U . Thus u (and hence
g ◦u) is bounded in every compact subset of Ω. By elliptic p.d.e. estimates,
u ∈ C1(Ω).
The second assertion of the lemma follows from the first by a standard
argument. 
Theorem 4.3 (i) Let u be a non-negative supersolution (resp. subsolution)
of (4.1). Then u ∈ W 1,ploc (Ω) for some p ∈ [1, N/(N − 1)). In particular, if
Ω′ is a C1 domain such that Ω′ ⋐ Ω then u possesses a trace h ∈ L1(∂Ω′).
(ii) If u is a positive supersolution, there exists a non-negative solution u ≤ u
which is the largest among all solutions dominated by u.
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If u is a positive subsolution and u is dominated by a solution w of (4.1)
then there exists a minimal solution u¯ such that u ≤ u¯. In particular, if
g ∈ G satisfies the Keller-Osserman condition then such a solution exists.
(iii) Under the assumptions of (ii), if g ◦ u ∈ L1ρ(Ω) (resp. g ◦ u¯ ∈ L1ρ(Ω))
then the boundary trace of u (resp. u¯) is also the boundary trace of u in the
sense of Definition 3.5.
Proof. First consider the case of a supersolution. Since −∆u + g(u) ≥ 0
there exists a positive Radon measure τ in Ω such that
−∆u+ g(u) = τ in Ω.
Therefore u ∈W 1,ploc (Ω) and consequently u possesses an L1 trace on ∂Ω′ for
every Ω′ as above.
Next, let {Ωn} be a C1 exhaustion of Ω which is also uniformly Lipschitz.
Let vn be the solution of the boundary value problem
−∆v + g(v) = 0 in Ωn, v = u on ∂Ωn. (4.2)
Since u possesses a trace in L1(∂Ωn) this boundary value problem possesses a
(unique) solution. By the comparison principle 0 ≤ vn ≤ u in Ωn. Therefore
the sequence {vn} decreases and consequently it converges to a solution u
of (4.1). Evidently this is the largest solution dominated by u.
Now suppose that g ◦ u ∈ L1ρ(Ω) (but not necessarily g ◦ u ∈ L1ρ(Ω)).
By Proposition 4.1, u ∈ L1ρ(Ω) and u possesses a boundary trace µ. By the
definition of vn,∫
∂Ωn
udωn =
∫
∂Ωn
PΩn(x0, y)u(y)dS = vn(x0) +
∫
Ωn
GΩn(x, x0)g(vn(x))dx
→ u(x0) +
∫
Ω
GΩ(x, x0)g(u(x))dx.
Hence, taking a subsequence if necessary, we may assume that
uχ∂Ωnωn ⇀ µ
′
where µ′ is a measure on ∂Ω such that
µ′(∂Ω) = u(x0) +
∫
Ω
GΩ(x, x0)g(u(x))dx.
On the other hand, as µ is the boundary trace of u,
u(x0) +
∫
Ω
GΩ(x, x0)g(u(x))dx = µ(∂Ω).
36
Thus µ(∂Ω) = µ′(∂Ω). However, as u ≤ u, we have µ ≤ µ′. This implies
that µ = µ′.
Next we treat the case of a subsolution. The proof of (i) is the same
as before. We turn to (ii). In the present case, the corresponding sequence
{vn} is increasing and, in general, may not converge. But, as we assume
that u is dominated by a solution w, the sequence converges to a solution u¯
which is clearly the smallest solution above u. In particular, if g satisfies the
Keller-Osserman condition then {vn} is uniformly bounded in every compact
subset of Ω and consequently converges to a solution.
The proof of (iii) for subsolutions is again the same as in the case of
supersolutions.

Corollary 4.4 I. Let u be a non-negative supersolution of (4.1). Let A be
a relatively open subset of ∂Ω. Suppose that, for every Lipschitz domain Ω′
such that
Ω′ ⊂ Ω, ∂Ω′ ∩ ∂Ω ⊂ A, (4.3)
we have
g ◦ u ∈ L1ρ(Ω′). (4.4)
Then both u and u possess traces on A and the two traces are equal.
II. Let u be a non-negative subsolution of (4.1). Let A be a relatively open
subset of ∂Ω. Suppose that for every Lipschitz domain Ω′ satisfying (4.3)
we have
g ◦ u¯ ∈ L1ρ(Ω′). (4.5)
Then both u and u¯ posses traces on A and the two traces are equal.
Proof. Let u be a supersolution and let Ω′ be a domain as above. Denote
by ρ′ the first eigenfunction of −∆ in Ω′ normalized by ρ′(x0) = 1 for some
x0 ∈ Ω′. Since ρ′ ≤ cρ, (4.3) implies that g ◦ u ∈ L1ρ′(Ω′). Let u′ denote the
largest solution of (4.1) in Ω′ dominated by u. Then g ◦ u′ ∈ L1ρ′(Ω′) and,
by Theorem 4.3, u′ ∈ L1ρ(Ω′) and u′ has a trace ν ′ on ∂Ω′ which is also the
boundary trace of u on ∂Ω.
Let {Ωn} be an increasing uniformly Lipschitz sequence of domains such
that ∂Ωn ∩ Ω is a C1 surface, Dn := Ω \Ωn is Lipschitz and
Fn := ∂Ωn \Ω ⊂ F 0n+1 ⊂ A, ∪Ωn = Ω, ∪F 0n = A,
where F 0n is the relative interior of Fn. Denote by un the largest solution
dominated by u in Ωn and observe that {un} is decreasing and converges to
37
a solution. Obviously this is the largest solution dominated by u, namely,
u.
Let τn be the trace of un on ∂Ωn. Put νn = τnχFn . Recall that τn is also
the trace of u so that
ν ′n = τn − νn = uχ∂Ωn\FndS.
Assertion A. There exists a Radon measure ν on A such that νn ⇀ ν and
ν is the trace of u, as well as of u, on A.
Let E be a compact subset of A and denote,
n(E) := inf{m ∈ N : E ⊂ F 0m}.
In view of the fact that, for n ≥ n(E), νn is the trace of u, relative to Ωn,
on a set F 0n(E) in which E is strongly contained and the fact that {Ωn} is
Lipschitz, Lemma 2.6 implies that the set {νn(E) : n ≥ n(E)} is bounded.
By taking a sequence if necessary we may assume that
νn⌊E⇀ νE.
Applying this procedure to E = Fm for each m ∈ N and then using the
diagonalization method we obtain a subsequence, again denoted by {νn},
such that
νn ⇀ ν
where ν is a Radon measure on A (not necessarily bounded).
Next we wish to show that ν is the trace of u on A relative to Ω. To this
purpose we construct a C1 exhaustion of Ω, say {Dn}, such that Dn ⋐ Ωn
and ∂Dn = Γn ∪ Γ′n where
Γ′n = ∂Ωn ∩ {y ∈ Ω : dist (y, Fn) ≥ ǫn}
Γn ⊂ {y ∈ Ωn : dist (y, Fn) < ǫn},
where 0 < ǫn <
1
2dist (Fn, ∂Ω \A) is chosen so that
HN−1χΓn ⇀ HN−1χA and uχΓndω
n ⇀ ν.
Here dωn is the harmonic measure in Dn. This is possible because, if Γn is
sufficiently close to ∂Ωn, then
uχΓndω
n − νnχFn ⇀ 0.
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(As usual in this paper, νnχFn denotes the Borel measure in R
N that is equal
to νn on Fn and zero elsewhere.) This implies that ν is the trace of u on A.
Since νn is also the trace of un on Fn it follows that, if Γn is sufficiently
close to ∂Ωn,
unχΓndω
n − νnχFn ⇀ 0.
As un ↓ u we deduce that ν is also the trace of u on A.
If u is a subsolution the argument is essentially the same. Let u¯n be
the smallest solution that dominates u in Ωn. Then the sequence {u¯n} is
increasing, but it is dominated by a solution w. Therefore it converges to
a solution and this is the smallest solution dominating u, namely, u¯. By
Theorem 4.3, un and u⌊ possess the same trace on ∂Ωn. Let τn be the trace
of un on ∂Ωn and put νn = τnχFn . The rest of the proof is as before.

Definition 4.5 Let u be a positive supersolution, respectively subsolution,
of (4.1). A point y ∈ ∂Ω is a regular boundary point relative to u if there
exists an open neighborhood D of y such that g ◦ u ∈ L1ρ(Ω ∩D). If no such
neighborhood exists we say that y is a singular boundary point relative to u.
The set of regular boundary points of u is denoted by R(u); its com-
plement on the boundary is denoted by S(u). Evidently R(u) is relatively
open.
Theorem 4.6 Let u be a positive solution of (4.1) in Ω. Then u possesses
a trace on R(u), given by a Radon measure ν.
Furthermore, for every compact set F ⊂ R(u),∫
Ω
(−u∆η + g(u)η) dx = −
∫
Ω
(K[νχF ]∆η) dx (4.6)
for every η ∈ X(Ω) such that supp η ∩ ∂Ω ⊂ F .
Proof. The first assertion is an immediate consequence of Corollary 4.4.
We turn to the proof of the second assertion. Let F be a compact subset
of R(u) and let η ∈ X(Ω) be a function such that the following conditions
hold for some open set Eη:
supp η ⊂ Ω¯ ∩ Eη, F ⊂ Eη ∩ ∂Ω, E¯η ∩ S(u) = ∅, x0 ∈ Dη := Ω ∩ Eη.
By Definition 4.5, if D is a subdomain of Ω such that D¯ ∩ S(u) = ∅ then
g ◦ u ∈ L1ρ(D), where ρ is the first normalized eigenfunction of Ω. Let E be
a C2 domain such that
E¯η ⊂ E, HN−1(∂Ω ∩ ∂E) = 0, E¯ ∩ S(u) = ∅.
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Put D := E ∩ Ω and note that g ◦ u ∈ L1ρ(D).
If φ denotes the first normalized eigenfunction in D then φ ≤ cρ for
some positive constant c. Therefore the fact that g ◦ u ∈ L1ρ(D) implies
that g ◦ u ∈ L1φ(D) and the properties of η imply that η ∈ X(D). Hence u
possesses a boundary trace τD on ∂D and∫
D
(−u∆η + g(u)η) dx = −
∫
D
(
KD[τD]∆η
)
dx. (4.7)
Let Γ = E¯ ∩ ∂Ω and Γ′ = ∂D \Γ; note that Γ∩S(u) = ∅ and η vanishes
in a neighborhood of ∂E ∩ Ω¯. Put τDΓ = τDχΓ and τDΓ′ = τD − τDΓ . Then
dτDΓ′ = udS on Γ
′ and, as u ∈ C(D¯ \ Γ),
KD[τDΓ′ ] ∈ C(D¯ \ Γ).
Furthermore η vanishes in a neighborhood of Γ′ and consequently∫
D
(
KD[τDΓ′ ]∆η
)
dx =
∫
D
(∫
∂D\Γ
PD(x, y)u(y)dSy
)
∆η(x)dx
=
∫
∂D\Γ
(∫
D
PD(x, y)∆η(x)dx
)
u(y)dSy = 0.
Thus ∫
Ω
(−u∆η + g(u)η) dx = −
∫
Ω
KD[τDΓ ]∆η dx. (4.8)
(Changing the domain of integration from D to Ω makes no difference since
η vanishes in Ω \D.)
Now, τDΓ is the trace of u on Γ relative to D while νχΓ is the trace of u
on Γ relative to Ω. Since D ⊂ Ω it follows that
τDΓ ≤ νχΓ. (4.9)
Let {Ej} be an increasing sequence of C2 domains such that each domain
possesses the same properties as E and,
E¯j ∩ ∂Ω = E¯ ∩ ∂Ω = Γ, and Dj := Ej ∩ Ω ↑ Ω. (4.10)
For each j ∈ N and y ∈ Γ, the function KDj(·, y) is harmonic in Dj, vanishes
on ∂Dj \ {y} and KDj(x0, y) = 1. Furthermore the sequence {KDj(·, y)}
is non-decreasing. Therefore it converges uniformly in compact subsets of
(Ω ∪ Γ) \ {y}. The limit is the corresponding kernel function in Ω, namely
KΩ(·, y). (Recall that the kernel function is unique.)
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In view of (4.9), the sequence {τDjΓ } is bounded. Therefore there exists
a subsequence, which we still denote by {τDjΓ }, such that
τD
j
Γ ⇀ τΓ
weakly relative to C(Γ). Combining these facts we obtain,
KDj [τD
j
Γ ]→ KΩ[τΓ].
Hence, by (4.7),∫
Ω
(−u∆η + g(u)η) dx = −
∫
Ω
(
KΩ[τΓ]∆η
)
dx. (4.11)
Finally, as τ
Dj
Γ is the trace of u on Γ relative to Dj then, in view of (4.10),
the limit τΓ is the trace of u on Γ relative to Ω, i.e.,
τΓ = νχΓ.
This relation and (4.11) imply (4.6).

Theorem 4.7 I. Let u be a positive supersolution of (4.1) in Ω and let u
be the largest solution dominated by u. Then,
S(u) = S(u), R(u) = R(u). (4.12)
Both u and u possess a trace on R(u) and the two traces are equal.
II. Let u be a positive subsolution of (4.1) in Ω and let u¯ be the smallest
solution which dominates u. If u is dominated by a solution w of (4.1) then
both u and u¯ possess a trace on R(w) (which is contained in R(u)) and the
two traces are equal on this set.
In particular, if R(w) = R(u) then (4.12), with u replaced by u¯, holds
and both u and u¯ possess a trace on R(u), the two traces being equal.
III. Let ν denote the trace of u on R(u). Then, for every compact set
F ⊂ R(u),∫
Ω
(−u∆η + g(u)η) dx
{
≥ − ∫Ω (K[νχF ]∆η) dx, u supersolution,
≤ − ∫Ω (K[νχF ]∆η) dx, u subsolution (4.13)
for every η ∈ X(Ω), η ≥ 0, such that supp η ∩ ∂Ω ⊂ F .
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Proof. Part I. is a consequence of Corollary 4.4 I.
The first assertion in II. follows from Corollary 4.4 II. with A = R(w).
The second assertion in II. is an immediate consequence of the first.
By Theorem 4.6, u (resp. u¯) satisfy (4.6), where ν is the trace of u (resp.
u¯) on R(u). Since ν is also the trace of u on R(u) we obtain statement III.

Theorem 4.8 Assume that g ∈ G satisfies the Keller-Osserman condition.
(i) Let u be a positive solution of (4.1) and let {Ωn} be a Lipschitz exhaustion
of Ω. If y ∈ S(u) then, for every nonnegative Z ∈ C(Ω¯) such that Z(y) 6= 0
lim
∫
∂Ωn
Zudωn =∞. (4.14)
(ii) Let u be a positive supersolution of (4.1) and let {Ωn} be a C1 exhaustion
of Ω. If y ∈ S(u) then (4.14) holds for every nonnegative Z ∈ C(Ω¯) such
that Z(y) 6= 0.
The proof of satement (i) is essentially the same as for the corresponding
result in smooth domains [25, Lemma 2.8] and therefore will be omitted. In
fact the assumption that g satisfies the Keller-Osserman condition implies
that the set of conditions II in [25, Lemma 2.8] is satisfied. Here too, the
Keller-Osserman condition can be replaced by the weaker set of conditions
II in the same way as in [25].
Part (ii) is a consequence of Theorem 4.7 and statement (i).

Definition 4.9 Let g ∈ G. Let u be a positive solution of (4.1) with regular
boundary set R(u) and singular boundary set S(u). The Radon measure ν
in R(u) associated with u as in Theorem 4.6 is called the regular part of the
trace of u. The couple (ν,S(u)) is called the boundary trace of u on ∂Ω.
This trace is also represented by the (possibly unbounded) Borel measure ν¯
given by
ν¯(E) =
{
ν(E), if E ⊂ R(u)
∞, otherwise. (4.15)
The boundary trace of u in the sense of this definition will be denoted by
tr∂Ωu.
Let
Vν := sup{uνχF : F ⊂ R(u), F compact} (4.16)
where uνχF denotes the solution of (3.7) with µ = νχF . Then Vν is called
the semi-regular component of u.
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Remark. Let τ be a Radon measure on a relatively open set A ⊂ ∂Ω.
Suppose that for every compact set F ⊂ A, uτχF is defined. If Vτ is defined
as above, it need not be a solution of (4.1) or even be finite. However, if g
satisfies the Keller–Osserman condition or if uτχF is dominated by a solution
w, independent of F , then Vτ is a solution.
Definition 4.10 A compact set F ⊂ ∂Ω is removable relative to (4.1) if
the only non-negative solution u ∈ C(Ω¯ \ F ) which vanishes on Ω¯ \ F is the
trivial solution u = 0.
Remark. In the case of power nonlinearities in smooth domains there exists
a complete characterization of removable sets (see [24] and the references
therein). In a later section we shall derive such a characterization for a
family of Lipschitz domains.
Lemma 4.11 Let g ∈ G and assume that g satisfies the Keller-Osserman
condition. Let F ⊂ ∂Ω be a compact set and denote by UF the class of
solutions u of (4.1) which satisfy the condition,
u ∈ C(Ω¯ \ F ), u = 0 on ∂Ω \ F . (4.17)
Then there exists a function UF ∈ UF such that
u ≤ UF ∀u ∈ UF .
Furthermore, S(UF ) =: F ′ ⊂ F ; F ′ need not be equal to F .
The proof is standard and will be omitted.
Definition 4.12 UF is called the maximal solution associated with F . The
set F ′ = S(UF ) is called the g-kernel of F and denoted by kg(F ).
Note. The situation S(UF ) ( F occurs if and only if there exists a closed
set F ′ ⊂ F such that F \ F ′ is a non-empty removable set. In this case
UF = UF ′ .
Lemma 4.13 Let F1, F2 be two compact subsets of ∂Ω. Then,
F1 ⊂ F2 =⇒ UF1 ≤ UF2 (4.18)
and
UF1∪F2 ≤ UF1 + UF2 . (4.19)
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If F is a compact subset of ∂Ω and {Nk} is a decreasing sequence of
relatively open neighborhoods of F such that N¯k+1 ⊂ Nk and ∩Nk = F then
UN¯k → UF (4.20)
uniformly in compact subsets of Ω.
Proof. The first statement is an immediate consequence of the definition of
maximal solution.
Next we verify (4.20). By (4.18) the sequence {UN¯k} decreases and
therefore it converges to a solution U . Clearly U has trace zero outside F
so that U ≤ UF On the other hand, for every k, UN¯k ≥ UF . Hence U = UF
We turn to the verification of (4.19). Let u be a positive solution of (5.1)
which vanishes on ∂Ω \ (F1 ∪ F2). We shall show that there exists solutions
u1, u2 of (5.1) such that
ui = 0 on ∂Ω \ Fi, u ≤ u1 + u2. (4.21)
First we prove this statement in the case where F1 ∩ F2 = ∅. Let E1, E2 be
C1 domains such that E¯1∩ E¯2 = ∅ and Fi ⊂ Ei∩∂Ω, (i=1,2). Let {Ωn} be a
Lipschitz exhaustion of Ω and put An,i = ∂Ωn ∩Ei, (i=1,2). Let vn,i be the
solution of (5.1) in Ωn with boundary data uχAn,i and vn be the solution in
Ωn with boundary data u(1− χAn,1∪An,2). Then
u ≤ vn + vn,1 + vn,2.
By taking a subsequence if necessary we may assume that the sequences
{vn}, {vn,1}, {vn,2} converge. Then lim vn,i = Ui where Ui vanishes on
∂Ω \Ei, (i=1,2). In addition, as the trace of u on ∂Ω \ (F1 ∪F2) is zero, we
have lim vn = 0. Thus
u ≤ U1 + U2.
Now take decreasing sequences of C1 domains {Ek,1}, {Ek,2} such that
E¯k,1 ∩ E¯k,2 = ∅, Fi ⊂ Ek,i ∩ ∂Ω, E¯k,i ∩ ∂Ω ↓ Fi i = 1, 2.
Construct Uk,i corresponding to Ek,i in the same way that Ui corresponds
to Ei. Then,
u ≤ Uk,1 + Uk,2
and, by (4.20), taking a subsequence if necessary,
ui := lim
k→∞
Uk,i = 0 on ∂Ω \ Fi , i = 1, 2.
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This proves (4.21) in the case where F1, F2 are disjoint.
In the general case, let {Nj} be a decreasing sequence of relatively open
neighborhoods of F1 ∩ F2 such that
N¯j+1 ⊂ Nj , ∩Nj = F1 ∩ F2.
Put F ′j,2 = F2 \ Nj . Let {Mj} be a decreasing sequence of relatively open
neighborhoods of F1 such that
M¯j+1 ⊂Mj , ∩Mj = F1, M¯j ∩ F ′j,2 = ∅.
Put F ′j,1 := M¯j.
Let vj be the largest solution dominated by u and vanishing on the
complement of F ′j,1 ∪ F ′j,2:
∂Ω \ (F ′j,1 ∪ F ′j,2) = ∂Ω \
(
(F1 ∪ F2) \ (Nj \ M¯j)
)
= (∂Ω \ (F1 ∪ F2)) ∪ (Nj \ M¯j).
Furthermore, (u − UN¯j\Mj )+ is a subsolution which is dominated by u and
vanishes on the complement of F ′j,1 ∪ F ′j,2. Therefore vj satisfies
u ≥ vj ≥ (u− UN¯j\Mj )+,
which implies,
0 ≤ u− vj ≤ UN¯j\Mj ≤ UN¯j .
By (4.20), UN¯j ↓ UF1∩F2 . Taking a converging subsequence vji → v we obtain
0 ≤ u− v ≤ UF1∩F2 .
By the previous part of the proof there exist solutions vj,1, vj,2, whose
boundary trace is supported in F ′j,1 and F
′
j,2 respectively, such that
vj ≤ vj,1 + vj,2.
Taking a subsequence we may assume convergence of {vj,1} and {vj,2}. Then
ui = lim vj,i has boundary trace supported in Fi. Finally,
u ≤ v + UF1∩F2 ≤ u1 + u2 + UF1∩F2
and tr∂Ωu1 is supported in F1 while tr∂Ω(u2 + UF1∩F2) is supported in F2.
Since u − u1 is a subsolution dominated by the supersolution u2 + UF1∩F2
there exists a solution w2 between them and we obtain
u ≤ u1 + w2
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where tr∂Ωw2 is supported in F2.

The next theorem deals with some aspects of the generalized boundary
value problem:
−∆u+ g ◦ u = 0, u ≥ 0 in Ω,
tr∂Ω = (ν, F ),
(4.22)
where F ⊂ ∂Ω is a compact set and ν is a (non-negative) Radon measure
on ∂Ω \ F .
Theorem 4.14 Let g ∈ G and assume that g is convex and satisfies the
Keller-Osserman condition.
Existence. The following set of conditions is necessary and sufficient for
existence of a solution u of (4.22):
(i) For every compact set E ⊂ ∂Ω \ F , the problem
−∆u+ g(u) = 0 in Ω, u = νχE on ∂Ω, (4.23)
possesses a solution.
(ii) If kg(F ) = F
′, then F \ F ′ ⊂ S(Vν).
When this holds,
Vν ≤ u ≤ Vν + UF . (4.24)
Furthermore if F is a removable set then (4.22) possesses exactly one solu-
tion.
Uniqueness. Given a compact set F ⊂ ∂Ω, assume that
UE is the unique solution with trace (0, kg(E)) (4.25)
for every compact E ⊂ F . Under this assumption:
(a) If u is a solution of (4.22) then
max(Vν , UF ) ≤ u ≤ Vν + UF . (4.26)
(b) Equation (5.1) possesses at most one solution satisfying (4.26).
(c) Condition (4.25) is necessary and sufficient in order that (4.22) posses
at most one solution.
Monotonicity.
(d) Let u1, u2 be two positive solutions of (4.1) with boundary traces (ν1, F1)
and (ν2, F2) respectively. Suppose that F1 ⊂ F2 and that ν1 ≤ ν2χF1 =: ν ′2.
If (4.25) holds for F = F2 then u1 ≤ u2.
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Proof. First assume that there exists a solution u of (4.22). By Theorem 4.6
condition (i) holds. Consequently Vν is well defined by (4.16).
Since Vν ≤ u the function w := u− Vν is a subsolution of (4.1). Indeed,
as g is convex and g(0) = 0 we have
g(a) + g(b) ≤ g(a+ b) ∀a, b ∈ R+. (4.27)
Therefore
0 = −∆w + (g(u) − g(Vν) ≥ −∆w + g(w).
By Theorem 4.3, as g satisfies the Keller-Osserman condition, there exists a
solution w¯ of (4.1) which is the smallest solution dominating w.
By Theorem 4.7, the traces of w and w¯ are equal on A = R(u) ⊂ R(w¯).
Clearly the trace of w on R(u) is zero. The definitions of Vν and w¯ imply,
max(Vν , w¯) ≤ u ≤ Vν + w¯. (4.28)
Therefore
S(w¯) ∪ S(Vν) = S(u).
In addition, as w¯ has trace zero in ∂Ω\F , it follows, by the definition of the
maximal function, that
w¯ ≤ UF and consequently S(w¯) ⊂ kg(F ).
These observations imply that condition (ii) must hold. Inequality (4.24)
follows from (4.28) and this inequality implies that if F is a removable set
then (4.22) possesses exactly one solution.
Now we assume that conditions (i) and (ii) hold and prove existence of
a solution. The function Vν is well defined and Vν +UF is a supersolution of
(4.1) whose boundary trace is (ν, F ). Therefore, by Theorem 4.7, the largest
solution dominated by it has the same boundary trace, i.e. solves (4.22).
Next assume that condition (4.25) is satisfied. It is obvious that (4.25) is
necessary for uniqueness. In addition, (4.25) implies that UF ≤ u and conse-
quently (4.24) implies (4.26). It is also clear that (b) implies the sufficiency
part of (c).
Therefore it remains to prove statements (b) and (d). Let u be the
smallest solution dominating the subsolution max(Vν , UF ) and let v be the
largest solution dominated by Vν + UF .
To establish (b) we must show that u = v. By (4.26) v − u ≤ Vν . In
addition the subsolution v − u has trace zero on ∂Ω \ F . Therefore
v − u ≤ min(Vν , UF ). (4.29)
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Let {Nk} be a decreasing sequence of open sets converging to F such
that Nk+1 ⋐ Nk. Assuming for a moment that ν is a finite measure, the
trace of Vν on Nk is νk := νχNk and it tends to zero as k →∞. Therefore,
in this case,
min(Vν , UF ) ≤ Vνk → 0
and hence u = v. Of course this also implies uniqueness (statement (c)) in
the case where ν is a finite measure.
In the general case we argue as follows. Let vk be the unique solution with
boundary trace (ν ′k, N¯k) where ν
′
k = ν(1− χN¯k). By taking a subsequence if
necessary, we may assume that {vk} converges to a solution v′. By (4.26),
max(Vν′k , UN¯k) ≤ vk ≤ Vν′k + UN¯k
and, by the previous part of the proof, vk is the largest solution dominated
by Vν′k + UN¯k . We claim that if w is a solution of (5.1) then
Vν ≤ w ≤ Vν + UF =⇒ w ≤ Vν′k + UN¯k . (4.30)
Indeed,
w ≤ Vν+UF =⇒ w ≤ Vν′k+Vνk+UF =⇒ w ≤ Vν′k+UN¯k+UF =⇒ w ≤ Vν′k+2UN¯k .
Thus
0 ≤ w − Vν′k ≤ 2UN¯k
which implies
w − Vν′k ≤ UN¯k ,
because any solution (or subsolution) dominated by 2UN¯k is also dominated
by UN¯k .
Hence vk ≥ v and consequently v′ ≥ v.
By (4.20) UN¯k ↓ UF and by definition Vν′k ↑ Vν . Therefore
max(Vν , UF ) ≤ v′ ≤ Vν + UF .
Since v is the largest solution dominated by Vν + UF and v ≤ v′ it follows
that v = v′.
Let uk be the unique solution with boundary trace (ν
′
k, kg(F )). By (4.26),
max(Vν′k , Ukg(F )) ≤ uk ≤ Vν′k + Ukg(F ).
Since uk ≤ u and {uk} increases (because {Vν′k} increases) it follows that
u′ = limuk ≤ u. Furthermore,
max(Vν , Ukg(F )) ≤ u′ ≤ Vν + Ukg(F ).
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If (4.22) possesses a solution then condition (ii) holds. Therefore for any
solution w of (5.1)
max(Vν , Ukg(F )) ≤ w =⇒ max(Vν , UF ) ≤ w.
Hence max(Vν , UF ) ≤ u′ and, as u′ ≤ u we conclude that u′ = u.
Finally, for every ǫ > 0,
(1− ǫ)Vν′k + ǫUkg(F ) ≤ uk
and consequently
vk − uk ≤ Vν′k + UN¯k −
(
(1− ǫ)Vν′k + ǫUkg(F ))
)
=
UN¯k − (1− ǫ)Ukg(F ) + ǫVν′k ≤ UNk\F + UF − (1− ǫ)Ukg(F ) + ǫVν′k ≤
ǫ(UF + Vν′k)→ ǫ(UF + Vν).
This implies uk = vk and hence u = v. This establishes statement (b) and
hence the sufficiency in (c).
Finally we establish monotonicity. Let vi be the unique solution of (5.1)
with boundary trace (νi, Fi), (i=1,2). Then vi is the largest solution domi-
nated by Vνi + UFi (i=1,2). The argument used in proving (4.30) yields
Vν1 ≤ w ≤ Vν1 + UF1 =⇒ w ≤ Vν2 + UF2 . (4.31)
This implies v1 ≤ v2.

5 Equation with power nonlinearity in a Lipschitz
domain
In this section we study the trace problem and the associated boundary
value problem for equation
−∆u+ |u|q−1 u = 0 (5.1)
in a Lipschitz bounded domain Ω and q > 1. The main difference between
the smooth cases and the Lipschitz case is the fact that the notion of critical
exponent is pointwise. If G is any domain in RN we denote
U(G) := { the set of solutions (5.1) in G} . (5.2)
and U+(G) = {u ∈ U(G) : u ≥ 0 in G}. Notice that any solution is at
least C3 in G and any positive solution is C∞. The next result is proved
separately by Keller [19] and Osserman [29].
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Proposition 5.1 Let q > 1, Ω ⊂ RN be any domain and u ≥∈ C(Ω) be a
weak solution of
−∆u+Auq ≤ B in Ω. (5.3)
for some A > 0 and B ≥ 0. Then there exist Ci(N, q) > 0 (i = 1, 2) such
that
u(x) ≤ C1
(
1√
Adist (x, ∂Ω)
)2/(q−1)
+ C2
(
B
A
)1/q
∀x ∈ Ω. (5.4)
For a solution of (5.1) in Ω which vanishes on the boundary except at one
point, we have a more precise estimate.
Proposition 5.2 Let q > 1, Ω ⊂ RN be a bounded Lipschitz domain, y ∈
∂Ω and u ∈ U+(Ω) is continuous in Ω\{y}) and vanishes on ∂Ω\{y}. Then
there exists C3(N, q,Ω) > 0 and α ∈ (0, 1] such that
u(x) ≤ C3 (dist (x, ∂Ω))α |x− y|−2/(q−1)−α ∀x ∈ Ω. (5.5)
Furthermore α = 1 if Ω is a W 2,s domain with s > N .
Proof. By translation we can assume that y = 0. Let u˜ be the extension of
u+ by zero outside Ω\{0}. Then it is a subsolution of (5.1) in RN \{0} (see
[14] e.g.). Thus
u˜(x) ≤ C1|x|−2/(q−1) ∀x 6= 0,
and, with the same estimate for u−, we derive
|u(x)| ≤ C1|x|−2/(q−1) ∀x ∈ Ω. (5.6)
Next we define the transformation Tk (k > 0) by Tk[u](x) = k
−2/(q−1)u(k−1x),
valid for any x ∈ Ωk = kΩ. Then uk := Tk[u] satisfies the same equation as
u in Ωk, is continuous in Ωk \ {0} and vanishes on ∂Ωk \ {0}. Then
uk(x) ≤ C1|x|−2/(q−1) ∀x ∈ Ωk,
thus, by elliptic equation theory in uniformly Lipschitz domains, (which is
the case if k ≥ 1)
‖uk‖Cα(Ωk∩(B7/4\B5/4)) ≤ C ‖uk‖L∞(Ωk∩(B2\B1)) = C2.
This implies
|u(k−1x′)−u(k−1z′)| ≤ C2k−2/(q−1)−α|x′−z′|α ∀(x, z) ∈ Ωk×Ωk : 5/4 ≤ |x′|, |z′| ≤ 7/4.
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Let (x, z) in Ω × Ω close enough to 0. First, if 5/7 ≤ |x|/|z| ≤ 7/5 there
exists k ≥ 1 such that 5/4 ≤ |kx|, |kz| ≤ 7/4. Then
|u(x)− u(z)| ≤ C3|x|−2/(q−1)−α|x− z|α.
If we take in particular x such that z = Proj∂Ω(x) satisfies the above re-
striction, we derive
u(x) ≤ C3|x|−2/(q−1)−α (dist (x, ∂Ω))α .
Because Ω is Lipschitz, it is easy to see that there exists β ∈ (0, 1/2) such
that whenever dist (x, ∂Ω) = |x− Proj∂Ω(x)| ≤ β|x|, there holds
5/7 ≤ |x|/ |Proj∂Ω(x)| ≤ 7/5.
Next we suppose |x− Proj∂Ω(x)| > β|x|. Then, by the Keller-Osserman
estimate,
u(x) ≤ C|x|−2/q−1)−α|x|α ≤ Cβ−α|x|−2/q−1)−α |x− Proj∂Ω(x)|α ,
which is (5.5). If we assume that ∂Ω is W 2,s, with s > N , then we can
perform a change W 2,s of coordinates near 0 with transforms ∂Ω ∩ BR(0)
into RN+ ∩BR(0) and the equation into
−
∑
i,j
∂
∂xi
(
aij
∂u˜
∂xj
)
+ |u˜|q−1u˜ = 0, in RN+ ∩BR(0) \ {0}, (5.7)
where the aij are the partial derivatives of the coordinates and thus belong
to W 1,s(BR). By developping, u˜ satisfies
−
∑
i,j
aij
∂2u˜
∂xi∂xj
−
∑
j
bj
∂u˜
∂xj
+ |u˜|q−1u˜ = 0.
Notice that, since s > N , the aij are continuous while the bi are in L
s. The
same regularity holds uniformly for the rescaled form of u˜k := Tk[u˜]. By
the Agmon-Douglis-Nirenberg estimates u˜k belongs to W
2,s. Since s > N ,
u˜ satisfies an uniform C1 estimates, which implies that we can take α = 1.

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5.1 Analysis in a cone
The removability question for solutions of (5.1) near the vertex of a cone
has been studied in [11], and we recall this result below.
If we look for separable solutions of (5.1) under the form u(x) = u(r, σ) =
rβω(σ), where (r, σ) ∈ R+ × SN−1 are the spherical coordinates, one finds
immediately β = −2/(q − 1) and ω is a solution of
−∆′ω − λ
N,q
ω + |ω|q−1 ω = 0 (5.8)
on SN−1 with
λ
N,q
=
2
q − 1
(
2q
q − 1 −N
)
. (5.9)
Thus, a solution of (5.1) in the cone CS = {(r, σ) : r > 0, σ ∈ S ⊂ SN−1},
vanishing on ∂C
S
\ {0}, has the form u(r, σ) = r−2/(q−1)ω(σ) if and only if
ω is a solution of (5.8) in S which vanishes on ∂S. The next result [11, Prop
2.1] gives the the structure of the set of positive solutions of (5.8).
Proposition 5.3 Let λ
S
be the first eigenvalue of the Laplace-Beltrami op-
erator −∆′ in W 1,20 (S). Then
(i) If λ
S
≥ λ
N,q
there exists no solution to (5.8) vanishing on ∂S.
(ii) If λS < λN,q there exists a unique positive solution ω = ωS to (5.8)
vanishing on ∂S. Furthermore S ⊂ S′ =⇒ ωS ≤ ωS′ .
The following is a consequence of Proposition 5.3.
Proposition 5.4 [11] Assume Ω a bounded domain with a purely conical
part with vertex 0, that is
Ω ∩Br0(0) = CS ∩Br0(0) = {x ∈ ∩Br0(0) \ {0} : x/ |x| ∈ S} ∪ {0}
and that ∂Ω \ {0} is smooth. Then, if λ
S
≥ λ
N,q
, any solution u ∈ U(Ω)
which is continuous in Ω \ {0} and vanishes on ∂Ω \ {0} is identically 0.
Remark. If S ⊂ SN−1 is a domain and λ
S
the first eigenvalue of the Laplace-
Beltrami operator −∆′ inW 1,20 (S) we denote by α˜S and αS the positive root
and the absolute value of the negative root respectively, of the equation
X2 + (N − 2)X − λ
S
= 0.
Thus
α˜
S
=
1
2
(
2−N +
√
(N − 2)2 + 4λ
S
)
,
αS =
1
2
(
N − 2 +
√
(N − 2)2 + 4λS
)
.
(5.10)
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It is straightforward that
λ
S
≥ λ
N,q
⇐⇒ α
S
≥ 2
q − 1 ,
and, in case of equality, the exponent q = q
S
satisfies q
S
= 1 + 2/α
S
.
In subsection 6.2 we compute the Martin kernel K and the first eigen-
function ρ of −∆ for cones with k-dimensional edge. In particular, if k = 0
and CS is the cone with vertex at the origin and ’opening’ S ⊂ SN−1, we
have
KCS(x, 0) = |x|−αSω
S
(σ), ρ(x) = |x|α˜Sω
S
(σ). (5.11)
Combining the removability result with the admissibility condition The-
orem 3.8, we obtain the following.
Theorem 5.5 The problem
−∆u+ |u|q−1u = 0 in CS,
u ∈ C(C¯S \ {0}), u = 0 on ∂CS \ {0}
(5.12)
possesses a non-trivial solution if and only if
1 < q < qS = 1 + 2/αS .
Under this condition the following statements hold.
(a) For every k 6= 0 there exists a unique solution vk of (5.1) with boundary
trace kδ0. In addition we have
vk/v1(x)→ k uniformly as x→ 0. (5.13)
(b) Equation (5.1) possesses a unique solution U in CS such that S(U) = {0}
and its trace on ∂CS \ {0} is zero. This solution satisfies
|x| 2q−1U(x) = U(x/|x|) = ωS(x/|x|) (5.14)
and
U = v∞ := lim
k→∞
vk. (5.15)
Proof. (a) By (5.11),∫
CS∩B1
Kq(x, 0)ρ(x) dx ≤ C
∫ 1
0
rα˜S−qαS+N−1dr <∞,
since
α˜
S
− qα
S
+N − 1 = 1− (q − 1)α
S
> −1.
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Thus q is admissible for CS ∩ B1 at 0. By Theorem 3.8, for every k ∈ R,
there exists a unique solution of (5.1) with boundary trace kδ0.
Observe that, for every a, j > 0, v˜j(x) := a
2/(q−1)vj(ax) is a solution
of (5.1) in CS . This solution has boundary trace kδ0 where k = a
2/(q−1)j.
Because of uniqueness, v˜j = vk. Thus
vk(x) = a
2/(q−1)vj(ax), k = a2/(q−1)j. (5.16)
This implies (5.13).
(b) Let w be a solution in CS such that S(w) = {0} and its trace on ∂CS\{0}
is zero. We claim that
w ≥ v∞ := lim k →∞vk. (5.17)
Indeed, for every S′ ⋐ S, k > 0,∫
aS′
w dωa →∞, lim sup
∫
aS′
vkdωa <∞ as a→ 0
where dωa denotes the harmonic measure for a bounded Lipschitz domain
Ωa such that aS
′ ⊂ ∂Ωa and Ωa ↑ CS. Therefore, using the classical Harnack
inequality up to the boundary, w/vk → ∞ as |x| → 0 in CS′ . In addition,
either by Hopf’s maximum principle (if S is smooth) or by the boundary
Harnack principle (if S is merely Lipschitz),
c−1v1 ≤ w ≤ cv1 in CS\S′ .
This inequality together with (5.16) yields,
c−1vk ≤ w ≤ cvk in CS\S′
with c independent of k. Therefore c−1vk ≤ w in CS. If 1/c > k/cj > 1
then kj vj ≤ vk ≤ cw and consequently vj < w. Here we used the fact that
k
j vj is a subsolution with boundary trace kδ0.
Let U0 be the maximal solution with trace 0 on ∂CS \ {0} and singular
boundary point at 0. Then
U0(x) = a
2/(q−1)U0(ax) ∀a > 0, x ∈ CS ,
because a2/(q−1)U0(ax) is again a solution which dominates every solution
with trace 0 on ∂CS \ {0} and singular boundary point at 0. Hence,
U0(x) = |x|−2/(q−1)U0(x/|x|) = |x|−2/(q−1)ωS(x/|x|). (5.18)
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The second equality follows from the uniqueness part in Proposition 5.3
since the function x→ U0(x/|x|) is continuous in S¯ and vanishes on ∂S.
Inequality (5.17) implies that v∞ is the minimal positive solution such
that S(w) = {0} and its trace on ∂CS \{0} is zero. Using this fact we prove
in the same way that v∞ satisfies
v∞(x) = |x|−2/(q−1)v∞(x/|x|) = |x|−2/(q−1)ωS(x/|x|).
This implies (5.15) and the uniqueness in statement (b).

In the next theorem we describe the precise asymptotic behavior of so-
lutions in a conical domain with mass concentrated at the vertex.
Theorem 5.6 Let CS be a cone with vertex 0 and opening S ⊂ SN−1 and
assume that 1 < q < qS = 1+ 2/αS . Denote by φS the first eigenfunction of
−∆′ in W 1,20 (S) normalized by maxφS = 1. Then the function
ΦS = x
−α
Sφ
S
(x/ |x|),
with αS as in (5.10), is harmonic in CS and vanishes on ∂CS \ {0}. Thus
there exists γ > 0 such that the boundary trace of ΦS is the measure γδ0.
Put Φ1 :=
1
γΦS .
Let r0 > 0 and denote ΩS = CS ∩Br0(0). For every k ∈ R, let uk be the
unique solution of (5.1) in Ω with boundary trace kδ0. Then
uk(x) = kΦ1(x)(1 + o(1)) as x→ 0. (5.19)
If vk is the unique solution of (5.1) in CS with boundary trace kδ0 then
uk/vk → 1 and vk/(kΦ1)→ 1 as x→ 0. (5.20)
The function u∞ = limk→∞ uk is the unique positive solution of (5.1) in ΩS
which vanishes on ∂ΩS \ {0} and is strongly singular at 0 (i.e., 0 belongs to
its singular set). Its asymptotic behavior at 0 is given by,
u∞(x) = |x|−
2
q−1ωS(x/|x|)(1 + o(1)) as x→ 0. (5.21)
Proof. Step 1: Construction of a fundamental solution. Put
Φ(x) = |x|−αS φS (x/ |x|), Φ˜(x) = |x|α˜S φS (x/ |x|) (5.22)
with αS, α˜S as in (5.10). Then Φ and Φ˜ are harmonic in CS , Φ vanishes on
∂C
S
\ {0} and Φ˜ vanishes on ∂C
S
. Furthermore, since q < 1 + 2/α
S
,∫
CS∩B1(0)
Φqρdx <∞.
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Therefore the boundary trace of Φ is a bounded measure concentrated at
the vertex of CS, which means that the trace is γδ0 for some γ > 0. (Here
δ0 denotes the Dirac measure on ∂CS concentrated at the origin.)
The function
Ψ(x) =
1
γ
(Φ(x)− rα˜S−αS0 Φ˜(x))
is harmonic and positive in Ω
S
and vanishes on ∂Ω
S
\ {0}. Its boundary
trace is δ0.
Step 2: Weakly singular behaviour. By Theorem 3.8 , for any k ≥ 0, there
exists a unique function uk ∈ Lqρ(ΩS) with trace kδ0 and by (3.8)
uk(x) = kΨ(x)−G[|uk|q]. (5.23)
Since |x|αS uk is bounded, we set
v(t, σ) = rαSuk(r, σ), t = − ln r.
Then v satisfies
vtt + (2αS + 2−N)vt + λSv +∆′v − e(αS (q−1)−2)t |v|q−1 v = 0 (5.24)
inDS,t0 := [t0,∞)×S (with t0 := − ln r0) and vanishes on [t0,∞)×∂S. Since
0 ≤ uk(x) ≤ kΨ(x), v is uniformly bounded, and, since αS (q − 1) − 2 < 0,
v(t, .) is uniformly bounded in Cα(S) for some α ∈ (0, 1). Furthermore,
∇′v(t, .) (by definition ∇′ is the covariant gradient on SN−1) is bounded in
L2(S), independently of t. Set
y(t) =
∫
S
v(t, σ)φ
S
dV (σ), F (t) =
∫
S
(|v|q−1 v)(t, σ)φ
S
dV (σ).
From (5.24), it follows
d
dt
(
e(2αS+2−N)ty′
)
= e((q+1)αS−N)tF,
where dV is the volume measure on SN−1. By (5.10), γ := 2α
S
+2−N > 0,
then
y′(t) = e−γ(t−t0)y′(t0) + e−γt
∫ t
t0
e((q+1)αS−N)sF (s)ds,
and ∣∣y′(t)∣∣ ≤ c1e−γ(t−t0) + c2e(αS (q−1)−2)t.
56
This implies that there exists k∗ ∈ R+ such that
lim
t→∞ y(t) = k
∗. (5.25)
Next we use the fact that the following Hilbertian decomposition holds
L2(S) = ⊕∞k=1ker(−∆′ − λkI)
where λk is the k-th eigenvalue of −∆′ in W 1,20 (S) (and λS = λ1). Let v˜
and F˜ be the projections of v and |v|q−1 v onto ker(−∆′ − λ
S
I)⊥. Since
v˜tt + (2αS + 2−N)v˜t + λS v˜ +∆′v˜ − e(αS (q−1)−2)tF˜ = 0 (5.26)
we obtain, by multiplying by w˜ and integrating on S,
V ′′ + (2α
S
+ 2−N)V ′ − (λ2 − λS)V + e(αS (q−1)−2)tΦ ≥ 0,
where V (t) = ‖v˜(t, .)‖L2(S) and Φ(t) =
∥∥∥F˜ (t, .)∥∥∥
L2(S)
. The associated o.d.e.
z′′ + (2αS + 2−N)z′ − (λ2 − λS )z + e(αS (q−1)−2)tΦ = 0,
admits solutions under the form
z(t) = a1e
−µ1t + a2eµ2t + d(t)e(αS (q−1)−2)t
where −µ1 and µ2 are respectively the negative and the positive roots of
X2 + (2α
S
+ 2−N)X − (λ2 − λS) = 0,
and |d(t)| ≤ cΦ if α
S
(q−1)−2 6= −µ1, or |d(t)| ≤ ct1Φ if αS (q−1)−2 = −µ1.
Applying the maximum principle to (5.26), we derive
‖v˜(t, .)‖L2(S) ≤ ‖v˜(t0, .)‖L2(S) e−µ1(t−t0)+d(t)e(αS (q−1)−2)t ∀t ≥ t0. (5.27)
By the standard elliptic regularity results in Lipschitz domains [13], we
obtain from (5.27), for any t > t0 + 1,
‖v˜(t, .)‖Cα(S) ≤ c1 ‖v˜‖L2((t−1,t+1)×S) + c2
∥∥∥e(αS (q−1)−2)sF˜∥∥∥
L∞((t−1,t+1)×S)
,
(5.28)
for some α ∈ (0, 1] depending of the regularity of ∂S. Thus
‖v˜(t, .)‖Cα(S) ≤ ce−µ1t + c′te(αS (q−1)−2)t. (5.29)
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Combining (5.25) and (5.29) we obtain that
|x|αS uk(x)− k∗φS (x/|x|)→ 0 as x→ 0 (5.30)
in Cα(S). Furthermore 0 ≤ k∗ ≤ k.
Step 3: Identification of k∗.
Let {Ωn} be a Lipschitz exhaustion of ΩS and denote by ωn (resp. ω)
the harmonic measure on ∂Ωn (resp. ∂ΩS). By Proposition 3.6
lim
n→∞
∫
∂Ωn
uk dωn = k.
On the other hand, by (5.30),
uk/(k
∗|x|−αSφS)→ 1 as x→ 0.
Hence
lim
n→∞
∫
∂Ωn
uk dωn = k
∗ lim
n→∞
∫
∂Ωn
|x|−αSφS dωn
= k∗γ lim
n→∞
∫
∂Ωn
Φ1 dωn = k
∗γ.
Thus
k = k∗γ. (5.31)
This and (5.30) imply (5.19).
Further,
uk ≤ vk ≤ kΦ1
since Φ1 is harmonic in CS . Therefore (5.19) implies (5.20).
Step 4: Study when k → ∞. By Theorem 5.5, equation (5.1) possesses a
unique solution U in CS such that U = 0 on ∂CS \ {0} and U has strong
singularity at the vertex, i.e., 0 ∈ S(U). By (5.14) and (5.15) this solution
satisfies
U = v∞ := lim
k→∞
vk = |x|−
2
q−1ωS. (5.32)
Let V be the maximal solution in ΩS vanishing on ∂ΩS\{0}. Its extension
by zero to CS is a subsolution and consequently, V ≤ U .
Let w be the unique solution of (5.1) in ΩS such that w = U on ∂ΩS ∩
Br0(0) and w = 0 on the remaining part of the boundary. Then w < U
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so that U − w is a subsolution of (5.1) in ΩS which vanishes on ∂ΩS \ {0}.
Therefore U − w ≤ V . Thus
U − w ≤ V ≤ U and U/V → 1 as x→ 0. (5.33)
Assertion 1. If u is a solution of (5.1) in ΩS such that
u = 0 on ∂ΩS \ {0} and u/U → 1 as x→ 0
then u = V .
By (5.33) u/V → 1 as x → 0. Therefore, by a standard application of
the maximum principle, u = V .
Let u be an arbitrary positive solution in ΩS vanishing on ∂ΩS \ {0}.
Denote by u∗ its extension by zero to CS. Then u∗ is a subsolution and, by
Theorem 4.3, there exists a solution u¯ of (5.1) in CS which is the smallest
solution dominating u∗. The solution u¯ can be obtained from u∗ as follows.
Let {rn} be a sequence decreasing to zero, r1 < r0, and denote
Dn = CS \Brn(0), hn = u∗⌊∂Dn .
Let wn be the solution of (5.1) in Dn such that wn = hn on the boundary.
Then {wn} increases and
u¯ = limwn. (5.34)
If u has strong singularity at the origin then, of course, the same is true
with respect to u¯ and consequently, by Theorem 5.5,
u¯ = U. (5.35)
In the the remaining part of the proof we assume only (5.35) and show that
this implies u = V .
Let z be the solution of (5.1) in ΩS such that z = U on ∂ΩS ∩ ∂Br0 and
0 on ∂ΩS ∩ ∂CS . Then u+ z is a supersolution in ΩS. Let
Ωn = ΩS \Brn(0) = Dn ∩Br0(0).
The trace of u+ z on ∂Ωn is given by
fn =
{
U on ∂Ωn ∩ ∂Br0
hn + z on ∂Ωn \ ∂Br0 .
Since U = u¯ ≥ u∗ we have fn ≥ hn. Therefore, if w˜n is the solution of (5.1)
in Ωn such that w˜n = fn on the boundary then
wn ≤ w˜n ≤ u+ z in Ωn.
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Hence, by (5.34),
U ≤ u+ z.
Since z → 0 as x→ 0, it follows that
lim supU/u ≤ 1 as x→ 0.
Since u < V , (5.33) implies that
lim inf U/u ≥ 1 as x→ 0.
Therefore U/u → 1 as x → 0 and consequently, by Assertion 1, u = V .
This proves the uniqueness stated in the last part of the theorem and (5.33)
implies (5.21).

Corollary 5.7 Suppose that u is a positive solution of (5.1) in ΩS which
vanishes on ∂ΩS \ {0} and
sup
ΩS
|x|αSu =∞. (5.36)
Then u = u∞.
Proof. Let u¯ be as in (5.34). Since u¯ ≥ u it follows that
sup
ΩS
|x|αS u¯ =∞.
By Theorem 5.5 u¯ = U . The last part of the proof shows that u = u∞.

As a consequence of Theorem 5.6 we obtain the classification of positive
solutions of (5.1) in conical domains with isolated singularity located at the
vertex. In the case of a half space such a classification was obtained in [14].
Theorem 5.8 Let CS be as in Theorem 5.6, Ωs = CS ∩ Br0(0) for some
r0 > 0 and 1 < q < qS = 1 + 2/αS . If u ∈ C(Ω¯s \ {0}) is a positive solution
of (5.1) vanishing on ∂C
S
∩Br0(0) \ {0}, the following alternative holds:
Either
(i) lim supx→0 |x|−α˜S u(x) <∞ and thus u ∈ C(Ω¯s).
or
(ii) there exist k > 0 such that (5.19) holds
or
(iii) (5.21) holds.
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Proof. Let uǫ be the solution of (5.1) in ΩS,ǫ = ΩS \ Bǫ(0) with boundary
data u on Ω
S,ǫ
∩ ∂Bǫ(0) and zero on ∂ΩS,ǫ \ ∂Bǫ(0). Then
0 ≤ uǫ ≤ u ≤ uǫ + Z(x) ∀x ∈ ΩS,ǫ ,
where Z is harmonic in Ω
S
, vanishes on ∂Ω
S
\ ∂Br0(0) and coincides with
u on C
S
∩ ∂Br0(0). Furthermore 0 < ǫ < ǫ′ =⇒ uǫ ≤ uǫ′ in ΩS,ǫ′ . Thus uǫ
converges, as ǫ → 0, to a solution u˜ of (5.1) which vanishes on ∂Ω
S
\ {0}
and satisfies
0 ≤ u˜(x) ≤ u(x) ≤ u˜(x) + Z(x) ∀x ∈ Ω
S
. (5.37)
If
lim sup
x→0
|x|αS u˜(x) <∞, (5.38)
it follows from Theorem 5.6-Step 2, that there exists k∗ ≥ 0 such that
u˜(x) = k∗ |x|−αS φ
S
(x/|x|)(1 + o(1)) as x→ 0. (5.39)
If k∗ > 0 then u satisfies (ii). If k∗ = 0, it is straightforward to see that, for
any ǫ > 0, u˜(x) ≤ ǫ |x|−αS . Thus
u(x) ≤ Z(x) = c |x|α˜S φ
S
(x/|x|)(1 + o(1)) as x→ 0, (5.40)
by standard expansion of harmonic functions at 0.
Finally, if
lim sup
x→0
|x|αS u˜(x) =∞, (5.41)
then, by Corollary 5.7, u˜ = u∞ and consequently, by Theorem 5.6, u˜ – and
therefore u – satisfies (5.21). 
5.2 Analysis in a Lipschitz domain
In a general Lipschitz bounded domain tangent planes have to be replaced
by asymptotic cones, and these asymptotic cones can be inner or outer.
Definition 5.9 Let Ω be a bounded Lipschitz domain and y ∈ ∂Ω. For
r > 0, we denote by CIy,r (resp. COy,r) the set of all open cones Cs,y with
vertex at y and smooth opening S ⊂ ∂B1(y) such that Cs,y ∩ Br(y) ⊂ Ω
(resp. Ω ∩Br(y) ⊂ Cs,y). Further we denote
CIy,r :=
⋃{
CS,y : CS,y ∈ CIy,r
}
, COy,r :=
⋂{
CS,y : CS,y ∈ COy,r
}
(5.42)
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and
CIy :=
⋃
r>0
CIy,r, C
O
y :=
⋂
r>0
COy,r. (5.43)
The cone CIy (resp. C
O
y ) is called the limiting inner cone (resp. outer cone)
at y. Finally we denote
SIy,r :=C
I
y,r ∩ ∂B1(y), SOy,r :=COy,r ∩ ∂B1(y),
SIy :=C
I
y ∩ ∂B1(y), SOy :=COy ∩ ∂B1(y).
(5.44)
Remark. In this definition, we identify ∂B1(y) with the manifold S
N−1.
Notice that the following monotonicity holds
0 < s < r =⇒
{
CIy,r ⊂ CIy,s
COy,s ⊂ CIy,r.
(5.45)
Definition 5.10 If CS is a cone with vertex y and opening S and if λS is
the first eigenvalue of −∆′ in W 1,20 (S), we denote
α
S
=
1
2
(
N − 2 +
√
(N − 2)2 + 4λ
S
)
, and q
S
= 1 + 2/α
S
. (5.46)
Thus q
S
is the critical value for the cone CS at its vertex.
Remark. As r 7→ SIy,r is nondecreasing, it follows that r 7→ λSIy,r is nonin-
creasing and consequently r 7→ qSIy,r is nondecreasing. It is classical that
lim
r→0
λ
SIy,r
= λ
SIy
. (5.47)
A similar observation holds with respect to SOy,r if we interchange the
terms ‘nondecreasing’ and ‘nonincreasing’. In particular
lim
r→0
λ
SOy,r
= λ
SOy
. (5.48)
In view of (5.46) we conclude that,
lim
r→0
q
SIy,r
= q
SIy
, lim
r→0
q
SOy,r
= q
SOy
. (5.49)
We also need the following notation:
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Definition 5.11 Let Ω be a bounded Lipschitz domain. For every compact
set E ⊂ ∂Ω denote,
q∗E = lim
r→0
inf
{
qSIz,r : z ∈ ∂Ω, dist (z,E) < r
}
, (5.50)
If E is a singleton, say {y}, we replace q∗E by q∗y.
Remark. For a cone CS with vertex y, q
∗
y ≤ qS. However if CS is contained
in a half space then q∗y = qS. On the other hand, if CS strictly contains a
half space then q∗y < qS.
If Ω is the complement of a bounded convex domain then, for every
y ∈ ∂Ω,
q∗y = (N + 1)/(N − 1) (5.51)
Indeed qc,y ≥ (N +1)/(N − 1). But for HN−1-a.e. point y ∈ ∂Ω there exists
a tangent plane and consequently qc,y = (N + 1)/(N − 1). This readily
implies (5.51).
Since Ω is Lipschitz, there exists rΩ > 0 such that, for every r ∈ (0, rΩ)
and every z ∈ ∂Ω, there exists a cone C with vertex at z such that C ∩
Br(z) ⊂ Ω¯. Denote
a(r, y) := inf
{
qSIz,r : z ∈ ∂Ω ∩Br(y)
}
∀r ∈ (0, rΩ), y ∈ ∂Ω.
Then,
q∗E := lim
r→0
inf{a(r, y) : y ∈ E}
≤ inf {lim
r→0
a(r, y) : y ∈ E} = inf {q∗y : y ∈ E}.
(5.52)
Indeed, the monotonicity of the function r 7→ q
SIy,r
(for each fixed y ∈ ∂Ω)
implies
q∗y = lim
r→0
a(r, y) = sup
0<r<rΩ
a(r, y). (5.53)
As
q∗E = lim
r→0
inf{a(r, y) : y ∈ E}
inequality (5.52) follows immediately from (5.53).
Finally we observe that, if E is a compact subset of ∂Ω then
(E)r := {z ∈ ∂Ω : dist (z,E) ≤ r} =⇒ q∗(E)r ↑ q∗E as r ↓ 0. (5.54)
In order to deal with boundary value problems in a general Lipschitz
domain Ω we must study the question of q-admissibility of δy, y ∈ ∂Ω. This
question is addressed in the following:
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Theorem 5.12 If y ∈ ∂Ω and 1 < q < q
SIy
:= 1 + 2/α
SIy
then∫
Ω
Kq(x, y)ρ(x)dx <∞. (5.55)
Furthermore, if E is a compact subset of ∂Ω and 1 < q < q∗E then, there
exists M > 0 such that,∫
Ω
Kq(x, y)ρ(x)dx ≤M ∀y ∈ E. (5.56)
Proof. We recall some sharp estimates of the Poisson kernel due to Bogdan
[3]. Set κ = 1/2(
√
1 +K2), whereK is the Lipschitz constant of the domain,
seen locally as the graph of a function from RN−1 into R. Let x0 ∈ Ω and
set φ(x) := G(x, x0). Then there exists c1 > 0 such that for any y ∈ ∂Ω and
x ∈ Ω satisfying |x− y| ≤ r0, there holds
c−11
φ(x)
φ2(ξ)
|x− y|2−N ≤ K(x, y) ≤ c1 φ(x)
φ2(ξ)
|x− y|2−N , (5.57)
for any ξ such that Bκ|x−y|(ξ) ⊂ Ω ∩B|x−y|(y). This implies
c−12
φq+1(x)
φ2q(ξ)
|x− y|(2−N)q ≤ Kq(x, y)ρ(x) ≤ c2φ
q+1(x)
φ2q(ξ)
|x− y|(2−N)q (5.58)
for some c2 since φ and ρ are comparable in Br0(y), uniformly with respect
to y (provided we have chosen r0 ≤ dist (x0, ∂Ω)/2. Let Cs,y be a smooth
cone with vertex at y and opening S := Cs,y ∩ ∂B1(y), such that Cs,y ∩
∂Br0(y) ⊂ Ω. We can impose to the point ξ in inequality (5.57) to be such
that ξ/|ξ| := Ξ0 ∈ S, or, equivalently, such that |ξ − y| ≤ γdist (ξ, ∂Ω) for
some γ > 1 independent of ξ, |x− y| and y. Then, by Carleson estimate [2,
Lemma 2.4] and Harnack inequality, there exists c5 independent of y such
that there holds
φ(ξ)
φ(x)
≥ c3 (5.59)
for all x ∈ Ω ∩Br0(y) and all ξ as above. Consequently, (5.58) yields to
Kq(x, y)ρ(x) ≤ c4φ1−q(ξ)|x− y|(2−N)q . (5.60)
There exists a separable harmonic function v in Cs,y under the form
v(z) = |z − y|αS+2−Nφ
S
((z − y)/|z − y|)
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where φ
S
is the first eigenfunction of −∆′ inW 1,20 (S) normalized by maxφS =
1, λ
S
the corresponding eigenvalue and α
S
is given by (5.10). By the maxi-
mum principle,
v(z) ≤ c5φ(z) ∀z ∈ CS,y ∩Br0(y). (5.61)
Therefore there exists c6 > 0 such that
φ(ξ) ≥ c6 |ξ − y|αS+2−N . (5.62)
Because |x− y| ≥ |ξ − y| ≥ κ |x− y| /2, from the choice of ξ, it follows
Kq(x, y)ρ(x) ≤ c7|x− y|(q−1)αS+N−2 ∀x ∈ Ω ∩Br0(y). (5.63)
Clearly, if we choose q such that 1 < q < q
SIy
:= 1 + 2/α
SIy
, then q <
1 + 2/α
SIr,y
for some r small enough and we can take CS,y = C
I
y,r. Thus
(5.55) follows.
We turn to the proof of (5.56). To simplify the notation we assume that
q < q∗∂Ω. The argument is the same in the case q < q
∗
E .
If we assume q < limr→0 inf{q
SIz,r
: z ∈ ∂Ω}, then for ǫ > 0 small enough,
there exists rǫ > 0 such that
0 < r ≤ rǫ =⇒ 1 < q < inf{q
SIz,r
: z ∈ ∂Ω} − ǫ ∀0 < r ≤ rǫ.
Notice that the shape of the cone may vary, but, since ∂Ω is Lipschitz there
exists a fixed relatively open subdomain S∗ ⊂ ∂B1 such that for any y ∈ ∂Ω,
there exists an isometry Ry of RN with the property that Ry(S∗) ⊂ SIy,r
for all 0 < r ≤ rǫ. Here we use the fact that r 7→ SIy,r is increasing when r
decreases. If we take ξ such that ξ/|ξ| = Ξ0 ∈ Ry(S∗), then the constants
in Bogdan estimate (5.57) and Carleson inequality (5.59) are independent
of y ∈ ∂Ω if we replace r0 by inf{rǫ, r0}. Hereafter we shall assume that
rǫ ≤ r0. Set
vS(t) = |t− y|αS+2−NφS ((t− y)/|t− y|)
with S = SIy,rǫ . Then vS is well defined in the cone CS,y with vertex y and
opening S. Let
Σcrǫ := {t ∈ Ω : dist (t, ∂Ω) = crǫ}.
Because ∂Ω is Lipschitz, we can choose 0 < c < 1 such that CS,y ∩ Σcrǫ ⊂
Brǫ(z). Then we can compare vS and φ on the set Σcrǫ . It follows by
maximum principle that estimate (5.61) is still valid with a constant may
depend on rǫ, but not on y. Because
min
Ry(S∗)
φ
SIy,rǫ
≥ c8
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where c8 is independent of y, (5.62) holds under the form
φ(ξ) ≥ c6 |ξ − y|
α
SIy,rǫ
+2−N
, (5.64)
where, we recall it, ξ satisfies ξ/|ξ| ∈ Ry(S∗), and is associated to any
x ∈ Brǫ(y) ∩ Ω by the property that Bκ|x−y|(ξ) ⊂ B|x−y|(y) ∩ Ω, and thus
|x− y| ≥ |ξ − y| ≥ κ |x− y| /2. Then (5.63) holds uniformly with respect to
y, with r0 replaced by rǫ. This implies (5.56). 
The next proposition partially complements Theorem 5.12.
Proposition 5.13 Let y ∈ ∂Ω and q > q
SOy
. Then any solution of (5.1) in
Ω which vanishes on ∂Ω \ {0} is identically 0.
Remark. This proposition implies that, if q > q
SOy
,∫
Ω
Kq(x, y)ρ(x)dx =∞. (5.65)
Otherwise δy would be admissible.
Proof. We consider a local outer smooth cone with vertex at y, C2, such that
Ω ∩ Br0(y) \ {0} ⊂ C2 ∩ Br0(y) := C2,r0 . We denote by S∗ = C2 ∩ ∂B1(y)
its opening. For ǫ > 0 small enough, we consider the doubly truncated cone
Cǫ2,r0 = ∩C2,r0 \Bǫ(y)} and the solution v := vǫ to
−∆v + vq = 0 in Cǫ2,r0
v =∞ on ∂Bǫ(y) ∩C2
v =∞ on ∂Br0(y) ∩ C2
v = 0 on ∂C2 ∩Br0(y) \Bǫ(y),
(5.66)
where q ≥ q
S∗
:= 1+ 2/α
S∗
, and α
S∗
is expressed by (5.10) with S replaced
by S∗. Then vǫ dominates in Cǫ2,r0 ∩ Ω any positive solution u of (5.1) in Ω
which vanishes on ∂Ω\{0}. Letting ǫ→ 0, vǫ converges to v0 which satisfies
−∆v + vq = 0 in C2,r0
v =∞ on ∂Br0 ∩ C2
v = 0 on ∂C2 ∩Br0(y).
(5.67)
Furthermore u ≤ v0 in Br0 ∩Ω. Because qS∗ is the critical exponent in C2 ,
the singularity at 0 is removable, which implies that v(x) → 0 when x→ 0
in C2. Thus u+(x) → 0 when x → 0 in Ω. Thus u+ = 0. But we can take
any cone with vertex y containing Ω locally in Br(y) for r > 0. This implies
that for any q > q
SOy
, any solution of (5.1) which vanishes on ∂Ω \ {0} is
non-positive. In the same way it is non-negative. 
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Definition 5.14 If y ∈ ∂Ω we say that an exponent q ≥ 1 is:
(i) Admissible at y if
‖K(., y)‖Lqρ(Ω) <∞,
and we set
q1,y = sup{q > 1 : q admissible at y}.
(ii) Acceptable at y if there exists a solution of (5.1) with boundary trace δy,
and we set
q2,y = sup{q > 1 : q acceptable at y}.
(iii) Super-critical at y if any solution of (5.1) which is continuous in Ω\{0}
and vanishes on ∂Ω \ {0} is identically zero, and we set
q3,y = inf{q > 1 : q super-critical at y}.
Proposition 5.15 Assume Ω is a bounded Lipschitz domain and y ∈ ∂Ω.
Then
q
SIy
≤ q1,y ≤ q2,y ≤ q3,y ≤ q
SOy
. (5.68)
If 1 < q < q2,y then, for any real a there exists exactly one solution of (5.1)
with boundary trace γδy.
Proof. It follows from Theorem 5.12 that q
SIy
≤ q1,y and from Proposi-
tion 5.13 that q3,y ≤ q
SOy
. It is clear from the definition and Theorem 3.8
that q1,y ≤ q2,y ≤ q3,y. Thus (5.68) holds.
Now assume that q < q2,y so that there exists a solution u with boundary
trace δy. By the maximum principle u > 0 in Ω. If a ∈ (0, 1) then au is
a subsolution of (5.1) with boundary trace aδy and au < u. Therefore by
Corollary 4.4 II, the smallest solution dominating au has boundary trace
aδy. If a > 1 then au is a supersolution and the same conclusion follows
from Corollary 4.4 I. If va is the (unique) solution of (5.1) with boundary
trace aδy then −v is the (unique) solution with boundary trace −aδy.

Theorem 5.16 Assume y ∈ ∂Ω is such that SOy = SIy = S, let λS be the
first eigenvalue of −∆′ in W 1,20 (S) and denote
qc,y := 1 + 2/αS (5.69)
with αS as in (5.10). Then q1,y = q2,y = q3,y = qc,y and
(i) if 1 < q < qc,y then δy is admissible;
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(ii) if q > qc,y then the only solution of (5.1) in Ω vanishing on ∂Ω \ {y} is
the trivial solution.
(iii) if q = qc,y and u is a solution of (5.1) in Ω vanishing on ∂Ω \ {y} then
u = o(1)|x− y|− 2q−1 as x→ y in Ω. (5.70)
Remark. We know that, in the conical case, the conclusion of statement
(ii) holds for q = qc,y as well. Consequently, in a polyhedral domain Ω, an
isolated singularity at a point y ∈ ∂Ω is removable if q ≥ qc(y). We do not
know if this holds in general Lipschitz domains.
Proof. The above assertion, except for statement (iii), is an immediate con-
sequence of Proposition 5.15, Definition 5.10 and the remark following that
definition.
It remains to prove (iii). We may assume that u > 0. Otherwise we
observe that |u| is a subsolution of (5.1) and by Theorem 4.3(ii) there exists
a solution v dominating it. It is easy to verify that the smallest solution
dominating |u| vanishes on ∂Ω \ {y}.
For any r > 0 let ur be the extension of u by zero to Dr := CSOr ∩Br(y).
Thus ur is a subsolution in Dr, ur ∈ C(D¯r \ {y}) and ur = 0 on (∂CSOr ∩
Br(y)) \ {y}. The smallest solution above it, say u˜r is in C(D¯r \ {y}) and
u˜r = 0 on (∂CSOr ∩Br(y)) \ {y}. By a standard argument this implies that
there exists a positive solution v˜r in Dr such that v˜r vanishes on ∂Dr \ {y}
and
ur ≤ 2v˜r in Dr.
We extend this solution by zero to the entire cone CSOr , obtaining a subso-
lution w˜r and finally (again by Theorem 4.3(ii)) a solution wr in CSOr which
vanishes on ∂CSOr \ {y} and satisfies
ur ≤ 2wr in Dr.
Observe that q
SOr
↓ qc,y as r ↓ 0. If qc,y = q
SOr
for some r > 0 then the
existence of a solution wr as above is impossible. Therefore we conclude
that qc,y < q
SOr
and therefore, by Theorem 5.5, there exists a solution v∞,r
in CSOr such that
v∞,r(x) = |x− y|−
2
q−1ω
SOr
((x− y)/|x− y|) ∀x ∈ CSOr .
This solution is the maximal solution in CSOr so that
wr ≤ v∞,r in Dr.
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But, since q = q
SO
, it follows that ω
SOr
→ 0 as r→ 0. This implies (5.70).

The next result provides an important ingredient in the study of general
boundary value problems in Lipschitz domains.
Theorem 5.17 Assume that q > 1, Ω is a bounded Lipschitz domain and
u ∈ U+(Ω). If y ∈ S(u) and q < q∗y then, for every k > 0, the measure kδy
is admissible and
u ≥ ukδy ∀k ≥ 0. (5.71)
Remark. If q > q∗y, (5.71) need not hold. For instance, consider the cone
CS with vertex at the origin, such that S ⊂ SN−1 is a smooth domain and
SN−1 \ S is contained in an open half space. Then qc,0 > (N + 1)/(N − 1)
while qc,x = (N + 1)/(N − 1) for any x 6= 0 on the boundary of the cone.
Thus q∗(0) < qc,0. Suppose that q ∈ (q∗0 , qc,0). Let F be a closed subset
of ∂CS such that 0 ∈ F but 0 is a C2/q,q′-thin point of F . Let u be the
maximal solution in CS vanishing on ∂CS \ F . Then 0 ∈ S(u) but (5.71)
does not hold for any k > 0.
Proof. Up to an isometry of RN , we can assume that y = 0 and represent
∂Ω near 0 as the graph of a Lipschitz function. This can be done in the
following way: we define the cylinder C ′R := {x = (x′, xN ) : x′ ∈ B′R} where
B′R is the (N − 1)-ball with radius R. We denote, for some R > 0 and
0 < σ < R,
∂Ω ∩C ′R = {x = (x′, η(x′)) : x′ ∈ B′R},
and
Σδ,σ = {x = (x′, η(x′) + δ) : x′ ∈ B′σ},
and assume that, if 0 < δ ≤ R,
ΩRδ = {x = (x′, xN ) : x′ ∈ B′R, η(x′) < xN < η(x′) +R} ⊂ Ω.
We can also assume that η(0) = 0. Although the two harmonic measures
in Ω and ∂Ω ∩ C ′R differ, it follow by Dahlberg’s result that there exists a
constant c > 0 such that, if δ < δ0 ≤ R/2,
c−1ωx0Ω (E) ≤ ωx0ΩRδ (E + ǫeN ) ≤ c ω
x0
Ω (E),
for any Borel set E ⊂ ∂Ω ∩ C ′δ. Therefore, if we set
Mǫ,σ =
∫
Σǫ,σ
u(x)dωx0 , (x),
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it follows that limǫ→0Mǫ,σ = ∞ since 0 ∈ S(u). We can suppose that σ is
small enough so that there exists qˆ ∈ (q, q∗y) and M > 0 such that, for any
p ∈ [1, qˆ] ∫
Ω
Kp(x, z)ρ(x)dx ≤M ∀z ∈ ∂Ω ∩Bσ. (5.72)
For fixed k there exists ǫ = ǫ(δ) > 0 such that Mǫ,σ = k. There exists a
uniform Lipschitz exhaustion {Ωǫ} of Ω with the following properties:
(i) Ωǫ ∩ C ′R ∩ {x = (x′, xN ) : a < xN < b} = Σǫ,R, for some fixed a and b.
(ii) The Ωǫ and Ω have the same Lipschitz character L.
It follows that the Poisson kernel KΩǫ in Ωǫ respectively endows the same
properties (5.72) as K except Ω has to be replaced by Ωǫ, ρ by ρǫ :=
dist (., ∂Ωǫ and z has to belong to ∂Ωǫ ∩Bσ. Next, we consider the solution
v = vǫ(σ) of { −∆v + vq = 0 in Ωǫ
v = uχ
Σǫ,σ
in ∂Ωǫ
(5.73)
By the maximum principle, u ≥ v in Ωǫ. Furthermore v ≤ KΩǫ [uχΣǫ,σ ]. Let
qˆ = (q + q˜σ)/2 and ω ⊂ Ω be a Borel subset. By convexity∫
ω
(
KΩǫ [uχ
Σǫ,σ
]
)qˆ
ρ(x)dx ≤MMǫ,σ.
Thus, by Ho¨lder’s inequality∫
ω
(
KΩǫ [uχ
Σǫ,σ
]
)q
ρ(x)dx ≤
(∫
ω
ρ(x)dx
)1−q/qˆ
(MMǫ,σ)
q/qˆ .
By standard a priori estimates, vǫ(σ) → v0 (up to a subsequence) a.e. in Ω,
thus vqǫ(σ) → vq0. By Vitali’s theorem and the uniform integrability of the
{vǫ(σ)}, vǫ(σ) → v0 in Lqρ(Ω). Because
vǫ(σ) +G
Ωǫ [vqǫ(σ)] = K
Ωǫ [uχΣǫ,σ ]
where GΩǫ is the Green operator in Ωǫ, and
KΩǫ [uχΣǫ,σ ]→Mǫ,σK(., y) = kK(., y)
as σ → 0, it follows that u ≥ v0, and v0 satisfies
v0 +GΩ[v
q
0] = kK(., y).
Then v0 = ukδy , which ends the proof. 
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Corollary 5.18 Let {yj}nj=1 ⊂ ∂Ω be a set of points such that
q < inf{q∗yj : j = 1, ..., n}. (5.74)
Then, for any set of positive numbers k1, · · · , kn, there exists a unique solu-
tion uµ of (5.1) in Ω with boundary trace µ =
∑n
j=1 kjδyj .
If u ∈ U+(Ω) and {yj}nj=1 ⊂ S(u) then u ≥ uµ.
Proof. From Theorem 5.17, u ≥ ukjδyj for any j = 1, ..., n. Thus u ≥
u˜{k} = max(ukjδyj ), which is a subsolution with boundary trace
∑
j kjδyj .
But v˜{k}, the solution with boundary trace
∑
j kjδyj is the smallest solution
above u˜{k}. Therefore the conclusion of the corollary holds. 
As a consequence one obtains
Theorem 5.19 Let E ⊂ ∂Ω be a closed set and assume that q < q∗E. Then,
for every µ ∈ M(Ω) such that suppµ ⊂ E there exists a (unique) solution
uµ of (5.1) in Ω with boundary trace µ.
If {µn} is a sequence in M(Ω) such that suppµn ⊂ E and µn ⇀ µ weak*
then uµn → uµ locally uniformly in Ω.
If u ∈ U+(Ω) and q < q∗S(u) then, for every µ ∈M(Ω) such that suppµ ⊂
S(u),
uµ ≤ u. (5.75)
Proof. Without loss of generality we assume that µ ≥). Let {µn} be a
sequence of measures on ∂Ω of the form
µn =
kn∑
j=1
aj,nδyj,n
where yj,n ∈ E, aj,n > 0 and
∑kn
j=1 aj,n = ‖µ‖, such that µn ⇀ µ weakly*.
Passing to a subsequence if necessary, uµn → v locally uniformly in Ω. In
order to prove the first assertion it remains to show that v = uµ.
If 0 < r is sufficiently small, there exists qˆr ∈ (q, q∗E) and Mr > 0 such
that, for any p ∈ [1, qˆr] and every z ∈ ∂Ω such that dist (z,E) < r, estimate
(5.72) holds. It follows that the family of functions
{K(·, z) : z ∈ ∂Ω, dist (z,E) < r}
is uniformly integrable in Lqρ(Ω) and consequently the family
{K[ν]; ν ∈M(∂Ω), ‖ν‖
M
≤ 1, supp ν ⊂ {z ∈ ∂Ω : dist (z,E) < r}}
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is uniformly integrable in Lqρ(Ω). By a standard argument (using Vitali’s
convergence theorem) this implies that v = uµ. This proves the first two
assertions of the theorem.
The last assertion is an immediate consequence of the above together
with Corollary 5.18. Indeed, if E = S(u) then, by Corollary 5.18, u ≥ uµn .
Therefore u ≥ uµ.

Proposition 5.20 Let y ∈ ∂Ω and 1 < q < q
SIy
. Then there exists a
maximal solution u := Uy of (5.1) such that tr(Uy) = ({y}, 0). It satisfies
lim inf
x→ y
x−y
|x−y|
→ σ
|x− y|2/(q−1)Uy(x) ≥ ω
SIy
(σ), (5.76)
uniformly on any compact subset of SIy , where ωSIy
is the unique positive
solution of { −∆′ω − λ
N,q
ω + |ω|q−1ω = 0 in SIy
ω = 0 on ∂SIy ,
(5.77)
normalized by ω(σ0) = 1 for some fixed σ0 ∈ SIy .
For r > 0 small enough, we denote by ω
SOy,r
the unique positive solution
of { −∆′ω − λ
N,q
ω + |ω|q−1ω = 0 in SOy,r
ω = 0 on ∂SOy,r,
(5.78)
normalized in the same way. Then
lim sup
x → y
x−y
|x−y|
→ σ
|x− y|2/(q−1)Uy(x) ≤ ω
SOy,r
(σ) . (5.79)
Finally, if SOy = S
I
y = S, then
lim
x → y
x−y
|x−y|
→ σ
|x− y|2/(q−1)Uy(x) = ωS (σ) . (5.80)
Proof. We recall that CIy,r (resp. C
O
y,r) is a r-inner cone (resp. r-outer cone)
at y with opening SIy,r ⊂ ∂B1(y) (resp. SOy,r ⊂ ∂B1(y)). This is well defined
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for a r > 0 small enough so that q < q
SIy,r
. We denote by ω
SIy,r
the unique
positive solution of{ −∆′ω − λ
N,q
ω + |ω|q−1ω = 0 in SIy,r
ω = 0 on ∂SIy,r.
(5.81)
We construct Uy ∈ U+(Ω), vanishing on ∂Ω \ {y} in the following way. For
0 < ǫ < r, we denote by v := Uy,ǫ the solution of
−∆v + |vq−1|v = 0 in Ω \Bǫ(y)
v = 0 in ∂Ω \Bǫ(y)
v =∞ in Ω ∩ ∂Bǫ(y).
Let v := V Iǫ (resp. v := V
O
ǫ ) be the solution of
−∆v + |vq−1|v = 0 in C
SIy,r
\Bǫ(y) (resp. C
SOy,r
\Bǫ(y))
v = 0 in ∂C
SIy,r
\Bǫ(y) (resp. ∂C
SOy,r
\Bǫ(y))
v =∞ in C
SIy,r
∩ ∂Bǫ(y) (resp. C
SOy,r
∩ ∂Bǫ(y)).
Then there exist m > 0 depending on r, but not on ǫ, such that
V Iǫ (x)−m ≤ Uy,ǫ(x) ≤ V Oǫ (x) +m (5.82)
for all x ∈ CIy,r \ {Bǫ(y)} for the left-hand side inequality, and x ∈ ∂Ω ∩
Br(y) \ {Bǫ(y)} for the right-hand side one. When ǫ → 0, V Iǫ converges
to the explicit separable solution x 7→ |x − y|−2/(q−1)ω
SIy,r
in C
SIy,r
(the
positive cone with vertex generated by SIy,r). Similarly V
O
ǫ converges to the
explicit separable solution x 7→ |x − y|−2/(q−1)ω
SOy,r
in C
SOy,r
. Furthermore
ǫ < ǫ′ =⇒ Uy,ǫ ≤ Uy,ǫ′ . If Uy = limǫ→0{Uy,ǫ}, there holds
|x−y|−2/(q−1)ω
SIy,r
(
x− y
|x− y|)−m ≤ Uy(x) ≤ |x−y|
−2/(q−1)ω
SIy,r
(
x− y
|x− y|)+m.
(5.83)
These inequalities imply
lim inf
x→ y
x−y
|x−y|
→ σ
|x− y|2/(q−1)Uy(x) ≥ ω
SIy,r
(σ), (5.84)
Inequality (5.79) is obtained in a similar way. Since limr→0 ω
SIy,r
= ω
SIy
uniformly in compact subsets of SIy we also obtain (5.76). If S
O
y = S
I
y = S,
then ω
SIy
= ω
SOy
= ω
S
, thus (5.80) holds. 
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Remark. Because Uy is the maximal solution which vanishes on ∂Ω\{y}, the
function u∞δy = limk→∞ ukδy also satisfies inequality (5.79). We conjecture
that u∞δy always satisfies estimate (5.76). This is true if the outer and inner
cone at y are the same. In fact in that case we obtain a much stronger result:
Theorem 5.21 Assume y ∈ ∂Ω is such that SOy = SIy = S and q < qc,y.
Then Uy = u∞δy .
Proof. Without loss of generality we can assume that y = 0 and will denote
Br = Br(0) for r > 0. Let C
I
r (resp. C
O
r ) be a cone with vertex 0, such
that CIr ∩Br \ {0} ⊂ Ω (resp. Ω ∩ Br ⊂ COr ). We recall that the charac-
teristic exponents α
SI0
and α
SO0
are defined according to Definition 5.9 and
Definition 5.10. Since
α
SI
0
= lim
r→0
α
SI
0,r
= lim
r→0
α
SO
0,r
= α
SO
0
< 2/(q − 1),
we can choose r such that
qα
SI
0,r
− α
SO
0,r
< 2− (q − 1)(α
SI
0,r
− α
SO
0,r
), (5.85)
and for simplicity, we set α
SI
0,r
= α
I
, α
SO
0,r
= α
O
and
γr =
q − 1
2 + α
O
− qα
I
.
Step 1. We claim that there exists c > 0 and c∗ > 0 such that, for any
m > 0
umδ0(x) ≥ c∗m|x|−αO ∀x ∈ Bcm−γr ∩ CIr . (5.86)
Since mK(., 0) is a super-solution for (5.1),
umδ(x) ≥ mK(x, 0) −mq
∫
Ω
G(z, x)Kq(z, 0)dz.
If we assume that x ∈ CIr ∩Br, then dist (x, ∂Ω) ≥ θ|x| for some θ > 0 since
CIr ∩Br \ {0} ⊂ Ω. Using Bogdan’s estimate and Harnack inequality we
derive
K(x, 0) ≥ c1 |x|
2−N
G(x, x0)
,
for some fixed point x0 in Ω. But the Green function in Ω∩Br is dominated
by the Green function in COr ∩ Br, thus G(x, x0) ≤ c2|x|α˜O where α˜O =
2−N + α
O
. This implies
K(x, 0) ≥ c3|x|−αO ∀x ∈ CIr ∩Br. (5.87)
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Similarly (and it is a very rough estimate)
K(x, 0) ≤ c4|x|−αI ∀x ∈ Ω
Because G(x, z) ≤ c5|x− z|2−N , we obtain∫
Ω
G(z, x)Kq(z, 0)dz ≤ c6
∫
BR
|x− z|2−N |z|−αI dz.
We write∫
BR
|x− z|2−N |z|−qαI dz =
∫
B2|x|
|x− z|2−N |z|−qαI dz
+
∫
BR\B2|x|
|x− z|2−N |z|−qαI dz.
But ∫
B2|x|
|x− z|2−N |z|−qαI dz = |x|2−qαI
∫
B2(0)
|ξ − t|2−N |t|−qαI dt
where ξ = x/|x| is fixed. In the same way∫
BR\B2|x|
|x− z|2−N |z|−qαI dz ≤
∫
BR\B2|x|
|z|2−N−qαI |x|2−qαI dz
≤ |x|2−qαI
∫
BR/|x|\B2
|t|2−N−qαI dt
≤ c7|x|2−qαI
∫ R/|x|
2
s1−qαI ds.
Thus
∫
BR\B2|x|
|x− z|2−N |z|−qαI dz ≤

c8 if 1− qαI > −1
c8 |ln |x|| if 1− qαI = −1
c8|x|2−qαI if 1− qαI < −1.
(5.88)
Combining (5.87) and (5.88) yields to (5.86).
Step 2. There holds
u∞δ0(x) ≥
(
|x|−2/q−1) − r−2/(q−1)
)
ω
SIr
(x/|x|) ∀x ∈ CIr ∩Br, (5.89)
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where ω
SIr
is the unique positive solution of (5.81). For ℓ > 0, let uIℓδ0 be
the solution of { −∆u+ uq = 0 in CIr
u = ℓδ0 on ∂C
I
r .
(5.90)
By comparing uIℓδ0 with the Martin kernel in C
I
r ,
uIℓδ0(x) ≤ c10ℓ|x|−αI ∀x ∈ CIr . (5.91)
Because
c10ℓ|x|−αI ≤ c∗m|x|−αO ∀x s.t. |x| ≥ c11
(
ℓ
m
)(α
I
−α
O
)−1
, (5.92)
it follows
umδ0(x) ≥ uIℓδ(x) ∀x s.t. c11
(
ℓ
m
)(α
I
−α
O
)−1
≤ |x| ≤ c∗m−γr . (5.93)
Notice that (5.85) implies(
ℓ
m
)(α
I
−α0)−1
= o(m−γr) as m→∞.
Since uIℓδ0(x) ≤ |x|−2/(q−1)ωSIr (x/|x|), it follows, by the maximum principle,
that
umδ0(x) ≥ uIℓδ0(x)− r−2/(q−1)ωSIr (x/|x|)
for every x ∈ CIr ∩Br such that |x| ≥ c11
(
ℓ
m
)(α
I
−α
O
)−1
. Letting successively
m→∞ and ℓ→∞ and using
lim
ℓ→∞
uIℓδ0(x) = |x|−2/(q−1)ωSIr (x/|x|) ∀x ∈ C
I
r ,
we obtain (5.89).
Step 3. Let u ∈ U+(Ω), u vanishing on ∂Ω \ {0}. Because
u(x) ≤ CN,q|x|−2/(q−1)
and CIr ∩Br \ {0} ⊂ Ω, it is a classical consequence of Harnack inequality
that, for any x and x′ ∈ CIr ∩Br/2 such that 2−1|x| ≤ |x′| ≤ 2|x|, u satisfies
c−112 u(x
′) ≤ u(x) ≤ c12u(x′),
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where c12 > 0 depends on N , q and min
{
dist (z, ∂Ω)/|z| : z ∈ CIr ∩Br
}
.
Step 4. There exists c13 = c13(q,Ω) > 0 such that
U0(x) ≤ c13u∞δ(x) ∀x ∈ Ω. (5.94)
Because of (5.79) and the fact that for r > 0 and any compact subset
K ⊂ SI0,r
1 ≤
ω
SO0,r
(σ)
ω
SI0,r
(σ)
≤M ∀σ ∈ K,
where M depends on K, there exists c14 > 0 such that
1 ≤ U0(x)
u∞δ0(x)
≤ c14 ∀x ∈ Br s.t. x/|x| ∈ K.
Using Step 3, there also holds
c−115 ≤ min
{
U0(x
′)
U0(x)
,
u∞δ0(x
′)
u∞δ0(x)
}
≤ max
{
U0(x
′)
U0(x)
,
u∞δ0(x
′)
u∞δ0(x)
}
≤ c15 ∀x, x′ ∈ Br/2,
(5.95)
provided x/|x| and x′/|x′| ∈ K and 2−1|x| ≤ |x′| ≤ 2|x|. For 0 < s ≤ r/2,
set Γs = Ω ∩ ∂Bs. There exists n0 ∈ N∗ and κ ∈ (0, 1/4), independent of
s, such that for any x ∈ Γs such that x/|x| ∈ K, there exists at most n0
points aj (j = 1, ...jx) such that aj ∈ Γs, a1 ∈ ∂Ω, κs ≤ dist (aj , ∂Ω) ≤ s,
|aj − aj+1| ≤ s/2 for j = 1, ...jx and ajx = x. Using Proposition 9.1 and the
remark hereafter,
c−1
U0(z)
U0(a1)
≤ u∞δ0(z)
u∞δ0(a1)
≤ c U0(z)
U0(a1)
∀z ∈ Γs ∩Ba0 .
Combining with (5.95) we derive
U0(x) ≤ ccn015u∞δ0(x) ∀x ∈ Γs.
Because ccn015u∞δ0 is a super-solution of (5.1) (clearly cc
n0
15 > 1),
U0 ≤ ccn015u∞δ0 in Ω \Bs ∀s ∈ (0, r].
Thus (5.94) follows with c13 = cc
n0
15 .
Step 5. End of the proof. It is based upon an idea introduced in [22]. If we
assume U0 > u∞δ0 , the convexity of x 7→ xq implies that the function
v = u∞δ0 −
1
2c13
(U0 − u∞δ0)
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is a super solution such that
au∞δ0 ≤ v < u∞δ0
where a = 1+c132c13 < 1. Since au∞δ0 is a subsolution, it follows that there
exists a solution w such that
au∞δ0 < w < v < u∞δ0 .
But this is impossible because, for any a ∈ (0, 1), the smallest solution
dominating au∞δ0 is u∞δ0 .

The next result extends a theorem of Marcus and Ve´ron [22].
Theorem 5.22 Assume that Ω is a bounded Lipschitz domain such that
S
O
y = S
I
y = Sy for every y ∈ ∂Ω. Further, assume that
1 < q < q∗∂Ω.
Then for any outer regular Borel measure ν¯ on ∂Ω there exists a unique
solution u of (5.1) such that tr
∂Ω
(u) = ν¯.
Proof. We assume ν¯ ∼ (ν, F ) in the sense of Definition 4.9 where F is a
closed subset of ∂Ω and ν a Radon measure on R = ∂Ω \ F . We denote by
UF the maximal solution of (5.1) defined in Lemma 4.11. Because q < q
∗
∂Ω,
for any y ∈ F there exists u∞δy (and actually u∞δy = Uy by Theorem 5.21).
Then UF ≥ uδy by Lemma 4.13, thus S(UF ) = F ′ = F with the notation of
Definition 4.12. By Theorem 5.19, any Radon measure is q-admissible thus
for any compact subset E ⊂ R there exist a unique solution uνχE of (5.1)
with boundary trace νχE. Therefore there exists a solution with boundary
trace ν¯ and, by Theorem 4.14, its uniqueness is reduced to showing that
UF is the unique solution with boundary trace (0, F ). Assume uF is any
solution with trace (0, F ). By Theorem 5.17 and Theorem 5.21, there holds
uF (x) ≥ u∞δy(x) = Uy(x) ∀y ∈ F, ∀x ∈ Ω. (5.96)
Next we prove:
Assertion. There exists C > 0 depending on F , Ω and q such that
UF (x) ≤ CuF (x) ∀x ∈ Ω. (5.97)
There exists r0 > 0 and a circular cone C0 with vertex 0 and opening
S0 ⊂ ∂B1 such that for any y ∈ ∂Ω there exists an isometry Ry of RN such
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that Ry(C0)∩Br0(y) ⊂ Ω∪ {y}. We shall denote by C1 a fixed sub-cone of
C0 with vertex 0 and opening S1 ⋐ S0. In order to simplify the geometry,
we shall assume that both C0 and C0 are radially symmetric cones. If x ∈ Ω
is such that dist (x, ∂Ω) ≤ r0/2, either
(i) there exists some y ∈ S and an isometry Ry such that Ry(C0)∩Br0(y) ⊂
Ω ∪ {y} and (x− y)/|x− y| ∈ S1,
(ii) or such a y and Ry does not exist.
In the first case, it follows from Proposition 5.20 and Theorem 5.21 that
uF (x) ≥ c1|x− y|−2/(q−1). (5.98)
Furthermore, the constant c1 depends on r, S q and Ω, but not on uF . By
(5.5)
UF (x) ≤ c2 (dist (x, ∂Ω))−2/(q−1) . (5.99)
Since in case (i), there holds dist (x, ∂Ω) ≥ c3|x−y| for some c3 > 1 depend-
ing on S0 and S1, it follows that (5.97) holds with c = c1c
2/(q−1)
2 /c3.
In case (ii), x does not belong to any cone radially symmetric cones
with opening S1 and vertex at some y ∈ S. Therefore, there exists c4 < 1
depending on C1 such that
dist (x, ∂Ω) ≤ c4dist (x,S). (5.100)
We denote rx := dist (x,S). If
dist (x, ∂Ω) ≤ min{c4, 10−1}rx, (5.101)
there exists ξx ∈ ∂Ω such that |x − ξx|dist (x, ∂Ω). Then B9rx/10(ξx) ⊂
Brx(x). We can apply Proposition 9.1 in Ω ∩ B9rx/10(ξx). Since x ∈
Brx/5(ξx), there holds
c−15
uF (z)
UF (z)
≤ uF (x)
UF (x)
≤ c5 uF (z)
UF (z)
∀z ∈ Brx/5(ξx) ∩ Ω. (5.102)
We can take in particular z such that |z − ξx| = rx/5 and dist (z, ∂Ω) =
max{dist (t, ∂Ω) : t ∈ Brx/5(ξx) ∩ Ω}. Since the distance from z to S is
comparable to dist (z, ∂Ω), there exist n0 ∈ N∗ depending on the geometry
of Ω and n0 points {aj} with the properties that dist (aj, ∂Ω) ≥ dist (z, ∂Ω),
Brx/10(aj) ∩ Brx/10(aj+1) 6= ∅ for j = 1, ..., n0 − 1, a1 = z and an0 have the
property (i) above, that is there exists some y ∈ S and an isometry Ry such
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that Ry(C0) ∩ Br0(y) ⊂ Ω ∪ {y} and (an0 − y)/|an0 − y| ∈ S1. By classical
Harnack inequality (see Theorem 5.21 Step 3), there holds
uF (aj) ≥ c6uF (aj+1) and UF (aj) ≥ c−16 UF (aj+1)
for some c6 > 1 depending on N , q and Ω via the cone C0. Therefore
UF (x) ≤ c5c2n06
uF (an0)
UF (an0)
uF (x) ≤ c7uF (x), (5.103)
which implies (5.97) from case (i) applied to an0 .
Finally, if (5.100) holds, but also
dist (x, ∂Ω) ≥ min{c4, 10−1}rx, (5.104)
this means that dist (x, ∂Ω) is comparable to rx. Then we can perform the
same construction as in the case (5.101) holds, except that we consider balls
Bdist (x,∂Ω)/4(aj) in order to connect x to a point an0 satisfying (i). The
number n0 is always independent of uF . Thus we derive again estimate
(5.97) provided dist (x, ∂Ω) ≤ r0/2. In order to prove that this holds in
whole Ω, we consider some 0 < r1 ≤ r0/2 such that Ω′r1 := {x ∈ Ω :
dist (x,Ω) > r1} is connected. The function v solution of{ −∆v + vq = 0 in Ω′r1
v = c1uF in ∂Ω
′
r1
(5.105)
is larger that UF in Ω
′
r1 . Since c1uF is a super solution, v ≤ c1uF in Ω′r1 .
This implies that (5.97) holds in Ω.
Inequality (5.97) implies uniqueness by the same argument as in the
proof of Theorem 5.21, Step 5. 
6 The Martin kernel and critical values for a cone.
6.1 The geometric framework
An N-dim polyhedra P is the bounded domain bordered by a finite number
of hyperplanes. Thus characteristic elements of the boundary of P are the
faces (subsets of an hyperplane), the vertex (intersection of N hyperplanes)
and a wide variety of N-k dimensional edges, where k ranges from 2 to N. An
N-k dimensional edge, i.e. an intersection of k hyperplanes, will be described
by the characteristic angles of these hyperplanes.
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We recall that the spherical coordinates in RN = {x = (x1, ...xN )} are
expressed by 
x1 = r sin θN−1 sin θN−2... sin θ2 sin θ1
x2 = r sin θN−1 sin θN−2... sin θ2 cos θ1
x3 = r sin θN−1 sin θN−2... cos θ2
.
.
.
xN−1 = r sin θN−1 cos θN−2,
xN = r cos θN−1
(6.1)
where θ1 ∈ [0, 2π] and θℓ ∈ [0, π] for ℓ = 2, 3, ..., N − 1 (the θj are the
Euler angles). Thus the ”angular” component σ ∈ SN−1 of the spherical
coordinates (r, σ) of x ∈ RN is denoted by σ = (θ1, ..., θN−1).
We consider an unbounded non-degenerate k-dihedron defined as follows.
Let k ∈ [2, N ] ∩ N and let A be given by
A =
{
(0, α1)×
∏k−1
j=2(αj , α
′
j) if k > 2
(0, α1) if k = 2
where
0 < α1 < 2π, 0 < αj < α
′
j < π j = 2, ..., k − 1.
We denote by SA the spherical domain
SA = {x ∈ RN : |x| = 1, σ ∈ A×
N−1∏
j=k
[0, π]} ⊂ SN−1} (6.2)
and by DA the corresponding k-dihedron,
DA = {x = (r, σ) : r > 0, σ ∈ SA}.
The edge of DA is the (N-k)-dimensional space
dA = {x : x1 = x2 = ... = xk = 0}. (6.3)
6.2 Separable harmonic functions and the Martin kernel in
a k-dihedron.
In the system of spherical coordinates, the Laplacian takes the form
∆u = ∂rru+
N − 1
r
∂ru+
1
r2
∆
SN−1
u
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where the Laplace-Beltrami operator ∆
SN−1
is expressed by induction by
∆
SN−1
u =
1
(sin θN−1)N−2
∂
∂θN−1
(
(sin θN−1)N−2
∂u
∂θN−1
)
+
1
(sin θN−1)2
∆
SN−2
u.
(6.4)
and
∆
S1
u = ∂θ1θ1u (6.5)
If we compute the positive harmonic functions in the k-dihedron DA of the
form
v(x) = v(r, σ) = rκω(σ) in DA, v = 0 in ∂DA \ {0}.
we find that κ satisfies the algebraic equation
κ2 + (N − 2)κ − λA = 0 (6.6)
where λA is the first eigenvalue of −∆
SN−1
in W 1,20 (SA) and ω is the corre-
sponding normalized eigenfunction:{
∆
SN−1
ω + λAω = 0 in SA
ω = 0 on ∂SA.
(6.7)
Thus
κ+ =
1
2
(
2−N +
√
(N − 2)2 + 4λA
)
κ− =
1
2
(
2−N −
√
(N − 2)2 + 4λA
)
.
(6.8)
Since
SN−1 =
{
σ ∈ RN−1 × R : σ = (σ2 sin θN−1, cos θN−1), σ2 ∈ SN−2
}
, (6.9)
we look for ω := ω{1} of the form
ω{1}(σ) = (sin θN−1)κ+ω{2}(σ2), θN−1 ∈ (0, π), σ2 ∈ SN−2.
Here SN−2 = SN−1 ∩ {xN = 0} and we denote
S
{N−2}
A = SA ∩ {xN = 0}, D{N−2}A := DA ∩ {xN = 0} ⊂ RN−1.
Then (6.8) jointly with relation (6.4) implies ∆SN−2ω
{2} + (λA − κ+)ω{2} = 0 on S{N−2}A
ω{2} = 0 on ∂S{N−2}A .
(6.10)
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Since we are interested in ω{2} positive, λ{2}A := λA − κ+ must be the first
eigenvalue of −∆
SN−2
in W 1,20 (S
{N−2}
A ).
Next we look for positive harmonic functions u˜ in D
{N−2}
A such that
u˜(x1, . . . , xN−1) = rκ
′
ω(σ2), u˜ = 0 on ∂D
{N−2}
A
The algebraic equation which gives the exponents is
(κ′)2 + (N − 3)κ′ − λ{2}A = 0.
Denote by κ′+ the positive root of this equation. By the definition of λ
{2}
A ,
κ2+ + (N − 3)κ+ − λ{2}A = κ2+ + (N − 2)κ+ − λA = 0.
Therefore κ′+ = κ+. Accordingly, if k ≥ 3, we set
ω{2}(σ2) = (sin θN−2)κ+ω{3}(σ3),
an find that ω{3} satisfies ∆SN−3ω
{3} + (λA − 2κ+)ω{3} = 0 in S{N−3}A
ω{3} = 0 on ∂S{N−3}A ,
(6.11)
where
S
{N−3}
A = SA ∩ {xN = xN−1 = 0}.
Performing this reduction process (N-k) times, we obtain the following re-
sults.
(i) If k > 2 then
ω(σ) = (sin θN−1 sin θN−2... sin θk)κ+ω{N−k+1}(σN−k+1) (6.12)
where
σN−k+1 ∈ Sk−1 = SN−1 ∩ {xN =, xN−1 = · · · = xk+1 = 0},
and ω′ := ω{N−k+1} satisfies ∆Sk−1ω
′ + (λA − (N − k)κ+)ω′ = 0, in S{k−1}A
ω′ = 0, on ∂S{k−1}A ,
(6.13)
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S
{k−1}
A = SA ∩ {xN = xN−1 = ... = xk+1 = 0} ≈ A
and λA − (N − k)κ+ is the first eigenvalue of the problem. In such a case,
it is usually impossible to determine more explicitly ω{N−k+1} and λA −
(N − k)κ+, except for some very specific values of αj and α′j , associated to
consecutive zeros of generalized Legendre functions.
(ii) If k = 2 then
ω(σ) = (sin θN−1 sin θN−2... sin θ2)κ+ω{N−1}(θ1) (6.14)
where σN−1 ∈ S1 ≈ θ1 ∈ (0, 2π), and ω{N−1} satisfies ∆S1ω
{N−1} + (λA − (N − 2)κ+)ω{N−1} = 0 on S{1}A
ω{N−1} = 0 on ∂S{1}A ,
(6.15)
with ∂S
{1}
A ≈ (0, α). In this case
κ+ =
π
α
, ω{N−1}(θ1) = sin(πθ1/α), (6.16)
and
λA − (N − 2)κ+ = π
2
α2
=⇒ λA = π
2
α2
+ (N − 2)π
α
. (6.17)
Observe that 12 ≤ κ+ with equality holding only in the degenerate case
α = 2π (which we exclude).
In either case, we find a positive harmonic function vA in DA, vanishing
on ∂DA, of the form
vA(x) = |x|κ+ ω(x/ |x|)
with ω as in (6.12) (for k > 2) or (6.16) (for k=2).
Similarly we find a positive harmonic function in DA vanishing on ∂DA \
{0}, singular at the origin, of the form
K ′A(x) = |x|κ− ω(x/ |x|), κ− = 2−N − κ+.
Because of the uniqueness of the kernel function (see A.2) K ′A(x) is, up to a
multiplicative constant cA, the Martin kernel of the Laplacian in DA, with
singularity at 0. The Martin kernel, with singularity at a point z ∈ dA, is
given by
KA(x, z) = cA
(sin θN−1 sin θN−2... sin θk)κ+ω{N−k+1}(σN−k+1)
|x− z|N−2+κ+ (6.18)
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for every x ∈ DA. From (6.1)
sin θN−1 sin θN−2... sin θk = |x− z|−1
√
x21 + x
2
2 + ...+ x
2
k.
Therefore, if we write x ∈ RN in the form x = (x′, x′′), x′ = (x1, ..., xk),
x′′ = (xk+1, · · · , xN ), we obtain the formula,
KA(x, z) = cA
|x′|κ+ω{N−k+1}(σN−k+1)
|x− z|(N−2+2κ+)
= c
A
|x′|κ+ω{N−k+1}(σN−k+1)
(|x′|2 + |x′′ − z|2)(N−2+2κ+)/2 .
(6.19)
Therefore, the Poisson potential of a measure µ ∈M(dA) is expressed by
K[µ](x) = cA |x′|κ+ω{N−k+1}(σN−k+1)
×
∫
RN−k
dµ(z)
(|x′|2 + |x′′ − z|2)(N−2+2κ+)/2 .
(6.20)
6.3 The admissibility condition
Consider the boundary value problem{ −∆u+ |u|q−1 u = 0 in DA
u = µ ∈M(∂DA). (6.21)
Let r′ = |x′|, r′′ = |x′′|,
ΓR = {x = (x′, x′′) : r′ ≤ R, r′′ ≤ R} (6.22)
and let ρR denote the first (positive) eigenfunction in DA,R := DA ∩ ΓR.
By Definition 3.7, the admissibility condition for a measure µ ∈M(dA ∩
ΓR) relative to (6.21) in DA,R is∫
DA,R
KR[|µ|](x)qρ
R
(x)dx <∞. (6.23)
where KR is the Martin kernel of −∆ in DA,R. Near dA this kernel behaves
like the Martin kernel of the dihedron DA. Furthermore, the first eigenfunc-
tion ρ
R
of −∆ inW 1,20 (DA,R) behaves like the regular harmonic function vA.
Therefore
ρ
R
(x) ≈ (r′)κ+ω{N−k+1}(σN−k+1) (6.24)
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and the admissibility condition for a measure µ ∈M(dA) is∫
ΓR∩DA
K[|µ|](x)|qρ(x)dx <∞ ∀R > 0, (6.25)
with ΓR as in (6.22). By (6.20),
K[|µ|](x) ≤ c
A
(r′)κ+
∫
RN−k
j(x′, x′′ − z)d|µ|(z) (6.26)
where
j(x) = |x|−N+2−2κ+ ∀x ∈ RN . (6.27)
Therefore, using (6.24), condition (6.25) becomes∫ R
0
∫
|x′′|<R
( ∫
RN−k
j(x′, x′′ − z)d|µ|(z)
)q
(r′)(q+1)κ++k−1dx′′dr′ <∞
(6.28)
for every R > 0.
6.4 The critical values.
Relative to the equation
−∆u+ |u|q−1u = 0 (6.29)
there exist two thresholds of criticality associated with the edge dA.
The first is the value q∗c such that, for q∗c ≤ q the whole edge dA is
removable relative to this equation, but for 1 < q < q∗c there exist non-
trivial solutions in DA which vanish on ∂DA \ dA. The second qc < q∗c
corresponds to the removability of points on dA. For q ≥ qc points on dA
are removable while for 1 < q < qc there exist solutions with isolated point
singularities on dA. In the next two propositions we determine these critical
values.
Proposition 6.1 Assume q > 1, 1 ≤ k < N . Then the condition
q < q∗c := 1 +
2− k +√(k − 2)2 + 4λA − 4(N − k)κ+
λA − (N − k)κ+ (6.30)
is necessary and sufficient for the existence of a non-trivial solution u of
(6.29) in DA which vanishes on ∂DA\dA. Furthermore, when this condition
holds, there exist non-trivial positive bounded measures µ on dA such that
K[µ] ∈ Lqρ(ΓR ∩DA).
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Remark. The statement remains true in the case k = N , which is the case
of the cone. In this case qc = q
∗
c = 1 + (2/αS) in the notation of Section
5. However, in the present notation, αS = −κ− and a straightforward
computation yields:
qc =
N + 2 +
√
(N − 2)2 + 4λA
N − 2 +
√
(N − 2)2 + 4λA
. (6.31)
Proof. Recall that λA−(N−k)κ+ is the first eigenvalue in S{k−1}A (see (6.13)
and the remarks following it). Let κ′+, κ′− be the two roots of the equation
X2 + (k − 2)X − (λA − (N − k)κ+) = 0,
i.e.
κ′± =
1
2
(
2− k ±
√
(k − 2)2 + 4(λA − (N − k)κ+
)
.
Then, by Theorem 5.5 and Theorem 5.6, if 1 < q < 1 − (2/κ′−) (note that
because of a change in notation the entity denoted by αS in subsection 5.1
is the same as −κ′− in the present section) there exists a unique solution of
(6.29) in the cone CSk−1A
i.e. the cone with opening Sk−1A ⊂ Sk−1 ⊂ Rk with
trace aδ0 (where δ0 denotes the Dirac measure at the vertex of the cone and
a > 0). By Theorem 5.6 this solution satisfies
ua(x) = a |x|−α φ(x/ |x|)(1 + o(1)) as x→ 0, (6.32)
where φ is the first positive eigenfunction of −∆′ in W 1,20 (Sk−1A ) normalized
so that u1 possesses trace δ0.
The function u given by
u˜a(x
′, x′′) = ua(x′) ∀(x′, x′′) ∈ DA = CSk−1A × R
N−k,
is a nonzero solution of (6.29) in DA which vanishes on ∂DA \ dA and has
bounded trace on dA.
A simple calculation shows that 1− (2/κ−) equals q∗c as given in (6.30).
Next, assume that q ≥ q∗c and let u be a solution of (6.29) in DA which
vanishes on ∂DA \ dA.
Given ǫ > 0 let vǫ be the solution of (6.29) in D
{N−k−1}
A \ {x′ ∈ Rk :
|x′| ≤ ǫ} such that
vǫ(x
′) =
{
0, if x′ ∈ ∂D{N−k−1}A
∞, if |x′| = ǫ.
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Given R > 0 let w
R
be the maximal solution in {x′′ ∈ RN−k : |x′′| < R}.
Then the function u∗ given by
u∗(x′, x′′) = vǫ(x′) + wR(x
′′)
is a supersolution of (6.29) in DA \ {(x′, x′′) : |x′| > ǫ, |x′′| < R} and it
dominates u in this domain. But w
R
(x′′) → 0 as R → ∞ and, by [11],
vǫ(x
′)→ 0 as ǫ→ 0. Therefore u+ = 0 and, by the same token, u− = 0.

Proposition 6.2 Let A be defined as before. Then
K[µ] ∈ Lqρ(ΓR ∩DA) ∀µ ∈M(dA), ∀R > 0 (6.33)
if and only if
1 < q < qc :=
κ+ +N
κ+ +N − 2 . (6.34)
This statement is equivalent to the following:
Condition (6.34) is necessary and sufficient in order that the Dirac mea-
sure µ = δP , supported at a point P ∈ dA, satisfy (6.33).
Proof. It is sufficient to prove the result relative to the family of measures µ
such that µ is positive, has compact support and µ(dA) = 1. Let R > 1 be
sufficiently large so that the support of µ is contained in ΓR/2. The measure
µ can be approximated (in the sense of weak convergence of measures) by
a sequence {µn} of convex combinations of Dirac measures supported in
dA ∩ ΓR/2. For such a sequence K[µn] → K[µ] pointwise and {K[µn]} is
uniformly bounded in DA \ Γ3R/4. Therefore it is sufficient to prove the
result when µ = δ0. In this case the admissibility condition (6.28)) is∫ R
0
∫
|x′′|<R
j(x)q(r′)(q+1)κ++k−1dx′′dr′ <∞,
i.e., ∫ R
0
∫ R
0
|x|q(2−N−2κ+)(r′)(q+1)κ++k−1(r′′)N−k−1dr′′dr′ <∞.
Substituting τ := r′′/r′ the condition becomes
∫ R
0
∫ R/r′
0
(1 + τ2)
q
2
(2−N−2κ+)
(r′)q(2−N−κ+)+κ++N−1τN−k−1dτ dr′ <∞.
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This holds if and only if q < (κ+ +N)/(κ+ +N − 2).

Remark. It is interesting to notice that k does not appear explicitly in (6.34).
Furthermore, we observe that
2
qc − 1
(
2qc
qc − 1 −N
)
= λA ⇐⇒ κ+(κ+ +N − 2) = λA, (6.35)
which follows from (6.8). This implies that there does not exist a nontrivial
solution of the nonlinear eigenvalue problem
−∆
SN−1
ψ − 2
q − 1
(
2q
q − 1 −N
)
ψ + |ψ|q−1ψ = 0 in S
DA
ψ = 0 in ∂SDA
(6.36)
which, in turn, implies that there does not exists a nontrivial solution of
(6.29) of the form u(x) = u(r, σ) = |x|−2/(q−1)ψ(σ), and also no solution
of this equation in DA which vanishes on ∂DA \ {0}. This is the classical
ansatz for the removability of isolated singularities in dA.
7 The harmonic lifting of a Besov space B−s,p(dA).
Denote by W σ,p(Rℓ) (σ > 0, 1 ≤ p ≤ ∞) the Sobolev spaces over Rℓ. In
order to use interpolation, it is useful to introduce the Besov space Bσ,p(Rℓ)
(σ > 0). If σ is not an integer then
Bσ,p(Rℓ) =W σ,p(Rℓ). (7.1)
If σ is an integer the space is defined as follows. Put
∆x,yf = f(x+ y) + f(x− y)− 2f(x).
Then
B1,p(Rℓ) =
{
f ∈ Lp(Rℓ) : ∆x,yf|y|1+ℓ/p ∈ L
p(Rℓ × Rℓ)
}
, (7.2)
with norm
‖f‖B1,p = ‖f‖Lp +
(∫ ∫
Rℓ×Rℓ
|∆x,yf |p
|y|ℓ+p dx dy
)1/p
, (7.3)
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(with standard modification if p =∞) and
Bm,p(Rℓ) =
{
f ∈Wm−1,p(Rℓ) :
Dαxf ∈ B1,p(Rℓ) ∀α ∈ Nℓ, |α| = m− 1
} (7.4)
with norm
‖f‖Bm,p = ‖f‖Wm−1,p +
 ∑
|α|=m−1
∫ ∫
Rℓ×Rℓ
|Dαx∆x,yf |p
|y|ℓ+p dx dy
1/p . (7.5)
We recall that the following inclusions hold ([30, p 155])
Wm,p(Rℓ) ⊂ Bm,p(Rℓ) if p ≥ 2
Bm,p(Rℓ) ⊂Wm,p(Rℓ) if 1 ≤ p ≤ 2.
(7.6)
When 1 < p <∞, the dual spaces ofW s,p and Bm,p are respectively denoted
by W−s,p
′
and B−m,p
′
.
The following is the main result of this section.
Theorem 7.1 Suppose that qc < q < q
∗
c and let A be defined as in subsec-
tion 6.1. Then there exist positive constants c1, c2, depending on q,N, k, κ+,
such that for any R > 1 and any µ ∈M+(dA) with support in BR/2:
c1 ‖µ‖qB−s,q(RN−k)
≤
∫
DA,R
K[|µ|]q(x)ρ(x)dx ≤ c2(1 +R)β ‖µ‖qB−s,q(RN−k) ,
(7.7)
where s = 2− κ++kq′ , β = (q + 1)κ+ + k − 1 and DA,R = DA ∩ ΓR. If q = qc
the estimate remains valid for measures µ such that the diameter of suppµ
is sufficiently small (depending on the parameters mentioned before).
Remark. When q ≥ 2 the norms in the Besov space may be replaced by the
norms in the corresponding Sobolev spaces.
Recall the admissibility condition for a measure µ ∈M+(dA):∫
DA,R
K[µ]q(x)ρ(x)dx <∞ ∀R > 0
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and the equivalence (see (6.25)–(6.28))∫
DA,R
K[µ]q(x)ρ(x)dx ≈ JA,R(µ) := (7.8)∫ R
0
∫
B′′R
(∫
RN−k
dµ(z)
(τ2 + |x′′ − z|2)|)(N−2+2κ+)/2
)q
τ (q+1)κ++k−1dx′′dτ,
where x = (x′, x′′) ∈ Rk×RN−k, τ = |x′| and B′′R = {x′′ ∈ RN−k : |x′′| < R}.
We denote,
ν = N − 2 + 2κ+. (7.9)
If 2κ+ is an integer, it is natural to relate (7.8) to the Poison potential
of µ in Rn+ = R+×Rn−1 where n = N − 2+ 2κ+. We clarify this statement
below.
Assuming that 2 ≤ n+ k −N , denote
y = (y1, y˜, y
′′) ∈ Rn, y˜ = (y2, · · · , yn+k−N), y′′ = (yn+k−N+1, · · · , yn).
The Poisson kernel in Rn+ = R+ × Rn−1 is given by
Pn(y) = γny1|y|−n y1 > 0, (7.10)
for some γn > 0, and the Poisson potential of a bounded Borel measure µ
with support in
d := {y = (0, y′′) ∈ Rn : y′′ ∈ RN−k}
is
Kn[µ](y) = γny1
∫
RN−k
dµ(z)(
y21 + |y˜|2 + |y′′ − z|2
)n/2 ∀y ∈ Rn+. (7.11)
In particular, for y˜ = 0,
Kn[µ](y1, 0, y′′) = γny1
∫
RN−k
dµ(z)(
y21 + |y′′ − z|2
)n/2 . (7.12)
The integral in (7.12) is precisely the same as the inner integral in (7.8).
In fact, it will be shown that, if we set
n := {ν} = inf{m ∈ N : m ≥ ν}, (7.13)
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this approach also works when 2κ+ is not an integer. We note that, for n
given by (7.13),
n−N + k ≥ 2, (7.14)
with equality only if k = 3 and κ+ ≤ 1/2 or k = 2 and κ+ ∈ (1/2, 1]. Indeed,
n−N + k = k + {2κ+} − 2
and (as κ+ > 0) {2κ+} ≥ 1. If k = 2 then κ+ > 1/2 and consequently
{2κ+} ≥ 2. These facts imply our assertion.
We also note that κ+ is strictly increasing relative to λA and
κ+

= 1, if DA = RN+ ,
< 1, if DA $ RN+ ,
> 1, if DA % RN+ .
(7.15)
Finally we observe that γ := λA − (N − k)κ+ > 0 (see (6.13)) and, by (6.8)
and (6.30):
γ = κ2+ + (k − 2)κ+, q∗c = 1 +
−(k − 2) +
√
(k − 2)2 + 4γ
γ
. (7.16)
Therefore q∗c is strictly decreasing relative to γ and consequently also relative
to κ+.
The proof of the theorem is based on the following important result
proved in [31, 1.14.4.]
Proposition 7.2 Let 1 < q < ∞ and s > 0. Then for any bounded Radon
measure µ in Rn−1 there holds
I(µ) =
∫
R
n
+
|Kn[µ](y)|q e−y1ysq−11 dy ≈ ‖µ‖qB−s,q(Rn−1) . (7.17)
In the first part of the proof we derive inequalities comparing I(µ) and
JA,R(µ). Actually, it is useful to consider a slightly more general expression
than I(µ), namely:
Im,jν,σ (µ) :=
∫
R
m+j
+
∣∣∣∣∣
∫
Rm
y1dµ(z)(
y21 + |y˜|2 + |y′′ − z|2
)ν/2
∣∣∣∣∣
q
e−y1yσq−11 dy, (7.18)
where ν is an arbitrary number such that ν > m, j ≥ 1 and σ > 0. A point
y ∈ Rm+j+ is written in the form y = (y1, y˜, y′′) ∈ R+ × Rj−1 × Rm. We
assume that µ is supported in Rm. Note that,
I(µ) = γqnI
m,j
n,s where m = N − k, j = n−m = n−N + k. (7.19)
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Put
Fν,m[µ](τ) :=
∫
Rm
∣∣∣∣∫
Rm
dµ(z)
(τ2 + |y′′ − z|2)ν/2
∣∣∣∣q dy′′ ∀τ ∈ [0,∞). (7.20)
With this notation, if j ≥ 2 then
Im,jν,σ (µ) :=
∫ ∞
0
∫
Rj−1
Fν,m[µ](
√
y21 + |y˜|2 )e−y1y(σ+1)q−11 dy˜ dy1 (7.21)
and if j = 1
Im,1ν,σ (µ) :=
∫ ∞
0
Fν,m[µ](y1)e
−y1y(σ+1)q−11 dy1 (7.22)
Lemma 7.3 Assume that m < ν, 0 < σ, 2 ≤ j and 1 < q <∞. Then there
exists a positive constant c, depending on m, j, ν, σ, q, such that, for every
bounded Borel measure µ with support in Rm:
1
c
∫ ∞
0
Fν,m[µ](τ)hσ,j(τ)dτ ≤ Im,jν,σ (µ) ≤ c
∫ ∞
0
Fν,m[µ](τ)hσ,j(τ)dτ, (7.23)
where Fν,m is given by (7.20) and, for every τ > 0,
hσ,j(τ) =

τ (σ+1)q+j−2
(1 + τ)(σ+1)q
, if j ≥ 2,
e−τ τ (σ+1)q−1, if j = 1.
(7.24)
Proof. There is nothing to prove in the case j = 1. Therefore we assume
that j ≥ 2.
We use the notation y = (y1, y˜, y
′′) ∈ R × Rj−1 × Rm. The integrand in
(7.21) depends only on y1 and ρ := |y˜|. Therefore, Im,jν,σ can be written in
the form
Im,jν,σ (µ) = cm,j
∫ ∞
0
∫ ∞
0
Fν,m[µ](
√
y21 + ρ
2)e−y1y(σ+1)q−11 dy1ρ
j−2dρ.
We substitute y1 = (τ
2 − ρ2)1/2, then change the order of integration and
finally substitute ρ = rτ . This yields,
c−1m,jI
m,j
ν,σ (µ)
=
∫ ∞
0
∫ ∞
ρ
Fν,m[µ](τ)ρ
j−2e−
√
τ2−ρ2(τ2 − ρ2)(σ+1)q/2−1τ dτ dρ
=
∫ ∞
0
∫ τ
0
Fν,m[µ](τ)ρ
j−2e−
√
τ2−ρ2(τ2 − ρ2)(σ+1)q/2−1τ dρ dτ
=
∫ ∞
0
∫ 1
0
Fν,m[µ](τ)τ
j−2+(σ+1)qe−τ
√
1−r2f(r)dr dτ,
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where
f(r) = rj−2(1− r2)(σ+1)q/2−1.
We denote
Ijσ(τ) =
∫ 1
0
e−τ
√
1−r2f(r)dr,
so that
Im,jν,σ (µ) = cm,j
∫ ∞
0
Fν,m[µ](τ)τ
j−2+(σ+1)qIjσ(τ)dτ. (7.25)
To complete the proof we estimate Ijσ. Since j ≥ 2, f ∈ L1(0, 1) and
Ijσ is continuous in [0,∞) and positive everywhere. Hence, for every α > 0,
there exists a positive constant cα = cα(σ) such that
1
cα
≤ Ijσ ≤ cα in [0, α). (7.26)
Next we estimate Ijσ for large τ . Since j ≥ 2,
Ijσ ≤ 2(σ+1)q/2−1
∫ 1
0
(1− r)(σ+1)q/2−1e−τ
√
1−rdr.
Substituting r = 1− t2 we obtain,
Ijσ ≤ 2(σ+1)q/2
∫ 1
0
t(σ+1)q−1e−tτdt = c(σ, q)τ−(σ+1)q . (7.27)
On the other hand, if τ ≥ 2,
Ijσ(τ) =
∫ 1
0
(1− t2)(j−3)/2t(σ+1)q−1e−τtdt
= τ−(σ+1)q
∫ τ
0
(1− (s/τ)2)(j−3)/2s(σ+1)q−1e−sds
≥ τ−(σ+1)q2−(j−3)
∫ 1
0
s(σ+1)q−1e−sds.
(7.28)
Combining (7.25) with (7.26)–(7.28) we obtain (7.23).

Next we derive an estimate in which integration over Rn+ = R
j
+ × Rm is
replaced by integration over a bounded domain, for measures supported in
a fixed bounded subset of Rm.
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Let BjR(0) and B
m
R (0) denote the balls of radius R centered at the origin,
in Rj and Rm respectively. Denote
FRν,m[µ](τ) =
∫
BmR
∣∣∣∣∫
Rm
dµ(z)
(τ2 + |y′′ − z|2)ν/2
∣∣∣∣q dy′′ ∀τ ∈ [0,∞) (7.29)
and, if j ≥ 2,
Im,jν,σ (µ;R) =
∫
BjR∩{0<y1}
FRν,m[µ](
√
y21 + |y˜|2 )e−y1yσq−11 dy˜ dy1. (7.30)
where (y1, y˜) ∈ R× Rj−1. If j = 1 we denote,
Im,1ν,σ (µ;R) =
∫ R
0
FRν,m[µ](y1)e
−y1yσq−11 dy1. (7.31)
Similarly to Lemma 7.3 we obtain,
Lemma 7.4 If j ≥ 1, there exists a positive constant c such that, for any
bounded Borel measure µ with support in Rm ∩BR
c−1
∫ R
0
FRν,m[µ](τ)hσ,j(τ)dτ ≤ Im,jν,σ (µ;R) ≤ c
∫ R
0
FRν,m[µ](τ)hσ,j(τ)dτ
(7.32)
with hσ,j as in (7.24).
Proof. In the case j = 1 there is nothing to prove . Therefore we assume
that j ≥ 2.
From (7.30) we obtain,
Im,jν,σ (µ;R) = cm,j
∫ R
0
∫ √R2−ρ2
0
FRν,m[µ](
√
y21 + ρ
2)e−y1y(σ+1)q−11 dy1ρ
j−2dρ.
Substituting y1 = (τ
2 − ρ2)1/2, then changing the order of integration and
finally substituting ρ = rτ we obtain,
c−1m,jI
m,j
ν,σ (µ;R) =
∫ R
0
∫ 1
0
FRν,µ[µ](τ)τ
j−2+(σ+1)qe−τ
√
1−r2f(r)dr dτ.
where
f(r) = rj−2(1− r2)(σ+1)q/2−1.
The remaining part of the proof is the same as for Lemma 7.3.

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Lemma 7.5 Let 1 < q, 0 < σ and assume that m < νq and 0 ≤ j − 1 <
ν. Then there exists a positive constant c¯, depending on j,m, q, σ, ν, such
that, for every R ≥ 1 and every bounded Borel measure µ with support in
BR/2(0) ∩ Rm,∣∣∣∣∫ ∞
0
Fν,m[µ](τ)hσ,j(τ)dτ −
∫ R
0
FRν,m[µ](τ)hσ,j(τ)dτ
∣∣∣∣
≤ c¯R(σ+1−ν)q+m+j−1 ‖µ‖q
M
(7.33)
with hσ,j as in (7.24).
Proof. We estimate,∣∣∣∣∫ ∞
0
Fν,m[µ](τ)hσ,j(τ)dτ −
∫ R
0
FRν,m[µ](τ)hσ,j(τ)dτ
∣∣∣∣ ≤∫ ∞
R
|Fν,m[µ]| (τ)hσ,j(τ)dτ +
∫ R
0
∣∣Fν,m[µ]− FRν,m[µ]∣∣ (τ)hσ,j(τ)dτ. (7.34)
For every τ > 0,
|Fν,m[µ]| (τ) ≤ τ−νq ‖µ‖qM . (7.35)
Since j − 1 < νq, it follows that∫ ∞
R
|Fν,m[µ]| (τ)hσ,j(τ)dτ ≤ ‖µ‖qM
∫ ∞
R
τ−νqhσ,j(τ)dτ
≤ c(σ, q) ‖µ‖q
M
∫ ∞
R
τ (σ+1)q+j−2−νq
(1 + τ)(σ+1)q
dτ
≤ c(σ, q)
νq − j + 1 ‖µ‖
q
M
Rj−1−νq.
(7.36)
96
Since, by assumption, suppµ ⊂ BR/2, we have∫ R
0
∣∣Fν,m[µ]− FRν,m[µ]∣∣ (τ)hσ,j(τ)dτ
≤
∫ R
0
∫
|y′′|>R
∣∣∣∣∫
Rm
dµ(z)
(τ2 + |y′′ − z|2)ν/2
∣∣∣∣q dy′′hσ,j(τ)dτ
≤ ‖µ‖q
M
∫ R
0
∫
|ζ|>R/2
(|τ2 + |ζ|2)−νq/2 dζ hσ,jdτ
≤ c(m, q) ‖µ‖q
M
∫ R
0
∫ ∞
R/2
(τ2 + ρ2)−νq/2ρm−1 dρ hσ,jdτ
≤ c(m, q) ‖µ‖q
M
∫ R
0
τm−νq
∫ ∞
R/2τ
(1 + η2)−νq/2ηm−1 dη hσ,jdτ
≤ c(m, q)
νq −m ‖µ‖
q
M
Rm−νq
∫ R
0
τ (σ+1)q+j−2 dτ
≤ c(m, q)
(νq −m)((σ + 1)q + j − 1) ‖µ‖
q
M
R(σ+1)q+j−1+m−νq.
(7.37)
Combining (7.34)–(7.37) we obtain (7.33).

Corollary 7.6 For every R > 0 put
Jm,jν,σ (µ;R) :=
∫ R
0
FRν,m[µ](τ)τ
(σ+1)q+j−2dτ. (7.38)
Then
1
c
Im,jν,σ (µ)− c¯Rβ ‖µ‖qM ≤ Jm,jν,σ (µ;R) ≤ cR(σ+1)qIm,jν,σ (µ),
β = (σ + 1− ν)q + j +m− 1,
(7.39)
for every R > 1 and every bounded Borel measure µ with support in BmR/2(0) :=
BR/2(0) ∩ Rm.
Proof. This is an immediate consequence of Lemma 7.5 and Lemma 7.3.

Lemma 7.7 Let m, j be positive integers such that j ≥ 1 and let 1 < q,
0 < σ. Put n := m+ j.
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Then there exist positive constants c, c¯, depending on j,m, q, σ, such that,
for every R > 1 and every measure µ ∈M+(BmR/2(0)),
1
c
‖µ‖q
B−σ,q(Rn−1)
− c¯Rq
“
σ−n−1
q′
”
‖µ‖q
M
≤ Jm,jn,σ (µ;R)
≤ cR(σ+1)q ‖µ‖q
B−σ,q(Rn−1)
.
(7.40)
If σ < n−1q′ , there exists R0 > 1 such that, for all R > R0
1
2c
‖µ‖q
B−σ,q(Rn−1)
≤ Jm,jn,σ (µ;R). (7.41)
If σ = n−1q′ then, there exists a > 0 such that the inequality remains valid
for measures µ such that diam(suppµ) ≤ a.
If, in addition, j−1q′ < σ then
1
2c
‖µ‖q
B−s,q(Rm)
≤ Jm,jn,σ (µ;R) ≤ cR(σ+1)q ‖µ‖qB−s,q(Rm) , (7.42)
where s := σ − j−1q′ .
Remark. Assume that µ ≥ 0. Then:
(i) If µ ∈ B−σ,q(Rn−1) and j−1q′ ≥ σ then µ(Rm) = 0.
(ii) If µ ∈ B−s,q(Rm) and σ > (n − 1)/q′ then s > m/q′ and therefore
Bs,q
′
(Rm) can be embedded in C(Rm).
Proof. Inequality (7.40) follows from (7.39) and Proposition 7.2 (see also
(7.19)).
For positive measures µ,
‖µ‖
M
= µ(Rn−1) ≤ ‖µ‖q
B−σ,q(Rn−1)
.
Therefore, if σ < n−1q′ , (7.40) implies that there exists R0 > 1 such that
(7.41) holds for all R > R0.
If σ = n−1q′ (7.40) implies that
1
c
‖µ‖q
B−σ,q(Rn−1)
− c¯ ‖µ‖q
M
≤ Jm,jn,σ (µ;R).
But if µ is a positive bounded measure such that diam(suppµ) ≤ a then
‖µ‖
M
/ ‖µ‖q
B−σ,q(Rn−1)
→ 0 as a→ 0.
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The last inequality follows from the imbedding theorem for Besov spaces ac-
cording to which there exists a continuous trace operator T : Bσ,q
′
(Rn−1) 7→
Bs,q
′
(Rm) and a continuous lifting T ′ : Bs,q
′
(Rm) 7→ Bσ,q′(Rn−1) where
s = σ − n−m−1q′ .

If ν ∈ N and σ = s+ ν−m−1q′ ,
Jm,ν−mν,σ (µ;R) =
∫ R
0
FRν,m[µ](τ)τ
(σ+1)q+ν−m−2 dτ
=
∫ R
0
FRν,m[µ](τ)τ
(s+ν−m)q−1 dτ.
However, if µ is positive, the expression
Mmν,s(µ;R) :=
∫ R
0
FRν,m[µ](τ)τ
(s+ν−m)q−1 dτ, (7.43)
is meaningful for any real ν > m and s > 0. Furthermore, as shown below,
the results stated in Lemma 7.7 can be extended to this general case.
Theorem 7.8 Let 1 < q, ν ∈ R and m a positive integer. Assume that
1 ≤ ν − m and 0 < s < m/q′. Then there exists a positive constant c
such that, for every bounded positive measure µ supported in Rm ∩BR/2(0),
R > 1,
1
c
‖µ‖q
B−s,q(Rm)
≤Mmν,s(µ;R) ≤ cR(s+ν−m)q+1 ‖µ‖qB−s,q(Rm) . (7.44)
This also holds when s = m/q′, provided that the diameter of suppµ is
sufficiently small.
Proof. If ν is an integer and j := ν − m then this statement is part of
Lemma 7.7. Indeed the condition s > 0 means that σ = s+ j−1q′ >
j−1
q′ and
the condition s < m/q′ means that σ < n−1q′ .
Therefore we assume that ν 6∈ N. Let n := {ν} and θ := n − ν so that
0 < θ < 1. Our assumptions imply that 1 ≤ n−m− 1 because (as ν is not
an integer) ν −m > 1 and consequently n−m ≥ 2.
If a, b are positive numbers, put
Aν :=
a(s+ν−m)q−1
(a2 + b2)νq/2
.
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Obviously Aν decreases as ν increases. Therefore, An ≤ Aν ≤ An−1 which
in turn implies,
Mmn,s ≤Mmν,s ≤Mmn−1,s.
By Lemma 7.7, the assertions of the theorem are valid in the case that ν = n
or ν = n − 1. Therefore the previous inequality implies that the assertions
hold for any real ν subject to the conditions imposed.

By (7.8),
JA,R =
∫ R
0
FRν,m(τ)τ
(q+1)κ++k−1dτ,
where m = N − k and ν = N − 2 + 2κ+. Consequently, by (7.38),
JA,R =Mmν,s
where s is determined by,
(s+ ν −m)q − 1 = (q + 1)κ+ + k − 1, k = ν −m+ 2− 2κ+.
It follows that
sq = −(k − 2 + 2κ+)q + (q + 1)κ+ + k = k(1− q) + 2q − κ+(q − 1)
and therefore
s = 2− k + κ+
q′
.
Proof of Theorem 7.1.
Put
ν := N − 2 + 2κ+, s := 2− κ+ + k
q′
, m := N − k. (7.45)
Recall that in the case k = 2 we have κ+ > 1/2. Therefore
ν −m− 1 = k − 3 + 2κ+ > 0. (7.46)
Furthermore,
(s+ ν −m)q − 1 = (q + 1)κ+ + k − 1, k = ν −m+ 2− 2κ.
Thus
JA,R =
∫ R
0
FRν,m(τ)τ
(q+1)κ++k−1dτ =Mmν,s.
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Next we show that 0 < s ≤ m/q′. More precisely we prove
0 < s ≤ m/q′ ⇐⇒ qc ≤ q < q∗c . (7.47)
Let µ be a bounded non-negative Borel measure in B−s,q(Rm). If s ≤ 0,
B−s,q(Rm) ⊂ Lq(Rm). Therefore, in this case, every bounded Borel measure
on Rm is admissible i.e. satisfies (6.33). Consequently, by Proposition 6.2,
q < qc. As we assume q ≥ qc it follows that s > 0.
If, s > 0 and sq′ −m ≥ 0 then Cs,q′(K) = 0 for every compact subset
of Rm and consequently µ(K) = 0 for any such set. Conversely, if sq′ −
m < 0 then there exist non-trivial positive bounded measures in B−s,q(Rm).
Therefore, by Proposition 6.1, sq′ < m if and only if q < q∗c .
In conclusion, 0 < s ≤ m/q′ and ν −m ≥ 1; therefore Theorem 7.1 is a
consequence of Theorem 7.8.

Remark. Note that the critical exponent for the imbedding of B
2−κ++k
q′
,q′
(RN−k)
into C(RN−k) is again
q = qc =
N + κ+
N + κ+ − 2 .
8 Supercritical equations in a polyhedral domain
In this section q is a real number larger than 1 and P an N-dim polyhedral
domain as described in subsection 6.1. Denote by {Lk,j : k = 1, . . . , N, j =
1, . . . , nk} the family of faces, edges and vertices of P . In this notation,
L1,j denotes one of the open faces of P ; for k = 2, . . . , N − 1, Lk,j denotes
a relatively open N − k-dimensonal edge and LN,j denotes a vertex. For
1 ≤ k < N , the (N − k) dimensional space which contains Lk,j is denoted
by RN−kj . If 1 < k < N , the cylinder of radius r around the axis R
N−k
j will
be denoted by Γ∞k,j,r and the subset Ak,j of S
k−1 is defined by
lim
r→0
1
r
(∂Γ∞k,j,r ∩ P ) = Lk,j ×Ak,j.
Ak,j is the ’opening’ of P at the edge Lk,j. For k = N we replace in this
definition the cylinder Γ∞N,j,r by the ball Br(LN,j). For 1 < k ≤ N and
A = Ak,j we use dA as an alternative notation for R
N−k
j and denote by DA
the k-dihedron with edge dA and opening A as in subsection 6.1 (with SA
defined as in (6.2)). For k = 1, DA stands for the half space R
N−1
j × (0,∞).
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In what follows we denote by MΩq the set of bounded measures µ on the
boundary of a Lipschitz domain Ω such that the boundary value problem
−∆u+ uq = 0 in Ω, u = µ on ∂Ω (8.1)
possesses a solution. A measure µ in this space is called a q-good measure.
The following statements can be proved in the same way as in the case
of smooth domains. For the proof in that case see [23].
I. MΩq is a linear space and
µ ∈MΩq ⇐⇒ |µ| ∈MΩq .
II. If {µn} is an increasing sequence of measures in MΩq and µ := limµn is
a finite measure then µ ∈MΩq .
Proposition 8.1 Let µ be a bounded measure on ∂P . (µ may be a signed
measure.) For i = 1, . . . , N, j = 1, . . . , ni, we define the measure µk,j on
dAk,j by,
µk,j = µ on Lk,j, µk,j = 0 on dAk,j \ Lk,j .
Then µ ∈MPq , i.e., problem
−∆u+ uq = 0 in P , u = µ on ∂P (8.2)
possesses a solution, if and only if, µk,j is a q-good measure relative to DAk,j
for all (k, j) as above.
Proof. In view of statement I above, it is sufficient to prove the proposition
in the case that µ is non-negative. This is assumed hereafter. If µ ∈ MPq
then any measure ν on ∂P such that 0 ≤ ν ≤ µ is a q-good measure relative
to P . Therefore
µ ∈MPq =⇒ µ′k,j := µχLk,j ∈MPq .
Assume that µ ∈MPq and let uk,j be the solution of (8.2) when µ is replaced
by µ′k,j. Denote by u
′
k,j the extension of uk,j by zero to the k-dihedronDAk,j .
Then u′k,j is a subsolution of (5.1) in DAk,j with boundary data µk,j. In the
present case there always exists a supersolution, e.g. the maximal solution
of (5.1) in DAk,j vanishing outside dAk,j \ L¯k,j. Therefore there exists a
solution vk,j of this equation in DAk,j with boundary data µk,j, i.e., µk,j is
q-good relative to DAk,j .
Next assume that µ ∈ M(∂P ) and that µk,j is q-good relative to DAk,j
for every (k, j) as above. Let vk,j be the solution of (5.1) in DAk,j with
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boundary data µk,j. Then vk,j is a supersolution of problem (8.2) with µ
replaced by µ′k,j and consequently there exists a solution uk,j of this problem.
It follows that
w := max{uk,j : k = 1, . . . , N, j = 1, . . . , nk}
is a subsolution while
w¯ :=
∑
k=1,...,N, j=1,...,nk
uk,j
is a supersolution of (8.2). Consequently there exists a solution of this
problem, i.e., µ ∈MPq .

8.1 Removable singular sets and ’good measures’, I
Proposition 8.2 Let A be a Lipschitz domain on Sk−1, 2 ≤ k ≤ N − 1,
and let DA be the k-dihedron with opening A. Let µ ∈M(∂DA) be a positive
measure with compact support contained in dA (= the edge of DA). Assume
that µ is q-good relative to DA. Let R > 1 be large enough so that suppµ ⊂
BN−kR (0) and let u be the solution of (5.1) in D
R
A with trace µ on d
R
A and
trace zero on ∂DRA \ dRA. Then:
(i) For every non-negative η ∈ C∞0 (BN−k3R/4(0)),(∫
dRA
ηq
′
dµ
)
≤ cM q′
∫
DRA
uqρdx+
+ cM q
′
(∫
DRA
uqρdx
) 1
q (
1 +M−1 ‖η‖Lq′ (dRA)
)
.
(8.3)
where M = ‖η‖
L∞
and ρ is the first eigenfunction of −∆ in DRA normalized
by ρ(x0) = 1 at some point x0 ∈ DRA. The constant c depends only on
N, q, k, x0, λ1, R where λ1 is the first eigenvalue.
(ii) For any compact set E ⊂ dA,
CN−ks,q (E) = 0 =⇒ µ(E) = 0, s = 2−
κ+ + k
q′
, (8.4)
where CN−ks,q denotes the Bessel capacity with the indicated indices in RN−k.
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Remark. If we replace DRA by D
R˜,R
A = DA ∩BkR˜(0) ∩B
N−k
R (0), R˜ > 1, then
the constant c in (i) depends on R˜ but not on R.
Proof. We identify dA with RN−k and use the notation
x = (x′, x′′) ∈ Rk × RN−k, y = |x′|.
Let η ∈ C∞0 (RN−k) and let R be large enough so that supp η ⊂ BN−kR/2 (0).
Let w = wR(t, x
′′) be the solution of the following problem in R+×BN−kR (0):
∂tw −∆x′′w = 0 in R+ ×BN−kR (0),
w(0, x′′) = η(x′′) in BN−kR ,
w(t, x′′) = 0 on ∂BN−kR (0).
(8.5)
Thus wR(t, ·) = SR(t)[η] where SR(t) is the semi-group operator correspond-
ing to the above problem. Denote,
HR[η](x
′, x′′) = wR(|x′|2, x′′) = SR(y2)[η](x′′), y := |x′|. (8.6)
We assume, as we may, that R > 1. Let ρR be the first eigenfunction of
−∆x′′ in the ball BN−kR (0) normalized by ρR(0) = 1 and let ρA be the first
eigenfunction of −∆x′ in CA (where CA denotes the cone with opening A
in Rk) normalized so that ρA(x′0) = 1 at some point x
′
0 ∈ SA. Then ρRρA
is the first eigenfunction of −∆ in {x ∈ DA : |x′′| < R}. Note that ρR ≤ 1
and ρR → 1 as R→∞ in C2(I) for any bounded set I ⊂ RN−k.
Let h ∈ C∞(R) be a monotone decreasing function such that h(t) = 1
for t < 1/2 and h(t) = 0 for t > 3/4. Put
ψR(x
′) = h(|x′|/R)
and
ζR := ρAψRHR[η]
q′ . (8.7)
If ρRA is the first eigenfunction (normalized at x0) of D
R
A := DA ∩ ΓR (ΓR as
in (6.22)) then
ρAψR ≤ cρRA (8.8)
and ρRρRA is the first eigenfunction in D
R
A.
Hereafter we shall drop the index R in ζR,HR, wR but keep it in the
other notations in order to avoid confusion.
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We shall verify that ζ ∈ DRA. To this purpose we compute,
∆ζ =− λ1(ρAψR)H[η]q′ + (ρAψR)∆H[η]q′ + 2∇(ρAψR) · ∇H[η]q′
=− λ1ζ + q′(ρAψR)(H[η])q′−1∆H[η]
+ q(q′ − 1)(ρAψR)(H[η])q′−2|∇H[η]|2
+ 2q′(H[η])q
′−1∇(ρAψR) · ∇H[η].
(8.9)
In addition,
∇H[η] = ∇x′H[η] +∇x′′H[η] = ∂yH[η]x
′
y
+∇x′′H[η]
= 2y∂tw(y
2, x′′)
x′
y
+∇x′′H[η](x′, x′′)
and consequently (recall that y stands for |x′|),
∇H[η] · ∇(ρAψR)
= 2∂tw(y
2, x′′)x′ ·
(
ψR
(|x′|κ+−1(κ+x′
y
ωk(x
′/y) + |x′|∇ωk(x′/y))
)
+ ρA∇ψR
)
= 2κ+∂tw(y
2, x′′)|x′|κ+ωk(x′/y) = 2∂tw(y2, x′′)(κ+ρAψR + ρAx′ · ∇ψR).
Since w = wR vanishes for |x′′| = R and η = 0 in a neighborhood of
this sphere, |∂tw(y2, x′′)| ≤ cρR. As ψR vanishes for |x′| > 3R/4 we have
ρA∇ψR ≤ cρRA. Therefore
|∇H[η] · ∇ρA| ≤ cρRρRA
and, in view of (8.9),
|∆ζ| ≤ cρRρRA. (8.10)
Thus ζ ∈ X(DRA) and consequently∫
DRA
(−u∆ζ + uqζ) dx = −
∫
DRA
K[µ]∆ζdx. (8.11)
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Since q(q′ − 1)ρA(H[η])q′−2|∇H[η]|2 ≥ 0, we have∣∣∣∣∣
∫
DRA
u∆ζdx
∣∣∣∣∣
≤
∫
DRA
u
(
λ1ζ + q
′(H[η])q
′−1 (ρ|∆H[η]| + 2|∇ρ.∇H[η]|)
)
dx
≤
∫
DRA
u
(
λ1ζ + q
′ζ1/q
(
ρ1/q
′ |∆H[η]|+ 2ρ−1/q|∇ρ.∇H[η]|
))
dx
≤
(∫
DRA
uqζdx
) 1
q
λ1
(∫
DRA
ζdx
) 1
q′
+ q′ ‖L[η]‖Lq′(DRA)

(8.12)
where
L[η] = ρ1/q
′ |∆H[η]| + 2ρ−1/q|∇ρ.∇H[η]|. (8.13)
By Proposition 2.4
−
∫
DRA
K[µ]∆ζdx =
∫
dRA
ηq
′
dµ. (8.14)
Therefore(∫
dRA
ηq
′
dµ
)
≤
∫
DRA
uqζdx+
+
(∫
DRA
uqζdx
) 1
q
λ1
(∫
DRA
ζdx
) 1
q′
+ q′ ‖L[η]‖Lq′(DRA)
 . (8.15)
Next we prove that
‖L[η]‖Lq′(DRA) ≤ C ‖η‖W s,q′(RN−k) (8.16)
starting with the estimate of the first term on the right hand side of (8.13).
∆H[η] = ∆x′H[η] + ∆x′′H[η] = ∂
2
yH[η] +
k − 1
y
∂yH[η] + ∆x′′H[η]
= 2y2∂ttw(y
2, x′′) + k∂tw(y2, x′′) + ∆x′′H[η]
= 2y2∂ttw(y
2, x′′) + (k + 1)∂tw(y2, x′′).
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Then∫
RN
ρ |∆H[η]|q′ dx ≤ c
∫ 1
0
∫
RN−k
∣∣∂ttw(y2, x′′)∣∣q′ dx′′yκ++2q′+k−1dy
+ c
∫ 1
0
∫
RN−k
∣∣∂tw(y2, x′′)∣∣q′ dx′′yκ++k−1dy
≤ c
∫ 1
0
∫
RN−k
|∂ttw(t, x′′)|q
′
dx′′t(κ++k)/2+q′
dt
t
+ c
∫ 1
0
∫
RN−k
|∂tw(t, x′′)|q
′
dx′′t(κ++k)/2
dt
t
≤ c
∫ 1
0
∥∥∥∥t2−(1−κ++k2q′ )) d2S(t)[η]dt2
∥∥∥∥q′
Lq′ (RN−k)
dt
t
+ c
∫ 1
0
∥∥∥∥t1−(1−κ++k2q′ )dS(t)[η]dt
∥∥∥∥q′
Lq′ (RN−k)
dt
t
.
Put β = κ++k2q′ and note that 0 < β =
1
2 (2−s) < 1. By standard interpolation
theory, ∫ 1
0
∥∥∥∥t1−(1−β) dS(t)[η]dt
∥∥∥∥q′
Lq′ (RN−k)
dt
t
≈ ‖η‖q′
[W 2,q′ ,Lq′ ]
1−β,q′
≈ ‖η‖q′
W 2(1−β),q′(RN−k)
,
and ∫ 1
0
∥∥∥∥t2−(1−β)) d2S(t)[η]dt2
∥∥∥∥q′
Lq′ (RN−k)
dt
t
≈ ‖η‖q′
[W 4,q′ ,Lq′ ] 1
2 (1−β),q
′
≈ ‖η‖q′
W 2(1−β),q
′
(RN−k)
.
The second term on the right hand side of (8.13) is estimated in a similar
way:∫
RN
ρ−q
′/q |∇H[η] · ∇ρ|q′ dx ≤ c
∫ 1
0
∫
RN−k
∣∣∂tw(y2, x′′)∣∣q′ dx′yκ++k−1dy
≤ c
∫ 1
0
∫
RN−k
∣∣∂tw(t, x′′)∣∣q′ dx′tκ++k2 dt
t
≤ c
∫ 1
0
∥∥∥∥t1−( 12−β) dS(t)[η]dt
∥∥∥∥q′
Lq′(RN−k)
dt
t
≈ ‖η‖q′
W 2(1−β),q′(RN−k)
.
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This proves (8.16). Further, (8.15) and (8.16) imply (8.3).
We turn to the proof of part (ii). Let E be a closed subset of BN−kR/2 (0)
such that CN−ks,q′ (E) = 0. Then there exists a sequence {ηn} in C∞0 (dA) such
that 0 ≤ ηn ≤ 1, ηn = 1 in a neighborhood of E (which may depend on n),
supp ηn ⊂ BN−k3R/4(0) and ‖ηn‖W s,q′ → 0. Then, by (8.16),
‖L[ηn]‖Lq′ (DRA) → 0.
Furthermore
‖w‖
Lq
′
((0,R)×BN−k
R
(0))
≤ c ‖ηn‖Lq′ (BN−k
R
(0))
and consequently
H[ηn]→ 0 in Lq′(DRA).
(Here we use the fact that k ≥ 2.) In addition
0 ≤ H[ηn] ≤ 1, H[ηn] ≤ c(R − |x′|)
with a constant c independent of n. Hence (see (8.8))
ζn,R := ρAψRH[ηn]
q′ ≤ ρRρAψRH[ηn]q′−1 ≤ ρRρRAH[ηn]q
′−1.
As uqρRρRA ∈ L1(DRA) we obtain,
lim
n→∞
∫
DA
uqζndx = 0.
This fact and (8.15) imply that∫
dRA
ηq
′
n dµ→ 0.
As ηn = 1 on a neighborhood of E in RN−k it follows that µ(E) = 0.

Proposition 8.3 Let DA be a k-dihedron, 1 ≤ k < N . Let k+ be as in (6.8)
and let q∗c and qc be as in Proposition 6.1 and Proposition 6.2 respectively.
Assume that qc ≤ q < q∗c . A measure µ ∈ M(∂DA), with compact support
contained in dA, is q-good relative to DA if and only if µ vanishes on every
Borel set E ⊂ dA such that Cs,q′(E) = 0, where s = 2− k+κ+q′ .
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Remark. We shall use the notation µ ≺ Cs,q′ to say that µ vanishes on any
Borel set E ⊂ (dA) such that Cs,q′(E) = 0.
In the case k = N : DA = CA (= the cone with vertex 0 and opening
A in Rk) and qc = q∗c . By Theorem 5.5, qc = 1 − 2κ− =
N+κ+
N+κ+−2 . (Note
the difference in notation; the entity denoted by κ− in section 6 and in the
present section is denoted by −αS in subsection 5.1. See (5.10) and (6.8).)
If 1 < q < qc then, again by Theorem 5.5, there exist solutions for every
measure µ = kδ0 on ∂CA.
In the case k = 1, q∗c =∞, κ+ = 1 and qc = N+1N−1 . Thus s = 2/q and the
statement of the theorem is well known (see [24]).
Proof. In view of the last remark, it remains to deal only with 2 ≤ k ≤ N−1.
We shall identify dA with RN−k.
It is sufficient to prove the result for positive measures because µ ≺ Cs,q′
if and only if |µ| ≺ Cs,q′. In addition, if |µ| is a q-good measure then µ is a
q-good measure.
First we show that if µ is non-negative and q-good then µ ≺ Cs,q′. If E is
a Borel subset of ∂Ω then µχE is q-good. If E is compact and Cs,q′(E) = 0
then, by Proposition 8.2, E is a removable set. This means that the only
solution of (8.1) such that µ(∂Ω \ E) = 0 is the zero solution. This implies
that µχE = 0, i.e., µ(E) = 0. If Cs,q′(E) = 0 but E is not compact then
µ(E′) = 0 for every compact set E′ ⊂ E. Therefore, we conclude again that
µ(E) = 0.
Next, assume that µ is a positive measure in M(∂DA) supported in a
compact subset of RN−k.
If µ ∈ B−s,q(RN−k) then, by Theorem 7.1 and Theorem 3.8, µ is q-good
relative to DA ∩ Γk,R, for every R > 0. (As before Γk,R is the cylinder with
radius R around the ’axis’ RN−k.) This implies that µ is q-good relative to
DA.
If µ ≺ Cs,q′ then, by a theorem of Feyel and de la Pradelle [12] (see also
[1]), there exists a sequence {µn} ⊂ (B−s,q(RN−k))+ such that µn ↑ µ. As
µk is q-good, it follows that µ is q-good.

Theorem 8.4 Let P be an N -dimensional polyhedron as described in Propo-
sition 8.1. Let µ be a bounded measure on ∂P , (may be a signed measure).
Let k = 1, . . . , N, j = 1, . . . , nk, and let Lk,j and Ak,j be defined as at the
beginning of section 8. Further, put
s(k, j) = 2− k + (κ+)k,j
q′
, (8.17)
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where (κ+)k,j is defined as in (6.8) with A = Ak,j. Then µ ∈ MPq , i.e., µ
is a good measure for (5.1) relative to P , if and only if, for every pair (k, j)
as above and every Borel set E ⊂ Lk,j:
If 1 ≤ k < N then
(qc)k,j ≤ q < (q∗c )k,j, CN−ks(k,j),q′(E) = 0 =⇒ µ(E) = 0
q ≥ (q∗c )k,j =⇒ µ(LN,j) = 0
(8.18)
and if k = N , i.e., L is a vertex,
q ≥ (qc)k,j = N + 2 +
√
(N − 2)2 + 4λA
N − 2 +√(N − 2)2 + 4λA =⇒ µ(L) = 0. (8.19)
Here (q∗c )k,j and (qc)k,j are defined as in (6.30) and (6.34)respectively, with
A = Ak,j.
If 1 < q < (qc)k,j then there is no restriction on µχLk,j .
Proof. This is an immediate consequence of Proposition 8.1 and Proposi-
tion 8.3 (see also the Remark following it). In the case k = N , LN,j is a
vertex and the condition says merely that for q ≥ qc(LN,j , µ does not charge
the vertex.

8.2 Removable singular sets II.
Proposition 8.5 Let A be a Lipschitz domain on Sk−1, 2 ≤ k ≤ N − 1,
and let DA be the k-dihedron with opening A. Let u be a positive solution of
(5.1) in DRA, for some R > 0. Suppose that F = S(u) ⊂ dRA and let Q be an
open neighborhood of F such that Q¯ ⊂ dRA. (Recall that dRA = dA ∩BN−kR (0)
is an open subset of dA.) Let µ be the trace of u on R(u).
Let η ∈W s,q′0 (dRA) such that
0 ≤ η ≤ 1, η = 0 on Q. (8.20)
Employing the notation in the proof of Proposition 8.2, put
ζ := ρAψRHR[η]
q′ . (8.21)
Then ∫
DRA
uqζ dx ≤ c(1 + ‖η‖
Ws,q
′
(dA)
)q
′
+ µ(dRA \Q)q, (8.22)
c independent of u and η.
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Proof. First we prove (8.22) for η ∈ C∞0 (dRA). Let σ0 be a point in A and let
{An} be a Lipschitz exhaustion of A. If 0 < ǫ < dist (∂A, ∂An) = ǫ¯n then
ǫσ0 + CAn ⊂ CA.
Denote
DR
′,R′′
A = DA ∩ [|x′| < R′] ∩ [|x′′| < R′′].
Pick a sequence {ǫn} decreasing to zero such that 0 < ǫn < min(ǫ¯n/2n, R/8).
Let un be the function given by
un(x
′x′′) = u(x′ + ǫnσ0, x′′) ∀x ∈ DRn,RAn , Rn = R− ǫn.
Then un is a solution of (5.1) in D
Rn,R
An
belonging to C2(D¯Rn,RAn ) and we
denote its boundary trace by hn. Let
ζn := ρAnψRHR[η]
q′ ,
with ψR and HR[η] as in the proof of Proposition 8.2. By Proposition 2.4
−
∫
DRn,RAn
P[hn]∆ζndx =
∫
BN−kR (0)
ηq
′
hndωn (8.23)
where ωn is the harmonic measure on d
R
An
relative to DRn,RAn . (Note that
dRAn = d
R
A and we may identify it with B
N−k
R (0).) Hence∫
DRn,RAn
(−un∆ζn + uqnζn) dx = −
∫
BN−kR (0)
ηq
′
hn dωn. (8.24)
Further, ∫
BN−kR (0)
ηq
′
hn dωn →
∫
BN−kR (0)
ηq
′
dµ ≤ µ(dRA \Q),
because η = 0 in Q. By (8.12), (8.16) we obtain,∣∣∣∣∣
∫
DRn,RAn
un∆ζn dx
∣∣∣∣∣ ≤
c
( ∫
DRn,RAn
uqnζndx
) 1
q
((∫
DRn,RAn
ζndx
) 1
q′
+ ‖η‖W s,q′(BN−kR (0))
)
.
(8.25)
From the definition of ζn it follows that∫
DRn,RAn
ζn dx ≤
∫
DRn,RAn
ρn dx→
∫
DRA
ρ dx,
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where ρ (resp. ρn) is the first eigenfunction of −∆ in DRA (resp. DRn,RAn )
normalized by 1 at some x0 ∈ DR1,RA1 . Therefore, by (8.24),
∫
DRn,RAn
uqnζndx ≤ c
( ∫
DRn,RAn
uqnζndx
) 1
q (
1 + ‖η‖W s,q′ (BN−kR (0))
)
+ µ(dRA \Q).
This implies∫
DRn,RAn
uqnζndx ≤ c
(
1 + ‖η‖W s,q′(BN−kR (0))
)q′
+ µ(dRA \Q)q. (8.26)
To verify this fact, put
m =
(∫
DRn,RAn
uqnζndx
)1/q
, b = µ(dRA \Q), a = c
(
1 + ‖η‖W s,q′ (BN−kR (0))
)
so that (8.26) becomes
mq − am− b ≤ 0.
If b ≤ m then
mq−1 − a− 1 ≤ 0.
Therefore,
m ≤ (a+ 1) 1q−1 + b
which implies (8.26). Finally, by the lemma of Fatou we obtain (8.22) for
η ∈ C∞0 . By continuity we obtain the inequality for any η ∈W s,q
′
0 satisfying
(8.20).

Theorem 8.6 Let A be a Lipschitz domain on Sk−1, 2 ≤ k ≤ N − 1, and
let DA be the k-dihedron with opening A. Let E be a compact subset of d
R
A
and let u be a non-negative solution of (5.1) in DRA (for some R > 0) such
that u vanishes on ∂DRA \ E. Then
CN−ks,q′ (E) = 0, s = 2−
κ+ + k
q′
=⇒ u = 0, (8.27)
where CN−ks,q′ denotes the Bessel capacity with the indicated indices in R
N−k.
112
Proof. By Proposition 8.2, (8.27) holds under the additional assumption∫
DRA
uqρRρ
R
Adx <∞. (8.28)
Indeed, by Proposition 4.1, (8.28) implies that the solution u possesses a
boundary trace µ on ∂DRA . By assumption, µ(∂D
R
A \ E) = 0. Therefore, by
Proposition 8.3, the fact that CN−ks,q′ (E) = 0 implies that µ(E) = 0. Thus
µ = 0 and hence u = 0.
We show that, under the conditions of the theorem, if CN−ks,q′ (E) = 0
then (8.28) holds.
By Proposition 8.5, for every η ∈ W s,q′0 (dRA) such that 0 ≤ η ≤ 1 and
η = 0 in a neighborhood of E,∫
DRA
uqζ dx ≤ c(1 + ‖η‖W s,q′(BN−kR (0)) )q′ , (8.29)
for ζ as in (8.21). (Here we use the assumption that u = 0 on ∂DRA \E.)
Let a > 0 be sufficiently small so that E ⊂ BN−k(1−4a)R(0). Pick a sequence
{φn} in C∞0 (RN−k) such that, for each n, there exists a neighborhood Qn
of E, Q¯n ⊂ BN−k(1−3a)R(0) and
0 ≤ φn ≤ 1 everywhere, φn = 1 in Qn,
φ˜n := φnχ[|x′′|<(1−2a)R] ∈ C∞0 (RN−k),∥∥φ˜n∥∥W s,q′(RN−k) → 0 as n→∞
ηn := (1− φn)⌊[|x′′|<R]∈ C∞0 (dRA),
ηn = 0 in [(1− a)R < |x′′| < R].
(8.30)
Such a sequence exists because CN−ks,q′ (E) = 0. Applying (8.29) to ηn we
obtain,
sup
∫
DRA
uqζn dx ≤ c <∞, (8.31)
where ζn = ρAψRH
q′
R [ηn] (see (8.21)). By taking a subsequence we may
assume that {ηn} converges (say to η) in Lq′(BN−kR (0)) and consequently
H[ηn]→ H[η] in the sense that
HR[ηn](x
′, ·) = wn,R(y2, ·)→ wR(y2, ·) = HR[η](x′, ·) in Lq′
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uniformly with respect to y = |x′|. It follows that∫
DRA
uqζ dx <∞, ζ = ρAψRHq
′
R [η]. (8.32)
As φ˜n → 0 in W s,q′(RN−k) it follows that φn → 0 and hence ηn → 1 a.e.
in BN−k(1−2a)R(0). Thus η = 1 in this ball, η = 0 in [(1− a)R < |x′′| < R] and
0 ≤ η ≤ 1 everywhere.
Consequently, given δ > 0, there exists an N -dimensional neighborhood
O of dA ∩BN−k(1−2a)R(0) such that
1− δ < HR[η] < 1 and 1− δ < ψR/ρRA < 1 in O.
Therefore (8.32) implies that∫
D
(1−3a)R
A
uqρRρRA dx ≤ c <∞. (8.33)
Recall that the trace of u on ∂DRA \d(1−4a)RA is zero. Therefore u is bounded
in DRA \D(1−3a)RA . This fact and (8.33) imply (8.28).

Definition 8.7 Let Ω be a bounded Lipschitz domain. Denote by ρ the first
eigenfunction of −∆ in Ω normalized by ρ(x0) = 1 for a fixed point x0 ∈ Ω.
For every compact set K ⊂ ∂Ω we define
Mρ,q(K) = {µ ∈M(∂Ω) : µ ≥ 0, µ(∂Ω \K) = 0, K[µ] ∈ L1ρ(Ω)}
and
C˜ρ,q′(K) = sup{µ(K)q : µ ∈Mρ,q(K),
∫
Ω
K[µ]qρ dx = 1}.
Finally we denote by Cρ,q′ the outer measure generated by the above
functional.
The following statement is verified by standard arguments:
Lemma 8.8 For every compact K ⊂ ∂Ω, Cρ,q′(K) = C˜ρ,q′(K). Thus Cρ,q′
is a capacity and,
Cρ,q′(K) = 0 ⇐⇒ Mρ,q(K) = {0}. (8.34)
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Theorem 8.9 Let Ω be a bounded polyhedron in RN . A compact set K ⊂
∂Ω is removable if and only if
Cs(k,j),q′(K ∩ Lk,j) = 0, (8.35)
for k = 1, ·, N j = 1, · · · , nk, where s(k, j) is defined as in (8.17). This
condition is equivalent to
Cρ,q′(K) = 0. (8.36)
A measure µ ∈ M(∂Ω) is q-good if and only if it does not charge sets with
Cρ,q′-capacity zero.
Proof. The first assertion is an immediate consequence of Proposition 8.1
and Theorem 8.6. The second assertion follows from the fact that
Cρ,q′(K ∩ Lk,j) = Cs(k,j),q′(K ∩ Lk,j).
The third assertion follows from Theorem 8.4 and the previous statement.

9 Appendix–Boundary Harnack inequality
In this section we prove the following
Proposition 9.1 Assume Ω is a bounded Lipschitz domain, A ⊂ ∂Ω is
relatively open and q > 1. Let (r0, λ0) be the Lipschitz characteristic of Ω
(see subsection 2.1).
Let ui ∈ C(Ω ∪A), i = 1, 2, be positive solutions of
−∆u+ uq = 0 in Ω,
such that ui = 0 on A. Put S = ∂Ω \A and d(x, S) = dist (x, S). Let y ∈ A
and let
r := min(r0/8,
1
4
d(y, S)
so that
∂(B4r(y) ∩ Ω) = (B4r(y) ∩ ∂Ω) ∪ (∂B4r(y) ∩ Ω).
Then
c−1
u1(z
′)
u1(z)
≤ u2(z
′)
u2(z)
≤ cu1(z
′)
u1(z)
∀z, z′ ∈ Br(y) ∩ Ω, (9.1)
where the constant c > 0 depends only on N, q and the Lipschitz character-
istic of Ω.
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Proof. Without loss of generality we assume that y = 0.
Let b = d(0, S) and put
u˜i(x) = b
− 2
q−1u1(x/b), i = 1, 2.
Then u˜i has the same properties as ui when Ω is replaced by Ω
b = 1bΩ, S
by Sb = 1bS and r by δ = r/b. Of course d(0, S
b) = 1 so that
δ = min(r0/(8b), 1/4).
The functions u˜i satisfy the equation
−∆u˜i + u˜qi = 0 in B4δ(0) ∩ Ωb
and u˜i = 0 on B4δ(0) ∩ ∂Ωb. Therefore, by the Keller–Osserman estimate,
u˜i ≤ c(N, q)δ−2/(q−1) in B¯3δ(0) ∩ Ωb.
If a(x) = u˜q−11 then u˜1 satisfies
−∆u˜1 + a(x)u˜1 = 0 in (1
b
Ω) ∩B1(0),
and a(·) is bounded in B¯3δ(0).
Let w be the solution of
−∆w + a(x)w = 0 in B3δ(0) ∩ Ωb
w = 0 on B3δ(0) ∩ 1
b
∂Ω
w = u˜2 on ∂B3δ(0) ∩ ∂Ωb.
By applying the boundary Harnack principle inB3δ(0)∩Ωb (using the slightly
more general form derived in [2, Theorem 2.1]) we obtain
c−1
u˜1(ζ
′)
u˜1(ζ)
≤ w(ζ
′)
w(ζ)
≤ cu˜1(ζ
′)
u˜1(ζ)
∀ζ, ζ ′ ∈ B2δ(0) ∩ Ωb, (9.2)
where the constant c depends only on the Lipschitz characteristic of Ωb
(which is (r0/b, λ0b) and therefore ’better’ then that of Ω when b ≤ 1).
Since w ≤ u˜2 the above inequality implies,
w(ζ ′)
u˜2(ζ)
≤ cu˜1(ζ
′)
u˜1(ζ)
and c−1
u˜1(ζ
′)
u˜1(ζ)
≤ u˜2(ζ
′)
w(ζ)
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which in turn implies
w(ζ ′)
w(ζ)
≤ cu˜2(ζ
′)
u˜2(ζ)
∀ζ, ζ ′ ∈ B2δ(0) ∩ Ωb
and therefore
u˜1(ζ
′)
u˜1(ζ)
≤ c2 u˜2(ζ
′)
u˜2(ζ)
∀ζ, ζ ′ ∈ B2δ(0) ∩ Ωb.
Switching the roles of u˜1 and u˜2 we obtain,
u˜2(ζ
′)
u˜2(ζ)
≤ c2 u˜1(ζ
′)
u˜1(ζ)
∀ζ, ζ ′ ∈ B2δ(0) ∩ Ωb.
This completes the proof.

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