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Abstract In a high quality process, the fraction of nonconforming is very low. In this area, standard
Shewhart control charts are no longer useful. The Cumulative Count of Conforming (CCC) control charts,
which enumerates the number of conforming items between the occurrences of two nonconforming ones,
have been shown to be effective in the monitoring of high quality processes. When the CCC control chart
signals an out-of-control condition, the process engineers should search for the source of the assignable
causes. Knowing the exact timeof the process changewould help them to reduce the time for identification
of the assignable causes. This paper provides a maximum likelihood estimator for the change point of the
nonconforming level of the high quality process with a linear trend. Then, a Monte Carlo simulation is
applied to evaluate the performance of the proposed estimator. In addition, the proposed estimator is
compared with the MLE of the process fraction nonconforming, derived under a single step change. The
results show that the proposed estimator outperforms the MLE designed for step change, when a linear
trend disturbance is present in the process.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY license.1. Introduction
Control charts are useful tools used to monitor the process
change by distinguishing between the assignable causes and
the common causes of variation. When a control chart signals
an out-of-control alarm, the process engineers initiate the
search for assignable causes of variation. For this purpose,
the more experience and knowledge they have about the
process, the faster and more accurately they can identify and
eliminate the assignable causes. However, if they can estimate
the time when the process disturbance first manifested into
the observations, valuable time can be saved, because they
concentrate on the smaller range of observations, which helps
them to quickly find the possible source of variations. This time
is considered the change point, and there are different change
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is a step change. Estimating the real time of a step change
in the parameters of various distributions has been addressed
by different researchers. Samuel et al. [1,2] considered step
changes in a normal distribution with mean µ and variance σ 2
parameters, respectively. Samuel and Pignatiello [3] estimated
the change point in a normal process mean in SPC application,
and compared the performance of a maximum likelihood
estimator with built-in estimators of CUSUM and EMWA.
Pignatiello and Simpson [4] studied normal processes, and
proposed a magnitude-robust control chart for monitoring and
estimating a step change in the mean. Nedumaran et al. [5]
investigated the time of the step change in χ2 control charts.
Samuel and Pignatiello [6] estimated the real time of a step
change in the parameter of the Poisson process, λ. Pignatiello
and Samuel [7] identified the time of a step change in the
process fraction nonconforming. Their proposed change point
estimator was a maximum likelihood estimator used when
a step change occurred in the fraction nonconforming of a
binomial process.
Another potential change type is a drift in which the parameter
of a process begins to change linearly from its control value in
the period of time, until one point lies at out-of-control limits.
These types of changes, addressed by different researchers,
can occur as a result of tool wear, worker’s fatigue, filters
evier B.V.Open access under CC BY license.
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Perry et al. [8] proposed methods for estimating the change
point of a Poisson rate parameter with linear trend disturbance.
Perry and Pignatiello [9] proposed a change point estimator
to find the real time of a drift in the mean of the process
level, following a signal issued by X¯ control charts. Fahmy and
Elsayed [10] proposed MLE for estimating the change point
in Shewhart control charts under linear trend disturbance.
Perry [11] developed a MLE change point estimator with a
drift in the mean of auto correlated processes. Zandi et al. [12]
proposed a model for the change point problem in which a
maximum likelihood estimator is applied when a linear trend
disturbance in the process fraction nonconforming is present.
There is another change type, called monotonic change,
which is more general, because it encompasses both step
changes and drifts. In monotonic changes, the type of change
is unknown, but it is assumed that the direction of shifts is
the same, increasing or decreasing. Perry et al. [13] estimated
the time of a monotonic change in the parameter of the
Poisson process, λ. Perry et al. [14] proposed a maximum
likelihood estimator for estimating the change point of the
process fraction nonconforming with the monotonic change.
More information about change points can be found in a review
paper provided by Amiri and Allahyari [15].
Because of the low fraction nonconforming items in high
quality processes, the traditional Shewhart control charts
cannot be used. This has led to development of a new type
of control chart, based on the cumulative count of conforming
items, called CCC control charts. In this chart, the number of
items is counted until observation of a nonconforming one.
Since these counts follow a geometric distribution, the control
chart based on this distribution was designed to monitor
the process fraction nonconforming in high quality processes.
These charts were first developed by Calvin [16], and were
then further studied by several researchers, such as Goh [17],
Kaminsky et al. [18], Nelson [19], Quesenberry [20], Xie and
Goh [21], McCool and Joyner-Moltey [22] and Xie et al. [23].
The problem of change point in high quality processes was
considered too. Noorossana et al. [24] identified the period of
step change following a signal from a CCC control chart with a
Maximum Likelihood Estimator (MLE) in a high quality process.
When the process fraction nonconforming, p, is changed, the
CCC control chart signals an out-of-control condition. They
assumed that the change in the process fraction nonconforming
is a simple step change, and derived the likelihood function of
geometric distribution in order to estimate the change point.
They applied Monte Carlo simulation and showed that their
proposed model performs well in estimating change point
when a single step change occurs in the fraction nonconforming
in a high quality process.
However, as discussed previously, sometimes a drift can
occur in the process parameters, such as a fraction of
nonconforming, in a high yield process. This paper provides
a maximum likelihood estimator for the period when change
with a linear trend in the process nonconforming level, p,
occurs in high quality processes. The remainder of the paper is
outlined as follows: The proposed MLE approach is presented
in Section 2. An illustrative example is given in Section 3 to
show the proposed model in more detail. In Section 4, Monte
Carlo simulation is applied to evaluate the performance of this
estimator, and then the proposed model is compared with the
MLE of the process fraction nonconforming derived under a
simple step change. Our concluding remarks are given in the
final Section.2. Proposed change point estimator
In high quality processes, the fraction of nonconforming, p, is
in the range of part permillion. In this situation, the traditional p
control chart cannot be used. Many researchers, such as Xie and
Goh [25] and Woodall [26], have warned about this problem.
The reason is that when the fraction of nonconforming in a
process is very low, the signals for an out-of-control depend
heavily on the choice of sample size, and a relatively large
sample size is required to detect, on time, shifts in the process
mean. To overcome this problem, a new type of control chart
has been developed, which is based on the Cumulative Count
of Conforming (CCC) items. In the CCC control charts, the number
of items until the occurrence of a nonconforming one is considered
as a geometric random variable and a control chart based on this
distribution is applied to monitor the process nonconforming level
(Goh [17]). With the process nonconforming fraction, p, the
P.D.F and C.D.F of the CCC control chart are:
g(x, p) = p(1− p)x−1, x ≥ 1,
G(x, p) = 1− (1− p)x , x ≥ 1, (1)
respectively, in which x is the number of items before the
observation of the first nonconforming ones.
Consider a process in which observations are according to a
Bernoulli process. Suppose that observations are initially gen-
erated from an in-control process, with fraction nonconform-
ing, p0. After an unknown point in period τ , referred to as a
change point, the process fraction of nonconforming changes to
p1 = p0+β(j− τ) for observations j = τ +1, . . ., and it is sup-
posed that it remains in this situation until the assignable cause
of variation is identified and eliminated. β is the slope of linear
trend disturbance. Xj is the number of items sampled up to ob-
servation of the first nonconforming item at period j. Period j is
the time between the observation of the (j − 1)st and jth non-
conforming items. It is obvious that X follows a geometric dis-
tribution. The generation of X from an out-of-control process,
with the proportion, p1, continues until period T at which the
CCC control chart signals an out-of-control situation. In other
words, LCL ≤ Xj ≤ UCL for j < T , and Xj < LCL or Xj > UCL
for j = T . After the control chart issues a signal, we should look
for assignable causes of variations. It is desired for us to identify
the change point, τ , in order to constrict the search range.
The method presented here is based on the MLE approach.
When the CCC control chart signals an-out-of control state,
this estimator can be applied to determine at which point the
process parameter, p0, has changed. We denote the MLE of the
change point as τˆ . The likelihood function is:
L(τ , β|x) =
τ
j=1
p0(1− p0)xj−1
T
j=τ+1
(1− p0
−β(j− τ))xj−1 (p0 + β(j− τ)) . (2)
τˆ is the value of τ that maximizes this likelihood function
or equivalently its logarithm. The logarithm of the likelihood
function is:
ln L(τ , β|x) = τ ln p0 +

τ
j=1
xj − τ

ln(1− p0)
+
T
j=τ+1
ln

(1− p0 − β(j− τ))xj−1
× (p0 + β(j− τ))

. (3)
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and β , are unknown. Hence, we first obtain an approximation
for β , in terms of τ , which maximizes Eq. (3) and denotes it as
βˆτ . Taking the partial derivative of Eq. (3), with respect to β , we
have:
∂ ln L
∂β
=
T
j=τ+1

(xj − 1)(τ − j)
1− p0 − βj(j− τ) +
j− τ
p0 + βj(j− τ)

= 0. (4)
As can be seen in Eq. (4), there is no closed-form solution for β .
So,weuse a numerical calculation to solve this equation. Similar
to Perry et al. [14], we use Newton’s method to solve for β at
each potential change point. Newton’s method is a derivative
based algorithm that uses a linear approximation for finding the
roots of an equation (see [27]).
Since τ is unknown, we should perform the algorithm for
every potential change point, τ , so that the result for each
change point will be βˆτ , i.e. for every potential τ , there is a
corresponding β .
βˆτ ,k+1 = βˆτ ,k
−
T
j=τ+1

(xj−1)(τ−j)
1−p0−βˆτ ,k(j−τ) +
j−τ
p0+βˆτ ,k(j−τ)

T
j=τ+1

−(j−τ)2(xj−1)
1−p0−βˆτ ,k(j−τ)
2 − (j−τ)2
p0+βˆτ ,k(j−τ)
2
 . (5)
It is necessary to notice that the fraction of nonconforming, p,
is always greater than zero. Therefore, β must be greater than
−p0/(j− τ) for any given j. For increasing rates, the procedure
will work without any problem, because β has no upper bound.
But, in cases of decreasing rates, Newton’s method will fail,
because in this state, β is no longer unconstrained, and the
linear trend would eventually produce a negative value for p,
which is impossible. So, in this procedure, only the positive
values of β are considered.
Finally, substituting βˆτ for β in Eq. (3) and evaluating Eq. (3)
among all potential change points in search of τ leads to:
τˆ = argmax
0≤t<T

t ln p0 +

t
j=1
xj − t

ln(1− p0)
+
T
j=t+1
ln

−p0 − βˆt(j− t)
xj−1

p0 + βˆt(j− t)
 
. (6)
3. Numerical example
In order to show the procedure more clearly, a numerical
example is presented in this section. A set of nonconforming
data from a high quality process, with the known fraction
nonconforming of p0 equal to 0.0005 (500 ppm), is given in [28].
The following control limits were obtained for this process
quality characteristic, assuming the probability of Type I error
being equal to 0.0027:
UCL = ln(α/2)
ln(1− p0) = 13211.99,and:
LCL = ln(1− α/2)
ln(1− p0) = 2.70. (7)
The corresponding CCC control chart was depicted, showing
that all points are within the control limits and the process is
in control. But, in order to show the application of the proposed
change point estimator, we used the first 10 points of those
data exactly and after it, we induce a drift to process fraction
nonconforming with a rate of β = 0.005. The CCC control
chart signaled an out-of-control situation at period, T = 19.
To find the change point by using Eq. (5), we computed the
values of βˆt for period time between 0 and 18. Then, the values
of the logarithm for each point have been computed from Eq.
(3). As shown in Table 1, the largest value of likelihood function
corresponds to period 10,which indicates that the change in the
process nonconforming level has most likely occurred at this
observation. So, to find assignable causes, we should check the
records around the period time of 9.
Table 1: Change point estimator computations.
Period no. (j) t Xj βˆτ ln Lt
1 0 227 3.48E−05 −159.827
2 1 2269 4.51E−05 −159.335
3 2 1193 6.07E−05 −158.657
4 3 4106 8.78E−05 −157.579
5 4 154 0.000134 −156.083
6 5 12198 0.000255 −152.934
7 6 201 0.000436 −150.288
8 7 9612 0.001365 −142.391
9 8 4045 0.004113 −134.967
10 9 678 0.006462 −134.508
11 10 37 0.007557 −137.101
12 11 9 0.009168 −139.63
13 12 132 0.012489 −141.705
14 13 4 0.015119 −144.836
15 14 17 0.02147 −147.526
16 15 75 0.048814 −149.241
17 16 35 0.159189 −151.562
18 17 14 0.226457 −157.398
19 18 1 0.312841 −161.915
4. Performance evaluation
For evaluating the performance of the proposed estimator,
we performed a Monte Carlo simulation study. First, by using
a geometric distribution, we generated 100 observations from
an in-control process, with p = p0. It should be noted that
during the generation of these observations, it is possible to
have some observations with Xj values, exceeding either of the
control limits. These observations are considered a false alarm,
since we know that the process is in-control and observations
come from an in-control process, with p = p0. So, if a false
alarm is occurred at period t < τ , it is rational to exclude
such observations from the computation and restart the control
chart, i.e. in general, the first 100 observations have to be in
control limits.
Starting with period 101, we induced a drift in the process
nonconforming level that changes p0 to p1 = p0 + β(j − τ).
Then, we generated enough observations until the CCC control
chart signals an out-of-control condition. At this point, T , the
process is stopped and the proposed MLE estimator is applied
to estimate the change point (τˆlt ), which should be close
to 100. Furthermore, we recorded the number at which the
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of samples taken until the first alarm is given, named Eˆ(T ),
which relates to ARL with Eˆ(T ) = ARL + τ . To evaluate and
compare the precision of the proposed change point estimator
with the estimator provided by Noorossana et al. [24], i.e. τˆsc ,
10,000 simulation runs are applied. The average and standard
deviations of the proposed change point estimator, as well as
the one by Noorossana et al. [24], alongwith estimation of Eˆ(T ),
are computed and the results are shown in Table 2.
Table 2: Accuracy performances for two MLEs of the change point for
p0 = 0.0005 and different values of β following a signal from a CCC control
chart when a linear trend change is present (τ = 100).
β Eˆ(T ) τˆ lt Se(τˆlt ) τˆ sc Se(τˆsc)
0.000005 402.4105 122.623 126.033 152.212 39.277
0.00001 299.9815 107.9 65.1 135.835 27.247
0.00002 254.7 102.787 32.209 125.029 18.834
0.00003 218.6618 101.669 25.749 119.656 15.397
0.00005 179.3 100.7 15.4 114.75 11.892
0.00007 167.8332 100.234 9.243 112.065 10.137
0.0001 157.7 99.998 8.6 109.743 8.52
0.0005 126.9718 99.979 3.73 103.883 3.972
0.001 119.4 99.9 4.5 102.483 4.65
0.005 108.7 99.8 4.1 101.097 4.818
Table 2 reveals that a drift in the fraction of nonconforming
level, with a rate of 0.00001, would be detected by the
CCC control chart at an average of 199.99 periods after the
occurrence of the actual change. In this case, the proposed
MLE provides an average of 107.9 for the change point, which
is reasonably close to the actual change point of 100, and
which provides a better estimation, in comparison to τˆsc ,
which provides an average of 135.84 for the change point.
Table 2 indicates that as the slope of the change in the process
nonconforming level increases, the standard error becomes
very small and the value of τˆ gets closer to the true value, but
more accurate estimates of the change point for different values
of β are obtained using the proposed estimator.
The probability of the change point estimate lying within
a certain difference from the true change point, under p0 =
0.0005 anddifferent values ofβ , for bothmentioned estimators,
is reported in Table 3. In this table, the precision estimates of τˆsc
are shown in parentheses.
According to the results in Table 3, the τˆlt estimator provides
more or at least equal precision, in comparison with τˆsc , if the
changes in the parameter of fraction nonconforming follow a
linear trend model. For example, when the magnitude of the
drift is 0.0001, the τˆlt estimates the change point correctly 12%
of the time, while the τˆlt only in 1% of the time finds the true
change point. Based on the results in Table 3, the precision
estimates of the two estimators are plotted in Figures 1–4,
where they show the precision of estimators versus different
slopes of change trend for specified tolerances (the scale of the
slope is 10−6).
It can be seen from the figures that the τˆlt estimator
outperforms the τˆsc estimator. If obtaining the true change
point with minimum possible tolerance is especially crucial for
process engineers, applying the proposed model is completely
essential, as can be seen in Figures 1 and 2.
5. Conclusions
In this paper, we proposed an MLE estimator that finds the real
time of a change in the high yield process nonconforming level,Figure 1: Precision of estimators for accurate change point P(
τˆ − τ  = 0).
Figure 2: Precision of estimators for 1 period tolerance P(|τˆ − τ | ≤ 1).
Figure 3: Precision of estimators for 5 periods tolerance P(|τˆ − τ | ≤ 5).
under a linear trend disturbance, following a signal given by a
CCC control chart. Then, a Monte Carlo simulation is applied
to evaluate and compare the precision of this estimator with
the method developed by Noorossana et al. [24] for single
step change, when the linear trend disturbance is present. The
results show the priority of the proposed MLE estimator for
860 A. Amiri, R. Khosravi / Scientia Iranica, Transactions E: Industrial Engineering 19 (2012) 856–861Table 3: Precision performance of the two estimators based on different values of β (p0 = 0.0005, τ = 50 and N = 10000 simulation runs (the precision
estimates of τˆsc are shown in the parentheses)).
β 0.000005 0.00001 0.00002 0.00003 0.00005 0.00007 0.0001 0.0005 0.001 0.005
P(|τˆ − τ | = 0) 0.0187 0.0315 0.0466 0.0617 0.086 0.0984 0.1207 0.2872 0.3957 0.6547(0.0032) (0.0010) (0.0074) (0.006) (0.0101) (0.0123) (0.0129) (0.0373) (0.0507) (0.0678)
P(|τˆ − τ | ≤ 1) 0.0543 0.0947 0.1366 0.1758 0.2341 0.2728 0.3662 0.6168 0.7376 0.9050(0.0113) (0.0085) (0.0198) (0.0225) (0.0325) (0.0413) (0.0488) (0.1653) (0.2641) (0.5744)
P(|τˆ − τ | ≤ 2) 0.0844 0.1513 0.2118 0.2767 0.3619 0.4219 0.3785 0.7976 0.8792 0.9621(0.018) (0.0315) (0.0317) (0.0401) (0.0445) (0.0722) (0.0937) (0.3148) (0.4846) (0.8528)
P(|τˆ − τ | ≤ 3) 0.118 0.2014 0.2894 0.3721 0.4699 0.5437 0.5083 0.8851 0.9374 0.9765(0.0253) (0.0421) (0.0452) (0.0579) (0.0733) (0.1044) (0.1388) (0.4604) (0.6651) (0.9576)
P(|τˆ − τ | ≤ 4) 0.1535 0.2542 0.3616 0.4557 0.559 0.6378 0.6043 0.934 0.9671 0.9818(0.0335) (0.0537) (0.058) (0.0753) (0.1007) (0.141) (0.1881) (0.6012) (0.7984) (0.9843)
P(|τˆ − τ | ≤ 5) 0.1881 0.3009 0.4274 0.5314 0.6345 0.7171 0.6728 0.9571 0.9808 0.9855(0.0418) (0.1114) (0.0734) (0.0972) (0.134) (0.1841) (0.2461) (0.7161) (0.8833) (0.9908)
P(|τˆ − τ | ≤ 10) 0.3283 0.5072 0.6691 0.7685 0.8599 0.9069 0.8208 0.9926 0.9931 0.9917(0.0776) (0.2483) (0.165) (0.2233) (0.3252) (0.4394) (0.5493) (0.9699) (0.9901) (0.9934)
P(|τˆ − τ | ≤ 20) 0.5579 0.7535 0.8861 0.933 0.9724 0.9866 0.8705 0.9976 0.9958 0.9931(0.1627) (0.4117) (0.3926) (0.5292) (0.7092) (0.836) (0.9189) (0.998) (0.9946) (0.9947)
P(|τˆ − τ | ≤ 30) 0.7012 0.8645 0.9545 0.9761 0.9916 0.9933 0.8744 0.9984 0.9962 0.9978(0.2607) (0.5789) (0.638) (0.7827) (0.9094) (0.9664) (0.9906) (0.9987) (0.9957) (0.9955)Figure 4: Precision of estimators for 20 periods tolerance P(|τˆ − τ | ≤ 20).
linear trend changes over the MLE designed for step changes,
in this situation.
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