Abstract-This paper proposes a fast convergence algorithm for L2-sensitivity minimization problem of two-dimensional (2-D) separable-denominator state-space digital filters subject to L2-scaling constraints. The proposed algorithm reduces a constrained optimization problem to an unconstrained optimization problem by appropriate variable transformation, and minimizes the L2-sensitivity by iterative calculation called successive substitution method. Our novel algorithm can achieve the L2-sensitivity minimization with quite fast convergence behavior. We proposed a novel solution to the L 2 -sensitivity minimization of one-dimensional (1-D) state-space digital filters subject to L 2 -scaling constraints, which achieves the L 2 -sensitivity minimization with fast convergence [6] . We have researched on expanding this novel solution into twodimensional (2-D) state-space digital filters. Recently, a solution to the L 2 -sensitivity minimization of 2-D separabledenominator state-space digital filters has been proposed [8], however, this solution requires many iterative calculations.
I. INTRODUCTION L 2 -sensitivity is one of the functions that evaluates the coefficient quantization effects of state-space digital filters. Several solutions to the L 2 -sensitivity minimization problem have been proposed [1] [2] [3] [4] [5] [6] [7] [8] [9] , which can be classified into two cases: L 2 -sensitivity minimization without L 2 -scaling constraints [1] [2] [3] [4] , [7] and L 2 -sensitivity minimization subject to L 2 -scaling constraints [5] , [6] , [8] , [9] . It is known that the L 2 -scaling constraints are necessary for preventing overflow of state variables. Therefore, L 2 -sensitivity minimization subject to L 2 -scaling constraints is mainly investigated recently.
We proposed a novel solution to the L 2 -sensitivity minimization of one-dimensional (1-D) state-space digital filters subject to L 2 -scaling constraints, which achieves the L 2 -sensitivity minimization with fast convergence [6] . We have researched on expanding this novel solution into twodimensional (2-D) state-space digital filters. Recently, a solution to the L 2 -sensitivity minimization of 2-D separabledenominator state-space digital filters has been proposed [8] , however, this solution requires many iterative calculations.
In this paper, we propose a fast convergence algorithm for the L 2 -sensitivity minimization of 2-D separable-denominator state-space digital filters subject to L 2 -scaling constraints. We construct this solution by expanding the algorithm for L 2 -sensitivity minimization problem of 1-D state-space digital filters [6] to 2-D separable-denominator state-space digital filters. Our proposed algorithm requires much less iterative calculations than the conventional method [8] .
II. L 2 -SENSITIVITY OF STATE-SPACE DIGITAL FILTERS A. State-Space Digital Filters
2-D separable-denominator state-space digital filters can be described by the following Roesser local state-space (LSS) model:
where 
The L 2 -sensitivity is one of the measurements that evaluates coefficient quantization effects of digital filters. In [3] and [8] , the L 2 -sensitivity of the filter H(z 1 , z 2 ) with respect to the realization
where · 2 denotes the L 2 -norm of function (·). In [3] and [8] , the L 2 -sensitivity defined as (4) is formulated in the following expression:
where
. ( 
C. Coordinate Transformation
Consider a coordinate transformation defined by
Under the coordinate transformation, the coefficient matrices are transformed as ⎡
and the gramians are transformed as
respectively. After the coordinate transformation by matrix
We have the L 2 -sensitivity S(P ) as follows:
, and W h i (P 1 ) and K v i (P 4 ) are derived by solving the following Lyapunov equations:
In this section, we discuss the L 2 -sensitivity minimization considering constraints which prevent overflow. We construct this solution by expanding the solutions to L 2 -sensitivity minimization problem of 1-D state-space digital filters [6] to 2-D separable-denominator state-space digital filters. Our proposed solution realizes much faster convergence than the conventional method [8] .
A. L 2 -Scaling Constraints
In order to prevent overflow of state variables, the variance of state variables must be unity under the white gaussian input with zero mean and unit variance. It follows that each diagonal element of the covariance matrix, which represents the variance of the state variables, must be unity [5] , [6] , [8] [9] [10] . Therefore, it is required that
Under the above constraints, L 2 -sensitivity minimization problem subject to L 2 -scaling constrains is formulated as follows:
B. Formulation of the Problem
We adopt an input normal realization as an initial realization to synthesize the minimum L 2 -sensitivity realization.
The input normal realization is the filter structure of which controllability and observability gramians are given by: (A 1 , A 2 , A 4 , b 1 , b 2 , c 1 , c 2 , d) , minimize the L 2 -sensitivity S(P ) w.r.t. P = P 1 ⊕ P 4 subject to tr(P −1
Although the constraints of the problem (27) are different from that of (24), It is reported that these two optimization problems are equivalent and we thus need only deriving the optimal positive definite symmetric matrix P opt [5] , [6] , [8] , [9] .
C. Variable transformation
In order to reduce the constraint in problem (27), we newly propose a variable transformation of positive definite symmetric matrix P 1 and P 4 as follows:
where Q 1 and Q 4 are positive definite symmetric matrices. If a positive definite symmetric matrix P 1 (P 4 ) satisfies tr(P 
where Q = Q 1 ⊕ Q 4 . The constrained optimization problem (27) is thus reduced to the unconstrained optimization problem as follows:
where Q 1 and Q 4 are arbitrary positive definite symmetric matrices.
(30)
D. Minimization of the L 2 -sensitivity
We derive the positive definite symmetric matrix Q opt , which minimizesS(Q). We define the subscript k, which takes k = 1, 4. The derivative ∂S(Q)/∂Q k is expressed as
The solution of Eq. (38) satisfies
Since Eq. (39) are nonlinear equation to matrix Q k , it is difficult to solve it with respect to matrix Q k analytically. We Apply the successive substitution method to the nonlinear equation (39), and derive the iterative formula as follows:
is the solution of the previous iteration. The iteration process above stops when S(Q
4 ) does not change. After sufficient iterations, we obtain Q kopt which gives the global minimum ofS(Q). We can derive P kopt and T kopt from Q kopt using Eq. (28) as follows:
where the orthogonal matrices U 1 and U 4 are determined so that the L 2 -scaling constraints are satisfied [5] , [6] , [8] , [9] . 
The L 2 -sensitivity of the prototype filter is calculated as
We next synthesize the input normal realization as an initial realization. The L 2 -sensitivity of the input normal realization is calculated as
Applying our proposed method to the input normal realization, we obtain the minimum L 2 -sensitivity realization. The minimum L 2 -sensitivity S opt is obtained as Fig. 1 shows the convergence behavior of tr(P −1 1 ) and tr(P −1 4 ). Our proposed method always satisfies the constraint condition in problem (27) because of the variable transformation in (28), while the method in [8] requires many iterative calculations until the constraint condition in problem (27) is satisfied. Fig. 2 shows the convergence behavior of the L 2 -sensitivity. Our proposed method can synthesize the minimum L 2 -sensitivity realization subject to L 2 -scaling constraints. The method in [8] seems to give the lower sensitivity than our proposed method, but we must note that L 2 -scaling constraints are violated as shown in Fig. 1 .
V. CONCLUSION
This paper has proposed the fast convergence algorithm for the L 2 -sensitivity minimization of 2-D separable-denominator state-space digital filters subject to L 2 -scaling constraints. This algorithm is constructed by expanding the algorithm to L 2 -sensitivity minimization problem of 1-D state-space digital filters [6] . Similar to the case of 1-D state-space digital filters, our proposed algorithm reduces the constrained optimization problem into the unconstrained optimization problem, and minimizes the L 2 -sensitivity by successive substitution method. As a result, our proposed algorithm realized much faster convergence behavior of L 2 -sensitivity than that of the conventional method.
