For n × n matrices A and B define η(A, B) = S det(A[S]) det B S ′ ,
Introduction and Main Results
Let A and B be matrices of order n. For a subset S of {1, . . . , n} we denote by A[S] the |S| × |S| principal submatrix of A whose rows and columns are indexed by S. Define η(A, B) = Let α 1 ≤ α 2 ≤ · · · ≤ α n and β 1 ≤ β 2 ≤ · · · ≤ β m be the zeros of two univariate hyperbolic polynomials, i.e., two real polynomials with all real zeros. These zeros are interlaced if they can be ordered so that either α 1 ≤ β 1 ≤ α 2 ≤ β 1 ≤ · · · or β 1 ≤ α 1 ≤ β 2 ≤ α 2 ≤ · · · . By convention we will also say that the zeros of the zero-polynomial interlace the zeros of any hyperbolic polynomial.
Conjecture 1 was subsequently refined by Johnson [17] and also independently by Bapat [1] to the following generalization of the classical Cauchy-Poincaré theorem stating that the eigenvalues of a Hermitian matrix and those of any of its degeneracy one principal submatrices interlace.
Conjecture 2 ([17] , [1] ). If A and B are Hermitian n×n matrices and A is positive semidefinite then the zeros of η(zA[{j} ′ ], −B[{j} ′ ]) interlace those of η(zA, −B) for 1 ≤ j ≤ n (provided that η(zA, −B) is not identically zero).
We note that as originally formulated in [16, 17] the assumptions of Conjectures 1-2 actually required A to be positive definite. It is however easy to see that if true, these conjectures should in fact hold for any positive semidefinite n× n matrix A and Hermitian n × n matrix B. In [17] it was further conjectured that if A is positive definite and B is Hermitian then η(zA, −B) has as many positive, negative and zero roots as the inertia of B would suggest. More precisely, given a univariate hyperbolic polynomial p(z) denote by ι + (p(z)), ι − (p(z)) and ι 0 (p(z)) the number of positive, negative and zero roots of p(z), respectively. For any such polynomial we may then define its "inertia" as ι(p(z)) = (ι + (p(z)), ι 0 (p(z)), ι − (p(z))).
Conjecture 3 ([17]
). If A and B are Hermitian n × n matrices and A is positive definite then ι(η(zA, −B)) = ι(η(zI, −B)) (= ι(det(zI − B))).
A successful approach to Conjectures 1-2 has so far remained elusive and only some special cases have been dealt with in the literature. For instance, Conjecture 1 has been verified for n = 3 in [22] (albeit in a rather complicated way) and in [1] , where Conjectures 1 and 2 were shown to hold when both A and B are tridiagonal. These results were subsequently generalized in [10, 11] to matrices whose graph is a tree or a cycle. Except for considerable empirical evidence (cf. [17] ) not much seems to be known concerning Conjecture 3.
In §2 we prove Conjectures 1-3 in full generality and we significantly extend Conjectures 1-2 to mixed determinants for tuples of matrix pencils and multivariate real stable polynomials (Theorem 1).
In §3 we establish log-concavity and monotonicity properties in the sense of majorization for the coefficients of real stable homogeneous polynomials. As a consequence we obtain similar properties for symmetrized Fischer products associated with positive definite matrices (Theorem 3 and Corollaries 1-4).
In §4 we apply the theory of real stable polynomials developed in [3, 4, 5] and the present paper to derive Laguerre type inequalities for characteristic polynomials of principal submatrices of arbitrary Hermitian matrices (Theorem 4 and Corollary 5). These polynomial inequalities vastly generalize a certain subset of the classical Hadamard-Fischer-Koteljanskii inequalities for principal minors of positive definite matrices. It is interesting to note that this same subset of determinantal inequalities actually appears in many other contexts, such as the study of the "Principal Minor Assignment Problem" for real symmetric matrices [14] (see Remark 2) .
Finally, in §5 we propose and discuss Lax type representations for real stable (homogeneous) polynomials by means of mixed determinants (Problems 1-2).
Proofs of Conjectures 1-3
As we shall see, Conjectures 1-3 follow from a general theory developed in an ongoing series of papers [3, 4] where we study generalizations of the notion of "realrootedness" to several variables.
Recall from §1 that a nonzero univariate polynomial with real coefficients is said to be hyperbolic if all its zeros are real. A univariate polynomial f (z) with complex coefficients is called stable if f (z) = 0 for all z ∈ C with Im(z) > 0. Hence a univariate polynomial with real coefficients is stable if and only if it is hyperbolic.
These classical concepts have several natural extensions to multivariate polynomials. Here as well as in [3] we are concerned with the most general notion of this type, which may be defined as follows.
. . , z n ) = 0 for all n-tuples (z 1 , . . . , z n ) ∈ C n with Im(z j ) > 0. If in addition f has real coefficients it will be referred to as real stable. We denote by H n (C) and H n (R) the set of stable and real stable polynomials, respectively, and by H + n (R) the subset of H n (R) consisting of polynomials with all nonnegative coefficients.
Thus f is stable (respectively, real stable) if and only if for all α ∈ R n and v ∈ R n + -where we let as usual R + = (0, ∞) -the univariate polynomial f (α + vt) is stable (respectively, hyperbolic). In particular, a univariate polynomial is real stable if and only if it is hyperbolic.
A key ingredient in our proofs of Conjectures 1-3 is the following simple albeit fundamental proposition, see [3] . is either real stable or identically zero.
Proof. By a standard continuity argument using Hurwitz' theorem it suffices to prove the result only in the case when all matrices A j , 1 ≤ j ≤ n, are (strictly) positive definite. Set z(t) = α + λt with α = (α 1 , . . . , α n ) ∈ R n , λ = (λ 1 , . . . , λ n ) ∈ R n + and t ∈ R. Note that P := n j=1 λ j A j is positive semidefinite and thus it has a square root. Then f (z(t)) = det(P ) det(tI + P −1/2 HP −1/2 ), where H := B + n j=1 α j A j is a Hermitian m × m matrix. Therefore f (z(t)) is a polynomial in t which is a constant multiple of the characteristic polynomial of a Hermitian matrix and so it must have all real zeros.
We begin by proving a considerable generalization of Conjectures 1 and 2. Given an m-tuple (A 1 , . . . , A m ) of n × n matrices define η(A 1 , . . . , A m ) = (S1,...,Sm)
where the summation is taken over all m-tuples (S 1 , . . . , S m ) of pairwise disjoint subsets of {1, . . . , n} satisfying S 1 ∪ · · · ∪ S m = {1, . . . , n}.
where A jk , 1 ≤ k ≤ ℓ, are positive semidefinite n×n matrices and B j is a Hermitian n × n matrix. Then
.
A fundamental property of the class of (real) stable polynomials is that it is closed under taking partial derivatives, see e.g. [3] . Thus g := ∂ n f ∂w1···∂wn ∈ H ℓ+n (R) ∪ {0} and since g(z 1 , . . . , z ℓ , ǫw 1 , . . . , ǫw n ) ∈ H ℓ+n (R) ∪ {0} for any ǫ > 0 (cf. [3] ) we get by Hurwitz' theorem (on the continuity of zeros) that
Let V j be the n × n diagonal matrix with all entries equal to zero but the jth diagonal entry which is v. Then
which by the above is either a real stable polynomial in the variables v, z 1 , . . . , z l or identically zero.
We shall also use the classical Hermite-Biehler theorem, see e.g. [21] .
Then h is stable if and only if f and g are hyperbolic polynomials whose zeros interlace and f
Proof of Conjectures 1 and 2. Conjecture 1 follows from Theorem 1 by letting m = 2, L 1 = zA and L 2 = −B. From Theorem 1 we also get that
which by the Hermite-Biehler theorem proves Conjecture 2.
Proof of Conjecture 3. Let A, B be Hermitian n×n matrices such that A is positive definite. We begin by proving that
It is evident from the definition of η(zA, −B) that 
Since Conjectures 1-2 are valid we know that the zeros of p i−1 (z) and p i (z) interlace for 1 ≤ i ≤ r. In particular we have that
By the choice of S we know that p r (0) = (−1) n−r det(B[S ′ ]) = 0 so that ι 0 (p r ) = 0 and thus ι 0 (η(zA, −B) ≤ r as was to be proved. Since the expression (2.4) does not depend on the choice of A we have that ι 0 (η(zI, −B)) = ι 0 (η(zA, −B)). To complete the proof note first that for all Hermitian matrices B and positive definite matrices
be a homotopy between I and A. It is clear that
is a hyperbolic polynomial of degree n − r and p(t, 0) = 0 for all t ∈ [0, 1]. Now ι + (p(0, z)) = ι + (p(1, z)) and so at least one zero of p(t, z) has to pass through the origin as t runs from 0 to 1. By Hurwitz' theorem we must therefore have p(T, 0) = 0 for some T ∈ [0, 1], contrary to the assumption that p(t, 0) = 0 whenever 0 ≤ t ≤ 1.
Unimodality Properties for Stable Homogeneous Polynomials and Symmetrized Fischer Products
Given a matrix A of order n and 0 ≤ k ≤ n define the k-th symmetrized Fischer product associated with A by
and the corresponding k-th average Fischer product
As a first application of Theorem 1 we establish the following result. We note that part (a) below was initially conjectured in [17] and later proved in [2] by means of immanantal inequalities derived from the theory of generalized matrix functions.
Corollary 1. If A is a positive semidefinite n × n matrix then its average Fischer products satisfy
Proof. By Hurwitz' theorem we may assume that A > 0. Note that
From the above proofs of Conjectures 1 and 3 we have that all roots of the polynomial η(zA, −A) are real and positive. Then by applying Newton's inequalities, see e.g. [12] , we immediately get (b), and from Maclaurin's inequalities [12] we then get (c). It is well known that property (b) and the fact that S k (A) > 0 for 0 ≤ k ≤ n imply that the sequence S k (A) n k=0 is unimodal, i.e., it is weakly increasing until it reaches a peak after which it is weakly decreasing. Since clearly S k (A) n k=0 is also symmetric -that is, S k (A) = S n−k (A) for 0 ≤ k ≤ n -part (a) follows.
The monotonicity and log-concavity properties given by Corollary 1 (a)-(b) may actually be viewed as special cases of a more general phenomenon, namely unimodality for the coefficients of real stable homogeneous polynomials that we proceed to describe. Let {e i } n i=1 denote the standard basis in R n and recall the majorization preordering ≺ on n-tuples of real numbers (cf. [12, 20] ): if x = (x 1 , . . . , x n ) ∈ R n and y = (y 1 , . . . , y n ) ∈ R n one says that y majorizes x and writes x ≺ y provided that
with equality for k = n, where for w = (w 1 , . . . , w n ) ∈ R n we let (w [1] ≥ . . . ≥ w [n] ) denote its decreasing rearrangement. An n-tuple x = (x 1 , . . . , x n ) is said to be a transfer (or pinch) of another n-tuple y = (y 1 , . . . , y n ) if there exist i ∈ {1, . . . , n−1} and t ∈ 0, For α = (α 1 , . . . , α n ) ∈ N n we define as usual n α = n! α 1 ! · · · α n ! .
Given a real homogeneous polynomial of degree d
(where we use the standard multi-index notation z = (z 1 , . . . , z n ), |α| = n i=1 α i and z α = n i=1 z αi i ) we normalize its coefficients by settinĝ
Theorem 3. Let f be a real homogeneous polynomial of degree d as in (3.1). If f ∈ H n (R) and α = (α 1 , . . . , α n ) ∈ N n is such that |α| = d and α i ≥ α j > 0 then a(α + k(e i − e j )) 2 ≥â(α + (k − 1)(e i − e j ))â(α + (k + 1)(e i − e j ))
Corollary 2. Let f be a real homogeneous polynomial of degree d as in (3.1) which we further assume to be symmetric and with at least one positive coefficient. If f ∈ H n (R) and α = (α 1 , . . . , α n ) ∈ N n is such that |α| = d and α i ≥ α j then a(α + k(e i − e j )) ≤â(α + ℓ(e i − e j ))
Corollary 3. Assume that the real homogeneous polynomial f given by (3.1) is symmetric and has at least one positive coefficient. If f ∈ H n (R) and α, β ∈ N n are such that β ≺ α (in the sense of majorization) thenâ(α) ≤â(β).
Proof of Theorem 3. If d ≤ 1 there is nothing to prove so we may assume that d ≥ 2. Now in order to establish the inequality stated in the theorem it is clearly enough to show that if γ = (γ 1 , . . . , γ n ) ∈ N n is such that |γ| = d and γ i γ j > 0 thenâ (γ) 2 ≥â(γ − e i + e j )â(γ + e i − e j ).
Let β ∈ N n with |β| = d − 2 and set
An elementary computation yields
As we already noted in the proof of Theorem 1 the class of real stable polynomials is closed under taking partial derivatives (cf. [3] ). We deduce that g ∈ H 2 (R) ∪ {0} and thus g(z i , 1) ∈ H 1 (R) ∪ {0} (see loc. cit.). By evaluating the discriminant of the latter univariate polynomial we get a(β + e i + e j ) 2 ≥â(β + 2e i )â(β + 2e j ) and (3.2) follows by setting γ = β + e i + e j .
Proof of Corollary 2. Since f is a real stable polynomial which is also homogeneous it must satisfy the same-phase property [6, Theorem 6.1]. By assumption f has at least one positive coefficient and therefore all its (nonzero) coefficients are positive, i.e., f ∈ H + n (R). It then follows from the log-concavity property established in Theorem 3 that the sequence {â(α + k(e i − e j ))} αj k=−αi is unimodal (cf. the proof of Corollary 1). Moreover, this sequence also satisfieŝ a(α + k(e i − e j )) =â(α + (α i + α j − k)(e i − e j )) for −α i ≤ k ≤ α j since f is assumed to be symmetric in the variables z 1 , . . . , z n . This proves the desired result.
Proof of Corollary 3. As in the proof of Corollary 2 we deduce from [6, Theorem 6.1] and the fact that f is a real stable homogeneous polynomial that f ∈ H + n (R). Now by the aforementioned standard properties of the majorization preordering it is enough to check the assertion only for α, β ∈ N n such that β is a pinch of α.
Since the coordinates of α = (α 1 , . . . , α n ) and those of any of its pinches should be nonnegative integers this is in turn equivalent to showing that if i, j are such that α i > α j thenâ(α) ≤â(α − e i + e j ). The latter inequality is an immediate consequence of Corollary 2.
Corollary 1 above deals with symmetrized Fischer products for positive definite n × n matrices corresponding to partitions of n with only two parts. Theorem 3 and Corollaries 2-3 allow us to extend Corollary 1 to symmetrized Fischer products corresponding to arbitrary partitions of n. These products are defined as follows: let α = (α 1 , . . . , α n ) ∈ N n be such that |α| = n. Given a matrix A of order n set S α (A) = (S1,...,Sn)
where the summation is taken over all n-tuples (S 1 , . . . , S n ) of disjoint subsets of {1, . . . , n} satisfying S 1 ∪ · · · ∪ S n = {1, . . . , n} and |S i | = α i , 1 ≤ i ≤ n. The corresponding average Fischer product is then given by
Note that both S α (A) and S α (A) have a natural Σ n -invariance property, where Σ n denotes the symmetric group on n elements. Indeed, if α = (α 1 , . . . , α n ) ∈ N n and π(α) = (α π(1) , . . . , α π(n) ) then S π(α) (A) = S α (A) and S π(α) (A) = S α (A) for all π ∈ Σ n .
Corollary 4. If A is a positive semidefinite n × n matrix then (a) S α (A) ≤ S β (A) for any α, β ∈ N n such that |α| = |β| = n and β ≺ α, (b) whenever α = (α 1 , . . . , α n ) ∈ N n is such that |α| = n, α i ≥ α j > 0 and
Proof. In view of Hurwitz's theorem we may assume that A is positive definite. From (2.2) it follows that
is a symmetric homogeneous polynomial of degree n with all positive coefficients. By Theorem 1 one has f ∈ H n (R). Applying Theorem 3 and Corollary 3 to f one immediately gets parts (b) and (a), respectively.
Remark 1. Corollary 4 (a) was proved using other methods in [2, Theorem 1] (see the paragraph preceding Corollary 1 above).
Laguerre Type Extensions to Hermitian Matrices of the Hadamard-Fischer-Koteljanskii Inequalities
Any positive definite n × n matrix A = (a ij ) satisfies a number of well-known determinantal inequalities [8, 15] including classical ones such as Laguerre:
whenever f ∈ H 1 (R) (see, e.g., [21] ). More precisely, we prove the following: Remark 2. It is interesting to note that the condition imposed on the cardinalities of the index sets S, T in Theorem 4 and Corollary 5 is identical with condition (12) in Theorem 5 of [14] dealing with the "Principal Minor Assignment Problem" for certain types of vectors in R 2 n and real symmetric n × n matrices.
Theorem 4 is an easy consequence of the characterization of real stable polynomials that was recently obtained in [5, Theorem 10 ] (see also [3, Theorem 27] ). In the case of multi-affine polynomials (i.e., polynomials of degree 1 in each variable) the criterion for real stability established in loc. cit. may be formulated as follows:
Proof of Theorem 4. Since principal submatrices of Hermitian matrices are themselves Hermitian we may assume without loss of generality that S ∪ T = {1, . . . , n}.
Let then i, j ∈ {1, . . . , n} be such that S ∪ {i} = T ∪ {j} = {1, . . . , n} and consider the polynomial f (z 1 , . . . , z n ) = det(diag(z 1 , . . . , z n ) − A). Proposition 1 implies that f ∈ H n (R) and thus ∆ ij (f )(z, . . . , z) ≥ 0 for any z ∈ R by Theorem 5. A straightforward computation now yields
which proves the theorem.
A further interesting consequence of Theorem 4 is the following. 
Lax Type Problems for Stable Polynomials
Recall that a homogeneous polynomial f ∈ R[z 1 , . . . , z n ] is said to be (Gårding) hyperbolic with respect to a given vector e ∈ R n if f (e) = 0 and for all vectors α ∈ R n the univariate polynomial f (α + et) ∈ R[t] has all real zeros. As is well known, such polynomials play an important role in e.g. the theory of partial differential operators. It turns out that real stable polynomials and multivariate homogeneous hyperbolic polynomials are closely related objects, as noted in [3, Proposition 1]:
Proposition 2. Let f (z 1 , . . . , z n ) be a polynomial of degree d with real coefficients and let p(z 0 , z 1 , . . . , z n ) be the (unique) homogeneous polynomial of degree d such that p(1, z 1 , . . . , z n ) = f (z 1 , . . . , z n ). Then f is real stable if and only if p is hyperbolic with respect to every vector e ∈ R n+1 such that e 0 = 0 and e i > 0, 1 ≤ i ≤ n.
In the late 1950's Lax conjectured that any (Gårding) hyperbolic polynomial admits a certain determinantal representation [18] . The Lax conjecture for hyperbolic polynomials in three variables has recently been verified in [19] :
. A polynomial f on R 3 is hyperbolic of degree d with respect to the vector e = (1, 0, 0) if and only if there exist real symmetric d × d matrices B, C such that f (x, y, z) = f (e) det(xI + yB + zC) for any x, y, z ∈ R.
Remark 3. The proof of Theorem 6 given in [19] essentially follows from the results of [13] . It is worth mentioning that a preliminary result along these lines was earlier obtained in [7, Theorem 6.4] .
Using Theorem 6 a converse to Proposition 1 in the case n = 2 was established in [3, Theorem 11] . More precisely, the following natural analog of the Lax conjecture for real stable polynomials in two variables was obtained in loc. cit.
Theorem 7 ([3]
). Any real stable polynomial in two variables x, y can be written as ± det(xA + yB + C) where A and B are positive semidefinite matrices and C is a symmetric matrix of the same order.
It is however well known that the Lax conjecture fails in the case of four or more (homogeneous) variables. The following modified version of the higher dimensional Lax conjecture has recently been proposed in [13] (see also [3, Conjecture 1]): Conjecture 4. Let P (X 0 , X 1 , . . . , X m ) be a real homogeneous polynomial hyperbolic with respect to c = (c 0 , c 1 , . . . , c m ) ∈ R m+1 and L be a real linear form in X 0 , X 1 , . . . , X m with L(c) = 0. Then there exists an integer N such that L(X 0 , X 1 , . . . , X m ) N P (X 0 , X 1 , . . . , X m ) = det(X 0 A 0 + X 1 A 1 + . . . + X m A m ) for some real symmetric matrices A 0 , A 1 , . . . , A m with c 0 A 0 +c 1 A 1 +. . .+c m A m > 0.
A natural question in this context is whether any real stable (homogeneous) polynomial admits a Lax type determinantal representation. To formulate precise versions of this question let ℓ, m, n ≥ 1 be integers. For 1 ≤ j ≤ m define matrix pencils
where A jk , 1 ≤ k ≤ ℓ, are positive semidefinite n×n matrices and B j is a Hermitian n × n matrix. Then by Theorem 1 we know that η(L 1 , . . . , L m ) ∈ H ℓ (R) ∪ {0}.
Problem 1. Is the converse of (the first part of) Theorem 1 true, namely: if f is a real stable polynomial of degree n in ℓ variables then there exist a positive integer m and matrix pencils L j , 1 ≤ j ≤ m, of the form (5.1) such that f = η(L 1 , . . . , L m )?
Note that by Theorem 7 the answer to Problem 1 is affirmative (at least) in the case ℓ = 2. The homogeneous version of Problem 1 is as follows.
Problem 2. Let f be a real stable homogeneous polynomial of degree n in ℓ variables. Is it true that there exist a positive integer m and matrix pencils L j , 1 ≤ j ≤ m, of the form (5.1) with B j = 0, 1 ≤ j ≤ m, such that f = η(L 1 , . . . , L m )?
