Evolvable hardware (EH) is a new field about the use of evolutionary algorithms (EA). It brings together reconfigurable hardware, artificial intelligence, fault tolerance and autonomous systems. Evolvable hardware refers to hardware that can change its architecture and behavior dynamically and autonomously by interacting with its environment This paper represent as a new technique for the design of Adaptive Median Filter within an Evolvable hardware framework, using genetic algorithm (GA), aimed at removing the impulse noise from the image and reducing distortion in the image. This implementation aims at reducing the number of generations required to provide time bound optimal filter configuration and to improve the quality of the filter designed. The GA processing and the Evolvable hardware framework is synthesized on Xilinx .
determines the optimum hardware configuration required for a particular design specification.
EHW is best suited for cases where the design specification doesn't provide sufficient information to permit using conventional design methods [2] . For example, the specification may only state desired behavior of the target hardware. In other cases an existing circuit must adapt, i.e. modify its configuration, to compensate for faults or perhaps a changing operational environment. For instance, deep-space probes may encounter sudden high radiation environments and alter a circuit's performance; the circuit must self-adapt to restore as much of the original behavior as possible and quickly. In this work, a reconfigurable median filter constitutes the backbone of the Noise redection. A genetic algorithm based implementation of meadin filter to cancel out the interference from the varied noise sources and abstract the original signal is presented in this work. Both the filter as well as the hardware required for evolution is implemented in a single Field programmable gate array (FPGA). The circuit is based on contextswitching in FPGA-devices and preliminary results indicate the use of a compact hardware as well as fast adaptation. The proposed evolvable architecture for ANC is very effective, resulting in significant improvement in terms of reproduced signal quality. The entire system is synthesized on a Xilinx Virtex XCV1000 FPGA. As the entire filter, including the FIFO, and the delay elements, are realized on the reconfigurable fabric, a more optimum filter is realized (using fewer resources) for a given frequency response. Median filtering is a powerful instrument used in image processing. The traditional median filtering algorithm, without any modifications gives good results. There are many variations to the classical algorithm, aimed at reducing computational cost or to achieve additional properties. Median filters are used mainly to remove salt-and pepper noise. Doing this, they preserve edges in the image (preserve their location and do not affect their steepness, unlike Gaussian filters), but unfortunately median filtering may destroy small features in the image. A way to avoid it is to apply center-weighted median filtering instead of a plain median, but the drawback of this solution is the detoriation of the filter"s ability to suppress impulse noise. Common drawback of various kinds of the median filtering is their computational cost. Computing a two-dimensional median for an NxN window, requires sorting of NxN elements for every image pixel and choosing the median value for the output. After the sorting, each queue element is assigned a value called a rank, specifying its position in the queue as a result of sorting.
Therefore, using median filtering in any real-time vision system requires a significant computational power. One way to speed up the computations is to implement the algorithm in hardware, e.g. with the help of FPGA circuits. The rationale behind this is to use the FPGA"s inherent ability to execute operations in parallel. Moreover, programmable logic creates the possibility to tailor the implementation to the user"s needs. All this results in a significant speedup over the software implementations by using sequential processors. One drawback of hardware-based algorithm development is the complexity of the design process as implementing algorithmically complex operations is very difficult. Median filtering, like many other low-level image processing algorithms is fairly simple -the main problem in this case is the amount of data to handle.
Fig 1 Adaptive Median Filter

Adaptive Median Filter
The Adaptive Median Filter is designed to eliminate the problems faced with the standard median filter. The basic difference between the two filters is that, in the Adaptive Median Filter, Issn .No:0975-0932 the size of the window surrounding each pixel is variable. This variation depends on the median of the pixels in the present window. If the median value is an impulse, then the size of the window is expanded. Otherwise, further processing is done on the part of the image within the current window specifications. "Processing" the image basically entails the following: The center pixel of the window is evaluated to verify whether it is an impulse or not. If it is an impulse, then the new value of that pixel in the filtered image will be the median value of the pixels in that window. If, however, the center pixel is not an impulse, then the value of the center pixel is retained in the filtered image. Thus, unless the pixel being considered is an impulse, the grayscale value of the pixel in the filtered image is the same as that of the input image. Thus, the Adaptive Median Filter solves the dual purpose of removing the impulse noise from the image and reducing distortion in the image. Adaptive Median Filtering can handle the filtering operation of an image corrupted with impulse noise of probability greater than 0.2. This filter also smoothens out other types of noise, thus, giving a much better output image than the standard median filter as Shown in Fig1 .
Evolvable Hardware
Evolvable Hardware Concepts
Evolvable hardware is based on the idea of combining reconfigurable devices with evolutionary algorithms such as Genetic Algorithms [3, 4] . The basic concept in EHW is to regard the configuration bits for reconfigurable hardware devices as chromosomes for GA. By choosing an appropriate fitness function for the given task, GA can autonomously find the best hardware configuration in terms of chromosomes i.e. configuration bits. The algorithm for evolving circuits on a reconfigurable fabric is shown in Fig. 2 Issn.No:0975-0932 The fitness of an evolved circuit is a measure of how well the circuit matches the design specification. Fitness in evolvable hardware problems is determined via two methods:-1) Extrinsic evolution: All circuits are simulated to see how they perform 2) Intrinsic evolution: Physical tests are run on actual hardware.
Issn.No:0975-0932
In off-line fitness computation (OFL) or Extrinsic evolution, the evolution is simulated in software, and only the elite chromosome is written to the hardware device. In online Fitness Computation (ONL), the hardware device gets configured for each chromosome for each generation (sometimes named intrinsic evolution). GA is the most commonly used evolutionary algorithm and uses biological operators like crossover and mutation .
Moving Window Architecture
In order to implement a moving window system in VHDL, a design was devised that took advantage of certain features of FPGAs. FPGAs generally handle flip -flops quite easily, but instantiation of memory on chip is more difficult. Still, compared with the other option, off-chip memory, the choice using on-chip memory was clear. It was determined that the output of the architecture should be vectors for pixels in the window, along with a data valid signal, which is used to inform an algorithm using the window generation unit as to when the data is ready for processing. Since it was deemed necessary to achieve maximum performance in a relatively small space, FIFO Units specific to the target FPGA were used. Importantly though, to the algorithms using the window generation architecture, the output of the window generation units is exactly the same. This useful feature allows algorithm interchangeability between the two architectures, which helped significantly, cut down algorithm development time. A window size was chosen because it was small enough to be easily fit onto the target FPGAs, and is considered large enough to be effective for most commonly used image sizes. With larger window sizes, more FIFOs and flip -flops must be used, which increases the FPGA resources used significantly. 
Parallel Sorting strategy:
To make a fair comparison of the parallel sorting strategy against wave sorter strategy in terms of the total number of required steps to sort an array, it is necessary to consider the steps used to read data from memory and the steps required to store the sorted data back to memory.
The proposed approach is based on the same structure of the registers array used in the wave sorter strategy. With this kind of array, data can be stored in the array by sending a datum to the first register and later, when the second datum is sent to the first register, the value on the first array is shifted to the second register. Thus, for every datum sent to the array to be stored, values in registers are shifted to their respective adjacent registers. This process requires n steps. The same number of steps is required to take data out from the array as Shown Fig 5. This approach allows storing a new set of data in the array while the previous set is being sent back into the memory. As mentioned in section 2, suffix sorting might imply more than one sorting iterations.
If k sorts are required, then the parallel sorting requires to ((n+n/2) * k + n) to sort an array of n data. Thus total number of steps required can be obtained by the following equation:
The parallel strategy leads to a significant reduction compared to the wave sorter approach.
Furthermore, in additional sorts the necessary number of steps for sorting is equal to the number of characters in the biggest group of identical characters divided by 2 (remember that an additional sorting is implied if groups of identical adjacent characters appear in the array). This implies that in practice, it is possible to reduce more than the number of steps to solve the suffix problem. 
Implementation and Testing:
The adaptive filter works on a rectangular region S xy . The adaptive median filter changes the size of S xy during the filtering operation depending on certain criteria as listed below. The output of the filter is a single value which the replaces the current pixel value at (x, y), the point on which S xy is centered at the time. The following notation is adapted from the book and is 
RESULT:
Two signals were considered for the test. These were subjected to salt and pepper noise 
