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ABSTRACT

REAL-TIME OPTICAL FLOW SENSOR DESIGN AND
ITS APPLICATION ON OBSTACLE DETECTION

Zhaoyi Wei
Department of Electrical and Computer Engineering
Doctor of Philosophy

Motion is one of the most important features describing an image sequence.
Motion estimation has been widely applied in structure from motion, vision-based
navigation and many other fields. However, real-time motion estimation remains a
challenge because of its high computational expense. The traditional CPU-based
scheme cannot satisfy the power, size and computation requirements in many applications. With the availability of new parallel architectures such as FPGAs and
GPUs, applying these new technologies to computer vision tasks such as motion estimation has been an active research field in recent years. In this dissertation, FPGAs
have been applied to real-time motion estimation for their outstanding properties in
computation power, size, power consumption and reconfigurability.
It is believed in this dissertation that simply migrating the software-based
algorithms and mapping them to a specific architecture is not enough to achieve good
performance. Accuracy is usually compromised as the cost of migration. Improvement

and optimization at the algorithm level are critical to performance. To improve
motion estimation on the FPGA platform and prove the effectiveness of the method,
three main efforts have been made in the dissertation. First, a lightweight tensorbased algorithm has been designed which can be implemented in a fully pipelined
structure. Key factors determining the algorithm performance are analyzed from
the simulation results. Second, an improved algorithm is then developed based on
the analyses of the first algorithm. This algorithm applies a ridge estimator and
temporal smoothing in order to improve the accuracy. A structure composed of
two pipelines is designed to accommodate the new algorithm while using reasonable
hardware resources. Third, a hardware friendly algorithm is developed to analyze the
optical flow field and detect obstacles for unmanned ground vehicle applications. The
motion component is de-rotated, de-translated and postprocessed to detect obstacles.
All these steps can be efficiently implemented in FPGAs. The characteristics of the
FPGA architecture are taken into account in all development processes of these three
algorithms.
This dissertation also discusses some important perspectives for FPGA-based
design in different chapters. These perspectives include software simulation and optimization at the algorithm development stage, hardware simulation and test bench
design at the hardware development stage. They are important and particular for the
development of FPGA-based computer vision algorithms. The experimental results
have shown that the proposed motion estimation module can perform in real-time
and achieve over 50% improvement in the motion estimation accuracy compared to
the previous work in the literature. The results also show that the motion field can
be reliably applied to obstacle detection tasks.
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Chapter 1
Introduction
1.1
1.1.1

Introduction to Motion Estimation
Motion Estimation
Motion perception and interpretation are important functions in the human

vision system. With prior knowledge, human and other biological visual systems use
motion to infer the structure of the environment, estimate egomotion, detect objects
and so on. This theory was first discussed in Hans Wallach’s pioneering work on
motion direction perception published in his doctoral dissertation in 1935 [1].
In the human vision system, motion is the movement of the pattern of light
projected upon the retina. Correspondingly, for computer vision and video processing
tasks, when an imaging sensor takes multiple snap shots at a fixed short time interval,
the three-dimensional (3D) scene is projected onto a two-dimensional (2D) sensor and
saved as images. These images are highly temporally correlated. When perceived by
a human being, his or her brain will fuse these images and form a sense of motion.
Physically, for a fixed time interval, the motion of each pixel on the frame across time
can usually be represented by a displacement vector v = (vx , vy )T which reflects the
velocity. If we can estimate all or part of the displacements, we can retrieve all or
partial information about the 3D scene from these 2D images. One simple example
of motion estimation application is shown in Figure 1.1. Two frames are captured at
0

0

time t, and t , and frame t is superimposed on frame t for viewing purposes. Across
these two frames, the front tree is moving from left to right with a displacement of v.
0

The displacement is v for the tree in the back. Assuming we have the prior knowledge
that the scene is static, and we calibrated the camera and know its movement from

1

0

time t to t , then we can estimate the distance from the trees to the camera by
0

estimating v and v and reversing the image projection process.

v'y

v'
v'x

v

vy

vx
frame t

frame t’

frame t’

frame t

Figure 1.1: Motion estimation illustration

One important assumption made in most motion estimation algorithms is that
the local brightness pattern is invariant over short time intervals. In other words, if
the time interval is short enough, the brightness change of one pixel is only due to the
relative motion between the object and the camera. Other effects such as ambient
lighting change, self-lighting effect or reflectance can be neglected.
In computer vision and video processing tasks, motion is one of the most
important features to describe an image sequence. In literature, motion estimation
algorithms can be roughly divided into three categories:
• Feature tracking. Feature tracking algorithms include two stages: feature
selection and feature tracking across frames. Pixels or regions with strong texture information are usually selected first. Then these pixels or regions are
tracked across frames based on a certain rule to infer their motion. In [2],
a 2-by-2 symmetric matrix was built using spatial derivative components. By

2

analyzing the matrix, uniform brightness areas, edges and corner points were indentified separately. Edges and corner points were good candidates for tracking
algorithms while uniform brightness areas were neglected. The classical KLT
feature tracker was proposed in [3, 4]. The feature tracking process was treated
as an optimization process which minimized the residue error in a given window. A simple translation motion model was chosen over an affine motion model
to prevent over-parameterization. In [5], the motion model was generalized to
the affine motion model. Also a method for feature selection and a technique
for monitoring features during tracking were proposed to take exceptions like
occlusion into account.
• Block matching. Block matching algorithms are widely used in video compression and media processing for their efficiency. There are several factors
that determine the performance of block matching algorithms. These factors
include block size selection, distance metric, searching strategy, etc. Searching
strategy is one of the most important factors in performance and efficiency and
has been studied the most. In [6], a survey on block matching algorithms and
hardware realization architectures was given. A widely used block matching
algorithm was published in [7] which applied different searching strategies at
different scales to speed up the matching process and to avoid being trapped in
local maxima.
• Optical flow. Optical flow aims to measure the motion field from the apparent
motion of the brightness pattern. Optical flow is widely used in 3D vision tasks
such as egomotion estimation, Structure from Motion (SfM), motion segmentation, etc. Since the first optical flow algorithm was proposed by Horn and
Schunck [8] in 1981, much work has been done in this area. However, research
on optical flow algorithms with real-time performance and adequate accuracy
for embedded vision applications just started. Development of an optical flow
algorithm that meets these unique requirements is the main research focus in

3

this dissertation. Further details about optical flow algorithms will be presented
in a later section in this chapter.
The separation of these three categories is sometimes ambiguous. Some specific
algorithms may share the properties of more than one category. Therefore, it is to be
noted that the above categorization is not absolute.
1.1.2

Challenges in Motion Estimation and Interpretation
The human vision system relies on years of stimuli and training to perceive and

interpret motion. The perceived motion carries object and enviroment information
and the human brain infers object and environment information from the motion information [9]. During the perception and interpretation process, parallel connections
and parallelism exist in the primate brain [10]. Similarly, for motion perception and
interpretation tasks in the computer vision context, we can conclude that there are
two major challenges in motion estimation and interpretation:
• Knowledge about object and environment. In the human brain, experience or knowledge is very important to motion perception and interpretation.
For example, while the observer is moving, the brain needs to estimate the egomotion (global motion in this case) and differentiate it from the local motion
in order to tell the difference between the moving objects and the still objects.
Without training, the brain will be confused by the still objects and moving
objects because their projected images on the retina are all moving at the same
time. Also, as in [9], the gait of an actor in dark background could be recognized
by attaching bright spots to the joints of the actor. However, the static set of
spots couldn’t be understood by the observer. This experiment proved that
motion is an important clue in recognition and the brain is trained to recognize
certain patterns of motion.
• Parallel calculation structure. Motion estimation is computationally expensive. The complexity originates from two aspects: a large amount of data and
complexity for calculating motion at each pixel. Firstly, one image frame usually
4

contains hundreds of thousands of pixels, and more than one frame is needed
to estimate motion. This means that the motion estimation algorithms need to
cope with millions of pixels in a very short time. Secondly, motion estimation
aims at finding the minimum trajectory in the spaitotemporal image volume.
To deal with noise and avoid error estimation, a large amount of operations are
needed to estimate motion at a single pixel. The expensive computation cost
of motion estimation algorithm is due to the combination of these two aspects.
The traditional computation platform (general purpose processors) is serial in
nature and is rarely fit for real-time motion estimation.
As to the first challenge, with current techniques, it’s very difficult or nearly
impossible to design a uniform system that can interpret motion without taking the
specific application into account, i.e. a general motion interpretation system. For a
specific task, assumptions or constraints are usually posed to simplify the underlying
problem. In this dissertation, optical flow is applied to the obstacle detection task for
unmanned ground vehicles (UGVs). By constraining the application area, the motion
pattern can be substantially simplied. The simplified motion pattern is better suited
for the available computation scheme. As to the second challenge, in recent years
advances in different hardware architectures (e.g. Graphics Processing Unit (GPU),
Field-Programmable Gate Arrays (FPGAs), Digital Signal Processors (DSPs), etc.)
make it possible to perform computation intensive tasks in real time. More and more
algorithms that were not fit for real-time application are now feasible. The migration
of the old algorithms onto the new architectures or the formation of new algorithms
harnessing new architectures is attracting more attention. Because different architectures have different advantages, it requires extra effort to concurrently choose a
suitable architecture and optimize the processing algorithm according to the specific
architecture features.

5

1.1.3

Applications of Motion Estimation
Motion estimation can be applied to, but is not limited to, the following areas.

• Video compression and enhancement. A substantial difference between
image compression standards (e.g. JPEG) and video compression standards
(e.g. AVC) is that video compression techniques are performed in the spatial
and temporal domain while image compression techniques are performed only in
the spatial domain. In video compression, motion estimation is the key to reduce
the temporal redundancy between frames and to achieve a high compression
ratio. In the latest AVC (MPEG-4 Part 10) compression standard [11, 12], the
enhanced motion compensation scheme is one of the most important factors
improving AVC over the previous standards. Also in consumer electronics,
motion estimation is widely used in noise reduction, frame rate conversion,
deinterlacing and many other important video enhancement modules available
in Digital TV, DVD player, etc [13].
• Human motion analysis. Human motion analysis [14, 15, 16] is applied in
security surveillance, human computer interaction, video conferencing, athletic
performance analysis, etc. No matter which analysis algorithm is applied, the
prerequisite is the robust estimation of motion for different parts of the body.
In [17], optical flow features were used to track a human arm and torso and were
incorporated into kinematic and geometric models in order to study the human
body in terms of the degrees of freedom. In [18], motion was integrated with
segmentation and shapes to build a deformable model which can track human
body parts.
• Structure from Motion. SfM refers to retrieving the shape, depth or 3D
structure of the object, environment or egomotion of the camera by analyzing
the motion across frames. SfM is a challenging task because image capturing
is a noninvertible process of projecting a 3D signal onto a 2D image and the
reconstruction process is ambiguous up to one parameter. Efforts were made in
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order to require less priori/assumptions in reconstruction algorithms or improve
the robustness to the outliers in motion estimation and calculation errors [19,
20, 21].
• Vision-based navigation. Using motion in navigation finds its inspiration in
biological behaviors. In [22], it was reported that honeybees control their flight
speed by regulating the image velocity in their eyes. If the visual texture was removed, it would drastically compromise honeybees’ speed control because of the
absence of image motion cues. Using motion estimation for Unmanned Aerial
Vehicles (UAV) and UGV is attracting more attention [23, 24] because of the
passive nature of vision-based sensors and the abundance of information it can
provide. The applications of motion estimation in navigation include: egomotion estimation [25], landmark tracking [24], obstacle detection and avoidance
[26] and so on. In this dissertation, obstacle detection is used as an example
application of motion estimation algorithms.
In the following sections of this chapter, a literature review on motion estimation algorithms will be given first. Then the proposed algorithms and designs will be
sketched and the dissertation will be outlined in the last section.
1.2

Optical Flow Algorithms
Optical flow algorithms were first proposed by Horn and Schunck [8] in 1981.

Optical flow algorithms aim to measure motion field from the apparent motion of the
brightness pattern. The basic assumption of optical flow algorithms is the Brightness
Constancy Constraint (BCC) which can be formulated as
I(x, y, t) = I(x + ∆x, y + ∆y, t + ∆t),

(1.1)

where I(x, y, t) is the intensity of pixel (x, y) at frame t and I(x + ∆x, y + ∆y, t + ∆t)
is the intensity of the corresponding pixel at frame t + ∆t. By expanding Equation
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(1.1) using Taylor series [8], we have
I(x, y, t) = I(x, y, t) + Ix vx + Iy vy + It + O
⇒ ∇I · v + It = −O,

(1.2)

where ∇I = (Ix , Iy ) is the gradient, v = ( ∆x
, ∆y )T = (vx , vy )T is the optical flow and
∆t ∆t
O is a higher order residual which is often set to 0. The BCC assumes that image
brightness changes are due only to motion in a short time. In other words, if the time
interval between frames is small, other effects (such as changes in lighting conditions)
causing brightness changes can be neglected.
In (1.2), to calculate the optical flow at one pixel, there are two variables to
be resolved, i.e. vx and vy . BCC assumption only provides one constraint. Therefore,
one or more constraints are needed to calculate the optical flow vector v. Since
1981, many optical flow algorithms have been proposed. According to the way the
extra constraint is made, these optical flow algorithms were roughly divided into the
following categories as in [27, 28]:
1. Differential methods
2. Frequency-based methods
3. Correlation-based methods
4. Tensor-based methods
In this dissertation, all discussions will follow the above categorization. A brief introduction about each category will be given in the following section.
1.2.1

Differential Methods
Differential methods use the first or second order spatiotemporal derivatives

as the second constraint. One classical first order differential method is proposed in
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[3]. In this paper, a weighted Gaussian mask is applied to build the cost function
X

C(v) =

W (x, y)(∇I · v + It (x, y, t))2 ,

(1.3)

(x,y)∈R

where W (x, y) is the mask to weight votes at different pixels in a local neighborhood
R. Optical flow vector v is defined as the vector which minimizes the cost function
C(v). In [29], the weighting mask was generalized to a form of convolution and
therefore separated the choice of weighting mask from minimizing Equation (1.3).
Equation (1.3) can be represented in another form shown as
C(v) = (∇I · v + It (x, y, t))2 ,
where operator

·

(1.4)

is used to represent the convolution which incorporates the in-

formation of pixels in a local neighborhood as in [29]. An analytic result [28] could
be obtained after some deduction shown as



Ix Ix
Ix Iy

Ix Iy
Iy Iy




vx
vy





 = −

Ix It
Iy It


.

(1.5)

This algorithm is fit for hardware processing because the main calculations, such as
convolution and derivatives calculation as in (1.5), can be efficiently implemented in
hardware pipelines or other parallel processing structures. It has been one of the most
popular algorithms which were optimized and implemented on the FPGAs. Details
of this algorithm will be discussed further in the later chapters.
Besides the first order derivative algorithm shown above, second order derivative algorithms [8, 30, 31] were also devised. Assumptions on the continuity of image
signal and its first order derivative were made in order to use the second order derivatives. However, image data are discrete signals and the derivatives are calculated
using difference. In practice, second order derivative algorithms are usually more
sensitive to noise than first order derivative algorithms and for further details, one
may refer to the cited papers.
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1.2.2

Frequency-based Methods
In frequency-based algorithms, motion in the spatial domain is extracted by

transforming the image into the frequency domain and then measuring in the frequency domain. It was reported that frequency-based methods were able to estimate
motion in some cases where correlation-based algorithms may fail.
As in [32, 33, 34], one important equation for frequency-based methods is
shown as
ˆ x , ky , ω) = Iˆ0 (kx , ky )δ(vx kx + vy ky + ω),
I(k

(1.6)

where Iˆ0 (kx , ky , ω) = F[I(x, y, 0)] is the Fourier transform of the translating motion
pattern, δ(·) is a Dirac delta function, kx , ky are the spatial frequencies and ω is
the temporal frequency. In Equation (1.6), it describes that the nonzero frequency
components lie on the plane through the origin in the frequency domain. Different
velocity-tuned filters were designed to extract the motion information. In [35], four
Gabor filters tuned to different spatial orientations were used at each of the three
temporal frequencies. This setting was applied to different spatial scales to adjust
to different scales of spatiotemporal structures. In [32], the image sequence was
represented by the responses of a series of spatiotemporal velocity-tuned linear filters
which were bandpass and constant phase. The velocity was calculated from the local
first-order behavior of constant phase surfaces. Fleet et al. [32] claimed that phase
representation is relatively insensitive to the contrast variation, affine deformation
or lighting condition changes which are more realistic in practice. The drawback of
frequency-based methods includes filtering in the spatial and temporal domain which
is very expensive in computation and memory consumption. Also it needs extra
computation to transform the images into the frequency domain. In [36], Fleet and
Langley proposed to use recursive Infinite Impulse Response (IIR) filters to ease both
the computation and memory requirement.
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1.2.3

Correlation-based Methods
Correlation-based methods, sometimes called matching methods, try to match

a feature or a region to its corresponding part in another frame. The advantage of
correlation-based methods is its less strict requirement on the frame number (typically two frames) compared to frequency-based or differential methods. For frequencybased methods, a certain number of frames is needed to satisfy the temporal sampling
theorem. For differential methods, to obtain a good estimation on temporal derivative, usually more than two frames have to be used. Correlation-based methods are
usually better fit for hardware implementation than others. Also correlation-based
methods usually allow larger displacement between frames than the other algorithms.
In correlation-based methods, motion vector across frames is defined as a displacement. To estimate the displacement, correlation-based methods have a few important factors similar to the block matching algorithm used in video compression
and media processing. These factors include:
• Matching template selection. One can simply define the to-be-matched
candidate as a region such as a rectangular window centering at current pixel.
The bigger the region is, the more resistant it is to noise and the less likely
the algorithm will be trapped in local minima. The price for using a bigger
region is its requirement for more computational power. A smaller region has
better spatial resolution and decreases the chances of appearance of multiple
motion patterns inside a region. Besides region matching, another possible
solution is using a feature point as the candidate. This is valid when a sparse
but reliable motion field is wanted in the application. Actually, for feature
matching, it usually still requires neighborhood analysis. By restricting the
matching candidates to feature points only, the amount of mismatches and the
computation expense are decreased substantially.
• Distance metric. A distance metric is used to define the similarity between
two regions or two features. For example, one can use the sum of squared
difference (SSD) or the sum of absolute difference (SAD) as the metric or other
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more complicated ones. The smaller the distance metric is, the more similar the
two matches are. Also, the normalized correlation can be used to avoid biased
caused by illumination differences. Other metics such as multiplication can be
used, except that a bigger value means smaller distance between two regions.
• Searching strategy. Once the matching template and the distance metric are
selected, a certain searching strategy is followed to find the best match. The
brute force method is the most straightforward one and it searches every possible
place inside the searching area. To speed up the searching process, optimized
searching strategies were deployed [37, 38, 39] by posing certain assumptions on
the local signal model.
In [37], Anandan proposed a coarse-to-fine matching algorithm using the Laplacian pyramid. By using a Laplacian pyramid, a rough range of motion vectors was
estimated at the coarsest level and refined in the following levels. SSD was used as the
distance metric in the paper. Subpixel motion vectors were computed by interpolating
the SSD surface quadratically and finding the minimum match.
In [39], three consecutive frames I−1 , I0 and I1 were first filtered by band-pass
filters. Two SSD images SSD{−1,0} and SSD{0,1} , calculated from two frames pairs
{I−1 , I0 } and {I0 , I1 }, were then averaged to suppress the spurious noise in the SSD
image. The averaged SSD image was used to calculate a probability distribution.
Last, the motion vectors were obtained from the center of mass of the probability
distribution with respect to each estimate.
1.2.4

Tensor-based Methods
As shown in [28], optical flow computation can be treated as an orientation

estimation problem in the spatiotemporal volume. The spatiotemporal volume is
a stack of time-sequential images one on top of the other as shown in Figure 1.2.
According to the BCC in (1.1), the trajectory of one pixel across time can be treated
as a line/curve of discrete voxels (pixel in 3D spatiotemporal domain) in the volume.
Different from direction, orientation ranges between 0◦ and 180◦ with respect to the
12
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Figure 1.2: Orientation illustration

T axis. In other words, any 3D vector pairs x and −x have the same orientation. In
Figure 1.2, across frames the dotted circle moves along the red line which connects
the center of the circle and is marked as a cross. This red line is projected onto planes
XT and YT. The angles between the projected red lines and T axis are denoted as
θ1 and θ2 . With some geometrical deduction, the optical flow is calculated as [28]

v=

vx
vy





 = −

tan θ1
tan θ2


.

(1.7)

Tensor is a way to represent orientation. In 1987, Bigün and Granlund [40]
used tensor to represent local orientation. Since then, a lot of research has been done
to apply tensor to optical flow estimation. In 3D spatiotemporal volume, tensor is a
3-by-3 symmetric matrix. Compared to the vector representation, tensor provides a
powerful and closed representation of the local brightness structure. Higher level of
analysis such as certainty analysis and neighborhood motion model analysis can be
easier under the tensor framework. Different types of tensor have been developed to
represent the local orientation. There are three types of tensors in the literature:
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• Quadrature tensor. In [41], outputs of six symmetric quadrature filters were
weighted and summed to build the quadrature tensor. These six filters operated in the frequency domain and each was tuned to one orientation in the 3D
domain.
• Gradient tensor. In [40, 42], gradient vectors in a local neighborhood were
weighted and summed to build the gradient tensor which was often called a
structure tensor. Gradient tensor is a positive semidefinite n-by-n matrix. (For
more properties of the gradient tensor, one can refer to [28].) Similar works
have been published by Liu et al. [43] which incorporated affine motion model
in the tensor estimation. In this dissertation, a gradient tensor based optical
flow estimation algorithm is presented. Further details about this algorithm
will be discussed in Chapter 3.
• Polynomial tensor. Local image signals can be projected onto second degree
polynomials [44, 45] which gives sufficient information for orientation estimation. Similar to the gradient tensor, polynomial tensor is also positive semidefinite.
Either type of tensor maps local signal orientation in different ways. Their
properties were evaluated and compared in more details in [46]. In this dissertation,
the focus is on gradient mainly because it is more efficient for pipelined hardware
structure and provides good accuracy.
1.3

Proposed Method and Dissertation Outline
One common limitation of optical flow is its computational power requirement.

The calculation time of existing optical flow algorithms is typically on the order of
seconds or even longer per frame. This long processing time thus prevents optical
flow algorithms from many real-time applications such as autonomous navigation for
unmanned vehicles. There are some hardware platforms available such as GPUs,
FPGAs, etc. After comparison, an FPGA-based platform was selected for its low
power, small size and increasing computation capability which are all essential for
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embedded vision applications. There are a lot of optical flow algorithms described
in the literature. However, most of them are running on general purpose processor
platforms and have been developed without taking any specific hardware architecture
into account. Therefore, these algorithms are usually not suitable for the FPGA
implementation. In this dissertation, two optical flow algorithms are presented for
the FPGA platform. The first one is a tensor-based optical flow algorithm that
has been optimized specifically for a pipelined hardware structure. After this work,
another algorithm is devised based on the previous algorithm to fully utilize the newer
FPGA technology. It has been shown that the second algorithm produces drastically
better accuracy on the test bench sequences. To maximize algorithm performance on
a specific hardware architecture, e.g. FPGA, it is believed in this dissertation that
effort must be made at the very first stage of algorithm design in order to utilize and
accommodate for characteristics of the specific hardware architecture. By following
the same methodology, an obstacle detection algorithm by analyzing the motion field
output from the optical flow module is developed. This algorithm was also devised
and optimized for the FPGA architecture so that it is possible to integrate the optical
flow module and obstacle detection module into a single FPGA platform. The goal
is to develop a standalone obstacle detection sensor.
The rest of this dissertation focuses on further discussion on the developed
algorithms and FPGA modules. In Chapter 2, a detailed overview of current parallel
computation architectures and the features of each architecture are first presented.
These architectures include FPGAs, GPUs and Ambric processors. Besides the FPGA
platforms, the optical flow algorithms have been implemented in GPU platforms
and Massively Parallel Processor Arrays (MPPAs) by other researchers at Brigham
Young University. Chapter 2 will review these works as well as the existing works
on applying FPGAs to accelerate real-time computer vision and video processing
algorithms. Finally, the hardware platforms which were used in our research are
introduced.
Chapter 3 discusses the first optical flow algorithm developed. It begins with
the motivation and algorithm formulation which is a good fit for full hardware pipeline
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processing. Then the hardware structure is introduced including the architecture and
functionality of each module. After that, specific optimization techniques which optimize the hardware implementation and their trade-offs are given. This is important
especially because FPGA usually has very limited resources. Finally, the experimental
results are given which show the effectiveness of the proposed design.
Chapter 4 proposes an improved optical flow algorithm based on a ridge estimator. In this design, we take advantage of the newer hardware platform which is
equipped with a more powerful FPGA. To harness the later technology, new hardware architecture is proposed which lowers the system throughput but substantially
improves the accuracy. The ridge regression algorithm improves the stability of motion estimation at the cost of slightly more hardware resources. The experimental
results are given at the end of this chapter to show its improvement over the previous
algorithm in Chapter 3. The resulting design is a standalone FPGA system which
can be used as an optical flow sensor in practice.
Chapter 5 introduces the application of real-time optical flow sensor to obstacle detection tasks for small UGVs. First, the motivation for using optical flow sensor
in obstacle detection is introduced. The vision-based scheme is compared to other
solutions such as LIght Detection And Ranging (LIDAR) and sonar. Then the different stages of the algorithm are discussed one by one. The corresponding hardware
modules in the system are presented afterwards. Finally, software simulation results
and hardware simulation results are both given to show its performance.
Chapter 6 summarizes the work accomplished in this dissertation and its contributions. It also discusses the limitation of current design and proposes future
research directions.
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Chapter 2
Hardware Accceleration(Optimization) Techniques
2.1

Available Techniques
As video processing and computer vision algorithms are getting more and more

complicated, in many applications the traditional general purpose processor (CPU)
based solutions cannot satisfy the real-time computation, size or power requirements.
In these years, many designs based on new architectures appear to fill the gap between
the traditional CPU-based solution and various practical demands. These alternatives include ASICs (Application Specific Integrated Circuits), FPGAs, GPUs, DSPs,
MPPAs, etc. It is interesting to observe that media processing has been a very active
area [47, 48, 49] in verifying different architectures. The reasons for the popularity of
media processing can be summarized as follows:
• The international standards such as JPEG, JPEG 2000, MPEG-2, and MPEG-4
contribute to the huge success of media compression applications. The applications need encoding or decoding equipment of low manufacturing cost and
small size;
• Different applications have different requirements for the devices. No single
solution can satisfy all of them. Tradeoffs are often made among power, size,
cost, performance, development complexity and flexibility;
• Newer standards with better compression ratio and quality are being developed
at the cost of more complex calculations. Better computation platform is needed
to keep up with the evolution of industrial standards;
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• Most common and computationally expensive operations in media processing
such as motion estimation, Discrete Cosine Transform (DCT) can be substantially optimized using existing parallel architectures.
Although there is no standard in computer vision as there is in media processing, computer vision algorithms share many common characteristics with media
processing as listed above. Therefore, when discussing the parallel architectures in
this chapter, it refers to designs in the media processing area as well as computer
vision.
Table 2.1 shows the comparison of different architectures. The first column
shows different candidates of the comparison [50]. The second column Performance
and the third column Programmability are usually in reverse relation. Unit Cost
represents the manufacturing cost for each unit. Power represents the electrical
power consumed by each architecture during run-time.

Table 2.1: Comparison of different architectures.

CPUs
ASICs
FPGAs
GPUs
DSPs
MPPAs

Performance
Low
High
Medium
High
Medium
Medium

Programmability
High
Low
Low-Medium
High-Medium
High-Medium
High

Unit Cost
Low
Low
Medium
Low
Low
Medium

Power
High
Low
Medium
High
Low
Low

Flexible structures bring better performance while flexibility increases the difficulty in programmability. For example, the general purpose CPUs execute instructions in sequential order. Users only need to program functions and data objects and
the compiler will translate codes into binary instructions understood by the processor. Development using CPUs is convenient from the design iteration perspective.
An ASIC is a dedicated circuit for a particular application. ASICs are capable of
handling complicated and intensive processing tasks. The design of ASICs is very
complicated, and not only includes functional parts but also the timing, layout and
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routing in the low level hardware. ASICs can only be verified through software-based
simulation before taping out. Once taped out, circuits in ASIC cannot be changed
and the cost for one taping out is millions to tens of millions of dollars. Although
ASICs can achieve maximum performance, with the increasing design cost and short
life cycle, alternatives such as FPGAs, GPUs, DSPs and MPPAs appeared to fill the
gap between ASICs and CPUs. In the following section, FPGA and GPU techniques
which are related to our research will be briefly introduced. Using different hardware
architectures to accelerate computation utilize different types of parallelism such as
data parallelism, or task parallelism existing in the data or algorithms.
2.1.1

FPGAs
In recent years, FPGAs are receiving more attention in the video processing

and computer community [51, 52] for their good cost and performance traits. Two
dominant FPGA manufacturers are Xilinx and Altera who together own over 80
percent of the market share. FPGA architectures speed up computation by aligning
data in a hardware pipeline and processing them in parallel. The speedup ratio of a
pipeline is proportional to the pipeline depth. At the same time, a deeper pipeline will
have larger latency. An FPGA-based solution can achieve its maximum performance
when all the computation can be fully pipelined and has enough throughputs to feed in
and read out the data. There are some advantages and disadvantages in FPGA-base
design:
• Different from CPU-based development, the development in FPGAs usually
uses a Hardware Description Language (HDL) such as VHDL or Verilog. The
synthesizer will translate the code into corresponding circuits and the placer and
router will map the circuits onto the physical resources on the FPGA. Although
higher level languages are available, they need support from higher level synthesis and the quality of synthesized codes is lower than the HDL. In FPGAs,
circuit components include RAMs, Look-Up Tables (LUTs), registers, interconnection wires, etc. A designer needs to specify the behavior of the circuits at
each clock cycle, the interconnection of each module, timing, synchronization
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and other details. Therefore, development using FPGAs is significantly more
time consuming than CPU-based design.
• Simulation of part of the circuits or the whole system is a very important stage
in FPGAs design. Usually each module in the system is tested separately before
it is incorporated into the whole system. System level simulation is available
when a simulation model of each module is ready. This creates extra overhead
in FPGA design.
• Unlike ASICs, circuits in FPGAs can be re-programmed after a bitstream is
downloaded. This makes it possible for reconfigurable computing which allows
switching circuits between different configurations during run-time. Also the
design-verification cycle is much shorter than that of ASICs. On the other
hand, to verify the correctness of the circuit’s functionality, the bitstream needs
to be downloaded to FPGAs. The feedback loop in FPGAs development is
much longer than in software development.
• Some complicated algorithms are beyond the capability a single FPGA can
provide. The configurable structure facilitates the design of scalable multiFPGAs systems and this feature makes FPGAs a powerful tool for implementing
algorithms of different complexity. At the same time, multi-FPGA schemes also
raise the questions of how to partition the task and how to control data flow
across multiple FPGAs [53, 54]. In this dissertation, a single FPGA system is
the focus. But it is believed that multi-FPGA systems are an efficient solution
for the resource limitation issue and designing algorithms in the multi-FPGA
framework is an interesting and promising future direction to investigate.
• Tradeoffs are usually made to map the software prototype of an algorithm
onto an FPGA architecture. In order to minimize the performance degradation caused by the tradeoffs, special concerns need to be taken into account
beforehand. A few aspects (tips) are included as follows. First, with current
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FPGA architecture, it’s much more efficient to implement fixed-point operations than floating-point ones. If an algorithm cannot be primarily represented
in fixed-point numbers, it may not be a good fit for current FPGA architectures.
Second, performance of FPGA-based design is maximized in a fully pipelined
architecture which sometimes is not feasible for algorithms in computer vision
and video processing in practice. One example is the iteration operation which
is widely used in optimization-type problems such as minimizing a cost function
or finding optimal results. Iteration is a typical example which can dramatically
decrease the pipeline throughput. If the iteration number is fixed, one possible
solution is to uncouple the iteration and concatenate each loop at the cost of
using more hardware resources. Third, in hardware implementation, operations
such as division or trigonometric functions can be optimized by using LUTs
which can be efficiently stored in block RAMs in FPGAs. By careful design,
LUT-based operations can achieve good accuracy while using only a fraction of
the resources if they are directly implemented. This is useful especially when
logic resources are very limited on an FPGA chip.
2.1.2

GPUs
GPU is another popular architecture for computation-intensive tasks. GPUs

were originally developed for rendering graphics for personal computers, game consoles or workstations. In recent years, they started being used for video processing and
computer vision [55, 56] for its high performance and programming flexibility. ATI
and NVIDIA are the two main manufacturers of high-end GPUs. In 2007, NVIDIA
released the Compute Unified Device Architecture (CUDA) which is a parallel computing architecture supported by most recent NVIDIA GPUs. Coming with the
CUDA architecture, the CUDA API was also released by NVIDIA to allow programming CUDA-compatible GPUs in the familiar C language. CUDA C bridges the
gap between traditional C programming and the GPUs’ parallel architecture and
promotes the General-Purpose computation on GPUs (GPGPU) on NVIDIA GPUs.
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As a parallel processing processor, each CUDA-compatible GPU is a manycore
parallel system [57]. This architecture has the following features.
• The CUDA architecture is a hierarchical structure. The top physical level is
an array of Streaming Multiprocessors (SMs). Under the top level, within each
multiprocessor, there are eight Scalar Processor (SP) cores, shared memory and
other modules. There is synchronization scheme inside a multiprocessor but not
between multiprocessors. Threads, the basic processing unit, are grouped into
warps to be executed by the SP cores inside each multiprocessor.
• Corresponding to the hierarchical processor structure, memory is organized in a
hierarchical manner as well. In the CUDA architecture, there are different types
of memories which include global memory, constant memory, texture memory,
local memory and shared memory. Among them, the constant and texture
memory are read-only. Each SP has its own local memory; shared memory is
accessible by all the SPs in a multiprocessor and all multiprocessors can access
global memory. Besides different accessibility, different memories have different
latency. Managing memory in an efficient way is critical to the performance of
GPU-based design.
• In [58], a few factors were concluded in order to achieve good performance on
the GPUs. These include:
1. Choose the right algorithm;
2. Achieve high processor occupancy;
3. Reduce the number of divergent threads and
4. Use memory efficiently.
2.1.3

Others
Besides FPGAs and GPUs, there are some other popular hardware architec-

tures available on the market. In this section, DSPs and MPPAs solutions will be
briefly reviewed.
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A DSP is a specialized microprocessor with optimized architectures for realtime signal processing. DSPs usually support optimized arithmetic operations like
Multiply-ACcumulates (MACs), geometric transforms and special addressing modes
to increase efficiency. DSPs have evolved from the early dedicated audio processors to
the audio/video processors of today. Since DSP is a microprocessor, it is suitable for
embedded, lower power constrained applications. Texas Instrument, Freescale, and
Analog Devices are the main manufacturers for DSPs. In video processing, DSPs are
often used as video codecs in the embedded system [59, 60].
An MPPA architecture is a single-chip, massively parallel processing array
with hundreds of processor cores [61]. In [61, 62], an Ambric MPPA architecture
containing over 300 programmable RISC processors with hundreds of distributed
memories is discussed. The Reduced Instruction Set Computer (RISC) architecture
is embodied in the most prevalent microprocessors architectures such as Advanced
RISC Machine (ARM), Microprocessor without Interlocked Pipeline Stages (MIPS),
Power Performance Computing (PowerPC), etc. With current techniques, the array
of RISC processors can be fabricated onto a single ASIC chip. These processors can be
programmed using common software languages and communicated through hardware
channels.
In [63], Ambric MPPAs were applied to a JPEG codec. Lin et al. [59] used
Ambric MPPAs to build a 64-channel digital high frequency linear array ultrasound
imaging beamformer. An optical flow algorithm was implemented using the Ambric
architecture in [64]. Further details about this design will be discussed in the next
section.
2.2

Existing Designs
It is impossible to list all published works on image/video processing or com-

puter vision algorithms on specialized hardware architectures in this dissertation.
Instead, the ones which optimized the motion estimation especially the optical flow
calculation using FPGAs, GPUs or other architectures will be listed.
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2.2.1

FPGA-based Designs
There is not a long history of applying FPGAs to optical flow calculation. The

recent fast advance in this field is due to the improvement of the FPGA’s capability
which made it feasible and affordable to implement complicated algorithms like optical
flow algorithms in FPGAs.
A hardware architecture to estimate motion was designed for FPGAs or ASICs
in [65]. This design applied an iterative spatiotemporal derivative based algorithm.
Arribas and Maciá [66] implemented a correlation-based algorithm on an Altera
FPGA. This design was able to calculate 25 fps (frames per second) of optical flow
field for image size of 100-by-100 pixels. Martı́n [67] implemented the iterative algorithm in [8] on a Altera FPGA. which could process 256-by-256 images at 60 frames
per second. The simulation flow including the module simulation and system simulation was introduced. This is important for FPGA development and is one of the
reasons why the FPGA development cycle is longer than software. In [68], another
correlation-based optical flow algorithm was implemented in FPGA. There were two
configurations for the system, which could calculate 320-by-240 images at 840 fps or
640-by-480 images at 30 fps. A 7-by-7 window was compared with certain number of
windows depending on configurations. A SAD function was used to measure the similarities between two windows for its simplicity. A PCI board equipped with a Xilinx
XC2V6000 FPGA was used as the platform. Two different configurations occupied
71% and 84% of the FPGA individually.
Diáz [69] et al. implemented the classical Lucas and Kanade approach [3] and
provided a tradeoff between accuracy and processing efficiency. This paper is also the
first to provide the accuracy report on the Yosemite sequence to the best of my knowledge. The Yosemite sequence is a synthetic sequence used as one of the most popular
benchmarks for testing optical flow algorithms performance. The way of evaluating
both speed and accuracy is more scientific than evaluating speed only because speed
is not the only gauge to measure the performance of an optical flow calculation design.
Botella et al. [70] applied a Multichannel Gradient Model (McGM), inspired by a
biological motion estimation model. A customizable architecture of a neuromorphic
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optical flow algorithm was designed for FPGAs and ASICs device. This algorithm
used an iterative scheme and it was composed of some Finite Impulse Response (FIR)
filters, and Infinite Impulse Response (IIR) filters which could be efficiently implemented in hardware and some other computation stages. The throughput of this
algorithm was over 2000Kpps (Kilo pixels per second) and could obtain 5.5◦ angular
error and 12◦ standard deviation on Yosemite sequence.
2.2.2

GPU-based Designs
One advantage of GPU-based design is its inherent support for floating-point

calculation. In comparison the design in FPGAs usually use fixed-point numbers.
Data range and bit width are monitored through the pipeline to maintain desirable
accuracy.
Strzodka and Garbe [71] used eigenvector analysis of the spatiotemporal structure tensor to estimate motion at each pixel. A quality indicator was also proposed
to indicate the reliability of each estimation and a pseudocolor map was applied to
visualize the velocities. The proposed design was implemented on graphics cards
and could compute real-time optical flow on 320-by-240 images. In [72], Horn and
Schunck’s algorithm [8] was implemented on a CUDA GPU. The resulting GPU design offered around 2 times the execution speed compared to its CPU version. In [73],
a phase-based optical flow algorithm was implemented using the CUDA platform. In
this phase-based optical flow algorithm, the response of Gabor filters at different
scales was used to construct the motion estimation. The convolution operations used
in filter response calculation could be extensively optimized by the CUDA architecture. The system (NVIDIA 8800 GTX) was reported to have a 40-fold speed-up over
the 2.4GHz Core 2 Quad processor (using a single core) or up to 120 at higher resolution. For a typical setting, this design could calcuate 640-by-512 images at 48.5
fps.
In [58, 74], the optical flow algorithms introduced in Chapter 3 and Chapter 4
were implemented on GPUs. A tensor-based optical flow algorithm was implemented
on an NVIDIA 8800 GTX platform to compare the FPGA-based design in [74]. After
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carefully adjusting the memory access and block size of the images, the proposed
design could calculate 640-by-480 images at 150 fps. This is the fastest speed that
has been described in the literature to the best of my knowledge. This high speed did
not sacrifice algorithm accuracy; instead it was the result of optimizing the factors
which were important to GPU performance. In [58], a ridge regression algorithm was
implemented on GPU and a systematic comparison between the FPGA-based and
the GPU-based implementation of the two optical flow algorithms was made.
A few interesting conclusions were obtained after comparing these two implementations. First, GPU-based implementation has higher productivity. The development time for GPU is substantially shorter than for FPGA on the same algorithms.
For the GPU-based design, it was coded in CUDA C which is a superset of C language
and could be compiled and tested instantaneously. For FPGA design, the feedback
loop is much longer. When comparing the lines of source code, FPGA-based design is
5 to 9 times more complicated than GPU design. Second, the power consumption of
a GPU platform (typically a few hundred watts) is much higher than FPGA platform
(around 10 watts). For applications that have power and size constraints, an FPGA
is a much better choice. Also the cost for installing a GPU platform (a few hundred
dollars) is lower than FPGA (a couple of thousand dollars).
2.2.3

Other Designs
There were some other techniques besides FPGAs and GPUs which were ap-

plied to optimize the optical flow computation.
Correia and Campilho [75] proposed a design which could process the Yosemite
sequence of 252-by-316 images in 47.8ms using a pipelined image processor. In [76],
the Lucas and Kanade algorithm [3] was parallelized and implemented by a cluster
with 8 biprocessor nodes (2.4 GHz). The nodes were connected using a Gigabit
Ethernet switch. The proposed system was able to calculate 502-by-288 images at
25 to 30 fps. An Ambric MPPA [64] was used to implement a tensor based optical
flow algorithm. Small Java programs were written for each processor in the array,
and the interconnections of the processors defined the directions of the data flow. By
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hierarchically organizing the processors and writing and reusing small programs for
the processors, the programming work for the over 300 processors were found to be
manageable in practice.
2.3

FPGA Platform
The hardware platforms used for this research are briefly introduced in this

section. This is important because applying FPGAs as the computation platform is
a highly application specific task. The FPGA platform is an important factor when
comparing different solutions.
2.3.1

Xilinx XUP Board
A Xilinx XUP V2P (XUP) development system [77, 78] was used in the first

part of the project. The XUP system is a general platform for introductory educational purposes or advanced research projects. The XUP board has various hardware
resources which are listed as follows:
• Virtex-II Pro XC2VP30 FPGA. This FPGA has 30,816 logic cells, 2,448 Kb of
block RAM and two PowerPC processors;
• One DDR DIMM slot which supports up to 2Gb of RAM;
• USB2 port for FPGA configurations only;
• 10/100 Ethernet MAC/PHY;
• XSGA video output port;
• Stereo audio with AC97 codec;
• PS/2 and RS-232 ports;
• SATA connectors for Gb serial I/0;
• User GPIO (4 DIP switches, 5 push buttons, 4 LEDs);
• Additional I/O through 60-pin headers;
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• SystemACE chip which supports Compact Flash for FPGA configuration and
data storage.
Xilinx provides reference designs, such as video decoder using VDEC, displaying the image files stored on a compact flash to an external display monitor, running a
web server and edge detection used in image processing, etc. Overall, XUP platform is
a powerful environment for learning FPGA or algorithm research using FPGA-based
architecture. However, XUP system is a general purpose platform and it is not the
best choice for some specific applications, e.g. UGV applications, because of its large
size (50 square inches) and power consumption.
2.3.2

BYU Helios Platform
The Helios Robotic Vision platform [79] was developed in the Robotic Vision

Lab at Brigham Young University to accommodate real-time computing on small
autonomous vehicles. The Helios board is equipped with the following hardware
resources:
• The Helios board is compatible with Xilinx Virtex-4 FX series FPGAs, up to
the FX60. The Virtex-4 FX60 has 56,880 slices which is almost twice as many
as the Virtex-II Pro XC2VP30 on the XUP V2P board, 4,176 Kb block RAM
and two PowerPC processors;
• Up to 64 Mb SDRAM which runs up to 133 MHz at 32 bits;
• Up to 16 Mb flash memory;
• Supports 8, 16 or 32 Mb platform flash which allows power-on configuration of
FPGA;
• Supports high-speed USB2 port which is controlled by a Cypress CY7C68014A
USB peripheral chip;
• Additional 64 GPIO through 120-pin header;
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• Onboard 1.2V, 2.5V and 3.3V power supplies and supports input voltage between 5-24V;
• Different daughter boards were developed for the Helios board which can be
equipped with video DAC, dual camera inputs, wireless communications and
other I/O devices.
The Helios board has almost all of the XUP board’s features but is only the
size of a small deck of business cards and consumes only around 2 to 5 watts of power
when it is running at maximum capacity.
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Chapter 3
Tensor Based Optical Flow Algorithm
A tensor-based optical flow algorithm has been developed and implemented on
an FPGA. Details of this work are presented in this chapter. The resulting algorithm
is accurate and specifically developed for pipeline hardware implementation. Through
lessons learned from software simulations, a tradeoff is made between accuracy and
hardware complexity to develop an optimal pipelined hardware structure to enable
the algorithm to operate in real time. This design is able to process 640×480 images at
64 fps, which is more than adequate for most real-time robot navigation applications.
This design has low resource requirements, making it suitable for small embedded
systems. This algorithm is tested on synthetic sequences such as the Yosemite sequence and the Flower Garden sequence. Error analysis on the Yosemite sequence
is also discussed. Besides synthetic sequences, this algorithm is also tested on a real
image sequence to show its robustness and limitations. Limitations are analyzed and
an improved scheme is then proposed. It is shown that with sufficient hardware resources, this algorithm can be further improved and the performance of this design
can be significantly improved.
This chapter is organized as follows. In Section 3.2, the algorithm is formulated
and the modifications are introduced. In Section 3.3, the hardware implementation
design and tradeoffs made in the design are discussed. In Section 3.4, the performance
analysis of the proposed design is presented. Discussions and further improvements
on this algorithm are discussed in Section 3.6.

31

3.1

Algorithm Overview
Many optical flow algorithms have been developed in the last two decades.

During this time, 3D tensor techniques have shown their superiority in producing
dense and accurate optical flow fields [41, 44, 45, 80, 43]. 3D tensor provides a
powerful and closed representation of the local brightness structure. For example,
in [45] an accurate and fast tensor-based optical flow algorithm was modified for a
FPGA hardware implementation. The hardware architecture of this implementation
was adjusted to reach a desired tradeoff of accuracy for resource utilization.
The concept of tensor has been introduced briefly in Chapter 1. In this chapter, a hardware friendly tensor-based optical flow algorithm is presented and the
implementation of this algorithm on the FPGA is discussed. The resulting design is
accurate and well-suited for pipeline hardware implementation. It is able to process
640×480 images at 64 fps or faster, which is adequate for most real-time navigation
applications. Based on the literature survey performed recently, this design described
in [69] achieves a 30% accuracy improvement on the test bench image sequence and
executes faster (19661 Kpps) than any previous work. It is also an efficient design
that uses less FPGA resources than other similar work. Potential applications of this
design include real-time navigation and obstacle avoidance of Unmanned Autonomous
Vehicles (UAV) or other applications which require real-time optical flow computations. In this paper, the hardware structure of this design is described in more detail,
additional analysis of its performance is provided for real image sequences, and the
algorithm is extended to increase its robustness for use in the presence of significant
platform jitter and image noise.
3.2

Algorithm Formulation
An image sequence I(x) can be treated as volume data where x = (x, y, t)T

is the 3D coordinate, x and y are the spatial components, and t is the temporal
component. According to the BCC mentioned in Chapter 1, object movement in
spatial-temporal domain will generate brightness patterns with certain orientations.
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¯
The outer product O of the averaged gradient ∇I(x)
is defined as
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and wi are weights for averaging the gradient. Then the gradient tensor T can be
constructed by weighting O in a neighborhood as
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O is smoothed to reduce the effect of the noise and decrease the singularity of the
tensor matrix. The gradient tensor T is a 3×3 positive semi-definite matrix.
The optical flow (vx , vy )T is measured in pixels per frame. It can be extended
to a 3D spatiotemporal vector v = (vx , vy , 1)T . For an object with only translation
movement and without noise in the neighborhood, vT Tv = 0. In the presence of noise
and rotation, vT Tv will not be zero. Instead, v can be determined by minimizing
vT Tv. A cost function can be defined as
e(v) = vT Tv.

(3.4)

The velocity vector v is the 3D spatio-temporal vector which minimizes the cost
function at each pixel.
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The optical flow can be solved as
vx =

(t6 t4 − t5 t2 )
,
(t1 t2 − t24 )

(3.5)

vy =

(t5 t4 − t6 t1 )
.
(t1 t2 − t24 )

(3.6)

This algorithm is similar to the one discussed in [45] which assumes a constant
motion model. Further deduction details can be found in [45].
An affine motion model is used to incorporate tensors in a neighborhood [45].
Pixels in a neighborhood are assumed to belong to the same motion model. In this
design, the constant model is used which assumes the constancy of velocity in a local
neighborhood in order to save hardware resources. The constant model performs
almost as well as the affine motion model when operating in a small neighborhood.
3.3
3.3.1

System Design and Optimization
Data Flow
Data flow of the proposed algorithm is divided into five modules as shown in

Figure 3.1. In the Gradient Calculation module, images are read from memory into
the FPGA and aligned to calculate the gradient. The gradient components are then
averaged in the Gradient Weighting module (Equation (3.2)). From the outer product
of the averaged gradient components (Equation (3.1)), five outer product components
can be obtained. These components are then further averaged to compute the gradient
tensor (Equation (3.3)). Finally, these tensor components are fed into the Optical
Flow Calculation module to compute the final result according to Equations (3.5)
and (3.6) and then written back to memory. Of importance, there is no iterative
processing in this design. Therefore, the computation process can be fully pipelined
in hardware to improve its processing throughput and thereby enable real-time use.
In the block diagram of Figure 3.1, the connections between modules consist of
only unidirectional data and a corresponding data valid signal. Once a set of data is
generated in a module, it is registered into the downstream module for processing. At
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Figure 3.1: Data flow of the system (the signals with underscore are the weighted
signals of those without underscore)

the end of the pipeline, the results are written back to memory for further processing,
display, or analysis.
3.3.2

Tradeoffs between Accuracy and Efficiency
There are three major modules in the computation which are all convolution-

like operations: 1. Gradient Calculation; 2. Gradient Weighting; and 3. Tensor
Calculation. These three modules are critical to the algorithm performance and use
most of the hardware resources. Therefore, different configurations of these modules
were evaluated and compared to reach an optimal solution.
The Gradient Calculation module is a 1D convolution process while the Gradient Weighting and Tensor Calculation modules are both 2D convolution processes.
Generally, a larger convolution kernel size will provide better accuracy but will require more hardware resources. Finding the optimal tradeoff between accuracy and
efficiency requires finding the optimal convolution kernel sizes so that the design meets
its performance requirements but with minimum hardware usage. Once the kernel
sizes are decided, the corresponding optimal weights can be specified.
The design was simulated in MATLAB. These MATLAB simulations were designed to match the hardware down to the bit level. There were two purposes for this.
First, the performance of the design could be evaluated precisely in order to get a
satisfactory tradeoff between accuracy and efficiency. Second, the intermediate variables of the simulation could be used to verify the hardware during debugging. The
Yosemite sequence with ground truth was used to evaluate the system performance.
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A few tradeoffs are made to optimize the hardware design. They are discussed
in detail in the following subsections.
Gradient calculation. Gradient calculation is the first step in the computation and errors from this step will propagate to subsequent modules. Therefore, a
derivative operator with large radius is preferred in the design to get better derivative
estimates. If the radius of the derivative operator is denoted as r, then 2r + 1 frames
of data must be read from off-chip memory into the FPGA to calculate the temporal
derivative for each frame in hardware because there is not enough on-chip memory in
the FPGA to store these frames. If a larger derivative operator is used, the memory
bandwidth required to retrieve the needed 2r + 1 frames goes up as well.
After comparison, a series-designed first-order derivative operator of radius 2
is chosen [29].
D=

1
(1 −8 0 8 −1).
12

(3.7)

Therefore, to calculate the derivative for one frame, five frames must be read from
the memory.
Gradient weighting and tensor weighting. As shown in Figure 3.1, there
are two weighting processes in the computation. Both weights wi and ci are given
by the Gaussian function. The kernel is n1 ×n1 for gradient weighting and n2 ×n2 for
tensor calculation. These weighting processes are essential to suppress noise in the
image. These two processes are correlated, and so they are analyzed together to get
an overall tradeoff.
Table 3.1 shows different possible combinations of the kernel size and the
best accuracy each combination can provide. To obtain the results shown in the
table, the algorithm was tested on the Yosemite sequence and the resulting accuracy
was compared against the ground truth. Accuracy was measured in angular error.
Resource utilization was estimated by the number of flip-flops used. The flip-flop
utilization estimate can be calculated as
F = 2n1 ∗ b1 ∗ m1 + 2n2 ∗ b2 ∗ m2 .
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(3.8)

n

n

n

n

Figure 3.2: Simplification of 2-D convolution

F is related to the kernel sizes n1 and n2 , input data bit width b1 and b2 , and number
of units m1 and m2 . σ1 and σ2 are the standard deviations of the kernels.

Table 3.1: Configurations of weighting parameters and accuracy

n1
3
5
7
9

n2
5
3
3
3

F
1334
1050
1206
1362

σ1
3.0
1.9
2.1
2.4

σ2
3.0
2.1
2.5
2.9

Best Accuracy
14.8◦
15.8◦
12.7◦
11.5◦

Because the weights are constructed as Gaussian functions, in order to save
hardware resources, a 2D weighting process is efficiently decomposed into two cascaded 1D convolutions as shown in Figure 3.2. After the 2D-to-1D simplification, the
resource utilization becomes a linear rather than a quadratic function of n1 and n2
as shown in Equation (3.8).
Once the kernel sizes are fixed, different sets of standard deviation σ1 and σ2
are tried to find the best accuracy. σ1 and σ2 are both increased from 0.3 to 3 with
an increment of 0.1. Finally, n1 = 7 and n2 = 3 are chosen for optimal performance
and efficiency in the implementation.
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Hardware optimization. Several hardware optimization steps are taken to
achieve optimal hardware performance:
1. Pipeline structure. A heavily pipelined hardware structure is used to maximize
the throughput. Once the pipeline is full, the hardware can produce a result
for every clock cycle. At a 100MHz clock rate, the pipeline will be able to compute around 100 million pixels per second (325.5 frames per second at 640×480
resolution).
2. Fast memory access. Due to the pipelined hardware architecture used, the major
system bottleneck is memory access. To overcome this, a specialized memory
interface is employed. This will be discussed in more detail in the next section.
3. Bit width trimming. Fixed-point numbers are used in the design. To maintain
computation accuracy and yet save hardware resources, the bit widths used are
custom-selected at each stage of the processing pipeline. Figure 3.3 is an expanded version of Figure 3.1 that shows the bit widths used. Data are trimmed
twice to save hardware resources, once after the Gradient Weighting module and
once after the Tensor Calculation module. It can be observed from Equations
(3.5) and (3.6) that a scaling factor applied to variables t1 -t6 will not change
the final results. Bit width trimming will not affect the relative ratio of these
two equations.
4. LUT-based divider. A normal pipelined 32×32 bits hardware divider would consume too much hardware resource. Therefore, two LUT-based dividers are used
in the Optical Flow Calculation module to decrease the latency and save hardware resources. These are used without any adverse impact on result accuracy.
3.3.3

System Architecture
This design was implemented on the Xilinx XUP V2P board [77, 78]. In the

system diagram shown in Figure 3.4, the FPGA communicates with a host PC through
both Ethernet and serial ports. Ethernet was used for high-speed data transfers,
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Figure 3.3: Bit width propagation

specifically the uploading of image sequences to hardware and the downloading of
results. The UART was used for control and for outputting debugging information
such as hardware status through the serial port. The Ethernet controller was hosted
on the Xilinx PLB bus and the UART on the slower OPB bus.
The design was implemented using the Xilinx EDK tools. The most common
structure of an EDK-based design is for the DDR memory controller to connect to
the PLB bus like any other peripheral. An initial analysis of the memory bandwidth required for the computation (multiple frames must be fetched from memory
for each computed result frame) showed that the PLB bus would likely become the
performance-limiting component in the design. As a result, a multi-port memory
controller (MPMC) architecture was chosen instead. The MPMC used was provided
by Xilinx and is a dedicated DDR memory controller that provides four separate
memory ports to the rest of the design.
As can be seen in Figure 3.4, one of those ports is connected to the PLB bus
to provide PLB-based memory access. However, the optical flow core hardware (the
pipeline of Figure 3.1) is directly connected to two of the remaining memory ports.
This provides at least two benefits. First, memory accesses bypass the PLB bus,
leaving it free for other communications within the system. Second, interfacing with
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the MPMC is much simpler than interfacing with the PLB bus, resulting in a smaller
and higher-performance optical flow core implementation. A final advantage of this
architecture is that less buffering to communicate with memory is required in the
optical flow core.
This design accepts 640×480 16-bit YUV images as input, which are read into
the memory through the Ethernet interface. They are then read from the memory
into the FPGA through the multi-port memory controller for processing. Prior to
processing, the U and V components are removed and only the Y component i.e.
intensity is processed.
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Optical
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OPB Bus
PLB
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UART
Lite

PLB
Port

Read
Port

Write
Port
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Figure 3.4: Tensor-based system diagram
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3.4

Experimental Results
The system clock rate for our XUP board implementation is 100 MHz. It can

process 640×480 frames at a rate of 64 frames per second. This processing speed is
equivalent to about 258 fps of image size 320×240. As mentioned above, all three
YUV components are read into the memory but only Y is processed. If only the Y
component was read into the FPGA, the system speed could be further increased
(nearly doubled) by reducing the memory access bottleneck. This optical flow design
uses 10,288 slices (75% of the total slices available).
3.4.1

Synthetic Sequence
This design was tested on the Yosemite sequence and the Flower Garden se-

quence. The hardware for these two experiments was the same. The image sizes of
these two sequences are smaller than 640×480, and so were padded with zeros before
processing. However, the results are shown in the figures below in their original sizes.
Figure 3.5(a) shows one frame of the sequence and Figure 3.5(b) is the result
from the hardware. The optical flow field in the sky region is noisy due to the
brightness change across frames. The optical flow in other regions is less noisy except
the lower left part because of the absence of texture. The average angular error was
12.9◦ and the standard deviation was 17.6◦ . The sky region was excluded from the
error analysis like most of the other work found in the literature. In simulation,
the division operations in the final step (Equations (3.5) and (3.6)) were in double
precision. In the hardware implementation, a 17-bit LUT was used to implement the
division operations. This accounts for the minor differences between the simulation
and hardware results.
When the research was conducted, the only error analysis on optical flow implemented in an FPGA was given in [69], which also tested their design on the Yosemite
sequence. Their average angular error was 18.3◦ and their standard deviation was
15.8◦ . Their design processed 320×240 images at 30 fps compared to 640×480 images at 64 fps in this design and used approximately 19,000 slices, almost twice as
many as this design.
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(a) 8th frame of Yosemite sequence

(b) Optical flow field

Figure 3.5: The Yosemite sequence and the measured optical flow field

Figure 3.6 shows the results for the Flower Garden sequence. Optical flow
values near the trunk boundary are quite noisy because the velocity within the neighborhood is not constant which does not meet the assumption shown in Equation (3.3).
The optical flow inside a uniform motion region is more accurate than that along the
motion boundary.

(a) 10th frame of Flower Garden sequence

(b) Optical flow field

Figure 3.6: The Flower Garden sequence and the measured optical flow field
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3.4.2

Real Sequence
Figure 3.7 shows results using a real image sequence with the motion field

plotting on top of the original image. The image sequence was taken using a camera
placed on top of a small toy truck. Between images, the truck was manually moved
by a small distance to mimic real truck motion. The truck motion was toward the jig
on the ground. The optical field for this sequence is much noisier than the synthetic
sequence, especially in the far end background. The main reasons for this are as
follows:
• The distances moved between frames were controlled by hand. As a result, the
movement constancy between frames cannot be guaranteed;
• The time interval between frames was slightly too long and so lighting changes
between frames were more than what the algorithm can tolerate;
• The camera used is a CMOS line exposure imager which introduces extra noise
and artifacts into the images;
• There is little texture in the background regions.
This image sequence represents an extreme example of the types of sequences
which may be encountered in a real-time machine vision environment. Thus, it has
value in demonstrating the shortcomings of optical flow algorithms. However, the
solution to this problem is mainly restricted by the limited hardware resources. To
overcome this, stronger regularization techniques should be used to suppress the noise
and smooth the motion field. The following improvements are thus investigated:
• Increase the weighting mask size. From Table 3.1, it can be seen that
larger weighting window sizes produce better accuracy;
• Incorporate temporal smoothing. Temporal smoothing will significantly
suppress the noise in the optical flow vectors. However, temporal smoothing
can be costly to implement in hardware;
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Figure 3.7: Initial result on real image sequence

• Append more weighting processes. One weighting process can be added
after module 5 as shown in Figure 3.1;
• Apply the biased least squares techniques. When the tensor matrix is illconditioned, the produced optical flow can be severely distorted. If a weighting
scheme is applied afterwards, this result will “pollute” the neighboring vectors.
Therefore, biased least squares can be applied to solve this at the cost of a small
bias in the result. Details on this approach can be found in [81].
These improvements were incorporated into the MATLAB model and simulated. Figure 3.8 shows the improved results. It can be observed that the generated
optical field is much smoother and more accurate. The key point here is not to
show the effectiveness of the new algorithm but to illustrate that with more hardware
resources, the proposed design can be improved significantly.
The detail of this revision is not given here, but with the abundant hardware
resources of the Helios platform that was developed in the Robotic Vision Lab, im44

Figure 3.8: Improved result on real image sequence

plementation of the improved algorithm is possible. Further research work is needed
to analyze these revisions and find a tradeoff between performance and hardware
implementation complexity and achieve a feasible real-time result.
3.5
3.5.1

Futher Improvement
Motivation
A tensor-based optical flow algorithm has been implemented on an FPGA

and presented in Section 3.2. This implementation is able to process 64 frames of
640×480 images per second. This computation contains two weighting processes and
the weights are determined offline by finding the settings which give the best accuracy
compared against the ground truth. In this section, a new algorithm is proposed that
uses a cost function to adaptively determine the optimal weights. An efficient scheme
is devised to determine the optimal weights faster and more accurately. To better
fit this scheme to the hardware structure, an efficient tensor computation method is
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proposed. Experimental results are also presented to show the effectiveness of the
algorithm.
3.5.2

Formulation
Using a tensor to represent orientation has a notable advantage over scalars

and vectors. Tensors not only estimate the orientation but also include the certainty
of the estimation. Local brightness patterns are divided into different cases and
eigenvalues of the structure tensor in each case are analyzed [28]. Three measures are
defined: total coherency measure, spatial coherency measure, and corner measure.
They are functions of the eigenvalues of the structure tensor. Middendorf et al. [82]
used eigenvalue analysis to divide the optical flow field into five categories for motion
segmentation. Kühne et al. [83] derived a coherence measure based on eigenvalues.
This measure was integrated into an active contour model for segmentation of moving
objects. In [43], a corner measure was applied to adaptively adjust the Gaussian window function to improve tensor accuracy. All of the above work first calculated the
eigenvalues of the structure tensor and then devised measures using certain combinations of these eigenvalues. The main challenge of using these measures in hardware
is that eigenvalues are difficult to obtain. In this section, the following cost function
[84] is used to indicate the certainty
T

ct (T) =



−1

T̄

t



t3 − t T̄ t
.
where T = 
T
trace(T)
t t3

(3.9)

T̄ is a 2×2 symmetric matrix and its inverse matrix can be easily computed. ct is the
minimum value of vT Tv [84] normalized by the trace of the tensor and indicates the
variation along direction v. Therefore, the smaller ct is, the more reliable the tensor
will be and vice versa.
Cost function ct is not directly related to wi in Equation (3.2). It is difficult
to decouple ci and wi and to adjust wi by evaluating the cost function. Cost function
ct in Equation (3.9) directly indicates the performance of the weights ci in (3.3) if wi
is assumed to be fixed. Our algorithm adjusts ci while using fixed wi . The support of
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wi is chosen to be relatively small to prevent over smoothing. The reason for applying
two small weighting masks instead of one big mask is that it is more economical to
implement such a scheme in hardware.
The ci are given by the Gaussian function. The shape of the Gaussian function
can be characterized by its standard deviation. The underline problem can be stated
as finding the optimal standard deviation for ci such that the cost function ct (T) is
minimized.
Liu et al. [43] proposed an adaptive standard deviation updating algorithm.
Starting from a small value, standard deviation σ was increased by ∆σ if the confidence measure did not reach the threshold. The support size was then adjusted
according to the standard deviation σ. This process was repeated until the confidence measure reached the desired value or a set number of iterations were reached.
In this section, an efficient and accurate algorithm for updating the standard
deviation is proposed. It is different from the adaptive algorithm in [43] in four major
aspects:
1. It uses a different confidence measure;
2. It has a fixed support size;
3. It uses a better initial value;
4. It uses different searching strategy.
Using a different confidence measure has been discussed above. The support
size is fixed because changing the support size usually requires changes in the hardware
structure as opposed to simply changing weights.
During the weighting process, the mask is moved sequentially along a certain
direction, say from left to right and then from top to bottom. Two adjacent pixels
have most of the masked region overlapped. It can be expected that the brightness
patterns of the two masked regions are very similar. Therefore, instead of using one
initial value for every pixel, the standard deviation σf (x − 1, y) resolved from the
previous pixel on the same row is used to initialize the standard deviation σ1 (x, y) of
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the current pixel. The standard deviation is set to zero for the first pixel of each row.
There are two advantages of this method:
1. It dramatically decreases the number of iterations;
2. It increases the dynamic range of the standard deviation and can handle signals
in a wider range.
The pseudocode of the algorithm used for searching and for building the tensor
for pixel (x, y) is shown in Algorithm 3.1. The threshold for cost function is tc and
the iteration limit is titer , σi (x, y) is the standard deviation for pixel (x, y) at the ith
iteration.

Algorithm 3.1: Tensor calculation algorithm
begin
1
Initialize σ1 (x, y);
2
Compute tensor T1 using σ1 (x, y) ;
3
Compute ct as in Equation (3.9) ;
4
if ct is smaller than tc then
5
Set the final standard deviation σf (x, y) = σ1 (x, y);
return T1 ;
6
Judge which mode will be taken ;
7
for i=1 to titer do
8
if it is increasing mode then
9
σi+1 (x, y) = σi (x, y) + ∆σ ;
else
10
σi+1 (x, y) = σi (x, y) − ∆σ ;
11
12
13

Compute tensor Ti+1 using σi+1 (x, y) ;
Compute ct as in Equation (3.9) ;
if ct is smaller than tc then
σf (x, y) = σi+1 (x, y) ;
return Ti+1 ;
else if ct is increasing then
σf (x, y) = σi (x, y) ;
return Ti
σf (x, y) = σi+1 (x, y) ;
end
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By using this scheme, for each iteration, a better initial value is given, the
distance to the ideal standard deviation is shortened, and the number of iterations is
decreased.
The tensor can be computed using Equation (3.3) or the method introduced
below. There are two modes for updating the standard deviation; increasing mode
and decreasing mode. One way to decide which mode should be taken is to compute
tensors and cost functions using both modes and choose the one with smaller cost.
The iteration will be terminated when one of the following three conditions is met:
1. The cost decreases below a preset threshold;
2. A maximum iteration limit is reached;
3. The cost increases compared to the last iteration.
If the weighting process in Equation (3.3) is directly implemented in hardware,
for a (2n+1)×(2n+1) mask, all (2n+1)2 data in the mask need to be stored in hardware registers at each iteration for computing the tensor in the next iteration. With
an increase of mask size, the number of hardware registers will increase quadratically.
A method to implement the weighting process efficiently is proposed here.
First, the weighting mask is divided into concentric rings centered at the center of
the mask. The weights on each ring are similar because their distances to the center
of the mask are roughly the same. Therefore, the parameters cj,k and outer products
Oj,k of the averaged gradient on the j th ring Rj can be replaced by c̄j and Ōj shown
as
T=

X
i

c i Oi =

XX
j

k

cj,k Oj,k ≈

X
j

(c¯j

X
k

Oj,k ) =

X

mj c̄j Ōj

(3.10)

j

where mj is the number of the weights on ring Rj .
A (2n + 1) × (2n + 1) weighting mask can be divided into 2n rings. If c(x, y)
is denoted as the parameter at (x, y) on the mask and S as the summation of the
absolute values of the x and y coordinates (which will have a range of [0, 2n]), the

49

division of the rings can be formulated as follows:
R1 = {c(x, y) : S(x, y) = 0},

(3.11)

Rj = {c(x, y) : S(x, y) = j − 1, x = 0 or y = 0} ∪

(3.12)

{c(x, y) : S(x, y) = j, x 6= 0, y 6= 0},
j = 2, 3, . . . , 2n; x, y ∈ [−n, n] ; x, y ∈ Z,
Dj = {(x, y) : c(x, y) ∈ Rj }, j = 1, 2, . . . , 2n.

(3.13)

c̄j is calculated as
c̄j (σ) = √

d¯2
1
1
− 2σ2 , where d¯2 =
mj
2πσ

X

(x2 + y 2 ).

(3.14)

(x,y)∈Dj

The distribution of rings of a 7×7 mask is shown in Figure 3.9 as an example.
Values of S are shown in each grid of the image. Locations that belong to the same
ring are connected by a dashed line in the figure. When the standard deviation is
changed from σ1 to σ2 , a new tensor can be calculated as
T=

X c̄j (σ2 )
j

c¯j (σ1 )

mj Ōj .

(3.15)

As a result of using this simplified tensor computation, the required number of hardware registers increases linearly instead of quadratically with increasing mask size. In
this implementation, spatial smoothing instead of spatiotemporal smoothing is used
due to the difficulty of implementing temporal smoothing in hardware. Nevertheless, this computation method works for temporal smoothing as well. Although the
accuracy of the ring approximation decreases as the mask size increases, acceptable
accuracy is obtained with the current settings as shown in the experiment. Using a
large mask size is not necessary.
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Figure 3.9: The distribution of rings of a 7 by 7 mask

3.5.3

Experiment
The proposed implementation was simulated in MATLAB to evaluate its per-

formance. The algorithm was tested on the Yosemite sequence as well as the Flower
Garden sequence.
The results for the Yosemite sequence are shown in Table 3.2. The first weighting mask in the proposed algorithm is a 5×5 mask whose parameters are ones and
∆σ = 0.5, tc = 0.001, and titer = 10. Two limits σmax = 8, σmin = 1 are set for the
standard deviation σ to ensure it is within a reasonable range.

Table 3.2: Performances of the adaptive algorithm under different configurations.

n ACUR1
2 11.73◦
3
9.12◦
4
7.65◦
5
6.75◦

ACUR2
11.73◦
9.12◦
7.65◦
6.77◦

ACUR3
11.89◦
9.13◦
7.56◦
6.66◦

ACUR4
22.34◦
22.69◦
22.93◦
23.22◦
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AVG ITER1
2.31
2.08
1.85
1.66

AVG ITER2
4.12
4.04
3.97
3.90

The accuracy of these results is measured in angular error as shown in columns
2-5, where n is the half size of the second mask (column 1). ACUR1 is the accuracy
of the adaptive algorithm, and ACUR2 is the accuracy of the same algorithm without
the simplified tensor computation. ACUR3 is the highest accuracy obtained for the
algorithm introduced in Section 3.2 by tweaking different standard deviations manually, and ACUR4 is the lowest accuracy of this algorithm. AVG ITER1 represents the
average iterations per pixel using the proposed algorithm. AVG ITER2 represents
the average iterations per pixel using the searching scheme in [43].
This improvement uses a simplified tensor computation method which reduces
the number of hardware registers required for implementation. The accuracy is compared with (ACUR1 ) and without simplified tensor computation method (ACUR2 );
we conclude that the proposed simplification process does not affect the accuracy.
This new algorithm ACUR3 and ACUR4 are obtained by setting the first weighting mask in algorithm in Section 3.2, the same as that in the adaptive algorithm
and increasing the standard deviation for the second weighting process from 0.5
to 8 at an interval of 0.5. ACUR1 is very close to the highest accuracy (ACUR3 )
and much better than the lowest (ACUR4 ). This demonstrates the effectiveness of
the new weights searching strategy. The average number of iterations required for
the proposed searching strategy is compared to those in [43] using AVG ITER1 and
AVG ITER2 , respectively. The 8th frame of the Yosemite sequence and the 10th
frame of the Flower Garden sequence and their optical flow fields using the adaptive
algorithm are shown in Fig. 3 (and others settings are the same as the above).
3.6

Summary
Before hardware implementation, the expected design performance in terms

of accuracy and resource utilization was carefully evaluated in software. The tradeoff
study was conducted through tuning several important parameters such as the kernel
sizes of the weighting processes and the derivative operator. Software simulation
results were also used for hardware performance verification.
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(a) 8th frame of the Yosemite sequence

(b) Optical flow field

Figure 3.10: The Yosemite sequence and the measured optical flow field using the
adaptive optical flow algorithm

(a) 10th frame of Flower Garden sequence

(b) Optical flow field

Figure 3.11: The Flower Garden sequence and the measured optical flow field using
the adaptive optical flow algorithm

This new algorithm was tested on both synthetic and real image sequences.
This design worked well on synthetic sequences but was not satisfactory on the real
sequence. Revisions were required to improve the system design which, in turn,
require more hardware resources. This part of research explored the possibility of
future improvement with more hardware resources and built a good foundation for a
better algorithm reported in Chapter 4.
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Chapter 4
Improved Optical Flow Algorithm
4.1

Algorithm Overview
In the previous chapter, a FPGA system was built to process optical flow

vectors of 64 frames of 640-by-480 image per second. Compared to software-based
algorithms, this system achieved much higher frame rate but marginal accuracy. In
this chapter, a more accurate optical flow algorithm is proposed to substantially
improve the accruacy over the previous design.
A few major efforts having been made in this new algorithm. First, temporal
smoothing is incorporated in the hardware structure which is proved to significantly
improve the algorithm accuracy based on the simulation results. To accommodate
temporal smoothing, the hardware structure is divided into two parts. The DERivative (DER) module produces intermediate results which are then processed by the
Optical Flow Computation (OFC) module to obtain the final optical flow vectors.
Software running on a built-in processor on the FPGA chip is used in the design
to direct the data flow and manage hardware components. Second, a ridge estimator is developed to cope with the collinear issue which is a more severe problem for
hardware-based design because of the resource limitations. The ridge estimator can
be efficiently implemented using current hardware architectures. Third, more spatial
smoothing stages are incorporated into the hardware pipeline to improve the system
performance.
All these aspects are possible because of the availability of the new FPGA
platform. It has been implemented on a compact, low power, high performance
hardware platform for micro UV applications. The current hardware platform is able
to process 15 frames of 640-by-480 image per second but with significant improvement
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in accuracy over the previous work. Higher frame rate can be achieved with further
optimization work and additional memory space. This new design is tested with
synthetic sequences and real sequences to show its effectiveness.
4.2

Algorithm Formulation
Based on the BCC as in (1.1), an equation regarding derivatives gx , gy , and gt

and velocity components vx and vy was derived in [8] as
Ix vx + Iy vy + It + ε = 0
⇒ −It = Ix vx + Iy vy + ε,
where vx =

∆x
,
∆t

vy =

∆y
,
∆t

(4.1)

and ε is the error accounting for the higher order terms

and noise. Each pixel in the image has one set of observation gti , gxi , gyi . In a small
neighborhood of n pixels, it is assumed that they all have the same velocity vx and
vy . Then the n sets of observations for these n pixels can be expressed as
It = Ix (−vx ) + Iy (−vy ) + ,

(4.2)

where It = (It1 , It2 , · · · , Itn )T , Ix = (Ix1 , Ix2 , · · · , Ixn )T , Iy = (Iy1 , Iy2 , · · · , Iyn )T ,  =
(ε1 , ε2 , · · · , εn )T .
It is assumed that the expectation of εj satisfies E(εj ) = 0 and the variance is
σ 2 i.e. ε ∼ (0, σ 2 ). Denoting Yn×1 = It , Xn×2 = (Ix , Iy ), θ = −(vx , vy )T , the equation
regarding the observation (Iti , Ixi , Iyi ) and the parameter θ can be written as
Y = Xθ + .

(4.3)

A normal least squares solution of θ in Equation (4.3) is
θ̂ LS = (XT X)−1 XT Y.
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(4.4)

As shown in [81], E(θ̂ LS ) = θ and its covariance matrix is Cov(θ̂ LS ) = σ 2 (XT X)−1 .
If Ix and Iy exhibit near linear dependency, i.e. one vector is nearly a scale of the
other; small amounts of noise in the observation will cause relatively large changes in
the inversion (XT X)−1 , and produce very large and inaccurate motion vectors. For
hardware-based algorithms, because of resource limitations, the vector length n is
usually much smaller than in software-based algorithms. This, in turn, increases the
possibility of a collinear (XT X) matrix. The resulting abnormal motion vectors will
have a negative impact on neighboring motion vectors in the subsequent smoothing
process.
One simple solution is to simply restrict the magnitude of each motion vector,
but this is not an optimal solution. In this dissertation, a ridge estimator [81, 85, 86]
as formulated in (4.5) is proposed to address this.
θ̂ RE = (XT X + kIp )−1 XT Y.

(4.5)

In (4.5), Ip is a unit matrix of the same size as XT X where p equals 2 in this case.
k is a weighting scalar for Ip . It is shown in [81] that the expectation and covariance
matrices of θ̂ RE are
E(θ̂ RE ) = θ − k(XT X + kIp )−1 θ,

(4.6)

Cov(θ̂ RE ) = σ 2 XT X(XT X + kIp )−2 .

(4.7)

Although a ridge estimator is biased, i.e. E(θ̂ RE ) 6= θ as shown in (4.6), it is better
than a least squares estimator if evaluated based on risk instead of observed loss.
Risk is defined as the expectation of loss which is independent of the observed Y.
More details are given in [81].
As to the selection of k, an HKB estimator [87] shown as
k=

pσ̂ 2
T

θ̂ N θ̂ N
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(4.8)

was chosen. In the content, θ̂ N is the estimate right above the current pixel and it is
preset to (1, 1)T on the first row. The error variance is estimated as
σ̂ 2 =

(Y − Xθ̂ N )T (Y − Xθ̂ N )
.
n−p

(4.9)

There exist other methods to estimate the scalar e.g. an iterative HK estimator [88],
an LW estimator [89], etc. The HKB estimator is chosen for its efficiency and noniterative property. After obtaining k, the optical flow is estimated using Equation
(4.5).
In a real implementation, an n-by-n weighting matrix W is used to assign
weights to each set of observation based on their distance to the central pixel. Equations (4.5) and (4.9) are rewritten as
θ̂ RE = (XT WX + kIp )−1 XT WY,

(4.10)

T

σ̂ 2 =

(Y − Xθ̂ N ) W(Y − Xθ̂ N )
.
n−p

(4.11)

To suppress noise, the derivatives Ix , Iy , and It are spatiotemporally smoothed, respectively before they are used in (4.2). Motion vectors are also spatially smoothed
to obtain a smooth motion field. The proposed algorithm uses only simple arithmetic
operations which are ideal for hardware implementation.
To evaluate the quality of a motion vector, a cost function can also be calculated as
m − tT Q−1 t
ct (T) =
,
trace(T)




T
T
Q t
X WX + kIp
X WY
 = 

where T = 
tT m
(XT WY)T
YT WY + k


t +k
t4
t5
 1



=  t4
t2 + k
t6  .


t5
t6
t3 + k
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(4.12)

The initial optical flow vector is smoothed in a local neighborhood to suppress
noise further. The final optical flow vector is formulated as

v̄ = 

v̄x
v̄y





=

X
i

mi 

v̄xi
v̄yi


.

(4.13)

The algorithm assumes a constant motion model. An affine motion model is often used
to incorporate tensors in a small neighborhood [45] where pixels in a neighborhood
are assumed to belong to the same motion model. To conserve hardware resources,
the constant model is used in this design. The constant model performs almost as
well as affine motion model when operating in a small neighborhood.
4.3

System Design and Optimization
The proposed compact optical flow sensor is an embedded vision system includ-

ing video capture, processing, transferring and other functionalities. Various modules
are connected to the buses as shown in Figure 4.1. There are two types of buses in
the system: PLB bus and OPB bus. The PLB bus connects high speed modules such
as DER module (DERivatives calculation), OFC module (Optical Flow Calculation),
SDRAM, camera and USB modules. Lower speed modules such as UART, interrupt
controller, and GPIO are connected to the OPB bus. The PLB and OPB buses are
interconnected through a bridge.
A main difference between this design and the design in Chapter 3 is it incorporates temporal smoothing in the pipeline. Temporal smoothing is significantly more
complicated than spatial smoothing because it involves multiple image frames. However, temporal smoothing is important for estimating motion field consistency over a
short period of time. Incorporating temporal smoothing substantially improves algorithm performance as can be seen in the experimental analysis section. The number
of frames used for temporal smoothing is largely determined by hardware resources
and processing speed requirement. With temporal smoothing, multiple sets (3 in this
design) of derivative frames must be stored as they are calculated and then reloaded
during the smoothing process. It is impossible to store multiple sets of derivative
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Figure 4.1: Ridge regression-based system diagram

frames on-chip using the hardware resources inside the FPGA. A drawback of the
temporal smoothing is the increase in the memory throughput required and the resulting decrease in processing speed. However, as long as these modules are able to
keep up with the camera frame rate, temporal smoothing can substantially improve
the accuracy without impacting real-time performance.
To accommodate temporal smoothing, the hardware pipeline is divided into
two parts (DER, OFC). The DER module generates derivative frames and the OFC
module handles the rest of calculations. Results from the DER module are stored
in SRAM and SDRAM. The DER and OFC modules share the high-speed SRAM
through a multi-port SRAM arbiter. The OFC module stores the resulting motion
vectors in SDRAM. The intermediate or final results can be transferred to the host PC
through the USB interface. A graphical user interface has been developed to observe
and store the video and display status variables transferred from the sensor. These
two hardware modules must be managed to synchronize their computation tasks and
handle exceptions such as dropped frames. Software running on the built-in on-chip
PowerPC processors is used for this management task.
Figure 4.2 shows the diagram of the DER module. Every cycle when a new
image frame(t) is captured directly into the SDRAM through the PLB bus, reading

60

logic reads the captured image from the SDRAM into a pipeline and stores it in the
SRAM. Whenever there are five consecutive image frames stored in the SRAM, they
are all read out for computing the derivative frames Ix , Iy and It . Ix and Iy are
calculated from frame(t-2) and It is calculated from frame(t-4), frame(t-3), frame(t1) and the current incoming frame(t) using the mask shown in (3.7). The resulting
derivative frames are stored in the SRAM as well as the SDRAM for future usage.
The duplicate copy stored in the SDRAM is needed for temporal smoothing for future
frames. This storing and retrieving of derivative frames from SDRAM consumes PLB
bus bandwidth and hence slows down the processing speed. As shown in Figure 4.1
and Figure 4.2, if the hardware platform used had sufficient SRAM (currently only
4 Mb), then all 9 derivative frames (3 sets of Ix , Iy and It ) could be stored in the
SRAM and take the advantage of a high-speed multi-port memory interface.

SRAM

SRAM

SDRAM

SRAM
SDRAM

SDRAM

Figure 4.2: DER module diagram
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The OFC module diagram is shown in Figure 4.3. Once a new set of derivative
frames is calculated, software will trigger the OFC module to start the calculation of
optical flow. Derivative frames for the current frame in the SRAM (Ix (t), Iy (t) and
It (t)) and the derivative frames already stored in the SDRAM (Ix (t − 1), Iy (t − 1)
and It (t − 1)) and (Ix (t − 2), Iy (t − 2) and It (t − 2)) are first read into the pipeline for
temporal smoothing. Because the size of the temporal smoothing mask is 3, derivative
frames at time t, t − 1, t − 2 are temporally smoothed and then spatially smoothed
to obtain the smoothed derivative frames for the current frame at time t (Ix t, Iy t,
and It t in Figure 4.3).
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Figure 4.3: OFC module diagram

In the OFC module, besides temporal smoothing, there are four spatial smoothing units: derivative frames 2D smoothing, regression model components 2D smoothing, and optical flow 2D smoothing and optical flow horizontal smoothing. To reach
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an optimal tradeoff between algorithm performance and hardware resources, the configurations of these masks were evaluated carefully by simulation before implementation. Smoothing mask parameters were determined by three factors: mask shape,
mask size, and mask kernel components. In software, large smoothing masks (e.g.
19-by-19 or larger) are often used. In hardware, smaller masks must be used because
of resource limitations (e.g. 7-by-7 or smaller). In this design, the size of the first
smoothing mask is 5-by-5. The sizes of the other two spatial smoothing masks are
3-by-3 and 7-by-7, respectively. As for mask shape, a square mask is usually used for
the sake of simplicity and efficiency. Parameters of all the smoothing masks are in
a shape of Gaussian function. To save hardware resources, a 2D Gaussian mask is
decomposed into two 1D Gaussian masks which are cascaded and convolved along x
and y directions separately which is the same as the scheme in Chapter 3. Different
settings of these masks are simulated by software at bit-level accuracy and evaluated on synthetic sequence with ground truth to obtain an optimal combination in
practice.
The optical flow horizontal smoothing is added to better filter out the noise
in the motion field. It could be configured to be either 7-by-1, 9-by-1, or 11-by-1
depending on the noise level. The reason to use a horizontal smoothing unit is to save
the hardware resource and achieve better smoothing effect. Weighting parameters for
the horizontal smoothing unit are all one. The cost function is calculated at the same
time with the optical flow calculation.
These smoothed derivatives frames are combined to build ridge regression
model components. These components are spatially smoothed and then fed into
the scalar estimator in (4.8) and (4.11) to calculate scalar k. Then, v̄ can be calculated from these smoothed components and k as shown in Equations (4.12), (4.10)
and (4.13) and Figure 4.3.
Figure 4 shows the system software diagram. There are three types of frames
in the system:
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1. Image frames captured by the camera;
2. Derivative frames calculated by the DER module;
3. Optical flow fields calculated by the OFC module.
The DER module uses the raw images as input and the OFC module uses the output
from the DER module (derivative frames) as the input. Three linked lists are used
to store these frames and maintain their temporal correspondence. An FTE (Frame
Table Entry) is used to store image frames, a DER FTE is used to store derivative
frames and an OFC FTE is used to store optical flow frames. As shown in Figure 4,
there are 5 corresponding pairs of FTE and DER FTE and 3 pairs of DER FTE and
OFC FTE.

Figure 4.4: System software diagram

It is noted that these modules execute asynchronously. When a new raw image
is captured (FTE7 in this case), the camera core invokes an interrupt. This interrupt
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is sensed by the FTE interrupt handler in software and a trigger signal is generated
and sent to the DER module to initiate a derivative computation. When a new set
of derivative frames is calculated (DER FTE4 in this case), the DER module invokes
an interrupt. This interrupt is sensed by the DER FTE interrupt handler in software
and a trigger signal is generated and sent to the OFC module to initiate an optical
flow computation.
4.4

Experimental Results
This design was implemented on the BYU Helios Robotic Vision board as

introduced in Chapter 2. The Helios board was installed with an Autonomous Vehicle
Toolkit (AVT) daughterboard (Figure 4.5(b)) which is capable of supporting up to two
CMOS cameras (Figure 4.5(a)) and that was designed to enhance the functionalities
of the Helios board. The CMOS camera (capable of acquiring 60 frames per second)
was set to capture 30 frames of 640-by-480 8-bit color image data per second in this
design.
The whole system executes at a clock speed of 100MHz and the system is using
one clock domain. At this frequency, it is able to calculate 15 frames of optical flow
field per second. All the computation uses fixed point representation to save hardware resources. Temporal smoothing requires much more data transfer than spatial
smoothing, and the PLB bandwidth is the limiting factor in increasing processing
speed. Our estimation is that higher frame rates can be achieved with further optimization work and additional memory space (specifically on-board SRAM). These
processing speed improvements are discussed in the next section. From the performance analysis in the following sections, it can be seen that with temporal smoothing
the accuracy of the estimated optical flow is improved substantially on a synthetic
sequence that is commonly used for benchmarking. The whole design utilized 22,506
slices (89% of the total 25,280 slices on a Virtex-4 FX60 FPGA). The DER module
used 2,196 slices (8% of the total) and the OFC module used 6,946 slices (27.5% of
the total). The remainder was used for the camera core, I/O, and other interface
circuitry. A graphical user interface (GUI) was developed by other member in the lab
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to transfer the status of the Helios board and the real-time video to PC for display
through the USB interface.
The design was simulated in MATLAB. For debugging and evaluating purposes, a bit-level accurate MATLAB simulation code was programmed to match the
actual hardware circuits. In this paper, our focus is on evaluating the effectiveness of
the new smoothing units and cost function calculation module.

(a) AVT daughter board

(b) CMOS imager

Figure 4.5: Hardware components

4.4.1

Synthetic Sequence
Figure 4.6 shows the effect of ridge regression tested on the bottom region of

the Yosemite sequence. Figure 4.6(a) shows the result using the least squares method.
Figure 4.6(b) shows the result using the proposed ridge regression method. It can be
seen that these two algorithms perform comparably on the right half of image which
has abundant textures. On the left half which does not have many distinguishable
textures, the ridge regression based method generates smoother results compared to
the least squares method (fewer spurious vectors).
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(a) Before ridge regression

(b) After ridge regression

Figure 4.6: Performance improvement using ridge regression

Table 4.1 shows the accuracies on the Yosemite sequence under different settings. The accuracies are measured in average angular error. The velocity horizontal
smoothing is not applied in A1 -A4 . A1 is the accuracy of the proposed design using
ridge regression and temporal smoothing. A2 is the accuracy using the least squares
method with temporal smoothing. A3 is the accuracy using ridge regression without
applying temporal smoothing. A4 is the accuracy using least squares and without
temporal smoothing. A5 includes every features introduced in this chapter (ridge
regression, temporal smoothing and velocity horizontal smoothing).

Table 4.1: Accuracy comparison of different configurations

A1
6.8◦

A2
7.2◦

A3
10.9◦

A4
11.4◦

A5
4.8◦

From the table, it can be concluded that each individual feature contributes
to the performance improvement by a specific amount. Therefore, it is a progressive
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improvement. Also, adding a feature costs extra hardware resources and it requires
tradeoff analysis to decide which feature is best under limited resources.
Figure 4.7 shows the raw image and the motion estimation result of the
Yosemite sequence.

(a) Raw image

(b) Calculated motion field

Figure 4.7: Result on the Yosemite sequence

Figure 4.8 shows the raw image and the motion estimation result of the Flower
Garden sequence.

(a) Raw image

(b) Calculated motion field

Figure 4.8: Result on the Flower Garden sequence
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4.4.2

Real Sequence
Figure 4.9 shows the raw image and the motion estimation result of the SRI

Tree sequence.

(a) Raw image

(b) Calculated motion field

Figure 4.9: Result on the SRI Tree sequence

Figure 4.10 shows the raw image and the motion estimation result of the BYU
Corridor sequence.

(a) Raw image

(b) Calculated motion field

Figure 4.10: Result on the BYU Corridor sequence
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4.5

Summary
An accurate optical flow algorithm implemented on Helios platform is dis-

cussed in this chapter. To minimize the problem of deficient smoothing in hardwarebase designs, ridge regression is applied to avoid abnormal motion vectors. A new
hardware structure is devised to incorporate temporal smoothing.

More spatial

smoothing units are imposed to filter out the noise. These efforts significantly improve
the accuracy of this design compared to its previous version.
Besides utilizing more resources, the cost of improving the accuracy is the
increasing design complexity and lower system throughput. To accommodate temporal smoothing, the pipelined hardware structure is divided into two parts: DER
and OFC modules. Extra software and hardware codes are developed to design the
interface, synchronize different modules and direct the data flow. All these aspects
require more time to implement, simulate and verify, therefore substantially increase
the project development time. Because the pipeline is divided into two parts, the
amount of image data that must be stored and transferred increases dramatically.
Currently, this design is running slower (15 fps of 640-by-480 images) than the previous design. The limiting factor of the processing speed is the PLB bus bandwidth.
There reason is, as a bus centric system, different modules are connected to the bus
to receive or transfer data. When the DER and OFC modules communicate through
the PLB bus and data throughput is approaching the limit of bus bandwidth, the
pipelines behind it will run empty for a large amount of time. This limiting factor
can be alleviated by increasing the SRAM size. In this design, SRAM is working as
a specialized high speed buffer between the DER and OFC modules. Increasing the
SRAM size could avoid the storing and retrieving of derivative frames from the slower
SDRAM through the PLB bus. Also, increasing the SRAM size would allow the use
of a larger temporal smoothing kernel which would significantly improve the optical
flow computation accuracy.
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Chapter 5
Obstacle Detection Using Optical Flow
5.1

Motivation
A robot relies on various sensors for obstacle detection, localization (keeping

track of the position), mapping (learning the environment) and path planning. These
sensors include vision-based sensor, GPS, active beacon sensors (e.g. LIDAR and
sonar), odometric sensors, and inertial sensors. Every sensor has its own applicability, advantages and disadvantages. For example, GPS is passive and good for global
localization while it is not a good choice for local localization. Vision-based sensors
are passive, the closest to human perception and involve 2D projections of real 3D
information. Robot navigation is one classical application for computer vision [90]. A
vision-based sensor is dependant on the knowledge of the environment and requires
more computation power to interpret a scene. Depending on the application, the
tasks of vision-based sensor include obstacle detection/avoidance, map building, localization, scene understanding, 3D reconstruction, landmark detection, etc. Since
NAVLAB was developed in the 1980s [91], many works have been done on applying
computer vision to robot navigation. But because of the complexity of the human
vision system and the limited computing power of the available schemes, vision-based
robot navigation still remains a big challenge.
In this dissertation, the focus on the application example is not to address the
navigation problems at the system level. Instead, the goal is to develop a real-time
vision-based sensor for a specific task, i.e., obstacle avoidance. Obstacle avoidance
is one of the most critical tasks for robot navigation. It is usually composed of two
parts: obstacle detection and avoidance. In this dissertation, the focus is on the
obstacle detection problem. The goal of obstacle detection is to locate possible col71

liding objects in the robot’s pathway in order to avoid collision. It works with path
planning to perform the navigation task. There are three types of sensors used for
obstacle detection tasks [92]: Sonar, LIDAR and vision-based sensor. LIDAR [93]
and sonar work by sending out active beams or beacon and measuring the delay of
the reflecting signals from the obstacle. LIDAR and sonar are accurate in measuring
distance but they are active and basically one dimensional in nature. Compared to
other methods, vision-based obstacle detection sensor is passive and could provide
more information about the environment. Vision-based obstacle detection could be
roughly divided into several categories [94]: edge-detection, certainty grid, potential
field, virtual force field, and optical flow based methods. Optical flow based methods
are best suited for hardware pipelined structure in FPGAs. Compared to the existing
optical flow methods which were designed for general-purpose processors, the focus
in this work is to develop a sensor which takes the advantages of the latest FPGA
technology and uses algorithms optimized for pipelined hardware structure so that
specific functionalities can be efficiently implemented on a small, lower power hardware platform. This sensor can be installed onto an integrated system to perform a
more general task.
As discussed, different vision-based navigation algorithms will work under different and specific circumstances. It is necessary to define the specifications of the
application before developing the algorithm. In this dissertation, the focus is on small
ground vehicles. For ground vehicles, it can be assumed that the robot is moving on
the ground plane while it is not necessarily true for aerial vehicles. In many cases,
useful constraints could be drawn from this ground vehicle specific application. For
ground vehicle navigation, according to the difference in methodology, vision-based
robot navigation can be divided into two categories [90]: indoor [95, 96] and outdoor
navigations [91, 97]. One basic difference between indoor and outdoor navigation
is that indoor navigation often has prior knowledge (map) about the environment
while for outdoor navigation, that kind of prior knowledge is harder to obtain. However, both of them could find applications for an obstacle detection sensor to detect
obstacles in the pathway.
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Using optical flow for obstacle detection has been an active research topic since
the 1980s. In [26], an algorithm was proposed to use divergence in the motion field
to locate the obstacle. This method did not take the ground floor into account and
it used the derivative of the motion field which is sensitive to noise. In [94, 98, 99],
Vector Field Histogram and an improvement were proposed to create a certainty grid
map of the surrounding environment of the robot. In [100, 101], Enkelmann et al. calculated optical flow and analyzed the motion field in a transputer network to speed
up the computation. Obstacles are found by comparing the expected motion field
without obstacles and the calculated motion field. In practice, one major problem of
using optical flow is that motion field is noisy and contains too many outliers. Zhu
et al. [102] used a mean shift algorithm to fuse the motion vectors and they obtained
reliable detection results of passing vehicles. However, the mean shift algorithm is
time consuming and not suitable for a small obstacle detection sensor. In [103], a
vision-based sensor, LIDAR and sonar are combined to achieve a synergy. Sonar and
LIDAR can measure distance more accurately than vision-based sensor, but contain
less information about the environment. In [104], Focus of Expansion (FOE) is estimated first based on the principle orientation of flow vectors. After that, a depth
could be calculated to locate the obstacle. This method didn’t use ground plane as
in [26].
From the literature review above, it was determined that these algorithms
listed above were not suitable for the embedded platform because of their high computation requirement. On the other hand, a standalone vision-based obstacle detection sensor has great potential for robot navigation applications. If an application
can be specified and a suitable algorithm can be simplified based on valid assumptions for each specific application, it is possible to develop an embedded vision-based
obstacle detection sensor with the available and limited hardware resources. In this
dissertation, obstacle detection task for small unmanned ground vehicles is the main
focus. For this application, one assumption can be made:
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Assumption 1 Vehicle moves on a planar ground plane. This assumption is true
for vehicle under most circumstances and it limits the degrees of freedom of the vehicle
moving on this plane.
Further discussion based on this assumption is shown in the following sections.
5.2
5.2.1

Algorithm Formulation
Motion Model Deduction
Optical flow is a 2D projection of 3D motion in the world on the image plane.

The camera frame model depicts the spatial relationship between one point in the
world and the camera. Suppose at time t, a point P = (X, Y, Z)T in the camera
frame is projected onto p = (x, y, f )T on the image frame where f is the focal length
as shown in Figure 5.1. Three projection models: perspective projection, weak perspective projection, and pinhole camera model can be used to model projection from
the camera frame to image frame. In this work, a perspective projection model is
used because it is the closest to the physical model of the three. In the perspective
projection model,
p=f

P
.
Z

(5.1)

At time t0 , assuming a point P moves to P0 = (X 0 , Y 0 , Z 0 )T which is p0 = (x0 , y 0 , f )T
on the image frame. The motion vector in the 3D world is V = (P − P0 )T =
(X −X 0 , Y −Y 0 , Z−Z 0 )T . On the image plane, the 2D projected motion vector (optical
flow) can be represented as v = (p − p0 )T = (x − x0 , y − y 0 , 0)T . Because the third
component of v (the focal length f ) is cancelled out, v = (p − p0 )T = (x − x0 , y − y 0 )T
is used instead.
As in [105], rigid motion for one point in the camera frame could be formulated
as
V = −T − ω × P,
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(5.2)

Ty

ωy

Tx

ωx

p
v
p’

Tz

ωz
Figure 5.1: Camera projection model

where T = (Tx , Ty , Tz )T is the translational component and ω = (ωx , ωy , ωz )T is the
rotational component. As in [105], each component of V can be represented as
Vx = −Tx − ωy Z + ωz Y,
Vy = −Ty − ωz X + ωx Z,
Vz = −Tz − ωx Y + ωy X.

(5.3)

To convert the motion in the camera frame to optical flow which is the projected
motion on the image plane, as in [105] the derivative of (5.1) can be calculated as
v=

dp
ZV − Vz P
=f
.
dt
Z2

(5.4)

By combining (5.3) and (5.4), components of v are derived as



vx





xy





 = ωx 
 + ωy 
f
f
vy
y2 + f 2

−x2 − f 2
−xy





 + ωz 

y





Tz x − Tx f



+ 1 
.
Z
−x
Tz y − Ty f
(5.5)
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As shown in (5.3) and (5.5), there are six motion parameters representing the rigid
motion of one point in the camera frame. Retrieving all these six motion parameters
from the two components, i.e., vx and vy of optical flow vector is an ill-conditioned
problem. It would be even harder to classify based on these motion parameters.
Therefore, to improve this situation, motion patterns are often restricted to a certain
number of degrees of freedom for specific applications. For ground vehicle applications, it is usually assumed that the vehicle travels on a planar surface. In [106], three
motion parameters, i.e. forward translation Tz , yaw ωy and pitch ωx were assumed for
a forward-looking camera (ground plane is parallel with plane XZ as in Figure 5.1).
In [107], two sets of motion parameters were discussed. One set was (ωy , Tx , Tz ) for
forward looking camera. Ke et al. [107] argued that Tx is not negligible. And in the
same paper [107], Ke et al. used a virtual downward-looking camera (ground plane is
parallel with plane (XY ) so that the motion parameters were selected as (ωz , Tx , Ty ).
The choices of motion parameters above were for ego-motion estimation tasks
which required high accuracy in parameter estimations. For obstacle detection tasks,
the accuracy requirement on motion parameters could be lower. After several experiments, it was determined that two parameters, i.e.(ωy , Tz ), as shown in Figure
5.2 could work well for obstacle detection for a forward-looking camera mounted
on a ground vehicle traveling on a planar surface. More importantly, with this twoparameter setting, the obstacle detection algorithm only requires simple linear algebra
which can be efficiently implemented in hardware for real-time performance. (5.5)
can be reorganized as



vx





 = ωy 
f
vy

−x2 − f 2
−xy





Tz x



+ 1 
.
Z
Tz y

(5.6)

This equation is composed of two parts, rotation and translation. The rotational
component is associated with ωy and the translational component is associated with
Tz . As seen in (5.6), the rotational component does not carry any depth information.
The translational motion is the one containing the depth information. The translational component must be decoupled from the rotational component first so that the
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de-rotated motion field can be analyzed to determine the obstacle’s distance to the
camera. With the description above, obstacle detection problem can be defined as:
Given a sequence of optical flow fields, estimate the two motion parameters yaw ωy
and forward translation Tz according to the planar surface assumption and indentify pixels with inconsistent motion pattern as obstacles. This algorithm attempts
to estimate the parameters one at a time and can be decomposed into three steps:
de-rotation (estimate ωy ), de-translation (estimate Tz ) and post-processing (identify
inconsistent points). Each step will be introduced individually as follows.

ωy
Tz

Figure 5.2: Obstacle avoidance illustration

Before proceeding, two more assumptions must be made.
Assumption 2 Ground plane occupies a dominant region of the image. With this
assumption, it can be assumed that the ground motion parameters can be extracted
from the optical flow field that contains obstacle pixels with inconsistent motion.
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Assumption 3 The XZ plane of the camera frame is parallel to the ground plane.
This assumption is valid if the camera is mounted on the vehicle correctly.
5.2.2

De-rotation
The motion field is studied first without any obstacle. With Assumption 1

and 3, it is shown below that on the image plane, depth is related to the y coordinate
and is independent of the x coordinate. Because the ground plane is in parallel with
the XZ plane, in camera frame the ground plane is formulated as
G : Y = Y0 .

(5.7)

A line l0 on the ground plane with the depth Z0 is

L:




Y = Y0



Z = Z0 .

(5.8)

and points on this line satisfy P = (X, Y0 , Z0 )T . According to projection equation
(5.1), mapping of P on the image plane is
p=f

P
X Y0
= (f , f , f )T .
Z0
Z0 Z0

(5.9)

Equation (5.9) depicts that line L with depth Z0 on the ground plane is mapped to
l : y = f ZY00 on the image plane if Assumptions 1 and 3 are both satisfied. In other
words, the depth of line L can be inferred solely based on its y coordinate on the
image plane and its depth Z0 is independent of x.
With the above observation, by extracting the vy component in (5.6), the
partial derivative of vy can be derived as
ωy
Tz y
∂vy
= − y + ∂(
)/∂x
∂x
f
Z
ωy
= − y = β,
f
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(5.10)

where β is the slope ratio for vy . β is fixed for each row, if depth Z is not a function
of x. This is true if Assumptions 1-3 are satisfied. Denote (vxi,j , vyi,j ) as the optical
flow at pixel (i, j), one βj can be calculated for each row while ωyj should be the same
for all rows. Least Squares (LS) estimation is used to correctly estimate βj . For row
j,
vyi,j = βj xi + αj ,
where αj =

Tz
y
Zj j

(5.11)

is the translational component which is constant for each row.

Without loss of generality, it is assumed that i = 1, 2, ..., 2n + 1 and xi = i − n − 1 ∈
[−n, n] and the LS solution for βj is
P
P P
(2n + 1) xi vyi,j − xi vyi,j
P
P
.
βj =
(2n + 1) x2i − ( xi )2
It is obvious that

P

i

(5.12)

xi = 0 and Equation (5.12) can be simplified as
P
xi vy
βj = P 2i,j .
xi

(5.13)

Besides βj , a confidence index cj can be calculated for each row which measures how
well this linear model matches the local signal,
P
( xi vyi,j )2
cj = P 2 P 2 .
xi
vyi,j

(5.14)

When most pixels in one row belong to the ground plane, cj will be close to 1. When
an obstacle is present, because its depth is different from the ground plane, the linear
model in (5.11) will not hold and cj will be smaller. cj is a good indicator of the
presence of an obstacle in one row.
5.2.3

De-translation
After the rotation parameter ωy is obtained, the rotational component can

be removed from vy . From Equation (5.9) and (5.11), the resulting de-rotated vy
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component
vyRi,j = αj =

Tz
Y0
yj = f 2 Tz
Zj
Zj

(5.15)

is fixed for each row as well. Again, the true value of the translation parameter Tz is
not needed for obstacle detection. Instead, the goal is to identify pixels with depth
values different from other pixels on each row. These pixels are considered to be part
of the obstacle.
To simplify the algorithm and make it fit for hardware implementation, the
mean of the de-rotated vy components is used as the translational component and
the de-translated vy component is derived as
k=j+m−1 i=n−1

vyDi,j = vyRi,j − v̄yRj = vyRi,j −

X

X

k=j−m

i=−n

4mn

(vyRi,k )
.

(5.16)

After de-translation, if one pixel belongs to the ground plane, its de-translated
motion component vyDi,j should be very close to 0. In comparison, a pixel on the
obstacle should have a larger de-translated motion component. The post-processing
step in the next section shows how obstacles can be located based on the de-translated
motion component value.
5.2.4

Post-processing
Ideally, after the motion field is de-rotated and de-translated, the residual

motion components will be zero for ground plane pixels and non-zero for obstacle
pixels. This is illustrated in Figure 5.3. G is a visible point on the ground plane if
there is no obstacle. O is the point on the obstacle which blocks point G. Based on
Equations (5.6) and (5.15), the projected vy motion component difference which can
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be measured from the optical flow estimation is formulated as
1
1
−
)Tz y
ZG ZO
YG
YO
= f Tz ( 2 −
)
ZG
ZO2
1
1
= cf Tz ( G − O ),
Z
Z

vy∆ = vyG − vyO = (

where c =

YG
ZG

=

YO
ZO

(5.17)

is the slope ratio for the line passing through point G and O. In

(5.17), Z G is the depth for point G and Z O the depth for point O. As in (5.17), the
motion difference is proportional to Tz (the translational motion of the camera) and c
(the line slope ratio), and the depth difference item. From (5.17), it can be concluded
as follows. If Tz = 0 (no translational motion), the obstacle will not be detectable
which agrees with the basic idea of using a single camera for depth estimation. Also,
assuming other parameters are fixed, the closer the obstacle is to the camera (smaller
Z O ), the bigger absolute value of (5.17) will be.

Imaging
Plane

Tz
YG

YO

y

ZO

Z

G

Figure 5.3: Depth difference diagram
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In practice, a threshold δ is used to convert the motion component difference
image into a binary image indicating the initial obstacle detection result as shown in
(5.18). Detecting obstacles in this manner has two advantages. First, the operations
can be efficiently implemented in hardware. Second, it avoids estimating the obstacle
depth Z O which is not a trivial task in many circumstances.

 1,
binit (x, y) =
 0,
5.3

if vy∆ (x, y) ≥ δ;
if vy∆ (x, y) < δ.

(5.18)

Hardware Structure
The hardware diagram of the obstacle detection module is shown in Figure 5.4.

In this diagram, the obstacle detection module is divided into three sub-modules: derotation, de-translation and post-processing. These sub-modules are fully pipelined
and concatenated in the pipeline. Detail explanation of each sub-module will be
presented in the following subsections.

Figure 5.4: Diagram of the obstacle detection module
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β
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Figure 5.5: Flowchart of de-rotation module

5.3.1

De-rotation Hardware Structure
To obtain an accurate rotation estimation, rotation parameters across multiple

rows are averaged to obtain an averaged parameter. The confidence index in (5.14)
is used as weights in averaging. The averaged slope ratio β̄ is expressed as
PN

j=1

β̄ = PN

βj cj

j=1 cj

.

(5.19)

Diagram of de-rotation hardware is shown in Figure 5.5. Pixelwise motion estimation
vy is the input and it is fed into rotation parameter estimation and the line buffer
at the same time. Depending on the number of lines (N ) to be averaged, the same
number of line buffers are concatenated before vy is de-rotated. At the same time,
the slope ratio βj and confidence index cj for each row are registered and shifted in
synchronization with the line buffer. Once the N sets of βj and cj are ready, they
are averaged as shown in (5.19) to obtain β̄. Selection of N is a tradeoff between
accuracy and processing speed. If N is small, e.g., 2, β̄ will be sensitive to noise or
even corrupted when there are many obstacle pixels in the row. This will cause a bias
in the translational component α as shown in (5.11) and this bias will be carried into
subsequent calculations. The bias is worse for the left-most and right-most regions
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in the image because xi has much bigger magnitude along image boundary as shown
in (5.11). If N is large, e.g., 20, it will require hardware resources for line buffering
and averaging βj across 20 rows. Also, when N is too big, βj will be over-smoothed
because of the difference of y as shown in (5.10). In this work, N is chosen to be 8.
With β̄ estimation, vy can be de-rotated to obtain vyR .
5.3.2

De-translation Hardware Structure
Similar to the de-rotation module, de-translated motion is calculated in (5.16).

The averaged translational motion is estimated by averaging the de-rotated motion
component across a certain number of rows. There is also a tradeoff which is similar
to the de-rotation setting. In this work, the row number is set to be 8 to achieve a
balance between accuracy and speed.
5.3.3

Post-processing Hardware Structure
The main purpose of post-processing is to filter out the false positives. After

vy motion component is de-rotated and de-translated, as shown in Figure 5.4, it is
binarized by applying a threshold to obtain the initial detection result as shown in
(5.18). The binary image binit is smoothed in spatial and temporal domain separately. The assumption behind spatial and temporal smoothing is that the obstacle
is coherent both spatially and temporally. By counting the initial detection results
in the spatiotemporal domain, random false positives can be detected. The spatial
smoothing calculates the number of initial deleted pixels in a local neighborhood.
The temporal smoothing updates the number of overall initial detected pixels in the
temporal domain. To efficiently calculate the sum of the detected pixels, the following
equation is applied
Sc = Sl + Sp − Sf ,

(5.20)

where Sc is the sum of current frame, Sl is the spatial sum of the current frame, Sp
is the sum of the previous frame and Sf is the spatial sum of the first frame in the
temporal volume.
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5.4

Experimental Results
The developed algorithm was implemented in VHDL and simulated in Model-

Sim to test its performance. The system was built based on the optical flow module as
discussed in Chapter 4. The obstacle detection module was appended to the optical
flow module to directly read out the vy component of the motion vector. This section
includes the following subsections: setup, software simulation results and hardware
simulation results. In the setup section, settings of the testing environment are discussed. In the software simulation section, the simulation results using MATLAB are
presented. In the hardware simulation section, results obtained from the hardware
test bench are given.
5.4.1

Experiment Setup
There are two stages in the algorithm development and hardware design. The

first stage is simulation in software and the second stage is hardware implementation.
In software simulation, algorithm is tested to achieve the best performance using
the optimal algorithm framework. It does not consider any constraints for hardware
implementation. For example, it uses floating point computations and optimized
codes. In the second stage, the algorithm developed in the first stage is converted into
hardware. Because of hardware resource limitations, the algorithm has to be revised
to be fit on the hardware, e.g., fixed point computations and simplified algorithm.
These kinds of revision significantly affect algorithm performance. Extra care is taken
to minimize their effects. In this section, both software and hardware simulation
results are given for comparison to explain the effects of realizing software-based
algorithms onto hardware.
Software simulation was coded in MATLAB. The video was captured by a
SONY SD CCD camcorder. The computing platform was a Lenovo T61 laptop with
a 2.4GHz Intel Core2 Duo T8300 CPU and 2Gb memory. The software version of
the algorithm uses floating point operations and contains complicated computations
to obtain better motion estimations which benefit spatiotemporal smoothing in postprocessing. Important parameters such as the spatial and temporal smoothing mask
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sizes are the same for both software and hardware. Another difference is that the
video captured by a camcorder had better picture quality than the CMOS camera
installed on our test vehicles. Also, the camcorder has a wider range of focal length
which is desirable in practical application.
Hardware resources used by the obstacle detection module is listed in Table 5.1.
The obstacle avoidance module does not consume many resources by itself. As shown
in Table 5.2, when this module is integrated into the whole system, it substantially
increases the overall resources utilization. This is because the FPGA has already
used a large amount of hardware resources before the integration. After the obstacle
avoidance module is integrated, the situation is worse because it takes extra resources
to incorporate the new module which deteriorates the situation further.

Table 5.1: Resources utilization for obstacle detection module.

Hardware resources
Slices
Flip Flops
4-input LUTs
DSP48s

Number Percentage
1679
6.7%
2069
4.1%
2934
5.8%
11
8.6%

Table 5.2: Overall resources utilization before and after integrating the module.

Hardware resources
Occupied Slices
Flip Flops
4-input LUTs
DSP48s

Number Percentage
Before integration
22,483
88%
24,070
48%
31,866
63%
37
28%

Number Percentage
After integration
25,278
99%
30,368
60%
45,240
89%
48
37%

Due to hardware resource limitations, the whole design could not be fit on
the current hardware platform. To simulate the performance, the obstacle detection
module had to be run offline and it was not directly connected to the hardware system.
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The input to the obstacle detection module is the vy component of the motion vector.
To get the simulation result, the optical flow calculation ran first to obtain the motion
field for image frames captured by the camera. The vy motion component was then
transferred to the GUI through the USB interface and saved as a video file. The video
file was uncompressed to assure the data were lossless. Video file was then parsed
into frames and stored as text files. Each saved vy frame was loaded into the obstacle
detection module through the test bench. The test bench also controlled the output
logics and saved the obstacle detection results.

Obstacle
Avoidance
Module

Figure 5.6: Test bench setup

5.4.2

Software Simulation
In this section, a sequence of testing images is presented to illustrate the obsta-

cle detection algorithm. These images include the original image and the intermediate
results obtained from the different stages in the algorithm. Figure 5.7(a) shows one
frame of the original video sequence. The video was taken by mounting a camcorder
on the truck and manually moving the truck. As shown in Figure 5.7(a), there are
several obstacles in the scene. In the front, there are two boxes located on the left
and the right separately. In the back, there are two trash cans, a refrigerator and
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a wall behind them. The truck was manually driven toward the wall and the video
was taken as it was moved. Figure 5.7(b) shows the estimated motion field from the
video sequence featured by Figure 5.7(a). The motion estimation algorithm is the
improved algorithm discussed in Chapter 4. It can be observed that the motion field
of the ground plane is smooth because the carpet carries abundant texture while the
motion field of the refrigerator and the wall is noisy due to the absence of texture.
In Figure 5.8(a), the vy component of the optical flow field (Figure 5.7(b))
is normalized and displayed as a pseudo-color image in order to display the motion
field distribution better. In this image, the lower the color temperature, the smaller
value is at that pixel and vice versa. As shown in the figure, values at the lowerleft corner are smaller compared to those at the lower-right corner. The difference
between these two lower regions represents the existence of a rotational motion field as
shown in Equations (5.5) and (5.10). In Figure 5.8(b), the de-rotated vy component
is also normalized and displayed. Compared to Figure 5.8(a), it can be seen that
the rotational component is diminished after the de-rotation operation. In softwarebased design, de-rotation is not performed if the index cj (5.14) on row j is below
a certain threshold. If cj is below a certain threshold, the vy component in that
row cannot be approximately well with a linear model. This may be caused by the
obstacle points or noisy motion estimations. As a result, βj in Equation (5.13) cannot
be extracted reliably from the motion component in row j. After the de-rotation
opertation, the motion component is subtracted by an offset which is considered as
the translational motion. The translational motion is estimated by averaging the derotated motion field in the ground area which has high cj values. By subtracting an
offset, the normalized image looks exactly the same as Figure 5.8(b). The normalized
de-translated image is not displayed here since it is identical to Figure 5.8(b).
After the motion component is de-rotated and de-translated, a threshold is
applied to binarize the resulting image. Figure 5.9(a) shows the binary image by
imposing a threshold of 0.5. Obstacle pixels are marked in black. By applying the
spatiotemporal smoothing, false positives are filtered out at the cost of removing some
true positives which is tolerable if the removal of true positives is only a small amount.
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(a) One frame of testing video

(b) Corresponding motion field of Figure 5.7(a)

Figure 5.7: One video frame and its corresponding motion field
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(a) vy component of motion field as in Figure 5.7(b)

(b) De-rotated motion field vyR from Figure 5.8(a)

Figure 5.8: vy component before and after derotation calculation
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The final obstacle detection result is shown in Figure 5.9(b). As shown in the figure,
some false positives in the lower region of the image are removed because of their
discontinuity in the spatiotemporal volume. Figure 5.10 shows the raw image overlaid
with the final detection result. To better demonstrate the result, the detected obstacle
pixels are marked in brighter color. It can be observed that the detection result
accurately spots the obstacles and the result shows very low rate of false positive.
Although not the whole obstacle objects are indentified, the result can be further
improved by post-processing across consecutive frames.
5.4.3

Hardware Simulation
Because of resource limitations, the obstacle detection module could not be

integrated into the same FPGA with the optical flow estimation module. The simulation setup is shown in Figure 5.6. In the hardware simulation, a video sequence was
captured by a CCD camcorder and fed into the motion estimation module to obtain
the optical flow field. The produced motion field was then converted to the format
understood by the testbench. Obstacle detection results are obtained by running
the simulation model and saving the results from the testbench. In Figure 5.11, the
results of the obstacle detection hardware simulation and software simulation results
are compared.
From the comparison of results, it is observed that the hardware simulation
result contains more false negatives and false positives than the software simulation
result. Some reasons are concluded on the performance degeneration:
• In the hardware design, because of the limited resource, the possible number of
rows used for averaging the rotation parameter in Equation (5.13) is very limited. In comparison, linear fitting is used in the rotation parameter estimation
which allows fitting the rotation parameter for one row from its neighboring
rows. This is helpful when the rotation parameter for a specific row cannot be
accurately estimated because of obstacles or other causes.
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(a) Initial obstacle detection result

(b) Final obstacle detection result after spatial-temporal smoothing

Figure 5.9: Binary masks indicating the initial and final obstacle detection result
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Figure 5.10: Overlaying the original image with the detection result

• The fixed-point based calculation in the hardware lowers the accuracy of the
motion parameters estimation, e.g. the rotation parameter. The small difference in accuracy will be amplified at the left and right side of the image by
multiplying by x coordinate as in Equation (5.11). This effect is visible in the
lower left region of Figure 5.11(a).
The purpose of the hardware design in this dissertation is to prove the feasibility of implementing the proposed obstacle detection algorithm on the FPGAs.
Further research can be conducted on optimizing the hardware design to achieve
better accuracy.
5.5

Conclusions
This chapter presents an example application of the optical flow sensor for

small UGV navigation tasks. One important constraint on UGV applications is the
computation power which is restricted by the available computation platforms. The
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(a) Hardware simulation results

(b) Software simulation results

Figure 5.11: Comparison between obstacle detection hardware simulation and software simulation results
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traditional computationally expensive algorithms are not suitable for UGV applications. Using the developed real-time optical flow sensor which is implemented on a
low power, compact size FPGA platform, an efficient algorithm has been developed
to detect obstacles in the pathway by analyzing the motion field.
With the assumptions about the camera geometrical model, the driving terrain, and the UGV motion pattern to simplify the problem, only the vy component
of the optical flow vector is needed to locate the obstacles. The obstacle detection
algorithm consists of three main steps. First, the motion field is de-rotated to obtain
a motion field without rotational motion. To estimate the parameter of the rotational
motion, the classical Least Squares method is used to analyze the image of the vy
component row by row. Second, the de-rotated motion field is then de-translated to
remove the effects of translational motion. The parameter of translational motion
is estimated by weighting the de-rotated motion field across multiple rows. Third,
by applying a threshold, the processed motion field is converted to a binary image
which is used as the initial obstacle detection result. To suppress noise in the motion
estimations, the initial detection result is post-processed to obtain the final result by
assuming the spatial and temporal continuity of the obstacles. The final detection
result is saved in the memory as a temporal sequence. An old resulting frame is
shifted out from the temporal sequence as the incoming new frame becomes available
and the sequence can be used for future detection.
Architecture of the targeted hardware platform (FPGA) is taken into account
during the algorithm development process so that the algorithm could be efficiently
implemented. One representation is that the algorithm is developed to use the vy
component only. This simplifies the hardware logics and lowers the memory bandwidth requirement. Also, the developed algorithm uses simple arithmetic operations
to save hardware resources.
The obstacle detection algorithm has been developed in the VHDL language.
An effort was made to put this design on the same FPGA which contains the optical
flow module. However, the available FPGA (Xilinx FX-60) does not have enough
capacity to include both modules. To verify the performance of this design, both
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software and hardware simulations have been performed. Results have shown that
this algorithm is able to detect obstacles on real testing video sequences.
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Chapter 6
Conclusions and Future Work
This dissertation presents a new and accurate optical flow algorithm that is
suitable for hardware implementation. The development of a standalone vision sensor
using this optical flow algorithm is discussed. An application of using this embedded
vision sensor for obstacle detection for a small UGV is demonstrated. The research
work is motivated by the fact that foreseeable rapid growth of intelligent vehicles is
on the horizon. In 2001, the U.S. Congress mandated that by 2015, one third of
military vehicles should be unmanned, and that number will go up to two thirds by
2025. Besides military applications, unmanned vehicles have found their applications
in civilian areas such as hazardous area exploration, remote surveillance and other
missions which are dangerous for human onboard operators.
The prerequisites for navigating an unmanned vehicle are different types of
sensors which can perceive the vehicle’s status and environment such as speed and
position. To an intelligent vehicle, these sensors are just like eyes and ears to humans.
Without them, the vehicle would just be blind and deaf. For driving, among all other
information sources, visual signals are by far the most important for human drivers.
Correspondingly, a vision sensor which can process and interpret visual signals will
be of great practical value. With current advances in computer vision research, it
is extremely difficult to design a sensor which can imitate the human vision system
or even come close to this goal. Instead, one practical way is to abstract important
visual features and apply image processing or computer vision algorithms to extract
one or more features.
In this dissertation, motion (optical flow) sensors and their applications are
the main research focuses. As discussed in Chapter 1, motion is an important visual
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cue for many creatures including human beings. For human drivers, motion is used
for time-to-impact estimation, egomotion calculation, obstacle detection, etc. Despite all the advances in technology, motion estimation sensor development remains
a challenging task. Motion estimation algorithms operate in the spatiotemporal domain which has a large amount of data and, therefore, requires extensive computation
power to process. In addition, certain requirements on size and power requirements
are often imposed on motion sensors for practical uses. These constraints prevent
traditional CPUs-based motion estimation algorithms from being incorporated into
embedded motion sensors.
In this dissertation, an FPGA was used as the platform for motion estimation.
Due to the significant differences between FPGA and CPU architectures, traditional
software-based algorithms are not fit for FPGA architectures. Based on this observation, two algorithms and their corresponding architectures were developed in order to
achieve accurate and real-time performance. To validate these algorithms, software
simulation codes were carefully designed to evaluate the performance before implementation. After software simulations, these two algorithms were implemented on
two FPGAs platforms. Real results have shown the effectiveness of these algorithms.
With a valid optical flow sensor, research on applying optical flow to obstacle detection was further investigated. Similar to the optical flow algorithm development, an
obstacle detection algorithm was designed for implementation on an FPGA platform.
Tradeoffs were considered throughout the design to balance accuracy and efficiency.
Due to the limitations on the available FPGA resources, the obstacle detection algorithm could not be integrated into a single FPGA with the optical flow module. In
order to verify the effectiveness of this algorithm, software and hardware simulation
results were given.
6.1

Contributions
The contributions of this research work are summarized as follows.
First, a lightweight tensor-based algorithm was developed. This algorithm

adopted the concept of a tensor to represent local 3D motion orientation in spa98

tiotemporal volume. Tensors have been used by many algorithms in the literature
and proved to be a robust, accurate and powerful way to represent motion orientation.
However, after extensive studies, it was determined that all existing tensor-based algorithms were not suitable for FPGA architecture. With optimization, a tensor-based
optical flow algorithm and its fully pipelined architecture were developed. Key parameters determining the algorithm performance were indentified. At the same time,
rough resource utilization under different parameter settings was quantized in order
to evaluate quantitatively the tradeoff between performance and efficiency. Experimental results revealed high accuracy and resource efficiency of this design.
Second, based on the first algorithm, a robust optical flow algorithm using
a ridge estimator was developed. The motivation for improving the first algorithm
was the availability of a better FPGA platform which could accommodate more complicated algorithms. Due to hardware resource limitations, the first algorithm was
simplified to a level that the collinear problem became a serious issue and produced
erroneous estimations. These false values propagated to the neighboring estimations
through the smoothing process. The ridge estimator was developed to suppress erroneous estimations. Also, from analyses and simulations, it was found that incorporating temporal smoothing could significantly improve accuracy. New hardware
architecture was developed to include temporal smoothing in hardware implementation. This new hardware architecture had two parts. One was used to calculate the
gradient vectors and stored the results in the memory. The other part read the results
from the first part and calculated optical flow values. This new algorithm achieved
a remarkable improvement on accuracy. The tradeoff was that the new architecture
was not fully pipelined and had lower throughput compared to the first design. However, the system was not able to run at maximum throughput anyway due to the bus
bandwidth bottleneck of the current hardware platform. Therefore, higher accuracy
with adequate throughput is more valuable in practice.
Third, as an application example, an obstacle detection algorithm was developed to detect obstacles in the pathway. Similar algorithms in the literature usually
assumed a general motion pattern, and to retrieve the motion parameters, required
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complex computation steps and long processing time. In order to make it feasible
to realize a standalone obstacle detection sensor, an efficient and hardware-friendly
algorithm was developed. Instead of assuming a general motion model, a simplified
but valid motion model was used. With this motion model, only one component in
the optical flow vector was needed, and the obstacle detection task was decomposed
into three steps. The first step was to de-rotate the motion field. The second step was
to de-translate the motion field based on results from the first step. The third step
was to post-process the resulting motion field and obtain a robust detection result.
All of these steps were implemented efficiently into the hardware pipelined structure.
The overall methodology in this research was to start from simple but feasible
solutions. After these solutions had been realized and tested, improved algorithms
could then be developed to take the advantages of a better computation platform that
became available after the development of the first and simpler version algorithm.
The fourth contribution worth mentioning is that the developed optical flow
algorithms have been used by other researchers as a typical class of computationally
extensive tasks to compare the performance of different hardware parallelism architectures. These architectures include FPGAs, GPUs and MPPAs. Very interesting
and insightful conclusions have been drawn from these comparisons, and will benefit not only the computer vision society but also other research areas such as high
performance computing and hardware parallel architecture.
6.2

Future Work
There are several areas in which this work can be further improved: more tests

on the optical flow module, multi-FPGA platform architecture research, integration
of vision sensors in UGV control loop and improvement of the obstacle detection
model. Improving these areas will have a positive impact on the applicability of the
obstacle detection sensor, so that it can be installed onto the small UGVs or other
ground vehicles to monitor road conditions in real time. This proposed future work
will significantly improve the sensor quality.
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In this dissertation, the Yosemite sequence is the only testing sequence with
ground truth. The Yosemite sequence has been widely used in the literature and
it is the most common benchmark to compare the performance of one optical flow
algorithm to others. With the development of optical flow algorithms in recent years,
new evaluation methodology and sequences have been designed [108] to provide a
more comprehensive and objective testing method. Therefore, the proposed optical
flow algorithms in this dissertation should be tested using the new method to better
understand their advantages and limitations.
When more complicated and computationally intensive algorithms need to be
implemented, the current single FPGA platform may not be able to offer enough
capacity. A multi-FPGA platform is a possible solution to this problem. When the
capacity of a single FPGA is exceeded using current technology, a multi-FPGA solution can offer more computational power than merely using higher end FPGAs. In a
multi-FPGA design, hardware pipelines can be divided into separate partitions which
can then be realized on different FPGAs. Data flow and control signals are communicated between FPGAs through normal or high speed I/Os. Data flow control and
synchronization pose new challenges in algorithm development, FPGA implementation, simulation and verification. Another possibility is to design a heterogeneous
system which includes different architectures so that different architectures can process different segments of the algorithm depending on different architecture properties.
One simple example is using DSPs with FPGAs in which case FPGAs are usually
better at repetitive fixed-point operations while DSPs are more suitable for general
and floating-point operations.
With a more powerful computation platform, it would be possible to integrate the obstacle detection, obstacle avoidance, and control modules onto the same
hardware platform with the optical flow module. However, the obstacle avoidance
algorithm for path planning and the control module are not the focuses of this work
and are not included in this dissertation. The goal of the obstacle avoidance module
would be to map the obstacle pixels on the 2D image to 3D coordinates and determine
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an optimal path for the vehicle. The control module would then compute the servo
control signals according to inputs from the obstacle avoidance module.
As discussed previously, the motion model used in the obstacle detection algorithm might be violated in some terrains or driving conditions. With more computational power, more general motion models can be developed to accommodate
for more general environments. Also, it is possible to use the optical flow sensor for
Unmanned Aerial Vehicle (UAV) applications which have the most general motion
patterns and require a higher processing speed.
6.3

Summary
Computer vision systems with real-time performance are attracting researchers

in the computer vision research communities with the bloom of different available
architectures. This is a great opportunity but also a big challenge for researchers
to explore in this new multidisciplinary research area which requires knowledge in
computer vision, different computing architectures, electrical engineering, etc. In this
dissertation, classical optical flow algorithms were researched in the new field of parallelism computation. Efforts of optimizing algorithms and designing parallel hardware
architectures were made to realize the real-time optical flow sensor. An obstacle detection algorithm and its hardware architecture were also designed to demonstrate
the practicality of a real-time vision sensor. Beyond the specific area in computer vision research, this dissertation is an actual example of the design process of realizing
computationally expensive algorithms on a parallel hardware structure. Also, it can
be used as a platform to compare the performance of different parallel architectures
on a specific category of algorithms.
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