Going back to Weyl's celebrated article on the asymptotics of Dirichlet regions in two dimensions, there is an enormous literature on Laplacians associated to regions of R". Much of the literature is on the Dirichlet case which is easier, in part, because of compactness results. In this paper, we want to contribute to the study of the Neumann case, most particularly to identify the essential spectrum for Neumann Laplacians for some special regions.
Given an open region, Sz, in R", we let 9(--d:) be the set of all functions in L*(Q) whose distributional gradients are in L, and we define -A: via the quadratic form relation It is a well-known result of Meyers and Serrin (cf., e.g., Adams [ 11, Gilbarg and Trudinger [lo] ), that the functions in 2!( -d$) which are C" in the interior are dense in 2!( -A$). The closure of C:(Q) is the form domain of the Dirichlet Laplacian.
Dirichlet Laplacians of bounded regions have discrete spectrum since it is not hard to show their resolvents are compact. On the other hand, it has been known for many years that Neumann Laplacians of bounded regions need not have purely discrete spectrum. Mind you, if the region is sufficiently regular, the Neumann Laplacian is compact-for example, if there is a piecewise smooth boundary. The following is an example of a region going back at least to Courant and Hilbert known as "rooms and passages."
To construct a typical rooms and passages domain (as shown in Fig. l) , take a sequence of rooms (= open rectangles R,, contained in the unit ball of R2, k EN, R, symmetric with respect to the x-axis, and such that R, n 17, = @, k #j), which are joined together by passages (= rectangles Pk, k EN, P, symmetric with respect to the x-axis) of height much smaller than the height of the adjoining rooms R, and R, ~, .
If the passages are narrow enough, the Neumann Laplacian for this region has 0 in the essential spectrum. For, let 4, be a function which is a large constant in the n th room and which drops linearly to 0 between the room and the midpoint of the adjacent passages. Choose the constant so that d, has norm 1. Since they have disjoint supports, the 4, are orthonormal. The size of l/Vd,J is proportional to the width of the passages adjacent to box n and that can be made arbitrarily small.
One of the goals in this note is to actually show that for the rooms and passages example, the essential spectrum is exactly {0}, if the passages are narrow enough. Our main theorem is If S contains 0, we will be able to construct Sz as a modification of rooms and passages-essentially, we will add a partition accross each room with a hole in it. For general S, we will modify instead another class of regions known as "combs."
To construct combs (as shown in Fig. 2 ), we attach a sequence of teeth (i.e., rectangles of bounded length and shrinking width) to a fixed square Q c R*. Here it is somewhat simpler to stack the teeth together instead of having empty space between them.
Basic to our entire strategy is that one can decouple into simpler regions. In the rooms and passages type regions, we will decouple into separate rooms and passages; in the combs, we will decouple the teeth of the comb from the handle Q. In the rooms and passages, the barriers we put in will have Neumann boundary conditions on the room side and Dirichlet conditions on the passage side. What we will show is that putting in such barriers on the infinity of room-passage joins will mean a compact perturbation of the resolvent so long as the passages are narrow enough (and a trace class perturbation on the level of squares of the resolvents). Since aPSS is left invariant under compact perturbations, we will reduce the determination of the essential spectrum to that of decoupled regions. Since each individual region has discrete spectrum, the essential spectrum will be the set of limit points of spectra of the regions and that will be easy to compute.
The somewhat surprising element of our decoupling is that from the passage side, the boundary condition is Dirichlet. We call this the organ pipe lemma because it is a reflection of the known fact that closed and open organ pipes have opposite boundary conditions. The reason that eigenfunctions in the passages must vanish near the boundary of the passage is the following: Because the passages are so small, for them to matter, the wave function must live in the passage and not much in the rooms. If these functions were not much smaller at the edge of the passage than in the middle, they would "leak" out into the rooms. This idea is made precise in Section 1, where we investigate the behavior of eigenvalues, eigenfunctions, and resolvents of the Neumann Laplacian on two domains Q, and Sz, which are joined by a passage of width u', in the limit of u' going to zero (Propositions 1.4 and 1.5). In Proposition 1.9, we deal in a similar manner with the situation where a family of small handles is attached to a fixed domain Sz,. There has been previous discussion of the effect of narrow passages and handles, not unrelated to our organ-pipe lemma; see Jimbo [11] and Arrieta, Hale, and Han [3] .
In Section 2, we construct rooms and passages domains Q by successively joining a sequence of rooms by narrow passages and obtain normresolvent convergence of certain approximating Laplacians H, to --AZ. As in Simon and Spencer [16] , the spectral results then follow from the fact that (H, + 1 )-' -( -A", + 1) p2 is trace class. Upon replacing each room in the above construction by a small rectangle with a partition, each of these modified rooms will contribute (to the spectrum of H,) an eigenvalue 0 plus another low-lying eigenvalue ik, while the remaining eigenvalues will be very large. By this construction, we can achieve to have ces,,( H, ) = { 0} u {limit points of { jbk} f.
(Domains similar to a union of finitely many rooms and passages have been used by Colin de Verdiere [4] to specify a finite part of the Neumann spectrum.)
In an analogous manner, we analyze combs in Section 3, beginning with simple combs of the type described above and then proceeding to combs with small teeth Dk where each D, has a partition (with "door"j to make sure that each D, contributes precisely one low-lying eigenvalue Ak to the spectrum of the fully decoupled comparison operator. As a consequence, we find that the essential spectrum of the Neumann Laplacian is given as the limit set of the sequence {l.k}. Since this sequence can be preassigned in the construction of examples, Theorem 0.1 follows.
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ORGAN PIPES
In this section we analyze the Neumann Laplacian on domains consisting of two "rooms" which are joined by a' narrow passage of width w, w small. It turns out that we have a natural Dirichlet boundary condition on the sides of the passage attached to the rooms (corresponding to the natural boundary condition for the pressure in an organ pipe at its open end). To be more precise, we will see that the resolvent of the Neumann Laplacian on the full domain is well approximated (in the operator norm) by the resolvent of a certain decoupled operator which has pure Neumann boundary conditions along the boundary of the two rooms and mixed Dirichlet and Neumann boundary conditions for the passage.
Here a word about the definition of Laplacians with Neumann or mixed boundary conditions is in order. For a general open domain Q c R", the Neumann Laplacian is most naturally defined via quadratic forms, starting from the Sobolev space Z'(a) = W1,2(Q). This Sobolev space may be obtained as the completion of the function space u-e cm(Q) I llfll xl(a) < CE ) under the norm I/./I, = I/ II 21Cn,, where llfll i@(Q) = i IfI'+ lV12. n Then -A", is defined (as in Reed and Simon [ 1.5, Sect. X111.151) as the unique non-negative, self-adjoint operator whose domain 9( -A$) is contained and dense in Z'(Q), and which satisfies
Similarly, Laplacians with mixed Neumann and Dirichlet boundary conditions can be defined in the following way. Suppose r= rc &2 is given. Let be the completion of {"f-e Ccc(Q) I llfll X'(Q) < 003 SuPPfn l-= 0) and consider the unique self-adjoint operator associated with Z':(Q); this operator will be said to be the Laplacian on Q with Dirichlet boundary condition on I-and Neumann boundary condition on &2 -K For u ~9( -A:), we have the a priori information UE 2'(Q) and Au E L*(Q), but for irregular domains it may be very hard or impossible to obtain useful bounds for sup 1~1. In Lemmas 1.1 and 1.2 we shall show, instead, that control of the X1-norm gives certain precise bounds on for small rectangles S (we are in R2 now). These bounds will subsequently play the role of a weak substitute for a Dirichlet boundary condition in Lemma 1.3. Applying Lemma 1.1 to Q*, we obtain with C, = h112( 1 + 2/h), and the result follows. Q.E.D.
In the subsequent lemma we consider a passage P,. = (0, L) x (0, w) of fixed length L and width w 6 L, with two adjoining rectangles S, and S, of length E= 1,. = w112, S, = (-l,O]
x (0, w), and S2 = [L, L + 1) x (0, w). Let -dpN denote the Laplacian on P,, with Dirichlet boundary conditions at the ends of P,. and Neumann on the long sides of P,.. Also, let denote the eigenvalues of -A2y, repeated according to their multiplicities, and let {$/I,eN denote a complete orthonormal set of eigenfunctions satisfying Clearly, any function o in the form domain of -A$, which is orthogonal to rl/,, . . . . )(/k satisties the inequality We wish to extend this property to a family of functions v, E X"(S, u P, u S,) which do not really obey a Dirichlet boundary condition, but instead, satisfy the condition s u,, = o(w/'!*) as w +O.
S, LEMMA 1.3. Let kE N, he fixed. Suppose we are given a family t&l&l;;; 1 off unctions v,, E X'(S, u P,. u S,) which satisfy the following (i) llv~,.ll:~(s,"P,~"s~~' < Co, 0 < w < 1, for some constant C,. (ii) (~,,.,ll/~)+O, w-+O,j=l,..., k (iii) iSs, v,,.I <Awl'!", q = 1, 2, 0 < w < 1, for some constant A.
Then, ,for any E > 0 there exists w, such that 11v4 P,,.II%P~+, IIU,, r ~,,.ll*--~ 0 < w d w,;.
Remark. We will apply this lemma only in cases where (v,,,, $j) = 0, j = 1, . . . . k.
Proqf: Again, we may assume u,. E P(S, u P, u S,). On S, u P,. u S, we define the functions I? = v",, by 6(x, y) =; j-; v(x, z) dz. by the following easy argument. Let hi= lu"(xi) -G(<,)\ for i= 1, 2, so that lG(t;, y)l Q Al-"' + hi for 0 <y d w. Using the trivial inequality
we obtain implying so that hf d C,f/w, and (1.3) follows. Now let 4 =4(x, y) be the (affine) linear function on P, which makes
O<y<w.
By (1.3) (and since the length of P, is held fixed), we have llill: = ww*'2)T w + 0. (by (ii) and (1.2)) we obtain irw-4 r pwil~3~k+,~li~~-4~ r p,,.Ii2-4W for 0 < w < w:. Using (1.1) and (1.4), it finally follows that for 0 < w < w!, and we are done. Q.E.D.
We now consider two domains LZ, and 52, in R2, Q, n 52, = a, with piecewise smooth boundaries and (-A",u + 1))' compact, joined with a passage P, = (0, L) x (-w, w), as shown in Fig. 3 . Note that we prefer P,. to be symmetric with respect to the x-axis, in this context. We require our domains 52, and Sz, to satisfy the following two conditions:
and (L,L+s)x(-s,s)c!S2, for some s > 0. We require conditions 1 and 2 because it simplifies notation, and because they are satisfied by the examples we try to understand. They could be relaxed to require only that the boundary of the domains be smooth (with non-zero x-derivative) around the points where the passage is attached, and that 852, intersects the line segment [0, L] x (0) only once, for q = 1, 2.
We define Pi It is our aim to show that the differences of eigenvalues Jtii(w)--Xi(w) (and eigenfunctions cpj(w) -@ji) go to zero as w -+ 0. To avoid notational difficulties in the case of degenerate eigenvalues, we consider the spectral families {E, } j. E n and {E, } j, t R for H,. and R,. and prove the following: 
Proof
Let 0 = /ii < ,ZZ < . . < bk < . . denote the points of cr(fi,,,) and let k, E N be such that bko < A, and fik,, + , > A. Note first that for w small enough, j, < n + 1 and xi < /i + 1 are independent of w.' Without loss of generality, we may assume that In -j&,1 > E, l/i -&,+ iI > E, and that E is small enough so that the 2E-balls around the points ,C,, . . . . bko do not intersect. ' Although this is not essential for the proof, it slightly simplifies the picture. On the other hand, UE~?(E~~,) implies llVull* < (A-E) uu(12, in contradiction with (1.6) and I,+ i > ;1. This proves (ii).
(B) Denote the points where the s-balls around the Fk, 1 6 k < k,, intersect the real line by x1 < ... < xj < . . . < xzkO, so that xzk = fik + E, X2&, = jik -s, and let x0 = -co. Defining it is evident that PI = $ = 0 (as x1 = --E and x,, = -co), and that @ = 0 for j odd. Applying (i) and (ii) successively at the points xj, it is easy to see that all eigenvalues of H,, in [0, A] lie inside the intervals (kk -8, jIk + a), k=l , . . . . k,; furthermore, if p E a(fi,.), p < /1, is an eigenvalue of multiplicity m, then there are precisely m eigenvalues of Hi inside the Z&-interval centered at this ,u, counting multiplicity.
(C) Finally, we are in a position to prove that, for w small,
There is nothing to be proven for j= 1, and we assume now that the assertion holds for 1, . . ..j-1 < 2k,. By part (B) of our proof, we have dim 9?(q) = dim a(?). This implies II~~-~~~II'~2E/d+o(l), as w + 0, since E <d/4. Repeating the same argument for the eigenfunctions qP+,, . . . . QP+,,-, and using (1.7) it is easy to see that ~~9$-~~~ <s for w small enough.
Q.E.D.
Using Proposition 1.4, it is now straightforward to estimate the difference of the resolvents of H, and 8,. for 0 < w < s. Now let w,. > 0 so small that the xi(w) E [O, n + 1] are independent of W, for 0 < w 6 w,,, and suppose that p EN is such that x,(w) Q /i, while xp + , > A, for 0 < w < w,,. Finally, let KE N be such that ,iik-i <A, while ,LiK> /i. Let 0 <E <.s' be such that the 2s-intervals around the points fik, k = 1, . . . . K, do not intersect, and let x2k = bk + s, XZk ~ i = pk -E, q. = E, -E,, , B = B, -E,+, , j = 1, . . . . 2K, as before. For the first statement
Here the last two terms are bounded by 2/1-' < 2s'. In the sum, the contributions coming from j odd are zero. For j even, j = 2k, say, note that
.q(A,+ l)-'=(jik+ 1))'3 and so that (E < l/2, without restriction)
Using Proposition 1.4, it is now easy to obtain the first statement. For the second statement, we proceed in a similar way:
Here the last two terms are less than E', by (1.8). In the sum, we again have to consider j even only, where we now estimate
for w small, by Proposition 1.4, and the result follows. Q.E.D.
On the intervals of length w, where the passage P, meets the rooms O,, the decoupled operator A,, has Neumann boundary conditions from the side of the rooms and Dirichlet boundary conditions from the side of the passage. As we will see now, we might as well decouple with a pure Dirichlet boundary condition on these intervals. In view of later applications, we consider 'the Neumann Laplacian on a domain !C2 and investigate the influence of a Dirichlet boundary condition on the interval Proof: Suppose we associate the objects E,,, cp,, ,uk, E, with the operator -AZ, and xi, etc., with -A&,, as in the proof of Proposition 1.4. While the basic strategy of proof is the same as the one leading to Propositions 1.4 and 1.5, we now use the ,uk's instead of the jik's as reference points, the pLk being independent of 6. Furthermore, there are substantial simplifications in the details; in fact, we shall need neither Lemma 1.3 nor the extension process 4, H qi. In particular, the estimate
is now an immediate consequence of the fact that -A", < -A&, in the sense of quadratic forms. Let E > 0. To obtain the estimate dim B?(E,) <dim B(E,+,), This concludes the preparations needed for Section 2. We note at this point, that our proofs can be easily modified to obtain results similar to Propositions 1.4-1.6 in dimensions n > 1 (the condition m > 1 in Proposition 1.5 then must be replaced with m > n/2).
For the construction of various combs in Section 3, we shall need variants of Lemma 1.3 and Propositions 1.4 and 1.5 adapted to the situation where a thin "tooth" or handle is attached to a given domain. In view of Theorem 3.7, we will allow for the handles to be slightly more general than mere rectangles.
We begin with a variant of Lemma 1.3, dealing with a family of handles D,, 0 < w < w0 < 1, which are of the following type: for 0 < w < wO, each With the above notation and assumptions we have the following lemma. where ~,(x)E C?(R) is such that q5Jx) = 1 for x> ,/%, d,(x)=0 for x<O, O<qS,< 1, and max Id',1 <2~-'/~. As in the proof of Lemma 1.3, the assumption llVul12 6 C implies II U, 11' = O(w2) for w small, so that IIv -fill --+ 0. To estimate IIV6ll 2, we first observe that 8, U. = 0, so that On the other hand, looking at the x-derivative a,iY= a,U, + d',(x) U, + 4wwax u,, we first note that s I&(x)l' IU,12<max l&l2 IIU,)12<Cw~1w2. h, Furthermore, as q = 0 in U,, and q 2 1 in U,, Fibini's theorem implies (a, U,,, a, U1 ) = 0 and it follows that j h,. Wl'=j h, l~,Uo12+ s,,, 14w4x)12 l&u,12+o~'~2) < s Jd,u12+ o(w1'2). h, We therefore conclude that IIVY"\\* d llVul12 + O(w"'). The rest of the proof is similar to the proof of Lemma 1.3; here, however, we will have to subtract from i7 a piecewise linear function which is 0 for x 2 &, Q.E.D.
We now join handles of the type described above to a fixed domain 52cR2, where we assume that for some s0 > 0, and QnD,=@, O<w<wo.
We will also require D, n {(x, y) IO < x < w"~} = (0, WI/~) x (0, w) which implies ( 1.9), for w < 1. Now, letting 0, = R u D:, where D', = D, u ((0) x (0, w)), we define H,= -A?and A,,,= -A~@ -A2N. Also, let n,(w), i=l,2 ,..., denotethe eigenvalues of H,, repeated according to multiplicity. We have PROPOSITION 1.9. In addition to the above assumptions, suppose that (-A", + 1))2 E 33, and that, more strongly, uniformly for 0 < w < w,,. Finally, assume that, for any A > 0 given, the eigenvalues of -Af& in [0, A] are independent of w, for w small enough.
Then, as w + 0,
II(H,+l)~'-(A,+l)~'II +O
and Proof: Using Lemma 1.8 in place of Lemma 1.3, we closely follow the strategy of proof which led to Propositions 1.4 and 1.5. Note that D, now has a rectangular handle (0, w1j4) x (0, w), so that we can use the old extension and cut-off process to extend the eigenfunctions @ji of A, to functions I$~ defined on all of Sz,,, $i~&?'(sZ,,.), and such that ll$;r D,JJulcn,., --NO, as w + 0.
Remarks. (a) The assumption that the eigenvalues of -Af& in any interval [0, A] be independent of u', for u' small, is very restrictive. However, it is easy to see that the proof of Proposition 1.9 can be modified to cover the situation where, for any i, the eigenvalue x,(w) of -A::, converges to some limit Ii, as u' -+ 0, with 1:; + a as i + co.
(b) Some related results on shrinking handles attached to a fixed domain can be found in Courant and Hilbert [S, p. 4201 and in Arrieta, Hale, and Han [3] .
ROOMS AND PASSAGES
In Section 1, we considered the Neumann Laplacian on domains consisting of two rooms, joined by a narrow passage. We now analyze the case where an infinite number of rooms are joined by narrow passages and we determine the essential spectrum of the associated Neumann Laplacian. More specific results will be obtained by choosing the rooms to be either rectangles (Corollary 2.2) or rectangles with a partition (Corollaries 2.4 and 2.5). Rooms with partitions are particularly useful in attacking the inverse problem Given a closed set S c [0, cc ), does there exist a bounded connected domain Sz c R2 such that oess( -A$) = S?
UPI
We now define the general setting for rooms and passages (cf. Fig. 4 ). Suppose we are given two bounded, strictly increasing sequences {xk}, {XL} c [0, co) which interlace in the sense that xk <XL <xk+ ,, for k = 1, 2, . . . . We also assume x, = 0, for simplicity. While the rooms R, may be considered as being fixed, the widths wk will be determined later on. For a sequence {wk) satisfying the requirements in (2.4), we now define the rooms and passages domain Q by (2.5) where P~=[x~,x,+,]x(-w,, wk). Also, define the domains obtained by joining the first IE rooms [2] and Evans and Harris [7, 8] analyzed various fundamental properties of rooms and passages type domains related to Poincare's inequality and the measure of non-compactness of the embedding of X"(Q) into L,(Q); they also determined the bottom of the essential spectrum in some cases. holds, for all n = 1, 2, . . To achieve this, we first apply Proposition 1.6 to all the rooms R, to obtain a sequence { Wk}, Wk > 0, such that (2.11) provided 0 < wk < Gk (recall that -AZ, obeys Dirichlet boundary conditions on the line segments {xk} x (-wkp i, wkp i) and on 1x;> x t-w,, Wk)), We now proceed by induction. For n = 1, (2.10) follows directly from (2.11), as H, and R, are fully decoupled. By Proposition 1.5, we can find 0 < w, d W,, such that (2.9) holds for n = 1. (Note that for H, as well as for H, the rooms R,, k 3 3, are decoupled.) Now supose that 0 < u; d W,, j = 1, . . . . n -1, have already been found. We then employ Proposition 1.5 to join Q,,, P,, and R,,+, together: Again, since the rooms R,, k > n + 1, are decoupled for H, as well as for H, + i, in order to control (H, + 1) ~ ' -(I-f,+ I + 1) -' it is enough to estimate
and therefore Proposition 1.5 provides us with a 0 < w:, < W, such that (2.9) holds for 0 < w, < w;. Applying also Proposition 1.6 to Q,,, we can find 0 < w, < w: such that (B) Now we fix a sequence {wn} which meets all the above requirements. Clearly, the form domains s( A,,) = g(R!,") satisfy ~(ti,)~~(~Tn+,)c~l(sZ)=~ (-A~) for all HEN, and, by Lemma 1.7, they exhaust X" (0) in the sense that
for all NE N. Since these quadratic forms are given by l/Vull 2, for u E s(fin) or u E .Z!( -AZ), we may conclude that tf, -+ -A", in the strong resolvent sense, by standard convergence theorems for quadratic forms (cf., e.g., Kato [ 12, Theorem VIII-3.6 or Theorem VIII-3.1 1 ] or Reed and Simon [13, Theorem S.161) . Combining this result with (2.9) and (2.10), we see that H, -+ -A", in the norm resolvent sense, and that so that CJ~~( -dz) = a,,(H,) by Kato-Birman theory (see, e.g., Reed and Simon [ 14, p. 30 , Corollary 31) and gess( -AZ) = aess(H,) by a theorem of Weyl and the spectral mapping theorem. Now, since H, is the fully decoupled operator, with Neumann boundary conditions in the rooms and Dirichlet-Neumann boundary conditions in the passages, it is clear that aac(ffl) = Izr and fless(ff1) = oess (j,-A?).
(Note that the operators -A$N cannot contribute to aess(H,) since the bottom of their spectrum goes to m, as k + GO.) This completes the proof of Theorem 2.1.
We now consider more specific R, and begin with classical rooms and passages where each R, is a rectangle. Let R, = (x,, 4) x (+k~ hk) (2.12)
for some bounded sequence {qk}, qk > 0. As /xk -$1 -+ 0, k -+ 00, it is easy to see that oess (5, -A?) = (0)~ {m*n*5rlm~N, crd}, where Z= {limit points of {v;'}} (2.13)
and we obtain the following result: COROLLARY 2.2. Suppose the rooms R, are given by (2.12), with {qk} a bounded sequence of positive numbers. Let Z be as in (2.13). Then, there exists a sequence of widths {w,}, wk + 0, such that the Neumann Laplacian on Q = o( { wk} ) satisfies ~~(-df:)= {O}UX* fi m2X. m=l Remark. By Theorem A.1 in the Appendix, Corollary 2.2 can be generalized to hold for all sequences { wk) which go to zero fast enough. We believe that the result holds true if wk -+ 0 at some exponential rate while the other quantities behave polynomially. However, due to the somewhat special structure of the set U,"= 1 m2C, it does not provide a really satisfactory answer to the inverse problem (IP). While the best answer to (IP) will only be obtained by the construction of modified combs in Section 3, we shall now make some progress by replacing each room R, by a small square room with a partition leaving open a "door", as shown in Fig. 5 . These "double rooms" R, of side length kP2 will be chosen in such a way that -A$ has an eigenvalue 0, one low-lying eigenvalue less than n2k4 (which can be adjusted by choosing the width uk of the "door"), while the remaining eigenvalues are larger than n2k4 In fact, we have the following lemma. The proof of this lemma will be given at the end of this section. In the construction of rooms and passages, let us now assume that Ix; -xkl = kp2 and that each room Rk is replaced by fi,, where & is a square with a partition, leaving open a door of width akr as shown in Fig. 5 . We then have: In Section 3 we will construct examples which do not necessarily have 0 in the essential spectrum.
Proof of Lemma 2.3. We first exploit the monotonicity of the Sobolev spaces X"(Q(l; p)) with respect to p, We have that ii, is orthogonal to the constant functions, ii, E X'(Q(l; p)), I(Vz7,II < const, and c, -+ xR -xL in L2, as p + 0. Thus, for a suitable sequence {pj } converging to 0, we have ii, + xR -xL weakly in %'(Q(l; 0)), and the Banach-Saks theorem yields that the averages
converge to xR -xL, strongly in YF"'(Q (1; 0) ). Therefore, given E > 0, we can find a function w, of norm 1, w, E 9'(Q(l; p)), for small p, satisfying
IIVwell <G w,=o.
This proves A,(p) < E for p sufficiently small. Continuity of I,(p) in 0 <p d I follows by monotonicity and a simple dilation argument.
COMBS
We now apply the techniques of Sections 1 and 2 to Neumann Laplacians on comb-like domains. Our combs are constructed by attaching an infinite number of thin "teeth" (rectangles) of finite length to a fixed square forming the basis of the comb; each tooth plays the role of one room and one passage simultaneously. In the second part of this section, we shall produce combs with more sophisticated teeth (teeth of shrinking size with partitions, similar to the double rooms in Section 2), which provide a complete answer to the inverse problem (IP) of Section 2. Each of the teeth with partitions will contribute to the spectrum of the decoupled comparison operator precisely one low-lying eigenvalue which again can be adjusted by choosing the opening of the "door," while the remaining eigenvalues will be very large.
We first describe ordinary combs. Let the basis (or the "handle") of the comb be the set Sz, = (0, 1) x ( -LO) c R2 and suppose we are given a bounded sequence {qk} of positive numbers. The v], give the length of the kth tooth, k = 1, 2, . . . . The width wk of the kth tooth will be determined inductively.
Suppose { wk} is some sequence of positive numbers such that C wk < 1. We then denote the initial x-coordinate of the kth tooth by The comb domain is then given by (3.4) while the approximating comb with only the first II teeth left, is given by !2,=Q,u (3.5) As in the rooms and passages example, we will also need two kinds of approximating operators, ET,,= -A?+-A%), n~No (3.6) and where the boundary conditions are chosen in the following way: -A",ry has Dirichlet boundary conditions on the line segment [a,, uk + wk] x (0) and Neumann boundary conditions on the rest of cYD,; -A2N has Dirichlet conditions on the line segment [an+ 1, A] x {0}, and Neumann boundary conditions on the remaining portions of 82, (cf. Fig. 6 below) . In particular, all the teeth are decoupled from the basis Q, for the operator H,. Similarly, for wr, . . . . W, given, -A:;, will denote the Laplacian on Q,, with Dirichlet boundary conditions on the line segment [a,, r, a,, r + S] x (O}, forO<6<1-a,,, and Neumann boundary conditions on the rest of 22,. Note that, for fixed (ylk}, the domains and operators defined above will depend on the sequence {w,}. it is enough to compare (-df2,.@-A$$I+l)-' and (-AR,"+' + l))', and the result will follow if we can show that the assumptions of Proposition 1.9 are satisfied: Clearly, the small eigenvalues on the teeth are independent of w, for w small, while Neumann bracketing yields that ( -A$ + 1) p2 is trace class.
We also have to consider the difference between the resolvent of H, and !I?,. Let u~X'(0). Lemma 1.7 provides a sequence {u,}~X'(a) such that I/u -~~11, + 0 and u,(x, y) = 0 for (x, y) in the ball of radius l/k, centered at the point (A, 0). Hence uk E 2( A,,), for n sufficiently large, and the result follows.
We are now ready to put the pieces together. (ii) oess( -A:) = x2 U,"=, ((2m + 1)/2)2 Z, where 1 is the set of limit points of the sequence {yl;*}.
Remark. Fleckinger and Metivier [9] consider a class of combs with compact ( -A, + 1) ~ ', and derive results on the asymptotic distribution of eigenvalues. Note that the comb shown in Fig. 2 has no essential spectrum.
Proof
By Proposition 3.1, we can find some w, > 0 such that (3.8) and (3.9) hold. Using Propositions 3.1 and 3.2 we then choose wk > 0 inductively, making sure that (as we pass from k to k + 1) 
and we are done. Q.E.D.
In order to arrive at a full solution of our inverse problem (IP), we now modify the comb construction, using teeth of shrinking size with partitions of the following precise type.
For w > 0 and 0 < y < \v, the tooth D(w, y) is a rectangle of height w + w1/4
and width w, with a horizontal partition at height ~1"~ which leaves open a door of width 7 (cf. Fig. 7 ). In the actual construction, we will attach a sequence of such teeth to Sz,, = (0, 1) x (-l,O). Again, let - Azp" denote the Laplacian on D(w, y) with Dirichlet boundary conditions on the bottom and Neumann boundary conditions on the remaining parts of the boundary. We will use the following analogue of Lemma 2.3 to determine the parameter y in the further construction. (b) Suppose ,I > 0 is gioen, and wL > 0 is such that p2(w, 0) > %, for 0 < w < wj,. Then, for any 0 < w d U'j., there exists a y = y(w, A) E (0, w) such that
The proof is similar to the proof of Lemma 2.3. Suppose now we are given a sequence (;lk} c (0, co). The preceding lemma enables us to find Gr >O and functions yp(w), defined for O<Wbl.Tk, such that the first eigenvalue of the Dirichlet-Neumann Laplacian on D(M', ~Jw)) is just i,, whereas the second eigenvalue is greater than k. We denote these families of teeth by DJw), 0 < w d $k. (In fact, in the actual construction of combs, we will use translates of these D,, but we will not make this explicit in the notation.)
Next, we define the objects ak, Sz,, 52, H,, and B,, as in (3.1)-( 3.7), with the only difference that each tooth is now a set Dk(w), translated in the x-direction by an amount of ak. Clearly, statements and proofs of Propositions 3.2 and 3.3 apply essentially unchanged. By Lemma 3.5(a), and since PI( -A ?A"')) = j.,, by construction, we are in the position to apply Proposition 1.9 (also note that, by Neumann bracketing, ( -A? + l)-2 is trace class, for all n), and we obtain the estimates (3.8) and (3.9) of Proposition 3.1. This leads to the following main result. and we are done.
It is clear that we can construct D as small as we please, without changing the result of Theorem 3.6. This leads to the following solution of the inverse problem (IP). We shall need the estimates provided in Propositions 1.5 and 1.6 in a form which is largely independent of the domains involved, in the sense that w, can be chosen simultaneously for a family of domains QF', 0 < t < 1, q = 1, 2. In the sequel, let B, denote the ball of radius p, centered at the origin in R2, for p > 0. LEMMA A.2. Consider a family of domains Q(l), 0 < t < 1, Qcf) contained in the left half-plane in R2, satisfying (-so, 0) x (-so, so) c Q(", O<t<l for some s0 > 0. Then, for any M > 0 there exists a C > 0 such that for any normalized eigenfunction $ of -A$" associated with an eigenvalue I<M.
Proof Let tE [0, 11, I < M, and suppose $ E 9( -A$") satisfies 11$11 = 1 and -A:"'$ = All/. Reflection along the y-axis yields a function $ E ti'(B,), which is a weak solution of -A$ = @ in B,, for 0 <s < sO.
The desired result then follows by repeated use of the a priori estimates given in Gilbarg and Trudinger [ 10, Theorem 8.101 , and an application of the Sobolev embedding theorem. Q.E.D.
We now join two families of domains Szi" and !C2!) by a narrow passage P',. = [0, L] x ( -u', w). In view of Lemma A.2 we require 0:') to be of the type described above, while the domains Szy) should lie to the right of {L} x R and should contain the set (L, L + sO) x ( -so, so). We furthermore require the operators (-A:!' + 1))' to be compact, for q = 1,2 and 0 < t d 1. Again, let j,l" and XI ( Proof: Using Lemma A.2, we are in a position to control the extension process 4, I-+ si, described just before Proposition 1.4, in a t-independent way: We obtain uniformly in t. The rest of the proof is similar to the proof of Proposition 1.4.
It is now easy to obtain the following generalization of Proposition 1.5:
