Abstract. We construct Bott-type and equivariant Seiberg-Witten Floer homology and cohomology for 3-manifolds, in particular rational homology spheres, and prove their diffeomorphism invariance. This paper is a revised version of [26] .
Introduction
At the very beginning of the development of the Seiberg-Witten gauge theory it was clear that, at least formally, the celebrated instanton homology theory of A. Floer for 3-manifolds (homology spheres) [10] could be adapted to the SeibergWitten set-up. Indeed, the original 4-dimensional Seiberg-Witten equation leads naturally to a 3-dimensional Seiberg-Witten equation via a limit process, as first observed by Kronheimer and Mrowka [15] . To establish a Seiberg-Witten Floer homology theory for a 3-manifold Y , the obvious idea is to replace flat connections in Floer's set-up by solutions of the 3-dimensional Seiberg-Witten equation on Y (henceforth called Seiberg-Witten points), and instanton trajectories by SeibergWitten trajectories, which are solutions of the 4-dimensional Seiberg-Witten equation on the infinite cylinder Y ×R. Note that the Seiberg-Witten points are precisely the critical points of the Seiberg-Witten type Chern-Simons functional, and that the Seiberg-Witten trajectories are precisely the trajectories (negative gradient flow lines) of this functional. Hence the said idea amounts to establishing a Morse-Floer theory for the Seiberg-Witten type Chern-Simons functional. However, one encounters various difficulties when trying to implement this idea. The most serious problem is that the Seiberg-Witten Floer homology for a homology sphere (or rational homology sphere) may depend on the underlying Riemannian metric, and hence is generally not a diffeomorphism invariant. Indeed, the Euler number of the Seiberg-Witten Floer homology already exhibits dependence on Riemannian metrics, see e.g. [8] [5] and [17] . The purpose of this series of papers, which consists of the present paper (Part I), [28] (Part II) and [29] (Part III), is to resolve this problem.
The trouble of non-invariance is caused by the reducible Seiberg-Witten point, which is the trivial Seiberg-Witten point in the case of a homology sphere: the trivial connection coupled with the zero spinor field. It is a fixed point of the action of the group S 1 of constant gauges. Under reasonable perturbations of the Seiberg-Witten equation, this reducible Seiberg-Witten point always survives. To deal with it, one can use suitable perturbations to make it a transversal point for the Seiberg-Witten equation. Then one can construct a Seiberg-Witten Floer homology, see Appendix A. However, one encounters a serious obstruction when trying to compare the homologies for two different perturbation parameters (e.g. metrics). A canonical way of such comparison is to construct chain maps in terms of parameter-dependent Seiberg-Witten trajectories which connect the 3-dimensional Seiberg-Witten equation of one parameter to that of another. We shall call them transition trajectories. The said obstruction is the presence of reducible transition trajectories with negative spectral flow of the linearized Seiberg-Witten operator. Such trajectories are not in transversal position and may appear in the compactification of the moduli spaces of transition trajectories between irreducible Seiberg-Witten points. Consequently, the compactified moduli spaces of transition trajectories may be very pathological and cannot be used to define the desired chain maps.
The appearance of such trajectories can be explained in the following way. The spectral flow along a reducible Seiberg-Witten trajectory for a fixed parameter is 1. That along a reducible transition trajectory from a given generic parameter to a nearby one is also 1. When passing from one generic parameter to another through certain degenerate parameters, the spectral flow jumps and becomes negative. Here, typically, the Seiberg-Witten Floer homology also jumps.
In many ways, the above situation is comparible with the situation of 4-manifolds with b + 2 = 1 where the Seiberg-Witten invariants exhibit dependence on chambers of Riemannian metrics, and the wall crossing phanomena appear. The root of the whole trouble lies in the singularity of the gauge quotient of the configuration space A(Y ) × Γ(S) (see the sequel for its definition). If we factorize the gauge group G by the subgroup G 0 of based gauges, then the said singularity is seen to be the same as the singularity of the S 1 quotient of the space B 0 = (A(Y ) × Γ(S))/G 0 , where S 1 is the subgroup of constant gauges.
New Constructions
Since the conventional Seiberg-Witten Floer homology may not be diffeomorphism invariant for rational homology spheres, we seek alternative constructions. Our constructions are based on two ideas: one is that we work on the level of the based gauge quotient, the other is that we multiply the based gauge quotient by a suitable space (e.g. the cirle), and then pass to the S 1 quotient. The first idea leads to the Bott-type theory, while the second leads to the equivariant theory. In the present Part I, we present the Bott-type theory. The equivariant theory will be presented in Part II. We would like to emphasize that both the Bott-type and classical Morse-Bott theory and equivariant homology theory. On the other hand, we would like to point out that as shown in [5] and [17] the Euler number of the ordinary Seiberg-Witten Floer homology can be corrected into an invariant (indeed the Euler number of the instanton Floer homology) by adding in an explicit way a certain (metric dependent) term to it. It is therefore natural to seek similar corrections of the entire homology. We believe however that the information provided by such possible corrections is already contained in our constructions. Indeed, detailed comparison of our constructions with the conventional construction should reveal the possible precise forms of desired corrections. We shall discuss this point in more details in [29] .
The Morse-Floer-Bott Flow Complex
Now, in the set-up of based gauge quotient, the irreducible part of the moduli space of gauge classes of Seiberg-Witten points consists of finitely many circles, while its reducible part consists of a single point, provided that we choose a generic parameter. These circles and the reducible point are precisely the critical submanifolds of the (Seiberg-Witten type) Chern-Simons functional. Our goal here amounts to establishing a Bott-type Morse-Floer theory for the Chern-Simons functional on the based quotient configuration space B 0 . The basic strategy is to use the moduli spaces of trajectories between critical submanifolds to send (co)homological chains from one critical submanifold to others. Combining this map with the ordinary boundary operator in (co)homology theory then yields the desired boundary operator for the (co)chain complex. This is a natural extension of Floer's construction and was first used by Austin-Braam [3] and Fukaya [12] in Floer's set-up. The former authors use equivariant differential forms as chains and cochains, while the latter uses "geometric chains". Our core constructions use generalized cubical singular chains and cochains. For delicate technical reasons cubical singular chains are more suitable than ordinary singular chains, see [28] for details of this point. For convenience, we shall sometimes use "singular chains (cochains)" to refer to generalized cubical singular chains (cochains).
A major point of the construction using generalized cubical singular chains (and cochains) is that we can restrict to subcomplexes generated by generalized singular cubes which are F-transversal (see Section 7) with respect to collections F of suitable maps. This is crucial for the invariance proof, see Section 8.
The compactified, suitably defined moduli space of trajectories (flow lines) will be called the Morse-Floer-Bott flow complex. The main technical point here is to construct this flow complex along with its projection to critical submanifolds, and to establish its compactness and smooth structure. In Floer's work, the Morse-FloerBott flow complex does not appear. Instead, he uses the much simpler Morse-Floer flow complex (indeed only the lower dimensional part of it). In Fukaya's work [12] , a Morse-Floer-Bott flow complex appears, but his set-up is the full gauge quotient. Our situation is very different, and the construction of the Morse-Floer-Bott flow complex along with its projection to critical submanifolds is considerably more delicate. We cannot find adquate treatments of this problem in the Seiberg-Witten set-up or instanton set-up in the literature.
A crucial point here is how to define the endpoint projections of trajectories to critical submanifolds. Obviously, one should take the limits of a trajectory at time infinities. The subtlety lies in the choice of gauges. We need to send trouble is that based gauges on Y × R may not give rise to based gauges on Y at time infinities. More precisely, if two trajectories u 1 and u 2 are equivalent under based gauges, their limits at time infinities may not be equivalent under based gauges. To resolve this issue, we first transform a given trajectory into temporal form, and then take endpoint limits. This way we arrive at the essential concept of "temporal projections". Two other resulting important concepts are "consistent multiple temporal trajectory class" and "consistent piecewise trajectory", which are used for compactifying our moduli spaces. The consistent condition means e.g. that the temporal endpoint projections of the trajectories in a given piecewise trajectory match each other. We also introduce the concept "twisted time translation".
We have two different, but equivalent models for our moduli spaces of trajectories. One is the temporal model M 0 T (S α , S β ) (see Section 6), the other is the fixed-end model M 0 (p, q) (see Section 4). The Fredholm theory for the SeibergWitten trajectory equation is worked out for the second model, and the acquired information is then carried over to the first one. On the other hand, the temporal projections are based on the first model. The ordinary time translation is used for the temporal model, while it is necessary to use the twisted time translation for the fixed-end model.
A number of further delicate issues have to be taken care of in order to compactify the moduli spaces and establish the smooth structure of the compactified moduli spaces. For example, in compactifying the moduli spaces, we have to establish that after suitable gauge adjustments, sequences of temporal Seiberg-Witten trajectories of finite energy converge to consistent piecewise trajectories. Further discussions on the analysis in this regard, in particular on convergence analysis and gluing analysis, can be found in Part II [28] .
Spinor Perturbation
To prove the diffeomorphism invariance of the Bott-type Seiberg-Witten Floer (co)homology, we employ the transition Morse-Floer-Bott flow complex (along with its projection to critical submanifolds) which is the flow complex built out of the transition trajectories. Here, we have to overcome the obstruction of reducible transition trajectories with negative spectral flow described before. Our strategy for this is to perturb the spinor equation in the transition trajectory equation in order to eliminate these transition trajectories. We utilize the vanishing of the rational homology group to construct suitable vector fields which are equivariant under based gauges. Note that they are not equivariant under constant gauges. A desired perturbation is then gotten by adding one of these vector fields to the spinor equation. This is our key technique. Thus the source of our trouble, namely the vanishing of the rational homology group, also works to our benefit -a rather amusing phenomenon.
The same kind of amusing phenomenon occurs in the proof of the transversality along reducible Seiberg-Witten trajectories, see Appendix C. (Note that here we are not talking about transition trajectories.) This transversality plays a role for establishing the smooth structure of certain expanded moduli spaces of transition trajectories with additional parameters, which is used in one stage of the invariance proof, see [28] .
Using the transition flow complex with the spinor perturbation we construct the desired chain map from one parameter to another, which induces an ismorphism of leaving the proof the isomorphism property to Part II and Part III. Indeed, in Part II the isomorphism property in the equivariant case will be shown. In Part III, we shall present an additional perturbation technique-the cokernel perturbation, and use it to prove the isomorphism property in the Bott-type case of the present paper.
We would like to mention that the spinor perturbations cause additional analytical difficulties which demand special treatments. For example, one has to establish a uniform L ∞ estimate for the spinor part of the transition trajectories. With the presence of the spinor perturbations, the ordinary pointwise maximum principle argument no longer works. Instead, we apply the 3-dimensional Weitzenböck formula (rather than the 4-dimensional one) to obtain an initial local integral estimate in terms of the Seiberg-Witten energy. Then we apply the 4-dimensional Weitzenböck formula and the technique of Moser iteration to derive the desired L ∞ estimate.
Singular Chains/Cochains vs. Differential Forms
Instead of generalized cubical singular chains and cochains on critical submanifolds, we can also use differential forms to build chain and cochain complexes, and therewith a Bott-type Seiberg-Witten Floer homology and cohomology. The boundary operator in this set-up is again constructed by using the Morse-FloerBott flow complex along with its projection to critical submanifolds. Here, the fibration property of the projection is essential for the construction. On the other hand, the projection of the transition flow complex to critical submanifolds is not a fibration in general, and hence is not good enough for producing chain maps in the set-up of differential forms. In contrast, in the set-up of generalized cubical singular chains, one has the freedom of using F-transversal chains for a suitable F and thereby bypasses this problem, see Section 8.
Nevertheless, we can prove that the differential form or de Rham version of Bott theory is diffeomorphism invariant. Indeed, it is isomorphic to the singular version with real coefficients. The construction of the de Rham version and the proof of its equivalence to the singular version will be given in Part II.
Uniform Formulation for All 3-Manifolds
The Bott-type and equivariant constructions can easily be extended to 3-manifolds with nonzero first Betti number. They can be shown to be isomorphic to the ordinary Seiberg-Witten Floer homology (under the assumption that the first Betti number is nonzero). (For accounts of the ordinary Seiberg-Witten Floer homolog, see [18] , [25] or Appendix A.) Hence we obtain a uniform formulation of SeibergWitten Floer homology for all 3-manifolds. Details will be given in Part III. In the present Part I and Part II, we focus on rational homology spheres. Note that the ordinary Seiberg-Witten Floer homology for manifolds with b 1 = 1 is not a diffeomorphism invariant, but its metric dependence is reduced to dependence on polarizations of the first homology.
A major part of the results in this paper were obtained in Spring 1996 while both authors were at Bochum University.
Preliminaries
To fix notations, we first recall the definitions of the Seiberg-Witten equations Let (X 0 , g) be an oriented Riemannian manifold of dimension n and Spin c (X 0 ) the set of isomorphism classses of spin c structures on X 0 . Consider a spin c structure c ∈ Spin c (X 0 ) and its associated spinor bundle W and line bundle L. (More precisely, c is a representative of an element in Spin c (X 0 ). The homology invariants we are going to construct are independent of the choice of the representative.) We have the associated configuration space A × Γ(W ), where A denotes the space of smooth unitary connections on L and Γ the space of smooth sections of a vector bundle. (We suppress the dependence on c in the notations.) The gauge transformation group (the group of gauges) is G = C ∞ (X 0 , S 1 ), where
). This formula also defines the (separate) actions of G on A and Γ(W ). G acts freely on the subspace of pairs (A, Φ) with Φ ≡ 0. Such pairs are called irreducible. The isotropy subgroup at any reducible pair (A, 0) is the subgroup of gauge transformations which are constants on each component of X 0 . If X 0 is connected, we identify it with S 1 . In this case, we fix a reference point x 0 ∈ X 0 and set G 0 = {g ∈ G : g(x 0 ) = 1}, which is called the group of based gauges. Then the quotient G/S 1 is represented by G o . The action of a gauge g will be denoted by g * . We set B = (A × Γ)/G and
denote the space of smooth imaginary valued k-forms, and Ω + (X 0 ) the space of smooth imaginary valued self-dual 2-forms (in the case that dim X 0 = 4).
We define the gauge actions on forms to be the trivial action, i.e. g * α = α. Note that the tangent space of the configuration space A × Γ(W ) at any (A, Φ) can be identified with the space Ω 1 (X 0 ) × Γ(W ). The induced gauge action on this space is then the product action, more precisely, g * (α, Φ) = (g * α, g * Φ) = (α, g −1 Φ). We shall need the following Lemma 2.1. Assume that X 0 is closed. Then the map from G to H 1 (X 0 ; Z)/ {torsions} given by g → the deRham class of g −1 dg is surjective and induces an isomorphism from the component group of G to H 1 (X 0 ; Z)/{torsions}. Moreover, there is a unique harmonic map g with g(x 0 ) = 1 in each component of G, provided that X 0 is connected and x 0 ∈ X 0 is a fixed point. In particular, G is connected if X 0 is connected and
Proof. For simplicity, assume that X 0 is connected. The surjectivity of the said map follows from integration along paths. If g −1 dg and g
−1
1 dg 1 represent the same cohomology class, then g 1 = ge f for some f ∈ Ω 0 (X 0 ) as one easily sees. Hence g 1 and g lie in the same component group.
The statement about harmonic representative follows from the standard theory of harmonic maps. It can also be derived quickly in an elementary way. For example, if g 1 = ge f and g are two harmonic maps, then f is a harmonic function, hence constant.
We continue with the above spin c structure c on X 0 . A connection A ∈ A induces along with the Levi-Civita connection a connection ∇ A on the spinor bundle W and the associated Dirac operator
where {e i } denotes a local orthonormal tangent frame and the dot denotes the Clifford multiplication. The Dirac operator is gauge equivariant, i.e. D A (g −1 Φ) = g −1 D A Φ, and satisfies the following fundamental Weitzenböck formula for the Dirac operator
where s denotes the scalar curvature of (X, g) and F A the curvature of A. Now we specify to the dimension n = 4. There is a canonical decomposition W = W + ⊕W − of the spinor bundle W . The Dirac operator splits: 
, where {e i } denotes the dual of {e i } (a local orthonormal tangent frame). The Seiberg-Witten operator is
It is easy to see that the Seiberg-Witten operator is gauge equivariant, i.e.
. Consequently, the Seiberg-Witten equation is gauge invariant.
Next let (Y, h) be an oriented, closed Riemannian 3-manifold with metric h, and c a spin c structure on Y . We have the associated spinor bundle
We shall often use Γ(Y ) to denote Γ(S). We set X = Y × R, which will be equipped with the product metric and given the orientation (e 1 , e 2 , e 3 ,
∂ ∂t
), where (e 1 , e 2 , e 3 ) denotes a positive local orthonormal frame on Y . Let π : X → Y denote the projection. The spin c structure c induces a spin c structure π * c on X with the associated line bundle L X = π * L Y and associated spinor bundles W + = π * S , W − . We have the following relation between the Clifford multiplications on S and on
The associated spaces for X will be indicated by the letter X. We also use
Y → X denote the inclusion map which sends y ∈ Y to (y, t) ∈ X. A connection A ∈ A(X) can be written as
. With these notations, we have
and (2.5)
where 
Here 
(The volume form is omitted.) One readily shows that it is gauge invariant. Since
Using the finite energy condition one easily derives from (2.6) the following limiting equation for a connection a ∈ A(Y ) and a spinor field φ ∈ Γ(S) (2.7)
Definition 2.4. The Seiberg-Witten equation on Y with the spin c structure c is defined to be (2.7). The Seiberg-Witten operator on Y is sw(a, φ) = ( * Y F a + e i · φ, φ e i , −/ ∂ a φ).
As in dimension 4, the Seiberg-Witten operator sw is gauge equivariant. The following lemma is obvious.
Lemma 2.5. Let u = (A, Φ) = (a + f dt, φ) be a solution of (2.2) . Denote the energy of u on a domain Ω by E(u, Ω). Then we have
where λ denotes a real number and 
Let λ and H be as above. The perturbed Chern-Simons functional with perturbation (λ, H) is
Under a gauge g the perturbed Chern-Simons functional changes as follows:
This formula implies that cs λ,H is invariant under the identity component of G(Y ).
Hence it descends to the quotient B(Y ), provided that Y is a rational homology sphere.
We introduce an
Here, a 1 , a 2 denotes the (pointwise) Hermitian product. Easy computations lead to Consider a solution (A, Φ) of the Seiberg-Witten equation on the product X.
it is already in temporal form, i.e. f ≡ 0 in the formula A = a + f dt. Then Lemma 2.7 and the equation (2.6) imply (φ(t) = Φ(·, t))
Hence solutions of the Seiberg-Witten equation on the product X can be interpreted as trajectories (negative gradient flow lines) of the Chern-Simons functional. A similar formula and statement hold for solutions of the perturbed Seiberg-Witten equation on X, which is (2.13)
as before, and * means the Hodge star operator on X. The operator SW λ,H is defined in an obvious way. Obviously, we can rewrite (2.13) as follows (2.14)
Next we introduce the perturbed Seiberg-Witten energy :
Note that it is invariant under the action of G(X). We have an analogue of Lemma 2.5.
Lemma 2.8. Let u = (A, Φ) = (a + f dt, φ) be a solution of (2.13 ). Then we have
Lemma 2.9. Assume that Y is a rational homology sphere. Let A = a + f dt and assume that the gauge equivalence class of (a, φ) converges to α, β ∈ B(Y ) as t → −∞, ∞ respectively, then we have (2.17)
In particular, there holds for a solution (A, Φ) of (2.13)
Proof. We have
Since the metric on X = Y × R is the product metric, it follows that
The desired conclusion follows.
Seiberg-Witten moduli spaces over Y
We continue with the (Y, h) and c of the last section. While our theory applies to arbitrary closed Y , we assume for convenience that Y is connected. Fix a reference connection a 0 . If L(Y ) is a trivial bundle, we choose a 0 to be the trivial connection. We have A(Y ) = a 0 +Ω 1 (Y ). We shall use the (l, p)-Sobolev norms (the L l,p -norms) for l ≥ 0 and p > 0: We need to make a choice of the configuration spaces A l,p (Y ) × Γ l,p (S). We require 3p/(3 − lp) > 3 or lp > 3, for then all elements in A l,p (Y ) × Γ l,p (S) are continuous, and hence the holonomy perturbations in the sequel can be performed. Moreover, the corresponding gauges on the product space X = Y ×R are continuous. In particular, if we choose l = 2, then we require p > 3/2. Definition 3.1. We have the following spaces of Seiberg-Witten points
Consider the Sobolev spaces
and the following moduli spaces of Seiberg-Witten points
The irreducible part of e.g. R l,p will be denoted by R * l,p . We choose to work with the configuration space A 2,2 (Y ) × Γ 2,2 (Y ). The reason for this choice is that the L 2 spaces are more convenient to work with from the viewpoint of characterizing the cokernel of the relevant operators. But this is concerned with the situation on the product X rather than on Y . Henceforth, the subscript l stands for (l, 2), e.g. Local slices of the gauge actions are provided by the following lemma, which give rise to the Banach manifold structure for B *
Proof.
(1) The said gauge fixing equation amounts to
The linearization of this equation with respect to f at (ā,φ) is the following equation
Sinceφ is nonzero, integration shows that this equation has only the trivial solution.
The desired results follow from elementary elliptic theory and the implicit function theorem.
(2) This part is a consequence of elementary theory of harmonic functions.
Proof. We present the proof for (2), which contains the argument for (1). Let (a, φ) ∈ A 2 (Y )×Γ 2 (S) be a solution of (2.5). Applying the 3-dimensional Weitzenbock formula, the bound ∇H L ∞ < C and Moser's weak maximum principle (cf. sequel, we use the same letter C to denote all constants which appear in a priori estimation). Since
Note that we can achieve this gauge fixing by a based gauge. Hence a
we have δ 2 ≤ C by elliptic estimates. This implies a 1 ≤ C. Applying this, the second equation of (2.5) and elliptic estimates, we deduce φ 1 ≤ C. Higher regularity and estimates follow from elliptic estimates and imply the desired compactness. Obviously, R = R 0 /S 1 , where S 1 is the group of constant gauges. We deal with R * and R 0 separately.
There is a decomposition Ω
To be more precise, we write Ω
. Indeed, the latter gives rise to a vector bundle 
The moduli space R * is precisely the zero locus of this section. In the sequel we omit the subscripts λ, H in the notation sw λ,H . Consider the operator dsw| (a,φ) : Proof. By the above discussions, we only need to produce the natural orientation. We can use either the degree of the operator sw or the spectral flow of the operator Q below as in [22] . (They give the same orientation.)
To analyse the operator D, we introduce another closely related formally selfadjoint Fredholm operator Q. (The Fredholm property of D is also a consequence of the Fredholm property of Q.) First notice the following deformation complex
where the letters Y and S and the Sobolev subscripts are omitted in the notations.
and
We omit the simple proof.
The moduli space R 0 .
The above treatment does not apply to the reducible elements of R, because the tangent bundle of B * 2 (Y ) does not extend smoothly across the reducibles. To analyse the structure of R 0 around reducibles, one can use a quotient bundle formulation on the level of the based gauge quotient. But we choose a different approach which gives somewhat stronger results. Henceforth we make 
Proof. To show that the natural map from the former space to the latter is one to one, consider
and g(y 0 ) = 1. Since Y is a rational homology sphere, we have dg ≡ 0, and hence g ≡ 1. The remaining part of the proof is obvious.
This lemma enables us to reduce the Seiberg-Witten operator to the said global slice. But the operator Q is no longer suitable for analysing the linearization of the Seiberg-Witten operator. Instead, we consider the following augmented SeibergWitten equation 
We denote the left hand side of (3.4) by swa(a, φ, f ). The linearization of the restriction of swa to Σ will be denoted by D 1 . One readily checks that it is a Fredholm operator of index 1. Let the gauges act on f trivially. The moduli space of based gauge classes of solutions of the equation (3.2) will be denoted by R 0 a . An element in it is called based-nondegenerate, if its corresponding element in R 0 is so. As an immediate consequence of the above discussions we obtain Next we give the definition of holonomy perturbations. We follow [10] . Let D I : D 2 → Y is a smooth embedding such that I(0) = y o and dI(T 0 D) is transversal to v 0 . Fix a point s 0 ∈ S 1 . Let P (y 0 , v 0 , I) be the set of all smooth embeddings γ :
Here s 0 is a fixed point in S
1 . We set
denotes the holonomy map along the loop γ i (·, θ) (at the base point y 0 ). It is easy to see that γ h is gauge invariant. Next we choose a sequence {ǫ i } of positive numbers as in [10] such that
is complete. Here
This is the parameter space of holonomy perturbations. Choose a smooth function ξ with support in the interior of D. For each π = (γ, u) ∈ Π, we define the holonomy perturbation
It is clear that H π extends to A 1 (Y ).
with C > 0 independent of a ∈ A. Similar bounds hold for the higher derivatives of H π . The bounds can be made arbitrarily small by choosing u small.
Proof. For simplicity, we only consider m = 1. Set H = H π . We can write
Elementary computations lead to
We deduce
The desired estimate for ∇H follows. The higher order derivatives can easily be computed by using the above formula.
We make Assumption 3.14. Henceforth we choose H in (2.5) and (3.4) to be H π .
We remark in passing that for the purpose of achieving transversality for the moduli spaces R * and R 0 it is not necessary to introduce the holonomy perturbations. However, they are important for achieving transversality for Seiberg-Witten trajectories as will be seen in the next section. 
Proof. Since Y is a rational homology sphere, the operator
is a bounded isomorphism. Hence the existence follows from the implicit function theorem. To prove the uniqueness, consider connections a and a 1 satisfying (3.5).
We set b = a − a 1 and deduce
By the implicit function theorem, for π with the property stated in the lemma,
The unique solution of (3.5) will be denoted by a (h,π) . Proof. We only present the proof for the statement concerning the non-degeneracy.
R(Y ), we are going to show that D at (a, φ) is onto. By gauge equivariance, we can choose a = a (h,π) for the reducible element. By Lemma 3.7, it suffices to analyse the operator Q. We have
Consider an element (
We first derive that (b 1 , ψ 1 , f 1 ) satisfies the adjoint equation Q * = 0 (hence it satisfies Q = 0 because Q * = Q) and is smooth.
Case 1 φ = 0 and a = a (h,π) .
We have / ∂ a ψ 1 + λψ 1 = 0. By the choice of λ, we conclude that ψ 1 ≡ 0. Now (b 1 , f 1 ) satisfies the following equation
Since Y is a rational homology sphere, the operator (
0 , where the superscript 0 means the condition that the average be zero. As in the proof of Lemma 3.15, we deduce that if ∇ 2 H and ∇ 3 H are small enough, f 1 must be a constant and b 1 = 0. We conclude that coker Q ∼ = R. By Lemma 3.7, this implies that D is onto.
By the unique continuation, the set U = {φ = 0} is an open dense set. For y ∈ U , e 1 · φ(y), e 2 · φ(y), e 3 · φ(y) and φ(y) span S y , where S y denotes the fiber of S at y ∈ Y . We deduce that ψ 1 (y) = 0 for y ∈ U , whence ψ 1 ≡ 0. Now we easily see that (b 1 , f 1 ) satisfies the equation (3.7). Hence b 1 ≡ 0 and the equation Q(b 1 , ψ 1 , f 1 ) = 0 reduces to f 1 φ = 0. It follows that f 1 = 0 in U and consequently f 1 ≡ 0. We conclude that Q is onto. By Lemma 3.7, D is onto.
As a consequence of the previous lemmas, we deduce 
(We omit the subscript π in H π .) We shall use various spaces of local (l, 2) Sobolev class (L l,2 loc class), e.g.
loc (X, S 1 ). For sets B 1 and B 2 of Seiberg-Witten points we set N (B 1 , B 2 ) = {u ∈ N : u(·, t) converges pointwise smoothly to some p ∈ B 1 as t → −∞ and to some q ∈ B 2 as t → +∞} and
there is a g ∈ G 3,loc (X) such that g * u(·, t) converges pointwise smoothly to some p ∈ B 1 as t → −∞ and to some q ∈ B 2 as t → +∞}.
For a positive function ξ on X we consider the following ξ-weighted (l, 2)-Sobolev norms
For each pair of nonnegative numbers δ = (δ − , δ + ) we choose a positive smooth function δ F on R such that δ F (t) = δ ± |t| near ±∞. We have the following δ-
Here and in the sequel we adopt the following convention for Sobolev indices: in the context for X, the pair of indices l, δ refers to the above Sobolev space L 
where C(l) depends only on h, λ, π, l and an upper bound of the energy of u, and
The proof will be presented in [28] .
Corollary 4.3. We have
We shall use the moduli spaces M 0 (α, β) (or rather suitable equivalent models for them) to construct the boundary operator in our Bott-type chain (cochain) complex.
Proposition 4.2 suggests that we can work in the set-up of trajectories with exponential asymptotics.
We introduce the relevant spaces. For u ∈ A 2 (Y ) × Γ 2 (S), let G u ⊂ G(Y ) denote its isotropy group of gauge actions. It is trivial if u is irreducible and S 1 if u is reducible. The isotropy groups are identical for gauge equivalent elements, hence G [u] is well-defined. Choose a reference connection a 0 ∈ A(Y ) and set
where χ is a cut-off function satisfying
(X, C) for some g 0 ∈ G l+1,loc which is t-independent and belongs to Because G 3 (Y ) is connected, we obtain equivalent (in terms of suitable gauges) spaces for Seiberg-Witten points p ′ , q ′ which are gauge equivalent to p, q respectively.
For example, we have L δ (α, β) for α, β ∈ B 2 (Y ). This is a Hilbert manifold, indeed an affine Hilbert space bundle. We can represent it by the product α × β × L δ (p 0 , q 0 ) for any chosen p 0 ∈ α, q 0 ∈ β. Indeed, we can send u ∈ L δ (p, q) to (p, q, u) with u = u − χ(p − p 0 ) − (1 − χ)(q − q 0 ). This map defines the said Hilbert manifold structure.
The natural topology on
can be given in terms of the following distance.
Convergence with repect to this distance will be called "convergence in exponential Sobolev (l, 2)-norm, or "exponential convergence in Sobolev (l, 2)-norm. Smooth exponential convergence means exponential convergence in Sobolev (l, 2)-norm for all l. These distance and convergence concepts naturally descend to various quotient spaces. Indeed, we define for equivalence classes
loc which is tindependent near ±∞}, G
For α, β ∈ R, We have the moduli spaces: 
We use these isomorphisms to topologize M(α, β) and M 0 (α, β).
Thus, M(α, β), M δ (α, β) and M δ (p, q) can be viewed as three different models of the same space. The same holds for the spaces M 0 (α, β) etc.. To analyse the structures of these moduli spaces, we focus on the set-ups B I δ (p, q) and M I δ (p, q).
X be the formal adjoint operator of G X w.r.t. the following inner product
There holds
F is the formal adjoint of d with respect to (4.6). We have the following elementary lemma, which is analogous to Proposition 2a.1 in [10] . The linearization of the section [SW] is given by the restriction of the operator dSW| (A,Φ) to ker 2 G * X , which will be denoted by D X = D X,(A,Φ) . We introduce another closely related operator F p,q : Ω 
Applying this and Lemma 4.11, we derive im
. But the second summand equals Ω 0 1,δ . Indeed, the cokernel of the operator G * X G X is precisely kerG X , which is trivial because the exponential weight δ implies vanishing at infinity. Proof. We first convert F p,q into an equivalent form F p,q . Let Ω k,Y denote the subspace of Ω k consisting of forms which do not contain dt. Then Ω 2,δ by the multiplication with −∂/∂t. Using these identifications we obtain for a given (A, Φ) = (a + f dt, φ)
, where Q was defined in Section 3. Since f decays exponentially, its multiplication is a compact operator. Now the limits of the operator Q + (0, 0, 2δ ′ F ) at ±∞ are formally self-adjoint. Hence we can follow [10] or [21] to show that
Consider a Y -generic pair (π 0 , λ). Choose a neighborhood Π 0 of π 0 such that Π 0 × {λ} consists of Y -generic pairs and the smallness conditions in Lemma 4.13 is uniform for all π ∈ Π 0 (with λ fixed). 
Proof. First assume that at least one of p, q is irreducible. Then all elements of L δ (p, q) are irreducible. We extend the bundle U δ → B I δ × Π 0 in the trivial way. Then [SW] gives rise to a section of the extended bundle. By the Sard-Smale theorem, it suffices to show that this section is transversal to the zero section, which amounts to the surjectivity of the operator D X ⊕ d π SW at all (A, Φ) which solve the Seiberg-Witten equation with parameter π ∈ Π 0 (and λ). By Lemma 4.12, the latter is equivalent to the surjectivity of the operator F p,q ⊕ d π SW, which in turn follows from the spinor part of the transversality argument in [15] (which is similar to the argument in the proof of Lemma 3.16) and Floer's transversality argument in [10] based on holonomy perturbations. This establishes the statement about the space M I δ . The statements about M 0 δ and M δ follow via the involved group actions. For example, assume that p is reducible. We can choose a smooth imaginary valued function f 0 on R which is supported in the positive half R and equals 2π √ −1 near +∞. Then the family of gauges exp(tf 0 ), 0 ≤ t < 1 represent the quotient G δ (p, q)/G I δ . Dividing by these gauges reduces the dimension by one. If both p and q are reducible, then they represent the same (unique) reducible element in R. By Lemma 2.9, the energy of every Seiberg-Witten trajectory equals zero. By the gauge equivariance of the operator F p,q , we can use temporal gauges and assume that p = q = (a (h,π) , 0) and (A, Φ) ≡ p. The asserted transversality follows from Lemma C.1 in Appendix C. Both M I δ and M 0 δ are circles in this case. Note that although there is a family of gauges exp(tf 0 ) as above corresponding to each end (p or q), the dimension of M δ is one less than that of the dimension of M I δ , rather than two less. This can be understood in the following way: suitable combinations of the two familties are equivalent to constant gauges, which do not change the constant solution (A, Φ) ≡ p.
Note that by gauge equivariance, the transversality property is independent of the choice of the representatives p, q in their gauge classes. Since R consists of finitely many points, for generic π, the transversality property is shared by all p, q with [p], [q] ∈ R. Definition 4.15. We shall say that those π and the corresponding λ as described above are generic.
By gauge equivariance, dSW, G X and G * X are equivariant as can easily be verified. More precisely, we have e.g.
Lemma 4.16. For given α, β ∈ R, ind F p,q is independent of the choice of p ∈ α, q ∈ β and (A, Φ) ∈ L δ (p, q). It is also independent of the choice of (δ − , δ + ) (satisfying the smallness condition in Theorem 4.14).
Finally, we note an important consequence of transversality.
Lemma 4.17. Let (π, λ) be generic, p, q ∈ SW and u ∈ N δ (p, q). Choose a reference u 0 ∈ L δ (p, q). Then dSW u has a right inverse
where C depends only on u − u 0 2,δ and (π, λ). Q u is equivariant under gauge actions. In particular,
Let Q u denote its inverse. By elliptic and Fredholm estimates, we derive Q u ≤ C, where C depends only on u − u 0 2,δ and (π, λ). We set
The gauge equivariance of Q u follows from that of dSW and G X .
index and orientation
Consider a Y -generic pair (π, λ). Let O = O π,λ be the unique reducible element in R. For α ∈ R we define
Note that µ can easily be extended to all elements of B 2 (Y ). It depends on h, π and λ. Elementary computation shows µ(O) = 0.
Proof. This is similar to the corresponding index addition formula in Floer's theory [10] . Floer's argument can be applied directly. Another argument is as follows. Composing with exponential weight multiplication operators, we can transform the operators to Sobolev spaces without weight. Then the addition formula is the consequence of a linear gluing argument. The term dim G q arises because of the "jumping" across the kernel of the operator d * Y + Im φ, which is caused by the operator (0, 0, δ ′ F ). Corollary 5.2. There holds
Consequently, if (π, λ) is a generic pair, then we have dim
Next we study the orientation of the moduli spaces of Seiberg-Witten trajecto- 
, which is defined near time infinities. More precisely, for every u = (A, Φ), we set For p, q ∈ SW we construct an embedding by a simple gluing process
(Compare [13] .) On the other hand, we choose reference elements
and L δ (q, p 0 ) for the action of the groups G I respectively. Using them and the above embedding we obtain an embedding Θ:
We have the projections π 0 , π 1 and π 2 of the above product to its factors. In addition let π p and π q be its projections to p and q respectively. Now the index which in turn implies a product formula for the determinant line bundle. We apply the last formula to the present situation to deduce
where l p (l q ) is the dual of the kernel of the operator d * + φ, · at p (q). The above isomorphism implies thatdet(p 0 , p), det(p, q) anddet(q, p 0 ) are trivial. Indeed, the above tensor product contains e.g. for u 1 ∈ B I δ (p, q) and
whose triviality clearly implies the triviality ofdet(p 0 , p).
We choose an orientation for l O (note that the l p 's are canonically equivalent to each other for p ∈ O), and an orientation for eachdet(p 0 , p) anddet(q, p 0 ). Then the above isomorphism determines an orientation of det(p, q), which gives rise to an orientation of M 
The temporal model and compactification
First we introduce For α ∈ R let S α denote its lift to R 0 . For α, β ∈ R we set
The second space will play the major role in our constructions.
We shall only consider Y -generic parameters and fix a sufficiently small δ. Hence- Proof. The space N (p, q) is a smooth Hilbert fibration over M 0 (p, q), and hence a Hilbert manifold. Consider the temporal transformation
is a homeomorphism. We use this natural homeomorphism to define the canonical smooth structure for M 0 T (S α , S β ). Definition 6.2. For u ∈ N (p, q), let p ′ , q ′ be the endpoints of T G (u), i.e. its limits at −∞ and +∞ respectively. We set
we define the temporal projections as follows:
. This is independent of the choice of u. We have a similar definition for M 0 δ (p, q).
Lemma 6.3. The temporal projections are invariant under the action of G
. Since both T G (u 1 ) and T G (u 2 ) are temporal, if follows thatg ∈ G 0 3 (Y ). Hence we conclude that the temporal projections of u 1 are the same as those of u 2 .
We need to compactify our moduli spaces of trajectories. For this purpose, we introduce the following definitions.
multiple temporal trajectory classes, and elements in
consistent multiple temporal trajectory classes. We call S α i the i-th juncture manifold of these consistent mulitple temporal trajectory classes. We call
The temporal projections π ± are naturally extended to consistent multiple temporal trajectory classes. Indeed, we define π − in terms of the first piece, and π + in For distinct α and β, we define M 0 T (S α , S β ) k to be the union of all M 0 T (S α 0 , ..., S α k ) with distinct α 0 , ..., α k and α 0 = α, α k = β. Finally, we set for distinct α, β
By the definition, M 0 T (S α , S β ) has a natural stratified structure.
, which consist of time-independent trajectories. Definition 6.5. Let p, q ∈ SW. A piecewise trajectory u = (u 1 , ..., u m ) of length k from p to q with consecutive junctures p 0 = p, ..., p k = q ∈ SW is an element in
We also call a piecewise trajectory of length k a k-trajectory.
For p 0 , ..., p k ∈ SW, let N (p 0 , ..., p k ) denote the space of consistent k-trajectories with junctures p 0 , ..., p k . For p, q ∈ SW with [p] = [q], let N (p, q) k denote the space of proper and consistent k-trajectories from p to q. We set
The temporal projections π + and π − naturally extend to consistent piecewise trajectories, namely π − is defined in terms of the first portion and π + in terms of the last portion. Definition 6.7. For p 0 , .., p k ∈ SW, we set
For each α ∈ R, we choose an element p α ∈ α. We fix this choice henceforth and denote the set of these elements by SW 0 . For distinct p, q ∈ SW 0 , let
The general case is similar. We have the temporal projections
is precisely the preimage of the digonal in S α 1 × S α 1 under the map π + × π − . Hence we infer that it is a smooth manifold. The dimension formula follows easily.
The proof for M 0 (p 0 , ..., p k ) is similar. Here constant gauges are replaced by the family of gauges e tf 0 , 0 ≤ t < 1, where f 0 is a compactly supported imaginery valued function on R with f 0 (y 0 , 0) = 2π √ −1. The claimed diffeomorphism is given by the temporal transformation.
Next we introduce suitable convergence concepts. First, we set for
Definition 6.9. Let τ t 0 denote the time translation operator with translation amount −t 0 , i.e. τ t 0 (u)(y, t) = u(y, t − t 0 ).
Definition 6.10. We define the "suspension" or "pre-gluing" operator
R + = {t ∈ R : t > 0}, as follows. Let χ be the cut-off function introduced before.
We also denote #(u, r) by u#r.
The weighted Sobolev norms · l,w r are obtained by replacing δ F in · l,δ with w r . Forū = (u, r), we set wū = w r .
we define the r-interpolation of u as follows
where u 0 is the reference element introduced in Section 4 and η is a cut-off function satisfying
For gauge equivalence classes ω 1 , ω 2 we set
.., p k ) in "piecewise exponential Sobolev (l, 2)-norm", or "piecewise exponentially in Sobolev (l, 2)-norm", provided that there is a sequence r j = (r j,1 , ..., r j,k−1 ) ∈ R
The essense of this convergence concept is this: roughly speaking, we can divide each u j into k portions to produce k new sequences, such that each of them converges in exponential Sobolev (l, 2)-norm. One important feature is the "equal distance property" of the exponential weight w r . Namely it consists of k−1 weights, such that the distance from the i-th "lowest position" r i to the "center position" of the i-th weight is equal to its distance to the center position of the (i + 1)-th weight. (The picture is clear when one draws the graph of the weight w r .)
Smooth piecewise exponential convergence is defined to be piecewise exponential convergence with respect to all Sobolev norms.
Note that the one piece case k = 1 of piecewise exponential convergence is identical to the concept of exponential convergence given in Definition 4.6.
A consequence of the piecewise exponential convergence is the energy convergence, namely
Definition 6.14. The convergence concepts in Defintion 6.13 are extended in an obvious way to convergence of elements in L l,δ (p 0 , ..., p k ) (with a fixed k but varying p i in general). Namely the convergence is defined to be that of each piece. The piecewise exponential convergence of equivalence classes [u j ] (in various contexts and set-ups) is defined in terms of the piecewise exponential convergence of u j for some representives u j ∈ [u j ]. Equivalently, we can use d l,r for equivalence classes.
Then the concept of piecewise exponential convergence is also naturally extended to multiple temporal trajectories classes. It is defined to be the piecewise exponential convergence of each piece. The proof of this theorem will be presented in Part II. Consider p ∈ α, q ∈ β such that p, q ∈ SW 0 . The spaces S β ) ) are isomorphic. But their quotients under the time translation action are not isomorphic. For our purpose, the time translation action on the temporal model is more suitable. For this reason, we consider the action of R on N (p, q) induced from the time translation action on N T (S α , S β ), which we call the "twisted time translation". Definition 6.16. The twisted time translation T R by R is defined as follows. Let
(See the proof of Lemma 6.1 for g T and T G .) The twisted time translation acts on each piece of k-trajectories separately, giving rise to a R k action. We use the underline to denote the quotient under the twisted time translation action. 
(2) This structure is compatible with the stratification
Consequently, we have
where the fiber product space The said equivalence means the following:
This proposition is an easy consequence of the temporal transformation. Clearly, Theorem 6.20 is a consequence of Theorem 6.19. The proof of Theorem 6.19 will be presented in Part II.
The two different models-the temorpal model M 0 T (S α , S β ) and the fixed-end model M 0 (p, q; SW 0 )-provide different aspects of our basic set-up. It is good to have both of them for the purpose of conceptual understanding. Since the former is canonical (while the latter involves the choice of SW 0 ), we shall use it in the formulation of our main constructions in the sequel. Of course, we can use equally well the latter.
Bott-type homology
We first introduce a few orientation conventions. We follow those used in [12] . For an oriented smooth manifold with corners X , its boundary is oriented in such a way that span{n ∂X } ⊕ T ∂X = T X| ∂X as oriented vector bundles (away from the corners of ∂X ), where n ∂X is an inward normal field of the boundary. Given transversal smooth maps F 1 : X 1 → S and F 2 : X 2 → S from two oriented smooth manifolds with corners into an oriented smooth manifold S, the fibered product
). The following lemma can be found in [12] and is easy to verify. Lemma 7.1. There holds for oriented boundaries
where the summation sign means taking union. We also have
We shall use the natural orientation of S α induced from the S 1 action. (We can also use any other orientations.) By Theorem 6.13, the boundary of M 0 T (S α , S β ) is a union of fibered products. We need to arrange the orientation of these spaces so that a suitable consistency holds in regard of the natural orientation of fibered 
as oriented manifolds with corners.
This lemma is analogous to Sublemma 1.20 in [12] and can be proven by the same arguments as there.
For a topological space X and an abelian group G, let Q j (X ; G) = Q j (X ; Z) ⊗ G denote the abelian group generated by generalized singular j-cubes in X with coefficients in G. Here we define a generalized singular j-cube to be a continuous map f : ∆ → X , where ∆ is an oriented j-cube, namely an oriented smooth manifold with corners which is diffeomorphic to the euclidean j-cube
j → X is called a singular j-cube, see [19] .) Let D j (X ; G) be the subgroup of Q j (X ; G) generated by degenerate generalized singular j-cubes. Here, a generalized singular j-cube f : ∆ → X is called degenerate, if f • F is independent of some variable t i , where F is a diffeomorphism from [0, 1] j to ∆. Next consider a j-dimensional compact oriented manifold with corners Σ and a continous map f : Σ → X . We divide Σ into oriented cubes and produce this way a chain σ ∈ Q j (X ; Z). Choosing a different way of dividing, we obtain another chain σ ′ . Let Div j (X ; G) be the subgroup of Q j (X ; G) generated by elements of the form (σ − σ ′ ) ⊗ g, g ∈ G. Let C j (X ; G) denote the quotient group Q j (X ; G)/(D j (X ; G) + Div j (X ; G)). This is the group of generalized cubical singular j-chains in X (with coefficients in G). The corresponding cochain group is C j (X ; G) = Hom(C j (X ; Z), G). The ordinary boundary operator ∂ O for singular j-cubes extend to generalized singular j-cubes canonically via orientation preserving diffeomorphisms between jcubes and [0, 1] j . It then extends to Q j (X ; G) by linearity, and to C j (X ; G) by descending. We have the corresponding coboundary operator ∂ * O . It is easy to show that the homology H * (C * (X ; G), ∂ O ) and cohomology H * (C * (X ; G), ∂ * O ) are canonially isomorphic to the singular homology and cohomlogy of X with coefficient group G.
from the oriented boundary induces a chain in a natural way. By our convention for boundary orientation, this chain equals −∂ O σ. Now we fix a coefficient group G and abbreviate e.g. C j (X ; G) to C j (X ). We set (7.4) S i = ∪{S α : α ∈ R, µ(α) = i} and introduce our Bott complexes C Bott * and C * Bott ,
is empty, we define ∂ α,β to be the zero operator. If it is nonempty, we define ∂ α,β as follows. For σ ∈ C * (S α ), we set ∂ α,β σ = 0. For σ = [(∆, f )] ∈ C j (S α ) with µ(α) + j = k, consider the fibered product
We have a natural projection map π + : ∆ → S β , π + ((z, u)) = π + (u). Since the projection π − is a submersion, ∆ is a compact oriented manifold with corners of dimension j+µ(α)−µ(β)−1. We divide ∆ into oriented cubes. Using the projection map π + we then obtain from the divided ∆ an element ∆ f in Q j+µ(α)−µ(β)−1 (S β ). We define
It is easy to see that this definition is independent of the choice of (∆, f ) and the way of dividing ∆. Clearly, we indeed have
for all k. 
is defined to be the direct sum of these boundary operators.
The boundary operator ∂ Bott induces a coboundary operator ∂
On the other hand, by (7.1) we have (7.5)
Multiplying this equation by (−1)
j+µ(α)−1 = (−1) k−1 and applying Definition 7.4 we then deduce
This shows that I β = 0.
3) for each sequence β 1 , ..., β j with µ(α) > µ(β 1 ) > ... > µ(β j ), the induced maps
, whose elements will be called F-transversal chains. We define
and obtain therewith a subcomplex C is a monomorphism. On the other hand, we can use smooth approximation and transversal perturbations to deform an arbitary closed chain σ ∈ C Bott * to obtain a closed chain σ ′ ∈ C Bott,F * such that F (σ ′ ) − σ is homologeous to zero. This shows that F * is an epimorphism.
The arguments for the cohomologies are similar.
Invariance
Consider two chain complexes (C * , ∂) and (C * ,∂). A chain map of degree m ∈ Z from the former to the latter consists of homomorphisms F :
. These concepts are also defined for cochain complexes and cohomologies in a similar way, with the degree shifting in the opposite way, i.e. k → k − m.
We shall establish the following invariance result. In othere words, these homology and cohomology are independent of the metric h and generic parameter (π, λ) modulo shifting isomorphisms.
In this section, we construct a shifting homomorphism, which will be shown in [29] to be a desired shifting ismorphism. We would like to point out that the construction already contains some basic arguments for establishing the isomorphism Consider two metrics h + and h − on Y and Y -generic parameters (π + , λ + ) for h + and (π − , λ − ) for h − respectively. We would like to construct a shifting isomorphism between our homologies (cohomologies) constructed with respect to (h + , π + , λ + ) and (h − , π − , λ − ) respectively.
Choose a smooth path of metrics h(t) on Y such that
and a smooth function λ(t) ∈ R such that
The following lemma is an immediate consequence of Lemma B.1 in Appendix B.
The following definition is a crucial construction. Definition 8.3. Choose a nonzero Ψ 0 ∈ Γ − (X) with support contained in the interior of X 1 . We define a smooth vector field Z on
The following lemma is readily proved.
Lemma 8.4. Z is equivariant with respect to the action of G 0 3,loc . Let X be endowed with the warped product metric determined by the family of metrics h(t) and the standard metric on R. We introduce the (perturbed) transition trajectory equation
where b 0 denotes a smooth 1-form of compact support on X without dt-part. Setting A = a + f dt, Φ = φ as usual we can rewrite (8.1) as follows
Of course, in those places in (8.2) where the metric on Y is involved, we use the metric h(t). For example, the Hodge * Y at time t in the equation is that of the metric h(t). The perturbation term Z (or ∂/∂t · Z) is called a spinor perturbation.
We have the following obvious, but crucial lemma. A fundamental property of the Seiberg-Witten equation is a pointwise maximum principle for the spinor field, which is a consequence of the Weitzenböck formula (2.1). With the presence of Z, this principle no longer holds. Instead, we have the following result. Lemma 8.6. Let (A, Φ) = (a + f dt, φ) be a solution of (8.1) . Then there holds
for a constant C depending only on the families h(t), π(t), λ(t) and the geometry of Y .
Proof. Before proceeding with the proof, we first observe that by (2.17) and (8.1) the energy can be estimated in the following way
Using local Columb gauges provided by Lemma B.1 in Appendix B and a patching argument, we can perform a gauge transformation to convert (A, Φ) into a smooth solution. Since the L ∞ norm of Φ is invariant, we can assume that (A, Φ) is already smooth. Furthermore, we can assume that (A, Φ) is in temporal form.
For simplicity, we assume λ(t) ≡ 0 in the following argument. It is easy to modify the argument to handle λ(t). Put We have various configuration spaces and moduli spaces associated with (8.1) which are analogous to the spaces introduced in Sections 4 and 6. All the analysis in Sections 4, 5 and 6 carres over. We shall be brief in formulating the relevant results.
Let e.g. R ± denote the R for (h ± , π ± , λ ± ). Consider α − ∈ R − , α + ∈ R + and p ± ∈ α ± . We have the spaces of transition trajectories N (p − T 0 , 1 ≤ m ≤ k. The time translation acts on all pieces except the distinguished one. We define the R-action on the distinguished one as the trivial action. In particular, the R-action on M 0 T (S α − , S α + ) is defined to be the trivial action. As before, we use the underline to denote quotient by the R k -action in the case of temporal transition trajectories and multiple temporal transition trajectory classes. In the case of general transition trajectories and piecewise transition trajectories, we have the R k -action induced from the twisted time translation, where the R-action on the distinguished portion is again trivial.
Let O ± be the unique reducible elements in R ± respectively. We set 
(Of course, only the nonempty moduli spaces appear in this equation.)
The key point here is that Lemma 8.5 rules out reducible transition trajectories. Note that instead of using holonomy perturbations we now use the perturbation b 0 as in [15] . (This perturbation is not time translation equivariant, and hence can't be applied in the construction of our homologies.) . For simplicity, we assume that the coefficient group is Z. The general case is similar. Consider σ ∈ C F j (S α − ) with σ = [(∆, f )] and j + µ(α − ) = k. For each α + with the corresponding moduli space nonempty, we follow the construction of the boundary operator ∂ α,β in Section 7 to obtain a generalized cubical singular chain σ ′ ∈ C j ′ (S α + ) with j ′ + µ + (α + ) = j + µ − (α − ) + m 0 . We define F α − ,α + (σ) to be σ ′ . We define it to be zero if the moduli space is empty. Then we set In comparison with (7.3), we see an additional 1 appearing in the sign exponent (note that m 0 reduces to zero in the situation of (7.3)). This is because of the difference in the time translation action. Consider σ = [(∆, f )] ∈ C j (S α − ). Analogous to (7.5) we have for α + with µ(α + In this appendix we prove transversality at reducible trajectories. Proof. Consider p, q ∈ O and F = F p,q at a trajectory (A 0 , Φ 0 ). By the arguments in the proof of Theorem 4.13 we can assume that p = q = (a 0 , 0) and (A 0 , Φ 0 ) ≡ (a 0 , 0). The formal adjoint F * of F = F p,q with respect to the product (4.4) is given by (C.1) 
We define the operator L by
L is formally self-adjoint and satisfies Consequently, f j is a nonzero constant. Then we deduce l ′ j (t) ≡ 0, hence l j is a constant. But (b, f ) is L 2 integrable, which forces l j to be zero. We conclude that the above expansion of (b, f ) does not contain terms with zero eigenvalue. Using the elementary arguments in e.g. [21] it is then easy to show that (b, f ) must vanish, provided that ∇ 2 H, δ + and δ − have been chosen small enough. Using the same
