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ABSTRACT
An image is a projection of the three-dimensional world taken at an instance in
space and time. Its formation involves a complex interplay between geometry,
illumination and material properties of objects in the scene. Given image data and
knowledge of some scene properties, the recovery of the remaining components
can be cast as a set of physically based inverse problems.
This thesis investigates three inverse problems on the recovery of scene proper-
ties and discusses how we can develop appropriate physical constraints and build
them into effective algorithms. Firstly, we study the problem of geometry re-
covery from a single image with repeated texture. Our technique leverages the
PatchMatch algorithm to detect and match repeated patterns undergoing geomet-
ric transformations. This allows effective enforcement of translational symmetry
constraint in the recovery of texture lattice. Secondly, we study the problem of
computational relighting using RGB-D data, where the depth data is acquired
through a Kinect sensor and is often noisy. We show how the inclusion of noisy
depth input helps to resolve ambiguities in the recovery of shape and reflectance
in the inverse rendering problem. Our results show that the complementary nature
of RGB and depth is highly beneficial for a practical relighting system. Lastly,
in the third problem, we exploit the use of geometric constraints relating two
views, to address a challenging problem in Internet image matching. Our solu-
tion is robust to geometric and photometric distortions over wide baselines. It
also accommodates repeated structures that are commonly found in our modern
environment. Building on the image correspondence, we also investigate the use
of color transfer as an additional global constraint in relating Internet images. It
shows promising results in obtaining more accurate and denser correspondence.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
An images is a 2D projection of the physical world taken at a particular instance
in space and time. The formation of an image is a complex physical process in-
volving geometry, illumination and material properties. In computer vision, we
are primarily interested in recovering the causal factors that produced the final
appearance of an image, to understand the world we see by reconstructing its
properties. These are often cast as inverse problems, in which we seek to re-
cover some unknown components given observations that are results of changing
other factors. Recovering the scene properties has long been of broad interest.
For example, inferring the geometry of a scene allows us to make sense of its 3D
structure; it is crucial to many applications such as scene understanding, object
recognition and autonomous navigation of robots. Inferring shape and illumina-
tion allows us to manipulate images in ways that are consistent with physical laws
to create photo-realistic outputs.
Modeling the visual world in all of its rich complexity is difficult. We are often
faced with the problem of insufficient information to fully specify the solution,
resulting in under-constrained problems. We therefore need to rely on stricter
assumptions to simplify the problem or resort to physical constraints to disam-
biguate between potential solutions. Most of the physical constraints come in
the form of hard constraints, such as physical laws. They are powerful because
they can clearly define the solution. However, no matter what physical model we
adopt to explain the image formation, the number of hard constraints we could
use is limited. As a result, we also rely on soft constraints, such as smoothness
constraints, to regularize our solutions. This is because, in the presence of noise,
some of the visual cues that the hard constraints should act on might not be re-
liably extracted in the first place. In this thesis, we are interested in identifying
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physically plausible constraints that can serve as additional regularization to our
problems. We also explore how we can better exploit them, through investigating
their interactions with the algorithms. We observe that by dividing the problem
into smaller sub-problems in which we can robustly extract information for the
constraints to act on, we can achieve better performance.
This thesis focuses on the recovery of scene properties. We investigate how we
can develop appropriate constraints for the inverse problems and how to exploit
them in effective ways. The constraints could be in the form of scene-specific
prior, for example, symmetry in texture patterns. In Chapter 2, we demonstrate
how we can recover the geometric structure (lattice) of a scene from only a single
image containing near-regular texture. Our technique leverages the PatchMatch
algorithm to detect and match repeated patterns undergoing geometric transforma-
tions. This allows effective enforcement of the translational symmetry constraint
in the recovery of the texture lattice. The physical constraint could also be in terms
of input from an additional modality, such as depth map acquired from a consumer
depth sensor, despite being noisy and of low resolution. We show in Chapter 3
that we can take advantage of this noisy depth input to formulate an efficient al-
gorithm for inverse rendering in a relighting application. Finally, in Chapter 4, we
exploit geometric constraints relating two views, the epipolar constraint and the
match consistency constraint, to address a challenging problem in Internet image
matching. Our solution is robust to geometric and photometric distortions over
wide baselines. It is also robust to repeated structures that are commonly found
in our modern environment. Building on the image correspondence, we also in-
vestigate the use of color transfer as an additional global constraint in relating
Internet images. It shows promising results in obtaining more accurate and denser
correspondence.
1.2 Thesis Contributions and Summary
This thesis investigates three inverse problems in the recovery of scene properties
from image data. We focus on exploring new physically plausible constraints and
exploiting them in more effective ways. In particular, the following problems will
be addressed:
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Lattice Detection from Texture Image We investigate the problem of geom-
etry recovery from a single image with repeated texture. We propose a method
to automatically infer the lattice structure of near-regular textures (NRT) in real-
world images. Our technique leverages the PatchMatch algorithm for finding k-
nearest neighbor (k-NN) correspondences in an image. We use these k-NNs to
recover an initial estimate of the 2D wallpaper basis vectors and seed vertices
of the texture lattice. We iteratively expand this lattice by solving an MRF op-
timization problem. We show that we can discretize the space of good solutions
for the MRF using the k-NNs, allowing us to efficiently and accurately minimize
the MRF energy function. We demonstrate our technique on a benchmark NRT
dataset containing a wide range of images with geometric and photometric varia-
tions, and show that our method clearly outperforms the state of the art in terms
of both texel detection rate and texel localization score.
Inverse Rendering and Computational Relighting We study the problem of
computational relighting using RGB-D data. Our proposed method takes advan-
tage of the 3D shape information acquired from a consumer depth sensor, such
as Kinect. Assuming distant illumination and Lambertian reflectance, we model
the reflected light field in terms of spherical harmonic coefficients of the Bi-
directional Reflectance Distribution Function (BRDF) and lighting. We first make
use of the noisy depth information together with multiple illumination samples to
refine surface normals inferred from depth. The refined surface normals are used
for subsequent estimation of albedo and lighting coefficients (up to a global scal-
ing ambiguity) in a matrix factorization setting. To simplify the data capturing
process, we propose to generate different illumination samples by rigidly moving
the object of interest while keeping the light sources unchanged. The captured
color images can be registered onto the same viewpoint by depth image based
rendering, using camera pose estimated from their associated depth maps. We
demonstrate our method on both simulated and real data, and show that it can
successfully recover both illumination and albedo to produce realistic relighting
results.
Image Correspondence and Color Transfer We study the problem of match-
ing two Internet images that exhibit significant geometric and photometric changes.
The problem is phrased as one of identifying the correct matches, given putative
matches found by nearest-neighbor feature matching. We also pay special atten-
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tion to repeated structures that are commonly found in urban environments. We
tackle this problem by exploiting two geometrical constraints relating two images:
the match consistency constraint and the epipolar constraint. Using the first con-
straint, we show how a core set of accurate matches can be reliably recovered.
This core set is then used to guide the search for more matches that are consis-
tent with the epipolar geometry, followed by a verification based on local match
consistency. The combination of both constraints gives robustness to ambigu-
ous matches induced by repeated structures. The resultant matching algorithm,
termed RepMatch, is highly robust to geometric and photometric distortions over
wide baselines. It also compares favorably to the state-of-the-art matching algo-
rithms. With the found matches, we infer color transfer curves between the two
images to bring them closer in appearance. We investigate the use of color trans-
fer as an additional constraint that relates the photometric changes between two
images. Compensating for photometric changes is beneficial for matching regions
where gradient information is weak, and it allows us to obtain more accurate and
denser correspondence.
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CHAPTER 2
PATCHMATCH-BASED AUTOMATIC
LATTICE DETECTION FOR
NEAR-REGULAR TEXTURES
2.1 Introduction
From building facades to printed patterns on our clothing, texture patterns are
ubiquitous in our daily lives. Texture patterns can be best understood and modeled
through symmetry detection, and translational symmetry in particular is one of the
most commonly occurring in natural and man-made structures. In this work, we
focus our discussion on texture images that fall under the wallpaper category, i.e.,
textures with translational symmetries. However, most real-world texture images
cannot be simply explained by tiling a basic texture element regularly; they exhibit
both geometric and photometric deviations from a regular congruent tiling [1].
These are termed near-regular textures (NRT). Understanding the regularities in
such textures is an important vision and graphics problem with applications rang-
ing from shape-from-texture, which seeks to estimate surface orientation from the
geometric distortions in texture elements [2], to texture editing and texture-aware
resizing [1, 3, 4].
Detecting regularities on 2D wallpaper patterns is a challenging task because of
the chicken-and-egg nature of the problem; given the basic repeating pattern of the
texture we can infer the lattice and vice versa. However, estimating both automat-
ically is very hard, especially for real-world images with complex local variations.
The notion of near-regular textures was first introduced by Liu et al. in [1], who
proposed a semi-automatic lattice extraction algorithm for texture manipulation
applications. Subsequently, Hays et al. [5] developed the first automated lattice
extraction algorithm for NRTs with local distortions by casting regularity model-
ing as a higher-order correspondence problem. Park et al. [6] further improved
the performance of lattice detection by solving the problem in an MRF setting.
However, both these techniques rely on interest point detectors to find repetitive
patterns. As the interest points could be sparse, they may fail to correlate with the
5
Figure 2.1: Automatic lattice detection. We present a technique to automatically
estimate the underlying texture lattice of an image. Our technique works on a
wide range of textures and is robust to the photometric and strong geometric
deformations that are common in real-world images.
regularity of the texture, affecting not only the lattice model (texel) detection, but
also the subsequent lattice expansion that relies on the found texel for template
matching.
We address these issues by leveraging the Generalized PatchMatch algorithm
(GPM) to a) find correspondences between self-similar elements within the tex-
ture, and b) make the lattice estimation efficient. First, we adapt GPM to effi-
ciently match transformed repeated patterns. The dense k-nearest neighbor field
from GPM allows matching of regions that may not have strong responses to com-
mon interest point detectors. It is able to handle large appearance variations, al-
lowing stable detection of seed texture units and lattice basis vectors. Similar to
[6], we expand the lattice from the seeds using an MRF to predict and refine the
localization of the lattice vertices. However, because the space of solutions is con-
tinuous, they maximize the MRF posterior probability using a mean-shift-based
mode finding technique. In contrast, we use the GPM k-NNs to directly find a
small discrete set of modes of the posterior. We use the Particle Belief Propaga-
tion algorithm to efficiently evaluate these modes and infer the lattice. Sample
outputs of the proposed automatic lattice detection system are shown in Fig. 2.1.
As we show in our results, using GPM to drive the feature search and the lattice
inference leads both to better detection and localization of the texture lattice, and
to faster convergence.
The outline of this chapter is as follows. The related works are presented in
Section 2.2. Details of the proposed formulation are presented in Sections 2.3 and
2.4. Experimental results and evaluations are presented in Section 2.5. Finally,
Section 2.6 concludes the chapter.
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2.2 Related Work
In general, the texture modeling pipeline consists of two phases: texel discovery
and regularity modeling. Texels are the basic texture elements that repeat spatially
to form a repetitive pattern. Regularity modeling usually comes in the form of
lattice fitting to reveal the spatial tiling of texels. The two phases complement
each other.
Repetitive Feature Detection. The first step toward automatic texel discovery
is the detection of repeated interest points present in the image. They form ver-
tices of the lattice. Many existing approaches [5, 3, 6, 4] use some interest point
detectors such as Maximally Stable Extremal Region (MSER) [7] and KLT [8]
corner extractor. The key trade-off, as pointed out by [6], is to extract enough
interest points to reveal some repeated structure reliably without overwhelming
the subsequent lattice finder with false positives. Due to the inherent ambiguity
in dual lattice bases, there exist, in theory, many possible canonical features that
repeat spatially. Grouping the detected interest points based on feature descrip-
tion/normalization schemes that are invariant to certain geometric/photometric
properties is often applied to identify the repetitive patterns. Both [3] and [6]
used mean-shift clustering to group points with similar appearance together for
texel discovery. Detecting all transformed copies of the same interest point is
challenging; since some of them might have undergone heavy distortion, their
similarity scores with respect to a canonical appearance template can be signif-
icantly lower. For complex scenes such as non-rigidly deformed fabrics, it is
difficult to account for the large appearance variations using a global canonical
template. Such clustering based techniques aim to recover only a sparse set of
repeated features as “seeds,” deferring the detection of missing repeated features
to the lattice growing stage. In this work, we propose to use a modified version
of the Generalized PatchMatch (GPM) algorithm [9] to find self-similar patches
within an input image. GPM is an efficient approach for finding an approximate
nearest neighbor field (NNF) for every w × w patch in an image. We search for
k-nearest neighbors in this work. As GPM produces a dense NNF and allows
explicit modeling of the relative transformation between patches, it is efficient in
estimating the lattice and more robust against local deformations than assuming
a global canonical appearance model that may have difficulty corresponding to
heavily distorted patches. Further, the k-NNs obtained by GPM offers more ac-
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curate localization of repeated features, hence more reliable local evidence for the
lattice estimation.
Regularity Modeling. According to the group theory of wallpaper patterns, all
translational symmetric patterns can be represented by a pair of shortest transla-
tion vectors t1 and t2. Liu et al. [1] introduced a lattice extraction algorithm with
human interaction. Hays et al. [5] developed the first automated lattice extrac-
tion algorithm for an arbitrarily distorted (local and global) NRT image without
segmentation. The lattice-finding problem was formulated as a second-order cor-
respondence problem in the spectral clustering setting. It seeks assignments that
maximize both pair-wise visual similarity as well as geometric consistency. How-
ever, since the affinity matrix is large (albeit some sparsity conditions), solving
for the eigenvalues for such spectral clustering is computationally expensive.
Another seminal work by Park et al. [6] solved the lattice fitting problem in an
MRF setting with a degree-4 graph. Optimization is accelerated by mean-shift
belief propagation in a continuous state space, which only requires sampling a
small local grid of belief values. However, since its prior density is estimated
from one global appearance model, it is more susceptible to localization errors
when local deformation on the lattice is heavy.
2.3 Problem Formulation
An NRT image can be modeled as a regularly repeated pattern with spatially de-
pendent photometric and geometric deformations. The intensity I(x) of a pixel at
coordinate x = [x, y]T can be written as:
I(x) = S(x)R(T (x)), (2.1)
where S is a scalar quantity representing the shading component. T denotes the
transformation field that maps the coordinate from a deformed lattice to a regular
one. R is the reflectance map of a regular grid pattern. We can view R as an
albedo map tiled by spatially repeating the reflectance of a texel. As is done in
most geometry-based modeling such as stereo matching, the effects of shading are
often accounted for via color normalization or they can be ignored by using image
gradient information, thus simplifying the model to deal purely with geometric
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Figure 2.2: An overview of the proposed lattice detection pipeline.
deformations. Following this logic, we can drop the shading term S(x) and our
goal becomes one of estimating the transformation T based on the locations of
lattice vertices.
An overview of our proposed lattice detection technique is shown in Fig. 2.2.
We first adapt GPM to search for repeated features in textures (Sec. 2.3.1), and
recover a lattice basis proposal (Sec. 2.3.2). We rectify the image via a homog-
raphy to bring it closer to a wallpaper pattern and initialize the lattice with seed
points. In the rectified space, we iteratively expand the lattice by solving an MRF
to enforce global consistency in both appearance and geometry (Sec. 2.4). Dur-
ing each iteration, we remove local geometric distortions using a thin-plate spline.
The following sections discuss each of these steps in detail.
2.3.1 PatchMatch-based Self-similarity Discovery
Generalized PatchMatch [9] supports searching for k self-similar patches while
taking into account both geometric transformations (rotations, scales) and photo-
metric variations (additive and multiplication factors on the observed intensities).
In our examples, we accounted for only geometric distortions. For the purpose
of lattice extraction, we adapted GPM for our problem by restricting the initial-
ization and the random search components of GPM to local pixel neighborhoods,
while disallowing collisions in the matches. The search for k nearest neighbors
can simply be extended by repeating the single-neighbor PatchMatch k times. We
associate each pixel location with k randomized nearest neighbor candidates with
parameters Θi = {txi, tyi, si, θi}, i = 1, k, representing translation in x- and y-
directions, scale and rotation angle, respectively.
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Initialization: Instead of randomly initializing pixel displacement to be in the
range of the image dimensions as in [10], we initialize txi and tyi to be within a
radius of 5w from every pixel location, where w is the patch width, in the range
of 15 to 31 pixels. This is based on the assumption that wallpaper patterns have
immediate correspondence in the 8-connected neighborhood in which the repeated
patches deform smoothly. We found that this initialization strategy provides more
structured k-NN matches and faster convergence. In this work, we set k = 10.
k-NN with scales and rotation: During the propagation phase, we examine the
ith neighbor’s adjacent patches one by one and maintain a list to prevent duplicate
matches. If it offers a matching cost better than the worst distance and is not in the
list, we propagate from the adjacent patch and insert it to the list. After looping
through this k times, we sort the list and keep only the k best candidates. The
random search phase works in a similar way. Lastly, the k best neighbors are kept
while the worse ones are removed. We also make sure that the query patch itself is
excluded from the list of k-NN candidates for the initialization, propagation and
random search phases.
Results of the k-NN search are shown in Fig. 2.3, where the red box marks the
query patch and the green ones mark the k-NNs.
Figure 2.3: k-nearest neighbor results for various texture images (k = 10). The
query patches are marked in red and the k-NNs are marked in green. The best
neighbor is marked in magenta.
2.3.2 Lattice Basis Proposal
We begin by randomly selecting a query patch centering at (xq, yq), to retrieve
its k nearest matches found by GPM. To avoid taking indistinctive query patches
from uniform regions, we select patches with sufficient gradient information. To
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do this, we use simple sum-square differences (SSD) between every patch and its
displaced versions in its 4-connectivity as a measure of saliency:
Sa(x, y) = min(SSD(P(x, y),P(xi, yi)), (2.2)
where P(x, y) denotes a patch centered at (x, y) with width w, where the param-
eter w is omitted here. (xi, yi) are (x+ 1, y), (x− 1, y), (x, y+ 1) and (x, y− 1),
respectively.
Instead of using a global threshold on the saliency score, we perform threshold-
ing in a block-wise manner to allow it to adapt locally. The thresholds are set to
be the 95th percentile in each block. An example of the detected saliency points
is shown in Fig. 2.4.
Figure 2.4: Block-wise thresholding for the detection of salient points. Points are
plotted in red.
For each set of randomly selected k-NN points, we follow the RANSAC-based
approach of [11] to vote for the best lattice basis. Subsets of 3 points are drawn
randomly, forming an “L”-shape pair of {t1, t2} basis hypothesis.
We compute the affine transformation to map these points to regular lattice
coordinate {(0, 0), (0, a), (a, 0)}, where a is the average magnitude of the two
basis vectors. We then test the validity of the estimated affine transformation onto
other k-NN matches. The pair of {t1, t2} proposal that gives the most inliers is
taken as the lattice basis. In addition, we identify a fourth point diagonally across
the origin of the lattice basis vectors, to form a quadrilateral for the estimation of
a homography transform H, where we apply globally on the image as an initial
rectification. Examples of the found lattice basis vectors are presented in Fig. 2.5.
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Figure 2.5: The lattice basis vectors found by RANSAC are drawn in blue. The
query point is marked in cyan, and its k-NN correspondences are marked in
green.
2.4 Lattice Formation
The analysis in the previous section gives us an initial set of texture lattice vertices
and the corresponding lattice basis vectors {t01, t02}. In addition, we construct an
appearance template for the texture, P0, that is initialized to the patch centered
at the origin of the lattice basis proposal. We iteratively grow this initial lattice
by adding new vertices that are consistent with the current lattice in terms of both
their appearance and their geometry. Note that the output from GPM is a k-nearest
neighbor field at every pixel; however, the k-NNs may not be distributed in a con-
sistent fashion and cannot be used directly to build the lattice. To infer a globally
consistent lattice grid, we adopt a Markov random filed (MRF) framework to iter-
atively expand the lattice from a seed unit while enforcing both appearance simi-
larity and topological consistency. Park et al. [6] use a similar framework to infer a
lattice structure from texture images; however they solve a continuous MRF (us-
ing mean-shift belief propagation) where the probabilities of all possible vertex
locations in the local grids need to be evaluated. In contrast, we make an impor-
tant observation – the GPM k-NNs of the current lattice vertices are a good set of
candidates from which to choose new lattice vertices, and the next-period lattice
vertices will not deviate significantly from the t01 and t
0
2 basis vectors. This allows
us to restrict the set of possible MRF states to a manageable size, and we solve
the resulting discrete optimization using the Particle Belief Propagation method.
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This makes our technique faster and, in practice, gives us better localization of the
lattice vertices.
We denote the lattice after t − 1 iterations by Lt−1 = (Vt−1, Et−1), where
Vt−1 = {vi} denotes the vertices (with positions {xi}) and Et−1 = {eij = (vi, vj)}
describes the edges of a 2-D grid. In order to grow this lattice, we construct
a lattice Lt by adding new vertices along the perimeter of the old lattice, i.e.,
Lt = (Vt−1
⋃
dV , Et−1
⋃
dE) and dE = {eij = (vi, vj)|vi ∈ Vt−1, vj ∈ dV}.
The problem of growing the lattice is thus a problem of inferring the positions,
xi, of these new vertices. We do this by minimizing the following classical MRF
objective function:
E(x) =
∑
vi∈dV
Φ(xi) +
∑
(vi,vj)∈dE
Ψ(xi,xj), (2.3)
where xi takes on values in a 2D domainXi (known as the state space of the MRF).
Φi and Ψi,j are the potential functions for the unary and binary terms, respectively.
Optimizing the objective function in Eq. (2.3) is equivalent to maximizing the joint
probability over all the vertex locations, which can be factored as:
p(x1, . . . ,xn) =
1
Z
∏
vi∈dV
Φ(xi)
∏
(vi,vj)∈dE
Ψ(xi,xj), (2.4)
where Z is a scalar chosen to normalize the joint distribution.
The belief propagation (BP) algorithm can be employed to take advantage of
the factorization and perform inference efficiently. However, the problem be-
comes intractable when the state space is large or continuous. The key to solving
BP lies in the representation chosen for messages and beliefs, and one useful strat-
egy is to sample the state space and evaluate only some chosen samples. In our
case, the state space of possible vertex locations, xi, spans the dimensions of the
image, making the optimization computationally expensive. However, the k-NN
correspondences at a current vertex (discovered by GPM) give us a good set of
candidates for predicting the neighboring vertex’s localization. We take advan-
tage of this by performing inference using the GPM k-NNs as particles in the
Particle Belief Propagation algorithm.
Our unary (data) term measures the appearance similarity between a chosen
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state xi and the global appearance template. Specifically, we define it as:
Φ(xi) = exp(−α(1−NCC(P0,P(xi)))), (2.5)
whereNCC is the normalized cross-correlation, P0 is the global appearance tem-
plate, and P(xi) the image patch centered at state xi.
The binary (smoothness) term measures the geometric consistency of neigh-
boring vertices on the lattice, and biases the translation between two connected
vertices toward the global lattice basis vectors, {t01, t02}. The translation vector for
vertex vi is computed as ti = xi − xj , where vj is a neighboring vertex of vi. We
define the consistency between two translation vectors as:
h(ti, tj) =
‖ti − tj‖2
‖ti‖2 , (2.6)
and in turn, define the pairwise potential as:
Ψ(xi,xj) = exp(−β(h(xi − xj, t0a))2), a = 1 ∨ 2. (2.7)
This translation vector is matched against either t01 or t
0
2 depending on the direc-
tion of the edge (vi, vj). β is a parameter that is set to 5 for our examples.
We compare the translational offsets to the global lattice basis vectors because
this allows us to formulate the smoothness term as a pairwise term; defining it as
the smoothness of the offsets themselves will lead to higher order potentials on
xi. However, it enforces a strong global constraint on the lattice and could lead to
issues in texture with perspective effects and local deformations. We handle this
using a local rectification step that accounts for these effects and will be described
later.
PatchMatch-guided Particle Sampling. As noted before, the k-NN matches
from GPM give us a set of good candidates for the locations of the new vertices
of the lattice. We construct this set as:
C =
⋃
vi∈Vt−1
(xi
⋃
vj∈KNN(vi)
xj). (2.8)
This candidate set expands as more vertices are added to the lattice.
In addition, the repetitive nature of a texture implies that given a vertex in the
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current lattice, the candidates for the next-period vertex can be predicted using the
t01 and t
0
2 tiling vectors. To account for this, for every new vertex vi ∈ dV with
neighbor vi−1 ∈ Vt−1, we construct a set of the candidatesD = {y} satisfying the
following conditions:
‖y − (xi−1 ± t0a)‖2 ≤ r, a = 1, 2; and
NCC(P(y),P(xi−1)) > 0.8,
where r defines the radius of the search region around a predicted location. The set
D is introduced in case GPM fails to locate nearest-neighbors that are immediately
one period away from vertex vi−1. For each candidate in the combined pool C∪D,
we evaluate itsNCC score against the patch P(xi−1) and use the best k candidates
to build a per-vertex particle set Si. An illustration of the lattice expansion is
shown in Fig. 2.6, where we can observe how GPM guided particle selection
helps to quickly locate modes in the posterior density.
Posterior  
density 
Figure 2.6: Evolution of the lattice expansion. Modes in the posterior density are
progressively exposed with GPM guided sampling.
Particle Belief Propagation. We use the Particle Belief Propagation algorithm [12]
to minimize Eq. (2.3). In PBP, all messages and beliefs evaluated at any node are
in terms of a set of particles instead of the entire state space. The message passed
from vertex vj as the sender to vertex vi as the receiver is defined as:
mj→i(xi) = max
xj∈Sj
Φ(xj)Ψ(xi,xj)
∏
u∈N (vj)\vi
mu→j(xj), (2.9)
15
where Sj denotes the particle set associated with vertex vj .
The un-normalized belief function at xi is given by:
b(xi) = Φ(xi)
∑
u∈N (vi)
mu→i(xi) (2.10)
At the end of each iteration at vertex vi, we update its associated set of particles
Si to represent the belief at this vertex. Instead of using sampling techniques such
as MCMC as in conventional PBP, we repeat the same sampling procedure as
described earlier, updating the best k particle candidates.
Lattice Verification and Update. At the end of each iteration of lattice expan-
sion, verification of the converged vertices is performed. This gives us a safety
measure to make sure the found lattice vertices are sufficiently accurate, since it
will affect the next iteration’s lattice expansion.
We also update the global texel template at the end of each lattice growing
iteration. We fit a global homography and a regularized local thin-plate spline
warp to the current lattice vertices. We rectify the image using these two warps;
this inverts the geometry distortions in the image and gives us a texture which is
more regular. The global template P0 is computed by stacking the rectified and
aligned vertex patches and computing a per-pixel median.
The next iteration of lattice growing is then applied in this rectified space. Do-
ing this is important because it makes the regularization on translational offsets
in Eq. (2.6) meaningful. Although this rectification is local since it is based on a
partially constructed lattice, assuming continuity in the geometric deformation in
a local neighborhood, this flattening operation helps to reduce the distortion in the
next texel and allows for better prediction of vertex locations.
Relation to PatchMatch Belief Propagation. Conceptually, our proposed method
is closely related to PatchMatch Belief Propagation (PMBP) [13]. PMBP inter-
leaves PatchMatch (PM) with Belief Propagation, using PM as a mechanism to re-
sample particles for each node by considering its neighbor’s particles. In contrast,
we first run GPM to find k-NNs; this can be thought of as an initial optimization
of the unary term in the MRF. In a later joint optimization over both the unary and
binary terms, we use the found k-NN as particles at each node for message pass-
ing. These short-listed candidates help speed up the particle sampling process for
the BP, leading to faster convergence. Applying GPM first allows us to discover
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the repeated features in the texture, and deduce the texture appearance template
and lattice basis vectors. This is turn allows us to define meaningful unary and
pairwise energy terms for the BP.
2.5 Experiment
To verify our proposed method, we tested our proposed method on the data used
in the Symmetry Detection from Real World Images Competition 2013 [14], here
referred to as Set A. The data set contains 90 images for translational symmetry
detection with manually annotated ground truth. The set is further divided into
3 subsets: general, look through (fence-like)1 and urban scenes. In addition, we
also tested our algorithm on a set of 15 images from the NRT data set [15], where
more challenging test cases are selected. We refer to this as Set B. For evaluation
purposes, we obtained the ground truth by manual labelling.
We first present a visual comparison between our lattice detection results and
those of two state-of-the-art automatic lattice detection algorithms: the methods
of Park et al. [6] and Hays et al. [5].2 Sample results presented in Fig. 2.7 show
that the proposed method has comparable results to the two methods; it performs
better on the fabric case where local deformation is stronger. More results for
various subsets of the test data are presented in Fig. 2.8 through Fig. 2.12.
2.5.1 Evaluation
We are interested in evaluating the performance on lattice detection from two as-
pects: 1) the success rate of texel detection and 2) the accuracy in the localization
of lattice vertices.
Texel Detection. For evaluation of texel detection, we follow the methodology
described in [6] to measure the success rate of the detection. Letting Lgt be ground
truth lattice and Lest be the detected one, every lattice point in Lest marks the lat-
tice point in Lgt that is the closest to it as a match. The same is done in a reverse
manner to identify points with mutual matching agreement. Lest is moved toward
1We excluded evaluations on this subset as both [6] and our method failed to produce stable
results.
2The visual results are taken directly from the paper’s figures.
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Hays et al. Park et al. Ours 
Figure 2.7: Sample results of general scenes from Set A compared against [5]
and [6].
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Failure  
cases 
 ours     Park et al. 
Figure 2.8: Selected results of general scenes from Set A. Failure cases are
shown at the bottom.
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Park et al. Ours 
Figure 2.9: Selected results of urban scenes from Set A. The proposed method
performs better on scenes with stronger geometric distortions.
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Park et. al Ours 
Figure 2.10: Selected results from Set B. The lattice detected by the proposed
method has finer granularity.
Lgt by a global offset estimated from the point matches. A texel is counted as suc-
cessfully detected if there exists a complete quadrilateral in Lgt whose four corners
have matches in Lest. Results of the lattice detection comparison are shown in Ta-
ble 2.1. The lower detection rate on the general scene subset is due to failure in
detecting lattices for certain images. Sample failure cases are shown in Fig. 2.8.
Lattice Localization. To examine the performance on lattice localization, we
propose a new metric to measure the homogeneity in the appearance of detected
texels. For every detected texel on the lattice, we applied a homography to rectify
the quadrilateral to a 50 × 50 image patch so that its area can be normalized.
Ideally, the homogeneity score will be low if the lattice vertices align well with
the repeated landmarks on an image. The homogeneity score is computed as:
H = median{std(I(1)), . . . , std(I(m))}, (2.11)
where std(I(i)) denotes the standard deviation of pixel intensity for the ith pixel
location in normalized texel patches and m is the total number of pixels in a nor-
malized texel patch. We found that taking the median value of per-pixel standard
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Precision = 0.881,    Recall = 0.983 Precision = 0.894,    Recall = 0.983
Precision = 0.507,    Recall = 0.583 Precision = 0.983,    Recall = 0.983
Initialization
Park et. al Ours
Figure 2.11: Sensitivity to lattice basis initialization on a selected image from Set
B. We fixed the initialization for both methods. Our method gives more stable
detection with different initializations.
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ours Park et al. 
Figure 2.12: Selected results of fence-like scenes from Set A. Both [6] and our
method suffer from the problem of high appearance variations in lattice features.
In the bottom right image, we added a yellow arrow to guide the reader to the
detected texels.
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Table 2.1: Performance comparison on lattice detection rate between the
proposed method and [6]. We report detection rates in terms of mean and
standard deviation.
Detection Set A Set B
Rate(%) General Urban
[6] 65.80± 35.27 77.30± 21.79 75.03± 21.60
Ours 69.60± 30.96 82.11± 11.92 91.10± 14.46
Table 2.2: Comparison on lattice localization. Localization accuracy is measured
in terms of homogeneity score. We report the mean and standard deviation of
homogeneity scores in each test set. The statistics for the ground truth are shown
in the last row. This evaluation is done on images with successfully detected
texels, excluding failure cases.
H-score Set A Set B
General Urban
[6] 36.18 ± 11.25 31.19 ± 15.21 50.12 ± 11.22
Ours 33.99 ± 10.36 28.62 ± 10.79 34.00 ± 9.31
HGT 36.50 ± 11.23 27.91 ± 9.37 31.50 ± 8.10
deviation is more reliable than using the mean as in the A-score proposed in [5],
since the mean value is less sensitive to misalignment if the texel contains uniform
regions within it. Table 2.2 shows that our localization is consistently better for
the three test subsets. In particular, our performance is significantly better on de-
formable surfaces. While our method outperforms [6] on both metrics on all sub-
sets, note that our performance is significantly better on Set B (whose geometric
and shading variations are stronger than majority in Set A). This can be attributed
to the fact that our method is more robust to these distortions. We also compared
the two methods’ sensitivity to lattice basis initialization using data from Set B.
A typical result presented in Fig. 2.11 shows that our method gives more consis-
tent lattice detection output under different initializations. This is because GPM
is more robust against local deformations.
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2.5.2 Running Time
On a Dell i7 6-core machine, our method with GPM implemented in C++ and
the rest in MATLAB, processes a typical 480 × 640 image in about 150 s: 80
s for GPM and 70 s for inference and unwarping. The implementation of [6]
in C++/Mex and MATLAB takes about 162 s: 16 s for feature extraction and
146 s for inference and unwarping. Our current implementation of GPM is not
optimized; given the performance of other implementations [9], we believe it can
be sped up significantly. While not an apples to apples comparison, our inference
is about 2 times faster than the that of [6], as it uses GPM to find good modes.
2.5.3 Application: Re-texturing
The proposed method is able to detect lattices reliably. It provides accurate ge-
ometric correspondences for the estimation of a warping field between the de-
formed texture and its rectified counterpart, allowing us to edit on the texel level of
an image’s reflectance layer. We used the intrinsic image decomposition method
by Zhao et al. [16] to extract the shading map of an input image. This shading
map is then multiplied with the edited reflectance layer to give a final rendering.
Examples of re-texturing are illustrated in Fig. 2.13. We can see that our lattice
detection captures the geometric deformations of the original images well and the
renderings look realistic.
2.5.4 Limitation
Despite geometric and photometric deformations, GPM on image intensities per-
forms well on opaque objects with a near-regular texture. However, GPM in this
form falls short on texture within see-through or semi-transparent surfaces such as
fences. Such images remain a challenge to current state-of-the-art techniques (see
Fig. 2.12). The key reason is that intensity patch is not distinctive enough to repre-
sent the key points on such texture, due to confusion arising from the background
scene. However, instead of using per-pixel SSDs as an error metric, we would
like to extend this work to use more robust representations such as HOG [17] or
SIFT [18] to improve GPM correspondences on such images.
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Figure 2.13: Re-texturing based on detected lattices.
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Figure 2.13: Continued.
2.6 Concluding Remarks
In conclusion, we have presented an approach for automatic lattice detection in
real-world NRT images with translational symmetries. Our main observation is
that we can make automatic lattice detection more robust and efficient by leverag-
ing the Generalized PatchMatch algorithm to find repeated features in the image.
We formulate the lattice growing problem as a discrete-state MRF, where the state
sampling is guided by the nearest neighbor matches found by GPM, providing
efficient estimation of lattice vertices. Our results compare favorably to the state-
of-the art methods – in particular, the localization of our lattice is better even
under strong geometric distortions. For future work, we would like to extend our
matching and regularity modeling to the detection of other symmetry types, e.g.,
rotational symmetry. We will analyze the current algorithm in a theoretically more
rigorous manner. We will also look into the densification of lattice mesh for more
general applications such as shape recovery and texture rendering.
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CHAPTER 3
INVERSE RENDERING AND
RELIGHTING FROM MULTIPLE COLOR
PLUS DEPTH IMAGES
3.1 Introduction
Lighting plays an important part in visual appearance. Similar in spirit to facial
make-up, good lighting helps to enhance the aesthetic appeal of subjects imaged.
This motivates the problem of computationally touching up photographs to mimic
desirable lighting effects. Computational relighting is of broad interest in areas
such as computer graphics and cinematography. Imagine holding a video chat on
Skype and being able to “cast” studio lightings to make one’s face more appealing.
Another application is augmented/mixed reality where images of objects from
different environments need to be computationally relighted to achieve an overall
uniform lighting.
Image relighting refers to computationally manipulating the lighting effects
given one or more image(s) of the scene, to produce desirable and photorealis-
tic renderings. While image relighting has been widely used on synthetic scenes
constructed from computer graphics models, as seen in many computer games,
or on real scenes captured under controlled lighting conditions, efficient relight-
ing on general real scenes remains a research challenge due to its complexities
involving both the geometric and photometric aspects underlying the image for-
mation process. An illustration of the relighting process is presented in Fig. 3.1.
State-of-the-art relighting methods often consist in estimation of the scene ge-
ometry, the BRDF (bi-directional reflectance distribution function, which models
how light interacts with the surface) and the illumination directions. Given only
the image data, the estimation of all these factors is ill-posed, and can only be
achieved by strict assumptions of the scene geometry and/or light sources, or by
controlled experiments.
The earliest attempt to render lighting effects on a synthetic object involved
using a spherical mirror called the light probe [19]. A light probe captures envi-
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Figure 3.1: The rendering pipeline involving BRDF, scene geometry and
lighting. In the inverse rendering process, given the input images (same
viewpoint, different lighting) and any two of the three mentioned scene
components, the rest can be inferred. Relighting can be seen as a forward
rendering process in which the lighting component is replaced by a novel one for
the synthesis of a new image.
ronment illuminations from all directions. To render an object in a given light-
ing environment, the light probe is placed at the location of the synthetic object
to measure the incident illumination. Lighting effects are added onto the object
by mapping texture based on surface normal directions. This method is widely
adopted in the movie and gaming industries, but it requires knowing both the re-
flectance and geometry of the object for relighting. Another notable approach is
to capture relightable representations of a scene. Debevec et al. [20] proposed a
method to densely sample the reflectance field of the human face with high angu-
lar resolution using a dome-shaped setup called Light Stage. The method is able
to render realistic lighting results but requires highly controlled data capturing.
More recent works on computational relighting have focused on the incorporation
of 3D information of scenes to parametrically model the lighting and surface re-
flectance [21, 22], but they assume homogeneous surface albedos to simplify the
problem.
Recently, consumer grade depth cameras, e.g., Microsoft Kinect and Intel Re-
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alSense, have gained increased popularity due to their low cost and real-time depth
acquisition capability. In this work, we explore the incorporation of geometry
(depth) information obtained through a depth sensor, in a relighting problem of
a convex object, under general, arbitrary distant illumination. Applying Lam-
bertian reflectance and modeling illumination in terms of spherical harmonics
(SH) [23, 24], we formulate an efficient relighting algorithm for practical applica-
tions such as video conferencing and stylistic lighting transfer that can be readily
used by nonexperts, without expensive data processing or controlled capturing.
The input to our system includes multiple illumination samples and a correspond-
ing depth map. The illumination samples are taken under different lighting con-
ditions, while the depth map is acquired by a depth sensor, from which surface
normals can be derived. However, the surface normals are often of poor quality
since the acquired depth could be noisy. We first show that through combining
intensity and depth information, the noisy normals can be refined to a satisfactory
level to enable solving of albedo and lighting parameters for relighting. Further-
more, we make use of the depth sensor to simplify data acquisition. We show
that under the Lambertian assumption, illumination variety can be achieved by
rigidly moving the object and tracking the camera pose from depth data. Using
the tracked camera poses, views of the rotated object are registered onto a com-
mon coordinate frame to generate illumination samples under different lighting
directions.
The outline of this chapter is as follows. The background and related work
are presented in Section 3.2. Details of the proposed formulation are presented
in Section 3.3 to Section 3.7. Experimental results and evaluations are given in
Section 3.8 and lastly, Section 3.9 concludes the chapter.
3.2 Background and Related Work
Strictly speaking, the physically correct way to relight a scene is to follow the
rendering equation [25]. One way of doing so is to measure the scene’s light
transport, a discrete representation of the rendering equation which encodes the
interaction between the input illumination and the scene, as well as the lighting in-
teractions within the scene itself, known as interreflections. However, since light
transport is very expensive to measure or pre-compute, it is often precluded in
practical relighting systems. For efficiency, many relighting methods approach
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the problem either by interpolating illuminations from examples or by paramet-
ric modeling of direct illumination (illumination due solely to light sources) and
reflectance using sparse samples of the scene. The effects of interreflections are
neglected. The proposed method also makes an assumption on the convexity of
the scene to avoid handling interreflections. In the following subsections, we re-
view major computational relighting methods as well as works on depth/shape
estimation through RGB-D fusion.
Illumination interpolation These approaches use images captured under dif-
ferent known and controlled illumination conditions, without prior knowledge of
the scene geometry and surface properties. Taking advantage of the linearity of the
rendering operator with respect to illumination, novel lighting can be synthesized
as a linear combination of a set of basis images. The idea was first introduced by
Nimeroff et al. [26] and later popularized by Debevec et al. [20] who pioneered
the dense capturing of reflectance field of the human face with high angular reso-
lution with a setup called Light Stage. The setup is a spherical structure mounted
with 156 white LED light sources. Lighting directions are changed thousands of
times per second and the corresponding appearances of the subject are captured
by a high-speed camera. While this method is able to synthesize realistic lighting
effects, it is data-expensive as it often requires dense sampling of viewpoints and
illumination directions for the interpolation of novel lighting. A highly controlled
environment is also required to allow for precise measurement of illumination. In
contrast, our work only requires a sparse set of samples for the estimation of both
illumination and diffuse albedo.
Environment Mapping Compared to interpolation-based relighting techniques
that require dense sampling, the data requirement is greatly reduced with a light
based model. In computer graphics, synthetic objects can be rendered using a pre-
computed environment map called the light probe [19]. A light probe captures
environment illuminations from all directions (omnidirectional irradiance map)
by imaging a mirror sphere with high-dynamic-range capturing. It can be viewed
as a look-up table for environment lighting indexed by surface normal vectors.
The captured lighting environment can be used together with surface reflectance
properties, i.e., the BRDF, to generate photo-realistic rendering. To render a syn-
thetic object in a given lighting environment, the light probe is used to measure
the incident illumination at the location of the synthetic object. Lighting effects
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are added onto the synthetic object by mapping texture from the light probe based
on surface normal directions.
Wen et al. [27] introduced Radiance Environment Map (REM) for face relight-
ing. Pre-integrated with the surface’s BRDF, radiance environment map avoids
the time-consuming integration of illumination with surface reflectance, and is
particularly useful for rendering surfaces with complex reflectance properties. As-
suming diffuse reflectance and known 3D geometry, a ratio-image technique was
used to relight faces when the environment lighting rotates and to transfer lighting
from one person’s face to another. However, this method assumes that the two
faces have similar skin albedos.
Illumination and Reflectance Modeling from Multiple Views Illumination
and surface reflectance of scene points can also be inferred by varying viewpoints.
The central idea of such methods is to relax the requirement for controlled illumi-
nation. Using known surface geometry, Yu et al. [21] proposed to gather different
illumination samples using multi-view images captured under a single, unknown
illumination setting. They assume a dichromatic reflection model, which includes
both Lambertian and specular reflections. The directional specular reflection is
used to resolve the texture-illumination ambiguity of diffuse scene components,
and to estimate the illumination. Estimation of Lambertian reflectance then pro-
ceeds after illumination is recovered. However, this method requires that multi-
view images be correctly registered onto the given 3D model. Since Lambertian
reflection is viewpoint-independent, the scene needs to contain specular reflection
for illumination to be recovered.
Parametric Relighting with Measured 3D Model With depth cameras, scene
geometry can now be efficiently measured, thus enabling parametric modelling
of illumination. This frees us from the highly controlled data acquisition pro-
cess as seen in interpolation based methods. In [22], relighting results were first
demonstrated using the RGBZ video data where the depth acquired from a time-
of-flight sensor is augmented by spatiotemporal upsampling and denoising. The
environment lighting was modeled in terms of spherical harmonic basis functions
and estimated in an offline process from a single video frame, by assuming white
light source and diffuse albedo. In [28], the relighting problem was formulated
as a factorization of the image matrix into a product of a diagonal albedo and a
lighting matrix with a known SH matrix (surface normals represented in terms of
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spherical harmonics) in the middle. This special matrix factorization is unique if
and only if the SH matrix associated with the object has nonseparable full rank.
Our proposed method is most closely related to [22], in that we acquire the 3D
model in real-time through the use of a depth sensor, but we make use of multiple
illumination samples to estimate surface normal from photometric data. We use
the noisy depth map to resolve the linear ambiguity in an uncalibrated photometric
stereo problem.
Shape/Depth Enhancement through RGB-D Fusion Having accurate shape
and depth estimates is an important intermediate goal towards relighting. Fusing
intensity data and noisy depth measurement helps to enhance the accuracy of the
depth maps. The intensity data could be in the form of a single image or multiple
images under different illumination conditions. Recent techniques such as [29] es-
timate shape from a single image under natural illumination, but deal with uniform
albedo objects and require a calibration object to measure lighting. Yu et al. [30]
used a single intensity image. Noisy depth information was used to recover rela-
tive albedo, which helps to separate shading from albedo. The estimated shading
was then used to enhance the quality of surface normals. Han et al. [31] mod-
eled natural lighting as a combination of global and local components, where the
global component was solved using the noisy depth. Next, a local lighting model
was estimated to account for spatially varying illumination. Surface normals were
refined using the estimated lighting and later fused with depth information us-
ing the algorithm by Nehab et al. [32]. There are also works that used multiple
illumination samples. In [33], the authors combined noisy depth acquired from
Kinect and surface normals evaluated using calibrated light sources. They ex-
tended the formulation of [32] to handle degenerate cases due to insufficient light
sources. In [34], the authors assumed uniform albedo and used the infrared chan-
nel from the depth sensor to guide multi-view reconstruction. Similar to [33], our
proposed formulation uses multiple illumination sample and depth acquired by
Kinect. However, we assume unknown and arbitrary light sources and spatially
varying albedo. Instead of having depth and surface normal from independent
sources, we work with surface normals derived from noisy depth and show that
they can be refined using the first-order spherical harmonic approximation.
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3.3 Modelling General Illumination
Ramamoorthi [35] showed that lighting, BRDF and reflectance can be expressed
in a signal processing framework. Neglecting the effects of cast shadow and in-
terreflection, the irradiance E from a convex object is a function of the surface
normal n, given by an integral over the upper hemisphere Ω(n)
E(n) =
∫
Ω(n)
L(ω)(n · ω)dω, (3.1)
where L denotes the distant lighting distribution and ω denotes the incident angle
between the surface normal and L. For Lambertian reflectance, E is scaled by the
surface albedo, which may be dependent on position p. The radiosity I , which
corresponds directly to the image intensity,1 is given by
I(p,n) = ρ(p)E(n). (3.2)
Furthermore, E can be expressed in terms of spherical harmonics basis func-
tions Ylm as follows:
E(n) =
∞∑
l=0
l∑
m=−l
El,mYl,m(n), (3.3)
where l ≥ 0, −l ≤ m ≤ l. Ylm are the analogues on the sphere to the Fourier
bases on a line or circle [23]. Elm is the coefficient of the spherical harmonic ex-
pansion of the irradiance E, and n = (nx, ny, nz) is represented in global Carte-
sian coordinates. There are 2l + 1 basis functions, −l ≤ m ≤ l, for a given order
l ≥ 0.
For a Lambertian scene illuminated by any lighting conditions, it can be shown
that the reflected light field is well approximated up to order l = 2 using only
the first 9 terms of its spherical harmonics expansion, where the accuracy of the
approximation exceeds 98% [23]. A formal analysis by Basri and Jacobs [24]
showed that under a point source illumination, the accuracies of the first and sec-
ond order harmonics approximations are 87.5% and 99.2%, respectively. order 1
approximation with four terms.
Following the derivation in [35], Eq. (3.3) can be simplified using the spherical
1This means that the camera is linear or it is radiometrically calibrated to have a linear mapping
from scene radiance to image intensity.
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harmonic representation
E(n) ≈
2∑
l=0
l∑
m=−l
ΛlAlLl,mYl,m(n), (3.4)
where Λl =
√
4pi
2l+1
is a normalization constant, Al is the spherical harmonic co-
efficient of the transfer function (n · ω), and Ll,m is the coefficients of spherical
harmonic expansion of the illumination L, which is unknown. The specific forms
of the first 9 terms of Ylm [35] are given as follows:
Y0,0(n) =
1√
4pi
, Y1,−1(n) =
√
3
4pi
ny, Y1,0(n) =
√
3
4pi
nz, Y1,1(n) =
√
3
4pi
nx,
Y2,−2(n) =
√
15
4pi
nxny, Y2,−1(n) =
√
15
4pi
nynz, Y2,0(n) =
√
5
16pi
(3n2z − 1)
Y2,1(n) =
√
15
4pi
nznx, Y2,2(n) =
√
15
16pi
(n2x − n2y). (3.5)
The specific forms of Al up to order 2 are listed as follows:
A0 =
pi
4
, A1 =
pi
3
, A2 =
√
5pi
8
. (3.6)
Substituting Eq. (3.4) into Eq. (3.2), the acquired image intensity can be ex-
pressed as a single summation with only 9 terms,
I(p,n) = ρ(p)E(n) ≈ ρ(p)
8∑
i=0
hi(n)Li, (3.7)
where
hi(nx, ny, nz)↔ ΛlAlYl,m(nx, ny, nz), (3.8)
with i = l2 + l+m. Here, hi and Li represent the spherical harmonic function and
its corresponding lighting coefficient at each combination of (l,m), respectively.
Putting all scene points in matrix form, an image i can be expressed as
i1×N ≈ l1×9H9×NΦN×N , (3.9)
where l =
[
L1, · · · , L9
]
. Hij corresponds to the ith harmonic component of
the jth pixel. H can be computed explicitly given the surface normals of all scene
points. Φ is a diagonal matrix whose diagonals are ρj , 1 ≤ j ≤ N , and N is the
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number of pixels.
We define the shape matrix S = HΦ, whose rows are harmonics images, i.e.,
the shape harmonics (expressed in terms of surface normals) scaled by the albedo
at each pixel. The ambient illumination is accounted for by simply scaling the ze-
roth order spherical harmonic basis function (since it represents equal distribution
in all directions).
3.4 Inverse Rendering
The goal of relighting consists in recovering both the diffuse albedos and the light-
ing coefficients, followed by manipulating the lighting coefficients to create novel
lighting effects.
Assuming we haveK images from the same viewpoint captured under different
lighting conditions, they can be assembled into anK×N data matrix M, whereK
denotes the number of frames and N denotes the number of pixels in each image.
Stacking Eq. (3.9) for multiple images, the data matrix M can be approximated
by the linear combination of harmonic images
M ≈ LS, (3.10)
where L(K × r) contains the lighting coefficients corresponding to the low order
harmonics, e.g., r = 9 as in Eq. (3.9), and shape matrix S(r × N) contains the
corresponding harmonic images. Hence, M has low rank, up to r. The above is a
classical shape-from-shading set-up, also termed photometric stereo [36], where
S is to be estimated given M and L (may be unknown in the case of photometric
stereo with unknown light sources).
Using singular value decomposition (SVD), we can decompose M into
M = UK×KΣK×NV>N×N , (3.11)
where U and V are orthonormal while Σ is a diagonal matrix containing the
singular values of M.
The bulk of the energy is contained in the first r components. Assuming
K,N ≥ r, we seek an r-dimensional subspace for the shape and lighting ma-
trices,
M = L˜S˜, (3.12)
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where L˜ = U
√
ΣKr, S˜ =
√
ΣrNV>, ΣKr denotes the first r columns, and ΣrN
denotes the first r rows of Σ, respectively.
√· denotes the non-negative square
root. Effectively, Eq. (3.12) denoises the data matrix M by best approximating it
(in the Frobenius norm) with a low rank r matrix. This decomposition is based on
the assumption that the low order spherical harmonics, which form an orthonormal
basis, lie very close to the subspace constructed by SVD. However, the decompo-
sition Eq. (3.10) is unique only up to an r × r linear ambiguity Q. If Q is any
invertible matrix, M = (L˜Q−1)(QS˜) is also a valid decomposition.
Lemma 1 (Linear Ambiguity) Supposing M = LS where L ∈ RK×r, S ∈
Rr×N and K > r, and L has full column rank, then the SVD-based decompo-
sition M = L˜S˜ returns a solution that S˜ = Q−1S, where Q is an invertible r × r
matrix.
Proof: Since L, L˜ have full column rank (= r), then there exists an invertible
Q ∈ Rr×r such that L = L˜Q−1. From M = LS = L˜S˜, we get
L˜Q−1S = L˜S˜. (3.13)
Since L˜ has full column rank, there exists a left inverse L˜L such that L˜LL˜ = Ir×r.
Pre-multiplying both sides of Eq. (3.13) by LL, we get
Q−1S = S˜.
Hence, S = QS˜.
We seek to find a linear transformation Qr×r that best recovers S. However, as
we are given the surface normals derived from the depth data, we only know H [as
in Eq. (3.9)] without the albedo information. Each column of the matrix S can be
written as the corresponding column of H scaled by albedo, sj = ρjhj , where ρj
is the jth element of the N ×N diagonal matrix Φ containing the albedo values,
S = HΦ = QS˜, (3.14)
where H is a 9×N matrix.
Remark (Relation to Photometric Stereo under Unknown, General Lighting) In
an uncalibrated photometric stereo problem, lighting, surface normal and albedo
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Figure 3.2: Flow-chart of the proposed inverse rendering and relighting system.
See text for details.
are all unknown. However, with first-order approximation of spherical harmon-
ics, Basri et al. [37] showed that by exploiting the geometric meaning of the first
4 spherical harmonics, the harmonic images S in Eq. (3.10) can be recovered up
to a scaled Lorentz transformation with seven degrees of freedom. The ambiguity
can be further removed with additional constraints such as knowing the albedo
and surface normals of two points in the scene, or by enforcing integrability as
in [38], which would be prone to errors if the scene contains depth discontinuities.
This ambiguity also means that lighting L can only be recovered up to a scaled
Lorentz transformation. This is clearly insufficient for our purpose of relighting
where the directions of desirable light sources are to be specified without ambi-
guity. Hence, we propose to incorporate depth information in our formulation to
resolve the mentioned ambiguity. Incorporating depth information also enables us
to efficiently solve for lighting and albedo quantities, which would otherwise be a
time-consuming process inhibitive to any real-time relighting systems.
An overview of the proposed relighting system is shown in Fig. 3.2. The in-
put consists of multiple illumination samples and an acquired depth map, which
is often noisy. Surface normals are derived from the noisy depth. We first per-
form refinement on the surface normals using the first order spherical harmonics.
With surface normals refined, we formulate the recovery of albedo and lighting,
involving second order spherical harmonics. Finally, we generate novel relit im-
ages following the forward rendering process. Details of each step are elaborated
in the subsequent sections.
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3.5 Normal Refinement from Noisy Depth and
Intensity Data
Since the depth map from consumer devices like Kinect is often noisy and may
contain holes, the surface normals derived from such depth measurement would
be too noisy for the purpose of lighting and albedo recovery. However, these
noisy surface normals can be used as a shape prior to constrain the solution space
of shape-from-shading, leading to more accurate surface normal recovery.
We have shown previously that there exists a non-singular matrix Q such that
S = QS˜. In the case of 4 harmonics (r = 4), the first four harmonics span
approximately the same space as the first four principal components. As discussed
in [37], the scaled surface normals lie in the row space of S˜. Our goal is to find
the linear ambiguity Q. We first discuss a linear solution to estimate Q, followed
by a non-linear refinement.
Letting Z denote the depth values along a surface, the components of the sur-
face normals can be computed by taking the partial derivatives of the surface using
filter convolution:
nx =
Z ∗Kx
B
, ny =
Z ∗Ky
B
, nz =
1
B
(3.15)
where Kx, Ky and B are given by
Kx =
1
8
 1 0 −12 0 −2
1 0 −1
,Ky = 18
 1 2 10 0 0
−1 −2 −1
 andB = √1 + (Z ∗Kx)2 + (Z ∗Ky)2.
Consider a column corresponding to a pixel of the equation S = QS˜ as
si = Qs˜i. (3.16)
By construction of the first 4 spherical harmonics, from Eq. (3.5) and 3.7, we
have
si = [ρi ρinix ρiniy ρiniz]
>.
Hence, given depth information which infer normal vector n, we know s up to a
scale factor.
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3.5.1 Linear Estimation of Q
We note that Q is a projective transformation relating each pair of P3 points
{si, s˜i} in homogeneous coordinates,
Qs˜i = ρi

1
nix
niy
niz

= ρin
′
i, (3.17)
where ρi is the albedo value of pixel i, and n′i =
[
1 nix niy niz
]>
denotes the
surface normal vector in homogeneous form.
Equation 3.17 bears great resemblance to the case of planar homography in
the 2D projective space P2 , except that “1” is now in the first element of n′i.
Kanatani [39] proposed a method to compute the homography H from P2 point
correspondences, λiv = Hu, where both u and v are normalized to norm 1, and
H is normalized so that det(H) = 1. This computation of projective transform in
P2 can be generalized to the case in P3 as follows.
From Eq. (3.17), given s˜i and n′i, our problem is to find Q such that the vector
Qs˜i is parallel to n′i. Hence, Eq. (3.17) is equivalent to
n
′>
i Qs˜i
‖n′i‖‖Qs˜i‖
= ±1
⇔ (n′>i Qs˜i)2 = ‖n′i‖2‖Qs˜i‖2.
However, we have from the Cauchy-Schwarz inequality
(n
′>
i Qs˜i)
2 ≤ ‖n′i‖2‖Qs˜i‖2.
Without loss of generality, we normalize all s˜i and n′i such that ‖s˜i‖ = 1 and
‖n′i‖ = 1; therefore, we can set the error for each pair {n′i, s˜i} to be
ei =‖ Qs˜i ‖2 −(n′>i Qs˜i)2. (3.18)
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The problem is to compute Q by minimizing the following objective function:
J(Q) =
N∑
i=1
ei =
N∑
i=1
(
‖ Qs˜i ‖2 −(n′>i Qs˜i)2
)
=
N∑
i=1
(
s˜>i Q
>Qs˜i − (n′>i Qs˜i)2
)
. (3.19)
Letting
Q =

q>1
q>2
q>3
q>4

4×4
,
where qi denotes the ith column in Q, and x = [q>1 q
>
2 q
>
3 q
>
4 ]
> be the 16
parameter vector to be computed, we can show that the cost function in Eq. (3.19)
takes the following form:
J(Q) = J(x) = x>
N∑
i=1
Aix, (3.20)
where Ai is a symmetric matrix given by
Ai =

s˜i
s˜i
s˜i
s˜i

16×4
(I4 − n′in
′>
i )

s˜>i
s˜>i
s˜>i
s˜>i

4×16
(3.21)
and I4 is a 4× 4 identity matrix.
Letting A =
∑N
i=1 Ai, as Q is to be recovered up to an unknown scale, we can
assume that tr(Q>Q) = 1, hence, ‖x‖ = 1. The solution is the eigenvector of A
corresponding to the smallest eigenvalue. Since we only have noisy surface nor-
mals derived from depth, we use the noisy normals n˜′i in place of n
′
i in Eq. (3.21)
when solving for Q.
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3.5.2 Non-linear Optimization
Having recovered an initial estimate for Q by the linear method, we move on to
the non-linear optimization of Q to further refine it. From Eq. (3.14), we know
that
QS˜ = β

ρ1 ρ2 · · · ρN
ρ1n1x ρ2n2x · · · ρNnNx
ρ1n1y ρ2n2y · · · ρNnNy
ρ1n1z ρ2n2z · · · ρNnNz
 , (3.22)
where β is a non-zero scalar ambiguity.
Letting N˜4×N be the noisy surface normals derived from the depth map, we
seek a Q such that
Q∗ = arg min
Q
‖ (QS˜)(2:4,:) D− N˜ ‖2F , (3.23)
where D =
(QS˜)(1,:)(QS˜)(1,:)
(QS˜)(1,:)
 is formed by stacking the first row of QS˜, and “” is an
element-wise division operator, i.e., if x = u v, x(i) = u(i)/v(i).
The above optimization is non-linear. To speed up its convergence, we approx-
imate Q by the linear method discussed earlier and use it as an initialization in the
non-linear optimization. Note that taking the first row of the product QS˜ gives us
the albedo for every pixel, up to a global scaling ambiguity. Hence, we obtain an
approximation for the albedo matrix Φ using the first-order harmonics.
3.6 Albedo and Lighting Recovery
Upon refinement of noisy surface normals, we proceed to recover lighting and
albedo of the scene. Although albedo can be recovered through finding Q in
the previous normal refinement step (Section 3.5), it only involves the first order
spherical harmonics and is therefore less accurate. Using the refined normals, we
can compute H using Eq. (3.8). We then jointly solve for the linear ambiguity Q
and albedo Φ, taking into account second order spherical harmonics. When the
zeroth through second order spherical harmonics are used, the parameter r in the
SVD based factorization Eq. (3.12) is 9. Q is now a 9× 9 linear ambiguity.
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We apply an iterative method by solving for Q and Φ in an alternating fashion,
fixing one while solving for the other unknown. The cost function is defined as
J(Q,Φ) ,‖ QS˜−HΦ ‖2F . (3.24)
We use the albedo values estimated from the first-order approximation to initialize
Φ̂ and estimate Q as
Q̂ = arg min
Q
‖ QS˜−HΦ̂ ‖2F . (3.25)
With Q̂ fixed, we can estimate Ŝ as Ŝ = Q̂S˜ and solve for Φ as
Φ̂ = arg min
Φ
‖ Ŝ−HΦ ‖2F . (3.26)
Since Φ is a diagonal matrix, Φ = diag{ρ1, · · · , ρN}, the optimization in
Eq. (3.26) becomes
min
N∑
j=1
‖ ŝj − ρjhj ‖2, (3.27)
where ŝj and hj are the jth column in Ŝ and H, respectively, and ρj is the albedo
of the jth pixel. Eq. (3.27) is minimized term-wise as
arg min
ρj
‖ ŝj − ρjhj ‖2,
and the optimal solution is the projection of ŝj onto hj
ρ̂j =
〈ŝj,hj〉
‖hj‖2 . (3.28)
Thus, Φ̂ = diag{ρ̂1, · · · , ρ̂N}.
The above alternating minimization repeats until the cost J(Q,Φ) is suffi-
ciently small. Once Q is known, we can find L as L = L˜Q−1. New lighting ef-
fects can be rendered by plugging in novel lighting coefficients lnew into Eq. (3.9).
For color images, the surface albedo and lighting coefficients of each of the R, G
and B channels are estimated separately.
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3.7 Generating Multiple Illumination Samples
So far, our proposed algorithm uses RGB data captured from the same viewpoint,
under different illumination conditions. To simplify the data capturing process, we
propose to move the object of interest while keeping the light sources unchanged,
capturing the intensity images at different orientations and registering them onto
a common coordinate frame.
This would allow multiple illumination samples to be generated with unknown
fixed light sources. It is realizable with the KinectFusion [40] algorithm which
tracks the 3D poses of the depth sensor across time, and jointly reconstructs the
3D model of the scene using depth maps captured from different viewpoints to
allow more accurate 3D model acquisition. For Lambertian scenes, the observed
radiance is independent of viewpoint, and hence we need to rotate the object of
interest. In our case, the camera does not move but the object of interest moves
rigidly. We note that rotating the object of interest may cause independent motion
with respect to the scene’s background, which is different from moving the Kinect
sensor around a static scene as in the original KinectFusion setting. However, this
is remediable with the foreground pre-segmented. It can be achieved by restricting
the distance from the object of interest to the depth camera, or by segmenting the
object of interest from the RGB image and projecting the mask onto the depth
map. With the background removed, the 3D point cloud of interest can move
rigidly with respect to the cameras.
Note that we are utilizing the known configuration between the depth and RGB
cameras to do the registration. Putting all intensity images onto a common co-
ordinate frame is essentially a view interpolation problem. Figure 3.3 illustrates
the result of changing the surface orientation while keeping the light source fixed.
After aligning n2 with n1 using the tracked camera pose, the effective light source
L2 is rotated by α degrees clockwise from L1.
3.7.1 Camera Tracking
Let {F k}, k = 0, · · · , K − 1 be the set of RGB frames captured by the sensor
at time k, the camera pose at time k is a rigid body transformation matrix Tk =
[Rk|tk], relating the frame F k to the base frame F 0. Given this transform, all
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Figure 3.3: Effects of changing surface orientation on incident angle. The
original incident angle between the light source l1 and the surface normal n1 is β.
After rotating the surface α degrees counter-clockwise, the effective incident
angle is now α + β. After aligning n2 with n1 with the tracked camera pose, the
effective light source l2 is rotated by α degrees clockwise from l1.
normal vectors associated with frame F k can be mapped onto the base view as
n0 = Rknk. (3.29)
In KinectFusion, Iterative Closest Point algorithm (ICP) [41] is used to track
the camera pose for each new depth frame, by estimating a single transform (with
6 degrees of freedom) that closely aligns the current oriented points with those of
the previous frames. This gives a relative transform which can be incrementally
applied together to give a single transform Tk that warps the current depth map
to the base depth map. Since the extrinsic relationship between the RGB and the
depth cameras is taken care of by pre-calibration, with a slight abuse of notation,
we use Tk to denote the transform relating the kth RGB frame to the base frame.
3.7.2 View Interpolation
Given the RGB camera’s calibration matrixK =
fx 0 cx0 fy cy
0 0 1
, an image coordinate
pk = [xk, yk]> and its corresponding depth Zk, we can back-project the 2-D
image point to its 3-D coordinates as
P k = ZkK−1[pk; 1]. (3.30)
Warping from the kth view to the base view’s image coordinate creates a new
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Figure 3.4: New illumination samples are generated by moving the object of
interest rigidly while keeping the light source unchanged. Views corresponding
to different poses are registered onto the base view’s coordinate frame to
synthesize different lighting effects from the same viewpoint.
illumination instance
F 0,k(p0) = F k(pk), (3.31)
where λ
[
p0
1
]
= K[Rk|tk]P k.
Here, F 0,k refers to the intensity image generated by warping the kth view to the
base frame’s coordinate system. The change in intensity at the same pixel location
is due to the change in the surface orientation when the object moves rigidly. An
visualization of the virtually generated illumination samples is shown in Fig. 3.4.
3.8 Experiment
To verify the correctness of the proposed method, we present our experimental
results on both simulated and real data. First, we test our proposed normal re-
finement using real images with ground truth depth that is added with Kinect-
like noise. Next, we present experimental results and evaluation of our proposed
albedo recovery and relighting using standard photometric stereo dataset. We also
test our method on real data captured using our proposed set-up. Since our mod-
eling of image formation involves the second order approximation of spherical
harmonics, certain errors may persist even in an ideal case, so it is desirable to
46
verify some basic properties of our method.
3.8.1 Test with Simulated Noise
Normal Refinement To verify the proposed normal refinement, we make use
of the MIT-Berkeley data set,2 where ground-truth depth is provided. The dataset
contains 20 real scenes, each captured under 10 different illumination conditions.
We use its image data as our input intensity and simulate noisy depth maps based
on [42]. Distance-dependent Gaussian noise is added to simulate the noisy data
produced by a Kinect sensor. The noisy depth values are computed as follows:
Zn = Z0 + g(Z0). (3.32)
The depth-dependent noise follows a Gaussian distribution, g(Z0) ∼ N (0, cZ20),
where Z0 denotes the noiseless depth value and c = 1.43 × 10−5 is a Kinect-
oriented constant [42]. The input surface normal is computed from the noisy
depth using Eq. (3.15). Instead of using all pixels in the scene, we first avoid pix-
els on the boundary of the object, as normal estimation in these places is noisy
due to incomplete data in the computation of partial derivatives. We select pixels
by looking at their median intensity values over all illumination conditions. Typi-
cally, we select pixels whose median intensities fall in the range of [0.2, 0.8]. This
selection process reduces the number of samples and helps speed up computation.
Furthermore, we apply bilateral filtering on the noisy normals, ~˜n
′
i’s, prior to nor-
mal refinement. Results are shown in Fig. 3.5. We can observe that the proposed
normal refinement algorithm greatly improves the quality of surface normals.
Albedo Recovery In this experiment, we validate our factorization for reflectance
recovery (Section 3.6), assuming clean surface normals are given. For this pur-
pose, we use a standard photometric stereo dataset.3 It consists of 5 scenes, each
with 12 images captured from the same viewpoint, under different illumination
conditions whose ground truth directions are given. As we are testing albedo re-
covery as a stand-alone module, we initialize Φ̂ in Eq. (3.25) to identity. With
known lighting, we use standard photometric stereo method to recover the surface
2http://www.cs.berkeley.edu/˜barron/SIRFS_release1.5.zip
3Data available at http://pages.cs.wisc.edu/lizhang/courses/
cs766-2008f/projects/phs/index.htm
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Figure 3.5: Normal estimation using simulated noisy depth for 6 selected scenes
in the MIT-Berkeley data set. Mean angular errors are indicated below the
figures.
normals and albedos. The surface normals are then used as input to our experi-
ments, while the albedo maps serve as ground truth for our evaluation.
Table 3.1 shows the recovery of albedo maps for all 5 scenes of the photometric
stereo dataset at various noise levels, with corresponding signal-to-noise ratios
(SNRs). Both the ground truth and estimated albedo maps are normalized to the
same grayscale range. The input images with intensities in the range [0, 1] are
contaminated with additive Gaussian noise of distribution N (0, σ2). It can be
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Table 3.1: Recovered albedos with corresponding signal-to-noise ratio (SNR) in
dB under various noise levels, in the order of R, G and B channels from top to
bottom, for the 5 scenes in the photometric stereo dataset.
Trule SNR of recovered albedo, N (0, σ2)
Scene σ2 = 0.01 0.1 0.2
“rock” 30.8179 12.0673 9.4165
28.5737 11.2869 9.1084
25.0703 10.2584 8.7181
“cat” 34.5758 16.5202 12.9501
31.9458 14.5267 11.5720
25.3538 11.5351 9.9124
“owl” 31.4546 14.5969 12.1819
27.4887 12.8549 11.2430
22.8125 11.6858 9.5058
“horse” 31.8683 12.5760 8.9116
31.9312 12.4913 8.8985
31.9647 12.3561 8.7189
“Buddha” 31.8539 11.8346 8.6451
31.8598 11.7521 8.4806
32.2184 11.7434 8.4124
seen that when σ2 = 0.01 (1% noise), the recovery is close to perfect. The SNR
declines as σ increases. Note that most of the scenes contain a small percentage of
non-Lambertian regions and interreflections. Our proposed factorization can still
tolerate a moderate amount of noise (10 %).
Relighting Upon recovery of both albedo Φ and lighting L, novel lighting ef-
fects can be rendered by plugging in new lighting coefficients in Eq. (3.9). We
assume white light illumination (equal illumination intensity for each channel).
As we recover the albedos channel-wise for each RGB channel and the recovery
is up to a scaling ambiguity, we compute the relative channel contribution from
the mean intensity of each channel, over all illumination samples. Finally, we
rescale the recovered albedos for each channel according to the estimated ratio
to generate colored relit results. Figure 3.6 shows four newly relit images of the
“Raccoon” scene with randomly generated lighting coefficients.
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Figure 3.6: Four newly relit images of the “Raccoon” scene with randomly
generated lighting coefficients. Refer to the fifth row of Fig. 3.5 for
corresponding normal refinement result.
Figure 3.7: The setup for color and depth images acquisition. An external RGB
camera is mounted on top of a Kinect sensor.
3.8.2 Test on Real Data
Experiment Setup We used Kinect sensor for depth data acquisition. Since
it is difficult to radiometrically calibrate its built-in RGB camera, we mounted
a PointGrey Chameleon CMLN-1632C camera directly above its built-in RGB
camera and calibrated the cameras intrinsically and extrinsically. This PointGrey
camera is set to capture linear color images. The setup for our experiment is
shown in Fig. 3.7.
The depth map from the Kinect camera has a resolution of 480×640, while the
PointGrey RGB camera has a higher resolution of 960× 1280. To align the depth
data to an external RGB image, we performed intrinsic calibration of both the IR
camera (responsible for depth sensing) and the PointGrey camera using Zhang’s
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(a) (b)
(c)
Figure 3.8: (a) Depth map. (b) Depth map aligned to external RGB image. (c)
Depth map shaded with RGB values from external camera, showing correctness
of the calibration.
method [43] with a checkerboard target. The relative poses of these two cameras
are also calibrated using known correspondences from the checkerboard. Figure
3.8 shows an example of depth to RGB mapping. To validate the correctness of
the calibration, we shaded the depth map with its corresponding RGB values from
the external camera. The resultant image is visually consistent with the scene.
Relighting from RGB-D Data At this stage, we captured images of the same
scene by varying the light sources. The RGB images are captured in an indoor
environment, whose light sources consist of both point source and area lights.
Our scene is illuminated under 12 different lighting conditions. Examples of the
lighting conditions are shown in Fig. 3.9.
When the scene contains purely Lambertian reflection, our image formation
model predicts that the data matrix M is of rank 9. However, real world data
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Figure 3.9: Images of a scene under 12 different illumination conditions.
are often affected by noise, specularities and other non-Lambertian effects, so the
rank will be typically larger than 9. We perform a pre-processing step to recover
the low-rank intensity matrix [44].
We applied the proposed RGB and depth normal refinement as described in
Section 3.5 to estimate surface normals of a real scene. We used a manually
drawn mask to segment out the object of interest. We performed bilateral filtering
on the noisy depth map and interpolated it to match the resolution of the RGB
image. Results of the surface normals from the noisy depth map and the resultant
normals after refinement are shown in Fig. 3.10. The output normals are of higher
quality and are suitable for use in the estimation of scene albedo.
Lastly, Fig. 3.11 shows relighting results of the same scene with randomly gen-
erated lighting parameters. These results look photo-realistic.
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(a) (b)
Figure 3.10: (a) Noisy normals from depth map. (b) Resultant surface normals
from depth and RGB data.
Figure 3.11: Relighting results using randomly generated lighting parameters.
3.9 Concluding Remarks
In this work, we explore the incorporation of raw 3D depth from Kinect into a
computational relighting problem. Assuming distant illumination and Lambertian
reflectance, we model the reflected light field in terms of spherical harmonics. We
first use the noisy depth information to resolve the linear ambiguity in photometric
stereo, leading to more accurate surface normals that can be used in the later esti-
mation of albedo and lighting coefficients (up to a global scaling ambiguity). As a
result, we propose an effective method to recover object geometry by combining
noisy acquired depth with photometric stereo. To simplify data capturing, we also
propose to generate different illumination samples by rigidly moving the object
of interest, while keeping the light sources unchanged. The captured color images
can be registered onto the same viewpoint by view interpolation, using camera
pose estimated from their associated depth maps. Looking forward, we aim to
jointly optimize depth, lighting and reflectance for better relighting results. We
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also hope to extend the current method to handle more complex reflection models
beyond Lambertian reflection.
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CHAPTER 4
IMAGE MATCHING AND COLOR
TRANSFER
4.1 Introduction
The proliferation of image content on the Internet has created the largest and most
diverse image collection ever assembled. Many computational photography and
graphics applications benefit from this rapidly growing pool of image data. It has
become increasingly viable to retrieve relevant content or reference images from
the Internet for image editing and enhancement in a data-driven manner. However,
for traditional tasks such as Structure-from-Motion (SfM) and image stitching that
are theoretically applicable on Internet images, it remains a challenge to establish
accurate correspondence in the presence of both geometric and photometric defor-
mations. The correspondence problem refers to the problem of ascertaining which
parts of one image correspond to which parts of another image. Although signif-
icant advances have been made towards accurate two-view correspondence, such
as optical flow fields or sparse wide-baseline matching based on interest points,
they deal mainly with small change in either viewpoint or appearance. Matching
two general images that exhibit high appearance variability is far more compli-
cated [45, 46] and remains largely unsolved. A multitude of factors underlying the
image formation make this problem very challenging. Examples include signif-
icant photometric differences (e.g., camera exposure and lighting changes), rigid
(e.g., scale and rotation changes) or non-rigid geometric transformation (e.g., in-
dependently moving objects), or even different scene contents between the two
images due to occlusion. A typical example of a pair of Internet images is illus-
trated in Fig. 4.1, where we can observe a combination of the above-mentioned
effects that render the correspondence problem challenging.
In short, there are two main challenges in matching Internet images: 1) Images
could differ significantly in viewpoint and hence exhibit large geometric changes
and increased occluded areas. 2) They could exhibit significant photometric vari-
55
(a) (b)
Figure 4.1: A pair of Internet images taken at widely separated viewpoints.
Varying illumination and camera response yield strong appearance difference.
ations due to illumination/viewpoint changes, or difference in camera response
characteristics when captured by different cameras. Color of a scene may vary
from image to image because the photographs are taken at different times that
can cause illumination change, or with different cameras having different spectral
sensitivities, or even under different camera settings (in-camera imaging parame-
ter change [47]) and tonal/style editing by the user.
Recent advances leveraging the abundance of Internet images has produced im-
pressive results as evidenced in the reconstruction of ancient Rome [48]. However,
images of the modern world often contain a lot of repetitive patterns, especially in
man-made structures, causing erroneous correspondence due to ambiguous fea-
tures.
The goal of this work is to achieve reliable correspondence on Internet im-
ages of the same scene exhibiting large viewpoint and photometric changes. To
this end, we propose a general-purpose feature matching algorithm, termed Rep-
Match, that is highly robust to geometric and photometric distortions over wide
baselines. In particular, RepMatch is designed to handle repetitive structures com-
mon to many urban scenes, while still retaining its generality to normal scenes.
With the found correspondence, we infer color transfer curves between the two
images to bring them closer in appearance. Correcting the appearance change
due to color difference is complementary to the geometry-based approach that de-
pends heavily on distinctive gradient features. We make use of color transfer to
handle photometric differences between two images. Compensating for photomet-
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ric changes would be beneficial for matching regions where gradient information
is weak, hence we can utilize color as a cue for matching low gradient regions.
The outline of this chapter is as follows. In Section 4.2, we review related work
on image correspondence and color transfer. The formulation section is divided
into two parts. We first present our proposed formulation for feature matching
in Section 4.3, followed by experimental results and evaluations. Next, in Sec-
tion 4.5, we present our formulation for color transfer, in which we make use of
the feature correspondence obtained from the previous part to infer color transfer
curves. We present color transfer results and evaluations in Section 4.6, and lastly,
we conclude this chapter in Section 4.7.
The RepMatch algorithm presented in the first half of this chapter was devel-
oped while the author was interning at the Advanced Digital Sciences Center
(ADSC), Singapore, while collaborating with Dr. Wen Yan Lin and Dr. Jiangbo
Lu. The collaboration led to a conference publication in the European Conference
on Computer Vision, 2016. The author contributed in part to the formulation and
coding, and to most of the experimental evaluations.
4.2 Background and Related Work
4.2.1 Image Correspondence
To date, most image alignment methods focus mainly on handling the geometric
deformations across viewpoints.
Descriptor-based Matching Patch-based descriptors such as SIFT [49] and
SURF [50] are very successful in sparse feature correspondence due to their ro-
bustness to scale and small affine transformations. Putative matches can be es-
tablished based on similarity between descriptors. For static scene matching,
RANSAC with epipolar or homography constraint is a popular approach for re-
jecting outlier matches. For matching of images undergoing general motion, Lin
et al. [51] proposed to model motion in a bilateral domain that augments spa-
tial information with the motion itself. This approach is robust against outlier
matches. When it comes to dense full-frame matching, in addition to maintaining
invariance to transformations, computational complexity becomes a critical de-
sign consideration. To speed up descriptor computation, Tola et al. [52] proposed
57
a local region descriptor called DAISY, which is very efficient to compute densely
as it reuses shared histograms across pixels. It was shown that DAISY outper-
forms SIFT in wide baseline stereo matching and is 60 times faster. We note that
all these descriptor-based matching schemes are based primarily on invariance to
geometric transformations.
Flow-based Matching Optical flow is a classic framework for dense correspon-
dence over narrow baseline/small displacement. Optical flow approaches [8, 53,
54] usually assume brightness constancy across views, and they embed smooth-
ness constraints at the matching step. This reduces correspondence ambiguity
and makes dense matching possible. However, wide baselines introduce exten-
sive occlusion which can cause over-smoothing over motion discontinuities. For
wide baseline or more general matching under difficult conditions, notable works
include SIFT Flow [45] and NRDC [46]. SIFT Flow matches per-pixel SIFT fea-
tures (at a single orientation and scale) to estimate dense scene alignment. NRDC
accounts for color variations by fitting a channel-wise color curve from a set of
seed matches. However, it is less robust to more general cases with complex color
variations. Yang et al. [55] proposed a filter based scheme to efficiently infer a
dense flow field based on DAISY features.
4.2.2 Color Transfer
Color transfer aims at modifying the look of an input image according to the
illumination and color palette of a reference image. Generally speaking, it can be
classified into the following two categories.
Statistical Approach The concept of color transfer was pioneered by Reinhard
et al. [56]. The approach was intended for transferring the look and style of the
input image to that of the reference. The image pair need not share the same
content. The images were transformed to an uncorrelated color space and color
transform was done by matching the color distribution (mean and variance) of
the images. The global color transfer can also be solved in terms of histogram
matching [57, 58], or probability distribution function transfer [59]. Other works
include mapping of color segments or modes in an optimization framework. For
instance, [60] used an Expectation-Maximization adapted algorithm, and [61] for-
mulated the problem as an optimal transportation problem. While this statistical
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approach is effective in transferring the gross look and feel, it may not be accurate
in correcting the photometric differences for our matching purpose.
Correspondence based Approach Another category of approach assumes that
there are spatial correspondences between the input and the reference images.
The correspondences are used to derive a transformation mapping the input color
features to the reference. The mapping model could be channel-wise or cross-
channel. Channel-wise means that the color transformation models are indepen-
dently estimated for each color channel. Representative works include [62, 63].
Channel-wise transformation is often simpler and faster to estimate.
However, in practice, many color changes such as strong saturation or hue dif-
ferences, due to illumination change or change in imaging devices, do not follow
the channel-wise assumption. On the other hand, cross-channel methods take into
account the dependence across multiple input channels and produce better transfer
results. This is because in practice, such color changes do not follow the channel-
wise model assumption [64]. Kim et al. [47] utilized a full 3D color transforma-
tion to explain the in-camera imaging pipeline, with the use of a color calibration
object. Hwang et al. [65] solved for a nonlinear and nonparametric color map-
ping in the 3D RGB color space. They proposed an interpolation scheme based
on moving least squares, assuming pre-aligned images. They added a probabilis-
tic modeling step to the color correspondence to deal with minor misalignment.
However, it was shown to handle minor viewpoint and illumination changes. Cat-
egorizing in terms of transformation models, the models used could be either lin-
ear [60, 66, 65, 67] or nonlinear [62, 68]. For complex color changes, the linear
model is insufficient to model local color changes.
4.3 Feature Matching: A Geometric Approach
Feature matching is a classic computer vision problem, where interest points are
detected and corresponded through feature descriptors invariant to certain trans-
formations. While many prior works [69, 70, 71] focus on improving the descrip-
tors, it was recently argued that the problem is due less to descriptors but lies in
the partitioning of resultant matches into true and false ones [51]. It was also
observed in [72] that as imaging conditions change, descriptors remain discrim-
inative, despite loss of ability to canonically orient them with local information.
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Our approach is based on matching Affine-SIFT (A-SIFT) [73] interest points.
A-SIFT is chosen for its ability to handle transformations over wide baseline. It
simulates all image views obtainable by varying the two camera axis orientation
parameters, namely the latitude and the longitude angles, followed by the SIFT
method to cover scaling and rotation about the camera axis.
We approach the feature matching problem as one of partitioning the set of
all putative matches into true and false sets. Our feature matching formulation
builds on the Bilateral Function for global motion modeling (BF) [51] framework,
which is in turn based on the nonparametric curve fitting formulation [74]. In
addition, our formulation for the later color transfer problem also builds on the
same technique. Before presenting our method, we provide some background on
nonparametric curve fitting to aid understanding.
4.3.1 Preliminaries
The nonparametric curving fitting [74] is formulated as fitting a smooth function
to observed data points. The fitting function is f : p 7→ q, where p ∈ RD and
q ∈ R. f(p) is assumed to be generated by a linear combination of some smooth
functions, {fk}k=1,2,··· ,K . We are given observed data points {pi, q̂i}, where q̂i is
assumed to be noisy. Expressing q̂i in terms of the generative functions fk, we
have:
q̂i = f(pi) + ni =
K∑
k=1
bk(pi)fk(pi) + ni, (4.1)
where ni represents noise, bk(pi) are some pre-defined functions of input data pi,
and the function fk(p) comprises two terms:
fk(p) = Hk + φk(p), (4.2)
where H is an (optional) unknown vector offset and φk(u) is a smooth function
subject to motion coherence penalty [75]:
Ψk =
∫
RD
|φk(ω)|2
g(ω)
dω, (4.3)
where φk(ω) denotes the Fourier transform of a function φk(p) and g(ω) is the
Fourier transform of a Gaussian with spatial deviation γ. This regularization is
60
defined in the Fourier domain.
The goal is to find the smoothest possible set of fk(.) functions consistent with
the observed data points {pi, q̂i}. This is expressed as the following optimization:
arg min
{fk}
=
N∑
i=1
Huber(q̂i −
K∑
k=1
bk(pi)fk(pi)) + λ
K∑
k=1
Ψk, (4.4)
where λ is some weighting factor and the Huber loss function [76] takes the fol-
lowing form:
Huber(z) =
z2 if ‖z‖ ≤ 2 ‖z‖1 − 2 if ‖z‖ > . (4.5)
It was shown in [74] that under the motion coherence penalty [75], the function
φk(p) which minimizes the energy function in Eq. (4.4) takes the form of the
radial basis function:
φk(p) =
N∑
i=1
wk(i)g(p,pi), (4.6)
where g(p,pi) is a Gaussian radial basis function with pi’s as centers, and g(p,pi) =
exp
−‖p−pi‖
2
γ2 . {wk} are the unknowns to be solved for.
Substituting Eq. (4.6) into the continuous regularization function in Eq. (4.3),
it can be shown that Ψk can be expressed in the discrete form:
Ψk = wk
>Gwk, (4.7)
where G is an N ×N symmetric matrix, with G(i, j) = g(pi,pj). The derivation
for φk and the overall regularization term Ψk are provided in Appendix A.1.
Substituting Eq. (4.6) and Eq. (4.7) into Eq. (4.4), the optimization can be ex-
pressed in terms of a finite number of variables:
arg min
{wk,Hk}
N∑
i=1
Huber
(
q̂i −
K∑
k=1
bk(pi)(Hk +
N∑
j=1
wk(j)g(pi,pj))
)
+ λ
K∑
k=1
wk
>Gwk.
(4.8)
Since both the regularization term and the Huber function are convex, the above
energy function is convex.
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4.3.2 Bilateral Functions and Match Consistency
The BF formulation can be viewed as a special case of curve fitting. Given pu-
tative matches, the goal of BF is to estimate a decision boundary to separate the
correct matches from the wrong ones. This is done through curve fitting. In
BF [51], matches are represented on a D = 8 dimensional bilateral domain that
takes the form mi = [xi; vi; oi]. Here, xi = [xi; yi] and vi = [ui; vi] are two-
dimensional vectors representing a feature point’s coordinate (in the first image)
and its corresponding motion vector, respectively; oi is a 4×1 vector representing
the relative affine feature orientation (obtained from the feature’s scale and rota-
tion parameters [51]). The corresponding observed outputs are set to 1. BF learns
a match consistency curve (termed likelihood in [51]) from N training matches,
{pi}, by minimizing the energy function:
arg min
w
∑N
i=1
Huber(1− f(mi)) + λw>Gw, (4.9)
where w is a vector of N unknowns and G is an N × N matrix with G(i, j) =
exp(−‖mi −mj‖2/σ). f(.) is the consistency function defined on an 8 dimen-
sional bilateral domain. f(.) is parameterized by w in (4.9) and N radial basis
functions centered on the training matches:
f(m) =
N∑
i=1
w(i) exp−
‖m−mi‖2
σ . (4.10)
Minimizing Eq. (4.9) with respect to w (and hence f(.)) provides match con-
sistency curve f(m) . This allows a set of matches {mj} to be partitioned into
two subsets, T (true) and F (false), via thresholding:
mj ∈
{
T ,if f(mj) > θ
F ,otherwise. (4.11)
When minimizing Eq. (4.9), the local data term draws f(.) to 1 while the
regularization term wTGw pulls f(.) to zero and imposes a global smoothness
penalty [51]. This is illustrated in Fig. 4.2(a). The resultant f(.) can be under-
stood as a continuous consistency estimate, where consistency is a joint measure
of two elements, (I) Density: If a region has high point density, the data term jus-
tifies a sharp spike even if it is not smooth, as shown in Mode 1 of Fig. 4.2(a);
(II) Spatial extent: Alternatively, a large region with sparsely distributed points is
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Figure 4.2: Match consistency. (a) 1-D illustration of Eq. (4.10)’s consistency
curve, f(m). Consistency measures two basic elements, density and spatial
extent, shown in Modes 1 and 2. Note: by incorporating density into f(m)’s
domain, density encapsulates motion smoothness. (b) and (c) show consistent
matches. (b) Match is smooth and dense. (c) Match is smooth. While sparse, it
has wide spatial extent. (d) and (e) show inconsistent matches. (d) Match is not
smooth. (e) Match is smooth but spatial coverage is limited.
also consistent as a well-rounded hump over a large extent incurs low smoothness
penalty, as illustrated by Mode 2. Scattered points are considered inconsistent
as their pull cannot overcome the smoothness penalty acting on them (see Mode
3 in Fig. 4.2(a)). As the bilateral-domain encapsulates both spatial and velocity
components, consistency on the bilateral domain encapsulates match density and
motion smoothness. Match consistency is illustrated in Fig. 4.2(b-e).
Explained as match consistency, BF’s problem with repetitive structures is clear.
Repetitive structures can induce large sections of consistent but wrong matches,
creating large falsely consistent match patches shown in Fig. 4.3(c). Epipolar
constraints can also remove many false matches as shown in Fig. 4.3(b), but it
too leaves large numbers of wrong correspondences. This leads to our RepMatch
framework for integrating epipolar and motion consistency constraints.
4.3.3 RepMatch
RepMatch is built around two innovations. First, RepMatch introduces a means
to reliably obtain a core-set of matches even for challenging image pairs with sig-
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Illustration on real images. Black dots in (a) & (b) indicate wrong matches. 
Note: Common central towers belong to physically different parts of the building.  
(a) All matches (c) BF(b) Epipolar (d) RepMatch
Img1
Img2
Figure 4.3: (a) The set of all matches. (b) Thresholding with ground-truth
epipolar geometry still leaves some wrong matches. (c) BF’s match consistency
based thresholding is unstable as repetitive structures induce consistently wrong
matches. (d) RepMatch handles such repetitive structures well.
nificant repetitive structures. Second, RepMatch introduces a method to robustly
expand this core-set by integrating BF with epipolar geometry. Thus, RepMatch
divides the pose and correspondence problem into 3 individually robust steps, to
give a robust overall system. Figure 4.4 gives a general overview, with a match
consistency interpretation given in Fig. 4.5.
4.3.4 Core-set Discovery
Core-set discovery is based on an observation. An image of a visually perfectly
repetitive pattern can be matched error-free in the absence of motion (i.e., match-
ing the image to itself). This is due to micro gray-level differences captured by
descriptors. Thus, we hypothesize that the repetitive structure matching problem
is due not to multiple identical descriptors but to subtle descriptor variations be-
ing overwhelmed by image noise (induced by motion or other sources). Due to
the image’s repetitive nature, many mismatches will appear “consistent”, causing
false modes in Fig. 4.5. However, even on repetitive scenes, a wrong match can
be randomly assigned to many potential alternative positions, making it unlikely
that false modes will be more consistent than the original true mode. The differ-
ence between true and false modes can be amplified by setting λ in Eq. (4.9) to a
very high value. On curves like Fig. 4.5, it suppresses weak modes, leaving only
the strongest core-mode and its associated core-matches. These are remarkably
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Core-set and Local hypothesis Local match consistency 
Figure 4.4: Overview: RepMatch divides the matching problem into three
individually robust steps. (a) Core matches, Score can be reliably recovered
because of strict BF thresholds. (b) Geometric verification with epipolar lines
(pose). Core matches may be quasi-degenerate and an incorrect pose estimate
may discard true positives. Thus, geometric verification uses a RANSAC search
for common geometry between core matches and each subset. This avoids
discarding true positives but may retain some false positives. (c) Local BF curves
are trained to remove the remaining false positives and discover more matches.
(d) All verified matches are consolidated.
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Figure 4.5: RepMatch algorithm in Fig. 4.4 explained as match consistency
curves.
resilient to noise as shown in Fig. 4.6.
4.3.5 Match Expansion Scheme
Once the core-set is discovered, it is theoretically possible to recover more match
hypotheses from the epipolar geometry (pose) estimated from the core-set. How-
ever, pose estimation is notoriously vulnerable to degeneracies and an incorrect
core-set pose may reject many true positives. Instead, core-set matches are merged
with clusters of match hypotheses for joint geometric verification. This avoids
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Figure 4.6: Core-set recovery on a checker-board image. Image 1 is matched to a
noisy version of itself with additive Gaussian noise. Noise variance is a
percentage of image contrast. The smooth colors show the core-set estimation on
repetitive structures is remarkably resilient to noise.
rejecting true positives but will retain some false positives because of epipolar ge-
ometry’s weak point-to-line relationship. However, the remaining false positives
are unlikely to be consistent and can be removed by a final BF match consistency
step. The resultant framework is intrinsically robust as it avoids both BF’s vul-
nerability to false match consistencies and epipolar geometry’s vulnerability to ill
conditioning and false positive rejection.
4.3.6 Algorithm
Training and Classification operators: For later convenience, we first define
training and classification operators.
BF training operator is denoted as:
f ← BF t(St,Θt), (4.12)
where f(.) is the match consistency function defined in Eq. (4.10). It is learned
by minimizing Eq. (4.9) with training matches St and BF parameters Θt. To
maintain computational tractability, if the training set has more than 1000 matches,
a random sample of 1000 is used for computation.
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BF finds true matches in a match set Sc, with classification operator:
T ← BF c(f,Sc,Θc). (4.13)
This partitions Sc into true and false sets through Eq. (4.11), with θ ∈ Θ c acting
as classification parameters. Only true matches are returned.
Similar to BF, we consider RANSAC with parameters αt as learning a classifi-
cation function (camera pose) trained from a set of matches, St. This is used to
find true matches in set Sc = {mj}. The respective training and classification
operators are:
pose← RANSACt(St, αt), (4.14)
T ← RANSACc(pose,Sc, αc), (4.15)
where Eq. (4.15) implements epipolar thresholding:
mj ∈
{
T ,if distance from epipolar line < αc
F ,otherwise. (4.16)
Core-set, Score, fcore(.): To find the core-set of matches, we threshold the set
of all matches A, with a ratio test using threshold 0.82 (this is much weaker than
the standard 0.6 to ensure sufficient matches for training [51]) to form A0.82, a
set of noisy match hypotheses. BF match consistency curves, fcore(.), are trained
from A0.82 using very strict match consistency parameters. The core-set Score, is
defined as all matches consistent with fcore(.):
fcore ← BF t(A0.82,Θtstrict), Score ← BF c(fcore,A,Θc). (4.17)
The strict parameters, Θtstrict has a large λ. It makes Score remarkably resistant to
repeated structures.
Local hypothesis, Skhypo: A disadvantage of BF is that it sub-samples training
sets for computation efficiency. This is good for core-set estimation but hurts fine
matching. Thus we cluster A0.82 into K = 20 disjoint subset using K-means
clustering (over-segmentation is fine),
A0.82 = {L1,L2, . . . ,LK},
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and compute a local hypothesis set through
fkhypo ← BF t(Lk,Θtstrict), Skhypo ← BF c(fkhypo,A,Θc). (4.18)
Local match consistency, {fklocal(.)}: We next leverage the core-set to ro-
bustly estimate local match consistency curves. Each Skhypo local hypothesis set
is merged with the core-set Score to form a mixed set Mklocal. Core-set matches
are forced to make up at least 80% of Mklocal (if there are insufficient core-set
matches, they are artificially duplicated). RANSAC is performed onMklocal and a
pose hypothesis, posek, is computed as:
posek ← RANSACt(Mklocal, αt). (4.19)
This preponderance of core-set matches ensures that RANSAC need not handle
extremely noisy data and prevents it from inadvertently fitting local ambiguities
arising from repetitive structures.
Given posek, we find matches in the local matching sets, Skhypo, that are geo-
metrically consistent with the core set
Ŝkhypo ← RANSACc(posek,Skhypo, αc). (4.20)
These are used to train locally focused BF functions which take into account geo-
metric consistency with the core-set:
fklocal ← BF t(Ŝkhypo,Θt). (4.21)
Wrong local match hypotheses derived from repetitive ambiguities will have
many members removed by the epipolar constraint (see Fig. 4.4 (b)). Correct
matches will pass the epipolar constraint and the training step in (4.21) will cre-
ate a local match consistency curve, fklocal(.) (see Fig. 4.5), that describes them,
allowing subsequent procurement of more similar matches.
Final output pose, Ŝout: Taking the max value of fcore(.) and all local fklocal(.)
curves for each point in the bilateral domain gives
ffinal(m) = max({fcore(m), f 1local(m), . . . , fKlocal(m)}).
As shown in Fig. 4.5, this gives an epipolar-consistency curve without the false
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match consistency modes of BF. However, this is impractical on a continuous
domain. An implementation equivalent is to define the final match consistency
derived output, Sout, as the union of all matchesA, which accords with any of the
match consistency functions fcore and {fklocal}:
Sout = BF c(fcore,A,Θc) ∪
K⋃
k=1
BF c(fklocal,A,Θc) = Score ∪
K⋃
k=1
Sklocal. (4.22)
A final RANSAC step is performed on Sout to estimate pose and the set of matches
geometrically consistent with it, denoted Ŝout,
pose← RANSACt(Sout, αt), Ŝout ← RANSACc(pose,Sout, αc). (4.23)
Implementation: We use a basic implementation of RANSAC [77] and BF
(C++ re-implementation of [51]). Parameters used are as follows. All feature co-
ordinates are Hartley-normalized and motion vectors multiplied by 10. For core-
set discovery, the training parameters Θtstrict = {λ = 10, σ = 1,  = 0.1},
where λ and σ refer to the parameters in Eq. (4.9), and  is the Huber func-
tion parameter in [51]. Similarly, in training local match consistency curves,
Θt = {λ = 1, σ = 1,  = 0.1}. For BF classification, Θc = {θ = 0.6}.
In RANSAC, αt = αc = 5 pixels is the threshold for distance to epipolar lines.
On a 4-core i7 machine, our mixed MATLAB, C++ implementation of RepMatch
processes a few hundred thousand feature matches in approximately 20 seconds.
4.4 Experimental Results: RepMatch
The experiments consist of two parts. First, we evaluate quantitatively the perfor-
mance and baseline gains of RepMatch, in terms of camera pose recovery, versus
previous algorithms. Next, for qualitative comparison, we integrate RepMatch
into an overall SfM 3D reconstruction system.
4.4.1 Quantitative Evaluation
We use Strecha et al.’s dataset [78] for quantitative evaluation. The dataset con-
sists of 4 sequences with ground truth 3D model obtained from laser scanning, as
well as camera poses at all frames. To study performance over a comprehensive
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range of baselines, we construct a test set by pairing all images with at least 30%
overlap from all 4 sequences in the dataset, giving a total of 619 pairs. To eval-
uate performance variations with baseline, we subdivide the set according to the
ground truth rotational baseline.
As pose estimators often give wildly incorrect solutions (or crash) when they
fail, average errors are less meaningful. To circumvent this, we propose to mea-
sure Success Percentage (SP):
Success Percentage(x) =
# pairs with rotation (translation) error ≤ x◦
total number of pairs
(4.24)
with error in ◦. By plotting SP against x, we obtain a non-decreasing curve which
gives the percentage of two-view pose estimates lying below error threshold x◦.
The success percentage at 1◦ is an area of interest, as it is a commonly accepted
bound for a “good” pose estimate. Finally, as the rotation and translational er-
rors often follow identical trends, in less important cases, we plot SP against Pose
Error, a consolidated statistic formed by taking the max of rotational and transla-
tional errors.
We compare RepMatch against state-of-the-art matching methods on camera
pose computation. MRMS [79] has very high pose estimation accuracy while
GeoAware [80] is designed to handle repetitive structures. We use USAC 1.0 [81],
a representative variant of RANSAC, as a performance baseline. USAC was pro-
vided with putative matches selected by ratio test with a threshold of 0.66, i.e.,
A0.66. As theses algorithms are tightly coupled to their feature descriptors, we
perform system-to-system comparisons. Results are shown in Fig. 4.7. At nar-
row baselines, with ground truth rotations less than 15◦, MRMS and GeoAware
have an advantage as they use SIFT [70] rather than the more ambiguous A-SIFT
descriptors [73]. Despite this, RepMatch’s performance is easily comparable to
them. The advantage of RepMatch’s full system is clearly evident on the set of all
pairs. While the use of different descriptors means comparisons are not strictly
fair, it suggests that RepMatch has good narrow and wide baseline capability.
4.4.2 Application: Structure-from-Motion
As an application, we apply RepMatch to match less controlled modern city im-
ages and reconstruct the 3-D models. Figure 4.8 shows reconstructions of three
modern scenes: (i) indoor; (ii) street; (iii) walking around a block. The sparse re-
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Figure 4.7: System level comparison on camera pose computation. (a)
RepMatch’s narrow baseline (ground truth rotation ≤ 15◦) performance is easily
comparable to the highly accurate MRMS [79] system. (b) On all pairs, the
difference is even (albeit unfairly) greater as RepMatch uses wide-baseline
A-SIFT features while other systems use narrow baseline SIFT. This
demonstrates RepMatch’s baseline generality.
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construction system used is Visual SfM [82], where we pass in the feature matches
found by RepMatch.1 We show performance with RepMatch, BF and Visual SfM’s
default matching. While none of the sequences are especially wide baselines, Vi-
sual SfM has multiple breaks, demonstrating the difficult nature of modern city re-
construction. Using BF correspondences reduces the breaks but the reconstructed
point clouds show serious errors with stray frames and phantom walls. RepMatch
permits un-fragmented, high quality reconstruction. Sequence (i) is especially
interesting as RepMatch improves on BF even on indoor environments with few
repetitive structures. This opens the possibility of automatic image based floor-
plan recovery [83] as an alternative to current depth camera based solutions [84].
4.5 Color Transfer
Having established feature correspondence using RepMatch, our next goal is to
correct for appearance change due to color difference. We formulate the color
transfer as a nonparametric regression from sparse color correspondences. The
formulation is inspired by the nonparametric curve fitting [74]. Note that the
proposed algorithm seeks not to reproduce the whole gamut for color transfer, but
rather to transfer as much as possible the color between the common content in
both images.
4.5.1 Color Correspondence
Color correspondence is obtained from feature correspondence {xi,x′i}. As these
feature points often coincide with image corner features, the color values at such
locations are less reliable. To overcome this, we take the median color value of
a support region around the corner feature. The support regions are found by
performing SLIC [86] segmentation on both the source and reference images, Isrc
and Iref . We discard a color pair if any of its corresponding features lie along
the SLIC segment boundaries. All sampled color values are in the range [0 1]
in RGB color space and subsequently mapped to CIE Lab space. Lab space is
chosen because it is a more perceptually linear color space and it de-correlates
the color channels well [87]. To account for missing end point values for color
1We leverage RepMatch’s robust pose estimate to eliminate all triplet poses with relative rota-
tion consistency less than 2◦. BF was employed with the same scheme.
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Figure 4.8: Three city scenes. (i) Inside of a home. RepMatch can link through
many weakly textured passages. BF also reconstructs the full apartment but it
creates phantom reconstruction.(ii) A city street. Only RepMatch does not
fragment the model. (iii) A city block. RepMatch’s reconstruction in (c) clearly
shows the block outlines. This permits high-quality dense reconstruction
using [85] in (d) and (e).
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Figure 4.8: Continued.
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Figure 4.9: (a) Input image pair. (b) Sparse correspondence overlayed on SLIC
segmentation (showing randomly selected subset of 30 correspondences).
Close-up views of the SLIC color segments are shown below. Note that the figure
is shown in RGB color for illustration purpose. The actual color space in use is
Lab.
mapping, we add two imaginary white and black color correspondences (in Lab
color space) to the list of correspondences, [ 100 0 0 ]> ↔ [ 100 0 0 ]>
and [ 0 0 0 ]> ↔ [ 0 0 0 ]>. An illustration of the color correspondence
sampling is shown in Fig. 4.9.
4.5.2 Nonparametric Model for Color Mapping
Given source and reference images Isrc and Iref , let ui and vi denote the ith color
correspondence from the two images, defined in some color space, u, v ∈ R3, and
N be the number of color correspondence pairs. The goal of color transfer is to
seek a mapping function f : U 7→ V, such that it minimizes the overall fitting
75
error:
arg min
f
N∑
i=1
d(vi − f(ui)) + λΨ(f(u)), (4.25)
where f is a continuous, non-linear function, d(.) is some loss function. Ψ(f(u))
is some smoothness constraint enforced on f , and λ is a weighting factor on the
smoothness term. The above is a regression problem given N sparse observa-
tions. In the context of color transfer, f is also known as the Brightness Transfer
Function (BTF).
We first consider the case where the loss function d(.) takes the form of squared
error. Let vi = [vi(1) vi(2) vi(3)]> and f(ui) = [f 1(ui) f 2(ui) f 3(ui)]>, and
hence, ‖ vi − f(ui) ‖2=
∑3
c=1(vi(c) − f c(ui))2; then we can rewrite the energy
function in (4.25) in terms of channel-wise 2 mapping:
E =
N∑
i=1
3∑
c=1
(vi(c)− f c(ui))2 + λc
3∑
c=1
Ψc
=
3∑
c=1
(
N∑
i=1
(vi(c)− f c(ui))2 + λcΨc), (4.26)
where the parenthesis expression (c) denotes the cth element of the vector, and f c
denotes the cth element of the function output f(u). Ψc and λc are the regular-
ization and weighting factor associated with each channel. Hence, we optimize
Eq. (4.25) by separating it into 3 channel-based regression:
f c : U 7→ V(c), U ∈ R3,V(c) ∈ R, (4.27)
and the channel-wise optimization is:
Ec =
N∑
i=1
(vi(c)− f c(ui))2 + λcΨc, (4.28)
where f c denotes a continuous mapping from all channels in U, to the cth channel
in V. For the case of Lab color space, c ∈ {L, a, b}. Each f c is a mapping from
R3 to R, and hence takes into account cross-channel dependencies.
Mirroring the nonparametric curve fitting formulation in Sec. 4.3.1, we assume
2The term “channel-wise” here refers to the dimension of the function output. The input to our
function is 3D, and thus it should be differentiated from a 1D-to-1D channel-wise mapping in the
conventional sense.
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for the observed color correspondence, the reference color values are noisy obser-
vations of f(u), i.e.,vi(c) = f c(ui) + ni(c). We model the channel-wise curve
f c(u) as a linear combination of some smooth functions {f ck}k=1,2,··· ,K ,
f c(ui) =
K∑
k=1
bck(ui)f
c
k(ui) + ni(c). (4.29)
Here, we use superscript to denote channel index. f c(u) is modeled as a linear
combination of basis functions f ck : R3 7→ R. bck(ui) are some pre-defined func-
tions of ui. Each f ck has two terms:
f ck(u) = H
c
k + φ
c
k(u), (4.30)
where Hck is an offset and φ
c
k(u) : R3 7→ R is a smooth function subject to motion
coherence penalty. Similar to Eq. (4.6), φck(u) takes the form
φck(u) =
N∑
i=1
wck(i)g(u,ui), (4.31)
where g(u,ui) = exp
−‖u−ui‖
2
γ2 and {wck} are the unknowns to be solved for. The
channel-wise regularization can be expressed in the discrete form:
Ψck = w
c
k
>Gwck, (4.32)
where G is an N ×N symmetric matrix, with G(i, j) = g(ui,uj).
Pitie´ and Kokaram [67] showed that, when both the source and reference colors
are normally distributed, a global affine transformation is able to model the color
changes well. However, this global rigid transformation is insufficient to model
local color changes such as shading change, or the nonlinear effects in the imag-
ing process. Hence, we need to take care of both the global and local changes.
Having a global model also implies stronger extrapolation capability. In our for-
mulation, we bias the model towards a global affine transformation, while on a
local level, we allow the affine parameters to vary such that they can adapt to more
complicated color transformations and at the same time respect some smoothness
constraint.
Relating the source and reference colors by a global affine transformation, we
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have
A[ui; 1] = vi, (4.33)
where color values are represented in homogeneous coordinates and
A =

a11 a
1
2 a
1
3 t
1
a21 a
2
2 a
2
3 t
2
a31 a
3
2 a
3
3 t
3
0 0 0 1
 .
Here, the elements acj, j ∈ {1, 2, 3}, represent the global linear transformation pa-
rameters for the cth channel, and tc represents the associated translation. Locally,
we allow the affine transformation to vary smoothly. Combining both global and
locally varying transformations, the color mapping function for the cth channel
takes the following form:
f c(ui) = (a
c
1 + ∆a
c
1)ui(1) + (a
c
2 + ∆a
c
2)ui(2) + (a
c
3 + ∆a
c
3)ui(3) + (t
c + ∆tc),
(4.34)
where ∆ack and ∆t
c represent deviations from ack and t
c. Substituting Eq. (4.30)
and (4.31) into Eq. (4.29), the color transfer curve for the cth channel is:
f c(ui) =
4∑
k=1
bk(ui)(H
c
k +
N∑
j=1
wck(j)g(ui,uj)), (4.35)
where we have bk(ui) = ui(k), k ∈ {1, 2, 3}, and b4(ui) = 1. Similarly, Hck
corresponds to ack, the global linear transformation parameters, k ∈ {1, 2, 3}, and
Hc4 = t
c corresponds to the translation. The terms
∑N
j=1 w
c
k(j)g(ui,uj) model
the smooth variations ∆ack and ∆t
c from the global affine. Therefore, we have
for each channel a smoothly varying color transfer that respects a global affine
transformation.
For robustness to outliers, we replace the squared loss in Eq. (4.28) by the
Huber loss function. We show in Appendix A.2 that the split-channel optimization
approximates the joint-channel case well.
Substituting Eq. (4.31) and Eq. (4.32) into Eq. (4.28) and using the Huber loss,
the channel-wise optimization can be expressed in terms of a finite number of
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variables:
arg min
{fck ,wck}
N∑
i=1
Huber
(
vi(c)−
4∑
k=1
bck(ui)f
c
k(ui)
)
+ λc
4∑
k=1
wck
>Gwck
= arg min
{wck,Hck}
N∑
i=1
Huber
(
vi(c)−
4∑
k=1
bck(ui)(H
c
k +
N∑
j=1
wck(j)g(ui,uj))
)
+ λc
4∑
k=1
wck
>Gwck. (4.36)
Since both the regularization term and the Huber function are convex, the above
energy function is convex. Although fitting is done per channel, the matrix G in
Eq. (4.36) is common to all channels and hence needs to be computed only once.
After the regression, we apply the following to transfer all pixels’ color from
the source to reference image, channel by channel:
f c(u) =
4∑
k=1
bck(u)f
c
k(u)
=
4∑
k=1
bck(u)
(
Hck +
N∑
i=1
wck(i)g(u,ui)
)
. (4.37)
An example of the color transfer is shown in Fig. 4.10. We can observe that the
fitted functions model the non-linearity and cross-channel behavior well.
4.6 Experiments
We compare our proposed method against two state-of-the-art methods, namely,
Non-rigid Dense Correspondence (NRDC) [46] and Probabilistic Moving Least
Squares (PMLS) [65].
Visual Comparison We first present a visual comparison between our color
transfer results and those of NRDC. Figures 4.11 and 4.12 show results on two
sets of test images. The first set of test images are the ones used by NRDC, and
the second set contains photos of tourist attractions obtained from the Internet.
On visual inspection, our color transfer results follow the reference images more
closely. In Fig. 4.11(a) and (b), we can see that our method produces a more
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Figure 4.10: Color mapping by nonparametric regression in Lab color space.
(a),(b) Source and reference images. (c) Source image after color transfer. (d),(e)
Overlay of source and reference color features before and after color transfer.
Blue circles represent reference features; green and yellow dots represent source
features before and after color transfer, respectively.
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natural looking skyline than NRDC. For the Internet image color transfer shown
in Fig. 4.12, we see that our method is able to replicate the color tone of the
reference. In (d), NRDC could not find any matches and hence no color transfer
result was returned. Overall, we observe that our nonparametric color curve fitting
has better interpolation and extrapolation capabilities. On the other hand, NRDC
uses a parametric model to predict the mapping for each color channel. It is less
flexible at handling complex color changes. We note that our results are obtained
from a single pass of image correspondence and color curve fitting, while NRDC
is an iterative solution that involves multiple rounds of image correspondence and
color transfer.
Evaluation For quantitative evaluation, we make use of the dataset published
in [65]. The evaluation dataset contains 12 image pairs, including many sources
of color changes such as different cameras, camera settings and illumination con-
ditions. Except for the 5 pairs with tonal adjustment, the rest of the image pairs
exhibit minor viewpoint changes. Ground truths with both color and viewpoint
transfer are provided for evaluation. As our formulation uses a smoothly varying
affine model, we include results obtained using a global affine model for base-
line comparison. For this, we estimated a global affine transformation between
the source and reference colors. Following [65], we use PSNR and SSIM (Struc-
tural Similarity) [88] as a quantitative performance measure. The evaluation re-
sults are presented in Table 4.1. In terms of PSNR, our method outperforms both
the baseline and PMLS. In terms of SSIM, our method outperforms Probabilistic
Moving Least Squares (PLMS) in most cases with viewpoint cum color changes.
The performance gain is higher on “illum”, the case where illumination change
is stronger, and on “mart”, the case with larger viewpoint change. For cases with
only tonal changes, performance is comparable to PMLS.
Panoramic Stitching Our color transfer can be used to correct for color differ-
ences between the input images in a panoramic stitching application. Figure 4.13
shows the results of using color transfer to create a color consistent panorama. We
use the AutoStitch software [89] to stitch the images together.
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Figure 4.11: Color transfer results on test images used in NRDC [46]. The
source images’ colors are transferred to follow that of the reference images.
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Figure 4.12: Color transfer results on Internet images. The source images’ colors
are transferred to follow that of the reference images.
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(a) Input images
(b) Input images with color correction
(c) Panorama from (a)
(d) Panorama from (a) with blending
(e) Panorama from (b), after color transfer
Figure 4.13: Panoramic stitching. We transfer the color of the left and right
images to that of the middle one. Even with multi-band blending, we can still see
obvious color differences between the images in (d). With our color transfer, we
can create a color consistent panorama as shown in (e).
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Table 4.1: Quantitative evaluation of different color transfer algorithms.
Performance is measured in terms of PSNR and SSIM. Best performance is
indicated in bold.
PSNR (dB) SSIM
Img Name Baseline PMLS Ours Baseline PMLS Ours
Tonal1 26.825 35.245 35.463 0.934 0.990 0.990
Tonal2 29.985 30.592 32.788 0.931 0.994 0.995
Tonal3 26.993 33.866 34.052 0.940 0.996 0.996
Tonal4 24.262 33.726 33.908 0.925 0.991 0.984
Tonal5 26.688 34.169 35.151 0.960 0.991 0.992
building 19.566 21.502 21.911 0.783 0.850 0.864
flower1 25.405 26.219 26.998 0.928 0.973 0.968
flower2 25.185 25.988 26.413 0.907 0.937 0.940
illum 18.320 19.567 19.667 0.602 0.611 0.710
mart 21.960 23.701 23.799 0.884 0.897 0.904
playground 24.601 26.742 26.750 0.850 0.918 0.915
sculpture 28.875 30.244 30.575 0.931 0.973 0.975
4.6.1 Iterative Image Correspondence
Although the results presented in the previous section are based on a single pass
of feature matching and color transfer, they demonstrate the power of combining
geometric and photometric constraints in relating Internet images that are taken
under vastly different conditions. An intuitive extension is to coordinate the two
more closely in an iterative manner. We present some preliminary results on the
iterative correspondence. Compensating for photometric changes by color transfer
would be beneficial for matching regions where gradient information is weak;
hence, we can utilize color as a cue for matching low gradient regions. We make
use of color transfer to handle photometric differences between two images. Color
mapping can serve as an additional global constraint relating two views.
We apply color transfer on Isrc to obtain Isrctrans, bringing its appearance closer to
that of Iref . Next, we apply Generalized PatchMatch (GPM) [9] to match Isrctrans to
Iref . To speed up convergence, we initialize GPM with the sparse correspondence
obtained from RepMatch. For each pixel in Isrctrans, GPM finds the best transfor-
mation Θ = {tx, ty, s, θ} (representing translation in x- and y- directions, scale
and rotation angle, respectively) that minimizes its appearance difference to its
corresponding pixel in the other view.
To visualize the correctness of the dense matching result by GPM, we recon-
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Figure 4.14: An illustration of the iterative correspondence for the “Knossos”
scene. Top row: source and reference images. Middle row: reconstruction of Isrc
using dense correspondence found by GPM and color values from Iref . Bottom
row: validated correspondence using global motion model.
struct the view Isrc using the data from Iref ,
Isrcrecon(x, y) = I
ref (x+ tx, y + ty), (4.38)
where pixel values are re-sampled with bilinear interpolation.
Figure 4.14 shows the evolution of the iterative image correspondence. At each
iteration, we first perform GPM dense matching. We then obtain the global motion
model ffinal by applying RepMatch (as explained in Section 4.3.6) and use it to
validate the dense matches found by GPM. Lastly, using the found matches, we
apply color transfer to update the appearance of the source image. We can observe
that, as the iteration progresses, the reconstructed source image improves and the
number of validated correspondences also increases.
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4.7 Concluding Remarks
In this chapter, we study the problem of matching two Internet images that exhibit
significant geometric and photometric changes. We phrase the problem as one of
identifying the correct matches from a pool of putative matches found by nearest
neighbor feature matching. We tackle the problem by exploiting two geometric
constraints relating two images: the match consistency constraint and the epipolar
constraint. Using the first constraint, we show how a core set of accurate matches
can be reliably recovered. This core set is then used to guide the search for more
matches that are consistent with the epipolar geometry, followed by a verifica-
tion based on local match consistency. Combining both constraints makes our
method robust to ambiguous matches caused by repeated structures in the scene.
The resultant matching algorithm, termed RepMatch, is highly robust to geomet-
ric and photometric distortions over wide baselines, and it compares favorably to
the state-of-the-art matching algorithms. With the found matches, we infer color
transfer curves between the two images to bring them closer in appearance. We
formulate the color transfer as a nonparametric curve fitting problem. The formu-
lation is flexible enough to model complex color changes involving both global
and local color transformations. In addition, we investigate the use of color trans-
fer as an additional constraint that relates the photometric changes between two
images. Compensating for photometric changes is beneficial for matching regions
where gradient information is weak, and it allows us to obtain more accurate and
denser correspondence. Our preliminary results obtained from iterative runs of
matching and global color transfer show promise. We will pursue this in our fu-
ture work.
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CHAPTER 5
CONCLUSION
In this thesis, we investigate three inverse problems and discuss how we can de-
velop appropriate physical constraints and exploit them in effective ways.
In Chapter 2, we study the problem of geometry recovery from a single image
with repeated texture. Our technique leverages the PatchMatch algorithm to ro-
bustly detect and match repeated patterns undergoing geometric transformations.
This allows effective enforcement of translational symmetry constraint in the re-
covery of texture lattice.
In Chapter 3, we study the problem of computational relighting using RGB-D
data, where the depth data is acquired through a Kinect sensor and is often noisy.
We show how the inclusion of noisy depth input helps to resolve ambiguities in
the recovery of shape and reflectance in the inverse rendering problem. Our results
show that the complementary nature of RGB and depth is highly beneficial for a
practical relighting system.
In Chapter 4, we exploit geometric constraints relating two views, to address
a challenging problem on Internet image matching. Our solution is robust to ge-
ometric and photometric distortions over wide baselines. It also accommodates
repeated structures that are commonly found in our modern environment. Build-
ing on the image correspondence, we also investigate the use of color transfer as
an additional global constraint in relating Internet images. It shows promising
results in obtaining more accurate and denser correspondence.
For future work, we will look in the following directions to further improve the
existing solutions and to extend their formulation:
1. Densification of lattice mesh for more general applications such as shape
recovery and texture rendering
2. Extend the current inverse rendering method to handle more complex re-
flection models beyond Lambertian reflection
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3. Combine image correspondence and color transfer in an iterative manner to
solve the wide baseline, dense correspondence problem
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APPENDIX A
SUPPLEMENTAL DERIVATIONS FOR
NONPARAMETRIC CURVE FITTING
A.1 Derivation of Regularization Function in
Nonparametric Curve Fitting
The energy minimization in Eq. (4.4) is given as:
E =
N∑
i=1
Huber(q̂i −
K∑
k=1
bk(pi)fk(pi)) + λ
K∑
k=1
Ψk.
Substituting Eq. (4.2) and Eq. (4.3) into Eq. (4.4),
E =
N∑
i=1
Huber
(
q̂i −
K∑
k=1
bk(pi)(Hk + φk(p))
)
+ λ
K∑
k=1
Ψk. (A.1)
Expressing φk(p) in the time domain, φk(p) =
∫
RD φk(ω)e
2pij〈p,ω〉dω, we obtain:
E(φ) =
N∑
i=1
Huber
(
q̂i −
K∑
k=1
bk(pi)(Hk +
∫
RD
φk(ω)e
2pij〈p,ω〉dω)
)
+ λ
K∑
k=1
Ψk.
(A.2)
In order to find the minima of this functional, we take its functional derivatives
with respect to φ, so that δE(φ)
δφ(z)
= 0,∀z ∈ Rd, k ∈ {1, 2, · · · , K},
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δE(φ)
δφ(z)
=− 2
N∑
i=1
(q̂i −
K∑
k=1
bk(pi)(Hk +
∫
RD
φk(ω)e
2pij〈p,ω〉dω))
K∑
k=1
bk(pi)
δ
∫
RD φk(ω)e
2pij〈p,ω〉dω
δφk(z)
+ λ
∫
RD
δ
δφk(z)
|φk(ω)|2
g(ω)
dω
=−
N∑
i=1
mk(i)
∫
RD
δφk(ω)
δφk(z)
e2pij〈p,ω〉dω + λ
∫
RD
δ
δφk(z)
|φk(ω)|2
g(ω)
dω
=−
N∑
i=1
mk(i)e
2pij〈pi,z〉 + λ
φ
∗
k(z)
g(z)
=−
N∑
i=1
mk(i)e
2pij〈pi,z〉 + λ
φk(−z)
g(z)
= 0 (since φk is real, φ
∗
k(z) = φk(−z)),
where mk is an N × 1 vector that serves as a place-holder for more complicated
terms. Multiplying both sides by g(z) and changing z to −z, we get
φk(z) = g(−z)
N∑
i=1
wk(i)e
−2pij〈pi,z〉, (A.3)
where wk = mkλ . Assuming g is symmetric, and taking the inverse Fourier trans-
form, we get
φk(p) = g(p) ∗
N∑
i=1
wk(i)δg(p− pi) =
N∑
i=1
wk(i)g(p− pi). (A.4)
Hence, this shows that the continuous functions {φk(p)} can be expressed in
terms of a finite set ofN -dimensional vectors {wk}. Note that we denote g(p−pi)
as g(p,pi) in the main body of the thesis.
Substituting Eq. (A.3) into Eq. (4.3), we can express the continuous regulariza-
tion function Ψk in terms of wk, and hence, we obtain the result in Eq. (4.7):
Ψk = wk
>Gwk, (A.5)
where G is an N ×N symmetric matrix, with G(i, j) = g(pi,pj).
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A.2 Split-channel Approximation of Joint-channel
Color Transfer
Using the Huber loss function, the joint-channel color transfer in Eq. (4.25) is
given by:
E =
N∑
i=1
Huber(vi − f(ui)) + λΨ. (A.6)
We approximate the above energy function by splitting it into 3 channels, where
each channel has the form:
Ec =
N∑
i=1
Huber(vi(c)− f c(ui)) + λcΨc. (A.7)
Let us define the error vector as e = vi − f(ui) = [e1 e2 e3]>, and the Huber
loss for the split-channel optimization is
`split =
3∑
c=1
Huber(ec)
=

1.
∑3
c=1 ‖ec‖2 if ‖ec‖2 ≤ ′2, ∀c
2.
∑3
c=1(2
′ ‖ec‖ − ′2) if ‖ec‖2 > ′2, ∀c
3.
∑
c∈Ω ‖ec‖2 +
∑
m/∈Ω(2
′ ‖em‖ − ′2) if ‖ec‖2 ≤ ′2, ‖em‖2 > ′2,
and 1 ≤ |Ω| < 3,
(A.8)
where ′ is the threshold associated with the Huber function used in the split-
channel case. |Ω| denotes the cardinality of the set Ω.
Similarly, the Huber loss for joint-channel optimization in Eq. (A.6) is
`joint = Huber(e) =
1.
∑3
c=1 ‖ec‖2 if
∑ ‖ec‖2 ≤ 2
2. 2
∑3
c=1 ‖ec‖ − 2 if
∑ ‖ec‖2 > 2. (A.9)
To balance the two loss functions, the threshold for the Huber function in the
split-channel case is ′ = /
√
3.
We go through `split case by case:
For case 1, `split = `joint.
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For case 2,
`split =
3∑
c=1
(2′ ‖ec‖ − ′2) = 2√
3
3∑
c=1
‖ec‖ − 2.
Comparing with case 2 of `joint, we have `split < `joint.
For case 3,
`split =
|Ω|∑
c=1
‖ec‖2 +
3∑
m=|Ω|+1
(2′ ‖em‖ − ′2).
Since ‖em‖ > ′, we have
`split ≤ |Ω|′2 + (3− |Ω|)(2′2 − ′2)
= 3′2 = 2.
We have `split ≤ 2. Hence, `split ≤ `joint.
We see that for all possible cases, `split ≤ `joint. Hence, the split-channel
optimization approximates the joint-channel case well.
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