In this paper, time-fractional non-linear partial differential equation with propor-
Introduction
Fractional differential equations become a fundamental tool to understand real life problems and it is used at almost all disciplines. There are various studies on fractional differential equations [1] . Some of these equations are formed by replacing the positive integer order derivatives with modified fractional derivatives, so it is aimed to find out what the behavior is. In order to determine the solutions that guide the behavioral state, those are solved numerically. The most realistic models of ODE do not have analytic solutions so that the numerical and approximation methods should be used in order to solve such problems [2] . The variational iteration method (VIM) is also applied successfully to both numerous linear and non-linear fractional order problems by many authors [3] [4] [5] . Besides that, there are also several methods used in order to solve the non-linear problems. But, most of the authors claimed that VIM and the numerical results demonstrate that the VIM is relatively accurate and also easily implemented method such as Adomian decomposition method, differential transform method (DTM) and some other methods [6, 7] . On the other hand, fractional PDE that appear in many physical phenomena are also studied by some researchers using some treated types of VIM [8] [9] [10] [11] [12] [13] . Partial functional-differential equations with proportional delays represent a particular class of delay PDE and also these are solved by several authors such as [14, 15] .
On the other hand Polyanin and Zhurov [16] suggested a method for constructing exact solutions to non-linear delay reaction-diffusion equations. Additionally Abazari and Ganji [17] proposed 2-D DTM and its reduced form to obtain the solution of PDE with proportional delay. Then Sakar et al. [18] proposed homotopy perturbation method (HPM) for numerical solutions of these kinds of special equations.
In this paper, we examine non-linear fractional PDE which have proportional delays. Previously, Ghaneai et al. [19] applied modified VIM to non-linear PDE, Abazari and Ganji [17] studied these kind of fractional equations by using extended DTM and Sakar et al. [18] applied HPM taking into account Caputo derivative definition to aforementioned equations. Very recently, Singh and Kumar [20] has just proposed to use an alternative VIM considering Caputo sense derivative. The differences of our study among previous studies are considering modified Riemann-Liouville derivative operator [21] firstly, improvement of the solutions with residual error function [22] secondly, so that having approximately at least 4 
10
− times more accurate data, and finally obtaining semi-analytic solutions, that is, approximate solutions are functions of x and t. Now, let us consider following time-fractional PDE with proportional delays of the general form:
subject to the initial conditions
, α is a parameter describing the order of the time fractional derivative and ( , ) u x t is the exact solution. For fractional integrals, the Riemann-Liouville fractional integral definition and for fractional derivatives modified fractional derivative definition [21, 23, 24] are used in our approach. This definition is just a modification on the definition of Riemann-Liouville derivative and it is strictly equivalent to the Caputo via Riemann fractional derivative. The definitions used are briefly introduced: Definition. Riemann-Liouville fractional integral of a continuous function
f x t with respect to t of order α is:
Definition. The modified Riemann-Liouville fractional derivative is:
where D n t denotes the n th partial derivative with respect to t , while
Liouville derivative of order α [21] .
Furthermore, modified Riemann-Liouville fractional derivative is strictly equivalent to the Grunwald-Letnikov fractional derivative [25] and has valuable advantages according to both standard Riemann-Liouville and Caputo fractional derivatives. For instance, it is defined for arbitrary continuous (can also be non-differentiable) functions and the fractional derivative of a constant is equal to zero. If the function is not defined at the origin, the fractional deriva-S35 tive will not exist. In order to overcome this manner Atangana and Secer [26] proposed to take finite part of the fractional derivative order operator which is based on the concept of finite part approach of Estrada and Kanwal [27] .
With this definition some important properties can be introduced:
where fractional derivative of compounded function is defined: (6) in the view of [21, 23, 24] .
For comparison purposes, especially, we take the derivative order
so the problem that we have, now becomes:
Process of fractional VIM (FVIM) for fractional PDE
According to standard VIM theory which was firstly proposed by He [28] , we shall regenerate a corrected functional that allows us to construct an iteration formula in order to find fixed point of that formula. Based on this structure, the FVIM has already been presented and used by many authors [29] [30] [31] [32] .
We are dealing with problem of eq. (7), so its corrected functional is written as in the form of: 
and it is easily understood that the trivial solution of those system is ( , ) 1 t λ τ = − . Now our iteration formula is: 
Improvement of solutions obtained by FVIM

Improvement with residual error function
In case the exact solution of the problem is not known or can not be obtained analytically, in order to check the sensitivity of approximate solutions obtained with FVIM, we will use the residual error function which allows us to approach the desired solution ( , ) u x t as ( , ) ( , ) + n n u x t e x t . We will correct the approximated solution ( , )
n u x t using the residual error function ( , ) n e x t .
Assume that the n th order approximate solution ( , ) n u x t satisfies:
x t f u p x q t u p x q t u p x q t g x t R x t
such that a residual function remains as ( , ) R x t on the right hand side of eq. (12) where ( , ) g x t is non-homogenous function removed from f . Since ( , ) u x t is the exact solution of eq. (7), eq. (12) can be also written:
Subtracting eq. (13) 
Denoting by ( , ) n e x t the residual error function of ( , ) 
e x t f u e p x q t u e p x q t u e p x q t f u p x q t u p x q t u p x q t R x t
Solving this by a numerical method, such as FVIM, ( , ) n e x t is found numerically, therefore, the solution ( , ) n u x t is improved by adding that term.
Numerical experiments
In this section, time-fractional PDE with proportional delays of eq. (7) that were solved by using DTM [17] and earlier by HPM [18] , will be considered.
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Example 1
The first time fractional PDE is:
and the exact solution is ( , ) = t u x t x e when 1 = α , which was already solved by DTM in [17] , HPM in [18] . The numerical data are calculated separately for four cases in accordance with the value of α as follows:
So the equation becomes first order PDE with respect to t and the iteration formula for FVIM is constructed:
which will have a fixed point ( , ) u x t taking initial approximate function 0 ( , ) = u x t x. While n is increasing, approximate solutions of order n are indicated:
and so on. From eqs. (18) and (19) it is seen that the exact solution does not have a closed form. We also conclude that because of non-linearity of the problem. From numerical experiments view, the numerical values of approximate solutions for certain ( , ) x t combinations chosen inside the domain are calculated by using our Mathematica algorithm. Figure 1 shows first four approximate solution values and curves obtained by using with present FVIM. From those, it is also seen that each ( , )
n u x t solution is getting closer to the exact solution than 1 ( , )
Comparison of our data with those obtained other two methods (DTM and HPM) in [17, 18] can be seen from tab. 1.
While in [17, 18] authors found Taylor series expansion of exact solution, with optimized Lagrange multiplier FVIM gives one common iteration formula that generates successive approximate solutions without any known series format. In the fourth approximation, In order to have closer numerical solutions to ( , ) u x t , residual method is going to be applied to ( , ) [ ] 
where ( , )
n n e x t u x t u x t = − and ( , )
n R x t is residue function which: tions have several long terms, thus it is not written here. Instead, the obtained solutions for certain values are given in fig. 3 and tab. 3.
Example 2
The time fractional PDE is: 
which will have a fixed point ( , ) u x t taking initial approximate function 2 0 ( , ) = u x t x . While n is increasing, approximate solutions of order n are indicated: 
and so on. From eqs. (24) and (25) In order to improve semi analytic solutions ( , ) n u x t , i. e., to get it closer to exact solution we will apply residual method proposed in section Improvement of solutions obtained by FVIM. According to this section, error differential equation related with eq. (22):
subject to ( , 0) 0 = n e x where (x, t) n R is residue function and it is:
With the same process in section Process of fractional VIM (FVIM) for fractional PDE, eq. (26) is solved then with some values of ( , )
x t fig. 4 is plotted and tab. 5 is given. 
Example 3
Finally, consider time fractional PDE:
which was already solved by DTM in [17] and HPM in [18] . Its exact solution is 
which will have a fixed point ( , ) u x t taking initial approximate function 2 0 ( , ) = u x t x . While n is increasing, approximate solutions of order n are found: 
and so on. From eqs. (30) and (31) it is seen that the exact solution does not have a closed form, tab. 6. 
Conclusions
In this paper, time-fractional PDE with proportional delays are considered and their semi-analytical solutions are obtained by using FVIM composed of modified Riemann-Liouville type derivative. For 0 1 < < α , since the exact solutions of three test problems are not known, the residue error function is introduced additionally. With the aid of estimated error 
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function it is also showed by figures and tables that the FVIM method yields sensitive values to the exact solutions or estimated errors of problems. Considering FVIM, the series solutions are found by using the initial conditions only. So the consecutive terms is transferring the data to next term and this is a significant advantage of the FVIM. If an exact solution exists for the equation, it can also be seen that the series solution converges to the closed form solution. On the other hand, it is observed from tables that are indicated for each case, that FVIM provides nearly exact solutions to problems with the same approximation order and same initial data.
