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Abstract
We consider a linear second order parabolic system with a third order dispersion term.
This type of system arises when considering a nonlinear model equation describing the motion
of a vortex filament with axial flow immersed in an incompressible and inviscid fluid. We
prove the solvability of an initial-boundary value problem of the parabolic-dispersive system
which allows application to the motion of a vortex filament. To do so, we propose a new
regularization technique by adding a space-time derivative term.
1 Introduction
In this paper, we prove the unique solvability of the following initial-boundary value problems.
For α < 0, 

ut = αuxxx +A(w, ∂x)u+ f , x > 0, t > 0,
u(x, 0) = u0(x), x > 0,
ux(0, t) = 0, t > 0.
(1.1)
For α > 0, 

ut = αuxxx +A(w, ∂x)u+ f , x > 0, t > 0,
u(x, 0) = u0(x), x > 0,
u(0, t) = e, t > 0,
ux(0, t) = 0, t > 0.
(1.2)
Here, u(x, t) = (u1(x, t), u2(x, t), · · · , um(x, t)) is the unknown vector valued function, u0(x),
w(x, t) = (w1(x, t), w2(x, t), · · · , wk(x, t)), and f(x, t) = (f1(x, t), f2(x, t), · · · , fm(x, t)) are
known vector valued functions, e is an arbitrary constant vector, subscripts denote deriva-
tives with the respective variables, A(w, ∂x) is a second order differential operator of the form
A(w, ∂x) = A0(w)∂
2
x + A1(w)∂x + A2(w). A0, A1, A2 are smooth matrices and A(w, ∂x) is
strongly elliptic in the sense that for any bounded domain E in Rk, there is a positive constant
δ such that
inf
w∈E
{A0(w) + A0(w)∗} ≥ δI,
where I is the unit matrix and ∗ denotes the adjoint of a matrix. The equation is a second order
strongly parabolic equation with a third order constant coefficient dispersion term. This type of
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equation comes up when analyzing a model equation describing the motion of a vortex filament
with axial flow. A vortex filament is a space curve on which the vorticity of an incompressible
and inviscid fluid is concentrated. The authors are especially interested in the following initial-
boundary value problems for the motion of a vortex filament.

vt = v × vss + α
{
vsss +
3
2vss × (v × vs) + 32vs × (v × vss)
}
, s > 0, t > 0,
v(s, 0) = v0(s), s > 0,
vs(0, t) = 0, t > 0,
(1.3)


vt = v × vss + α
{
vsss +
3
2vss × (v × vs) + 32vs × (v × vss)
}
, s > 0, t > 0,
v(s, 0) = v0(s), s > 0,
v(0, t) = e3, t > 0,
vs(0, t) = 0, t > 0,
(1.4)
where v = (v1(s, t), v2(s, t), v3(s, t)) is the tangent vector of the filament parameterized by its
arc length s at time t, e3 is the unit upward vector, × is the exterior product in the three
dimensional Euclidean space, and α is a real constant describing the magnitude of the effect of
axial flow. As far as the authors know, there are no results on initial-boundary value problems
for the above equation. In Nishiyama and Tani [4], they proved the unique solvability globally
in time of the Cauchy problem in Sobolev spaces. Onodera [5, 6] proved the unique solvability
of the Cauchy problem for a geometrically generalized equation. Segata [8] proved the unique
solvability and showed the asymptotic behavior in time of the solution to the Hirota equation,
given by
iqt = qxx +
1
2
|q|2q + iα( − qxxx + |q|2qx),
which can be obtained by applying the Hasimoto transformation to the vortex filament equa-
tion. Although there are many literatures regarding Schro¨dinger type equations, for (1.4), the
boundary condition does not transfer into a form that is manageable, so we decided to work
with the vortex filament equation directly.
Using the fact that a smooth solution satisfies |v| = 1, linearizing around w, and neglecting
lower order terms, we obtain
vt = w × vss + α
{
vsss + 3vss × (w ×ws)
}
+ f .
We note that the second order derivative terms have skew-symmetric coefficients, so if we reg-
ularize the equation with a second order viscosity term, we have a parabolic-dispersive system
given by
vt = αvsss +
{
δvss +w × vss + 3αvss × (w ×ws)
}
+ f ,(1.5)
and the solvability of the initial-boundary value problem for the above system plays a crucial
role in solving (1.3) and (1.4). This is our motivation for considering (1.1) and (1.2). The
application of the results of this paper to the vortex filament equation will be considered in a
forth coming paper.
At first glance, one may think that (1.5) can be treated by using known results of KdV and
KdV-Burgers equations such as Hayashi and Kaikina [2], Hayashi, Kaikina, and Ruiz Paredes
[3], or Bona and Zhang [1]. This seems hard to do because the vortex filament equation in (1.3)
and (1.4) has second order derivatives in the nonlinear term and the linear estimates obtained
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in the KdV and KdV-Burgers theory is not enough to treat the nonlinear term as a regular
perturbation. Thus, a need for a new technique arose.
Our method to prove the solvability of (1.1) and (1.2) is parabolic regularization. For (1.2),
we can regularize the equation with a fourth order viscosity term, making it a standard parabolic
system. We can not do this for (1.1) because a fourth order parabolic equation requires two
boundary conditions to solve, but our original problem imposes only one boundary condition.
Thus, a standard regularization can not be applied to (1.1). To prove the unique solvability of
(1.1), we introduce a new type of regularization, namely, we consider the following regularized
problem. 

ut = α (uxx − εut)x +A(w, ∂x)u+ g, x > 0, t > 0,
u(x, 0) = u0(x), x > 0,
ux(0, t) = 0, t > 0,
(1.6)
where ε > 0. To construct the solution of the above system, we first consider the following
problem. 

ut = α (uxx − εut)x + g, x > 0, t > 0,
u(x, 0) = u0(x), x > 0,
ux(0, t) = 0, t > 0,
(1.7)
(1.6) is a parabolic regularization of (1.1) and the principle terms are the terms in parenthesis.
In fact if we substitute u(x, t) = eτt+iξx into ut = α (uxx − εut)x, we obtain the dispersion
relation τ = −α(ξ2 + ετ)iξ, so that for a non-trivial solution to exist, we need
ℜτ = − α
2εξ4
1 + α2ε2ξ2
,
which indicates that the equation is parabolic in nature.
Because the proof for the case α > 0 is fairly standard, we concentrate on the case α < 0,
and give a remark on the case α > 0 at the end.
The contents of this paper are as follows. In section 2, we define function spaces and notations
that are used in this paper. In section 3, we look at the compatibility conditions and the
necessary corrections to the given data required for the regularized system. Then in section 4,
we construct and estimate the solution to the regularized system. In section 5, we construct and
estimate the solution of the parabolic-dispersive system in appropriate function spaces and give
our main theorem of this paper. Finally in section 6, we give a remark on the case α > 0.
2 Function Spaces
We define some function spaces that will be used throughout this paper, and notations associated
with the spaces. For an open interval Ω, a non-negative integer m, and 1 ≤ p ≤ ∞, Wm,p(Ω)
is the Sobolev space containing all real-valued functions that have derivatives in the sense of
distribution up to order m belonging to Lp(Ω) and W˙m,p(Ω) is the homogeneous Sobolev space.
We set Hm(Ω) := Wm,2(Ω) as the Sobolev space equipped with the usual inner product and
H˙m(Ω) := W˙m,2(Ω). We will particularly use the cases Ω = R and Ω = R+, where R+ = {x ∈
R;x > 0}. When Ω = R+, the norm in Hm(Ω) is denoted by ‖ · ‖m and we simply write ‖ · ‖ for
‖ · ‖0. Otherwise, for a Banach space X, the norm in X is written as ‖ · ‖X . The inner product
in L2(R+) is denoted by (·, ·) and the inner product in L2(R) is denoted by 〈·, ·〉.
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For 0 < T < ∞ and a Banach space X, Cm([0, T ];X) denotes the space of functions that
are m times continuously differentiable in t with respect to the norm of X.
We define the Sobolev–Slobodetski˘ı space. For 0 < T ≤ ∞, we denote QT := R+ × (0, T )
and for h > 0 and a positive integer l, we define the space H
l,l/2
h (QT ) as the space of functions
defined on QT with finite norm
|||u|||2
H
l,l/2
h (QT )
:= |||u|||2
Hl,0h (QT )
+ |||u|||2
H
0,l/2
h (QT )
,
where
|||u|||2
Hl,0h (QT )
:=
∫ T
0
e−2ht‖u(·, t)‖2
H˙l
dt,
|||u|||2
H
0,l/2
h (QT )
:= hl
∫ T
0
e−2ht‖u(·, t)‖2dt
+
∫ T
0
e−2ht
∫ ∞
0
∥∥∥∥∥∂
[l/2]u0(·, t− r)
∂t[l/2]
− ∂
[l/2]u0(·, t)
∂t[l/2]
∥∥∥∥∥
2
r−1−l+2[
l
2
]drdt,
[ l2 ] is the integer part of
l
2 and u0 is the extension of u by zero into t < 0 if
l
2 is not an integer.
When l2 is an integer,
|||u|||2
H
0,l/2
h (QT )
:=
∫ T
0
e−2ht

hl‖u(·, t)‖2 +
∥∥∥∥∥∂
l/2u
∂tl/2
(·, t)
∥∥∥∥∥
2

 dt
and we also impose that ∂
ju
∂tj
(x, 0) = 0 for j = 0, 1, . . . , l2 − 1. When T = ∞, the following
equivalent norm for the space H
l,l/2
h (Q∞) will be used.
‖u‖2
H
l,l/2
h (Q∞)
:=
∑
j≤l
∫ ∞
−∞
∥∥∥∥∂j u˜∂xj (·, τ)
∥∥∥∥
2
|τ |l−jdη,
where a tilde denotes the Laplace transform in t defined by
u˜(x, τ) =
∫ ∞
0
e−τtu(x, t)dt,
where τ = h+ iη with h > 0. The equivalence is shown in Solonnikov [9].
For any function space described above, we say that a vector valued function belongs to the
function space if each of its components does.
3 Compatibility Conditions
We will construct the solution of (1.1) by taking the limit ε → 0 in the following regularized
system. 

ut = −αεutx + αuxxx +A(w, ∂x)u+ g, x > 0, t > 0,
u(x, 0) = u0(x), x > 0,
ux(0, t) = 0, t > 0.
(3.1)
Since the derivation of the compatibility conditions for the regularized system is complicated
and the required corrections for the given data is not standard, we devote this section to clarify
these matters.
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3.1 Compatibility Conditions for (1.1)
We first define the compatibility condition for the original system (1.1). We denote the equation
in (1.1) as
Q1(u,f ,w) = αuxxx +A(w, ∂x)u+ f ,(3.2)
and we also use the notation Q1(x, t) := Q1(u,f ,w) and sometimes we omit the (x, t) for
simplicity. We successively define
Qn := α∂
3
xQn−1 +
n−1∑
j=0
(
n− 1
j
)
BjQn−1−j + ∂
n−1
t f ,(3.3)
where Bj =
(
∂jtA0(w)
)
∂2x+
(
∂jtA1(w)
)
∂x+∂
j
tA2(w). The above definition gives the formula for
the expression of ∂nt u which only contains x derivatives of u and mixed derivatives of w and f .
From the boundary condition in (1.1), we arrive at the following definition for the compatibility
conditions.
Definition 3.1 (Compatibility conditions for (1.1)). For n ∈ N ∪ {0}, we say that u0, f , and
w satisfy the n-th order compatibility condition for (1.1) if
u0x(0, 0) = 0
when n = 0, and (
∂xQn
)
(0, 0) = 0
when n ≥ 1. We also say that the data satisfy the compatibility conditions for (1.1) up to order
n if they satisfy the k-th order compatibility condition for all k with 0 ≤ k ≤ n.
Now that we have defined the compatibility conditions, we discuss an approximation of the
data via smooth functions which keep the compatibility conditions. The function spaces we
consider for the data and solution of (1.1) are the following. Let l be a non-negative integer. X l
is the function space that we are constructing the solution in, specifically,
X l :=
l⋂
j=0
(
Cj
(
[0, T ];H2+3(l−j)(R+)
) ∩Hj(0, T ;H3+3(l−j)(R+))
)
.
As a consequence, u0 will be required to belong in H
2+3l(R+). Y
l is the function space that f
will be required to belong in, and is defined by
Y l :=
{
f ; f ∈
l−1⋂
j=0
Cj
(
[0, T ];H2+3(l−1−j)(R+)
)
, ∂ltf ∈ L2
(
0, T ;H1(R+)
)}
.
Finally, Z l is the function space that w will belong in and is defined as
Z l :=
{
w; w ∈
l−1⋂
j=0
Cj
(
[0, T ];H2+3(l−1−j)(R+)
)
, ∂ltw ∈ L∞
(
0, T ;H1(R+)
)}
.
Data belonging to the above function spaces with index l are smooth enough for the l-th order
compatibility condition to have meaning in a point-wise sense, but the (l+ 1)-th order compat-
ibility condition does not. By utilizing the method in Rauch and Massey [7], we can get the
following.
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Lemma 3.2 Fix non-negative integers l and N with N > l. For any u0 ∈ H2+3l(R+), f ∈ Y l,
and w ∈ Z l satisfying the compatibility conditions for (1.1) up to order l, there exist sequences
{u0n}n≥1 ⊂ H2+3N (R+), {fn}n≥1 ⊂ Y N , and {wn}n≥1 ⊂ ZN such that for any n ≥ 1, u0n,
fn, and wn satisfy the compatibility conditions for (1.1) up to order N and
u0n → u0 in H2+3l(R+), fn → f in Y l, and wn → w in Z l.
From Lemma 3.2, we can assume that the given data are arbitrarily smooth and satisfy the
necessary compatibility conditions in the proceeding arguments.
3.2 Compatibility Conditions for (3.1)
In this subsection, we define the compatibility conditions for (3.1). We write the equation in
(3.1) as
ut = −αεutx +P 1(u,g,w),(3.4)
in other words, P 1(u,g,w) = αuxxx + A(w, ∂x)u + g. We use the notations P 1(x, t) and P 1
as we did with Q1 in the last subsection. Setting φ1(x) := ut(x, 0) and taking the trace t = 0
of the equation we have
αεφ′1 + φ1 = P 1(·, 0).(3.5)
A prime denotes a derivative with respect to x. Note that P 1(x, 0) is expressed using given data
only. Solving the above ordinary differential equation for φ1 we have
φ1(x) = e
− x
αε
{
φ1(0) +
1
αε
∫ x
0
e
y
αεP 1(y, 0)dy
}
.
Since we are looking for solutions that are square integrable, we impose that lim
x→∞
φ1(x) = 0, so
we have
φ1(0) = −
1
αε
∫ ∞
0
e
y
αεP 1(y, 0)dy,
which gives
φ1(x) = −
1
αε
∫ ∞
x
e−
1
αε
(x−y)P 1(y, 0)dy.
By direct calculation, we see that
φ′1(x) = −
1
αε
∫ ∞
x
e−
1
αε
(x−y)P ′1(y, 0)dy,
where we have used integration by parts. We also note here that φ1 is expressed with given data
only. From the boundary condition in (3.1), we see that the first order compatibility condition
is ∫ ∞
0
e
y
αεP ′1(y, 0)dy = 0.
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In the same manner, we will derive the n-th order compatibility condition for n ≥ 2. Taking
the t derivative of the equation in (3.1) (n − 1) times, taking the trace t = 0, and setting
φn(x) := ∂
n
t u(x, 0), we have
αεφ′n +φn = ∂
n−1
t P 1.
We denote
P n := ∂
n−1
t P 1.
We will prove by induction that φn and P n(x, 0) are expressed using given data only. Since
P n = ∂
n−1
t P n−1 = ∂
n−1
t (αuxxx +A(w)u+ g), it holds that
P n(·, 0) = αφ′′′n−1 +
n−1∑
j=0
(
n− 1
j
)
Bjφn−1−j + ∂
n−1
t g(·, 0).(3.6)
For a n ≥ 2, assume that φk and P k(x, 0) are expressed with given data for 1 ≤ k ≤ n − 1.
Solving for φn yields
φn(x) = −
1
αε
∫ ∞
x
e−
1
αε
(x−y)P n(y, 0)dy.
This proves that P n(x, 0) and φn are expressed using given data only.
Again by direct calculation, we have
φ′n(x) = −
1
αε
∫ ∞
x
e−
1
αε
(x−y)P ′n(y, 0)dy,
and arrive at the n-th order compatibility condition∫ ∞
0
e
y
αεP ′n(y, 0)dy = 0.
Now we can define the following.
Definition 3.3 (Comaptibility conditions for (3.1)). For n ∈ N ∪ {0}, we say that u0, g, and
w satisfy the n-th order compatibility condition for (3.1) if
u0x(0) = 0
when n = 0, and ∫ ∞
0
e
y
αεP ′n(y, 0)dy = 0
when n ≥ 1. We also say that the data satisfy the compatibility conditions for (3.1) up to order
n if the data satisfy the k-th order compatibility condition for all k with 0 ≤ k ≤ n. For the
definition of P n, see (3.4) and (3.6).
We note that for u0 ∈ H2+3l(R+), f ∈ Y l, and w ∈ Z l, the compatibility conditions up to
order l have meaning in the point-wise sense, but the (l + 1)-th order compatibility condition
does not.
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3.3 Corrections to the Data
Since we regularized the equation, we must make corrections to the data to assure that the com-
patibility conditions continue to hold. Fix a large integer N and suppose that u0 ∈ H2+3N (R+),
f ∈ Y N , and w ∈ ZN satisfy the compatibility conditions for (1.1) up to order N . We will make
corrections to the forcing term so that the data satisfy the compatibility conditions for (3.1) up
to order N . More specifically, we prove the following
Proposition 3.4 Fix a positive integer N . For u0 ∈ H2+3N (R+), f ∈ Y N , and w ∈ ZN
satisfying the compatibility conditions for (1.1) up to order N , we can define g ∈ Y N in the
form g = f +hε such that u0, g, and w satisfy the compatibility conditions for (3.1) up to order
N and hε → 0 in Y N as ε→ 0.
Proof. We write the equation in (3.1) as
ut = −αεutx + P (x, t, ∂x)u+ g.
Setting φ1(x) := ut(x, 0) and taking the trace t = 0 of the equation we have
αεφ′1 + φ1 = P (x, 0, ∂x)u0 + f(x, 0) + hε(x, 0).(3.7)
Using the notations in (3.2) we have P (x, 0, ∂x)u0 + f(x, 0) = Q1(x, 0). A prime denotes a
derivative with respect to x. As before, solving the above ordinary differential equation for φ1
under the constraint lim
x→∞
φ1(x) = 0 we have
φ1(x) = −
1
αε
∫ ∞
x
e−
1
αε
(x−y)
{
Q1(y, 0) + hε(y, 0)
}
dy.
We give an ansatz for the form of hε, namely
hε(x, t) =

 N∑
j=0
Cj,ε
tj
j!

 e−x,
where Cj,ε, j = 0, 1, ..., N , are constant vectors depending on ε to be determined later. From
Definition 3.3 the first order compatibility condition is∫ ∞
0
e
y
αε
{
Q′1(y, 0) + h
′
ε(y, 0)
}
dy = 0.
Substituting the ansatz for hε(x, t), we have
C0,ε
(
1− 1
αε
)−1
=
∫ ∞
0
e
y
αεQ′1(y, 0)dy.
Since Q′1(0, 0) = 0 from the compatibility condition for (1.1), we have by integration by parts
C0,ε = (αε− 1)
∫ ∞
0
e
y
αεQ′′1(y, 0)dy.
So if we limit ourselves to 0 < ε < min{1, 1/|α|}, from
e
y
αε |Q′′1(y, 0)| ≤ e−y|Q′′1(y, 0)|,
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and for y > 0
e
y
αε |Q′′1(y, 0)| → 0 as ε→ 0,
we see that C0,ε → 0 as ε → 0. We will show by induction that Cj,ε can be chosen so that
Cj,ε → 0 for 1 ≤ j ≤ N and g = f + hε with u0 and w satisfies the compatibility conditions
for (3.1) up to order N . Suppose that the above statement holds for 0 ≤ j ≤ n − 2 for some n
with 2 ≤ n ≤ N .
We define P n(x, 0) and φn(x) as in subsection 3.2 and we have
φn(x) = −
1
αε
∫ ∞
x
e−
1
αε
(x−y)P n(y, 0)dy,(3.8)
and the n-th order compatibility condition for (3.1) is∫ ∞
0
e
y
αεP ′n(y, 0)dy = 0.
We rewrite this condition as
− P ′n(0, 0) +
∫ ∞
0
e
y
αεP ′′n(y, 0)dy = 0(3.9)
by integration by parts. We recall that P n(x, 0) was successively defined by
P n(·, 0) = αφ′′′n−1 +
n−1∑
j=0
(
n− 1
j
)
Bjφn−1−j + ∂
n−1
t g(·, 0),
with P 1(x, 0) = αu0xxx + A(w(x, 0), ∂x)u0 + g(x, 0). Substituting (3.8) with n = j for φj and
using integration by parts, we have
P n(·, 0) = αP ′′′n−1 +
n−1∑
j=0
(
n− 1
j
)
BjP n−1−j + ∂
n−1
t g(·, 0)
− αε
{
αφ′′′′n−1 +
n−1∑
j=0
(
n− 1
j
)
Bjφ
′
n−1−j
}
.
Also recall that
Qn = α∂
3
xQn−1 +
n−1∑
j=0
(
n− 1
j
)
BjQn−1−j + ∂
n−1
t f ,
with Q1(x, 0) = αu0xxx +A(w(x, 0), ∂x)u0 + f(x, 0). Thus, setting Rn := P n −Qn, we have
Rn(x, 0) = αR
′′′
n−1 +
n−1∑
j=0
(
n− 1
j
)
BjRn−1−j + ∂
n−1
t hε(·, 0)
− αε
{
αφ′′′′n−1 +
n−1∑
j=0
(
n− 1
j
)
Bjφ
′
n−1−j
}
,
with R1(x, 0) = hε(x, 0). We prove by induction that Rn(x, 0) = ∂
n−1
t hε(x, 0) + o(1), where
o(1) are terms that tend to zero as ε → 0. The case n = 1 is obvious from the definition of
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R1(x, 0). Suppose that it holds for Rk(x, 0) for 1 ≤ k ≤ n − 1. From the above expression for
Rn(x, 0), the assumption of induction on Rn, and the assumption of induction that Cj,ε → 0
for 0 ≤ j ≤ n− 2, we see that
Rn(x, 0) = ∂
n−1
t hε + o(1) − αε
{
αφ′′′′n−1 +
n−1∑
j=0
(
n− 1
j
)
Bjφ
′
n−1−j
}
.
Again, from (3.8) and Lebesgue’s dominated convergence theorem, we see that the last two
terms are o(1), which proves Rn(x, 0) = P n(x, 0) −Qn(x, 0) = ∂n−1t hε(x, 0) + o(1). Here, we
have used the fact that P k(x, 0) for 1 ≤ k ≤ n − 1 are uniformly bounded with respect to ε.
We note that from the expressions of Rn(x, 0) and hε, the terms in o(1) are composed of terms
such that their x derivative are also o(1). Substituting for P n(x, 0) and the ansatz for hε in
(3.9) yields,
Cn−1,ε = Q
′
n(0, 0) +
∫ ∞
0
e
y
αεQ′′n(y, 0)dy + o(1)
=
∫ ∞
0
e
y
αεQ′′n(y, 0)dy + o(1),
where we have used the assumption of induction that u0, f , and w satisfy the n-th order
compatibility condition for (1.1), i.e. Q′n(0, 0) = 0. By using the above expression to define
Cn−1,ε, we see that Cn−1,ε → 0 as ε→ 0 and u0, g, and w satisfy the compatibility condition
for (3.1) up to order n. Furthermore, from the explicit form we see that hε → 0 in Y N . This
finishes the proof of the proposition. 
The corrections to the data associated with (1.7) can be treated the same way.
4 Construction and Estimate of Solution for the Regularized
System
We construct the solution to (1.7) as a sum of two functions u1 and u2 which are defined as the
solutions of the following systems. u1 is defined as the solution to the initial value problem{
u1t = α (u1xx − εu1t)x +G, x ∈ R, t > 0,
u1(x, 0) = U 0, x ∈ R,(4.1)
and u2 is defined as the solution to the initial-boundary value problem

u2t = α (u2xx − εu2t)x , x > 0, t > 0,
u2(x, 0) = 0, x > 0,
u2x(0, t) = −u1x(0, t) =: Φ(t), t > 0.
(4.2)
Here, G and U0 are smooth extensions of g and u0 to x < 0, respectively.
4.1 Construction and Estimate of u1
First we solve (4.1). By taking the Fourier transform with respect to x, we obtain the ordinary
differential equation {
uˆ1t =
1
1+iαεξ
(
−iαξ3uˆ1 + Gˆ
)
,
uˆ1(ξ, 0) = Uˆ0,
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where uˆ1 is the Fourier transform defined by
uˆ1(ξ, t) =
1√
2π
∫ ∞
−∞
e−ixξu1(x, t)dx.
The solution can be explicitly constructed as
uˆ1(ξ, t) = e
c(ξ)tUˆ 0 +
∫ t
0
ec(ξ)(t−τ)
1
1 + iαεξ
Gˆ(ξ, τ)dτ,
where c(ξ) is given by
c(ξ) =
−α2εξ4 − iαξ3
1 + α2ε2ξ2
.
Now we derive an estimate for u1. The estimate derived here will be of parabolic nature, and
will not be uniform in ε.
1
2
d
dt
{
‖u1‖2L2(R) + α2ε2‖u1x‖2L2(R)
}
= 〈u1,u1t〉+ α2ε2〈u1x,u1xt〉
≤ 1
2
(
‖u1‖2L2(R) + α2ε2‖u1x‖2L2(R)
)
− α2ε‖u1xx‖2L2(R) + ‖G‖2L2(R).
Similarly, for an integer l we have
1
2
d
dt
{
‖∂lxu1‖2L2(R) + α2ε2‖∂l+1x u1‖2L2(R)
}
≤ 1
2
(
‖∂lxu1‖2L2(R) + α2ε2‖∂l+1x u1‖2L2(R)
)
− α2ε‖∂l+2x u1‖2L2(R) + ‖∂lG‖2L2(R).
We also give estimates for the t derivatives of u1 because it will come in use later.
The estimates are the same as above and we obtain for integers l and m,
1
2
d
dt
{
‖∂lx∂mt u1‖2L2(R) + α2ε2‖∂l+1x ∂mt u1‖2L2(R)
}
≤ 1
2
(
‖∂lx∂mt u1‖2L2(R) + α2ε2‖∂l+1x ∂mt u1‖2L2(R)
)
− α2ε‖∂l+2x ∂mt u‖2L2(R) + ‖∂lx∂mt G‖2L2(R).
To finish this estimate, we must estimate the t derivatives of u1 at t = 0 in terms of U0 and G.
Set φ1n(x) := ∂
n
t u1(x, 0). As before, by taking the trace t = 0 of the equation, solving for φ11
under the constraint lim
x→∞
φ11(x) = 0
φ11(x) = −
1
αε
∫ ∞
x
e−
1
αε
(x−y)
{
αU ′′′0 (y) +G(y, 0)
}
dy.
Through direct calculation, we see that
∂kxφ11(x) = −
1
αε
∫ ∞
x
e−
1
αε
(x−y)
{
α∂k+3y U0(y) + ∂
k
yG(y, 0)
}
dy.
Also from direct calculation, we obtain
‖∂kxφ11‖L2(R) ≤ C‖∂k+2x U0‖L2(R) + ‖∂kxG(·, 0)‖L2(R).(4.3)
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Here, we have used integration by parts, that is
− 1
ε
∫ ∞
x
e−
1
αε
(x−y)∂k+3y U0(y)dy
= −1
ε
[
e−
1
αε
(x−y)∂k+2y U0(y)
]∞
y=x
+
1
αε2
∫ ∞
x
e−
1
αε
(x−y)∂k+2y U0(y)dy
=
1
ε
∂k+2x U0(x) +
∫ ∞
x
e−
1
αε
(x−y)∂k+2y U 0(y)dy.
As shown from the above calculation, the constant C in (4.3) is not uniform in ε.
Taking the t derivative of the equation n− 1 times, we obtain
φ′1n =
1
αε
{− φ1n + αφ′′′1(n−1) + ∂n−1t G(·, 0)}.
As before, we obtain the following expression and estimate
∂kxφ1n(x) = −
1
αε
∫ ∞
x
e−
1
αε
(x−y)
{
α∂k+3y φ1(n−1)(y) + ∂
n−1
t ∂
k
yG(y, 0)
}
dy,
‖∂kxφ1n‖L2(R) ≤ C
(
‖U 0‖Hk+2n(R) +
n−1∑
j=0
‖∂n−1−jt G(·, 0)‖Hk+2j (R)
)
,
where C is a positive constant depending on ε. Combining these estimates yields
sup
0≤t≤T
{
‖∂mt ∂lxu1(·, t)‖2L2(R) + α2ε2‖∂mt ∂l+1x u1(·, t)‖2L2(R)
}
+
∫ T
0
‖∂mt ∂l+2x u1(·, t)‖2L2(R)dt
≤ CeT
(
‖U 0‖2Hl+2m(R) +
n−1∑
j=0
‖∂n−1−jt G(·, 0)‖2Hl+2j (R)
)
+ C
∫ T
0
eT−t‖∂mt ∂lxG(·, t)‖2L2(R)dt.
From the boundedness of the extension, we have the following estimate on the half-line.
sup
0≤t≤T
{
‖∂mt ∂lxu1(·, t)‖2 + α2ε2‖∂mt ∂l+1x u1(·, t)‖2
}
+
∫ T
0
‖∂mt ∂l+2x u1(·, t)‖2dt
≤ CeT
(
‖u0‖2l+2m +
n−1∑
j=0
‖∂n−1−jt g(·, 0)‖2l+2j
)
+ C
∫ T
0
eT−t‖∂mt ∂lxg(·, t)‖2dt.
4.2 Construction and Estimate of u2
Now we solve (4.2). First we take a look at the compatibility condition. We derive the com-
patibility conditions for (4.2) and check that it is satisfied at the same time. Suppose that the
initial data and the forcing term satisfy the compatibility conditions for (1.7) up to some finite
order. The zero-th order compatibility condition for (4.2) is u1x(0, 0) = 0. From the way we
defined u1 and the compatibility condition for (1.7), we have
−u1x(0, 0) = −u0x(0, 0) = 0,
so that the zero-th order compatibility condition for (4.2) is satisfied. Now we look at the
first order compatibility condition. Taking the t derivative of the boundary condition, we have
12
u2tx(0, 0) = −u1tx(0, 0). Taking the trace t = 0 of the equation in (4.2) and setting φ21(x) :=
u2t(x, 0) yield
φ′21 = −
1
αε
φ21.
Solving for φ21, we have
φ21(x) = φ21(0)e
− 1
αε
x.
For φ21 to be integrable, φ21(0) must be a zero vector, thus making φ21(x) = 0 for any x > 0,
from which we can deduce that the first order compatibility condition for (4.2) is u1tx(0, 0) = 0.
Taking the trace t = 0 of the equation in (4.1) and setting φ11(x) := u1t(x, 0) we have
φ′11 = −
1
αε
φ11 +
1
αε
{
αU ′′′0 +G
}
.
As before, solving for φ11 and imposing the integrability of φ11 we arrive at
φ11(x) = −
1
αε
∫ ∞
x
e−
1
αε
(x−y)
{
αU ′′′0 (y) +G(y, 0)
}
dy.
If x is restricted to x > 0, U0 and G can be replaced with u0 and g, respectively, because they
are extensions of the respective functions. Taking the trace t = 0 of the equation in (1.7), setting
φ1(x) := ut(x, 0), and solving for φ1 we have
φ1(x) = −
1
αε
∫ ∞
x
e−
1
αε
(x−y)
{
αu′′′0 (y) + g(y, 0)
}
dy
= φ11(x).
(4.4)
Taking the t derivative of the boundary condition in (1.7) and taking the trace x = 0 and t = 0
we see that φ′1(0) = utx(0, 0) = 0, which gives
u1tx(0, 0) = φ
′
11(0) = φ
′
1(0) = 0,
where we have used (4.4). The above shows that the first order compatibility condition for (4.2)
is satisfied.
In the same manner, we set φ1n(x) := ∂
n
t u1(x, 0), φ2n(x) := ∂
n
t u2(x, 0), and φn(x) :=
∂nt u(x, 0), where φ2n and φn can be expressed using given data only as in section 3. We will show
that the n-th order compatibility condition for (4.2) is satisfied by proving that φ1n = φn and
φ2n = 0. We prove this by induction, so suppose that φ1k = φk and φ2k = 0 for k = 1, 2, . . . n−1.
We note that from the compatibility conditions for (1.7), φ′k(0) = 0 for 0 ≤ k ≤ n. These
functions satisfy
φ1n = αφ
′′′
1(n−1) − αεφ′1n + ∂n−1t G,
φ2n = αφ
′′′
2(n−1) − αεφ′2n,
φn = αφ
′′′
n−1 − αεφ′n + ∂n−1t g.
The above is obtained by taking the derivative of the respective equations n − 1 times with
respect to t and taking the trace t = 0. First, we see from φ2(n−1) = 0 that
φ′2n = −
1
αε
φ2n.
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As before, from the above equation along with the necessity that φ2n be integrable, we see
that φ2n = 0. This implies that, through the boundary condition, the n-th order compatibility
condition for (4.2) is ∂nt u1x(0, 0) = 0. Solving for φ1n and φn we have
φ1n(x) = −
1
αε
∫ ∞
x
e−
1
αε
(x−y)
{
αφ′′′1(n−1)(y) + ∂
n−1
t G(y, 0)
}
dy,
φn(x) = −
1
αε
∫ ∞
x
e−
1
αε
(x−y)
{
αφ′′′n−1(y) + ∂
n−1
t g(y, 0)
}
dy.
Again, from the assumption of induction and the fact that U 0 and G are extensions of u0 and
g, respectively, we see that φ1n(x) = φn(x). So we have
∂nt u1x(0, 0) = φ
′
1n(0) = φ
′
n(0) = 0,
which shows that the n-th order compatibility condition for (4.2) is satisfied.
Now we construct u2. From the preceding arguments, we saw that
dkΦ
dtk
(0) = ∂kt u1x(0, 0) = 0
for 0 ≤ k ≤ n, so it is natural to construct and estimate u2 in Sobolev–Slobodetski˘ı spaces.
Taking the Laplace transform of the equation yields{
τ u˜2 = αu˜2xxx − αετ u˜2x, x > 0,
u˜2x(0, τ) = −u˜1x(0, τ) = Φ˜(τ),
where τ = h+iη with h > 0 and η ∈ R. We show the following properties about the characteristic
roots of the above ordinary differential equation.
Lemma 4.1 For h > 0 and ε > 0, the characteristic equation, λ3 − ετλ − τα = 0, has exactly
one root λ satisfying ℜλ < 0. We will denote this root as µ. Furthermore, there are positive
constants η0 and C such that for |η| ≥ η0 the following holds.∣∣∣∣µ−
√
ε
2
(−1 + i) |η|1/2
∣∣∣∣ ≤ C.
Proof. First, we look at the asymptotic behavior of the roots as η → +∞. Dividing the
characteristic equation by η3/2 and setting λ˜ := λ
η1/2
we have
λ˜3 − εh
η
λ˜− iελ˜− h
αη3/2
− i 1
αη1/2
= 0.(4.5)
Taking the limit η → +∞, we have
λ˜3 − iελ˜ = 0.
The solutions are λ˜ = 0, ±√ ε2(−1 + i). The root √ ε2 (−1 + i) corresponds to our desired root
of the original characteristic equation. We must consider the root 0 in more detail. By setting
λ˜ = 0 + c1η
−1/2 + O(η−1) and substituting it into (4.5), we get from the coefficients of terms
O(η−1/2),
−iεc1 − i 1
α
= 0.
This gives c1 = − 1αε > 0, hence only one root with a negative real part exists for sufficiently
large η. The case η → −∞ can be treated in the same way. Now we show that for any h > 0
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and η ∈ R, there are no pure imaginary roots, which, combined with the continuity of the roots
with respect to the coefficient of the characteristic equation, proves that the number of roots
with a negative real part does not change.
We divide the characteristic equation into its real and imaginary parts. Setting λ = a + ib
we have
a3 − 3ab2 − εha+ εηb− h
α
= 0,
−b3 + 3a2b− εhb− εηa− η
α
= 0.
Suppose that a pure imaginary root exists, which corresponds to a root with a = 0, we then
have
εηb =
h
α
, −b3 − εhb− η
α
= 0.
From the first equation we have ηb = hαε . Multiplying the second equation by b and substituting
for ηb yields
−b4 − εhb2 − h
α2ε
= 0.
Since we are considering h > 0 and ε > 0, the above relation is a contradiction. Thus, no such
root exists. 
From Lemma 4.1, we see that the Laplace transform of a square integrable solution to (4.2)
can be expressed as
u˜2(x, τ) =
1
µ
Φ˜(τ)eµx,
where µ is the root of the characteristic equation mentioned in Lemma 4.1. We estimate u2 in
Sobolev–Slobodetski˘ı spaces. To estimate u2 in H
l,l/2
h (Q∞), we use the following norm.
∑
j≤l
∫ ∞
−∞
∥∥∥∥∂ju˜2∂xj (·, τ)
∥∥∥∥
2
|τ |l−jdη.
Since
∂ju˜2
∂xj
= µ(τ)j−1Φ˜(τ)eµx,
we have ∥∥∥∥∂ju˜2∂xj (·, τ)
∥∥∥∥
2
=
∫ ∞
0
|µ|2(j−1)|Φ˜|2|eµx|2dx
= |µ|2(j−1)|Φ˜|2
(
− 1
2ℜµ
)
.
So we have∫ ∞
−∞
∥∥∥∥∂ju˜2∂xj (·, τ)
∥∥∥∥
2
|τ |l−jdη =
∫ ∞
−∞
|Φ˜(τ)|2|µ(τ)|2(j−1)
(
1
2|ℜµ(τ)|
)
|τ |l−jdη.
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We divide the above integral into two parts, namely the part with |η| ≥ η0 and |η| ≤ η0, where
η0 is defined in Lemma 4.1. From Lemma 4.1, in the domain |η| ≥ η0, we have the asymptotic
expansion ∣∣∣∣µ−
√
ε
2
(−1 + i) |η|1/2
∣∣∣∣ ≤ C,
which implies, by taking η0 larger if necessary, | τ|µ|2 | ≤ C. So we have∫
|η|≥η0
|Φ˜(τ)|2|µ(τ)|2(j−1)
(
1
2|ℜµ(τ)|
)
|τ |l−jdη ≤ C
∫
|η|≥η0
|Φ˜(τ)|2|τ |l−3/2dη,
∫
|η|≤η0
|Φ˜(τ)|2|µ(τ)|2(j−1)
(
1
2|ℜµ(τ)|
)
|τ |l−jdη ≤ C
∫ ∞
−∞
|Φ˜(τ)|2dη.
Combining these estimates we have
|||u2|||2
H
l,l/2
h (Q∞)
≤ C|||u1x|||2
H
l−1,l/2−1/2
h (Q∞)
≤ C|||u1|||2
H
l,l/2
h (Q∞)
.
By choosing l = 2k for an integer k and from Sobolev’s imbedding theorem, we see that
u2 ∈ H2k,kh (QT ) →֒ C
(
[0, T ];H2k−2(R+)
)
,
∂mu2
∂tm
∈ H2(k−m),k−mh (QT ) →֒ C
(
[0, T ];H2(k−m)−2(R+)
)
,
(4.6)
for m ≤ k. We mentioned in section 3 that the given data can be taken as being smooth as
desired while satisfying the necessary compatibility conditions, so the above construction of the
solutions, estimates, and inclusions of function spaces imply that for an arbitrary integer l, we
have constructed a solution of (1.7) such that
u ∈
l⋂
j=0
Cj
(
[0, T ];H2(l−j)(R+)
)
.
To prove the uniqueness, we derive an energy estimate for the solution of (1.7) directly. We
calculate the following.
1
2
d
dt
{‖u‖2 + α2ε2‖ux‖2} = (u,ut) + α2ε2(ux,utx)
≤ −αu(0, t) · uxx(0, t) + αε
2
|u(0, t)|2 − α2ε‖uxx‖2
+
1
2
(‖u‖2 + α2ε2‖ux‖2)+ ‖g‖2,
1
2
d
dt
{‖ux‖2 + α2ε2‖uxx‖2} = (ux,uxt) + α2ε2(uxx,uxxt)
=
α
2
|uxx(0, t)|2 − α2ε‖uxxx‖2 − (uxx,g)− αε(uxxx,g)
− α2εuxx(0, t) · uxxx(0, t)− αεuxx(0, t) · g(0, t)
=
α
2
|uxx(0, t)|2 − α2ε‖uxxx‖2 − (uxx,g)− αε(uxxx,g)
− αεuxx(0, t) · ut(0, t).
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On the other hand, we have from the equation,
‖ut + αεutx‖2 = ‖αuxxx + g‖2.
Expanding the left-hand side gives
‖ut + αεutx‖2 = ‖ut‖2 + 2αε(ut,utx) + ‖utx‖2
= ‖ut‖2 − αε|ut(0, t)|2 + ‖utx‖2.
So we have
−αε|ut(0, t)|2 ≤ ‖αuxxx + g‖2.
Utilizing the above estimate, we have for any positive γ
−αε|uxx(0, t) · ut(0, t)| ≤ −αγ|uxx(0, t)|2 + 5α
2ε
18γ
‖uxxx‖2 + C‖g‖2.
By choosing 518 < γ <
1
2 , both |uxx(0, t)|2 and ‖uxxx‖2 can be dealt with in the estimates.
Combining all the above estimates, we arrive at
‖u(t)‖22 +
∫ t
0
‖uxx(r)‖21dr ≤ C‖u0‖22 + C
∫ t
0
‖g(r)‖2dr.(4.7)
By taking the t derivative, applying the same estimate as above, and estimating ‖∂kt u(·, 0)‖ as
we did in the estimate of u1, we have
‖∂kt u(t)‖22 +
∫ t
0
‖∂kt uxx(r)‖21dr ≤ C
(
‖u0‖22+2k +
k−1∑
j=0
‖∂jt g(t)‖22+2(k−1−j) +
∫ t
0
‖∂kt g(r)‖2dr
)
.
By using the equation to convert the time regularity into spacial regularity, we have for any k
satisfying 0 ≤ k ≤ l
sup
0≤t≤T
‖∂kt u(t)‖22+2(l−k) +
∫ T
0
‖∂kt uxx(t)‖21+2(l−k)dt
≤ C
(
‖u0‖22+2l +
l−1∑
j=0
sup
0≤t≤T
‖∂jt g(t)‖22+2(l−1−j) +
∫ T
0
‖∂ltg(t)‖2dt
)
.
Up to this point, we have assumed that the given data are smooth. Through an approximation
argument, we can relax the assumption on the data and prove the following.
Lemma 4.2 For an arbitrary natural number l, if u0 ∈ H2+2l(R+),
g ∈
l−1⋂
j=0
Cj
(
[0, T ];H2+2(l−1−j)(R+)
)
, and ∂ltg ∈ L2(QT ) satisfy the compatibility conditions up
to order l, there exists a unique solution u to (1.7) satisfying
l∑
k=0
(
sup
0≤t≤T
‖∂kt u(t)‖22+2(l−k) +
∫ T
0
‖∂kt uxx(t)‖21+2(l−k)dt
)
≤ C
(
‖u0‖22+2l +
l−1∑
j=0
sup
0≤t≤T
‖∂jt g(t)‖22+2(l−1−j) +
∫ T
0
‖∂ltg(t)‖2dt
)
.
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5 Solving the Parabolic-Dispersive System
Now we construct the solution u of (3.1) such that for a natural number l
u ∈
l⋂
j=0
{
Cj
(
[0, T ];H2+2(l−j)(R+)
) ∩Hj(0, T ;H3+2(l−j)(R+))} ,(5.1)
by iteration. For n ≥ 1, we define u(n) as the solution of the following system.

u
(n)
t = αu
(n)
xxx + αεu
(n)
tx +A(w, ∂x)u
(n−1) + g, x > 0, t > 0,
u(n)(x, 0) = u0(x), x > 0,
u
(n)
x (0, t) = 0, t > 0.
u(0) must be defined in a specific way so that the compatibility conditions for each successive
iteration will become satisfied. First, again by the approximation argument, we will assume that
u0 and g satisfy the compatibility conditions for (3.1) up to order N and are smooth. We make
the following notation.
Q(v) := αvxxx +A(w, ∂x)v + g.
We define u(0) as
u(0)(x, t) := u0(x) +
N∑
j=1
tj
j!
(
∂j
∂tj
Q(v)
)
(x, 0),
where v(x, 0) := u0(x) and for k ≥ 1, ψk(x) := ∂
kv
∂tk
(x, 0) is defined as the solution of the
following linear ordinary differential equation, under the constraint that ψk is integrable over
R+.
ψ′k = −
1
αε
ψk +
1
αε
(
αψ′′′k−1 +
k−1∑
j=0
(
k − 1
j
)(
∂jtA(w(·, 0), ∂x)
)
ψk−1−j + ∂
k−1
t g(·, 0)
)
.
N is chosen to accommodate the necessary order of compatibility conditions and regularity.
By defining u(0) as such, the compatibility conditions for each successive u(n) is automatically
satisfied. From Lemma 4.2, {u(n)}n≥1 is well-defined. We prove that {u(n)} converges in the
desired function space. From the way that we constructed u(0) we have
l∑
k=0
sup
0≤t≤T
‖∂kt u(0)(t)‖22+2(l−k) ≤ C0

‖u0‖22+2l+3N + l−1∑
j=0
sup
0≤t≤T
‖∂jt g(t)‖22+2(l−1−j)+3N

 .
Setting z(n) := u(n) − u(n−1) we have

z
(n)
t = αz
(n)
xxx − αεz(n)tx +A(w, ∂x)z(n−1),
z(n)(x, 0) = 0,
z
(n)
x (0, t) = 0.
In the same way that we derived (4.7), we have
sup
0≤t≤T
‖z(n)(t)‖22 +
∫ T
0
‖z(n)xx (t)‖21dt ≤ C
∫ T
0
‖z(n−1)xx (t)‖2dt
≤ (CT )
n−1
(n− 1)! M.
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The above estimate proves that u(n) converges in C
(
[0, T ];H2(R+)
)∩L2(0, T ;H3(R+)). Since
∂kt z
(n)(x, 0) = 0, we can prove in the same way as above that ∂kt u
(n) converges in C
(
[0, T ];H2(R+)
)∩
L2
(
0, T ;H3(R+)
)
. Using the equation we can prove that for 0 ≤ k ≤ l, ∂kt u(n) converges in
C
(
[0, T ];H2+2(l−k)(R+)
) ∩ L2(0, T ;H3+2(l−k)(R+)). Thus, for an arbitrary l, we have con-
structed a solution of (3.1) satisfying the condition (5.1).
Now we consider the limit ε → 0. For this, we derive an estimate of the solution that is
uniform in ε. The energy form we use is the same as the estimate we obtained before, but we
use the elliptic term to make the estimate uniform in ε. We are still assuming that the given
data are smooth as necessary. We estimate as follows.
1
2
d
dt
{‖u‖2 + α2ε2‖ux‖2} ≤ −αu(0, t) · uxx(0, t) + αε
2
d
dt
|u(0, t)|2 − δ
2
‖ux‖2 − α2ε‖uxx‖2
+ C‖u‖2 + α2ε2‖ux‖2 + ε2‖A(w, ∂x)u‖2.
We choose ε1 > 0 such that ε1‖A0(w)‖2L∞(0,T ;L∞(R+)) ≤ α
2
2 . Then, for 0 < ε ≤ ε1 we have
1
2
d
dt
{‖u‖2 + α2ε2‖ux‖2} ≤ −αu(0, t) · uxx(0, t) + αε
2
d
dt
|u(0, t)|2 − δ
2
‖ux‖2 − α
2ε
2
‖uxx‖2
+ C‖u‖21 + ‖g‖2.
Next, we have
1
2
d
dt
{‖ux‖2 + α2ε2‖uxx‖2} ≤ α
6
|uxx(0, t)|2 − δ
2
‖uxx‖2 − α
2ε
12
‖uxxx‖2
+
3αε
4
‖A0(w)‖2L∞(0,T ;L∞(R+))‖ux‖‖uxxx‖
− αε(uxxx,A(w, ∂x)u) + C
(‖u‖21 + ‖g‖2),
where we have used the interpolation inequality ‖uxx‖2 ≤ C‖ux‖‖uxxx‖ . Now we choose ε2 > 0
so that
3
8ε2‖A0(w)‖2L∞(0,T ;L∞(R+)) ≤ α24 and 24ε2‖A0(w)‖2L∞(0,T ;L∞(R+)) ≤ δ4 . Then, for 0 ≤ ε ≤ ε2 we
have
1
2
d
dt
{‖ux‖2 + α2ε2‖uxx‖2} ≤ α
6
|uxx(0, t)|2 − δ
4
‖uxx‖2 − α
2ε
24
‖uxxx‖2 + C
(‖ux‖2 + ‖g‖2).
Finally we estimate
1
2
d
dt
‖uxx‖2 ≤ α
2
|uxxx(0, t)|2 − ε
2
‖utx‖2 − δ
4
‖uxxx‖2 + C‖u‖22 + ‖gx‖2.
In each estimate, the constant C is independent of ε ∈ (0, ε0], where ε0 := min{ε1, ε2}. Com-
bining all the estimates yields for 0 ≤ ε ≤ ε0,
sup
0≤t≤T
‖u(t)‖22 + δ
∫ T
0
(‖uxxx(t)‖2 + ε‖utx(t)‖2 + α|uxx(0, t)|2 + α|uxxx(0, t)|2)dt
≤ C
(
‖u0‖22 +
∫ T
0
‖g(t)‖21dt
)
.
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Now we take the derivative of the equation m times (1 ≤ m ≤ l) with respect to t and set
vm := ∂
m
t u. Then, vm satisfies

vmt = αvmxxx − αεA(w, ∂x)vm + ∂mt g + Fm,
vm(x, 0) = φm(x),
vmx(0, t) = 0,
where Fm =
m−1∑
j=0
(
m− 1
j
)
∂m−1−jt (A(w, ∂x)) vj . We derive the uniform estimate by induc-
tion on m. The case m = 0 was just derived, so suppose for 0 ≤ j ≤ m− 1 we have
sup
0≤t≤T
‖vj(t)‖22 + δ
∫ T
0
‖vjxxx(t)‖2dt
≤ C
{
‖u0‖22+3j + sup
0≤t≤T
(
‖∂j−1t g(·, t)‖22 +
j−2∑
k=0
‖∂kt g(·, t)‖22+3(m−2−k)
)
+
∫ T
0
‖∂jt g(t)‖1dt
}
with C independent of ε. Estimating in the same way as before, we have
‖vm(t)‖22 +
∫ T
0
‖vmxxx(t)‖2dt ≤ C
(
‖φm‖22 +
∫ T
0
(‖∂mt g(t)‖21 + ‖Fm(t)‖21)dt
)
.
Now we estimate the right-hand side.
‖Fm(t)‖21 ≤ C
m−1∑
j=0
‖vjxx(t)‖21,
where C depends on the norm of w in
m−1⋂
j=0
W j,∞
(
0, T ;H1(R+)
)
. The expression for φm and its
derivatives are
∂kxφm(x) = −
1
αε
∫ ∞
x
e−
1
αε
(x−y)∂ky
{
αφ′′′m−1(y) + Fm−1(y, 0) + ∂
m−1
t g(y, 0)
}
dy.
Through direct calculation, we see that∥∥∥∥− 1αε
∫ ∞
·
e−
1
αε
(·−y)Φ(y)dy
∥∥∥∥ ≤ ‖Φ‖.
Thus, we can prove that
‖φm‖2 ≤ C
(
‖u0‖2+3m + ‖∂m−1t g(·, 0)‖2 +
m−2∑
j=0
‖∂jt g(·, 0)‖2+3(m−2−j)
)
.
Here, C depends on the norm of w in
m−1⋂
j=0
Cj
(
[0, T ];H2+3(m−1−j)(R+)
)
and the norm of ∂mt w in
L∞
(
0, T ;H1(R+)
)
, but is independent of ε. Combining these estimates and using the equation
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yields
l∑
j=0
{
sup
0≤t≤T
‖∂jtu(t)‖22+3(l−j) +
∫ T
0
‖∂jtu(t)‖23+3(l−j)dt
}
≤ C
{
‖u0‖22+3l +
l−1∑
j=0
(
sup
0≤t≤T
‖∂jt g(t)‖22+3(l−1−j) +
∫ T
0
‖∂jt g(t)‖23+3(l−1−j)dt
)
+
∫ T
0
‖∂ltg(t)‖21dts
}
.
(5.2)
Again, we emphasize that C is independent of ε. Now we denote the solution of (3.1) as uε to
emphasize that the solution depends on ε. We also recall that g was a correction of f which
depends on ε, so we denote it as gε. To make the following arguments more simple, we will
make the following notations. Recall that X l is the function space that we are constructing the
solution in, specifically,
X l :=
l⋂
j=0
(
Cj
(
[0, T ];H2+3(l−j)(R+)
) ∩Hj(0, T ;H3+3(l−j)(R+))
)
.(5.3)
Y l is the function space that f will be required to belong in, and is defined by
Y l :=
{
f ; f ∈
l−1⋂
j=0
Cj
(
[0, T ];H2+3(l−1−j)(R+)
)
, ∂ltf ∈ L2
(
0, T ;H1(R+)
)}
.(5.4)
Finally, Z l is the function space that w will belong in and is defined as
Z l :=
{
w; w ∈
l−1⋂
j=0
Cj
(
[0, T ];H2+3(l−1−j)(R+)
)
, ∂ltw ∈ L∞
(
0, T ;H1(R+)
)}
.(5.5)
We assume that u0 ∈ H2+3N (R+), gε ∈ Y N , w ∈ ZN for N > l + 1, and gε → f in Y l+1.
Thus we know the existence of a unique solution uε ∈ X l+1 of (3.1) with a uniform bound in
X l+1. For 0 < ε < ε′ ≤ ε0, we set z := uε′ − uε. z satisfies

zt = αzxxx − αε′ztx +A(w, ∂x)z − α(ε′ − ε)uεtx + gε
′ − gε,
z(x, 0) = 0,
zx(0, t) = 0.
From (5.2), we have
‖z‖2Xl ≤ C(ε′ + ε)2
{ l−1∑
j=0
(
sup
0≤t≤T
‖∂j+1t uεx(t)‖22+3(l−1−j) +
∫ T
0
‖∂j+1t uεx(t)‖23+3(l−1−j)dt
)
+
∫ T
0
‖∂l+1t uεx(t)‖21dt
}
+
∫ T
0
‖(gε′ − gε)(t)‖2Y l+1dt
≤ C(ε′ + ε)2 +
∫ T
0
‖(gε′ − gε)(t)‖2Y l+1dt.
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Thus we see that there exists a u such that uε → u in X l, and u is a solution of (1.1). We
derive an energy estimate for u to prove the uniqueness of the solution. Through a standard
energy estimate, we obtain the following estimates.
1
2
d
dt
‖u‖2 ≤ −αu(0, t) · uxx(0, t)− δ
2
‖uxx‖2 + C‖u‖2 + ‖f‖2,
1
2
d
dt
‖ux‖2 ≤ α
2
|uxx(0, t)|2 − δ
2
‖uxx‖2 + C
(‖u‖21 + ‖f‖2),
1
2
d
dt
‖uxx‖2 ≤ α
2
|uxxx(0, t)|2 − δ
2
‖uxxx‖2 + C
(‖u‖22 + ‖fx‖2).
So combining these estimates, we have
sup
0≤t≤T
‖u(t)‖22 +
∫ T
0
‖ux(t)‖22dt ≤ C
(
‖u0‖22 +
∫ T
0
‖f(t)‖21dt
)
.
As before, taking the derivative with respect to t in the equation, applying the above estimate,
and converting the regularity in t into x via the equation, we have
‖u‖Xl ≤ C
(‖u0‖2+3l + ‖f‖Y l).(5.6)
Here, C depends on ‖w‖Zl , T , and δ.
As in Lemma 4.2, we can relax the condition on the given data by taking approximating
series u0n ⊂ H2+3N , {fn}n≥1 ⊂ Y N , and {wn}n≥1 ⊂ ZN which u0n → u0 in H2+3l(R+),
fn → f in Y l, and wn → w in Z l. Applying (5.6), and passing to the limit, we arrive at our
main theorem. For notations of function spaces, see (5.3), (5.4), and (5.5).
Theorem 5.1 For any T > 0 and an arbitrary non-negative integer l, if u0 ∈ H2+3l(R+),
f ∈ Y l, and w ∈ Z l satisfy the compatibility conditions up to order l, a unique solution u of
(1.1) exists such that u ∈ X l.
6 The Case α > 0
The case α > 0 can be treated by a standard argument. We start by considering the following
regularized problem. 

ut = −εuxxxx + g, x > 0, t > 0,
u(x, 0) = u0(x), x > 0,
u(0, t) = e, t > 0,
ux(0, t) = 0, t > 0.
(6.1)
As before, we explicitly construct the solution of (6.1) in the form u = u1 + u2. Where u1 is
defined as the solution of {
u1t = −εu1xxxx +G, x ∈ R, t > 0,
u1(x, 0) = U0(x), x ∈ R,
and u2 is defined as the solution of

u2t = −εu2xxxx, x > 0, t > 0,
u2(x, 0) = 0, x > 0,
u2(0, t) = e− u1(0, t), t > 0,
u2x(0, t) = −u1x(0, t), t > 0.
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The solutions can be constructed using Fourier transform and Laplace transform as in the case
α < 0. We note that in estimating u2, we slightly modifiy the Sobolev–Slobodetski˘ı space to fit
our fourth order parabolic system. For an integer m, we define the space H
m,m/4
h (QT ) analogous
to H
m,m/2
h (QT ), and we use the case m = 4l and the norm
‖u‖2
H4l,lh (QT )
=
∑
j≤l
∫ ∞
−∞
∥∥∥∥∂4ju˜∂x4j (·, τ)
∥∥∥∥
2
|τ |l−jdη.
Then we construct the solution u ∈
l⋂
j=0
Cj
(
[0, T ];H2+4(l−j)(R+)
) ∩Hj((0, T );H3+4(l−j)(R+))
of 

ut = αuxxx − εuxxxx +A(w, ∂x)u+ f , x > 0, t > 0,
u(x, 0) = u0(x), x > 0,
u(0, t) = e, t > 0,
ux(0, t) = 0, t > 0,
through iteration. Now we need an estimate uniform in ε. Via a standard energy method, we
obtain
1
2
d
dt
‖u‖2 ≤ −αu(0) · uxx(0) + C‖u‖22 + εu(0) · uxxx(0)− δ‖uxx‖2 + ‖f‖2,
1
2
d
dt
‖ux‖2 ≤ α
2
|uxx(0)|2 − ε‖uxxx‖2 − δ‖uxx‖2 + εuxx(0) · uxxx(0) + C‖uxx‖2 + ‖f‖2,
1
2
d
dt
‖uxx‖2 ≤ α
2
|uxxx(0)|2 − ε‖∂4xu‖2 − δ‖uxxx‖2 − εuxxx(0) · ∂4xu(0)−
(
uxxx,A0(w)uxx
)
− (uxxx,fx)+ C‖u‖22.
Using the equation, we can also get
−εuxxx(0) · ∂4xu(0) = −α|uxxx(0)|2 − uxxx(0) ·
(
A(w, ∂x)u
)
(0)− uxxx(0) · f(0).
From the above estimate, we obtain
1
2
d
dt
‖uxx‖2 ≤ −α4 |uxxx(0)|2 − ε‖∂4xu‖2 − δ4‖uxxx‖2 + C
(‖u‖22 + ‖f‖21),
which combined with the other two estimates yields
sup
0≤t≤T
‖u(t)‖22 +
∫ T
0
(
ε‖uxx(t)‖22 + δ‖ux(t)‖22
)
dt ≤ C
{
‖u0‖22 +
∫ T
0
‖f(t)‖21dt
}
,
where C is independent of ε. Taking the t derivatives of the equation and estimating in the
same way, we have for 0 ≤ m ≤ l,
sup
0≤t≤T
‖∂mt u(t)‖22+3(l−m) +
∫ T
0
‖∂mt ux(t)‖22+3(l−m)dt
≤ C

‖u0‖22+4l +
l−1∑
j=0
‖∂jt f(·, 0)‖22+4(l−1−j) +
l∑
j=0
∫ T
0
‖∂jt f(t)‖21dt

 .
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After passing to the limit ε→ 0, we obtain the solution of the limit system. Similarly as above,
we see that the solution satisfies for 0 ≤ m ≤ l,
sup
0≤t≤T
‖∂mt u(t)‖22+3(l−m) +
∫ T
0
‖∂mt ux(t)‖22+3(l−m)dt
≤ C

‖u0‖22+3l +
l−1∑
j=0
‖∂jt f(·, 0)‖22+3(l−1−j) +
l∑
j=0
∫ T
0
‖∂jt f(t)‖21dt

 .
Thus, we have obtained our second main theorem.
Theorem 6.1 For any T > 0 and an arbitrary non-negative integer l, if u0 ∈ H2+3l(R+),
f ∈ Y l, and w ∈ Z l satisfy the compatibility conditions up to order l, a unique solution u of
(1.2) exists such that u ∈ X l.
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