For n ≥ 2, we obtain Liouville type theorems for minimal surface equations in half space R n + with affine Dirichlet boundary value or constant Neumann boundary value.
Introduction
Liouville type theorems for several kinds of nonlinear elliptic equations in half space have already been extensively studied. For the semilinear elliptic equation −∆u = |u| p−2 u in R n + with zero-Dirichlet boundary condition when n ≥ 3 and 2 < p < 2n/(n − 2), Gidas and Spruck [GiSp] proved that u = 0 is the unique non-negative solution. For the real Monge-Ampère equation, it is well known in Savin [Sa] and Mooney [Mo] that any convex viscosity solution of det ∇ 2 u = 1 in R n + with quadratic boundary condition must be a quadratic polynomial if u = O(|x| 2 ) as |x| → ∞. For minimal surface system prescribed with an affine Dirichlet boundary condition, Ding, Jost and Xin proved in [DiJoXi] that any C 2 (R n + ) ∩ C 1,α (R n + ) solution with small singular values and uniformly bounded gradient must be an affine function, whose one-codimensional case indicates the validity of a Liouville type theorem for minimal graph over half space R n + . Indeed, we can establish the following Liouville type theorem: Theorem 1.1. Let n ≥ 2 be an integer and u ∈ C 2 (R n + ) ∩ C(R n + ) be a solution of div ∇u
where l : R n → R is an affine function. Assume that u : R n + → R has at most a linear growth, which means there exists a constant K > 0 such that
|u(x)| ≤ K(|x| + 1) for any x ∈ R n + . Then u is an affine function.
Remark 1.2. With the boundary condition (1.2), we point out that u is smooth up to the boundary, which follows from an approximation procedure and the C 1,α -estimates for quasilinear elliptic equations. For the convenience of the reader, we provide the details in Appendix B.
For entire minimal graph, Simons [Sim] proved that any minimal graph over R n must be a hyperplane for 2 ≤ n ≤ 7. It is of particular interest to know whether the assumption (1.3) is necessary for above theorem. In two-dimensional case, it follows from the Schwarz reflection principle and Choi-Schoen curvature estimate [CiSc] for minimal surfaces in R 3 that Theorem 1.1 is true without the linear growth condition. To the best of our knowledge, the answer is still not clear in higher dimensional cases. With the idea of reflection, it is fairly easy to prove Theorem 1.1 in case l ≡ 0. To see this, we perform a Schwarz reflection for u to obtain a new functionũ. Then,ũ is an entire solution of minimal surface equation which has at most a linear growth. Theorem 1.1 then follows from the Liouville theorem for entire minimal graph. When l is a general affine function, the Schwarz reflection may not lead to an entire minimal graph, which appears to be a difficulty for Theorem 1.1.
Different from the linear growth condition, we point out that the affine boundary value (1.2) can not be removed. Otherwise, one may consider the function
. Through direct calculations, it is quick to see that the function f is a smooth solution of the minimal surface equation and that |∇f | is uniformly bounded, but f is not affine. From this point of view, it is interesting to know whether Liouville type theorem will be valid for Neumann boundary condition. The answer is definitely positive. In fact, we prove the following Liouville type theorem for constant Neumann boundary condition. Theorem 1.3. Let n ≥ 2 be an integer and u ∈ C 2 (R n + ) ∩ C 1 (R n + ) be a solution of (1.1) with Neumann boundary condition (1.4) ∂ xn u = τ on ∂R n + , where τ ∈ R is a constant. If u satisfies (1.3), then u is an affine function.
Remark 1.4. With the boundary condition (1.4), we note that u is smooth up to the boundary. For more details, we refer the reader to [Li, Theorem 4.5] and [GilTr, ].
As in the Dirichlet case, it is also not clear in the Neumann case whether the linear growth condition is necessary when n ≤ 7. However, we notice u is affine provided it is a solution of (1.1) satisfying (1.2) and (1.4), which is a direct conclusion from unique continuation property due to [GaLi] .
In the following, we sketch the proof for our main theorems. For the Dirichlet case, the key ingredient is to obtain a uniform gradient estimate for the solution with affine boundary value and linear growth condition. For this purpose, we establish a boundary gradient estimate first, then the classical Bernstein technique due to [Wa] yields the desired estimate. It turns out that the scaling invariance of the minimal surface equation and comparison principle make the linear growth come into play for boundary gradient estimate. To be explicit, we fix a weakly mean convex domain with some flat portion T of R n + on its boundary. After imposing a particular smooth boundary value that coincides with the affine one on T , we obtain a smooth solution to the minimal surface equation as a comparison function. Compared with the rescaled solution u R (·) = R −1 u(R·), we obtain a uniformly bounded boundary gradient estimate. Then with the uniform gradient estimate derived from Bernstein method, we have a Hölder estimate for ∂ xn u by Krylov [Kr] , which deduces that ∂ xn u is a constant by a scaling argument. At this stage, Theorem 1.1 follows easily from unique continuation [GaLi] or Theorem 1.3.
The proof follows a similar line for Neumann case. For gradient estimate, we apply the Bernstein method as usual but with a modified function to avoid its maximum appearing on the boundary, where the idea to push the maximum point inside is inspired from the work in Ma and Xu [MaXu] . With the uniformly bounded gradient, we obtain the Hölder estimate for ∂ xn u, which yields ∂ xn u to be a constant using the scaling argument. In this case, we can express u to be a sum of τ x n and an entire solution of minimal surface equation in R n−1 , hence u is affine.
The rest of this paper will be organized as follows. In section 2, we present details for gradient estimates in both Dirichlet and Neumann boundary condition. In section 3, we prove our main theorems.
Gradient Estimate
Throughout this paper, following notation will be used frequently.
(i) For i, j ∈ {1, . . . , n}, the Kronecker symbol δ ij is given by
(ii) We particularly distinguish the n-th component and write
is the open ball of radius r and center x 0 in R n , and
C denotes a positive universal constant depending only on n and K, whose meaning may be different from line to line. (v) In section 2.2, we will use subscripts to write derivatives as
for brevity, whose meanings will be different from those subscripts of coefficients a ij .
2.1. Gradient Estimate for Dirichlet Problem. In this subsection, we present the proof of global gradient estimate for Dirichlet case. We begin with the boundary gradient estimate as following.
Proof. Without loss of generality, we may assume that l(0) = 0. It suffices to show that
Thanks to (2.2), we have
which implies (2.1). Now we turn to the proof of (2.2). Let Ω ⊂ R n be the convex domain constructed in the Appendix A, then the convexity of Ω implies that the boundary mean curvature H ∂Ω is non-negative. Choose a smooth function ρ : [0, +∞) → R such that
then φ ∈ C 3 (Ω). By the construction of Ω, we have
whose existence is given by [JeSe] or [GilTr, Theorem 16.10] . Notice that u(x) ≤ K(|x| + 1) ≤ 6K for every x ∈ Ω, with (1.2), (2.3) and the maximum principle, we know u ≤ v in Ω. By (2.3), we have
A similar fashion gives
Therefore, we get a uniform bound for |∇u| on Σ 1 , which yields (2.2).
Using the classical Bernstein technique, we have Lemma 2.2. Let n ≥ 2 be an integer and u ∈ C 2 (R n + ) be a solution of (1.1). Assume u satisfies (1.3) and (2.1). Then |∇u| ∈ L ∞ (R n + ). Proof. Following the calculation in [Wa] , the only difficulty in our case is that the maximum point of the auxiliary function may locate on ∂R n + . However, this can be overcome by (2.1).
2.2.
Gradient Estimate for Neumann Problem. In this subsection, we apply the Bernstein method to derive the global gradient estimate for Neumann problem.
According to the Lemma 2.2, we suffice to provide an upper bound for |∇u| on ∂R n + . To this end, it is enough to show that |∇u(0)| ≤ C (2.4) for some universal constant C > 0. To be explicit, for each x 0 ∈ ∂R n + and R > 1
We now prove (2.4). In what follows, we assume τ ≥ 0 and |∇u(0)| ≥ (10 + n + τ ) 10 . Restricting u on B + 2 (y 0 ) for y 0 = (0, . . . , 0, 1) ∈ R n , we may assume
; |∇w| ≥ (10 + n + τ ) 10 , and we define Φ(x) = η(x)γ(u(x)) log |∇w| 2 for x ∈ Ω.
Then Φ attains its maximum at some y 1 ∈ Ω \ ∂B 2 (y 0 ). The rest of the proof will be divided into three cases. Case 1. y 1 ∈ ∂R n + . In this case,
which is a contradiction. Case 2. y 1 ∈ ∂Ω. In this case, we also have log |∇w(0)| ≤ C log(10 + n + τ ). Case 3. y 1 is an interior point of Ω. Then we have ∇(log Φ) = 0 and ∇ 2 (log Φ) is negative definite at y 1 . In some neighborhood of y 1 , the minimal surface equation can be written as
where each coefficient a ij is given by
In order to simply our calculation, we choose a suitable coordinate such that
Under the new coordinate, u still satisfies the minimal surface equation (2.5), it follows from (2.6) and (2.7) that a 11 (∇u(y 1 )) = 1 1 + u 2 1 , a ii = 1 (i = 1), a ij (∇u(y 1 )) = 0 (i = j), (2.8) ∂ p 1 a 11 (∇u(y 1 )) = − 2u 1 (1 + u 2 1 ) 2 , ∂ p i a 11 (∇u(y 1 )) = 0 (i = 1), (2.9)
10)
∂ p k a ij (∇u(y 1 )) = 0 (i = 1, j = 1).
(2.11)
In the following, we work at the point y 1 to evaluate n i,j=1 a ij (∇u)(log Φ) ij .
Through a simple differentiation, there holds
by (2.12) and a direct substitution, we obtain
(2.13) By combining (2.8) and (2.13), there holds
then it is clear that I 2 is a negative term, we will use I 1 to bound I 2 . We also note that
14)
A straightforward calculation yields that (|∇w| 2 ) i = 2 n k=1 u ik w k , (2.15) (|∇w| 2 ) ij = 2 n k=1 (u ik u jk + u ijk w k ), thus we obtain from (2.7) and (2.8) that
In order to eliminate the third derivatives of u in (2.16), we differentiate the minimal surface equation (2.5) and get n i,j=1
thus we obtain from (2.9)-(2.11) that n i,j=1 a ij (∇u)u ijk = 2u 1 u 11 u 1k (1 + u 2 1 ) 2 + 2u 1 1 + u 2 1 n j=2 u 1j u jk for k = 1, . . . , n.
By a simple substition, we get
We point out that −|J 2 | can be bounded by J 1 , to see this, we apply the Cauchy inequality to get
Since u 1 ≥ (10 + n + τ ) 10 and Now we start to deal with the n i=2 u 2 1i and u 2 11 . By taking i ≥ 2 in (2.12), we obtain from (2.7) and (2.15) that
By taking i = 1 in (2.12) and using (2.18), we have
Hence, for ε > w −4 1 to be determined, we have
Taking ε = 4w −2 1 > 2w −4 1 , then 100ε < (1 + τ 2 + τ 4 ) −1 . Thus we obtain from (2.17) that
Therefore,
(2.19)
We note that n i,j=1 a ij (∇u)(log Φ) ij = I 1 + I 2 + I 3 ≤ 0 at y 1 , hence (2.19) and (2.14) combined give that log |∇w| 2 2
To end this proof, two cases will be treated in what follows. First, if
then log |∇w(0)| ≤ CΦ(y 1 ) ≤ Cηu 1 ≤ 2γ|η 1 | γ ′ ≤ CM. To sum up, we have |∇w(0)| ≤ exp C(M 2 + M ) . This completes the proof.
Proof of Main Theorems
Proof of Theorem 1.3. For any R > 0 and x ∈ R n + , we set
then it follows from Lemma 2.3 that |∇u R | ∈ L ∞ (R n + ). A basic calculation shows that v R ∈ C(R n + )∩C ∞ (R n + ) satisfies following uniform elliptic equation with constant Dirichlet boundary value:
From [GilTr, Theorem 8.27, Theorem 8.29 ], there exists α ∈ (0, 1) such that
Fixing y and letting R → ∞ in (3.1), we know ∂ xn u is a constant in R n + . Hence u(x ′ , x n ) = u(x ′ ) + τ x n , whereũ is a smooth function on R n−1 . Furtherũ is an entire solution of the minimal surface equation in R n−1 , which meansũ is an affine function in R n−1 by Liouville theorem for entire minimal graph. The proof is finished.
Proof of Theorem 1.1. Without loss of generality, we may assume that there exists β = (β 1 , . . . , β n ) ∈ R n with β n = 0 such that
By the Hölder estimate for the normal derivatives of solutions on the boundary due to Krylov [Kr] (see also [Ha, Theorem 1.2.16 ]), we get
Then u is an affine function by Theorem 1.3.
Appendix A. Bounded Convex Domain with C 3 -boundary
In the following, we construct a bounded convex C 3 -type domain, whose boundary contains Σ 1 .
For t ∈ [0, 1], we set
Then, ψ : [0, 1] → [0, 1] is continuous and concave. Straightforward calculations show that ψ > 0, ψ ′ > 0, ψ ′′ < 0 and ψ ′′′ > 0 in (0, 1), For every h ∈ [0, 2], we definẽ
and Ω = (x ′ , x n ) ∈ R n + ; |x ′ | < 2 +ψ(x n ), 0 < x n < 2 , we then claim that:
Proof. It is easy to see that Ω ⊂ B + 5 is a C 3 -type domain. Let (x ′ , x n ) and (y ′ , y n ) be two points in Ω. We note thatψ : [0, 2] → [0, 1] is a concave function. For any t ∈ [0, 1], we obtain from the concavity ofψ that
which implies that Ω ⊂ R n is convex.
Appendix B. Global Regularity for Solutions
In this section, we show that solutions of (1.1)-(1.2) are smooth up to the boundary ∂R n + , which is an immediate corollary of following general theorem.
Theorem B.1. Let Ω ⊂ R n be a bounded domain with C 3 -boundary satisfying H ∂Ω ≥ 0 on ∂Ω, where H ∂Ω is the mean curvature of ∂Ω corresponding to the inner unit normal vector to ∂Ω. Suppose T is a smooth portion of ∂Ω. For γ ∈ (0, 1) and ϕ ∈ C(∂Ω) ∩ C 2,γ (T ), and u ∈ C 2 (Ω) ∩ C(Ω) solves the minimal surface equation (2.5) in Ω with the Dirichlet boundary condition u = ϕ on ∂Ω.
We suffice to show ∇u is well defined on B d/16 (x 0 ) ∩ Ω, and ∇u ∈ C α (B d/16 (x 0 ) ∩ Ω) for some α ∈ (0, γ), which will implies a ij (∇u) ∈ C α (B d/16 (x 0 ) ∩ Ω). Then, by ϕ ∈ C 2,γ (T ), extension and [Ha, Theorem 1.3 .7], we know u ∈ C 2,α (Ω ∪ T ), which implies a ij (∇u) ∈ C γ (Ω ∪ T ). Again we get u ∈ C 2,γ (Ω ∪ T ). As to the case that T is smooth and ϕ ∈ C ∞ (T ), based on the [Ha, Theorem 1.3.10], it will be finished by a bootstrap argument.
Let {φ k } ∞ k=1 ⊂ C 2,1/2 (Ω) be a sequence satisfying φ k → ϕ in C(∂Ω), φ k → u in C 2,1/2 (B d/2 (x 0 ) ∩ ∂Ω).
We assume |φ k | L ∞ (∂Ω) ≤ M 0 , |φ k | C 2,1/2 (B d/2 (x 0 )∩∂Ω) ≤ M 0 for some large constant M 0 > 0. With each boundary value φ k , we solve the minimal surface equation in Ω to obtain a solution u k ∈ C 2,1/2 (Ω). It follows from comparison principle that u k → u in C(Ω) and |u k | L ∞ (Ω) ≤ M 0 for all k ∈ N + .
Step 1. We estimate the L ∞ -norm of |∇u k | near T . To this end, we choose a cut-off function ρ ∈ C ∞ 0 (B d/2 (x 0 )) such that ρ ≡ 1 in B d/4 (x 0 ),
For each k ∈ N + , we set ψ k = (1 − ρ)φ k + ρM 0 , then φ k ≤ ψ k on ∂Ω. As in the proof of Lemma 2.1, we construct the comparison function v k which is a solution of the minimal surface equation in Ω with the boundary value ψ k on ∂Ω. Hence, we obtain from Lemma 2.1 that ∂ xn u k (x 0 ) ≤ ∂ xn v k (x 0 ) ≤ C(d, M 0 ), thus we get |∇u k | L ∞ (T ∩B d/4 (x 0 )) ≤ C(d, M 0 ), where C(d, M 0 ) are positive quantities depending only on d and M 0 . Then, we can proceed similarly as in the proof of Lemma 2.2 and apply the Bernstein technique to obtain |∇u k | L ∞ (Ω∩B d/8 (x 0 )) ≤ C(d, M 0 ).
Step 2. We provide an upper bound for C 1,α -norms of {u k } near x 0 . Since the proof is almost similar to the proof of [Ha, Theorem 2.5 .1], we sketch the procedure in the following.
Step 2.1. Flattening the boundary ∂Ω near x 0 , then applying [Ha, Theorem 1.2.16 ] to u k − φ k to obtain the boundary Hölder estimate for normal derivative of u k − φ k . Notice that the estimate is done near x 0 and |φ k | C 2 (Ω∩B d/8 (x 0 )) ≤ C(M 0 ), it follows from the first step of proof of [Ha, Theorem 2.5 .1] that (B.1)
[∇u] C β (T ∩B d/8 (x 0 )) ≤ C(n, d, M 0 , Ω) for some β = β(n, d, M 0 , Ω) ∈ (0, 1).
