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We study deformations and fracture of soft and mineralized biological materials by using a 
finite element method. More specifically, we predict the deformation of a liver due to the pressure 
of a surgical tool. Secondly, we model the deformation of a cortical bone due to microindentation. 
Thirdly, we model the fracture of cortical bone under a uniaxial tensile load by using an extended 
finite element method. Finally, we evaluate how an arrangement of curved mineral lamellae in 
bone, at a nanoscale, influences bone’s bending and torsional stiffnesses. 
First, to advance robotic surgery, we evaluate different numerical algorithms and techniques 
to simulate the deformation of soft tissue under a surgical tool pressure.  We generate a three-
dimensional finite element model of a porcine liver which was scanned using Magnetic Resonance 
Imaging. A nonlinear constitutive law is employed to capture large tissue deformations due to the 
surgical knife pressure. Effects of implicit versus explicit analyses, element type, and mesh density 
on computation time are studied. We find that explicit and implicit solvers are capable of 
simulating nonlinear soft tissue deformations accurately using first-order tetrahedral elements in a 
relatively short time by optimizing the element size. Such simulations can provide force feedback 
during robotic surgery and allow visualization of tissue deformations for surgery planning and 
training of surgical residents. 
Bone fracture is a worldwide costly problem. There are various techniques to predict a risk of 
bone fracture. Clinically, the quality of bone is assessed by measuring bone mineral density and 
possibly using other imaging methods. These noninvasive techniques provide information on the 
bone composition and structure, but they do not capture directly mechanical properties of bone. 
Reference point indentation technique was invented to test bone strength and fracture resistance in 




interpretation of the indentation instruments’ outputs, and how the measured bone microstructural 
properties affect the whole bone strength and fracture. There are two types of reference point 
indentation instruments: Biodent and Osteoprobe (ActiveLife, Santa Barbara, CA). The first 
instrument involves a cyclic quasi-static indentation and has multiple outputs, while the second 
involves one loading cycle and has one unique output. This thesis links the reference point 
indentation instruments’ outputs to actual cortical bone properties by numerically simulating 
reference point indentations on the bone, using an axisymmetric finite element model with 
isotropic viscoelastic-plastic constitutive law with continuum damage. The computational models 
are validated by correlating to experimental results of reference point indentation on bone. 
Reference point indentation instruments’ outputs relations to bone mechanical properties (Young’s 
modulus, compressive yield stress, and damage and viscosity constants) and the experimental 
factors (indenter tip radius, friction coefficient between the indenter and the bone, number of 
loading cycles, and maximum indentation load) have been developed. We find that the reference 
point indentation instruments’ outputs are sensitive to the mechanical properties of bone and the 
experimental factors. 
Next, this thesis predicts bone’s behavior under external loads by simulating the bone fracture 
due to remote tensile traction. Fracture analysis of a cortical bone sample from a tibia of a 70 years-
old human male donor is conducted computationally using the extended finite element method. 
The cortical bone microstructure is represented by several randomly arranged osteons. The 
accuracy of results is investigated by comparing a linear elastic fracture mechanics approach with 
a cohesive segment approach and varying the finite element model mesh density, element type, 
damage evolution, and boundary conditions. Microstructural features of cortical bone are assumed 




element model mesh density, simulation increment size, element type, and the fracture approach 
type. Using a relatively fine mesh or small simulation increment size gives inaccurate results 
compared to using an optimized mesh density and simulation increment size. Also, the mechanical 
properties of cortical bone phases influence the crack propagation path and speed. 
Finally, this thesis evaluates the effect of the curved mineral lamellae arrangement in bone, at 
the nanoscale, on bone’s bending and torsional stiffnesses using three-dimensional finite element 
models and linear elastic and isotropic material properties. We find that multi-scale circular 
patterns of curved mineral lamellae, observed by transmission electron microscopy, increase both 
the bending and torsional stiffness of bone by 7% and 24%, respectively. 
This research illustrates how computational mechanics can contribute to a better 
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CHAPTER 1: INTRODUCTION 
 
Predictions of soft tissue deformation and bone fracture are of clinical interest. Addressing 
such complicated subjects experimentally is challenging. Therefore, using numerical methods, 
based on mathematical models and solid mechanics principles, is essential to gain a deeper 
understanding of these phenomena. This dissertation addresses the following four related topics: 
1. Predicts the deformation of a liver due to the pressure of a surgical tool to advance robotic 
surgery. 
2. Models the deformation of a cortical bone due to microindentation, to link the Biodent and 
Osteoprobe reference point indentation instruments’ outputs to bone material properties. 
3. Predicts the fracture of cortical bone under uniaxial tensile load by using an extended finite 
element method. 
4. Evaluates how an arrangement of curved mineral lamellae in bone, at a nanoscale, 
influences bone’s bending and torsional stiffnesses. 
Using numerical methods to simulate soft tissue deformation, bone fracture, and bone 
deformation is challenging due to problems’ nonlinearities. This could lead to round off errors 
and cause inaccurate results. Therefore, we have used previously conducted experimental 
studies as a baseline to justify the computational assumptions of this research. In this 
dissertation, we have addressed the above-mentioned research topics by employing the finite 







Robotic surgery allows surgeons to perform complex surgical procedures using robotic arms. 
Advantages include small incisions, which lead to faster patient recovery. However, since surgeons 
have no direct contact with the tissue, soft tissue resistance feedback is not directly available. 
Modeling of soft tissue deformations under surgical tools could provide surgeons with valuable 
insights into deformations of tissues during surgery. These include information on the amount of 
force needed to perform a given surgical task and visualization of deformations. Such knowledge 
can also be used for surgery planning and training of surgical residents.   
National Osteoporosis Foundation (www.nof.org) reported that osteoporosis (a bone disease 
characterized by bone fragility) is responsible for 2 million broken bones and $19 billion/year 
costs. By 2025, osteoporosis is expected to be responsible for 3 million fractures and $25.3 
billion/year costs. Cortical bone forms a hard outer shell in bone; thus, it has a significant influence 
on the overall bone strength. Therefore, understanding of the mechanical response of cortical bone 
is important for investigating whole bone’s resistance to external loads and its fracture behavior. 
Such knowledge is important for the assessment of bone quality, diagnosis of bone diseases, and 
design and evaluation of treatments. Cortical bone has a distinct microstructure which consists of 
osteons (oriented along a long axis of the bone), an interstitial bone, cement lines (interfaces 
between osteons and an interstitial bone), and pores (Haversian canals located at the center of each 
osteon).  All these features contribute to bone’s strength and fracture behavior in a complex and 
not yet fully understood way. 
1.2 Background 
Accurate soft tissue simulations must incorporate realistic material properties. Numerous 




materials and organs, including liver (Kemper et al., 2010; Costin et al., 2013). Simulating soft 
tissue response due to surgical tools interaction using linear versus nonlinear properties leads to 
large differences in force-displacement responses. Some of the previous soft tissue simulations 
studies have accounted for nonlinear material properties of the tissue (Roman et al., 2009; Ahn et 
al., 2007; Picinbono et al., 2003). However, prior simulations either idealized mechanical 
properties and/or required long simulation time, which make them not fully suitable for use during 
robotic surgery and other medical implementations. To address this issue, we simulated the 
deformation of a porcine liver under a surgical tool pressure while accounting for problem 
nonlinearities: contacts, large deformations, and nonlinear material properties. More specifically, 
we investigated the effects of the implicit versus explicit analysis schemes, mesh size, and element 
type on the computational time and accuracy of results (Idkaidek & Jasiuk, 2015). 
Bone has a complex hierarchical structure which consists of triple helix collagen molecules 
that form collagen fibrils (50 nm scale), where the individual fibrils assemble into bundled collagen 
fibers (1 µm scale) and the bundled collagen fibers form a series of concentric lamellar structures 
(10 µm scale). Individual Haversian osteons are close-packed in a configuration similar to that of 
unidirectional fibers within a composite matrix (200 µm scale). Bone properties depend on the 
properties of its components and the way they are arranged. 
Mechanical properties of bone are generally measured using traditional tests (compression, 
tension, three or four-point bending, and fracture toughness tests). Basic limitations of these 
methods are that they are ex-vivo and destructive. Reference Point Indentation technique was 
invented to allow in-vivo measurements of bone material properties, relevant to the risk of bone 
fracture (Diez-Perez et al., 2010). Biodent (ActiveLife, Santa Barbara, CA) is a reference point 




microindentation with two probes (Hansma et al., 2008). The instrument outputs ten different 
parameters from the resulting force-displacement curves. A newer handheld reference point 
indentation instrument, called Osteoprobe (ActiveLife, Santa Barbara, CA), was designed for use 
in the clinical setting (Bridges et al., 2012; Randall et al., 2013). This instrument generates only 
one output which is called a Bone Material Strength index (BMSi). Both Biodent and Osteoprobe 
instruments test the hard outer shell of whole bone via microindentation.  
The reference point indentation technique has attracted the attention of many researchers and 
clinicians. As a background, some studies focused on addressing the reference point indentation 
protocols (Setters et al., 2014; Coutts et al., 2015; Jenkins et al., 2015) while others used this 
technique to conduct experimental ex vivo and in vivo studies on the bone, teeth, and soft tissues. 
Yassen et al., (2014); Cheng et al., (2014); Seyed et al., (2017); and Coutts et al., (2017), among 
others, completed Biodent instrument related studies. Besides, Hoffseth et al., (2015); Herrera et 
al., (2017); Johansson et al., (2018), among others, used the Osteoprobe instrument in their studies. 
Biodent and Osteoprobe reference point indentation instruments’ outputs relations to actual 
bone mechanical properties are not well understood. Numerous researchers worked on bridging 
this gap by relying on experiments, as indicated above. However, each experiment is limited to the 
mechanical properties of the tested bone sample. For instance, to be able to relate a specific bone 
property, e.g., Young’s Modulus, to reference point indentation instrument outputs experimentally, 
one would need to have multiple bone samples that have identical mechanical properties except 
for the target property (Young’s Modulus in this example). Designing such an experiment is almost 
impossible. Therefore, we addressed this problem numerically using the finite element method. To 
date, there are only two computational studies that focused on relating the reference point 




cortical bone properties and test parameters (Biodent: Idkaidek et al., 2017a. Osteoprobe: Idkaidek 
et al., 2019).  
Many researchers investigated the cortical bone fracture to understand the crack initiation, 
propagation, and toughening mechanisms in bone (Budyn et al., 2012; Jonvaux et al., 2012; 
Mischinski & Ural 2013; Nobakhti et al., 2014). These studies used numerical methods which 
require defining a crack path in advance. Other researchers performed a multi-osteon cortical bone 
fracture analysis using the extended finite element method (Budyn 2007; Budyn et al., 2008; 
Abdel-Wahab et al., 2012). However, we found that using the extended finite element method, to 
simulate bone fracture due to remote tensile traction, is sensitive to the finite element model mesh 
density and simulation increment size (Idkaidek & Jasiuk, 2017b; Idkaidek et al., 2017c). 
Recent high-angle annular dark-field scanning transmission electron microscopy image of 
cortical bone transverse cross-section from a femur of a 19-year-old male (Grandfield et al., 2018) 
revealed that mineral lamellae curve around collagen fibrils in multi-scale circular patterns. The 
effect of this structural phenomenon on bone stiffness has not been addressed. Therefore, we 
evaluated how an arrangement of curved mineral lamellae in bone, at a nanoscale, influences 
bone’s bending and torsional stiffnesses. 
1.3 Dissertation Statement 
This dissertation predicts soft tissue deformation due to surgical tool pressure, to advance 
robotic surgery, by evaluating different numerical algorithms and simulation techniques and then 
reports the most efficient numerical approach to solve the problem without negatively affecting 




Moreover, this dissertation presents the prediction of bone behavior due to external loads by 
simulating bone fracture due to remote tensile traction using the extended finite element method, 
besides it addresses the gap relating the Biodent and Osteoprobe reference point indentation 
instruments’ outputs to actual cortical bone properties using the finite element method. Finally, 
this dissertation evaluates, on a nanoscale, the influence of the arrangement of curved mineral 
lamellae in bone, on the bone’s bending and torsional stiffnesses. 
 
1.4 Dissertation Overview  
This dissertation contains studies presented in six chapters as follows: 
Chapter two presents a study that predicts the soft tissue deformation due to surgical tools’ 
interaction to advance robotic surgery. 3D finite element models along with Abaqus explicit, 
implicit-static, and implicit-quasi-static solvers are used to simulate a nonlinear behavior of a 
porcine liver tissue. A hyperelastic model involving the Ogden strain energy potential (Gao et al., 
2010; Umale et al., 2013) is considered in this study. A third order polynomial form of the Ogden 
model is used to represent the liver material properties based on tensile loading tests reported by 
(Kemper et al., 2010). These tests results involved Second Piola-Kirchhoff stress versus Green-
Lagrange strain. Engineering stresses versus engineering strains are required as inputs for the 
Abaqus software. Therefore, these tests results are converted to the appropriate form based on solid 
mechanics principles. Since soft tissues are considered as incompressible materials, with Poisson’s 
ratio in the range between 0.45 and 0.49 (Fung, 1981), the Poisson ratio of 0.48 is considered in 
this study. The most efficient numerical approach to solve the problem without negatively 




In chapters two and three, two-dimensional plane-strain finite element models are used to 
simulate the cortical bone fracture due to remote tensile stresses.  This study involves two stages. 
In the first stage, presented in Chapter three, only one osteon is considered in the cortical bone 
simulation models. In the second stage, presented in Chapter four, the cortical bone simulation 
models include several randomly arranged osteons, to investigate the generality of the conclusions 
from the first stage study and evaluate how properties of cortical bone phases affect the crack 
propagation direction and speed. 
In the two above mentioned studies, the extended finite element method is used to perform 
simulations of human cortical bone fracture mainly because it does not require defining the crack 
path in advance. Abaqus implicit solver utilizing the extended finite element method is used to 
perform the cortical bone fracture analysis. Abaqus explicit solver was not considered in this study 
because it does not support the extended finite element method. All the elements in each finite 
element model are enriched to predict accurately cracks’ initiations and propagations. A maximum 
principal strain of 0.4% is used as a failure criterion following (Pattin et al. 1996; Bayraktar et al. 
2004; Budyn et al. 2008). Cohesive segment approach and linear elastic fracture mechanics 
approach are both employed to simulate the cortical bone fracture. 
Chapter five and Chapter six address how the Biodent and Osteoprobe reference point 
indentation instrument’s outputs relate to actual cortical bone properties, using the finite element 
method. Two-dimensional axisymmetric finite element models within the commercial software 
Abaqus are used to simulate the Biodent and Osteoprobe indentations on bone. Implicit-static, 
implicit quasi-static and explicit-dynamic numerical schemes are employed.  
The analyses are conducted using an axisymmetric finite element model with an isotropic 




computational models are validated by correlating to experimental data. Experimental factors 
(indenter tip radius, friction coefficient between the indenter and the bone, number of loading 
cycles, and maximum indentation load) and four bone mechanical properties (Young’s modulus, 
compressive yield stress, and damage and viscosity constants) are varied to study their influence 
on the Biodent and the Osteoprobe reference point indentation instruments’ outputs. 
In Chapter seven, a three-dimensional simulation finite element models with different 
structural representations of the arrangement of curved mineral lamellae in bone are simulated 
using the finite element method via Abaqus software, to evaluate, at a nanoscale, how these 
different arrangements of curved mineral lamellae in bone, influence bone’s bending and torsional 
stiffnesses. These mineral lamellae arrangements are developed based on high-angle annular dark-
field scanning transmission electron microscopy image of the transverse cross-section of cortical 
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CHAPTER 2: TOWARDS HIGH SPEED 3D NONLINEAR SOFT 




Robotic surgery allows surgeons to perform complex surgical procedures using robotic arms. 
Advantages include small incisions, which lead to faster patient recovery. However, since surgeons 
have no direct contact with the tissue, the soft tissue resistance feedback is not directly available. 
Modeling of soft tissue deformations under surgical tools can provide surgeons with valuable 
insights into deformations of tissues during surgery. These include information on the amount of 
force needed to perform a given surgical task and visualization of deformations. Such knowledge 
can also be used for surgery planning and training of surgical residents.   
Accurate soft tissue simulations must incorporate realistic material properties. Numerous 
experimental studies have been done to characterize the mechanical properties of biological 
materials and organs, including liver. For example, Kemper et al. [1] performed tension tests on a 
human liver parenchyma at various loading rates to characterize its viscoelastic and failure 
properties. This study showed that the liver parenchyma is rate dependent, with higher rate tests  
This study was previously published: Idkaidek, A. and Jasiuk, I. (2015) 'Toward high-speed 3D 
nonlinear soft tissue deformation simulations using Abaqus software', J Robot Surg, 9(4), pp. 299-
310. 
This study was presented at: 
• 1st Health Care Engineering Systems Mini-Symposium, 2014. 
• Pan-American Congress of Applied Mechanics XV, 2015.  
The authors would like to acknowledge the help of research scientist Ryan Larsen for performing 
liver MRI scanning at the Beckman Institute at University of Illinois at Urbana- Champaign. We 
would also like to thank Dr. Richard H. Pearl from OSF Saint Francis Medical Center in Peoria, 





giving higher failure stresses and lower failure strains. Also, Costin et al. [2] performed tensile 
tests on fresh human samples of the liver parenchyma at several loading rates. 
Simulating soft tissue response due to surgical tools’ interaction using linear versus nonlinear 
properties leads to large differences in force-displacement responses [3, 4]. Several studies used 
linear elastic constitutive models, but those generated results only for small deformations. For 
instance, Chanthasopeephan et al. [5] simulated the porcine liver cutting to enable fast haptics 
display using linear properties. Delingette et al. [6] described the basic components of a surgery 
simulator prototype using the linear elasticity theory and finite elements method (FEM). Bro-
Nielsen [7] presented the application of 3D solid volumetric finite element (FE) models to surgery 
simulation using the linear elastic theory. 
Soft tissue simulations have also accounted for nonlinear material properties. For example, 
Grand et al. [8] used average nodal pressure tetrahedral elements for better handling of a 
volumetric locking numerical problem to simulate soft tissue deformations. This method requires 
a higher computational time compared to traditional FEM. Kevin et al. [9] developed a real-time 
haptics-enabled simulator for probing soft tissue using the FEM with a non-linear experimentally-
based constitutive law. This study accounted for the soft tissue material nonlinearity but it did not 
focus on generating fast simulations using 3D nonlinear finite element models. Ahn et al. [10] did 
a 3D simulation of indentation of porcine liver and correlated it with experimental results. The 
liver tissue properties were assumed to be incompressible and nonlinear. Again, this study focused 
on generating accurate simulation results without considering a simulation time. Picinbono et al. 
[11] developed a simulator for laparoscopic liver surgery to enable fast haptics display of cutting. 
He accounted for nonlinear elastic and anisotropic material behavior using a simple hyperelastic 




FEM and adaptive meshing techniques. The analysis included the material nonlinearity, but no 
details were provided regarding a material constitutive model used in their simulations. 
Thus, the modeling of soft tissue deformations due to interaction with surgical tools is a 
challenging and still open research topic. Prior simulations idealized mechanical properties and/or 
required long simulation times, as discussed above, which make them not fully suitable for robotic 
surgery and other medical implementations. 
In this study, we address this problem by simulating the deformation of a porcine liver under 
a surgical tool while accounting for problem nonlinearities: contacts, large deformations, and 
nonlinear material properties. More specifically, we investigate the effects of the implicit versus 
explicit analysis schemes, mesh size and element type on the computational time and accuracy of 
results. Results obtained from this study provide guidance on accurate and efficient algorithms for 
soft tissue simulations. 
 
2.2 Methods 
2.2.1 Porcine liver MRI scanning 
The porcine liver was scanned using Magnetic Resonance Imaging (MRI) with 0.9𝑚𝑚3 
resolution. The MRI scan was performed at the Beckman Institute at University of Illinois at 
Urbana-Champaign. It generated multiple IMA type files, and Simpleware software was used to 
create the 3D volume geometry and the finite element models. The scanned liver dimensions were 





2.2.2 Soft tissue nonlinear constitutive model 
To model a nonlinear behavior of the liver tissue, a hyperelastic model involving the Ogden 
strain energy potential [13,14], available in Abaqus, was used, as shown in Equation 2.1: 
                
          (2.1) 
 
where 𝜆?̅? represent the deviatoric principal stretches, J
el is the elastic volume ratio, N is the order 
of the polynomial, and 𝜇𝑖, 𝛼𝑖, and 𝐷𝑖  are material constants. In this study, a third order polynomial 
form of the Ogden model was used to represent the liver material properties based on tensile 
loading tests reported by Kemper et al. [1]. These test results presented Second (2nd) Piola-
Kirchhoff stress versus Green-Lagrange strain. Engineering stress versus engineering strain are 
needed as inputs for the Abaqus software. Therefore, these test results were converted to the 
appropriate form based on solid mechanics principles. Since soft tissues are considered roughly 
incompressible materials with Poisson’s ratio in the range between 0.45 and 0.49 [15], the Poisson 
ratio of 0.48 was assumed in this study. Finally, the Abaqus software used these inputs to calculate 
the Ogden model material coefficients. 
 
2.2.3 Finite element analysis - preprocessing 
FE analysis problem was defined by applying translational boundary condition constraints on 
the liver bottom nodes (Abaqus has no rotational DOF for C3D4, C3D8, and C3D8R elements) as 
shown in Figure 2.1d. A surgical knife, tapered towards the bottom at 0.54 degrees with a rounded 




properties of steel. Note that representing the surgical tool as a rigid surface did not generate a 
noticeable difference in simulation speed. This is because the simulation time was mostly taken 
by contact and soft tissue deformation calculations. The analysis involved applying the 10 𝑚𝑚 




Figure 2.1 Liver 3D volume geometry and 3D finite element model. (a) Liver geometry top view. (b) 
Liver geometry side view. (c) Surgical tool (knife) cross section. (d) Finite element model boundary 
conditions; all highlighted nodes (in red) are restrained in all translational directions (Abaqus has no 
rotational DOF for C3D4, C3D8 and C3D8R elements). (e) Liver finite element model and the 




Six different finite element analysis models were developed: two models were built using 
hexahedral elements while the other four were built using tetrahedral elements (Figure 2.2). Each 
FE model was developed with the relatively constant average element size (no local refinement or 
adaptive meshing) to generate a fair simulation time comparison.  
 
2.2.4 Abaqus solvers and simulation time 
As background information, Abaqus offers implicit and explicit solvers. The implicit 
algorithm provides accurate results when solving quasi-static problems [16]. On the other hand, 
achieving equilibrium is a challenge due to the complexity of the problem (knife-tissue contact, 
large deformations, and soft tissue nonlinear properties) [16]. 
The explicit solver was developed to model high-speed events. No energy dissipation is 
expected when solving a soft tissue deformation problem due to its quasi-static nature [16]. 
 
Figure 2.2 Liver finite element (FE) models. (a) ISO view of the liver geometry (b) FE model built 
using 841,146 1st order hexahedral elements. (c) FE model built using 358,390 1st order hexahedral 
elements. (d) FE model built using 899,153 1st order tetrahedral elements. (e) FE model built using 





Therefore, performing this type of analysis using an explicit solver should be acceptable as long 
as the model’s internal and external energies are comparable. The major advantage of using an 
explicit solver over an implicit solver is that the simulation will always converge. This is because 
the explicit solver depends on time steps without the need to keep checking if an equilibrium is 
achieved. On the other hand, the explicit solver requires a high computational time when compared 
to the implicit solver. To overcome these issues two approaches were used: 
• Increase load rate. This artificially increases the material strain rate by the same 
load rate factor. To preserve a quasi-static response, it was noticed that the impact velocity 
should be less than 1% of the material wave speed. 
• Apply mass scaling. Here, the stable time increment increases by a factor of 𝑓 when 
the material density is artificially increased by a factor of 𝑓2 as shown in Equations 2.2 and 
3 below. 
The increase in the load rate and/or mass scaling will reduce the Abaqus explicit simulation 
time significantly but inertia forces need to be insignificant to ensure accurate results. 
There are two ways to perform mass scaling when using the explicit solver: fixed mass scaling 
and variable mass scaling [16]. In this study the variable mass scaling was used, where scaling was 
adjusted based on simulation behavior during the step to control Abaqus explicit simulation time. 
The Abaqus explicit algorithm requires the following time increment condition to ensure a 
stable and accurate solution [16]: 
                                ∆𝑡 ≤
1
𝜋𝑣𝑚𝑎𝑥
                                           (2.2) 




The highest natural frequency depends on the time taken by a dilatational stress wave to cross 
the smallest element in the finite element model. Therefore, the element stable time increment is 
equivalent to [16]: 
 
                                  ∆𝑡 ≤
𝐿𝑒
𝐶𝑑
                                                (2.3) 
where: 
𝐿𝑒 = characteristic element length. 








E = Young’s modulus. 
𝑣 = Poisson's ratio. 
𝜌 = Material density. 
 
2.3 Results and discussion 
FE simulation speed results, using an implicit solver, are summarized in Table 2.1. All 
iterations were performed using the Abaqus version 6.13 and 32 cores (2.9GHz and 64GB RAM 
each). Direct solver was used for all the implicit analyses to preserve the accuracy of the results. 
Reduced integration was used for models with hexahedral elements because traditional 
hyperelastic hexahedral elements were not able to achieve equilibrium with acceptable tolerance. 
Even though reduced integration hexahedral elements converged better compared to traditional 
hexahedral elements, the static (implicit) nonlinear finite element analysis did not achieve a full 




static implicit finite element analysis was considered. It was noticed that achieving equilibrium 
using a quasi-static implicit scheme is better than a static implicit scheme for this kind of analysis. 
On the other hand, it requires more simulation time and yet it is challenging to fully converge. 
Resolving an implicit simulation convergence problem was not considered in this study to be able 
to make a fair comparison between different solvers’ ability to complete such simulations. 
As shown in Table 2.1, the use of the Abaqus implicit solver did not lead to the 100% 
completion of any of the iterations, even when employing a quasi-static algorithm and regardless 
of the element type. The Iteration 1 used a finite element model with 841,146 1st order hexahedral 
elements, the simulation only completed 62% of the analysis and it was extremely slow. Therefore, 
a coarser finite element model was considered (iteration 2), but it was able to complete only 68% 
of the analysis in about 10 hours. Due to a long simulation time, tetrahedral elements were used. 
Static and quasi-static simulations were performed, respectively (Iteration 3 and iteration 4, 
respectively); both iterations used finite element model with 899,153 1st order tetrahedral elements. 
The static simulation was able to complete close to 15% of the analysis. On the other hand, the 
quasi-static analysis completed 90% of the analysis but simulation time was relatively high. To 
further reduce the simulation time, a coarser mesh was considered (116,371 tetrahedral elements) 
and three iterations were performed: static analysis using first-order elements (iteration 5), quasi-
static analysis using 1st and 2nd order elements (iteration 6 and iteration 7, respectively). Due to the 
coarse FE model, using 1st order elements was not enough to achieve convergence even when 
using a quasi-static algorithm. On the other hand, using 2nd order elements allowed to complete 
close to 75% of the simulation, but simulation time was still relatively high. The finer FE model 




and three minutes (iteration 8). Therefore, this iteration was considered best among all eight 
iterations performed using the implicit solver. This iteration is marked in bold in Table 2.1. 
 




















997,796  841,146 6.21mm,  
54.80X 
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67,893  116,371 2.58mm, 
0.31X 




67,893  116,371 2.58mm, 
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179,686  116,371 7.49mm 
3.07X 




95,307  237,060 8.01mm, 
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FE simulation speed results, using the explicit solver, are summarized in Table 2.2. All 
iterations were performed using the Abaqus version 6.13, double precision (except iteration 9), 
and 32 cores (2.9GHz and 64GB RAM each). Explicit solver fully completed all iterations 
simulations. Based on these results, using hexahedral hyperelastic elements and explicit scheme 
requires an extremely long time to complete a simulation. On the other hand, using tetrahedral 
hyperelastic elements, one can solve the problem relatively fast while preserving the results’ 
accuracy. 
Simulation times of iterations 1 to 5 were relatively high (no mass scaling was used) while 




results were considered inaccurate because both models experienced high dynamic response due 
to a high element stable time increment (dt), where a model’s kinetic energy was relatively high 
compared to a model’s internal energy (Figure 2.3). The iterations 8 and 9 were similar except that 
the iteration 8 was completed using a double precision while the iteration 9 was completed using 
a single precision. Both iterations provided similar results in terms of accuracy, but the iteration 9 
was 40% faster compared to the iteration 8. Using the mass scaling with element stable time 
increment less than 0.9x10-7 did not improve results accuracy. On the other hand, it increased the 
simulation time (iteration 10). Iteration 9 was completed in two hours and 31 minutes using the 
Abaqus explicit solver.  This was a relatively short time compared to other iteration analysis times. 
Therefore, iteration 9 was considered best among all ten iterations performed using the explicit 





Figure 2.3 Abaqus explicit model energy response (iteration 6 and iteration 7). (a) Iteration 6 model 
energy response using Abaqus explicit and mass scaling with minimum dt=1.5x10-7. (b) Iteration 7 






















































































































The force versus displacement results using implicit and explicit solvers are close as shown 
in Figure 2.4. When the explicit solver was used, a reaction force oscillation was noticed due to a 
dynamic behavior. Therefore, the Butterworth filter was used to eliminate such oscillation. The 
inertial reaction response showed a slight difference between the implicit solver result and the 




acceptable because it is not affecting the overall liver response or von Mises stress distribution as 
shown in Figure 2.4. 
Abaqus implicit solver was able to accurately simulate the nonlinear liver deformation under 
surgical tool vertical displacement in a relatively short time. However, the analysis convergence 
was always a challenge. Therefore, using a fine mesh is essential for the simulation to complete. 
Abaqus explicit solver was also able to complete the simulation with similar accuracy compared 
to the implicit solver and without going through the simulation convergence problem. On the other 
hand, it required higher simulation time compared to the implicit solver, which was compensated 
by increasing the load rate and using mass scaling. 
Table 2.3 in Appendix A provides a summary of the analysis scheme effects on the simulation 
speeds and convergence. In addition, Figures 2.5 to 2.12 in the Appendix show the liver 







Figure 2.4 Implicit and explicit solvers simulations results. (a) Implicit versus explicit solvers reaction 
force results - FE model with 237,060 1st order tetrahedral elements and 95,307 nodes (b) Implicit 
solver results – 8 mm vertical knife deformation and von Mises stress distribution. (c) Explicit solver 
results – 8 mm vertical knife deformation and von Mises stress distribution. (d) Model deformation 





This study provides guidance on how to simulate soft tissue deformations under surgical tools 
displacement (and resulting pressure), while considering problem’s nonlinearity and soft tissue 
constitutive nonlinear model, in a relatively short time, using the Abaqus implicit and explicit 
solvers. Accurate results were obtained using 1st order tetrahedral elements with relatively fine 
mesh in a relatively short time. Therefore, using 1st or 2nd order hexahedral elements or 2nd order 
tetrahedral elements would not necessarily improve results accuracy but would increase the 
simulation time.  
Both implicit and explicit analysis schemes are capable of solving the problem in a 
comparable analysis times while preserving results’ accuracy. On the other hand, solving the 
problem using implicit static or quasi-static algorithms is very challenging to converge.  
In this study, we simulated soft tissue deformation under a surgical knife in a relatively short 
time. Because this study depends on iterations simulation time comparison, 32 Central Processing 
Units (CPUs: 2.9GHz and 64GB RAM each) were used for all iterations even though the current 
computing power is capable of using many more CPUs. Therefore, the shortest simulation time 
reported in this study is expected to be many times faster when using a supercomputer and/or 







2.5 Additional material 
Table 2.3 Simulation time and convergence comparison (For mesh density information, please see Table 
2.1 and Table 2.2). 
      Element   
          types 
 
Algorithms 






2nd order Tet 
element 
1st order Tet 
element▲ 





Simulation time is 
relatively slow 
Simulation time is 
relatively slow 
Simulation time is 
relatively acceptable 






















Simulation time is 
extremely slow 
Simulation time is 
extremely slow but 
better than using fully 
integrated 1st order 
Hex element 
Simulation time is 
relatively slow 










but better than using 
fully integrated 1st 











Simulation time is 
extremely slow 
 
Simulation time is 
extremely slow 
Simulation time is 
extremely slow but 
relatively faster than 
using Hex elements 
Simulation time is 
slow 









challenges due to high 
loading rate▲▲ 
Simulation 
convergence is not 
an issue 
Simulation 
convergence is not 
an issue 
Simulation 
convergence is not 
an issue 
▲ A model built with 1st order Tet elements is expected to be relatively finer than a model built with 2nd order Tet. 
elements. 
▲▲ When using the explicit solver, a model built using fully integrated hyperelastic Hex elements has a better chance 










Figure 2.5 Liver deformation and von Mises stress contours at 1.5mm vertical displacement due to 
surgical tool (knife) pressure. 
 
Figure 2.6 Liver deformation and von Mises stress contours at 2.5mm vertical displacement due to 









Figure 2.7 Liver deformation and von Mises stress contours at 3.5mm vertical displacement due to 
surgical tool pressure. 
 
Figure 2.8 Liver deformation and von Mises stress contours at 5.0mm vertical displacement due to 










Figure 2.10 Liver deformation and von Mises stress contours at 7.0mm vertical displacement due to 
surgical tool pressure. 
 
Figure 2.9 Liver deformation and von Mises stress contours at 6.0mm vertical displacement due to 









Figure 2.11 Liver deformation and von Mises stress contours at 9.0mm vertical displacement due to 
surgical tool pressure. 
 
Figure 2.12 Liver deformation and von Mises stress contours at 10.0mm vertical displacement due to 
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CHAPTER 3: CORTICAL BONE FRACTURE ANALYSIS USING 
XFEM – CASE STUDY 
 
3.1 Background 
Bone fracture is an outstanding clinical problem. Risk of bone fracture depends on various 
factors: age, genetics, diet, exercise, and state of health. Fracture toughness is the measure of 
material’s resistance to cracking. Understanding of bone’s resistance to fracture is important for 
the diagnosis of bone diseases and assessment of treatments. 
Bone has a highly complex hierarchical structure and thus it has multiple fracture mechanisms 
at different length scales [1, 2]. At nanoscale, bone consists of collagen and hydroxyapatite crystals 
which form mineralized collagen fibrils. At sub-microscale these fibrils align preferentially to form 
lamellae which at microscale arrange in different orientations into laminar structures. At 
macroscale (whole bone level) a cortical (dense) bone forms an outer shell of bone while a 
trabecular (spongy) bone fills an inner space. At mesoscale, the cortical bone has several different 
structures (phases). They include osteons (concentric hollow cylinders formed by layers of 
lamellae), an interstitial bone (matrix made of old osteons), cement lines (interfaces between 
osteons and an interstitial bone) and pores (Haversian canals located at the center of each osteon 
and Volkmann canals running in the perpendicular direction). Osteons are generally oriented along 
a long axis of the bone. Cortical bone plays an integral role in resisting whole bone fractures. Thus,  
This study was previously published: Idkaidek, A. and Jasiuk, I. (2017) 'Cortical bone fracture 
analysis using XFEM - case study', Int J Numer Method Biomed Eng, 33(4). e2809. 
doi:10.1002/cnm.2809. 
 





fundamental understanding of the cortical bone fracture is needed for assessment of the risk of 
bone fracture.  
Numerous studies have addressed simulations of the cortical bone fracture to better understand 
the crack initiation, propagation and toughening mechanisms in bone. Majority of these studies 
used a finite element method (FEM) along with cohesive crack opening principles. Mischinski and 
Ural [3] conducted two-dimensional (2D) cohesive finite element (FE) simulations to investigate 
the crack penetration into osteons or its deflection into cement lines. Their geometric model 
contains a single osteon, surrounded by a cement line and embedded in an interstitial bone. This 
study showed that the crack propagation depends on the fracture properties of osteon; on the other 
hand, the elastic modulus of osteon had almost no effect on the crack trajectory. Ural et al. [4] 
evaluated the effect of strain rate and porosity on the fracture toughness of human cortical bone 
using a 2D cohesive finite element model. This study showed that an increase in strain rate 
decreases bone’s resistance to crack propagation. Jonvaux et al. [5] simulated the response of 
human cortical bone under compression to investigate local stress intensity factors. Linear elastic 
properties along with a cohesive crack opening law were implemented in this study. Simulation 
results combined with experiment showed damaged zones near major cracks where local stress 
intensity factors could be calculated. Mischinski and Ural [6] did a finite element study to 
determine the crack propagation behavior in a human cortical bone using the cohesive FEM by 
incorporating a process zone during crack growth. This study accounted for the cement line, osteon 
strength and fracture toughness of different bone microstructures. Ural and Mischinski [7] 
simulated the bone fracture at micro and macroscales using the cohesive finite element analysis. 
This study showed the importance of the cement line on bone fracture toughness and the effect of 




particle-based computational modeling, for example, were used by Fernandez et al. [8] to capture 
bone remodeling. 
Other studies simulated cortical bone fracture using an eXtended Finite Element Method 
(XFEM). Budyn et al. [9] addressed the effect of aging on properties of human cortical bone using 
three-dimensional (3D) finite element method unit cells. This study also discussed failure 
mechanisms and propagation of cracks in the cortical bone under tension. Budyn et al. [10] 
employed multi-scale modeling of a multiple crack growth in a human cortical bone under tension 
using the XFEM and a critical stress intensity factor criterion for the crack propagation. Abdel-
Wahab et al. [11] simulated bovine cortical bone fracture using the XFEM. They considered a 2D 
model of cortical bone which was developed based on an optical microscopy image of a cortical 
bone while bone’s mechanical properties were obtained by nanoindentation. This study showed 
the importance of including a cement line when performing cortical bone fracture analysis. Feerick 
and Liu [12] used the XFEM and an anisotropic model to predict the effect of osteon orientations 
on cortical bone fracture toughness and crack propagation patterns. Four initiation criteria were 
developed in this study to define crack trajectories relative to osteon orientations. Some of the 
above-mentioned studies reported what fracture analysis approach was used along with the XFEM 
while others did not.  
Simulation of cortical bone fracture is still an open research topic. The microstructural 
properties of cortical bone, including a local fracture toughness, are challenging to measure. Bone 
has a highly complex and spatially varying microstructure which makes experimental validations 
difficult. Most of the previous cortical bone fracture simulation studies used a certain fracture 
mechanics criterion. There are limited studies investigating the effect of using different fracture 




reports addressing effects of increment size, mesh density, and boundary conditions on cortical 
bone cracks initiation and propagation simulation results when using the XFEM. 
In this study, we address the above-mentioned factors by simulating a 2D cortical bone 
fracture due to tensile loading using the XFEM within the commercial software Abaqus while 
accounting for the finite element mesh density, analysis increment size, and boundary conditions. 
Also, the effects of different fracture mechanics approaches the cohesive segment (CS) approach 
and the linear elastic fracture mechanics (LEFM) approach, on results accuracy are investigated.  
For simplicity, we consider a simple unit cell containing one osteon only. Results obtained from 
this study can provide guidance on the accurate and efficient algorithms for fracture simulations 
including those utilizing realistic multi-osteon cortical bone microstructures. 
 
3.2 Methods 
3.2.1 Cortical bone model 
A 2D cortical bone model is created based on a microscopy image [7] from the mid-diaphysis 
of the tibia of a 70-year-old human male donor (Figure 3.1.a [7]). The unit cell model contains a 
one centered circular osteon (180 microns in diameter) and a cement line (5 microns thick) and 
has outer dimensions of 250 microns x 250 microns. The Haversian canal, positioned at the center 
of the osteon, has 60 microns in diameter (Figure 3.1.b). Each phase (osteon, interstitial bone, and 
cement line) is considered isotropic with material properties summarized in Table 3.1, based on 
nanoindentation measurements [13]. Young’s moduli for the osteon and the interstitial bone matrix 
are 13.5 GPa and 14.6 GPa, respectively. Poisson’s ratio values are based on microextensometry 




osteon based on experiments [14]. Poisson’s ratio of the cement line is considered 25% higher than 
Poisson’s ratio of the osteon [15]. The critical stress intensity factor of the cement line is linearly 
correlated to its Young’s modulus by a factor 10−4 to fit in the range of 0.7–2 MPa [16, 17]. 
In this study, we used different material properties for each phase (osteon, interstitial bone, 
and cement line) but assumed that the properties are isotropic. It is known that cortical bone has 
anisotropic local properties due to the lamellar structure of osteons and interstitial bone. This 
assumption could affect the cortical bone cracks behavior. On the other hand, this assumption still 
considered acceptable because micro cracks will initiate perpendicular to principal stress directions 
without causing any major lateral stresses. 
 
 
Table 3.1 Cortical bone FE model mechanical properties. 
 
Critical stress intensity factor 
(Kcr ) 
𝑀𝑃𝑎. √𝑚 
Poisson’s ratio (v) 
Young modulus (E) 
GPa 
Osteon 1.35 0.33 13.50 
Matrix 1.46 0.3 14.60 
Cement Line  1.01 0.41 10.12 
 
Figure 3.1 Tibiae cortical bone. (a) Microscopy image [7] from mid-diaphysis of tibiae of a 70 years 





3.2.2 Finite element analysis - preprocessing 
Five different finite element (FE) models were created. Four of the five models were built 
using four different mesh densities (Figures 3.2.a, 3.2.b, 3.2.c, and 3.2.d) to investigate the effect 
of mesh density on simulation results accuracy, and each of these FE models contained four-node 
bilinear plane strain enriched elements (CPE4). The fifth model, on the other hand, was built using 
the same FE model as described in Figure 3.2.b but using a four-node bilinear reduced integration 
plane strain enriched elements (CPE4R).  
Three different boundary conditions (BC) were used (traction, displacement, and mixed) to 
investigate if changes in boundary conditions have the same effect on cortical bone fracture 
analysis results accuracy due to a variable increment size. The finite element model with 
displacement boundary conditions was created by applying vertical translational constraints on the 
FE model bottom edge nodes and horizontal translational constraints on side-edge nodes as shown 
in Figure 3.2.e. The FE model with traction boundary conditions was constructed by applying 
vertical translational constraints on the FE model mid-side outer points, besides applying 
horizontal displacement constraints on the FE model Haversian canal extreme upper and lower 
nodes (Figure 3.2.f). The FE model with mixed boundary conditions was created by applying 
vertical translational constraints on the FE model bottom edge nodes, and applying vertical and 
horizontal translational constraints on the bottom left corner node (Figure 3.2.g). 
The analysis involved applying a vertical tensile force (traction-controlled analysis) or vertical 
displacement boundary conditions (displacement-controlled and mixed boundary conditions 
analysis). Abaqus software version 6.13 implicit solver utilizing XFEM was used to perform 




nonlinearity included to accurately predict cortical bone cracks initiations, propagations, and 








Figure 3.2 Two-dimensional cortical bone FE models with displacement, force, and mixed boundary 
conditions (a) Cortical bone FE model which contains 2,381 four-node bilinear plain strain enriched 
elements. (b) Cortical bone FE model which contains 8,304 four-node bilinear plain strain enriched 
elements. (c) Cortical bone FE model which contains 15,154 four-node bilinear plain strain enriched 
elements. (d) Cortical bone FE model which contains 271,660 four-node bilinear plain strain enriched 
elements. (e) Cortical bone model with displacement boundary conditions. (f) Cortical bone model 





3.2.3 Theoretical background 
In this section, we briefly provide an overview of the XFEM, cohesive segment, and linear 
elastic fracture mechanics approaches that are used to model fracture.   
The XFEM analysis was used to perform human cortical bone fracture analysis mainly 
because it does not require defining the crack path in advance. To accurately predict the cortical 
bone crack initiation, XFEM enrichments are utilized for all elements in the finite element 
analysis models as defined in Equation 3.1.  
 








 𝐻(𝑥): Heaviside function ={
1          𝑖𝑓 (𝑥 − 𝑥∗). 𝑛 ≥ 0
−1          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                
 }. 
𝑥: Integration point. 
𝑥∗: The closest point to 𝑥 on a crack face. 
𝑎𝐼: Nodal enriched degrees of freedom (DOF). 
𝑢𝐼: Nodal DOF for conventional shape functions 𝑁𝐼. 
𝐹𝜆(𝑥): Crack tip asymptotic equations. 
𝑏𝐼
𝜆: Crack tip enriched nodal degrees of freedom (DOF). 
𝐻(𝑥)𝑎𝐼: 𝐼 ∈ nodes related to elements cut by a crack. 
∑ 𝐹𝜆(𝑥)𝑏𝐼
𝜆4
𝜆=1 : 𝐼 ∈ crack tip nodes. 
In this study, both the cohesive segment approach and the linear elastic fracture mechanics 
approach are used to simulate a cortical bone fracture. The maximum principal strain of 0.4% is 
used as a failure criterion [18, 19] as described in Equation 3.2. Each crack initiated during 
simulations is considered traction-free. In this study, the fracture propagation direction is mainly 




to the mode I due to the nature of the problem and fracture mechanics principles. Therefore, the 





0  (3.2) 
where 
 𝜀𝑛: Principal strain value. 
 𝜀𝑚𝑎𝑥
0 : Maximum principal strain. 
 If 𝑓 = 1 then crack will initiate. 
Damage response is described in Figure 3.3.a where d is a scalar damage variable that 
monotonically increases. When d equals to zero, there is no damage. On the other hand, when d 
equals to 1, there is full damage. 
The cohesive segment approach damage evolution (for the traction-separation law, based on 
energy versus displacement) is investigated (Figure 3.3.b). Benzeggagh-Kenane (BK) damage 
evolution is adapted when an energy-based damage evolution is used (Equation 3.3). 
 
𝐺𝐼𝐶 + (𝐺𝐼𝐼𝐶 − 𝐺𝐼𝐶) [
𝐺𝐼𝐼 + 𝐺𝐼𝐼𝐼
𝐺𝐼 + 𝐺𝐼𝐼 + 𝐺𝐼𝐼𝐼
]
𝑛
= 𝐺𝑇𝐶 (3.3) 
where n is the exponent value in the power law. The n value (cohesive property parameter) has no 
effect on the analysis results. This is because the critical energy release rate is the same for all 
three fracture modes. 𝐺𝐼𝐶, 𝑎𝑛𝑑 𝐺𝐼𝐼𝐶 are the critical energy release rates for modes I and II 
respectively. 𝐺𝐼, 𝐺𝐼𝐼, 𝑎𝑛𝑑 𝐺𝐼𝐼𝐼 are the energy release rates for modes I, II, and III, respectively.  
When the LEFM approach is used to simulate bone fracture, the critical strain energy release 
rate criterion based on the Virtual Crack Closure Technique (VCCT) is used. The VCCT is based 




required to close that crack. The LEFM approach with multiple enrichments is used for each phase 
in the cortical bone model because each material model has a different fracture criterion.  
The LEFM approach crack plane normal direction is based on the Maximum Tangential Stress 
























𝛳[𝐾𝐼𝑠𝑖𝑛𝛳 + 𝐾𝐼𝐼(3𝑐𝑜𝑠𝛳 − 1)] (3.5) 
where 𝐾𝐼 , and 𝐾𝐼𝐼  are stress intensity factors for mode I and mode II, respectively, r and ϴ are 
polar coordinates centered at the crack tip (the polar coordinate plane is orthogonal to the crack 






















2 ) (6) 
 
Using the XFEM within Abaqus software has a limitation as it does not allow for cracks 
intersection. No cracks intersections are expected in this study because cracks are expected to 
propagate perpendicular to the remote tensile stresses (Figure 3.4). Therefore, the XFEM can be 
used in this study to predict cortical bone behavior under tensile loading despite this limitation. 
 
3.3 Results and Discussion 
Six cortical bone fracture analysis iterations were performed using each FE model with 
different mesh density (Figure 3.2 and as described in section 2.2) and mixed boundary conditions 
(Figure 3.2.g), where three iterations were performed using the cohesive segment (CS) approach 
and three different analysis increment sizes (0.05, 0.01, and 0.001), and the other three iterations 
 





were performed using the LEFM approach and three different analysis increment sizes (0.05, 0.01, 
and 0.001). All twenty four iterations results are summarized in Figure 3.5. The FE model that 
generated similar results regardless of the increment size and fracture analysis approach is 
considered the optimal FE model, and the largest increment size (using the optimal FE model) that 
generates similar results for both the CS approach and the LEFM approach is considered the 
optimal increment size. Therefore, the FE model that contains 8,304 four-node bilinear plane strain 
enriched elements (Figure 3.2.b) is considered to be the optimal FE model, and the 0.01 (1% of 
total analysis time) increment size is considered the optimal increment size. 
Cortical bone fracture analysis results using XFEM, mixed boundary conditions, and fine 
mesh (Figure 3.2.d), which contains 271,660 plane strain 4-node bilinear enriched elements 
(CPE4), are not acceptable as shown in Figure 3.6, whether using the linear elastic fracture 
mechanics approach or the cohesive segment approach. This is because multiple cracks were 
generated simultaneously at the location where the first crack initiation is expected. This behavior 
is not expected especially when a cortical bone sample is under tensile stresses as shown in Figure 
3.4 [20], previous experimental studies [12, 20, 21, and 22], and previous simulation studies [9, 
10, and 11]. Using a very fine mesh will generate multiple cracks in a small region. These cracks 
are close to each other and can intersect, which will cause the analysis to diverge. Therefore, using 
a very fine mesh is not recommended for such analysis due to results inaccuracy and simulation 
convergence challenges. This study also showed that the finer the mesh the smaller the increment 
size should be used to generate relatively acceptable results. This will lead to longer simulation 









Figure 3.5 (cont.) 
Figure 3.5 Cortical bone fracture analysis results, due to 0.5 microns upper edge vertical displacement and 
mixed boundary conditions, using four different FE models (model1: 2,381 CPE4 elements, model2: 8,304 
CPE4 elements, model3: 15,154 CPE4 elements, and model4: 271,660 CPE4 elements). Deformations in 
the image have been scaled by 20X. (a1) Results using model1, CS approach, and 0.05 increment size. (a2) 
Results using model1, CS approach, and 0.01 increment size. (a3) Results using model1, CS approach, and 
0.001 increment size. (a4) Results using model1, LEFM approach, and 0.05 increment size. (a5) Results 
using model1, LEFM approach, and 0.01 increment size. (a6) Results using model1, LEFM approach, and 
0.001 increment size. (b1) Results using model2, CS approach, and 0.05 increment size. (b2) Results using 
model2, CS approach, and 0.01 increment size. (b3) Results using model2, CS approach, and 0.001 
increment size. (b4) Results using model2, LEFM approach, and 0.05 increment size. (b5) Results using 
model2, LEFM approach, and 0.01 increment size. (b6) Results using model2, LEFM approach, and 0.001 
increment size. (c1) Results using model3, CS approach, and 0.05 increment size. (c2) Results using 
model3, CS approach, and 0.01 increment size. (c3) Results using model3, CS approach, and 0.001 
increment size. (c4) Results using model3, LEFM approach, and 0.05 increment size. (c5) Results using 
model3, LEFM approach, and 0.01 increment size. (c6) Results using model3, LEFM approach, and 0.001 
increment size. (d1) Results using model4, CS approach, and 0.05 increment size. (d2) Results using 
model4, CS approach, and 0.01 increment size. (d3) Results using model4, CS approach, and 0.001 
increment size. (d4) Results using model4, LEFM approach, and 0.05 increment size. (d5) Results using 
model4, LEFM approach, and 0.01 increment size. (d6) Results using model4, LEFM approach, and 0.001 
increment size. 
 
Using the finite element model with optimal mesh density as shown in Figure 3.2.b, which 
contains 8,304 plane strain 4-node bilinear enriched elements, can generate reasonable results 
because mesh density will not allow multiple cracks to be generated at once in a very small region 
as shown in Figure 3.7. This is found to be true when using the linear elastic fracture mechanics 
approach and the cohesive segment approach. Crack propagation speed is found to be slower when 
using the cohesive segment approach compared to the one obtained using the linear elastic fracture 
mechanics approach. Also, we observe that the cortical bone analysis increment size can affect 
crack propagation speed, where the crack propagation speed variation between the two approaches 
is found to be proportional to the simulation increment size, where the larger the increment size is, 
the bigger crack speed variation is between the two approaches. Also, the effect of an increment 
size on crack propagation is observed to be small when using the linear elastic fracture mechanics 




using the XFEM is important to ensure consistent results whether using the linear elastic fracture 












Figure 3.6 Cortical bone fracture analysis results, due to 0.5 microns upper edge vertical displacement 
and mixed boundary conditions, using FE model with relatively fine mesh that contains 271,660 CPE4 
elements. Deformations in the image have been scaled by 20X. (a) Results using cohesive segment 
approach and 0.05 increment size. (b) Results using cohesive segment approach and 0.01 increment 
size. (c) Results using cohesive segment approach and 0.001 increment size. (d) Results using LEFM 
approach and 0.05 increment size. (e) Results using LEFM approach and 0.01 increment size. (f) 






Using the 4-node bilinear reduced integration enriched elements (CPE4R) has a slight effect 
on the cortical bone fracture analysis results when using the cohesive segment approach, where 
employing reduced integration elements decreases crack propagation speed compared to using full 
integration elements. On the other hand, when using the linear elastic fracture mechanics approach, 
the cortical bone fracture analysis results are similar regardless if the reduced integration enriched 
elements or full integration enriched elements are used (Figure 3.8). 
Cortical bone fracture simulations using the XFEM and mixed boundary conditions are 
challenging to converge when performing a force-controlled analysis (applying uniform tractions 
 
Figure 3.7 Cortical bone fracture analysis results, due to 0.5 microns upper edge vertical displacement 
and mixed boundary conditions, using FE model with average size mesh that contains 8,304 CPE4 
elements. Deformations in the image have been scaled by 20X. (a) Results using cohesive segment 
approach and 0.05 increment size. (b) Results using cohesive segment approach and 0.01 increment 
size. (c) Results using cohesive segment approach and 0.001 increment size. (d) Results using LEFM 
approach and 0.05 increment size. (e) Results using LEFM approach and 0.01 increment size. (f) 





to upper model horizontal edge nodes). On the other hand, performing a displacement controlled 
analysis (applying prescribed displacement to upper model horizontal edge nodes) is easier to 
converge. Also, it is important to note that the results variations between using the LEFM approach 
versus the CS approach are small but more pronounced when a force controlled analysis is 
performed; this is expected to be due to Poisson's ratio effect (Figure 3.9).  
Performing cortical bone fracture analysis using the cohesive segment approach damage 
evolution for the traction-separation law, based on energy, generated similar results compared to 
using the damage evolution for traction separation law, based on displacement (Figure 3.10). This 
is consistent with our expectations because the damage evolution based on energy is directly 






















Figure 3.8 Cortical bone fracture analysis results using FE model that contains 8,304 enriched 
elements, 0.01 increment size, and mixed boundary conditions due to 0.5 microns upper edge vertical 
displacement. Deformations in the image have been scaled by 20X. (a) Results using LEFM approach 
and CPE4 enriched elements. (b) Results using LEFM approach and CPE4R enriched elements. (c) 
Results using cohesive segment approach and CPE4 enriched elements. (d) Results using cohesive 





Cortical bone fracture analysis results using the XFEM, mixed boundary conditions, optimal 
finite element model (8,304 plane strain 4-node bilinear enriched elements), a 0.01 increment size, 
and the cohesive segment approach (energy-based damage evolution for traction separation) versus 
the linear elastic fracture mechanics approach are shown in Figures 3.11 and 3.12. The results are 
consistent between the two approaches, but the crack propagation simulated using the LEFM 
approach is faster compared to the one obtained using the cohesive segment approach, and also 
 
Figure 3.9 Cortical bone fracture analysis results using FE model that contains 8,304 CPE4 enriched 
elements, 0.01 increment size, and mixed boundary conditions. Results reported at 0.5 microns upper 
edge vertical displacement due to force / displacement control analysis. Deformations in the image 
have been scaled by 20X. (a) Results using LEFM approach and displacement control. (b) Results 
using LEFM approach and force control. (c) Results using cohesive segment approach and 




the cement line effect on the crack propagation direction is more sensitive when using the cohesive 
segment approach compared to the linear elastic fracture mechanics approach. 
Mesh density and increment size effects, on the cortical bone fracture analysis results 
accuracy, are investigated using the model with mixed boundary conditions (Figure 3.2.g). Two 
other models with displacement and traction boundary conditions (Figure 3.2.e and Figure 3.2.f, 
respectively) are also analyzed using the LEFM approach with two different mesh densities and 
multiple increment sizes to see if same conclusions can be drawn. Based on the results (Figures 
3.13 and 3.14), using a very fine mesh will affect crack initiations and propagations negatively, 
and also the results are more sensitive to an increment size when using a finer mesh. These 
observations are consistent regardless if the displacement, traction, or mixed boundary conditions 
are used. 
In this study, we assigned different material properties for each phase (osteon, interstitial bone, 
and cement line) as given in Table 3.1. These material properties are based on nanoindentation 
measurements reported in [13]. Furthermore, we assumed that each phase is homogeneous and 
isotropic, for simplicity. Such a model may not accurately represent actual bone which has 
inhomogeneous properties and properties variations could be higher than the assumed differences 
in material properties between cement line and osteon and between cement line and interstitial 
matrix. This could affect bone fracture simulation results accuracy and, thus, this is a limitation of 








Figure 3.10 Cortical bone fracture analysis results using FE model that contains 8,304 CPE4 enriched 
elements, 0.01 increment size, mixed boundary conditions, displacement control, and cohesive 
segment approach. Deformations in the image have been scaled by 10X. (a) Results at 0.4 microns 
vertical displacement using damage revolution for traction separation law, based on energy. (b) Results 
at 0.4 microns vertical displacement using damage revolution for traction separation law, based on 
displacement. (c) Results at 0.5 microns vertical displacement using damage revolution for traction 
separation law, based on energy. (d) Results at 0.5 microns vertical displacement using damage 






Figure 3. 11 Cortical bone fracture analysis results using FE model that contains 8,304 CPE4 enriched 
elements, 0.01 increment size, mixed boundary conditions, and displacement control. (a) Results at 0.4 
microns vertical displacement using LEFM approach. (b) Results at 0.4 microns vertical displacement 
using cohesive segment approach. (c) Results at 0.425 microns vertical displacement using LEFM 
approach. (d) Results at 0.425 microns vertical displacement using cohesive segment approach. (e) 
Results at 0.5 microns vertical displacement using LEFM approach. (f) Results at 0.5 microns vertical 


















Figure 3.12 Cortical bone fracture analysis results using FE model that contains 8,304 CPE4 enriched 










Figure 3.13 Cortical bone fracture analysis results, due to 0.5 microns upper edge vertical 
displacement, using LEFM approach, and using FE model with relatively fine mesh that contains 
271,660 CPE4 elements. Deformations in the image have been scaled by 20X. (a) Results using 
displacement boundary conditions and 0.05 increment size. (b) Results using displacement boundary 
conditions and 0.01 increment size. (c) Results using displacement boundary conditions and 0.001 
increment size. (d) Results using traction boundary conditions and 0.05 increment size. (e) Results 
using traction boundary conditions and 0.01 increment size. (f) Results using traction boundary 
conditions and 0.001 increment size. (g) Results using mixed boundary conditions and 0.05 increment 
size. (h) Results using mixed boundary conditions and 0.01 increment size. (i) Results using mixed 











Figure 3.14 Cortical bone fracture analysis results, due to 0.5 microns upper edge vertical 
displacement, using LEFM approach, and using FE model with average size mesh that contains 8,304 
CPE4 elements. Deformations in the image have been scaled by 20X. (a) Results using displacement 
boundary conditions and 0.05 increment size. (b) Results using displacement boundary conditions and 
0.01 increment size. (c) Results using displacement boundary conditions and 0.001 increment size. (d) 
Results using traction boundary conditions and 0.05 increment size. (e) Results using traction 
boundary conditions and 0.01 increment size. (f) Results using traction boundary conditions and 0.001 
increment size. (g) Results using mixed boundary conditions and 0.05 increment size. (h) Results using 





This study provides guidance on two-dimensional cortical bone elastic fracture simulations 
using the Abaqus software and the extended finite element method by considering the cohesive 
segment approach and the linear elastic fracture mechanics approach. Also, the mesh density, 
element type, increment size, and traction versus displacement loadings (using displacement, 
traction, and mixed boundary conditions) effects on cortical bone fracture analysis results accuracy 
were investigated. 
In this study, we simulated cortical bone fracture using the XFEM and found that both 
cohesive segment and linear elastic fracture mechanics approaches can be used to provide accurate 
results. However, results obtained from both approaches are sensitive to the finite element model 
mesh density and to the analysis increment size, where using finer mesh and/or smaller analysis 
increment size does not always provide more accurate results. When using a relatively fine mesh, 
small simulation increment size, or large simulation increment size, they showed unexpected 
cracks initiations and propagations behavior which in turn affected results negatively regardless of 
problem boundary conditions. Therefore, the analysis increment size and mesh density should be 
evaluated and optimized to preserve the accuracy of the results. 
This study also showed that using the cohesive segment damage evolution with a traction 
separation law based on energy versus displacement has a limited effect on simulation results. On 
the other hand, using the reduced integration elements along with the cohesive segment approach 
decreased the crack propagation speed compared to using full integration elements. In addition, a 
traction-controlled analysis along with XFEM is challenging to converge. Results variations when 
using the linear elastic fracture mechanics approach versus cohesive segment approach are very 




displacement-controlled analysis. The linear elastic fracture mechanics approach showed a faster 
cracks propagation with more realistic behavior compared to the cohesive segment approach. 
Cortical bone two-dimensional unit cell model is used in this study to set a framework for 
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CHAPTER 4: FRACTURE ANALYSIS OF MULTI-OSTEON 
CORTICAL BONE USING XFEM 
 
4.1 Background 
Cortical bone forms a hard outer shell in whole bone and, thus, it has a significant influence 
on the overall bone strength. Therefore, understanding of the mechanical response of cortical bone 
is important for investigating whole bone’s load resistance and fracture behavior. Such knowledge 
is essential for the assessment of bone quality, diagnosis of bone diseases, and design and 
evaluation of treatments. Cortical bone has a distinct microstructure which consists of osteons 
(oriented along a long axis of the bone), an interstitial bone, cement lines (interfaces between 
osteons and an interstitial bone) and pores (Haversian canals located at the center of each osteon 
and Volkmann canals running in a perpendicular direction).  All these features contribute to bone 
strength and fracture behavior in a complex and not yet fully understood way. 
Many researchers investigated the cortical bone fracture to understand the crack initiation, 
propagation and toughening mechanisms in bone. Budyn et al. (2012) did a multi-scale linear 
elastic analysis of the mechanical behavior of a bovine Haversian cortical bone by implementing 
a Monte Carlo algorithm. They used bone’s local properties, measured by nanoindentation and 
microextensometry, and applied a finite element (FE) method to calculate the overall Young’s 
moduli and to find local stress and strain fields. Also, they investigated the effects of geometrical  
This study was previously published: Idkaidek A., Koric, S. and Jasiuk, I. (2017). 'Fracture 
analysis of multi-osteon cortical bone using XFEM', Computational Mechanics, 62(2), pp. 171-
184. 




and mechanical factors on bone failure. Jonvaux et al. (2012) simulated fracture of a human 
Haversian cortical bone under compression to investigate local stress intensity factors. They 
implemented a cohesive crack opening law and measured elastic moduli by nanoindentation. 
Comparison of the simulation and experimental results revealed the existence of narrow, diffuse 
damaged zones near major cracks where local stress intensity factors were calculated. Mischinski 
& Ural (2013) used FE to determine the crack propagation behavior of human cortical bone. They 
assumed orthotropic linear elastic properties and accounted for cement lines, osteon strength and 
fracture toughness in different bone microstructures to study the effects of microstructural features 
and their properties on the crack behavior in bone.  
Ural & Mischinski (2013) simulated the bone fracture at micro and macro scales using a 
cohesive FE method. Their study involved three analyses. First, two-dimensional (2D) FE models 
were created based on microscopy images of a human cortical bone. This analysis was used to 
determine the influence of cement line properties on the microcrack propagation path. Second, 
three-dimensional (3D) FE models representing compact tension specimens were used to 
determine the effect of microscale material properties on the macroscale fracture toughness of 
bone. Third, a 3D FE model, representing a sample of a human forearm bone, was utilized to 
evaluate the bone fracture resistance using mechanical properties extracted from microscale 
models. Orthotropic linear elastic properties based on nanoindentation and calculations were 
assumed in the analysis. This study showed the influence of a cement line on the bone fracture 
toughness and the effect of microscale properties on the whole bone fracture risk assessment. 
Nobakhti et al. (2014) examined the local and global impact of the microstructural features of 
bone, in particular of the cement line and interlamellar areas, on the crack behavior of bone. In this 




microscopy imaging. Results showed that interfaces are the areas of strain concentrations which 
can act as potential paths for crack propagation.  Giner et al. (2014) employed two numerical 
strategies to simulate microcracks and damage in an osteon: a node release technique and an 
element stiffness degradation approach, and found that both methods gave good agreement with 
experimental results. This study employed isotropic linear elastic properties and concluded that 
interlaminar shear stresses are the main cause of failure of an osteon under a compressive load. 
Other researchers performed the multi-osteon cortical bone fracture analysis using an 
eXtended Finite Element Method (XFEM). Budyn (2006) studied the effect of aging on the 
properties of human cortical bone using a 3D finite element unit cells method and assuming 
isotropic linear elastic properties. This study also discussed the failure mechanisms and 
propagation of cracks in the cortical bone under tension. In another study, Budyn et al. (2008) 
presented a multi-scale approach for modeling the multiple crack growth in a human cortical bone 
under tension. The authors used a critical stress intensity factor criterion for the crack propagation 
prediction and assumed isotropic and linear elastic properties. Also, they emphasized the influence 
of the cortical bone microstructure on the cortical bone failure and its fracture risk. Furthermore, 
Budyn & Thierry (2010) proposed a method to investigate a stress intensity factor in a human 
Haversian cortical bone by combining a three-point bending experiment with a numerical method 
using the XFEM with isotropic linear elastic properties of bone phases. The proposed process can 
access measurements at macro, micro, and sub micro scales. Abdel-Wahab et al. (2012) simulated, 
using a 2D XFEM model, the fracture of bovine cortical bone. They assumed linear elastic and 
isotropic properties of cortical bone and used geometry obtained by optical microscopy. 




importance of a cement line on the cortical bone fracture. Not all studies mentioned above stated 
which fracture approach was used in the cortical bone fracture simulation. 
Recently, Idkaidek & Jasiuk (2017) found that the fracture approach as well as the model mesh 
density, simulation increment size, boundary conditions (BC), and element type, all have an 
influence on the accuracy of results of a single-osteon cortical bone fracture analysis using the 
XFEM. In the present study, we extend the above study of cortical bone fracture analysis to a 
multi-osteon geometry to investigate the generality of these conclusions and to evaluate how 
properties of cortical bone phases affect the crack propagation and speed.  This study provides 
guidance on how to use accurate and efficient algorithms to simulate the multi-osteon cortical bone 
fracture using the XFEM within a commercial software Abaqus.  
 
4.2 Methods 
4.2.1 Multi-osteon cortical bone FE model 
A 2D model of the multi-osteon cortical bone is prepared by tracing a microscopy image from 
the transverse section of the mid-diaphysis of the tibia of a 70-years old human male donor (Figure 
4.1.a (Ural & Mischinski (2013)). The model, which has dimensions of 510 µm x 550 µm, contains 
three oval-shaped osteons with average dimensions of 255 µm major axis and 160 µm minor axis, 
and one circular osteon 220 µm in diameter. The Haversian canals are circular in shape and 
positioned close to the center of each osteon with diameters between 67 µm and 36 µm (Figure 
4.1.b).  A 5 µm cement line surrounding each osteon is included in the model. Cortical bone’s 




and isotropic, with properties obtained from nanoindentation measurements reported in Budyn et 




Table 4.1 Mechanical properties of cortical bone used in the FE model. 
 
Critical stress intensity 
factor (Kcr ) 
𝑴𝑷𝒂. √𝒎 
Poisson’s ratio (v) 
Young modulus (E) 
GPa 
Osteon 1.35 0.33 13.50 
Matrix 1.46 0.3 14.60 
Cement Line  1.01 0.41 10.12 
 
4.2.2 Finite element analysis - preprocessing 
Six multi-osteon cortical bone 2D finite element models are created (each has different mesh 
density) to investigate the mesh density effect on the accuracy of the simulation results. Each FE 
model contains four-node bilinear plane strain enriched elements (CPE4) as shown in Figure 4.2. 
Another version of the model, shown in Figure 4.2.e, is built using four-node bilinear reduced 
 
Figure 4.1 Cortical bone. (a) Microscopy image from mid-diaphysis of a tibia of a 70-years old human 





integration plane strain enriched elements (CPE4R) to study the effect of element type on the 
cortical bone fracture simulation results accuracy. 
 
Three different types of boundary conditions are applied: mixed (displacement controlled), 
mixed (traction controlled), and traction boundary conditions. In both mixed boundary condition 
cases, the bottom edge nodes are rollers (constrained in a vertical direction but free to slide 
horizontally) except for the model bottom left corner node which is constrained in both directions. 
The model is loaded by applying a prescribed vertical displacement (displacement controlled 
analysis) or by applying a vertical stress (traction controlled analysis) at its upper edge nodes as 
shown in Figure 4.3.a. Traction boundary conditions involve vertical translational constraints on 
the FE model mid-side outer points (to stabilize the model during the simulation), besides applying 
vertical tensile stresses on the FE model’s extreme upper and lower nodes (Figure 4.3.b). 
 
Figure 4.2 Two-dimensional cortical bone FE models (a) Multi-osteon cortical bone FE model which 
contains 226,780 four-node bilinear plane strain enriched elements. (b) Multi-osteon cortical bone FE 
model which contains 37,517 four-node bilinear plane strain enriched elements. (c) Multi-osteon cortical 
bone FE model which contains 21,076 four-node bilinear plane strain enriched elements. (d) Multi-
osteon cortical bone FE model which contains 18,617 four-node bilinear plane strain enriched elements. 
(e) Multi-osteon cortical bone FE model which contains 13,711 four-node bilinear plane strain enriched 












4.2.3 Theoretical background 
The theoretical background for the multi-osteon cortical bone fracture analysis is similar to 
what we used to simulate the fracture of cortical bone with a single-osteon geometry, Idkaidek & 
Jasiuk (2017). We employ the XFEM to simulate fracture of the multi-osteon cortical bone due to 
tensile loadings. The approach does not require defining the crack path in advance. All the 
elements in each finite element model are enriched to predict accurately cracks’ initiations. A 
maximum principal strain of 0.4% is used as a failure criterion (Equation 4.1) following (Pattin et 
al. 1996; Bayraktar et al. 2004; Budyn et al. 2008).  
 
Figure 4.3 Two-dimensional cortical bone boundary conditions (a) Multi-osteon cortical bone model 










0  (4.1) 
where 𝜀𝑛: principal strain value. 𝜀𝑚𝑎𝑥
0 : maximum principal strain. If 𝑓 = 1 then a crack will 
initiate. 
The cohesive segment (CS) and the linear elastic fracture mechanics (LEFM) approaches are 
used to simulate the cortical bone fracture. The CS approach damage evolution for the traction-
separation laws, based on displacement and energy, are investigated.  Benzeggagh-Kenane (BK) 
damage evolution is adapted when the energy-based damage evolution is used as described in 
Equation 4.2. 
 
𝐺𝐼𝐶 + (𝐺𝐼𝐼𝐶 − 𝐺𝐼𝐶) [
𝐺𝐼𝐼 + 𝐺𝐼𝐼𝐼
𝐺𝐼 + 𝐺𝐼𝐼 + 𝐺𝐼𝐼𝐼
]
𝑛
= 𝐺𝑇𝐶 (4.2) 
where 𝐺𝐼𝐶, 𝑎𝑛𝑑 𝐺𝐼𝐼𝐶 are the critical energy release rates for modes I and II, respectively. 𝐺𝐼, 𝐺𝐼𝐼, 
and 𝐺𝐼𝐼𝐼 are the energy release rates for modes I, II, and III, respectively. Mode II and mode III 
effects on crack propagation are expected to evolve to the mode I due to the nature of the problem 
and fracture mechanics principles. Therefore, the exponent n value (cohesive property parameter) 
has no effect on the analysis results. This is because the critical energy release rate is considered 
the same for all three fracture modes as summarized in Table 1. 
 When the LEFM approach is used, a critical strain energy release rate criterion based on the 
Virtual Crack Closure Technique (VCCT) is considered. When a crack is propagated, the VCCT 
assumes that the crack strain energy released is equal to the energy required to close that crack. 




when the LEFM approach is used, where a near crack tip stress field is represented by Equations 
























𝛳[𝐾𝐼𝑠𝑖𝑛𝛳 + 𝐾𝐼𝐼(3𝑐𝑜𝑠𝛳 − 1)] (4.4) 
where r and ϴ are polar coordinates centered at the crack tip. 𝐾𝐼 , and 𝐾𝐼𝐼 are mode I and mode II 
stress intensity factors, respectively. The crack propagation direction is based on Equation 4.5, 













2 ) (4.5) 
When using the LEFM, multiple enrichments are considered for each microstructural feature 
in the model because the material model of each phase has a different fracture criterion. 
 
4.3 Results and Discussion 
In this study, the multi-osteon cortical bone fracture is simulated using the XFEM within a 
commercial software Abaqus (version 6.13). Abaqus explicit solver does not support XFEM. 
Therefore, the Implicit algorithm is used for all analysis iterations. Geometric nonlinearity is 
included in the analysis, and the computations are performed in increments to capture the crack 




First, multi-osteon cortical bone fracture simulations, for each of the six FE models (Figure 
4.2) ranging from coarse mesh to very fine mesh, are performed using mixed (displacement 
controlled) boundary conditions (Figure 4.3.a). Each FE model is simulated six times. Three 
simulations are done using the LEFM approach with three different simulation increment sizes 
(0.05, 0.01, and 0.001). The other three simulations are performed using the CS approach with the 
same three previously mentioned simulation increment sizes. All thirty-six multi-osteon cortical 
bone fracture simulation results are summarized in Figures 4.4 and 4.5, where each iteration crack 
shape at 10 µm vertical displacement is presented in Figure 4.4. Stress versus strain simulation 
results, for all FE models using the 0.01 increment size, are shown in Figure 4.5. Maximum 
principal strain contours and crack shapes for all the FE models, using the 0.01 increment size, are 







Figure 4.4 Fracture simulation crack propagation results when using mixed boundary conditions. Each 
column represents results of six different iterations for a specific FE model, where the first two from the 
left show the results using the CS and LEFM approaches, respectively, along with a 0.05 simulation 
increment size, the middle two show the results using the CS and LEFM approaches, respectively, along 
with a 0.01 simulation increment size, and the two from the right show the results using the CS and 
LEFM approaches, respectively, along with a 0.001 simulation increment size. The six rows from top to 
bottom show the results for FE model a, FE model b, FE model c, FE model d, FE model e, and FE 





These simulations show that the multi-osteon cortical bone fracture simulation results are 
different when using the different mesh densities, simulation increment size, or the fracture 
mechanics approach. Therefore, it is important to optimize the FE model mesh density and 
simulation increment size when simulating the cortical bone fracture using the XFEM. In this 
study, the optimal FE model is considered when simulation results are similar regardless of the 
increment size and the fracture analysis approach used in the simulation. Also, the optimal 
increment size is considered as the largest increment size that generates similar results (using the 
optimal FE model) for both the CS approach and the LEFM approach. Therefore, the FE model 
that contains 13,711 four-node bilinear plane strain enriched elements (Figure 4.2.e) is considered 
to be the optimal FE model, and the 0.01 (1% of total analysis time) increment size is considered 
the optimal increment size. The results, using the optimal FE model (Figure 4.2.e) and the optimal 
increment size (0.01), are similar as shown in Figures 4.6 and 4.7 regardless whether the LEFM 
approach or the CS approach is used. Also, simulation results generate similar stress versus strain 
response as illustrated in Figure 4.8.   
It is important to note that the multi-osteon cortical bone fracture simulation using a relatively 
fine mesh can generate unexpected results regardless of what fracture mechanics approach is used. 
The FE model which contains 226,780 4-node bilinear plane strain enriched elements generates 
unacceptable bone crack propagation results (Figure 4.4), and different stress-strain responses 
(Figure 4.5.a) when using the LEFM approach versus the CS approach. This is because in this 
model multiple cracks initiate simultaneously at the location where the first crack initiation is 
expected. This behavior is mainly numerical and does not represent the actual crack characteristics 
in bone based on previous experimental studies (Feerick et al. 2013; Nalla et al. 2005; Ager et al. 




2008; Abdel-Wahab et al. 2012). Also, these observations are similar to what we have found in 









Figure 4.5 Stress versus strain results when using mixed boundary conditions. (a) FE model a stress 
versus strain results. (b) FE model b stress versus strain results. (c) FE model c stress versus strain 
results. (d) FE model d stress versus strain results. (e) FE model e stress versus strain results. (f) FE 












Figure 4.6 Maximum principal strain contours and crack shapes at 3 µm vertical displacement using 
mixed boundary conditions. Simulation performed using the 0.01 increment size, optimal mesh density, 
and cohesive segment approach. Deformation scale = 5X. (a) Results using FE model a. (b) Results 
using FE model b. (c) Results using FE model c. (d) Results using FE model d. (e) Results using FE 






Multiple-osteon cortical bone fracture simulations also show that a crack propagation speed is 
faster when using the LEFM approach compared to the one obtained using the CS method as 
illustrated in Figure 4.9. Also, the crack propagation speed is noticeably reduced when using the 
4-node bilinear reduced integration enriched elements compared to using the 4-node bilinear full 
integration enriched elements. This is found to be true when using either the LEFM approach or 
the CS approach as shown in Figure 4.10. 
Multi-osteon cortical bone fracture simulation results variations between the mixed (traction 
controlled) versus the mixed (displacement controlled) boundary conditions are found to be small 
as indicated in Figure 4.11. Note that the crack propagation is slightly different around the cement 
 
Figure 4.7 Maximum principal strain contours and crack shapes at 3 µm vertical displacement using 
mixed boundary conditions. Simulation performed using the 0.01 increment size, optimal mesh density, 
and linear elastic fracture mechanics approach. Deformation scale = 5X. (a) Results using FE model a. 
(b) Results using FE model b. (c) Results using FE model c. (d) Results using FE model d. (e) Results 





line region but this small change in the results is expected due to Poisson's ratio effect. Also, it is 
important to note that the mixed (displacement controlled) analysis is easier to converge 
numerically compared to the mixed (traction controlled) boundary conditions analysis. The multi-
osteon conical bone fracture simulation results, using the cohesive segment approach damage 
evolution for the traction-separation law based on energy versus displacement, are similar with a 





Figure 4.8 Stress versus strain results comparison between LEFM versus CS approaches. Simulations 












Figure 4.9 Maximum principal strain contours and crack shapes at 1 µm and 2 µm vertical displacement. 
Simulations performed using the optimal FE model (Model e), optimal simulation increment size (0.01), 
and mixed boundary conditions. Deformation scale = 5X. (a) Results at 1 µm vertical displacement using 
the LEFM approach. (b) Results at 1 µm vertical displacement using the CS approach. (c) Results at 2 












Figure 4.10 Maximum principal strain contours and crack shapes at 3 µm vertical displacement. 
Simulations performed using the optimal FE model (Model e), optimal simulation increment size (0.01), 
and mixed boundary conditions. Deformation scale = 5X. (a) Crack propagation using four-node bilinear 
plane strain reduced integration enriched elements and the CS approach. (b) Crack propagation using 
four-node bilinear plane strain full integration enriched elements and the CS approach. (c) Maximum 
principal strain contours using four-node bilinear plane strain reduced integration enriched elements and 
the CS approach. (d) Maximum principal strain contours using four-node bilinear plane strain full 
integration enriched elements and the CS approach. (e) Crack propagation using four-node bilinear plane 
strain reduced integration enriched elements and the LEFM approach. (f) Crack propagation using four-
node bilinear plane strain full integration enriched elements and the LEFM approach. (g) Maximum 
principal strain contours using four-node bilinear plane strain reduced integration enriched elements and 
the LEFM approach. (h) Maximum principal strain contours using four-node bilinear plane strain full 











Figure 4.11 Maximum principal strain contours and crack shapes at 3 µm vertical displacement. 
Simulations performed using the optimal FE model (Model e), optimal simulation increment size (0.01), 
four-node bilinear plane strain full integration enriched elements and mixed boundary conditions. 
Deformation scale = 5X. (a) Crack propagation due to a prescribed force on model top edge using the 
CS approach. (b) Crack propagation due to a prescribed displacement on model top edge using the CS 
approach. (c) Maximum principal strain contours due to a prescribed force on the model top edge using 
the CS approach. (d) Maximum principal strain contours due to a prescribed displacement on a model 
top edge using the CS approach. (e) Crack propagation due to a prescribed force on a model top edge 
using the LEFM approach. (f) Crack propagation due to a prescribed displacement on a model top edge 
using the LEFM approach. (g) Maximum principal strain contours due to a prescribed force on a model 
top edge using the LEFM approach. (h) Maximum principal strain contours due to a prescribed 






Next, multi-osteon cortical bone fracture simulations using the XFEM, LEFM approach and 
traction boundary conditions (Figure 4.3.b) were performed using the optimal FE model (Figure 
4.2.e) and the FE model with the finest mesh (Figure 4.2.a) to evaluate if simulation results 
accuracy, due to using a variable increment size, behaves similarly regardless of the problem 
boundary conditions. Figure 4.13 and Figure 4.14 show simulation crack propagation results and 
 
Figure 4.12 Maximum principal strain contours and crack shapes at 3 µm vertical displacement. 
Simulations performed using the optimal FE model (Model e), optimal simulation increment size (0.01), 
four-node bilinear plane strain full integration enriched elements, and mixed boundary conditions. 
Deformation scale = 5X. (a) Maximum principal strain contours using the CS damage evolution for a 
traction separation law based on energy. (b) Maximum principal strain contours using the CS damage 
evolution for a traction separation law based on displacement. (c) Crack propagation using the CS 
damage evolution for a traction separation law based on energy. (d) Crack propagation using the CS 




maximum principal strain contours, respectively, when using three different simulation increment 
sizes (0.001, 0.01, and 0.05) and the two different FE models at 60MPa stress on each side (top 
and bottom). The results clearly show that when using a relatively fine mesh, the cortical bone 
fracture simulation results behave differently when the simulation increment size is changed. On 
the other hand, the simulation results are very similar when using an optimal mesh density. These 
results are consistent with our results from the multi-osteon cortical bone fracture simulation using 
mixed boundary conditions. Therefore, optimizing mesh density and simulation increment size is 
important when performing the cortical bone fracture simulation using the XFEM regardless of 
the problem boundary conditions. 
Finally, the effects of the properties of cortical bone phases on crack propagation and speed 
are evaluated. The analysis was performed using the CS approach, the optimal mesh density, and 
the optimal simulation increment size. Interstitial bone material properties were assumed for all 
phases in this simulation. Additional iteration was also performed using an updated FE model 
(Figure 4.15.b), which does not include osteons and cement lines shapes, to ensure results are not 
biased due to osteons and cement lines FE model contours. Both FE models used to perform the 
two iterations are shown in Figure 4.15. Simulation results show that assuming that osteons and 
cement lines have the same material properties compared to the interstitial bone, changes the crack 
propagation path as seen in Figure 4.16. These findings agree with the observations of Abdel-
Wahab et al. (2012). In our study, Young’s moduli and critical stress intensity factors of cement 
lines and osteons are lower than of the interstitial bone. The lower properties caused the crack 
propagation speed to decrease when all phases had mechanical properties of interstitial bone. 
Crack propagation path and speed are expected to highly depend on the mechanical properties of 




This study has several limitations. We use homogeneous, isotropic and linear elastic properties 
for all cortical bone phases (osteons, interstitial bone, and cement line). On the other hand, the 
cortical bone has inhomogeneous and anisotropic local properties due to the lamellar structure of 
osteons and interstitial bone. The above assumptions may have an influence on the cortical bone 
fracture behavior. However, a transverse section cortical bone under tensile stress is expected to 
initiate micro cracks perpendicular to the principal stress directions without causing any significant 
lateral stresses. Also, to reduce simulation time, only four osteons were considered in this study, 
by tracing a microscopy image from a transverse section of the mid-diaphysis of the tibia of a 70-
years old human male donor (Figure 4.1.a (Ural & Mischinski 2013)). Cortical bone models with 



















Figure 4.13 Crack shapes at 60MPa stress applied at top and bottom model edges. Simulations 
performed using the optimal FE model (Model e) and the FE model with the finest mesh (Model a), 
four-node bilinear plane strain full integration enriched elements, three different simulation increment 
sizes (0.05, 0.01, and 0.001), LEFM approach, and traction boundary conditions. (a) Crack propagation 
for the model a using a 0.05 simulation increment size. (b) Crack propagation for the model a using 0.01 
simulation increment size. (c) Crack propagation for the model a using a 0.001 simulation increment 
size. (d) Crack propagation for the model e using a 0.05 simulation increment size. (e) Crack propagation 
for the model e using a 0.01 simulation increment size. (f) Crack propagation for model e using a 0.001 













Figure 4.14 Maximum principal strain contours at 60MPa stress applied on top and bottom model edges. 
Simulations performed using the optimal FE model (Model e) and the FE model with the finest mesh 
(Model a), four-node bilinear plane strain full integration enriched elements, three different simulation 
increment sizes (0.05, 0.01, and 0.001), LEFM approach, and traction boundary conditions. (a) 
Maximum principal strain contours for the model a using 0.05 simulation increment size. (b) Maximum 
principal strain contours for the model a using 0.01 simulation increment size. (c) Maximum principal 
strain contours for the model a using a 0.001 simulation increment size. (d) Maximum principal strain 
contours for the model e using 0.05 simulation increment size. (e) Maximum principal strain contours 
for the model e using 0.01 simulation increment size. (f) Maximum principal strain contours for the 






Figure 4.15 (a) Optimal FE model as described in Figure 4.2.e. (b) Multi-osteon cortical bone FE model 
which contains 13,674 four-node bilinear plane strain enriched elements and does not consider the 
contours for the osteons or the cement lines. 
 
 
Figure 4.16 Maximum principal strain contours and crack shapes at 5 µm vertical displacement. 
Simulations performed using CS approach, the optimal simulation increment size (0.01), four-node 
bilinear plane strain full integration enriched elements, and mixed boundary conditions. Deformation 
scale = 5X. (a) Crack shape and maximum principal strain contours when considering different materials 
properties for cortical bone phases as summarized in Table 4.1. The optimal FE model (Model e) is used. 
(b) Crack shape and maximum principal strain contours when considering only interstitial bone material 
properties. The optimal FE model (Model e) is used. (c) Crack shape and maximum principal strain 
contours when considering only interstitial bone material properties. FE model described in Figure 






In this study, we simulated the multi-osteon cortical bone fracture using the XFEM within the 
Abaqus commercial software. Linear elastic fracture mechanics approach, cohesive segment 
approach, mesh density, element type, damage evolution, and boundary conditions effects on 
simulation results’ accuracy were investigated. Thus, the study provides guidance on performing 
the cortical bone fracture analysis accurately and efficiently using the XFEM. 
We found that increment size and model mesh density can influence simulation results, where 
using finer mesh or smaller simulation increment size generated unexpected cracks initiations and 
propagations behavior which in turn affected simulation results accuracy negatively regardless of 
the problem boundary conditions. Therefore, optimizing the cortical bone model mesh density and 
simulation increment size is important. Also, using bilinear reduced integration plane strain 
enriched elements decreased crack propagation speed compared to using bilinear full integration 
plane strain enriched elements. Full integration elements generated more accurate simulation 
results compared to the reduced integration elements. Therefore, it is recommended to avoid using 
the reduced integration elements when performing the cortical bone fracture analysis using the 
XFEM. Also, using the cohesive segment damage evolution for a traction separation law based on 
energy versus displacement had a slight effect on the crack propagation path. This study also shows 
that not accounting for different material properties of cortical bone phases will affect the crack 
propagation path and speed. 
Linear elastic fracture mechanics approach and cohesive segment method allowed to simulate 
the multi-osteon cortical bone fracture accurately when using an optimized finite element model 




the linear elastic fracture mechanics approach showing faster crack propagation compared to the 



























Table 4.2 Summary of simulations and conclusions. 
Case study Variables Model description Results are in 
figure # 
Conclusions 
Mesh density Six FE models: 
226780 CPE4 element, 
37517 CPE4 element, 
21076 CPE4 element, 
18617 CPE4 element, 
13711 CPE4 element, and 
5920 CPE4 element 
Simulations performed using: 
• Mixed (displacement 
controlled) boundary 
conditions 
• Three different increment 
sizes: 0.05, 0.01, and 0.001 
• CPE4 elements 
• LEFM approach and CS 
approach with damage 
evolution based on energy 









and Figure 4.9 
• Optimal FE 











Three different simulation 
increment sizes: 
0.05, 0.01, and 0.001 
Element type Two different element 
types: CPE4, and CPE4R 
Simulations performed using: 
• Mixed (displacement 
controlled) boundary 
conditions 
• Increment sizes: 0.01 
• Two FE models contain 
13711 CPE4 elements, and 
13711 CPE4R elements 
• LEFM approach and CS 
approach with damage 
evolution based on energy 
• Heterogeneous constitutive 
model 
Figure 4.3 and 
Figure 4.10 








Two types of mixed BC 
loading techniques: 
displacement controlled, 
and traction controlled 
Simulations performed using: 
• Mixed (displacement 
controlled and traction 
controlled) BC 
• Increment size: 0.01 
• FE model contains 13711 
CPE4 elements 
• LEFM approach and CS 
approach with damage 
evolution based on energy 
• Heterogeneous constitutive 
model 
Figure 4.3 and 
Figure 4.11 
• Similar results 




path due to 
Poisson's ratio 
effect 




is easier to 
numerically 
converge 












Table 4.2 (cont.) 
 
Two different CS 
approach damage 
evolutions: energy and 
displacement 
Simulations performed using: 
• Mixed (displacement 
controlled) boundary 
conditions 
• Increment size: 0.01 
• FE model contains 13711 
CPE4 elements 
• CS approach with damage 
evolution based on energy and 
displacement 
• Heterogeneous constitutive 
model 
Figure 4.3 and 
Figure 4.12 
• Results are 
similar with a 
slight variation 
of the crack 
propagation 
path around the 
cement line 
region 




Two different BC: mixed 
BC (displacement 
controlled) vs traction BC 
Simulations performed using: 
• Traction boundary conditions 
• Increment size: 0.01 
• Two FE models contain 
13711 CPE4 elements and 
226780 CPE4 elements 
• LEFM approach 


































Simulations performed using: 
• Mixed (displacement 
controlled) boundary 
conditions 
• Increment size: 0.01 
• Two FE models contain 
13711 CPE4 elements and 
13674 CPE4 elements (without 
cortical bone phases contours) 
• CS approach with damage 
evolution based on energy 
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CHAPTER 5: FINITE ELEMENT SIMULATION OF BIODENT 
REFERENCE POINT INDENTATION ON BONE 
 
5.1 Introduction 
The mechanical properties of bone are generally measured using traditional materials testing 
approaches such as compression, tension, three or four-point bending, and fracture toughness tests. 
The basic limitations of these methods are that they are ex-vivo and destructive. The Reference 
Point Indentation (RPI) technique was invented to allow in-vivo measurements of bone material 
properties, relevant to the risk of bone fracture (Hansma et al., 2006; Diez-Perez et al., 2010). The 
instrument utilizes a cyclic loading to indent cortical bone multiple times at the same location 
(Figure 5.1). The force-versus-displacement response, generated by the RPI technique (Figure 
5.2), allows the calculation of ten RPI parameters. The ID1 and TID are the maximum indentation 
depths after the first and last cycle, respectively. The IDI is the indentation distance increase 
observed between the first and last cycles. The CID1 is the creep distance for the first loading cycle 
while the AvCID is the average of creep distances over all cycles. The US1 is the unloading slope 
calculated from the first loading cycle and the average of unloading slopes over all cycles is 
denoted by AvUS. The LS1 is the loading slope for the first loading cycle, AvLS is the average of 
loading slopes over all cycles and AvED is the energy dissipated over the third to last loading 
cycle. These RPI parameters are summarized in Table 5.1 for easy reference. The BioDent 1000™  
This work was previously published: Idkaidek, A., Agarwal, V. and Jasiuk, I. (2017) 'Finite element 
simulation of Reference Point Indentation on bone', J Mech Behav Biomed Mater, 65, pp. 574-
583. 
This study was presented at: 
• Midwest Biomedical Engineering Regional Conference, 2016. 





RPI instrument (Active Life Scientific, Inc., Santa Barbara, CA) is an experimental device used to 
perform the RPI tests and utilizes a software which computes the RPI parameters. 
The RPI technique has received considerable interest in the bone mechanics community.  
There have been nearly fifty journal papers published from several different perspectives since its 
invention in 2006. Some of these studies have focused on the development of the method (Hansma 
et al., 2006; Hansma et al., 2008), protocols (Setters and Jasiuk, 2014; Coutts et al., 2015; Jenkins 
et al., 2015), in vivo studies (Diez-Perez et al., 2010; Aref et al., 2013; Güerri-Fernández et al., 
2013; Farr et al., 2014), and ex vivo studies (Randall et al., 2009; Gallant et al., 2013; Rasoulian et 
al., 2013; Bart et al., 2014; Granke et al., 2014; Hammond et al., 2014; Milovanovic et al., 2014; 
Beutel and Kennedy, 2015; Coutts et al., 2015; Granke et al., 2015; Hoffseth et al., 2015; 
Katsamenis et al., 2015). The RPI technique has also been utilized in dental studies (Yassen et al., 
 






2014) and soft tissue research (Hansma et al., 2009; Tang et al., 2010; Tang et al., 2011; Cheng et 
al., 2014). An overview of the RPI technique is given in a recent review paper by Allen et al. 
(2015). 
 
Table 5.1 Description of RPI outputs. 
RPI Output Description 
ID1 Maximum first cycle indentation depth 
LS1 First loading cycle force vs displacement loading slope 
US1 First loading cycle force vs displacement unloading slope 
CID1 Creep distance for the first loading cycle 
TID Total test probe penetration depth 
IDI Indentation distance increase from the first cycle to the last cycle 
AvCID Average of creep indentation depth over all cycles 
AvUS Average force vs displacement unloading slope over all cycles 
AvLS Average force vs displacement loading slope over all cycles 
AvED Average of energy dissipated over 3rd to last test cycles 
 
Based on these introductory studies on the RPI technique, the indentation distance increase 
(indentation depth) between the first and last cycles has been identified as the most promising 
output of the RPI method. Diez-Perez et al. (2010) showed that the IDI correlates well with the 
 





incidence of fracture and was able to distinguish between normal and osteoporotic patients. Gallant 
et al. (2013) found that the IDI is inversely correlated with bone toughness obtained from three-
point bending and axial compression tests. Rasoulian et al. (2013) studied age-related changes in 
porcine femoral cortical bone and showed that the IDI decreases with age in developing bone. In 
their studies, Granke et al. (2014) demonstrated that the IDI provides the best correlation between 
yield stress and toughness. However, in general, it is still not well understood how the RPI 
parameters are related to the specific bone properties. Thus, there is a need for further studies on 
the interpretation of the RPI parameters before this technique can be more fully utilized in both 
research and clinical settings. 
Computer simulations can provide additional insight into the RPI technique. To date, there 
has only been one computational study on the RPI method (Hoffseth et al, 2015), which simulated 
an indentation of the cortical bone using an Osteoprobe, another RPI device designed with clinical 
setting in mind. However, this instrument provides only one output, the bone material strength 
index (normalized indentation distance increase). Other related computational studies include 
simulations of nanoindentation of bone (Zhang et al., 2008; Mullins et al., 2009; Zhang et al., 
2010; Adam and Swain, 2011, among others). A constitutive law that captures the isotropic 
viscoelastic-plastic response of bone was proposed by Zhang et al. (2008), and it was subsequently 
generalized to include damage (Zhang et al., 2010).  
In this study, we simulate RPI on human cortical bone, mimicking the BioDent tests, using 
the finite element method (FEM) available in the commercial software Abaqus (V6.14). Our model 
utilizes the isotropic viscoelastic-plastic constitutive model proposed by Zhang et al. (2010) for 
human cortical bone. This constitutive law has eight material constants and we vary four of these 




Additionally, experimental factors (indentation peak load, number of cycles, and indenter tip 
radius) are varied in the simulations. The force-versus-displacement response is obtained for each 
case, post-processed to calculate the RPI parameters, and compared with experimental results 
(Granke et al., 2014). The effects of the input variables on the RPI outputs are reported, and the 
relationship between the RPI parameters and the elastic, viscoelastic and plastic material behavior 
of bone are investigated to gain a better understanding of the RPI technique. 
 
5.2 Methods 
5.2.1 Material model 
The plastic-damage model of Lubliner et al. (1989) is a general model that incorporates 
damage in materials and a subsequent reduction in elastic modulus under tensile and compressive 
strains. RPI performed on cortical bone will locally damage the bone sample, mainly due to 
compressive loading (Setters and Jasiuk, 2014). Therefore, damage due to tensile strains is 
neglected in this study.  
Assuming continuum damage, where 𝑑 is the scalar damage variable, the effective stress in 
the medium is given by equation (5.1), (Zhang et al., 2010), 
𝝈 = [1 − 𝑑]𝑬𝑒𝑙: [𝜺 − 𝜺𝑝𝑙]      
(5.1)  
 
where 𝜺 is the total strain, 𝜺𝑝𝑙 is the plastic strain, and 𝑬𝑒𝑙 is an elasticity tensor. The elasticity 
tensor is a function of the elastic modulus 𝐸 and Poisson’s ratio 𝜈 for homogeneous isotropic 
materials. The true stress can be interpreted as the stress resulting from an undamaged area fraction 




(fully damaged), depending on the amount of damage induced during loading. The damage 
parameter is related to the plastic strain using an exponential function: 
 
𝑑 = 𝛾(1 − 𝑒−𝛽𝜅𝑐)      
(5.2) 
  
where 𝛾 and 𝛽 are material parameters (see Table 5.2) and 𝜅𝑐 is an equivalent compressive plastic 
strain. 
Table 5.2 Base material properties of human cortical bone, load values, and number of loading cycles. 
Parameter Value Description 
𝝍 22.5𝑜 Dilation angle 
𝝈𝒃𝟎
𝝈𝒄𝟎
 1.125 Ratio of equibiaxial compressive yield stress 
to uniaxial compressive yield stress. 
𝝈𝒄𝟎 100 MPa Uniaxial Compressive Yield Stress 
𝑬 18.6 GPa Elastic Modulus 
𝝂 0.3 Poisson’s Ratio 
 
The elastoplastic boundary is defined by the Drucker-Prager yield function F given as  
 
𝐹 = ?̅? − 3𝛼?̅? − 𝑌 ≤ 0           
(5.3) 
 






     
(5.4) 
 
and ?̅? is the effective equivalent von Mises stress given by 
 
?̅? = √1.5𝜎𝑑𝑒𝑣: 𝜎𝑑𝑒𝑣    (5.5) 
 





The yield stress is expressed as  
 
𝑌 = [1 − 𝛼]𝜎𝑐 − [
[1 − 𝛼]𝜎𝑐
𝜎𝑡
− [1 + 𝛼]]〈𝜎𝑚𝑎𝑥〉 
(5.6) 
 
where 𝜎𝑐 is a uniaxial compressive failure stress, 𝜎𝑡 is a uniaxial tensile failure stress and 𝜎𝑚𝑎𝑥 is 
a maximum eigenvalue. In equation (5.6), 〈… 〉 are Macaulay brackets, such that under compressive 
strain, the second term vanishes and only the first term remains. 
 








− 1]           (5.7) 
 
where 𝜎𝑏0/𝜎𝑐0 is the ratio of an equibiaxial compressive yield stress to a uniaxial compressive 
yield stress. 
Non-associated plastic flow for bone is defined by a plastic potential 𝐺 as 
 
𝐺 = ?̅? − ?̅?  tan 𝜓    (5.8) 
 
where 𝜓 is a dilation angle, and ?̅? and ?̅? are defined in equations (5.4) and (5.5). 
 
This model also implements a Duvaut-Lions type viscoelastic-plastic regularization for 






?̇?𝑣𝑝 = [𝑑 − 𝑑𝑣𝑝]/𝜇   (5.9) 
  
?̇?𝑐
𝑣𝑝 = [𝜅𝑐 − 𝜅𝑐
𝑣𝑝]/𝜇   (5.10) 
 
?̇?𝑡
𝑣𝑝 = [𝜅𝑡 − 𝜅𝑡
𝑣𝑝]/𝜇   (5.11)  
 
where 𝜇 is a viscosity parameter.  
 
The parameters (inputs to model human cortical bone) and their default values, used in this 
study, are listed in Table 5.2. 𝐸, 𝜎𝑐0, 𝛾 and 𝜇 were varied one at a time during simulations, keeping 
all other properties constant as shown in Table 5.3.  
 
Table 5.3 Additional material properties, load values, and number of loading cycles. 
Constants Values 
𝑬 14GPa, 15GPa, 16GPa, 17GPa, 18.6GPa, 
𝝈𝒄𝟎 50MPa, 75MPa, 100MPa,150MPa, 200MPa 
𝜸 0.5, 0.8, 0.9 
F 6N, 8N, 10N (N: Newton) 
𝝁 0.02s, 0.04s, 0.08s (s: seconds) 
Cycles 2, 5, 7, 10 
Indenter tip radius 15 𝜇𝑚, 30 𝝁𝒎 (𝝁𝒎: 𝒎𝒊𝒄𝒓𝒐 𝒎𝒆𝒕𝒆𝒓) 
 
5.2.2 Finite Element Model 
An axisymmetric finite element (FE) model was built to simulate indentations on human 
cortical bone, as illustrated in Figure 5.3. Due to problem nonlinearities, the finite element analysis 
was not able to numerically converge when using an FE model that includes less than 50,000 4-
node bilinear axisymmetric quadrilateral elements (CAX4). Therefore, the FE model mesh density 
was increased multiple times to achieve a numerically convergent solution. The final FE model, 
used in this study, contained 52,780 4-node bilinear axisymmetric quadrilateral elements to 




indenter had a 45o half angle and was modeled using 2,500 4-node bilinear axisymmetric 
quadrilateral elements. The size of the substrate was chosen to be about 50 times larger than the 
indentation depths (~40 𝜇𝑚). To preserve simulation accuracy, a biased meshing technique was 
adopted to ensure that a small enough element size was used near the indentation zone (~2 𝜇𝑚), 
while the elastic properties of steel were used to simulate the indenter tip. Human bone material 
parameters, defined in the isotropic viscoelastic-plastic constitutive model of Zhang et al. (2010), 












5.2.3 Boundary conditions 
The bottom edge nodes of the substrate representing a human cortical bone were fully 
restrained while the vertical edge nodes of the sample were kept free. Interactions between the 
cortical bone and the indenter tip in the FE model were represented using surface-to-surface and 
finite sliding algorithms (Abaqus V6.14 theory guide). The friction coefficient between the 
indenter tip and the cortical bone sample is not well defined in the literature and is very sensitive 
to the indenter tip and bone sample surface finish. In this study, the friction coefficient was 
assumed to be 0.1. The indentation force and number of cycles were varied as shown in Table 5.3. 
5.2.4 Analysis and Post-processing 
Due to the large deformations and contact between the indenter and the bone sample, a 
nonlinear FEA was performed, where geometric and contact nonlinearities were included.  
RPI is a dynamic problem and therefore the analysis was initially performed using dynamic 
solvers. Abaqus offers two dynamic solvers: implicit and explicit. Using the Abaqus explicit solver 
required a long analysis time for each iteration (over 50 hours when using 64CPUs 2.9GHz each). 
Also, the dynamic implicit solver demanded a longer analysis time than using the quasi-static 
implicit solver. The RPI dynamic analysis showed that problem kinetic energy is lower than 1% 
compared to its internal energy (recoverable strain energy + plastic dissipation energy); this result 
was expected because the initial distance between the indenter tip and the cortical bone sample is 
very small, mimicking the actual RPI test setup. Therefore, the analysis was performed using a 
quasi-static implicit solver, based on our earlier study (Idkaidek and Jasiuk, 2015). The RPI 
simulations using the quasi-static analysis generated very similar results to those obtained using 




to the implicit dynamic analysis and over 60% compared to the explicit dynamic analysis. Thus, 
the RPI simulations were conducted using the quasi-static model within the Abaqus (version 6.14) 
software package. 
The RPI parameters were computed from the force-displacement data. The BioDent 
instrument software calculates the unloading slopes by fitting a line to data points between 5% and 
40% of the unloading time interval. Loading slopes are calculated by fitting a line to the data points 
obtained in the last 40% of the loading time interval. Loading and unloading slopes calculated 
from the simulation results followed the same method as in the BioDent instrument software. 
 
5.3 Results and Discussion 
5.3.1 Computational Results 
In this study, we investigated computationally the effect of various material and testing 
variables on the RPI parameters. The RPI technique has been used to measure bone material 
properties in-vivo to predict the risk of bone fracture (Hansma et al., 2006; Diez-Perez et al., 2010). 
However, the relationship between the RPI measured parameters and bone properties is still not 
well understood. To address this issue, we simulated the RPI on human cortical bone, mimicking 
BioDent tests, using the commercial finite element software Abaqus (V6.14). Cortical bone 
material inputs (𝐸, 𝜎𝑐0, 𝛾 and 𝜇) and testing characteristics (cyclic peak force, number of cycles, 
and indenter tip radius) were varied one at a time during simulations as summarized in Table 5.3, 
while all other inputs remained constant as shown in Tables 5.2 and 3 in a bold font. Thus, we 
studied how various forms of stress-strain curve and testing variables influence the RPI 
parameters. Note that, for simplicity, we did not model the fracture of the material due to 





In order to gain an insight into local fields due to the RPI indentations, Figure 5.4 shows the 
RPI simulation results obtained using the default inputs (as given in Tables 5.2 and 3 in a bold 
font). Figure 5.4-a illustrates the von Mises stress contours in the model at the peak load of the 5th 
loading cycle while Figure 5.4-b shows the equivalent plastic strain contours due to RPI of the 
cortical bone at the end of the 5th loading cycle. It is evident from the contour plots that damage 
is contained within a small zone close to the indenter (~50𝜇𝑚 – 150𝜇𝑚). 
 
Figure 5.4 RPI simulation results at the end of the 5th loading cycle using material properties as given 




The RPI finite element simulations show that an increase in the elastic modulus (Young’s 
modulus) leads to decreases in the ID1 and TID outputs and to increases in the US1, LS1, AvUS, 
and AvLS outputs. This behavior is expected because an increase in Young’s modulus will 
increase the resistance of bone to elastic deformations due to applied forces, which results in an 
increase in the slope of the force-deformation curves. Interestingly, the IDI does not follow this 
trend and shows little dependence on Young’s modulus. Varying Young’s modulus also has a 
limited effect on the CID1, AvCID and AvED outputs, which is expected since these are associated 
with time-dependent material behavior (creep and energy dissipation). These results are 
summarized in Table 5.4. 
 
Table 5.4 Computationally obtained RPI parameters for different values of Young’s modulus. 
 
 
Secondly, an increase in the compressive yield stress decreases the ID1, CID1, TID, AvCID, 
and AvED parameters and increases the LS1, but has limited effect on the US1, AvUS, and AvLS 
parameters. We also found that increasing the compressive yield stress leads to a decrease in the 
IDI, indicating that increasing the compressive yield stress reduces the change in bone deformation 
during RPI loading. This behavior is consistent with expectations. The effects of varying the 




force vs displacement responses where the material becomes more compliant and indentation 










Table 5.5 Computed RPI parameters as a function of compressive yield stress. 
 
 
Third, if the damage constant is increased there is an increase in the ID1, CID1, and TID 
parameters, resulting in deeper indents, again as expected. Also, increasing the damage constant 
causes decreases in the US1, LS1, AvUS, AvLS, and AvED parameters. This implies that damage 
is initiated early on due to the sharp tip of the indenter. Interestingly, the effect of increasing the 
damage constant shows no clear trends on the IDI and AvCID. For example, increasing the damage 
parameter by 60% and 80% decreased IDI by only 22% and 11%, respectively. The effects of 
variation of the damage constant on RPI parameters and the force vs. deformation are shown in 
Table 5.6 and Figure 5.6-a, respectively.  





Next, an increase in the viscosity constant leads to increases in the CID1, AvCID, and 
AvED as expected since these represent time-dependent characteristics of the force-deformation 
curve. Increasing the viscosity constant also leads to an increase in the IDI.  Furthermore, an 
increase in the viscosity constant leads to decreases in the ID1 and TID; it is interesting that these 
have an opposite trend to the IDI results. The slopes LS1, AvUS, and AvLS show no dependence 
on the viscosity constant while US1 shows a slight increase; Table 5.7 and Figure 5.6-b show the 
effect of variation of the viscosity constant.   
 















The RPI maximum applied load was found to be proportional to all RPI parameters including 
the IDI, where higher peak loads result in larger indentation distances. Table 5.8 and Figure 5.7-a 
illustrate the effect of different cyclic peak loads on RPI parameters and the force vs displacement 
response.   
 





Table 5.8 Computed RPI parameters as a function of maximum applied cyclic force. 
 
 
Furthermore, we find that the indenter radius is proportional to CID1 and AvCID values, 
where increasing the indenter tip radius from 15 mm to30 mm increased the CID1 and AvCID 
values by 7% and 5%, respectively. When the indenter tip radius is increased there is a decrease 
in the ID1, TID, and AvED, but there is a limited effect on the LS1, US1, AvLS, and AvUS. Also 
increasing indenter tip radius by 50% has a limited effect on the IDI.  Table 5.9 and Fig. 7b show 
the effect of varying the indenter tip radius. 
 






A strong linear correlation between the US1 and the AvUS versus elastic modulus is observed, 
which shows that the US1 can be used to determine the elastic modulus. Decreasing the elastic 
modulus by 8.6% and 13.98% decreased the US1 by 4.92% and 8.20%, respectively. Also, the 
US1 is relatively insensitive to changes in the compressive yield stress, where a 50% change in 
the compressive yield stress resulted in almost no change in the US1. This is expected because the 
material response at the beginning of unloading is mainly elastic. A linear relationship is also 
observed between the elastic modulus versus the LS1 and the AvLS, where a decrease in the elastic 
modulus of 8.6% and 24.73% decreased the AvLS by 4% and 12%, respectively. Unloading slopes 
(both US1 and AvUS) were also found to be inversely proportional to the change in the damage 
parameter and proportional to the peak force, as observed in Tables 5.6 and 5.8.  
Decreases in the elastic modulus, compressive yield stress, and viscous parameters and an 
increase in the damage parameter correspond with the increase in the indentation distances ID1 
and TID. This is an important finding, which correlates with earlier reports that showed that 
indentation distances capture the inelastic behavior of bone. 
As mentioned in the Introduction, the IDI has been identified as the most promising RPI 
parameter to assess the susceptibility of bone to fracture. Our computations show that the IDI is 
not a strong function of the elastic modulus and the indenter tip radius, as illustrated in Tables 5.4 
and 5.9. The fact that the IDI is insensitive to the indenter tip radius is an important observation 
since it is known that the indenter tip blunts with additional measurements. On the other hand, the 
IDI varies with the change in the compressive yield stress, viscosity constant, and indentation load 
value. The IDI is found to be proportional to the viscosity constant and indentation load value and 
inversely proportional to the compressive yield stress, as shown in Tables 5.5, 5.7, and 5.8, and 




not have a consistent trend with the damage constant for the choice of parameters that were used 
in our simulations. A more complete parametric investigation could provide further insights.  
Creep distances (CID1 and AvCID) were found to be inversely proportional to the 
compressive yield stress and only the AvCID is inversely proportional to the cyclic peak force. On 
the other hand, creep distances are proportional to the viscosity constant and indenter tip radius as 
shown in Tables 5.5, 5.7, 5.9, and 5.10. 
 
The RPI simulations were performed using a 10N cyclic load and the defaults for all other 
inputs (as shown in Tables 5.2 and 5.3 in bold font) were used to investigate the effect of the 
number of cycles on the RPI parameters. Results for the variation in the number of cycles are 
presented in Table 5.10, where the ID1, US1, LS1, and CID1 do not change due to their 
dependency on the first cycle only. Also, the changes in TID and AvUS are small, which is 
 





expected due to the energy dissipation decrease as the number of load cycles increases. Also, the 
AvCID and AvED were found to be inversely proportional to the number of load cycles. 
 
Table 5.10 Computed RPI parameters as a function of number of cycles. 
 
 
Existing experimental studies have sought correlations between the RPI parameters and 
mechanical properties such as stiffness (elastic modulus), yield strain or stress, toughness, fracture 
toughness, or ultimate strength.  Researchers found a positive relationship between the stiffness 
and AvLS and AvUS (Granke et al. 2014) and a negative relationship between post-yield strain 
and IDI (Hansma et al 2008; Granke et al. 2014), which agree with the findings of our study. They 
also found negative relations between the IDI and toughness (Hansma et al. 2008; Granke et al. 
2014), the IDI and crack growth toughness (Diez-Perez et al. 2010; Katsamenis et al. 2015) and 
the IDI and ultimate strength (Granke et al. 2014; Abraham et al. 2015), among others. However, 
since our computational model does not include bone tissue fracture, we could not study 
correlations of the RPI parameters with bone strength, toughness, and fracture toughness.  
Bone exhibits complex failure phenomena due to its complex composite, inhomogeneous and 




toughening mechanisms are present in cortical bone during deformation (Launey et al, 2010). 
Intrinsic mechanisms include molecular uncoiling of collagen and intermolecular sliding, 
microcracking, and fibrillar sliding at the mineralized collagen fibril level. At higher structural 
scales, extrinsic mechanisms, which include crack deflection and twisting, collagen fibril bridging 
and constrained microcracking, are more pronounced.  At a yet higher scale, osteons, cement lines, 
and porosities such as Haversian canals contribute to the bone’s resistance to fracture. Thus, there 
are complex elastic, viscoelastic and plastic deformations that take place in bone at different 
structural scales and their collective interplay contributes to the bone quality (Launey et al., 2010; 
Sabet et al., 2016).  We employed a constitutive law at the cortical bone tissue level, which includes 
elastic, viscoelastic and plastic components to account for, in an average sense, these complex 
deformations that occur at different structural levels. A more detailed multi-scale model of the RPI 
indentation, including modeling of the fracture, could provide further insights into the 
contributions of these multi-scale phenomena on the RPI outputs. 
This study has several limitations. The constitutive law used (Zhang et al., 2010) implements 
a continuum damage model that does not include fracture. We did not model cracks explicitly and 
did not account for the fracture of cortical bone tissue due to indentations. On the contrary, 
scanning electron microscopy images (Setters and Jasiuk, 2014) of bone subjected to RPI showed 
cracks. Moreover, this study represents bone as a homogeneous and isotropic material, whereas it 
is known that bone has a complex spatially heterogeneous microstructure and exhibits anisotropy. 
We used both assumptions for computational simplicity. Future studies can provide more accurate 
RPI simulation results after releasing such assumptions. Thus, the observations reported in this 
study, are within the constraints of the model used in simulations, which assumes isotropy and 




would account for a hierarchical structure of bone. Again, this was done for simplicity. Another 
limitation is neglecting damage due to tensile strains; however, RPI on bone is expected to induce 
damage that is mainly due to compressive stresses, as indicated in Figure 5.9.  
 
5.3.2 Comparison with experiments 
Granke et al. (2014) performed RPI experiments using the BioDent, applying a cyclic load of 10N in 
two orthogonal directions (longitudinal and transverse) on the femoral mid-shafts from 26 human donors 
25–101 years old. In their study, the experimentally obtained RPI parameters (CID1, LS1, US1, AvCID, 
AvLS, and AvUS) were reported for transverse and longitudinal indentations. We use these results to 
validate our computational results. In this study, the RPI simulations were performed using the FE model 
described in Figure 5.3, the boundary conditions described in Section 2.2, and human bone isotropic 
 
Figure 5.9 Stress contours at the end of 1st cycle loading using material properties as given in Tables 2 and 
3 in bold font: a) σ11 and b) σ22. The contours shown in the image are mainly in a dark color (black), which 
represents compressive stresses. Tensile stresses are represented mainly in green. The tensile stresses are 





viscoelastic-plastic constitutive model proposed by Zhang et al. (2010). We used the material properties 
described in Tables 5.2 and 5.3 in bold font, and 10 load cycles as described in Figure 5.1 with a 10N peak 
load value. In order to investigate the effect of the indenter tip radius on the RPI simulation results, two 
RPI simulation iterations were performed using 30μm and 15μm indenter tip radii. 
Table 5.11 compares the computational results with the experimental results of Granke et al. 
(2014). The RPI simulation results agree to within 0% to 42% with the experimental results. 
Furthermore, the simulation results agree (0% to 25%) with the test results if LS1 is disregarded. 
The simulation results are about 40% higher for the LS1 values compared to the experimental 
results. This is probably due to the presence of pores in the indentation area as described in the 
experimental study (Granke et al., 2014). It is important to note that we are assuming isotropic 
material properties while the test results were reported in two orthogonal directions (longitudinal 
and transverse). Our assumption is expected to have a negative effect on the comparison with test 
results. On the other hand, all RPI parameters computed from the simulations are within the 
reported experimental values for both transverse and longitudinal indentations.  
 
Table 5.11 Comparison between RPI experimental results (Granke et al. 2014) and computed RPI results. 




The finite element method within Abaqus software V6.14 was used to simulate RPI on human 




constants used to represent human bone properties (Zhang et al., 2010). Simulation results are in 
good agreement with the experimental study of Granke et al. (2014). 
The simulation results indicate that RPI parameters are sensitive to the material properties of 
human cortical bone. The unloading slopes were found to be good indicators of the elastic 
modulus. ID1 and TID RPI parameters have the same strong relationship to the material constants, 
where both are inversely proportional to the elastic modulus, compressive yield stress, viscous 
constant, and indenter tip radius. On the other hand, ID1 and TID are proportional to the damage 
parameter and the maximum applied load. Also, the IDI is found to have a limited relation to the 
damage parameter, indenter tip radius, and elastic modulus. However, IDI was found to be strongly 
inversely proportional to the compressive yield stress, and strongly proportional to the viscosity 
constant and maximum applied load. 
These simulations provide new insights into the RPI technique, which can generate data on 
bone material properties. Further insights can be obtained by conducting more accurate simulations 
and doing further experiments using the RPI technique. Such studies are needed before the RPI 
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Bone is a biological organ which among its other functions serves as structural support and 
protection for other organs. As a structural material, bone has excellent mechanical properties 
when healthy: high stiffness, strength, and fracture toughness. However, when bone is diseased, 
its mechanical properties are compromised, and the bone is more prone to fracture (e.g., Rho et 
al., 1998).  
Bone consists of cortical (compact) bone forming an outer shell and trabecular (spongy) bone 
filling space within. Bone is a multi-phase composite material made of soft and deformable 
proteins (mainly collagen), stiff but brittle apatite mineral, and fluid-filled pores. Bone self-
assembles from an atomic level, through the nanoscale, microscale, mesoscale up to the 
macroscale forming a complex hierarchical structure. Mechanical properties of bone are 
determined by this complex composite and spatially heterogeneous multi-scale structure (Weiner 
and Traub, 1992; Weiner and Wagner, 1998, Rho et al., 1998).  
Bone’s health is assessed clinically by estimating its resistance to fracture.  Bone fracture is a 
mechanics problem. Bone’s ability to withstand loads depends on its mechanical properties which 
result from bone’s composition and structure (e.g., Currey, 2002; Fyhrie and Christiansen, 2015).  
This work was recently published: Idkaidek, A. and Jasiuk, I. (2019) 'Modeling of Osteoprobe 
Indentation on Bone', Journal of the Mechanical Behavior of Biomedical Materials. V90, PP 365-373. 




Clinically, patient’s bone is assessed by measuring bone mineral density (BMD) and possibly 
additional imaging (e.g., Kanis et al., 1994). These noninvasive techniques provide information on 
the bone composition and structure, but they do not capture directly mechanical properties of bone. 
Numerous studies have measured mechanical properties of bone from cadavers. They range 
from bending tests of whole bones (macroscale) to tension, compression, and bending tests of 
small bone pieces (mesoscale) to microindentation and nanoindentation measurements 
(microscale/nanoscale) (e.g., Fyhrie and Chrisiansen, 2015).  
Reference Point Indentation (RPI) is a novel microindentation technique that was invented to 
test bone in vivo (Hansma et al., 2006, 2008; Bridges et al., 2012). There are two types of RPI 
instruments: (1) BioDent (with earlier versions called Osteoprobe I and Osteoprobe II) which 
consists of a probe and a reference probe and involves a cyclic quasi-static indentation (Hansma 
et al 2006; 2008), and (2) Osteoprobe which has no reference probe and uses a single dynamic 
indent (Bridges et al., 2012; Randall et al., 2013). More information on the Biodent and Osteoprobe 
devices is provided in several review papers (e.g., Allen et al., 2015; Arnold et al., 2017; Herrera 
and Diez-Perez, 2017), and few reports which compare these two instrument types (Abraham et 
al., 2016; Uppuganti et al, 2017; Karim et al., 2018). 
In this study, we focus on the newer instrument, the Osteoprobe (ActiveLife, Santa Barbara, 
CA) which was designed for clinical use on humans and large animals (e.g., horses). The 
Osteoprobe microindentation involves four stages: (1) pre-load, (2) triggering, (3) impact, and (4) 
unloading (Bridges et al. 2012). First, bone is preloaded to 10 Newtons (N); this position serves as 
a “reference point.” Then, a trigger mechanism creates an additional 30N impact force, in ~0.25 




distance increase (IDI), also called an indentation distance, is calculated as the indentation distance 
into the bone material at the maximum force of 40N minus the indentation distance at the preload 
force of 10N. The Osteoprobe instrument has one output which is called Bone Material Strength 
index (BMSi) which is defined as the ratio of the harmonic mean of IDI of the reference/calibration 
material (PMMA) and the average IDI of the tested bone times 100. For clinical measurements, it 
is recommended to acquire 10 ‘good’ measurements in nearby locations at least 2 mm apart, and 
then indent the “BMS-100” reference material at least five times (Bridges et al., 2012; Randall et 
al., 2013) to obtain averages. 
There are multiple clinical studies using Osteoprobe on living humans, in which researchers 
correlate BMSi with bone mineral density (BMD), disease, age, sex, and other factors. Farr et al. 
(2014) did first such clinical investigation on type 2 diabetic postmenopausal women with age-
matched non-diabetic controls and found that diabetic patients had significantly lower BMSi than 
controls although their BMD was similar. Similar conclusions were obtained by Nilsson et al. 
(2017). Sosa et al. (2015) tested Norwegian and Spanish women who had normal BMD, no 
vertebral fractures, and no secondary osteoporosis, and found a significantly lower BMSi in 
Norwegian women. That study was motivated by the fact that Scandinavians have a higher risk of 
fractures. Malgo et al. (2015) studied patients with low bone mass and with or without fragility 
fractures and found lower BMSi values in patients with fractures although their BMD was 
comparable to those with no fractures. Mellibovsky et al. (2015) investigated patients undergoing 
various glucocorticoid treatments and found earlier changes in BMSi than in BMD. Guerii-
Fernandez et al. (2016) studied patients with HIV and controls and found significantly lower BMSi 
in HIV patients, independently of BMD. Sundh et al. (2016) addressed the effect of body mass 




women with prior stress fractures and controls and found lower BMSi in the group that had 
fractures, regardless of their BMD. Malgo et al. (2017a) studied patients with acromegaly and 
found that they had significantly lower BMSi values than controls. In another study, Malgo et al. 
(2017b) found that BMSi was low in patients with fragility fractures and low bone mass. Herrera 
et al. (2017a) investigated patients with Canuarati-Engelmann disease and noted lower BMSi than 
controls. Also, Herreira et al. (2017b) reported that patients with type 1 Gaucher disease had 
significantly lower BMSi.  On the other hand, Jonahsson et al. (2018) did not see associations 
between BMSi and vertebral fractures. Also, Aasarod et al. (2016) investigated patients with 
atrophic gastritis and compared them with sex- and age-matched controls and found no change in 
BMSi in these groups. Thus, BMD may not capture increased fracture risk, and Osteoprobe shows 
high promise as a new complementary clinical tool for diagnosis of bone health.    
 Hoffseth et al. (2015) investigated the Osteoprobe indentation computationally by using a 
finite element analysis and validated it by comparing their numerical results with equine cortical 
bone indent contours that they obtained using an atomic force microscope. Other related 
computational studies on the indentation of bone include simulations of the Biodent indentation 
by Idkaidek et al. (2017), and modeling of the nanoindentation (Zhang et al., 2008; Mullins et al., 
2009; Zhang et al., 2010; Adam et al., 2011), wedge indentation (Hoffseth et al., 2017), and 
microindentation (Schwiedrzik et al., 2015). 
In summary, the Osteoprobe microindentation is a minimally invasive technique which has 
potential to assess bone’s resistance to fracture in patients. However, there is still limited 
knowledge about the physical interpretation of the Osteoprobe output, BMSi, and how it relates to 
mechanical properties of bone as pointed out by Allen et al. (2015), McNerny et al. (2016), Malgo 




this technique, relations between bone’s mechanical properties and Osteoprobe’s output, the 
BMSi, should be established. This open topic motivates our study. 
In this study, we investigate computationally how the Osteoprobe output (BMSi) relates to 
mechanical properties of bone. We also explore the dependence of BMSi on experimental factors. 
Computational studies, validated by experiment, can serve as “controlled experiments.” 
Advantages of computational approaches are that a wide range of input parameters can be 
investigated while reducing the need for actual experiments and saving costs.  
The objectives of this study are to address the following open questions: 
1. How is BMSi related to mechanical properties of bone (Young’s modulus, 
compressive yield stress, and damage and viscosity constants)?  
2. How is BMSi related to experimental parameters (indenter tip radius and the 
friction coefficient between the indenter and bone)? 
We hypothesize that these mechanical properties and experimental factors have a significant 
influence on the Osteoprobe BMSi.  
 






The Osteoprobe microindentation on a cortical bone is simulated using a commercial finite 
element software Abaqus (V6.14). Four material constants (Young’s modulus, compressive yield 
stress, and viscosity and damage constants) are varied, one at a time, to investigate how they 
influence the Osteoprobe output, BMSi. The effects of experimental factors (indenter tip radius 
and friction coefficient) on BMSi are also studied. 
 
6.2.1 Material model 
Isotropic viscoelastic-plastic constitutive law with continuum damage but no fracture, 
following (Zhang et al., 2010), is used to model human cortical bone. Zhang et al. (2010) validated 
this material model by modeling nanoindentation of human cortical bone using a conical indenter. 
Details on this constitutive law are presented next for completeness.  
The effective stress is given as 
                               𝝈 = [1 − 𝑑]𝑬𝑒𝑙: [𝜺 − 𝜺𝑝𝑙]                      (6.1) 
 
where 𝜺 is a total strain, 𝜺𝑝𝑙 is a plastic strain, 𝑬𝑒𝑙 is an elasticity tensor which is a function of the 
elastic modulus 𝐸 and Poisson’s ratio 𝜈, and 𝑑 is a scalar damage parameter which has a value 
between 0 (undamaged) and 1 (fully damaged). The colon represents the product of a fourth order 
elasticity tensor and the second order strain tensor. The damage parameter is assumed to have an 





                                    𝑑 = 𝛾(1 − 𝑒−𝛽𝜅𝑐)                      (6.2) 
  
where 𝛾 and 𝛽 are material parameters. Since indentation involves compressive loads (Zhang et 
al., 2010; Setters et al., 2014; Idkaidek et al., 2017), tensile stresses are significantly smaller than 
compressive stresses as shown in Figure 6.4-c and discussed in Section 3. Therefore, the damage 
due to tensile strains is neglected, for computational simplicity. 
In general, the elastoplastic boundary is defined by the Drucker-Prager yield function F:  
 
                                 𝐹 = ?̅? − 3𝛼?̅? − 𝑌 ≤ 0                    (6.3) 
 
where  ?̅? =
1
3
𝜎: 𝐼, ?̅? = √1.5𝜎𝑑𝑒𝑣: 𝜎𝑑𝑒𝑣, 𝑌 = [1 − 𝛼]𝜎𝑐 − [
[1−𝛼]?̅?𝑐
?̅?𝑡
− [1 + 𝛼]]〈𝜎𝑚𝑎𝑥〉, and ?̅? is an 
effective hydrostatic pressure, ?̅? is an effective equivalent von Mises stress, 𝜎𝑑𝑒𝑣 is an effective 
deviatoric stress, Y is a yield stress, 𝜎𝑐 is a uniaxial compressive failure stress, 𝜎𝑡 is a uniaxial 
tensile failure stress, and 𝜎𝑚𝑎𝑥 is a maximum eigenvalue. The <…> brackets imply that when the 







− 1], where 𝜎𝑏0/𝜎𝑐0 is the ratio of an equi-biaxial compressive yield stress to a 
uniaxial compressive yield stress. 
 
The plastic potential 𝐺 defines the non-associated plastic flow of bone: 
 
                                𝐺 = ?̅? − ?̅? tan 𝜓                            (6.4) 
 




The constitutive model used in this study also implements a Duvaut-Lions type visco-plastic 
relation between equivalent plastic strains 𝜅𝑐 (compression) and 𝜅𝑡 (tension) and the scalar damage 
variable 𝑑:  
 
?̇?𝑣𝑝 = [𝑑 − 𝑑𝑣𝑝]/𝜇, ?̇?𝑐
𝑣𝑝 = [𝜅𝑐 − 𝜅𝑐
𝑣𝑝]/𝜇, ?̇?𝑡
𝑣𝑝 = [𝜅𝑡 − 𝜅𝑡
𝑣𝑝]/𝜇  (6.5) 
 
where 𝜇 is a viscosity parameter.  
Table 6.1 lists the parameters used in this study. These parameters were chosen based on 
literature (as indicated in Table 6.1) and our validation (Idkaidek et al., 2017) with experimental 
results of Granke et al. (2014). The indenter tip radius, the friction coefficient, and mechanical and 
material properties (𝐸, 𝜎𝑐0, 𝛾 , and 𝜇) are varied one at a time are summarized in Table 6.2. 
Table 6.1 Base material properties of human cortical bone. 
Parameter Value Description 
𝝍 22.5𝑜 Dilation angle (Phillips et al., 2003). 
𝝈𝒃𝟎
𝝈𝒄𝟎
 1.125 The ratio of equibiaxial compressive yield 
stress to uniaxial compressive yield stress 
(Lubliner et al., 1989). 
𝝈𝒄𝟎 100 MPa Uniaxial compressive yield stress (Hansen et 
al., 2008). 
𝑬 18.6 GPa Young’s modulus (Zysset et al., 1999). 
𝝂 0.3 Poisson’s Ratio 
𝜸 0.9 Constant for calculation of 𝑑 using Eq. 2 
𝜷 19 Constant for calculation of 𝑑 using Eq. 2 








6.2.2 Finite element model, analyses, and preprocessing 
An axisymmetric Finite Element (FE) model is built to simulate the Osteoprobe 
microindentation. This model represents a bone substrate as a cylinder that has a radius of 2 mm 
and a height of 2 mm. The size of the substrate is chosen to be large enough, so the stresses due to 
indentation do not interact with its boundaries. A biased meshing technique is used where the mesh 
is refined under the indenter tip as shown in Figure 6.2, to generate accurate deformation and stress 
distribution predictions. Bone properties are modeled using the constitutive law described in 
Section 2.1. The steel indenter is assumed to have linear elastic and isotropic properties and is 
modeled with 2,400 four-node bilinear axisymmetric quadrilateral elements. The indenter tip has 
a 45o half angle conical shape. 
Geometric and contact nonlinearities are implemented to represent large deformations in bone 
and indenter-to-bone contacts. Each Osteoprobe indentation on bone was performed using three 
consecutive steps (preload of 10N, full load of 40N, and then unload) using the Abaqus implicit 
quasi-static solver. 
Abaqus offers implicit and explicit solvers. The implicit solver provides accurate results when 
solving quasi-static problems (ABAQUS V6.14 theory guide). On the other hand, achieving 
equilibrium is a challenge due to problem complexity (indenter to bone contact, large 
deformations). The explicit solver was developed to model high-speed events. Therefore, 
performing RPI simulation using an explicit solver should be acceptable as long as the problem 
internal energy is close to its external energy. The primary advantage of using an explicit solver 
over an implicit solver is that the simulation will converge. However, explicit solver demands 
more computational time (Idkaidek et al., 2015; Idkaidek et al., 2017). We find that simulation 




due to the fact that the indenter trigger mechanism happens when the indenter and the bone 
specimen are in full contact. Therefore, the problem kinetic energy is found to be lower than 1% 
compared to its internal energy (plastic dissipation energy and recoverable strain energy). Abaqus 
implicit quasi-static solver demands less computational time compared to the Abaqus explicit 
solver (about 15 hours when using 160 CPUs that have 2.9GHz each). Thus, we use the Abaqus 
implicit quasi-static solver in the simulations. 
 
6.2.3 Numerical convergence study 
Numerical convergence study is performed to evaluate the effect of mesh density on the 
accuracy of the simulation results, as shown in Figure 6.2. Three different substrate mesh densities 
 
Figure 6.2 Axisymmetric finite element models and equivalent plastic strain contours due to 




are used to perform the Osteoprobe microindentation on the bone with 22501, 12380, and 4045 4-
node bilinear axisymmetric quadrilateral elements. Fixed boundary conditions are applied to the 
axisymmetric FE model bottom edge while its vertical edge remains free. Penalty linear algorithm 
(ABAQUS V6.14 theory guide) is used to represent the interaction between the indenter and the 
cortical bone during indentation. Numerical convergence study utilizes the isotropic viscoelastic-
plastic constitutive model (Section 2.1) with parameters described in Table 6.2 in a bold font. 
These parameters represent a baseline model following Idkaidek et al. (2017). Friction coefficient 
is assumed to be 0.1 (Idkaidek et al., 2017). Indenter tip radius is chosen to be 15 micrometers 
(𝜇𝑚); this value is expected to be slightly larger than the nominal value of a “never used” 
Osteoprobe indenter. However, Osteoprobe RPI requires multiple indentations in nearby locations, 
within a relatively short period, to generate one BMSi output (Bridges et al., 2012). Therefore, 
these indentations are all performed using the same indenter, and they are expected to cause the 
indenter tip to blunt. Besides, we found that the indenter tip radius effect on the BMSi is 
insignificant if it is less than 30 𝜇𝑚 as summarized in Section 3. 
The results indicate that the models with coarser mesh (4045 and 12380 elements) generate the 
IDI values lower than the model with the finest mesh (22501 elements) by 1.6% and 0.5%, 
respectively. Also, the elements right underneath the indenter tip are highly distorted when using 
the mesh with the least number of elements (4045), leading to inaccurate results. Therefore, to 
reduce the simulation time without affecting the accuracy of the results, the model that contains 
12,380 4-node bilinear axisymmetric quadrilateral elements is used in this study to perform the 





Table 6.2 Additional material properties, indenter tip radii, and friction coefficients used in this study. 
Constants Values 
𝑬 5G Pa, 7G Pa, 10 GPa, 14 GPa, 18.6 GPa, 
𝝈𝒄𝟎 50 MPa, 75 MPa, 100 MPa,150 MPa, 200 MPa 
𝜸 0.5, 0.8, 0.9, 0.96 
𝝁 0.02s, 0.04s, 0.08s (s: seconds) 
Indenter tip radius 5 𝜇𝑚, 10 𝜇𝑚, 15 𝝁𝒎, 30 𝜇𝑚, 75 𝜇𝑚, 100 𝜇𝑚 
(𝝁𝒎: 𝒎𝒊𝒄𝒓𝒐 𝒎𝒆𝒕𝒆𝒓) 
Friction coefficient 0.05, 0.1, 0.15, 0.2, 0.3, 0.5, 0.7 
 
6.2.4 Validation of simulation results 
Our computational results are compared with experimental results of Hoffseth et al. (2015) to 
validate the accuracy of the FE model and simulation assumptions. Hoffseth et al. (2015) did 
measurements of equine cortical bone deformations due to the Osteoprobe indentation using 
atomic force microscopy line scans. Also, they measured equine bone material properties with 
compressive and four-point bending tests and used them as inputs to their FE study (Table 6.3). 
In this validation study, we use a similar FE model (Figure 6.2–b) and same boundary 
conditions as in Hoffseth et al. (2015) then compare our numerical results with their experimental 
results. Linear Drucker-Prager constitutive model is used in this section, with equine bone material 
properties listed in Table 6.3, following Hoffseth et al. (2015).  Indenter tip radius of 15 μm is used 
to represent the measured sharp-indenter tip radius reported in their experimental study (Figure 
6.3-b). The Abaqus implicit quasi-static solver is employed, which is the same solver used for all 
our simulations. Reduction in Young’s modulus is used to represent the bone damage during 
indentation, where Young’s modulus for the elements, shown in the dark/red color in Figure 6.3-
a, has been linearly reduced from 0% reduction at initiation of load to 70% reduction at ultimate 




Calculated indentation distance increase (indentation distance at 40 N minus the indentation 
distance at preload) from correlation simulation results is 156 μm compared to 159 μm reported in 
Hoffseth et al. (2015) experimental study, which is within 3% accuracy. Besides, Figure 6.3-f 
shows a comparison between our simulation results, of the Osteoprobe RPI on the equine cortical 
bone at 140 μm deformation (permanent deformation after unloading), and the experimental results 
(using the atomic microscope line scan) reported in Hoffseth et al. (2015). Thus, good agreement 
with experiments was obtained. Deformation, von Mises stress contours (at the ultimate load), and 


















Figure 6.3 Equine cortical bone Osteoprobe RPI correlation to experimental results (Hoffseth et al, 2015). a) 
Correlation axisymmetric analysis model. b) Optical microscope image of Osteoprobe sharp indenter used in 
the experiment (Hoffseth et al, 2015). c) Correlation simulation results d) Equivalent plastic strain contours at 
40 N load and after unloading. e) von Mises stress contours at 40 N load. f) Simulation results comparison to 









Φ = 10, β = 32.1, K = 0.827 
Young’s modulus - 
compressive 
2.45 GPa 
Yield stress - compressive 89.15 MPa 





6.3 Results and discussion 
6.3.1 Computational Results 
Osteoprobe instrument generates the BMSi output which is defined as: 
𝐵𝑀𝑆𝑖 =
𝐼𝑛𝑑𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝐼𝑛𝑐𝑟𝑒𝑎𝑠𝑒 𝑖𝑛 𝑡ℎ𝑒 "𝐵𝑀𝑆𝑖−100 𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑀𝑎𝑡𝑒𝑟𝑖𝑎𝑙 (𝑃𝑀𝑀𝐴)"
𝐼𝑛𝑑𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝐼𝑛𝑐𝑟𝑒𝑎𝑠𝑒 𝑖𝑛 𝐵𝑜𝑛𝑒 𝑀𝑎𝑡𝑒𝑟𝑖𝑎𝑙
𝑥100  
            (6.6) 
The indentation distance increase (IDI) is calculated from our FE simulations. However, the 
indentation distance increase in the BMSi-100 reference material (PMMA) depends on its 
mechanical properties which are considered proprietary (ActiveLife, Santa Barbara, CA). The 
(Osteoprobe RUO User's Guide) states the following regarding the BMSi value of the reference 
material: “BMSi-100 Reference Material = 100 +/- 2 with standard deviation less than 2”. This 
means that the indentation distance in BMSi-100 reference material is expected to be close to a 
constant and therefore it should not affect calculating the relationships between the BMSi and the 





The Osteoprobe microindentation baseline simulation model is built using the bone properties 
given in Table 6.2 in bold font. Figures 6.4 (a) and (b) show the von Mises stress contours and 
equivalent plastic strain contours at the peak load (40 N), respectively. Figure 6.4 also indicates 
that the damage is contained only within a small zone close to the indenter tip as expected. 
Therefore, our FE model is built focusing on the mesh refinement right underneath the indenter 
tip. Figure 6.4-c reports the stress contours of σxx and σyy due to Osteoprobe RPI, where the black 
contours shown in the image represent compressive stresses (have negative values in the 10-3 
order). Tensile stress values are represented mainly in green color, tensile stresses values are in the 
order of 10-12. Therefore, the tensile stresses, due to Osteoprobe RPI, are much smaller than 
compressive stresses. 
To investigate the effect of the indenter tip radius on the Osteoprobe instrument output, BMSi, 
six different indenter tip radii (5 μm, 10 μm, 15 μm, 30 μm, 75 μm, and 100 μm) are considered. 
The simulation results indicate that the effect of the indenter tip radius is proportional to the 
Osteoprobe BMSi, and it is negligible if the radius is 30 μm or less, where changing the indenter 
tip radius from 5 μm to 30 μm increases the BMSi by only about 1%. The relationship between 
the Osteoprobe indenter tip radius and the BMSi % change, based on this study, agrees with the 
results of (Bridges et al., 2012). Figure 6.5 presents the relationship between the indenter tip radius 
and the Osteoprobe BMSi values. It is important to note that the lines between the data points in 
the figure are for visual aid only and do not imply linear relationships. This comment also applies 
to all lines in Figures 6.5 to 6.11.  
Hoffseth et al. (2015) also explored the effect of sharp (less than 15 μm) versus blunt (35 μm) 
tip radius on BMSi computationally and experimentally and found close results for these two tip 




sharpness by considering a broader range of values (2.5 – 100 μm) and found a rise in the 
unnormalized BMSi at higher values of the tip radius which again agrees with our results. 
Importantly, they also studied the effect of normalizing the results by the data obtained by 
indenting PMMS with tips of the corresponding sharpness and found that such normalization 
corrects for varying tip radii. However, they still recommend that the Osteoprobe tip radius is less 
than 10 μm as it is harder to penetrate soft tissue with a probe with a blunt tip.  
Young’s modulus is found to be proportional to the Osteoprobe BMSi as shown in Figure 6.6, 
where decreasing Young’s modulus of bone by 73% reduces the Osteoprobe BMSi by about 41%. 
This relation is expected because the decrease in Young’s modulus increases bone’s elastic 
deformation due to applied loads, which is inversely proportional to the BMSi. A similar 
relationship, but not as strong, is found between the BMSi and the compressive yield stress. 
Increasing the bone compressive yield stress from 50 MPa to 200 MPa increases the Osteoprobe 
BMSi by about 21%, as shown in Figure 6.7. Increasing the compressive yield stress delays 
yielding in the bone under compressive loads, which in turn increases bone’s resistance to the 

















Figure 6.4 Osteoprobe RPI simulation results at the peak load (40 N) using bone properties as defined in 
Table 6.2 in bold font. a) von Mises stress contours. b) Equivalent plastic strain contours. c) Stress contours 
































Increasing the damage constant (𝛾) is found to be inversely proportional to the Osteoprobe 
BMSi, where increasing the damage constant from 0.5 to 0.96 reduces the BMSi by about 29%, 
as shown in Figure 6.8. The indenter tip is relatively sharp, and therefore the bone damage due to 
RPI is expected to initiate at early stages of indentation. Increasing the damage constant increases 
the indentation distance in bone, and thus decreases the BMSi. On the other hand, the viscosity 
constant is found to be proportional to the BMSi, as indicated in Figure 6.9, where changing the 
 





viscosity constant from 0.02 to 0.08 increases the BMSi value by about 11%. This viscosity versus 
BMSi relationship can be explained as follows: increasing the viscosity parameter decreases the 
rate of change of the visco-plastic equivalent plastic strain and the damage variable which in turn 











An interesting relationship is noticed between the Osteoprobe BMSi and the coefficient of 
friction between the indenter and bone specimen. Increasing the friction value from 0.05 to 0.15 
has a slight proportional effect on the Osteoprobe BMSi value (increased by about 3%). On the 
other hand, when the friction value is larger than 0.15, its effect on the BMSi is found to be 
negligible. This indicates that no relative sliding is expected between the indenter and the bone 
during indentation if the friction value is larger than 0.15. Figure 6.10 shows the relationship 
between the BMSi and the indenter tip and bone specimen friction value. This is the first results 
on the effect of friction on BMSi. 
 






In summary, in this study, the relationships between bone material properties (Young’s 
modulus, compressive yield stress, and damage and viscosity constants) and the Osteoprobe BMSi 
output have been established computationally. We found that the material properties of bone have 
a strong influence on the Osteoprobe BMSi output. On the other hand, the coefficient of friction 
between the indenter tip and the bone sample has a small effect on the BMSi value (less than 3%). 
Besides, if the probe tip radius is less than 30 μm then its change has a negligible effect on the 
 





BMSi. Figure 6.11 provides a summary of the cortical bone material properties and Osteoprobe 
device probe properties (tip size and friction coefficient) relationships to the Osteoprobe BMSi 
percent change. 
This computational study of the Osteoprobe microindentation has several limitations. First, 
we assumed that the bone is homogeneous and isotropic, for simplicity, while it is known that bone 
is spatially heterogeneous (has complex hierarchical structure) and anisotropic. This assumption 
allowed us to use an axisymmetric model which considerably reduced the computational time. 
Also, this assumption allowed us to focus on fewer variables to obtain initial insights into the 
relations between BMSi and mechanical properties and experimental variables. Effect of 
anisotropy should be addressed in future studies, but such simulations would require a three-
dimensional (3D) model which would be computationally more intensive. Effect of heterogeneity 
could also be simulated with sufficient computational power. Secondly, we modeled bone using a 
constitutive model of Zhang et al. (2010) which implements continuum damage of bone and does 
not account for fracture. Thus, we only consider damage in bone (microcracking) in only the 
average sense. More sophisticated 3D computational models would have to be implemented for 
such analysis.  
In Summary, computational modeling of the Osteoprobe microindentation can bring new 
insights into the relations between BMSi and mechanical properties and experimental variables. 
Future more advanced computational models can capture additional properties and factors. Further 
experimental and computational studies of the Osteoprobe technique are needed for the more in-







Nonlinear finite element method was employed to simulate the Osteoprobe RPI on a human 
cortical bone via Abaqus software V6.14. Bone properties were represented by an isotropic 
viscoelastic-plastic constitutive model with damage but no fracture following (Zhang et al., 2010). 
Finite element simulation assumptions and analysis techniques were validated by comparing with 
previous Osteoprobe RPI experimental measurements (Hoffseth et al., 2015). 
We find that the indenter tip radius and the friction coefficient have proportional relationships 
to the Osteoprobe BMSi. However, the influence of both the friction coefficient and the indenter 
tip radius (if less than 30 μm) on the Osteoprobe BMSi is found to be insignificant. Young's 
modulus and damage constant have a relatively strong influence on BMSi, where the relationship 
between Young's modulus and BMSi is proportional, while the damage constant relation to BMSi 
 
Figure 6.11 Human Cortical bone material properties and Osteoprobe device probe properties 





is inversely proportional. The relationships between the compressive yield stress and the viscosity 
constant to BMSi are close and proportional.  
The Osteoprobe has high promise to be a powerful complementary tool for bone diagnostics 
but needs to be better understood before its wide clinical use.  This study contributes to the new 
knowledge on the Osteoprobe technique, sets a framework for future computational investigations, 
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CHAPTER 7: MODELING of NANOSCALE CURVILINEAR 
LAMELLAE IN BONE 
 
7.1 Background 
Bone has a hierarchical structure which consists of cortical bone (forms an outer shell) and a 
trabecular bone (inside or at the bone ends). Laminar bone is the next lower hierarchical level 
which is organized into a pattern called a twisted plywood. Collagen fibrils and crystals are the 
next hierarchical level which is a nanometer scale. High-angle annular dark-field scanning 
transmission electron microscopy (HAADF-STEM) image of a transverse cross-section of cortical 
bone from a femur of a 19-year-old male (Grandfield et al., 2018) showed that platelets of apatite 
(mineral lamellae) are curved around the collagen fibrils in circular patterns much larger than the 
fibril diameters (Fig. 7.1). Schwarcz et al (2017) showed that bone material is stiffer when it is 
assumed that the fibrils are fully surrounded by cylindrically shaped mineral lamellae. However, 
the unique structural arrangement of curved mineral lamellae around the collagen fibrils in multi-
scale circular patterns, as observed in Fig. 7.1, can have an influence on the bending and torsional 












The variation in bone’s bending and torsional stiffness, due to the mineral lamellae multi-
scale circular patterns, are evaluated using Abaqus 2016 software. 
7.2.1 FE models and material properties 
Three different two-dimensional (2D) models are designed, using AutoCAD 2017 software, 
based on nanoscale HAADF-STEM image observations (Fig. 7.1). Each structure contains two 
components, one representing the mineral lamellae (ML) and the other representing the collagen 
fibrils (CF). The volume ratio of ML to CF in each model kept constant which is equal to 53%. 
 
Figure 7.1 HAADF-STEM image of cortical bone transverse cross section from a femur of a 19-
year-old male showing the curvature of mineral lamellae on varying scales. Arrowheads mark single 
collagen fibrils with tightly wrapped stacks of MLs surrounding them. Orange dotted lines mark 




This is an acceptable representation of a mature bone (Chittenden et al., 2015). Each of the three 
models represents a nanoscale transverse circular cross-section of cortical bone that has a 310 
nanometer (nm) diameter (Fig. 7.2). In the first model, all MLs are circular, with the innermost 
surface of each ML being in contact with collagen. In the second model, some of the mineral is in 
the form of a single large-diameter circular ML that is not in direct contact with collagen. In the 
third model, we have added another circular ML concentric with the previous one but of smaller 
diameter. The last two models are intended to capture two aspects of the observed structures (Fig 
1): a) all of the MLs are curved, and b) some of the MLs are not directly in contact with collagen, 
but only with other MLs. 
Three three-dimensional (3D) finite element (FE) models are developed from the above-
mentioned cross-sectional arrangements. Each FE model has a cylindrical shape of 310 nm 
diameter and 1000 nm length. All of the three FE models are built using first-order hexahedral 
elements (C3D8) where each contains between 739K and 873K elements as shown in Fig. 7.3. 



































7.2.2 Finite element analysis - preprocessing 
 Boundary conditions are applied, on each of the three FE models, by constraining the nodes 
of one end of each model in all degrees of freedoms. Then, two different load types are applied 
(on the face that has no boundary conditions) to each FE model separately, where the first load 
case is to bend the model and the second is to twist it (Fig. 7.4). A 200 nm downward displacement 
is prescribed to bend each structure and then the reaction forces are calculated throughout the 
analysis increments. Similarly, a 60-degree twist-angle is prescribed to twist each model, then the 
reaction moment is calculated throughout the analysis increments. In total, six 3D FE iterations 
are completed in this study (three for bending and three for torsion). Abaqus static-implicit solver 
is used to perform bending and torsional FE analyses, where each iteration performed in 80 
increments to capture geometric nonlinearity. 
 




7.3 Results and discussion 
 The force versus displacement and von Mises stress contours, at 200 nm downward 
displacement, are shown in Fig. 7.5. The force versus displacement response is close to being 
linear, where the bending stiffnesses of structures 2 and 3 are found to be similar and 7% higher 
compared to the bending stiffness of structure 1. Besides, the rotational angle versus moment 
results and von Mises stress contours, at 60-degree twist angle, are shown in Fig. 7.6. The response 
is also close to being linear, where the torsional stiffness of structure 3 is 1% and 24% higher 
compared to the torsional stiffness of structure 2 and structure 1, respectively. 
 
Figure 7.5 Bending force versus displacement responses for the three structures, and von Mises stress 
contours at 200 nm downward displacement. (a) von Mises stress contours for structure 1. (b) von Mises 






It is important to note a few assumptions in this study. First, we assumed both mineral lamellae 
and collagen fibrils have isotropic and elastic material properties. Second, we assumed a strong 
bond between mineral lamellae and collagen fibrils that does not break due to the bending and 
torsional loads which we have applied. Besides, one can argue that structure 1 does not have 
mineral lamellae fully covering the model’s outer surface unlike structures 2 and 3, this could have 
an effect on the structure’s bending and torsional stiffness. These assumptions can be relaxed in 
future more advanced studies. 
 
Figure 7.6 Twist angle versus moment responses for the three structures, and von Mises stress contours at 
60-degree twist angle. (a) von Mises stress contours for structure 1. (b) von Mises stress contours for 





The influence of the arrangement of curved mineral lamellae in bone, at a nanoscale, on bone’s 
bending and torsional stiffnesses has been evaluated using three 3D-FE models. Isotropic elastic 
material properties were used to represents mineral lamellae and collagen fibrils. Abaqus 2016 
software was used to perform the finite element analysis. 
The strength of the bone material depends on the spatial arrangement of the harder material 
(mineral) with respect to the softer material (collagen). In this study, we have shown a further 
increase in bone strength can be achieved by situating some of the MLs in the form of larger 
diameter circles (cylinders) which are not directly in contact with collagen. We found that bending 
and torsional stiffnesses have increased by 7% and 24%, respectively, when incorporating the 
multi-scale circular patterns of the curved mineral lamellae around collagen fibrils. This 
approximates the configuration observed in the HAADF-STEM image of bone (Grandfield et al., 
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CHAPTER 8: FUTURE DIRECTIONS 
 
In this dissertation, we have simulated soft tissue deformation due to surgical knife pressure 
and found that accurate simulation computational time can be relatively short when optimizing the 
finite element mesh density and using super-computing power. However, robotic surgery demands 
extremely fast simulation (live or close to live simulation). To achieve this goal, further research 
can be performed using other more advanced computing methods like utilizing graphics processing 
units (GPUs). Also, since the soft tissue cutting simulation is an important topic to advance robotic 
surgery, our research can be used as a basis for such more advanced simulations. 
We used the isotropic viscoelastic-plastic constitutive model to link the Biodent and 
Osteoprobe Reference Point Indentation (RPI) instruments’ outputs to bone mechanical properties. 
However, bone imaging revealed that bone can fracture due to indentation. The Biodent and 
Osteoprobe RPI instruments’ outputs relationship to bone mechanical properties, developed in our 
research, accounted for bone damage, but it did not account for bone fracture. This is because the 
isotropic viscoelastic-plastic constitutive model with damage does not include the fracture effect 
of bone due to indentation. Future research can utilize this constitutive model along with a material 
fracture model to capture the bone damage and fracture effect. Besides, in this research, we 
assumed isotropic bone material properties. However, it is known that cortical bone has anisotropic 
properties due to the lamellar structure of osteons and interstitial bone. Therefore, relaxing this 
assumption is an important future research topic.  
The effect of curved mineral lamellae on the bending and torsional stiffnesses of bone has 
been evaluated using three-dimensional finite element models and isotropic material properties. 




of having a strong bond between mineral lamellae and collagen fibrils are important continuations 
of this research topic. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
