Abstract-A method is described for the calculation of the three-parameter Weibull distribution function from censored samples. The method introduces a data driven technique based on an adapted Gaussian like kernel to match the censoring scheme. The method minimizes the Cramer von Mises distance from a non-parametric density estimate and the parametric estimate at the order statistics. The maximum likelihood estimators are found and a comparison is made with the new estimator. A Monte Carlo experiment of size 1000 is conducted to test the performance of the new parameter estimation technique. The mean integrated square error is taken as a measure of the closeness of the estimated density and the true density.
INTRODUCTION
The method of moment, the method of maximum likelihood, and other methods have considered the estimation of the parameters of Weibull population based on a censored sample. In this paper, an approach using an adapted non-parametric density estimation is introduced as a methodology for the parameter estimation. Section 2 discusses the solution of the log likelihood equations for the censored sample. The method of solution is a modification of the classical Newton-Raphson iterative scheme. The method is based on the numerical solution of the log likelihood equation using a quasi Newton method and an active set strategy to maximize the log likelihood function subject to simple bounds on the distribution parameters. The method is surveyed and a stopping rule is stated. In section 3 the application of a non-parametric density estimator to obtain estimates of the parameters of the three-parameter Weibull distribution from a censored sample is discussed. An adapted kernel is used which is a Gaussian like kernel with a finite right tail. A Monte Carlo comparison of the maximum likelihood estimators and the minimum distance estimators is given using the integrated squared error (ISE) between the true density and the estimated true model. Samples of size 10, 20, and 30 censored at the 7th , 15th , and 20th order statistic respectively are used. The experiment is done for thousand Monte Carlo repetitions. A comparison is made between the maximum likelihood estimators and the new estimators for location parameter 10, with scale parameter 5 and 10 and for shape parameter 3, 4,5, and 6 in tables and figures. The results are shown in section 4. These results indicate an improvement of the new method over the classical maximum likelihood method.
MAXIMUM LIKELIHOOD PARAMETER ESTIMATION
The maximum likelihood estimation for the parameters of the Weibull distribution has been studied extensively for complete and censored samples. The studies include those by Moore (1965, 1967) where they studied the maximum likelihood estimation of the gamma and Weibull population, from censored samples. They also studied the asymptotic variances and covariances of maximum likelihood estimators from censored samples from Weibull and gamma populations. Cohen (1965) studied the maximum likelihood estimation in the Weibull distribution based on complete and censored samples. He also studied (1975) the multi-censored sampling in case of the three-parameter Weibull distribution. Some results on complete and censored sampling from the three parameter Weibull distribution were shown by Wycoff et al.(1980) . Cohen et. al. (1984) introduced modified estimators for the parameters of the three-parameter Weibull with smaller biases and smaller variances. The probability density function of the three-parameter Weibull denoted by W(γ , β ,δ )with location γ , scale β , and shape δ is given by:
The corresponding cumulative distribution function is given by:
Now, consider that a sample of size n has been censored at the th r order statistic using a type II censoring mechanism. The resulting density for the first r order statistics will be given as: Taking the logarithm for the above density gives the following log-likelihood function: Powell (1970) to relieve such a problem by computing the difference approximations instead of the direct computation of L′ . In Powell's iterative scheme the derivative is not just scaled by a small factor but by introducing a negative multiple of the gradient of ( ) Θ L such that the direction for the correction in the different iterations will be sensible when the Jacobian becomes almost singular.
For details about cases when method can, and different factors that affect the running time of the method, see Powell (1970) . An accuracy of .01 was used for the absolute difference between two successive Θ 's while the Euclidean norm accuracy was relaxed since the mean integrated square error (MISE) criteria is to be used latter for the comparison and the interest was in the convergence of the Θ parameter mainly.
The algorithm did not converge in a few cases (number in bold in tables 1-3 in the first column) which were excluded from the Monte Carlo results. This happened because the method was searching for a zero of the system of nonlinear equations ( ) The results from the previous for sample sizes 10, 20, and 30 censored at the 7th, 15th, and 20th respectively are shown. The parameters used for the Monte Carlo experimentation are 3, 4, 5, and 6 for the shape parameter, 5 and 10 for the scale parameter, and 10 for the location parameter.
MINIMUM DISTANCE ESTIMATION
In this section of the paper, we find estimators of the parameters
. These estimators are the minimum distance estimators that minimize a goodness of fit statistic. This goodness of fit statistic is taken as the Cramer von Mises statistic 2 W which measures the integral of the squared difference between the density and the sample empirical distribution function. This 2 W is defined as:
is the sample empirical distribution function and ) ( 0 x F is a completely specified distribution function. The corresponding computational form is: . The basic notion in this section of the paper is to implement the concept of nonparametric density estimation to replace the step function representing the sample empirical distribution function. Of course to do that it is needed to define a kernel and the parameter to be used with that kernel. In our case an adapted Gaussian kernel together with a heuristic or empirical choice for the window width are introduced. First, the definition of the new adapted Gaussian kernel was driven by how to benefit from the fact that the sample is right censored sample. Also, the definition takes care of that the sample is an ordered sample. This adapted kernel takes the form:
where τ determines a threshold from the right that gives a zero weight to the x-values beyond that τ and ) (τ φ is the C.D.F of the standard normal distribution. This τ value will be used to compensate the ordering of the sample in which case it will consider the information that
with r as the right censoring limit. This can simply be shown from the way the kernel or the bump is placed over each observation. This kernel is placed over each observation such that a zero weight ( mass ) is given for observation ( ) i X at and beyond ( )
While for ( ) r X , the threshold is arbitrary chosen to be at multiples of ( ) r X ( taken at 5 multiples of ( ) r X in our case ).
Thus, the kernel at order statistic ( ) i X will be : Second, the optimal value of the window width h (in the MISE sense) depends on the choice of the kernel K, the underlying unknown density f(x) and the sample size i.e.
( ) ( ) ( ) ( )
with explicit expression for h opt given as:
where 2 m denotes the kernel second moment. A reasonable approximation for this optimal value for basically a normal sample was suggested to be
where k is a real constant. Although this approximation simplifies the optimal expression for the window width and works fine with the normal distribution it is not as good for other distributions. An alternative for computing the window width that is more efficient computationally and gives a good improvement in this application is to choose an empirical h which equals c 5 1 − sr where s represents the data driven parameter from the censored sample and r represents the censored sample size. This s is equal to
are initial guess for both the scale and shape parameters of the Weibull density. These are chosen as scaled sample standard deviation of the censored sample with scale 4.0 and 3.0 for both values respectively. Suggested h together with the adapted kernel showed an improvement in MISE besides being simple, without a need for extensive computations. The following figure (Fig. 1.) shows an example for the use of this new non-parametric density with the introduced kernel and the chosen window width.
The sample used in the example is of size 20 censored at the 15th ordered observation and is from a Weibull distribution with location parameter 5, scale parameter 5, and shape parameter 3. 
METHODOLGY
Both results from MLE computations and the new technique are shown in the following tables (Table 1, Table 2, and Table 3 ). The tables show the resulting MISE together with its standard deviation between brackets for samples of size 10, 20, and 30 censored at the 7th , 15th , and 20th order statistic for different parameter values for both the new proposed estimator concurrently with the modified nonlinear method for solving the maximum likelihood equations. In addition, the tables show that the new technique has a significant improvement over the MLE method for shape parameters 3, 4, 5, and 6. A quick look at the results from table 2 , for example, without overgeneralizing conclusions depicts a better MISE and smaller standard deviation for the proposed method.
Thus, the new technique shows a significant improvement over the MLE method. The improvement in MISE ranges from close but yet smaller value of MISE to almost 13.5 times smaller in case of location 10, scale 10, and shape 6. The variations in h together with the corresponding variations in MISE indicate that the method is an adaptive one in the sense that the choice of the parameter h that is data dependent varies with the variation of the distribution parameters and the sample size. The final conclusion is that the previously described method is recommended for use as an alternative to the MLE method for estimating the parameters of the Weibull distribution based on right censored samples for up to sample sizes 30.
