Holographic Particle Image Velocimetry (HPIV) is presently the only method that can measure at high resolution all three components of the velocity in a finite volume. In systems that are based on recording one hologram, velocity components parallel to the hologram can be measured throughout the sample volume , but elongation of the particle traces in the depth direction, severely limits the accuracy of the velocity component that is perpendicular to the hologram. Previous studies overcame this limitation by simultaneously recording two orthogonal holograms, which inherently required four windows and two recording systems. This paper introduces a technique that maintains the advantages of recording two orthogonal views, but requires only one window and one recording system. Furthermore, it enables a four times increase in the spatial resolution. 
Introduction

Background and Rationale
Holographic Particle Image Velocimetry (HPIV) is presently the only method t hat can measure the instantaneous three-dimensional velocity distribution in a finite volume at high Reynolds numbers. This technique is based on recording double exposure holograms of a flow field seeded with small tracer particles. The holograms are reconstructed (optically or numerically) and a variety of methods are used for measuring the 3-D distribution of the particle displacements.
Several HPIV systems have already been constructed and implemented over the years. Barnhart et al. 1 were the first to introduce a phase-conjugate off-axis recording system and use it to obtain a 3-D velocity distribution. Meng and Hussain 2 , in an attempt to simplify optical setup, proposed an in-line recording and off-axis viewing method, which combines the simplicity of in-line recording, and the high signal-to-noise ratio (SNR) of off-axis holography. Since in-line recording involves a reference beam passing through the sample volume, the particle seeding density is limited, which in turn limits the spatial resolution of the measurement.
The primary obstacle to implementation of HPIV has been the inherent "depth of focus" problem, i.e., the substantially larger measurement uncertainty, typically in the 200 µm -1.5 mm range, along the depth direction (the illuminating light direction), compared to about 10 µm in the other two lateral directions. Since the depth of focus decreases with increasing scattering angle (increasing numerical aperture), Pu and Meng 3 introduced a wide-angle, side-scattering, off-axis HPIV. Their 90º side-scattering, which is weaker than near-forward scattering, reduces the depth-of-focus problem but does not eliminate it. Zhang et al. 4 and subsequently Tao et al. 5, 6 circumvented this problem by recording two perpendicular holograms of the same flow field, each consisting of near-forward scattering, high-pass filtering and an off-axis reference beam.
This method was applied to measure the flow within a square duct and the data was used for studying the structures of turbulence.
Considering all the experience gained by the previous studies, we believe that near-forward scattering off-axis holography with two orthogonal views is an optimal approach for obtaining improved accuracy and resolution. Our rationale includes the following: First, high pass filtered, near-forward scattering provides the strongest and a theoretically axisymmetric signal for recording a hologram. Consequently, the signal to noise ratio is high and the reconstructed particle shape is less sensitive to speckle noise, as compared to methods involving non nearforward off-axis holography. Second, multiple views of a single particle in space provide sufficient constraints to determine the particle location accurately, avoiding the need to estimate the axial location of the particle from its elongated trace, a procedure that is inherently inaccurate and unavoidably exhaustive. Third, with redundant information recorded, the system can be extended to study various multi-phase flows, e.g. by measuring the morphology of and the velocity around dispersed objects. The biggest shortcoming of this approach is the complex optical system, and that it requires four windows (two for each hologram), limiting the type of facilities where this technology can be implemented.
Principles of the Single Beam Two Views HPIV
This paper introduces an off-axis HPIV system that reduces the complexity of the two perpendicular systems of Zhang et al. 4 , yet provides two simultaneous perpendicular views of the same particle. The principles of the "single-beam two-views" holography system are illustrated in Figure 1 . In the recording phase ( Figure 1a ), a mirror is inserted in the flow field and as a result each particle is illuminated in two different directions. The first beam (Ray 1) illuminates the particle before it is reflected by the mirror, and the second beam (Ray 2) illuminates the particle after being reflected. In the setup shown these two rays illuminate the same particle in orthogonal directions, but configurations involving other angles are possible as well.
Consequently, two spatially separated particle images, one being the "original image" (denoted by solid lines); and the other being the "mirror image" (dotted line) are formed and recorded on the same hologram.
During reconstruction (Figure 1b ) both views (images 1 and 2) are reconstructed simultaneously but at different locations in space, along with a virtual mirror, which is also indicated by dotted lines. Due to the depth of focus problem, both particle traces are elongated along the direction of the optical axis of the reconstructed wave. However, since the two views are perpendicular to each other, the exact 3-D location of the particle can be determined by combining the data provided by these views. To achieve this goal one has to devise a technique to accurately measure the orientation and location of the reconstructed mirror plane. The resulting "mirroring constraint" is then used for matching the two orthogonal views, each providing information in directions that are perpendicular to its optical axis. The 3-D location of the particle is determined by combining the data from the two views at the same level of accuracy, avoiding the uncertainties associated with the depth-of-focus problem.
The single-beam two-views method has several advantages. First, since the mirror is placed inside the facility, for example on one of its walls, the test facility requires only one window, instead of four. Thus, the type of facilities where HPIV can be implemented is extended. Second, having to record only one hologram requires considerably fewer optical components compared to the Zhang et al. 4 setup. However, for the same size of sample volume the required window is larger and the sample volume has a triangular shape. Third, as demonstrated in this paper, the known 3-D coordinates of the particles enable us to quadruple the spatial resolution of the velocity distributions, and significantly increase the accuracy in velocity measurements. A reconstructed flow field containing more than 200 particles/mm 3 in the wake of a rising bubble enables us to calculate the 3 -D velocity distribution using an interrogation volume of 220×154×250 µm, and a vector spacing of half this distance. In the Zhang et al. 4 measurements the sample volume is 930x930x930 µm.
The following section provides information on the optical setup data analysis methods.
Subsequently, experiments with sparse and dense particle concentrations are used for: (1) demonstrating the f easibility of the single-beam two-view HPIV method; (2) measuring and quantifying the spatial resolution of the 3-D particle coordinates; (3) testing the data processing techniques; (4) using the 3-D particle coordinates in order to increase the spatial resolution of the velocity distributions; and (5) evaluating the data quality by determining how well we satisfy the continuity equation for incompressible flow (conservation of mass).
Optical Setup -Recording and Reconstruction
Following Zhang et al. 4 and Tao et al. 5, 6 , near-forward off-axis holography is used for recording the holograms. We focus on developing a method to position the particle in space precisely, and as a result do not incorporate (yet) means to overcome the directional ambiguity problem in double exposure images. Thus, the reference beam of the first and second exposures share the same optical path. This problem can be easily resolved by using two separate reference beams inclined at different angles, similar to the approach used by Barnhart et al. 1 and Pu and Meng 3 .
As shown in Figure 2 , the light source for recording holograms is an injection seeded, frequency doubled (wavelength -532 nm), 15 Hz, 400 mJ/pulse, dual head Nd:YAG laser (Spectra Physics, PIV-400). A single pair of laser pulses, separated by a short time interval, is gated by a mechanic-optical shutter, in order to record a single double exposure hologram. An adjustable beam attenuator consisting of a λ/2-waveplate and a polarized beam splitter cube (PBS) reduces the output laser energy to a desired energy level. The laser beam is then split by a set of λ/2-waveplates and a PBS to object (illuminating) and reference beams. The reference to illuminating beam intensity ratio is maintained at 1:9. 4 The object beam is expanded, collimated Since our reconstruction laser is operating at λ c =514 nm rather than the recording wavelength, λ r =532 nm, it is necessary to modify the reconstruction angle according
where θ c and θ r are the angles between the reference and object beams during reconstruction and recording, respectively 7 . The low energy (50 mW) CW laser is used during reconstruction for convenience (and since it is available, a CW Nd:YAG laser would be a better choice), and the angle is adjusted using mirror M1. As illustrated in Figure 2 , two particle fields, the original and its mirror image, are reconstructed at different locations in space. The reconstructed images are scanned using a 640×484 pixels video camera at a spatial resolution of 3.452×3.505 µm/pixel.
The camera is mounted on a 3-D motorized traversing stage, and the images are recorded every 2.2 mm in x, 1.69 mm in y and 250 µm in z, providing a continuous record in the x and y directions.
Data Analysis Procedures
Outline
Tao et al. 5, 6 scan the reconstructed field, record 2- . Consequently, the velocity is effectively integrated (low-pass filtered) in the depth (axial) direction, limiting the minimum volume used for obtaining a single velocity vector.
They do not (and can not) match the perpendicular particle traces since that would require matching of the two separately reconstructed fields to within a few microns, which is a formidable task (attempts were not successful). In the current system, the two orthogonal views are recorded onto and reconstructed from a single hologram, providing data that can be used for matching the two fields. Utilizing this advantage, the analysis procedures are modified in order to reduce the effect of spatial filtering and resolve the flow at smaller scales. Thus, data processing consists of two steps. The first, discussed in section 3.2, determines the 3-D location of particle centroids, and the second, discussed in section 3.3, calculates the 3-D velocity vectors using the known particle locations. Two optional methods for calculating the velocity have been considered, but only one has achieved the desired accuracy. This method utilizes the measured centroids in order to "trim" the elongated particle traces in the original scanned images. The velocity is calculated from the trimmed traces.
Measuring the 3-D Particle Centroid
Implementation of the mirroring constraints requires matching of the reconstructed and original (physical) coordinates since the mirroring constraint is only valid in the physical space. Due to the differences in media (water/air) and laser wavelength (532nm/514nm), the two spaces are different. The higher refractive index of the sample volume (water) introduces compression along the normal direction of the water-air interface, whereas the wavelength difference introduces expansion. For convenience, we select a coordinate system that matches that of the 3-D traversing system used for scanning the hologram. In the following analysis, all the variables with tilde are expressed in terms of the measured (reconstructed) coordinates and the rest refer to the physical space. A transformation from the physical to measured spaces can be expressed as:
where
Here ij c is the inverse of ij c , r n s is the normal vector of the water-air interface, and 0 x r is the origin in the measured space, conveniently set to zero. The compression scalar constant, c , is
As noted before, the particle traces from the original and mirror views are obtained by scanning the entire reconstructed volume in planes spaced 250 µm apart. A sample image of an elongated particle trace is presented in Figure 3a . Its 3-D boundaries are defined using a simplified segmentation procedure (for explanation on segmentation in general, see ref. 9). To accelerate the process, the segmentation is performed separately for each line using a thresholded image.
Adjacent line segments that form a continuous particle are joined to define a 2-D boundary (cross-section) of a particle. This procedure is repeated at different depths, generating a series of The original and mirror views generate two perpendicular fitted cylinders for each particle.
Once the particle tracers are identified in both views, the mirroring process is employed to match them, provided that the mirror plane, defined in eqn. 5, is known.
Here r n m is the normal vector of the mirror plane and d is the distance of the mirror plane from the origin. The mirror particle trace in the reconstructed space is reflected and positioned in the original space (and the original space is reflected and positioned on the mirror space) using the following procedure:
where r x s ,e r are the starting and ending points of the reflected particle trace in the physical space.
In this procedure the reconstructed space is converted to the physical space, the particle trace is reflected with respect to the mirror, and then converted back to the reconstructed space.
Consequently, the reflected mirror traces (cylinders) are positioned in the original space. Then, a matching process is used for finding the corresponding traces of the same particle. We compute the shortest distances between the reflected and original traces, i.e. between two perpendicular 3-D straight lines with finite supports. If the shortest distance falls within the mean diameter of the particle traces, and the crossing points are within their supports, these two traces are considered as matched. Equation 7 represents these conditions in a mathematical form:
where λ r and λ o are the distances between the starting points on the reflected (subscript r) and original (subscript O) traces and the crossing point, respectively. The subscripts s and e represent the starting and ending points, respectively, and D is the shortest distance between two traces. 
For a matched pair that satisfies Equation 7 , the centroid of the particle is positioned at the center of the line defined by the shortest distance between the two traces.
The elongated particle trace shown in Figure 3 appears to have "bumps", and one may be curious whether this trace is actually a combined image of two (or more) particles. Although such a possibility exists, especially when the flow field is densely seeded, the matching procedure would identify such an event. An elongated trace created by more than one particle would be matched with the orthogonal view more than once, at different depth. Presently, the analysis procedure is programmed to discard such a trace. This event is extremely rare, at least in the present flows, which contain more than 200 particles (20 µm diameter) per mm 3 . In the case of the image in Figure 3 , there is only one matched trace in the orthogonal view, and the bumps are most likely a result of speckle noise. ) of the spatial distributions of particle centroids by assuming a scalar intensity distribution, s I , with finite support for each particle.
3-D Velocity Measurements
where ss R is the auto-correlation of s I , defined as
r is the centroid of the i-th and j-th particles; and 
The 3-D correlation method would offer high measurement accuracy and good resolution as long as the particle centroid measurements are accurate, and the number of mis-identified particles is low. As discussed later in this paper, the latter condition is satisfied, providing a good foundation for tracking individual particles. Unfortunately however, the uncertainty associated with the 3-D location of particle centroids propagates into the velocity measurements. In the present experiments, the particle displacements between exposures are typically about 60 µm, and the uncertainty in determining the location of the centroids is 7 µm, less than the particle diameter but sufficient to introduce a displacement measurement uncertainty of about 10%. This problem prevents us from pursuing this approach for velocity measurements any further.
However, this method would be useful and efficient, if one wishes to use correlations for calculating mean displacement between particles, and an error in the order of 7 µm is acceptable.
3-D Velocity Computed From 2-D Correlations of Filtered Scanned Images: Similar to Zhang et
al. 4 , this 2-D correlation approach is based on using the original scanned images for calculating two components of the velocity, and determining the 3-D vectors by combining the two data sets.
However, the analysis is performed only after "trimming" the elongated traces using the measured location of particle centroids. This procedure erases the particle traces form all scanned planes whose distance from the calculated centroid location exceeds a certain prescribed distance. In the present data we scan the reconstructed field every 250 µm, and as a result particles with centroids located more than ~125 µm from the scanned plane that is closest to the centroid are erased, leaving only traces within a 250 µm "sheet" centered on the scanned plane. , Tao et al 5, 6 and Roth et al. 10 The methods for determining the mirror plane are discussed in the following section.
On-line Calibration of the Mirror Location and Orientation
The success of our measurement procedure hinges upon whether the location of mirror plane can be determined down to the required resolution. Unfortunately, the reconstructed mirror plane (Equation 5) may change slightly with each reconstruction, as we remove the hologram, develop it, and remount it in the system during reconstruction. Therefore, an on-line calibration method is essential to determine the exact location and orientation of the mirror plane during each reconstruction. As described in this section, we have devised a dual-step, on-line calibration procedure, the first one providing a "coarse" (± 100 µm) resolution, and the second providing a "fine" (± 10 µm) resolution. Subsequent error analysis shows that the error associated with mirror orientation affects the velocity measurement, but the error associated with the location of the mirror is a constant and only affects vector position. Thus, determining the orientation of the mirror is more crucial.
Coarse Calibration: The coarse measurement is performed by marking the corner of the mirror with four crosses and pre-measuring the physical distances between any two crosses to within pixel accuracy (3.5 µm). During reconstruction we only measure the x and y (in plane)
coordinates of these crosses and compute the depth difference between any two crosses using
Equation 11
˜ 
where r K is the light propagation vector, which has the form, kx , ky ,1 [ ]. Our measurements show that the uncertainty in mirror orientation associated with this calibration method is quite low, about 0.1°, which is almost sufficient for precise matching of the two views. The fine calibrations, discussed below, confirm this estimate.
Once the relative distances between crosses on the reconstructed mirror are known, only one measurement of depth is needed to determine the depth of all the other points. In order to perform this measurement during the coarse calibration phase, we make use of an observation that out-of focus "large" linear objects form an identifiable diffraction pattern 9 . When the distance to the focal plane is large, i.e. it exceeds a few hundreds of object diameters, the spacing of the pattern increases linearly with the distance to the focal point. Thus, one can scan the reconstructed image of the cross at different depths, and identify the intensity peaks of the first order diffraction grating on both sides of the focus plane, and on both sides of the center of the image. By fitting two lines that connect the peaks on one side of the focus plane with the opposing peaks on the other side of the focus plane, the crossing point of these lines provides an estimate for the focal point of the cross. When this method is compared with the depth of a manually focused image (whose accuracy is also limited by the depth of focus effect), we have found that the uncertainty between them is around 100µm, which is far from the required resolution. Nevertheless, this result provides a starting point for a finer calibration.
Fine Calibration: Uncertainties of 0.1° for orientation and 100 µm for location of the mirror, obtained by the coarse calibration, are still far from the resolution one hopes to achieve.
Consequently, the coarse results are followed with a fine calibration procedure. We first manually identify a set of particle traces at various depths and locate their mirrored counterparts.
Then, using the reflecting and matching procedure described in Section 3.2 (which require use of the mirror parameters), we determine the distance between the two views of the particle traces.
The mirror parameters are then optimized by finding the parameters that minimize the distances between the original and mirror views. This procedure refines the measured mirror parameters, and reduces the uncertainty in orientation to about 0.1 mrad, and that of the location down to ~10
µm. The 0.1 mrad is estimated based on a calibration grid spacing of 38.1 mm and uncertainty in location of 1 pixel (3.5 µm). The 10 µm is based on the uncertainty in the location of the 3-D particle centroid, as determined by our calibration experiments discussed in the next section. In order to distinguish these particles and find their counterparts easily during experiments, we seed the flow with a very small fraction of larger "mirror calibration particles," with size of 50-100 µm, and concentration that would leave 3-5 particles in the sample volume (along with the high concentration of 20 µm flow tracers). When the image is reconstructed, both images of these particles can be easily found and matched. Then, the mirror parameters that minimize the distance between them are identified.
Calibrations and Velocity Measurements
Experimental Setup and Sample Images
In the present "proof of concept" experiments we use a 100 mm high tank with a 63.5 × 63.5 mm triangular cross section, as sketched in Figure 5 . The total sample volume is 38×38×38 mm and the delay between laser pulses is 4.5 ms. Figure 6 shows two reconstructed views of the same rising bubble exposed twice with a high particle concentration around it. The shapes and displacement of the bubble are clearly reconstructed in both views. As is evident from the magnified subsections of these images, the reconstructed images of the 20 µm particles on both sides of the mirror give similar image quality, without any deterioration on either side. The measured image signal to noise ratio on both sides are comparable, demonstrating that introducing the mirror into the path of the object beam, and letting the object beam pass through the particle field twice does not increase the noise level (at least for the present depth).
Locating the Particle Centroid and Its Uncertainty
An 8×8×8 mm cube of the sample containing sparsely seeded large particles recorded in the first experiment is scanned along with its mirror image, but this time the volume is slightly larger, 14×8×8 mm. The larger domain in the second volume accounts for the axial compression due to recording and reconstruction at difference wavelength (including the effect of water), and the elongated traces that may extend beyond the boundaries of the cube. Figure 7a shows 174 pairs of identified and matched particle traces, along with a magnified view of one of the pairs. Each particle is shown as an ellipsoid with the measured particle length (depth) as its major axis and the measured mean diameter as its minor axis. Clear crossings between the elongated traces of the two views are evident from the x-z projection (Figure 7b ). The fact that the images match very well can also be seen from x-y and y-z planes (Figures 8c and d, respectively) . The probability density (pdf) of the shortest distances between matched traces (3-D line segments) is plotted in Figure 8 . The pdf of the absolute distance between two line segments, shown in Figure   8a , has a mode of about 4µm and a rather narrow standard deviation of 6.8 µm. It also indicates that the mirrored traces tend to lie at a mean distance of 3 µm under their counterparts (average value). Therefore, one can confidently estimate that the systematic error in centroid location is 3 µm, and the uncertainty is 6.8 µm, the latter corresponding to about twice the camera resolution during reconstruction (3.5 µm/pixel). Figure 8b shows the same distribution normalized with the mean diameter of the particle traces used in the second experiment (20 µm). Here the systematic measurement error is 15% and the uncertainty is 26% of the particle diameter.
Both the mirror location and mirror orientation contribute to the error in centroid calculations.
From the reflection equation (Equation 6), one can determine that the error in mirror location introduces a constant shift, which is equal to twice the distance of this point from to the mirror.
This error does not affect the displacement vector measurement, since the relative distance between particles is not altered. Conversely, the error in determining the mirror orientation, ∆θ , introduces an error that is linearly proportional to the distance from the mirror, ∆d = 2∆θd , where d is the distance from the mirror. Thus, the error in mirror orientation affects the distance between particles, i.e. the velocity measurements. The present measurements indicate that the total error in centroid location, including the contributions of mirror location orientation and errors, is well bounded within 10 µm over a domain extending to 15 mm away from the mirror.
With the help of fine calibration, this error can be reduced even further, especially when the calibration particles are all located far away from the mirror. As noted before, this uncertainty is sufficient for trimming the elongated particle traces from the original scanned images, but is not sufficient for using 3-D correlations to determine the velocity directly from the centroids.
Velocity Measurements and Their Uncertainty
In order to demonstrate the potential of the current method, this section presents a sample part of the 3-D velocity distributions in the wake behind the rising bubble shown in Figure 6 . Figures 9a and b show sample particle images obtained from both views, each with a physical dimension of 2.2×1.69 mm. The corresponding velocity maps are calculated using 2-D PIV method after trimming/filtering the images from out-of plane particle traces, and using the software described in Tao et al. 5, 6 The analysis is performed using an interrogation window of 64 by 44 pixels, corresponding to physical dimensions of a 220×154 µm, with 50% overlap between windows.
Thus, the velocity vector spacing is 110 µm in x and 77 µm in y, a significantly higher resolution than any of our previous results (interrogation window of 0.93×0.93 mm 5, 6 ). This increased spatial resolution is made possible to a great part due to the trimming process that removes the "out of plane" particle traces. Consequently, the correlation peaks are not contaminated by the effect of distant particles, enabling us to resolve the high velocity gradients within the bubble wake. 
where the "over bar" denotes spatial averaging of the velocity using a 3-D box filter over a certain length scale, ∆ (volume ∆   3 ). The average of σ over an entire sample volume varies from zero, when the continuity equation is satisfied identically at every point, to 1.0 for random data. significantly better than the original data of Zhang et al. 4 We believe that the primary causes for improvement are the trimming process that removes out-of focus particles from the sample volume, and the substantially higher seeding density in the current experiments. Consequently, unlike our previous measurements 4, 5, 6 , the velocity in each interrogation volume is calculated based only on the displacement of particles that are located within this volume.
The uncertainty in U Combining both effects, the total uncertainty in velocity measurement is about 2.5%.
Conclusions and Discussion
Recording of two perpendicular holograms simultaneously overcomes the depth of focus problem in holographic PIV at the cost of added complexity, but does not overcome the spatial, low-pass filtering caused by the elongated particle traces. This paper introduces a method that records two orthogonal views of the same sample volume on a single hologram, requiring only one window and one recording system. Furthermore, data analysis procedures are developed to overcome the adverse low-pass filtering effect, enabling us to quadruple the spatial resolution of the velocity distribution. The technique is based on placing a mirror in the test section that reflects the object beam at an angle of 45º. Particles located in the volume in which the incident and reflected beams from the mirror overlap are illuminated twice in perpendicular directions.
The optical setup consists of the previously proven off-axis holography with near-forward scattering from particles, high-pass filtering of the object beam and conjugate reconstruction.
Both views are reconstructed simultaneously but at different locations in space. Consequently, the two views can be scanned at the same time and maintain their relative orientation. As demonstrated by in this paper, a high signal to noise ratio is maintained in both views.
In addition to the reduced number of optical elements, a primary advantage of the present system in terms of application is that it requires only one optical port for illumination of the sample volume instead of four in our previous setup. Consequently, single beam, two views HPIV can be implemented in a substantially wider range of facilities, where the mirror can be inserted, for example, on the wall opposing the object beam port (Figure 2 ) or in the middle of the facility, if it does not disrupt the flow. There is a wide range of flows/problems, especially near-wall (single and multi-phase) flows, where the setup of Figure 2 provides an effective method for mapping the 3-D velocity and particle distributions.
However, the sample volume covered by the two views has a triangular shape, which may be a problem in certain applications, and the single port must be larger than that used in our original setup. If a cubic volume is essential, and the sample volume has to be located away from the wall, the optical setup can be modifies, as illustrated in Figure 12 . This system still requires only one large optical window, or multiple smaller windows on the same side of the facility. Using two sets of relay lenses with different focal lengths enables us to bring both views to the vicinity of the holographic plate, optimizing the image quality. Still, both views are recorded on the same (larger) holographic plate, enabling simultaneous processing, precise matching of the two views, trimming of the particle traces, and velocity measurements at high spatial resolution. Another drawback of the current setup is the directional ambiguity, since we presently record and reconstruct the two exposures simultaneously. This problem can be resolved by using reference beams with different orientations for the each of the exposures. This improvement will be incorporated in future studies.
During data analysis the two views are matched to find the 3-D coordinates of the particle centroids. Associated procedures for precise on-line calibration of the mirror location and orientation are addressed in detail. A method for calculating the 3-D velocity field using 3-D correlations of the measured location of particle centroids is introduced, but the present 7 µm uncertainty in the 3-D location of the particle causes an unacceptable error level with the present particle displacement and seeding density. As an alternative, we use the measured location of particle centroids for trimming the elongated traces from the original scanned reconstructed images. This procedure erases all the particle tracers whose centroids are located at distances exceeding half the distance between scanned planes (125µm in the present study) from each scan of the sample volume. Only these filtered images are used to determine the two in-plane velocity components, following typical 2 -D PIV analysis procedures. The data from the two perpendicular views are then combined to determine the 3 -D velocity vector for each interrogation volume. This trimming procedure eliminates the low-pass filtering effect caused by the elongated traces of "distant" particles, effectively quadrupling the spatial resolution and substantially increasing accuracy of the data.
Calibration tests using sparse particle distributions demonstrate that it is indeed possible to match perpendicular views. The standard deviation of the distance between matched particle traces is about 7 µm, and the systematic error is 3µm, both of which are smaller than the particle diameter. Thus, we can conservatively claim that the uncertainty in locating the particle (and position of velocity vector) in all directions is about 10 µm. Sample three dimensional velocity measurements are performed within a densely seeded flow field in the wake behind a rising bubble. The high particle concentration (~200 particles/mm 3 ) and trimming process enable us to resolve several particles within interrogation volumes of 220×154×250 µm (the latter dimension is the spacing between scanned planes), and use them for PIV measurements. With 50% overlap, the vector spacing is 110×77×250 µm The line fitting process. 2D slices are contour plots of cross sections of the particle. 
