Abstract. The phase of the short-time Fourier transform (STFT) is sometimes considered difficult to interpret. However, the phase information is important for improved analysis and processing. The phase derivative, in particular, is essential for the reassignment method or the phase vocoder algorithm. In order to understand the phase derivative of the STFT more thoroughly, we describe an interesting phenomenon, a recurring pattern in the neighborhood of zeros. Contrary to the possible expectation of an arbitrary behavior, the phase derivative always shows a singularity with the same characteristic shape with a negative and a positive peak of infinite height at these points. We show this behavior in a numerical investigation, present a simple explicit analytic example and then do a complete analytical treatment. For this we present several intermediate results about the regularity of the STFT for Schwartz windows, which are of independent interest.
Introduction
The short-time Fourier transform (STFT) [4, 11] is a time-frequency representation widely used in audio signal processing. A common definition of the STFT is V (f, g)(x, ω) = f (t)g(t − x)e −2πiωt dt.
The STFT V (f, g)(x, ω) provides information about the frequency content of the signal f at time x and frequency ω. 1 The analyzing window g determines the resolution in time and frequency.
The interpretation of the modulus of the STFT is relatively easy, considering the fact that the spectrogram (defined as the square absolute value of the STFT) can be interpreted as a time-frequency distribution of the signal energy. This interpretation led to the important success of the STFT in signal processing. In particular, it has been widely used for applications in speech processing and acoustics as a graphical tool for signal analysis [20] .
But the interpretation of the phase of the STFT is less obvious, and is often not considered in applications. In most analysis/synthesis schemes that modify the STFT, the magnitude is modified, but the phase is not changed. This is a problem, as it is known, that amplitude and phase for the STFT are not independent, but instead can even carry the same information. For Gaussian windows this can be found in [12] . So a modification of the amplitude itself, without controlling the effect on the phase, will have strange results. Furthermore the phase derivative, as explained below, is interesting by itself for certain applications.
In digital image processing it is well known that the phase information of the discrete Fourier transform is at least as important as the amplitude information. In [19] it is shown that as long as the phase of the discrete Fourier transform of an image is retained and the amplitude is set to 1, the image can still be recognized. If the phase is set to zero, but the amplitude is retained, the image can not be discerned. In the same article it is stated that the intelligibility of a sentence is retained if the phase of the discrete Fourier transform is combined with unitary magnitude, for a concrete example see [3] . So the phase information can be considered essential for reconstruction. Therefore it is also pivotal for applications modifying the STFT coefficients. So for this type of applications, in particular for applications using STFT or Gabor frame multipliers [9, 2] which motivated the present study, better understanding of the structure of the phase is necessary to improve the processing possibilities. It is known that a multiplier has a 'local effect' in the time-frequency plane, in the sense of a small timefrequency spread [16] . But due to the uncertainty principle, it can never be perfectly localized. This contradicts the intuitive approach to a multiplier, where the multiplication would just correspond to amplification or attenuation of single time-frequency components. As a particularly interesting consequence of this phenomenon a time-frequency shift of a signal could be realized by a complex multiplier, which manipulates the phase. To control this behavior and investigate how to exploit it, for example in an optimization of the effect of a multiplier by manipulating the phase, a thorough understanding of the effect of the phase is essential.
It is known [4] that the phase of the DFT becomes arbitrary near zeros, see also [3] . So it could be expected that the STFT shows a similar behavior. Interestingly, in this paper we observe that the behavior of the phase derivative around zeros is far from being arbitrary. The over-complete representation of the STFT and the resulting reproducing kernel property is in contrast to the basis property of the DFT. This difference, however, leads also to the afore-mentioned difference in the phase.
The phase of the STFT, also called localized phase [23] , is sometimes considered as unstable to noise. This is mostly based on the fact that the reconstruction from the noisy Fourier phase is unstable [18] . But, again, the phase of the STFT respectively its derivative can make perfect sense. For example in [12] reassignment is applied for Gaussian noise. Reassignment there leads to zeros surrounded by thin, froth-like structures. The STFT of such a noise is structured and correlated, which is again an effect of the over-completeness of the STFT.
In this paper we investigate the behavior of the phase derivative of the STFT around zeros. At these positions a certain structure can be observes, a positive and a negative peak are coupled. In Section 2 we will give an introduction to the phase derivative of the STFT. In Section 3 we present numerical experiments and observations about this behavior. Note that those experiments have been presented at a conference [14] . In section 4 we give a very simple but illustrative example where the pertinent analytic calculations can be performed explicitly. In Section 5 we give a mathematical treatment of this behavior and present a complete analytic explanation (for a certain large class of windows). We show that the described phenomenon appears, whenever the STFTs satisfies certain differentiability condition. In the course of the proof we also derive a general smoothness result of the STFT for Schwartz windows.
All experiments in this paper have been done using the Linear TimeFrequency Analysis Toolbox (LTFAT), as the necessary functionality is a core part of LTFAT, [22] . LTFAT is freely available for download on the Internet.
The Phase Derivative of the STFT
The STFT given by (1) is called the frequency-invariant STFT. In this case, if the input signal is modulated by a complex exponential, then the output coefficients are unaltered, just shifted in frequency.
Another definition of the STFT is also commonly used; this definition differs only in the phase of the STFT, the magnitude is unchanged:
This convention is called time-invariant, because a shift in time of the input signal will also shift the STFT coefficients without altering them. This variant is convenient for implementations, for example when using the FFT [24] . The two conventions are thus related by a simple phase term following the relation W (f, g)(x, ω) = e 2πiωx V (f, g)(x, ω).
The phase of the STFT is usually not considered directly. In fact, it is more interesting to consider the phase derivative over time or frequency. Indeed, these quantities appear naturally in the context of reassignment [15, 1] and manipulations of phase derivative over time is the idea behind the phase vocoder [10, 8] for time stretching and compression. Their interpretation is easier, as the derivative of phase over time can be interpreted as local instantaneous frequency while the derivative of the phase over frequency can be interpreted as a local group delay. While there are other methods to estimate the instantaneous frequency [17, 6] we stick to the frequently used derivative of the phase.
To numerically compute the local instantaneous frequency, an unwrapping of the phase, i.e. extending the function onto the torus [0, 2π) to a continuous function on R, is needed to avoid discontinuities, see also Proposition 5.1. This is the classical method used in [8, 15] . Another method was found in [1] :
with g ′ (t) = dg dt (t). A similar approach is possible for the derivative over frequency. The benefit of this method is that is does not require unwrapping, instead the phase derivative is computed by pointwise operations using a second STFT based on the derivative of the window.
In applications often a subsampled version of the STFT is used. This leads to a subsampled version of the phase, which introduces aliasing effects in the phase values. This constitutes a difficulty concerning the interpretation the phase. However, as (3) shows, it is possible to compute a subsampled version of the phase gradient without ever having to compute a full STFT. This is another reason for considering the phase gradient instead of directly considering the phase.
The phase derivative over time is of particular interest for analysis of signals containing sinusoidal components, as often encountered in acoustics [8] . In [1] it is shown how the local instantaneous frequency gives access to the exact centre frequency of a slowly changing sinusoid, despite the usual spread in time and frequency normally produced by the STFT.
Numerical Observations
Let us investigate the derivative of the phase of the STFT of noise. We will see that around zeros the phase derivative shows the mentioned, interesting behavior.
For noise, only statistical properties of the phase are accessible. Some interesting results for the phase derivative have been shown in the context of reassignment. In particular the study of the distribution of the phase derivative values appear in [5] . There, the following result is given. We consider a zero-mean Gaussian analytic white noise f such that its expectation is given by
and E[f (t)f (s)] = 0 for any (t, s) ∈ R 2 , with its real and imaginary parts a Hilbert transform pair. Using a Gaussian window given by
, the phase derivative over time of V (f, g) is a random variable with distribution of the form:
This distribution is shown in Figure 1 . As can be seen, it is a quite "peaky" distribution, indicating that the values of the phase derivative are mainly values close to zero, with some rare values with higher absolute values. But the information about the distribution of the values of the phase derivative does not give any clue about the spatial distribution of these values in the time-frequency plane. Because the STFT of noise is not uncorrelated any more [4] , this would be an important information. As accessing this information theoretically seems particularly difficult, we conducted systematic numerical experiments to study this spatial distribution.
For this, we need to compute the derivative of the phase in discrete settings. We used the expression (3) to compute the phase derivative.
Using this formula we will face numerical difficulties when the denominator V (f, g)(x, ω) is close to zero. But using double precision, these problems appear only for really small values of the modulus (on the order of 10 −13 ), which allows us to reliably observe the values of the phase derivative even close to the zeros of the STFT. In the figures of this paper, the phase derivative values are ignored and represented as white at the points where the value of the modulus is too small.
The results of our experiments are illustrated by Figure 2 . As can be seen on this figure, the time-frequency distribution of the values are highly structured as in [12] . In particular, the values of the phase derivative with high absolute values are concentrated around several timefrequency points, which can be identified as the zeros of the transform when looking at the modulus. Furthermore, the shape of the phase derivative seems to be very similar in the neighbourhood of the zeros, with a typical pattern repeating at each zero. This typical pattern is represented on the third image of Figure 2 . When going from low to high frequencies, it presents a negative peak followed by a positive one.
This phenomenon is related to the fact that the STFT of white noise is a correlated process. This correlation is determined by the reproducing kernel of the transform (see part 6.2.1 of [4] ). It is thus interesting to study the influence of the window choice on the observed structure of the phase derivative. It could be expected that this behavior depends a lot on the Gaussian window and the fact that, in this case, the STFT is related to the Bargman transform [13] , which is an analytic function.
The influence of the window is illustrated in Figure 3 . Comparing Figure 2 and the first display of Figure 3 , we can observe the effect of scaling the window (or change of window length). We see that narrowing the window results in similar patterns around the zeros, but with a scaled shape: the resulting pattern is narrower over time, but wider over frequency. In Figure 3 we also see that for windows with a worse time-frequency concentration than the Gaussian window, the structure is more complicated. In the representation using a Hamming window, we still observe repeating patterns at the zeros of the transform, but the variability of the shape of this pattern seems higher, and the pattern orientation slightly varies, whereas it is fixed in the case of a Gaussian window.
For the case of the rectangular window, the zeros of the STFT form not discrete points as for the two other types of window but, rather, more complicated, extended structures. This leads to much more variable patterns. Yet, interestingly, we still observe that the values of the phase derivative with high absolute values concentrate around the zeros of the transform, whereas the phase derivative is close to zero in the regions of the STFT where the modulus is high. The seemingly different pattern in the case of a rectangular window appears to be created by artifacts due to the discontinuity of the window. But in principle the behavior of the phase derivative around zeros is the same as in the other cases. In summary, the effect could be seen not only for the Gaussian, but also for the Hanning window. Therefore we can expect that we need some regularity of the window to observe this effect, but we don't need the full regularity of the Gaussian window. This can be nicely seen in the mathematical results in Section 5. Numerically it can be observed, that even for discontinuous windows like the rectangular window, a similar structure can be seen, but perturbed by the missing regularity of the window.
The behavior that we observe for the noise is not specific to this kind of signal. Indeed further experiments on other synthesized and recorded complex sounds showed that the same characteristics can be observed for all signals: the values of the phase derivative of high absolute value are concentrated in the neighbourhood of the zeros of the STFT, and for "nice" windows, a specific pattern appears in this neighbourhood.
A Simple Explicit Analytic Example
In this section we give a simple analytical example for which we can compute the phase derivative and show the phenomenon around zeros explicitly.
Considering the signal given by
and using a Gaussian window g(t) = e −π t 2 2σ 2
, we can explicitly compute the expression of the STFT, which results in the formula:
The zeros of this STFT are the points of coordinates (x k , ω m ) in the time-frequency plane, with ω m = ω 1 +ω 2 2
The expression of the phase derivative for this signal, given in part VI-12 of [7] , is:
The plot of this function around one of the zeros is visible in Figure 4 . We see the pattern that was already observed in the previous section.
Mathematical Treatment
Here we now show the analytical background of the observed behavior. We decided to include detailed versions of the proofs and results to be as self-contained as possible. In this section to shorten notation, let f : U ⊆ C → C, where U is an open subset of C. Denote by N = {z ∈ U |f (z) = 0 } the set of zeros of f . Furthermore for a function g we use the notation
The first proposition, whose straightforward proof we omit, serves mainly the purpose of fixing notation and terminology. for all z = x + iy ∈ V .
Any such function φ is called a (differentiable) phase (function). In signal processing this is often called the unwrapped phase.
Observe that two such functions differ by a constant multiple of 2π, i.e. if ψ : V → R is another differentiable function such that f (z) = |f (z)| · e i·ψ(z) for all z ∈ V , then there is a k ∈ Z (independent of z) with φ(z) = ψ(z) + k · 2π for all z ∈ V .
For convenience, we introduce the following notation: The negative imaginary axis {z = x + iy ∈ C : x = 0, y ≤ 0} will be denoted by Y − , the positive imaginary axis {z = x + iy ∈ C : x = 0, y ≥ 0} by Y + .
One choice for the argument of a complex number, ψ = arg (z) is given explicitly in the following proposition. Note that this gives differentiable phase functions for the identity. In the following result the derivative of ψ is of particular interest.
Proposition 5.2. Let z = x + iy ∈ C be a complex number, given in Cartesian coordinates. Then z = re iψ with r = |z|, and
, if x = 0 and y < 0
The partial derivatives of first order are given by
Proof. Considering the geometric interpretation of the phase of a complex number z as the angle between the radius vector from the origin to z and the positive real axis, the formula is quite clear. For (x, y) ∈ Y + ∪ Y − , ψ is obviously differentiable with partial derivatives
Let h ↓ 0. Then, for the first expression, numerator and denominator are both differentiable with respect to h and go to zero, thus L'Hospital's Rule applies and yields
The case h ↑ 0 yields the same result. Thus the above formula for ∂ 1 ψ also holds for (x, y) ∈ Y + \ (0, 0), i.e. x = 0 and y > 0. The other partial derivative ∂ 2 ψ can be treated analogously for (x, y) ∈ Y + \ (0, 0). Since the partial derivatives of first order are obviously infinitely differentiable functions (on
The proposition allows us to give a first explicit formula for the partial derivatives of the phase of a complex function.
Proposition 5.3 (Phase derivatives of a complex function
. Then the phase derivatives are given by
for all z = x + iy ∈ N (independent of the actual choice of differential phase function).
Proof. Let z ∈ U \ N (i.e. f (z) = 0). Since any two phase functions in a neighbourhood of z 0 differ only by a constant, it is clear that the partial derivatives are independent of the actual choice of φ.
Denote by ψ the function in the preceding proposition.
is a differentiable phase function in a neighborhood of z.
, if x = 0 and y < 0.
It is not hard to see that this function is in
Again this gives a differentiable phase function in a neighbourhood of z.
In both cases, the chain rule yields the stated formulas:
and analogously for ∂φ ∂y .
Regularity Properties of the STFT.
In this section, we will give a regularity and smoothness result for the STFT with Schwartz window. As a rule of thumb, in general the STFT is the smoother the smoother the window function is. This principle is well reflected by the result of this section.
We prove a smoothness result for arbitrary windows in the Schwartz class [21] of infinitely differentiable rapidly decaying functions
Although the result may be considered mathematical folklore, to our knowledge it has not been stated and proved in the literature so far. To formulate the Theorem 5.6, we give a few preliminary definitions:
Definition 5.4 (Differentiation and multiplication operator). Let g ∈ S(R) be a Schwartz function. Denote by
the differentiation resp. multiplication operator on S(R).
It can be easily shown that the differentiation and multiplication operator satisfy the commutation relation (9) DM − MD = Id.
Definition 5.5 (Translation and difference operator). Let g ∈ S(R) and h ∈ R. The operator
is called translation operator (with shift parameter h). If h = 0, then we also define
the difference operator. Thus
Again, it is easy to show that translation and difference quotient satisfy the following commutation relations for all h ∈ R resp. h ∈ R \ {0}:
Theorem 5.6 (Smoothness of the STFT with Schwartz window). Let f ∈ L 2 (R) and g ∈ S(R). Then the short-time Fourier transform of f with window g is infinitely differentiable, i.e. V (f, g) ∈ C ∞ (R 2 , R 2 ). The partial derivatives are given by
To prove Theorem 5.6, we give a preliminary lemma. Proof. Let α, β ∈ N 0 . We have to show that
We start by proving the following explicit formula:
(note that for α = 0 and α = 1 the right hand side is understood to reduce to
respectively, since in this cases the sum collapses). In order to see this, observe first that
, since D and D h commute by (10) . This settles the case α = 0. Next, assume α = 1. Then
by (9) and (10) . Thus
This is the case α = 1. Finally, assume α ≥ 2. Then
using (9) and a simple mathematical induction, hence
For the first term on the right hand side, we compute
Furthermore, for g ∈ S(R) we have, using the binomial theorem,
Inserting this into ( * ) yields the stated formula. Now let f ∈ S(R) be an arbitrary Schwartz function. By the Mean Value Theorem we have
Likewise
Finally observe that
||T −h f || ∞ = ||f || ∞ . Putting all this together and using the explicit formula from above, we find at last for arbitrary g ∈ S(R) and α, β ∈ N 0
for h → 0 as g ∈ S(R). This finishes the proof of the theorem.
We can now prove the result regarding the smoothness of the STFT with a Schwartz window:
By Theorem 5.7, −D h g → −Dg for h → 0 with convergence in the topology of S(R).
Thus the partial derivative with respect to the first variable
exists and is continuous. 
Using the above formula for ∂ 1 V and the fact that −Dĝ = Mg yields that
and therefore exists and is continuous.
5.3. The Derivative of the Phase Around the Zeros of the STFT. In this section we present an analytic explanation of the peculiar behaviour of the phase derivatives of the STFT for a large class of window functions. It turns out that the phenomenon is connected to the smoothness and continuous differentiability of the STFT which, as we have seen in the previous paragraph, is in turn derived from the smoothness of the window function.
We prove results for STFTs of a certain smoothness, more precisely of certain differentiability orders. STFTs with windows in the Schwartz class are infinitely differentiable and thus contained as special case.
Consider first the partial derivative of the phase of the STFT with respect to the first variable (i.e. 'time'). For convergence along a vertical path, we have Theorem 5.8 (Phase derivatives of the STFT, part I). Let f, g ∈ L 2 (R). Assume that
by assumption. Hence the numerator tends to a nonzero number, in this case (det J V (x 0 , ω 0 ) < 0) a positive one. For the denominator, we find
in some neighborhood since the function ω → (2UU ω + 2W W ω ) (x 0 , ω) has a strict local minimum in ω 0 . At the same time, (2UU ω + 2W W ω ) (x 0 , ω) → 0 for ω → ω 0 , hence the denominator goes to zero from below for ω ↑ ω 0 and from above for ω ↓ ω 0 . The claim follows. The case det J V (x 0 , ω 0 ) > 0 is completely analogous.
For convergence along a horizontal path, we need slightly more regularity:
Theorem 5.9 (Phase derivatives of the STFT, part II). Let f, g ∈ L 2 (R). Assume that (U x W xx + UW xxx − W x U xx − W U xxx ) (x, ω 0 ) 2 (U 2 x + UU xx + W 2 x + W W xx ) (x, ω 0 )
, if the latter limit exists. For the denominator, (UU xx + W W xx ) (x, ω 0 ) → (UU xx + W W xx ) (x 0 , ω 0 ) = 0 for x → x 0 , but
x (x 0 , ω 0 ) > 0 converges to a nonzero number, since not both U x (x 0 , ω 0 ) and W x (x 0 , ω 0 ) can be zero because of det J V (x 0 , ω 0 ) = (U x W ω − U ω W x ) (x 0 , ω 0 ) = 0. The numerator obviously converges:
(U x W xx + UW xxx − W x U xx − W U xxx ) (x, ω 0 )
Concerning the partial derivatives of the phase of the STFT with respect to the second variable ('frequency'), we can argue almost identically and thus find the following analogous results: 
