5 shows that there are only four mutually independent events. Hence any 5 of the 10 pairwise independent events are statistically dependent.
If the experiment consists of drawing n cards with replacement from a 52-card deck, then N = 52" = 22n x 13". There are only 3n mutually independent events, but there are 5211/2 + 1 (for n even) pairwise independent events by Theorem 4 with k = 521/2. If one selects a random subset of 5 cards, then N = (52) = (4 x 7)2 x 3 x 5 x 13 x 17. Hence there are at least 33 pairwise independent events, but only 10 mutually independent events. Even the existence of 10 mutually independent events is surprising, since the selections are without replacement. The next example is related to this phenomenon.
If one takes a random sample of size n from a population of size r, then the selections are dependent. But N = r ... (r n + 1) implies that there are at least n mutually independent events, and in fact many more, since many of the factors of N must be composite. This can be understood by noting that with a relabeling of the outcomes, this experiment can be thought of as selecting n independent values, one from the set {1, 2, . . ., r}, one from {1, 2, . . ., r -1}, and so forth.
We next consider Bernstein's example and a natural generalization. This well-known example goes as follows: Toss a fair coin two times. Let AI = "the first toss lands heads," A2 = "the second toss lands heads," and A3 = "an even number of tosses land heads." Here any two of A1, A2, A3 are independent, but they are not mutually independent. The following generalizations extend this idea. Consider the experiment of tossing n fair coins. Let Ai = "the ith toss lands heads" for i = 1, . . ., n. Let A,,+1 = "the number of heads is even." It is well known and follows easily by mathematical induction that, for a fair coin, the probability of an even number of heads is one-half. It follows from this that any subset of n of the Ai (i = 1 ., n + 1) are independent, whereas Al, . . ., A,,+1 are dependent. The same conclusion holds for the experiment of selecting n numbers at random with replacement from the set {O, 1, . . ., p -1}, for a prime p. Here Ai = "the ith number selected is zero," for i = 1, . . ., n, and A,, 1 = "the sum of the numbers is divisible by p." In this case Np". Again the prime factorization of N is playing a role. For suppose that N were the product of n prime factors not all of which are the same. Then by the Corollary to Theorem 5 there would not exist n + 1 events any n of which are mutually independent. Wong (1972) gave a different example of Ai (i = 1 . . ., n + 1) such that any subset of n are mutually independent, whereas AI, . ., A,,+ are dependent. It is interesting to note that in his example N = 21', the nth power of a prime.
The examples in this section illustrate that pairwise independent events that are not mutually independent occur in many common situations. We do not claim, however, that the events considered are of practical interest. Thus Feller's statement still stands. It would be interesting to find an example that contradicts it. In this article the results of Haslett (1985) are derived in a much simpler way by assuming that the errors have a multivariate normal distribution. We exploit the fact that under this assumption, WLS and maximum likelihood (ML) estimators are identical. This allows us to develop the recursions through a suitable Taylor series expansion of the score function (i.e., the first derivative of the log-likelihood). The method we propose is similar in some ways to the Newton-Raphson procedure of finding the roots of the likelihood equations and does not seem to have been exploited in the context of recursive updating. This approach circumvents the heavy algebra that has been necessary in all of the previous derivations. two main results, Theorems 3.3  and 3.4, which provide the recursive equations for the estimates of ,B and the residual sum of squares. In each case we exploit the assumption of multivariate normality to simplify the derivations. 
PRELIMINARIES

Consider the linear model
