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a b s t r a c t
We handle in this paper three dominating clique problems, namely, the decision problem
to detect whether a graph has a dominating clique and two optimization versions asking
to compute a maximum- and a minimum-size dominating clique of a graph G, if G has
a dominating clique. For the three problems we propose exact moderately exponential
algorithms with worst-case running time upper bounds improving those by Kratsch and
Liedloff [D. Kratsch, M. Liedloff, An exact algorithm for the minimum dominating clique
problem, Theoret. Comput. Sci. 385 (1–3) (2007) 226–240]. We then study the three
problems in sparse and dense graphs also providing improved running time upper bounds.
Finally, we propose some exponential time approximation algorithms for the optimization
versions.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Given a graphG = (V , E), a dominating clique is a cliquewhich is also a dominating set forG, i.e., it is a subsetV ′ of pairwise
adjacent vertices such that every vertex v ∈ V \ V ′ has a neighbor in V ′. Determining whether there exists a dominating
clique or not is known to beNP-complete [19]. This implies that both natural optimization versions of the problem, namely,
min dominating clique and max dominating clique, asking to compute a dominating clique ofminimum and ofmaximum
size, respectively, are NP-hard.
These problems make part of a large family of graph problems, called domination problems in [7], whose notorious
representative is min independent dominating set. Generally, the properties of dominating sets are useful in identifying
structural properties of a social network [17,18] (cited in [8]) and in computing the threshold dimension of certain classes
of graphs. Although less known than min independent dominating set, dominating clique problems have been already
studied, in particular in [8]. The dominating clique concept has many applications, for instance in network design where,
in order to set up the communication links in a network one might want a strong central group that can communicate
with each member of this group so that everyone outside the group could communicate with someone within the group.
In the same spirit the dominating clique concept could be used for forest fire prevention, a group of forest fire sentries that
could see various sections of a forest might also be positioned in such a way that each could see the others in order to use
triangulation to locate the site of a fire [8].
Obviously, all the three versions of dominating clique problems mentioned above can be solved by enumerating all
the subsets of V . So, an interesting problem is to devise algorithms able to optimally solve the three problems existing
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Table 1
Results of Sections 3, 4.1 and 4.2.
Former result Our result
existing dominating clique O∗(1.3387|V |) [20] O∗(1.2628|V |)
- exponential space allowed O∗(1.3234|V |) [20] O∗(1.2453|V |)
max dominating clique O∗(1.4423|V |) [16] O∗(1.3196|V |)
- exponential space allowed O∗(1.2937|V |)
min dominating clique O∗(1.3387|V |) [20] O∗(1.3248|V |)
- exponential space allowed O∗(1.3234|V |) [20] O∗(1.298|V |)
Table 2
Results of Section 5 where µ ∈ [0, 1] is an increasing function of D(G).
min dominating clique max dominating clique
Max degree∆ 2∆ 3∆/3
Min degree δ > |V |/2  |V ||V |−δ 1.22|V | |V ||V |−δ
D(G) > 3/4
 |V |√
1−D(G)|V |

1.22|V |
 |V |√
1−D(G)|V |

D(G) 6 1/4
 |V |√
D(G)|V |

(1+ µ/√D(G))|V |√D(G)
dominating clique, min dominating clique and max dominating clique using time O(2c|V |p(|V |)), where c is a constant
less than 1 and p some polynomial function. Notice that, compared to the slightest improvement of c , p is non relevant. So,
from now on, we use the notation O∗(2c|V |) in order to omit polynomial factors.
Regarding existing dominating clique, the trivial O∗(2|V |) bound can be easily improved to O∗(3|V |/3) = O∗(1.443|V |) by
enumerating all maximal cliques and verifying each of them for being a dominating set. For this, just use a polynomial delay
algorithm to generate all maximal independent sets [16] and take into account that the number of maximal (by inclusion)
independent sets in a graph is at most 3|V |/3 [21]. Recently, [20] have proposed a branching algorithm that, according to a
measure and conquer analysis [12], solves min dominating cliquewith polynomial space and running time O∗(1.3387|V |),
and another one that requires O∗(1.3234|V |) time and space. Naturally, these algorithms also solve existing dominating
clique.
In what follows, we devise in Section 3 an exact algorithm solving existing dominating clique in O∗(1.2628|V |) using
polynomial space. Using memoization, we improve this time bound down to O∗(1.2453|V |) but using exponential space. In
Section 4.1, we settle max dominating clique and propose an algorithm with running time O∗(22|V |/5) = O∗(1.3196|V |)
using polynomial space. Furthermore, we prove that this running time is ‘‘tight’’ in the sense that we exhibit an instance in
which time O∗(22|V |/5) is also a lower bound. Allowing exponential space, we decrease the running time to O∗(1.2937|V |).
In Section 4.2 we study min dominating clique and propose an algorithm with tight running time O∗(1.3248|V |) using
polynomial space; oncemore, allowing exponential space,wedecrease the running time toO∗(1.298|V |). Table 1 summarizes
the results of Sections 3, 4.1 and 4.2.
In Section 5, we restrict ourselves to sparse and dense graphs, and produce exact algorithms whose complexities depend
on theminimum,maximum, and average degrees of the input graph. These results are summarized in Table 2 (some of them
being obvious), where D(G) = 2|E|/(|V |(|V | − 1)) is the density of the graph G. For instance, we show in Section 5 that if
n− δ = o(n) (where δ is the minimum degree of vertices in the graph), or if D(G) = 1− o(1), min dominating clique can
be solved in subexponential time and max dominating clique using roughly the same running time as max clique. On the
other hand, if D(G) = o(1) both min and max dominating cliques can be also solved in subexponential time.
It is easy to see that no polynomial time approximation algorithm can exist formindominating clique andmaxdominat-
ing clique, unless P = NP, since any such algorithmwould first solve existing dominating clique that is NP-complete. For
this reason, in Section 6, we present some approximation results formin dominating clique andmax dominating clique by
‘‘low complexity’’ exponential time algorithms. The basic motivation for the development of such algorithms is to overcome
the inapproximability barriers of polynomial approximation algorithms, by devising approximation strategies that, though
with exponential running time, run much faster than the corresponding exact algorithms known for these problems. The
interested reader can find more about this issue and its motivations in [4], while several results for well-known problems
can also be found, for instance, in [1–3,9,10,13,22]. Recall that the approximation ratio of an algorithm A supposed to solve
anNP-hard problemΠ is defined bymax{m(I, S)/ opt(I), opt(I)/m(I, S)}where, for any instance I ofΠ ,m(I, S) is the value
of the solution S computed by A in I and opt(I) is the value of an optimal solution of I .
2. Preliminaries
In what follows, given a graph G = (V , E) and a vertex v ∈ V , the neighborhood N(v) of v is the set of vertices that are
adjacent to v and the set N[v] = N(v)∪ {v} is called the closed neighborhood of v. For the degree of v, we use the notation
d(v) = |N(v)|; the anti-degree of v is the quantity d¯(v) = |V \N[v]|. Vertices in V \N[v] are called anti-neighbors of v. For
any set V ′ ⊂ V , we write NV ′(v) = N(v)∩ V ′, NV ′ [v] = N[v] ∩ V ′, dV ′(v) = |NV ′(v)| and d¯V ′(v) = |V ′ \NV ′ [v]|; G[V ′] is the
subgraph induced by V ′ in G.
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For simplicity, we set n = |V | andm = |E|. For any function T , T (n) stands for themaximum running time the algorithm
requires to compute T on a graph containing at most n vertices.
Also, let us note that we use the same notations as in [20]. More precisely, S is the set of vertices we have added to the
solution under construction, D is the set of vertices we have discarded, A =s∈S N(s) \D is the set of vertices still available
and F = V \ (s∈S N[s]) is the set of vertices that still remain to be dominated; T (S,D, A, F) is a boolean function that
returns true if and only if there exists a dominating clique C in G such that S ⊆ C ⊆ A ∪ S. Let us note that, once the first
vertex is picked, we ensure that A and F are disjoint. As pointed out in [20], it is equivalent to solve existing dominating
clique or to determine if there exists v ∈ V such that T ({v},∅,N(v), V \ N[v]) = true. For simplicity, in the proofs that
follow in Sections 3 and 4, we denote by n the number of non fixed vertices, i.e., n = |A| + |F |. Parameter n measures the
progress of the algorithm.
We now give some immediate lemmata, that have already been stated, for instance, in [20], but that one should keep in
mind in order to understand how our algorithms work.
Lemma 1. If there exists some dominating clique K ∗, then any clique that contains K ∗ is a dominating clique. Also, for any v ∈ V ,
any dominating clique containing v contains only vertices from N[v].
Lemma 2. For any v ∈ V , if there exists some dominating clique K containing v, then there exists a dominating clique K ′ ⊆ K
with |K ′| 6 |V \ N(v)|.
Proof. The claimed clique K ′ could be, for instance, obtained by simply taking v and one neighbor in K for any vertex in
V \ N[v]. 
3. existing dominating clique
We devise in this section an algorithm, called EDC, that solves existing dominating clique with running time
O∗(1.2628n). Below, we first sketch Algorithm EDC. Cases 1 to 5 are simple reduction rules that do not need any branching.
On the other hand, cases 6 and 7 imply various branching rules (according to the subcases examined) that, for readability,
will be detailed in the proof of Proposition 1 that follows.
Let α = min{dA(u), u ∈ F} and β = min{d¯A(v), v ∈ A}. Algorithm EDCworks as follows:
1. if F = ∅, then T (S,D, A, F) = true;
2. else, if ∃u ∈ F , such that dA(u) = 0, then T (S,D, A, F) = false;
3. else, if ∃u ∈ A, such that dF (u) = 0, then T (S,D, A, F) = T (S,D ∪ {u}, A \ {u}, F);
4. else, if ∃u ∈ A, such that d¯A(u) = 0, then T (S,D, A, F) = T (S ∪ {u},D ∪ NF (u), A \ {u}, F \ NF (u));
5. else, if ∃i ∈ F , such that dA(i) = 1 with j ∈ NA(i), then T (S,D, A, F) = T (S ∪ {j},D ∪ {i}, A \ {j}, F \ {i});
6. else, if α 6 β + 1, branch on a vertex u ∈ F (by putting in S at least one among its neighbors in A) with dA(u) = α
according to the following exhaustive cases:
(a) dA(u) = α = 2 with j, k ∈ NA(u):
i. d¯A(j)+ dF (j) > 3 and d¯A(k)+ dF (k) > 3;
ii. d¯A(j) = 1, dF (j) = 1 and d¯A(k)+ dF (k) > 5;
iii. d¯A(j) = 1, dF (j) = 1, d¯A(k)+ dF (k) = 4 and j ∉ NA(k);
iv. d¯A(j) = 1, dF (j) = 1, d¯A(k)+ dF (k) = 4 and j ∈ NA(k);
v. d¯A(j) = 1, dF (j) = 1, d¯A(k)+ dF (k) = 3 and j ∉ NA(k);
vi. d¯A(j) = 1, dF (j) = 1, d¯A(k)+ dF (k) = 3 and j ∈ NA(k);
vii. d¯A(j) = 1, dF (j) = 1, d¯A(k) = 1, dF (k) = 1;
(b) dA(u) = α > 3 and there is one vertex in j ∈ NA(u) such that dF (j) > 2 or d¯A(j) > α;
(c) dA(u) = α > 3 and for all j ∈ N(u) both dF (u) = 1 and d¯A(j) = α − 1;
7. else,α > β+2. Then branch on a vertex v ∈ A (by putting in S at least one of the vertices in A\NA(v)) such that d¯A(v) = β
according to the following subcases:
(a) d¯A(v) = β = 1;
(b) d¯A(v) = β > 2.
Proposition 1. Algorithm EDC decides whether there exists a dominating clique, or not, with running time O∗(1.2628n) and
using polynomial space. If exponential space is allowed, using memoization the time needed is O∗(1.246n).
Proof. The correctness of the algorithm easily follows from the following remarks.
• If a vertex u ∈ A has no neighbor in F , then u is useless and can be discarded (case 3).
• For a vertex v ∈ A, if all the vertices in A \ NA[v] have been discarded (or in particular if d¯A(v) = 0) then v can be added
to S (cases 4 and 7).
• At least one of the neighbors in A of any vertex in F has to be added to S (cases 5 and 6).
For the complexity of the algorithm, we consider all subcases of cases 6 and 7. Let us remark that in cases 6 and 7, ∀i ∈ F ,
dA(i) > 2 and ∀u ∈ A, d¯A(u) > 1.
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Case 6a Either j or kmust be selected as they are the only available vertices adjacent to u. The following subcases must be
considered.
• For subcase 6(a)i, if j is selected all available vertices not in NA(j) are discarded and all free vertices in NF (j) are
dominated. Hence, as d¯A(j)+dF (j) > 3, at least 4 vertices including j are removed. Alternatively k is selected and
similarly at least 4 vertices including k are removed. Putting all the above together, we have T (n) 6 2T (n− 4)
inducing as complexity O∗(1.1893n).
• For subcase 6(a)ii, if j is selected, as d¯A(j)+ dF (j) = 2 at least 3 vertices including j are removed. Alternatively, k
is selected and similarly, as d¯A(k)+ dF (k) > 5, at least 6 vertices including k are removed. Putting all the above
together, we have T (n) 6 T (n− 3)+ T (n− 6) inducing as complexity O∗(1.174n).
• For subcase 6(a)iii, we have d¯A(k)+dF (k) = 4. But then, if dF (k) = 1, k can be discarded and j can be selected as
they are both adjacent to u ∈ F with dF (j) = dF (k) = 1 but d¯A(k) = 3 > d¯A(j) = 1 with k ∉ NA(j). Similarly, if
dF (k) = 3, j can be discarded and k be selected. Alternatively, d¯A(k) = dF (k) = 2 and let l be the available vertex
not in N(k)with l adjacent to at least one vertex α in F . Then, a branch on l can be executed. If l is selected, then
α is dominated, k is discarded and, correspondingly (now d¯A(j) = 0), j is selected and u is dominated. Besides,
if l is discarded, d¯A(k) = 1 and dF (k) = 2; hence, j can be discarded, k selected and u dominated. Overall, we
have T (n) 6 2T (n− 5) inducing as complexity O∗(1.1487n).
• For subcase 6(a)iv, if j is selected, as d¯A(j)+ dF (j) = 2 at least 3 vertices including j are removed. Alternatively, j
is discarded, k is selected and similarly, as d¯A(k) + dF (k) = 4 and j ∈ N(k), at least 6 vertices including j and
k are removed. Putting all the above together, we have T (n) 6 T (n − 3) + T (n − 6) inducing as complexity
O∗(1.174n).
• For subcase 6(a)v, we have d¯A(k) + dF (k) = 3 with k ∉ NA(j). But in this case, if dF (k) = 1, k can be discarded
and j can be selected as they are both adjacent to u ∈ F with dF (j) = dF (k) = 1 but d¯A(k) = 2 > d¯A(j) = 1 and
k ∉ NA(j). Similarly, if dF (k) = 2, j can be discarded and k selected. No branch occurs for this subcase.
• For subcase 6(a)vi, let, w.l.o.g., l ∈ A, l ∉ N(j). If k is selected, as d¯A(k) + dF (k) = 3, three other vertices are
removed including u. But then, j can be discarded (u being already dominated by k). Alternatively k is discarded,
j is selected, l is discarded and u is dominated. Putting all the above together, we have T (n) 6 T (n−4)+T (n−5)
inducing as complexity O∗(1.1674n).
• For subcase 6(a)vii, if j and k are non adjacent, then no branch occurs as one can arbitrarily select j and discard
k or vice versa. Alternatively j ∈ N(k). Let, w.l.o.g., l ∈ A, l ∉ N(j) and m ∈ A, m ∉ N(j). If l = m, again
then no branch occurs as one can arbitrarily select j and discard k or vice versa. Finally, if l ≠ m, let, w.l.o.g.,
α ∈ F , α ∈ N(l). A branch on l can be executed. If l is selected, then α is dominated, j must be discarded and,
correspondingly (now d¯A(k) = 0), k is selected, u is dominated andm is discarded. Alternatively, l is discarded
and correspondingly (now d¯A(j) = 0) j is selected, u is dominated and k is discarded (now dF (k) = 0). Hence,
we have T (n) 6 T (n− 4)+ T (n− 6) inducing as complexity O∗(1.151n).
In all, for case 6a, the worst-case recursion is T (n) 6 2T (n− 4); so, T (n) = O∗(1.1893n).
Case 6b We prove by recurrence on α that the worst case leads to T (n) 6 αT (n− α − 2), which is the previous result for
α = 2. In the considered case, eitherwe select j orwediscard it. Selecting j allows to remove dF (j)+d¯A(j)+1 > 2+α
vertices. If we do not select j, we remove one vertex, and get an instance G′ where α′ = α − 1 and β ′ > β − 1,
so α′ 6 β ′ + 1 hence at worst by recurrence we have G′ (α − 1)T (n′ − (α + 1)) = (α − 1)T (n − (α + 2))
subinstances from the branching in G′. In all, α branches where we remove α + 2 vertices with worst-case for
α = 4 corresponding to T (n) 6 4T (n− 6)with complexity O∗(1.26n).
Case 6c Suppose that there is an edge (j1, j2) in N(u). When selecting j1, we can assume that we do not select the other
neighbors of u, since dF (j1) = 1. Then, selecting j1 allows to remove d¯A(j1)+3 > α+2 vertices (the anti-neighbors
of j1, as well as j1, j2 and u). As previously, not selecting j1 leads to (α − 1) branches where α + 2 vertices are
removed. Suppose now that N(u) is an independent set. Since for any j ∈ N(u) both dF (u) = 1 and d¯A(j) = α − 1,
all vertices inN(u) are equivalent (sameneighborhood), hencewe select one of themat randomwithout branching.
Case 7a Let w be the anti-neighbor of v in A. The branching is either to take w (and to discard v), or to discard w and take
v (N[v] = A after discarding w). If both dF (v) + d¯A(v) > 3 and dF (w) + d¯A(w) > 3, then we get two branches of
size at most n− 4. Assume now that one vertex, say v, verifies dF (v) = d¯A(v) = 1 (permute v and w otherwise).
Let u be the unique neighbor of v in F . Then, if we take v we can discard all the other neighbors of u in A (since
taking one of these vertices would allow to remove v from the clique). Since α > β + 2 = 3, in the branch we
take v, we remove at least 4 vertices. If dF (w) + d¯A(w) > 3, in the other branch (taking w) at least 4 vertices are
also removed. The only remaining case is when dF (v) = d¯A(v) = dF (w) = d¯A(w) = 1. If u is also a neighbor
of w then we can remove w and take v (or vice versa) without branching. Otherwise, when taking v we remove
at least 5 vertices (v, u, two other neighbors of u in A, and w), while we remove at least 3 vertices when taking
w. Overall, the worst-case is T (n) = T (n − 3) + T (n − 5) with complexity O∗(1.1939n) which corresponds to
T (n) 6 (β − 1)T (n− β − 3)+ T (n− β − 2)+ T (n− β − 4) for β = 1.
Case 7b We show the previous inequality by recurrence on β . Letw be some anti-neighbor of v. We branch onw. Suppose
that we select it. If dF (w) > 2, then we remove β + 3 vertices. Otherwise, when selecting w we can remove the
neighbors of the only vertex dominated byw in F , hence in all α+ 1 > β + 3 vertices. On the other hand, if we do
not selectw, we get an instanceG′withα′ > α−1 andβ ′ = β−1with againα′ > β ′+2. Thus, forβ = 2, eitherwe
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selectw and remove β + 3 = 5 vertices, or we removew and generate a subproblem with β = 1 and worst-case
complexity T (n′) 6 T (n′−3)+T (n′−5) forn′ = n−1. Overall forβ = 2,we get T (n) 6 T (n−4)+T (n−5)+T (n−6).
By recurrence, this induces T (n) 6 (β−1)T (n−β−3)+T (n−β−2)+T (n−β−4) for general β the worst-case
being reached for β = 3 where we have T (n) 6 2T (n− 6)+ T (n− 5)+ T (n− 7)with complexity O∗(1.2628n).
The overall worst-case complexity is then O∗(1.2628n).
We now show how the time bound claimed in Proposition 1 can be further improved by memoization. Obviously, this
improvement requires exponential space. The principle of memoization, as it has been explained for example in [23,12], is
quite simple. Before running the algorithm on the main graph, we run it on every induced subgraph G[X] of size at most αn,
and for each X and each admissible partition (A, F) of X . Note that there exists a linear number of such partitions since
A = NX (v), for v ∈ V \ X (and F = X \ A). We store the results in a table. 1 Notice that, thanks to the recurrence defined just
above, we only need to call a finite number of subproblems of size k− 1 or less in order to compute a given subproblem of
size k. Then, using a classical bottom up technique where we solve the problem on subinstances of increasing size, the total
computation time (and space) for all the subproblems of size k, say S(k,G), is at most:
O∗

n
k

+

i6k−1
S(i,G)

from which we get (for α 6 1/2):
k6αn
S(k,G) ∈ O∗

n
αn

.
We run themain algorithm until the remaining graph has size atmost αn; then a polynomial-time query in the storage table
allows us to conclude. Thus, the total running time and space is:
O∗

max

n
αn

, 1.2628(1−α)n

.
This value is minimum for an α solution of the equation 1.26281−α = 1/(αα(1− α)1−α) (using Stirling’s formula), leading
to T (n) = O∗(1.246n) and completing the proof of the proposition. 
4. max and min dominating cliques
4.1. max dominating clique
The function T (S,D, A, F) is now an integer function that returns the cardinality of a maximum dominating clique in G
contained in S ∪ A and containing S and with no vertex from set D, if any, and −∞ otherwise. Once again, solving max
dominating clique is equivalent to finding maxv∈V {T ({v},∅,N(v), V \ N[v])}. Note that now we cannot discard as in
Algorithm EDC any vertex that has degree 0 in F , because we could be led to a solution that is not amaximum one; however,
we can compute a solution by the following algorithm called MDC:
1. if A = F = ∅, then T (S,D, A, F) = |S|;
2. if ∃u ∈ F , such that dA(u) = 0, then T (S,D, A, F) = −∞;
3. fix w ∈ A such that dA(w) is maximum, and dF (w) is maximum among vertices of maximum dA. If there exists
u ∈ A \ N[w], such that dF (u) = 0, then:
T (S,D, A, F) = max
u′∈A\(NA(w)∪{u})

T

S ∪ u′ ,D ∪ A \ NA u′ ∪ NF u′ ,NA u′ , F \ NF u′
otherwise:
T (S,D, A, F) = max
u∈A\NA(w)
{T (S ∪ {u},D ∪ (A \ NA[u]) ∪ NF (u),NA(u), F \ NF (u))} .
As for EDC, if every vertex in A \N[w] has been discarded, then any vertex still available is in NA[w], so we can safely addw
to S; here, correctness of the algorithm follows from the fact that if every vertex in A\N(w) but u andw have been discarded,
then only one among u andw may be added; furthermore, if dF (u) = 0, we can safely discard u and addw to S.
Proposition 2. AlgorithmMDC computes amaximum-size dominating clique, if any,with running timeO∗(22n/5) = O∗(1.3196n)
and using polynomial space. This bound is tight. If exponential space is allowed then, using memoization, Algorithm MDC computes
a maximum-size dominating clique, if any, with running time and space O∗(1.2937n).
Proof. The proof of the first time-bound (case of polynomial space) claimed in Proposition 2 is a straightforward
consequence of the following observation:
if d¯A(w) = δ, for some δ ∈ N, then:
T (n) 6 max {δ · T (n− δ − 1), (δ + 1) · T (n− δ − 2), T (n− δ − 1)+ δ · T (n− δ − 3)} .
1 Note that, in the algorithms, available vertices never become free (or vice versa), hence the number of subproblems of size αn to consider is
 n
αn

.
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Indeed, let (ui)i6δ be the δ anti-neighbors of u. If one of these δ vertices, say u1, is such that dF (u1) = 0, then (u2, . . . , uδ ∈
D)⇒ w ∈ S; so, T (n) 6 δT (n− δ − 1). Otherwise, ∀i 6 δ, dF (ui) > 1. In this case, if for say u1 d¯A(u1) = δ then, by the fact
that dF (w) is maximum (Step 3 of Algorithm MDC), dF (w) > 1, and T (n) 6 (δ + 1)T (n − δ − 2). Finally, in any other case,
for any i, d¯A(ui)+ dF (ui) > δ + 2. Thus, T (n) 6 T (n− δ − 1)+ δT (n− δ − 3).
Then, in order to conclude, it suffices to observe that T (n) = 22n/5 verifies all recurrences stated in the quoted observation
just above.
Tightness can be shown in the following graph. Consider a collection Gp of p stars of size 5 (1 center plus 4 outer vertices).
Set A is the set of the outer vertices, and set F is the set of the centers. Any outer vertex u is adjacent to any other outer vertex
in any other star; so, dA(u) = 4p − 4. When the algorithm branches on any of these outer vertices, it has to solve existing
dominating clique on four identical copies of Gp−1 and, in this case T (n) = Ω(4n/5).
We now show the second time-bound claimed (case of exponential space). As previously, we run MDC on every subgraph
of size at most βn and store the results in a table, with time and space at most:
S(β, n) ∈ O∗

n
βn

.
Now, we run the main algorithm until the remaining graph has size βn or less; then a polynomial-time query in the storage
table allows us to conclude. Thus, total running time and space is:
O∗

max

n
βn

, 22(1−β)n/5

.
This value is minimum for a β solution of the equation 22(1−β)/5 = 1/(ββ(1− β)1−β) that leads to T (n) 6 O∗(1.2937n). 
4.2. min dominating clique
The function T (S,D, A, F) is now an integer function that returns the cardinality of a minimum dominating clique in G
contained in set A and with no vertex from set D, if any, and∞ otherwise. Once again, solving min dominating clique is
equivalent to finding minv∈V {T ({v},∅,N(v), V \ N[v])}. The following lemmata hold, the proof of the former (Lemma 3)
being obvious.
Lemma 3. Each vertex j ∈ A such that dF (j) = 0 can be discarded.
Lemma 4. If for all j ∈ A d¯A(j) = 0 then the problem is solvable in time O∗(1.2301n) and polynomial space.
Proof. Indeed, in this case A is a clique. The solution ofmin dominating clique becomes the solution of a pure set covering
problem where the set F corresponds to the universe U of elements and the set A corresponds to the collection S of the
(nonempty) subsets of U and the aim is to determine a minimum cardinality sub-collection S ′ ⊆ S which covers U . This
set covering problem is known to be solvable to optimality in time O∗(1.2301|A|+|F |) [12]. But, as |A| + |F | 6 n this is not
superior to O∗(1.2301n) time. 
Lemma 5. If there exists i ∈ F which is adjacent to atmost 2 vertices in A, thenwe can branch in such away that T (n) 6 2T (n−3).
Proof. Indeed, if i ∈ F is adjacent only to the vertex j ∈ A, then no branch occurs, j is included in S dominating i which is
removed from F ; alternatively, i ∈ F is adjacent to vertices j, k ∈ A and either j or kmust be included in S to dominate i. Then,
if dF (j) > 2, either j is included in S and at least 3 vertices are removed, or j is discarded, k is included and i is dominated,
i.e., 3 vertices are removed. If dF (j) = dF (k) = 1, d¯A(j) > 1 holds, or else k could be discarded without branching. But then,
in both cases at least 3 vertices are fixed leading to T (n) 6 2T (n− 3) corresponding to O∗(1.26n) time. 
We claim that we can solve min dominating clique with running time O∗(1.3248n) by the following algorithm,
called MINDC, that works as follows (as for Algorithm EDC, Case 5, which implies various branching rules, will be detailed
in the proof of Proposition 3 that follows):
1. if A = F = ∅, then T (S,D, A, F) = |S|;
2. else, if ∃i ∈ F , such that dA(i) = 0, then T (S,D, A, F) = ∞;
3. else, if ∀j ∈ A d¯A(j) = 0, then solve the problem as a minimum set covering problem according to Lemma 4 (with
complexity at most O∗(1.2301n));
4. else, if ∃i ∈ F , such that 2 > dA(i) > 1, then branch on the vertices adjacent to i according to Lemma 5 (with complexity
at most O∗(1.26n));
5. else, if ∀i ∈ F dA(i) > 3, then select j ∈ A such that d¯A(j) is maximum and branch according to the following exhaustive
cases:
(a) d¯A(j) > 1 with vertex j ∈ A adjacent to only one vertex i ∈ F with dA(i) = 3;
(b) d¯A(j) > 1 with vertex j ∈ A adjacent to only one vertex i ∈ F with dA(i) > 4;
(c) d¯A(j) = 1 with vertex j ∈ A non adjacent to vertex k ∈ A and adjacent to exactly two vertices h, i ∈ F with
dA(i) > dA(h) = 3;
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(d) d¯A(j) = 1 with vertex j ∈ A non adjacent to vertex k ∈ A and adjacent to exactly two vertices h, i ∈ F with
dA(i) > dA(h) = 4;
(e) d¯A(j) = 1 with vertex j ∈ A non adjacent to vertex k ∈ A and adjacent to exactly two vertices h, i ∈ F with
dA(i) > dA(h) > 5;
(f) d¯A(j) = 1 with vertex j ∈ A non adjacent to vertex k ∈ A and adjacent to at least three vertices g, h, i ∈ F ;
(g) d¯A(j) > 2 with vertex j ∈ A non adjacent to vertices k,m ∈ A and adjacent to at least two vertices h, i ∈ F .
Proposition 3. Algorithm MINDC computes a minimum-size dominating clique, if any, with running time O∗(1.3248n) and
polynomial space, while, using memoization, it can run in time and space O∗(1.2980n).
Proof. The correctness of the algorithm is straightforward. For the complexity we consider all subcases of case 5.
• If case 5a holds, let j, k, l be the three vertices ∈ A adjacent to i. If j is selected, it must dominate i, hence k, l must
be discarded. Alternatively, j is discarded inducing dA(i) = 2 and the applicability of Lemma 5. Overall, we have
T (n) 6 T (n− 4)+ 2T (n− 4) = 3T (n− 4) inducing as complexity O∗(1.3161n).
• If case 5b holds, there are at least 4 vertices j, k, l,m ∈ A adjacent to i. If j is selected, it must dominate i, hence
k, l,m must be discarded. Alternatively, j is discarded. Hence, either 1 vertex or 5 vertices are fixed, i.e., we have
T (n) 6 T (n− 1)+ T (n− 5) inducing as complexity O∗(1.3248n).
Note that in all the following items of the proof, dF (j) > 2.
• If case 5c holds, then either j is selected, k ∈ A non adjacent to j is discarded and h, i are dominated, or j is discarded
inducing dA(h) = 2 and the applicability of Lemma 5. Overall, we have T (n) 6 T (n − 4) + 2T (n − 4) = 3T (n − 4)
inducing as complexity O∗(1.3161n).
• If case 5d holds, then j is non adjacent to k ∈ A and is adjacent to h, i ∈ F with dA(i) > dA(h) = 4; note also that, by the
assumptions on j, d¯A(k) = 1. If ∃l ∈ A with d¯A(l) = 0 which is adjacent to both h and i, then j is superseded by l and can
be discarded. Also, if l is adjacent to just one among h and i, say, adjacent to h and non adjacent to i, then all other vertices
adjacent to imust be discarded when selecting j or else j would again be superseded by l: but this induces a recurrence
T (n) 6 T (n−1)+T (n−6)with complexity O∗(1.286n). Similar considerations hold for vertex k. If k is adjacent to both h
and i, then j is superseded by k and can be discarded. Else, if k is adjacent to just one among h and i, say, adjacent to h and
non adjacent to i, then all other vertices adjacent to imust be discardedwhen selecting j or else jwould be superseded by
k: once again, this, induces a recurrence T (n) 6 T (n−1)+ T (n−6)with complexity O∗(1.286n). Alternatively, neither k
nor any l ∈ Awith d¯A(l) = 0 are adjacent to both h and i. Let α, β and γ ∈ A be the available vertices adjacent to h. Notice
that d¯A(α) = d¯A(β) = d¯A(γ ) = 1 as d¯A(j) = 1, j being the vertex with maximum anti-degree within set A and must
have anti-degree within set A strictly greater than 0 and they are adjacent to h. Then, there are at least 2 edges between
vertices α, β and γ , say, edges (αβ) and (αγ ). Consequently, a branch on the vertices dominating h holds, where either j
is selected or j is discarded and α is selected or j and α are discarded and β is selected or j, α and β are discarded and γ
is selected. We can assume dF (α) > 2; otherwise, one can apply cases 5a or 5b with α instead of j. All these induce a
recurrence T (n) 6 T (n− 4)+ T (n− 5)+ 2T (n− 6)with complexity O∗(1.3086n).
• If case 5e holds, then j is non adjacent to k ∈ A and is adjacent to h, i ∈ F with dA(i) > dA(h) > 5. Similarly to subcase 5d, if
∃ l ∈ Awith d¯A(l) = 0which is adjacent to either h or i or both, or if k is adjacent to either h or i or both, then a recurrence
T (n) 6 T (n−1)+T (n−7)would hold (now dA(i) > dA(h) > 5)with complexityO∗(1.2555n). Alternatively, a branch on j
holdswhere, if j is selected, then k is discarded, h and i are dominated and either all other vertices∈ A and adjacent to h are
discarded, or all other vertices∈ A and adjacent to i are discarded. This induces a recurrence T (n) 6 T (n−1)+2T (n−8)
with complexity O∗(1.307n).
• If case 5f holds, vertex j is non adjacent to vertex k ∈ A and is adjacent to at least 3 vertices g, h, i ∈ F . If j is selected, k
is discarded and g, h, i are dominated. Alternatively, j is discarded. Hence, either 1 vertex or 5 vertices are fixed, i.e., we
have T (n) 6 T (n− 1)+ T (n− 5) inducing as complexity O∗(1.3248n).
• If case 5g holds, vertex j is non adjacent at least to vertices k,m ∈ A and is adjacent at least to vertices h, i ∈ F . If j is
selected, k,m are discarded and h, i are dominated. Alternatively, j is discarded. Hence, either 1 vertex or 5 vertices are
fixed, i.e., we have T (n) 6 T (n− 1)+ T (n− 5) inducing as complexity O∗(1.3248n).
The overall worst-case complexity is then O∗(1.3248n).
For trading space for time, one can do a previously. First, one solves the problem in a bottomup fashion on every subgraph
of size at most γ n and stores the results in a table, with time and space at most:
S(γ , n) ∈ O∗

n
γ n

.
Now, one runs themain algorithmuntil the remaining graph has size γ n or less; then a polynomial-time query in the storage
table allows one to conclude. Thus, total running time and space is:
O∗

max

n
γ n

, 1.3248(1−γ )n

This value is minimum for a γ solution of the equation 1.32481−γ = 1/(γ γ (1− γ )1−γ ), that leads to T (n) =
O∗(1.2980n). 
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5. Dominating cliques in dense and sparse graphs
5.1. Graphs of fixed maximum or minimum degree
Notice that if a graph has maximum degree∆, all the maximal cliques can be computed with running time O∗(3∆/3) and
all the cliques with running time O∗(2∆). In particular, dominating clique problems are polynomial if ∆ = O(log n) and
subexponential if∆ = Ω(log n), but remains o(n).
In the case of high minimum degree δ, this does not remain true. Indeed, max clique easily reduces to max dominating
clique by adding to the graph instance G a new vertex adjacent to any vertex in G, andmax clique is well known to be NP-
hard even in graphs of minimum degree n− 4 (max independent set being NP-hard in graphs of maximum degree 3 [14]).
Then, even in graphs with minimum degree δ > n− δ for some constant δ max dominating clique is not polynomial (if P≠
NP). However, there are some interesting results.
For v ∈ V , let us define f (v) = 1 − |N(v)|/|V |. Then, for any v ∈ V , nf (v) 6 n − δ. Thanks to Lemma 2, if there
exists a dominating clique, then there exists a dominating clique of size at most nf (v). Thus, existing, andmin dominating
cliques can be computedwith running time O∗
 n
n−δ

for δ > n/2. In particular, existing, andmin dominating cliques are
polynomial if n− δ is finite and subexponential if n− δ = o(n).
We now exhibit Algorithm MDC1 that solves max dominating clique in any graph, but it is interesting only for dense
graphs:
1. for every v ∈ V , form the collection S(v) of every subset of N[v] of size at most nf (v) that is a dominating clique;
2. for every S ∈ S(v), compute a maximum clique in G[s∈S N[s]];
3. return the maximum-size clique among those computed in Step 2.
Proposition 4. Algorithm MDC1 solves max dominating clique.
Proof. Let K ∗ be an optimal solution formax dominating clique. According to Lemma 2, for any v ∈ K ∗, there exists K ⊂ K ∗
such that K is a dominating clique and |K | 6 nf (v) 6 n−δ. Thus, K belongs to S(u), for some u. Let K ′ be themaximumclique
in G[s∈K N[s]]. According to Lemma 1, K ′ is a dominating clique, while K ∗ ⊆s∈K N[s]. Then, by maximality, |K ′| = |K ∗|.
So, Algorithm MDC1 computes a maximum-size dominating clique. 
For δ > n/2, the size of the collection computed at step 1 is at most n2
 n
n−δ

; thus, Algorithm MDC1 has running
time O∗

cn
 n
n−δ

if the algorithm used to solve max clique has complexity O∗(cn). In particular, max dominating clique
can be computed with the same exponential bound on running time as max clique in graphs such that n − δ = o(n); this
bound cannot be improved (thanks to the reduction from max cliquementioned above).
Note that the bestworst-case complexity bound formax clique is, to our knowledge, the (exponential space)O∗(1.1889n)
time bound claimed by [24] in his technical report, or the (polynomial space) O∗(1.2125n) algorithm by [5].
5.2. Graphs of small average degree
More generally, the density of a graph can be defined asD(G) = 2m/(n(n−1)) = d/(n−1)where d is the average degree
of the graph. It can be easily seen that, if D(G) = o(1), the size of a maximum clique is o(n) and then we can enumerate all
cliques in subexponential time.
We now focus ourselves on the case where D(G) /∈ o(1) but is bounded above by some constant λ ∈ [0, 1]. In this case,
average degree is at most λ(n− 1), hence:
m 6
λn(n− 1)
2
6
λn2
2
. (1)
By exhaustive enumeration of all the subsets of size at most
√
D(G)n, we trivially find if there is a dominating clique (and
return theminimal and themaximal one) with running time O∗
 n√
λn

. This is only interesting for rather small values of λ;
for example, if
√
λ = 1/20, running time is O∗(1.22n).
As far as existing dominating clique and max dominating clique are concerned (not min dominating clique), we can
greatly improve this result. Notice that, for any dominating clique K we have the following inequality:
m >
|K |(|K | − 1)
2
+

v∈K
dV\K (v).
Assume first that there exists a vertex v ∈ K such that dV\K (v) < µn + 1/2, for a given µ whose value will be fixed later.
Then n(1− f (v)) < µn+ 1/2+ |K |.
In [6] it is established that in a graph of size n, the cliques of size k or less (where n/k > 3) can be enumerated in
time O∗((n/k)k). Thus, we can enumerate all maximal cliques containing v with running time:
T (n) = O∗
µn+ 12 + |K ||K |
|K | = O∗ 2|K | log2(1+µn/|K |+1/2|K |) .
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Table 3
Running time of our algorithm vs. running time of exhaustive enumeration of all the subsets of size
at most
√
D(G)n, for some values of λ.√
λ 1/4 1/6 1/8 1/10 1/20 1/50
Optimal µ 0.326 0.248 0.200 0.169 0.097 0.045
Running time of our algorithm 1.233n 1.164n 1.127n 1.104n 1.056n 1.024n
Running time O∗
 n√
λn

1.755n 1.570n 1.458n 1.385n 1.220n 1.104n
Since this function is increasing with K and, according to (1), |K | 6 √2m+ 1 6 √λn+ 1, this leads to:
T (n) = O∗

2
√
λn log2(1+µ/
√
λ)

. (2)
On the other hand, if for any v ∈ K , dV\K (v) > µn+ 1/2, using also (1), we get:
m >
|K |(|K | − 1)
2
+ |K |

µn+ 1
2

= |K |
2
2
+ |K |µn =⇒ |K | 6

λ+ µ2 − µ

n.
In this case, running time for enumerating all small subsets containing v is bounded above by
T (n) = O∗

 n
λ+ µ2 − µ

n

√
λ+µ2−µ

n
 = O∗ 2√λ+µ2−µnlog2√λ+µ2−µ . (3)
The running time given by (2) is increasing with µwhile the one given by (3) is decreasing. So, the best value for µ is given
when both are equal,2 i.e. when
λ+ µ2 − µ

·
log2 λ+ µ2 − µ = √λ log2 1+ µ√
λ

.
In Table 3, bounds on running time of the above method vs. running time of exhaustive search (both depending on
parameter λ) are given.
5.3. Graphs of high average degree
In this section, we deal with graphs of density D(G) > 3/4. As previously, it is easy to see that in such graphs max
dominating clique is harder than max clique.
Let us define Algorithms mDC and MDC2 for min dominating clique and max dominating clique, respectively. The
former, mDC, works as follows:
fix ϵ = √1− D(G), compute any subset of size at most ϵn and return a smallest one that is a dominating clique if
any.
On the other hand, Algorithm MDC2 for max dominating cliqueworks as follows:
1. fix ϵ = √1− D(G) and compute any subset of size at most ϵn; let K0 be a largest one that is a dominating clique, if any;
2. for every v ∈ V such that nf (v) 6 ϵn, form the collection S(v) ⊆ N[v] of every subset of size at most nf (v) that is a
dominating clique;
3. for every S ∈ S(v), compute a maximum clique in G[s∈S N[s]];
4. let K1 be a clique of maximum size among those computed in Step 3; output max{K0, K1}.
Obviously, if there exists no dominating clique in the graph, both algorithms return nothing. We now prove that, if some
dominating clique exists, Algorithm mDC computes a minimum dominating clique, while Algorithm MDC2 computes a
maximum dominating clique.
Fix K ∗ a maximum dominating clique. If |K ∗| 6 ϵn, it is clear that both algorithms work correctly. Assume |K ∗| > ϵn and
suppose that, for any v ∈ K ∗, f (v) > ϵ. Then:
n(n− 1)
2
−m > 1
2

v∈K∗
nf (v) >
ϵ2
2
n2 >
1− D(G)
2
n(n− 1).
Pluggingm = D(G)n(n− 1)/2 in the previous inequality leads to a contradiction.
2 Under the condition that n/k > 3, i.e.

λ+ µ2 − µ 6 1/3, which is verified in the sequel.
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Consequently, there exists a vertex v ∈ K ∗ with nf (v) < ϵn. Since there exists a dominating clique of size at most nf (v),
according to Lemma 2, Algorithm mDC returns a minimum dominating clique K0. Furthermore, K ∗ has the same size as a
maximum clique in G[s∈K0 N[s]], which means that Algorithm MDC2 returns a maximum dominating clique.
To conclude, notice that D(G) = 1− o(1) implies ϵ = o(1), and then
n
ϵn

= O∗

1
ϵϵ(1− ϵ)1−ϵ
n
= 2o(n).
So, in this case Algorithm mDC has subexponential running time, while the complexity of Algorithm MDC2 is the running
time of the max clique-algorithm called in Step 3, with a subexponential multiplicative factor. Again, no improvement in
the exponential basis of the running time seems possible thanks to the reduction from max clique to max dominating
cliquementioned above.
6. Some words on moderately exponential approximation for the dominating clique
Since any approximation algorithm for min dominating clique or max dominating clique solves existing dominating
clique that isNP-complete, it is impossible to devise any polynomial approximation algorithm formin andmax dominating
cliques. Thus, it seems interesting to see if it is possible to compute solutions for the two optimization problems
that guarantee a good approximation ratio with moderately exponential running time; interesting running times of
approximation algorithms lie between the best known complexity for solving existing dominating clique (O∗(1.2628)
with our algorithm) and the best known complexity for solving the corresponding optimization problem.
Wepropose inwhat follows two algorithmsmMOD andMMOD that do this formindominating clique andmaxdominating
clique, respectively. Obviously, in what follows we assume that we handle graphs admitting dominating cliques (otherwise
our algorithm detects that no dominating clique exists).
Algorithm mMOD(ρ) (i.e., parameterized by the ratio ρ that one wishes to attain) for min dominating clique works as
follows:
• run algorithm EDC and let K0 be the dominating clique computed;
• compute all the subsets of V whose size is at most n/ρ; let K1 be a dominating clique of minimum size among them; if
none is found, then set K1 = V ;
• return argmin{|K0|, |K1|}.
Proposition 5. If G = (V , E) has a dominating clique then:
1. for any ρ , 2 6 ρ 6 16.03, it is possible to compute a ρ-approximation tomin dominating cliquewith polynomial space and
running time O∗
 n
n/ρ

; this is faster than the exact (polynomial space) algorithm for ρ > 12.35;
2. for any ρ , 2 6 ρ 6 17.45, it is possible to compute a ρ-approximation to min dominating clique with running time and
space O∗
 n
n/ρ

; this is faster than the exact (exponential space) algorithm for ρ > 13.74.
Proof. For item 1, observe first that Algorithm mMOD has running time (for 2 6 ρ 6 16.03):
O∗

1.2628n +

n
n/ρ

= O∗

n
n/ρ

.
Now, let K ∗m be a minimum dominating clique of G. If |K ∗m| 6 n/ρ, then |K1| = |K ∗m| and mMOD is optimal. Otherwise:
|K0|K ∗m 6 nnρ = ρ.
Some simple algebra fixes ρ as claimed. Item 2 is proved in a similar way by using memoization. 
Unfortunately, this strategy does not work as far as max dominating clique is concerned. Indeed, consider a graph on
n + 3 vertices, consisting of a clique K of size n/3, a triangle T and an independent set S of size 2n/3 (for some n multiple
of 3). Split the vertices of K and S into three equal parts K1, K2, K3 and S1, S2, S3, respectively, and denote by t1, t2 and t3, the
vertices of T . For i = 1, 2, 3, draw the edges (ti, xij), xij ∈ Ki, j = 1, . . . , n/9 (in other words link ti to all the vertices of Ki)
as well as the edges (ti, yij), yij ∈ Si, j = 1, . . . , 2n/9 (in other words link ti to all the vertices of Si). Finally, for i = 1, 2, 3,
link each vertex of Ki to 2 (‘‘private’’) vertices of Si. It is easy to see that in the so built graph K and T are the only dominating
cliques. There, algorithm EDC could return T and taking it as solution for max dominating clique, this is a bad solution.
However, it is possible to get some approximation results if we observe that algorithm EDC is able not only to find a
dominating clique, but also, given a subset S, to find a dominating clique containing S.
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Based upon this remark we devise Algorithm MMOD(ρ) for max dominating clique that works as follows:
• compute all the subsets K of V whose size is at most n/ρ; if K is a clique, then find:
T

K ,N[K ] \

v∈K
N[v],

v∈K
N(v), V \ N[K ]

according to algorithm EDC (where N[K ] = ∪v∈KN[v]);
• return the largest dominating clique found, denoted by K .
Proposition 6. If G = (V , E) has a dominating clique, then:
1. for any ρ > 2 it is possible to compute a ρ-approximation to max dominating clique with polynomial space and running
time:
O∗

n
n/ρ

1.2628n(1−1/ρ)

and is faster than the exact (polynomial space) algorithm for ρ > 128;
2. for any ρ > 2 it is possible to compute a ρ-approximation to max dominating clique with running time and space:
O∗

n
n/ρ

1.2453n(1−1/ρ)

and is faster than the exact (exponential space) algorithm for ρ > 153.
Proof. For item 1, observe first that Algorithm MMOD has running time:
O∗

1.2628|V\N[K ]|

n
|K |

= O∗

1.2628n(1−1/ρ)

n
n/ρ

Now, let K ∗M be a maximum dominating clique of G. If |K ∗M | 6 n/ρ, then MMOD computes an optimal solution. Otherwise, it
computes at least a dominating clique containing a subclique of size n/ρ thus guaranteeing |K ∗M |/|K | 6 n/(n/ρ) = ρ, as
claimed.
Item 2 is proved similarly just using memoization. 
7. Conclusion
We have designed some simple exact algorithms for dominating clique problems with worst case complexity improving
upon previous results. Next, we have handled these problems in natural graph families, namely families of dense and sparse
graphs, further improving the general worst-case time bounds for these families. Finally, we have proposed moderately
exponential approximation algorithms for min dominating clique and max dominating clique.
Let us note that moderately exponential approximation is meaningful for these two problems since, as already
mentioned, question of polynomially approximating them is senseless. More generally, we think that moderately
exponential approximation is an interesting research program for breaking barriers of polynomial approximation.Moreover,
we feel that this the best one can do in approximation. Tomake a long story short, an interesting issue for the approximation
ofNP-hard problems is to approximate themby subexponential algorithms guaranteeing approximation ratios unachievable
in polynomial time. We feel that such an issue is very difficult, not to say impossible, for many problems unless the
exponential time hypothesis (claiming that there exists an ϵ > 0 such that no algorithm solves 3 sat in time 2ϵn, where n is
the number of variables [15]) fails. It is true that, for several problems that are hard to approximate in polynomial time (like
max independent set,min coloring, . . . ), subexponential time can be easily reached for ratios depending on the input size.
But approximation of either min coloring or max independent set within constant ratios in subexponential time seems
unlikely under the exponential time hypothesis [11].
Finally, another analogous issue is the FPT approximability of hard problems. Here the objective is to devise
approximation algorithms running in FPT time that either returns a solution of value rk, or returns ‘‘no’’, asserting in this
latter case that there is no solution of value k. But this issue receives negative answers for the dominating clique. Indeed, FPT
approximation for k-dominating cliques (in either one of the optimization versions) would solve the existing dominating
clique in FPT time, that is impossible given that this latter problem isW[2]-hard.
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