Continuous-time event sequences represent discrete events occurring in continuous time. Such sequences arise frequently in real-life and cover a wide variety of natural events, such as earthquakes, or events corresponding to human actions, such as medical administrations. Usually we expect the event sequences to follow some regular pattern over time. However, sometimes these regular patterns may be interrupted by unexpected absence or unexpected occurrences of events. Identification of these unexpected cases can be very important as they may point to abnormal situations that need human attention. In this work, we study and develop methods for detecting outliers in continuous-time event sequences, including unexpected absence and unexpected occurrences of events. Since the patterns that event sequences tend to follow may change in different contexts, we develop outlier detection methods based on point processes that take into account different contexts. Our outlier scoring methods are based on Bayesian decision theory and hypothesis testing with theoretical guarantees. To test the performance of the methods, we conduct experiments on both synthetic data and real-world clinical data and show the effectiveness of the proposed methods.
Introduction
Continuous-time event sequences are defined by occurrences of various types of events in time. Event sequences may represent many real-world processes and observations including, e.g., arrival of customers to the store, arrival of packets or requests to servers in network systems, administration of drugs to patients, or occurrences of natural events like earthquakes.
The focus of this work is on anomaly/outlier detection methods in event sequences. The problem we want to solve is: given the current time and the history of the event sequence, is there anything anomalous about the recent occurrence or absence of events? There are two types of outliers that may arise here. First, given the history of past events and the recent absence of the events, the event may be overdue. We refer to these as omission outliers. Second, given the history of past events, the event that has just arrived is unexpected in terms of its timing, that is, it has arrived either too early or was not expected at all. We refer to these as commission outliers. Both types of outliers are often related to problems of practical importance. Take for example, a person suffering from a disease and taking specific medications on a regular schedule to treat the disease. Given the schedule, the history of past events and current time, we may infer that the person has not taken the medication yet and the medication is overdue (omission). The detection of the overdue medication can be then used to generate a reminder alert. Another important problem could be related to communication failures. Assume the messages arrive with some frequency (that may vary to a certain degree), but there is currently a long period of silence. This, when compared to expected/normal behavior, may indicate a communication failure (disconnection), and its detection can be very important in practice. To illustrate the second problem (commission) and its importance, consider a patient who takes a medication too early compared to the normal schedule. The detection of this event or its prevention (if we have information to detect the intention prior to the administration of the medication) is extremely important and may prevent adverse situations like high concentration of the drug and its possible toxic effects. Similar situations may happen when one receives a medication that is unrelated to his/her condition. The occurrence of this event may indicate a medical error, and once again its timely detection that can prevent or alleviate the consequences of its occurrence is extremely important.
In order to solve the above outlier detection problems, we study models that are able to accurately represent the event sequences, and outlier detection methods based on the model that are able to detect both omission and commission outliers. To build a flexible model of event sequences, we explore general point process models that permit inclusion of context and past event history to model the occurrence of the next event. Briefly, the occurrences of events may, in many problems of practical importance, depend on context. For example, a medication is administered only to a patient who suffers from a specific disease or a condition, so the disease defines a context inducing the occurrences of the events in time. Similarly, the patient who does not have the disease should not take the medication, so medication administration events under normal circumstances do not occur. In this work, we rely on and experiment with a context-enabled model adapted from the Neural Hawkes process based on continuous-time LSTM [13] . It allows us to represent the dependencies of the chance of the event occurring on the history and context. To detect outliers in event sequences, we propose and develop probabilistic outlier detection methods based on the distributions defined by the point processes. We develop decision rules and scoring methods for detecting these outliers based on Bayesian decision theory and hypothesis testing with theoretical guarantees.
To demonstrate the performance of our outlier detection methods and their abilities to detect outliers in event sequences, we conduct experiments on both synthetic and real-world data. We show our methods can successfully detect omission and commission outliers, even when the occurrences of events depend on the context, and the context may change dynamically in time.
Related work
In this section we review two research directions related to our work: outlier detection and point processes.
Outlier detection
In general, outlier detection [2, 1] aims to identify data instances that are unusual when compared to other instances in data. It has been successfully applied in variety of areas to identify rare and interesting data patterns, which may be associated with beneficial or malicious events, such as fraud identification [5] , network intrusion surveillance [6] , disease outbreak detection [19] , medical error detection [8] . It is also utilized as a primary data preprocessing step that helps to remove noisy or irrelevant signals in data [11] .
There exist various approaches for defining and detecting outliers in data. Excellent reviews of these methods can be found in [2, 1] . The outlier detection methods can be applied to detect outliers either on all data dimensions or on a subset of dimensions given the rest of dimensions. The latter case refers to contextual (or conditional) outlier detection [9, 16, 1] . Our objective in this work is to detect unusual absence (omission outliers) and occurrences (commission outliers) of events in event sequences that depend on other types of events defining the context. Unlike outlier detection in general time series [7] , (contextual) outlier detection on continuous-time event sequences is a new problem that has not been explored to sufficient depth.
Point processes
In this work, we use point processes as probabilistic models for continuous-time event sequences. Point processes [3] are probabilistic models for discrete points in continuous domains. They have been widely used to model continuous-time event sequences. An event sequence can consist of a single type or multiple types of events. Hawkes processes [10] are point processes that can model both self-excitation (events of the same type in the past can increase the rate of occurrences of events in the future) and mutual-excitation (events of other types in the past can increase the rate of occurrences of events in the future). Most research effort has been spent on developing different models that improve upon the original Hawkes processes (e.g., [22, 18, 20, 4, 13] ). The main focus has been centered around the development of more flexible models to better fit the data and make more accurate predictions.
Recently, researchers have started to develop methods to deal with noisy data, such as incomplete data [21, 15, 14] and desynchronized data [17] . They assume the data has been corrupted by some source (e.g., censoring or noise), and the goal is to recover the original data and/or learn a model nonetheless. Although the omission outliers we address in this work is related to missing data, the goal is completely different. Our goal is to detect these outliers as accurately as possible, i.e. to distinguish them from normal data. Moreover, our method is assumed to be executed in an online manner. That is, we must make a decision about whether there is an outlier based only on the history. We do not have access to the future data. Finally, detecting commission outliers is not related to any of these works.
Method

Problem formulation
First, we formally define the problem of contextual outlier detection in continuous-time event sequences. Everything we observe can be formulated as a marked event sequence:
where N is the number of all types of events in the sequence, t i and u i are the time and mark of the i-th event, T ⊆ R is the domain of time, and U ⊆ Z is the finite set of distinct marks for different types of events.
We make the distinction between context events and target events. The target events are the type of events from which we try to detect outliers. We denote this type asũ. The other types of events with type u ∈ U \ {ũ} are the context events. The (sub)sequence of the target events is
where Nũ is the number of the target events in the sequence. We denote the full history of the sequence S up to time t as
where we omit S in the notation, because it should always be clear from the context. Now, we are ready to define two types of outlier detection problems we want to solve. The first one aims to detect commission outliers (unexpected events). Given an observed target event (of typeũ) at time t n in a marked event sequence S, and the full history of that sequence up to time t n , H tn , the goal is to assign a label y c (t n ) ∈ {0, 1} to t n indicating whether it is a commission outlier. Notice that y c (t) is only defined if t is the time of an event of typeũ. In this work, instead of hard labels, we consider outputting a commission outlier score s c (t n ) for t n to indicate how likely it is a commission outlier.
The second problem aims to detect omission outliers. Given a blank interval B = (t b , t e ) ⊆ T in the target event sequence Sũ of a full sequence S, i.e., there is no event of typeũ in B, and the full history of S up to time t b , H t b , the goal is to assign a label y o (B) ∈ {0, 1} to B indicating whether there are any omission outliers in B. Notice that y o (B) is only defined when B is a blank interval for Sũ (no target event within). In this work, instead of hard labels, we consider outputting an omission outlier score s o (B) for B to indicate how likely it contains any omission outliers.
Probabilistic models
We develop algorithms for detecting outliers in continuous-time event sequences based on probabilistic models, specifically (temporal) point processes. Point processes are probabilistic models for discrete points in continuous domains. For a continuous-time event sequence, the points are the events, and the domain is the time T . In this case, the models also called temporal point processes. A temporal point process can be defined as a counting process N (·) on T , where N (τ ) is the number of points in the interval τ ⊆ T . We make a common assumption that at most one event can happen at a given time.
For a temporal point process, the conditional intensity function (CIF), λ(t), characterizes the probability of observing an event in an infinitesimal time interval [t, t + dt) ⊆ T given the history up to time t. That is
For our problem, we model the target events using a point process, while the history H t contains all types of events including both the target events and the context events. Because λ(t) is conditioned on H t by definition, we omit H t for the rest of the paper and always condition on it implicitly.
For a sequence of target events
generated from the point process with CIF λ(t), the probability density is
An intuitive interpretation of the equation is that for the observed events at time t i , i = 1, . . . , Nũ, λ(t i )dt is the probability of observing the events at those specific time points. Meanwhile, exp − T λ(s)ds corresponds to the fact that there are no events at any other time points in T .
When detecting outliers, we assume that we already have a point-process model for the target events in normal cases. The model may be specified by an expert or, more generally, learned from existing data. If the model is learned from data, we assume that the training data is outlier-free or that the outliers in the training data are insignificant for learning a model to detect outliers in the test data. The choice of the model can have an influence on the performance of the outlier detection. In this work, we use a flexible model adapted from the neural Hawkes process built on top of the continuous-time LSTM [13] . Next, we briefly describe the continuous-time LSTM and how we apply it for our purpose.
The input to the continuous-time LSTM consists of the marked events in the full sequence, (t i , u i ) ∈ S. That is, we not only use the target events but also the context events as input, although we only model the CIF of the target events, λ(t).
The output consists of the hidden states h(t i ) corresponding to the input. It is a non-linear mapping from the content in the memory cell of the LSTM at time t i , c(t i ). As in a traditional LSTM, each continuous-time LSTM unit also has an input gate i, an output gate o, and a forget gate f . The relations between the memory cells, the hidden states, the input, and these gates are summarized as follows.
Let u i be a vector representation of the mark u i , which is a learnable embedding. For t ∈ (t i−1 , t i ], c(t) is a continuous function changing over time from c i toc i , and, for c i andc, there are separate input gates and forget gates:
where [a; b] is the concatenation of the vectors a and b, is the element-wise product, σ(·) is the logistic function, and g(x, s) = s log(1 + exp (x/s)) is the scaled softplus function with parameter s. All the W , U and d with/without different subscripts and bars are learnable parameters of the continuous-time LSTM.
Finally, to convert the output of the continuous-time LSTM to the CIF of the target events,
where w λ and s are learnable parameters. The model is learned by maximizing the likelihood (Eq 2) for all sequences in the training data. Monte-Carlo integration is used to evaluate λ(s)ds.
Detecting commission outliers
To derive an outlier scoring method for commission outliers (unexpected events), we first describe a generative process for defining normal points and outliers. Then based on the generative process, we derive a Bayes decision rule, from which we derive the outlier scoring method for commission outliers.
Suppose we are given a target event t n (and implicitly the history up to the time H tn ). Define a random variable Z n , such that Z n = 1 if t n is a commission outlier, and Z n = 0 otherwise. We are interested in calculating p(Z n = 1|t n ).
Assume the process that generates outliers is independent from the process that generates normal points. Then, the generative process for the normal points and outliers can be viewed together as a marked point process. That is, for each event t n there is a hidden mark Z n associated indicating whether it is an outlier. The overall CIF λ g (t) = λ 1 (t) + λ 0 (t), where λ 0 (t) is the CIF for the normal point process, and λ 1 (t) for the point process that generates outliers.
Suppose we are at time t c . The generative process for a new event t n given the history H tc is 1. Sample a new point t n from the overall marked point process with CIF λ g (t), t > t c .
2. Sample a mark Z n for t n from the Bernoulli distribution Bern λ1(tn) λg(tn) .
Based on the definition of the CIF of a marked point process, conditioned on the history H tn
From the above, we can derive the posterior
Therefore, the Bayes decision rule is
where I [x] = 1 if x is true, and 0 otherwise. Assuming λ 1 is a constant, the decision rule becomes Z * n = I [λ 0 (t n ) < θ c ], where θ c is a threshold. This justifies ranking by
across all n = 1, . . . , Nũ, so we use −λ 0 (t n ) as the commission outlier score: the higher the score, the more likely it is a commission outlier.
Detecting omission outliers
To derive an outlier scoring method for omission outliers, we first describe a generative process. Based on the process, we derive a Bayes decision rule, from which we derive the outlier scoring method for omission outliers. Finally, we provide an alternative justification for the scoring method based on hypothesis testing.
Assume we have generated a sequence of normal points with the normal CIF λ 0 (t). To generate omission outliers, we assume that each point can be removed independently with probability p 1 . After the removal, we have a new sequence of points with (unobservable) omission outliers. Then, given any blank interval B, we can derive the probability of at least one removal occurring in the interval.
To derive the method, we first define some notation. For any interval τ ⊆ T , let N (τ ) be the number of points observed, and N 0 (τ ) be the number of points generated by the normal point process with CIF λ 0 (t), so N (·) is the result of combining N 0 (·) with random removal, and we can observe N (·) but not N 0 (·). Furthermore, we define an auxiliary random variable that counts the number of points removed in a blank interval B as K B .
For any blank interval B, we observe N (B) = 0, but K B = k can take different values k = 0, 1, . . .. The joint probabilities are
where F k (B) is the probability that k points are generated by the normal point process N 0 (·) in B for k = 0, 1, . . .. These probabilities depend on the normal CIF λ 0 (t). Then the posterior probability of K B = 0 can be calculated as
Define a random variable Z B to indicate whether there are any omission outliers in the blank interval B: Z B = 0 is equivalent to K B = 0; Z B = 1 is equivalent to K B > 0.
Then the Bayes decision rule is
The only thing we know about F k (B) is that ∞ k=0 F k (B) = 1. Without further assumptions, p(K B = 0|N (B) = 0) cannot be evaluated in closed form, but we can get a lower bound from Eq. 17
Then the posterior probability of B containing any omission outliers is
Therefore, we propose to use
as the omission outlier score. When we rank the blank intervals by s o (B), we essentially rank them by an upper bound of p(Z B = 1|N (B) = 0).
We note that, if the normal point process N 0 (·) is an inhomogeneous Poisson process, then
for k = 0, 1, . . .. The posterior becomes Without assuming that the process is an inhomogeneous Poisson process, an alternative justification for using B λ 0 (s)ds as the omission outlier score can be given based on hypothesis testing for inter-event time, i.e., the time interval between two consecutive events t n−1 and t n . Let T n be the random variable for the inter-event time. Assume B is an observed inter-event interval. The null and alternative hypotheses are Assuming the null hypothesis is true, i.e., B is an inter-event interval generated by the normal point process with CIF λ 0 (t), the probability that the inter-event time is at least as long as |B| is
which is the p-value. A lower p-value means that the observation is more extreme, given that the null hypothesis is true, which means it is more likely to contain omission outliers. This justifies scoring by B λ 0 (s)ds, where a higher score means that B is more likely to contain omission outliers.
Bounds on FDR and FPR
In this section, we prove some bounds on the performance of the proposed scoring methods. We recall the definitions of false discovery rate (FDR) and false positive rate (FPR). Let y denote the true label (1=outlier, 0=normal) of an object (a target event or a blank interval) andŷ denote the predicted label. Then FDR and FPR are defined as F DR = p(y = 0|ŷ = 1), F P R = p(ŷ = 1|y = 0)
Given the above definitions, we can prove the following theorems (see Appendix for proofs). Theorem 3.1. If we use the commission outlier score s c (t n ) = −λ 0 (t n ), where t n is the time of a target event, with a threshold θ c ≤ 0, such that the decision rule isŷ c (t n ) = I [s c (t n ) > θ c ], and let λ 1 denote the CIF of the independent process generating commission outliers, then we have an upper bound on the FDR as −θc λ1−θc . 
Experiments
We perform experiments on both synthetic and real-world event sequences. First, we briefly describe the compared methods. Next, we conduct experiments on synthetic data. Finally, we experiment with real-world clinical data.
Compared methods
We compare the following methods in the experiments. rand: A baseline that generate outlier scores by sampling from a uniform distribution on [0, 1]. len: A baseline based on the empirical distribution of the inter-event time lengths. NH: Our method based on the neural Hawkes process but only using the history of the target events as the context. CNH: Our method based on the neural Hawkes process using the history of both the target events and the context events as the context. true: Our method using the true CIF to calculate the outlier scores (only available on synthetic data).
Next we briefly describe the method len. For training, the lengths of all the inter-event time of the target events,
Here, for simplicity, we describe the method as if we only had one sequence S in the training data, but it is easy to see how it works for multiple sequences, which is the case in our experiments. Then, an empirical distribution of the inter-event time can be formulated asF (l) = 1
For testing, len outputs a commission outlier score for a target event at time t n ∈ Sũ as s c (t n ) = − min[F (t n − t n−1 ), 1 −F (t n − t n−1 )] where t n − t n−1 is the inter-event time between the current and previous target events. Intuitively, if the inter-event time is too small (F (·) is small) or too big (1 −F (·) is small), it is likely that t n has occurred at an atypical time and therefore is a commission outlier. The negation makes sure that a higher score indicate that it is more likely to be an outlier. For a blank interval B, len outputs an omission outlier score as the length of B, s o (B) = |B|. Intuitively, the longer the blank interval, the more likely it contains omission outliers.
For NH and CNH, we tune the number of hidden units in {64, 128, 256, 512, 1024}, use 20 percent of the training set as the validation set, and choose the number according to the likelihood on the validation set. We stress that, for training and validation, we do not use labeled outlier data but only use normal data.
Experiments on synthetic event sequences
We generate synthetic event sequences using two different types of point processes. One is the inhomogeneous Poisson process. The other one is the Gamma process. For each type of processes, there is a set of parameters that determine the distribution of the points. We allow the parameters to vary according to a context state, x.
To keep things simple, we allow two different values for the state x ∈ {0, 1}. Associated with each value of the state is a set of values of the parameters for the point process.
For the inhomogeneous Poisson process, the CIF is a piecewise constant function with the value λ x , where x is the context state. In the experiments, we set λ 0 = 0.1 and λ 1 = 1.
For the Gamma process, the inter-event time follows a Gamma distribution Gam (a x , b x ) (a x shape, b x rate), where x is the context state. In the experiments, we set (a 0 , b 0 ) = (10, 10) and (a 1 , b 1 ) = (100, 10).
The changes of the context state x are driven by a continuous-time Markov chain with a transition matrix Q = −0.05 0.05 0.05 −0.05 such that
where dt is infinitesimal time. Each change of the state generates a context event.
For each point process type, we simulate 40 sequences. Each sequence is simulated in the same time range T = [0, 1000].
We use 50 percent of the sequences for training and the other for testing.
Simulation of commission and omission outliers
To define outliers, we simulate commission and omission outliers on top of the existing data. In this way, we can obtain ground-truth labels for testing.
To define commission outliers, we simulate a new sequence of target events independently from the existing data, and then merge the new events with the existing events. We use a Poisson process with a parameter λ c to generate the outliers. λ c controls the rate of such outliers. In the experiments, for each dataset, we set λ c = αλ test , where α = 0.1 andλ test is the empirical rate of the target events calculated from the original test data. We also vary α to study the effect.
To define omission outliers, we randomly remove target events in the original sequences according to independent Bernoulli trials. That is, each event is removed with probability p 1 and kept with probability 1 − p 1 . We always keep the event if it marks the start time of the sequence. In the experiments, we set p 1 = α and α = 0.1. We also vary α to study the effect.
Detection of commission and omission outliers
We detect the presence of commission and omission outliers differently. To test for commission outliers, each method outputs an outlier score at the time of each target event. That is, whenever there is a new target event, we ask the question: is this event a commission outlier or not?
Testing for omission outliers is trickier, because we need to decide the checkpoints more carefully, i.e., when to ask for outlier scores. The simplest thing to do is to only check at the target event times. That is, whenever there is a new target event, we ask the question: is there any omission outlier starting from the previous target event till now?
However, this may become unsatisfactory in real-world applications, because there could be cases when the target events just stop occurring for a long period of time or even forever (potentially due to malfunctions of the underlying system). These are interesting and important cases we are supposed to detect, but the above testing method will not work. Therefore, we use a combined approach. We still have a checkpoint at each target event time, but on top of that, we also randomly generate checkpoints in long blank intervals.
Specifically, we have a parameter w set to 2/λ train , whereλ train is the empirical rate of the target events estimated from the training data for each dataset, so within w, on average, we should see two events normally. Then, whenever the blank interval from the previous checkpoint till now is longer than w, we generate a new checkpoint within the interval by uniform sampling, and set the previous checkpoint to the generated checkpoint. We keep generating checkpoints until we reach the next target event or the end of the sequence. Figure 1 and 2 show the receiver operating characteristic (ROC) curves of the outlier detection methods on the synthetic data generated from inhomogeneous Poisson processes and Gamma processes. The number after each method name is the area under the ROC curve (AUROC). We note that the curves of true and CNH are almost identical.
Results
Both true and CNH achieve the best performance for both commission and omission outliers, showing the effectiveness of our outlier scoring methods. The fact that CNH almost has the same performance as true is an evidence that the model based on the neural Hawkes process is flexible enough to model these different processes that generate the data. NH being worse than CNH shows the importance of the context events in these cases. Although len performs much better than rand, it is worse than the other methods, because it neither uses the context events nor models the dependencies of the target events on the past events. We also change α for simulating the outliers, and the results are similar (see Appendix).
Empirical verification of the bounds on FDR and FPR
To empirically verify the bounds on FDR and FPR as presented in Section 3.5, we randomly repeat the experiments using true on the synthetic data 10 times, with the same training data but different test data. Each time, we calculate the FDR and FPR for different thresholds on the scores. For verifying FPR, we only test the inter-event time intervals for omission outliers. Their means and standard deviations over all repetitions are shown, along the theoretical bounds, in Figure 3 and 4. For FPR, the bounds overlap the empirical rates. FDR (omission outlier) on Poisson processes is in Appendix.
Experiments on real-world clinical data
In this part, we use real-world clinical data derived from MIMIC III dataset [12] . The dataset consists of de-identified electronic health records of ICU patients. We pick four types of events as our targets and form four separate datasets by collecting the target events and corresponding context events. The target events and their context events are listed in the Table 1 . The medical category (medication, lab, or vital sign) of each type of events is in brackets following the type. For example, Potassium Chloride is a type of medications, and Potassium (Blood) is a type of lab tests. The latter is used as the context for the former, as the administration of the medication can be triggered by observing an abnormally low value in the lab test. For every event type in the table, we record that type in the sequence data. However, for Potassium (Blood) and Total Calcium (Blood), we further split the events of into three subtypes depending on whether the value in the lab test is low, normal, or high. For Arterial Blood Pressure systolic (ABPs) and Non-invasive Blood Pressure systolic (NBPs), we split the events into two subtypes depending on whether the value is normal or low. These event subtypes help us define better contexts influencing the target events, since depending on their value, the target events can be more/less likely to occur.
All target and context events for one patient admission form one event sequence. For the first three datasets (first three targets), we have randomly selected 2000 sequences. For the last one, we randomly selected 500 sequences, because each sequence contains much more events than the previous three. For each dataset, we use 50 percent of the sequences for training and the other for testing.
We generate commission and omission outliers on top of the existing sequences with the same processes described for synthetic data. This allows us to obtain ground-truth labels for analyses. Similarly, we detect commission and omission outliers using the same approaches applied to synthetic data. Table 2 shows the AUROC of the methods for the datasets derived from MIMIC data. The results have more variations across different datasets in this case, which can be seen by examining the performance of len. Omission outliers appear to be more challenging than commission outliers except for INR(PT) lab test. Comparing the methods, CNH and NH outperform rand and len on all the datasets for both commission and omission outliers.
Results
In all cases, CNH is either the best or very close to the best. In the latter cases, the best method is always NH, and the difference is very small. These are the cases where the additional context events are not as influential as the history of the target events themselves for the occurrences of the target events, so NH is as good as but simpler than CNH. However, for Potassium Chloride and Calcium Gluconate, we can see a clear advantage of CNH over NH by using additional context events. 
B Empirical verification of the bounds on FDR and FPR
We show the results of empirically verifying the bounds proved in Section 3.5, continuing the results in Section 4.2.4. Figure 5 shows the FDR (omission outlier) with means and standard deviations on data simulated from inhomogeneous Poisson processes, along the theoretical bounds. As we can see, the FDR has high variance when the threshold is high, because there are smaller number of samples above a higher threshold. Nonetheless, the empirical FDR is well aligned with the bound.
C Vary α on synthetic data
We vary α for simulating commission and omission outliers, and see its effect. Table 3 shows the AUROC of the methods. As we can see, changing α does not affect the advantage and disadvantage of each method.
