Pathogens causing sexually transmitted diseases (STDs) often consist of related strains that cause nonsexually transmitted, or ' ordinary infectious ', diseases (OIDs). We use differential equation models of single populations to derive conditions under which a genetic variant with one (e.g. sexual) transmission mode can invade and successfully displace a genetic variant with a different (e.g. non-sexual) transmission mode. Invasion by an STD is easier if the equilibrium population size in the presence of an OID is smaller ; conversely an OID can invade more easily if the equilibrium size of the population with the STD is larger. Invasion of an STD does not depend on the degree of sterility caused by the infection, but does depend on the added mortality caused by a resident OID. In contrast, the ability of an OID to invade a population at equilibrium with an STD decreases as the degree of sterility caused by the STD increases. When equilibrium population sizes for a population infected with an STD are above the point at which non-sexual contacts exceed sexual contacts (the sexual-social crossover point) and when equilibrium population sizes for an OID are below this point, there can be a stable genetic polymorphism for transmission mode. This is most likely when the STD is mildly sterilizing, and the OID causes low or intermediate levels of added mortality. Because we assume the strains are competitively equivalent and there are no heterogeneities associated with the transmission process, the polymorphism is maintained by density-dependent selection brought about by pathogen effects on population size.
INTRODUCTION
It has long been known that many common pathogens consist of multiple strains that are distinguishable either serologically or on the basis of other criteria, such as their nutritional requirements, resistance to antibiotics, or host range. The possibility that pathogen populations may be genetically variable with regard to transmission mode has been much less intensively studied, perhaps because transmission mode itself has been used as an important way to classify and distinguish diseases (Ewald 1994) . Nevertheless, it is clear that transmission modes are not distinct, and that many diseases do not fall clearly into one category or another. Frequently one disease can exhibit multiple transmission modes. For example, out of 108 sexually transmitted diseases (STDs) for which reasonable estimates could be obtained of the degree of sexual transmssion, 87 had alternative routes of tranmission (Lockhart et al. 1996) . This situation could result from a single genotype having several transmission routes or it may be the result of the disease being composed of several strains that are individually specialized for different routes of transmission. This issue is of particular relevance to STDs because, as has often been pointed out (Nahmias, personal communication) , many of these diseases seem to show an interesting duality, where the sexually transmitted form of the pathogen has a ' relative ' that is non-sexually transmitted (syphilis and yaws ; genital and facial herpes ; pubic and head lice ; genital and cutaneous warts ; genital and ocular chlamydias). Strain variation with regard to transmission mode is well known. Thus the major ' biovars ' of hlam dia trachomatis are not only serologically distinct, but some cause primarily lymphogranuloma venereum, while others are mostly responsible for ocular trachoma. Within the trachoma class of biovars, serotype A has never been recovered from the genital tract, whereas serotype B has been isolated from both genital and ocular sites (Schachter 1990) . Phylogenetic analysis of papillomaviruses that cause warts shows them to consist of two major groups characterized by mucosal (including sexual) infection and cutaneous (primarily non-sexual) infection. A third group contains types that preferentially infect cutaneous sites but are also found in mucosal areas (Zur Hausen & de Villiers 1994) . Other diseases, such as syphilis and yaws, have quite different transmission modes and symptoms, yet the pathogens causing them, while often given sub-specific status, ( reponema pallidum ssp. pallidum and . pallidum ssp. pertenue) are barely distinguishable in terms of the amino acid composition of their proteins (Norris 1993) or in the serological profiles of their antigens (Martin et al. 1990) ; the two pathogens are in all likelihood very closely related.
Even the STD\non-STD pathogen groups that probably represent quite divergent lineages (genital and oral herpes : Gentry et al. 1988 ; McGeoch & Cook 1994 ; genital and cuticular warts : Bernard et al. 1994 ; head and pubic lice : Salazar 1994 ; and hlam dia trachomatis biovars : Schachter 1990 ; the Brucella group : Nielsen & Duncan 1990 ) may show some immunological cross-reactivity or cross-protection. For example, while prior exposure to oral herpes (HSV-1) does not protect against genital herpes (HSV-2), epidemiological data strongly suggest that HSV-2 may provide substantial protection against HSV-1 infections (Nahmias et al. 1990) . In mouse models, vaccination with one Brucella species (e.g. B. abortus) protects against infection with other species (e.g. B. melitensis and B. o is) that differ in their degree of sexual transmission (Jimenez de Bagues et al. 1994 a, b) .
Given the common occurrence of strain variation in disease expression and transmission mode, and the likelihood that many of these strains (at least in their early divergence) are likely to have shown crossimmunity, it is particularly interesting to ask under what conditions a strain with one transmssion mode could invade and displace an alternative transmission mode. In the present study, we use a general heuristic theoretical model to investigate the conditions under which a disease variant with sexual transmission can invade a pathogen showing non-sexual disease transmission, and vice versa. Moreover, we investigate if there can be stable polymorphisms for alternative transmission routes in the pathogen, and so ask whether the presence of several transmission modes could be due to the presence of polymorphic pathogens rather than due to a single pathogen genotype that is a ' generalist ' with regard to several transmission modes. We assume that the two strains cannot simultaneously infect the same host ; moreover, we assume a single population with no spatial or temporal variation in transmission mode, and a single host type with no genetic variation in behavioural or physiological features affecting transmission through alternative routes. Under such conditions, a stable polymorphism might not be expected ; however, we show that a sexually transmitted pathogen strain can nevertheless stably persist with a pathogen strain that is transmitted through non-sexual routes.
THE MODEL
We begin by assuming a population of uniform individuals (i.e. with no age, genotype or environmental heterogeneity) in which two types of contact are possible : sexual, and non-sexual or ' social '. We follow previous theoretical work and assume that nonsexual transmission can be approximated by a simple density-dependent function (e.g. Anderson & May 1981) , while sexual transmission is best represented by a frequency-dependent function (Getz & Pickering 1983 ; Thrall et al. 1993 Thrall et al. , 1995 . The relationship between number of contacts and population density is therefore implicitly determined by linear functions (figure 1) that have a slope of 0 in the case of pure sexual transmission (the number of sexual contacts per unit time interval, c S , is assumed to be independent of contact number and population density for the cases of frequency-dependent (sexual) and density-dependent (nonsexual) disease transmission. Effective contact number is defined as the product of the actual contact number, c, and the per contact probability of infection δ. The sexual and non-sexual disease transmission coefficients are β S and β I , respectively, and k I is the rate at which the number of nonsexual contacts increase with increasing density. For further explanation, see text.
density), and a positive slope for non-sexual transmission (number of non-sexual contacts, c I , is assumed to increase proportionately with density). The force of infection (defined as the rate at which susceptible hosts become infected) is then made directly proportional to these linear functions. In the case of frequencydependent (sexual) transmission, the force of infection is given by β S ( \ ) where and are the density of infected hosts and total population density, respectively, and β S is the sexual disease transmission coefficient. Expressed in terms of contacts, β S l c S δ S , where δ S l per-contact probability of infection. In the case of density-dependent (non-sexual transmission), the force of infection is β I . Expressed in terms of contacts, this force of infection, β I l c I δ I ( \ ), where the subscript ' I ' denotes the non-sexual route of transmission. Because the number of contacts, c I , is assumed to be a linear function of , this can be rewritten as β I l k I δ I ( \ ), where k I represents the rate at which contacts increase with increasing . The population size at which the number of non-sexual contacts exceeds the number of sexual contacts is given by β S \β I (figure 1) ; this point will be termed the ' social-sexual crossover point ' as it will become important in the analyses below. It is important to note that β I l k I δ I (not c I δ I ) and consequently β I and β S have different units ; moreover, although the βs are often referred to as ' transmission coefficients ', they do not represent the actual per contact transmission rates .
We assume that one consequence of transmission through a sexual route is an added degree of sterility in infected hosts, but that hosts infected by non-sexually transmitted pathogens do not have reduced fertility. We further assume that transmission through the nonsexual route may result in a greater mortality rate for infected hosts, relative to infection through the sexual route. Lockhart et al. (1996) have shown as a general phenomenon with respect to animal diseases, that Pol morphism in disease transmission modes P. H. Thrall and J. Antonovics OIDs are less likely to cause sterility than STDs, but may cause much greater mortality.
We assume that there is one host and two pathogen types, but that superinfection (i.e. simultaneous infection by both pathogens) does not occur. This is biologically equivalent to assuming that such double infections are rare, or that the first pathogen to invade a host individual preempts the available resources (Begon & Bowers 1995) . In our models, the two pathogen types might therefore represent two strains of a single pathogen species.
We can represent the numerical dynamics of a susceptible host (X), a non-sexually transmitted pathogen ( " ) and a sexually transmitted pathogen ( # ) as:
In equations (1)- (3), ε is the ' sterility component ' of sexual transmission (i.e. ε l 1 means that infection by the sexually transmitted pathogen causes complete sterility), b is the host birth rate, and β is the disease transmission parameter. We represent the disease-free mortality rate as µ ; the parameter µh is the mortality rate for hosts infected by a pathogen transmitted through non-sexual means. For all analyses, we assume that µh µ (i.e. µhkµ is the ' mortality component ' of non-sexual transmission), and that infection by a sexually-transmitted pathogen does not result in any added mortality. The total population size is given by ( l Xj " j # ). We assume a density-dependent per capita reproductive rate where
The parameter b ! is the maximum reproductive rate (i.e. the limit of as it approaches zero) and ζ is a constant that determines the strength of densitydependence. The per capita reproductive rate given by equation (4) declines hyperbolically as population density ( ) increases.
While a full stability analysis of the model system described above is complicated, we derive conditions for the ability of either an OID or an STD to invade a population of hosts at equilibrium with the alternative pathogen. In general, global extinction results if the maximum per capita birth rate (b ! ) is less than the weighted mean mortality rate in the population. An approximate condition for global extinction is when b ! (1\ h)(µXjµh " jµ # ) where h l Xj " j(1kε) # (essentially the ' effective ' population size with respect to reproduction). Therefore, in all of the analyses that follow, we constrain b ! to values larger than the maximum mean mortality rate (i.e. b ! maxoµh, µq). If transmission rates for both the normal and sexually transmitted pathogen are low (β I µµh\(b ! kµ), β S µ), then neither can increase when rare, and in the absence of the pathogen, host density will converge to its carrying capacity, X* l
We begin by showing the conditions under which the two boundary equilibria, (X*, " *, 0) and (X*, 0, # *) are stable. We then derive conditions for either pathogen to invade a population at equilibrium with the other. Provided that β I µµh\(b ! kµ), there will be a single internal equilibrium with both the host (X*) and the OID ( " *) present at
where F is a new variable (F l q j1 ; see Thrall et al. (1995) ; and Antonovics & Thrall (1995) for similar analyses) ; positivity of " * requires F* (β I j µh)\β I which is always true when the invasion condition for β I is met. In this case, the expression for F* is a quadratic, and we therefore do not solve for it explicitly in the following analysis (however, if second order terms and higher in µ and\or µh are ignored, then F* $ (b ! kµh)\ µh ; numerical evaluation of this approximation shows close agreement with the more complicated quadratic form if the added mortality due to non-sexual transmission is small). Note that the value for X* is simply the threshold density required for pathogen invasion.
The equilibrium given by equations (5) and (6) is stable whenever
If we substitute the equilibrium expressions (X*, " *) into equation (3) from above, then we can derive the invasion condition for a sexually transmitted pathogen :
where I * is the total population size at the equilibrium (X*, " *, 0). Alternatively, the invasion criteria could be written in terms of R ! , where R !S , the STD reproductive rate, is given by β S R !I \µ I *; invasion requires R !S 1. It is worth noting that while the invasion condition does depend on I *, it is independent of the degree of sterility caused by a sexually transmitted infection.
(
ii) Stabilit of host-S D s stem : in asion of OID
In this case, we begin by assuming that the OID is absent ; β S µ is the necessary condition for the increase of an STD in a completely susceptible host population. Under this condition, there will be a single positive internal equilibrium at
where, in this case, the equilibrium value of F is
Substituting the expressions for X* and # * into equation (2), we solve for the minimum transmission rate (β I ) for invasion of an OID into a host population at equilibrium with an STD :
Note from equation (11) that F*, and therefore S *, the total population size at the equilibrium (X*, 0, # *)] decreases as the degree of sterility, ε, caused by an STD increases to its maximum value. Therefore, any sterility of individuals infected by an STD will make it more difficult for an OID to increase when rare.
(iii) Host-S D-OID coexistence
Combining the invasion condition for an STD to invade a host population with an OID present and vice versa, the overall condition for there to be a valid range for both pathogens to persist is
This condition means that a valid range for an internal equilibrium to exist is possible only when I * S *. The results from the above analysis indicate that this range will be broadest if the STD does not cause extensive reductions in host fecundity, and if the OID is not very virulent (i.e. does not result in greatly increased mortality). Note that if β S \β I (µ\µh) S * then the STD will persist and exclude the OID ; if β S \β I (µ\µh) I * then the OID will persist and the STD will be excluded. Simulations of equations (1)- (3) for parameter values that satisfy inequality (13) confirm that stable coexistence is possible.
Because I * and S * are themselves rather complex functions of β I and β S (as well as of µ and µh), we explored this condition numerically for several particular cases (figure 2). At low and moderate transmission rates for the OID, coexistence was most likely when the amount of disease-induced mortality was intermediate ( figure 2 a) . This was because I * was lowest at these intermediate values ; when diseaseinduced mortality was low (µh $ µ), the disease had little impact on equilibrium population sizes, whereas when disease-induced mortality was high, diseased individuals only lived for a short time, thus reducing the overall opportunity for disease transmission. In-Pol morphism in disease transmission modes P. H. Thrall and J. Antonovics creasing the sterility effect (ε) of the STD reduced the opportunity for OID\STD coexistence because it reduced S *. Coexistence was also favoured when β S was greater than β I (but note that these βs are in different units, and are therefore not strictly comparable) and when the β values were high rather than low ( figure 2 b) . Changing the per capita rate of reproduction (b ! ) and the strength of density dependence (q) also had predictable effects on coexistence through their effects on carrying capacity. STDs were favoured at low population sizes, and OIDs were favoured when population sizes were large (figure 2 c) ; transmission mode polymorphisms were stable only at intermediate population sizes.
DISCUSSION
A major generalization from the comparative biology of diseases is that disease characteristics will often be determined by transmission opportunity (Ewald 1994 ). In our model, we use the classical representations of sexual transmission and non-sexual transmission : in STDs the probability of an individual becoming diseased is proportional to the frequency of infectives, whereas in non-sexually transmitted diseases (OIDs) transmission is a mass action process where the rate at which individuals become diseased is proportional to the density of infectives (Getz & Pickering 1983) . In keeping with much of the epidemiological literature, we have distinguished between these two modes of transmission using simple ' frequency-' and ' density-dependent ' functions. Recently, the validity of the frequency versus density dichotomy has been called into question, both on theoretical and empirical grounds (de Jong et al. 1994) . Elsewhere, we have also emphasized that the distinction between frequency and density dependence is artificial, and we treat both types of transmission as special cases of monotonically increasing asymptotic functions (Type II functional responses ; Hassell 1978 ) that relate per individual contact rates and population density. Therefore, while in this paper we use ' pure ' density and frequency dependence to caricature the distinction between sexual and non-sexual transmission, we recognize that such functions will not always accurately describe the dependency of transmission on density for a particular disease, nor will it always encapsulate the STD\OID distinction. More generally, the model we present reflects the situation where two strains of a pathogen differ in the contact rate\density function, such that one strain is transmitted more effectively at a lower density whereas the other is transmitted more effectively at a higher density. This may be the result of one being sexually and the other being non-sexually transmitted, but it could also pertain to two strains that show non-sexual transmission, but which occur in circumstances where individuals have different types of social interactions. We have recently investigated conditions for pathogen invasion when the pathogens differ in the form of their functional responses, and the qualitative features found in the present study also emerge (Thrall & Antonovics 1997) . Clearly, the formulations used in the present paper represent extreme situations and, as such, are unlikely to provide accurate descriptions of real world transmission processes. Nevertheless, the model presented here does allow us to investigate in a simple way the situation where transmission dynamics vary differentially with density (i.e. contact rates asymptote at different densities), as is likely to be the case for sexually versus non-sexually transmitted pathogens. We therefore discuss our results in this latter context.
We show graphically (figure 1) that these assumptions lead directly to the expectation that transmission opportunity by the sexual route is greater at lower densities, and transmission opportunity via the non-sexual route is greater at higher densities. More formally, we show that the invasion conditions for an STD into an OID (and vice versa) are functions of the equilibrium host population sizes (figure 2 c) ; invasion of an STD is easier (i.e. β S can be smaller) if the equilibrium population size in the presence of an OID is smaller, and conversely an OID can more easily invade (i.e. β I can be smaller) an STD if the equilibrium size of the population with the STD is larger. Our results therefore reflect the general expectation that sexual transmission would be favoured in low density populations, whereas non-sexual transmission would be favoured at high densities.
In the present study we assumed that the two pathogens represent related strains, and that only one strain could infect a host at any particular time (either because the two strains compete directly for resources or they exhibit cross-immunity). If we assume that pathogens with alternative transmission modes are neutral with respect to each other (in that they can coexist without mutual interference in the host and their effects on host mortality or fecundity are additive), then it is straightforward to show that an STD can always invade an OID as there is no threshold host-density for an STD to spread ; conversely, an OID can only invade an STD if the equilibrium population size in the presence of the STD is above the threshold value for OID invasion.
If the two strains cannot simultaneously infect the same host, and there is no host heterogeneity or spatial and temporal variation in transmission mode, then we might naively predict that the strain with the higher transmission rate would spread to fixation. However, from figure 1 and the inequality in equation (13), it can be seen that coexistence of an STD and an OID becomes possible whenever the equilibrium population size with the STD alone is above the social-sexual crossover (β S \β I ) and the equilibrium population size with the OID is below this point (assuming there is no added mortality, or redefining the crossover point to discount the effects of added mortality). STD-OID coexistence is therefore made possible by a unique form of density-dependent selection, where the divergent densities are generated by the disease dynamics itself : selection favours the STD at low population densities produced by the OID, but favours the OID at high densities produced by the STD. Given the model assumptions of equal resource use and no other heterogeneities, it is clear that this coexistence could only be demonstrated by explicit inclusion of numerical dynamics into the model. A number of other studies have emphasized the novel results that emerge from inclusion of explicit numerical dynamics in genetic models (May & Anderson 1983 ; Antonovics 1994 ; Antonovics & Thrall 1995 ; Lipsitch & Nowak 1995) .
The equilibrium population sizes in the presence of an STD or OID are affected by many features of the host-pathogen relationship. Populations infected by an STD are largest when the sterilizing effects of the STD on the host population are small. Populations infected by an OID are smallest at intermediate levels of virulence ; a small amount of disease-induced mortality reduces population size, but as this mortality effect becomes large, pathogen longevity and effective transmission decreases. This leads to the prediction that coexistence is most likely if STDs are mildly sterilizing, and OIDs are also of low or intermediate virulence.
The various ways in which the sterilizing effects of an STD influence STD-OID coexistence are particularly interesting. First, the sterilizing effect of the STD has no effect on its likelihood of invading an OID. However, because the equilibrium population size of a population with an STD is always lower when there is increased sterility, it becomes harder for an OID to displace an STD if the latter is sterilizing. Moreover, we have shown for STDs (Thrall et al. 1993 ) that host-pathogen coexistence is more likely if the disease sterilizes the host (assuming that density dependence acts more strongly on the healthy class). Therefore, sterility may not favour the spread of a sexual transmission mode, but it may stabilize such a relationship and ' protect ' it from invasion by an alternative transmission mode.
Apart from these population dynamical consequences of sterility, there are likely to be other reasons to expect an association between sterility and sexual transmission. Sterility may be a consequence of disease lesions associated with the sexual organs, and it may be advantageous for the transmission of an STD by promoting continued sexual activity (especially in females, by preventing fertilization or inducing abortion). A comparison of STDs and OIDs in mammals (Lockhart et al. 1996) showed that STDs induced a greater amount of sterility, but this difference was not significant. A path analysis revealed no significant causative effect (and small path coefficients) of sexual transmission on either male or female sterility. However, within the class of diseases that were predominantly sexually transmitted, greater sexual transmission was associated with increased male and female sterility. Path analysis based on two causal models could not clearly differentiate whether greater sexual transmission caused increased sterility or vice versa. These empirical data support the theoretical expectation that the sterilizing effects of an STD may not affect its invasion into an OID, but that once the STD is established the degree to which it is sexually transmitted may be strongly influenced by sterility, perhaps for a variety of reasons.
Our results further suggest that increased birth rates, by increasing equilibrium host population size, would favour non-sexual transmission ; this leads to the prediction that in small mammals (where per capita birth rates and population densities are higher than in large mammals) incidence of OIDs relative to STDs should be correspondingly greater than in species with lower per capita birth rates. Results from our recent comparative study indicate that this may indeed be the case. For example, in an overall survey of the occurrence of STDs in wild and domesticated animals, we found far fewer reports of STDs in rats and mice than in larger mammals such as primates, or artiodactyls (Lockhart et al. 1996) . A similar prediction was made by De Leo & Dobson (1996) , who used allometric relationships of body size to longevity and population size in mammals to predict expected rates of pathogen increase for STDs and OIDs. STDs were predicted to be predominantly found in large mammals with small population sizes and long lifespans.
Our model illustrates that a disease that shows both a sexual and a non-sexual transmission mode may well be a mixture of two (or more) specialized strains coexisting in the same population. Moreover, it seems likely that evidence for such transmission polymorphisms in nature will be found, given the recent marked advances in DNA-based strain identification and strain specific epidemiological tracing (Small & Moss 1993 ; Versalovic et al. 1993 ; Delwart et al. 1995 ; O'Rourke et al. 1995) . Many pathogen pairs that show both sexual and non-sexual transmission modes (genital and oral herpes ; genital and cuticular warts ; pubic and head lice ; lymphoganuloma venereum and trachoma biovars) appear to consist of evolutionarily divergent lineages that now occupy different regions of the body. However, it is quite likely that a mutant to a new transmission mode would still show immunological cross-reactivity with the original strain ; such cross-reactivity would then be lost as the ' new ' disease diverges evolutionarily. uite divergent strains or species of pathogens with different transmission modes still retain immunological cross-reactivity (Nahmias et al. 1990 ; Martin et al. 1993 ; Jimenez de Bagues et al. 1994 a, b) . Changes in transmission mode may well have involved a transitional stage of polymorphism, followed by subsequent specialization and niche divergence of the individual morphs. Our models have only considered the extreme case where strains are transmitted exclusively by either sexual or non-sexual means. Individual pathogen genotypes might also show different degrees of sexual transmission ; this more complicated scenario is the subject of another study (Thrall & Antonovics 1997 ).
The present study shows that simple heuristic models incorporating different transmission modes can lead to a number of predictions regarding the maintenance of genetic polymorphism and the characteristics favouring the displacement of pathogens with one transmission mode by those with another. We have not been able to test these predictions rigorously, but have shown them to be consistent with data on diseases in natural and human populations. The rigorous testing of these ideas is likely to come with advances in the techniques for studying inter-strain variation and strain-specific epidemiology. We hope the present theoretical study will stimulate empirical work in these directions.
