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RESUMO 
A álgebra de processos LOTOS é uma linguagem fonnal para especificação de sistemas, 
desenvolvida entre 1980 e 1988, e padronizada pela ISO desde 1988. Esta linguagem permite 
descrever a ordenação temporal de um conjunto de ações, percebidas por um observador extemo, 
possibilitando a especificação de comportamentos complexos, combinando ações elementares 
com os operadores da linguagem. No entanto, LOTOS possui uma limitação, pois não permite 
especificar de forma explícita os sistemas onde o tempo intervém. 
Neste trabalho, são apresentadas uma metodologia e ferramentas para a verificação de 
especificações de sistemas tempo real, escritas em RT-LOTOS, uma extensão temporizada da 
linguagem de especificação LOTOS. A partir do modelo em RT-LOTOS, é gerado um Grafo 
Temporizado correspondente, sobre o qual poderá ser realizada a verificação, usando fórmulas da 
Lógica Temporal Tempo-Real TCTL. O tradutor de RT-LOTOS para Grafos Temporizados, que 
foi construído para este efeito, é descrito neste trabalho; sua integração com ferramentas 
existentes que permitem a verificação é também mostrada. Finahnente, estudos de casos permitem 
analisar 0 uso desta abordagem e das ferramentas apresentadas.
xiii 
ABSTRACT 
The LOTOS process algebra is a fom1al language for systems specifications, developed between 
1980 and 1988, and standardized by ISO since 1988. This language allows to describe the 
temporal ordering of a set of actions, perceived by an external observator, and let complex 
behaviours specification, combining elementaiy actions with the LOTOS operators. Nevextheless, 
LOTOS has a limitation, so it doesn°t allow to specify in an explicit way systems with time 
dependencies. 
In this work, we present a methodology and tools for vexifying specifications of real-time systerns, 
written in RT-LOTOS, a timed extension of the LOTOS specification language. From the model 
in RT-LOTOS, it is generated the related Timed Graph, over which the verification can be done, 
by using formulas written in the TCTL Real-Time Temporal Logic. The translator of RT-LOTOS 
specifications to Timed Graphs that was built is described in this work; his integration with 
existing tools that allow the verification is also shown; Finally, case-studies allow to analyze the 
use of this method and the tools presented.
CAPÍTULO 1 
INTRODUÇÃO 
As Técnicas de Descrição Formal (FDT - Formal Description Techniques) são cada vez mais 
aceitas e utilizadas para o desenvolvimento de sistemas complexos. Para Sistemas Distribuídos e 
Redes de Comunicação, em particular, as dificuldades provenientes do alto grau de paralelismo 
destas aplicações não encontram outra abordagem adequada para seu tratamento a não ser o uso 
de técnicas formais e das metodologias e ferramentas que lhes são associadas. [MCF96] 
As linguagens de especificação padronizadas pela ISO (Estelle e LOTOS) e pelo ITU (SDL), 
nesta ultima década, surgiram destas necessidades e vêm sendo aplicadas, tanto no campo 
acadêmico como industrial, com relativo sucesso. Ferramentas para análise e projeto de sistemas 
a partir de especificações construídas numa dessas linguagens já são produtos comerciais, e 
problemas cada vez mais complexos estão sendo tratados. 
Entretanto, algumas das limitações dessas técnicas padronizadas se tomaram também mais 
visíveis na medida do crescimento da complexidade e da diversidade das aplicações a serem 
desenvolvidas. Em particular, mostraram-se insuficientes para expressar as restrições temporais 
exigidas em diversas aplicações tais como: sistemas multimídias, sistemas de automação 
industrial e sistemas tempo-real embutidos (automóveis, aeronaves, etc.) entre outros. 
A linguagem de especificação LOTOS, que se baseia nas álgebras de processos CCS e CSP, para 
a descrição comportamental, e na linguagem de tipos abstratos de dados ACT-One, tem 
despertado bastante interesse pelo seu poder de expressão que permite tratar a especificação em 
diferentes níveis de abstração e pelo seu suporte teórico que permite lhe associar técnicas e 
ferramentas de verificação baseadas em equivalências. Entretanto, sua expressividade apresenta 
limitações por não ter nenhuma característica que permite a representação explícita do tempo. 
Nesses últimos anos, varias extensões temporais desta linguagem foram propostas, além de 
existir no momento um esforço de um comitê de padronização na direção de um LOTOS 
Temporizado, incluindo contribuições oriundas destas propostas. Na espera deste novo padrão, 
será adotada neste trabalho a extensão chamada de RT-LOTOS, sendo que as propostas e 
desenvolvimentos de metodologias e ferramentas serão futuramente adaptadas a este padrão. 
Neste trabalho, apresenta-se uma abordagem para verificação de especificações de sistemas 
tempo-real, escritas na linguagem RT-LOTOS, apresentando também a ferramenta desenvolvida
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para este efeito e a utilização desta em alguns casos de estudo. 
Esta dissertação está organizada da seguinte maneira: 
No capítulo 2, é discutido o contexto global do trabalho desenvolvido, onde apresenta-se as 
caracteristicas dos sistemas dependentes do tempo, os métodos formais de especificação destes 
sistemas, destacando a álgebra de processos RT-LOTOS, o método de verificação utilizado e a 
utilização do tradutor desenvolvido neste trabalho. 
O, capítulo 3 apresenta a forma de se representar urna especificação escrita em RT-LOTOS 
através de Grafos Temporizados, utilizado como formalismo para a modelagem do sistema a ser 
verificado, sendo que cada operador da linguagem possui sua representação neste formalismo. 
São apresentados alguns exemplos de pouca complexidade, visando apenas o melhor 
entendimento do método apresentado. ~ 
O capítulo 4 apresenta os princípios básicos para construir o tradutor RT-LOTOS / Grafos 
Temporizados, sendo que na etapa preliminar à geração do Grafo Temporizado, define-se uma 
extensão de Redes de Petri, com o intuito de simplificar o modelo manipulado. Como no 
capítulo 3, cada operador da linguagem possui sua representação neste formalismo 
intermediário. Os detalhes da implementação completa do tradutor também são discutidos. 
O capítulo 5 apresenta algumas aplicações, visando testar e validar tanto o tradutor 
implementado como o método de verificação. 
O capítulo 6 encerra esta dissertação, comentando os principais resultados obtidos e as 
perspectivas de trabalhos futuros.
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CAPÍTULO 2 
ESPECIFICAÇÃO E VERIFICAÇÃO DE 
SISTEMAS DEPENDENTES DO TEMPO 
O projeto de sistemas dependentes do tempo é uma tarefa bastante complexa. Como em outros 
sistemas complexos, a utilização de métodos formais para a especificação e verificação é a 
solução a ser adotada, pois ela permite detectar erros de concepção, além de outras vantagens. 
Neste capítulo, são apresentadas definições básicas sobre sistemas dependentes do tempo, 
destacando as grandes classes de sistemas informáticos. Em seguida, são apresentados os 
principais métodos formais para a especificação destes sistemas, destacando a álgebra de 
processos RT-LOTOS como sendo a abordagem utilizada neste trabalho. Ao final, descreve-se a 
maneira na qual a verificação é efetuada neste trabalho, baseada na representação do sistema 
atraves de Grafos Temporizados, e na representação das propriedades através de fórmulas 
escritas na lógica temporal TCTL. ' 
2.1 SISTEMAS DEPENDENTES DO TEMPO 
Sistemas dependentes do tempo [Camargo95] são aqueles onde O seu comportamento sofre 
influências do progresso do tempo num intervalo a ser considerado, ou seja, o tempo pode ser 
considerado como urna variável a ser manipulada pelo sistema ou um recurso a ser consumido 
pelo sistema. Os sistemas dependentes do tempo incluem três grandes classes de sistemas 
computacionais: sistemas tempo-real, protocolos de comunicação e aplicações multimídia. 
Os sistemas tempo-real são sistemas que reagem a estímulos do ambiente, incluindo a passagem 
do tempo fisico, dentro dos intervalos de tempo impostos pelo comportamento do seu ambiente. 
Existem requisitos gerais exigidos para estes sistemas, que permitem diferencia-los e classiñcá- 
los, tais como: correção temporal (“Timelíness”), onde os sistemas reagem a estímulos do 
ambiente, dentro de intervalos de tempo especificados; relação de ordem (“Ordeliness”), que 
mantém as relações de ordem entre as entradas do sistema nas suas correspondentes saidas; 
atualidade (“Freshness”), estabelecendo que O sistema deve usar, ou fornecer, O dado que seja o 
mais válido possível, do ponto de vista do comportamento temporal; previsibilidade 
(“Predictabilizy”), estabelecendo que O determinismo do comportamento funcional e temporal 
do sistema deve satisfazer as especificações do sistema; e coordenação (“Coordination”), onde
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as ações do sistema no seu ambiente devem ser coordenadas de modo que uma não prejudique a 
outra. 
Os protocolos de comunicação são normas e regras estabelecidas para a padronização da 
comunicação entre dispositivos, onde algumas características gerais são observadas, tais como: a 
concorrência, onde os nodos de comunicação executam estas regras de fomaa autônoma e 
paralela; a interação, denotando todas as formas de comunicação entre os nodos (comunicação 
síncrona, assincrona, por difusão, por memória compartilhada, etc.); e a imprevisibilidade, onde 
mensagens podem ser perdidas e tempos de transferência de mensagem não podem ser 
garantidos. 
As aplicações multimídia são sistemas que geram, processam, armazenam, restituem e 
apresentam informações de varios tipos e origens, chamadas de mídia, combinando assim várias 
fontes de informação, tais como: voz, gráficos, áudio de alta fidelidade e vídeo. As aplicações se 
estendem em áreas como automação de escritórios, sistemas de tele-conferência e aprendizado à 
distância, ambientes de cooperação científica e controle de tráfego aéreo. 
2.2 MÉTODOS FORMAIS PARA ESPECIFICAÇÃO DE SISTEMAS DEPENDENTES DO TEMPO 
As principais abordagens formais para o tratamento de sistemas dependentes do tempo são: 
0 Redes de Petri Temporizadas 
0 Lógicas Temporais Tempo-Real 
0 Álgebras de Processos Temporizadas 
A teoria de Redes de Petri [Brams83] é um formalismo gráfico e matemático que se adapta bem 
a um grande número de aplicações, onde as noções de eventos e de evoluções simultâneas são 
importantes. Este fonnalismo foi um dos primeiros a serem apresentados na literatura, para tratar 
com concorrência, não-detenninismo e conexões causais entre eventos. Entre as caracteristicas 
das Redes de Petri, destacam-se a legibilidade dos modelos gerados e a capacidade de expressar 
as diversas relações de causalidades (paralelismo, seqüenciamento, não-determinismo e 
sincronização). No entanto, as Redes de Petri não estão aptas a tratar com a justiça (fairness) e 
com estruturas de dados, apesar da possibilidade de associar uma variável local de programa 
com o número de fichas contidas em um determinado lugar da rede. 
Lógica temporal é uma classe das lógicas modais, em que os operadores modaís são 
interpretados de uma maneira temporal. Lógicas temporais são compostas de operadores lógicos 
proposicionais que, combinados a um conjunto de operadores temporais, pennitem que certas
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propriedades sejam satisfeitas, tais como: a invariãncia, estabelecendo que certas condições serão 
sempre verdadeiras no sistema considerado; a eventualidade, onde existem propriedades que 
devem tomar-se verdadeiras em algum tempo futuro no sistema; e as precedências, que são 
asserções que estabelecem que um evento deve ocorrer antes de um outro. Porém, as lógicas 
temporais possuem como pontos negativos a complexidade e a falta de estruturas nas aplicações. 
As lógicas temporais tempo-real estendem as lógicas temporais clássicas, incorporando 
possibilidades de representação e tratamento de propriedades quantitativas, tais como: 
periodicidade, esgotamento do tempo (deadlínes) e atrasos (delays). Algumas das lógicas 
temporais tempo-real mais conhecidas na literatura são: Metric Temporal Logic (MTL) 
[Koymans90]; Real Time Temporal Logic (RTTL) [Ostroff89]; e Temporal Computation Tree 
Logic (TCTL) [AH92]. 
A abordagem de álgebra de processos tem sido desenvolvida dentro do campo da teoria da 
concorrência, e teve seu início a partir das álgebras Communicating Sequentíal Processes (CSP) 
[Hoare85] e Calculus of Communicatíng Systems (CCS) [Milner80]. Os métodos baseados em 
álgebras de processos são significantes devido à fomra elegante pela qual com poucos 
construtores pode-se obter uma linguagem capaz de expressar toda a complexidade de um 
sistema concorrente ou de um sistema distribuído. 
A linguagem LOTOS [ISO88] é um padrão ISO desde 1988, baseada na álgebra de processos 
CCS, e enriquecida com o princípio de comunicação síncrona de rendezvous múltiplo do CSP e 
a representação de dados algébricos Act One. Entretanto, sua expressividade apresenta 
limitações quanto a modelagem de comportamentos tempo-real, pois impossibilita a 
especificação quantitativa do tempo preciso na qual um evento deve ocorrer e a ocorrência de 
maneira forçada de certos eventos. Nestes últimos anos, várias extensões temporais da álgebra 
de processos LOTOS foram propostas, onde as mais conhecidas são: RT-LOTOS [Camargo95], 
RT-LOTOS [CO94], Temporal LOTOS [Regan93], TIC-LOTOS [Azcorra90], T-LOTOS 
[BLT93] e ET-LOTOS [LL94]. 
A abordagem adotada neste trabalho para especificar sistemas dependentes do tempo é a álgebra 
de processos RT-LOTOS [Camargo95]. No Anexo A, é apresentada urna introdução rápida à 
linguagem LOTOS, mostrando principalmente a sintaxe da linguagem. 
2.3 RT-LOTOS 
2.3.1 Por quê escolher a extensão temporal RT-LOTOS? 
Por ser uma extensão de LOTOS, RT-LOTOS possui todas as características desta linguagem,
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citadas anteriormente. RT-LOTOS é uma linguagem que possibilita a associação de intervalos 
temporais às ações do sistema, sendo que a não ocorrência destas ações dentro de seus 
intervalos caracteriza uma violação temporal, cujo tratamento é efetuado a partir da definição de 
um novo operador, chamado de operador de “Preempção Temporal”. Estes intervalos, da fonna 
[t,,,,-,.,t,,,,,,,], determinam em que instante as diferentes ações podem ser oferecidas ao seu ambiente. 
Conforme apresentado em [CF95], RT-LOTOS também permite estabelecer uma semântica 
baseada em Grafos Temporizados, possibilitando a utilização de técnicas de verificação para 
sistemas dependentes do tempo. 
2.3.2 Sintaxe da linguagem 
Os termos de RT-LOTOS são gerados pela sintaxe apresentada a seguir, que é uma extensão 
direta da sintaxe de LOTOS. 
E ::= stop 
, 
:> inação 
exit :> terminação com sucesso 
[z,,,,~,,,t,,,,,,,]a; E :> prefixação - ação observável 
[t,,,,-,,,t,,,,,,,]z; E :> prefixação - ação intema 
E[]F :> escolha 
hide L in E 2 ocultação 
E|[L]|F :> composição paralela 
E >> F :> composição seqüencial 
E [> F :> preempção 
E <L]{a¡: Q1, ..., an: Q,,} :> preempçãotemporal 
P[a1, ..., an] :> instanciação de processos 
xx O operador de inação representa um processo completamente inativo, onde nenhruna ação pode 
ser oferecida ao ambiente, e somente o tempo pode progredir. 
Ê O operador de terminação com sucesso representa um processo onde a ação ô representa o firn 
bem sucedido do mesmo. 
gt O processo [z,,,,-,,,t,,,,,,,]a; E representa o oferecimento da ação a, dentro do intervalo especificado 
[t,,,,-,,,t,,,,,,,], sendo que se a ação a não pôde se realizar durante este intervalo, então ela não poderá 
o ser fora do mesmol onde a ação especial a* notifica uma eventual violação temporal. No 
entanto, uma prefixação da ação especial i não possui violação temporal, dado que esta ação 
deve, necessariamente, realizar-se no intervalo [t,,,,-,,,t,,,,,,,]. Assim, se a ação a ocorrer dentro do 
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O processo E []F representa a escolha entre E e F, decidida pela realização de uma primeira ação 
a e Act u{z`, ô}, onde Act representa o conjunto das ações observaveis. Assim, a realização de 
uma violação temporal não decide uma escolha. 
O operador de ocultação transforma as ações observáveis, pertencentes ao conjunto L, em ações 
invisíveis e urgentes. 
O processo E|[L]|F representa a composição paralela dos processos, E e F, onde cada um dos 
processos pode realizar, de modo independente, as ações a e L. A realização das ações a e L 
deve ser feita de maneira sincrona, ou seja, se ambos os processos oferecerem uma ação a ser 
sincronizada, então esta ação é realizada imediatamente_,7No caso de um dos processos não 
oferecer a ação sincronizável até a expiração do intervalo de tempo da ação oferecida, então 
ocorrerá uma violação temporal associada à ação cujo intervalo temporal expirou, dando 
seqüência a composição paralela do processo que segue a violação temporal com o processo que 
não ofereceu a ação sincronizável. 
A composição seqüencial de dois processos, E seguido de F, representa o início do processo F, 
após a terminação com sucesso do processo E. 
O processo E [> F representa a execução de E, podendo ser interrompido a qualquer instante 
pela realização de uma ação do processo F, onde somente a terminação com sucesso do 
processo E inibe a execução do processo F. 
O processo E <L]{a1: QI, ..., an: Q.,} representa o tratamento das violações temporais (a1*,..., 
a,,*), ou seja, se ocorrer uma violação temporal, a¡*, durante a execução do processo E, então 
este processo é abandonado e o processo Qi é iniciado no seu lugar. 
O processo P[a1, ..., an] representa uma instanciação do processo P, onde ocorre a troca dos 
nomes das ações. 
2.3.3 Semântica operacional da linguagem 
A semântica operacional é apresentada no Anexo B, no estilo SOS (Structured Operational 
Semanzícs) de Plotkin e inclui: 
0 um conjunto de regras de inferência para as ações clássicas de RT-LOTOS; 
0 um conjunto de regras de inferência para as violações temporais; e 
0 um conjunto de regras de inferência para a progressão do tempo.
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Além disso, e em conformidade com a semântica padrão de LOTOS, todas as ocorrências de 
ações são consideradas atômicas e instantâneas. 
A ação ô e as violações temporais a', sendo devidas a ocorrências de operações especificadas na 
linguagem mas não sendo diretamente manipuláveis nesta, não podem ser temporizadas. A 
temporização de ações é feita sobre um domínio de tempo DW, que pode ser esparso ou denso, 
mas que deve ser enumerável. 
A gramática da linguagem RT-LOTOS, utilizada no desenvolvimento do tradutor, é apresentada 
no Anexo B. A precedência dos operadores (binários e unitários) segue a forma apresentada em 
[BB87], acrescentando apenas o novo operador de tratamento de violações temporais, sendo 
assumido que este é o operador de menor precedência, ou seja: ~ 
Prefixação > Escolha > Composição Paralela > Preempção 
> Composição Seqüencial > Ocultação > Preempção Temporal 
2.4 VERIFICAÇÃO DE SISTEMAS DEPENDENTES DO TEMPO 
2.4.1 O método 
O método utilizado neste trabalho consiste na verificação de modelos (Model Checking) 
[ACD90], a partir do qual procura-se verificar se o modelo do comportamento do sistema 
satisfaz um conjunto de propriedades estabelecidas. Esta abordagem, dita dual, representa 
geralmente o comportamento do sistema a partir de um formalismo de descrição de seus estados, 
e as propriedades a partir de fórmulas de uma lógica modal, onde o conjunto de estados do 
sistema que satisfazem uma fómrula é definido como conjunto característico de uma fórmula. 
Existem duas abordagens possíveis para a verificação: a abordagem numérica, que consiste em 
construir um modelo do grafo temporizado (Sistema de Transições Rotulado) e avaliar a 
fórmula, a partir de uma enumeração exaustiva de todos os estados do modelo; e a abordagem 
simbólica, que consiste em representar o conjunto característico através de predicados e avaliar a 
fórmula diretamente sobre o grafo temporizado, sem a necessidade de construir um modelo. 
A abordagem numérica tem como vantagem a simplificação do problema de comparação e 
avaliação do conjunto de estados, porém, o seu uso é permitido somente para modelos de 
comportamento finito, além de permitir uma explosão combinatória durante a construção do 
modelo, de acordo com o número de composições paralelas do sistema. 
Por outro lado, a abordagem simbólica evita a possibilidade de uma explosão combinatória, já
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que não necessita construir o modelo do grafo temporizado, além de poder ser aplicada em 
sistemas onde o modelo possui um comportamento infinito. No entanto, é necessário um 
procedimento de decisão eficaz, que pennita comparar os predicados. 
Em [CF95], constatou-se que apesar de ser comum a utilização de um Sistema de Transições 
Rotulado para a representação de uma especificação escrita em álgebras de processos, no caso 
da linguagem RT-LOTOS, o uso deste formalismo não é adequado para a verificação de 
propriedades, pois implica na adição de um grande número de transições correspondentes à 
progressão do tempo e, conseqüentemente, num crescimento do número de estados do modelo 
do sistema. O uso de Grafos Temporizados para definir a semântica de RT-LOTOS diminui 
consideravelmente o espaço de estados a ser analisado, tomando viável o processo de 
verificação. 
A verificação de modelos utilizada neste trabalho é baseada na abordagem simbólica, onde a 
ferramenta KRONOS [OY93], desenvolvida numa. cooperação Indústria-Universidade pelo 
laboratório VERIMAG (França), implementa um algoritmo de verificação simbólica de modelos 
[HNSY92], sendo a lógica TCTL utilizada para representar as propriedades do sistema. O 
Anexo C apresenta os princípios básicos para a utilização desta ferramenta. 
2.4.2 A lógica TCTL 
As propriedades a serem verificadas sobre o modelo de um sistema podem ser descritas por 
fórmulas escritas através da lógica temporal tempo-real TCTL, construídas a partir de 
proposições e restrições atribuídas ao sistema. 
A lógica TCTL (Temporal Computation Tree Logic) [AH92] é uma extensão da lógica CTL 
[CES86], estendendo os operadores temporais Hu (existe uma execução) e vu (em todas 
execuções) de tal forma que sejam utilizadas restrições temporais, permitindo um tratamento 
temporal quantitativo. 
As fórmulas TCTL seguem a seguinte gramática: 
<fÓrmula> := <predicado> 
| 






<fÓrmula> Sul <fÓrmula> 
l 
<fÓrmu1a> Vui <fÓrmu1a> 








sendo init o estado inicial do modelo do sistema, x um relógio pertencente ao conjunto de 
relógios do modelo do sistema, enable (a) o conjunto de estados do modelo do sistema onde a
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ação a é possível de ocorrer, e afcer(a) o conjunto de estados do modelo do sistema 
alcançados após a ocorrência de uma ação a. O intervalo de valores positivos inteiros é chamado 
1. 
Os operadores v, A e ¬ correspondem, respectivamente, aos operadores binários “or”, “and” e 
ao operador unitário “not”. 
A fórmula <fórmu1a1> Hu; <fÓrmu1a2> significa que existe uma execução do sistema com 
uma prefixação finita onde <fórmu1a2> é verdadeira' no último estado, com um tempo t e I, 
sendo que <fórmu1a1> é continuamente verdadeira nos estados anteriores. 
A fórmula <fórmu1a1> Vu, <fórmu1a2> se diferencia pelo fato de que todas as execuções do 
sistema são verdadeiras. 
Através destas duas fórmulas, é possível obter algumas abreviações típicas, tais como: 
:rue Eiul <fÓrmu1a> denotada por E|<>I <fÓrmu1a> 
true Vul <fÓrmula> denotada por V<>I <fÓrmu1a> 
¬V<>I ¬<fÓrmula> denotada por 3 1 <fÓrmula> 
¬3‹>I ¬<fórmu1â> denotada por V I <fórmu1a> 
Para tomar mais clara a maneira como a ferramenta KRONOS calcula, de forma iterativa, o 
conjunto característico de urna fórmula, o seguinte exemplo é apresentado: para verificar se é 
possível alcançar um estado que satisfaça uma fórmula, u, a partir do conjunto de estados do 
modelo, a fórmula 3<>Iu descreve esta propriedade. Assim, o conjunto característico, denotado 
por {3<>Iu}, é: 
'ÍBÔIHÍ' = UiKi rzzzor 
onde: 
Ko = {u A zeI} 
Ki+1 = Ki U (true * Ki) 
O operador binário * retoma o conjunto de estados que satisfazem a fórmula, a partir dos 
estados seguintes, obtidos através da iteração anterior. A variável z representa um relógio, 
utilizado para marcar o tempo desde o início da execução. Assim, o algoritmo inicia com o 
conjunto de estados que satisfaz a fómrula tu A zen e, em seguida, são calculados os demais 
estados da próxima iteração, sendo que o relógio z é inicializado a cada iteração.
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2.4.3 Arquitetura do Processo de Verificação 
O primeiro passo para a verificação de um sistema está na geração do Grafo Temporizado. A 
tradução das especificações RT-LOTOS para Grafos Temporizados é obtida através do tradutor 
implementado neste trabalho, sendo a verificação do grafo temporizado resultante feita a partir 
da lógica TCTL e através da ferramenta KRONOS. KRONOS utiliza como elementos de 
entrada: o grafo temporizado, que descreve o sistema; e fórmulas TCTL, que estabelecem as 
propriedades a serem verificadas. Finalmente, a ferramenta KRONOS retorna como resultado as 
condições em que o grafo temporizado satisfaz a fórmula. A Figura 2.1 ilustra o processo de 
Especificação RT-LOTOS 
'Tradutor RT-LOTOS -> Grafo Temporizadol 
verificação. 
[ Grafo Temporizado Fórmula TCTL ] 
Verificador KRONOS 
Condições de satisfação 
Figura 2.1 - O Processo de Verificação 
2.5 coNcLUsóEs 
Neste capítulo, foram apresentados alguns dos métodos formais existentes na literatura, para a 
especificação de sistemas dependentes do tempo, sendo que dentre estes foi escolhida a 
linguagem RT-LOTOS, pois possui caracteristicas interessantes quanto a sua expressividade, 
adequando-se também à representação por Grafos Temporizados, de utilidade neste trabalho 
para a fase de verificação. 
Foi apresentado também o método de verificação destes sistemas, que utiliza KRONOS como 
ferramenta auxiliar, onde as propriedades do sistema são descritas através da lógica temporal 
TCTL. H 
Em [Yovine93], foi desenvolvido um tradutor de especificações escritas através da álgebra de 
processos ATP [Nicollin92] para Grafos Temporizados, porém, a linguagem ATP possui 
limitações quanto a representação da ocorrência de uma ação em um intervalo de tempo e na 
representação e tratamento de violações temporais. E em [DOY94], foi apresentada uma
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proposta de mapeamento para uma extensão de LOTOS (ET-LOTOS), entretanto, nenhum 
mecanismo de tradução automático foi desenvolvido nem implementado, deixando incompleta 
uma validação da abordagem para as extensões temporais de LOTOS. 
Nos próximos capítulos, serão apresentados a metodologia utilizada na implementação do 
tradutor de especificações RT-LOTOS para Grafos Temporizados, e o teste do mesmo.
CAPÍTULO 3 
REPRESENTAÇÃO DE RT-LOTOS POR 
GRAFOS TEMPORIZADOS FINITOS 
Para se construir um grafo temporizado finito que represente uma especificação escrita em RT- 
LOTOS, é preciso mostrar como construí-lo através do tratamento de cada subexpressão contida 
na especificação, levando assim a definição de regras de translação para cada operador da 
linguagem. Em [CF95], foi apresentada uma maneira de representar tais operadores por grafos 
temporizados finitos, porém, a representação contida neste capítulo mostra-se mais interessante, 
do ponto de vista da implementação do tradutor e da verificação posterior do modelo do sistema. 
Neste sentido, este capítulo apresenta um método de construção de grafos temporizados finitos, a 
partir de especificações escritas em RT-LOTOS, também chamado de método de construção 
guiado pela sintaxe. Este método é semelhante ao apresentado em [DOY94, Yovine93], que 
descreve, respectivamente, a construção de grafos temporizados finitos de termos escritos em 
ET-LOTOS [LL94] e ATP [Nicollin92]. ` 
A organização deste capítulo é feita da seguinte maneira: primeiramente, é apresentada a 
definição de Grafos Temporizados Finitos, definindo também urna extensão destes grafos, que 
tem como finalidade melhorar a maneira de expressar a relação entre relógios e vértices, e 
acrescentar uma ação especial, s, descrita a seguir. Em seguida, é definida a forma de representar 
cada operador da linguagem RT-LOTOS em Grafos Temporizados. Ao final, são apresentados 
alguns exemplos ilustrativos. 
3.1 GRAFOS TEMPORIZADOS FINITOS 
Um Grafo Temporizado [AD9l, NSY92] é uma representação de um autômato estendido com 
um conjunto de variáveis reais, chamadas de relógios, cujos valores crescem uniformemente com 
o passar do tempo. 
Um relógio pode ser inicializado por um arco do grafo, e o valor de cada relógio é igual ao tempo 
decorrido desde a sua última inicialização. São associadas restrições sobre os relógios aos vértices 
e aos arcos do grafo. O sistema pode permanecer num vértice enquanto as restrições associadas a 
este vértice forem verificadas pelos valores dos relógios. Um arco pode ser disparado somente se
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os valores correntes dos relógios satisfazem a condição associada ao arco. 
Dentre as definições formais de Grafos Temporizados disponíveis na literatura [CF95, DOY94, 
Yovine93], optou-se pela definição apresentada em [Yovine93], pois esta se corresponde ao 
fonnalismo adotado na construção da ferramenta KRONOS [OY93], que será utilizada na fase de 
verificação do modelo de um sistema. 
Definição 3.1 Seja A um vocabulário de ações, no qual a denota um elemento de A. Seja 
também u/(C) run conjunto de restrições temporais sobre o conjunto de relógios C. 
Um Grafo Temporízado é uma quíntupla <S, C, L, sz, õ>, onde: 
S :> conjunto dos vértices, onde cada vértice representa um ou mais estados do 
sistema. 
C :> conjunto dos relógios 
L :> conjunto dos arcos (L g S xA x \I'(C) x 2C x S) 
sz e S :> vértice inicial 




Cada arco possui o seguinte formato: 
e = <s, a,\V, C', s'> 
| 
l--_› vértice de saída 
conjunto dos relógios a serem reinicializados 
condições dos relógios associadas ao arco 
etiqueta que representa uma ação 
vértice de entrada 
Partindo do vértice inicial de um grafo temporizado, todos os relógios são inicializados. 
Se o sistema está em um determinado vértice, s, então um arco, e, poderá ser disparado somente 
se os valores dos relógios satisfazem a condição \P, resultando na mudança para outro vértice, s ', 
com a inicialização dos relógios pertencentes ao conjunto C '. 
As condições dos relógios associadas aos arcos e as condições de atividade associadas aos 
vértices são combinações do tipo x ~ c, onde x e C, c e N (números naturais) e ~ é urna relação 
binária pertencente ao conjunto {<, S, >, 2, =}.
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3.1.1 Grafos Temporizados Estendidos 
Esta extensão de Grafos Temporizados tem como objetivo facilitar a determinação dos relógios a 
serem inicializados pelos arcos, que depende de uma relação entre o conjunto de vértices e o 
conjunto de relógios do grafo. A definição formal de Grafos Temporizados Estendidos é dada a 
seguir [Yovine93]. 
Definição 3.2 Um Grafo Temporizado Estendido (GTE) é representado pela sêxtupla <S, C, L, 
sr, õ, F>, onde <S, C, L, sr, ô> é um Grafo Temporizado, sendo F g S x C um conjunto de 
extensões, associando os relógios pertencentes ao conjunto C com os vértices do conjunto S. 
Para todo s ê S, é definido: 
F(s)={xeC|(s,x)eF} 
EI 
Assim, será possível obter o grafo temporizado de um processo P, denotado por G[P], a partir do 
GTE, denotado por G>[P]. Ou seja, para <D[P] = <S, C, L, s1, ô, F>, definido como sendo o GTE 
de P, então o grafo temporizado de P será G[P] = <S, C, L, sr, ô>. 
Outra definição importante é apresentada a seguir: 
Definição 3.3 Seja G = <S, C, L, sz, ô, F> um GTE, então: 
Reach(G) < S, C, L, s1, õ, F > 
onde: 
s1eS 
SeseSe <s, a, \|1, C',s'>eL, entã) s'eS(SgS) 
Í = L n (š×A×w(c)×2° xš) 
Ê=Õ f¬(§X\|1) ' 
F Fr\(SxC)
U 
Reach(G) é um grafo temporizado estendido onde os vértices são unicamente os vértices 
acessíveis a partir do vértice inicial s1 do grafo G, ou seja, eliminando os vértices inacessíveis e os 
arcos que nunca serão disparados. 
Para ilustrar a utilização do grafo Reach(G), a Figura 3.1 apresenta mn simples exemplo, 
contendo o grafo G e o grafo Reach(G).
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Grafo G Ref1Ch(G) 
@'Q'
C 
Figura 3.1 - Exemplo de um grafo Reach(G) 
Neste exemplo, não existe uma seqüência de disparos possível, na qual o arco c seja disparado a 
partir do vértice inicial, so. Não existe também uma seqüência de disparos possível, na qual o 
vértice s; seja atingido. Assim, o grafo Reach(G) não possui o vértice s; e o arco c. 
3.2 REPRESENTAÇÃO DOS OPERADORES RT-LOTOS EM GTE 
As definições apresentadas a seguir demonstram como se constrói um GTE, <D[P], a partir de 
expressões de comportamento, P, descritas em RT-LOTOS [Camargo95]. Como o Grafo 
Temporizado é construído a partir de tais expressões, é necessário saber tratar de cada sub- 
expressão, ou seja, de cada operador da linguagem. 
Limitações: 
A construção de tais grafos possui certas limitações, discutidas em [CF95, Garavel89]. É 
estabelecido que será possível construir um GTE, a partir de uma expressão P, somente se esta 
especificação levar a um sistema de transições finito, gerando assim um grafo com um número 
finito de vértices. Por exemplo, P = Q III i; P é um processo no qual não possui representação por 
um sistema de transições finito, apesar de ser urna expressão valida para RT-LOTOS. Em 
[Garavel89], observou-se que especificações escritas em LOTOS que apresentam uma 
recursividade contida em um dos operandos de run operador de composição paralela, ou contida 
no operando esquerdo de um operador de composição seqüencial ou de preempção, podem gerar 
um sistema de transições infinito, classificando estas recursividades como proibidas, do ponto de 
vista da geração do grafo. 
O vocabulário de ações possíveis nos grafos temporizados obtidos a partir de RT-LOTOS é o 
seguinte: 
A =A¢z ozrcz* U {z, õ, z} zAzzf'~W 
Este vocabulário contém as ações possíveis em RT-LOTOS, além da introdução da ação especial 
a. Esta ação é necessária para os métodos de construções composicionais [Garavel89], em 
particular, na representação do operador de composição paralela, onde expressa a habilitação das 
ações sincronizaveis. A ação s não corresponde a uma ação observável, caracterizada também por
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ser atômica, significando que ela não pode ser interrompida por uma ação concorrente. Este tipo 
de ação é utilizado de fonna análoga às s-transições da teoria de autômatos não-deterrninísticos 
[ASU86]. 
Para a representação dos operadores, serão considerados dois processos genéricos, P e Q, onde 
os seus GTE°s são: 
E <S1› C1: Lj, S11» 819 F[> e E <S2› C2, L2fl S12, 825 F2> 
3.2.1 Inação 
O GTE para o processo stop consiste apenas de um vértice, ilustrado pela Figura 3.2. Ele não 
possui nenhum arco, e a condição de atividade deste vértice é sempre verdadeira (true), 
possibilitando uma permanência indefinida. 
Figura 3.2 - GTE para o processo stop 
<1>[S10p] = <{S}, 0, 0, S, {(s, tru@)}, 0> 
3.2.2 Terminação com sucesso 
O GTE para o processo exit consiste de dois vértices e um arco etiquetado com a ação ô, 
lembrando que esta ação não é urgente, caracterizada pela condição de atividade do vértice so 
(true), e pela condição do arco (true). Este fato dispensa a atribuição de um novo relógio. 
Í õ, true _í 
Figura 3.3 - GTE para o processo exit 
d>[exit] = <{so, sI }, 0, e, so, {(so, true), (sl, true)},0> 
onde: 
e = <so, õ, true, 0, sI> 
3.2.3 Prefixação 
A prefixação será representada de duas formas: [t1, tz]i; P, correspondente a prefixação de um
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processo pela ação intema í; e [tz, tz]a; P, correspondente a prefixação de um processo por uma 
ação observável a. Esta diferenciação se deve ao fato de que, no instante t = tz, a ação i toma-se 
urgente e incontrolável, enquanto que uma ação observável não ocorrerá mais, gerando uma 
violação temporal. ' 
A representação da urgência de uma ação, em GTE, se faz através da condição de atividade 
associada ao vértice de entrada do arco, ou seja, quando o relógio t, associado ao vértice, atingir 
um valor tz,-,,. = tz, e se este vértice possuir como condição de atividade t 5 tz,-,,,, o arco que possuir 
suas condições satisfeitas será, obrigatoriamente, disparado. 
(i.) Para [tz, tz]í; P, com tz 2 tz, tem-se a Figura 3.4. 
{t} . . i, tzí ts tz, ¡-Ç (D[P]Í 
tíb E(S11)f¬Cz ¡ _ _ _ _ _ _ _ _ _ _; 
Figura 3.4 - GTE para a prefixação da ação interna í 
A expressão F,(s1,) rw C , estabelece o conjunto de relógios a serem inicializados pelo arco, que 
correspondem aos relógios relacionados ao vértice inicial do processo P. Assim, quando o relógio 
t, atingir o valor tz, no vértice so, a ação i será disparada de maneira urgente e incontrolável, caso 
não tenha oconido durante o intervalo [tz, tz), lembrando que i; P significa uma prefixação do tipo 
[0, 0]i; P = [0]i; P, e [t]i; P = [t, t]i; P. Portanto, a representação de [tz, tz]i; P, em GTE, é dada 
por: 
<I>[[t1, fzlí; P] = <Sz U {S0}, C1 U {l}, Lz U {@}, S0, õz U õ', Fz w F> 
onde: 
so ea S1, t e C, e 
e = <so, i, tz 3 t 5 tz, F,(s1,) rw C,, s1,> 
ô' = {(so, ts tz)} 
F' = {(S0, l)} 
(ii.) Para [tz, tz]a; P, com tz 2 tz e a e Act, tem-se a Figura 3.5. 
ta f “““““ c â›rz>1i 
, tzstst z . 
,S ,2I$(S1z)f¬Cz › I 
a*, t=tz w 
Figura 3.5 - GTE para a prefixação de uma ação observável temporizada
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Neste caso, a partir do momento em que se tem t = tz e a ação a indisponível, a ação a* passa a 
existir, tornando-se urgente e incontrolável. O vértice sl não necessita de um relógio, pois a 
pemianência no mesmo é permitida de maneira indefinida (true). A representação de [t¡, tz]a; P, 
em GTE, é dada por: 
<I>[[t¡, tz]a; P] = <S, LJ {so, sl}, C, U {t},`L, u L', so, ô, U õ', F, U F'> 
onde: 
L' = {<s0, a, tz S t S tz, F,(s1,) ri C1, s1,>, <so, a*, t = tz, 0, sl>} 
5' = {(so, t S tz), (sl, true)} e F' = {(so, t)} 
Para uma prefixação do tipo a; P, ou seja, uma ação que pode acontecer em qualquer instante, a 
representação passa a ser da forma apresentada na Figura 3.6. 
í 
***** i 
am: '. Âl‹gÊlf¬ cz Í.
É 
Figura 3.6 - GTE para a prefixação de uma ação observável de ocorrência indefinida 
e a representação de a; P, em GTE, é dada por: 
<I>[a; P] = <S, U {so}, C1, L, U {e}, so, õ, U õ',F,> 
onde: 
so ea S1, e = <so, a, true, F,(s1,) rw C1, s1¡> e õ' = {(so, tme)} 
3.2.4 Escolha 
O método de construção do GTE de P [] Q consiste em construir um grafo, PQ, a partir dos 
grafos P e Q, onde seus vértices são os pares (sl, s2), com sl e S 1 e s2 e S2. A Figura 3.7 ilustra 
um exemplo. (a,-, a¡ e Act¡›5 e af, af e Act*) 
. . - - - - - - - _ - - - . » _. 'PQ (sl,s2) ' 
IP S1 II VY1 I 
z 
S2 Q; . Iza' QLJ aff 1 ' df* a¡ - . a~ az* 
- - ' ' " - ' - - ~ - - -` 
Í (s1,s2') (sl',s2) - 
' - - - - - - - - - - - - - 
. . . _ . . . _ _ _ _ . . _ _ _ z 
E* \\ 
Figura 3.7 - GTE para o processo P [] Q
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O vértice inicial do grafo PQ é o par (sl, s2), que corresponde aos vértices iniciais dos grafos P e 
Q. Os arcos do grafo PQ são obtidos a partir dos arcos dos grafos P e Q, ou seja, a existência de 
um arco etiquetado com uma ação a,-,a,- e Act¡›5 pertencente ao processo P ou Q, no qual o 
vértice de entrada deste arco é igual a um vértice contido num par do grafo PQ, implica num 
novo arco para o grafo PQ, que se difere apenas pelo vértice de entrada, resolvendo a escolha. 
Segundo a semântica de RT-LOTOS, apresentada no capítulo anterior, a violação temporal e a 
ação especial s, oriunda de um operador de composição paralela, não resolvem a escolha. 
Portanto, a existência de um arco etiquetado com uma violação temporal ou com a ação especial 
s, em qualquer um dos processos, com o vértice de entrada igual a um vértice contido num par do 
grafo PQ, implica também num novo arco para o grafo PQ, onde o vértice de entrada é o 
respectivo par do grafo PQ, e o vértice de saída é um novo par de vértices do grafo PQ, que 
expressa o fato da ocorrência deste tipo de ação num dos processos envolvidos na escolha. 
Assim, o grafo resultante do operador P [] Q é obtido através do conjunto dos três grafos (P, Q e 
PQ), que são relacionados através das ações que finalizam o processo de escolha, sendo a 
representação em GTE dada por: - 
<I>[P [] Q] = Reach(<S, C, L, s1, õ, F>) 
onde: 
S= S, uS,u (S,xS,) 
C = C, U C, 
sl = (s1,, s1,) 
L = L, U L, 
L.) {<(sI, s2), a, \|/, C', s> I <sI, a, \|1, C', s> e L, /\ a e ActÍ›5} 
U {<(sI, s2), a, \|1, C', s> I <s2, a, \|1, C', s> e L, /\ a e ActÍ›5} 
U {<(sI, s2), a*, ug, 0, (s1', s2)> 
I 
<s1, a*, ql, C', sI'> e L, A a* e Act5›*} 
LJ {<(sI, s2), a*, \|1, 0, (sl, s2')> I <s2, a*, \I1, C', s2'> e L, /\ a* e Act5›*} 
F= F, uF,u {((s1,s2),ƒ) I (s1,ƒ) e F,v(s2,ƒ) e F,},si e Si, i= 1,2 
e para cada s e S: 
ô[s]_ 
ôi[s] ses e Si, i=I,2 
'
ôi[sI] /\ ô2[s2] ses=(sI, s2) e S1 xSz 
Lembrando que a ação especial a será adicionada a um determinado grafo somente através do 
operador de composição paralela. No entanto, os 'demais operadores devem considerar a 
possibilidade de seus operandos possuírem tal ação.
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3.2.5 Ocultação 
Este operador transforma as ações observáveis, pertencentes a um detenninado conjunto (J), em 
ações invisíveis e urgentes (i). Assim, para os arcos com ações pertencentes ao conjunto J, a 
etiqueta do arco é substituída por i, e a condição dos relógios é alterada de modo a tomar 
possível o disparo do arco somente no primeiro instante do intervalo dado pela condição anterior. 
A condição de atividade do vértice de entrada deste arco também ê alterada, sendo esta alteração 
feita apenas no relógio que toma urgente a ocorrência de tal ação. 
O GTE para o operador de Ocultação é dado por: 
<I>[hide J ín P] = <S, C, L, sr, ô, F> 
onde: 
S=S¡, C=C¡,s1=s1¡,F=F¡e 
L= {<s, a, \|/, C',s'> I <s, a, \|/, C',s'> e LI /\a eActÍ›5›5/\a 6€J} 
U {<s, i,Mín(\|/), C', s'> I <s, a, \|1, C', s'> e L, A a e J} 
U {<s, a*, \|/, C', s'> I <s, a*, \|1, C', s'> e L, Aa ¢J/\ a* eAct*} 
U {<s, i, \|J, C',s'> I <s, a*, \|/, C',s'> e L,/\a GJ/\ a* eAct*} 
e para cada s e S: 
8 _{õ1'[s] se <s, a, \|1, 
C',s'> eL1/\aeJ M' ôr[s] se <s, a, \|/, C', s'> e L1 /\ até J 
onde Min(\|1) é definida como sendo a função que retoma a condição do relógio, relacionado ao 
arco, como sendo igual ao menor valor da condição anterior associada à transição, sendo que se a 
condição for true, ou seja, no caso de uma ação com um limite de ocorrência indefinido, a função 
retoma o valor 0. A condição de permanência, ô1'[s], representa a alteração do tempo máximo 
permitido pelo relógio relacionado com o arco a ser ocultado, tomando o arco urgente no 
primeiro instante possível. As ações a* e Act*, onde a e J, serão fisicamente possíveis somente 
no caso de uma prefixação do tipo [t, t]a; E, pois em qualquer outra situação a ação a ocorrerá 
primeiro, obrigatoriamente. 
3.2.6 Composição Paralela 
O operador de composição paralela impõe urgência às ações a serem sincronizadas entre dois 
processos somente quando ambos estiverem prontos para isto. Assim, é utilizada uma ação
Capítulo 3 - Representação -de--RT-LOTOS por Grafos Temporizados Finitos 22 
especial, .etiquetada como s. Neste operador, a ação especial a representa a mudança do vértice 
de uma ação que deve ser sincronizada, mas que ainda não possui a condição dos relógios 
relacionada ao arco satisfeita pelo valor minimo, para o vértice onde esta condição se toma 
satisfeita. Em outras palavras, ela representa o momento a partir do qual torna-se possível a 
ocorrência de uma ação, em um dos processos envolvidos na composição paralela. 
Para arcos onde o limite minimo da condição dos relógios seja igual a zero, não é necessário 
utilizar a ação s, pois ela já estará habilitada a partir do vértice de entrada do arco. Este é o caso 
da ação ô, gerada pelo operador de terminação com sucesso. 
A sincronização de uma ação pode ser ilustrada da seguinte forma: 
Processo P Processo Q 
(SI,Sq) (shsq) OU 
I 2 2 (s s) (sI's2') (sl 2) (SP5) (sI' 2') (sl s2) (sp sq) (S1 ÃS2 ') 
zz __, 
(i) (ii (iii 
(SPM) 
Figura 3.8 - Sincronização de uma ação através do operador de composição paralela: 
(i) ações com o limite mínimo igual a zero; (ii) uma das ações com o limite minimo diferente 
de zero; (iii) ambas as ações com o limite minimo diferente de zero. 
Em (i), tem-se o caso da ação a ser sincronizada, a, com os valores do limite mínimo das 
condições dos relógios relativas aos arcos dos dois processos iguais a zero, como para uma ação 
ô. No entanto, quando uma ou ambas ações possuírem o limite mínimo diferente de zero, então a 
ação especial s é utilizada, como em (ii) e (iii), para expressar a habilitação de uma ação em um 
dado processo, gerando novos vértices (sp e sq). Neste exemplo ilustrativo, a violação temporal 
não foi apresentada apenas para facilitar o entendimento. 
O GTE para o operador P|[J]|Q é dado por : 
(I)[P |[.1]| Q] = Reach(<S, C, L, sf, 5, F>) 
onde: 
S= (S, XS2) U (S¡ xSq) U (S, XSP) 
C= C¡ LJ C2 
sl = (s11, S12)
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L = {<(sI, s2), a, \I/, C', (sI', s2)> I <sI, a, xy, C', sI'> e L, A a E ActÍA a tê J} 
U ‹1{<(sI, s2), a, \|/, C', (sl, s2')> I <s2, a, \|/, C', s2'> e L, A a e Actí A a 65 J} 
U {<(s1,s2), e, Min(\|1,), 0,(sp, s2)> I <sI, a, \|1, C', sI'> e L, A a e JA Min(\|/,) ¢ 0} 
U {<(sI,s2), s, Min(\|/2), 0,(s1,sq)> I <s2, a, \|/, C', s2'> e L, A a e J A Mín(\|/2) ¢ 0} 
U {<(sp,sq),a,0,C,'UC,',(s1',s2')> I <si,a,\I/i,Cí',si'>eL, A a e J U{ô}A Min(\|1i)¢0, i=l, 2} 
U {<(sI ,s2),a,0,C , 'UC ,',(sI ',s2 ')> I <si,a,\|1i,Ci',si'>eL,A a e J U{ô} A Min(\|1í)=0, i=1, 2} 
U {<(sI ,sq),a,0,C , 'UC 2 ',(sI ',s2 ')>I<si,a,\|1i,Cí ',sí '> eL,. A a eJU {õ}AMin(\|1¡)=0AMin(\|1z)¢0} 
U ‹1{<(sp,s2),a,0,C,' UC 2 ',(sI ',s2 ')>|<si,a,\|¡i,Ci',sí'> eL, Aa eJU {õ}A]\lin(\|/¡)¢0A]\4in(\Ilz)=0} 
U{<(s1, s2), a*, \|/,, C,', (s1', s2)>I<s1, a*, \|1,, C,', sI'> e L,} 
U {<(sI, S2), a*, \|1,, C,', (sl, s2')> I <s2, a*, \I/2, C,', s2'> e L,} 
eparas=(s1,s2) e S: 
F= {((sI, s2),ƒ) I (sI,ƒ) e F, v (s2,ƒ) e F,} 
_ {ôz(s1)^ ôz(sz) se <sz', zz, wi, cz", sz"> ¢ Lz' A zz E J, z'=1,2 
ÕÍSÍ- (õz(s1)^ c10‹z1‹(\,zz)é Mz'n(wz))v (õz(s2)^ c10c1‹(\|zz)é Múz(\Izz)) casa contrario 
onde Clock(\|1) é definida como sendo a função que retoma o relógio utilizado na condição \|1. 
O GTE resultante possui como conjunto de vértices o produto cartesiano dos vértices de P e Q, 
unidos com o produto cartesiano dos vértices de P com os vértices que representam a habilitação 
das ações a serem sincronizadas em Q (Sq), e com o produto cartesiano dos vértices de Q com os 
vértices que representam a habilitação das ações a serem sincronizadas em P (Sp). 
3.2.7 Composição Seqüencial 
O GTE para o operador P>>Q é dado por: 
d>[P >> Q] = Reach(<S, C, L, sr, õ, F>) 
onde: 
S= (S, x s12) U S, 
C=C,UC,U {t},te5C,UC, 
sl = (sl 1, S12) 
L = L, U L' 
L'= {<(,‹1,sz2),zz, iv, c' U {z}, (s1',.‹z2)>| <s1, zz, W, C', s1> É L, A zz E A¢zi›fi›* M1 5-/›} 
U {<(sI, s12), i, true, F,(s12) rw C2, s12> I <sI, 8, \|1, C', sI'> e L, } 
F= F2 U F'
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F,_ ((S1, Szz), f) | (S1, f) G F1 A S1 5+ A S1 G sz 
` 
((S1, Szz), z) | S1 Õ-› A S1 E sz 
e para cada s e S: 
õ2[s] se s G S2 
ô[S]z õl[S1] SzS=(S1, Szz) G (sz X {Szz}) A S1 8+ 
(s, tS0) se s = (sl, s12) e (S1 x {s1z}) A sl Õ-› 
onde a notação sl 5-A significa que não existe uma ação õ que esteja pronta para se realizar, a 
partir do vértice sl; e a notação sl 5 -› significa que existe uma ação ô que esteja pronta para se 
realizar, a partir do vértice sl. . 
A ocorrência da ação ô inicia o processo Q, lembrando que o progresso no tempo ocorrerá 
somente se a ação ô não for possível. Assim, õ se toma uma ação invisível e urgente, com o 
auxílio de um novo relógio que é associado aos vértices de saida das transições õ. Semelhante ao 
operador de ocultação, este relógio é adicionado ao conjunto dos relógios a serem inicializados de 
todos os arcos. 
3.2.8 Preempção 
O GTE para o operador P[>Q é dado por: 
CI>[P [> Q] = Reach(<S, C, L, s1, õ, F>) 
onde: 
S= S, U S2 U (S, X {s12}) 
C= C, U C2 
s1= (s1], s12) 
L= L, KJLZU L' - 
L' = {<(sl, s12), a, \|J, C', (sl ', s12)> | <sl, a, uz, C', sl'> e L, A a e ActÍ›$›*} 
U {<(SÍ, S12), a, \|/, C_', s2> I <s12, a, \|J, C', s2> e L2 A a e Act¡› *} 
K) {<(sI› SI2)› õa wa Cla SI>|<s1› õa wa C: sI> L¡} 
F= F1 U Fz L» (‹‹s1,S2›,f› | ‹s1,f› ê F, V (S12,/› E F2; 
e para cada s e S: 
ôr[s] se s e S1 
ô[s]: ô2[s] ses e S2 
ô1[sl]A õ2[s12] ses =(sl, s12) E (S1 x {s12})
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Assim, o processo P avança normalmente até que ocorra uma ação de Q, finalizando o processo 
P e dando continuidade ao processo Q, ou quando ocorrer a ação õ. Neste caso, a ocorrência da 
ação õ finaliza o operador de preempção. . 
3.2.9 Preempção Temporal 
Este operador trata das violações temporais. Assim, se existir uma violação temporal e, se a 
mesma for tratada pelo operador, ou seja, pertencer ao conjunto J, então este processo é 
encerrado e um novo processo de tratamento é lançado, quando esta violação ocorrer. 
O GTE para o operador P <I] {Uj(aj: Qj)} é dado por: 
<I>[P <I] {Uj(aj: Qj)}] = Reach(<S, C, L, s1, ô, F>),j=1, ..., k 
onde: 
ÔÍP] E <SP› C1» LP» S1P› 51» F1? 
<D[Q¡1 E <~*1~› C,-› L,-› sff» 51» 1? 
S = SP U (UJ`~¶) U (SP X {S1z} X X {S1k}), C = CP U (UIQ), 
s1=(s1p, s1], ..., slk), L = LP U (UjLj) U L' e 
L'= {<(sp, s11, ..., slk), a, ul, C', (sp', s1¡, ..., s1k)> | <sp, a, \|/, C', sp'> e LP A a e Act¡›5} 
U {<(sp, S11, ..., Slk), Õ, \|/, C', sp'> | <Sp, Õ, \¡1, C', sp'> 5 LP} 
U {<(sp, s1], ..., s1k),i, \|¡, F)`(s1¡) rw Cj., s1¡> | <_çp, ¿zj*, W, C', sp'> 5 LP A gj 5 _]} 
U {<(sp, s1¡, ..., szk), b*, \|/, C', (sp', s11, ..., s1k)> | <_çp, b*, W, C', 5p'> 5 LP /\ b GE J} 
F=F, U (UjFj) U {((sp, s1], ..., s1k),ƒ) | (sp,j) e F¡,v*(s11,ƒ) e F, v v (s1k,j) e Fk} 
e para cada s e S: 
ôP[s] se s e SP 
õ[s]: õj[s] ses e Sj,¡ =1, k 
õP[sp] A õ1[s11] /\ A õk[s1/‹] 
_ 
ses=(sp, s11, s11‹) e (SPX {s11} x x {s1k}) 
3.2.10 Instanciação de Processos 
O operador de instanciação é definido a partir da função de troca de nomes de ações, 
representada por 4) = [al /al ', ..., an/an'], em que para todo j, a ação aj' pode tomar-se aj. 
O GTE para o operador P[aI/al ', ..., an/an'] é dado por:
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CI>[P[aI/aI ', ..., an/an ']] = <S, C, L, s1, õ, F> 
onde: 
S=S¡, C=C,,s1=s1¡,õ=ô,, F=IÍ'¡e 
L = {<s, aj, iv, C', s'> | <S, aj', ip, C', s'> e L, /\ aj/aj' e ‹1› /\ {aj, aj'} gAct U Act*} 
U {<s, a, ip, C', s'> I <s, a, \|/, C', s'> e L, A a ea {a1', a2', ..., an'}} 
3.3 ALGUNS EXEMPLOS ILUSTRATIVOS 
Nesta seção, são apresentados alguns exemplos extraídos de [Camargo95], com o objetivo de 
ilustrar o mecanismo de translação apresentado na seção anterior. 
3.3.1 Login Simplificado
A 
Este exemplo pode ser descrito da seguinte forma: Para iniciar o procedimento, o sistema envia 
um prompt de Login, denominado p. Após este evento, o usuário tem 1 unidades de tempo para 
entrar com o nome válido, denominado v, para terminar a tarefa e iniciar a fase sessão S. Quando 
o usuário fomece uma resposta inválida, denominada n, ou quando o tempo l expira, um novo 
procedimento de Login é lançado. 
A representação em RT-LOTOS é dada por: 
L0gí"(P, H, v) 1=P; (v; S [1 [0, lln; L0gíH(P, fl, v)) <f1] {fl1 L0gin(p, n, v)} 
Para a construção do GTE, é necessário dividir o processo em vários sub-processos, afim de 
tratar cada um dos operadores separadamente. Assim: 
Login :=p; Q, 
O GTE para Login é dado por: 
<D[Login] = <S, C, L, s1, õ, F> e <1)[Q¡]= <S¡, C1, L¡, s1¡, õ¡, F¡> 
O primeiro operador é uma prefixação do processo Q, pela ação p, de execução indefinida. 
Graficamente, tem-se a Figura 3.9. 
p true 
'_«“ ._ _ _ _<I5[_Q,-]Í 
'. fi‹"`s1z›f¬cz '.Í
É 
Figura 3.9 - GTE da prefixação da ação p
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onde: 
S= S1 U {s0}, C= C1, L = L1 U {<so,p, true, F1(s11) ri C1, s11>} 
s1=so,F=F1eõ=õ1U{(so,true)} ~ 
Ou seja, este GTE possui como vértice inicial so, sendo que não foi necessário associar nenhum 
relógio e nenhuma condição de atividade a so, pois a ação p pode ocorrer em qualquer instante. O 
conjunto F1(s11) rw C1 representa o conjunto dos relógios associados ao vértice s11, e que devem 
ser inicializados quando a ação p ocorrer. 
Mas, Q1 1= (Qz [1 Qs) <"] {fl1L0gí"} 
sendo que: 
Qz := v; S, onde os GTE”s são dados por: 
: <S2› C2, L29 S12: õ2› F2> e : <SS› CS9 LS, SIS: õsy FS> 
De maneira análoga a Q1, Qz pode ser representado graficamente através da Figura 3.10. 
` - ` ` ` ` ` 
`<1›5[s]I 




Figura 3.10 - GTE da prefixação da ação v 
onde: 
S2 = Si U {SI }, Cz = Cs, Lz = Ls U {<s1, v, true, Fs(s1,) gm Cs, s1,>} 
Slz = sl, Fz =F, e ôz = 5, U {(s1, zrue)}' 
Q; := [0, l]n; Login 
Neste tipo de prefixação, um novo relógio é associado ao vértice inicial, e as condições para a 
ocorrência das ações n e n* são baseadas neste relógio. E criado um vértice "poço" (sink), no 
qual o arco da ação n * está direcionado. 
Grañcamente, tem-se a Figura 3.11. 
rf‹›> 
~ e ~ f 
azé, za zzoézoézi 8
, 
¡0SF(so)r¬ 
I _ _ _ _ _ _ 
n*, to= w 
Figura 3.11 - GTE da prefixação da ação n
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onde: 
S3 = Su {s2, s3}, C3 = C u {to}, sz; = s2, 
L; = L U {<s2, n, 0 S to S l, F(so) rw C, s0>, <s2, n*, to = l, 0, s3>}, 
F3 = FU {(S2, l0)} fr 53 = 5 U {(S2, 10 S 1), (S3, lfM@)} 
Q41= Qz [1 Q: 
Para o operador de escolha, novos vértices são criados a partir dos GTE's de Qz e Q3, ou seja, 
pelo produto cartesiano S2 x S3. Porém, todos estes novos vértices não serão obrigatoriamente 
utilizados. 
Graficamente, tem-se a Figura 3.12. 
v, true Á 
toíl _L{t0} . n, 0905] 
,_ 75"(S1šf¬C, s1,s2 F(s@f¬c M , _ _ _ _ _ _ 
v true ' (DIS1 
O 
n, Oítoíl 





- - - - - - -- vrue 
1~;‹sr›f¬C, @ "*› f°= 
{z‹›} 9 
Figura 3.12 - GTE parcial do processo Q4 
O grafo correspondente a Q4 é obtido através do GTE Reach(Qz [] Qz). Ou seja, a partir do grafo 
ilustrado acima, procura-se o grafo dos vértices acessíveis partindo-se do vértice inicial. Os 
vértices (sl), (s2) e (s3) não são acessíveis a partir do vértice inicial (sl, s2), pois não existe 
nenhuma seqüência de ações na qual estes vértices são atingidos. Assim, estes vértices, bem como 
os arcos onde o vértice de entrada for igual a um destes, são eliminados, e o GTE acessível é 
dado pela Figura 3.13. 
v, true mí] AL {t0} H, 031031 
F _ _ _ _ _ _ _Y_§(§¿s)r¬C, sl, s2 F(so)r¬C F _ _ _ _ _ _ _ _ _ 
: 
‹r›[s]Ê 
p na foz] 
‹1›[L‹›gz'n]ê 
- - - - - - -- 'v,true 
1‹;‹sz,›f¬c, «Oi 
Figura 3.13 - GTE do processo Q4 
onde: 
S4 = S U S, U {(sI, s2), (sl, s3)}, C4 = CQ C, LJ {to}, s14 = (sl, s2),
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L4 = L U L, U {<(sl, s2), n, 0 S to S l, F(so) m C, so>,<(sl, s2), n*, to = l, 0, (sl, s3)>, 
<(sl, s2), v, true, F,(s1,) rw Cs, s1,>, <(sl, s3), v, true, F,(s1,) rw C,, s1,.>}, 
F4 = F U F, U {((sI, s2), to), ((sl, s3), to)} 
e 84 = 8 U õ, U {((sl, s2), to S l), ((sl,s3), true)} - 
Q; := Q4 <n] {n: Login} 
Agora, é tratada a violação temporal n*, através do operador de tratamento de violações 
temporais, onde a ação n* toma-se invisível. Isto é feito para que seja iniciada uma nova 
execução do processo Login, desde que uma resposta válida não seja fornecida em um limite de 
tempo, l. 
Graficamente, tem-se a Figura 3.14. 
V, ,me zos1JL{to} ,Ê ošmíl 
C C C C C CS .1.2 “tr , C C C i C C , H 
Í (p[S]: 





- - - - - › - - 
' 
v, true - - - - - - › - - - 
1‹;(sz,)f¬C, @ {z‹›} 
Figura 3.14 - GTE parcial do tratamento da violação temporal do processo Q4 
O vértice (sl, s3) não é acessível a partir de (so, sl, s2), e o GTE acessível é dado na Figura 3.15. 
V› WW n, Oítoíl msl i{¡0} 




Figura 3.15 - GTE do tratamento da violação temporal do processo Q4 (Q¡) 
onde:
. 
S1 = SU S, U {(so, sl, s2)}, C1 = CU C, U {to}, s1¡ = (so, sl, s2), 
L1 = L U Ls U {<(so, sl, s2), n, O S to S l, F(so) H C, so>, 
<(so, sl, s2), i, to = l, F(so) H C, so>, 
<(so, sl, S2), v, true, F,(s1,) rw Cs, s1s>}, 
F, = FU F, U {((so, sl, s2), to)} e õz = ô U 8, U {((so, sl, s2), to S l)} 
Como Login := p; Q,, tem-se:
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S = S, U {so, (so, sl, s2)}, C = C, U {to}, sl = so, 
L = L, U {<so,p, true, {to}, (so, sl, s2)>, 
<(so, sl, s2), n, 0 S to S l, 0, so>, 
<(so, sl, s2), i, to = l, 0, so>, 
<(so, sl, s2), v, true, F,(s1,) rw C,, s1,>}, 
F= F, U {((so, sl, s2), to)} e õ = õ, U {(so, true), ((so, sl, s2), to S l)} 
e o GTE resultante é dado pela Figura 3.16. 
v, true ¿__ 
IOS] {tO} 
n, Oítoíl 
F _ _ _ _ _ _ 
_Í_§T5'1s)f¬C, so, sl, s2 
@( i, 10:] 
1 
_ _ _ _ _ _ _ _ 
`_ 
_. p. true,{to} 
Figura 3.16 - GTE do processo de Login Simplificado 
3.3.2 Login Completo 
Neste exemplo, o sistema limita a duração global do procedimento de Login em um tempo 
máximo, d, e força uma exceção, E, a realizar-se após este tempo. 
A especificação em RT-LOTOS do procedimento Login completo é apresentada a seguir: 
Complete_Login := (Login z(p, n, v) [> [d]i; E) >> S 
where 
process Loginz(p, n, v) := p; (v; exit [] [0, l]n; Loginz(p, n, v)) <n] {n: Logz`nz(p, n, v)} 
O GTE do processo Loginz pode ser obtido a partirá do exemplo anterior, sendo que a única 
diferença é a maneira na qual o processo S é acionado após a realização da ação v. Assim: 
q)[L0gín2] : : <S19 Cla LI, S11; ôls Fl>
- 
Graficamente, tem-se a Figura 3.17. 
v, true tos] {t0} n, Oítošl 
so, sl, s2 
Â, t0=l
` 
, true, to 
Figura 3.17 - GTE do processo Loginz
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onde: 
S1 = {so, (so, sl, s2), s3, s4}, C, = {to}, 
S11 = SO, 
L¡ = {<so, p, true, {to}, (so, sl, s2)>, <(so, sl, s2), n, 0 S to S l, 0, so>, 
<(so, sl, s2), i, to = l, 0, so>, <(so, sl, s2), v, true, 0, s3>, 
<s3, õ, true, 0, s4>}, 
F1 = {((so, sl, s2), to)} e 51 = {(so, true), ((so, sl, s2), to S l), (s3, true), (s4, true)} 
De maneira simplificada, tem-se: 
Complete_Login := (Q¡ [> Qz) >> S 
onde: 
Q2 1: [d]Í; E 6 ÔÍQ2] = <S2, C2, L2› S12, 52, Fz> 
O processo Qz apresenta uma prefixação do processo E pela ação í, com um retardo no tempo d. 
A ação [d]i é equivalente à ação [d, d]i, e a condição do arco d S tl S d é equivalente à tl =d, 
onde tl é o novo relógio associado ao vértice inicial. 
Graficamente, tem-se a Figura 3.18. 
i 
{z1} z; z1 = zz -` 
` ` ` i ` ` 
èr›`[É]I 
zlsd ¡%(SE)mCE I _ _ _ _ _ _ _ _ _ 
Figura 3.18 - GTE da prefixação da ação i 
onde: 
S2 = SE LJ {S5}, C2 = CE U {Í1}, 
S12 = S5, 
Lz = LE U {<s5, i, tl = d, F¡;(s1E) rw CE, s1E>}, 
Fz =FE U {(s5, tl)} 
G õz = ÕE U {(S5, Í] É 
Q3 I: Q1 [> Q2 6 ÔÍQ3] = <S3, C3, Ls, S13, 53, F3>
u 
Para o operador de preempção, cada vértice de Q; possuirá um arco para o vértice inicial de E, a 
não ser que o vértice seja um vértice de entrada de um arco etiquetado com a ação õ. 
Graficamente, tem-se a Figura 3.19.
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fz, oémét z1sd^zz›é1 
W @m' Í” ri àü 6 r e ~ V, fue , ru M 
flíd Q 1, z1=d ffíd 
FÂS"Ê^Cf z;z1=d 
' ztzd FÁS'Êf¬Cz 
Ff/(SIÊKWCE 
1___€I>Í1=`_1í 
Figura 3.19 - GTE do processo Q; 
onde: 
S3 = SE U {(so, s5), (so, sl, s2, s5), (s3, s5), s4}, C3 = CE U {to, tl}, sz; = (so, s5), 
L; = LE U {<(so, s5), p, true, {to}, (so, sl, s2, s5)>, <(so, s5), í, tl = d, FE(s1E) rw CE, s1¿>, 
<(so, sl, s2, s5), n, 0 S to S l, 0, (so, s5)>, <(so, sl, s2, s5), i, to = l, 0, (so, s5)>, 
<(so, sl, s2, s5), i, tl = d, FE(s1E) m CE, s1¿>, <(so, sl, s2, s5), v, true, 0, (s3, s5)>, 
<(s3, s5), õ, true, 0, s4>, <(s3, s5), i, tl = d, FE(s1E) rw CE, s1¿>}, 
F3 = FE U {((so, s5), tl), ((so, sl, s2, s5), to), ((so, sl, s2, s5), tl), ((s3, s5), tl)} 
e 83 = õE U {((so, s5), tl S d), ((so, sl, s2, s5), tl S d A to S l), ((s3, s5), tl S d), (s4, true)} 
Assim: 
Complete__Logzn = Q; >> S e CI>[Q3 >> S] = <S, C, L, st, ô F> ' 9 
e o GTE resultante é dado pela Figura 3.20. 
11,05 051 {f2} tlsd/\tosl 
pt” É U0' Í” f {2} Em Í S " S ' ' ` v, rue, t i, true g 1 M S ,M f;‹Sz,›f¬‹:,z em 
i, tI=d ` 





1 _ _ 
_<1?[!=`1i 
Figura 3.20 - GTE do processo de Login Completo 
onde: 
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C = CE U C5 U {to, tl, t2},s1= (so, s5, s1S), 
L = Ls U {<(so, s5, szs), p, true, {to, t2}, (so, sl, s2, s5, s1s)>, 
<(so, s5, sls), i, tl = d, (F E(s1E) rw CE) U {t2}, (s1E, s1s)>, 
<(S0, S1, S2, S5, Szs), fz, o 5 za é 1, {z2}, (Só, S5, SzS)>, 
<(so, sl, s2, s5, sls), i, to = l, {t2}, (so, s5, s1s)>, 
<(so, sl, s2, s5, sls), i, tl = d, (FE(s1E) rw CE) U {t2}, (s1E, s1s)>, 
<(so, sl, s2, s5, sis), v, true, {t2}, (s3, s5, s1S)>, 
<(s3, s5, sis), i, true, FS(s1s) rw Cs, s1¿>} U
_ 
{<(s, s1S), a, T, C' U {t2}, (s', s1S)> I <s, a, *I-', C', s'> e LE /\ a e ActÍ› * A sl õ¬'>} U 
{<(s, s1S), i, true, F5(s1s) rw CS, s1S)> I <s, ô, T, C ', s'> e LE},
` 
F = FS U {((so, s5, s1S), tl), ((so, sl, s2, s5, s1s), to), ((so, sl, s2, s5, srs), tl), ((s3, s5, s1S), t2)} 
U {<(so, Sz,›.f› 1 ‹s,f› E Fz‹s›i 
e õ = 85 U {((so, s5, s1S), tlíd), ((so, sl, s2, s5, s1s), tl Sd A toíl), ((s3, s5, s1s), t2S0)}U 
{<(so, szS›.f› | <S,f› E õz‹s››
\ 
Um novo relógio (t2) foi criado paraexpressar a urgência das ações õ, que provocam o inicio do 
processo S. O processo E foi modificado de tal forma que se ele possuir algum arco etiquetado 
com a ação õ, este será invisível e urgente, direcionado para o vértice inicial de S. 
3.3.3 Um processo com dois relógios 
Seja um processo P, resultante da composição paralela de dois processos elementares. 
P 1= (‹1; [0, 3]b; E) |[b]I (C; [0, 5]b; F) 
I= Q/ |[b]I Qz
A 
QI 3: fl; [0, 3]bš E e (D[Q1]= <S1, C1, L1, S11, 51, F1> 
Graficamente, tem-se a Figura 3.21. 
{l0} .- - - - - - - -. 
a, true,{to , OS tos . 
f0S3'Ê(S'E)°Cš§ã_ 
, s1>,[E1Ê 
b*, to=3 Q 
Figura 3.21 - GTE do primeiro processo (Q¡) 
onde: 
S, = SE U {so, sl, s2}, C1 = CE U {to}, s1¡ = so,
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L, = LE U, {<so, a, true, {to}, sl>, <sl, b, 0 S to S 3, FE(s1E) m CE, s1E>, <sl, b*, to = 3, 0, s2>}, 
F, = FE U {(sl, to)} e 81 = õz U {(so, true), (sl, to S 3), (s2, true)} 
Q2 I= C; [Ú, 5]b; F 6 CDÍQ2] = <S2› C2, L2, S12, 52, F2> 
Graficamente, tem-se a Figura 3.22. 
{r1} . . 
c, true,{tl , Oítlí . @ 1191; (s*W§@, 
U _‹1>1F1É 
` 
b *, tl =5 9 
Figura 3.22 - GTE do segundo processo (Qz) 
onde: 
Sz = Sp U {s3, s4, s5}, Cz = CFU {tI}, 
S12 : S3, 
Lz = LF U {<s3, c, true, {tI}, s4>, <s4, b, 0 S tl S 5, F;(s1F)n Cp, s1F>, <s4, b*, tl = 5, 0, s5>}, 
Fz = FF U {(s4, tl)} e õz = õp U {(s3, true), (s4, tl S 5), (s5, true)} . 
O próximo passo será aplicar o operador de composição paralela em Q, e Qz. 
Assim, 0 GTE resultante é dado pela Figura 3.23. 




t0,l b* tl :5 
{tI} a, true, to b. 05:05 3^ 05:15 sw ` ` ` ' ` ` ' ` '- ' 
IIS5 1053/\r150 vr155/\zo50 }Ê(sQnCEU ¡;(spPCF ' 
b*, flzj b*, tm :_ ‹_1›[51|fp1|,<1âi1_r1¿ 
«fab “ "W '° em ””'”°=3 «w 
{to} toS3 ' 
Figura 3.23 - GTE da composição paralela de Q, e Qz 
onde: 
S = (SE x Sp) U {(so, s3), (so, s4), (so, s5), (sl, s3), (sl, s4), (sl, s5), (s2, s3), (s2, s4), (s2, s5)}, 
C = CE U CF U {to, tl}, s1 = (so, s3), Í
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L = { <(so, s3), a, true, {to}, (sl, s3)>, <(so, s3), c, true, {tl}, (so, s10>, 
<(so, s4), a, true, {to}, (sl, s4)>, <(so, sfñ, b*, tl = 5, 0, (so, s5)>, 
<(so, s5), a, true, {to}, (sl, s5)>,<(sl, s3), c, true, {tl }, (sl, s4)>, 
<(sl, s3), b*, to = 3, 0, (s2, s3)>, <(sl, s4), b*, tl = 5, 0, (sl, s5)>, 
<(sl, s4), b, 0 S to S 3 A 0 S tl S 5, FE(s1E) rw CE-U FF(s1F) rw CF, (s1E, s1F)>,, 
<(sl, s4), b*, to = 3, 0, (s2, s4)>, <(sl, s5), b*, to = 3, 0, (s2, s5)>, 
<(s2, s3), c, true, {tl}, (s2, s4)>, <(s2, s4), b*, tl = 5, 0, (s2, s5)>}, 
U LE' U LF' 
F = {((so, s4), tl), ((sl, s3), to), ((sl, s4), to), ((sl, s4), tl), ((sl, s5), to), ((s2, s4), tl )} 
U FE' U FF' 
e õ = {((so, s3), true), ((so, s4), tl S 5),((so, s5), true), ((sl, s3), to S 3), 
((sl, s4), to S 3 /\ tl S 0 v tl S 5 /\ to S 0), ((sl, s5), to S 3), ((s2, s3), true), 
((s2, s4), tl S 5), ((s2, s5), true)} U õE' U õp' 
Os arcos pertencentes ao conjunto LE' U LF' são os arcos dos processos E e F, porém com a 
condição do operador de composição paralela. O mesmo ocorre para F E' U F F' e õz' U õF'. 
Pode-se notar que apesar dos arcos etiquetados com b*, a partir do vértice (sl, s4), serem 
representados, estes nunca ocorrerão, pois neste exemplo temos como limites mínimos 0 valor 0, 
provocando a urgência imediata de b. 
3.4 CONCLUSÕES 
Neste capítulo, foi apresentado um método de construção de grafos temporizados finitos a partir 
de especificações escritas em RT-LOTOS, através 'das definições de regras de translação 
estabelecidas para cada um dos operadores da linguagem. Apesar da abordagem apresentada em 
[CF95] possibilitar a geração de tal grafo, adotou'-se uma outra definição formal de grafos 
temporizados, visando a obtenção de um formato adequado à implementação do tradutor e 
verificação do modelo, conforme pôde ser verificado nos exemplos ilustrativos anteriores. 
Para que tal mapeamento tenha êxito, é necessário que a especificação possua um comportamento 
no qual gere um sistema de transições finito. 
Com a representação de uma especificação em grafos temporizados, será possivel verificar as suas 
propriedades, através da ferramenta de verificação de sistemas Tempo-Real, KRONOS [OY93].
CAPÍTULO 4 
PRINCÍPIOS BÁsrcos PARA A coNsTRUÇÃo Do 
TRADUTQR DE RT-Loros PARA GRAPos TEMPoR1zADos 
Conforme discutido em [Yovine93], a implementação direta das regras de tradução de especifica- 
ções escritas em RT-LOTOS para Grafos Temporizados, apresentada no capítulo anterior, apesar 
de realizável, não é a melhor solução do ponto de vista prático, pois esta abordagem compromete 
o desempenho da compilação. Assim, é proposto em [Yovine93] que esta tradução seja realizada 
em duas etapas: uma etapa preliminar, tendo o objetivo de simplificar o modelo a ser manipulado, 
para que em seguida seja construído o Grafo Temporizado. 
A organização deste capítulo é feita da seguinte maneira: primeiramente, é apresentada a 
definição de uma extensão de Redes de Petri, que será utilizada na etapa preliminar do processo 
de tradução como modelo intermediário para a construção do Grafo Temporizado. Em seguida, é 
definida de forma similar ao capítulo anterior a maneira de representar cada operador da 
linguagem através desta extensão, sendo que uma aplicação é feita sobre um dos exemplos 
ilustrativos do capítulo anterior. A seguir, é descrito o método de construção do Grafo 
Temporizado a partir da Rede de Petri Estendida, correspondente à segunda etapa do processo de 
tradução. Ao final, é discutida a fomta de implementar a ferramenta, bem como os algoritmos e 
ferramentas auxiliares utilizados. 
4.1 UlVIA REDE DE PETRI ESTENDIDA 
A etapa preliminar da tradução consiste na utilização de uma extensão de Redes de Petri (RdP) 
como representação intermediária. Esta extensão é baseada na proposta feita em [Yovine93], na 
qual acrescenta-se condições para tratar de intervalos específicos no tempo, necessários para 
expressar os tennos de RT-LOTOS. 
Definição 4.1 A Rede de Petri Estendida é definida pela quadrupla N = <p, t, MI, ‹p>, onde: 
p D Conjunto dos lugares 
t 
C 
:> Conjunto das transições (1 c; p x p x ActÍ›5› *›$ x p), 
M, g p -_-> Subconjunto de lugares, correspondendo a marcação inicial 
tp: t -› (N x N) :> Função que associa a cada transição um intervalo no tempo
EI
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Seja T = <pl, p2, ot, p3> uma transição. 
o pl é o conjunto de lugares de entrada obrigatórios de T, denotado por '¢T', sendo que uma 
transição será disparada se todos os lugares de entrada obrigatórios estiverem marcados. 
o p2 é o conjunto de lugares de entrada opcionais de T, denotado por 'oT'. 
0 p3 é o conjunto de lugares de saída de T, denotado por 'Tø'. 
0 ot e ActÍ›5› *›$ é a etiqueta de T, denotada por label(T). 
A definção anterior representa urna variante do modelo de [Merlin74]. A semântica de redes de 
Petri [Brams83] é dada por um sistema de transiçoes entre marcações, onde uma marcação é 
definida como sendo um conjunto de lugares marcados com fichas. 
Seja uma transição T qualquer, representada pela Figura 4.1. 
Íímimímzzx] T 
Figura 4.1 - Representação de uma transição da Rede de Petri Estendida 
onde ‹p(T) = [t,,,,-,,, t,,,,,,,]. 
A política de disparo adotada nesta extensão de redes de Petri é definida da seguinte fonna: sendo 
a marcação atual da rede igual a M, e sendo uma transição T onde o seu conjunto de lugares de 
entrada obrigatórios está contido em M, e ainda que o tempo de habilitação desta transição, te,,,,,,,e, 
esteja dentro do intervalo estabelecido pela função ‹p(T), então será possível o disparo da 
transição T. Após o disparo da transição T, a marcação M” é obtida retirando-se da marcação M 
os lugares obrigatórios e os lugares opcionais da transição T, adicionando-se também os lugares 
de saída da transição T. A expressão M íT›M° indica que o sistema pode passar da marcação 
M para a marcação M”, através do disparo da transição T. 
Assim, a relação de transição é formahnente definida através da regra abaixo: 
.T Ê M; = |:Ímín, Ímax], [min S Íemzble É Ímax, M' = M - (OT K) OT) U T0 
M -L› M'
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Os lugares de entrada obrigatórios serão representados graficamente por uma seta continua, e os 
lugares de entrada opcionais por uma seta pontilhada. Será considerado que a rede definida é 
binária (safe), ou seja, cada lugar possuirá a qualquer instante, no máximo, urna ficha. 
4.2 REPRESENTAÇÃO DOS OPERADORES RT-LOTOS EM REDES DE PETRI 
As definições apresentadas a seguir demonstram como se constrói uma Rede de Petri Estendida, 
denotada por n[P], a partir de expressões de comportamento, P, descritas em RT-LOTOS. 
Sejam: 
n[P] E <p1, r1,M11, ‹f›1> e n[Q] E <pz, rz,M1z, ‹pz>
i 
4.2.1 Inação 
A rede para o processo stop é simplesmente uma rede com um lugar de entrada e sem nenhuma 
transição. 
TI[Sí0P]=<{P1}› 0, {P1}›0> 
4.2.2 Terminação com sucesso 
A rede para o processo exit é mostrada pela Figura 4.2. 
P' 
a T <p(T) = [0,oo) 
O' 
Figura 4.2 - RdP para o processo exit 
onde: _ 
fllexíll = <{P1,P2}, {T}› {P1}› {(T› [0› °°))}> e T = <{P1}› 0, 5› {P2}> 
A rede possui apenas a transição associada à ação ô, sendo que ela poderá ser disparada em 
qualquer instante no tempo pertencente ao intervalo associado à esta transição ([0, oo)), ou seja, 
em qualquer momento, desde que o lugar pl esteja marcado.
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4.2.3 Prefixação 
A prefixação será apresentada de fomaa similar à utilizada na representação em GTE. Assim, para 
uma prefixação do tipo [t¡, tz]i; P, com tz 2 tz, tem-se a Figura 4.3. 
pl 
T ‹p‹T›i= [té] 
Mil '_ 
z . i i ,T1lP.1; 
Figura 4.3 - RdP para a prefixação da ação i 
onde: 
11[[f1›fz]í;P]= <P1 U {P1},11 U {T}› {P1}› «v1 U {(T› U1, Iz])}> e T = <{P1}› 0, 13 M11> 
A transição T poderá ser disparada em qualquer instante pertencente ao intervalo [t,, tz], 
perrnitindo assim o progresso do processo P. Uma prefixação do tipo [t]i; P é tratada da mesma 
fomia apresentada acima, já que [t]í; P = [t, t]i; P, sendo que a única diferença está no intervalo 
associado à transição T, que seria ‹p(T) = [t, t]. 4 
Para uma prefixação do tipo [t¡, tz]a; P, com tz 2 t1 e a e Act, tem-se a Figura 4.4. 
‹|›(T1) = ml mii T1 E- T2 ‹r›(T2) = [mz] 
-.i-iT1U°,1: 
Figura 4.4 - RdP para a prefixação de uma ação observável temporizada 
onde: 
11[[rz, tz]‹1;P] = <P1 U {P1›P2}, 11 U {T1› T2}› {P1}› qn U {(T1, ltz, tz])› (T2, [Iz, tz])}>,
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T1= <{p1}, 0, a*, {p2}> e T2 = <{pI}, 0, a, M1,> 
Esta prefixação trata agora da violação temporal. Assim, a transição T1 será disparada no instante 
tz, desde que a ação a nao se encontre disponível. Da mesma fomia que antenonnente, uma 
prefixação do tipo [t]a; P alteraria somente o intervalo associado à transição T2. 
Para uma prefixação do tipo a; P, tem-se a Figura 4.5. (a e Act) 
u T <P(T) = [0,<×>) 
I
' 
, _ _ _ s ÍIÍPI 
Figura 4.5 - RdP para a prefixação de uma ação observável de ocorrência indefinida 
onde: 
n[a; P] = <p1u {p1}, 11u{T}, {pI}, ‹p1u{(T,[0, oo))}> e T = <{p1}, 0, a, M11> 
A transição T é disparada em qualquer instante no intervalo [0, oo), pois as ações observáveis não 
temporizadas são consideradas não urgentes. 
4.2.4 Escolha 
A Figura 4.6 ilustra como se estabelece a relação entre duas redes, P e Q, quando o operador de 
escolha é utilizado, onde zz, b G Acf* 5 e a*, b* E Az-z'› E. 
,P ç Qu 
I p4 











P2 p3`~,_ p5 pó' 
L L 
Figura 4.6 - RdP para o processo P [1 Q
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O processo de escolha utiliza-se de lugares de entrada opcionais, representados pelas setas 
pontilhadas, para resolver o não-determinismo existente entre os processos. Portanto, se a 
transição de um dos processos for disparada, e com sua etiqueta pertencendo ao conjunto ActÍ› Õ, 
então a escolha é resolvida e a ficha do outro processo é retirada por meio dos novos lugares de 
entrada opcionais, impedindo o seu progresso. Para as transições com etiquetas pertencentes ao 
conjunto Act*-5, não são adicionados mais lugares opcionais, pois estas transições não resolvem a 
escolha. 
Assim, a rede para o operador de escolha é dada por: 
TIÍP = <P1U P2, 'C1' U T2', M11 U M12› <P> 
onde: 
11': {<-T, OT U pz, 1zz1›e1(T),T->¡ T G z,A1zzb@1(T) G A‹zfl`›5} 
U {T E 1, |1zz1ze1(T) E Acz*›8} ' 
fz' = {<-T, OT U pl, label(T), T-> | T G tz A1abe1(T) G A‹.¬z1`›Õ} 
U {T E fz | label(T) E Az~z*›8} 
‹p¡(T) ser 5 fi A 1zz1›e1(T)_z Acz*
V 
‹p(T): ‹pi(T') seT=< 0T', ‹>T' U pi, label(T'), T0'> A T'e 'ci A label(T') e Act"õ 
onde i = 1,2 eí= 2,1 
4.2.5 Ocultação 
A rede para o operador de ocultação é dada por: 
n[hideJin P] = <p1, 1, M11 , ‹p> 
onde: 
'c = {<0T, OT, í, T0> 
I 
T e 11 A label(T) e J} U 
{<0T, oT, i, T¢> I T e 11 A label(T) = a* A a* e Act* A a e J} U 
{T e 11 I label(T) e Jv (label(T) = a* A a* e Act* A a sê J)} 
(T)_ {‹p1(T) 
seT e tl A (label(T) ea J v (label(T) = a*Aa*e Act*Aa 95 J)) 
(P `
[í1, ll] seT=< ¢T',<›T',i,Tø'>A T' e 'ci A label(T') ‹-5 J A ‹p(T') = [t1, tz] 
As ações espontâneas, e, são tratadas da mesma maneira que as ações que não pertencem ao 
conjunto J. Pode-se observar que as ações pertencentes ao conjunto J se tomam urgentes, sendo
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que os intervalos associados às suas transições são obtidos através do lirnite inferior dos 
intervalos anteriores. 
4.2.6 Composição Paralela 
Como foi dito no capítulo anterior, tomou-se necessária a definição de uma ação espontânea, 
representada por 5, com o objetivo de representar o momento em que cada processo apresente as 
ações a serem sincronizadas disponíveis, sendo que uma análise abstrata pode ser feita para a 
verificação de que o funcionamento do operador não se altera. Portanto, a rede para o operador 
de composição paralela é dada por: 
n[P I[J]I Q] = <pi LJ oz v os U oz, 1, M11 U M1z,‹t>> 
onde: 
1 = {T e (xl U tz) I label(T) ea JU {ô} v (label(T) = a* A a* e Act* A a E JU {õ})} U 
{T e (11 U tz) I label(T) = a* A a* e Act* A a e JA min(‹p(T)) = 0} U 
{<0T1, 0, s, {ps}> I T1 E rj A label(T1) E JU {õ} A mín(q›1(Tl)) ¢ 0} U 
{<0T2, 0, s, {pt}> I T2 e tz A label(T2) e JU {õ} A min(‹pz(T2)) ¢ 0} U 
{< {ps},oT1,label(T1),T1¢> I T1611 A labe1(T1)=a* A a*eAct* A aeJA min(‹p1(T1)):¢0} U 
{< {pt},oT2,label(T2),T2¢> 
I 
T2612 A label(T2)=a* A a* eAct* A aeJ A mín(‹pz(T2))¢0} U 
{<{ps,pt}, oTl U oT2,label(T1), Tlø U T2¢> I T1 e 11 A T2 e tz A 
label(T1) = label(T2) e J A mín(‹p¡(Tl)) ¢ 0 A min(‹pz(T2)) af 0} U 
{<{ps} U OT2, oTl U 0T2, label(Tl), Tlv U T20> I T1 e 'cl A T2 E 'tz A 
label(Tl) = label(T2) e J A min(‹p1(Tl)) ¢ 0 A mín(‹pz(T2)) = 0} U 
{<{pt} U øTl, oTl U oT2, label(Tl), T1' U T20> I T1 e 'c1A T2 e 'cz A 
label(T1) = label(T2) e J A min(‹p1(Tl)) = 0 A min(‹pz(T2)) ¢ 0} U 
{<0Tl U OT2, 0Tl U oT2,label(T1), T10 U T20> 
I 
T1 E 11 A T2 e tz A 
label(T1) = label(T2) e JU {õ} A mín(‹p¡(T1)) = 0 A min(‹pz(T2)) = 0} 
I‹pi(T) se T e ri A (label(T) es JU {õ} v (label(T) = a *A a* e Act *A a ré J)) 
‹p1(T) se T e 11 A label(T) = a *A a* e Act *A a e JA min(‹p(T)) = 0 
(T)_ [t1, t1] 
se label(T) = 3 A T' E 'ci A 'T = 0T'A label(T) e J A <p(T) = [t1, tz] 
(P ' [0, 0] se label(T) e J U {ô} 
[t,t] se T' e 'ci A label(T') = label(T) = a *A a* e Act *A a e J A min(‹p(T')) :fz 0 A 
I 
T' ' E ri A label(T' ') = a A ~T' = ¢T' 'A‹p(T) = [z1, tz] A t = tz - tz, onde i = 1,2 
Serão criados dois novos lugares para cada ação a ser sincronizada, ou seja, {ps} e {pt} 
representam os pares de novos lugares, sendo que ps e pt representam os conjuntos destes novos 
lugares criados por cada ação a ser sincronizada. O sincronismo de uma ação entre dois processos
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pode ser visto graficamente da seguinte forma: 
. 1 I V 0 1 4 
Et T1 Z. T2 ZÉ T3 À T4 
Figura 4.7 - Ações sincronizáveis disponíveis nos processos 
Na Figura 4.7, a ação a estará disponivel nos dois processos nas marcações pl e p4. Neste 
exemplo, será utilizada uma preñxação do tipo [t¡, tz]a, para o primeiro processo, e [t3, t4]a, para 
0 segundo processo. 
Portanto, o sincronismo resulta na rede da Figura 4.8.
_ 
CD” Ô” 








('52 ”3 “”<'§5 
Figura 4.8 - Sincronização dos processos 
Observa-se que a condição necessária para que a ação a ocorra é que tz + t3 S tz e tz + tz S t4, ou 
seja, a ação a ocorrerá somente se nenhuma das violações temporais ocorrer. A ocorrência de 
uma ação a ser sincronizada será instantânea, a partir do momento no qual os dois processos 
estejam dispostos a executa-la. Para as ações a e J U {ô}, onde o limite inferior' do intervalo de 
ocorrência é igual a zero, não há necessidade de acrescentar a ação s, pois as ações estarão 
disponíveis instantaneamente.
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4.2.7 Composição Seqüencial 
























pl Q 1Õ_';;Q lí [0, 0] 
|______ 
Figura 4.9 - RdP para o processo P >> Q 
Assim, todas as ações ô do primeiro processo são direcionadas para o início do processo de 
composição seqüencial, encerrando o processo anterior através da adição de todos os seus lugares 
ao conjunto de lugares de entrada opcionais destas transições. Observa-se que a ação 5 toma-se 
invisivel e urgente. 
A rede para o operador de composição seqüencial é dada por: 
n[P >> Q] = <p1U oz, LM11, ¢> 
onde: ' 
1 = 12o {T E 1, | 1zz1›e1(T) e Aczi›*›‹°= } 
U {<-T1, Ori U pl, 1°, Mz2> | T1 E 1, ^1zzbe1(T1)= õ} 
‹p1(T) se T e 'tr A label(T) e Acti'*'° 
‹p(T): ‹p2(T) se T e 'cz 
[0, 0] seT e ti /\ labe1(T) = õ 
4.2.8 Preempção 
Da mesma forma anterior, a Figura 4.10 ilustra a geração da rede para 0 operador de Preempção, 
obtida através da relação entre os processos, P e Q.







“ r “ " * " " * “ ” “ ' "Q¬ 
oooo H
‹ 
L _ _ _ _ . ___¿ 
Figura 4.10 - RdP para o processo P [> Q 
Ou seja, as transições do segundo processo possuem como lugares opcionais todos os lugares do 
primeiro processo, para que caso o segundo processo inicie, o primeiro seja finalizado. O mesmo 
pode ser dito para o primeiro processo com relação a ação õ, onde a sua ocorrência finaliza o 
tratamento do operador de preempção, pois suas fichas são retiradas através da adição da 
marcação inicial do segundo processo ao conjunto de lugares de entrada opcionais das transições 
que possuem esta ação. 
A rede para o operador de preempção é dada por: 
l1[P[> Q] = <P1U P2, T, MI1 U M12, <P> 
onde: 
r = {T e 'cl | label(T) ¢ õ} 
U {T e 'tz I 0T¢M1z} 
U {<0T, oT U pl, label(T), T¢> I T e tz A øT =M12} 
U {<øT, oT U Mzz, õ, T¢> I T e 11 A label(T) = õ} 
í<p1(r) se T E zi A 1zz1›z1(T) zé õ
4 
(T)_ ‹p2(T) 
se T e 12 A 0 T ¢ Mv 
*P - q›i(T) se T=< -T', OT' UMz}, õ, T'->AT' G 11 A 1zz1›e1(T') = õ 
l‹pz(T') se T=< -T, or U p1,1zz1›e1(T'), T'->Ar' E zz A -T' z Mzz 
4.2.9 Preempção Temporal 
A Figura 4.11 ilustra como é obtido a rede para o operador de Preempção Temporal:
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IP É T Õ MI Q 
[tz, tz] 11,12] É _ ` * FI . U1, fz] 
Iíz, fz] - É- 
EÍOMM ON 







* * _ * _ __ .J 
Figura 4.11 - RdP para 0 processo P <JI {U¡(a¡: Qi)} 
Neste operador, é criado um novo lugar (pC0MM0N) que representa o lugar de habilitação do 
tratamento de violações temporais. Assim, se no processo a ser tratado ocorrer uma transição 
com a etiqueta igual a õ, encerra-se este tratamento através da retirada da ficha existente em 
pC,,MM0N, seguindo a semântica da linguagem definida em [Camargo95]. Da mesma maneira, se 
ocorrer uma violação temporal, a*, onde a e J , então é lançado 0 processo de tratamento, 
encerrando o processo tratado. 
A rede para este operador é dada por: 
Seja agora : <pp> Tp, MIP1 (pp> e : <pj› Tja (pj>›.I : 1, "-5 k 
T|[P <]] {Uj(aj5 : <PP U P1 U P2 U U Pj U {PcoMMo1v}, T, MIP U {PcoMMoN}› (P> 
onde: 
'c = {T e IP I label(T) ¢ õ v (a,-* e Act* A ( label(T) ¢ a,-* v ( label(T) = aj* A aj sê J)))} 
U {T e ^c¡IøT<zM1¿} 
U {<°T U {Pc0MMúN}, OT, label(T), T0> I T e 'cj A OT g Mg} 
U {<oT, oT U pp, i, M1¡> I T e IP A label(T) = aj* A aj* e Act* A aj e .Í} 
U {<0T, OT U {pC0MM0N}, label(T), T0> I T G IP A label(T) = õ} 
‹p=‹p¡›U‹p1U...U‹p¡
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4.2.10 Instanciação de Processos 
O operador de instanciação é definido a partir da função de troca de nomes de ações, 
representada por ‹1› = [al/al ', ..., an/an'], em que para todo j, a função aj' pode tornar-se aj. 
Assim, a rede para este operador é dada por: 
11[P[a1/aI', ..., an/an ']] = <p1, 1, M11, ‹p> 
onde: 
1: = {<0T, oT, qi, T¢> | T e 11/\label(T)= aj' /\ aj/aj' e ¢/\ 
{aj, aj'};ActuAct*,j=1,..., n} U 
{T e 11 I label(T) 65 {aI', aI', ..., an'}} 
‹p(T) se T e 'cr /\ label(T) E {aI', a2', ..., an'} 
‹p(T): {‹p(T) se T = <0T', <›T',aj, T'0> /\ T e 11/\ 
label(T') = aj' /\ aj/aj' e ¢ /\ {aj, aj'} g Act LJ Act* 
4.3 UM EXEMPLO ILUSTRATIVO 
Nesta seção, é apresentado mn dos exemplos do capítulo anterior (Login Simplificado), para 
tornar mais claro o entendimento do método descrito acima. A especificação do exemplo é dada 
abaixo: 
Login(p, n, v) := p; (v; S [] [0, l]n; Login(p, n, v)) <n] {n: Login(p, n, v)} 
Para a construção da rede, o processo é dividido da mesma maneira feita para a construção do 
GTE, afim de tratar de cada um dos operadores. Assim: 
Login :=p; Q, 
A rede para Login é dada por: 
n[L0gin] = <p, 1, M1, ‹P> e 
Y|[Q1] = <Pr, T1, M11, <P1> 
Graficamente, tem-se a Figura 4.12.






Figura 4.12 - RdP da prefixação da ação p 
onde: 
HDD; Qz] = <P1 U {P1}› T1 U {T1}, {P1}› <|>1 U {(T1› [Oz °°))}> G T1 = <{P1}, 0,1% M11> 
Mas, Q, := (Qz [] Q3) <n] {n: Login} 
onde: 
Qz := v; S 
n[Q.›] = <pz, 1z,M1z, ‹|›z> 
e THIS] : <ps› Ts, MÍs› (Ps> 





Figura 4.13 - RdP da prefixação da ação v 
onde: 
1”|[Q2]= <Ps U {P2}, Ts U {T2}, {p2}, ‹|>S U {(T2, [0, <×>))}> e 
T2 =<{p2}, o, v,MzS>
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Q3 := [0, l]n; Login 
Graficamente, tem-se a Figura 4.14. 
p3 






Figura 4.14 - RdP da prefixação da ação n 
onde: 
n[Qz] = <p U {p3,p4},1= U {T3› T4}, {.v3}. «P w {(T3,[l, l]),(T4,[0, l])}>, 
T3 = <{p3}, 0, n*, {p4}> e T4 = <{p3}, o, fz, Mz> 
Q41= Qz [1 Qâ 
A rede para o processo Q4 é obtida através da adição de novos lugares de entrada opcionais às 
transições de Q; e Q; (setas pontilhadas), permitindo assim o encerramento de um processo 
quando o outro prosseguir, seguindo a semântica do operador de escolha. Portanto, graficamente 
tem-se a Figura 4.15: 
p2 p3 {I==;;ze‹:::~z‹I /Z "\ 7 \ /'"`\\ / \ \ [°*°°)T2 />\/T3 \[o,11T4 
/ \ [l,l] \ __\_\ / \ ü/ 
1 . 
/ _ __ ____ 
1 
Mff-M1 P4 //Mzz \ _ 




_... , Í"fÍ]1í~ 
” " " f 
'¬,.fTf4°.g_f'11í 
\/ /\ / / / 
Figura 4.15 - RdP do processo Q4
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onde: 
n[Q4] = <p K» os LJ {1›2›P3›p4}› fz» {1›2,p3}, «O4 U ‹t›4' L» ‹P4"> 6 
14 = { T2, T3, T4} U 
{T G 15 ¡ 1abe1(T) E A¢z*›S} U 
{<-T, OT U p U {p3,p4},1¢z1›z1(T),T-> | T E «S A 1zz1›e1(T) 6 Acz13ô} U 
{T Q z |1zzbe1(T) E Azzz*›fi} U
' 
{<-T, QT U ps U {p2}, 1zzbe1(T), T-> | T E z A 1zzbe1(T) E Aczi›ö}, 
T2 = <{p2}, {p3,p4} U p, v, Mz'S>, 
T3 = <{p3}, 0, n*, {p4}> e 
T4 = <{p3}, {p2}UpS, n, Mz> 
‹‹›zz 
= ~{(<T2; [0, 00)), (T3, ll, 11), (T4, [0,11)} 
, T_ ‹p5(T) seT e T5 /\ label(T) e Act* 
'
. *W )' <pS(T') seT =<.T', ‹›T'UpU{p3,p4},1zzbe1(T'),T'->AT'›zzSA1zzbe1(T')eACM 
.. T_ ‹p(T) seT G z A 1zzbe1(T) G 
Aó-z*›“
_ 
*°4 ( )' q›[T'] seT=<.T',‹›T'UpsU{p2},1zzb@1(T'),T'->AT'É«A1zzbe1(T')EAew* 
Q, ':= Q4 <n] {n: L0gin} 
Para se obter a rede para o processo Q, , a partir de QQ, basta redirecionar a transição etiquetada 
com a ação n* para o início do processo Login, tratando assim da violação temporal da ação n. 
Portanto, a rede para o processo Q, é dada pela Figura 4.16: 
mw) T2 
` \ \ \ / [o,11 
* /,¿« II T4 
\// // \ \\\\\ 
: 
MIS?/\/\ \ UJ4 ` Ê: MI: 
: 
' \\,</ // 1. ' ‹~~-~”' \`,,_/___.
z 




Figura 4.16 - RdP do processo Q, 
onde: 
T1[Q1]= <P U Ps U {P2,P3,P4},r1, {P2,P3},a01U ‹p1'U ‹|>1"> e 
Bibliútãgz uhâlšlkéâxáfiáài 
UFSC '
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z1= {T2, T3, T4} U 
{T G zs | label(T) E Acz*›8 A label(T) zé zz *} U 
{<0T, p U ps U {p2,p3,p4}, í, M1> I T G rs A label(T) = n*} U 
{<oT, 0T_ U p U {p3,p4},1zzbe1(T),T->| T E 15 A label(T) 6 A‹.~zi~5} U 
{T E z | label(T) E Acz*›fi A 1abe1(T)zé n*} U 
{<øT, p U ps U {p2,p3,p4}, i, M1> I T e 'c A label(T) = n*} 
{<0T, OT U ps U {p2}, label(T), T0> l T e 1 A label(T) e Act¡›5}, 
T2 = <{p2}, {p3,p4} U p, v, M1s>, 
T3 = <{p3}, p U ps U {p2,p4}, i, M1> e 
T4 = <{p3}, {p2} U ps, n, M1>` 







Resta agora acrescentar apenas a prefixação da ação p. Assim, a rede resultante que representa o 
se T e 'cs A label(T) e Act*'° A label(T) ¢ n * 
se T =< OT' , pU psU {p2, p3, p4}, i, T'0 > AT' e 'cs A label(T`) = n * _ 
se T =< -T' ,‹›T'UpU {p3, p4},1zzbe1(r'),r'- > AT' G fz A za/z@1(T') E Aczfiõ 
ser G 1 A label(T) E Az›z*›8 A label(T) zé fz* 
se T=< øT',pU psU {p2, p3, p4},i,T'ø> AT' e 'c A label(T') = n * _ 
se T =< .T' ,zT'UpzU {p2},1zzbe1(T'),T'- > AT' E 1 A 1zz1z@1(T') G Azzz'f* 
processo de Login é dada pela Figura 4.17:
I
\ \ / 
/ /\é~\ 
/ // \ \ 






z/ ,z \ 
///pz / ,|[0,oo)\ \ P3 
//¿/fz: 1:/f<`+\\ . 




.v.v1_, // / ) , 0 / × é é // // 
| z › ___./ X 
11[S ] Ç:--_~___'/'ÇQ z --~ ^”' 
Figura 4.17 - RdP do processo Login Simplificado
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onde: 
n[L0gifl] = <i>S *J {.v1,p2,p3 }› 1, {1›1}› ‹t› U ‹v'> e 
t = {Tl, T2, T3, T4} LJ 
{T E 1, | 1zzbe1(T) E A‹zz*›=-1 A 1zzbz1(T) zé zz *} U 
{<0T, ps U {pI,p2,p3}, í, {p1}> I T e 'cs A label(T) = n*} LJ 
{<0T, oT U ps U {p1,p2,p3}, label(T), T0> I T E 'cs A label(T) e ActÍ›Õ}, 
T1 = <{pI}, ps U {p2,p3},p, {p2,p3}>, T2 = <{p2}, {pI,p3} LJ ps, v, M1s>, 
T3 = <{p3}, ps u {p1,p2 }, i, {pI}> e T4=<{p3}, {p2} U ps, n, {pI}> 
<P = {(T1› [0› °°))› (T2z [Oz °°))› (T3, [0›0])› (T4, [0› ¡])} 
‹pS(T) ser E zs A 1zz1›z1(T) E Acz"~*f A lzz1›e1(T) zé n* 
‹p'(T): ‹pâ(T') se T=< 0T', p.‹U{pl, p2, p3}, í, T'0>AT' e 'c.‹A label(T') = n * H 
‹ps(T') se T=< 0T',p.‹U {p1, p2, p3}, label(T'),T'0> AT' e tz A label(T') e Act"° 
A partir da rede apresentada acima, faz-se as seguintes observações: 
-› As marcações acessíveis da rede são: {pI }, {p2, p3} e Mis.
' 
-› A partir da marcação inicial, {pI }, T1 é a única transição possivel, que representa o início do 
procedimento, onde o sistema envia um prompt de Login, p. 
-›Após o prompt de Login (marcação {p2, p3}), existem três transições possíveis: a transição 
T2, que representa a entrada de um nome válido de usuário, dentro do limite de tempo (l); a 
transição T3, que representa o final do limite de tempo para a entrada de um nome; e a 
transição T4, que representa a entrada de um nome inválido. 
-› Caso as transições T3 e T4 sejam disparadas, {pI } será a próxima marcação da rede, lançando 
novamente o procedimento. 
-› O disparo da transição T2 leva à marcação Mis, dando inicio a sessão S, após a entrada de um 
nome válido. 
Através das observações acima, mostra-se que o processo de Login Simplificado é bem 
representado pela rede obtida. ' 
4.4 DIRETIVAS PARA A CONSTRUÇÃO DO GRAFO TEMPORIZADO A PARTIR DA REDE DE PETRI ESTENDIDA 
Nesta seção, é apresentada a maneira de se obter o Grafo Temporizado de uma especificação a 
partir da Rede de Petri estendida.
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Seja N = <p, 1, M1, ‹p> a Rede de Petri de uma especificação descrita em RT-LOTOS. O Grafo 
Temporizado G = < S, H, E, S1, ô>, construído a partir de Né tal que: 
0 O conjunto de vértices, S, é o conjunto das marcações acessíveis, M, a partir da marcação 
inicial, M1. Cada marcação representa um vértice do modelo. 
0 O vértice inicial, S1, é a marcação inicial, M1. 
0 O conjunto de relógios, H, é o conjunto de relógios associados às transições T e 1 (clock(T)), 
pois para cada transição T é associado um relógio, desde que <p(T) = [t1, tz] e t1 = tz, ou ainda 
que <P(T) ¢ [0› °°)- 
ø A condição de atividade de uma marcação é a conjunção das condições dos relógios, na forma 
clock(T) S tz, para todas as transições, T, acessíveis a partir desta marcação, tais que go(T) = 
[t1, tz] e t1 = tz, ou que ‹p(T) ¢ [0, <×>).Se a marcação não possui tais transições, então a 
condição de atividade é true, significando que a pennanência naquele estado é permitida de 
maneira indefinida. 
0 Seja e = <M, label(T), xy, H ', M'> o arco que leva M para M', produzido pela transição T: 
=> Os vértices inicial e final são, respectivamente, as marcações M e M'. 
=> A ação de e é label(T). 
=> A condição de e (\|/) é: 
O Se ‹p(T) = [t1, tz] e t1 = tz, então o fator é clock(T) = tz, indicando que o arco será 
disparado somente no instante em que o relógio T possuir o valor tz. 
Ó Se ‹p(T) = [0, oo), então o fator é true, ou seja, o arco pode ser disparado a qualquer 
momento. 
Ó Se ‹p(T) = [t1, tz] e t1 < tz, então o fator é t1 5 cloc/»{T) S tz, indicando um intervalo 
onde o arco pode ser disparado. 
=> O conjunto dos relógios a serem inicializados (H ') é dado por: 
H' = {clock(T') 
| 
øT' Q M' A oT' g_€ M} 
Representando o conjunto dos relógios das transições que são habilitadas a partir de M”, e 
que não são habilitadas a partir de M.
V 
É possível se fazer urna otimização sobre o número de relógios do Grafo Temporizado. Esta é 
feita sobre os relógios das transições que possuem ‹p(T) = [t1, tz] e t1 = tz = 0, indicando uma ação 
imediata. Assim, para todas as transições que satisfazem esta condição, será adotado o mesmo 
relógio, pois ele sempre será utilizado somente na representação de ações imediatas. 
Para exemplificar a utilização das considerações apresentadas acima, faz-se a relação entre o 
resultado obtido no capítulo anterior, ou seja, o Grafo Temporizado do procedimento de Login 
Simplificado, com a rede de Petri estendida, apresentados na Figura 4.18:







v,lrue ms/ W; n 0905! / . lí 
f 
« ~f‹@arz., H fz, 
_ _ _ _ lLT2 its 
) 
lo/1 
(a) 4M';';í í/ / / / /" 
I 
_ _ _¬ts1 3: ¿;~ ;' 
Íi '/ (b) 
Figura 4.18 - Resultados do processo de Login Simplificado: (a) Grafo Temporizado; 
(b) Rede de Petri 
Assim, é fácil de se observar: 
-› Como cada marcação acessivel da rede é relacionada a um vértice do grafo, tem-se: 
Marcações da Rede Vértices do Grafo 
{P1} (S0) 
{p2, p3} (so, sl, s2) 
M1, SI, 
-› O vértice inicial do grafo, so, relaciona-se com a marcação inicial da rede, {pI }. 
-› O conjunto de relógios, H, é constituído de dois relógios (tz, e t1), associados às transições T3 e 
T4 da rede. 
-› As condições de atividades associadas às marcações são: 
Marcação da Rede Condição de Atividade 
{pI } true 
ÍOÉI/\Í1Él 
O Grafo Temporizado da Figura 4.18 possui apenas um relógio. Observa-se então que uma 
simplificação pode ser feita sobre os relógios associados às transições, pois possuem as 
mesmas características com relação às condições de atividade. 
-› São associados arcos a todas as transições da rede, pois estas podem ser disparadas através das 
marcações acessíveis. Assim, os arcos são: 
T1 :> <{p1},p, true, {t0, t¡}, {p2,p3}> 
T2 :> <{p2,p3}, v, true, HM1,, M1,> 
T3 :> <{p2,p3},'i, t0=l, 0, {p1}> 
T4 :> <{p2,p3},n,0St¡Sl,0,{pI}>
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que correspondem aos arcos do Grafo Temporizado, onde HMIS representa o conjunto dos 
relógios das transições habilitadas a partir da marcação Mis, e que não são habilitados a partir da 
marcação {p2, p3}. Portanto, observa-se que o Grafo Temporizado que poderá ser gerado a 
partir das considerações feitas sobre a rede de Petri estendida, será o mesmo que o Grafo 
Temporizado obtido diretamente no capítulo anterior. 
4.5 IMPLEMENTAÇÃO DA FERRAMENTA DE TRADUÇÃO RT-LoTos / GRAFO 
TEM1>oR1zADo 
Nesta seção, são apresentados os passos de desenvolvimento do compilador elaborado neste 
trabalho, que implementa o método de tradução de uma especificação escrita em RT-LOTOS 
para grafos tempoiizados, descritos nas seções anteriores. A arquitetura deste compilador pode 




, ................ .. ................ .mapa 1 
I 
Análise Sintática e Semântica ' 
Árvore Abstrata 
I 
Geração da Rede de Petri Estendida 
I 
Rede SI Atribuição de Relógios 
Í 


















Figura 4.19 - Tradutor RT-LOTOS / Grafo Temporizado
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Os resultados gerados pelo compilador são: o Grafo Temporizado finito que representa a 
especificação, a Rede de Petri correspondente e 0 relato de possíveis erros, que podem ser 
tratados pelo compilador, dependendo do nivel no qual este erro pertence. 
4.5.1 Análise Sintática e Semântica 
Esta é a primeira fase do compilador, que consiste basicamente na verificação da especificação 
com relação à gramática da linguagem, apresentada no Anexo B. 
É utilizada como ferramenta auxiliar o sistema SYNTAX [BD88, BD89], descrito com mais 
detalhes no Anexo D. Com esta ferramenta, e utilizando a teoria de Sintaxe Abstrata [Meyer90], é 
construída a árvore abstrata da especificação. 
SYNTAX gera um conjunto de tabelas de dados relacionados à estrutura da linguagern, escritas 
em linguagem C, que serão utilizadas durante toda a compilação. A ferramenta também gera um 
programa escrito em C que é o “esqueleto” do programa de análise semântica, que também é base 
para a construção da Rede de Petri Estendida. 
SYNTAX também facilita a detecção e possível correção de erros, a niveis léxico e sintático. 
Assim, 0 programa detecta e identifica tais erros e, se for possível, faz a correção e prossegue 
com a compilação, alertando o ocorrido posteriormente. 
4.5.2 Geração da Rede de Petri Estendida 
O compilador gera a Rede de Petri a partir da Árvore Abstrata da especificação, que contém 
apenas as informações essenciais à montagem. O algoritmo de geração percorre esta árvore, a 
partir da raiz, procurando sempre o nó filho localizado mais à esquerda. Cada nó é visitado duas 
vezes: uma no momento em que ele é acessado a partir' do seu nó pai, e outra quando é finalizada 
o acesso aos seus nós filhos. 
Desta forma, o compilador identifica cada nó (operando ou operador), e utiliza duas pilhas do 
tipo LIFO (Last Input is First Output), que armazenam a ordem de execução dos operadores e os 
operandos, colocados na forma de resultados (redes), para serem consultados posteriormente a 
cada segunda visita de um nó contendo um operador. 
Para exemplificar, a seguinte especificação é analisada: 
Exemplo := a; stop [] b; Exemplo
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A sua árvore abstrata seria da forma apresentada na Figura 4.20: 
Exemplo (1) 
mou f‹N› 
Operador de Escolha (2) 
ršw 
Opgmdg r de Prgfixzzçãg (3) Operador de Prefixação (4) 
D E (J) ‹ › ‹ U (5) stop (6) 1; (7) Operador de I nsranci ação (8) 
(Exemplo) 
Figura 4.20 - Árvore Abstrata da especificação Exemplo 
Partindo do nó raiz (l), o algoritmo visita 0 nó (2) pela primeira vez (A), annazenando na pilha 
de operadores o operador de escolha. Em seguida, visita-se o nó filho mais a esquerda do nó (2), 
ou seja, o nó (3), pela primeira vez (B), armazenando novamente na pilha de operadores o 
operador de prefixação. Na visita ao nó (5), gera-se a rede equivalente ao operando (C), 
armazenando-0 em seguida na pilha de resultados (D). Da mesma forma, faz-se a visita ao nó (6), 
onde o seu resultado é também armazenado na pilha correspondente (E). Na segunda visita ao nó 
(3), através de (F), aplica-se o operador de preñxaçãol sobre os dois operandos contido no topo 
da pilha de resultados, sendo a rede resultante annazenada na pilha de resultados, e o operador 
utilizado retirado da pilha de operadores. Desta maneira, o tradutor prossegue até retornar ao nó 
raiz (1), através de (N), sendo que o resultado final se encontra no topo da pilha de resultados. 
4.5.3 Atribuição de Relógios 
A atribuição de relógios é feita seguindo as condições colocadas na seção 4.4, ou seja, apenas as 
transições onde ‹p(T) = [t,, zz], tz ¢ oo, tz ¢ rznou tz = tz ¢ 0, serão associadas a relógios distintos. 
O algoritmo faz uma otimização sobre todas as transições que apresentarem t, = tz = 0, pois para 
tais transições é associado apenas run único relógio (global), que representará sempre o mesmo 
comportamento durante 0 percorrer da rede, ou seja, ações de ocorrência imediata. 
A associação de condições de atividade aos vértices do Grafo Temporizado também envolvem o 
conjunto dos relógios atribuídos às transições da rede. No entanto, esta associação é efetuada na 
fase de geração do Grafo Temporizado.
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4.5.4 Geração do Grafo Temporizado 
Com a conclusão da geração da rede de Petri e atribuição de relógios às transições, resta realizar 
o mapeamento da rede para grafos temporizados. O algoritmo que permite simular a rede de Petri 
estendida e gerar o Grafo Temporizado, apresentado em [Yovine93], pode ser descrito, 
resumidamente, da seguinte maneira: 
begin 
S' := O 
S' := {M¡} 
E := O 
while S' ¢ O 
let M E S' 
S* := S" U {M} 
S' := S' - {M} 
build_condition (M) 
fOI`all T, M' : <M, T, M'> 
e := build_arc(M, T, M') 
E := E U {e} 
if M' 65 S' U S' 




O algoritmo inicia a montagem a partir da marcação inicial, M1, onde S* representa o conjunto de 
marcações acessíveis visitadas, e S' o conjunto de marcações acessíveis que ainda não foram 
visitadas. Assim, o algoritmo grava todas as marcações acessíveis a partir de M1, finalizando a 
tarefa somente quando o conjunto de marcações a serem visitadas, S`, ficar vazio. 
Para cada marcação, são identificadas todas as transições sensibilizadas pela mesma, gerando 
assim os arcos que partem do vértice relacionado à marcação. São analisadas também as novas 
marcações geradas pelas transições, verificando se estas marcações já foram visitadas, através do 
conjunto S+, armazenando as marcações que ainda não foram visitadas no conjunto S1 
As condições relacionadas aos vértices são obtidas a partir das transições disparadas pela 
marcação analisada, M, observando os relógios e os limites associados a cada transição, 
colocando assim as restrições necessárias para cada relógio.
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Os relógios a serem inicializados por cada arco são obtidos a partir das marcações finais geradas 
pelas transições disparadas pela marcação M, analisando todas as transições sensibilizadas por 
estas marcações. 
4.5.5 Redução do Grafo Temporizado 
Esta fase tem como objetivo a eliminação de vértices repetidos, gerados pelo método 
apresentado, já que no momento da geração, ocorre a identificação distinta de estados com as 
mesmas características, ou seja, condição de atividade e arcos. Mas, para que dois estados sejam 
semelhantes, é necessário que a relação deles com o conjunto de relógios seja a mesma. 
4.6 coNcLUsÓEs 
Neste capítulo, foi apresentado o método utilizado para a implementação do compilador que 
constrói um Grafo Temporizado a partir de uma especificação escrita em RT-LOTOS. Foi 
apresentada uma etapa intermediária à construção do Grafo Temporizado, visando o melhor 
desempenho da compilação. 
Assim, foi utilizada como etapa intermediária a construção de uma Rede de Petri com algumas 
extensões, sendo que o Grafo Temporizado é obtido simplesmente percorrendo as marcações 
desta rede. Esta rede permite representar uma especificação de maneira mais compacta, 
simplificando todo o mecanismo de mapeamento.
_ 
O tradutor RT-LOTOS / Grafos Temporizados possui um programa fonte escrito em linguagem 
C, com aproximadamente 9000 linhas de código. O fiincionamento do compilador será 
demonstrado no próximo capítulo, através de exemplos de aplicações.
CAPÍTULO 5 
VALIDANDO A Mr‹:ToDoLoGIA E A 
FERRAMENTA DE VERIFICAÇAO 
Neste capítulo, são apresentadas algumas aplicações para ilustrar o método de especificação e 
verificação descrito nos capitulos anteriores, testando também a ferramenta desenvolvida para 
realizar a tradução de RT-LOTOS para Grafos Temporizados. Nos dois primeiros exemplos, 
procura-se, em particular, verificar o funcionamento deste tradutor, a partir de uma comparação 
com os resultados obtidos nas verificações realizadas em [DOY94, Yovine93], onde foi utilizada 
uma metodologia semelhante, para especificações escritas, respectivamente, em ET-LOTOS 
[LL94] e ATP [Nicollin92]. Serão discutidas no final deste capítulo as caracteristicas da 
ferramenta e da metodologia, destacando suas vantagens e limitações. As verificações das 
restrições temporais são feitas utilizando a ferramenta KRONOS [OY93], descrita no Anexo B. 
5.1 PROTOCOLO TICK-TOCK 
O exemplo a seguir foi descrito em [LLD94] e verificado também em [DOY94]. Trata-se de inn 
protocolo de comunicação, composto de três entidades principais: sender, receiver, service. A 
verificação será feita somente sobre a especificação de service, com o objetivo de simplificar o 
problema, já que ela possui grande parte das restrições temporais essenciais ao protocolo. A 
especificação proposta neste trabalho seguirá a mesma abordagem encontrada em [DOY94], 
adotando-se a linguagem RT-LOTOS. 
5.1.1 Descrição informal da entidade service 
A entidade service interage com sender e receiver através de seus respectivos pontos de 
comunicação, Ss-SAP e Sr-SAP. A Figura 5.1 ilustra de forma global o protocolo. 
Ss-SAP Sr-SAP 
Figura 5.1 - Componentes do protocolo TICK-TOCK
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A entidade service transmite os dados da entidade sender para a entidade receiver, sendo 
assumido que as trocas de dados nos SAPs são feitas de forma instantânea e atômica; Luna célula 
de dados é adotada como parâmetro de comunicação. 
A especificação da entidade service deve satisfazer as seguintes restrições: 
0 Isocronismo: O comportamento da entidade deve ser isocrono, ou seja, uma célula enviada 
pela entidade sender será aceita somente num instante preciso, com um período de rt unidades 
de tempo entre os envios. Apenas uma célula poderá ser reconhecida a cada instante. 
0 Atrasos de transmissão: A entidade service sempre colocará uma célula a disposição da 
entidade receiver com um atraso entre tm,-,, e rm unidades de tempo, após a sua emissão. 
0 Espaços entre as entregas: Existirá sempre um atraso de, pelo menos, ot unidades de tempo 
entre duas ofertas sucessivas de células para Sr-SAP. 
0 Aceitação Imediata: Uma célula oferecida pela entidade service à entidade receiver deverá ser 
aceita imediatamente, caso contrário, a entidade perderá esta célula. 
0 Transmissão sem falhas: Durante a transmissão feita pela entidade service, nenhuma célula será 
perdida. Assim, a única possibilidade de perda de células é a descrita na restrição anterior. 
5.1.2 Especificação formal da Entidade service em RT-LOTOS 
A especificação da entidade service seguirá a abordagem “por restrição”, que segue o seguinte 
princípio: para que o sistema atenda a todas as restrições citadas acima, serão elaborados 
processos que representem exatamente o comportamento exigido por cada restrição, sendo que o 
comportamento global do sistema será o resultado da composição do comportamento de todos 
estes processos, que irão avançar de maneira paralela. 
A entidade service 
O comportamento do processo que representa a entidade .service é a composição paralela dos 
processos que representam as restrições, apresentados a seguir. Introduz-se a ação intema 
DELIVER, que representa o momento onde uma célula fica disponível para a entidade receiver. 
DELIVER, sendo uma ação intema do processo, é escondida através do operador HIDE. 
Assim, a especificação da entidade service é dada por:
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( hide [DELIVER] in 











O comportamento desta restrição é dado pelo processo denominado Isochronous. 
process Isochronous[Ss_SAP]z= 
[0]Ss_SAP; [n]i; Isochronous[Ss_SAP] 
<Ss_SAP] 
{Ss_SAP: [n]i; Isochronous[Ss_SAP]} 
endproc 
Assim, Ss_SAP é o ponto de comunicação entre as entidades sender e service. A prefixação 
[0]Ss_SAP representa a necessidade da ocorrência de maneira instantânea do envio de uma 
célula, sendo que novas oportunidades serão apresentadas, de fonna periódica, caso ocorra ou 
não o envio de uma célula. O operador de tratamento de violações temporais é utilizado para 
tratar do caso da não ocorrência pontual do envio, lançando o processo novamente após um 
atraso de fr unidades de tempo, representado pela preflxação [1c]i. 
Atrasos de Transmissão 
O comportamento desta restrição é dado pelo processodenominado '1¬rans_De1s. 
process Trans_Dels[Ss_SAP, DELIVER]:= 
Ss_SAP; [Tmn, fimxli; DELIVER; TranS_DelS[SS_SAP, DELIVER] 
endproc 
O processo acima restringe o número de células enviadas pela entidade sender, pois não há uma
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forma de representar a recepção de infinitas células através de um Grafo Temporizado finito. A 
prefixação [1m¡,,, r,.m×]i representa o atraso de transmissão. 
Espaços entre as Entregas 
O comportamento desta restrição é dado pelo processo denominado spacing_De1iveries. 
process Spacing~De1iveries[DELIVER]:= 
DELIVER; [a]i; Spacing_De1iveries[DELIVER] 
endproc 
O atraso mínimo entre as entregas é representado pela prefixação [or]i. 
Aceitação sem falhas 
O comportamento desta restrição é dado pelo processo denominado 1mm_Accept. 
process Imm_Accept[DELIVER, Sr_SAP]:= 
DELIVER; 





Assim que urna célula estiver disponível, representada pela ação DELIVER, a entidade receiver 
deverá reconhece-la imediatamente através da prefixação [0]Sr__SAP. Caso o reconhecimento não 
ocorra, então receiver perderá esta célula. Esta possibilidade é representada pelo operador de 
tratamento de violações temporais, que lança novamente o processo 1mm_Accepe. 
5.1.3 Verificação de propriedades da Entidade service 
A verificação das restrições temporais do sistema, utilizando a ferramenta KRONOS, é feita de 
forma a verificar se estas restrições, que serão expressas através da lógica temporal tempo-real 
TCTL, onde a sua sintaxe é apresentada no Anexo B, são verdadeiras para todo o Grafo 
Temporizado gerado a partir da especificação de service. 
A seguir, são apresentadas as fónnulas que representam as restrições que precisam ser verificadas 
pela especificação. [DOY94]
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Isocronismo 
Esta restrição é dividida em três fórmulas: 
init => V (enable(Ss_SAP) :> V<>=,,(enab1e(Ss_SAP))) (1) 
init 2 V (enable(Ss_SAP) :> ¬El<>(0,,.,(enable(Ss_SAP))) (2) 
¬(enable(Ss_SAP) 311,0 enable(Ss__SAP)) (3) 
A primeira fórmula estabelece que uma oferta em Ss_SAP sempre será seguida de outra oferta, 
após rc unidades de tempo. A segunda diz que uma oferta em Ss_SAP nunca seguirá a oferta 
anterior antes de rc unidades de tempo. E a última fórmula estabelece que não existe nenhuma 
possibilidade onde a oferta em Ss_SAP tenha duração maior que zero. 
Atrasos de Transmissão 
Esta restrição é representada pela seguinte fórmula: 
init; = V (after (Ss_SAP) :> V<>[,m_,,,,m,,,‹¡ (enable (Sr_SAP) )) (4) 
estabelecendo que uma oferta em Sr_SAP sempre ocorrerá dentro do intervalo [t,,,¡,,, t,,,,,X], após a 
emissão da célula pela entidade service. 
Espaços entre as Entregas 
Afórmula: 
init; => V (enable(Sr_SAP) =› ¬Ei<>(0,,,,, (enable(Sr_SAP))) (5) 




A restrição feita sobre a duração da oferta em Sr_SAP é dada pela fórmula: 
¬(enable(Sr_SAP) Elll.,0 enable(Sr_SAP)) 
_ 
(6) 
onde esta oferta deve ter um comportamento instantâneo. 
Resultados 
O Grafo Temporízado gerado a partir da especificação anterior possui 44 vértices, 124 arcos e 5 
relógios, lembrando que 0 processo Trans__De1s possui uma capacidade de apenas uma célula 
enviada através de sender.
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Os valores atribuídos as constantes do sistema são os mesmos valores utilizados em [DOY94], 
sendo que foram verificados quatro conjuntos de valores, com o objetivo de observar a influências 
das constantes sobre a validação do sistema. 
A ferramenta KRONOS retoma as condições para as quais as fórmulas são satisfeitas pelo Grafo 
Temporizado, além de uma análise de desempenho da verificação, que mostra o número total de 
iterações e o tempo de utilização do sistema para a realização da verificação. Os resultados da 
análise de desempenho, obtidos na verificação da entidade service, são apresentados na Tabela 
5.1. 
r,.,¡,,= 50 or = 90 r.n¡n= 10500 ot = 12000 ¬:m¡.,= 13 ot = 1050 -r,.,¡,,= 75 ot = 50 
Fórmula 
‹,.,,,. 
= so zz = 100 ‹,,,.,, = 13666 zz = 15000 ‹.,.,, = 813 zz = 1000 zm, = 120 fz = 100 
Iterações Tempo (seg.) Iterações Tempo (seg.) Iterações Tempo (seg.) lterações Tempo (seg.) 
ll 3,95 ll 3,92 47 8,70 22 9,73 
9 0,88 9 0,83 8 0,68 9 1,00 
1 0,05 1 0,05 1 0,05 1 0,05 
17 2,63 ll 3,63 27 4,08 6,92 
8 1,35 S 1,28 10 1,62 1,40 
1 0,17 1 0,17 1 0,18 0,20 
O~u~J›wr~››- 
.-oo; 
Tabela 5.1 - Resultados da verificação da entidade service (KRONOS) 
Os dados da análise de desempenho estão diretamente relacionados com o tamanho do Grafo 
Temporizado e com a complexidade das fórmulas relativas às propriedades a serem verificadas. 
Como exemplo, para uma fórmula u, onde deseja-se verificar a propriedade V<>Iu, o número de 
iterações e, conseqüentemente, o tempo de utilização do sistema serão maiores do que numa 
verificação da fórmula 510111, pois a complexidade desta envolve um número menor de iterações. 
Para os dois primeiros conjuntos de valores da Tabela 5.1, verificou-se que a especificação do 
sistema satisfaz todas as fónnulas TCTL, ou seja, segundo os resultados da ferramenta KRONOS, 
0 Grafo Temporizado que representa a entidade service satisfaz todas as propriedades 
estabelecidas pelas fónnulas, pois o conjunto característico das fórmulas é igual ao conjunto dos 
vértices do Grafo Temporizado, validando a especificação. 
Para o terceiro conjunto de valores, as fónnulas (1) e (4) não foram satisfeitas pela especificação 
do sistema. Isto se deve ao fato que numa emissão de duas células consecutivas separadas por rc 
unidades de tempo, é impossível satisfazer a fórmula (4) com ot > fc, pois se o sistema entregar a 
primeira célula em rm, a segunda célula seria entregue depois de rm + ot unidades de tempo 
após a primeira, satisfazendo a fónnula (5); entretanto, a fórmula (4) estabelece que esta entrega 
deveria ser antes de rc + rm, o que não é possível. Por conseqüência, a fórmula (1) não é 
satisfeita, pois esta estabelece a separação entre duas emissões. 
No último conjunto de valores, a fórmula (1) não é satisfeita pela especificação do sistema. Neste
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caso, é observado que se rc < rm, a capacidade de recepção de células não é liberada, e o sistema 
não pode aceitar uma nova célula em Ss_SAP. 
Os resultados obtidos nesta verificação estão de acordo com os resultados obtidos em [DOY94], 
Do ponto de vista da verificação, a partir da observação de que os dois primeiros conjuntos 
apresentados na Tabela 5.1 constituem-se de valores válidos para a verificação da especificação, 
conclui-se que a especificação que representa a entidade service possui algumas restrições quanto 
aos valores das constantes utilizadas (ot S rt e rc 2 tm). 
Os resultados obtidos em [DOY94], com relação ao -Grafo Temporizado, foram melhores (24 
vértices, 64 arcos e 5 relógios), mas não ficaram distantes dos resultados obtidos pelo tradutor de 
especificacões escritas em RT-LOTOS. Esta diferença é devida a necessidade de melhorar o 
tradutor, com relação à fase de redução do Grafo Temporizado, pois o algoritmo implementado 
não identifica na totalidade todos os vértices semelhantes. Este exemplo permite destacar esta 
deficiência pelo fato de que, em [DOY94], o Grafo Temporizado foi gerado manualmente, 
eliminando qualquer vértice semelhante. 
5.2 SISTEMA TELEFÔNICO 
O exemplo a seguir foi descrito e verificado em [Yovine93]. Este sistema é uma simplificação de 
um sistema telefônico real, no entanto, apresenta propriedades tempo-real interessantes. 
O sistema é composto de vários terminais e de uma Central Telefônica. A Central Telefônica é 
dividida em três unidades: Unidade de Controle (UC), Unidade de Gestão do Número (UGN) e 












Figura 5.2 - Central Telefônica 
A comunicação entre a UGS e a UC se faz através das ações: 
ini_sormd -› indica o inicio do toque do número chamado. 
int_sound -› indica a interrupção do toque e a anulação da conexão. 
connect -› indica o estabelecimento da conexão entre os terminais.
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A comunicação entre a UGN e a UC se faz através das ações: 
ini__comp -› indica o início da composição do número a ser chamado. 
sound_enable -› indica que a composição do número foi terminada e que a central esta pronta 
para provocar o toque do telefone chamado. 
int_comp -› indica a interrupção da composição do número. 
Po r outro lado, a comunicação entre um terminal e a central telefônica ocorre da forma 
apresentada na Figura 5.3: 
off_hook 
on_hook 
ring CENTRAL TERMINAL 
number 
ready 
Figura 5.3 - Comunicação Central Telefônica - Terminal 







-› indica a retirada do telefone do gancho, para a solicitação de uma conexão. 
-› indica o retomo do telefone ao gancho. 
~› indica a sinalização para o toque (sonoro) de chamada do terminal. 
-› indica um dígito do número do terminal chamado. 
-› indica a retirada do telefone chamado do gancho, para o início de uma conexão. 
5.2.1 Descrição informal dos componentes da Central Telefônica 
A Unidade de Controle tem como fimção atender da melhor forma possível a demanda de 
comunicação proveniente dos tenninais, sendo que uma demanda ocorre quando um telefone é 
retirado do gancho. Por outro lado, supõe-se que uma central não trata de mais de uma 
chamada, e que uma conexão não pode ser interrompida por urna outra chamada. No momento 
em que um telefone é retirado do gancho, a central está pronta para gerenciar a composição de 
um número de chamada. Esta função é realizada pela Unidade de Gestão do Número. Após o 
final da composição do número do tenninal a ser chamado, a Central Telefônica inicia o tom 
de chamada através da Unidade de Gestão do Som, que sinaliza para a Unidade Central se a 
conexão foi estabelecida ou não. A duração da comunicação é lirnitada, ou seja, se o chamador
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não finalizar a comunicação até um determinado instante, tm (seg.), a comunicação é 
interrompida. 
A função da Unidade de Gestão do Número consiste em gerar a composição do número 
chamado. Supõe-se que os núrneros são compostos de quatro algarismos, e que a sua 
composição deve obedecer as seguintes restrições: 
:> O terminal chamador deve discar o primeiro número até tp (seg.), logo após o tom de 
discar.
' 
:> O tempo entre os algarismos não deve ultrapassar o limite de ts (seg.). 
:> A composição de um número não deve ultrapassar o limite de tc (seg.). 
A composição de um número é interrompida se as restrições acima não forem respeitadas ou 
se o chamador retomar o telefone ao gancho. 
A fimção da Unidade de Gestão do Som consiste em provocar um toque, de duração tn (seg.), 
no terminal chamado. Se este não responder até tr (seg.), a chamada será cancelada, caso 
contrário, faz-se a sinalização de conexão para a Unidade Central. 
5.2.2 Especificação formal da Central Telefônica em RT-LOTOS 
l) A especificação formal da Unidade Central, escrita em RT-LOTOS, é apresentada abaixo, 
sendo que a declaração das ações foi omitida ([...]), visando urna melhor legibilidade. 
process UC[...]:= 
of£_hook; ini_comp; 
( int_comp; syncwend; UC[...] 
[1 






( ( [tm]i; [0]int_comm; exit <int_comm] {inc_comm: exit} 
) >> UC[..J 
) ) ) ) 
endproc
Capítulo 5 - Validando a Metodologia e a Ferramenta de Verificação 69 
A ação sync_end é utilizada para sincronizar a inicialização das tmidades da Central Telefônica, 
sendo assim uma ação intema do sistema. A ação int__comm representa a intenupção da 
comunicação feita pela Unidade Central quando o tempo de conexão atingir o limite estabelecido 
pelo dispositivo de timeout ([tm]i), inicializando a Central Telefônica. 




( ( ( numberl; [O,ts]number2; [0,ts]number3; [0,ts]number4; 
[0]interrupt; stop 
[> 
( [tc]i; int_comp; exit
U 
on_hook; int_comp; exit 
) ) <number2, number3, number4, interrupt] 
{ number2: int_comp; exit, .
` 
number3: int_comp; exit, 
number4: int_comp; exit, 
interrupt: sound_enable; exit} 
)>>sync_end; UGN[...] 
) [1 
[tp]i; int_comp; sync_end; UGN[...]
) 
endproc 
A ação interrupt também é uma ação intema, que representa a possibilidade de intemipção do 
início da chamada, após finalizar a composição do número. 
Para cada digito do número chamado, existe a restrição sobre o tempo máximo (ts) para que o 
mesmo seja discado. A expressão deste comportamento é facilitada pelo operador de tratamento 
de violações temporais. Existe também uma restrição sobre o tempo máximo (cc) para a 
composição do número completo, expressa através de um mecanismo de wazchdog, que é 
modelado utilizando o operador de preempção (P [> [t]í; Q). 
Um mecanismo de timeout (P [] [t]í; Q) checa se o primeiro digito será discado antes do limite de 
tempo permitido (cp), caso contrário, a composição do número é cancelada.
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3) A especificação formal da Unidade de Gestão do Som, escrita em RT-LOTOS, é: 
process UGS[...]:= 
ini_sound; ' 









[O]ring; [tn]i; Make_new_sound[ring] 
endproc 
endproc 
O processo Make__new_sound representa o toque da campainha, efetuado em intervalos de tn 
segundos. Assim, um mecanismo de watchdog é utilizado para encerrar o toque da campainha, 
onde existe três possibilidades de encerramento: quando o terminal do nüunero chamado for 
retirado do gancho (ready); quando o terminal chamador desistir da ligação, colocando o fone no 
gancho (on_hook); ou quando o tenninal chamado não responder até o limite de tempo permitido 
(tr) 
4) A especificação formal da Central Telefônica é o resultado da composição paralela das 
unidades UC, UGN e UGS, na qual as ações sync_end e interrupt são ocultadas, através do 
operador HIDE, pois estas são ações intemas do processo. 
specification Central[..Q 
behaviour 
( hide [sync_end, interrupt] in 
( UC[...] ' 
|[ini_comp, int_comp, sound_enab1e, sync_end]| 
UGN[...]
A 
) ) |[ini_sound, int_sound, connectll 
UGS[..J 
endspec
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5.2.3 Verificação de propriedades da Central Telefônica 
As propriedades a serem verificadas são dadas pelas seguintes fórmulas, propostas em 
[Yovine93]: 
connect => V<>5,,,,. free (1) 
free :> V (comm => V<>S,C.m,,, free) (2) 
comm :> \1<>§t,, (numberl v free) (3) 
comm => V<)5,C (number4 v free) (4) 
ring => `v'<>5¢f (connect v free) (5) 
A fónnula (1) estabelece que o usuário deverá finalizar a conversaçao até 1,., segundos, caso 
contrário, a Central Telefônica se encarregará de encerrar a conexão, tornando-se disponível. A 
fónnula (2) diz que após a demanda de comunicação, a Central Telefônica estara livre no mais 
tardar depois de t.. + tr + t,,, segundos. As fórmula (3) e (4) estabelecem que o primeiro digito 
deverá ser obtido em até t,, e que 0 número completo deverá ser obtido em até I., segundos, caso 
contrário, a Central encerra a composição do número e torna-se disponível novamente. A fórmula 
(5) diz que se o número chamado não responder em até t, segundos, após o início da chamada, 
então a Central Telefônica encerra esta demanda, tomando-se livre novamente. 
Resultados 
O Grafo Temporizado gerado pela ferramenta possui 24 vértices, 51 arcos e 12 relógios. O 
Fórmula l 2 3 4 5 
Iterações l4 16 10 7 13 
Tempo (seg) , 0 1,53 0,62 (),63 ()_7() 
resultado da verificação é apresentado na Tabela 5.2. 
para: I,,, = 180 seg., I, = 40 seg., 1,, = 20 seg., t, = 10 seg., t,. = 60 seg., t,, = 3 seg. 
Tabela 5.2 - Resultados da verificação da Central Telefônica (KRONOS) 
A ferramenta KRONOS retomou que os conjuntos característicos de todas as fómiulas acima são 
iguais ao conjunto de vértices do Grafo Temporizado, que representa a Central Telefônica. Em 
outras palavras, a especificação da Central Telefônica atende todas as propriedades estabelecidas. 
Em [Yovine93], o Grafo Temporizado foi construído através de um tradutor de especificações 
escritas em ATP [Nicollin92], possuindo 36 vértices, 52 arcos e 6 relógios. A verificação deste 
Grafo Temporizado também foi realizada através da ferramenta KRONOS, e com as mesmas 
fórmulas apresentadas anteriormente. A principal diferença entre as duas verificações está nos 
valores da análise de desempenho, e em particular, com relação as fórmulas (2) e (5). O número 
de iterações necessárias em [Yovíne93] para obter o conjunto característico das fórmulas (2) e (5) 
foram, respectivamente, 53 e 48, enquanto que foram necessárias apenas 16 iterações para a
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fónnula (2) e 13 iterações para a fónnula (5), segundo os valores obtidos através da verificação 
destas propriedades sobre o Grafo Temporizado gerado a partir da especificação escrita em RT- 
LOTOS, e apresentados na Tabela 5.2. Este fato é atribuído à diferença entre o tamanho dos 
Grafos Temporizados, pois o tamanho deste afeta o desempenho da ferramenta KRONOS, já dito 
anterionnente. O motivo pelo qual o Grafo Temporizado, gerado a partir da especificação em 
ATP, é maior que o Grafo Temporizado, gerado a partir da especificação em RT-LOTOS, está 
relacionado a representação das ações temporizadas, pois em [Yovine93] foram utilizados vários 
dispositivos de timeout e watchdog para suprir a falta deste tipo de representação, que são 
operadores complexos, comparados à representação de uma ação temporizada. 
Por outro lado, o Grafo Temporizado gerado a partir da especificação escrita em ATP possui 
apenas 6 relógios, sendo que para a especificação em RT-LOTOS foram 12 relógios. Isto se deve 
ao fato de que em [Yovine93], a otimização do número de relógios é efetuada de uma maneira 
mais eficiente, identificando os relógios comuns durante a representação de alguns operadores da 
linguagem ATP. No entanto, este fato não se mostra comprometedor neste exemplo; entretanto, 
num exemplo mais complexo, o desempenho da verificação pode ser comprometido. 
5.3 ALGORITMO DE ExcLUsAo MÚTUA 
O algoritmo de exclusão mútua foi proposto, originalmente, por Fischer [Fischer85] e descrito 
por Lamport [Lamport87], sendo um caso clássico no estudo dos métodos formais de verificação 
de sistemas dependentes do tempo [LSGL94, YPD94]. O objetivo deste algoritmo é garantir a 
exclusão mútua num sistema concorrente, consistindo de vários processos que utilizam uma 
variável compartilhada para o auxílio no acesso a uma seção crítica, ou seja, somente mn 
processo pode ter acesso à seção crítica em um determinado tempo. 
5.3.1 Descrição do Algoritmo 
Assume-se que cada processo tem um identificador distinto. Uma descrição abstrata do algoritmo 
pode ser feita da seguinte forma: 
Processo i: 
start: wait for x = O X:=i 
delay 
if x ¢ i then goto start 
seção crítica x:=O
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Assim, cada processo i que solicita o acesso a região crítica deve primeiramente esperar até que a 
variável compartilhada, x, seja inicializada com o valor zero pelo último processo que utilizou a 
seção crítica, indicando que nenhum outro processo está utilizando a região critica. Logo após, o 
processo atribui o valor do seu identificador à variável compartilhada. Desde que vários processos 
possam competir pela região crítica, o processo deverá esperar até que o valor da variável 
compartilhada estabilize, verificando em seguida se o valor desta é ainda o valor de seu 
identificador. O processo para o qual o valor do identificador for igual ao valor da variável 
compartilhada, ou seja, o último a inicializá-la, terá o direito a acessar a região crítica, sendo que 
os demais deverão esperar até que a variável seja reinicializada novamente, reiniciando o 
procedimento de escolha. Quando um processo termina a utilização da -região critica, o valor da 
variável compartilhada é retomado a zero. Para evitar a violação da exclusão mútua devido a 
possibilidade de uma diferença na velocidade dos processos, são adotadas restrições que 
estabelecem que todo processo deve esperar um tempo suficiente para que os outros processos 
verifiquem o novo valor da variável compartilhada. 
5.3.2 Especificação formal do algoritmo em RT-LOTOS 
Como o tradutor desenvolvido trata de especificações escritas em RT-LOTOS Básico, não é 
possivel especificar o comportamento da variável compartilhada de forma genérica, sendo que 
para tal seria necessário utilizar a componente de RT-LOTOS que trata de tipos de dados. Assim, 
a especificação do algoritmo é apresentada a seguir, para um número de processos limitado (3), 
mas observa-se que o acréscimo de processos pode ser feito de urna maneira trivial. O 
comportamento de cada processo é representado pela seguinte especificação: 
process P[vo, v, vi, si, start, end] := 
i; v; [0, a]i; vi; [b, c]si; start; i; end; vo; stop 
<si]{si: P[vo, v, vi, si, start, end]} 
endproc 
Onde o Grafo Temporizado que representa o comportamento de um processo pode ser ilustrado 
através da Figura 5.4. . i 0 v,:1z=o 0 
i,1lSn 
O “'°S`“C Ó Ó 
¡Ef! 
O * O O O 
Figura 5.4 - Processo P
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Assim, após um processo verificar, por meio da ação “v”, indicando que a variável possui o valor 
zero, que a região crítica não está sendo utilizada, o processo deve atribuir' o valor de seu 
identificador “vi” à variável num limite de tempo definido pelo intervalo [0, a]. A espera pela 
estabilização do valor da variável ocorrerá dentro do limite [b, c], sendo que se a ação “si” não 
ocorrer, indicando que a variável não possui o mesmo valor do identificador do processo, o 
processo terá que esperar até que a ação “v” fique disponível novamente para outra tentativa de 
acesso. A ação “vo” representa a reinicialização da variável compartilhada, executada quando um 
processo libera a região crítica. 
O comportamento da variável compartilhada é representado pela seguinte especificação: 
process Shared_Var[vo, v, v1, v2, v3, sl, s2, s3] := 
v; ((Cmp[v1,v2,v3,sl,s2,s3] >> vo; Shared_Var[vo,v,v1,v2,v3,s1,s2,s3]) 
[1 Shared_Var[vo, v, v1, v2, v3, sl, s2, s3]) 
where 
process Cmp[v1,v2,v3,s1,s2,s3] := 
vl; (s1; exit [1 Cmp[vl,v2,v3,s1,s2,s3])
U 
V2; (s2; exit [] Cmp[vl,v2,v3,s1,s2,s3])
H 
v3; (s3; exit [] Cmp[vl,v2,v3,s1,s2,s3]) 
endproc 
endproc 
A Figura 5.5 ilustra o Grafo Temporizado que representa o comportamento da variável 
compartilhada (Shared_Var), onde é possível observar que não existem restrições temporais 
associadas aos seus arcos. Isto se deve ao fato da especificação P, que representa o 
comportamento dos processos que necessitam acessar a região crítica, estabelecer as restrições 
sobre o acesso à variável compartilhada. 





Figura 5.5 - Processo Shared__Var
Capítulo 5 - Validando a Metodologia e a Ferramenta de Verificação 75 
O comportamento do sistema é dado pela composição paralela dos processos com a variável 
compartilhada, mostrado na especificação a seguir: 
specification Mutua1_Exclusion_A1gorithm[vo,v,v1,v2,v3,s1,s2,s3,start,end] 
behaviour 
(P[vo, v, vl, sl, start, end]||| 
P[vo, v, v2, s2, start, end]||| 
P[vo, v, v3, s3, start, endl) 
|[vo, v, vl, V2, v3, sl, s2, s3]I 
Shared_Var[vo, v, vl, v2, v3, sl, s2, s3] 
endspec 
5.3.3 Verificação do algoritmo 
A primeira verificação feita consistiu em garantir a propriedade de exclusão mútua. Esta 
propriedade estabelece que após o acesso a região critica por um processo, nenhum outro 
processo poderá acessá-la até que esta se tome disponivel. Esta verificação não envolve nenhuma 
restrição temporal, mas consiste na verificação clássica do problema. A propriedade é estabelecida 
pela seguinte fórmula TCTL: 
init => (after(start) => ((V (¬enable(vo)) Vu (VO(¬enable(start))))) (1) 
Visando ainda verificar propriedades que envolvam limites temporais, foi considerada também a 
propriedade apresentada em [LSGL94], estabelecendo que a partir do momento em que qualquer 
processo tente acessar a região critica, existe um limite máximo, 2c + 5a, para que a região crítica 
seja acessada por qualquer processo. Este limite é estabelecido através da análise das três fases 
mais importantes do algoritmo: a primeira estabelece que algum processo alcançará a região 
critica em, no máximo, c + a; a segunda diz que, com a região crítica disponível, o primeiro 
evento importante será quando a variável compartilhada passar do valor zero para o valor do 
identificador de um processo, o que ocorrerá até a; e a última fase estabelece que a variável se 
tomará estável em até c + 3a, totalizando o limite apresentado acima. 
Esta propriedade é representada pela seguinte fórmula TCTL: 
a£ter(v) => (V<> {<=2c + 5a} (enab1e(start))) (2) 
Resultados 
O Grafo Temporizado gerado pela ferramenta possui 1164 vértices, 2794 arcos e 10 relógios. Os 
resultados da verificação são apresentados na Tabela 5.3.
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Fónnula l 2 
Iterações 3 6 43 
Tempo (seg.) 25,73 34,75 
para:a=4,b=5,c=l0 
Tabela 5.3 - Resultados da verificação do algoritmo de Exclusão Mútua (KRONOS) 
A ferramenta KRONOS permitiu obter como resultado a validação das duas propriedades, 
definidas anteriormente, para todos os vértices do Grafo Temporizado, desde que os valores das 
constantes a e b sejam tais que a < b, pois caso contrário, a exclusão mútua não é garantida. Por 
exemplo, com os valores a = 6, b = 4 e c = 10, apenas a fórmula (2) é verificada com sucesso, 
onde a fórmula (1) que representa a propriedade de exclusão mútua não é mais verificada. 
Era esperado um níunero elevado de vértices do Grafo Temporizado, pois somente o 
entrelaçamento dos processos produz 1000 vértices (103). Assim, o número de iterações também 
é elevado, devido ao número de caminhos possiveis. 
5.4 CRUZAMENTO RODOVIA-FERROVIA 
O problema descrito a seguir é o clássico Cruzamento Rodovia-Ferrovia (RailRoad Crossing) 
[AH92]. Em [HL94], foi proposto uma forma generalizada deste problema, ou seja, o caso de um 
cruzamento onde um número genérico de trens, n, viaja pelo mesmo. Como a linguagem RT- 
LOTOS Básico possui algumas limitações quanto a representação de problemas genéricos, como 
no exemplo anterior, foram feitas algrunas considerações, com relação ao número de trens, para 
tomar possivel uma especificação do sistema que permita validar a metodologia e a ferramenta. 
5.4.1 Descrição do sistema 
O problema a considerar consiste de um sistema controlador que deve operar um portão, 
controlando o acesso a este cruzamento. Assim, um cruzamento I se concentra em tuna região R, 
e um conjunto de trens viaja através de R em vários trilhos. Um sistema de sensores indica 
quando um trem entra e sai da região R, correspondente ao local onde o sensor está localizado até 
a saida do cruzamento I. 
O sistema proposto deve satisfazer as seguintes propriedades: 
0 Segurança: O portão deve ser fechado quando algum trem se aproximar do cruzamento .
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0 Utilização: O portão deve permanecer aberto quando nenhum trem estiver no cruzamento. 
Quando estiver fechado e com um trem saindo do cruzamento, deve ser aberto quando não 
houver um novo trem a caminho do cruzamento. 
São adotadas as seguintes notaçoes: 
sl -› limite inferior no tempo para um trem entrar em R e chegar em I (trem mais veloz). 
sz -› limite superior no tempo para um trem entrar em R e chegar em I (trem mais lento). 
ydnwn --› limite superior no tempo para fechar o portão completamente. 
yup -› limite superior no tempo para abrir o portão completamente. 
B -› constante utilizada para representar o atraso do sinal enviado pelo sensor. 
Sendo que algumas restrições são atribuídas a estes valores: 
el S ez -› logicamente, o tempo do trem mais veloz é menor' que o do trem mais lento. 
sl > ydow., + yu, -› com esta restrição, é garantido que o trem mais veloz alcança I em um tempo 
superior ao tempo necessário para abrir e fechar o portão, mais o tempo 
mínimo útil do portão. 
5.4.2 Especificação formal do sistema em RT-LOTOS 
1) O comportamento de cada trem é representado pela seguinte especificação: 
process Train[...]:= 
TrainMotion[...] [> Emergency[..J 
where 
process TrainMotion[...]:= 
i; approach; [£1, Szlin; out; leaving; TrainMotion[...] 






Assim, após um trem alcançar o sensor' localizado no início da região R, representado pela ação i, 
é enviado para o controlador um sinal de aproximação (approach). Em seguida, o trem deverá 
entrar no cruzamento (in), dentro do limite de tempo determinado ([51, 821); caso isto não 
ocorra, um aviso é enviado para a Central de Controle, pois ocorreu algum problema com o trem.
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Quando 0 trem sair do cruzamento (out), ele deverá sinalizar a sua saída ao controlador 
(leaving). O processo Emergency é utilizado para que, a qualquer instante, o trem possa ser 
parado pelo controlador (5 1;op_1;he_train). 
2) A especificaçao do portão é dada a seguir: 
process Gate[...]:= 
( lower; [O, Yawnldown; Gate[...]
H 
raise; [O, Ywlup; Gate[...l 
) <up, down] 




O controlador enviará um sinal para que o portão seja abaixado (lower), que ocorrerá 
efetivamente dentro do limite de tempo possível ([0, y.1.,w.,] down). Porém, caso ocorra algum 
problema com o portão, representado pela violação temporal da ação down, será acionado um 
alarme, fazendo os trens pararem. Da mesma forma, o controlador enviará um sinal para que o 
portão seja levantado (raise), que também ocorrerá efetivamente dentro do limite de tempo 
possível ( I 0, yup] up). Se ocorrer alguma falha nesta situação, a central de controle é avisada. 
3) A especificação do controlador é dada por: 
process Contro11er[...]:= 
Control[...] [> Exception[...] 
where 
process Control[...]:= 
approach; [B]i; lower; Control_Entries[...] >> raise; Control[...] 
where 
process Control_Entries[...]:= 




siren; stop_the_train; stop 
endproc 
endproc
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Após receber o sinal de aproximação de um trem (approach), o controlador sinaliza ao portão 
para que este seja fechado, caso ele já não esteja. O atraso [[3] i é utilizado simplesmente para 
representar uma possível correção do sistema, tal como um atraso do sinal enviado. Caso um trem 
saia do cruzamento (leaving), o controlador verifica se não existe outro trem a caminho do 
cruzamento ou até dentro do cruzamento, sinalizando para a abertura do portão se não ocorrer 
nenhuma destas possibilidades. O processo control_En:ries trata exatamente destas situações, 
porém, é necessário limitar o número de trens que podem ser encontrados dentro da região R, 
onde a especificação acima, em particular, limita este número para dois trens. Assim, se o portão 
sinalizar alguma situação de alarme (siren), o controlador promove a parada dos trens. 
4) Finalmente, a especificação do cruzamento é dada pela composição dos processos Train, Gate 
e controller (Figura 5.6): . 
specification Rai1Road[...] 
behaviour 
( ( Train[...] III Train[...] 
) |[approach, leaving, stop_the_train]| 
Contro11er[...] 








down Train, Gate 
leaving R› › approach 
999999 
Controller 
Figura 5.6 - Cruzamento Rodovia-Ferrovia 
5.4.3 Verificação de propriedades do sistema 
Primeiramente, é estabelecida a fórmula que representa a propriedade relativa a segurança do 
sistema, ou seja, se algum trem entrar no cruzamento, o portão deverá estar fechado, devido à 
entrada de um trem anterior, ou o portão deverá ser fechado no limite de tempo de seu 
funcionamento, ou ainda ocorrer uma falha no fechamento do portão, sendo este fato sinalizado
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por um sinal de alanne. Esta propriedade é representada através da fórmula (1). 
init. => V<>(after(approach) => `v'<>¡¡z, y¢,,...,¡(enab1e(down) or enable(siren)) 
or aft-.er(down)) (1) 
A outra propriedade a ser verificada é a de utilização, estabelecendo que após a saída de um trem 
do cruzamento, o portão deverá ser aberto no limite de tempo de seu funcionamento, caso não 
exista outro trem no cruzamento, ou ainda ocorrer uma falha na abertura do portão. Esta 
propriedade é representada através da fórmula (2). ' 
init => V<>(after(leaving) => V<>¡0,y.,,¡(enab1e(up) 
or enable(warning_conr;rol_center)) or enab1e(in) or enable(out)) (2) 
Resultados 
O Grafo Temporizado gerado a partir da especificação anterior possui 334 vértices, 1023 arcos e 
11 relógios, lembrando que o número máximo de trens permitido na região R é 2. Os resultados 
da verificação são apresentados na Tabela 5.4.
. 
Fórmula 1 2 
Iterações 40 66 
Tempo (seg.) 298,18 203,92 
para: s¡ = 30 , sz = 45, [5 = l, y_|¢,,.,,. = 10, y.,,, = 12 
Tabela 5.4 - Resultados da verificação do cruzamento Rodovia-Ferrovia (KRONOS) 
A satisfação das fórmulas apresentadas acima é verificada através da ferramenta KRONOS, sendo 
os seus conjuntos característicos iguais ao conjunto de vértices do Grafo Temporizado que 
representa o sistema, validando a especificação. 
5.5 PROTOCOLO DO BIT ALTERNANTE 
Este exemplo segue a notação utilizada em [Garavel89], sendo que a sua especificação em RT- 
LOTOS Completo é encontrada em [Camargo95]. Neste trabalho, será apresentada urna 
especificação semelhante a esta, utilizando-se apenas RT-LOTOS Básico, possibilitando a sua 
verificação pela ferramenta disponível. 
5.5.1 Descrição do protocolo 
O protocolo do bit altemante consiste em fornecer run serviço que permita o encaminhamento de
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mensagens de uma entidade emissora para uma entidade receptora, sendo que a transmissão 
destas mensagens deve ser efetuada de fomia confiável, ou seja, não é pennitida a ocon'ência de 
duplicação de mensagens, perdas ou entregas fora da ordem de emissão. 
Para cada mensagem enviada pela entidade emissora, a entidade receptora deverá, após receber a 
mensagem, enviar uma mensagem de confirmação para a entidade emissora. No entanto, o meio 
de comunicação entre as entidades não é confiável, possibilitando perdas de mensagens. 
Assim, no caso de uma perda de mensagem, o meio de comunicação poderá ou não sinalizar este 
fato à entidade de destino, sendo que utiliza-se um bit de controle adicionado à mensagem para 
detectar as possíveis perdas não sinalizadas. O valor do bit de controle de uma confirmação será 
igual ao bit de controle de sua respectiva mensagem, -sendo que os bits de controle altemam a 
cada mensagem emitida. 
Portanto, se a entidade emissora receber uma confirmação com o bit de controle errado, ou 
receber uma indicação de perda da confirmação, ou ainda, não receber nenhuma comunicação até 
um limite de tempo máximo de espera de uma confirmação, então ela retransmite a última 
mensagem enviada. Da mesma forma, se a entidade receptora recebe uma indicação de perda de 
mensagem ou uma mensagem com o bit de controle errado, então ela retransmite a última 
confirmação enviada. 
5.5.2 Especificação formal do protocolo em RT-LOTOS 
A Figura 5.7 ilustra a estrutura geral do protocolo do bit alternante: 
Mediuml put 
s_d r_dt get 
' k 
Figura 5.7 - Estrutura Geral do Protocolo do bit alternante 
1) A entidade emissora é representada pela seguinte especificação:
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process Transmitter[...]:= 
put; Transmit[s_dt_m_off, s_ack_of£, s_ack_on, s_ack_e, s_ack] 
>> put; Transmit[s_dt_m_Qn, s_ack_Qn, s_ack_off, s_ack_e, s_ack] 
>> Transmitter[..L 
where 
process Transmit[s_dt_m_bit, s_ack_ok, s_ack_not_ok, s_ack_e, s_ack]:= 
s_dt_m_bit; 
( ( [0, Tnm]s_ack; 








A entidade emissora (Transmitter) inicia com a emissão de uma mensagem (put), onde o valor 
bit de controle associado a esta mensagem é igual a zero (off). Ocorre então o envio da 
mensagem (s__dt_m_of f) para o meio de comunicação que transporta a mensagem enviada para a 
entidade receptora. Logo após, aguarda-se o envio da confirmação da mensagem (s_ack), onde o 
valor do bit pode ser correto (s_ack_off) ou errado (s_ack_on). Assim, se a confirmação for 
enviada dentro do limite de tempo permitido ([0 , zm] ), e se o valor do bit estiver correto, então 
inicia-se uma nova transmissão de mensagem, onde o valor do bit de controle associado a esta 
será agora igual a 1 (on). Caso o valor do bit for errado, ou ocorrer a sinalização de perda da 
confirmação, ou ainda, expirar o limite de espera da confirmação, então a mensagem será 
retransmitida, através de um novo lançamento do processo Transmit. 
2) A entidade receptora é representada pela seguinte especificação: 
process Receiver[...]:= 
Rec[get, r_dt_m_o£f, r_dt_m_on, r_ack_o£f, r_ack_Qn, r_dt_e] 
>> Rec[get, r_dt_m_on, r_dt_m_off, r_ack_on, r_ack_off, r_dt_e] 
>> Receiver[..J 
where
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process Rec[...]:= 




r_dc_e; r_ack_not_ok; Rec[...] 
endproc 
endproc 
A entidade receptora (Receiver) inicia a recepção das mensagens esperando receber uma 
mensagem com o bit de controle igual a zero (off). Caso a mensagem recebida possua o valor do 
bit igual a zero (r_dt_m_of£), então esta é apresentada ao usuário que solicitou o serviço (get), 
enviando também a confinnação para a entidade emissora (r_ack_of f). Mas, caso o valor do bit 
não for correto (r_dt__m__on), ou se for comunicada uma perda de mensagem, então a entidade 
receptora envia uma confinnação cujo valor do bit de controle é incorreto (r_ack_on). A 
recepção correta de uma mensagem faz com que a entidade receptora espere uma nova 
mensagem, agora com o valor do bit igual a l (on). 
3) O meio de comunicação em cada sentido (Medium e Medium2) é especificado da seguinte 
forma: 
process Mediuml[...]:= 
s_dt_m_off; (0, nlli; 
( r_dt_m_off; Mediuml[...] [] r_dt_e; Mediuml[...] [] i; Mediuml[..Q 
› U
` 
s_dt_m_on; [0, rclli: 
( r_dt_m_on; Mediuml[...] [1 r_dt_e; Mediuml[...] l] i; Mediuml[...]) 
endproc 
process Medium2[...]:= 
r_ack_Qff; [0, nz]i; 
(s_ack; s_ack_of£; Medium2l...] [] s_ack_e; Medium2[...] [1 i; Medium2[..J 
› [1
` 
r_ack_on; [0, nz]i; 
( s_ack; s_ack_on; Medium2[...] ll s_ack_e; Medium2[...] [1 i; Medium2[..Ç
) 
endproc 
A estmtura das especificações dos meios de comunicação (Medium e Medium2) é semelhante,
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diferenciadas apenas pelas ações que representam o comportamento, e pelo limite de tempo de 
atraso de envio (nl e 1:2). Assim, quando um meio recebe uma mensagem ou confinnação (s_diz_m 
e r_ack), ele pode transmití-a com sucesso (r_dc_m e s_ack), transmitir um sinal de perda de 
mensagem ou confirmação (r_de_e e s_ack_e), ou nao transmitir nada (i). 
4) O protocolo do bit altemante é representado pela seguinte especificação global: 
specification A1ternating_Bit_Protoco1[..L 
behaviour 
( Transmitter[...] ||| Receiver[..J 
) |[s_dt_m_off, s_dt_m_on, r_dt_m_off, r_dt_m_on, r_dt_e, 
r_ack_off, r_ack_on, s_ack_off, s_ack_on, s_ack_e, s_ack]| 
( Medium1[...] III Medium2[...]) 
endspec 
5.5.3 Verificação do protocolo 
Uma propriedade a ser satisfeita pelo Grafo Tempon'zado estabelece que, após 0 envio da 
mensagem pela entidade emissora, e dentro do limite de tempo estabelecido , rum, existem quatro 
possibilidades para a entidade emissora:
' 
0 receber uma confinnação, com o bit de controle indicando que a transmissão foi efetuada com 
sucesso; 
0 receber uma confinnação, mas com o valor do bit de controle errado; 
0 receber uma sinalização de perda da confirmação; ou 
0 não receber nada do meio de transmissão. 
Portanto, a fórmula abaixo expressa a propriedade descrita acima. 
init => V (a£ter(put) => 
VO((enab1e(s_dt_m_off) => V0Kq“M(enab1e(s_ack_off) or 
((enab1e(s_ack_on) or 
enab1e(s_ack_e) or 
enable(i)) => enab1e(s_dt_m_off)))) 
or (enable(s_dt_m_on) => V0kflUM(enab1e(s_ack_on) or 
((enable(s_ack_off) or 
enable (s_ack_e) or 
enable(i)) => enab1e(s_dt_m_on))))))
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Resultados 
O Grafo Temporizado que representa o protocolo do bit altemante possui 502 vértices, 1366 
arcos e 7 relógios. Foram necessárias 40 iterações e 59,12 segundos para que a ferramenta 
KRONOS retomasse que a fórmula é satisfeita em todos os vértices, sendo que os valores 
adotados para as constantes são: tum = 300, 1:1 = 180 e nz = 120. É fácil de observar que existe 
uma restrição sobre as constantes, pois se nim < rcl + nz, a fórmula acima não é mais satisfeita. 
5.6 CONSIDERAÇÕES FINAIS A RESPEITO DA AVALIAÇÃO DA METODOLOGIA 
E DA FERRAMENTA 
Neste capítulo, foram apresentados diversos exemplos com uma complexidade viável para a 
representação em RT-LOTOS. Neste trabalho, iniciou-se ainda várias especificações: 
Sincronização de Lábios [SHH92], e outras atualmente em curso de realização. 
O tradutor mostrou-se eficiente quanto ao mapeamento de RT-LOTOS para Grafos 
Temporizados. Verificou-se que o tradutor desenvolvido neste trabalho possui algumas vantagens 
sobre o tradutor desenvolvido em [Yovine93], que gera um Grafo Temporizado a partir de 
especificações escritas em ATP [Nicollin92], em particular, na redução do número de vértices do 
Grafo Temporizado, através da representação de ações temporizadas. 
Em alguns exemplos, o tamanho destes grafos pode parecer complexo, comparado a sua 
especificação. Porém, é bom lembrar que o operador de composição paralela geralmente provoca 
um considerável aumento no número de vértices. Verificou-se também que o algoritmo que 
atribui os relógios do Grafo Temporizado deve ser aprimorado, de forma a reduzir o níunero total 
de relógios, através de uma análise da representação dos operadores. 
O tradutor limita-se às especificações escritas em RT-LOTOS Básico. A representação da 
variável especial, @t, da linguagem RT-LOTOS Completo, em particular, para realizar a 
verificação através da ferramenta KRONOS, não é atualmente possível, pois a versão utilizada 
não possui nenhum artificio semelhante.
CAPÍTULO ó 
CONCLUSÕES 
O uso de métodos formais para especificação de sistemas onde o tempo intervém, e de 
metodologias de verificação constitue o contexto deste trabalho. Foi apresentada uma 
metodologia baseada na álgebra de processos RT-LOTOS [Camargo95], que permite especificar 
tais sistemas e verificar sobre esta especificação a satisfação de propriedades estabelecidas 
durante a concepção. 
A abordagem apresentada neste trabalho consiste na geração de um Grafo Temporizado, que 
representa a especificação do sistema, escrita na linguagem RT-LOTOS, e a partir da qual é 
possível verificar propriedades, utilizando um método de verificação simbólica de modelos 
(Symbolic Model Checking). 
Foi desenvolvido neste trabalho um tradutor automático de especificações, escritas em RT- 
LOTOS, para o formalismo de Grafos Temporizados, sendo que uma etapa preliminar é utilizada 
para gerar Luna representação intermediária na forma de uma Rede de Petri, que permitiu 
simplificar todo o mecanismo de mapeamento. Num -segundo tempo, o Grafo Temporizado é 
gerado a partir desta rede, através da simulação da Rede de Petri obtida. 
A verificação das propriedades sobre o Grafo Temporizado foi realizada através da ferramenta 
KRONOS [OY93], que implementa um algoritmo de verificação simbólica de modelos 
[HNSY92]. As propriedades a serem verificadas são expressas através de fórmulas escritas 
utilizando a lógica temporal tempo-real TCTL [ACD90]. 
Os estudos de casos apresentados demonstraram que a linguagem RT-LOTOS Básico permite 
representar situações diversas, onde as restrições temporais dos sistemas puderam ser expressas 
de uma forma clara e eficiente. No entanto, constatou-se que existe uma limitação, quanto a 
representação de comportamentos onde é necessario run tratamento mais geral, usando variáveis, 
por exemplo. Neste caso, toma-se necessária a simplificação da especificação para que seja 
possível realizar a verificação. Detectou-se ainda casos onde não foi possível realizar a 
verificação, por exemplo, quando é necessário armazenar o tempo de ocorrência de urna ação, 
pois, apesar da linguagem RT-LOTOS Completa possuir uma variável que desempenha este papel 
(@t), isto pode levar em muitos casos a não-decidibilidade do processo de verificação [DOY94].
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A verificação de sistemas a partir de Grafos Tempoiizados tem sido apresentada em vários 
trabalhos existentes na literatura [CF95, DOY94, Yovine93]. Em [Yovíne93], foi desenvolvido 
um tradutor de especificações escritas através da álgebra de processos ATP [Nicollin92] para 
Grafos Temporizados, porém, a linguagem ATP possui limitações quanto a representação da 
ocorrência de ação em um intervalo de tempo e do tratamento de exceções temporais. Em 
[DOY94] é apresentada uma proposta de mapeamento para uma extensão temporal de LOTOS, 
diferente da deste trabalho e chamada ET-LOTOS; entretanto, nenhum mecanismo de tradução 
automático foi desenvolvido nem implementado, deixando incompleto uma validação da 
abordagem para as extensões temporais de LOTOS. Neste trabalho, constatou-se que a 
metodologia de geração de Grafos Temporizados, a partir de especificações escritas em RT- 
LOTOS, possui vantagens sobre a metodologia apresentada em [Yovíne93], pois o número de 
vértices do Grafo Temporizado pôde ser reduzido, através da representação de ações 
temporizadas. 
A integração a outras ferramentas de veiificação baseadas em Grafos Temporizadas (tais como 
HyTech [HH95]) faz parte das perspectivas de continuação deste trabalho, bem como a junção 
destas ferramentas num ambiente completo, contendo também um simulador para a obtenção de 
cenários. A utilização da abordagem e da ferramenta associada, apresentada neste trabalho, está 
prevista no projeto PROTEM-CC (fase 3), aprovado e denominado como DAMD (Design de 
Aplicações Multimídias Distribuídas. 
Toda a abordagem apresentada neste trabalho será de grande interesse a um futuro padrão para a 
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ANEXO A 
UMA INTRODUÇÃO À LINGUAGEM LOTOS 
A álgebra de processos LOTOS (Language of Temporal Ordering Speci/ícatíons) é uma 
linguagem de especificação fomaal padronizada pela ISO [ISO88], sendo constituída de duas 
componentes: uma componente de controle, também conhecida como LOTOS-básico, baseada 
nas álgebras de processos CCS [Mílner80] e CSP [Hoare85], onde é utilizado um alfabeto finito 
de ações observáveis, além da ação intema í (ação invisível), para representar o comportamento 
de um sistema; e a componente de tipos de dados, baseada na teoria fomaal de tipos abstratos de 
dados algébricos, que trata da descrição de estruturas de dados e expressões de valores. 
LOTOS é nonnalmente aplicada a sistemas distribuídos, sistemas de processamento de 
informação e sistemas concorrentes, dentre outros. Além de possuir um poder de expressão que 
lhe permite representar as diversas relações de causalidades, LOTOS apresenta facilidades para 
representar comportamentos complexos a partir da composição de especificações, onde um 
sistema é visto como sendo um processo, com a possibilidade deste ser constituído de vários sub- 
processos. 
A.l SINTAXE DA LINGUAGEM 
Como o interesse neste trabalho está na componente de controle de LOTOS, pois o tradutor não 
trata da parte de tipos de dados, apresenta-se de forma resumida a sintaxe e o significado informal 
de cada operador da linguagem [BB87]. Os símbolos B, B, e Bz, que aparecem a seguir 
representam expressoes de comportamento. 
Inação: O operador de inação, representado pela palavra “stop”, denota um processo 
completamente inativo, onde nenhuma ação (obsewável ou intema) pode ser oferecida ao 
ambiente. 
Terminação com sucesso: Representado pela palavra “exit”, denota um processo onde a ação õ 
representa o fim bem sucedido do mesmo, sendo que após esta ação ele transfom1a-se em um 
processo “stop”. 
Prefixação de ações: Este operador pode ser utilizado de duas formas: i; B, representando o 
oferecimento da ação intema i, seguido do comportamento B; e g; -B, representando o
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oferecimento de uma ação obseivável g (gate), seguido do comportamento B. 
Escolha: O operador de escolha é representado por B, [] Bz, denotando que um processo se 
comportará como B, ou como Bz. 
Ocultação: O operador de ocultação (Híding) é representado por hide g,,..., gn in B, onde as 
ações obsewáveis, g,,..., g,, , do processo B, são transformadas em ações não observáveis. 
Composição Paralela: Este operador pode ser representado através de três formas: 
0 B, |[g,,..., g,,]| B, : representando a sincronização dos processos, B, e Bz, que oferecem ações 
em {g,,..., g,.}; 
0 B, ||| B, : representando o entrelaçamento (ínterveavíng) das ações de B, e Bz; e 
0 B, || Bz : representando a sincronização completa, isto é, o conjunto de ações a serem 
sincronizadas é o conjunto de todas as ações possíveis. 
Composição Seqüencial: A composição seqüencial de dois processos (enable), B, seguido de 
B2, é representada por B, >> Bz, sendo que se B, finalizar com uma terminação com sucesso, o 
processo Bz é habilitado. 
Desabilitação: Este operador, também conhecido como operador de preempção (dísable), é 
representado por B, >> Bz, expressando a possibilidade do processo B, ser desabilitado pelo 
processo Bz. 
Instanciação de Processos: Representado por PIg,,..., g,,], denotando uma instanciação do 
processo P.
ANEXO B 
A GRAMÁTICA E A SEMÂNTICA OPERACIONAL 
DA LINGUAGEM RT-LOTOS 
Neste anexo, são apresentadas a gramática e a semântica operacional atribuldas a linguagem RT- 
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Onde a representação utilizada acima diferencia os elementos terminais da gramática (as palavras- 
chave, os operadores e os sinais utilizados para delimitação, ex.: specificatiun) dos elementos 
não-terminais (identificadores e regras gramaticais, ex.: processes). 
O não-terminal string representa qualquer cadeia de caracteres formadas pelas letras do alfabeto 
(maiúsculas e minúsculas), além do caracter “_”. E o não-terminal integer representa um número 
pertencente ao conjunto dos números naturais. 
A semântica operacional da linguagem RT-LOTOS é apresentada na Tabela B. 1.
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Tabela B.l - Regras da semântica operacional de RT-LOTOS 
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ANEXO C 
A FERRAMENTA KRONOS 
KRONOS é uma ferramenta desenvolvida pelo laboratório VERIMAG (França), que promove a 
verificação simbólica de modelos para Sistemas Tempo-Real. Ela lê um Grafo Temporizado, que 
descreve 0 comportamento do sistema, e uma fórmula TCTL, especificando um requisito, e 
verifica se o Grafo Temporizado satisfaz a fórmula. 
KRONOS adota a definição de Grafos Temporizados apresentada em [NSY92], e a definição da 
lógica TCTL apresentada em [ACD90]. 
C.1 O GRAFO TEMPORIZADO 
O formato do arquivo de entrada que contém o Grafo Temporizado consiste de um cabeçalho, 
que declara o número total de estados, transições e relógios do Grafo Temporizado, como é 
mostrado abaixo: 
#states s 
Onde s é um inteiro positivo que corresponde ao número de estados do Grafo Temporizado. 
#trans t 
Onde t é um inteiro positivo que corresponde ao número de transições do Grafo Temporizado. 
#c1ocks c id1...idc 
Onde c é um inteiro positivo que corresponde ao número de relógios do Grafo Temporizado, e 
idl . . . id, são os identificadores associados a cada um deles. 
Após o cabeçalho, é declarado o corpo do Grafo Temporizado, que consiste de uma lista de 
estados seguidos pelas listas de transições. 
State: n 
Inicia a definição do estado n. 
invar: invariant 
Associa uma condição invariante ao estado.
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ÍZIa1'lS1 CI`ãI'1S1 . . . trãflsk 
Associa uma lista de transições que partem do estado que está sendo definido. 
As transições são como comandos guardas, e possuem o seguinte formato: 
guard => label; reset { clock1...c1ock1 }; goto k 
A condição guard é uma fónnula booleana sobre os relógios. label representa a etiqueta que 
identifica a transição. O conjunto de relógios a serem inicializados pela transição é especificado 
pela palavra-chave reset. A palavra-chave goto define o estado de destino desta transição. 
Os estados devem ser listados na ordem natural, começando por zero e obedecendo o conteúdo 
do cabeçalho. KRONOS compila o Grafo Temporizado e gera um código intermediário mais 
conveniente, armazenado no arquivo com sufixo . kro. 
C.2 As FÓRMULAS 
KRONOS utiliza a lógica TCTL para representar os requisitos a serem verificados no sistema. As 
fórmulas são construídas a partir de proposições e restrições sobre os relógios, por meio de 
operadores lógicos e temporais. 
Os principais operadores são: 
init 
Este é o predicado que representa o estado inicial, com todos os relógios inicializados. 
ed fórmula 
Significa que durante algum caminho computacional, fórmula eventualmente toma-se verdadeira. 
Este operador corresponde a notação 30 de TCTL. 
ed{~c} fórmula 
Significa que durante algum caminho computacional, fórmula eventualmente torna-se verdadeira 
em um tempo c que satisfaça t:~c, onde ~{<, S, >, 2, =}. 
ab fórmula 
Significa que fórmula sempre é verdadeira. Este operador corresponde a notação V de TCTL. 
ad fórmula 
Significa que durante todos os caminhos computacionais, fórmula eventuahnente toma-se 
verdadeira. Este operador corresponde a notação ` v'<> de TCTL.
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ad{~C} fórmula 
Significa que durante todos os caminhos computacionais, fórmula eventualmente toma-se 
verdadeira em um tempo c que satisfaça c~c, onde ~{<, 5, >, 2, =}. 
A sintaxe da lógica usada por KRONOS é: 






| not <fÓrmu1a> 
| 
<fÓrmu1a> and <fÓrmula> 
| 
<fÓrmu1a> or <fÓrmu1a> 
| 
<fÓrmula> impl <fÓrmu1a> 
| 
<fÓrmula> eu <bound> <fÓrmula> 
I 
ed <bound> <fÓrmu1a> 
| 
eb <bound> <fÓrmu1a> 
| 
<fÓrmu1a> au <bound> <fÓrmula> 
| 
ad <bound> <fÓrmula> 
| 
ab <bound> <fÓrmula> 
| 
(<fÓrmula>) 










<c1ock><rel><c1ock> + <integer> 
| <clock><rel><integef> + <clock> 
| <integer><re1><clock> 
| 
<integer> + <clock><re1><clock> 
| 
<clock> + <integer><re1><clock> 
I 
<clock> - <c1ock><re1><integer> 
| 
<integer><re1><c1ock> - <clock> 
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C.3 CONSIDERAÇÕES GERAIS 
A versão atual da ferramenta é executada no sistema UNIX. KRONOS lê dois arquivos contendo 
um Grafo Temporizado e uma fórmula, e relata o progresso de sua evolução através de 
mensagens apresentadas na saída padrão. Os argumentos aceitos pelo KRONOS, bem como as 
formas gerais da linha de comando são apresentados a seguir: 
kronos [-s step] [-vhl arquivol [.tg] arquivo2 [.tctl] 
kronos [-s step] -£[-vh] arquivol [.tg] string 
kronos arquivol [.tg] 
onde: 
' S S Cep 
Estabelece o passo no tempo usado para avaliar as fónnulas au. Como padrão, KRONOS adota o 
passo unitário. 
-h 
Esta opção faz com que as avaliações de todas as sub-fórmulas sejam armazenadas em um 
arquivo com sufixo . log. Como padrão, KRONOS cria somente o arquivo de saída com sufixo 
. eval, com o resultado final da avaliação. Este resultado pode ser true, indicando que a fórmula 
analisada foi completamente satisfeita; false, indicando que não é possível satisfazer a fórmula 
analisada; ou uma lista de condições para que a fónnula seja satisfeita. 
'V 
Esta opção permite as informações sobre o progresso da avaliação seja relatado através da saída 
padrão. Como padrão, KRONOS não executa esta opção. 
- f 
Esta opção faz com que o arquivo aux. tctl seja criado, contendo a fórmula dada em string. 
Neste caso, o arquivo de saida será aux. eval. 
O Grafo Temporizado é lido através de arquivol, e a fórmula através de arquivoz ou pela 
entrada padrão. Os sufixos .tg e .tctl podem ser omitidos, e o arquivo de saída é 
arquivo2 . eval.
_ 
Comentários podem ser adicionados aos arquivos de entrada, bastando delimitar o texto pelos 
marcadores /* e */, como é feito na linguagem de programação C. Números são positivos 
inteiros, sem o ponto decimal. E
ANEXO D 
O SISTEMA SYNTAX 
Neste anexo, serão apresentados os conceitos básicos do Sistema SYNTAX [BD88, BD89], 
ferramenta que permite a produção de tradutores, implantada sobre UND(. 
D.1 1NTRoDUÇÃo 
O Sistema SYNTAX agrupa um conjunto de ferramentas que facilitam a concepção e a realização 
de tradutores, principalmente no domínio da compilação. Os objetivos são os mesmos 
apresentados na definição dos utilitários LEX e YACC, do UNIX [Sun88], porém, este sistema 
possui uma arquitetura mais estruturada, em particular, no tratamento de erros. 
SYNTAX compreende principalmente dos seguintes módulos: 
0 BNF: construtor da forma intema das definições sintáticas; 
0 LECL: construtor lexicográfico; - 
0 CSYNT e PRIOR: construtor sintático; 
0 SEMACT e SEMAT: construtor semântico; 
0 RECOR: módulo de tratamento de erros; 
0 TABLES_C: módulo de produção de tabelas de análise em linguagem C; 
0 ferramentas que realizam e auxiliam a análise do texto fonte. 
D.2 O INTRODUTOR SINTÁTICO - BNF 
BNF é o processador de base, que transforma as definições sintáticas para uma forma intema, 
utilizada pelo sistema. Ele trata de uma gramática independente do contexto, efetuando todas as 
verificações simples de coerência, produzindo a forma intema desta gramática (tabelas) que será 
utilizada por outros processadores, tais como CSYNT e LECL. 
A gramática de entrada é escrita em uma linguagem proxima a “Fonna de Backus-Naur”. Os 
tenninais e não-tenninais são diferenciados ao nível léxico, sendo que cada regra deve ser única. 
Um não-terminal deve ser produtivo, ou seja, ele deve conduzir à uma cadeia terminal
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+ 
(eventualmente vazia), e um não-terminal não deve derivar dele mesmo (N :>N), mas a 
recursividade é permitida. 
BNF aceita gramaticas arnbíguas, com a condição de que estas ambiguidades sejam tratadas, 
adotando-se níveis de prioridade (através de CSYNT e PRIO). É possível também associar 
predicados e ações, programados pelo autor, que pennitem o tratamento de linguagens não- 
determinísticas. 
Como exemplo, a regra termó da gramática da linguagem RT-LOTOS, apresentada no anexo B, 
deve ser representada da seguinte forma: V 
<TERM6> = <ACT> <PREFIX_0P> <TERM6> 
| 
<FACTOR> 
<ACT> = %IDENT 
| 
"[" %INTEGER "," %INTEGER "]" %IDENT 
| 
"[" %INTEGER "]" %IDENT 
<PREFIx_0P> = ”;" ; 
<E'ACTOR> = <l\TULLARY__OP> 
I 







Cada regra da gramática é composta de duas partes, separadas pelo sinal “=“. O lado esquerdo 
deverá ser sempre um não-terminal a ser definido, delimitado pelos caracteres “<“ e “>“. O lado 
direito é composto de simbolos terminais e não-temiinais, sendo que o caracter “I” representa 
uma opção do não-terminal que está sendo definido. Cada regra deve ser finalizada com um 
caracter “;”, sendo que as regras onde 0 lado direito é vazio são escritas de forma natural. Assim, 
a gramática é representada por uma lista de regras, também chamadas de produções, onde o 
primeiro não-terminal definido é assumido como sendo o axioma da gramática. 
Os símbolos terminais são classificados em dois tipos: os simbolos terminais propriamente ditos, 
que são as palavras-chave, símbolos especiais e outros, escritos exatamente como eles devem 
aparecer no texto a ser analisado, delimitados por espaços em branco ou finais de linha, sendo que 
a sua identificação deve ser feita através das aspas, ou iniciados pelo caracter “#”, também com a 
possibilidade de serem definidos ao nível sintático; e os terminais genéricos, que são os
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identíficadores que representam um conjunto teoricamente infinito de possibilidades de 
ocorrência, iniciados pelo caracter “%”, sendo que estes devem ser definidos obrigatoriamente ao 
nível léxico. 
Comentários podem ser incluidos à definição da gramática, bastando iniciar cada linha de 
comentário com o caracter “*”. Também é possível associar a semântica a cada produção da 
gramática, mas BNF tratará somente da interpretação das regras sintáticas, sendo o tratamento da 
semântica feito através de módulos específicos (SEMACT, SEMAT, TABC, YAX, etc). 
BNF gera dois arquivos de resultados: o arquivo name.bt, que contém a forma interna da 
gramática (tabelas); e 0 arquivo name.bn.l, que contém uma listagem de toda a análise feita pelo 
módulo, informando a ocorrência de possíveis erros. 
D.3 CONSTRUÇÃO DO ANALISADOR LÉXICO - LECL 
LECL é o construtor léxico do sistema SYNTAX, onde a descrição das unidades léxicas da 
linguagem são feitas sob a forma de expressões regulares. LECL utiliza também as infonnações 
contidas nas tabelas produzidas pelo módulo BNF (name.bt), sendo o resultado um autômato de 
estados finitos capaz de efetuar o reconhecimento dos terminais do nível sintático. 
O texto que descreve a estrutura do analisador léxico deve ser armazenado no arquivo name.lecl, 
contendo as expressões regulares da linguagem. No entanto, existem alguns passos preliminares à 
declaração destas expressões, que podem ser seguidos opcionahnente, com o objetivo de 
simplificar a montagem da estrutura. 
A primeira simplificação seria a definição de classes, que representam um conjunto de caracteres a 
ser identificado em um dado momento. Esta definição é iniciada pela palavra-chave Classes. 
Existem algumas classes pré-definidas pelo sistema SYNTAX, como por exemplo a classe 
LETTER, que representa todas as letras do alfabeto, maiúsculas e minúsculas. A seguir, é 
apresentado um exemplo de definições de algumas classes: 
Classes 
all_1ess_EOL = ANY - EOL; 
keyword_one = ONE; 
keyword_two = "t" "w" "o"; 
DIGIT = "0"..”9”;
Anexo D - O Sistema SYNTAX 104 
A classe a11_1ess__EoL define que será igual a classe pré-definida ANY, que representa o conjunto 
dos caracteres ASCII, menos a classe pré-definida EOL, que representa o código de final de linha. 
A classe keyword_one define a palavra-chave "ONE", sendo que as letras podem ser tanto 
maiúsculas como minúsculas. A classe keyword_two define a palavra-chave "two", mas apenas 
com letras minúsculas. E a classe DIGIT define o conjunto dos dígitos, que vão de 0 à 9. 
Outra forma de simplificar a estrutura do texto é utilizando as abreviações, que são iniciadas pela 
palavra-chave Abbreviations. Como exemplo, a definição de identificadores pode ser feita da 
seguinte forma: 
Abbreviations 
IDENTIFIER = LETTER { [T_”] (LETTER | DIGIT)}; 
Assim, um identificador é definido como sendo urna cadeia de caracteres que começa com urna 
letra do alfabeto, podendo ser seguida de ou mais caracteres “_”, letras e dígitos, terminando 
sempre com uma letra ou dígito. 
A declaração das expressões regulares é iniciada pela palavra-chave Tokens. É bom lembrar que 
todos os tenninais genéricos devem ser definidos. Assim, para os terminais genéricos dados na 
seção anterios, as seguinte definições são válidas: 
Tokens 
%INTEGER = {DIGIT}+; 
%IDENT = IDENTIFIER @Lower_Case; 
Estabelecendo que um número inteiro é constituído de um ou mais dígitos, e que um identificador 
possui o formato dado pela abreviação IDENTIFIER, sendo que as letras maiúsculas e minúsculas 
não são diferenciadas, e a ação pré-definida @Lower_case estabelece a transformação de todas as 
letras para minúsculo, após o reconhecimento. 
Em alguns casos, pode ocorrer um conflito entre duas ou mais expressões regulares, como no 
exemplo apresentado a seguir: 
Tokens 
%IDENT = LETTER { [f_”] (LETTER 
| 
DIGIT)}; 
BEHAVIOUR = B E H A V I O U R; 
Neste caso, a palavra-chave "behaviour" pode ser reconhecida tanto pela primeira expressão 
como pela segunda, ou seja, o conflito á chamado de “conflito de reduções entre expressões”. 
Para resolver tais situações, é possível definir qual expressão possui maior prioridade, bastando
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incluir a esta expressão a declaração de prioridade. 
Outro problema seria o reconhecimento de apenas uma letra do identificador. Neste caso, o 
conflito é chamado de “conflito de redução e avanço entre expressões”. 
Portanto, para resolver os conflitos acima, são acrescentadas as seguintes definições: 
Tokens 
%IDENT = LETTER { ["_”] (LETTER | DIGIT›}; 
Priority Shift > Reduce; 
BEHAVIOUR = B E H A V I 0 U R; 
Priority Reduce > Reduce; 
O segundo conflito apresentado também pode ser resolvido utilizando restrições de contexto, que 
estabelecem o que pode suceder uma expressão. 
Tokens 
%IDENT = LETTER { [”_fl] (LETTER | DIGIT)}; 
Context A11 but %IDENT;
_ 
BEHAVIOUR = B E H A V I O U R; 
Priority Reduce > Reduce; 
O texto de definições pode conter comentários, identificados através dos caracteres “--”, que 
marcam o início do mesmo. O final de um comentário será sempre o final da linha. 
LECL gera dois arquivos de resultados: o arquivo name.st, que contém as tabelas com todos os 
dados utilizados na análise léxica; e o arquivo name.lc.l, que contém uma listagem completa da 
análise feita sobre as definições, relatando os possíveis erros. 
D.4 CONSTRUÇÃO DO ANALISADOR SINTÁTICO - CSYNT E PRIO 
O módulo CSYNT é responsável pela geração do analisador sintático. Ele utiliza as tabelas 
geradas pelo módulo BNF, contendo a forma intema da gramática, e gera run analisador baseado 
em autômatos com pilhas. 
A classe de gramática aceita pelo sistema é a LALR(1). Os possíveis conflitos entre as regras da 
gramática podem ser tratados através do módulo PRIO, porém, é aconselhável procurar 
contomar tais conflitos para tomar o analisador mais simples. Em [ASU86], é apresentada uma 
maneira de modificar uma gramática de tal forma a eliminar os conflitos existentes.
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Os conflitos possíveis são: 
0 conflitos Reduce / Reduce: estes conflitos indicam que existem várias possibilidades de 
reconhecimento simultâneo dos lados da direita das regras envolvidas (reduce); e 
0 conflitos Shift / Reduce: estes conflitos indicam que é possível realizar um avanço para o 
símbolo seguinte (shift) ou uma redução da regra (reduce). 
O módulo PRIO também utiliza as tabelas geradas pelo módulo BNF, sendo que a descrição da 
gramática deverá conter a prioridade dos operadores e das regras conflitantes. A prioridade dos 
operadores é definida através das palavras-chave %left e %right, que indicam , respectivamente, 
que um dado operador possui associatividade pela esquerda ou pela direita, indicando também a 
prioridade entre os mesmos. A prioridade das regras é definida após a descrição de cada regra, 
onde a palavra-chave %prec indica qual a sua associatividade e sua prioridade, relacionando-a 
com um operador. 
Como exemplo, seja a seguinte gramática de expressões: 
<EXPR> = <EXPR> + <EXPR>; 
<EXPR> = <EXPR> - <EXPR>; 
<EXPR> = <EXPR> * <EXPR>; 
<EXPR> = <EXPR> / <EXPR>; 
<EXPR> = - <EXPR>; 
<EXPR> = 9õIDENT; 
Para resolver os conflitos existentes, as seguintes alterações são necessárias: 
%left + - 
%1eft * / 
<EXPR> = - <EXPR>; %prec * 
onde é definida a prioridade dos quatro operadores básicos da aritmética, ou seja, todos os 
operadores são associativos à esquerda, sendo que a adição e a subtração são menos prioritárias 
que a multiplicação e a divisão. A expressão *eprec * estabelece que a regra possui a mesma 
associatividade e prioridade do operador de multiplicação. 
Neste trabalho, o módulo PRIO não foi utilizado, pois todos os conflitos foram contomados, 
utilizando a abordagem apresentada em [ASU86]. 
PRIO gera como resultado o arquivo name.dt, contendo tabelas intemas de tratamento de
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ambiguidades, utilizadas pelo módulo CSYNT. 
CSYNT gera como resultado: o arquivo name.pt, que contém as tabelas para a análise sintática; e 
o arquivo name.la.l, que contém uma listagem completa da análise feita sobre as definições, 
relatando os possíveis erros. 
~ n 
D.5 CONSTRUÇAO DO ANALISADOR SEMANTICO - SEMACT E SEMAT 
Os módulos SEMACT e SEMAT representam duas formas de tratamento da semântica da 
linguagem. Eles tratam também da sintaxe da linguagem, através das funcionalidades herdadas do 
módulo BNF. 
No módulo SEMACT, o tratamento semântico é efetuado através de ações semânticas associadas 
à análise sintática, ou seja, ações são associadas às regras da gramática, sendo executadas após o 
reconhecimento do lado direito das mesmas. 
No módulo SEMAT, o tratamento semântico é efetuado através da utilização de uma árvore 
abstrata, construída na análise sintática, onde é aplicado sobre esta árvore um programa de 
avaliação dos atributos semânticos. 
Neste trabalho, foi utilizado o módulo SEMAT. Portanto, será dada uma descrição mais 
detalhada deste módulo. 
Para se obter a construção da árvore abstrata, basta modificar as definições das regras da 
gramática, colocando no final das regras um identificador do nó, delimitado por aspas. 
Como exemplo, sejam as seguintes regras: 
<OBJECT_LI ST> = <OBJECT___LI ST> , <OBJECT> ; 
<OBJECT_LI ST> = <OBJECT> ; "OBJ_S" 
<OBJECT> = . . . . . . ; ”OBJ" 
Seja ainda um texto contendo uma lista de três objetos. Então, a árvore abstrata gerada seria da 
forma mostrada na Figura D. 1. 
OBJ_S 
. . _ . _ _ _ . _ + . . . . _ . _ . _ ,
1 
l°B1ll°BJl 
Figura D.l - Exemplo de uma árvore abstrata
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Assim, a árvore abstrata não possui nenhum nó contendo informações desnecessárias à análise 
semântica, tais como: palavras-chave, delimitadores ou separadores (ex.: “, ”). 
Os atributos semânticos são associados aos nós da árvore abstrata. Um passo semântico consiste 
de um caminho nesta árvore abstrata, no sentido de cima para baixo, da esquerda para a direita, 
aproveitando-se das passagens sobre os nós para avaliar os atributos, onde vários passos podem 
ser realizados desta maneira. 
Cada nó é visitado duas vezes: 
0 na entrada de sua sub-árvore: no momento desta passagem, os atributos “herdados”do nó são 
avaliados, sendo que esta visita é chamada “Hereditária”; e 
0 na saída da sub-árvore: desta vez, os atributos “sintetizados”são avaliados, sendo que esta 
visita é chamada de “Síntese”. 
A partir de um nó, é possível acessar os nós vizinhos (se eles existirem), ou seja, o pais, os irmãos 
e os filhos deste nó. É, portanto, possível calcular um atributo do nó em função dos atributos já 
calculados dos nós vizinhos. 
As ferramentas necessárias à realização da análise semântica trabalham com a estrutura dos nós e 
com os ponteiros, que penrritem percorrer toda a árvore abstrata (sxatc e sxat_rrmgr). Todos os 
nós da árvore possuem a mesma estrutura. 
Portanto, a partir das regras da gramática, o módulo SEMAT gera o arquivo name.att, que 
contém as tabelas internas da árvore abstrata, gerando também o arquivo name.bt, através do 
módulo BNF, e o arquivo name.bn.l, que contém uma listagem da análise feita pelo módulo, 
relatando possíveis erros. . 
D.6 TRATAMENTO DE ERROS - RECOR 
O tratamento de erros efetuado pelo sistema SYNTAX é dividido em duas partes: 
0 uma tentativa de correção local do programa fonte, caso exista algum erro; e 
0 se a tentativa anterior falhar, procura-se recuperar os erros detectados, de maneira global. 
O tratamento de erros é feito somente nos níveis léxico e sintático, sendo que o reconhecimento 
dos erros de nível semântico é feito separadamente e sem nenhuma possibilidade de correção. A 
correção se baseia nos elementos léxicos da linguagem e nas regras gramaticais.
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D.7 PRODUÇAO DE TABELAS EM LINGUAGEM C - TABLES_C 
O módulo TABLES_C processa as formas intemas de análise léxica, análise sintática, análise 
semântica e análise de erros, gerando um programa escrito na linguagem C, contendo estruturas 
de dados com todas as informações necessárias ao sistema de execução para o tratamento da 
linguagem em questão. 
Portanto, o sistema SYNTAX não produz diretamente um programa executável, mas um 
conjunto de dados escritos na linguagem C, que serão compilados e ligados com os módulos do 
sistema de execução. 
D.s REALIZAÇÃO Do COMPILADOR 
A realização do compilador é obtida através da utilização de um compilador C, em particular, do 
compilador GCC da GNU. Assim, o programa de avaliação de atributos semânticos é compilado, 
juntamente com os módulos do sistema de execução (sxparser, sxscanner, sxatc, etc), necessários 
para as análises léxica, sintática e semântica, incluindo também as estruturas de dados produzidas 
pelo módulo TABLES_C e uma biblioteca do sistema (lxba.a).
