Abstract. For holomorphic functions f in the unit disk D with f (0) = 0, we prove a modulus growth bound involving the logarithmic capacity (transfinite diameter) of the image. We show that the pertinent extremal functions map the unit disk conformally onto the interior of an ellipse. We prove a modulus growth bound for elliptically schlicht functions in terms of the elliptic capacity d e f (D) of the image. We also show that the function def (rD)/r is increasing for 0 < r < 1.
Introduction
A classical theme in geometric function theory is the study of geometric or analytic properties of a holomorphic function under geometric conditions on the image of the function. The prototype for this theme is the classical lemma of Schwarz: Let f be holomorphic in the unit disk D with f (0) = 0. The geometric assumption is that the image f (D) lies in the unit disk. The conclusions are the inequality |f (0)| ≤ 1 and the modulus growth bound |f (z)| ≤ |z|. Several other conditions on f (D) have been studied. We mention some of them here. Landau and Toeplitz considered the diameter condition Diamf (D) = 2 and proved that |f (0)| ≤ 1 and Diamf (rD) ≤ 2r, 0 < r < 1; here and below rD = {|z| < r}. Burckel et al. [3] strengthened this result by showing that for a function f holomorphic in D, the function Φ Diam (r) = Diamf (rD) 2r , 0 < r < 1, is increasing. Moreover, they proved a related modulus growth bound: If f is holomorphic in D, Diamf (D) = 2, and f (0) = 0, then
the transfinite diameter (a Euclidean geometric quantity) of an infinite planar set is equal to its logarithmic capacity (a potential theoretic quantity). We refer to [7] , [8] , [14] for the basic properties of this quantity.
It follows from a theorem of Pólya (see e.g. [14, p.141] ) that if f is holomorphic in D, then |f (0)| ≤ d(f (D)). Moreover [3] , the function We will prove a related modulus growth bound involving d(f (D)). The function µ appearing in (1.3) is a well-studied special function related to the Grötzsch ring capacity. It is defined by
where K, K are the complete elliptic integrals of the first kind:
A good source for elliptic integrals and the function µ is [1] . We mention here only that µ is strictly decreasing and maps the interval (0, 1) onto (0, ∞).
Modulus growth bounds for univalent holomorphic functions f with image of given logarithmic capacity and with f (0) − 1 = f (0) = 0 have been studied in [4] . However, the condition f (0) = 1 makes the problem more complicated and gives a different flavor to that work.
Several monotonicity results for functions similar to (1.2) have been proved recently; the interested reader should look at the papers that cite the influential article [3] . Here we will prove a result that involves elliptic capacity. To introduce this notion, we need some definitions; see [6] .
The antipodal point of the point a ∈ C \ {0} is the point a * = −1/ā. The points 0 and ∞ are also antipodal. Two antipodal points in the extended complex plane C are stereographically projected onto antipodal points of the Riemann sphere. Given a set E ⊂ C, we define its antipodal set (or elliptic reflection) E * = {a * : a ∈ E}. We call a set E elliptically schlicht if E ∩ E * = ∅. At the other extreme E is said to be diametrically symmetric if E = E * . A mapping is diametrically symmetric if it is defined on an diametrically symmetric set and f (z * ) = f (z) * . A mapping is elliptically schlicht if its image is elliptically schlicht. The class of elliptically schlicht conformal mappings was introduced by H. Grunsky. We refer to [12] , [16] , [6] , [10] and references therein for various methods and results related to this class.
Let E ⊂ C be a closed elliptically schlicht set which contains infinitely many points. The elliptic transfinite diameter of E is denoted by d e (E) and is defined in the same way as the usual transfinite diameter by replacing euclidian distances by elliptic distances. The elliptic distance of a, b ∈ C is
The requirement that E is elliptically schlicht ensures that all the elliptic distances between points of E are finite. The elliptic transfinite diameter of an elliptically schlicht set in C is, by definition, the elliptic transfinite diameter of its closure. It can be proved that the elliptic transfinite diameter is equal to the elliptic capacity which is defined by minimal elliptic energy considerations; see [6] . We will, in fact, use a third equivalent definition which involves extremal length or condenser capacity; the required results will be reviewed in section 3.
is increasing. Moreover, it is strictly increasing unless
for some constants λ ∈ D and a ∈ C. If f has this form then Φ e is a constant function.
Equality holds for some r if and only if f is of the form (1.5).
(c) For every z ∈ D,
Equality holds for some z o ∈ D if and only if
for some λ ∈ D and some w o ∈ C.
For univalent functions, the inequality (1.7) appeared in [16] . The inequality with 1 in place of d e (f (D)) was proved in [11] .
We will also prove a modulus growth bound for elliptically schlicht functions. The bound will involve the elliptic capacity of the image; it is analogous to Theorem 1 with elliptic capacity in place of logarithmic capacity. We need some preparation in order to describe the extremal functions. Let w o ∈ C\{0}. Consider the doubly connected domain Ω with complementary components [0, 
.
The inequality (1.9) is equivalent to
Since f (D) is connected, we have d e (f (D)) ≤ 1. Therefore, (1.10) and the monotonicity of µ imply
This modulus growth bound for elliptically schlicht functions has been proved by T.-S. Shah [17] ; see also [9, p.125] , [12] . Equality holds in (1.11) for some z o ∈ D \ {0} if and only if f maps D conformally onto the interior of the circle Γ(1, f (z o )); in this case f has the form
for some real φ.
Proof of Theorem 1
A basic tool in the proof is the capacity of condensers. A condenser is a pair (A, K), where A is an open set in the complex plane C and K is a compact subset of A. We will denote by cap(A, K) the capacity of the condenser (A, K). Note that the capacity of the condenser (A, K) is equal to the modulus of the family of curves joining K with ∂A; see [1, p.161] . If the domain A \ K is regular for the Dirichlet problem, we can consider the harmonic function with boundary values 1 on ∂K and 0 on ∂D. This is the potential function of the condenser. If A \ K is doubly-connected, then there exists a conformal map of A \ K onto an annulus of the form {ρ < |w| < ρ −1 }. It is clear that the pre-images of the circles {|w| = r} under this conformal map are the level lines of the potential function of the condenser. We refer to [8] , [5] , [1] for more information about condensers. The Steiner symmetrization S K of a compact set K is defined similarly with the difference that γ ∩ S K is a closed segment. Also, if m 1 (γ ∩ K) = 0 but γ ∩ K = ∅, then, by definition, γ ∩ S K is the singleton ∩ γ. The set S K is a compact set, symmetric with respect to the line .
Steiner symmetrization reduces the capacity of condensers:
For more information about Steiner symmetrization, we refer to [8] , [5] .
We start the proof of Theorem 1 with the proof of the inequality (1.3). Let z ∈ D. If z = 0, then the inequality is trivially true; so we assume that z ∈ D \ {0}. We denote by [0, z] the rectilinear segment with endpoints 0 and z. Since holomorphic functions reduce the capacity of condensers (see [13] and references therein),
Let be the straight line passing through 0 and f (z). Since Steiner symmetrization reduces the capacity of condensers,
The set S f ([0, z]) is compact, connected, Steiner symmetric in , and contains the points 0 and f (z). Therefore,
By a monotonicity property of condenser capacity,
We use here a Grötzsch-type inequality which can be found in [5] ; it is essentially a basic property of the modulus of curve families (extremal length).
Steiner symmetrization reduces also the logarithmic capacity; hence
. 
The logarithmic capacity of a segment can also computed explicitly (see [14, p.134]):
Therefore (2.6) becomes
which is equivalent to (1.3).
We proceed with the proof of the equality statement. Suppose that (1.3) holds with equality for some z ∈ D \ {0}. Then the inequalities (2.1)-(2.6) become equalities. Equality in (2.1) implies that f is a conformal mapping; see [13] and references therein. Equality in (2.2) implies that f (D) is a simply connected domain, Steiner symmetric in ; see [5] and references therein. Equality in (2.4) implies that the boundary of f (D) is a level curve of the Green function for the domain C ∞ \ [0, f (z)] with pole at ∞; see [5] . By using a Joukowski-type conformal mapping, we see that such a level curve is an ellipse with foci at 0 and f (z).
Conversely, let Ω be a domain bounded by an ellipse with foci at the points 0 and w. Let f be a conformal mapping of D onto Ω with f (0) = 0. Set z = f −1 (w). It is now straightforward to show that for this f and this z, we have equality in (1.3).
Proof of Theorem 2
We denote by λ(A, B) the extremal distance between two compact disjoint sets in C. We first review some known facts on the connection of elliptic capacity with extremal length and condenser capacity. Suppose that E is a compact, connected, elliptically schlicht set in C. Let E * be its elliptic reflection which is clearly connected too. Let Ω be the (unique) component of C \ (E ∪ E * ) which borders both E and E * . We denote by λ(E, E * ) the extremal distance of the sets E and E * ; that is, λ(E, E * ) is the extremal length of the family of curves in Ω that join E with E * . We refer to [7, Chapter 4] for the basic properties of extremal distance. It follows from the results in [6] , [2] that
We will need the following special symmetrization lemma.
Lemma 1. Let K be a compact, connected, elliptically schlicht set in C and let A be an elliptically schlicht domain containing K. Let K be the closed disk centered at the origin and having radius equal to d e (K). Let A be the open disk centered at the origin and having radius equal to d e (A). Then
(3.2) cap(A, K) ≥ cap(A , K )
with equality if and only if the boundary of A is a level curve for the potential function of the condenser ( C \ K * , K).
Proof. It suffices to prove that
By a basic property of extremal distance [7, p.135] ,
By the definition of K and A , we have
and similarly
Now (3.3) follows from (3.5)-(3.8).
If we have equality in (3.2), then we have equality in (3.4) . Therefore ([5, p.9], [9, p.22]), the boundary of A is a level curve for the potential function of the condenser ( C \ K * , K). The converse is proved similarly.
The proof of Theorem 2 will be given in five parts. Part 1. In Part 1 we will prove that the function Φ e is increasing under the additional assumption that f (0) = 0.
For 0 < ρ < 1, we denote by G ρ the complement of the unbounded complementary component of f (ρD); namely, G ρ is the simply connected domain that we obtain if we fill up the holes of f (ρD). We also set L ρ = G ρ (closure in C) and
. Consider the doubly connected domain Ω ρ with complementary components L ρ and L * ρ . Clearly, Ω ρ is diametrically symmetric. Let 0 < r < s < 1. Since holomorphic functions reduce the capacity of condensers (see [13] and references therein),
Since f is continuous, f (rD) ⊃ f (rD). Also f (sD) ⊂ G s . Therefore, by the domain monotonicity of condenser capacity,
By the definition of condenser capacity (that involves the Dirichlet integral), 
Since g is diametrically symmetric on the doubly connected domain Ω r and Ω s ⊂ Ω r , we have (see [6, p.323 
The inequalities (3.9)-(3.14) imply
For annular condensers, In this part we continue to assume that f (0) = 0 and prove that the function Φ e is strictly increasing unless f (z) = λz for some constant λ ∈ D, in which case Φ e is a constant function.
Suppose that Φ e (r) = Φ e (s) for some 0 < r < s < 1. Then we have equality in (3.9) and therefore (see [13] ) and references therein) f is univalent in sD. We also have equality in (3.13) which comes from Lemma 1. By the equality statement of Lemma 1,
Hence the function g • f maps the annulus {r < |z| < s} onto the annulus {d r < |w| < d s } and each circle {|z| = ρ}, r < ρ < s, onto a circle centered at the origin. By the annulus theorem [15, Ch. 9] ,
Recall that, by its definition, g −1 is a univalent function in the annulus {d r < |w| < d −1 r }. Since f is defined and holomorphic in D, the equality (3.18) extends g −1 to a holomorphic function in the disk {|w| < d −1 r }. By the argument principle the extended g −1 remains univalent. We further
r . We thus obtain a univalent function g −1 : C → C with g −1 (0) = 0, g −1 (∞) = ∞. It follows that g −1 (w) = bw for some complex constant b. By (3.18),
Therefore,
Hence |b| = 1. Note also that d s ≤ s because (by the monotonicity of Φ e proved in Part 1),
We set λ = bd s /s and infer from (3.19) that f (z) = λz with |λ| ≤ 1.
Part 3. In this part we prove part (a) of the theorem in its general form. Set a := f (0) ∈ C and consider the linear fractional transformation
This is a diametrically symmetric function and an elliptic isometry [16] . The function T • f is holomorphic in D and T • f (0) = 0. It is also elliptically schlicht as the composition of a diametrically symmetric and an elliptically schlicht function. So we can apply Part 1 of this proof and conclude that the function
is increasing. But T , as elliptic isometry, preserves the elliptic transfinite diameter. Hence Φ T e = Φ e and so Φ e is increasing. Suppose that Φ e (r) = Φ e (s) for some 0 < r < s < 1. Then, by Part 2 of this proof, T • f (z) = λz for some constant λ ∈ D. Hence
Conversely, if f has this form, then it follows easily that Φ e ≡ |λ|.
Part 4
We prove part (b) of the theorem. Fix 0 < r < 1. By (a) which we have already proved,
and this implies (1.6). The equality statement in (b) follows from the strict monotonicity statement in (a). Elementary calculations show that (4.7) is equivalent to (1.9).
Suppose now that (1.9) holds with equality for some z o ∈ D \ {0}. Then for this z o , the inequalities (4.1), (4.2), (4.3) become equalities. Equality in (4.1) implies that f is univalent (see [13] ). Equality in (4.2) implies that f (D) is circularly symmetric with respect to the ray α; see [5] and references therein. Equality in w o ) . Then, by looking at the proof of (1.9) above, it is straightforward to show that (1.9) holds with equality.
