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Introduction to Configuration Path Integral
Monte Carlo
T. Schoof, S. Groth and M. Bonitz
Abstract In low-temperature high-density plasmas quantum effects of the electrons
are becoming increasingly important. This requires the development of new theoret-
ical and computational tools. Quantum Monte Carlo methods are among the most
successful approaches to first-principle simulations of many-body quantum systems.
In this chapter we present a recently developed method—the configuration path in-
tegral Monte Carlo (CPIMC) method for moderately coupled, highly degenerate
fermions at finite temperatures. It is based on the second quantization representa-
tion of the N-particle density operator in a basis of (anti-)symmetrized N-particle
states (configurations of occupation numbers) and allows to tread arbitrary pair in-
teractions in a continuous space.
We give a detailed description of the method and discuss the application to elec-
trons or, more generally, Coulomb-interacting fermions. As a test case we consider
a few quantum particles in a one-dimensional harmonic trap. Depending on the
coupling parameter (ratio of the interaction energy to kinetic energy), the method
strongly reduces the sign problem as compared to direct path integral Monte Carlo
(DPIMC) simulations in the regime of strong degeneracy which is of particular im-
portance for dense matter in laser plasmas or compact stars. In order to provide a
self-contained introduction, the chapter includes a short introduction to Metropolis
Monte Carlo methods and the second quantization of quantum mechanics.
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1 Introduction
Interacting fermionic many-body systems are of great interest in many areas of
physics. These include atoms and molecules, electron gases in solids, partly ionized
and dense plasmas in strong laser fields, and astro-physical plasma or the quark-
gluon plasma [1, 2, 3, 4, 5, 6]. In these systems the quantum behavior of the electrons
(and, at high density, also of the ions) plays an important role. Similar relevance of
quantum effects is observed in low-temperature plasmas at atmospheric pressure, in
particular, when the plasma comes in contact with a solid surface. For the quantum
treatment of electrons in the latter case, see the chapter by Heinisch et al.
Thermodynamic properties of these system can only be calculated with huge dif-
ficulties if long range interactions as well as degeneracy of the quantum particles be-
come important. Many models and approximations exist, including quantum hydro-
dynamics (QHD), cf. the chapter by Khan et al. in this book, but these are often in-
accurate or not controllable. For that reason first-principle computer-simulation are
of great importance. Among the most successful methods for the simulation of in-
teracting many-body quantum systems are the density functional theory (DFT) [7],
many-body theories like, e.g. Green functions [8, 9, 10], and quantum Monte Carlo
(QMC) methods. Nevertheless, the ab initio simulation of fermions is still an un-
solved problem.
The main idea of finite-temperature QMC methods is based on the description of
the system in terms of the Feynman path integral [11]. In this formulation a quan-
tum system in thermodynamic equilibrium can be described by classical paths in
an effective “imaginary time”. While, in principle, exact results can be obtained for
arbitrary large particle numbers for bosons [12, 13], Monte Carlo (MC) methods for
fermions suffer from the so-called fermion sign problem [14, 15], which leads to
exponentially increasing statistical errors in dependence of the particle number. The
mathematical reason for this is the alternating sign of the terms that contribute to the
expectation values due to the antisymmetry of the fermionic wave function under
particle permutations. The physical origin is the Pauli principle. There exist several
approaches to reduce or even avoid the sign problem. The fixed-nodes path integral
Monte Carlo approximation can be considered as one of the most successful meth-
ods for highly degenerate systems like warm dense matter [16, 17, 18, 19]. It uses the
knowledge about the nodal surface structure of a trial density matrix to completely
avoid the sign problem. However, the choice of the trial density matrix introduces
systematical errors that are difficult to estimate. Another approach is the multi-level-
blocking algorithm [20]. Exact direct path integral Monte Carlo (DPIMC) calcula-
tions are also possible with the use of several optimizations [21, 22] but this is
possible only for sufficiently high temperature (moderate degeneracy).
In this chapter we will present a different approach—the configuration path in-
tegral Monte Carlo (CPIMC) method [23]. The main idea of this approach is to
evaluate the path integral not in configuration space (as in DPIMC), but in second
quantization. This leads to paths in Slater determinant space in occupation number
representation instead of paths in coordinate space. The idea is based on the continu-
ous time path integral method [24, 25], which is widely used for lattice models such
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as the Hubbard model, see [26], and for impurity models, see [27]. These models
are described by simplified Hamiltonians where the interaction is typically of short-
range. However, for many systems, in particular plasmas, the long-range Coulomb
interaction is of central importance. In this chapter we will show how the CPIMC
idea can be used to calculate thermodynamic properties of plasmas or, more gener-
ally, spatially continuous fermionic systems with arbitrary pair interactions.
The chapter will start with a short introduction to Metropolis Monte Carlo meth-
ods and an advanced description of the estimation of statistical errors. We will then
introduce the formalism of the second quantization as far it is needed to understand
the presented algorithm and give a short overview over the equations of statisti-
cal quantum physics that describe the thermodynamics of the systems of interest
in equilibrium. In the main part we will derive the underlying formulas of CPIMC
in detail and give a complete description of the MC algorithm. At the end of the
chapter a demonstrative application of the method to a one-dimensional system of
Coulomb-interacting fermions in a harmonic trap will be discussed.
2 Monte Carlo
In the first section of this chapter, the Metropolis algorithm, which has been de-
veloped by Metropolis et. al. in 1953 [28], shall be explained in a fairly general
form. The next section, where we will briefly illustrate how to estimate the error of
quantities computed with the Metropolis algorithm, is based on [29]. We mention
that similar Monte Carlo methods are used also in the chapters by Thomsen et al.
(classical Metropolis MC) and Rosenthal et al. (kinetic MC) of this book.
2.1 Metropolis algorithm
Our ultimate goal is the computation of thermodynamic properties of quantum
many-body systems in equilibrium. However, the following considerations are com-
pletely general and are valid for classical and quantum systems. In the classical case,
we only have to remove the operator heats of the observables. Regardless of the cho-
sen ensemble, expectation values of observables Oˆ are always of the form
〈Oˆ〉=
∫
∑
C
O(C)
W (C)
Z
with Z =
∫
∑
C
W (C) . (1)
The partition function Z is given by the sum over all weights W (C), where the multi-
variable C defines exactly one contribution to the partition function, i.e. one specific
weight. Moreover, we refer to the multi-variable C as a configuration or a microstate
of the system. Such a configuration is generally defined by a set of discrete and/or
4 T. Schoof, S. Groth and M. Bonitz
continuous variables, which is why the symbol
∫
∑
C
was introduced in (1) denoting
the integration or summation over all these variables. Further, O(C) denotes the
value of the observable in the configuration C. We can interpret P(C) = W (C)Z as the
probability of the system to be in the configuration C if and only if the weights W (C)
are always real and positive. Hence, the expectation value of an observable [Eq. (1)]
is given by the sum over all possible values of the observable O(C) weighted with
its corresponding probability.
The difference between classical and quantum systems as well as the choice of
the ensemble (microcanonical, canonical or grand canonical ensemble) enter in the
actual form of the weights and in the set of variables necessary to define a configura-
tion. [In Chap. 1 by Thomsen et al., Metropolis Monte Carlo of a classical system in
the canonical ensemble is described.] For a quantum system, the partition function
is given by the trace over the N−particle density operator ρˆ discussed in detail in
Sec. 4 below:
Z = Tr ρˆ . (2)
Each choice of a different basis in which the trace is performed leads to a differ-
ent Monte Carlo algorithm. For example, performing the trace in coordinate space
results in the DPIMC method [12], whereas the occupation number representation
yields the CPIMC method described in Sec. 5 and [23].
Now we will continue with the general consideration of the Metropolis algorithm
for quantum and classical systems. Using the Metropolis algorithm, one can gener-
ate a sequence of configurations Ci which are distributed with probability P(Ci).
However, P(Ci) involves the partition function Z (normalization of the distribution),
that is typically very hard to compute. To avoid this problem, one defines a transition
probability v(Ci→Ci+1) for the system that characterizes the transition into the con-
figuration Ci+1 starting from Ci. To ensure that the configurations Ci are distributed
with P(Ci), the transition probability has to fulfill the detailed balance condition1:
P(Ci)v(Ci→Ci+1) = P(Ci+1)v(Ci+1→Ci) . (3)
A possible solution of this equation is given by
v(Ci→Ci+1) = min
[
1,
P(Ci+1)
P(Ci)
]
= min
[
1,
W (Ci+1)
W (Ci)
]
. (4)
Now the algorithm works as follows. Suppose the system is in the configuration Ci.
A Monte Carlo step then consists of proposing a certain change of the configuration
converting it into Ci+1. After that, a random number from [0,1) is generated, and
the transition probability is calculated according to Eq. (4). If the random number
is smaller than v(Ci→Ci+1), then the change (Monte Carlo step) is accepted. Oth-
erwise, the system stays in the previous configuration, i.e. it is Ci+1 = Ci. Starting
1 In fact, there are weaker conditions on the transition probabilities, but in practice, one uses the
detailed balance.
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from an arbitrary configuration C0, after some steps, the configurations will be dis-
tributed with P(C) forming a so-called Markov chain. We refer to the number of
steps which are necessary for the initial correlations to vanish as the equilibration
time.
In addition to the detailed balance, we have to make sure the transition probabil-
ities are ergodic, i.e. it must be possible to reach every configuration with W (C)> 0
in a finite number of steps. In practice, one will usually need a few different Monte
Carlo steps to ensure the ergodicity. These steps address different degrees of free-
dom of the configurations, which, of course, depend on the actual form of the parti-
tion function, Eq. (1). Furthermore, in the majority of cases, it will be more efficient
not to propose every change of the configuration with equal probability. Therefore,
we split the transition probability into a sampling probability T (Ci→Ci+1) and an
acceptance probability A(Ci→Ci+1) for that specific change, i.e. it is
v(Ci→Ci+1) = A(Ci→Ci+1)T (Ci→Ci+1) . (5)
Inserting this factorization into the detailed balance, one readily obtains the solution
for the acceptance probability
A(Ci→Ci+1) = min
[
1,
T (Ci+1→Ci)W (Ci+1)
T (Ci→Ci+1)W (Ci)
]
. (6)
This generalization is also called the Metropolis Hastings algorithm. The algorithm
is most efficient if the acceptance probability is about 50%. A suitable choice of the
sampling probability can help optimizing the acceptance probability.
Once we have generated a Markov chain of length NMC via the Metropolis algo-
rithm, a good estimator for the expectation value of an observable is given by
〈Oˆ〉 ≈ 1
NMC
NMC
∑
i=1
O(Ci) =: O , (7)
which directly follows from Eq. (1) and the fact that all configurations Ci in the
Markov chain are distributed with P(Ci).
Unfortunately, the weight W (C) is not always strictly positive, so we can not
always interpret W (C)Z as a probability. Especially for systems of fermions, there
are many sources of sign changes in the weights. However, we can still apply the
Metropolis algorithm if we define a new partition function
Z′ :=∑
C
|W (C)| , (8)
and rewrite the expectation values as follows:
〈Oˆ〉= ∑C O(C)W (C)
∑C W (C)
=
1
Z′ ∑C O(C)S(C)|W (C)|
1
Z′ ∑C S(C)|W (C)|
=
〈OˆS〉′
〈S〉′ , (9)
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where S(C) = sgn[W (C)] denotes the sign of the weight. Obviously, the expectation
value of Oˆ in the physical system, described by the partition function Z, is equivalent
to the expectation value of OˆS divided by the expectation value of the sign (average
sign), both averaged in the primed system described by Z′, cf. Eq. (8). For that
system, we can generate a Markov chain if we simply insert the modulus of the
weights |W (C)| in Eq. (6) when computing the acceptance probability. Combining
Eq. (7) and (9), we obtain an expression for the estimator of the observable in the
real system:
〈Oˆ〉 ≈ ∑
NMC
i=1 O(Ci)S(Ci)
∑NMCi=01 S(Ci)
=:
OS ′
S ′
= O. (10)
Thus, we actually simulate the primed system and calculate quantities of the physi-
cal system via Eq. (10).
2.2 Error in the Monte Carlo simulation
Estimating the errors of quantities computed with the Metropolis algorithm is not a
trivial task. First, we consider the case of strictly positive weights, where the estima-
tor of an observable is given by Eq. (7). It is reasonable to interpret the values of the
observable in each configuration of the Markov chain as a series of measurements.
The estimator O, which is obtained by averaging over all measurements, fluctuates
statistically around the true expectation value 〈Oˆ〉. The error of the arithmetic mean
of a measurement series of length NMC is defined by
∆O =
σO√
NMC
, (11)
where σO is the standard deviation which, for uncorrelated measurements, can be
estimated by
σO =
√√√√ 1
(NMC−1)
NMC
∑
i=0
(Oi−O)2 , with Oi = O(Ci). (12)
Certainly, the “measurement” series obtained from the Markov chain is correlated,
since we generate each configuration from the previous one. The correlation of these
configurations can be measured by the integrated auto-correlation time
τint,O =
1
2
+
NMC
∑
k=1
OiOi+k−O2
σ2O¯
, (13)
with OiOi+k =
1
NMC
NMC
∑
i=1
OiOi+k .
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The auto-correlation of the measurements enhances the statistical error by a factor
of
√
2τint,O, i.e. it is
∆Oauto = ∆O
√
2τint,O =
σO¯√
NMC
√
2τint,O =
σO¯√
Neff
. (14)
Therefore, if we have generated a Markov-chain of length NMC, we have effectively
gained only NMC2τint,O uncorrelated measurements. To keep the correlation small, effi-
cient Monte Carlo steps are essential, which change many degrees of freedom of
the configurations simultaneously while still having an acceptance ratio of about
50%. In practice, acceptance ratios are much smaller than 50%, and one therefore
performs a certain number of Monte Carlo steps (a cycle) before again measuring
the observables.
Things become more complex if the weights are not strictly positive. In that case,
we have expressed quantities of the physical system by quantities of the primed
system, Eq. (10). We simulate the primed system and calculate the r.h.s. of Eq. (10)
to obtain O. The measurements of the quantities OS ′ and S ′ are not only auto-
correlated but also cross-correlated with each other. The relative statistical error can
be estimated according to (cf. [29])
∆Oauto,cross
O
=
√√√√(∆OS ′
OS ′
)2
+
(
∆S ′
S ′
)2
− 2
NMC
OSS ′−OS ′ S ′
OS ′ S ′
2τint,OS,S , (15)
where we have the statistical errors of OS ′ and S ′
∆OS ′ =
√
(OS)2
′− (OS) ′
2
NMC
2τint,OS ,
∆S ′ =
√
S2
′−S ′ 2
NMC
2τint,S , (16)
each enhanced by their individual auto-correlation time and in the last term the
integrated cross-correlation time
τint,OS,S =
1
2
+
NMC
∑
k=1
OiSiSi+k
′−OS ′ S ′
OSS ′−OS ′ S ′
, with OiSiSi+k
′
=
1
NMC
NMC
∑
i=1
OiSiSi+k .
Assuming we are working in the canonical ensemble, then, from the definition of
the partition function and the average sign, cf. Eq. (9), it immediately follows that
S ′ ≈ 〈S〉′ = Z
Z′
= e−βN( f− f
′) ≤ 1 , (17)
where β is the inverse temperature, N the particle number, and f (′) the free energy
per particle in the physical (primed) system. Combining Eqs. (15) and (17) yields
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∆Oauto,sign
O
∝
1
S ′
√
NMC
≈ 1√
NMC
eβN( f− f
′) . (18)
The relative error of an observable grows exponentially with the product of the parti-
cle number, the inverse temperature and the difference of the free energy per particle
in the physical and the primed system. Unfortunately, the error can only be reduced
with the square root of the number of Monte Carlo samples (measurements). There-
fore, the value of the average sign of a given system determines if one can compute
reliable quantities via the Metropolis algorithm for that system. This severe limita-
tion is called the (fermion) sign problem. In practice, an average sign of the order
≈ 10−3 is the limit for reliable Monte Carlo simulations. Also, one should be aware
that even the sign itself has a statistical error of the form (14). Besides, we note that
the proportionality (17) can be obtained by a simple Gaussian error propagation of
O, cf. Eq. (10).
The sign problem is strongly dependent on the actual representation of the par-
tition function, cf. Eq. (1). For some special systems, the sign problem can be cir-
cumvented by a specific choice of the representation [30, 31], but a general solution
is highly unlikely, since it has been shown to be NP-complete [15].
3 Second quantization
Second quantization refers to the introduction of creation and annihilation opera-
tors for the description of quantum many-particle systems. Thereby, not only the
observables are represented by operators but also the wave functions, in contrast
to the standard formulation of quantum mechanics (correspondingly called “first”
quantization), where only the observables are represented by operators. The proper
symmetry properties of the bosonic (fermionic) many-particle states are automati-
cally included in the (anti-)commutation relations of the creation and annihilation
operators. Simultaneously, also observables can be expressed by these operators.
This unifying picture of quantum mechanics is often advantageous when it comes
to the description of many-particle systems.
Since CPIMC makes extensive use of the second quantization of quantum me-
chanics, a brief introduction will be given in this section, where we will focus on
those aspects which are necessary for the comprehension of the method. Especially
the derivation of the crucial Slater-Condon rules shall be outlined. For a detailed
introduction to the second quantization see e.g. [32].
3.1 (Anti-)Symmetric many-particle states
We consider a system of N identical, ideal (i.e. not interacting) quantum particles
which is described by the Hamiltonian Hˆ0. For an ideal system, the Hamiltonian can
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be written as a sum of one-particle Hamiltonians:
Hˆ0 =
N
∑
α=1
hˆα , (19)
hˆα =
pˆ2α
2m
+ vˆα , (20)
where pˆα denotes the momentum operator and vˆα the operator of the potential en-
ergy of the particle α in an external field. Thus, the subscript α indicates that those
operators are acting on states from the one-particle Hilbert spaceHα of the particle
α . We imply that the solutions of the eigenvalue problem
hˆ |i〉= εi |i〉 , with i ∈ N0 (21)
are known. The one-particle states |i〉 form a complete orthonormal system (CONS)
of the one-particle Hilbert space. Further, we assume the states are arranged accord-
ing to their one-particle energy, i.e. εi ≤ ε j for all i≤ j. In general, the one-particle
states are spin orbitals, i.e. |i〉 ∈Hcoord⊗Hspin with the tensor product of the co-
ordinate and spin Hilbert space. Hence, the wave function 〈rσ |i〉 = (〈r | 〈σ |) |i〉 =
φi(r,σ) depends on both the coordinate r and the spin projection σ of the particle.
In the case of an ideal system, the solution of the N−particle eigenvalue problem
Hˆ0 |Ψ〉= E |Ψ〉 (22)
can be constructed from products of one-particle states:
|i1i2 . . . iN〉= |i1〉1 |i2〉2 . . . |iN〉N . (23)
The many-body Hilbert space of N particlesH N =
⊗N
α=1Hα is thus given by the
tensor product of one-particle Hilbert spaces. The states |i1i2 . . . iN〉 form a basis of
H N , and the used notation indicates that particle α is in the state |iα〉.
Apart from some special exceptions as e.g. Axions, only totally symmetric or
antisymmetric states with respect to arbitrary two-particle exchanges are physically
realized, i.e. states with
|. . . iα . . . iβ . . .〉± =±|. . . iβ . . . iα . . .〉 ∀α,β . (24)
Particles that are described by symmetric states (upper sign) are called bosons and
those with antisymmetric states (lower sign) fermions. The reason for this sym-
metry of N−particle states lies in the indistinguishability of the quantum particles,
whereby physical properties of the system cannot change under particle exchange.
The spin-statistics-theorem states that fermions have half-integer and bosons integer
spin.
Totally (anti-)symmetric states can be constructed from the product states (23)
by summing up all N! permutations of N particles:
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|i1i2 . . . iN〉± =
1
N ∑P∈SN
(±1)PPˆ |i1〉1 |i2〉2 . . . |iN〉N , (25)
where Pˆ is the N−particle permutation operator that can be constructed from a
composition of two-particle exchanges. The normalization factorN is given by
N =

√
N!∏∞i=0 ni , for bosons,
√
N! , for fermions,
(26)
where ni denotes the number of one-particle states |i〉 in the product state. The her-
mitian operator Sˆ(Aˆ)
Sˆ/Aˆ =
1
N ∑P∈SN
(±1)PPˆ , (27)
is referred to as the (anti-)symmetrization operator. For fermions, the sign of each
summand is determined by the number of two-particle exchanges P in the permuta-
tion operator Pˆ . Further, arbitrary (anti-)symmetric states can be constructed from
linear combinations of these (anti-)symmetric states, Eq. (25). Therefore, they form
a basis in the (anti-)symmetric Hilbert spaceH N± ⊂H N . The operator (N /N!)Sˆ or
(N /N!)Aˆ is a projection operator on the respective subspace, it is Sˆ2 = (N!/N )Sˆ
and Aˆ2 = (N!/N )Aˆ, respectively and also SˆAˆ = 0.
In coordinate-spin representation, the anti-symmetric product states of fermions
can be written as determinants (called Slater determinants):
Ψ(x1, . . . ,xN)− =
1
N!
∣∣∣∣∣∣∣∣∣
φi1(x1) φi2(x1) · · · φiN (x1)
φi1(x2) φi2(x2) · · · φiN (x2)
...
...
...
φi1(xN) φi2(xN) · · · φiN (xN)
∣∣∣∣∣∣∣∣∣ . (28)
For bosons, one obtains instead permanents. From this representation of antisym-
metric states it becomes obvious that there is none with a one-particle state occurring
twice in the product state, for a determinant with two equal columns vanishes. This
is also known as the famous Pauli principle. For bosons, there is no such restriction.
3.2 Occupation number representation
Due to the (anti-)symmetrization of the many-particle states (25), such states are
entirely characterized by the occurrence frequency of each one-particle state in the
product state. The number of particles ni in the one-particle state |i〉 is called the
occupation number (of the i-th state/orbital). Since the complete set of occupation
numbers, denoted with {n}, defines an (anti-)symmetric many-particle state, we can
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also write
|i1 . . . iN〉± ≡ |n0n1n2 . . .〉=: |{n}〉 , (29)
with
ni ∈
{
N0 , for bosons
{0,1} , for fermions .
The order of the occupation numbers equals the order of the one-particle states in the
product state, which can be arbitrary but must remain fixed for further calculations.
The Pauli principle for fermions is automatically included in the restriction on the
occupation numbers to be either zero or one.
If we only consider many-particle states with fixed particle number, N =∑∞i=0 ni,
then the states |{n}〉 form a CONS of the (anti-)symmetric N−particle Hilbert space
N N± with the orthogonality relation
〈{n}|{n¯}〉=
∞
∏
i=0
δni,n¯i =: δ{n},{n¯} , (30)
and the completeness relation
∑
{n}
|{n}〉〈{n}|δ∑i ni,N = 1ˆN . (31)
To shorten the notation, we introduced the following abbreviation:
∑
{n}
:=
∑
∞
n0=0∑
∞
n1=0 · · · , for bosons
∑1n0=0∑
1
n1=0 · · · , for fermions
. (32)
In practical simulations, one has to work with a finite number of one-particle orbitals
NB. This equals the approximation
∑
{n}
≈
∑
∞
n0=0∑
∞
n1=0 · · ·∑∞nNB=0, for bosons
∑1n0=0∑
1
n1=0 · · ·∑1nNB=0, for fermions
. (33)
Given a certain one-particle basis, each antisymmetric state |{n}〉 can be uniquely
identified with a Slater determinant (28). The relations (30) and (31) are consistent
with the respective relations for determinants. For that reason, it is common to also
refer to the states |{n}〉 as Slater determinants.
Now we drop the restriction of a fixed number of particles. The inner product
in Eq. (30) is still well defined for states with different particle numbers; only the
completeness relation is slightly modified
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∑
{n}
|{n}〉〈{n}|= 1ˆ . (34)
The states |{n}〉 thereby form a CONS in the so-called Fock space F± =H 0⊕
H 1⊕H 2± . . ., which contains (anti-)symmetric states of varying particle number.
Consequently, any state of the Fock space can be written as a linear combination of
the Slater determinants |{n}〉:
|Ψ〉=∑
{n}
c{n} |{n}〉 . (35)
For example, if we consider a general Hamiltonian of interacting particles
Hˆ = Hˆ0+Wˆ , (36)
where we added the interaction operator Wˆ to the ideal Hamiltonian Hˆ0, then the
solution |Ψ〉 of the eigenvalue problem
Hˆ |Ψ〉= E |Ψ〉 , (37)
can in general not be written in terms of a single Slater determinant |{n}〉 but will
be of the form (35). Besides, those states do not necessarily have a defined particle
number. Furthermore, the Slater determinant without any particles |00 . . .〉 = |{0}〉
is the vacuum state that is normalized to one according to Eq. (30) and also belongs
to the Fock space (The vacuum state should not be confused with the zero vector).
Finally, we could have chosen any arbitrary, complete one-particle set {|ν〉} in
the definition of the states |{n}〉, cf. Eq. (29). Since from the states |{n}〉 it is not
clear which one-particle basis has been used for the quantization, one usually has to
explicitly specify the chosen basis.
3.3 Creation and annihilation operators
The introduction of creation and annihilation operators, which induce transitions be-
tween states of different particle number, is of crucial importance for the formalism
of the second quantization. Originally, these operators have been constructed for the
description of the harmonic oscillator (so-called ladder operators). In the following
bosons and fermions will be treated separately.
3.3.1 Bosons
In the bosonic case, the action of the creation and annihilation operators on sym-
metric states in the occupation number representation is defined by
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aˆ†i |n0n1 . . .ni . . .〉=
√
ni+1 |n0n1 . . .ni+1 . . .〉 , (38)
aˆi |n0n1 . . .ni . . .〉=
√
ni |n0n1 . . .ni−1 . . .〉 , (39)
where the prefactors ensure the correct normalization. Apparently, the annihilation
operator vanishes for ni = 0. Hence, the creation and annihilation operators are not
hermitian but pairwise adjoint. The bosonic creation and annihilation operators ful-
fill the commutation relations
[aˆ†i , aˆ
†
j ] = [aˆi, aˆ j] = 0,
[aˆi, aˆ
†
j ] = δi, j , (40)
with the commutator [Aˆ, Bˆ] = AˆBˆ−BˆAˆ. Using the creation operator, we can construct
arbitrary states of the form (29):
|{n}〉= 1√
∏i ni!
( ∞
∏
i=0
(aˆ†i )
ni
)
|{0}〉 . (41)
Of particular interest is the hermitian occupation number operator of the i−th orbital
nˆi = aˆ
†
i aˆi . (42)
Its action is given by
nˆi |{n}〉= ni |{n}〉 , (43)
and the eigenvalues are simply the occupation numbers ni of the i−th orbital. Simi-
larly, we have the total particle number operator
Nˆ =
∞
∑
i=0
nˆi , (44)
with the total particle number N of the state as its eigenvalue
Nˆ |{n}〉= N |{n}〉 . (45)
Consequently, the states |{n}〉 are common eigenstates of the occupation number
operator, the particle number operator and the ideal Hamilton operator (if we choose
the ideal one-particle basis (21) for the quantization).
3.3.2 Fermions
For fermions, the states have to be antisymmetric. A definition of the fermionic
creation and annihilation operators which satisfies this condition is given by
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aˆ†i |{n}〉= (1−ni)(−1)α{n},i |. . . ,ni+1, . . .〉 ,
aˆi |{n}〉= ni(−1)α{n},i |. . . ,ni−1, . . .〉 , (46)
where the sign is determined by
α{n},i =
i−1
∑
l=0
nl . (47)
The sign is positive if the number of particles in the one-particle states before the
i−th state is even (with respect to the chosen order) and negative if it is odd. Further,
the prefactors ensure that the creation (annihilation) operator vanishes if the orbital i,
where the particle shall be created (annihilated), is already occupied (unoccupied),
and so the definition also includes the Pauli principle. In contrast to the bosonic
commutation relations, for fermions, the creation and annihilation operators fulfill
the three anti-commutation relations:
{aˆ†i , aˆ†j}= {aˆi, aˆ j}= 0 ,
{aˆi, aˆ†j}= δi, j (48)
with the anti-commutator being defined as {Aˆ, Bˆ} = AˆBˆ+ BˆAˆ. When it comes to
the algebraic treatment of physical systems, the only difference between the second
quantization for bosons and for fermions lies in the difference of the commutation
relation (40) and anticommutation relation (48). For example, from the first anti-
commutation relation directly follows that (aˆ†i )
2 = 0, i.e. doubly occupied orbitals
do not exist in the case of fermions. As a consequence of the non-commutativity of
the fermionic creation and annihilation operators, we have to make sure the ordering
of the creation operators equals the chosen order of the orbitals when constructing
an arbitrary state from the vacuum states according to
|{n}〉=
( ∞
∏
i=0
(aˆ†i )
ni
)
|{0}〉 . (49)
The formulas for the occupation number operator and the particle number operator
(42)-(44) remain unchanged for fermions.
For further calculations, we will need the matrix elements of the creation and
annihilation operators
〈{n}|aˆ†k |{n¯}〉= (−1)α{n},kδ k{n},{n¯}δnk,1δnk,n¯k+1 ,
〈{n}|aˆk|{n¯}〉= (−1)α{n},kδ k{n},{n¯}δnk,0δnk,n¯k−1 ,
δ k{n},{n¯} : =
∞
∏
i=0
i 6=k
δni,n¯i . (50)
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These follow directly from the definitions (46). Evidently, the creation and annihila-
tion operators are defined with respect to a certain one-particle basis {|i〉}, the basis
that we chose for the quantization. The transformation of the creation and annihila-
tion operators to a different basis {|ν〉} can be performed as follows:
aˆ†ν =
∞
∑
i=0
〈i|ν〉 aˆ†i , (51)
aˆν =
∞
∑
i=0
〈ν |i〉 aˆi . (52)
For example, choosing spin-coordinate space for the quantization, i.e. |ν〉= |x〉 ,x=
{r,σ}, leads to the so-called field operators
Ψˆ †(x) := aˆ†x =
∞
∑
i=0
〈i|x〉 aˆ†i =
∞
∑
i=0
φ ∗i (x)aˆ
†
i , (53)
Ψˆ(x) := aˆx =
∞
∑
i=0
〈x|i〉 aˆi =
∞
∑
i=0
φi(x)aˆi . (54)
The field operator Ψˆ †(x) creates and Ψˆ(x) annihilates a particle at the space point r
with spin projection σ .
3.4 Operators in second quantization
Arbitrary first quantized operators can be expressed in the second quantization via
the creation and annihilation operators. In the following, we will consider this rep-
resentation for the one- and two-particle operators. For fermions, in particular, we
will give the expressions for the corresponding matrix elements of the interaction
potential, which leads to the Slater-Condon-rules.
3.4.1 One-particle operators
Though somewhat misleadingly, it is common to refer to the N−particle operator
Bˆ1 =∑
α
bˆα , (55)
that is a sum of true one-particle operators bˆα as a “one-particle operator”, too. In
second quantization, that operator takes the following form:
Bˆ1 =
∞
∑
i, j=1
bi jaˆ
†
i aˆ j, (56)
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with the one-particle integrals
bi j = 〈i|bˆ| j〉=
∫
dxφ ∗i (x)b(x)φ j(x) , (57)
where the integration over x = {r,σ} includes an integration over the space coordi-
nate and a summation over the spin. As usual, we have assumed local operators in
coordinate space. From the matrix elements of the creation and annihilation opera-
tors (50), we readily obtain the matrix elements of the one-particle operators (56):
〈{n}|aˆ†l aˆk|{n¯}〉= ∑
{n′}
〈{n}|aˆ†l |{n′}〉〈{n′}|aˆk|{n¯}〉
= ∑
{n′}
(−1)α{n′},l+α{n¯},kδ l{n},{n′}δ k{n′},{n¯}δn′l ,0δnl ,1δn¯k,1δn′k,0 . (58)
Via case differentiation we can simplify this to
〈{n}|aˆ†l aˆk|{n¯}〉=
{
(−1)α{n},l+α{n¯},kδ kl{n},{n¯}δnl ,1δn¯k,1δn¯l ,0δnk,0, k 6= l
nlδ{n},{n¯}, k = l
. (59)
Inserting this into Eq. (56) and rearranging the sums with respect to terms with k = l
and k 6= l yields
〈{n}|Bˆ1|{n¯}〉= δ{n},{n¯}
∞
∑
k=0
bkknk
+
∞
∑
k=1
∞
∑
l=1
l 6=k
blk(−1)α{n},l+α{n¯},kδ kl{n},{n¯}δnl ,1δn¯k,1δn¯l ,0δnk,0 . (60)
The first term only gives a contribution if both Slater determinants are equal; thus,
these are the diagonal elements of the matrix. The second term does not vanish only
if the right and left state differ in exactly two occupation numbers while conserving
the total particle number.
Let |{n}pq〉 be the N−particle state that one obtains from the state |{n}〉 if one
particle is removed from the q−th orbital and added to the p−th orbital, i.e. for
q < p it is
|{n}pq〉= |. . . ,nq−1, . . . ,np+1, . . .〉 . (61)
Using this notation, we can rewrite the matrix elements of a one-particle operator of
the form (56) in a compact way:
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〈{n}|Bˆ1|{n¯}〉=

∞
∑
k=1
bkknk, {n}= {n¯}
bpq(−1)
max(p,q)−1
∑
l=min(p,q)+1
nl
, {n}= {n¯}pq
0, else
. (62)
Thereby, we have expressed the matrix elements of a second quantized one-particle
operator (56) by the one-particle integrals (57).
3.4.2 Two-particle operators
In analogy to the one-particle operators, general two-particle operators of the form
Bˆ2 = 12 ∑
N
α 6=β=1 bˆα,β take the following form in second quantization:
Bˆ2 =
1
2
∞
∑
i, j,k,l=1
bi jkl aˆ
†
i aˆ
†
j aˆl aˆk . (63)
Note the exchange of the orbital indices of the annihilation operators and the two-
particle integrals, which is important for fermions due to the non-commutativity of
the creation and annihilation operators. The two-particle integrals are given by
bi jkl = 〈i j|bˆ|kl〉=
∫
dx
∫
dyφ ∗i (x)φ
∗
j (y)b(x,y)φk(x)φl(y) . (64)
The following considerations are restricted to fermions only. For the most interesting
case of the pair interaction operator Wˆ , one can take advantage of the fact that the
interaction is symmetric under particle exchange, i.e. w(x,y) = w(y,x), and real, i.e.
w∗(x,y) = w(x,y). Hence, for the two-particle integrals, we have
wi jkl = w jilk , (65)
w∗i jkl = wkli j . (66)
Using these symmetries, we can bring the interaction operator into a more suitable
form:
Wˆ =
∞
∑
i=1
∞
∑
j=i+1
∞
∑
k=1
∞
∑
l=k+1
w−i jkl aˆ
†
i aˆ
†
j aˆl aˆk , (67)
where we have introduced the antisymmetric two-particle integrals w−i jkl = wi jkl −
wi jlk. Obviously, there are only terms with i < j and k < l. Therefore, we end up
with six different cases to be considered:
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Wˆ = ∑
i=1
∑
j=i+1
w−i ji j aˆ
†
j aˆ
†
i aˆiaˆ j +∑
i=1
∑
j=i+1
∑
l=i+1
l 6= j
w−i jil aˆ
†
j aˆ
†
i aˆiaˆl
+∑
i=1
∑
j=i+1
j−1
∑
k=1
k 6=i
w−i jk j aˆ
†
j aˆ
†
i aˆkaˆ j +∑
i=1
∑
j=i+1
i−1
∑
k=1
w−i jki aˆ
†
j aˆ
†
i aˆkaˆi
+∑
i=1
∑
j=i+1
∑
l= j+1
w−i j jl aˆ
†
j aˆ
†
i aˆ jaˆl +∑
i=1
∑
j=i+1
∑
k=1
k 6=i, j
∑
l=k+1
l 6=i, j
w−i jkl aˆ
†
j aˆ
†
i aˆkaˆl . (68)
For each of these cases, one readily computes the matrix elements 〈{n}|aˆ†j aˆ†i aˆkaˆl |{n¯}〉.
Rearranging of the terms finally yields
〈{n}|Wˆ |{n¯}〉= δ{n},{n¯}
∞
∑
i=1
∞
∑
j=i+1
w−i ji jnin j
+
∞
∑
p=1
∞
∑
q=1
δ pq{n},{n¯}δnp,1δn¯p,0δnq,0δn¯q,1
·
∞
∑
i=1
w−ipiq(−1)α{n},i+α{n¯},i+α{n},p+α{n¯},qΘ(i, p,q)ni
+
∞
∑
p=1
∞
∑
q=p+1
∞
∑
r=1
∞
∑
s=r+1
δ pqrs{n},{n¯}δnp,1δn¯p,0δnq,1δn¯q,0δnr ,0δn¯r ,1δns,0δn¯s,1
·w−pqrs(−1)α{n},p+α{n},q+α{n¯},r+α{n¯},s ,
(69)
with
Θ(i, p,q) =

−1, p < i < q, or q < i < p
0, i = p or i = q
1, else
. (70)
Thus, there are three different contributions to the matrix elements. These are the
Slater-Condon-rules [32], which can be rewritten as follows:
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Wˆ{n},{n¯} := 〈{n}|Wˆ |{n¯}〉= Wˆ I{n},{n¯}+Wˆ II{n},{n¯}+Wˆ III{n},{n¯} ,
Wˆ I{n},{n¯} = δ{n},{n¯}
∞
∑
i=0
∞
∑
j=i+1
w−i ji jnin j ,
Wˆ II{n},{n¯} =
∞
∑
p,q=1
δ pq{n},{n¯}δnp,1δn¯p,0δnq,0δn¯q,1 ∑
i=0
i 6=p,q
w−ipiq(−1)∑
max(p,q)−1
l=min(p,q)+1 nl ni ,
Wˆ III{n},{n¯} =
∞
∑
p=1
∞
∑
q=p+1
∞
∑
r=1
∞
∑
s=r+1
δ pqrs{n},{n¯}δnp,1δn¯p,0δnq,1δn¯q,0δnr ,0δn¯r ,1δns,0δn¯s,1
·w−pqrs(−1)∑
q−1
l=p nl+∑
s−1
l=r n¯l .
(71)
The first term only gives a contribution if both states are equal and the second if
left and right state differ in exactly two orbitals. In contrast, the third term is not
vanishing only if both states differ in exactly four orbitals. In all cases, the left and
right state must have the same particle number. All other matrix elements vanish.
Collecting the obtained results, we finally end up with
〈{n}|Wˆ |{n¯}〉=

∑∞i=0
∞
∑
j=i+1
w−i ji jnin j, {n}= {n¯}
∑ i=0
i 6=p,q
w−ipiq(−1)∑
max(p,q)−1
l=min(p,q)+1 nl ni, {n}= {n¯}pq
w−pqrs(−1)∑
q−1
l=p nl+∑
s−1
l=r n¯l , {n}= {n¯}p<qr<s
0, else
. (72)
Thereby, |{n}p<qr<s 〉 is the N−particle state that one obtains from |{n}〉 if a particle is
added to the orbitals |p〉 and |q〉 each, with p < q, and removed from the orbitals |r〉
and |s〉, with r < s.
4 The density operator
The density operator ρˆ is of extreme importance for the description of thermody-
namic properties of quantum many-particle systems. While in standard quantum
mechanics a quantum system is described by a certain state |Ψ〉, this does not apply
to a quantum system at a finite temperature (e.g. a system in a thermostate). In this
case, in principle, all possible states may be observed with a certain probability, i.e.
the system is in an ensemble of states or in a “mixed state”. For an ensemble of
possible many-particle states {|Ψi〉}, the density operator (which replaces the wave
function in the previous case of a “pure” state) is defined as
ρˆ =∑
i
P(|Ψi〉) |Ψi〉〈Ψi| . (73)
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The sum goes over all states of the ensemble, and P(|Ψi〉) is the real, positive prob-
ability to observe the state |Ψi〉. The matrix representation of ρˆ in an arbitrary N-
particle basis {|Φi〉} is called the density matrix 〈Φ |ρˆ|Φ〉. Further, it is hermitian,
i.e. ρˆ† = ρˆ , and positive semi-definite, i.e. 〈Φi|ρˆ|Φi〉 ≥ 0 for arbitrary states |Φi〉.
The probabilities obey the normalization ∑i P(|Ψi〉) = 1, which corresponds to
Tr ρˆ =∑
i
〈Φi|ρˆ|Φi〉= 1 , (74)
where the trace can be evaluated in an arbitrary N-particle basis. The most important
feature of the density matrix is that we can compute the expectation value of any
observable via
〈Oˆ〉= Tr(Oˆρˆ) . (75)
It is always Tr ρˆ2 ≤ 1, and for a mixed ensemble this expression is strictly smaller
than 1. For a pure state |Ψ〉, the density operator becomes a projection operator
with ρˆ2 = ρˆ and (75) turns into the standard quantum mechanical average 〈Oˆ〉 =
〈Ψ |Oˆ|Ψ〉. The entropy of the system can be defined as
S =−〈ln ρˆ〉 . (76)
Hence, the density operator contains the whole thermodynamic information of the
system.
In the canonical ensemble, characterized by the particle number N, the tempera-
ture T and the volume V of the system, the density operator takes the form
ρˆ(N,β ,V ) =
1
Z(N,β ,V )
e−β Hˆ , (77)
with the inverse temperature β = 1T (we use kB = 1). The normalization factor Z is
the partition function
Z(N,β ,V ) = Tre−β Hˆ . (78)
For most of the physical quantities, the whole information about the N-particle den-
sity operator is not required. Instead, it is sufficient to know the partition function.
Another crucial quantity of the canonical ensemble is the free energy
F(N,β ,V ) =−T lnZ . (79)
Most of the physical quantities can also be derived from the free energy, e.g. for the
total energy and the heat capacity at constant volume we have
〈Hˆ〉=−T 2 ∂
∂T
F
T
∣∣∣∣
N,V
=− ∂
∂β
lnZ
∣∣∣∣
N,V
, (80)
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and
CV =
∂
∂T
〈Hˆ〉
∣∣∣∣
V
. (81)
For a system of constant temperature T , chemical potential µ and volume V , we
use the density operator of the grand canonical ensemble
ρˆ(β ,µ,V ) =
1
Z(β ,µ,V )
e−β (Hˆ−µNˆ), (82)
with the grand canonical partition function
Z(β ,µ,V ) = Tre−β (Hˆ−µNˆ) , (83)
and the grand canonical potential
Ω(β ,µ,V ) =−T lnZ. (84)
For example, the average particle number and the total energy can be computed
according to
〈Nˆ〉=− ∂
∂µ
Ω
∣∣∣∣
β ,V
, 〈Hˆ〉= ∂
∂β
βΩ
∣∣∣∣
βµ,V
. (85)
In second quantization, the one-particle density matrix is of particular importance:
di j := 〈aˆ†i aˆ j〉= Tr aˆ†i aˆ jρˆ . (86)
With the representation of one-particle operators in second quantization (56), we
can apparently calculate all one-particle quantities from the knowledge of the one-
particle density matrix:
〈Oˆ〉=
∞
∑
i, j=0
oi j Tr aˆ
†
i aˆ jρˆ =
∞
∑
i, j=0
oi jdi j . (87)
In addition, the diagonal elements of the one-particle density matrix are the average
occupation numbers of the orbitals, i.e. 〈nˆi〉 = dii. For both the canonical and the
grand canonical ensembles, the elements of the one-particle density matrix can be
obtained from the partition function. In the canonical ensemble it is
di j =
1
Z
Tr aˆ†i aˆ j e
−β
(
∑
pq
hpqaˆ
†
paˆq+ ∑
p<qr<s
w−pqrsaˆ
†
paˆ
†
qaˆsaˆr
)
=− 1
β
∂
∂hi j
lnZ . (88)
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This relation also holds in the grand canonical ensemble. Moreover, using the defi-
nition of the field operators (54), we can compute the average particle density via
n(r) =∑
σ
〈Ψˆ †(x)Ψˆ(x)〉=∑
σ
∞
∑
i, j=0
φi(x)∗φ j(x)di j . (89)
5 Configuration path integral Monte Carlo in the interaction
representation
In this section, first, an expansion of the partition function suitable for a CPIMC al-
gorithm shall be derived. Next, we will show how to obtain the estimators of physi-
cal quantities and explain the used Monte Carlo steps in detail. Finally, some results
will be shown for a one-dimensional system of Coulomb-interacting electrons in a
harmonic trap.
5.1 Expansion of the partition function
From now on, we will only consider fermions in the canonical ensemble. Hence,
the partition function is given by (78). There are many different ways to expand this
expression. First, we have to choose a certain basis in which we evaluate the trace,
and second, there are quite a few possibilities to factorize the density operator. Each
combination of basis and factorization will lead to a different, more or less efficient2,
Monte Carlo algorithm. For example, we could choose coordinate space and use the
Trotter formula [33], [34]:
eβ Hˆ = lim
n→∞
(
e
β
n Hˆ0e
β
n Wˆ
)n
. (90)
In that case, we have to antisymmetrize the density operator which yields the
DPIMC method [12]. We could also perform the trace in occupation number repre-
sentation, which will automatically ensure the correct symmetrization. In combina-
tion with the standard expansion of the exponential function
ex =
∞
∑
k=0
xk
k!
, (91)
we would end up with the method called Stochastic Series Expansion [35].
Here, we follow a different approach based on the ideas of N.V. Prokof’ev et
al. [25] and[36]. First, we split the Hamiltonian Hˆ into a diagonal part Dˆ and an
2 Efficient with respect to a certain system with fixed parameters to be simulated, i.e. currently,
there is no method suitable for all systems.
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off-diagonal part Yˆ , i.e. for an arbitrary basis {|α〉} it is
〈α|Hˆ|α ′〉=
{
〈α|Dˆ|α〉= Dα,α , if α = α ′
〈α|Yˆ |α ′〉= Yα,α ′ , if α 6= α ′
. (92)
Second, we switch to the interaction picture in imaginary time with respect to Dˆ and
make use of the well-known identity3
e−β Hˆ ≡ e−β DˆTˆτ e−
∫ β
0 Yˆ (τ)dτ , with Yˆ (τ) = eτDˆYˆ e−τDˆ, τ ∈ (0,β ) , (93)
where the action of the time-ordering operator Tˆτ on two arbitrary operators Aˆ(τ1)
and Bˆ(τ2) is defined by
Tˆτ [Aˆ(τ1)Bˆ(τ2)] =
{
Aˆ(τ1)Bˆ(τ2) , if τ1 > τ2
Aˆ(τ2)Bˆ(τ1) , if τ2 > τ1
. (94)
Next, we expand the exponential function of the off-diagonal operator:
Tˆτe−
∫ β
0 Yˆ (τ)dτ =
∞
∑
K=0
∫ β
0
dτ1 . . .
∫ β
0
dτK
(−1)K
K!
Tˆτ [Yˆ (τ1)Yˆ (τ2) · . . . · Yˆ (τK)] (95)
=
∞
∑
K=0
∫ β
0
dτ1
∫ β
τ1
dτ2 . . .
∫ β
τK−1
dτK(−1)KYˆ (τK)Yˆ (τK−1) · . . . · Yˆ (τ1) .
In the first line, each integral goes from 0 to β . Since the time-ordering operator al-
ways arranges those off-diagonal operators with the latest times to the left, for each
K, there are K! equal terms. Therefore, we can eliminate the time-ordering opera-
tor by canceling the K!, modifying the integral borders and arranging the operator
product in such a way that it is already time-ordered.
Combining Eq. (78), (93) and (96) yields
Z =
∞
∑
K=0
∑
{n}
∫ β
0
dτ1
∫ β
τ1
dτ2 . . .
∫ β
τK−1
dτK
(−1)Ke−β Dˆ{n} 〈{n}|Yˆ (τK)Yˆ (τK−1) · . . . · Yˆ (τ1)|{n}〉 , (96)
where we chose the occupation number representation to perform the trace, i.e. in
Eq. (92) it is |α〉 = |{n}〉. Now we insert K − 1 unit operators of the form 1ˆ =
∑{n(i)} |{n(i)}〉〈{n(i)}| in between the off-diagonal operators. By definition of the
interaction picture, cf. Eq. (93), the resulting matrix elements are of the form
3 In this notation, operators in the interaction and the Schro¨dinger picture differ only concerning
the presence of a time argument.
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〈{n(i)}|Yˆ (τK)|{n( j)}〉= 〈{n(i)}|eτK DˆYˆ e−τK Dˆ|{n( j)}〉
= e
τKD{n(i)}Y{n(i)},{n( j)}e
−τKD{n( j)} . (97)
After rearranging all factors and taking into account that Y{n(i)},{n(i)} ≡ 0, we finally
end up with
Z(N,V,β ) =
∞
∑
K=0,
K 6=1
∑
{n},
={n(0)}={n(K)}
∑
{n(1)},
6={n(0)}
. . . ∑
{n(K−1)},
6={n(K−2)}6={n(K)}
β∫
0
dτ1
β∫
τ1
dτ2 . . .
β∫
τK−1
dτK
(−1)K exp
{
−
K
∑
i=0
D{n(i)}(τi+1− τi)
}
K−1
∏
i=0
Y{n(i)},{n(i+1)} =:
∫
∑
C
W (C) ,
(98)
where the boundary conditions {n} = {n(0)} = {n(K)}, τ0 = 0 and τk+1 = β hold.
For the CPIMC Monte Carlo algorithm, this representation of the partition function
is used. Hence, we can identify the introduced weights W and configurations C of
Sec. 2 in the following way. A contribution to the partition function is uniquely
defined by the number of kinks K, K kink times τi and K Slater determinants which
are realized in between the kinks:
C = {K,τ1,τ2, . . . ,τK ,{n(0)},{n(1)}, . . . ,{n(K−1)}} . (99)
Thus, the weights defined by Eq. (98) are given by
W
(
C = {K,τ1,τ2, . . . ,τK ,{n(0)},{n(1)}, . . . ,{n(K−1)}}
)
= (100)
(−1)K exp
{
−
K
∑
i=0
D{n(i)}(τi+1− τi)
}
K−1
∏
i=0
Y{n(i)},{n(i+1)}.
Such configurations can also be visualized as β−periodic paths in imaginary time.
As an example, Fig. 5.1 shows a possible path. Each horizontal line corresponds to a
diagonal matrix element in the weight of that configuration [cf. Eq. (100)], whereas
vertical lines correspond to off-diagonal elements.
In addition to the correct statistics included in the occupation number represen-
tation, this expansion of the partition function yields paths that are continuous in
imaginary time. This is different to DPIMC, where the corresponding paths are
discrete and one has to ensure the convergence of the discretization by perform-
ing several simulations for the same system parameters but different discretizations
(different numbers of “time slices”). For this reason, the presented CPIMC method
belongs to the so-called continuous time QMC methods. A different, independent
derivation of (98), that is based on the Trotter Formula, was given in [23] where the
notion configuration PIMC was introduced.
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Fig. 1 Possible path in imaginary time. Horizontal lines correspond to diagonal matrix elements,
whereas vertical lines correspond to off-diagonal elements.
Further, since we have only expanded the exponential function of the off-
diagonal operator [cf. Eq. (96)], this representation of the partition function is noth-
ing but a perturbation expansion with respect to the off-diagonal matrix elements.
Hence, if we choose the ideal basis for the quantization, it is indeed a perturbation
expansion with respect to the interaction.
Combining the Slater-Condon-rules (72) and Eq. (62), the matrix elements of the
diagonal and off-diagonal operator are calculated according to4
D{n(k)} =
∞
∑
i=1
biin
(k)
i +
∞
∑
i=0
∞
∑
j=i+1
w−i ji jn
(k)
i n
(k)
j , (101)
and
Y{n(k)}{n(l)} =

(
bpq+
∞
∑
i=0
i6=p,q
w−ipiqn
(k)
i
)
(−1)∑
max(p,q)−1
m=min(p,q)+1 n
(k)
m , {n(k)}= {n(l)}pq
w−pqrs(−1)∑
q−1
m=p n
(k)
m +∑s−1m=r n
(l)
m , {n(k)}= {n(l)}p<qr<s
0, else.
(102)
Obviously, only those configurations (paths) contribute to the partition function (98)
in which consecutive Slater determinants differ in either two or one orbitals, since
otherwise the off-diagonal matrix elements vanish. Moreover, there are three sources
of sign changes in the weights meaning that the fermion sign problem (see Sec. 2.2)
survives. First, an increment of the number of kinks changes the sign due to the
factor (−1)K . Second, we have a phase factor in the off-diagonal matrix elements
4 Due to the finite number of one-particle states in a practical simulation, the sums will not go up
to infinity but to NB, the number of orbitals used in the simulation.
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(102) and third, the one and two particle integrals can have positive and negative
signs.
5.2 Estimators for many-particle observables
The simplest way to obtain the estimators (cf. Sec. 2) is to use the thermodynamic
relations of Sec. 4 between the partition function and the observables. Sometimes
those trivial estimators can be numerically unstable, and one has to use different
estimators, e.g. in DPIMC the virial estimator for the energy [37]. In CPIMC, the
trivial estimators are numerically stable.
Starting with the energy, we have to compute 〈Hˆ〉 = − 1Z ∂Z∂β with the partition
function (98). Since both the integrand and the integral borders in (98) depend on
the inverse temperature β , we substitute ti = τiβ and dτi = βdti yielding
Z(N,V,β ) =
∞
∑
K=0,
K 6=1
∑
{n},
={n(0)}={n(K)}
∑
{n(1)},
6={n(0)}
. . . ∑
{n(K−1)},
6={n(K−2)}6={n(K)}
1∫
0
dt1
1∫
t1
dt2 . . .
1∫
tK−1
dtK
(−β )K exp
{
−β
K
∑
i=0
D{n(i)}(ti+1− ti)
}
K−1
∏
i=0
Y{n(i)},{n(i+1)} .
(103)
Now the integral limits are independent of β (ti ∈ [0,1]) and we can easily perform
the differentiation:
〈Hˆ〉= 1
Z
∞
∑
K=0,
K 6=1
∑
{n},
={n(0)}={n(K)}
∑
{n(1)},
6={n(0)}
. . . ∑
{n(K−1)},
6={n(K−2)}6={n(K)}
1∫
0
dt1
1∫
t1
dt2 . . .
1∫
tK−1
dtK
[
−KβK−1+βK
K
∑
i=0
D{n(i)}(ti+1− ti)
]
× (−1)K exp
{
−β
K
∑
i=0
D{n(i)}(ti+1− ti)
}
K−1
∏
i=0
Y{n(i)},{n(i+1)} , (104)
and, after substituting back, we obtain the estimator for the total (internal) energy
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〈Hˆ〉= 1
Z
∞
∑
K=0,
K 6=1
∑
{n},
={n(0)}={n(K)}
∑
{n(1)},
6={n(0)}
. . . ∑
{n(K−1)},
6={n(K−2)}6={n(K)}
β∫
0
dτ1
β∫
τ1
dτ2 . . .
β∫
τK−1
dτK
[
−K
β
+
K
∑
i=0
D{n(i)}
(τi+1− τi)
β
]
W (C). (105)
Thus, the energy of a configuration C= {K,τ1,τ2, . . . ,τK ,{n(0)},{n(1)}, . . . ,{n(K−1)}}
is given by
E(C) =
[
−K
β
+
K
∑
i=0
D{n(i)}
(τi+1− τi)
β
]
. (106)
It is worth mentioning that the contribution of the off-diagonal elements of the
Hamiltonian to the total energy is given only by the number of kinks multiplied by
the temperature. On the other hand, the form of the diagonal contribution is reason-
able as well. It is the sum of all diagonal elements of all realized Slater determinants
weighted with the relative length.
According to Eq. (81), the estimator for the heat capacity takes the following
form:
CV =
1
T 2
1
Z
∞
∑
K=0
K 6=1
∑
{n}
={n(0)}={n(K)}
∑
{n(1)}
6={n(0)}
. . . ∑
{n(K−1)}
6={n(K−2)},6={n(K)}
∫ β
0
dτ1
∫ β
τ1
dτ2 . . .
∫ β
τK−1
dτK
[(
1
β
K
∑
i=0
D{n(i)}(τi+1− τi)−
K
β
−〈H〉
)2
− K
β 2
]
W (C) .
(107)
Other important quantities are the one-particle density matrix and, in particular, its
diagonal elements–the average occupation numbers. Using Eq. (88), one readily
computes the corresponding estimators:
dpq =
1
Z
∞
∑
K=0
K 6=1
∑
{n}
={n(0)}={n(K)}
∑
{n(1)}
6={n(0)}
. . . ∑
{n(K−1)}
6={n(K−2)},6={n(K)}
∫ β
0
dτ1
∫ β
τ1
dτ2 . . .
∫ β
τK−1
dτK
(
− 1
β
K−1
∑
i=0
〈{n(i)}|aˆ†paˆq|{n(i+1)}〉
Y{n(i)},{n(i+1)}
)
W (C)+ 〈nˆp〉δpq , (108)
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〈nˆp〉= 1Z
∞
∑
K=0
K 6=1
∑
{n}
={n(0)}={n(K)}
∑
{n(1)}
6={n(0)}
. . . ∑
{n(K−1)}
6={n(K−2)},6={n(K)}
∫ β
0
dτ1
∫ β
τ1
dτ2 . . .
∫ β
τK−1
dτK
(
1
β
K
∑
i=0
n(i)p (τi+1− τi)
)
W (C) . (109)
The average occupation of the p−th orbital in the configuration C
np(C) =
K
∑
i=0
n(i)p
(τi+1− τi)
β
, (110)
is nothing but the average of the occupation of the p−th orbital over realized Slater
determinants, again weighted with the relative length of the path on which the de-
terminant is realized.
5.3 CPIMC procedure: Monte Carlo steps
When developing a Monte Carlo algorithm, the most difficult task lies in the con-
struction of a good set of Monte Carlo steps that is most efficient while simultane-
ously ensuring the ergodicity. In the program, we start from an initial configuration
with zero kinks. Thus, the path consists of only one Slater determinant realized from
0 to β , i.e. it is C0 = {0,{n0}}. If we simulate N particles, then we populate the first
N one-particle orbitals of |{n(0)}〉 while the remaining (NB−N) orbitals are ini-
tially unoccupied. Now we need a sufficient number of Monte Carlo steps that allow
for sampling of the whole configuration space (all possible paths) in an acceptable
amount of computation time. As a consequence of the summation constraint in the
partition function (98), configurations with only a single kink are forbidden. Hence,
to reach configurations with more than zero kinks, we will not only need a step in
which a single kink is added but also a step in which two kinks are added at once.
Obviously, we also need a step that changes the occupation of the realized Slater
determinants. One might expect that an implementation of a step that swaps the oc-
cupation of an occupied and an unoccupied orbital of a determinant (one-particle
excitation) is sufficient. Actually, it can be shown that for a fixed number of kinks
the configuration space separates into subspaces, and hence, ergodicity is not ful-
filled [38]. Meaning, if we only use the one-particle excitation, we will be stuck in
a certain subspace, which results in wrong expectation values. The number of sepa-
rated subspaces for a fixed number of kinks can be reduced by the implementation
of a two particle excitation.
Since the off-diagonal elements vanish if the two determinants differ in more
than four orbitals (cf. Eq. (102)), a step in which three particles are excited will in
most cases be rejected.
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Since we cannot exclude that a separation of the configuration space occurs for
a variable number of kinks (thus destroying ergodicity of our procedure), we assign
a so-called virtual weight to certain forbidden paths. This is achieved by setting
each off-diagonal matrix element Y{n}{n¯} < Ymin = 10−10, with {n} = {n¯}p<qr<s to a
fixed virtual weight YV . Thereby, the subspaces of the configuration space become
connected via the forbidden configurations. If all forbidden paths are neglected in
the calculation of the expectation values, then these will still be correct. During the
equilibration time of the Markov process, the virtual weight will be determined in
such a way that between 70 to 90% off all configurations in the Markov chain are
allowed. As a consequence, the runtime of the program increases by up to 30%
by the use of virtual weights. On the other hand, the autocorrelation time of those
configurations contributing to the measurements is reduced, and so the extended
runtime is partially compensated.
A particular step to remove a kink is not needed. Whenever a determinant, after
a one- or two-particle excitation has been applied to it, equals its left or right neigh-
boring determinant (in imaginary time), the corresponding kink will be removed.
Besides, a particular step to remove kinks would have a factor in its acceptance
probability that decreases with the basis size NB.
Finally, we need a step to shift the position of a kink (in imaginary time). In fact,
this step might not be necessary for the ergodicity, since we can remove a certain
kink and add it at a different time. However, a particular step in which a kink is
shifted helps reducing the autocorrelation time.
In the following, the Monte Carlo steps shall be explained in detail following
[38] and [23]. As an illustration, Fig. 2 shows the changes in the path for each step.
Nevertheless, the β−periodicity has not been taken into account explicitly. Instead
there are two intervals [0,τ1] and [τK ,β ] which are both assigned to the same Slater
determinant:
1. Change state:
i. Randomly select one of the NS states |{n(i)}〉 of the path. For a configura-
tion without kinks (K = 0) it is NS = 1, else NS = K.
ii. Select randomly either a) a one-particle or b) a two-particle excitation
a) Randomly select one of the N occupied and one of the NB−N unoccu-
pied one-particle orbitals. Invert the occupation of both orbitals.
b) Randomly select two of the N occupied and two of the NB−N unoccu-
pied one-particle orbitals. Invert the occupation of selected orbitals.
iii. If K ≥ 2, check the following two cases:
A) If for a new many-particle state |{n(i)′}〉 |{n(i)′}〉= |{n(i−1)}〉 or |{n(i)′}〉=
|{n(i+1)}〉
=⇒ Remove the corresponding kink.
B) If for a new many-particle state |{n(i)′}〉 |{n(i)′}〉 = |{n(i−1)}〉 and
|{n(i)′}〉= |{n(i+1)}〉
=⇒ Remove both kinks.
If none of the above cases applies or if K = 0, then
C) the number of kinks remains unchanged.
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Fig. 2 Visualization of the Monte Carlo steps. All pictures only show the relevant part of the path
in continuous imaginary time. Dashed lines indicate the new path after the step has been performed.
Thick lines mark the part of the path that will be removed. a) Step 1: Change state (determinant).
The selected state is at |{n(i)}〉. b) Step 2: Shift kink. The selected kink is at τi. Possible new kink
positions are in between the kinks τi−1 (not shown) and τi+1. c) Step 3: Add pair of kinks. The
selected interval is [τi,τi+1]. d) Step 4: Add single kink. The added kink is at τa, and the selected
interval is [τi,τi+1].
2. Shift kink
i. Randomly select one of the K kinks with time τi.
ii. Randomly select a new kink position τ ′i from the interval [τi−1,τi+1], where
τi−1 and τi+1 are the times of the adjacent kinks. Hence, the ordering of the
kinks remains unchanged.
3. Add pair of kinks
i. Randomly select one of the K+1 intervals [τi,τi+1].
ii. Randomly select two new kink positions within the interval τa < τb ∈
[τi,τi+1].
iii. Change the state on the interval [τa,τb] as for MC move 1:
Select randomly either a) a one-particle or b) a two-particle excitation
a) Randomly select one of the N occupied and one of the NB−N unoccu-
pied one-particle orbitals. Invert the occupation of both orbitals.
b) Randomly select two of the N occupied and two of the NB−N unoccu-
pied one-particle orbitals. Invert the occupation of the selected orbitals.
4. Add a kink
Introduction to Configuration Path Integral Monte Carlo 31
i. Randomly select one of the K kinks with time τi.
ii. Randomly choose the interval [τi−1,τi] or [τi,τi+1] for the new kink to be
added.
iii. Randomly select the new kink position τa in the chosen interval.
iv. Depending on the interval, change the state on the interval [τa,τi] or [τi,τa]
as for step 1:
Select randomly either a) a one-particle or b) a two particle excitation
a) Randomly select one of the N occupied and one of the NB−N unoccu-
pied one-particle orbitals. Invert the occupation of both orbitals.
b) Randomly select two of the N occupied and two of the NB−N unoccu-
pied one-particle orbitals. Invert the occupation of selected orbitals.
These four steps are selected with a kink-dependent probability. If K = 0, only
steps 1 and 3 are selected with the probabilities pcs and padd2, respectively. In all
other cases also the steps 2 and 4 are possible with the probabilities psk and padd1.
Then, the probabilities pcs and padd2 are adjusted. In the implementation which was
used to produce the results of Sec. 6 all currently possible steps are equally selected.
5.4 Acceptance probabilities of the Monte Carlo steps
When determining the acceptance probabilities from the detailed balance (cf. Eq.
(3) and (6)), one only has to solve the detailed balance for pairs of Monte Carlo
steps that yield the original configuration when performed consecutively. In addi-
tion, the weight (100) divided by the partition function is a true probability only
with respect to the number of kinks and Slater determinants, but with respect to the
kink times, it is a probability density. Only after multiplying with the infinitesimal
kink times dτi, the latter becomes a true probability with respect to the kink times.
For steps that change the number of kinks, this would result in an infinitely large or
vanishing acceptance probability, as some of the dτi do not cancel in the fraction of
the weights. Fortunately, it was shown that one can simply treat the weights divided
by the partition function as probabilities with respect to the kink times. This leads
to finite acceptance probabilities while still being mathematically correct, see e.g.
[36].
Instead of giving the detailed balance for all steps, we will rather explain how
to set up and the solve the detailed balance for one specific step, and simplify the
obtained result of the acceptance probability so that it can actually be implemented.
We choose step 3 of Sec. 5.3 (add pair of kinks). The detailed balance for this step
takes the following form:
padd2(C)
1
K+1
2
(τi+1− τi)2 E|W (C)|A(C→C
′) = pcs(C′)
1
K′
E|W (C′)|A(C′→C) ,
(111)
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where the weights W (C) are defined by Eq. (100) and A(C→C′) is the acceptance
probability of the step that converts the configuration C with K kinks into the con-
figuration C′ with K′ = K + 2 kinks. The sampling probability to add two specific
kinks consists of the product of the probabilities to
• select step 3 (padd = 12 , if K = 0 and 14 else): padd2 .• select one of the K+1 intervals of the configuration C, where the two kinks shall
be added: 1K+1 .• select two new kink times τa and τb from the chosen interval [τi,τi+1]. Since there
are two possibilities of the time ordering of the two randomly selected times, and
since we will name the smaller one τa, we have to add an additional factor 2:
2
(τi+1−τi)2
• choose one of the two possible changes of the determinant |{n(i)}〉: E. For one-
particle excitation it is
E = E1 =
1
2
1
N
1
(NB−N) , (112)
where the factor 12 is the probability to choose the one-particle excitation and
1
N
1
(NB−N) , the probability to select one of the occupied and one of the unoccupied
orbitals. Analogously, for the two-particle excitations, it is:
E = E2 =
1
2
1
N
1
(N−1)
1
(NB−N)
1
(NB−N−1) . (113)
The sampling probability to propose exactly that change which transfers the con-
figuration C′ back to the configuration C consists of the product of the probabilities
to
• select step 1 (change state): pcs, where pcs = 12 if K′ = 0 and 14 else. Since K′ =
K+2 6= 0, it is pcs(C′)≡ 14 .
• select one of the K′ = K+2 Slater determinants of the configuration C′: 1K′
• choose exactly that excitation which transfers |{n(i)′}〉 into |{n(i)}〉: E
By inserting K′ = K+2 and pcs(C′) = 14 into (111), we obtain the acceptance prob-
ability for step 3:
Aadd2(C→C′) = min
[
1,
(K+1)
(K+2)
(τi+1− τi)2
8padd2(C)
|W (C′)|
|W (C)|
]
. (114)
It is highly inefficient to calculate the whole fraction of weights for each Monte
Carlo step, since this would very much increase the computation time. Therefore,
the fraction of the weights has to be simplified as far as possible. For that purpose,
we rewrite the weights as follows:
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W (C) =(−1)Ke
−∑Kj=0,
j 6=i
D{n( j)}(τ j+1−τ j)
e
D{n(i)}(τi+1−τi)
K−1
∏
j=0
Y{n( j)},{n( j+1)} ,
W (C′) =(−1)K′e
−∑Kj=0,
j 6=i
D{n( j)}(τ j+1−τ j)
e
D{n(i)}(τa−τi)e
D{n(i′)}(τb−τa)e
D{n(i)}(τi+1−τb)
×
K−1
∏
j=0
Y{n( j)},{n( j+1)}×Y 2{n(i)},{n(i′)} . (115)
When keeping in mind Fig. 2c), rewriting it in this particular way seems reasonable.
Now most of the factors cancel in the weight fraction and we end up with
A(C→C′) = min
[
1,
(K+1)
(K+2)
(τi+1− τi)2
8padd2(C)
e
−
((
D{n(i)}−D{n(i′)}
)
(τb−τa)
)]
. (116)
This is the implemented acceptance probability to add a kink pair in the interval
[τi,τi+1] at the times τa and τb. The acceptance probabilities for the remaining three
steps can be derived with similar considerations.
6 Results for Interacting Fermions in a One-Dimensional
Harmonic Trap
As an example for the applicability of the introduced Configuration Path Inte-
gral Monte Carlo (CPIMC) algorithm, we calculate thermodynamic properties of a
one-dimensional system of spin-polarized, Coulomb-interacting fermions in a har-
monic trap. Despite its simplicity, this system is general enough to draw conclu-
sions about the behavior of the method when simulating more complex systems.
In particular, the Hamiltonian contains a pair interaction of the most general form
Wˆ = ∑i jkl w−i jkl aˆ
†
i aˆ
†
j aˆl aˆk. In contrast to earlier applications of the Continuous Time
Path Integral Monte Carlo method, which usually consider lattice models, we inves-
tigate a spatially continuous system. At first, the test system will be characterized,
and the used units will be introduced. In the following section, results for expecta-
tion values of several thermodynamic observables will be presented and compared
to results obtained from the exact Configuration Interaction (CI) method, see e.g.
[32], and from the Direct Path Integral Monte Carlo (DPIMC) method [37], respec-
tively. Finally, the dependence of the efficiency of the CPIMC and DPIMC methods
on different parameters will be investigated.
6.1 The System
The Hamiltonian of the considered system in natural units is given by
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Hˆ =
N
∑
α=1
( pˆ2α
2m
+
mω2rˆ2α
2
)
+
N
∑
1≤α<β
e2√
|rˆα − rˆβ +κ2|
. (117)
Here, m is the mass of the fermions andω the frequency of the trap. The parameter κ
is necessary in one dimension to prevent the divergence of the two-particle integrals
of the Coulomb-interaction, cf. (64). Introducing the coupling parameter λ = EC/ω
which denotes the ratio of the Coulomb-energy EC = e2/r0 with r20 = 1/(mω) and
the potential energy of the trap ω , the Hamiltonian can be written in dimensionless
units:
Hˆ =
1
2
N
∑
α=1
(pˆ2α + rˆ
2
α)+
N
∑
1≤α<β
λ√
|rˆα − rˆβ +κ2|
. (118)
In these units, the energy is given by E/ω , the chemical potential by µ/ω and the
temperature by T/ω and β = ω/T , respectively.
The eigenfunctions of the one-particle Hamiltonian are the well known eigen-
functions of the quantum mechanical harmonic oscillator. In this basis, the one- and
two-particle integrals can be calculated in advance with high precision5. Further-
more the one- and two-particle integrals in the Hartree-Fock (HF) basis will be used
in the following. They have been calculated for each specific value of the tempera-
ture, the particle number and the coupling strength6.
The results in this work have been obtained under the additional assumption of
spin-polarized fermions, i.e. all particles have the same spin projection remaining
fixed in the simulation. Such a system is realized e.g. in the presence of a strong
magnetic field. It should be noted that this was chosen for simplicity and is not a
restriction of the method at hand. Generalizations to systems with arbitrary spin
configurations or even with a spin dependent Hamiltonian are straightforward.
6.2 Numerical Results
The results in this section were obtained with the CPIMC method using 5×109
Monte Carlo steps per data point, if not noted otherwise. Samples for the thermody-
namic averages were taken every 5000 steps. This large number of steps is necessary
because of the large auto-correlation time. In total, this results in 1×106 samples
per observable. The equilibration time was chosen to 5×107 steps. The runtimes
for these calculations were in between 3h and 12h on a single-core CPU depending
on the particle number, temperature and coupling parameter.
First, we will consider the energy per particle, for it is a central and simple ob-
servable. Fig. 3 shows the results for N = 3 and N = 6 particles obtained with 3
5 The one- and two-particle integrals used in these calculations have been calculated by K. Balzer
with Mathematica [39].
6 These integrals have been calculated with a program by K. Balzer.
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Fig. 4 Average occupation numbers 〈nˆi〉 of the one-particle orbitals |i〉. a) in the HF basis and b)
in the basis of eigenfunctions of the ideal Hamiltonian. Shown are results obtained from CPIMC
calculations (points with error bars) and CI results (lines) for the coupling strength λ = 1 and the
temperatures β = 1 (dashed dotted lines), β = 2 (dotted lines) and β = 5 (solid lines). Adapted
from [23].
different methods: CPIMC, HF and CI7. For HF and CI, the first NB = 14 eigen-
functions of the ideal one-particle Hamiltonian were used as basis functions. For
CPIMC, the basis functions from the HF calculation were used. The CI results can
be considered as reference data, because the only approximation of CI, the usage a
7 The finite temperature HF and CI programs were written by D. Hochstuhl.
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finite basis set, is the same for all methods. For all shown coupling strengths and
temperatures, the energies from the CI calculation match the energies from the MC
calculation within the statistical errors8. For weak and moderate coupling, λ ≤ 1,
the statistical error is small and the agreement is very good. For stronger couplings,
the statistical error strongly depends on the temperature and on the particle number.
While the precision for N = 3 and β = 2 is high enough to distinguish the CPIMC
result from the HF result up to λ = 2, this is not the case for β = 5 or N = 6. For
λ = 1.5, N = 6 and β = 5, the relative error exceeds 100% and the corresponding
data point is not shown.
A quantity that is much more sensitive to systematical errors is the average occu-
pation number 〈nˆi〉 of each one-particle orbital |i〉. The occupation numbers of the
orbitals in the HF and the ideal basis for different temperatures and particle num-
bers are shown in Fig. 4. In the case of HF orbitals the shape of the curves is similar
to the Fermi-Dirac distribution of non-interacting fermions in the grand-canonical
ensemble. It should be noted that it is not possible to relate a specific energy to each
orbital as in the case of basis functions that diagonalize the Hamiltonian, e.g. for
ideal systems. Moreover the orbital energies of the HF orbitals have a meaning only
within the HF approximation. Additionally, the HF orbitals with the same index dif-
fer from each other for different values of the temperature. For small temperatures,
the shape of the curves approaches a step functions, but as long as the exact ground
state does not equal the HF ground state (which is the general case due to the in-
teraction), there will be non-zero occupation numbers above the step even in the
ground state at T = 0. There is an excellent agreement between the CPIMC and CI
results for all shown parameters.
Considering the results for the occupation numbers of the ideal orbitals, the non-
monotonic behavior is obvious. This behavior is confirmed by the CI results, which
agree well within the statistical error. However, the statistical errors in these calcu-
lations are much larger than in the calculations using the HF orbitals, which will be
discussed later.
The final observable, for which we will compare the results between the differ-
ent methods in this chapter, is the one-particle density n(x) where x denotes the
spatial coordinate. As can be seen from Eq. (89), all matrix elements of the one-
particle density matrix contribute to this quantity. Compared to the diagonal ele-
ments dii = 〈nˆi〉 shown before, the off-diagonal elements di j with i 6= j converge
much slower. The one-particle density contains a large statistical error since each
of the off-diagonal elements can be determined only in certain configurations of the
Markov-chain, see (108). Correspondingly, a larger number of MC steps would be
necessary for a precise calculation of the whole one-particle density matrix. Never-
theless, Fig. 5 shows that for N = 3 particles, a temperature of β = 2, and a coupling
strength of λ = 0.5 and λ = 1 the agreement of the CPIMC results with the exact
density is better than in the case of the HF results. The relative deviation amounts
to only a few per cent. This can be explained by the diagonal elements (which can
be calculated efficiently, see Fig. 4) dominating the contribution to the density. Ad-
8 Shown is the standard error, see (15). Within two times the standard error the results can be
considered to coincide.
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ditionally, the statistical errors in the off-diagonal elements may partly cancel each
other in the calculation of the one-particle density.
For all thermodynamic quantities presented in this chapter, we could demonstrate
the very good agreement within the statistical error between the results obtained
from the CPIMC method and the reference results obtained from the exact diag-
onalization of the Hamiltonian. For weak and moderate coupling strengths λ ≤ 1
and moderate temperatures, i.e. β = 1 and β = 2, results can be obtained with high
precision within several hours of runtime on a single CPU.
6.3 Fermion sign problem
In the last section, the focus lay on the exact calculation of thermodynamic aver-
ages of physical observables. In this section, we will investigate the main factor that
determines the efficiency of QMC methods: the fermion sign problem. Taking the
modulus of the weights to allow for the MC sampling of configurations with nega-
tive weights introduces the average sign 〈s〉′ in Eq. (9). For small average sign, the
statistical error of MC calculations is approximately inverse proportional to it. For
path integral Monte Carlo methods in coordinate space, e.g. DPIMC, the average
sign decreases exponentially with the particle number N and the inverse tempera-
ture β . This leads to exponentially growing statistical errors. Alternatively, if results
with a fixed precision are targeted, this leads to exponentially growing runtimes, see
Eq. (18).
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It turns out that the dependence of the average sign on temperature and parti-
cle number for CPIMC is essentially the same as for DPIMC, namely exponential.
This is as expected since the general behavior is governed by Eq. (18). The depen-
dence of the average sign on the coupling strength is shown in Fig. 6 for N = 3
and N = 6 particles and different temperatures. Additionally, the figure shows the
average sign of DPIMC calculations for the same parameters9. For large coupling
strength, λ  1, the average sign of DPIMC is close to 1 and therefore, calculations
with DPIMC are highly efficient. For decreasing λ , the sign decreases and calcu-
lations with DPIMC become more demanding. The simulation of the ideal system
with λ = 0 is infeasible. The reason for this behavior is the following: For strong
repulsive interactions, the overlap of the wave functions of the particles is small and
the statistics resemble those of a classical system of point-like particles. The weaker
the Coulomb repulsion compared to the strength of the trap, the larger is the overlap
of the wave functions. With larger overlap, particle exchange, which is the source
of the alternating sign in DPIMC, becomes more important.
CPIMC calculations, on the other hand, show a behavior completely opposite to
that of DPIMC. While for the ideal system there exists no sign problem at all, the
average sign decreases with increasing coupling parameter. This decrease becomes
very fast at λ ≈ 1, and calculations for larger coupling parameters become ineffi-
cient. The value of λ for which this rapid decrease of the average sign starts depends
on the temperature and the particle number. For lower temperature and larger parti-
cle number, the average sign decreases earlier. Fig. 6 also shows the influence of the
9 The data was produced by A. Filinov.
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choice of the basis on the average sign. Using HF basis functions, the average sign
and therefore the efficiency of CPIMC can be increased by several magnitudes.
7 Summary and Outlook
In this chapter, we presented a path integral Monte Carlo method in the Slater de-
terminant space for the exact calculation of thermodynamic properties of correlated
fermionic many-particle systems. We introduced the appropriate description of the
physical system in terms of second quantization and described the transition from
the coordinate representation to the occupation number representation of the path
integral in detail. In contrast to the widely used application of the underlying formu-
lation to lattice models with onsite (or short-range) interaction, such as the Hubbard
model, the method at hand allows for ab initio calculations of spatially continu-
ous systems with arbitrary interaction. We gave a detailed description of the Monte
Carlo steps including the acceptance probabilities for the exmple of one step. At the
end we demonstrated the application of this method to a test system of Coulomb-
interacting fermions in a one-dimensional harmonic trap. While we have presented
only a small selection of thermodynamic quantities, our simulations are able to
yield all other thermodynamic quantities. Moreover, it was recently demonstrated
that also dynamic quantities, including the energy spectrum and collective excita-
tion spectrum, can be efficiently computed within quantum Monte Carlo simulations
[40]
For the test system, the comparison of the results between the CPIMC and
DPIMC method revealed a very interesting complementary behavior of the average
sign, depending on the coupling strength. While the calculation of thermodynamic
expectation values with DPIMC is possible for strong coupling and low degener-
acy, CPIMC allows to calculate these quantities for weakly to moderately coupled
and highly degenerate many-body systems, which are not accessible with DPIMC.
Therefore the presented method helps to extend the parameter range for which ab
initio QMC simulations are feasible. Furthermore, as mentioned in the introduc-
tion, strongly degenerate weakly coupled electrons are of key importance for many
modern plasma applications, so here CPIMC is expected to be very valuable.
Despite the promising results shown in this chapter, further work has to be done
to improve the efficiency of the method. The exponential dependence of the average
sign on the temperature and particle number still exists, which opens an increas-
ing gap in the ranges of coupling parameters for which either CPIMC or DPIMC
methods are efficient. This gap can, at the moment, be bridged only by additional
approximations. Approaches to this problem can be assigned to two classes. The
first class contains improvements to the algorithm that increase the effective num-
ber of MC samples per time, e.g. by optimizing the acceptance probability of the
steps and by decreasing the auto-correlation time. The so-called heat bath idea is
such an approach. By choosing the sampling probability to be proportional to the
transition probability, the acceptance probability becomes unity. This is possible if
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the normalization for the transition can be calculated efficiently, e.g. for choosing
the time of the kinks in the MC steps. Another promising approach in this class is
the so-called worm algorithm [25] which also allows for more efficient sampling
of off-diagonal quantities related to the Matsubara Green function, including the
one-particle density. Other approaches aim at reducing the sign problem directly.
One method in this class is the so-called blocking, which tries to analytically com-
bine configurations of opposite sign into groups with a much lower modulus of the
weight than the single configurations.
To achieve even higher efficiency additional approximations can be used. The
similarities of the CPIMC method to MC on a lattice (such as the Hubbard model)
as well as to CI methods, give access to a large variety of approximations devel-
oped for these latter methods. As an example we mention the restricted active space
(RAS) approach well known in quantum chemistry, see [41]. Special cases are the
“CI-Singles” and “CI-Doubles” approximations. The main idea is to restrict the oc-
cupation number of the orbitals in different energy (or spatial) regions. For example,
one can require that the n orbitals within the lowest energy interval must be occu-
pied by at least n−1 particles, the m orbitals within the next-higher energy interval
be occupied by at least m− 2 particles and so on, until the orbitals with the high-
est energy are occupied at most by one particle. These restrictions are arbitrary but
can be motivated by physical insights. This approach strongly decreases the size of
the configuration space and consequently the sign problem. The advantage of this
approximation is that it is easy to control and to fine-tune. Calculations with grad-
ually reduced restrictions allow one to estimate the introduced systematical error.
With these improvements applications of CPIMC to larger particle numbers and,
eventually, to macroscopic quantum plasmas seem to be possible.
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