We consider methods for simultaneously estimating the gradient (resp. sensitivity) of J with re-
The key "trick", borrowed from importance sampling, is to rewrite the first integral as an expectation with respect to the distribution FX (Z, 190) .
Then assuming we can interchange the limit and integral, we get
The likelihood ratio appearing in the above equations gives the method its name. Defining
which is similar to the basic formula of importance sampling and can be thought of its extension to derivatives. A different but equivalent formulation of @ is based on the observation that 
