In hyperspectral image (HSI) classification, spatial context has demonstrated its significance in achieving promising performance. However, conventional spatial context-based methods simply assume that spatially neighboring pixels should correspond to the same land-cover class, so they often fail to correctly discover the contextual relations among pixels in complex situations, and thus leading to imperfect classification results on some irregular or inhomogeneous regions such as class boundaries. To address this deficiency, we develop a new HSI classification method based on the recently proposed Graph Convolutional Network (GCN), as it can flexibly encode the relations among arbitrarily structured non-Euclidean data. Different from traditional GCN, there are two novel strategies adopted by our method to further exploit the contextual relations for accurate HSI classification. First, since the receptive field of traditional GCN is often limited to fairly small neighborhood, we proposed to capture long range contextual relations in HSI by performing successive graph convolutions on a learned regioninduced graph which is transformed from the original 2D image grids. Second, we refine the graph edge weight and the connective relationships among image regions by learning the improved adjacency matrix and the 'edge filter', so that the graph can be gradually refined to adapt to the representations generated by each graph convolutional layer. Such updated graph will in turn result in accurate region representations, and vice versa. The experiments carried out on three real-world benchmark datasets demonstrate that the proposed method yields significant improvement in the classification performance when compared with some state-of-the-art approaches.
I. INTRODUCTION
H YPERSPECTRAL image (HSI) has recently received considerable attention in a variety of applications such as military target detection, mineral identification, and disaster prevention [1] . In contrast to traditional panchromatic and multispectral remote sensing images, HSI consists of hundreds of contiguous spectral bands, which are helpful to distinguishing the targets with different materials. Thanks to the high spectral resolution, HSI has shown its advantages in identifying various land-cover types or targets [2] .
Up to now, significant efforts have been made in developing diverse kinds of HSI classification methods. The earlystaged algorithms are mainly based on the simple combination of spectral signatures and conventional pattern recognition methods, such as nearest neighbor classifier and Support Vector Machines (SVM) [3] , [4] . However, these methods isolatedly classify each image pixel without considering the spatial correlation among the pixels, so they will encounter the spectral variability problem [5] and generate imperfect classification results.
To address this shortcoming, the spatial context naturally becomes another type of useful information in addition to the spectra. It is now commonly acknowledged that the introduction of spatial context offers probability to improve HSI classification results and is the key to generating discriminative features for classification [6] , hence there is a huge demand for the algorithms which can effectively discover and incorporate spatial context. During the past decades, researchers have reported various HSI classification methods utilizing spatial context. The first attempt was accomplished by Landgrebe and Kettig [7] , where the well-known ECHO classifier is proposed to extract contextual information. After that, Markov Random Field (MRF) [8] , which is an undirected graphical model [9] , became a popular approach to include spatial context for HSI classification. For instance, in [10] , a relative homogeneity index for each pixel is introduced in MRF-based classification to determine an appropriate weighting coefficient for the contextual contribution. Apart from this, a novel framework combining Support Vector Machine (SVM) and MRF is proposed for contextual HSI classification [11] . Meanwhile, many other models, like mathematical morphology, Gabor filtering, have also emerged as powerful tools for integrating the spatial context of HSI. For example, Benediktsson et al. [12] constructed extended morphological profiles based on the use of opening and closing morphological transforms for preprocessing HSI. Besides, in [13] , a set of complex Gabor wavelets with different frequencies and orientations are designed to represent the spatial context of pixels. Additionally, multiple kernel learning [14] based on spatial context is proposed to improve the classification performance of SVM classifier on hyperspectral data. Although the use of spatial context improves classification results in smooth image areas [15] , the aforementioned methods do not explicitly investigate the contextual relations among individual pixels (or regions), and they only implicitly assume that nearby pixels have a large probability to take the same class label regardless whether they are in object boundary regions or homogeneous regions [16] . As a result, the semantic meaning carried by image patches cannot be well preserved, and the classification errors may appear within the object area of a certain class. Additionally, the pixels around some irregular or inhomogeneous regions are also very likely to be misclassified due to the inappropriate utilization of local contextual information. Consequently, the simple assumption of smoothness and homogeneity over the whole image is unreasonable.
In order to effectively and precisely exploit the contextual relations in HSI, in this paper, we propose a novel 'Context-Aware Dynamic Graph Convolutional Network' (CAD-GCN) which includes the following three key techniques: (1) The incorporation of Graph Convolutional Network (GCN) for sufficiently exploiting contextual relations among pixels; (2) The employment of graph projection and re-projection framework for exploring long range contextual relations; and (3) The utilization of dynamic graph refinement for accurately characterizing contextual relations and timely finding precise region representations.
Specifically, in our CAD-GCN, the recently proposed GCN [17] is utilized. GCN is the extension of Convolutional Neural Network (CNN) for the non-grid data, and is able to aggregate features and propagate information across graph nodes. Consequently, the convolution operation of GCN is adaptively dominated by the neighborhood structure and can be applied to the non-Euclidean irregular data based on the graph which encodes contextual relations among graph nodes. As a result, the complex regions such as target boundaries in HSI can be flexibly preserved by GCN.
Since graph convolution is usually conducted based on neighborhood structure, its receptive field is merely limited to a fairly small region, and thus it fails to capture long range contextual relations among faraway pixels. Although constructing a dense fully-connected graph can address this deficiency, the computational cost will become unbearably heavy [18] , [19] . Meanwhile, deep stacking of local operations for creating a large receptive field with long range context has also been proven inefficient [20] . Different from above approaches, by learning to project the original HSI into a region-induced graph, our proposed CAD-GCN moves beyond regular squared image grids and encodes contextual relations among regions. Then inference can be performed on the graph through passing messages between regions and along the edges connecting them. Therefore, this inference can not only update the region features, but also connect the regions which are originally far away in the 2D space by successive graph convolutions. As a result, the long range relations between faraway image regions can be effectively exploited. After that, the proposed CAD-GCN can learn an efficient graph representation with only a small number of nodes. Finally, the learned region-level features can be interpolated into the 2D feature map by reverting the pixel-to-region assignment from the previous graph projection step, so that the pixellevel features can be obtained to fully comply with the existing networks.
Nevertheless, the contextual relations revealed by a predefined fixed graph [17] for implementing GCN is still inadequate for HSI classification. Since the predefined graph based on the Euclidean distance may not be suitable for measuring their real similarities [21] , we aim to learn the improved similarity measurement between image regions, in order to better characterize the contextual relationships among them. Specifically, the graph can be dynamically updated to adapt to the region representations generated by each graph convolutional layer, which will in turn make the representations more accurate. Meanwhile, since the learned graph may contain improper inter-class connections, especially around the boundaries between the regions of different classes, we introduce the 'edge filter' which can filter out the incorrect inter-class edges and refine the contextual relations represented by the graph. Intensive experimental results on three typically used HSI datasets reveal the superiority of the proposed CAD-GCN when compared with the exiting methods.
II. RELATED WORKS
In this section, we review some representative works on HSI classification and GCN, as they are related to this work.
A. Hyperspectral Image Classification
As a traditional yet critical technique, HSI classification has been an active research topic in the field of remote sensing. During the past few decades, diverse kinds of methods have been developed for HSI classification, which can be roughly divided into two categories: spectral-based methods and spectral-spatial-based methods. Many classical HSI classification approaches are only based on spectral information [3] , [22] and ignore the crucial spatial information contained in HSI, which may decrease the classification performance [9] . As a result, spatial context, which has been observed to be arguably more effective than spectral signatures [6] , [23] , has been incorporated, to acquire better classification results. In the following, several typical methodologies for capturing the spectral-spatial information of HSI are reviewed: 1) Structural filtering. Structural Filtering-based methods have been widely studied for spatial preprocessing of HSI, where spatial features are often generated via structural filtering. Many researchers have been working on this direction, and one of the most simple but effective ways is to extract spatial information from a given region based on the moment criteria, such as the mean or standard deviation of adjacent pixels in a window [5] . The inclusion of moments or cumulants has been intensively investigated in the field of composite kernel learning and multiple kernel learning [24] , [25] . Meanwhile, the adaptations of neighboring moments or cumulants have been widely adopted for HSI classification to explore the spatial homogeneity, which can preserve the image details as well [26] . In additional to structural filtering, another research direction is to perform local harmonic analysis, which includes spatial translation-invariant spectralspatial wavelet features, spectral-spatial Gabor features, and empirical mode decomposition-based features [27] , [28] . Besides, another trend in spatial filtering is to extract features with adaptive structures, such as adaptive regionbased filtering [29] . 2) Mathematical morphology. Mathematical morphology is a powerful tool for analyzing and processing geometrical structures in spatial domain [30] . In [31] , the morphological profile (MP) is introduced for classifying images with very high spatial resolutions by using a sequence of geodesic opening and closing operations. Furthermore, Benediktsson et al. [12] developed the Extended MP (EMP), where an MP is computed on each component after reducing the dimensionality of data. However, the method in [12] does not fully exploit the spectral information of hyperspectral data. In order to overcome this deficiency, Fauvel et al. [32] proposed a spectral and spatial fusion approach based on EMP and the original data. Meanwhile, by extending the concept of MP and EMP, Attribute Profile (AP) [33] was proposed to extract additional spatial features for HSI classification. Since then, AP and its extensions, including extended AP [34] and extended multi-attribute profiles [35] , have attracted increasing attention in HSI classification. 3) Superpixel establishment. In HSI, each superpixel corresponds to a cluster of spatially connected and spectrally similar pixels. The superpixels can also be regarded as small local regions with diverse shapes and sizes.
Recently, some works focus on developing segmentationbased methods for HSI classification with superpixel technique [36] , [37] , in order to jointly combine the spectral-spatial correlations and discrimination to improve classification performance. For instance, in [38] , superpixel technique is utilized to generate homogeneous region before constructing a graph on superpixels, which produces satisfactory classification results.
B. Graph Convolutional Network
Following the practice of conventional CNN, the concept of graph convolution can be defined by spatial methods in the vertex domain. Concretely, the convolution is defined as a weighted average function over the neighbors of each node, where the function characterizes the impact exerting to the target node from its neighboring nodes. For instance, in GraphSAGE [39] , the weighting function is built by using various aggregators over the neighboring nodes. Besides, graph attention network [40] proposes to learn the weighting function via self-attention mechanism. For spatial methods, one of the open challenges is how to construct an appropriate neighborhood for the target node when defining graph convolution.
In additional to spatial methods, graph convolution can also be defined by spectral methods via convolution theorem. As the pioneering work of spectral methods, spectral CNN [41] converts signals defined in vertex domain into spectral domain by leveraging graph Fourier transform, where the convolution kernel is taken as a set of learnable coefficients associated with Fourier bases (i.e., the eigenvectors of Laplacian matrix). However, this method depends on the eigendecomposition of Laplacian matrix, which will lead to extremely high computational complexity on large-scale graphs. Subsequently, ChebyNet [42] considers the convolution kernel as a polynomial function of the diagonal matrix containing the eigenvalues of Laplacian matrix. Afterwards, GCN [17] was proposed by Kipf and Welling via using a localized first-order approximation to ChebyNet, which brings about more efficient filtering operations than spectral CNN.
Recently, GCN gains remarkable success in processing graph-structured data and has been widely adopted in many areas, such as social network mining [43] , recommendation system [44] , natural language processing [45] , and scene understanding [46] . Due to the effectiveness of GCN in handling the non-Euclidean data, we plan to employ GCN to capture the contextual relations among pixels in HSI. To the best of our knowledge, only one prior work has employed GCN for HSI classification, i.e., [47] . However, [47] only utilizes the original fixed structure of GCN, and thus the intrinsic relations among pixels cannot be precisely explored. Moreover, the limited receptive field will degrade the convolution performance in HSI. To address these problems, we proposed a novel contextaware dynamic GCN which dynamically refines the graph along with graph convolution process and captures long range contextual relations among the image pixels via using a graph projection technique. As a result, an improved graph representation can be learned, and the performance of HSI classification can be enhanced as well.
III. THE PROPOSED METHOD
This section details the proposed CAD-GCN model, of which the pipeline is presented in Fig. 1 . Given an input image ( Fig. 1(a) ), we first obtain its region features ( Fig. 1(b) ) by learning to project the original image with 2D pixel grids into graph data. Then dynamic graph convolution ( Fig. 1 (c) and Fig. 1(d) ) is conducted to refine the acquired region graph, along with encoding features for each region. Finally, the classification result ( Fig. 1(e) ) is produced by interpolating the learned graph representation into 2D grids based on the regionto-pixel assignment. The critical operations in the proposed CAD-GCN will be detailed by presenting the GCN backbone (Section III-A), explaining the graph projection with pixelto-region assignment (Section III-B), describing the dynamic graph refinement (Section III-C), and elaborating the graph re-projection with region-to-pixel assignment (Section III-D).
A. Graph Convolutional Network
Inspired by CNN, GCN [17] is a multi-layer neural network which directly operates on a graph and aims to extract highlevel features through aggregating feature information from the neighborhoods of graph nodes. In GCN, an undirected graph is formally defined as G = (V, E) with V and E denoting the sets of nodes and edges, respectively. The notation A denotes the adjacency matrix of G which indicates the existence of an (c) and (d) denote two dynamic graph convolutional layers, where the circles with different colors correspond to different image regions (i.e., graph nodes) and the gray lines represent graph edges. From (c) to (d), both the edge weight and the connective relationships among regions can be dynamically refined during the convolution operation, and thus the improved graph structure and node representations can be obtained. In our model, softplus [48] is utilized as the activation function. In (e), the learned graph representation can be interpolated back into 2D image grids based on the region-to-pixel assignment, and then the cross-entropy loss is used to penalize the label differences between the network output and the originally labeled pixels. edge between each pair of nodes, and its (i, j) th element can be calculated as
where the parameter γ is empirically set to 0.2 in our experiments, x i and x j represent two graph nodes (i.e., image regions in this paper), and N (x j ) is the set of neighbors of x j .
First, in order to conduct node embedding for G, spectral filtering on the graph is defined, which can be expressed as the multiplication of a signal x with a filter g θ = diag(θ) in the Fourier domain, i.e.,
where U is the matrix of eigenvectors of normalized graph
Here Λ denotes a diagonal matrix composed of the eigenvalues of L, D is the degree matrix with the diagonal element D ii = j A ij , and I represents the identity matrix with proper size throughout this paper. Then g θ can be understood as a function of eigenvalues of L, i.e., g θ (Λ). To reduce the computational cost of eigendecomposition in Eq. (2), Hammond et al. [49] approximated g θ (Λ) using a truncated expansion in terms of Chebyshev polynomials T k (x) up to K th -order, namely
where θ denotes a vector of Chebyshev coefficients, and Λ = 2 λmax Λ − I with λ max being the largest eigenvalue of L. According to [49] , the Chebyshev polynomials can be defined
Hence, we have the convolution of a signal x as
where L = 2 λmax L − I is the scaled Laplacian matrix. Eq. (4) can be easily verified according to the fact that (UΛU ) k = UΛ k U . As is can be observed, this expression is a K thorder polynomial regarding the Laplacian (i.e., K-localized). In other words, the filtering only depends on the nodes that are at most K steps away from the central node. In our CAD-GCN model, the first-order neighborhood is considered, i.e., K = 1, and thus Eq. (4) turns to a linear function on the graph Laplacian spectrum with respect to L.
Afterwards, a neural network based on graph convolutions can be built by stacking multiple convolutional layers in the form of Eq. (4), where each layer is followed by an elementwise non-linear operation (i.e., softplus(·) [48] ). By this way, we can derive diverse classes of convolutional filter functions through stacking multiple layers of the same configuration. With the linear formulation, Kipf and Welling [17] further approximated λ max ≈ 2, considering that the network parameters can adapt to this change in scale during the training process. Therefore, Eq. (4) is simplified to
where θ 0 and θ 1 are two free parameters. Since reducing the number of parameters helps to avoid overfitting, Eq. (5) is further converted to
has the eigenvalues in the range [0, 2], repeatedly applying this operator will result in numerical instabilities and exploding/vanishing gradients in a deep network. To solve this deficiency, Kipf and Welling [17] performed the re-normalization trick
As a result, the convolution operation of GCN model can then be expressed as
where H (l) denotes the output of the l th layer, σ(·) represents an activation function, such as the softplus function [48] used in our proposed CAD-GCN, and W (l) is the trainable weight matrix involved in the l th layer.
B. Pixel-to-Region Assignment
Although GCN is able to capture contextual relations among image pixels, the receptive field of pixel-level graph convolution is often limited [19] . In order to effectively characterize long range relations among pixels, we intend to move beyond regular 2D image grids and encode contextual relations among regions, since the dependencies among image regions are of much longer than those captured by pixel-level convolutions [19] . The main idea is learning pixel-to-region assignment which groups pixels with similar features into coherent regions, in order to capture contextual relations among the regions originally far away in the original 2D space.
Different from the conventional region-based methods [16] , [38] which start by coarsely grouping pixels into certain regions, we aim at learning to transform the original HSI into a region graph, and this process is called graph projection. Specifically, a soft assignment matrix which is parameterized by V ∈ R d×c will be learned by the network to assign each pixel z i ∈ R d to its neighboring regions, where d denotes the spectral dimensionality of each pixel, c is the number of image regions, and each column v i ∈ R d of V corresponds to the anchor point of a region. Then the soft assignment matrix P ∈ R n×c can be computed as
where n is the number of image pixels, N (z i ) denotes the set of neighboring regions connected to the pixel z i . To be more specific, N (z i ) includes not only the central region where z i resides, but also the regions adjacent that are to the central one.
In Eq. (8), the element P ij defines the soft assignment of a pixel z i to v j . With the learned pixel-to-region assignment, the region feature x j can be encoded by
By learning the features for each region, the negative impact of inaccurate pre-computed region features can be reduced. However, there still exists an optimization challenge, since most or even all of the image pixels may be assigned to a single region in some extreme circumstances. This is probably because that the anchor point matrix for image regions V is initialized improperly, which will subsequently result in an ill-posed assignment matrix P. Moreover, the imbalanced assignment will lead to unfavorable graph structure, and thus the contextual relations cannot be sufficiently exploited. To cope with this problem, instead of initializing V randomly, we take the spatial information into consideration and initialize V by utilizing a segmentation technique. Specifically, the Simple Linear Iterative Clustering (SLIC) algorithm [50] , which has been widely used for image segmentation, is employed to obtain the initial regions. Here the average spectral signatures of the pixels involved in the corresponding region will be utilized to initialize each v i , and the matrix z i Fig. 2 . Illustration of the soft pixel-to-region assignment used in our CAD-GCN model. Each of the initialized image regions is surrounded by yellow lines, and the blue arrows denote the assignment regarding the pixel z i to its neighboring regions.
V can be further updated via using gradient descent. This segmentation-based initialization technique can yield more stable training performance and produce more meaningful graph representation than random initialization [19] . Fig. 2 exhibits the pixel-to-region assignment regarding a pixel z i . With the learned region features, the corresponding region graph can be naturally acquired by using Eq. (1). After that, the region features X will be re-computed by performing graph convolution [17] which aggregates information along the edges. Moreover, through successive graph convolutions, long range dependencies among the regions that are far away in the original 2D space can be captured.
C. Dynamic Graph Refinement
The performance of graph convolution largely depends on the quality of the predefined graph which encodes the similarities and connective relationships among graph nodes. However, the Euclidean distance, which is widely used for characterizing node similarities (e.g., in Eq. (1)), may not be a good metric for graph structured data [21] . In order to address this weakness, we aim to learn an improved distance metric. Specifically , we construct a symmetric positive semi-definite matrix M = W d W d with W d being a trainable weight matrix. Then the Generalized Mahalanobis distance can be formulated as follows:
Afterwards, the adjacency matrix A in Eq. (1) can be rewritten as
Since the graph representation is updated along with the graph convolutional layers, learning a single matrix M is insufficient to accurately measure node similarities for all the layers. Therefore, we adaptively learn the symmetric positive semidefinite parameter matrix M (l) for the adjacency matrix A (l) which is utilized in the l th layer, in order to acquire the improved node similarities. Then Eq. (11) can be rewritten as
where h (l) i is the representation of x i generated by the l th layer with h
During graph construction, connections among the regions from different classes may be incorporated, which will lead to the aggregation of inter-class feature information and further degrade the discriminability of graph convolution results. To overcome this deficiency, we propose to use the edge filter, which aims to refine the contextual relations by reducing undesirable inter-class edges of the graph. Since the intraclass examples are generally more similar than the inter-class ones, it is believed that the element A (l) ij with relatively small value is more likely to represent inter-class relations than the A (l) ij with large value. Therefore, we employ a threshold β (l) for each graph convolutional layer to filter out the interclass relations and reduce the adverse effect of inter-class feature aggregation. The selection of β (l) will be discussed in Section IV. Specifically, in the l th layer, the edge filter F(·) used can be simply expressed as
In practice, constraining the number of parameters can be beneficial to address the problem of overfitting [17] , and thus we set β (l) = β for all the layers. With the edge filter, the graph convolutional layer can then be reformulated as
with H (0) = X.
D. Region-to-Pixel Assignment
After conducting the dynamic graph convolution on the region level, we need to re-project the new region features (i.e., the learned graph representation) H (L) back into 2D image with grids of pixels, and this process is called graph re-projection, Specifically, the region-to-pixel assignment is accomplished by linearly interpolating pixel features based on the soft assignment matrix P, namely PH (L) , where L denotes the number of graph convolutional layers. Note that all the re-projected pixels will have diverse feature representations, even if some of them are assigned to the same region. Therefore, the contextual details of the HSI can be well preserved.
With the region-to-pixel assignment, the output of our proposed CAD-GCN can be obtained as
Algorithm 1 The Proposed CAD-GCN for HSI Classification Input: Input image; number of iterations T ; learning rate η; number of graph convolutional layers L; 1: Initialize the anchor point matrix V with SLIC algorithm; 2: // Train the CAD-GCN model 3: for t = 1 to T do 4: Learn the region features X through Eq. (8) and Eq. (9); 5: Dynamically refine the graph A (l) using Eq. (12) and Eq. (13) along with the graph convolution operation of Eq. (14); 6: Interpolate the region features back into the original 2D grids by Eq. (15); 7: Calculate the error term according to Eq. (16), and update the weight matrices W (l) (1 ≤ l ≤ L) using fullbatch gradient descent; 8: end for 9: Conduct label prediction via Eq. (14) and Eq. (15); Output: Predicted label for each pixel.
In our CAD-GCN model, the cross-entropy error is employed to penalize the differences between the network output and the labels of labeled pixels, namely
where C is the number of classes, y G denotes the set of indices corresponding to the labeled pixels, and Y represents the label matrix. Here, we let Y ij be 1 if the pixel z i belongs to the j th class, and 0 otherwise. It is noticeable that our model can be trained via an end-to-end way. Similar to [17] , full-batch gradient descent is utilized to update the network parameters for CAD-GCN. Algorithm 1 shows the summarization of our proposed CAD-GCN classification method.
IV. EXPERIMENTAL RESULTS
To test the effectiveness of the proposed CAD-GCN model, in this section, we conduct exhaustive experiments on three real-world benchmark datasets, namely Indian Pines, University of Pavia, and Salinas. We first compare CAD-GCN with other state-of-the-art methods, where four metrics including per-class accuracy, overall accuracy (OA), average accuracy (AA), and kappa coefficient, are used to evaluate the model performance. Then we study the influence of the number of labeled pixels on the classification performance. After that, we investigate the impact of hyperparameters incorporated by the proposed CAD-GCN. Finally, we present the ablation study and also investigate the running time of our model.
A. Datasets
The performance of our proposed CAD-GCN is evaluated on three real-world benchmark datasets, i.e., the Indian Pines 1 , Grass-trees 30 700 7
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the University of Pavia 2 , and the Salinas 3 , which will be introduced below. 1) Indian Pines: The Indian Pines dataset was gathered by Airborne Visible/Infrared Imaging Spectrometer sensor in 1992, which records north-western India. This dataset consists of 145 × 145 pixels with a spatial resolution of 20 m × 20 m, and there are 220 spectral channels covering the range from 0.4 µm to 2.5 µm. As a usual step, 20 water absorption and noisy bands are removed, and the remaining 200 bands are retained. The original ground truth of the Indian Pines dataset includes 16 land-cover classes, such as 'Alfalfa', 'Corn-notill', 'Corn-mintill', etc. Fig. 3 exhibits the false color image and ground truth map of the Indian Pines dataset. The amounts of labeled and unlabeled pixels of various classes are listed in Table I .
2) University of Pavia: The University of Pavia dataset captures the Pavia University of Italy with the ROSIS sensor. This dataset consists of 610 × 340 pixels with a spatial reso- lution of 1.3 m × 1.3 m and has 103 spectral channels in the wavelength ranging from 0.43 µm to 0.86 µm after removing noisy bands. The University of Pavia dataset includes 9 landcover classes, such as 'Asphalt', 'Meadows', 'Gravel', etc., which are displayed in Fig. 4 . Table II shows the amounts of labeled and unlabeled pixels of each class.
3) Salinas: The Salinas dataset is another classic HSI which is collected by the AVIRIS sensor over Salinas Valley, California. This dataset comprises 204 spectral bands (20 water absorption bands are removed) and 512 × 217 pixels with a spatial resolution of 3.7 m. The Salinas dataset contains 16 land-cover classes, such as 'Fallow', 'Stubble', 'Celery', and so on. Fig. 5 exhibits the false color image and ground truth map of the Salinas dataset. The numbers of labeled and unlabeled pixels of different classes are listed in Table III .
B. Experimental Settings
In our experiments, the proposed CAD-GCN algorithm is implemented by TensorFlow with Adam optimizer. For all the adopted three datasets mentioned in Section IV-A, usually 30 To evaluate the classification ability of our proposed CAD-GCN, other recent state-of-the-art HSI classification methods are also utilized for comparison. Specifically, we employ two GCN-based methods, i.e., Graph Convolutional Network (GCN) [17] and Spectral-Spatial Graph Convolutional Network (S 2 GCN) [47] , together with two CNN-based methods, i.e., Recurrent 2D-CNN (R-2D-CNN) [51] and CNN-Pixel-Pair Features (CNN-PPF) [52] . Meanwhile, we also compare the proposed CAD-GCN with two traditional HSI classification methods, namely Joint collaborative representation and SVM with Decision Fusion (JSDF) [54] and Multiple Feature Learning (MFL) [53] , respectively. All these methods are implemented ten times with different labeled pixels on each hyperspectral dataset, and the mean accuracies together with the standard deviations over these ten independent implementations are reported.
C. Classification Results
To show the effectiveness of our proposed CAD-GCN, here we quantitatively and qualitatively evaluate the classification performance by comparing CAD-GCN with the aforementioned baseline methods.
1) Results on the Indian Pines Dataset: The quantitative results acquired by different methods on the Indian Pines dataset are presented in Table IV , and the highest record regarding each class (i.e., each row) has been highlighted in bold. As shown by Table IV , our proposed CAD-GCN achieves the top level performance among all the methods in terms of OA, AA, and Kappa coefficient, and the standard deviations are very small as well. Meanwhile, the proposed CAD-GCN acquires stable and very high classification accuracies on most of the land-cover classes. All these statistics demonstrate the effectiveness of our CAD-GCN in HSI classification.
The classification maps generated by different methods on the Indian Pines dataset are exhibited in Fig. 6 . To facilitate the comparison among the investigated methods, the ground truth map is also provided in Fig. 6(a) . A visual inspection reveals that the proposed CAD-GCN method produces much more compact classification map and shows fewer misclassifications than other methods. More concretely, in the classification maps of GCN, S 2 GCN, R-2D-CNN, CNN-PPF, and MFL, the errors are almost uniformly distributed (the salt-and-pepper effect in the homogeneous regions), while in the classification maps of JSDF and our proposed CAD-GCN, the errors only appear in some highly heterogeneous areas, where the spatial separability between classes is quite low. For instance, in Figs. 6(b)-6(f), the middle and the bottom left parts of the classification maps which correspond to 'Soybean-mintill' are highly confusing. Moreover, by comparing CAD-GCN with JSDF, we can also find that JSDF produces more errors around class boundaries than our CAD-GCN method, which reveals the good discriminability of the proposed CAD-GCN in boundary regions.
2) Results on the University of Pavia Dataset: In Table V , different methods are compared on the aforementioned three datasets, where per-class accuracy, OA, AA, and Kappa coefficient are reported, and the highest value in each row is highlighted in bold. From Table V, we can conclude that our proposed CAD-GCN method achieves the best result in terms of OA and Kappa coefficient among all the competitors. Compared with the two CNN-based methods (i.e., R-2D-CNN and CNN-PPF), the proposed CAD-GCN increases the OA by 9.94% and 3.60%, respectively, which suggests that the refined contextual relations captured by our CAD-GCN is superior to the spatial context characterized by the fixed convolutional kernels of CNN. Fig. 7 visualizes the classification results generated by the seven different methods on the University of Pavia dataset. As depicted in Fig. 7(h) , the classification map of our proposed CAD-GCN are noticeably closer to the ground truth map (see Fig. 7(a) ) than other methods, which is consistent with previous results in Table V . Although GCN and S 2 GCN are able to capture the relations among graph nodes, they are not originally designed for accurately encoding the contextual relations of HSI. Different from GCN and S 2 GCN, our CAD-GCN employs graph projection and dynamic graph refinement operations to effectively exploit the improved contextual relations of HSI. As a result, GCN and S 2 GCN which use the fixed coarse graph convolution produce more errors than our proposed CAD-GCN.
3) Results on the Salinas Dataset: Table VI presents the experimental results of different methods on the Salinas dataset. The proposed CAD-GCN is obviously superior to the CNNbased methods (i.e., R-2D-CNN and CNN-PPF) and all the other competitors. For instance, in Table VI , CAD-GCN yields over 10% higher OA than R-2D-CNN and approximately 8% higher OA than CNN-PPF. Especially in some classes such as 'Grapes untrained' (ID = 8) and 'Vineyard untrained' (ID = 15), the class-specific accuracies of our proposed CAD-GCN are even approximately 20% higher than those of the CNN-based methods. results obtained by different methods. It is observable that some areas in the classification map of our proposed CAD-GCN are less noisy than those of other methods, e.g., the regions of 'Grapes untrained' and 'Vineyard untrained', which is in consistence with the results listed in Table VI .
D. Impact of the Number of Labeled Examples
In this experiment, the classification performances of the aforementioned seven methods with different numbers of labeled examples (i.e., pixels) for training are investigated. To be specific, we vary the number of labeled examples per class form 5 to 30 with an interval of 5, and report the OA acquired by all the methods on the Indian Pines, the University of Pavia, and the Salinas datasets (see Fig. 9 ). From the results, we can find that the proposed CAD-GCN consistently outperforms the GCN, S 2 GCN and all the other competitors on the three 
E. Impact of Hyperparameters
There are several important hyperparameters that should be manually tuned in the designed CAD-GCN architecture.
Here, we will evaluate in detail the sensitivity of the classification performance to different hyperparameter settings of the proposed CAD-GCN. Since GCN-based methods usually do not require deep structure to achieve excellent performance [47] , [55] , we empirically employ two convolutional layers for all the three datasets. The hyperparameters to be pretuned manually mainly include the number of iterations T , the learning rate η, the number of hidden units u, and the threshold β used in dynamic graph refinement. Therefore, we examine the test accuracy of CAD-GCN by varying one of T , η, u, and β, and meanwhile fixing the remaining hyperparameters to a constant value [56] . The results on Indian Pines, University of Pavia, and Salinas datasets are shown in Fig. 10 . From the curves presented in Fig. 10 , it can be observed that the aforementioned four hyperparameters are critical for the proposed CAD-GCN to achieve satisfactory performance. In order to obtain promising classification performance, we set the hyperparameters to T = 1500, η = 0.001, u = 60, β = 0.01 for the Indian Pines dataset, T = 500, η = 0.001, u = 210, β = 0.05 for the University of Pavia dataset, and T = 2000, η = 0.0001, u = 110, β = 0.02 for the Salinas dataset, respectively. Note that when the threshold β used in the edge filter (see Eq. (13)) becomes too large, the useful information contained in the graph may be filtered out. Hence, we search for the optimal β between zero and a relatively small value 0.05.
F. Ablation Study
As is mentioned in the introduction, the proposed CAD-GCN contains three critical parts for improving the contextual relations, i.e., the graph projection framework, the dynamic refinement of node similarities, and the edge filter. To shed light on the contributions of these three components, every time we report the classification results of CAD-GCN without one of the three components on the three adopted datasets (namely, the Indian Pines, the University of Pavia, and the Salinas). For simplicity, we adopt 'CAD-GCN-v1', 'CAD-GCN-v2', and 'CAD-GCN-v3' to represent the reduced model by removing dynamic refinement of node similarities, the edge filter, and the graph projection framework, respectively. Table VII, Table VIII, and Table IX exhibit the comparative results on the aforementioned datasets. It can be obviously observed that lacking any one of the components will inevitably hurt the OA. Therefore, the graph projection framework, the dynamic refinement of node similarities, and the edge filter work collaboratively to render satisfactory classification performance.
G. Running Time
In order to reveal the advantage of our proposed CAD-GCN to the baselines in terms of efficiency, in Table X, we report the running time of different deep models, including GCN, S 2 GCN, R-2D-CNN, CNN-PPF, and the proposed CAD-GCN on three datasets (i.e., the Indian Pines, the University of Pavia, and the Salinas), where the number of labeled pixels IP  58  71  2156  1495  44  paviaU  1783  1803  2272  1545  90  Salinas  3497  3528  2361  1769  556 per class is kept identical to the experiments presented in Section IV-C. The codes for all methods are written in Python, and the running time is reported on a server with a 3.60-GHz Intel Xeon CPU with 264 GB of RAM and a Tesla P40 GPU. Compared with the running time of GCN, S 2 GCN, our proposed CAD-GCN shows remarkably higher efficiency in large-scale datasets (i.e., the University of Pavia and the Salinas dataset), which is owing much to the employment of graph projection operation. Since the graph size can be significantly reduced by graph projection, our proposed CAD-GCN exhibits high efficiency on all the three datasets. The comparison results demonstrate that our proposed method is effective and efficient for HSI classification.
V. CONCLUSION
In this paper, we have developed a novel Context-Aware Dynamic Graph Convolutional Network (CAD-GCN) for HSI classification. In order to capture long range contextual relations, we move beyond regular image grids by learning the pixel-to-region assignment, and further encode the contextual relations among regions, so that the regions which are originally far away in the 2D space can be connected by successive graph convolutions. Moreover, we enable the node similarities and connective relationships to be dynamically updated via learning the improved distance metric and the edge filter. Therefore, the contextual relations among pixels can be gradually refined along with graph convolution, which significantly improves the performance of CAD-GCN on representation and classification of HSI. The experimental results on three realworld HSI datasets indicate that the proposed CAD-GCN is able to yield better performance when compared with the stateof-the-art HSI classification methods.
