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Abstract—First introduce a traditional compressed sensing 
data fusion technique is introduced, and with the goal of 
addressing the shortcoming of the traditional method, a 
compressed sensing data fusion technology based on tem-
poral-spatial correlation is proposed. Then modeling of the 
proposed data fusion technique, improves upon the CS 
reconstruction algorithm and presents the iterative thresh-
old reconstruction algorithm based on temporal-spatial 
correlation. With the synthetic signals as the research ob-
jects, experiments show the effectiveness of the algorithm, 
further proving that it displays obvious improvement for the 
proposed data fusion technology to reduce the network load 
and saves the amount of energy consumption of the net-
work. 
Index Terms—Compressed sensing, Data fusion, Restruction 
algorithm, Temporal-spatial correlation. 
I. INTRODUCTION 
A wireless sensor network (WSN) is composed of a 
large number of sensor nodes randomly distributed for 
gathering the temperature, humidity, seismic waves, sound 
and image information of the external environment, con-
verging to the sink node in the communication mode of 
the wireless short distance, with low power consumption, 
multi-hop [1]. However, sensor nodes have limited power, 
which is a challenge for the wireless sensor network in 
collecting and transmitting large amounts of information. 
At present, many research projects use the correlation of 
node information to propose a variety of data fusion tech-
nologies to eliminate redundant information and reduce 
the energy consumption of nodes, such as distributed 
decision data fusion [2], data aggregation based on opti-
mal trees [3], data fusion of mobile agents [4], etc. But 
these methods still have many challenges for WSN with a 
complex application environment, limited resources and 
strong network dynamics. 
Hesham et al. [5] propose clustering data fusion tech-
nology combined with routing, making the network nodes 
constitute a minimum spanning tree with the dynamic 
selection of cluster head nodes. The received packets are 
fused into a single packet, thus reducing network traffic, 
reducing energy consumption of the aggregation nodes 
and prolonging the network lifetime.  
Leveraging the spatial-temporal properties in sensory 
data from real deployments, in-network compression is an 
essential technique to reduce the amount of data transmis-
sion while preserving relatively high reconstruction accu-
racy in the sink [6,7,8]. The emergence of compressive 
sensing (CS) theory has opened up a new research avenue 
for in-network compression. Its basic idea is to process as 
much information as possible from as few values as possi-
ble, thus easing the pressure on limited hardware re-
sources in large capacity data processing. Wang Xiao et 
al. proposed the CS thought based on spatial correlation 
combined with an effective routing strategy according to 
the network topology [9], which combines transmission 
and compression, realizing data transmission with low 
energy consumption. 
Starting from the spatial correlation of WSN, Qing et al. 
[10] developed an optimal decentralized algorithm for 
sparse signal recovery and demonstrated its application in 
monitoring localized phenomena using energy-constrained 
large-scale wireless sensor networks. Capitalizing on the 
sparse spatial localized phenomena, compressive data 
collection is enforced by turning off a fraction of sensors 
using a simple random node sleeping strategy, which 
conserves sensing energy and prolongs network lifetime. 
Combining the GOSSIP algorithm with CS, Bajwa et 
al. [11] used the high efficiency of the GOSSIP algorithm 
to obtain global statistics, and at the same time reduced 
the cost of sampling and transmission through the use of 
CS. This saves much cost and decreases the complexity 
for the decentralized large-scale WSN. 
 Reference [12], through the research of the data collec-
tion application of CS in WSNs, aims at minimizing the 
loss of network energy by the fusion of joint routing and 
compression. This paper describes the optimal solution to 
prove the NP- completeness. The proposed mixed integer 
programming framework and the fusion trees of the opti-
mal and suboptimal solutions of Greedy Heuristics can be 
obtained. The results confirm the function of Greedy Heu-
ristics and the energy efficiency of the proposed routing 
and fusion designs.  
In practical application, the communication capability 
of the sensor nodes is limited. Communication between 
nodes must pass the related routing protocols, and only 
considering the temporal correlation or spatial correlation 
of the signal does not make full use of the characteristics 
of WSN signals to save cost of the network energy. In 
order to address the shortcomings of the above methods,  
this paper presents an efficient data fusion technology 
combining the temporal-spatial correlation of WSN sig-
nals and the CS technology and routing. Research on 
existing CS reconstruction algorithms, and iterative 
threshold algorithm based on temporal-spatial correlation 
is proposed to realize signal reconstruction. 
II. ORIGINAL DATA AGGREGATION TECHNIQUE BASED ON 
COMPRESSED SENSING 
The distributed wireless sensor network topology is 
shown in Figure 1: 
(1) N nodes are distributed in the square observa-
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tion area with the size of L*L. 
(2) Nodes in this area can communicate with each 
other. 
(3) The sink node is outside the square observation 
area. 
For considering the compressive sensing technology 
based on the time correlation, the sampling number of a 
node in the period of T is H  is defined, and the observa-
tion frequency is m (m H! ). The random projection 
of a node on time dimension is shown in Formula (1). 
 i iy d!=   (1) 
where,  i  is the index of a node, i =1,2,…,N; 
d  is the sampling of node i in the period of T, 
1H
i Rd !"  
!  is Gaussian random projection matrix, 
( ) ( ), 0, 1m H ijm H N HR !! " #$ ! " ; 
y is the projection value of node i, 
1m
i Ry !" . 
From Formula (1), the node i obtains the observation 
vector yi with the length of m, that finally sends to the sink 
node in either a wireless or wired communication mode 
[13].  
In the process, the total energy of network consumption 
includes the cost collected in the sensor node clients and 
the energy loss of the signal transmission. The number of 
nodes is defined as N; the average distance of the node 
from the sink node is D. Then the total energy consump-
tion is O (NmD) when only the compressive sensing data 
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Figure 1.  Network topology 
For the compressive sensing data fusion technology 
based on spatial correlation, the sampling of node i at a 
certain moment is defined as di; the number of noses is N; 
the number of projections is M (M N! ). The random 
projection of the spatial signal of nodes in WSN is ex-
pressed by Formula (2). 
 y d!=   (2) 
where, 
d  is the spatial signal at a certain moment in WSN
 [ ]1 2, , ,
T
Nd d d d= ! ; 
!  is the sparse random projection matrix,
M NR! "# ; 
y  is the projection value, 1My R !" . 
According to the above equation, the system based on 
the spatial correlation of signals of distributed wireless 
sensor networks obtains M observed values [14].  
Selecting sparse projection matrixes can reduce the 
computational complexity of network nodes in the distrib-
uted WSN. Random projections of spatial signals in net-
works are conducted, and results are shown in Figure 1. 
The corresponding process can be expressed by Formula 































In the formula, ai is the coefficients of the matrix corre-
sponding to the sampling nodes. 
Formula (3) denotes that only node 1, node 2, node i 
and node N take samples at t moment in networks, while 
other nodes are in a dormant state utilizing little energy 
consumption. This way combines sampling and transmis-
sion, reduces energy loss of the sensor nodes, and pro-
longs the life span of networks. If the length of signal 
sampling is H during the time period T and the average 
distance of the node away from the sink node is D, the 
total consumption of system energy is O (HMD). 
III. DATA FUSION TECHNIQUE COMBINING TEMPORAL-
SPATIAL CORRELATION AND COMPRESSED SENSING 
The mobile nodes are operating in a three-dimensional 
under water mission space, assuming that the mission is to 
find survivors from M targets using N nodes. Set G de-
notes the M targets G={mj| j=1,2,…,M} and set B denotes 
N nodes B={ni| i=1,2,…,N}. A target may change its 
location during operation of the system, or new targets 
may appear, hence M and yj may not be constant. Mean-
while, if a node malfunctions, N may also change in time. 
Associated with the jth target is a life value L. If Lj!0, 
means the target jth has failed, in reality it might mean that 
the survivor is dead. The mission's objective is to maxim-
ize the total life value collected by visiting target points in 
the set G within a given mission time T. The target life 
value may be time-dependent, typically decreasing in 
time. The exact location of targets may not always be 
known in advance and there may be obstacles in the mis-
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The traditional compressed sensing data fusion technol-
ogy only uses temporal correlation or spatial correlation of 
data in the WSN without considering the routing mecha-
nism, which causes the node information to consume a 
large amount of energy in the transmission process. The 
compressed sensing data fusion technology combined 
with routings takes into account the energy consumption 
of a node in long distance transmission, combining the 
multi-hop routing mechanism, but it does not consider the 
inner correlation of signals. For distributed sensor net-
works, nodes in the time dimension and space dimension 
have a strong correlation. Therefore, currently the focus of 
much research has been how to effectively use the redun-
dancy of network data to reduce the amount of data com-
munication and transmission costs, while at the same time 
ensuring reliable communication.  
The compressed sensing data fusion technology based 
on temporal-spatial correlation makes full use of the tem-
poral-spatial correlation of WSN data, and combines ran-
dom routing, sampling and compression, and transmission 
and compression. Signals are reconstructed with the few-
est observation values. The coding process is shown in 
Figure 2. 
 
Figure 2.  Encoding process of the compressed sensing data fusion 
technology based on temporal-spatial correlation 
It is assumed that there are N arranged in the observa-
tion area regularly, and the network topology is shown in 
Figure 1. The time signal of a node is 
1( )Hi ix x R
!" ; 
namely the sampling signal of node i in the period of T. xi 
sparse is in DCT domain, And based on the temporal 
correlation of signal xi, a local random projection is made 
of xi. 
 i iz Ax=  (4) 
where,  
A is the Gaussian random projection matrix 
m HA R !" , element ( )0,1ija N N! ; 
iz is the projected vector in time dimension of node i , 
1,miz R m H
!" !  
For facilitating the calculation, in the algorithm each 
node adopts the same Gaussian random projection matrix. 
In the process of encoding, the stronger the temporal cor-
relation of data is, the fewer the number of random projec-
tions required by reconstructed signals is; i.e., m is small-
er, thereby realizing the first compression of network data. 
The data in the distributed wireless sensor network has 
a time correlation. Furthermore, there is strong spatial 
correlation between nodes due to the different network 
topologies. For the wireless sensor network with N nodes, 
by considering the spatial correlation and random routing, 
a further projection can be made for the local compressed 
signal combined with spatial-temporal correlation. The 








=!  (5) 
where, 
M is the path number; namely the number of projec-
tion, M N! ; 
j is the path index, 1,2, ,j M= ! ; 




In order to explain the encoding process of the com-
pressed sensing data fusion technology based on temporal-
spatial correlation, a path in projection is assumed to be 
{1,5,9,14,… }.The projection process of Formula (5) can 
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where E is a unit matrix, and m mE R !" . 
Nodes in the path transmit information in a multi-hop 
manner. The amount of data for a single node to transmit 
is m. After each jump, the message fuses the observation 
value zi of the current node as input value of the next hop. 
Data converges to the sink node in the end through p 
nodes. Each path only needs m data sizes to transmit. M 
paths correspond to M projections. 
1 2, ,
TT T T
MY y y y! "= # $! converges to the sink node as the 
final data, and the process achieves the second compres-
sion of data. 
The encoding process of the compressed sensing data 
fusion technology based on temporal-spatial correlation is 
shown in Formula (7). 
1 2Y X!!= (7)
where, 
X is the temporal-spatial signal in the wireless sen-
sor network, 11 2, , ,
T T T NH
NX x x x R
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2! is the local random projection matrix of node, 
2
Nm NHR! "# ; 
Y is the observation vector, 
1 1
1 2, , ,
TT T T Mm m
M jY y y y R y R
! !" #= $ =% &! . 
In the practical application of distributed wireless sen-
sor networks, xi, the sampling signal of node, is the envi-
ronmental information, such as temperature, humidity and 
light intensity, or is the physical parameters, such as cur-
rent, voltage etc. These signals have strong temporal-
spatial correlations. Based on the redundancy of signals, 
the system takes two projections, and eventually the signal 
Y with the total length of Z is sent to the sink node. 
As a sparse random projection matrix based on spatial 
correlation, each row of 1!  contains multi-hop routing 
information of network data transmission. Its matrix rep-




















2!  is the local random projection matrix based on tem-
poral correlation. In this paper, 2!  conducts piecewise 
projection for WSN signals, and each section of signals 




















When 1 2! !!= , then Formula (7) is: 
 Y X!=   (10)   
Since 1!  and 2!  are generated randomly, !  satisfies 
the RIP characteristic, applying to the framework of com-
pressed sensing system theory.  
The above analysis shows that the original amount of 
information transmission is N H! . The compressed 
sensing data fusion technology based on spatial-temporal 
correlation compresses data twice, so that the total amount 
of information transmission in the network is reduced to 
M m! , realizing lightweight information processing and 
transmission. The signal recovery is completed in the sink 
node, which reduces the computational complexity and 
transmission energy consumption of the sensor node and 
solves the problem of limited energy so as to prolong the 
network life span. 
IV. EXPERIMENT RESULTS AND ANALYSIS 
The research object of this paper is the synthesized sig-
nal. Taking mathematical modeling for the compressed 
sensing data fusion technology based on temporal-spatial 
correlation, and according to the characteristics of the 
signals in wireless sensor networks, an iterative threshold 
algorithm based on temporal-spatial correlation is pro-
posed. MATLAB is utilized as the tool of the simulations. 
The network topology is shown in Figure 1. Nodes are 
distributed uniformly in a square region of 16 meters per 
side. The information of the observation area is com-
pounded by three signals obeying two-dimensional Gauss 
distribution, whose mathematical expression is shown in 
Formula (11). 
















= & '(& '
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( (11) 
x(i, j, t) denotes the sampling signal of the node with the 
observation area location (i, j) at the moment t. The fre-
quencies corresponding to cosine function respectively are 
f1=0.1Hz, f2=0.2Hz and f3=0.051Hz. The sampling fre-
quency is 5Hz. The means of two-dimensional Gauss 
distribution are respectively µ1=[3 2], µ2=[8 14] and 
µ3=[13 4]. "1=[10 2; 2 9], "2=[8 2; 2 10], and "3=[9 1; 1 8] 
are the corresponding covariance matrixes. The parameter 
#k controls the damped speed of the signal along with the 
time, and #1=10, #2=15 and #3=8 are the corresponding 
values. 
In the simulation, 64 nodes I n the observation area are 
arranged using gridding with the size of 8*8. Nodes gather 
the signal at the speed of 5Hz within 20 seconds. In the 
reconstruction algorithm the corresponding threshold 
processing parameters are set at !1=2.88 and !2=2.9. The 
maximum iterations maxiter is 100. 
In order to compare with the traditional compressed 
sensing data fusion technology which considers only tem-
poral correlation or spatial correlation, use the reconstruc-
tion error is used to measure the performance of the pro-
posed algorithm in the experiment. The reconstruction 







=   (12) 
where,  
X is the the original signal; 
Xˆ is the the reconstruction signal. 
The energy consumption of the signal per hop in the 
process of transmission is assumed to be the same. For the 
proposed compressed sensing reconstruction technique 
based on temporal-spatial correlation, because each path 
corresponds to the same number of nodes, the experiment 
does not consider the energy consumption error of each 
measurement. The energy consumption of networks is 
measured by the total data quantity in transmission; name-
ly I=m$M. m denotes the number of observation based on 
temporal correlation. M expresses the number of random 
projections based on spatial correlation. For the com-
pressed sensing data fusion technology based on the tem-
poral correlation, the number of nodes determines the 
16 http://www.i-joe.org
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value of M. For the compressed sensing data fusion tech-
nology based on the spatial correlation, the value of m is 
determined by the sampling number during the period of 
T. 
Figure 3 shows the curve representing the relationship 
between the reconstruction errors of the different com-
pressed sensing data fusion technologies and the required 
number of projections. The reconstruction errors of differ-
ent number of projections is the average value obtained 
through 100 experiments. The original network traffic is 
6,400. It can be seen from the figure, with an increase in 
the number of projections, the signal reconstruction error 
decreases; i.e., increasing the number of observations 
improves the quality of the reconstructed signal. However, 
by comparing the same reconstruction error, the required 
projection number of the proposed technology is signifi-
cantly lower than that of the traditional technology, and 
the accurate reconstruction signal can be obtained when 
the sampling rate of the signal is 20%. The results show 
that, in order to ensure reliable signal transmission, com-
pared with the traditional compressed sensing data fusion 
technology, the proposed technology can further reduce 
the load of WSN communications, thus decreasing the 
energy consumption of nodes. At the same time, the hard 
threshold processing adopts the wavelet transformation. 
The decided threshold requires that the corresponding 
signal dimension is large enough, so as to effectively 
remove noise, which is especially suitable for large-scale 
wireless sensor networks. 
To more accurately express the effectiveness of the al-
gorithm, Figure 4 shows the reconstruction results of dif-
ferent methods when the sampling rate mM/NH is 20%. 
The gray graphs represent the spatial signals of the sam-
pling of a node at the first moment. The curve graphs 
represent the sampling signals of node 1 during T period. 
Figure 4(d) is the reconstruction results of the proposed 
algorithm, Which clearly shows that the proposed algo-
rithm can reconstruct temporal-spatial signal of WSN 
under the low sampling rate. Figure 4(b) is the reconstruc-
tion result of the algorithm while only considering the 
spatial correlation. Compared with the result shown in 
Figure 4(d), its effect of signal recovery quality is poorer 
than that of the proposed algorithm. Figure 4(c) is the 
reconstruction results of temporal dimension signal of 
nodes, whose signal recovery effect of a single node is far 
less than that of the proposed algorithm. In summary, with 
the same energy loss the visual effect of reconstruction 
using the iterative threshold method based on temporal-
spatial correlation is obviously better than that the one that 
only considers temporal correlation or spatial correlation. 
It further shows that the proposed compressed sensing 
data fusion technology based on temporal-spatial is effec-
tive. 
V. CONCLUSIONS 
The proposed compressed sensing data fusion technol-
ogy based on temporal-spatial correlation makes full use 
of temporal-spatial correlation in wireless sensor net-
works. It combines routing and transmits information in a 
multi-hop fashion, and finally reconstructs signal in the 
sink node. The process of data fusion significantly reduces 
the sampling cost and computational complexity of nodes 
in the WSN and reduces the amount of data transmitted 
over the network, solving the deficiency of limited energy 
of nodes in wireless sensor networks.  In this paper, by 
modeling the compressed sensing data fusion technology 
based on temporal-spatial correlation, the iterative thresh-
old reconstruction algorithm based on temporal-spatial 
correlation is proposed. The results prove that with the 
same sampling rate, the proposed algorithm is superior to 
the traditional compressed sensing data fusion technology. 
 
Figure 3.  Comparison of the relationship of reconstruction errors of 
different compressed sensing data fusion technology and the required 
number of projections 
   
(a) Original signal 
   
(b) Algorithm based on the spatial correlation 
   
(c) Algorithm based on the temporal correlation 
   
(d) Proposed algorithm 
Figure 4.  Comparison of reconstruction results of different algorithms 
at a sampling rate of 20% 





















The improved algorithm of this paper
Based on the spatial correlation
Based on the time correlation
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