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Chapter 1
Introduction
1.1 Quasi-One-Dimensional Organic Molecular
Compounds of A2B
Many organic molecular compounds of A2B type have been synthesized, where A
denotes an organic molecule and B is a counter ion. In such compounds, the B
molecules are fully charged with +e or  e, forming a closed shell. Here  e stands
for an electronic charge. Therefore, the average valence of A molecules is 1=2e
or  1=2e, and the electric energy bands formed by  orbitals of A molecules are
quarter-lled by electrons or holes. These compounds have been attracting much
interests because they exhibit fascinating physical phenomena such as supercon-
ductivity, charge order, Peierls transition and photoiduced phase transition.1)
There are several families which belong to quasi-one-dimensional electronic sys-
tem with quarter-lled band. Typical examples are (R1R2-DCNQI)2X(X=Li,Ag),
(TMTSF)2X and (TMTTF)2X, where R1 and R2 denote distinct substitution
groups for DCNQI family and X denotes dierent anions for TMTSF/TMTTF
families. Quasi-one-dimensional character is due to strong anisotropy of  orbitals
of the A molecules. One-dimensional (1D) chains are formed in the face-to-face
stacking direction of the A molecules as shown in Fig. 1.1.
In families of (DCNQI)2X(X=Li,Ag), the electronic structure calculations based
on the local density approximation (LDA) have been performed.2) The LDA result
for (Dme-DCNQI)2Li is shown in Fig. 1.2.
The energy bands near the Fermi level (E(k) = 0) come from  orbitals of
1
(a) (b)
Figure 1.1: (a) DCNQI molecule with examples of substitutions and crystal struc-
ture of (DCNQI)2X. (b) TMTSF and TMTTF molecules and crystal structure of
TMTSF/TMTTF families. After Ref. 1.
Dme-DCNQI molecules, and the slight splitting of the bands is due to the overlap
of the wave functions between inter-chain  orbitals. These results have been
reproduced with the tight-binding model by properly choosing model parameters.2)
In the (DCNQI)2X family, the intra-chain and inter-chain transfer integrals are
t = 0:15  0:25 eV and t? = 0:01  0:03 eV, respectively. Therefore, it seems that
the description by a simple 1D quarter-lled band is reasonable for the (Dme-
DCNQI)2X family. However, the electron-electron Coulomb interaction plays an
important role in organic molecular compounds, and the description by a simple
1D band becomes suspicious when the electron-electron Coulomb interactions are
strong. The Coulomb interactions have been roughly estimated in terms of the
extended Hubbard model.3) The Coulomb interaction U on the same molecule is
typically of the order of the band width,  1eV, and the Coulomb interaction V
between neighboring molecules is approximately 50% of U . Therefore, the family is
categorized as 1D strongly correlated electron systems, which cannot be described
by the simple 1D quarter-lled band as shown in Figs. 1.3(a) and (b). In Figs. 1.3,
a single electronic band splits into two Hubbard bands due to strong U , and
in each band the Fermi wave number changes as jkFj ! j2kFj. As the result,
the nesting vector is 4kF instead of 2kF. It was experimentally conrmed that
2
Figure 1.2: Result of LDA band structure calculation for (Dme-DCNQI)2Li. After
Ref. 2.
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Figure 1.3: Schematic representations of 1D electronic band structures without
and with the Coulomb interaction U . (a) a single band without U and (b) two
Hubbard bands in the case with strong U .
phenomena due to this 4kF instability occur. In X-ray scattering experiments on
(Dme-DCNQI)2Li at room temperature, the 4kF super-lattice was observed.
4) The
structure of this 4kF super-lattice corresponds to the lattice dimerization of Dme-
DCNQI molecules. In 13C-NMR measurements on (DI-DCNQI)2Ag below about
220 K, the 4kF charge-density-wave (CDW) was also observed.
5)
The electron-phonon interactions also play an important role in organic molec-
ular compounds, where every organic molecule is weakly bonded by van der Waals
forces. In this case, the motion of an electron and the motion of a molecule eas-
ily aect each other. Therefore, electron-phonon interactions can be expected to
be strong in the organic compounds. One of the important consequences of the
3
electron-phonon interaction is to introduce the spontaneous lattice distortion in
an original lattice structure. The 4kF super-lattice in (Dme-DCNQI)2Li, corre-
sponding to lattice dimerization, results from the cooperation of this electron-
phonon interaction and the 4kF instability mentioned above. It have been also
reported that 2kF super-lattice results from the electron-phonon interaction for
(Dme-DCNQI)2Li at lower temperatures.
6) This 2kF structural change is under-
stood as the spin-Peierls transition, in which the lattice tetramerization with the
wave number 2kF induces the electrons on the neighboring dimers to form a spin-
singlet pair as shown in Fig. 1.4.
Figure 1.4: (a) The lattice dimerization of Dme-DCNQI molecules and the S = 1=2
electronic spin on the dimer in (Dme-DCNQI)2Li at room temperature. (b) The
lattice tetramerization of the molecules and the spin-singlet pair of electrons on
the tetramer at lower temperatures.
Here, we summarize important factors to understand electronic properties of
the DCNQI family: (a) a single 1D 1/4-lled electronic band, (b) a strong Coulomb
interaction U on the same molecule and (c) electron-phonon interactions.
In the cationic families of TMTSF/TMTTF compounds, anions also play an
important role. In these families, the electrons on molecules feel the 4kF anion
potential, and this potential induces strong lattice dimerization of the molecules,
unlike the case of the lattice dimerization in the DCNQI family mentioned above.7)
This lattice dimerization changes an original description of a 1D 3/4-lled elec-
tronic band into that of an eective 1/2-lled band as shown in Fig. 1.5. This is
in contrast to the case of the DCNQI family.
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Figure 1.5: (a) The Fermi surface and (b) the band structure calculated by the
extended Huckel method for (TMTSF)2X and (c) schematic representations of 1D
3/4-lled electronic band structures without and with the lattice dimerization.
After Ref. 1.
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1.2 Spontaneous Lattice Distortion and Charge
Density Wave in One-Dimensional Electron-
Lattice (Electron-Phonon) Systems
As mentioned in the previous section, the electron-phonon interaction is one of
the important factors in considering electronic properties of quasi-1D organic com-
pounds. In this subsection, we introduce a typical phenomenon due to electron-
phonon interactions in 1D electron systems.
We rst introduce the Peierls instability for the 1D electron gas. We consider
the response of the electron density (x) to an externally applied weak potential
Hext by using linear response theory. The Hamiltonian is
H = H0 +Hext; (1.1)
H0 =
X
k
"kc
y
kck; (1.2)
Hext =
Z
dxVext(x; t)(x); (1.3)
where ck(c
y
k) is the annihilation (creation) operator in the k-space, "k the energy
in the k-space, and Vext(x; t) an external eld. Here, the electron density (x) is
dened as
(x) =  y(x) (x); (1.4)
 (x) = L1=2
X
k
ck e
ikx; (1.5)
where  (x) is the electronic eld operator and L the volume of the one-dimensional
system. If we use the Kubo formula and the following external eld,
Vext(x; t) =
X
Q;!
VQ;!e
i(Qx !t); (1.6)
the liner response of the electron density (x; t) can be written as
(x; t) = lim
!+0
X
Q;!

 i
Z 1
0
dt0 h[ Q( t0); (x)]i

VQ;!e
 i!(t t0)e(t t
0) (1.7)
=
X
Q;!
(Q;!)VQ;!e
i(Qx !t) (1.8)
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where q is the Fourier component: (x) =
1
L
P
q qe
iqx. Here, we have dened the
density response function as
(Q;!)  1
L
X
k
f("k)  f("k+Q)
! + k   k+Q ; (1.9)
where f(") is the Fermi distribution function and k is the energy relative to the
chemical potential k  "k . In the case of the static external eld (! = 0), when
k is on the Fermi surface and Q is just 2kF, it is seen that there are singularities
in (Q = 2kF; ! = 0) because both k and k+2kF are zero at k =  kF. We
calculate the response function (2kF; 0) by using the linearized dispersion close
to the Fermi surface:
k+2kF = vF(k + kF) (1.10)
k =  vF(k + kF); (1.11)
where vF is the Fermi velocity. The response function (2kF; 0) at low temperatures
is estimated as
(2kF; 0) =   1
2vF
ln

40
kBT

; (1.12)
where  is Euler's constant, 0 the cut-o energy, kB the Boltzmann constant. It is
seen that (2kF; 0) has a logarithmic singularity at T = 0. This result shows that
the 1D metal is unstable against the external eld with the wave number Q = 2kF.
This is known as the Peierls instability. In higher dimensional systems, this special
wave number Q corresponds to the nesting vector of the Fermi surface. However,
generally speaking, the singularity is smoothed out in higher dimensions.
Next, we consider eects of electron-phonon interactions on 1D electron systems
by using the Frohlich Hamiltonian. The Frohlich Hamiltonian is
H = H0 +Hph +Hele ph (1.13)
Hph =
X
q

1
2M
P qPq +
M!2q
2
Q qQq

=
X
q
!q
2
(byqbq + h:c:) (1.14)
Hele ph =
X
k;q
gqc
y
k q(b
y
q + b q)ck; (1.15)
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where M is ion's mass, !q is the frequency of the normal mode with wave number
q, Qq and Pq are the Fourier component of quantized ion's displacement and its
conjugate momentum, respectively, bq(b
y
q) is the annihilation (creation) operator of
the normal-mode phonon with q, and gq is the coupling constant. Here, Hph and
Hele ph denote the ion vibration and the electron-phonon interaction (electron-ion
vibration interaction), respectively. Qq and Pq satisfy the following relation:
Qq =

1
2M!q
1=2
(byq + b q) (1.16)
Pq =  i

M!q
2
1=2
(bq   by q): (1.17)
The electron-phonon interaction causes the renormalization of the phonon fre-
quency. We calculate this renormalized frequency by using the quantized equation
of motion for Qq. The equation of motion is
Qq =   [[Qq; H]; H] : (1.18)
By using the commutation relation [bq; b
y
q0 ] = q;q0 , (1.16) and (1.17), this equation
can be easily calculated as
Qq =  !2qQq   gq

2!q
M
1=2 X
k
cyk qck
!
=  !2qQq   gq

2!q
M
1=2
q; (1.19)
where we have used the following relation:
q =
X
k
cyk qck: (1.20)
If the electron-phonon interaction induces the modulation of the electron density
from a uniform distribution, this electron density modulation hqi, where h   i
denotes the average over thermodynamical equilibrium state for electron systems,
can be written as
hqi = L(q; 0)gquq; (1.21)
where we have used (1.8) by putting Vq;0 = gquq with uq = b
y
q + b q. The equation
of motion can be written as
Qq =  !2q

1 +
2g2qL
!q
(q; 0)

Qq: (1.22)
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Therefore, the renormalized frequency 
q is

q = !q

1 +
2g2qL
!q
(q; 0)
1=2
: (1.23)
It is seen that the phonon frequency with q = 2kF remarkably decreases at low
temperatures and becomes zero at Tc = 4
0
kB
exp(vF!2kF=g
2
2kF
L). This result
denotes that the spontaneous static lattice distortion with the wave number q =
2kF occurs at T < Tc.
Finally, we consider the electronic state when the spontaneous static lattice
distortion with the wave number Q = 2kF at T < Tc is present. For simplicity,
we replace the non-interacting part of the electronic Hamiltonian by that with the
linearized dispersion near kF, focusing on the electrons near the Fermi surface.
This Hamiltonian is
Hele =
X
 q
(qa
y
R;qaR;q   qayL;qaL;q) (1.24)
q = vFq; (1.25)
where aR(L);q is the annihilation operator of the right(left)-going electron with wave
number k = kF( kF)+ q, q is the energy relative to the chemical potential and 
is a cut-o wave number. The lattice distortion with wave number Q = 2kF causes
the mixing of the bands of left-going electrons and that of right-going electrons as
H 0 =
X
 q

VQ=2kF a
y
R;qaL;q + V

Q=2kF
ayL;qaR;q

: (1.26)
The total electronic Hamiltonian is written as
H =
X
q
ayqhqaq (1.27)
aq =
0@aR;q
aL;q
1A ; hq =
0@ q ei
e i  q
1A ; ei = V2kF ; (1.28)
where  and  are real. This Hamiltonian can be diagonalized by using the unitary
transformation
aq =  qq; (1.29)
 q =
0@ uqei=2 vqei=2
 vqe i=2 uqe i=2;
1A ; q =
0@+;q
 ;q
1A : (1.30)
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The diagonalized Hamiltonian is
H =
X
q

Eq
y
+;q+;q   Eqy ;q ;q

; Eq =
q
2q +
2 (1.31)
when uq and vq satisfy
u2q =
1
2

1 +
q
Eq

; v2q =
1
2

1  q
Eq

: (1.32)
This result denotes that the energy gap is opened near the Fermi surface and the
electronic state becomes an insulator. In order to estimate the electron density
h(x)i, we also approximate the eld operator as
 (x) =
1p
L
X
q
(aR;qe
ikFx + aL;qe
 ikFx): (1.33)
The density h(x)i at T = 0 is calculated as
h(x)i = h y(x) (x)i (1.34)
= n0   c
vF
cos (2kFx+ ) : (1.35)
Here, n0 is the uniform density contributed from electrons below the Fermi energy
and c is a constant,
c =
Z 0=
0
dz
1p
z2 + 1
; (1.36)
where 0 is the cut-o energy corresponding to . Therefore, the 2kF charge density
wave (CDW) occurs together with the spontaneous static lattice distortion with
the wave number Q = 2kF.
In summary, electron-phonon interactions causes the spontaneous lattice dis-
tortion with the wave number Q = 2kF and 2kF CDW in the one-dimensional
system. As mentioned in the previous section, the spontaneous lattice distortion
and 2kF CDW are observed in the quasi-1D organic compounds at low tempera-
tures.
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1.3 Dynamics of Charge DensityWave and Phase
Soliton
In this section, we introduce low-energy excitations of the charge density wave
(CDW) states, which are related to the degrees of freedom of the phase and am-
plitude of CDW. First, we introduce the coupled electron-phonon collective modes
in the CDW background. By taking into account time and space uctuations
of the phase and amplitude of CDW, the order parameter of the CDW state is
represented in the following form:
(x; t) = (0 + (x; t)) e
(i0+(x;t)) (1.37)
where 0e
i0 is the average of the order parameter over time and space, (x; t) is
the time and space uctuation of the amplitude of the order parameter and (x; t)
is that of the phase. The eective Lagrangian density L is
L =
"
1
2
0

0
@
@t
2
  1
2
G

0
@
@x
2#
+
"
1
2
0

@
@t
2
  1
2
G

@
@x
2
  n("F)
2
2
#
(1.38)
with
0  m

m
n("F)
220
; G  n("F)v
2
F
220
; (1.39)
where n("F) is the density of state at the Fermi energy and m
=m is an enhance-
ment factor. In the case of the Frohlich Hamiltonian, this enhance factor m=m
was estimated by Lee, Rice and Anderson as
m
m
= 1 +
4"F
2
0
!2kFg
; (1.40)
where  is the lling factor, which is the number of conduction electrons per atom.8)
By using the Euler-Lagrange equations for the eective Lagrangian density (1.38),
we get the wave equations for the phase and amplitude uctuations as
@2
@t2
  G
0
@2
@x2

(x; t) = 0; (1.41)
@2
@t2
  G
0
@2
@x2
+
n("F)
0

(x; t) = 0: (1.42)
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If we assume the following plane-wave solutions as
(x; t) =uph exp[i(qx  !ph(q)t)]; (1.43)
(x; t) =uamp exp[i(qx  !amp(q)t)]; (1.44)
we can get dispersion relations
!ph(q) = vphq; vph  ( m
m
)1=2vF (1.45)
!amp(q) =
h
220
 m
m

+ (vphq)
2
i1=2
; (1.46)
where vph is called the phason velocity. Therefore, there are two uctuation modes
as the elementary excitation of CDW: one denotes time and space change of CDW's
phase and the other denotes that of CDW's amplitude. From the dispersion rela-
tions, the low-energy excitation of CDW is the phase mode (x; t). In the limit of
q ! 0, the phase mode approaches the free translational motion of CDW.
Next, we consider the eects of the periodic lattice potential on the phase
modes of CDW. These eects are nonnegligible when the reciprocal lattice vector
K and the wave number of CDW Q = 2kF satisfy the following condition:
M =
K
Q
; (M 2 Z); (1.47)
where the integer M is called the commensurability. In this case, the change of
wave number (M   1)Q is equal to  Q. Therefore, the eect of M   1 times
scattering of VQ cannot be neglected. By considering these scattering eects, the
eective Hamiltonian is rewritten as
H =
X
q
ayqhqaq (1.48)
aq =
0@aR;q
aL;q
1A ; hq =
0@ q 0ei + M 10DM 2 e i(M 1)
0e
  + 
M 1
0
DM 2 e
i(M 1)  q
1A ; (1.49)
where D is an energy cut-o whose order is the bandwidth. The energy dispersion
of the Hamiltonian is
Eq ' 
r
2q +
2
0 + 2
M0
DM 2
cos(M): (1.50)
Therefore, the electronic energy has the dependency with respect to CDW's phase,
and there are the M-fold degeneracy for h(x; t)i in the ground state, where h   i
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denotes the time and space average. If one of the ground states is determined as
h(x; t)i = 0, the others can be determined as
h(x; t)i = 0 + 2
M
m (m = 1; 2;    ;M   1): (1.51)
When there is no commensurability term, the condensation energy of CDW can
be estimated as
Econ =   c
2
n("F)
2
0: (1.52)
If the commensurability energy Ecom is dened as the excess energy from the
condensation energy, the substitution,
0 ! 0
 1 + M 20DM 2 e iM

ei
; (1.53)
into (1.52) gives
Econ =   c
2
n("F)
2
0 + Ecom; (1.54)
with
Ecom =  c

0
D
M 2
n("F)
2
0 cos(M): (1.55)
By taking account of the commensurability energy, we can rewrite the eective
Lagrangian density for the phase  as
L = 1
2
0

0
@
@t
2
  1
2
G0

0
@
@x
2
+ 0

20
M2
20 cos(M) (1.56)
with

0 
s
2cM2
 m
m
0
D
M 2
20: (1.57)
By using the Euler-Lagrange equations for the eective Lagrangian density, we get
the following equation:
d2
dt2
  v2ph
d2
dx2
+

20
M
sin(M) = 0; (1.58)
which is called the sine-Gordon equation. Here, we have used the denition of the
phason velocity (1.45). If the phase valuable  is suciently small, we can get the
following dispersion relation

q =
q

20 + v
2
phq
2: (1.59)
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Consequently, by considering the eects of the periodic lattice potential, we have
derived that the translational motion of CDW has the energy gap at q = 0.
It is well known that the sine-Gordon equation has soliton solutions. In the
present case of the CDW state, soliton solutions can be also expected. The soliton
solutions of (1.58) with a velocity v are
(x; t) =0 +
4
M
tan 1

exp

x  vt
(v)

(1.60)
with
(v) =
vph

0
q
1  v2=v2ph; (1.61)
where the signs  denote a soliton and an anti-soliton, (v) being the width of
solitons with the velocity v. These soliton solutions connect two of the ground
states as shown in Fig. 1.6(a), and locally contract or expand the CDW phase near
the central position of the soliton as in Fig. 1.6(b). This type of soliton is called
\phase soliton". The phase soliton has an extra charge. In the CDW systems,
the local change of the CDW phase induces the local change of the charge density
(x; t) as
(x; t) =
 e

@
@x
(x; t): (1.62)
By calculating the integral over a large space including the soliton position, we
can estimate the soliton charge Q as
Q =  e

Z 1
 1
@
@x
(x; t)
=  e

[(1; t)  ( 1; t)]
=  e


0  2
M
  0

= 2e
M
: (1.63)
In the case of M > 2, the soliton charge is fractional. The commensurability M
and the electronic lling factor  satisfy the following relation:
M =  1: (1.64)
In the quarter-lled systems in terms of electrons or holes, the lling factor is
 = 1=4. Therefore the fractionally charged solitons with a charge e=2 are
14
φ(x,t)
φ(x,t)=φ0
φ(x,t)=φ0+2π/M
(a)
(b)
Figure 1.6: (a) The soliton solution (1.60) in the case of the sign \+" and (b) the
schematic view of the local modication of CDW due to the phase soliton.
expected to exist in the systems. If the solitons are considered as massive particles
with a charge e=2M and a size (v), it can be seen that solitons have several
analogies with massive relativistic particles. The energy of the soliton can be
calculated as
E(v) =
Msv
2
php
1  (v=vph)2
(1.65)
with
Ms =
8
M2
0

0
(v = 0)
2
: (1.66)
If the phason velocity vph is assumed as the \light velocity" in CDW backgrounds,
this dispersion relation of the soliton coincides with that of a massive relativistic
particle. The velocity dependency of the soliton width (1.61) corresponds to the
\Lorentz contraction" of the relativistic particle.
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1.4 Dynamics of Solitons in One-dimensional 1/2-
and 1/3- lled Electron-Lattice Systems
In this section, we review the preceding works of numerical simulations on dy-
namics of solitons in one-dimensional 1/2- and 1/3- lled electron-lattice systems.
In the previous section, we introduced the phase solitons and their properties in
CDW backgrounds. However, the discussions in the previous section are based on
eective theories, in which it is assumed that both phase and amplitude uctua-
tions are small and there are no coupling between the two types of uctuations.
To understand physical properties of solitons in real materials, we must take into
account the coupling between the uctuations. However, in most cases, non-linear
equations of the phase and amplitude variables are complicated, and it is dicult
to treat them analytically. In such backgrounds of the diculties for the analytical
study of solitons, between 80's and 90's, a lot of numerical works on the solitons
have been performed.
In the 1D 1/2-lled electron-lattice systems, there are several relevant materi-
als: trans(cis)-(CH)x, polythiophene, polypyrrole, and poly(para-phenylene viny-
lene). We review the works of numerical simulations on the solitons in trans-(CH)x.
Trans-(CH)x is considered as an ideal 1D  electron system and a typical example
of Peierls insulators. This material has the dimerization structure as shown in
Fig. 1.7(a), where each carbon atom is connected with adjacent atoms by two 
bonds and one  bond. The dimerization structure can be considered to be due
to the Peierls transition. In this material,  electrons construct a half-lled elec-
tronic band, and the wave vector of 2kF is equal to =a, where a is the average
length of C C bonds. In this case, the 2kF CDW occurs not on carbon atoms
but on C C bonds as in Figs.1.7(b). This type of CDW is called the bond-order-
wave(BOW). This dimerized state has two energetically equivalent phases, A- and
B-phase as shown in Fig. 1.8(a), and can be expected to have a topological soliton
which is the domain wall separating the regions of A- and B- phases [Fig. 1.8(b)].
Excess charges or spins are localized around this soliton because electrons feel an
attractive potential made by the domain wall.
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Figure 1.7: (a) Chemical structure of trans-polyacetylene and (b) the schematic
representation of BOW on the carbon backbone of the polymer.
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Figure 1.8: (a) Dimerization patterns for two degenerate ground states and (b)
the domain wall separating two regions of dierent phases.
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Figure 1.9: Occupancies of the midgap level for the cases of (a) the charge-neutral
soliton with spin  = 1=2, (b) the spinless soliton with a positive charge +e and
(c) the spinless soliton with a negative charge  e. For all the cases, the valence
band is fully occupied, while the conduction band is empty.
The existence of the domain wall makes a localized energy level in the energy
spectrum, as an impurity state. In this case, the energy level is located in the
center of the energy gap as in Fig. 1.9. Depending on the occupancy of this level,
three types of solitons exist. When the energy level is singly occupied by an
electron with spin , a charge neutral soliton with spin  = 1=2 appears. When
the midgap level is empty or doubly occupied by electrons with antiparallel spins,
we have a spinless soliton with a positive charge +e or a negative charge  e. A lot
of experiments have been done in trans-(CH)x, and the phenomena related to the
solitons have been observed. The pioneering theoretical work has been done by Su,
Schrieer and Heeger (SSH).9) They have proposed a discrete model to describe
trans-(CH)x, which is now called the SSH model. The SSH model is
H = 
X
n;
 
tn+1;nc
y
n+1;cn; + h.c.

+
K
2
X
n
(un+1   un)2 + M
2
X
n
_u2n; (1.67)
where the creation and annihilation operators of an electron with spin (="; #) at
the n-th site are denoted by cyn; and cn;, respectively, un the lattice displacement
of the n-th atom from its equidistant position, K the force constant for an atomic
bond and M the mass of an ionic group. Here, the transfer integral tn+1;n is
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Figure 1.10: The lattice displacement fung of carbon atoms for two degenerate
ground states.
expressed as tn+1;n = t0   (un+1   un), where t0 is the equilibrium value of the
nearest-neighbor transfer integral,  being the electron-lattice coupling constant.
This Hamiltonian also has the dimerized state as the ground state. The lattice
displacement of the ground state can be represented as
un =cos

a
na+ 

u
=cos (n) cos ()u
=( 1)nu0 (1.68)
where a is the lattice constant, =a corresponds to the wave vector 2kF,  and u
are the phase and amplitude of the BOW and u0 is dened by u0  u cos(). The
two-fold degeneracy can be represented by the sign of u0 as shown in Figs. 1.10.
The numerical simulations on the dynamics of charged solitons in trans-(CH)x have
been done by Kuwabara, Terai and Ono.10;11) They have included an electric eld
to the SSH model in the form of a time-dependent vector potential. The proles of
the static charged soliton with a charge  e are shown in Figs. 1.11(a)-(c): (a) the
excess electron density (i), (b) the optical component of the lattice displacement
uop(i) and (c) the acoustic component of the lattice displacement uac(i). They are
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Figure 1.11: The structure of the charged soliton with a charge  e: (a) the excess
electron density, (b) the optical and (c) the acoustic components of the lattice
displacement.
dened as follows:
(i) = ((i  1) + 2(i) + (i+ 1)) =4  1 (1.69)
uop(i) =( 1)i ( ui 1 + 2ui   ui+1) =4 (1.70)
uac(i) = (ui 1 + 2ui + ui+1) =4; (1.71)
where (i) is the electron density at site i. The optical component uop(i) corre-
sponds to the dimerization amplitude u0 in the dimerized state. If an electron or
a hole is doped, the kink structure appears in fuop(i)g. Another kink structure in
fuac(i)g corresponds to the lattice contraction around the soliton, often seen in a
self-trapped excitation such as an acoustic polaron, and its functional form is
uac(i) = C1 tanh

ia  xcac
C2

  2
L
C1(ia  xcac); (1.72)
where xcac is the center position of the kink structure (uac(x
c
ac) = 0), C1 and C2 are
constant, and the last term comes from the condition that the system should satisfy
the periodic boundary condition, L being the system size. In the following, we
call this structure \acoustic soliton", while the kink structure in fuop(i)g \optical
soliton". In the static solution, the center position of the acoustic soliton xcac
coincides with that of the optical soliton xc. In the following, we summarize the
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dynamical properties of the solitons obtained.
(1) Soliton motion and phonons
The optical and acoustic solitons moves with dierent velocities. In Figs.1.12(a)-
(c), we show the snapshots of the charged soliton accelerated by an electric eld.
At the initial time t0, the center position of the excess electron density and the op-
tical soliton coincide with that of the acoustic soliton. The acoustic soliton moves
with a slower velocity compared with the excess electron density and the optical
soliton.
(2) Saturation of the soliton velocity
The soliton has a certain saturation velocity vm, which is independent of the
applied electric eld strength. In the case of the typical parameters generally
accepted for trans-(CH)x, this saturation velocity vm is roughly 3  4vs, where vs
is the sound velocity of the acoustic phonons. Figure 1.13 shows an example of
the time dependency of the soliton velocity. If this charged soliton corresponds
to the phase soliton mentioned in the previous section, this saturation velocity
can be expected to coincide with the maximum value of the group velocity of
optical phonons vmaxop , However, the calculations of the phonon dispersion relation
do not agree with this expectation. In the present case, the maximum value of the
group velocity of optical phonons is roughly 2:5vs, which is less than the saturation
velocity.
(3) Contraction of the width of the moving soliton
The width of the soliton decreases as the soliton velocity increases. This prop-
erty is similar to the \Lorentz contraction" of the massive relativistic particle.
Figure 1.14 shows the time dependency of the width and that of the velocity of
the soliton. The width has a nonzero value, even if the soliton velocity approaches
the saturation value. This property is dierent from the velocity dependency of the
width of the relativistic particle and the phase soliton mentioned in the previous
section.
(4) Relation between the energy and the velocity
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The total energy of the system and the lattice kinetic energy diverge at the
saturation velocity vm just as in the case of the relativistic particle and the phase
soliton. However, they diverge logarithmically in the present case, and the velocity
dependence of the total energy is
"tot(v) =
1
2
Msv
2
m ln

1  v
2
v2m

: (1.73)
Here the constant Ms corresponds to the eective mass of the soliton which is
roughly 3  4me, me being the mass of the bare electron.
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Figure 1.12: Snapshots of (a) the excess electron density, (b) the optical component
and (c) the acoustic component at time t0, t1 and t2 with t0 < t1 < t2.
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Figure 1.13: The time dependence of the soliton velocity vc. The velocity is scaled
by 4vs, where vs is the sound velocity. After Ref. 11.
Figure 1.14: The time dependence of the soliton width and the soliton velocity.
The behavior of the width is plotted by (t) = (t) (0) where (t) is calculated
from the excess electron density at time t. After Ref.11.
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For 1/3 lled electron-lattice systems, a similar simulation has been also per-
formed by Ono.12) In these systems, it is possible to distinguish between the phase
and the amplitude of the order parameter of 2kF BOW or CDW, and therefore
the phase soliton can exist in the systems. It is believed that TTF-TCNQ and
(DCNQI)2Cu under pressure can be described by the 1/3-lled 1D bands, and the
Peierls transition occurs. In the case of the 1/3-lled electronic band (two elec-
trons per three atoms), the SSH Hamiltonian has the Peierls state as the ground
state, where 2kF BOW and CDW coexist. This coexisting state is called 2kF bond-
charge-density-wave (BCDW) state. Ono introduced the lattice distortions fyng
(yn  un+1   un) instead of the lattice displacements fung. In the 2kF BCDW
state, the lattice distortion yn and the charge density (n) can be expressed in the
following form:
yn = B0 cos (2n=3 + ) ;  = 0;2=3; (1.74)
(n) = 0 cos (2n=3 + c) + 2=3; c =  +
2
3
(1.75)
where kF is equal to =3a. The ground state is three-fold degenerate, corresponding
to  = 0;2=3 as shown in Fig. 1.15.
Figure 1.15: Schematic views of the three-fold degenerate ground states of 2kF
BCDW in the 1D 1/3-lled SSH model. The circle size represents the charge on
each site; the large circles denote charge-rich sites while the small ones denote
charge-poor sites. The lattice distortions are also shown schematically, where the
double (single) lines denote the shorter (longer) bonds.
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Figure 1.16: The structure of the fractionally charged soliton with a charge  2=3e:
(a) the phase, (b) the amplitude and (c) the excess electron density. The amplitude
is scaled by its ground state value B0. After Ref. 12.
The domain wall connecting between  and +2=3 ground states corresponds
to the soliton with a charge  2=3e. This domain wall appears in the system
with the total number of lattice points N = 3m   1 and the number of electrons
Ne = 2m, m being an integer. Figures 1.16(a)-(c) show the phase of yn, the
amplitude of yn and the excess charge density of the soliton. In Fig. 1.16, the
lattice distortion and the excess charge density are expressed as
yn = B(n) cos (2n=3 + (n)) (1.76)
(n) = (n)  2=3; (1.77)
where (n) is the electron density smoothed over three lattice points. It is clearly
seen that the soliton is accompanied not only by the change of the phase but also
by the change of the amplitude. However, the change of the amplitude is consid-
erably small, and therefore the soliton can be regarded as the phase soliton. The
simulation of accelerating this soliton by an external eld has been also done, and
25
the time dependency of the soliton velocity and the energy has been analyzed. The
saturation of the soliton velocity is not clearly seen because of a large amplitude
of oscillation as shown in Fig. 1.17. Because of the oscillation behavior of the
soliton velocity, the velocity-energy relation cannot be analyzed. The frequency of
the oscillation is close to that of the phase mode of zero wave number of phonons
whose dispersion relations are shown in Fig. 1.18. The author has argued that the
translational motion of the soliton may be coupled with the phase modes.
From the above simulation work for the 1D 1/2- and 1/3-lled electron-lattice
systems, it is suggested that the dynamics of solitons in electron-lattice systems is
complicated because of combination of soliton translational motions and various
phonon modes.
Figure 1.17: The time dependence of the velocity of the fractionally charged soli-
ton. The velocity is scaled by the sound velocity vs. The inset is the detail for
smaller time. After Ref. 12.
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Figure 1.18: The dispersion relation for phonon modes. The phonon frequency is
scaled by the bare optical phonon frequency. After Ref. 12.
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1.5 Solitons in 1/4-Filled SSH model
Various solitons have been numerically obtained in 1/4-lled electron-lattice sys-
tems by using the SSH model.13) In this model, there are three types of solitons
as a fundamental charge and/or spin excitations from the ground state.
The ground state of the 1/4-lled SSH model is a 2kF BCDW state, where the
lattice distortion yi and the charge density (i) can be expressed in the form,
yi =2 cos

2
i+ 

;  = 
4
;3
4
; (1.78)
(i) =
1
2
+ 2 cos

2
i+ c

; c = +
3
4
: (1.79)
This 2kF BCDW states are 4-fold degenerate, corresponding to  = =4;3=4.
In this state the 2kF CDW has a maxim at a site as shown in Fig.1.19, in which the
schematic view of the 2kF-BCDW state is depicted. Therefore this 2kF BCDW is
called \site-centered" BCDW. In this 2kF BCDW, we can consider various type of
domain walls which connect the degenerate ground states. Ohfuti and Ono13) have
investigated various solitons in the nearly 1/4-lled band whose lling number is
controlled by the choice of the chemical potential, which determines the excess
electron number n = Ne   N=2 and spin . They have obtained three types of
solitons: spinless charged solitons (n; ) = (1=2; 0), a negatively-charged spin
soliton (1=2; 1=2) and a charge-neutral spin soliton (0; 1=2). The last soliton can be
considered as a bound state of the rst two solitons. The proles of the solitons for
the dimensionless electron-lattice constant  = 0:50 are shown in Figs. 1.20-1.22.
In these gures, we determine the site-dependent amplitude 2(i) and phase (i)
of the bond distortion through the least square tting by putting
yi = 2(i) cos

2
i+ (i)

; (1.80)
yi1 = 2(i) cos

2
(i 1) + (i)

; (1.81)
and
yi2 = 2(i) cos

2
(i 2) + (i)

: (1.82)
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Figure 1.19: Schematic views of the four-fold degenerate ground states of
2kF BCDW in the 1D 1/4-lled SSH model. The circle size represents the charge
on each site; the largest circle denotes the most charge-rich site with a charge
 (0:5 + )e, the middle-size one denotes the site with  0:5e and the smallest one
denotes the most charge-poor site with  (0:5 )e. The lattice distortions are also
shown schematically, where the double (single) lines denote the shorter (longer)
bonds.
The excess electron density (i) and the spin density (i) are calculated as
(i) =
X
;
0j;(i)j2   1
2
; (1.83)
(i) =
X
;
0
sign()j;(i)j2; (1.84)
where ;(i) is the wave function of an electron with spin  in the -th state for
the SSH model and the prime attached to the summation symbol means that the
- and -sums are over the states occupied by the electrons.
In Figs. 1.20-1.22, we show the smoothed excess electron density and spin
29
density dened by
(i) =
1
4
2X
l= 2
cl (i+ l); (1.85)
(i) =
1
4
2X
l= 2
cl (i+ l); (1.86)
c0 = c1 = 1; c2 =
1
2
: (1.87)
For the spinless solitons (1=2; 0) in Fig.1.20, there is only a small deviation of the
amplitude from its ground state value 02. Therefore, it can be expected that the
mixing of the amplitude and the phase is negligibly small. Thus it is anticipated
that the solitons can be well described by the sine-Gordon model mentioned in the
previous subsection. In contrast, the spinful solitons for (1=2; 1=2) and (0; 1=2)
have large changes of the amplitudes around the solitons as shown in Figs.1.21
and 1.22. These solitons will be mixed excitations of the amplitude and the phase.
We have estimated the creation energy of the solitons. The creation energy
can be calculated as
E(n; ) = Etot(N;Ne)  N
N (0)
Etot(N
(0); N (0)e )  "Fn; (1.88)
where N and Ne are the total number of the lattice points and that of the elec-
trons for the state (n; ), N (0) and N
(0)
e those for the ground state (n; ) = (0; 0),
Etot(N;Ne) the total energy of the system with (N;Ne) and "F the chemical po-
tential at absolute zero temperature. We show the creation energy of the solitons
for  = 0:5 in Table 1.1. Here, note that the creation energy of the soliton with
(n; ) = ( 1=2; 0) is negative. This dose not mean that the soliton is unstable.
When a soliton with ( 1=2; 0) is created, another soliton with (+1=2; 0) should
also be created in order to conserve the total electron number. It is conrmed
that the total creation energy of this soliton pair is positive, which tells that the
soliton pair is stable. The electronic band has a nite energy gap  = 0:47t0. The
creation energies of the solitons are smaller than the energy gap. Therefore, the
soliton excitations are energetically favored over the electron-hole excitation. In
particular, the creation energies of the phase solitons (1=2; 0) are much smaller
than the energy gap. Therefore, the phase solitons are expected to be the elemen-
tary charge excitations from the 2kF-BCDW ground state.
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Table 1.1: Creation energy of the soliton with (n; ).
(n; ) (+1=2; 0) ( 1=2; 0) (+1=2; 0) + ( 1=2; 0) (+1=2; 1=2) (0; 1=2)
E 0:0190t0  0:0131t0 0:0059t0 0:1550t0 0:1392t0
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Figure 1.20: The proles of the phase solitons with (1=2; 0): (a) the amplitude,
(b) the phase, (c) the excess electron density and (d) the spin density. The red
lines denote the soliton (1=2; 0) with a charge  e=2, while the blue ones show
( 1=2; 0) with +e=2. The amplitude is scaled by its ground state value.
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Figure 1.21: The proles of the charged amplitude soliton with (+1=2; 1=2): (a)
the amplitude, (b) the phase, (c) the excess electron density and (d) the spin
density.
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Figure 1.22: The proles of the neutral amplitude soliton with (0; 1=2): (a) the
amplitude, (b) the phase, (c) the excess electron density and (d) the spin density.
Note that, although the soliton has no net charge, the excess electron density does
not vanish.
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1.6 Spin Soliton in (Dme-DCNQI)2Li
The chargeless spin soliton for (n; ) = (0; 1=2) has been observed in the spin-
Peierls (SP) state of (Dme-DCNQI)2Li at a low temperature. As mentioned in
section 1.1, DCNQI molecules exhibit the lattice dimerization, at room tempera-
ture, which can be described by 4kF BOW. In this case, one electron is localized
on each DCNQI dimer and the charge degree of freedom vanishes. By contrast,
the spin degree of freedom remains and the magnetic susceptibility shows a para-
magnetic behavior with short-range antiferromagnetic correlation. At T < 65
K, the SP transition occurs accompanied with 2kF super-lattice structure, corre-
sponding to the second dimerization transition of the original dimers. This 2kF
super-lattice structure appears because the spins sitting on the original dimers
form a spin-singlet pair.
The physical properties of this SP state have been studied both theoretically
and experimentally. This state has the multiple orders of 2kF BCDW and 4kF
BOW. In this 2kF-BCDW state, the modulation pattern of 2kF CDW is \1100",
where \1" and \0" denote charge rich sites and poor sites, respectively. This CDW
is called \1100" charge order (CO).
The magnetic susceptibility measurements of (Dme-DCNQI)2Li at 1 GPa have
been performed by Hiraoka et al.14) It was expected that the magnetic suscepti-
bility would vanish below the SP transition temperature, TSP = 80 K. However,
below 80 K the Curie susceptibility appears, although the paramagnetic suscepti-
bility disappears as shown in Fig. 1.23. Hiraoka et al. have also performed ESR
measurements and estimated the temperature dependence of the diusion rate Dk
of the Curie spins along the 1D chain. They have obtained the evidence of spin
solitons from the temperature dependence of the diusion rate Dk. The diusion
rate Dk is proportional to T 2. This behavior is in good agreement with the theo-
retical prediction on the Brownian-like motion of the domain wall in the 4 model,
and is also observed for the spin solitons in trans-(CH)x. From this temperature
dependence of the diusion rate Dk, they have concluded that the Curie spins are
due to the spin solitons.
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Figure 1.23: Temperature dependence of magnetic susceptibility of (Dme-
DCNQI)2Li at 1 GPa. The closed circles denote the observed susceptibility. The
open circles denote the paramagnetic component, while the dashed line shows the
Curie component. After Ref.14.
It is easily understood why spin soltions can exist in the SP state of (Dme-
DCNQI)2Li. If the number of DCNQI molecules is 4m+2, wherem is an integer, an
unpaired spin remains even after the SP transition has occurred. This unpaired
spin is related to the spin soliton. In terms of the domain wall of the multiple
order state of 2kF BCDW and 4kF BOW, let us consider the spin soliton in more
detail. From the observed modulation pattern of the lattice tetramerization of
(Dme-DCNQI)2Li, the lattice distortions fyig can be represented as
yi = 2 cos

2
i+ 

+ 4( 1)i; (1.89)
where 2 > 0,  = 0 and 4 > 0. In total, there are four energetically degen-
erate states. These states can be distinguished by (; sign(4)) as (; sign(4)) =
( =2; ); (0;+); (=2; ) and (;+). The spin soliton corresponds to the domain
wall separating a pair of the degenerate states with the phase dierence of , in
which the 4kF-BOW order parameter does not change. It depends on the electron
number whether this soliton has a spin or a charge. For example, if we consider
the total number of the lattice points N = 4m + 2, the total number of up-spin
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electrons N"e = m + 1 and the total number of down-spin electrons N
#
e = m, we
get a spin soliton with (n; ) = (0;+1=2). On the other hand, if N"e = N
#
e = m
and N = 4m 2, we would get a charged soliton with (n; ) = (1; 0).
From the observation of the charge-neutral spin soliton in the SP state of (Dme-
DCNQI)2Li, it can be expected that spinless charge excitations will be created in
this SP state by the spin-charge separation,
(1; 1=2)! (0; 1=2) + (1; 0); (1.90)
where (1; 1=2), (0; 1=2) and (1; 0) correspond to the ordinary electron, the spin soli-
ton and the spinless charge excitation, respectively. However, no experiment has
been performed to elucidate what the fate of the spinless charge excitation (1; 0)
is in this material. From the theoretical point of view, there are two possibilities.
One is a pair of solitons, each having a fractional charge Q =  e=2. The other is a
single soliton with an integer charge Q =  e. Clay et al. have studied this problem
by numerical simulation.15) They have shown that the fractionally charged solitons
are bound together to make a single soliton with the integer charge. However, their
study has been based on a dimer/diatomic model, in which the bond alternation is
explicitly included, and therefore a kink structure in the 4kF BOW background is
strictly prohibited. Thus it will be desirable to investigate whether a fractionally
charged soliton is stable or not in a monomer/monoatomic model, in which a kink
structure of the 4kF BOW is allowed. This problem will be discussed in Chapter 3.
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1.7 Outline of the Present Thesis
In the present thesis, we investigate fractionally charged solitons with a charge
 e=2 in one-dimensional quarter-lled electron-lattice systems. The purpose of
the thesis is to elucidate the static and dynamical properties of the fractional
charged solitons in real materials. In Chapter 2, we rst investigate dynamical
properties of the solitons in the SSH model. The dynamics of the soliton has
not been investigated even in the simplest model, in which the electron-electron
interaction is neglected. Therefore, it will be useful to study the dynamics of
the solitons in the SSH model as the rst step of our work. In Chapter 3, we
investigate the possibility of existence of the fractionally charged solitons with
e=2 in the \1100" charge order background which is experimentally observed in
the Dme-DCNQI family at low temperatures.
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Chapter 2
Dynamics of Fractionally Charged
Phase Solitons
in the 2kF-BCDW Background
*1
Abstract
The dynamical properties of a phase soliton with a fractional charge e=2 in the
site-centered BCDW background of one-dimensional quarter-lled electron-lattice
systems are studied by numerical and semi-phenomenological methods using the
Su-Schrieer-Heeger (SSH) model. A special focus is on the time evolutions of
the velocity and energy of the charged soliton subject to an electric eld. Several
interesting properties are obtained: the saturation of the soliton velocity, the di-
vergence of the soliton energy and the propagation of condensed acoustic phonons.
The saturation velocity, which is independent of the applied eld strength, is less
than the phason velocity. These properties are dierent from those of the sine-
Gordon model which was believed to describe the commensurate BCDW systems.
The velocity-energy relation is also dierent from that of the sine-Gordon soliton
but is described by the same form as that of the acoustic polaron in the SSH
model. These results suggest that it is necessary to take into account the interac-
tions between the electrons and the acoustic phonons in order to really understand
the dynamics of the fractionally charged soliton in the electron-lattice system.
*1The contents of this chapter have been published in J. Phys. Soc. Jpn. 82, 104708 (2013).
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2.1 Introduction
In the case of the commensurability M = 4, corresponding to the band ll-
ing of 1=4 or 3=4 in the tight-binding model, a phase soliton with a fractional
charge jej=2 can be expected in the CDW background. There are many mate-
rials corresponding to the one-dimensional electron-lattice system with commen-
surability 4. Typical examples include organic conductors such as (TMTSF)2X,
(DMe-DCNQI)2X and (EDO-TTF)2X, where X denotes various anions or cations,
and inorganic transition-metal bronzes such as TaS3, NbSe3 and K0:3MoO3. The
presence of a soliton with a fractional charge jej=2 has been suggested by the
ESR experiment1;2) on the material (DMe-DCNQI)2X (X = Li, Ag) though the
direct observation of the fractional charge still waits for further investigation. In
the theoretical aspect, the static properties of the phase soliton with a fractional
charge jej=2 have been investigated.3 8) However the dynamical properties of the
phase soliton have not been studied in detail.
In this chapter, we study the dynamics of the phase soliton with a fractional
charge  jej=2 in the one-dimensional tight-binding model with a 1=4-lled elec-
tronic band by numerical simulation and semi-phenomenological method. We
choose the Su-Schrieer-Heeger (SSH) interaction for the electron-lattice coupling.9)
For simplicity, we neglect electron-electron interactions. In the present system, the
ground state is the charge-centered 2kF BCDW state. We assume that the system
consists of the total number of lattice points N = 4m   1 and the total number
of electrons Ne = 2m with m being an integer. We impose the periodic boundary
condition. In this case, the ground state of the system has a phase soliton with a
fractional charge  jej=2 in the 2kF-BCDW background. We numerically solve the
Newtonian equation for the lattice and the time-dependent Schrodinger equation
for the electrons. In order to accelerate the fractionally charged soliton, we apply
an electric eld given in terms of a time-dependent vector potential which can be
included into the system by the Peierls substitution of the transfer integral. We
study the time evolutions of the velocity and energy of the soliton. From the nu-
merical simulation, we examine whether the soliton has the dynamical properties
analogous to the relativistic particle mentioned in Chapter 1. We also study the
velocity-energy relation by the semi-phenomenological theory, taking the soliton
39
width as a dynamical variable.
In the next section, the model and method of the numerical simulation are
explained. In section 2.3, we show the results of the numerical simulation on
the dynamical properties of the phase soliton with the fractional charge  jej=2. In
section 2.4, we show the results of the semi-phenomenological analysis of the soliton
dynamics. We summarize and discuss the results of the numerical simulation and
the semi-phenomenological analysis in section 2.5.
2.2 Model and Method
2.2.1 Formulation
In the present work, we use the SSH Hamiltonian9) which is expressed in the form,
H = 
X
n;
 
tn+1;nc
y
n+1;cn; + h.c.

+
K
2
X
n
(un+1   un)2 + M
2
X
n
_u2n; (2.1)
where the creation and annihilation operators of an electron with spin (="; #)
at the n-th site are denoted by cyn; and cn;, respectively, un the lattice displace-
ment of the n-th site from its equidistant position, K the force constant for an
atomic bond and M the mass of an ionic group. Here, the transfer integral tn+1;n
is expressed as tn+1;n = t0   (un+1   un), where t0 is the equilibrium value of
the nearest-neighbor transfer integral,  being the electron-lattice coupling con-
stant. In this model, the relevant dimensionless parameter for the electron-lattice
coupling is  = 2=(t0K). The periodic boundary condition is assumed, i.e.,
uN+1 = u1, cN+1; = c1;, etc., where N is the total number of lattice sites. The
eect of an electric eld is introduced to the system through a time-dependent
vector potential by the Peierls substitution as tn+1;n ! tn+1;ne iA. The parame-
ter  is dened as   ea=~, where e is the absolute value of the electronic charge,
a being the lattice constant. The electric eld is given by E =   _A.
The time-dependent Schrodinger equation for the electronic wave function and
the equations of motion for the lattice displacements are expressed as
i~
@;(n; t)
@t
=  tn;n+1eiA(t);(n+ 1; t)  tn;n 1e iA(t);(n  1; t) (2.2)
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and
M un(t) =K(un+1(t)  2un(t) + un 1(t))
+ 2
X

Re

e iA(t)((n; t)  (n  1; t))

(2.3)
with
(n) = hcyn+1;cn;i =
X

0
;(n+ 1; t);(n; t): (2.4)
Here, ;(n; t) is the wave function of an electron with spin  in the -th state.
The last term in eq. (2.3) is the force exerted on ions by the electron system. In
eq. (2.4), the brackets h  i denote the average with respect to the electronic state
at time t and the prime attached to the summation symbol means that the -sum
is over the states occupied by the electrons.
In this chapter, the energy is scaled by t0, the time variable by the inverse of
the bare optical phonon frequency !Q =
p
4K=M and the electric eld strength
by E0 = ~!Q=ea. For the relevant dimensionless parameter of the electron-lattice
coupling, we use  = 0:5. This value of parameter does not necessarily correspond
to a real material, but it is chosen so that the width of the soliton falls within
8  30 times of the lattice constant. For this choice of the parameter, we can keep
the computational eort tractable and neglect the eects of lattice discreteness.
We chose the bare optical phonon energy ~!Q=t0 = 0:6.
2.2.2 Method of Numerical Simulation
We solve the time-dependent dierential equations approximately by discretizing
the time variable with a mesh t.10) We chose properly the mesh t so that t
is suciently small compared to the electronic time scale ~=t0. The equations of
motion (2.3) can be expressed in the form,
un(t) = F (fun(t)g; f;(n; t)g; A(t)); (2.5)
and integrated numerically by the Euler method as follows:
_un(tj+1) = _un(tj) + un(tj)t; (2.6)
un(tj+1) = un(tj) + _un(tj)t (2.7)
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with tj+1 = tj +t and tj = jt. The time-dependent Schrodinger equation (2.2)
can be solved formally by using the single-particle Hamiltonian h(t) as
;(t) = T exp
  i Z t
0
dt0h(t0)=~

;(0); (2.8)
where T is the time-ordering operator. If we discretize the time, the equation (2.8)
can be rewritten in the form,
;(tj+1) = U(tj+1; tj);(tj) (2.9)
with
U(tj+1; tj) = T exp
  iZ tj+1
tj
dt0h(t0)=~

: (2.10)
The time-evolution operator (2.10) can be approximated by using the Suzuki-
Trotter decomposition formula.11) For simplicity and convenience, we have adopted
the second-order decomposition formula.12 14) The details of the formulation are
described in ref. 15. In the present simulation, the electric eld is slowly switched
on with a rising time of  so that the eld does not strongly excite the lattice
vibration modes, which would destroy the spatial structure of the soliton. We
assume the time-dependent vector potential as follows :16)
A(t) =
8>>>><>>>>:
0 t < 0
 E
2
[t  

sin(

t)] 0  t < 
 E[t  
2
] t  :
(2.11)
The time-dependent electric eld can be written as
E(t) =
8>>>><>>>>:
0 t < 0
E
2
[1  cos(

t)] 0  t < 
E t  :
(2.12)
In the simulation, we assume that there is a static soliton in the system for time
t < 0 and that the electric eld is switched on at t = 0. The static soliton solution
is obtained by numerically solving the coupled equations for the electronic wave
functions and the lattice displacements with an iterative method in the absence
of the electric eld.17) After the eld is switched on, we numerically solve the
time-dependent Schrodinger equation for the electronic wave functions and the
equations of motion for the lattice displacements.
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(a)
(b)
(c)
(d)
φ = pi
2
φ = pi
Figure 2.1: Schematic views of the 2kF-BCDW ground states and the fractionally
charged solitons in the strong coupling limit of electron-lattice interactions. The
size of circles represents the average charge on each site; the large circle denotes
charge \-e", the middle one \-0.5e" and the small one \0". The lattice distortions
are also shown schematically, where the double and single lines represent the short
and long bonds, respectively. (a) the ground state for  = =2, (b) the ground
state for  = , (c) the fractionally charged soliton with a charge  jej=2 and
(d) the fractionally charged soliton with a charge +jej=2. In (c) or (d), there
is a topological defect in the center box. In (c), the center box contains three
lattice points and two electrons; therefore, the excess electron number is n = 0:5.
Similarly, in (d), the excess electron number in the center box is n =  0:5.
2.3 Results of Numerical simulations
Before showing the results of the numerical simulation, we elucidate the 2kF-
BCDW background and the fractionally charged soliton. In the 2kF-BCDW state,
the 2kF bond tetramerization is accompanied by the on-site 2kF-CDW. The lattice
displacement and the on-site charge density can be expressed in the form,
un = u2kF cos(n=2 + );  = m=2 (m = 0; 1; 2; 3); (2.13)
(n) =
1
2
+ 2kF cos(n=2 + c); c =   =2: (2.14)
The 2kF-BCDW ground states are 4-fold degenerate, corresponding to  = 0; =2; 
and 3=2. Schematic views of the 2kF-BCDW background for  = =2 and  = 
in the strong coupling limit are presented in Figs. 2.1 (a) and (b). When the
band lling is deviated slightly away from 1=4, we can expect soliton solutions. If
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Figure 2.2: The prole of the fractionally charged soliton with a charge  jej=2 for
a system with the total number of lattice sites N = 519 and the total number of
electrons Ne = 260: (a) the excess electron density, (b) the phase of the 2kF com-
ponent, (c) the amplitude of the 2kF component and (d) the acoustic component.
The relevant dimensionless parameter of the electron-lattice coupling is  = 0:5.
the total number of lattice points is N = 4m  1 and the number of electrons is
Ne = 2m, a topological defect would be present in the 2kF-BCDW background, as
shown in the center box of Fig. 2.1 (c) or (d). This type of defect is a soliton with
a phase change of =2 and has a fractional charge jej=2.
Figures 2.2 (a)-(d) show the prole of the soliton with the fractional charge
 jej=2 for N = 519 and Ne = 260. The excess electron density (n) is calculated
from (n) =
P
hcyn;cn;i as
(n) = (n)  1
2
(2.15)
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with
(n) = [(n  2)=2 + (n  1) + (n) + (n+ 1) + (n+ 2)=2]=4: (2.16)
The lattice displacement is expressed in the form,
un = uac(n) + u2kF(n) cos(n=2 + (n)); (2.17)
where the acoustic component, uac(n), as well as the amplitude and the phase of
the phonon condensate with the wave number 2kF, u2kF(n) and (n), is determined
through the least square tting by putting
un1 = uac(n) + u2kF(n) cos((n 1)=2 + (n)); (2.18)
and
un2 = uac(n) + u2kF(n) cos((n 2)=2 + (n)): (2.19)
Here, we have ignored a higher harmonics component of the lattice displacement
with wave number 4kF because such component is negligibly small in the SSH
model.18) It is clearly seen that the soliton connects two of the dierent ground
states, mainly through the phase modulation (n). Because the change of the
amplitude u2kF(n) is negligibly small, this solution is expected to have the nature of
the phase soliton. Note that the soliton is accompanied by the acoustic component
of the lattice displacement uac(n), which is a slowly varying component of the
lattice distortion. Though the acoustic component of the soliton has been discussed
originally for the half-lled systems, this component is always associated with
the presence of the commensurate soliton due to the electron-acoustic phonon
interaction which is included in the SSH model.10;19;20;21)
To investigate the behavior of the moving soliton, we apply an electric eld.
As a typical example of the simulation results, we show the data for E =  0:75
10 5E0, t = 0:001! 1Q and  = 2000!
 1
Q . Figures 2.3 (a)-(c) show snapshots of
(n), (n) and uac(n) at time t = 3500; 4000; 4500 and 5000 in unit of !
 1
Q . In
Figs. 2.3 (a) and (b), the soliton moves from left to right. When the soliton moves
from left to right, the acoustic component uac(n) moves also from left to right
with almost the same velocity as that of the soliton. This motion of the acoustic
component has not been observed in the half-lled case.10)
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Figure 2.3: Snapshots of the excess electron density [(a)], the phase of the 2kF
component [(b)] and the acoustic component [(c)] at time t = 3500; 4000; 4500 and
5000 in unit of ! 1Q .
To elucidate the dynamical properties of the fractionally charged soliton, we
have calculated the soliton velocity for various intensities of the electric eld. The
soliton velocity is determined from the excess electron density (n), which we
regard as a distribution function of n. We dene the central position of the soliton
by the center-of-mass of the distribution function as
xc =
X
n
n(n)=
X
n
(n): (2.20)
Calculating the central position xc(tj) in this way at every 100t, we obtain the
soliton velocity as
v(tj+50) =
xc(tj+100)  xc(tj)
100t
: (2.21)
The soliton velocity is scaled by the sound velocity vs(= !Qa=2). In Fig. 2.4,
the time dependences of the soliton velocities in the cases of E=E0 =  0:75 
10 5; 1:2510 5 and  1:7510 5 are shown. It is seen that the soliton velocities
saturate to a maximum value, which is independent of the intensity of the electric
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Figure 2.4: The time dependences of the soliton velocities in the cases of E=E0 =
 0:75  10 5; 1:25  10 5 and  1:75  10 5. The elds are switched on slowly
from t = 0 with the duration time  = 2000! 1Q . The time mesh is t = 0:001!
 1
Q :
The relevant dimensionless parameter of the electron-lattice coupling is  = 0:5.
eld. The maximum velocity is less than the phason velocity vph(= 2  3vs) and
is even smaller than the sound velocity. Refer to Appendix A for the numerical
estimation of the phason velocity.
One of the characteristics of a moving soliton is the dependence of its width on
the velocity. In most cases, the width decreases monotonically with the velocity.
If the soliton is regarded as a \relativistic" particle, this velocity dependence of
the width corresponds to the Lorentz contraction. In order to discuss the velocity
dependence in detail, we estimate the soliton width from the excess electron density
(n). In a similar way as the calculation of the soliton velocity, the excess electron
density is regarded as a distribution function. The second moment around the
central position
P
n(n   xc)2(n)=
P
n (n) is calculated, its square root giving
the soliton width ch,
ch =
sX
n
(n  xc)2(n)=
X
n
(n): (2.22)
Figure 2.5 shows the velocity dependence of the soliton width in the case of
E =  0:75  10 5E0 and  = 2000! 1Q . Here, since the velocity dependence
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Figure 2.5: The velocity dependence of the soliton width in the case of E =
 0:75 10 5E0.
is independent of the intensity of the electric eld, the data for the other inten-
sities of the electric eld are omitted. Near the maximum velocity, we can see
oscillatory behavior of the width, which is due to the excitations of phonon modes
besides the translational mode of the soliton.
In order to see whether the velocity dependence of the soliton energy is the
\relativistic" one, we estimate the total energy of the system "tot and the lat-
tice kinetic energy "LK. The total energy and the lattice kinetic energy can be
calculated as
"tot(tj) = "ele(tj) + "LP(tj) + "LK(tj) (2.23)
with
"ele(tj) =  2
X
n;
Re

[t0   (un+1(tj)  un(tj))]e iA(tj)(n; tj)
	
; (2.24)
"LP(tj) =
K
2
X
n
(un+1(tj)  un(tj))2; (2.25)
"LK(tj) =
M
2
X
n
_u2n(tj); (2.26)
where "ele and "LP are the electronic energy and the lattice potential energy, re-
spectively. Figure 2.6 shows "tot and "LK as functions of the velocity v, where the
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Figure 2.6: The velocity dependences of the total energy "tot and the kinetic energy
"kin. Only the dierences of energies from those at t = 0 are given.
energies are scaled by t0. Both "tot and "LK seem to diverge near the maximum
velocity corresponding to the saturation value of Fig. 2.4. This divergence looks
similar to that of a \relativistic" particle. To discuss the velocity dependence of
the energy in more detail, we will t the velocity dependence of "tot in the following
form:22)
tot =

Msv
2
max
2

1
(1  v2=v2max)
  1

; (2.27)
where the tting parameters Ms, vmax and  are the soliton mass, the maximum
velocity and the exponent of the energy divergence, respectively;  = 0:5 corre-
sponds to the \relativistic" case. The phonon modes other than the translational
mode of the soliton are excited when the velocity approaches the maximum ve-
locity; therefore, the region close to the maximum velocity is excluded from the
tting process. We have tted the velocity dependence of tot by eq. (2.27) in the
region v < 0:55vs. The tting is not good in the \relativistic" case  = 0:5, while
a rather good tting is obtained with   3. Figure 2.7 shows the tting results
in both cases of  = 0:5 and  = 3. Indeed, in the low velocity region, the case
of  = 3 is much better than that of  = 0:5. In the region near the maximum
velocity, the tting curve with  = 3 shows a deviation from the numerical data.
This deviation is because the total energy of the soliton near the maximum velocity
contains large contributions from the phonon modes other than the translational
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Figure 2.7: The velocity dependence of the total energy determined by the nu-
merical simulation and its ttings to the form of eq. (2.27). Though  = 0:5
corresponds to the \relativistic" particle, a rather good tting is obtained with
 = 3:0. The inset shows an enlarged view in the low velocity region.
mode.
Since the maximum velocity is not equal to the phason velocity and the velocity
dependence of the energy is dierent from that of a \relativistic" particle, the
dynamics of the fractionally charged soliton is not the same as that of the sine-
Gordon soliton. To reveal this reason, let us study the eects of the acoustic
component on the soliton dynamics since the acoustic component moves with the
soliton as shown in Fig. 2.3. In order to extract the contribution of the acoustic
component to the kinetic energy, we decompose the lattice kinetic energy into the
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acoustic component and the 2kF component:
"LK =
M
2
X
n
_u2n
=
M
2
X
n

_uac(n) +
d
dt

u2kF(n) cos(n=2 + (n))
2
'M
2
X
n
_u2ac(n) +
M
2
X
n

d
dt

u2kF(n) cos(n=2 + (n))
2
: (2.28)
Here, the time derivative of the the acoustic component _uac(n) is dened as,
_uac(n) = [ _un 2=2 + _un 1 + _un + _un+1 + _un+2=2]=4: (2.29)
The rst term in the last line of eq.(2.28) corresponds to the contribution of the
acoustic component to the kinetic energy and the second term to that of the 2kF
component to the kinetic energy. In deriving the last expression of eq.(2.28), we
have ignored the contribution of the cross term between the acoustic component
and the 2kF component which becomes negligibly small because of the oscillating
factor of the 2kF component. Figure 2.8 shows the velocity dependence of the
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Figure 2.8: The velocity dependences of the total kinetic energy and the acoustic
part of the kinetic energy.
acoustic component of the kinetic energy as well as the velocity dependence of the
total kinetic energy. As can be seen there, most of the contribution to the kinetic
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energy comes from the acoustic component. This result suggests that the acoustic
component dominates the soliton dynamics. Since the propagation of the acoustic
component is limited by the elastic force, the velocity of the soliton moving with
the acoustic component cannot exceed the sound velocity.
2.4 Semi-Phenomenological Analysis
In the previous section, we have suggested that the motion of the soliton is aected
by the acoustic phonons which propagate with the soliton. We have conjectured
that this is the reason why the velocity of the soliton cannot exceed the sound
velocity. In this section, we would like to conrm by a semi-analytical method
that the acoustic component of phonons moving with the soliton suppresses the
maximum velocity of the soliton to less than the sound velocity. In the study of
nonlinear excitations in 1D half-lled electron-phonon systems, a useful method
for the analysis of moving excitations has been developed.23;24) In this method, an
eective action is calculated and the width  of the nonlinear excitation moving
with the velocity v is determined so as to minimize the eective action. The
maximum velocity is provided by a requirement that the action should have a
minimum as the function of . We apply this semi-phenomenological method to
the present system and compare the maximum velocity of the soliton in the cases
with and without the acoustic component.
In order to derive the eective action, we make an assumption on the lattice
displacement. The lattice displacement of the n-th site in the presence of the
soliton and the acoustic component, both of which are moving with the same
velocity v, is assumed to be
un = u
ac
n + u
ph
n ; (2.30)
uacn =  
uacac(0)
ac(v)
tanh

na  vt
ac(v)

+
2uacac(0)
Naac(v)
(na  vt); (2.31)
uphn = u2kF cos(2kFna+ (n)); (n) = tan
 1

exp

na  vt
ph(v)

; (2.32)
where uac is the amplitude of the acoustic component at v = 0, u2kF is the ampli-
tude of the 2kF component, ac(v) and ph(v) are the widths of the acoustic com-
ponent and the 2kF component, respectively. We have determined uac by tting
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the numerical data of uac(n) of the static soliton, determined by eqs. (2.17)-(2.19),
to the form (2.31) with v = 0. For the acoustic component of the soliton moving
with velocity v, we have assumed the same functional form as that of the moving
acoustic polaron, i.e. the amplitude is inversely proportional to the width of the
acoustic distortion. This dependence is suggested by the numerical data of the
simulation and also by the fact that the condensation of the acoustic phonons is,
as in the case of the acoustic polaron, induced by a particular localized state with
the energy level just below the band bottom. For the 2kF component of the soliton,
we use the functional form of the sine-Gordon soliton.
We calculate the eective action, in which the widths of the acoustic component
and the 2kF component of the soliton are regarded as the dynamical variables
characterizing the structure of the moving soliton. The eective action is dened
by the potential energy minus the kinetic energy,
A(rac; rph; v) = V (rac; rph)  ac(v)
r3ac
  ph(v)
rph
(2.33)
with
rac =
ac(v)
ac(0)
; rph =
ph(v)
ph(0)
; ac(v) =
2aKu2ac
3ac(0)

v
vs
2
; ph(v) =
aKu22kF
8ph(0)

v
vs
2
;
(2.34)
where V (rac; rph) denotes the potential energy which consists of the electronic
energy and the lattice potential energy, rph and rac being the relative widths of the
2kF component and the acoustic component, respectively. The second and third
terms on the r.h.s. of eq. (2.33) come from the lattice kinetic energy, corresponding
to the translational motions of the acoustic component and the 2kF component.
In the derivation of eq. (2.33), we have ignored the kinetic energies related to
the time derivatives of the widths, _ph and _ac, which correspond to oscillation
modes of the soliton widths. This is because such oscillation modes have not been
observed in the numerical simulation.
First, let us conrm the conjecture that the presence of the acoustic phonons
moving with the soliton reduces the maximum velocity of the soliton to less than
the sound velocity. In order to conrm this conjecture, we have analyzed the
maximum velocity in the cases uac 6= 0 and uac = 0 by using the eective action.
In the case of uac 6= 0, which corresponds to the soliton moving with the acoustic
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component, we get the maximum velocity vmax = 0:83vs which is less than the
sound velocity. On the other hand, in the case of uac = 0, we get the maximum
velocity vmax = 2:65vs which is comparable with the phason velocity. Thus we can
conclude that the maximum velocity is reduced from the phason velocity to less
than the sound velocity due to the presence of the acoustic phonons moving with
the soliton.
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Figure 2.9: The velocity dependences of the relative widths of the 2kF component
rph and the acoustic component rac dened by eqs. (2.30)-(2.32) and (2.34). The
relative widths are determined from the eective action.
Next, we discuss this complex dynamics of the 2kF and acoustic components.
The energy of the soliton moving with the acoustic component is expressed as
"(rac; rph; v) = V (rac; rph) +
ac(v)
r3ac
+
ph(v)
rph
; (2.35)
where the relative widths, rph and rac, are the functions of the velocity v as shown
in Fig. 2.9. Figure 2.10 shows the velocity dependence of the energy, in which the
tting results of the energy to eq. (2.27) are also shown. A good tting is obtained
with  = 3:22(6), vmax = 0:908(3)vs and Ms = 0:170(1)m
, where m is the band
mass (m = ~
2
2t0a2
). The value of the exponent of the energy divergence is consistent
with the result of the numerical simulation   3. This exponent coincides also
with that of the acoustic polaron in the SSH model  = 3.25) In the expressions
of the eective action (eq.(2.33)) and the energy (eq.(2.35)), the dependence of
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Figure 2.10: The velocity dependence of the total energy determined from the
eective action (crosses) and its tting to the form of eq. (2.27) with  = 3:22,
vmax = 0:908vs and Ms = 0:170m
 (solid line).
the lattice kinetic energy on the width of the acoustic component is r 3ac while
that on the width of the 2kF component is r
 1
ph . Therefore, the contribution of the
acoustic component to the dynamics of the soliton is dominant for small r, which
corresponds to the soliton moving with the velocity close to the saturation velocity.
This is the reason why the exponent of the energy divergence of the soliton moving
with the acoustic component coincides with that of the acoustic polaron. However,
it should be noted that the eective mass of the soliton is much smaller than that
of the acoustic polaron.
2.5 Summary and Discussion
In the present chapter, we have studied the dynamics of the phase soliton with
a fractional charge  jej=2 in the one-dimensional quarter-lled electron-lattice
system by using the numerical simulation and the semi-phenomenological method.
In the numerical simulation, we have examined whether the phase soliton has
properties similar to the sine-Gordon soliton, focusing on the maximum velocity
as well as the velocity-energy relation of the soliton.
It is found that the soliton has the maximum velocity much less than the pha-
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son velocity. The maximum velocity is even smaller than the sound velocity of the
acoustic phonons. Although the energy of the soliton diverges at the maximum
velocity, the velocity dependence of the energy cannot be described by the \rela-
tivistic" relation. These results indicate that the dynamics of the phase soliton is
quite dierent from that of the sine-Gordon soliton. They also suggest that it is
necessary to take into account another degree of freedom in addition to the phase
variable.
The acoustic phonons, which are condensed in the presence of the soliton, are
found to move together with the soliton, having the same velocity as the soliton.
We have investigated the contributions of the acoustic mode and the phase mode
to the total lattice kinetic energy. It is found that most of the kinetic energy
comes from the acoustic mode. Therefore, the acoustic mode gives a dominant
contribution to the dynamics of the fractionally charged soliton.
By means of the semi-phenomenological method, we have conrmed that the
presence of the acoustic phonons moving with the soliton reduces the maximum
velocity of the soliton to less than the sound velocity. We have also investigated
the energy behavior of the soliton. The velocity dependence of the soliton energy
is described by the same form as that of the acoustic polaron in the SSH model,
while the eective mass of the soliton is much smaller than that of the acoustic
polaron.
The acoustic phonons are also condensed around the soliton in the half-lled
system. However the acoustic component does not move with the soliton but is left
behind the soliton when the soliton is accelerated by an electric eld. This would be
presumably because the coupling between the electrons and the acoustic phonons
in the half-lled case is relatively smaller than that in the quarter-lled case.
Indeed, the commensurability energy of the quarter-lled system is much lower
than the condensation energy of the half-lled system. Accordingly, the creation
energy of the soliton of the former system is much smaller than that of the latter
system.26) Thus the interaction between the electrons and the acoustic phonons
gives considerable eects on the dynamics of the fractionally charged soliton in the
quarter-lled system, while it could be treated perturbationally in the half-lled
system. This would be the reason why the dynamics of the fractionally charged
soliton cannot be described by the sine-Gordon model which includes only the
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phase variable. It will be desirable to make an eective theory of the dynamics
of the fractionally charged soliton by including both the phase variable and the
acoustic phonon component.
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Chapter 3
Stability of Fractionally Charged
Solitons in One-Dimensional
Quarter-Filled Electron-Lattice
Systems *1
Abstract
We reconsider the problem of \binding" of a pair of fractionally charged solitons in
\1100" charge order backgrounds, using the variational Monte Carlo method based
on the matrix-product state. In the \1100" charge order ground state of the one-
dimensional extended Peierls-Hubbard model, the 2kF bond order wave (BOW)
coexists with the 4kF BOW. We have found that the fractionally charged soliton
with  e=2,  e being an electronic charge, is accompanied with not only a kink in
the 2kF BOW but also a kink in the 4kF BOW, which was not allowed to exist in
the dimer model used in the previous study. Calculating the total energy of a pair
of fractionally charged solitons with the same charge as a function of the soliton-
soliton distance, we have found that the soliton-soliton interaction is repulsive.
Therefore the \binding" of the solitons does not occur and the elementary charge
excitation from the \1100" charge order ground state is a fractionally charged
soliton.
*1The contents of this chapter will be published in J. Phys. Soc. Jpn. 84, (2015).
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3.1 Introduction
Several quasi-one-dimensional molecular compounds with a 1=4 or 3=4-lled elec-
tronic band exhibit a unique charge order (CO) with a four-fold periodicity along
the backbone chain at low temperatures.1 7) This CO is termed \1100", where \1"
and \0" denote charge rich sites and poor sites, respectively. Typical examples are
(Dme-DCNQI)2X (X=Li, Ag)
5) and (EDO-TTF)2X (X=PF6, AsF6).
6 7) In the
ground state of these materials, the bond distortion with the four-fold periodicity
coexists with \1100" CO. A number of theoretical studies have argued that this
state corresponds to the 2kF charge density wave (CDW) coupled with multiple or-
dering of 2kF and 4kF bond order waves (BOW).
8 11) In (Dme-DCNQI)2X, this 4kF
BOW already exists at room temperature as the lattice dimerization, conning an
electronic charge to each dimer.12 16) This dimerization is due to the cooperation
between electron-phonon and on-site Coulomb interactions, which induce Umklapp
scattering of electrons in the eectively half-lled band.11) At low temperatures,
the 2kF CDW and BOW orders appear due to spin-Peierls (SP) transition, in
which electrons on the nearest-neighbor dimers form a spin-singlet pair.14) The
phase of the 2kF BOW is the same as that of the 4kF BOW.
11) In EDO-TTF
compounds also, the 4kF BOW coexists with the 2kF CDW and BOW.
7;17) In this
case, however, the phase of the 2kF BOW is dierent from that of the 4kF BOW
by =2.17) Note that the 2kF CDW in both DCNQI and EDO-TTF compounds is
observed to have maxima at bonds, while the conventional 2kF CDW in the purely
electron-phonon system without electron-electron interactions is predicted to have
maxima at sites.
In the commensurate Peierls state, domain-wall soliotns can be expected as
spin and/or charge excitations.18) In the case of 1/4 or 3/4-lled systems, there
can be a fractionally charged soliton with Q = e=2 and S = 0 as well as a spin
soliton with Q = 0 and S = 1=2 in the single-mode 2kF BOW background, Q and S
denoting the charge and spin of a soliton.19;20) However, as mentioned above, multi-
mode BOW's with multiple wave numbers are frozen in real materials. Therefore
it is an open problem whether these solitons exist or not. In ESR measurements
of (Dme-DCNQI)2Li, spin solitons have been observed by Hiraoka et al. in the
SP state which corresponds to the `1100" CO state.15;16) This observation of spin
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solitons conrms the spin-charge separation in the \1100" CO state, in which the
spin excitation and the charge excitation propagate independently.
However, no experiment has been performed to elucidate what the fate of the
charge excitation is in this material. From the theoretical point of view, there
are two possibilities. One is a pair of solitons, each having a fractional charge
Q =  e=2. The other is a single soliton with an integer charge Q =  e.19;20) Clay
et al. have studied this problem by numerical simulation.21) They have shown
that the fractionally charged solitons are bound together to make a single soliton
with the integer charge. However, their study has been based on a dimer/diatomic
model, in which the bond alternation is explicitly included, and therefore a kink
structure in the 4kF BOW background is strictly prohibited. Therefore it will
be desirable to investigate whether a fractionally charged soliton is stable or not
in a monomer/monoatomic model, in which a kink structure of the 4kF BOW is
allowed.
In this chapter, we study the one-dimensional extended Peierls-Hubbard model.
To treat electronic correlations with considerable accuracy, we use a variational
Monte Carlo (VMC) method combined with a matrix-product-state (MPS) rep-
resentation 22 24) which is believed to work well in one-dimensional systems. We
use an iterative method to determine a stable solution of lattice distortions.
The organization of the present paper is as follows. In section 3.2, the model
Hamiltonian is introduced. In section 3.3, we investigate the static properties of a
single soliton with a fractional charge  e=2 and that with an integer charge  e. In
section 3.4, we calculate the total energy of a pair of fractionally charged solitons
as a function of the solitoin-soliton separation in the monoatomic model, demon-
strating that the \binding" does not occur and that the unit of charge excitation
is a fractionally charged soliton. In section 3.5, we compare our results with those
by Clay et al., discussing the relevance of both results with real materials. In
Appendix B, we explain the VMC method, introducing the trial wave functions of
the MPS type.
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3.2 Model Hamiltonian
The extended Peierls-Hubbard (PH) model is given by
H = 
X
i;
(t0   yi)Bi;i+1 +
K
2
X
i
y2i
+ U
X
i
ni;"ni;# + V
X
i;;0
ni+1;ni;0 : (3.1)
In Eq. (3.1),  is the spin index which takes " or #, Bi;j = (cyi;cj; + h:c:) the
hopping operator for electrons with spin , ni; = c
y
i;ci; the number operator for
electrons with spin , U and V the on-site and nearest-neighbor Coulomb energies,
respectively,  the Su-Schrieer-Heeger type electron-lattice coupling constant, K
the force constant for a molecular bond, and yi the lattice distortion which is
expressed by the displacements fuig of molecules from their equidistant positions
as yi = ui+1   ui. The periodic boundary condition is assumed, i.e., yN+1 = y1,
cN+1; = c1;, etc., where N is the total number of lattice sites.
This model has been studied analytically as well as numerically. It has been
found that, in the 1/4-lled band case, this model exhibits two dierent CO states
accompanied with the lattice tetramerization.8 11) One has a two-fold periodicity,
while the other has a four-fold periodicity. The former corresponds to the \1010"
CO state, while the latter to the \1100" CO state mentioned in Sect.1. Nu-
merical calculations on the extended Peierls-Hubbard model have shown that the
\1100" CO state is favored against the \1010" CO state in the case of the strong
electron-phonon interaction as well as the strong on-site Coulomb interaction U
compared with the nearest-neighbor interaction V . We have chosen the dimen-
sionless electron-lattice coupling constant as  = 2=Kt0=1.5 and have varied the
on-site Coulomb energy in the range U=t0 = 6  9, by xing the nearest-neighbor
Coulomb energy at V=t0 = 2. We have conrmed that the ground state for these
parameters is the \1100" CO state.
We use an iterative method to obtain self-consistent solutions of the lattice
distortions fyig. The self-consistent equations are given by
yi =   
K
X

hBi;i+1i+

NK
X
j;
hBj;j+1i: (3.2)
Here the last term on the r.h.s. is necessary because of the periodic boundary con-
dition, and h   i denotes the expectation value with respect to the electronic state.
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To estimate the expectation value on the r.h.s. of Eq.(3.2), we apply a stochastic
Monte Carlo method with the MPS basis.22;24) Other expectation values, e.g. the
energy E = hHi and the charge density (i) = Phni;i, are also calculated by
the stochastic method. Details of the stochastic method employed in this study
are elucidated in Appendix B.
3.3 Static Properties of Single Solitons
Before discussing the \binding" of the fractionally charged solitons in the \1100"
CO background, we show our results on the static properties of the ground state
as well as a single soliton. The ground state is given by the total number of lattice
points N = 4m (m: integer) and the total number of electrons Ne = 2m. To
obtain a single soliton with Q =  e=2 or that with Q =  e, we have changed
the total number of lattice points from its ground state value to N = 4m   1 or
N = 4m  2, while xing the total number of electrons at Ne = 2m.19)
Figures 3.1 (a) and (b) show the lattice distortion fyig and the excess electron
density f(i)g of the static solutions of the ground state for N = 36, Ne = 18,
 = 1:5, U=t0 = 6 and V=t0 = 2, where we have removed the uniform electron
density 1=2 from the total electron density
P
hni;i as (i) =
P
hni;i 1=2. We
can clearly see the lattice tetramerization and the \1100" CO.
To understand the static solutions intuitively, we express the lattice distortion
fyig as well as the excess electron density f(i)g in the following forms,
yi = 2(i) cos

2
i+ (i)

+ 4(i)( 1)i (3.3)
and
(i) = 2(i) cos

2
i+ (i)

+ 4(i)( 1)i; (3.4)
where 2(i) and 2(i) are the amplitudes of the 2kF (kF=a = =4) components,
(i) and (i) the phases of the 2kF components, 4(i) and 4(i) being the 4kF
components. Note that the phases of the 4kF components need not be dened
because they can be included in the amplitude factors of the 4kF components. In
the \1100" CO ground state, the amplitudes and phases are independent of the
site number i.
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Figure 3.1: The lattice distortions and the excess electron densities of the static
solutions with Ne = 18,  = 1:5, U=t0 = 6 and V=t0 = 2: the lattice distortion (a)
and the excess electron density (b) of the \1100" CO ground state for N = 36, the
lattice distortion (c) and the excess electron density (d) of the fractionally charged
state for N = 35.
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Figure 3.2: The U dependency of order parameters for the \1100" CO ground state
with N = 36, Ne = 18,  = 1:5 and V=t0 = 2. The circles (squares) correspond to
the 2kF (4kF) order parameters, while the open (lled) symbols denote the bond
(charge) order parameters. The bond order parameters are scaled by t0= such as
j2j=(t0=) and j4j=(t0=).
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In particular, the phases are locked to one of the four stable solutions (; ) =
( =2; =4); (0; 3=4); (=2; 3=4) or (; =4).8 11) In Fig. 3.2, we show the U
dependency of the 2kF bond order j2j=(t0=), the 2kF charge order j2j, the 4kF
bond order j4j=(t0=) and the 4kF charge order j4j. It is clearly seen that the 2kF
bond order coexists with the 4kF bond order and the 2kF charge order, while the
4kF charge order does not appear. This \1100" CO state is four-fold degenerate,
corresponding to (; sign(4)) = ( =2; ); (0;+); (=2; ) and (;+). Therefore
the topological solitons connecting two of the stable solutions (; sign(4)) can be
expected.
In Figs. 3.1(c) and (d), we show a stable solution of the charged state with
Q =  e=2 for N = 35, Ne = 18,  = 1:5, U=t0 = 6 and V=t0 = 2. There
exists a defect in the range between the 12th and 22nd sites, where the four-fold
periodicities of yi and (i) are locally broken. Figures 3.3 (a)-(c) show (i), 4(i)
and (i) for the defect state, determined through the least square tting of the
numerical data of yi and (i) with (3.3) and (3.4), respectively. It is clearly seen
that there is a topological defect which connects two of the dierent \1100" ground
states as
((i); sign(4(i))) = (=2; )! (;+) : (3.5)
The charged defect is accompanied with kinks not only in the 2kF BOW and the
2kF CDW but also in the 4kF BOW. This kink in the 4kF BOW is not allowed
in the dimer/diatomic model, where the sign of 4 should be the same on both
ends of the chain. Therefore the defect with Q =  e=2 is strictly prohibited in
the dimer model.
We have tried to calculate a stable charged defect with Q =  e by choosing
N = 70, Ne = 36,  = 1:5, V=t0 = 2 and U=t0 = 6  9. However, we have not got
a stable single soliton but obtained a well separated pair of fractionally charged
solitons, each having Q =  e=2 and the same structure as Figs. 3.3 (a)-(c). The
phase of the 2kF BOW and the sign of the 4kF BOW change as
((i); sign(4(i))) = (=2; )! (;+)! ( =2; ) : (3.6)
This result already suggests that a single soliton with Q =  e is unstable and the
\binding" of a pair of the fractionally charged solitons with the same charge does
not occur in the \1100" CO background of the PH model.
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Figure 3.3: The prole of the charged defect state with Q =  e=2 for N = 35,
Ne = 18,  = 1:5, U=t0 = 6 and V=t0 = 2: (a) the phase of the 2kF component of
the lattice distortion, (b) the 4kF component of the lattice distortion and (c) the
phase of the 2kF component of the excess electron density.
3.4 Fractionally Charged Soliton Pair
Next, we discuss, from another point of view, whether a \binding" of fractionally
charged solitons occurs in the PH model. As mentioned in section 3.1, Clay et
al. have demonstrated that the \binding" occurs in a dimer/diatomic model.
However, their model prohibits the kink structure which we have found in the 4kF
BOW of the fractionally charged soliton. Moreover, in the self-consistent lattice
optimization for a charge excitation with Q =  e, we have got a well separated
pair of fractionally charged solitons instead of a single soliton with the integer
charge. To conrm that the \binding" does not occur in the PH model, we have
investigated an eective force acting between the fractionally charged solitons by
calculating the total energy of the soliton pair as a function of the soliton-soliton
distance R.
In order to control the soliton-soliton distance R, we make an assumption on
the lattice distortion of the soliton pair based on the results in section 3.3. The
67
 1.6
 1.65
 1.7
 1.75
 1.8
 1.85
 6  6.5  7  7.5  8  8.5  9
ξ/ a
U/t0
Figure 3.4: The U dependence of the width of a single soliton with Q =  e=2 for
N = 35, Ne = 18,  = 1:5 and V=t0 = 2. The width is determined by tting the
numerical data of the lattice distortion into the functional form of Eqs. (3.8) and
(3.9) with ir !1.
lattice distortion fyig is assumed to be
yi = 2 cos

2
i+ ss(i)

+ 4;ss(i)( 1)i; (3.7)
ss(i) = 0 + tan
 1

exp

i  il
=a

+ tan 1

exp

i  ir
=a

; (3.8)
4;ss(i) = 4 tanh

i  il
=a

tanh

i  ir
=a

; (3.9)
where 2 and 4 are the amplitudes of the 2kF and 4kF components of \1100"
CO in the ground state, 0 the phase of \1100" CO in the ground state,  the
width of a fractionally charged soliton, a the lattice constant and il(r) the central
position of a lefthand (righthand) soliton. The soliton-soliton distance R is dened
by R  (ir   il)a. Equation (3.8) is the two-soliton solution of the sine-Gordon
model, while Eq. (3.9) gives a good approximation for the two-soliton solution of
the 4 model as far as R & . For simplicity, we have neglected the dependency
of  on the soliton-soliton distance R. We have determined the width  from the
results of a single soliton withQ =  e=2, by tting the numerical data of the lattice
distortion with this functional form for the case ir !1. Figure 3.4 shows the U
dependence of the soliton width . Though the width =a monotonically increases
as a function of U , it is in the range from 1:6 to 1:8 as long as 6  U=t0  9.
This width is extremely narrow compared with that of the spin soliton in DCNQI
compounds, which is estimated to be roughly 100 molecules.15) However, we expect
68
that the size of the soliton width will be irrelevant to whether the soliton-soliton
interaction is repulsive or attractive.
Figures 3.5(a)-(c) show the excess electron densities (i) for the soliton pairs
with the separation R=a = 35; 11; 3, respectively. The total number of lattice
points is N = 70, the dimensionless electron-lattice coupling  = 1:5, the electron-
electron interactions being U=t0 = 6 and V=t0 = 2. Here, note that the statistical
errors in Figs. 3.5(a)-(c) are too small to be visible. Figures 3.6(a)-(c) are the
corresponding smoothed densities (i) calculated by
(i) =
1
4
2X
l= 2
cl (i+ l); c0 = c1 = 1; c2 =
1
2
: (3.10)
We can see a large overlap between the solitons in the case of R=a = 3 while the
overlap is negligibly small in the cases of R=a = 11 and R=a = 35. We have
calculated the total energy E for R=a = 3; 11 and 35. Figure 3.7 shows the total
energy E as a function of the number of VMC-MPS steps, which will be elucidated
in Appendix B.
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Figure 3.5: The excess electron density of a pair of fractionally charged solitons,
each having Q =  e=2. The parameters are N = 70, Ne = 36,  = 1:5, U=t0 = 6
and V=t0 = 2. The soliton-soliton distance R is (a) R=a = 35, (b) R=a = 11 and
(c) R=a = 3.
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Figure 3.6: The smoothed excess electron densities corresponding to the data
shown in Fig. 3.5.
We can see that the total energy decreases rapidly and converges at several tens
of VMC-MPS steps. The convergence values are E(R=a = 3) =  39:9001(5)t0,
E(R=a = 11) =  40:0854(2)t0 and E(R=a = 35) =  40:0930(2)t0. The total
energy decreases as the soliton-soliton distance increases. Thus, the interaction
between the solitons with the same charge is repulsive, and therefore the \binding"
of the solitons cannot be expected. Note that the repulsive interaction in the
present situation is extremely short-ranged because each soliton has a narrow
distribution of the excess charge. We have also calculated the total energy of
the soliton pair in the case of U = 8t0 with other parameters unchanged, nding
the energy convergence values E(R=a = 3) =  39:30880(4)t0, E(R=a = 11) =
 39:4216(2)t0 and E(R=a = 35) =  39:4239(8)t0. Although the total energy
increases compared with the previous case of U=t0 = 6, the force acting between
the solitons is again repulsive. We have also investigated the case of U=t0 = 6 and
V=t0 = 1, nding that the solitons repel each other. It has also been conrmed
that the prole of the soliton is qualitatively unchanged for dierent values of U=t0
and V=t0 as long as the ground state is the \1100" CO phase. Therefore we may
anticipate that the \binding" of the fractionally charged solitons does not occur
in the whole parameter region of the \1100" CO ground state.
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Figure 3.7: The total energy E as a function of the number of VMC-MPS steps
for R=a = 3; 11 and 35 with N = 70, Ne = 36,  = 1:5, U=t0 = 6 and V=t0 = 2.
The inset shows the last stage of simulations on a vertically magnied scale.
3.5 Summary and Discussion
In this paper, we have reconsidered the problem of the \binding" of fractionally
charged solitons with the same charge in the \1100" CO background. By using
the PH model, we have investigated the stable structures of a single soliton with
a fractional charge  e=2 and that with an integer charge  e to elucidate whether
an eective force exerted between the fractionally charged solitons is repulsive or
attractive.
We have obtained the stable solution of a fractionally charged soliton. On
the other hand, the stable solution for a soliton with an integer charge  e has
not been obtained. The stable solution we have obtained is a well separated pair
of fractionally charged solitons, each having a charge  e=2. This result already
suggests that the soliton-soliton interaction is repulsive. We have calculated the
total energy of a soliton pair as a function of the soliton-soliton distance. We have
found that the total energy is a decreasing function of the distance, conrming
that the fractionally charged solitons have repulsive interactions. Therefore the
\binding" of the solitons cannot occur and the fractionally charged soliton with
 e=2 is the elementary charge excitation from the \1100" CO ground state in the
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PH model.
Here, we intuitively illustrate the present results. The spin-charge separation
after doping an electron to the \1100" CO ground state is described as
( e; 1=2)! (0; 1=2) + ( e; 0)
! (0; 1=2) + ( e=2; 0) + ( e=2; 0); (3.11)
where the rst and second elements in the parentheses denote an extra charge
and a spin, respectively: (0; 1=2) corresponds to a spin soliton, ( e; 0) a soliton
with an integer charge and ( e=2; 0) being a fractionally charged soliton. Figure
3.8 shows this spin-charge separation schematically in the atomic limit: (a) an
electron ( e; 1=2) is added to the \1100" CO ground state; (b) the \normal" spin-
charge separation occurs, where a tetramer with ( e; 1=2) separates into a dimer
with (0; 1=2) and another dimer with ( e; 0); (c) the charge re-separation occurs,
where the recombination between the dimer with ( e; 0) and a tetramer without
either spin or extra charge results in a trimer with ( e=2; 0) and another trimer
with ( e=2; 0). Note that the fractionally charged soliton has a kink prole in the
4kF BOW as well as in the 2kF BOW and the 2kF CDW.
In real materials, the lattice dimerization is caused not only by the Umklapp
scatterings of electrons in the eectively half-lled band but also by the crystal
eld eects irrelevant to electronic instabilities; e.g., in several Bechgaard salts, the
dimerization is induced by the 4kF anion potential.
25) If these crystal eld eects
cannot be neglected, the systems should be described by a dimer/diatomic model.
In this model, the kink prole in the 4kF BOW is not allowed, and therefore the
process (b) ! (c) in Fig. 3.8 is prohibited. This corresponds to the case studied
by Clay et al.21)
Finally, we comment on the relevance of our results to the DCNQI family. In
(Dme-DCNQI)2X systems, the crystal eld eects mentioned above are expected to
be suciently weak because (DI-DCNQI)2X systems, which are similar compounds
as (Dme-DCNQI)2X systems and dier only in molecular sizes, do not exhibit the
dimerization.26) Therefore the charge re-separation to fractional charges as shown
in Fig. 3.8(c) can be anticipated in the \1100" CO ground state of the (Dme-
DCNQI)2X (X=Li, Ag) compounds.
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Figure 3.8: Schematic views of spin-charge separation in the \1100" CO back-
ground. Each ellipse represents an organic molecule. The double lines denote
dimer bonds. The rst and second elements in the parentheses denote an extra
charge and a spin, respectively, on the dimers or the trimers. (a) The \1100"
CO ground state. The dimerization of dimers results in tetramerization of the
molecules. (b) The spin-charge separation. If an electron is added to a tetramer,
the tetramer with ( e; 1=2) separates into a dimer with (0; 1=2) and another dimer
with ( e; 0). (c) The charge re-separation: the recombination between the dimer
with ( e; 0) and a tetramer with neither spin nor extra charge results in a pair
of trimers, each having ( e=2; 0). The trimer with ( e=2; 0) corresponds to the
fractionally charged soliton.
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Chapter 4
Concluding Remarks and Future
Work
In the present thesis, we have investigated the dynamical properties of the
fractionally charged soliton with a charge  e=2 and the possibility of existence of
the soliton in quasi-one-dimensional organic compounds, which can be described by
one-dimensional 1/4-lled tight-binding model with electron-lattice and electron-
electron interactions.
In Chapter 2, the dynamics of the phase soliton with a charge  e=2 has been
studied by numerical simulations and semi-phenomenological methods using the
1/4-lled SSH model, in order to elucidate whether the dynamics can be described
by the sine-Gordon equation which is believed to be an eective and ecient model
of commensurate CDW systems. The ground state of the 1D 1/4-lled SSH model
is the \site-centered" 2kF BCDW, where 2kF CDW coexists with 2kF BOW and
has maxima at atomic sites. In this BCDW background, the phase soliton with a
charge e=2 can be considered as an elementary charge excitation. In numerical
simulations, it is found that the phase soliton has dynamical properties qualita-
tively similar to the sine-Gordon solion: the existence of the maximum velocity,
the velocity-width relation, the velocity-energy relation, etc. However, there are
several quantitative dierences from the predictions of the eective theory of com-
mensurate CDW systems. We have focused on two points. First, the maximum
velocity of the soliton is much less than the phason velocity, which is predicted
to be the maximum velocity from the eective theory, and even smaller than the
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sound velocity of acoustic phonons. Second, although in the velocity-kinetic en-
ergy relation the energy diverges at the maximum velocity, the exponent of the
divergence is dierent from that of the sine-Gordon soliton. These points suggest
that it is necessary to take into account another degree of freedom in addition
to the phase variable. Therefore, we have performed the semi-phenomenological
analysis, considering the acoustic phonons condensed around the soliton, which are
found to move with the soliton in the numerical simulations. From the analysis,
we have obtained the results consistent with those of the numerical simulations.
The propagation velocity of the soliton is limited by that of the acoustic phonons
which cannot exceed their renormalized sound velocity. It is also found that, in
the velocity-energy relation, the energy contribution from the acoustic phonons is
dominant when the velocity is close to the maximum velocity. We have pointed
out that the marked eects of the acoustic phonons on the phase soliton dynamics
is due to the fact that the commensurability energy in the 1/4-lled system is of
the same order as the condensation energy of the acoustic phonons. By contrast,
although in the 1D 1/2-lled SSH model the acoustic phonons are also condensed
in the presence of a soliton, the commensurability energy is much larger than the
condensation energy of the acoustic phonons. Therefore, this complex dynamics of
the soliton and acoustic phonons has not been seen in the 1/2-lled case. Because
this eect depends on the relative magnitude between the commensurability en-
ergy and the electron-acoustic phonon interaction, we anticipate that this coupled
motion would be seen in real materials with quasi-1D 1/4-lled electronic bands.
In Chapter 3, the stability of a pair of fractionally charged solitons in \1100"
charge order background has been studied by the VMC-MPS method using the ex-
tended Peierls-Hubbard model. Several organic compounds exhibit \1100" charge
order states where the \bond-centered" 2kF BCDW and 4kF BOW coexist. In the
preceding work, it was concluded that the fractionally charged soliton with a charge
 e=2 is unstable in the \1100" charge order background. However, this study has
been based on a monomer/monoatomic model, in which the bond alternation
is explicitly included, and therefore a kink structure in the 4kF BOW is strictly
prohibited. Therefore it must be desirable to investigate whether a fractionally
charged soliton is stable or not in a monomer/monoatomic model, in which a kink
structure in the 4kF BOW is allowed. In the present thesis, it is found that the
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fractionally charged soliton is accompanied with not only a kink in the 2kF BOW
but also a kink in the 4kF BOW in the extended Peierls-Hubbard model. It is also
found that the eective interaction between the solitons is repulsive. Therefore
the \binding" of the solitons does not occur and the elementary charge excitation
from the \1100" charge order ground state is a fractionally charged soliton with a
charge  e=2 in the monomer/monoatomic model.
The DCNQI systems would be described by the 1D extended Peierls-Hubbard
model with the 1/4-lled electronic band because the interchain hopping is suf-
ciently smaller than the intrachain hopping and also because counter ions do
not induce 4kF potential elds, which are not negligible in the Bechgaard salts.
1)
Therefore, the DCNQI compound is one of the most promising materials that in-
volve fractionally charged solitons. Thus, as a future problem, we should further
investigate the properties of the solitons to compare the results with experiments.
Recently, the angle-resolved photoemission spectroscopy method has been applied
to the organic compound TTF-TCNQ.2) Therefore, it is necessary to calculate the
single-particle spectrum in the presence of the fractionally charged soliton, con-
rming the existence of the soliton. Since the electronic transport by the solitons
has not been observed in (Dme-DCNQI)2Li below TSP, it is also desirable to study
the dynamics of the solitons in the \1100" charge order background, in order to
elucidate why the conduction due to the sliding motion of the soliton is dicult
to occur in this material.
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Appendix A
Liner Mode Analysis
and Phonon Dispersion in the
SSH Model
In order to compare the soliton velocity and each velocity of phonon branches, we
calculate the phonon dispersion in the BCDW state using the linear mode analysis.
Once we know the lattice displacements fu(0)n g for the static solution of the self-
consistent equation, it is straightforward to derive an equation of the linear modes
around the solution. We rewrite the equation of motion using the electron Green
function as
M un = K (2un   un 1   un+1)
+ 2
X

Z
d!
2i
 
Gn+1;n(!) Gn;n 1(!)

: (A.1)
Here Gn;m(!) is the Fourier transform of G

n+1;n(t),
Gn;m(t) =  ihTcn;(t)cym;(0)i; (A.2)
Gn;m(!) =
Z
dtei!tGn;m(t);
= lim
!+0
X

;(n)

;(m)
!   (";   i) (1  f(";)) + lim!+0
X

;(n)

;(m)
!   ("; + i) f(";)
(A.3)
where f(";) is the Fermi distribution function. If fun(t)g deviate from the static
solution as un(t) = u
(0)
n + un(t), the electron eigenfunctions are perturbed. The
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perturbation Hamiltonian in the rst order of fun(t)g is
H 0(t) =
X
n;
(un+1(t)  un(t))(cyn+1;cn; + h.c.)
=  
X
n;
un(t)
h 
cyn+1;   cyn 1;

cn; + c
y
n;
 
cn+1;   cn 1;
i
: (A.4)
The perturbed Green function satises
Gn;m(t) =G
(0)
n;m (t) + ( i)2
Z
dt1hTcn;(t1)cym;(0)H 0(t)i+O(u2); (A.5)
Gn;m(!) =G
(0)
n;m (!) + G

n;m(!) +O(u
2); (A.6)
with
Gn;m(!) =  
X
l;

G
(0)
n;l+1(!) G(0)n;l 1(!)

G
(0)
l;m (!)
+G
(0)
n;l (!)

G
(0)
l+1;m(!) G(0)l 1;m(!)

ul; (A.7)
where G
(0)
n;m (!) is the Green function for the static solution. Substituting e.q. (A.6)
into e.q. (A.1) and taking the terms of the rst order in fun(t)g, we get
M un(t) = K [2un(t)  un 1(t)  un+1(t)]
+ 2
X

Z
d!
2i

Gn+1;n(!)  Gn;n 1(!)

: (A.8)
The integral in the second term on r.h.s. of e.q. (A.8) can be calculated asZ
d!
2

Gn+1;n(!)  Gn;n 1(!)

=
  
X
l;
ul(t)
X

X

f(";)(1  f(";))
";   "; B(n; ; ; )B(l; ; ; ) (A.9)
with
B(n; ; ; ) = ;(n) [;(n+ 1)  ;(n  1)]
+ [;(n+ 1)  ;(n  1)];(n): (A.10)
Here we have used the property that the eigenfunctions can be chosen to be real for
a real and symmetric Hamiltonian. If a phonon eigenmode G
(n) corresponding
to the eigenfrequency 
 is given by
G
(n) =
Z
dtei
tun(t); (A.11)
80
the equation for G
(n) is written as

2G
(n) =
X
m
An;mG
(m) (A.12)
with
A =Alat + Ae l; (A.13)
(Alat)n;m =K (2n;m   n;m 1   n;m+1) ; (A.14)
(Ae l)n;m =22
X

X

X

f(";)(1  f(";))
";   "; B(n; ; ; )B(m; ; ; ): (A.15)
In the uniform 2kF BCDW with kF = =4a, the eigenmode G
(n) can be expressed
by the reduced wave number q as
G
(n) = N 1=2
X
l= 1;0;1;2
X
q
G(l)
 (q)e i(q+l2kF)na; (A.16)
where the summation over q is restricted to the rst Brillouin zone ( kF < q  kF).
Substituting e.q. (A.16) into e.q. (A.12), we get the equation for the phonon modes
G(l)
 (q) of the phonon branch l with wave number q,

2l (q)G(l)
 (q) =
X
l;l0
(Aq)l;l0G(l
0)

 (q) (A.17)
with
(Aq)l;l0 = N
 1X
n;m
ei(q+l2kF)naAn;me
 i(q+l02kF)ma; (A.18)
where use has been made of the equality,X
n
e i(q q
0)nae i(l l
0)2kFna = Nq;q0l;l0 : (A.19)
We can determine the phonon dispersion 
2l (q) by numerically solving the eigen-
value equations (A.17) for 4 4 matrices. The \velocity" vl of the phonon branch
l is obtained by tting the dispersion relation in the long wavelength range as

l(q) '
q

2l (0) + v
2
l q
2: (A.20)
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Appendix B
Variational Monte Carlo Method
with Matrix Product States
It is well known that the density matrix renormalization group (DMRG) is a pow-
erful tool for studies of one-dimensional strongly correlated quantum systems.1)
The concept of matrix product states (MPSs) has arisen from the studies on
why the DMRG method performs well in the one-dimensional systems.2) Nowa-
days, MPSs are well known as highly ecient representations of wave functions
for one-dimensional strongly correlated quantum systems, and ecient variational
algorithms for the MPSs are developed.3;4;5) In this appendix, we introduce wave
functions of the MPS type as well as the variational Monte Carlo (VMC) method
to optimize them.
First, we show that an MPS representation of the ground state can be derived
from a DMRG procedure. We consider a 1D lattice system for open boundary
conditions, d being the Hilbert dimension of a single site and ( dl) the reduced
Hilbert dimension of a system block with length l in the DMRG procedure.1) For a
superblock with length 2l+2 which contains two single sites, a system block with
length l and an environment block with length l, the ground state is written as
j	i =
X
Sl =1
dX
dl+1=1
dX
dl+2=1
X
El =1
	
dl+1;dl+2
Sl ; 
E
l
jSl ijdl+1ijdl+2ijEl i: (B.1)
In the DMRG procedure, the new Hilbert space fjiSig  fjSl ijdl+1ig for the
system block with length l+1 is restricted as d!  by using eigenvectors of the
82
reduced density matrix:
jSl+1i =
dX
iS=1
u
Sl+1
iS
jiSi; (B.2)
where fjSl+1ig is spanned by  states (Sl+1 = 1; 2;    ; ) and u
Sl+1
iS
is the eigen-
vector of the reduced density matrix  = Trdl+2;El j	ih	j of the ground state (B.1),
in which the degrees of freedom of the environment block with length l + 1 are
traced out. This renormalization procedure is rewritten as
jSl+1i =
X
Sl =1
dX
dl+1=1

A
dl+1
l+1

Sl ;
S
l+1
jSl ijdl+1i (B.3)
with 
A
dl+1
l+1

Sl ;
S
l+1
 u
S
l+1
dl+1
S
l
; (B.4)
where A
dl+1
l+1 is a   matrix. By recursively applying this procedure to jSl i, we
can get an MPS representation for the system block state jSl i:
jSl i =
dX
d1=1
dX
d2=1
  
dX
dl=1

Ad11 A
d2
2   Adll

1;l
jd1ijd2i    jdli; (B.5)
where we have assumed that the leftmost matrix Ad11 is a 1   matrix with
(Ad11 )1;1 = 1;d1 . Therefore, the DMRG algorithm corresponds to a variational
algorithm for the trial wave function of the MPS type. In the general MPS repre-
sentation for periodic boundary conditions (PBC), the wave function for an L-site
system is written as
j	i =
dLX
i=1
W (Si)jSii (B.6)
with
jSii = jdi1di2 : : : diLi; (dik = 1; : : : ; d) (B.7)
and
W (Si) = Tr

A
di1
1 A
di2
2 : : : A
diL
L

: (B.8)
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Here, jSii denotes a single many-spin (or electron) conguration where the state
at site k is dik. In the spin-1/2 model, dk takes two values (d = 2). In the Hubbard
model, dk takes four values (d = 4), corresponding to unoccupied j0i, up-spin
occupied j"i, down-spin occupied j#i and doubly occupied j"#i states. fAdkk g are
   matrices, where the dimension  is an adjustable parameter called \bond
dimension". An intuitive way of understanding MPSs is the following description
by a projected entangled pair state (PEPS).6) For simplicity, we consider a 1D
lattice with two bond links on each site. First, we associate two \virtual" spins
(or particles) of the states jnil(r);k (n = 1; : : : ) with the site k, where the index
r(l) denotes the virtual spin on the right (left) of the site. Next, we construct the
maximally entangled state on the bond between the k-th and (k + 1)-st sites by
using jnir;k and jnil;k+1 as
jik;k+1 = 1p
D
X
n=1
jnir;kjnil;k+1: (B.9)
Then, we apply a projection operator (projector) to each site so that it maps the
virtual spins onto \real" physical spins (or particles). This projector is written as
Pk =
X
dk
X
m;n
(Bdkk )m;njdkihmjl;khnjr;k: (B.10)
Regarding the coecients (Bdkk )m;n as the elements of  matrices and applying
the projectors fPkg to the product of the maximally entangled states, we can get
an MPS as
j	PEPSi =
 
LO
k=1
Pk
!
ji1;2ji2;3 : : : jiL 1;LjiL;1
=Tr

Bd11 B
d2
2 : : : B
dL
L

jd1d2 : : : dLi: (B.11)
This PEPS description implies that the MPS has a nearest-neighbor correlation
coming from the maximally entangled states of \virtual" spins. The entanglement
entropy S due to this correlation is expected as S  log, because the entropy of
the state ji1;2ji2;3 : : : jiL 1;LjiL;1 is exactly log.
In general, the correlation functions of the MPSs always decay exponentially
with the distance. Therefore, the MPSs cannot represent the ground states of the
quantum critical or scale-invariant systems. On the other hand, it can be expected
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that the MPSs work well in gapped systems, where the correlation functions decay
exponentially with the distance. Let us show that every correlation function of
the MPSs decay exponentially with the distance and that its correlation length is
nite, by following Orus.7) We consider the two-body correlation function with the
distance r,
CMPS(r)  hO^iO^i+ri   hO^iihO^i+ri: (B.12)
Here O^i is a one-body operator at site i, and h   i denotes the expectation value
with respect to the MPS, j	MPSi. As an example, the expectation value of O^i is
hO^ii = h	MPSjO^ij	MPSih	MPSj	MPSi : (B.13)
For simplicity, we consider a translationally invariant MPS with PBC of the form,
j	MPSi =
X
fdig
Tr
 
Ad1Ad2   AdN jd1d2    dNi; (B.14)
where fAdig are  matrices and do not depend on the sites. For any one-body
operator O^i, we dene a 
2  2 matrix,
EO^i 
X
di;d0i
hdijO^ijd0iiAdi 
 Ad
0
i : (B.15)
These matrices are generalized transfer matrices. Using these transfer matrices,
expection values of any one-body operator can be represented as
hO^1O^2    O^Ni = Tr(E
O^1EO^2   EO^N )
Tr(E I^1E I^2   E I^N ) ; (B.16)
where I^i is the identity operator at site i. The transfer matrix of the identity
operator E I^i is independent of the site index i and identical to a matrix E I^ . Thus,
the norm of the MPS wave function, Tr(E I^1E I^2   E I^N ), is equal to Tr((E I^)N). In
deriving (B.16), we have made use of the following matrix identities,
TrA TrB = Tr(A
B); (B.17)
A1 A2 
B1 B2 = (A1 
B1)(A2 
B2): (B.18)
The spectral decomposition for the transfer matrix E I^ reads
E I^ =
X

R
t
L ; (B.19)
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where  ( = 1;    ; 2) is the -th eigenvalue of E I^ sorted in decreasing order
and R (L) is the right (left) eigenvector corresponding to the eigenvalue  . By
employing the spectral decomposition, for N  1 we get the norm of the MPS
wave function,
Tr((E I^)N)  N1 : (B.20)
By using the same spectral decomposition, we can estimate hO^iO^i+ri for N  r,
hO^iO^i+ri   N1 Tr((E I^)N r 1EO^i(E I^)r 1EO^i+r)
  r 11 Tr(Rt1L1EO^i(E I^)r 1EO^i+r)
= 
 (r 1) 2
1 L1E
O^i(E I^)r 1EO^i+rRt1
= 
 (r 1) 2
1 L1E
O^i
 X
=1
r 1 R
t
L
!
EO^i+rRt1
=
(L1E
O^iRt1)(L1E
O^i+rRt1)
21
+
X
=2


1
r 1 (L1EO^iRt)(LEO^i+rRt1)
21
:
(B.21)
For large r, hO^iO^i+ri is approximated by
hO^iO^i+ri  (L1E
O^iRt1)(L1E
O^i+rRt1)
21
+

2
1
r 1X
=2
0 (L1EO^iRt)(LE
O^i+rRt1)
21
;
(B.22)
where the prime attached to the summation symbol means that the -sum is over
the degenerate states with the eigenvalue 2. Similarly, hO^ji is approximated by
hO^ji   N1 Tr

(E I^)N 1EO^j

 (L1E
O^jRt1)
1
: (B.23)
Therefore, for large r the two-body correlation function CMPS(r) is given by
CMPS(r) 

2
1
r 1X
=2
0 (L1EO^iRt)(LE
O^i+rRt1)
21
: (B.24)
Thus it is conrmed that the correlation function CMPS(r) always decreases with
the distance r because j1j > j2j and that it decays exponentially, not as power
laws. By assuming the functional form of CMPS(r) as
CMPS(r) = fe
 r=; (B.25)
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we obtain the correlation length  of the MPS as
 =  1= log(2=1): (B.26)
Many numerical methods combined with MPSs have been developed until now,
including the variational Monte Carlo method (VMC) with MPSs.3) However, most
of them have been applied to spin systems, while the applications to electron
systems are quite limited. Chou et al. have proposed a VMC method, based on
a variant of MPS-type trial wave functions, which is basically applicable to both
spin and electron systems.8) In their original work, this method has been applied
only to spin-less fermionic systems. In Chap. 3, we have applied the method to
general fermionic systems where the spin degree of freedom is taken into account.
The trial wave function of the MPS type is given by
j	i = PMPSjSlateri; (B.27)
where PMPS is a matrix-product operator,
9) jSlateri being a Slater determinant for
non-interacting electrons. This matrix-product operator adds a short-range part
of quantum correlation to the non-interacting wave function jSlateri, just as the
Jastrow-Gutzwiller factor in the conventional VMC methods.10)
In fermionic systems of system size N with the periodic boundary condition,
the matrix-product operator PMPS reads
PMPS =
dX
d1; ;dN=1
Tr

Ad11 A
d2
2   AdNN

jd1d2    dNihd1d2    dN j; (B.28)
where Adii are   matrices, di = 1;    d being the index of the single-site state
on the i-th site. Generally, in the gapped ground state it is expected that the
matrix dimension  required to describe the ground state will be proportional to
a power of the correlation length  as  /  . For fermionic systems with spin
1=2, the number of freedom is d = 4 and therefore di takes one of four possible
values: empty state (di = 1), singly occupied by a spin-up electron (di = 2), singly
occupied by a spin-down electron (di = 3) and doubly-occupied by both spin-up
and spin-down electrons (di = 4). Thus jd1d2    dNi is a single many-electron
state in the occupation number basis.
In Chap. 3, we have considered the application of (B.27) to the PH model.
We have chosen the non-interacting wave function for the total number of up
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(down)-spin electrons N"e (N
#
e ) as
jSlater(fy(0)i g)i =
Y

0@ X
1j1<<jNe N
D(fjk g; fy(0)i g)cyj1 ;    c
y
j
Ne
;
1A jvaci;
(B.29)
where jvaci is the vacuum state, cyjk ; is the creation operator of the k-th electron
with spin  at the jk -th site and D(fji g; fy(0)i g) is the Slater determinant for the
non-interacting electrons described by the Hamiltonian
H(0)(fy(0)i g) =  
X
i;
(t0   y(0)i )Bi;i+1: (B.30)
Here, the lattice distortions fy(0)i g are chosen so that the ground state has the same
symmetry as that of a target state; if the target state is the \1100" CO state, in
which the 2kF BOW and the 4kF BOW coexist, the lattice distortions should be
y
(0)
i = 
(0)
2 cos

2
i+ 0

+ 
(0)
4 ( 1)i; (B.31)
with 0 = 0. As for the amplitudes 
(0)
2 and 
(0)
4 , we properly choose their values.
As explained later, any choice of the amplitudes gives the same result.
The Slater determinant D(fji g; fy(0)i g) in (B.29) can be explicitly written as
D(fji g; fy(0)i g) =

1;(j

1 )    Ne ;(j1 )
...
. . .
...
1;(j

Ne
)    Ne ;(jNe )
 ; (B.32)
where f;(i)g are one-particle wave functions which satisfy the following Schrodinger
equation:
";;(i) =  (t0   y(0)i );(i+ 1)
  (t0   y(0)i 1);(i  1): (B.33)
For convenience, the many-body state of electrons with spin  in (B.29) is repre-
sented as
cyj1 ;c
y
j2 ;
   cyj
Ne
;jvaci = jd1d2    dNi (B.34)
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where the index di is the occupation number of the i-th site with spin , taking
one of two possible values; di = 0 corresponds to the empty site while d

i = 1 to
the occupied site. The occupation number is determined as
di =
8><>:0 (i 62 fj

k g)
1 (i 2 fjk g)
: (B.35)
In the occupation number basis, the projection operator is rewritten as
PMPS =
X
S"=fd"i g;S#=fd#i g
Tr

A
d"1;d
#
1
1 A
d"2;d
#
2
2   Ad
"
N ;d
#
N
N

(jS"ihS"j)
 (jS#ihS#j) :
(B.36)
Here note that S = fdi g takes all possible congurations. Applying this pro-
jection operator to the non-interacting wave function of (B.29), we obtain the
following trial wave function of the MPS type:
j	i =
X
S";S#
0
W (S"; S#)D(S"; fy(0)i g)D(S#; fy(0)i g)jS"i 
 jS#i (B.37)
with
W (S"; S#) = Tr

A
d"1;d
#
1
1 A
d"2;d
#
2
2   Ad
"
N ;d
#
N
N

; (B.38)
where the prime attached to the summation symbol means that the summation is
restricted to the electronic congurations which satisfy
P
i d

i = N

e .
In the VMC-MPS method, each element of the matrices A
d"i ;d
#
i
i is stochastically
optimized to minimize the expectation value of H. This optimization method was
described in ref. 3. Here, we describe the modications of the optimization method
to use the trial wave function of (B.37) as well as our lattice optimization method.
The expectation values are evaluated by the Monte Carlo (MC) method. The
sampling congurations fSmg = (fSm" g; fSm# g) are generated by the Metropolis
algorithm which consists of successive hoppings of an electron to the nearest-
neighbor site. The acceptance ratio PS!S0 is given by
PS!S0 = min
24W (S 0"; S 0#)
W (S"; S#)
2 D(S 0"; fy(0)i g)D(S 0#; fy(0)i g)
D(S"; fy(0)i g)D(S#; fy(0)i g)
!2
; 1
35 : (B.39)
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We have followed Ceperley et al.11) to calculate the ratio of the Slater determinants.
To optimize the matrix elements, the energy and its derivatives by the matrix
elements should be evaluated. They are calculated as
E =
1
F
FX
m=1
E(Sm); (B.40)
@E
@(A
d"i ;d
#
i
i )k;l
=
2
F
FX
m=1


d"i ;d
#
i
i (S
m)

k;l
E(Sm)
 
 
1
F
FX
m=1
E(Sm)
! 
1
F
FX
m=1


d"i ;d
#
i
i (S
m)

k;l
!
; (B.41)
where F is a sampling number. The estimators E(S) and 
d"i ;d
#
i
i (S) are dened by
E(S) 
X
S0";S
0
#
W (S 0"; S
0
#)
W (S"; S#)
D(S 0"; fy(0)i g)D(S 0#; fy(0)i g)
D(S"; fy(0)i g)D(S#; fy(0)i g)
hS 0jHjSi; (B.42)


d"i ;d
#
i
i (S)

k;l
 1
W (S"; S#)
@W (S"; S#)
@(A
d"i ;d
#
i
i )k;l
: (B.43)
Except these modications, we have followed the VMC-MPS procedure described
in ref. 3. In the procedure, one VMC-MPS step consists of G \bins", each bin
also consisting of F MC updates of sampled congurations. The update of the
sampled congurations was termed \sweep" in ref.. The parameters F and G are
increased with the step n as F = nF0 and G = nG0. The matrices are updated at
every F sweeps by using the derivatives as follows:
(A
d"i ;d
#
i
i )k;l ! (Ad
"
i ;d
#
i
i )k;l   (n) ad
"
i ;d
#
i
k;l sign
 
@E
@(A
d"i ;d
#
i
i )k;l
!
(B.44)
with
a
d"i ;d
#
i
k;l = rk;l max
Ad"i ;d#ii  : (B.45)
Here, rk;l takes random values in the range [0; 1) and (n) is the maximum change
which decreases as a function of step n. The function (n) is set to be
(n) = 0Q
n; (B.46)
where we have chosen 0 = 0:01  0005 and Q = 0:90  0:95. Because the
Hamiltonian (3.1) has several stable states of dierent phases, there is a possibility
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of being trapped in metastable states. To avoid this failure in the stochastic
process, we adopt a \restart" technique.3) In this technique, the parameter (n) is
reset to a larger value at every p = 25 or 50 steps as follows:
(n) = 0(0:95)
[n=p]Q~n; ~n = n (mod p); (B.47)
where [ ] means the Gauss symbol. Accordingly, the n dependencies of F and G
are altered as
F (n) = ~nF0; G(n) = ~nG0: (B.48)
We have chosen F0 = 100 and G0 = 25. To accelerate the convergence of the
optimization for the  matrix Ad
"
i ;d
#
i
i , we rst optimize a 00 matrix Bd
"
i ;d
#
i
i of
a smaller size at initial 2p steps, and then from the (2p+1)-st step we optimize the
full-size matrix which is constructed from the small-size matrix by adding matrix
elements generated at random in the range [ 0; 0].In the actual calculation, we
use the matrix sizes  = 6 and 0 = 2. We have chosen this value of  so that the
relative error of the ground state energy between the exact diagonalization and the
VMC-MPS calculation falls within 10 3 in the PH model of small size withN = 12,
N"e = 3, N
#
e = 3,  = 1:5, U=t0 = 6 and V=t0 = 2. In Chap. 3, we combined the
VMC-MPS method with an iterative method to obtain a self-consistent solution
of the lattice distortions fyig. The lattice distortions fyig are updated by using
the self-consistent equations of (3.2) at each VMC-MPS step except the initial
2p steps when the small-size matrix matrix B
d"i ;d
#
i
i is optimized and 10 steps after
every \restart" process because there is a nonnegligible possibility of containing
large errors in the matrix elements. Note that the lattice distortions fy(0)i g and
hence the one-particle wave functions f;(i)g in (B.37) need not be optimized
because the matrices in the projection operator also work to optimize the wave
functions as far as the short-range correlation is concerned.
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