Classical and quantum complementarity by Galazo, Raquel et al.
ar
X
iv
:1
81
1.
12
63
6v
1 
 [q
ua
nt-
ph
]  
30
 N
ov
 20
18
Classical and quantum complementarity, impossible distributions and how much
quantumness is truly quantum
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Complementary observables can be measured simultaneously with less than perfect accuracy, but
the uncertainty added in the observation to each observable can be removed by a proper data
inversion. We show that complementarity manifests in that the inferred joint distribution after the
inversion is pathological in the sense of not being able to represent a true joint distribution. This
is closely related to the fact that the observed joint distribution is not separable. We apply this
program to the paradigmatic example of complementarity: the path-interference duality in a Young
interferometer. A key feature is that the conclusions hold equally well in the quantum and classical
theories. Complementarity is also examined in terms of Wigner-like functions and duality relations.
PACS numbers: 42.25.-p Wave optics 42.50.Dv Quantum state engineering and measurements 03.65.Ud
Entanglement and quantum nonlocality 003.65.Ta Foundations of quantum mechanics; measurement theory,
42.50.Xa Optical tests of quantum theory
I. INTRODUCTION
Complementarity is a profound idea expressing the im-
possibility of a joint simultaneous determination of two
or more observables, say A and B. This is usually un-
derstood to be a purely quantum phenomenon, and it is
said that the quantum theory precludes the simultaneous
exact measurement of conjugate observables. These two
ideas are often exemplified by the standard uncertainty
relation ∆A∆B ≥ |〈[A,B]〉|/2.
Beyond this observation it is worth noting that:
(i) Complementary variables can be observed simul-
taneously with less than perfect accuracy [1–18]. Intu-
itively the uncertainties ∆A and ∆B represent such lack
of precision unavoidably introduced by the observation.
(ii) Complementarity also holds in classical optics [19–
22].
This work elaborate on these two points investigating
the parallels between quantum and classical complemen-
tarity aiming a better understanding of this basic phe-
nomenon. To this end two ingredients will be essential.
On the one hand, concerning point (i), in most sce-
narios the extra uncertainty added by the simultaneous
observation can be removed to get the exact distributions
of both observables separately. Then, this inversion can
be legitimately applied to the measured joint distribu-
tion. When applied within classical statistical theories,
this program works providing the exact joint probability
distribution [23–26]. But in the quantum domain this
attempts to obtain the quantum impossible, the joint
distribution of incompatible observables. So, when this
program provides a pathological inferred distribution we
get a confirmation of nonclassical behaviour [23–26]. Ac-
tually, this is the only way nonclassical behaviour can
∗Electronic address: alluis@fis.ucm.es;
URL: http://www.ucm.es/info/gioq
consistently emerge.
On the other hand, following point (ii) the above pro-
gram of data inversion can be equally well applied in
classical optics, replacing probabilities by light intensity.
We will find that the pathology in the classical sector
is related to the radiance problem: the impossible de-
termination of the amount of light emitted from a point
in a given direction when the field is partially coherent
[27–33].
We apply this inversion procedure to a seminal exam-
ple of complementarity: the Young interferometer. The
two conjugate observables are the light at the apertures
and light at the interference plane. Their joint observa-
tion will be allowed by marking the light at each aperture
by imprinting a different polarization state. Then the in-
terference is observed keeping track of the polarization.
We carry out this program both in quantum and classical
optics. In the quantum sector we deal with photon prob-
abilities, while in the classical sector we deal with light
intensities. Interestingly, these magnitudes are closely
related, as photon probabilities are usually considered as
proportional to light intensities. In both cases we look
for pathological results for the inferred joint distribution.
Moreover, we show that pathologies can be ascribed to
lack of separability of the observed joint distribution.
After presenting the basis of the inversion procedure in
Sec. II we focus on the classical-optics realm in Sec. III
showing the negativity in the inferred joint distribution.
We also show there that the source of this pathology
is that the observed joint distribution is not separable.
Moreover, we analyze duality relations and the fact that
the inferred distribution is actually a Wigner-like func-
tion, as a useful tool to combine complementary vari-
ables. Finally, we address the quantum sector in Sec. IV
showing that it closely follows the classical complemen-
tarity.
2II. INVERSION PROCEDURE
Let us recall the basis of the inversion procedure to be
applied. This is equally valid both in the quantum and
classical domains. We consider two complementary vari-
ables A and B, taking values a and b, which in the quan-
tum sector are usually the eigenvalues of two Hermitian
operators representing A and B, respectively. We denote
by OX(x) some observable depending on these variables,
with X = A,B and x = a, b. This observable will be
probability in the quantum sector O → P , and light in-
tensity in the classical scenario O → I. Our practical
setting provides the joint observation of two variables A˜
and B˜, that can be considered as blurry counterparts of
A and B, respectively. Thus, after observation and mea-
surement we get a well behaved operational joint distri-
bution O˜(a, b) with marginals
O˜A(a) =
∑
b
O˜(a, b), O˜B(b) =
∑
a
O˜(a, b). (2.1)
We assume that these marginals provide complete in-
formation about two observables A and B. This is to
say that there are function MX(x, x
′) such that the ex-
act OA(a) and OB(b) can be retrieved from the observed
marginals (2.1):
OX(x) =
∑
x′
MX(x, x
′) O˜X(x
′), (2.2)
where the functions MX(x, x
′) are completely known as
far as we know all the details about the measurement
being performed.
The key idea is to extend this inversion (2.2) from the
marginals to the complete joint distribution to obtain a
joint distribution O(a, b) for A and B as [1–4, 23–26]:
O(a, b) =
∑
a′,b′
MA(a, a
′)MB(b, b
′) O˜(a′, b′). (2.3)
This distributionO(a, b) is the one we expect to be patho-
logical by taking negative values, since probabilities and
intensities are expected to be nonnegative. This pathol-
ogy will be related with the lack of separability of O˜(a, b)
in Sec. IIID below for the classical case, and in Sec. IVE
in the quantum regime. Parallels can be drawn with the
construction joint probability distributions via the inver-
sion of moments [34].
III. CLASSICAL SECTOR
A. Settings. Exact, unobserved scenario
Our physical system is an standard Young interferome-
ter with two small enough apertures to be labelled by the
index z = ±1, which are illuminated by a monochromatic
wave. Therefore, there are no temporal coherence issues
and we work in space-frequency domain always within a
purely classical-optics scenario.
The field at the apertures will be denoted as Ez with
light intensities
IZ(z) = 〈|Ez |2〉, (3.1)
where the angular brackets denote ensemble averages.
Interference is observed in the far field leading in the
usual way to the intensity distribution, in the appropri-
ate units,
IΦ(φ) =
1
2pi
〈|E1 + E−1e−iφ|2〉, (3.2)
this is to say
IΦ(φ) =
1
2pi [IZ(1) + IZ(−1)
+2|µ|
√
IZ(1)IZ(−1) cos(φ+ δ)
]
, (3.3)
where φ is the phase difference acquired from the slits to
the observation point, µ is the complex degree of coher-
ence and δ its phase
µ = |µ|eiδ = 〈E1E
∗
−1〉√
〈|E1|2〉〈|E−1|2〉
. (3.4)
As the result of the inversion procedure in Sec. II the
goal is to obtain a joint distribution I(z, φ) meaning the
amount of light leaving the aperture z in the direction
specified by φ, so that the intensities (3.1) and (3.3) are
its marginals
IZ(z) =
∫
2pi
dφI(z, φ), IΦ(φ) =
∑
z=1,−1
I(z, φ). (3.5)
Before proceeding let us formalize the setting to gain
insight and parallel the quantum scenario. The second-
order statistics at the apertures can be represented by the
2×2 cross-spectral density matrix, with matrix elements
Γi,j = 〈EiE∗j 〉:
Γ =
〈
|E〉〈E|
〉
=
( 〈|E1|2〉 〈E1E∗−1〉
〈E∗1E−1〉 〈|E−1|2〉
)
, (3.6)
or, equivalently,
Γ =
(
IZ(1) µ
√
IZ(1)IZ(−1)
µ∗
√
IZ(1)IZ(−1) IZ(−1)
)
, (3.7)
where |E〉 = E1|1〉 + E−1| − 1〉, with |z = ±1〉 a ket
notation for the usual basis vectors
|z = 1〉 =
(
1
0
)
, |z = −1〉 =
(
0
1
)
. (3.8)
Since Γ is Hermitian and positive semidefinite it has the
properties to be a density matrix ρ in quantum mechanics
after a suitable normalization
ρ =
1
trΓ
Γ. (3.9)
3To exploit this equivalence further let us consider units
so that
trΓ = IZ(1) + IZ(−1) =
∫
2pi
dφIΦ(φ) = 1. (3.10)
With all this, our basic quantities look very much like
quantum probabilities since they can be expressed as
IZ(z) = 〈z|Γ|z〉, IΦ = 〈φ|Γ|φ〉, (3.11)
where the states representing interference |φ〉 are the
phase states [35–42]
|φ〉 = 1√
2pi
(
1
eiφ
)
. (3.12)
Notice that |z〉 and |φ〉 are complementary |〈φ|z〉| =
1/
√
2pi, mutually unbiased bases in the two-dimensional
Hilbert space Hs describing this two-beam interference
setting. So classical two-beam interference mimics a
qubit.
B. Joint observation and inversion
To perform a simultaneous observation of IZ(z) and
IΦ(φ) we must involve additional degrees of freedom. Let
us transfer information about light at the apertures to the
polarization state, so that IZ(z) will be inferred from po-
larization measurements, while IΦ(φ) will be determined
from the intensity distribution at the observation screen
disregarding polarization.
Polarization can be suitably described by a two-
dimensional Hilbert space Hp with two orthogonal ba-
sis vectors | →〉 and | ↑〉, representing horizontal and
vertical linear polarization for example. The light illumi-
nating the slits has horizontal polarization | →〉. Then,
the transfer of information about IZ(z) to the polariza-
tion state can be easily achieved in practice by placing
a half-wave plate in one of the apertures and nothing on
the other.
Now the scenario has been enlarged to be described
by the Hilbert space Hs ⊗ Hp. So the field state on the
apertures including polarization is now described by the
4× 4 cross-spectral density matrix
Γ˜ =
〈
|E˜〉〈E˜|
〉
, |E˜〉 = E1|1〉|u1〉+ E−1| − 1〉|u−1〉,
(3.13)
where
|u1〉 = cos θ| →〉+ sin θ| ↑〉, |u−1〉 = | →〉, (3.14)
and θ represents the polarization change induced by the
half-wave plate. On the plane where we observe the in-
terference now we place an ideal polarizator. We record
the intensity I˜(p, φ) for two orthogonal orientations of the
polarizatior axis p = ±1 represented by the unit vectors
|p = 1〉 = cosϑ| →〉+ sinϑ| ↑〉,
(3.15)
|p = −1〉 = − sinϑ| →〉+ cosϑ| ↑〉,
where ϑ is an arbitrary angle. Thus, the recorded inten-
sity is
I˜ (p, φ) = 〈p|〈φ|Γ˜|φ〉|p〉, (3.16)
leading to
I˜ (1, φ) = 12pi
[
cos2 (ϑ− θ) IZ(1) + cos2 ϑIZ(−1)
+2|µ| cosϑ cos (ϑ− θ) cos (φ+ δ)
]
,
(3.17)
I˜ (−1, φ) = 12pi
[
sin2 (ϑ− θ) IZ(1) + sin2 ϑIZ(−1)
−2|µ| sinϑ sin (ϑ− θ) cos (φ+ δ)
]
.
The corresponding marginals for polarization and in-
terferometric intensity are
I˜P (p) =
∫
2pi
dφI˜(p, φ), I˜Φ(φ) =
∑
p=±1
I˜(p, φ), (3.18)
with
I˜P (1) = cos
2 (ϑ− θ) IZ(1) + cos2 ϑIZ(−1),
(3.19)
I˜P (−1) = sin2 (ϑ− θ) IZ(1) + sin2 ϑIZ(−1),
or in matrix form(
I˜P (1)
I˜P (−1)
)
=
(
cos2 (ϑ− θ) cos2 ϑ
sin2 (ϑ− θ) sin2 ϑ
)(
IZ(1)
IZ(−1)
)
, (3.20)
while for the phase marginal distribution we have
I˜Φ(φ) =
1
2pi
[
IZ(1) + IZ(−1)
+2|µ| cos θ
√
IZ(1)IZ(−1) cos (φ+ δ)
]
. (3.21)
The idea is that the polarization measurement I˜P (p)
represents the imperfect observation of IZ(z), while
I˜Φ(φ) is an imperfect observation of IΦ(φ), as a partic-
ular realization of the observables A˜ and B˜ mentioned
in the introduction. Therefore, we have to look for the
inverting functions MZ,Φ that carry out the inversions
IZ(z) =
∑
p=±1MZ(z, p)I˜P (p),
(3.22)
IΦ (φ) =
∫
2pi
dφ′MΦ(φ, φ
′)I˜Φ(φ
′).
These are, in matrix form for the slit-polarization pair,(
IZ(1)
IZ(−1)
)
=
(
MZ(1, 1) MZ(1,−1)
MZ(−1, 1) MZ(−1,−1)
)(
I˜P (1)
I˜P (−1)
)
,
(3.23)
4with
MZ(z, p) =
(
sin2 ϑ
sin θ sin(2ϑ−θ) − cos
2 ϑ
sin θ sin(2ϑ−θ)
− sin2(ϑ−θ)sin θ sin(2ϑ−θ) cos
2(ϑ−θ)
sin θ sin(2ϑ−θ)
)
, (3.24)
while for the interferometric-phase variable
MΦ(φ, φ
′) =
1
2pi
(
1 +
2
cos θ
cos (φ− φ′)
)
. (3.25)
Then we extend the inversion procedure to the join
distributions as
I(z, φ) =
∑
p=±1
∫
2pi
dφ′MZ(z, p)MΦ(φ, φ
′)I˜(p, φ′), (3.26)
to obtain
I(1, φ) = 12pi
[
IZ(1) + csc (2ϑ− θ) sec θ sin(2ϑ)
×|µ|
√
IZ(1)IZ(−1) cos (φ+ δ)
]
,
(3.27)
I(−1, φ) = 12pi
[
IZ(−1) + csc (2ϑ− θ) sec θ sin(2ϑ− 2θ)
×|µ|
√
IZ(1)IZ(−1) cos (φ+ δ)
]
.
Not every choice of ϑ works equally well in order to in-
fer IZ(z) in terms of IP (p). In particular, the optimum
choice for ϑ may be given when the matrix in Eq. (3.20)
is closer to the identity matrix. As shown in appendix A
of Ref. [43], this holds for 2ϑ− θ = pi/2. To gain insight,
and without loss of generality, we can consider such a
case to get from Eq. (3.27)
I(z, φ) =
1
2pi
[
IZ(z) + |µ|
√
IZ(1)IZ(−1) cos(φ+ δ)
]
.
(3.28)
C. Pathology
The pathological results we are looking for hold when
I(z, φ) < 0 for some particular values of z and φ. To this
end, let us choose simply φ = −δ+pi so that cos (φ+ δ) =
−1 and then we have either I(1, φ) < 0 or I(−1, φ) < 0
provided that |µ|2 > min {IZ(1)/IZ(−1), IZ(−1)/IZ(1)}.
It is worth noting that the pathological behaviour
requires some threshold value for the degree of coher-
ence. In other words, every pathology disappears in
the limit of vanishing coherence. This could be ex-
pected from a radiance-problem perspective. On the
other hand, the pathology requires some intensity un-
balance IZ(1) 6= IZ(−1), so that when IZ(1) = IZ(−1)
we have a well-defined radiance function for every state
of coherence.
D. Separability
In Refs. [23–26] it has been shown that pathological
behavior in the quantum sector holds when the observed
statistics is not separable, as recalled in Sec. IVE below.
Let us translate this idea to the classical sector here.
We may say that the intensity-polarization distribution
I˜(p, φ) is separable in the p, φ variables when we can
find positive weights wλ and positive semidefinite distri-
butions I˜P (p|λ) and I˜Φ(φ|λ) such that
I˜(p, φ) =
∑
λ
wλI˜Φ(φ|λ)I˜P (p|λ). (3.29)
This is equivalent to say that that our problem is sepa-
rable if
Γ˜ =
∑
λ
wλΓλ ⊗ γλ, (3.30)
where Γλ are legitimate cross-spectral density matrices
in Hs, while γλ are proper polarization matrices in Hp,
with I˜Φ(φ|λ) = 〈φ|Γλ|φ〉 and I˜P (p|λ) = 〈p|γλ|p〉. In a
quantum scenario the variables λ are usually referred to
as hidden variables and are essentially the variables that
make up the phase space of the problem.
In this classical-optics sector λ can be regarded as a
suitable decomposition of Γ˜ in polarized-field modes [44].
Deep down, the lack of separability must be ascribed to
the entangled nature of the classical field state |E˜〉 in Eq.
(3.13).
This properly mimics the equivalent definition of sepa-
rability in the quantum sector in terms of density matri-
ces. So the results in the preceding section indicate that
the classical electromagnetism is not always separable.
This might offer a new perspective to better understand
entanglement in classical and quantum optics and their
differences [20, 45–51].
E. Duality relations
It is natural to look for quantitative expressions of com-
plementarity as exemplified by the standard Heisenberg
uncertainty relation. This encounters the additional chal-
lenge that in finite-dimensional systems variances do not
provide a meaningful uncertainty relation and alterna-
tive measures must be used. This has been successfully
achieved in the quantum [6, 8, 9, 12–19] and classical
realms [19–22]. A suitable option to assess uncertainty is
in terms of characteristics functions, as they have been
already used in the quantum domain [16, 17]. Let us show
that this actually works in the classical-optics scenario.
In this spirit we define the intrinsic certainties CZ and
CΦ for IZ(z) and IΦ(φ) as, always with the total intensity
normalization (3.10),
CZ =
∣∣∑
z=±1 e
ipiz/2IZ(z)
∣∣ = |IZ(1)− IZ(−1)|,
(3.31)
CΦ =
∣∣∫
2pi
dφeiφIΦ(φ)
∣∣ = |µ|√IZ(1)IZ(−1),
5that are also known in the literature as distinguishabil-
ity and visibility, respectively. We refer to them as cer-
tainties since they may express the degree of certainty
one can have concerning the value of the corresponding
observable. They take the maximum value unity, maxi-
mum certainty, when all the distribution is concentrated
in a single value, while it takes the minimum value zero,
minimum certainty, when the observable is uniformly dis-
tributed. The key point is that the satisfy the certainty
or duality relation
C2Z + 4C
2
Φ = P2, (3.32)
where P is the analog of the degree of polarization if Γ
were a polarization matrix [19, 22]
P2 = 2tr
(
Γ2
)
(trΓ)2
− 1, (3.33)
which is actually a measure of the purity of the state ρ
in Eq. (3.9).
Let us apply relations (3.31) to the marginals of the
measured intensity-polarization distribution I˜(p, φ) to
obtain observed certainties C˜Z and C˜Φ. To this end, we
consider the optimal measurement 2ϑ− θ = pi/2 [16, 17]
leading to
C˜Z = |I˜P (1)− I˜P (−1)| = VZCZ ,
(3.34)
C˜Φ =
∣∣∣∫2pi dφeiφI˜Φ(φ)
∣∣∣ = VΦCΦ,
where
VZ = | sin θ|, VΦ = | cos θ|. (3.35)
We can appreciate several interesting features. On the
one hand, the observed certainties are always lesser than
or equal to the exact ones C˜Z ≤ CZ and C˜Φ ≤ CΦ.
This makes sense from the understanding that the joint
measurement introduces additional uncertainty. On the
other hand, it is quite nice that the noise added satisfies
by itself a kind of certainty relation:
V2Z + V2Φ = 1, (3.36)
a reminiscence that the noise can be traced back to com-
plementarity in the apparatus variables.
F. Wigner-like functions
The procedure we have followed defines a joint dis-
tribution I(z, φ) for complementary variables with exact
marginals. This recalls the idea of Wigner function both
in the classical [27–33] and quantum [52–57] domains. A
key feature is that Wigner functions combine elements
from different theories. In the quantum case these are
the quantum state vector and the classical phase space.
In classical optics these are the wave and geometrical pic-
tures of light propagation.
We can check that the result obtained for I(z, φ) does
not fit with the standard definition of Wigner function
in classical optics as presented in Ref. [33]. For the
Young interferometer the standard approach leads to a
fictitious source of dark rays with positive and negative
intensities at the midpoint between the apertures. In-
stead, the I(z, φ) obtained here recalls Wigner functions
introduced in quantum optics for number and phase vari-
ables [57, 58], where the variable z takes the place of the
number variable.
More specifically, let us translate the definition of
Wigner function introduced in Eq. (9) of Ref. [58] to
our scenario as
QΓ(z, φ) =
1
4pi
(
2Γz,z + e
−iφΓ−1,1 + e
iφΓ1,−1
)
, (3.37)
which is exactly our Eq. (3.28) I(z, φ) = QΓ(z, φ). We
can check whether QΓ(z, φ) satisfies some of the desirable
properties for a Wigner function WΓ(z, φ) depending on
these varaibles, as listed for example in Ref. [57]. These
are:
(i) Reality: If Γ† = Γ then W ∗Γ(z, φ) =WΓ(z, φ).
(ii) Correct marginals:
∫
2piWΓ(z, φ) = 〈z|Γ|z〉, and∑
z=±1WΓ(z, φ) = 〈φ|Γ|φ〉.
(iii) Proper transformation laws under basic opera-
tions: a) phase shifts, if Γ′±1,∓1 = Γ±1,∓1e
±iδ′ and
Γ′±1,±1 = Γ±1,±1 then WΓ′(z, φ) = WΓ(z, φ + δ
′), and
b) shifts in Z, that in this case equals Z exchange, if
Γ′i,j = Γ−i,−j then WΓ′(z, φ) =WΓ(−z, φ).
(iv) Conjugation: if Γ′i,j = Γ
∗
i,j then WΓ′(z, φ) =
WΓ(z,−φ).
(v) Overlap: for all Γ and Γ′ we have tr (ΓΓ′) =
2pi
∫
2pi dφ
∑
z=±1WΓ(z, φ)WΓ′ (z, φ).
We may add the following property. (vi) Complete-
ness: WΓ(z, φ) determines Γ completely.
We can easily check that QΓ(z, φ) satisfies (i), (ii),
(iiia), (iv) and (vi), but lacks (iiib), where we have
QΓ′(z, φ) = QΓ(−z,−φ), and (v).
As an alternative approach we may consider that Eq.
(3.28) is an example of the Margenau-Hill-Terletsky dis-
tribution T (z, φ), this is I(z, φ) = T (z, φ) = Re{S(z, φ)},
where S(z, φ) is the complex Kirkwood distribution [59–
62]
S(z, φ) = 〈φ|z〉〈z|Γ|φ〉 = 1
2pi
(
Γz,z + e
izφΓz,−z
)
. (3.38)
Regarding properties, the distribution T naturally sat-
isfies the same properties as Q. On the other hand
S lacks reality (i), but satisfies (ii), (iiia), (vi), and
some slightly modified versions of the other proper-
ties. Instead of (iiib) we have SΓ′(z, φ) = SΓ(−z,−φ),
while for (iv) SΓ′(z, φ) = S
∗
Γ(z,−φ), as well as a
version of the overlap (v) in the form tr (ΓΓ′) =
2pi
∫
2pi
dφ
∑
z=±1 SΓ(z, φ)S
∗
Γ′(z, φ).
6IV. QUANTUM SECTOR
A. Settings. Exact, unobserved scenario
Focusing in the case of just one photon, the quantum
sector emerges by the thorough replacement of field in-
tensity by photon probability I → P and cross-spectral
density tensor by density matrix Γ → ρ, which in this
context is customarily expressed in terms of the Pauli
matrices σ
ρ =
1
2
(σ0 + s · σ) , (4.1)
where σ0 is the 2 × 2 identity, and s = 〈σ〉 is a three-
dimensional real vector with |s| ≤ 1. Within this context
the observable Z is represented by the third Pauli matrix
σz , with eigenstates |z = ±1〉, with z = 1 meaning that
the photon is found in the upper aperture and z = −1 in
the lower aperture. The corresponding probabilities are
PZ(z) = 〈z|ρ|z〉 = 1
2
(1 + zsz) . (4.2)
The quantum description of phase-like variables is a
rather tricky point since there is no simple operator
for the phase or phase difference [35–42]. Maybe the
best quantum description of relative phase suited for
our purposes is given by a positive-operator-valued mea-
sure. More specifically, the phase statistics PΦ(φ) is given
by projection of the photon state on the nonorthogonal
phase states in Eq. (3.12) [39], this is
|φ〉 = 1√
2pi
(|z = 1〉+ eiφ|z = −1〉) , (4.3)
so that, the exact phase distribution is
PΦ(φ) = 〈φ|ρ|φ〉 = 1
2pi
(1 + cosφsx + sinφsy) . (4.4)
B. Joint observation and inversion
The joint observation of Φ and Z follows exactly the
same steps and settings of the classical case so we can
proceed directly to the statistics for the so constructed
joint observation of interference and polarization as
P˜ (p, φ) = 〈p|〈φ|ρ|φ〉|p〉, (4.5)
where |p〉 are defined as in Eq. (3.15), and |φ〉 are in Eq.
(4.3), leading to
P˜ (p, φ) = 12pi [γ0(z) + γX(z) cosφsx + γX(z) sinφsy
+zγZ(z)sz] , (4.6)
where the functions γ are
γ0(1) =
1
2
[
cos2(ϑ− θ) + cos2 ϑ] ,
γ0(−1) = 12
[
sin2(ϑ− θ) + sin2 ϑ] ,
γX(1) = cos(ϑ− θ) cosϑ,
γX(−1) = sin(ϑ− θ) sin ϑ,
γZ(1) =
1
2
[
cos2(ϑ− θ)− cos2 ϑ] ,
γZ(−1) = 12
[− sin2(ϑ− θ) + sin2 ϑ] . (4.7)
The observed marginal for Z is
P˜Z(z) = γ0(z) + zγZ(z)sz, (4.8)
while the observed marginal for the phase is
P˜Φ(φ) =
1
2pi
[1 + cos θ (cosφsx + sinφsy)] . (4.9)
Then it is possible to obtain the exact statistics (4.2) and
(4.4) from the operational ones in Eqs. (4.8) and (4.9) as
PZ(z) =
∑
p
MZ(z, p)P˜Z(p), (4.10)
with the same MZ(z, p) in Eq. (3.24), while the phase
distribution can be inverted as
PΦ(φ) =
∫
dφ′MΦ(φ, φ
′)P˜Φ(φ
′), (4.11)
with the same MΦ in Eq. (3.25). Finally we extend
the inversion (4.10) and (4.11) from the marginals to the
complete joint distribution to obtain a joint distribution
P (z, φ) as:
P (z, φ) =
∑
p
∫
dφ′MZ(z, p)µΦ(φ, φ
′) P˜ (p, φ′), (4.12)
leading to
P (z, φ) =
1
4pi
[1 + ν(z) (cosφsx + sinφsy) + zsz] ,
(4.13)
where
ν(1) =
sin(2ϑ)
cos θ sin(2ϑ− θ) , ν(−1) =
sin(2ϑ− 2θ)
cos θ sin(2ϑ− θ) .
(4.14)
Since ν(1) + ν(−1) = 2 we can appreciate that P (z, φ)
provides the correct exact marginals (4.2), (4.4) for both
observables.
As in the classical case let us consider the optimum ob-
servation of PZ(z) holds for 2ϑ−θ = pi/2. In such a case,
ν(1) = ν(−1) = 1 and an extremely simple expression for
P (φ, z) is obtained
P (φ, z) =
1
4pi
[1 + cosφsx + sinφsy + zsz] . (4.15)
7C. Pathology
Let us examine whether P (z, φ) can take negative val-
ues. The minimun in Eq. (4.15) is
Pmin =
1
4pi
(
1− |sz| −
√
s2x + s
2
y
)
. (4.16)
Therefore, Pmin < 0 provided that
|µ|2 > 1− |sz |
1 + |sz | = min {PZ(1)/PZ(−1), PZ(−1)/PZ(1)} ,
(4.17)
where |µ| has exactly the same meaning than in the clas-
sical case
|µ|2 = |ρ1,−1|
2
ρ1,1ρ−1,−1
=
s2x + s
2
y
1− s2z
. (4.18)
So condition (4.17) for pathological behaviour is exactly
the same than in the classical sector.
The negativity does not mean that P (z, φ) is mean-
ingless. This is useful for understanding basic concepts
such as Bell tests and diverse basic nonclassical features
[63–65]. We may say that this is actually the hallmark of
quantumness and the way nonclassical states are defined
in quantum optics [66–69].
D. Duality relations and Wigner-like function
It is clear that the same results regarding duality rela-
tions and Wigner-like functions hold in this quantum sec-
tor in exactly the same terms of the classical case. In par-
ticular, we have that for the usual case PZ(1) = PZ(−1)
the so defined Q and T function are nonnegative, so we
may have a classical-like statistical model for complemen-
tarity.
E. Classical statistics and separability
Next we show that in classical physics the observed
probabilities are always separable. To show this, we con-
sider that classically the state of the system can be com-
pletely described by a legitimate probability distribution
wλ, where λ runs over all admissible classical states for
the system, this is the points of the corresponding phase
space, assumed to form a discrete set for simplicity and
without loss of generality. There is no limit to the number
of points λ so it may approach a continuum if necessary.
In a classical-physics scenario every phase-space point
λ has a perfectly defined nonrandom value for every
observable, independent of the values taken by other
variables, and any two observables A, B can be ob-
served without mutual disturbances, so the factoriza-
tion of joint conditional probabilities holds P˜ (a, b|λ) =
P˜A(a|λ)P˜B(b|λ), where P˜X(x|λ) is the conditional prob-
ability that the observable X˜ takes the value x when
the system state is λ. Strictly speaking, in the ideal
case the conditional probabilities P˜X(x|λ) would be ac-
tually Dirac delta functions. Nevertheless, for the sake of
completeness we include the possibility of some extra un-
certainty introduced by the measurement process, which
brings us closer to the quantum scenario. So, in classi-
cal physics the observed joint statistics for two generic
observables A and B can be always expressed as
P˜ (a, b) =
∑
λ
wλ P˜A(a|λ) P˜B(b|λ). (4.19)
The point is that we can regard P˜X(x|λ) as an imper-
fect version of the exact distribution PX(x|λ), so we can
apply the inversion procedure (2.2) leading to
PX(x|λ) =
∑
x′
MX(x, x
′) P˜X(x
′|λ), (4.20)
where PX(x|λ) is the exact statistics for X when the
system state is λ. Thus, because of the separable form
(4.19) we readily get from Eq. (4.20) that the result of
the inversion is the actual joint distribution for A and B
P (a, b) =
∑
λ
wλ PA(a|λ) PB(b|λ), (4.21)
and therefore a legitimate statistics. Consequently, lack
of positivity or any other pathology of the retrieved joint
distribution P (a, b) is then a signature of nonclassical be-
havior. Note that this is a different situation from the
one considered in Sec. III, where we considered intensi-
ties instead of probabilities.
V. CONCLUSIONS
Most practical and meaningful observations in quan-
tum and classical physics are indirect in the sense that
the desired information is retrieved after a suitable data
analysis. This idea allows us to approach the joint dis-
tribution for conjugate observables by removing the in-
strumental effects of their imperfect simultaneous mea-
surement. This can be done in classical optics as well as
in quantum optics for a single photon, and we actually
find exactly the same results mutatis mutandis. Thus,
complementary is just a classical effect linked to wave
behavior.
Let us emphasize a central point of the method: the
pathology holds provided that the observed distribution
is not separable. We hope that this analysis may en-
lighten the actual borderline between classical and quan-
tum light.
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