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Controlo estatístico de qualidade em ensaios laboratoriais: caso particular de nutrientes 




Esta dissertação tem como principal objetivo modelar e analisar dados de ensaios de 
comparação interlaboratorial realizados no Instituto Hidrográfico relativos a nutrientes em 
águas salinas. Neste contexto aplicam-se técnicas estatísticas usuais no tratamento de 
informação oriundas de procedimentos laboratoriais, tais como os testes de comparação 
interlaboratorial (definido como sendo um teste para avaliar a variabilidade entre 
laboratórios), Dixon (utilizado para detetar a presença de outliers) e Cochram (definido 
como sendo um teste para estudar a variabilidade interna de um laboratório). São aplicadas 
cartas de controlo a sistemas de medição, sendo dado um especial destaque à formalização 
de linhas gerais para uma melhor operacionalização das cartas já existentes e para a 
implementação de outras cartas de controlo, como as EWMA, procurando definir a carta 
mais apropriada para diferentes variáveis e contextos. Também se avalia um sistema de 
medição não replicável, isto é, um sistema cujas leituras não podem ser repetidas em cada 
amostra, pois as amostras analisadas sofrem alterações durante o ensaio ou são destruídas. 
Para tal realizam-se estudos de repetibilidade e reprodutibilidade, procurando também 
evidenciar a mais-valia da sua introdução tendo em vista os objetivos definidos pelo 
laboratório. 
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This work aims to model and analyze inter laboratory test data held in the Hydrographic 
Institute concerning nutrients in saline waters. In this context common statistic techniques 
are applied deriving information processing laboratory procedures, such as inter laboratory 
comparison tests (defined as a test to evaluate the variability among laboratories), Dixon 
(used to detect the presence of outliers) and Cochran (defined as a test to study the 
variability of an internal lab). The measurement systems control charts are applied, and a 
special emphasis is given on formalizing guidelines for a better implementation of existing 
cards and to implement other control charts such as EWMA, seeking to define the most 
appropriate letter for different variables and contexts. Also evaluating a non-replicable 
measuring system, i.e. a system whose readings cannot be repeated in each sample, because 
the analyzed samples changed during the assay or are destroyed.  So repeatability and 
reproducibility studies are held also seeking to highlight the added value of its introduction 
in view of the objectives defined by the laboratory. 
 
Keywords: Physical and chemical tests, Control Charts, Statistical Process Control, 
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1 – INTRODUÇÃO 
 
A agricultura intensiva, os esgotos, e os resíduos provenientes dos grandes centros 
urbanos são a causa do excesso de nutrientes nos ecossistemas aquáticos. Os níveis de 
nutrientes determinam a quantidade de microrganismos que podem crescer em qualquer 
sistema aquático, pelo que incrementos significativos daqueles níveis podem-se traduzir em 
sobrecargas do ecossistema causando o excesso de nutrientes (compostos químicos ricos em 
fósforo ou nitrogénio) na massa de água, provocando um aumento excessivo de algas que, 
por sua vez, fomentam o desenvolvimento dos micro-organismos. Este aumento da 
biomassa pode levar à diminuição de oxigénio dissolvido, provocando a morte e 
consequente decomposição de muitos organismos, diminuindo a qualidade da água e 
eventualmente a alteração profunda do ecossistema; a este processo dá-se o nome de 
fenómenos de eutrofização (Statham, 2002). 
O Instituto Hidrográfico (IH), através da Divisão de Química e Poluição do Meio 
Marinho promove e realiza estudos e trabalhos destinados a ampliar o conhecimento da 
química do meio marinho com particular ênfase em águas costeiras e de transição. 
Atualmente os laboratórios procuram produzir resultados de análises com a menor 
perda possível de tempo, recursos e custos, sem deixar de atender aos requisitos dos 
clientes, utilizadores dos resultados finais. Para atingir esse objetivo, muitos laboratórios 
fazem uso do controlo estatístico do processo, que trata da recolha, análise e interpretação 
dos dados para a proposta de melhoria e controlo da qualidade de produtos e serviços. A 
norma NP EN ISO/IEC 17025 descreve os requisitos gerais para o reconhecimento da 
competência de um laboratório em realizar ensaios e/ou calibrações, incluindo a 
amostragem que é utilizada pelos laboratórios para desenvolver os seus sistemas de gestão 
para a qualidade, e para as atividades administrativas e técnicas. De acordo com esta norma, 
o laboratório deve ter procedimentos de controlo de qualidade para monitorizar a validade 
dos ensaios e calibrações realizadas. A norma NP EN ISO/IEC 17025 refere a necessidade dos 
laboratórios participarem em Ensaios de Comparação Interlaboratorial (ECI) como garantia 
da fiabilidade dos resultados. A participação em ECI permite evidenciar a competência de 
um laboratório através da avaliação do seu desempenho, reforçando assim a confiança nas 
técnicas aplicadas. Os ECI não só contribuem para a avaliação do desempenho dos 
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laboratórios, como também são a ferramenta de controlo da qualidade utilizada, no IH, para 
monitorizar a validação de métodos e deteção de erros sistemáticos, nomeadamente nos 
métodos de determinação do nitrito, nitrito+nitrato, fósforo reativo e sílica reativa. 
Porém o benefício mais importante a ser usufruído pelos laboratórios participantes 
em ECI é ter meios de se comparar com laboratórios similares e identificar oportunidades de 
melhoria que os laboratórios, quando a trabalhar isoladamente, não poderiam identificar. 
Ao ser analisado determinado resultado de um ensaio percebemos que existe algum 
grau de variação de um resultado para outro. À medida que são melhoradas as 
performances dos equipamentos e métodos surgem novos requisitos com exigências 
maiores. Diversas vezes o próprio operador de um determinado sistema de análise introduz 
variação adicional ao mesmo, acabando por provocar não-conformidades nas análises 
realizadas. Deming (1990) afirma que “mesmo a melhor máquina automática não pode 
produzir todas as unidades exatamente iguais”. Consequentemente, é necessário que o 
operador saiba identificar com clareza as alterações que possam ocorrer, procurando com 
isso as suas causas e tomar as devidas ações corretivas, dado que à medida que a 
variabilidade é reduzida no processo, a qualidade dos resultados é melhorada 
(Montegomery, 2001).  
Do controlo estatístico de qualidade fazem parte um grande número de técnicas 
estatísticas, as quais são utilizadas na análise de diferentes problemas relacionados com a 
qualidade e na melhoria do desempenho dos processos. De acordo com Woodall e 
Montgomery (1999), o controlo estatístico de qualidade inclui quatro áreas principais: 
controlo estatístico do processo, delineamento experimental, amostragem por aceitação e 
análise de capacidade do processo.  
O Controlo Estatístico de Processos (CEP) é um conjunto de métodos muito usado 
para controlar eventuais alterações nos processos produtivos (Figura 1). Analisando a 
variabilidade do processo, têm-se duas classificações possíveis para ele. O processo é dito 
estatisticamente sob controlo quando somente causas comuns de variabilidade estiverem 
presentes; caso contrário, se um processo apresentar, além das causas comuns de 
variabilidade, causas especiais, ele será classificado como fora de controlo estatístico. Entre 
essas causas especiais podemos encontrar, por exemplo, deterioração das práticas 
metrológicas inicialmente implementadas, utilização de reagentes fora de especificação ou 
mesmo a utilização de equipamentos não calibrados ou verificados. 




Figura 1 – Sugestão de fluxograma dos métodos mais utilizados no CEP (Adaptado de 
http://www.statistical.com.br/artigos.asp).  
 
Entre as ferramentas mais simples e eficientes encontramos as cartas de controlo 
que foram inicialmente propostas por Shewhart em 1924. Trata-se de um método gráfico 
que permite, facilmente, detetar a presença de causas determinísticas. São imensas as suas 
aplicações em diversas áreas fora da indústria como por exemplo, em desporto, justiça, 
ciências ambientais, biologia, genética, epidemiologia, medicina, finanças e contabilidade, 
entre outras. Alguns estudos podem ser encontrados em trabalhos de Johnson (1984), Hahn 
e Hoerl (1998), Woodall e Montgomery (1999), Stoumbos et al. (2000), Woodall (2000), 
Piplani e Hubele (2001), MacCarthy e Wasusri (2002), Nair (2004), Dull e Tegarden (2007); 
Utley e May (2009).  
Shewhat preocupou-se em avaliar a qualidade, observando apenas uma 
característica, de cada vez, do produto. Na sua conceção e utilização é necessário ter em 
conta, para além da escolha de subgrupos racionais (quando se tem amostras de tamanho 
superior a um), três aspetos fundamentais: os instantes de amostragem (pontos amostrados 
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no tempo), os tamanhos das amostras e os limites de controlo (Infante e Dias, 2006). Estas 
cartas, também identificadas na literatura como gráficos de controlo, procuram encontrar 
eventuais variações no processo, distinguindo a variabilidade inerente ao processo da que é 
provocada por uma causa externa aumentando a produtividade e prevenindo ajustes 
desnecessários nos métodos e análises monitorizadas. Entretanto novas cartas de controlo 
foram e continuam a ser desenvolvidas após as cartas de Shewhart, como por exemplo as 
cartas de médias móveis exponencialmente ponderadas (EWMA) propostas em Roberts 
(1959). Em todas as cartas é necessário verificar os pressupostos subjacentes.  
Uma das razões mais comuns que gera dados de baixa qualidade é a grande variação 
associada. Grande parte da variação, num conjunto de medições, é devida à interação entre 
o sistema de medição e o seu meio. Se esta interação gerar variação muita alta, a qualidade 
dos dados poderá ser tão baixa que eles não terão utilidade. 
Os estudos de análise de sistemas de medição (MSA) fornecem dados com dois 
objetivos básicos: o primeiro é conhecer as fontes de variação (operador, instrumento de 
medição, etc.) que têm maior influência nos resultados gerados pelo Sistema de Medição; o 
segundo objectivo é verificar se o Sistema de Medição possui propriedades estatísticas 
compatíveis com as especificações.  
Os estudos de capacidade de processo são ferramentas de controlo estatístico da 
qualidade, que têm por objetivo avaliar se um determinado processo consegue gerar 
produtos que atendam as especificações (RAMOS, 2000). Embora a utilização desta 
ferramenta de controlo já esteja bem implementada na indústria com vista à melhoria da 
qualidade na produção, a sua utilização ainda é pouco usual em processos laboratoriais.  
Segundo Kotz & Johnson (2002), os índices de capacidade de processo tem como 
objetivo determinar um número de avaliações necessárias para satisfazer o limite de 
especificação da qualidade ou característica de interesse, ou seja, com eles podemos estimar 
quantos itens ou peças fora das especificações encontraremos pelo número de 
peças/amostras que seriam produzidas/analisadas. 
 
Esta dissertação encontra-se estruturada em cinco capítulos; com o Capítulo 1 
pretende-se fazer uma breve introdução dos assuntos abordados na dissertação. 
O Capítulo 2 apresenta a entidade em estudo, a sua organização e qual a sua missão. 
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O Capítulo 3 apresenta os conceitos teóricos, matemáticos e estatísticos necessários 
para a resolução nas análises propostas. Apresenta ainda uma descrição do processo de 
análise de amostras laboratoriais efetuado no Instituto Hidrográfico, passando por uma 
breve descrição da técnica analítica. 
O Capítulo 4 apresenta os resultados obtidos através da aplicação da metodologia 
descrita no capítulo 3 e a respetiva discussão, passando pela análise da qualidade dos 
resultados obtidos e a sua aplicabilidade. 
O Capítulo 5 apresenta as conclusões que se podem retirar das observações 
mencionadas do capítulo 4, sugestões para a aplicação no Instituto Hidrográfico, 
recomendações para trabalhos futuros. 
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2 – BREVE CARACTERIZAÇÃO DO INSTITUTO HIDROGRÁFICO 
 
Este capítulo tem como objetivo apresentar a entidade onde se realizou o presente 
estudo, a forma como a mesma se encontra organizada e a sua missão. 
 
2.1. A Entidade e a sua missão 
O Instituto Hidrográfico foi criado pelo Decreto-Lei n.º 43177, de 22 de Setembro de 
1960.  
De acordo com o Decreto-Lei nº 233/2009, de 15 de Setembro (Estrutura Orgânica da 
Marinha), o Instituto Hidrográfico é um órgão da Marinha regulado por legislação própria e 
que assegura o cumprimento de missões particulares da Marinha.  
Os diplomas orgânicos que regulamentam a estrutura orgânica, atribuições, 
competência e regime administrativo e financeiro do IH, são o Decreto-Lei n.º 134/91, de 4 
de Abril e o Decreto-Lei nº 264/95, de 12 de Outubro, presentemente em processo de 
revisão. Espera-se assim, que seja aprovada a nova Lei Orgânica e o Regulamento Interno do 
Instituto Hidrográfico, sendo estes instrumentos fundamentais para melhor enquadrar a 
atuação do Instituto como organismo da Marinha e como Laboratório do Estado (LdE). 
A competência relativa à definição das orientações estratégicas para o Instituto 
Hidrográfico, bem como o acompanhamento da sua execução, são exercidos pelo Ministro 
da Defesa Nacional em articulação com a Ministra da Agricultura, do Mar, do Ambiente e do 
Ordenamento do Território e com o Ministro da Educação e Ciência. 
O Instituto Hidrográfico desenvolve uma parte muito significativa da atividade de 
investigação científica da Marinha, cujo resultado é essencial ao País, ao apoio às operações 
militares navais e marítimas e à atividade científica desenvolvida por entidades civis, 
públicas e privadas.  
Os espaços marítimos sob jurisdição nacional constituem um património e uma 
riqueza que importa proteger e como só se pode proteger o que se conhece, o papel do IH 
no conhecimento dos oceanos revela-se fundamental para a prossecução dos interesses 
nacionais. O Instituto Hidrográfico assegura as atividades de investigação e desenvolvimento 
tecnológico relacionadas com as ciências e as técnicas do mar, tendo em vista a sua 
aplicação prioritária na área militar, designadamente nas áreas da hidrografia, da cartografia 
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hidrográfica, da segurança da navegação, da oceanografia e da proteção e preservação do 
meio marinho. 
A missão de uma organização reflete a sua razão de ser, concretizada nas atividades 
relevantes que desenvolve. A missão do Instituto Hidrográfico decorre da sua lei orgânica: 
«O IH tem por missão fundamental assegurar atividades relacionadas com as ciências 
e técnicas do mar, tendo em vista a sua aplicação na área militar, e contribuir para o 
desenvolvimento do País nas áreas científica e de defesa do ambiente marinho.» 
Os produtos e serviços do Instituto Hidrográfico destinam-se à navegação em geral e 
de um modo particular à Marinha enquanto cliente primordial entre outros interessados nos 
seus produtos e serviços que pela sua diversidade não podem ser aqui enumerados. 
De referir ainda que o Instituto Hidrográfico é a autoridade de Cartografia Náutica 
Nacional, com funções reguladoras e de inspeção.  
É também o representante nacional junto da Organização Hidrográfica Internacional. 
 
2.2. Organização do Instituto Hidrográfico 
O Instituto Hidrográfico tem a sua sede no Convento das Trinas do Mocambo, sito na 
Rua da Trinas, 49, 1249-093 em Lisboa, situado entre os bairros históricos da Lapa, Santos e 
Madragoa. Neste edifício, funcionam os órgãos diretivos, técnicos, financeiros e de apoio 
logístico.  
Nas instalações da Azinheira, no concelho do Seixal, o Instituto Hidrográfico dispõe 
de meios operacionais e equipamentos técnicos.  
Os navios hidrográficos da Marinha, NRP D. Carlos I, NRP Almirante Gago Coutinho, 
NRP Auriga e NRP Andrómeda, são plataformas de investigação, onde embarcam os técnicos 
e onde também são acolhidas equipas de investigação de outras entidades. 
O Instituto Hidrográfico dispõe na sua estrutura orgânica de um Diretor-geral que 
tem sob sua subordinação quatro Direções e o apoio de um Adjunto que asseguram em 
conjunto a prossecução da missão e concretização dos objetivos por ele definidos (Manual 
da Qualidade, 2013). 
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Figura 2 – Organização do Instituto Hidrográfico com identificação das unidades orgânicas abordadas na 
dissertação 
 
As funções e responsabilidades de cada uma das unidades orgânicas estão definidas 
na Lei Orgânica e no Regulamento Interno do Instituto Hidrográfico. 
 
2.2.1. O Departamento da Qualidade 
Compete ao departamento da qualidade apoiar o diretor-geral na definição dos 
objetivos e da política para a qualidade no Instituto Hidrográfico, assegurando os 
procedimentos relativos ao planeamento, implementação e desenvolvimento das atividades 
neste âmbito, nomeadamente: 
a) Implementar, gerir e dinamizar o sistema de gestão da qualidade em colaboração 
com as diferentes áreas envolvidas; 
b) Gerir e manter atualizada a documentação do sistema da qualidade; 
c) Participar e promover auditorias ao sistema, acompanhando a implementação das 
ações corretivas e preventivas; 
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d) Assegurar a implementação, coordenação e desenvolvimento, com as áreas 
envolvidas, do sistema da acreditação dos ensaios laboratoriais. 
2.2.2. A Divisão de Química e Poluição do Meio Marinho 
À divisão de química e poluição do meio marinho incumbe promover e realizar 
estudos e trabalhos destinados a ampliar o conhecimento da química da água do mar e da 
poluição do meio marinho nas costas, estuários, águas territoriais e ZEE portuguesa, e em 
outras áreas de interesse nacional, designadamente: 
a) Realizar estudos e trabalhos teóricos e experimentais sobre as propriedades 
químicas da água do mar e sobre poluição marinha, nomeadamente procedendo 
ao rastreio periódico dos elementos compostos considerados poluentes, para a 
avaliação da qualidade do ambiente do meio marinho; 
b)  Realizar e participar em estudos e projetos nacionais e estrangeiros para a 
definição das metodologias analíticas nos compartimentos água, sedimentos, 
matéria em suspensão e seres vivos, adequados à identificação e quantificação 
dos contaminantes e poluentes considerados prioritários e efetuar a validação e 
controlo de métodos analíticos definidos; 
c) Apoiar a Direção- geral da Autoridade Marítima no âmbito da poluição do mar, 
nomeadamente na identificação de derrames de hidrocarbonetos. 
 
Divisão de








Figura 3 – Organização da Divisão de Química e Poluição do Meio Marinho com identificação do laboratório 
de Química orgânica 
 
A divisão de química e poluição do meio marinho integra duas áreas laboratoriais, a 
química inorgânica e a química orgânica, ambos os laboratórios com ensaios acreditados. 
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2.3. O Sistema de Gestão da Qualidade 
O Sistema de Gestão da Qualidade do Instituto Hidrográfico concentra-se na 
satisfação dos seus clientes internos e externos indo ao encontro das suas necessidades e 
expectativas futuras. Para o efeito, foi adotada a gestão por processos e desenvolvido 
trabalho necessário para ir ao encontro dos requisitos da norma NP EN ISO 9001. O IH 
pretende manter-se como uma organização com Qualidade não só por afirmação mas 
também com provas dadas e com o seu Sistema de Gestão da Qualidade reconhecido por 
uma entidade independente e acreditada para o efeito. 
 
O Instituto Hidrográfico compromete-se a trabalhar continuamente para se superar 
na satisfação das necessidades dos seus clientes e colaboradores. 
A Política da Qualidade 
O compromisso enunciado é materializado através da gestão da Qualidade como um 
Sistema, visando: 
- Assegurar o fornecimento de produtos e serviços a clientes com elevados padrões de 
qualidade; 
- Promover a melhoria da comunicação interna e externa, fomentando o 
envolvimento dos colaboradores e o incentivo das relações mutuamente benéficas 
com os clientes; 
- Promover a existência de recursos humanos qualificados, investindo no 
desenvolvimento das suas competências para o cumprimento dos objetivos; 
- Assegurar a melhoria contínua dos processos, centrada na inovação e gestão dos 
recursos; 
- Assumir um papel ativo na sociedade, em termos de responsabilidade social e 
ambiental. 
Para as áreas laboratoriais, em complemento à Política acima, o Instituto 
Hidrográfico compromete-se a: 
- Implementar e divulgar por todo o pessoal envolvido, os requisitos específicos da NP 
EN ISO/IEC 17 025 para em conjunto com as boas práticas profissionais, transmitir 
aos clientes, internos e externos, confiança na qualidade dos resultados de ensaios e 
calibrações efetuadas; 
Controlo estatístico de qualidade em ensaios laboratoriais: caso particular de nutrientes em águas salinas 
12 
 
- Assegurar que todo o pessoal relacionado com as atividades do Laboratório está 
familiarizado com a documentação da qualidade e aplica as políticas e procedimentos 
existentes no seu trabalho; 
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3 – FUNDAMENTOS TEÓRICOS 
 
Neste capítulo pretende-se abordar os temas necessários à realização deste trabalho 
e que servem de base às metodologias implementadas nos capítulos seguintes. 
 
3.1. Controlo da Qualidade 
O objetivo essencial do Controlo Estatístico da Qualidade é atingir uma garantia de 
Qualidade em organizações, nos produtos e/ou serviço, através da utilização de técnicas 
estatísticas convenientes (Gomes et al., 2010). 
O termo Qualidade é aqui equivalente a adequabilidade para uso, ou seja os 
produtos devem satisfazer os requisitos daqueles que os vão utilizar. 
Como aspetos gerais da qualidade podemos distinguir (Gomes et al., 2010): 
• Qualidade do projeto – existem frequentemente diferentes qualidades de 
projetos de um mesmo produto (por exemplo, a qualidade do projeto 
associada à produção de um automóvel, da gama baixa, é completamente 
diferente da qualidade do projeto associada à produção de um automóvel de 
gama alta); 
• Qualidade de conformidade – medida da forma como o produto se porta, 
relativamente a especificações e tolerâncias requeridas pelo projeto. 
É com este último tipo de qualidade que nos iremos preocupar. 
O Controlo da qualidade tem sido uma atividade, essencialmente de engenheiros e 
gestores em que se observam características de qualidade de um produto ou serviço, em 
que se comparam essas observações com especificações pré-determinadas, designadas por 
normas de qualidade, e em que se tomam ações apropriadas, quando existe diferença entre 
o desempenho real e o esperado (Gomes et al., 2010). 
A qualidade é, cada vez mais, o fator básico de decisão do consumidor em relação a 
produtos e serviços, e a qualidade é o fator chave que conduz ao sucesso de uma 
organização. O controlo estatístico da produção resulta numa redução dos custos de 
manufatura, num aumento de produtividade, sendo insignificantes os custos de controlo 
(Ryan, 2000; Montgomery, 2009; Gomes et al., 2010). 
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O grande desafio da qualidade é o de melhorar os produtos e serviços, modernizar as 
práticas de controlo da qualidade e simultaneamente conseguir reduzir os seus custos. 
A filosofia moderna, de garantia da qualidade, foca-se não nos produtos, mas no 
processo usado para a produção desses produtos. A noção básica é a de que se os processos 
funcionarem de modo eficiente, então os produtos resultantes serão automaticamente 
“bons”. Por outro lado, se só dedicarmos a nossa atenção a inspecionar ou a retrabalhar os 
produtos defeituosos, é pouco provável que alguma vez se chegue às verdadeiras causas que 
provocam os problemas de qualidade. 
Podemos definir um processo como a combinação de fornecedores, máquinas, 
métodos, material e mão-de-obra envolvidos na produção de um determinado produto ou 
serviço e que tem por objetivo a satisfação de determinados padrões ou especificações por 
parte dos produtos focados no cliente. 
Uma ação sobre o processo é geralmente mais económica quando realizada para 
prevenir que as características importantes (do processo ou do produto) variem muito em 
relação aos seus valores-alvo. Tal ação pode consistir em, por exemplo, mudanças nas 
operações, formação para os operadores, mudanças nos materiais de entrada, mudanças 
nos elementos mais básicos do processo, equipamento, comunicação entre as pessoas. 
Os efeitos das ações devem ser monitorizados para que uma análise e ação posterior 
possam ser tomadas, se necessário. 
Uma ação sobre o resultado é frequentemente menos económica quando se 
restringe à deteção e correção do produto fora da especificação, não indicando o facto 
gerador do problema no processo. Infelizmente, se o resultado atual não atinge 
consistentemente os requisitos exigidos pelo cliente, pode ser necessário classificar todos os 
produtos e retrabalhar quaisquer itens não conformes. Esta atitude deve ser mantida até 
que a ação corretiva necessária sobre o processo tenha sido tomada e verificada, ou até que 
as especificações do produto tenham sido alteradas. 
Shewhart, na década de 20, introduziu no Japão o Ciclo PDCA, mas foi Deming, em 
1950, quem o divulgou e efetivamente o aplicou, ficando conhecido por Ciclo de Deming. O 
ciclo de Deming tem por princípio tornar mais claros e ágeis os processos envolvidos na 
execução da gestão, como, por exemplo, na gestão da qualidade, dividindo-se em quatro 
fases, ou quatro subprocessos:  
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• Plan (planear): estabelecer a missão, visão, objetivos (metas), procedimentos 
e processos (metodologias) necessários para atingir os resultados;  
• Do (executar): realizar, executar as atividades; 
• Check (verificar): monitorizar e avaliar periodicamente os resultados, avaliar 
processos e resultados, confrontando-os com o planeado, objetivos, 
especificações e estado desejado, consolidando as informações, 
eventualmente elaborar relatórios; 
• Act (atuar): Agir de acordo com o avaliado e de acordo com os relatórios, 
eventualmente determinar e efetuar novos planos de ação, de forma a 
melhorar a qualidade, eficiência e eficácia, aprimorando a execução e 
corrigindo eventuais falhas. 
O controlo estatístico da qualidade é importante especialmente na quarta fase onde 
a confirmação de um produto ou serviço satisfaz efetivamente os requisitos com que foi 
projetado. 
 
3.2. Ensaios de Comparação Interlaboratorial 
Para que um laboratório produza dados consistentes e confiáveis, deve implementar 
um programa adequado de procedimentos de garantia da qualidade e de monitorização do 
desempenho. Os ensaios de comparação interlaboratorial são um destes procedimentos. 
A ISO (International Organization for Standardization) tem uma definição de Ensaios de 
Comparação Interlaboratorial (ECI) bastante abrangente: “uma série de medições de uma ou 
mais propriedades, realizadas independentemente, por um grupo de laboratórios, em 
amostras de um material”. 
Os ECI são um método de controlo da qualidade externo aos laboratórios. A 
participação em ECI permite ao laboratório evoluir tecnicamente, dado que implica trabalhar 
com amostras que vão sendo diferentes e cujo valor correto é desconhecido, 
proporcionando assim novos desafios a serem ultrapassados (OGC002, 2011). 
O formato usual dos programas de ensaios de comparação interlaboratorial em 
química analítica é baseado na distribuição de amostras de um material de ensaio para os 
participantes. Os laboratórios participantes, geralmente, sabem que o material de ensaio foi 
enviado por um provedor (organizador) de programa, mas eventualmente o material pode 
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ser recebido “às escuras” (isto é, recebido de um cliente normal do laboratório). Os 
participantes analisam o material sem o conhecimento do resultado correto e retornam o 
resultado da medição para o provedor do programa. O provedor converte os resultados em 
índices (scores) que refletem o desempenho do laboratório participante. Isto alerta o 
participante quanto a problemas inesperados que poderiam estar presentes, e induz a 
gestão a implementar ações corretivas necessárias. 
Os participantes deverão usar o método analítico da sua escolha; os métodos devem 
ser aqueles usados pelo participante em trabalho de rotina. 
O resultado, 𝑥, de um participante é convertido num índice z (z-score) usando a 
expressão (3.1): 




𝑥 – Resultado obtido pelo laboratório participante; 
𝑥𝑟- Valor de referência; 
𝜎𝑝  - Desvio padrão para o ECI em questão. 
A ideia principal do índice-z (z-score) é tornar todos os resultados comparáveis, de 
forma que a significância de um índice (score) possa ser facilmente identificada, não 
importando a concentração ou identidade do analito, a natureza do material de ensaio ou o 
princípio físico que fundamenta a medição analítica. 
A interpretação é baseada em assumir a distribuição normal 𝑥~𝑁(𝑥𝑟 ,𝜎𝑝2). A partir 
deste modelo, e assumindo que o valor 𝑥𝑟 está muito próximo do valor verdadeiro de forma 
que os índices-z (z-scores) seguem a distribuição normal (Wells e Cofino, 1993): 
• Um índice (score) de zero significa um resultado perfeito; 
• Aproximadamente 95% dos índices-z (z-scores) situam-se entre -2 e +2. O sinal (i.e., 
- ou +) do índice (score) indica um erro negativo ou positivo, respetivamente. Um 
índice (score) neste intervalo é comummente designado como “aceitável” ou 
“satisfatório”; 
• Um índice (score) fora do intervalo de -3 a 3 seria muito incomum, indicando que 
convém que a causa do evento seja investigada e remediada. Um índice (score) neste 
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intervalo é designado como “inaceitável” ou “insatisfatório”, embora seja preferível 
uma frase como por exemplo “requer ação”. 
• Índices (scores) nas faixas de -2 a -3 e 2 a 3 seriam esperados 1 em 20, sendo um 
índice nestas condições designado como ”questionável”. 
Como vantagens da participação dos laboratórios em ECI podemos ter: determinar o 
desempenho individual para ensaios ou medições e ajudar a monitorizar o desempenho 
contínuo dos mesmos; identificar potenciais ou atuais problemas e implementar ações 
corretivas e preventivas; aquando da validação de métodos em novos ensaios, estabelecer 
análises comparativas; providenciar confiança individual dos clientes; validar valores 
aplicados aos materiais de referência e utilizá-los como referência em ensaios específicos ou 
procedimentos de medição. 
Os ECI têm algumas limitações que os laboratórios devem ter em consideração. 
Nomeadamente, têm que ser realizados dentro do contexto de um sistema completo para a 
qualidade adequada, em cada laboratório, não podendo ser usados como um substituto 
para o controlo de qualidade de rotina; não representam, de forma isolada, um meio 
suficiente para validação de métodos analíticos, nem de treino de analistas individuais; 
apenas dão ao laboratório participante uma indicação de problemas, caso estejam 
presentes, não orientam para nenhum diagnóstico que auxilie a resolver o problema. A 
aprovação num ECI para um analito não sugere que o laboratório esteja igualmente 
competente na determinação de um analito a ele não relacionado. 
 
3.3. Análise Estatística Preliminar 
Para permitir a visualização geral do comportamento de dados, deve ser realizada 
uma análise preliminar destes utilizando programas estatísticos como por exemplo o 
Minitab ou o R. Devem calcular-se medidas de tendência central (média, mediana e alguns 
quantis de interesse), medidas de dispersão (máximo, mínimo, desvio padrão, coeficiente de 
variação e desvio inter-quartis quando há muitos outliers) e medidas de assimetria e 
curtose. 
Também devem ser realizados testes para caracterizar a normalidade dos dados 
como o teste de Shapiro-Wilk e representações como pplot ou o qqplot, e ainda, realizar 
testes de autocorrelação, que são condições essenciais para o uso das cartas de controlo, 
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pois quando não atendem a essas características os resultados podem ser enganosos 
(Montgomery, 2009). 
A presença de outliers num conjunto de dados pode influenciar as decisões que se 
tomam a partir desse mesmo conjunto, diminuindo a fiabilidade das conclusões. Dessa 
forma é crucial que essas observações sejam detetadas. 
 
3.3.1.Teste de normalidade e transformação dos dados 
Para aplicar técnicas estatísticas de controlo de processos no controlo de qualidade é 
necessário testar a normalidade das caraterísticas da qualidade que serão monitorizadas.  
Existem muitos testes estatísticos para verificar a normalidade dos dados e 
basicamente podem ser divididos em três classes: testes baseados na assimetria e curtose 
dos dados, na função de distribuição empírica e regressão. Os testes baseados em assimetria 
e curtose comparam estatisticamente o valor destes parâmetros da distribuição a ser 
testada, com o valor da distribuição normal, que deve ser de 0 para assimetria e 3 para 
curtose. Os testes baseados na função de distribuição empírica comparam essa distribuição 
com a função cumulativa normal. Os testes baseados em regressão comparam 
estatisticamente a relação entre a distribuição a ser testada com os valores normais 
esperados de uma distribuição normal; esta relação deve ser linear (Miranda, 2005). 
Seier (2002) apresenta um estudo comparativo dos diversos métodos existentes, e o 
que melhor se comportou em detetar a não normalidade foi o teste W, desenvolvido por 
Shapiro e Wilk (1965). 
O valor da estatística do teste W, pode ser obtido através de softwares como o 
Minitab ou o R, tornando o teste da normalidade de uma amostra num processo simples e 
rápido de realizar. 
 Quando não houver evidência estatística para rejeitar a normalidade, assume-se a 
distribuição normal dos dados. 
Também as medidas de achatamento e simetria devem ser avaliadas. Para que uma 
distribuição se possa assumir como normal os valores dos coeficientes de assimetria e de 
achatamento devem ser próximos de zero, isto é dentro de um intervalo de ]−0,5; 0,5[ 
(Runyon et al., 1996). No R, o pacote fBasics e a função basicStats, estimam-se as várias 
estatísticas descritivas. 




Para dados que não sigam distribuição normal, pode-se aplicar técnicas de 
transformação para a procura da normalidade, por exemplo, a transformação Box-Cox 
(Follador, 2010). Considerando 𝑋1, … ,𝑋𝑛 os dados originais, a transformação de Box-Cox 
consiste em encontrar um λ tal que os dados transformados 𝑌1, … ,𝑌𝑛  se aproximem de uma 
distribuição normal. Esta transformação é dada pela equação (3.2): 
𝑌𝑖 = � ln(𝑋𝑖) , 𝑠𝑒 𝜆 = 0𝑋𝑖𝜆 − 1
𝜆
, 𝑠𝑒 𝜆 ≠ 0  (3.2) 
Após aplicar essa transformação aos dados, as especificações e os parâmetros do 
processo (média, variabilidade inerente e total)  são obtidos para os dados transformados, 
aplicando a análise via dados normais.  
As transformações mais utilizadas para distribuições assimétricas à direita (cauda 
direita mais longa) são as Raiz quadrada ( xx =′ ), Logaritmo de base 10 de 𝑥 ( xx 10log=′ ), 
Logaritmo de base e de 𝑥( xx ln=′ ) e Inverso (
x
x 1=′ ).  Quando a distribuição é  
assimétrica à esquerda (cauda esquerda mais longa) as transformações mais utilizadas são as 
Quadrática ( 2xx =′ ) e a Cúbica ( 3xx =′ ). 
Para verificar se a transformação foi eficiente basta analisar a normalidade dos dados 
transformados via papel de probabilidade normal e testes de normalidade. 
 
3.3.2. Análise de séries temporais 
Uma série temporal é definida como sendo uma sequência de dados recolhidos de 
forma sequencial no tempo (Box et al., 1994). Inúmeros tipos de dados podem surgir sob a 
forma de séries temporais, em campos tão distintos como a economia, engenharia, ciências 
naturais, meteorologia, ciências sociais, entre outros. Um fator intrínseco a uma série 
temporal é que, tipicamente, observações adjacentes são dependentes, e a natureza dessa 
dependência tem muito interesse prático.  
Uma das grandes motivações para o estudo das séries temporais é a possibilidade de, 
a partir de dados do passado se poder prever o comportamento da série no futuro.  
As séries temporais podem-se considerar como sendo de dois tipos distintos: série 
estacionária (definida como sendo uma série cujos dados apresentam um comportamento 
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que segue uma média aproximadamente constante, ou seja, o processo que descreve está 
em equilíbrio (Box et al., 1994)) e série não estacionária (séries temporais com 
comportamentos que não seguem qualquer distribuição aparente ao longo do tempo).  
Um dos modelos utilizados para trabalhar com séries não estacionárias são os 
modelos ARIMA (modelo autorregressivo de média móvel), popularizados por Box e Jenkins 
em 1970 (Makridakis et al., 1997). 
Quando os dados analisados apresentam autocorrelação, deve-se modelar 
diretamente a estrutura correlacional com um modelo apropriado de série temporal, ou 
seja, um modelo que remova a autocorrelação dos dados (Montgomery, 2009). 
De acordo com a metodologia de Box e Jenkins, a modelação ARIMA deve seguir três 
passos básicos, antes de se proceder aos cálculos das previsões: a) identificação/seleção do 
modelo; b) estimação; c) verificação. O passo mais importante é o primeiro, em que se 
determinam os valores apropriados de p, d e q, onde p é o número de termos 
autorregressivos, d é o número de diferenças e q é o número de termos da média móvel de 
um AR (modelo autorregressivo).  
Montgomery (2009) afirma que a maior dificuldade está em identificar e ajustar um 
modelo ARIMA apropriado para o processo; um modelo inapropriado ou identificado 
incorretamente comprometerá o desempenho do método. 
Num modelo autorregressivo, a série de dados 𝑍𝑡 é descrita pelos seus valores 
passados e pelo ruído aleatório 𝜀𝑡. O modelo AR(p) é dado pela equação (3.3): 
𝑍𝑡 = 𝛷1𝑍�𝑡−1 + 𝛷2𝑍�𝑡−2 + ⋯+ 𝛷𝑝𝑍�𝑡−𝑝 + 𝜀𝑡 (3.3) 
onde, 
𝑍�𝑡 = 𝑍𝑡 − µ; 
𝛷1 – Parâmetro (peso) que descreve o modo como 𝑍�𝑡 se relaciona com a observação 
𝜀𝑡 – Erro aleatório. 
O modelo autorregressivo de ordem 1 ou AR(1) é a versão mais simples dessa classe 
de modelos, a sua representação algébrica é dada pela equação (3.4). 
𝑍𝑡 = 𝛷1𝑍�𝑡−1 + 𝜀𝑡 (3.4) 
Para o uso e aplicação de cartas de controlo, os dados devem ser independentes, 
sendo fundamental a investigação da autocorrelação do grupo de dados. A presença de 
autocorrelação compromete o desempenho das cartas de controlo, no sentido em que se 
Controlo estatístico de qualidade em ensaios laboratoriais: caso particular de nutrientes em águas salinas 
21 
 
podem confundir as causas especiais com as causas inerentes ao processo. A autocorrelação 
é o coeficiente de correlação entre observações desfasadas no tempo. 
Segundo Montgomery (2009), a violação da hipótese de independência, das 
observações, reduz a aplicabilidade das cartas convencionais. As observações podem cair 
fora dos limites da carta, com o processo controlado, comprometendo a credibilidade e 
aumentando a ocorrência de falsos alarmes. 
Montgomery (2009) afirma que a autocorrelação é a medida de dependência de uma 
observação num instante T, em relação àquela tomada num instante T-K, em que K é o 
desfasamento (lag) considerado, ou seja, a distância entre duas observações. 
 A verificação da autocorrelação dá-se por meio da função de autocorrelação 
amostral, a qual, segundo Montgomery (2009), pode ser estimada pela equação (3.5): 
𝑟𝑘 = ∑ (𝑥𝑡 − ?̅?)(𝑥𝑡−𝑘 − ?̅?)𝑛−1𝑡=1∑ (𝑥𝑡 − ?̅?)2𝑛𝑡=1  (3.5) 
 onde, 
 𝑘 – 0, 1, …, K; 
 ?̅? – Média da amostra. 
 Na Figura 4, apresenta-se um gráfico em que os dados não apresentam correlação. As 
linhas a tracejado representam os limites de dois desvios padrão. Quando essas linhas são 
excedidas pelos traços verticais, que correspondem às amostras, significa que os dados 
apresentam autocorrelação (Montgomery, 2009). 
  
Figura 4: Exemplo do gráfico de autocorrelação entre observações 
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 Quando os dados analisados apresentam autocorrelação, devemos modelar 
diretamente a estrutura correlacional com um modelo apropriado de série temporal, ou 
seja, um modelo que remova a autocorrelação dos dados, aplicando cartas de controlo aos 
resíduos (Montgomery, 2009). 
3.3.3. Estudo de outliers  
Numa qualquer operação de recolha de dados podem ocorrer observações que não 
correspondem à realidade. Estas observações anormais podem ser causadas por erros de 
medição, pelo próprio método de medição, erros de computação de dados, ou outros 
motivos. Estas observações anormais são chamadas Outliers (Sachs, 1984). A presença 
destes outliers pode ser indicação de variabilidade do processo, insuficiências do modelo ou 
dos dados, ou ambas as situações.  
A principal razão para detetar outliers é garantir a qualidade dos dados, e garantir 
que os mesmos representam a situação real. Mesmo outliers isolados podem ter um efeito 
na média e desvio padrão de uma grandeza, a ponto de fazer com que a distribuição 
estatística gerada para explicar os dados já não represente a realidade (Kaya, 2010). No caso 
de dados univariados, as variáveis são analisadas uma a uma, mas no caso de dados 
multivariados já deve haver uma atenção à interação entre variáveis que pode influenciar as 
observações.  
A deteção de outliers tem inúmeras aplicações, por exemplo, na indústria, na banca, 
prevenção de fraudes eletrónicas, meteorologia, marketing, entre outras.  
Os métodos clássicos de deteção de outliers são tanto mais poderosos quanto menor 
o número de outliers existentes num dado conjunto de dados, e é necessário ter em atenção 
que um outlier pode não ser apenas um “número errado”, mas sim uma parte integrante de 
um conjunto de dados que pode contribuir para explicar um dado comportamento. Sendo 
assim o analista deve ter cuidado a avaliar as causas que geraram o mesmo.  
Existem diversos métodos estatísticos para detetar outliers, entre eles:  
• Método gráfico: diagrama da caixa de bigodes (box-plot);  
• Teste de Dixon;  
• Teste de Grubbs. 
O teste de Dixon, teste Q, é um dos métodos para avaliar dados considerados 
suspeitos numa população com distribuição normal. O valor Q de Dixon é definido como a 
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relação entre a diferença existente entre o valor suspeito e o valor mais próximo a este e a 
diferença entre o maior e o menor valor do conjunto de medidas. O valor de Q calculado é 
comparado com o valor de Q tabelado para o nível de confiança desejado. Caso este não 
seja maior que o tabelado o valor suspeito de ser outlier é mantido caso contrário é 
rejeitado. A estatística utilizada é dada através da tabela de Dixon onde são encontrados os 
valores críticos tabelados (Apêndice 4). Este teste é recomendado quando o número de 
observações está entre 3 e 25. A estatística de teste utilizada é apresentada em três 
situações, quando o tamanho da amostra varia entre 3 e 7, quando o tamanho da amostra 
varia entre 8 e 12 e quando o tamanho da amostra varia entre 13 e 25 representadas pelas 
equações (3.6) a (3.8), respetivamente (Oliveira, 2008): 
𝑄3→7 = 𝑥2 − 𝑥1𝑥𝑛 − 𝑥1 (3.6) 
𝑄8→12 = 𝑥2 − 𝑥1𝑥𝑛−1 − 𝑥1 (3.7) 
𝑄13→25 = 𝑥3 − 𝑥1𝑥𝑛−2 − 𝑥1 (3.8) 
O teste de Grubbs é utilizado para dados que seguem a distribuição lognormal. A 
estatística de teste utilizada é dada por:  
𝑍 = 𝑥𝑖 − ?̅?
𝑠
 (3.9) 
onde, xi - Observação da amostra x1, x2, … , xn; x� - Média amostral; s - Desvio padrão amostral. 
O valor testado será aceite como sendo um outlier se o 𝑍 calculado for inferior ao 
valor crítico de Z que se encontra-se tabelado para alguns valores de significância α (Grubbs, 
1969) (Apêndice 5). 
Os métodos anteriores, apesar de simples, apresentam a desvantagem da sua 
utilização ser restrita a conjuntos de dados independentes. Caso esse pressuposto não se 
verifique, outros métodos mais complexos devem ser utilizados (Miller & Miller, 2005).  
No R, o pacote outliers disponibiliza as funções dixon.test e grubbs.test para o cálulo 
das estatísticas de teste, anteriormente, descritas bem como os respetivos p-values. 
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3.3.4. Testes para avaliar a variabilidade  
O teste de Cochran é definido como sendo um teste para estudar a variabilidade 
interna de um laboratório. 








𝑆𝑚á𝑥2  - Variância máxima do conjunto; 
𝑆𝑖
2 – Variância das i = 1,…, p amostras. 
A hipótese nula parte do princípio que as variâncias são iguais. 
A estatística 𝑄 tem uma distribuição aproximada à de qui-quadrado com (𝑚 -1) graus 
de liberdade, onde 𝑚 representa o número de variáveis. O teste de Cochran é afetado pela 
não normalidade dos dados, e utiliza uma tabela específica, a tabela de Cochran (Apêndice 
6). Rejeita-se a hipótese nula quando o valor obtido pela expressão (3.10) é inferior ao valor 
tabelado (Miller & Miller, 2005). 
No R, o pacote RVAideMemoire disponibiliza a função cochran.qtest para a 
determinação da estatística de teste assim como o p-value. 
 
O teste de Levene (Levene, 1960) é um dos mais potentes utilizados para estudar a 
homogeneidade das variâncias, é um teste particularmente robusto a desvios da 
normalidade. As hipóteses a testar são: 
H0: 𝜎12 = 𝜎22 = ⋯ = 𝜎𝑘2 
vs 
H1: ∃ 𝑖, 𝑗: 𝜎𝑖2 ≠ 𝜎𝑗2 (𝑖 ≠ 𝑗; 𝑖, 𝑗 = 1, … , 𝑘). 
 A estatística de teste é dada por (Levene, 1960): 
𝑊 = (𝑁 − 𝑘)(𝑘 − 1) . ∑ 𝑛𝑖(?̅?𝑖 − ?̅?)2𝑘𝑖=1∑ ∑ �𝑍𝑖𝑗 − ?̅?𝑖�2𝑛𝑖𝑗=1𝑘𝑖=1  (3.11) 
onde, 
𝑛𝑖  – Dimensão de cada uma das k amostras (𝑖 = 1, … ,𝑘); 
𝑁 - Dimensão da amostra global; 
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𝑍𝑖𝑗 = �𝑋𝑖𝑗 − 𝑋�𝑖�, (𝑖 = 1, … , 𝑘 e 𝑗 = 1, … ,𝑛𝑖) em que  𝑋𝑖𝑗 é a observação j da amostra i 
e 𝑋�𝑖 é a média da amostra i; 
?̅?𝑖 - Média de 𝑍𝑖𝑗 na amostra i; 
?̅? – Média de 𝑍𝑖𝑗 na amostra global. 
Brown (1974) propôs uma transformação (robusta) ao teste de Levene, substituir a 
média pela mediana da amostra i. A fórmula de cálculo com recurso à mediana é 
particularmente robusta e potente para desvios à normalidade da variável em estudo, 
particularmente, para distribuições fortemente enviesadas (Maroco, 2007).  
No R, o pacote lawstat disponibiliza a função levene.test para a determinação da 
estatística de teste assim como o p-value. 
 
3.4. Controlo Estatístico do Processo 
O Controlo Estatístico do Processo (CEP) tem como finalidade desenvolver e aplicar 
métodos estatísticos como parte da estratégia de prevenção de não conformidades, da 
melhoria da qualidade dos produtos e serviços e da redução de custos. 
O CEP estabelece a informação sobre o comportamento do processo; a utilização da 
informação para detetar e caracterizar as causas que geram instabilidade no processo; a 
indicação de ações para corrigir e prevenir as causas de instabilidade; a melhoria contínua 
do processo. 
  
 A variabilidade é entendida como o conjunto de diferenças nas variáveis ou atributos 
presentes universalmente nos produtos e serviços resultantes de qualquer atividade. Podem 
ser classificadas como comuns ou aleatórias e especiais ou assinaláveis. 
As causas comuns são entendidas como causas não controláveis com pouca 
influência a nível individual (por exemplo, vibrações, temperatura, humidade, etc.); as 
causas especiais são falhas ocasionais que ocorrem durante o processo com grande 
influência a nível individual (por exemplo, variações na matéria prima ou reagentes, erros de 
operação, desgaste de equipamentos, etc.) 
Um processo está sob controlo estatístico quando não existem causas especiais 
presentes. O facto de um processo estar sob controlo estatístico não implica que o mesmo 
está a produzir resultados dentro de um nível de qualidade aceitável. 
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O objetivo é desenvolver uma estratégia de controlo para o processo que nos 
permite separar eventos relacionados com as causas especiais de eventos relacionados com 
as causas comuns. A carta de controlo é a única ferramenta estatística que consegue separar 
as causas aleatórias das causas especiais de variação. 
Existe uma importante relação entre os dois tipos de variação que acabamos de 
apresentar e os tipos de ações necessárias para as reduzir. Nomeadamente, a causa especial 
requer uma ação local enquanto a causa comum, geralmente, requer uma ação sobre o 
sistema (Figuras 5 e 6). Pode ser errado optar por uma ação local (por exemplo, ajuste de um 
equipamento) quando uma ação sobre o sistema é necessária (por exemplo seleção de 
fornecedores).  
 
Figura 5: Processo previsível (Fonte: http://www.portalaction.com.br
  
, acedido em 15 de Outubro de 2013). 
 
Figura 6: Processo não previsível (Fonte: http://www.portalaction.com.br
  
, acedido em 15 de Outubro de 2013). 
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O ciclo de melhoria e o controlo do processo 
 
Figura 7: O ciclo do processo e os ciclos de melhoria (Adaptado de http://www.portalaction.com.br
 Quando se analisa um processo são colocadas algumas questões: 
). 
• O que o processo deveria estar a fazer?  
• O que é esperado em cada fase do processo? 
• O que pode estar errado?  
• O que pode variar neste processo? 
• O que já sabemos a respeito da variabilidade deste processo? 
• Que parâmetros são mais sensíveis à variação? 
• O que o processo está a fazer?  
• Este processo está a criar resultados que necessitem de repetir trabalho? 
• Este processo produz resultados que estejam em controlo estatístico? 
• O processo é capaz? 
• O processo é confiável? 
Uma vez adquirida a compreensão do processo, devemos mantê-lo dentro de um 
nível apropriado de capacidade. Os processos são dinâmicos e podem mudar, logo o 
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desempenho do processo deve ser monitorizado, para que medidas eficazes de prevenção 
contra mudanças indesejáveis possam ser executadas. Por outras palavras, em qualquer 
instante pode ocorrer uma alteração no processo, a qual é imprevisível, uma vez que o 
tempo até à ocorrência dessa alteração é uma variável aleatória. Monitorizando o processo, 
através da recolha de amostras, é possível detetar essa alteração de modo a podermos atuar 
o mais rápido possível. 
A mudança desejável deve também ser entendida e institucionalizada.  
Assim que novos parâmetros do processo tenham sido determinados, o ciclo volta ao 
estado de Analisar o Processo. Uma vez que alterações foram introduzidas, a estabilidade do 
processo precisa de ser reconfirmada. O processo continua então a mover-se em torno do 
ciclo de melhoria do processo. 
Pires (2007) considera que, independentemente de qual a filosofia seguida, as 
abordagens são consistentes no que toca à necessidade de melhoria contínua, que a gestão 
para a qualidade é constituída por um conjunto de atitudes onde a gestão de topo tem 
responsabilidade máxima e que a orientação para a gestão da qualidade de uma qualquer 
organização é algo que deve ser gerida num prazo alargado.  
Sendo que as questões sobre a qualidade podem vir de um leque tão díspar de 
temas, cada qual com as suas especificações, há diversas formas de analisar problemas de 
qualidade. Ainda assim, para a gestão da qualidade, considera-se que existem sete 
ferramentas básicas, as chamadas sete ferramentas da qualidade, com as quais se poderá 
abordar todo o tipo de situações no que toca à gestão da qualidade (Ishikawa, 1982): 
1. Fluxograma; 
2. Folhas de registo e verificação; 
3. Histograma; 
4. Diagrama de Pareto; 
5. Diagrama de Causa-e-Efeito (ou diagrama de Ishikawa); 
6. Gráfico de dispersão 
7. Cartas de Controlo. 
As cartas de controlo são ferramentas poderosas que devem ser usadas durante 
todos os ciclos de melhoria do processo. Quando um estado de controlo do processo é 
alcançado o nível atual da capacidade do processo pode ser avaliado. 
Ao melhorar o processo as cartas de controlo produzem: 
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• Um aumento na percentagem de produtos capazes de satisfazer os requisitos 
do cliente; 
• Uma diminuição do retrabalho e “sucata”, diminuindo, consequentemente, os 
custos de produção; 
• Um aumento a probabilidade de produtos aceitáveis; 
• Informação para a melhoria do processo. 
Numa perspetiva mais tradicional do CEP, nomeadamente nas técnicas desenvolvidas 
por Walter Shewhart, na análise de parâmetros com características contínuas utilizam-se as 
cartas de controlo da média e da amplitude ou desvio-padrão de um processo, no caso de se 
tratar de amostras de dimensão superior a um, caso contrário utilizam-se as cartas de 
observações individuais e da média móvel.  
Uma carta de controlo tradicional consiste num gráfico onde o eixo das abcissas 
representa cada uma das amostras (ou das observações individuais), e o eixo das ordenadas 
representa os valores da estatística em estudo na carta. Nela existem três linhas horizontais 
paralelas: uma linha central, uma linha superior e uma linha inferior. As duas últimas representam, 
respetivamente, o limite superior de controlo (LSC) e o limite inferior de controlo (LIC). A linha 
central corresponde ao valor esperado da estatística da característica da qualidade do processo que 
no caso de uma carta para a média será a média do parâmetro em estudo. Um exemplo ilustrativo 
pode ser encontrado na Figura 8.  
 
Figura 8: Exemplo de uma carta de controlo tipo. 
É possível ainda dividir uma carta de controlo em três zonas (Montgomery, 2009), 
dentro dos limites de controlo. A zona C (ou zona 1), que se conhece como zona estável e 
junto à linha central, a zona B (ou zona 2), a zona de aviso e a zona A (ou zona 3), a zona de 
ação, junto às linhas de limite de controlo inferior e superior. As zonas descritas têm limites 



















Figura 9 - As três zonas das cartas de controlo (Fonte: Montgomery, 2009). 
É simples detetar a existência de uma causa especial de variação numa carta de 
controlo, isto porque existem regras que permitem identificar determinados padrões 
seguidos pelos dados na carta que apontam para a existência destas causas.  
A norma ISO 8258:1991 inclui oito regras, que são as mais usadas para a deteção de 
causas especiais de variação nas cartas tradicionais, também conhecidas como as cartas de 
Shewhart. São apresentadas algumas dessas regras:  
• Qualquer ponto fora dos limites de controlo;  
• Seis pontos consecutivos no sentido ascendente ou descendente (Causas 
possíveis na carta-R: variabilidade crescente ou decrescente – mau 
funcionamento do equipamento; Causas possíveis na carta-𝑋�: tendência 
crescente ou decrescente na localização do processo – desgaste de material);  
• Dois pontos em três possíveis consecutivos fora das linhas que distam mais de 
dois desvios padrão da linha central, e do mesmo lado; 
• Quatro pontos, em cinco possíveis, consecutivos fora das linhas que distam 
mais de um desvio padrão da linha central, e do mesmo lado;  
• Oito pontos consecutivos de ambos os lados da linha central; trata-se de um 
acontecimento com probabilidade aproximadamente igual a 1/128, sob a 
hipótese de aleatoriedade, e para a carta-𝑋� (Causas possíveis na carta-R: 
maior variabilidade – mau funcionamento do equipamento, matéria-prima ou 
reagentes menos uniformes; menor variabilidade – há que modificar os 
limites de controlo; mudança de sistema de medida – novo aparelho ou 
analista; linha central mal calculada. Causas possíveis na carta-𝑋�: mudança na 
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localização do processo, mudança no sistema de medida ou linha central mal 
calculada). 
A regra mais aplicada para deteção das causas especiais de variação é a primeira, 
sendo que as restantes se destinam somente a aumentar a sensibilidade destas cartas face a 
possíveis padrões não aleatórios causados por causas especiais de variação. 
 
3.4.1. Fases do CEP 
O processo de utilização das cartas de controlo serve dois objetivos distintos, mas 
complementares: Estimar os parâmetros do processo em estudo e controlar o mesmo. A 
carta de controlo é utilizada em duas fases distintas. Uma fase inicial (designada usualmente 
por fase 1) em que se utiliza ou um conjunto de dados históricos ou um conjunto de dados 
recolhidos do processo para diagnosticar o estado do processo, verificando se está sob 
controlo estatístico, e estimar os parâmetros do processo. Trata-se de uma fase interactiva, 
onde se tenta colocar o processo num estado de controlo estatístico, procurando sinais de 
possíveis causas assinaláveis, detetando-as e eliminando-as, podendo os limites de controlo 
ser recalculados várias vezes (Infante, 2004). 
Uma fase de normal funcionamento do processo (usualmente designada por fase 2), 
com o processo sob controlo estatístico, onde são recolhidas amostras do processo em 
tempo real, e a carta tem como objetivo detetar eventuais alterações surgidas na qualidade 
dos produtos como resultado do aparecimento de novas causas assinaláveis. Nesta fase, a 
distribuição sob controlo é assumida como completamente conhecida. O efeito de uma 
alteração no processo, como consequência do aparecimento de uma causa assinalável, 
traduz-se numa alteração no(s) parâmetro(s) dessa distribuição de probabilidade que 
modela a variabilidade aleatória do processo (Infante, 2004). 
 
3.4.1.1. Desempenho das cartas de controlo 
Nas cartas tradicionais de Shewhart é assumido que os valores em estudo seguem 
uma distribuição normal, com média e variância conhecidas. A performance da carta 
tradicional é muitas vezes medida em termos de uma variável discreta definida como 
Average Run Length (ARL) (Chakraborti, 2007).  
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O ARL (“Average Run Length”) é, talvez, a medida estatística mais utilizada para 
avaliar o desempenho estatístico de uma carta de controlo. É definida como o número 
médio de amostras que é necessário analisar até haver indicação do processo estar fora de 
controlo, podendo ser um falso alarme no caso de o processo estar sob controlo (Infante, 
2004). 
Como o número médio de amostras até um ponto sair fora dos limites de controlo 
(“Run Length”) segue uma distribuição geométrica então, no caso das cartas Shewhart 
tradicionais, o valor aproximado do ARL sob controlo é 370, uma vez que a probabilidade de 
um ponto se encontrar fora dos limites de controlo numa carta tradicional (“falso alarme”) é 
igual a 0,27%. A essa probabilidade dá-se o nome de erro tipo I ou probabilidade de falso 
alarme, e é representada matematicamente pelo carater α. Adotando este valor para ARL, 
deve-se esperar que, em média, a cada 370 pontos exista um falso alarme, isto é, se detete 
um ponto fora de controlo que não o é realmente (Pereira & Requeijo, 2012).  
O objetivo de uma carta de controlo é o de ser mais precisa possível, ou seja, garantir 
um valor de ARL em controlo (ARL0) o maior possível e um ARL fora de controlo o menor 
possível (ARL1). O ARL1 refere-se ao tempo esperado entre um processo ficar fora de 
controlo e esse evento ser detetado na carta de controlo. Maximizando o ARL0 diminuir-se-á 
o número de falsos alarmes, enquanto, minimizando o ARL1
 
 é possível detetar mais 
rapidamente eventuais alterações aos parâmetros do processo.  
3.4.1.2. Cartas de Controlo usuais para variáveis quantitativas 
 As mais comuns são as cartas de médias (X�), para controlar a média do processo de 
produção, e as cartas de amplitudes (R), para controlar a variabilidade do processo de 
produção. 
 
• Cartas 𝑿� e 𝑹 
Estas cartas são usualmente implementadas sob as seguintes hipóteses: modelo 
Normal (µ,σ) subjacente aos dados e observações independentes (Gomes et al., 2010). 
Considere-se que para a determinação dos limites de controlo se recolhem 𝑚 
amostras, todas com a mesma dimensão 𝑛. Para a construção destas cartas determinam-se 
os valores da média e da amplitude de cada amostra através de  
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𝑋�𝑖 = ∑ 𝑥𝑖𝑗𝑛𝑗=1𝑛  (3.12) 
𝑅𝑖 = 𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛 (3.13) 
Quando os parâmetros do processo não são conhecidos, os limites de controlo são 
determinados de acordo com as expressões de (3.14) a (3.17): 
𝐿𝑆𝐶𝑋� = 𝑋� + 3𝜎�𝑋� = 𝑋� + 3𝜎�
√𝑛
= 𝑋� + 3𝑅�
𝑑2√𝑛
= 𝑋� + 𝐴2𝑅� (3.14) 
𝐿𝐼𝐶𝑋� = 𝑋� − 3𝜎�𝑋� = 𝑋� − 3𝜎�
√𝑛
= 𝑋� − 3𝑅�
𝑑2√𝑛
= 𝑋� − 𝐴2𝑅� (3.15) 
𝐿𝑆𝐶𝑅 = 𝑅� + 3𝜎�𝑅 = 𝑅� + 3𝑑3𝜎� = 𝑅� + 3𝑑3 𝑅�𝑑2 = 𝐷4𝑅� (3.16) 
𝐿𝐼𝐶𝑅 = 𝑅� − 3𝜎�𝑅 = 𝑅� − 3𝑑3𝜎� = 𝑅� − 3𝑑3 𝑅�𝑑2 = 𝐷3𝑅� (3.17) 
onde, 
𝑋� = ∑ 𝑋�𝑖𝑚𝑖=1
𝑚
= 𝐿𝐶𝑋�  (3.18) 
𝑅� = ∑ 𝑅𝑖𝑚𝑖=1
𝑚
= 𝐿𝐶𝑅 (3.19) 
𝐴2, 𝑑2, 𝑑3, 𝐷3 e 𝐷4  são valores que só dependem da dimensão da amostra e estão 
tabelados (Apêndice 2). 
 Na fase 1, de implementação das cartas 𝑋� e 𝑅, deve analisar-se em primeiro lugar a 
carta da amplitude, dado que os limites de controlo da média se baseiam na amplitude 
média, 𝑅�, quando o processo está sob controlo estatístico. Para cada caso de deteção de 
uma anomalia deve ser conduzida uma análise do processo para determinar a causa. Esta 
deve ser corrigida e devem ser implementadas ações para que não se repita a ocorrência. 
Após a deteção e investigação de causas especiais deve-se eliminar todos os pontos fora de 
controlo, tanto da carta da média como da carta da amplitude, e voltar a calcular 𝑋� e 𝑅� 
assim como os limites das duas cartas; verificar se os pontos que não foram excluídos estão 
dentro dos novos limites e repetir a identificação de causas especiais sempre que necessário. 
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Mesmo que os pontos caiam todos dentro dos limites de controlo, se eles se comportarem 
de uma forma não aleatória, existe uma indicação de que o processo está fora de controlo. 
 A metodologia seguida no estabelecimento dos limites de controlo (fase 1) deve ser 
repetida periodicamente e, obrigatoriamente, sempre que se procedam a melhorias do 
processo ou se suspeite que houve qualquer alteração do mesmo provocada, por exemplo, 
pela introdução de um novo equipamento ou de novos métodos de trabalho ou por 
mudança de fornecedores e/ou especificações. 
 Para o tamanho típico das amostras 4, 5 e 6 a carta de controlo para médias não é 
particularmente eficaz na deteção de pequenas alterações (Montgomery, 2009). 
 
• Cartas 𝑿� e 𝑺 
Se a dimensão da amostra for superior a 10, não é aconselhável usar a amplitude para 
estimar a dispersão do processo (Pereira & Requeijo, 2012). 
Quando os parâmetros do processo não são conhecidos, os limites de controlo são 
determinados de acordo com as expressões de (3.19) a (3.24): 
𝑋� = ∑ 𝑋�𝑖𝑚𝑖=1
𝑚
= 𝐿𝐶𝑋�  (3.19) 
𝑆̅ = ∑ 𝑆𝑖𝑚𝑖=1
𝑚
= 𝐿𝐶𝑆 (3.20) 
𝐿𝑆𝐶𝑋� = 𝑋� + 3𝜎𝑋� = 𝑋� + 3𝜎
√𝑛
= 𝑋� + 3𝑆̅
𝑐4√𝑛
= 𝑋� + 𝐴3𝑆̅ (3.21) 
𝐿𝐼𝐶𝑋� = 𝑋� − 3𝜎𝑋� = 𝑋� − 3𝜎
√𝑛
= 𝑋� − 3𝑆̅
𝑐4√𝑛
= 𝑋� − 𝐴3𝑆̅ (3.22) 
𝐿𝑆𝐶𝑆 = 𝑆̅ + 3𝜎𝑆 = 𝑆̅ + 3 𝑆̅𝑐4 �1 − 𝑐42 = 𝐵4𝑆̅ (3.23) 
𝐿𝐼𝐶𝑆 = 𝑆̅ − 3𝜎𝑆 = 𝑆̅ − 3 𝑆̅𝑐4 �1 − 𝑐42 = 𝐵3𝑆̅ (3.24) 
onde, 
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𝑆𝑖 = �∑ �𝑋𝑗 − 𝑋�𝑖�2𝑛𝑗=1𝑛 − 1  (3.25) 
𝐴3, 𝑐4, 𝐵3 e 𝐵4  são valores que só dependem da dimensão da amostra e podem ser 
encontrados na tabela do Apêndice 2. 
A interpretação das cartas 𝑋� e 𝑆 é em tudo semelhante à das cartas 𝑋� e 𝑅. 
 
• Cartas X e MR 
Em situações onde a recolha de dados se cinge a observações individuais, as cartas de 
controlo mais indicadas serão as cartas de controlo de observações individuais 𝑋  e 
amplitudes móveis (𝑀𝑅, Moving Range). Apesar destas cartas serem menos sensíveis do que 
as restantes cartas de controlo tradicionais, dado o facto que controlam o valor da própria 
característica e não uma média ou desvio padrão de uma amostra, são uma boa solução 
para casos em que a amostra é formada por uma única observação, como é o caso de, por 
exemplo, processos químicos ou medições de características com técnicas destrutivas.  
Os valores dos limites de controlo da carta 𝑋 encontram-se nas expressões (3.26) a 
(3.28), e os da carta 𝑀𝑅 nas expressões (3.29) a (3.31).  
𝐿𝑆𝐶𝑋 = 𝑌� + 3𝑀𝑅�����𝑑2  (3.26) 
𝐿𝐼𝐶𝑋 = 𝑌� − 3𝑀𝑅�����𝑑2  (3.27) 
𝐿𝐶𝑋 = 𝑌�  (3.28) 
𝐿𝑆𝐶𝑀𝑅 = 𝐷4𝑀𝑅����� (3.29) 
𝐿𝑆𝐶𝑀𝑅 = 𝐷3𝑀𝑅����� (3.30) 
𝐿𝐶𝑀𝑅 = 𝑀𝑅����� (3.31) 
onde,                                        
𝑀𝑅�����– Média das amplitudes móveis;  
𝑌�  – Média dos valores observado; 
𝑑2,𝐷3 e 𝐷4 – Valores constantes tabelados (Apêndice 2). 




Considerando que, no caso de a amplitude móvel ser obtida a partir de duas 
observações consecutivas, tem-se n=2 e, portanto, 𝑑2= 1,128, 𝐷4 = 3,267 e 𝐷3 = 0.  
Nesta fase do estudo do processo, caso se detete um ponto fora dos limites de 
controlo, o procedimento a realizar será retirar essa observação do estudo, sendo que os 
seus parâmetros deixam de ter contribuição para a estimação dos parâmetros globais do 
processo, recalculando os limites de controlo.  
Caso se considere que o processo está sob controlo estatístico, os parâmetros do 
processo da fase 1, retirados a partir destas cartas, podem ser obtidos através das 
expressões (3.32) e (3.33): 






3.4.1.3. Cartas de Controlo usuais para variáveis qualitativas  
Nesta secção far-se-á uma breve descrição dos três tipos de cartas mais usuais para 
variáveis de tipo qualitativo, as Cartas – p, para a proporção de unidades defeituosas ou seja 
não conforme com as especificações, as Cartas – c, para o número de não conformes, 
associadas a modelos Binomial e de Poisson, respetivamente e as Cartas – u, para o número 
de defeitos por unidade. Algumas modificações sugeridas a este tipo de cartas, assim como 
informação mais detalhadas sobre cartas de controlo para variáveis qualitativas, podem ser 
encontradas, por exemplo, em Borror et al. (1998) , McCool e Joyner-Motley (1998), Morais 
e Natário (1998), Reynolds e Stoumbos (1999), Fang (2003), Khoo (2004), Wu e Luo (2004), 
Morais e Pacheco (2006), Chan et al. (2007), Wu e Jiau (2007) e Wu e Wang (2007).  
• Carta-p 
Seja 𝑋 o número de observações não conformes em 𝑛 itens analisados, 𝑋 segue a 
distribuição Binomial (𝑛,𝑝). 
Na fase 1,  ?̅?, valor p médio, é usado para estimar a linha central e os limites de 
controlo da carta-𝑝, os quais, para amostras de dimensão constante, são definidos por: 









𝐿𝐼𝐶 = max �0, ?̅? − 3�?̅?(1 − ?̅?)/𝑛� (3.35) 
𝐿𝑆𝐶 = ?̅? + 3�?̅?(1 − ?̅?)/𝑛 (3.36) 
 As regras de decisão habituais para deteção de situações fora de controlo, já 
mencionadas, podem então ser aplicadas com segurança à carta-𝑝. 
• Carta-c 
O produto manufaturado é por exemplo constituído por unidades de grande 
dimensão, como um rádio, em que podem existir não conformidades em inúmeros pontos, 
embora cada unidade só tenha alguns pontos não conformes (Gomes et al., 2010). 
Considere-se a variável aleatória 𝑋, o número de não conformidades, que segue a 
distribuição de Poisson (𝑐).  
Como 𝐸(𝑋) = 𝑉𝑎𝑟(𝑋) = 𝑐, têm-se os seguintes limites de controlo:  
𝐿𝐼𝐶 = max �0, 𝑐̅ − 3√𝑐̅� (3.37) 
𝐿𝑆𝐶 = 𝑐̅ + 3√𝑐̅ (3.38) 
À semelhança das cartas anteriores, representam-se na carta- 𝑐 os valores obtidos 
para o número de defeitos e, se um ou mais pontos estiverem fora de controlo, as causas 
têm de ser investigadas e esses pontos retirados. Calculam-se então novos limites e verifica-
se se os restantes pontos estão sob controlo estatístico. Se tal se confirmar, esses limites 
serão usados para controlar a produção futura (fase 2). Como nas anteriores cartas, estes 
limites devem ser periodicamente revistos. 
• Carta-u 
Frequentemente, o número de unidades que compõem os subgrupos é variável, nesses 
casos interessa controlar a taxa de defeitos por unidade e a carta a utilizar é a carta-u. É 
similar à carta-c no entanto esta carta deve ser utilizada quando a amostra tem a sua 
dimensão variável ao longo do tempo. 
O valor da variável u num subgrupo que contenha ni unidades amostrais onde sejam 
encontrados c defeitos, os limites de controlo da carta-u, são definidos por: 










𝐿𝐶 = 𝑢� = 𝑐1 + 𝑐2 + ⋯+ 𝑐𝑘
𝑛1 + 𝑛2 + ⋯+ 𝑛𝑘 (3.41) 





  representam os números de defeitos e  representam os 
tamanhos dos k subgrupos. 
é o número de unidades na amostra i , i = 1, …,k; 
As regras de decisão habituais para deteção de situações fora de controlo, já 
mencionadas, podem então ser aplicadas à carta- 𝑢. 
 
3.4.1.4. Cartas CUSUM e EWMA 
Estas cartas surgiram mais recentemente na literatura de modo a colmatar algumas 
das deficiências das cartas de Shewhart, no que diz respeito, por exemplo, à pouca eficácia 
para detetar pequenas alterações nos parâmetros do processo e à falta de robustez 
relativamente às hipóteses subjacentes à sua implementação, nomeadamente a 
independência e normalidade dos dados (Gomes et al., 2010). As cartas de Shewhart tomam 
em conta apenas a última informação que recebem sobre os processos, e como tal perdem 
sensibilidade a pequenas alterações no parâmetro do processo, situação que só é melhorada 
com a aplicação das regras ISO já referidas.  
A carta CUSUM foi introduzida por Page (1954) e é construída através de duas semi-
cartas, uma para detetar aumentos e outra para detetar diminuições da média do processo. 
Para esse fim são definidas variáveis que são função de determinados parâmetros que 
variam consoante a variação que se deseje detetar e o ARL que se espera da carta. Cada uma 
das semi-cartas pode ser representada no mesmo gráfico, e considera-se que o processo 
está fora de controlo estatístico quando a semi-carta que deteta o aumento da média é 
Controlo estatístico de qualidade em ensaios laboratoriais: caso particular de nutrientes em águas salinas 
39 
 
superior a um determinado parâmetro limite, ou, segundo a mesma lógica, quando a semi-
carta do decréscimo da média é menor que o simétrico desse mesmo parâmetro limite. Esta 
carta apresenta a vantagem de ser possível estimar o novo valor da média do processo, caso 
se detete que o mesmo se alterou.  
A carta EWMA é essencialmente devida a Roberts (1959) e a Hunter (1986) e é 
construída com as mesmas premissas da carta CUSUM, sendo que os seus limites de 
controlo são ainda função da variância da variável a ser controlada, além de um conjunto de 
parâmetros semelhantes aos da carta CUSUM. A estatística criada pela carta EWMA é 
diferente da carta CUSUM pelo facto da mesma ser exponencialmente amortecida dando 
ponderações diferentes a cada observação anterior da mesma estatística.  
Para controlo da dispersão dos processos, as cartas CUSUM e EWMA apresentam 
diversas variantes dependendo se se trata de amostras ou observações individuais, à 
semelhança das cartas de Shewhart tradicionais.  
Tanto as cartas CUSUM como as EWMA permitem ainda uma possível alteração, que 
pode ser uma vantagem, que é a possibilidade das mesmas terem uma atenção especial ao 
processo na sua fase inicial de controlo, ou seja, podem apresentar uma variação nos limites 
de controlo nos instantes iniciais de análise do processo, aumentando a sua sensibilidade 
nesses instantes, este procedimento Fast Initial Response (ou FIR) é análogo ao proposto por 
Lucas e Croisier (1982). Neste estudo apresenta-se uma introdução a cada uma destas duas 
cartas, mas opta-se por se desenvolver apenas a carta EWMA, pois a primeira não será 
aplicada. Mais detalhes sobre a carta CUSUM podem ser encontrados em Hawkins e Olwell 
(1998), Reynolds e Stoumbos (2004) e Shu et al. (2008). 
 
Define-se uma estatística E que irá controlar pequenas alterações na média do 
processo. A expressão da variável E, para um instante t, é a descrita pela equação:  
𝐸𝑡 = (1 − 𝜆)𝐸𝑡−1 + 𝜆𝑌𝑡,       𝑡 = 1, 2, … (3.43) 
onde: 
𝐸𝑡– Valor da estatística E no instante t;  
𝜆 – Constante de amortecimento, 0 < 𝜆 ≤ 1; 
𝑌𝑡– Valor observado da característica da qualidade em estudo no instante t. 
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Os limites da carta de controlo EWMA são dados em função da constante de 
amortecimento, do valor do ARL0
𝐿𝑆𝐶𝐸 = 𝐸0 + 𝑘𝜎𝐸 
 desejado e da variância da característica em estudo. Os 
valores dos limites de controlo e da linha central destas cartas são obtidos pelas expressões,  
(3.44) 
𝐿𝐼𝐶𝐸 = 𝐸0 − 𝑘𝜎𝐸 (3.45) 
𝐿𝐶𝐸 = 𝐸0 (3.46) 
onde: 
𝐸0– Valor inicial da estatística E, igual à média do processo;  
𝑘 – Valor do nível de controlo, para um determinado ARL0
𝜎𝐸– Desvio padrão da estatística E dada pela expressão (3.47). 
 e 𝜆; 
𝜎𝐸
2 = 𝜎𝑌2 � 𝜆2 − 𝜆� (1 − (1 − 𝜆)2𝑡) (3.47) 
 
Para determinar os valores da constante de amortecimento e do nível de controlo, o 
primeiro passo necessário será definir um valor para o ARL0
Nas cartas CUSUM e EWMA, considera-se que um processo está sob controlo 
estatístico caso não hajam pontos fora dos limites de controlo. 
 que se considere aceitável, e a 
alteração da média que se deseje detetar. A partir desses valores, e dos ábacos presentes no 
Apêndice 3 (ábacos EWMA) podem ser retirados os valores de K e de 𝜆 a considerar.  
 
Montgomery (2009) recomenda a carta EWMA para medições individuais, em 
particular para a fase II, monitorização do processo, considerando o procedimento não 
paramétrico, independente da distribuição dos dados.  
Na presença de dados onde se verifique a existência de autocorrelação significativa, a 
utilização das técnicas anteriormente referidas só ocorre para os resíduos ou erros de 
previsão das séries de dados, desde que os mesmos não apresentem correlação significativa, 
ou seja, possam ser considerados ruído branco (Pereira & Requeijo, 2012).  
A série dos resíduos de uma série temporal pode ser determinada de acordo com a 
expressão da equação, 
𝑒𝑡 = 𝑌𝑡 − 𝑌�𝑡 (3.48) 




𝑒𝑡– Resíduo da previsão no instante t;  
𝑌𝑡 – Valor da característica da qualidade no instante t; 
𝑌�𝑡– Valor previsto da característica da qualidade no instante t. 
 
Desta forma é possível aplicar a estatística E da carta de controlo EWMA à série dos 
resíduos, sendo válidas as expressões (3.44) a (3.46), com a ressalva que o desvio padrão do 
processo deve ser substituído pelo desvio padrão dos resíduos ou do erro de previsão, a 
média do processo deve ser substituída por zero, que é o valor esperado dos resíduos ou dos 
erros de previsão e que 𝑌𝑡  deve ser substituído por 𝑒𝑡 . 
 
3.4.2. Capacidade do processo 
Um processo sob controlo estatístico é distinto de um processo capaz de produzir 
dentro de determinadas especificações para o produto/serviço. Caso se determine que um 
dado processo se encontra sob controlo estatístico, mas o mesmo seja incapaz de produzir 
segundo especificações, é necessário a intervenção da gestão de topo de modo a que essa 
situação se inverta, pois a capacidade do processo é função da variação causada pelas 
causas comuns (Pereira & Requeijo, 2012).  
 
Consideremos uma característica da qualidade, X, com distribuição Normal, de valor 
médio µ e desvio padrão σ, que por abuso de linguagem usual em Qualidade identificamos 
como um processo Normal. Sabemos então que 𝑃(𝑋 ∈ (µ − 3𝜎, µ + 3𝜎)) é elevada, mais 
precisamente igual a 0,9973. Chama-se então intervalo de tolerância ao intervalo (µ − 3𝜎, µ + 3𝜎) e capacidade do processo ao valor 6σ (Gomes et al, 2010). 
Uma qualquer especificação é geralmente definida pelo valor máximo e mínimo da 
tolerância, +T e –T, respetivamente (no caso das especificações bilaterais). A relação entre a 
variabilidade do processo (sendo a mesma descrita pelo desvio padrão, ou σ) e a tolerância é 
a seguinte (Oakland, 2007):  
• Alta precisão relativa: 2T >> 6σ;  
• Média precisão relativa: 2T > 6σ;  
• Baixa precisão relativa: 2T < 6σ.  
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Quer isto dizer que se considera que o processo será mais preciso quanto mais 
afastados estejam os 6σ de variabilidade do processo dos limites de especificação. Esta 
situação é ilustrada na Figura 10. 
 
Figura 10 - Limites de especificação (Fonte: Oakland, 2007). 
 
De modo a determinar a capacidade de um processo de produzir segundo as suas 
especificações, definem-se índices de capacidade que determinam o potencial de 
capacidade do processo. São eles o índice de capacidade potencial (𝐶𝑝) e o índice de 
capacidade atual (𝐶𝑝𝑘).  
O índice de capacidade potencial compara a variação total do processo com as 
tolerâncias, e é dado pela expressão:  
𝐶𝑝 = 𝐿𝑆𝐸 − 𝐿𝐼𝐸6𝜎  (3.49) 
onde,                                        
LSE – Limite Superior de Especificação;  
LIE – Limite Inferior de Especificação;  
σ – Desvio padrão do processo.  
É habitual considerar que o processo é potencialmente capaz se o valor de 𝐶𝑝 for 
igual ou superior a 1 (Montgomery, 2009).  
Na Figura 11, é possível visualizar a relação entre o valor de 𝐶𝑝, e os limites de 
especificação do processo. Quando 𝐶𝑝 > 1 (a) significa que o processo utiliza menos do que 
100% da tolerância; 𝐶𝑝 = 1 (b), o processo utiliza toda a faixa de tolerância (para uma 
distribuição normal isso implicaria cerca de 0,27% de unidades não conformes); 𝐶𝑝 < 1 (c) 
significa que o processo utiliza mais do que 100% do intervalo de tolerância, neste caso o 
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processo é muito sensível uma vez que poderá produzir um grande número de unidades não 
conformes. Note-se que em todos os casos assume-se que o processo é centrado no ponto 
médio. 
 
Figura 11 – Relação entre o valor de 𝐂𝐩 e os limites de especificação (Fonte: Montgomery, 2009). 
 
Para avaliar mais eficientemente a capacidade do processo foi introduzido, em 1986, 
no Japão, um segundo índice, o chamado índice de capacidade atual, designado por 𝐶𝑝𝑘 que 
tem em consideração não apenas a variabilidade do processo, mas também a sua localização 
com respeito aos limites de especificação. O 𝐶𝑝𝑘 é o mínimo de dois outros índices, que são 
o 𝐶𝑝𝑘𝑖 e o 𝐶𝑝𝑘𝑠. As suas expressões podem-se encontrar nas equações (3.50) e (3.51).  
𝐶𝑝𝑘𝑖 = µ − 𝐿𝐼𝐸3𝜎  (3.50) 
𝐶𝑝𝑘𝑠 = 𝐿𝑆𝐸 − µ3𝜎  (3.51) 
No caso de especificações bilaterais, o índice 𝐶𝑝𝑘 permite a avaliação da capacidade 
do processo na “pior situação possível”. Neste sentido, a utilização do 𝐶𝑝𝑘 determina a 
estratégia “mais conservadora”. Assim, um processo com 𝐶𝑝𝑘 alto oferece garantias de um 
comportamento satisfatório. 
O índice 𝐶𝑝  não tem em consideração a localização da média do processo. 
Geralmente, quando 𝐶𝑝 =  𝐶𝑝𝑘 o processo encontra-se centrado no ponto médio das 
especificações, mas quando 𝐶𝑝 >  𝐶𝑝𝑘 o processo é não centrado (Montgomery, 2009).  




Figura 12 – Relação entre 𝐂𝐩 e 𝐂𝐩𝐤 (Fonte: Montgomery, 2009). 
 
A quantidade produzida de itens não conformes é o foco do estudo da capacidade 
dos processos. Quer-se produzir o máximo de itens de acordo com o especificado, tentando 
minimizar o número de produtos/serviços não conformes. Para calcular a proporção de não 
conformes pode-se utilizar, diretamente, a distribuição de probabilidades dos dados 
recolhidos nas amostras: 
𝑝 = 𝛷 �𝐿𝐼𝐸 − µ
𝜎




A primeira parte da equação (3.52) representa a cauda esquerda (percentagem de 
defeitos abaixo do LIE) e a segunda, a cauda direita (percentagem de defeitos acima do LSE) 
da distribuição normal (Figura 13). 
 
Figura 13 – Percentagem de itens defeituosos. 




A vantagem da utilização dos índices 𝐶𝑝 e 𝐶𝑝𝑘 no cálculo de itens defeituosos é que 
estes são adimensionais, ou seja, pode-se comparar a capacidade de processos totalmente 
diferentes, seja na unidade ou grandeza de medida. 
 Os índices 𝐶𝑝 e 𝐶𝑝𝑘 por si só não indicam a quantidade de não conformes mas em 
conjunto sim! A equação (3.53) é equivalente à equação (3.52). Uma demonstração para o 
desenvolvimento da equação pode ser encontrado em Kotz e Lovelace (1998). 
𝑝 = 𝛷[−3(2𝐶𝑝 − 𝐶𝑝𝑘)] + 𝛷(−3𝐶𝑝𝑘) 
(3.53) 
Na tabela 1 são apresentados alguns valores de 𝐶𝑝 e 𝐶𝑝𝑘 e a quantidade de itens não 
conformes por milhão (ppm). 
Tabela 1: Relação de  𝑪𝒑 e 𝑪𝒑𝒌 com a produção de não conformes ppm. 
 
 
Um outro índice eficiente para a análise do processo é o índice 𝐶𝑝𝑚 que avalia a 
proximidade do valor alvo do processo (Montgomery, 2009). Este índice é calculado pela 
expressão: 
𝐶𝑝𝑚 = 𝐿𝑆𝐸 − 𝐿𝐼𝐸6�𝜎2 + (µ − µ0)2 (3.54) 
onde, 
µ0 – Valor alvo do processo. 
 
Pela definição do índice 𝐶𝑝𝑚, um aumento na variabilidade do processo faz com o 
denominador do índice aumente e consequentemente o seu valor diminuirá. 
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Uma vantagem do índice 𝐶𝑝𝑚 em relação ao índice 𝐶𝑝 é que fornece uma boa ideia 
da capacidade do processo, tanto para os processos que se apresentam próximos ao valor 
nominal quanto para os que se apresentam mais afastados. 
Se o processo segue uma distribuição normal e a média do processo está centrada no 
valor nominal de especificação, o índice 𝐶𝑝𝑚 coincide com o índice 𝐶𝑝 (Montgomery, 2009). 
Pearl et al. (1992) propôs o índice de capacidade do processo 𝐶𝑝𝑘𝑚 de equação: 
𝐶𝑝𝑘𝑚 = 𝐶𝑝𝑘
�1 + �µ − µ0𝜎 �2 (3.55) 
Este índice também é conhecido como índice de capacidade do processo de terceira 
geração (Montgomery, 2009) e coincide com o índice 𝐶𝑝𝑚 quando o processo se encontra 
centrado no valor alvo. 
V?̈?nnman (1995) construiu uma fórmula única da qual podem ser derivados os 
índices de capacidade. Os quatro índices apresentados (𝐶𝑝,𝐶𝑝𝑘,𝐶𝑝𝑚 e 𝐶𝑝𝑘𝑚) poderiam ser 
vistos como casos particulares. A fórmula de V?̈?nnman é definida pela expressão: 
𝐶𝑝(𝑢, 𝑣) = 𝑑 − 𝑢|µ − 𝑚|3�𝜎2 + 𝑣(µ − µ0)2 (3.56) 
onde, 
µ – Média do processo; 
𝜎 – Desvio padrão do processo; 
𝑑 = 𝐿𝑆𝐸−𝐿𝐼𝐸
2
 – Metade do intervalo de especificação; 
𝑚 = 𝐿𝑆𝐸+𝐿𝐼𝐸
2
 – Ponto médio entre os limites de especificação; 
𝑢, 𝑣 ≥ 0. 
Substituindo u e v por combinações de 0 e 1 na equação 3.56, chegamos aos índices 
de capacidade já apresentados: 𝐶𝑝(0, 0) = 𝐶𝑝 ; 𝐶𝑝(1, 0) = 𝐶𝑝𝑘 ; 𝐶𝑝(0, 1) = 𝐶𝑝𝑚 ; 
𝐶𝑝(1, 1) = 𝐶𝑝𝑘𝑚. 
 
Muitas vezes, pelo desconhecimento dos métodos de análise da capacidade de 
processos não-normais, assumem-se processos como sendo normalmente distribuídos e 
utilizam-se um ou mais índices citados anteriormente para analisar a capacidade de 
produção de itens não conformes. Porém essa prática pode gerar interpretações erradas 
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sobre a capacidade do processo, já que os índices 𝐶𝑝 , 𝐶𝑝𝑘 , 𝐶𝑝𝑚  e 𝐶𝑝𝑘𝑚  supõem 
normalidade da característica de qualidade em estudo (Somerville e Montgomery, 1996-
1997). Assim é necessário procurar alternativas que utilizem as distribuições adequadas. As 
já apresentadas transformações de Box-Cox, em que dados que não são normalmente 
distribuídos são convertidos em dados que apresentam distribuição normal, têm sido utili-
zadas, pois são práticas e fáceis de aplicar.  
Em 1989, Clements propôs um método simples de cálculo dos índices Cp e Cpk para 
qualquer tipo de distribuição dos dados de interesse usando a família de curvas de Pearson 
(Montgomery, 2009). Essa família de curvas foi publicada em 1893, pelo matemático Karl 
Pearson, e inclui diversas distribuições, sendo elas a normal, a lognormal, a t-student, a F, a 
beta e a gama. 
O índice Cp de Clements é definido pela expressão: 
𝐶𝑝′ = 𝐿𝑆𝐸 − 𝐿𝐼𝐸
𝐹99,865 − 𝐹0,135 (3.57) 
onde, 
𝐹𝛼 – Percentil na α-ésima posição do processo. 
Mas como o índice 𝐶𝑝′ considera apenas a dispersão do processo e não leva em 
conta a sua posição em relação aos limites de especificação, este pode levar a uma interpre-
tação errada da capacidade do processo. Considerando-se também a posição do processo, 
tem-se o índice 𝐶𝑝𝑘′ de Clements, que é definido pela expressão: 
𝐶𝑝𝑘′ = 𝑚𝑖𝑛 � 𝑀 − 𝐿𝐼𝐸
𝑀 − 𝐹0,135 , 𝐿𝑆𝐸 −𝑀𝐹99,865 − 𝑀� (3.58) 
onde, 
𝑀 – Mediana do processo. 
Quando a distribuição dos dados é normal, a distância entre a mediana e cada um 
dos limites de especificação é igual a 3σ. Assim, o índice 𝐶𝑝′ de Clements reduz-se ao índice 
𝐶𝑝 tradicional. Nesta situação, o índice 𝐶𝑝𝑘′ de Clements também se reduz ao índice 𝐶𝑝𝑘 
tradicional. 
Posteriormente Pearn e Kotz (1992) e Pearn e Chen (1997), baseados no método de 
Clements, propuseram uma generalização da formulação única mostrada na expressão 
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(3.56), da qual se obteriam quatro índices para dados com distribuição não normal. Essa 
generalização é dada pela expressão 








3��𝐹99,865 − 𝑀3 �2 + 𝑣(𝑀 − µ0)2 ,
𝑀 − 𝐿𝐼𝐸






Substituindo (𝑢, 𝑣) pelas diferentes combinações de 0 e 1, obtêm-se os quatro 
índices equivalentes aos índices para distribuições normais, que podem ser interpretados da 
mesma forma, porém atendendo a qualquer distribuição, não se restringindo apenas à 
normal. 
Pearn e Chen (1997), fazendo uso da formulação apresentada pela equação 3.56, 
propuseram uma generalização que atende a casos em que a normalidade não seja 
verificada: 
𝐶𝑁𝑝(𝑢, 𝑣) = 𝑑 − 𝑢|𝑀−𝑚|3��𝐹99,865 − 𝐹0,1356 �2 + 𝑣(𝑀− µ0)2 (3.60) 
Análogo ao método anterior, substituindo (𝑢, 𝑣)  pelas combinações de 0 e 1, 
obtemos os quatro índices equivalentes aos índices para distribuições normais, que podem 
ser interpretados da mesma forma.  
Outro método foi proposto por Chen e Ding (2001) e considera, no cálculo, a 
variabilidade do processo, a distância entre a média do processo e o valor nominal e a 
proporção de itens não conformes, obtendo-se o índice 𝑆𝑝𝑚𝑘  que atende a qualquer 
distribuição de dados e considera, no seu cálculo, a variabilidade do processo, a distância da 
média do processo em relação ao valor nominal e a proporção de não conformes. Esse 
índice é dado pela equação: 
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𝑆𝑝𝑚𝑘 = 𝛷−1 �1 + 𝐹(𝐿𝑆𝐸) − 𝐹(𝐿𝐼𝐸)2 �3�1 + �µ − µ0𝜎 �2  (3.61) 
onde, 
 𝐹(𝑥) - função de distribuição acumulada do processo. 
A interpretação do índice 𝑆𝑝𝑚𝑘 é a mesma dos demais índices apresentados. 
 
Assim, quando os dados seguem distribuição normal devem usar-se os índices de 
capacidade para processos normais, nomeadamente, Cp, Cpk, Cpm ou Cpkm. Quando os 
dados não seguem distribuição normal, devem-se usar os índices de capacidade de 
processos não–normais, nomeadamente, Cp’, Cpk’, 𝐶𝑁𝑝 ou 𝑆𝑝𝑚𝑘.  
 
3.5. Análise dos Sistemas de Medição 
Ao iniciarmos uma análise nos sistemas de medição de uma organização, é útil 
identificarmos as prioridades para os quais os sistemas de medição devem, inicialmente, 
focar.  A variação total (ou final) é baseada na combinação da variação do processo e do 
sistema de medição  
𝜎𝑡𝑜𝑡𝑎𝑙 = �𝜎𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑜2 + 𝜎𝑀𝑆𝐴2  (3.62) 
Quando o CEP é aplicado para controlar o processo, e a carta de controlo indica que o 
processo está sob controlo estatístico (estável) e a variabilidade total é aceitável, o sistema 
de medição pode ser considerado aceitável para o uso e não requer uma re-análise 
separada. Se uma condição está fora de controlo ou uma não conformidade for detetada, 
devemos primeiro analisar o sistema de medição.  
O principal ponto para a análise do sistema de medição consiste em interpretarmos o 
sistema de medição como um processo. Desta forma, é importante destacar que não 
estamos a avaliar simplesmente os equipamentos, mas o processo no qual utilizamos os 
equipamentos, o método e as pessoas para obtermos o resultado da medição. 
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Define-se Sistema de Medição como um conjunto de instrumentos ou dispositivos de 
medição, padrões, operações,  métodos, software, pessoal, ambiente e premissas utilizadas 
para quantificar a unidade de medição ou corrigir a avaliação de uma característica. 
GUM (2008) define Medição como o conjunto de operações cujo objetivo é 
determinar o valor de uma grandeza. Estas operações podem ser realizadas 
automaticamente. 
 
Figura 14 – Representação genérica de um processo ou sistema. 
 
O objetivo de uma medição é determinar o valor de uma grandeza a ser medida. Esta 
medição começa com uma apropriada especificação da grandeza, do método e 
procedimento de medição. Um sistema de medição ideal produziria somente medições 
“corretas” cada vez que fosse utilizado. No entanto, os sistemas de medição com tal 
propriedade não existem. O erro de medição é definido como mostra a Figura 15. 
Qualquer medição tem imperfeições que dão origem a erros no resultado da 
medição. Tradicionalmente, um erro é visto como tendo duas componentes: uma aleatória e 
outra sistemática. 
 
Figura 15 – Definição de erro de medição (Fonte: http://www.portalaction.com.br 
 
acedido em 01 de Novembro de 2013). 
O erro aleatório é aquele que ocorre de forma inesperada e com a intensidade que 
danifica as nossas medições. Este erro representa as pequenas variações que ocorrem em 
medidas repetidas de uma grandeza. Estas variações têm como causa, alterações ambientais 
ou espaciais, variação devido ao equipamento de medição, interferência elétrica entre 
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outras. Embora não seja possível compensar o erro aleatório, este pode geralmente ser 
reduzido se aumentarmos o número de observações ou se melhorarmos a tecnologia do 
sistema de medição (melhor ambiente, novos equipamentos ou formação dos técnicos). 
Interpretamos o erro aleatório como uma variável aleatória com média zero. 
O erro sistemático é aquele que ocorre em todas as medições mais ou menos com a 
mesma intensidade. Assim como o erro aleatório, o erro sistemático não pode ser eliminado, 
porém pode ser reduzido. 
 Abaixo apresenta-se o diagrama de Ishikawa (espinha de peixe) para descrever as 
principais componentes do erro de medição (Figura 16): 
 
Figura 16 – Diagrama de Ishikawa genérico. 
 
Um sistema de “má qualidade” poderá mascarar a variação real do processo ou 
produto conduzindo a conclusões erradas. Um bom sistema de medição é essencial para 
assegurar a avaliação do desempenho de um produto/processo. A capacidade do sistema de 
medição é um requisito básico para a melhoria da qualidade (Montgomery e Runger, 2003; 
Hamada e Weerahandi, 2000; Aiag, 2002). 
Apresentam-se algumas propriedades que definem um bom sistema de medição:  
•    O sistema de medição deve estar sob controlo estatístico. Isto significa que sob 
condições de repetibilidade, as variações do sistema de medição são devidas a causas 
comuns e não a causas especiais; 
•    Para o controlo do produto, a variabilidade do sistema de medição deve ser 
pequena comparada com limites de especificação. Deve-se comparar a variabilidade 
do sistema de medição com as tolerâncias do produto; 
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•    Para o controlo do processo, a variabilidade do sistema de medição deve 
demonstrar uma resolução efetiva e pequena comparada com a variação do processo 
de manufatura. Deve-se comparar a variabilidade do sistema de medição com 6-
sigma da variação do processo e/ou variação total. 
 A Figura 17 apresenta um resumo da avaliação do erro de medição: 
 
Figura 17 – Avaliação do erro de medição (Fonte: http://www.portalaction.com.br acedido em 01 de Novembro de 
2013). 
 
Um sistema de medição deve ser avaliado e monitorizado para assegurar o correto 
funcionamento. A capacidade de um sistema de medição deve ser avaliada através de 
estudos chamados de curto prazo. Os tipos de estudos de curto prazo são tendência, 
repetibilidade e reprodutibilidade (Burdick, Borror e Montgomery, 2003; Aiag, 2002). 
 
3.5.1. Estudos de repetibilidade e reprodutibilidade 
O estudo de Repetibilidade e Reprodutibilidade (𝑅&𝑅) é um método de análise de 
sistemas de medição. Tanto a repetibilidade quanto a reprodutibilidade é mensurada em 
função da dispersão dos valores medidos por um sistema de medição. A combinação dos 
dois fatores permite calcular a variabilidade de um sistema de medição e dá origem ao 
estudo de 𝑅&𝑅. O estudo de 𝑅&𝑅 é um método quantitativo, com abordagem estatística. A 
repetibilidade caracteriza o erro aleatório, de causas comuns, dentro do sistema de 
medição. A reprodutibilidade refere-se à variação da média, entre sistemas de medição. O 
objetivo do estudo 𝑅&𝑅 é determinar se a variabilidade do sistema de medição é 
relativamente menor que a variabilidade do processo monitorizado (Burdick, Borror e 
Montgomery, 2003; Aiag, 2002). 
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Nos estudos de 𝑅&𝑅, o instrumento de medição é usado para medir, repetidas vezes, 
as amostras de um produto. As medições podem ser feitas em diferentes períodos de 
tempo, por diferentes operadores e com diferentes ajustes do processo. A repetibilidade 
refere-se à variabilidade característica do instrumento de medição, e decorre da sua 
capacidade de fornecer leituras muito próximas, em repetidas vezes, sob as mesmas 
condições. Um sistema de medição possui repetibilidade se nenhuma causa especial estiver 
presente no resultado das medições. Isto é, não existe diferença significativa entre as 
diferentes medidas do equipamento ou do mesmo operador (VIM, 2008). 
A reprodutibilidade refere-se à capacidade de diferentes avaliadores produzirem 
resultados consistentes, quando utilizam os mesmos equipamentos e procedimentos. 
Refere-se à capacidade de um sistema de medição apresentar os mesmos resultados a partir 
de mudanças nas condições de medição. A reprodutibilidade reflete a variabilidade 
provocada pela mudança de operadores, período de tempo, ou ajustes dos processos. Um 
sistema de medição possui reprodutibilidade se não houver diferença significativa entre as 
medidas feitas por diferentes operadores (VIM, 2008). 
Aiag (2002) apresenta três métodos de análise para estudos de 𝑅&𝑅. O primeiro é o 
Método da Amplitude, também denominado estudo de curto prazo. Neste método não é 
possível decompor a variabilidade em repetibilidade e reprodutibilidade, sendo um método 
usado para detetar causas assinaláveis. 
O segundo é o Método da Média e da Amplitude, também denominado estudo 
formal. Neste método é possível quantificar os componentes de repetibilidade e 
reprodutibilidade das variabilidades. O estudo formal não avalia a interação entre os dois 
componentes; o método pode ser usado para detetar tanto causas assinaláveis quanto de 
capacidade do sistema de medição. 
O terceiro método é o da Análise e Variância (ANOVA), sendo este o método mais 
usado para a análise de estudos de 𝑅&𝑅. Usando a ANOVA, a variabilidade pode ser 
decomposta em repetibilidade e reprodutibilidade, sendo possível também avaliar a 
interação entre os dois componentes. A ANOVA permite estimativas mais precisas da 
variabilidade do sistema através do cálculo do erro aleatório, obtido com as repetições. O 
erro de medição é composto pela dispersão do instrumento, pelo efeito do operador e pelo 
erro aleatório, devido às replicações (Aiag, 2002). 
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Na ANOVA os resíduos devem ser normais, independentes e homocedásticos (ter 
idêntica variância) para os diferentes níveis dos fatores. Esta afirmação pode ser verificada 
através da análise dos resíduos. O resíduo é determinado pela diferença entre um valor 
observado da característica de qualidade e o valor estimado pelo modelo estatístico 
adotado. A normalidade pode ser verificada através do gráfico dos resíduos em papel de 
probabilidade normal e por um teste (Shapiro-Wilk). A homogeneidade das variâncias pode 
ser verificada através do gráfico de resíduos versus valores estimados e por um teste 
(Levene). A independência pode ser verificada através do gráfico de resíduos versus ordem 
temporal de recolha dos dados (Montgomery e Runger, 2003). Desvios moderados à 
normalidade não implicam uma séria violação do pressuposto (Montgomery, 2001). 
A experiência para o estudo de 𝑅&𝑅 utiliza a ANOVA de dois fatores. O primeiro fator 
é a Peça ou Amostra (P) e o outro o Avaliador ou Operador (A).  
 
Figura 18 – Modelo clássico – factores com efeitos fixos (Fonte: Domenech, www.midomenech.com.br). 
A Tabela 2 apresenta um arranjo típico para os dados de uma experiência que 
envolva dois factores (Montgomery e Runger, 2003). 
Tabela 2: Arranjo geral das variáveis de resposta para a ANOVA dois fatores (Adaptado de 













 1 2 … J 
1 𝑥111, 𝑥112, … , 𝑥11𝐾 𝑥121, 𝑥122, … , 𝑥12𝐾  𝑥1𝐽1, 𝑥1𝐽2, … , 𝑥1𝐽𝐾  
2 𝑥211, 𝑥212, … , 𝑥21𝐾  𝑥221, 𝑥222, … , 𝑥22𝐾   𝑥2𝐽1, 𝑥2𝐽2, … , 𝑥2𝐽𝐾 
…
     
I 𝑥𝐼11, 𝑥𝐼12, … , 𝑥𝐼1𝐾  𝑥𝐼21, 𝑥𝐼22, … , 𝑥𝐼2𝐾   𝑥𝐼𝐽1, 𝑥𝐼𝐽2, … , 𝑥𝐼𝐽𝐾 




O modelo estatístico para a variável de resposta é dado pela equação (3.63). O 
modelo clássico considera fatores com efeitos fixos. O efeito é considerado fixo quando os 
níveis incluem as possibilidades do fator; isto é, todos os avaliadores que operam o sistema 
são incluídos e cada avaliador avalia as mesmas peças padronizadas. Quando os avaliadores 
ou as peças são amostras escolhidas aleatoriamente de uma população maior, os efeitos são 
ditos aleatórios (Montgomery e Runger, 2003). 
𝑥𝑖𝑗𝑘 = µ + 𝜏𝑖 + 𝛽𝑗 + (𝜏𝛽)𝑖𝑗 + 𝜀𝑖𝑗𝑘 ,   � 𝑖 = 1, 2, … , 𝐼𝑗 = 1, 2, … , 𝐽
𝑘 = 1, 2, … ,𝐾  (3.63) 
onde: 
µ– Média global dos dados;  
𝜏𝑖 – Efeito do 𝑖 -ésimo avaliador/analista; 
𝛽𝑗– Efeito da 𝑗 -ésima peça/amostra; (𝜏𝛽)𝑖𝑗 – Efeito da interação entre o avaliador/analista 𝑖 e a peça/amostra 𝑗; 
𝜀𝑖𝑗𝑘   – Erro aleatório normalmente distribuído, com média nula e dado pela 
expressão (3.64). 
𝜀𝑖𝑗𝑘 = 𝑥𝑖𝑗𝑘 − ?̅?𝑖𝑗 (3.64) 
onde: 
?̅?𝑖𝑗– Valor esperado para a característica de qualidade. 
 
A ANOVA testa se os efeitos dos fatores e da interação são iguais a zero, isto é: 
𝐻0: 𝜏𝑖 = 0, 𝑖 = 1, 2, … , 𝐼todos os níveis do fator 𝜏 têm igual média 
𝐻1: Nem todos os níveis do fator 𝜏 têm igual média (3.65) 
𝐻0: 𝛽𝑗 = 0, 𝑗 = 1, 2, … , 𝐽todos os níveis do fator 𝛽 têm igual média 
𝐻1: Nem todos os níveis do fator 𝛽 têm igual média (3.66) 
𝐻0: (𝜏𝛽)𝑖𝑗 = 0, 𝑖 = 1, … , 𝐼 𝑒 𝑗 = 1, … , 𝐽Não há interação entre os fatores 𝜏 e 𝛽 
𝐻1: Existe interacção entre o fator 𝜏 e  𝛽  (3.67) 
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As médias quadráticas são dadas por: 
𝑀𝑄𝐴 = 𝐽𝐾 ∑ (?̅?𝑖.. − ?̅?…)2𝐼𝑖=1
𝐼 − 1  (3.68) 
𝑀𝑄𝑃 = 𝐼𝐾 ∑ (?̅?.𝑗. − ?̅?…)2𝐼𝑗=1
𝐽 − 1  (3.69) 
𝑀𝑄𝐴𝑃 = ∑ ∑ (?̅?𝑖𝑗. − ?̅?𝑖.. − ?̅?.𝑗. − ?̅?…)2𝐽𝑗=1𝐼𝑖=1 (𝐼 − 1)(𝐽 − 1)  (3.70) 
𝑀𝑄𝑅 = ∑ ∑ ∑ (𝑥𝑖𝑗𝑘 − ?̅?𝑖𝑗.)2𝐾𝑘=1𝐽𝑗=1𝐼𝑖=1
𝐼𝐽(𝐾 − 1)  (3.71) 
  
Se as hipóteses nulas, formuladas nas equações (3.65) a (3.67), forem verdadeiras 
então as médias quadradas expressas nas equações (3.68) a (3.71) são estimadores não 
tendenciosos da variância do sistema de medição. A Tabela 3 mostra as estimativas dos 
componentes da variância de cada fonte de variação (Montgomery e Runger, 2003; Aiag, 
2002). 
Tabela 3: Componentes da variabilidade de um sistema de medição (Fonte: Montgomery e 
Runger, 2003; Aiag, 2002). 
Fonte de Variação Estimativa de Variância 
Equipamento 𝜏2 = 𝑀𝑄𝑅 
Avaliador/Analista 𝜔2 = 𝑀𝑄𝐴 −𝑀𝑄𝐴𝑃
𝐼𝐾
 
Interação 𝑃 × 𝐴 𝛾2 = 𝑀𝑄𝐴𝑃 −𝑀𝑄𝑅
𝐾
 




A tabela ANOVA para o modelo da equação (3.63) é apresentada na Tabela 4. O Teste 
𝐹  determina se os efeitos do avaliador/analista, da peça/amostra e da interação são 
significativos.  
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Tabela 4: Tabela da ANOVA dois fatores (Fonte: Montgomery e Runger, 2003).
 
 
A decomposição da variabilidade de um sistema de medição pode ser vista na Tabela 
5. A repetibilidade ou variação do equipamento (ou método) é denominada 𝑉𝐸 . A 
reprodutibilidade ou variação dos avaliadores (ou operadores) é denominada 𝑉𝐴. A variação 
do sistema de medição é avaliada pelo cálculo do 𝑅&𝑅. A variação total do estudo é 
denominada 𝑉𝑇. 𝑉𝑃 é a variação da peça ou processo (ou amostra). Após o cálculo da 
variabilidade de cada fator que compõe o estudo, pode-se comparar a variabilidade de cada 
fator com a variabilidade total do sistema de medição. 
As componentes da variação do sistema de medição são representadas pelo desvio 
padrão 5,15 sigma. O desvio padrão é usado porque é mais fácil interpretá-lo do que a 
variância. O fator 5,15 sigma corresponde ao número de desvios padrão entre os limites de 
um intervalo de confiança de 99% de uma população normal. O fator 6 sigma pode ser usado 
para aumentar a cobertura da variação total para 99,73% (Aiag, 2002). 
Tabela 5: Componentes da variabilidade de um sistema de medição (Fonte: Aiag, 2002). 
Fonte de Variação Desvio Padrão 5,15 sigma 
Repetibilidade 𝑉𝐸 = 5,15 × �𝑀𝑄𝑅 
Reprodutibilidade 𝑉𝐴 = 5,15 × �𝑀𝑄𝐴 −𝑀𝑄𝐴𝑃
𝐼𝐾
 
Interação 𝑃 × 𝐴 𝑉𝐴𝑃 = 5,15 × �𝑀𝑄𝐴𝑃 −𝑀𝑄𝑅
𝐾
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Peça/Amostra 𝑉𝑃 = 5,15 × �𝑀𝑄𝑃 −𝑀𝑄𝐴𝑃
𝐽𝐾
 
𝑅&𝑅 𝑅&𝑅 = �(𝑉𝐸)2 + (𝑉𝐴)2 + (𝑉𝐴𝑃)2 
Total 𝑉𝑇 = �(𝑅&𝑅)2 + (𝑉𝑃)2 
  
Os valores dessas percentagens devem ser usados para determinar se o sistema de 
medição é aceitável ou não. A soma das percentagens de cada componente da variação total 
não totaliza 100%. No caso de ocorrer um valor negativo sob a raiz quadrada, a variação do 
fator correspondente deve ser considerada nula. 
A Tabela 6 apresenta a contribuição de cada fonte de variação do sistema de medição 
(Aiag, 2002). 
Tabela 6: Percentagem de contribuição para a variância de um sistema de medição (Fonte: 
Aiag, 2002). 
Fonte de Variação Variância 
Percentagem de 
Contribuição 
Repetibilidade 𝜏2 = 𝑀𝑄𝑅 100 × 𝜏2
𝑉𝑇2
 
Reprodutibilidade 𝜔2 = 𝑀𝑄𝐴 −𝑀𝑄𝐴𝑃
𝐼𝐾
 100 × 𝜔2
𝑉𝑇2
 
Interação 𝑃 × 𝐴 𝛾2 = 𝑀𝑄𝐴𝑃 −𝑀𝑄𝑅
𝐾
 100 × 𝛾2
𝑉𝑇2
 
Peça/Amostra 𝜎2 = 𝑀𝑄𝑃 −𝑀𝑄𝐴𝑃
𝐽𝐾
 100 × 𝜎2
𝑉𝑇2
 
𝑅&𝑅 𝑅&𝑅2 = 𝜏2 + 𝜔2 + 𝛾2 100 × 𝑅&𝑅2
𝑉𝑇2
 
Total 𝑉𝑇2 = 𝑅&𝑅2 + 𝜎2  
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 Em geral, a interação não deve ser significativa. Caso isso ocorra, deve-se verificar se 
houve falhas no planeamento e execução das experiências. No caso de interação não 
significativa, é recomendável unificar as somas de quadrados. A unificação consiste em 
somar a soma de quadrados da interação 𝑆𝑄𝐴𝑃 à soma de quadrados dos resíduos 𝑆𝑄𝑅. Da 
mesma forma, devem-se somar os graus de liberdade para a nova formulação. A adição das 
somas de quadrados e o novo número de graus de liberdade geram novos valores para as 
médias quadráticas e o novo número de graus de liberdade geram novos valores para as 
médias quadráticas e aos correspondentes valores calculados de 𝐹 (Aiag, 2002). 
Para um sistema de medição cujo propósito é analisar um processo, uma regra geral 
para aceitar um sistema de medição é definido na Tabela 7. 
Tabela 7: Critérios para a análise do 𝑹&𝑅 (Adaptado de Aiag, 2002). 
𝑅&𝑅 Decisão Comentários 
𝑅&𝑅 < 10% Aceitável Recomendável, especialmente útil quando tentamos ordenar ou classificar peças ou quando 
for requerido um controlo apertado do processo. 
10% ≤ 𝑅&𝑅 ≤ 30% Aceitável para algumas aplicações 
A decisão deve ser baseada primeiro, por 
exemplo, na importância da aplicação da 
medição, custo do dispositivo de medição, custo 
do retrabalho ou reparo. O sistema de medição 
deve ser aprovado pelo cliente. 
𝑅&𝑅 > 30% Inaceitável 
Todos os esforços devem ser tomados para 
melhorar o sistema de medição. Esta condição 
pode ser resolvida através de uma estratégia 
apropriada para a medição; por exemplo, utilizar a 
média de diversas medições da mesma 
característica da mesma peça a fim de reduzir a 
variabilidade da medida final. 
   
Diferentes critérios podem ser usados para a avaliação da capacidade do sistema de 
medição. Os mais usados são: (i) Índice de Capacidade de Medição (𝐼𝐶𝑀1) que representa a 
percentagem de variabilidade do processo; (ii) Índice de Capacidade de Medição (𝐼𝐶𝑀2) que 
representa a percentagem da amplitude da especificação do processo; (iii) Razão Sinal-Ruido 
(𝑆𝑁𝑅) ou número de categorias distintas (𝑛𝑑𝑐).  
 Os indicadores de capacidade dos sistemas de medição são calculados da seguinte 
forma: 
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𝐼𝐶𝑀1 = %𝑅&𝑅 (3.72) 
𝐼𝐶𝑀2 = 𝑅&𝑅𝐿𝑆𝐸 − 𝐿𝐼𝐸 (3.73) 
𝑛𝑑𝑐 = √2 × 𝑉𝑃
𝑅&𝑅 (3.74) 
O 𝐼𝐶𝑀1 indica a distorção da variação do processo devido ao sistema de medição; o 
𝐼𝐶𝑀2 mostra a habilidade do instrumento de classificar os produtos frente às especificações; 
o 𝑛𝑑𝑐 reflecte a capacidade do sistema de medição de discriminar categorias dentro da 
variação do processo. A Tabela 8 apresenta critérios de decisão recomendados para 
avaliação de um sistema de medição (Burdick, Borror e Montgomery, 2005; Aiag, 2002). 
Tabela 8: Critérios de aceitação para a capacidade de sistemas de medição (SM) (Adaptado 
de Burdick, Borror e Montgomery, 2005; Aiag, 2002). 
Critérios Decisão Observação 
𝐼𝐶𝑀1 ≤ 0,1 SM Aprovado  
0,1 < 𝐼𝐶𝑀1 ≤ 0,3 SM pode ser Aprovado Depende da capacidade do processo e dos 
custos de seleção do produto 
𝐼𝐶𝑀1 > 0,3 SM Reprovado  
𝑛𝑑𝑐 ≤ 2 SM Reprovado  
2 < 𝑛𝑑𝑐 < 5 SM pode ser Aprovado Depende da capacidade do processo e dos 
custos de seleção do produto 
𝑛𝑑𝑐 ≥ 5 SM Aprovado  
 
  
3.5.2. Modelo da ANOVA sem operador/analista 
Na ANOVA a um fator (ANOVA one-way) o comportamento da variável de medida é, 
supostamente, influenciado apenas por um fator (uma variável independente) cujos k níveis 
foram aplicados em k amostras. Nesta situação estamos interessados em testar se k=2 
médias populacionais são iguais ou não. 
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O modelo de um fator aleatório é muito idêntico ao modelo da ANOVA com um 
efeito fixo. 
𝑥𝑖𝑗 = µ𝑖 + 𝛼𝑖 + 𝜀𝑖𝑗 ,   � 𝑖 = 1, … , 𝐼𝑗 = 1, … , 𝐽   (3.75) 
onde: 
µ𝑖 = µ + 𝛼𝑖 - efeito de se ter selecionado aleatoriamente o i-ésimo nível;  
𝛼𝑖 – Efeito do 𝑖 – ésimo nível do fator peça; 
𝜀𝑖𝑗    – Erro aleatório normalmente distribuído, com média nula. 
 
Assumimos ainda que que os erros são mutuamente independentes. Para o efeito αi 
assumimos que tem distribuição Normal com média zero e variância σp2 , assumimos também 
que os efeitos são mutuamente independentes. 
Assim, obtém-se a tabela da ANOVA (Tabela 9): 
Tabela 9: Tabela da ANOVA a um fator (Fonte: Aiag, 2002). 
Fator Soma de Quadrados Gl Média Quadrática 𝑭 
Peça/Amostra 𝑆𝑄𝑃 (𝐼 − 1) 𝑀𝑄𝑃 = 𝑆𝑄𝑃𝐼 − 1 𝐹∗ = 𝑀𝑄𝑃𝑀𝑄𝑅 
Repetibilidade 𝑆𝑄𝑅 𝐼(𝐽 − 1) 𝑀𝑄𝑅 = 𝑆𝑄𝑅𝐼(𝐽 − 1)  
 
O teste de hipótese, que testa o efeito do fator Amostra, é definido por: 
𝐻0: 𝜎𝑃2 = 0 <=> fator α não tem efeito sobre as observações 
𝐻1: 𝜎𝑃2 > 0 <=> fator α  tem efeito sobre as observações (3.76) 
cuja estatística de teste é dada por 𝐹∗ = 𝑀𝑄𝑃/𝑀𝑄𝑅. A regra de decisão, ao nível de 
significância α é: 
Se 𝐹∗ ≤ 𝐹[1 − 𝛼; 𝐼 − 1; 𝐼(𝐽 − 1)], não rejeitamos 𝐻0. 
Se 𝐹∗ > 𝐹[1 − 𝛼; 𝐼 − 1; 𝐼(𝐽 − 1)], rejeitamos 𝐻0. 
O cálculo da percentagem de contribuição para a variância do sistema de medição é 
feito através das equações (3.77) a (3.80): 
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𝑉𝑅 = 𝜎�𝑅 = �𝑀𝑄𝑅 (3.77) 
𝑅&𝑅 = �𝜎�𝑅2 = √𝑉𝑅 (3.78) 
𝑉𝑃 = 𝜎�𝑃 = �𝑀𝑄𝑃 −𝑀𝑄𝑅𝐽  (3.79) 
𝑉𝑇 = �𝑅&𝑅2 + 𝑉𝑃2 (3.80) 
A Tabela 10 apresenta a contribuição de cada fonte de variação do sistema de 
medição (sem interação). 
Tabela 10: Percentagem de contribuição para a variância de um sistema de medição 
(Fonte: Aiag, 2002). 
Fonte de Variação Variância % de Contribuição 
Repetibilidade (𝑉𝑅)2 100 × (𝑉𝑅)2
𝑉𝑇2
 
Amostra (𝑉𝑃)2 100 × (𝑉𝑃)2
𝑉𝑇2
 
𝑅&𝑅 𝑅&𝑅2 100 × 𝑅&𝑅2
𝑉𝑇2
 
Total (𝑉𝑇)2  
 
Os critérios para análise do 𝑅&𝑅 já foram apresentados na secção anterior. 
 
3.5.3. 𝑹&𝑅 não replicável (Modelo Hierárquico) 
Um sistema de medição diz-se não replicável quando os níveis do fator inferior são 
diferentes para cada nível do fator superior (Figura 19). O modelo hierárquico é 
recomendado quando as análises são feitas, por exemplo, em amostra destrutiva, ou seja, 
quando a mesma amostra não pode ser analisada por avaliadores ou operadores distintos.  
 




Figura 19 – Modelo hierárquico com os fatores Operador e Amostra (Fonte: Domenech, www.midomenech.com.br). 
 
A primeira medida a tomar antes de se efetuar o estudo 𝑅&𝑅 não replicável é 
garantir que todas as condições que englobam o teste sejam definidas, padronizadas e 
controladas, isto é, os operadores devem ter a mesma qualificação, as condições ambientais 
devem estar bem definidas, as instruções de trabalho devem ser detalhadas e 
operacionalmente definidas, os equipamentos devem ser calibrados e receber a 
manutenção adequada, etc. 
Uma vez que a peça/amostra não pode ser reavaliada devido à sua destruição ou a 
alterações na sua estrutura, diversas peças/amostras semelhantes (homogéneas) devem ser 
recolhidas para o estudo e deve ser feita a suposição de que as peças/amostras são 
idênticas. Aos conjuntos de peças/amostras homogéneas dá-se o nome de lotes. 
No modelo definido para sistemas de medição replicáveis, todas as combinações de 
níveis entre fatores (peça/amostra e avaliador/técnico/analista) estão bem definidas. Neste 
caso, temos o cruzamento entre todos os níveis de todos fatores. 
Por outro lado, no modelo definido para sistemas de medição não replicáveis, os 
níveis do fator lote ocorrem em combinação com os níveis do fator 
avaliador/técnico/analista, por exemplo, a peça/amostra 1-1 foi medida apenas pelo 
operador A. Tais arranjos são denominados hierárquicos (nested). 
Denotamos por 𝑥𝑖𝑗𝑘 o valor da medida da 𝑘 -ésima parte, do operador/analista 𝑖 para 
a peça/amostra 𝑗 
𝑥𝑖𝑗𝑘 = µ + 𝛼𝑖 + 𝛽𝑗(𝑖) + 𝜀(𝑖𝑗)𝑘 ,   � 𝑖 = 1, 2, … , 𝐼𝑗 = 1, 2, … , 𝐽
𝑘 = 1, 2, … ,𝐾  (3.81) 
onde: 
µ– média populacional;  
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𝛼𝑖 – Efeito do 𝑖 - ésimo operador (assumimos 𝛼𝑖 tem distribuição normal com média 
nula e variância 𝜎𝛼2); 
𝛽𝑗(𝑖)– Efeito do 𝑗 -ésimo lote hierarquizado sob o 𝑖 – ésimo operador; 
𝜀(𝑖𝑗)𝑘   – Erro aleatório associado a cada observação, hierarquizado em relação aos 
operadores e lotes, normalmente distribuído, com média nula. 
 
Neste caso, a tabela da ANOVA (Tabela 11) fica com a seguinte forma: 




gl Média Quadrática 𝑭 
Operador 𝑆𝑄𝐴 (𝐼 − 1) 𝑀𝑄𝑂 = 𝑆𝑄𝑂𝐼 − 1 𝑀𝑄𝑂𝑀𝑄𝑅 
Lote Hierárquico 
ao Operador 
𝑆𝑄𝐵(𝐴) 𝐼(𝐽 − 1) 𝑀𝑄𝐿(𝑂) = 𝑆𝑄𝐵(𝐴)𝐼(𝐽 − 1) 𝑀𝑄𝐿(𝑂)𝑀𝑄𝑅  
Repetibilidade 𝑆𝑄𝑅 𝐼𝐽(𝐾 − 1) 𝑀𝑄𝑅 = 𝑆𝑄𝑅𝐼𝐽(𝐾 − 1)  
Total 𝑆𝑄𝑇 (𝐼𝐽𝐾 − 1)   
 
São formuladas duas hipóteses. 
O teste de hipótese para o efeito do lote hierarquizado ao operador, é definido por: 
𝐻0:𝛽𝑗(𝑖) = 0 ∀𝑖, 𝑗  
𝐻1:∃𝑖, 𝑗 𝑡𝑎𝑙 𝑞𝑢𝑒 𝛽𝑗(𝑖) ≠ 0 (3.81) 
cuja estatística de teste é dada por 𝐹∗ = 𝑀𝑄𝐿(𝑂)/𝑀𝑄𝑅.  
O teste de hipótese, que testa o efeito do operador/analista, é definido por: 
𝐻0 = 𝛼1 = 𝛼2 = ⋯ = 𝛼𝐼 = 0 
𝐻1:∃𝑖 𝑡𝑎𝑙 𝑞𝑢𝑒 𝛼𝑖 ≠ 0 (3.82) 
cuja estatística de teste é dada por 𝐹∗ = 𝑀𝑄𝑂/𝑀𝑄𝑅.  
Os cálculos dos componentes da variância estão definidos nas equações: 
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𝑉𝑅 = 𝜎�𝑅 = �𝑀𝑄𝑅 (3.83) 








𝑅&𝑅 = �𝑉𝐸2 + 𝑉𝑂2 (3.86) 
𝑉𝑇 = �𝑅&𝑅2 + 𝑉𝑃2 (3.87) 
A Tabela 12 apresenta a contribuição de cada fonte de variação do sistema de 
medição não replicável. 
Tabela 12: Percentagem de contribuição para a variância de um sistema de medição não 
replicável (Fonte: Aiag, 2002). 
Fonte de Variação Variância % Contribuição 
Repetibilidade (𝑉𝑅)2 100 × (𝑉𝑅)2
𝑉𝑇2
 
Reprodutibilidade (𝑉𝑂)2 100 × (𝑉𝑂)2
𝑉𝑇2
 
Peça (𝑉𝑃)2 100 × (𝑉𝑃)2
𝑉𝑇2
 




Os critérios para análise do 𝑅&𝑅 já foram apresentados na secção 3.5.1. 
 
3.6. Processo e técnica analítica 
 Neste trabalho são abordados quatro métodos de análise de concentração nutrientes 
em águas costeiras e de transição, nomeadamente determinação de nitrito, nitrito+nitrato, 
fósforo reativo e sílica reativa. 
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3.6.1. Processo de Análise de Amostras Laboratoriais 
 As amostras podem chegar à Divisão de Química e Poluição do Meio Marinho (QP) de 
três formas distintas: entregues diretamente pelo cliente, provenientes de projetos 
específicos com amostragem efetuada por técnicos da QP ou provenientes de projetos com 









Verificação e introdução dos 
resultados
 
Figura 20 – Fluxograma do processo Ensaios Físico-químicos (Adaptado de PG.REL.10 v03 Ensaios Físico-químicos). 
 
 Quando as amostras não são analisadas de imediato ou num prazo de 24 horas, as 
mesmas são preservadas até à altura da análise por conservação no frio, a temperatura igual 
ou inferior a −20℃. O prazo de conservação não deverá exceder os 35 dias no caso da 
determinação de nitrito, nitrato+nitrito e fósforo reativo (Borges, 2014) ou os 30 dias no 
caso da determinação da sílica reativa (ISO, 2003). Antes da análise devem-se deixar as 
amostras atingir a temperatura ambiente, não sendo necessária outra preparação prévia. 
 O equipamento utilizado para a determinação de nutrientes é o Autoanalisador de 
Fluxo Segmentado SKALAR Sanplus, composto por amostrador, módulo químico, sistema de 
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deteção fotométrica contendo filtros de leitura e de correção e sistema de aquisição e 
registo de dados. 
 
 
Figura 21 – Autoanalisador de Fluxo Segmentado SKALAR Sanplus
 
. 
3.6.2. Técnica Analítica 
Os métodos utilizados para a determinação de nutrientes são métodos 
colorimétricos, isto é, são métodos que utilizam a intensidade da cor para determinar a 
concentração de determinado nutriente presente na solução. A maioria dos métodos 
utilizados em bioquímica envolve a determinação espectrofotométrica de compostos 
corados obtidos pela reação entre o composto a ser analisado e o reagente, originando um 
produto colorido. Trata-se de métodos muito específicos e muito sensíveis. A 
espectrofotometria, medida de absorção ou transmissão de luz, é uma das técnicas 
analíticas amplamente utilizadas em laboratórios. Por meio da espectrofotometria, os 
nutrientes desconhecidos de uma solução podem ser identificados pelos seus espectros 
característicos. 
Determinação de nitrito 
O método Skalar 461-031, descreve a determinação do nitrito em amostras de água 
por espectrometria de absorção molecular usando a técnica de análise de fluxo segmentado. 
O método de análise aplica-se à determinação do nitrito em amostras de água superficial 
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oceânica, costeira e de transição na gama de concentrações entre 0,100 µmol/L e 5,000 
µmol/L. Concentrações mais elevadas são determinadas por diluição apropriada da amostra. 
O método baseia-se na reação do nitrito com duas aminas aromáticas de modo a formar um 
composto azoico fortemente corado, de cor púrpura avermelhada (Borges, 2014). 
 
 
Figura 22 – Detalhe do autoanalisador de Fluxo Segmentado SKALAR Sanplus
 
. 
Determinação de nitrato+nitrito 
O método Skalar 461-031, descreve a determinação do nitrato+nitrito em amostras 
de água por espectrometria de absorção molecular usando a técnica de análise de fluxo 
segmentado e para a determinação do nitrito+nitrato por cálculo da diferença entre os 
teores em nitrato+nitrito e nitrito. O método de análise aplica-se à determinação do 
nitrato+nitrito e nitrato em amostras de água superficial oceânica, costeira e de transição na 
gama de concentrações entre 0,50 µmol L-1 e 25,00 µmol L-1. Concentrações mais elevadas 
de nitrato+nitrito são determinadas por diluição apropriada da amostra. O método de 
determinação do nitrato+nitrito baseia-se na redução do nitrato a nitrito por contacto com 
cádmio coperizado seguido da reação do nitrito com duas aminas aromáticas de modo a 
formar um composto azoico fortemente corado, de cor púrpura avermelhada (Borges, 
2014). 
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Determinação de fósforo reativo 
O método Skalar 503-010w/r, descreve a determinação do fósforo reativo em 
amostras de água por espectrometria de absorção molecular usando a técnica de análise de 
fluxo segmentado. O método de análise aplica-se à determinação do fósforo reativo em 
amostras de água superficial oceânica, costeira e de transição na gama de concentrações 
entre 0,20 µmol L-1 e 5,00 µmol L-1
Determinação de sílica reativa 
. O presente método pode sobrestimar a presença de 
orto-fosfato na amostra ao dar resposta a polifosfatos e a fósforo orgânico hidrolisável em 
meio ácido, razão pela qual o fosfato determinado por esta técnica é denominado fósforo 
reativo. O método baseia-se na formação de um complexo de antimónio, fósforo e 
molibdénio que é de seguida reduzido a um outro complexo corado de cor azul, o azul de 
molibdénio (Borges, 2014). 
O método Skalar 563-051, descreve a determinação da sílica reativa em amostras de 
água por espectrometria de absorção molecular usando a técnica de análise de fluxo 
segmentado. O método de análise aplica-se à determinação da sílica reativa em amostras de 
água superficial oceânica, costeira e de transição na gama de concentrações entre 
0,30 µmol L-1 e 15,00 µmol L-1
 
. O presente método pode sobrestimar a presença de 
monossilicatos na amostra ao dar resposta ao seu dímero, razão pela qual a sílica 
determinada por esta técnica é denominada por sílica reativa. O método baseia-se na 
formação de um complexo de sílica e molibdénio, que é de seguida reduzido a um outro 
complexo corado de cor azul (Borges, 2014). 
3.6.3. Aceitação e controlo de qualidade 
O laboratório tem definido procedimentos que estabelecem as medidas a tomar quando 
são observados valores que não cumprem os critérios de Controlo de Qualidade definidos 
para os métodos de determinação de nutrientes. 
Estes procedimentos são aplicáveis a todos os pontos estabelecidos nas Matrizes de 
Controlo de Qualidade definidas para os métodos de determinação de nutrientes (Nitrito, 
Nitrato+Nitrito, Fósforo Reativo e Sílica Reativa, de acordo com as Normas Técnicas NT.LB.01 
a NT.LB.05, respetivamente). Os procedimentos definem, para cada um dos pontos do 
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controlo de qualidade, o modo de proceder e os parâmetros de aceitação/rejeição quando 
são observados, de forma não sistemática, valores que não cumprem o definido. 
O processo de controlo pode ser subdividido em três grandes grupos: 
• Análise de materiais de referência que engloba a análise de Materiais de 
Referência Certificados (MRC) e/ou a participação em Ensaios de Comparação 
Interlaboratorial (ECI) de modo a avaliar a exatidão dos resultados fornecidos 
pelo laboratório para cada método de ensaio. A análise dos MRCs consiste na 
análise de amostras cujo valor de incerteza associada é conhecida, devendo o 
valor obtido estar contido num intervalo, geralmente definido em certificado; 
• Análise de replicados de amostras que pretende avaliar a precisão dos resultados 
fornecidos. Para cada método de ensaio encontra-se estabelecido o limite de 
repetibilidade, isto é, o valor máximo (absoluto ou relativo) admitido para 
diferenças entre replicados de amostras; 
• Análise independente de materiais de calibração/padronização que pretende 
verificar que o processo analítico se mantém sob controlo estatístico e 
contempla vários pontos: 
o Controlo da calibração: consiste na análise de um Material de Referência 
(MR) de concentração conhecida. A origem deste MR de controlo deve 
ser independente da do padrão de calibração. Em condições de rotina a 
análise deste MR deve ser efetuada a cada lote de amostras analisado. O 
resultado da calibração é indicado pelo coeficiente de correlação da reta 
que deve ter o valor mínimo de 0,9990, qualquer que seja o método de 
ensaio; 
o Brancos: trata-se da leitura de água ultrapura como amostra. Como 
critério de aceitação foi definido que o valor do branco, em módulo, não 
deverá ser superior ao limite de deteção do resptivo método; 
o Ensaios de recuperação: consiste na análise de uma amostra fortificada 
com um padrão de concentração conhecida, devendo a relação entre os 
valores da amostra fortificada e a amostra nativa estar contida no 
intervalo 90% - 110%. 
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4 – APRESENTAÇÃO E DISCUSSÃO DOS RESULTADOS 
 
Neste capítulo apresentam-se os resultados obtidos através da aplicação das 
diferentes técnicas estatísticas e a sua respetiva discussão, passando pela análise da 
qualidade dos resultados obtidos e a sua aplicabilidade. 
Para a determinação de cada analito, foram efetuados três estudos: análise da 
variabilidade interna do laboratório, análise da variabilidade interna entre analistas do 
laboratório e análise da variabilidade externa do laboratório.  
Para uma visualização geral do comportamento dos dados, foi realizada uma análise 
preliminar destes utilizando software apropriado, Excel, R e Minitab. Na análise exploratória 
calcularam-se as principais medidas de localização (média, mediana e alguns quantis de 
interesse), medidas de dispersão (máximo, mínimo, desvio-padrão, coeficiente de variação e 
desvio inter-quartis quando há muitos outliers) e as medidas de assimetria e curtose. 
 
4.1. Análise da variabilidade interna do laboratório  
 Uma das práticas usadas, no Laboratório de Química e Poluição do Meio Marinho, 
como controlo de qualidade é a análise de replicados. Os replicados são efetuados, no 
mínimo, em 5% das amostras realizadas. 
Com vista a avaliar se a distribuição das duas medições da mesma amostra difere, foi 
aplicado o teste não paramétrico de Wilcoxon (amostras emparelhadas onde a distribuição 
normal não se verifica). Este teste permite formular hipóteses sobre a distribuição F(X). 
As hipóteses estatísticas podem escrever-se como: 
H0: F(X1) = F(X2) vs H1: F(X1) ≠ F(X2). 
Aplicou-se também o teste de Levene com o objetivo de estudar a variabilidade 
interna do laboratório. 
Vamos apresentar um método para estimar a variabilidade associada ao sistema de 
medição. Neste caso, consideramos que o operador não influencia a medição, facto que nos 
leva a considerar apenas um operador. 
 A variação das medidas obtidas por um único analista, utilizando o mesmo método, 
ao medir repetidas vezes um mesmo analito de uma única amostra dá-se o nome de 
repetibilidade, tal como referido na secção anterior. 
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 O estudo da repetibilidade foi efetuado com análise de plano cruzado com várias 
amostras e apenas um analista. Os Indicadores de Capacidade de Medição (ICM) são obtidos 
através do valor de %R&R; valores < 10% estamos na presença de sistemas de medição 
aceitáveis.  
A distribuição normal é um pressuposto dos métodos utilizados na análise dos 
sistemas de medição. Quando a normalidade é assumida, sem que ela exista, o método MSA 
pode superestimar o erro do sistema de medição. A fim de evitar este erro, o primeiro passo 
a ser realizado é verificar a normalidade dos dados, que no nosso caso será a amplitude das 
medições. A normalidade deverá ser testada através de um teste de hipóteses para 
examinar se as observações seguem ou não uma distribuição normal.  
Os cálculos, para a determinação do valor da repetibilidade, são realizados através do 
Método da Análise de Variância (ANOVA).  
 
4.1.1. Nitrito (NO2) 
 A tabela apresentada no Apêndice 1A representa as quantidades de NO2 em 85 amostras de 
água salina determinadas em duplicado, recolhidas entre 2011 e 2013: 
 
Pelo teste não paramétrico de Wilcoxon, podemos concluir que as concentrações de 
NO2 não sofreram alterações estatisticamente significativas nas duas medições (Mediana X1 
= 0,242 e Mediana X2 = 0,255; p = 0,612). A Figura 23 ilustra a distribuição nas duas 
medições. 
 

















Box-plot – Duplicados (NO2) 
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O teste de Levene permite estudar a variabilidade interna do laboratório. Obtivemos 
a estatística de teste W = 3,8528x10-5
 
 (p = 0,995 > α = 0,05) donde não rejeitamos a hipótese 
de igualdade das variâncias. A figura 24 apresenta os intervalos de confiança para o desvio-
padrão dos valores duplicados. 
Figura 24 – Intervalos de confiança para o desvio-padrão dos valores duplicados na determinação de NO2. 
 
A figura seguinte (Figura 25) mostra o histograma dos dados em análise: 
 
Figura 25 – Histograma das amplitudes dos duplicados na determinação de NO2. 
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A hipótese de que os dados seguem a distribuição normal foi testada através do teste 
não paramétrico de Shapiro-Wilk; a hipótese de normalidade foi rejeitada ao nível de 
significância de 5% (p = 1,52x10-9
Procedeu-se à transformação dos dados. O valor 𝜆 mais indicado é 0 ou seja a 
transformação logarítmica. Após determinado o valor para a aplicação do método Box-Cox 
procedeu-se a transformação dos dados e a posterior análise da sua normalidade. A Figura 
26 corresponde à representação gráfica das probabilidades da Distribuição Normal para os 
dados transformados.  
 < 0,05). 
 
Figura 26 – Papel de Probabilidade - Distribuição Normal (ln (NO2)) 
Tendo analisado a normalidade dos dados (logaritmo da amplitude), podemos avaliar 
a estabilidade do sistema, isto é, vamos verificar se os resultados se encontram sob controlo 
estatístico.  
A figura seguinte (Figura 27) apresenta a carta de controlo de valores individuais 
onde podemos verificar que todos os ln(amplitudes) estão dentro dos limites de controlo. 
Assim, concluímos que o sistema de medição está estável relativamente às amplitudes entre 
duplicados.  

















Figura 27 – Carta de Controlo para os valores individuais dos dados ln(amplitudes). 
  
 Os cálculos, para a determinação do valor da repetibilidade, foram realizados através 
do Método da Análise de Variância (ANOVA) e são apresentados nas Tabelas 13, 14 e 15: 
Tabela 13 – Tabela da ANOVA para os dados transformados ln(NO2) 
 
 Verificamos que o fator Amostra teve influência significativa no estudo com p  < 0,05, 
o sistema de medição é capaz de detetar a variação natural existente existente  entre 
amostras. 
Tabela 14 – Tabela com os componentes de variação para os dados transformados ln(NO2) 
 
 A tabela de contribuição mostra que 1,29% da variação total observada é 
consequência do sistema de medição (repetibilidade). A maior parte da variação foi devida 
às amostras analisadas, 98,70% 
Tabela 15 – Tabela da Variação Total para os dados transformados ln(NO2) 
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 O Índice de Capacidade de Medição que representa a percentagem de variabilidade 
do processo apresenta um valor igual a 11,36%, pelo que o sistema de medição pode ser 
aprovado, mas necessitamos de outro indicador. 
 O ndc foi estimado como sendo igual a 12, logo este sistema de medição é capaz de 
distinguir a diferença natural existente entre as amostras. 
 Face aos resultados apresentados, estamos na presença de um sistema de medição 
aceitável. 
 
4.1.2. Nitrato + Nitrito (NOx) 
A tabela apresentada no Apêndice 1B representa as quantidades de NOx em 105 amostras 
de água salina determinadas em duplicado, recolhidas entre 2011 e 2013. 
 
As concentrações de NOx não sofreram alterações estatisticamente significativas nas 
duas medições (Mediana X1 = 5,92 e Mediana X2 = 5,83; p = 0,097 > α = 0,05). A Figura 28 
ilustra a distribuição nas duas medições.  
 
Figura 28 – Box-plot da frequência de concentrações de NOx, em medições distintas. 
 
Através do teste de Levene concluímos que as variâncias entre medidas são iguais, 
















Box-plot – Duplicados (NOx) 




Figura 29 – Intervalos de confiança para o desvio-padrão dos valores duplicados na determinação de NOx. 
 
A hipótese de que os dados referentes às amplitudes seguem a distribuição normal 
foi novamente testada através do teste não paramétrico de Shapiro-Wilk; sendo a hipótese 
de normalidade rejeitada ao nível de significância de 5%. 
A figura seguinte (Figura 30) mostra o histograma dos dados em análise: 
 
Figura 30 – Histograma das amplitudes dos duplicados na determinação de NOx. 
 
Procedeu-se à transformação dos dados. O valor 𝜆 mais indicado é 0 ou seja a 
transformação logarítmica. Após determinado o valor para a aplicação do método Box-Cox 
procedeu-se a transformação dos dados e a posterior análise da sua normalidade. A Figura 
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31 corresponde à representação gráfica das probabilidades da Distribuição Normal para os 
dados transformados.  
 
Figura 31 – Papel de Probabilidade -  Distribuição Normal (ln(NOx)). 
 
Com um nível de significância de 5% podemos concluir que a distribuição da variável 
é Normal, uma vez que p = 0,7165 > α = 0,05. 
Tendo verificado a normalidade dos dados (logaritmo da amplitude), podemos avaliar 
a estabilidade do sistema. A Figura 32 apresenta a carta de controlo de valores individuais 
onde podemos verificar que todos os ln(amplitudes) estão dentro dos limites de controlo, 
donde concluímos que o sistema de medição está estável relativamente às amplitudes entre 
duplicados.  
 
Figura 32 – Carta de Controlo para os valores individuais dos dados ln(amplitudes). 
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 Os cálculos, para a determinação do valor da repetibilidade, foram realizados através 
do Método da Análise de Variância (ANOVA) e são apresentados nas Tabelas 16, 17 e 18: 
Tabela 16 – Tabela da ANOVA para os dados transformados ln(NOx) 
 
 Verificamos que o fator Amostra teve influência significativa no estudo com p  < 0,05, 
o sistema de medição é capaz de detetar a variação natural existente  entre amostras. 
Tabela 17 – Tabela com os componentes de variação para os dados transformados ln(NOx) 
 
 A tabela de contribuição mostra que 0,89% da variação total observada é 
consequência do sistema de medição (repetibilidade). A maior parte da variação foi devida 
às amostras analisadas, 99,11% 
Tabela 18 – Tabela da Variação Total para os dados transformados ln(NOx) 
 
 O Índice de Capacidade de Medição que representa a percentagem de variabilidade 
do processo apresenta um valor igual a 9,42%. 
 O ndc foi estimado como sendo igual a 14, logo este sistema de medição é capaz de 
distinguir a diferença natural existente entre as amostras. 
 Face aos resultados apresentados, estamos na presença de um sistema de medição 
aceitável. 
 
4.1.3. Fósforo Reativo (PO4) 
A tabela apresentada no Apêndice 1C representa as quantidades de PO4 em 95 
amostras de água salina determinadas em duplicado, recolhidas entre 2011 e 2013. 
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 As concentrações de PO4 não sofreram alterações estatisticamente significativas nas 
duas medições (Mediana X1 = 0,51 = Mediana X2; p = 0,623 > α = 0,05). A Figura 33 ilustra a 
distribuição nas duas medições.  
 
Figura 33 – Box-plot da frequência de concentrações de PO4, em medições distintas. 
 
Aplicando, novamente o teste de Levene concluímos que as variâncias entre medidas 
são iguais, obtivemos a estatística de teste W = 0,001034 (p = 0,974 > α = 0,05). 
 


















Box-plot – Duplicados (PO4) 
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A Figura 35 mostra o histograma dos dados em análise: 
 
Figura 35 – Histograma das amplitudes dos duplicados na determinação de PO4. 
 
A hipótese de que os dados seguem a distribuição normal foi testada através do teste 
não paramétrico de Shapiro-Wilk; a hipótese de normalidade foi rejeitada ao nível de 
significância de 5%. Também nestes dados a transformação indicada foi a logarítmica. A 
Figura 36 atesta a normalidade dos dados transformados.  
 
Figura 36 – Papel de Probabilidade - Distribuição Normal (ln(PO4)). 
Com um nível de significância de 5% podemos concluir que a distribuição da variável 
é Normal, uma vez que p = 0,6124 > α = 0,05. 
Tendo analisado a normalidade dos dados (logaritmo da amplitude), podemos avaliar 
a estabilidade do sistema. 
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A Figura 37 apresenta a carta de controlo de valores individuais onde podemos 
verificar que todos os ln(amplitudes) estão dentro dos limites de controlo, donde concluímos 
que o sistema de medição está estável relativamente às amplitudes entre duplicados.  
 
Figura 37 – Carta de Controlo para os valores individuais dos dados ln(amplitudes). 
  
 Os cálculos, para a determinação do valor da repetibilidade, foram realizados 
através do Método da Análise de Variância (ANOVA) e são apresentados nas Tabelas 19, 20 e 
21: 
Tabela 19 – Tabela da ANOVA para os dados transformados ln(PO4) 
 
Verificamos que o fator Amostra teve influência significativa no estudo com p  < 0,05, 
o sistema de medição é capaz de detetar a variação natural existente  entre amostras. 
Tabela 20 – Tabela com os componentes de variação para os dados transformados ln(PO4) 
 
A tabela de contribuição mostra que 0,11% da variação total observada é 
consequência do sistema de medição (repetibilidade). A maior parte da variação foi devida 
às amostras analisadas, 99,89%. 
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Tabela 21 – Tabela da Variação Total para os dados transformados ln(PO4) 
 
O Índice de Capacidade de Medição que representa a percentagem de variabilidade 
do processo apresenta um valor igual a 3,31%. 
O ndc foi estimado como sendo igual a 42, logo este sistema de medição é capaz de 
distinguir a diferença natural existente entre as amostras. 
Face aos resultados apresentados, continuamos estamos na presença de um sistema 
de medição aceitável. 
 
4.1.4. Sílica Reativa (SiO2) 
A tabela apresentada no Apêndice 1D representa as quantidades de SiO2 em 76 
amostras de água salina determinadas em duplicado, recolhidas entre 2011 e 2013: 
As concentrações de SiO2 sofreram alterações estatisticamente significativas nas 
duas medições (Mediana X1 = 3,84 e Mediana X2 = 3,82; p = 0,021 < α = 0,05). A Figura 38 
ilustra a distribuição nas duas medições.  
 















Box-plot – Duplicados (SiO2) 
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Com o teste de Levene concluímos que as variâncias entre medidas são iguais, 
obtivemos a estatística de teste W = 8,304x10-5
 
 (p = 0,993 > α = 0,05). 
Figura 39 – Intervalos de confiança para o desvio-padrão dos valores duplicados na determinação de SiO2. 
 
A Figura 40 apresenta o histograma dos dados em análise: 
 
Figura 40 – Histograma das amplitudes dos duplicados na determinação de SiO2. 
 
A hipótese de que os dados seguem a distribuição normal foi testada através do teste 
não paramétrico de Shapiro-Wilk; a hipótese de normalidade foi rejeitada ao nível de 
significância de 5%. Também nestes dados a transformação indicada foi a logarítmica. A 
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Figura 41 apresenta a normalidade da distribuição dos dados transformados, pelo teste de 
Shapiro-Wilk.  
 
Figura 41 – Papel de Probabilidade - Distribuição Normal (ln(SiO2)). 
Com um nível de significância de 5% podemos concluir que a distribuição da variável 
é Normal, uma vez que p = 0,4238 > α = 0,05. 
Tendo analisado a normalidade dos dados (logaritmo da amplitude), podemos avaliar 
a estabilidade do sistema. 
A Figura 42 apresenta a carta de controlo de valores individuais onde podemos 
verificar que todos os ln(amplitudes) estão dentro dos limites de controlo, donde concluímos 
que o sistema de medição está estável relativamente às amplitudes entre duplicados.  
 
Figura 42 – Carta de Controlo para os valores individuais dos dados ln(amplitudes). 
  
Os cálculos, para a determinação do valor da repetibilidade, foram realizados através 
do Método da Análise de Variância (ANOVA) e são apresentados nas Tabelas 22, 23 e 24: 
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Tabela 22 – Tabela da ANOVA para os dados transformados ln(SiO2) 
 
Verificamos que o fator Amostra teve influência significativa no estudo com p < 0,05, 
o sistema de medição é capaz de detetar a variação natural existente existente  entre 
amostras. 
A tabela de contribuição mostra que 0,08% da variação total observada é 
consequência do sistema de medição (repetibilidade). A maior parte da variação foi devida 
às amostras analisadas, 99,92%. 
Tabela 23 – Tabela com os componentes de variação para os dados transformados ln(SiO2) 
 
O Índice de Capacidade de Medição que representa a percentagem de variabilidade 
do processo apresenta um valor igual a 2,75%. 
Tabela 24 – Tabela da Variação Total para os dados transformados ln(SiO2) 
 
O ndc foi estimado como sendo igual a 51, logo este sistema de medição é capaz de 
distinguir a diferença natural existente entre as amostras. 
Face aos resultados apresentados, continuamos na presença de um sistema de 
medição aceitável. 
 
4.2. Análise da Variabilidade Interna entre Analistas do Laboratório  
Como já foi apresentado atrás, a repetibilidade é conhecida como a variabilidade de 
“um único avaliador/técnico/analista”. A repetibilidade é a variação das medições obtidas 
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com o instrumento/técnica de medição usada várias vezes por um avaliador/ analista. 
Representa a variação inerente à técnica de análise. 
A reprodutibilidade é conhecida como a variabilidade “entre avaliadores”, ou seja, a 
reprodutibilidade é tipicamente definida como a variação das medições feitas por diferentes 
avaliadores, utilizando o mesmo instrumento/técnica de medição. 
O R&R do dispositivo de medição é uma estimativa da variação combinada da 
repetibilidade e da reprodutibilidade. Dito de outra forma, o R&R é a variância resultante da 
soma das variâncias dentro do sistema e entre sistemas. 
Os Indicadores de Capacidade de Medição (ICM) são obtidos através do valor de 
%R&R; valores < 10% estamos na presença de sistemas de medição aceitáveis.  
O objetivo da análise aqui apresentada é avaliar a estabilidade do sistema de 
medição não replicável. Os sistemas de medição não replicáveis são aqueles cujas leituras 
não podem ser repetidas em cada amostra, são os sistemas onde as amostras sofrem 
alterações durante o ensaio ou são destruídas. 
O plano hierárquico é recomendado quando os níveis do fator inferior são diferentes 
para cada nível do fator superior, esta situação acontece quando estamos na presença de 
amostras que não podem ser realizadas pelos mesmos analistas. Para isso recomenda-se 
que as amostras usadas sejam as mais aproximadas possíveis.  
Para esta avaliação, o laboratório, de Química e Poluição do Meio Marinho, 
proporcionou a recolha de 30 amostras semelhantes de água salina tendo sido analisadas 15 
amostras em duplicado por cada analista. A recolha foi efetuada na Praia do Tamariz – 
Estoril em 21 de março de 2014. As amostras não foram analisadas de imediato tendo por 
isso sido preservadas até à altura da análise no frio, a temperatura igual ou inferior a −20℃. 
As condições de realização das análises estão bem definidas, padronizadas e 
controladas – os analistas são similarmente qualificados e treinados, as instruções de 
trabalho estão detalhadas e operacionalmente definidas, os equipamentos estão calibrados 
e recebem a manutenção adequada. Na análise da secção anterior (4.1) foi verificado que o 
processo é estável. 
Na Figura 43, apresentamos o esquema hierárquico aplicado ao nosso sistema de 
medição não replicável. 




Figura 43 – Plano hierárquico com os fatores Analista e Amostra para validar o método de determinação de nutrientes. 
Por convenção, a variação de 99% tem sido usada para representar a variação “total” 
do erro de medição, representada pelo fator multiplicador 5,15 (onde o desvio padrão de 
R&R é multiplicado por 5,15 para representar a variação total de 99%). Assim, calculamos 
também a variação total do erro de medição. 
A distribuição normal é um pressuposto dos métodos utilizados na análise dos 
sistemas de medição. A fim de evitar a superestimação do erro, o primeiro passo a ser 
realizado é verificar a normalidade dos dados, que no nosso caso será a amplitude das 
medições. A normalidade deverá ser testada através de um teste de hipótese para examinar 
se as observações seguem ou não uma distribuição normal.  
Para o teste de normalidade, as hipóteses são, 
H0: dados seguem uma distribuição normal 
H1: dados não seguem uma distribuição normal. 
Os cálculos, para a determinação do valor da repetibilidade, são realizados através do 
Método da Análise de Variância (ANOVA). Como referimos anteriormente, além do 
pressuposto da normalidade dos dados, também temos de verificar o pressuposto da 
homogeneidade das variâncias. Para testar a homogeneidade das variâncias o teste de 
Levene é um dos mais potentes. As hipóteses a testar são: 
H0: σ12 = σ22 = ⋯ = σk2 vs H1: ∃ i, j: σi2 ≠ σj2 (i ≠ j; i, j = 1, … , k). 
4.2.1. Nitrito (NO2) 
A tabela com os dados, do plano hierárquico utilizado para a determinação da 
concentração de NO2, encontra-se no Apêndice 1E. Cada analista fez a análise de amostras 
diferentes, por esse motivo pode-se esperar que as amostras apresentem diferenças. 
A hipótese de que os dados seguem a distribuição normal foi testada através do teste 
não paramétrico de Shapiro-Wilk; a hipótese de normalidade não foi rejeitada ao nível de 
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A Figura 44 ilustra a análise da normalidade.  
 
Figura 44 – Análise gráfica da normalidade (NO2). 
 
Os cálculos para avaliação do sistema de medição foram realizados através do 
Método da Análise de Variância (ANOVA): 
Tabela 25 – Tabela da ANOVA para as concentrações de NO2 
 
Verificamos que o fator Amostra teve influência significativa no estudo com p < 0,05, 
o sistema de medição é capaz de detetar a variação natural existente entre as amostras. 
Verificamos também que os analistas tiveram influência significativa nos resultados 
apresentados, p-value < 0,05, podemos concluir que existem diferenças entre analistas. 
A tabela de contribuição (Tabela 26) mostra-nos que, apenas 4,52% da variação total 
observada é consequência do sistema de medição (repetibilidade). Os analistas tiveram, 
aproximadamente, 30% de contribuição na variação do sistema de medição 
(reprodutibilidade). A maior parte da variação deveu-se às amostras analisadas 65,39%. 
Tabela 26 – Tabela com os componentes de variação para as concentrações de NO2 
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O índice R&R apresenta um valor de 58,83% (Tabela 27). O ndc foi estimado como 
sendo igual a 1. 
Tabela 27 – Tabela da variação total para as concentrações de NO2 
 
O output do software apresenta, além das tabelas descritas acima, uma análise 
gráfica que passamos a descrever e a analisar. 
O gráfico de amplitude (Figura 45) apresenta uma carta de controlo para as 
amplitudes das medições dos diferentes analistas. 
 
Figura 45 – Gráfico de amplitude (NO2). 
 Pelo gráfico anterior, podemos ver que os analistas não têm variação similar. O 
analista B apresenta um ponto fora dos limites de controlo. 
 Na carta de controlo 𝑋� (Figura 46) as linhas de controlo refletem a repetibilidade do 
sistema de medição, enquanto os pontos refletem a variabilidade entre resultados. 
Amostras 




Figura 46 – Gráfico X-Barra (NO2). 
 Quando analisamos o gráfico verificamos mais uma vez que os resultados diferem 
entre analistas. 
 O gráfico por peça (Figura 47) avalia a consistência do sistema de medição em relação 
às amostras; as amostras são distintas, portanto, o sistema de medição deve identificá-las. 
Assim, as medições não devem estar alinhadas. 
 No gráfico por operador (Figura 48) comparam-se as medições efetuadas pelos dois 
analistas. E no gráfico de interações (Figura 48) verifica-se se a existência ou ausência de 
interação entre analistas e resultados.  
 




Figura 48 – Gráfico box-plot dos resultados por analista 
(NO2). 
 
 Como os analistas estão a medir a concentração de NO2 nas “mesmas amostras”, as 








Figura 49 – Gráfico de interações (NO2). 
 Verificamos que há interação entre os analistas e as amostras, uma vez que as 
medições das amostras variam de acordo com o analista. 
Pela análise efectuada, o sistema de medição é inadequado (%R&R > 10%). A 
componente de reprodutibilidade é elevada, pelo facto de recorrermos a amostras 
diferentes, mesmo que os analistas sejam idênticos. 
 Multiplicando o desvio padrão da variação total de R&R (0,0084 µmol/L) por 5,15 
obtemos a variação total do erro de medição de ±0,0433 µmol/L. 
 
4.2.2. Nitrato + Nitrito (NOx) 
A tabela do Apêndice 1F contém os dados de um plano hierárquico utilizado para a 
determinação da concentração de NOx. Cada analista fez a análise de amostras diferentes, 
por esse motivo é de esperar que as amostras apresentem diferenças. 
A hipótese de que os dados seguem a distribuição foi testada através do teste não 
paramétrico de Shapiro-Wilk; a hipótese de normalidade foi rejeitada ao nível de 
significância de 5%. Após determinado o valor para a aplicação do método Box-Cox,  O valor 
𝜆 mais indicado é -2,5, procedeu-se a transformação dos dados e a posterior análise da sua 
normalidade. A Figura 49 ilustra a análise da normalidade dos dados transformados. 
Amostras 




Figura 50 – Análise gráfica da normalidade (NOx). 
Com um nível de significância de 5% podemos concluir que a distribuição das 
concentrações de NOx segue a distribuição Normal, uma vez que p = 0,1230. 
 
Os cálculos para avaliação do sistema de medição foram realizados através do 
Método da Análise de Variância (ANOVA): 
Tabela 28 – Tabela da ANOVA para as concentrações de NOx 
 
Verificamos que o fator Amostra teve influência significativa no estudo com p  < 0,05, 
isto é, sistema de medição é capaz de detetar a variação natural existente entre as amostras. 
Verificamos também que os analistas não tiveram influência significativa nos resultados 
apresentados, p = 0,348, podemos concluir que não existe diferença entre analistas. 
A tabela de contribuição (Tabela 29) mostra-nos que, apenas 4,52% da variação total 
observada é consequência do sistema de medição (repetibilidade). Os analistas tiveram, 
aproximadamente, 17,35% de contribuição na variação do sistema de medição 
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Tabela 29 – Tabela com os componentes de variação para as concentrações de NOx 
 
O índice R&R apresenta um valor de 41,66% (Tabela 30). O ndc foi estimado como 
sendo igual a 3. 
Tabela 30 – Tabela da variação total para as concentrações de NOx 
 
A análise gráfica (Figura 51) permite-nos verificar que os analistas apresentam 
diferenças nas amplitudes das suas medições.  
As amostras são distintas e essa diferença é identificada pelo sistema de medição, 
isto é, as medições não estão alinhadas (gráfico por peça).  
No gráfico por operador comparam-se as medições efetuadas pelos dois analistas; no 
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𝜆 encontrado foi -2,5, procedeu-se a transformação dos dados e a posterior análise da sua 
normalidade. A Figura 52 mostra a análise dos dados transformados. 
 
Figura 52 – Análise gráfica da normalidade, dos dados transformados (PO4). 
 
Com uma probabilidade de erro e 5% podemos concluir que a distribuição das 
concentrações transformadas de PO4 segue a distribuição Normal (p = 0,4590). 
 
Os cálculos para avaliação do sistema de medição foram realizados através do 
Método da Análise de Variância (ANOVA): 
Tabela 31 – Tabela da ANOVA para as concentrações de PO4 (transformados) 
 
Verificamos que o fator Amostra teve influência significativa no estudo com p < 0,05, 
isto é, o sistema de medição é capaz de detetar a variação natural existente entre as 
amostras. Verificamos também que os analistas não tiveram influência significativa nos 
resultados apresentados, p = 0,248, podemos concluir que não existe diferença entre os 
analistas. 
A tabela de contribuição (Tabela 32) mostra-nos que, apenas 9,58% da variação total 
observada é consequência do sistema de medição (repetibilidade). Os analistas tiveram, 
aproximadamente, 3,11% de contribuição na variação do sistema de medição 
(reprodutibilidade). A maior parte da variação deveu-se às amostras analisadas 87,31%. 
 
 















Tabela 32 – Tabela com os componentes de variação para as concentrações de PO4 
(transformados) 
 
O índice R&R apresenta um valor de 35,63% (Tabela 33). O ndc foi estimado como 
sendo igual a 3. 
Tabela 33 – Tabela da variação total para as concentrações de PO4 (transformados) 
 
A análise gráfica (Figura 53) permite-nos verificar que os analistas apresentam poucas 
diferenças nas amplitudes das suas medições. 
As amostras são distintas e essa diferença é identificada pelo sistema de medição, 
isto é, as medições não estão alinhadas (gráfico por peça). 
No gráfico por operador comparam-se as medições efetuadas pelos dois analistas; no 
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significância de 5%. Após determinado o valor para a aplicação do método Box-Cox,  O valor 
𝜆 encontrado foi -2,5, procedeu-se a transformação dos dados e a posterior análise da sua 
normalidade. A Figura 53 mostra a análise dos dados transformados. 
 
Figura 54 – Análise gráfica da normalidade, dos dados transformados (SiO2). 
Com um nível de significância de 5% podemos concluir que a distribuição das 
concentrações transformadas de SiO2 segue a distribuição Normal (p = 0,5914). 
 
Os cálculos para avaliação do sistema de medição foram realizados através do 
Método da Análise de Variância (ANOVA): 
Tabela 34 – Tabela da ANOVA para as concentrações de SiO2 (transformados) 
 
Verificamos que o fator Amostra teve influência significativa no estudo com p < 0,05. 
Verificamos também que os analistas não tiveram influência significativa nos resultados 
apresentados, p = 0,419, podemos concluir que não existe diferença entre os analistas. 
A tabela de contribuição (Tabela 35) mostra-nos que 45,14% da variação total 
observada é consequência do sistema de medição (repetibilidade). Os analistas não tiveram 
contribuição na variação do sistema de medição (reprodutibilidade). A maior parte da 
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Tabela 35 – Tabela com os componentes de variação para as concentrações de SiO2 
(transformados) 
 
O índice R&R apresenta um valor de 67,19% (Tabela 36). O ndc foi estimado como 
sendo igual a 1. 
Tabela 36 – Tabela da variação total para as concentrações de SiO2 (transformados) 
 
A análise gráfica (Figura 55) permite-nos verificar que os analistas apresentam poucas 
diferenças nas amplitudes das suas medições. 
As amostras são distintas e essa diferença é identificada pelo sistema de medição, 
isto é, as medições não estão alinhadas (gráfico por peça). 
No gráfico por operador comparam-se as medições efetuadas pelos dois analistas; no 















nutrientes  em  águas  salinas.  Os  dados  aqui  tratados  foram  obtidos  nos  ensaios  de 
comparação interlaboratorial Quasimeme no período de Abril de 2010 a Abril de 2013. 
O  objetivo  é  fazer  um  estudo  R&R  para  determinar  se  existem  diferenças 
significativas entre os  resultados obtidos pelo  IH e um  laboratório de  referência, para  tal 
foram  estudados  os  resultados  obtidos  pelo  IH  e  pelo  Quasimeme,  nos  Ensaios  de 
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Um estudo de análise da variabilidade externa passa por três grandes fases: 
 - análise estatística preliminar; 
 - determinação do índice R&R e análise de tendências; 
 - avaliação da capacidade do processo. 
A distribuição normal é um pressuposto dos métodos utilizados na análise dos 
sistemas de medição. Assim, a normalidade deverá ser testada através de um teste de 
hipótese para examinar se as observações seguem ou não uma distribuição normal.  
Os cálculos, para a determinação do valor da repetibilidade e reprodutibilidade, são 
realizados através do Método da Análise de Variância (ANOVA), como mencionado 
anteriormente, além do pressuposto da normalidade dos dados, também temos de verificar 
o pressuposto da homogeneidade das variâncias. Para testar a homogeneidade das 
variâncias aplicamos o teste de Levene.  
 
4.3.1. Análise estatística preliminar 
A Figura 56 apresenta o histograma dos resultados z-score: 
 
Figura 56 – Histograma dos resultados z-score do analito Nitrito. 
A hipótese de que os dados seguem a distribuição normal foi confirmada através do 
teste não paramétrico de Shapiro-Wilk; a hipótese de normalidade foi aceite ao nível de 
significância de 5% (W = 0,97 com p = 0,6687 > 0,05). 




Figura 57 – Análise gráfica da normalidade (z-score). 
 
 Foram ainda encontradas as principais estatísticas descritivas: 
Tabela 37 – Principais estatísticas descritivas. 
Estatísticas Descritivas 













Para avaliar a igualdade das medições dos dois laboratórios recorreu-se ao teste não 
paramétrico de Wilcoxon. 
Podemos afirmar que não existe diferença significativa na distribuição das 
concentrações encontradas pelos dois laboratórios (W = 600; p = 0,89 > 0,05). Esta conclusão 
é verificada pela Figura 58. 























Foi  também  determinado  o  coeficiente  de  correlação  entre  os  valores  de  Nitrito 
obtidos no IH e os valores de referência. A Figura 60 mostra a existência de correlação direta 
quase perfeita, com coeficiente de correlação igual a 0,99. 
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Figura 60 – Correlação entre os valores obtidos pelo IH e Quasimeme. 
 
4.3.2. Determinação do índice R&R e Análise de tendências 
Após a verificação da normalidade dos dados, podemos avaliar a estabilidade do 
sistema, ou seja, vamos verificar se os resultados se encontram sob controlo estatístico. 
A Figura 60 apresenta a carta de controlo para valores individuais onde podemos 
verificar a existência de dois valores fora dos limites de controlo, as amostras 10 e 17, no 
entanto não foram encontradas causas especiais para estas amostras. 
 
Figura 61 – Carta de controlo para valores individuais dos z-scores (NO2). 
 
Os cálculos para avaliação do sistema de medição foram realizados através do 
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Tabela 38 – Tabela da ANOVA (2 fatores) para os z-scores de NO2 
 
O fator amostra teve influência significativa no estudo (p < 0,001), portanto, o 
sistema de medição é capaz de detetar a variação natural existente entre amostras. 
Observa-se, ainda, que o fator Laboratórios teve influência significativa nos 
resultados apresentados (p = 0,0034 < 0,05). 
As Tabelas 39 e 40 apresentam, respectivamente, a contribuição na variação do 
sistema de medição e o índice R&R. 
Tabela 39 – Tabela de Contribuição para os z-scores de NO2 
 
Os laboratórios tiveram contribuição muito pequena na variação do sistema de 
medição (0,0064%). A maior parte da variação deveu-se às amostras analisadas (99,97%). 
Tabela 40 – Tabela da Variação Total para os z-scores de NO2 
 
O índice R&R apresenta um valor igual a 1,78% o que nos indica que estamos na 








  Para  verificar  se  o  processo  é  capaz  de  atender  às  especificações  recorreu‐se  ao 





A  Figura  62  apresenta  os  índices  de  capacidade  do  processo  para  distribuições 




















Após  os  resultados  obtidos,  e  como  Cp  >  Cp  k,  interessa  saber  se  o  sistema  de 
medição apresenta alguma tendência. O gráfico de tendência (Figura 63) mostra que muitos 
pontos têm tendência fora dos limites de confiança.  































Após  se  verificar  se  o  processo  se  encontra  sob  controlo  estatístico  e  apresenta 
capacidade para produzir de acordo com a sua especificação, prosseguiu‐se para a Fase II do 
controlo estatístico do processo. 
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Os valores obtidos encontram-se fora de controlo estatístico, no entanto, não foram 
identificadas as possíveis causas uma vez que estes se encontram dentro das especificações. 
Para a Fase I, construímos também a carta de controlo EWMA: 
 
 Figura 65 – Carta EWMA para os valores z-score (NO2). 
 
Observamos que existem evidências de que o processo analisado se encontra fora de 
controlo estatístico. As amostras 8, 9, 10 e 11 apresentam-se acima dos limites de controlo; 
as amostras 18, 19, 20, 21, 22 e 29 encontram-se abaixo dos limites de controlo. Também 
podemos verificar a existência de tendência, uma vez que os pontos apresentam-se durante 
alguns períodos acima ou abaixo dos limites de controlo. 
 
4.4. Estudo de Autocorrelação entre os resultados dos ECI 
Nesta secção verificam-se as hipóteses de independência da variável z-score (dados 
apresentados na tabela do Apendice 1I). Posteriormente, procede-se à estimação do modelo 
ARIMA (p,d,q), aplicando-se posteriormente a carta EWMA para os resíduos de z-score com 
o objetivo de verificar se o processo está, ou não, sob controlo estatístico. 
 
A função de autocorrelação amostral avalia se a distribuição de probabilidade dos 
valores z-score se comportam como variável aleatória independente. As Figuras 66 e 67 
representam, respetivamente, a função de autocorrelação e a função de autocorrelação 








Uma das  suposições que  se  faz a  respeito de uma  série  temporal é a de que ela é 
estacionária, ou seja, que se desenvolve no tempo aleatoriamente em redor de uma média 






modelo do  tipo ARIMA  (1, 1, 1).  Logo o modelo ajustado, da  série  temporal, que mais  se 
adequa ao comportamento dos z‐scores pode ser escrito na forma:  
Xt ‐ 0,6211Xt‐1 = ‐ 0,9554et‐1. 


















Função de Autocorrelação z-score















Função de Autocorrelação Parcial do z-score































Função de Autocorrelação dos Resíduos do z-score


























Carta EWMA para os Resíduos do z-score
 
  Figura 71 – Carta EWMA dos resíduos. 
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5 – CONCLUSÕES E RECOMENDAÇÕES 
 
 O objetivo deste estudo era analisar dados de ensaios de comparação 
interlaboratorial realizados no Instituto Hidrográfico relativos à determinação de nutrientes 
em águas salinas. 
 Para esse efeito foram aplicadas técnicas estatísticas oriundas de procedimentos 
laboratoriais, cartas de controlo e estudo da capacidade dos processos. Também se avaliou 
um sistema de medição não replicável através de estudos de repetibilidade e 
reprodutibilidade. 
 A análise iniciou-se com o estudo da variabilidade interna do laboratório com a 
avaliação da repetibilidade (variação das medidas obtidas por um único analista, utilizando o 
mesmo método, ao medir repetidas vezes o mesmo analito).  
 Após a verificação da normalidade dos dados e de que estávamos na presença de um 
sistema de medição estável, concluímos esta na presença de sistemas de medição aceitáveis.   
Os resultados encontrados no estudo da variabilidade interna podem ser resumidos 
na tabela seguinte (Tabela 41): 







Nitrito 11,36% 12 Sistema Aceitável 
Nitrito + Nitrato 9,42% 14 Sistema Aceitável 
Fósforo Reativo 3,31% 42 Sistema Aceitável 
Sílica Reativa 2,75% 51 Sistema Aceitável 
 
 A análise da variabilidade interna entre analistas foi efetuada através do estudo da 
reprodutibilidade (variabilidade entre analistas/avaliadores). Foi também calculado o valor 
do índice de R%R. Neste caso recorreu-se ao plano hierárquico uma vez que os analistas 
analisaram amostras “diferentes”. 
Os resultados encontrados no estudo da variabilidade interna entre analistas podem 
ser resumidos na tabela seguinte (Tabela 42): 
 
Controlo estatístico de qualidade em ensaios laboratoriais: caso particular de nutrientes em águas salinas 
114 
 
Tabela 42 – Tabela dos valores de R&R obtidos 
Método de 
Determinação R&R ndc Decisão 
Variação total 
de erro de 
medição 
Nitrito 58,83% 1 Sistema não Aceitável ±0,0433 µmol/L 
Nitrito + Nitrato 41,66% 3 Sistema não Aceitável 
± 1,55×10-3 
µmol/L 
Fósforo Reativo 35,63% 3 Sistema não Aceitável ±0,0906 µmol/L 




 Verificámos que em ambos os casos o fator Amostra teve influência significativa no 
resultado das análises. 
 A variabilidade externa do laboratório foi estudada recorrendo aos dados obtidos nos 
ensaios de comparação interlaboratorial, z-score, para a determinação do analito nitrito. 
Este estudo passou por três fases: análise estatística preliminar, determinação do índice R&R 
e análise de tendências e a avaliação da capacidade do processo. 
A hipótese da igualdade das medições dos dois laboratórios foi verificada pelo teste 
não-paramétrico de Wilcoxon. O índice R&R apresentou um valor igual a 1,78% o que nos 
indica que estamos na presença de um sistema de medição aceitável. Através da análise da 
carta de controlo, foi possível ver que o processo não se encontra sob controlo estatístico, 
uma vez que ocorreram dois pontos fora de controlo, no entanto não foram encontradas 
causas especiais para esses resultados. Foram calculados os índices de capacidade do processo 
para distribuições normais. O resultado foi um processo seis-sigma com índice Cpk de 3,5. 
Foi possível a construção de cartas de controlo para verificar a aplicabilidade do 
controlo estatístico ao processo. A carta EWMA apontou que o processo está fora de 
controlo estatístico. Constatou-se que esta carta possui um bom desempenho na deteção de 
instabilidades em processos com pequenos desvios de serem apontados pelas cartas 
tradicionalmente utilizadas, como as cartas Shewhart. 
Verificaram-se as hipóteses de independência da variável z-score. Posteriormente, 
procede-se à estimação do modelo ARIMA (1,1,1), aplicando-se posteriormente a carta 
EWMA para os resíduos dos z-scores e verificou-se que o processo está sob controlo 
estatístico. 
Deste modo será possível tentar implementar novamente o controlo estatístico, 
recorrendo às cartas EWMA, além disso, sugere-se a aplicação de modelos ARIMA (p, d, q) 
para a obtenção de resultados positivos que vão ao encontro da política da qualidade da 
organização e consequentes requisitos do cliente. 
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O índice R&R é dinâmico e como tal requer a sua revisão, ou seja efetuar o seu 
cálculo em intervalos periódicos. Apesar de não garantir a exatidão, a sua aplicação é muito 
útil no controlo da qualidade dos resultados analíticos e na validação de resultados. É 
desejável associar este índice a diferentes tipos de equipamentos, duplicados ou repetições, 
operadores e metodologias aplicadas às medições. 
Do exemplo da aplicação dos índices de capacidade do processo (CEP), observou-se 
que se trata de uma ferramenta necessária, tanto na melhoria como na validação dos 
processos analíticos. Dessa forma, pode-se afirmar que no âmbito das análises laboratoriais, 
o CEP é uma ferramenta de aplicação simples, capaz de permitir uma maior compreensão do 
processo, possibilitando muitas vezes rápidas ações de controlo, rica nos resultados que 
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APÊNDICE 1 A – Dados duplicados referentes à determinação de NO2 
(µmol/L) 
 
Amostra Dupl 1 (X1) 
Dupl 2 
(X2) Amplitude  
1 0,673 0,688 0,016 
2 0,235 0,238 0,003 
3 0,356 0,352 0,003 
4 0,142 0,135 0,006 
5 0,280 0,273 0,007 
6 1,088 1,096 0,008 
7 0,718 0,721 0,003 
8 0,046 0,049 0,003 
9 0,087 0,081 0,007 
10 0,065 0,058 0,007 
11 0,856 0,853 0,003 
12 0,023 0,032 0,010 
13 0,047 0,041 0,006 
14 0,025 0,028 0,003 
15 0,053 0,050 0,004 
16 0,038 0,047 0,010 
17 1,171 1,176 0,005 
18 1,224 1,222 0,003 
19 0,868 0,870 0,001 
20 0,001 0,007 0,006 
21 0,719 0,722 0,003 
22 0,710 0,716 0,006 
23 2,821 2,823 0,002 
24 3,566 3,561 0,005 
25 1,047 1,033 0,013 
26 0,023 0,019 0,004 
27 0,525 0,521 0,004 
28 0,546 0,552 0,006 
29 0,517 0,516 0,001 
30 0,550 0,538 0,013 
31 0,777 0,781 0,003 
32 0,349 0,350 0,001 
33 0,316 0,315 0,001 
34 0,023 0,029 0,006 
35 0,201 0,202 0,001 
36 3,510 3,513 0,003 
37 0,216 0,219 0,003 
38 3,415 3,401 0,014 
39 3,521 3,513 0,008 
40 0,240 0,232 0,008 
41 3,399 3,426 0,027 
42 0,658 0,660 0,002 
43 0,223 0,220 0,004 
44 0,235 0,235 0,001 
45 0,199 0,202 0,003 
46 0,024 0,021 0,003 
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47 1,516 1,531 0,016 
48 0,854 0,837 0,017 
49 0,224 0,220 0,003 
50 0,088 0,078 0,010 
51 0,071 0,064 0,006 
52 0,099 0,101 0,002 
53 0,229 0,231 0,003 
54 0,089 0,095 0,006 
55 0,276 0,263 0,013 
56 0,170 0,166 0,004 
57 0,073 0,073 0,001 
58 0,731 0,734 0,003 
59 1,024 1,026 0,002 
60 0,014 0,008 0,007 
61 0,149 0,152 0,003 
62 0,592 0,596 0,004 
63 0,297 0,297 0,001 
64 0,009 0,006 0,003 
65 1,565 1,567 0,001 
66 3,622 3,640 0,018 
67 0,340 0,345 0,006 
68 0,150 0,156 0,006 
69 0,200 0,191 0,009 
70 0,220 0,223 0,002 
71 0,248 0,255 0,007 
72 0,242 0,260 0,018 
73 0,173 0,172 0,001 
74 0,133 0,139 0,006 
75 0,189 0,182 0,007 
76 0,860 0,858 0,002 
77 0,044 0,046 0,002 
78 0,048 0,031 0,017 
79 0,716 0,711 0,005 
80 0,355 0,358 0,003 
81 2,020 2,023 0,002 
82 6,916 6,889 0,027 
83 0,191 0,180 0,011 
84 0,038 0,017 0,021 













APÊNDICE 1 B – Dados duplicados referentes à determinação de NOx 
(µmol/L) 
 
Amostra Dupl 1 (X1) 
Dupl 2 
(X2) Amplitude  
1 10,77 11,05 0,28 
2 7,18 7,17 0,01 
3 10,97 11,06 0,09 
4 5,92 5,62 0,30 
5 9,77 9,55 0,22 
6 22,17 22,10 0,07 
7 12,25 12,18 0,07 
8 0,45 0,41 0,04 
9 0,29 0,52 0,24 
10 19,74 20,36 0,62 
11 0,27 0,18 0,09 
12 0,85 0,72 0,13 
13 0,22 0,22 0,01 
14 0,63 0,61 0,02 
15 0,17 0,18 0,01 
16 0,17 0,14 0,04 
17 3,74 3,75 0,01 
18 6,07 5,97 0,10 
19 5,26 5,20 0,06 
20 13,13 13,15 0,02 
21 0,38 0,17 0,22 
22 7,61 7,64 0,03 
23 3,28 3,22 0,06 
24 17,22 17,23 0,02 
25 18,97 18,98 0,01 
26 5,85 5,83 0,02 
27 0,10 0,12 0,03 
28 13,94 13,93 0,01 
29 12,53 12,56 0,03 
30 4,21 4,31 0,10 
31 4,73 4,71 0,02 
32 4,08 4,07 0,01 
33 15,19 14,78 0,41 
34 5,08 5,06 0,01 
35 6,58 6,57 0,01 
36 7,80 7,77 0,02 
37 12,83 12,89 0,06 
38 64,78 64,71 0,07 
39 64,01 63,96 0,05 
40 3,74 3,64 0,09 
41 23,24 23,12 0,11 
42 22,35 22,50 0,15 
43 4,03 3,99 0,04 
44 21,92 21,94 0,02 
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45 22,75 22,80 0,05 
46 22,20 22,13 0,07 
47 3,68 3,59 0,09 
48 24,39 24,47 0,08 
49 14,97 14,93 0,04 
50 4,49 4,55 0,06 
51 3,36 3,33 0,03 
52 9,12 9,16 0,04 
53 3,62 3,55 0,07 
54 1,05 1,08 0,03 
55 15,01 14,92 0,09 
56 13,69 13,69 0,01 
57 1,04 1,07 0,03 
58 2,56 2,53 0,04 
59 1,45 1,44 0,01 
60 5,05 5,12 0,07 
61 1,12 1,13 0,01 
62 2,96 2,92 0,04 
63 2,26 2,24 0,02 
64 2,71 2,69 0,02 
65 3,79 3,80 0,01 
66 11,46 11,45 0,01 
67 25,39 25,43 0,04 
68 27,59 27,60 0,01 
69 0,36 0,20 0,15 
70 4,13 4,30 0,17 
71 2,99 2,92 0,07 
72 4,58 4,39 0,19 
73 4,16 4,13 0,02 
74 0,37 0,08 0,30 
75 2,65 2,64 0,02 
76 0,11 0,13 0,02 
77 25,36 25,62 0,26 
78 22,52 22,36 0,16 
79 3,13 3,09 0,04 
80 5,77 5,80 0,03 
81 7,22 7,17 0,05 
82 7,83 7,86 0,02 
83 13,08 12,97 0,11 
84 11,17 11,19 0,02 
85 4,83 4,85 0,02 
86 9,75 9,90 0,15 
87 11,82 11,69 0,14 
88 9,25 9,28 0,02 
89 4,19 4,23 0,04 
90 10,45 10,46 0,01 
91 10,63 10,55 0,08 
92 12,98 13,24 0,27 
93 8,71 8,72 0,02 
94 3,25 3,21 0,04 
95 25,98 25,91 0,07 
96 4,30 4,27 0,04 
97 0,01 0,03 0,01 
98 0,01 0,01 0,00 
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99 7,80 7,76 0,04 
100 14,46 14,51 0,06 
101 14,07 14,14 0,07 
102 2,12 2,12 0,01 
103 18,87 18,85 0,03 
104 11,70 11,86 0,17 
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APÊNDICE 1 C – Dados duplicados referentes à determinação de PO4 
(µmol/L) 
 
Amostra Dupl 1 (X1) 
Dupl 2 
(X2) Amplitude  
1 0,844 0,837 0,007 
2 0,759 0,758 0,001 
3 0,477 0,465 0,012 
4 0,880 0,868 0,012 
5 2,672 2,694 0,022 
6 3,131 3,211 0,080 
7 0,268 0,265 0,003 
8 0,147 0,140 0,007 
9 4,070 4,058 0,013 
10 0,136 0,138 0,002 
11 0,119 0,120 0,001 
12 0,139 0,136 0,003 
13 0,139 0,125 0,014 
14 0,169 0,182 0,013 
15 0,103 0,105 0,002 
16 0,476 0,471 0,005 
17 0,636 0,626 0,010 
18 0,562 0,555 0,007 
19 0,243 0,256 0,013 
20 4,473 4,504 0,031 
21 0,125 0,122 0,003 
22 0,909 0,931 0,021 
23 0,507 0,506 0,002 
24 4,152 4,327 0,175 
25 7,011 7,031 0,020 
26 0,620 0,611 0,009 
27 0,054 0,037 0,017 
28 4,489 4,576 0,087 
29 3,320 3,361 0,042 
30 4,266 4,339 0,074 
31 0,349 0,344 0,005 
32 0,513 0,511 0,002 
33 0,407 0,406 0,001 
34 4,426 4,520 0,094 
35 0,516 0,518 0,002 
36 0,571 0,574 0,002 
37 3,146 3,159 0,013 
38 0,862 0,854 0,008 
39 0,757 0,754 0,003 
40 0,140 0,117 0,023 
41 0,156 0,138 0,018 
42 0,127 0,099 0,028 
43 0,359 0,355 0,004 
44 4,135 4,133 0,002 
45 3,960 3,932 0,028 
46 0,317 0,311 0,006 
47 4,063 4,074 0,011 
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48 3,920 3,941 0,020 
49 3,947 3,942 0,004 
50 0,329 0,292 0,037 
51 4,197 4,193 0,004 
52 3,253 3,278 0,024 
53 0,349 0,346 0,003 
54 0,327 0,334 0,006 
55 0,105 0,106 0,001 
56 0,199 0,207 0,007 
57 0,144 0,130 0,015 
58 1,430 1,402 0,028 
59 2,882 2,887 0,005 
60 0,323 0,305 0,019 
61 0,125 0,140 0,015 
62 0,174 0,197 0,024 
63 0,116 0,116 0,001 
64 0,212 0,228 0,016 
65 0,430 0,435 0,005 
66 0,312 0,314 0,002 
67 0,572 0,568 0,004 
68 0,163 0,166 0,003 
69 2,267 2,270 0,003 
70 3,687 3,698 0,011 
71 0,158 0,147 0,011 
72 0,563 0,561 0,001 
73 0,122 0,120 0,002 
74 0,411 0,415 0,004 
75 0,104 0,108 0,004 
76 3,270 3,301 0,032 
77 4,276 4,287 0,011 
78 0,300 0,295 0,005 
79 0,170 0,173 0,002 
80 0,225 0,228 0,004 
81 0,235 0,230 0,004 
82 0,260 0,249 0,011 
83 0,341 0,346 0,005 
84 0,907 0,922 0,015 
85 0,344 0,338 0,006 
86 0,745 0,819 0,073 
87 3,763 3,807 0,044 
88 2,708 2,634 0,073 
89 2,121 2,138 0,016 
90 3,880 3,797 0,083 
91 5,542 5,426 0,115 
92 0,250 0,241 0,009 
93 1,180 1,173 0,007 
94 2,730 2,748 0,018 
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APÊNDICE 1 D – Dados duplicados referentes à determinação de SiO2 
(µmol/L) 
 
Amostra Dupl 1 (X1) 
Dupl 2 
(X2) Amplitude 
1 0,423 0,435 0,012 
2 0,348 0,382 0,034 
3 35,198 35,194 0,004 
4 5,395 5,401 0,006 
5 2,289 2,250 0,039 
6 5,047 5,003 0,044 
7 2,919 2,902 0,017 
8 5,329 5,271 0,058 
9 2,545 2,436 0,109 
10 2,322 2,331 0,009 
11 1,175 1,150 0,025 
12 4,095 4,107 0,012 
13 1,535 1,517 0,018 
14 8,924 9,000 0,075 
15 1,700 1,678 0,022 
16 1,908 1,874 0,034 
17 1,691 1,712 0,021 
18 3,789 3,779 0,010 
19 5,431 5,466 0,035 
20 5,386 5,360 0,026 
21 90,44 89,75 0,70 
22 0,77 0,77 0,01 
23 4,93 4,96 0,02 
24 2,14 2,10 0,04 
25 27,93 27,66 0,26 
26 44,93 45,16 0,23 
27 9,28 9,14 0,14 
28 5,87 5,90 0,02 
29 77,75 76,75 1,00 
30 1,92 1,97 0,05 
31 2,27 2,24 0,03 
32 2,10 2,08 0,01 
33 70,21 68,85 1,36 
34 5,08 5,06 0,01 
35 3,67 3,66 0,01 
36 3,60 3,57 0,03 
37 18,40 18,98 0,58 
38 5,40 5,16 0,24 
39 3,29 3,55 0,26 
40 3,48 3,31 0,17 
41 18,71 18,61 0,11 
42 21,35 20,58 0,76 
43 2,04 2,19 0,16 
44 17,10 17,04 0,06 
45 16,87 17,17 0,30 
46 17,64 17,59 0,04 
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47 1,65 1,63 0,01 
48 16,36 16,51 0,15 
49 7,66 7,95 0,29 
50 3,08 3,21 0,12 
51 3,89 3,86 0,03 
52 1,67 1,63 0,04 
53 7,09 7,15 0,06 
54 2,02 2,03 0,01 
55 1,61 1,64 0,03 
56 0,98 0,98 0,00 
57 1,14 1,14 0,003 
58 16,48 16,37 0,114 
59 1,74 1,73 0,011 
60 4,67 4,68 0,009 
61 0,27 0,25 0,017 
62 1,58 1,48 0,095 
63 0,41 0,29 0,124 
64 2,57 2,49 0,076 
65 2,60 2,58 0,019 
66 4,38 4,40 0,019 
67 4,77 4,67 0,103 
68 14,93 14,92 0,006 
69 4,04 3,99 0,056 
70 2,05 2,01 0,039 
71 16,14 16,09 0,049 
72 56,42 57,66 1,239 
73 2,15 2,04 0,107 
74 11,46 11,34 0,115 
75 10,39 10,35 0,043 
76 1,53 1,50 0,023 
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APÊNDICE 1 E – Dados da concentração de NO2 (µmol/L)  
 
Amostra Dupl. 1 Dupl. 2 Amplitude Operador 
1 0,275 0,279 0,004459554 A 
2 0,280 0,285 0,004513793 A 
3 0,282 0,290 0,008044874 A 
4 0,283 0,279 0,003456535 A 
5 0,304 0,304 2,55152E-05 A 
6 0,293 0,293 3,70132E-05 A 
7 0,319 0,316 0,003686039 A 
8 0,281 0,281 0,000232876 A 
9 0,284 0,284 0,000234947 A 
10 0,290 0,282 0,007094393 A 
11 0,278 0,278 0,000512415 A 
12 0,313 0,316 0,003131838 A 
13 0,308 0,305 0,003544757 A 
14 0,301 0,304 0,003131967 A 
15 0,292 0,292 0,000231237 B 
16 0,310 0,307 0,003333481 B 
17 0,307 0,304 0,003329202 B 
18 0,303 0,303 0,000127257 B 
19 0,313 0,300 0,01363133 B 
20 0,323 0,320 0,003507716 B 
21 0,304 0,303 0,000449651 B 
22 0,300 0,296 0,003885958 B 
23 0,299 0,302 0,002988602 B 
24 0,305 0,301 0,003648242 B 
25 0,318 0,321 0,003092852 B 
26 0,286 0,289 0,002735542 B 
27 0,315 0,311 0,004122306 B 
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APÊNDICE 1 F – Dados da concentração de NOx (µmol/L) 
 
Amostra Dupl. 1 Dupl. 2 Amplitude Operador 
1 9,198 7,951 1,2464491 A 
2 8,463 7,492 0,9704578 A 
3 8,336 9,011 0,674885 A 
4 6,714 6,675 0,0387051 A 
5 7,212 7,216 0,0041715 A 
6 7,127 7,049 0,0779632 A 
7 9,104 9,157 0,0529864 A 
8 6,754 6,719 0,0349256 A 
9 6,859 6,913 0,0541388 A 
10 7,676 7,566 0,1102602 A 
11 7,391 7,327 0,0644058 A 
12 8,322 7,671 0,650666 A 
13 9,312 9,325 0,0125207 A 
14 9,422 9,568 0,1451573 A 
15 9,053 8,618 0,4345233 A 
16 6,802 6,983 0,1811216 B 
17 7,670 7,541 0,1297514 B 
18 7,753 8,029 0,2762301 B 
19 7,570 7,561 0,0087036 B 
20 7,472 9,012 1,5399985 B 
21 11,972 11,702 0,2707555 B 
22 7,354 7,541 0,1874031 B 
23 7,274 7,820 0,5465073 B 
24 8,560 8,050 0,5108296 B 
25 8,955 8,855 0,1003319 B 
26 8,831 7,543 1,2880898 B 
27 17,209 9,186 8,0230041 B 
28 7,102 7,179 0,0770349 B 
29 8,903 8,362 0,5409197 B 
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APÊNDICE 1 G – Dados da concentração de PO4 (µmol/L) 
 
Amostra Dupl. 1 Dupl. 2 Amplitude Operador 
1 0,542 0,442 0,099805502 A 
2 0,495 0,441 0,053617832 A 
3 0,430 0,437 0,006626932 A 
4 0,536 0,531 0,00501618 A 
5 0,539 0,511 0,027911969 A 
6 0,558 0,576 0,018001689 A 
7 0,463 0,462 0,000797088 A 
8 0,450 0,453 0,00307521 A 
9 0,472 0,471 0,000778846 A 
10 0,461 0,451 0,009981688 A 
11 0,449 0,445 0,004092137 A 
12 0,445 0,437 0,00794373 A 
13 0,523 0,510 0,013187168 B 
14 0,496 0,499 0,00303948 B 
15 0,645 0,634 0,011119929 B 
16 0,432 0,437 0,004275258 B 
17 0,429 0,437 0,008220712 B 
18 0,456 0,452 0,003452347 B 
19 0,403 0,402 0,000898962 B 
20 0,434 0,431 0,002756316 B 
21 0,454 0,453 0,000771401 B 
22 0,388 0,393 0,00493333 B 
23 0,483 0,498 0,014529707 B 
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APÊNDICE 1 H – Dados da concentração de SiO2 (µmol/L) 
 
Amostra Dupl. 1 Dupl. 2 Amplitude Operador 
1 4,966 4,937 0,028102 1 
2 5,282 5,013 0,26906 1 
3 4,881 4,884 0,003126 1 
4 5,177 5,394 0,217548 1 
5 4,909 5,770 0,860752 1 
6 5,777 5,056 0,720922 1 
7 5,832 6,401 0,568593 1 
8 4,959 5,450 0,491059 1 
9 5,165 5,125 0,039962 1 
10 5,159 4,994 0,165427 1 
11 4,819 5,019 0,19947 1 
12 5,044 4,876 0,167469 2 
13 5,263 4,958 0,304061 2 
14 5,365 5,621 0,256327 2 
15 5,116 5,271 0,154813 2 
16 5,490 5,769 0,279484 2 
17 5,360 5,483 0,123098 2 
18 5,229 5,240 0,011115 2 
19 5,343 5,500 0,157171 2 
20 4,787 4,748 0,03917 2 
21 5,998 5,464 0,534475 2 
22 5,360 5,662 0,301672 2 
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APÊNDICE 1 I – Dados da concentração de SiO2 (µmol/L) 
 
Data IH Quasim. Z-score 
Abr-10 1,480 1,497 -0,2 
Abr-10 0,610 0,622 -0,3 
Abr-10 3,300 3,312 -0,1 
Abr-10 9,300 9,375 -0,1 
Abr-10 1,120 1,124 -0,1 
Out-10 1,540 1,533 0,1 
Out-10 0,790 0,779 0,2 
Out-10 3,800 3,724 0,3 
Out-10 7,500 7,466 0,1 
Out-10 1,150 1,122 0,4 
Abr-11 1,460 1,474 -0,1 
Abr-11 0,740 0,759 -0,4 
Abr-11 10,100 10,260 -0,3 
Abr-11 9,600 9,782 -0,3 
Abr-11 1,000 1,002 0,0 
Out-11 0,994 1,037 -0,6 
Out-11 0,480 0,517 -0,8 
Out-11 4,880 5,079 -0,6 
Out-11 6,090 6,271 -0,5 
Out-11 1,004 1,042 -0,6 
Abr-12 0,721 0,725 -0,1 
Abr-12 0,713 0,725 -0,2 
Abr-12 5,640 5,732 -0,3 
Abr-12 7,130 7,202 -0,2 
Abr-12 1,040 1,034 0,1 
Out-12 0,578 0,591 -0,3 
Out-12 0,297 0,306 -0,4 
Out-12 4,200 4,329 -0,5 
Out-12 5,500 5,661 -0,5 
Out-12 0,812 0,811 0,0 
Abr-13 0,713 0,698 0,3 
Abr-13 0,357 0,358 0,0 
Abr-13 2,020 2,022 0,0 
Abr-13 6,900 6,891 0,0 
Abr-13 0,859 0,837 0,3 
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APÊNDICE 2 – Tabela das constantes das cartas de controlo 
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APÊNDICE 3 A– Ábaco EWMA para a determinação do parâmetro λ em 
função do ARL em controlo 
 
 
APÊNDICE 3 B– Ábaco EWMA para a determinação do parâmetro k em 
função do ARL em controlo 
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APÊNDICE 6 – Valores críticos de Cochran 
Todos os valores das duas tabelas devem ser divididos por 10.000, ou seja elas 
contêm apenas a parte decimal, a parte inteira toma sempre o valor zero. 
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