Experiments were performed using the Omega EP laser, which provided pulses containing 1kJ of energy in 9ps and was used to investigate high-power, relativistic intensity laser interactions with near-critical density plasmas, created from foam targets with densities of 3-100 mg=cm 3 . The effect of changing the plasma density on both the laser light transmitted through the targets and the proton beam accelerated from the interaction was investigated. Two-dimensional particle-in-cell simulations enabled the interaction dynamics and laser propagation to be studied in detail. The effect of the laser polarization and intensity in the two-dimensional simulations on the channel formation and electron heating are discussed. In this regime, where the plasma density is above the critical density, but below the relativistic critical density, the channel formation speed and therefore length are inversely proportional to the plasma density, which is faster than the hole boring model prediction. A general model is developed to describe the channel length in this regime.
I. INTRODUCTION
How relativistic laser pulses interact with near-critical density plasma is of fundamental interest to a broad range of research areas including hot electron production, 1 proton and ion acceleration, 2,3 channel formation, [4] [5] [6] [7] [8] high-harmonic generation, [2] [3] [4] [5] [6] [7] [8] [9] x-ray and c -ray generation, 10 and the generation of magnetic fields with strength of hundreds of megagauss. 11 The critical density, n c , above which the laser is unable to propagate, occurs when the plasma frequency, x p ¼ ðn e e 2 = 0 m e Þ 1=2 , equals the incoming laser frequency, x L , so that n c ¼ m e e 0 x 2 L =e 2 . At sufficiently high laser intensities, the electrons oscillate in the fields at speeds approaching the speed of light, c. The laser is then able to propagate up to the relativistic critical density, n cc ¼ hcin c , where c h i ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 1 þ a 2 h i p , the normalized vector potential of the laser a ¼ eE=m e cx L and E is the electric field of the laser. This is known as relativistically induced transparency. [12] [13] [14] [15] [16] In fast ignition (FI) inertial confinement fusion (ICF), 17 a hole boring pulse produces a channel through millimeter scale underdense plasma to access a dense core, 18 and is followed by the ignition pulse to heat the fuel. The expected laser parameters for a channeling pulse to reach the critical density are $100ps at intensities of I % 5 Â 10 18 -10 20 
W cm
À2 with an energy of E c % 1.7(I=10 18 W cm À2 ) 0.36 kJ % 3-9 kJ. 18 Using relativistic transparency may allow the interaction surface to be pushed even closer into the core. 7, 19, 20 The ignition energy is usually delivered to the core by a hot electron beam generated at the critical surface, but there are schemes which use ion beams as an alternative ignition source. 21, 22 Coupling of the laser energy to the plasma electrons is most efficient near the critical surface (n e ¼ n c ) and all of the phenomena connected with high-intensity laser-plasma interactions are in some way related to how the laser interacts with the electrons. The electron currents generate magnetic fields, 11 which in turn can influence the electron beam transport. 23 The oscillations of the electrons at the critical surface generate high harmonics. 9 Ion beams can be accelerated through quasistatic electric fields caused by charge separation (Coulomb explosion, 24 ,25 target normal sheath acceleration, 26 or ponderomotive shock acceleration 27 ). More efficient ion acceleration can occur at the back of the target through the magnetic field induced longitudinal electric fields. 28 Propagation of a hot electron beam through a high-Z material can generate positrons through bremsstrahlung. 29 Therefore it is of great interest, particularly for fast ignition, to understand the intensity scaling for the fraction of the laser energy that couples into the hot electrons, the average hot electron temperature, the angular divergence these electrons acquire, as well as the hot electron beam propagation through plasma.
Creating a near-critical density plasma for wavelengths of around 1lm (n c ¼ 1 Â 10 21 cm
À3
) with sharp density gradients is experimentally challenging. Solid targets have a very high plasma density once ionized, in the range of 10 23   -10 24 cm
. The critical density will be somewhere within the expanding plasma, but there will not be a sharp boundary or region with constant near-critical density over a significant distance. Supersonic gas jet targets are useful for producing plasma densities in the range 10 18 -10 20 cm
, but not much higher. To produce a near-critical density plasma, very low density foam targets are a good choice, as they have a sharp density gradient, with a long uniform initial plasma density (determined by the initial target size), which is important for a number of applications. 17, 28 In an overdense plasma, the ponderomotive hole boring model applies momentum conservation to calculate an ion front velocity,
, where a 0 is the peak normalized vector potential. Therefore, taking account of the laser pulse duration an estimate of the laser propagation depth can be made, Very thin, partially exploded targets 30, 31 or low-density foam targets 3 have shown improved proton acceleration when the laser is able to propagate all the way through the target. If the laser has propagated through the target, a channel is formed and the fields within the channel act to collimate the hot electron beam, which enhances the electric fields on the rear surface of the target. The resulting enhanced proton acceleration can be used as a diagnostic for laser propagation, and previous results implied that channel formation occurs faster than the hole boring model. 3 In the regime where n c < n e < n cc , the hole boring model does not accurately predict the propagation depth, as the plasma is effectively still underdense to the laser. This paper presents experimental results and particle-incell (PIC) simulations, which investigate near-critical density interactions. The paper is organized as follows: Section II details the laser system and the low-density foam targets used for the experiments. Plasma density effects are studied by observing the transmitted laser energy and the proton beams accelerated from different density targets. Section III provides details of the PIC simulations that were performed. The effects of polarization, laser intensity, and plasma density on the interaction are investigated with 2D3V PIC simulations and are used to develop a model to describe the length of the channel formed. Finally, the findings are discussed and summarized in Secs. IV and V.
II. EXPERIMENT
The experiments were performed using the Omega EP laser system in the Laboratory for Laser Energetics at the University of Rochester. 32 The central wavelength of the pulse is k ¼ 1.053 lm and the beam was linearly polarized. The beam was focused with an f=2 off-axis parabola to a focal spot which was characterized on every shot via phaseretrieval-assisted wavefront measurements 33 to produce a fluence map. These fluence maps are used to calculate the peak vacuum intensity and peak normalized vector potential, a 0 , for each shot. A typical example is shown in Fig. 1 . The main interaction pulse had an on-target energy of (1000 6 11) J with an FWHM pulse length of (9 6 1)ps. The peak vacuum intensity for these shots was (4.2 6 1.1) Â 10
19
W cm À2 (a 0 ¼ 5.8 6 0.8). The laser was focused onto the front surface of the target at normal incidence.
In order that the target has sharp density gradients and near-critical plasma densities, low-density foam targets were fabricated using the in situ polymerization technique. The low-density foams were mounted in washers because of their delicate nature, as described and illustrated in Ref. 3 . The foam composition by mass is 71% C, 27% O, and 2% H. Table I shows the maximum plasma electron densities produced from each foam mass density, assuming the laser fully ionized the target. The density structures within the foam are sub micrometer. The interaction pulse had a nanosecond prepulse due to parametric fluorescence, which arrived on the target before the high-intensity short pulse. The intensity contrast ratio between this prepulse and the main pulse was $10
À6
. 34 This would be sufficient to preionize the target and homogenize the foam through thermal expansion, but would also create an underdense plasma density ramp on the front side of the target through which the short pulse must travel. Since the target density is low, the critical surface movement is expected to be minimal. The thickness of each foam target was 250 lm.
A radiochromic film (RCF) stack was positioned in the rear target normal direction (which is also the laser propagation direction) to measure the proton beam. The energy loss for protons peaks near the end of the range of the proton in the material, a feature known as the Bragg peak. This leads to a large signal on the RCF just as the proton was stopped and therefore the signal on each layer was approximately due to a narrow energy spread. With these stacks, the proton beam spectra and divergence were recorded. A diagnostic to monitor the amount of laser light transmitted through the low density targets consisted of a camera imaging the front of the RCF stack. Light transmitted through the target would be scattered from the front surface. A camera imaging the front of the stack was filtered with an interference filter so that only light at 1064 nm (FWHM transmission of 10 nm) was monitored. The transmission of the fundamental laser frequency 1053 nm through the bandpass filter was 5.5%, and there were additional neutral density filters to further reduce the signal before it was detected by the camera. The front surface of the stack was a flat aluminum foil, which had a roughened front surface so that the scattering was fairly uniform. An energy calibration was performed using a low-energy shot directly onto the front of the RCF stack with no target present.
A. Experimental data
To characterize the laser energy transmitted through the target both the damage on the front surface of the RCF stack and the scattered light were monitored. The laser damage appeared on the foil as a whitened region, as shown in Fig.  2 (a) and this can be characterized in terms of an approximate damage area. The 40 J calibration shot with no target [left of Figs. 2(a) and 2(b)] shows the square laser profile with the lines corresponding to the regions apodized to prevent diffraction, reflection, and refraction on the tiled gratings. For the target shots, there are other damage features, which appear dark and are likely due to debris from the target. The damage area was reduced with increasing foam density, as shown in Fig. 2 . The transmitted laser image [ Fig. 2(b) ] shows that the total signal decreases with density and suggests only between 0.1 and 3% of the incident laser energy was transmitted through the foam. However, the 3 mg=cc shot, where the scattered light diagnostic measures the size of the burn damage was clearly more extensive than the 40 J calibration shot. There may therefore have been a frequency shift of the laser energy as it propagated through the plasma, moving it out of the transmission window of the bandpass filter. Figure 2 (c) plots both the measured laser energy and burn area against foam density. 
The integrated signal on each layer of RCF, which will be dominated by signal from the protons, against maximum proton energy for each layer was plotted in Fig. 3(a) for each of the different shots. At the front of the stack (the lowest proton energy), the RCF signal approaches saturation, making it difficult to compare shots. The maximum proton energy here was not particularly precise as the RCF layer separation was too large to get a high-resolution measurement. Therefore, in order to compare the shots, the total signal on the 28MeV layer was plotted in Fig. 3(b) . There was a general trend of improved proton acceleration as the density increased, but this drops off at the highest density. The best collimated beam was from the 3 mg=cc target; however the number of protons was lower for this shot and the proton beam also usually becomes more collimated as it approaches the maximum energy.
III. PARTICLE-IN-CELL SIMULATIONS
To model the interaction, 2D3V particle-in-cell (PIC) simulations were performed using the OSIRIS code. 35 Parameters which were investigated using the simulations were the polarization of the electric field in the two-dimensional plane, the laser intensity, and the plasma density. The momentum gained by the electrons during these interactions was considered, as well as the laser propagation and consequent channel formation. The energy transfer to the electrons and laser intensity are expected to be important for estimating the expected channel length. The length of the channel was defined for the present analysis as the point furthest through the plasma at which the plasma density had decreased to 75% of the initial density.
A. Simulation setup
It would be extremely intensive computationally to model such a large, high-density interaction for the entire 10ps experimental pulse; therefore, a shorter, 1ps pulse was modeled. The simulation box was defined in the x-y plane, with the laser pulse propagating in the x -direction and the z-direction being perpendicular to the simulation plane. The laser pulse had a wavelength of k ¼ 1.053lm and was linearly polarized. The temporal profile of the pulse had a rise (and fall) time of 200 fs and flat top of 1ps. It was focused to 
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a 1=e radius of R ¼ 11.9lm at the front of the plasma, to give a peak vacuum normalized vector potential, a 0 ¼ 6 (unless otherwise stated). The simulation box was 168 Â 100lm with a resolution of 50 cells =k in the longitudinal (x) direction and 42 cells =k in the transverse direction (y). There were 12 particles per cell, the ion species used was protons, and the density profile had a 1lm long linear density ramp at the front of the plasma. For simulations where the channel formation went beyond the 168lm longitudinal dimension of the simulation box, the box length was doubled to 336 lm, but the resolution was maintained.
B. Polarization effects
The majority of the 2D simulations presented here are with the electric field of the laser polarized in the plane of the simulation, or p-polarized. However, it has been previously recognized that there can be differences in laser propagation through underdense plasma, the speed at which the channel forms, and the spatial development of the channel, if the laser is instead polarized out of the plane (s-polarized). 8, 18, 36 Heating of the electrons will also be affected by the polarization, with lower heating expected for s-polarized. 1 Three-dimensional (3D) simulations for the parameters of interest are generally prohibitively computationally intensive, so consideration of different laser polarization geometries in 2D may provide insight into the experimental interaction. It has been shown that in 3D an anisotropic interaction is expected, perhaps leading to a noncircular channel cross section in reality. 37 Less laser absorption into the channel walls is expected for s-polarized simulations leading to a lower channeling velocity. 8 For s-polarized simulations laser energy can be transfered into slow propagation relativistic solitons and magnetic vortices, whereas magnetic vortex formation is dominant for p-polarization. [38] [39] [40] [41] [42] To identify what differences are likely, simulations with identical parameters, n e ¼ 1.5n c , a 0 ¼ 6, but with the electric field polarized either (a) in the plane (p-polarized, 0 ), (b) at 45 to the plane and (c) out of the plane (s-polarized, 90 ) were run. The electron densities at a time of 1.7ps into the simulation are shown for each polarization in Figs. 4(a)-4(c) . The length of the channel, the channel radius, and the channel formation rate were very similar for all polarizations, but the channel was slightly longer when the electric field is polarized out of the plane. Hosing of the beam was particularly noticeable in the p-polarized simulation, with the beam changing direction through large angles; this could be one reason why the channel length was shorter.
The electron momenta were considered at a time of 0.4ps into the simulation, so that the peak intensity was interacting with the plasma, but boundary effects have not started to influence the spectra. For the different polarization simulations, the average momenta in the x-, y-, and z-directions are shown in Fig. 4(d) . The electron heating was most 
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High-power, kilojoule laser interactions with near-critical density plasma Phys. Plasmas 18, 056706 (2011) efficient when the electric field was in the plane (p-polarized). This was because when the electric field was out of the plane, the electrons could gain momentum in the z-direction, but in the 2D geometry they are not moved to a region of lower intensity in the electric field plane over the laser cycle. The lower electron heating for the s-polarized simulation may explain the slightly longer channel, as the laser energy was depleted at a slower rate.
C. Laser intensity
Keeping the focal spot, polarization (p-polarized), pulse length, and the plasma density constant, n e ¼ 1.5n c , the laser energy was varied so that a 0 ¼ 3,6, and 12. Note that the a 0 ¼ 12 simulation was performed with a double-length simulation box. Increasing the laser intensity meant the laser propagated further and created a longer channel as presented in Fig. 5 in both the electron densities (a)-(c) and (d) the plot of channel length, d, against a 0 . The channel length from these simulations was proportional to a 0 .
The average momentum found in the x-and y-directions at a time of 0.4ps into the simulations, excluding particles with p x ,p y < m e c, are presented in Fig. 5(e) . Also plotted, to illustrate the gradients for these scalings, are a 0 m e c and a 
D. Plasma density
A series of simulation runs were carried out using a laser pulse with a 0 ¼ 6, p-polarized, with constant focal spot and pulse length, but the initial plasma density, n e ¼ 0.9n c , 1.5n c ,3n c ,5n c ,15n c was varied. The final electron density distributions for each simulation, at a time when the laser fields have dissipated, are shown in Fig. 6 and clearly show that the channels became longer at lower plasma density. Note that the 0.9n c simulation was performed with a double-length simulation box. The length of the channel with time into the simulation was plotted in Fig. 7(a) . Plotted in Fig. 7(b) was the total channel length against plasma density and the fit shown was d[lm] % 223n c =n e . The channel lengths are much longer than the hole boring estimate suggests,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi m e n c =ð2m i n e Þ p , but are tending towards d hb at high n e .
The average speed at which the leading edge of the channel formation occurs, the channel advancement speed, was calculated for the flat-intensity part of the interaction and is shown in Fig. 7(c) . The error bars are given by the standard deviation and the size of these was indicative of the large variation in channel formation speed. As described by Li et al., 18 the ponderomotive force of the leading edge of the laser pushes plasma ahead, leading to a density increase in front of the laser, which slowed and inhibited propagation. This leads to an intermittent progression of the channel. The slowest speeds were around the hole boring velocity, when the plasma density buildup ahead of the laser had become significant. The group velocity of the laser pulse propagating through the plasma was plotted in Fig. 7(c) and was dependent on the plasma density,
where g is the refractive index of the plasma. When n e >hci n c the laser is unable to propagate through the plasma. The transfer of momentum to the electrons also varied with density. The total momentum transferred from the laser The channel length once all of the laser fields have dissipated for each of the simulation densities, the fit to the data and the hole boring, and model estimate for channel length as described in Sec. IV. (c) The channel advancement speed during the 1ps time of peak intensity.
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Phys. Plasmas 18, 056706 (2011) fields to the electrons was fairly constant with increasing density. The electron momentum spectra, in both the x-and y -directions, at a time of 4ps into each of the different density simulations, are shown in Figs. 8(a) and 8(b). The longitudinal momentum, p x , consistently extends higher than p y for all densities. The average p x and p y found from these momentum spectra, excluding p x , p y < m e c from the calculation, are plotted in Fig. 8(c) . Both the p x and p y were higher at the lowest densities, particularly below n cc . Also, the longitudinal p x tended to be higher than transverse p y at the lowest densities. It should also be noted that the assessment of the average p x and p y was made at 4ps to avoid problems with boundary effects, such as particles leaving the box. However, the maximum electron momentum values were often seen at later times, particularly for the lower densities where a significant length channel forms. The electrons could be accelerated via a direct laser acceleration (DLA) mechanism to many times the ponderomotive potential of the laser, [43] [44] [45] [46] [47] [48] which would lead to a more rapid depletion of the laser energy.
IV. DISCUSSION
The formation of the channel in the near-critical density plasma was governed by the laser pulse depletion length, i.e., the penetration length, at which all of the laser energy was converted into electrons. 3 , was assumed to be equal to the energy transferred to the plasma electrons E pe ¼ e e n e pR 2 d, where d is the channel length and e e is the energy acquired by an electron in the field of the laser pulse. The factor K arises from the integration over the laser pulse volume and is therefore dependent on the particular temporal and spatial profiles of the laser. Therefore, an estimate of the channel length can be made: 
Determining the average energy of the electrons, e e , from the simulations in order to prove the assumption we made is 
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High-power, kilojoule laser interactions with near-critical density plasma Phys. Plasmas 18, 056706 (2011) nontrivial, as the energy transfer mechanism was highly nonlinear. For a long pulse length, a DLA mechanism may have occurred behind the leading edge of the laser pulse in the region where the channel had already formed. The effective temperature of the hot electron tail for DLA is expected to be ! a 0 . 46 A possible issue for fast ignition may be the channeling pulse generating too many hot electrons, which could preheat the core and affect compression. It is also important to understand the speed at which the channel is formed so that the ignition pulse timing can be optimized.
Estimating the average electron energy from the channel to be e e ¼ a 0 m e c 2 means that
The case of a temporally rectangular pulse, as was used in the simulations here, gave K ¼ 1=4. For a 0 ¼ 6 this gave d[lm] % 225n c =n e , which was in good agreement with the results of PIC simulations and was plotted in Fig. 7 . For a temporally Gaussian pulse, with an FWHM pulse length of s L , as used in the experiments, gave K ¼ 0.27. So, an estimate for the 9ps pulse used in the experiment has been made, d ¼ 2187n c =n e . Therefore, the density at which the channel should break through to the rear side of the 250 lm target was 8.8n c (or % 30mg=cm
À3
). Considering the experimental data, where optimum proton acceleration was seen somewhere between n e ¼ 3n c and 13.5n c provides good agreement with the estimate that the laser breakout at the rear side would occur at n e % 8.8n c .
V. SUMMARY
In conclusion, a systematic study of high-power, kilojoule laser pulse interactions with near-critical density plasma has been made using experiments with the Omega EP laser facility and particle-in-cell simulations. Very low density foams (3 -100mg=cm 3 ) provided near-critical density targets with an almost constant density profile over relatively long scales (target thickness 250 lm). Transmission of the laser energy was strongly dependent on the foam density. A series of PIC simulations, using a reduced pulse length (1ps) investigated the effects of laser polarization, laser intensity, and plasma density on the electron heating and channel formation. These found the channel length had an n À1 e dependence and also was proportional to a 0 .
