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DELOCALIZATION FOR RANDOM DISPLACEMENT
MODELS WITH DIRAC MASSES
HENRIK UEBERSCHA¨R
Abstract. We study a random Schro¨dinger operator, the Laplacian with ran-
dom Dirac delta potentials on a torus Td
L
= Rd/LZd, in the thermodynamic
limit L → ∞, for dimension d = 2. The potentials are located on a ran-
domly distorted lattice Z2 + ω, where the displacements are i.i.d. random
variables sampled from a compactly supported probability density. We prove
that, if the disorder is sufficiently weak, there exists a certain energy threshold
E0 > 0 above which exponential localization of the eigenfunctions must break
down. In fact we can rule out any decay faster than a certain polynomial
one. Our results are obtained by translating the problem of the distribution of
eigenfunctions of the random Schro¨dinger operator into a study of the spatial
distribution of two point correlation densities of certain random superpositions
of Green’s functions and its relation with a lattice point problem.
1. Introduction
Anderson observed in his landmark 1958 paper [2] that in the presence of suffi-
ciently strong disorder the wave functions of a disordered quantum system may be
exponentially localized. This phenomenon is today known as “Anderson localiza-
tion”. A key question in the theory of disordered systems concerns the breakdown
of localization and the existence of a transition from a localized to a delocalized
regime at weak disorder. The mathematical theory of Schro¨dinger operators with
random potentials on Rd is concerned with a rigorous mathematical understanding
of Anderson localization. Whereas the exponential localization of the eigenfunc-
tions of random Schro¨dinger operators is by now firmly established at the rigorous
level, the problem of delocalization remains widely open.
The scaling theory of Abrahams, Anderson, Licciardello and Ramakrishnan [1]
predicts that the existence of a delocalization transition ought to depend on the
dimension of the system. In dimension d = 1 one always expects exponential lo-
calization of the eigenfunctions no matter how weak the disoder in the system. In
dimension d = 3 a phase transition from localization at strong disorder to delocal-
ization at weak disorder is expected to occur.
The critical case of dimension d = 2 is of particular interest. Generally it is
believed that, as for dimension d = 1, any strength of disorder is sufficient to
have exponential localization and no transition occurs. Although, the localization
length is expected to be exponentially large in terms of the electronic mean free
path length, which makes it very difficult in practice to distinguish the two regimes.
As we will show in this paper, the predictions of the scaling theory surprisingly
do not hold for certain random Schro¨dinger operators for which we prove delocal-
ization, i.e. the breakdown of exponential localization for sufficiently weak disorder
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above a certain energy threshold in dimension 2. In fact we can rule out any decay
but a certain polynomial one.
1.1. The model. The present paper studies a random displacement model on a
large torus (more precisely, the limit as the size of the torus tends to infinity)
in dimension 2. The impurities are modeled by Dirac delta potentials, which is
a natural simplification from smooth compactly supported potentials which offers
the considerable advantage that the eigenfunctions may be computed explicitly as
certain superpositions of Green’s functions. The complexity of the eigenfunction
is encoded in the superposition vector (cf. section 3 for a detailed discussion). It
is known that smooth potentials may be modeled by delta potentials in a suitable
energy range, where the wavelength is much larger than the size of the support of
the smooth potential (cf. for instance [10, 11]).
We consider a weak disorder regime. This means given a torus T2L, where L ∈ N
is large, we introduce the following random displacement model on T2L
(1.1) HωL = −∆+ α
∑
ξ∈Z2∩T2L
δ(x− ξ − ωξ)
where the displacements ωξ are i.i.d. random variables with a compactly supported
radial probability density P0(x) = ǫ
−2
0 P (
|x|
ǫ0
), where ǫ0 ∈ (0, 14 ) is the disorder
parameter, P ∈ C0c (R+) and 0 ∈ suppP ⊂ [0, 1]. We impose periodic bound-
ary conditions, but our arguments also work for Neumann or Dirichlet boundary
conditions.
We denote by
ωL = {ωξ | ξ ∈ Z2 ∩ T2L}
the stochastic process that samples independently from the probability density P0
the random displacements ωξ for each ξ ∈ Z2 ∩ T2L.
The above operator may be formulated rigorously by applying the theory of self-
adjoint extensions (see subsection 3.1) to the restricted Laplacian −∆|C∞c (T2L−ωL).
We denote the family of self-adjoint extensions associated with the formal operator
(1.1) by {−∆ωL,U}U∈U(N), where N = #ωL. The number of self-adjoint extensions
exceeds the number of physical coupling constants. We remark that in particular
the subgroup of diagonal unitary matrices D(N) ⊂ U(N) corresponds to the case
where a non-local interaction between the impurities is forbidden.
Since the operator −∆ωL,U is a rank N perturbation of the Laplacian, it has
at most N “new” (random) eigenfunctions corresponding to each new eigenvalue
which is “torn off” each old eigenspace of the Laplacian, and we remark that for
L ≫ 1 the rank is always larger than the multiplicity of the Laplace eigenvalues.
This means that there will be no “old” Laplace eigenfunctions in the spectrum of
−∆ωL,U .
The eigenvalues of the Laplacian on the torus T2L are given by the set S =
{n | n = 4π2(ξ21 + ξ22)/L2, ξ1, ξ2 ∈ N} = {0 = n0L2 < n1L2 < n2L2 < · · · }, where
the set S = {nk}∞k=0 are integers which (up to a factor 4π2) are representable as
sums of two squares of integers. The associated eigenfunctions are of the form
eξ/L(x) = e
2πi〈ξ/L,x〉.
The multiplicity of a Laplace eigenvalue n is given by the number of ways the
integer nL2/4π2 can be written as a sum of 2 squares of integers. The multiplicity
of n grows on average like
√
log(nL), which is a consequence of Landau’s Theorem
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[7]:
#{n ∈ S | n ≤ x} ∼ Bx√
log x
for some B > 0.
1.2. Delocalization. We are interested in the spatial distribution of the eigen-
functions of HωL on the torus T
2
L in the limit as L→∞.
Let ω = {ωξ | ξ ∈ Z2} denote the stochastic process which independently samples
from P0 the random displacements for each lattice vector ξ ∈ Z2.
The scaling theory of Abrahams, Anderson, Licciardello and Ramakrishnan [1]
suggests that the eigenfunctions of the formal random Schro¨dinger operator
(1.2) Hω = −∆+ α
∑
ωξ∈ω
δ(x− ξ − ωξ), α ∈ R
ought to be exponentially localized for all energies (since d = 2).
The L2-eigenfunctions are random superpositions of Green’s functions and are
of the form
ΨE(x) =
∑
ωξ∈ω
cξ,ωGE(x, ξ + ωξ), (cξ,ω)ξ∈Z2 ∈ l2.
The physical interpretation of this exponential localization (“Anderson localiza-
tion”) is that transport breaks down due to the presence of sufficient disorder in
the system. It has been shown for various models, that in the localized regime the
random operator has almost surely pure point spectrum [8].
In the case d = 3, however, the scaling theory predicts the existence of a so-called
“mobility edge”, which means that for sufficiently weak disorder, above a certain
energy threshold, a continuous band structure should emerge in the spectrum of the
random operator. Values well inside each interval will correspond to generalized
eigenfunctions, whereas values near the band edges may still correspond to exponen-
tially localized eigenfunctions. For very low disorder, and sufficiently high energy,
the spectrum should be purely continuous (possibly with a singular component)
and all values should correspond to generalized eigenfunctions.
In fact almost sure existence of pure point spectrum and exponential localization
of the eigenfunctions at the bottom of the spectrum has been proven by Boutet de
Monvel and Grinhpun [3] for the case of random couplings and scatterers located
on a lattice. This was later extended to the case of random sublattices by Hislop,
Kirsch and Krishna [5].
1.3. Results. We consider the operator (1.1) on the torus T2L
1 and the random
displacement process ωL = {ωξ | ξ ∈ T2L ∩ Z2}. There is no particular reason for
the choice of a standard torus. Our results still hold for rectangular tori.
Rigorously, the formal operator (1.1) is realized by self-adjoint extension theory,
as explained above, leading to the family of operators −∆ωL,U , where U ∈ U(N)
and N = #ωL. The choice U = e
iϕ IdN , ϕ ∈ (−π, π), corresponds to the formal
operator HωL with α 6= 0. We denote the associated self-adjoint extension by
−∆ωL,ϕ.
1 We have chosen periodic boundary conditions here. However, our proofs can easily be
adapted to Neumann or Dirichlet conditions. This simply leads to a different character in the
spectral expansion of the Green’s functions.
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The spectrum of the operator −∆ωL,ϕ on T2L is discrete and the density of eigen-
values increases with L, according to Weyl’s law, proportional with the volume of
T2L. The eigenfunctions of the operator −∆ωL,ϕ are given by random superpositions
of Green’s functions
GLE(x) =
∑
ωξ∈ωL
cξ,ωLG
L
E(x, ξ + ωξ).
We fix a normalization of the coefficients cξ,ωL . In fact, ωL-a.s. the space of superpo-
sition vectors (cξ,ωL)ξ∈Z2∩T2L is of dimension 1. So upon choosing our normalization,
the superposition vector is a.s. unique.
Normalization 1.1. For the eigenfunctions GLE we fix the normalization∑
ξ∈Z2∩T2L
|cξ,ωL |2 = 1.
Now if L is large compared with the localization length we should be able to
observe exponential localization for the eigenfunctions GLE .
We now proceed to define localization for the random Schro¨dinger operator
−∆ωL,ϕ. Let us define the smoothed L2-densities
ΦLE(x) =
∫
T2
L
χ(x′ − x)|GLE(x′)|2dx′
and
ϕLE(x) =
∫
T2
L
χ(x′ − x)|gLE(x′)|2dx′, gLE = GLE/‖GLE‖L2(T2L).
where χ(x) = χ˜(|x|) s. t. ‖χ‖1 = 1, with χ˜ ∈ C∞c (R+) such that supp χ˜ = [0, 1]
with χ˜|
[0,
1
2 ]
= 1, and decreasing on [ 12 , 1].
We define localization in terms of the two point correlation density of an eigen-
function
Definition 1.2. Fix L ≫ 1. Denote by ωL the random displacement model on
T2L, as defined above. Let ϕ ∈ (−π, π) and consider the operator −∆ωL,ϕ. Let
χR = R
−dχ(·/R).
We say that the operator −∆ωL,ϕ satisfies f -localization on an interval I = [a, b]
if ∀R with L10 ≥ R ≥ 100√E and ∀x, y ∈ T2L s. t.
2 |x− y| ≥ 4R we have a.s.
(1.3) ∀E ∈ [a, b] : ϕLE(x)ϕLE(y) ≤ CωLf(|x− y|)
where CωL is integrable on the sample space.
We say that −∆ωL,U satisifes exponential localization on I if it satisfies f -
localization with f(x) = Ae−B|x|, where A,B are constants which may depend on
the choice of I.
Remark. We point out that, since the eigenfunction GLE is a superposition of
Green’s functions, it is necessary to define the localization bound by integrating
against a smooth test function in order to deal with the singularities.It is, further-
more, important to ensure that the diameter of the support is large compared to the
wavelength 1/
√
E in order to ensure that we are not integrating over a region which
is entirely contained in the immediate vicinity of a singularity.
2This ensures that the balls we average over are sufficiently far apart.
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Corollary 1.3. Let E = inf{E′ ∈ [a, b]}. f -localization implies that ∃C > 0 s. t.
∀x, y ∈ T2L, |x− y| ≥ 4R we have
E(ϕLE(x)Φ
L
E(y)) ≤ Cf(|x− y|).
Proof. From the definition of localization we have
ϕLE(x)Φ
L
E(y) ≤ CωL‖GLE‖22f(|x− y|)
and the corollary follows by observing that E(CωL‖GLE‖22) ≤ E(C2ωL)1/2E(‖GLE‖42)1/2.
As L → ∞ the quantity E(‖GLE‖42) remains bounded as it converges to E(‖GE‖42)
(recall the normalization
∑
ξ |cξ|2 = 1). Similarly E(C2ωL) converges to E(C2ω) as
L→∞. 
The following theorem is our main result.
Theorem 1.4. Fix f : R+ 7→ R+ a continuous, stricly decreasing function such
that f(x) = O(x−α) for sufficiently large α > 0. Given L ≫ 1 let ωL denote the
random displacement model on T2L, as defined above. Let ϕ ∈ (−π, π) and denote
the associated self-adjoint extension by −∆ωL,ϕ.
Then there exists E0 > 0 such that for any b > a > E0 there exist L0 ≫ 1,
ǫ0 ≪ 1 s.t. for any L ≥ L0 the operator −∆ωL,ϕ cannot satisfy f -localization on
[a, b].
An analogous result can easily be proved for the case d = 3 following the exact
same argument that is presented in this paper. Instead of the bounds on lattice
point sums in d = 2 from [9, 16] one uses the analogous bounds for d = 3 which
were proven in [17].
Acknowledgements. This work was largely carried out as a Postdoc at the In-
stitute of Theoretical Physics at CEA Saclay and completed while a Postdoc, sup-
ported by the Labex CEMPI (ANR-11-LABX-0007-01), at the Laboratoire Paul
Painleve´, Universite´ Lille 1.
I would, in particular, like to thank Ste´phane Nonnenmacher for numerous dis-
cussions about this work and very useful suggestions which have contributed to the
improvement of this paper. Furthermore, I would like to thank Fre´de´ric Klopp for
very useful discussions about Anderson localization and the problem of delocaliza-
tion.
2. Proof of Theorem 1.4
Throughout this section and the rest of the paper expectation values are taken
with respect to the random variable ωL. We will therefore omit the subscript.
The proof of Theorem 1.4 works by contradiction. We assume f -localization of
the operator −∆ωL,ϕ on an interval [a, b] for sufficiently large a≫ 1, which ensures
100√
a
< 14 , and show that for a sufficiently small disorder parameter ǫ0 and sufficiently
large decay rate α and torus size L this assumption leads to a contradiction.
Denote by S ′ the subsequence of density one of the set of integers representable
as a sum of two squares as constructed in appendix A (cf. the subsequence S ′ in
Thm 1.1, p. 3 in [16]).
Let L ≫ 1 and choose any nk ∈ S ′ s.t. [nkL2 , nkL2 ] ⊂ [a, b]. Fix small δ0 > 0. We
choose
E = inf{E′ ∈ σ(−∆ωL,ϕ) ∩ [
nk + δ0
L2
,
nk+1 − δ0
L2
]}.
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We will make use of the following two propositions. The first proposition is
proven in section 5.
Proposition 2.1. There exists x0 ∈ T2L, A > 0 such that E(ϕLE(x0)) & L−A.
The second one is proven in section 4.
Proposition 2.2. Let a ∈ C∞(T2), aˆ(0) 6= 0. We have for any x0 ∈ T2L and
ψλ = ϕ
L
E
(x0)
1/2gλ
E(〈aψλ, ψλ〉) & aˆ(0)E(ϕLE(x0)).
So by Proposition 2.1 there exists x0 ∈ T2L s. t. for ψλ = φLE(x0)1/2gλ, λ = EL2,
a ∈ C∞(T2),
E(〈aψλ, ψλ〉) & aˆ(0)L−A.
Fix y ∈ T2L s. t. |x0 − y| ≍ L, and take a = χǫ(· − x), x = y/L. We obtain for
EL2 ≫ 1
φLE(x0)φ
L
E(y) = φ
L
E(x0)
∫
T2
L
χǫL(y
′ − y)|gLE(y′)|2dy′
= L−2φLE(x0)
∫
T2
L
χǫ(
y′ − y
L
)|gLE(y′)|2dy′
= L−2φLE(x0)
∫
T2
χǫ(x
′ − x)|gEL2(x′)|2dx′
(2.1)
where we used
∫
T2
χǫ(x)dx = 1 and g
L
E(y) = L
−1gEL2(y/L).
We obtain
L−2−A . E(ϕLE(x0)ϕ
L
E(y)) ≤ f(L) . L−α
which leads to a contradiction for L≫ 1 for α > 2 +A.
3. Background
3.1. Self-adjoint extension theory. Let x1, · · · , xN be distinct points on T2.
Denote x = {x1, · · · , xN}. This section will be concerned with the rigorous math-
ematical realization of the formal operator
(3.1) −∆+
N∑
j=1
αjδ(x− xj), α1, · · · , αN ∈ R
where ∆ denotes the Laplacian with Dirichlet boundary conditions.
Define Dx := C
∞
c (T
2 − x) and consider the restricted Laplacian H = −∆|Dx .
Denote the Green’s function of the Laplacian on T2 by
Gλ(x, y) = (∆+ λ)
−1δ(x − y).
The operator H has deficiency indices (N,N) and the deficiency spaces are
spanned by the bases of deficiency elements {G±i(x, x1), · · · , G±i(x, xN )} respec-
tively. There exists a family of self-adjoint extensions of H which is parameterized
by the group U(N). We denote the self-adjoint extension of H associated with a
matrix U ∈ U(N) by −∆x,U .
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3.1.1. Spectrum and eigenfunctions. As explained above there are two types of
eigenfunctions of the operator −∆x,U . Generic and non-generic eigenfunctions.
Our results hold for both types of new eigenfunctions. Since non-generic eigen-
functions only occur with probability 0 and do not feel the presence of all impurities,
we will ignore them for the rest of the paper, and focus on the generic eigenfunc-
tions.
To find the new eigenfunctions of the operator −∆x,U we want to solve
(3.2) (∆x,U + λ)gλ = 0.
We may write gλ in the decomposition
(3.3) gλ = fλ + 〈v,Gi〉+ 〈Uv,G−i〉
where Gλ(x) = (Gλ(x, x1), · · · , Gλ(x, xN )), v ∈ CN and gλ ∈ C∞c (T2).
So we have
(3.4) (∆ + λ)fλ + (−i + λ) 〈v,Gi〉+ (i + λ) 〈Uv,G−i〉 = 0.
We apply the resolvent (∆ + λ)−1, for λ 6∈ σ(−∆), and obtain
(3.5) fλ +
−i + λ
∆+ λ
〈v,Gi〉+ i + λ
∆+ λ
〈Uv,G−i〉 = 0
By the repeated resolvent identity
∓i + λ
(∆ + λ)(∆ ± i) = −
1
∆+ λ
+
1
∆± i
we can rewrite this equation as
(3.6) fλ − 〈v,Gλ −Gi〉 − 〈Uv,Gλ −G−i〉 = 0
Furthermore, note that we can write more compactly
〈v,Gλ −Gi〉+
〈
v, U−1(Gλ −G−i)
〉
= 〈v,Aλ〉
where Aλ(x) = (Gλ −Gi)(x) + U−1(Gλ −G−i)(x).
Now, since fλ = 〈v,Aλ〉 ∈ C∞c (T2), we obtain the equations (set x = xk for
k = 1, · · · , N)
(3.7) 〈v,Aλ(xk)〉 = 0, k = 1, · · · , N,
which we can rewrite as the matrix equation
(3.8) Mλ v = 0
where Fx(λ) =Mλ = (Aλ(x1), · · · ,Aλ(xN )).
So in order to find nontrivial solutions we need to solve the spectral equation
(3.9) detMλ = 0.
We note that detMλ is a meromorphic function of λ with poles at the Laplacian
eigenvalues, which we recall are given by the set S = {n | n = 4π2(x21+x22), x1, x2 ∈
Z} = {0 = n0 < n1 < n2 < · · · }.
Given a solution λ ∈ σ(−∆x,U ) the corresponding eigenfunction will be given by
(3.10) GNλ,x(x) = 〈(Id+U)v,Gλ(x)〉 =
N∑
j=1
dλ,j(x)Gλ(x, xj), v ∈ kerMλ
which can be seen by substituting identity (3.6) in (3.3).
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Note that, for a full measure subset of x ∈ T2N , we have that dλ,j(x) 6= 0,
j = 1, · · · , N , and dimkerMλ = 1. When we put a continuous probability measure
on the space T2N , we may say that these statements hold with probability 1.
3.2. Scaling to the standard torus. It can easily be seen that the formal defini-
tion of the operator −∆U,x via the theory of self-adjoint extensions corresponds to
the standard Laplacian −∆ acting on functions f ∈ C∞(T2−x) where ∆f+c1δx1+
· · ·+ cNδxN ∈ L2(T2), where cj ∈ C, j = 1, · · · , N , and f diverges logarithmically
at each of the points xj , where the constants in the asymptotics depend on the
choice of the matrix U .
Let f ∈ L2(T2L) and define by g(y) = f(Ly) a function g ∈ L2(T2). Let Lx =
(Lx1, · · · , LxN). It can easily be seen that the eigenvalue problem
(∆U,Lx + E)f = 0
on the large torus T2L corresponds to the eigenvalue problem
(L−2∆U,x + E)g = 0
on the unit torus T2. If, in the first problem we study eigenfunctions with eigenvalue
E and the limit of large tori L→∞, then in the second problem this corresponds
to studying the large eigenvalue limit λ = EL2 →∞.
4. Proof of Proposition 2.2
We will study the spatial distribution properties of the wave functions of the
formal operator
(4.1) −∆+ α
∑
ωξ∈ωL
δ(x− ξ − ωξ), α ∈ R
on the torus T2L, in the limit L→∞, where N = #ωL and ωL denotes the random
displacement model on T2L. Rigorously, we proceed as above and realize the formal
Hamiltonian as the self-adjoint extension of the restricted Laplacian−∆|C∞c (T2L−ωL).
Consider a fixed interval [a, b] ⊂ R+. Assume an eigenfunction with eigenvalue
E ∈ [a, b], as chosen above, of the random Schro¨dinger operator (1.2) is exponen-
tially localized. This localization should also be observed on a sufficiently large
torus T2L, provided L is much larger than the localization length (which depends
on the choice of interval).
The eigenfunctions of the operator (4.1) are given by random superpositions of
Green’s functions (see also appendix B for the definition and relation between the
Green’s functions on the tori T2 and T2L)
GLE(x) =
∑
ωξ∈ωL
cξ,ωLG
L
E(x, ξ + ωξ).
We recall from the end of subsection 3.1.1 that, almost surely, dimkerMλ = 1,
where λ = EL2.
Normalization 4.1. We make the convention that the coefficients cξ,ωL are nor-
malized to ensure that ∑
ξ∈T2L∩Z2
|cξ,ωL |2 = 1.
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4.1. Localization implies bounds on correlations of coefficients. Fix any
x0 ∈ T2L. Let dξ,ωL = ϕLE(x0)1/2cξ,ωL . We introduce the two point correlation
density
ΨLE(y) = ϕ
L
E(x0)
1/2GLE(y).
We readily find that f -localization of the correlation density ΨLE implies for each
ξ ∈ Z2 the bound E(|dξ,ωL |2) . 3f(|ξ−x0|). So, at low disorder, any localization of
the eigenfunctions of the operator HωL really translates directly into a correspond-
ing bound on the discrete correlation function dξ,ωL : Z
2 ∩ T2L 7→ C.
We have the following lemma.
Lemma 4.2. Let I = [a, b] with4 a ≫ 1 and f : R+ → R+ be a strictly decreasing
function, which may depend on the choice of the interval I. Assume that −∆ϕ,ωL
is f -localized on I.
It follows that there exists a positive constant Cf such that for our chosen E ∈ I
∀ξ ∈ Z2 ∩ T2L : E(|dξ,ωL |2) ≤ Cfb2f(|ξ − x0|).
Proof. Fix R0 s.t. 1/
√
a≪ R0 < 1/4 (which is possible because a≫ 1).
Denote χ0 = χR0 and χE = (−∆ − E)χ0 and note that, for some constant
C0 > 0,
|∆χ0(y)| ≤ C0
∑
yi∈C
χ0(y − yi)
where C ⊂ T2L is a finite cover such that
B(0, 2R) ⊂
⋃
yi∈C
B(yi, R).
We have
|χE(y)| ≤ C0
∑
yi∈C
χ(y − yi) + bχ(y)
which implies, where C is a positive constant,
E
(∣∣∣ ∫
T2
L
χE(y − x)ΨLE(y)dy
∣∣∣2
)
≤E


(∫
T2L
|χE(y − x)|1/2|χE(y − x)|1/2|ΨLE(y)|dy
)2

≤(C0|C|+ b)E
(∫
T2L
|χE(y − x)||ΨLE(y)|2dy
)
≤(C0|C|+ b)

C0 ∑
yi∈C
f(|x+ yi − x0|) + bf(|x− x0|)


≤Cb2f(|x− x0|).
(4.2)
3For positive functions f, g we denote by f . g that there exists a constant C > 0 such that
f ≤ Cg
4This ensures that 1/
√
E ≪ 1 and we can therefore pick 1/
√
E ≪ R0 ≪ 1.
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Now∫
T2
L
χE(y − x)ΨLE(y)dy =
∑
ωξ∈ωL
dξ,ωL
∫
T2
L
χE(y − x)GLE(y, ξ + ωξ)dy
=
∑
ωξ∈ωL
dξ,ωL
∫
T2
L
χE(y)G
L
E(y, ξ + ωξ − x)dy
=
∑
ωξ∈ωL
dξ,ωLχ0(ξ + ωξ − x)
If we now fix x = ξ + ωξ, we get (recall that 4R0 < 1), where Cf is a positive
constant,
E(|χ0(0)|2︸ ︷︷ ︸
=R−4
0
|dξ,ωL |2) =E

∣∣∣ ∑
ωη∈ωL
dξ,ωLχ(η + ωη − ξ − ωξ)
∣∣∣2


≤Cb2f(|ξ + ωξ − x0|)
≤C˜f b2f(|ξ − x0|)
(4.3)
and Cf = R
4
0C˜f .

4.2. Scaling. Now we can identify the eigenfunction GLE with the eigenfunction
Gλ with eigenvalue λ = EL
2 of the operator −∆ΩL,U , where ΩL = {ξ/L +
ωξ/L}ξ∈T2
L
∩Z2 , on the standard torus T2: Gλ(x) = GLE(Lx).
We have the following spectral expansion for the Green’s function on T2 with
Dirichlet boundary conditions (cf. Appendix B, eq. (B.1)), which is valid for
λ /∈ σ(−∆) in the distributional sense,
Gλ(x, y) =(−∆− λ)−1δ(x− y) =
∑
ξ∈Z2
cλ(ξ)eξ(x− y)
cλ(ξ) =
1
|ξ|2 − λ
(4.4)
where eξ(x) = e
2πi〈ξ,x〉.
Now recall
ΨLE(y) = ϕ
L
E(x0)
1/2GLE(y)
and consider the rescaled correlation function
Ψλ(x) = ϕ
L
E(x0)
1/2Gλ(x).
From the observations above we conclude that Ψλ is of the form (for the scaling
of the Green’s function cf. Appendix B)
Ψλ(x) =
∑
η∈Z2∩T2
L
dη,ωLGλ(x, η/L+ ωη/L)
=
∑
ξ∈Z2
cλ(ξ)DωL(ξ)eξ(x),
DωL(ξ) =
∑
η∈Z2∩T2L
dη,ωLeξ(−η/L− ωη/L).
(4.5)
DELOCALIZATION FOR RANDOM DISPLACEMENT MODELS 11
4.3. Approximation on thin annuli. Let δ > 0 as in [16]. We define
Ψδλ(x) =
∑
ξ∈Z2∩A(nk,nδk)
cλ(ξ)DωL(ξ)eξ(x)
and
ΨRλ (x) =
∑
ξ∈Z2∩A(nk,nδk)c
cλ(ξ)DωL(ξ)eξ(x).
We have, for ζ ∈ Z2,
| 〈eζΨλ,Ψλ〉 | ≤|
〈
eζΨ
δ
λ,Ψ
δ
λ
〉 |+ ‖ΨRλ ‖22 + 2‖ΨRλ ‖2‖Ψλ‖2
where
| 〈eζΨδλ,Ψδλ〉 | ≤ ∑
ξ∈Z2∩A(nk,nδk)
|cλ(ξ)DωL(ξ)cλ(ξ + ζ)DωL(ξ + ζ)|
First of all we have
∑
ξ∈Z2∩A(nk,nδk)
|cλ(ξ)DωL(ξ)cλ(ξ + ζ)DωL(ξ + ζ)|
≤

 ∑
ξ∈Z2∩A(nk,nδk)
cλ(ξ + ζ)
2|DωL(ξ + ζ)|2

1/2

 ∑
ξ∈Z2∩A(nk,nδk)
cλ(ξ)
2|DωL(ξ)|2

1/2
< ‖Ψλ‖2
( ∑
ξ∈Z2∩A(nk,nδk)
|ξ|2<nk
cnk(ξ + ζ)
2|DωL(ξ + ζ)|2 +
∑
ξ∈Z2∩A(nk,nδk)
|ξ|2>nk+1
cnk+1(ξ + ζ)
2|DωL(ξ + ζ)|2
)1/2
And, secondly,
‖ΨRλ ‖22 ≤
∑
ξ∈Z2∩A(nk,nδk)c
cλ(ξ)
2|DωL(ξ)|2
≤
∑
ξ∈Z2∩A(nk,nδk)c
|ξ|2<nk
cnk(ξ)
2|DωL(ξ)|2 +
∑
ξ∈Z2∩A(nk,nδk)c
|ξ|2>nk+1
cnk+1(ξ)
2|DωL(ξ)|2
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Because of the decay of the E(|dη,ωL |2) we have, for N0 large, that there exists
a constant C0 > 0 such that we have the following bound
E(|DωL(ξ + ζ)|2) ≤ E

( ∑
η∈T2L∩Z2
|dη,ωL |)2

 = ∑
η1,η2∈T2L∩Z2
E(|dη1,ωLdη2,ωL |)
≤
∑
η1,η2∈T2L∩Z2
E(|dη1,ωL |2)1/2E(|dη2,ωL |2)1/2
≤ C0
∑
η1,η2∈T2L∩Z2
|η1−x0|,|η2−x0|≤N0
E(|dη1,ωL |2)1/2E(|dη2,ωL |2)1/2
= C0


∑
η∈T2L∩Z2
|η−x0|≤N0
E(|dη,ωL |2)1/2


2
≤ C0N0
∑
η∈T2L∩Z2
|η−x0|≤N0
E(|dη,ωL |2)
where we picked N0 large enough to ensure that (recall f(r) = O(r
−α) and take
α > 4)
∑
η∈T2L∩Z2
|η−x0|>N0
E(|dη,ωL |2)1/2 . b
∫
|x−x0|>N0
f(|x− x0|)1/2dx = b
∫ ∞
N0
f(r)1/2rdr
.d,f bN
−α/2+2
0
≤ 1
2
L−A
≤ 1
2
E(ϕLE(x0)) =
1
2
∑
η∈T2L∩Z2
E(|dη,ωL |2)
≤ 1
2
∑
η∈T2
L
∩Z2
E(|dη,ωL |2)1/2,
(4.6)
say N0 = 1000 (bL
A)
1
α
2
−2 , and we used E(|dη,ωL |2) ≤ E(ϕLE(x0)) ≤ 1.
Let a ∈ C∞(T2) with Fourier expansion
a(x) =
∑
ζ∈Z2
aˆ(ζ)eζ(x).
It suffices to prove the result for any trigonometric polynomial of degree J , a
standard approximation argument then yields the result for C∞ test functions (see
for instance [16]).
Let a˜ = a− aˆ(0). We have
| 〈a˜Ψλ,Ψλ〉 | ≤ |
〈
a˜Ψδλ,Ψ
δ
λ
〉 |+ ‖a˜‖∞‖ΨRλ ‖22 + ‖a˜‖∞‖ΨRλ ‖2‖Ψλ‖2.
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Now
| 〈a˜Ψδλ,Ψδλ〉 | ≤ ∑
ζ∈Z2\{0},|ζ|≤J
|aˆ(ζ)|| 〈eζΨδλ,Ψδλ〉 | ≤ ∑
ζ∈Z2\{0},|ζ|≤J
|aˆ(ζ)|Aδ,ζ(ωL) := A(ωL)
where, for ζ 6= 0 and λ = EL2 ∈ [nk + δ0, nk+1 − δ0] ⊂ (nk, nk+1),
E(Aδ,ζ(ωL)) ≤E(‖Ψλ‖22)1/2

 ∑
ξ∈A(nk,nδk)
|ξ|2<nk
|cnk(ξ + ζ)|2 +
∑
ξ∈A(nk,nδk)
|ξ|2>nk+1
|cnk+1(ξ + ζ)|2


1/2
×
√
C0N0


∑
ηj∈T2L∩Z2
|η−x0|≤N0
E(|dηj ,ωL |2)


1/2
.ǫ N0λ
−δ1+ǫE(ϕLE(x0))
(4.7)
for some δ1 > 0, where we used a bound on sums over lattice points in shifted
annuli which, for d = 2, are given in [9] (see also appendix A).
We also used the normalization of the cη, i.e.∑
η∈Z2∩T2
L
|dη|2 = ϕLE(x0)
∑
η∈Z2∩T2
L
|cη|2 = ϕLE(x0),
and the following lemma.
Lemma 4.3. For λ ∈ [nk + δ0, nk−1 − δ0] we have the bound
E(‖Ψλ‖22) .ǫ N0δ−20 λǫE(ϕLE(x0)).
Proof. We have the inequality
E(‖Ψλ‖22) =
∑
ξ∈Z2
E(cλ(ξ)
2|DωL(ξ)|2)
≤
∑
|ξ|2<nk
cnk(ξ)
2
E(|DωL(ξ)|2) +
∑
|ξ|2>nk+1
cnk+1(ξ)
2
E(|DωL(ξ)|2)
+ δ−20
∑
|ξ|2=nk,nk+1
E(|DωL(ξ)|2)
.ǫ N0E(ϕ
L
E(x0))

δ−20 nǫk + ∑
n<nk
nǫ
(n− nk)2 +
∑
n>nk+1
nǫ
(n− nk+1)2


.ǫ N0δ
−2
0 n
ǫ
kE(ϕ
L
E(x0))
(4.8)
where we used r2(n) .ǫ n
ǫ. 
We thus have
(4.9)
E(| 〈aΨδλ,Ψδλ〉 |) ≤ ∑
ζ∈Z2\{0},|ζ|≤J
|aˆ(ζ)|E(Aδ,ζ(ωL)) .ǫ ‖aˆ‖l1N0λ−δ1+ǫE(ϕLE(x0))
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Furthermore, we have
E(‖ΨRλ ‖22) ≤

 ∑
ξ∈A(nk,nδk)c
|ξ|2<nk
cnk(ξ)
2 +
∑
ξ∈A(nk,nδk)c
|ξ|2>nk+1
cnk+1(ξ)
2

 × C0N0 ∑
ηj∈T2L∩Z2
j≤N0
E(|dηj ,ωL |2)
.ǫ N0λ
−δ2+ǫE(ϕLE(x0)).
(4.10)
Therefore,
E| 〈a˜Ψλ,Ψλ〉 |
≤ E| 〈a˜Ψδλ,Ψδλ〉 |+ ‖aˆ‖l1E(‖ΨRλ ‖22) + ‖aˆ‖l1E(‖ΨRλ ‖22)1/2E(‖Ψδλ‖22)1/2
. ‖aˆ‖l1N0λ−δE(ϕLE(x0))
(4.11)
for some δ > 0 (again this follows from the bounds on lattice point sums of the
above type which, for d = 2, are given in [9] (see also appendix A)).
So we have (recall Ψλ = ϕ
L
E(x0)
1/2Gλ and ψλ = ϕ
L
E(x0)
1/2gλ)
(4.12) E(〈aψλ, ψλ〉) = aˆ(0)E(ϕLE(x0)) + E(〈a˜ψλ, ψλ〉)
and
E(〈a˜ψλ, ψλ〉) ≤E(〈a˜Ψλ,Ψλ〉)1/2E(〈a˜Ψλ,Ψλ〉 ‖Gλ‖−42 )1/2
.‖aˆ‖l1N1/20 λ−δ/2E(ϕLE(x0))1/2E(ϕLE(x0)‖Gλ‖−22 )1/2
(4.13)
where we used for the second term the inequality
E(〈a˜Ψλ,Ψλ〉 ‖Gλ‖−42 ) ≤ ‖aˆ‖l1E(ϕLE(x0)‖Gλ‖−22 )
in view of | 〈a˜Ψλ,Ψλ〉 | ≤ ‖aˆ‖l1‖Ψλ‖22.
Now we observe
‖Gλ‖22 =
∑
ξ∈Z2
cλ(ξ)
2|CωL(ξ)|2 ≥ǫ λ−ǫ
∑
|ξ|2=nk−1
|CωL(ξ)|2 := λ−ǫFωL(nk−1)
where
CωL(ξ) =
∑
η∈Z2∩T2
L
cη,ωLeξ(−η/L− ωη/L)
and note nk+1 − nk .ǫ nǫk.
It follows for λ = EL2 ≫ 1, aˆ(0) 6= 0 and α > 2A/δ + 4 (recall N0 =
1000 (bLA)
1
α
2
−2 )
E(〈aψλ, ψλ〉) =aˆ(0)E(ϕLE(x0))
+Oǫ(‖aˆ‖l1λ−δ/2+ǫ)E(ϕLE(x0))1/2E(ϕLE(x0)‖Gλ‖−22 )1/2
=aˆ(0)E(ϕLE(x0))
1/2
× E
(
ϕLE(x0)
(
1 +O(‖aˆ‖l1
aˆ(0)2
N
1/2
0 λ
−δ/2+ǫ)FωL(nk−1)
−1
))1/2
&aˆ(0)E(ϕLE(x0))
(4.14)
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where we used that for diam suppPǫ0 = ǫ0 ≪ 1√b (weak disorder condition) we have
FωL(nk−1) ≍ r2(nk−1)
∫
|v|2=√E
|cˆωL(v)|2dθ & (logλ)log 2/2−ǫ
∫
|v|2=√E
|cˆω(v)|2dθ
as L→ ∞, where dθ denotes normalized Lebesgue measure on the circle of radius√
E.
To see this, we use the property of nk ∈ S ′, that the lattice points ξ/|ξ|, |ξ|2 =
nk−1 equidistribute on S1 as k → ∞. Since for |ξ|2 = nk−1 we have |ξ/L|2 ∼ E,
as L → ∞, it follows that the lattice points ξ/L, |ξ|2 = nk, equidistribute on the
circle of radius
√
E.
Furthermore, note that the assumption ǫ0 ≪ 1√b implies |CωL(ξ)|2 ≍ |cˆωL(ξ/L)|2,
as L→∞, and cˆωL denotes the discrete Fourier transform
cˆωL(v) =
∑
η∈Z2∩T2
L
cη,ωLeη(−v)
of the function cωL : Z
2 ∩ T2L 7→ C, which converges to
cˆω(v) =
∑
η∈Z2
cη,ωeη(−v), as L→∞.
5. Proof of Proposition 2.1
The proof is exactly analogous to the proof of Proposition 2.2, where ϕLE(x0) is
replaced with 1.
Fix any x1 ∈ T2L, and assume for a contradiction that for β > 2d and for any
1
4 ≤ R ≤ ǫL, y ∈ T2L we have
E(
∫
T2
L
χR(y
′ − y)|gLE(y′)|2dy′) ≤ (1 + |x1 − y|)−β .
We then have the following lemma whose proof is exactly analogous to that of
Lemma 4.2.
Lemma 5.1. There exists a positive constant C s. t.
∀ξ ∈ Zd ∩ T2L : E(|cξ,ωL |2) ≤ Cb2(1 + |x1 − ξ|)−β .
We then apply this lemma to obtain the bound
E(|CωL(ξ)|2) . N1
where we used the analogous estimate as in eq. (4.3) as well as the normalization∑
η |cη,ωL |2 = 1. We have to choose N1 large enough such that
∑
η∈T2L∩Z2
|η−x0|>N0
E(|cη,ωL |2)1/2 . b
∫
|x−x1|>N1
(1 + |x− x1|)−β/2dx = b
∫ ∞
N1
(1 + r)−β/2rdr
.d,f bN
−β/2+2
1
≤ 1
2
≤ 1
2
∑
η∈T2L∩Z2
E(|cη,ωL |2)1/2,
(5.1)
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say N1 = 1000 b
1
β
2
−2 , and we used E(|cη,ωL |2) ≤ 1.
We readily derive for any a ∈ C∞(T2) and λ ≫ 1, following the proof of Prop.
2.2, where we replace the factor ϕLE(x0) with 1,
〈agλ, gλ〉 & aˆ(0).
Now, by our assumption, we have that for y ∈ T2L s.t. |x1 − y| ≍ L
L−β ≍ (1 + |x1 − y|)−β ≥
∫
T2L
χǫL(y
′ − y)|gLE(y′)|2dy′
= L−2
∫
T2L
χǫ(
y′ − y
L
)|gLE(y′)|2dy′
= L−2
∫
T2
χǫ(x
′ − x)|gEL2(x′)|2dx′
& L−2
(5.2)
which leads to a contradiction.
Since our assumption is false, it follows that there exists 14 ≤ R′ ≤ ǫL, y = x0 ∈
T
2
L s. t.
E(
∫
T2L
χR′(y
′ − x0)|gLE(y′)|2dy′) > (1 + |x1 − x0|)−β ≥ (1 + L)−β.
And we have χǫL ≥ (R′ǫL)2χR′ & L−2χR′ , which implies
E(ϕLE(x0)) = E(
∫
T2L
χǫL(y
′ − x0)|gLE(y′)|2dy′) & L−β−2.
Appendix A. Constructing the subsequence S ′
Denote by S = {n | n = 4π2(x21 + x22), x1, x2 ∈ Z} = {0 = n0 < n1 < n2 < · · · }
the set of Laplacian eigenvalues on the unit square B = [−1/2, 1/2]2 with Dirichlet
boundary conditions, where we ignore multiplicities.
There exists a subsequence S∗ ⊂ S of density 1 and δ2 > 0 such that for all
nk ∈ S∗:
(i) nk+1 − nk−1 ≤ Cǫnǫk
(ii) ∀λ ∈ (nk, nk+1) ∀ζ 6= 0, |ζ| ≤ J ∀ξ ∈ A(nk, nδ2k ) ∩ Z2 : |cλ(ξ + ζ)| . λ−δ2
(iii) The lattice points on the circle |ξ|2 = nk−1 become equidistributed as
k →∞.
This means that for any g ∈ C0(S1)
1
r2(nk−1)
∑
|ξ|2=nk−1
g
(
ξ
|ξ|
)
→
∫
S1
g(θ)dθ
as k →∞.
Proof. (i): To see this, recall that the elements of S, integers representable as sums
of 2 squares, have mean spacing of order
√
lognk. Therefore, the subsequence of
nk s. t. nk+1 − nk ≤ Cǫnǫk and those nk s. t. nk − nk−1 ≤ Cǫnǫk are of density 1
respectively. Consequently, their intersection is a subsequence of density 1.
(ii): This proof is exactly identical to the construction in sections 6 and 7 of
[9]. Note the additional factor 4π2 which is due to the fact that we consider the
standard torus R2/Z2 rather than the scaled torus R2/2πZ2 considered in [9].
DELOCALIZATION FOR RANDOM DISPLACEMENT MODELS 17
(iii): It follows from classical equidistribution theorems that on a generic circle of
radius
√
nk−1 the lattice points ξ ∈ Zd satisfying |ξ|2 = nk become equidistributed.
Hence we may construct a density one subsequence of nk such that this holds for
the neighbouring circles |ξ|2 = nk−1. 
Appendix B. Scaling of Green’s functions
Here we simply point out the simple relationship between the Green’s functions
on the tori T2 and T2L.
The Green’s function on T2 is given by Gλ = (−∆T2 − λ)−1δ(x − y) and, we
recall, has the following Fourier expansion, which is convergent in the L2-sense:
(B.1) Gλ(x, y) =
∑
ξ∈N2
eξ(x− y)
|ξ|2 − λ .
The Green’s function on T2L is given by G
L
E = (−∆T2L −E)−1δ(x− y) and via its
Fourier expansion it can easily be related to the Green’s function on T2 by scaling
GLE(x, y) =L
−2 ∑
ξ′∈L−1Z2
eξ′(x − y)
|ξ′|2 − E
=
∑
ξ∈Z2
eξ((x− y)/L)
|ξ|2 − EL2
=Gλ
( x
L
,
y
L
)
, λ = EL2.
(B.2)
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