In a recent paper we have presented a method to evaluate certain Hankel determinants as almost products; i.e. as a sum of a small number of products. The technique to find the explicit form of the almost product relies on differential-convolution equations and trace calculations. In the trace calculations a number of intermediate nonlinear terms involving determinants occur, but only to cancel out in the end.
Introduction
The expansion of a determinant det[a i,j ] 0≤i,j≤n from first principles involves calculating the signed sum of (n + 1)! individual products. This type of an evaluation is not of much interest, and one usually uses the multilinearity of the determinant to obtain more succinct expressions for a given family of determinants. Those determinants which may be evaluated as a single product of simple factors (such as the Vandermonde and Cauchy determinants) have a special appeal. For product form evaluations, LU decomposition, continued fractions and Dodgson condensation are some of the available methods that have been utilized with considerable success. There exists an extensive literature on this topic, going back to the treatise of Muir [10, 11] . A more recent compilation of the state of affairs of the theory of determinants appears in Krattenthaler [6, 7] , in which a wide range of techniques used to study the evaluation of families of determinants are described, accompanied by an extensive bibliography on the subject.
Of particular interest are Hankel determinants, for which a i,j = a i+j . (see [1] and [3] ). The in-between case of the binomial coefficients
Certain classes of Hankel determinants with combinatorially interesting entries
is not amenable to standard methods since it does not have a product evaluation. In a recent paper [2] we proved that for the entries (1), the evaluation is an almost product; in this case a sum of n + 1 products of simple factors: The technique presented in [2] to find the explicit form of the almost product for this particular
Hankel determinant relies on the following steps:
(I) Using k = i + j, replace a k with polynomials
so that a k (x) is a monic polynomial of degree k with a k = a k (0). Consequently the associated
Hankel determinant H n (x) is a polynomial, and H n = H n (0).
(II) Establish a second order ODE satisfied by H n (x).
(III) Solve the DE in (II), and evaluate the solution at x = 0.
The (β, α)-case of this problem is the evaluation of the Hankel determinants where the entries are
The bulk of the work is contained in Step (II), and this part of the argument itself relies on three essential identities. These identities are linked in the derivation of the differential equation via the application of a trace operator.
In this paper, we introduce a class of multilinear γ-operators acting on tuples of matrices which take the place of this trace operator.
If it had just been a matter of calculating the differential equation in the (3, 1)-case as we did in [2] , then which technique we used might not have mattered much. However, we wanted to try to extend the differential equation method to a larger class of (β, α)-cases, and we found that already in the (2, 2)-case, the γ-operators simplified the calculations significantly. To be specific, in the trace approach some nonlinear terms occur in the calculations, which get canceled in the end. For example the following ratio of determinants (using the notation in [2] )
appears during the course of the trace calculations (e.g. [2] , p. 15), and is later cancelled.
As one goes to other cases, these nonlinear terms proliferate. In the (2, 2)-case, there are over half a dozen of these terms that arise, which all cancel. These nonlinear terms turn out to be an avoidable burden in a method that already involves a lot of calculation. It is easier to combine differentiation with the γ-operators than with the trace calculations of [2] and in addition the γ-operator calculations do not produce the extraneous nonlinear terms mentioned above. An added benefit is that they need not be calculated from scratch for other
Hankel determinant evaluations. In Appendix III, we provide extensive table of values of γ-operators.
and define the (n + 1) × (n + 1) Hankel determinants by
A few of these polynomials and the Hankel determinants are as follows:
We give the elements of the application of γ-operators by working through the proof of the following theorem.
Theorem 1 Suppose a k and the H n (x) are as defined in (5) and (6) . Then H n (x) has the following almost product evaluations:
and
It is known that [2, 5, 8] det
Our purpose us not the derivation of this relatively simple numerical evaluation itself, but to give an exposition of the salient points the γ-operators, which allow us to evaluate the general case of the Hankel determinants of the polynomials (5) as an almost product. From the general evaluation in Theorem 1 we obtain the numerical evaluation of (9) in the following curious forms:
There are additional evaluations of H n (x) at special values of x, and we present a number of these in section 8 and at the end of section 9.
In Corollary 4 we evaluate the Hankel determinant
The explicit almost product evaluation of Theorem 1 is derived from the second order differential equation satisfied by these Hankel determinants. This differential equation is given in Theorem 2 in section 7. With the definition of the polynomials in (3), the evaluation in this paper is the (β, α) = (2, 2)-case. The outline of the rest of this paper is as follows: In section 2, we define determinants H λ for partitions λ obtained from a given Hankel matrix. This is followed by the introduction of the family of multilinear operators γ along with their basic properties and a combinatorial interpretation for their evaluation in section 3. Section 4 presents example calculations with the γ's, and a compilation of evaluations that are used in the paper. This is followed by three identities that are typically needed for our methods, and the derivation of the equations satisfied by the various H λ that arise in the calculations. We obtain a system of first order differential equations which results in a second order differential equation for the Hankel determinant we wish to evaluate in section 7. Evaluation at special points are discussed in section 8, and the general solution of the differential equation is derived in section 9. An additional Hankel determinant evaluation is given at the end of this section in Corollary 4. In section 10, we consider the properties of the zeros of the Hankel determinants and show that they form a Sturm sequence. Conjectures on the evaluation of similar Hankel determinants are presented in section 11. This is followed by the Appendix I -III where we give the proofs of the results stated and used in the calculations as well as tables of γ-operator evaluations.
Preliminaries
In [2] and in section 1 of the present paper we used the notation H n for the (n + 1) × (n + 1) Hankel determinant. However, it is useful to have alternate notation for various determinants that arise, in which sometimes the parameter n is suppressed. Unless otherwise indicated, we assume that n has been chosen and is fixed.
A partition λ of an integer m is a weakly decreasing sequence of nonnegative integers λ = ( 
For example when n = 3,
We note that these determinants are obtained in a way similar to the expansion of Schur functions in terms of the homogeneous symmetric functions by the Jacobi-Trudi identity [9] . When the a k = a k (x) are functions of x, then H λ = H λ (x) is a function of x. When we need to indicate the dependence of the determinant on n as well as x, we write
for the (n + 1) × (n + 1) Hankel determinant. As an example, with this notation (7) is written as
Our aim is to obtain a first order linear system of equations
where the coefficients are polynomial functions of x and n. From this system the second order differential equation for H 0 given in Theorem 2 can be found immediately.
In the process of differentiating H 0 and H 1 the following five determinants
are encountered. We will express each of these in terms of the two determinants H 0 , H 1 .
The γ-operator that we next define allows us to do this from the three identities satisfied by the a k , while avoiding having to deal with nonlinear expressions involving determinants. This operator has the additional advantage of simplifying differentiation of determinants, improving on the trace calculations used in [2] .
The γ-operator
We define a multilinear operator γ on m-tuples of matrices as follows:
where t 1 , t 2 , . . . , t m are variables that do not appear in A or X 1 , X 2 , . . . , X m .
Note: The γ's relate to the more familiar trace formulas as follows:
To prove (15), for example, let
Then
and similarly for t 2 . We have
Putting t 1 = t 2 = 0 gives (15). It turns out that the equations (14), (15), and (16) illustrate the reason why the γ-operator is preferable to using traces. For example, the right hand side of (15) is a difference of two types of trace terms. In calculating this difference using traces as introduced in [2] , several identical determinantal expressions arise from each term that get canceled in the end. The use of the γ's bypasses this redundant calculation.
Next we give a computationally feasible combinatorial interpretation of γ A (X 1 , . . . , X m ) for small m, based on elementary properties of determinants. With this notation we have
where the summation is over all subsets S of {0, 1, . . . , n} with |S| = m and all permutation σ of {1, 2, . . . , m}.
Note: The expansion (17) is also valid as a sum over row indices where the replacements made are rows from X 1 , . . . , X m instead of columns.
Another motivation for using the γ-operators is that they differentiate nicely; the derivative of a γ is a sum of γs.
The proofs of Proposition 1 and Proposition 2 can be found in the Appendix I.
Using Proposition 1, we can evaluate γ A on matrices that are associated with A in terms of determinants H λ for various partitions λ. Next, we give a few examples of these calculations and a compilation of the expansions needed.
Explicit γ A evaluations
We start with a few sample calculations.
Example: In the calculation of γ A ([a i+j ]), the sum in (17) is over all subsets S ⊆ {0, 1, . . . n} with a single element and σ is the identity permutation. We are replacing a column of A with the same column, so the resulting determinant is H 0 = det(A) for each one of n + 1 possible column selections. Thus
Example:
In the calculation of γ A ([a i+j+2 ]) the sum in (17) is again over all subsets S ⊆ {0, 1, . . . n} with one element. If S = {j} and j ≤ n − 2, then the j-th and the (j + 2)-nd columns are identical in A S,σ and the determinant vanishes. For j = n, the determinant is H 2 and for
Example: We split the calculation of γ A ([(i + j)a i+j+2 ]) into two pieces:
In the calculation of γ A ([ja i+j+2 ]), the determinant in (17) survives only for S = {n} and S = {n−1}, exactly as in the case of the evaluation of γ A ([a i+j+2 ]) above. However, now the determinant gets multiplied by the factor n of the new n-th column in the former case, and by the factor n − 1 of the (n − 1)-st column in the latter. Therefore
evaluates to the same expression, since now we are dealing with rows instead of columns, but otherwise the argument is the same. Therefore
Definition 3 For a polynomial sequence a n = a n (x) (n ≥ 0), the convolution polynomials c n = c n (x) are defined by
a k a n−k with c −1 = 0.
for n = 2, we use the expansion of the matrix [c i+j+1 ] in terms of shifted versions of A as given below. The expansion for arbitrary n can be found in Appendix I.
[
A routine calculation gives
We provide another example of a γ calculation. (17) is over all subsets S ⊆ {0, 1, . . . n} with two elements. If S = {j 1 < j 2 } with j 2 ≤ n − 2, then for σ = (1)(2), the columns j 2 and j 2 + 2, and for σ = (12), the columns j 2 and j 2 + 1 of A S,σ are identical. Therefore in these cases the determinant vanishes. The remaining possibilities for S, σ pairs can be enumerated as
2. S = {n − 2, n − 1} and σ = (1)(2) , 3. S = {n − 2, n} and σ = (12) .
The resulting determinants are
respectively. Therefore
In Tables 2-5 of Appendix III, we give a list of various γ evaluations. Th ones that are needed for the computations in this paper are in Tables 2 and 3 .
The three identities
The three identities used in the argument are given in the following three lemmas. These identities are typical of our methods. The first identity is a differential-convolution equation. The second identity involves convolutions and a k but no derivatives. The third identity is a linear dependence among certain column vectors involving the a k .
Lemma 1 (First Identity (FI))
(x − 2)x(x + 2)(3x + 2) d dx a n = 2n(x − 1)a n+2 + (n(x − 6)(x − 2) + 3x 2 − 2x + 4)a n+1 −(3x 3 + 18x 2 − 20x + 24 + 4n(x 2 + 4))a n (19) +8(x − 1) 2 c n − 32(x − 1) 2 c n−1
Lemma 2 (Second Identity (SI))
(nx + 3x + 2)a n+2 − (nx(x + 6) + 3x
for i = 0, 1, . . . , n where
The proofs can be found in the Appendix II. We remark that the weights in Lemma 3 are typical of our method. Once the coefficients of the weight polynomials w n,j (x) are guessed, then automatic binomial identity provers can be used to prove (21).
To prove (13), we will find the expansions of both d dx H 0 and d dx H 1 in terms of H 0 and H 1 . Since at first other determinants H λ also appear in these derivatives, they will need to be eliminated. We do this by constructing a sufficient number of equations involving them, and then expressing each one in terms of H 0 and H 1 .
6 The five equations
to the (n+1)×(n+1) matrix whose (i, j)-th entry is obtained from the second identity (20) evaluated at i + j and expand using linearity. If we denote the matrix so obtained from the second identity by [SI(i + j)], then the computation is the expansion of γ A ([SI(i + j)]) = 0. We obtain
Making use of the entries in the γ A ( * ) computations from Table 2 , we get
Equation from γ A ([SI(i + j + 1)])
Now apply γ to the matrix obtained by evaluating the second identity (20) 
Using Table 2 ,
Using the γ A ([a i+j+1 ], * ) computations form Table 3 , we get
Therefore for n ≥ 2,
Two equations from the third identity
The third identity is as given in Lemma 3. Define the column vector
The third identity (21) 
Now consider the determinant of the (n+1)×(n+1) matrix whose first n columns are the columns of A, and whose last column is the zero vector. Writing the zero vector in the form (26) and expanding the determinant by linearity, we find
Substituting the weights from (22), this gives the equation
Next we apply the same expansion trick to the matrix where the first n − 1 columns are
. . , v n−2 , i.e. same as those of A; whose (n − 1)-st column is v n ; and whose last column is zero. This time we obtain w n,n+2 H 21 + w n,n+1 H 1 2 − w n,n−1 H 0 = 0 .
Therefore another equation is 3(2 + 3x + 2nx)H 21 − 3 10 + 4n + 15x + 16nx + 4n
+ 2n(1 + 2n)(5 + 2n) + n(1 + 2n)(3 + 2n)(5 + 2n)x + 3n(3 + 2n)(5 + 2n)x 2 H 0 = 0 .
Equations (23), (24), (25), (27), (29), form a 5 × 5 linear system M u = v which expresses the
in terms of the two determinants H 0 , H 1 . The matrix M is as follows: 
Equipped with these expansions, we now proceed with the calculation of the derivatives of H 0 and H 1 .
7 The derivatives of H 0 and H 1
The derivative of H 0
From Definition 1,
Therefore by Proposition 2 we have
Using F I(i + j),
The values for γ A ( * ) from Table 2 give
Now using the expressions in (32) and (33) for H 2 and H 1 2 in terms of H 1 , H 0 , we obtain
where Q = (x − 2)(x + 2)(2nx + x + 2)(2nx + 3x + 2) ,
+36x 2 n + 80xn + 16n + 3x 3 + 12x 2 + 12x + 48 ,
The derivative of H 1
To differentiate H 1 we use the expression
from Table 2 . From Proposition 2 we have
Therefore, to compute
are needed. For the first one of these
Using the entries in Table 3 for the γ A ([a i+j+1 ], * ) computations, we get
Using Table 2 this gives
Adding, we get 
We find U = (x − 2)(x + 2)(2nx + x + 2)(2nx + 3x + 2) , 
where
From (35) and (39), we find that Q 1 R, R 1 Q, and
have GCD (2n + 3)(x − 2)(x + 2)(2nx + x + 2)(2nx + 3x + 2) .
Dividing through (40) by this and defining S 2 , S 1 , S 0 as the resulting quotients, we obtain the second order differential equation satisfied by H 0 . We record this in the following theorem.
Theorem 2 Suppose the polynomials a k (x) and the (n + 1) × (n + 1) Hankel determinant H 0 = H 0 (n, x) are as defined in (5) and (6) . Then
Evaluation at special points
At this point we have enough information to evaluate H 0 (x) at special points x without making use of the differential equation (41) itself. Using the notation that incorporates the sizes of the matrices involved, we recall the following general result on Hankel determinants proved in [2] :
Specialization at x = 2
At x = 2, the derivative expression in (34) gives
From equations (32) and (33) at x = 2, (n + 2)H 2 = −(n + 1)(n + 4)(2n + 5)H 0 + (13 + 11n + 2n 2 )H 1 , (n + 1)H 1 2 = −n(n + 1)(2n + 5)H 0 + n(2n + 3)H 1 .
Therefore at x = 2 we can write (42) as
This is a recursion in H 0 (n, 2)/H 0 (n − 1, 2) with H 0 (0, 2) = 1, H 0 (1, 2) = −7. Solving, we find
At x = 2, the the entries of the determinant in (44) specialize to
and we obtain Corollary 2 Suppose a k (x) is as defined in (5) . Then
Specialization at x = −2
At x = −2 the expression for the derivative in (34) gives
Again from equations (32) and (33) we obtain at x = −2, (n + 1)H 2 = −(n − 1)(n + 1)(2n + 5)H 0 + (n + 2)(2n + 1)H 1 ,
Therefore we can use (42) at x = −2 and write
This is a recursion in H 0 (n, −2)/H 0 (n − 1, −2) with H 0 (0, −2) = 1, H 0 (1, −2) = 5, which can be solved to give the simple product evaluation
Therefore
Corollary 3 Suppose a k (x) is as defined in (5). Then
The entries in (46) do not seem to have as simple an expression as the a k (2) given in (43), although from the alternate expression for the generating function of the a k , we get the generating function of these numbers as 1
where t is the generating function of the Catalan numbers, as in the proof of Lemma 1 in the Appendix II.
The differential equation solution
We have the choice of calculating the solution to the differential equation (41) around x = 2 or x = −2. Putting
we find that the b k satisfy 16k(2k + 1)(2n
for k ≥ 2 with b k = 0 for k < 0. From (41), we get
and therefore each b k is a multiple of b 0 . It can then be proved by induction that
The determinants at x = 2 have the simple evaluation we already found in (44), so that
For the solution around x = −2, put
We find that the d k satisfy
for k ≥ 2 with d k = 0 for k < 0. From (41), we get
and therefore each d k is a multiple of d 0 . It can be proved by induction that
Using the evaluation of the determinants x = −2 from (45) we obtain
The determinants given in Corollary 1 are obtained by evaluating (48) and (47) at x = 0.
As another corollary of Theorem 1, we have the following Hankel determinant evaluation at x = 1, which depends on the residue class of n modulo 3:
Proof Since a k (1) = 2k + 3 k (50) the determinant is simply H 0 (n, 1). We use the expression for the determinant (7) of Theorem 1 evaluated at x = 1. Putting n = 3m, n = 3m + 1 and n = 3m + 2 for the three residue classes modulo 3, the Corollary is a consequence of the resulting binomial identities
which can be proved by automatic binomial provers.
• The modular nature of the numerical determinant evaluation in (49) 10 Zeros of H 0 (n, x)
The determinants H 0 (n, x) of Theorem 1 are not orthogonal polynomials. But they satisfy a recurrence relation with polynomial coefficients involving three consecutive terms of the sequence as follows:
Corollary 5
Proof The recurrence relation can be verified by making use of the explicit form of H 0 (n, x) from Theorem 1.
• Table 1 gives a list of the zeros of H 0 (1, x) through H 0 (7, x). The zeros are real and interlacing.
It is possible that the polynomials H 0 (n, x) can be obtained from an orthogonal family by a suitable transformation.
A sequence of polynomials {P n (x)} n≥0 with deg P n = n is called a Sturm sequence on an open interval (a, b) if P n has exactly n simple real zeros in (a, b), and for every n ≥ 1, zeros of P n (x) and P n+1 (x) strictly interlace. Table 1 : Zeros of the Hankel determinants H 0 (1, x) through H 0 (7, x) of Theorem 1.
Theorem 3 Suppose a k and the H 0 (n, x) are as defined in (5) and (6) . Then {H 0 (n, x)} n≥0 is a Sturm sequence on (−2, 2).
Proof
Consider the two expansions of H 0 (n, x) in (47) and (48). The first one of these implies that (−1) n H 0 (n, x) > 0 for x ≥ 2, and the second one implies that H 0 (n, x) > 0 for x ≤ −2. Therefore the zeros of H 0 (n, x) are contained in (−2, 2).
We next prove that like orthogonal polynomials, H 0 (n, x) has n distinct real zeros and the zeros of H 0 (n, x) lie strictly between the zeros of H 0 (n + 1, x). This interlacing property is a consequence of the form of the recursion (54)
where β > 0 for every x and n. We use induction on n. For any two consecutive zeros r 1 , r 2 of H 0 (n + 1, x) the induction hypothesis implies that H 0 (n, r 1 ) and H 0 (n, r 2 ) have opposite signs. Therefore from the recursion, H 0 (n + 2, r 1 ) and H 0 (n + 2, r 2 ) also have opposite signs and so H 0 (n + 2, x) has at least one zero in the interval (r 1 , r 2 ). This accounts for ≥ n zeros of H 0 (n + 2, x). Let δ 2 < 2 be the largest zero of H 0 (n + 1, x). By the induction hypothesis, H 0 (n, x) has no zeros on [δ 2 , ∞). Therefore its sign at x = δ 2 is the same as its sign at x = 2, which is (−1) n . But the sign of H 0 (n + 2, x) is also (−1) n at x = 2, but opposite of the sign of H 0 (n, x) at x = δ 2 by (55). This forces H 0 (n + 2, x) to change sign and have a zero in (δ 2 , 2). By a counting argument, H 0 (n + 2, x) has to have another zero in (−2, δ 1 ) where δ 1 is the smallest zero of H 0 (n + 1, x).
• 11 Discussion, patterns and conjectures
We introduced a class of multilinear operators γ acting on tuples of matrices to take the place of the trace method of our earlier calculations. This approach to evaluate Hankel determinants is easier to work with: the γ-operators are easier to differentiate, and they do not produce the extraneous nonlinear terms. In the (2, 2)-case that we have covered in detail, we have also obtained numerical evaluations at special points as a byproduct. Furthermore we saw that the resulting polynomials have intriguing properties.
Even though the application of the γ-operator reduces the calculations involved in almost product evaluations of Hankel determinants considerably, there are still stumbling blocks in the general (2, r)-case, and other cases that differ little from this. We consider a few of these determinants and conjecture closed forms for the evaluations. Corollary 4 is just one example of a strange pattern that holds for Hankel determinants where the entries are the polynomials a (2,r) k (x) defined in (3) . Taking x = 0, let
parametrized by r ≥ 0. For notational simplicity, define
Then the evaluation (49) in Corollary 4 can be written as
F (3m + 2, 3) = 2m + 3 .
As an example, consider the following evaluations for the case r = 7. These can be experimentally verified:
F (7m, 7) = (2m + 1) This unusual set of formulas is typical of a complex pattern of evaluations of F (n, r) that continues with several unexpected dependencies on the value of n modulo r and on r modulo 4. For example, if r is odd then there is strong experimental evidence that
When we consider even r there is another twist to take into account. Experimental evidence tells us that
Another interesting pattern we observe is the following for odd r:
For even r there is also a simple pattern of this type: For r = 7 the evaluation contains a cubic factor:
and when r = 9 the evaluation contains a quartic factor:
We suspect that this irreducible factor keeps gaining a degree when r is increased by 2.
These conjectures appear to be difficult to prove in their full generality using either the methods described in Krattenthaler [6, 7] or with the methods of the present paper. For any fixed r, the methods of this paper might apply but it is hard to see how to approach the problem when r is left as a parameter.
Further experimental evidence suggests that the determinants
satisfy second order differential equations. However as r gets larger the differential equations and the first and second identities of our method become increasingly complex. We mention that there are also difficulties in evaluating the family of determinants
For this family, the order of the differential equation for the determinant seems increases with r.
When r = 4, for example, experiments suggest that (56) satisfies a fourth order differential equation.
Appendix I
We let χ(S) denote the indicator of the statement S: χ(S) = 1 if S is true and χ(S) = 0 if S is false.
Properties of the γ-operator

Proposition 1
For m ≤ n + 1,
Proof Expand
by columns (or rows) using the linearity of the determinant to obtain
where A S,σ is as defined in Definition 2. The proof follows by applying ∂ t1 ∂ t2 · · · ∂ tm and putting
•
Proposition 2
For m ≤ n,
Proof By Proposition 1 and the expression in (58),
Let B = A S,σ . By Cramer's rule,
where B j is obtained from B by replacing the j-th column of B by its derivative. In terms of the matrix A, let A S,σ,j denote this matrix.
Expansion of the convolution matrices
The expansion of the convolution matrices [c i+j+k ] for k ≥ −1 are as follows:
Proposition 4 Suppose the convolution polynomial c n is as defined in Definition 3. Then
Proof The (i, j)-th entry of the matrix on the right hand side of (59) is
The upper limit of the sums need not go past i + j + k. In the second sum, replace p by i + j + k − p and rearrange the indices. We get
Below are a few examples of the expansion of the convolution matrices obtained from (59). For
For k = 1, the expansion is as given in (18).
The weights in general can found from the relation w n,n+2 H 21 k + w n,n+1 H 1 k+1 + w n,n−k H 0 = 0 (65) which holds for k = 0, 1, . . . , n. This can be seen by computing the determinant of the matrix obtained from A = [a i+j ] 0≤i,j≤n by replacing column n − k by column n, and column n by zeros.
We then express the zero last column as a sum of column vectors as indicated by the third identity.
Expanding, all but three determinants vanish, giving (65).
We use (65) to guess third identities in general. For instance with offset 2, it is possible to first guess w n,n+2 , w n,n+1 , w n,n by linear algebra, then use (65) to solve for w n,n−k and consequently find the candidate coefficients by interpolation. 
