Introduction
A non-negative function f (x) defined on an interval (a, b) is said to be logarithmic concave (log-concave) if for every x, y ∈ (a, b) and every 0 < λ < 1, we have
If the inequality in (1) is reversed, the function f is said to be log-convex.
An equivalent definition of log-concavity (resp. log-convexity) is that the product f (x) · f (y) decreases (resp. increases) in |x − y|, holding x + y fixed. Likewise, a non-negative sequence {a i } n i=0 is said to be log-concave if the product a i a j decreases with |i − j|, holding i + j fixed. It is known that log-concave functions and sequences are closed under multiplication, integration, and convolution [12] .
Proschan shows that log-convex functions are closed under addition or arbitrary mixture [13] . However, the same is not true for log-concave functions, see examples in Barlow and Proshcan [3] . Except for the work of Lynch [10] and Block et al. [4] , little is known about general conditions that guarantee the mixture of log-concave functions to also be log-concave.
In this paper, we prove the following theorems:
is log-concave in x on (0,1), where 
is log-concave in x on the interval (0, 1).
A direct corollary of these theorems is the following:
Corollary. If M > 1, then any log-concave mixture of distributions
has a log-concave density. Furthermore if M is an integer, then any discrete logconcave mixture of distributions
also has a log-concave density.
While similar to the conditions given by Lynch in [10] , this result is not implied by those of Lynch because Beta densities are not jointly log-concave in the argument x and the parameter s.
Proof of the Theorems
Before proceeding to the proofs, we recall two technical lemmata that will be of use:
Proof. Define U (q) =´q r=0 u(r) dt and V (q) =´q r=0 v(r) dr. Using integration by parts, we havê
Since −a(q) is increasing and U (q) ≥ V (q) pointwise, the Stieltjes integraĺ
. Another use of integration by parts shows that
In the literature, Lemma 1 is often called the "majorization trick" (see for instance [11] ).
Lemma 2. Let M > 1, q > 0 and n > −2 be fixed parameters. Define the sets:
Then the following inequalities hold:
Proof. We only give a proof for (4), as (5) and (6) 
To prove (4), first note that we can assume n > 0 and q ≤ min {n, 2M − n}, which is the maximum difference between s and n−s when s ∈ A. s−1 , we can calculate the difference between the two sides of (4) as:ˆn
By (7), the two binomial coefficients above are non-negative in the range of integration. When k ≤ n−1 2 , the term n − 2s − 1 is always non-negative, so is the last line of (8) . When k > n−1 2 , we can write the last line of (8) aŝ
Note that the integrand
2 , and it is an odd function with respect to s = n−1 2 . Thus the first integral in (9) is non-negative, while the second evaluates to zero. (8) follows, so does the lemma.
For the sake of completeness we state below the discrete analogs of the preceding two lemmata, which will be used in the proof of Theorem 2. We omit the proofs because they are the same. 
where as usual we define
Proof of Theorem 1: We first make some preliminary simplifications. When α(s)
is identically zero, the result is trivial. Otherwise
is strictly positive for x ∈ (0, 1). Thus log f is well-defined on the open interval. Its derivative is f ′ f and its second derivative is
. It thus suffices to show that
We will show that the following stronger inequality holds:
Using (7), the derivative of
It follows that
Therefore a mixture Beta distribution has density given by the form in Theorems 1 and 2. From the theorems, this density is log-concave whenever the weights are log-concave.
Applications
A recent application of this paper is seen in [7] , where the authors assume subpopulations of consumers having distinct attention capacity. With a total of M markets, the probability that a particular consumer pays attention to a market takes the form of a Beta distribution function in the price charged. The expected amount of attention that the market receives is therefore a mixture of Beta distributions.
Using Theorem 2, the authors characterize equilibrium strategies and establish that they are monotone [7] . Log-concavity is important elsewhere in economics, see Bagnoli and Bergstrom [2] .
In the statistical theory of reliability, one is interested in the failure rate of mixture systems. The techniques here thus complement earlier work by Lynch [10] and Block et al. [4] . Finally, log-concavity has powerful implications for truncated distributions [5] , hypothesis testing (e.g. the Karlin-Rubin theorem [9] ), and maximum likelihood estimation [8] . The recent surge of interest in mixture models renders it necessary to gain further understanding of the log-concavity of general mixture distributions [1] , [6] . This paper is a step toward that understanding for the special family of Beta distributions.
