We develop arguments on convexity and minimization of energy functionals on Orlicz-Sobolev spaces to investigate existence of solution to the equation −div(φ(|∇u|)∇u) = f (x, u) + h in Ω under Dirichlet boundary conditions, where Ω ⊂ R N is a bounded smooth domain, φ : (0, ∞) −→ (0, ∞) is a suitable continuous function and f : Ω × R → R satisfies the Carathéodory conditions, while h : Ω → R is a measurable function.
Introduction
We develop arguments on convexity and minimization of energy functionals on Orlicz-Sobolev spaces to investigate existence of solution to the problem − div(φ(|∇u|)∇u) = f (x, u) + h in Ω, u = 0 on ∂Ω, (1.1) where Ω ⊂ R N is a bounded smooth domain and φ : (0, ∞) −→ (0, ∞) is a continuous function satisfying It follows from the continuity of φ, (φ 1 ) and (φ 2 ) that Φ is increasing and convex. The function f : Ω×R → R satisfies the Carathéodory conditions, while h : Ω → R is assumed measurable. Further conditions will be imposed upon f and h in a while. Next we will introduce some notations concerning Orlicz and Orliccz-Sobolev spaces. The function Φ is said to satisfy the ∆ 2 -condition, Φ ∈ ∆ 2 for short, if there is a constantK > 0 such that Φ(2t) ≤ KΦ(t), t ≥ 0.
The complementary function Φ associated to Φ is defined by Φ(t) := max s≥0 {st − Φ(s)}, t ≥ 0.
We recall, (cf. [17, thm 3, pg. 22] ), that Φ, Φ ∈ ∆ 2 iff there are ℓ, m ∈ (1, ∞) such that ℓ ≤ t 2 φ(t) Φ(t) ≤ m, t > 0, (1.2) We shall assume from now on that both Φ and Φ satisfy the ∆ 2 -condition. We recall, see e.g. Adams & Fournier [1] , that the Orlicz Space associated with Φ is given by
It is known, (cf. [1] ), that the expression
The corresponding Orlicz-Sobolev space, (also denoted W 1 L Φ (Ω)), is defined as
Since we are assuming that Φ and Φ satisfy the ∆ 2 -condition, L Φ (Ω) and W 1,Φ (Ω) are separable, reflexive, Banach spaces, see e.g. [1] . We also set
One shows that u ∈ W 1,Φ 0 (Ω) means that u = 0 on ∂Ω in the trace sense, cf. Gossez [11] .
In order to state our main results consider the potential function of f ,
f (x, s)ds and the limit
We shall assume that that there exist a number A ≥ 0 and a nonnegative function B ∈ L 1 (Ω) such that
From now on suppose 1 < ℓ, m < N . We set
The critical exponent function of Φ, Φ * , is defined as the inverse function of Φ −1 * . It is known that Φ * is an N-function, see e.g. Donaldson & Trudinger [5] . Moreover,
(1.5) Remark 1.1 If N ≥ 3 and φ(t) = 2 then, by computing, we obtain for t > 0: Φ
and Φ * (t) = t 
Main Results
Our main results are Theorem 2.1 Assume (φ 1 ), (φ 2 ) and (1.2). Suppose there is a number a ≥ 0 and a nonnegative function b ∈ L 1 (Ω) such that
Assume also that F satisfies (1.4) and
for some number a ≥ 0, and a nonnegative b ∈ L Φ * (Ω) ′ . Assume that F satisfies (1.4), and
(ii) equation (1.1) and condition (1.8) become respectively
and |f (x, s)| ≤ a|s|
finding a weak solution of (1.1) means finding a weak solution of (1.9),
in Ω, and α < λ 1 on a subset of Ω with positive measure, where λ 1 is the principal eigenvalue of (−∆, H 1 0 (Ω)), then (1.10) holds, (cf. [10] ).
A classical result on integral equations which goes back to Hammerstein [13] shows that
is solvable provided f (x, s) grows at most linearly in s and a condition such as
holds, with µ < λ 1 . Mawhin, Willem & Ward in [15] allowed subcritical growth on f (x, s) and a solution of (1.11) was shown to exist under the additional condition
, with α ≤ λ 1 in Ω, α < λ 1 on a subset of Ω with positive measure, Goncalves in [10] allowed critical growth condition on f (x, s), obtaining solutions in the distribution sense under condition (1.10) which was introduced by Brézis & Oswald [2] . In this paper we go back to the setting above regarding problem (1.1), this time in the framework of Orlicz-Sobolev spaces. We refer the reader to the papers [9, 3, 8, 7, 6, 14, 12, 16] and their references for nonlinear boundary value problems on Orlicz-Sobolev spaces. Problems envolving the Φ-Laplacian operator appear in nonlinear elasticity, plasticity and generalized Newtonian fluids, see e. g. [6] , [8] and their references. Consider the problem, (where the operator is an example of the general ∆ Φ above),
where 1 ≤ γ < ∞.
Remark 2.2 We shall use the notation γ
The results below will be proved by applying theorems 2.1 and 2.2.
where a ≥ 0 is some constant, b ∈ L 1 (Ω) is nonnegative and
for some constant A ≥ 0 and some nonnegative function B ∈ L 1 (Ω). If in addition,
The result below is a variant of theorem 2.3 for the case of weak solutions.
where
This follows by applying a result in [17, pg 156].
Remark 2.4 In our arguments, C will denote a positive (cumulative) constant.
Proofs of Theorems 2.1 and 2.2
At first, we recall that
(cf. [1, thm 8.19] ). Consider the energy functional asociated to (1.1),
It follows by using Φ ∈ △ 2 and (1.3) − (1.4) that I : W 1,Φ 0 (Ω) −→ R is defined. Next we state and prove some technical lemmas.
Lemma 3.1 Assume (φ 1 ), (φ 2 ), (1.2) and (1.4). Then I is weakly lower semicontinuous, wlsc for short.
and, by eventually passing to subsequences, u n → u a.e. in Ω and there is θ 2 ∈ L ℓ (Ω) such that |u n | ≤ θ 2 a.e. in Ω. By (1.4) we have
Since F is a Carathéodory function,
showing that I is wlsc. 
We claim that
Indeed, take a function θ t such that We claim that
Indeed, take a function ρ t such that
e. in Ω and min{u + tv, u} ≤ ρ t ≤ max{u + tv, u} a.e. in Ω.
(1.25) Using (1.5) we infer that Φ * (|u| + |v|) ∈ L 1 (Ω). Using (1.6) and (1.25) we have
By Lebesgue theorem, (1.24) follows. Passing to the limit in (1.18) we infer that u is a distribution solution of (1.1). This proves lemma 3. 
Using (1.4) and the Hölder Inequality we have
By (1.26) and Poincaré's Inequality (cf. [11] ),
which is impossible because by [11, lemma 3.14] ,
showing that
We infer, using (1.3) that u n Φ → ∞.
By (1.26) and lemma 5.1 in the Appendix, we have
Passing to a subsequence, we have,
We claim that lim sup
Indeed, it follows using (1.4) that
and hence lim sup
By (1.29), (1.30) and Fatou's Lemma, (1.28) follows. Using again the fact that Φ is convex and continuous, lemma 5.1, I(u n ) ≤ C and (1.28) it follows that
which contradicts (1.7). Therefore, I is coercive. By lemma 3.1, there is u ∈ W The lemma below is needed in order to prove theorem 2.2. The proof is similar to that of lemma 3.2. In the present case one must show (1.19) and (1.24) for v ∈ W 1,Φ 0 (Ω) which follows basically the same lines as in the case v ∈ C ∞ 0 . As earlier there is a function ρ t (x) such that
Using (1.8) and the fact that t → Φ * (t) t is increasing (cf.
[1]) we get to |f (x, ρ t )v| ≤ aΦ * (|u| + |v|) + b|v|.
. Applying Lebesgue's theorem we get (1.24). As in the proof of lemma 3.2 we infer that u is a weak solution of (1.1). This proves lemma 3.3. Proof. (of Theorem 2.2) As in the proof of theorem 2.1 one shows that I is coercive. Since by lemma 3.1, I is wlsci, there is u ∈ W 1,Φ 0 (Ω) such that satisfying (1.17) . By lemma 3.3, u is a weak solution of (1.1). This proves theorem 2.2.
Proofs of Theorems 2.3 and 2.4
We shall need some preliminary results. Set
Lemma 4.1 The function φ satisfies (φ 1 ), (φ 2 ), and
In addition, when 1 < γ < N ,
Proof. Of course φ ∈ C(0, ∞). By a direct computation we infer that for t > 0,
showing (φ 1 ), (φ 2 ) and (1.31). To prove that L Φ (Ω) = L γ (Ω), we point out that
(Ω), In order to show (1.32), take u ∈ L γ (Ω) and k > 0 and notice that
Since Φ(t) ≤ t γ for t ≥ 0 we have
Setting k = |u| γ we get (1.32). This proves lemma 4.1. 
Recalling that Φ(t) = (
Using the convexity of Φ and |u| Φ ≤ |u| γ we have This proves proposition 4.1.
Proposition 4.2 Assume 1 < γ < N and (1.13). Then (1.6) holds.
Proof. Set Φ(t) = t γ . By lemma 5.2 (in the Appendix), we have for t ≥ 1,
Using the inequality above and (1.13) we get (1.6). This proves proposition 4.2. 
Appendix
We refer the reader to [7] for the lemmas below whose proofs are elementary.
Lemma 5.1 Assume that φ satisfies (φ 1 ) − (φ 2 ) and (1.2). Set ζ 0 (t) = min{t ℓ , t m }, ζ 1 (t) = max{t ℓ , t m }, t ≥ 0.
Then Φ satisfies ζ 0 (t)Φ(ρ) ≤ Φ(ρt) ≤ ζ 1 (t)Φ(ρ), ρ, t > 0, ≤ m * , t > 0, ζ 2 (t)Φ * (ρ) ≤ Φ * (ρt) ≤ ζ 3 (t)Φ * (ρ), ρ, t > 0,
