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Learning control for polynomial systems using sum of squares
relaxations
Meichen Guo, Claudio De Persis, and Pietro Tesi
Abstract— This paper considers the problem of learning
control laws for nonlinear polynomial systems directly from
the data, which are input-output measurements collected in
an experiment over a finite time period. Without explicitly
identifying the system dynamics, stabilizing laws are directly
designed for nonlinear polynomial systems using experimental
data alone. By using data-based sum of square programming,
the stabilizing state-dependent control gains can be constructed.
I. INTRODUCTION
Natural and engineering systems often have nonlinear
dynamics that are important to the scientific understanding
of those systems. However, analysis and control of nonlinear
systems has always been challenging. Learning based control
has drawn much attention in the control community over the
past decades, where properties of the unknown dynamics
can be learned from data. When the explicit model of
the controlled system is unknown, a model is often first
identified from input-output measurements of the system, and
then a model-based controller can be designed. Although
there are many well-known and widely-used methods for
linear system identification, current nonlinear system identi-
fication methods still have many limitations [1]. Moreover,
the identification of nonlinear dynamics can be extremely
difficult and time consuming. These limitations of current
nonlinear learning control methods have motivated us to
develop an approach that learns control laws directly from the
input-output data, without explicitly identifying the nonlinear
system model.
Without explicit model identification, various learning
approaches have been used to control nonlinear systems. For
example, virtual reference feedback tuning (VRFT) selects
the controller via an off-line model reference optimization
performed based on the data [2]. The authors of [3] ap-
proximate the nonlinear dynamics as a linear model in a
sufficiently short time interval and then design an intelligent
PID controller for the model. Following the philosophy of
[3], the authors of [4] prove the existence of a sufficiently
high sampling rate with which the controller designed for
the approximated linear model guarantees the control per-
formance of the true nonlinear dynamics. Another method
for nonlinear learning control involves adaptive dynamic
programming, such as in [5], where on-line closed-loop
experiment and off-line controller redesign are performed
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in each iteration step. Despite these works on nonlinear
learning control, the open problem remains how to learn a
control law directly from the input-output data without model
approximation or iterative experiments and redesigns.
For linear discrete-time systems, [6] has shown that feed-
back control laws can be directly learned from data using
Willems et al.’s fundamental lemma and writing a data-
dependent representation of the system. Particularly, [6]
parameterized the feedback controller using the input-output
data and transforms the design of a feedback gain into
solving a data-dependent linear matrix inequality (LMI). Fur-
thermore, by representing the unknown nonlinear dynamics
as the sum of a linear model and a noise term containing
the higher-order terms of the nonlinearity, this approach
can also be used to stabilize an unstable equilibrium of a
nonlinear discrete-time system. The results of [6] has led
us to the questions whether Willems et al.’s fundamental
lemma can be used for learning control of other classes of
nonlinear systems without system identification, and whether
a computationally tractable approach can be developed to
find a stabilizing nonlinear control law.
To answer these questions, this paper considers learning
stabilizing control laws for a class of continuous time linear-
like polynomial systems directly from data. By collecting
input-output measurements in an open loop experiment of
the unknown dynamics and arranging them in the form of
Hankel matrices, a data-based representation can be written
for the closed-loop system. For a special class of Lyapunov
candidates, learning of a stabilizer requires constructing
nonnegative polynomial matrices. This kind of problems
are often computationally intractable, in the sense that the
problem cannot be practically solved by any algorithm
within reasonable time. One of the computationally tractable
approaches for model-based nonlinear control is the sum of
squares (SOS) optimization, which can be solved through
semi-definite programming (SPD) as shown in [7]. If a
polynomial can be decomposed as an SOS, then it is glob-
ally positive semi-definite [8]. This argument used jointly
with SPD can relax the computation for proving global
positive semi-definiteness of multivariate polynomials [9].
Specifically, a Lyapunov-based control synthesis is proposed
in [7] for a class of nonlinear systems in a linear-like
state-dependent form, such that the design of the feedback
controller can mimic the pure linear ones. By choosing a
special class of Lyapunov candidates, a stabilizing feedback
control gain can be found by solving state-dependent SOS
programs.
In this work, we formulate the data-driven stabilizer design
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for polynomial systems into SOS programs depending on
experimental data alone. The highlights of the learning or
data-driven control approach proposed in this paper include
(i) the learning of nonlinear control law is free of model
identification; (ii) finite data collected in one experiment is
needed for stabilizing the system; (iii) the computation of
the control gain is tractable.
The rest of the paper is arranged as follows. Preliminar-
ies on SOS matrix polynomials, model-based stabilization
of polynomial systems, and data-driven control of linear
systems are presented in Section II. The data-dependent
representation of the polynomial system and its data-driven
stabilization are developed in Section III. Section IV shows
an example that is stabilized by the proposed SOS program.
Finally, some conclusive remarks and ideas for future works
are given in Section V.
Notations. The following notations are adopted throughout
the paper:
– A  0: matrix A is positive semi-definite;
– A  0: matrix A is positive definite;
– A  B: matrix A−B is positive semi-definite;
– A⊗B: Kronecker product of matrices A and B;
– N: the set of natural numbers including 0;
– N>0: the set of natural numbers excluding 0;
– R: the set of real numbers;
– R>0: the set of positive real numbers;
– Sn: the set of n× n symmetric matrices.
II. PRELIMINARIES
In this section, some important notions of SOS polyno-
mials, results on stabilization of polynomial systems, and
preliminaries on data-driven control of linear discrete time
systems are revisited.
A. SOS matrix polynomials
Following [7], [10], [11], we first present some important
definitions and properties on SOS polynomials.
A function h : Rn → R is a monomial of degree d in n
scalar variables if
h(x) = aqx
q (1)
where aq ∈ R, x ∈ Rn, xq = xq11 xq22 . . . xqnn , and
q ∈
{
q ∈ Nn :
n∑
i=1
qi = d
}
. (2)
A function f is a polynomial if it is a sum of monomials
h1, h2, . . . with finite degree. Denote the set of polynomials
as P . The largest degree of hi is the degree of f . A function
M : Rn → Rr×r is a matrix polynomial if every entry of M
satisfies Mij ∈ P for all i, j = 1, . . . , r. The largest degree
of Mij is the degree of M . The set of matrix polynomials
of size r is denoted by Pr.
The matrix case of SOS polynomials is defined as follows.
Definition 1: (SOS matrix polynomial [11]) M ∈ Pr is
an SOS matrix polynomial if there exist M1, . . . ,Mk ∈ Pr
such that
M(x) =
k∑
i=1
Mi(x)
>Mi(x). (3)
Some important properties of SOS matrices are summa-
rized in the following proposition.
Proposition 1: (Properties of SOS Matrix) For a matrix
polynomial M ∈ Pr, consider the following conditions
(i) M(x) is SOS;
(ii) M(x)  0 for all x ∈ Rn;
(iii) the polynomial y>M(x)y is SOS in the extended
variable [x> y>]>, where y ∈ Rr.
Then, (i) ⇒ (ii) and (i) ⇔ (iii).
Proof: The proof of (i) ⇒ (ii) comes directly from the
definition of SOS matrix polynomial (3). The equivalence of
(i) and (iv) is given in [10, Theorem 1.6]. 
B. Model-based stabilization of polynomial systems
Consider a class of nonlinear polynomial systems having
the form
x˙ = A(x)Z(x) +B(x)u, (4)
where A and B are matrix polynomials in x and Z(x) is an
N × 1 vector of monomials in x. The following assumption
on Z(x) ensures that the origin is an equilibrium of (4).
Assumption 1: Vector Z(x) = 0 if and only if x = 0n×1.
Based on [7, Theorem 6], a result on nonlinear control of
system (4) using SOS is presented as follows.
Proposition 2: (Nonlinear stabilization using SOS)
For the nonlinear polynomial system (4), under Assump-
tion 1, if there exist a symmetric constant matrix P and a
matrix polynomial Y (x) ∈ Rm×N such that
(i) P  0, and
(ii) the matrix polynomial
Q(x) := −∂Z
∂x
[
A(x) B(x)
] [ P
Y (x)
]
−
[
P
Y (x)
]> [
A(x) B(x)
]> (∂Z
∂x
)>
− (x)IN
is SOS for some SOS polynomial (x),
then the controller
u = F (x)Z(x) := Y (x)P−1Z(x)
stabilizes the polynomial system. Moreover, if (x) > 0 for
all x 6= 0, the zero equilibrium is asymptotically stable.
The proof of Proposition 2 follows that of [7, Theorem 6]
and the equivalence of (i) and (iii) in Proposition 1.
C. Data-driven stabilization of linear systems
Using Willems et al.’s fundamental lemma, [6] gives a
data-dependent representation of the closed-loop dynamics of
discrete-time linear systems under feedback interconnection.
Particularly, [6] considers a controllable and observable
discrete-time linear system
x(k + 1) = Ax(k) +Bu(k), (5)
where x ∈ Rn and u ∈ Rm. During an experiment over the
time interval [0, T − 1], the input-output data collected are
arranged in the form of Hankel matrix as
U0,1,T :=
[
u(0) u(1) · · · u(T − 1)] ,
X0,T :=
[
x(0) x(1) · · · x(T − 1)] ,
X1,T :=
[
x(1) x(2) · · · x(T )] .
Under state feedback controller u = Kx, a data parametriza-
tion of (5) is given in the follow result from [6].
Proposition 3: Let the input-output data satisfy
rank(X0,T ) = n, compute the matrix GK such that
In = X0,TGK (6)
and set
K = U0,1,TGK .
Then the closed-loop system of (5) with state feedback
controller u = Kx has the data-based representation
x(k + 1) = X1,TGKx(k). (7)
Using this data-based representation of the closed-loop
system, the control gain K can be designed directly based
on data without explicit identification of the system matrices
A and B. In fact, the closed-loop system dynamics under
u = Kx is
A+BK = X1,TGK (8)
with GK as defined in (6). Thus, the design of a stabilizing
gain K becomes searching for a matrix GK such that
X1,TGK satisfies the classic Lyapunov stability condition.
A similar representation also holds for linear continuous-
time systems x˙ = Ax + Bu. In this case, the matrix X1,T
contains the derivatives of the states at the sampling times
when the measurements are taken (see [6, Remark 2]). In this
paper, we will focus on continuous-time polynomial systems
because this allows us to adopt the tools from [7], [10], [11],
while for discrete-time polynomial systems less results are
available [12], [13].
III. DATA-BASED REPRESENTATION AND DATA-DRIVEN
STABILIZATION OF NONLINEAR POLYNOMIALS SYSTEMS
Inspired by the stabilization of nonlinear polynomial sys-
tems using SOS and the data-driven stabilization of linear
systems, we aim to design data-driven controllers for a class
of nonlinear polynomial systems that is linear in the vector
of state monomials.
A. Data-based system representation
We consider a simplified version of (4) in the form of
x˙ = AZ(x) +Bu (9)
where Z(x) ∈ RN is a vector of monomials in state x ∈ Rn,
u ∈ Rm is the control input, and A ∈ Rn×n and B ∈ Rn×m
are unknown constant matrices.
The SOS approach to the control of nonlinear polynomial
systems (9) mimics the linear case and takes the vector of
monomials Z(x) as the counterpart of the state x. We assume
that (9) has matrix B independent of x for the sake of
simplicity. Similar to the linear case, the control input here
is designed as
u = F (x)Z(x) (10)
where F (x) is to be determined. As it is assumed that the
system matrices A and B are unknown, the objective of this
paper is to use data collected in an experiment to design the
feedback gain F (x) directly.
In this paper, we consider nonlinear polynomial systems
with unknown model (9). In practice, some a priori infor-
mation, such as physical considerations, can be used to find
insights on the most appropriate choice of Z(x).
In an experiment over the time interval [t0, t0+(T − 1)τ ]
where T ∈ N>0 is the number of collected samples, and
τ ∈ R>0 is the sampling time, the Hankel matrices of the
sampled input-output data are defined as
U0,1,T :=
[
u(t0) u(t0+τ) · · · u(t0 + (T−1)τ)
]
,
X0,T :=
[
x(t0) x(t0+τ) · · · x(t0 + (T−1)τ)
]
,
X1,T :=
[
x˙(t0) x˙(t0+τ) · · · x˙(t0 + (T−1)τ)
]
.
Using the vector Z(x) and the samples X0,T , we can
calculate the matrix
Z0,T
:=
[
Z(x(t0)) Z(x(t0+τ)) · · · Z(x(t0+(T−1)τ))
]
.
Assumption 2: The N ×T matrix Z0,T has full row rank.
Remark 1: (Full row rank of Z0,T ) For Assumption 2 to
hold, the number of samples T must satisfy T ≥ N . Note
that, since the matrix Z0,T is computable from the data, this
assumption is verifiable.
Lemma 1: Under Assumption 2, let G(x) be a T × N
matrix such that
IN = Z0,TG(x) (11)
and set F (x) = U0,1,TG(x) in (10). Then system (9) in
closed-loop with the state-feedback controller (10) has the
following data-dependent equivalent representation
x˙ = X1,TG(x)Z(x). (12)
Proof: Under Assumption 2, a matrix G(x) such that
(11) holds exists. Note that
G(x) = Z†0,T + (IT −Z†0,TZ0,T )w(x), (13)
where Z†0,T = Z>0,T
(Z0,TZ>0,T )−1, w(x) is a T ×N matrix
polynomial in x, and (IT −Z†0,TZ0,T ) is the projection onto
ker(Z0,T ). Since
F (x) = U0,1,TG(x)
the closed-loop system can be written as
(A+BF (x))Z(x) =
[
B A
] [F (x)
IN
]
Z(x)
=
[
B A
] [U0,1,T
Z0,T
]
G(x)Z(x)
By the dynamics of the system, it holds that[
B A
] [U0,1,T
Z0,T
]
= X1,T .
Therefore, we obtain that
x˙ = (A+BF (x))Z(x) = X1,TG(x)Z(x). 2
B. Data-driven stabilization using SOS relaxations
Using the data-based representation in Lemma 1, we can
design the control gain F (x) by searching for a G(x)
that satisfies some stabilizing criteria. Particularly, we find
inspiration from Proposition 2 and present the following
result.
Theorem 1: (Data-driven nonlinear stabilization using
SOS) For the nonlinear polynomial system (9), under As-
sumptions 1 and 2, if there exists a matrix polynomial
Y (x) ∈ RT×N such that
(i) Z0,TY (x) = P where P  0 is a symmetric constant
matrix, and
(ii) the matrix polynomial
Q(x) := −
[∂Z
∂x
X1,TY (x)+Y (x)
>X>1,T
(∂Z
∂x
)>]
−(x)IN
is SOS for some SOS polynomial (x),
then the controller
u = U0,1,TY (x)(Z0,TY (x))−1Z(x) (14)
stabilizes the polynomial system. Moreover, if (x) > 0 for
all x 6= 0, the zero equilibrium is globally asymptotically
stable.
Proof: Consider the Lyapunov function candidate
V (x) = Z(x)>P−1Z(x) (15)
with symmetric constant matrix P  0 given in (i). The use
of P−1 instead of P in the Lyapunov function is motivated
by computational convenience. Taking directional derivative
of V (x) and using the definition of Q(x) gives
V˙ (x) = Z(x)>P−1
∂Z
∂x
(A+BF (x))Z(x)
+ Z(x)>(A+BF (x))>
(∂Z
∂x
)>
P−1Z(x)
= Z(x)>P−1
[∂Z
∂x
(A+BF (x))P
+ P (A+BF (x))>
(∂Z
∂x
)>]
P−1Z(x)
where F (x) = U0,1,TY (x)(Z0,TY (x))−1 by (14). Bearing
in mind Lemma 1, we have
A+BF (x) = X1,TG(x) (16)
with G(x) = Y (x)(Z0,TY (x))−1. In fact, such a G(x)
satisfies (11) and F (x) = U0,1,TG(x). As a result,
(A+BF (x))P = X1,TG(x)P
= X1,T · Y (x)(Z0,TY (x))−1 · Z0,TY (x)
= X1,TY (x).
Hence, we can express V˙ (x) as
V˙ (x) = Z(x)>P−1
[∂Z
∂x
X1,TY (x)
+ Y (x)>X>1,T
(∂Z
∂x
)>]
P−1Z(x)
= −Z(x)>P−1(Q(x) + (x)IN )P−1Z(x).
By Proposition 1, if Q(x) is SOS, for all x ∈ Rn
Q(x)  0,
which gives
V˙ (x) ≤ 0.
Thus, the closed-loop system is stable at the equilibrium.
Furthermore, if (x) > 0 for all x 6= 0, then V˙ (x) < 0
for all x ∈ Rn \ {0}. As V (x) is radially unbounded, the
closed-loop system is globally asymptotically stable at the
zero equilibrium. The resulting stabilizing gain is
F (x) = U0,1,TG(x) = U0,1,TY (x)(Z0,TY (x))−1. 2
C. Discussion
1) On the choice of P: In this work, the Lyapunov function
is constructed with a constant matrix P independent of
x. In the data-driven stabilization case, this limits the
choice of the Lyapunov functions, as the power vector
Z(x) should at least contain all monomials appearing
in the nonlinear dynamics and thus cannot be chosen
freely. It should be pointed out that, as discussed in
[7], for the model-based stabilization, the success of
Proposition 2 depends on the choice of Z(x). As
we have observed in both model-based and model-
free stabilizations, some choices of Z(x) can make
the SOS program infeasible. One way to overcome
this issue is relaxing the choices of Z(x) by making
P (x) a matrix polynomial in x. However, if P (x) is
dependent on x, the SOS program is no longer convex
[7]. Moreover, with P (x), the Lyapunov function and
controller can be rational functions, which makes the
closed-loop analysis more complicated. In fact, by
changing the data-based closed-loop representation,
we can have more flexibility in the choices of the
Lyapunov function and the control law so that the
aforementioned issue can be overcome.
2) Computational complexity: The key limitation of SOS
optimization is its reduced scalability with respect
to the dimension of the controlled system. For the
stabilization of polynomial systems, the computational
burden grows rapidly with the increase of either the
dimension of the system, degree of the power vector
Z(x), or the size of Z(x). In the model-based stabiliza-
tion problems, variable Y (x) is of size m×N , where
m is the dimension of the input u. In our model-free
learning control setting, the length of the experiment
T also affects the computational complexity. In par-
ticular, the size of the SOS program variable Y (x)
is T × N where N is the size of Z(x). To ensure
that the data is informative enough for stabilization,
Assumption 2 requires that T ≥ N . Hence, the size
of Y (x) of the model-free case is mainly dependent
on the size of Z(x). In the subsequent section, the
simulation example shows that if the size of Z(x) is
small, only a few data is required for the stabilizer
design. Then, the computational complexity of data-
driven stabilization is not substantially different from
the model-free one. On the other hand, even if the size
of Z(x) is large, by representing the nonlinear system
using a smaller vector, we can reduce the size of Y (x)
and effectively lighten the computational burden. This
will be discussed in detail elsewhere.
It is also noted that, to improve the scalability of
SOS programming in general, [14] exploits the sparsity
of the underlying SPD and [15] uses exact reduction
methods to reduce the size of the LMIs and the number
of LMI scalar variables.
3) Noisy measurement of the derivative: Because of the
continuous-time nature of the nonlinear systems that
we consider, the matrix X1,T contains the derivatives
of the states at the sampling times. These measure-
ments will be affected by noise. Following [6, Section
V.A], let us denote the noisy measurements as Z1,T =
X1,T+W1,T , where W1,T is the unknown n×T matrix
of noise vectors affecting the measurements. Then the
data-dependent polynomial representation of system
(9) changes into x˙ = (Z1,T −W1,T )G(x)Z(x), which
can be interpreted as a system with a nominal part,
Z1,TG(x)Z(x) and a perturbation, −W1,TG(x)Z(x),
due to the effect of the noisy measurements. In [6,
Theorem 5], a robust stabilization result was given
under a condition on the signal-to-noise ratio. Other
techniques from robust control can also used for the
analysis of robustness [16], [17]. Techniques analogous
to those in [6] can be used to deal with noisy measure-
ments in data-dependent polynomial representations
x˙ = (Z1,T −W1,T )G(x)Z(x) .
IV. EXAMPLE
Consider the nonlinear polynomial system
x˙1 = x2,
x˙2 = x
2
1 + u,
0 0.5 1 1.5 2 2.5 3
Time
-1.5
-1
-0.5
0
0.5
1
x1(t)
x2(t)
x1(0),x1(=),x1(2=)
x2(0),x2(=),x2(2=)
Fig. 1. Experimental data (lines) and sampled output data (markers).
which is in the form of (9) with
A =
[
1 0
0 1
]
, B =
[
0
1
]
, Z(x) =
[
x2
x21
]
,
n = 2 and N = 2.
An experiment is conducted with u = − sin(t) and x(0) =
[−0.5, 0.5] during the time interval t ∈ [0, 3]. The output data
is sampled with T = 3 as shown in Fig. 1. We arrange the
data as
U0,1,T =
[
0 −0.2068 −0.4047] ,
X0,T =
[−0.5 −0.3926 −0.2874
0.5 0.5201 0.4804
]
,
X1,T =
[
0.5 0.5201 0.4804
0.25 −0.0527 −0.3221
]
.
The data Z0,T is calculated as
Z0,T =
[
0.5 0.5201 0.4804
0.25 0.1542 0.0826
]
.
Using the input-output data, we can formulate the SOS
program to find a 3×2 matrix polynomial Y (x) in x having
degree 1, such that Z0,TY (x)−µIN is a constant SOS matrix
for some µ > 0 and
− ∂Z
∂x
X1,TY (x)−Y (x)>X>1,T
(∂Z
∂x
)>
−(x)IN
is SOS for an SOS polynomial (x). Setting µ = 10−3 and
(x) = 10−5(x21 + x
2
2), the SOSTOOLS gives the solution
Y (x) =
 0.0224 0.0789x1 + 0.0858−0.0741 −0.2001x1 − 0.1695
0.0705 0.1345x1 + 0.0943
 .
Then, the constant matrix P is
P =
[
0.0065 0
0 0.0031
]
and the feedback controller is
u = −2.0247x2 − 4.2114x31 − x21.
The closed-loop system is globally asymptotically stable at
the origin as illustrated in the phase portrait in Fig. 2.
-10 -5 0 5 10
x1
-10
-8
-6
-4
-2
0
2
4
6
8
10
x 2
Fig. 2. Phase portrait of the closed-loop system.
V. CONCLUSIONS AND FUTURE WORK
Motivated by the fact that the identification of nonlinear
systems is complex and time consuming, we proposed a
control design method that learns a feedback control law
directly from experimental data. In this work, we exploited
the similarity between a class of nonlinear polynomial
systems and linear systems, and constructed a stabilizing
feedback controller using the SOS technique. The resulting
SOS problem can be solved through SDPs and thus is
computational tractable. The proposed approach has great
potential in model-free learning control of more complex
nonlinear systems. Some extensions of this work include
seeking for data-based representations such that the choices
on the Lyapunov functions and control laws can be more
flexible. We may also consider searching for a more general
class of Lyapunov function candidates using SOS program
as shown in [18]. Furthermore, future investigations may
as well consider learning control of non-polynomial and/or
uncertain nonlinear systems [19]–[22], nonlinear discrete-
time systems [23], [24], and nonlinear optimal control using
the SOS technique [25], [26].
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