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Abstract
The computation of the geometric transformation between a reference and a target image,
known as registration or alignment, corresponds to the projection of the target image onto the
transformation manifold of the reference image (the set of images generated by its geometric
transformations). It, however, often takes a nontrivial form such that the exact computation of
projections on the manifold is difficult. The tangent distance method is an effective algorithm to
solve this problem by exploiting a linear approximation of the manifold. As theoretical studies
about the tangent distance algorithm have been largely overlooked, we present in this work a
detailed performance analysis of this useful algorithm, which can eventually help its implemen-
tation. We consider a popular image registration setting using a multiscale pyramid of lowpass
filtered versions of the (possibly noisy) reference and target images, which is particularly useful
for recovering large transformations. We first show that the alignment error has a nonmonotonic
variation with the filter size, due to the opposing effects of filtering on both manifold nonlinear-
ity and image noise. We then study the convergence of the multiscale tangent distance method
to the optimal solution. We finally examine the performance of the tangent distance method
in image classification applications. Our theoretical findings are confirmed by experiments on
image transformation models involving translations, rotations and scalings. Our study is the
first detailed study of the tangent distance algorithm that leads to a better understanding of its
efficacy and to the proper selection of its design parameters.
Keywords. Image registration, tangent distance, image analysis, hierarchical registration
methods, performance analysis.
1 Introduction
The estimation of the geometric transformation that gives the best match between a target
image and a reference image is known as image registration or image alignment. This operation
is commonly used in many problems in image processing or computer vision, such as image
analysis, biomedical imaging, video coding and stereo vision. The set of images generated by the
geometric transformations of a reference pattern is called a transformation manifold. In several
image registration problems, it is possible to represent the geometric transformation between
the reference and target images by a few parameters, e.g., translation, rotation, and affine
transformation parameters. In this case, the image registration problem can be geometrically
regarded as the projection of the target image onto the transformation manifold of the reference
image. The transformation parameters that best align the image pair are then given by the
transformation parameters of the manifold point that has the smallest distance to the target
image. By extension, in image analysis problems where different classes are represented by
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different transformation manifolds, classification can be achieved by measuring the distance of
the query image to the transformation manifold of each class.
Even if the image registration problem is generally not easy to solve exactly due to the
nontrivial form of the transformation manifold, its geometric interpretation allows for efficient
alignment solutions. A well-known alignment method consists of constructing a first-order
approximation of the transformation manifold of the reference image by computing the tangent
space of the manifold at a reference point, assuming that the manifold is smooth and that
this tangent space can be computed. The transformation parameters are then estimated by
calculating the orthogonal projection of the target image onto the tangent space of the manifold.
This method is known as the tangent distance method. The tangent distance method has been
proposed by Simard et al. and its efficiency has been demonstrated in numerous settings, like
handwritten digit recognition applications [1], [2] for example. Since then, many variations on
the tangent distance method have been presented. The work in [3], for example, introduces
the joint manifold distance for transformation-invariance in clustering, which is a similarity
measure that is based on the prior distributions of the images and the distance between the
linear approximations of their manifolds. The recent work [4] utilizes the tangent distance for
motion compensation in video compression. In fact, some early examples of image alignment
using manifold linearizations are found in the motion estimation literature, which are called
gradient-based optical flow computation methods [5], [6]. Gradient-based methods exploit a
linear approximation of the image intensity function in the estimation of the displacement
between two image blocks. Applying a first-order approximation of the intensity function of
the reference image block and then computing the displacement in a least-squares manner is
actually equivalent to projecting the target image block onto the linear approximation of the
manifold formed by the translations of the reference image block.
In image alignment with the tangent distance method, the point around which the reference
manifold is linearized is required to be sufficiently close to the exact projection of the target image
onto the manifold, which corresponds to the optimal transformation parameters. In that case,
the linear approximation of the manifold is valid and the optimal transformation parameters can
be estimated accurately. When the distance between the reference and optimal transformation
parameters is large, an efficient way to get around this limitation is to apply the tangent distance
method in a hierarchical manner [2], [7]. In hierarchical alignment, a pyramid of low-pass
filtered and downsampled versions of the reference and target images is built, and the alignment
is achieved in a coarse-to-fine manner, which is illustrated in Figure 1. The transformation
parameters are first roughly estimated using the smoothest images in the pyramid, and then
progressively improved by passing to the finer scales. The low-pass filtering applied to generate
the coarse-scale images helps to reduce the nonlinearity of the manifold, which renders the linear
approximation more accurate and permits the recovery of relatively large transformations. Once
the transformation parameters are estimated roughly from coarse scale images, the adjustment
in the transformation parameters to be computed in fine scales is relatively small and the linear
approximation of the manifold is therefore accurate. The study presented in [7] applies the
multiresolution tangent distance method in image registration and image classification problems
and experimentally shows that the similarity measure obtained with the multiresolution tangent
distance outperforms those obtained with the Euclidean distance and the single-scale tangent
distance. The hierarchical estimation of transformation parameters using manifold linearizations
is also very common in motion estimation [5], [6], and stereo vision [8]. The multiscale and
iterative smoothing approach is in fact used in a wide range of image registration algorithms and
transformation models, including nonrigid deformations studied commonly in medical imaging
[9], [10], [11]. While the efficiency of the hierarchical alignment strategy has been observed in
many applications, a true characterization of the performance of this family of algorithms for
general geometric transformation models is still missing in the literature. The objective of this
work is to fill this gap.
We present a theoretical analysis of the properties of the tangent distance method in image
alignment and image classification applications. We consider a setting where the reference image
is noiseless and the target image is a noisy and transformed version of the reference image. The
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Figure 1: Image alignment with the coarse-to-fine tangent distance method. The target image is
a noisy and transformed version of the reference image. The optimal transformation parameters
λo that best align the images are estimated in a coarse-to-fine manner with a pyramid of low-
pass filtered versions of the images. The estimate λke of each stage is obtained by linearizing the
transformation manifold of the reference image around the reference point given by the estimate
λk−1e of the previous stage. The sizes of the low-pass filters are decreased throughout the alignment
algorithm as the estimates λ1e, λ
2
e, . . . , λ
k
e are refined progressively. (Photos in illustration borrowed
from [12].)
study of the filtering in the hierarchical alignment method on the accuracy of the solution is
especially important, so that the size of the low-pass filter can be properly selected at each
stage of the multi-resolution representation. Therefore, an essential step in our study of the
tangent distance method is the characterization of the alignment error as a function of the filter
size. The second important parameter in our study is the influence of the additive noise that
affects images, on the performance of the registration algorithm. Our paper provides a complete
analysis of the hierarchical tangent distance algorithm as a function of the manifold properties,
the smoothing filter size and the image noise level, and observes the impact of these parameters
in both image registration and image classification problems.
We first analyze the tangent distance method in the original image space (without filter-
ing the images) and derive an upper bound for the alignment error, which is defined as the
parameter-domain distance between the optimal transformation parameters that align the im-
age pair perfectly, and their estimate computed with the tangent distance method. The upper
bound for the alignment error is obtained in terms of the noise level of the target image, the
parameter-domain distance between the reference manifold point (around which the manifold
is linearized) and the actual projection onto the manifold, and some geometric parameters of
the transformation manifold such as the curvature and the metric tensor. In particular, the
alignment error bound linearly increases with the manifold curvature and the noise
level, and monotonically increases with the parameter-domain distance between the
reference and the optimal transformation parameters.
Next, we study the tangent distance method in a hierarchical registration setting. We first
consider that both the reference and the target images are smoothed with a low-pass filter
before alignment and examine the variation of the alignment error with the filter size. We show
that the alignment error decreases with the filter size ρ for small filter kernels at
a rate of O(1 + (1 + ρ2)−1/2). This is due to the fact that filtering smoothes the manifold
and decreases its nonlinearity, which improves the accuracy of the linear approximation of the
manifold. However, as one keeps increasing the filter size, the decrease in the alignment error
due to the improvement of the manifold nonlinearity converges, and the error starts to increase
with filtering at an approximate rate of O(ρ) for relatively large values of the filter size. The
increase in the error stems from the adverse effect of filtering, which amplifies the alignment error
caused by image noise. Therefore, we show that, in a noisy setting where the target image is not
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exactly on the transformation manifold of the reference image, there is an optimal size for the
filter kernel where the alignment error takes its minimum value. A related study focusing on the
multiscale representations of image manifolds is [13], where it is shown that the transformation
manifolds of images containing sharp edges are nowhere differentiable. This observation provides
an interpretation of why the multiscale application of the Newton algorithm is useful for the
registration of non-differentiable images.
We then build on our analysis of the alignment error and study the convergence of the
hierarchical tangent distance method. We show that the tangent distance is guaranteed to
converge to the optimal solution provided that (i) the product of the noise level and the manifold
curvature is below a threshold that depends on the manifold dimension, and (ii) the amount of
transformation between the reference and the target images is sufficiently small. Furthermore,
we determine the optimal value of the filter size that minimizes the alignment error in each
iteration of the hierarchical alignment algorithm. Our analysis shows that, the optimal update
of the filter size ρ between adjacent iterations k − 1 and k is approximately given
by ρk =
√
αρk−1, where the geometric decay factor α < 1 increases linearly with the noise
level, the manifold curvature and the initialization error of the hierarchical alignment algorithm
(i.e., the amount of transformation at the beginning of the algorithm). This result theoretically
justifies the common strategy of reducing the filter size at a geometric rate, which is used very
often in coarse-to-fine image registration. Meanwhile, although it is very common to update the
filter size as ρk = 1/2 ρk−1 with a constant decay factor of 1/2 in practice [7], [14], our result
rather suggests that the noise level, the expected amount of transformation, and the frequency
characteristics of the images to be aligned must be taken into account in determining the best
filter size updates.
Finally, we study the accuracy of image classification based on the manifold distance esti-
mates obtained with the tangent distance method. In an image classification application where
a query image is classified with respect to its distance to the transformation manifold of each
class, the accuracy of classification largely depends on the accuracy of the estimation of the
projection of the query image onto the manifolds. Therefore, one expects the classification per-
formance to vary similarly to the alignment performance. We consider a setting where the query
image and the reference images representing different classes are smoothed with low-pass filters.
Then, we approximate the projection of the query image onto the transformation manifolds of
the reference images with the tangent distance method. We determine the relation between the
accuracy of classification and the size of the low-pass filter used for smoothing the images. Our
result shows that, assuming bounded and non-intersecting distributions of the images around the
transformation manifolds of their classes, the variation of the misclassification probability with
the filter size is similar to that of the alignment error. Therefore, the filter size that minimizes
the alignment error also minimizes the misclassification probability.
Our theoretical results about the alignment and classification performance of the tangent
distance method are confirmed by experiments conducted on transformation manifolds generated
with rotations, translations and scale changes, both with synthetic smooth images and natural
images. Our study provides insights into the principles behind the efficacy of the hierarchical
alignment strategy in image registration and motion estimation, which are helpful for optimizing
the performance of numerous image analysis algorithms that rely on first-order approximations
of transformation manifolds.
Finally, we mention some previous works focusing on parametric manifolds to address com-
mon image processing problems. In [15], the geometric structure of manifolds generated by
varying a few parameters that control the appearance of an object in an image (image appear-
ance manifolds - IAMs) is examined and several examples of IAMs that are isometric to the
Euclidean space are provided. In [16], various parametrizable patch manifolds such as cartoon
images and oscillating textures are studied and their application is demonstrated in the regular-
ization of inverse problems in image processing. The analysis in [17] focuses on parametrizable
dictionary manifolds generated by the geometric transformations of a prototype function and
studies the performance of matching pursuit approximations of signals using a discretization of
the dictionary manifold.
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Figure 2: Illustration of image alignment with the tangent distance method. Sλr(p) is the first-
order approximation of the transformation manifold M(p) around the reference point pλr . The
estimate λe of the optimal transformation parameters λo is obtained by computing the orthogonal
projection of the target image q onto Sλr(p).
The rest of the text is organized as follows. In Section 2, we introduce the notation, give
an overview of the tangent distance algorithm, and formulate the problem. In Section 3, we
present a theoretical analysis of image registration with the tangent distance method. We first
state an upper bound for the alignment error and then examine its variation with the noise
level and filtering. In Section 4, we study the convergence of the coarse-to-fine tangent distance
method. In Section 5, we extend our results to analyze the performance of image classification
with the tangent distance algorithm. In Section 6, we evaluate our theoretical findings with
some experiments. In Section 7, we give a discussion of our results in comparison with previous
works. Finally, we conclude in Section 8.
2 Image Registration with Tangent Distance
The computation of the exact projection of a target image onto a reference transformation man-
ifold is a complicated optimization problem, especially when the manifold is high-dimensional
and generated by complex geometric transformations. The tangent distance method proposes
to solve this problem by using a first-order approximation of the transformation manifold, which
is illustrated in Figure 2. In the figure, M(p) is the transformation manifold of the reference
pattern p defined over the parameter domain Λ, and q is the target image to be aligned with p.
The exact projection of q on M(p) is the point pλo , so that λo is the optimal transformation
parameter vector that best aligns p with q. In order to estimate λo with the tangent distance
method, a first order approximation Sλr (p) of the manifold M(p) is computed at a reference
point pλr , which is preferably not too distant from pλo . The distance of q to Sλr (p) can be
easily computed with a least squares solution and the point of projection on Sλr (p) gives the
transformation parameter vector λe, which is the estimate of λo.
Previous works such as [2] and [3] using the tangent distance in image classification and
clustering compute the distance in a symmetric fashion; i.e., they linearize the transformation
manifolds of both the reference and the target images and compute the subspace-to-subspace
distance. In our analysis of the tangent distance method, we consider the point-to-subspace
distance obtained by linearizing the transformation manifold of only the reference image [7], [8].
The point-to-subspace distance is more suitable than the subspace-to-subspace distance in image
registration applications since its computation does not only yield a similarity measure, but also
aligns the target image with respect to the manifold of the reference image. The point-to-
subspace distance can also be used effectively in image analysis [7].
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In the following, we first settle the notation and describe the tangent distance method for-
mally. We then formulate the registration analysis problem studied in this work.
Let p ∈ L2(R2) be a reference pattern that is C2-smooth with square-integrable derivatives
and q ∈ L2(R2) be a target pattern. Let Λ ⊂ Rd denote a compact, d-dimensional transformation
parameter domain and λ = [λ1 λ2 · · · λd] ∈ Λ be a transformation parameter vector. We
denote the pattern obtained by applying to p the geometric transformation specified by λ as
Aλ(p) ∈ L2(R2). Defining the spatial coordinate variable X = [x y]T in R2, we can express the
relation between Aλ(p) and p as
Aλ(p)(X) = p(a(λ,X)) (1)
where a : Λ× R2 → R2 is a C2-smooth function representing the change of coordinates defined
by the geometric transformation λ. We also assume that the coordinate change function aλ :
R2 → R2 such that aλ(X) := a(λ,X), is a bijection for a fixed λ.
Let us write pλ = Aλ(p) for convenience. Then, the transformation manifold M(p) of the
pattern p is given by
M(p) = {pλ : λ ∈ Λ} ⊂ L2(R2)
which consists of transformed versions of p over the parameter domain Λ. Since a and p are
C2-smooth, the local embedding of M(p) in L2(R2) is C2-smooth. Therefore, the first and
second-order derivatives of manifold points with respect to the transformation parameters exist.
We denote the derivative of the manifold point pλ with respect to the i-th transformation
parameter λi as ∂i pλ, where ∂i pλ(X) = ∂ pλ(X)/∂λ
i. The derivatives ∂i pλ correspond to the
tangent vectors ofM(p) on pλ. Similarly, we denote the second-order derivatives by ∂ij pλ(X) =
∂2pλ(X)/∂λ
i∂λj . Then, the tangent space TλM(p) of the manifold at a point pλ is the subspace
generated by the tangent vectors at pλ
TλM(p) =
{
∂i pλ ζ
i : ζ ∈ Rd} ⊂ L2(R2) (2)
where {∂i pλ}di=1 are the basis vectors of TλM(p), and {ζi}di=1 are the coefficients in the repre-
sentation of a vector in TλM(p) in terms of the basis vectors. Throughout the paper, we use
the Einstein notation1 for representing the summations over the parameter space whenever it
simplifies the writing. The term ∂i pλ ζ
i in (2) thus corresponds to the linear combination of
the tangent vectors given by the coefficients ζ.
Now, given the reference pattern p and a target pattern q, the image registration problem
consists of the computation of an optimal transformation parameter vector λo that gives the
best approximation of q with the points pλ on M(p),
Registration problem: λo = arg min
λ∈Λ
‖q − pλ‖2 (3)
where ‖ · ‖ denotes the L2-norm for vectors in the continuous space L2(R2) and the `2-norm for
vectors in the discrete space Rn. Then, the transformed pattern pλo is called a projection of q
on M(p). However, the exact calculation of λo is difficult in general, since the nonlinear and
highly intricate geometric structure of pattern transformation manifolds renders the distance
minimization problem quite complicated.
The tangent distance method simplifies this problem to a least squares problem, where the
transformation parameters are estimated by using a linear approximation of the manifoldM(p)
and then computing λo by minimizing the distance of q to the linear approximation ofM(p) [7].
The first-order approximation of M(p) around a reference manifold point pλr is given by
Sλr (p) = {pλr + ∂i pλr (λi − λir) : λ ∈ Rd} ⊂ L2(R2). (4)
Then, the estimate λe of λo with the tangent distance method is given by the solution of the
following least squares problem, which seeks the closest point in Sλr (p) to q.
Tangent distance: λe = arg min
λ∈Rd
‖q − pλr − ∂i pλr (λi − λir)‖2 (5)
1In Einstein summation convention, an index variable appearing twice in a term (once in a superscript and once
in a subscript) indicates a summation; i.e.,
∑d
i=1 viw
i is simply written as viw
i.
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The solution of the above problem can be obtained as
λie = λ
i
r + Gij(λr)〈q − pλr , ∂j pλr 〉 (6)
where Gij(λ) = 〈∂i pλ, ∂j pλ〉 is the metric tensor induced from the standard inner product on
L2(R2), [Gij(λ)] ∈ Rd×d is the matrix representation of the metric tensor, and Gij represents the
entries of the inverse [Gij(λ)]−1 of the metric. The estimate λe of the transformation parameters
obtained by solving (5) is expected to be closer to the optimal solution λo than the reference
parameters λr; therefore, λe can be regarded as a refinement of λr if the reference parameters
λr are considered as an initial guess for the optimal ones λo (see Figure 2).
The alignment error of the tangent distance method is thus given by the deviation ‖λe−λo‖
between the estimated and the optimal parameters. In Section 3.1, this error is bounded in
terms of the known geometric parameters of the manifold M(p) that can be computed from p
(such as its curvature and metric tensor), the distance ‖λo − λr‖ between the optimal and the
reference transformation parameters, and the noise level ν of the target image. We define the
noise level ν as the distance of the target pattern to the transformation manifold of the reference
pattern. Decomposing the target image as
q = pλo + n
in terms of its projection pλo onto the manifoldM(p) and its deviation n ∈ L2(R2) fromM(p),
the noise level parameter is given by ν = ‖n‖.
Note that it is also possible to formulate the alignment error as the manifold distance esti-
mation error measured in the ambient space L2(R2). Even if both errors are expected to have
similar behaviors, in this study, we characterize the error in the parameter space Λ instead of
the ambient space L2(R2) because of the following reason. Since we examine the problem in a
multiscale setting, it is easier to characterize the error in the parameter domain as the distances
in the ambient space are not invariant to smoothing.
In the multiscale tangent distance algorithm, the transformation parameters are estimated
by using a pyramid of low-pass filtered versions of the reference and target images. We consider
a Gaussian kernel for the low-pass filter, since it is a popular smoothing kernel whose distinctive
properties have been well-studied in scale-space theory [18]. Let φ(X) = e−X
TX = e−(x
2+y2)
denote a Gaussian mother function. Then, the family of functions
1
piρ2
φρ(X) (7)
define variable-sized, unit L1-norm Gaussian low-pass filters, where φρ(X) = φ(Υ
−1(X)) is a
scaled version of the mother function φ(X) with
Υ =
[
ρ 0
0 ρ
]
. (8)
Here, the scale parameter ρ corresponds to the radius of the filter kernel, which controls the filter
size. The transformation parameters are estimated using the filtered versions of the reference
and target patterns
pˆ(X) =
1
piρ2
(φρ ∗ p)(X) qˆ(X) = 1
piρ2
(φρ ∗ q)(X)
where ∗ denotes a convolution. Throughout the hierarchical alignment algorithm, the size ρ of
the low-pass filter is reduced gradually and the estimate of each stage is used as the initial guess
of the next stage.
Let λˆo denote the transformation parameter vector corresponding to the projection of the
smoothed target pattern qˆ onto the transformation manifold M(pˆ) of the smoothed reference
pattern pˆ
λˆo = arg min
λ∈Λ
‖pˆλ − qˆ‖2. (9)
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Hence, λˆo is the optimal transformation parameter vector that aligns pˆ with qˆ. Throughout the
paper, we write the parameters that are associated with the filtered versions of the reference
and target patterns with the notation (ˆ·). Hence, ∂i pˆλ and Gˆij denote respectively the first
derivatives and the metric tensor of the manifoldM(pˆ). From (6), the transformation estimate
λˆe obtained with the filtered versions of the reference and target patterns by linearizing the
manifold M(pˆ) is given by
λˆie = λ
i
r + Gˆij(λr)〈qˆ − pˆλr , ∂j pˆλr 〉
where λr is the reference parameter vector. The alignment error obtained with the smoothed
patterns is given as ‖λˆe − λˆo‖, whose variation with the filter size ρ and the noise level ν is
studied in Section 3.2.
3 Analysis of Alignment Error with Tangent Distance
3.1 Upper bound for the alignment error
We now present an upper bound for the error of the alignment computed with the tangent
distance method. We can assume that the parameter domain Λ is selected sufficiently large,
so that pλo is not on the boundary of M(p). Then, the noise pattern n is orthogonal to the
tangent space of M(p) at pλo . In other words, we have
〈n, ∂i pλo〉 = 0, ∀i = 1, · · · , d. (10)
The deviation of the target image from the transformation manifold model impairs the esti-
mation of transformation parameters. In our analysis of the alignment error, this deviation is
characterized by the distance ν between q and M(p). Then, there is another source of error
that causes the deviation of the estimated parameters λe from the optimal ones λo. It is related
to the nonzero curvature of the manifold, as a result of which M(p) diverges from its linear
approximation Sλr (p). The nonlinearity of the manifold can be characterized with an upper
bound K on the norm of the second derivatives of the manifold
K := max
i,j=1,··· ,d
sup
λ∈Λ
‖∂ij pλ‖. (11)
Since K is an upper bound for the norms of the derivatives of tangent vectors, it can be regarded
as a uniform curvature bound parameter for M(p).
We can now state our result that defines an upper bound on the alignment error.
Theorem 1. The parameter-domain distance between the optimal transformation λo and its
estimate λe given by the tangent distance method can be upper bounded as
‖λe − λo‖ ≤ E := K η−1min
(
[Gij(λr)]
)(1
2
√
tr([Gij(λr)]) ‖λo − λr‖21 +
√
d ν ‖λo − λr‖1
)
(12)
where ηmin(·) and tr(.) denote respectively the smallest eigenvalue and the trace of a matrix, and
the notation ‖ · ‖1 stands for the `1-norm in Rn.
Theorem 1 is proved in Appendix A. The result is obtained by examining the effects of both
the nonlinearity of the manifold and the image noise on the alignment error. The theorem shows
that the alignment error augments with the increase in the manifold curvature parameter K and
the noise level ν, as expected. Moreover, another important factor affecting the alignment error
is the distance ‖λo − λr‖ between the reference and the optimal transformation parameters.
If the reference manifold point pλr around which the manifold is linearized is sufficiently close
to the true projection of the target image onto the manifold, the tangent distance method is
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more likely to give a good estimate of the registration parameters. In particular, bounding the
`1-norms in terms of `2-norms in the theorem, we obtain
‖λe − λo‖ ≤ dK η−1min
(
[Gij(λr)]
)(1
2
√
tr([Gij(λr)]) ‖λo − λr‖2 + ν ‖λo − λr‖
)
.
Therefore, the accuracy of the initial solution ‖λo − λr‖ must be of O(d−1/2K−1/2) in order
to establish a practically useful guarantee on the alignment performance. Nevertheless, the
dimension d of the parameter space is usually small. Hence, the requirement on the accuracy
of the initial solution ‖λo − λr‖ is set by the curvature of the transformation manifold, which
depends on the type of the geometric transformation and the smoothness of the image intensity
function p.
3.2 Alignment error with low-pass filtering
We now analyze the influence of the low-pass filtering of the reference and target patterns on the
accuracy of alignment with the tangent distance method as it is the case in multiscale registration
algorithms. We consider a setting where the reference pattern p and the target pattern q are
low-pass filtered and the transformation parameters are estimated with the smoothed versions
of p and q. The purpose of this section is then to analyze the variation of the alignment error
bound given in Theorem 1 with respect to the kernel size of the low-pass filter used in smoothing.
We first remark the following. The optimal transformation parameter vector λˆo correspond-
ing to the smoothed patterns is in general different from the optimal transformation parameter
vector λo corresponding to the unfiltered patterns p and q. This is due to the fact that both
the image noise and the filtering cause a perturbation in the global minimum of the function
f(λ) = ‖q − pλ‖2, which represents the distance between the target pattern q and the trans-
formed versions of the reference pattern p. Note that the overall error in the transformation
parameter estimation is ‖λˆe − λo‖ and it can be upper bounded as
‖λˆe − λo‖ ≤ ‖λˆe − λˆo‖+ ‖λˆo − λo‖.
Here, the first error term ‖λˆe − λˆo‖ results from the linearization of the manifold, whereas the
second error term ‖λˆo − λo‖ is due to the shift in the global minimum of the distance function
f(λ). The second error term ‖λˆo− λo‖ depends on the geometric transformation model. In our
recent work [19], this error is examined for the transformation model of 2-D translations and
its dependence on the noise level and low-pass filtering is studied. In this study, we analyze
how the linearization of the manifold affects the estimation of the transformation parameters for
generic transformation models. Therefore, we focus on the first error term ‖λˆe− λˆo‖ associated
particularly with the registration of the images using the tangent distance, and examine its
variation with the noise level and the filtering process. The error term ‖λˆe − λˆo‖ caused by
the manifold linearization is in general expected to be dominant over the error term ‖λˆo − λo‖
unless the reference parameters λr are really close to the optimal parameters λo.
The filtered target pattern can be decomposed as
qˆ = pˆλˆo + n˜
where the noise pattern n˜ is orthogonal to the tangent space TλˆoM(pˆ) at pˆλˆo . Let Kˆ denote the
curvature bound parameter of the manifold M(pˆ). Then, from Theorem 1, the alignment error
obtained with the smoothed patterns can be upper bounded as
‖λˆe − λˆo‖ ≤ Eˆ = Eˆ1 + Eˆ2 (13)
where
Eˆ1 =
1
2
Kˆ η−1min
(
[Gˆij(λr)]
)√
tr([Gˆij(λr)]) ‖λˆo − λr‖21
Eˆ2 =
√
d Kˆ η−1min
(
[Gˆij(λr)]
) ‖n˜‖ ‖λˆo − λr‖1.
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Here the components Eˆ1 and Eˆ2 of the overall error correspond respectively to the first and
second additive terms in (12). The error term Eˆ1 results from the manifold nonlinearity, while
the error term Eˆ2 is due to noise.
We present below our second result, which states the dependence of the alignment error Eˆ
on the initial noise level of the target pattern and the filter size.
Theorem 2. The alignment error obtained when the smoothed image pair is aligned with the
tangent distance method is upper bounded as
‖λˆe − λˆo‖ ≤ Eˆ = Eˆ1 + Eˆ2
where the error component Eˆ1 resulting from manifold nonlinearity decreases at rate
Eˆ1 = O
(
1 + (1 + ρ2)−1/2
)
with the size ρ of the low-pass filter kernel used for smoothing the reference and target images.
The second component Eˆ2 of the alignment error associated with image noise has the variation
Eˆ2 = O
(
(ν + 1) (1 + ρ2)1/2
)
with the filter size ρ and the noise level ν if the geometric transformation model includes a scale
change. The variation of Eˆ2 with ρ and ν is
Eˆ2 = O
(
ν (1 + ρ2)1/2
)
if the geometric transformation model does not change the scale of the pattern.
The proof of Theorem 2 is given in Appendix B. In short, this result is obtained by studying
the variation of each one of the terms in the alignment error bound with the filter size ρ. These
are then finally put together to determine the behavior of the overall error.
Theorem 2 can be interpreted as follows. The first error component Eˆ1 related to manifold
nonlinearity is of O
(
1 + (1 + ρ2)−1/2
)
. Since filtering the patterns makes the manifold smoother
and decreases the manifold curvature, it improves the accuracy of the first-order approximation
of the manifold used in tangent distance. Therefore, the first component of the alignment
error decreases with the filter size ρ. Then, we observe that the second error component Eˆ2 =
O
(
(ν + 1) (1 + ρ2)1/2
)
resulting from image noise is proportional to the noise level, as expected,
but it also increases with the filter size ρ. The increase of the error with smoothing is due to
the fact that filtering has the undesired effect of amplifying the alignment error caused by the
noise. This result is in line with the findings of our previous study [19], and previous works such
as [20], [21] that examine the Cra´mer-Rao lower bound in image registration. This is discussed
in more detail in Section 7.
The dependence of the overall alignment error on the filter size can be interpreted as fol-
lows. For reasonably small values of the image noise level, the overall error Eˆ first decreases
with the filter size ρ at small filter sizes due to the decrease in the first term Eˆ1, since filtering
improves the manifold linearity. As one keeps increasing the filter size, the first error term
Eˆ1 = O
(
1 + (1 + ρ2)−1/2
)
gradually decreases and finally converges to a constant value. After
that, the second error term Eˆ2 takes over and the overall alignment error Eˆ starts to increase
with the filter size. The amplification of the registration error resulting from the image noise
then becomes the prominent factor that determines the overall dependence of the error on the
filter size. As the alignment error first decreases and then increases with filtering, there exists
an optimal value of the filter size ρ for a given noise level ν. In the noiseless case where ν = 0,
our result shows that applying a big filter is favorable as it flattens the manifold, provided that
the transformation model does not involve a scale change. Meanwhile, for geometric transfor-
mations involving a scale change, there exists a nontrivial optimal filter size even in the noiseless
case ν = 0. This is due to the non-commutativity of the operations of filtering a pattern and
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applying it a geometric transformation, i.e., if the geometric transformation involves a scale
change, the transformation manifold of the filtered version of a pattern is not the same as the
filtered version of the transformation manifold of that pattern. This introduces a further error
in the alignment, in addition to the errors due to the curvature and the image noise. This is
discussed in more detail in Lemma 3 in the proof of Theorem 2 in Appendix B.
The results obtained in this section provide a characterization of the alignment error of the
tangent distance method in multiscale image registration. The understanding of the behavior
of the error in case of low-pass filtering provides a means for optimizing the performance of the
tangent distance algorithm by adapting the filter size to the characteristics of the image data.
In Section 4, we examine the implications of our findings in the convergence of the hierarchical
image registration algorithm.
4 Convergence analysis of tangent distance
We now use the results obtained in Sections 3.1 and 3.2 to analyze the convergence behavior of
the tangent distance method in a general setting where the target image is a noisy transformed
version of the reference image. We first examine the conditions under which the tangent distance
converges to the correct solution at a single scale without filtering. We then generalize this to the
convergence of the coarse-to-fine tangent distance method and propose some practical guidelines
for optimal filter selection in each scale of the hierarchical alignment process.
4.1 Convergence of the single-scale registration algorithm
Consider that the tangent distance method is applied in an iterative manner, starting with the
reference parameter vector λr and then refining it gradually by taking the estimate from the
previous iteration as the reference transformation parameter vector in each iteration. In this
way, we obtain a sequence of estimates λ0e, λ
1
e, . . . , λ
k
e where the initial estimate is λ
0
e = λr and
each subsequent estimate λke is computed by linearizing the manifold around the point given by
the previous parameter estimate λk−1e .
First, based on the alignment error bound (12) in Theorem 1, we define the following geo-
metric constants on M(p):
C1 := sup
λ∈Λ
√
tr([Gij(λ)]) , C2 := K sup
λ∈Λ
η−1min
(
[Gij(λ)]
)
. (14)
The parameter C1 is a constant bounding the magnitude of the tangent vectors since it scales
with the supremum of the tangent norms. Similarly, the parameter C2 is a normalized curvature
constant, as the inverse of the metric tensor [Gij(λ)] normalizes the inner products with tangent
vectors in the least-squares estimation of transformation parameters in (6). The geometric
constants C1 and C2 thus bound the magnitudes of the first-order and second-order variations
of the manifold.
In the next theorem, we focus on a single-scale setting where no filtering is done throughout
the iterations. We state conditions guaranteeing that the estimates λ0e, λ
1
e, . . . , λ
k
e converge to
the optimal transformation parameters λo.
Theorem 3. Let the product of the noise level ν and the curvature constant C2 be upper bounded
as
ν C2 <
1
d
. (15)
Furthermore, let us assume that the initialization of the tangent distance algorithm is such that
‖λo − λr‖ < 2
C1
(
1
dC2
− ν
)
. (16)
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Then, the successive estimates given by the iterative application of the tangent distance method
at a single scale converge to the optimal solution λo, i.e.,
lim
k→∞
λke = λo.
Theorem 3 is proved in Appendix D.1 by using the error bound in Theorem 1. Theorem 3
can be interpreted as follows. First, we observe from the condition in (15) that the noise level
- curvature product must be below a certain level to recover the correct solution.2 It has been
seen in Theorem 1 that the alignment error is affected by both the manifold nonlinearity and the
noise level. The condition (15) thus excludes the case where both the curvature and the noise
level take large values, in order to ensure that the tangent distance method yields an accurate
estimation.
Next, the inequality (16) implies that the accuracy of the initial solution must satisfy
‖λo − λr‖ ≤ O
(K−1 − ν) . This condition requires the initial alignment error to be inversely
proportional to the manifold curvature in a noiseless setting. Meanwhile, in a noisy setting, the
increase in the noise level also brings a restriction on the accuracy of the initial solution λr in
order to preserve the convergence guarantee. In particular, the initialization error ‖λo − λr‖
must decrease linearly with the increase in the noise level ν. The overall dependence of the
initialization error ‖λo − λr‖ on K and ν is intuitive in the sense that, as the curvature of the
manifold approaches 0, the accuracy of the linear approximation of the manifold increases, and
the tangent distance method can recover the correct solution for arbitrarily large values of the
initialization error even in the presence of noise.
4.2 Convergence of the coarse-to-fine registration algorithm
We now study the convergence of the tangent distance method when it is implemented in
a hierarchical, coarse-to-fine manner, with image filtering at each successive level. Let the
estimation λke be obtained by linearizing the manifold around the point corresponding to the
parameter λk−1e as above. Consider, however, that in iterations 1, 2, . . . , k, the reference and
the target images are filtered with low-pass Gaussian filters of size ρ1, ρ2, . . . , ρk.
Before stating our result on the convergence of the hierarchical registration algorithm, we first
define an effective noise level parameter. Recall from Section 3.2 that geometric transformations
that involve a scale change do not commute with low-pass filtering. This introduces an additional
increase in the alignment error and can be modeled as a secondary source of noise in the
alignment.3 In order to model this phenomenon, we define an effective noise level parameter νe
such that
νe =
{
ν + νs if the transformation model includes a scale change
ν otherwise
where νs is a constant that represents the secondary noise term due to the non-commutativity
of filtering and scaling.
We are now ready to present some conditions that guarantee that the hierarchical alignment
process with the tangent distance method converges to the correct solution.
2Note that, if the transformation manifold is defined such that transformed patterns are normalized, i.e., ‖pλ‖ = 1,
then the metric tensor can be shown to be given by Gij(λ) = −〈pλ, ∂ij pλ〉. In this case, the constants C1 and C2
defined as in (14) satisfy C1 ≤
√
dK and C2 ≥ 1/d. The bound on the noise level - curvature product in (15) then
requires that ν < 1, i.e., the noise level should be smaller than the norm of the transformed patterns, or, the “radius”
of the manifold.
3In particular, we show in Lemma 3 in Appendix B that the distance between the filtered target pattern and the
transformation manifold of the filtered reference pattern is of O
(
(ν + 1)(1 + ρ2)−1/2
)
for transformations with scale
changes, and O
(
ν(1 + ρ2)−1/2
)
for transformations without scale changes.
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Corollary 1. Let the product of the effective noise level νe and the curvature constant C2 be
upper bounded as follows
νe C2 <
1
d
. (17)
Furthermore, let the initialization error of the hierarchical tangent distance algorithm be bounded
as
‖λo − λr‖ < 2
C1
(
1
dC2
− νe
)
. (18)
Then, if the filter size ρk in each iteration k is chosen as ρk ∈ [0, ρmaxk ], where
ρmaxk =

√
C1‖λo − λk−1e ‖
2 νe
− 1 if ‖λo − λk−1e ‖ ≥ 2 νeC1 (19)
0 if ‖λo − λk−1e ‖ < 2 νeC1 (20)
the successive estimates of the hierarchical tangent distance method converge to the optimal
solution λo, i.e.,
lim
k→∞
λke = λo.
The proof of Corollary 1 is given in Appendix D.2. In the proof, we first derive the “op-
timal” filter size selection strategies given in (19)-(20), which are computed by minimizing an
approximate expression for the alignment error represented as a function of the filter size ρ
following Theorem 2. The convergence guarantee then follows from the observation that the
above selection of the filter size yields an error that is not larger than the error obtained by
applying no filtering. Finally, the same steps as in the proof of Theorem 3 are applied to obtain
the stated result.
The suggestion for the filter size selection in (19)-(20) shows that ρ must be chosen large if the
current estimation error ‖λo − λk−1e ‖ at the beginning of iteration k is large. The noise level of
the target image also influences the optimal filter size. It must be chosen inversely proportional
to the square root of the noise level, because of the increase of the alignment error with filtering.
These provide a justification of the strategy of reducing the filter size gradually in coarse-to-fine
alignment, since the successive estimates {λke} approach the optimal solution progressively and
the estimation error ‖λo−λke‖ decreases throughout the iterations of the hierarchical alignment
algorithm. In particular, the filter size selection strategies in (19)-(20) suggest that, when the
estimation error decreases below a threshold that depends on the noise level, it is better to stop
filtering the images and to use their original versions in the alignment process.
In a practical implementation of the tangent distance method, it is not easy to exactly
compute the optimal value of the filter size in (19)-(20) since the alignment error ‖λo − λke‖
in an arbitrary iteration is not exactly known. However, using our results, we can deduce a
suitable rule for updating the filter sizes ρk in practice. First observe that, from Theorem 1, the
alignment error at iteration k is bounded as ‖λke − λo‖ ≤ Ek, where
Ek = K η−1min
(
[Gij(λk−1e )]
)(1
2
√
tr([Gij(λk−1e )]) ‖λo − λk−1e ‖21 +
√
d ν ‖λo − λk−1e ‖1
)
.
If the noise level and the distance between the reference and optimal transformation parameters
are sufficiently small to satisfy (17) and (18), the alignment error upper bounds {Ek} in the
iterative registration process decay at a geometric rate such that
Ek ≤ αEk−1, (21)
where
α =
1
2
dC1C2E0 + d νeC2 < 1 (22)
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and E0 = ‖λo − λr‖ denotes the initialization error (see the proof of Corollary 1 in Appendix
D.2). Now, from (21), the alignment error bound Ek in iteration k is bounded as Ek ≤ αkE0,
which gives
‖λo − λke‖ ≤ Ek ≤ αkE0 = αk‖λo − λ0e‖.
Due to the relation ‖λo − λke‖ ≤ αk‖λo − λ0e‖ for all k, one may expect the actual alignment
errors ‖λo − λke‖ to decay at the same rate α as well. Thus, a reasonable approximation for the
relation between the alignment errors in adjacent iterations is given by
‖λo − λke‖ ≈ α ‖λo − λk−1e ‖.
Applying this approximation in the expressions of the optimal filter sizes in (19)-(20), we then
get the following update for the filter size
ρk ≈
√
αρk−1. (23)
Notice that, at the early stages of the alignment, the alignment error is large. Then, ignoring
the subtractive constant in (19) yields the above approximation. Meanwhile, in the late stages
of the iterative alignment, the error is small; the geometric decay of the filter sizes in the update
rule (23) makes ρk approach 0, which approximates well the selection ρk = 0 in (20).
The filter size update rule in (23) is in agreement with the common practice of reducing
the filter size with a geometric decay. While it is typical to reduce the filter size by a factor
of
√
α = 1/2 in the implementation of hierarchical image registration algorithms [7], [14], we
can now reinterpret the selection of the factor α in the light of our results. First, an immediate
consequence of the linear proportion between the decay factor α in (22) and the curvature
parameter C2 is that α should increase with manifold nonlinearity. This is in agreement with
the expectation that applying large filters throughout the iterations improves the accuracy of the
linear approximation of the manifold. Similarly, the decay factor α is seen to increase linearly
with the initialization error E0. This shows that adapting α to the accuracy of the initial
solution helps to mitigate the influence of the initialization error, which propagates and affects
the estimates of the algorithm throughout the iterations. Finally, regarding the dependence of
the filter update strategy on the noise level, we observe the following. From (19), we observe
that the initial filter size ρ1 in iteration 1 must be chosen as
ρ1 ≈
√
C1E0
2νe
.
Therefore, at small values of the noise level νe, one can begin with a relatively large filter size
ρ1 in the first iteration. The decay factor α takes a small value in this case, which is useful
for speeding up the convergence of the algorithm. On the other hand, at high noise levels, the
above expression for ρ1 suggests that the initial filter size should be chosen small in order to
control the influence of noise on the alignment accuracy. The factor α becomes larger in this
case; therefore, the decay in the filter size between adjacent iterations needs to be slower.
We have studied in this section the convergence of the multiscale tangent distance method
and shown that the convergence of the algorithm is guaranteed if the noise level, the curvature
and the initialization error are sufficiently small. Moreover, we have shown that, in the coarse-
to-fine tangent distance method, the optimal choice of the filter size depends on the data and
transformation model characteristics. Providing an insight into the performance of multiscale
image registration, our results can be used in devising effective tools for image registration and
analysis.
5 Analysis of the error in classification problems
We have so far studied the registration performance of the tangent distance method. Mean-
while, the tangent distance method is also used commonly in image analysis problems for the
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transformation-invariant estimation of the similarity between a query image and a set of im-
age manifold models representing different classes. A typical similarity measure is the distance
between the query image and the class-representative transformation manifolds. Since the dis-
tances to the manifolds are computed by estimating the projection of the query image onto
the manifolds, the accuracy of the distance estimation is highly influenced by the accuracy of
the estimation of the transformation parameters. The classification performance is thus quite
related to the registration performance.
In this section, we study the link between the image classification and registration problems
and extend our results on the registration analysis to study the performance of the tangent
distance method in image classification. Consider a setting with M class-representative patterns
{pm}Mm=1 whose transformation manifolds
M(pm) = {pmλ : λ ∈ Λ} ⊂ L2(R2)
are used for the classification of query patterns q ∈ L2(R2) in the image space. We assume that
the correct class label l(q) of a query pattern q is given by the class label of the manifoldM(pm)
with smallest distance to it, i.e.,
l(q) = arg min
m∈{1,...,M}
‖q − pmλmo ‖ (24)
where
λmo = arg min
λ∈Λ
‖q − pmλ ‖
is the optimal transformation parameter vector corresponding to the projection of q onM(pm).
Our purpose is then to study in this context the performance penalty when the class la-
bel of a query pattern is estimated by employing first-order approximations of the manifolds.
Obviously, if the transformation parameters are estimated with an iterative application of the
tangent distance method (at a single scale or in a coarse-to-fine manner), the convergence guar-
antees to the optimal solution established in Theorem 3 and Corollary 1 ensure that the target
pattern be correctly classified. Hence, in this section, we focus on the accuracy of classifying
a query image with a one-step application of the tangent distance method, i.e., by estimating
the transformation parameters {λmo } with a single linearization of each manifold, possibly by
filtering the target and reference images. We study the performance of classification in this
setting and its dependence on the choice of the filter size.
Let λme denote the estimate of λ
m
o computed with the tangent distance method as in (6) by
linearizing the manifold M(pm) around a reference point with parameter vector λmr . The class
label of q is then estimated with the tangent distance method as follows4
l˜(q) = arg min
m∈{1,...,M}
‖q − pmλme ‖. (25)
Comparing the estimated class label in (25) and the true class label in (24), it can be
observed that the performance of classification depends on the accuracy of the estimation of the
transformation parameters. In particular, if the estimate ‖q− pmλme ‖ of the distance between the
query pattern and the manifold is sufficiently close to the true manifold distance ‖q − pmλmo ‖ for
each one of the manifolds, the estimated class label l˜(q) in (25) is the same as the true class
label l(q). Based on this observation, we study the classification performance of the tangent
distance method as follows. First, given a reference pattern p and a target pattern q, we derive
a relation between the distance estimation error∣∣‖q − pλo‖ − ‖q − pλe‖∣∣
and the alignment error ‖λo − λe‖ in the parameter domain in the following lemma.
4Note that the class label of a query image can also be estimated by comparing its distance to the first-order
approximation Sλmr (pm) of each manifold defined in (4). While Simard et al. use this subspace distance for classi-
fication [2], the estimate in (25) is also commonly used in image analysis problems (e.g., as in [7]). We base our
analysis on the definition in (25) since it is likely to give more accurate estimates, especially when it is generalized
to a multiscale setting as in (28).
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Lemma 1. The distance estimation error of the tangent distance method can be upper bounded
in terms of its alignment error as∣∣‖q − pλo‖ − ‖q − pλe‖∣∣ ≤ T ‖λo − λe‖1, (26)
where T denotes the supremum of the tangent norms on M(p)
T := max
i=1,...,d
sup
λ∈Λ
‖∂i pλ‖. (27)
The proof of Lemma 1 is given in Appendix E.1. Lemma 1 provides a link between the
accuracy of the alignment measured in the parameter domain Λ, and in the ambient space
L2(R2), respectively. It shows that the distance estimation error can be upper bounded with a
linear function of the alignment error.
The relation in (26) suggests that one may expect the classification performance of the
tangent distance method to vary linearly with the accuracy of alignment in the parameter
domain. In order to construct a more precise relation, we now consider a setting where the
query images of class m have a distribution that is concentrated around the manifold M(pm).
We then examine the probability of correctly classifying q based on the distance estimates given
by the tangent distance method.
Using the notation of Section ??, let
νj = ‖q − pjλjo‖
denote the deviation of a query image q from the manifold M(pj) of class j. Furthermore, let
q belong to class m. The distance of q to M(pm) is the smallest among the distances of q to
all manifolds; therefore, νm < νj for all j 6= m. Let us assume that the distributions of the
images belonging to different classes have bounded and non-intersecting supports around the
manifolds, so that the classification rule in (24) always gives the true class label. We can then
define the following parameters. Let
Vm := sup
q: l(q)=m
{
‖q − pmλmo ‖
}
denote the maximal distance of query patterns of class m to the manifold M(pm) of their own
class and
 := min
m=1,...,M ; j 6=m
inf
q: l(q)=m
{
‖q − pj
λjo
‖ − ‖q − pmλmo ‖
}
define a distance margin that is a measure of the minimum separation between different classes.
Finally, let Tm and Km denote the suprema of the tangent norm and the curvature on the
manifold M(pm), as defined in (27) and (11) respectively. We then have the following result,
which provides an upper bound for the probability of misclassifying a target image of class m.
Theorem 4. Let q be a query pattern of class m. Assume that the optimal transformation
parameters λmo aligning q with p
m are within a ∆-neighborhood of the reference transformation
parameters λmr around which M(pm) is linearized, such that
‖λmo − λmr ‖1 ≤ ∆.
Then, the probability of misclassifying q with the tangent distance method is upper bounded as
P
(
l˜(q) 6= l(q)
)
≤ (M − 1)

Tm
√
dKm η−1min
(
[Gmij (λmr )]
)(1
2
√
tr([Gmij (λmr )]) ∆2 +
√
d Vm ∆
)
where d is the dimension of the manifolds and [Gmij (λmr )] denotes the metric tensor of manifold
M(pm) at the point corresponding to λmr .
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The proof of Theorem 4 is given in Appendix E.2. The above result is obtained by upper
bounding the probability of misclassification in terms of the distance estimation error. The
distance estimation error is linked to the alignment error in the parameter domain using Lemma
1, which is then upper bounded using Theorem 1.
Theorem 4 shows how the probability of misclassification when the manifold distances are
estimated with the tangent distance method, depends on the geometric properties of the mani-
folds and on the deviation ∆ between the reference transformation parameters λmr used in the
linearization of the manifold and the optimal transformation parameters λmo corresponding to
the projection of q onto the manifold. In particular, for any non-intersecting and bounded dis-
tribution of class samples, the misclassification probability increases at most linearly with the
increase in the manifold curvature and the maximal distance of the images to their own repre-
sentative manifold. The deviation ∆ between the parameters used in the linearization and the
parameters corresponding to the exact projection affects the misclassification probability due
to its influence on the alignment accuracy. We also observe that better separation of manifolds
(i.e., increase in the distance margin ) reduces the probability of misclassification, as expected.
We now discuss the classification of images with the tangent distance method in a multiscale
setting and study the selection of the filter size in order to minimize the misclassification prob-
ability. Consider that the transformation parameters are estimated by filtering the query image
qˆ and the reference images pˆm. From (6), the following estimates {λˆme } are obtained for the
classes m = 1, . . . ,M by registering the query image on each class manifold with the tangent
distance method
(λˆie)
m = (λir)
m + (Gˆij)m(λmr )〈qˆ − pˆmλr , ∂j pˆmλr 〉.
Here Gˆmij and ∂j pˆmλr are respectively the metric tensor and the tangent vectors on the manifoldM(pˆm). Once the transformation parameters are estimated, we assume that the unfiltered
versions of the reference images and the query image are used in the computation of the actual
distances to the manifolds for estimating the class label of the query image. It is preferable to
compare the distances in the original image space rather than the space of filtered images, as it
yields more accurate estimates. The class label estimate of the query pattern is thus given by
l˜(q) = arg min
m∈{1,...,M}
‖q − pm
λˆme
‖. (28)
Repeating the steps in the proof of Theorem 4 by replacing the estimates {λme } with the
ones {λˆme } obtained after filtering the reference and target patterns, one can upper bound the
misclassification probability as
P
(
l˜(q) 6= l(q)
)
≤ (M − 1)

Tm
√
d Kˆm η−1min
(
[Gˆmij (λmr )]
)(1
2
√
tr([Gˆmij (λmr )]) ∆2 +
√
d Vˆm ∆
)
(29)
when the filtered images are used for estimating the transformation parameters. We have
neglected the perturbation ‖λo − λˆo‖ due to filtering in the projection of patterns onto the
manifold. The above expression for the misclassification probability is in the same form as
the alignment error bound in (13); they only differ by a multiplicative factor (note, however,
that the value of this factor depends on the geometric properties of the manifolds through
the parameters Tm and ). Therefore, the misclassification probability bound has the same
non-monotonic variation with the filter size as the alignment error. Moreover, the optimal
value of the filter size that minimizes the alignment error is a minimizer of the misclassification
probability upper bound as well. In an image classification application where a one-step linear
approximation of the manifolds is employed, one may thus choose the optimal filter size by
minimizing the alignment error. The model parameters should then be selected with respect to
the expected characteristics of the data. The maximal distance Vm is related to the internal
variation (noise level) of the data samples within the same class and depends on how well the
reference pattern pm approximates the samples of its own class, whereas the parameter ∆ can
be set according to the maximum amount of transformation that the data samples are likely to
undergo in the application at hand.
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(a) (b)
Figure 3: (a) A realization of the reference pattern randomly generated in the Gaussian dictionary.
(b) Reference pattern corrupted with noise (ν = 0.5).
6 Experimental Results
6.1 Alignment of synthetic images
We now present experimental results that illustrate our alignment error bounds. In all settings,
we experiment on three different geometric transformation models, namely, (i) a two-dimensional
translation manifold
M(p) = {Aλ(p) : λ = (tx, ty) ∈ Λ}, (30)
(ii) a three-dimensional manifold given by the translations and rotations of a reference pattern
M(p) = {Aλ(p) : λ = (θ, tx, ty) ∈ Λ}, (31)
and a (iii) four-dimensional manifold generated by the translations, rotations and isotropic
scalings of a reference pattern
M(p) = {Aλ(p) : λ = (θ, tx, ty, s) ∈ Λ}. (32)
In the above models, tx and ty represent translations in x and y directions, θ denotes a rotation
parameter, and s is a scale change parameter. The parameters θ and s are normalized versions
of the actual rotation angle θ and scale change factor s, so that the magnitudes of the manifold
derivatives with respect to tx, ty, θ, and s are proportional.
In all experiments, several target patterns are generated from a reference pattern by applying
a random geometric transformation according to the above models. The target patterns are then
corrupted with additive noise patterns at different noise levels ν. For each reference and target
pattern pair (p, q), a sequence of image pairs (pˆ, qˆ) are obtained by smoothing p and q with
low-pass filters with different kernel sizes ρ. Then, the target pattern qˆ in each image pair is
aligned with the reference pattern pˆ using the tangent distance method, where the reference
parameter vector λr is taken as identity such that pˆλr = pˆ. The experimental alignment error
is measured as the parameter domain distance ‖λˆe − λˆo‖ between the optimal transformation
parameter vector λˆo and its estimate λˆe. Then, the experimental alignment error is compared
to its theoretical upper bound Eˆ given in Theorem 1. In the computation of the theoretical
bound in Theorem 1, the curvature parameter K is estimated numerically by computing the
value of the maximal second derivative magnitude on a sufficiently dense grid on the manifold.
In the first set of experiments, we experiment on 50 different synthetically generated reference
patterns. We construct the patterns with 20 atoms that are randomly selected from the Gaussian
dictionary D given by
D = {φγ : γ = (ψ, τx, τy, σx, σy) ∈ Γ} ⊂ L2(R2)
Here φ is a two-dimensional Gaussian mother function and γ is a transformation parameter
vector. The transformation parameters ψ, τx, τy, σx, and σy correspond respectively to a
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Figure 4: Alignment errors of random patterns for 2-D manifolds generated by translations.
2-D rotation, translations in horizontal and vertical directions, and anisotropic scale changes
in horizontal and vertical directions. Each atom φγ is obtained by applying the geometric
transformation specified by γ to the Gaussian mother function φ.5
In the generation of the patterns, the atom parameters are randomly drawn from the intervals
ψ ∈ [−pi, pi); τx, τy ∈ [−4, 4]; σx, σy ∈ [0.3, 2.3]; and the atom coefficients are randomly selected
within the range [−1, 1]. Then, for each one of the models (30)-(32), 10 target patterns are
generated for each reference pattern. The transformation parameters of target patterns are
selected randomly within the ranges θ ∈ [−0.4, 0.4]; tx, ty ∈ [−0.4, 0.4]; and s ∈ [0.4, 1.6].
The above ranges for the normalized rotation and scale parameters θ and s correspond to the
actual rotation angles θ ∈ [−0.04pi, 0.04pi] and scale change factors s ∈ [0.87, 1.13]. Each target
pattern is corrupted with a different realization of a noise pattern that consists of 100 small-scale
Gaussian atoms with random coefficients drawn from a normal distribution, which represents a
5In the proof of Theorem 2 in Appendix B, we adopt a representation of patterns in this same Gaussian dictionary
in order to derive the variation of the alignment error with the filter size. Since the convolution of two Gaussian
functions is also a Gaussian function, the representation of patterns in terms of Gaussian atoms facilitates the study
of the variation of the manifold derivatives with the filter size ρ. More details on the Gaussian dictionary D are
available in Appendix B.1.
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Figure 5: Alignment errors of random patterns for 3-D manifolds generated by translations and
rotations.
random noise pattern in the continuous domain. The noise patterns are normalized to match a
range of noise levels ν. A realization of the random reference pattern with and without noise is
shown in Figure 3.
The results obtained for the transformation models (30), (31), and (32) are presented re-
spectively in Figures 4, 5 and 6, where the performance is averaged over all reference and target
patterns. In all figures, the experimental alignment errors and their theoretical upper bounds
are plotted with respect to the noise level ν in panels (a) and (b), where the noise level ν is
normalized with the norm ‖p‖ of the reference pattern. The same experimental errors and
theoretical bounds are plotted as functions of the filter size ρ in panels (c) and (d) of all figures.
The results of this experiment can be interpreted as follows. First, the plots in panels (a) and
(b) of Figures 4-6 show that the variation of the alignment error with the noise level ν approaches
an approximately linear rate for large values of ν both in the empirical and the theoretical plots.
This confirms the estimations Eˆ = O(ν), Eˆ = O(ν+1) of Theorem 2. Next, the plots in (c) and
(d) of the figures show that the actual alignment error and its theoretical upper bound decrease
with filtering at small filter sizes ρ, as smoothing decreases the nonlinearity of the manifold.
The error then begins to increase with the filter size ρ at larger values of ρ in the presence of
20
noise. This confirms that the filter size has an optimal value when the target image is noisy,
as predicted by Theorem 2. The shift in the optimal value of the filter size with the increase
in the noise level is observable especially in Figures 4 and 5, which is in agreement with the
approximate relation between the optimal filter size and the noise level given in (19). Moreover,
in most plots, the optimal value of the filter size that minimizes the theoretical upper bound in
(d) is seen to be in the vicinity of the optimal filter size minimizing the actual alignment error
in (c), which shows that the theoretical bound provides a good prediction of suitable filter sizes
in alignment. The results also show that the variation of the alignment error with the filter size
approximately matches the rate Eˆ = O
(
(1 + ρ2)1/2
) ≈ O(ρ) at large filter sizes in most plots.
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Figure 6: Alignment errors of random patterns for 4-D manifolds generated by translations, rota-
tions, and scale changes.
Next, we comment on the plots in Figure 6 obtained for four-dimensional transformation
manifolds generated by translations, rotations, and isotropic scale changes. One can observe
in Figures 6(c) and 6(d) that both the experimental alignment error and its theoretical up-
per bound increase significantly with the filter size ρ in the noiseless case ν = 0 when trans-
formations include scale changes. This is due to the secondary source of noise arising from
the fact that geometric transformations with scale changes do not commute with filtering,
which is discussed in Section 3.2. Theorem 2 suggests that the error increases with filtering
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Figure 7: Images used in the second set of experiments
at a rate Eˆ = O
(
(ν + 1)(1 + ρ2)1/2
)
at large values of ρ, which corresponds to a variation
Eˆ = O
(
(1 + ρ2)1/2
)
in the noiseless case.
6.2 Alignment of natural images
We perform a second set of experiments on five real images, which are shown in Figure 7. The
images are resized to the resolution of 60× 60 pixels, and for each image an analytical approxi-
mation in the Gaussian dictionary D is computed with 100 atoms. The dictionary is defined over
the parameter domain ψ ∈ [−pi, pi); τx, τy ∈ [−6, 6]; σx, σy ∈ [0.05, 3.5]. Two reference patterns
are considered for each image; namely, the digital image itself, and its analytical approximation
in D. For each one of the transformation models (30)-(32), 40 test patterns are generated for
each reference pattern by applying a geometric transformation and adding a digital Gaussian
noise image that is i.i.d. for each pixel. The geometric transformations are randomly selected
from the transformation parameter domain θ ∈ [−0.6, 0.6]; tx, ty ∈ [−0.6, 0.6]; s ∈ [0.1, 2.1].
The normalized rotation and scale parameters θ and s correspond to the actual rotation angle
and scale change factors θ ∈ [−0.07pi, 0.07pi] and s ∈ [0.89, 1.13]. As the length of the interval
[−0.6, 0.6] of translation parameters tx, ty is one-tenth of that of the domain [−6, 6] where atom
centers τx, τy lie, the maximal amount of translation in this experiment is around one-tenth of
the image size. The experimental alignment errors ‖λˆe−λˆo‖ are computed by aligning the target
patterns with the reference patterns, for both the original digital images and their approxima-
tions in the analytical dictionary D. The theoretical upper bounds Eˆ are computed based on
the analytical representations of the reference patterns. The alignment errors are plotted in
Figures 8-10, which are averaged over all reference and target patterns. Figures 8, 9, and 10
show the errors obtained with the 2-D, 3-D and 4-D manifold models given respectively in (30),
(31), and (32). In all figures, the alignment errors of the digital images, the alignment errors
of the analytical approximations of images, and the theoretical upper bounds for the alignment
error are plotted with respect to the noise level ν in panels (a)-(c), and with respect to the filter
size ρ in panels (d)-(f).
The results of the experiment show that the behavior of the alignment error for digital image
representations is similar to the behavior of the error obtained with the analytical approxima-
tions of the images in D. They mostly agree with the theoretical curves as well. The plots
confirm that the increase in the alignment error with the noise level approaches an approxi-
mately linear rate at large values of the noise level as predicted by the theoretical results. The
variation of the error with filtering is also in agreement with Theorem 2, and different trans-
formation models lead to different behaviors for the alignment error as in the previous set of
experiments. Meanwhile, it is observable that the dependence of the alignment error Eˆ on the
filter size ρ in these experiments is mostly determined by its first component Eˆ1 related to man-
ifold nonlinearity, even at large filter sizes. This is in contrast to the results obtained in the first
setup with synthetically generated random patterns. The difference between the two setups
can be explained as follows. Real images generally contain more high-frequency components
than synthetical images generated in the smooth dictionary D. These are captured with fine,
small-scale atoms in the analytical approximations (the smallest atom scale used in this setup
is 0.05, while it is 0.3 in the previous setup). The high-frequency components increase the man-
ifold nonlinearity, which causes the error Eˆ1 to be the determining factor in the overall error.
In return, the positive effect of filtering that reduces the alignment error is more prominent
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Figure 8: Alignment errors of real images for 2-D manifolds generated by translations.
in these experiments, while the non-monotonic variation of the error with the filter size is still
observable at large noise levels or for the transformation model (32) involving a scale change.
The comparison of the two experimental setups shows that the exact variation of the error with
filtering is influenced by the frequency characteristics of the reference patterns.
The plots in panels (d)-(f) of the figures also show that, at small filter sizes, experimental
errors are relatively high and very similar for different noise levels, while this is not the case in
the theoretical plots. This suggests that numerical errors in the estimation of the tangent vectors
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Figure 9: Alignment errors of real images for 3-D manifolds generated by translations and rotations.
with finite differences must have some influence on the overall error in practice, which is not
taken into account in the theoretical bound. This error is higher for images with stronger high-
frequency components and diminishes with smoothing (see, e.g., [22] for the effect of smoothing
on the bias in the estimation of image derivatives with finite difference methods, and the study
in [13], which shows that iterative smoothing is useful for the registration of non-differentiable
images). Lastly, one can observe that the alignment errors obtained with digital images are
slightly larger than the alignment errors given by the analytic approximations of the images.
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Figure 10: Alignment errors of real images for 4-D manifolds generated by translations, rotations,
and scale changes.
This can be explained by the difference in the numerical computation of the tangent vectors in
these two experimental settings. The analytic representation of the images in terms of parametric
Gaussian atoms permits a more accurate computation of the tangent vectors, while the numerical
interpolations employed in the computation of the tangents in the digital setting create an
additional error source.
The overall conclusions of the experiments can be summarized as follows. The theoretical
25
alignment error upper bound given in Theorem 1 gives a numerically pessimistic estimate of the
alignment error as it is obtained with a worst-case analysis. However, it reflects well the actual
dependence of the true alignment error both on the noise level and the filter size, and the results
confirm the approximate variation rates given in Theorem 2. The theoretical upper bounds can
be used in the determination of appropriate filter sizes in hierarchical image registration with
tangent distance.
6.3 Image classification
We now experimentally study the image classification performance when manifold distances are
computed with registration based on the tangent distance method.
In the first experiment, we classify a data set of synthetic images. We experiment on two
classes of images. The reference pattern of each class consists of 20 randomly chosen Gaussian
atoms such that 16 of the atoms are common between the two classes and 4 atoms are specific
to each class. This configuration has the purpose of simulating a setting where the distinction
between different classes stems from class-specific features, meanwhile different classes have
some common features as well, which poses a challenge for classification. We then generate a
set of test patterns that lie between the transformation manifolds of the two reference patterns.
The test patterns are generated such that their true class labels are given by the class label
of the closer manifold as in (24). We then classify the test patterns with the tangent distance
method by estimating the transformation parameters in one step using the low-pass filtered
versions of the reference and test patterns. The class labels of the test patterns are then
estimated as in (28). We conduct the experiment on the transformation models in (30)-(32)
and test the classification accuracy at different filter sizes. In Figures 11(a), 12(a) and 13(a),
the percentage of misclassified test patterns is plotted with respect to the filter size, for these
three transformation models respectively. Each plot is obtained by averaging the results of 400
repetitions of the experiment with randomly generated reference and test patterns. In order to
interpret the variation of the experimental misclassification rate with the filter size in light of
the results in Section 5, we define a function
Tm Kˆm η−1min
(
[Gˆmij (λmr )]
)(1
2
√
tr([Gˆmij (λmr )]) ‖λˆo − λr‖21 +
√
d ‖n˜m‖ ‖λˆo − λr‖1
)
(33)
for the test patterns, where ‖n˜m‖ is the distance between the filtered test pattern qˆ and the
transformation manifoldM(pˆm) of the filtered reference pattern representing class m. Compar-
ing the function in (33) with the misclassification probability bound in (29), one can observe that
they have the same variation with the filter size ρ, while it is easier to compute (33) experimen-
tally. As it provides a measure for the misclassification probability, we call the expression in (33)
the “misclassification likeliness” function. The average value of the misclassification likeliness
(33) is plotted in Figures 11(b), 12(b) and 13(b), respectively for the transformation models in
(30)-(32). Comparing panels (a) and (b) of Figures 11 - 13, we observe that the variation of
the experimental misclassification probability with filtering agrees with that of the analytical
misclassification likeliness (33). This shows that the misclassification probability upper bound
in (29) captures well the behavior of the actual misclassification probability. Furthermore, as
the misclassification likeliness is linearly proportional to the alignment error bound, we observe
that the classification performance of the tangent distance method is indeed closely related to
its alignment performance. The experimental results confirm that the misclassification proba-
bility has a non-monotonic variation with the filter size as predicted by the theoretical results
of Section 5, and the optimal filter size minimizing the misclassification probability is in the
vicinity of the filter size that minimizes the misclassification likeliness.
Next, we study the classification performance of the tangent distance method on a data
set of handwritten digit images taken from the MNIST database [23]. We experiment on the
images of the 2, 3, 5, 8, and 9 digits, each of which represents a different class. We randomly
choose a reference image among the training samples of each class. The test images are formed by
applying a random geometric transformation on randomly selected test samples in the database.
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Figure 11: Classification results for random patterns and 2-D manifolds generated by translations.
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Figure 12: Classification results for random patterns and 3-D manifolds generated by translations
and rotations.
We classify the test images by estimating their distance to the transformation manifolds of the
reference images with the tangent distance method for different filter sizes as in (28). The
results obtained for the geometric transformation models in (30)-(32) are presented respectively
in Figures 14-16. Panels (a) and (b) of the figures show the experimental misclassification
probability and the misclassification likeliness function (33), which are the average of 1000
repetitions of the experiment with different reference and test images. The behavior of the
experimental misclassification probability as a function of the filter size is seen to be similar
to that of the misclassification likeliness. Meanwhile, in contrast to the results obtained on
synthetic smooth patterns (Figures 11-13), the best classification performances are obtained at
large filter sizes for the digit images. This is in line with the results of the image alignment
experiments with real images in Section 6.2, where the error resulting from manifold nonlinearity
has been seen to be the determining factor in the overall behavior of the alignment error. Indeed,
the high-frequency components may be prominent in real images. Since the digit images used
in the experiments of Figures 14-16 also have quite nonlinear manifolds as a result of their
frequency characteristics, their misclassification rate, as well as their alignment error, reaches
its minimum value at large values of the filter size.
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Figure 13: Classification results for random patterns and 4-D manifolds generated by translations,
rotations, and scale changes.
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Figure 14: Classification results for digit images and 2-D manifolds generated by translations.
7 Discussion of Related Work
Although the tangent distance method is frequently used in image registration and image anal-
ysis applications, its performance has not been theoretically studied for general transformation
models to the best of our knowledge. A brief overview of the related literature is as follows.
We begin with the works that analyze the dependence of the alignment error on noise.
First, the study in [20] derives the Cra´mer-Rao lower bound (CRLB) for the registration of
two images that differ by a 2-D translation. The CRLB gives a general lower bound for the
MSE of any estimator; therefore, the lower bounds derived in [20] are valid for all registration
algorithms that aim to recover the translation between two images. A Gaussian noise model
is assumed in [20], and the CRLB of a translation estimator is shown to be proportional to
the noise variance. One can consider the noise standard deviation in the analysis in [20] to
be proportional to our noise level parameter ν, which implies that the alignment error has a
lower bound of O(ν). Then, the study in [21] explores the CRLB of registration for a variety of
geometric transformation models and shows that the linear variation of the CRLB with the noise
level derived in [20] for translations can be generalized to several other models such as rigid,
shear and affine transformations. Being a generic bound valid for any estimator, the Cra´mer-
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Figure 15: Classification results for digit images and 3-D manifolds generated by translations and
rotations.
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Figure 16: Classification results for digit images and 4-D manifolds generated by translations,
rotations, and scale changes.
29
Rao lower bound is also valid for the tangent distance method. In our main result Theorem 2,
the second component Eˆ2 of the alignment error, which is related to image noise, increases at
a rate of O(ν) with the noise level ν for any geometric transformation model. Therefore, the
results in [20] and [21] are consistent with ours.6 Finally, let us remark the following about
the variation of Eˆ2 with the filter size. The studies [20] and [21] show that the CRLB of
transformation estimators increases when the magnitudes of the spatial derivatives of patterns
decrease. Since low-pass filtering reduces the magnitudes of spatial derivatives, it increases the
MSE of estimators that compute the transformation parameters between an image pair. Similar
results can be found in our previous work [19], where we show that the error due to noise in the
estimation of 2-D translations with descent-type algorithms is amplified with filtering (however,
this previous study does not assume a linearization of the manifold and focuses merely on the
perturbation on the global minimum of the alignment objective function caused by the noise).
Our main result in this paper, which indicates that the error component Eˆ2 associated with
image noise increases with filtering, is in line with these previous works.
Next, the scope of the previous studies that examine the effect of manifold linearizations
(e.g., [20], [22], [25]) is confined to the context of gradient-based optical flow estimation. Indeed,
block-based optical flow estimation methods can be regarded as the restriction of the tangent
distance method to estimate 2-D translations between image patches. Our study differs from
these analyses in that it considers arbitrary transformation models while characterizing the
influence of the image noise on the alignment performance in a multiscale setting (by including
the effect of filtering in the analysis). We now briefly discuss some of these results in relation
with our work.
The work [20] studies the bias on gradient-based estimators, which employ a first-order
approximation of the image intensity function. The bias is the difference between the expectation
of the translation parameter estimates and the true translation parameters, and it results from
the first-order approximation of the image intensity function. It is therefore associated with the
first error term Eˆ1 in Theorem 2 in our analysis. Note that the second error term Eˆ2 results
from image noise and is related to the variance of the estimator when a zero-mean random
noise model is assumed. It is shown in [20] that the bias is more severe if the image has larger
bandwidth, i.e., if it has stronger high-frequency components. Hence, as smoothing the images
with a low-pass filter reduces the image bandwidth, it decreases the bias. The studies in [26]
and [22] furthermore report that smoothing diminishes the systematic error in the estimation
of the image gradients from finite differences in optical flow computation, as it reduces the
second and higher-order derivatives of the image intensity function. The results in [20] are
consistent with our analysis, which shows that the component of the alignment error associated
with manifold nonlinearity decreases with the filter size ρ. Our result is however valid not
only for translations, but for other transformation models as well. Moreover, it provides an
exact rate of decrease for the error, which is given by O
(
(1 + ρ2)−1/2
)
for translations, and
O
(
1 + (1 + ρ2)−1/2
)
for other transformation models.
Finally, the analysis in [27] studies the convergence of multiscale gradient-based registration
methods where the image pair is related with a 2-D translation. It is shown that, for sufficiently
small translations, coarse-to fine gradient-based registration algorithms converge to the globally
optimal solution if the images are smoothed with ideal low-pass filters such that the filter
bandwidth is doubled in each stage of the pyramid. However, this convergence guarantee is
limited to an ideal noiseless setting where the target image is exactly a translated version of the
reference image, whereas the convergence guarantee derived in our study is valid for also noisy
settings and arbitrary geometric transformation models.
6Note that we only concentrate on the alignment error caused by the linearization of the manifold in this work.
In general, the upper bound on the alignment error due to the change in the actual projection onto the manifold as
a result of noise can be above the linear rate O(ν), e.g., as shown in [19], [24].
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8 Conclusion
We have presented a first complete performance analysis of the tangent distance method, which
uses a first-order approximation of the transformation manifold in the estimation of the geo-
metric transformation between a pair of images. We have first derived an upper bound for the
alignment error and analyzed its variation with the noise level and the size of the low-pass filter
used for smoothing the images in hierarchical registration algorithms. We have shown that the
alignment error generally has a non-monotonic variation with the filter size due to the effects
of smoothing on the image noise and the transformation manifold curvature. We have then
used these results in order to establish some convergence guarantees for the hierarchical tangent
distance algorithm. We have also derived some guidelines to choose the filter sizes optimally
throughout the algorithm. Our results show that, in order to optimize the performance of the
hierarchical alignment method, the initial filter size in the beginning of the algorithm should
increase with the amount of transformation and decrease with the noise level. The optimal
geometric decay factor of the filter size (which is usually taken as 1/2 in practice) then in-
creases with the manifold curvature, the amount of transformation and the noise level. Finally,
we have studied the classification performance of the tangent distance method and shown that
the classification accuracy is expected to vary similarly to the alignment error. Our treatment
is generic and valid for arbitrary geometric transformation models, and the theoretical results
are confirmed by experiments. The presented study provides important insights for the un-
derstanding of multiscale registration methods that are based on manifold linearizations, and is
helpful for optimizing the performance of such methods in image registration and image analysis
applications.
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A Proof of Theorem 1
Proof. Now we derive the upper bound on the alignment error given in Theorem 1. First, notice
from (6) that the difference between the optimal and estimated transformation parameters is
given by
λie − λio = Gij(λr)〈q − pλr , ∂j pλr 〉 − (λio − λir). (34)
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Now, given g ∈ L2(R2), consider the function hg(λ) = 〈pλ, g〉. Applying the Taylor expansion
of hg(λ) around the reference point λ = λr, we have
hg(λ) = 〈pλ, g〉 = 〈pλr , g〉+ 〈∂i pλr , g〉(λi − λir) +
1
2
〈∂ijpζg , g〉(λi − λir)(λj − λjr)
where ζg = λr + cg(λ− λr) for some cg ∈ (0, 1) that depends on g.
Decomposing the target pattern as q = pλo + n, and taking λ = λo and g = ∂k pλr in the
above equation, we obtain
〈pλo , ∂k pλr 〉 = 〈pλr , ∂k pλr 〉+ 〈∂i pλr , ∂k pλr 〉(λio − λir) +
1
2
〈∂ijpζk , ∂k pλr 〉(λio − λir)(λjo − λjr).
Defining
lλo = ∂i pλr (λ
i
o − λir) (35)
and
κλo,ζk =
1
2
∂ijpζk(λ
i
o − λir)(λjo − λjr),
one can rewrite the above equation as
〈pλo , ∂k pλr 〉 = 〈pλr , ∂k pλr 〉+ 〈lλo , ∂k pλr 〉+ 〈κλo,ζk , ∂k pλr 〉.
From the expression of the alignment error in (34), we get
λie − λio = Gik(λr)〈pλo + n− pλr , ∂k pλr 〉 − (λio − λir)
= Gik(λr)〈lλo , ∂k pλr 〉+ Gik(λr)〈κλo,ζk , ∂k pλr 〉+ Gik(λr)〈n, ∂k pλr 〉 − (λio − λir).
However, the first and last terms in the above equation cancel each other as
Gik(λr)〈lλo , ∂k pλr 〉 = Gik(λr)〈∂i pλr (λio − λir), ∂k pλr 〉 = Gik(λr)〈∂i pλr , ∂k pλr 〉(λio − λir)
= Gik(λr)Gik(λr)(λio − λir) = (λio − λir),
yielding
λie − λio = Gik(λr)〈κλo,ζk , ∂k pλr 〉+ Gik(λr)〈n, ∂k pλr 〉.
The norm of the alignment error can thus be upper bounded as
‖λe − λo‖ ≤
∥∥[Gij(λr)] [〈κλo,ζj , ∂j pλr 〉]∥∥+ ∥∥[Gij(λr)] [〈n, ∂j pλr 〉]∥∥ (36)
where [Gij(λr)] is the matrix representation of the inverse metric and [〈κλo,ζj , ∂j pλr 〉] and
[〈n, ∂j pλr 〉] respectively denote the d × 1 vectors that contain 〈κλo,ζj , ∂j pλr 〉 and 〈n, ∂j pλr 〉
in the j-th entry.
We proceed with finding an upper bound for the two terms in the above expression. The
first term can be bounded as∥∥[Gij(λr)] [〈κλo,ζj , ∂j pλr 〉]∥∥ ≤ ηmax ([Gij(λr)]) ∥∥[〈κλo,ζj , ∂j pλr 〉]∥∥
= η−1min ([Gij(λr)])
∥∥[〈κλo,ζj , ∂j pλr 〉]∥∥ (37)
where ηmax(·) and ηmin(·) denote respectively the maximum and minimum eigenvalues of a
matrix. We have
∥∥[〈κλo,ζj , ∂j pλr 〉]∥∥ =
 d∑
j=1
|〈κλo,ζj , ∂j pλr 〉|2
1/2 ≤
 d∑
j=1
‖κλo,ζj‖2‖∂j pλr‖2
1/2 .
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One can upper bound the norm of the quadratic term as
‖κλo,ζk‖ =
∥∥∥∥12∂ijpζk(λio − λir)(λjo − λjr)
∥∥∥∥ ≤ 12
d∑
i=1
d∑
j=1
‖∂ijpζk‖ |λio − λir| |λjo − λjr|
≤ 1
2
K ‖λo − λr‖21
which gives ∥∥[〈κλo,ζj , ∂j pλr 〉]∥∥ ≤ 12 K ‖λo − λr‖21
√
tr
(
[Gij(λr)]
)
.
Using this in (37) we obtain∥∥[Gij(λr)] [〈κλo,ζj , ∂j pλr 〉]∥∥ ≤ 12 K η−1min ([Gij(λr)])
√
tr
(
[Gij(λr)]
) ‖λo − λr‖21. (38)
Having thus obtained an upper bound for the first additive term in (36), we now continue with
the second term
∥∥[Gij(λr)] [〈n, ∂j pλr 〉]∥∥. First, remember from (10) that the noise component
n is orthogonal to the tangent space TλoM(p) at pλo . The term Gij(λr)〈n, ∂j pλr 〉 gives the
coordinates of the projection of n onto the tangent space TλrM(p) at pλr . Due to manifold
curvature, there is a nonzero angle between these two tangent spaces; therefore, the orthogonal
projection of n onto TλrM(p) is a nonzero vector in general. In the following, we derive an
upper bound for the magnitude of this projection by looking at the change in the tangent
vectors between the two manifold points pλr and pλo . Let us define
∆i := ∂i pλr − ∂i pλo
which gives the change in the i-th tangent vector between the points pλr and pλo . We have
Gij(λr)〈n, ∂j pλr 〉 = Gij(λr)〈n, ∂j pλo〉+ Gij(λr)〈n, ∆j〉
= Gij(λr)〈n, ∆j〉
(39)
since 〈n, ∂j pλo〉 = 0 for all j = 1, · · · , d. We now derive an upper bound for the norm of ∆j
as follows. Let us define a curve pλ(t) : [0, 1]→M(p) such that λ(t) = λo + t(λr − λo). Hence,
pλ(0) = pλo and pλ(1) = pλr . For each i = 1, · · · , d we have
∂i pλr = ∂i pλo +
∫ 1
0
d ∂ipλ(t)
dt
dt = ∂i pλo +
∫ 1
0
∂ijpλ(t)
dλj(t)
dt
dt
= ∂i pλo +
∫ 1
0
∂ijpλ(t)(λr − λo)j dt.
We thus get the following upper bound on ‖∆i‖
‖∆i‖ =
∥∥∥∥∫ 1
0
∂ijpλ(t)(λr − λo)j dt
∥∥∥∥ ≤ d∑
j=1
∫ 1
0
∥∥∂ijpλ(t)∥∥ |(λr − λo)j | dt
≤
d∑
j=1
K |(λr − λo)j | = K ‖λr − λo‖1.
It follows from (39) that∥∥[Gij(λr)] [〈n, ∂j pλr 〉]∥∥ = ∥∥[Gij(λr)][〈n, ∆j〉]∥∥ ≤ η−1min ([Gij(λr)])∥∥[〈n, ∆j〉]∥∥
where ∥∥[〈n, ∆j〉]∥∥ =
 d∑
j=1
|〈n, ∆j〉|2
1/2 ≤
 d∑
j=1
ν2 ‖∆j‖2
1/2 .
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Using the bound ‖∆j‖ ≤ K ‖λr − λo‖1 above we get∥∥[〈n, ∆j〉]∥∥ ≤ K√d ν ‖λr − λo‖1
which gives ∥∥[Gij(λr)] [〈n, ∂j pλr 〉]∥∥ ≤ K√d ν η−1min ([Gij(λr)]) ‖λr − λo‖1. (40)
This finishes the derivation of the upper bound on the norm of the projection of the noise
component on TλrM(p). We finally put together the results (38) and (40) in (36) and get the
stated bound on the norm of the alignment error ‖λe − λo‖
‖λe − λo‖ ≤ K η−1min
(
[Gij(λr)]
)(1
2
√
tr([Gij(λr)]) ‖λo − λr‖21 +
√
d ν ‖λo − λr‖1
)
which concludes the proof.
B Proof of Theorem 2
In order to prove Theorem 2, we need to analyze the variation of Eˆ with filtering and noise. We
begin with examining the dependence of each term in the expression of Eˆ
Eˆ = Kˆ η−1min
(
[Gˆij(λr)]
)(1
2
√
tr([Gˆij(λr)]) ‖λˆo − λr‖21 +
√
d ‖n˜‖ ‖λˆo − λr‖1
)
(41)
on the filter size ρ and the initial noise level ν of the unfiltered target image. First, the curvature
parameter Kˆ of the smoothed manifold is given by
Kˆ = max
i,j=1,··· ,d
sup
λ∈Λ
‖∂ij pˆλ‖
where ∂ij pˆλ denotes the second order derivative of the manifold of the smoothed pattern. Hence,
if a uniform estimate that is valid for all λ and (i, j) can be found for the rate of variation of
‖∂ij pˆλ‖ with the filter size ρ, the curvature parameter Kˆ then also has the same order of variation
with ρ.
Next, the metric tensor of the smoothed manifold is given by Gˆij(λr) = 〈∂i pˆλr , ∂j pˆλr 〉, and
its trace is
tr
(
[Gˆij(λr)]
)
=
d∑
i=1
‖∂i pˆλr‖2.
Therefore, if the variation of ‖∂i pˆλr‖2 with the filter size ρ can be characterized uniformly (in
a way that is valid for all λr and i), the trace tr
(
[Gˆij(λr)]
)
of the metric tensor will also have
the same order of variation with ρ as ‖∂i pˆλr‖2.
The smallest eigenvalue ηmin
(
[Gˆij(λr)]
)
of the metric tensor is also expected to have the
same variation with ρ. This can be observed, for instance, by decomposing the metric tensor
into its diagonal and off-diagonal components and regarding the off-diagonal component as a
perturbation on the diagonal one. The smallest eigenvalue ηmin
(
[Gˆij(λr)]
)
can then be lower
bounded as in [28] in terms of the smallest diagonal element mini ‖∂i pˆλr‖2 and the spectral
radius of the off-diagonal component of the metric tensor consisting of the terms 〈∂i pˆλr , ∂j pˆλr 〉,
which is a simple application of the Gershgorin circle theorem. As the variation of the off-
diagonal elements is upper bounded by the variation of the diagonal elements due to Cauchy-
Schwarz inequality, the smallest eigenvalue ηmin
(
[Gˆij(λr)]
)
decays with ρ at the same rate as
‖∂i pˆλr‖2.
Finally, the norm ‖n˜‖ of the noise component of qˆ depends on both the filter size ρ and the
initial noise level ν before filtering.
We study now Equation (41) in more details and derive first a relation between the norms
‖∂i pˆλ‖, ‖∂ij pˆλ‖ of the first and second-order manifold derivatives and the norms ‖N∇pˆ‖, ‖Nhpˆ‖
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of the gradient and Hessian magnitudes of the filtered reference pattern pˆ. We state the depen-
dences of ‖N∇pˆ‖ and ‖Nhpˆ‖ on the filter size ρ in Lemma 2, which is then used to obtain the
variation of the manifold derivatives ‖∂i pˆλ‖, ‖∂ij pˆλ‖ with ρ in Corollary 2. Next, we establish
the dependence of the norm ‖n˜‖ of the noise component on ρ and ν in Lemma 3. Finally, all
of these results are put together in our main result Theorem 2, where we present the rate of
variation of the alignment error bound Eˆ with the filter size ρ and the initial noise level ν of
the target image.
B.1 Analysis of ‖∂i pˆλ‖ and ‖∂ij pˆλ‖
Let us begin with the computation of the terms ‖∂i pˆλ‖ and ‖∂ij pˆλ‖. First, from the relation
(1), we have
pλ(X) = p(X
′)
where X ′ = aλ(X). Let us denote the transformed coordinates as X ′ = [x′ y′]T and write the
derivatives of the transformed coordinates with respect to the transformation parameters as
∂i x
′ =
∂x′
∂λi
, ∂i y
′ =
∂y′
∂λi
, ∂ij x
′ =
∂2x′
∂λi ∂λj
, ∂ij y
′ =
∂2y′
∂λi ∂λj
.
Also, let
∂x p(X
′) =
∂ p(X)
∂x
∣∣∣∣
X=X′
, ∂y p(X
′) =
∂ p(X)
∂y
∣∣∣∣
X=X′
∂xx p(X
′) =
∂2 p(X)
∂x2
∣∣∣∣
X=X′
, ∂xy p(X
′) =
∂2 p(X)
∂x ∂y
∣∣∣∣
X=X′
, ∂yy p(X
′) =
∂2 p(X)
∂y2
∣∣∣∣
X=X′
denote the partial derivatives of the reference pattern p evaluated at the point X ′. Then, the
derivatives of the manifold M(p) at pλ are given by
∂i pλ(X) = ∂x p(X
′)∂i x′ + ∂y p(X ′)∂i y′
∂ij pλ(X) = ∂xx p(X
′) ∂i x′∂j x′ + ∂xy p(X ′) (∂i x′∂j y′ + ∂j x′∂i y′) + ∂yy p(X ′) ∂i y′∂j y′
+ ∂x p(X
′) ∂ij x′ + ∂y p(X ′) ∂ij y′.
One can generalize this to the smoothed versions pˆ of the reference pattern as
∂i pˆλ(X) = ∂x pˆ(X
′)∂i x′ + ∂y pˆ(X ′)∂i y′
∂ij pˆλ(X) = ∂xx pˆ(X
′) ∂i x′∂j x′ + ∂xy pˆ(X ′) (∂i x′∂j y′ + ∂j x′∂i y′) + ∂yy pˆ(X ′) ∂i y′∂j y′
+ ∂x pˆ(X
′) ∂ij x′ + ∂y pˆ(X ′) ∂ij y′.
(42)
Notice that, in the above equations, the filtering applied on the reference pattern influences
only the spatial derivatives of the reference pattern (∂x pˆ, ∂y pˆ, ∂xx pˆ, ∂xy pˆ, ∂yy pˆ), whereas
the derivatives of the transformed coordinates (∂i x
′, ∂i y′, ∂ij x′, ∂ij y′) depend solely on the
transformation model λ and are constant with respect to the filter size ρ. Therefore, the variation
of ‖∂i pˆλ‖ and ‖∂ij pˆλ‖ with ρ is mostly determined by the variation of the spatial derivatives
of the pattern with the filter size. We denote the gradient of pˆ as
∇pˆ(X) = [∂x pˆ(X) ∂y pˆ(X)]T
and the vectorized Hessian of pˆ as
(hpˆ)(X) = [∂xx pˆ(X) ∂xy pˆ(X) ∂xy pˆ(X) ∂yy pˆ(X)]
T . (43)
We then define the functions N∇pˆ, Nhpˆ : R2 → R
N∇pˆ (X) = ‖∇pˆ(X)‖, Nhpˆ (X) = ‖(hpˆ)(X)‖
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which give the `2-norms of the gradient and the Hessian of pˆ at X. Since we assume that the
first and second spatial derivatives of the pattern are square-integrable, the functions N∇pˆ and
Nhpˆ are in L
2(R2). The equations in (42) show that the first derivatives of the manifold are
proportional to the first derivatives of the pattern; and the second derivatives of the manifold
depend linearly on both the first and the second derivatives of the pattern p(X). One thus
expects the L2-norms of the manifold derivatives to be related to the L2-norms of N∇pˆ and Nhpˆ
as
‖∂i pˆλ‖ = O (‖N∇pˆ‖)
‖∂ij pˆλ‖ = O (‖N∇pˆ‖+ ‖Nhpˆ‖)
(44)
from the perspective of their dependence on the filter size ρ. These relations indeed hold and
they are formally shown in Appendix C.1.
Since we have established the connection between the manifold derivatives and the pattern
spatial derivatives, it suffices now to determine how the spatial derivatives ‖N∇pˆ‖ and ‖Nhpˆ‖
depend on the filter size ρ. In order to examine this, we adopt a parametric representation of
the reference pattern p in an analytic dictionary. Let
D = {φγ : γ = (ψ, τx, τy, σx, σy) ∈ Γ} ⊂ L2(R2) (45)
be a parametric dictionary manifold such that each atom φγ in D is derived from an analytic
mother function φ by a geometric transformation specified by the parameter vector γ. Here
ψ is a rotation parameter, τx and τy denote translations in x and y directions, and σx and
σy represent an anisotropic scaling in x and y directions. The dictionary is defined over the
continuous parameter domain Γ, and an atom φγ is given by
φγ(X) = φ(σ
−1 Ψ−1 (X − τ)), (46)
where
σ =
[
σx 0
0 σy
]
, Ψ =
[
cos(ψ) − sin(ψ)
sin(ψ) cos(ψ)
]
, τ =
[
τx
τy
]
(47)
denote respectively the scale change, rotation and translation matrices defining the atom φγ . We
may consider that the parameter domain Γ is defined over the range of parameters ψ ∈ [0, 2pi),
τx, τy ∈ R, and σx, σy ∈ R+. It is shown in [29] (in the proof of Proposition 2.1.2) that the linear
span of a dictionary D generated with respect to the transformation model in (45) is dense in
L2(R2) if the mother function φ has nontrivial support; i.e., unless φ(X) = 0 almost everywhere.
In our analysis, we select the generating mother function as the Gaussian function φ(X) =
e−X
TX . The Gaussian function has good time-localization properties, it is easy to treat in
derivations due to its well-studied properties, and it ensures that Span(D) is dense in L2(R2).
Therefore, any pattern p ∈ L2(R2) can be represented as the linear combination of a sequence
of atoms in D. In the rest of our analysis, we adopt a representation of p in D
p(X) =
∞∑
k=1
ck φγk(X) (48)
where γk are the atom parameters and ck are the atom coefficients. Our derivation of the
variations of ‖N∇pˆ‖ and ‖Nhpˆ‖ is based on this representation and we use some properties of
Gaussian atoms in our analysis. Nevertheless, the conclusions of our analysis are general and
valid for all reference patterns in L2(R2) since any square-integrable pattern can be represented
in the Gaussian dictionary D.
Now, applying the Gaussian filter in (7) on the reference pattern in (48), we obtain the
filtered pattern as
1
piρ2
(φρ ∗ p)(X) = 1
piρ2
∞∑
k=1
ck (φρ ∗ φγk)(X)
from the linearity of the convolution operator. In order to evaluate the convolution of two
Gaussian atoms, we use the following proposition [30].
37
Proposition 1. Let φ(X) = e−X
TX be the Gaussian function, and the Gaussian atoms φγ1
and φγ2 be given by φγ1(X) = φ(σ
−1
1 Ψ
−1
1 (X − τ1)) and φγ2(X) = φ(σ−12 Ψ−12 (X − τ2)). Then
(φγ1 ∗ φγ2)(X) =
pi|σ1σ2|
|σ3| φγ3(X) (49)
where
φγ3(X) = φ(σ
−1
3 Ψ
−1
3 (X − τ3))
and the parameters of φγ3 are given by
τ3 = τ1 + τ2, Ψ3 σ
2
3 Ψ
−1
3 = Ψ1 σ
2
1 Ψ
−1
1 + Ψ2 σ
2
2 Ψ
−1
2 .
Proposition 1 implies that, when an atom φγk of p is convolved with the Gaussian kernel, it
becomes
1
piρ2
(φρ ∗ φγk)(X) =
|σk|
|σˆk|φγˆk(X) (50)
where φγˆk(X) = φ(σˆ
−1
k Ψˆ
−1
k (X − τˆk)),
τˆk = τk, Ψˆk = Ψk, σˆk =
√
Υ2 + σ2k (51)
and Υ is the scale matrix of the Gaussian filter kernel defined in (8). Hence, when p is smoothed
with a Gaussian filter, the atom φγk(X) with coefficient ck is replaced by the smoothed atom
φγˆk(X) with coefficient
cˆk =
|σk|
|σˆk|ck =
|σk|√|Υ2 + σ2k|ck = σx,k σy,k√(ρ2 + σ2x,k)(ρ2 + σ2y,k)ck (52)
where σk = diag(σx,k, σy,k). This shows that the change in the pattern parameters due to
filtering can be captured by substituting the scale parameters σk with σˆk and replacing the
coefficients ck with cˆk. Then, the smoothed pattern pˆ has the following representation in the
dictionary D
pˆ(X) =
∞∑
k=1
cˆk φγˆk(X). (53)
One can observe from (52) that the atom coefficients cˆk of the filtered pattern pˆ change with
the filter size ρ at a rate
cˆk = O((1 + ρ
2)−1). (54)
Also, from (51), the atom scale parameters of pˆ are given by
σˆx,k =
√
σ2x,k + ρ
2, σˆy,k =
√
σ2y,k + ρ
2 (55)
which have the rate of increase
σˆx,k, σˆy,k = O((1 + ρ
2)1/2) (56)
with the filter size ρ.
We are now equipped with the necessary tools for examining the variations of ‖N∇pˆ‖ and
‖Nhpˆ‖ with the filter size ρ. We state these in the following lemma.
Lemma 2. The norms ‖N∇pˆ‖ and ‖Nhpˆ‖ of the first and second-order variations of the pattern
decrease with the filter size ρ at the following rates
‖N∇pˆ‖ = O((1 + ρ2)−1)
‖Nhpˆ‖ = O((1 + ρ2)−3/2).
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The proof of Lemma 2 is given in Appendix C.2. The above dependences are shown by deriv-
ing approximations of ‖N∇pˆ‖ and ‖Nhpˆ‖ in terms of the atom parameters {γk} and coefficients
{ck}. Their variations with the filter size ρ are then determined by building on the relations (56)
and (54). The lemma not only confirms the intuition that the norms of the pattern gradient
and Hessian should decrease with filtering, but also provides expressions for their rate of decay
with the filter size ρ.
An immediate consequence of Lemma 2 is the following.
Corollary 2. The norms ‖∂i pˆλ‖, ‖∂ij pˆλ‖ of the first and second-order manifold derivatives
decrease with the filter size ρ at the following rates
‖∂i pˆλ‖ = O((1 + ρ2)−1)
‖∂ij pˆλ‖ = O
(
(1 + ρ2)−3/2 + (1 + ρ2)−1
)
.
Proof. The corollary follows directly from Lemma 2 and the relation between the manifold
derivatives and the pattern derivatives given in (44).
Note that for large values of ρ, the second additive term of O(1+ρ2)−1 in ‖∂ij pˆλ‖ dominates
the first term of O(1+ρ2)−3/2, therefore ‖∂ij pˆλ‖ = O((1+ρ2)−1) for large ρ. However, we keep
both additive terms in ‖∂ij pˆλ‖ as we will see that the first term is important for characterizing
the behavior of the alignment error bound for small values of the filter size. Corollary 2 will be
helpful for determining the dependences of the curvature bound Kˆ and the parameters related
to the metric tensor Gˆij on the filter size. We will use it in our main result of Theorem 2.
B.2 Analysis of ‖n˜‖
In the following lemma, we summarize the dependence of the noise level ‖n˜‖ in the filtered target
pattern, on the noise level ν in the original target pattern and the size ρ of the smoothing filter.
Lemma 3. The distance ‖n˜‖ between the filtered target pattern qˆ and the transformation man-
ifold M(pˆ) of the filtered reference pattern pˆ has a rate of variation of
‖n˜‖ = O
(
(ν + 1)(1 + ρ2)−1/2
)
with the filter size ρ and the initial noise level ν for geometric transformation models that allow
the change of the scale of the pattern p. The variation of ‖n˜‖ is however given by
‖n˜‖ = O
(
ν(1 + ρ2)−1/2
)
if the geometric transformation model does not include a scale change.
The proof of Lemma 3 is given in Appendix C.3. The presented dependences are obtained by
deriving a relation between the norm of the noise component n˜ = qˆ− pˆλˆo and the filtered version
nˆ of the initial noise component n = q−pλo . The lemma states that ‖n˜‖ decreases with the filter
size ρ at a rate of O
(
(1 + ρ2)−1/2
)
. Meanwhile, its dependence on the initial noise level ν differs
slightly between transformation models that include a scale change or not. The noise term ‖n˜‖
increases at a rate of O(ν) for transformations without a scale change; however, transformations
with a scale change introduce an offset to the initial noise level to yield a variation of O(ν + 1).
This is due to the following reason. The initial noise level before filtering is given by the norm of
n = q − pλo , where pλo ∈M(p). Meanwhile, when the transformation model λ includes a scale
change, the actions of filtering and transforming a pattern do not commute, and the filtered
version p̂λo of pλo does not lie on the transformation manifold M(pˆ) of the filtered reference
pattern pˆ (see Appendix C.3 for more details). The “lifting” of the base point p̂λo of qˆ (with the
decomposition qˆ = p̂λo + nˆ) from the manifold M(pˆ) further increases the distance between qˆ
andM(pˆ), in addition to the deviation nˆ. The overall noise level in case of filtering is therefore
larger than the norm of the filtered version nˆ of n. Note that, for transformations involving
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a scale change, even if the initial noise level ν is zero, which means that q ∈ M(p), we have
qˆ /∈ M(pˆ) after filtering. This creates a source of noise when the filtered versions of the image
pair are used in the alignment.
B.3 Proof of Theorem 2
We are now ready to present a proof of the theorem.
Proof. Remember from (41) that the alignment error bound is given by
Eˆ = Eˆ1 + Eˆ2
where the error terms
Eˆ1 =
1
2
Kˆ η−1min
(
[Gˆij(λr)]
)√
tr([Gˆij(λr)]) ‖λˆo − λr‖21
Eˆ2 =
√
d Kˆ η−1min
(
[Gˆij(λr)]
) ‖n˜‖ ‖λˆo − λr‖1 (57)
are associated respectively with the nonzero manifold curvature (lifting of the manifold from
the tangent space) and the noise on the target image. Also, remember that the variation of Kˆ
with ρ is the same as that of ‖∂ij pˆλ‖, and that ηmin
(
[Gˆij(λr)]
)
and tr([Gˆij(λr)]) have the same
variation with ρ as ‖∂i pˆλr‖2. Hence, using Corollary 2, we obtain
Kˆ η−1min
(
[Gˆij(λr)]
)
= O
(
1 + (1 + ρ2)−1/2
)
O(1 + ρ2) (58)√
tr([Gˆij(λr)]) = O
(
(1 + ρ2)−1
)
(59)
which gives
Eˆ1 = O
(
1 + (1 + ρ2)−1/2
)
.
Then, from Lemma 3 and Equation (58), we determine the variation of Eˆ2 as
Eˆ2 = O
(
(ν + 1) (1 + ρ2)1/2
)
O
(
1 + (1 + ρ2)−1/2
)
≈ O
(
(ν + 1) (1 + ρ2)1/2
)
for transformations involving a scale change, and as
Eˆ2 = O
(
ν (1 + ρ2)1/2
)
O
(
1 + (1 + ρ2)−1/2
)
≈ O
(
ν (1 + ρ2)1/2
)
for transformations without a scale change, which finishes the proof of the theorem.
C Proof of the results used in Appendix B
C.1 Derivations of ‖∂i pˆλ‖ and ‖∂ij pˆλ‖ in terms of pattern spatial deriva-
tives
As the pattern pˆ and its derivatives are square-integrable, there exists a bounded support Ω ∈ R2
such that the intensities of pˆ and its derivatives are significantly reduced outside Ω; i.e., 7
pˆ(X), ∂x pˆ(X), ∂y pˆ(X), ∂xx pˆ(X), ∂xy pˆ(X), ∂yy pˆ(X) ≈ 0
7As filtering leads to a spatial diffusion in the intensity functions of the pattern and its derivatives, the size of
the support Ω in fact depends on the filter size ρ. However, for the sake of simplicity of analysis, we ignore the
dependence of Ω on ρ and assume a single and sufficiently large support region Ω, which can be selected with respect
to the largest value of the filter size used in a hierarchical registration application.
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for X /∈ Ω. Since the coordinate change function a is C2-smooth, the derivatives of the trans-
formed coordinates are bounded over Ω. Hence, there exists a constant M > 0 such that
|∂i x′|, |∂i y′|, |∂ij x′|, |∂ij y′| ≤M
for all i, j = 1, · · · , d and X ′ ∈ Ω.
Let us first clarify the notation used in the rest of our derivations. For a vector-valued
function g : R2 → Rn, the notation g denotes the function considered as an element of the
function space it belongs to, while the notation g(X) always stands for the value of g evaluated
at X; i.e., a vector in Rn.
We begin with the term ‖∂i pˆλ‖. For all X, we have
|∂i pˆλ(X)| = |∇pˆ(X ′)T∂iX ′| ≤ ‖∇pˆ(X ′)‖‖∂iX ′‖
where ∂iX
′ = [∂i x′ ∂i y′]T . Then, for X ∈ a−1λ (Ω), |∂i pˆλ(X)| can be upper bounded as
|∂i pˆλ(X)| ≤
√
2M ‖∇pˆ(X ′)‖.
We thus get
‖∂i pˆλ‖2 =
∫
R2
|∂i pˆλ(X)|2dX =
∫
R2
|∇pˆ(X ′)T∂iX ′|2dX
≈
∫
a−1λ (Ω)
|∇pˆ(X ′)T∂iX ′|2dX ≤ 2M2
∫
a−1λ (Ω)
‖∇pˆ(X ′)‖2dX
= 2M2
∫
Ω
‖∇pˆ(X)‖2 |det(Da−1λ )(X)| dX
where det(Da−1λ )(X) is the Jacobian of the coordinate change function a
−1
λ . In the above equa-
tions, when approximating the integration on R2 with the integration on a−1λ (Ω), we implicitly
assume that ∇pˆ(X ′)T∂iX ′ ≈ 0 outside the inverse image of the support region Ω. Such an
assumption is reasonable as the transformed coordinates X ′ are typically polynomial functions
of the original coordinates X and their rate of increase with X is therefore dominated by the
decay of the image intensity function with X in a typical representation in L2(R2) such as the
Gaussian dictionary we use in this work, which is introduced in Section 3.2. Since the function
aλ is a smooth bijection on R2, the Jacobian det(Da−1λ )(X) is bounded on the bounded region
Ω. Therefore, there exists a constant C > 0 such that |det(Da−1λ )(X)| ≤ C for X ∈ Ω. Hence,
we obtain
‖∂i pˆλ‖ ≤
√
2M2C
(∫
R2
‖∇pˆ(X)‖2dX
)1/2
=
√
2M2C ‖N∇pˆ‖
which shows that ‖∂i pˆλ‖ and ‖N∇pˆ‖ have approximately the same rate of change with the filter
size ρ; i.e.,
‖∂i pˆλ‖ = O(‖N∇pˆ‖).
Next, we look at the term ‖∂ij pˆλ‖. From triangle inequality we have
‖∂ij pˆλ‖ ≤ ‖v‖+ ‖w‖
where
v(X) = ∂xx pˆ(X
′) ∂i x′∂j x′ + ∂xy pˆ(X ′) (∂i x′∂j y′ + ∂j x′∂i y′) + ∂yy pˆ(X ′) ∂i y′∂j y′
w(X) = ∂x pˆ(X
′) ∂ij x′ + ∂y pˆ(X ′) ∂ij y′.
Since w is in the same form as ∂i pˆλ, one can upper bound it in the same way.
‖w‖ ≤
√
2M2C ‖N∇pˆ‖. (60)
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We now examine the term ‖v‖. Defining the derivative product vector
B(X ′) = [∂i x′∂j x′ ∂i x′∂j y′ ∂j x′∂i y′ ∂i y′∂j y′]T ,
we have
|v(X)| = |(hpˆ)(X ′)T B(X ′)| ≤ ‖(hpˆ)(X ′)‖ ‖B(X ′)‖.
At X ∈ a−1λ (Ω), the upper bound ‖B(X ′)‖ ≤ 2M2 yields
|v(X)| ≤ 2M2 ‖(hpˆ)(X ′)‖.
Hence,
‖v‖2 =
∫
R2
|v(X)|2dX =
∫
R2
|(hpˆ)(X ′)T B(X ′)|2dX
≈
∫
a−1λ (Ω)
|(hpˆ)(X ′)T B(X ′)|2dX ≤ 4M4
∫
a−1λ (Ω)
‖(hpˆ)(X ′)‖2dX
= 4M4
∫
Ω
‖(hpˆ)(X)‖2 |det(Da−1λ )(X)| dX ≤ 4M4C
∫
Ω
‖(hpˆ)(X)‖2dX
and therefore
‖v‖ ≤ 2M2
√
C
(∫
R2
‖(hpˆ)(X)‖2dX
)1/2
= 2M2
√
C ‖Nhpˆ‖. (61)
Finally, putting together (60) and (61), we obtain the following upper bound on ‖∂ij pˆλ‖
‖∂ij pˆλ‖ ≤ 2M2
√
C ‖Nhpˆ‖+
√
2M2C ‖N∇pˆ‖
which gives
‖∂ij pˆλ‖ = O
(‖N∇pˆ‖+ ‖Nhpˆ‖).
C.2 Proof of Lemma 2
Since the reference pattern consists of Gaussian atoms, the derivation of the norms of its gradient
and Hessian involves the integration of products of Gaussian atom pairs. Therefore, in our
analysis we make use of the following proposition, which gives the expression for the integration
of the product of two Gaussian atoms [30].
Proposition 2. Let φγj (X) = φ(σ
−1
j Ψ
−1
j (X − τj)) and φγk(X) = φ(σ−1k Ψ−1k (X − τk)). Then∫
R2
φγj (X)φγk(X)dX =
Qjk
2
where
Qjk :=
pi |σjσk|√|Σjk| exp
(
−1
2
(τk − τj)T Σ−1jk (τk − τj)
)
Σjk :=
1
2
(
Ψj σ
2
j Ψ
−1
j + Ψk σ
2
k Ψ
−1
k
)
.
(62)
We now prove Lemma 2.
Proof. In order to determine the variations of ‖N∇pˆ‖ and ‖Nhpˆ‖ with the filter size ρ, we first
derive approximations for these terms in terms of the atom parameters of the reference pattern,
which makes it easier to analyze them analytically. We then examine the dependence of these
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terms on ρ with the help of their approximations.
Derivation of ‖N∇pˆ‖
We begin with the norm ‖N∇pˆ‖ of the gradient magnitude. In order to lighten the notation,
we do the derivations for the unfiltered reference pattern p, which are directly generalizable for
its filtered versions. We have
‖N∇p‖2 =
∫
R2
‖∇p(X)‖2dX =
∫
R2
 ∞∑
j=1
cj(∇φγj (X))T
( ∞∑
k=1
ck∇φγk(X)
)
dX.
It is easy to show that the gradient ∇φγj (X) of the atom φγj (X) is given by
∇φγj (X) = −2φγj (X) Ψj σ−2j Ψ−1j (X − τj)
which yields
(∇φγj (X))T∇φγk(X) = 4φγj (X)φγk(X) (X − τj)TΘTj Θk(X − τk)
where Θj := Ψj σ
−2
j Ψ
−1
j . Putting this in the expression of ‖N∇p‖2, we obtain
‖N∇p‖2 = 4
∞∑
j=1
∞∑
k=1
cjck Ljk (63)
where
Ljk =
∫
R2
φγj (X)φγk(X) (X − τj)TΘTj Θk(X − τk) dX. (64)
The evaluation of the above integral would give the exact expression of Ljk in terms of the
atom parameters of p, which would however have a quite complicated form. On the other hand,
we are interested in determining the variation of Ljk with filtering rather than obtaining its
exact expression. Hence, in order to make the derivation simpler, we approximate the above
expression for Ljk with another term Ljk, which is easier to evaluate analytically and provides
an upper bound for Ljk at the same time. Let us denote the smaller and greater eigenvalues of
Θj as
ιj = ηmin(Θj), ϑj = ηmax(Θj).
From Cauchy-Schwarz inequality,
|(X − τj)TΘTj Θk(X − τk)| ≤ ‖Θj(X − τj)‖ ‖Θk(X − τk)‖ ≤ ϑj‖X − τj‖ϑk‖X − τk‖.
Using this in the expression of Ljk, we get
Ljk ≤ |Ljk| ≤
∫
R2
φγj (X)φγk(X)ϑjϑk ‖X − τj‖‖X − τk‖ dX
≤ Ljk := ϑjϑk
√
Lj
√
Lk
where
Lj =
∫
R2
φ2γj (X) ‖X − τj‖2dX.
Evaluating the above integral, we obtain
Lj =
pi
8
|σj | (σ2x,j + σ2y,j).
This gives the following upper bound for Ljk
Ljk =
pi
8
ϑjϑk
(|σjσk| (σ2x,j + σ2y,j)(σ2x,k + σ2y,k))1/2 . (65)
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Now, generalizing (63) to filtered versions of the reference pattern, we have
‖N∇pˆ‖2 = 4
∞∑
j=1
∞∑
k=1
cˆj cˆk Lˆjk. (66)
We now determine the dependence of ‖N∇pˆ‖ on the filter size ρ. First, from (54), the coefficient
products have the variation
cˆj cˆk = O((1 + ρ
2)−2) (67)
with the filter size. Next, we look at the term Lˆjk. Note that the low-pass filter applied on the
pattern p increases the atom scale parameters σx,j , σy,j and therefore decreases the eigenvalues
of the matrices Θj , Θk in the exact expression for Ljk in (64). Filtering also influences the
terms φγj (X) and φγk(X) in (64). The variations of these terms with ρ are captured in the
approximation Ljk through the terms ϑj , ϑk, Lj , and Lk. Therefore, Ljk and Ljk have the
same rate of change with the filter size ρ. From (65), the approximation Lˆjk of Lˆjk is given by
Lˆjk =
pi
8
ϑˆj ϑˆk
(|σˆj σˆk| (σˆ2x,j + σˆ2y,j)(σˆ2x,k + σˆ2y,k))1/2 (68)
which is simply obtained by replacing the parameters σj and ϑj with their filtered versions σˆj
and ϑˆj . From (56), we have
σˆx,j , σˆy,j = O((1 + ρ
2)1/2)
|σˆj σˆk| = O((1 + ρ2)2)
ϑˆj = max(σˆ
−2
x,j , σˆ
−2
y,j) = O((1 + ρ
2)−1).
(69)
Putting these relations together in (68), we obtain
Lˆjk = O(1)
with respect to ρ. Combining this with the rate of change of the coefficient product cˆj cˆk in (67)
yields cˆj cˆkLˆjk = O((1 + ρ
2)−2). Since each one the additive terms in the expression of ‖N∇pˆ‖2
in (66) has the same rate of decrease with ρ, the infinite sum also decreases with ρ at the same
rate. Therefore, we get ‖N∇pˆ‖2 = O((1 + ρ2)−2), which gives
‖N∇pˆ‖ = O((1 + ρ2)−1).
Derivation of ‖Nhpˆ‖
We now continue with the norm ‖Nhpˆ‖ of the Hessian magnitude. From (43),
(Nhp (X))
2
= ‖(hp)(X)‖2 = (∂xx p(X))2 + 2(∂xy p(X))2 + (∂yy p(X))2.
Hence,
‖Nhp‖2 =
∫
R2
(Nhp (X))
2
dX =
∫
R2
(∂xx p(X))
2 + 2(∂xy p(X))
2 + (∂yy p(X))
2dX.
The second derivatives of the pattern are of the form
∂xx p(X) =
∞∑
k=1
ck
∂2φγk(X)
∂x2
and ∂xy p(X), ∂yy p(X) are obtained similarly. Then, ‖Nhp‖2 is given by
‖Nhp‖2 =
∞∑
j=1
∞∑
k=1
cjck
∫
R2
(
∂2φγj (X)
∂x2
∂2φγk(X)
∂x2
+ 2
∂2φγj (X)
∂x∂y
∂2φγk(X)
∂x∂y
+
∂2φγj (X)
∂y2
∂2φγk(X)
∂y2
)
dX
=
∞∑
j=1
∞∑
k=1
cjck
∫
R2
tr
(
H(φγj (X))H(φγk(X))
)
dX
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where
H(φγj (X)) =
 ∂2φγj (X)∂x2 ∂2φγj (X)∂x∂y
∂2φγj (X)
∂x∂y
∂2φγj (X)
∂y2

denotes the Hessian matrix of φγj (X). It is easy to show that
H(φγj (X)) = −2Θj(X − τj)∇Tφγj (X)− 2φγj (X)Θj
= φγj (X)
(
4Θj(X − τj)(X − τj)TΘj − 2Θj
)
which yields
tr
(
H(φγj (X))H(φγk(X))
)
= φγj (X)φγk(X)
[
16 tr
(
Θj(X − τj)(X − τj)TΘjΘk(X − τk)(X − τk)TΘk
)
− 8 tr(Θj(X − τj)(X − τj)TΘjΘk)− 8 tr(ΘjΘk(X − τk)(X − τk)TΘk)
+ 4 tr
(
ΘjΘk
)]
.
The squared norm of the Hessian magnitude can then be written as
‖Nhp‖2 =
∞∑
j=1
∞∑
k=1
cjck (16Mjk − 8Njk − 8Nkj + 4Pjk) (70)
where
Mjk =
∫
R2
φγj (X)φγk(X) tr
(
Θj(X − τj)(X − τj)TΘjΘk(X − τk)(X − τk)TΘk
)
dX
Njk =
∫
R2
φγj (X)φγk(X) tr
(
Θj(X − τj)(X − τj)TΘjΘk
)
dX
Pjk =
∫
R2
φγj (X)φγk(X) tr
(
ΘjΘk
)
dX.
(71)
We now derive approximations M jk, N jk, P jk for the terms written above, which are easier
to treat analytically and constitute upper bounds for these terms as well.
We begin with Mjk. Denoting Aj = Θj(X − τj)(X − τj)TΘj ,
Mjk ≤ |Mjk| ≤
∫
R2
φγj (X)φγk(X) |tr(AjAk)|dX. (72)
Since Aj is a rank-1 matrix,
|tr(AjAk)| = |ηmax(AjAk)| ≤ ‖AjAk‖ ≤ ‖Aj‖ ‖Ak‖
where ‖ · ‖ denotes the operator norm for matrices. The first inequality above follows from
the fact that the spectral radius of a matrix is smaller than its operator norm, and the second
inequality comes from the submultiplicative property of the operator norm. From the inequality
‖Aj‖ = ‖Θj(X − τj)(X − τj)TΘj‖ ≤ ϑ2j ‖X − τj‖2
we get
|tr(AjAk)| ≤ ϑ2jϑ2k ‖X − τj‖2‖X − τk‖2.
Using this bound in (72) yields
Mjk ≤ ϑ2jϑ2k
∫
R2
φγj (X)φγk(X)‖X − τj‖2‖X − τk‖2dX
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which gives the upper bound
Mjk ≤M jk := ϑ2jϑ2k
√
M j
√
Mk
where
M j =
∫
R2
φ2γj (X)‖X − τj‖4dX.
Evaluating the above integral, we get
M j = pi|σj |
(
3
32
σ4x,j +
1
16
σ2x,jσ
2
y,j +
3
32
σ4y,j
)
.
This finishes the derivation of M jk.
Next, we look at the term Njk. Performing similar steps as in Mjk, we obtain
|tr(AjΘk)| ≤ ϑ2jϑk‖X − τj‖2.
This gives Njk ≤ ϑ2jϑk
√
M j ‖φγk‖. The norm ‖φγk‖ of the atom φγk is
‖φγk‖ =
√
pi|σk|
2
.
Hence, the term Njk is upper bounded as
Njk ≤ N jk :=
√
pi|σk|
2
ϑ2jϑk
√
M j .
Lastly, we derive a bound for the term Pjk. The magnitude of the trace of ΘjΘk can be
bounded as
|tr(ΘjΘk)| = |ηmin(ΘjΘk) + ηmax(ΘjΘk)| ≤ 2 r(ΘjΘk) ≤ 2 ‖ΘjΘk‖ ≤ 2 ‖Θj‖ ‖Θk‖ = 2ϑjϑk
where r(·) denotes the spectral radius of a matrix. The term Pjk can thus be bounded as
Pjk ≤ 2ϑjϑk
∫
R2
φγj (X)φγk(X)dX.
From Proposition 2, we get
Pjk ≤ P jk := ϑjϑkQjk
where Qjk is as defined in (62).
Having thus derived approximations M jk, N jk, P jk for the terms Mjk, Njk, Pjk in (70), we
now have an analytical approximation of the norm ‖Nhp‖ of the Hessian magnitude in terms of
the atom parameters of the pattern. We now determine the order of variation of ‖Nhp‖ with the
filter size ρ using this approximation. From (70), we obtain the norm of the Hessian magnitude
of the filtered pattern pˆ as
‖Nhpˆ‖2 =
∞∑
j=1
∞∑
k=1
cˆj cˆk (16Mˆjk − 8Nˆjk − 8Nˆkj + 4Pˆjk). (73)
In the expressions of Mjk, Njk, Pjk in (71), we see that filtering affects the terms Θj and the
atoms φγj (X). Comparing these terms with their approximations M jk, N jk, P jk, we observe
that the influence of smoothing on the matrices Θj is captured in the approximations via its
influence on their eigenvalues ϑj , while the influence of smoothing on the atoms is also preserved
in the approximations as the atoms appear in the expressions of M jk, N jk, P jk. Hence, the
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terms Mˆjk, Nˆjk, Pˆjk have the same rate of change with the filter size ρ as their approximations
Mˆ jk, Nˆ jk, Pˆ jk. In the following, we determine the order of dependence of these terms on ρ.
We begin with Mˆjk. The relations in (69) imply that
Mˆ j = pi|σˆj |
(
3
32
σˆ4x,j +
1
16
σˆ2x,j σˆ
2
y,j +
3
32
σˆ4y,j
)
increases with ρ at a rate of O((1 + ρ2)3) and the product ϑˆ2j ϑˆ
2
k decreases with ρ at a rate of
O((1 + ρ2)−4). Therefore, the overall rate of variation of
Mˆ jk = ϑˆ
2
j ϑˆ
2
k
√
Mˆ j
√
Mˆk
with the filter size is given by
Mˆ jk = O((1 + ρ
2)−1). (74)
We similarly obtain the dependence of
Nˆ jk =
√
pi|σˆk|
2
ϑˆ2j ϑˆk
√
Mˆ j
on the filter size as
Nˆ jk = O((1 + ρ
2)−1). (75)
Lastly,
Pˆ jk = ϑˆj ϑˆkQˆjk
where
Qˆjk =
pi |σˆj σˆk|√
|Σˆjk|
exp
(
−1
2
(τk − τj)T Σˆ−1jk (τk − τj)
)
Σˆjk =
1
2
(
Ψj σˆ
2
j Ψ
−1
j + Ψk σˆ
2
k Ψ
−1
k
)
.
One can determine the rate of change of Qˆjk with ρ as follows. First, since the eigenvalues of
the matrix Σˆjk increase with ρ, the term in the exponential approaches 0 as ρ increases. The
variation of Qˆjk is thus given by the variation of pi |σˆj σˆk|/
√
|Σˆjk|. The term
√
|Σˆjk| has the
same rate of change with ρ as |σˆj |; therefore,
√
|Σˆjk| = O(1 + ρ2). This gives
Qˆjk = O(1 + ρ
2) (76)
and
Pˆ jk = O((1 + ρ
2)−1). (77)
Finally, combining the results (74), (75) and (77) in (73), and remembering that the coefficient
products vary with ρ as cˆj cˆk = O((1 + ρ
2)−2), we conclude that the norm ‖Nhpˆ‖ of the Hessian
magnitude decreases with the filter size ρ at a rate of
‖Nhpˆ‖ = O((1 + ρ2)−3/2)
which finishes the proof of the lemma.
47
C.3 Proof of Lemma 3
Proof. Remember from (3) and (9) that the projection of the unfiltered target pattern q onto
M(p) is pλo , and the projection of the filtered target pattern qˆ onto M(pˆ) is pˆλˆo . Since pˆλˆo is
the point on M(pˆ) that has the smallest distance to qˆ, we have the following for the distance
‖n˜‖ between qˆ and M(pˆ)
‖n˜‖ = ‖qˆ − pˆλˆo‖ ≤ ‖qˆ − pˆλo‖
where pˆλo is the filtered pattern pˆ transformed by the transformation vector λo that is optimal
in the alignment of the unfiltered patterns.
As discussed in Section 3.2, the deviation between the transformations λo and λˆo depends
on the transformation model. Here we do not go into the investigation of the difference between
pˆλˆo and pˆλo , and content ourselves with the upper bound ‖qˆ− pˆλo‖ for ‖n˜‖ in order to keep our
analysis generic and valid for arbitrary transformation models. Our purpose is then to determine
how the distance ‖qˆ − pˆλo‖ depends on the initial noise level
ν = ‖n‖ = ‖q − pλo‖
and the filter size ρ. The noise pattern n becomes
nˆ = qˆ − p̂λo
when filtered by the filter kernel in (7), where p̂λo is the filtered version of pλo with the same
kernel. Now, an important observation is that nˆ 6= qˆ − pˆλo for geometric transformations that
change the scale of the pattern, because
p̂λo 6= pˆλo (78)
i.e., the operations of filtering a pattern and applying it a geometric transformation do not
commute for such transformation models. The reason is that filtering modifies the scale matrices
σk of atoms, and when the geometric transformation involves a scale change, the commutativity
of these two operations fails. For geometric transformations that do not involve a scale change,
the equality p̂λo = pˆλo holds. This is explained in more detail in the rest of this section. For
the sake of generality, we base our derivation on the hypothesis (78) and proceed by bounding
the deviation of qˆ − pˆλo from nˆ. We thus use the following inequality for bounding ‖n˜‖
‖n˜‖ ≤ ‖qˆ − pˆλo‖ ≤ ‖qˆ − p̂λo‖+ ‖p̂λo − pˆλo‖
= ‖nˆ‖+ ‖p̂λo − pˆλo‖.
(79)
Hence, we achieve the examination of ‖n˜‖ in two steps. We first determine the variation of ‖nˆ‖
with the initial noise level ν and the filter size ρ. Then, we study the second term ‖p̂λo − pˆλo‖
as a function of the filter size. We finally put together these two results in order to obtain the
variation of the term ‖n˜‖.
Derivation of ‖nˆ‖
We begin with deriving an analytical expression for the norm ν of the noise pattern n, whose
variation with filtering is then easy to determine. Since the noise pattern n is in L2(R2), and
the linear span of the Gaussian dictionary D is dense in L2(R2), n can be represented as the
linear combination of a sequence of atoms in D
n(X) =
∞∑
k=1
ςk φχk(X)
where ςk are the atom coefficients and χk are the atom parameters. Then,
ν2 = ‖n‖2 =
∞∑
j=1
∞∑
k=1
ςjςk
∫
R2
φχj (X)φχk(X)dX =
∞∑
j=1
∞∑
k=1
ςjςkRjk
48
where the term Rjk is in the same form as the term Qjk given in (62) and obtained with the
atom parameters of n. Then, the squared norm of the filtered version of n is
‖nˆ‖2 =
∞∑
j=1
∞∑
k=1
ςˆj ςˆkRˆjk.
Now, the coefficients ςˆj have the same variation with ρ as cˆj ; therefore, from (54), we obtain
ςˆj ςˆk = O((1 + ρ
2)−2).
Next, Rˆjk and Qˆjk have the same variation with ρ since they are of the same form. Thus, the
relation in (76) implies that
Rˆjk = O(1 + ρ
2). (80)
Putting these results in the expression of ‖nˆ‖2, we see that the norm ‖nˆ‖ of the filtered noise
pattern decreases with ρ at a rate
‖nˆ‖ = O((1 + ρ2)−1/2).
Lastly, we look at the dependence of ‖nˆ‖ on the initial noise level ν = ‖n‖. Since convolution with
a filter kernel is a linear operator, the norm of the filtered noise pattern is linearly proportional
to the norm of the initial noise pattern. Therefore, ‖nˆ‖ varies linearly with ν. Combining this
with the above result, we obtain the joint variation of ‖nˆ‖ with ν and ρ as
‖nˆ‖ = O(ν (1 + ρ2)−1/2). (81)
Derivation of ‖p̂λo − pˆλo‖
In order to study the variation of the term ‖p̂λo−pˆλo‖ with the filter size in a convenient way,
we assume that the composition of the geometric transformation λ ∈ Λ generating the manifold
M(p) and the geometric transformation γ ∈ Γ generating the dictionary D can be represented
as a transformation vector in Γ; i.e., for all λ ∈ Λ and γ ∈ Γ, there exists γ ◦ λ ∈ Γ such that
Aλ(φγ)(X) = φγ◦λ(X).
Note that this assumption holds for common geometric transformation models λ such as trans-
lations, rotations, scale changes and their combinations.
In order to ease the notation, we derive the variation of ‖p̂λ − pˆλ‖ for an arbitrary transfor-
mation vector λ, which is also valid for the optimal transformation vector λo. The transformed
version pλ of p can be represented as
pλ(X) =
∞∑
k=1
ck φγk◦λ(X).
Let us denote the scale, rotation and translation matrices corresponding to the composite trans-
formation vector γk ◦ λ respectively as σk  λ, Ψk  λ, and τk  λ. Then the filtered version of
the transformed pattern pλ is given by
p̂λ(X) =
∞∑
k=1
ck
|σk  λ|
|σ̂k  λ|
φ
γ̂k◦λ(X)
where σ̂k  λ =
√
(σk  λ)2 + Υ2 is the scale matrix of the filtered atom parameters γ̂k ◦ λ. The
rotation and translation matrices Ψk  λ and τk  λ do not change as filtering affects only the
scale matrix.
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Now we derive the expression of pˆλ, which is obtained by filtering p first, and then applying
it a geometric transformation. Remember from Section 3.2 that the filtered pattern pˆ is
pˆ(X) =
∞∑
k=1
ck
|σk|
|σˆk| φγˆk(X)
and the transformed version of pˆ by λ is
pˆλ(X) =
∞∑
k=1
ck
|σk|
|σˆk| φγˆk◦λ(X)
where the atom parameter vector γˆk ◦ λ has the scale matrix σˆk  λ =
√
σ2k + Υ
2  λ, rotation
matrix Ψk λ and translation vector τk λ. Comparing the expressions of p̂λ and pˆλ, we see that
these patterns have different atom scale matrices and atom coefficients if the transformation λ
involves a scale change. The atoms of p̂λ and pˆλ have the same rotation and translation matrices.
Hence, if λ does not modify the scale matrices of atoms, we have σk λ = σk; therefore, p̂λ = pˆλ.
The modification that the transformation λ makes in the atom scale parameters can be
represented with a scale change matrix
S =
[
sx 0
0 sy
]
such that
σk  λ = S σk.
Here we avoid writing the dependence of S on λ for notational convenience. We also represent
the scale change of all atoms with the same matrix S to ease the notation. However, this is not
a strict hypothesis; i.e., since we treat the scale change parameters sx and sy as constants when
examining the variation of ‖p̂λ− pˆλ‖ with the filter size ρ, our result is generalizable to the case
when different atoms have different scale change matrices Sk.
With this representation, the atom scale matrices of p̂λ and pˆλ are respectively obtained as
σ̂k  λ =
√
S2σ2k + Υ
2, σˆk  λ = S
√
σ2k + Υ
2
and the atom coefficients in these two patterns are respectively given by
ck
|σk  λ|
|σ̂k  λ|
= ck
|Sσk|
|√S2σ2k + Υ2| , ck |σk||σˆk| = ck |σk||√σ2k + Υ2| .
The difference between the two patterns can then be upper bounded as
‖p̂λ − pˆλ‖ =
∥∥∥∥∥
∞∑
k=1
ck
|Sσk|
|√S2σ2k + Υ2|φγ̂k◦λ −
∞∑
k=1
ck
|σk|
|√σ2k + Υ2|φγˆk◦λ
∥∥∥∥∥
≤ ‖e1‖+ ‖e2‖
(82)
where
e1 =
∞∑
k=1
ck
|Sσk|
|√S2σ2k + Υ2| (φγ̂k◦λ − φγˆk◦λ)
e2 =
∞∑
k=1
ck
(
|Sσk|
|√S2σ2k + Υ2| − |σk||√σ2k + Υ2|
)
φγˆk◦λ.
In the following, we determine the rate of change of the terms ‖e1‖ and ‖e2‖ with the filter size
ρ, which will then be used to estimate the dependence of ‖p̂λ− pˆλ‖ using (82). We momentarily
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omit the atom index k for lightening the notation. We begin with ‖e1‖. Since e1 is a linear
combination of atom differences, its variation with ρ is given by the product of the variations of
the coefficients and the atom difference norms with ρ.
‖e1‖ = O
(
c
|Sσ|
|√S2σ2 + Υ2|
)
O
(
‖φ
γ̂◦λ − φγˆ◦λ‖
)
. (83)
The coefficients decrease with ρ at a rate
c
|Sσ|
|√S2σ2 + Υ2| = O((1 + ρ
2)−1). (84)
Next, we look at the dependence of the term ‖φ
γ̂◦λ − φγˆ◦λ‖ on ρ.
‖φ
γ̂◦λ − φγˆ◦λ‖2 =
∫
R2
[
φ
(
(S2σ2 + Υ2)−1/2(Ψ  λ)−1(X − τ  λ)
)
− φ
(
(S2σ2 + S2Υ2)−1/2(Ψ  λ)−1(X − τ  λ)
)]2
dX
Defining ax := s
2
xσ
2
x + ρ
2, bx := s
2
x(σ
2
x + ρ
2), and defining ay and by similarly, the evaluation of
the above integral yields
‖φ
γ̂◦λ − φγˆ◦λ‖2 =
pi
2
(
√
axay +
√
bxby)− 2pi
√
axaybxby
(ax + bx)(ay + by)
.
As the parameters ax, bx, ay, by increase with ρ at a rate of O(1 + ρ
2), the rate of increase of
the squared norm of the atom difference φ
γ̂◦λ − φγˆ◦λ with ρ is given by
‖φ
γ̂◦λ − φγˆ◦λ‖2 = O(1 + ρ2).
Putting this result in (83) together with the decay rate of coefficients given in (84) yields
‖e1‖ = O((1 + ρ2)−1/2). (85)
Let us now examine the term ‖e2‖. The rate of change of ‖e2‖ can be estimated from the
variation of the coefficients and the atom norms as follows
‖e2‖ = O
(
c
[ |Sσ|
|√S2σ2 + Υ2| −
|σ|
|√σ2 + Υ2|
])
O(‖φγˆ◦λ‖).
The coefficients decay with ρ at a rate
c
( |Sσ|
|√S2σ2 + Υ2| −
|σ|
|√σ2 + Υ2|
)
= O((1 + ρ2)−1).
Next, the squared norm of the atom is calculated as
‖φγˆ◦λ‖2 =
∫
R2
φ2
(
(S2σ2 + S2Υ2)−1/2(Ψ  λ)−1(X − τ  λ)
)
dX
=
pi
2
sxsy
√
(σ2x + ρ
2)(σ2y + ρ
2)
which shows that the atom norm increases with ρ at a rate
‖φγˆ◦λ‖ = O((1 + ρ2)1/2).
Hence, we obtain the order of dependence of ‖e2‖ on ρ as
‖e2‖ = O((1 + ρ2)−1/2). (86)
51
Finally, from (85), (86), and the inequality in (82), we obtain the variation of the error term
‖p̂λ − pˆλ‖ with ρ as
‖p̂λ − pˆλ‖ = O((1 + ρ2)−1/2). (87)
Variation of ‖n˜‖ with noise level and filter size
We can now put together the results obtained so far to determine the variation of the noise
term ‖n˜‖. Using the upper bound on ‖n˜‖ given in (79) and the variations of ‖nˆ‖ and ‖p̂λo− pˆλo‖
given in (81) and (87), the joint variation of the noise term ‖n˜‖ with the initial noise level ν
and the filter size ρ is obtained as
‖n˜‖ = O
(
(ν + 1)(1 + ρ2)−1/2
)
for geometric transformations that change the scale of the pattern. We see that the initial
noise level ν is augmented by an offset term, which results from the fact that the operations
of filtering and applying a geometric transformation do not commute when the transformation
involves a scale change. Since filtering and transforming commute for transformation models
that do not modify the scales of atoms, the second error term ‖p̂λo − pˆλo‖ in (79) vanishes for
such geometric transformations. Thus, if the transformation model λ does not involve a scale
change, the variation of ‖n˜‖ is given by
‖n˜‖ = O
(
ν(1 + ρ2)−1/2
)
.
This finishes the proof of the lemma.
D Proof of the results on algorithm convergence
D.1 Proof of Theorem 3
Proof. From Theorem 1, we can define an upper bound Ek for the alignment error ‖λke − λo‖
of iteration k as follows.
‖λke−λo‖ ≤ Ek := K η−1min
(
[Gij(λk−1e )]
)(1
2
√
tr([Gij(λk−1e )]) ‖λo − λk−1e ‖21 +
√
d ν ‖λo − λk−1e ‖1
)
(88)
In order to show that the estimates {λke}∞k=0 converge to the optimal solution λo, it suffices
to show that
Ek ≤ αEk−1 (89)
for all k for some 0 < α < 1. This ensures that limk→∞Ek = 0; therefore, the alignment errors
‖λke − λo‖ converge to 0.
By replacing the terms in (88) with their supremums on the manifold defined in (14), we
obtain the following inequality:
Ek ≤ 1
2
C1C2 ‖λo − λk−1e ‖21 +
√
d ν C2 ‖λo − λk−1e ‖1
≤ 1
2
dC1C2 ‖λo − λk−1e ‖2 + d ν C2 ‖λo − λk−1e ‖
≤ 1
2
dC1C2 E
2
k−1 + d ν C2 Ek−1.
(90)
In particular, for k = 1,
E1 ≤ 1
2
dC1C2E
2
0 + d ν C2 E0 (91)
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where E0 := ‖λo − λr‖ is the error in the initial solution λr. Now let us define
α :=
1
2
dC1C2E0 + d νC2.
From the hypotheses (15) and (16), we have
α < 1.
This together with (91) implies that
E1 ≤ αE0.
Now it remains to show that Ek ≤ αEk−1 for all k, which can be done by strong induction.
Assume that En ≤ αEn−1 for all n = 1, . . . , k − 1. Then, we have
Ek−1 ≤ αEk−2 ≤ α2Ek−3 ≤ · · · ≤ αk−1E0.
Since α < 1, this gives Ek−1 ≤ E0. From (90), we obtain
Ek ≤ Ek−1
(
1
2
dC1C2 Ek−1 + d ν C2
)
≤ Ek−1
(
1
2
dC1C2 E0 + d ν C2
)
= αEk−1.
We thus get Ek ≤ αEk−1 for all k, which concludes the proof.
D.2 Proof of Corollary 1
Proof. We begin with deriving the optimal filter size that minimizes the alignment error in
iteration k of the algorithm. First, we observe from (57) that the alignment error in iteration k
can be upper bounded as follows:
‖λke − λˆo‖ ≤
1
2
Kˆ η−1min
(
[Gˆij(λk−1e )]
)√
tr([Gˆij(λk−1e )]) ‖λˆo − λk−1e ‖21
+
√
d Kˆ η−1min
(
[Gˆij(λk−1e )]
) ‖n˜‖‖λˆo − λk−1e ‖1.
Ignoring the small perturbation ‖λˆo−λo‖ due to filtering in the projection of the target pattern
onto the manifold, we can approximate λˆo ≈ λo. Also, bounding the `1-norms in the above
expression in terms of `2-norms, we obtain
‖λke − λo‖ ≤
1
2
d Kˆ η−1min
(
[Gˆij(λk−1e )]
)√
tr([Gˆij(λk−1e )]) ‖λo − λk−1e ‖2
+ d Kˆ η−1min
(
[Gˆij(λk−1e )]
) ‖n˜‖‖λo − λk−1e ‖. (92)
Remember that, for any fixed λ ∈ Λ, the terms Kˆ η−1min
(
[Gˆij(λ)]
)
and
√
tr([Gˆij(λ)]) have a
variation with the filter size ρ as given in (58) and (59). Moreover, at ρ = 0, the definitions of
C1 and C2 in (14) give the suprema of these terms attained over Λ. From these two relations,
we deduce that the following inequalities√
tr([Gˆij(λ)]) ≤ β1C1 (1 + ρ2)−1
Kˆ η−1min
(
[Gˆij(λ)]
) ≤ β2C2 (1 + (1 + ρ2)−1/2) (1 + ρ2) (93)
hold for some constants β1 and β2. The above expressions capture the dependence of these two
terms on the filter size ρ as well as on the tangent magnitude and curvature constants C1 and
C2. In the above inequalities, we omit the constants appearing in the exact variations of these
terms with the filter size for the sake of simplicity. From the definitions of C1 and C2 in (14),
we observe that taking β1 = 1 and β2 = 1/2 results in equalities in (93) for the case ρ = 0. In
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the following, we adopt these values for the constants β1 and β2. Although this choice does not
guarantee the inequalities in (93) for all values of ρ, this approximation simplifies our analysis
and allows us to obtain an approximate expression for the variation of the alignment error with
the filter size ρ that holds up to a multiplication by a constant. Evaluating the expressions in
(93) at ρk and using them in (92), we obtain
‖λke − λo‖ ≤
1
4
dC1C2
(
1 + (1 + ρ2k)
−1/2
)
‖λo − λk−1e ‖2
+
1
2
dC2
(
1 + (1 + ρ2k)
−1/2
)
(1 + ρ2k) ‖n˜‖ ‖λo − λk−1e ‖.
(94)
Now, from Lemma 3, we can approximate the noise term ‖n˜‖ in iteration k in terms of the
filter size and the effective noise level parameter νe as
‖n˜‖ ≈ νe (1 + ρ2k)−1/2.
Using this in (94) gives the following upper bound Ek for the alignment error in iteration k
‖λke − λo‖ ≤ Ek
where
Ek :=
1
4
dC1C2
(
1 + (1 + ρ2k)
−1/2
)
‖λo − λk−1e ‖2
+
1
2
dC2νe
(
1 + (1 + ρ2k)
−1/2
)
(1 + ρ2k)
1/2‖λo − λk−1e ‖.
(95)
Finally, from (95), we determine the optimal value of the filter size ρk in iteration k by
evaluating the value of ρ that minimizes Ek.
ρk =
√
C1‖λo − λk−1e ‖
2 νe
− 1 if ‖λo − λk−1e ‖ ≥
2 νe
C1
(96)
ρk = 0 if ‖λo − λk−1e ‖ <
2 νe
C1
(97)
Now, the alignment error bound Ek in (95) as a function of ρk is either increasing or it has
one global minimum at the value of ρk specified in (96). Therefore, any choice of the filter size
ρk that is between 0 and the optimal value in (96)-(97) yields an alignment error that is smaller
than or equal to the error obtained by applying no filtering (ρk = 0). Hence, evaluating the
right-hand side of the expression in (95) at ρk = 0, we get
Ek ≤ 1
2
dC1C2 ‖λo − λk−1e ‖2 + dC2νe ‖λo − λk−1e ‖. (98)
We then proceed as in the proof of Theorem 3. Defining
α :=
1
2
dC1C2E0 + d νeC2
where E0 = ‖λo − λr‖, the condition in (18) ensures that α < 1. From (98), we have
E1 ≤ αE0
in iteration k = 1. Applying the same steps as those in the proof of Theorem 3, one can then
easily show that Ek ≤ αEk−1 for all k, which implies that the alignment error upper bounds
converge to 0.
54
E Proof of the results on classification performance
E.1 Proof of Lemma 1
Proof. We first bound the distance estimation error using the reverse triangle inequality as
follows ∣∣‖q − pλo‖ − ‖q − pλe‖∣∣ ≤ ‖pλo − pλe‖. (99)
Next, in order to derive an upper bound on ‖pλo − pλe‖, we define a curve
pλ(t) : [0, 1]→M(p)
such that
λ(t) = λe + t(λo − λe).
We have
pλo = pλe +
∫ 1
0
dpλ(t)
dt
dt.
Hence,
‖pλo − pλe‖ =
∥∥∥∥∫ 1
0
dpλ(t)
dt
dt
∥∥∥∥ = ∥∥∥∥∫ 1
0
∂ipλ(t)
dλi(t)
dt
dt
∥∥∥∥
=
∥∥∥∥∫ 1
0
∂ipλ(t)(λ
i
o − λie)dt
∥∥∥∥ ≤ ∫ 1
0
d∑
i=1
‖∂ipλ(t)‖ |λio − λie| dt
≤ T
∫ 1
0
d∑
i=1
|λio − λie| dt = T ‖λo − λe‖1.
Combining this with (99), we get the stated upper bound on the distance estimation error∣∣‖q − pλo‖ − ‖q − pλe‖∣∣ ≤ T ‖λo − λe‖1.
E.2 Proof of Theorem 4
Proof. Let
ν˜j := ‖q − pjλje‖
denote the estimate given by the tangent distance method of the distance νj between the query
pattern q and the manifold M(pj), for j = 1, . . . ,M . Since pj
λjo
is the projection of q onto
M(pj), we have ν˜j ≥ νj for all j. As the query pattern q belongs to class m, it is correctly
classified with the tangent distance method if ν˜m < ν˜j for all j 6= m.
Let us denote the distance estimation error for class m as follows
Eνm := |ν˜m − νm| = ν˜m − νm = ‖q − pmλme ‖ − ‖q − pmλmo ‖.
Now let j be any fixed class label other than m. Since we have ν˜m = νm + Eνm and νj < ν˜j ,
the condition
Eνm < 
implies
ν˜m = νm + Eνm < νm +  ≤ νj ≤ ν˜j .
Therefore, if the condition Eνm <  is satisfied, we have ν˜m < ν˜j . From Lemma 1, we have
Eνm ≤ Tm‖λmo − λme ‖1.
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Furthermore, applying Theorem 1, we can upper bound the distance estimation error as
Eνm ≤ Tm
√
d ‖λmo − λme ‖
≤ Tm
√
dKm η−1min
(
[Gmij (λmr )]
)(1
2
√
tr([Gmij (λmr )]) ‖λmo − λmr ‖21 +
√
d νm ‖λmo − λmr ‖1
)
≤ Eνm
where
Eνm := Tm
√
dKm η−1min
(
[Gmij (λmr )]
)(1
2
√
tr([Gmij (λmr )]) ∆2 +
√
d Vm ∆
)
.
In the following P (·) denotes probability and E[·] denotes expectation. We have
P (ν˜m < ν˜j) ≥ P (Eνm < ).
Applying Markov’s inequality, we get
P (Eνm ≥ ) ≤
E[Eνm ]

≤ Eνm

.
Therefore,
P (ν˜m < ν˜j) ≥ P (Eνm < ) ≥ 1−
Eνm

.
Using the union bound on all class labels j ∈ {1, . . . ,M} \ {m}, we lower bound the proba-
bility of correctly classifying q as
P
(
l˜(q) = l(q)
)
= P (ν˜m < ν˜j , ∀j 6= m) ≥ 1− (M − 1)

Eνm
which gives the upper bound on the misclassification probability stated in the theorem.
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