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Abstract
We consider first passage percolation on the configuration model. Once the
network has been generated each edge is assigned an i.i.d. weight modeling the
passage time of a message along this edge. Then independently two vertices
are chosen uniformly at random, a sender and a recipient, and all edges along
the geodesic connecting the two vertices are coloured in red (in the case that
both vertices are in the same component). In this article we prove local limit
theorems for the coloured graph around the recipient in the spirit of Benjamini
and Schramm. We consider the explosive regime, in which case the random
distances are of finite order, and the Malthusian regime, in which case the random
distances are of logarithmic order.
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1 Introduction and main results
1.1 Introduction
Originally, first passage percolation was introduced in 1965 by Hammersley and
Welsh [11] as a model for a fluid flow through a random medium. Generally, for
a given graph (in the original example the lattice Zd) one assigns each edge a strictly
positive i.i.d. weight and then endows the graph with the metric induced by the
weights. In the original model the weights represent the time it takes for the fluid
to flow though the edge and a significant amount of research was concerned with the
structure and length of geodesics for vertices that are far apart. We refer to [3] for a
recent review.
In this article we focus on the case where the graph (network) itself is generated
at random. More explicitly, we consider the configuration model where first finitely
many half-edges are attached to the vertices of a finite vertex set and then all half-
edges are paired uniformly at random. The model has attracted significant attention
1Institut fu¨r Mathematische Statistik, Westfa¨lische Wilhelms-Universita¨t Mu¨nster, Einsteinstraße
62, 48149 Mu¨nster, Germany.
2Department of Mathematical Sciences, University of Bath, Claverton Down, Bath, BA2 7AY,
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recently, since on one hand it is possible to generate graphs with heavy tailed degree
distributions (a phenomenon observed in real world networks) by choosing the half-
edges appropriately and since on the other hand the uniform pairing of the half-edges
has nice stochastic properties making the analysis feasible, see [13, 14]. In this context,
the weights may describe the time it takes for a disease or rumour to spread or the
cost for the transmission of a message along an edge.
In the analysis of first passage percolation on complex networks such as the config-
uration model one chooses on a large graph independently two vertices uniformly at
random, say a recipient and sender, and asks for properties of the minimal weight
path, the geodesic, connecting the two vertices. In recent years, significant progress
has been made for a variety of random graph models, see e.g. [13, 14] for surveys. The
distance of minimal weight paths and the corresponding number of hops are analysed
in the Erdo¨s-Renyi graph first in the dense [15, 5], but also in the sparse case [8].
For the configuration model these questions were first answered for the easier case
of exponential weights [10, 7], where the memory-less property enables an approxi-
mation of the local structure by a Markovian branching process. It turns out that
the behaviour observed here is universal. For a wide class of distribution of weights,
the same scaling of distances leads to convergence, where however the limiting law
depends on the weight distribution, see [9]. An extension of these techniques allows
to answer more complicated questions about the geometry induced by the shortest
path: In [6] the authors consider the shortest-path tree obtained when starting from
a single vertex and always following shortest edge weights. Then, the authors give
an explicit description of the law of the degree of a uniformly chosen vertex in the
shortest-path tree.
Assuming that the distribution generating the weights has no atoms, there is, al-
most surely, a unique minimal weight path (geodesic) connecting recipient and sender
provided that both are in the same component. Our interest lies in the stochastic
interplay between the local neighbourhood around the recipient and the geodesic
connecting recipient and sender. Our research is intimately related to the following
statistical question. Given the local neighbourhood around the recipient, how likely
is it that a rumour will spread to the recipient along a particular path in the local
neighbourhood? More formally, we encode the information of the geodesic by colour-
ing all edges passed by the geodesic in red and we derive local limit theorems (in the
spirit of Benjamini-Schramm, see [4] and [1]) for the coloured, in the recipient rooted
random graphs.
1.2 Local convergence of coloured graphs
In this section we review some of the basic graph theoretic notation and construct
the coloured graph that describes the local geometry of geodesics induced by first
passage percolation. Finally, we define a notion of local convergence adapted to
coloured graphs.
Let us fix the notation. In the following the identifiers G,G1, . . . refer to locally
finite, nonempty random or deterministic, weighted multigraphs, briefly called stan-
dard graphs. The corresponding sets of vertices will be denoted by V, V1, . . . , the sets
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of edges by E,E1, . . . and the weights by w,w1, . . . . There are two natural notions
of distance on a standard graph G: the first one is the graph distance, which counts
the number of edges on the shortest path between two vertices. However, we will be
mostly interested in the distance dG induced by the weights w, which is defined for
two vertices v1, v2 ∈ V by setting
dG(v1, v2) = inf
{ n∑
k=1
w(ek) : n ∈ N and (e1, . . . , en) path joining v1 and v2
}
.
A sequence (V1, E1), (V2, E2), . . . of finite random multigraphs will be called network
model and when speaking of first-passage percolation we will always assume that
G1, G2, . . . refer to the standard graphs obtained from (V1, E1), (V2, E2), . . . by inde-
pendently assigning i.i.d. weights to the individual edges. The distribution generating
the weights will not depend on the graph and will be denoted by µ. We will assume
that µ has no atoms so that, almost surely, each pair of vertices has at most one
geodesic connecting it. We stress that for all our statements probabilistic dependen-
cies between the individual graphs G1, G2, . . . are irrelevant.
A standard tool in the analysis of network models is the derivation of local limit
theorems in the sense of Benjamini-Schramm [4]. The concept plays an analogous role
to Palm measures for stationary point processes. It describes a weak limit theorem
for the graph centered at an independent uniformly chosen vertex. We extend this
concept by marking the geodesic connecting the latter vertex to another independent
uniformly chosen vertex in red.
Definition 1.1. Let G be a finite standard graph.
(i) We call a random rooted graph (G, o) with o being a random vertex such that
given V , o is uniformly distributed on V , a neighbourhood for G.
(ii) Let (G, o) be a neighbourhood for G and u be a random vertex such that given
(G, o), u is uniformly distributed on V . Then the random rooted coloured graph
G = (G, o, c) with c being a random mapping (colouring) c : E → {0, 1} such
that for an edge e ∈ E
c(e) = 1 ⇔ e lies on a dG-geodesic connecting o and u
is called a geodesic neighbourhood for G.
(iii) For R ∈ N0 and a random rooted and coloured standard graph G = (G, o, c) we
call the rooted and coloured standard graph G|≤R obtained from G by removing
all vertices with graph distance strictly bigger than R to o together with the
attached edges the R-truncation of G. Analogously, we define the R-truncation
(V,E, o)|≤R of any rooted graph (V,E, o) and denote by V |≤R and E|≤R the
set of vertices and edges of the R-truncation.
Note that formally a coloured local neighbourhood (G, o, c) for G is characterized by
the conditional distribution of (o, c) given G. Generally, we refer to the edges e ∈ E
with c(e) = 1 as red edges and to the remaining ones as black edges. Although u is
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not part of the definition of a coloured graph we will always assume it to be defined
as above in our considerations.
We introduce a topology on the space of random rooted and coloured standard graphs.
Definition 1.2. A sequence of random rooted and coloured standard graphs (Gn)n∈N
converges locally to a random rooted and coloured standard graph G, if for every
R ∈ N as n→∞
dTV(Gn|≤R,G|≤R) := inf P(Gn|≤R 6∼ G|≤R)→ 0,
where the infimum is taken over all couplings of Gn|≤R and G|≤R, and Gn|≤R ∼ G|≤R
means that there is an isomorphism that preserves the underlying graph structure
including the roots, the colours and the weights.
Remark 1.3. In the previous definition we use the concept of convergence in total
variation distance rather than weak convergence. Therefore the topology restricted
to the weighted graphs is stronger than its analogue introduced in [1]. However the
topology restricted to the multigraph (without weights and colouring) is just classical
Benjamini-Schramm convergence.
1.3 Main results
We consider the configuration model. Let V be a finite set and d : V → N0 a mapping
such that
ℓ :=
n∑
i=1
di,
is even. We generate a random multigraph graph (V,E) by
• taking a random uniform pairing H of the set
{(v, j) : v ∈ V, j = 1, . . . , dj}
and
• interpreting each unordered pair 〈(v, j), (v′ , j′)〉 ofH as an undirected edge 〈v, v′〉.
A random graph with the corresponding distribution is called (V, d)-configuration
graph. It is also possible to first choose the parameters V and d at random and then
generate the random graph according to the above rule. In that case we call the graph
a random configuration model. The resulting multigraph has very few self-loops and
multiple edges, see [12, Chapter 7] for more details.
Definition 1.4. Let D be an integrable distribution on N0. A sequence of random
configuration models (Vn, En)n∈N with #Vn = n such that
Dn =
1
n
∑
i∈Vn
δ
d
(n)
i
⇒ D, in probability,
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and the mean of Dn converges in probability to the mean of D, is called configura-
tion network with asymptotic degree distribution D. If for a D-distributed random
variable D
E[D(D − 1)]/E[D] > 1, (1)
then we call the network supercritical. Further, if the family (D2n logDn)n∈N is uni-
formly integrable, where Dn denotes the degree of a uniformly chosen vertex of Gn,
then we call the configuration model (Gn : n ∈ N) regular.
A supercritical configuration network has a giant component in the sense that if C(n)max
denotes the largest component in the configuration model (Vn, En), then
|C(n)max|/n→ ζ, in probability,
where ζ ∈ (0, 1] is the survival probability of a suitable branching process that we
describe next, see [13, Thm. 4.1].
For first-passage percolation on a configuration network with asymptotic degree dis-
tribution D it is well known that the local neighbourhood converges locally to a
(modified) Galton-Watson process T with independent µ-distributed weights. To in-
troduce the limiting process T we denote by D a D-distributed random variable and
by D∗ its size-biased counterpart, i.e.
P(D∗ = k) =
k P(D = k)
E[D]
, k ∈ N0.
We exclude the degenerate case where D = 0, almost surely. The limit T is a rooted
weighted tree T = (V,E,w, o) that can be generated as follows. The root o has a
random number of children with the same distribution as D. Each of its descendants
has an independent number of offspring with the same distribution as D∗ − 1. We
interpret the branching process as a graph by drawing an edge between each individual
and its offspring and we assign to each edge e an independent µ-distributed weight we.
So far we described the classical Benjamini-Schramm limit (including the weights).
It remains to introduce the colouring. We distinguish two regimes:
(EXP) Explosion: The branching process T explodes in finite time with strictly
positive probability, meaning that the probability that the explosion
time
τ := inf{t ≥ 0 : #{v : dw(o, v) < t} =∞}
is finite is strictly positive.
(MG) Malthusian growth: The configuration network is supercritical and
regular.
Limiting object in the case with explosion.
First-passage percolation on a Galton-Watson process is said to explode, if the explo-
sion time
τ := inf{t ≥ 0 : #{v : dw(o, v) < t} =∞}
is finite with strictly positive probability. For some of the properties of branching
processes see [17] and for an characterization of offspring and weight distributions
that lead to explosion see [2].
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In the case of explosion one has
P(T is finite or explodes) = 1.
Further, conditionally on the event {T explodes}, there exists a unique random in-
finite geodesic ray ξ = (ξ0 = o, ξ1, ξ2, . . .) (path to explosion), i.e. a semi-infinite
geodesic path in the tree, such that
τ = lim
n→∞
dT (o, ξn).
We colour the graph T as follows. We independently toss a coin with success proba-
bility given by the survival probability of T . If successful and if the tree T is infinite,
we colour all edges (ξj−1, ξj) on the path to explosion in red and the remaining edges
in black. If the coin toss is unsuccessful or T is finite, we colour all edges black. In
all cases, we denote the induced rooted coloured tree by T . The case that all edges
are black corresponds to the case where the source or receiving vertex is not in the
giant component and there is no geodesic in the graph.
Limiting object in the case with Malthusian growth.
We now assume that the configuration model is supercritical and regular. By super-
criticality, one has E[D⋆ − 1] > 1 and there exists a unique λ > 0 that solves the
equation
E[D⋆ − 1]
∫
(0,∞)
e−λx µ(dx) = 1,
the Malthusian parameter. In this case we can equip each vertex v of the tree T with
the martingale limit
M(v) := lim
n→∞
∑
v<v′
|v′|=n
e−λdw(v,v
′), (2)
where, we denote by |u| the graph distance to the root and we write u < v if u is an
ancestor of v (i.e. u is on the shortest path in the graph distance from v to o).
Then, we have the consistency relation that for every vertex v and n ∈ N with |v| ≤ n
M(v) =
∑
|v′|=n
v≤v′
e−λdw(v,v
′)M(v′).
For later reference we denote by M∗ a random variable that is identically distributed
as M(v) for |v| = 1 (conditionally on {v ∈ V : |v| = 1} 6= ∅). Due to the regularity
assumption E[D2 log+D] <∞ (equivalently E[D
⋆ log+D
⋆] <∞) by [16] one has, up
to nullsets
#T =∞ ⇔ M(o) > 0.
Given the tree T , we first independently toss a coin with success probability given by
the survival probability of T . If successful and if the tree is infinite, then we colour a
unique ray starting from the root in red with conditional distribution
P(v on red ray |T ) =
e−λdw(ρ,v)M(v)
M(ρ)
=
e−λdw(ρ,v)M(v)∑
v′:|v′|=|v| e
−λdw(ρ,v′)M(v′)
(3)
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for every vertex v of the tree T . If the coin toss is unsuccessful or if the tree is finite,
we colour all edges black. We denote by T the corresponding rooted coloured tree.
As before, the case that all edges are black corresponds to the case where the source
or receiving vertex are not in the giant component and there is no geodesic in the
graph.
Now, we are finally ready to state our main theorem.
Theorem 1.5. Let (Gn : n ∈ N) be first-passage percolation on the configuration
network with asymptotic degree distribution D. If either the branching process T ex-
plodes or the configuration network is supercritical and regular, then the corresponding
geodesic neighbourhoods (Gn : n ∈ N) converge locally to the rooted coloured tree T
introduced above.
The remaining paper is structured as follows. In Section 2, we prove Theorem 1.5
in the case without explosion. In Section 3, we prove Theorem 1.5 in the case with
explosion.
2 The case without explosion
We use the following proposition of [6, Proposition 3.2] (considerably relying on [9]),
which describes the distances between a uniformly chosen source vertex V and a finite
number of other (target) vertices.
Proposition 2.1. Let (Gn : n ∈ N) be first-passage percolation on a regular supercrit-
ical configuration model with asymptotic degree distribution D. Let v be a uniformly
chosen vertex and further let v1, . . . , vk denote distinct vertices for which the degrees
(dv1 , . . . , dvk) converge jointly in distribution to independent copies of D
⋆−1 and that
are independent of the pairing of the half-edges. Then there exists a random sequence
(λn) converging to λ in probability such that
(λndGn(v, vi)− log n)i=1,...,k ⇒ (log Ei/Wi + log 1/Wˆ + c)i=1,...,k,
where E1, . . . , Ek,W1, . . . ,Wk, Wˆ are independent random variables with
Ei ∼ Exp(1), Wi
d
=M∗, and Wˆ
d
=M(o),
and c is an explicit constant depending on µ and D. Moreover, the probability that
Wˆ = 0 (resp. Wi = 0) corresponds to the limiting probability of V (resp. Vi) not being
in the largest component.
Proof of Theorem 1.5 in the regular case. Without loss of generality we assume that
the set of vertices of Gn is equal to {1, . . . , n} and that the distribution of Gn is
invariant under every permutation of the labels (e.g. by randomly permuting the
labels). In particular, this guarantees that we cannot infer information about the
degree of individual vertices by knowing their label.
Let on and un be independent uniformly chosen vertices from Gn and fix R ∈ N. We
write G∗n for the graph obtained from Gn when removing all edges of En|≤R.
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By the standard coupling construction, see e.g. [13, Chapter 5.2.1], there exists a
coupling of (Gn, on) and T such that for the coupled random variables and Ωn =
{(Gn, on)|≤R ∼ T |≤R}, limn→∞ P(Ωn) = 1 and on Ωn given (Gn, on)|≤R and T |≤R
• G∗n is again a configuration model and
• the rooted and weighted tree T is generated by growing from each vertex v with
|v| = R an independent Galton-Watson process T (v) with offspring distribution
D⋆ − 1 and attaching independent weights to all edges.
Let t be a finite weighted, rooted tree (coded using the Ulam-Harris notation) with
depth at most R. Denote by v1, . . . , vK the vertices in t with graph distance R to
the root and set v0 = o. We continue under the regular probability distribution P
t
n =
P( · |Gn|≤R ∼ T = t). We denote by ϕn a random Gn|≤R-measurable isomorphism
between the tree t and Gn|≤R and set v
(n)
k = ϕn(vk) for k = 0, 1, . . . ,K. Under P
t
n,
(G∗n : n ∈ N) is a configuration network with asymptotic degree distribution D. As is
well known (see for instance [13, Chapter 5.2]) the degrees of the vertices v(n)1 , . . . , v
(n)
K
are in G∗n asymptotically independent and distributed as D
⋆ − 1 and we can apply
Proposition 2.1 and obtain that
Zn := (dG∗n(un, v
(n)
k )−λ
−1
n log n)k=1,...,K ⇒ λ
−1(log Ek/Wk+log 1/Wˆ + c)i=1,...,k, (4)
where E1, . . . , EK ,W1, . . . ,WK , Wˆ are independent random variables with E1, . . . , EK ∼
Exp(1) and W1, . . . ,WK , Wˆ ∼ M
∗ and c is as in the proposition. Note that the left
hand side of (4) depends only on G∗n and un. Further under each P
t
n the vector
(M(v1, ), . . . ,M(vk)) is identically distributed to (W1, . . . ,Wk) and thus applying a
Skorokhod coupling we can couple (G∗n, un) and T such that for the coupled random
variables, say under Pt,
Zn → λ
−1(log Ek/M(vk) + log 1/Wˆ + c)i=1,...,k =: Z, P
t-a.s.
with independent random variables E1, . . . , EK , Wˆ (also of T ) satisfying E1, . . . , EK ∼
Exp(1) and Wˆ ∼M∗.
We continue arguing with high probability, under the measure Pt. With high proba-
bility, un is not in Vn|<R and
dGn(on, un) = min
k=1,...,K
dGn|≤R(on, v
(n)
k ) + dG∗n(v
(n)
k , un).
If the latter distance is finite then the corresponding geodesic passes at graph dis-
tance R the (a.s.) unique vertex v(n)k for which dGn|≤R(on, v
(n)
k ) + dG∗n(v
(n)
k , un) or,
equivalently,
eλdT (o,vk) exp{λ(dG∗n(v
(n)
k , un)− λ
−1
n log n)− c} (5)
is minimal. In that case we denote the respective k by k(n)min and set k
(n)
min = 0 in the
case that un is not connected to {v
(n)
1 , . . . , v
(n)
K } in G
∗
n. By construction, (5) converges,
almost surely, to
eλdT (o,vk)
Ek
M(vk)Wˆ
.
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We distinguish two cases. If Wˆ and at least one of the M(vk) is strictly positive we
denote by kmin the unique minimizer of the previous term. Otherwise we set kmin = 0.
The distribution of M(vk) has no atom outside zero so that in the former case the
minimizer kmin is almost surely unique and we have k
(n)
min → kmin, up to nullsets. It
remains to show that also in the latter case k(n)min → kmin which follows immediately
once we show that
lim inf
n→∞
P
t(k(n)min = 0) ≥ P
t(kmin = 0). (6)
Note that up to nullsets the event kmin = 0 agrees with the event
{Wˆ = 0} ∪ {T (v1), . . . , T (vK) are finite}
so that the right hand side of (6) satisfies
P
t(kmin = 0) = (1− ζ) + ζ(1− ζ
∗)K ,
where we recall that ζ is the survival probability of T and ζ∗ the survival probability
of a Galton-Watson process with offspring distribution D⋆ − 1.
Conversely,
P
t(k(n)min = 0) = P
t(un 6↔ vi for all i = 1, . . . ,K)
= Pt(vi /∈ C
(n,∗)
max ∀i = 1, . . . ,K, un ∈ C
(n,∗)
max )
+ Pt(un 6↔ vi ∀i = 1, . . . ,K, un /∈ C
(n,∗)
max ),
where C(n,∗)max denotes the largest component in G∗n. Now the first summand satisfies
P
t(vi /∈ C
(n,∗)
max ∀i = 1, . . . ,K, un ∈ C
(n,∗)
max )→ ζ(1− ζ
∗)K ,
while the second one satisfies
P
t(un 6↔vi ∀i = 1, . . . ,K, un /∈ C
(n,∗)
max )
= P(un /∈ C
(n,∗)
max )− P(un /∈ C
(n,∗)
max ,∃i = 1, . . . ,K : un ↔ vi )
→ (1− ζ).
Combining these statements yields (6).
Thus we showed that for k ∈ {1, . . . ,K}
P
t(on ↔ v
(n)
k is red in Gn)→ P
t(kmin = k)
= Pt(Wˆ > 0)Et
[ e−λdT (o,vk)M(vk)∑K
ℓ=1 e
−λdT (o,vℓ)M(vℓ)
1l{M(vk)>0}
]
= P
(
o↔ vk is red in T |T |≤R = t
)
,
while
P
t(G|≤R is black ) = P
t(knmin = 0)→ P
t(kmin = 0) = P(T is black |T |≤R = t).
Integrating out the feasible t and recalling that P(Ωn)→ 1 finishes the proof.
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3 The case with explosion
In this section we will prove Theorem 1.5 in the case that the underlying branching
process T explodes in finite time. The proof relies on a suitable exploration of the
graph Gn, which we will describe in Section 3.1. We will only discover local informa-
tion about the graph, so that we can carry out the actual proofs for the approximating
branching process, which will be in Section 3.2. Finally, we complete the proof in
Section 3.3 using a coupling argument between the graph and the branching process.
3.1 The exploration process
We use the concept of an exploration process to collect information about a rooted
(random or deterministic) weighted graph (G, o). Later we will choose G = Gn or
G = T .
The exploration depends on a parameter R ∈ N. We initialise the exploration with the
rooted graph (G, o)|≤R and call all vertices with graph distance R to the root o active.
Further we record for each active vertex its degree in G. Formally we describe the
initial status of the exploration by the tuple E0 = (G
(0),A0, d0) with G(0) = (G, o)|≤R,
A0 = V |=R and d0 = (degG(v))v∈A0 . The exploration is now defined inductively. To
get for N ∈ N from EN−1 to EN we find the vertex v
⋆(N) ∈ AN−1 that minimizes the
distance to the root o and form G(N) by adding all immediate neighbours (including
the edges with weights) of v⋆(N) in the graph G to G(N−1). The new set of active
vertices AN is formed by discarding v
⋆(N) and adding all vertices that were added
to get from G(N−1) to G(N). Further we let dN = (degG(v))v∈AN . We say that the
vertex v⋆(N) is explored.
In the case that AN−1 is empty we set v⋆(N) = o, G(N) = G(N−1) and AN = AN−1 =
∅. For completeness we resolve ties by choosing one of the minimisers uniformly at
random. Finally, we set EN = (G
(N),AN , dN ).
Supposing that all vertices have distinct distances to the root o and that AN−1 6= ∅
(or, equivalently, v⋆(N) 6= o), the set AN (N ∈ N) consists of all vertices v ∈ V
satisfying either
(A1) d(o, v−) ≤ d(o, v⋆(N)) < d(o, v) and the graph distance from o to v is strictly
greater than R, or
(A2) d(o, v⋆(N)) < d(o, v) and the graph distance from o to v is R.
Supposing that geodesics are unique we note that for every vertex v ∈ V |≥R the
geodesic from o to v passes through a unique vertex in V |=R and we denote by v
⋆
R(N)
the vertex that is traversed by the geodesic to v⋆(N). If v⋆(N) = o we set v⋆R(N) = o.
We call the set of vertices from V |≥R whose geodesics pass through a vertex v ∈ V |=R
the branch of v.
Based on a parameter ε > 0 we distinguish four kinds of active vertices:
(i) v ∈ AN is in the branch of v
⋆
R(N) and satisfies d(o, v) ≤ d(o, v
⋆(N)) + ε
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(ii) v ∈ AN is in the branch of v
⋆
R(N) and satisfies d(o, v) > d(o, v
⋆(N)) + ε
(iii) v ∈ AN is not in the branch of v
⋆
R(N) and satisfy d(o, v) ≤ d(o, v
⋆(N)) + ε
(iv) v ∈ AN is not in the branch of v
⋆
R(N) and satisfy d(o, v) > d(o, v
⋆(N)) + ε
We will later see that in the explosive regime an exploration of large configuration
models Gn yields for ε > 0 small and N large configurations that typically feature
a large number of vertices of type (i), no vertices of type (iii) and a relatively small
number of vertices of type (iv). See Figure 1 for an illustration of the exploration
process.
o
v⋆(1) = v⋆
R
(4)
v⋆(2)
v⋆(3)
v⋆(4)
d(0, v⋆(4)) d(0, v⋆(4))
Figure 1: The exploration process with R = 2 after N = 4 iterations of the exploration
process for a realisation of T . The vertical distances between the vertices correspond
to the edge weights. The black vertices have been explored, while the white vertices
are in A4.
Our analysis relies on two facts about the exploration of configuration models with
asymptotic degree distribution D (as defined above):
(i) For every N ∈ N there exists a coupling of the neighbourhoods (Gn, on) of
the configuration model with the random rooted tree T such that with high
probability the corresponding N -step explorations E
(n)
N and EN of (Gn, on) and
T are isomorphic. More explicitly, there exists a coupling together with events
Ωn ⊂ Ω and a random mapping ϕn such that P(Ωn) → 1 and for every n ∈ N
and ω ∈ Ωn
• ϕn(ω, ·) is a bijection between the sets of vertices of T
(N) and the ones of
G
(N)
n and
• the N -step exploration E
(n)
N is obtained from EN by relabeling the vertices
by application of ϕn(ω, ·).
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The coupling can be achieved in a Markovian way meaning that the conditional
law of (Gn, on) given E
(n)
N is identical with the one given (E
(n)
N , EN ). This means
that the coupling does not reveal additional information about the undisclosed
parts.
(ii) Define G⋆n(N) as the weighted graph obtained from Gn by removing all edges
appearing in E
(n)
N . Then, given the exploration E
(n)
N (and hence also given
(E
(n)
N , EN )), the graph G
⋆
n(N) is a configuration model with random degree
sequence. Note that all vertices that have been explored in the first N steps
have degree 0 in G⋆n(N). Further in the case that G
(N)
n is a tree, every active
vertex v has degree degGn(v) − 1 in G
⋆
n(N).
3.2 Auxiliary lemmas for the branching process
First we prove some auxiliary results for branching processes with explosion. Suppose
that T as introduced in 1.3 has with strictly positive probability a finite explosion
time
τ = inf{t ≥ 0 : #{v : dT (o, v) < t} =∞}.
For v ∈ V , we write |v| for the graph distance between v and the root o. Further, we
denote for v ∈ V \{o} by v− the unique neighbouring vertex in T with |v−| = |v|−1.
We call the distance
Sv := dT (o, v),
the birth time of the vertex v and denote by S the event that
S = {τ <∞},
which as we will see is indistinguishable from the event that T survives.
Our analysis is based on the following properties for explosive Galton-Watson pro-
cesses, which follow easily from the fact that the distribution µ has no atoms. For a
proof of the last claim, see [17, Claim 2.4].
Lemma 3.1. Almost surely, all times (Sv : v ∈ V ) are distinct and the distribution
of τ has no atoms beside ∞. Further on {τ <∞} there is exactly one infinite random
ray ξ = (o = ξ0, ξ1, . . .) ∈ V
∞, with ξn−1 = ξn− for n ∈ N and
τ = lim
ℓ→∞
Sξℓ .
Moreover, conditionally on the event {#T =∞} we have τ <∞, almost surely.
We define
V |=R = {v ∈ V : |v| = R} .
and
V |≥R = {v ∈ V : |v| ≥ R},
and V |>R = V |≥R \ V |=R. Finally, for every v ∈ V let T (v) denote the subgraph
obtained from T by keeping the vertex v and all its descendants and by declaring v
as root. We denote by V (v) the respective set of vertices.
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We apply the exploration introduced in Section 3.1 for the rooted random graph
(G, o) = T = (V,E, o). In particular, we use the notation for v⋆(N) and v⋆R(N) as
introduced there. In a first step we show that for ε > 0 and sufficiently large N ,
typically, the number of edges in the branch of v⋆R(N) that leave G
(N) is large and
further that the explosion occurs in the branch of v⋆R(N).
Lemma 3.2. Let R ∈ N and ε > 0 and consider for N ∈ N
AR,ε(N) = {v ∈ V (v
⋆
R(N)) : Sv− < Sv⋆(N) ≤ Sv < Sv⋆(N) + ε}.
Then one has
lim
N→∞
P(explosion traverses v⋆R(N) | v
⋆(N) 6= o) = 1
and for every ℓ,R ∈ N, ε > 0,
lim
N→∞
P
( ∑
v∈AR,ε(N)
(degT (v) − 1) ≤ ℓ
∣∣∣ v⋆(N) 6= o
)
= 0.
Proof. Recall that ξ is the ray leading to explosion. Then, we have that
P(v⋆(N) 6= o, v⋆R(N) 6= ξR) ≤ P(τ <∞, v
⋆(N) /∈ ξ) + P(v⋆(N) 6= 0, τ =∞).
As N →∞ the first probability on the righ hand side tends to zero by the definition of
v⋆(N), while the second probability tends to zero since
⋂
N∈N{v
⋆(N) 6= o} = {#V =
∞} and by Lemma 3.1 the latter event is indistinguishable from S = {τ < ∞}. In
particular, since P(S) > 0 this shows the first part of the lemma.
For the second part, we first show that for every ℓ > 0
lim
N→∞
P(#AR,ε(N) ≤ ℓ | v
⋆(N) 6= o) = 0. (7)
By the same argument as in the first part, it suffices to prove the statement condi-
tionally on {#V =∞} rather than v⋆(N) 6= o.
Consider the following events
E1(N) := {v
⋆(N) 6= o,no explosion among offspring of v⋆R(N) before time Sv⋆(N)+ε}
and
E2(N) := {v
⋆(N) 6= o, explosion ray does not traverse v⋆R(N)}.
Note that limN→∞ P(E2(N)) = 0 by the first part. Furthermore, note that also
P(E1(N)) tends to 0 since
P(E1(N)) ≤ P(E2(N)) + P(τ > Sv⋆(N) + ε)→ 0.
For v ∈ V we let τ(v) denote the explosion time of the subtree T (v). Then
E(N) := {v⋆(N) 6= o and ∀v ∈ AR,ε(N) : τ(v) > ε} ⊂ E1(N) ∪ E2(N)
and given AR,ε(N) and {v
⋆(N) 6= o} the explosion times (τ(v) : v ∈ AR,ε(N)) form a
sequence of independent and identically distributed random variables with the same
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distribution as the random variable τ∗, which is the explosion time if the underlying
Galton-Watson tree has offspring distribution D⋆ − 1 throughout. We conclude that
E[1l{v⋆(N) 6= o}P(τ∗ > ε)#AR,ε(N)] = P(E(N)) ≤ P(E1(N)) + P(E2(N))→ 0.
Using that {#V =∞} ⊂ {v⋆(N) 6= o} we get that
1l{#V=∞} P(τ
∗ > ε)#AR,ε(N) → 0, in probability,
which implies that #AR,ε(N)→∞, in probability, on {#V =∞}.
The second statement follows immediately from property (7) by noting that given
AR,ε(N) and {v
⋆(N) 6= o} the degrees (degT (v) : v ∈ AR,ε(N)) form a vector of
independent random variables with the same distribution as D⋆ − 1.
As we have seen above in the event of explosion one typically has explosion along the
vertex v⋆R(N) and the descendants in AR,ε(N) have a diverging number of stubs that
leave G(N). Let us now consider the active vertices belonging to other branches. For
N ∈ N we let
A′R(N) = AN \ V (v
⋆
R(N)).
Lemma 3.3. For every R ∈ N,
lim
ε↓0
lim sup
N→∞
P(v⋆(N) 6= o,∃v ∈ A′R(N) : Sv < Sv∗(N) + ε) = 0
and
lim
κ→∞
lim sup
N→∞
P
(
v⋆(N) 6= o,
∑
v∈A′
R
(N)
(degT (v) − 1) ≥ κ
)
= 0.
Proof. For a vertex v ∈ V we denote by
τ(v) = inf{t ≥ 0 : #{w ∈ V (v) : Sw ≤ t} =∞}
the explosion time along the vertex v (which may be infinite). Since given T |≤R the
subtrees (T (v) : v ∈ V |=R) are independent with all birth and explosion times be-
ing absolutely continuous (besides an atom in ∞), almost surely, all birth times and
explosion times not equal to ∞ are pairwise distinct. We continue arguing condition-
ally on {τ < ∞}. In this case there exists a random ε1 > 0 such that for the vertex
ξR ∈ V |=R on the ray to explosion one has
τ(ξR) + ε1 < min
w∈V [=R]\{ξR}
τ(w).
Consequently, there are at most finitely many vertices in
⋃
w∈V |≥R\V (ξR)
V (w) with
birth time in (0, τ(ξR) + ε1) and since none of these equals τ = τ(ξR) there exists a
random ε0 > 0 such that all birth times of the vertices in
⋃
w∈V |≥R\V (ξR)
V (w) do not
intersect (τ − ε0, τ + ε0). Note that occurrence of the event {∃v ∈ A
′
R(N) : Sv <
Sv∗(N)+ε}∩S implies that τ <∞ and that at least one of the following events holds:
• v⋆R(N) 6= ξR,
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• Sv⋆(N) < τ − ε,
• ε0 < ε.
The probabilities of the first and second event tend to zero as N →∞: the first one
due to Lemma 3.2 and the second one due to pointwise convergence Sv⋆(N) → τ on
{τ <∞}. Consequently,
lim sup
N→∞
P(S ∩ {∃v ∈ A′R(N) : Sv < Sv∗(N) + ε}) ≤ P(S ∩ {ε0 < ε}) (8)
and the first statement follows by letting ε ↓ 0.
Note that in the case when S ∩ {v⋆R(N) = ξR} holds we have
∑
v∈A′
R
(N)
(degT (v)− 1) ≤
∑
v∈V |>R\V (ξR) :Sv−<τ
(degT (v)− 1) +
∑
|v|=R,v 6=ξR
(degT (v)− 1).
The term on the right hand side is almost surely finite and does not depend on
N . Hence the second statement follows by observing that P({v⋆(N) 6= o}\S) and
P(S, v⋆R(N) 6= ξR) tend to zero as N →∞.
3.3 Proof of Theorem 1.5 in the case of explosion
We now complete the proof of Theorem 1.5, where we use the notation of the previous
sections. In particular, (EN )N∈N0 denotes the exploration of T , whereas (E
(n)
N )N∈N0
refers to the exploration of (Gn, on). Moreover, the N -th explored vertex in EN is
denoted by v⋆(N) and v⋆n(N) refers to the corresponding vertex in the exploration
E (n)N .
Proof of Theorem 1.5 in the case of explosion. We generate T by first generating T
and an independent Bernoulli random variable I with success probability P(S). In
the case that S occurs and I = 1 we mark the unique explosion ray from o to infinity
in red. Otherwise all edges of the rooted tree T are coloured black.
Fix R ∈ N and δ ∈ (0, 1) throughout. We apply the exploration (EN : N ∈ N0) as
introduced in Section 3.1 for the random rooted tree T . We consider the events
• E−1 = E
(N)
−1 = {1l{v⋆(N)6=o} = 1lS}
• E0 = E
(N)
0 = {v
⋆(N) = o or explosion ray traverses v⋆R(N)}
• E1 = E
(N)
1 = {v
⋆(N) = o or ∀v ∈ A′R(N) : Sv ≥ Sv⋆(N) + ε}
• E2 = E
(N)
2 = {
∑
v∈A′
R
(N)(degT (v)− 1) ≤ κ2}
• E3 = E
(N)
3 = {v
⋆(N) = o or
∑
v∈AR,ε(N)
(degT (v)− 1) ≥ κ3}
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for parameters κ0, κ2, κ3, ε > 0 to be fixed within the next lines.
Since
⋂
N∈N{v
⋆(N) 6= o} = {#V =∞} and the latter event is indistinguishable from
S we have P(E(N)−1 ) ≥ 1 − δ for all sufficiently large N ∈ N. By Lemma 3.2 the
probability of E(N)0 tends to one and thus P(E
(N)
0 ) ≥ 1 − δ for all sufficiently large
N . By Lemma 3.3 we can fix ε > 0 and κ2 ∈ N such that P(E
(N)
1 ) ≥ 1 − δ and
P(E(N)2 ) ≥ 1 − δ for all sufficiently large N . We choose κ3 =
1−δ
δ
κ2 and note that
by Lemma 3.2 P(E(N)3 ) ≥ 1 − δ for sufficiently large N ∈ N. Further by standard
arguments one has for sufficiently large N for sufficiently large n ∈ N that the event
• E4 = E
(N,n)
4 = {either v
⋆
n(N) = on or on ∈ C
(n)
max}
satisfies P(E(N,n)4 ) ≥ 1− δ. We now fix N ∈ N such that all the above events occur at
least with probability 1− δ for sufficiently large n ∈ N.
Note that we can couple (T, I) with each individual random rooted graph (Gn, on)
in a Markovian manner such that for the respective explorations limn→∞ P(E
(n)
N ∼
EN ) = 1. Consequently, one has for sufficiently large n ∈ N that
• E5 = E
(N,n)
5 = {E
(n)
N ∼ EN}
satisfies P(E(N,n)5 ) ≥ 1 − δ. Given (T,Gn, on, I) we generate a random vertex u
′
n
of Vn as follows: if I = 1 we pick u
′
n uniformly at random from C
(n)
max\E
(n)
N and if
I = 0 uniformly at random from Vn\(C
(n)(on) ∪ C
(n)
max), where C(n)(on) denotes the
connected component of Gn containing on. In the case that one of the latter sets
is empty we assign u′n a dummy value. We note that the total variation distance
between (Gn, on, u
′
n) and (Gn, on, un) (with un a uniform vertex of Vn, independently
chosen of (Gn, on)) is bounded by
1
n
E
[
#{vertices in EnN}+ 1l{on 6∈C(n)max}
#C(n)(on) + |#C
(n)
max − nP(S)|
]
which tends to zero as n → ∞. On a sufficiently rich probability space we can alter
the definition of un such that the distribution of (Gn, on, un) remains unchanged and
un = u
′
n, with high probability. We denote
• E6 = E
(N,n)
6 = {un = u
′
n}.
We are now in the position to fix n ∈ N sufficiently large such that the probability of
the events E4, E5, E6 exceed 1− δ.
We introduce one additional event
• E7 = E
(n)
7 = {on 6∈ C
(n)
max or I = 0 or
on and u
′
n are connected by a geodesic passing through v
⋆
R,n(N)}.
First we show that in the case that all events E−1, E0, E4, E5, E6 and E7 occur the
corresponding random isomorphism ϕn taking EN to E
(n)
N also maps the coloured
tree T |≤R to the coloured neighbourhood (Gn, on, cn)|≤R. Indeed, it takes T |≤R
to (Gn, on)|≤R and to verify that also the colourings coincide we distinguish three
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different cases. If S occurs then on is in C
(n)
max (E−1, E4). If additionally I = 1,
then in T |≤R we have coloured the geodesic from o to v
⋆
R(N) in red (E−1, E0).
Moreover, (Gn, on, cn)|≤R has a coloured geodesic from on to un = u
′
n passing through
v⋆R,n(N) = ϕn(v
⋆
R(N)) = ϕn(ξR) (E0, E6, E7). Conversely if S and I = 0 occur the
graph T is black by definition and (Gn, on, un) is black since un = u
′
n 6∈ C
(n)(on) (E6)
and definition of u′n. It remains to consider the case that S
c occurs. In that case all
edges in T are black. Further since v⋆(N) = 0 (E−1) we have v
⋆
n(N) = on (E5) and
hence on 6∈ C
(n)
max (E4). By definition of u
′
n we have un = u
′
n 6∈ C
(n)(on) (E6) so that
also all edges of (Gn, on, un) are coloured in black.
It remains to show that for every η > 0 we can choose δ > 0 sufficiently small to
guarantee that
P(E−1 ∩E0 ∩ E4 ∩ E5 ∩ E6 ∩ E7) ≥ 1− η.
By definition of the events one has
P
( 6⋂
i=−1
Ei
)
≥ 1− 8δ
and it remains to control the probability of E7. Note that E1∩E2∩E3∩E5 is in the σ-
field F (n)N = σ(EN , E
(n)
N ). Further conditionally on the latter σ-field the graph that one
obtains by removing all edges appearing in E (n)N from Gn yields a configuration model
G⋆n(N) with random degree sequence. Note that under the conditional distribution
the degrees of the active vertices are deterministic.
We continue arguing under the conditional distribution for a fixed realisation of the
exploration for which E1, E2, E3 and E5 occur, say under the measure P . In analogy
to AR,ε and A
′
R we denote by AR,ε,n and A
′
R,n the respective active vertices of the
configuration E (n)N . We denote by H the unique half-edge in G
⋆
n(N) attached to a
vertex in AR,ε,n ∪ A
′
R,n traversed by the geodesic connecting u
′
n with AR,ε,n ∪ A
′
R,n
in G⋆n(N) provided such a geodesic exists. If such a geodesic does not exist we set
H = ∂ for a dummy variable ∂.
We denote by HR,ε,n(N) and H
′
R,n(N) the set of all half-edges attached to the vertices
AR,ε,n and A
′
R,n in G
⋆
n(N), respectively, and set Hn = HR,ε,n(N)∪H
′
R,n(N). For two
distinct half-edges h1, h2 ∈ Hn we associate the graph G
⋆
n(N) with a graph G
h1,h2
n (N)
that is obtained as follows: suppose that h1 and h2 form in G
⋆
n(N) an edge with the
half-edges g1 and g2, then we obtain G
h1,h2
n (N) by rewiring the edges 〈g1, h1〉 and
〈g2, h2〉 as 〈g1, h2〉 and 〈g2, h1〉 in G
⋆
n(N), respectively. In the process the weights are
kept. In particular, in the case where h1 and h2 form an edge, nothing changes. Since
a configuration model is obtained by a uniform pairing of all half-edges, the latter
operation has no effect on the distribution so that under P , G⋆n(N) and G
h1,h2
n (N)
are identically distributed. Note that the event {on ∈ C
(n)
max, I = 0} occurs for G⋆n(N)
if and only if it occurs for the rewired graph Gh1,h2n (N). Further one has H = h1
for G⋆n(N) if and only if H = h2 for the rewired graph G
h1,h2
n (N). Consequently, the
value of
P (on ∈ C
(n)
max, I = 1,H = h)
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is constant for all h ∈ Hn so that given E˜7 = E˜
(n)
7 := {on ∈ C
(n)
max, I = 1} and
{H 6= ∂}, H is uniformly distributed on Hn. Note that by E1 in the case that
E˜7 = E˜
(n)
7 and {H ∈ AR,ε,n ∪ {∂}} occur there exists a geodesic from u
′
n to on and it
traverses v⋆R,n(N). Consequently, by E2, E3 and choice of κ3
P (E7) ≥
#HR,ε,n(N)
#Hn
≥
κ3
κ2 + κ3
= 1− δ.
Altogether we thus get
P(E1 ∩ E2 ∩ E3 ∩ E5 ∩ E7) ≥ 1− 5δ
and, finally,
P
( 7⋂
i=−1
Ei
)
≥ 1− 9δ,
which completes the proof of the theorem.
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