Abstract-Representing the data by smaller amount of clusters necessarily loses certain fine details, but achieves simplification. The most commonly used efficient clustering technique is k-means clustering. The better results of K-Means clustering can be achieved after computing more than one times. In this paper, a new approach is proposed for computing the initial centroids for K-means. This paper uses the first principal component generated using Principal Component Analysis (PCA) for initializing the centroid for KMeans clustering. Initially, the principal components in the dataset are gathered using PCA. From the obtained components, the first principal component is used for initializing the cluster centroid. As a result developed technique helps in decreasing the clustering time at the same time, the clustering accuracy is better for the proposed technique when compared to the existing technique.
I. INTRODUCTION
Cluster analysis divides data into groups (clusters) that are meaningful, useful, or both. If meaningful groups are the goal, then the clusters should capture the natural structure of the data. In some cases, however, cluster analysis is only a useful starting point for other purposes, such as data summarization. Whether for understanding or utility, cluster analysis has long played an important role in a wide variety of fields: psychology and other social sciences, biology, statistics, pattern recognition, information retrieval, machine learning, and data mining. There have been many applications of cluster analysis to practical problems. Some specific examples are presented in this chapter, organized by whether the purpose of the clustering is understanding or utility. Finding nearest neighbors can require computing the pair wise distance between all points. Often clusters and their cluster prototypes can be found much more efficiently. If objects are relatively close to the prototype of their cluster, then the prototypes can be used to reduce the number of distance computations that are necessary to find the nearest Manuscript received November 12, 2012; revised March 5, 2013 . Adnan Alrabea is with Albalqa Applied University Jordan (email: adnan_alrabea@yahoo.com).
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neighbors of an object. Intuitively, if two cluster prototypes are far apart, then the objects in the corresponding clusters cannot be nearest neighbors of each other. Consequently, to find an object's nearest neighbors, it is only necessary to compute the distance to objects in nearby clusters, where the nearness of two clusters is measured by the distance between their prototypes.
Cluster analysis groups data objects based only on information found in the data that describes the objects and their relationships. The goal is that the objects within a group be similar (or related) to one another and different from (or unrelated to) the objects in other groups. The greater the similarity (or homogeneity) within a group and the greater the difference between groups, the better or more distinct the clustering will be. In many applications, the notion of a cluster is not well defined.
II. THE K-MEANS ALGORITHM
One of the most popular clustering methods is k-means clustering algorithm. It generates k points as initial centroids arbitrarily, where k is a user specified parameter. Each point is then assigned to the cluster with the closest centroid [1] , [2] . Then the centroid of each cluster is updated by taking the mean of the data points of each cluster. Some data points may move from one cluster to other cluster. Again new centroids are calculated and assign the data points to the suitable clusters. The assignment is repeated and update the centroids, until convergence criteria is met i.e., no point changes clusters, or equivalently, until the centroids remain the same. In this algorithm mostly Euclidean distance is used to find distance between data points and centroids [3] . Pseudo code for the k-means clustering algorithm is described in Algorithm.
The Euclidean distance between two multi-dimensional data points X = (x 1 , x 2 , x 3 ... x m ) and Y = (y 1 , y 2 , y 3 ... y m ) is described as follows:
Although k-means has the great advantage of being easy to implement, it has some drawbacks. The quality of the final clustering results of the k-means algorithm highly depends on the arbitrary selection of the initial centroids. In the original k-means algorithm, the initial centroids are chosen randomly and hence different clusters are obtained for different runs for the same input data [4] . Moreover, the k-means algorithm is computationally very expensive [4] .
III. INITIAL CLUSTER CENTERS DERIVING FROM DATA PARTITIONING
The algorithm follows a novel approach that performs data partitioning along the data axis with the highest variance. The approach has been used successfully for color quantization [5] , [6] . The data partitioning tries to divide data space into small cells or clusters where intercluster distances are large as possible and intracluster distances are small as possible. For instance, consider Fig. 1 . Suppose ten data points in 2D data space are given.
The goal is to partition the ten data points in Fig. 1 into two disjoint cells where the sum of total clustering errors of the two cells is minimal, see Fig. 2 . Suppose a cutting plane perpendicular to X-axis will be used to partition the data. where i c is the ith data in a cell. As a result, the sum of total clustering errors of both cells is minimal (as shown in Fig.  2 ). The partition could be done using a cutting plane that passes through m. Thus
(as shown in Fig. 3 ). Thus
m is called as the partitioning data point where |C 1 | and |C 2 | are the numbers of data points in cluster C 1 and C 2 respectively. The total clustering error of the first cell can be minimized by reducing the total discrepancies between all data in first cell to m, which is computed by:
The same argument is also true for the second cell. The total clustering error of the second cell can be minimized by reducing the total discrepancies between all data in second cell to m, which is computed by: The relationship between the total clustering error and the clustering point may is illustrated in Fig. 4 , where the horizontal-axis represents the partitioning point that runs from 1 to n where n is the total number of data points and the vertical-axis represents the total clustering error. When m=0, the total clustering error of the second cell equals to the total clustering error of all data points while the total clustering error of the first cell is zero. On the other hand, when m = n, the total clustering error of the first cell equals to the total clustering error of all data points, while the total clustering error of the second cell is zero. Fig. 4 . Graphs depict the total clustering error, lines 1 and 2 represent the total clustering error of the first cell and second cell, respectively, Line 3 represents a summation of the total clustering errors of the first and the second cells A parabola curve shown in Fig. 4 represents a summation of the total clustering error of the first cell and the second cell, represented by the dash line 2. Note that the lowest point of the parabola curve is the optimal clustering point (m). At this point, the summation of the total clustering error of the first cell and the second cell are minimum.
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Since time complexity of finding the optimal point m is O(n2), the distances between adjacent data [7] , [8] is used along the X-axis to find the approximated point of n but with time of O(n). The task of approximating the optimal point (m) in 2D is thus replaced by finding m in one-dimensional line as shown in Fig. 6 . The point (m) is therefore a centroid on the one dimensional line (as shown in Fig. 6 ), which yields It is possible to choose either the X-axis or Y-axis as the principal axis for data partitioning. However, data axis with the highest variance will be chosen as the principal axis for data partitioning. The reason is to make the inter distance between the centers of the two cells as large as possible while the sum of total clustering errors of the two cells are reduced from that of the original cell. To partition the given data into k cells, it is started with a cell containing all given data and partition the cell into two cells. Later on the next cell is selected to be partitioned that yields the largest reduction of total clustering errors (or Delta clustering error). This can be defined as Total clustering error of the original cell -the sum of Total clustering errors of the two sub cells of the original cell. This is done so that every time a partition on a cell is performed, the partition will help reduce the sum of total clustering errors for all cells, as much as possible.
The partitioning algorithm [9] can be used now to partition a given set of data into k cells. The centers of the cells can then be used as good initial cluster centers for the K-means algorithm. Following are the steps of the initial centroid predicting algorithm. error of its two sub cells and insert the cell into an empty Max heap with Delta clustering error as a key. 8) Delete a max cell from Max heap and assign it as a current cell. 9) For each of the two sub cells of c, which is not empty, perform step 3 -7 on the sub cell. 10) Repeat steps 8 -9 . Until the number of cells (Size of heap) reaches K. 11) Use centroids of cells in max heap as the initial cluster centers for K-means clustering The above presented algorithms for finding the initialization centroids do not provide a better result. Thus an efficient method is proposed for obtaining the initial cluster centroids. The proposed approach is well suited to cluster the gene dataset. So the proposed method is explained on the basis of genes.
IV. PRINCIPLE COMPONENT ANALYSIS
The developed method uses Principal Component Analysis (PCA) for initializing the cluster centroid. Principal Components Analysis is a method that reduces data dimensionality by performing a covariance analysis between factors. As such, it is suitable for data sets in multiple dimensions, such as a large experiment in gene expression.Principal Component Analysis is playing a vital role in data mining, and it has been also utilized in various fields. PCA involves the process in which a data space is transformed into a feature space, which has a reduced dimension. Consider that {xt} where t = 1, 2 . . . , N are stochastic n dimensional input data records with mean (μ). It is defined by the following Equation: Based on (10) and (11) the number of eigenvectors can be selected and given a precision parameter v, the low dimensional feature vector of a new input data x is determined by (19) After gathering all the principal components in the entire data, the first principal component axis is used to initializing the cluster centroid. Next, the K-Means clustering algorithm is applied to the dataset with initial cluster centroid as the first principal component axis generated using PCA.
The developed semi-unsupervised gene selection method is experimented using the following data sets:
First, the number of iterations required for various techniques are compared. 
Next, the elapsed time clustering using various techniques are compared. Next, the classification accuracy using various techniques is compared. Fig. 6 represents the comparison of resulted accuracy for various techniques with different dataset. From the table, it can be observed that the proposed clustering results in better clustering accuracy when compared to KMeans and modified K-Means techniques. In this paper, we proposed a new framework for uses the first principal component generated using Principal Component Analysis (PCA) for initializing the centroid for K-Means clustering. First principal component is used for initializing the cluster centroid. Principal Components Analysis is mainly used in this paper because it reduces data dimensionality by performing a covariance analysis between factors. As such, it is suitable for data sets in multiple dimensions, it can be observed that the developed technique results in lesser number of iteration which in turn reduces the clustering time. When cluster distance is considered, the developed clustering technique results in maximum cluster distance which indicates that the proposed technique produces better accuracy for clustering. Considering all these results, the developed clustering results in better clustering result when compared to the other existing techniques. This is satisfied for all the considered dataset.
