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Abstract—An extended asynchronous switching model is in-
vestigated for a class of switched stochastic nonlinear retarded
systems in the presence of both detection delay and false alarm,
where the extended asynchronous switching is described by two
independent and exponentially distributed stochastic processes,
and further simplified as Markovian. Based on the Razumikhin-
type theorem incorporated with average dwell time approach,
the sufficient criteria for global asymptotic stability in probability
and stochastic input-to-state stability are given, whose importance
and effectiveness are finally verified by numerical examples.
Index Terms—SSNLRS, extended asynchronous switching,
Markovian theory, Razumikhin-type theorem, input-to-state sta-
bility.
I. INTRODUCTION
S
WITCHED systems has been a topic of increasing interest
in recent years [1]–[3]. Informally, a switched system
is a family of dynamical subsystems with a switching rule
governing the switching between them. Such models are
used to describe many physical and man-made systems with
jumping parameters or changing environmental factors [4]–[6].
During the last decades, the control of switched system has
received considerable attentions [7]–[14].
Recently, the stability problem at the boundary of switched
systems and time delay systems has received much attention
[15]–[22]. To design the mode-dependent controller for a
practical switched system, one should get the switching signal
of the plant. However, due to unknown abrupt phenomena
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such as component and interconnection failures, delays in
the detection of the switching signal have to be considered,
thus enabling the so-called conventional asynchronous switch-
ing [19]. Roughly speaking, the “conventional asynchronous
switching” is caused by the detection delay of switching
signal which results in the mismatched period of designed
controller in each subsystem and then deteriorates the system
performance and then will deteriorate the system performance.
This marks the importance of the stability analysis and control
synthesis under asynchronous switching. Many efforts have
been made, for example, state feedback stabilization, input-to-
state stabilization, output feedback stabilization, fault-tolerant
control and asynchronous filtering, etc. [15]–[18], [23]–[26],
just to name a few. However, only the detection delay is
considered in these works. In reality, the existence of environ-
mental noises, disturbances, and small modelling uncertainties
means that false alarm (or detection error) is inevitable, which
fails existing results for asynchronous switching with only
detection delays. In what follows the control for a class of new
asynchronous switching system with simultaneous considering
the detection delays and the false alarms will be considered. To
distinguish it from the conventional asynchronous switching,
it is called the extended asynchronous switching system.
Compared to the conventional asynchronous switching, the
developed extended asynchronous switching in this paper
can better reflect the actual situation in practical switched
system control. In addition, it has shown in [27] that the non-
zero detection delay can make a closed-loop system unstable.
Therefore, the existence of false alarm will inevitably further
decrease the control performance. Thus, the so-called extended
asynchronous switching justifies its importance. However, the
coupled relationship between the true switching signal and
the random detection as well as the the false alarm also
increase the complexity and difficulty of stability analysis for
such system. Moreover, to date switched stochastic nonlinear
retarded systems (SSNLRS) under extended asynchronous
switching have received little attention. All those motivate our
present study.
To overcome the challenges faced and the limitations found
in the literature, this paper investigates the stochastic input-
to-state stability for a class of SSNLRS under extended
asynchronous switching. Firstly, an extended asynchronous
switching model is developed to describe the more realistic
situation of switching signal detection in the presence of both
the random detection delay and the false alarm. Given that
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the existence of various noises and uncertainties in practical
control, the detection delay and false alarm in practice are es-
sentially uncertain and random. To describe such phenomena,
two stochastic processes are needed [28], [29]. As described in
[28], we define the detected switching signal conditionally on
the true one, and use two independent exponentially distributed
stochastic processes to describe the detection delay and the
false alarm, respectively. Then a practical model in which the
Markovian theory is used to describe the probability charac-
teristic of the extended asynchronous switching phenomenon.
And the Razumikhin-type stability criteria based on average
dwell time approach are developed for the proposed extended
asynchronous switching system. Finally, the importance and
effectiveness are validated by the simulation studies.
The remainder of the paper is organized as follows. The
extended asynchronous switching model is formulated and
necessary definitions are given in Section II. The main results
are then discussed in Section III, with an example given in
Section IV. Section V concludes the paper. Some technical
details are included in Appendices.
Notations. Throughout this paper, R+ and N+ denote the
set of nonnegative real numbers and positive integer, respec-
tively. Rn and Rn×m denote, respectively, n-dimensional real
space and n × m-dimensional real matrix space. For vector
x ∈ Rn, |x| denotes the Euclidean norm |x| = (∑ni=1 x2i ) 12 .
Let τ ≥ 0 and C([−τ, 0];Rn) denote the family of all
continuous Rn-valued functions ϕ on [−τ, 0] with the norm
‖ϕ‖ = sup{|ϕ(θ)| : −τ ≤ θ ≤ 0}. Let CbF0([−τ, 0];Rn)
be the family of all F0-measurable bounded C([−τ, 0];Rn)-
valued random variables ξ = {ξ(θ) : −τ ≤ θ ≤ 0}. For
p > 0 and t ≥ 0, let LpFt([−τ, 0];Rn) denote the family of allFt-measurable C([−τ, 0];Rn)-valued random variables φ =
{φ(θ) : −τ ≤ θ ≤ 0} such that sup−τ≤θ≤0 E{ |φ(θ)|p} <∞.
The transpose of vectors and matrices and the complement of
set are denoted by a superscript T and C, respectively. Ci,k
denotes all the functions with ith continuously differentiable
first component and kth continuously differentiable second
component.
II. PROBLEM FORMULATION AND PRELIMINARIES
Consider the following switched stochastic nonlinear retard-
ed systems (SSNLRS)
dx = f(t, xt, ν, σ)dt+ g(t, xt, ν, σ)dw (1)
with the initial state x0 = {x(θ) : −τ ≤ θ ≤ 0} = ξ ∈
CbF0([−τ, 0];Rn), where x(t) ∈ Rn is the state vector, xt ={x(t + θ) : −τ ≤ θ ≤ 0} is C([−τ, 0];Rn)-valued random
process, ν(t) ∈ Ll∞ is the control input. Ll∞ denotes the set
of all the measurable and locally essentially bounded input
ν(t) ∈ Rl on [t0,∞) with the norm

‖ν(s)‖ = inf
A⊂Ω,P(A)=0
sup{|ν(ω, s)| : ω ∈ Ω\A}
‖ν(s)‖[t0,∞) = sup
s∈[t0,∞)
‖ν(s)‖. (2)
w(t) is the m-dimensional Brownian motion defined on the
complete probability space (Ω,F , {Ft}t≥t0 ,P), with Ω being
a sample space, F being a σ-field, {Ft}t≥t0 being a filtration
and P being a probability measure. σ : [t0,∞) → S (S is
the index set, and may be infinite) is the switching law and
is right hand continuous and piecewise constant on t. σ(t)
discussed in this paper is time dependent, and the correspond-
ing switching times sequence is {tl}l≥0. The ilth subsystems
will be activated at time interval [tl, tl+1). Specially, when
t = t0 (t0 is the initial time), suppose σ0 = σ(t0) = i0 ∈ S .
Moreover, f : R+ × C([−τ, 0];Rn) × Rl × S → Rn and
g : R+ × C([−τ, 0];Rn) × Rl × S → Rn×m are continuous
with respect to t, x(t), u(t), and satisfy uniformly locally
Lipschitz condition with respect to x(t), u(t), and for any
i ∈ S , f(t, 0, 0, i) ≡ 0, g(t, 0, 0, i) ≡ 0.
Given that the true switching signal is not available for
the controller design in practical, in what follows, we are
concerned with the stability analysis of systems (1) under the
following state feedback control law,
ν = h(t, xt, u, σ
′). (3)
where σ′ = σ′(t) is the detected switching signal, u(t) ∈ Lk∞
is the reference input, and h : R+×C([−τ, 0];Rn)×Rk×S →
R
l is measurable function with h(t, 0, 0, i) ≡ 0, for any i ∈ S .
For convenience, denote
f¯(t, xt, u, σ, σ
′) = f(t, xt, h(t, xt, u, σ
′), σ)
g¯(t, xt, u, σ, σ
′) = g(t, xt, h(t, xt, u, σ
′), σ)
and further, let f¯ij(t, xt, u(t)) and g¯ij(t, xt, u(t)) de-
note the corresponding function f¯(t, xt, u(t), i, j) and
g¯(t, xt, u(t), i, j), respectively. Moreover, we assume that f¯ , g¯
satisfy the local Lipschitz condition and the linear growth
condition, hence for the closed-loop system
dx = f¯(t, xt, u, σ, σ
′)dt+ g¯(t, xt, u, σ, σ
′)dw (4)
and there exists an unique solution on t ≥ −τ .
In practical control systems, due to the existence of en-
vironmental noises, disturbances, and small modelling uncer-
tainties, non-zero detection delays and false alarms may occur
randomly in the mode detection of the plant. In this case, as
in reference [28], the following model is assumed to describe
the characteristic of σ′(t).
Assumption 2.1: [28] The values of σ(t) and σ′(t) can
be divided into two cases: the quiescent case σ(t) = σ′(t) = i
and the transient case σ(t) = i, σ′(t) = j, j 6= i. In the
first case, only the true modes switches and false alarms may
occur. The later case corresponds to the detection delay or to
the recovery from a false alarm. The only possible switch is
thus a switch of σ′(t) from j to i, corresponding to the end of
the transient, and this switch occurs on the average after 1
pi0
ji
seconds. In mathematic,
Case I. When σ(t) has switched from i to j, σ′(t) follows
with a delay d that is an independent exponentially distributed
random variable with mean 1
pi0
ij
. This is written as
P{σ′(t+∆) = j|σ′(s) = i, s ∈ [t∗, t], σ(t∗) = j, σ(t∗−) = i}
=
{
pi0ij∆+ o(∆), i 6= j
1 + pi0ii∆+ o(∆), i = j.
(5)
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The entries of the matrix, Π0 = [pi0ij ]N×N ∈ RN×N , are
evaluated from observed sample paths, and
pi0ii = −
∑
j 6=i
pi0ij , (pi
0
ij ≥ 0, i 6= j). (6)
Case II.When σ(t) remains at i, σ′(t) has transitioned from
i to j occasionally. An independent exponential distribution
with rate pi1ij is again assumed
P{σ′(t+∆) = j|σ′(s) = i, s ∈ [t∗, t]}
=
{
pi1ij∆+ o(∆), i 6= j
1 + pi1ii∆+ o(∆), i = j
(7)
with a matrix, Π1 = [pi1ij ]N×N ∈ RN×N , of false alarm rates,
which can also be valued from observed sample paths, and
pi1ii = −
∑
j 6=i
pi1ij , (pi
1
ij ≥ 0, i 6= j). (8)
According to [28], it then follows from Assumption 2.1 that:
Property 2.1: According to Assumption 2.1, the greater
pi0ij is the faster detection response speed is, and the smaller pi
1
ij
is the less of the number of false alarms is, where i, j ∈ S .
When pi0ij → ∞ and pi1ij = 0, the detection for the actual
switching signal is perfect.
From Assumption 2.1, under any time interval [tm, tm+1),
where tm, tm+1 ∈ {tl}l≥0, the number of switches of σ′(t)
can only be the following two cases: 2k + 1 and 2k, where
k ≥ 0 is the switch number of σ′(t) which caused by false
alarm. We assume σ(tm) = im. In the first case, σ
′(t) will first
switch to im with responding to transient case, i.e., detection
delay process, and the detection delay doesn’t equal to zero.
After σ′(t) = im, t ∈ (tm, tm+1), if a false alarm occurs, the
next switch is that σ′(t) switch to im (recovery from the false
alarm mode). Thus, before time tm+1, the total switch number
of σ′(t) is 2k + 1. On the other hand, if the detection delay
is zero, i.e, σ′(tm) = σ(tm) = im, then total switch number
of σ′(t) on [tm, tm+1) will be 2k.
Let {t′l}l≥0 denote the switching times sequence of σ′(t),
with t0 = t
′
0 and σ
′(t′0) = σ(t0). For any i ∈ N+ ∪
{0}, let N(ti+1, ti) denote the number of switches of
σ′(t) on [ti, ti+1). Moreover, as shown in Fig.1, we sub-
Fig. 1: The re-definition of {t′l}l≥0 on interval [ti, ti+1).
divide the sequence {t′l}l≥0 into a sequence of subset-
s, i.e., {t′l}l≥0 =
⋃
i{t′i1, t′i2, · · · , t′iN(ti+1,ti)}, such that{t′i1, t′i2, · · · , t′iN(ti+1,ti)} ⊂ [ti, ti+1). In the sequel, we as-
sume that σ(t−i ) = σ
′(t−i ) and σ
′(t) = σ(t) = σ(t0) = i0, for
any t ∈ (t0, t1). Note that, for any i ∈ N+ ∪ {0}, σ(t−i ) =
σ′(t−i ) means that the switches between the subsystems of
switched system occur in the case that the controller and the
system operate synchronously. The hypothesis is commonly
employed in the context in asynchronous switching systems,
in which there always exists the period that the controller and
the system run synchronously [15]–[19].
For any i ∈ N, if the detection delay is non-zero, then
the controller mode is strictly synchronous with the sys-
tem on the following time intervals: [t′i1, t
′
i2), [t
′
i3, t
′
i4), · · · ,
[t′
iN(ti+1,ti)
, ti+1). For simplicity, we define Ts(t0, t1) =
[t0, t1), Ts(ti, ti+1) =
⋃
j=1,3,··· ,N(ti+1,ti)
[t′ij , t
′
i(j+1)), and
Ta(ti, ti+1) =
⋃
j=0,2,··· ,N(ti+1,ti)−1
[t′ij , t
′
i(j+1)), where
t′
i(N(ti+1,ti)+1)
= ti+1, t
′
i0 = ti. However, if the de-
tection delay is equal to zero, then the controller mode
is strictly synchronous with the system on the following
time intervals: [ti, t
′
i1), [t
′
i2, t
′
i3), · · · , [t′iN(ti+1,ti), ti+1). In
this case, Ts(ti, ti+1) =
⋃
j=0,2,··· ,N(ti+1,ti)
[t′ij , t
′
i(j+1)), and
Ta(ti, ti+1) =
⋃
j=1,3,··· ,N(ti+1,ti)−1
[t′ij , t
′
i(j+1)). Clearly, it
has Ts(ti, ti+1)
⋂
Ta(ti, ti+1) = ∅, [ti, ti+1) = Ta(ti, ti+1)
⋃
Ts(ti, ti+1). In the sequel, we let Ta(t− s) denote the length
of Ta(t, s), for any t ≥ s ≥ t0.
To simplify the expression, the next definitions are needed.
Definition 2.1: [30] A function α : R+ → R+ is said to
belong to class K if α is continuous, strictly increasing and
α(0) = 0. If α is also unbounded, then it is of class K∞.
Class CK∞ and VK∞ function are the two subsets of class
K∞ functions that are concave and convex, respectively. A
function β : R+ × R+ → R+ is of class KL, if β(·, t) is of
class K in the first argument for each fixed t ∈ R+ and β(s, t)
decreases to 0 as t→ +∞ for each fixed s ≥ 0.
Definition 2.2: [1] For any given constants τ∗ > 0 and
N0, let Nσ(t, s) denote the switch number of σ(t) in [s, t),
for any t > s ≥ t0, and let
S[τ∗, N0] = {σ(·) : Nσ(t, s) ≤ N0 + t− s
τ∗
, ∀s ∈ [t0, t)}.
Then τ∗ is called the average dwell-time of S[τ∗, N0], and
τσ , sup
t≥t0
sup
t>s≥t0
t−s
Nσ(t,s)−N0
is called the average dwell-time
of σ(·).
Definition 2.3: [32] The solution of system (4) is said
to be stochastic input-to-state stable (SISS), if for any ε > 0,
there exist KL function β(·, ·) and K function γ(·), such that
P{|x(t)| < β(E{‖ξ‖}, t− t0) + γ(‖u‖[t0,t))} ≥ 1− ε (9)
for any t ≥ t0 and ξ ∈ CbF0([−τ, 0];Rn), where ‖u‖[t0,t) =
sups∈[t0,t) ‖u(s)‖. Specifically, if u ≡ 0, under the hypothesis
(9), the system is globally asymptotically stable in probability
(GASiP).
Definition 2.4: [31] The solution of system (4) is said
to be pth moment ISS, if for all ξ ∈ CbF0([−τ, 0];Rn) and
i0 ∈ S , there exist KL function β(·, ·) and K function γ(·),
such that
E{|x(t)|p} ≤ β(E{‖ξ‖p}, t− t0) + γ(‖u‖[t0,t)), ∀t ≥ t0. (10)
III. STABILITY ANALYSIS UNDER EXTENDED
ASYNCHRONOUS SWITCHING
Based on the above developed extended asynchronous
switching model, this section presents the stability criteria
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for the SSNLRS under extended asynchronous switching con-
troller. By using Razumikhin-type theorem and average dwell
time approach, we give the sufficient conditions for internal
stability, i.e., globally asymptotically stability in probability
and pth moment exponentially stability. Using the internal sta-
bility criteria, then the external stability criteria are developed,
including SISS and pth moment ISS.
For the sake of simplify expression, denote p¯i0 ,
maxi∈S{|pi0ii|}, p˜i0 , maxi,j∈S{pi0ij}, p¯i1 , maxi∈S{|pi1ii|},
p˜i1 , maxi,j∈S{pi1ij}, pi0 , mini∈S{|pi0ii|}, pi1 ,
mini∈S{|pi1ii|}.
Theorem 3.1: Let ς = supl∈N+{tl− tl−1} <∞. If there
exist functions α1 ∈ K∞, α2 ∈ CK∞, µ ≥ 1, q > 1, λ1 > 0,
λ2 ≥ 0, and V (x(t), t, σ(t), σ′(t)) ∈ C2,1(Rn × R+ × S ×
S;R+), such that
(i). for all t ≥ t0 − τ ,
α1(|x(t)|) ≤ V (x(t), t, σ(t), σ′(t)) ≤ α2(|x(t)|). (11)
(ii). there exists λ¯1 ∈ (0, λ1) such that
E{LV (ϕ(θ), t, σ(t), σ′(t))}
≤


−λ1E{V (ϕ(0), t, σ(t), σ′(t))},
if t ∈ Ts(tl, tl+1), l ∈ N+ ∪ {0}
λ2E{V (ϕ(0), t, σ(t), σ′(t))},
if t ∈ Ta(tl, tl+1), l ∈ N+
(12)
provided those ϕ ∈ LpFt([−τ, 0];Rn) satisfying that
min
i,j∈S
E{V (ϕ(θ), t+ θ, i, j)} ≤ qE{V (ϕ(0), t, σ(t), σ′(t))}
(13)
where
eλ¯1τ ≤ q. (14)
(iii). and for any i, j ≥ 1, the candidate function
V (x(t), t, σ(t), σ′(t)) satisfies

E{V (x(t′ij), t′ij , σ(ti), σ′(t′ij))}
≤ µE{V (x(t′ij), t′ij , σ(ti), σ′(t′i(j−1)))}
E{V (x(ti), ti, σ(ti), σ′(ti))}
≤ µE{V (x(ti), ti, σ(ti−1), σ′(t′(i−1)N(ti,ti−1)))}
(15)
(iv). it exists λ¯2 ∈ (λ2,∞) such that
λ¯1 + λ¯2 − pi0 < 0 (16)
for any i ≥ 1 and j = 1, 2, · · · , N(ti+1, ti), with t′i0 = ti,
t′0N(t1,t0) = t
′
00 = t0, further, the average dwell time τ
∗
satisfies τ∗ >
ln(µM)
λ¯1
, where
M = (1 + µ)[
−p¯i0
λ¯1 + λ¯2 − pi0
+ (
−p¯i0
λ¯1 + λ¯2 − pi0
)
1
2 ]
× e[(µ
2− p¯i
0
λ¯1+λ¯2−pi
0 )(N−1)−2]p˜i
1ς
(17)
then system (4) with u ≡ 0 is GASiP.
Proof: Please see Appendix B.
Remark 3.1: In Theorem 3.1, the assumptions (11), (13),
(14) and (15) are common conditions in the stability analysis
of switched stochastic time-delay systems [35]. The condition
(12) is also commonly employed in the asynchronous switched
deterministic systems [18], while (16) is set to restrict the
conditions that the system (4) need to be satisfied under the
existence of detection delay and false alarm.
Remark 3.2: For the detection of σ(t), consider the fol-
lowing two special cases. First, if Π0 and Π1 are set to ∞
and zero, respectively, there is no detection delay and no false
alarm in the mode detection, the closed-loop systems is a
synchronous case. In this case, the conditions (12) and (16)
hold almost surely. On the other hand, if Π1 is set to zero
while Π0 < ∞, the situation corresponds to only a detection
delay, and pi0 < ∞, p˜i1 = 0. Hypothesis (16) restricts the
necessary condition that the closed-loop systems need to be
satisfied under this case.
Remark 3.3: According to (16), (17) and the average
dwell time τ∗ in Theorem 3.1, one can see that the stability
of the extended asynchronous switching systems can be guar-
anteed by a sufficient small mismatched time interval and a
sufficient large average dwell time. Given that the mismatched
time interval in the developed extended asynchronous switch-
ing framework is usually caused by: the size of detection delay,
the frequency of occurrence from false alarms, and the length
of the recovery time from a false mode, it is further explained
as follows:
Case I. For any fixed λ¯1, µ, ς and p˜i
1, a larger instability
margin λ2 (or λ¯2) will be compensated by a larger pi
0 and/or
a larger average dwell time τ∗. Since pi0 = mini∈S{|pi0ii|}, a
larger pi0 can be obtained by increasing |pi0ii| or decreasing pi0ii.
The larger |pi0ii| is the smaller of the detection delay for mode
i is. Thus, when pi0ii increases, if p¯i
0 = maxi,s∈S{pi0ij} is non-
increase, a lager instability margin can be compensated by a
small detection delay; however if p¯i0 is also increased, a larger
average dwell time τ∗ will work, and the larger instability
margin will be compensated by a smaller detection delay and
a larger average dwell time τ∗.
Case II. When λ¯1, µ and ς are fixed, and we assume pi
0
and p¯i0 do not change through a fixed constant pi0ij (i, j ∈ S),
then if the instability margin λ2 (or λ¯2) increases, M will also
increase. In this case, the larger M can be compensated by a
smaller p˜i1 or a larger average dwell time τ∗. Note that, a
fixed constant pi0ij (i, j ∈ S) means that the time costs of the
detection of true modes and the recovery from a false mode do
not change on the average. Given that p˜i1 = maxi,j∈S{pi1ij},
p˜i1 can be reduced by decreasing pi1ij . Then the number of
false alarms will decrease, and consequently, the mismatched
time from false alarms will also decrease, which can well
compensate the impact of larger instability margin.
Using the GASiP criterion in Theorem 3.1, one can further
obtain the following SISS conditions.
Theorem 3.2: Let ς = supl∈N+{tl− tl−1} <∞. If there
exist functions γ ∈ K, α1 ∈ VK∞, α2 ∈ CK∞, µ ≥ 1,
q > 1, λ1 > 0, λ2 ≥ 0, λ¯1 ∈ (0, λ1), λ¯2 ∈ (λ2,∞), and
V (x(t), t, σ(t), σ′(t)) ∈ C2,1(Rn × R+ × S × S;R+), such
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that hypotheses i), iii), iv) in Theorem 3.1 hold, and
|ϕ(0)| ≥ γ(‖u‖[t0,∞))⇒ E{LV (ϕ(θ), t, σ(t), σ′(t))}
≤


−λ1E{V (ϕ(0), t, σ(t), σ′(t))},
t ∈ Ts(tl, tl+1), l ∈ N+ ∪ {0}
λ2E{V (ϕ(0), t, σ(t), σ′(t))},
t ∈ Ta(tl, tl+1), l ∈ N+
(18)
provided those ϕ ∈ LpFt([−τ, 0];Rn) satisfying that
min
i,j∈S
E{V (ϕ(θ), t+ θ, i, j)} ≤ qE{V (ϕ(0), t, σ(t), σ′(t))}
(19)
where
eλ¯1τ ≤ q. (20)
Then, system (4) is SISS.
Proof: The proof is similar to Theorem 4.1 of [27] and
is thus omitted.
Remark 3.4: Despite the similarities of Theorem 3.2 in
this present paper and Theorem 4.1 in our early work [27],
the following essential differences are observed.
(1). Due to the existence of mismatched time interval which
caused by detection delays and false alarms, after the state
trajectory enters the set B, there still exists a chance to leave
it. This complicates the system and is different from the normal
asynchronous case in [27].
(2). The system in this paper is deterministic switched
system while the system in [27] is Markovian switching.
(3). [27] considers only the detection delay while this work
consider both the non-zero detection delay and the false alarm.
The inclusion of false alarm makes the extended asynchronous
switching model in this paper more practical.
Corollary 3.1: Under the assumptions in Theorem 3.1
(Theorem 3.2), if functions α1, α2 satisfy α1(s) = c1s
p,
α2(s) = c2s
p, where c1 and c2 are positive numbers, then
system (4) is pth moment exponentially stable with u ≡ 0
(pth moment ISS), for all τ∗ >
ln(µM)
λ¯1
.
IV. SIMULATION STUDY
In this section the general Razumikhin-type theorems estab-
lished in the previous section will be extended to deal with the
input-to-state stability of switched stochastic nonlinear delay
system (SSNLDS).
For a simulation purpose, consider a special class of
switched stochastic perturbed system
dx = [Aσx+Bσν]dt+ g(t, x(t− d(t)), σ)dw (21)
where g : R+×Rn×S → Rn is unknown nonlinear function
satisfying the local Lipschitz condition and the linear growth
condition, and ‖g(t, x(t−d(t)), i)‖2 ≤ ‖Uix(t−d(t))‖2, ‖·‖2
denotes the 2-norm, for any i ∈ S . Ui is known real constant
matrix, and 0 ≤ d(t) ≤ τ . Design ν(t) = Kσ′(t)x(t) + u(t).
Then, the closed-loop system is
dx = [Aσx+BσKσ′x+Bσu]dt+ g(t, x(t− d(t)), σ)dw
(22)
From Corollary 3.1, one has the following corollary.
Corollary 4.1: System (22) is 2th moment ISS for all
τ∗ >
ln(µM)
λˆ1
, where
M = (1 + µ)[
−p¯i0
λˆ1 + λˆ2 − pi0
+ (
−p¯i0
λˆ1 + λˆ2 − pi0
)
1
2 ]
× e[(µ
2− p¯i
0
λˆ1+λˆ2−pi
0 )(N−1)−2]p˜i
1ς
(23)
if for all i, j ∈ S , there exist Xij = XTij > 0, λ1 > 0, λ2 ≥ 0,
λ10 ≥ 0, λ20 ≥ 0 such that (24)-(27) hold, i.e.,[ −λ10Xii XiiUTi
∗ − 2
β1
I
]
≤ 0 (25)
 Π2 Xij Xij∗ − 1
pi0
ji
Xii 0
∗ ∗ −Q−1

 ≤ 0 (26)
[ −λ20Xij XijUTi
∗ − 2
β2
I
]
≤ 0 (27)
where Π1 = AiXii +XiiA
T
i + Y
T
ii B
T
i +BiYii + ε1BiB
T
i +
(λ1 + pi
1
ii)Xii, Π2 = XijA
T
i + AiXij + Y
T
ij B
T
i + BiYij +
ε2BiB
T
i − (λ2 + pi0ji)Xij , ε1, ε2 > 0; there exist q > 1, such
that λ¯1 = λ1 − qλ10 > 0; and
eλˆ1τ < q (28)
λˆ1 + λˆ2 − pi0 < 0 (29)
where λ¯2 = λ2 + qλ20, λˆ1 ∈ (0, λ¯1) and λˆ2 ∈ (λ¯2,∞).
Proof: See Appendix C.
Example 4.1: Take the following parameters for system
(22):
A1 =
[
2 1
0 2
]
, B1 =
[ −1 2
0 −1
]
, U1 =
[
0.1 0
0 0
]
A2 =
[
3 0
2 3
]
, B2 =
[ −2 1
0 2
]
, U2 =
[
0 0.1
0.1 0
]
and g(t, x¯(t), 1) = [0.1 cos(t)x1(t− d(t)), 0]T , g(t, x¯(t), 2) =
[0.1 sin(t)x2(t− d(t)), 0.1x1(t− d(t))]T , where x¯(t) = x(t−
d(t))d(t) = 0.2 sin(t) with τ = 0.2, and
Π0 =
[ −100 100
80 −80
]
,Π1 =
[ −0.2 0.2
0.2 −0.2
]
.
Then conditions (24), (25), (26) and (27) can be satisfied
with λ1 = 10, λ2 = 5.9182, λ10 = 0.1, λ20 = 0.1, ε1 = 7,
ε2 = 2, µ = 1.38, β1 = 1.6956, β2 = 1.5955, and, moreover,
P11 =
[
0.4491 −0.0001
−0.0001 0.4484
]
P12 =
[
0.5877 −0.0005
−0.0005 0.5877
]
P21 =
[
0.5877 −0.0005
−0.0005 0.5880
]
P22 =
[
0.4483 −0.0034
−0.0034 0.4509
]
K1 =
[
28.9391 7.3873
7.4055 9.2980
]
,K2 =
[
5.8994 −3.4292
−3.3107 −6.9532
]
and Q = diag[0.1873, 0.1873].
Take q = 7.5, then λ¯1 = 9.25 and λ¯2 = 6.6682, and further,
conditions (28) and (29) can be satisfied with λˆ1 = 9.1575,
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

Π1 Xii Xii · · · Xii Xii · · · Xii Xii
∗ − 1
pi1
i1
Xi1 0 · · · 0 0 · · · 0 0
∗ ∗ − 1
pi1
i2
Xi2 · · · 0 0 · · · 0 0
∗ ∗ ∗ . . . ... ... . . . ... ...
∗ ∗ ∗ ∗ − 1
pi1
i(i−1)
Xi(i−1) 0 · · · 0 0
∗ ∗ ∗ ∗ ∗ − 1
pi1
i(i+1)
Xi(i+1) · · · 0 0
∗ ∗ ∗ ∗ ∗ ∗ . . . ... ...
∗ ∗ ∗ ∗ ∗ ∗ ∗ − 1
pi1
iN
XiN 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −Q−1


≤ 0 (24)
λˆ2 = 6.7349, p¯i
0 = 100, p˜i1 = 0.2, pi1 = 0.2 and pi0 = 80.
Take ς = 10, then M = 125.0134 and τ∗ > 0.5624s. Then,
system (22) is 2th moment ISS with average dwell time τ∗ =
0.6s.
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Fig. 2: Brownian motion w(t)
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Fig. 3: The state response curves of open-loop system.
The first set of simulations are to verify the necessity of
performing the research on extended asynchronous switching.
The simulation results are shown in Fig.2-Fig.5. Among them,
Fig.2 shows the response trajectory of the Brownian motion
w(t), while Fig.3 gives the state response curves of open-loop
system (21) with the true switching signal given in Fig.4(a),
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Fig. 4: The state response curves of closed-loop system
under normal asynchronous switching controller with
u = [2e−0.5t, 4e−0.8t]T .
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Fig. 5: The state response curves of closed-loop system
under extended asynchronous switching controller with
u = [2e−0.5t, 4e−0.8t]T .
and obviously the open-loop system is unstable. On the other
hand, Fig.4(b) and Fig.5(b) present respectively the state
trajectories of closed-loop system under normal asynchronous
switching controller and extended asynchronous switching
controller (note that, it does not satisfy the conditions of
Corollary 4.1, because the average dwell time of the true
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switching is set to be less than 0.5624s), where Fig.4(a) and
Fig.5(a) give the switching signals including the true one and
the detected one respectively, with the same true switching
signal. Comparing the two results, one can find that the false
alarm has a great influence on the control performance, which
further verifies the necessity and importance of the extended
asynchronous switching system.
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Fig. 6: Switching signal σ(t) and the detected σ′(t).
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Fig. 7: The open-loop state trajectory.
To demonstrate the effectiveness of the results, the stability
under several switching cases are considered, which include
the strictly synchronous switching, the desired extended asyn-
chronous switching and the undesired extended asynchronous
switching. The simulation results are shown in Fig.6-Fig.16,
with the Brownian motion w(t) given in Fig.2. Among them,
Fig.6 shows the the true switching signal and the detected
switching signal in the presence of detection delay and false
alarm, where σ(t) is the true switching signal with the desired
average dwell time τ∗ = 0.6, σ′(t) with mode 1.05 and
mode 2.05 is the detected switching signal which refers
to the desired detected signal (the detection parameters are
Π0 = [−100, 100; 80,−80], Π1 = [−0.2, 0.2; 0.2,−0.2], all
the conditions in Corollary 4.1 are satisfied), while σ′(t) with
mode 1.1 and mode 2.1 is the undesired detected one (here,
we take Π0 = Π1 = [−10, 10; 10,−10], thus (29) is not
satisfied). Note that both the mode 1.05 (mode 2.05) and mode
Æ Ç È É Ê Ë Æ
Ì
Ë
Ì
Æ ï ó
Æ
Æ ï ó
Ë
Æ Ç È É Ê Ë Æ
Ì
Ë
Ì
Æ ï ó
Æ
Æ ï ó
Ë
Ñ Ò Ó Ô Õ Ö Ô × Ø
Ù
Ú Û
Ü
Ý
Þ
Ý
Û
ß
à
Ý
á
â
ã
Ý
Ú ô
ä
å
æ ç
æ
è
é
Î
ê
^
Î
ë
ì í
Ì
Ë î Æ ï Ê ð ñ
`
Î
ò
^
Î
ë
ì í
Ì
Ë î Æ ï Ê ð
ñ
`
Î
ê
^
Î
ë
ì í
Ë î
Ì
Æ ï Ê ð ñ
`
Î
ò
^
Î
ë
ì í
Ë î
Ì
Æ ï Ê ð
ñ
`
Fig. 8: The closed-loop state trajectory with u = [0, 0]T
under strictly synchronous switching controller.
Æ Ç È É Ê Ë Æ
Ì
Ë
Ì
Æ ï ó
Æ
Æ ï ó
Ë
Æ Ç È É Ê Ë Æ
Ì
Ë
Ì
Æ ï ó
Æ
Æ ï ó
Ë
Ñ Ò Ó Ô Õ Ö Ô × Ø
Ù
Ú Û
Ü
Ý
Þ
Ý
Û
ß
à
Ý
á
â
ã
Ý
Ú
ô
ä
å
æ õ
ö
ç
æ
õ
ö
è
é
Î
ê
^
Î
ë
ì í
Ë î
Ì
Æ ï Ê ð ñ
`
Î
ò
^
Î
ë
ì í
Ë î
Ì
Æ ï Ê ð ñ
`
Î
ê
^
Î
ë
ì í
Ì
Ë î Æ ï Ê ð
ñ
`
Î ò
^
Î ë ì í
Ì
Ë î Æ ï Ê ð ñ
`
Fig. 9: The closed-loop state trajectory with u =
[0.5, 0.5]T under strictly synchronous switching con-
troller.
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Fig. 10: The closed-loop state trajectory with u =
[2e−0.5t, 4e−0.8t]T under strictly synchronous switching
controller.
1.1 (mode 2.1) are referred the mode 1 (mode 2), and these
different values are to make clearer illustration. The rest figures
show the state trajectories with initial data x0 = [±1,∓0.8]T .
Firstly, Fig.7 shows the open-loop state trajectory under the
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Fig. 11: The closed-loop state trajectory with u = [0, 0]T
under extended asynchronous switching controller which
satisfies the desired conditions.
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Fig. 12: The closed-loop state trajectory with u =
[0.5, 0.5]T under extended asynchronous switching con-
troller which satisfies the desired conditions.
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Fig. 13: The closed-loop state trajectory with
u = [2e−0.5t, 4e−0.8t]T under extended asynchronous
switching controller which satisfies the desired
conditions.
true switching signal σ(t) in Fig.6. Obviously, the open-loop
system is unstable. Fig.8-Fig.16 show the response curve of
the state trajectories when the average dwell time of the true
switching signal is the desired one. Among them, Fig.8-Fig.10
show the stability under strictly synchronous switching con-
troller, with reference input u = [0, 0]T , u = [0.5, 0.5]T and
u = [2e−0.5t, 4e−0.8t]T respectively. Similarly, Fig.11-Fig.13
show the stability under the desired extended asynchronous
switching controller, while Fig.14-Fig.16 are performed under
the undesired asynchronous switching. From Fig.8-Fig.10,
the closed-loop system under strictly synchronous switching
controller is stable, in other words, one can claim that the
designed controller with considering both detection delay
and false alarm (or the designed controller under extended
asynchronous controller) are also suitable for the synchronous
case. From Fig.11-Fig.13, one can find that the designed
controller based on the proposed theory can stabilize the
switched system with both non-zero detection delay and false
alarm in detection. Compared to Fig.8-Fig.10, one can also
find that the asynchronous phenomenon caused by the non-
zero detection delay and false alarm has a great impact on
the stability. This point can also be further verified by Fig.14-
Fig.16. From the results in above three cases, one may claim
that the stability of extended asynchronous switching can be
guaranteed by a sufficient small mismatched time interval, it
is in accordance with Remark 3.3.
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Fig. 14: The closed-loop state trajectory with u = [0, 0]T
under extended asynchronous switching controller which
doesn’t satisfy the desired conditions.
V. CONCLUSION
The input-to-state stability of a class of SSNLRS under ex-
tended asynchronous switching is investigated. In such systems
the switchings of the system modes and the desired mode-
dependent controllers are asynchronous due to both detection
delays and false alarms, which feature is different from nor-
mal asynchronous switching. Through some simplification, an
extended asynchronous switching model is developed. Then,
based on Razumikhin-type theorem incorporated with average
dwell time approach, the sufficient criteria for asymptotic
stability as well as input-to-state stability are proposed. It is
shown that the stability of such systems can be guaranteed by a
sufficient small mismatched time interval and a sufficient large
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Fig. 15: The closed-loop state trajectory with u =
[0.5, 0.5]T under extended asynchronous switching con-
troller which doesn’t satisfy the desired conditions.
Æ Ç È É Ê Ë Æ
Ì
È
Ì
Ç
Æ
Ç
È
É Î
Ë Æ
Ï 
Ñ Ò Ó Ô Õ Ö Ô × Ø
Ù
Ú Û
Ü
Ý
Þ
Ý
Û
ß
à
Ý
á
â
ã
Ý
Ú ô
ä
å
÷
Û
ø
ù ú
û
ü
ç
ý
Û
ø
ù ú
þ
ü
è
é
Î
ê
^
Î
ë
ì í
Ì
Ë î Æ ï Ê ð ñ
`
Î
ò
^
Î
ë
ì í
Ì
Ë î Æ ï Ê ð ñ
`
Æ Ç È É Ê Ë Æ
Ì
È
Ì
Ç
Æ
Ç
È
É Î
Ë Æ
Ï 
Î
ê
^
Î
ë
ì í
Ë î
Ì
Æ ï Ê ð ñ
`
Î
ò
^
Î
ë
ì í
Ë î
Ì
Æ ï Ê ð
ñ
`
Fig. 16: The closed-loop state trajectory with
u = [2e−0.5t, 4e−0.8t]T under extended asynchronous
switching controller which doesn’t satisfy the desired
conditions.
average dwell time. Finally, the importance and effectiveness
of the stability criteria for the extended asynchronous switch-
ing system are demonstrated by simulation studies. In the
future the developed results are expected to extend to systems
with non-exponential distributed detection delays, false alarms,
and non-synchronous controller.
APPENDIX A
SOME LEMMAS
Lemma A.1: For any given V (x(t), t, σ(t), σ′(t)) ∈
C2,1(Rn ×R+ ×S ×S;R+), associated with system (4), the
diffusion operator LV , from C([−τ, 0];Rn)×R+×S ×S to
R, can be described as follows.
Case 1. When σ = σ′ = i, we have
LV (xt, t, i, i) = Vt(x, t, i, i) + Vx(x, t, i, i)f¯ii(t, xt, u)
+
N∑
k=1
pi1ikV (x, t, i, k)
+
1
2
trace[g¯Tii(t, xt, u)Vxx(x, t, i, i)g¯ii(t, xt, u)] (30)
Case 2. When σ′ = j, σ = i and j 6= i, we also have
LV (xt, t, i, j) = Vt(x, t, i, j) + Vx(x, t, i, j)f¯ij(t, xt, u)
+ pi0jiV (x, t, i, i)− pi0jiV (x, t, i, j)
+
1
2
trace[g¯Tij(t, xt, u)Vxx(x, t, i, j)g¯ij(t, xt, u)] (31)
where i, j ∈ S .
Proof: The proof can be got directly from [33] and [28].
Lemma A.2: Let V = eλtV (x, t, σ, σ′) for all t ≥ 0 and
λ ≥ 0, then
D+E{V } = E{LV } = λeλtE{V (x, t, σ, σ′)}
+ eλtE{LV (xt, t, σ, σ′)} (32)
for all t ≥ 0, where D+E{V } =
lim supdt→0+
E{V (t+dt)}−E{V (t)}
dt
.
Proof: It follows directly from the constructive proof
given in [28] (Proof of Theorem 7.3).
Lemma A.3: [34] Let σ(t) denote a continuous-time
Markov process with transition rate matrix [piij ]N×N ∈
R
N×N , then
P{Nσ(t, 0) = k} ≤ e−p˜it (p¯it)
k
k!
for any k ≥ 0, where p¯i , maxi∈S{|piii|}, p˜i ,
maxi,j∈S{piij}, and Nσ(t, 0) denotes the number of switches
of σ(t) on the time-interval [0, t].
Lemma A.4: For any i ≥ 0, we have
P{N(ti+1, ti) = k} ≤


e−p˜i
1(ti+1−ti) (p¯i
1(ti+1−ti))
k−1
2
k−1
2 !
,
k is an odd number
e−p˜i
1(ti+1−ti) (p¯i
1(ti+1−ti))
k
2
k
2 !
,
k is an even number
for any k ∈ N+ ∪ {0}.
Proof: Let N1(ti+1, ti) denote the numbers of switches
from false alarm on time interval [ti, ti+1). In the next, we will
complete the proof by considering the following two cases:
N(ti+1, ti) = 2k + 1 and N(ti+1, ti) = 2k, where k ∈ N+ ∪
{0}. From the Assumption 2.1, one can obtain N1(ti+1, ti) =
2k+1−1
2 = k in the first case, while N1(ti+1, ti) =
2k
2 = k in
the second case. Then, similar to Lemma A.3, it follows
P{N(ti+1, ti) = 2k + 1} ≤ P{N1(ti+1, ti) = 2k + 1− 1
2
}
≤ e−p˜i1(ti+1−ti) (p¯i
1(ti+1 − ti))k
k!
and
P{N(ti+1, ti) = 2k} ≤ P{N1(ti+1, ti) = 2k
2
}
≤ e−p˜i1(ti+1−ti) (p¯i
1(ti+1 − ti))k
k!
Thus we complete the proof.
Lemma A.5: For every i ≥ 0, the moment generating
function E{esN(ti+1,ti)} of N(ti+1, ti) satisfies
E{esN(ti+1,ti)} ≤ (1 + es)e(e2sp¯i1−p˜i1)(ti+1−ti)
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for any s ≥ 0.
Proof: Based on Lemma A.4, we have
E{esN(ti+1,ti)} =
∑
k=1,3,5,···
eskP{N(ti+1, ti) = k}
+
∑
k=0,2,4,···
eskP{N(ti+1, ti) = k}
≤
∑
k=1,3,5,···
eske−p˜i
1(ti+1−ti)
(p¯i1(ti+1 − ti)) k−12
k−1
2 !
+
∑
k=0,2,4,···
eske−p˜i
1(ti+1−ti)
(p¯i1(ti+1 − ti)) k2
k
2 !
=
∑
k=0,1,2,···
es(2k+1)e−p˜i
1(ti+1−ti)
(p¯i1(ti+1 − ti))k
k!
+
∑
k=0,1,2,···
e2ske−p˜i
1(ti+1−ti)
(p¯i1(ti+1 − ti))k
k!
= (1 + es)e(e
2sp¯i1−p˜i1)(ti+1−ti)
Thus, we complete the proof.
Remark A.1: Following the proof of Lemma A.5, it fol-
lows
E{N(ti+1, ti)} ≤ (1 + 4p¯i1ς)ep¯i
1ς
where ς = supl∈N+{tl − tl−1}.
APPENDIX B
PROOF OF THEOREM 3.1
Proof: According to (32) in Lemma A.2, it has
D+E{V (x, t, σ, σ′)} = E{LV (xt, t, σ, σ′)} (33)
for all t ∈ Ts(tl, tl+1) ∪ Ta(tl, tl+1), l ∈ N+.
On the one hand, from (11), using Jensen’s inequality, it
holds
E{V (x, t, i0, i0)} = E{V (x, t, σ, σ′)}
≤ E{α2(|x|)} ≤ α2(E{‖ξ‖})
for any t ∈ [t0 − τ, t0].
In the following, we prove that when t ∈ [t0, t1),
E{V (x, t, i0, i0)} ≤ α2(E{‖ξ‖})e−λ¯1(t−t0) (34)
Suppose (34) is not true, i.e., there exists some t ∈ (t0, t1)
such that
E{V (x(t), t, i0, i0)} > α2(E{‖ξ‖})e−λ¯1(t−t0).
Let t∗ = inf{t ∈ (t0, t1) : E{V (x(t), t, i0, i0)} >
α2(E{‖ξ‖})e−λ¯1(t−t0)}. By the continuity of V (x(t), t, i0, i0)
and x(t) on [t0, t1), we have t
∗ ∈ [t0, t1) and
E{V (x(t∗), t∗, i0, i0)} = α2(E{‖ξ‖})e−λ¯1(t∗−t0). Further,
there exists a sequence {t˜n} (t˜n ∈ (t∗, t1), for any n ∈ N+)
with limn→∞ t˜n = t
∗, such that
E{V (x(t˜n), t˜n), i0, i0} > α2(E{‖ξ‖})e−λ¯1(t˜n−t0). (35)
Then, from the definition of t∗, we have
E{V (x(t∗ + θ), t∗ + θ, i0, i0)} ≤ e−λ¯1θE{V (x(t∗), t∗, i0, i0)}
≤ qE{V (x(t∗), t∗, i0, i0)}
and further,
min
i,j∈S
E{V (x(t∗ + θ), t∗ + θ, i, j)} ≤ qE{V (x(t∗), t∗, i0, i0)}
for any θ ∈ [−τ, 0]. Then, based on (12) and (13), it holds
D+E{V (x(t∗), t∗, i0, i0)} ≤ −λ1E{V (x(t∗), t∗, i0, i0)} (36)
Without loss of generality, it has
D+E{V (x(t∗), t∗, i0, i0)} ≤ −λ1E{V (x(t∗), t∗, i0, i0)
< −λ¯1E{V (x(t∗), t∗, i0, i0)}
For h > 0 which is sufficient small, when t ∈ [t∗, t∗ + h],
it follows
D+E{V (x(t), t, i0, i0)} ≤ −λ¯1E{V (x(t), t, i0, i0)}
which means
E{V (x(t∗ + h), t∗ + h, i0, i0)} ≤ E{V (x(t∗), t∗, i0, i0)}e−λ¯1h
and it is a contradiction of (35). Thus (34) holds.
Combining the continuity of function V (x(t), t, i0, i0) and
(15), we have
E{V (x(t1), t1, σ(t1), σ′(t1))} ≤ µE{V (x(t1), t1, i0, i0)}
≤ µα2(E{‖ξ‖})e−λ¯1(t1−t0) (37)
On the other hand, let W (t, σ¯(t)) = W (t, σ(t), σ′(t)) =
eλ¯1tV (x(t), t, σ(t), σ′(t)). Then, for any l ∈ N+ and θ ∈
[−τ, 0], we have,
D+E{W (t, σ¯(t))} ≤


−(λ1 − λ¯1)E{W (t, σ¯(t))},
t ∈ Ts(tl, tl+1)
(λ¯1 + λ2)E{W (t, σ¯(t))},
t ∈ Ta(tl, tl+1)
whenever (13) holds.
For any [s1, s2) ⊂ Ta(tl, tl+1), we claim that when t ∈
[s1, s2),
E{W (t, σ¯(t))} ≤ e(λ¯1+λ¯2)(t−s1)E{W (s1, σ¯(s1))} (38)
Suppose (38) is not true, i.e., there exists some t ∈ [s1, s2)
such that
E{W (t, σ¯(t))} > e(λ¯1+λ¯2)(t−s1)E{W (s1, σ¯(s1))}.
Similarly, set t∗ = inf{t ∈ [s1, s2) : E{W (t, σ¯(t))} >
E{W (s1, σ¯(s1))}e(λ¯1+λ¯2)(t−s1)}, then
E{W (t∗, σ¯(t∗))} = E{W (s1, σ¯(s1))}e(λ¯1+λ¯2)(t
∗−s1).
Moreover, there is a sequence {t˜n}n∈N+ ∈ (t∗, s2) with
limn→∞ t˜n = t
∗ such that
E{W (t˜n, σ¯(t˜n))} > E{W (s1, σ¯(s1))}e(λ¯1+λ¯2)(t˜n−s1)
= E{W (t∗, σ¯(t∗))}e(λ¯1+λ¯2)(t˜n−t∗) (39)
We further define U(t) = e−(λ¯1+λ¯2)tW (t, σ¯(t)), then
D+E{U(t)} = −λ¯2e−λ¯2tE{V (x(t), t, σ¯(t))}
+ e−λ¯2tD+E{V (x(t), t, σ¯(t))}
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From the definition of t∗, for any θ ∈ [−τ, 0], it follows
E{W (t∗, σ¯(t∗))}e(λ¯1+λ¯2)θ
= E{W (s1, σ¯(s1))}e(λ¯1+λ¯2)(t
∗+θ−s1)
≥ E{W (t∗ + θ, σ¯(t∗ + θ))}
which means
E{V (x(t∗ + θ), t∗ + θ, σ¯(t∗ + θ))}
≤ E{V (x(t∗), t∗, σ¯(t∗))}eλ¯2θ ≤ E{V (x(t∗), t∗, σ¯(t∗))}
and further
min
i,j∈S
E{V (x(t∗ + θ), t∗ + θ, i, j)} ≤ qE{V (x(t∗), t∗, σ¯(t∗))}
Then, from (12) and (13), we have
D+E{U(t∗)} ≤ −(λ¯2 − λ2)e−λ¯2t
∗
E{V (x(t∗), t∗, σ¯(t∗))}
Without loss of generality, it follows
D+E{U(t∗)} < 0
Moreover, there exists a positive number h which is suffi-
cient small such that
D+E{U(t)} ≤ 0, t ∈ [t∗, t∗ + h]
It then follows
E{W (t∗ + h, σ¯(t∗ + h))} ≤ E{W (t∗, σ¯(t∗))}e(λ¯1+λ¯2)h
which is a contradiction of (39). Thus, (38) is true.
Furthermore, when t ∈ [s1, s2) ∈ Ts(tl, tl+1), repeating a
similar analysis (similar to the proof of (34)), one can obtain
E{W (t, σ¯(t))} ≤ E{W (s1, σ¯(s1))} (40)
Combining (38) and (40), if the detection delay is non-zero,
it holds
E{W (t, σ¯(t))}
≤


e(λ¯1+λ¯2)(t−tl)E{W (tl, σ¯(tl))}, t ∈ [tl, t′l1)
E{W (t′l1, σ¯(t′l1))}, t ∈ [t′l1, t′l2)
e(λ¯1+λ¯2)(t−t
′
l2)E{W (t′l2, σ¯(t′l2))}, t ∈ [t′l2, t′l3)
E{W (t′l3, σ¯(t′l3))}, t ∈ [t′l3, t′l4)
· · ·
e
(λ¯1+λ¯2)(t−t
′
l(N(tl+1,tl)−1)
)
× E{W (t′
l(N(tl+1,tl)−1)
, σ¯(t′
l(N(tl+1,tl)−1)
))},
t ∈ [t′
l(N(tl+1,tl)−1)
, t′
lN(tl+1,tl)
)
E{W (t′
lN(tl+1,tl)
, σ¯(t′
lN(tl+1,tl)
))},
t ∈ [t′
lN(tl+1,tl)
, tl+1)
(41)
and in this case, N(tl+1, tl) is an even number. On the other
hand, if the detection delay is equal to zero, it also has
E{W (t, σ¯(t))}
≤


E{W (tl, σ¯(tl))}, t ∈ [tl, t′l1)
e(λ¯1+λ¯2)(t−t
′
l1)E{W (t′l1, σ¯(t′l1))}, t ∈ [t′l1, t′l2)
E{W (t′l2, σ¯(t′l2))}, t ∈ [t′l2, t′l3)
e(λ¯1+λ¯2)(t−t
′
l3)E{W (t′l3, σ¯(t′l3))}, t ∈ [t′l3, t′l4)
· · ·
e
(λ¯1+λ¯2)(t−t
′
l(N(tl+1,tl)−1)
)
× E{W (t′
l(N(tl+1,tl)−1)
, σ¯(t′
l(N(tl+1,tl)−1)
))},
t ∈ [t′
l(N(tl+1,tl)−1)
, t′
lN(tl+1,tl)
)
E{W (t′
lN(tl+1,tl)
, σ¯(t′
lN(tl+1,tl)
))},
t ∈ [t′
lN(tl+1,tl)
, tl+1)
(42)
and in this case, N(tl+1, tl) is an odd number.
Then, for any t ∈ [tl, tl+1), if [t′lN(t,tl), t′l(N(t,tl)+1)) ∈
Ts(tl, tl+1), we can obtain
E{W (t, σ¯(t))} ≤ E{W (t′lN(t,tl), σ¯(t′lN(t,tl)))}
≤ E{µW (t′lN(t,tl), σ¯(t′l(N(t,tl)−1)))}
= E{µN(t,tl)−N(t,tl)+1}E{W (t′lN(t,tl), σ¯(t′l(N(t,tl)−1)))}
≤ E{µN(t,tl)−N(t,tl)+1}E{e(λ¯1+λ¯2)(t′lN(t,tl)−t′l(N(t,tl)−1))
×W (t′l(N(t,tl)−1), σ¯(t′l(N(t,tl)−1)))}
≤ E{µN(t,tl)−N(t,tl)+2}E{e(λ¯1+λ¯2)(t′lN(t,tl)−t′l(N(t,tl)−1))}
× E{W (t′l(N(t,tl)−1), σ¯(t′l(N(t,tl)−2)))}
≤ E{µN(t,tl)−N(t,tl)+2}E{e(λ¯1+λ¯2)(t′lN(t,tl)−t′l(N(t,tl)−1))}
× E{W (t′l(N(t,tl)−2), σ¯(t′l(N(t,tl)−2)))}
≤ E{µN(t,tl)−N(t,tl)+3}E{e(λ¯1+λ¯2)(t′lN(t,tl)−t′l(N(t,tl)−1))}
× E{W (t′l(N(t,tl)−2), σ¯(t′l(N(t,tl)−3)))}
≤ E{µN(t,tl)−N(t,tl)+3}E{e(λ¯1+λ¯2)(t′lN(t,tl)−t′l(N(t,tl)−1))
× e(λ¯1+λ¯2)(t′l(N(t,tl)−2)−t′l(N(t,tl)−3))}
× E{W (t′l(N(t,tl)−3), σ¯(t′l(N(t,tl)−3)))}
≤ · · ·
≤ E{µN(t,tl)}E{e(λ¯1+λ¯2)Ta(t−tl)}E{W (tl, σ¯(tl))}.
And similarly, if [t′
lN(t,tl)
, t′
l(N(t,tl)+1)
) ∈ Ta(tl, tl+1), it
also follows that
E{W (t, σ¯(t))}
≤ E{µN(t,tl)}E{e(λ¯1+λ¯2)Ta(t−tl)}E{W (tl, σ¯(tl))}
Then, without loss of generality, for any t ∈ [tl, tl+1), it
holds
E{W (t, σ¯(t))}
≤ E{µN(t,tl)}E{e(λ¯1+λ¯2)Ta(t−tl)}E{W (tl, σ¯(tl))}
≤ E{µN(tl+1,tl)}E{e(λ¯1+λ¯2)Ta(tl+1−tl)}E{W (tl, σ¯(tl))}
(43)
On the other hand, for any l ≥ 0, it holds (44a) and (44b).
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E{e(λ¯1+λ¯2)Ta(tl+1−tl)} =


E{e(λ¯1+λ¯2)(t′l1−t′l0)e(λ¯1+λ¯2)(t′l3−t′l2) · · · e(λ¯1+λ¯2)(t
′
lN(tl+1,tl)
−t′l(N(tl+1,tl)−1)
)︸ ︷︷ ︸
N(tl+1,tl)+1
2 , N(tl+1,tl) is an odd number
} (44a)
E{e(λ¯1+λ¯2)(t′l2−t′l1)e(λ¯1+λ¯2)(t′l4−t′l3) · · · e(λ¯1+λ¯2)(t
′
lN(tl+1,tl)
−t′l(N(tl+1,tl)−1)
)︸ ︷︷ ︸
N(tl+1,tl)
2 , N(tl+1,tl) is an even number
} (44b)
Since
E{e(λ¯1+λ¯2)(t′lj−t′lj−1)} ≤
∫ ∞
0
e(λ¯1+λ¯2)tp¯i0e−pi
0tdt
=
−p¯i0
λ¯1 + λ¯2 − pi0
then, based on Lemma A.5, let s = ln
√
−p¯i0
λ¯1+λ¯2−pi0
, we have
E{e(λ¯1+λ¯2)Ta(tl+1−tl)}
≤


E{( −p¯i0
λ¯1+λ¯2−pi0
)
N(tl+1,tl)+1
2 },
N(tl+1, tl) is an odd number
E{( −p¯i0
λ¯1+λ¯2−pi0
)
N(tl+1,tl)
2 },
N(tl+1, tl) is an even number
≤


(
√
K1 +K1)e
(K1p¯i
1−p˜i1)(tl+1−tl),
N(tl+1, tl) is an odd number
(1 +
√
K1)e
(K1p¯i
1−p˜i1)(tl+1−tl),
N(tl+1, tl) is an even number
(45)
and without loss of generality,
E{e(λ¯1+λ¯2)Ta(tl+1−tl)} ≤ K2e(K1p¯i
1−p˜i1)(tl+1−tl)
where K1 =
−p¯i0
λ¯1+λ¯2−pi0
, K2 = K1 +
√
K1 = max{
√
K1 +
K1, 1 +
√
K1}.
In addition, if we let s = ln(µ), utilizing the Lemma A.5
again, we can obtain
E{µN(tl+1,tl)} ≤ (1 + µ)e(µ2p¯i1−p˜i1)(tl+1−tl).
Consequently, for any t ∈ [tl, tl + 1), it has
E{W (t, σ¯(t))} ≤ K3ek1(tl+1−tl)E{W (tl, σ¯(tl))}
≤ K3ek¯1(tl+1−tl)E{W (tl, σ¯(tl))}
≤ME{W (tl, σ¯(tl))} (46)
where K3 = (1 + µ)K2, k1 = (µ
2 + K1)p¯i
1 − 2p˜i1, k1 =
[(µ2 +K1)(N − 1)− 2]p˜i1, M = K3ek¯1ς .
From (15), for any t ≥ t1, iterating (46) from l = 1 to
l = Nσ(t, t1) + 1, we can get
E{W (t, σ¯(t))} ≤ME{W (tNσ(t,t1)+1, σ¯(tNσ(t,t1)+1))}
≤ µM2E{W (tNσ(t,t1), σ¯(tNσ(t,t1)))}
≤ µ2M3E{W (tNσ(t,t1)−1, σ¯(tNσ(t,t1)−1))}
≤ · · ·
≤ µNσ(t,t1)MNσ(t,t1)+1E{W (t1, σ¯(t1))}
which means for any t ≥ t1,
E{V (x(t), t, σ(t), σ′(t))} ≤ µNσ(t,t1)MNσ(t,t1)+1e−λ¯1(t−t1)
× E{V (x(t1), t1, σ(t1), σ′(t1))} (47)
Combining (37) and (47), we have
E{V (x(t), t, σ(t), σ′(t))}
≤ µNσ(t,t1)+1MNσ(t,t1)+1e−λ¯1(t−t0)α2(E{‖ξ‖})
= (µM)Nσ(t,t0)e−λ¯1(t−t0)α2(E{‖ξ‖})
≤ (µM)N0e(−λ¯1+ ln(µM)τ∗ )(t−t0)α2(E{‖ξ‖})
, β˜(E{‖ξ‖}, t− t0) (48)
for any t ≥ t1. Clearly, β˜(·, ·) ∈ KL if and only if τ∗ >
ln(µM)
λ¯1
. For any ε ∈ (0, 1), take β¯ = β˜
ε
∈ KL. Obviously, (48)
also holds for t ∈ [t0, t1). Then, using Chebyshev’s inequality
and the above inequality, for all t ≥ t0,
P{V (x(t), t, σ(t), σ′(t)) ≥ β¯(E{‖ξ‖}, t− t0)}
≤ E{V (x(t), t, σ(t), σ
′(t))}
β¯(E{‖ξ‖}, t− t0)
< ε
Define β(r, s) = α−11 ◦ β¯(r, s), then
P{|x(t)| < β(E{‖ξ‖}, t− t0)} ≥ 1− ε, ∀t ≥ t0
where β(·, ·) ∈ KL. Thus, we complete the proof.
APPENDIX C
PROOF OF COROLLARY 4.1
Proof: Take V (x(t), t, i, j) = xT (t)Pijx(t), Pij = P
T
ij >
0, for any i, j ∈ S . We assume that there exist β1 > 0 and
β2 > 0 such that Pii < β1I and Pij < β2I , where I is an
identity matrix with appropriate dimension.
When t ∈ Ts(tl, tl+1), the system in (22) can be written as
dx = [(Ai +BiKi)x+Biu]dt+ g(t, x(t− d), i)dw. (49)
Then,
LV (x, y, t, i, i)
= 2xTPii[(Ai +BiKi)x+Biu]
+
1
2
gT (t, y, i)Piig(t, y, i) +
N∑
k=1
pi1ikx
TPikx
≤ xT [(Ai +BiKi)TPii + Pii(Ai +BiKi)
+ ε1PiiBiB
T
i Pii +
N∑
k=1
pi1ikPik]x+ ε
−1
1 u
Tu
+
1
2
β1g
T (t, y, i)g(t, y, i)
≤ xT [(Ai +BiKi)TPii + Pii(Ai +BiKi) + ε−11 ‖u‖22
+ ε1PiiBiB
T
i Pii +
N∑
k=1
pi1ikPik]x+
1
2
β1y
TUTi Uiy
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for some ε1 > 0, where y(t) = x(t − d(t)), by considering
the fact that HFE +ETFTHT ≤ εHHT + ε−1ETE where
ε > 0, FFT ≤ I .
When t ∈ Ta(tl, tl+1), the system in (22) can be written as
dx = [(Ai +BiKj)x+Biu]dt+ g(t, x(t− d), i)dw (50)
where i, j ∈ S , and i 6= j. Similarly, we have
LV (x, y, t, i, j) ≤ xT [(Ai +BiKj)TPij + Pij(Ai +BiKj)
+ ε2PijBiB
T
i Pij + pi
0
ji(Pii − Pij)]x
+
1
2
β2y
TUTi Uiy + ε
−1
2 ‖u‖22
for some ε2 > 0.
For any non-negative definite matrix Q, we have
|x| ≥
√
1
ελmin(Q)
‖u‖2 ⇒{ LV (x, y, t, i, i) ≤ xTΦiix+ 12β1yTUTi Uiy
LV (x, y, t, i, j) ≤ xTΦijx+ 12β2yTUTi Uiy
where ε = min{ε1, ε2}, λmin(Q) denotes the minimal eigen-
value of matrix Q, and
Φii = (Ai +BiKi)
TPii + Pii(Ai +BiKi)
+ ε1PiiBiB
T
i Pii +
N∑
k=1
pi1ikPik +Q,
Φij = (Ai +BiKj)
TPij + Pij(Ai +BiKj)
+ ε2PijBiB
T
i Pij + pi
0
ji(Pii − Pij) +Q
Further, if
LV (x, y, t, i, i) ≤ xTΦiix+ 1
2
β1y
TUTi Uiy
≤ −λ1xTPiix+ λ10yTPiiy (51)
and
LV (x, y, t, i, j) ≤ xTΦijx+ 1
2
β2y
TUTi Uiy
≤ λ2xTPijx+ λ20yTPijy (52)
and (15) and (19) hold, then based on Corollary 3.1, the
conclusion is obtained.
On the other hand, the conditions in (51) and (52) can be
transformed into
(Ai +BiKi)
TPii + Pii(Ai +BiKi) + ε1PiiBiB
T
i Pii
+
N∑
k=1
pi1ikPik +Q+ λ1Pii ≤ 0 (53)
1
2
β1U
T
i Ui − λ10Pii ≤ 0 (54)
(Ai +BiKj)
TPij + Pij(Ai +BiKj) + ε2PijBiB
T
i Pij
+ pi0ji(Pii − Pij) +Q− λ2Pij ≤ 0 (55)
1
2
β2U
T
i Ui − λ20Pij ≤ 0 (56)
where i, j ∈ S and i 6= j. Using P−1ii to pre- and post-
multiply the left term of equation (53) and (54) respectively
and denoting Xii = P
−1
ii , Xij = P
−1
ij , Yii = KiXii and
Yij = KjXij yields (24) and (25).
Similarly, using P−1ij to pre- and post- multiply the left term
of equation (55) and (56) respectively yields (26) and (27). It
is easy to get that (51) and (52) hold, if the LMIs (24)-(27)
hold. By taking proper λi and λi0, i = 1, 2, then there exists q
such that (28) and (29) hold. And further, by solving (24)-(27)
and (15), we can get the control gains Ki, i ∈ S .
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