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Abstract. We define Symplectic cohomology groups FH∗
[a,b]
(E), −∞ ≤ a <
b ≤ ∞ for a class of symplectic fibrations F →֒ E −→ B with closed symplectic
base and convex at infinity fiber. The crucial geometric assumption on the
fibration is a negativity property reminiscent of negative curvature in complex
vector bundles. When B is symplectically aspherical we construct a spectral
sequence of Leray-Serre type converging to FH∗
[a,b]
(E), and we use it to prove
new cases of the Weinstein conjecture.
Keywords: Symplectic fibrations - Floer homology - Serre spectral sequences.
2000 Math. Subject Classification: 53D35 - 53D40 - 55T10.
Contents
1. Introduction 1
2. Negative symplectic fibrations 6
3. Examples 9
4. Fibered symplectic cohomology groups 15
5. Pseudo-gradient vector fields 33
6. Transversality for split almost complex structures 43
7. The spectral sequence 51
Appendix A. On symplectic forms and the taming property 68
References 69
1. Introduction
This paper investigates the behaviour of Symplectic cohomology in a fibered
context. The foundational papers on Symplectic (co)homology are [10, 5, 30], and
recent developments are presented in [28]. The symplectic fibrations F →֒ E π−→ B
that we consider have a closed symplectic base (B, β), a fiber with contact type
boundary and possess a coupling form Ω. In this sense, they are very close to being
Hamiltonian [21]. Moreover, they must satisfy a negativity property reminiscent of
negative curvature in Hermitian vector bundles, as well as a monodromy condition
allowing to define parallel transport along the boundary. We call them in the sequel
negative symplectic fibrations (see Definition 2.1). The total space E is a symplectic
manifold with symplectic form ωǫ = π
∗β + ǫΩ, ǫ > 0 but the boundary is not
necessarily of contact type. It only satisfies a fiberwise convexity condition which
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is nevertheless sufficient for us to define Symplectic homology and cohomology
groups FH
[a,b]
∗ (E) and FH
∗
[a,b](E), −∞ ≤ a < b ≤ +∞. Our definition is a fibered
extension of the one of Viterbo [30] – which corresponds to the case B = {pt.} –
and features the same functorial properties.
We call a symplectic manifold (B, β) symplectically aspherical if we have
∫
f∗β =
0 for any smooth map f : S2 −→ B. We say that (B, β) is monotone if there exists
λ ≥ 0 such that 〈[β], [f ]〉 = λ〈c1(TB), [f ]〉 for any such f . Our main result is the
following.
Theorem A. Assume B is symplectically aspherical and E is monotone. For any
field of coefficients and any choice of real numbers −∞ ≤ a < b ≤ ∞ there exists a
cohomology spectral sequence Ep,qr (a, b) =⇒ FH∗[a,b](E), r ≥ 2 such that
Ep,q2 (a, b) ≃ Hn+p(B;FHq[a,b](F )), n =
1
2
dim B.
The spectral sequence is canonical and the notation FH∗[a,b](F ) stands for a local
system of coefficients with fiber FH∗[a,b](F ). The spectral sequence is compatible
with the truncation morphisms.
The “truncation” morphisms in the statement are canonical morphisms
FH∗[a,b](E) −→ FH∗[a′,b′](E), a ≥ a′, b ≥ b′
induced by the truncation of the range of the Hamiltonian action.
Let
ν = min
{ |〈f∗c1(TE), [S2]〉| : f : S2 −→ E }
be the minimal Chern number of E. The first Chern class of TE is computed with
respect to an almost complex structure which is compatible with the symplectic
form ωǫ. If ν 6= 0 the Floer cohomology groups are only Z/2νZ-graded and the
statement should be understood modulo 2ν. We shall not mention anymore this
grading issue in the course of the paper because it is of a purely formal nature and
has no bearing on the flow of the arguments.
The cohomology spectral sequence is constructed only with field coefficients be-
cause the Symplectic cohomology groups are defined as an inverse limit. We need in
the proof of Theorem A that the inverse limit functor be exact, which is true if the
terms involved in the limit are finite dimensional vector spaces. On the other hand,
the dual homology spectral sequence exists with arbitrary coefficients because the
Symplectic homology groups are defined as a direct limit, which is an exact func-
tor (see Remark 4.22). Unless otherwise mentioned we will use from now on field
coefficients whenever Symplectic cohomology groups are involved.
Let us now introduce the following definition. Given a symplectically aspherical
manifold (M,ω) with boundary of contact type, we say that ∂M is of positive
contact type if every positively oriented closed contractible characteristic γ has
positive action Aω(γ) :=
∫
D2
γ¯∗ω bounded away from zero. Here γ¯ : D2 → M
is any smooth extension of γ : S1 → M (see Section 4.3 for a discussion of this
notion). Our main class of examples is that of convex exact symplectic manifolds.
Let us recall that the homological structure of the fibration (E, π,B, F ) is cap-
tured by the Leray-Serre spectral sequence
LS
Ep,qr ⇒ Hp+q(E, ∂E) with LSEp,q2 ≃
Hp(B;Hq(F, ∂F )), where Hq(F, ∂F ) is the local system of coefficients on B given
by the locally constant presheaf U 7→ Hq(π−1(U), π−1(U) ∩ ∂E).
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Theorem B. If B, E are symplectically aspherical and ∂F is of positive contact
type in F then, for µ > 0 small enough and a < 0 arbitrary, the spectral sequence
Ep,qr (a, µ), r ≥ 2 is canonically isomorphic to the Leray-Serre spectral sequence
LS
En+p,k+qr , n =
1
2 dim B, k =
1
2 dim F . In particular, the local system FH∗[a,µ](F )
is canonically isomorphic to the cohomological local system Hk+∗(F, ∂F ).
Theorem B can be read as a description of the Leray-Serre spectral sequence
in Morse homological terms. A related construction is that of Hutchings [17],
with the notable difference that he views the fibration as being a family of fibers,
while we view it as being an additional structure on the total space. The resulting
generalizations and applications to Floer homology are very different.
The above comparison result yields applications to the Weinstein conjecture.
Under the hypothesis of Theorem B we have FH∗]−∞,µ](E) ≃ H∗(E, ∂E) and there
is a canonical truncation morphism
c∗ : FH∗(E) −→ H∗(E, ∂E),
where FH∗(E) := FH∗]−∞,+∞[(E). The functorial properties of the Symplectic
cohomology groups FH∗[a,b](E) which are summarized in Section 4.3 force dynamical
consequences from algebraic assumptions. The resulting principle concerning the
Weinstein conjecture [31] is the following.
Main principle. If the morphism c∗ is not surjective in maximal degree then
any contact type hypersurface bounding a compact domain in E carries a closed
characteristic, i.e. the Weinstein conjecture holds in E.
In the case B = {pt.} this was proved by Viterbo [30]. His proof carries over
verbatim to our situation once the groups FH∗(E) have been defined and their
functorial properties have been established. Following [30] we call the above con-
dition on c∗ the Strong Algebraic Weinstein Conjecture (SAWC) property.
Remark. The morphism c∗ is defined only if the manifold is aspherical and has
positive contact type boundary. Thus the hypotheses of Theorem B are the most
general ones under which one can apply the Main Principle stated above.
Theorem C. Assume E, B are symplectically aspherical and F has positive contact
type boundary. The SAWC property is inherited from the fiber by the total space.
In particular, if F satisfies the SAWC then the Weinstein conjecture holds in E.
Proof. Under the assumption that the morphism
FH∗(F ) −→ H∗(F, ∂F )
is not surjective in degree 2k = dim F , we have to prove that the morphism
FH∗(E) −→ H∗(E, ∂E) is not surjective in degree 2n + 2k = dim E. Because
H2n+2k(E, ∂E) ≃ H2n(B;H2k(F, ∂F )) and the morphism of spectral sequences
E∗,∗∗ −→ LSE∗,∗∗ respects the bigrading, it is enough to show that the map
H2n(B;FHk(F )) −→ H2n(B;H2k(F, ∂F ))
is not surjective. We apply Poincare´ duality on B and we are left to show that
the map H0(B;FHk(F )) −→ H0(B;H2k(F, ∂F )) is not surjective. We remark now
that parallel transport in E is symplectic and therefore preserves the orientation of
the fibers. This implies that the local system H2k(F, ∂F ) is trivial and therefore
H0(B;H2k(F, ∂F ) ≃ H2k(F, ∂F ). On the other hand H0(B;FHk(F )) is isomor-
phic to a quotient of FHk(F ) (more precisely the quotient by the submodule F ′
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generated by elements of the form Φα(u) − u, where u ∈ FHk(F ), α ∈ π1(B)
and Φα is the monodromy transformation along α – see Section 7.2 for details on
homology with values in a local system). Now the hypothesis implies that the
map FHk(F )/F ′ −→ H2k(F, ∂F ), induced by FHk(F ) −→ H2k(F, ∂F ), is not
surjective. 
The most important class of symplectic manifolds which satisfy the SAWC con-
dition are subcritical Stein domains. In this case we actually know by work of
Cieliebak [4] that Floer (co)homology is zero. We obtain in particular the following
vanishing theorem.
Theorem D. Let E be a negative symplectic fibration with symplectically aspherical
base and subcritical Stein fiber. We have
FH∗(E) = 0
and the Weinstein conjecture holds in E.
In particular, the Weinstein conjecture holds if E is the unit disc bundle of a
Hermitian vector bundle with negative curvature over a symplectically aspherical
base.
Proof. By [4] we know that, if the fiber F is subcritical Stein, we have FH∗(F ) = 0.
The local system giving the E2-term of the spectral sequence in Theorem A has
trivial fiber and therefore E2 = 0, E∞ = 0 and FH
∗(E) = 0. 
Remark. The homological analogue of the conclusion in Theorem D is that
FH∗(E) = 0. If E → B is a negative Hermitian disc bundle as in Definition 3.1
we deduce FH
[µ,∞[
∗ (E) ≃ H∗+n(E, ∂E) ≃ H∗+n−2(B) for n = 12 dim B and
µ > 0 small enough. We have used here the tautological long exact sequence
FH∗(E) → FH [µ,∞[∗ (E) → H∗+(n+1)−1(E, ∂E) → FH∗−1(E) from [30]. This fits
perfectly into the long exact sequence from [2] which relates FH
[µ,∞[
∗ (E) and lin-
earized contact homology HC∗(∂E) ≃
⊕
k≥0H∗−2k(B).
In the case of a trivial fibration the spectral sequence degenerates at E2 by
construction, since the Floer complex on B × F can be identified with the tensor
product of a Morse complex on B with a Floer complex on F . The local system
FH∗(F ) is trivial and we obtain the Ku¨nneth formula (see also [24] for a related
statement).
Theorem E. Let B and F be symplectically aspherical. We have
FH∗(B × F ) ≃ H∗(B;FH∗(F )).

Remark. This result generalizes the one by Hofer and Viterbo [12], who prove the
Weinstein conjecture for E = B × Cℓ, ℓ ≥ 1. We have FH∗(B × F ) = 0 for any
subcritical Stein manifold F , and the Weinstein conjecture holds in B × F by the
Main Principle stated above.
The construction of the spectral sequence is geometric. We choose on B a C2-
small Morse function f and a generic almost complex structure JB . We work on E
with Hamiltonians K whose 1-periodic orbits are nondegenerate and concentrated
in the fibers lying over the critical points of f . We consider on E a modification of
the standard Floer equation having the form
(1) us + Jut = Y ◦ u,
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where J is such that the projection π is (J, JB)-holomorphic and π∗Y = ∇f . This
ensures that the map v = π ◦ u will satisfy the equation
(2) vs + JBvt = ∇f ◦ v.
The main point is that we can choose many such pairs (K,Y ) such that the vector
field
(3) Y(x) = Jx˙− Y ◦ x
defined on the space of contractible loops in E is a strong pseudo gradient for the
action functional AK , i.e.
dAK · Y ≥ α ‖ Y ‖2L2
for some α > 0. This ensures that Floer cohomology can be computed by studying
moduli spaces of solutions of (1) (see Section 4.2). Since the solutions of our pseudo-
gradient Floer equation (1) on the total space E project to solutions of the Floer
equation (2) on the base B, the Floer complex on E can be filtered by the index of
the critical points of f . The resulting spectral sequence is the one in Theorem A.
The proof of Theorem B uses that Morse homology is equal to cellular homol-
ogy as defined in [23, Appendix A.4], provided that the unstable manifolds of the
pseudo-gradient vector field give rise to a CW-decomposition of the underlying man-
ifold (see Section 7.2.1). This last fact was shown to be true by Laudenbach [19]
under the mild assumption that the pseudo-gradient vector field is equal near its
zeroes to the gradient of a quadratic form with respect to the Euclidean metric. We
use Laudenbach’s result also in order to construct the Floer local system FH∗[a,b](F ).
Remark. In the case of a monotone basis our method of construction of the spectral
sequence runs into two kinds of difficulties. The first one is technical and concerns
the proof of the pseudo-gradient property, which involves a time-independent metric
on the base (see Remark 5.7). The second one is conceptual and concerns the
expression of the E2-term, which has to encode quantum homological contributions
from the base.
The paper is structured as follows. We give in Section 2 the definition and first
properties of negative symplectic fibrations. Section 3 contains examples: trivial
fibrations, fibrations associated to loops of compactly supported Hamiltonian dif-
feomorphisms of the fiber, negative vector bundles, convex fibrations as defined
in [6, §2.10].
We give in Section 4 the construction of Symplectic cohomology groups in a
fibered setting (the dual homological construction is sketched in Remark 4.22).
The main difficulty of the construction is the proof of a priori C0-bounds on Floer
trajectories. We emphasize the following two distinctive features of our approach.
(1) We allow admissible Hamiltonians to be “asymptotically linear”. This is
a much larger class than the ones previously considered in Symplectic ho-
mology constructions for arbitrary convex manifolds [5, 30], and generalizes
the class of asymptotically quadratic Hamiltonians in [10].
(2) We consider a generalization of Floer’s equation in which the zero-order
term is modified so that the resulting vector field (3) is a pseudo-gradient
for the action functional.
We need both these degrees of freedom in order to ensure that solutions of the Floer
equation on E project on solutions of the Floer equation on B.
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Sections 5 to 7 deal with the construction of the spectral sequence. We construct
in Section 5 pseudo-gradient vector fields of a special form on the loop space of
E, and we establish in Section 6 transversality within a geometrically meaningful
class of almost complex structures. These technical ingredients are put together in
Section 7. The proof of Theorems A and B is given in subsection 7.6. Subsection 7.2,
in which we explain how local systems of coefficients can be encoded in the Morse
complex, may be of independent interest.
Appendix A contains a proof of the (purely linear) fact that a symplectic form
ω is determined, in its conformal class, by the set of ω-compatible almost complex
structures. This is referred to in Sections 2 and 3.3.
2. Negative symplectic fibrations
Definition 2.1. A locally trivial fibration F →֒ E π−→ B is called a negative
symplectic fibration with contact type boundary fibers (or, for short, negative
symplectic fibration) if the following conditions are satisfied.
(1) the base B is closed and the fiber F has a non-empty boundary.
(2) there exists a 2-form Ω ∈ Ω2(E,R) and a vertical vector field Z defined in
a neighbourhood of ∂E such that:
• (symplectic fibration) Ω is nondegenerate along the fibers and
globally closed;
• (contact type boundary) Z is outward pointing and transverse to
∂E, and satisfies LZΩ = Ω;
• (monodromy) the horizontal distribution H = (ker π∗)⊥Ω is tangent
to ∂E.
(3) (negativity) there is a symplectic form β on B and a nonempty open
subset J ′ ⊂ J (B, β) such that, in a neighbourhood of ∂E, we have
Ω(v, J˜Bv) ≥ 0
for any v ∈ H and any almost complex structure JB ∈ J ′. Here J˜B denotes
the lift of JB to H and J (B, β) is the set of almost complex structures JB
which are compatible with β in the sense that β(·, JB ·) defines a Riemannian
metric.
Notations and terminology. The fiber π−1(b) at a point b ∈ B will be denoted
either by Eb or by Fb. We shall refer to H = (ker π∗)
⊥Ω as the horizontal distri-
bution or the horizontal connection, while V = ker π∗ will be called the vertical
distribution. As H is tangent to ∂E we have a well-defined parallel transport
τγ : Eγ(0)
∼−→ Eγ(1)
associated to any continuous path γ : [0, 1] −→ B. The form Ω will be called the
connection form, while the vector field Z will be called the Liouville vector field
or the Liouville vector field in the fibers. We shall refer to a negative symplectic
fibration as being a tuple (E, π,B, F,Ω, Z, β) or, in order to emphasize the role of
Ω and Z, we shall simply refer to it as a triple (E,Ω, Z).
Remarks. 1. The hypothesis dΩ = 0 implies in particular dΩ(v1, v2, ·) = 0 for
any v1, v2 ∈ V . This in turn is equivalent to the fact that τγ is a symplectic
diffeomorphism, where the symplectic form on Eb is Ωb = Ω|Eb [21, Lemma 6.11].
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2. The conditions LZΩ = Ω and dΩ = 0 imply that Ω is exact in a neighbourhood
of ∂E. The primitive is
Θ = ιZΩ.
Moreover, the assumption that Z is vertical implies
Θ|H ≡ 0.
We denote by Spec(∂E) the set of periods of closed characteristics on ∂E normalized
by the 1-form Θ = ιZΩ.
3. The total space of a negative symplectic fibration is itself a symplectic mani-
fold, with symplectic form
ωǫ = π
∗β + ǫΩ, ǫ > 0 small enough.
4. The boundary ∂E may fail to be of contact type, as we do not suppose that
π∗β is exact in one of its neighbourhoods. This phenomenon happens for example
in trivial fibrations E = B × F . Nevertheless, as we shall see in §4.1, a version of
weak pseudoconvexity still holds and that will be enough in order to make use of
the maximum principle.
5. Let ϕt be the flow of Z. We can trivialize a neighbourhood U of ∂E by the
diffeomorphism
Ψ : ∂E × [1− δ, 1] −→ U ,
(p, S) 7−→ ϕlnS(p).
The condition LZΩ = Ω translates into ϕ
∗
tΩ = e
tΩ. If Θ| denotes the restriction of
Θ to ∂E we have Ψ∗Θ = SΘ| and
Ψ∗Ω = d(SΘ|).
We can therefore complete E to a fibration
Ê = E
⋃
Ψ
∂E × [1,∞[
and define the connection form Ω̂ on Ê by
Ω̂ =
{
Ω on E ,
d(SΘ|) on ∂E × [1,∞[ .
The Liouville vector field Z is transformed by Ψ into S ∂∂S on ∂E × [1 − δ, 1]. We
extend it to ∂E × [1,∞[ as S ∂∂S and we denote the extended vector field by Ẑ.
The (monodromy) condition implies that the horizontal distribution on Ê is
tangent to every level set S = ct, S ≥ 1 − δ. This follows from the fact that ϕt
preserves H , hence the latter is invariant under the flow of S ∂∂S (or, equivalently,
of ∂∂S ). We therefore have
dS|H ≡ 0.
6. One must note that the construction of the manifold Ê only makes use of the
(symplectic fibration) and (contact type boundary) conditions, while the
(negativity) condition ensures that the 2-form ω̂ǫ = π
∗β+ ǫΩ̂ on Ê is symplectic
for ǫ > 0 small enough.
Conversely, let us start with a fibration Ê endowed with a 2-form Ω̂ and a
vertical vector field Ẑ which is complete at infinity, satisfying the (symplectic
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fibration), (contact type boundary) and (negativity) conditions. A com-
pact hypersurface Σ ⊂ Ê that trivializes through the flow of Ẑ a neighbourhood of
infinity as Σ × [1,∞[ will be called a trivializing hypersurface. The choice of any
such Σ gives rise to a fibration E = intΣ which satisfies the same three conditions
above.
7. We have imposed the (monodromy) condition on E in order for the mon-
odromy to be well defined as a symplectic diffeomorphism of the fiber. Note however
that, if one starts directly with Ê as above, the natural condition under which mon-
odromy is well-defined is some uniform non-verticality assumption on H , strictly
weaker than the requirement dS|H ≡ 0. Our choice is motivated by the fact that
trivializing hypersurfaces Σ such that dS|Σ ≡ 0 are a crucial ingredient in the proof
of a priori C0-bounds for the admissible Hamiltonians on Ê that we define in §4.1.
The condition dS|H ≡ 0 along ∂E is equivalent to the fact that the characteristic
distribution on ∂E is contained in the fibers. In particular it coincides with the
characteristic distribution of the restriction of Ω to the fibers. The latter is pre-
served by parallel transport and therefore the Reeb dynamics on the boundary of
the fibrations that we consider in this paper is of Morse-Bott type, with the meaning
that one closed characteristic on ∂Ez, z ∈ B gives rise locally to a family of closed
characteristics on ∂E parametrized by an open subset of the base. The reader has
to keep in mind this geometric picture as a motivation for the construction of the
geometric Hamiltonians in §5.2.
The following result gives a geometric criterion for the (monodromy) condition.
Proposition 2.2. Let (Ê, Ω̂, Ẑ) be a fibration satisfying conditions (symplectic
fibration) and (contact type boundary), with Ẑ complete at infinity. There
is a choice of a trivializing hypersurface Σ in Ê such that H is tangent to Σ if and
only if the monodromy of Ê admits an invariant trivializing hypersurface in the
fiber.
Proof. Assume first that H is tangent to Σ. For any loop γ on B based at b the
monodromy will send Σb = Σ∩Eb diffeomorphically to itself and Σb is obviously a
trivializing hypersurface in Eb.
Conversely, let Σb ⊂ Eb be an invariant trivializing hypersurface. Define Σ =⋃
b′∈B τγbb′ (Σb), where γbb′ is an arbitrary path from b to b
′. It is enough to prove
that τγbb′ (Σb) is independent of γbb′ in order to infer that Σ is smooth and H ⊂ TΣ.
Let therefore γ˜bb′ be another path running from b to b
′. We have
τeγbb′ (Σb) = τγbb′ ◦ τγ−1
bb′
·eγbb′
(Σb) = τγbb′ (Σb).
The last equality makes use of the fact that Σb is monodromy invariant. 
8. One may strengthen the (negativity) condition by requiring Ω to be non-
negative on H for all J˜B where JB ∈ J (B, β). Appendix A shows that this is a
very strong assumption: either Ω is nondegenerate on H and then it is proportional
to π∗β, either H splits at each point into a direct sum of two subspaces which are
symplectic for π∗β and such that Ω vanishes on one of them and is proportional to
π∗β on the other.
Nevertheless, requiring Ω to tame only the almost complex structures belonging
to some nonempty open subset of J (B, β) is enough for the subsequent transver-
sality issues. If the restriction of Ω to H is nondegenerate on ∂E, this follows
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by imposing the (negativity) condition to be true only for one almost complex
structure JB.
3. Examples
3.1. Products. Trivial fibrations E = B × F with B closed symplectic and F
symplectic with contact type boundary are negative symplectic fibrations in the
sense of Definition 2.1. Let πB , πF denote the projections on the two factors, let
ΩF be the symplectic form on F and ZF be the Liouville vector field on F , defined in
a neighbourhood of ∂F . Then Ω = π∗FΩF and Z = (0, ZF ) ∈ TB×TF ≃ T (B×F )
make E into a negative symplectic fibration. We have H = TB × {0} ⊂ T (B × F )
and Ω|H ≡ 0, so the negativity condition is trivially satisfied.
3.2. Hamiltonian diffeomorphisms. Let F →֒ E π−→ B be a Hamiltonian fibra-
tion with contact type boundary fibers and structure group Ham(F, ∂F ), the group
of Hamiltonian diffeomorphisms which fix a neighbourhood of ∂F . A Hamiltonian
fibration admits a canonical coupling form Ω, which in our situation vanishes on
the horizontal distribution near the boundary (see [15]) and makes E into a nega-
tive symplectic fibration. As a special case we mention fibrations F →֒ E −→ S2
defined by elements of π1(Ham(F, ∂F )).
3.3. Negative line bundles.
Definition 3.1. A complex line bundle L −→ B over a closed symplectic mani-
fold (B, β) is called negative if it admits a Hermitian metric h and a Hermitian
connection ∇ such that the curvature 12iπF∇ ∈ Ω2(B,R) is negative:
1
2iπ
F∇(v, JBv) < 0
for any JB ∈ J (B, β) and any nonzero vector v ∈ TB.
Remark. The 2-form − 12iπF∇ is a symplectic form on B representing −c1(L).
Moreover, it tames all almost complex structures that are tamed by β and this
ensures that − 12iπF∇ and β are proportional by a positive constant if dim B ≥ 4
or by a positive function if dim B = 2 (cf. Appendix A). In particular we have
c1(L) = −λ[β], λ > 0 (if dim B = 2 this is true because dim H2(B,R) = 1).
Conversely, assume c1(L) = −λ[β], λ > 0. Then −λβ represents c1(L) and, for
any Hermitian metric h on L, one can find a Hermitian connexion ∇ such that
1
2iπF
∇ = −λβ. In particular − 12iπF∇ tames the same almost complex structures
as β. We have just proved that Definition 3.1 is equivalent to
Definition 3.2. A complex line bundle L −→ B over a closed symplectic manifold
(B, β) is negative if there exists λ > 0 such that
c1(L) = −λ[β].
We note here that the topological type of L is uniquely determined by the choice
of an integral lift of −λ[β]. The preceding discussion shows in particular that, up
to a change of connection, we can assume that − 12iπF∇ = λβ, λ > 0.
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Any linear connection ∇ determines a transgression 1-form θ∇ ∈ Ω1(L\ 0L, R).
Its definition is the following [13]:
θ∇u (u) = 0, θ
∇
u (iu) = 1/2π, u ∈ L \ 0L ;
θ∇|H∇ ≡ 0, with H∇ the horizontal distribution defining ∇.
The transgression form is a primitive for −π∗( 12iπF∇). In our case, this means
dθ∇ = λπ∗β.
On the other hand the restriction of θ∇ to the fibers equals, up to the factor 12π ,
the angular form. If r(u) = |u| is the radial coordinate in the fibers we infer that
Ω = d(r2θ∇)
equals 1πdArea along the fibers. Moreover, Ω extends to a smooth form on L
by Ωz(ξ, ·) = 0, ξ ∈ Tz0L and Ωz|Lz = 1πdArea, z ∈ 0L. This follows from
the expansion Ω = dr2 ∧ θ∇ + r2λπ∗β, with dr2 ∧ θ∇u (ξ, ·) = 0, ξ ∈ H∇u and
dr2 ∧ θ∇u |Lπ(u) = 1πdArea, u ∈ L \ 0L. The vertical vector field
Z(u) =
u
2
satisfies ιZΩ = r
2θ∇, hence LZΩ = Ω. We define
E = {u ∈ L : |u| ≤ 1}.
We claim that E together with Ω and Z as above is a negative symplectic fibration
in the sense of Definition 2.1. The (symplectic fibration) and (contact type
boundary) conditions are clear by construction. The connection being Hermitian,
parallel transport preserves the length of vectors in L hence the (monodromy)
condition is also satisfied. The (negativity) condition follows from the expansion
of Ω, which implies Ω|H∇ = r2λπ∗β with r2λ ≥ 0.
Remark. The dual L∗ of an ample line bundle L over a complex manifold B is
a negative line bundle in the sense of Definition 3.2, with the meaning that there
is a symplectic form β on B such that c1(L∗) = −λ[β], λ > 0. Indeed, Kodaira’s
embedding theorem ensures the existence of an embedding φm : B →֒ PN given by
the sections of L⊗m such that φ∗mO(1) = L⊗m. Let ωFS be the Fubini-Study form
on PN representing c1(O(1)), and define β = φ∗mωFS. Then
c1(L∗) = − 1
m
c1(L⊗m) = − 1
m
φ∗mc1(O(1)) = −
1
m
[φ∗mωFS] = −
1
m
[β].
3.4. Negative vector bundles. Our discussion in this section follows Griffiths [14]
and Kobayashi [18].
Definition 3.3. A complex vector bundle E
π−→ B over a closed symplectic man-
ifold (B, β) is called negative if it admits a Hermitian metric h and a Hermitian
connection ∇ such that the curvature 1iF∇ ∈ Ω2(B,EndE) is negative definite as
a Hermitian matrix:
1
i
F∇(v, JBv) < 0
for any JB ∈ J (B, β) and any nonzero vector v ∈ TB.
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Remark. Negative projectively flat bundles (with curvature −βId) are a particular
case of negative vector bundles.
The projectivized bundle associated to E is
P(E) =
{
(b, [v]) : b ∈ B, v ∈ Eb \ {0}
}
.
Let p : P(E) −→ B and p¯ : p∗E −→ E be the induced projection and the corre-
sponding bundle map. The tautological bundle LE −→ P(E) is the subbundle of
p∗E defined as
LE = {(b, [v], λv) : (b, [v]) ∈ P(E), λ ∈ C}.
Let i : LE −→ p∗E be the canonical inclusion and Φ = p¯ ◦ i. Then
Φ : LE \ 0LE ∼−→ E \ 0E
is a diffeomorphism (respectively a biholomorphism if the bundle E −→ B is holo-
morphic). Its inverse is
Ψ : E \ 0E ∼−→ LE \ 0LE ,
(b, v) 7−→ (b, [v], v).
We show now that, under the negativity condition on E, the line bundle LE is
negative in the sense that there is a canonical connection ∇ which preserves the
induced Hermitian metric on LE , as well as a canonical symplectic form on P(E),
such that Definition 3.1 is satisfied. Moreover, if Ω and Z are constructed on LE
as in the previous section, their pull-backs ΩE = Ψ
∗Ω and ZE = Ψ
∗Z, defined a
priori only on E \ 0E , extend smoothly to E and make
DE = {v ∈ E : |v| ≤ 1}
into a negative symplectic fibration.
E
π

Ψ
''
bb
Φ
p∗E
p¯oo LEioo
π
π 
B P(E)
poo P(E)
3.4.1. Connection on LE . We write P(E)b for the fiber p−1(b), b ∈ B and, for a
connection D, we denote by HD the associated horizontal distribution, or simply
H if there is no danger of confusion.
The connection ∇ canonically defines a parallel transport in P(E) and hence a
horizontal distribution HP(E) with monodromy in PGL(r), r = rk(E). The hori-
zontal distribution H associated to any connection on p∗E canonically decomposes
as
H = Hfiber ⊕Hbase,
where the subspaces Hfiber and Hbase of H are uniquely determined by the condi-
tions
p∗ ◦ π∗Hfiber = 0, π∗Hbase = HP(E).
Note that Hfiber ⊂ T
(
p∗E|P(E)b
)
and Hbase ⋔ T
(
p∗E|P(E)b
)
, b ∈ B. We call them
respectively the components of H along the fibers of P(E) and along the base B.
The distribution Hfiber defines a linear connection on every p
∗E|P(E)b , b ∈ B.
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We can give further details on the preceding decomposition for the induced
connection p∗∇. The associated horizontal distribution is Hp∗∇ = (p¯∗)−1H∇. Any
choice of frame (e1, . . . , er) in Eb gives rise to a trivialization
P(E)b × Cr ∼−→ p∗E|P(E)b ,
(b, [v], (λ1, . . . , λr)) 7−→ (b, [v], λ1e1 + . . .+ λrer).
The associated flat connection does not depend on the choice of frame and its
horizontal distribution is precisely Hp
∗∇
fiber.
Let us now go to LE . Its restriction to any P(E)b is clearly not preserved by
parallel transport along Hp
∗∇
fiber, otherwise LE |P(E)b would be trivial. On the other
hand, LE is preserved, together with the induced Hermitian metric, by parallel
transport along Hp
∗∇
base . This follows from the fact that π∗Hbase = HP(E).
We want to associate to h and ∇ in a canonical way a connection ∇˜ on LE which
preserves the induced Hermitian metric. Its horizontal distribution decomposes as
H˜ = H˜fiber ⊕ H˜base and we define
H˜base = H
p∗∇
base .
Let us define H˜fiber. Each restriction LE |P(E)b, b ∈ B is isomorphic (as a Hermitian
bundle) to the canonical bundle O(−1) −→ Pr−1 endowed with the canonical Her-
mitian metric. The isomorphism is given by the choice of some frame in Eb which is
orthonormal with respect to h. The Chern connection on O(−1) is invariant under
the action of PSU(r) and this implies that the induced connection on LE |P(E)b is
independent of the choice of orthonormal frame. We define its horizontal distribu-
tion to be H˜fiber. With a slight abuse of notation, we can write the decomposition
H˜ = H˜fiber ⊕ H˜base as
H˜ = HO(−1) ⊕Hp
∗∇
base .
3.4.2. Symplectic form on P(E). The curvature of the Chern connection on O(−1)
is −ωFS, with ωFS the Fubini-Study form normalized by 〈[ωFS], [CP 1]〉 = 1. We
infer that
ω = − 1
2iπ
F
e∇
is a 2-form which restricts to ωFS on every fiber P(E)b, b ∈ B. We claim that ω is
actually nondegenerate on P(E). This will define our preferred symplectic form on
P(E).
Firstly we show that T (P(E)b) and HP(E) are orthogonal with respect to ω. This
amounts to proving that HO(−1) and H
p∗∇
base are in involution, as the value of the
curvature at two vectors is given by the vertical projection of the Lie bracket of
their horizontal lifts (see e.g. Gauduchon [13]).
Let u(s, t), s, t ∈ [0, 1] be a parametrized surface on P(E) such that
• u(·, 0) is tangent to some P(E)b, b ∈ B;
• u(·, t) is the parallel transport of u(·, 0) along some curve γ on B with
γ(0) = b.
Let us fix a point q ∈ LE,u(0,0) and a horizontal lift u˜ of u(·, 0) at q. This allows
to lift horizontally every curve u(s, ·) with initial point u˜(s, 0). We still denote by
u˜ the resulting lift of u(·, ·) and we have to show that every u˜(·, t) is horizontal.
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This amounts to show thatHO(−1) is preserved by parallel transport alongH
p∗∇
base .
But HO(−1) corresponds via the isomorphism C
n \ {0} ≃ O(−1) \ 0O(−1) to the
distribution of hyperplanes (C ·v)⊥, v ∈ Cn \{0}, which is clearly preserved by Her-
mitian parallel transport in E. The latter in turn corresponds to parallel transport
along Hp
∗∇
base in LE .
Secondly we show that the negativity condition in Definition 3.3 is equivalent
to the fact that ω is positive on HP(E), with the meaning that ω(X, J˜BX) > 0 for
any nonzero vector X ∈ HP(E), where J˜B is the lift to HP(E) of an almost complex
structure JB compatible with β. We denote X
′ = p∗X and we have
−1
i
F
e∇
(b,[v])(X, J˜BX) = −
1
i|v|2
tv¯ · F p∗∇(X, J˜BX) · v
= − 1
i|v|2
tv¯ · F∇(X ′, JBX ′) · v > 0.
This shows that LE is a negative line bundle in the sense of Definition 3.1. If
θ
e∇ is the transgression 1-form associated to ∇˜, then the connection 2-form and the
Liouville vector field on LE are
Ω = d(r2θ
e∇), Z(u) =
u
2
.
3.4.3. Connection form and Liouville vector field on E. We define
ΩE = Ψ
∗Ω, ZE = Ψ
∗Z.
We claim that ΩE and ZE extend smoothly to the whole of E and they verify
Definition 3.3. The key step is to consider
Θ = Ψ∗
(
r2θ
e∇
)
.
We clearly have Θ|Eb\{0} = Ψ∗
(
r2θ
e∇|P(E)b
)
and we claim that this is the positive
U(r)-invariant Liouville form on Eb. By choosing a unitary frame on Eb we can
work within the explicit model of the biholomorphism Cr \ {0} ≃ O(−1) \ 0O(−1),
v 7−→ ([v], v). We have already mentioned that the horizontal distribution of the
Chern connection on O(−1) corresponds to the distribution of hyperplanes (C ·v)⊥,
v ∈ Cr \ {0} and we therefore have Θv|(C·v)⊥ ≡ 0, Θv(v) = 0, Θv(iv) = |v|
2
2π , or else
stated
Θv =
1
2π
〈iv, ·〉 = 1
2π
r∑
j=1
xjdyj − yjdxj .
As a consequence, Θ extends smoothly over the origin in every fiber. But it is clear
that this argument can be performed in families and the extension is smooth on E
so that dΘ is a smooth extension of ΩE which is closed and equal to
1
πdArea in the
fibers. It is also clear that ZE extends smoothly by 0 over 0E, with ιZEΩE = Θ.
This accounts for the (symplectic fibration) and (contact type boundary)
conditions. The (monodromy) condition is automatic as the connection ∇ was
supposed from the very beginning to be Hermitian. In order to verify the (nega-
tivity) condition let us recall that Φ∗H˜base = H
∇. We then have(
Ψ∗Ω
)|H∇ = Ψ∗(Ω| eHbase) = Ψ∗(λr2(π∗ω)| eHbase) = λr2Ψ∗π∗(ω|HP(E)).
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Let JB ∈ J (B, β) and denote J˜B the lift to H∇ and J ′B the lift to HP(E). Let
X be a vector field on B and denote X˜ the lift to H∇ and X ′ the lift to HP(E). We
have π∗Ψ∗X˜ = X
′ and therefore
ΩE(X˜, J˜BX˜) = Ψ
∗Ω(X˜, J˜BX˜) = λr
2ω(X ′, J ′BX
′),
or
ΩE
∣∣
(b,v)
(X˜, J˜BX˜) = − 1
2iπ
tv¯ · F∇(X, JBX) · v.
The last expression is positive for v 6= 0.
Remark. The case of projectively flat negative vector bundles (with curvature
equal to −iβId) corresponds precisely to a connection form ΩE which depends only
on |v| (and, of course, on b).
3.5. Convex fibrations. We explain now a variation on an example from [6, §2.10].
Let G be a compact Lie group with Lie algebra g. Let X
π−→ B be a principal
G-bundle with connection θA ∈ Ω1(X, g). We denote by FA ∈ Ω2(B,X ×ad g) its
curvature and by HorA its horizontal distribution. We assume that B is symplectic
with symplectic form β.
Let (F, ωF ) be a symplectic manifold endowed with a Hamiltonian action of G
with moment map φF : F −→ g∗. We impose the following conditions.
• (G - contact type boundary) the boundary ∂F is G-invariant and
admits a G-invariant Liouville vector field Z which is also conformal for
the moment map:
dφF · Z = φF .
• (G - negativity) there exists JB ∈ J (B, β) such that
〈FA(X, JBX), φF (f)〉 ≤ 0
for all X ∈ HorA and f in a neighbourhood of ∂F .
Remark. The (G - negativity) condition is related to Weinstein’s notion of
fat bundles i.e. G-principal bundles admitting a connection θA such that the two
form 〈FA(·, ·), η〉 is nondegenerate for all nonzero η ∈ g∗. The (G - negativity)
condition is also the crucial ingredient of the construction in [6].
We claim that the associated bundle
XF = X ×G F
is a negative symplectic fibration. In order to see this we recall Weinstein’s construc-
tion of symplectic fibrations through symplectic reduction as explained in [15, §2].
The connection HorA defines the subbundle
M = {η ∈ T ∗X : η|HorA = 0} ⊂ T ∗X.
One can show that M ≃ X × g∗. In any case, M inherits from T ∗X a 2-form ωΓ
which restricts to the canonical symplectic form on the fibers Xb×g∗ ≃ T ∗G. Then
M × F is a Hamiltonian G-space with moment map
φ(x, η, f) = φF (f) + η.
The zero set φ−1(0) is naturally identified with X×F and the symplectic reduction
φ−1(0)/G is isomorphic to XF . The (pre)symplectic form ωΓ+ωF on M ×F is G-
invariant, and the same is true for its restriction to φ−1(0). Moreover, for any ξ ∈ g
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we have ι(ξM , ξF )(ωΓ+ωF ) = −d〈φF+pr2, ξ〉 = 0 on φ−1(0), hence (ωΓ+ωF )|φ−1(0)
is the pull-back of a (pre)symplectic form on M ×G F = XF which we denote by
ωΓ,F . We have denoted by ξM , ξF the infinitesimal generators of the action of G
on M and F respectively. The form ωΓ,F restricts to the symplectic form ωF in
the fibers of XF . We define
Ω = ωΓ,F .
The (negativity) condition for ωΓ,F is now equivalent to the (G - negativity)
condition above because ωΓ,F acts at a point [x, f ] ∈ XF as −〈φF (f), FA(x)(·, ·)〉
(cf. [15]). One can also prove that the horizontal distribution of ωΓ,F is the dis-
tribution induced by the connection θA. On the other hand, parallel transport
τγ along a curve γ in B with respect to the latter horizontal distribution acts as
τγ([x, f ]) = [τγ(x), f ]. Because ∂F is invariant under G we infer that parallel trans-
port preserves ∂XF = X×G ∂F and the (monodromy) condition is satisfied. The
(symplectic fibration) condition is satisfied by construction of XF and we are
left to verify the (contact type boundary) condition. The natural Liouville
vector field on X × F is
Z¯(x,η,f) = (0, β, Zf).
By G-invariance Z¯ descends to a Liouville vector field on XF provided it is tangent
to φ−1(0), and this is equivalent to φF (f) = dφF (f) ·Zf in a neighbourhood of ∂F .
Moreover, if the last condition holds then verticality in XF is automatic.
Remark. Negative vector bundles, seen as associated bundles of the corresponding
frame bundles, are a special instance of the above construction.
4. Fibered symplectic cohomology groups
We define now the Floer or Symplectic cohomology groups FH∗(E) for negative
symplectic fibrations. The key concept is that of an asymptotically linear Hamil-
tonian, and from this point of view our definition can also be thought of as a bridge
between the one of Viterbo [30], who uses Hamiltonians that are linear at infinity,
and the one of Floer and Hofer [10], who use Hamiltonians that are asymptotically
quadratic on Cn (with the somewhat surprising remark that “quadratic” is the
same as “linear” after the change of variables S = r2).
The main feature of the Floer cohomology groups that we define in this paper is
that they have the same functorial properties as those of Viterbo in [30] (see §4.3).
Convention. We shall assume in this section that the form ωǫ is symplectic for
0 < ǫ ≤ 1. For clarity we drop the subscript ǫ and work with ω = ω1.
4.1.Admissible Hamiltonians and almost complex structures. C0-bounds.
The crucial ingredient of the construction is the proof of a priori C0-bounds for
solutions u : R× S1 −→ Ê of the equation
us + Ĵ(s, t, u)(ut −XH(s, t, u)) = 0,(4)
−∞ < inf
s∈R
AH(s)(u(s)), sup
s∈R
AH(s)(u(s)) < +∞.(5)
Here H(s, t, u), Ĵ(s, t, u) is a homotopy of Hamiltonians and almost complex
structures on which we impose additional constraints as described below. The
constraints on H and Ĵ , as well as the proofs of the C0-estimates, are adapted from
the papers of Cieliebak, Floer and Hofer [5, 10].
A point u ∈ Ê which belongs to ∂E × [1,∞[ will be denoted u = (u¯, S).
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Definition 4.1. Let (Σ, λ) be a contact manifold. The manifold(
Σ×]0,∞[, d(Sλ)), S ∈]0,∞[
is called the symplectic cone over Σ. The Reeb vector field XReeb on Σ is defined
by ιXReebdλ ≡ 0, λ(XReeb) = 1. The contact distribution ker λ is denoted by ξ. An
almost complex structure J on Σ×]0,∞[ is called standard if
J(u¯,S)(
∂
∂S
) =
1
CS
XReeb(u¯),
J(u¯,S)(XReeb(u¯)) = −CS ∂
∂S
,(6)
J(u¯,S)|ξ = J0,
where J0 is an almost complex structure compatible with dλ on ξ and C > 0 is a
positive constant.
Standard almost complex structures are precisely the ones that are preserved
by homotheties in the S variable. As an example, for Σ = S2n−1(1) ⊂ Cn and
λ = 12
∑
xidyi − yidxi, the manifold
(
Σ×]0,∞[, d(Sλ|)) is symplectomorphic to(
Cn \ {0},∑dxi ∧ dyi) through the map (u¯, S) 7−→ ϕlnSX (u¯). Here ϕtX stands for
the flow of X(z) = 12z. The inverse map satisfies S(z) =
√|z| and the canonical
complex structure on Cn \ {0} translates into a standard almost complex structure
on Σ×]0,∞[ which satisfies (6) with C = 4.
The metric d(Sλ)(·, J ·) associated to a standard almost complex structure will
be called conical. The following homogeneity property is straightforward:
(7)
∣∣v + a ∂
∂S
∣∣2
(u¯,S)
= S
∣∣v + a
S
∂
∂S
∣∣2
(u¯,1)
, v ∈ Tu¯Σ, a ∈ R.
Definition 4.2. Let F →֒ E π−→ B be a fibration satisfying the assumptions (sym-
plectic fibration) and (contact type boundary). Let H be the horizontal
distribution on Ê. An almost complex structure J on ∂E × [1,∞[ is called (stan-
dard) split if
J = JV ⊕ J˜B,
where JV is a (standard) almost complex structure in the fibers and J˜B is the lift
to H of an almost complex structure JB on B which is β-tame.
The thrust of the present section is that the a priori C0-bounds on Floer trajec-
tories (and ultimately a variant of the maximum principle) hold in Ê with respect
to almost complex structures that are standard split at infinity.
Definition 4.3. An admissible homotopy of almost complex structures on Ê is
a smooth family Ĵ(s, t), s ∈ R, t ∈ S1 of almost complex structures tamed by
ω = π∗β +Ω such that the following conditions hold.
(i) Ĵ is standard split for S large enough, i.e. there exists R ≥ 1 such that
(8) Ĵ(s, t, u¯, S) = JV (s, t, u¯, S)⊕ J˜B(s, t, u¯), S ≥ R.
(ii) Ĵ is constant for |s| large enough, i.e. there exists s0 > 0 such that
(9)
Ĵ(s, t, u) = J−(t, u), s ≤ −s0,
Ĵ(s, t, u) = J+(t, u), s ≥ s0.
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Here JV is a standard almost complex structure in the fiber and J˜B is the hori-
zontal lift of an almost complex structure JB on B which is β-tame.
We now define admissible homotopies of Hamiltonians. In the usual setting of
Floer homology, these are functions H(s, t, u¯, S), s ∈ R, t ∈ S1 with a special as-
ymptotic behaviour that ensures compactness for the moduli spaces of finite energy
solutions of Floer’s equation us = −∇AH(s,·)(u(s, ·)). Here
AH(s,·)(x) = −
∫
D2
x¯∗ω −
∫
S1
H(s) ◦ x
is the symplectic action defined on the space Λ0Ê of 1-periodic contractible loops
in Ê, x¯ denotes an extension of the loop x over a disc and the L2-gradient of AH is
∇AH(x) = Ĵ x˙−∇H(x).
The construction of the spectral sequence will crucially require the use of negative
pseudo-gradient trajectories for the action functional. We shall be interested in
solutions u(s, t) of
(10) us = −Y(u(s, ·)),
(11) −∞ < inf
s∈R
AH(s)(u(s)), sup
s∈R
AH(s)(u(s)) < +∞,
where Y is a pseudo-gradient for some action functional AH on Λ0Ê, i.e.
dAH(x) · Y(x) ≥ 0,
with equality if and only if the loop x is a critical point of AH (hence a periodic
orbit of XH). We shall actually need the stronger pseudo-gradient condition
dAH(x) · Y(x) ≥ a2 ‖ Y(x) ‖2, a > 0,
with Y and ∇AH having the same zeroes. We shall use vector fields Y of the type
(12) Y(x) = Ĵ x˙− Y (x),
where Y is a vector field on Ê. The vector field Y will therefore be, along with
the Hamiltonian H , part of the data defining an admissible deformation. In the
following we let X = Xv + Xh be the decomposition of a vector X ∈ T Ê in its
vertical and horizontal parts.
Definition 4.4. Let Ĵ be an admissible homotopy of almost complex structures.
An admissible pseudo-gradient deformation consists of a one parameter family
H(s, t, u), s ∈ R, t ∈ S1 of Hamiltonians and of a one parameter family of vector
fields Y (s, t, u) on Ê, which satisfy the following properties.
(i) (strong pseudo-gradient) Let
Y(s, x) = Ĵ(s)x˙− Y (s) ◦ x.
We require the existence of a function a : R −→ [0,∞[ with nowhere dense
vanishing locus such that, for every loop x ∈ Λ0Ê, we have
(13) dAH(s)(x) · Y(s, x) ≥ a(s)2 ‖ Y(s, x) ‖2
bJ(s)
.
Moreover, Y(s, x) is required to have the same critical points as ∇AH(s).
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(ii) (monotonicity) H is increasing
(14)
∂H
∂s
(s, t, u) ≥ 0
and there exists s0 > 0 such that
(15)
H(s, t, u) = H−(t, u), Y (s, t, u) = Y−(t, u), a(s) = a− > 0, s ≤ −s0,
H(s, t, u) = H+(t, u), Y (s, t, u) = Y+(t, u), a(s) = a+ > 0, s ≥ s0.
(iii) (asymptotes) There exists f(s, u¯) : R×∂E −→]1−δ,∞[ so that the function
F (s, u¯, S) = Sf(s, u¯) satisfies
|Y v − (∇F )v|JV /
√
S −→ 0,(16)
|∇H −∇F |JV ⊕ eJB/
√
S −→ 0,(17) ∣∣∣∣ ∂2H∂s∂S − ∂2F∂s∂S
∣∣∣∣ −→ 0, S −→∞,(18)
uniformly in s, t and u¯. Moreover, the function f is required to satisfy the
following conditions:
• For every s ∈ R and every large constant c, the horizontal distribution
H is tangent to
(19)
(
graph c/f(s)
) ⊂ ∂E×]1− δ,∞[.
• There exists s0 > 0 such that
f(s, u¯) = f−(u¯), s ≤ −s0,(20)
f(s, u¯) = f+(u¯), s ≥ s0 .
• The vector fields XF± have no 1-periodic orbits at infinity, where
(21) F±(u¯, S) = Sf±(u¯).
•
(22) ∂sf ≥ 0.
• If the 1-periodic orbits of XF (bs) are not contained in a compact set,
then
(23) ∂sf |s=bs ≥ ǫ(ŝ) > 0.
(iv) (boundedness) There exists a constant c > 0 such that
(24) |Y h|β, eJB ≤ c,
(25) |∂tY (s, t, u¯, S)|JV ⊕ eJB ≤ c(1 +
√
S),
(26) |∇XY (s, t, u¯, S)|JV ⊕ eJB ≤ c|X |JV ⊕ eJB , X ∈ T(u¯,S)
(
∂E × [1,∞[).
Remarks.
1. Condition (19) is equivalent to saying that the graph of f(s) restricted to
some fiber is a monodromy invariant hypersurface, and determines the values of
f(s) on the whole of ∂E through parallel transport along H . This condition is
clearly void if the base B is a point. In case the base B is not a point it ensures
that XF (s), s ∈ R is preserved by parallel transport along H , being colinear with
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the Reeb vector field on the level sets c/f(s), c >> 1. We shall crucially use this
fact in the proof of Proposition 4.8.
2. Condition (21) means that, for any choice of a large enough constant c, the
graphs of c/f± have no closed characteristics of period 1. This can be achieved for
example if f± are equal to constants not belonging to the period spectrum of ∂E
(this is a generic condition).
3. The pseudo-gradient condition (13) obviously holds with a(s) ≡ 1 in case
Y(s, x) = ∇ bJ(s)AH(s)(x), which corresponds to the usual Floer equation.
4. The function F defined above satisfies
|XF |ω = O(
√
S).
5. The above conditions are satisfied in the s-independent case by vector fields
Y = ∇h+∇˜f , where h = h(S) is linear for S big enough and f : B −→ R is a smooth
function. We must take in this case F = h and H = h + f˜ . The pseudo-gradient
property is the only nontrivial one, and we refer to §5 for a proof. There are two
other nonempty properties, namely (24) which holds since Y h = J˜BX˜f , and (17)
which holds because |Xf | eJB is bounded. This in turn is implied by the fact that
Ω|H0 = SdΘ|H0 , hence the component of Xf on some nondegeneracy subspace of
Ω|H0 goes to zero as S → ∞, whereas the component on the degeneracy subspace
stays bounded.
The proof of the C0-bounds follows the arguments in [10]. We recall the notations
and a crucial technical result therein.
Let α : R× S1 −→ R be a smooth function. Let δ > 0. We denote by Γδ the set
of all sequences (sk)k∈Z such that
(27) 0 < sk+1 − sk ≤ δ, k ∈ Z,
sk −→ ±∞, k −→ ±∞.
For s = (sk) ∈ Γδ we define
[α]s = sup{α(sk, t) : k ∈ Z, t ∈ S1}.
Let
[α]δ = inf{[α]s : s ∈ Γδ}.
Proposition 4.5 ([10], Prop. 8). Let A, B, λ ≥ 0 be nonnegative real numbers
and let δ > 0 satisfy
δ2λ < π2.
There exists a positive constant C = C(A,B, λ, δ) > 0 such that, for any function
α : R× S1 −→ [0,∞[ satisfying
−∆α− λα ≤ A on R× S1,
[α]δ < B,
we have
sup{α(s, t) : (s, t) ∈ R× S1} ≤ C.
This is a key result involving the maximum principle, which is unavoidable in
the proof of the C0-bounds for all versions of Floer homology defined on open
manifolds. Proposition 4.5 will be applied to the function α = S ◦ u, with u an
arbitrary solution of (10 - 11), and will ultimately yield the following result.
20 ALEXANDRU OANCEA
Theorem 4.6 (a priori C0-bound; compare [10], Thm. 12). Let Ĵ , H and Y satisfy
conditions (8 - 9) and (13 - 26). There is a constant d = d(Ĵ , H, Y ) > 0 such that
any solution of
us + Ĵ(s, t, u)ut − Y (s, t, u) = 0,
−∞ < inf
s∈R
AH(s)(u(s)), sup
s∈R
AH(s)(u(s)) < +∞
satisfies
(28) sup
(s,t)∈R×S1
S ◦ u(s, t) ≤ d.
The rest of this section is devoted to the proof of Theorem 4.6.
Notation.
1. a. We extend the function
√
S, which is canonically defined on ∂E× [1−δ,∞[,
to a smooth function on the whole of Ê as follows. Consider a strictly increasing
smooth bijective map ρ : [1 − δ, 1] −→ [0, 1] whose derivatives vanish at infinite
order at 0 and 1. Our smooth extension of
√
S is defined to be equal to ρ(S)
√
S
on ∂E × [1 − δ,∞[, and identically equal to zero on Ê \ ∂E × [1 − δ,∞[. We still
denote this smooth extension by
√
S, and its square is a well defined function on
Ê which we denote by S.
1. b. Every point u ∈ ∂E × [1 − δ,∞[ can be uniquely written as u = (u¯, S),
u¯ ∈ ∂E × {1 − δ}. The map u 7−→ u¯ continuously extends as the identity over
E \ ∂E × [1− δ, 1] and we denote the extension again by u 7−→ u¯.
1. c. Every point u ∈ Ê is now uniquely characterized by the pair (u¯, S) and we
shall identify the two in the sequel.
2. We define the following three norms.
|X |2β = Ω(Xv, JVXv) + π∗β(Xh, J˜BXh),
|X |2ω = Ω(Xv, JVXv) + ω(Xh, J˜BXh),
|X |2Ω = Ω(Xv, JVXv) + Ω(Xh, J˜BXh).
The last expression only defines | · |Ω as a semi-norm on H . Its utility will
nevertheless become appearant in the sequel. The above norms all satisfy the
homogeneity property (7) along the vertical distribution, whereas on the horizontal
distribution, which is preserved by the Liouville flow, they satisfy the inequality
(29) |Xh|2(u¯,S) ≤ S|Xh|2(u¯,1), S ≥ 1.
Convention. The default norm used in the sequel is | · |ω.
3. We define
L2(S1, Ê) = {x : S1 −→ Ê measurable :
√
S ◦ x ∈ L2(S1,R)},
H1(S1, Ê) = {x ∈ L2(S1, Ê) : ˙¯x ∈ L2(x∗TE),
√
S ◦ x ′ ∈ L2(S1,R)}.
Here Ê is endowed with the metric 〈X,Y 〉ω = 12
(
ω(X, JY ) + ω(Y, JX)
)
, J =
JV ⊕ J˜B and with its associated Lebesgue measure. The meaning of the condition
˙¯x ∈ L2(x∗TE) is the following: ˙¯x is well defined as a distribution once we choose
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an embedding of E into some Euclidean space. We require it to be an L2 function
and this does not depend on the choice of the embedding.
Lemma 4.7. There is a compact embedding
H1(S1, Ê) →֒ C0(S1, Ê).
Proof. Let (yk) be a sequence in H
1(S1, Ê). We denote Sk = S ◦yk. The embedding
H1(S1,R) →֒ C0(S1,R) is compact and therefore a subsequence of √Sk converges
uniformly to a continuous function
√
S0. As a consequence, the corresponding
subsequence of yk takes values in a compact set Êc = {S ≤ c}. The embedding
H1(S1, Êc) →֒ C0(S1, Êc) is again compact and we get a subsequence converging
uniformly to a continuous limit y, with S ◦ y = S0. 
Proposition 4.8 (compare [10], Lemma 10). Let Ĵ , H and Y satisfy conditions
(8 - 9) and (13 - 26). Let s ∈ R be such that a(s) > 0. For any choice of c > 0
there is a constant d = d(c, s) > 0 such that, if we have
(30) dAH(s)(x) · Y(s, x) +
∫ 1
0
∂H
∂s
(s, t, x(t))dt ≤ c
for some x ∈ H1(S1, Ê), then
(31) ||x||H1 ≤ d.
We have denoted ||x||2H1 = ||
√
S ◦ x||2H1 + || ˙¯x||2L2 for some fixed embeding of E in a
Euclidean space.
Remark. The statement is false if a(s) is allowed to vanish. As a counterexample
one can consider a weak pseudo-gradient vector field of the form Y = JVXh+J˜BX˜f
as in §5, where h = h(S) has critical slope at infinity. The expression (30) is
bounded if x is a periodic orbit, but x can nevertheless go to infinity.
Note also that, if a(s) ≥ a0 > 0 and c ≤ c0 <∞, then d(c, s) ≤ d(a0, c0).
Proof. The strong pseudo-gradient condition (13) implies that ‖ Y(s, x) ‖2
bJ(s)
is
bounded by c′ = c/a(s)2. The asymptotic behaviour of Ĵ ensures that the norms
| · |β,ω,Ω defined with respect to Ĵ(s, t), s ∈ R, t ∈ S1 are equivalent to the cor-
responding norms defined with respect to some fixed almost complex structure J
which is standard split at infinity. Moreover, the operator norm of Ĵ is bounded.
We can therefore assume in the sequel, without loss of generality, that Ĵ = J .
Claim 1. If ‖ Y(x) ‖L2 and ‖
√
S ◦ x ‖L2 are bounded, then ‖ x ‖H1 is bounded.
Proof of Claim 1. We remind that Y(x) = Jx˙ − Y (x) and we have |Y |ω ≤
c¯1(1 +
√
S). The hypothesis implies therefore that ‖ x˙ ‖L2 is bounded.
Let S(t) = S ◦ x(t). At a point t where S(t) ≥ 1 we have x(t) = (x¯(t), S(t)) and
|x˙(t)|2 = | ˙¯x(t)|2x(t) + |S′(t) ∂∂S |2 = | ˙¯x(t)|2x(t) + S′(t)2/S(t). This ensures
√
S
′ 2 ≤
1
4 |x˙(t)|2. At a point t where S(t) ≤ 1 we have
√
S
′ 2
=
[
d(
√
S) · x˙(t)]2 ≤ c|x˙(t)|2,
the norm of d
√
S being bounded on E.
On the other hand we clearly have | ˙¯x(t)| ˙¯x(t) ≤ | ˙¯x(t)|x(t) ≤ |x˙(t)| at a point t
where S(t) > 0, while for S(t) = 0 we have ˙¯x(t) = x˙(t) hence | ˙¯x(t)| = |x˙(t)|.
This shows that ‖ x˙ ‖L2 bounds ‖
√
S
′ ‖L2 and ‖ ˙¯x ‖L2. Claim 1 is proved.
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We are left to prove that ‖ √S ◦ x ‖L2 is bounded. Arguing by contradiction,
let us suppose the existence of a sequence (sk, xk) such that
(32) ‖
√
S ◦ xk ‖−→ ∞,
‖ Y(sk, xk) ‖2≤ c′,
∫ 1
0
∂H
∂s
(sk, t, xk(t))dt ≤ c.
By (15) we can suppose sk −→ ŝ. Let Sk = S ◦ xk and λk =‖
√
Sk ‖ /Λ, with
Λ > 1 a constant to be chosen below.
Claim 2. The sequence vk(t) = (x¯k(t), Sk(t)/λ
2
k) has a uniformly convergent
subsequence.
Proof of Claim 2. Let S˜k = S ◦ vk. We have ‖
√
S˜k ‖= Λ < ∞ and, by
Lemma 4.7, it is enough to prove that ‖ v˙k ‖ is bounded. We shall drop the
subscript k in the next paragraph. For S > 0 we denote by So (resp. S˜o) the
“true” S-coordinate corresponding to S (resp. S˜), with values in ]1 − δ,∞[ and
with respect to which the homogeneity property (7) is verified.
We first prove the following inequality, with the convention S˜o/So = 1 if S = 0:
(33) |v˙(t)|2 ≤ c¯ S˜
o
So
|x˙|2Ω + | ˙¯xh|2β ,
where c¯ ≥ 1 is some constant. At a point t where S(t) = 0 we have v˙ = x˙ and (33)
is clear. Let us examine the situation at a point t where S(t) > 0. After expansion
(33) reduces to
(S˜o′)2
S˜o
≤ c¯ S˜
o
So
(So′)2
So
,
which is equivalent to
(34)
∣∣ S˜o′
S˜o
∣∣ ≤ c¯1∣∣So′
So
∣∣.
We prove (34) under the assumption that S˜o′ and So′ are both strictly positive
(note that they necessarily have the same sign). The proof applies as such to the
negative case as well.
We have So = g(S) where g :]0,∞[−→]1−δ,∞[ is a strictly increasing diffeomor-
phism, with g(y) = y for y ≥ 1 and g′(0+) =∞. The inverse f = g−1 has to vanish
at infinite order at 1− δ and has as typical profile f(x) = exp (− 1/(x− (1− δ))).
Therefore g can be chosen to be equal to g(y) = (1 − δ) − 1/ ln y near 0, say on
]0, ǫ], with g′(y) = 1/y(ln y)2, whereas on [ǫ, 1] we have 0 < c ≤ g′ ≤ C.
a. Assume 0 < S ≤ 1. This means that S˜o and So belong to ]1 − δ, 1]. It is
enough to prove that, for any λ ≥ 1, we have g′(S/λ) ≤ c¯2λg′(S) for some constant
c¯2 > 0. Now:
• If S ∈]0, ǫ] we have g′(S) = 1/S(lnS)2 and g′(S/λ) ≤ λg′(S).
• If S ∈]ǫ, ǫλ] we have g′(S/λ) ≤ ǫλ/S · g′(ǫ) ≤ λC ≤ λC/c · g′(S).
• If S ∈]ǫλ, 1] we have g′(S/λ) ≤ C/c · g′(S) ≤ λC/c · g′(S).
b. Assume S ≥ 1. We have to prove that S/λ · g′(S/λ) ≤ c¯2g(S/λ), λ ≥ 1.
• If 1 ≤ S ≤ ǫλ then S/λ · g′(S/λ) ≤ 1/(ln ǫ)2 ≤ 1/(1− δ)(ln ǫ)2 · g(S/λ).
• If 1 ≤ ǫλ ≤ S ≤ λ we have S/λ · g′(S/λ) ≤ 1 · C ≤ C/(1− δ) · g(S/λ).
• If S ≥ λ we have g′(S/λ) = 1 and S/λ = g(S/λ).
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Inequality (33) is now proved.
We can now proceed to the proof of Claim 2. We have
‖ v˙ ‖2 =
∫
eS(t)≤1
|v˙(t)|2dt+
∫
eS(t)>1
|v˙(t)|2dt
≤ 2
∫
eS(t)≤1
c¯
S˜o
So
|x˙− JY ◦ x|2Ω + c¯
S˜o
So
|JY ◦ x|2Ω + | ˙¯xh − JY ◦ xh|2β + |JY ◦ xh|2β
+2
∫
eS(t)>1
1
λ2
|x˙− JY ◦ x|2Ω +
1
λ2
|JY ◦ x|2Ω + | ˙¯xh − JY ◦ xh|2β + |JY ◦ xh|2β
≤ 2
(
c¯ ‖ x˙− JY ◦ x ‖2 + ‖ JY ◦ xh ‖2β +
∫
eS(t)≤1
c¯
S˜o|JY ◦ x|2Ω
So
+
∫
eS(t)>1
|JY ◦ x|2Ω
λ2
)
.
We claim that all four terms in the last sum are bounded. The first equals
‖ Y ◦ x ‖. The second is bounded by assumption (24) on Y h. In the third term
we have S˜o ≤ 1 whereas |JY ◦ x|2Ω/So is bounded, as seen in the proof of Claim 1.
Finally, the fourth term is bounded by Cλ2 ‖
√
S ◦ x ‖2L2= CΛ and Claim 2 is proved.
After going to a subsequence we can now assume that vk
C0−→ v with v continuous.
Claim 3. We have S ◦ v > 1 if Λ is big enough.
We prove Claim 3 after having proved Claim 4 below.
Let now U ⊂ B be a ball such that v ⊂ Ê|U , hence vk ⊂ Ê|U for k large
enough. The existence of U follows from the contractibility of the vk’s. Choose a
radial contraction of U onto b ∈ U and consider the associated parallel transport
τ : Ê|U −→ Êb. We define v˜ = τ ◦ v, v˜k = τ ◦ vk, x˜k = τ ◦ xk, ˜¯xk = τ ◦ x¯k. We
clearly have x˜k = (˜¯xk, Sk) and v˜k = (˜¯xk, Sk/λ2k).
Claim 4. We have ‖ ˙˜vk −XF (bs)(t, v˜) ‖Ω−→ 0.
Proof of Claim 4. We write in this paragraph F for F (ŝ) and we recall that, by
condition (19), the vector field XF is vertical (and colinear to the Reeb vector field
on the level surfaces of F ). We have
(35) ‖ ˙˜vk −XF (v˜) ‖Ω= 1
λk
‖ ˙˜xk −XF (λ2kv˜) ‖Ω,
due to the homogeneity property of the conical metric. We also have
1
λk
‖ ˙˜xk −XF (λ2kv˜) ‖ ≤
1
λk
( ‖ ˙˜xk − JY vert(x˜k) ‖ + ‖ (JY vert −XF )(x˜k) ‖ )
+
1
λk
‖ XF (λ2k v˜k)−XF (λ2kv˜) ‖ .
The first term of the right hand side is bounded by 1λk ‖ Y(x) ‖ and goes to zero
as k goes to infinity. The second term goes to zero with k by (16). The third term
is bounded by ‖ XF (v˜k) −XF (v˜) ‖Ω and therefore also goes to zero. This proves
Claim 4.
A direct consequence of Claim 4 is that ˙˜v = XF (v˜). Indeed, we have ˙˜vk
L2−→
XF (v˜) and v˜k
L2−→ v˜. This implies ˙˜v ∈ L2 and ˙˜v = XF (v˜).
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Proof of Claim 3. We choose Λ > 1 such that Λ2 · min f(s, u¯) > max f(s, u¯).
There exists t0 such that S(v(t0)) = Λ
2. Suppose by contradiction that S(v(t)) = 1
for some t and let t1 be the smallest such t with S◦v > 1 on [t0, t1[ and S(v(t1)) = 1.
The same argument as in the proof of Claim 4 can be applied on the interval [t0, t1[
instead of S1 in order to show that ˙˜v = XF (v˜) on this interval. In particular the
image of [t0, t1] under v˜ is located on the level S(v˜(t0))f(ŝ, ¯˜v(t0)) = Λ
2f(ŝ, ¯˜v(t0)) >
f(ŝ, ¯˜v(t1)). In particular S(v˜(t1))f(ŝ, ¯˜v(t1)) > f(ŝ, ¯˜v(t1)), which means S(v(t1)) >
1. This is a contradiction and Claim 3 is proved.
At this point we have exhibited a 1-periodic orbit v˜ for XF , living on an arbi-
trarily large level. This ensures by (23) that ∂f∂s (ŝ) ≥ ǫ > 0. We shall put to work
the hypothesis
∫ 1
0
∂H
∂s ≤ c in order to derive a final contradiction and complete the
proof of Proposition 4.8. We first compute:
∂H
∂s
(s, t, x¯, S)
=
∫ 1
0
d
dγ
∂H
∂s
(s, t, x¯, γS + 1− γ)dγ + ∂H
∂s
(s, t, x¯, 1)
=
∫ 1
0
∂2H
∂s∂S
(s, t, x¯, γS + 1− γ) · (S − 1)dγ + ∂H
∂s
(s, t, x¯, 1)
=
∫ 1
0
( ∂2H
∂s∂S
(s, t, x¯, γS + 1− γ)− ∂
2F
∂s∂S
(s, t, x¯, γS + 1− γ)
)
· (S − 1)dγ
+
∂H
∂s
(s, t, x¯, 1) + ∂sf(s) · (S − 1).
We have used ∂
2F
∂s∂S = ∂sf . On the other hand condition (18) implies, for any τ > 0,
the existence of a constant cτ such that∣∣∣ ∂2H
∂s∂S
(s, t, x¯, S)− ∂
2F
∂s∂S
(s, x¯, S)
∣∣∣ ≤ τ + cτ√
S
.
For k large enough sk is close to ŝ and we get:
c ≥
∫ 1
0
∂H
∂s
(sk, t, x¯k(t), Sk(t))dt
≥ −τ ‖
√
Sk ‖2L2 −cτ ‖
√
Sk ‖L1 − C + ǫ
2
‖
√
Sk ‖2L2 −
ǫ
2
.
But ‖ √Sk ‖L1≤‖
√
Sk ‖L2 and, for τ < ǫ, the right hand term of the above
inequality goes to +∞ with k because we have supposed ‖ √Sk ‖L2−→∞. This is
the desired contradiction and Proposition 4.8 is proved. 
Lemma 4.9 (compare [10], Lemma 9). Let Ĵ , H and Y satisfy conditions (8 - 9)
and (13 - 21). There exist c1 ≤ c2 such that every solution of
us + Ĵ(s, t, u)ut − Y (s, t, u) = 0,
−∞ < inf
s∈R
AH(s)(u(s)), sup
s∈R
AH(s)(u(s)) < +∞
satisfies
(36) AH(s)u(s) ∈ [c1, c2].
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Proof. We have
d
ds
AH(s)u(s) = −
∫ 1
0
∂H
∂s
(s, t, u(s, t))dt− dAH(s)(u(s)) · Y(s, u(s)),
where
‖ ξ ‖2s =
∫ 1
0
ω(ξ(t), Ĵ(s, t)ξ(t))dt, x : S1 −→ Ê, ξ ∈ Γ(x∗T Ê).
By (14) we infer that AH(s)u(s) is decreasing with s and therefore
lim
s→−∞
AH(s)u(s) = sup
s∈R
AH(s)u(s),
lim
s→+∞
AH(s)u(s) = inf
s∈R
AH(s)u(s).
We also have
∫ +∞
−∞
dAH(s)(u(s)) · Y(s, u(s)) <∞ and we get a sequence sk −→ ∞
such that dAH(sk)(u(sk)) · Y(sk, u(sk)) −→ 0. We shall prove that AH(sk)u(sk) is
bounded from below by a universal constant c1. The same argument applied to a
sequence sk −→ −∞ will yield the universal upper bound c2.
We note at this point that, because sk −→ ∞, we can assume by (9) and (15)
that Ĵ = J+, H = H+, Y = Y+ are all independent of s. As usual, we denote
xk = u(sk), Sk = S ◦xk. The strong pseudo-gradient property holds therefore with
the uniform constant a+ > 0 and we infer that ‖ Y(sk, xk) ‖2sk−→ 0.
Claim 1. ‖ √Sk ‖L2 is bounded by a constant depending on u.
Let us assume for a moment that Claim 1 is true. Combining it with the fact
that ‖ Y(xk) ‖L2 is bounded we get by Claim 1 of Proposition 4.8 a H1-bound on
xk which again depends on u. By Lemma 4.7 we can then find a subsequence still
denoted xk which converges uniformly to a continuous loop x.
We know that Y(xk) L
2
−→ 0 and therefore x ∈ H1, Y(x) = 0 and x˙k L
2
−→ x˙. The
fact that Y is a (negative) pseudo-gradient for the action implies that x satisfies
the equation x˙ = XH+(x). By Proposition 4.8 applied to H(s) ≡ H+, Y(s) ≡ Y+
we get a universal bound on the H1 norm of x. This implies a universal bound on
its C0 norm through Lemma 4.7 and a universal bound on its C1 norm through
the equation x˙ = XH+(x). Finally, a C
1-bound on a contractible loop implies a
universal bound on the action AH+(x). Moreover, we have AH(sk)(xk) −→ AH+(x).
It is now clear that we can set
c1 = inf
{
AH+(x) : x˙ = XH+(x)
}
> −∞.
Proof of Claim 1. We suppose by contradiction that, up to considering a subse-
quence, we have ‖ √Sk ‖L2−→ ∞. We shall derive a contradiction along the lines
of the proof of Proposition 4.8.
Let λk =‖
√
Sk ‖L2 /Λ, Λ > 1 and vk(t) = (x¯k(t), Sk(t)/λ2k). We are now
precisely in the situation of (32) in Proposition 4.8, with H ≡ H+ and Y ≡ Y+.
We get a subsequence still denoted vk which converges to a continuous limit v,
giving rise to a 1-periodic orbit of XF+ which is located on a level set of F+ with
arbitrarily large S coordinate. This contradicts hypothesis (21) and concludes the
proof of Claim 1 and of the Lemma. 
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Lemma 4.10 (compare [10], Proposition 11). Let Ĵ , H and Y satisfy conditions
(8 - 9) and (13 - 26). For any δ > 0 there is a constant cδ > 0 such that any
solution of
us + Ĵ(s, t, u)ut − Y (s, t, u) = 0,
−∞ < inf
s∈R
AH(s)(u(s)), sup
s∈R
AH(s)(u(s)) < +∞
satisfies
(37) [
√
S ◦ u]δ ≤ cδ.
Proof. Let u : R × S1 −→ Ê satisfy the hypothesis. By Lemma 4.9 there are
constants c1 < c2 such that AH(s)u(s) ∈ [c1, c2], s ∈ R. Let c¯ = c2 − c1. We infer
that, for any a < b, we have
∫ b
a
(
dAH(s)(u(s)) · Y(s, u(s)) +
∫ 1
0
∂H
∂s
(s, t, u(s, t))dt
)
ds(38)
= AH(a)u(a)−AH(b)u(b) ≤ c¯.
Let ŝk = kδ/4, τ = δ/16. Inequality (38) applied to a = ŝk − τ and b = ŝk + τ ,
together with the density of the set {s : a(s) > 0}, yields the existence of sk ∈
[ŝk − τ, ŝk + τ ] such that a(sk) > 0 and such that xk = u(sk) satisfies
dAH(sk)(xk) · Y(sk, xk) +
∫ 1
0
∂H
∂s
(sk, t, xk(t))dt ≤ c¯ · 8/δ.
By the asymptotic behaviour of a(s) there are only a finite number of intervals
on which a(s) is nonconstant. We deduce the existence of some a0 > 0 such that
a(sk) ≥ a0 for all k ∈ Z. Proposition 4.8 implies the existence of a constant d(δ)
such that ‖ √S ◦ xk ‖H1 < d(δ). The compact embedding H1(S1,R) →֒ C0(S1,R)
gives a constant cδ such that ‖
√
S ◦ xk ‖C0≤ cδ. On the other hand (sk) ∈ Γδ,
where Γδ is defined by (27), and this implies [
√
S ◦ u]δ ≤ cδ. 
Proof of Theorem 4.6. Let α(s, t) = S ◦ u(s, t). By Lemma 4.10 we have [α]δ ≤ (cδ)2
for any δ > 0. In view of Proposition 4.5, it is enough to show that α satisfies an
equation of the form
∆α ≥ −A−Bα,
with A, B positive constants depending only on Ĵ , H and Y but not on u. Choosing
δ such that δ2B < π2 will yield a C0 estimate on α.
We first express ∆α in a suitable way. The trick of exhibiting in (39) the term
1
2 (|us|2Ω + |ut|2Ω) is borrowed from [5]. Let us consider R ≥ 1 such that Ĵ(s, t) =
JV (s, t)⊕ J˜B(s, t) is standard split for S ≥ R2. Let Γ = {(s, t) : α(s, t) ≥ R2}. We
have dS ◦ Ĵ(s, t) = −C(s, t)SΘ on Γ and the following hold.
αs(s, t) = dS · us(s, t) = dS · (−Ĵut + Y (s, t, u))
= C(s, t)S(u(s, t))Θ(ut) + dS · Y (s, t, u).
αt(s, t) = dS · ut(s, t) = dS · (Ĵus − ĴY (s, t, u))
= −C(s, t)S(u(s, t))Θ(us) + C(s, t)S(u(s, t))Θ(Y (s, t, u)).
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∂s
(
S(u(s, t))Θ(ut)
)− ∂t(S(u(s, t))Θ(us))(39)
= us
(
(SΘ)(ut)
)− ut((SΘ)(us))
= d(SΘ)(us, ut) + (SΘ)
(
[us, ut]
)
= d(SΘ)(us, ut) = Ω(us, ut) =
1
2
Ω(us, ut) +
1
2
Ω(us, ut)
=
1
2
Ω(us, Ĵus − ĴY )− 1
2
Ω(ut,−Ĵut + Y )
=
1
2
(|us|2Ω + |ut|2Ω)− 12Ω(us, ĴY )− 12Ω(ut, Y ).
We get
∆α =
C(s, t)
2
(|us|2Ω + |ut|2Ω)− C(s, t)2 (Ω(us, ĴY ) + Ω(ut, Y ))
+ Cs(s, t)SΘ(ut)− Ct(s, t)SΘ(us) + Ct(s, t)SΘ(Y )
+ dS · ∂sY (s, t, u) + dS · ∇usY (s, t, u)
+ C(s, t)
(
(dS · ut) ·Θ(Y ) + SΘ
(
∂tY (s, t, u)
)
+ SΘ
(∇utY (s, t, u))).
We estimate now the terms composing the right side of the above identity. Con-
dition (9) implies that C(s, t) is independent of s for |s| ≥ s0. As C(s, t) > 0 we
get the existence of strictly positive constants C0, C1 such that
0 < C0 ≤ C(·, ·) ≤ C1, |dC(·, ·)| ≤ C1.
We get
C(s, t)
2
(|us|2Ω + |ut|2Ω) ≥ C02 (|us|2Ω + |ut|2Ω).
On the other hand we have
|Ω(us, ĴY )| ≤ |us|Ω · |Y |Ω, |Ω(ut, Y )| ≤ |ut|Ω · |Y |Ω.
We can estimate |Y |Ω through the first condition of (16), which implies |Y |Ω ≤
|Y |ω ≤ c1(1+
√
S)+ |XF |ω. Now a direct computation shows that |XF |ω = O(
√
S)
and this gives |Y |Ω ≤ c¯1(1 +
√
S). As a consequence we have
|Ω(us, ĴY )| ≤ c¯1(1 +
√
α)|us|Ω,
|Ω(ut, Y )| ≤ c¯1(1 +
√
α)|ut|Ω.
The norm of Θ(u¯, S) as a linear map is equal to 1/
√
S for S ≥ 1 and we get
|CsSΘ(ut)| ≤ C1(1 +
√
α)|ut|,
|CtSΘ(us)| ≤ C1(1 +
√
α)|us|,
|CtSΘ(Y )| ≤ C1c¯1(1 +
√
α)2.
The norm of dS(u¯, S) as a linear map is equal to
√
S for S ≥ 1, while
|∂s∇F (s)|ω = O(
√
S). The second condition in (16) implies |∂sY |ω = O(
√
S)
and we obtain
|dS · ∂sY (s, t, u)| ≤ c2(1 +
√
α)2.
We have as well
|(dS · ut) ·Θ(Y (s, t, u))| ≤ c¯1(1 +
√
α)|ut|Ω
and, by (25):
|SΘ(∂tY (s, t, u))| ≤ c(1 +
√
α)2.
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Finally, condition (26) gives
|SΘ(∇utY (s, t, u))| ≤ c(1 +√α)|ut|Ω,
|dS · ∇usY (s, t, u)| ≤ c(1 +
√
α)|us|Ω.
The modulus of the sum of the terms other than 12C(s, t)(|us|2Ω+ |ut|2Ω) is there-
fore bounded by
C¯1(1 + α) + C¯2(1 +
√
α)|ut|Ω + C¯3(1 +
√
α)|us|Ω,
with obvious constants C¯1, C¯2 and C¯3. This implies
∆α ≥ −A−Bα,
with suitable constants A and B. This inequality holds for α(s, t) ≥ R2. In order
to get a global inequality on R × S1 we use a trick that we borrow from [10]. Let
ϕ : R+ −→ R+ be a smooth function such that ϕ(S) ≡ 0 for S ≤ R2, ϕ′(S) = 1 for
S ≥ R2 + 1 and ϕ′′(S) > 0 for R2 < S < R2 + 1. Then ϕ satisfies
(40) S ≤ ϕ(S) + C¯
for a suitable constant C¯. Let β(s, t) = ϕ ◦ α(s, t). Inequality (40) gives a bound
on α in terms of a bound on β. On the other hand we obviously have [β]δ ≤ [α]δ,
δ > 0. It is therefore enough to show that β satisfies an inequality of the form
∆β ≥ −A′ −B′β, with A′ ≥ 0, B′ ≥ 0 positive constants. Indeed
∆β = ∂s
(
ϕ′(α(s, t)) · αs
)
+ ∂t
(
ϕ′(α(s, t)) · αt
)
= ϕ′′(α(s, t)) · ((αs)2 + (αt)2)+ ϕ′(α(s, t)) ·∆α
≥ ϕ′(α(s, t))(−A −Bα) ≥ −A−Bα ≥ −A−Bβ.

Remark 4.11. (On the maximum principle) A priori C0-bounds for Hamil-
tonians that are linear at infinity can be obtained directly through the maximum
principle as in [30]. Nevertheless, the interested reader can convince himself that
such a direct approach is not effective for Hamiltonians of the form h(S) + f˜ . The
solutions of Floer’s equation satisfy in this case a second order elliptic equation
with zero order term – an avatar of which has already appeared in the previous
proof – and no general maximum principle is available in this context.
4.2. Definition of Symplectic cohomology. We define in this mainly expository
section the Symplectic cohomology groups FH∗[a,b](E). We combine the philosophy
of [30] with the setup of [10].
Let J (Ê) be the set of admissible almost complex structures, consisting of time-
dependent elements Ĵ such that the associated constant deformation Ĵ(s) ≡ Ĵ
satisfies (8) in Definition 4.3. Let J (R; Ê) be the set of admissible deformations of
almost complex structures given by Definition 4.3.
Given Ĵ ∈ J (Ê) we denote by HY(E, Ĵ) the set of admissible Hamiltonians
and pseudo-gradient vector fields, consisting of time-dependent pairs (H,Y ) such
that the constant deformation (H(s), Y (s)) ≡ (H,Y ) satisfies Definition 4.4 and
H |S1×E < 0. Given Ĵ ∈ J (R; Ê) we denote by HY(R;E, Ĵ) the set of admissible
deformations of Hamiltonians and pseudo-gradient vector fields, consisting of pairs
(H,Y ) satisfying Definition 4.4 and such that H(s)|S1×E < 0, s ∈ R.
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We also define
JHY(E) =
⋃
bJ
{Ĵ} ×HY(E, Ĵ), JHY(R;E) =
⋃
bJ
{Ĵ} ×HY(R;E, Ĵ).
Definition 4.12. Let p > 2 be fixed. We define JHYreg(E) to be the set of all
triples (Ĵ , H, Y ) ∈ JHY(E) such that the 1-periodic orbits of H are nondegenerate
and the linearized operator
Du :W
1,p(u∗T Ê) −→ Lp(u∗T Ê),
Duξ = ∇sξ + Ĵt(u)∇sξ +∇ξJt(u)∂tu−∇ξYt(u)
is surjective for any finite energy solution u : R× S1 −→ Ê of the equation
(41) us + Ĵ(t, u(s, t))ut = Y (t, u(s, t)).
It is proved in [8, 26] that, if the 1-periodic orbits of H are nondegenerate, the
operator Du is Fredholm and its index at a solution u is equal to
indDu = iCZ(x
+)− iCZ(x−), x± = lim
s→±∞
u(s, ·).
We have denoted by iCZ the Conley-Zehnder index as defined in [25]. The ar-
guments in [11] can be adapted to the pseudo-gradient setting and show that
JHYreg(E) is of the second Baire category in JHY(E).
Let P(H) be the set of 1-periodic orbits of H . Given a regular triple (Ĵ , H, Y )
we define the complex
FC∗(Ĵ , H, Y ) =
⊕
x ∈ P(H)
−iCZ (x) = ∗
Z〈x〉,(42)
∂〈x〉 =
∑
y : dim M(y,x)=1
#
(M(y, x)/R) 〈y〉.(43)
Here M(y, x) stands for the space of solutions u of equation (41) with the limit
conditions lim
s→−∞
u(s, ·) = y(·), lim
s→∞
u(s, ·) = x(·). The additive group R acts on
M(y, x) by reparametrizations, and we denote by #(M(y, x)/R) the algebraic num-
ber of elements of M(y, x)/R with respect to a choice of coherent orientations [9].
We claim that ∂2 = 0 and hence
(
FC∗(Ĵ , H, Y ), ∂
)
is a differential complex.
The first important observation is that the equation us+ Ĵut = Y (t, u(s, t)) has
the same analytic nature as the ordinary Floer equation, namely the linearization
Du is a compact perturbation of the Cauchy-Riemann operator. In particular, a
bound on the energy E(u) =
∫
R×S1 |us|2 implies compactness up to breaking of
trajectories for the relevant moduli spaces. This in turn implies ∂2 = 0. The
second observation is that such a uniform bound on the energy for the elements of
M(y, x) follows from the strong pseudo-gradient property dAH · Y ≥ c‖Y‖2, c > 0.
Indeed, if us = −Y(t, u(s, ·)) and u(−∞, ·) = y(·), u(+∞, ·) = x(·), we get
AH(y)−AH(x) = −
∫
R
d
ds
AH(u(s, ·)) =
∫
R
dAH · Y ≥ c
∫
R
‖Y‖2 = cE(u),
so that E(u) ≤ (AH(y)−AH(x))/c.
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Remark 4.13. (Convexity) Since the space of strong pseudo-gradient vector
fields is convex, the homology groups that are computed by means of any strong
pseudo-gradient are the same as the ones computed with the usual gradient of the
action functional.
The pseudo-gradient property implies that the action decreases along solutions
of (41), so that we have subcomplexes
(44) FC∗[a,∞[(Ĵ , H, Y ) =
⊕
AH(x)>a
Z〈x〉 ⊂ FC∗(Ĵ , H, Y )
defined for a ≤ ∞, as well as quotient complexes
(45) FC∗[a,b](Ĵ , H, Y ) = FC
∗
[a,∞[/FC
∗
[b,∞[ =
⊕
AH (x)∈]a,b]
Z〈x〉
defined for −∞ ≤ a < b ≤ ∞. We denote the corresponding homology groups by
FH∗[a,b](Ĵ , H, Y ). They are endowed with natural restriction morphisms induced
by inclusions of subcomplexes
FH∗[a,b](Ĵ , H, Y ) −→ FH∗[a′,b′](Ĵ , H, Y ), a ≥ a′, b ≥ b′.
The above homology groups depend on the asymptotic profile F of the Hamil-
tonian H (see Definition 4.4). In order to define invariants of Ê one needs to use
an algebraic limit procedure which we describe below, and for which we need to
further restrict the class of admissible deformations considered in Definition 4.4 in
order to be able to get a priori energy bounds for solutions of the s-dependent Floer
equation.
Definition 4.14. Let Ĵ ∈ J (R; Ê). A good deformation of Hamiltonians and
pseudo-gradient vector fields is an admissible deformation (H,Y ) such that
H(s)|S1×E < 0, s ∈ R and the following additional condition is satisfied.
• For any compact set K ⊂ Ê there exists a constant aK > 0 such that
(46) dAH(s,·)(x) · Y(s, x) ≥ aK‖Y(s, x)‖2bJ(s)
for all contractible loops x : S1 → K and all s ∈ R.
Remark 4.15. (Admissible vs. good deformations) The difference between
admissible and good deformations is that, for the latter, Y(s, ·) might still be only a
weak pseudo-gradient for a nowhere dense set of values s ∈ R, but this phenomenon
is controlled in a precise way, namely aK → 0 as K exhausts Ê.
Remark 4.16. (Example) Given two triples T± = (Ĵ±, H±, Y±) ∈ JHY(E)
we can construct a good deformation connecting them as follows. We interpolate
from Y− to ∇ bJ−H−, then deform Ĵ− to Ĵ+, H− to H+ and implicitly ∇ bJ−H− to
∇ bJ+H+, and then interpolate from ∇ bJ+H+ to Y+. Such deformations admit a
uniform pseudo-gradient constant a > 0 depending only on T±.
Remark 4.17. (Degree of generality) We actually use in Section 7.6 good de-
formations which satisfy (46) with a uniform constant, independent of the compact
set K. Nevertheless, we chose to give the more general Definition 4.14 in order to
stress the fundamental role of the strong pseudo-gradient inequality.
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We denote by
JHY(E;T−, T+) ⊂ JHY(R;E)
the space of good deformations connecting T− and T+. Standard transversality
methods allow one to define a space
JHYreg(E;T−, T+)
of regular good deformations, which is of second Baire category in JHY(E;T−, T+)
and has the property that the spaces of solutions of the equation
(47) us + Ĵ(s, t, u(s, t))ut = Y (s, t, u(s, t))
are smooth manifolds. We claim that, just like in the case of constant deformations,
these spaces of solutions are compact modulo breaking of trajectories. The main
ingredient is an a priori energy bound for the elements of the space M(x−, x+)
of solutions connecting x− ∈ P(H−) to x+ ∈ P(H+), and Definition 4.14 plays a
crucial role in obtaining it. Since a good deformation is admissible, we know that
Floer trajectories stay inside a compact set K, hence Y is a strong pseudo-gradient
along Floer trajectories with uniform pseudo-gradient constant aK > 0 and we have
AH−(x
−)−AH+(x+) = −
∫
R
d
ds
AH(s)(u(s, ·)) =
∫
R
dAH(s) · Y +
∫
R×S1
∂H
∂s
≥ aK
∫
R
‖Y‖2 = aKE(u).
Therefore E(u) ≤ (AH− (x−) − AH+(x+))/aK is a priori bounded. Note that,
although we have used the hypothesis ∂H/∂s ≥ 0 in the above computation, this
is not a crucial assumption at this point.
The pseudo-gradient property again implies that the symplectic action decreases
along solutions of (47), hence a good deformation induces chain maps
σ : FC∗[a,∞[(Ĵ+, H+, Y+) −→ FC∗[a,∞[(Ĵ−, H−, Y−),
σ〈x+〉 =
∑
x− ∈ P(H−)
dim M(x−, x+) = 0
#M(x−, x+)〈x−〉
which pass to the quotient as chain maps
σ : FC∗[a,b](Ĵ+, H+, Y+) −→ FC∗[a,b](Ĵ−, H−, Y−), −∞ ≤ a < b ≤ ∞.
Since the space of good deformations is convex the induced morphisms in homology
σ : FH∗[a,b](Ĵ+, H+, Y+) −→ FH∗[a,b](Ĵ−, H−, Y−), −∞ ≤ a < b ≤ ∞
do not depend on the choice of the deformation. We call them monotonicity mor-
phisms. We define the Floer or Symplectic cohomology groups by
FH∗[a,b](E) = lim
←−
≺
FH∗[a,b](Ĵ , H, Y ),(48)
FH∗(E) = lim
←−
b
FH∗[−∞,b](E).(49)
Here the partial order ≺ on JHY(E) is defined by
(50) (J−, H−, Y−) ≺ (J+, H+, Y+) iff H−(t, x) ≤ H+(t, x), t ∈ S1, x ∈ Ê,
and it makes JHY(E) into a directed set.
32 ALEXANDRU OANCEA
We conclude this section with an invariance statement.
Theorem 4.18 ([4], Lemma 3.7, [30], Theorem 1.7). Let βt, Ωt, Zt, t ∈ [0, 1] be a
deformation of the symplectic structure on the fibration E such that
(E, π,B, F,Ωt, Zt, βt)
defines a negative symplectic fibration in the symplectically aspherical category for
each t ∈ [0, 1]. We then have a natural isomorphism
FH∗(E;β0,Ω0, Z0) ≃ FH∗(E;β1,Ω1, Z1).
4.3. Properties of Symplectic cohomology. In this section all symplectic mani-
folds are assumed to be symplectically aspherical. We recall the definition of positive
contact type boundary given in the Introduction.
Definition 4.19. Let (M,ω) be a symplectically aspherical manifold with boundary
of contact type and Liouville form λ defined in a neighbourhood of ∂M . We say
that ∂M is of positive contact type if every positively oriented closed contractible
characteristic γ has positive action Aω(γ) bounded away from zero i.e. there exists
T0 > 0 such that
Aω(γ, γ¯) = Aω(γ) :=
∫
D2
γ¯∗ω ≥ T0,
where γ¯ : D2 −→M is any map satisfying γ¯|∂D2 = γ.
Remark 4.20. (Examples) 1. Restricted contact type implies positive contact
type in view of the equality
∫
D2
γ¯∗ω =
∫
S1
γ∗λ. Boundaries of Stein domains are in
particular of positive contact type.
2. If the boundary ∂M is of contact type and has no closed contractible charac-
teristics then it trivially satisfies the positive contact type property.
3. Negative unit disc bundles satisfy the positive contact type property. In that
case we have ω = π∗β + Ω and λ = (1 + r2)θ, where θ is the transgression 1-form
(see Example 3.3). The closed characteristics are contractible in the fibers and we
have, for each of them, Aω(γ) =
∫
S1
γ∗θ = 12
∫
S1
γ∗λ.
4. I do not know any example of a symplectically aspherical manifold whose
boundary is of contact type but not of positive contact type. One should note
that the definition only makes sense in a symplectically aspherical manifold. If
〈ω, π2(M)〉 6= 0 we can always glue a sufficiently negative sphere to any filling disc
γ¯ so that Aω(γ, γ¯) becomes negative.
Remark 4.21. (Computation) If ∂E has the positive contact type property as
defined in Section 4.3 we can compute FH∗(E) with a cofinal family of Hamiltonians
such that their 1-periodic orbits are either constant with negative action close to
zero, or nonconstant with positive action [30]. Given any a < 0 we then have
FH∗(E) = lim
←−
b
FH∗[a,b](E).
Under the positive contact type assumption on the fibers of E, the proofs of [30],
based on manipulations of energy levels, apply verbatim in order to show that our
fibered version of symplectic homology has the following properties.
(a) ([30], Prop. 1.4) If µ > 0 is small enough we have
FH∗]−∞,µ](E) ≃ FH∗[−µ,µ](E) ≃ H∗+m(E, ∂E), 2m = dim E.
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In particular, there is a canonical morphism c∗ : FH∗(E)→ H∗+m(E, ∂E)
induced by the truncation of the range of action.
(b) ([30], Thm. 3.1) Any codimension 0 embedding j : W →֒ E of a domain
W such that ∂W is of positive contact type and W satisfies condition (A)
of [30] induces a transfer morphism Fj! : FH∗(W )→ FH∗(E) which makes
the following diagram commutative
FH∗(W )
Fj! //
c∗

FH∗(E)
c∗

H∗+m(W,∂W )
j! // H∗+m(E, ∂E).
The bottom arrow is the Poincare´ dual of Hm−∗(W )
j∗−→ Hm−∗(E). The
requirement that ∂W be of positive contact type can be relaxed to the
weaker assumption that ∂W be the boundary of a negative symplectic
fibration whose fibers satisfy the positive contact type condition. Moreover,
if there exists no closed characteristic on ∂W or if ∂W is of restricted contact
type in M , then Fj! is defined in the symplectically aspherical case without
reference to the additional condition (A) of [30].
(c) ([30], Thm. 4.1) If the map FH∗(E) −→ H2m(E, ∂E) is not surjective,
then any contact type hypersurface which bounds a domainW inM carries
a closed characteristic. The same conclusion holds if ∂W is the boundary
of a negative symplectic fibration.
Remark 4.22. (Homological vs. cohomological formalism) As announced
in the introduction, one can build symplectic homology groups based on the same
chain groups as the cohomological ones, but with dual differential
δ〈y〉 =
∑
x : dim M(y,x)=1
#
(M(y, x)/R)〈x〉.
This formula is to be compared with (43). The main difference between cohomology
and homology is that the first involves an inverse limit, whereas the second involves
a direct limit. The latter is always an exact functor and therefore the homological
spectral sequence holds with integer coefficients, whereas the cohomological one
holds with field coefficients. We chose to work with cohomology in order to respect
the setting of [30] on which we base our applications.
5. Pseudo-gradient vector fields
We construct in this section a special family of almost complex structures, Hamil-
tonians and pseudo-gradient vector fields (Jν ,Kν , Yν), ν → ∞ which is cofinal for
the previously defined order ≺ and which satisfies the following two properties.
(A) The 1-periodic orbits of Kν are located in the fibers over the critical points
of a function f : B −→ R which is C2-small and whose gradient flow is
Morse-Smale. The gradient is computed with respect to the metric induced
by a generic time-independent almost complex structure JB.
(B) Floer trajectories for the Floer complex FC∗(Jν , Yν) project on gradient
trajectories of the Morse complex FC∗(JB, cνf) on B, for some cν > 0.
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Conditions (A) and (B) will be used in §7 in order to filter each Floer complex
FC∗(Jν , Yν) by the Morse index of the projections of the 1-periodic orbits of Kν .
5.1. A model pseudo-gradient property. We begin by introducing horizontal
distributions which are time-dependent. These play an important role in order
to achieve transversality within the class of split almost complex structures (see
Section 6). We denote by
H0 = Vert
⊥Ω
the horizontal distribution determined by Ω, and by H = (Ht), t ∈ S1 an arbitrary
time-dependent horizontal distribution such that H ≡ H0 on {S ≥ 1}. Every such
horizontal distribution can be described as a loop of graphs of linear maps
Lt : H0 −→ Vert, t ∈ S1,
with graph(Lt) ⊂ H0 ⊕ Vert = T Ê and Lt supported in E. Given a horizontal
distribution H we mark the horizontal lift of objects on B by the symbol .˜ In order
to emphasize the horizontal distribution H with respect to which we construct the
lift, we shall sometimes use the superscript H . We point out that time-dependent
horizontal distributions produce time-dependent lifts, even if the objects on B are
time-independent. On the other hand, the property of being vertical is independent
of the choice of horizontal distribution. We denote by
X = Xh +Xv
the decomposition according to the splitting T Ê = H0 ⊕Vert. We denote by
X = Xhoriz +Xvert
the decomposition of a vector X ∈ T Ê according to the splitting T Ê = H ⊕Vert.
We have Xhorizt = X
h + Lt(X
h), Xvertt = X
v − Lt(Xh).
In the next statement we make the following notations:
• JV is an almost complex structure on Vert which is compatible with Ω|Vert
and which is standard on ∂E × [1,∞[;
• JB is an almost complex structure on B compatible with β and such that
Ω(·, J˜B ·) is positive on the horizontal distribution H0 for S ≥ 1;
• f : B −→ R is a Morse function with critical points {p1, . . . , pℓ} and Ui,
i ∈ {1, . . . , ℓ} are mutually disjoint open neighbourhoods of the pi’s;
• H is a horizontal distribution given by a loop L = (Lt : H0 −→ Vert),
t ∈ S1 supported in E \⋃ℓi=1 π−1(Ui);
• h : Ê −→ R is a Hamiltonian with vertical Hamiltonian vector field, linear
for S ≥ 1 with slope λmax (typically of the form h = h(S)).
We use a superscript ǫ in order to emphasize that the Hamiltonian vector fields
or the Hamiltonian action are computed with respect to ωǫ = π
∗β + ǫΩ.
Proposition 5.1. Assume the almost complex structure JB ∈ J(B, β) is time-
independent, and assume that the maximal slope of h satisfies the condition
λmax /∈ Spec(∂E).
There exist constants ǫ0, δ0, ρ0, α0 > 0 such that, for ǫ ≤ ǫ0, α ≤ α0, δ ≤ δ0 and
‖ L ‖C0≤ ρ0δ, the following statements hold true:
• the form ωǫ, 0 < ǫ ≤ ǫ0 is nondegenerate on Ê and tames JV ⊕ J˜HB ;
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• the vector field defined on the space of 1-periodic loops by
Yǫ(x) = J(x˙ −Xǫǫh ◦ x− X˜ǫδf ◦ x)
satisfies the strong pseudo-gradient inequality
(51) dAǫ
ǫ(h+δ ef)
(x) · Yǫ(x) ≥ α ‖ Yǫ(x) ‖2ωǫ ,
with equality iff x is a 1-periodic orbit of Xh = X
ǫ
ǫh in a critical fiber of f˜ .
Remark 5.2. (The trivial case) If Xf ≡ 0 the pseudo-gradient property is
clearly satisfied with α = 1 since Yǫ = ∇Aǫǫh.
Remark 5.3. (Comparing Yǫ and ∇Aǫ
ǫ(h+δ ef)
) Let us assume in order to simplify
notation that ǫ = δ = 1. Then Y(x) −∇Ah+ ef (x) = (Xef − X˜f ) ◦ x. On the other
hand, if Ω|∂E is nondegenerate on H0 we have |Xef |β → 0 as S → ∞, whereas
|X˜f |β stays constant as S →∞. The vector field Y is thus a “big” perturbation of
∇Ah+ef and inequality (51) should come as a pleasant surprise.
Proof. The statement concerning ωǫ follows immediately from the (negativity)
assumption and from the fact that L is supported in E, so that we are left to prove
the statement concerning Yǫ. We note that Yǫ(x) = J(x˙−Xh ◦ x− ǫX˜δf ◦ x) and,
in order not to burden the notation, we give the proof for ǫ = ǫ0 = 1. The reader
can easily convince himself that the proof holds verbatim for an arbitrary value
0 < ǫ < ǫ0. The intuitive reason is that, as ǫ decreases, the factor in front of f˜ is
allowed to vary in the smaller interval ]0, ǫδ0] and the vector field Yǫ gets closer to
∇Aǫ
ǫ(h+δ ef)
.
Let E = dAh+ef (x) · Y(x) = dAh+ ef (x) · J(x˙ −Xh − X˜f ). We have
E =
∫
ω(x˙, Jx˙− JXh − JX˜f ) −
∫
(df˜ + dh) · (Jx˙− JXh − JX˜f )
= ‖ x˙−Xh ‖2ω −
∫ (
ω(x˙, JX˜f ) + π
∗β(X˜f , Jx˙− JX˜f )− ω(Xh, JX˜f )
)
= ‖ x˙−Xh − X˜f ‖2ω +
∫ (
Ω(X˜f , Jx˙)− Ω(X˜f , JX˜f ) + Ω(JXh, X˜f)
)
.
We distinguish three cases: either the loop x is contained in ∂E × [1,∞[, either
it is contained in the compact region S ≤ Λ, either it intersects both S = 1 and
S = Λ. The real number Λ ≥ 1 will be suitably chosen below (we will see that
Λ = 4 is a convenient choice).
Case 1. We suppose that x is contained in ∂E × [1,∞[. Because H = H0 on
∂E × [1,∞[ the term Ω(JXh, X˜f) vanishes and inequality (51) becomes
(1− α2) ‖ (x˙−Xh − X˜f )h ‖2β +
+
(
(1− α2) ‖ x˙−Xh − X˜f ‖2Ω − ‖ X˜f ‖2Ω +
∫
Ω(X˜f , Jx˙)
)
≥ 0.(52)
It is enough to prove that the term in (52), which we denote by E1, is positive. Let
x(t) = (x¯(t), S(t)). Because Xh has no 1-periodic orbits on ∂E × [1,∞[ and Xh
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is contained in a nondegeneracy subspace of Ω, there exists c > 0 such that any
1-periodic loop x¯ : S1 −→ ∂E satisfies
(53)
∫
S1
| ˙¯x−Xh|2Ω ≥ c.
We denote δ = maxE |X˜f |Ω. We let η > 0 be a positive number. The condi-
tion E1 ≥ 0 is invariant under homotheties and we may therefore assume that
minS1 S(t) = 1. We have
E1 = 4(1− α2) ‖
√
S
′ ‖2L2 + (1− α2)
∫
S1
S(t)| ˙¯x −Xh|2Ω − α2
∫
S1
S(t)|X˜f ◦ x¯|2Ω
− (2 − 2α2)
∫
S1
S(t)〈 ˙¯x, X˜f 〉Ω +
∫
S1
S(t)Ω(X˜f , J ˙¯x)
≥ 4(1− α2) ‖
√
S
′ ‖2L2 +(1− α2)
∫
S1
S(t)| ˙¯x−Xh|2Ω − α2δ2 ‖
√
S ‖2L2
− (1− α2 + 1
2
‖ Ω ‖E,Ω)
∫
S1
S(t)
(
η| ˙¯x−Xh|2Ω +
1
η
|X˜f |2Ω
)
≥ 4(1− α2) ‖
√
S
′ ‖2L2 + (1− α2 − (1− α2)η − η ‖ Ω ‖E,Ω /2) · c
− δ2(α2 + (1− α2 + 1
2
‖ Ω ‖E,Ω)/η
) ‖ √S ‖2L2 .
This last expression is strictly positive for η and δ small enough due to the Poincare´
inequality which, for minS1 S(t) = 1, writes
‖
√
S ‖L2≤ 1+ ‖
√
S
′ ‖L2 .
We note that, because we do not assume J˜B to be compatible with Ω on H , the
norm ‖ Ω ‖E,Ω of Ω as a bilinear map in the induced (possibly degenerate) metric
may be arbitrarily large. One can construct explicit examples for this phenomenon.
Remark 5.4. (Slope) The above argument crucially uses the hypothesis that the
maximal slope of h does not belong to Spec(∂E), through inequality (53).
Case 2. We suppose now that x intersects both regions S < 1 and S > Λ, where
Λ is to be chosen later (Λ = 4 is a suitable choice). Let J = {t ∈ S1 : S(x(t)) ≥ 1}
and Jc = S1 \ J . We can assume without loss of generality that x has transverse
intersection with ∂E, in which case J is a finite union of intervals Jk, k ∈ {1, . . . , N}
and S ◦ x|∂Jk ≡ 1. Let δ2 = max
B
|β(Xf , JBXf )|.
We must prove that E′ ≥ 0, where
E′ = (1 − α2) ‖ x˙−Xh − X˜f ‖2ω +
∫
Ω(X˜f , Jx˙− JXh − JX˜f )
= (1 − α2)
∫
Jc
|x˙−Xh − X˜f |2ω +
∫
Jc
Ω(X˜f , Jx˙− JXh − JX˜f )
+ (1− α2)
∫
J
|x˙−Xh − X˜f |2ω +
∫
J
Ω(X˜f , Jx˙− JXh − JX˜f ).
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For ǫ0 small enough we have ‖ Ω ‖β≤ 1 and |·|ω ≥ 12 |·|β on E, hence |Ω(X˜f , Jx˙−
JXh − JX˜f )| ≤ δ|x˙−Xh − X˜f |β ≤ 2δ|x˙−Xh − X˜f |ω. We therefore obtain
(1− α2)
∫
Jc
|x˙−Xh − X˜f |2ω +
∫
Jc
Ω(X˜f , Jx˙− JXh − JX˜f )
≥
∫
Jc
(√
1− α2|x˙−Xh − X˜f |ω − δ/
√
1− α2
)2
−
∫
Jc
δ2/(1− α2)
≥ −δ2/(1− α2).
On the other hand we have x(t) ∈ ∂E× [1,∞[ for t ∈ J and H = H0 on ∂E× [1,∞[.
If η is a small enough positive real we get
(1− α2)
∫
J
|x˙−Xh − X˜f |2ω +
∫
J
Ω(X˜f , Jx˙− JXh − JX˜f)
≥ 4(1− α2) ‖
√
S
′ ‖2L2(J) +(1− α2 − η ‖ Ω ‖E,Ω /2)
∫
J
S(t)| ˙¯x−Xh − X˜f |2Ω
− 1
2η
‖ Ω ‖E,Ω ·
∫
J
S(t)|X˜f ◦ x¯|2Ω
≥ 4(1− α2) ‖
√
S
′ ‖2L2(J) −
δ2
2η
‖ Ω ‖E,Ω · ‖
√
S ‖2L2(J) .
We denote A = 4(1−α2), B = 1/(1−α2), C =‖ Ω ‖E,Ω /2η and we have obtained
(54) E′ ≥ A ‖
√
S
′ ‖L2(J) −Bδ2 − Cδ2 ‖
√
S ‖2L2(J) .
The Poincare´ inequality for a positive function f defined on an interval I of
length a gives
‖ f ‖2L2(I)≤ a(m+ ‖ f ′ ‖L1(I))2 ≤ a(m+
√
a ‖ f ′ ‖L2(I))2,
where m = min
I
f ≥ 0. If ak denotes the length of Jk, with
∑
k ak < 1, we obtain
‖
√
S ‖2L2(J) ≤
∑
k
ak(1 +
√
ak ‖
√
S
′ ‖L2(Jk))2
≤ 1 + 2 ‖
√
S
′ ‖L2(J) + ‖
√
S
′ ‖2L2(J) = (1+ ‖
√
S
′ ‖L2(J))2.
At this point we exploit the hypothesis on x in order to produce a lower bound on
‖ √S ′ ‖L2(J). Let I = [t0, t1] ⊂ J be an interval such that S ◦x|I ≥ 1, S(x(t0)) = 1
and S(x(t1)) =M , with M = maxS ◦ x > Λ. We have
‖
√
S
′ ‖L2(J) ≥ ‖
√
S
′ ‖L1(J) ≥ ‖
√
S
′ ‖L1(I) ≥
√
M − 1 >
√
Λ− 1.
We claim that (54) is strictly positive if we choose Λ = 4, α ≤ 12 and δ such that
δ2B ≤ 1 and δ2C ≤ 14 . Indeed, we obtain ‖
√
S ‖2L2(J)< 4 ‖
√
S
′ ‖2L2(J) and the
expression in (54) is bigger than ‖ √S ′ ‖2L2(J), hence bigger than 1.
Case 3. We suppose x is contained in the region {S ≤ Λ}. We choose ǫ0 small
enough so that | · |2ω ≥ 23 | · |2β on E and ‖ Ω|H0 ‖{S≤Λ},β≤ 1/2. We write
E′ = (1− α2) ‖ x˙−Xh ‖2ω −2(1− α2)〈x˙ −Xh, X˜f〉ω +
∫
Ω(X˜f , Jx˙)(55)
+ ‖ X˜f
h ‖2β −α2 ‖ X˜f ‖2ω +
∫
Ω(JXh, X˜f ).(56)
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The choice of a small enough constant ρ = ρ(f, h) ensures |Ω(JXh, X˜f )| ≤
α2|X˜f
h|2β and |Ω(Xh, X˜f)| ≤ α2|X˜f
h|2β pointwise. Let us argue for Ω(JXh, X˜f ).
The inequality is clearly true on
⋃k
i=1 π
−1(Ui)
⋃
∂E× [1,∞[, where Ω(JXh, X˜f) =
0. On E \ ⋃ki=1 π−1(Ui) there exists η > 0 such that |X˜fh|2β ≥ η. On the other
hand
|Ω(JXh, X˜f )| = |Ω(JXh, L(X˜f
h
))| ≤‖ Ω ‖∞,E‖ Xh ‖∞,E‖ L ‖∞,E |X˜f
h|β ,
where ‖ · ‖∞,E= maxE | · |β . By choosing ρ < α2η/ ‖ Ω ‖∞,E‖ Xh ‖∞,E we get
|Ω(JXh, X˜f)| ≤ α2|X˜f
h|2β . Because ρ depends on η, the actual constant that we get
in the statement of the Proposition is of the type ρ(f, h, ǫ)δ. The same argument
applies to Ω(Xh, X˜f ).
By further diminishing ρ we can achieve |X˜f |2β ≤ 2|X˜f
h|2β . Indeed, we have
|X˜f |2β = |X˜f
h|2β + |L(X˜f
h
)|2Ω ≤ (1+ ‖ Ω ‖{S≤Λ},β‖ L ‖2∞,E)|X˜f
h|2β ≤ 2|X˜f
h|2β .
We infer that, for ǫ0 and ρ small enough, the expression in (56), which we denote
by E′2, satisfies
E′2 ≥ (1− 4α2) ‖ X˜f
h ‖2β .
We denote the expression in (55) by E′1. It satisfies
E′1 = (1− α2) ‖ (x˙−Xh)v ‖2Ω −(1− 2α2)〈(x˙ −Xh)v, X˜f
v〉Ω
+ (1− α2) ‖ x˙h ‖2ω −2(1− α2)〈x˙h, X˜f
h〉ω +
∫
Ω(X˜f
h
, Jx˙h)
= (1− α2) ‖ (x˙−Xh)v − 1− 2α
2
2(1− α2)X˜f
v ‖2Ω −
(1− 2α2)2
4(1− α2) ‖ X˜f
v ‖2Ω
+
1− α2
2
‖ x˙h ‖2ω −2(1− α2)〈x˙h, X˜f
h〉β
+
1− α2
2
‖ x˙h ‖2ω −(1− α2)
∫
Ω(x˙h, JX˜f
h
) + α2
∫
Ω(X˜f
h
, Jx˙h),
hence
E′1 ≥ −
ρ2
4(1− α2) ‖ X˜f
h ‖2β +
1− α2
3
‖ x˙h ‖2β −2(1− α2)〈x˙h, X˜f
h〉β
+
1− α2
3
‖ x˙h ‖2β −
1
2
∫
|x˙h|β|X˜f
h|β
≥ −(1
4
+
ρ2
4
) ‖ X˜fh ‖2β +(1− α23 − 14) ‖ x˙h ‖2β ≥ −(14 + ρ24 ) ‖ X˜fh ‖2β .
We have used for the first inequality that |X˜f
v|2Ω ≤ ρ2|X˜f
h|2β , ‖ x˙h ‖2ω≥ 23‖ x˙h ‖2β,
and ‖ Ω ‖{S≤Λ},β≤ 12 . We have used for the second inequality the fact that (1 −
α2)/3 ‖ x˙h ‖2β −2(1− α2)〈x˙h, X˜f
h〉β ≥ 0 if δ is small enough, by Lemma 5.5 below
applied with (W, g) = (B, g
B
), g
B
(·, ·) = β(·, JB·) and η = 1/12. We have also used
the inequality |x˙h|β |X˜f
h|β ≤ 12 (|x˙h|2β + |X˜f
h|2β). Finally, the last inequality holds if
(1− α2)/3− 1/4 ≥ 0. As a conclusion we obtain
E′ ≥ (3
4
− 4α2 − ρ
2
4
) ‖ X˜fh ‖2β ,
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hence E′ ≥ 0 if α and ρ are small enough. The equality case is readily characterized
from this last inequality. 
Lemma 5.5. Let (W, g) be a compact Riemannian manifold. If η > 0 is small
enough, any time-independent C1-vector field X on W with ‖X‖C1 < η satisfies
(57) ‖ x˙ ‖2L2 ≥
1
2η
〈x˙, X ◦ x〉L2
for any 1-periodic loop x of class C1. Equality is achieved if and only if x is a
constant loop.
Proof. We embed isometrically (W, g) into Euclidean space and, for η small enough,
we can extend X to a vector field supported near the image of W and whose deriv-
ative is pointwise bounded by 2η. We can thus assume without loss of generality
that (W, g) is Euclidean space with the standard metric, and X is a compactly
supported vector field such that ‖dX‖∞ ≤ 2η. Since 〈x˙, ct.〉 = 0 and since we
only impose a hypothesis on ‖dX‖∞, we can further assume that X(0) = 0 and
x(0) = 0. By the Poincare´ inequality we obtain
|〈x˙, X ◦ x〉L2 | ≤‖ x˙ ‖L2‖ X ◦ x ‖L2≤‖ dX ‖∞ · ‖ x˙ ‖2L2≤ 2η ‖ x˙ ‖2L2 .
The equality case is readily characterized. 
Remark 5.6. (Small orbits) Inequality (57) implies in particular ‖x˙−X ◦x‖L2 ≥
‖X◦x‖L2. It should therefore be seen as a quantitative expression of the well-known
fact that a vector field which is small-enough in C1-norm has no nonconstant 1-
periodic orbits. In particular, inequality (57) does not hold if X is time-dependent.
Remark 5.7. (Asphericity) Case 3. in the proof of Proposition 5.1 is the one
crucially involving the fact that JB does not depend on time through the use
of Lemma 5.5. This is the main reason for requiring the base to be symplecti-
cally aspherical in the construction of the spectral sequence: it is the only case
where transversality for Floer’s equation can be achieved within the class of time-
independent almost complex structures.
5.2. Definition of the geometric Hamiltonians. We construct now the Hamil-
tonians Kν announced in the introduction of the present section. We recall that the
vertical coordinate S was defined only in a neighbourhood of ∂E as S ∈ [1 − δ, 1].
We abandon in this section the notation that we have used in §4.1 and do not
consider anymore the function S as being extended over E.
We first define Hamiltonians Hν : Ê −→ R, ν ∈ N by the formula
Hν = hν + cν f˜ .
Here f : B −→ R is a Morse function on B, its lift to Ê is f˜ = f ◦ π, while (cν)ν
is a decreasing sequence of strictly positive real numbers converging to zero, to be
chosen below.
We define the function hν as follows. We fix a strictly increasing sequence λν of
positive real numbers which do not belong to the period spectrum of ∂E and verify
λν −→ ∞, ν −→ ∞. We choose hν to be a smooth function which is constant
on Ê \ ∂E × [1 − δ2 ,∞[ and depends only on S on ∂E × [1 − δ2 ,∞[. We shall use
the notation hν(S) both for the function hν and for the corresponding function
on [1 − δ2 ,∞[. We denote by T0 the smallest element of Spec(∂E) and use the
convention T0 =∞ if Spec(∂E) = ∅. We impose the following conditions on hν :
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• hν(S) is strictly convex on ]1− δ2 , 1[ and h′ν(1 − δ4 ) < T0;
• h′ν(S) = λν for S ≥ 1− δ8 ;• hν < 0 on E.
We note that the smoothness assumption on hν implies that h
′
ν vanishes at
infinite order at S = 1− δ2 . We moreover require that
• for every ν ∈ N we have hν + cν f˜ < 0 on E;
• for ν < ν′ we have hν < hν′ , and therefore Hν < Hν′ for cν small enough.
Because Xhν is vertical, Proposition 5.1 implies that the vector field (JV ⊕
J˜B)
(
x˙−Xhν ◦x− ǫcνX˜f ◦x
)
, x ∈ Λ0Ê is a strong negative pseudo-gradient for the
action functional AǫǫHν if λmax /∈ Spec(∂E) and cν is small enough. The lift X˜f is
considered here with respect to a horizontal distribution which is close enough to
H0.
The 1-periodic orbits of Hν are all degenerate and fall in two classes:
(A) constants in the critical fibers of f˜ | bE\∂E×]1− δ2 ,∞[;
(B) nontrivial orbits in the critical fibers of f˜ , appearing in the region {1− δ4 <
S < 1− δ8} and corresponding to closed characteristics with period smaller
than λν . The characteristics are understood to be parametrized by XReeb.
In the best of the situations, they are transversally nondegenerate.
We construct now Hamiltonians Kν with nondegenerate 1-periodic orbits by
perturbing Hν . We need two kinds of perturbations, corresponding to the above
two types of orbits:
(A) a time-independent perturbation localized in a neighbourhood of the critical
fibers of f˜ | bE\∂E×]1− δ2 ,∞[;
(B) a time-dependent perturbation localized in a neighbourhood of the noncon-
stant 1-periodic orbits.
(A) Let {p1, . . . , pℓ} be the critical points of the Morse function f : B −→ R.
We denote Fi = Fpi and Si = S|Fi . We choose mutually disjoint open sets Ui ∋ pi
admitting trivializations Ψi : π
−1(Ui)
∼−→ Ui×Fi such that Si ◦pr2◦Ψi = S|π−1(Ui)
and Ψ∗Hy = H¯y for all y ∈ Fi, where H¯ is the trivial horizontal distribution on
Ui × Fi. Such a trivialization can be constructed by parallel transport along the
radii of a geodesic ball centered at pi. This type of trivialization is even a symplectic
diffeomorphism in the fibers, but we shall not use this fact.
Ψi : π
−1(Ui)
∼ //
π
%%K
KK
KK
KK
KK
K
Ui × Fi ∋ (x, y)
pr1
xxqqq
qq
qq
qq
qq
pr2
&&MM
MM
MM
MM
MM
M
//_______ R
Ui Fi
ϕi
??
        
We choose now functions ϕi : Fi −→ R subject to the following conditions:
• ϕi = 0 for 1− δ4 ≤ S ≤ 1;
• ϕi = ϕi(S) for 1 − δ2 ≤ S < 1 − δ4 , a strictly concave function satisfying
|ϕ′i(1 − δ2 )| < T0;
• ϕi is a Morse function on E \ ∂E × [1− δ4 , 1].
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We denote by fi the composition ϕi ◦ pr2 ◦ Ψi : π−1(Ui) −→ R. We choose
relatively compact open subsets Vi ⋐ Ui, pi ∈ Vi and smooth compactly supported
cut-off functions ρi : Ui −→ R such that ρi|Vi = 1 and 0 ≤ ρi ≤ 1.
We now define the first perturbation K˜ν of Hν to be
(58) K˜ν = Hν + c
′
ν
∑
pi∈Crit(f)
ρ˜i · fi.
Here c′ν is a decreasing sequence of strictly positive real numbers, with c
′
ν small
enough such that the only critical points of K˜ν inside E are the critical points of
fi in Fi.
(B) The Hamiltonian K˜ν has nontrivial 1-periodic orbits in the critical fibers Fi in
the region 1− δ4 < S < 1. For any δ > 0 there exists a time-dependent Hamiltonian
χδν,i : S
1 × Fi −→ R, with ‖ χδν,i ‖C2≤ δ and supported in an arbitrarily small
neighbourhood of the nontrivial 1-periodic orbits of K˜ν|Fi , such that the 1-periodic
orbits of K˜ν |Fi +χδν,i are nondegenerate. We denote Gδν,i = χδν,i ◦
(
id× (pr2 ◦Ψi)
)
:
S1 × π−1(Ui) −→ R. We define
(59) Kν = K˜ν + c
′
ν
∑
pi∈Crit(f)
ρ˜i ·Gδν,i.
The property Ψ∗Hy = H¯y, y ∈ Fi ensures that XGδν,i and Xfi are vertical along
the fibers Fi. We infer the existence of a constant m > 0 depending on all the
choices made before such that, for a given ν, we have
|XhGδν,i|β ≤ m|X˜f
h|β ,
|Xhfi |β ≤ m|X˜f
h|β .
Moreover, by multiplying Gδν,i and fi by sufficiently small positive reals we can
achieve that the above two inequalities hold for all ν and i with a uniform constant
m > 0, which can moreover be chosen arbitrarily small.
5.3. Geometric pseudo-gradient vector fields. The objects that we consider
in the next statement are those of Proposition 5.1, namely an almost complex
structure J = JV ⊕ J˜B , a Morse function f : B → R, a horizontal distribution
H given by a loop L = (Lt : H0 → Vert), and a Hamiltonian h with vertical
Hamiltonian vector field. We consider in addition a time-dependent pertubation G
supported in E ∩⋃ℓi=1 π−1(Ui) satisfying the inequality
(60) |XhG|β ≤ m|X˜f
h|β
for some m > 0.
Proposition 5.8. Assume the almost complex structure JB ∈ J (B, β) is time-
independent, and assume that the maximal slope of h satisfies the condition
λmax /∈ Spec(∂E).
There exist constants ǫ0, δ0, ρ0, α0,m0 > 0 such that, for ǫ ≤ ǫ0, α ≤ α0, δ ≤ δ0,
‖ L ‖C0≤ ρ0δ and m ≤ m0, the vector field defined on the space of 1-periodic loops
by
Yǫ(x) = J(x˙−Xǫǫh ◦ x− X˜ǫδf ◦ x− (XǫǫG)v ◦ x)
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satisfies the strong pseudo-gradient inequality
(61) dAǫ
ǫ(h+δ ef+G)
(x) · Yǫ(x) ≥ α ‖ Yǫ(x) ‖2ωǫ .
Equality holds iff x is a periodic orbit of Xh+G = X
ǫ
ǫ(h+G) in a critical fiber of f˜ .
Proof. We follow the proof of Proposition 5.1 and we again assume without loss of
generality that ǫ = 1 in order not to burden the notation. Because G is supported
in E the proof of Case 1. remains unchanged. The specific feature of Case 2.
is the Poincare´ inequality for loops and this remains unchanged as well, although
some new estimates are needed in the preliminary computations. These estimates
appear also in the proof of Case 3. and we give full details only for this last case.
We denote E = dAh+ ef+G · Y(x) and assume that x is contained in {S ≤ Λ}. We
have
E =
∫
ω
(
x˙, J(x˙−Xh − X˜f −XvG)
) − d(h+ f˜ +G) · J(x˙ −Xh − X˜f −XvG)
= ‖ x˙−Xh − X˜f −XvG ‖2ω −
∫
Ω(X˜f , JX˜f ) +
∫
Ω(X˜f , Jx˙− JXh)
−
∫
ω(XhG, Jx˙− JX˜f ).
Inequality (61) is equivalent to
(1 − α2) ‖ x˙−Xh − X˜f −XvG ‖2ω −
∫
Ω(X˜f , JX˜f )
+
∫
Ω(X˜f , Jx˙− JXh)−
∫
ω(XhG, Jx˙− JX˜f ) ≥ 0.
The left hand side of the above inequality can be written as
E′ = (1− α2) ‖ x˙−Xh −XvG ‖2ω −2(1− α2)〈x˙−Xh −XvG, X˜f 〉ω(62)
+
∫
Ω(X˜f , Jx˙)−
∫
ω(XhG, Jx˙)(63)
+ (1− α2) ‖ X˜f
h ‖2β −α2
∫
Ω(X˜f , JX˜f)(64)
−
∫
Ω(X˜f , JXh) +
∫
ω(XhG, JX˜f ).(65)
For ǫ0 and ρ small enough, the expression E
′′ obtained by summing up (64) and
(65) satisfies
E′′ ≥ (1− 3α2 − 2m) ‖ X˜f
h ‖2β .
Again for ǫ0 and ρ small enough, we break the expression obtained by summing
up (62) and (63) as a sum E′′1 + E
′′
2 as follows.
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E′′1 = (1− α2) ‖ x˙v −Xh −XvG ‖2Ω
− (2 − 2α2)〈x˙v −Xh −XvG, X˜f
v〉Ω +
∫
Ω(X˜f
v
, Jx˙v)
= (1− α2) ‖ x˙v −Xh −XvG −
1− 2α2
2(1− α2)X˜f
v ‖2Ω
− (1 − 2α
2)2
4(1− α2) ‖ X˜f
v ‖2Ω +
∫
Ω(Xh, X˜f
v
)
≥ −2α2 ‖ X˜f
h ‖2β .
E′′2 = (1− α2) ‖ x˙h ‖2ω −(2− 2α2)〈x˙h, X˜f
h〉ω
+
∫
Ω(X˜f
h
, Jx˙h)−
∫
ω(XhG, Jx˙
h)
≥ 2(1− α
2)
3
‖ x˙h ‖2β −(2− 2α2)〈x˙h, X˜f
h〉β −
∫
π∗β(XhG, Jx˙
h)
− (1 − α2)
∫
Ω(x˙h, X˜f
h
) + α2
∫
Ω(X˜f
h
, x˙h)−
∫
Ω(XhG, Jx˙
h)
≥ 1− α
2
3
‖ x˙h ‖2β −(2− 2α2)〈x˙h, X˜f
h〉β − 6m2 ‖ X˜f
h ‖2β −
1
24
‖ x˙h ‖2β
+
1− α2
3
‖ x˙h ‖2β −
1
2
∫
|x˙h|β |X˜f
h|β − m
4
∫
|x˙h|β |X˜f
h|β
≥
(1− α2
3
− 1
4
− 1
24
− m
4
)
‖ x˙h ‖2β −
(1
4
+
m
4
+ 6m2
)
‖ X˜f
h ‖2β
≥ −
(1
4
+
m
4
+ 6m2
)
‖ X˜f
h ‖2β .
The inequalities involving E′′2 hold if (1−α2)/3−1/4− 124 −m/4 ≥ 0 and if ǫ0 is
small enough so that ‖ Ω|H0 ‖∞,{S≤4}≤ 1/4 and | · |2ω ≥ 23 | · |2β on E. The inequality
involving E′′1 holds if ρ is small enough (determined by α).
We finally obtain
E′ ≥
(3
4
− 5α2 − 2m− m
4
− 6m2
)
‖ X˜f
h ‖2β≥ 0.
The last inequality holds if m is small enough, provided α is also small enough.
The fact that equality in (61) is attained only if x is a 1-periodic orbit of h+G
in a critical fiber of f˜ is obvious from the fact that all the above inequalities have
to be equalities. In particular we must have X˜f ◦ x ≡ 0. 
6. Transversality for split almost complex structures
One crucial ingredient in the construction of the Floer complex associated to a
vector field Y and to an almost complex structure J is the possibility to choose the
pair (Y, J) such that the linearized operator
Du :W
1,p(R× S1, u∗T Ê) −→ Lp(R× S1, u∗T Ê),
ξ 7−→ ∇sξ + J(u)∇tξ +∇ξJ(u) · ut −∇ξY (u)
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is surjective for every finite energy solution of the equation
(66) us + J(u) · ut = Y (u).
In Floer’s original setting one has Y = JXH , with H a given Hamiltonian, whereas
in our setting Y is a (s-independent) vector field satisfying Definition 4.4.
Our definition of the Floer homology groups makes use of the fibered structure
on Ê only in order to prove the a priori C0-bounds on the finite energy solutions
of (66). The arguments developed in [10, 11, 16, 26] apply in order to show that, for
a fixed choice of Y , transversality can be achieved by a generic choice of J provided
one allows the use of almost complex structures that are time-dependent. This
is sufficient in order to define Floer homology in the setting of the present paper.
Nevertheless, in order to compute it by constructing a spectral sequence, one needs
to establish transversality inside the smaller class of split almost complex structures
whose horizontal component is time-independent. This requires a refinement of the
above mentioned arguments, by allowing not only variations of the vertical almost
complex structure, but also of the horizontal distribution as in [22, §8.2 sq.] and [27].
The purpose of this section is to prove this refined version of transversality.
We denote by V or Vert the vertical subbundle ker π∗ ⊂ T Ê, whereas the hor-
izontal subbundle V ⊥Ω is denoted by H0 or Hor. We denote by J vertτ the space
of smooth τ -periodic almost complex structures on V which are time-independent
and standard outside a compact set and which are compatible with Ω (see Defini-
tion 4.1). We denote by JB the space of smooth time-independent almost complex
structures on B which are compatible with β and which satisfy the (negativity)
property of Definition 2.1. We endow J vertτ and JB with the C∞-topology. Given
JB ∈ JB we denote by J˜HB its lift with respect to a given horizontal distribution
H .
The connexion 2-form Ω can be perturbed while preserving at the same time
closedness and keeping it unchanged along the fibers. We describe here a method
borrowed from [22, §8.2], with the significant difference that we need to allow time-
dependent perturbations of the horizontal distribution in order to achieve transver-
sality.
The starting point is to consider on B a 1-form H with values in the bundle
C∞0 (Ê) whose fiber at z ∈ B is the space C∞0 (Êz) of compactly supported smooth
functions on Êz . We assume that H is τ -periodic and we use from now on the
notation Ht in order to express the dependence on t, with Ht = Ht+τ . We denote
the action of H by
TzB −→ C∞0 (S1τ × Êz), z ∈ B,
ζ 7−→ Htζ ,
where S1τ is the circle of length τ . We define a time-dependent 1-form σ
t
H ∈ Ω1(Ê)
by
σtH(x; v) = H
t
ζ(x), ζ = π∗v,
where x ∈ Ê and v ∈ TxÊ. The 1-form σtH vanishes on the fibers by definition.
The connection 2-form associated to Ht is defined to be
(67) ΩtH = Ω− dσtH .
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The horizontal subspace of ΩtH at x ∈ Ê is
HorHt;x = {v −XHt
ζ
(x) : v ∈ Horx, ζ = π∗v}
= graph
(−XHt : Horx −→ Vertx, v 7−→ −XHtπ∗v (x)).
In the above notation XHt
ζ
represents, for a given z ∈ B, the Hamiltonian vector
field of the function Htζ defined on Êz. We denote Hτ = Ω1(B, C∞0 (S1τ × Ê)) and,
for a given compact set N ⊂ Ê, we let
Hτ (N) ⊂ Hτ
be the subspace of all those forms with support contained in N . The connection
2-form Ωt is time-dependent but nevertheless constant on the fibers. For each curve
in B parallel transport along Ht defines a path of symplectomorphisms between
the fibers.
We use the shorthand notation J˜HB for the (time-dependent !) lift J˜
HorHt
B of an
almost complex structure JB on the base. Any triple (JV , JB, H) ∈ J vertτ ×JB×Hτ
gives rise to an almost complex structure J on Ê defined as
J = JV ⊕ J˜HB .
Let J0 be the almost complex structure corresponding to the fixed triple (JV , JB, 0).
The action of the almost complex structures corresponding to triples (JV , JB, H),
H ∈ Hτ can be explicitly described (see [22]) as
(68) Jtv = J0v + JV,tXHtπ∗v (x)−XHtJ
B
π∗v
(x), v ∈ TxÊ.
Before stating our transversality result, we recall the following theorem of Sala-
mon and Zehnder, which implies in particular transversality for all moduli spaces
of Floer trajectories in the time-independent setting for symplectically aspherical
manifolds.
Theorem 6.1 ([26], Thm. 7.3). Let (B, β) be a closed symplectic manifold such
that
〈[β], π2(B)〉 = 0.
Let f : B −→ R be a Morse function and JB a time-independent almost complex
structure compatible with β, such that the flow of ∇JBf is Morse-Smale. Let
Du,τ :W
1,p(R× S1τ , u∗TB) −→ Lp(R× S1τ , u∗TB),
ξ 7−→ ∇sξ + JB(u)∇tξ +∇ξJB(u) · ut −∇ξ∇f
be the linearization of Floer’s equation
(69) us + JB(u)ut = (∇JBf) ◦ u,
defined for τ-periodic maps u : R× S1τ −→ B. The following assertions hold if τ is
small enough.
(a) The operator Du,τ is surjective for any solution u : R −→ B of (69) which
is independent of t.
(b) Every finite energy solution of (69) is independent of t.
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Remark 6.2. (Reparametrizations) (i) The norm of Du,τ does not depend on
the parameter τ ∈]0, τ0] because Du,τξ = ∇sξ −∇ξ∇f .
(ii) The statement of the above theorem remains true if we fix the period and
allow the coefficient in front of f to go to zero. The reason is that any τ -periodic
solution u(s, t) gives rise to a τ0-periodic solution u0(s, t) = u(
τ
τ0
s, ττ0 t), which in
turn satisfies the equation ∂su0 + JB∂tu0 =
τ
τ0
∇f .
We fix from now on a Morse function f : B −→ R, an almost complex structure
JB ∈ JB and a period τ > 0 such that the conclusions of Theorem 6.1 hold true.
If the almost complex structure JB satisfies the (negativity) assumption of
Definition 2.1, then for every (JV , H) ∈ J vertτ ×Hτ there exists ǫ0 > 0 such that
ωǫ = π
∗β + ǫΩ
tames
J = JV ⊕ J˜HB
for all 0 < ǫ ≤ ǫ0. Following the previous section, we consider Hamiltonians of the
form
K = h+ f˜ +G.
The function h = h(S) is convex and linear for S ≥ 1 with slope λmax satisfying
τ
ǫ0
· λmax /∈ Spec(∂E).
The function G is a τ -periodic perturbation localized in a neighbourhood of the
critical fibers of f˜ = π ◦ f . More precisely, we denote the critical points of f by pi,
1 ≤ i ≤ ℓ, we fix open neighbourhoods pi ∈ Vi ⋐ Ui such that Ui ∩ Uj = ∅, i 6= j
and we require that supp(G) ⊂ E ∩⋃pi∈Crit(f) π−1(Vi). We denote
N = E ∩ cπ−1(⋃Ui),
so that N ∩ supp(G) = ∅. Given h we choose G and ǫ0 such that the τ -periodic
orbits of K with respect to ωǫ0 are nondegenerate and lie in the critical fibers of
f˜ = π ◦ f , while the vector field
Yǫ0(t, x) = Jtx˙− Y ǫ0(t, x),
Y ǫ0(t, x) = Jt
(
Xǫ0ǫ0h + ǫ0X˜f + (X
ǫ0
ǫ0G
)v(t, x)
)
is a negative pseudo-gradient for the action functional Aǫ0ǫ0K defined on the space of
contractible τ -periodic loops in Ê. The superscript ǫ0 indicates, as usual, the fact
that the Hamiltonian vector fields and the symplectic action are computed with
respect to the form ωǫ0 .
Remark 6.3. (Uniform upper bound for ǫ) The rescaling parameter ǫ is al-
lowed to vary in some interval ]0, ǫ0] with ǫ0 small enough in order to ensure non-
degeneracy and taming for ωǫ = π
∗β + ǫΩ. The only other point where we use
the rescaling Ω  ǫΩ is in the proof of the pseudo-gradient property for loops
contained in E in Proposition 5.8, where one might need to further diminish the
constant ǫ0, depending on ‖G|E‖C1 . Since the latter quantity can be uniformly
bounded independently of the choice of h, we conclude that we can construct an
admissible cofinal family of Hamiltonians K admitting a uniform constant ǫ0.
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Given a Hamiltonian K and a parameter 0 < ǫ ≤ ǫ0 as in Remark 6.3 we
define the space of regular vertical almost complex structures and Hamiltonian
perturbations
(J vertτ ×Hτ )reg(ǫ,K) ⊂ J vertτ ×Hτ (N)
as consisting of pairs (JV , H) ∈ J vertτ × Hτ (N) such that, for every finite energy
solution u : R× S1τ −→ Ê of the equation
(70) us + Jut = Y
ǫ ◦ u,
the linearized operator
Dǫu,τ :W
1,p(R× S1τ , u∗T Ê) −→ Lp(R× S1τ , u∗T ∗Ê),
ξ 7−→ ∇ǫsξ + J(u)∇ǫtξ +∇ǫξJ(u) · ut −∇ǫξY ǫ(u)
is surjective. The connexion ∇ǫ is the Levi-Civita connexion associated to the
metric defined by ωǫ and J = JV ⊕ J˜HB .
Notation. Given a map u : R× S1τ −→ Ê we denote its projection by
v = π ◦ u.
Given JV ∈ J vertτ we denote by J vertτ (JV ) the space of vertical almost complex
structures which coincide with JV outside a compact set.
Remark 6.4. (Geometric property of the pseudo-gradient equation) The
fundamental property of equation (70) is that the projected solutions v = π ◦ u
satisfy the equation
vs + JB(v)vt = ǫ∇JBf(v),
for which transversality is ensured by Theorem 6.1. This geometric property plays
a crucial role not only in the construction of the spectral sequence, but also in the
proof of transversality within the class of split almost complex structures of the
type JV ⊕ J˜HB .
The aim of this section is to prove the following result.
Theorem 6.5 (split transversality). Let K, ǫ0 be as above and JV,0 ∈ J vertτ .
(a) There exist a positive constant ǫ(K) ∈]0, ǫ0] and an open neighbourhood O
of (JV,0, H0) in J vertτ (JV,0)×Hτ (N) such that the operator
F ǫu,τ :W
1,p(R× S1τ , v∗TB) −→ Lp(R× S1τ , v∗TB),
F ǫu,τ (ξ) = π∗
(
Dǫu,τ · ξ˜
)
is surjective for any finite energy solution u of (70) with 0 < ǫ ≤ ǫ(K) and
(JV , H) ∈ O;
(b) For every 0 < ǫ ≤ ǫ(K) the set (J vertτ ×Hτ )reg(ǫ,K) ∩ O is dense and of
second Baire category in O.
Remark 6.6. (On the parameter ǫ(K)) The parameter ǫ(K) depends actually
on the asymptotic slope ofK. Indeed, it will be appearant from the proof that ǫ(K)
depends on the C0-bound for solutions of us + Jut = Y
ǫ ◦ u through the use of
Lemma 6.7 below. These bounds, in turn, depend via Lemma 4.10 on the maximal
difference between the actions of two closed orbits, i.e. on the asymptotic slope of
K.
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Proof. a) Let O be a neighbourhood of (JV,0, H0) such that the following hold for
(JV , H) ∈ O:
• the almost complex structures J = JV ⊕ J˜HB are tamed by ωǫ, 0 < ǫ ≤ ǫ0;
• finite energy solutions of us + Jut = Y ǫ ◦ u admit a common uniform C0-
bound for 0 < ǫ ≤ ǫ0. This can be achieved as a consequence of the following
two observations which slightly generalize the proof of Theorem 4.6. Firstly,
it is clear that, for ǫ > 0 fixed, one can allow the almost complex structure
to slightly vary inside a compact set. Secondly, as ǫ > 0 varies the vertical
part of the vector field Y ǫ remains unchanged, whereas the horizontal part is
rescaled by ǫ, so that assumptions (24-26) in Definition 4.4 are still satisfied.
Lemma 6.7. There exist constants c(ǫ), 0 < ǫ ≤ ǫ0 with c(ǫ) −→ 0, ǫ −→ 0 such
that, for any finite energy solution u of equation (70) with (JV , H) ∈ O, we have
|||F ǫu,τ −Dv||| ≤ c(ǫ).
Proof. The Levi-Civita connection ∇ associated to a metric 〈·, ·〉 can be expressed
as follows:
〈∇YX,Z〉 = 1
2
{
X〈Y, Z〉+ Y 〈Z,X〉 − Z〈X,Y 〉(71)
−〈[X,Z], Y 〉 − 〈[Y, Z], X〉 − 〈[X,Y ], Z〉}.(72)
By applying the above formula to the connection ∇ǫ associated to the (time-
dependent) metric gǫ(v, w) =
1
2 (ωǫ(v, Jw) + ωǫ(w, Jv)) one sees that, for any two
vector fields X ∈ X (Ê) and Y ∈ X (B), we have
(∇ǫ
eY
X)h −→ ∇˜Y π∗X,
(∇ǫX Y˜ )h −→ ∇˜π∗XY , ǫ −→ 0,
where ∇ is the Levi-Civita connection on B corresponding to the metric g
B
(·, ·) =
β(·, JB·). The convergence is uniform on every compact set. More precisely, for
any compact set K ⊂ Ê we have
(73) ||(∇ǫeYX)h − ∇˜Y π∗X||gB ≤ c1(ǫ,K)||X ||C1(gǫ0 )||Y ||C0 ,
(74) ||(∇ǫX Y˜ )h − ∇˜π∗XY ||gB ≤ c1(ǫ,K)||X ||C0(gǫ0 )||Y ||C1 ,
with c1(ǫ,K) −→ 0, ǫ −→ 0. Similarly we have
(75) ||(∇ǫeY J)h − ∇˜Y JB||gB ≤ c2(ǫ,K)||Y ||C0(gB ),
with c2(ǫ,K) −→ 0, ǫ −→ 0. The estimates (73 – 75), together with the explicit form
of the operators involved and the existence of the uniform C0-bound on solutions
of Floer’s equation (70) for (JV , H) ∈ O and 0 < ǫ ≤ ǫ0, imply the conclusion. 
Lemma 6.8. The operators Dv, where v runs over all Floer (time-independent)
trajectories on B corresponding to f and JB, admit uniformly bounded right in-
verses.
Proof. This is a reformulation of the gluing theorem for Floer trajectories in the
transverse case (see for example [25] for the latter). The key step in the gluing
construction is to prove that the linearized operator is surjective along preglued
curves and that it admits a right inverse which is uniformly bounded for large
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enough values of the gluing parameter. This implies that one can find uniformly
bounded right inverses for the operatorDv when v belongs to a small neighbourhood
of the boundary of the moduli space of trajectories. Such a uniform bound can
clearly be found on the remaining relatively compact set contained in the interior
of the moduli space of trajectories, and gives the existence of uniformly bounded
right inverses for Dv for any choice of v. 
We prove now assertion a) in the theorem. Let C be the uniform upper bound
provided by Lemma 6.8 and choose ǫ(K) small enough so that the constant c(ǫ) in
Lemma 6.7 satisfies c(ǫ) < 1/2C for 0 < ǫ ≤ ǫ(K). Given a finite energy solution
u, let Qv be a right inverse for Dv, v = π ◦ u such that ‖Qv‖ ≤ C. Then
‖F ǫu,τQv − Id‖ = ‖F ǫu,τQv −DvQv‖ ≤ 1/2,
hence the operator F ǫu,τQv is invertible and the norm of its inverse is ≤ 2. Then
Qv(F
ǫ
u,τQv)
−1 is a right inverse for F ǫu,τ of norm ≤ 2C, and in particular F ǫu,τ is
surjective.
We prove now assertion b). We follow the proof of Theorem 5.1 in [11] – in par-
ticular, it is enough to obtain the conclusion when J vertτ (JV,0)×Hτ (N) is endowed
with the Cℓ-topology, ℓ ≥ 1.
We fix 0 < ǫ ≤ ǫ(K). The key step is to prove that, for any τ -periodic orbits
x−, x+ of K, the universal moduli space
M(x−, x+,O) = {(u, JV , H) : ∂¯JV ⊕ eJHB ,Y ǫ u = 0}
is a Banach manifold. The universal moduli space is naturally the zero set of the
section
F : B ×O −→ E , F(u, JV , H) = ∂¯JV ⊕ eJHB ,Y ǫ u.
Here B = B(x−, x+) is the space of continuous maps u : R × S1τ −→ Ê which are
locally of class W 1,p and which converge to x−, x+ as s −→ ±∞ with a suitable
exponential decay condition at infinity [11], while E is the Banach bundle whose
fiber at (u, JV , H) is L
p(u∗T Ê).
We need to prove that F is transverse to the zero section of E . We denote by π
the vertical projection T((u,JV ,H),0)E −→ E(u,JV ,H). The vertical differential
DF(u, JV , H) = π ◦ dF(u, JV , H)
is given at a solution u of (70) by
(76) DF(u, JV , H) · (ξ, Z, h) = Duξ + Zt(u)JV uverts +Xhπ∗uhorizs .
Here ξ ∈ TuB = W 1,p(u∗T Ê) and h ∈ THHτ (N) = Hτ (N). The tangent vector
Z ∈ TJV J vertτ (JV,0) is a Cℓ-map S1τ × T Ê −→ T Ê which has compact support in
Ê and satisfies
J tV Zt + ZtJ
t
V = 0, Ω(Ztv, w) + Ω(v, Ztw) = 0, v, w ∈ Vert.
Let us explain the term Xhπ∗∂su in (76). We need to study the change in
∂¯JV ⊕ eJHB ,Y ǫ
u = us + (JV ⊕ J˜HB )ut − (JV ⊕ J˜HB )(Xv + ǫX˜f
H
)
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as we replace H by H + h. By (68) we obtain
(JV ⊕ J˜H+hB ) · X˜f
H+h
= (JV ⊕ J˜H+hB ) · (X˜f
H −XhXf )
= −JVXhXf + (JV ⊕ J˜HB ) · X˜f
H
+ JVXhXf −XhJBXf
= (JV ⊕ J˜HB ) · X˜f
H −XhJBXf
and
(JV ⊕ J˜H+hB ) · ut = (JV ⊕ J˜HB ) · ut + JVXhπ∗ut −XhJBπ∗ut .
Since JBπ∗ut − ǫJBXf = π∗us we infer that the variation in the direction h of
∂¯JV⊕ eJHB ,Y ǫ
u is
δ∂¯ · h = JVXhπ∗ut +Xhπ∗us .
On the other hand π∗ut vanishes because the projected trajectories on the base are
time-independent, hence δ∂¯ · h = Xhπ∗us .
We need to show that DF is onto for any (u, JV , H) ∈ M(x−, x+,O). The
operator Du is Fredholm and the same holds for DF . In particular im (DF) is
closed and, in order to prove surjectivity, it is enough to prove that DF has a dense
range. Equivalently, we have to show that the annihilator
A = {η ∈ Lq(u∗T Ê) :
∫∫
R×S1τ
〈η,DF(u, JV , H) · (ξ, Z, h)〉dsdt = 0, ∀ ξ, Z, h}
is zero, where 1/p+ 1/q = 1. For η ∈ A we must have
(77)
∫∫
〈η,Duξ〉dsdt = 0,
(78)
∫∫
〈η, Zt(u)JV uverts 〉dsdt = 0,
(79)
∫∫
〈η,Xh
π∗uhorizs
〉dsdt = 0
for all ξ ∈ W 1,p(u∗T Ê), Z ∈ TJV J vertτ (JV,0), h ∈ Hτ (N). Condition (77) states
that η is a weak solution of D∗uη = 0, where D
∗
u is the formal adjoint of Du which
is obtained by formally replacing in Du the term ∇s with −∇s. Elliptic regularity
implies that η is of class Cℓ and is a strong solution of D∗uη = 0, while unique
continuation (see [11]) ensures that it is enough to show that η vanishes on an open
set in order to obtain global vanishing. We denote η = ηh+ηv the decomposition of
η into horizontal and vertical parts with respect to the splitting T Ê = Vert⊕Vert⊥Ω .
In general, the (time-dependent) decomposition of a vector X with respect to the
splitting T Ê = Vert⊕HorH will be denoted X = Xvert +Xhoriz.
We first show that ηv ≡ 0 on some open set U . The special form of our Floer
equation separates nonconstant trajectories u in two classes: those entirely con-
tained in a fiber, and those satisfying π∗us = vs 6= 0 running from one fiber to
another.
Let u be a nonconstant trajectory contained in a fiber. One of the fundamental
results of [11] states that the set
R(u) =
{
(s, t) ∈ R× S1τ : us(s, t) 6= 0, u(s, t) 6= x±(t), u(s, t) /∈ u(R− {s}, t)
}
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of regular points is open and dense in R × S1τ . We claim that ηv ≡ 0 on R(u),
hence by density ηv ≡ 0. Assume by contradiction that this is not the case and
ηv(s, t) 6= 0 for some (s, t) ∈ R(u), hence on a small neighbourhood of (s, t). Because
uvs = us = u
vert
s we can choose, according to [11], a time-dependent tangent vector
Zt such that
∫∫
R×S1τ
〈η, Zt(u)JV uverts 〉 > 0, contradicting (78).
Let now u be a nonconstant trajectory running from one fiber to another. In
this case we have R(u) = R × S1τ . We distinguish two situations: either u crosses
N , or not. In the second case the part of u projecting onto B \⋃i Ui must live in
{S ≥ 1}, and we deduce the existence of a point (s, t) such that u(s, t) ∈ E \N and
uverts (s, t) = u
v
s(s, t) 6= 0. Then we can use again condition (78) in order to show
that ηv has to vanish in a neighbourhood U of (s, t). In the first case we use (79)
in order to show that ηv vanishes on U = u−1(im u ∩ intN). By contradiction,
let (s, t) be a point where ηv(s, t) 6= 0. We know that π∗us = vs 6= 0, hence
we can choose a time-dependent tangent vector h with support in N such that∫∫
R×S1τ
〈η,Xhπ∗us 〉 > 0, contradicting (79).
Let us now prove that ηh also vanishes on some nonempty open set V ⊂ U ,
knowing that ηv vanishes on U . Let β : R × S1τ −→ R+ be a positive smooth
function supported in U which is not identically zero. We claim that ηh vanishes
on the open set {z ∈ U : β(z) > 0}. By contradiction, let us assume that this is
not the case. The projection π∗(βη) = π∗(βη
h) is an (s, t)-dependent vector field
along v = π∗u, supported in U (note that v may as well be constant, but this does
not interfere with the argument). We have seen that the operator F ǫu,τ = π∗◦Du◦˜
is surjective, hence there exists ξ ∈ W 1,p(v∗TB) such that (Du · ξ˜)h = βηh. We
now use ηv ≡ 0 on U in order to obtain∫∫
R×S1τ
〈η,Duξ˜〉 =
∫∫
R×S1τ
〈η, βη〉 =
∫∫
U
〈ηh, βηh〉 > 0,
which is a contradiction with (77).
We have therefore proved that η vanishes on a nonempty open set V ⊂ R× S1τ .
By unique continuation η vanishes identically on R× S1τ and this finishes the proof
of Theorem 6.5. 
7. The spectral sequence
7.1. General formalism. We recall some relevant notions concerning spectral se-
quences in order to fix notation, and we refer to [1, 20] for details. For our purposes
a spectral sequence is a sequence of bigraded differential modules (Ep,qr , dr) associ-
ated to a graded differential complex (C = ⊕k≥0Ck, ∂) endowed with a filtration
Ck = F0C
k ⊃ F1Ck ⊃ . . . ⊃ FnCk ⊃ 0.
Saying that FpC, p ≥ 0 defines a filtration means that ∂(FpCk) ⊂ FpCk+1, where
we assume that the differential ∂ has degree +1. The differential dr has bidegree
(r,−r + 1). The main feature of a spectral sequence is that Er+1 = H(Er, dr),
r ≥ 0, with Ep,q0 = FpCp+q/Fp+1Cp+q. Within the above setup the groups Ep,qr
stabilize and the limit Ep,q∞ satisfies E
p,q
∞ = FpH
p+q/Fp+1H
p+q for some filtration
FpH
k, p ≥ 0 on the cohomology H = H(C, ∂). Spectral sequences are functorial in
the sense that a morphism of filtered complexes induces a morphism between the
associated spectral sequences.
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Example 7.1. We assume Ck = ⊕np=0Ckp and ∂ = ∂0 + ∂1 + . . . + ∂n, with ∂r :
Ckp −→ Ck+1p+r . We denote Cp = ⊕k≥0Ckp and FpCk = ⊕s≥pCks , so that FpCk defines
a filtration. We then have Ep,q0 = C
p+q
p and
E1 = ⊕pH(Cp, ∂0),
d1([αp]) = [∂1αp] ∈ H(Cp+1, ∂0), [αp] ∈ H(Cp, ∂0).
More generally, let Dr = ∂0 + ∂1 + . . . + ∂r, r ≥ 0. An element αp ∈ Cp defines
a class in Er if and only if there exist βp+i ∈ Cp+i, 1 ≤ i ≤ r − 1 such that
Dr−1αp +Dr−2βp+1 + . . .+D0βp+r−1 = 0, and the differential dr acts as
dr[αp] = [∂rαp + ∂r−1βp+1 + . . .+ ∂1βp+r−1]
= [Drαp +Dr−1βp+1 + . . .+D1βp+r−1].
7.2. Morse homology and local systems of coefficients.
7.2.1. Morse homology with values in a local system of coefficients. The formalism
of local cofficients for singular or cellular homology was introduced by Steenrod [29].
This is our main reference for this section, together with McCleary [20]. The
adaptation to Morse homology is straightforward but, to our knowledge, has not
appeared previously in the literature.
Definition 7.2. Let R be a ring and M be an R-module. A local system of coeffi-
cients with fiber M on a topological space B consists of the following data:
(1) one copy Mx of M for each x ∈ B, called the fiber at x;
(2) a family of isomorphisms
(
Φα : Mα(0)
∼−→ Mα(1)
)
α∈P(B)
, where P(B) is
the set of continuous paths in B, such that:
• if α ≃ β are homotopic with fixed endpoints, then Φα = Φβ;
• if α, β ∈ P(B) satisfy α(1) = β(0), then Φα·β = Φα ◦ Φβ.
We call Φα the parallel transport along α.
Remarks. 1. Isomorphism classes of local systems of coefficients on a manifold are
in one to one correspondence with isomorphism classes of locally constant sheaves.
2. If B is simply-connected then all local systems having the same fiber are
isomorphic. More generally, the choice of a basepoint x0 ∈ B and of a collection of
paths connecting x0 to x ∈ B, x 6= x0 determines a one to one correspondence be-
tween local systems with fiberM and representations π1(B, x0) −→ Aut(Mx0). We
call the representation associated to a local system S the monodromy representation
of S. It is well defined up to conjugation by an element of Aut(Mx0).
We define the cohomology groups of B with values in the local system S, denoted
by H∗(B;S), as the cohomology groups of B with values in the associated locally
constant sheaf S, and we refer to [29] for a description in terms of singular cochains
with coefficients.
Example 7.3. (The second term in the Leray-Serre spectral sequence).
Let F →֒ E π−→ B be a locally trivial fibration. For any q ≥ 0 we define a
local system Hq(F, ∂F ) with fiber Hq(F, ∂F ) as follows. The fiber at x ∈ B is
Hq(Fx, ∂Fx). For a path α contained in a contractible open set U ⊂ B we define
Φα = i
∗
α(1)i
∗
α(0)
−1, where Fα(0)
iα(0)→֒ π−1(U) iα(1)←֓ Fα(1) are the inclusions, inducing
isomorphisms in cohomology. This isomorphism is independent of U as long as the
latter is contractible. For a path α ∈ P(B) we consider a subdivision 0 = t0 < t1 <
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. . . < tN < tN+1 = 1 such that αi = α|[ti,ti+1] is contained in a contractible open
set and define Φα = ΦαN ◦ΦαN−1 ◦ . . . ◦Φα0 . If B is closed the second term of the
Leray-Serre spectral sequence
LS
Ep,qr ⇒ Hp+q(E, ∂E) is
LS
Ep,q2 ≃ Hp(B ;Hq(F, ∂F )).
We define now Morse cohomology of a closed manifold B with coefficients in
a local system S. Let f : B −→ R be a Morse function and Y be a Morse-Smale
negative pseudo-gradient vector field. Pick an orientation of the unstable manifolds
of Y and define the cohomological Morse complex with values in S as
Ck(B;Y,S) =
⊕
x ∈ Crit(f)
indMorse(x) = k
Mx,
with differential ∂ : Ck −→ Ck+1 given by
(80) ∂(m〈x〉) =
∑
indMorse(y)=k+1
( ∑
γ∈M(y,x)
nγΦ
−1
γ (m)
)
〈y〉.
Here x ∈ Crit(f), m ∈ Mx, indMorse(x) = k and nγ is the sign which is associated
to the trajectory γ. The fundamental identity ∂2 = 0 is proved by the usual
gluing argument, taking into account that the cancelling pairs of trajectories form
the boundary of a two-disc and therefore parallel transport is the same along the
two “half-circles” forming its boundary. Similarly, one shows by a continuation
argument that the resulting cohomology groups do not depend on the choice of
Morse function, nor on the choice of pseudo-gradient vector field.
Any proof showing that Morse cohomology with constant coefficients is isomor-
phic to singular cohomology carries over to the case of locally constant coeffi-
cients. The approach that is most convenient for us is also the most geometric
and uses cellular cohomology H∗Cell(B;S) as an intermediate device. Given a CW-
decomposition of B, let Bk be the k-skeleton and define the cellular complex by
Cellk(B;S) = Hk(Bk, Bk−1;S) with differential
∂Cell : H
k(Bk, Bk−1;S)→ Hk+1(Bk+1, Bk;S)
given by the connecting homomorphism in the long exact sequence of the triple
(Bk+1, Bk, Bk−1). It is shown in [23, Appendix A.4] that we have a canonical
isomorphism H∗(Cell∗(B;S), ∂Cell) ≃ H∗(B;S) if S is constant, but the proof
carries over verbatim to an arbitrary local system.
The connection with Morse homology is realized by expressing the cellular dif-
ferential in an alternative way, using the incidence numbers of the cells eki of the
CW-decomposition. Let xki be the center of the cell e
k
i . Each choice of orienta-
tion of the cells determines an isomorphism Cellk(B;S) ≃ ⊕iMxki and incidence
numbers [eki : e
k+1
j ]. The differential ∂Cell is then equal to
(81) ∂Cell(mi) =
∑
j
[eki : e
k+1
j ]Φij(mi), mi ∈Mxki ,
where Φij is parallel transport along a path from x
k
i to x
k+1
j contained in the closure
of ek+1j . In order for parallel transport to be independent of the path it is enough
that the closure of ek+1j be simply-connected. This can fail only if k = 0 and the
endpoints of e1j coincide with some e
0
i , in which case the term [e
0
i : e
1
j ]Φij(mi)
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has to be replaced by 〈e0i 〉(Φ+ij(mi)− Φ−ij(mi)). Here Φ±ij is the path running from
x0i to x
1
j and having the same/the opposite orientation as e
1
j , and 〈e0i 〉 is the sign
(orientation) of e0i . We refer to [3, IV.10] for a proof of (81) in the case where S is
constant, which carries over verbatim to the case of an arbitrary local system.
We now use the fact proved by Laudenbach [19] that, if the vector field Y is
equal near its zeroes to the negative gradient of a quadratic form with respect to
the Euclidean metric, then its unstable manifolds provide a CW-decomposition of
B. It then follows directly from the definitions that
[Wu(x) :Wu(y)] =
∑
γ∈M(y,x)
nγ .
In particular, once an orientation of the unstable manifolds has been chosen, the
Morse complex (C∗(B;Y,S), ∂) is canonically identified with the cellular complex
(Cell∗(B;S), ∂Cell), and we have canonical isomorphisms
H∗(B;Y,S) ≃ H∗Cell(B;S) ≃ H∗(B;S).
7.2.2. Local subsystems and extensions. The motivation for introducing local sub-
systems is that parallel transport is defined in the Floer setting only along certain
paths in B. The question arises whether such a system of isomorphisms can be
extended to a local system, and if yes, in how many non-isomorphic ways. The
notion of a local subsystem is a convenient way to organize the available data.
Definition 7.4. Let R be a ring and M an R-module. A local subsystem with
fiber M on the topological space B consists of the following data.
(1) a subset C ⊂ B and one copy Mx of M for each x ∈ C;
(2) a subset P ⊂ P(B) such that
• if α ∈ P, then α(0), α(1) ∈ C;
• for any x ∈ C the constant path x(·) ≡ x belongs to P;
• α ∈ P if and only if α−1 ∈ P;
• if α, β ∈ P and α(1) = β(0) then α · β ∈ P;
(3) a family of isomorphisms Φ =
(
Φα :Mα(0)
∼−→Mα(1)
)
α∈P
such that
• if α ≃ β are homotopic in B with fixed endpoints, then Φα = Φβ;
• if α, β ∈ P and α(1) = β(0) then Φα·β = Φβ ◦ Φα.
Definition 7.5. We call the pair Supp(S) = (C,P) the support of the local sub-
system S = (C,P ,Φ).
The connected component S(x0) =
(
C(x0),P(x0),Φ(x0)
)
of x0 in S is defined
as
C(x0) = {x ∈ C : ∃ α ∈ P , α(0) = x0, α(1) = x},
P(x0) = {α ∈ P : α(0), α(1) ∈ C(x0)},
Φ(x0) = {Φα : α ∈ P(x0)}.
We say that S has connected support if C(x0) = C for some (and hence for
any) x0 ∈ C.
The fundamental group π1(S, x0) of S at x0 is defined as the set of homotopy
classes in B relative to x0 of based loops in P(x0). Multiplication is given by the
catenation of loops.
Given two local subsystems S = (C,P ,Φ) and S′ = (C′,P ′,Φ′) we say that S′ is
an extension of S, and write S ≺ S′, if C ⊂ C′, P ⊂ P ′ and Φ ⊂ Φ′.
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Every local subsystem gives rise to a representation
χS,x0 : π1(S, x0) −→ Aut(Mx0).
Given S ≺ S′ we have an obvious inclusion π1(S, x0) →֒ π1(S′, x0) which fits into
the commutative diagram
π1(S, x0)  u
((PP
PP
PP
PP
PP
PP
χS,x0 // Aut(Mx0)
π1(S′, x0)
χS′,x0
88qqqqqqqqqqq
In view of the fact that local systems are in one-to-one correspondence with repre-
sentations π1(B, x0) −→ Aut(Mx0), the following statement is tautological.
Proposition 7.6. Let S be a local subsystem having connected support. Each
extension of S to a local system corresponds to one and only one factorization
π1(S, x0)  u
''PP
PP
PP
PP
PP
PP
χS,x0 // Aut(Mx0)
π1(B, x0)
88
We see in particular that, if a local subsystem S with connected support is such
that the inclusion π1(S, x0) →֒ π1(B, x0) is an isomorphism, then S admits a unique
extension to a local system.
7.3. Filtered Floer complexes. We construct in this section filtered Floer com-
plexes using appropriate Hamiltonians, pseudo-gradient vector fields and almost
complex structures.
Let f : B −→ R be a C2-small Morse function, let JB be a time-independent
almost complex structure on B, and assume that the gradient∇JBf is Morse-Smale
and is equal to the gradient of a quadratic form with respect to the Euclidean metric
near Crit(f). This last condition ensures by [19] that the unstable manifolds of
−∇JBf define a CW-decomposition of B. By Theorem 6.1 there exists τ > 0 such
that all solutions of Floer’s equation
us + JBut = JBXf
with period less than τ are time-independent and cut the defining equation transver-
sally. We note the fact that, upon multiplying the function f by a constant c > 0,
the corresponding τ transforms as τ 7→ τ/c. As the function f gets multiplied in
the sequel by constants 0 < c < 1, the bound τ > 0 can be taken uniform with
respect to c.
The constructions in Sections 5 and 6 provide a bound ǫ0 > 0, sequences 0 <
ǫν ≤ ǫ0 and cν > 0, ν ∈ N, as well as sequences of τ -periodic Hamiltonians Kν,
split almost complex structures Jν , and vector fields Y
ǫ
ν , 0 < ǫ ≤ ǫ0, such that
(A) The τ -periodic orbits of ǫKν , 0 < ǫ ≤ ǫ0 are nondegenerate and located in
the fibers lying over the critical points of f ;
(B) The constant τ -periodic orbits of ǫKν are critical points of Kν , the vector
field Y ǫν , 0 < ǫ ≤ ǫ0 is a negative pseudo-gradient for Kν on E, and Y ǫν
is equal to the gradient of a quadratic form with respect to the Euclidean
metric near Crit(Kν);
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(C) The vector field
Yǫν(x) = Jν x˙− Y ǫν ◦ x
defined on contractible τ -periodic loops in Ê is a strong pseudo-gradient
for the action functional AǫǫKν for 0 < ǫ ≤ ǫ0;
(D) For 0 < ǫ ≤ ǫν the τ -periodic solutions of Floer’s equation
(82) us + Jνut = Y
ǫ
ν (t, u(s, t))
cut the equation transversally. The resulting Floer complexes are denoted
FC∗(ǫ, ν) = FC∗(Y ǫν , Jν);
(E) Solutions of (82) project on gradient trajectories of ǫcνf . We denote
C∗(ǫ, ν) = C∗(B;−ǫcν∇JBf);
(F) The Hamiltonians Kν form a cofinal sequence.
Statements (A) and (C) follow from Proposition 5.8. Property (B) is realized
by choosing the perturbations fi in Section 5.2 quadratic near their critical points.
Statement (D) follows from Theorem 6.5 and by noticing that the perturbations of
almost complex structures can be taken trivial near the critical points of Kν , so
that property (B) is preserved. Statement (E) follows from the special form of the
vector fields Y ǫν . Property (F) is realized by choosing a cofinal “stem sequence” hν
in order to construct the Hamiltonians Kν .
Remark 7.7. (Rescaling) Cofinality does not depend on the rescaling Ω  ǫΩ,
because the coordinate S depends only on the vertical vector field Z, which remains
unchanged. On the other hand, the action of the orbits corresponding to closed
characteristics gets multiplied by a factor ǫ under the rescaling Ω ǫΩ.
Remark 7.8. (Parameters ǫν → 0 are unavoidable) The use of the constants
ǫν cannot be avoided because of transversality issues, and more precisely because
of Lemma 6.7. The constants cν have more of a formal role, mainly in order to
ensure Kν ≤ Kν′ for ν ≤ ν′ (cf. Section 5.2).
Let R be a ring and −∞ ≤ a < b ≤ ∞ such that τa, τb /∈ Spec(∂E). We define
(83) FpC
∗
[ǫa,ǫb](ǫ, ν) =
⊕
α ∈ P(Kν)
AǫǫKν (α) ∈ [ǫa, ǫb]
−iCZ (π(α)) ≥ p
R〈α〉 ⊆ FC∗[ǫa,ǫb](ǫ, ν).
Here P(Kν) denotes the set of τ -periodic orbits of Kν .
Proposition 7.9. Formula (83) defines a filtration, i.e.
∂
(
FpC
k
[ǫa,ǫb](ǫ, ν)
) ⊂ FpCk+1[ǫa,ǫb](ǫ, ν).
Proof. For α ∈ P(Kν) such that AǫǫKν (α) ∈ [ǫa, ǫb] and −iCZ(π(α) ≥ p we have
∂〈α〉 =
∑
β : −iCZ (β) + iCZ (α) = 1
AǫǫKν (β) ∈ [ǫa, ǫb]
#(M(β, α)/R) 〈β〉.
For each orbit β appearing in the above sum there exists a solution of Floer’s
equation us+ Jνut = Y
ǫ
ν (t, u(s, t)) running from β to α. It follows that v = π ◦ u is
a solution of the equation vs + JBvt = ǫcνJBXf(v) running from π(β) to π(α). By
transversality we must have indMorse(π(β); f) ≥ indMorse(π(α); f), with equality if
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and only if v is constant i.e. u is entirely contained in the critical fiber lying over
the point π(β) = π(α). Equivalently, we get −iCZ(π(β) ≥ −iCZ(π(α) ≥ p. 
The filtration (83) defines a spectral sequence
(84) Ep,qr (ǫ, ν, a, b)
such that
Ep,qr (ǫ, ν, a, b) =⇒ FHp+q[ǫa,ǫb](ǫ, ν).
7.4. The terms E1 and E2. The filtered complex FC
∗
[ǫa,ǫb](ǫ, ν) falls under the
formalism of Example 7.1. The proof of Proposition 7.9 shows that the component
∂0 of the differential is given by the Floer differential in the fibers, hence
(85) E1 ≃
⊕
p∈Z
⊕
pi∈Crit(f)
−iCZ(pi)=p
FH∗[ǫa,ǫb](Êpi , Jν | bEpi , ǫKν | bEpi , ǫΩ),
and d1 : E1 −→ E1 acts by
[α]︸︷︷︸
−iCZ (α)=k
−iCZ (π(α))=p
7−→
[ ∑
−iCZ(β)=k+1
−iCZ(π(β))=p+1
#(M(β, α)/R)〈β〉
]
.
Here the representative α of the cohomology class is an R-linear combination of
periodic orbits αi with −iCZ(αi) = k and lying in the same fiber over a critical
point of index p, while #(M(β, α)/R) represents, for some β with −iCZ(β) = k+1,
the extension by linearity in the second argument of the quantity #(M(β, αi)/R).
The formula for d1 becomes transparent if we define the parallel transport map
(86) Φpj ,piγ (ǫ, ν) : FC
q(Êpi , ǫ, ν) −→ FCq(Êpj , ǫ, ν),
〈α〉 7−→
∑
−ifiber
CZ
(β)=q
#Mǫ,νγ (pj ⊗ β, pi ⊗ α)〈β〉,
where pi, pj ∈ Crit(f) with −iCZ(pj) > −iCZ(pi), γ ∈ M(pj, pi), FCq(Êpi , ǫ, ν)
and FCq(Êpj , ǫ, ν) are the Floer complexes in the fibers Êpi , Êpj for the restrictions
of Jν , ǫKν and ǫΩ. We have denoted
Mǫ,νγ (pj ⊗ β, pi ⊗ α) =
{
u : R× S1τ −→ Ê :
us + Jνut = Y
ǫ
ν ◦ u,
π ◦ u(s, t) = γ(s), ∀ s, t,
lim
s→−∞
u(s, ·) = pj ⊗ β(·),
lim
s→+∞
u(s, ·) = pi ⊗ α(·)
}
.
The notation pi⊗α stands for the orbit α in the fiber Êpi viewed as an orbit in Ê,
and pj ⊗ β has a similar meaning. It is easy to see that we have
dim Mǫ,νγ (pj ⊗ β, pi ⊗ α) = −ifiberCZ (β) + ifiberCZ (α)
regardless of the difference of indices between pj and pi.
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We prove in Lemma 7.10 below that Φ
pj ,pi
γ (ǫ, ν) is a morphism of differential
complexes which induces an isomorphism in homology and preserves the action
filtration. As a consequence, the differential d1 can be rewritten
d1(ǫ, ν) :
⊕
pi∈Crit(f)
FH∗[ǫa,ǫb](Êpi , ǫ, ν) −→
⊕
pi∈Crit(f)
FH∗[ǫa,ǫb](Êpi , ǫ, ν),
(87) pi ⊗ [α] 7−→
∑
−iCZ (pj)=−iCZ(pi)+1
pj ⊗
∑
[γ]∈M(pj,pi)/R
nγΦ
pj ,pi
γ (ǫ, ν) · [α].
Here α ∈ FC∗[ǫa,ǫb](Êpi , ǫ, ν) is such that ∂fiber(α) = 0. We shall moreover prove
in Proposition 7.12 below that there is a unique local system FHq[ǫa,ǫb](F̂ , ǫ, ν) on
B with fiber FHq[ǫa,ǫb](F̂ , ǫ, ν) so that the maps Φ
pj ,pi
γ described above are the
parallel transport maps with respect to this local system. It then follows from the
definition (80) of Morse cohomology with values in a local system that
(88) Ep,q2 (ǫ, ν, a, b) ≃ H(E1, d1) = Hp(B;FHq[ǫa,ǫb](F̂ , ǫ, ν)).
7.5. The Floer local system. We prove in this section that the parallel transport
maps Φ
pj ,pi
γ (ǫ, ν) are chain morphisms which induce isomorphisms in homology, and
moreover they can be incorporated into a uniquely determined local system on B.
Lemma 7.10. The map Φ
pj ,pi
γ (ǫ, ν) in (86) is a morphism of differential complexes:
Φpj ,piγ ◦ ∂pi + ∂pj ◦ Φpj ,piγ = 0,
where ∂pi , ∂pj are the Floer differentials in the fibers Êpi , Êpj respectively. More-
over, it induces an isomorphism in Floer cohomology and preserves the action fil-
tration on Floer complexes.
Proof. The idea is to identify the moduli spacesMǫ,νγ (pj⊗β, pi⊗α) with the moduli
spacesM(β, α) corresponding to a deformation of the Floer equations on the fibers
Êpi , Êpj . More precisely, let us choose a symplectic trivialization
Ψ : Ê|im γ −→ R× F̂ ,
Êγ(s) −→ {s} × F̂
which, under the projection γ(s) 7−→ s and after having chosen isomorphisms F̂ ≃
Êpi ≃ Êpj , coincides with the trivializations Ψi,Ψj of Section 5.2 on im γ ∩ Ui,
respectively on im γ ∩ Uj. In this trivialization we can interpret
K̂ = Kν ◦Ψ−1
as an s-dependent deformation from Kν ◦ Ψ−1pi = ϕ + χδν + c− to Kν ◦ Ψ−1pj =
ϕ + χδν + c+, where χ
δ
ν is the perturbation described in Section 5.2 and c± are
arbitrarily small constants. Writing K̂ = (K̂s), s ∈ R with K̂s : S1τ × F̂ −→ R and
considering on {s}× F̂ the almost complex structure Jverts induced from Êγ(s), the
vector field Y ǫν takes the form
Ŷ ǫν (s, p) = ∇J
vert
s ǫK̂s +
∂
∂s
,
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with ∇Jverts the Levi-Civita connection for ǫΩ. We infer that, if α and β are two
periodic orbits of ϕ + χδν , the moduli space Mǫ,νγ (pj ⊗ β, pi ⊗ α) is isomorphic to
the moduli space
M(β, α; K̂) =
{
u : R× S1τ −→ F̂ : us + J
vert
s ut = ∇J
vert
s ǫK̂s
u(−∞) = β, u(+∞) = α
}
.
It is a standard fact in Floer theory that the count of the elements of these mod-
uli spaces gives rise to chain morphisms which induce isomorphisms in homology.
Moreover, parallel transport preserves the filtration by the action if the constants
c± are chosen small enough. 
In the next Lemma we omit the indices ǫ and ν to improve readability.
Lemma 7.11. Let x, y, z ∈ Crit(f) and u ∈ M(x, y), v ∈ M(y, z). Let γ ∈
M(x, z) be such that [γ] ∈ M(x, z)/R belongs to a component whose boundary
contains ([u], [v]) ∈ (M(x, y)/R)× (M(y, z)/R). The following equality holds:
Φx,zγ = Φ
x,y
u ◦ Φy,zv .
Proof. We first remark that Φx,zγ is independent of γ as long as [γ] varies in one
component of M(x, z)/R. Indeed, components are path connected and we can
choose an embedded path [γτ ], τ ∈ [0, 1] between any two given points [γ0] and
[γ1]. A choice of symplectic trivialization of Ê over
⋃
τ im γτ induces a homotopy
between the homotopies (K̂0, Ŷ0) and (K̂1, Ŷ1) corresponding to γ0 and γ1 through
Lemma 7.10. The corresponding homomorphisms are then chain homotopic and
coincide at the level of homology.
It is therefore enough to prove the claim if [γ] lies in the image of the gluing map
# : K × [R0,∞[−→M(x, z)/R,
where K is a relatively compact neighbourhood of ([u], [v]) in (M(x, y)/R) ×
(M(y, z)/R) and R0 > 0 is large enough. The key point, borrowed from the
proof of the invariance of Floer homology [25, Lemma 3.11], is that the morphism
Φx,yu ◦ Φy,zv is induced by the gluing of the two homotopies (K̂0, Ŷ0), (K̂1, Ŷ1) into
(K̂01, Ŷ01) :=
{
(K̂0, Ŷ0)(s+R), s ≤ 1
(K̂1, Ŷ1)(s−R), s ≥ −1.
Here R is chosen large enough so that the resulting homotopy is regular. Ignoring
the additive constants as in Lemma 7.10, this homotopy is a deformation of the
constant Hamiltonian ϕ+ χδν .
For R large enough the image of [γ] = #
(
([u], [v]), R
)
lies in a contractible neigh-
bourhood U of imu ∪ im v and we choose a symplectic trivialization of Ê over U
which extends the trivialization over imu∪ im v which was implicit in the construc-
tion of (K̂01, Ŷ01). The morphism Φ
x,z
γ now arises from a homotopy (K̂γ , Ŷγ) which,
in the given trivialization, is also a deformation of the constant Hamiltonian ϕ+χδν .
As a conclusion, both homotopies induce the identity in the given trivialization,
and in particular Φx,zγ = Φ
x,y
u ◦ Φy,zv . 
In order to incorporate the maps Φ
pj ,pi
γ (ǫ, ν) in local systems for the various val-
ues of q ∈ Z, we exhibit local subsystems (C,P ,Φq) (cf. Section 7.2.2) determined
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by these maps. We recall that we denote by P(B) the space of continuous paths in
B. We define
C = Crit(f), P = 〈 negative gradient trajectories of f 〉Crit(f),
where, for R ⊂ P(B) and C ⊂ B, the notation 〈R〉C stands for the minimal subset
of P(B) which contains P and which satisfies condition (2) of Definition 7.4. In our
case P consists of chains of negative gradient trajectories of f and their inverses.
We define
Φq =
(
Φα : FH
q
[ǫa,ǫb](Êα(0), ǫ, ν) −→ FHq[ǫa,ǫb](Êα(1), ǫ, ν)
)
α∈P
on the generators of P by
Φγ = Φ
γ(−∞),γ(+∞)
γ (ǫ, ν), γ negative gradient trajectory of f.
The next result is of a topological nature, although its statement involves Floer
homology groups. The transition to Floer homology is realized through a repeated
use of Lemma 7.11.
Proposition 7.12. (a) For any q ∈ Z and −∞ ≤ a < b ≤ ∞ the triple
(C,P ,Φq) defines a local subsystem with fiber FHq[ǫa,ǫb](F̂ , ǫ, ν), denoted by
FHq[ǫa,ǫb](F̂ , ǫ, ν);
(b) If B is connected, the support of the above local system is connected;
(c) For any p0 ∈ Crit(f) the canonical inclusion
π1(FHq[ǫa,ǫb](F̂ , ǫ, ν), p0) →֒ π1(B, p0)
is an isomorphism.
Remark 7.13. (Truncated Floer local system) Assertion (c) implies together
with Proposition 7.6 that, for each q ∈ Z, there is a unique local system on B
extending FHq[ǫa,ǫb](F̂ , ǫ, ν). We call it the truncated Floer local system and denote
it by
FHq[ǫa,ǫb](F̂ , ǫ, ν).
Proof of Proposition 7.12. Our proof crucially uses Lemma 7.11, as well as the
assumption that the unstable manifolds of −∇JBf provide a CW-decomposition of
B (cf. Section 7.3). We denote the k-skeleton by
Bk =
⋃
indMorse(x)≤k
Wu(x).
(a) We have to prove that parallel transport along a loop α ∈ P which is null-
homotopic in B is trivial. Let α = γ0γ1 . . . γN , where γi is a trajectory of ±∇f
running from pi to pi+1 and p0 = pN+1. By adding a chain η0 . . . ηℓη
−1
ℓ . . . · η0
running from p0 to a local minimum of f we can assume that indMorse(p0) = 0.
We are interested in the monodromy along α as an automorphism of FH∗(Êp0).
By successively applying Lemma 7.11 and deforming the γi’s to the boundary of
M(pi, pj) we can assume that all trajectories γi are of index one. We can moreover
cancel pairs γiγi+1, i 6= 0, N which are of the form ηη−1.
Claim 1. There exists a null-homotopic chain α1 based at p0 which consists of
trajectories connecting critical points of index 0 and 1 and which satisfies Φα1 = Φα.
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The proof goes by induction over m(α) = maxi indMorse(pi). Assume m(α) ≥ 2.
We prove the existence of a null-homotopic chain α′ based at p0 such that m(α
′) =
m(α) − 1 and Φα′ = Φα. Let us choose pi such that indMorse(pi) = m(α). We
claim that the pair γi−1γi connecting pi−1, pi and pi+1 can be replaced without
affecting parallel transport by a chain connecting pi−1 and pi+1 with intermediate
critical points of index at most m(α) − 1. Moreover, this chain is homotopic to
γi−1γi with fixed endpoints, hence the resulting loop is still null-homotopic. Let
us choose a path γ : [0, 1] −→ Wu(pi) with γ(0) ∈ im γi−1, γ(1) ∈ im γi and
which is transverse in Wu(pi) to the manifolds W
u(pi) ∩W s(q), q ∈ Crit(f). In
particular there exist points 0 = t0 < t1 < . . . < tℓ−1 < tℓ = 1 such that the
trajectory [pi, γ(tj)[, 1 ≤ j ≤ ℓ − 1 lands on a critical point qj of index 1 and,
for every t ∈]tj−1, tj [, 1 ≤ j ≤ ℓ the trajectory [pi, γ(t)[ lands on a critical point
mj of index 0 (see Figure 1(A)). The boundaries of the moduli spaces M(x, y)/R
consist of broken trajectories and, together with the existence of the curve γ, this
ensures that the trajectories γi−1, [pi, qj ], 1 ≤ j ≤ ℓ − 1 and γi can be completed
to broken chains which lie pairwise in the boundary of connected components of
spaces M(pi,m)/R, with m a critical point of index 0. More precisely, there exist
index decreasing chains of index 1 trajectories from pi−1 tom1 and from pi+1 tomℓ,
denoted βi−1 and βi, as well as trajectories [mj , qj ], [qj ,mj+1], 1 ≤ j ≤ ℓ− 1 such
that the pairs (q−1i−1βi−1, [pi, q1]·[q1,m1]), ([pi, qj ]·[qj,mj+1], [pi, qj+1]·[qj+1,mj+1]),
1 ≤ j ≤ ℓ − 2 and ([pi, qℓ−1] · [qℓ−1,mℓ], γi · βi) lie in the boundary of the same
components ofM(pi,mj)/R, 1 ≤ j ≤ ℓ respectively. The chain γi−1γi is now to be
replaced by
βi−1 ·
∏
1≤j≤ℓ−1
[mj , qj ] · [qj ,mj+1] · β−1i .
The construction can be repeated until all points of index m(α) are eliminated.
Claim 2. We have Φα1 = Id.
For any CW-decomposition B =
⋃
k≥0 B
k the group π1(B
1) is free, the group
π1(B
2) is the quotient of π1(B
1) by the normal subgroup generated by the boundary
cycles of the 2-cells and the map π1(B
2) −→ π1(B) induced by the inclusion B2 →֒
B is an isomorphism. In order to prove that parallel transport is trivial along the
null-homotopic loop α1 we can therefore assume without loss of generality that α1
is the boundary cycle of a 2-cell Wu(p), indMorse(p) = 2 i.e. we can write
α1 =
N∏
j=0
[pj, qj ] · [qj , pj+1],
with indMorse(pj) = 0, indMorse(qj) = 1, pN+1 = p0. Each qj is understood to be
equipped with a trajectory βj = [p, qj] such that⋃
j
βj =
⋃
indMorse(q)=1
Wu(p) ∩W s(q).
The ordering of the qj ’s is such that βj and βj+1, 0 ≤ j ≤ N lie in the boundary
of one same component of M(p,m), indMorse(m) = 0 (see Figure 1(B)).
A deformation argument based on Lemma 7.11 and entirely similar to that of
Case 1. shows that parallel transport along α1 is the same as parallel transport
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along the loop
[p0, q0] ·
N−1∏
j=0
β−1j βj+1 · [qN , p0] = [p0, q0] · β−10 βN · [qN , p0].
The last loop is the boundary of a component ofM(p, p0) and, again by Lemma 7.11,
the induced parallel transport is trivial.
p
p0
q0
p1
q1
qN
βN
β0
β1
βi
pi
q1
qℓ−1
m1
m2
mℓ−1
mℓ
γ
γi−1
pi+1
γi
βi−1
pi−1
(A)
(B)
Figure 1. Parallel transport is trivial along null-homotopic loops.
b) Every critical point is connected by a trajectory to a point of index 0. On
the other hand, because B is connected and the unstable manifolds form a CW-
decomposition, the 1-skeleton has to be connected and any two index 0 points are
therefore connected by a chain of index 1 trajectories. This shows that the support
of the local system is connected.
c) We have to prove surjectivity of the map under study. We use the fact that the
map π1(B
1) −→ π1(B) is surjective, which means that every homotopy class in B
has a representative which is supported in the 1-skeletonB1 =
⋃
indMorse(p)=1
Wu(p).
From this it is easy to find a representative given by a chain of trajectories con-
necting points of index 0 and 1. 
7.6. Proof of the main theorems. We prove in this section Theorems A and B
stated in the Introduction. We need four Lemmas which describe the behaviour of
the homology groups FH∗[ǫa,ǫb](ǫKν , ωǫ), of the complexes FC
∗
[ǫa,ǫb](Y
ǫ
ν , Jν), and of
the local systems FHq[ǫa,ǫb](F̂ , ǫν) as one of the parameters ǫ and ν varies and the
other one is fixed. We choose −∞ ≤ a < b ≤ ∞ such that τa, τb /∈ Spec(∂E).
Lemma 7.14. Let ν ∈ N be fixed. For any 0 < ǫ < ǫ′ ≤ ǫ0 we have natural
isomorphisms
FH∗[ǫa,ǫb](ǫKν , ωǫ)
ψǫ
′,ǫ
ν−→ FH∗[ǫ′a,ǫ′b](ǫ′Kν , ωǫ′)
which satisfy ψǫ
′′,ǫ′
ν ◦ψǫ
′,ǫ
ν = ψ
ǫ′′,ǫ
ν , ǫ < ǫ
′ < ǫ′′. The Floer complexes are based on τ-
periodic orbits and are understood to involve transverse almost complex structures.
Proof. The periodic orbits involved in the two complexes are the same. Let us
consider a homotopy of Hamiltonians and symplectic forms (ǫ(s)Kν , ωǫ(s)), s ∈ R
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from (ǫKν , ωǫ) to (ǫ
′Kν , ωǫ′). The periodic orbits involved in the Floer complexes
remain geometrically the same during the homotopy, but their action gets multiplied
by ǫ(s). As a consequence, the extremities of the action interval [ǫ(s)a, ǫ(s)b] which
interpolates between [ǫa, ǫb] and [ǫ′a, ǫ′b] are not crossed by any periodic orbit.
This ensures that the continuation morphism on Floer homology is bijective [30,
Prop. 1.1]. 
Lemma 7.15. Let ν ∈ N be fixed. For any 0 < ǫ < ǫ′ ≤ ǫν there are chain
equivalences of filtered chain complexes
FC∗[ǫa,ǫb](Y
ǫ
ν , Jν)
ψǫ
′,ǫ
ν // FC∗[ǫ′a,ǫ′b](Y
ǫ′
ν , Jν),
which induce in homology the isomorphisms ψǫ
′,ǫ
ν of Lemma 7.14.
Proof. Let us consider a homotopy of pseudo-gradient vector fields and symplectic
forms (Y
ǫ(s)
ν , ωǫ(s)), s ∈ R between (Y ǫν , ωǫ) and (Y ǫ
′
ν , ωǫ′). The induced chain map
is given by a count of solutions of the parametrized Floer equation us + Jsut =
Y
ǫ(s)
ν (t, u(s, t)) for some split almost complex structure Js = J˜B ⊕ Jverts . The
projection v = π ◦ u of such a solution solves an equation of the form
(89) vs + JBvt = ǫ(s)JBXf .
Since the almost complex structure JB can be chosen to be regular for (89), the
induced chain map preserves the filtration. Note that solutions of (89) are actually
reparametrized negative gradient trajectories of f . That the induced morphism in
homology coincides with the map ψǫ
′,ǫ
ν of Lemma 7.14 is the usual directed simple
system property of Floer homology.
The chain morphism ψǫ
′,ǫ
ν admits an inverse up to chain homotopy obtained by
considering the reversed homotopy from (Y ǫ
′
ν , ωǫ′) to (Y
ǫ
ν , ωǫ), and is therefore a
chain equivalence. 
Lemma 7.16. Let ν ≤ ν′, so that ǫν′ < ǫν . For any 0 < ǫ ≤ ǫν′ we have
monotonicity morphisms
(90) FC∗[ǫa,ǫb](Y
ǫ
ν′ , Jν′)
σǫ
ν,ν′ // FC∗[ǫa,ǫb](Y
ǫ
ν , Jν)
which preserve the filtrations.
Proof. We recall that
Y ǫν = Jν(X
ǫ
ǫhν + X˜ǫcνf + (X
ǫ
ǫGν )
v), Y ǫν′ = Jν′(X
ǫ
ǫhν′
+ X˜ǫcν′f + (X
ǫ
ǫGν′
)v).
The key point is to deform Y ǫν to Y
ǫ
ν′ through a deformation which is “good”
in the sense of Definition 4.14. This will be achieved by catenating three good
deformations obtained from the following data:
• a linear interpolation between Y ǫν and JνXǫǫhν ;• an increasing homotopy h(s, S) between hν and hν′ through convex Hamil-
tonians which are linear of slope λmax(s) for S ≥ 1;
• a linear interpolation between Jν′Xǫǫhν′ and Y ǫν′ .
Firstly, each of the two linear interpolations defines a strong pseudo-gradient for
each value of the deforming parameter s ∈ R and, moreover, the strong pseudo-
gradient inequality is satisfied with a uniform constant by Proposition 5.8. As
a consequence, the two interpolations define good deformations in the sense of
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Definition 4.14. Secondly, any choice of interpolation between Jν and Jν′ defines
a genuine gradient deformation from ∇Jνhν to ∇Jν′hν′ , and in particular a good
deformation in the sense of Definition 4.14, with uniform constant equal to 1 in
the pseudo-gradient inequality. By catenation we obtain a good deformation from
Y ǫν to Y
ǫ
ν′ , which moreover satisfies the strong pseudo-gradient inequality with a
uniform constant.
Arguing as in Section 6 one can show that transversality can be achieved by
a generic choice of homotopies of vertical almost complex structures and time-
dependent horizontal distributions. The trajectories of the Floer equation on Ê
project on solutions of the equation
(91) vs + JBvt = ǫc(s)JBXf
on the base, for some smooth function c : R → [0,∞[ which is nonzero near ±∞.
Since the almost complex structure JB can be chosen to be regular for (91), the
corresponding monotonicity morphisms preserve the filtrations. Note that solutions
of (91) are actually reparametrized negative gradient lines of f . 
Lemma 7.17. (a) Let ν ∈ N and q ∈ Z be fixed. For any 0 < ǫ < ǫ′ ≤ ǫν the
filtered chain equivalences ψǫ
′,ǫ
ν induce natural isomorphisms of local systems
FHq[ǫa,ǫb](ǫ, ν)
ψǫ
′,ǫ
ν // FHq[ǫ′a,ǫ′b](ǫ′, ν).
(b) Let q ∈ Z and ν ≤ ν′, so that ǫν′ < ǫν . For any 0 < ǫ ≤ ǫν′ the monotonicity
morphisms σǫν,ν′ induce morphisms of local systems
FHq[ǫa,ǫb](ǫ, ν′)
σǫ
ν,ν′ // FHq[ǫa,ǫb](ǫ, ν).
Proof. (a) The filtered chain equivalence ψǫ
′,ǫ
ν of Lemma 7.15 induces an isomor-
phism of spectral sequences
ψr : E
p,q
r (ǫ, ν, a, b)→ Ep,qr (ǫ′, ν, a, b), r ≥ 1.
The terms E1 are direct sums of stalks of the corresponding local systems, and we
need to show that parallel transport commutes with ψ1. We recall from Lemma 7.10
that, in a suitable trivialization, the parallel transport map is induced by a defor-
mation of the Floer equation. On the other hand, it follows from the proof of
Lemma 7.15 that the isomorphism ψ1 is induced by deforming the Floer equation
in each fiber Êp, p ∈ Crit(f). The compositions Φ(ǫ′, ν) ◦ ψ1 and ψ1 ◦ Φ(ǫ, ν)
are therefore induced by two deformations of the Floer equation having the same
endpoints, and as such coincide at the level of homology.
(b) Let us denote by
σr : E
p,q
r (ǫ, ν
′, a, b)→ Ep,qr (ǫ, ν, a, b), r ≥ 1
the map of spectral sequences induced by σǫν,ν′ . We need to show that
Φ(ǫ, ν) ◦ σ1 = σ1 ◦ Φ(ǫ′, ν),
and the argument is entirely similar to the one given at (a). The only difference is
that σ1 is not an isomorphism anymore, and this is reflected in the weaker statement
we need to prove, namely the existence of a morphism of local systems, rather than
the existence of an isomorphism. 
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Remark 7.18. (Floer local system) As a consequence of Lemma 7.17 we define
the Floer local system
FHq[a,b](F̂ ) = lim←−
ν
FHq[ǫνa,ǫνb](ǫν , ν),
where the inverse limit is considered with respect to the maps
FHq[ǫν′a,ǫν′b](ǫν′ , ν
′)
ψ
ǫν ,ǫν′
ν ◦ σ
ǫ
ν′
ν′,ν // FHq[ǫνa,ǫνb](ǫν , ν), ν ≤ ν′.
Proof of Theorem A. We first show the existence of the requested spectral sequence.
Let us consider the following diagram of chain complexes:
FC∗[ǫ1a,ǫ1b](Y
ǫ1
1 , J1) FC
∗
[ǫ1a,ǫ1b]
(ǫ1K2, ωǫ1 )oo FC
∗
[ǫ1a,ǫ1b]
(ǫ1K3, ωǫ1 )oo oo
FC∗[ǫ2a,ǫ2b](Y
ǫ2
1 , J1)
OO
FC∗[ǫ2a,ǫ2b](Y
ǫ2
2 , J2)oo
OO
FC∗[ǫ2a,ǫ2b](ǫ2K3, ωǫ2 )
oo
OO
oo
FC∗[ǫ3a,ǫ3b](Y
ǫ3
1 , J1)
OO
FC∗[ǫ3a,ǫ3b](Y
ǫ3
2 , J2)oo
OO
FC∗[ǫ3a,ǫ3b](Y
ǫ3
3 , J3)oo
OO
oo
.
.
.
OO
.
.
.
OO
.
.
.
OO
The vertical arrows induce in cohomology the isomorphisms ψǫ
′,ǫ
ν , 0 < ǫ < ǫ
′ ≤ ǫ0
of Lemmas 7.14 and 7.15. Moreover, the ones drawn with continuous lines preserve
the filtrations given by (83).
The horizontal arrows are given by monotonicity morphisms, and Lemma 7.16
ensures that the ones drawn with continuous lines preserve the filtrations.
By naturality of the continuation and monotonicity morphisms in Floer homol-
ogy, the above diagram commutes up to chain homotopy, and therefore commutes
in homology.
Let us denote
FC∗(ν, a, b) = FC∗[ǫνa,ǫνb](Y
ǫν
ν , Jν).
According to the diagram there are filtered chain morphisms
FC∗(ν, a, b)←− FC∗(ν′, a, b), ν ≤ ν′
which induce morphisms between the associated spectral sequences (84)
Ep,qr (ν, a, b)←− Ep,qr (ν′, a, b).
We claim that
Ep,qr (a, b) = lim←−
ν
Ep,qr (ν, a, b)
is a spectral sequence which converges to FH∗[ǫ0a,ǫ0b](ωǫ0).
In order to show that Ep,qr (a, b) is a spectral sequence we need to show that every
exact sequence
0 // im dp−r,q+r−1r (ν)
// ker dp,qr (ν) // E
p,q
r+1(ν) // 0
remains exact in the inverse limit. This is the point where we need to use field
coefficients. In this situation the inverse limit is an exact functor if all terms involved
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in the inverse systems are finite dimensional vector spaces [7, Theorem VIII,5.7],
which is the case in our setting.
The limit of the spectral sequence Ep,qr (a, b) is lim←−
ν
FH∗[ǫνa,ǫνb](Y
ǫν
ν , Jν) by defi-
nition. Since the vertical arrows in the diagram induce canonical isomorphisms in
homology we obtain canonical isomorphisms
FH∗[ǫνa,ǫνb](Y
ǫν
ν , Jν) ≃ FH∗[ǫ1a,ǫ1b](ǫ1Kν , ωǫ1)
and therefore
lim
←−
ν
FH∗[ǫνa,ǫνb](Y
ǫν
ν , Jν) = lim←−
ν
FH∗[ǫ1a,ǫ1b](ǫ1Kν , ωǫ1) = FH
∗
[ǫ1a,ǫ1b]
(ωǫ1).
The last equality holds by definition. On the other hand we have FH∗[ǫ1a,ǫ1b](ωǫ1) ≃
FH∗[ǫ0a,ǫ0b](ωǫ0) by the deformation invariance Theorem 4.18, and the claim is
proved.
The spectral sequences Ep,qr (a, b) are functorial with respect to the truncation
of the action morphisms since all the intermediate complexes and maps involved in
the construction have this property.
The definition of Ep,q2 (a, b) and that of FHq[a,b](F̂ ) given in Remark 7.18 directly
imply that
Ep,q2 (a, b) = H
p(B;FHq(F̂ )).
The last assertion of the theorem states that the spectral sequence Ep,qr (a, b),
r ≥ 2 and the local system FHq[a,b](F̂ ) are canonical, i.e. they do not depend on the
various choices involved (the almost complex structures, the horizontal distribution
used to lift Xf , the function f , the perturbations G etc.) This is proved by the
continuation method in Floer homology, i.e. by considering suitable s-dependent
interpolating families. The key point is that all constructions can be performed so
that the resulting morphisms preserve the filtrations, thus inducing isomorphisms
between the corresponding spectral sequences. A glimpse of this phenomenon has
already appeared in Lemmas 7.15 – 7.16 and we omit further details. 
In the proof that follows the notation 0−, 0+ stands for a small enough negative,
respectively positive number.
Proof of Theorem B. Let us recall from Section 5.2 that, given ν ∈ N, the Hamiltonian
Kν and the vector field Y
ǫ
ν are of the form
Kν = hν + cν f˜ + ϕν +Gν , Y
ǫ
ν = Jν(Xhν + ǫcνX˜f +X
v
ϕν +X
v
Gν ),
where ϕν is a C
2-small time-independent perturbation of hν + cν f˜ supported in
E \{1− δ4 ≤ S ≤ 1} for some δ > 0, and Gν is a small time-dependent perturbation
supported in an arbitrarily small neighbourhood of ∂E. We use the notation K˜ν =
hν + cν f˜ + ϕν and E1− δ4
= E \ {1− δ4 ≤ S ≤ 1}.
Let us choose µ > 0 smaller than min(Spec(∂E)). A deformation argument
shows that, as ν ∈ N varies, the spectral sequences Ep,qr (ν, 0−, µ) are canoni-
cally isomorphic at the page r = 1, and therefore at all pages r ≥ 1. It is thus
enough to prove that Ep,qr (ν, 0
−, µ) is canonically isomorphic to the Leray-Serre
spectral sequence under the assumption that the maximal slope of hν is smaller
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than min(Spec(∂E)). This implies both assertions of Theorem B, namely the iso-
morphism of local systems FHq[0−,0+](F̂ ) ≃ Hk+q(F, ∂F ) and the isomorphism of
spectral sequences Ep,qr (0
−, 0+) ≃
LS
En+p,k+qr , r ≥ 2.
We claim that, for a choice of ν as above, the complex FC∗[0−,ǫµ](ǫ, ν) coincides
with the Morse complex of Y ǫν for 0 < ǫ ≤ ǫν if cν , |ϕν | and |Gν | are small enough.
Note that Y ǫν is a pseudo-gradient for the Morse function K˜ν on E. To prove
the claim we must show that Floer trajectories connecting critical points of K˜ν
are independent of time. Since the Hamiltonian K˜ν is C
2-small on E1− δ4
and E
is symplectically aspherical, it is enough to show that these Floer trajectories are
contained in E1− δ4
. Let us argue by contradiction and assume that this is false.
Then we find an ǫ > 0, sequences cn → 0, |ϕn| → 0, |Gn| → 0 and tn ∈ S1, n ≥ 1,
as well as a sequence un of maps solving the equation ∂sun+ Jν∂tun = Y
ǫ
n ◦ un for
Y ǫn = Jν(Xhν + ǫcnX˜f +X
v
ϕn +X
v
Gn),
satisfying un(s, ·) → x±, s → ±∞ for some distinct points x± ∈ Crit(K˜ν), as well
as
un(0, tn) /∈ E1− δ4 .
The uniform pseudo-gradient property for Yǫn = Jν ddt−Y ǫn provides a uniform bound
on the energy E(un) for all n, whereas a uniform C
0-bound on the sequence un
follows from Theorem 4.6. By Floer-Gromov compactness we obtain in the limit a
nonconstant map u satisfying ut + Jνus = JνXhν and u(s, ·)→ y± for two distinct
points y± ∈ E1− δ4 , and such that u(0, t) /∈ E1− δ4 for some t ∈ S
1. Since hν = hν(S)
we can apply the maximum principle as in [30, Lemma 1.8] and show that u cannot
have a local maximum in ∂E× [1− δ4 ,∞[ (see also Remark 4.11). The map u must
therefore be entirely contained in E1− δ4
, a contradiction.
Using the notation Ep,qr (ν, a, b) for the spectral sequence associated to the filtered
complex FC∗[ǫνa,ǫνb](Y
ǫν
ν , Jν), we must prove that we have a canonical isomorphism
of spectral sequences
(92) Ep,qr (ν, 0
−, µ) ≃
LS
En+p,k+qr .
At this point we need to recall the construction of the Leray-Serre spectral se-
quence using cellular homology, as defined in Section 7.2.1. Assume one has CW-
decompositions of E and B with the property that the projection of a cell eki in E
is a cell π(eki ) in B. The cellular complex
Cellk(E) =
⊕
i
Z〈eki 〉
is then naturally filtered by
(93) FpCell
k(E) =
⊕
dim π(eki )≥p
Z〈eki 〉,
and the spectral sequence associated to this filtration is
LS
Ep,qr . This is precisely
the definition given in [20] tailored to the setup of cellular cohomology.
The isomorphism (92) follows now from the fact that the underlying filtered
complexes are isomorphic. Indeed, the complex FC∗[ǫνa,ǫνb](Y
ǫν
ν , Jν) was shown to
coincide with the Morse complex, the latter is tautologically identified with the
cellular complex on E by our standing assumption on the behaviour of Kν near
68 ALEXANDRU OANCEA
its critical points (cf. Section 7.3), and the filtration (83) on the Morse complex
tautologically coincides with the filtration (93) on the cellular complex due to our
standing assumption on the behaviour of f near its critical points. The shift in
the grading comes from the fact that the Floer complex is graded by minus the
Conley-Zehnder index instead of the Morse index. 
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Appendix A. On symplectic forms and the taming property
Proposition A.1. Let ω1 and ω2 be two symplectic forms on the closed manifold
B. We denote J (B) the set of (smooth) almost complex structures on B and
Jτ (B,ωi) ⊂ J (B) the contractible open subset of almost complex structures that
are tamed by ωi, i = 1, 2.
(A) Assume Jτ (B,ω1) ⊂ Jτ (B,ω2). Then Jτ (B,ω1) = Jτ (B,ω2) and ω1 =
fω2, with f a strictly positive function on B. If dim B ≥ 4 the function f
is constant on every component of B.
(B) The previous statement holds with Jτ (B,ωi) replaced by J (B,ωi), the set
of all ωi-compatible almost complex structures on B.
Proof. As J (B,ωi) ⊂ Jτ (B,ωi) it is enough to prove (B). We can work fiberwise in
each tangent space and, without loss of generality, assume that ω1 and ω2 are linear
symplectic forms in R2n. We denote J (ωi) = J (R2n, ωi), i = 1, 2. The statement
is obvious for n = 1 and we assume n ≥ 2. Fix v, w ∈ R2n which are noncolinear.
We claim that ω1(v, w) = 0 if and only if ω2(v, w) = 0. Assume first ω1(v, w) = 0.
There exists J ∈ J (ω1) such that V = Sp〈v, Jv〉 andW = Sp〈w, Jw〉 are orthogonal
with respect to ω1. Let T = Sp〈v, Jv, w, Jw〉. By hypothesis the space V is
symplectic for ω2 and its orthogonal V
⊥ω2 in T , denoted V ′, is a complement of V
and therefore generated by w+ av+ Jv and Jw+ cv+ dJv, where a, b, c, d ∈ R are
suitable constants. We show that a = b = c = d = 0. Assume for example d 6= 0.
We have ω1(v, Jw+cv+dJv) = d·ω1(v, Jv) 6= 0. There exists therefore J ′ ∈ J (ω1)
such that Jw + cv + dJv = sign(d) · J ′v. Then ω2(v, Jw + cv + dJv) = sign(d) ·
ω2(v, J
′v) 6= 0, which contradicts the definition of V ′. One proves in the same way
that a = b = c = 0. Assume now that ω2(v, w) = 0. If ω1(v, w) 6= 0, there exists
J ∈ J (ω1) such that w = sign(ω1(v, w)) · Jv, hence ω2(v, w) = ±ω2(v, Jv) 6= 0,
which is again a contradiction. One can easily see now that we also have ω1(v, w) >
0 if and only if ω2(v, w) > 0.
Let now e1, f1, . . . , en, fn be a symplectic basis for ω1 i.e. ω1 =
∑n
i=1 e
∗
i ∧f∗i . The
above implies that ω2 =
∑n
i=1 λie
∗
i ∧ f∗i , λi > 0. We show that all the λi are equal:
for 1 ≤ i, j ≤ n we have ω1(ei+ej , fi−fj) = 0, hence 0 = ω2(ei+ej , fi−fj) = λi−λj .
Therefore ω1 = λω2, λ > 0 and J (ω1) = J (ω2), Jτ (ω1) = Jτ (ω2).
On the manifold B we can write ω1 = fω2, with f : B −→ R+ smooth. Assume
dim B ≥ 4. By closedness we get df ∧ω2 = 0. Assume df is not identically zero i.e.
there exist x ∈ B and X ∈ TxB such that dfx(X) > 0. The germ of Σ = f−1(f(x))
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at x is a smooth hypersurface of dimension at least 3, on which λ = ιXω2 is nonzero.
The form ω2 is nondegenerate on ker λ and this implies (df ∧ ω2)x 6= 0, which is a
contradiction. 
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