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CONVERGENCE OF A FORCE-BASED HYBRID METHOD FOR
ATOMISTIC AND CONTINUUM MODELS IN THREE
DIMENSION
JIANFENG LU AND PINGBING MING
Abstract. We study a force-based hybrid method that couples atomistic
models with nonlinear Cauchy-Born elasticity models. We show that the pro-
posed scheme converges quadratically to the solution of the atomistic model,
as the ratio between lattice parameter and the characteristic length scale of the
deformation tends to zero. Convergence is established for general short-ranged
atomistic potential and for simple lattices in three dimension. The convergence
is based on consistency and stability analysis. General tools are developed in
the framework of pseudo-difference operators for stability analysis in arbitrary
dimension of the multiscale atomistic and continuum coupling methods.
1. Introduction
Multiscale methods for mechanical deformation of materials have been investi-
gated intensely in recent years. The main spirit of these methods is to use atomistic
models for regions containing defects, and continuum models in regions where the
material is smoothly deformed. We refer to the recent review [29] for various meth-
ods and the book [20] for general discussion of multiscale modeling.
There are two different ways of coupling atomistic and continuum models. One is
based on energy, and the other is based on force. The energy-based method defines
an energy which is a mixture of atomistic energy and continuum elasticity energy.
The energy functional is then minimized to obtain the solution. The force-based
method works instead at the level of force balance equations. The forces derived
from atomistic and continuum models are coupled together. The force balance
equations are solved to obtain the deformed state of the system.
From a numerical analysis point of view, one of the key issues for these multiscale
methods is the consistency and stability of the coupled schemes. Taking one of
the most successful multiscale methods, the quasicontinuum method [26, 38] for
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example, one of the main issues is the so called ghost force problem [35], which are
the artificial non-zero forces that the atoms experience at their equilibrium state.
In the language of numerical analysis, it means that the scheme lacks consistency
at the interface between atomistic and continuum regions [16]. In [30], it was shown
that the ghost forces may lead to a finite size error of the gradient of the solution.
The stability analysis for the coupling schemes is so far limited to one dimen-
sional systems, in which case a direct calculation is possible thanks to the easy one
dimensional lattice structure and pairwise interaction potential. This is no longer
the case in two and three dimensions, and the extension is by on means easy. More
general tools for stability analysis are needed, to address in general the multiscale
hybrid methods.
In this work, based on existing ideas in the literature, we formulate a force-based
hybrid scheme for general short-ranged potentials (with some natural assumptions)
in three dimension. We focus on the numerical analysis of the hybrid method,
which is a representative of a general class of multiscale methods. The solution
of the proposed method converges quadratically to the solution of the atomistic
model as the ratio between lattice parameter and the characteristic length scale of
the mechanical deformation goes to zero. To the best of our knowledge, this is the
first convergence result for multiscale methods coupling atomistic and continuum
models in three dimension.
The convergence result is based on the analysis of consistency and linear stabil-
ity. To achieve this, we study the linearized operator in the framework of pseudo-
difference operators. We obtained the stability estimate combining regularity es-
timate of pseudo-difference operators, consistency of the linearized operator, and
stability of the continuous problem. These tools developed will help understanding
multiscale methods in general.
Before we present the formulation of the method and the main theorem in Sec-
tion 1.3, we need some preliminaries and notations.
1.1. Lattice function and norms. We will consider only Bravais lattices (see for
example [3]) in this work, denoted as L. Let d be the dimension. Let {aj} ⊂ R
d,
j = 1, · · · , d be basis vectors of the lattice L, hence
L = {x ∈ Rd | x =
∑
j
njaj , n ∈ Z
d}.
Let {bj} ⊂ R
d, j = 1, · · · , d be the reciprocal basis vectors, given by
aj · bk = 2πδjk.
The reciprocal lattice L∗ is then
L
∗ = {x ∈ Rd | x =
∑
j
njbj , n ∈ Z
d}.
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Denote the unit cells of L and L∗ as Γ and Γ∗ respectively.
Γ = {x ∈ Rd | x =
∑
j
cjaj, 0 ≤ cj < 1, j = 1, · · · , d};
Γ∗ = {x ∈ Rd | x =
∑
j
cjbj, −1/2 ≤ cj < 1/2, j = 1, · · · , d}.
For ε = 1/n, n ∈ Z+, we will consider lattice system εL inside domain Ω =
Γ ⊂ Rd, denoted as Ωε = Ω ∩ εL. Note that the lattice constant is ε, so that the
number of points in Ωε is 1/ε
d. We will restrict to periodic boundary conditions in
this work, general boundary conditions will be leaved for future publications. For
a lattice function u defined on εL, we say it is Ωε-periodic if
u(x) = u(x′), ∀x, x′ ∈ εL, x− x′ = aj for some j ∈ {1, · · · , d}.
In particular, an Ωε-periodic function is determined by its restriction on Ωε. Func-
tions defined on Ωε can be easily extended to Ωε-periodic functions defined on
εL.
We also define the reciprocal lattice associated with Ωε. Let L
∗
ε = L
∗ ∩ (Γ∗/ε).
Define Kε a subset of Z
d given by
Kε = {µ ∈ Z
d |
∑
j
εµjbj ∈ Γ
∗},
hence L∗ε is given by
L
∗
ε = {x ∈ R
d | x =
∑
j
µjbj , µ ∈ Kε}.
For µ ∈ Zd, the translation operator T µε is defined as
(T µε u)(x) = u(x+ εµjaj), for x ∈ R
d.
We define the forward and backward discrete gradient operators as
D+ε,s = ε
−1(T µε − I) and D
−
ε,s = ε
−1(I − T µε ),
where s =
∑
i µiai and I denotes the identity operator. It is easy to see D
+
ε,−s =
−D−ε,s.
We say α is a multi-index, if α ∈ Zd and α ≥ 0. We will use the notation
|α| =
d∑
j=1
αj .
For a multi-index α, the difference operator Dαε is given by
Dαε =
d∏
j=1
(D+ε,aj )
αj .
When no confusion will occur, we will omit the subscript ε in the notations T µε ,
D+ε,s, D
−
ε,s and D
α
ε for simplicity.
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We will use various norms for functions defined on the lattice Ωε. For integer
k ≥ 0, define the difference norm
‖u‖2ε,k =
∑
0≤|α|≤k
εd
∑
x∈Ωε
|(Dαε u)(x)|
2.
It is clear that ‖·‖ε,k is a discrete analog of Sobolev norm associated with H
k(Ω).
Hence, we denote the corresponding spaces of lattice functions as Hkε (Ω) and L
2
ε(Ω)
when k = 0. We also need the uniform norms on the lattice Ωε, given by
‖u‖L∞ε = maxx∈Ωε
|u(x)|,
‖u‖Wk,∞ε =
∑
0≤|α|≤k
max
x∈Ωε
|(Dαε u)(x)|.
In the above definitions, we have identified lattice function u with its Ωε-periodic
extension to function defined on εL, and hence the differences are well-defined.
These norms extend to vector-valued functions as usual.
Define the discrete Fourier transform for lattice functions f as
(1.1) f̂(ξ) = εd(2π)−d/2
∑
x∈Ωε
e−ıξ·xf(x), ξ ∈ L∗ε ,
and its inverse as
(1.2) f(x) = (2π)d/2
∑
ξ∈L∗ε
eıx·ξf̂(ξ), x ∈ Ωε.
We need a symbol which plays the same role for difference operators that Λ2(ξ) =
1 + Λ20(ξ) = 1 + |ξ|
2 plays for differential operators. For ε > 0, ξ ∈ L∗ε , let
Λj,ε(ξ) =
1
ε
|eıεξj − 1|, j = 1, · · · , d,
and
Λ2ε(ξ) = 1 + Λ
2
0,ε(ξ) = 1 +
d∑
j=1
Λ2j,ε(ξ) = 1 +
d∑
j=1
4
ε2
sin2
(εξj
2
)
.
It is not hard to check for any ξ ∈ L∗ε , it holds
(1.3) cΛ2(ξ) ≤ Λ2ε(ξ) ≤ Λ
2(ξ).
where the positive constant c depends on {bj}.
The L2ε norm of lattice function can be rewritten as
(1.4) ‖f‖2ε,0 = (2π)
d
∑
ξ∈L∗ε
|f̂(ξ)|2.
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Indeed, using Poisson summation formula,∑
ξ∈L∗ε
|f̂(ξ)|2 =
∑
ξ∈L∗ε
ε2d(2π)−d
∑
x∈Ωε
eıξ·xf∗(x)
∑
x′∈Ωε
e−ıξ·x
′
f(x′)
=
∑
x,x′∈Ωε
ε2d(2π)−df∗(x)f(x′)
∑
ξ∈L∗ε
eıξ·(x−x
′)
=
∑
x∈Ωε
(2π)−dεd|f(x)|2 = (2π)−d‖f‖2ε,0.
Moreover, notice that for ξ ∈ L∗ε, we have
D̂+ε,ajf(ξ) =
1
ε
(eıεξ·aj − 1)f̂(ξ).
Therefore, discrete Sobolev norms have equivalent representations using discrete
Fourier transform:
c‖f‖2ε,k ≤
∑
ξ∈L∗ε
Λkε (ξ)|f̂(ξ)|
2 ≤ C‖f‖2ε,k,
with positive constant c depending on k and {aj}.
For k > d/2, we have the following discrete Sobolev imbedding inequality [24,
Proposition 6]:
‖f‖L∞ε ≤ C‖f‖ε,k,
where C depends on k and Ω.
1.2. Atomistic model and Cauchy-Born rule. In this work, we will restrict
our attention to classical empirical potentials. For atoms located at {y1, · · · , yN},
the interaction potential energy between the atoms is given by
V (y1, · · · , yN ),
where V often takes the form:
V (y1, · · · , yN ) =
∑
i,j
V2(yi/ε, yj/ε) +
∑
i,j,k
V3(yi/ε, yj/ε, yk/ε) + · · · .
Here we have omitted interactions of more than three atoms.
Different potentials are chosen for different materials. In this paper, we will work
with general atomistic models, and we will make the following assumptions on the
potential functions V as in [19]:
(1) V is translation invariant.
(2) V is invariant with respect to rigid body motion.
(3) V is smooth in a neighborhood of the equilibrium state.
(4) V has finite range and consequently we will consider only interactions that
involve a finite number of atoms.
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The first two assumptions are general [8], while the latter two are specific technical
assumptions.
In fact, for simplicity of notation and clarity of presentation, our presentation
will be limited to potentials that contain only two-body and three-body potentials.
Actually, we will sometimes only make explicit the three-body terms in the ex-
pressions for the potential and omit the two-body terms. It is straightforward to
extend our results to potentials with interactions of more atoms that satisfy the
above conditions, following the discussion on the three-body terms. By [25], the
potential function V is a function of atom distances and angles by invariance with
respect to rigid body motion. Therefore, we may write
V2(yi, yj) = V2
(
|yi − yj |
2
)
,
V3(yi, yj , yk) = V3
(
|yi − yj |
2, |yi − yk|
2, 〈yi − yj , yi − yk〉
)
,
where 〈·, ·〉 denotes the inner product over Rd. We write the two-body and three-
body potentials this way to make the formula in our calculations easier to read.
We assume that the atoms are located at Ωε in equilibrium, with x denoting the
equilibrium position (x ∈ Ωε). Positions of the atoms under deformation will be
viewed as a function defined over Ωε, denote as y(x) = x+u(x). Hence, u : Ωε → R
d
is the displacement of atoms. We extend u as an Ωε-periodic function defined on
εL. Denote the space of atom positions y as
Xε = {y : εL→ R
d | y = x+ u, u Ωε-periodic,
∑
x∈Ωεu(x)=0
}.
Hence, y ∈ Xε satisfies
y(x)− y(x′) = x− x′, ∀x, x′ ∈ εL, x− x′ = aj for some j ∈ {1, · · · , d}.
The atomistic problem is formulated as follows. For given f : Ωε → R
d, find
y ∈ Xε such that
(1.5) y = arg min
z∈Xε
Iat(z),
where
Iat(z) =
1
3!
εd
∑
x∈Ωε
∑
(s1,s2)∈S
V(s1,s2)[z]− ε
d
∑
x∈Ωε
f(x)z(x),
where
V(s1,s2)[z] = V
(
|D+s1z(x)|
2, |D+s2z(x)|
2,
〈
D+s1z(x), D
+
s2z(x)
〉 )
.
Here S is the set of all possible (s1, s2) within the range of the potential. By our
assumptions, S is a finite set. Note that as remarked above, we only make explicit
the three body terms in the potential. In Iat, ε
d is a normalization factor, so that
Iat is actually the energy of the system per atom.
The Euler-Lagrange equations for the atomistic problem is then
(1.6) Fat[y](x) = f(x), x ∈ Ωε,
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where
Fat[y](x) =
∑
(s1,s2)∈S
(
D−s1
(
2∂1V(s1,s2)[y](x)D
+
s1y(x) + ∂3V(s1,s2)[y](x)D
+
s2y(x)
)
+D−s2
(
2∂2V(s1,s2)[y](x)D
+
s2y(x) + ∂3V(s1,s2)[y](x)D
+
s1y(x)
))
,
where for i = 1, 2, 3, we denote
∂iV(s1,s2)[y](x) = ∂iV
(
|D+s1y(x)|
2, |D+s2y(x)|
2,
〈
D+s1y(x), D
+
s2y(x)
〉 )
,
the partial derivative with respect to the i-th argument of V .
To introduce the continuum Cauchy-Born (CB) elasticity problem [8, 21, 22],
we fix more notations. For any positive integer k, we denote by W k,p(Ω;Rd) the
Sobolev space of mappings y: Ω → Rd such that ‖y‖Wk,p < ∞. In particular,
W k,p♯ (Ω;R
d) denotes the Sobolev space of periodic functions whose distributional
derivatives of order less than k are in the space Lp(Ω). For any p > d and m ≥ 0,
we define X as
X = {y : Ω→ Rd | y = x+ v, v ∈Wm+2,p(Ω;Rd) ∩ W 1,p♯ (Ω;R
d),
∫
Ω
v = 0}.
As in [19], we have the Cauchy-Born elasticity problem as: find y ∈ X such that
(1.7) y = argmin
z∈X
I(z),
where the total energy functional I is given by
I(z) =
∫
Ω
(WCB(∇v(x)) − f(x)z(x) ) dx,
where v(x) = z(x)− x and Cauchy-Born stored energy density WCB is given by
WCB(A) =
1
3!
∑
(s1,s2)∈S
W(s1,s2)(A),
where for A ∈ Rd×d,
W(s1,s2)(A) = V
(
|s1 + s1A|
2, |s2 + s2A|
2, 〈s1 + s1A, s2 + s2A〉
)
.
The range S is the same as that in the atomistic potential. We have used the
deformed position y instead of the more usual displacement field u as variable in
(1.7) in order to be parallel with the atomistic problem.
The Euler-Lagrange equation for the Cauchy-Born elasticity model is then
(1.8) FCB[y](x) = f(x),
where
FCB[y](x) = −∇· (DAWCB(∇v(x)) ) , v(x) = y(x)− x.
Here DAWCB(A) denotes differentiation of WCB(A) with respect to A.
Since we are primarily interested in the coupling between the atomistic and con-
tinuum region, we will take the finite element discretization Tε be a triangulation of
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Ωε with each atom site as an element vertex with element size ε. The triangulation
is chosen so that it is translation invariant. The approximation space X˜ε is defined
as
X˜ε =
{
y ∈W 1,p♯ (Ω;R
d) | y|T ∈ P1(T ), ∀T ∈ Tε
}
,
where P1(T ) is the space of linear functions on the element T .
1.3. Force-based hybrid method. We are ready to formulate the force-based
hybrid method.
We take ̺ : Ω→ [0, 1] as a smooth standard cutoff function. The atomistic region
corresponds to the zero level set of ̺: Ωa = {x | ̺(x) = 0}, and the continuum
region corresponds to the region that ̺ equals to 1: Ωc = {x | ̺(x) = 1}. The
region in between is a buffer between the atomistic and continuum regions.
The force-based hybrid method is given as: find y(x) ∈ Xε such that
(1.9) Fhy[y](x) ≡ (1− ̺(x))Fat[y](x) + ̺(x)Fε[y](x) = f(x), x ∈ Ωε,
where Fε is the force from finite element approximation of Cauchy-Born elasticity
problem (1.7). Due to the choice of ̺, in the atomistic region Ωa, the force acting
on the atom is just that of atomistic model, while in the continuum region Ωc, the
force is calculated from finite element approximation of the Cauchy-Born elasticity.
The proposed scheme works in dimension d ≤ 3 for general short-range interac-
tion potentials. The main result for this work is the following quadratic convergence
result for the force-based hybrid method.
Theorem 1 (Convergence). Under Assumptions A and B, there exist positive
constants δ and M , so that for any p > d and f ∈ W 15,p(Ω) ∩ W 1,p♯ (Ω) with
‖f‖W 15,p ≤ δ, we have
(1.10) ‖yhy − yat‖ε,2 ≤Mε
2.
Remark. While we do not attempt in this work to optimize the regularity assump-
tion on f , we note that it is easy to relax the assumption to f ∈ W 5,p(Ω) with
p > d following the remarks below in the proof.
Remark. The sharp stability conditions Assumptions A and B will be given in
Section 3. These assumptions are quite natural and physical. We refer to Section 3
and also [19] for more discussions on the stability conditions and its link to physics
literature.
The proof of Theorem 1, which will be viewed as a convergence result for (non-
linear) finite difference schemes, follows the spirit of Strang’s work [37]. In short,
consistency and linear stability implies convergence. The heart of the matter lies
in the analysis of consistency and stability, which will be the focus of the proof.
The rest of the paper is organized as follows. In the next subsection, we review
some related works. Section 2 discusses the consistency of the scheme. The linear
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stability is proved in Section 4. The stability estimate is based on the regularity
estimate of finite difference schemes in Section 3, which is established in the frame-
work of pseudo-difference operators [9,27,40]. With the preparation of consistency
and linear stability analysis, the proof is concluded in Section 5.
1.4. Related works. Recently there are a lot of papers discussing various atom-
istic/continuum coupling strategies as summarized in the recent reviews [10,15,29,
33], we will only mention some of the works that are closely related to ours and
refer the readers to these reviews and the references therein.
The hybrid method resembles several methods in the literature. The most closely
related method is the quasicontinuum (QC) method [26, 38], which is among the
most popular methods for modeling the mechanical deformation of crystalline solids.
The QC method contains following ingredients: decomposition of the whole domain
into atomistic and continuum regions, with the defects covered by the atomistic re-
gions; degree reduction by adaptive selection of representative atoms (rep-atoms),
with fewer atoms selected in regions with smooth deformation; and the application
of the Cauchy-Born approximation in the continuum region to reduce the complex-
ity involved in computing the total energy of the system.
Both the proposed method and QC method couple atomistic models with non-
linear Cauchy-Born elasticity model. In some sense, the proposed method can be
viewed as a smoothened modification of the force-based QC method. Indeed, the
original force-based QC method amounts to take ̺ to be a characteristic function
(so that there is no buffer region). The force-based QC is free of ghost force, and
it was proven in [12,31] that, for one-dimensional problem, the force-based method
converges quadratically. However, its convergence behavior remains open for high
dimensional problem. As will be proved later in the paper, the proposed method is
stable and also converges quadratically in three dimension. For the understanding
of the original force-based QC, this work may also provide some new tools and
insights.
The Arlequin method [5, 7] and the bridging domain method [6] also adopt a
smooth transition between atomistic and continuum regions. The difference with
the proposed scheme is however these methods are energy-based, so that the mixing
is done at the energy level, while the current method is force-based. Moreover, these
two methods enforce the consistency between the atomistic and continuum regions
by imposing certain constraints, while there is no such constraints in our method.
These methods are suffered from ghost force problems as shown in [29], while the
proposed method is consistent at the interface.
The proposed method also shares certain common traits with the concurrent
AtC coupling method (AtC) proposed in [4]. The AtC method also uses a smooth
transition between atomistic and continuum regions and is force-based. However,
the proposed method differs from AtC in the following aspects: (1) our method
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employs Cauchy-Born elasticity while AtC uses linear elasticity and (2) our method
is free of ghost force while AtC is plagued by ghost force as demonstrated in [29].
Most of the analysis of these multiscale methods limits to the quasicontinuum
method. In [19], the Cauchy-Born rule for crystalline solids is verified under sharp
stability conditions. In the language of QC, the authors in [19] actually proved
the convergence of local QC (the whole computational domain is treated as local
region). Explicit convergence rate for the local QC can be found in [17, 18].
For the QC method couples together atomistic and continuum models (nonlocal
QC method in short), the error estimate can be found in [13,30] and the references
therein. All these works dealt only with the one dimensional problem, and moreover,
except [30], the analysis was limited to quadratic potential models, so that the
system is linear.
To the best of the authors’ knowledge, there is no analysis for the nonlocal
QC method or other coupling schemes for high-dimensional problems with general
potential (usually, many-body potential function). The main difficulties lie in the
analysis of the consistency and stability. For one-dimensional problem, the lattice
structure is very simple and the pairwise potential function can be handled by a
direct calculation. However, such an approach cannot be easily extended to high-
dimensional problem with general potential because the lattice structure and the
potential function for high-dimensional problem is much more involved. One of the
main contributions of the current paper is the development of general tools for the
analysis of consistency and stability.
Finally, we remark that in this work the analysis of the proposed method, espe-
cially the stability analysis, is based on analysis of finite difference schemes. The
readers might wonder why the analysis is not done in the framework of finite ele-
ment method, as after all, we are dealing with static problems, the systems to be
solved are “elliptic”; and moreover, the continuum region is discretized by finite
element method. The reason actually lies in the atomistic part, since the force
balance equations derived from energy of discrete lattice systems are intrinsically
of finite difference type. To the best of our knowledge, there has not been yet a
successful way to put the atomistic equations into the framework of finite element
analysis. Therefore, to be consistent, we view the finite element approximation in
the continuum region also as a finite difference approximation. The proof hence
relies on the analysis of finite difference schemes. This may give a reminiscence
of the early history about finite element analysis, during when the finite element
method was also analyzed in the framework of finite difference schemes [36]. Since
the theory of adaptive mesh is well-established for finite element method, it is an
interesting question whether one can adopt the finite element analysis framework
to analyze these multiscale coupling methods.
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2. Consistency
We study the consistency of the force-based hybrid method in this section. The
key is the following lemma, which is a refined version of [19, Lemma 5.1].
Lemma 2.1 (Consistency of Cauchy-Born rule). For any y = x + u(x) with u
smooth, we have
(2.1) ‖Fat[y]−FCB[y]‖L∞ε ≤ Cε
2‖u‖W 16,∞ ,
where the constant C depends on V and ‖u‖L∞, but is independent of ε.
Remark. The consistency estimate is presented in the form of (2.1) for later use
in the proof of Proposition 4.2. A bound involves less order of derivatives of u is
possible, in fact, it is not hard to see from the proof that we have
(2.2) ‖Fat[y]−FCB[y]‖L∞ε ≤ Cε
2,
where C depends on V and ‖u‖W 6,∞ . The price is however the dependence of C
on ‖u‖W 6,∞ is nonlinear.
Proof. For any x ∈ Ωε, and for i = 1, 2, Taylor expansion at x gives
D+siy(x) = ∇
1
si [y](x) + ε∇
2
si [y](x) + ε
2R2,si [y](x),
where, for convenience, we have introduced the short-hands for the Taylor series
and its remainder:
∇jsi [y](x) =
1
j!
(si · ∇)
jy(x),
Rk,si [y](x) =
∫ 1
0
(k + 1)(1− t)k∇k+1si y(x+ εtsi) dt, k ∈ N,
provided that the terms on the right hand side are well defined. Obviously, we may
write
(2.3) D+si = ∇
1
si + ε∇
2
si + ε
2R2,si , D
−
si = ∇
1
si − ε∇
2
si − ε
2R2,−si .
For i = 1, 2, 3 and t ∈ [0, 1], let
Fi(t) = ∂iV(s1,s2)
(
|tD+s1y(x) + (1− t)(s1 · ∇)y(x)|
2,
|tD+s2y(x) + (1− t)(s2 · ∇)y(x)|
2,〈
tD+s1y(x) + (1− t)(s1 · ∇)y(x),
tD+s2y(x) + (1− t)(s2 · ∇)y(x)
〉)
.
Using Taylor expansion, we get
(2.4) Fi(1) = Fi(0) + F
′
i (0) +R1[Fi](0).
Here for Fi : [0, 1]→ R, we have introduced a similar short-hand for the remainder
Rk[Fi](0) =
∫ 1
0
(1 − t)k
k!
∇k+1Fi(t) dt.
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Notice that by definition we have
Fi(1) = ∂iV(s1,s2)
(
|D+s1y(x)|
2, |D+s2y(x)|
2,
〈
D+s1y(x), D
+
s2y(x)
〉)
= ∂iV(s1,s2)[y](x);
Fi(0) = ∂iV(s1,s2)
(
|(s1 · ∇)y(x)|
2, |(s2 · ∇)y(x)|
2, 〈(s1 · ∇)y(x), (s2 · ∇)y(x)〉
)
= ∂iW(s1,s2)(∇u(x)).
Therefore, we can rewrite (2.4) as
(2.5)
∂iV(s1,s2)[y](x) = ∂iW(s1,s2)(∇u(x)) + εaj∂ijW(s1,s2)(∇u(x))
+
(
ε2bj∂ijW(s1,s2)(∇u(x)) +R1[Fi](0)
)
+ ε3cj∂ijW(s1,s2)(∇u(x))
≡ Qi,(s1,s2)[∇u](x),
where for j = 1, 2, 3,
aj = 2
〈
(sj · ∇)y,∇
2
sj [y]
〉
(1− δj3)
+
( 〈
(s1 · ∇)y,∇
2
s2 [y]
〉
+
〈
(s2 · ∇)y,∇
2
s1 [y]
〉 )
δj3,
bj = 2
〈
(sj · ∇)y,∇
3
sj [y]
〉
(1− δj3)
+
( 〈
(s1 · ∇)y,∇
3
s2 [y]
〉
+
〈
(s2 · ∇)y,∇
3
s1 [y]
〉 )
δj3,
cj = 2
〈
(sj · ∇)y,R2,sj [y]
〉
(1 − δj3)
+ ( 〈(s1 · ∇)y,R2,s2 [y]〉+ 〈(s2 · ∇)y,R2,s1 [y]〉 ) δj3.
Substituting the equations (2.3) into Fat[y](x), we obtain
Fat[y] =∑
(s1,s2)∈S
(∇1s1 − ε∇
2
s1 − ε
2R2,−s1)
{
2∂1V(s1,s2)[y](∇
1
s1 + ε∇
2
s1 + ε
2R2,s1)[y]
+ ∂3V(s1,s2)[y](∇
1
s2 + ε∇
2
s2 + ε
2R2,s2)[y]
}
+(∇1s2 − ε∇
2
s2 − ε
2R2,−s2)
{
2∂2V(s1,s2)[y](∇
1
s2 + ε∇
2
s2 + ε
2R2,s2)[y]
+ ∂3V(s1,s2)[y](∇
1
s2 + ε∇
2
s2 + ε
2R2,s2)[y]
}
.
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Next substituting (2.5) into the above equation, we have
Fat[y](x) =∑
(s1,s2)∈S
(∇1s1 − ε∇
2
s1 − ε
2R2,−s1)
{
2Q1,(s1,s2)[∇u](∇
1
s1 + ε∇
2
s1 + ε
2R2,s1)[y]
+Q3,(s1,s2)[∇u](∇
1
s2 + ε∇
2
s2 + ε
2R2,s2)[y]
}
+(∇1s2 − ε∇
2
s2 − ε
2R2,−s2)
{
2Q2,(s1,s2)[∇u](∇
1
s2 + ε∇
2
s2 + ε
2R2,s2)[y]
+Q3,(s1,s2)[∇u](∇
1
s1 + ε∇
2
s1 + ε
2R2,s1)[y]
}
.
Collecting the terms of the same order, we get
(2.6) Fat[y](x) = L0[u](x) + εL1[u](x) + ε
2L2[u](x) +O(ε
3).
If we change ε to −ε, the left-hand side of (2.6) is invariant, then the terms of odd
power of ε in the right-hand side of (2.6) automatically vanishes. Therefore, we
have
Fat[y](x) = L0[u](x) + ε
2L2[u](x) +O(ε
4).
The explicit form of L0 can be written as
L0[u](x) = −2(s1 · ∇)
[
(s1 + (s1 · ∇)u)∂1W(s1,s2)(∇u(x))
]
− (s1 · ∇)
[
(s2 + (s2 · ∇)u)∂3W(s1,s2)(∇u(x))
]
− 2(s2 · ∇)
[
(s2 + (s2 · ∇)u)∂2W(s1,s2)(∇u(x))
]
− (s2 · ∇)
[
(s1 + (s1 · ∇)u)∂3W(s1,s2)(∇u(x))
]
.
We see that L0 is the same as the operator that appears in the Euler-Lagrangian
equation of (1.7).
The proof of that L2 is of divergence form is similar. Actually, L2 is a quasilinear
operator, which actually counts for the linear dependence on ‖u‖W 16,∞ on the right-
hand side of (2.1). To prove (2.1), it remains to estimate terms of O(ε2), which is
a combination of terms of the form: for α, β = 1, 2,
∇ksα
(
∂iW(s1,s2)(∇u)∇
l
sβu
)
, l + k = 4, l, k ∈ N,
∇ksα
(
aj∂ijW(s1,s2)(∇u)∇
l
sβ
u
)
, l + k = 3, l, k ∈ N,
∇1sα
(
bj∂ijW(s1,s2)(∇u)∇
1
sβu+R1[Fi](0)∇
1
sβu
)
.
We only give the estimate for the first term, and the other two can be bounded
similarly. Due to chain rule and to Leibniz’s rule, ∇ksα
(
∂iW(s1,s2)(∇u)∇
l
sβu
)
is a
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linear combination of the form
T =
3∏
i=1
(
∂
∂xi
)sgn δi
∂iW(s1,s2)(∇u)
× (sα · ∇)
γ1Pδ1(sα · ∇)
γ2Pδ2(sα · ∇)
γ3Pδ3(sβ · ∇)
4−|γ|u,
where γ ∈ N3 are multiindecies with |γ| =
∑3
i=1|γi| and |γ| ≤ 3. Here
P1 = |s1+(s1·∇)u|
2, P2 = |s2+(s2·∇)u|
2, P3 = 〈s1 + (s1 · ∇)u, s2 + (s2 · ∇)u〉 .
Using chain rule once again, we get, for i = 1, 2, 3,
‖(sα · ∇)Pi‖L∞ ≤ C(sα)(1 + ‖∇u‖L∞)‖∇
2u‖L∞,
‖(sα · ∇)
2Pi‖L∞ ≤ C(sα)
(
(1 + ‖∇u‖L∞)‖∇
3u‖L∞ + ‖∇
2u‖2L∞
)
,
‖(sα · ∇)
3Pi‖L∞ ≤ C(sα)
(
(1 + ‖∇u‖L∞)‖∇
4u‖L∞ + ‖∇
2u‖2L∞‖∇
3u‖2L∞
)
.
Using Gagliardo-Nirenberg inequality [32],
‖∇ju‖L∞ ≤ C‖∇
mu‖
j/m
L∞ ‖u‖
1−j/m
L∞ , 0 < j < m,
we have
‖(sα · ∇)
kPi‖L∞ ≤ C(sα)
(
‖u‖L∞‖∇
k+2u‖L∞ + ‖∇
k+1u‖L∞
)
.
Using the above inequality, we conclude
‖T ‖L∞ ≤ C max
2≤|γ|≤4
‖∂γW(s1,s2)(∇u)‖L∞‖∇
4−|γ|u‖L∞
×
{
(1 + ‖u‖3L∞)
3∏
i=1
‖∇γi+2u‖L∞ +
3∏
i=1
‖∇γi+1u‖L∞
+ (1 + ‖u‖2L∞)
3∑
i,j,k=1
‖∇γi+2u‖L∞‖∇
γj+2u‖L∞‖∇
γk+1u‖L∞
+ (1 + ‖u‖L∞)
3∑
i,j,k=1
‖∇γi+2u‖L∞‖∇
γj+1u‖L∞‖∇
γk+1u‖L∞
}
.
Invoking Gagliardo-Nirenberg inequality again, we obtain
‖T ‖L∞ ≤ C(‖u‖
3
L∞ + ‖u‖
6
L∞)‖∇
10u‖L∞
+ C(‖u‖3L∞ + ‖u‖
5
L∞)‖∇
9u‖L∞
+ C(‖u‖3L∞ + ‖u‖
4
L∞)‖∇
8u‖L∞
+ C‖u‖3L∞‖∇
7u‖L∞
≤ C
6∑
i=3
‖u‖iL∞‖u‖W 10,∞
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Proceeding along the same line, we can obtain the similar bounds for the higher-
order terms, while ‖u‖W 16,∞ arises from the following term
Rα,−sα
(
∂iW(s1,s2)(∇u)Rβ,sβ [y]
)
.
Summing up all terms of O(ε2), we get (2.1).

Corollary 2.2 (Consistency of finite element discretization). For any y = x+u(x)
with u smooth, we have
‖Fε[y]−FCB[y]‖L∞ε ≤ Cε
2‖u‖W 16,∞ ,
where the constant C depends on V and ‖u‖L∞, but is independent of ε.
Proof. The corollary follows Lemma 2.1 by the observation that we can view the en-
ergy functional of the finite element discretization as a particular choice of atomistic
potential energy.
To be more concrete, let us consider the case d = 2, so that each element T ∈ Tε
has three vertices. It is straightforward to extend the argument below to higher
dimensions, with certain complication of notations.
Let yε ∈ X˜ε be the approximation of y so that yε(x) = y(x) for any x ∈ Ωε. Let
uε = yε − x. Obviously, we have uε(x) = u(x) for any x ∈ Ωε.
Now, for each T ∈ Tε, ∇uε|T is a linear function of yε on the vertices of T .
Denote the three vertices of T as x0, x1, x2, and s1 = (x1−x0)/ε, s2 = (x2−x0)/ε,
then ∇uε|T is the solution of the linear systems1 + s1A = D+ε,s1yε(x0),s2 + s2A = D+ε,s2yε(x0).
Therefore, let us denote
∇uε|T = A(s1,s2)(yε(x0)/ε, yε(x1)/ε, yε(x2)/ε)
as the solution of the above system. Notice that due to linearity, the map A(s1,s2)
is independent of ε. Hence, for x ∈ T , we can write
(2.7)
WCB(∇uε(x)) = WCB
(
A(s1,s2)(yε(x0)/ε, yε(x1)/ε, yε(x2)/ε)
)
= WFE,(s1,s2)(yε(x0)/ε, yε(x1)/ε, yε(x2)/ε),
where WFE,(s1,s2) ≡WCB ◦A(s1,s2). Denote SFE as the set of all pairs (s1, s2) such
that {x0, x0 + εs1, x0 + εs2} forms the vertices of an element T ∈ Tε containing x0
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(it is easy to see that SFE is independent of ε). Then, using (2.7), we have∫
Ω
WCB(∇uε(x))
=
∑
T∈Tε
|T |WCB(∇uε|T )
=
1
3!
∑
x∈Ωε
∑
(s1,s2)∈SFE
εd|T(s1,s2)|WFE,(s1,s2)
(
yε(x)
ε
,
yε(x+ εs1)
ε
,
yε(x+ εs2)
ε
)
=
1
3!
εd
∑
x∈Ωε
∑
(s1,s2)∈SFE
VFE,(s1,s2)
(
yε(x)
ε
,
yε(x+ εs1)
ε
,
yε(x + εs2)
ε
)
,
where VFE,(s1,s2) = |T(s1,s2)|WFE,(s1,s2) and T(s1,s2) is the triangle formed by vectors
s1 and s2. This indicates that we can view the energy functional in the finite
element discretization as a particular atomistic potential model, given by three
body interactions VFE,(s1,s2), by identifying the value of y on nodes as the deformed
atom positions.
It is immediately clear that the Cauchy-Born energy density corresponding to
the atomic potential constructed is justWCB. Indeed, for a homogenously deformed
system with deformation gradient A, by definition, the energy of the system is just
WCB(A)|Ω|, and hence the Cauchy-Born energy density is given again by WCB(A).
With this viewpoint of the finite element discretization as an atomic potential,
we obtain the conclusion as an immediate corollary of Lemma 2.1. 
Corollary 2.3 (Local truncation error). For any y = x+ u(x) with u smooth, we
have
(2.8) ‖Fhy[y]−Fat[y]‖L∞ε ≤ Cε
2‖u‖W 16,∞ ,
and
(2.9) ‖Fhy[y]−FCB[y]‖L∞ε ≤ Cε
2‖u‖W 16,∞ ,
where the constant C depends on V and ‖u‖L∞, but is independent of ε.
Proof. The inequality (2.8) follows from Lemma 2.1, Corollary 2.2, and
‖Fhy[y]−Fat[y]‖L∞ε = ‖ρ(x)(Fε[y](x)−Fat[y](x))‖L∞ε
≤ ‖Fε[y]−Fat[y]‖L∞ε
≤ ‖Fat[y]−FCB[y]‖L∞ε + ‖Fε[y]−FCB[y]‖L∞ε ,
where we have used ̺(x) ∈ [0, 1]. Similarly, (2.9) follows from Lemma 2.1, Corol-
lary 2.2, and
‖Fhy[y]−FCB[y]‖L∞ε ≤ ‖ρ(x)(Fε[y](x)−FCB[y](x))‖L∞ε
+ ‖(1− ρ(x))(Fat[y](x)−FCB[y](x))‖L∞ε
≤ ‖Fε[y]−FCB[y]‖L∞ε + ‖Fat[y]−FCB[y]‖L∞ε .

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3. Regularity estimate
To analyze the stability property of the proposed force-based hybrid method,
we use the framework of pseudo-difference operators [27, 40]. In this section, we
will establish regularity estimate Theorem 3 for the force-based hybrid method.
This will be one of the key ingredients used to prove stability estimate in the next
section.
We study the linearized operator of Fhy. Let us denote Hhy[u] the linearization
of Fhy at state u:
Hhy[u] =
δFhy
δy
∣∣∣∣
y=x+u
,
so that Hhy[u] is a linear operator on lattice functions w, given by
Hhy[u]w = lim
t→0
∂Fhy[x+ u+ tw]
∂t
.
It is convenient to rewrite Hhy in the form of a pseudo-difference operator as
Hhy[u] =
∑
µ∈A
hhy[u](x, µ)T
µ,
where the coefficient hhy[u](x, µ) is a d× d (probably asymmetric) matrix for each
x and µ ∈ A, given by
(3.1) (hhy[u])αβ(x, µ) =
∂(Fhy[y])α(x)
∂(T µy)β(x)
∣∣∣∣
y=x+u
,
where α, β = 1, · · · , d are indices. Here A is range of the pseudo-difference stencil
(note that 0 ∈ A), which is finite by assumptions. By the definition of Fhy, we have
(3.2) hhy[u](x, µ) = (1− ̺(x))hat[u](x, µ) + ̺(x)hε[u](x, µ),
where hat[u] and hε[u] are given by similar equations as (3.1) by replacing Fhy to
Fat and Fε respectively.
Define h˜hy[u](x, ξ) as the symbol of the pseudo-difference operator Hhy[u] given
as
h˜hy[u](x, ξ) =
∑
µ∈A
hhy[u](x, µ) exp(ıε
∑
j
µjaj · ξ) for ξ ∈ L
∗
ε ,
and similarly for h˜ε[u] and h˜at[u]. By definition, we have for any x ∈ Ωε,
(Hhy[u]eke
ıx·ξ)j(x) = (h˜hy[u])jk(x, ξ)e
ıx·ξ,
for 1 ≤ j, k ≤ d and similarly for h˜ε[u] and h˜at[u]. Here {ek} are the canonical basis
of Rd. It is also clear that (3.2) implies
(3.3) h˜hy[u](x, ξ) = (1− ̺(x))h˜at[u](x, ξ) + ̺(x)h˜ε[u](x, ξ).
In the case that we linearize around the equilibrium state u = 0, we will simplify
the notation as
Hhy = Hhy[0], hhy = hhy[0], h˜hy = h˜hy[0],
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and similarly for those defined for atomistic model and finite element discretization.
We observe that by the translation invariance of the total energy Iat at the state
u = 0,
hat(x, µ) = hat(µ), hε(x, µ) = hε(µ).
The coefficients are independent of position x, and hence similarly for h˜at and h˜ε.
We also denote HCB as the linearization of FCB at the equilibrium state u = 0,
and define h˜CB = h˜CB(x, ξ) as its symbol. Note that due to the periodic boundary
condition assumed on Ω, ξ here only takes value in L∗. Again, due to the translation
invariance of the total energy, h˜CB is independent of x.
Let us start the analysis with the operator Hhy. First, we show that the matrix
h˜hy is Hermitian.
Lemma 3.1. The matrices h˜at(ξ), h˜ε(ξ) and hence h˜hy(x, ξ) are Hermitian for
any ε > 0, x ∈ Ωε and ξ ∈ L
∗
ε.
Proof. It suffices to prove the result for h˜at(ξ), as the argument for h˜ε(ξ) is the
same and the conclusion for h˜hy(x, ξ) follows immediately from (3.3).
Since (Fat[y])α(x) = −∂Iat[y]/∂yα(x), we have
(hat)αβ(µ) = −
∂2Iat[y]
∂yα(x)∂(T µy)β(x)
∣∣∣∣
y=x
= −
∂2Iat[y]
∂yα(x)∂yβ(x+ εµjaj)
∣∣∣∣
y=x
= −
∂2Iat[y]
∂(T−µy)α(x+ εµjaj)∂yβ(x+ εµjaj)
∣∣∣∣
y=x
= −
∂2Iat[y]
∂(T−µy)α(x)∂yβ(x)
∣∣∣∣
y=x
= (hat)βα(−µ),
where the last line follows from translational invariance of the unperturbed system.
Therefore,
(h˜at)αβ(ξ) =
∑
µ
(hat)αβ(µ) exp(ıε
∑
j
µjaj · ξ)
=
∑
µ
(hat)βα(−µ) exp(ıε
∑
j
(−µj)aj · (−ξ))
=
(∑
µ
(hat)βα(−µ) exp(ıε
∑
j
(−µj)aj · ξ)
)∗
= (h˜at)
∗
βα(ξ),
for any ξ ∈ L∗ε , where we have used the fact that hat are real matrices. This proves
the Lemma. 
We make the following stability assumptions about the atomistic potentials, the
finite element discretization of the Cauchy-Born elasticity model:
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Assumption A. h˜at(ξ) is positive definite and there exists aat > 0 such that for
any ε > 0 and any ξ ∈ L∗ε,
det h˜at(ξ) ≥ aatΛ
2d
0,ε(ξ).
Assumption B. h˜ε(ξ) is positive definite and there exists a > 0 such that for any
ε > 0 and any ξ ∈ L∗ε ,
det h˜ε(ξ) ≥ aΛ
2d
0,ε(ξ).
The Assumptions A and B will be assumed in the sequel without further indi-
cation.
Remark. These assumptions are quite natural and physical. In fact, Assumption A
is just the phonon stability conditions (for simple Bravais lattice) identified in [19]
represented using the notions of pseudo-difference operators. Assumption B is the
usual stability condition of a finite element discretization of continuous problem de-
rived from the Cauchy-Born rule. We note that as a consequence of these stability
assumptions, the continuous Cauchy-Born elasticity problem is also elliptic, as in-
dicated by Corollary 4.3 below. From a mathematical point of view, Assumption A
and Assumption B can be seen as the uniform ellipticity of the difference operator.
Next, we prove a lower bound for the symbol h˜hy, which is crucial for the regu-
larity and stability estimates. Let us recall an inequality proved by Ky Fan:
Theorem 2 (Ky Fan’s determinant inequality [23]). Let A, B be positive definite
matrices, then for any λ ∈ [0, 1],
det(λA + (1− λ)B) ≥ (detA)λ(detB)1−λ.
Corollary 3.2. For any ε > 0, x ∈ Ωε and any ξ ∈ L
∗
ε, we have
det h˜hy(x, ξ) ≥ min(a, aat)Λ
2d
0,ε(ξ).
Proof. This is an immediate corollary of Theorem 2. Since for any x, ̺(x) ∈ [0, 1],
we have
det h˜hy(x, ξ) = det
(
(1− ̺(x))h˜at(ξ) + ̺(x)h˜ε(ξ)
)
≥ (det h˜at(ξ))
1−̺(x)(det h˜ε(ξ))
̺(x)
≥ a
1−̺(x)
at a
̺(x)Λ2d0,ε(ξ)
≥ min(a, aat)Λ
2d
0,ε(ξ).

With these preparations, we now establish the regularity estimate of the quasi-
continuum approximation. The regularity of discrete elliptic systems is understood
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by a fundamental result of finite difference approximation by Bube and Strikw-
erda [9]. They extended the regularity estimate of Thome´e and Westergren [39]
from single elliptic equation to elliptic systems.
Let us introduce the regular discrete elliptic system following [9]. The concept
is parallel to the regular continuous elliptic system [1].
Definition 3.3 (Regular discrete elliptic system). For i, j = 1, · · · , d, let Lij be a
difference operator with symbol lij(x, ξ). The system of difference equations
(3.4)
d∑
j=1
Lijvj(x) = fi(x), i = 1, · · · , d,
is a regular discrete elliptic system, if there are set of integers {σi}
d
i=1 and {τj}
d
j=1
such that each Lij is a difference operator of order at most σi+ τj , and if there are
positive constants C, ξ0, ε0 such that
|det lij(x, ξ)| ≥ CΛ
2p
ε (ξ)
for 0 < ε ≤ ε0, ξ ∈ L
∗
ε, and max1≤i≤d|ξi| ≥ ξ0, where 2p =
∑
i(σi + τi). We will
say that the system (3.4) is regular elliptic of order (σ, τ).
By Corollary 3.2, we immediately have
Proposition 3.4. Under Assumptions A and B, the finite difference system
(3.5) Hhyv = f
is a regular discrete elliptic system of order (0, 2).
For the regular discrete elliptic system (3.5), we have the following regularity
estimate.
Theorem 3. Under Assumptions A and B, for any v ∈ H2ε (Ω), we have
(3.6) ‖v‖ε,2 ≤ C(‖Hhyv‖ε,0 + ‖v‖ε,0).
The constant C is independent of v and ε.
Remark. Theorem 3 is analogous to the interior regularity estimate for elliptic
partial differential equations given in [2]. The statement of the theorem is just
rewriting Theorem 2.1 in [9] using the current notation. We note that in [9], Bube
and Strikwerda proved interior regularity estimates, which clearly implies the a
priori estimate for periodic case here.
4. Stability
The main theorem we will prove in this section is the following stability estimate.
Theorem 4 (Stability). Under Assumptions A and B, for any v ∈ H2ε (Ω), we have
(4.1) ‖v‖ε,2 ≤ C‖Hhyv‖ε,0.
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Let us make some remarks about the stability result. In general, we do not know
whether a stability estimate like (4.1) is valid for the force-based quasicontinuum
method in general dimension (see [11,14] for some study in one dimension). From a
pseudo-difference operator point of view, the continuity in x variable of the symbol
of the linearized operator is crucial for the validity of the strong stability. This is
also the main motivation to use a smooth transition function ̺(x) in the current
scheme. The strong stability property of the scheme will facilitate the numerical
solution based on iterative methods.
We also note that the strong stability is also crucial for the extension of the
current scheme to the time-dependent case. It plays the role of G˚arding inequality.
We will leave this to future publications.
To obtain the stability estimate from the regularity estimate of Theorem 3, we
need to eliminate ‖v‖ε,0 on the right hand side of (3.6). In spatial dimension one,
this can be achieved by the discrete maximum principle for the finite difference
equation. This is however no longer the case for higher dimensions, as then we are
dealing with an elliptic system. The argument we will use is instead similar in spirit
to the argument used in [1, 34] for passing from regularity estimate to uniqueness
results for elliptic systems.
The difficulty however is that a compactness argument as in [34] can not apply to
the finite difference system, as we need a uniform estimate for different ε. Therefore,
instead of using the compactness, the proof is based on the uniqueness of the
continuous system from ellipticity, the consistency of the finite difference schemes
to the continuous system, and the regularity estimate Theorem 3. We note that a
similar approach was considered by Martin [28].
In order to connect the finite difference system with continuous PDE, we need to
extend grid functions on Ωε to continuous functions defined in Ω. For this purpose,
let us define an interpolation operator Qε as follows.
1 For any lattice function u on
Ωε, we define Qεu ∈ L
2(Ω) as
(4.2) (Qεu)(x) = (2π)
d/2
∑
ξ∈L∗ε
eıx·ξû(ξ), x ∈ Ω.
Comparing with (1.2), we know that Qεu agrees with u on Ωε. We have the
following properties of Qε.
Lemma 4.1. For k ≥ 0, there exists constants ck, Ck > 0, such that for any u,
ck‖u‖Hkε (Ω) ≤ ‖Qεu‖Hk(Ω) ≤ Ck‖u‖Hkε (Ω).
Proof. The conclusion follows immediately from definition (4.2) and (1.3). 
1 Usual linear interpolations are not sufficient for our purpose as we need high regularity of
the interpolated functions.
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Let χ be a standard nonnegative cut-off function on Rd, which is smooth and
compactly supported, with ‖χ‖L1 = 1. Let χε be the scaled version
χε(x) = ε
−(αd)χ(ε−αx),
for some α with 0 < α < 1. The choice of the value of α will be specified later in
the proof of Proposition 4.4.
Define a low-pass filter operator Lε for f ∈ L
2(Ω) using χ̂ε as Fourier multiplier:
L̂εf(ξ) = (2π)
d/2f̂(ξ)χ̂ε(ξ) = (2π)
d/2f̂(ξ)χ̂(εαξ).
In real space, Lε convolves f with χε. Note that, using integration by parts, it is
easy to see that
|χ̂ε(ξ)| ≤ Ck|ε
αξ|−k, ∀ k ∈ Z+,(4.3)
(2π)d/2χ̂ε(0) = 1.(4.4)
Hence, Lε is indeed a low-pass filter. For simplicity of notation, we will denote
uε = LεQεuε,
for lattice function uε on Ωε.
We state and prove a consistency result for the linearized operator in terms of
symbols.
Proposition 4.2 (Consistency of linearized operator). There exists ε0 > 0 and
s > 0 such that for any ε ≤ ε0 and ξ, η ∈ L
∗
ε, we have
|ĥCB(ξ, η)− ĥhy(ξ, η)| ≤ Cε
2(|η|+ 1)s.
Proof. By definition, for 1 ≤ j, k ≤ d,
(ĥhy)jk(ξ, η) = ε
d(2π)−d/2
∑
x∈Ωε
e−ıξ·x(h˜hy)jk(x, η)
= εd(2π)−d/2
∑
x∈Ωε
e−ı(ξ+η)·x(Hhy(ekfη))j(x).
where fη(x) = e
ıx·η for x ∈ Ω and
(ĥCB)jk(ξ, η) = (2π)
−d/2
∫
Ω
e−ıξ·x dx(h˜CB)jk(η)
= εd(2π)d/2
∑
x∈Ωε
e−ıξ·x(h˜CB)jk(η)
= εd(2π)−d/2
∑
x∈Ωε
e−ı(ξ+η)·x(HCB(ekfη))j(x),
where we have used in the fact that h˜CB(x, η) = h˜CB(η) due to translational symme-
try. Note that we get from the second line from the first line in the above equation
using the fact that ξ takes value in L∗ε , so that the integral equals to the sum.
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Hence, taking difference of the above two equations, we obtain the bound
|ĥhy(ξ, η) − ĥCB(ξ, η)| ≤ C sup
1≤k≤d
‖Hhy(ekfη)−HCB(ekfη)‖L∞ε .
Note that by the definition of linearized operators Hhy and HCB, we have
Hhy(ekfη)−HCB(ekfη) = lim
t→0+
1
t
(
Fhy[x+ t(ekfη)]−FCB[x+ t(ekfη)]
)
.
Hence,
‖Hhy(ekfη)−HCB(ekfη)‖L∞ε = limt→0+
1
t
‖Fhy[x+ t(ekfη)]−FCB[x+ t(ekfη)]‖L∞ε
≤ Cε2‖ekfη‖W 16,∞ ≤ Cε
2‖ekfη‖Hs ≤ Cε
2(1 + |η|)s,
where s is chosen so that the Sobolev inequality
‖f‖W 16,∞(Ω) ≤ C‖f‖Hs(Ω)
holds for any f ∈ Hs(Ω) (s depends on the dimension). Here, we have used
Corollary 2.3, noticing that ‖tekfη‖L∞ is uniformly bounded for η as t → 0. This
concludes the proof. 
The proof of Proposition 4.2 actually gives for any ε ≤ ε0, x ∈ Ωε and η ∈ L
∗
ε,
(4.5) |h˜hy(x, η)− h˜CB(η)| ≤ Cε
2(1 + |η|)s.
Combined with Corollary 3.2, we get as a corollary
Corollary 4.3. h˜CB(ξ) is positive definite and there exists aCB > 0 such that for
any ξ ∈ L∗,
det h˜CB(ξ) ≥ aCBΛ
2d
0 (ξ).
Proof. Fixed ξ ∈ L∗, take ε1 sufficiently small, so that for ε < ε1, ξ ∈ L
∗
ε (it suffices
to take ε1 so small that ε1ξ ∈ Γ
∗). Without loss of generality, we can take ε1 less
than ε0 in Proposition 4.2.
From the continuous dependence of matrix determinants on matrix elements, we
get from (4.5) that for any ε ≤ ε1 sufficiently small, x ∈ Ωε
|det h˜hy(x, ξ)− det h˜CB(ξ)| ≤ Cε
2(1 + |ξ|)s.
Combining the last inequality with Corollary 3.2, we get the desired estimate by
taking ε→ 0. 
With these preparations, let us now state the key proposition will be used in the
proof of Theorem 4.
Proposition 4.4. For {vε}ε>0 that vε ∈ H
2
ε (Ω) and ‖vε‖ε,2 is uniformly bounded,
we have
(4.6) lim
ε→0+
‖HCBvε −Hhyvε‖L2(Ω) = 0.
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Assume the validity of Proposition 4.4, which we will come back in the end of
this section, the proof of Theorem 4 follows a reductio ad absurdum.
Proof of Theorem 4. Suppose (4.1) does not hold, then there is a sequence of func-
tions {wk} and εk > 0 such that
‖wk‖εk,2 →∞, as k →∞;
‖Hhywk‖εk,0 ≤ c, for all k;∑
x∈Ωεk
wk(x) = 0, for all k.
Set vk = wk/‖wk‖εk,2, we then have
‖vk‖εk,2 = 1 for all k;(4.7)
‖Hhyvk‖εk,0 → 0, as k →∞;(4.8) ∑
x∈Ωεk
vk(x) = 0, for all k.(4.9)
Since
HCBvk = Hhyvk + (HCBvk −Hhyvk).
Since ‖Hhyvk‖εk,0 → 0, we have
‖Hhyvk‖L2(Ω) → 0, as k →∞.
Moreover, by Proposition 4.4,
‖HCBvk −Hhyvk‖L2(Ω) → 0, as k →∞.
Hence ‖HCBvk‖L2(Ω) → 0. Note also that the average of vk is zero, since v̂k(0) =
0. By the invertibility of HCB on the subspace orthogonal to constant function,
‖vk‖L2(Ω) → 0, as k →∞, while ‖vk‖εk,2 = 1. It follows then ‖vk‖εk,0 → 0. Indeed,
since
‖vk‖εk,1 =
∑
ξ∈L∗εk
Λ2εk(ξ)|v̂k(ξ)|
2 ≤ 1,
for any δ > 0, there exist Ξ > 0 and k1, such that for any k ≥ k1,
(4.10)
∑
ξ∈L∗εk
, |ξ|≥Ξ
|v̂k(ξ)|
2 < δ/2.
On the other hand, due to (4.4), there exists k2, such that for k ≥ k2
(4.11)
∑
ξ∈L∗εk
, |ξ|<Ξ
∣∣|v̂k(ξ)2| − |v̂k(ξ)|2∣∣ ≤ δ/4.
Moreover, as ‖vk‖L2 → 0, there exists k3, such that for k ≥ k3,
(4.12)
∑
ξ∈L∗εk
,|ξ|<Ξ
|v̂k(ξ)|
2 ≤ δ/4.
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Combined (4.10)–(4.12) together, we have for k ≥ max(k1, k2, k3),
‖vk‖
2
εk,0
=
∑
ξ∈L∗εk
|v̂k|
2 ≤ δ.
Hence, limk→∞‖vk‖εk,0 = 0. From Theorem 3, this implies
lim
k→∞
‖vk‖εk,2 = 0.
The contradiction with the choice of vk proves the Theorem. 
Using perturbation, we may extend the results of Theorem 4 to a deformed state
u.
Theorem 5 (Stability). Under Assumption A and B, there exists δ > 0, such that
for any ε > 0 and u, ‖u‖W 2,∞ε ≤ δ and any v ∈ H
2
ε (Ω), we have
(4.13) ‖v‖ε,2 ≤ C‖Hhy[u]v‖ε,0,
where the constant depends on δ, but is independent of u, v and ε.
Proof. This theorem follows from a perturbation argument of Theorem 4. Denote
by v0 the solution of
Hhy[0]v0 = f.
We immediately have
Hhy[0](v − v0) = (Hhy[0]−Hhy[u] ) v.
Using Theorem 4, we have
‖v − v0‖ε,2 ≤ C‖(Hhy[0]−Hhy[u] ) v‖ε,0 ≤ C‖∇u‖W 1,∞ε ‖v‖ε,2.
By triangular inequality, we have
‖v‖ε,2 ≤ ‖v0‖ε,2 + ‖v − v0‖ε,2
≤ C‖Hhy[0]v0‖ε,0 + C‖∇u‖W 1,∞ε ‖v‖ε,2
= C‖Hhy[u]v‖ε,0 + C‖∇u‖W 1,∞ε ‖v‖ε,2
≤ C‖Hhy[u]v‖ε,0 + Cδ‖v‖ε,2,
which gives (4.13) by choosing δ = 1/(2C). 
We conclude this section with the proof of Proposition 4.4.
Proof of Proposition 4.4. We work in the Fourier domain. By definition,
(HCBvε)(x) =
∑
ξ∈L∗ε
eıx·ξh˜CB(x, ξ)χ̂(ε
αξ)v̂ε(ξ).
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Hence, taking Fourier transform,
ĤCBvε(ξ) = (2π)
−d/2
∫
Ω
e−ıξ·x
∑
η∈L∗ε
eıx·ηh˜CB(x, η)χ̂(ε
αη)v̂ε(η) dx
=
∑
η∈L∗ε
ĥCB(ξ − η, η)χ̂(ε
αη)v̂ε(η),
where
ĥCB(ξ, η) = (2π)
−d/2
∫
Ω
e−ıξ·xh˜CB(x, η) dx
is the Fourier transform of the symbol with respect to x.
On the other hand, for the discrete system, we have
̂Hhyvε(ξ) = χ̂(ε
αξ)εd(2π)−d/2
∑
x∈Ωε
e−ıξ·x
∑
η∈L∗ε
eıx·ηh˜hy(x, η)v̂ε(η)
= χ̂(εαξ)
∑
η∈L∗ε
ĥhy(ξ − η, η)v̂ε(η),
where
ĥhy(ξ, η) = ε
d(2π)−d/2
∑
x∈Ωε
e−ıξ·xh˜hy(x, η).
Let us compare the difference between HCBvε and Hhyvε. We write∣∣∣ĤCBvε(ξ) − ̂Hhyvε(ξ)∣∣∣
=
∣∣∣∣∑
η∈L∗ε
(
χ̂(εαη)ĥCB(ξ − η, η)− χ̂(ε
αξ)ĥhy(ξ − η, η)
)
v̂ε(η)
∣∣∣∣
≤ |Î1(ξ)|+ |Î2(ξ)|,
where
Î1(ξ) =
∑
η∈L∗ε
(
χ̂(εαξ)− χ̂(εαη)
)
ĥCB(ξ − η, η)v̂ε(η),
Î2(ξ) = χ̂(ε
αξ)
∑
η∈L∗ε
(
ĥCB(ξ − η, η)− ĥhy(ξ − η, η)
)
v̂ε(η).
It suffices to prove that L2 norms of I1 and I2 both go to zero as ε → 0. Let us
estimate I1 first. By the smoothness of χ, we have |χ̂(ε
αξ)− χ̂(εαη)| ≤ Cεα|ξ− η|,
hence
|Î1(ξ)| ≤ Cε
α
∑
η∈L∗ε
|ξ − η|
∣∣Λ−2(η)ĥCB(ξ − η, η)∣∣|Λ2(η)v̂ε(η)|.
Define θ(ξ) as
θ(ξ) = |ξ| sup
η∈L∗
∣∣Λ−2(η)ĥCB(ξ, η)∣∣.
By the smoothness of h˜CB(x, ξ) with respect to x and the fact that HCB is a second
order operator, we have |ξΛ−2(η)ĥCB(ξ, η)| ≤ C|ξ|
−d−1 uniformly in η. Hence,
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θ ∈ l1(L∗) as a function of ξ. Therefore,
‖I1‖L2(Ω) = ‖Î1‖l2(L∗) ≤ Cε
α‖θ‖l1(L∗)
(∑
η∈L∗ε
Λ4(η)|v̂ε(η)|
2
)1/2
≤ Cεα‖θ‖l1(L∗)‖Qεvε‖H2(Ω)
≤ Cεα‖θ‖l1(L∗)‖vε‖H2ε (Ω),
where the first inequality results from Young’s inequality. This proves that ‖I1‖L2(Ω)
goes to zero as ε→ 0.
Let us consider I2 next. Take α1 ∈ (α, 1), we break I2 into three parts
Î2(ξ) = Î21(ξ) + Î22(ξ) + Î23(ξ),
where
Î21(ξ) = 1|ξ|≥πε−α1 χ̂(ε
αξ)
∑
η∈L∗ε
(
ĥCB(ξ − η, η)− ĥhy(ξ − η, η)
)
v̂ε(η),
Î22(ξ) = 1|ξ|<πε−α1 χ̂(ε
αξ)
∑
η∈L∗ε ,
|η|≥2πε−α1
(
ĥCB(ξ − η, η) − ĥhy(ξ − η, η)
)
v̂ε(η),
Î23(ξ) = 1|ξ|<πε−α1 χ̂(ε
αξ)
∑
η∈L∗ε ,
|η|<2πε−α1
(
ĥCB(ξ − η, η) − ĥhy(ξ − η, η)
)
v̂ε(η).
We will control each term: I21 is small due to the decay property of χ̂; I22 is small
since ξ and η is well separated; I23 is small due to consistency.
I21: Define w given by
ŵ(ξ) =
∑
η∈L∗ε
(
ĥCB(ξ − η, η)− ĥhy(ξ − η, η)
)
v̂ε(η).
We observe that ŵ(ξ) is the Fourier transform of
w(x) = (HCBQεvε)(x) − (Qε(Hhyvε))(x).
Hence, ‖w‖L2(Ω) ≤ C‖vε‖ε,2. By (4.3), we have
|χ̂(εαξ)| ≤ Ckε
k(α1−α), ∀ |ξ| ≥ πε−α1 ,
for any positive integer k. Therefore, we conclude that ‖I21‖L2(Ω) → 0 as
Î21(ξ) = 1|ξ|≥πε−α1 χ̂(ε
αξ)ŵ(ξ).
I22: We have
(4.14) |Î22(ξ)| ≤ C
∑
η∈L∗ε
|Λ−2(η)ĥCB(ξ − η, η)||Λ
2(η)v̂ε(η)|1|ξ−η|>πε−α1
+ C
∑
η∈L∗ε
|Λ−2(ε, η)ĥhy(ξ − η, η)||Λ
2
ε(η)v̂ε(η)|1|ξ−η|>πε−α1 .
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The argument for the two terms are analogous, and let us focus on the first
term. Consider ϕ(ξ) given by
ϕ(ξ) = sup
η∈L∗
|Λ−2(η)ĥCB(ξ, η)|.
Since h˜CB(x, η) is smooth with respect to x and HCB is a second-order
operator, we have ϕ ∈ l1(L∗) as a function of ξ. Hence
lim
ε→0
‖ϕ(ξ)1|ξ|>πε−α1‖l1(L∗) = 0.
Therefore, using Young’s inequality, the first term on the right hand side
of (4.14) is bounded by C‖ϕ(ξ)1|ξ|>πε−α1 ‖l1(L∗)‖Qεvε‖H2(Ω), which goes to
zero as ε→ 0. Hence, I22 goes to zero in L
2 norm.
I23: From Proposition 4.2, we have
|ĥCB(ξ, η)− ĥhy(ξ, η)| ≤ Cε
2(|η|+ 1)t
for some s ≥ 0. As |η| < 2πε−α1 , we have
|ĥCB(ξ, η)− ĥhy(ξ, η)| ≤ Cε
(2−sα1).
Therefore,
∑
ξ∈L∗
|Î23(ξ)|
2 ≤ C
∑
ξ∈L∗,
|ξ|<πε−α1
( ∑
η∈L∗ε ,
|η|<2πε−α1
(
ĥCB(ξ − η, η)− ĥhy(ξ − η, η)
)
v̂ε(η)
)2
≤ C
∑
η∈L∗ε ,
|η|<2πε−α1
|v̂ε(η)|
2
∑
ξ∈L∗,
|ξ|<πε−α1
∣∣ĥCB(ξ − η, η)− ĥhy(ξ − η, η)∣∣2
≤ Cε4−(2s+d)α1
∑
η∈L∗ε ,
|η|<2πε−α1
|v̂ε(η)|
2.
Hence, by choosing α1 (and also α) sufficiently small that α1 < 4/(2s+ d),
we have ‖I23‖L2 → 0 as ε→ 0.
Therefore, to sum up, we have proved both ‖I1‖L2(Ω) and ‖I2‖L2(Ω) go to zero
as ε→ 0. The proposition is proved.

5. Convergence of the force-based hybrid method
With the consistency and stability results prepared in the last three sections, we
are now ready to prove the main result Theorem 1. The proof follows the spirit of
Strang’s convergence proof of nonlinear finite difference schemes [37].
As a direct consequence of Corollary 2.3, we have the following
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Corollary 5.1 (Higher order expansion). Under the same assumptions of The-
orem 1, there exist positive constants δ and M , so that for any p > d and f ∈
W 15,p(Ω) ∩W 1,p♯ (Ω) with ‖f‖W 15,p ≤ δ, denote y˜ = x+ u(x) with u the solution of
the Cauchy-Born elasticity problem (1.8), we then have
‖Fhy[y˜]− f‖L∞ε ≤Mε
2.
Remark. Using the remark under Lemma 2.1, the regularity assumption of f can
be relaxed to W 5,p(Ω) with p > d.
Proof of Theorem 1. We take y˜ be that given by Corollary 5.1. It is easy to see∫ 1
0
Hhy[ty + (1− t)y˜](x) dt · (y − y˜) = Fhy[y]−Fhy[y˜].
Hence y is the solution of (1.9) if and only if∫ 1
0
Hhy[ty + (1 − t)y˜](x) dt · (y − y˜) = f −Fhy[y˜].
For any κ ∈ (3/2, 2), we define
B = { y ∈ Xε | ‖y − y˜‖ε,2 ≤ ε
κ } .
We define a map T : B → B as follows: for any y ∈ B, let T (y) be the solution of
the linear system
(5.1)
∫ 1
0
Hhy[ty + (1− t)y˜](x) dt · (T (y)− y˜ ) = f −Fhy[y˜].
We first show that T is well defined. Since
‖ty + (1− t)y˜ − y˜‖ε,2 ≤ t‖y − y˜‖ε,2 ≤ ε
κ,
which gives that for sufficiently small ε and d ≤ 3, there holds
‖ty + (1− t)y˜ − y˜‖W 2,∞ε ≤ ε
κ−d/2 < δ,
where the constant δ appears in Theorem 5. It follows from Theorem 5 that the
problem (5.1) is solvable and
(5.2)
‖T (y)− y˜‖ε,2 ≤ C‖f −Fhy[y˜]‖ε,0
≤ C‖f −Fat[y˜]‖ε,0 + C‖Fat[y˜]−Fhy[y˜]‖ε,0
≤ Cε2,
where we have used Corollary 5.1. For sufficiently small ε, we have
‖T (y)− y˜‖ε,2 ≤ ε
κ.
Therefore, T (y) ∈ B and T is well-defined, which in turn implies T (B) ⊂ B for
sufficiently small ε. Now the existence of y follows from the Brouwer fixed point
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theorem. The solution y is locally unique since the Hessian at y is nondegenerate.
Let us denote the solution as yhy, we then have from (5.2) that
(5.3) ‖y˜ − yhy‖ε,2 ≤ Cε
2.
Proceeding along the same line that leads to (5.2) and using Lemma 2.1, we get
(5.4) ‖y˜ − yat‖ε,2 ≤ Cε
2.
Finally, we conclude that yhy satisfies (1.10) by combining (5.3) and (5.4). 
References
[1] S. Agmon, A. Douglis, and L. Nirenberg, Estimates near the boundary for solutions of elliptic
partial differential equations satisfying general boundary conditions I, Comm. Pure Appl.
Math. 12 (1959), 623–727.
[2] , Estimates near the boundary for solutions of elliptic partial differential equations
satisfying general boundary conditions II, Comm. Pure Appl. Math. 17 (1964), 35–92.
[3] N.W. Ashcroft and N.D. Mermin, Solid state physics, Saunders College Publishing, 1976.
[4] S. Badia, P. Bochev, R. Lehoucq, M.L. Parks, J. Fish, M. Nuggehally, and M. Gunzburger, A
force-based blending model for atomistic-to-continuum coupling, Int. J. Multiscale Comput.
Eng. 5 (2007), 387–406.
[5] P.T. Bauman, H. Ben Dhia, N. Elkhodja, J.T. Oden, and S. Prudhomme, On the application
of the Arlequin method to the coupling of particle and continuum models, Comput. Mech. 42
(2008), 511–530.
[6] T. Belytschko and S.P. Xiao, Coupling methods for continuum model with molecular model,
Int. J. Multiscale Comput. Eng. 1 (2003), 115–126.
[7] H. Ben Dhia, Proble`mes me´caniques multi-e´chelles: la me´thode Arlequin, C. R. Acad. Sci.
Paris Se´rie II b 326 (1998), 899–904.
[8] M. Born and K. Huang, Dynamical theory of crystal lattices, Oxford University Press, 1954.
[9] K.P. Bube and J.C. Strikwerda, Interior regularity estimates for elliptic systems of difference
equations, SIAM J. Numer. Anal. 20 (1983), 653–670.
[10] W.A. Curtin and R.E. Miller, Atomistic/continuum coupling computation in materials sci-
ence, Modelling Simul. Mater. Sci. Eng., 11 (2003), R33–R68.
[11] M. Dobson, M. Luskin, and C. Ortner, Sharp stability estimates for force-based quasicontin-
uum methods, Multiscale Model. Simul. 8 (2010), 782–802.
[12] , Stability, instability, and error of the force-based quasicontinuum approximation,
Arch. Ration. Mech. Anal. 197 (2010), 179–202.
[13] M. Dobson and M. Luskin, An optimal order error analysis of the one-dimensional quasi-
continuum approximation, SIAM J. Numer. Anal. 47 (2009), 2455–2475.
[14] M. Dobson, C. Ortner, and A.V. Shapeev, The spectrum of the force-based quasicontinuum
operator for a homogeneous periodic chain. preprint, arxiv:1004.3435.
[15] W. E, B. Engquist, X. Li, W. Ren, and E. Vanden-Eijnden, Heterogeneous multiscale methods:
A review, Commun. Comput. Phys. 2 (2007), 367–450.
[16] W. E, J. Lu, and J.Z. Yang, Uniform accuracy of the quasicontinuum method, Phys. Rev. B
74 (2006), 214115.
[17] W. E and P.B. Ming, Analysis of multiscale methods, J. Comput. Math. 22 (2004), 210–219.
[18] , Analysis of the local quasicontinuum methods, Frontiers and Prospects of Contem-
porary Applied Mathematics, Li, Tatsien and Zhang, P.W. (Editor), Higher Education Press,
World Scientific, Singapore, 2005, pp. 18–32.
CONVERGENCE OF A FORCE-BASED HYBRID METHOD 31
[19] , Cauchy-Born rule and the stability of crystalline solids: static problems, Arch. Ra-
tion. Mech. Anal. 183 (2007), 241–297.
[20] W. E, Principles of multiscale modeling, Cambridge University Press, to appear.
[21] J.L. Ericksen, The Cauchy and Born hypotheses for crystals, Phase Transformations and
Material Instabilities in Solids, Gurtin, M.E. (Editor), Academic Press, 1984, pp. 61–77.
[22] , On the Cauchy-Born rule, Math. Mech. Solids 13 (2008), 199–220.
[23] K. Fan, On a theorem of Weyl concerning eigenvalues of linear transformations. II, Proc.
Natl. Acad. Sci. USA 36 (1950), 31–35.
[24] L.S. Frank, Spaces of network functions, Math. USSR Sbornik 15 (1971), 183–226.
[25] P.N. Keating, Effect of invariance requirements on the elastic strain energy of crystals with
application to the diamond structure, Phys. Rev. 145 (1966), 637–645.
[26] J. Knap and M. Ortiz, An analysis of the quasicontinuum method, J. Mech. Phys. Solids 49
(2001), 1899–1923.
[27] P.D. Lax and L. Nirenberg, On stability for difference schemes; a sharp form of G˚arding’s
inequality, Comm. Pure Appl. Math. 19 (1966), 473–492.
[28] P. A. Martin, Uniqueness of finite difference approximations to elliptic systems of partial
differential equations, Ph.D. Thesis, 1994.
[29] R.E. Miller and E.B. Tadmor, A unified framework and performance benchamark of four-
teen multiscle atomistic/continuum coupling methods, Modelling Simul. Mater. Sci. Eng. 17
(2009), 053001.
[30] P.B. Ming and J.Z. Yang, Analysis of a one-dimensional nonlocal quasi-continuum method,
Multiscale Model. Simul. 7 (2009), 1838–1875.
[31] P.B. Ming, Error estimate of force-based quasicontinuum method, Commun. Math. Sci. 6
(2008), 1087–1095.
[32] L. Nirenberg, On elliptic partial differential equations, Ann. Sc. Norm. Sup. Pisa 13 (1959),
115–162.
[33] R.E. Rudd and J.Q. Broughton, Concurrent coupling of length scales in solid state systems,
Phys. Stat. Sol. b 217 (2000), 251–291.
[34] M. Schechter, General boundary value problems for elliptic partial differential equations,
Comm. Pure Appl. Math. 12 (1959), 457–486.
[35] V.B. Shenoy, R.E. Miller, E.B. Tadmor, Rodney D., R. Phillips, and M. Ortiz, An adaptive
finite element approach to atomic scale mechanics–the quasicontinuum method, J. Mech.
Phys. Solids 47 (1999), 611–642.
[36] G. Strang and G. Fix, A fourier analysis of the finite element variational method, Construc-
tive Aspects of Functional Analysis, Geymonat, G. (Editor), Edizioni Cremonese, Rome,
1973, pp. 795–840.
[37] G. Strang, Accurate partial difference methods. II. Non-linear problems, Numer. Math. 6
(1964), 37–46.
[38] E.B. Tadmor, M. Ortiz, and R. Phillips, Quasicontinuum analysis of defects in solids, Philos.
Mag. A 73 (1996), 1529–1563.
[39] V. Thome´e and B. Westergren, Elliptic difference equations and interior regularity, Numer.
Math. 11 (1968), 196–210.
[40] V. Thome´e, Elliptic difference operators and Dirichlet’s problem, Contributions to Differential
Equations 3 (1964), 301–324.
32 JIANFENG LU AND PINGBING MING
Department of Mathematics, Courant Institute of Mathematical Sciences, New York
University, New York, NY 10012, email: jianfeng@cims.nyu.edu
LSEC, Institute of Computational Mathematics and Scientific/Engineering Comput-
ing, AMSS, Chinese Academy of Sciences, No. 55, Zhong-Guan-Cun East Road, Beijing
100190, China, email: mpb@lsec.cc.ac.cn
