Let G be a 2-group and B (G) 
Introduction
The Burnside ring of a finite group G is defined to be the Grothendieck ring of the semi-ring generated by isomorphism classes of finite (left) G-sets where the addition and multiplication are given by disjoint unions and cartesian products. We denote the Burnside ring of G by B(G), and its unit group by B(G) × . The Burnside ring of G can be imbedded, as a subring, into the ring of super class functions C(G) = Z Cl (G) where Cl(G) denotes the set of conjugacy classes of subgroups of G, and Z Cl(G) denotes the ring of functions from Cl(G) to Z. So, the unit group of B(G), being isomorphic to a subgroup of C(G) × = {±1} Cl (G) , is an elementary abelian 2-group. Our ultimate goal is to relate the 2-rank of B(G) × to other well known group theoretical invariants.
Throughout the paper we assume G is a 2-group. The reasons for restricting ourselves to 2-groups are as follows: First, the unit group B(G) × is quite difficult to understand for a composite group. For example, the assertion that B(G) × ∼ = Z/2 when G is an odd order group is equivalent to the odd order theorem. On the other hand, when G is a p-group with p > 2, it is easy to show that B(G) × = {±1}, and so there is nothing to study. We also believe that the unit group functor B(−) × over 2-groups is an interesting object in the category of biset functors over 2-groups.
We use mainly two ingredients for studying B(G) × . One is a complete characterization of B(G) × as a subgroup of C(G) × given by Yoshida [12] . We explain this characterization in detail at the end of Section 2. The other ingredient is the structure of B(G) × as a Mackey functor together with appropriate restriction, induction and conjugation maps. There are also inflation and deflation maps defined in a suitable sense. These maps are defined and studied in detail in [12] and we give an overview in Section 3.
The induction map is particularly interesting since we are using a multiplicative induction map instead of the usual induction map on the Burnside ring. Given a subgroup H ≤ G, the multiplicative induction map jnd 
B(H/K) × → B(G)
× is surjective.
One of the ways to obtain units in the Burnside ring of G is to construct exponential maps from the Burnside ring B(G) or from the real representation ring R(G, R) to the unit group of super class functions C(G) × , and then show that they actually lie in B(G) × . For example, given a real representation V of G, we can define a unit super class function H → sgn(dimV H ) for all H ≤ G where sgn(n) = (−1) n for n ∈ Z. Tom Dieck showed that these super class functions lay in the Burnside ring, so one gets an exponential map from the real representation ring R(G, R) to B(G) × which is now referred to as tom Dieck's homomorphism (see page 242 of [8] for details). As a corollary of Theorem 1.1, we obtain an algebraic proof for the following result: [11] ] Let G be a 2-group. Then, tom Dieck's homomorphism
There is a similar exponential map from the Burnside ring B(G) to its unit group B(G) × . Given a G-set X, consider the super class function f X : H → sgn(|X/H|) for all H ≤ G. The exponential map exp : B(G) → B(G) × is defined as the linear extension of the assignment X → f X for G-sets. This map is closely related to the B(G)-module structure on B(G) × which has been studied extensively by Matsuda in [9] and [10] . The connection comes from the fact that the exponential map can be defined also as exp(x) = (−1) ↑ x where (−1) ↑ x denotes the action of x ∈ B(G) on −1 ∈ B(G) × (see Section 7 for more details). We prove 1 as a module over B(G) . Corollary 1.3 applies, in particular, to all 2-groups of exponent 4. This includes all 2-groups which can be expressed as an extension of an elementary abelian 2-group by an elementary abelian 2-group. Also, it is well known that the exponential map is not surjective when G is a dihedral 2-group of order at least 16 (see Matsuda [10] ). So, the corollary cannot be improved further using the induction theorem. On the other hand, the converse of the corollary does not hold either: There are 2-groups where the exponential map is surjective although they have a dihedral section of order 16. So, Corollary 1.3 provides a sufficient condition for surjectivity of exponential map, which is not a necessary condition.
Super class functions and idempotent basis
Let G be a finite group. The Burnside ring B(G) is defined as the Grothendieck ring of the semi-ring generated by G-isomorphism classes of finite (left) G-sets where the addition and multiplication are given by disjoint unions and cartesian products. So, as an abelian group B(G) is generated by isomorphism classes of (left) G-sets, and isomorphism classes of transitive G-sets form a basis for B(G). A transitive G-set is isomorphic to 
The multiplicative structure can be explained in terms of the basis by the following double coset formula:
where
A super class function is a map from the set of subgroups of G to Z which is constant on conjugacy classes of subgroups. We will denote the set of super class functions by 
where ϕ is the injective ring homomorphism defined above, and the
Let QB(G) and QC(G) denote Q ⊗ Z B(G) and Q ⊗ Z C(G) respectively. By tensoring the exact sequence in the above lemma with Q, one gets a ring isomorphism 
, hence they are primitive idempotents of QB(G). Observe that each element x ∈ QB(G) has a coordinate decomposition
The ghost ring of G is defined by
We often will identify β(G) with C(G) and use the notation u(H) for u ∈ β(G) and write
The Burnside ring B(G) is a subring of β(G).
Therefore the group of units of B(G) is a subgroup of the group of units
which is an elementary abelian 2-group of rank |Cl(G)|. Thus B(G) × is an elementary abelian 2-group of rank at most |Cl(G)|.
Notice that Theorem 2.1 can be used to characterize the subring
But, this characterization is quite inconvenient for calculations. We often think β(G) × as a vector space over F 2 and B(G) × as a subspace, so the characterizations given in terms of linear equations over F 2 are usually more convenient. Such a characterization is given by Yoshida [12] :
is a linear character of W G (H).
Notice that we can rephrase Yoshida's characterization as follows:
is contained in B(G) × if and only if for each subquotient H/K of G, and for every xK, yK
In the rest of the paper, we will consider B(G) × as the subspace of β(G) × satisfying the linear equations given in Corollary 2.3.
Maps between unit groups of Burnside rings
In this section, we briefly explain the maps between unit groups of Burnside rings and give some of the formulas involving these maps. A full account of this material can be found in [12] .
Let G be a finite group, H be a subgroup and N be a normal subgroup of G, and f : G → G be an isomorphism. Let X be a G-set, Y be an H-set, and Z be a G/N -set. Then, we have
Notice that isomorphism, inflation, invariant, and restriction maps are additive and multiplicative, and hence they extend linearly to ring homomorphisms on the Burnside ring, and induce group homomorphisms on the unit group of Burnside ring. However, the multiplicative induction map is not linear, so it has to be considered separately.
Let Z + denote the set of non-negative integers, and
be the free monoid of G-sets. The assignment jnd
which is not additive. In [5] , Dress considers this map, and observes that the multiplicative induction is an algebraic map, and describes how one can extend it to map jnd
G H : B(H) → B(G).
Unfortunately, Dress does not give many details for his arguments in [5] . A more detailed description of multiplicative induction can be found in Yoshida [12] . There is also a recent paper by Barker [1] where the multiplicative induction is defined more generally for monomial Burnside rings. Barker's paper also includes some further details on algebraic functions.
Another way to define the multiplicative induction map is to use tom Dieck's definition of the Burnside ring. In Chapter IV of [8] Given an H-complex X, one can define jnd
To show that the assignment X → jnd 
Here χ(X) denotes the Euler characteristic of the G-complex X, and s K (X) is defined as χ(X K ) for every K ≤ G. So, the assignment X → jnd G H X induces a well-defined map on the the Burnside ring. It is clear from the definition that this map is multiplicative, hence it induces a group homomorphism on the unit group of the Burnside ring. (There is a similar construction for bisets, using posets with group actions, in Section 4.1 of [2] .)
Considering an element x ∈ B(G) as a class function through x(K) = s K (x), we have the following formulas:
Using the definitions of these maps on G-sets (or on G-complexes), one obtains many composition formulas, such as the Mackey formula for the composition of multiplicative induction and restriction maps. These formulas are listed in Lemma 3.1, Lemma 3.3, and Lemma 3.4 in [12] . For example, if N is a normal subgroup of G, and H is a subgroup of G containing N , we have
Notice that using the formulas in Equation 3 as a definition, we can extend all the maps in the list to C(G) or equivalently to β(G), and hence obtain group homomorphisms on C(G) × or on β(G) × as the extension of group homomorphisms on B(G) × . Since B(G) has a finite index in β(G), the extended maps will also have the same composition formulas.
Another way to define these maps on the unit group of β(G) is to consider the duality pairing ( , ) :
Here Note that the group homomorphisms we defined above as extensions of maps on B(G) × can also be defined as duals of maps between the Burnside rings. To illustrate this duality, we will show that jnd
So, by linearity, we get (jnd
The proof of the induction theorem
The aim of this section is to prove Theorem 1.1 stated in the introduction. In the proof, we will be using Yoshida's characterization of units in B(G) × given in Corollary 2.3. We first state a proposition from which Theorem 1.1 follows as a corollary: 
To prove the proposition, we use a well known argument used to prove similar results (see, for example, [3] and [4] ). The idea is to reduce the proof to the case where G has no normal subgroups isomorphic to Z/2 × Z/2, and then use the classification of such 2-groups.
We first consider the case where G has a central subgroup isomorphic to Z/2 × Z/2. 
Proof. Let c 1 and c 2 be the generators of H 1 and H 2 respectively. Take u ∈ B(G) × , and
Consider the element w = uu 1 u 2 u 3 . For every H ≤ G, we have
If c 1 , c 2 , or c 1 c 2 is in H, then it is clear that w(H) = 1. So, assume that H is a subgroup such that E ∩ H = {1}. Then, EH/H is a subquotient of G isomorphic to Z/2 × Z/2, and we again get w(H) = 1 by Corollary 2.3. This shows that w = 1, and hence u = u 1 u 2 u 3 . Therefore, u is in the image of
If G is a 2-group which has no central Z/2 × Z/2, then the center Z(G) must be cyclic. In this case, G has a unique central element of order 2, which we usually denote by c. We have the following decomposition for B(G) × .
Lemma 4.3. Let G be a 2-group with cyclic center and let c be the unique central element of order 2. Then, B(G) × = im{inf

G G/ c } × B(G, c) × where B(G, c) × is the set of all units u ∈ B(G) × such that u(H) = 1 for every H ≤ G such that c ∈ H.
Proof. Note that for every normal subgroup K G, we have
This is because the composite inv 
Then, B(G, c)
We will show that u = w. First note that H = C G (E) is a normal subgroup of G with index 2. This is because Aut(E) = GL(2, 2) has order (2 2 − 1)(2 2 − 2) = 6.
For every K ≤ G, we have
Now, we consider the following two cases:
Consider the subgroup series (H ∩ K) EK ≤ G. Pick an element k ∈ K − (K ∩ H), and let k, a, c denote the images of k, a, c in the quotient group EK/(H ∩ K). We have (k)
, the dihedral group of order 8. By Corollary 2.3, we get
Since (ak) 2 = c, we have c ∈ ak (H ∩ K), and hence u( ak
To finish the proof we need to show u(H∩K) = 1. For this, we consider the subquotient E(H ∩ K)/(H ∩ K) which is isomorphic to Z/2 × Z/2. By Corollary 2.3, we have
Since a is conjugate to ac, this equation reduces to u( 
from which we obtain
This completes the proof of the lemma.
For the proof of Proposition 4.1, it remains to consider the case where G is a 2-group which has no normal subgroups isomorphic to Z/2 × Z/2. In this case, G is said to have normal 2-rank one. Note that a 2-group G has normal 2-rank one if and only if every abelian normal subgroup of G is cyclic.
The classification of 2-groups with no noncyclic abelian subgroups is given in Chapter 5 of Gorenstein [6] as Theorem 4.10. We quote this result here: Theorem 4.5. Let G be a 2-group with normal 2-rank equal to one. Then, G is isomorphic to one of the following groups:
We have the following lemma: Lemma 4.6. Let G be a 2-group isomorphic to one of the following groups:
Proof. Let G be a cyclic group or a generalized quaternion group. Then, G has no subgroups isomorphic to Z/2 × Z/2, so the unique central element c is the only element of order 2 in G. This implies, in particular, that c is included in every non-trivial subgroup of G. So, if u is a unit in B(G, c) × , then u(H) = 1 for every non-trivial subgroup H ≤ G. We claim that if |G| > 2, then u({1}) is also unity. Observe that if |G| > 2, then G must include an element g of order 4, such that g 2 = c. Now, consider the subgroup series {1} g ≤ G. Applying Corollary 2.3 for K = {1} and x = y = g, we get u({1}) = u( g 2 ) = 1, hence u = 1. Now assume that G ∼ = SD 2 n (n ≥ 4). A presentation for G can be given as
Note that c = z 2 n−2 is the unique central element of order 2. Take u ∈ B(G, c) × . If H is a subgroup of G such that H ∩ z = {1}, then c ∈ H, and hence u(H) = 1. So, assume H ∩ z = {1}. Since z has index 2 in G, the order of H is 2. Let H = h . Then, h = bz m for some m. Since
m must be an even integer. Note that (hz) 2 = (bz m+1 ) 2 = c m+1 = c, so c ∈ hz . Applying Corollary 2.3 to the subquotient G/{1} we get 
It is easy to see that jnd
is surjective. This completes the proof of Proposition 4.1, and hence the proof of Theorem 1.1. We end this section with two refinements of Theorem 1.1 which we use later for applications. 
The surjectivity of tom Dieck's homomorphism
The main purpose of this section is to prove Corollary 1.2 stated in the introduction. First we recall the definition of tom Dieck's homomorphism.
Let G be a finite group, and let R(G, R) denote the Grothendieck ring of isomorphism classes of (left) RG-modules where addition and multiplication are defined by direct sums and tensor products. Given an RG-module V , consider the following element in
where sgn(n) = (−1) n . Using a geometric argument, tom Dieck [8] proved that Θ(V ) actually lies in B(G) × . Later, Yoshida [12] gave an an algebraic proof (for a more general statement which holds for real valued characters) which uses the characterization given in Proposition 2. 
Proof. Let G ∼ = D 2 n with n ≥ 4. Consider the following presentations
where z = ab. Note that c = z 2 n−2 is a central element. If g is an element G which is not in z , then g = bz i for some i, and
Hence every element g ∈ G is either conjugate to b or a = bz −1 . Let H be a non-trivial subgroup of G such that c ∈ H. Then, H ∩ z = {1}, and hence H is a cyclic subgroup of order 2. If h is a generator of H, then h is conjugate to a or b, and therefore H is conjugate to a or b . Let V be 2-dimensional real representation of G where z action is a rotation by π/2 n−2 and b action is a reflection around the x-axis. Then c acts by multiplication with −1,
Note that this equation makes sense only when α H is non-negative for all H ≤ G, so the action of B(G) + on B(G) cannot be extended to a B(G)-action. On the other hand, when y is a unit, then the formula for y ↑ x given in Equation 8 makes sense even when α H is a negative integer for some H ≤ G. So, we have a map 
We can extend the B(G)-action on B(G) × to an action on β(G) × (or equivalently on C(G) × ). For this, we first extend the map ( ) ↑ ( ) : B(G) × B(G) + → B(G) to a map ( ) ↑ ( ) : β(G) × B(G) + → β(G). Since B(G) has a finite index in β(G), the extension also satisfies the identities in Equation 7
. Repeating the arguments used above, we obtain a B(G) action on β(G) × . Note that B(G) action on β(G) × also satisfies the formula given in Equation 9 .
In Section 2, we introduced a duality pairing · , · :
Note that this is the bilinear map of elementary abelian 2-groups (written multiplicatively on the first entry and additively on the second) which satisfies for every u ∈ β(G) × and x ∈ F 2 B(G).
As a consequence of this we obtain the following: Proof. This follows from the identity (u ↑ x), y = s G ((u ↑ x) ↑ y) = s G (u ↑ (xy)) = u, xy .
The surjectivity of the exponential map
In this section, we define the exponential map, and study some basic properties of this map. The main objective of this section is to prove Corollary 1.3 stated in the introduction. We start with the definition of exponential map. Proof. This follows from the Ritter-Segal theorem which states that the linearization map π Q : B(G) → R(G, Q) is surjective when G is a p-group (see [3] for a new proof). and using an idempotent decomposition for this ring. We leave this to another paper since it requires some background on bisets and their actions on the unit group.
