say y 1 , . . . , y n , then isotonic methods suggest themselves for estimating the µ k nonparametrically. The isotonic estimators may be described as Alternatively, letting ⌊x⌋ denote the greatest integer that is less than or equal to
x ∈ R, Y n the cumulative sum diagram, Y n (t) = y 1 + · · · + y ⌊nt⌋ n , andỸ n its greatest convex minorant,μ k =Ỹ ′ n (k/n), the left hand derivative ofỸ n evaluated at t = k/n. See Chapter 1 of [10] for background on isotonic estimation. With the global warming data, there is special interest in estimating µ n , the current temperature anomaly, and there isotonic methods encounter the spiking problem, described in Section 7.2 of [10] for the closely related problem of estimating a monotone density. We consider two methods for correcting this problem, the penalized estimators of [12] and the method of [6] , both introduced for monotone densities. The former estimates µ n bŷ µ p,n = max i≤n y i + · · · + y n n − i + 1 + λ n , where λ n > 0 is smoothing parameter, and the latter byμ b,n =μ mn , where m n < n is another smoothing parameter.
The main results of this paper obtain the asymptotic distributions of estimation errors, properly normalized, for the estimators described above. One of these results is well known for monotone regression with i.i.d. errors, and analogues of the others are known for monotone density estimation. Interest here is in extending these results to allow for dependence. Others have been interested in this question recently-notably Anevski and Hössjer [1] . Our results go beyond theirs in several ways. We consider the boundary case, estimating µ n ; our results hold conditionally given the starting values; and our conditions are weaker. Instead of the strong mixing condition, called (A9) in [1] , we use the condition (2) below, introduced in [7] and further developed in [8] . One objective of this paper is to show by example how recent results on the central limit question for sums of stationary processes can be used to weaken mixing conditions in statistical applications.
The main results are stated and proved in Section 3 and then illustrated by simulations in Section 4. Section 2 contains some background material.
Preliminaries.
A maximal inequality and conditional convergence. The main results of [8] are an important technical tool. To state them, let . . . X −1 , X 0 , X 1 , . . . be a strictly stationary sequence with mean 0 and finite variance, as above; let S 0 = 0, S n = X 1 + · · · + X n , F n = σ{. . . , X n−1 , X n }, and 
exists, and B n converges in distribution to σB. In fact, a stronger conclusion is possible. It will be shown that the conditional distributions of B n given F 0 converge in probability to the distribution of σB.
Properties of weak convergence-for example, the continuous mapping theorem and Slutzky's theorem, extend easily to the convergence of conditional distributions. We illustrate with Slutzky's theorem [2] . Let (X , d) denote a complete separable metric space, and let ρ be a metric that metrizes weak convergence of probability distributions on the Borel sets of X , for example the metric (5) below.
Next, let X n , Y n , n = 1, 2, . . ., be random elements assuming values in X ; suppose that X n and Y n are defined on the same probability space (Ω n , A n , P n ) say; let A o n ⊆ A n be sub sigma algebras; and let µ n and ν n be regular conditional distributions for X n and Y n given A o n . If ρ(µ, µ n ) → 0 in probability and d(X n , Y n ) → 0 in probability, then ρ(µ, ν n ) → 0 in probability. The assertion can be easily proved from the usual statement of Slutzky's theorem, for example, [2] , page 25, by considering subsequences which converge to ∞ so rapidly that ρ(µ, µ n ) → 0 and There is a convenient choice of ρ. Write g Lip = sup x |g(x)| + sup x =y |g(x) − g(y)|/d(x, y) for bounded Lipschitz continuous functions g and let (5) ρ(µ, ν) = sup
gdµ − X gdν for probability distributions µ and ν on the Borel sets of X . Then ρ metrizes convergence in distribution ( [3] , Theorem 11.3.3). Here is a useful feature of ρ. Let A n,1 ⊆ A n,2 be sub sigma algebras of A n and let µ n,1 and µ n,2 be regular conditional distributions for X n given A n,1 and A n,2 . Then ρ(µ, µ n,1 ) ≤ E[ρ(µ, µ n,2 )|A n,1 ] and, therefore,
One more bit of preparation: If . . . X −1 , X 0 , X 1 , . . . is any stationary sequence
by an easy application of the BorelCantelli lemmas, or simply the ergodic theorem [9] , page 30; thus, X n / √ n → 0 with probability one.
If γ > 0, and m ≥ 0 is an integer, let mn,γn given F 0 converges in probability to the distribution of σW a,b .
Proof. For fixed a and b, write X n = X a,b mn,γn ; let Φ n denote a regular conditional distribution for X n given F 0 and Φ the distribution of σW a,b . Then it is necessary to show that ρ[Φ, Φ n ] → 0 in probability. 
Thus consider the case that m n = 0 and a = 0. From [7] there is a martingale M n with stationary increments and a sequence R n for which R n / √ n → 0, and
, by the functional version of the martingale central limit theorem, applied conditionally; see, for example, [5] , Section 4. From [8] the (unconditional) distributions of X n are tight. So, the (unconditional) distributions of R n are tight and, therefore, max 0≤t≤b |R n (t)| → 0 in probability. The special case follows from the conditional version of Slutzky's theorem.
Suppose now that γ n /m n → 0 and a < 0. Then, as above we may suppose b > 0.
Let m * n = m n + ⌊γ n a⌋ and let n be so large that m * n > 0. Then
in probability. So, it suffices to show that the conditional distribution of X *
n given F 0 , and Φ * * n a RCD for X * n given F m * n . Then, as above
by (6), stationarity, and the special case.
Relation to strong mixing. The condition (2) may be compared with mixing conditions. Let G n = σ{X n , X n+1 , . . .} and recall that the strong mixing coefficients are defined by
Then the condition of [1] may be stated: for some ǫ > 0, (2) holds.
Proof. First write
where the supremum is taken over all F 0 -measurable functions Y for which Y ≤ 1. By standard mixing inequalities, e.g., Corollary A.2 of [5] , Appendix III,
k and
k .
Now let ǫ be as in (A9); take max{1, 2 − 4ǫ} < q < 2; and let p = q/(q − 1). Then p > 2, and the right hand side of last line is at most which is finite. Figure 2 shows the autocorrelation plot of the residual global temperature anomalies. This is consistent with a low order autoregressive model for which (2) is easily verified. By way of contrast, a low order autoregressive process needs not be strongly mixing. (The Bernoulli shift process in [7] provides an example.) The LSE's. Throughout this section, we suppose that the trend µ k changes gradually in the sense that
where φ is a continuous, nondecreasing function on [0, 1]. Thus, µ k depends on n as well as k, but the dependence on n will be suppressed in the notation. Let 
the left hand derivative of the greatest convex minorant of Y n , for 0 ≤ t ≤ 1. Theñ
The first theorem obtains the asymptotic distribution of
for regular sequences {t n }. Observe that if φ is continuously differentiable near t 0 , then the asymptotic distribution, if any, is unchanged if t n is replaced by [nt n ]/n.
So, for a regular sequence {t n }, we implicitly assume nt n are integers with each n = 1, 2, . . . .
Let W be a standard two-sided Brownian motion as in Section 2,
for s ∈ R, and
, the left hand derivative of the greatest convex minorant of Z n at s = 0.
Proposition 3. Suppose that (2) and (8) hold, φ is continuously differentiable near t 0 ∈ (0, 1], and that φ ′ (t 0 ) > 0. Let t n → t 0 be regular and 0 < ℓ = lim n→∞ n Proof. To begin, write
where
and
It is clear that sup s∈In |R n (s)| ≤ 2n To see how, let m n = ⌊nt n ⌋, γ n = n 2 3 , and observe that
where max a≤s≤b |ǫ ′ n (s)| → 0 in probability. Unfortunately, Ξ n is not quite a continuous functional of Z n . The following two lemmas are needed to obtain its limiting distribution. The first is simply a restatement of Lemmas 5.1 and 5.2 of [11] . If f : I → R is a bounded function and J ⊆ I is a subinterval, let G J f denote the greatest convex minorant of f |J. Lemma 1. Let f be a bounded piecewise continuous function on a closed inter- 
for fixed n ≥ 1 and c > 0. If c ≥ 2, the term on the right is at most
Then, using the maximal inequality (3), the right side of (13) is at most
which is independent of n and approaches 0 as c → ∞. 
for all large n.
Proof. Observe that Ψ n is convex in (12) and let γ = for all s ∈ I n . Given ǫ, there is a c such that for all large n,
by Lemma 2. Let B n be the event defined on the left side of (16). Then B n implies Z n (s) ≥ 8Ψ n (s)/9 − c for all s ∈ I n and, therefore,Z n (s) ≥ 8Ψ n (s)/9 − c for all s ∈ I n , since Ψ n is convex. Let [a 1 , a 2 ] be as in the statement of the proposition; let b 2 > max{0, a 2 } be so large that
and let n > n 0 be so large that a 2 , b 2 ∈ I n and max{|a 2 |, |b 2 |} ≤ δn
which is negative by the choice of b 2 . Similarly, for large n, B n implies the existence
The left side of (14) then follows from Lemma 1; the right hand inequality is similar, but simpler.
If the assumptions of Proposition 3 hold, then the conditional distributions of (G In Z n )|J given F 0 converges in probability to the distribution of (G (−∞,ℓ) Z)|J for every compact interval J ⊆ (−∞, ℓ), and the conditional distributions of Ξ n given F 0 converge in probability to the distribution of Proof. We first consider the case ℓ = ∞. If J is any compact interval and ǫ > 0, then there is a compact K such that
for all large n. Let Φ and Φ o denote the distributions of (G R Z)|J and (G K Z)|J; and let Φ n and Φ o n denote regular conditional distributions for (G In Z n )|J and (G K Z n )|J given F 0 . Recalling ρ as defined in (5) 
for sufficiently large n, since ρ(Φ, Φ o ) ≤ ǫ and ρ(Φ (2) and (8) hold, then for t ∈ (0, 1),
; moreover, for 0 < ℓ < ∞,
Proof. The convergence follows directly from Theorem 1 since the left side of (18), for example, is simply Ξ n /κ by taking t n ≡ t.
+s 2 in distribution follows from rescaling properties of Brownian motion.
The penalized LSE. Now consider the penalized LSE. Clearly,
The numerator here may be written as
where W p,n (t) = n 
Theorem 2. Suppose that (2) and (8) hold, that φ is continuously differentiable near 1, and that φ(1)φ
where Proof. Clearly, Z p,n ⇒ Z p,∞ in D(K) for all compact subintervals K ⊆ (0, ∞). So, it suffices to show that for every ǫ ∈ (0, 1) there is a δ > 0 for which
for all large n; and for this it suffices to show that for every ǫ ∈ (0, 1), there is a δ > 0 for which
for all large n. The first term on the left side of (20) is easy. If δ < αǫ/2, then
which is less than ǫ/2 for all large n if δ is sufficiently small, since W p,n ⇒ σW in
For the second, recall that there is an η > 0 for which ∆ n (t) ≥ 2ηt 2 for all t ≤ n 1 3 and consider δ < ǫη and
Let m = ⌊δ −1 n 2 3 ⌋ Then by stationarity, the last term is at most
for large n, and this may be made less than ǫ/2 by taking δ sufficiently small. were generated and the empirical distribution function of Ξ n /κ was computed at selected percentiles of Chernoff's distribution [4] . The results are presented in the Tables 1, 2 , and 3. Note: Columns three, four, and five show the empirical distribution function of scaled Ξ n at the p th percentile of Chernoff's distribution for t 0 = 1/3, 1/2, and 2/3. The value of p is in column one, and column two lists the standard errors of the simulations. Columns six and seven list the minimum and maximum of the empirical distribution function over 1/3 ≤ t 0 ≤ 2/3. Columns eight through twelve provide the same information for ρ = .9
imsart-aos ver. 
z n = ∞ ρ = 0 ρ = .5 ρ = .9 ρ = 0 ρ = .5 ρ = .9 ρ = 0 ρ = .5 ρ = .9 -2. 5 . Note: Column 2 lists a Monte Carlo estimate of the asymptotic distribution function; columns 3, 4, and 5, list estimates of the actual distribution function for n = 150, ρ = 0, .5, and .9, and φ(t) = √ t; columns 6, 7, and 8 provide the same information for φ(t) = t, columns 9, 10, and 11 for φ(t) = t 2 .
In Table 1 , the agreement between the empirical distribution function and the limiting distribution seems generally better in the right tail than the left where the empirical is consistently less than the limiting distribution. In Table 2 , the agreement is excellent at t 0 = 1/2 but deteriorates markedly for t 0 = 1/3 or 2/3. In Table 3 , the empirical distribution of the absolute value appears to be stochastically smaller than the corresponding limit in all but two columns (t 0 = 1/3). In all three tables the empirical distribution function is generally decreasing in t 0 . This is easily explained by the numbers of maxima and minima in the Max-Min formula, (1) . Also, in all tables the difference between moderate and strong dependence is modest, suggesting that the effect of dependence is adequately captured in the calculation of σ.
Similar simulations showed that the approximations implicit in Theorem 2 and (19) were not so good (depending on ℓ) in the case of (19). Monte Carlo estimates of the distribution function of (19) are listed in Table 4 for n = 150, ρ = 0, .5, and .9, and the same three functions φ along with the asymptotic distribution z n = ∞ ρ = 0 ρ = .5 ρ = .9 ρ = 0 ρ = .5 ρ = .9 ρ = 0 ρ = .5 ρ = .9 -2. 5 . Note: Column 2 lists a Monte Carlo estimate of the asymptotic distribution function; columns 3, 4, and 5, list estimates of the actual distribution function for n = 150, ρ = 0, .5, and .9, and φ(t) = √ t; columns 6, 7, and 8 provide the same information for φ(t) = t, columns 9, 10, and 11 for φ(t) = t 2 .
function. Similar results were obtained for the normalized penalized estimator and are presented in Table 5 . While the agreement leaves much to be desired, the results are not without practical implications: at the very least they suggest that the limiting distributions are not highly sensitive to the distribution of the fluctuations, within broad limits; and this suggestion is confirmed in Tables 4 and 5 which show good agreement for the three values of ρ.
