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-INTRODUÇAO 
Nesta dissertação estudaremos um problema de controle, o qual consiste na mini-
mização de um funcional envolvendo a turbulência dentro de um fluido, baseados no artigo 
de F. Abergel e E. Casas [1]. Basicamente, o objetivo será o de minimizar a turbulência 
total através do controle de campos externos. 
Primeiramente mostraremos a existência de solução (existência do controle ótimo) 
para esse problema. Como a relação controle-velocidade é multívoca, a derivação das 
condições de otimalidade satisfeitas pelo controle ótimo são mais difíceis de obter. Para 
isto utilizaremos uma técnica que é, em geral, muito útil na resolução numérica de proble-
mas de controle ótimo. Especificamente, o que faremos será introduzir uma farm1ia apro-
ximada de problemas mais adequados de controle ótimo; procuraremos, então, mostrar 
que as soluções desses problemas aproximados convergem para uma solução do problema 
de controle original; derivaremos depois as condições de otimalidade para esses problemas 
aproximados, e só então tomaremos limites, para assim obter as condições de otimalidade 
satisfeitas pelo controle ótimo do nosso problema inicial. 
Gostaríamos de enfatizar que, embora tenhamos seguido as idéias contidas no artigo 
de F. Abergel e E. Casas [1], na verdade usamos uma sugestão apresentada naquele artigo 
na qual se chama a atenção para o fato de que o funcional J~ definido por J~( w, u) = 
J(y(w, u), u) + ~ t. la I '\'y;(w, u)- '\'w; I' dx + ~ t. la I Y;- Yo; I' dx +~!lu- uoll&, 
onde (y0 , u0 ) é uma solução fixa do problema de controle original, poderia ser modificado 
removendo-se os dois últimos termos (maiores explicações serão feitas no decorrer da dis-
sertação). Resultando-se assim no J~ com o qual realmente trabalhamos. Fizemos isso, 
porque do ponto de vista prático seria um tanto estranho partirmos do fato de que (y0 , u0 ) 
já seja uma solução, pois o que queremos na verdade é realmente obtê-la. Da maneira 
como fizemos, mostramos que as soluções dos problemas aproximados têm limite, e só 
então mostramos que este limite é uma solução do problema de controle original. 
A partir de agora, faremos uma breve descrição do que foi feito em cada capítulo 
que se segue. 
No primeiro capítulo, procuramos relacionar apenas os principais resultados básicos 
que foram utilizados na dissertação. Estes envolvem resultados de Análise Funcional, e 
em particular de Análise Convexa. 
Algumas propriedades de espaços de Hilbert estão relatadas na Seção 1, desse 
capítulo. 
Já na Seção 2, procuramos colocar as definições de convergência forte e fraca, além 
de alguns resultados; entre eles um resultado importante sobre conjuntos limitados em 
espaços de Banach reflexivo. 
Na Seção 3, demos destaque aos resultados de Análise Convexa, principalmente 
àqueles que envolvem funcionais convexos que são fracamente semicontínuo inferiormente. 
Para a Seção 4, damos alguns rudimentos de Espaços de Sobolev, incluindo as de-
finições dos espaços Y, Y e Yo a serem utilizados no decorrer do trabalho, bem como 
enunciamos um Teorema de Imersão de Sobolev. 
Reservamos o Capítulo 2 para fazermos um estudo preliminar da existência e unici-
dade de soluções para as equações de Navier-Stokes estacionárias que aparecem em nosso 
problema. 
Iniciamos o Capítulo 3 com uma pequena introdução sobre o nosso problema de con-
trole propriamente dito. Depois, na Seção 2 desse capítulo, mostramos um resultado sobre 
existência de solução para o problema de controle ótimo. Na Seção 3, apresentamos um 
teorema que fornece as chamadas condições de otimalidade para o problema de controle. 
Com a finalidade de prová-lo (o que foi feito na Seção 6) reservamos as demais seções 
para introduzir os problemas aproximados, obter as condições de otimalidade para esses 
problemas e assim, tomarmos os limites. 
Finalmente, com respeito à questão de referências a resultados, adotaremos a nu-
meração das seções da seguinte forma: o primeiro número indicará o capítulo em que se 
encontra a seção, o segundo número indicará a posição da seção no capítulo. Mais ainda, 
quando se tratar de numerar fórmulas, ou algumas definições, ou teoremas, aparecerá 
a mais um terceiro número, o qual indicará o lugar que eles ocupam na seção de um 
capítulo. Como exemplo, a primeira fórmula que aparecer na segunda seção do terceiro 





Nesse capítulo apresentaremos alguns resultados básicos de Análise Funcional, in-
cluindo também os de Análise Convexa. Para o leitor interessado nas demonstrações de 
tais resultados, sugerimos ver [2], [3] e [4]. 
1.1 PROPRIEDADES DE ESPAÇOS DE HILBERT 
Consideraremos H um espaço de Hilbert com produto escalar(·,·) e norma 1·1: 
TEOREMA DE RIESZ: Dado f E H' (dual topológico) existe um único u 1 E H tal 
que< f, v>= (uJ,v), Vv E H. 
DEFINIÇÃO: Sejam E e F, espaços vetoriais norrnados e seja A : D(A) C E -t F 
linear com D(A) =E. 
Definimos A* : D(A*) c F' -t E', A*v = v*, onde, D(A*) = {v E F'; 3v* E E', tal 
que, <v, Au >=<v*, u >, Vu E D(A)}. 
A* é dito o dual de A. Portanto, <v, Au >=< A*v, u >, Vu E D(A), v E D(A*). 
Agora, se A: D(A) C H -t H linear, com D(A) =H, então A* é também chamado 
de adjunto de A. 
LEMA 1.1.1 (Lax-Milgram): Seja a : H x H -t IR, urna forma bilinear contínua e 
coerciva, i.e. existe a> O, tal que, a( v, v) ~ a.lvl2 , Vv E H. Dado f E H', então existe 
um único u E H, tal que, a(u,v) =<f, v>, Vv E H. 
Além disso, lul ~ .!.l/IH'· 
a 
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1.2 CONVERGÊNCIA FORTE E FRACA 
Consideremos um espaço de Banach X: dizemos que {un} C X converge fortemente 
a u E X(un -+ u em X) se {un} converge a u na norma de X, i.e., l!un- ul!x -+ O, 
quando n -+ +oo. 
Agora, define-se a topologia da convergência fraca, em X, como aquela para a 
qual Un E X ___. u E X, se e só se, para toda f E X' (dual topológico), temos que, 
< j, Un >-+< j, u >,quando n-+ +oo. 
Enunciaremos agora dois resultados fundamentais, cujas demonstrações podem ser 
encontradas em [3], páginas 44 e 52: 
PROPOSIÇAO 1.2.1: Seja X um espaço de Banach. Então X é reflexivo, se e somente 
se, Bx = {x E X; llxll ~R} é compacta na topologia fraca. 
PROPOSIÇÃO 1.2.2: Seja X um espaço de Banach uniformemente convexo. Seja (xn) 
uma sequência em X, tal que, Xn ___.xelim sup llxnll ~ llxll. Então, Xn-+ x. 
1.3 RESULTADOS DE ANÁLISE CONVEXA 
DEFINIÇÃO: Um subconjunto K de um espaço vetorial real X é dito convexo se para 
quaisquer pontos a e b de K o segmento [a, b] está contido em K. 
[a, b] é definido por: x E [a, b] <=> 3t E [0, 1], x =ta+ (1- t)b 
FUNÇÕES CONVEXAS EM ESPAÇOS VETORIAIS 
Se K C X é convexo, dizemos que <p : K -+ IR é convexa se Va, b E K, t E [0, 1] : 
cp(ta + (1- t)b) ~ tcp(a) + (1- t)cp(b). 
Se o domínio de cp não for o espaço inteiro, poremos cp( x) = +oo nos pontos em que 
cp não está definida; a nova cp será convexa se e só se a antiga for. Por isso, em nosso caso, 
uma função convexa será considerada sempre definida no espaço inteiro e tomará valores 
em]- oo, oo] (salvo menção contrária). 
Para as demonstrações dos resultados a seguir, o leitor poderá consultar [4], nas 
páginas 158, 66, 82 e 83. 
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PROPOSIÇAO 1.3.1: Se X é um espaço vetorial normado e I< C X é convexo e fe-
chado, então I< é fracamente fechado. 
DEFINIÇÃO: Sejam E um espaço topológico e f: E--+]- oo, oo] uma função. Dizemos 
que f é semicontínua inferiormente ( s.c.i) se 
f-1 (]a, oo]) é aberto, Va E IR. 
Dizemos que f é sequencialmente semicontínua inferiormente se Xn--+ x => f(x):::; 
liminf f(xn)· 
PROPOSIÇÃO: Se f é semicontínua inferiormente, então, f é sequencialmente semi-
contínua inferiormente. 
PROPOSIÇAO 1.3.2: Sejam X um espaço vetorial normado e r.p : X --+] - oo, oo] 
convexa. Então r.p é s.c.i na norma de X, se e só se, r.p é fracamente s.c.i. 
Observação: Em virtude dessa proposição, será possível obtermos funções convexas 
fracamente s.c.i, para isso: 
i) Considera-se uma função r.p : I< --+IR convexa e contínua na norma de X (I< C X, 
convexo). 
ii) Verifica-se se, dada uma sequência qualquer (xn) em I<, Xn --+ x f/. I<=> r.p(xn) --+ oo. 
iii) Redefine-se r.p: X--+]- oo, oo], por 
r.p(x)={ cp(x), sexEI< 
oo, se x f/. I< 
No te-se que i i) equivale a verificar se o gráfico de r.p é fechado (o que vale sempre 
que I< for fechado). 
PROPOSIÇÃO 1.3.3: Se I< C X é convexo e J : I< --+ IR é C-diferenciável sobre I<, 
então todo ponto de mínimo de J sobre I< satisfaz à inequação < J' ( u), v- u > ~ O, V v E 
I<. 
PROPOSIÇAO 1.3.4: Se r.p : I< --+ IR é convexa e C-diferenciável, u E I< é ponto de 
mínimo de cp, se e só se, 
3 
< <p'(u), v- u >~O 'Vv E I<. 
1.4 RUDIMENTOS DE ESPAÇOS DE SOBOLEV 
Dados m E IN; 1 ~ p ~ +oo; n c IRn um domínio aberto, denotamos o espaço de 
Sobolev: 
(entende-se aqui, Dcxy como sendo a derivada no sentido de distribuição). 
Introduzimos a seguinte norma em wm·P(f1), o que o torna um espaço de Banach: 
1 ( L IIDcxyllt,) P ; 1 ~ p < oo e, 
icxi~m 
Definem-se também as seminormas: 
1 
IYim,p ( L IIDcxyllt,) P j 1 ~ P < 00 
icxl=m 
Em nosso caso, trabalharemos com p = 2 e m = 1 e neste caso denotaremos H1 ( n) = 
W1•2(f1). Ele é espaço de Hilbert com o produto interno 
'Vy,z E H 1(f1) :< y,z >Hl(n)= I: (Dcxy;Dcxz)L2(0)· 
icxl9 
Consideraremos também os seguintes espaços 
D(n)H1 (n) = HJ(n) c H1 (f1), 
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(HJ(O))' = H-1 (0), o espaço dual de HJ(O). 
Valem en!ão os seguintes resultados: 
PROPOSIÇAO: Se O tem fronteira Lipschitz: 
Com base no resultado anterior, estende-se o conceito de "restrição da função à fron-
teira", para funções de H 1 (0) (também chamada de traço da função). 
A idéia é a seguinte: define-se a aplicação linear 
lo : D(O) ---? L 2(f) 
y ~----+ !o(y)=ylr 
e prova-se que /o é contínua, ou seja, Vy E D(O) :::? lbo(Y)IIL2(r) ~ a'(O)IIYIIHl(O)· 
Sabemos que uma aplicação linear contínua, na verdade, será uniformemente 
contínua e, como D(O) é denso em H 1(0), segue-se que existe uma única extensão de 
lo (também denotada por 1o), contínua /o: H 1 (0)-+ L2(r), dita aplicação traço tal que 
Vy E H 1(0): ll!o(Y)IIL2(r) ~a'IIYIIH1 (n)· 
Resultados importantes associados a /o estão na seguinte proposição: 
PROPOSIÇAO: 
i) K er(t0 ) = HJ(O); 
ii) O espaço imagem de /o é um subespaço próprio e denso de L2(r), chamado H! (r). 
lo: H 1 (0) ---? L2 (r) 
1 
y ~----+ !o(Y) = 9 E H2(f) 




Serão também importantes nesta dissertação os seguintes resultados: 
DESIGUALDADE DE POINCARÉ 
Seja n, aberto limitado. Então, existe urna constante(]' (que depende de 0), tal que, 
llullu(n) ~ a'jj'VuiJL2(n)i Vu E HJ(O). 
TEOREMA DE IMERSAO DE SOBOLEV: 
Sejam E IN, com m;::: 1 e seja p E JR, com 1 ~ p < oo. 
Se n é um subconjunto aberto de IR", com fronteira r Lipschitz, então teremos as 
seguintes inclusões algébricas e topológicas: 
1 m 1 
desde que - - - = - > O 
p n q 
Lj0c(fl), Vq, com 1 < q < oo, 
1 m desde que - - - = O 
p n 
1 m desde que - - - < O 
p n 
Mais ainda, se O é limitado, a imersão canônica de W1·P(fl) sobre Lq1 (O) é compacta, 
Vq1 E IR que satisfaz: 1 ~ q1 < q, sempre que ! =!- .!_ > O ou 1 ~ q1 < oo, quando q p n 
p> n. 
Em nosso caso, n = 3: 
H 1(0) <--+ L6 (0) (imersão algébrica e topológica). 
Para n, limitado: 
H 1 (0) <--+ Lq(fl), Vq, tal que, 1 ~ q < 6, com imersão compacta, isto é, a aplicação 
i: H 1(0) ---+ Lq(fl) é compacta. 
v 1-----+ v 
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O teorema acima será muito utilizado em nosso trabalho; sua demonstração pode 
ser encontrada em (2], página 99. 
Frequentemente, trabalharemos com os espaços produto: 
Excetuando-se (D(0))3, os demais espaços estarão munidos da norma produto ou 
3 l 
uma norma equivalente; como exemplo temos: IIYI!(L2(0))3 = (?: I!Yilli2(0)) 2 , onde 
J=l 
y(x) = (Yt(x), Y2(x), Y3(x)). 
Agora, definiremos os seguintes espaços: 
Y - {y E (D(n)? : div y =O}, 
Y - {y E (H1(0))3 : div y = 0}, 
Yo {y E (Hci(0))3 : div y = 0}. 
-(Hl(0))3 
Pode-se provar que Yo = Y 0 (Temam (5]). 




O PROBLEMA DE NAVIER-STOKES , 
ESTACIONARIO 
2.1 INTRODUÇÃO 
Suponhamos que estamos diante da situação de um escoamento estacionário de um 
fluido viscoso, incornpressível dentro de um domínio físico n (um vaso, por exemplo), 
mantido em movimento devido à urna força externa f ou pelo movimento do vaso n que 
contém o fluido. Em nosso caso, f! é um conjunto aberto limitado de JR3 , com fronteira 
r, Lipschitz, e denotaremos por n(x), o vetor normal unitário exterior à r, no ponto X. 
As equações de movimento para o fluido considerado se reduzem às chamadas 
equações de Navier-Stokes estacionárias: 
-J.LÔ.Y + (y."V)y + "V1r =f, em f! 
(2.1.1) div y = o, em n 
y = <I>r, em r 
onde a função y : n --+ JR3 dá a velocidade do fluido em cada ponto; 
a função 1r : n --+ IR corresponde à pressão; 
J.L > O é o coeficiente de viscosidade; 
(y. "V)y é o termo não linear, correspondendo à convecção, sendo sua i-ésirna coorde-
3 8y· 
nada denotada por ((y."V)y]i = _f;Yi· ax:; 
f E (H-1 (!1)? = (HJ(f!))'? = (HJ(f!)?)' é o campo de forças externas; 
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ci>r é um elemento fixo de (H! (f)?, tal que, <I>r.n = O, em f. Quando ci>r = O o vaso 
n está em repouso; quando <I>r i: O o vaso está em movimento e ci>r é a sua velocidade em 
r. 
A condição div y =O, em n, significa que o fluido é incompressível. 
No presente capítulo, o objetivo será mostrar que o sistema (2.1.1) tem ao menos 
urna solução e que, sob certas hipóteses, nós teremos até a unicidade. 
Para isso, primeiramente pretendemos fazer um estudo da existência e unicidade de 
soluções para as equações de Navier-Stokes homogêneas (com condições de fronteira ho-
mogêneas). 
Depois, basta fazermos uma modificação no sistema (2.1.1), de tal forma que ele se 
torne um problema de Navier-Stokes homogêneo, e estaremos, assim, diante de um caso 
similar ao já estudado; a demonstração da existência de solução segue-se então de maneira 
análoga, desde que sejam feitas certas considerações. 
2.2 EXISTÊNCIA E UNICIDADE DE SOLUÇÕES PARA AS EQUAÇÕES 
DE NAVIER-STOKES HOMOGÊNEAS 
O nosso problema será o seguinte: 
Dados: p > O; f E (H-1 (!1))3, achar funções y(x) = (YI(x), Y2(x), y3(x)) e uma 
função escalar 1r( x ), representando a velocidade e a pressão do fluido, respectivamente, as 
quais estão definidas em n e satisfazem as seguintes equações e condições de fronteira: 
i) - pó.y + (y.V)y + V1r = J, em n 
(2.2.1) ii) div y = o, em n 
iii) y = o, em r 
Vamos obter uma formulação variacional fraca do problema (2.2.1). Para isto, 
multiplicando-se a equação (i) do problema (2.2.1) por uma função arbitrária z E Y 
(recorde-se a definição do espaço Y no final do capítulo anterior) e integrando-se sobre n, 
vem que: 
-p k ó.y.zdx + k (y.V)y.zdx + k V1r.zdx = k f.zdx, Vz E Y. 
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Logo, 
+ k 'Vtr.zdx = k f.zdx, Vz E y. 
Usando-se da primeira identidade de Green e teorema do divergente, teremos que: 
r r(~ ~ 8~ ) p ln(Vy1.Vz1 + '\ly2.'\lz2 + '\ly3.'\lz3)dx- p lr 8n .z1 + 8n .z2 + 8n Z3 df 
+ ln (y.V)y.zdx- ln tr.div zdx +Ir z.n.trdf = ln f.zdx, Vz E Y. 
Daí, 
p ln Vy.'\lzdx + ln (y.V)y.zdx = ln f.zdx; Vz E Y. 
E, por argumentos de densidade, já que Yo = y-HJ(0))3 teremos que: 
pln '\ly.Vzdx + ln (y.V)y.zdx = fn f.zdx, Vz E Yo. 
Assim, a formulação variacional será: 
(2.2.2) { 
Achar y E Yo, tal que, 
pao(y, z) + b(y, y, z) = (f, z), Vz E Yo, 
onde a0 (·, ·)é a forma bilinear dada por 
(y,z) 1---7 1 r 3 ~- ~-aa(y,z) = '\ly.Vzdx = Jr. L: !:! ~ • 8 3_dx n n i,i=t ux, x, 
e b( ·, ·, ·) é a forma trilinear dada por 
10 
(y, z, w) r 3 âz· r b(y, z, w) = Jr. L Yi· â 1 .widx = Jr. (y."V)z.wdx. 
niJ=l Xi n 
Mais adiante, mostraremos que a forma bilinear a0 é contínua e coerciva e que a 
forma b é contínua e satisfaz algumas propriedades. 
A argumentação anterior mostra que se y e 1r são "funções suaves" satisfazendo o 
problema (2.2.1), então, y satisfaz (2.2.2). Reciprocamente, se y satisfaz (2.2.2), precisa-
mos mostrar que, em algum sentido, y satisfaz (2.2.1). 
Desde que y encontra-se somente em ( HJ ( n) )3, teremos menos regularidade do que 
antes e dizemos que y satisfaz (2.2.1) em um sentido mais fraco do que no sentido clássico, 
isto é, em um sentido generalizado. 
Como y E Y0 , automaticamente temos que div y = O e /oY = O. 
Mais, usando o fato de que y satisfaz (2.2.2) teremos: 
Jl-ln "Vy."\1 zdx +in (y."V)y.zdx = fnJ.zdx, Vz E Yo. 
Seja agora z E Y C Yo e, lembrando que Y C (D(D))3, usando a notação de atuação 
de uma distribuição sobre funções de (D(D))3, podemos escrever a equação acima como 
+11("\ly, "Vz) + ((y."V)y, z) = (f,z). 
Observamosaindaqueyi:;i E L~(D),poisyi E H 1 (D) C L6(D) (teoremadelmersão 
Ôy· 
de Sobolev) e âx: E L2(D). 
3 â 
Portanto, no sentido de distribuições podemos escrever (- Jl-.Ó.Y + tt Yi Ô;i - J, z} = O 
para todo z E Y. 
Observamos que -Jl-.Ó.Y+ t.Yi ::i- f E (H- 1(0)?, assim a atuação da distribuição 
é na verdade a atuação por dualidade de (H-1 (0))3 sobre (HJ(D))3 • Logo, podemos es-
3 Ôy 
crever ( -Jl.Ó.Y + LYi-â . - J, z)(H-l(0))3,(HJ(n))3 =O, Vz E y. 
i=l x, 
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Nesse momento precisaremos dos seguintes resultados (para maiores detalhes, veja 
Temam (5], página 14). 
PROPOSIÇÃO (2.2.1): Seja n um conjunto aberto de IR? e F = {Fll F2, F3 }; Fi E 
V'( f!), i = 1, 2, 3. Uma condição necessária e suficiente que F = Vp, para algum p em 
V'( f!), é que (F, v) =O, Vv E Y. 
PROPOSIÇÃO (2.2.2): Seja num conjunto aberto limitado Lipschitz de IR?. 
i) Se uma distribuição p tem todas derivadas de primeira ordem aap; 1 ~ i ~ 3, em 
X i 
ii) Se uma distribuição p tem todas suas primeiras derivadas ap 1 < z < 3, em 
axi' 
H-1 (!1), então, p E L2 (!1) e IIPIIL2(0)/R ~ (['(f!).IIVPII(H-1 (0))3 • 
Observação: Combinando os resultados das proposições acima, vemos que se F E 
(H-1 (!1)? e (F, v) =O, Vv E Y, então, F= Vp, com p E L2(!1). 
Agora observemos que, em nosso caso, 
3 a 
Podemos então concluir que existe uma distribuição 1r E L2 (!1), tal que -pô.y+ t; Yi a:i-
f = - "1r' em n, no sentido de distribuição. 
Assim, y satisfaz (2.2.1), como queríamos mostrar. 
2.2.1 - A FORMA BILINEAR a0 : 
A forma bilinear a0 é contínua e coerciva. 
De fato, 
1 3 1 ay- az-
3 (ay- az-) 
ao (y' z) = \7 y. "zdx = I: a 3 • a 3 dx = I: a 3 ' a 3 ; 
n i,j=l n Xi Xi i,j=l Xi Xi L2(0) 
em consequência da desigualdade de Cauchy-Schwartz, vem que: 
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a,(y, z) < ,~J~t(n)·l~=~ IL'(O) = 1 (la(~~ (x)) 'ax t (la(~~ (x))'dx) l 
< '~'(la'~'(~~~ (x) )' dx f (la ,Ê, (~;; (x)) 'ax) l = 
3 
- L IIYII(HJ(11))3·IIzii(HJ(fl))3· 
i,j=l 
3 




Assim, a0(z,z) ~ llzii(HJ(fl))3' e portanto, a0 é coerciva (a= 1). 
2.2.2 - PROPRIEDADES DA FORMA TRILINEAR b 
Com relação à forma trilinear b, as seguintes propriedades podem ser verificadas para 
todo (y, z, w) E }ó x (HJ(0))3 x (HJ(0))3 : 
i) I b(y, z, w) I~ a'(O)IIYII(HJ(fl))3 -llzii(HJ(fl))3 .l!wii(HJ{fl))3 i 
ii) b(y, z, w) = -b(y, w, z); 
iii) b(y, z, z) =O 
Para mostrarmos que b está bem definida e é contínua, observamos que para n :S 4, 




onde usamos a desigualdade de Hõlder para ~ + ~ + ~ = ..!_. 
4 2 4 a 
Portanto, 
e está mostrada a propriedade (i). 
Prova de (ii): 
b(y, z, w) -
Agora ( iii) decorre de (i i), bastando observar que: 
b(y,z,z) = -b(y,z,z) => 2b(y,z,z) =O=> b(y,z,z) =O 
o 
Observação: Posteriormente trabalharemos com as formas bilinear a e trilinear b defini-
das apenas nos espaços (H1 (f2)?, daí, a0 =a I(HJ(0))3 e as demonstrações da continuidade 
de a e b podem ser feitas da mesma maneira; mais ainda, a forma trilinear b satisfará as 
mesmas propriedades desde que consideremos: 
(y, z, w) E Y x (H1(f2)? x (H1(f2)?, com y.n = 0, em f. 
Agora apresentaremos um teorema que mostra a existência de solução para o pro-
blema (2.2.2) e, consequentemente, para o problema (2.2.1): 
TEOREMA (2.2.3): Seja n, um conjunto limitado de JR3 e seja f dada em (H-1 (f2)?. 
Então, o problema (2.2.2) tem ao menos uma solução y E Yo e existe uma distribuição 
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1r E L2 (!1), tal que, y e 1r satisfazem o problema (2.2.1). 
DEMONSTRAÇÃO: Teremos apenas que provar a existência de y; uma vez dada y, a 
existência de 1r e a interpretação do problema (2.2.1) já foi feita anteriormente. 
A existência de y é obtida construindo-se soluções aproximadas para o problema 
(2.2.2), utilizando-se do Método Galerkin, e então passando ao limite. 
Sendo Yo um subespaço de (HJ(!t)?, o qual é separável, teremos que Yo é separável; 
logo Yo admite um conjunto enumerável e denso; neste caso, Yo admite uma base de 
Schauder. 
Fixemos uma base de Schauder de Y0 , {wm}~=1 ; e definamos os subespaços de di-
mensão finita Yom = [w1, ... , wm]· 
Consideremos os seguintes problemas aproximados: achar as soluções Ym E Yom, 
m 
portanto, Ym = L(i,m·Wi com (;,m E IR, que satisfazem: 
i=l 
(2.2.3) 
No momento, estamos diante das seguintes questões: 
1ª) Existe Ym E Yom, tal que satisfaça o problema aproximado (2.2.3)? 
2ª) Ym converge para y em algum sentido apropriado? 
3ª) y é solução de (2.2.2)? 
Para responder à primeira questão, utilizaremos o lema seguinte, cuja demonstração 
pode ser encontrada em [5), página 164: 
LEMA (2.2.4): Seja X um espaço de Hilbert de dimensão finita com produto esca-
lar (·, ·) e norma I · I e, seja P uma aplicação contínua de X sobre si mesmo, tal que, 
(P((), ()>O, para 1(1 =R> O. 
Então, existe (E X, ICI ~R, tal que, P(() =O. 
Agora, definindo-se a aplicação P m : Yom -+ Yom, contínua, dada por: 
(Pm(y),wi) = ((Pm(y),wi))(HJ(0))3 = J.Lao(y,wi)+b(y,y,wi)- < J,wi >, Vy E Yom;i = 1, ... ,m. 
Assim, achar a solução Ym do problema aproximado é equivalente a achar a solução de 
Pm(Ym) =O. 
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A pergunta agora é: 3R >O, tal que, (Pm(y), y) >O, Vy E Yom com IIYII =R? 
Temos: 
(Pm(y),y) = pao(y,y) + b(y,y,y)- < f,y >; 
pela propriedade ( iii) da forma trilinear b; e usando a coercividade de a0 : 
(Pm(Y), Y) = pao(Y, y)- < f, Y >= PIIYII 2 - <f, Y > · 
Daí, 
logo, 
(Pm(Y),y) 2:: IIYII[PIIYII-IIfll]. 
Isso segue que (Pm(y), y) >O, para IIYII =R; sendo R suficientemente grande; mais 
precisamente quando R> !.llfii(H-t(n)p. 
Jl 
Assim, podemos aplicar o lema (2.2.4) e concluir que existe Ym E Yom, tal que, 
Pm(Ym) =O. 
Temos agora uma sequência {Ym} de soluções aproximadas e é necessário agora saber 
se elas convergem e se tal limite é solução de (2.2.2). 
Tomando z = Ym E Yom, em (2.2.3), e usando a coercividade de a0 , vem que: 
2 1 1 ) 11Ymii(HJ(0))3 = ao(Ym, Ym) = ; <f, Ym > -;b(ym, Ym, Ym · 
Pela propriedade ( iii) da forma b: 
Daí, 
Desde que a sequência Ym está limitada em Yo, que é um espaço de Hilbert, sabemos 
que existe y E Yo e uma subsequência Ym~c, tal que, 
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(2.2.4) Ymk ___. y, em Yo, quando k--+ oo. 
O teorema de Imersão de Sobolev, mostra que a injeção de Yo sobre (L2 (!1))3 é com-
pacta, donde poderemos concluir que ao longo de outra subsequência (que para simplificar 
a notação ainda chamamos {Ymk}) teremos: 
(2.2.5) 
Agora, para passarmos ao limite em (2.2.3) precisaremos do seguinte lema: (veja 
demonstração em (5], página 165). 
LEMA (2.2.5): Se Ye converge à y, em Yo fracamente e em (L2(f!))3 fortemente, então, 
b(ye,Ye,z)----+ b(y,y,z), Vz E Y. 
Observemos agora que Yo1 C Yo2 C .... 
Fixemos z E Yom e tomemos mk > m: 
daí, J.Lao(Ymk' z) + b(ymk' Ymk' z) =< J, z >,vale Vm; 
fazendo k --+ oo, usando (2.2.4), (2.2.5) e lema (2.2.5): 
J.Lao(y, z) + b(y, y, z) =< J, z >, vale Vm 
e assim, 
00 
J.Lao(y,z) + b(y,y,z) =< j,z > Vz E U Yom· 
m=l 
Portanto, 
J.Wo(Y, z) + b(y,y, z) =< J, z >, Vz E Yo, 
e teremos que y é uma solução do problema (2.2.2). 
Unicidade: Para a unicidade nós temos o seguinte resultado: 
TEOREMA (2.2.6): Se n :::; 4 e se J.L é suficientemente grande ou f é suficientemente 
pequeno, tal que, 
(2.2.6) 
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então, existe uma única solução y de (2.2.2). 
DEMONSTRAÇAO: Tomando-se z = y E Y0 , em (2.2.2), e usando a coercividade de 
ao, vem que: 
IIYII 2 = ao(y,y) = !. < J,y > _!b(y,y,y); 
JL JL 
Pela propriedade (iii) da forma trilinear b temos então llvll2 ~ !llfii·IIYII, e daí, a 
JL 
solução y de (2.2.2) satisfaz 
(2.2.7) llvll ~ !llfll. 
JL 
Agora, sejam Y1 e Y2, duas soluções diferentes de (2.2.2) e seja y = y1 - Y2· 
Subtraindo-se estas duas igualdades, obtemos pa0(y, z) + b(y, y2 , z) + b(y11 y, z) =O, Vz E 
}ó. 
Agora, tomando-se z = y E Y0 , tem-se que pa0 (y,y) + b(y,y2 ,y) + b(y1,y,y) =O, e pela 
propriedade ( iii) da forma b e coercividade de a0 , obteremos: 
Pela propriedade (i) da forma b, temos 
IIYII2 ~ ~(n).IIYII 2 ·IIY211, 
JL 
e como de (2.2.7) sabemos que IIY211 ~ !11111, concluímos que 
J-L 
IIYII2 ~ ~(n).IIYII 2 (!11111) = -\a(n).llfii·IIYII 2 • 
J-L J-L J-L 
Daí, [1 -m~}llf11]·11YII 2 ~o, e logo, [~-' 2 -a';~).llfllj.llvll 2 ~o. 
Assim devido à (2.2.6), devemos ter llvll2 ~O, mas, IIYII2 ~O, logo, IIYII2 =O e, portanto, 
y = O, donde y1 = y2 O 
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Observação: A solução do problema (2.2.2) não será provavelmente única se (2.2.6) não 
for satisfeita. 
Finalmente mostraremos que o sistema (2.1.1) tem ao menos uma solução. 
2.3 ESTUDO DO PROBLEMA DE NAVIER-STOKES NÃO HOMOGÊNEO 
Dados J.l >O, f E (H-1(0))\ e q>r E (H~(r))3 tal que q>r.n =O em r, achar y e 
1:r tal que: 
3 8y 
i) - J.LÓ.Y + tt Yi Bxi + V1r =f, em 0. 
(2.3.1) 
ii) div y = o, em n. 
iii) y = q>r, em r. 
TEOREMA (2.3.1): Sob as hipóteses acima, existe ao menos um y E (H1 (0))3 e uma 
distribuição 7r, em n, satisfazendo (2.3.1). 
DEMONSTRAÇÃO: Aqui, antes de pensarmos numa formulação variacional para o 
problema, precisamos fazer uma mudança de variável dependente para tornar as condições 
de fronteira homogênea e de tal forma que a nova variável continue tendo divergente nulo. 
Essa nova variável é obtida subtraindo-se de y uma função <I> adequada. Mas como deve 
ser essa q>? 
Observemos que, devido à nossas hipóteses, temos que 1r q>r.ndr =O e assim, po-
demos usar um resultado que nos diz que ao resolvermos o seguinte problema de Stokes 
(uma forma linearizada das equações de Navier-Stokes): 
-pó.<I> + Vp =f, em n 
div q> = o, em n 
/Oq} = q}rj Í.e., q} = q}r, em r 
achamos uma q> E (H1(0))3 ("extensão de q>r"), tal que, q> = q>r, em r e div q> = O e 
também uma função p E L2 (0). (Para maiores detalhes, veja Temam [5], página 31). 




Assim, após esta modificação do sistema (2.3.1) estamos diante de um problema do 
tipo Navier-Stokes com condições de fronteira homogêneas: 
(2.3.2) 
dív y =o, em n 
y =o, em r. 
Da mesma forma como fizemos anteriormente, basta multiplicarmos a equação (2.3.2) 
por uma função z E Y e integrarmos sobre n para obter a sua formulação variacional: 
(2.3.3) { 
Achar y E Yo, tal que : 
J.tao (y, z) + b(y, y, z) + b(y, <P, z) + b( <P, y, z) = (}, z), V z E Yo. 
A demonstração da existência de um y E Yo satisfazendo (2.3.3), poderá ser feita 
exatamente como no Teorema (2.2.3), desde que certas condições estejam satisfeitas. Para 
isso, observemos que (2.3.3) pode ser escrito como: 
c1(y,z) + b(y,y,z) = (},z), Vz E Yo; 
onde, 
c1(y,z) = J.ta0(y,z) + b(y,<P,z) + b(<P,y,z) 
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é uma forma bilinear contínua e coerciva. Facilmente podemos verificar a bilinearidade e 
continuidade de c1 . 
Agora, c1(z, z) = f.lao(z, z) + b(z, <I>, z) + b(<I>, z, z); 
usando a propriedade ( iii) da forma b e o fato de que a0 é coerciva, vem que: 
c1(z, z) = f.l·llzll 2 + b(z, <I>, z). 
Assim, desde que exista algum (3 >O, tal que, 
(2.3.4) 
obteremos que c1 é coerciva. 
Daí, analogamente à demonstração do Teorema (2.2.3), se ao definirmos a aplicação 
P m como sendo: 
(Pm(y), z) = f.lao(Y, z) + b(y, y, z) + b(y, <I>, z) + b(<I>, y, z)-
- (},z), Vy,z E Yom, 
precisaremos mostrar que (Pm(z), z) >O, Vz E Yom, com llzll =R e R adequado. 
Para isso, façamos: 
(Pm(z),z) = f.lao(z,z) + b(z,z,z) + b(z,<I>,z) + b(<I>,z,z)- (},z); 
pela propriedade ( iii) da forma b, o segundo membro se torna 
= f.lao(z, z) + b(z, <I>, z)- (}, z) = c1(z, z)- (}, z). 
Usando a coercividade de c11 ou melhor, que a condição (2.3.4) esteja satisfeita, 
teremos que, 
(Pm(z), z) ~ f311zll 2 - (}, z) ~ f311zll 2 -llfll·llzll, 
1 A 
donde segue-se (Pm(z),z) >O, para llzll =R, com R> :allfll. 
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E o restante da demonstração segue-se de maneira análoga; usando-se do lema (2.2.4) 
e mostrando-se, enfim, a existência de Ym E Yom· 
Agora, a condição (2.3.4) poderá certamente ser satisfeita se pudermos achar <P E Y, 
com <P = <Pr em r e satisfaça: 
(2.3.5) 
Com a finalidade de provar essa desigualdade, usaremos do seguinte lema: 
LEMA (2.3.2): Para todo 1 >O, existe algum elemento <P = <P(r) E Y, tal que, <P = <Pr, 
em r e satisfaz 
I b(y, <P, z) !:::; I·IIYII·IIzl!, Vy, z E Yo. 
De fato, escolhendo-se 1 = ~ obtém-se a desigualdade (2.3.5). 





UM PROBLE]v.IA DE CONTROLE PARA A 
EQUAÇAO DE NAVIER-STOKES 
3.1 INTRODUÇAO 
Nesta seção, pretendemos descrever um pouco sobre o problema de controle com que 
iremos trabalhar. Neste problema participam as equações de Navier-Stokes estacionárias 
que já estudamos: 
-pD..y + (y.\l)y + \l1r =f+ Bu, em n. 
(3.1.1) div y = o, em n. 
y = <I>r, em r. 
Aqui, a situação do fluido é a mesma daquela considerada anteriormente, com a di-
ferença que neste sistema aparece um controle u E U, sendo U um espaço de Hilbert, que 
atua na equação através de uma aplicação B E L(U, (H-1 (0))3 ). Este controle poderá 
agir em todo domínio n, ou somente numa parte de n, ou até mesmo, numa dada direção 
do espaço. Todas essas possibilidades podem ser tratadas escolhendo-se um espaço U 
adequado e a correspondente aplicação linear B. 
Como podemos ver, o termo (f+ Bu) continua sendo um elemento de (H-1 (0))3 e 
assim, denotando-o por uma], de modo análogo ao que fizemos anteriormente, podemos 
mostrar que fixados U e B, para cada u E U, êsse sistema (3.1.1) tem ao menos uma 
solução (y, 1r) E (H1 (S1))3 x L2 (S1). 
Com base nisto, o nosso trabalho se desenvolverá em torno do seguinte problema de 
controle: 
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Achar um controle u E U, tal que, se (y, 1r) é a correspondente solução da equação 
de Navier-Stokes (3.1.1), então elas minimizam um certo funcional J, o qual envolve a 
turbulência dentro do fluido. 
O detalhamento matemático deste problema será feito na seção seguinte. 
3.2 UM RESULTADO DE EXISTÊNCIA DE SOLUÇÃO DO PROBLEMA 
DE CONTROLE 
Definiremos o funcional J por: 
J: (H1(D)? x U ~ 
(y, u) ~-----+ 
IR 
1 f N J(y, u) = 2 ln I V x y 12 dx + 211ull~; 
( 8y3 8y2 8yl 8y3 8y2 8yl ) . . com N ~ O e, V x y = -8 - -8 , -8 - -8 , -8 - -8 representando a vort1c1dade X 2 X 3 X 3 X1 X1 X2 
do fluido. 
Como podemos ver, o termo relevante fisicamente em J é ~ k I V x y 12 dx, o qual 
fornece uma estimativa do nível de turbulência dentro do fluido. 
Dado f{, um subconjunto não vazio, convexo e fechado de U, formularemos mate-
maticamente o problema de controle ótimo como segue: 
(3.2.1) ! Minimizar J (y, u) na classe dos (y, u) tais que (y, u) E (H1(f2))3 x f{ e (y, u) satisfazendo (3.1.1), para algum 1r E L2(fl). 
Veremos agora um resultado de existência de solução do problema (3.2.1). 
TEOREMA (3.2.1): Assumindo que N >O ou que I< é limitado em U, então (3.2.1) 
tem ao menos uma solução. 
DEMONSTRAÇÃO: Seja {(yk,uk)}k:,1 C (H1 (f2))3 x I<, uma sequenc1a rmmrm-
zante, logo, J(yk,uk)--+ inf J(y,u) =c, quando k--+ +oo. Observamos que 
(y,u)E(lP (fl))3x K 
O$ c< +oo já que J(y,u) ~O para todo (y,u). 
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Da definição de J e as hipóteses do teorema, segue-se que, { uk}~1 é urna sequência 
limitada em U. De fato, se por hipótese I< for limitado em U; como { uk}f::1 C I<, segue-
se trivialmente, que { uk} é limitada em U. Agora, se tivermos apenas que N > O, poderá 
ocorrer de I< ser ilimitado, daí poderemos concluir a limitação de { uk}f::1 observando a 
definição de J: suponhamos por contradição que { uk}f::1 não seja limitada; assim existe 
urna subsequência {ukn}~=l tal que lluknll-+ +oo, logo, 
o que é um absurdo, pois, J(yk, Ukn) -+c. 
Agora, usando (3.1.1), mostraremos a limitação de {Yk}f:1 , em (H1(D)f Para tal, 




Dados: p' > O; f E (H-1 (!1))3 ; B E L(U, (H-1 (!1))'); u EU e, 
q,r E (H2(r))3 , tal que, q>r.n =O, em r; 
queremos achar y E ( H 1 ( !1)?, tal que, 
-p~y + (y.V.)y + V1r =f+ Bu, em n 
div y = o, em n 
y = q,r, em r 
Multiplicando-se (3.2.3) por urna função z E Y e integrando-se sobre !1, vem que: 
-J.L in ~y.z dx +in (y.V)y.z dx +in V1r.z dx =in (f+ Bu)z dx, Vz E Y. 
-(Hl(f2))3 
Usando argumentos de densidade, já que Yo = Y 0 , teremos: 
J.Lin Vy.Vz dx + in(y.V)y.z dx =in(!+ Bu)z dx, Vz E Yo. 




achar y E Y, tal que, y = q>r, em r e 
J.La(y, z) + b(y, y, z) = (f+ Bu, z}, Vz E }ó. 
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(y' z) 1-----+ 
e 
b: (H1(0))3 X (H1 (0))3 X (H1(0))3 
(y, z, w) 
IR, bilinear 
f f ( 3 oy· oz·) 
a(y,z) = Jr: '\ly.'\lz dx = Jr: 2::: ~ ~·~ ~ dx. 
n n i,i=l vx, vx, 
IR, trilinear 
f 3 oz· f 
b(y, z, w) = Jr: L: Yi· 0 J .Wj dx = Jr: (y.'\l)z.w dx. n i,i=l Xi o 
Conforme já mencionamos anteriormente, nas Seções (2.2.1) e (2.2.2) do Capítulo 2, 
as formas bilinear a e trilinear b são contínuas e, além disso, a trilinear b satisfaz as três 
propriedades (i), (ii) e (iii). 
Agora, usando o fato de que Yk e uk constituem soluções do problema (3.2.3) e, 
consequentemente, do problema (3.2.4), obteremos que Yk E Y é tal que Yk = cl>r em r e 
satisfaz 
(3.2.5) 
Mais, devido à (3.2.2), tem-se que 1 cl>r.ndr =O e pelo teorema (2.4), em Temam 
[5], existe cl> E Y, tal que, cl> = cl>r em r e satisfazendo a estimativa do Lema (2.3.2) com 
um 1 adequado a ser escolhido nas computações que se seguem. 
Tomando-se Yk = Yk- cl> E Yo (logo, Yk = Yk + cl> ), teremos em (3.2.5): 
Assim, 
Daí, 
Agora como antes a fórmula abaixo vale imediatamente no sentido de distribuições 
para z E Y C (D(O)?. Como b.cl> E (H-1(0)? a atuação da distribuição é na verdade 
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a atuação por dualidade de (H-1(0)? sobre (HJ(D)?. A densidade de Y em Yo garante 
que a fórmula abaixo vale para todo z E }ó. 
Também vale 
Assim, 
-J.La(<l>,z) = -J.L k \7<1>.\7z dx = -J.L(\7<1>, \7z) = 
= (J.Lf:l<J.>, z)(H-l(fl))3,(HJ(fl))3· 
Fazendo-se z = Yk E Yo, tem-se que: 
J.Lao(Yb Yk) + b(yk, Yk, Yk) + b(yk, <1>, Yk) + b( <1>, Yk, Yk) = (}k, Yk) 
A 
3 a<P 
onde, fk = f+ Buk + J.LÓ.il>- ~<I.> i oxi. 
Usando a propriedade ( iii) da forma trilinear b e o fato de que a0 é coerciva, vem 
que, 
Daí, 







onde, CI2 depende de <I>. 
trar. 
E, como (uk)oo é limitada, segue-se que: 11Ykii(Hl(fl))3 ~ CI, como queríamos mos-
k=l 
Daí, teremos que {(yk,uk)k:1 } é limitado em (H1 (0))3 x U (Hilbert). 
Assim, de acordo com a Proposição (1.2.1), nós podemos extrair uma subsequência, 
denotada da mesma forma, e um elemento (y0 , u0 ) E (H1 (0)? x U, tal que, 
Como H 1 (0) está compactamente imerso em L2 (0), temos que Yk-+ y0 , em (L2 (0)?. 
Assim, ao passarmos o limite na equação (3.2.5) verificaremos que (y0 , u0 ) satisfaz 
(3.1.1) para alguma pressão 1r0 . 
Ou seja, de 11-a(yk, z) + b(yk, Yk, z) = (f+ Buk, z), 'Vz E Y0 , mostraremos que ao 
fazermos k-+ oo teremos: 
28 
pa(yo, z) + b(yo, Yo, z) = (f+ Buo, z), \:/z E Yo. 
Analisaremos a passagem ao limite de cada termo: -Se pensarmos em a(·, z) como 
um elemento de (H-1 (D))3 , será suficiente apenas a convergência fraca de Yk __.. y0 , para 
concl uírmos que, a (y k, z) --+ a (y0 , z). 
Agora, para mostrar que b(yk,Yk,z)--+ b(yo,Yo,z), \:/z E Yo. 
Basta mostrar que (b(yk, z, Yk) --+ b(yo, z, Yo), \:/z E Y. 
oz· Como Zj E D(D), segue-se que ~ 3 E L=. 
UXj 
Assim, 
I b(yk, z, Yk)- b(yo, z, Yo) I < .tI lo M.(Yki·Yki- Yoi·Yoi)dxl = 
t,J=l 
Logo, 
M . . tI f (Yki·Yki- Yki·Yoi + Yki·YOi- Yoi·Yoj)dxl ~ 
t,J=l lo 
< M. ,tJln Yki·(Yki- Yo;)dxl + lln(Yki- YOi)·Yo;dxl. 
I b(yk, z, Yk)-b(yo, z, Yo) I~ M .. t [11YkdiL2 (íl)·IIYki- YoiiiP(íl) + llYki - YodiL2 (íl)·IIYoiiiL2(íl)] i 
t,;=l 
d H"ld 1 1 1 on e usamos o er para - = - + -. 
a 2 2 
Como Yk --+ Yo, em (L2(D))3 , teremos que: 
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E mais, temos que Uk _.... u0 , em U, ou seja, 
Assim, 
I (f+ Buk- (f+ Buo), z) 1=1 (Buk- Buo, z) 1=1 (B( uk- uo), z)(H-l(0))3,(HJ{0))3 I, 
conforme vimos na seção (1.1), pela definição de dual do operador, esse termo será 
=I (uk- uo, B*z) I-+ O, quando k--+ oo; 
isso decorre da definição de uk _.... u0 , com w = B*z E U'. 
E está mostrada as convergências de cada um dos termos. 
Sabemos pela Proposição (1.3.1) que, sendo K um conjunto convexo e fechado forte, 
teremos que K é fechado fraco, ou seja, como uk ___.. u0 , segue-se que u0 E K. 
Passemos agora a verificar que J é convexo: basta mostrarmos que J é uma soma 
de funções convexas; J(y, u) = ~A(y) + ~ L(u) onde, 
3 3 
Y ~ A(y) = IIV X YII(L2(0))3 =L ll~illi2(0) =L 1 ~](x)dx = 
i=I i=I n 
(sendo ~i' a j-ésima coordenada de V x y) e, 
L:U --+ IR 
u ~ L(u) = llullb = (u,u)u. 
Primeiramente mostraremos que L é convexa. 
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Para tal, lembremos que L, convexa Ç:::} L(u) > L(u0 ) + L'(u0 ).(u- u0 ); ora, 
L'( uo).h = (uo, h) +(h, uo) = 2(u0 , h) e 
L(u) ~ L(uo) + L'(uo).(u- uo) Ç:::} iiuiib > iluollb + 2(uo,u- uo)u <==> 
Ç:::} llullb ~ lluollb + 2(uo, u)u- 2lluollb Ç:::} llull 2 - 2(uo, u)u + lluollb ~O 
Ç:::} (u- u0 ,u- ua)u ~O<==> llu- uallb ~O; 
o que sabemos ser verdade. Esta demonstração vale para qualquer norma ao quadrado. 
Agora mostraremos que IIV' x Yll(o(n))3 é convexa. Temos: 
A(ty + (1- t)x) = IIY' x (ty + (1- t)x)lll2(íl))3 
(V' x (·) é linear) 
- lltV' x y + (1- t)V' x xll(o(n))3· 
Agora como 11 · 11 2 é convexa, então 
A(ty + (1- t)x):::; tiiV' x Yll(o(n))3 + (1- t)IIV' x xll(o(n))3· 
Assim, 
A(ty + (1- t)x) ~ t A(y) + (1- t)A(x). 
Logo, A é convexa. 
Assim, J é um funcional convexo e é fácil ver que J é também contínuo na to-
pologia forte de (H1(0)? x U. Donde, pela observação após Proposição (1.3.2), po-
deremos concluir que J é fracamente semicontínuo inferiormente, então, teremos que 
J(y0 , u0 ) ~ lim inf J(yk, uk) = lim J(yk, uk) = inf J(y, u) e, por outro lado, k-+oo k-+oo (y,u)E(Hl (íl))3 xK 
inf J(y, u) ~ J(yo, uo). 
Portanto, J(y0 ,u0 ) = inf J(y,u) e (y0 ,u0 ) é uma solução de (3.2.1). O (y,u)E(Hl (íl))3 xK 
A seguir, especificaremos as chamadas condições de otimalidade para o problema de 
controle (3.2.1). 
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3.3 SISTEMA DE OTIMALIDADE PARA O PROBLEMA DE CONTROLE 
TEOREMA (3.3.1): Se (y, u) E (H1 (0)? x Ué uma solução de (3.2.1), então existe 






-f.lb.y + (y.'\l)y + 'V1f =f+ Bu, em n, 
div y =o, em n e y = ci>r, em r. 
{ 
-f-LÓ.p- (y.'\l)p + ('\lyfp +'V-:\= a.'\l X ('\l X Y), em !1, 
div p =O, em O; e p =O, em r. 
(B*p + a.Nu, u- u)u ~ O, Vu E K. 
E o restante do nosso trabalho será dedicado a mostrarmos esse teorema. 
Com a finalidade de prová-lo, consideraremos uma família aproximada de problemas 
mais adequados de controle ótimo, cujas soluções convergem para elementos que mostra-
remos ser uma solução do problema (3.2.1), daí, derivaremos as condições de otimalidade 
para esses problemas aproximados e, finalmente, tomaremos limites para obtermos essas 
condições de otimalidade do nosso problema de controle original (problema (3.2.1) ). 
3.4 OS PROBLEMAS APROXIMADOS 
Agora, caminharemos na direção de formularmos os problemas aproximados. Para 
isso, definiremos para todo ê > O, o funcional: 
J~: {w E Y;w = ci>r, em r} X u--+ IR, por 
1 3 f J~(w, u) = J(y(w, u), u) +-L: }r; I '\lyi(w, u)- '\lwi 12 dx, 
2ê i=l n 
onde, y( w, u) (y que depende de w e u) é a única solução do problema variacional: 
(3.4.1) { 
Achar y E Y, tal que, y = ci>r, em r e satisfaz 
1-la(y, z) + b(w, y, z) =(f+ Bu, z), Vz E }ó. 
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A unicidade dessa solução pode ser verificada considerando-se w, um elemento fixo 




Achar y E Y, tal que, y = <I>r, em r e satisfaz 
c(y, z) =(F, z), Vz E Yo 
c: (H1(!1)? x (H1 (!1))3 ---+ IR, bilinear contínua e coerciva 
(v1,v2) ~ c(v1,v2) =J-ta(vbv2)+b(w,vbv2) 
F: (H1 (!1))3 ---+ IR, linear e contínua 
z ~ F(z) =(f+ Bu,z). 
É fácil verificar a bilinearidade e continuidade de c, resta-nos mostrar a coercividade 
de c: ora, Vz E }ó, c(z, z) = J-ta(z, z) + b(w, z, z). 
Pela propriedade (iii) da forma b, temos c(z, z) = J-ta(z, z) = J-tao(z, z). 
Pela coercividade de a0 =ai , vem que c(z, z) 2: J-tllzll 2 ; daí, c é coerciva. 
(HJ(0))3 
Mais, I (F, z) 1=1 (f+ Bu, z) I:S llf + Bull.llzll :S c.llzll donde, F é contínua e clara-
mente vemos que F é linear. Assim, pelo lema Lax Milgrarn teremos que existe um único 
y E Y, tal que, c(y, z) = (F, z), Vz E Yo, como queríamos mostrar. 
Agora, estaremos diante do seguinte problema: 
(3.4.2) { 
Minimizar Jt: ( w, u), tal que, 
(w, u) E y X K e w = <I>r, em r 
Precisamos mostrar que cada problema (3.4.2) tem ao menos uma solução e que eles 
formam uma farm1ia aproximante para (3.2.1). 
PROPOSIÇÃO (3.4.1): Para todo e> O, existe ao menos urna solução (wt:,ut:) de 
(3.4.2). Mais ainda, se nós denotarmos por Yt:, a solução de (3.4.1) correspondendo à 
( wt:, ut:) então, nós ternos: 
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(3.4.3) u~ ___. u, emU 
(3.4.4) Y~ ___. fj, emY 
(3.4.5) w~ ___. y, emY. 
(3.4.6) limJ~(w~,u~) = J(y,u), quando e-tO. 
~-o 
(3.4.7) lim_!_ t Jl Vy~j- Vw~j 12 dx =O ~-o 2e . 1 n J= 
E mais ainda, se N >O, temos que 
(3.4.8) lim llu~- ullu = 0, OU SeJa, Ue -tU, em U. 
~-o 
DEMONSTRAÇAO: Primeiramente, mostraremos a primeira parte da proposição, i.e., 
existe ao menos uma solução (we, u~) de (3.4.2). De maneira análoga à demonstração do 
teorema (3.2.1), façamos: 
Seja {(wk,uk)}f:1 C Y x K, uma sequência minimizante de J~(w,u), com Wk = <Pr, 
emf. Logo,J~(wk,uk)-t inf J~(w,u)=c1 • (w,u)EYxK 
Precisamos mostrar que {uk}f:1 é uma sequência limitada em U. 
Se K for limitado, podemos facilmente concluir que { uk}f:1 C K é limitada. 
Agora, se tivermos apenas que N > O, poderemos ter K ilimitado; daí, faremos 
asstm: 
Suponha que {uk}f:1 não é limitada, então existe uma subsequência {ukn}~=l' tal 
que, llukn 11 -t +oo logo, 
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o que seria uma contradição com Je( w, ukn) ~ c1. o 
Agora, queremos mostrar que { wk}f:1 é limitada em Y. 
Consideraremos Yk como a solução de (3.4.1) correspondendo à (wk,uk)· 
Observemos que 
Wk = <I>r, em r } Wk- Yk =o, em r, 
e Yk = <l>r, em r -{::=:} donde ( wk- Yk) E (HJ(!1))3 • 
Sendo {(wk, uk)}f:1 uma sequência minimizante de Je(w, u), teremos que Je(wk, uk) é 
limitado; donde, pela definição de Je, decorre que o termo IIVYk- Vwkll(u(n))3 é limitado, 
e usando a desigualdade de Poincaré, temos: 
Agora, 
llwkii(H1(0))3- 11Ykii(H1(0))3 ~ llwk- Ykii(H1 (0))3 <(lo; 
assim, llwkii(Hl(0))3 ~(lo+ 11Ykii(Hl(0))3· 
Se tivermos que {Yk}f:1 é limitada, obteremos o requerido. 
Ora, Yk = Yk( Wk, uk) é solução de (3.4.1 ), assim: 
Agora, precisamos tomar <I> E Y, tal que, <I> = <I>r, em r e verifica I b(y, <I>, z) I~ 
~IIYII·IIzll, Vy, z E Yo (lema (2.3.2)). 








Pelo lema (2.3.2), o segundo membro se torna 
Pela continuidade de b, o segundo membro passa a ser 
Usando que l!wk- Ykii 5:. (to; teremos: 
Daí, 
logo, (3.4.9) fica: 
lizkli(Hl(f2))3 < (f2ilf + Bukii(H-l(f2))3·11zkii(H1 (0))3 + 
1 (f' 




lizkii(Hl(0))3 < rE2 [llfli(H-1(0))3 + IIBII.IIukilu] .jjzki!(Hl(0))3 + 
+ rE311zkii(H1(0))3 + ~llzkii{Hl(0))3 +rE411zkii(Hl(0))3· 
Usando-se da limitação de { Uk} em U, vem que: 
llzkii(Hl(0))3 ~ rE611zkli(H1(0))3 + ~llzkii{Hl(0))3' assim, ~lizkii{Hl(0))3 ~ rE611zkii(Hl(0))3· Por-
tanto, 11 Zk li ~ rE7 • 
Assim, 
E finalmente podemos 'concluir que { wk}k=I é limitada. 
Portanto, {( wk, uk)}f:1 é limitada em Y X U. E daí, podemos extrair subsequência 
(denotada da mesma forma) e um elemento (we,ue) E Y X U, tal que, (wk,uk)--" (we,ue) 
em Y x U, quando k--+- oo. 
Como K, convexo fechado, temos que Ue E K. 
Devemos verificar que We = <I>r, em r: 
Temos que Wk-->. We, em (H1 (f1))3 quando k -t oo; e Wk = <I>r, em r. 
Para n limitado, b pequeno: H 1 (f1) '---+ H 1- 6(f1) (imersão compacta) logo, Wk ---+ We, 
em (H1- 6 (f1))3, quando k--+- oo; daí, /oWk--+- /oWe, em (H1- 6-!(r))3 e, como /oWk = <I>r, 
tem-se que /oWe = <I>r. 
Da definição de Je, podemos observar que ele é uma soma de funções convexas, logo, 
Je é um funcional contínuo e convexo, donde segue-se a semicontinuidade inferior de Je, 
na topologia fraca, da qual conclui-se que, 
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Por outro lado, in f J~( w, u) ~ J~( w~, u~) e daí teremos in f J~( w, u) = J~( w~, u~) e 
logo, ( w~, u~) é uma solução de (3.4.2). 
Agora passemos à segunda parte da demonstração: 
Sejam {( w~, u~)}~>o soluções de (3.4.2). 
Assim temos que, J~(w~,u~) ~ J~(y,u) e, desde que y(y,u) = y, vem que: 
1 3 1 
- J(y(y,u),u) + 2 Í: I \lyi- \lyi 12 dx 
ê i=l n 
(3.4.10) J(y, u); V(y, u) E Y x U, 
tal que, y =~r, em r e satisfaça (3.1.1). 
De onde segue-se: 
3 j; k I \ly~i( w~, u~)- \lw~i 12 dx ~ 2êJ~( w~, u~) ~ 2êJ(y, u) ---+O, quando ê---+ O. 
Assim, IIV(y~ -w~)II(P(n))3 --*O; e ainda temos que, sendo y~ a solução de (3.4.1) e como 
w~ pertence ao domínio de J~, y~ = w~ = ~r, em r. 
Logo, y~- w~ =O, em r; e, portanto: (y~- w~) E (HJ(!1))3 e daí, poderemos nos utilizar 
da desigualdade de Poincaré para deduzirmos a seguinte convergência: (y~ - w~) ---+ O, 
fortemente em (H1(!1)) 3. 
Realmente, 
Logo, 
E então, sabemos que existe êo > O, tal que 
(3.4.11) 
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Observemos que, da definição de J(y~, u~) e de J~(w~, u~) e pela desigualdade (3.4.10), 
poderemos concluir que { u~}~>o é uma sequência limitada em U. 
De fato, 
Logo, 
(3.4.12) lluellb ~ ~J(y, u), com N >O. 
Agora, analogamente como fizemos na demonstração da primeira parte, precisamos 
tomar ci> E y tal que, ci> = ci>r, em r e verifica-se I b(y, ci>, z) I:S ~IIYII·IIzll, 'v'y, z E Yo 
(conforme lema (2.3.2)). 
Denotando-se Zoe= v~- ci> E Yo, teremos de (3.4.1) com z = z0~: 
J.La(zoe + ci>, Zoe)+ b( w~, Zoe+ ci>, Zo~) = (f+ Bu~; Zo~). 




a2 + b2 
Pela desigualdade ab ~ 
2 
, com a= IIBII e b = l!uell: 
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Usando a desigualdade (3.4.12) e lema (2.3.2), o segundo membro se torna 
Pela continuidade de b, teremos: 
Daí, 
e asstm, 
llzoeii{HI(0))3 ~a'~llzoell +a'ti!Zoell + ~llzoell 2 + 
+a'21!we- Yeii-II<PII.IIzoell +a'~II<PII 2 ·IIzoell· 




E mais, llw~II-IIY~II :::; llw~- Y~ll :::; 1. Portanto, llw~ll :::; 1 +a'g =a' to; assim, { we} é 
limitada em (H1(0)?. 
Então, nós podemos extrair subsequências (denotadas da mesma forma) e elementos 
(y, u) E Y x K satisfazendo: 
u~ ___. u, em U. 
onde usamos o fato de que llw~- Y~ll -tO e que Y~ ___. y; 
com c-tO. 
E está provada (3.4.3), (3.4.4) e (3.4.5) da Proposição (3.4.1). 
Dessas convergências e usando o teorema de Imersão de Sobolev, nós podemos passar 
o limite em: 
e obtermos: 
(3.4.13) J.La(y, z) + b(y, y, z) =(f+ Eu, z}, 'Vz E }ó. 
De (3.4.13) nós deduzimos a existência de um elemento 1f E L2 (0), tal que, (y, 1f) e 
u satisfazem (3.1.1), em consequência (y,u) é um ponto admissível para (3.2.1). 
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Temos que a família inteira {( We, Ye, ue)}e>O converge à (y, y, u) fracamente em 
(H1 (!1)? X (H1 (!1))3 x U. 
Usando a desigualdade (3.4.10), a qual poderá ser usada já que (y, u) satisfaz (3.1.1), 
obteremos que J(y, u) = Je(fl, u). 
Como le é fracamente semicontínuo inferiormente, 
Usando novamente a desigualdade (3.4.10), limsup le( W 0 ue) ~ J(y, u). 
e-.0 
Portanto, 
Precisamos mostrar que J(y, u) = inf(3.2.1); ou seja, 
J(y, u) = inf J(y', u'), com (y', u') satisfazendo (3.1.1) para algum 1r. 
(y' ,u')E(H1 (fl))3 xK 
Ou, equivalentemente, queremos mostrar que: 
J(y, u) ~ J(y', u'), 'i/(y', u') E (H1(!1)? x I<, satisfazendo (3.1.1). 
Para tal, suponhamos que existe (y',u') E (H1 (!1)? x I< satisfazendo (3.1.1), tal 
que, J(y'' u') < J(y, u). 
Agora, conforme (3.4.10), temos: 
tal que, y = <I>r, em r e satisfaz (3.1.1). 
Logo, em particular, le(we, ue) ~ J(y', u'), 'Vê> O. 
Assim, 
Tomando-se o limite, quando ê --!- O, vem que: 
J(y, u) ~ J(y', u') < J(y, u), 
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o que é um absurdo! 
Portanto, J(y,u) = inf J(y',u') e já vimos que (y,u) satisfaz (3.1.1) para (y1 ,u1)E(Jll (0))3 x K 
alguma pressão 7f, logo, (y, u) é a solução de (3.2.1) procurada. E, finalmente (3.4.6) está 
provada. 
Agora, observemos que como (y~, u~) __.. (y, u) e J é fracamente semicontínuo 
inferiormente temos que J(y, u) ~ liminf J(ye, u~) e mais ainda, pela desigualdade 
~-o 
(3.4.10), limsup J~( w~, ue) ~ J(y, u) daí, podemos concluir que limsup J~( we, u~) -
~-o ~-o 
liminf J(ye, Ue) ~O. 
~-o 
Assim, 
o < limsup( 2
1 t r 1 Vyej- vw~j 12 dx) = 
e-o c . 1 Jn J= 
- ~~sup(J~(w~,ue)- J(ye,u~)) ~ 





1 :L r 1 Vyej- vw~j 12 dx) =o. ~-o c . 1 Jn J= 
Portanto, lim _!__ t r I "Vyej- "Vw~j 12 dx =o, e obtemos (3.4.7). ~-o 2c i=1 Jn 
Finalmente, passemos à demonstração de (3.4.8). 
Primeiramente lembremos que devido às limitações de {ue}~>o; {we}e>O e de {y~}e>o, 
nos foi possível tomar subsequências, as quais foram também denotadas da mesma forma. 
De agora em diante, consideraremos { u~' }e'>O como uma subsequência qualquer de 
{ue}e>o; {w~}e'>O, uma subsequência de {w~}e>O e {y~}e'>O, uma subsequência de {y~}e>O 
e utilizaremos de alguns resultados obtidos, todos em termos de ê 1 >O. 
Assim, temos que: 
i) 
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i i) lim J~, ( W~t, U~t) = J (y, u); logo, 
E 1-+0 
lim [J(yE'' UEt) + -21 ~ r I T\ly!:'j- T\lw!:'j 12 dx] = J(y, u). E'-o é' -?--'lo J=l 
Juntamente com i), vem que: 
Daí, 
Portanto, 
(3.4.14) lim inf [-21 r I V' X Ye' 12 dx + N llue'llb] = ~ r I V' X y 12 dx + N llullb 
E1-+0 lo 2 2 lo 2 
iii) Como YE' ___. y, e ~lo I V' x Ye' 12 dx é convexo contínuo, donde é fracamente semi-
contínuo inferiormente, segue-se que: 
-2
1 r I V' X y 12 dx::; lim inf! r I V' X Ye' 12 dx; lo E'-o 2 lo 
daí, 
Devido à (3.4.14), o segundo membro se torna 
Portanto, 
Devido ao fato de que N >O temos: 
(3.4.15) 




Logo, juntamente com (3.4.15), obtemos que: 
Donde concluímos que existe uma subsequência { u~"} de { u~'}, tal que, 
lim llu~"ll = llullu· ~"-.o 
v) Agora temos, u~" ___.. u e llu~,llu -+ llullu; assim, pela Proposição (1.2.2) decorre que 
U~n -+ U. 
vi) Utilizaremos o seguinte resultado, de fácil demonstração por contradição. 
"Seja { an}, tal que, para qualquer subsequência { ank} de { an} admite uma outra 
subsequência { ane} convergindo para a. Suponha que a seja sempre o mesmo, isto é, é 
independente da subsequência. Então, { an} converge para a". 
E, em nosso caso, podemos concluir que: 
u~ -+ u, em U, isto é, llu~- ullu-+ O, quando ê -+O. 
3.5 AS CONDIÇÕES DE OTIMALIDADE PARA OS PROBLEMAS 
APROXIMADOS 
o 
PROPOSIÇÃO (3.5.1): Suponhamos que (w~,u~) é uma solução de (3.4.2), então, 
existem dois elementos Ye E Y, com Y~ = <Pr, em f e Pe E Yo, tal que, o seguinte sistema 
é satisfeito: 
(3.5.3) (B*p~ + Nue, u- u~) ~O, \lu E K. 
DEMONSTRAÇÃO: Desde que ( w~, u~) é uma solução de (3.4.2), sabemos que existe 
y~ correspondendo à (we, u~), o qual é solução de (3.4.1). Sendo assim, temos que Y~ E Y, 
com Y~ = <Pr, em f e 
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Logo, obtemos que Ye satisfaz (3.5.1). 
Tomemos Pe E Yo, satisfazendo: 
(3.5.4) 






Passemos agora a verificar que le é de classe C1 e para todo ( w, u) E Y0 x U, teremos: 




e(we,ue)w = dd le(We + tw,ue)l · 
W t t=O 
Observemos que, 
onde, em alguns momentos, denotaremos Y! = y( We + tw, ue) e, mais adiante, usaremos o 
fato de que y( We + tw, ue) satisfaz (3.4.1), isto é, 
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(3.5.7)Jla(y(we + tw, ue), z) + b(we + tw, y(we + tw, ue), z) =(f+ Bue, z), Vz E }ó. 
Derivando-se (3.5.7) e calculando-se em t =O, temos que: 
Devido à (3.5.5), obteremos: 
(3.5.8) 








d ( ld[ 2 ] dt J Ye + tzw, Ue) - 2 dt jj\7 X (Ye + tzw)IIL2(0) = 
d 
= (\7 X (Ye + tzw); \7 X dt (Ye + tzw))L2(0) = 
- (\7 X (Ye + tzw); \7 X Zw}L2(0)· 
Logo, dd J(ye + tzw, Ue)l = r (\7 X Ye).(\7 X Zw)dx. 
t t=o ln 
Logo, 
Usando (3.5.4), com z = zw, vem que: 
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E, por (3.5.5) com z = p~: 
8J~ 1 3 
-8 ( w~, u~).w = -b( w, y~,p~)- - 2:.: [ (VY~i- Vw~i).Vwi dx. w ê i=t ln 
Portanto, 
(3.5.9) 
Da mesma forma, verificaremos agora que 
De fato, vamos calcular 
Observemos que 
Agora utilizaremos que y(w0 u~ +tu) satisfaz (3.4.1), ou seja, 
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pa(y(w~, u~ +tu); z) + b( w~, y( w~, u~ +tu), z) = 
(f+ B(u~ + tu),z), Vz E }ó. 
Derivando-se e calculando-se em t = O, tem-se: 
( dy ) dy pa dt (w~,u~).u,z + b(w~; dt (w~,u~).u,z) = (Bu,z), Vz E }ó. 
Assim de (3.5.6) decorre que 
(3.5.10) 




E por (3.5.10), obteremos: 
Ora, 
o qual se torna: 
Logo, 
~ J(ye + tzu, Ue) - ~ :t [!IV X (Ye + tzu)iih(n)] = 
- (V X (Ye + tzu), V X (~ (Ye + tzu)) }L2(0) 
- (V X (Ye + tzu)i V X zu}L2(0)i 
donde dd J(ye + tzu, ue)' = r (V X Ye)(V X Zu)dx. 
t t=o ln 
aJ d I Agora como, -8 (Ye, ue)u = -d J(ye, ue +tu) e, temos Ue t t=O 
Assim, 
! J(ye, Ue +tu) - ~ :t [IIV X Yeii(P(n))] + ~! [llue + tullb] = 
- N ( Ue +tu; :t ( Ue + tu)) u· 
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Portanto, dd J(ye, Ue + tu)l = N(ue, u)u. 
t t=O 
Assim, 
Por (3.5.4); com z = Zu: 
E de (3.5.6), com z = Pe= 
focv x Ye).('V x zu)dx + N(ue,u)u + 
1 3 
+ -L r (VYej- 'VWej)'Vzujdx. 
é i=I Jn 
J.La(pe,zu)- b(we,Pe,zu) + N(ue,u)u = 
J.La(zu,Pe) + b( We, Zu,Pe) + N( Ue, u)u. 
(3.5.11) ~~e(we,ue).u = (Bu,pe) + N(ue,u)u = (B*pe + Nue,u)u. 
Desde que ( We, ue) é solução de (3.4.2), tem-se: 
~~(we,uê).w =O, Vw E Yo e ~~(we,ue)(u- ué)~ O, Vu E K. 
Assim, 
~~e (wê, uê).(u- ue) = (B*pe + Nue, u- Ue)u ~O, Vu E K; 




Usando (3.5.12), com w = z e por (3.5.4) segue-se que: 
J.La(pe:,z)- b(we:,Pe:,z) = fncv x Ye:).(V x z)dx + b(z,pe:,Ye:), Vz E Yo. 
Logo, 
J.La(p0 z)- b( We:,Pe:, z)- b(z, Pe:, Ye:) = k (V X Ye:).(V X z)dx, Vz E }ó. 
e, daí, obtemos (3.5.2) o 
É óbvio que essas condições de otimalidade (3.5.1) à (3.5.3) podem ser escritas da 
seguinte forma: 
COROLÁRIO {3.5.2): Se ( We:, ue:) é uma solução de (3.4.2), então, existem elementos 





-_J.Ll1Ye: + (we:.V)ye: + V1re: =f+ Bue:, em D., 
dw Ye: =O, em D.;ye: = <I>r, em r 
{ 
-_J.Ll1Pe:- (we:.V)pe: + (Vye:)TPe + V).e: =V x (V x Ye:), em 0., 
dw Pe: = O, em D.; Pe: = O, em r 
3.6 PROVA DO TEOREMA {3.3.1): Conforme mencionamos anteriormente, para 
provarmos o teorema tomaremos limites nas condições de otimalidade (3.5.1)-(3.5.3) e 
nos utilizaremos da Proposição (3.4.1). Nesse processo o ponto essencial é a limitação de 
{Pe:}e:>O em (H1 (0.))3 . 
Primeiramente assumiremos que {Pe:}e:>O é limitada em (L2 (D.)?. 











IIPell(u(0))3 ~ 2IIPellfL2(0))3·11Pell{kl(0))3• 
E, juntamente com (3.5.16), obteremos: 
1 ª-
IIPeii(Hl(0))3 ~(l\IIPeii(H1 (0))3 + X1'211Pell(i2(0))3·11Peii(Hl(0))3• 
Portanto 
3 
IIPe II(Hl (0))3 ~a\ iiPe 11 (H1 (0))3 + a'311Pe 11 (kl (0))3' 
Daí, nós podemos extrair uma subsequência, também denotada por Pe, e um ele-
mento p E (H1 (!1)) 3 , tal que, Pe ~ p, em (H1(!1))3 • 
E, facilmente podemos passar o limite em (3.5.2), usando (3.4.4) e (3.4.5) e obtermos; 
para todo z E Yo: 
pa(p,z)- b(y,p,z)- b(z,p,Y) = fn(v x Y).(V x z)dx; 
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daqui segue a existência de :X E L2 (D), verificando (3.3.3) com a= 1. E ainda podemos 
observar que, como Pe E Yo e Pe __._ p, temos quepE Yo, ou seja, divp =O, em n e p =O, 
em r. 
Analogamente, podemos passar o limite em (3.5.1) e obtermos: 
p.a(y, z) + b(y, y, z) = (f+ Bu; z) Vz E Yo; 
donde, sabemos que existe 1f E L2 (D), tal que, (y, 1f) e u satisfazem (3.3.2), como 
queríamos. 
Finalmente, para passarmos o limite em (3.5.3) e obtermos (3.3.4) com a = 1 é 
preciso que consideremos que N > O, ou que a aplicação linear e contínua B seja também 
compacta. 
De fato, O :::; (B*pe + Nue, u- ue)u = (B*pe, u- Ue)u + (Nue, u- ue)u; daí, O :::; 
(Pe 1 B( U- Ue))(HJ(ü))3,(H-l(0))3 + N( Ue 1 u)u- Nlluellb· 
Logo, 
O < lim inf(Pe, B(u- Ue))(HJ(ü))3,(H-l(0))3 + lim inf N(ue, u)u- Nlim inflluellb:::; 
< lim inf(pe,B(u- ue))(HJ(ü))3,(H-l(0))3 + lim infN(ue,u)u- N.llullb; 
onde usamos o fato de que I · 11 2 é fracamente s.c.i. e Ue ___. u, em U. 
Se N > O, nós temos que Ue -+ u, em U, e como B é contínua segue-se que 
B(u- ue) -+ B(u- u), em (H-1 (D)?; daí como Pe ___. p em (HJ(D))3 , tem-se que 
(Pe, B(u- Ue))(HJ(ü))3,(H-l(0))3 -7 (p, B(u- u))(HJ(ü))3,(H-1(0))3· 
Portanto, 
O < lim(pe,B(u- ue))(HJ(ü))3,(H-l(0))3 + limN(ue,u)u- Njjull~ = 
(p, B(u- u))(HJ(n))3,(H-l(0))3 + N(u, u)u- N.llullb· 
Logo, 
(B*p, u- u)u +(Nu, u- u)u = (B*p +Nu, u- u)u :::; O, Vu E K. 
Agora se N = O, é preciso que a aplicação B seja compacta. Assim, O :::; 
(B*pe, u - ue)u = (pe, B( u - ue))(HJ(ü))3,(H-l(0))3Í e como u - Ue ___,_ u - u, em U e B 
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é compacta tem-se que B(u- ue)-+ B(u- u), em (H-1(n))3 . 
Portanto, lim(pe,B(u- Ue)} 2:: o, logo, (p,B(u- u)}(HJ{0))3,(H-l(0))3 2:: o, ou Seja, 
(B*p, u- u)u 2:: O, Vu E K; como queríamos mostrar. 





quando ê-+ O e, redefiniremos ae·Pe por Pe· Assim, (3.5.2) e (3.5.3) se tornam: 
(3.5.18) J.la(pe, z)- b(we,Pe, z)- b(z,pe, Ye) = ae lo (''V X Ye).(V X z)dx, Vz E Yo 
(3.5.19) 
E, repetindo o argumento anterior, nós derivamos (3.3.2)-(3.3.4), com a= O. Real-
mente, passando o limite em (3.5.18): J.la(p, z)- b(y,p, z)- b(z,p, y) =O, Vz E Yo a qual 
é (3.3.3) com a = O. E em (3.5.19): (B*p, u- u)u 2:: O, Vu E K desde que assumimos 
que a aplicação B seja compacta; obtendo assim (3.3.4), com a = O. Da mesma forma, 
obtemos (3.3.2) facilmente. 
Resta-nos provar (3.3.1). No caso em que a =/= O, tem-se (3.3.1) trivialmente. Se 
a = O, precisamos provar que p =/= 0: 
Da convergência fraca Pe __. p, em (H1(n))3 e teorema de Imersão de Sobolev segue 
a convergência forte de Pe a p em (L2 (n)?, o qual prova, relembrando a redefinição de Pe 
que, IIJ5JI(L2(0))3 = limJJPeii(L2(0))3 = 1. 
e!O 
De fato, como Pe -+ p, em (L2(n)?; teremos, IIPe - pJJ(L2(0))3 -+ O; assim, 




lliJII(L2(0))3 = 1, donde ,p =I= O. 
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o 
Com isto está provado o teorema que expressa as condições de otimalidade para o 
nosso problema de controle. 
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