Abstract: For a quadrotor, one can identify the two well-known inherent rotorcraft characteristics: underactuation and strong coupling in pitch-yaw-roll. To confront these problems and design a station-keeping and tracking controller, dynamic inversion is used. Typical applications of dynamic inversion require the selection of the output control variables to render the internal dynamics stable. This means that in many cases, perfect tracking cannot be guaranteed for the actual desired outputs. Instead, the internal dynamics of the feedback linearised system is stabilised using a robust control term. Unlike standard dynamic inversion, the linear controller gains are chosen uniquely to satisfy the tracking performance. Stability and tracking performance are guaranteed using a Lyapunov-type proof. Simulation with a typical nonlinear quadrotor dynamic model is performed to show the effectiveness of the designed control law in the presence of input disturbances.
Introduction
Nowadays unmanned rotorcraft are designed to operate with greater agility, and rapid manoeuvering and are capable of work in degraded environments such as wind gusts and so on. The control of these rotorcraft is a subject of research especially in applications such as rescue, surveillance, inspection, mapping and so on. For these applications, the ability of the rotorcraft to manoeuver sharply and hover precisely is important [1] . Rotorcraft control as in these applications often requires holding a particular trimmed state, generally hover, as well as making changes of velocity and acceleration in a desired way [2] . Similar to aircraft control, rotorcraft control too involves controlling the pitch, yaw and roll motion. But the main difference is that because of the unique body structure of rotorcraft (as well as the rotor dynamics and other rotating elements), the pitch, yaw and roll dynamics are strongly coupled. Therefore it is difficult to design a decoupled control law of sound structure that stabilises the faster and slower dynamics simultaneously. On the contrary, for a fixed wing aircraft it is relatively easy to design decoupled standard control laws with intuitively comprehensible structure and guaranteed performance [3] . There are many different approaches available for rotorcraft control such as [4 -8] and so on. Popular methods include input -output linearisation and backstepping.
The six-degree-of-freedom airframe dynamics of a typical quadrotor involves the typical translational and rotational dynamical equations as in [2, 9] . The dynamics of a quadrotor is essentially a simplified form of helicopter dynamics that exhibits the basic problems including underactuation, strong coupling, multi-input/multi-output and unknown nonlinearities. The quadrotor is classified as a rotorcraft where lift is derived from the four rotors. Most often they are classified as helicopters as its movements are characterised by the resultant force and moments of the four rotors. Therefore the control algorithms designed for a quadrotor could be applied to a helicopter with relatively straightforward modifications. Most of the papers [5, 6, 8] and so on deal with either input -output linearisation for decoupling pitch yaw roll or backstepping to deal with the underactuation problem. The problem of coupling in the yaw-pitch -roll of a helicopter, as well as the problem of coupled dynamics -kinematic underactuated system, can be solved by backstepping [10 -12] . Dynamic inversion [3] is effective in the control of both linear and nonlinear systems and involves an inner inversion loop (similar to feedback linearisation) which results in tracking if the residual or internal dynamics is stable. Typical usage requires the selection of the output control variables so that the internal dynamics is guaranteed to be stable. This implies that the tracking control cannot always be guaranteed for the original outputs of interest.
The application of dynamic inversion on UAVs and other flying vehicles such as missiles, fighter aircrafts and so on are proposed in several research works such as [13] [14] [15] and others. It is also shown that the inclusion of dynamic neural network for estimating the dynamic inversion errors can improve the controller stability and tracking performance. Some other papers such as [16 -20] and others discuss the application of dynamic inversion on nonlinear systems to tackle the model and parametric uncertainties using neural nets. It is also shown that a reconfigurable control law can be designed for fighter aircraft using neural net and dynamic inversion. Sometimes the inverse transformations required in dynamic inversion or feedback linearisation are computed by neural network to reduce the inversion error by online learning.
In this paper, we apply dynamic inversion to tackle the coupling in quadrotor dynamics which is in fact an underactuated system. Dynamic inversion is applied to the inner loop, which yields internal dynamics that are not necessarily stable. Instead of redesigning the output control variables to guarantee stability of the internal dynamics, we use a robust control approach to stabilise the internal dynamics. This yields a two-loop structured tracking controller with a dynamic inversion inner loop and an internal dynamics stabilisation outer loop. Section 2 of this paper discusses the basic quadrotor dynamics which is used for control law formulation. Section 3 shows dynamic inversion of a nonlinear state-space model of a quadrotor. Sections 4 discusses the robust control method to stabilise the internal dynamics. In Section 6, simulation results are shown to validate the control law discussed in this paper. Fig. 1 shows a basic model of an unmanned quadrotor. The quadrotor has some basic advantages over the conventional helicopter. Given that the front and the rear motors rotate counter-clockwise when the other two rotate clockwise, gyroscopic effects and aerodynamic torques tend to cancel in trimmed flight. This four-rotor rotorcraft does not have a swashplate [21] . In fact it does not need any blade pitch control. The collective input (or throttle input) is the sum of the thrusts of each motor (Fig. 1) . Pitch movement is obtained by increasing (reducing) the speed of the rear motor and reducing (increasing) the speed of the front motor. The roll movement is obtained similarly using the lateral motors. The yaw movement is obtained by Figure 1 Model of quadrotor Courtesy of [9, 25] 
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increasing (decreasing) the speed of the front and rear motors and decreasing (increasing) the speed of the lateral motors [22] .
In this section, we will describe the basic state-space model of the quadrotor. The dynamics of the four rotors are relatively much faster than the main system and thus neglected in our case. The generalised coordinates of the rotorcraft are q ¼ (x, y, z, c, u, w), where (x,y,z) represents the relative position of the centre of mass of the quadrotor with respect to an inertial frame = and (c, u, w) are the three Euler angles representing the orientation of the rotorcraft, namely yaw-pitch -roll of the vehicle.
Let us assume that the transitional and rotational coordinates are in the form j ¼ (x, y, z)
. Now the total transitional kinetic energy of the rotorcraft will be
where m is the mass of the quadrotor. The rotational kinetic energy is described as
is the auxiliary matrix expressed in terms of the generalised coordinates h. The potential energy in the system can be characterised by the gravitational potential, described as
T I v is the rotational kinetic energy with v as angular speed, U ¼ mgz is the potential energy, z is the quadrotor altitude, I is the body inertia matrix and g is the acceleration due to gravity.
Then the full quadrotor dynamics is obtained as a function of the external generalised forces
The principal control inputs are defined as follows. Define
where the main thrust is
and f i 's are described as
, where k i are positive constants and v i are the angular speed of the motor i. Then F j can be written as
where R is the transformation matrix representing the orientation of the rotorcraft as
The generalised torques for the h variables are
where
Thus the control distribution from the four actuator motors of the quadrotor is given by
where l is the distance from the motors to the centre of gravity, t M i is the torque produced by motor M i and c is a constant known as force-to-moment scaling factor. So, if a required thrust and torque vector are given, one may solve for the rotor force using (10) .
The final dynamic model of the quadrotor looks as
where Now finally the dynamic model of the quadrotor in terms of position x, y, z À Á and rotation (w, u, c) is written as
are the control inputs, I x,y,z are body inertia, J p is propeller/ rotor inertia and
Thus the system is the form of an underactuated system with six outputs and four inputs.
Dynamic inversion inner control loop
Dynamic inversion [3] is an approach where a feedback linearisation loop is applied to the tracking outputs of interest. The residual dynamics, not directly controlled, is known as the internal dynamics. If the internal dynamics are stable, dynamic inversion is successful. Typical usage requires the selection of the output control variables so that the internal dynamics is guaranteed to be stable. This means that tracking cannot always be guaranteed for the original outputs of interest.
In this paper, we apply dynamic inversion to the system given by (15) and (16) to achieve station-keeping tracking control for the position outputs (x, y, z, c). Initially we select the convenient output vector y 1 ¼ (z, w, u, c) that makes the dynamic inverse easy to find. Dynamic inversion now yields effectively an inner control loop that feedback linearises the system from the control u h ¼ (u, t w , t u , t c ) to the output y 1 ¼ z, w, u, c ð Þ .
Note, however, that y 1 is not the desired system output. Moreover, dynamic inversion generates a specific internal dynamics, as detailed below, which may not always be stable. Therefore a second outer loop is designed to generate the required values for y 1 ¼ z, w, u, c ð Þin terms of the values of the desired tracking output x, y, z, c À Á . A robustifying term is then added to stabilise the internal dynamics. An overall Lyapunov proof guarantees stability and performance. The following background is required. Consider a nonlinear system of the form
where u q [ R m is the control input and q [ R n is the state vector. The technique of designing the control input u using dynamic inversion involves two steps. First, one finds a state transformation z ¼ z(q) and an input transformation u q ¼ u q (q, v) so that the nonlinear system dynamics is transformed into an equivalent linear time-invariant dynamics of the form
where a [ R nÂn and b [ R nÂm are constant matrices with v is known as new input to the linear system. Secondly, one can design v easily from the linear control theory approach such as pole placement and so on. To obtain the desired linear equations (18) , one has to differentiate outputs until input vector u appears. That is, for a set of output y ¼ h(q) with
then the desired input which cancels the nonlinearities in the system is obtained as
. This control is known as dynamic inverse. r is known as the relative degree of the system and generally r , n; if r ¼ n then full state feedback linearisation is achieved if E(q) is invertible. Note that for multi-input multi-output system, if number of outputs is not equal to the number of inputs (underactuated system), then E(q) becomes non-square and is difficult to obtain a feasible linearising input u q .
Systems (15) and (16) are an underactuated system if we consider the states (x, y, z, w, u, c) as outputs and u h ¼ u, t w , t u , t c as inputs. To overcome these difficulties, we consider four outputs www.ietdl.org from (15) and (16) that
It is seen that for invertibility of E h , 0 u, w , 908. Equation (21) is equivalent to (19) ; the relative degree of the system is calculated as 8, whereas the order of the system is 12. So, the remaining dynamics which does not come out in the process of feedback linearisation is known as internal dynamics. To guarantee the stability of the whole system, it is mandatory to guarantee the stability of the remaining fourth-order dynamics. In the next section, we will discuss how to control the internal dynamics using a backstepping approach. Now using (20), we can write the desired input to the system
which yields
This system is decoupled and linear. The auxiliary input v h is designed as described below.
FBLC linear controller
Assuming the desired output to the system is
the linear controller v h is designed as
where K 1 w , K 2 w , . . . , and so on are positive constants so that the poles of the error dynamics arising from (23) and (24) 
T and a sliding error as
where L 1 is a diagonal positive-definite design parameter matrix. Common usage is to select L 1 diagonal with positive entries. Then, (25) is a stable system so that e 1 is bounded as long as the controller guarantees that the filtered error r 1 is bounded. In fact it is easy to show [23] that one has
Note that _ e 1 þ L 1 e 1 ¼ 0 defines a stable sliding mode surface. The function of the controller to be designed is to force the system onto this surface by making r 1 small. The parameter L 1 is selected for a desired sliding mode response e 1 (t) ¼ e
We now focus on designing a controller to keep r 1 small. From (25) ,
Adding an integrator to the linear controller given in (24) , and now we can rewrite (24) as
where Now using (22) and (29), we can rewrite (21) in the form of error dynamics as
Thus (28) becomes
4 Desired tracking loop and stabilization of the internal dynamics
The internal dynamics [12] for the feedback linearised system are given by
For the stability of the whole system as well as for the tracking purposes, x and y should be bounded and controlled in a desired way. Note that the height z is controlled by the linear controller (24) . To stabilise the zero dynamics, we select some desired u d and w d such that (x, y) is bounded. Then that u d , w d À Á is given to (24) as a reference. Therefore let us redefine (33) as
where,
Define the state error
and the sliding mode error for the internal dynamics as
where L 2 is a diagonal positive-definite design parameter matrix with similar characteristic of L 1 . Then designing a controller to keep r 2 small will guarantee that e 2 and _ e 2 are small. Differentiating r 2 we obtain
Combining (35) - (44), we obtain
5 Controller structure and stability analysis
The overall control system has two loops and is depicted in Fig. 2 . The following theorem details the performance of the controller.
Definition 1:
The equilibrium point x e is said to be uniformly ultimately bounded (UUB) if there exist a compact set S , R n so that for all x 0 [ S there exist a bound B and a time T (B, x 0 ) such that x(t) À x e (t) B 8t ! t 0 þ T .
Theorem 1: Given the system as described in (15) and (16) with a control law shown in Fig. 2 and given by (22) , (29) www.ietdl.org the proof and U m ¼ u=m. Then, the tracking errors r 1 and r 2 and thereby e 1 and e 2 are UUB with practical bounds (59), (61) and can be made arbitrarily small with a suitable choice of gain parameters. According to the definition given by (25) of r 1 and (43) of r 2 , this guarantees that e 1 and e 2 are UUB because
Proof: Consider the Lyapunov function
with symmetric matrices P 1 ,
Therefore by differentiating L we will obtain
Let us define that q ij and p ij denote the element of the matrices Q 1 and P 1 , respectively. Now it is possible to find appropriate v r w and v r u to construct a suitable V r for cancelling the term r
, then the following cases will arise: assume that 1 is a very small positive number near zero.
Case 2: When r
where P R min , Q S min , A PQ min are the minimum singular values of P 1 R, Q 1 S 0 and P S P T S Q 1 U mÃ , respectively. Similarly, A QU max is the maximum singular value of Q 1 U mÃ and Again from (57), we can rewrite
So, _ L 0 as long as
Thus, _ L is negative outside a compact set. Selecting the gains P 1 , R, Q 1 , S 0 ensures that the compact set defined by r 1 b r 1 and r 2 b r 2 is bounded. This ensures UUB for r 1 and r 2 stated in (59) and (61), respectively. Also, from (26), it trivially follows that e 1
6 Simulation results
Rotorcraft parameters
Simulation for a typical quadrotor is performed using the parameters (SI unit) 
Reference trajectory generation
As outlined in [24, 25] , a reference trajectory is derived that minimises the jerk (rate of change of acceleration) over the time horizon. The trajectory ensures that the velocities and accelerations at the end point are zero while meeting the position tracking objective. The following summarises this approach: Fig. 7 shows that x(t) follows the command x d (t) nearly perfect, whereas y(t) and z(t) are held their initial values. Fig. 8 shows that the change in x does not make any influence on w. The corresponding control inputs are also shown in Fig. 9 and due to the full decoupling effect it is seen that t w is almost zero.
The similar type of simulations are performed for y-and z-directional motions separately and similar plots are obtained showing excellent tracking.
Simulation with unmodelled input disturbances
The simulation is performed to verify its robustness properties against unmodelled input disturbances. For this www.ietdl.org 7 
Conclusion
A two-loop approach using input -output linearisation to design a nonlinear controller for a quadrotor dynamics is discussed in this paper. Using this approach, an intuitively structured controller was derived that has an outer proportional derivative loop and an inner feedback linearising control loop. The dynamics of a quadrotor is a simplified form of helicopter dynamics that exhibits the basic problems including underactuation, strong coupling, multi-input/multi-output. The derived controller is capable of dealing with such problems simultaneously and satisfactorily. As the quadrotor model discussed in this paper is similar to a full-scale, unmanned helicopter model, the same control configuration derived for a quadrotor is also applicable for a helicopter model. The simulation results with and without input disturbances are shown above. Some aspects still remain untouched. The controller shows high sensitivity to state disturbances, which may be in the interest of future research.
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