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ATTRACTING GRAPHS OF SKEW PRODUCTS WITH
NON-CONTRACTING FIBER MAPS
LORENZO J. DÍAZ AND EDGAR MATIAS
Abstract. We study attracting graphs of step skew products from the topo-
logical and ergodic points of view where the usual contracting-like assumptions
of the fiber dynamics are replaced by weaker merely topological conditions. In
this context, we prove the existence of an attracting invariant graph and study
its topological properties. We prove the existence of globally attracting mea-
sures and we show that (in some specific cases) the rate of convergence to these
measures is exponential.
1. Introduction
We study attracting graphs of step skew products from the topological and er-
godic points of view. Step skew products naturally arise in the study of random
maps, but they are also an important tool in the construction of topological dynam-
ical systems with a very rich dynamics. In this paper, we combine both aspects and
give criteria for the existence of global topological attractors and study their ergodic
properties. As this is a very wide field which typically combines various approaches,
we will refer to some key references only in the course of this introduction.
Given a compact metric space M , finitely many continuous maps fi : M → M ,
i = 1, . . . , k, and the shift map σ on the space of sequences Σk = {1, . . . , k}
Z, the
map F : Σk ×M → Σk ×M defined by
(1.1) F (ϑ, x) = (σ(ϑ), fϑ0 (x))
is called a step skew product over the shift σ, where ϑ = (ϑi)i∈Z. The maps fi are
called the fiber maps of F and σ is the base map.
We consider the set of weakly hyperbolic sequences
(1.2) SF
def
=
{
ϑ ∈ Σk :
⋂
n≥0 fϑ−1 ◦ · · · ◦ fϑ−n(M) is a singleton
}
and the coding map defined by
(1.3) ρ : SF →M, ρ(ϑ)
def
= lim
n→∞
fϑ−1 ◦ · · · ◦ fϑ−n(p).
By the definition of the set SF , the limit above always exists and does not depend
on the choice of the point p ∈ M . The image of SF by ρ is denoted by AF and
called the target set.
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Note that for every ϑ ∈ SF it holds
(1.4) fϑ0(ρ(ϑ)) = ρ(σ(ϑ))
and therefore the graph of ρ, (graph ρ), is F -invariant. Invariant graphs are well
studied objects when σ is a measure-preserving transformation of some probability
space (Σk,F ,P) such that equation (1.4) holds P-a.e.. The study of these invariant
graphs is well understood in the case when the fiber maps satisfy some form of
hyperbolicity (contraction), as for instance, having a negative Lyapunov exponent
(i.e., non-uniformly contracting). In this setting and assuming that the fiber maps
are Lipschitz, a classical result by Stark [18] claims that there is a unique invariant
graph and that it is an attractor. Note that in this setting we have P(SF ) = 1. We
observe that there is another line of research, of some different flavor, concerning
graphs of skew products with minimal base dynamics, see for example [9] and the
references therein.
In this paper, we analyze invariant graphs in much more general contexts. First,
we only assume that the fiber maps are continuous. Second, we do not assume
any contracting-like hypotheses. The only (purely topological) requirement is that
the set SF of weakly hyperbolic sequences is nonempty. For systems satisfying
this condition, we state simple topological properties that imply that the invariant
graph is the attractor of the system and is transitive. If, in addition, we assume
that SF has probability one (note that this does not involve any contracting-like
property) we obtain also ergodic information about the invariant graph, which is
attracting from the ergodic point of view. In this context, invoking a variation of
the “splitting property” of Dubins and Freedman [5] introduced in [4], we put Stark’s
result [18] into a much more general framework. In some sense, this topological-
like “splitting property” replaces in a topological way Stark’s hypotheses on the
Lyapunov exponent.
We now briefly describe our results. The complete statements and definitions are
given in Section 2. Let us start with the topological results. The maximal attractor
ΛF of F is defined by
(1.5) ΛF
def
=
⋂
n≥0
Fn(Σk ×M).
First note that graphρ ⊂ ΛF and that, in general, this inclusion can be strict.
Observe that the ω-limit set for F of any point is contained in the maximal attractor.
We also observe that, in general, the union of the ω-limit sets of “generic points”
may be properly contained in the maximal attractor. Hence, when considering
“attracting sets”, the maximal attractor may be “excessively big”. We will see that
the set graph ρ turns out to be “the actual attractor” of the system.
Theorem 1 states that the closure of graphρ is a topologically mixing F -invariant
set. Moreover, there is a “large” subset of Σk×M consisting of points whose ω-limit
contains the set graph ρ. Further, we state under which conditions the closure of
graphρ and the ω-limits coincide and when the closure of the graph of ρ coincides
with the maximal attractor.
Our second main result is an application of Theorem 1. It is motivated by [12]
and deals with skew products with one dimensional fiber maps (i.e., M = [0, 1]).
Theorem 2 states that the structure of graphρ can be much more complicated than
perhaps expected. Note that if M = [0, 1] then ΛF ∩ ({ϑ} × [0, 1]) is either a
point or an interval. In [12] it is shown that generically, in the class of step skew
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products whose fiber maps are C1 increasing diffeomorphisms of [0, 1] with image
strictly inside [0, 1], there is finitely many “locally maximal attractor” that is a
bony attractor, i.e., a closed set that intersects almost every (with respect to some
Markov measure) fiber at a single point and any other fiber at an interval (a “bone”).
However, exactly as in the discussion above about maximal attractors, these locally
maximal attractors may be excessively big in order to capture appropriately the
forward asymptotic behavior. Hence, in what follows, we focus on the topological
structure of graphρ. Theorem 2 states that for each m ≥ 1 there are robust
examples for which there is a dense subset Γ in the symbolic space Σk such that
for each ϑ ∈ Γ the intersection of the fibre {ϑ} × [0, 1] with graph ρ is the union of
m disjoint intervals.
Continuing with the ergodic results, we consider the shift map σ as a measure-
preserving transformation of some probability space (Σk,F ,P). Note that if P is
ergodic then P(SF ) = 0 or 1. Under the assumption P(SF ) = 1, we give a complete
description of the dynamics of the push forward F∗ of F (i.e., F∗ν(A) = ν(F
−1(A))
in the space of probability measures µ with marginal P,
(1.6) MP(Σk ×M)
def
= {µ ∈ M1(Σk ×M) : Π∗µ = P},
whereM1(Σk×M) is the space of probability measures of Σk×M and Π: Σk×M →
Σk is the projection, Π(ϑ, x) = ϑ. Note that the set MP(Σk ×M) is compact and
F∗-invariant (see Proposition 5.1 for details).
Our third main result, Theorem 3, states that there is a measure vP ∈MP(Σk ×
M) supported on the graph of ρ such that (in the weak∗ topology)
(1.7) lim
n→∞
Fn∗ ν = vP, for every ν ∈ MP(Σk ×M).
Therefore, we call the measure vP the global attractor of F∗|MP . Note that this
result is a version of the Letac’s contraction principle for skew products, [16]. We
emphasize that the probability P does not have to be Bernoulli. Finally, let us
observe that the idea of using the “reversed compositions” (in the spirit of (1.3)
and explicitly stated in the definition of the set SF ) to get ergodic properties can
be already found in the pioneering works by Furstenberg, see [7]. Later, Letac [16]
used this method to prove the existence and uniqueness of the stationary measure
in the context i.i.d. random products.
Our last main result, Theorem 4, is a strong version of Theorem 3 in the case
when M is a compact subset of Rm and P is a Markov measure and stated for
step skew products satisfying the splitting property introduced in [4] (see Definition
2.6). This property is a variation of the classical splitting property introduced
by Dubins and Freedman in [5] to study Markov operators associated to (i.i.d.)
random products. In [4] we prove that this property implies P(SF ) = 1 and hence,
by Theorem 3, there is a global attracting measure vP ∈ MP. Theorem 4 states
that rate of convergence to the attracting measure is exponential (with respect to
the Wasserstein metric).
We conclude this introduction observing that our results were motivated by the
constructions in [15] and [3] of bony attractors and porcupine-like horseshoes (see
the discussion in Section 2.5) but that our results can be applied to a much more
wider contexts, this is illustrated with a series of examples in Section 2. The goal
is to understand the dynamics of these examples from the topological and ergodic
points of view.
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Organization of the paper. In Section 2 we state precisely the main results in
this paper and also provides some classes of examples. Each subsequent section is
dedicated to the proof of one of the theorems above. Thus Theorem k is proved in
Section k + 2, where k = 1, . . . , 4.
2. Statement of results
LetM be a compact metric space and F : Σk×M → Σk×M a step skew product
as in (1.1) over the shift map with fiber maps f1, . . . , fk : M → M . We use the
following notation for compositions of fiber maps,
(2.1) fnϑ
def
= fϑn−1 ◦ · · · ◦ fϑ0 , where ϑ ∈ Σk.
We denote by IFS(f1, . . . , fk) the iterated function system induced by the maps fi
(i.e., the set of maps g of the form g = fω0 ◦ · · · ◦ fωi , where ωj ∈ {1, . . . , k} and
i ≥ 0).
2.1. Attracting invariant graphs. A key object in our study is the Barnsley-
Hutchinson operator induced by F that associates to each set A ⊂M the set
(2.2) BF (A)
def
=
k⋃
i=1
fi(A).
This operator acts continuously in the space of nonempty compact subsets of M
endowed with the Hausdorff metric. A fixed point A of the Barnsley-Hutchinson
operator is Lyapunov stable if for every open neighborhood V of A there is an open
neighborhood V0 of A such that
(2.3) BnF (V0) ⊂ V for every n ≥ 0.
Given a compact F -invariant subset Y of Σk ×M , the map F is topologically
mixing in Y if for every pair of nonempty relatively open sets U and V of Y there
is n0 such that F
n(V ) ∩ U 6= ∅ for all n ≥ n0. Given z = (ϑ, x) we denote by
ωF (z) the ω-limit set of z for F (i.e., the points (η, y) such that there is a sequence
nk →∞ such that Fnk(z)→ (η, y)). We say that a sequence ϑ ∈ Σk is disjunctive
if its forward σ-orbit is dense in Σk. A point z = (ϑ, x) such that ϑ is disjunctive
is called a disjunctive point.
Recall the definition of the target set AF = ρ(SF ). Denote by FA the restriction
of F to the set Σk ×AF and by ΛFA the maximal attractor of FA, that is,
(2.4) ΛFA
def
=
⋂
n≥0
FnA(Σk ×AF ).
Theorem 1 (Topological attractor). Let M be a compact metric space and F : Σk×
M → Σk ×M a step skew product as in (1.1). Assume that SF 6= ∅. Then:
(1) For every disjunctive point z it holds graph ρ ⊂ ωF (z). Moreover, assume
that
– either AF is a Lyapunov stable fixed point of the Barnsley-Hutchinson
operator BF
– or AF has nonempty interior,
then graphρ = ωF (z).
(2) ΛFA = graph ρ.
(3) F is topologically mixing in graph ρ.
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Remark 2.1. Note that if AF = M then item (2) implies ΛF = ΛFA = graphρ.
A particular setting where ΛF = graphρ is given by systems whose phase space is
the Hutchinson attractor1 of a uniformly contracting subsystem, that is, there are
uniform contractions g1, . . . , gℓ ∈ IFS(f1, . . . , fk) such that the union of the sets
gi(M), i = 1, . . . , ℓ, covers M . Note that these conditions imply that AF = M
is the Hutchinson attractor, see [8]. These ideas were used in [15] to get robust
examples of skew products whose maximal attractors are graphs.
Example 2.2. Let K ⊂M be a compact subset of M with nonempty interior and
f1, . . . , fk : M →M uniformly contracting maps such that
(2.5)
k⋃
i=1
fi(K) = K.
Then for every continuous maps fk+1, . . . , fk+ℓ : M → M , ℓ ≥ 0, the step skew
product F : Σk+ℓ × M → Σk+ℓ × M with fiber maps f1, . . . , fk+ℓ is such that
K ⊂ AF . Thus AF has nonempty interior. Therefore we can apply Theorem 1 to
F . Note that if ℓ ≥ 1 then the set AF is, in general, unknown, but still we can
conclude the existence of an invariant attracting graph.
K
f1
f2
f3
Figure 1. Example 2.2, one dimensional illustration (where k = 2 and ℓ = 1).
To see that K ⊂ AF consider the skew product G : Σk ×M → Σk ×M with
fiber maps f1, . . . , fk. By the Hutchinson theory [8], it follows that AG = K. Since
AG ⊂ AF it follows K ⊂ AF .
Figure 1 illustrates the example in the one dimensional case.
2.2. Disconnected spines. Let S denote the set of step skew products F : Σk ×
[0, 1] → Σk × [0, 1] over the shift map with C1 fiber maps. In S we consider the
following metric: given F and G in S with fiber maps f1, . . . , fk and g1, . . . , gk,
respectively, let
d(F,G)
def
= max
i
dC1(fi, gi),
where dC1 denotes the C
1 uniform distance.
The next result shows that the fiber structure of attracting graphs can be much
more complicated than the fiber structure of the maximal attractors.
Theorem 2 (Disconnected spines). For every m ≥ 1 there is an open set Sm ⊂ S
of step skew products F : Σ4× [0, 1]→ Σ4× [0, 1] with injective fiber maps such that
every F ∈ Sm has the following properties:
1The Hutchinson attractor is the globally attracting fixed of the Barnsley-Hutchinson operator
BF when the maps fi are uniform contractions, see [8]
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(1) For every disjunctive point z it holds graph ρ = ωF (z).
(2) There is a dense subset Γ of Σ4 such that for every sequence ϑ ∈ Γ the
intersection of the fibre {ϑ} × [0, 1] with graph ρ is the union of m disjoint
nontrivial intervals.
Remark 2.3. For step skew products F as in Theorem 2 the target set AF is a
finite union of disjoint intervals, see the proof of Theorem 2. Recall that, in the
case of uniformly contracting invertible maps, compact sets that are Hutchinson
attractors are either a connected set or a totally disconnected set. Hence AF is not
the Hutchinson attractor of any hyperbolic iterated function systems. This shows
that to understand the structure of graphs we need to go beyond the Hutchinson
theory.
Let us observe that Theorem 2 was partially motivated by the questions posed
in [15] as well as his constructions of K-pairs, see Section 4.1.
Remark 2.4. Kudryashov poses the following [14, Question 2.9.3] about the fiber
structure of attractors: “Does the likely limit set of typical step skew products
over a Markov shift intersect each fiber on a finite union of intervals and points?”.
Theorem 1 allows us to address this question in a perhaps more transparent way. In
view of item (2) and the characterization of the maximal attractor in Proposition 3.1
we have that
graphρ =
⋃
ϑ
{ϑ} × IAϑ , where I
A
ϑ
def
=
⋂
n≥1
fϑ−1 ◦ · · · ◦ fϑ−n(AF ).
Thus, to understand the fiber structure of graphρ it is enough to study the sets
IAϑ .
2.3. Attracting invariant measures. We call F a step skew product over the
measure-preserving shift map (Σk,F ,P, σ) to emphasize that the base map σ is
a measure-preserving transformation of some probability space (Σk,F ,P). The
sigma-algebra F is always assumed to be the product sigma-algebra E Z, where E
is the discrete sigma-algebra of {1, . . . , k}. If P is a Markov measure (see Definition
below) we say that F is a step skew product over a Markov shift.
Associated to the coding map ρ defined in (1.3) we consider the map
(2.6) ρˆ : SF → SF ×M, ρˆ(ϑ)
def
= (ϑ, ρ(ϑ)),
whose image is the graph of the map ρ (denoted by graph ρ).
For the precise definitions of isomorphic measure-preserving transformations see
Definition 5.4. In what follows, given a measure µ we denote by suppµ its support.
Theorem 3 (Global attractor of measures). Let M be a compact metric space and
let F : Σk ×M → Σk ×M be a step skew product over a measure-preserving shift
map (Σk,F ,P, σ). Assume that P(SF ) = 1. Then:
(1) The measure vP = ρˆ∗P is the global attractor of F∗|MP . In particular, F
has a unique invariant measure with marginal P whose disintegration with
respect to P is the Dirac delta measure δρ(·).
(2) (F, vP) is isomorphic to (σ,P).
(3) supp vP = graph (ρ|supp P).
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Remark 2.5. Note that in setting considered by Stark in [18] with negative maxi-
mal Lyapunov exponent2 one has P(SF ) = 1. Thus Theorem 3 holds in this setting.
As far as we know, the study of ergodic properties for these skew products is still
quite incipient and there are very few available results, see [19] and also [6] for some
specific cases. We refer to [10] for a bifurcation setting.
For step skew products whose fiber maps are defined on a subset M of Rm
Theorem 3 can be improved for a certain class of step skew products over a Markov
shift having a splitting property. As stated below, under these conditions, the
convergence to the attracting measure in Theorem 3 is exponentially fast.
More precisely, consider the Wasserstein metric in M1(Σk ×M) defined by
(2.7) dW (µ, ν)
def
= sup
{∣∣∣∣
∫
φdµ−
∫
φdν
∣∣∣∣ , φ ∈ Lip1(Σk ×M)
}
,
where Lip1(Σk ×M) denotes the space of Lipschitz maps with Lipschitz constant
one (Σk ×M is endowed with the canonical metric, see Section 6.1). Observe that
this metric generates the weak-∗ topology in M1(Σk ×M) see [13].
Further, recall that a k × k matrix P = (pij) is a transition matrix if pij ≥ 0
for all i, j and for every i it holds
∑k
j=1 pij = 1. A stationary probability vector
associated to P is a vector p¯ = (p1, . . . , pk) whose elements are non-negative real
numbers, sum up to 1, and satisfies p¯ P = p¯. Given a transition matrix P and a
stationary probability vector p¯, there is a unique probability measure P on Σk such
that the sequence of coordinate mappings on Σk is a homogeneous Markov chain
with probability transition P and starting probability vector p¯. For details see,
e.g., [17, Chapter 1]. The measure P is the Markov measure associated to the pair
(P, p¯). The measure P is σ-invariant and the measure-preserving dynamical systems
(Σk,F ,P, σ) is a Markov shift. A Markov shift (Σk,F ,P, σ) with transition matrix
P = (pij) is called irreducible if for every ℓ, r ∈ {1, . . . , k} there is n = n(ℓ, r) such
that Pn = (pnij) satisfies p
n
ℓ,r > 0. We observe that an irreducible transition matrix
has a unique positive stationary probability vector p¯ = (pi), see [11, page 100].
Finally, recall that a sequence (a1 . . . aℓ) ∈ {1, . . . , k}ℓ is admissible with respect to
P = (pij) if paiai+1 > 0 for every i = 1, . . . , ℓ− 1.
Definition 2.6 (Splitting condition). Let F be a step skew product over a Markov
shift (Σk,F ,P, σ) with fiber maps f1, . . . , fk : M → M . Consider the projections
πs : M → R given by πs(x1, . . . , xm)
def
= xs, where s ∈ {1, . . . ,m}. We say that F
splits if the are P-admissible sequences (a1 . . . aℓ) and (b1 . . . br) with aℓ = br such
that the sets M1
def
= faℓ ◦ · · · ◦ fa1(M) and M2
def
= fbr ◦ · · · ◦ fb1(M) satisfy
πs(f
n
ϑ (M1)) ∩ πs(f
n
ϑ (M1)) = ∅,
for every ϑ, every n, and every s.
Theorem 4 (Exponential convergence to the attracting measure). Let M ⊂ Rm
be a compact subset and F : Σk ×M → Σk ×M be a step skew product over an
irreducible Markov shift (Σk,F ,P, σ). Suppose that F splits. Let P = (pij) be the
corresponding transition matrix and suppose that there is u such that puj > 0 for
every j. Then
(1) The coding map ρ is defined P-almost everywhere, i.e., P(SF ) = 1.
2The maximal Lyapunov exponent is the rate of growth of the Lipschitz constant of the com-
positions fn
ϑ
.
8 L. J. DÍAZ AND E. MATIAS
(2) There are λ ∈ (0, 1) and N ≥ 0 such that for every probability measure
µ ∈ MP(Σk ×M) we have
dW (F
n
∗ µ, ρˆ∗P) ≤ mλ
n, for every n ≥ N.
(3) There are q ∈ (0, 1) and N ≥ 0 such that for P-almost every ϑ ∈ Σk there
is C(ϑ) > 0 such that
d(Fn(ϑ, x), ρˆ(σn(ϑ))) ≤ C(ϑ)qn, for every n ≥ N and every x ∈M.
Let us observe that the second item of Theorem 4 is a result in the same spirit
as the one in [2] in the context of i.i.d. random products. In [2], assuming also a
splitting-like condition, it is proved that the Markov operator has a unique station-
ary measure that attracts probability measures exponentially fast.
Example 2.7 (m dimensional examples). Consider a pair of increasing3 continuous
maps f1, f2 : [0, 1]
m → [0, 1]m such that
• (0m) is a fixed point of f1 which is a global attractor of f1 in [0, 1]
m\{(1m)},
• f2 is an uniform contraction whose fixed point x1 is in (0, 1)m, and
• πs(x1) 6= πs(f1(x1)) for every s = 1, . . . ,m.
Note that the fiber maps have a “mixed” behavior with intermingled regions of
expansion and contraction.
f2
f1
Figure 2. The fiber maps f1 and f2 of Example 2.7 for m = 1.
Consider a Markov measure P whose transition matrix P is of the form
(2.8)
(
p11 1− p11
p21 1− p21
)
, p11 ∈ [0, 1], p21 ∈ (0, 1).
Then the skew product F : Σ2× [0, 1]m → Σ2× [0, 1]m splits (with respect P), hence
the conclusions of Theorem 4 hold.
To see that F splits note that fk2 ([0, 1]
m) → {x1}. Hence, for sufficiently large
k, the sets f1 ◦fk2 ([0, 1]
m) and f2 ◦fk2 ([0, 1]
m) are disjoint. Thus f2 ◦f1 ◦fk2 ([0, 1]
m)
and fk+22 ([0, 1]
m) are also disjoint. To conclude observe that the finite sequences
(212 . . .2), (2 . . . 2) ∈ {1, 2}k+2 are both admissible and that the fiber maps f1, f2
are increasing monotones.
If the transition matrix is of the form(
p11 1− p11
0 1
)
3This means that for every (x1, . . . , xm) ∈ [0, 1]m, every s, i ∈ {1, . . . ,m}, and every j ∈ {1, 2},
the map x 7→ pis(fj(x1, . . . , xi−1, x, xi+1, . . . , xm)) is increasing.
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the previous construction holds if, for instance, f1 ◦ f2 is a uniform contraction
whose fixed point is in (0, 1)m. More complicated cases can be considered by using
the arguments in [?, Section 2.4.2] dealing with “monotone maps” in Rm.
We observe that in the one dimensional case different “geometrical’ configura-
tions” for the fiber maps can be considered, see the discussion in Section 2.5.
2.4. Milnor attractors. We now see some applications of our results to the study
of Milnor attractors. For that we need some definitions.
Consider a metric space M , a probability measure s on M , and a continuous
map f : M →M . The realm of attraction of a set B ⊂M , denoted by δ(B), is the
set of points z such that ωf(z) ⊂ B. A closed set X is a Milnor attractor (with
respect to f and s) if it satisfies s(δ(X)) > 0 and s(δ(Y )) < s(δ(X)) for every closed
set Y with Y ( X .
Corollary 1. Let F be as in Theorem 2. Consider an ergodic measure P fully
supported on Σk and a measure µ with marginal P. Then graph ρ is the unique
Milnor attractor of F with respect to µ.
To see why the corollary is so let D be the space of disjunctive sequences of Σk
and S
def
= D ×M . Consider the disintegration (µϑ)ϑ∈Σk of µ and observe that
µ(S) =
∫
Σk
µϑ(S
ϑ) dP(ϑ), where Sϑ = {x ∈M : (ϑ, x) ∈ S}.
Note that Sϑ = M if ϑ is disjunctive and that P(D) = 1 (by ergodicity of P). Thus
µ(S) =
∫
D
dP(ϑ) = P(D) = 1. Item (1) of Theorem 2 implies that graph ρ = ωF (z)
for every z ∈ S. These two claims imply that graph ρ is the unique Milnor attractor
(with respect to F and µ).
Corollary 2. Consider F and P as in Theorem 4 and a measure µ with marginal
P. Then graph ρ is the unique Milnor attractor (with respect F and µ).
By the third item in Theorem 4, there is Ω ⊂ Σk with P(Ω) = 1 such that
ωF (z) = graph ρ for all z ∈ Ω×M . Arguing as in the proof of Corollary 1, we get
µ(Ω×M) = 1 and thus graph ρ is the unique Milnor attractor of F with respect µ.
Special cases of the corollaries above are the product measures µ = P×m, where
m is any probability measure on M .
2.5. Prototypical examples. We now explain a class of examples that motivate
the ones in this paper and also provide families of “non-contracting” examples where
our results can be applied. In some sense, this section is a continuation of Exam-
ple 2.7.
In [3] are introduced the so-called “porcupine-like horseshoes” (these horseshoes
were also motivated by the so-called bony attractors, see [15]). The simplest model
of such horseshoes is obtained considering a step skew product map F : Σ2×[0, 1]→
Σ2 × [0, 1] whose fiber maps are C1 and injective and are as depicted in Figure 3.
It turns out that, for appropriate choices of the fiber maps f1 and f2, the maximal
attractor ΛF of F is a “non-hyperbolic” transitive set
4, whose subsets of fiber con-
tracting and fiber expanding periodic points are both dense (indeed, the maximal
attractor is an important type of transitive set called a “homoclinic class”). As in
4Obviously, here the hyperbolicity concerns only the one dimensional fiber direction.
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Example 2.7, a key feature of these systems is their “mixed” behavior in the fiber
direction.
T2
T1
Figure 3. The fiber maps of a porcupine-like horseshoe.
In the setting of porcupine-like horseshoes above, the set SF is a residual subset
of Σ2 whose complement S
c
F is dense, see [3]
5. In [15] the structure of the sets
SF and S
c
F is analyzed more closely, proving that HD(S
c
F) < 2 (here HD stands
for the Hausdorff dimension), see [15, Lemma 4], and that bp(SF ) = 1 for every
p ∈ (0, 1), here bp is the Bernoulli measure with weights (p, 1−p), p ∈ (0, 1), see [15,
Theorem 1]. Arguing exactly as in Example 2.7, one can prove that F satisfies the
splitting property for any Markov measure whose transition matrix is as in (2.8).
Therefore, we get a class of “non-contracting” examples satisfying the hypotheses
in Theorems 1 and 3.
Finally, let us observe that [15] (mainly) deals with systems whose fiber maps
preserve the orientation. In his context it holds AF = [0, 1] = AF . It is interesting
to compare with the case of porcupines, where AF ( [0, 1] and AF = [0, 1].
2.6. Notation. In the space Σk of two-sided infinite sequences with k symbols we
consider the canonical metric, which generates the product topology, defined by
(2.9) d0(ϑ, ξ)
def
=
1
2n
, where n = min{|i| : ϑi 6= ξi}.
Among all open sets, there is a special family called cylinders which is a base
for the product topology defined as follows. Given a finite sequence (a1, . . . , aℓ) ∈
{1, . . . , k}ℓ and m ∈ Z we let
(2.10) [m; a1 . . . aℓ]
def
= {ϑ ∈ Σk : ϑm = a1, . . . , ϑm+ℓ−1 = aℓ}.
Note that what determines in which position goes the sequence a1 . . . aℓ is only the
index m.
We also consider the space of unilateral sequences Σ+k = {1, . . . , k}
N endowed
with the product topology and define cylinders in the obvious way.
Finally, given ϑ ∈ Σk we write ϑ = ϑ−.ϑ+, where ϑ+ ∈ Σ
+
k is such that ϑ
+
i = ϑi,
i ≥ 0.
5In [3] the set SF corresponds to the “subset of sequences in Σ2 with trivial spines”. Indeed,
this is a simple remark that can be obtained in more general settings: it is not difficult to see that
if SF 6= ∅ then SF is a residual subset of Σk.
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3. Transitive invariant sets. Proof of Theorem 1
3.1. Preliminary topological property. Let F : Σk ×M → Σk ×M be a step
skew product over the shift map as in (1.1). The spine Iϑ of a sequence ϑ ∈ Σk is
defined as follows,
(3.1) Iϑ
def
=
⋂
n≥1
fϑ−1 ◦ · · · ◦ fϑ−n(M).
The next simple proposition characterizes the maximal attractor ΛF of F in term
of the set of spines.
Proposition 3.1. ΛF
def
=
⋂
n≥0
Fn(Σk ×M) =
⋃
ϑ∈Σk
{ϑ} × Iϑ.
Proof. Consider a point (ϑ, x) such that x ∈ Iϑ. Then for every n ≥ 1 we have that
the set f−1ϑ−n ◦ · · · ◦ f
−1
ϑ−1
(x) ⊂M is well defined and nonempty, hence
(ϑ, x) = Fn
(
σ−n(ϑ), f−1ϑ−n ◦ · · · ◦ f
−1
ϑ−1
(x)
)
.
This implies that (ϑ, x) ∈ ΛF , proving the inclusion “⊃”. For the inclusion “⊂” take
any (ϑ, x) ∈ ΛF . By definition of ΛF , for every n ≥ 1 there is (ϑ(n), x(n)) ∈ Σk×M
such that Fn(ϑ(n), x(n)) = (ϑ, x). Noting that ϑ(n) = σ−n(ϑ) we conclude that
x ∈ fϑ−1 ◦ · · · ◦ fϑ−n(M).
Since this holds for every n ≥ 1 it follows that x ∈ Iϑ, proving the proposition. 
3.2. Proof of Theorem 1. Recall the definitions of the coding map ρ : SF → X
in (1.3) and of the target set AF = ρ(SF ). By definition, F (graph ρ) ⊂ graphρ and
thus graph ρ ⊂ ΛF . Note also that graph ρ ⊂ SF ×AF .
Denote by D the set of disjunctive sequences of Σk. The first part of item (1) of
the theorem follows immediately from the next lemma.
Lemma 3.2. Let z = (ϑ, x) ∈ D ×M . Then graph ρ ⊂ ωF (z).
Proof. Since ωF (z) is closed it is enough to see that graph ρ ⊂ ωF (z). Take any
point (β, ρ(β)) ∈ graph ρ and consider a sequence nℓ → ∞ (with nℓ > ℓ) such
that σnℓ(ϑ) ∈ [−ℓ;β−ℓ . . . βℓ] for every ℓ ≥ 0 (here we use that ϑ ∈ D). Note that
σnℓ−ℓ(ϑ) ∈ [0;β−ℓ . . . βℓ]. Let
xℓ
def
= fϑnℓ−ℓ ◦ · · · ◦ fϑ0(x).
By definition of SF and since β ∈ SF it follows that
lim
ℓ→∞
fβ−1 ◦ · · · ◦ fβ−ℓ(xℓ) = ρ(β).
Hence limℓ→∞ F
nℓ(ϑ, x) = (β, ρ(β)), proving that graphρ ⊂ ωF (z). 
We postpone the proof of the second part of the first item of Theorem 1 to the
end of this section.
To prove the remainder items in the theorem we need two preparatory lemmas.
Given ξ+ = (ξ+0 ξ
+
1 . . . ) ∈ Σ
+
k we consider the subset of Σk defined by
[ξ+]
def
= {ϑ ∈ Σk : ϑi = ξ
+
i for every i ≥ 0}.
12 L. J. DÍAZ AND E. MATIAS
Lemma 3.3. Consider any open set [−ℓ; b−ℓ . . . bℓ]× J ⊂ Σk ×M such that
AF ∩
(
(fb−1 ◦ · · · ◦ fb−ℓ)
−1(J)
)
6= ∅.
Then for every open set Q ⊂ Σ+k there is n0 = n0(Q) ≥ 0 such that for every n ≥ n0
there is a sequence ξ+,n ∈ Q such that
Fn
(
[ξ+,n]×M
)
⊂ [−ℓ; b−ℓ . . . bℓ]× J.
Proof. By hypothesis there is q ∈ (fb−1 ◦ · · · ◦ fb−ℓ)
−1(J)∩AF . Thus, by definition
of AF , there is a sequence c1, . . . cp such that
fc1 ◦ · · · ◦ fcp(M) ⊂ (fb−1 ◦ · · · ◦ fb−ℓ)
−1(J).
Hence
(3.2) fb−1 ◦ · · · ◦ fb−ℓ ◦ fc1 ◦ · · · ◦ fcp(M) ⊂ J.
Let σ+ be the shift map on Σ+k and recall that it is topologically mixing. This
implies that there ism0 > 0 such that for each n ≥ m0 there is a sequence ϑ+,n ∈ Q
such that
(3.3) (σ+)n(ϑ+,n) ∈ [0; cp . . . c1b−ℓ . . . b0 . . . bℓ] ⊂ Σ
+
k .
For each n with n− ℓ− p ≥ m0 we define the sequence
ξ+,n
def
= ϑ+,n−(ℓ+p) ∈ Σ+k .
Take any ζ ∈ [ξ+,n] and note that, by construction, for every x ∈M we get
Fn−ℓ−p(ζ, x) ∈ [0; cp . . . c1b−ℓ . . . b0 . . . bℓ]×M.
Therefore from equations (3.2) and (3.3) it follows that
Fn(ζ, x) = F ℓ+p(Fn−ℓ−p(ζ, x)) ∈ [−ℓ; b−ℓ . . . bℓ]× J,
proving the lemma. 
Lemma 3.4. Let Ω be a compact subset of Σk × AF with F (Ω) = Ω. Then Ω ⊂
graphρ.
Proof. Take any point (ϑ, y) ∈ Ω and V = [−ℓ;ϑ−ℓ . . . ϑℓ]× J be an open set such
that (ϑ, y) ∈ V . Since F (Ω) = Ω we get F−ℓ(ϑ, y) ∩ Ω 6= ∅. This implies that
(fϑ−1 ◦ · · · ◦ fϑ−ℓ)
−1(y) ∩ AF 6= ∅ =⇒ AF ∩ f
−1
ϑ−ℓ
◦ · · · ◦ f−1ϑ−1(J) 6= ∅.
Applying Lemma 3.3 to the open set Q = Σ+k we get a sequence ξ
+ ∈ Σ+k and n ≥ 0
such that
Fn
(
[ξ+]×M
)
⊂ [−ℓ;ϑ−ℓ . . . ϑℓ]× J.
Note that by the definition of SF in (1.2), we have that if ϑ = ϑ
−.ϑ+ ∈ SF then
ϑ−.ξ+ ∈ SF for all ξ+ ∈ Σ
+
k . Since SF 6= ∅ by hypothesis, this implies that(
[ξ+]×M
)
∩ graph ρ 6= ∅ and that graph ρ is F -invariant, we conclude that
graphρ ∩ [−ℓ;ϑ−ℓ . . . ϑℓ]× J 6= ∅.
Since this holds for every neighborhood V of (ϑ, x) we get (ϑ, x) ∈ graph ρ. As this
holds for every point of Ω the lemma follows. 
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We are now ready to prove item (2). Recall that FA is the restriction of F to
the set Σk × AF . Clearly, ΛFA ⊂ Σk × AF and since ΛFA is a maximal invariant
set we have that F (ΛFA) = FA(ΛFA) = ΛFA . Thus we can apply Lemma 3.4 to
ΛFA to obtain ΛFA ⊂ graph ρ. For the converse inclusion “⊃”, it is enough to take
any disjunctive point z = (ϑ, x) ∈ ΛFA , then the first item of the theorem and the
F -invariance of ΛFA imply that
graph ρ ⊂ ωF (z) ⊂ ΛFA ,
proving the inclusion.
Item (3) of the Theorem(F is topologically mixing in graphρ) is an immediate
consequence of the next lemma.
Lemma 3.5. Consider any pair of open sets
V = [−ℓ; b−ℓ . . . bℓ]× J and U = [−m; a−m . . . am]× I
intersecting graph ρ. Then there is n0 such that
Fn(U ∩ graph ρ) ∩ V 6= ∅ for every n ≥ n0.
Proof. We first state a claim that will be also used to conclude the proof of item
(1).
Claim 3.6. Let (ϑ, q) ∈ graphρ. Then AF ∩f
−1
ϑ−ℓ
◦· · ·◦f−1ϑ−1(q) 6= ∅ for every ℓ > 0.
Proof. Take any (ϑ, q) ∈ graph ρ. Since by item (2) ΛFA = graphρ, we have that
F (graphρ) = graph ρ. Thus F−ℓ(ϑ, q)∩ graphρ 6= ∅ for every ℓ > 0. By definition,
we have that graph ρ ⊂ Σk × AF which implies (fϑ−1 ◦ · · · ◦ fϑ−ℓ)
−1(q) ∩ AF 6= ∅,
proving the claim. 
By hypothesis, the set V = [−ℓ; b−ℓ . . . bℓ]× J contains a point (ϑ, q) ∈ graphρ.
Hence, by Claim 3.6,
(fϑ−1 ◦ · · · ◦ fϑ−ℓ)
−1(q) ∩ AF 6= ∅ =⇒ AF ∩ f
−1
ϑ−ℓ
◦ · · · ◦ f−1ϑ−1(J) 6= ∅.
This allows to apply Lemma 3.3 to the sets V = [−ℓ; b−ℓ . . . bℓ] × J and Q =
[0; a0 . . . am] ⊂ Σ
+
k (where a0 . . . am is an the definition of U), getting m0 = m0(Q)
such that for every n ≥ m0 there is a sequence ξ
+,n ∈ Q such that
(3.4) Fn
(
[ξ+,n]×M
)
⊂ [−ℓ; b−ℓ . . . bℓ]× J = V for every n ≥ m0.
Claim 3.7.
(
graph ρ ∩ U
)
∩
(
[ξ+,n]×M
)
6= ∅ for every n ≥ max{m,m0}.
Proof. By hypothesis, U = [−m; a−m . . . am] × I and there is (ζ, z) ∈ U ∩ graphρ
where ζ ∈ SF . Consider the sequence γ = ζ−.ξ+,n ∈ Σk. By construction,
γ ∈ SF ∩ [ξ
+,n] ∩ [−m; a−m . . . am]
and ρ(γ) = z. Hence (γ, ρ(γ)) is in the intersection set in the claim. 
Using Claim 3.7 and (3.4) we get
Fn(U ∩ graph ρ) ∩ V 6= ∅ for all n ≥ n0 = max{m,m0},
proving the lemma. 
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It remains to prove the second part of item (1). By the first part of item (1)
it remains to see that (under appropriate assumptions) fixed any disjunctive point
z = (ϑ, x) one has ωF (z) ⊂ graphρ.
First suppose that AF has nonempty interior. This implies that there is ξ−1 . . . ξ−r
such that fξ−1 ◦ · · · ◦ fξ−r(M) is contained in the interior of AF . Since ϑ is dis-
junctive there is a large n0 such that ϑn0−r . . . ϑn0−1 · · · = ξ−r . . . ξ−1. Hence
z¯ = Fn0(z) ∈ Σk × AF . By the invariance of AF it follows that Fn(z) ∈ Σk × AF
for every n ≥ n0 and hence ωF (z¯) ⊂ Σk × AF . Since ωF (z¯) = ωF (z) and ωF (z) is
F -invariant, Lemma 3.4 implies that ωF (z) ⊂ graphρ.
Suppose now that AF is Lyapunov stable. Take any open neighbourhood U of
AF and note that there is a neighbourhood V of AF such that BnF (V ) ⊂ U for
every n ≥ 0. The definition of AF and the fact the ϑ is disjunctive imply that there
is n0 such that F
n0(ϑ, x) ∈ Σk × V . Hence Fn(ϑ, x) ∈ Σk × U for every n ≥ n0,
which implies that ωF (z) ⊂ Σk × U . Since U is an arbitrary neighbourhood of AF
we have that ωF (z) ⊂ Σk × AF . It follows from Lemma 3.4 that ωF (z) ⊂ graphρ.
The proof of the theorem is now complete. 
4. Invariant sets with disconnected spines. Proof of Theorem 2
4.1. Auxiliary K-pairs. To construct the open set Sm in Theorem 2 we need to
recall the construction by Kudryashov in [15].
Definition 4.1 (K-pairs). Consider C1 increasing maps f1, f2 : [c, d] → [c, d]. Let
J = [a, b] ⊂ [c, d] be such that a is a globally attracting fixed point of f1|J and
b is a globally attracting fixed point of f2|J . We say that (f1|J , f2|J) is a K-pair
for J if for every small ǫ > 0 there are C1 neighborhoods V1 and V2 of f1 and f2
respectively such that for every pair of maps g1 ∈ V1 and g2 ∈ V2 the following
holds:
(1) Then there are points p1 < p2 such that |p1 − a| < ǫ, |p2 − b| < ǫ and pi is
a globally attracting fixed point of gi|J′ , i = 1, 2, where J
′ = [p1, p2].
(2) g1|J′ ◦ g2|J′ has a repelling fixed point
(3) There are uniform contractions h1 . . . , hℓ ∈ IFS(g1|J′ , g2|J′) such that
J ′ =
ℓ⋃
i
hi(J
′).
f2
f1
Figure 4. A K-pair.
Remark 4.2 (Existence of K-pairs and minimality). The existence of K-pairs on
a prescribed interval [a, b] is provided by Kudryashov in [15]. Note also that the
K-pairs form a C1-open family.
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Using the notation above, if (f1|J , f2|J) is aK-pair for J , thenG = IFS(g1|J′ , g2|J′)
is minimal, that is, given any point x ∈ J ′ its G-orbit
G(x)
def
= {g(x) : g ∈ IFS(g1|J′ , g2|J′)}
is dense in J ′ (here J ′ = [p1, p2] as above). To see why this is so, let K =
IFS(h1, . . . , hℓ), where h1, . . . , hℓ are as in item (3). It follows from [8] that the
target set AK (that is, the target set of the skew product whose fiber maps are
h1, . . . , hℓ) coincides with J
′. Since K is a subsystem of G then we have AK ⊂
AG ⊂ J ′ which implies that AG = J ′. It is clear that AG = J ′ implies minimality.
4.2. Proof of Theorem 2. Fixm ≥ 1 and considerm disjoint subintervals of [0, 1],
say I1 = [a1, b1], . . . , Im = [am, bm], with a1 = 0 < b1 < b2 < · · · < am < bm = 1
and four strictly increasing C1 maps f1, f2, f3, f4 : [0, 1] → [0, 1] such that (see
Figure 5):
(a) f1(Ii) ⊂ Ii, f2(Ii) ⊂ Ii and (f1|Ii , f2|Ii) is a K-pair for Ii, for every i ∈
{1, . . . ,m},
(b) f3 is a contraction with f3([0, 1]) ⊂ I1, and
(c) f4(Ii) ⊂ int(Ii+1) for i ∈ {1, . . . ,m− 1} and f4(Im) ⊂ int(Im).
I1
I2
I3
I4
I1 I2 I3 I4
K-pair
Figure 5. A K-pair and a piecewise linear model.
This construction can be done by using C1 maps in a robust way (recall Re-
mark 4.2).
Proposition 4.3. Let F : Σ4 × [0, 1] → Σ4 × [0, 1] be a step skew product whose
fiber maps f1, f2, f3, and f4 satisfy properties (a), (b), and (c). Then
(1) For every disjunctive point z it holds graph ρ = ωF (z).
(2) There is a dense subset Γ of Σ4 such that for every sequence ϑ ∈ Γ the
intersection of the fibre {ϑ} × [0, 1] with graph ρ is the union of m disjoint
nontrivial intervals.
Theorem 2 follows from this proposition and Remark 4.2: note that if F : Σk ×
[0, 1]→ Σk× [0, 1] is such that its fiber maps have a K-pair the same holds for every
G : Σk × [0, 1] → Σk × [0, 1] sufficiently C1 close to F . Also note that the other
properties of the fiber maps of F hold for small C1 perturbations.
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Proof of Proposition 4.3. The next lemma implies that AF has a nonempty interior,
thus the first item of the proposition follows from the second part of item (1) in
Theorem 1.
Lemma 4.4. AF =
⋃m
i=1 Ii.
Proof. Observe first that, by construction, the set
⋃m
i=1 Ii is invariant under the
Barnsley-Hutchinson operator BF induced by F , recall (2.2) for the definition.
To prove the inclusion “⊂” we argue by contradiction, suppose that there is
x ∈ AF that does not belong in
⋃m
i=1 Ii. Since this union is compact, there is an
open neighborhood V of x such that V ∩
⋃m
i=1 Ii = ∅. By definition of the target
set there is a composition fa1 ◦ · · · ◦ faℓ such that
fa1 ◦ · · · ◦ faℓ([0, 1]) ⊂ V.
This contradicts the invariance of
⋃m
i=1 Ii and proves the inclusion “⊂”.
We now see that Ii ⊂ AF for every i. We first claim that Ii ∩ AF 6= ∅. For that
consider the fixed point q of the contraction f3 and note that q ∈ AF and that, by
construction, qi
def
= f i−14 (q) ∈ Ii for every for i ∈ {2, · · · ,m}. The BF -invariance of
AF implies that Ii ∩ AF 6= ∅.
By the minimality of Gi = IFS(f1|Ii , f2|Ii) (recall Remark 4.2) we have that the
Gi-orbit of each pi is dense in Ii. Since AF is BF -invariant it follows that Ii ⊂ AF .
The proof of the lemma is now complete. 
Denote by Σ4(12
−) the subset of Σ4 consisting of the sequences η = η
−.η+ with
η− = 12121212 . . . .
Lemma 4.5. Let ϑ ∈ Σk(12−). Then ({ϑ} × [0, 1]) ∩ graph ρ is the union of m
disjoint nontrivial intervals.
Proof. From item (2) in Theorem 1 it follows that graph ρ = ΛFA and by the
characterization of ΛFA in Proposition 3.1 it follows that
graph ρ =
⋃
ϑ∈Σk
{ϑ} × Itϑ, where I
t
ϑ =
⋂
n≥1
fϑ−1 ◦ · · · ◦ fϑ−n(AF ).
Therefore
({ϑ} × [0, 1]) ∩ graphρ = {ϑ} × Itϑ for every ϑ ∈ Σk.
Recall that by Lemma 4.4 we have AF =
⋃m
i=1 Ii, which implies that for every ϑ
Itϑ =
⋂
n≥1
fϑ−1 ◦ · · · ◦ fϑ−n(AF ) =
⋂
n≥1
m⋃
i=1
fϑ−1 ◦ · · · ◦ fϑ−n(Ii).
Let ϑ = ϑ−.ϑ+ ∈ Σ4 be a sequence such that ϑ− consists of 1 and 2 and Itϑ(i)
be the spine of ϑ with respect to the IFS(f1|Ii , f2|Ii), that is
Itϑ(i)
def
=
⋂
n≥1
fϑ−1 ◦ · · · ◦ fϑ−n(Ii).
Claim 4.6. For every i ∈ {1, . . . ,m} and every sequence ϑ = ϑ−.ϑ+ ∈ Σ4 such
that ϑ− consists of 1 and 2 it holds
Itϑ =
m⋃
i=1
Itϑ(i).
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Proof. Recalling the definition of Itϑ(i) we have that it is enough to see that
⋂
n≥1
m⋃
i=1
fϑ−1 ◦ · · · ◦ fϑ−n(Ii) =
m⋃
i=1
⋂
n≥1
fϑ−1 ◦ · · · ◦ fϑ−n(Ii).
The inclusion “ ⊃ ” it is straightforward. To get the inclusion “ ⊂ ” take a point
p ∈
⋂
n≥1
⋃m
i=1 fϑ−1 ◦ · · · ◦ fϑ−n(Ii) and note that for every n ≥ 1 there is in such
that p ∈ fϑ−1 ◦ · · · ◦ fϑ−n(Iin). Since fj(Ii) ⊂ Ii for every j = 1, 2 and every
i ∈ {1, . . . ,m} and the intervals Ii’s are pairwise disjoint we conclude that in is
independent of n, say in = s for all n ≥ 1. Therefore
p ∈ fϑ−1 ◦· · ·◦fϑ−n(Is) for every n ≥ 1 =⇒ p ∈
m⋃
i=1
⋂
n≥1
fϑ−1 ◦· · ·◦fϑ−n(Ii),
proving the claim. 
Note that the fact that f1|Ii ◦ f2|Ii has a repelling fixed point for every i ∈
{1, . . . ,m} implies that Itξ(i) is a nontrivial interval for every i ∈ {1, . . . ,m}. Claim
4.6 now implies that for every ϑ ∈ Σ4(12−) we have that Itξ is the union of m
disjoint nontrivial intervals, proving the lemma. 
Consider the subset Σ4(12
−
∞) of Σ4 consisting of sequences ϑ such that there is
ℓ > 0 with σ−ℓ(ϑ) ∈ Σ4(12−). This set is dense in Σ4.
Lemma 4.7. The spine Itϑ is the union of m disjoint nontrivial intervals for every
ϑ ∈ Σ4(12
−
∞).
Proof. Fix ϑ ∈ Σ4(12
−
∞) and let ℓ such that σ
−ℓ(ϑ) = ξ ∈ Σ4(12
−
). Observe that
Itϑ = fϑ−1 ◦ · · · ◦ fϑ−ℓ(I
t
ξ).
By Lemma 4.5 the set Itξ is a union of m nontrivial disjoint intervals and since the
maps fi’s are monotone, we conclude that I
t
ϑ is also a disjoint union of m nontrivial
intervals, proving the lemma. 
Lemma 4.7 and the density of Σ4(12
−
∞) in Σ4 imply the second part of Proposi-
tion 4.3. 
5. Global attracting measures. Proof of Theorem 3
5.1. Preliminaries. We now introduce the main ingredients in the proof of Theo-
rem 3. Recall the definition of the setMP of probability measures on Σk×M with
marginal P (1.6). We begin with the following (certainly well-known) proposition
whose proof is included for completeness.
Proposition 5.1. The set MP is F∗-invariant and compact.
Proof. As MP is a subset of the compact set M1(Σk ×M), to prove its compacity
it is enough to see that it is closed. Let (µn) be a sequence in MP such that
µn → µ. We need to see that µ ∈ MP. Consider the projection on the first
factor Π(ϑ, x) = ϑ. By the continuity of Π and the definition of MP we have that
P = Π∗µn and
P = Π∗µn → Π∗µ,
proving that P = Π∗µ and hence µ ∈MP.
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To prove that F∗(MP) ⊂MP note that Π◦F = σ ◦Π. Thus for µ ∈MP we have
Π∗ F∗µ = (Π ◦ F )∗µ = (σ ◦Π)∗µ = σ∗ Π∗µ = σ∗P = P.
This ends the proof of the proposition. 
Given a compact metric space Z, we denote by B(Z) its Borel σ-algebra.
Definition 5.2 (Disintegration of a measure). Let P be a probability measure
defined on Σk and µ ∈MP. A function
(ϑ,B) ∈ Σk ×B(M) 7→ µϑ(B) ∈ [0, 1]
is a disintegration of µ with respect to P if
(1) for every B ∈ B(M) the map defined on Σk by ϑ 7→ µϑ(B) is B(Σk)-
measurable,
(2) for P-a.e. ϑ ∈ Σk, the map defined on B(M) by B 7→ µϑ(B) is a probability
measure on (M,B(M)),
(3) for every A ∈ B(Σk ×M)
µ(A) =
∫
µϑ(A
ϑ) dP(ϑ),
where Aϑ
def
= {x ∈M : (ϑ, x) ∈ A} is the ϑ-section of A.
We denote the disintegration of a measure µ above by (µϑ)ϑ∈Σk .
There is the following result about existence and uniqueness of disintegrations.
Proposition 5.3 (Proposition 1.4.3 in [1]). For every µ ∈ MP its disintegration
with respect to P exists and is P-a.e. unique.
We need the following definition.
Definition 5.4 (Isomorphic transformations). Consider pairs of probability spaces
(X1,B1, µ1) and (X2,B2, µ2) and of measure-preserving transformations T1 : X1 →
X1 and T2 : X2 → X2. The system (T1, µ1) is isomorphic to (T2, µ2) if there exist
M1 ∈ B1, M2 ∈ B2 with µ1(M1) = µ2(M2) = 1 such that
(1) Ti(Mi) ⊂Mi for every i = 1, 2.
(2) There is an invertible measurable transformation φ : M1 → M2 whose in-
verse is also measurable and satisfies φ∗µ1 = µ2 and T2 ◦ φ(x) = φ ◦ T1(x)
for every x ∈M1.
5.2. Proof of Theorem 3. Recall the definitions of the set of weakly hyperbolic
sequences SF ⊂ Σk in (1.2), of the coding map ρ : SF →M in (1.3) and of the map
ρˆ : SF → SF ×M in (2.6).
The fact that vP = ρˆ∗P is the global attractor of F∗|MP follows from the next
proposition whose proof is postponed.
Proposition 5.5. It holds limn→∞(F
n
∗ µ)ϑ = δρ(ϑ), for P-almost every ϑ.
ATTRACTING GRAPHS OF SKEW PRODUCTS 19
To prove item (1) in Theorem 3, take any continuous map φ : Σk ×M → R and
observe the following:
lim
n→∞
∫
φ(ϑ, x) dFn∗ µ(ϑ, x) =
(a)
lim
n→∞
∫
Σk
∫
M
φ(ϑ, x) d(Fn∗ µ)ϑ(x) dP(ϑ)
=
(b)
∫
Σk
(
lim
n→∞
∫
M
φ(ϑ, x)d(Fn∗ µ)ϑ(x)
)
dP(ϑ)
=
(c)
∫
Σk
∫
M
φ(ϑ, x) dδρ(ϑ)(x) dP(ϑ) =
(d)
∫
φ(ϑ, x) dvP(ϑ, x),
where (a) uses the definition of a disintegration, (b) dominated convergence, (c)
Proposition 5.5 and the definition of the weak∗ limit, and (d) the definition of
vP. Since φ is any arbitrary continuous function, we conclude that vP is a global
attracting measure inMP. The continuity of F∗ immediately implies that vP is the
unique fixed point of F∗ whose marginal is P. From the definition of vP we have
that
vP(A×B) = P(A ∩ ρ
−1(B)) =
∫
A
δρ(ϑ)(B) dP(ϑ), for every A×B ⊂ Σk ×M ,
where 1ρ−1(B) is the characteristic function on ρ
−1(B). This implies that δρ(ϑ)
is the disintegration of vP with respect to P, ending the proof of item (1) in the
Theorem.
Proof of Proposition 5.5. The proof of the lemma is a consequence of Lemmas 5.6
and 5.7 below.
Lemma 5.6. Consider µ ∈ MP and its disintegration (µϑ)ϑ∈Σk with respect to P.
Then the disintegration of Fn∗ µ with respect to P is given by the family of measures
(fϑ−1∗ . . . fϑ−n∗µσ−n(ϑ))ϑ∈Σk .
Proof. Consider any rectangle A × B in Σk ×X . Then, by definition of a disinte-
gration,
Fn∗ µ(A×B) = µ
(
F−n(A×B)
)
=
∫
µϑ
(
(F−n(A×B))ϑ
)
dP(ϑ).
Note that if ϑ ∈ σ−n(A) then
(F−n(A×B))ϑ = (fϑn−1 ◦ · · · ◦ fϑ0)
−1(B).
Otherwise, (F−n(A×B))ϑ = ∅. Thus
Fn∗ µ(A×B) =
∫
σ−n(A)
µϑ
(
(fϑn−1 ◦ · · · fϑ0)
−1(B)
)
dP(ϑ)
=
∫
(1A ◦ σ
n)(ϑ)µϑ
(
(fϑn−1 ◦ · · · ◦ fϑ0)
−1(B)
)
dP(ϑ).
Defining for n > 0 the maps
gB,n : Σk → R, gB,n(ϑ)
def
= µσ−n(ϑ)
(
(fϑ−1 ◦ · · · ◦ fϑ−n)
−1(B)
)
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and recalling that P is σ-invariant we get
Fn∗ µ(A×B) =
∫
(1A ◦ σ
n)(ϑ) (gB,n ◦ σ
n)(ϑ) dP(ϑ) =
∫
(1A g) ◦ σ
n dP(ϑ)
=
∫
1A g dP(ϑ) =
∫
A
µσ−n(ϑ)((fϑ−1 ◦ · · · ◦ fϑ−n)
−1(B)) dP(ϑ)
=
∫
A
fϑ−1∗ . . .∗ fϑ−n∗µσ−n(ϑ)(B) dP(ϑ).
Since this identity holds for every rectangle, we get that the family of measures
fϑ−1∗ . . .∗ fϑ−n∗µσ−n(ϑ) is the disintegration of F
n
∗ µ with respect to P. 
Lemma 5.7. For every sequence (µn) of probabilities of M1(M) and every ϑ ∈ SF
it holds
lim
n→∞
fϑ−1∗ . . .∗ fϑ−n∗µn = δρ(ϑ).
Proof. Consider a sequence of probabilities (µn) and ϑ ∈ SF . Fix any g ∈ C0(M).
Then given any ǫ > 0 there is δ > 0 such that
|g(y)− g ◦ ρ(ϑ)| < ǫ for all y ∈M with d(y, ρ(ϑ)) < δ.
Since ϑ ∈ SF there is n0 such that d(fϑ−1 ◦ · · · ◦ fϑ−n(x), ρ(ϑ)) < δ for every x ∈ X
and every n ≥ n0. Therefore for n ≥ n0 we have∣∣∣∣g ◦ ρ(ϑ)−
∫
g dfϑ−1∗ . . .∗ fϑ−n∗µn
∣∣∣∣ =
∣∣∣∣
∫
g ◦ ρ(ϑ) dµn −
∫
g ◦ fϑ−1 ◦ · · · ◦ fϑ−n(x) dµn
∣∣∣∣
≤
∫
|g ◦ ρ(ϑ)− g ◦ fϑ−1 ◦ · · · ◦ fϑ−n(x)| dµn ≤ ǫ.
This implies that
lim
n→∞
∫
g dfϑ−1∗ . . .∗ fϑ−n∗µn = g ◦ ρ(ϑ)
Since this holds for every continuous map g the lemma follows. 
The proposition now follows from Lemmas 5.6 and 5.7. 
To prove item (2) in the theorem, we need to construct an isomorphism between
(F, vP) and (σ,P). Observe that the map ρˆ : SF → graph ρ defined by ρˆ(ϑ) =
(ϑ, ρ(ϑ)) is an invertible measurable transformation whose inverse is also measurable
and given by ρˆ−1(ϑ, x) = ϑ. Note that σ(SF ) ⊂ SF and F (graph ρ) ⊂ graphρ. It
remains to see that ρˆ ◦ σ(ϑ) = F ◦ ρˆ(ϑ) for every ϑ ∈ SF .
To get this conjugacy recall that fϑ0 ◦ ρ(ϑ) = ρ ◦ σ(ϑ) for every ϑ ∈ SF . Hence
for ϑ ∈ SF we have
F ◦ ρˆ(ϑ) = F (ϑ, ρ(ϑ)) = (σ(ϑ), fϑ0 ◦ ρ(ϑ)) = (σ(ϑ), ρ ◦ σ(ϑ)) = ρˆ ◦ σ(ϑ).
Finally, since by hypothesis P(SF ) = 1, and thus vP(graph ρ) = P(ρˆ
−1(graph ρ)) =
1. Therefore (F, vP) and (σ,P) are isomorphic, ending the proof of item (2).
We now prove item (3) in the theorem: supp vP = graph (ρ|supp P). Since vP =
ρˆ∗P, we immediately get that vP(graph (ρ|supp P)) = 1 and hence
supp vP ⊂ graph (ρ|suppP).
The next claim implies the inclusion “⊃” and hence the equality in item (3).
Claim 5.8. graph (ρ|supp P) ⊂ supp vP.
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Proof. Take any point (ϑ, x) ∈ graph (ρ|suppP), to prove the claim it is enough to
see that for every ℓ > 0 and every neighborhood V of x it holds
vP
(
[ϑ−ℓ . . . ϑℓ]× V
)
> 0.
Since x ∈ V and x = ρ(ϑ) there is m ≥ 0 such that
(5.1) ρ([ϑ−(ℓ+m) . . . ϑℓ] ∩ SF ) ⊂ V.
Thus by the definition of vP we have
vP
(
[ϑ−ℓ . . . ϑℓ]× V
)
≥ vP
(
[ϑ−(ℓ+m) . . . ϑℓ]× V
)
= P
(
[ϑ−(ℓ+m) . . . ϑℓ] ∩ ρ
−1(V )
)
.
By (5.1)
P
(
[ϑ−(ℓ+m) . . . ϑℓ] ∩ ρ
−1(V )
)
= P([ϑ−(ℓ+m) . . . ϑℓ] ∩ SF ).
Since that, by hypothesis, ϑ ∈ suppP∩ [ϑ−(ℓ+m) . . . ϑℓ] and P(SF ) = 1, we get that
vP
(
[ϑ−ℓ . . . ϑℓ]× V
)
≥ P
(
[ϑ−(ℓ+m) . . . ϑℓ] ∩ SF
)
> 0,
which implies the claim. 
The proof of the third item of the theorem is now complete. 
6. Proof of Theorem 4
6.1. Preliminaries. Recall the definition of the canonical metric d0 defined on Σk
in (2.9). In Rm we consider the sum metric d1(x, y)
def
=
∑m
i=1 |xi − yi|. In this way,
given any compact subset M of Rm we can define a metric in Σk ×M as follows:
d2((ϑ, x), (ξ, y))
def
= d0(ϑ, ξ) + d1(x, y).
Using the metric d2, we define the space Lip1(Σk ×M) of Lipschitz maps ϕ : Σk ×
M → R with Lipschitz constant one and the Wasserstein metric in the space
M1(Σk ×M) of probability measures of Σk ×M , recall in (2.7).
The next proposition is a preliminary step in the proof of Theorem 4. Recall the
splitting property in Definition 2.6.
Proposition 6.1. Let M ⊂ Rm be a compact subset and F : Σk ×M → Σk ×M a
step skew product with over an irreducible Markov shift (Σk,F ,P, σ). Let f1, . . . , fk
be the fiber maps of F and P = (pij) the transition matrix of the Markov shift.
Assume that
• F splits and
• there is u such that puj > 0 for every j.
Then there are an integer N ≥ 1 and 0 < λ < 1 such that∫
Σk
diam (fϑ−1 ◦ · · · ◦ fϑ−n(M)) dP(ϑ) ≤ mλ
n, for every n ≥ N .
Proof. For every n ≥ 0 and every s we define the subset of R
Isn(ϑ)
def
= πs(fϑn−1 ◦ · · · ◦ fϑ0(M))
and let
P(x ∈ Isn)
def
= P({ϑ ∈ Σk : x ∈ I
s
n(ϑ)}).
We begin with the following lemma that is a modification of [4, Lemma 6.1]
about Markov measures on Σ+k . The lemma below is its version for Σk.
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Lemma 6.2. There is N ≥ 1 and 0 < λ < 1 such that for every s we have
P(x ∈ Isn) ≤ λ
n, for every n ≥ N .
Proof. Consider the projection Π+ : Σk → Σ
+
k given by Π
+(ϑ)
def
= (ϑ0ϑ1 . . . ) for
ϑ = (ϑi)i∈Z. Note that P
+ = (Π+)∗P is a Markov measure on Σ
+
k with the same
transition matrix P of P. [4, Lemma 6.1] claims that there is N > 0 and λ < 1
such that
P+(ϑ+ ∈ Σ+k : x ∈ πs(fϑ+
n−1
◦ · · · ◦ fϑ+
0
(M))) ≤ λn, for every n ≥ N.
Since
P+(ϑ+ ∈ Σ+k : x ∈ πs(fϑ+
n−1
◦ · · · ◦ fϑ+0
(M))) = P(x ∈ Isn)
the lemma follows. 
Let m denotes the Lebesgue measure in R. Note that for any sub-interval J of R
we have diam (J) = m(J). Observing that Isn(σ
−n(ϑ)) = πs(fϑ−1 ◦ · · · ◦ fϑ−n(M)),
using the σ-invariance of P, diam (Isn(σ
−n(ϑ))) = m(Isn(ϑ), and applying Fubini’s
theorem and Lemma 6.2 we get∫
diam (πs(fϑ−1 ◦ · · · ◦ fϑ−n(M))) dP =
∫
diam (Isn(σ
−n(ϑ))) dP
=
∫
m(Isn(ϑ)) dP
=
∫
P(x ∈ Isn) dm ≤ λ
n,
(6.1)
for every n ≥ N , where N and λ are as in Lemma 6.2.
As the diameter is considered with respect to the sum metric d1(x, y), we have
(6.2) diam(X) ≤
m∑
s=1
diam (πs(X)), for every compact subset X ⊂ Rm.
Hence, adding the terms in (6.1) from s = 1 to m and using (6.2), it follows∫
Σk
diam (fϑ−1 ◦ · · · ◦ fϑ−n(M)) dP ≤ mλ
n, for every n ≥ N ,
proving the proposition. 
6.2. Proof of Theorem 4. The next lemma implies the first item of the theorem.
Lemma 6.3. P(SF ) = 1.
Proof. Proposition 6.1 implies that
lim
n→∞
∫
Σk
diam (fϑ−1 ◦ · · · ◦ fϑ−n(M)) dP(ϑ) = 0
In particular, there is a subsequence nk such that for P-almost every ϑ it holds
lim
n→∞
diam (fϑ−1 ◦ · · · ◦ fϑ−nk (M)) = 0
Since (fϑ−1 ◦ · · · ◦ fϑ−nk (M))n is sequence of nested compact sets, we have that
diam (fϑ−1 ◦ · · · ◦ fϑ−n(M))→ 0 for P-a.e. ϑ, this implies that P(SF ) = 1. 
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To prove the second item of the theorem (exponential convergence to the attract-
ing measure) we compute dW (F
n
∗ µ, ρˆ∗P). Recall the notation in (2.1) and observe
that fnϑ (x) is the second coordinate of F
n(ϑ, x). Given φ ∈ Lip1(Σk ×M) and a
probability measure µ on Σk ×M with marginal P and disintegration (µϑ)ϑ∈Σk we
have ∫
φ(ϑ, x) dFn∗ µ =
∫
φ(σn(ϑ), fnϑ (x)) dµ(ϑ, x)
=
∫ ∫
φ(σn(ϑ), fnϑ (x)) dµϑ(x) dP(ϑ).
(6.3)
On the other hand, from the F -invariance of ρˆ∗P, for each n ≥ 0, we have that∫
φdρˆ∗P =
∫
φ(σn(ϑ), fnϑ (ρ(ϑ))) dP(ϑ)
=
∫ ∫
φ(σn(ϑ), fnϑ (ρ(ϑ))) dµϑ(x) dP(ϑ),
(6.4)
where to get the second equality we use that the integrating function only depends
on ϑ. Now using that |φ(ϑ, x) − φ(ϑ, y)| ≤ d1(x, y) (recall that φ ∈ Lip1(Σk ×M))
and d1(f
n
ϑ (x), f
n
ϑ (ρ(ϑ))) ≤ diam(f
n
ϑ (M)) then it follows from equations (6.3) and
(6.4) that∣∣∣∣
∫
φdFn∗ µ−
∫
φdρˆ∗P
∣∣∣∣ ≤
∫
diam (fnϑ (M)) dP(ϑ)
=
∫
Σk
diam (fϑ−1 ◦ · · · ◦ fϑ−n(M)) dP(ϑ),
where the last equality follows from the σ-invariance of P and fϑ−1 ◦· · ·◦fϑ−n(M) =
fn
σ−n(ϑ)(M). By Proposition 6.1 there are N and 0 < λ < 1 such that∣∣∣∣
∫
φ(ϑ, x) dFn∗ µ−
∫
φ(ϑ, x) dρˆ∗P
∣∣∣∣ ≤ mλn, for every n ≥ N .
Since φ is an arbitrary function in Lip1(Σk ×M) we have that
dW (F
n
∗ µ, ρˆ∗P) ≤ mλ
n, for every n ≥ N .
To prove the last item of the theorem we need the following claim:
Claim 6.4. There is q < 1 such that for P-almost every ϑ there is C(ϑ) such that
diam (fnϑ (M)) ≤ C(ϑ)q
n.
Proof. The proof follows using the ideas in the proof of [4, Theorem 2] to obtain
the synchronization of Markovian random products. Since fϑ−1 ◦ · · · ◦ fϑ−n(M) =
fn
σ−n(ϑ)(M) for every ϑ, it follows from Proposition 6.1 and the σ-invariance of P
that ∫
diam (fnϑ (M)) dP(ϑ) ≤ mλ
n.
In particular, taking any q < 1 with λ < q and applying the Monotone Convergence
Theorem we have that∫ ∞∑
n=1
diam (fnϑ (M))
qn
dP(ϑ) =
∞∑
n=1
∫
diam (fnϑ (M)) dP(ϑ)
qn
<∞.
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It follows that
∞∑
n=1
diam (fnϑ (M))
qn
<∞, for P-a. e. ϑ.
Therefore for P-almost every ϑ there is C = C(ϑ) such that
diam (fnϑ (M)) ≤ Cq
n,
proving the claim. 
Since P(SF ) = 1 then is straightforward to check that for P-almost every ϑ
it holds ρ(σn(ϑ)) = fnϑ (ρ(ϑ)). Hence it follows from the previous claim that for
P-almost every ϑ there is C(ϑ) such that for every x we have that
d2(F
n(ϑ, x), ρˆ(σn(ϑ)) = d1(f
n
ϑ (x), f
n
ϑ (ρ(ϑ))) ≤ diam (f
n
ϑ (M)) ≤ C(ϑ)q
n,
proving item (4). 
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