We report experimental verification of an extended depth of focus system with neardiffraction limited performance capabilities. E. R. Dowski, Jr., and W. T. Cathey described the theory of this system in detail in "Extended depth of field through wave-front coding," Appl. Opt. 34, 1859-1866 (1995). We can create an extended depth of focus system by modifying a standard incoherent optical system with a special cubic phase plate placed at the aperture stop. We briefly review the theory and present the first optical experimental verification of this extended depth of focus system. The phase plate codes the wavefront producing a modified optical transfer function. Once the image is transformed into digital form, a signal processing step decodes the image and produces the final infocus image. We have produced a number of images from various optical systems using the phase plate, demonstrating the success of this extended depth of focus system.
Introduction
One of the most prevalent problems in incoherent imaging systems is the limited range over which a system is able to produce an in-focus image. For example, in macroscopic systems (surveillance, endoscopy, etc.), depth of focus is important due to the three-dimensional properties of the objects being imaged. In microscopy depth of focus is equally as important for viewing small, detailed, three-dimensional objects. Imaging systems that image two-dimensional objects (i.e. flatbed scanners) have focus-related problems due to aberrations such as curvature of field or due to system misalignments caused by poor assembly, settling, temperature variations, etc. Consequently, these systems can also benefit from extended depth of focus. In this paper we review the theory of our extended depth of focus optical-digital system and present experimental evidence of its success.
Optical system designers have traditionally extended the depth of focus of optical systems by working with exit pupil definitions [1, 2] , usually stopping down the aperture until the desired focal depth has been reached. Three problems, however, quickly arise from stopping down exit pupils. The first problem is the obvious reduction in the amount of light power allowed through the system. Reducing the exit pupil diameter of any system to 1/x times that of the original system will require that x 2 times more power or x 2 times more exposure time be used in the system before an image of equal exposure is produced.
The second problem is that stopping down the aperture reduces the resolution of the system (by performing a type of low pass filtering). The third problem is that stopping down the aperture will also increase the risk of object motion during an increased exposure time, resulting in a blurred image.
By applying the ambiguity function from the radar field to optical transfer functions, we have developed a special phase plate which can be placed in the aperture stop of an optical system. This causes the optical system to be focus invariant over a significantly larger range than the focal range of a standard optical system. The cubic phase plate works by causing the optical transfer function (OTF) of any plane in the desired range to be invariant from the OTF of any other plane in that range. We call the effect of the phase plate on the OTF "wavefront coding." These coded optical transfer functions are not those of a standard in-focus system, but, nevertheless, they are invariant to defocus. This invariance allows us to perform simple signal processing on an entire image, thus allowing the whole range of the object to be in focus. Wavefront coding allows objects containing three dimensional properties beyond the standard depth of focus to be completely and clearly resolved without the loss of light that occurs when the aperture size is reduced. A thorough description of the development and mathematics of this special phase plate can be found in previous papers on the theory of this topic [3, 4] .
In Section 1, Background and Analysis Tools, a brief review of the theory will be given. In Section 2 we describe the experimental setup and procedure that has been developed and implemented to demonstrate the potential of this new extended depth of focus system. Section 2 also contains a brief description of the digital filtering techniques involved in the extended depth of focus process as well as a demonstration of the experimental results of an extended depth of focus optical/digital system. Appendix A supplements the signal processing portion of the experimental procedure by providing a least mean squares filter derivation and explanation.
Section 1: Background & Analysis Tools

A. Modulation Transfer Function
One of the most useful tools for understanding optical systems is the optical spatial frequency transfer function. The optical spatial frequency transfer function (OTF) of an optical system is the Fourier transform of the point spread function (PSF) or impulse response of that system. For simplicity, we use the magnitude of the one-dimensional OTF, which is the modulation transfer function (MTF), in our figures. The onedimensional MTFs can be easily be replaced, however, by two-dimensional MTFs, for the rectangularly separable, square aperture, systems that were used in these experiments. As a standard system becomes more and more defocused, the PSF size increases and zeros appear in the MTF where phase shifts of π occur. The resulting zeros in the MTF cause a loss in spatial frequency information about the image. This loss of spatial frequency information makes it extremely difficult to digitally repair the image especially with a single filter because the location of the zeros changes with defocus.
B. Analysis: Defocus Transfer Function
Originally from work in radar, the ambiguity function has been applied to optics and used as a tool to understand the relationship between MTFs and misfocus in optical systems [1] [2] [3] [4] . In the field of optics, the ambiguity function can be used as a display of the one-dimensional MTF of a system as a function of defocus. Consequently, in optical applications, we refer to this function as the defocus transfer function, or DTF, for onedimensional pupils. A calculated DTF for a standard optical system using quasimonochromatic light is shown in Figure 1 
C. DTF: Design Tool
Although the defocus transfer function was originally used in optics as a tool for analyzing optical systems, it has also been used as a design tool [3, 4] . To extend the depth of focus, it would be desirable to have an DTF that has projected traces, MTFs, that are invariant to misfocus. A family of cubic phase pupil functions was found [3, 5] that would produce such a defocus transfer function. In order to implement this pupil function, a specific phase plate was developed that, when correctly placed into an imaging system, causes the imaging system to have the desired invariant DTF, and therefore to have an extended depth of focus.
The family of cubic phase plates has a general two-dimensional phase delay as a function of spatial coordinates according to:
This gives a radian phase for a rectangularly separable phase plate with a unit amplitude square aperture. The spatial coordinates x and y are representative of the normalized distance from the center (origin) of the plate. The total phase deviation is controlled by the constant α and is designed for a particular wavelength using:
where ξ is the total optical path difference introduced by the plate. A three-dimensional diagram of a general phase mask, with α=1, x, y normalized, is shown below in Figure 3 : The physical phase plate used in these experiments is a modulo 2π cubic function implemented in photo resist [5, 6] . It has a modulo 2π thickness corresponding to a twodimensional function of spatial position as given in Eq. The phase portions of the OTFs corresponding to the MTFs in Figure 5 are all cubic in shape due to the cubic phase plate [3] . Understanding the shape of the phase portion of the OTF is critical to understanding the functions of the digital filtering step because phase introduced by the cubic phase plate must later be removed by the digital filter.
D. Cubic Phase Plate Summary
An alternative way to explain the operation of the system, which is tolerant of misfocus and misfocus-related aberrations, is in terms of how the cubic phase affects the When a cubic phase element is used in the exit aperture, the cubic phase element imparts a cubic phase distribution, which greatly exceeds the quadratic phase excursion due to the misfocus, on the wave in the exit pupil. Consequently, the dominant phase term is the cubic. When one considers the OTF for the extended depth of focus system, one sees that the amplitude, unlike the OTF for an in-focus system, does not change with misfocus, as long as the cubic phase dominates the quadratic phase that appears with misfocus. In addition, the phase of the OTF contains the same cubic function that appears on the phase plate. Refer to the appendix in [3] for a derivation of this phase component.
Section 2 Experiments
A. System Design The basic physical function of the cubic phase plate in the optical digital system is to encode the incoherent wavefronts that are propagated through an optical system and then recorded by a CCD camera. A system diagram, Figure 6 , shows the path that information about the object takes in such an optical/digital system. Wavefronts are transmitted from an object and encoded by the cubic phase plate. The optical system then acts as an information channel which low pass filters, aberrates, and sometimes misfocuses the wavefront. A CCD camera acts as a receiver which samples the received wavefront, or "intermediate image". The signal processing portion of the system then decodes the digital information so that the final images can be displayed. At the higher spatial frequencies, the invariance of the MTFs decreases slightly. However, the signal processing portion of the EDF system will attenuate these differences (see Section 1, C). Plots of the standard in-focus and defocused MTFs and focus-invariant MTFs after signal processing are shown in Figure 8 . 
C. CCD: Signal to Noise Ratio and Sampling Effects
As shown in Figures 7 and 8 , the MTF for the extended depth of focus (EDF) system is reduced at the higher spatial frequencies (from the standard in-focus MTF). It is therefore quite important to look at the resulting signal to noise ratio changes. Consider a frequency where the MTF of the cubic phase plate system is reduced by 10× from the MTF of the standard in-focus system. The signal to noise ratio (SNR) is therefore also down by at most 10× . Because the digital camera used in these experiments has a fairly good dynamic range, (Kodak Megaplus Camera, Model 1.6, 10 bit -72 dB dynamic range), the 10× loss in signal at a certain frequency does not represent an insurmountable problem. The systems used in these experiments are shot noise limited. The SNR of the system can be calculatedby [10] , S N = P s η 2hν∆ν (3) where P s refers to the incident optical signal power, h is the quantum efficiency, v is the optical frequency, and h is Planck's constant. Because
P s hν
is in photons/second, P s η hν is therefore in electrons/second. Realizing that ∆v is in units of sec. -1 (bandwidth), and is inversely related to the integration time, we find that the SNR is directly related to the number of electrons in the CCD well divided by two, or:
Therefore we find that if we have taken a factor of 10× reduction in SNR ratio, then increasing the exposure time by 10, or the aperture diameter by 10 , and allowing 10× more electrons through will restore the original SNR value for that particular frequency. In practice, however, increasing the exposure time does not usually prove to be a feasible solution for restoring the SNR if the exposure is already at a level that fills the wells of the CCD. In the case of an object consisting of an isolated point of light, when the cubic phase plate codes this point, the energy of the PSF will be spread out over a larger area, thus decreasing the maximum value. The exposure time can then be increased somewhat, in order to increase the number of photons allowed through the system and therefore increase the SNR. In the case of a more uniform image, however, when the points on the object are coded by the cubic phase plate, the coded individual points overlap and add up.
Therefore, there can still be several areas in an image which will fill the CCD wells with the maximum number of electrons. This prevents the possibility of increasing the exposure time to restore the SNR. In the experiments that have been performed, the exposure time has never been increased. It is very important to realize, however, that the change in SNR is only a loss when compared to the in-focus, standard MTF. When one compares the defocused standard MTFs to the defocused EDF MTFs, the increase in SNR when using the EDF system becomes apparent. In fact, there are nulls in the standard defocused system MTFs which translate into a SNR of zero. At these frequencies, the EDF system has a better SNR due to the fact that there are no nulls in its MTF. The benefits of the cubic phase plate for defocused systems therefore outweigh the loss of SNR in the in-focus MTF.
The sampling effects of the CCD are also important to understand. Assuming 100% fill factor, the pixel sizes of the CCD will determine the sample rate of the image capturing process. Given the size of the pixels in the CCD, and low magnification values used in these experiments, the image is undersampled in the sense of Shannon's sampling theorem. When used with diffraction-limited optical systems, the CCD camera determines the spatial frequency cutoff of the entire system. This spatial frequency cutoff will be the limiting factor in the resolution of the output images. In the future, additional experiments implementing optical systems of higher magnification will be performed. The spatial frequency cutoff will then be set by either diffraction, noise, or digital post-processing procedures instead of CCD pixel size.
When the signal processing is performed on the coded image, simple inverse filtering can magnify the system noise, especially in areas of reduced SNR, and produce a very noisy image. The solution for this problem lies in a modification of the filter used in the signal processing step. If a spatial frequency cutoff is chosen above which the filter frequencies are set to zero, then the spatial frequencies of the filtered image which are greater than the spatial frequency cutoff, including noise, will be set to zero [5, 6] .
Another solution is to use a window (i.e. a Kaiser or a Gaussian window) with a similar spatial frequency cutoff. When such a window is placed over the frequency data, the higher frequency values will be highly attenuated instead of eliminated. If this spatial frequency cutoff is chosen carefully, images are cleaned up significantly without drastically affecting the image quality. Many algorithms and filters (such as Wiener filters) have been designed that will help find the optimum tradeoff between bandwidth (spatial frequency cutoff value) and noise amplification [7, 8, 9] . It is also important to remember that the dynamic range of many modern CCD cameras will allow for some loss of SNR at higher frequencies without severely impairing the inverse filtering process. The better dynamic ranges allow movement of the cutoff frequency to a higher value to produce images with better resolution.
D. Signal Processing
The objective of the signal processing portion of the focus invariant imaging system is to decode the image, thus removing some of the effects of the cubic phase plate and producing a normal resolution, in-focus image. Invariance and lack of zeros in the modulation transfer functions (see Figure 6 again) allow us to use a single, simple, inverse filter on an entire image to decode the effects of the phase plate. The filter will cancel the phase effects of the mask by multiplying the OTF of the image by a conjugate phase. In these experiments, the signal processing step was performed digitally in software. Twodimensional frequency domain multiplication filtering was used. The mathematics for the filter are simple variations on the least-mean-squares filtering equations which are given in Appendix A.
The filter must include a frequency cutoff point above which all the frequency values of the filter are set to zero to compensate for the problem of noise amplification as previously described in Section 2,B. Additional filtering methods such as wavelet decomposition or Wiener filter denoising can also be used on the images both before or after decoding.
E. Experimental Procedure and Setup
The experiments performed using this cubic phase plate optical/digital system were generally set up as shown in Figure 10 : System. Cubic phase plate at aperture stop of two lens system will code the wavefront.
Objects were illuminated with red light of 100 nm. spectral bandwidth. This bandwidth is close to the maximum bandwidth for which the modulo 2π cubic phase plate will perform well in a system using achromatic lenses. A newer continuous cubic phase plate has also been developed which can perform extended depth of focus imaging using the entire visible spectrum. Two achromatic lenses were used and modeled as a two-lens system. We then placed the cubic phase plate at the aperture stop of the two-lens system.
The cubic phase plate can also be placed at the entrance or exit pupils of the optical system without changing its coding effect. We chose the aperture stop position, however, to simplify setup and alignment procedures.
F. Image Collection Procedure
The first part of these experiments, after setup and alignment of the optical system, was to collect images of the PSFs of the system at different values of defocus (including in focus). The standard system is the previously designed optical system with a clear aperture the same size and shape as the cubic phase plate aperture. The defocused PSFs were obtained by moving the CCD camera either in front of or behind the back focal plane. The clear aperture was then replaced by the cubic phase plate and the coded PSFs taken at the same in-focus and defocused positions of the camera. These coded PSFs are invariant over the necessary range as can be observed in both the spatial domain and spatial frequency domain. The coded PSFs were then used to design the filter to be used in the signal processing step. An important test of the subsequent filter is to filter a coded image of a point object. This should give a clean near-diffraction-limited PSF image. Next, a three dimensional object was imaged in a standard imaging system. The resulting image has the expected small in-focus properties in the focal range and the rest of the image will appear out of focus. This image is useful for qualitative comparison purposes and for determining the quantity of focal depth extension. A second reference image was obtained with a stopped down aperture but with increased exposure time in order to obtain an image with the same exposure as the original system image. When the cubic phase plate was used, the intermediate image (before signal processing) appeared evenly "misfocused" for all infocus and defocused areas of the object. This is a result of the coding effects of the phase plate. The intermediate image was then digitally decoded using the previously designed filter to provide the final image. A square wave target was used as the object to obtain an initial set of data for analyzing the extended depth of focus system. The square wave target with one line pair per millimeter was tilted at an angle of approximately 60˚ from the vertical axis. The image on the left in Fig. 11(a) shows the resulting image when using a traditional optical F/6.3 system and 100 ms exposure. The image on the right, 11(c), is the final decoded image obtained using the extended depth of focus system with the same F # and exposure time.
G. Focus Invariant Imaging System: Results
The plot in Fig 11(b) shows traces down the center of the two images, demonstrating the effects of defocus and the improvement when using the extended depth of focus (EDF)
system . Note that in the trace through the standard system image (darker line) one can observe the phase change that takes place due to defocus. In contrast, this phase change does not occur in the trace through the EDF image (lighter line). imaging system image after signal processing.
Section 3: Conclusions
We have demonstrated that by coding the wavefront, capturing an image, and then decoding the intensity data, we can preserve all the important spatial frequency information contained in an image. Despite defocus we can finally produce a clear image without loss of total optical power. We then presented a review of the theory and development of a new type of extended depth of focus system. This new cubic phase plate system has differently
shaped and yet focus-invariant point spread functions and optical transfer functions due to the wave-front coding effects of the phase plate. Finally, we demonstrated the capabilities of the optical/digital system with images of a tilted plane containing a square wave target, a tilted plane of text and a set of grayscale three-dimensional shells. These sets of images are only a few applications for this extended depth of focus system but they clearly demonstrate its effectiveness. 
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Appendix A: Least Mean Squares Filter Derivation
Least mean squared error filter derivation starts with the following question: If we had the best possible filter, f, applied to our data vector, h, how closely does the resulting vector resemble the ideal diffraction limited data vector, g [7, 8] ? Applying the filter, f, to the data, h, requires a convolution procedure which can be algebraically complicated. The data, h, can be restructured, however, into a convolution matrix H, so that a simple matrix multiplication, Hf, can be employed to find the filtered data matrix. The difference between this filtered data matrix, Hf, and the diffraction-limited data matrix, g, is an error signal. In order to evaluate this error signal it is best to find its total power. Since the square of the operator norm of a signal vector gives the total power of that signal, we can use it to evaluate the total power in the error signal. Next we set this derivative to zero to find the minimum value and rearrange to give us Eq.
A-5.
The final step is to rearrange and solve for the filter value vector, f. This yields
There are three ways of using these equations. To find a one-dimensional spatial domain filter, f, H must be a convolution matrix of an average of several sets of onedimensional coded PSF data, and g would be an ideal, diffraction limited 1-D PSF, i.e. a spike. To find a one-dimensional frequency domain filter, one must find the one- To find a two-dimensional spatial domain filter, the columns of the average of several sets of two-dimensional coded PSF data must be concatenated to form a very long column. The same must also be done with the columns of the 2-D ideal PSF data. Finally, to find a two-dimensional frequency domain filter, the coded PSF data sets are Fourier transformed. Then the value of each transformed data set at a particular frequency is put into a row vector, h. The desired value (in frequency domain) of g is also used in the equation to find the value of the filter at that particular frequency. This process is performed for each frequency value until all the points in the frequency domain filter data set are found. The entire process, however, can be quickly performed in matrix form with very simple code using a matrix oriented programming language.
