A useful discriminant vector for pattern classification is one that maximizes the minimum separation of discriminant function values for two pattern classes. This optimality criterion can prove valuable in many situations because it emphasizes the class elements that are most difficult to classify. A method for computing this discriminant vector by quadratic programming is derived. The resulting calculation scales with training set size rather than number of input variables and hence is well suited to the high dimensionality of image classification tasks. Digitized images are used to demonstrate application of the approach to two-class and multipleclass image classification tasks.
INTRODUCTION
Linear classifiers have received much attention in the optical pattern recognition community owing in large measure to their relative ease of implementation. While many problems are too complex to be solved with a single linear discriminant, multiple discriminants can be used to form more complicated piecewise-linear boundaries in feature space. Most of the linear classifiers that have been proposed for optical image classification fall into two categories: mapping approaches' and eigenvector-based techniques. 2 Mapping schemes seek to produce specified discriminant function values. Eigenvector-based methods are designed to provide optimum class discrimination as judged by various statistical measures. Like other distribution-free classifiers, 3 the discriminant vector described in this paper is obtained by a separation of the classes in terms of the geometry of the feature space. Rosen 4 proposed a similar approach to discriminant vector synthesis, but the computation involved becomes intractable for the large number of features characteristic of optical image classification tasks.
In Section 2 the proposed discriminant vector is described. Its properties are outlined in Section 3, and its computation is discussed in Section 4. Section 5 contains a description of experiments that demonstrate the approach using video images.
DISCRIMINANT VECTOR
Most traditional pattern classification methods are based on ensemble averages over the classes. These methods are designed to optimally distinguish statistical class distributions that are, in general, overlapping. In supervised classification applications, training sets are often nonoverlapping, since it is generally preferable to redefine the classes than to permit misclassifications of training set elements. Statistical pattern recognition methods may not be suitable for problems of this sort, since they tend to give little weight to outlier patterns and may misclassify patterns that lie near the frontiers between classes even if the classes are separable. The discriminant vector described in this section is designed for the latter type of problem, in which training set misclassifications are unacceptable. The discriminant vector is derived on the basis of the geometry of the class distributions rather than on their statistical parameters. The resulting vector guarantees correct classification of the training patterns if that is possible with a linear discriminant and does so optimally in the sense of producing the largest gap between the discriminant function values for two classes.
To illustrate the approach in an intuitive way, let us consider the hypothetical class distributions plotted in Fig. 1(a) . In this figure each axis represents one variable describing the signal (in optical approaches to image classification, these are often taken to be the pixel intensities). If asked to choose, by inspection, a decision boundary for the two classes, one might first associate with each cluster of points a bounded region, as shown in Fig. 1(b) . A natural choice for the boundary between classes might then be the perpendicular bisector of the line segment that connects the points of closest approach of the two regions. The vector direction p along which the line segment lies is a discriminant vector for the twoclass problem, and the bisector T (a hyperplane in actual problems) is an effective decision boundary.
In its precise form this intuitive method to boundary selection is a well-known construction from the theory of convex analysis. 5 6 The polygonal regions shown in Fig. 1(b) are the convex hulls of the point sets representing the two classes. The proposed discriminant vector lies along the line segment connecting the points of closest approach of these convex hulls. The properties of this discriminant vector are outlined in Section 3. For a brief summary of relevant terminology from set theory the reader is referred to Appendix A.
PROPERTIES OF THE DISCRIMINANT VECTOR
The discriminant vector described in Section 2 derives its significance from the following facts. Supposing point sets representing two pattern classes and given the convex hulls of these point sets, the ability of a hyperplane to separate the convex hulls is a nctavy and sufficient condition for that hyperplane to separate the point sets. 3 If, in fact, the convex hulls are separable, it can be shown 7 that 
and the maximum separation 8 is given by the construction described in Section 2 is guaranteed to find such a hyperplane (i.e., one that separates the convex hulls and hence the classes). In addition, the proposed discriminant vector not only separates the classes but is optimum in the sense of maximizing the minimum separation of discriminant function values. In other words the proposed discriminant vector is the one that produces the largest gap between the two groups of values (one for each class) generated by formation of the inner product between each prototype (training) pattern and the discriminant vector. The maximal-separation property of the proposed discriminant vector p can be demonstrated by its solution of the following optimization problem:
Maximize 8 with respect to y(), y ( 2 ), and p subject to the conditions (1) . y(2) 8,
for all y(1) G convA 1 and y(2) G conv A 2 , (la)
where A is the set of training patterns for class j, conv A denotes the convex hull of A, y(1) and y( 2 ) represent points in pattern space, and 11 11 signifies the Euclidean norm.
Since 8 has no specific dependence on the choice variables, one need only find the greatest lower bound on the lefthand side of inequality (la). The left-hand side of inequality (la) can be rewritten as (5) (6) The optimum vector PO is the proposed discriminant vector and is simply the unit vector along the line segment connecting the points of closest approach of the convex hulls for two classes.
DISCRIMINANT VECTOR COMPUTATION
The desired discriminant vector lies along the line segment joining the points of closest approach of the convex hulls of two point sets representing training or prototype patterns belonging to two classes. If the jth class contains Mj elements x1(,..,xM(i), then the convex hull for class j is the set of points y0i such that
where the Ak W' are constrained to be nonnegative and must sum to unity for each class, i.e.,
Let us now consider the problem of finding the points of closest approach of the two convex hulls. The squared Euclidean distance between points y(1) and y( 2 ) drawn from the convex hulls of classes 1 and 2, respectively, is defined in the usual way as 2= Y[yj(l) _ y( 2 )] 2, (9) where i indexes the components of the vectors. Substituting from Eq. (7) into Eq. (9), one obtains
k=l (10) where Xki) denotes the value of the ith feature representing the kth member of classj. In an image classification problem, XkJf'W can be taken to denote the intensity of X 2 * v (2) pixel i of the k th image of image class j. Expanding the square in Eq. (10) and interchanging the order of summation yield
.
This quadratic form can be written in matrix notatio
where the vector A is defined as
A (1) AMI (1) A = A 1 (2) and the symmetric matrix C is of the form
Any problem of this type, in which the optimization of a quadratic function is subject to linear and nonnegativity constraints, is known as a quadratic program. The theory of quadratic programming is well developed, and several techniques for the solution of such problems have been devised. 8 A brief introduction to quadratic programming is provided in Appendix B.
(11) n as
EXPERIMENTAL RESULTS
Two sets of experiments were performed to demonstrate (12) the convex-hull separation approach. First, a twocharacter recognition problem was constructed to test the method in its basic form. Second, an expanded problem was considered, into which eight characters were incorporated.
In the first experiment, images of the letters F and R in various fonts constituted two classes. Examples of these (13) images are shown in Fig. 2 . In the experiment, seven fonts were used for training and five others were reserved as test examples. The images are composed of 64 x 64 (=4K) pixels, and although they are essentially binary, (14) in which diagonal blocks, C 11 and C 22 , are of the form
and the off-diagonal blocks, C 21 and C 12 , are given by
In Eqs. (15) and (16) 
The goal is to find the points drawn from the two convex hulls that minimize the distance function d 2 .
These points having been expressed in terms of the A coefficients, the problem is reduced to one of constrained optimization: Minimize with respect to A the distance function
Ak(i) 0 (j = 1,2;k = Mj). 256 gray levels were possible. Each of the images was normalized so that its vector was of unit length. The normalized training images were lexicographically ordered into vectors and took the place of the x vectors in Eq. (7). On this basis the quadratic programming problem of expressions (18)- (20) was constructed. A FORTRAN implementation of the simplex method 9 for quadratic programming was used to solve for the A coefficients that minimize the distance function d 2 . The optimum A coefficients were then substituted into Eq. (7) to find the points of closest approach of the convex hulls of the two classes. The normalized difference vector of these two points acts as the discriminant vector p in the classification problem [see Fig. 1(b) ]. The discriminant vector components were rearranged into the two-dimensional image format (see Fig. 3 ), as they would be employed in an optical image classification system. In Fig. 3 the dark portions of the array represent negative values of the discriminant vector, and the light areas signify positive values.
The results for the two-character classification experiment were obtained by formation of the inner product between the character images and the discriminant vectors.
The resulting discriminant function values are plotted in Fig. 4 . The minimum separation of the training set values is 0.391; including the test set values, it is 0.248. As a point of reference, note that, since normalized images lie exclusively in the nonnegative orthant of the unit hypersphere, the maximum value that the minimum separation criterion can attain is V2.
In the second experiment an expanded character set was used. Here eight characters (A, B, C, D, U, 0, F, and R) constituted eight image classes. Examples of these images are shown in Fig. 5 . Ten fonts were used as examples of each character, so that a total of 80 images were included in the test.
There are several ways to achieve multiple-class sorting with two-class decisions. One strategy is to eliminate classes through a series of pairwise tests (K -1 decisions for K classes); another is to form a binary decision tree [ceiling(log 2 K) decisions for K classes, where ceiling(x) is the smallest integer greater than or equal to x]. The twoclass decision that forms the building block of the pairwise elimination approach having been considered, the latter, more efficient approach is now examined.
In this experiment log 2 8 (=3) binary decisions were used to classify eight characters (A, B, C, D, U, 0, F, and R). The three decisions were as follows: 
F 111
This kind of grouping of the classes permits implementation of the classification procedure with the fewest number of discriminant vectors. In practice, it would be advisable to construct the decision tree in a way that limits intraclass variation. The more difficult case described here is considered only to test feasibility.
The discriminant vectors for the three decisions identified above, computed as in the previous experiment by the simplex method, are shown in Fig. 6 . The results of the eight-character experiment are represented in Fig. 7 . Each of the graphs in Fig. 7 is a scatter plot of the inner product results for one of the two-class decisions described above. Note that all 80 characters were correctly classified. The minimum separation of the classes is 0.161 for decision 1, 0.150 for decision 2, and 0.154 for decision 3.
SUMMARY
A discriminant vector for pattern classification and a method for its computation have been described. The discriminant vector lies along the line segment connecting the points of closest approach of the convex hulls of two class distributions. This vector provides the discrimi-and other problems in which the number of input variables can be large.
APPENDIX A: SET THEORY BASICS
In a real Euclidean space R' a set is said to be convex if the line segment connecting any two points in the set also lies entirely within the set. The convex hull of a set S, denoted by conv S, is the smallest convex set containing S. In R 2 , conv S can be thought of as the region enclosed by a rubber band stretched around S.
The sets considered in the proposed method consist of a finite collection of points representing the training patterns. The convex hull of a set consisting of M points, not lying in one (M -2)-dimensional plane, is a polyhedral region known as an (M -1)-dimensional simplex. A two-dimensional simplex is a triangle; a three-dimensional simplex is a tetrahedron. The convex hull of a finite point set is also known as its convex polytope. The convex polytope of a set A = (a,, a 2 , .. ., am) is the set of points x such that
where ( In expressions (Bl)-(B3), x is an n-dimensional column vector (x1, ... Xn), p is an n-dimensional column vector, b is an m-dimensional column vector, A is an m x n matrix (m < n), and C is an n x n symmetric positive semidefinite matrix. The problem stated in other words is to find the point on a hyperplane in the nonnegative orthant of R" at which the function F attains a relative maximum. Each constraint forces the solution to lie in a hyperplane of smaller dimension. For example, if the problem contains two equality constraints in the form of three-dimensional planes, the solution is constrained to lie along the portion of the line representing their intersection that is contained in the nonnegative orthant. If the planes do not intersect, the constraints are inconsistent and there is, of course, no solution.
Minimization of a function f(x) can be placed in the above context if one considers it as a problem of maximizing -f(x).
Likewise, inequality constraints can be converted to equality constraints by the introduction of a vector of slack variables, y. For example, the constraint set Ax < b is equivalent to two sets of constraints: Ax + y = b and yi 2 0. The slack variables in y can be considered as additional x variables.
The solution method for the quadratic program begins with the definition of the Lagrangian. The Lagrangian expression for the above problem is
where v is a vector of m Lagrange multipliers. The gradient of the Lagrangian with respect to x, denoted by u, is
given by
The conditions for optimality of a solution x, known as the Kuhn-Tucker conditions, are = -CX -AV,
ui < 0.
Since both the objective function and the nonnegativity constraint are differentiable and convex, these conditions are both necessary and sufficient.' 0
The first Kuhn-Tucker condition is simply the definition of u. The next two are merely restatements of the constraints. The last two conditions summarize three possible situations that lead to a solution of the problem. These are best illustrated by consideration of a singlevariable problem having nonnegativity constraints but no linear constraints (in this case, u is simply the gradient of F).
The first type of solution has the maximum of F lying within the feasible region (xl 2 0). In this case, x, 0, so by condition (B9) the first derivative must vanish (u, = 0). In the second type, known as a boundary solution, F attains its maximum on the boundary. In this case both ul and x, are equal to zero, and condition (B9) is satisfied. In the final possibility a point lying on the boundary that is not a global maximum may be a solution, since it need be the maximum over the feasible region only. This type of solution is characterized by a negative first derivative (u, < 0) and x, = 0. Again, the product condition (B9) is satisfied.
Because the Kuhn-Tucker conditions are inequalities, they cannot be solved directly. One approach to finding the optimal solution is to note that, according to conditions (B8)-(B10), for each variable xi either xi = 0 or ui = 0 (or both). A solution can be sought by an exploration of the 2 possible situations that result. For large n, of course, this approach is completely impractical. Several, more sophisticated, methods have therefore been developed. 6 The method employed in the experimental section of this paper (Section 5) is known as the simplex method for quadratic programming. A brief description of the idea behind it follows; the complete development of the technique can be found in Ref. 8 .
The Lagrangian (v, x) is simply the sum of the func- tion F and a constraint term -v'(Ax -b) . If the constraint Ax = b is satisfied, then the Lagrangian is simply equal to F One can therefore maximize F(x) by increasing the value of 0(v, x) while maintaining the condition Ax = b. If it is found that, for some (v, x) pair, one of the u variables is positive (i.e., the first derivative of / is positive in some dimension), then an increase in the corresponding x variable will cause an increase in . After the x variable is raised, the linear constraint will, in general, no longer be satisfied. It is necessary, therefore, to compensate by an adjustment of other x variables to continue to satisfy the constraint. If this is achieved by changes in x variables that have no effect on (i.e., those for which the first derivative is zero), and if the change is made without changes in the first derivatives, then each step of this type leads to a monotonic increase in while satisfying the constraint. Equivalently, each succeeding iteration of this kind produces an increase in F without violating the constraints.
