ABSTRACT
INTRODUCTION
In today's e-governance age, everything is being done through electronic media. So huge data is generated and collected from various areas for which proper data management is necessary. Retrieval of some interesting information from stored data as well as time variant data is also a very challenging task. Extraction of meaningful and useful pattern from these large data is the main objective of data mining technique [1, 2] . Data mining techniques basically uses the concept of database technology [3] and pattern recognition [5, 6] principles. Feature selection [7, 8] and reduct generation [9, 10] are frequently used as a pre-processing step to data mining and knowledge discovery. For static data, it selects an optimal subset of features from the feature space according to a certain evaluation criterion. In recent years, dimension of datasets are growing rapidly in many applications which bring great difficulty to data mining and pattern recognition. As datasets changes with time, it is very time consuming or even infeasible to run repeatedly a knowledge acquisition algorithm. Rough Set Theory (RST) [10] [11] [12] [13] [14] , a new mathematical approach to imperfect knowledge, helps to find the static as well as dynamic reduct. Dynamic reducts can put up better performance in very large datasets as well as enhance effectively the ability to accommodate noise data. The problem of attribute reduction for incremental data falls under the class of Online Algorithms and hence demands a dynamic solution to reduce re-computation. Liu [15] developed an algorithm for finding the smallest attribute set of dynamic reducts with increase data. Wang and Wang [16] proposed a distributed algorithm of attribute reduction based on discernibility matrix and function. Zheng et al. [17] presented an incremental algorithm based on positive region for generation of dynamic reduct. Deng [18] presented a method of attribute reduction by voting in a series of decision subsystems for generation of dynamic reduct. Jan G. Bazan et al. [19] presented the concept of dynamic reducts to solve the problem of large amount of data or incremental data. Construction of classifier model for any decision system is an important job for many data mining applications. The objective of developing such a classifier is to classify unlabeled dataset into classes. Many particle swarm optimization algorithms [21] [22] [23] [24] [25] [26] [27] [28] [29] have been developed that deals only with continuous variables. This is a significant limitation because many optimization problems are there which featuring discrete variables in the problem domain. Typical problems are there in the space which deals with the ordering, grouping or arranging of discrete variables such as scheduling or routing problems. Therefore, the developing of particle swarm optimization algorithms that deals with discrete variables is important for such kind of problem. We propose a variant of Particle Swarm Optimization (PSO) algorithm applied to discrete data for rule selection in Data Mining. We will refer to this algorithm as the discrete Particle Swarm Optimization (DPSO) algorithm. The DPSO deals with discrete valued data, and its population of candidate solutions contains particles of different sizes. Although the algorithm has been specifically designed for optimized rule selection task, it is by no means limited to this kind of application. The DPSO algorithm may be applied to other optimization problems with little modification. In the proposed method, a novel heuristic approach is proposed to find out a dynamic reduct of the incremental dataset using the concept of Rough Set Theory and a particle swarm optimization algorithm for selection of optimal classification rules from the whole dataset. To understand the concepts of dynamic data, a sample dataset is divided into two sub sets considering one as old dataset and other as new dataset. Using the concept of discernibility matrix and attribute dependency of Rough Set Theory reduct is computed from old dataset. Then to handle the new data or incremental data, previously computed reduct is modified wherever changes are necessary and generates dynamic reduct for the entire system. Then for designing a classification model for the entire decision system, primarily, all exhaustive rules are generated by considering the computed reduct using genetic algorithm technique available in RSES software tool [30] . For the larger dataset, if all decision rules are considered for data analysis then time complexity will be very high. For this reason a minimum set of interesting rules are generated here. Now discrete Particle Swarm Optimization (PSO) algorithm is applied on the initial rule set for selection of few optimal or near optimal classification rules. DPSO method identifies important or significant rules from initial classification rules without sacrificing predictive accuracy.
The details of the algorithm are provided in subsequent section.
The rest of the paper is organized as follows: Basic Concepts of Rough Set Theory is described in section 2. Section 3 demonstrated the process of generation of dynamic reduct and Section 4 introduces the DPSO algorithm proposed in this paper for the task of optimal rule selection. Section 5 reports experimental methodology, results and finally conclusion of the paper is stated in section 6.
BASIC CONCEPTS OF ROUGH SET THEORY
The rough set theory is based on indiscernibility relations and approximations. Indiscernibility relation is usually assumed to be equivalence relation, interpreted so that two objects are equivalent if they are not distinguishable by their properties. Given a decision system DS = (U, A, C, D), where U is the universe of discourse and A is the total number of attributes, the system consists of two types of attributes namely conditional attributes (C) and decision attributes (D) so that A = C ∪ D. Let the universe U = {x 1 , x 2 ... x n }, then with any P ⊆ A, there is an associated Pindiscernibility relation IND(P) defined by equation (1) . (1) If (x, y) ∈ IND (P), then x and y are indiscernible with respect to attribute set P. These indistinguishable sets of objects, therefore define an indiscernibilty relation referred to as the Pindiscernibility relation and the class of objects are denoted by [x] P .
The lower approximation of a target set X with respect to P is the set of all objects which certainly belongs to X, as defined by equation (2). (2) The upper approximation of the target set X with respect to P is the set of all objects which can possibly belong to X, as defined by equation (3) (3)
As rough set theory models dissimilarities of objects based on the notions of discernibility, a discernibility matrix is constructed to represent the family of discernibility relations. Each cell in a discernibility matrix consists of all the attributes on which the two objects have the different values. Two objects are discernible with respect to a set of attributes if the set is a subset of the corresponding cell of the discernibility matrix.
(a) Discernibility Matrix and Core: Given a decision system DS = (U, A, C, D), where U is the universe of discourse and A is the total number of attributes. The system consists of two types of attributes namely conditional attributes (C) and decision attributes (D) so that A = C ∪ D. Let the universe U = {x 1 , x 2 ... x n }, then discernibility matrix M = (m ij ) is a |U| × |U| matrix, in which the element m ij for an object pair (x i , x j ) is defined by (4) .
where, i, j = 1, 2, 3... n Thus, each entry (i, j) in the matrix S contains the attributes which distinguish the objects i and j. So, if an entry contains a single attribute say, A s , it implies that the attribute is self sufficient to distinguish two objects and thus it is considered as the most important attribute, or core attribute. But in reality, several entries may contain single attribute, union of which is known as core CR of the dataset, as defined in (5). (5) (b) Attribute Dependency and Reduct: One of the most important aspects of database analysis or data acquisition is the discovery of attribute dependencies; that establishes a relationship by finding which variables are strongly related to which other variables. In rough set theory, the notion of dependency is defined very simply. Assume two (disjoint) sets of attributes, P and Q, and inquire what degree of dependency is present between them. Each attribute set induces an (indiscernibility) equivalence class structure. Say, the equivalence classes induced by P is [x] P , and the equivalence classes induced by Q is [x] Q . Then, the dependency of attribute set Q on attribute set P is denoted by γ P (Q) and is given by equation (6) .
Where, Q i is a class of objects in [x] Q ; ∀ i = 1, 2, …, N.
A reduct can be thought of as a sufficient set of attributes to represent the category structure and the decision system. Projected on just these attributes, the decision system possesses the same equivalence class structure as that expressed by the full attribute set. Taking the partition induced by decision attribute D as the target class and R as the minimal attribute set, R is called the reduct if it satisfies (7). In other words, R is a reduct if the dependency of decision attribute D on R is exactly equal to that of D on whole conditional attribute set C.
The reduct of an information system is not unique. There may be many subsets of attributes which preserve the equivalence-class structure (i.e., the knowledge) expressed in the decision system.
(c) Attribute Significance: Significance of an attribute a in a decision table A= (U, CUD) (with the decision set D) can be evaluated by measuring the effect of removing of an attribute a C from the attribute set C on the positive region. The number γ(C, D) expresses the degree of dependency between attributes C and D. If attribute 'a' is removed from the attribute set C then the value of (γ(C, D)) will be changed.
So the significance of an attribute a is defined as
The purpose of dynamic reducts is to get the stable reducts from decision subsystems. Dynamic reduct can be defined in the following direction.
subsystem of DS. By P (DS) we denote the set of all subsystems of DS. Let DS = (U, A, d) be a decision system and F ⊆ P (DS). By DR (DS, F) we denote the set RED (DS)
∩
RED (DT).Any elements of DR (DS, F) are called an F-dynamic reduct of DS.
So from the definition of dynamic reducts it follows that a relative reduct of DS is dynamic if it is also a reduct of all sub tables from a given family of F.
Definition 2:
Let DS = (U, A, d) be a decision system and F ⊆ P (DS). By GDR (DS, F) we denote the set ∩RED (DT) DT F Any elements of GDR (DS, F) are called an F generalized dynamic reduct of DS. From the above definitions of generalized dynamic reduct it follows that any subset of A is a generalized dynamic reduct if it is also a reduct of all sub tables from a given family F.
Time complexity of computation of all reducts is NP-Complete. Also, the intersection of all reducts of subsystems may be empty. This idea can be sometimes too much restrictive, so more general notion of dynamic reducts are described. They are called (F, ɛ) dynamic reducts, where ɛ > 0. The set DR (DS, F) of all (F, ɛ) dynamic reducts is defined by
={C RED (DS, d): ɛ}

DYNAMIC REDUCT GENERATION USING ROUGH SET THEORY
Various concepts of rough set theory like discernibility matrix, attribute significance and attribute dependency are applied together to compute dynamic reducts of a decision system. The term dynamic reduct is used in the sense that the method computes a set of reducts for the incremental data very quickly without unnecessarily increasing the complexity since they are sufficient to represent the system and subsystems of it. Based on the discernibility matrix M and the frequency value of the attributes, the attributes are divided [20] into the core set CR and noncore set NC for old subsystem DS old . Next, highest ranked element of NC is added to the core CR in each iteration provided the dependency of the decision attribute D on the resultant set increases for the old subsystem ; otherwise it is ignored and next iteration with the remaining elements in NC is performed. The process terminates when the resultant set satisfies the condition of equation (7) for the old subsystem and is considered as an initial reduct RED_OLD. Then backward attribute removal process is applied for each noncore attribute x in the generated reduct RED_OLD, it is checked whether (7) is satisfied using RED_OLD -{x}, instead of R. Now if it is satisfied, then x is redundant and must be removed. Thus, all redundant attributes are removed and final reduct RED_OLD is obtained.
To generate the dynamic reduct, discernibility matrix is constructed for the new subsystem DS new and frequency values of all conditional attributes are calculated. Now the previously computed reduct (RED_OLD) from the old dataset is applied to new dataset for checking whether it can preserve the positive region in the new data set i.e., whether the dependency value of the decision attribute on that reduct set is equal to that of the decision attribute on the whole conditional attribute set. If the condition is satisfied, then that reduct set is considered as dynamic reduct (DRED). Otherwise; according to the frequency values obtained using [16] of the conditional attributes, higher ranked attribute is added to the most important attribute set in each iteration provided attribute dependency of the resultant set increases and subsequently a reduct is formed after certain iteration when dependency of the decision attribute on the resultant set is equal to that of the decision attribute on the whole condition attribute set for the new subsystem. Then backward attribute removal process is applied for generation of final dynamic reduct of the system. In this process, significance value of each individual attribute is calculated using equation (8) except that most important attribute set in a reduct. If the significance value of a particular attribute is zero, then that attribute is deleted from the reduct. In this way, all redundant attributes are removed and finally dynamic reduct is generated by modifying the old reducts for the entire data.
The proposed method describes the attribute selection method for the computation of reducts from old data and dynamic reduct set DRED for entire data considering incremental data.
Algorithm1 generates initial reduct for the old decision system DS old = (U, A, C, D) and Algorithm2 generates dynamic reduct for the entire data, by considering the old data as well as incremental data.
Algorithm1: Initial_Reduct_Formation (DS old , CR, NC) Input: DS old , the decision system with C conditional attributes and D decisions with objects x, CR, the core and NC, the non-core attributes Output: RED_OLD, initial reduct Begin RED_OLD = CR /* core is considered as initial reduct*/ NC_OLD = NC /* take a copy of initial elements of NC*/ /*Repeat-until below forward selection to give one reduct*/ Repeat x = highest ranked element of NC_OLD
// apply backward removal 
OPTIMUM CLASSIFICATION SYSTEM GENERATION
The algorithm presented in this section is based on DPSO algorithm [21] . The proposed algorithm deals with generation of optimized classification rules from discrete valued dataset, which is typically a rule mining problem. Primarily, all exhaustive rules are generated from the entire dataset by considering its reduct using Genetic Algorithm method available in RSES2.2.2 software tool [30] . Then the DPSO method identifies important or significant rules from all initial available classification rules without sacrificing predictive accuracy. Every rule has two parts, conditional part and decision part, conditional part comprises of some conditional attributes with their values and decision part has decision attribute with the corresponding decision value or class. In a rule, each conditional attribute with the corresponding value is termed as rule component. So a rule is formed by some rule components. In PSO, population of candidate solutions contains particles of different sizes. Here population of candidate solutions is generated from initial rule set. Each particle represents the antecedent part of a rule by considering the conclusion part is fixed at the beginning of the execution and represents a target attribute value. In this case to discover the optimal rule set, predicting different target/decision values, the algorithm has to run several times, one for each decision value. There are N (No of initial rules) particles in a swarm. The length of each particle may vary from 1 to n, where n is the number of unique rule component present in the initial rule set, which is made by considering only the antecedent part of each rule. Each particle R i keeps a record of the best position it has ever attained. This information is kept in a distinguished particle labeled as B i . The swarm also keeps the information of the global best position ever attained by any particle in the swarm. This information is also kept in a separated particle labeled G. G is equal to the best Bi present in the swarm.
Encoding of the Particles for the Proposed DPSO Algorithm
Each rule is formed by some rule components and each rule component is identified by a unique positive integer number or index. These indices, vary from 1 to n, where n is the number of unique rule components present in the initial rule set. Each particle is subsets of indices without repetition. For example, corresponding to the rules R 1 , R 2 and R 3 given below, the rule components are (A=1), (A=2), (B=3), (B=4) and (C=5) which are indexed as 1, 2, 3, 4 and 5 respectively. 
The Initial Population for the Proposed DPSO Algorithm
The initial population of particles is generated as follows.
Population of candidate solutions is generated from initial rule set. Each particle represents the antecedent part of a rule by considering the conclusion part as fixed at the beginning of the execution and represents a target attribute value. Rule encoding process is described in section 4.1. By considering the rule encoding process the particles are formed for each rule generated using GA based classification method.
Velocities
The DPSO algorithm does not use a vector of velocities. It works with proportional likelihoods. Basically, the idea of proportional likelihood used in the DPSO algorithm is almost similar with the idea of velocity used in the standard PSO algorithm. Each particle is associated with a 2 × n array of proportional likelihoods, where 2 and n represents number of rows and number of columns respectively. In this standard proportional likelihood array, each element in the first row of V i represents the proportional likelihood based on which a rule component be selected. The second row of V i has the indices of the rule components which is associated with the respective proportional likelihoods of the first row of the vector V i . There is a one-to-one correspondence between the columns of this array. At the beginning, all elements in the first row of V i are set to 1, e.g., V i = {{1, 1, 1, 1, 1 }, {1,2,3,4,5}.
After the initial population of particles is generated, this array is always updated before a new configuration for the particle associated to it is made. The updating process is based on R i , B i (particle's previous best position) and G (global best position) and works as follows. 
Generating New Particles for the Proposed DPSO Algorithm
The proportional likelihood array V i is then used to sample a new configuration of particle R i that is, the particle associated to it. First, for a particle with V i , all indices present in R i have their corresponding proportional likelihood increased by 'a'. Similarly, all indices present in B i and G have their corresponding proportional likelihood increased by 'b' and 'c' respectively. Now each element of the first row of the array V i is then multiplied by a uniform random number between 0 and 1. A new random number is generated for every single multiplication performed. The new particle is then defined by ranking the columns in V i by the values in its first row. That is, the elements in the first row of the array are ranked in a decreasing order of value and the indices of the rule components (in the second row of V i ) follow their respective proportional likelihoods. Thus for example, after all the steps if a particle i has length 3 and the particle associated to the array Then first 3 indices from the second row of Vi would be selected to compose the new particle. That is, R i = {*, *, *} the indices (rule components) 5, 4 and 3 would be selected to compose the new particle, i.e., R i = {5, 4, 3}. Note that indices that have a higher proportional likelihood are, on average, more likely to be selected. If indices are the rule components with same attribute are selected, then higher confidence rule component is selected. In that case new particle size is also changes in the generation. The updating of R i , B i and G is identical to what is described earlier. In this way new particles are formed generation by generation.
Design of Fitness Function
The purpose of this experiment was to evaluate the classification accuracy and comprehensibility by the number of rules in the data set, and the average number of rule conditions per rule. The fitness function f (Ri) of any particle i is computed as follows. Optimized rule selection process can be performed by DPSO as a multi objective problem to maximize the confidence (association rule mining concept) of a rule to achieve higher classification accuracy as well as minimizing the length of a rule. The goal is to see whether DPSO can select optimized set of rules to achieve a higher classification accuracy rate from initial set of rules.
In this regard following fitness function is considered. Here relative importance of the rule confidence and the length of the rule are considered. Rule confidence is set larger than length of a rule because the classification performance is assumed more important than the number of conditional attributes present in a rule i.e. rule length.
The objective is to find the fittest rules with which it is possible to classify the data set as belonging to one of the classes with an acceptable accuracy. Here α=0.8 is considered.
EXPERIMENTAL RESULTS AND DISCUSSION
The method is applied on some benchmark datasets obtained from UCI repository 'http: //www.ics.uci.edu/mlearn/MLRepository'. Here the attributes are abbreviated by letters A, B, and so on, starting from their column position in the dataset. The wine dataset contains 178 instances and 13 conditional attributes. In our method, for computation of dynamic reduct the wine dataset is divided into 2 sub tables considering randomly 80% of data as old data and other 20% of data is new data. Reduct is calculated for the old data using Algorithm1.Then based on previous reducts, the proposed algorithm worked on new data and generates two dynamic reducts {{ABCGJLM}, {ABIJKLM}} for the whole dataset. Similarly dynamic reducts are calculated for the heart and Zoo dataset. Reducts are also calculated for the modified data set using static data approach. All results are given in Table 1 . Accuracies of the reduct of our proposed algorithm (PRP) are calculated and compared with existing attribute reduction techniques like 'Correlationbased Feature Selection' (CFS) and 'Consistency-based Subset Evaluation' (CSE), from the 'weka' tool [31] as shown in Table 2 . The proposed method, on average, contains lesser number of attributes compared to CFS and CSE and at the same time achieves higher accuracy, which shows the effectiveness of the method.
Table1.. Dynamic reducts of datasets
Table2: Classification accuracy of reducts obtained by proposed and existing method Now, randomly a reduct is selected from the reduct set for generation of optimal classification rules. At first all exhaustive rules are generated from the entire dataset using Genetic Algorithm method [30] . Then the proposed DPSO method selects important or significant rules from all initially generated classification rules without sacrificing predictive accuracy.
To illustrate the method, wine dataset with the reduct (ABIJKLM) is considered. First, the 178 records with 3 distinct classes (0, 1, 2) in the wine data set were divided into 10 almost equal sized folds. The computational experiments involved a 10-fold cross-validation method [13] .The folds were randomly generated but under the following regulation. The proportion of objects of different classes in every single fold is same to the one found in the original data set containing all 178 records. Each of the 10 folds is used once as test set and the remaining of the data set is used as training set. The purpose of the experiment was to evaluate the generalization ability, measured as the classification accuracy on test set. Each training set was used for generation of initial classification rules. For each initial rule set, DPSO algorithm generates optimized set of classification rules according to their fitness which is used to classify the test set (each 10 test folds) accordingly. DPSO selects only the best particle in each run as the rule.
As the DPSO algorithm is stochastic algorithm, 30 independent runs for the algorithm were performed for every single fold and for every decision classes. The average number of rules by the rule selection algorithms has always been rounded to the nearest integer. The population size (initial rule set) used for the algorithm is on average 52 and the search stops in one run after 100 iterations. Other choices of parameter values were a = 0.10, b = 0.12 and c = 0.14. Parameter values were fixed experimentally. The results of experiment were as follows.
For Wine on average 12 rules are selected as optimized rules from 52 rules. In some of the folds 100% accuracy is also achieved. And finally using these 12 rules on test set 98.96% of average classification accuracy is achieved.Using fewer rules, DPSO algorithm obtained on average, a better predictive accuracy than the classification performed using all the initial classification rules for few classes. For the initial rule set average accuracy values on test set for 3 classes (0, 1, 2) were 100, 100, 97.9 while using optimized rule set corresponding accuracy values on test set were 100, 96.9, 100. The results also indicate that not only the predictive accuracy is good, but also the number of rule conditions or rule length is relatively short (on average each optimal rule contains two less rule components compare to initial rules) and also number of rules reduces dramatically. Few samples (out of 52) of initial rules and optimal rules obtained by the proposed method for the wine dataset are shown in a tabular form in Table3 and Table4 respectively. Flowchart of actions of generating the initial classification rules using GA method and optimal classification rules using PSO method along with their classification accuracy are also given. And Table5 shows average classification accuracy achieved by the proposed method for some benchmark datasets. Fig. 1 . Flowchart of actions of generating classification rules and accuracy using Genetic Algorithm for wine data using the reduct ABIJKLM Fig. 2 . Flowchart of actions of generating optimal classification rules and accuracy using PSO algorithm for wine dataset using the reduct ABIJKLM for a single fold.
Table5: Classification accuracy of reduct based dataset using proposed method
CONCLUSION
The paper describes a new method of attribute reduction for incremental data using the concepts of Rough Set theory. Even if the data is not completely available at a time, the algorithm first finds the reduct of existing data and finally compute the dynamic reduct without reusing the data that has already arrived rather it extract some knowledge from the arrived data which is used together with newly available data. The proposed dimension reduction method used only the concepts of rough set theory which does not require any additional information except the decision system itself. Since, reduct generation is a NP-complete problem, so different researchers' use different heuristics to compute reducts used for developing classifiers. Dynamic reducts are very important for construction of a strong classifier. So considering this dynamic reduct for the entire data, proposed DPSO method produces optimal classification rules for the data set. The discovered rules are with of high accuracy and comprehensibility. Using fewer rules, DPSO algorithm obtained on average, a better predictive accuracy than the classification performed using all the initial classification rules for few classes. In the future dynamic rules can be selected from the incremental data itself by using the set of dynamic reducts and finally ensemble them to generate an efficient dynamic classifier.
