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Abstract. Let M be a compact Riemannian manifold and E a Riemannian vector bundle
on M. We look for hypersurfaces of E with a prescribed vertical Gaussian curvature. In
trying to solve this problem fibre-wise, we loose the regularity of the resulting solution.
To unsure the smoothness of the solution, we construct it as a radial graph over the unit
sphere subbundle of E and prove its existence by solving in this one a nonlinear partial
differential equation of Monge-Ampe`re type.
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1 Introduction
Let (M, g) be a compact Riemannian manifold of dimension n ≥ 1, without boundary,
and (E, g˜) a Riemannian vector bundle on M of rank m ≥ 2. Denote by E∗ the bundle
E with the zero section removed and by Σ the corresponding unit sphere bundle. Let
V E be the vertical subbundle of TE and HE the horizontal subbundle of TE associated
to a metric-connexion on (E, g˜). For a hypersurface Y of E for which each fibre Yx is a
hypersurface on the fibre Ex of E, the value at a point ξ ∈ Y∩Ex of the vertical Gaussian
curvature of Y is the value at the point ξ of the Gaussian curvature of Yx when regarded
as a hypersurface of Ex.
In this study, we are interested in finding an embedding Y of Σ into E∗ admitting
a prescribed vertical Gaussian curvature equal to K, a given strictly positive function
on E∗. We look for Y as a radial graph constructed on Σ, that is a map of the form
ξ ∈ Σ 7→ eu(ξ)ξ, where u ∈ C∞(Σ) is an unknown function extended to E∗ by letting
it be radially constant. When Greek indices are used, they designate vertical directions
tangent to Σ, and will range from n+ 1 to n+m− 1. The function u must satisfy on Σ
the following degenerate equation of Monge-Ampe`re type :
(1.1) det
[(
δβα +DαuD
βu−Dβαu
)]
= (1 + v1)
m+1
2 e(m−1)uK (euξ) ,
where D stands for the Sasaki connexion of the manifold (E,G), G is a Riemannian
metric on E for which the vertical and the horizontal distributions are orthogonal and
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2 A. Hanani
v1 =
∑
n+1≤α≤n+m−1DαuD
αu. In studying (1.1), one needs a priori estimates on covariant
derivatives of u till order three.
In case the ambient space is the Euclidean one, that is when M is reduced to a point,
the vertical Gaussian curvature of an hypersurface of E is exactly its Gaussian curvature.
The question was considered at first by Oliker [9] who gave sufficient conditions on the
prescribed function ensuring the existence of a solution. In particular he assumes that
there exist two real numbers r1 and r2 such that 0 < r1 ≤ 1 ≤ r2 and
(1.2) K(ξ) > ‖ξ‖(1−m) if ‖ξ‖ < r1; K(ξ) < ‖ξ‖(1−m) if ‖ξ‖ > r2
combined with the following monotonicity assumption :
(1.3)
∂ [ρm−1K(ρξ)]
∂ρ
≤ 0, for all ξ ∈ Σ.
The latter gives uniqueness up to homothety. These conditions were subsequently simpli-
fied in [3] by Delanoe¨. In [1] Caffarelli, Nirenberg and Spruck were interested in finding
embedded hypersurfaces of Rm whose principal curvatures satisfy a prescribed relation.
To a certain extent, this question is related to the Minkowski problem (see [2], [8], [10])
from which it differs by the way of parametrising, i.e. by a radial graph instead of the
inverse of the Gauss map.
The problem we deal with here requires an approach different from that used in pre-
vious works because of the degeneracy of the equation. This involves only the vertical
component of the Hessian of u, so we have no control on the horizontal component of the
second fundamental form of the hypersurface we look for, it has a strictly positive vertical
Gaussian curvature but need not be convex. This makes the study of the question more
interesting and shows to what extent it differs from the Euclidean case. Our first result,
which is derived in an almost elementary setting, is to clarify this remark.
Theorem 1. Let K ∈ C∞(E∗) be a strictly positive function which is constant on each
fibre of E. Then there exists a radial graph Y on Σ whose vertical Gaussian curvature is
given by K. Moreover, if K is constant Y may be convex and in case K is non constant,
every such graph is non convex.
Our proof relies on direct computations. The hypothesis on the prescribed function K
means that it is the vertical lift to E of a C∞ positive function on M . Any such strictly
positive function gives rise to a non convex hypersurface in E with strictly positive vertical
Gaussian curvature. The next result is to show that assumption (1.3) does not assure
uniqueness not even up to homothety.
Theorem 2. Let K ∈ C∞(E∗) be a strictly positive function such that K(ξ) = K(‖ξ‖)
for all ξ. If there exists a real number r > 0 such that K(rξ) = r(1−m), for all ξ ∈ Σ,
then there exists a radial graph Y on Σ whose vertical Gaussian curvature is given by K.
Such a graph may be chosen to be convex. Conversely if there exists a radial graph Y
on Σ with vertical Gaussian curvature given by K, then there exists a real number r > 0
such that K(rξ) = r(1−m), for all ξ ∈ Σ. Furthermore if K(rξ) = r(1−m), for all r > 0
and ξ ∈ Σ, there exists an infinite number of non homothetic radial graphs Y on Σ with
vertical Gaussian curvature given by K but a unique, up to homothety, convex one.
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To deal with the general case, for u ∈ C∞(Σ), we set
N1(u) = det
[
(δji +DiuD
ju−Djiu)1≤i,j≤n
]
and
N2(u) = det
[
(δβα +DαuD
βu−Dβαu)n+1≤α,β≤n+m−1
]
.
Applying a continuity method in the framework of C∞ functions [4] via the Nash and
Moser inverse function theorem, for the latter see R. Hamilton [6], we first prove the
following existence result.
Theorem 3. Let f ∈ C∞(Σ) be a strictly positive function and λ be a strictly positive
real number. Then there exists a unique solution u ∈ C∞(Σ) of the equations
N1(u) = 1
N2(u) = e−λuf(ξ)(1 + |Dvu|2)m+12 .
Moreover, for such a solution, the matrices (Gαβ +DαuDβu−Dαβu)n+1≤α,β≤n+m−1 and
(Gij +DiuDju−Diju)1≤i,j≤n are positive definite.
Equation (1.1) does not give any information about the horizontal behaviour of the
solution if there is any. To make up for this insufficiency, we use theorem 3 to assign
particular values to the horizontal derivatives. On the other hand, equation (1.1) is not
even locally invertible; to overcome this difficulty, we apply the fixed point theorem of
Nagumo [7] to prove the following result.
Theorem 4. Let K ∈ C∞(E∗) be an everywhere strictly positive function. Assume that
there exist two real numbers r1 and r2 satisfying 0 < r1 ≤ 1 ≤ r2 and such that inequalities
(1.2) hold. Then there exists a radial graph Y on Σ of class C∞ whose vertical Gaussian
curvature is given by K and such that r1 ≤ ‖ξ‖ ≤ r2 for all ξ ∈ Y.
The rest of this article is divided into four parts. First, we recall some preliminary re-
sults, which are needed to set the equation for prescribing the vertical Gaussian curvature
on the unit sphere bundle Σ. We derive this equation in the third section by pulling the
expression of the vertical Gaussian curvature back from the hypersurface. In the forth
part we give the a priori estimates required in proving theorems 3 and 4 and in the last
one we put these a priori estimates together and prove the results.
2 Preliminaries and notations
1- Let (M, g) be a Riemannian manifold of dimension n ≥ 1 and denote by ∇ its Levi-
Civita connexion. Let (E, g˜) be a Riemannian vector bundle on M of rank m ≥ 2, pi the
projection of E on M and E∗ the bundle E with the zero section removed. Denote by
∇˜ a metric-connexion on (E, g˜). Let U be an open set of M with coordinates (xi)1≤i≤n
and over which E is trivial. The open set pi−1(U) may be equipped with a coordinate
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system (xi, yα) with 1 ≤ i ≤ n and n + 1 ≤ α ≤ n + m, where (yα)n+1≤α≤n+m are the
fibre-coordinates with respect to a fixed frame (sα) of E over U .
We denote by Γkij, i, j, k ∈ {1, ..., n}, the Christoffel symbols of the connexion ∇ :
∇εiεj = Γkijεk, where εi = ∂/∂xi, and by Γβiα, i ∈ {1, ..., n} and α, β ∈ {n+ 1, ..., n+m},
the Christoffel symbols of the connexion ∇˜ : ∇˜εisα = Γβiαsβ.
On the open set pi−1(U), we can then consider the following moving frame
S = {ei, eα | i = 1, ..., n and α = n+ 1, ..., n+m},
where
(2.1) ei =
∂
∂xi
− yαΓβiα
∂
∂yβ
is the horizontal lift of εi and eα = ∂/∂y
α. Now, we equip the manifold E with a
Riemannian structure given by the metric G defined by the following :
G(ei, ej) = g(εi, εj), G(eα, eβ) = g˜(sα, sβ), G(ei, eα) = 0
and introduce the connexion D of Sasaki [11] which is G-metric and defined as follow
(2.2) Deiej = Γ
k
ijek, Deieα = Γ
β
iαeβ, Deαei = Deαeβ = 0.
The connexion D is not torsion free. In fact, if Skhij denotes the curvature components of
∇˜, when expressed in S, the only non-zero components of the torsion T of D are those
of the form
Tαij = −yβSαβij.
Let g˜αβ = g˜(sα, sβ). Since ∇˜ is g˜-metric, we obtain
∇˜i g˜αβ = g˜(∇˜εisα, sβ) + g˜(sα, ∇˜εisβ) = Γλiαg˜λβ + Γλiβ g˜αλ.
The expression in the frame S of the components of the curvature tensor R of D are
given by
Rdcab = G
(
(Deaeb −Debea −D[ea,eb])ec, ed
)
, Rdcab = G
deRecab
and standard computations yield that, for all 1 ≤ i, j ≤ n and n+ 1 ≤ α, β, λ, µ ≤ n+m,
(2.3) Riα β j = R
λ
α β j = R
i
α β µ = R
λ
α β µ ≡ 0.
Denoting by r the function r(ξ) = ‖ξ‖ and by ν the unit radial field which is given,
on the open set pi−1(U), by
ν = r−1yα
∂
∂yα
:= r−1yαeα.
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Let us compute DAν where A = A
iei+A
αeα is a vector field on pi
−1(U). At first, we have
DAr = DA(r
2)1/2 = (1/2)(r2)−1/2DAr2 = (1/2)r−1DA(g˜αβyαyβ)
= (1/2)r−1
∑
1≤i≤n
Aiei.(g˜αβy
αyβ) + (1/2)r−1
∑
n+1≤λ≤n+m
Aλ
∂
∂yλ
(g˜αβy
αyβ)
= (1/2)r−1
∑
1≤i≤n
Aiei.(g˜αβy
αyβ) + r−1
∑
n+1≤λ≤n+m
g˜λβA
λyβ.
Relations (2.1) and the fact that ∇˜ is g˜-metric imply that
ei.(g˜αβy
αyβ) =
(
∂
∂xi
g˜αβ
)
yαyβ − yλΓµiλg˜αβ
∂
∂yµ
(yαyβ)
= = 2Γρiαg˜ρβy
αyβ − 2yλΓµiλg˜αµyα = 0.
Therefore
DAr = r
−1 ∑
n+1≤λ≤n+m
g˜λβA
λyβ = G(A, ν).
At present,
DAν = −r−2(DAr)yαeα + r−1(DAyα)eα + r−1yαDAeα
= −r−1G(A, ν)ν + r−1
∑
1≤i≤n
Ai(Deiy
αeα + y
αDeieα)
+r−1
∑
n+1≤λ≤n+m
Aλ(Deλy
αeα + y
αDeλeα).
Taking account of (2.2), we get
DAν = r
−1 ∑
1≤i≤n
Ai(−yλΓµiλδαλeα + yαΓµiαeµ)
−r−1G(A, ν)ν + r−1
∑
n+1≤λ≤n+m
Aλδαλeα
= r−1
∑
1≤i≤n
Ai(−yλΓµiλeµ + yαΓµiαeµ)
−r−1G(A, ν)ν + r−1
∑
n+1≤λ≤n+m
Aλeλ.
Therefore
(2.4) DAν = −r−1G(A, ν)ν + r−1
∑
n+1≤λ≤n+m
Aλeλ.
2- Let Σ = {ξ ∈ E | ‖ξ‖ = 1}. The restriction of ν to Σ is normal to Σ. So the tangent
space to Σ at ξ ∈ Σ is a direct sum of the horizontal subspace HξE of TξE and the tangent
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space of the fibre passing through ξ. This allows us to fix a local orthonormal frame field
tangent to E of the form
R = {ei, eα, ν | i = 1, ..., n and α = n+ 1, ..., n+m− 1},
where ei for i ∈ {1, ..., n} is an horizontal vector field. Without losing generality, we can
restrict ourself to the case when ei is the horizontal lift of the natural vector field ∂/∂x
i
of M . For α = n+ 1, ..., n+m− 1, eα is a vertical vector field. Let
R∗ = {ωA | A ≤ n+m}
be the dual coframe. In the following, we will make use of the summation convention,
when letters are used as indices they range from 1 to n+m for an upper case Latin, from
1 to n+m− 1 for a lower case one and from n+ 1 to n+m− 1 for a lower case Greek.
Applying D to eA, we get a 1-form on E with values in TE. Expressing the result in R
leads us to introduce the matrix (ωAB) of 1-forms uniquely defined by the equalities
DeA = ω
B
A ⊗ eB.
From (2.4), it follows that
(2.5) Dνν = 0 and Deaν = (1− µa)r−1ea, on Σr,
where Σr = {ξ ∈ E | ‖ξ‖ = r} and µa is a parameter that equals 1 if a is a horizontal
direction and zero if it is a vertical one. Inserting (2.5) into the previous relation, we see
that, on Σr,
(2.6) ωan+m = (1− µa)r−1ωa and ωn+mn+m = 0.
On the other hand, since D is a metric connexion, it follows that
G(Debea, ν) = −G(ea, Debν).
Therefore, by virtue of (2.5),
(2.7) ωn+ma (eb) = −(1− µb)r−1Gab for all a, b ≤ n+m− 1.
For later use, let us compute the components of the curvature tensor R˜ of Σ. Us-
ing Gauss equation and relation (2.7) above, which gives the components of the second
fundamental form of Σ, we show that
R˜dcab = Rdcab + (1− µa)(1− µb)(GadGbc −GacGbd).
Therefore, we get the values of the curvature components that will be used in next com-
putations :
(2.8) R˜jαβγ = R˜
j
αβi = R˜
γ
αβi = 0, n+ 1 ≤ α, β, γ ≤ n+m− 1 and 1 ≤ i, j ≤ n,
and
(2.9) R˜λαβµ = δ
λ
βGαµ − δλµGαβ, n+ 1 ≤ α, β, λ, µ ≤ n+m− 1.
Compact hypersurfaces in a vector bundle 7
3- Let u ∈ C 2(Σ) be a function extended to E∗ in a radially constant way. The differential
of u is given by
du =
n+m−1∑
a=1
Dauω
a.
The component Dau is homogeneous of degree (µa − 1). We also have
Dabu = D
2u(ea, eb) = (DeaDu)(eb).
Hence
Dabu = Dea
(
Du(eb)
)
−Du(Deaeb)
and we easily check that Dabu is homogeneous of degree (µa + µb− 2). Since u is radially
constant, we can write
Daνu = Dea
(
Du(ν)
)
−Du(Deaν) = −Du(Deaν).
Which in view of (2.5) implies that, for all a ≤ n+m− 1,
(2.10) Daνu = −(1− µa)r−1Dau on Σr.
Similar computations give
(2.11) Dννu = 0, on Σr.
3 Derivation of the equation
In this section, we use the method of moving frames to derive the expression of the ver-
tical Gaussian curvature for the hypersurface under consideration. Using a homogeneity
argument and pulling this expression back from the hypersurface will give us the desired
equation on the unit sphere bundle Σ. For this purpose, we keep all notations of the
previous part. In particular, from the choice of the local orthonormal frame R it follows
that
R1 = {eα, ν | α = n+ 1, ..., n+m− 1}
is a local orthonormal frame field tangent to fibres of E. Let D denotes the induced
connexion on the fibre of E. We look for a hypersurface Y which is a radial graph over
the unit sphere bundle that is an application of the form
Y(ξ) = eu(ξ)ξ, for ξ ∈ Σ,
where u ∈ C2(Σ) is a function extended to E∗ by letting it be radially constant.
The definition of D implies that Deαν is a vertical vector field. So, using (2.5), at a
point of the fibre Yx = Y ∩ Ex, we obtain
(3.1) Deαν = Deαν = e
−ueα.
Therefore, we get
(3.2) Dανu = −e−uDαu for n+ 1 ≤ α ≤ n+m− 1.
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Hence, taking (3.1) into account, the definition of the covariant derivative allows us to
write
(3.3) Dν(Dαu) = Dναu+Du(Dνeα) = 0.
By a reasoning analogous to the one used to prove (3.1), we show that
(3.4) Deαeβ = Deαeβ =
n+m−1∑
n+1
ωγβ(eα)eγ − e−uGαβν.
Now, at a point x ∈ M , the tangent space of the fibre Yx is spanned by the vectors
{Eα := DY(eα) = eα + euDαuν}. Therefore, on Yx, the induced metric is given by
hαβ = G(Eα, Eβ) = Gαβ + e
2uDαuDβu
and the unit vector field
ν˜ = f(ν − euDαueα), f = (1 + e2uDαuDαu)− 12
is normal to Yx. In view of the equalities Dνu = 0, Dνν = 0, from (3.3) and (3.4) we
obtain
(3.5)
DEαEβ =
n+m−1∑
n+1
ωγβ(eα)eγ − e−uGαβν + eu(eα.Dβu)ν
+Dβueα +Dαueβ + e
uDαuDβuν.
But the definition of the covariant derivative gives
eα.Dβu = Dαβu+
n+m−1∑
n+1
ωγβ(eα)Dγu.
Reporting into (3.5), we obtain
DEαEβ = ω
γ
β(eα)Eγ +DβuEα +DαuEβ
+e−u[−hαβ + e2uDαβu]ν.
Hence
G(DEαEβ, ν˜) = fe
−u[−hαβ + e2uDαβu].
This gives the components of the second fundamental form of Yx when Yx is regarded as
a hypersurface of Ex. Namely
Iαβ = fe
−u(hαβ − e2uDαβu).
Therefore, the Gaussian curvature of Yx at the point euξ ∈ Yx is
(3.6) Gx(euξ) = e−(m−1)u
(
1 + e2u|Du|2)−m+12 det(δβα + e2uDαuDβu− e2uDβαu) .
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The definition of the covariant derivative gives, for α, β ∈ {n+ 1, ..., n+m− 1},
Dαβu = eα < Du, eβ > − < Du,Deαeβ > .
On the other hand, since the radial derivative of u is identically equal to zero, it is clear
that
< Du, eβ >=< Du, eβ >
and taking into account the definition of the connexion D which implies that Deαeβ is a
vertical vector field, we can write
< Du,Deαeβ >=< Du,Deαeβ > .
Hence, using Gauss equation, we get Dαβu = Dαβu. Inserting into (3.6), we finally arrive
at the following expression of the Gaussian curvature of Yx at the point euξ ∈ Yx :
(3.7) Gx(euξ) = e−(m−1)u
(
1 + e2u|Du|2)−m+12 det (δβα + e2uDαuDβu− e2uDβαu) .
But the value of the vertical Gaussian curvature Gv of the graph Y at the point euξ is
defined to be
Gv(euξ) = Gx(euξ) if euξ ∈ Yx.
On the other hand, taking into account the homogeneity of the covariant derivatives of
u, we can equate their values on Yx and Σx. Therefore, by pulling back (3.7), we obtain
the desired expression of the vertical Gaussian curvature of the hypersurface Y by mean
of its values on Σ :
(3.8) Gv(euξ) = (1 + |Dvu|2)−m+12 e−(m−1)udet (δβα +DαuDβu−Dβαu) ,
where |Dvu|2 = DαuDαu.
In the sequel, we denote
N1(u) = det
[
(δji +DiuD
ju−Djiu)1≤i,j≤n
]
and
N2(u) = det
[
(δβα +DαuD
βu−Dβαu)n+1≤α,β≤n+m−1
]
.
We also denote by G′u the covariant 2-tensor whose components, G
′
ab = G
′(ea, eb), are
given by
G′ij = Gij +DiuDju−Diju for 1 ≤ i, j ≤ n,
G′αβ = Gαβ +DαuDβu−Dαβu for n+ 1 ≤ α, β ≤ n+m− 1
and
G′iα = G
′
αi = 0 for 1 ≤ i ≤ n and n+ 1 ≤ α ≤ n+m− 1.
The function u is said to be admissible if the tensor G′u is positive definite. This allows
us to view G′u as a new Riemannian metric on Σ.
Finally, by an adapted frame to u we mean a G-orthonormal one that diagonalises the
Riemannian tensor G′u.
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4 A priori estimates
Lemma 1. Any admissible function u ∈ C 2(Σ) satisfies the following estimate
max
(
n∑
i=1
DiuD
iu,
n+m−1∑
α=n+1
DαuD
αu
)
≤ e2osc(u) − 1.
Proof. Let u ∈ C 2(Σ) be an admissible function and set w = e−u. Easy computations
show that the matrices
(wGij +Dijw)1≤i,j≤n
and
(wGαβ +Dαβw)n+1≤α,β≤n+m−1
are positive definite. At a point X0 ∈ Σ where the function Ω1 = w2 +
n∑
i=1
DiwD
iw
attains its maximum, since DΩ1(X0) = 0 in a G-orthonormal frame that diagonalises the
symmetric matrix (Dijw) we get for all horizontal direction, i ∈ {1, ..., n},
Diw(w +Diiw) = 0.
Thus Diw(X0) = 0. Since, for all X ∈ Σ, we have Ω1(X) ≤ Ω1(X0), we see that
w2 +
n∑
i=1
DiwD
iw ≤ w2(X0)
from which, we conclude, in view of the definition of w, that
n∑
i=1
DiuD
iu ≤ e2osc(u) − 1.
Arguing analogously at a point where the function Ω2 = w
2 +DαwD
αw attains its max-
imum, we show that
n+m−1∑
α=n+1
DαuD
αu ≤ e2osc(u) − 1
which ends the proof.
Lemma 2. Let F ∈ C 3(Σ × R) be a strictly positive function and u ∈ C 5(Σ) be an
admissible solution of the equation
(4.1) N1(u)N2(u) =
(
1 + |Dvu|2)m+12 F (ξ, u).
Assume that there exists a positive real number C0 such that
(4.2) e−C0 ≤ eu ≤ eC0 .
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Let L = {ξ ∈ E | e−C0 ≤ ‖ξ‖ ≤ eC0} and denote by 4u = GabDabu the Laplacian of u
with respect to the metric G. Then there exist positive constants C1, C
′
1 and b such that
(4.3) 0 < C1 ≤ n+m− 1 + |Du|2 −4u ≤ C ′1
and
b−1G ≤ G′u ≤ bG,
where C1 = (n + m − 1)(min
L
F )(n+m−1)
−1
. The constants C ′1 and b depend on ‖u‖∞,
max
L
F , ‖F‖C 2(L) and the geometry of (Σ, G,D).
Proof. The equivalence between the two metrics becomes an obvious fact once assertion
(4.3) of the lemma is established. So the a priori bound on the C 2-norm of u comes down
to establishing (4.3).
Making use of equation (4.1), the admissibility of u and the arithmetic and geometric
means inequality, we may write, in an adapted frame to u,
n+m− 1 + |Du|2 −4u = GabG′ab =
∑n+m−1
a=1 (1 + |Dau|2 −Daau)
≥ (n+m− 1)
[
n+m−1∏
a=1
(1 + |Dau|2 −Daau)
] 1
n+m−1
= (n+m− 1)
[
F (ξ, u)(1 + |Dvu|2)m+12
] 1
n+m−1
which in view of the compactness of L implies that
(4.4) 0 < C1 = (n+m− 1)
(
min
L
F
) 1
n+m−1 ≤ n+m− 1 + |Du|2 −4u.
On the other hand, denoting 4′u = G′abDabu, we also have
(4.5) n+m− 1 +4′u = G′abGab +G′abDauDbu > 0.
In view of (4.4), the proof reduces to establishing an a priori bound from below on
4u. For this purpose, let b > 0 be a fixed real number such that
n+m− 1 + |Du|2 ≤ b
and consider the function
(4.6) Γ = (b−4u) exp [k|Du|2 + el(u+C0)] ,
where k, l > 0 are real numbers to be fixed below. Let ξ ∈ Σ be a point where Γ attains
its maximum and suppose that
(4.7) −4 u(ξ) ≥ 1.
Hence, writing 4′ log(Γ) ≤ 0 at ξ, we get
(4.8)
−4′4u
b−4u −
G′abDa4 uDb4 u
(b−4u)2 + l
2el(u+C0)G′abDauDbu
+lel(u+C0)4′ u+ 2kG′abDabcuDcu+ 2kG′abGcdDacuDbdu ≤ 0.
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Next, covariantly differentiating twice the equation (4.1), we obtain
(4.9) G′ab(DdauDbu+DauDdbu−Ddabu) = Dd log(F ) + (m+ 1) DαuD
α
du
1 + |Dvu|2
and
G′ab(2DcdauDbu+ 2DcauDdbu−Dcdabu) = G′aeG′fbKcefKdab +Dcd log(F )
+(n+ 1)
DcdαuD
αu+DcαuD
α
du
1 + |Dvu|2 − 2(m+ 1)
DcαuD
αuDdβuD
βu
(1 + |Dvu|2)2 ,
where Kcab = DcauDbu+DauDcbu−Dcabu. Hence contracting by Gcd we obtain :
(4.10)
−G′abGcdDcdabu = −2G′abGcdDcauDdbu− 2G′abGcdDcdauDbu
+4 log(F ) + (m+ 1)G
cdDcdαuD
αu+DcαuD
cαu
1 + |Dvu|2
+K − 2(m+ 1)G
cdDcαuD
αuDdβuD
βu
(1 + |Dvu|2)2 ,
where K = GcdG′aeG′fbKcefKdab. The previous expression will imply the desired expres-
sion of 4′ 4 u by permutations of the covariant derivatives. The last gives rise to terms
involving torsion and curvature components. Recall that standard computations show
that
(4.11) Dabu = Dbau+ T
e
baDeu
and
(4.12) Dabcu = Dbacu+R
e
cbaDeu+ T
e
baDecu.
Consequently, we deduce that
GcdDcdau = Da4 u+GcdT eacDedu+GcdT eadDceu+Gcd(Redac +DcT ead)Deu.
Inserting into (4.10) yields
(4.13)
−G′abGcdDcdabu = 4 log(F )− 2G′abDcauDcbu− 2G′abDa4 uDbu
+(m+ 1)
Dα4 uDαu+DcαuDcαu
1 + |Dvu|2 − 2(m+ 1)
DcαuD
αuDcβuD
βu
(1 + |Dvu|2)2
+(m+ 1)
RecαcDeuD
αu
1 + |Dvu|2 − 2G
′abT eac(D
c
e u+D
c
eu)Dbu
−2G′ab(Recac +DcT eac)DeuDbu+K.
Furthermore, combining (4.11), (4.12) and the following relation
(4.14) Dabcdu = Dbacdu+R
e
cbaDedu+R
e
dbaDceu+ T
e
baDecdu,
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we check that
(4.15)
Dcdabu = Dabcdu+ T
e
bcDaedu+ T
e
acDebdu+ T
e
bdDcaeu+ T
e
adDcebu
+(Redbc +DcT
e
bd)Daeu+ (R
e
dac +DcT
e
ad)Dbeu
+(Rebad +DaT
e
bd)Dceu+ (R
e
bac +DaT
e
bc)Dedu
+(DaR
e
dbc +DcR
e
bad +DcaT
e
bd +DcT
f
adT
e
bf )Deu.
Therefore, taking into account (4.11) and (4.12), equality (4.13) leads to
(4.16)
−G′abGcdDcdabu = 4 log(F )− 2G′abDcauDcbu− 2G′abDa4 uDbu
+(m+ 1)
Dα4 uDαu+DcαuDcαu
1 + |Dvu|2 − 2(m+ 1)
DcαuD
αuDcβuD
βu
(1 + |Dvu|2)2
+(m+ 1)
RecαcDeuD
αu
1 + |Dvu|2 +K + 4G
′abGcdT eacDdbeu+ E1 + E2,
where
E1 = G
′abGcd [(Rebad +DaT
e
bd)Dceu+ (R
e
bac +DaT
e
bc)Dedu]
+2G′abGcdT eac
[
T fbeDdfu+ T
f
dbDefu− 2DdeuDbu
]
and
E2 = 2G
′abGcd(Redac +DcT
e
ad + T
f
acT
e
df )(Dbeu−DbuDeu)
+G′abGcd(DaRedbc +DcR
e
bad +DcaT
e
bd +DcT
f
adT
e
bf )Deu
+G′abGcdT eac(R
f
edb +R
f
bde +DbT
f
de +DeT
f
db + 2DdT
f
beDfu
+G′abGcdT eac(T
f
deT
g
bf + T
f
dbT
g
ef )Dgu.
In view of (4.7), the relation G′ab = Gab+DauDb−Dabu and the choice of the real b, there
exist positive constants C2 and C3, independent of u, such that
(4.17) |E1| ≤ C2(b−4u)(1 +G′abGab)
and
(4.18) |E2| ≤ C3(1 +G′abGab).
On the other hand, it is clear that
GcdDcαuD
αuDdβuD
βu ≤ |Dvu|2GabGcdDacuDbdu
and
(4.19) GabGcdDacuDbdu ≤ (b−4u)G′abGcdDacuDbdu.
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Inserting these inequalities into (4.16), by virtue of (4.5), (4.7) and (4.11), we easily deduce
the existence of a positive constant, C4, such that
(4.20)
−4′4u ≥ K + 4G′abGcdT eacDdbeu− 2(m+ 2)(b−4u)G′abGcdDacuDbdu
−2G′abDa4 uDbu+ (m+ 1)(1 + |Dvu|2)−1Dα4 uDαu
+4 log(F )− C4(b−4u)(1 +G′abGab).
Now, contracting (4.9) by Ddu, we get
G′abDdabuDdu = 2G′abDdauDduDbu−Dd log(F )Ddu− (m+ 1)
2
Dc|Dvu|2Dcu
1 + |Dvu|2 .
Using (4.11) and (4.12), we show that
(4.21)
G′abDabduDdu = G′abDa|Du|2Dbu−Dd log(F )Ddu+ E3
−m+ 1
2
(1 + |Dvu|2)−1Dα|Du|2Dαu,
where E3 is given by
E3 = −G′ab
[
(Rebad +DaT
e
bd + T
f
adT
e
bf )Deu+ 2GbeT
e
ad
]
Ddu+ 2T aadD
du.
Thus, there exists a positive constant, say C5, such that
(4.22) |E3| ≤ C5(1 +G′abGab).
Hence, combining (4.20) and (4.21), we obtain, by (4.22), the following relation :
(4.23)
−4′4u
b−4u + 2kG
′abDabcuDcu ≥ K
b−4u − 2(m+ 2)G
′abDacuD cb u
− m+ 1
1 + |Dvu|2
(−Dλ4 u
b−4u + kDλ|Du|
2
)
Dλu+
4G′abGcdT eacDdbeu
b−4u
+2G′ab
(−Da4 u
b−4u + kDa|Du|
2
)
Dbu+
4 log(F )
b−4u − C6(1 +G
′abGab),
where C6 is a positive constant independent of u. But, at the point ξ, where Γ attains its
maximum, the gradient of the function Γ must vanish. Taking the logarithmic derivative
of Γ, we get
(4.24)
−Da4 u
b−4u + kDa|Du|
2 = −lel(u+C0)Dau.
So that (4.23) leads to the following inequality
(4.25)
−4′4u
b−4u + 2kG
′abDabcuDcu ≥ K
b−4u − 2(m+ 2)G
′abDacuD cb u
+
4G′abT eacD
c
beu
b−4u +
4 log(F )
b−4u − 2le
l(u+C0)G′abDauDbu− C6(1 +G′abGab).
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Now, we expand the following term
K ′ = GcdG′aeG′fb
[
Kdab + (b−4u)−1Da4 uG′db − 2T hadG′hb
]
× [Kcef + (b−4u)−1De4 uG′cf − 2T hecG′hf] .
Taking into account the choice of the real b, (4.11), (4.12) and the following two relations
(4.26) G′ab = Gab +DauDb −Dabu and G′abG′bd = δad ,
a direct computation leads to the following
K ′ ≤ K − (b−4u)−1G′abDa4 uDb4 u+ 4G′abGcdT eacDdbeu
+2(b−4u)−1
{ [
(1 + |Du|2 +4u)G′abDa4 uDbu−Da4 uDau
]
−G′abGcdDa4 u [(Recbd +DbT ecd)Deu+ (T ebcDedu+ T ecdDbeu)]
−2G′abDa4 u
[
T cbc + (T
e
bcD
cu−GcdT fbcT efd)Deu
]}
−4G′abDau(T ebcDceu+ T ebcDcuDeu)− 4G′abT ebaDeu
+4GcdG′abG′efT
e
adT
f
bc + 4G
abT ebaDeu.
Thus, taking into account (4.2) and the C 1 a priori estimate of Lemma 1, we conclude to
the existence of a positive constant C7 independent of u such that
K ′ ≤ K − (b−4u)−1G′abDa4 uDb4 u+ 4G′abGcdT eacDdbeu
+2(b−4u)−1G′abDa4 u
[
(1 + |Du|2 +4u−GcdT ecdDeu)Dbu
−2T cbc − (Recbc +GcdDbT ecd + 2T ebcDcu− 2GcdT fbcT efd)Deu
−Gcd(T ecdGbe + T ebcDedu)
]
+ C7(b−4u)(1 +G′abGab)
−2(b−4u)−1Da4 u(Dau−GcdT acd).
Using (4.24), (4.26) and taking (4.7) into account, we easily arrive at the existence of
positive constants C8 and C9, independent of u, such that
K ′ ≤ K − (b−4u)−1G′abDa4 uDb4 u+ 4G′abGcdT eacDdbeu
+C8
[
k + lel(u+C0)
]
(b−4u)(1 +G′abDauDbu) + C9(b−4u)G′abGab.
In view of the positivity of K ′, this inequality implies that
K + 4G′abGcdT eacDdbeu ≥ (b−4u)−1G′abDa4 uDb4 u
−(b−4u) [C8 (k + lel(u+C0)) (1 +G′abDauDbu) + C9G′abGab] .
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Combining with (4.25), we obtain
−4′4u
b−4u −
G′abDa4 uDb4 u
(b−4u)2 + 2kG
′abDabcuDcu ≥ 4 log(F )
b−4u
−2(m+ 2)G′abDacuD cb u− (C6 + C9)(1 +G′abGab)
−(2 + C8)
[
k + lel(u+C0)
]
(1 +G′abDauDbu).
Substituting into (4.8) and taking (4.5) into account, we get the following
(4.27)
2(k −m− 2)G′abGcdDacuDbdu+
[
lel(u+C0) − C6 − C9
]
G′abGab
+
[
l2el(u+C0) − (2 + C8)
(
k + lel(u+C0)
)]
G′abDauDbu+
4 log(F )
b−4u ≤ C10,
where C10 = C6 +C9 + (n+m− 1)le2lC0 + (2 +C8)(k + le2lC0). Select k = m+ 2 so that
the component of G′abGcdDacuDbdu vanishes. Choosing l real sufficiently large, inequality
(4.27) yields
(4.28) G′abGab ≤ C10 − 4 log(F )
b−4u .
On the other hand, by virtue of estimate (4.2), the development of 4 log(F ) shows that
there exists a positive constant C11 such that∣∣∣∣4 log(F )b−4u
∣∣∣∣ ≤ C11.
Therefore inequality (4.28) leads to the following
(4.29) G′abGab ≤ C12 := C10 + C11.
Finally, using equation (4.1), satisfied by u, and the arithmetic and geometric means
inequality, we check that
−4 u ≤ (1 + |Dvu|2)m+12 F
(
ξ, u(ξ)
)( G′abGab
n+m− 2
)n+m−2
.
Taking into account (4.2) and the C 1 a priori estimate stated in Lemma 1, inequality
(4.29) implies that b−4u(ξ) ≤ C13, where C13 depends on n, m, C0, C12 and sup
L
F . The
definition (4.6) of Γ allows us to conclude the proof of (4.3). The equivalence between the
metrics G and G′u is clear.
Lemma 3. Keeping all the notations of the previous Lemma, let u ∈ C 5(Σ) be an admis-
sible solution of (4.1) satisfying (4.2). Denote
Ω2 = G′abG′cdG′efDaceuDbdfu and F˜ = log
[
(1 + |Dvu|2)n+12 F (ξ, u)
]
.
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(i) There exist two positive constants k1 and k2 such that :
(4.30)
4′Ω2 + 2G′abG′cdG′efDaceF˜Dbdfu− 2G′abDaΩ2Dbu
+HabcdefijDaceuDbdfuDijF˜ ≥ −k1(1 + Ω3)
and
(4.31) 4′Ω2 ≥ −k2(1 + Ω3)− (m+ 1)DαΩ
2Dαu
1 + |Dvu|2 + 2G
′abDaΩ2Dbu.
The components of the tensor H are given by
(4.32) Hab...ij = G′ajG′ibG′cdG′ef +G′abG′cjG′idG′ef +G′abG′cdG′ejG′if .
(ii) We have : ‖Ω‖C 0(Σ) <∞ and, for any α ∈]0, 1[, u is uniformly bounded in C 3,α(Σ).
Proof. 1- Inequality (4.31) is an immediate consequence of (4.30), it follows by simply
expanding the terms involving F˜ . So let us show how (ii) follows from (4.31). In view of
Lemma 2, there exist positive constants C1, C
′
1 and b such that
(4.33) 0 < C1 ≤ n+m− 1 + |Du|2 −4u ≤ C ′1 and b−1G ≤ G′(u) ≤ bG.
Expanding the following positive term
G′abGcdGef
(
Daceu− 1
n+m− 1GceDa4 u
)
×
(
Dbdfu− 1
n+m− 1GdfDb4 u
)
and using (4.32), we show that there exists a positive constant C2 such that
(4.34) G′abDa4 uDb4 u ≤ C2Ω2.
On the other hand, by Cauchy’s inequality and (4.33), formula (4.16) of the proof of
Lemma 2 says that there exist two positive constants C3 and C4 such that
(4.35) −4′4u ≥ −C3 + C4Ω2 + (m+ 1)Dα4 uD
αu
1 + |Dvu|2 − 2G
′abDa4 uDbu.
Set Γ = Ω− l4 u, where l > 0 is a real number. The relation
4′Ω2 = 2Ω4′ Ω + 2G′abDaΩDbΩ,
joined to (4.31) and (4.35) implies the existence of positive constants C5 and C6 such that
(4.36)
2Ω4′ Γ ≥ −C5 − C6Ω3 + lC4Ω3 − 2G′abDaΩDbΩ
−2(m+ 1)Ω
1 + |Dvu|2DαΓD
αu+ 4ΩG′abDaΓDbu.
At a point ξ ∈ Σ, where Γ attains its maximum, we have
0 ≥ 2Ω4′ Γ and DaΓ = 0.
18 A. Hanani
So that inequality (4.36) allows us to write
0 ≥ −C5 − C6Ω3 + lC4Ω3 − 2l2G′abDa4 uDb4 u.
Selecting l = (C4)
−1(1 + C5 + C6) and inserting inequality (4.34) into this last one, we
easily obtain Ω ≤ max(1, 2l2C2). From this we can easily conclude Ω ≤ C7.
Now, covariantly differentiating once equation (4.1), we get
4′(DAu) = HA,
where the right side HA involves only covariant derivatives of u of order less or equal to
two. Therefore ‖HA‖C 0,α(Σ) ≤ C9, and one can use Schauder’s inequalities to deduce that
‖Du‖C 2,α(Σ) ≤ C10.
2- In this paragraph we describe the steps needed to establish inequality (4.30). At first,
we can write
(4.37) 4′Ω2 =
5∑
i=1
Ki.
The tensor H is given by (4.32) and the terms (Ki)1≤i≤5 are defined as follow :
K1 = 2G
′klG′abG′cdG′efDklaceuDbdfu,
K2 = 2G
′klG′abG′cdG′efDkaceuDlbdfu,
K3 = −2G′klHab...ij (DliuDju+DiuDlju−Dliju)× (DkaceuDbdfu+DaceuDkbdfu),
K4 = −G′klHab...ij(2DkliuDju+ 2DkiuDlju−Dkliju)DaceuDbdfu,
K5 = −G′klDkHab...ij (DliuDju+DiuDlju−Dliju)DaceuDbdfu.
Let us write U ' V to say that U and V are equivalent; i.e. if there exists a universal
positive constant c such that: |U(u) − V (u)| ≤ c(1 + Ω3) and use the convention of
summing repeated indices from 1 to n+m− 1.
(i) Study of K5. Expanding DkH
ab...ij and denoting in a G′-orthonormal frame
A = DkabuDkcduDlcauDldbu
B = DkabuDkcduDlabuDlcdu.
Using formulas (4.11) and (4.12) of the proof of Lemma 2, we see that
(4.38) K5 ' 6A+ 6B.
(ii) Study of K4 . At first, we see that
K4 ' G′klHab...ijDklijuDaceuDbdfu.
Thus, covariantly differentiating twice the equation satisfied by u, we can show that:
K4 +H
ab...ijDijF˜DaceuDbdfu+H
ab...ijG′kpG′qlDjkluDiqpuDaceuDbdfu '
' G′klHab...ijDaceuDbdfu(Dkliju−Dijklu).
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Arguing as in the proof of Lemma 2, we see that the right hand side term is equivalent
to zero. On the other hand, using (4.11) and (4.12) of the proof of Lemma 2, the sum of
the terms in (D3u)4 in the left hand side is equivalent to 3B. Therefore
(4.39) K4 +H
ab...ijDijF˜DaceuDbdfu+ 3B ' 0.
(iii) Study of K3. By virtue of formulas (4.11) and (4.12), and denoting in a G
′-
orthonormal frame
C = DlabuDlcduDabcdu,
we see that
(4.40) K3 ' 12C + 2PabcdDabcdu,
where Pabcd are linear combinations of the derivatives of u of order three, its components
depend upon the curvature and torsion components as well as the covariant derivatives
of u of order less than two.
(iv) Study of K1. Covariantly differentiating three times the equation satisfied by u,
we eliminate the order five covariant derivatives of u. In fact, we find
G′klG′abG′cdG′efDacekluDbdfu ' 2G′klG′abG′cdG′efDacekuDluDbdfu
+G′abG′cdG′efG′kjG′il (DaiuDju+DiuDaju−Daiju)DcekluDbdfu
+G′abG′cdG′efG′kjG′il (DciuDju+DiuDcju−Dciju)DaekluDbdfu
+G′abG′cdG′efG′kjG′il (DekuDlu+DkuDelu−Deklu)DacijuDbdfu
−G′abG′cdG′efDa(G′kjG′il)DekluDcijuDbdfu
−G′abG′cdG′efDaceF˜Dbdfu.
Thus, a permutation of the order of covariant derivatives of u allows us to write :
G′klG′abG′cdG′efDklaceuDbdfu ' G′klDkΩ2Dlu
−G′abG′cdG′efDa(G′kjG′il)DekluDcijuDbdfu
−3C +G′klG′abG′cdG′efQkaceDlbdfu
−G′abG′cdG′efDaceF˜Dbdfu,
where Qkace are linear combinations of the derivatives of u of order three, its components
depend upon the curvature and torsion components as well as the covariant derivatives
of u of order less or equal to two.
Expanding Da(G
′kjG′il) and using (4.11) and (4.12), we finally arrive at
(4.41)
K1 ' 2G′abDaΩ2Dbu+ 2G′klG′abG′cdG′efQkaceDlbdfu
−4A− 6C − 2G′abG′cdG′efDaceF˜Dbdfu.
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(v) Inserting (4.38), (4.39), (4.30) and (4.31) into (4.37), we obtain
(4.42)
4′Ω2 ' 2G′abDaΩ2Dbu+ 2(P +Q)abcdDabcdu+ 2A
+3B + 6C +K2 −Hab...ijDijF˜DaceuDbdfu
−2G′abG′cdG′efDaceF˜Dbdfu.
Let us introduce the tensors U and V which are defined in a G′-orthonormal frame by
Uabcd = Dabcdu+DlabuDlcdu+ (P +Q)abcd
and
Vabcd = Dabcdu+DlabuDlcdu+DlacuDlbdu.
We easily check that
‖U‖2 ' 1
2
K2 + 2C +B + 2(P +Q)abcdDabcdu
and, using once more relation (4.12) of the proof of Lemma 2, we obtain
‖V ‖2 ' 1
2
K2 + 2A+ 2B + 4C.
Thus, (4.42) becomes
4′Ω2 ' 2G′abDaΩ2Dbu−Hab...ijDijF˜DaceuDbdfu
+‖U‖2 + ‖V ‖2 − 2G′abG′cdG′efDaceF˜Dbdfu
and (4.30) follows from this relation in view of the positivity of ‖U‖2 and ‖V ‖2.
5 Proof of the results
5.1 Proof of theorem 1
In order to end the proof of theorem 1, let us consider the function
u =
− log(K)
m− 1 .
From the assumption on K we see that u = u◦pi in E∗. Let pi∗ stand for the tangent map
of pi. From the usual rules of differentiation it follows that
Du(Y ) = Du (pi∗(Y )) for Y ∈ TE.
Recall that for any ξ ∈ E∗ the vertical subspace VξE of TξE is exactly the kernel of pi∗|TξE.
Thus, for all vertical direction α, we get Dαu = 0 and, since Deαeβ is a vertical vector
field for α, β ∈ {n + 1, ..., n + m − 1}, the definition of the covariant derivative implies
that Dαβu = 0. Inserting this into equation (3.8), we deduce that
Gv(euξ) = e−(m−1)u(ξ) = K(ξ)
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as claimed.
Now, if K is constant, then the radial graph Y : ξ 7→ eu(ξ)ξ, with u as above, is a
convex hypersurface whose vertical Gaussian curvature is given by K. Conversely, assume
that there exists a function u ∈ C∞(Σ) such that
(5.1) det
(
δβα +DαuD
βu−Dβαu
)
=
(
1 + |Dvu|2)m+12 e(m−1)uK(ξ)
and that the hypersurface Y given by
Y(ξ) = eu(ξ)ξ, for ξ ∈ Σ,
is convex so that its second fundamental tensor is a 2-covariant positive one. We need to
compute the components of this tensor. Keeping all previous notations and following the
formalism of moving frame we check that these are given by the (n+m−1)× (n+m−1)-
matrix
g′ =
(
(1− µa)Gab + (1− 2µa)D˜auD˜bu− D˜abu
)
1≤a,b≤n+m−1
,
where D˜au = e
µauDau and D˜abu = e
(µa+µb)uDabu. By the assumption on Y , the matrix g′
is positive. Particularly, for any real ε > 0, the n× n-matrix
(5.2) (εGab −DauDbu−Dabu)1≤a,b≤n is positive definite.
Now, consider the function
Γ(u) = −u+Gab(µaDau)(µbDbu)
at a point ξ0 ∈ Σ where it attains its maximum. For all horizontal direction i ∈ {1, ..., n},
we get DiΓ = 0 so that, in an adapted frame to u, we can write
Diu(−+Diiu) = 0.
Taking (5.2) into account, for all horizontal direction i, we obtain Diu(ξ0) = 0. Conse-
quently Γ(u)(ξ0) = −εu(ξ0) and since Γ(u) attains its maximum at ξ0, we conclude that
there exists a positive constant C such that, for any ε > 0,
Gab(µaDau)(µbDbu) ≤ Cε.
From this we conclude that the horizontal component of the gradient of u is identically
equal to zero. Using the definition of the covariant derivative, we show that, for any
horizontal direction i, 1 ≤ i ≤ n, and any vertical direction α, n+ 1 ≤ α ≤ n+m− 1,
(5.3) Diαu = Dαiu = 0.
The first equality in (5.3) follows from the fact that torsion components of the form T aiα
are zero. Taking into account relation (2.8), we see that Diαβu = Dαβiu. Now, for any
vertical directions α, β and any horizontal one i, the definition of the covariant derivative
yields
Diαβu = 0.
Therefore, covariantly differentiating the equation (5.1) in any horizontal direction, we
see that the horizontal gradient of K is identically equal to zero and as it is constant on
each fibre of E, the vertical component of its gradient is also identically equal to zero.
We then conclude that K is constant.
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5.2 Proof of theorem 2
Relying crucially on computations from section 2, we deduce that the vertical Gaussian
curvature of the bundle Σr is r
−(m−1). The bundle Σr is closed and convex. Now suppose
that there exist a radial graph over Σ with vertical Gaussian curvature given by K. Then
there exists u ∈ C∞(Σ) satisfying (5.1). Set
ψ(r) = rm−1K(r), R1 = min
Σ
eu and R2 = max
Σ
eu.
From (5.1), we see that
ψ(R1) ≤ 1 and ψ(R2) ≥ 1
thus, by continuity, there exists a real r > 0 such that ψ(r) = 1.
Now suppose that, for any r > 0 and any ξ ∈ Σ,
(5.4) K(rξ) = K(r) =
1
rm−1
.
If u ∈ C∞(Σ) satisfies (1), then for any non constant v ∈ C∞(M), the function u˜ = u+v◦pi
is also a solution of (5.1) and clearly their graphs are not homothetic. Thus, there is an
infinite number of non homothetic closed hypersurfaces with vertical Gaussian curvature
given by K. But two convex closed hypersurfaces with vertical Gaussian curvature given
by K are necessarily homothetic. In fact, if Y , the radial graph of a function u ∈ C∞(Σ),
is such an hypersurface, then
(5.5) det
(
δβα +DαuD
βu−Dβαu
)
=
(
1 + |Dvu|2)m+12.
Recall from the proof of theorem 2 that the convexity of the hypersurface Y implies the
nullity of the horizontal gradient of u. On the other hand, at a point ξ ∈ Σ where
u attains its maximum, and in a G-orthonormal frame in which the symmetric matrix
[DαuDβu−Dαβu] is diagonal, it is clear that the eigenvalues of the matrix
(G′u = Gαβ +DαuDβu−Dαβu)αβ
are strictly positive at ξ. By continuity, [(G′u)αβ] must be positive definite everywhere.
Let us introduce the operator 4′ by setting 4′u = G′αβDαβu. Covariantly differentiating
(5.5), we get
G′αβ(DλαuDβu+DαuDλβu−Dλαβu) = m+ 1
2
Dλ|Dvu|2
1 + |Dvu|2
and contracting by Dλu, we obtain
(5.6) G′αβDλαβuDλu = G′αβDα|Dvu|2Dβu− (m+ 1)
2
Dλ|Dvu|2
1 + |Dvu|2 .
From the expressions (2.8) and (2.9) of the curvature components, we can write
G′αβDλαβuDλu = G′αβDαβλuDλu+G′αβDαuDβu− |Dvu|2G′αβGαβ.
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Inserting into (5.6), and evaluating at a point ξ ∈ Σ where the function
Γ =
1
2
GαβDαuDβu
attains its maximum, we get
G′αβDαβλuDλu = |Dvu|2G′αβGαβ −G′αβDαuDβu.
But, at the point ξ, we must have 4′Γ ≤ 0. Thus
(5.7) |Dvu|2G′αβGαβ −G′αβDαuDβu+G′αβGλµDαλuDβµu ≤ 0.
In a G-orthonormal frame in which the symmetric matrix (DαuDβu−Dαβu) is diagonal,
we can write
G′αβDαuDβu =
n+m−1∑
α=n+1
|Dαu|2
1 + |Dαu|2 −Dααu ≤ |D
vu|2G′αβGαβ.
Therefore, the relation (5.7) implies
0 ≤ G′αβGλµDαλuDβµu ≤ 0
and in particular, at the point ξ, we must have for any directions α and β,
Dαβu = 0.
Inserting into (5.5), we obtain
1 + |Dvu|2 = det(δβα +DαuDβu) = (1 + |Dvu|2)
m+1
2 .
Hence |Dvu|2(ξ) = 0 and then |Dvu|2 = 0 everywhere. Thus, taking into account the fact
that the horizontal gradient of u is identically equal to zero, the function u must be a
constant. This ends the proof of the theorem.
5.3 Proof of theorem 3
Let f ∈ C∞(Σ) be a strictly positive function and λ > 0 a real number. We want to solve
the equations
(5.8)

N1(u) = 1
N2(u) = e−λuf(ξ)(1 + |Dvu|2)m+12 .
Remark first that a solution of (5.8), if there is any, is necessarily admissible. In fact, at a
point ξ ∈ Σ where u attains its maximum, and in a frame adapted to u, it is clear that the
eigenvalues of the tensor G′u are strictly positive at ξ. By continuity and since N1(u) > 0
we see that the matrix [(G′u)ij]1≤i,j≤n must be positive definite everywhere. We also have
N2(u) > 0 so that the matrix [(G′u)αβ]n+1≤α,β≤n+m−1 is positive definite everywhere.
On the other hand, if a solution exists, it is unique for if there exist two solutions
u1 and u2, we put u = u1 − u2 and let ξ ∈ Σ be a point where u attains its minimum.
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In an orthonormal frame for [(G′u1)αβ] that diagonalises [(G
′
u2
)αβ] we have (G
′
u2
)αβ =
(G′u1)αβ +Dαβu. Thus, we may write :
N2(u2)
N2(u1) =
n+m−1∏
α=n+1
(1 +Dααu) = e
λu.
Taking into account the fact that Dααu(ξ) ≥ 0, the last equality implies : u(ξ) ≥ 0. Hence
u1 − u2 ≥ 0 everywhere. By an analogous argument, but at a point where u attains its
maximum, we get the inequality in the other sense. Thus, the functions u1 and u2 must
be equal.
To treat the existence part, we will use the continuity method in the framework of
C∞ functions [4]. This method consists of the following steps.
For t ∈ [0, 1], consider the family of equations
(5.9)

N1(u) = 1
N2(u) = e−λu
[
f(ξ)(1 + |Dvu|2)m+12
]t
.
By the previous discussion, any solution ut of (5.9) is admissible. So let T be the set of
t ∈ [0, 1] for which such a solution exists in C∞(Σ).
Observe that the function u0 = 0 is a solution of (5.9) for t = 0. Hence T is not empty.
If we prove that T is open and closed in [0, 1] then T = [0, 1] and the equation (5.8) is
solved in C∞(Σ). Recall that the C∞ regularity follows from the well known regularity
theory of elliptic equations.
For the closeness, we have to establish, for any k ≥ 0, a uniformly bound of the
C k-norm of any admissible solution of (5.9). The C 0 estimate |ut| ≤ λ−1‖ log(f)‖∞ of
any solution of (5.9) is immediate, for if ξ1 ∈ Σ is a point where a solution ut of (5.9)
attains its maximum, then in a frame adapted to ut we get, for any α, Dαut(ξ1) = 0 and
Dααut(ξ1) ≤ 0. So (5.9) implies :
0 ≤ log[N2(ut)](ξ1) = −λut + t log[f(ξ1)].
Hence ut ≤ λ−1‖ log(f)‖∞. We complete our C 0 estimate by an analogous reasoning,
considering a point where ut attains its minimum.
The first, second and third order a priori estimates are given in Lemmas 1, 2 and 3 and
the higher order estimates are established by induction; we apply the maximum principle
as in lemma 3 to functional depending on a norm of derivatives of order k we want to bound
and on already bounded quantities. These estimates may be recovered by Schauder’s
inequalities applied inductively to equations obtained by covariantly differentiating the
initial one. In fact, it follows from the C 3-estimates that the components of the linearised
operator are bounded in C 0,α(Σ). Thus keeping the same notations as in lemma 3 and
assuming that
‖u‖C k,α(Σ) ≤ Ck, k ≥ 3,
where u ∈ C∞(Σ) is an admissible solution of the equation
N1(u)N2(u) = F (ξ,Du, u).
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Covariantly differentiating (k−1) times this equation, on any open set U with coordinates,
we get
4′(Da1...ak−1u) = Ha1...ak−1 ,
where the right side Ha1...ak−1 involves only covariant derivatives of u of order less or
equal to k. Therefore ‖Ha1...ak−1‖C 0,α(Σ) ≤ Cste. We can apply Schauder’s inequalities to
deduce that for any compact K ⊂ U , we have ‖D(k−1)u‖C 2,α(K) ≤ C ′k+1. Consequently,
‖u‖C k+1,α(Σ) ≤ Ck+1.
To show that T is open, let A∞(Σ) be the set of admissible functions u ∈ C∞(Σ) and
denote by Θ the following subset :
Θ = {u ∈ A∞(Σ) | N1(u) = 1}.
The set Θ is a hypersurface of A∞(Σ), this will be shown below. Now let Γ be the
functional defined on Θ× [0, 1] by
Γ(u, t) = log [N2(u)] + λu− t log
[
f(ξ)(1 + |Dvu|2)m+12
]
.
The function Γ is continuously differentiable and its differential at u ∈ Θ is a linear
operator from B∞(Σ) into C∞(Σ) given by
duΓ(w) = G
′αβ(2DαuDβw −Dαβw) + λw − t(m+ 1) D
αuDαw
1 + |Dvu|2 ,
where
B∞(Σ) =
{
w ∈ C∞(Σ) |
∑
1≤i,j≤n
G′ij(2DiuDjw −Dijw) = 0
}
.
For u given in Θ, duΓ is invertible. In fact, its null space is trivial since λ > 0. So we
are done if we prove that, for any v ∈ C∞(Σ), there exists a solution w ∈ B∞(Σ) of the
equation
(5.10) duΓ(w) = v.
The proof is the same for arbitrary values of the parameter t. So assume t = 0, set r for
the function r(ξ) = ‖ξ‖ for all ξ ∈ E∗, extend u and v to E∗ as radially constant functions
and set Σ˜ = {ξ ∈ E | 1 ≤ ‖ξ‖ ≤ 2}. Let us also denote by L[u] the linear operator defined
by
L[u](w) := r
∑
1≤i,j≤n
G′iju Dijw + r
2
∑
m+1≤α,β≤n+m−1
G′αβr,uDαβw − λw,
where
G′αβr,u = G
αβ + r2DαuDβu− r2Dαβu.
For s ∈ [0, 1] and y ∈ C∞(Σ˜), let Hsy = ws be the unique solution of the problem
(5.11)

Dννws + L[u](ws)− aws = sV (y) +Dννy + rBDνy in Σ˜
Dνws = 0 on ∂Σ˜,
where ν is the unit radial field, a ≥ 0 is a real number,
V (y) = 2r
∑
1≤i,j≤n
G′iju DiuDj y˜ + 2r
2
∑
n+1≤α,β≤n+m−1
G′αβr,uDαuDβ y˜ − v(1 + ar)
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and
B = m− 1 + r2
∑
n+1≤α≤n+m−1
(DαuD
αu−Dααu).
The function y˜ stands for the extension as a radially constant function to Σ˜ of the restric-
tion to Σ of y.
For a proof, we use similar arguments to those of Gilbarg and Tru¨dinger [5], theorem
6.31. Moreover, since problem (5.11) is uniformly elliptic, if B is a bounded subset of
C∞(Σ), there exist a sequence of positive real numbers Ck such that
(5.12) ‖ws‖C k(Σ˜) ≤ Ck for any (s, y) ∈ [0, 1]× B.
It follows that the operator H defined on [0, 1]×C∞(Σ˜) by H(s, y) = y−Hsy is compact.
Our aim is to solve equation
(5.13) H(s, w) = 0, for s ∈ [0, 1].
Any solution of (5.13) is a radial constant. In fact, such a solution satisfies :
(5.14)

L[u](w)− aw = sV (w) + rBDνw in Σ˜
Dνw = 0 on ∂Σ˜.
Recall from section 2 that
(5.15) Dea(rν) = (1− µa)ea,
where µa is equal to 1 or 0 accordingly to whether ea is horizontal or vertical. Hence,
using the definition of covariant derivative, we can write :
Dea(rDνw) = D
2w(ea, rν) +Dw
(
Dea(rν)
)
= rDν(Daw) + (1− µa)Daw.
From this, one deduces that
(5.16) rDν(Daw) = Dea(rDνw)− (1− µa)Daw.
Using again the definition of the covariant derivative, we can at first write :
Dab(rDνw) = D
2(rDνw)(ea, eb) = ea
[
D(rDνw)(eb)
]
−D(rDνw)(Deaeb)
and then
Dab(rDνw) = ea [Deb (Dw(rν))]− (Deaeb)Dw(rν)
= Dea(D
2w(eb, rν) +DeaDw (Deb(rν))
−D2w (Deaeb, rν)−Dw
(
DDeaeb(rν)
) .
Therefore
Dab(rDνw) = D
3w(ea, eb, rν) +D
2w (eb, Dea(rν)) +D
2w (ea, Deb(rν))
+Dw (Dea(Deb(rν)))−Dw
(
DDeaeb(rν)
)
.
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But relation (5.15) implies that
Dw
(
Dea(Deb(rν))
)
= (1− µb)Dw
(
Deaeb
)
,
Dw
(
DDeaeb(rν)
)
= (1− µb)Dw
(
Deaeb
)
and
Dab(rDνw) = D
3w(ea, eb, rν) + (2− µa − µb)D2w(ea, eb)
which in view of the definition of the connexion D and the definition of the covariant
derivative implies that
(5.17) Dab(rDνw) = rDν(Dabw) + (2− µa − µb)Dabw.
In deriving this equality, we use the expression (2.8) related to the curvature of D, in
view of which the equality Dabνw = Dνabw holds.
Finally, we radially differentiate (5.14) and multiply the result by r. Since Dνr = 1,
Dνu = Dνw˜ = Dνv = 0 and taking (5.16) and (5.17) into account, we get
(5.18)
L[u](rDνws) + r
∑
1≤i,j≤n
G′iju Dijws − arDνws = BrDνws
+Br2Dννws + s
[
2r
∑
1≤i,j≤n
G′iju DiuDjw˜s − arv
]
.
The equation of Gauss together with the computations of the second section show that
for functions w1, w2 ∈ C 2(Σ˜) having the same values on Σ, we has
(5.19) Dabw1 = Dabw2 + (1− µa)GabDν(w1 − w2), a, b ≤ n+m− 1, on Σ.
Since ws = w˜s and Dνws = 0 everywhere on Σ, equation (5.18) when restricted to Σ
implies the following :
(5.20)
∑
1≤i,j≤n
G′iju (2sDiuDjw˜s −Dijw˜s) = sav.
On the other hand, using (5.19) and taking (5.20) into account, we deduce from (5.14)
that everywhere on Σ, we have
(5.21)
∑
n+1≤α,β≤n+m−1
G′αβu (2sDαuDβw˜s −Dαβw˜s) + (a+ λ)w˜s = sv.
Since w˜s is a radially constant function, a combination of (5.20) and (5.21) shows that
w˜s is another solution of (5.14). Hence, the maximum principle implies that w˜s = ws
everywhere on Σ˜ and then ws is a radial constant.
Now, restricting (5.14) to Σ, using the maximum principle and the classical theory of
uniformly elliptic equations [5], we establish the existence of a sequence of real numbers
Rk such that
(5.22) ‖ws‖C k(Σ˜) < Rk, for any k ≥ 0.
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Letting
B = {w ∈ C∞(Σ˜) | ‖w‖C k(Σ˜) < Rk, for any k ≥ 0},
by virtue of (5.22), equation (5.13) has no solutions on the boundary of B for any s. From
Nagumo’s theorem [7], the degree of H at the origin with respect to B is invariant
(5.23) d(H(s, .), 0, B) = d(H(0, .), 0, B) = γ.
For s = 0, w0 = 0 is the unique solution of (5.13) and standard computations show that
for y ∈ C∞(Σ˜), we have d0H0y = w, where w is the unique solution of
Dννw +
n+m−1∑
a,b=1
GabDabw − (a+ λ)w = Dννy + r(m− 1)Dνy in Σ˜
Dνw = 0 on ∂Σ˜.
Arguing as above, we see that ker(Id − d0H0) = {0}. On the other hand, it is an easy
fact to show that d0H0 is compact. Therefore, it follows from Fredholm’s theorem and
from the regularity of elliptic equations that Id − d0H0 is surjective. Thus, Id − d0H0 is
invertible and 0 is regular for Id−H0. Particularly, γ = ±1 in (5.23) and H1 has a fixed
point w solution in Σ of the following equations :
(5.24)

∑
1≤i,j≤n
G′iju (2DiuDjw −Dijw) = av
∑
n+1≤α,β≤n+m−1
G′αβu (2DαuDβw −Dαβw) + (a+ λ)w = v.
Now, suppose a 6= 0 and choose a function v which does not vanish identically on Σ.
Then, for any u ∈ Θ, the first equation in (5.24) gives us the existence of a function
w ∈ C∞(Σ) such that ∑
1≤i,j≤n
G′iju (2DiuDjw −Dijw) 6= 0.
Hence Θ is a hypersurface.
To conclude, if a = 0, we see from (5.24) that w ∈ B∞(Σ) solves (5.10). Hence, for
any u ∈ Θ, duΓ is invertible as a linear operator from B∞(Σ) to C∞(Σ). We can then
use in an obvious way the implicit function theorem of Nash-Moser [6] to show that T is
open in [0, 1]. This ends the proof of the theorem.
5.4 Proof of theorem 4
To prove this theorem, we apply the same topological argument as that used in the
openness part of the proof of the previous theorem. Recall that we are given a strictly
positive function K ∈ C∞(E∗) and we suppose there exists two real numbers r1 and r2
such that 0 < r1 ≤ 1 ≤ r2 and
(5.25)

K(ξ) > (‖ξ‖)−(m−1) if ‖ξ‖ < r1
K(ξ) < (‖ξ‖)−(m−1) if ‖ξ‖ > r2.
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Section 3 says that the problem we want to solve is equivalent to solving in C∞(Σ) the
following equation
(5.26) N2(u) = e(m−1)uK(euξ)(1 + |Dvu|2)m+12 .
For this purpose, to any t ∈ [0, 1] and any w ∈ C∞(Σ), we associate Htw = ut where ut
is the unique admissible solution of
(5.27)

N1(u) = 1
N2(u) = e−u [emwK(ewξ)]t (1 + |Dvu|2)m+12 .
Let B be a bounded subset of C∞(Σ). Theorem 3 ensures the existence of ut as well as
that of a sequence of positive real numbers Ck such that
(5.28) ‖ut‖C k(Σ) ≤ Ck for any (t, w) ∈ [0, 1]× B.
Thus, the operator H defined by setting
H(t, w) = Htw for (t, w) ∈ [0, 1]× C∞(Σ)
is compact. Since H0(w) = 0 for all w ∈ C∞(Σ), the existence of a fixed point of H(1, .),
solution of equation (5.26), reduces in view of the theorem of Nagumo [7], to establishing
that the set
C = {u ∈ C∞(Σ) : H(t, u) = u, t ∈ [0, 1]}
is bounded in C∞(Σ).
To deal with the C 0-estimate, notice that any function u ∈ C satisfies
(5.29) N2(u) = e(t−1)u
[
e(m−1)uK(euξ)
]t
(1 + |Dvu|2)m+12 .
So, at a point ξ1 ∈ Σ where u attains its maximum and since in a frame adapted to u, we
have Dαu(ξ1) = 0 and Dααu(ξ1) ≤ 0, (5.29) yields
1 ≤ e(t−1)u [e(m−1)uK(euξ)]t .
Thus, if u ≥ log(r2), by assumption (5.25) we have
1 < e(t−1)u ≤ (r2)t−1 ≤ 1,
which is a contradiction. Thus u ≤ u(ξ1) ≤ log(r2). The lower bound u ≥ log(r1) is
obtained in a similar way.
The a priori estimates till order three are given in Lemmas 1, 2 and 3 and the higher
order estimates may be established by induction as in the proof of the previous theorem.
Consequently H1 has a fixed point u ∈ C∞(Σ) which is an admissible solution of (5.26).
This completes the proof of the theorem.
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