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In recent years, many autonomous mobile robots have been used for various
purposes. The industrial robot controller has designed by expert engineers. Ex-
pert engineers can be adjusted to suit diﬀerent situations and objects of the robot
controller. In addition to the industrial robot, many home use robots have been
produced. For example, these robots have been produced for home cleaning, nurs-
ing, security guard, etc. However, these cannot use the methods for controlling
the industrial robots. Because, home robot users who are not expert engineers are
not able to adjust the robot controller. As a result, a simpliﬁed method is required
for designing the controller.
The machine learning methods have been focused on characteristics that robot’s
adaptive behavior can be gotten from action results. Reinforcement learning is a
type of machine learning methods, which does not require detailed teaching signals
by a human. This method is learned based on the result of trial and error. It is
not necessary to give detailed prior information on the controller from this feature.
But, the learning process needs a huge amount of time for the trial and error. If
learning methods have been applied to an actual robot, that of fast learning con-
vergence speed is more important than a property which is able to get the optimal
policy. In addition, the reinforcement learning also has a problem in parameter
selection and the curse of dimensionality. On the other hand, the mechanism of
evolution and ecological mechanism possessed by the organisms, has been modeled
in an engineering sense, and various based on the modeling approach attempts have
been actively carried out to the areas such as learning and optimal solution search.
Especially, among the modeling approaches, the immune system attracts much at-
tentions. The human immunity-based reinforcement learning method is built on
the basis of the adaptive immune system of a human. This learning method has
1
a faster learning speed than famous methods (such as Q-learning, ProﬁtSharing,
etc), to model-free methods. However, there are also some disadvantages as well
as other methods.
At ﬁrst, since this approach needs the assumption that it works well in a discrete
state space environment, it is apt to fail to learn, or to show a decrease in learning
convergence speed, when applied to a continuous state space environment. Even if
it learns successfully, it requires a lot of computer memory. For a continuous state
space environment, there are some methods required probabilistic models and/or
the number of divisions to be set in advance according to the environmental dimen-
sions. However, it is diﬃcult to set appropriate values before learning. This paper
aims to improve our previous immunity-based reinforcement learning method in
order to extend it to a continuous state space. Previous learning methods have
been used to select an action only by using the information that has matched sen-
sor observations and memorized states. We take the ﬁtness of memorized states
and sensor observations into account, and make use of the ﬁtness and the reward
gained from the environment for action selection. The validity of the proposed
method is demonstrated through simulations. The improved method is able to
perform learning even in a continuous state space environment
Secondly, when applying model-free methods to stabilizing control tasks, we
cannot acquire a policy to achieve the goals. The model-based methods can acquire
the policy of the stabilizing control by giving a negative reward at a change from a
stable state to an unstable state. Since the model-free learning method cannot deal
with negative reward values, the reward value has to take positive values. In this
case, there is a great risk of learning an undesirable behavior of changing from a
stable state to an unstable state according to reward values. We improve a reward
allocation method for the stabilizing control tasks. In the stabilizing control tasks,
we use the Semi-Markov decision process (SMDP) as an environment model. The
validity of the method is demonstrated through simulation for stabilizing control
of an inverted pendulum. We show the conditions of reward allocation for the
stabilizing control tasks, and introduce an example of reward allocate function for
it. Since the reward is allocated only from the duration time of action, we do not
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Q(st, at) ← Q(st, at) + Cbid[r(t)−Q(st, at)] (1.2)





































































































































































































































Ab(si, k)×R : A(si, k)が存在する場合
0 :そのほか
(2.3)








3 Bkの評価値を v(k) = mk ×wkとし，ルーレット選択などの行動選択手法を
用いてB細胞を決定する
4 選択されたB細胞に設定されている行動を実行する
5 選択された k番目の B細胞によって抗体Ab(si, k)を生成し，行動の濃度パ
ラメータをAb(si, k) = 1に設定する．なお，同一抗体を生成する場合は抗体
の濃度パラメータのみをAb(si, k) = 1に再設定する
6 過去に生成された他の抗体は (2.4)式を用いて濃度の更新を行う．
Ab ← β × Ab (2.4)







































割り当てられる (r(t) = 0)．この報酬値を使用して更新を行うと状態内の全ての行
動の評価値が (1−α)倍に値が更新されるが，行動選択時において特定の行動の評
価値が強化されることはない．







c) 有効行動のみの更新 報酬を受け取ったエピソード中の経験したある状態 s
において有効行動のみ選択した場合について考える．ここでは簡単のため，選択
できる行動が有効行動 a1と無効行動 a2の 2種類のみのについて取り扱う．それぞ
れの行動に対してのQ値の更新は以下のように行われる．
Q′(s, a1) ← Q(s, a1) + α(r −Q(s, a1)) (2.8)





Q′(s, a1) +Q′(s, a2)
− Q(s, a1)
Q(s, a1) +Q(s, a2)
=
α (r −Q(s, a1))Q(s, a2)
((1− α)Q(s, a1) + αr +Q(s, a2)) (Q(s, a1) +Q(s, a2))(2.10)
有効行動に関するQ値の更新であるため，ΔPq(s, a1) > 0となることが望まれる．
仮定した条件から分母は常に正の値であるが，受け取った報酬よりQ値の値が高





w′(s, a1) ← w(s, a1) + α(r − w(s, a1)) (2.11)






w′(s, a1) + w′(s, a2)
− w(s, a1)
w(s, a1) + w(s, a2)
=
αrw(s, a2)









Q′(s, a1) ← Q(s, a1) (2.14)




−Q(s, a1)α(r −Q(s, a2))
(α(r −Q(s, a2)) +Q(s, a1) + (Q(s, a2) (Q(s, a1) +Q(s, a2)) (2.16)
有効行動の更新時と同じく有効行動が強化されるかどうかは報酬と現在のQ値







w′(s, a1) ← (1− α)w(s, a1) (2.17)
w′(s, a2) ← w(s, a2) + α(r − w(s, a2)) (2.18)
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表 2.2: 任意の状態において強化される行動パターン



















































前に定義した確率 ε(0 ≤ ε ≤ 1)を用いてランダム選択を行うか，グリーディ選択




















ボルツマン選択 ○ ○ 設定パラメータに性能が大きく依存
の変換式として次式のルーレット選択とボルツマン選択がある．
p(a|s) = Q(s, a)∑
ai∈AQ(s, ai)
(2.20)
p(a|s) = exp(Q(s, a)/T )∑
ai∈A exp(Q(s, ai)/T )
(2.21)
ここで，ボルツマン選択 ((2.21)式)における T (0 ≤ T )は温度係数と呼ばれてお
り，行動選択のランダム度合いを設定するパラメータである．なお，この温度係
































濃度更新式 ((2.4)式)の定数 β = 1/S(ここで付録A.2.1にて述べられている強化減
少比を S = L+ 1，有効ルール数 L = 1)とすると，疫型強化学習で回帰的無効行
動及び有効行動にに割り当てられる報酬値 rB，rAは以下のようになる．














択確率は p(B|s) = 1
3













を 1 − α(0 < α < 1)倍に減少させる働きもある．これにより，無効行動が選択さ
れる確率は更に少なくなる．ボルツマン選択においても温度係数 T を適切に設定
することにより同様の議論となる．しかし，探索能力と搾取のバランスを制御す






















































































ここで N は Th細胞の総数，Wj は j 番目の Th細胞に記憶されている評価値で
ある．
連続値環境を考慮した行動選択アルゴリズムは以下となる．
1 エージェントの状態が ξ′の場合，状態 ξ′における B細胞の活性度mkを取
得する
2 Th細胞が出力するサイトカインシグナルを (3.2)式を用いて計算する
3 v(k) = mk × wkとして，行動選択におけるBkの評価値を v(k)としてルー
レット選択を行う．








Ab ← β × Ab (3.4)
なお，β(0 < β < 1)は抗体濃度の減衰係数を表す．
1 行動選択によって生成された抗体情報を元にTh細胞を生成し，評価値を以
下の値に設定して抗体情報を削除する．
Wj = α× Ab(ξ, k)× R (3.5)
2 次式ですべてのTh細胞の評価値を更新する．




























































a) 問題設定 マウンテンカー問題 [42]は強化学習のベンチマーク問題の一つの
例であり，急坂を台車が上るための政策を得ることが目的となる (図 3.7)．










vt = vt−1 + uΔt (3.11)
ここで台車の位置を x，速度 v，加速度 uである．今回のシミュレーションにおい
てシミュレーション周期Δt = 0.02[sec]とした．台車の加速度 uは，台車に入力す
るトルク aと路面の勾配から受ける力を考慮して次式で設定した．
u = a− 1.2sin(πx/10) (3.12)
制御目標は初期状態をx = 0, v = 0の谷の部分に静止している状態から，台車への
入力トルク aを行動リストA = [−0.5,−0.1, 0, 0.1, 0.5]の中から 1つ選択をして目





いをつけるなどの政策を学習する必要がある．目標位置との距離差が |Δx| < 0.4
以下の場合に報酬値 R = 10を与える．上記の問題設定において，最適な政策は
32
表 3.1: マウンテンカーシミュレーションにおける学習パラメータ
パラメータ名 Q学習 免疫型強化学習器 (離散型) 提案手法
学習率 α 0.1 0.1 0.1
割引率 γ 0.9 - -
減少率 β - 0.2 0.2
行動選択法 ε-greedy (ε = 0.01) ルーレット選択 ルーレット選択
表 3.2: マウンテンカーシミュレーション状態分割パターン
分割パターン x方向分割数 x˙方向分割数 総状態数
P1 30 40 1200
P2 60 80 4800
P3 120 160 19200
19回の行動で報酬を得ることができる．エピソード中で台車位置が−10 ≤ x ≤ 10
の範囲外に出た場合は，罰報酬などを与えず x = −10もしくは x = 10に移動し




















































め，行動の選択パターンは 519  19× 1012存在する．このため，今回の場合では
34
表 3.3: 学習結果の比較
学習手法 学習後の平均ステップ数 学習結果の質 学習収束エピソード
提案手法 P1 21 0.90 200
提案手法 P2 24 0.79 200
提案手法 P3 26.1 0.73 200
Q学習 P1 33 0.58 1000
Q学習 P2 24 0.79 2000
Q学習 P3 21 0.90 3000
免疫型強化学習 P1 51 0.37 300
免疫型強化学習 P2 42 0.45 1500





































































































ドのときのプロットである．大まかに−4 < x < 1,−3 < x˙ < 0の範囲では反動を
つけるために目標から遠ざかる負方向へのトルク入力，−3 < x < 6, 0 < x˙ < 5の









































































(M +m)x¨+mlcosθθ¨ +Dxx˙+mlsinθθ˙ = a (3.14)




ストA = [−10, 0, 10]の中から台車へのトルク入力値を1つ選択して，振り上げ動














x˙ 0 0± 0.5
θ π 0± 0.5
θ˙ 0 0± 0.2









酬値 10を与え，1エピソードの終了とした．台車の可動範囲は−10 ≤ x ≤ 10と




習器を用いた．サイトカインシグナルの初期値を wini = 0.01，学習パラメータと
して α = 0.1，β = 0.2，行動選択手法としてルーレット選択を用いた．離散状態
の強化学習器と提案手法の結果は図 3.16となった．
42














































































































xa → yb → z
State transition example(2)
xa → ya → xa → yb → z
ここで，x, yは安定状態，zは不安定状態，下付文字は選択した行動を示す．上記

































































b) 問題設定 3.4.2項にて用いた倒立振子系 (図 3.15)を用いた安定化制御におい
ての検証を行う．倒立振子の運動方程式・物理パラメータは 3.4.2項にて使用したも
のと同様である．今回のシミュレーションでは状態をx = 10, x˙ = 10, θ = 50, θ˙ = 50
で分割した．今回のシミュレーションでは振り子は倒立状態 (θ = 0)から，行動リ












[pm]x 0 0± 3 [m]
x˙ 0 -








































































図 4.5: 提案報酬関数を使用したProﬁt Sharingの学習結果
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図 4.6: 宮崎らの報酬関数を使用したProﬁt Sharingの学習結果
52

































(M +m+mb)x¨+ (ml/2 +mb(r + l))θ¨ +mby¨ +Dxx˙ = a (4.4)
(ml/2 +mb(r + l))x¨+ (ml/2 +mb(r + l)y
2 + I)θ¨ +mb(r + l)y¨ +Dθθ˙
−g(ml/2 +mb(r + l)θ −mbgy = 0 (4.5)
mx¨+mb(r + l)θ¨ + (m2 + Ib/r
















についての検討を付録 D.1にまとめている．学習器には状態として x, x˙, θ, θ˙, y, y˙
を取り扱い，それぞれの値に観測ノイズとして σ = 0.0001の正規乱数を付加し
ている．それぞれの状態を x = 10, x˙ = 10, θ = 29, θ˙ = 40, y = 5, y˙ = 5で分
割した．今回のシミュレーションでは振り子は倒立状態 (θ = 0)から，行動リス
ト A = [−10,−1,−0.1, 0, 0.1, 1, 10]の中から行動を選択して，安定化制御の学習
を行った．倒立振子が倒れる (Abs(θ) > 0.1[rad])か台車が指定範囲から出た場合
(Abs(x) > 3[m])はエピソードを終了して初期状態から次エピソードを開始する．


























































































































図 4.14: 3対 2のKeepawayタスクでの学習結果
4.4.3 Keepawayタスクへの適用


















2 行動選択におけるBkの評価値を v(k)(= mi ×wk)として行動選択を行い,抗
体を生成するB細胞を決定する





wk(si) ← wk(si) + α(rk(si)− wk(si)) (4.7)
rk(si) =
{
r(si, ak) : If Ab(si, k) exists
minai∈A r(si, ai) : If Ab(si) exists
(4.8)







態から不安定状態に遷移した場合R = −1の罰報酬を与え，その他の手法はR = 1
の報酬を与えた．それぞれの手法ついて10セットの試行を行い，エピソードごと
62











































































図 4.17: 初期偏差 (路面の傾き)がある倒立振子環境
























































































本項では用語の説明を図A.1に示した x, y, zの 3状態が存在する環境を用いて
説明する．この環境ではそれぞれの状態につき a, bの行動をとることができ，yか


























ントが xa, ya, zb, xa, yb, xa, ybと行動した場合を考える (図A.2)．ここで状態の下付
文字は各々の状態で選択した行動を示す．この行動セットでは報酬を 2回受け取っ





関数 fiによって報酬から iステップ前の報酬値を参照する．長さ lのエピソード
69

















補題 1 (最も困難な構造). 唯一の回帰的無効ルールの抑制が最も困難である．































図 A.6: 枝分かれ数 2,
競合 2
3 枝分かれが 3の場合





































fi < fi−1, [∀i = 1, 2, . . . ,W.] (A.1)
ここで，W はエピソードの最大長，Lは同一感覚入力下における有効ルールの
最大個数である．









fj < fN , [∀N = 0, 1, . . . ,W − 1] (A.2)
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大きな重みを持つルールを選択すれば良い．特に有効ルール数 L = 1の場合，常
に最適なルールを選択されることが保証される．一般的に，この Lの値は学習以








fn−1, n = 1, 2, . . . ,W − 1 (A.4)





























S − 1(fi−1 − fw)




















p × R (B.1)
rj(s1) = β
q ×R (B.2)
















wi(s1, t+ 1) = (1− α)wi(s1, t) + αri(s1) (B.3)
wj(s1, t+ 1) = (1− α)wj(s1, t) (B.4)
となるので，wi(s1, t+ 1) > wj(s1, t+ 1)となるための条件は






図 B.1: 報酬獲得が可能なルールが 2種類存在する環境
となる．ここで，最も αの取りうる範囲に制約がかかるのはwi(s1, t) = 0（iの評

















wi(s1, t+ 1) = (1− α)wi(s1, t) (B.9)
wj(s1, t+ 1) = (1− α)wj(s1, t) + αrj(s1) (B.10)
となるので，wi(s1, t+ 1) > wj(s1, t+ 1)となるための条件は










となる．このとき，まずΔw ≤ 0つまりwi(s1, t) ≤ wj(s1, t)の場合は，wi(s1, t+










































































を ai ∈ Aと表す．従って，いくらかのタイムステップが aiと ai+1間で経過してい

























ている keeperのみである．次の手順でほかのkeeper(K1 −Kn)や taker(T1 − Tm)，
環境の中心位置 (C)を用いて keeperの状態変数を定義する (図C.2)．a, b間の距離
を dist(a, b)，bを頂点とした a, cの角度を ang(a, b, c)として以下の 13状態変数を
使用する．
• dist(K1, C);dist(K2, C);dist(K3, C);
• dist(T1, C);dist(T2, C);dist(K1, K2);
• dist(K1, K3);dist(K1, T1);dist(K1, T2);
• Min(dist(K2, T1), dist(K2, T2));
• Min(dist(K3, T1), dist(K3, T2));
• Min(ang(K2, K1, T1), ang(K2, K1, T2));
















• Hand-coded-T: 短時間でボールに到達できる2台の takerはGoToBall()を選






とのエージェントの中間距離である．3台の keeperと 3台の takerによる状態変数
は以下の 18個になる．
• dist(K1, C);dist(K2, C);dist(K3, C);
• dist(T1, C);dist(T2, C);dist(T3, C);
• dist(K1, K2);dist(K1, K3);dist(K1, T1);
• dist(K1, T2);dist(K1, T3);dist(T1, K2mid); dist(T1, K3mid);
• Min(dist(K2mid, T2), dist(K2mid, T3));
• Min(dist(K3mid, T2), dist(K3mid, T3));
• Min(ang(K2, K1, T2), ang(K2, K1, T3));










sin θ  θ, cos θ  1, θ˙2 = 0 (D.1)
これを用いると (3.15)式の運動方程式は下記となる．
(M +m)x¨+mlθθ¨ +Dxx˙+mlθθ˙ = a (D.2)
mlθx¨ + (ml2 + I)θ¨ +Dθθ˙ −mglθ = 0 (D.3)














0 0 1 0
0 0 0 1
0 −0.9763 −4.998× 10−4 7.969× 10−6























1 0 0 0
0 1 0 0
0 0 1 0




























0 0.999 0.0005 3.889
0 −3.984 0.0034 −171.1
0.999 0.0005 3.889 −0.0027
−3.984 0.0034 −171.1 0.2133
⎤
⎥⎥⎥⎦











1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 1 0
0 0 0 1
0 −9.76× 10−1 5.00× 10−4 7.97× 10−6
0 4.30× 101 1.99× 10−3 −3.51× 10−4
0 −9.76× 10−1 5.00× 10−4 7.97× 10−6
0 4.30× 101 1.99× 10−3 −3.51× 10−4
0 −1.46× 10−4 2.66× 10−7 −9.76× 10−1
0 −1.70× 10−2 2.97× 10−7 4.30× 101
0 −1.46× 10−4 2.66× 10−7 −9.76× 10−1
0 −1.70× 10−2 2.97× 10−7 4.30× 101
0 −4.19× 101 −1.94× 10−3 1.97× 10−4
0 1.84× 103 8.56× 10−2 −3.21× 10−2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦






















0 0 0 1 00
0 0 0 0 1 0
0 0 0 0 0 1
0 5.45 9.96× 10−2 6.9× 10−4 −1.61× 10−5 1.32× 10−2
0 117 2.14 5.08× 10−3 −4.36× 10−4 0.353




























1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0















λ = 0,−10.7855, 10.8997, 0.3920,−0.0327, 0.0005
であり実部に正の値を含んでいるので不安定システムである．た，可制御性行列






0 −1.38 −3.58× 10−2 −5.59× 101 −1.03× 101 −6.57× 103
0 −1.02 × 101 −9.38× 10−1 −1.20× 103 −2.47× 102 −1.41× 105
0 −2.65 −1.26 −3.81× 102 −2.16× 102 −4.48× 104
−1.38 −3.58× 10−2 −5.59× 101 −1.03× 101 −6.57× 103 −1.96× 103
−1.02× 101 −9.38× 10−1 −1.20× 103 −2.47× 102 −1.41× 105 −4.51× 104







1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 5.45 9.96× 10−2 6.90× 10−4 −1.61× 10−5 1.32× 10−2
0 1.17× 102 2.14 5.08× 10−3 −4.36× 10−4 3.53× 10−1
0 3.71× 101 6.92× 10−1 1.32× 10−3 −1.41× 10−4 4.74× 10−1
0 5.45 9.96× 10−2 6.90× 10−4 −1.61× 10−5 1.32× 10−2
0 1.17× 102 2.14 5.08× 10−3 −4.36× 10−4 3.53× 10−1
0 3.71× 101 6.92× 10−1 1.32× 10−3 −1.41× 10−4 4.74× 10−1
0 4.93× 10−1 9.19× 10−3 1.79× 10−5 5.45 1.06× 10−1
0 1.31× 101 2.44× 10−1 4.68× 10−4 1.17× 102 2.30
0 1.76× 101 3.28× 10−1 6.27× 10−4 3.71× 101 9.16× 10−1
0 4.93× 10−1 9.19× 10−3 1.79× 10−5 5.45 1.06× 10−1
0 1.31× 101 2.44× 10−1 4.68× 10−4 1.17× 102 2.30
0 1.76× 101 3.28× 10−1 6.27× 10−4 3.71× 101 9.16× 10−1
0 6.41× 102 1.17× 101 2.79× 10−2 4.91× 10−1 1.99
0 1.37× 104 2.51× 102 5.97× 10−1 1.30× 101 4.26× 101
0 4.37× 103 8.00× 101 1.90× 10−1 1.76× 101 1.39× 101
0 6.41× 102 1.17× 101 2.79× 10−2 4.91× 10−1 1.99
0 1.37× 104 2.51× 102 5.97× 10−1 1.30× 101 4.26× 101
0 4.37× 103 8.00× 101 1.90× 10−1 1.76× 101 1.39× 101
0 1.31× 102 2.42 5.14× 10−3 6.41× 102 1.28× 101
0 3.11× 103 5.74× 101 1.23× 10−1 1.37× 104 2.76× 102
0 2.57× 103 4.72× 101 1.08× 10−1 4.37× 103 9.28× 101
0 1.31× 102 2.42 5.14× 10−3 6.41× 102 1.28× 101
0 3.11× 103 5.74× 101 1.23× 10−1 1.37× 104 2.76× 102
0 2.57× 103 4.72× 101 1.08× 10−1 4.37× 103 9.28× 101
0 7.54× 104 1.38× 103 3.28 1.31× 102 2.35× 102
0 1.62× 106 2.95× 104 7.02× 101 3.10× 103 5.04× 103
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