Hop eld-type networks convert a combinatorial optimization to a constrained real optimization and solve the latter using the penalty method. There is a dilemma with such networks: When tuned to produce good quality solutions, they can fail to converge to valid solutions; when tuned to converge, they tend to give low quality solutions. This paper proposes a new method, called the Augmented Lagrange-Hop eld (ALH) method, to improve Hop eld-type neural networks in both the convergence and the solution quality in solving combinatorial optimization. It uses the augmented Lagrange method, which combines both the Lagrange and the penalty methods, to e ectively solve the dilemma. Experimental results on the TSP show superiority of the ALH method over the existing Hop eld-type neural networks in the convergence and solution quality. For the 10-city TSP's, ALH nds the known optimal tour with 100% success rate, as the result of 1000 runs with di erent random initializations. For larger size problems, it also nds remarkably better solutions than the compared methods while always converging to valid tours.
I. Introduction
Developing neural algorithms for solving combinatorial optimization problems has been one of the main interests in neural network research. An important work in this area is that of Hop eld 1] and Hop eld and Tank 2] . Following that, many related methods are proposed such as the elastic net of Durbin and Willshaw 3] and the mean eld annealing of Peterson and Soderberg 4] . Those methods results in algorithms which correspond to certain highly-interconnected networks of non-linear neurons. The appeal is their suitability for analog \silicon implementation" in the form of application speci c integrated circuits.
Recent studies have found that the original Hop eld network has convergence and stability problems 5]. In solving the traveling salesman problem (TSP), for example, the Hop eld network either fails to converge to valid tours or gives solutions far from the known optimal tour 5]. The convergence problem also exists in the elastic net approach when the temperature approaches zero 6].
Various modi cations are proposed to improve the convergence of the Hop eld network. For example, Brandt et al. 7] modi ed the energy function of Hop eld and Tank 2] to improve the convergence to valid solutions. Protzel et al. 8 ] studied Brandt et al. ' s formulation with di erent parameters. A problem is that while the modi ed versions of the Hop eld-type networks may converge well to valid solutions, they may not converge to good quality solutions 8] .
From optimization viewpoint, the Hop eld neural network and the modi ed versions essentially belong to the penalty method for solving the constrained real optimization into which a combinatorial optimization is converted. In order for the penalty method to converge to a feasible solution, the weighting factors for the penalty terms must be su ciently large. However, as the penalty terms become stronger, the role of the original objective function becomes relatively weaker. The solutions thus found are a ected more by the penalty terms and hence less favorable in terms of the original objective. Worse still, as they becomes larger and larger, the problem becomes ill-conditioned 9]. This is a typical problem with the penalty method and explains why it is di cult to obtain good quality solutions and good convergence simultaneously with the Hop eld-type networks.
This paper proposes a new method, called the Augmented Lagrange-Hop eld (ALH) method, which uses the augmented Lagrange multiplier method 10], 11], 12] to overcome the problems with the the Hop eld-type neural networks in solving combinatorial optimization. As in the Hop eld-type methods, a combinatorial optimization is converted to a constrained real optimization. The augmented Lagrange method, which combines both the Lagrange and the penalty methods, e ectively overcomes the problems associated with the penalty method or the Lagrange method when used alone. With the Lagrangian multipliers, the constraints are satis ed exactly without the need to send the penalty terms to in nity. This not only avoids the ill-conditioning problem but also reduces the unfavorable in uence of the penalty terms on the solution quality. With the penalty terms, the zigzagging problem in the standard Lagrange multiplier method is alleviated.
The 8 ]. The ALH method not only produces valid tours all the time in our tests but also yields better quality solutions than the compared methods. For example, for the 10-city TSP's we tested, including one examined in 2], 5], it nds the known optimal tour with 100% success rate, as the result of 1000 runs with di erent random initializations. For larger size problems, it also nds remarkably better solutions. Although in this paper it is demonstrated using the TSP, the ALH method can well be applied to other combinatorial optimization problems. Successful applications have also been reported for graph matching 13] and image restoration and segmentation 14].
The rest of the paper is organized as follows: Section 2 brie y describes the formulations of the Hop eld type networks. Section 3 describes the ALH method and discusses its relations with other methods. Section 4 evaluates the performance of the ALH in solving the TSP. Conclusions are given in Section 5.
II. Previous Formulations
In neural methods for the TSP, the original combinatorial problem is converted to a form suitable for continuous computation. A convenient way is to consider it as a labeling assignment problem. Let This is not surprising because Hop eld network is an instance of the penalty method. In order for the penalty method to converge to a feasible solution, the weighting factors for the penalty terms must be su ciently large. However, as the penalty terms become stronger, the constraints on the original problem becomes relatively weaker and solution quality is deteriorated. Worse still, as they becomes larger and larger, the problem becomes ill-conditioned 9]. This is a dilemma in the penalty method. The ALH method describe in the following is aimed to help the Hop eld-type neural networks converge to good quality solutions. 
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where E(p) is the objective function of the total tour length; C k 's, where K is an integer number, are some real functions which represent some equality constraints and take the value of zero when the constraints are satis ed. The nal solution p is subject to additional constraints p i (I) = 0 or 1 8i; I (6) such that the nal solution p is in a corner of the hypercube 0; 1] S L .
We use the following equality constraints which are some of those used in Hop eld and Tank (12) equality constraints. They can be classi ed into into three categories: the rst consists of the C 1 and C 2 terms, the second C 3 and C 4 's, and the third C 5 's.
Instead of simply adding the C functions into the tour length function as the penalty terms as in (1) and (2), we use the Augmented Lagrange-Hop eld method, which combines the augmented Lagrange method and the Hop eld network, to solve the above constrained optimization.
B. Solving the Constrained Minimization
As in the Hop eld approach, we introduce the internal variables u i (I) 2 (?1; +1) (8i; I) and relate them
where T (x) is a sigmoid function controlled by a temperature parameter T > 0
With the introduction of the internal u variables, the energy function can be considered as E(u) = E(p(u)). This treatment con nes p i (I) to the range (0; 1) to impose the inequality constraints of (5). When T ! 0 + , p i (I) is forced to be 0 or 1 depending on whether u i (I) is positive or negative, thus imposing the unambiguity constraints of (6) . Next, we use the Lagrange method to impose the equality constraints of (4). De ne the Lagrange function of the following form (15) where k are called the Lagrange multipliers. In solving the TSP with all the equality constraints in (7) 
It is a function of the m 2 variables of p and the K variables of . For p to be a local minimum subject to the constraints, it is necessary that (p ; ) be a stationary point of the Lagrange function:
where r x is the gradient with respect to x. If (p ; ) is a saddle point for which
then p is a local minimum of E(p) satisfying C k (p ) = 0, i.e. a local solution to the constrained optimization
The following dynamic equations can be used to nd such a saddle point dp i (I) 
where k > 0 are nite weighting factors. The introduction of the quadratic term P
does not alter the location of the saddle point. The quadratic terms e ectively stabilize the system.
The dynamic equations for nding a saddle point of L are dp i (I)
This corresponds to the modi ed di erential multiplier method 12]. Our experiments show that the penalty terms are necessary for damping the oscillations of the standard Lagrange method and hence helping the convergence of the numerical computation.
In the ALH method, the updating of label assignment is performed on u, rather than on p. (12) , and three di erent k constants for the three categories of the constraints in (7)- (11) . The corresponding neural network is composed of the m 2 p i (I) neurons for the tour state, which are associated with the internal u variables via the sigmoid function circuits, and an additional number of 5m 2 + m neurons for the Lagrangian multipliers.
Numerically, the ALH algorithm implements the dynamics described by (24), (13) and (23), in the following order
and
In the above, is a step size factor; and during the update, T may be decreased and k increased to speedup convergence. The updating is performed synchronously in parallel for all i and I. Comparing the ALH algorithm with the mean eld theoretical algorithm of 4], we see that the ALH does not need the normalization operation required by the latter algorithm and thus is more convenient for analog implementation.
So far, the problem has been formulated for minimizing the energy function E(p). To maximize a gain function G(p) with the constraints as in some applications, we can simply let E(p) = ?G(p) and then apply the same updating equations. It is suggested in 18] that a damping term u i (I)= , where > 0, be added to (24) to force p i (I) to approach 0 or 1, as in the graded Hop eld neural networks 1]. Our experience is that results are of better quality without this term. In our model, the satisfaction of (4) and (5) with a small enough T in p i (I) = 1= 1 + e ?u i (I)=T ] is enough for the convergence to (6) . The competitive mechanism in (7) and (8) will make the winner take all.
In practice, T needs not be very low. We set T = 10 7 in our experiments and obtained good convergence.
IV. Performance Evaluation
In the following experiments, we evaluate performance of the ALH algorithm through the solving of the TSP. The solution quality is measured in terms of the minimized tour length. The following algorithms are compared:
1. the ALH algorithm (referred to as the ALH), Each test case is run for 1000 times with di erent initializations. Additional N runs are re-performed if N invalid tours are generated. So each statistic is based on the results of 1000 valid tours produced.
A. The algorithms
Writing equations (25){(27) out for the TSP with the constraints (7){(11) (please refer also to Eq. (16) 
(t+1)
In the above, is a step size constant, D is a weighting constant, T is a temperature constant, and is a non-decreasing factor for the penalty terms. The two partial derivatives in (28) are 
which is due to the Lagrange multipliers, and In both algorithms, the updating is performed synchronously in parallel for all i and I.
B. Settings for Experiments
The parameters for the ALH equations (28) (it means that the state is unambiguous, i.e. at a corner of the hypercube.) If any of these (mostly probably the last two) is not satis ed after a certain number of iterations, it is considered as time-out.
C. Results and Discussions
First we experiment on three 10-city problems where the city coordinates are shown in Table I . The rst data set is the one used in 2], 5] and the other two sets are randomly generated within the unit box. The optimal tours for these data sets are known to be (1; 4; 5; 6; 7; 8; 9; 10; 2; 3), (1; 4; 2; 9; 7; 5; 10; 6; 3; 8) and (1; 7; 4; 2; 5; 6; 10; 3; 9; 8), respectively (the reverse tour being considered as the same tour), with the corresponding minimal tour lengths being 2.691, 3.309 and 3.217.
The tour length histograms for the three algorithms are shown in Fig.1 . In terms of the solution quality, the ALH found the minimal tour all the time for the 1000 runs, that is, all the ALH solutions for the 10-city problems were optimal; in comparison, the OB found the minimal tour 8, 31 and 12 times; the IB did 63, 358 and 130 times. In terms of the convergence, all the solutions generated by the ALH were valid tours; in comparison, the OB generated 1 invalid tour for data set 2, and the IB generated 27, 25 and 16 invalid tours for the three data sets, respectively. The invalid solutions were discarded and the same number of runs were re-performed to get the nal histogram statistics.
The ALH and the OB converge to stable (cf. Equ. (40)), feasible (cf. Equ. (41)) and unambiguous (cf. Equ. (42)) states all the time; whereas the IB did not converge to a feasible and unambiguous state at all though it did converge to a stable state. All the IB runs were terminated upon time-out. When this happened, the solution had to be post-processed by using the maximum selection operation. However, the corner point thus obtained was not necessarily a valid tour.
Concerning the convergence rate, the OB was the fastest; the IB was the next but with a considerable number of time-outs; and the ALH converged about two to three order slower than the OB. This is shown in detail in Fig.2 . Table II summarizes the overall performance. Does the initialization a ects the results? The answer is yes because all the tested methods are local optimizers. We tried a di erent initialization scheme suggested by Hop eld and Tank 2] (see also 5]), in which each u i (I) was set to ?T log(m ? 1) with a small random number 2 ?0:1 u i (I); 0:1 u i (I)] added. As the results, the numbers of the minimal tours found by the ALH were 983, 980 and 999, respectively for the three data sets; those found by IB were 30, 293 and 348; the best tour lengths found by the OB were 2.752, 4.334, and 3.281, none of which were the shortest. This suggests that the initialization scheme is not a good one.
Next we illustrate the results for 16, 22, and 48 city problems. The city coordinates for these three larger size problems were the data sets \ulysses16.tsp", \ulysses22.tsp" and \att48.tsp" given in the TSP library 19], with the optimal tours also given there. We isotropically scaled the coordinates of the cities so that the coordinates (x i ; y i ) were lowered bounded by 0 and upper bounded by 1. Hence, the parameters used for the 10-cite problems needed not be changed for these larger-size problems. After the scaling the three minimal tour lengths were 2.36316, 2.41279 and 4.32452, respectively.
The results are illustrated in Figs.3 and 4 . The OB yielded in 0, 1 and 36 invalid tours for the three cases, respectively, and the IB did 11, 90, and 717 times. The ALH not only converged to valid tours all the time but also found tours of much better quality than OB and IB. Table III summarizes the overall performance for these larger size problems.
One thing out of our expectation was that with the 48-city data set, the ALH converged faster and unlike with the 10-, 16-and 22-city data sets, the IB sometimes converged. Our explanation is that the size m is also a parameter which a ects the convergence and the solution. When m is larger but the other parameters remain the same, the e ect of the parameters is changed. This happened to give the fast convergence.
V. Conclusion
The Augmented Lagrange-Hop eld (ALH) method has been proposed for solving combinatorial optimization problems. Using the augmented Lagrange multipliers, the ALH method overcomes the instability with the penalty method and the standard Lagrangian when used alone, and hence improves convergence. In comparison with the Hop eld-type type neural networks 2], 7], 8], the ALH method not only converges to valid solutions but also produces better quality solutions. It well solves the con ict between the solution quality and the convergence which has been a major problem with the Hop eld-type neural networks.
The ability of the ALH to nd better quality solutions than the penalty method of the Hop eld-type networks while maintaining good convergence is due to the use of the augmented Lagrange technique. Basically, one is converting a combinatorial optimization to a constrained real optimization, and solving the constrained problem using an unconstrained real optimization method. In the penalty method, such as the OB and the IB, the objective for the unconstrained optimization is a weighted sum of the original objective function and other terms which penalize the violation of the constraints. To produce valid solutions, the relative weight for the original objective function must be kept relatively small in order to verify the constraints; therefore the solutions are signi cantly biased from the true minimum of the original objective function, owing to the dominant in uence from the penalty terms of constraints.
With the use of Lagrange multipliers as in the augmented Lagrangian, the weighting values for the penalty terms can be much smaller than those required by the penalty method; thus the relative weight for the original objective is increased, which helps yielding a better objective value. At the same time, the augmented Lagrange method also overcomes the zigzagging problem with the standard Lagrange method and improves the convergence. These advantages of the augmented Lagrangian plus the use of Hop eld method for imposing the inequality and unambiguity constraints have made the success of the ALH method.
Although the ALH method always converge, it requires more iterations to do. This drawback may be insigni cant with \silicon implementation". The ALH network is more complicated than the Hop eld type networks because of the additional Lagrangian neurons. However, it is these auxiliary neurons that help to achieve the superiority of the ALH method.
The following are some topics for future research: Under what conditions is the Hessian matrix for the ALH energy positive de nite? How are they related to the involved parameters? Answering these will lead to the further understanding of the ALH method. 
