A direct method of aircraft engine health monitoring is introduced that can isolate a degraded engine component in-flight. The method utilizes continuous wavelet transformations of transient engine sensory data to represent their shape attributes in the time-scale domain. This enables contrasting the shapes of the current engine outputs with those previously collected from the engine. Continuous wavelet transforms also provide enhanced delineation of the engine transients in the time-scale domain. This enables identification of minute differences between the outputs affected by component degradations as well as between the sensitivities of modeled outputs with respect to the health parameters or components. The presence of these differences is used in this method as evidence of identifiability of the degradation by the outputs as well as of the effect of parameters or components on the outputs. The effectiveness of the proposed method is evaluated in engine simulations. The results indicate that with the suite of outputs currently available on-board 70% to 96% of the degraded components simulated can be isolated for new and older engines.
INTRODUCTION
Performance of aircraft gas turbine engines deteriorates with age due to corrosion, erosion, and fouling of blades and vanes and increased seal leakages. The customary approach to engine maintenance is to perform regularly scheduled overhauls of engines to restore their performance, but this approach is only suitable for normal engine deterioration. It falls short when components degrade prematurely due to events that potentially degrade cooling flow or increase erosion of compressor blades. Examples of such events are flying through sand storms or volcanic plumes, ice ingestion, and blockages to the cooling system due to contaminations. This paper introduces a method of component degradation isolation that can be readily implemented on-board as a safeguard against accelerated component degradations.
For performance monitoring of gas turbine engines the "health parameters" which represent the efficiency and flow capacity of individual engine components are usually estimated [1] . Parameter estimation constitutes an inverse approach to health monitoring, and is generally performed post-flight using the recorded measurements [2, 3] . Practical considerations often demand in-flight measurements to be acquired during steady-state operation of the engine [4] [5] [6] , although the estimation methods, such as Kalman filter or nonlinear least-squares, would perform more efficiently with transient measurements. With steadystate measurements and in the absence of a priori information about component degradation correlation (e.g., health parameter covariance matrix in [3] ), the information content of each measurement is confined to a static gain, therefore, at least as many measurements are needed as the number of parameters to be estimated. Transient measurements, on the other hand, provide more identifiability to the health parameters [7, 8] , therefore, they demand fewer sensors for full identifiability to the parameter base [9] . Regardless of the type of measurement used, the inverse approach is iterative and would require the influence coefficient matrix (i.e., Jacobian) at the current parameter estimates. With steady-state measurements, the influence matrix can be obtained a priori so as to reduce computation [2, 3] . With transient measurements, however, such a priori provision is impossible and function calls (i.e., engine simulations) are necessary, which add to the computation. The inverse approach is also constrained by the convergence requirements of rich excitation of the outputs and convexity of the error surface [10] , which deter its implementation on-board. It is recalled here that databases of pre-generated state-space models such as STORM [11] and eSTORM [12] exist to avoid simulation runs on-board, but the precision of these models have proven inadequate for on-board parameter estimation.
The counterpoint of the inverse approach to performance monitoring is the direct approach, which is more suitable for on-board implementation due to its independence from engine simulations. In this approach, which is based on pattern classification, the outputs affected by component degradations are identified first. They are then contrasted for component isolation with the characteristic signatures of individual components on the outputs. Direct solutions to engine health monitoring generally require training to determine the component characteristic signatures; e.g., [13] [14] [15] . This has deterred development of direct solutions for engine health monitoring. The contribution of this paper is to intro-duce a direct solution that overcomes the traditional barriers. It achieves this by relying on continuous wavelet transforms to both represent and delineate the shape attributes of time signals and the sensitivities of engine outputs to the health parameters.
There are two features of continuous wavelet transforms that are particularly appealing to the proposed direct solution. One is the multi-scale differential feature of these transforms, which enables characterization of the shapes of time signals, as size is quantified in the time domain. The other is their capacity to delineate time signals, which is used for change detection by isolating regions of considerable deviation in the time-scale domain among the time signals, coined as signatures. We have discovered and demonstrated a few advantages of the signatures in important system identification areas [9, [16] [17] [18] . This paper extends these results to performance monitoring of gas turbine engines. It should be noted here that wavelet transforms have been extensively used in fault diagnostic applications, as referenced in [19] . However, in all these applications wavelet transforms have been utilized to extract features of the sensory signals -no application, so far as we know, offers a succinct way of contrasting the signals, as provided by the signatures in the proposed Damage Signature Isolation Method (DSIM).
The basis for defining in DSIM the characteristic signatures of the components on the outputs is the sensitivity of the transient engine outputs to health parameters. The underlying analogy is that if degradation of individual components is reflected in the corresponding health parameters, as is assumed in the inverse approach, then the sensitivity of the outputs to individual health parameters should provide a blueprint for the characteristic signatures of components. We use the shape representation capacity of continuous wavelet transforms to account for various shape attributes of the transient outputs/residuals, and the enhanced delineation of these outputs/residuals for change detection.
THE ENGINE MODEL
The model used in this study is a generic engine model, provided by Pratt & Whitney, which is simulated by Numerical Propulsion System Simulation (NPSS TM ). The simulation is compiled and wrapped with an interface to allow it to be run using MATLAB/SIMULINK TM . The schematic of the engine is shown in Fig. 1 . The simulation is configured as a two-spool, high-bypass, separate flow turbofan and for the purpose of this study the health parameters are confined to the efficiency and flow capacity of the five major components: low/high compressor, high/low turbine, and fan. The ten health parameters used in this study are listed in Table 1 . The flight conditions used for simulation are sea level static, standard day. The operation of the engine simulation is controlled by varying fuel flow. The simulated outputs that are measurable in-flight are also listed in Table 1 .
The excitation input considered in this study to generate the transient outputs was a snap deceleration plus snap acceleration (V-shaped) input, which was emulated by running the simulation at high power for 15 seconds, ramping down the fuel flow for 10 seconds to approximately 80% power, and then ramping it back to full power for 10 seconds. Because the health parameters used in this study were functions of the power setting, this transient excursion was crafted so that the values of the parameters would not be overly influenced by the power setting. In every case in this study, the simulation was run to produce 40 seconds of outputs, and the excitation input was introduced at 14 seconds into simulation after the initial simulation transients had settled. As such, the transient outputs used for analysis were in the 14 -38 second time-window.
TRANSFORMATION TO THE TIME-SCALE DOMAIN
DSIM uses continuous wavelet transforms (CWTs) to represent various shape attributes of outputs/residuals as the basis for identifying the outputs affected by component degradation. It also takes advantage of the enhanced delineation of these wavelet transforms to identify the residuals that are affected by engine degradation as well as to define the influence matrix that associates these residuals with the engine components. We describe below the continuous wavelet transforms and illustrate the features that benefit performance monitoring. The mechanisms designed for flagging the residuals and defining the influence matrices are described in the following section. Briefly, a wavelet transform (WT) is obtained by the convolution of a wavelet function ψ s (t) with the signal f (t) [20] , as
where
) represents the wavelet function, and t and s denote the translation (time) and dilation (scale) parameters, respectively. The wavelet function can be manipulated in two ways, as shown in Fig. 2 : (i) it can be moved sideways (translated) to coincide with different segments of the signal, and (ii) it can be widened (dilated) or narrowed Table 1 : The outputs simulated by the model, the engine components, and the health parameters. The numbering of the pressure and temperature outputs follows the standard aerospace practice for gas-turbine engines, see Fig. 1 . The outputs simulated are those commonly measured in-flight. As to the parameters, the subscript "eff" denotes component efficiency, "FC" represents its flow capacity. (constricted) to align with a larger or smaller segment of the signal at its current location (current time). Dilation in wavelet transforms is analogous to widening or narrowing of the sinusoidal function in Fourier transform due to the frequency, as such scale, s, in WT is often paralleled to frequency, hence the name "time-frequency" domain. For a view of the WT which is of significance to this research let us consider the WT of a time signal f (t) at a particular coordinate (t 1 , s 1 ):
The wavelet coefficient, W {f }(t 1 , s 1 ), which represents the cross-correlation of f (t) with ψ s 1 (t 1 ), depends upon the magnitude of f (t) as well as the conformity of f (t) with the shape of the dilated ψ s 1 (t 1 ). As such, the wavelet coefficients can accentuate minute differences between time signals at the lower scales, when a narrow ψ s (t) captures the conformity of the wavelet function with a small segment of the time signal [9] . Another useful feature of CWTs is their multiscale differential nature [20] . Consider ψ(t) to be the nth order derivative of the smoothing function β(t); i.e.,
then this wavelet transform is a multiscale differential operator of the smoothed function f * β s (t) in the time-scale domain [21] ; i.e.,
Using this feature, one can utilize the WT to represent the first derivative of a time signal to represent its slope, or its second derivative to represent the rate of slope change [16] . Numerically, the computation of WTs is significantly facilitated for dyadic time data, similar to fast Fourier transforms. We have used 128 data points of each time data for this study and have obtained the WTs for 72 scales, resulting in a time-scale plane of 128 × 72 pixels with each pixel having unity time and scale dimensions.
THE DAMAGE SIGNATURE ISOLATION METHOD
DSIM is inspired by the heuristic approach of human experts who may attempt to identify the measured outputs affected by component degradation as a precursor to degraded component isolation. For this, also necessary is a knowledge of the outputs that ought to be affected by individual component degradations; i.e., degradation signatures. This is a typical pattern classification problem wherein the identification of affected measurements is achieved through signal processing and the isolation of the degraded component is obtained by mapping the affected measurements to the signatures of individual component degradations on the outputs. We have shown here, instead, that both the identification of the affected measurements and formulation of the component characteristic signatures are facilitated by the signal change detection introduced in this paper.
The signal change detection presented in this paper is achieved by isolating regions in the time-scale domain wherein the wavelet coefficients of individual outputs are considerably different from the others. We use the presence of such regions as indication of the effect of engine degradation on the output. This same approach is also applied to the sensitivities of modeled outputs to the health parameters to identify the outputs that are affected by individual health parameters. The latter is then used to establish the influence matrix representing the characteristic signatures of the health parameters for isolating the degraded components.
Residual Flagging
A residual, j (t), is defined here as the difference between the measured output, y j (t), and its baseline trace, y n j (t), in response to a known and pre-specified excitation input, u(t), as
As such, it is assumed here that measurements are obtained by introducing a pre-specified excitation to the engine every so often; e.g., once during each cycle or that they are obtained during take-off. The residuals would then represent the difference between these measurements and their normal trace already archived for the engine previously. A sample of such simulated residuals, during the transients caused by the V-shaped fuel flow to the engine, is shown in Fig. 3 . As is clear from the results, the size of the residuals are too small to be used for their delineation in the time domain. However, there is considerable difference between the shapes of these residuals which can be used as the basis to characterize their differences. The shape representation capacity of the CWTs [16] is of particular use in this endeavor. Another feature of the CWTs that is essential to the identification of degradationaffected residuals is the enhanced delineation CWTs provide in the time-scale domain [9] . For distinction of local differences between the residuals, we introduce the notion of degradation signature as:
Definition 1
If a pixel (t k , s l ) exists which satisfies the following condition
where p denotes the number of outputs in the output suite, η d is the dominance factor, and
then the pixel is labeled as (t j k , s j l ) and included in R j , the degradation signature associated with j .
The normalization of the wavelet coefficients according to Eq. (7) nullifies the dependence of the wavelet coefficients on the amplitude of j (t) in Eq. (6) and leaves the correlation between the residual j (t) and the wavelet ψ s (t) in Eq. (2) as the only factor affecting the magnitude of the WT at each time and scale. Accordingly, a signal 1 (t) that is only slightly different from 2 (t) in a time-window, associated with the dilation width of the wavelet at a certain scale, will correlate differently than 2 (t) with ψ s (t) within that time-window, hence, accentuating their local differences.
For illustration purposes, the degradation signatures of the three residuals in Fig. 3 obtained at η d = 1.75 via the Gauss WT are shown in Fig. 4 , where the dark pixels in the plane represent the locations where the wavelet coefficient of the corresponding residual is dominant relative to that of the rest of the residuals in the output suite. Since, as discussed earlier, the Sombrero WT represents the rate of slope changes of the time series in the time-scale domain, the degradation signatures shown in Fig. 4 represent the regions where the slope of the corresponding residual is larger than all the others in the suite of seven residuals available on-board.
The presence of a degradation signature in DSIM is used as indication of the unique effect of degradation on the output, hence, the identifiability of degradation through the output. This identifiability is represented by assigning binary values to those residuals which have more than a designated number of pixels in the degradation signature, as
where | j | is the binary flag value associated with j and d ∈ N is called the signature size threshold representing the designated number of pixels. The above flagging approach implements a binary strategy in accordance with the notion of degradation signatures indicating the effect of degradation on the output. An alternative approach here would be a non-binary strategy whereby the flag value is assigned according to the quality of the signature, but we have not yet been able to formulate a solid criterion for such a quality measure and restrict the analysis to the binary approach. As is clear from Eq. (6), the value of the dominance factor, η d , is central to the estimation of degradation signatures. Higher dominance factors lead to fewer pixels in the degradation signatures at the risk of missing minute differences between the residuals. Accordingly, higher dominance factors would correspond to higher standards of identifiability for degradation. Also central to estimation of degradation signatures is the wavelet transform used, as the flagged residuals would be different for different wavelet transforms. Here we have chosen not to add an additional subscript to signify the type of wavelet transform used, but alert the reader that the flag value will be different given the wavelet transform, the dominance factor and the signature size threshold used.
For illustration purposes, the flagged residuals for a new engine by the Gauss WT at η d = 1.75, η d = 2, and η d = 2.25 using the signature size threshold of d = 5 obtained according to Eq. (5) are shown in Table 2 . For this case, y Table 2 for LPC at η d = 1.75, which indicate that each of the residual signatures in Fig. 4 have more pixels than d = 5. 
Influence Matrices
Once the flagged residuals have been obtained, they need to be attributed to a component degradation. In DSIM, the relationship between the flagged residuals and degraded components is established according to the sensitivity of the model outputs to either components or health parameters. Furthermore, in order to comply with the practical constraint of unknowable health parameters for the engine, the influence matrices are estimated only once in this study by setting the value of each health parameter to 1 to represent the engine at 0-cycle.
According to Component Sensitivity
One approach to establishing the 'a priori' relationship between the outputs and component degradations is to assume that any degradation of a component is associated with changes to its efficiency and flow capacity parameters. Accordingly, the sensitivity of the outputs to the individual components can be estimated as
whereΘ denotes the vector of nominal parameter values for the engine (all set to 1 for a 0-cycle engine), and δθ 2i and δθ 2i+1 represent perturbations of the efficiency and flow capacity of the component C i . It should be noted here that the negative perturbations in Eq. (9) are not necessarily representative of all the health parameter changes by degradation, since the flow capacity values increase with turbine degradations. As a potential alternative, one could use a central difference approach to include both positive and negative perturbations, at the cost of performing twice as many simulation runs. Using the component sensitivity of the outputs, one can adopt the same strategy as in degradation signatures to define the component signature as:
Definition 2
where p denotes the number of outputs in the output suite and W {∂ŷ j /∂C i } is normalized as in Eq. (7), then the pixel is labeled as (t j k , s j l ) and included in Ω ji , the component signature of C i on the output y j .
The presence of a component signature, as defined above, indicates that the corresponding output in the output suite is affected by the combined parameter perturbations of the component. As such, the component signatures are used to provide a blueprint of the component effects on the outputs. But before we discuss the utility of the component signatures in the analysis, it is worthwhile mentioning their similarities/differences with the degradation signatures. The component signatures are similar to the degradation signatures in that they too consider the dominance of individual outputs in an output suite.
They differ from the degradation signatures, however, in that the component signatures are model-based, because of their reliance on the modeled output; i.e., ∂ŷ j /∂C i , whereas the residuals are empirical and obtained from the actual engine.
The component signatures, similar to the degradation signatures, provide the basis for identifying the outputs that are dominantly effected by individual components. As before, we use the presence of a component signature as indication of the component influence on the corresponding output, and implement the following binary flagging approach to the component sensitivities
where d is the signature size threshold, as in Eq. (8). Using the above flagging scheme, each flagged component sensitivity represents a component of an influence matrix to be used to estimate component degradation values according to the flagged residuals vector.
For illustration purposes, shown in Table 3 is the influence matrix comprising the flagged component sensitivity values according to the perturbation size of δθ i = 0.002 in Eq. (9), using the Gauss WT, the dominance factor of η d = 1.75, and signature size threshold of d = 5. The perturbation size of δθ i = 0.002 will be uniformly the same for all the parameters in all cases of sensitivity computation in this paper, and is selected to be small enough to comply with the notion of using the difference equation as approximation to differentiation. 
According to the influence matrix in Table 3 , the outputs that may be potentially affected by each component degradation have a magnitude of 1 in the row associated with the component. For example, according to the results in this table a degradation in LPC is expected to influence outputs 1, 2, 3, 6, and 7. But the more interesting result in this table is that both HPC and HPT affect the same outputs, therefore, they are indistinguishable with this influence matrix. To bypass cases such as this, where the components blueprint influence on the outputs is the same, we will estimate several influence matrices according to both the Gauss and Sombrero WTs and three different dominance factors.
According to Parameter Sensitivity
The second approach to establishing the 'a priori' relationship between the outputs and engine components is through the health parameters. According to this scheme, the flagged residuals are first associated with individual health parameters and then with engine components. The parameter sensitivities are generated as
whereΘ is the vector of nominal parameter values, all set to 1 in this study, θ i is an individual health parameters, among those listed in Table 1 , and δθ i represents the perturbation size of the parameter (0.002 in this study). Here, instead of positive perturbations, one could use negative perturbations, as in Eq. (9), or both positive and negative perturbations for a central difference approach. We defer assessing the suitability of the approximation scheme to when the method is studied for practical implementation. As before, one can define the parameter signature as
Definition 3
where p denotes the number of outputs in the output suite and W {∂ŷ j /∂θ i } is normalized as in Eq. (7), then the pixel is labeled as (t j k , s j l ) and included in Π ji , the parameter signature of θ i on the output y j .
As with the previous signatures, a higher dominance factor provides a higher level of resolution at the risk of ignoring minor differences. Similar to the component sensitivities, the parameter sensitivities in DSIM are flagged as
where d is the signature size threshold used in Eq. (8) . Using the flagged parameter sensitivities, a similar influence matrix as the one in Table 3 can be formed. For illustration purposes, the influence matrix according to parameter sensitivities obtained at the dominance factor of η d = 1.75 via Gauss WT and based on the signature size threshold of d = 5 is shown in Table 4 . According to the influence matrix in this table, parameters 7 and 8: ∆HPT eff and ∆HPT FC , affect the same outputs: 2, 3, 5 and 7, but there is no other redundancy observed with the other parameters. 
Degradation Estimation
Let us consider the case where the presence of engine degradation is suspected. As a side note, although we have not addressed degradation detection in this paper, we consider it not as challenging as degradation isolation since we have observed degradation detection to be possible through a variety of mechanisms such as cumulative sum of residuals or Gaussian smoothed-based degradation signatures. We defer the formulation of such mechanism until the practical implementation of the DSIM is considered, so as to base its design on real data from the engine.
In each degradation scenario, the flagged residuals, on the one hand, specify the outputs that are affected by the degraded component. The influence matrices, on the other hand, provide an account of the outputs that are expected to be affected by each component or parameter. As such, each flagged residual when mapped through the influence matrix can provide an account of the components or health parameters that are likely to have been responsible for the flagged residuals.
Based on Component Sensitivity
Consider the flagged residual vector, E, below obtained by the Gauss WT at the dominance factor of η d = 1.75 and signature size threshold of d = 5 as the result of degradation of HPT, as
The components of the residual vector above are sequenced according to the output number in Table 1 . Mapping this flagged residual vector against the influence matrix in Table 3 , which is obtained with the same WT, dominance factor and signature size threshold, can be readily achieved by the cosine similarity of the above residual vector to the individual columns of the influence matrix in Table 3 . According to this strategy, the individual component degradation estimates ∆C mc according to component sensitivities (denoted by the subscript c) are obtained as 
Based on Parameter Sensitivity
Obtaining the component degradation estimates according to parameter sensitivities is a bit more involved, since the parameter sensitivities can only be useful for narrowing down the list of health parameters potentially affected by the engine degradation. Given that several residuals are usually flagged in each degradation scenario and each residual (output) is associated with a different set of health parameters, a voting scheme is devised here to integrate the count for health parameters from different flagged residuals. In this voting scheme, the parameter count, Σθ i , is computed to represent the number of times a health parameter is counted by all the flagged residuals as
The goal of the parameter count, however, is to identify the degraded component, which can be traced to either or both its efficiency and flow capacity. To this end, the component count, ΣC m , is computed as the sum of the corresponding health parameters, as
where Q is the number of health parameters and Q/2 denotes the number of components in the engine. For illustration purposes, let us consider again the flagged residual vector E above, which according to Eq. (16) and the influence matrix in Table 4 T which provides the highest estimates for the HPT as well as the HPC. As will be shown later, the overall estimate for each component will consist of those from Gauss and Sombrero WTs at several dominance factors to provide a better resolution for component degradation estimates than the single estimate shown above.
DEGRADATION ISOLATION RESULTS
Practical application of DSIM entails obtaining the residuals by subtracting from the current sensory data the baseline data collected from the engine before, transforming the residuals to the time-scale domain by Gaussian smoothing and/or the Gauss and Sombrero WTs, extracting the residual signatures and flagging them, and then mapping the flagged residuals through the influence matrix that is available 'a priori' from the engine. In practice, DSIM will use as baseline the sensory data obtained from the engine prior to its current application. This baseline data can be collected as frequently as possible so that the flagged residuals can comprise potential gradual degradation of various components. However the influence matrix cannot be computed as frequently, since it would require knowledge of the health parameters. The influence matrix in this study is computed for the new engine (with the health parameters set to 1) under the flight conditions the transient data will be collected and used throughout for engines of different ages. In the absence of actual sensory data, the baseline data are obtained from simulation.
Apart from practical concerns such as measurement noise, there are two concerns associated with DSIM's performance. One is the validity of using an influence matrix that may not necessarily represent the current engine condition and age. The other is the repeatability of degradation isolation for different levels of component degradation. As such, we have designed a test to evaluate DSIM's repeatability at different engine ages. DSIM's performance is then demonstrated in a case closer to its envisioned application, which is periodic monitoring of component degradations. This "illustrative case" is also used to demonstrate the potential effect of some of the practical issues faced in practice, such as measurement noise, sensor bias and different flight conditions. In all cases, the transient outputs of the V-shaped input, described in Section 2, were used for data generation.
Repeatability Test
Degradation cases were simulated for three engine ages: new (0 cycle), 1000 cycles and 2000 cycles. The NPSS model has the capability to simulate the performance of gas-turbines in service, i.e., engine components degraded to higher cycle counts. This is accomplished via scalars to the efficiency and flow capacity of the respective component maps. For instance, to test DSIM for a new engine with degradation in the LPC, all scalars were set to their default values, except for those of the LPC, which were set to a level equal to approximately 1000 cycles of degradation. To test the statistical robustness of DSIM, ten separate random component degradation episodes for each component corresponding to roughly 1000 ± 50 cycles from the nominal degradation for each component were processed. Component degradation episodes were also simulated for engines in service, at 1000 and 2000 cycles. Similarly, for engines in service, the scalars were set to values corresponding to higher cycle counts to reflect the deterioration of all components, while the scalars of the component under test were set at elevated levels (i.e., the degraded component of the 2000-cycle engine was set at the degradation of 3000 ± 50 cycles). Ten separate random episodes of each component degradation were considered for each engine age as well. In designing this test we were aware that a fleet average engine deterioration does not exist and that each engine will follow its own unique degradation profile. Given that DSIM's operation does not depend on the existence of such profile, we have only used the averages to establish a baseline for the health parameter values at the corresponding engine age. Alternatively we could have used randomly deviated health parameters from some nominal set of parameter values to depict engine degradation, but such a scheme would not have been reflective of the number of cycles the depicted degradations were associated with.
A sample of health parameter deviations from their norm used in the simulation runs is listed in Table 5 . From the small magnitude of the health parameter deviations in Table 5 , it is clear that DSIM was challenged to isolate small component degradations, but this was done to test the lower range of DSIM's isolation ability as assurance of its success for larger degradation levels. Larger degradations are generally associated with more pronounced residual differences that not only improve the accuracy of diagnostics but also reduce the impact of measurement noise on isolation. For each case of the test, the residuals were obtained according to Eq. (5) with y n j (t|u(t)) obtained at the health parameters representing the age of the engine (i.e., equal to 1 for a new engine or levels corresponding to engines with 1000 or 2000 cycles of service). The degradation signatures were then obtained according to Eq. (6) with Gauss and Sombrero WTs for each of the 150 simulated output sets (i.e., 10 episodes × 5 components × 3 engines). These residuals were then flagged according to Eq. (8) at the signature size threshold of d = 5 and used to estimate the component degradation estimates according to both component and parameter sensitivities, Eqs. (15) and (18), respectively. For illustration purposes, samples of the component degradation estimates representing correct diagnosis, split diagnosis, and misdiagnosis are shown in Table 6 . According to the terminology demonstrated in this table, "correct diagnosis" is represented by a diagnostic accuracy (DA) of 1 to indicate a match between the highest component degradation estimate, ∆C m , and the simulated component degradation. In "split diagnosis," the DA is set as the inverse of the number of equal high component degradation estimates, so long as one of them coincides with the simulated component degradation (DA = 1/2 in the table). "Misdiagnosis" (DA = 0) denotes the mismatch between the highest ∆C m and the simulated component degradation. As mentioned earlier, the component degradation estimates can be obtained from either the Gauss or Sombrero WT. As such, these estimates need to be integrated to provide a comprehensive account of the different aspects of the output shapes, represented by the WT, and the level of dominance denoted by the dominance factor, η d . We have chosen to perform this integration by adding all the estimates, as depicted in Table 7 for a case when the Fan was degraded. The last column of Table 7 is the normalized sum of the other six columns. According to the results in this table, the highest estimates by the Gauss WT at the dominance factor of η d = 1.75 (first column) are split between the Fan and the LPC, the highest estimate at the dominance factor of η d = 2 (second column) is correct, but it is erroneous at η d = 2.25 (third column). The estimates by the Sombrero WT (columns 4-6), on the other hand, are all correct in isolating the simulated degradation. By summing the estimates from the two wavelet transforms, the majority estimate is captured, which happens to be correct in this case. We have observed that the inclusion of all the estimates in the integrated results provides the most robust and unbiased set of estimation results for the cases considered. Using the accuracy count in Table 6 , the diagnostic accuracy for all the simulated component degradations according to component and parameter sensitivities are shown in Table 8 . Each component degradation estimate in this table represents the sum of six degradation estimates, as illustrated in Table 7 An aspect of the component degradation estimates that is not represented by the results in Table 8 is the inherent bias in the estimates that can be exploited to advantage. An example of this bias corresponds to the component degradation estimates by parameter sensitivity for LPT, which all point to the HPT, or that every misdiagnosis of the LPC is in favor of the HPC. For illustration purposes, shown in Fig. 5 is the bias of the component degradation estimates toward HPT when LPT is degraded (shown by the dashed vertical line in the figure). According to this bias, whenever HPT is diagnosed as the degraded component according to parameter sensitivity, there is equal likelihood that it could be the surrogate for LPT. Here, we can use the degradation estimates by component sensitivity to advantage, since the results are complementary in nature. Consider, for instance, the estimates for the new engine in Table 8 by parameter sensitivity: they all misdiagnose LPT whereas they are 20% accurate by component sensitivity, or the estimates for LPC which are only at 70%, whereas they are perfect by component sensitivity. Using the observed bias such as those mentioned above, one can define rules to further improve the accuracy of isolation by the two sensitivities. We have implemented a set of such rules, as shown in Table 9 , to illustrate the potential improvements possible. According to the first rule shown in Table 9 , whenever LPC is selected according to either the parameter sensitivity (par sen) or component sensitivity (comp sen) then LPC should be selected as the degraded component. This rule is supported by the observation that both parameter and output sensitivities are consistent in diagnosing degradation in LPC. The second rule, on the other hand, accounts for the misdiagnosis of LPC degradation by parameter sensitivity for HPC and uses the estimate by component sensitivity in favor of LPC estimation. The last rule uses the estimate of LPT by component sensitivity to overrule the estimate of HPT by parameter sensitivity. The set of rules devised in Table 9 are not optimal and are only shown to indicate the potential for improving the results by integrating the two estimates from parameter and component sensitivities. Table 9 , the estimates in Table 8 were refined as shown in Table 10 . The results indicate that the component degradation estimates are clearly improved over those obtained by parameter estimates. We are, however, puzzled by the relatively weaker results for the 2000-cycle engine, particularly that the results for the 1000-cycle engine are improved relative to those for the new engine. A possible explanation for the weaker results of the 2000-cycle engine is that if one were to plot the component deterioration with respect to cycle count, one would immediately notice that there is a significant slope change (slope becomes much more shallow) between 1000 and 2000 cycles. This reduction in the level of deterioration may be causing the degradation effects less prominent thereby eroding the effectiveness of the DSIM for the 2000-cycle engine. Another explanation could be the deviation of this older engine behavior from that of the new engine, hence the discrepancy between its actual component characteristic signatures and those represented by the influence matrix of the new engine that is used for isolation. Table 9 to the component degradation estimates associated with the results in Table 8 Engine 
An Illustrative Case
Consider the following hypothetical scenario, as suggested by one of our reviewers: The current engine degradation is (Fan -1%, LPC -1%, HPC -1%, HPT 0%, LPT -1%), for which transient measurement data is collected from the engine. This data will be used as the baseline and compared to subsequent transient measurements collected from each subsequent flight. Consider next that the engine condition deteriorates one week later to (Fan -1%, LPC -1%, HPC -1%, HPT -2%, LPT -1%), which represents degradation of the HPT. The question is how DSIM will be used to alert the degradation of HPT in this case.
In the absence of actual measurements from the engine, we considered the following health parameter values to depict the two above engine conditions: Table 11 , which indicate that both sensitivities isolate the HPT as the degraded component. The above illustrative case is revealing of the potential utility of DSIM as a quick and effective means of component degradation monitoring in engines. Consider, for instance, the scenario where several measurement sets obtained from the previous cycles of the engine are chronologically ordered and used as baseline. With each baseline, all the subsequent measurements can be used to provide separate estimates of component degradations by DSIM. This then enables formation of chronological series of estimates which could inform the potential degradation of a component when component degradation estimates are consistency observed in the series.
Effect of Noise
In general, the outputs are low-pass filtered before being measured, and as such any jaggedness due to noise is often removed. Nevertheless, it is worthwhile examining the effect of noise on the diagnostic results. For this purpose, noise was added to the simulated outputs at the signal-to-noise ratio of SNR = [82, 94, 26, 45, 57, 23, 64] for individual outputs. For illustration purposes, the noisy residuals obtained for the 'illustrative case' are shown together with those obtained without noise in Fig. 6 . By comparing the residual pairs, it is easy to see that while the noise effect is not as pronounced on the first two residuals, it completely distorts the shape of the last residual (P2.5), which is the smallest in size. This shape distortion then causes invalid flags and misdiagnosis. For illustration purposes, the component degradation estimates of the illustrative case obtained with noise contaminated outputs are shown in Table 12 . The results clearly indicate the distortion by noise of the component degradation estimates, particularly those obtained by parameter sensitivities. Although the estimates by component sensitivities continue to match the actual degradation here, we consider it to be only accidental and not representative of superiority of component sensitivities in isolation. We expect additive output noise to be the most inhibitive factor in the performance of DSIM. As such, its practical implementation ought to be accompanied with rigorous time filtering and smoothing of the time measurements as well as denoising of the wavelet coefficients [18, 22, 23] . We have shown in our previous work the effectiveness of compensation techniques in conjunction with parameter signatures [18] and believe similar techniques will be applicable in mitigating the effect of noise on residuals.
Effect of Flight Conditions
Another factor considered in this study is the effect of flight conditions on the estimation results. To study this factor, the illustrative case was repeated for the measurements separately obtained at the two different conditions of A:(20,000 ft altitude and 0.6 Mach speed) and B:(30,000 ft altitude and 0.7 Mach speed). Since in each of these cases, the output sensitivities differed considerably from those obtained at the initial flight condition of 0 altitude and 0 Mach speed, the influence matrices were obtained for each of the two flight conditions, using the value of 1 for all health parameters, to comply with the assumption of unknown health parameter values. The component degradation estimates obtained at each of these conditions are shown in Table 13 . The results indicate that degradation estimates from component and parameter sensitivities differ for the first condition (20,000 ft and 0.6 Mach) but they are consistent for the second condition (30,000 ft and 0.7 Mach). The explanation for the inaccurate estimates by the parameter sensitivities here lies in the highly correlated parameter sensitivities at this flight condition which render the influence matrices by the Gauss and Sombrero WTs at different dominance factors rank-deficient. The uniqueness of the columns of influence matrices will be a consideration when selecting the flight conditions at which the data is to be collected.
Effect of Sensor Bias
Whereas DSIM is sensitive to measurement noise, it is immune to sensor bias, since it only considers the shape of the signal and is unaffected by shifts in the measurement magnitude. This point is illustrated in Fig. 7 for the residuals in Fig. 3 when random bias values are applied to the outputs. The plots clearly indicate the shapes to be identical while the magnitudes are shifted as the result of bias. As confirmation, we performed diagnostic tests on the biased residuals and found them to be identical to those obtained previously. 
Discussion
The salient advantage of DSIM over the indirect approaches, such as nonlinear least-squares, is its independence from iterative function calls (i.e., simulation). DSIM is also favored among conventional direct methods, such as neural networks, for its independence from training. For its operation, DSIM compares the shapes of outputs, made available by CWT, with those obtained previously from the structure. Therefore, DSIM would need to (1) obtain the residuals by subtracting from the current sensory data the baseline data collected previously from the engine, (2) transform the residuals by Gaussian smoothing as well as the Gauss and Sombrero WTs, (3) extract the residual signatures and flag them, and (4) map them against the influence matrix, available 'a priori' for damage localization. These steps take about 3 seconds on a regular PC. Given the minimal requirements demanded by DSIM, the results presented in this paper promise the beginning of a new method of fault diagnosis to be developed for practical implementation. The issues that need to be considered for its practical application are:
• Prior Computation: In terms of its prior computation, DSIM method would require 11 'a priori' simulation runs of the engine model (given the 10 health parameters) to estimate the Jacobian, Φ, for the purpose of obtaining the influence matrix. Given the 20-second simulation runs of our engine model, this took about 4 minutes on a regular PC. The method would then transform, again 'a priori', the individual columns of Φ into the time-scale domain by Gaussian smoothing as well as the Gauss and Sombrero WTs for extracting the signatures and flagging them to render the influence matrix. This takes 20 seconds on a regular PC.
• Modeling Accuracy: The results reported in this paper are simulation-based, whereas in practice the outputs will be measured from the engine. Given that the baseline 5), can be obtained from the engine itself and archived, the accuracy of the model is only critical to the derivation of the influence matrix. With the measured outputs available, a quick reality check for the model could be the agreement between the actual flagged residuals and those from simulation. Here, a promising anecdote that gives credence to the fidelity of the model is the success of the parameter estimation-based health monitoring methods; e.g., Kalman filters, that also rely on the fidelity of the model.
• Excitation Input: We have tested two different excitation inputs, of which the Vshaped input provides the more robust results across different output suites. Ideally, one would like DSIM to be independent of the excitation input, since the outputs are expected to be solely affected by component degradation. Our observations, however, indicate that due to the nonlinearity of the engine, inputs vary in their effectiveness in accentuating component degradations. As such, the choice of excitation input is important to the success of DSIM and makes one wonder if the transients produced during aircraft take-off will indeed be suitable for DSIM's application.
• Noise: As discussed earlier, DSIM is particularly sensitive to noise, since noise distorts the shape attributes of the outputs that need to be compared together for residual isolation. Since the purpose of the current article is to illustrate the concept, no attempt is made at noise suppression. For its practical application, however, it will be necessary to study the effect of denoising techniques not only for removing measurement noise but also for eliminating degradation unrelated engine transients that could cause invalid residual flags.
• Degradation Detection: We have evaluated DSIM with the expectation that a component degradation exists. In practice, the presence of degradation needs to be established as a precursor to degradation isolation. This is not a challenging task since such a detection mechanism can be established based on the size of the residuals or better yet according to deviations of individual output shapes from those archived for the engine.
• Degradation Quantification: The method presented here only provides isolation capacity for component degradation, and does not have the ability to assess the level of degradation. We expect such capacity to be possible by introducing non-binary values for the flagged residuals and the influence matrices. As mentioned earlier, assignment of non-binary values in DSIM would require the capacity to assess the quality of signatures, in lieu of a signature size threshold which only informs the existence of the signature.
• Inclusion of Fault Diagnosis: Another potential utility of the DSIM is in diagnosis for sudden faults. We consider this to be indeed a more simple task for DSIM than degradation isolation, since fault diagnosis can be readily performed by matching the flagged residuals with the fault signatures by, say, cosine similarities, as used with component sensitivities in Eq. (15) . The only challenge for fault diagnosis is the ability to simulate the faults so as to be able to capture the fault signatures.
CONCLUSION
A direct method of fault diagnosis is introduced for isolation of degraded engine components. DSIM is ideally suited to in-flight application due to its relatively low computation demand. It relies on shape comparison of transient output residuals as represented by their CWTs in the time-scale domain. It identifies the residuals that stand out relative to others in representing engine abnormality and then associates these residuals with the engine components through the health parameters. The results show that DSIM provides adequate repeatability to be used for continual monitoring of component degradation in aircraft engines.
