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U´VOD
Se sta´le zrychluj´ıc´ım se vy´vojem modern´ıch komunikacˇn´ıch a pocˇ´ıtacˇovy´ch syste´mu˚ se objevila rˇada novy´ch
typ˚u u´tok˚u na kryptograficke´ syste´my. U´tocˇn´ıci neodposloucha´vaj´ı pasivneˇ prˇenosovy´ kana´l, ale vyuzˇ´ıvaj´ı
sta´le sofistikovaneˇjˇs´ıch metod kryptoanaly´zy. Vsˇechny kryptograficke´ sluzˇby zajiˇst’uje v syste´mu kryptogra-
ficky´ modul, ktery´ by´va´ soucˇa´st´ı bezpecˇnostn´ıho subsyste´mu. Tento modul je v podstateˇ fyzickou implementac´ı
konkre´tn´ıho kryptograficke´ho algoritmu poprˇ. protokolu. Realizace kryptograficke´ho modulu mu˚zˇe by´t hard-
warova´, softwarova´ nebo kombinovana´. Beˇhem cˇinnosti kryptograficke´ho modulu prob´ıhaj´ı uvnitrˇ procesy,
ktere´ jsou spojeny s sˇifrova´n´ım, desˇifrova´n´ım, oveˇrˇen´ım, autentizac´ı atd. Beˇhem teˇchto cˇinnost´ı pracuje modul
se senzitivn´ımi daty (naprˇ. sˇifrovac´ı kl´ıcˇ), ktere´ by´vaj´ı ulozˇeny v pameˇti modulu. Z toho plyne, zˇe prakticka´
realizace kryptograficke´ho modulu, ktera´ v sobeˇ obsahuje vsˇechny pravidla, kl´ıcˇe a dalˇs´ı senzitivn´ı materia´l,
do znacˇne´ mı´ry ovlivnˇuje bezpecˇnost cele´ho syste´mu.
Dosavadn´ı konvencˇn´ı zp˚usoby kryptoanaly´zy se soustrˇedily na objeven´ı slabiny v matematicke´ podstateˇ
kryptograficky´ch algoritmu˚. Proti v soucˇasnosti pouzˇ´ıvany´m sˇifrovac´ım algoritmu˚m je tento zp˚usob neefektivn´ı
a cˇasoveˇ prakticky nerealizovatelny´. Novy´ zp˚usob kryptoanaly´zy, vyuzˇ´ıvaj´ıc´ı postrann´ı kana´ly (Side Channels),
se soustrˇed´ı na konkre´tn´ı implementace algoritmu˚ a protokol˚u. Prˇi konstrukci modulu se prˇedpokla´da´ jedina´
mozˇna´ komunikace modulu s okol´ım a to jen prostrˇednictv´ım prˇesneˇ definovane´ vstup˚u a vy´stup˚u. V rea´lne´m
prostrˇed´ı modul beˇhem sve´ cˇinnosti komunikuje se svy´m okol´ım i jiny´m, nezˇa´douc´ım zp˚usobem. Modul mu˚zˇe
vyzarˇovat do sve´ho okol´ı naprˇ. tepelne´ nebo elektromagneticke´ za´rˇen´ı, kazˇdy´ rea´lny´ modul prˇi sve´ cˇinnosti
odeb´ıra´ urcˇity´ proud ze zdroje, kazˇda´ jeho operace zp˚usobuje r˚uzne´ cˇasove´ zpozˇdeˇn´ı, na konkre´tn´ı situaci
reaguje modul stavovy´m nebo chybovy´m hla´sˇen´ım, kla´vesnice modulu mu˚zˇe by´t mechanicky opotrˇebena´ atd.
Vsˇechny tyto projevy modulu jsou neodmyslitelneˇ spojeny s jeho cˇinnost´ı, prˇi ktere´ mohou by´t vyneseny neˇktere´
ze senzitivn´ıch informac´ı. Kazˇdy´ nezˇa´douc´ı zp˚usob vy´meˇny informace mezi kryptograficky´m modulem a jeho
okol´ım se nazy´va´ postrann´ım kana´lem. Analy´zou postrann´ıho kana´lu (Side Channels analysis) je oznacˇova´n
postup, prˇi ktere´m je mozˇne´ z´ıskat uzˇitecˇne´ informace, ktere´ lze odvodit ze signa´lu prˇicha´zej´ıc´ım po tomto
kana´lu. U´tok vedeny´ pomoc´ı postrann´ıho kana´lu je zalozˇen na vyuzˇit´ı takto z´ıskane´ informace k napaden´ı
dane´ho kryptograficke´ho modulu a z´ıska´n´ı tak senzitivn´ıch informac´ı.
Koncept u´toku postrann´ımi kana´ly, tak jak je cha´pa´n v dnesˇn´ı dobeˇ, zadefinoval a popsal Kocher v pra´ci
[18] v roce 1999. Princip u´toku byl proveden na algoritmus Data Encryption Standard metodou zalozˇenou na
rozd´ılu strˇedn´ıch hodnot. Postrann´ı kana´ly se prakticky vyuzˇ´ıvaly drˇ´ıve, kdy se definice postrann´ıch kana´l˚u
nepouzˇ´ıvala. Akusticky´ postrann´ı kana´l patrˇ´ı k nejstarsˇ´ım pouzˇ´ıvany´m postrann´ım kana´l˚um, naprˇ. v roce 1956
Britove´ z´ıska´vaj´ı informace z egyptske´ho sˇifra´toru odposlechem zvuk˚u kla´vesnice a v roce 1961 Americˇane´
prova´deˇj´ı akusticky´ odposlech prostrˇednictv´ım u´strˇedn´ıho topen´ı. Elektromagneticky´ postrann´ı kana´l byl ve
sve´ historii take´ nejdrˇ´ıve vyuzˇ´ıva´n v arma´deˇ a tajny´ch sluzˇba´ch. Tyto organizace se odborneˇ zaby´valy stu-
diem problematiky parazitn´ıch emis´ı, ktera´ oznacˇovaly termı´nem TEMPEST. Hlavn´ım za´jmem vojensky´ch
organizac´ı bylo zamezen´ı nezˇa´douc´ıch emis´ı a naopak vyuzˇit´ı tohoto vyzarˇova´n´ı k sˇpiona´zˇn´ı cˇinnosti. Po-
jem TEMPEST vznikl na prˇelomu 60. a 70.let dvaca´te´ho stolet´ı a oznacˇuje i skupinu vojensky´ch standard˚u,
ve ktery´ch jsou stanoveny maxima´ln´ı povolene´ limity elektromagneticke´ho za´rˇen´ı v r˚uzny´ch elektronicky´ch
syste´mech. Ve verˇejne´m sektoru se o vy´znamny´ posuv na poli elektromagneticky´ch u´tok˚u zaslouzˇil nizozemsky´
veˇdec van Eck [9], ktery´ jako prvn´ı doka´zal, zˇe je mozˇne´ zachytit a zmeˇrˇit velikost elektromagneticke´ho pole
pocˇ´ıtacˇovy´ch monitor˚u a z nameˇrˇeny´ch pr˚ubeˇh˚u extrahovat sn´ımany´ obraz. Prvn´ı verˇejneˇ publikovanou prac´ı
na te´ma EM analy´zy integrovany´ch obvod˚u a vy´pocˇetn´ıch jednotek prova´deˇj´ıc´ıch kryptograficke´ operace, byla
v roce 2001 pra´ce [12].
Postrann´ı kana´ly zcela meˇn´ı celkovy´ pohled na bezpecˇnost syste´mu. Jizˇ nestacˇ´ı zvolit kvalitn´ı sˇifru ale je
nezbytne´ velkou pozornost veˇnovat i jej´ı implementaci. Na´vrha´rˇi a konstrukte´rˇi kryptograficke´ho modulu cˇasto
nev´ı a ani nemohou veˇdeˇt o existenci vsˇech nezˇa´douc´ıch postrann´ıch kana´l˚u. Existuj´ı ovsˇem neˇktere´ postrann´ı
kana´ly, ktere´ jsou schopni minimalizovat. V soucˇasne´ dobeˇ neexistuje zˇa´dny´ konkre´tn´ı na´vod pro na´vrh zcela
imunn´ıho kryptograficke´ho modulu v˚ucˇi postrann´ım kana´l˚um, ale existuj´ı testy ktere´ otestuj´ı navrhovany´
modul na neˇktere´ konkre´tn´ı typy postrann´ıch kana´l˚u a na mnozˇstv´ı unikaj´ıc´ı informace.
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1 CI´LE DISERTACE
Disertacˇn´ı pra´ce bude zameˇrˇena na jednoduchou a diferencia´ln´ı analy´zu proudovy´m postrann´ım kana´lem.
Hlavn´ım c´ılem disertacˇn´ı pra´ce bude na´vrh nove´ metody proudove´ analy´zy, ktera´ umozˇn´ı urcˇit hodnotu
sˇifrovac´ıho kl´ıcˇe jen z jednoho proudove´ho pr˚ubeˇhu a to u algoritmu˚, ktere´ jsou odolne´ v˚ucˇi jednoduche´
proudove´ analy´ze. Do jiste´ mı´ry bude navrzˇena´ metoda spojovat vlastnosti jednoduche´ a diferencia´ln´ı prou-
dove´ analy´zy. Veˇtsˇina proudovy´ch analy´z vyuzˇ´ıva´ r˚uzne´ statisticke´ metody (rozd´ıl strˇedn´ıch hodnot, korelacˇn´ı
koeficient atd. viz kapitola 2) k urcˇen´ı za´vislosti proudove´ spotrˇeby a hledane´ senzitivn´ı informace. Navrhovana´
metoda bude zalozˇena na odliˇsne´m zp˚usobu a pla´nuje vyuzˇ´ıt neuronove´ s´ıteˇ ke klasifikaci senzitivn´ı informace z
nameˇrˇeny´ch pr˚ubeˇh˚u proudove´ spotrˇeby. Tento typ u´toku proudovy´m postrann´ım kana´lem, ktery´ bude zameˇrˇen
na klasifikaci konkre´tn´ı hodnoty sˇifrovac´ıho kl´ıcˇe, nebyl dosud publikova´n. Navrzˇena´ metoda bude pracovat
odliˇsny´m zp˚usobem nezˇ klasicke´ metody, a proto se prˇedpokla´daj´ı odliˇsne´ vlastnosti naprˇ. potrˇebny´ pocˇet
nameˇrˇeny´ch proudovy´ch pr˚ubeˇh˚u, u´speˇsˇnost urcˇen´ı sˇifrovac´ıho kl´ıcˇe atd. Analy´za teˇchto parametr˚u je dalˇs´ım
c´ılem disertacˇn´ı pra´ce. K oveˇrˇen´ı funkce nove´ metody je nutne´ navrhnout a oveˇrˇit metodu pro sn´ıma´n´ı a za´znam
proudove´ho odbeˇru kryptograficke´ho modulu. Zp˚usob a prˇesnost meˇrˇen´ı proudove´ho odbeˇru ma´ za´sadn´ı vliv
na spra´vnou funkci navrhovane´ metody kryptoanaly´zy. Z tohoto d˚uvodu je nutne´ sestavit experimenta´ln´ı
pracoviˇsteˇ vcˇetneˇ kryptograficke´ho modulu s implementovany´m kryptograficky´m algoritmem, a navrhovanou
metodu analy´zy implementovat a prakticky oveˇrˇit jej´ı funkcˇnost. Proudove´ analy´zy jsou testova´ny veˇtsˇinou na
implementaci algoritmu AES, proto bude navrzˇena´ metoda proudove´ analy´zy vyuzˇ´ıvaj´ıc´ı neuronove´ s´ıteˇ take´
testova´na pomoc´ı implementace kryptograficke´ho algoritmu AES. Posledn´ım d˚ulezˇity´m d´ılcˇ´ım c´ılem pra´ce je
analy´za mozˇny´ch ochran proti proudove´ analy´ze a u´toku postrann´ım kana´lem. Z analyzovany´ch ochran vybrat
vhodne´ rˇesˇen´ı zabranˇuj´ıc´ı pouzˇit´ı navrzˇene´ metody.
C´ıle disertacˇn´ı pra´ce mohou by´t shrnuty do na´sleduj´ıc´ıch bod˚u:
• analy´za soucˇasne´ho stavu problematiky (proudova´ analy´za, protiopatrˇen´ı proti proudove´ analy´ze, neu-
ronove´ s´ıteˇ),
• na´vrh a realizace metody pro meˇrˇen´ı proudove´ho odbeˇru, zp˚usob sn´ıma´n´ı proudu ma´ za´sadn´ı vliv na
u´speˇsˇnost navrhovane´ metody proudove´ analy´zy,
• na´vrh a implementace nove´ metody proudove´ analy´zy vyuzˇ´ıvaj´ıc´ı neuronove´ s´ıteˇ,
• analy´za a zhodnocen´ı dosazˇeny´ch vy´sledk˚u klasifikace.
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2 SOUCˇASNY´ STAV PROBLEMATIKY
C´ılem kapitoly je detailneˇ popsat jednoduchou a diferencia´ln´ı proudovou analy´zu pouzˇ´ıvanou prˇi u´toku na
kryptograficke´ zarˇ´ızen´ı. Na podobny´ch principech jsou zalozˇeny vsˇechny jednoduche´ a diferencia´ln´ı analy´zy
postrann´ım kana´lem. Dalˇs´ı cˇa´st kapitoly popisuje techniky protiopatrˇen´ı vedouc´ı k znesnadneˇn´ı a nebo plne´mu
znemozˇneˇn´ı u´toku proudovy´m postrann´ım kana´lem. Za´veˇrecˇna´ cˇa´st kapitoly rozeb´ıra´ pouzˇit´ı neuronovy´ch s´ıt´ı
v kryptografii a v oblasti postrann´ıch kana´l˚u.
2.1 Jednoducha´ proudova´ analy´za SPA
Jednoducha´ proudova´ analy´za byla definova´na Kocherem [18] na´sledovneˇ: jednoducha´ proudova´ analy´za je
technika, ktera´ prˇedstavuje prˇ´ıme´ interpretova´n´ı proudove´ spotrˇeby meˇrˇene´ beˇhem provozu kryptograficke´ho
zarˇ´ızen´ı. Jiny´mi slovy se u´tocˇn´ık snazˇ´ı urcˇit sˇifrovac´ı kl´ıcˇ prˇ´ımo ze zmeˇrˇeny´ch pr˚ubeˇh˚u proudove´ spotrˇeby.
To cˇin´ı SPA pro potenciona´ln´ı u´tocˇn´ıky atraktivn´ı technikou, ale ti veˇtsˇinou potrˇebuj´ı detailn´ı znalost imple-
mentovane´ho algoritmu a kryptograficke´ho zarˇ´ızen´ı. SPA mu˚zˇeme rozdeˇlit do dvou za´kladn´ıch skupin a to na
analy´zu jen jednoho proudove´ho pr˚ubeˇhu (single-shot SPA) a analy´zu neˇkolika proudovy´ch pr˚ubeˇh˚u (multiple-
shot). Analy´za jednoho proudove´ho pr˚ubeˇhu prˇedstavuje extre´mn´ı prˇ´ıpad, kdy u´tocˇn´ık zaznamenal a zkouma´
jen jeden pr˚ubeˇh proudove´ spotrˇeby odpov´ıdaj´ıc´ı jednomu vstupn´ımu textu. Ve veˇtsˇineˇ prˇ´ıpad˚u je nutne´ pouzˇ´ıt
statisticky´ch metod k extrakci uzˇitecˇne´ho signa´lu. Prˇi jednoduche´ analy´ze neˇkolika proudovy´ch pr˚ubeˇh˚u ma´
u´tocˇn´ık k dispozici v´ıce nameˇrˇeny´ch proudovy´ch pr˚ubeˇh˚u, a to pro stejny´ nebo r˚uzny´ vstupn´ı text, ktere´ pouzˇije
k redukci sˇumu v nameˇrˇeny´ch datech. Pro oba typy u´toku SPA je nutne´, aby v kryptograficke´m zarˇ´ızen´ı, na
ktere´ je prova´deˇn u´tok, existovala vy´razna´ (prˇ´ıma´ nebo neprˇ´ıma´) za´vislost proudove´ spotrˇeby na hodnoteˇ
sˇifrovac´ıho kl´ıcˇe.
2.2 Diferencia´ln´ı proudova´ analy´za DPA
C´ılem u´tok˚u DPA je z´ıskat sˇifrovac´ı kl´ıcˇ kryptograficke´ho zarˇ´ızen´ı na za´kladeˇ znalosti velke´ho pocˇtu prou-
dovy´ch spotrˇeb, ktere´ byly zaznamena´ny u´tocˇn´ıkem beˇhem prova´deˇn´ı operace sˇifrova´n´ı nebo desˇifrova´n´ı pro
r˚uzna´ vstupn´ı data. Hlavn´ı vy´hodou diferencia´ln´ı proudove´ analy´zy ve srovna´n´ı s SPA je, zˇe u´tocˇn´ık ne-
potrˇebuje detailn´ı znalost kryptograficke´ho zarˇ´ızen´ı a sˇifrovac´ıho algoritmu. Dalˇs´ım d˚ulezˇity´m rozd´ılem mezi
teˇmito analy´zami zp˚usob zpracova´n´ı nameˇrˇeny´ch dat. V SPA jsou proudove´ pr˚ubeˇhy zpracova´va´ny veˇtsˇinou
v cˇasove´ ose. U´tocˇn´ık se zde pokousˇ´ı v jednom proudove´m pr˚ubeˇhu naj´ıt vzor, zna´my´ otisk instrukce nebo
sˇablonu. Naproti tomu, tvar proudove´ho pr˚ubeˇhu v cˇasove´ oblasti nen´ı v DPA d˚ulezˇity´. DPA analyzuje za´vislost
proudove´ spotrˇeby v urcˇity´ konstantn´ı cˇasovy´ okamzˇik na pra´veˇ zpracova´vany´ch datech. V na´sleduj´ıc´ım textu
bude popsa´n detailneˇji postup z´ıska´n´ı sˇifrovac´ıho kl´ıcˇe metodou DPA. Vsˇechny DPA u´toky vyuzˇ´ıvaj´ı prakticky
stejne´ho postupu, ktery´ se skla´da´ z peˇti krok˚u.
Prvn´ı krok: Volba mezivy´sledku algoritmu
Prvn´ım krokem DPA je volba mezivy´sledku kryptograficke´ho algoritmu, ktery´ je vykona´va´n zarˇ´ızen´ım. Me-
zivy´sledek mus´ı by´t funkc´ı f(d, k), kde d jsou zna´ma´ nekonstantn´ı data a k je mala´ cˇa´st sˇifrovac´ıho kl´ıcˇe (naprˇ.
prvn´ı bajt). Ve veˇtsˇineˇ prˇ´ıpad˚u DPA u´toku d prˇedstavuje otevrˇeny´ text nebo sˇifrovany´ text. Takto definovany´
mezivy´sledek mu˚zˇe by´t pouzˇit k urcˇen´ı cˇa´sti sˇifrovac´ıho kl´ıcˇe k.
Druhy´ krok: Meˇrˇen´ı proudove´ spotrˇeby
Druhy´m krokem DPA u´toku je meˇrˇen´ı proudove´ spotrˇeby kryptograficke´ho zarˇ´ızen´ı prˇi sˇifrova´n´ı nebo desˇifrova´n´ı
r˚uzny´ch blok˚u dat D. Pro vsˇechny operace sˇifrova´n´ı cˇi desˇifrovan´ı potrˇebuje u´tocˇn´ık zna´t hodnoty zpra-
cova´vany´ch dat d, ktere´ se pod´ıl´ı na vy´pocˇtu mezivy´sledku zvolene´ho v prvn´ım kroku. Hodnoty zna´my´ch dat
tvorˇ´ı vektor d = (d1, . . . , dD)
′
, kde di oznacˇuje hodnotu i-te´ho kroku sˇifrova´n´ı nebo desˇifrova´n´ı. V pr˚ubeˇhu
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kazˇde´ho tohoto kroku si u´tocˇn´ık zaznamena´va´ proudovou spotrˇebu. Pr˚ubeˇhy proudove´ spotrˇeby, koresponduj´ıc´ı
s bloky dat di, oznacˇ´ıme t
′
i = (ti,1, . . . , Ti,T ), kde T oznacˇuje de´lku nameˇrˇene´ proudove´ spotrˇeby. U´tocˇn´ık meˇrˇ´ı
proudovou spotrˇebu pro kazˇdy´ blok dat D, a proto nameˇrˇene´ pr˚ubeˇhy mohou by´t zapsa´ny do matice T o veli-
kosti D × T . Pro DPA u´tok je kl´ıcˇove´, aby nameˇrˇene´ proudove´ pr˚ubeˇhy byly prˇesneˇ zarovnane´. To znamena´,
zˇe hodnoty pro jednotlive´ sloupce tj matice T mus´ı odpov´ıdat stejne´ operaci. K z´ıska´n´ı takto zarovnany´ch
dat je nutna´ spra´vna´ synchronizace s meˇrˇic´ım zarˇ´ızen´ım, nebo je zapotrˇeb´ı zarovnat data softwaroveˇ pomoc´ı
nalezen´ı neˇkolika markant˚u (otisk˚u v proudove´m pr˚ubeˇhu).
Trˇet´ı krok: Vy´pocˇet hypoteticky´ch mezivy´sledk˚u
Dalˇs´ım krokem u´toku je vy´pocˇet hypoteticky´ch mezivy´sledk˚u pro vsˇechny mozˇne´ hodnoty sˇifrovac´ıho kl´ıcˇe k.
Vsˇechny mozˇnosti kl´ıcˇe lze zapsat jako vektor k = (k1, . . . , kK), kde K oznacˇuje celkovy´ pocˇet mozˇny´ch kl´ıcˇ˚u.
V DPA jsou jednotlive´ prvky vektoru k oznacˇova´ny za hypote´zy kl´ıcˇe nebo odhady kl´ıcˇe. Z vektoru zna´my´ch
dat d a vektoru hypote´z vsˇech kl´ıcˇ˚u mu˚zˇe u´tocˇn´ık jednodusˇe vypocˇ´ıtat hodnotu mezivy´sledku f(d, k) pro
vsˇechny sˇifrovac´ı operace D a pro vsˇechny hypote´zy kl´ıcˇe K. Vy´sledkem vy´pocˇtu je matice V o rozmeˇrech
D ×K vypocˇtena´ dle na´sleduj´ıc´ıho vztahu:
vi,j = f(di, kj) i = 1, . . . , D j = 1, . . . ,K (2.1)
Sloupec j matice V obsahuje mezivy´sledky, ktere´ byly vypocˇ´ıta´ny dle hypote´z kl´ıcˇe kj . Je zrˇejme´, zˇe jeden
sloupec matice V obsahuje takove´ mezivy´sledky, ktere´ byly vypocˇ´ıta´ny v zarˇ´ızen´ı beˇhem sˇifrova´n´ı a desˇifrova´n´ı.
Jiny´mi slovy, jednotlive´ sloupce matice V obsahuj´ı mezivy´sledky pro vsˇechny kl´ıcˇe, tedy i pro kl´ıcˇ ktery´ byl
pouzˇit v zarˇ´ızen´ı. Tento index bude oznacˇen ck, tedy kck oznacˇuje hledany´ tajny´ kl´ıcˇ. C´ılem DPA je nalezen´ı
odpov´ıdaj´ıc´ıho sloupce, ktery´ byl zpracova´va´n prˇi operac´ıch sˇifrova´n´ı a desˇifrova´n´ı v zarˇ´ızen´ı a tedy nalezen´ı
kck.
Cˇtvrty´ krok: Mapova´n´ı hypoteticky´ch mezivy´sledk˚u na hodnoty proudove´ spotrˇeby
Cˇtvrty´m krokem DPA u´toku je namapova´n´ı matice hypoteticky´ch mezivy´sledk˚u V na matici H reprezentuj´ıc´ı
prˇedpokla´dane´ hodnoty proudove´ spotrˇeby. V tomto bodeˇ se vyuzˇ´ıva´ simulace proudove´ spotrˇeby kryptogra-
ficke´ho zarˇ´ızen´ı. Pouzˇity´ model spotrˇeby prˇiˇrad´ı kazˇde´mu hypoteticke´mu mezivy´sledku vi,j prˇedpokla´danou
hodnotu proudove´ spotrˇeby hi,j . Spra´vnost vy´sledk˚u simulace silneˇ za´vis´ı na u´tocˇn´ıkovy´ch znalostech o zarˇ´ızen´ı
a cˇinn´ı DPA efektivneˇjˇs´ı. Mezi cˇasto pouzˇ´ıvane´ modely prˇiˇrazen´ı hodnot V na H patrˇ´ı model Hammingovy
vzda´lenosti a Hammingovy va´hy.
Pa´ty´ krok: Porovna´n´ı hypoteticky´ch hodnot s nameˇrˇeny´mi pr˚ubeˇhy proudove´ spotrˇeby
V posledn´ım kroku u´tocˇn´ık porovna´ prˇedpokla´dane´ hodnoty proudove´ spotrˇeby za´visle´ na odhadu kl´ıcˇe (hod-
noty ve sloupci hi matice H) se zmeˇrˇeny´mi pr˚ubeˇhy proudove´ spotrˇeby (hodnoty ve sloupci tj matice T).
Vy´sledkem je matice R velikosti K × T , kde kazˇdy´ element ri,j prˇedstavuje vy´sledek porovna´n´ı sloupc˚u hi
a tj . Samotne´ porovna´n´ı je realizova´no r˚uzny´mi metodami, ktere´ jsou detailneˇji popsa´ny v na´sleduj´ıc´ım textu
(jsou uvedeny dveˇ nejzna´meˇjˇs´ı metody kapitoly 2.2.1 a 2.2.2). Spolecˇna´ vlastnost vsˇech postup˚u je, zˇe hodnota
ri,j je veˇtsˇ´ı pro lepsˇ´ı shodu sloupc˚u hi a tj . Urcˇen´ı tajne´ho kl´ıcˇe vyuzˇ´ıva´ na´sleduj´ıc´ıch skutecˇnost´ı.
• Proudove´ pr˚ubeˇhy odpov´ıdaj´ı proudove´ spotrˇebeˇ zarˇ´ızen´ı beˇhem prova´deˇn´ı algoritmu sˇifrova´n´ı nebo
desˇifrova´n´ı pro r˚uzna´ vstupn´ı data.
• Mezivy´sledek, ktery´ byl vybra´n v prvn´ım kroku, je cˇa´st´ı tohoto algoritmu.
Z teˇchto d˚uvodu pocˇ´ıta´ zarˇ´ızen´ı hodnotu mezivy´sledku vck v pr˚ubeˇhu sˇifrova´n´ı nebo desˇifrova´n´ı pro r˚uzna´
vstupn´ı data. V d˚usledku toho jsou nameˇrˇene´ pr˚ubeˇhy v urcˇity´ch cˇasovy´ch okamzˇic´ıch za´visle´ na hodnoteˇ
mezivy´sledku. Oznacˇ´ıme toto mı´sto nameˇrˇeny´ch pr˚ubeˇh˚u jako ct (to znamena´, zˇe sloupec tct obsahuje hodnoty
proudove´ spotrˇeby, ktere´ za´vis´ı na hodnoteˇ mezivy´sledku vck). Hypoteticke´ hodnoty proudove´ spotrˇeby hck
byly simulova´ny u´tocˇn´ıkem na za´kladeˇ hodnot vck. Proto jsou sloupce hck a tct na sobeˇ silneˇ za´visle´. Ve
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skutecˇnosti tyto dva sloupce vedou k nejveˇtsˇ´ı hodnoteˇ v R, to znamena´, zˇe nejveˇtsˇ´ı hodnota matice R je
hodnota rck,ct. Dalˇs´ı prvky matice R maj´ı malou hodnotu, protozˇe ostatn´ı sloupce H a T nejsou na sobeˇ
silneˇ za´visle´. U´tocˇn´ık tak mu˚zˇe urcˇit index pro spra´vny´ kl´ıcˇ ck a cˇasovy´ okamzˇik ct jednodusˇe a to nalezen´ım
nejveˇtsˇ´ı hodnoty v matici R. Prˇ´ıslusˇne´ indexy te´to hodnoty jsou pak vy´sledkem DPA u´toku.
V praxi se mu˚zˇe sta´t, zˇe vsˇechny hodnoty z R si budou prakticky rovny. V tomto prˇ´ıpadeˇ u´tocˇn´ık nezmeˇrˇil
dostatecˇne´ mnozˇstv´ı proudovy´ch pr˚ubeˇh˚u k ustanoven´ı vztahu mezi rˇa´dky H a T. Cˇ´ım v´ıce pr˚ubeˇh˚u u´tocˇn´ık
zmeˇrˇ´ı, t´ım v´ıce element˚u budou mı´t sloupce H a T a t´ım le´pe mu˚zˇe u´tocˇn´ık urcˇit vztah mezi sloupci.
2.2.1 U´tok zalozˇeny´ na korelacˇn´ım koeficientu
Korelacˇn´ı koeficient (Correlation coefficient) patrˇ´ı k nejzna´meˇjˇs´ı metodeˇ k urcˇen´ı linea´rn´ı za´vislosti mezi dveˇma
na´hodny´mi promeˇnny´mi. Proto je to take´ vhodna´ metoda pro proveden´ı DPA u´toku. Existuje velmi dobrˇe
definovana´ teorie pro korelacˇn´ı koeficient, ktery´ mu˚zˇe by´t pouzˇit k modelova´n´ı staticky´ch vlastnost´ı DPA
u´tok˚u. Korelacˇn´ı koeficient je definova´n pro velicˇiny X a Y pomoc´ı kovariance vztahem:
ρ(X,Y ) =
Cov(X,Y )√
σ2(X) · σ2(Y ) , (2.2)
kde Cov(X,Y ) oznacˇuje kovarianci tedy strˇedn´ı hodnotu soucˇinu odchylek obou na´hodny´ch velicˇin X,
Y od jejich strˇedn´ıch hodnot a σ2(X) a σ2(Y ) oznacˇuj´ı rozptyl teˇchto velicˇin. Velicˇina ρ je bezrozmeˇrna´
a mu˚zˇe naby´vat hodnot −1 ≤ ρ ≤ 1. Hodnota −1 korelacˇn´ıho koeficientu znacˇ´ı neprˇ´ımou za´vislost (zmeˇna
v jedne´ skupineˇ je prova´zena opacˇnou zmeˇnou ve skupineˇ druhe´). Hodnota 0 korelacˇn´ıho koeficientu znacˇ´ı, zˇe
mezi hodnotami obou skupin neexistuje zˇa´dna´ statisticky zjistitelna´ linea´rn´ı za´vislost. Prˇi nulove´m korelacˇn´ım
koeficientu na sobeˇ velicˇiny mohou za´viset, ale tento vztah nelze vyja´drˇit linea´rn´ı funkc´ı. Jestlizˇe korelacˇn´ı
koeficient je roven 1, znacˇ´ı to prˇ´ımou za´vislost, dokonalou korelaci mezi hodnotami obou skupin. Vy´pocˇet ρ se
liˇs´ı podle typu zkoumany´ch statisticky´ch promeˇnny´ch. V prˇ´ıpadeˇ, zˇe na´hodne´ velicˇiny X a Y jsou kvantitativn´ı
na´hodne´ velicˇiny se spolecˇny´m dvourozmeˇrny´m norma´ln´ım rozdeˇlen´ım, je pro konkre´tn´ı hodnoty (x1, y1),
(x2, y2), . . ., (xn, yn) vy´beˇrovy´ korelacˇn´ı koeficient da´n vztahem:
r =
∑n
i=1(xi − x) · (yi − y)√∑n
i=1(xi − x)2 ·
∑n
i=1(yi − y)2
. (2.3)
V DPA je korelacˇn´ı koeficient pouzˇit k urcˇen´ı linea´rn´ı za´vislosti mezi sloupci hi a tj pro i = 1, . . . ,K
a j = 1, . . . , T . Vy´sledkem je matice R obsahujic´ı korelacˇn´ı koeficienty. Oznacˇ´ıme kazˇdou hodnotu jako ri,j na
za´kladeˇ element˚u D ze sloupc˚u hi a tj . Pouzˇijeme-li prˇedchoz´ı definici korelacˇn´ıho koeficientu, mu˚zˇeme vztah
2.3 vyja´drˇit:
ri,j =
∑D
d=1(hd,i − hi) · (td,j − tj)√∑D
d=1(hd,i − hi)2 ·
∑D
d=1(td,j − tj)2
, (2.4)
kde hi a tj oznacˇuj´ı pr˚umeˇrne´ hodnoty sloupc˚u hi a tj .
2.2.2 U´tok zalozˇeny´ na rozd´ılu strˇedn´ıch hodnot
Za´kladem statisticke´ metody zalozˇene´ na rozd´ılu strˇedn´ıch hodnot (Difference of mean) je srovna´n´ı dvou
skupin nameˇrˇeny´ch hodnot (distribuc´ı) vy´pocˇtem rozd´ılu strˇedn´ıch hodnot teˇchto skupin. Systematicky´ popis
metody je uveden v pra´ci [33]. Tato metoda pouzˇ´ıva´ jiny´ zp˚usob k urcˇen´ı za´vislosti mezi sloupci matice H
a T. U´tocˇn´ık vytvorˇ´ı bina´rn´ı matici H, ktera´ rozdeˇl´ı nameˇrˇene´ proudove´ pr˚ubeˇhy do dvou skupin. Posloupnost
nul a jednicˇek v kazˇde´m sloupci H je funkc´ı vstupn´ıch dat d a odhad˚u kl´ıcˇe ki. Za u´cˇelem oveˇrˇen´ı zda odhad
kl´ıcˇe ki je spra´vny´ u´tocˇn´ık mu˚zˇe rozdeˇlit matici T na dva soubory rˇa´dk˚u (tzn. dveˇ sady proudovy´ch spotrˇeb
podle hi). Prvn´ı soubor obsahuje ty rˇa´dky matice T, kde index odpov´ıda´ pozici nul ve vektoru hi. Druhy´
soubor obsahuje zbyle´ rˇa´dky T. Na´sledneˇ u´tocˇn´ık vypocˇ´ıta´ pr˚umeˇr rˇa´dk˚u. Vektor m
′
0i znacˇ´ı pr˚umeˇr rˇa´dk˚u
prvn´ıho souboru a m
′
1i oznacˇuje pr˚umeˇr druhe´ho souboru. Odhad kl´ıcˇe ki je spra´vny´ pokud existuje vy´razny´
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rozd´ıl mezi m
′
0i a m
′
1i. Rozd´ıl mezi m
′
0i a m
′
1i indikuje vztah mezi hck a neˇktery´m ze sloupc˚u T. Stejneˇ tak
jako v prˇedchoz´ım prˇ´ıpadeˇ tato diference oznacˇuje cˇasovy´ okamzˇik kdy jsou mezivy´sledky odpov´ıdaj´ıc´ı hck
zpracova´va´ny. V jiny´ch okamzˇic´ıch je diference mezi vektory rovna nule. Vy´sledkem u´toku je tedy matice R,
kde kazˇdy´ rˇa´dek odpov´ıda´ rozd´ılu mezi vektory m
′
0i a m
′
1i pro jeden odhad kl´ıcˇe. Rovnice vy´pocˇtu R je da´na
vztahem:
m
′
1i,j =
1
n1i
·
n∑
l=1
hl,i · tl,j , (2.5)
m
′
0i,j =
1
n0i
·
n∑
l=1
(1− hl,i) · tl,j , (2.6)
n1,i =
n∑
l=1
hl,i, (2.7)
n0i =
n∑
l=1
(1− hl,i), (2.8)
R = M1 −M0, (2.9)
kde n znacˇ´ı pocˇet rˇa´dk˚u matice H (tzn. pocˇet nameˇrˇeny´ch proudovy´ch spotrˇeb).
2.2.3 Diferencia´ln´ı proudova´ analy´za - shrnut´ı
Koncept u´toku DPA byl poprve´ popsa´n v pra´ci [18]. U´tok byl proveden na algoritmus DES metodou zalozˇenou
na rozd´ılu strˇedn´ıch hodnot. Na´sledneˇ pak byly diskutova´ny mozˇne´ aplikovatelne´ statisticke´ testy v [8]. Prou-
dove´ modely byly poprve´ definova´ny v pra´ci [6] a v [1] byly za´kladn´ı proudove´ modely analyzova´ny v kontextu
cˇipovy´ch karet. Simulacˇn´ı modely jsou sta´le modifikova´ny k zvy´sˇen´ı efektivity PA [30, 28, 10]. V [5] je popsa´no
pouzˇit´ı korelacˇn´ıho koeficientu jako statisticke´ metody. Ve veˇdecke´ literaturˇe se stalo popula´rn´ım zava´deˇt nove´
na´zvy pro DPA u´toky, ktere´ jsou drobnou variac´ı obecne´ho sche´matu, naprˇ. pouzˇ´ıvaj´ı jen jiny´ statisticky´
test (Korelacˇn´ı analy´za [5, 7]). V kontextu DPA je d˚ulezˇite´ si uveˇdomit, zˇe pojem DPA u´tok je neza´visly´ na
pouzˇite´m statisticke´m testu nebo pouzˇite´m mezivy´sledku. Pokrocˇile´ metody DPA jsou uvedeny v pra´ci [35].
V pra´ci [32] byla prˇedstavena koncepce stochasticky´ch model˚u. U´toky vysˇsˇ´ıho rˇa´du (Higher-order DPA) kom-
binuj´ı DPA u´toky pro neˇkolik zvoleny´ch mezivy´sledk˚u algoritmu. Tato mysˇlenka byla zmı´neˇna jizˇ v prvn´ım
cˇla´nku o DPA [18], ale azˇ pra´ce [26] popisuje konkre´tn´ı implementaci. Navazuj´ıc´ı pra´ce [2, 34] popisuj´ı me-
tody maskova´n´ı a u´toky vysˇsˇ´ıho rˇa´du umozˇnˇuj´ıc´ı z´ıskat senzitivn´ı data. Du˚lezˇita´ ota´zka vlivu prˇedzpracova´n´ı
nameˇrˇeny´ch dat na efektivitu DPA byla prezentova´na v prac´ıch [16, 13].
2.3 Protiopatrˇen´ı proti proudove´ analy´ze
Hlavn´ım c´ılem protiopatrˇen´ı je zajistit, aby proudova´ spotrˇeba byla neza´visla´ na hodnoteˇ mezivy´sledku a ope-
rac´ıch pra´veˇ zpracova´vany´ch kryptograficky´m modulem. Metody a techniky, ktery´mi lze tuto neza´vislost v´ıce cˇi
me´neˇ doc´ılit jsou detailneˇji popsa´ny v na´sleduj´ıc´ı kapitole. Obecneˇ lze techniky protiopatrˇen´ı kryptograficke´ho
modulu proti u´toku postrann´ım kana´lem rozdeˇlit do dvou velky´ch skupin a to techniky skry´va´n´ı (hiding)
a maskova´n´ı (masking). Tyto dveˇ skupiny se na´sledneˇ deˇl´ı do dvou podskupin dle implementace na hardwa-
rova´ a softwarova´ protiopatrˇen´ı. C´ılem skry´va´n´ı je zajistit, aby proudova´ spotrˇeba byla neza´visla´ na hodnoteˇ
mezivy´sledk˚u, operac´ıch pra´veˇ zpracova´vany´ch kryptograficky´m modulem a hodnoteˇ dat. V podstateˇ existuj´ı
dva zp˚usoby jak doc´ılit te´to pozˇadovane´ neza´vislosti. Prvn´ı zp˚usob je vyrobit zarˇ´ızen´ı takovy´m zp˚usobem,
aby proudova´ spotrˇeba byla na´hodna´. To znamena´, zˇe v kazˇde´m hodinove´m taktu bude proudova´ spotrˇeba
r˚uzna´ i pro stejne´ instrukce. Druhy´ zp˚usob je vyrobit zarˇ´ızen´ı takovy´m zp˚usobem, zˇe proudova´ spotrˇeba bude
konstantn´ı pro vsˇechny operace a vsˇechny datove´ hodnoty, tzn. proudova´ spotrˇeba bude v kazˇde´m hodinove´m
cyklu stejna´. Idea´ln´ım c´ılem skry´va´n´ı, ktere´ho vsˇak v praxi nelze dosa´hnout, je realizace takove´ho zarˇ´ızen´ı.
Existuje neˇkolik na´vrh˚u a rˇesˇen´ı jak se k tomuto idea´ln´ımu stavu proudove´ spotrˇeby alesponˇ prˇibl´ızˇit. Tyto
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rˇesˇen´ı mu˚zˇeme rozdeˇlit do dvou skupin. Prvn´ı skupina na´vrh˚u zna´hodn´ı proudovou spotrˇebu proveden´ım ope-
rac´ı kryptograficke´ho algoritmu v r˚uzny´ch cˇasovy´ch okamzˇic´ıch prˇi kazˇde´m spusˇteˇn´ı algoritmu. Tyto na´vrhy
maj´ı vliv na cˇasovou oblast proudove´ spotrˇeby. Druha´ skupina na´vrh˚u si klade za c´ıl ucˇinit proudo-
vou spotrˇebu na´hodnou nebo konstantn´ı a to prˇ´ımo zmeˇnou charakteristicke´ proudove´ spotrˇeby prova´deˇny´ch
operac´ı. Z tohoto d˚uvodu maj´ı tyto na´vrhy vliv na okamzˇitou velikost proudove´ spotrˇeby.
Prˇi maskova´n´ı je kazˇdy´ mezivy´sledek v zamaskova´n na´hodnou hodnotou m, kterou nazy´va´me maska vm =
v∗m. Maska m je generova´na interneˇ v kryptograficke´m modulu a pro kazˇde´ spusˇteˇn´ı ma´ jinou hodnotu, proto
jej´ı hodnotu u´tocˇn´ık nezna´. Operace ∗ je typicky definovana´ dle operac´ı, ktere´ jsou pouzˇity algoritmem. Tato
operace je veˇtsˇinou v kryptograficke´m modulu realizova´na exklusivn´ım soucˇtem XOR znacˇeny´m symbolem ⊕
(aditivn´ı maskova´n´ı) nebo na´soben´ım znacˇeny´m symbolem ⊗ (multiplikativn´ı maskova´n´ı). Ve veˇtsˇineˇ prˇ´ıpad˚u
jsou masky pouzˇ´ıva´ny prˇ´ımo na otevrˇeny´ text nebo tajny´ kl´ıcˇ. Prˇi pouzˇit´ı maskova´n´ı mus´ı by´t implementace
algoritmu mı´rneˇ modifikova´na s ohledem na maskovane´ mezivy´sledky. Vy´sledkem kryptograficke´ho algoritmu
je take´ maska, kterou je nutno odstranit k z´ıska´n´ı kryptogramu. Typicke´ maskovac´ı sche´ma popisuje jak jsou
vsˇechny mezivy´sledky maskova´ny a jak se masky meˇn´ı v algoritmu a na´sledneˇ konecˇne´ odstraneˇn´ı masek.
2.4 Neuronove´ s´ıteˇ v kryptografii
Neuronove´ s´ıteˇ v kryptografii (Neuro-Cryptography nebo Neural Cryptography) je obor kryptologie veˇnovany´
analy´ze vyuzˇit´ı statisticky´ch algoritmu˚, zejme´na neuronovy´ch s´ıt´ı v kryptografii a kryptoanaly´ze. Neuronove´
s´ıteˇ jsou dobrˇe zna´me´ pro svou schopnost selektivneˇ prozkoumat prostor rˇesˇen´ı dane´ho proble´mu. Tato funkce
jde prˇirozeneˇ vyuzˇ´ıt v oblasti kryptoanaly´zy. Neuronove´ s´ıteˇ take´ nab´ız´ı novy´ prˇ´ıstup k sˇifrova´n´ı a desˇifrova´n´ı
zalozˇeny´ na za´sadeˇ, zˇe kazˇda´ funkce mu˚zˇe by´t reprezentova´na pomoc´ı neuronove´ s´ıteˇ. Neuronove´ s´ıteˇ jsou take´
vy´konny´ vy´pocˇetn´ı na´stroj, ktery´ mu˚zˇe by´t pouzˇit k nalezen´ı inverzn´ı funkce sˇifrovac´ıho algoritmu. Neuronove´
s´ıteˇ se nejcˇasteˇji vyuzˇ´ıvaj´ı v kryptografii v na´sleduj´ıc´ıch oblastech:
• obdoba asymetricky´ch sˇifrovac´ıch algoritmu˚ [23],
• problematika distribuce kl´ıcˇ˚u [17],
• hasˇovac´ı funkce [22],
• genera´tory na´hodny´ch cˇ´ısel [36],
• protokol na vy´meˇnu kl´ıcˇ˚u [27] (obdoba Diffie-Hellman protokolu).
Neuronove´ s´ıteˇ byly poprve´ pouzˇity prˇi klasifikaci informac´ı unikaj´ıc´ıch prostrˇednictv´ım akusticke´ho po-
strann´ıho kana´lu viz [11, 24, 37]. Prˇi analy´ze proudovy´m postrann´ım kana´lem byla mozˇnost vyuzˇit´ı neu-
ronovy´ch s´ıt´ı poprve´ publikova´na v pra´ci [31]. Na´sledneˇ na tuto pra´ci navazovali dalˇs´ı autorˇi naprˇ. [20,
19], kterˇ´ı se zaby´vali klasifikac´ı proudovy´ch otisk˚u, tedy prˇiˇrazen´ım specificky´ch proudovy´ch otisk˚u jednot-
livy´m prova´deˇny´m instrukc´ım kryptograficke´ho modulu. Jednalo se v podstateˇ o metody zpeˇtne´ho inzˇeny´rstv´ı
vyuzˇ´ıvaj´ıc´ı proudovou spotrˇebu k urcˇen´ı vykona´vane´ho kryptograficke´ho algoritmu. Pouzˇit´ı neuronovy´ch s´ıt´ı
prˇi analy´ze proudovy´m postrann´ım kana´lem a prˇi klasifikaci konkre´tn´ı hodnoty bajtu tajne´ho kl´ıcˇe bylo dopo-
sud velice ma´lo publikova´no a testova´no. Pra´ce zaby´vaj´ıc´ı se touto problematikou jsou zalozˇeny na algoritmech
podp˚urny´ch vektor˚u (Support vector machines (SVM) [14, 4, 15, 21] a nevyuzˇ´ıvaj´ı klasicke´ v´ıcevrstve´ neuro-
nove´ s´ıteˇ s algoritmy ucˇen´ı.
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3 VLASTNI´ RˇESˇENI´ - PROUDOVA´ ANALY´ZA
C´ılem kapitoly je prˇehledneˇ shrnout dosazˇne´ vy´sledky. Dle definovany´ch c´ıl˚u pra´ce byla nejprve pro oveˇrˇen´ı teo-
reticky´ch znalost´ı testova´na metoda meˇrˇen´ı proudovy´m postrann´ım kana´lem. Na metodeˇ meˇrˇen´ı byly testova´ny
r˚uzne´ konfigurace a nastaven´ı, tak aby vy´sledky meˇrˇen´ı byly co nejmarkantneˇjˇs´ı. Nejprve byly porovna´va´ny
r˚uzne´ metody meˇrˇen´ı proudove´ho odbeˇru kryptograficke´ho modulu: proudovy´ bocˇn´ık, proudova´ sonda, dife-
rencia´ln´ı sonda, pasivn´ı sondy a pasivn´ı sonda s oddeˇlovac´ım transforma´torem [41]. Na´sledneˇ byl zkouma´n
vliv parametr˚u vybrane´ metody meˇrˇen´ı vyuzˇ´ıvaj´ıc´ı odporovy´ bocˇn´ık na vy´slednou proudovou analy´zu [46, 45].
Zkoumane´ parametry vycha´zely z nastudovane´ teorie proudove´ho postrann´ıho kana´lu: vliv velikosti napa´jec´ıho
napeˇt´ı, vliv odporu bocˇn´ıku (prˇi meˇrˇic´ı metodeˇ proudove´ spotrˇeby vyuzˇ´ıvaj´ıc´ı vlozˇeny´ odporovy´ bocˇn´ık [41]),
frekvence hodinove´ho signa´lu a velikost kapacity blokovac´ıch kondenza´tor˚u. Z´ıskane´ znalosti a zkusˇenosti byly
nezbytne´ ke spra´vne´ analy´ze proudove´ spotrˇeby kryptograficke´ho modulu a na´vrhu nove´ proudove´ analy´zy
vyuzˇ´ıvaj´ıc´ı neuronove´ s´ıteˇ.
Metoda meˇrˇen´ı proudovy´m postrann´ım kana´lem byla prˇizp˚usobena pomoc´ı sondy na meˇrˇen´ı bl´ızke´ho elek-
tromagneticke´ho pole [44]. Byl porovna´n proudovy´ a elektromagneticky´ pr˚ubeˇh sˇifrovac´ıho algoritmu AES [48]
a pr˚ubeˇhy byly podrobeny detailn´ı analy´ze v za´vislosti na implementovane´m algoritmu. Z´ıskane´ elektromag-
neticke´ a proudove´ pr˚ubeˇhy byly vyuzˇity na realizaci u´tok˚u elektromagneticky´m a proudovy´m postrann´ım
kana´lem vyuzˇ´ıvaj´ıc´ı jednoduchou i diferencia´ln´ı analy´zu [44, 49, 48, 38, 39]. Teoreticky´ na´vrh optimalizace
za´kladn´ı metody diferencia´ln´ı proudove´ analy´zy vyuzˇ´ıvaj´ıc´ı rozd´ıl strˇedn´ıch hodnot byl popsa´n v [40]. Na´sledne´
experimenty se zameˇrˇily na zp˚usoby klasifikace pomoc´ı neuronovy´ch s´ıt´ı [42, 43]. Kompletn´ı vy´sledky teˇchto
analy´z jsou detailneˇ popsa´ny ve vy´sˇe uvedeny´ch prac´ıch a tato kapitola shrnuje jen nejd˚ulezˇiteˇjˇs´ı vy´sledky.
Steˇzˇejn´ı cˇa´st´ı te´to kapitoly je popis navrzˇene´ analy´zy proudovy´m postrann´ım kana´lem vyuzˇ´ıvaj´ıc´ı neuro-
novou s´ıt’, ktery´ odpov´ıda´ hlavn´ımu c´ıli disertacˇn´ı pra´ce [47]. Konkre´tn´ı na´vrh metody byl rozdeˇlen do trˇ´ı
fa´z´ı, ktere´ jsou postupneˇ detailneˇ popsa´ny vcˇetneˇ nameˇrˇeny´ch proudovy´ch pr˚ubeˇh˚u, implementace a z´ıskany´ch
vy´sledk˚u klasifikace. Za´veˇrecˇna´ cˇa´st kapitoly je popis optimalizace navrzˇene´ metody, ktera´ umozˇnila zvy´sˇen´ı
pravdeˇpodobnosti spra´vne´ klasifikace sˇifrovac´ıho kl´ıcˇe, testova´n´ı opakovatelnosti (realizovatelnosti metody) na
veˇtsˇ´ım pocˇtu nameˇrˇeny´ch proudovy´ch pr˚ubeˇh˚u a zhodnocen´ı metody.
3.1 Proudova´ analy´za vyuzˇ´ıvaj´ıc´ı neuronove´ s´ıteˇ
Hlavn´ım c´ılem disertacˇn´ı pra´ce je na´vrh a implementace analy´zy postrann´ım kana´lem, ktera´ bude vyuzˇ´ıvat
neuronove´ s´ıteˇ [47]. Analy´za bude zameˇrˇena jen na d˚ulezˇite´ operace algoritmu AES (operaci AddRoudnKey
a operaci SubBytes), z ktery´ch lze prˇ´ımo urcˇit tajny´ kl´ıcˇ algoritmu. Tento typ u´toku proudovy´m postrann´ım
kana´lem nebyl dosud publikova´n, jedna´ se tedy o zcela novou mysˇlenku. Prˇedpokla´da´ se, zˇe k proveden´ı u´toku
nebude zapotrˇeb´ı velke´ mnozˇstv´ı meˇrˇen´ı proudove´ spotrˇeby jako naprˇ´ıklad u DPA viz kapitola 2.2. Tato
vy´hoda je steˇzˇejn´ı v porovna´n´ı s SPA a DPA a umozˇn´ı v extre´mn´ım prˇ´ıpadeˇ urcˇen´ı tajne´ho kl´ıcˇe z jednoho
proudove´ho pr˚ubeˇhu u algoritmu˚, ktere´ jsou odolne´ v˚ucˇi SPA. U´tocˇn´ık tak mu˚zˇe prove´st u´tok na modul, ktery´
se mu podarˇilo z´ıskat na kra´tky´ cˇas.
Navrhovana´ metoda bude pracovat
”
per partes“, stejneˇ jako veˇtsˇina analy´z postrann´ım kana´lem, tedy
c´ılem je urcˇen´ı tajne´ho kl´ıcˇe po jednotlivy´ch bajtech, kde tajny´ kl´ıcˇ je K = {k1, k2, k3, k4, k5, k6, k7, k8} pro
0 ≤ ki ≤ 255 a pro kroky metody oznacˇne´ i = 0 azˇ 8. Navrhovana´ metoda tedy v prvn´ım cyklu urcˇ´ı hodnotu
prvn´ıho bajtu k1 v dalˇs´ım cyklu druhe´ho k2 a v posledn´ım kroku hodnotu posledn´ıho bajtu tajne´ho kl´ıcˇe k8.
Rozd´ıl mezi jednotlivy´mi kroky bude v rozdeˇlen´ı nameˇrˇene´ proudove´ spotrˇeby na cˇa´sti odpov´ıdaj´ıc´ı jednotlivy´m
bajt˚um tajne´ho kl´ıcˇe.
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Obr. 3.1: Pr˚ubeˇh proudove´ spotrˇeby operac´ı
AddRoundKey a SubBytes.
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Obr. 3.2: Obecna´ struktura trˇ´ıvrstve´ neuronove´ s´ıeˇ.
Na obr. 3.1 je zobrazen nameˇrˇeny´ proudovy´ pr˚ubeˇh odpov´ıdaj´ıc´ı operac´ım AddRoudnKey a SubBytes, kdy
dosˇlo ke zmeˇneˇ pouze v prvn´ım bajtu tajne´ho kl´ıcˇe k1 a to z hodnoty 1 na hodnotu 255. Na pr˚ubeˇhu jsou jasneˇ
patrny u´seky, na ktere´ ma´ vliv prvn´ı bajt. Cˇ´ısla oznacˇuj´ı jednotlive´ cˇa´sti, ktere´ odpov´ıdaj´ı jednotlivy´m krok˚um
metody. V na´sleduj´ıc´ım textu bude pojmem tajny´ kl´ıcˇ (Ktaj) oznacˇen kl´ıcˇ ulozˇeny´ v kryptograficke´m modulu,
na ktery´ je prova´deˇn u´tok. Pojmem odhad kl´ıcˇe (Kodh) bude mysˇlena hodnota odhadu tajne´ho kl´ıcˇe, kterou
klasifikuje navrhovana´ metoda. C´ılem metody je, aby si na konci analy´zy hodnota tajne´ho kl´ıcˇe a odhadu
kl´ıcˇe byla rovna. Meˇrˇen´ı proudovy´ch pr˚ubeˇh˚u bylo prova´deˇno pomoc´ı metody meˇrˇen´ı, ktera´ byla d˚ukladneˇ
otestova´no a byla zalozˇena na proudove´ sondeˇ CT-6. Kompletn´ı implementace navrzˇene´ a testova´n´ı byly
provedeny v prostrˇed´ı MATLAB. Toto prostrˇed´ı poskytuje sˇiroke´ mozˇnosti pro implementaci matematicky´ch
metod, zpracova´n´ı signa´l˚u, simulace a testova´n´ı. Velkou vy´hodou je take´ dostupnost tzv. toolbox˚u, soubor˚u
funkc´ı a skript˚u, ktere´ rˇesˇ´ı konkre´tn´ı proble´m. Pro implementaci neuronovy´ch s´ıt´ı byla pouzˇita neuronova´ s´ıt’
vytvorˇena´ pomoc´ı Netlab Neural Network toolbox. Autory tohoto toolboxu jsou Ian Nabney a Christopher
Bishop z Aston University v Birminghamu. Toolbox je volneˇ ke stazˇen´ı [29].
Navrzˇene´ obecne´ sche´ma metody
Dle vy´sˇe popsany´ch skutecˇnost´ı byla navrzˇena a realizova´na metoda vyuzˇ´ıvaj´ıc´ı neuronove´ s´ıteˇ sesta´vaj´ıc´ı se
z neˇkolika fa´z´ı:
• fa´ze prˇ´ıpravy vzor˚u pro tajne´ kl´ıcˇe ki,
• fa´ze vytvorˇen´ı a tre´nova´n´ı neuronove´ s´ıteˇ vytvorˇeny´mi vzory,
• fa´ze u´toku, urcˇen´ı odhadu kl´ıcˇe.
Proveden´ı teˇchto fa´z´ı umozˇn´ı u´tocˇn´ıkovi realizovat jeden krok analy´zy, tedy urcˇen´ı jednoho bajtu tajne´ho
kl´ıcˇe ki. V prvn´ı fa´zi si u´tocˇn´ık prˇiprav´ı tre´novac´ı mnozˇinu dat, ktery´mi bude na´sledneˇ ucˇit neuronovou s´ıt’.
U´tocˇn´ık mus´ı zna´t typ kryptograficke´ho modulu, na ktery´ hodla´ u´tocˇit a mus´ı stejny´ typ modulu mı´t zcela pod
kontrolou (naprˇ´ıklad pla´nuje-li u´toky na cˇipovou kartu obsahuj´ıc´ı mikrokontrole´r PIC16F84 mus´ı tuto kartu
vlastnit). Na kryptograficky´ modul implementuje pozˇadovany´ kryptograficky´ algoritmus a zaznamena´ proudove´
pr˚ubeˇhy pro operace AddRoundKey a SubBytes pro vsˇechny varianty tajne´ho kl´ıcˇe ki (256 mozˇny´ch variant).
Nameˇrˇene´ pr˚ubeˇhy proudove´ spotrˇeby odpov´ıdaj´ıc´ı pra´ci s bajtem ki pouzˇije u´tocˇn´ık k natre´nova´n´ı neuronove´
s´ıteˇ, ktera´ bude dane´ pr˚ubeˇhy prˇiˇrazovat k hodnota´m tajne´ho kl´ıcˇe. Po u´speˇsˇne´m natre´nova´n´ı neuronove´ s´ıteˇ
mu˚zˇe u´tocˇn´ık pokracˇovat posledn´ı fa´z´ı a to fa´z´ı u´toku, kdy vyuzˇije natre´novanou neuronovou s´ıt’ k napaden´ı
kryptograficke´ho modulu. V posledn´ı fa´zi u´toku u´tocˇn´ık nameˇrˇ´ı proudovou spotrˇebu kryptograficke´ho modulu,
na ktery´ u´tocˇ´ı a prˇivede ji na vstup naucˇene´ neuronove´ s´ıteˇ. Neuronova´ s´ıt’ na´sledneˇ prˇiˇrad´ı proudovou spotrˇebu
k odhad˚um tajne´ho kl´ıcˇe a odhad kl´ıcˇe s nejveˇtsˇ´ı pravdeˇpodobnost´ı bude odpov´ıdat hodnoteˇ tajne´ho kl´ıcˇe
a t´ım dojde k urcˇen´ı hodnoty ki. V na´sleduj´ıc´ım textu budou popsa´ny jednotlive´ fa´ze navrzˇene´ analy´zy vcˇetneˇ
implementace a dosazˇeny´ch vy´sledk˚u.
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Prˇ´ıprava vzor˚u
C´ılem te´to fa´ze je z´ıskat tre´novac´ı vzory proudove´ spotrˇeby pro operaci AddRoundKey a SubBytes pro vsˇechny
varianty tajne´ho kl´ıcˇe k1 (256 mozˇny´ch variant). Do kryptograficke´ho modulu byl implementova´ny operace
AddRoundKey a SubBytes dle prˇedem oveˇrˇeny´ch znalost´ı o algoritmu AES a kryptograficke´m modulu. Program
pracoval ve smycˇce a prˇed zapocˇet´ım kazˇde´ smycˇky byla nacˇtena data kl´ıcˇe ki do pameˇti tak, aby smycˇka
vzˇdy pracovala se stejny´mi vstupn´ımi promeˇnny´mi. Program umozˇnˇoval inkrementovat nebo dekrementovat
hodnotu kl´ıcˇe a indikovat tuto operaci odesla´n´ım aktua´ln´ı hodnoty kl´ıcˇe pomoc´ı se´riove´ linky do pocˇ´ıtacˇe.
Synchronizacˇn´ı signa´l a komunikace s PC nemeˇla na zkoumanou proudovou spotrˇebu vliv. Stejneˇ tak jak v
prˇedchoz´ı kapitole vyja´drˇ´ıme operaci AddRoundKey pro prˇehlednost a jednoduchost v maticove´ podobeˇ:
S
′
= S⊗K. (3.1)
V pr˚ubeˇhu meˇrˇen´ı byly hodnoty otevrˇene´ho textu S nastaveny na konstantn´ı hodnoty. Hodnoty prvn´ıho
bajtu tajne´ho kl´ıcˇe K naby´valy postupneˇ hodnotu 0 azˇ 255 a zbyle´ hodnoty byly nulove´. Matice tajne´ho kl´ıcˇe
a otevrˇene´ho textu vypadaly na´sledovneˇ (hexadecima´ln´ı za´pis):
S =

01 03 07 0F
1F 3F 7F FF
01 03 07 0F
1F 3F 7F FF
 ,K =

00 . . .FF 00 00 00
00 00 00 00
00 00 00 00
00 00 00 00
 . (3.2)
Obr. 3.1 zobrazuje proudove´ pr˚ubeˇhy pro operace AddRoundKey a SubBytes pro hodnoty kl´ıcˇe 1 a 255.
Proudove´ pr˚ubeˇhy jsou si takrˇka identicke´ s vyj´ımkou zacˇa´tku pr˚ubeˇhu, ktery´ odpov´ıda´ nacˇten´ı registru a
operaci XOR otevrˇene´ho textu s hodnotou tajne´ho kl´ıcˇe a cˇa´sti pro cˇas t = 35000, ktera´ odpov´ıda´ operac´ım
prova´deˇny´ch beˇhem substituce). Je zrˇejme´, zˇe je zbytecˇne´ a znacˇneˇ neefektivn´ı ucˇit neuronovou s´ıt’ na cele´
pr˚ubeˇhy, a proto byly vsˇechny pr˚ubeˇhy redukova´ny na mı´sta pra´ce s prvn´ım bajtem tajne´ho kl´ıcˇe. Takto
redukovane´ a prˇipravene´ proudove´ pr˚ubeˇhy pro vsˇechny hodnoty tajne´ho kl´ıcˇe urcˇeny´ch pro neuronovou s´ıt’
zobrazuje obr. 3.3. Detail prvn´ı proudove´ sˇpicˇky je zobrazen na obr. 3.4 a je patrne´, zˇe proudove´ pr˚ubeˇhy jsou
rozdeˇleny do neˇkolika skupin, ktere´ dle podrobneˇjˇs´ıho zkouma´n´ı odpov´ıdaj´ı HW tajne´ho kl´ıcˇe. Neuronove´ s´ıteˇ,
ktere´ byly pouzˇity prˇi klasifikaci akusticke´ho signa´lu [37], byly naucˇeny (natre´nova´ny) na konkre´tn´ı pr˚ubeˇhy
akusticky´ch signa´l˚u. Tato metoda prˇedpokla´da´ dostatecˇne´ rozd´ıly mezi jednotlivy´mi pr˚ubeˇhy. U proudove´
analy´zy je pravdeˇpodobne´, zˇe tento postup povede k neu´speˇsˇne´ klasifikaci instrukc´ı a to ze dvou za´kladn´ıch
vlastnost´ı PA. Prvn´ı vlastnost´ı je, zˇe proudove´ pr˚ubeˇhy jednotlivy´ch instrukc´ı jsou si velice podobne´ [3].
Druhou typickou vlastnost´ı je, zˇe meˇrˇ´ıme-li vy´konovy´ pr˚ubeˇh konkre´tn´ı instrukce opakovaneˇ, pr˚ubeˇhy nejsou
zcela identicke´ a to v d˚usledku zmeˇn pomocny´ch registr˚u kryptograficke´ho modulu (cˇ´ıtacˇ instrukc´ı atd.).
Tato vlastnost by´va´ nazy´va´na jako elektronicky´ sˇum (Electronic Noise), ktery´ za´vazˇny´m zp˚usobem ovlivnˇuje
vy´sledky PA. Prˇi prˇ´ıpraveˇ vzor˚u i beˇhem fa´ze u´toku je nutne´ sn´ızˇit elektronicky´ sˇum na minima´ln´ı hodnotu,
jinak bude docha´zet ke sˇpatne´ klasifikaci tajne´ho kl´ıcˇe. Vy´sledkem meˇrˇen´ı by byl proudovy´ pr˚ubeˇh zarˇazen v
chybne´ skupineˇ, porovna´n´ı obra´zku obr. 3.4 a obr. 3.5.
K urcˇen´ı elektronicke´ho sˇumu byla nameˇrˇena opakovaneˇ proudova´ spotrˇeba kryptograficke´ho modulu zpra-
cova´vaj´ıc´ıho sta´le stejna´ data. Kryptograficky´ modul na experimenta´ln´ım pracoviˇsti zpracova´val 200 kra´t
datovou hodnotu 170, kterou ukla´dal do registru. Obr. 3.5 zobrazuje prvn´ıch 5 proudovy´ch pr˚ubeˇh˚u operace.
Pr˚ubeˇhy jsou si velice podobne´, protozˇe jsou sta´le zpracova´va´ny stejne´ instrukce a data. Rozd´ıly mezi pr˚ubeˇhy
zp˚usobuje elektronicky´ sˇum. S c´ılem z´ıskat lepsˇ´ı prˇedstavu o rozlozˇen´ı bod˚u proudove´ spotrˇeby bude na´sleduj´ıc´ı
analy´za zameˇrˇena pouze na jeden bod z proudove´ spotrˇeby.
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Obr. 3.3: Proudove´ vzory spotrˇeby pro vsˇechny hod-
noty kl´ıcˇe.
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Obr. 3.4: Detail proudove´ spotrˇeby pro vsˇechny hod-
noty kl´ıcˇe.
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Obr. 3.5: Prvn´ıch 5 proudovy´ch pr˚ubeˇh˚u operace
ukla´da´n´ı dat do registru.
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Obr. 3.6: Histogram pro zvoleny´ bod proudove´
spotrˇeby.
Vezmeme v potaz naprˇ´ıklad bod n = 18219 odpov´ıdaj´ıc´ı proudove´ sˇpicˇce. Obr. 3.6 zobrazuje vypocˇ´ıtany´ histo-
gram pro dany´ bod, ktery´ zobrazuje jak cˇasto byly jednotlive´ hodnoty proudu nameˇrˇeny. Pokud bude zobrazen
histogram pro jaky´koli jiny´ bod proudove´ spotrˇeby, tvar histogramu bude vzˇdy obdobny´. Tvary histogramu˚
indikuj´ı, zˇe body nameˇrˇeny´ch pr˚ubeˇh˚u se rˇ´ıd´ı norma´ln´ım rozdeˇlen´ım. Norma´ln´ı rozdeˇlen´ı pravdeˇpodobnosti
s parametry µ a σ, pro −∞ < µ <∞ a σ > 0, je pro −∞ < x <∞ definova´no hustotou pravdeˇpodobnosti ve
tvaru Gaussovy funkce:
f(x) =
1
σ
√
2pi
e−
(x−µ)2
2σ2 , (3.3)
parametry µ a σ jsou nazy´va´ny strˇedn´ı hodnota a smeˇrodatna´ odchylka. Mocninou smeˇrodatne´ odchylky je
rozptyl:
E(X) = µ,
D(X) = σ2. (3.4)
Norma´ln´ı rozdeˇlen´ı se veˇtsˇinou znacˇ´ı N(µ, σ). V nasˇem experimentu, promeˇnna´ X definuje proudovou spotrˇebu
definovanou zvoleny´m bodem. V norma´ln´ım rozdeˇlen´ı je strˇedn´ı hodnota nejpravdeˇpodobneˇjˇs´ı vy´sledek meˇrˇen´ı,
tzn. je to vy´sledek vyskytuj´ıc´ı se nejcˇasteˇji. Nav´ıc z definice norma´ln´ıho rozdeˇlen´ı plyne, zˇe veˇtsˇina vy´sledk˚u
experimentu se pohybuje bl´ızko strˇedn´ı hodnoty, a proto mu˚zˇeme urcˇit µ = E(X) jako pr˚umeˇr hodnoty x¯.
V uvedene´m prˇ´ıkladu vycha´z´ı pr˚umeˇrna´ hodnota x¯ = 55, 3mA, cozˇ odpov´ıda´ strˇedu histogramu. Lze take´
vypocˇ´ıtat smeˇrodatnou odchylku σ = 7, 5mA. Du˚lezˇitou vlastnost´ı je, zˇe 68, 3% hodnot se pohybuje v mez´ıch
smeˇrodatne´ odchylky (±σ) a 95, 5% vsˇech hodnot se pohybuje v rozmez´ı dvou smeˇrodatny´ch odchylek (±2σ).
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V provedene´m experimentu byly zpracova´va´na vzˇdy stejna´ data a stejne´ instrukce, proto se da´ prˇedpokla´dat,
zˇe rozptyl vy´konove´ spotrˇeby za´visle´ na datech je nulovy´. Za tohoto prˇedpokladu plat´ı, zˇe elektronicky´ sˇum
je rozlozˇen dle norma´ln´ıho rozdeˇlen´ı s parametry µ = 0mA a σ = 7, 5mA. V praxi se elektronicky´ sˇum
rˇ´ıd´ı u veˇtsˇiny kryptograficky´ch zarˇ´ızen´ı dle norma´ln´ıho rozdeˇlen´ı se specifickou smeˇrodatnou odchylkou pro
kazˇde´ zarˇ´ızen´ı. Dle vy´sˇe popsany´ch poznatk˚u chova´n´ı elektronicke´ho sˇumu a take´ odborne´ literatury naprˇ.
[25] je nejlepsˇ´ım zp˚usobem sn´ızˇen´ı elektronicke´ho sˇumu opakovane´ meˇrˇen´ı proudovy´ch spotrˇeb a na´sledne´
vypocˇten´ı pr˚umeˇrne´ hodnoty. Proto byly proudove´ spotrˇeby pro r˚uzne´ hodnoty dat meˇrˇeny v´ıcekra´t a na´sledneˇ
byl vypocˇ´ıta´n pr˚umeˇrny´ pr˚ubeˇh proudove´ spotrˇeby, s ktery´m se bude na´sledneˇ pracovat. Experimenta´lneˇ
bylo oveˇrˇeno, zˇe optima´ln´ı hodnota pr˚umeˇrova´n´ı proudovy´ch pr˚ubeˇh˚u je 16. Pr˚ubeˇhy proudove´ spotrˇeby jsou
funkc´ı s diskre´tn´ım cˇasem, oznacˇme proudove´ pr˚ubeˇhy odpov´ıdaj´ıc´ı jednotlivy´m bajt˚um kl´ıcˇe ki[n] = f [n] pro
[n] = {0, . . . , t} a kazˇde´ meˇrˇen´ı je opakova´no s-kra´t, kde s = 16. Potom pr˚umeˇrna´ spotrˇeba, ktera´ je pouzˇita
jako vzorova´ data je definova´na:
k¯i[n] =
1
s
s∑
j=0
kji [n]. (3.5)
U pr˚ubeˇh˚u proudove´ spotrˇeby zobrazeny´ch na obr.3.3 a obr.3.4 je pouzˇito pr˚umeˇrova´n´ı dle vztahu 3.5.
Fa´ze vytvorˇen´ı a tre´nova´n´ı neuronove´ s´ıteˇ
Nameˇrˇene´ pr˚ubeˇhy byly importova´ny a ulozˇeny do matice Kvzor v programu MATLAB pro na´sledne´ zpra-
cova´n´ı. Pro vytvorˇen´ı neuronove´ s´ıteˇ, jak jizˇ bylo rˇecˇeno, byl zvolen NETLAB Toolbox. Tato kapitola popisuje
za´kladn´ı vlastnosti a implementaci neuronove´ s´ıteˇ. Vytvorˇena´ neuronova´ s´ıt’ v prostrˇed´ı MATLAB je typicka´
trˇ´ıvrstva´, jak popisuje kapitola 2.4. Struktura s´ıteˇ je zobrazena na obr. 3.2. Metoda ucˇen´ı byla zvolen al-
goritmus vyuzˇ´ıvaj´ıc´ı zpeˇtne´ sˇ´ıˇren´ı chyby (Backpropagation), ktera´ patrˇ´ı k nejpouzˇ´ıvaneˇjˇs´ım princip˚um ucˇen´ı
neuronovy´ch s´ıt´ı. Tato metoda je popsa´na na´sleduj´ıc´ımi kroky.
• Krok 1: Pocˇa´tecˇn´ı inicializace vah wij a prah˚u θi jednotlivy´ch neuron˚u.
• Krok 2: Prˇiveden´ı vstupn´ıho vektoru X = [x1, . . . , xN ]T a definice pozˇadova´ne´ vy´stupn´ı odezvy D =
[d1, . . . , dM ]
T .
• Krok 3: Vy´pocˇet aktua´ln´ıho vy´stupu podle na´sleduj´ıc´ıch vztah˚u:
yl(t) = fs(
N2∑
k=1
w
′′
kl(t)x
′′
k(t)− θ
′′
l ), 1 ≤ l ≤M, vy´stupn´ı vrstva, (3.6)
x
′′
k(t) = fs(
N1∑
j=1
w
′
jk(t)x
′
j(t)− θ
′
k), 1 ≤ k ≤ N2, skryta´ vrstva, (3.7)
x
′
j(t) = fs(
N∑
i=1
wij(t)xi(t)− θj), 1 ≤ j ≤ N1, vstupn´ı vrstva. (3.8)
Vy´pocˇet plat´ı pro trˇ´ıvrstvou neuronovou s´ıt’ uvedenou na obr. 3.2.
• Krok 4: Adaptace vah a prah˚u dle na´sleduj´ıc´ıch vtah˚u:
wij(t+ 1) = wij(t) + ηδjxi, poprˇ. (3.9)
wij(t+ 1) = wij(t) + ηδjxi + α(wij(t)− wij(t− 1)). (3.10)
Nastaven´ı vah zacˇ´ına´ u vy´stupn´ıch neuron˚u a postupuje rekurzivneˇ smeˇrem ke vstupn´ım neuron˚um. V
uvedeny´ch vztaz´ıch jsou wij va´hy mezi i-ty´m skryty´m neuronem poprˇ´ıpadeˇ vstupn´ım a uzlem j-ty´m v
cˇase t. Vy´stup i-te´ho neuronu je oznacˇen x
′
i, η je koeficient ucˇen´ı, α je tzv. momentovy´ koeficient a δj je
chyba, pro kterou plat´ı na´sleduj´ıc´ı vztahy:
δj = yj(1− yj)(dj − yj), pro vy´stupn´ı neurony, (3.11)
δj = x
′
j(1− x
′
j)(
∑
δkwjk), pro skryte´ neurony, (3.12)
kde k se meˇn´ı prˇes vsˇechny neurony vrstvy, ktere´ na´sleduj´ı za uzlem j.
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• Krok 5: Opakova´n´ı krok˚u 3 azˇ 5, dokud chyba nen´ı mensˇ´ı nezˇ prˇedem stanovena´ hodnota.
V na´sleduj´ıc´ıch kapitola´ch prˇi pouzˇit´ı neuronove´ s´ıteˇ bude bra´na v u´vahu pra´veˇ popsana´ trˇ´ıvrstva´ neuronova´
s´ıt’ s metodou ucˇen´ı zalozˇene´m na zpeˇtne´m sˇ´ıˇren´ı chyby.
Vytvorˇena´ neuronova´ s´ıt’ v prostrˇed´ı MATLAB ma´ tyto parametry: vstupn´ı vrstva obsahuje stejny´ pocˇet
neuron˚u jako je pocˇet vzork˚u v pr˚ubeˇhu, tedy 3000. Vy´stupn´ı vrstva klasifikuje vstup na jednotlive´ kl´ıcˇe, tedy
mus´ı obsahovat 256 neuron˚u pro vsˇechny kombinace kl´ıcˇe 0 azˇ 255. Skryta´ vrstva mu˚zˇe mı´t libovolny´ pocˇet
neuron˚u v za´vislosti na slozˇitosti rˇesˇene´ho proble´mu. V implementaci je pocˇet mozˇno konfigurovat od 128
do 256 neuron˚u. S teˇmito pocˇty bylo provedeno testova´n´ı a dosahovalo se nejlepsˇ´ıch vy´sledk˚u. Typ aktivacˇn´ı
funkce byl zvolen logistic, cozˇ odpov´ıda´ standardn´ı sigmoideˇ. Na´sleduj´ıc´ı text obsahuje nejd˚ulezˇiteˇjˇs´ı cˇa´st
programu implementace neuronove´ s´ıteˇ. Uvedene´ rˇa´dky odpov´ıdaj´ı postupneˇ vytvorˇen´ı, konfiguraci a na´sledne´
tre´nova´n´ı neuronove´ s´ıteˇ.
%Vytva´rˇenı´ neuronove´ sı´teˇ
nn = mlp(pocet_vzorku, pocet_neuronu, pocet_mereni,’logistic’);
%Nastavenı´ parametru˚ neuronove´ sı´teˇ
options = zeros(1,18); % Reset konfiguracˇnı´ho pole
options(1) = vypis; % Vy´pis chyby beˇhem ucˇenı´
options(14) = pocet_iteraci; % Pocˇet tre´novacı´ch cyklu˚
%Tre´nova´nı´ neuronove´ sı´teˇ
[nn, options] = netopt(nn, options, K_vzor, clas, ’scg’);
Vzorova´ data ulozˇena´ v Kvzor obsahuj´ı 256 pr˚ubeˇh˚u a kazˇdy´ z nich ma´ 3000 vzork˚u. Pro tyto pr˚ubeˇhy je nutne´
vytvorˇit klasifikacˇn´ı matici, ktera´ urcˇ´ı spra´vnou klasifikaci dane´ho vstupu na prˇ´ıslusˇny´ kl´ıcˇ. Tato matice ma´
rozmeˇry 256× 256 a jednotlive´ rˇa´dky odpov´ıdaj´ı nameˇrˇeny´m pr˚ubeˇh˚um a prˇ´ıslusˇne´ sloupce prˇiˇrazuj´ı vy´sledny´
kl´ıcˇ hodnotou 1. Vy´sledkem je jednotkova´ klasifikacˇn´ı matice, ktera´ jednotlivy´m pr˚ubeˇh˚um pro kl´ıcˇe 0 azˇ 255
prˇiˇrad´ı kl´ıcˇe 0 azˇ 255. Po u´speˇsˇne´m natre´nova´n´ı neuronove´ s´ıteˇ na´sleduje fa´ze u´toku.
Fa´ze u´toku
Po u´speˇsˇne´m naucˇen´ı je neuronova´ s´ıt’ prˇipravena k rozpozna´va´n´ı dat. V rea´lne´m u´toku by u´tocˇn´ık nameˇrˇil
proudove´ spotrˇeby kryptograficke´ho modulu odpov´ıdaj´ıc´ı tajne´mu kl´ıcˇi a pokusil se izolovat operaci AddRoundKey.
Tato cˇa´st je povazˇova´na za kritickou a je d˚ulezˇite´, aby data slouzˇ´ıc´ı k u´toku byla stejneˇ synchronizova´na jako
data vzorova´. Idea´ln´ı metodou je vlozˇen´ı identicke´ho synchronizacˇn´ıho signa´lu jako prˇi meˇrˇen´ı vzorovy´ch dat.
Pokud tuto mozˇnost u´tocˇn´ık nema´ nezby´va´, nezˇ nameˇrˇit cely´ pr˚ubeˇh proudove´ spotrˇeby kryptograficke´ho al-
goritmu, na ktery´ je prova´deˇn u´tok a na´slednou postupnou analy´zu pr˚ubeˇhu urcˇit jednotlive´ fa´ze algoritmu
a synchronizovat operaci AddRoundKey na naprˇ´ıklad pomoc´ı prvn´ı proudovou sˇpicˇky. (pra´ce s prvn´ım bajtem
tajne´ho kl´ıcˇe). Du˚lezˇity´m faktorem je take´ stejna´ implementace kryptograficke´ho algoritmu, pokud by byl
algoritmus implementova´n odliˇsny´m zp˚usobem (jine´ instrukce, jina´ posloupnost instrukc´ı), vy´sledky klasifi-
kace by byly chybne´. Du˚lezˇity´m faktorem je take´ dodrzˇen´ı stejne´ho postupu sn´ızˇen´ı elektronicke´ho sˇumu, tedy
pr˚umeˇrova´n´ı nameˇrˇeny´ch pr˚ubeˇh˚u dle vztahu 3.5. Po korektn´ım nameˇrˇen´ı proudove´ spotrˇeby kryptograficke´ho
modulu je provedena klasifikace neuronovou s´ıt´ı a je urcˇen prvn´ı bajt tajne´ho kl´ıcˇe jako odhad kl´ıcˇe s nejveˇtsˇ´ı
pravdeˇpodobnost´ı.
Pro oveˇrˇen´ı metody byly nameˇrˇeny a ulozˇeny do matice test proudove´ pr˚ubeˇhy odpov´ıdaj´ıc´ı vsˇem hodnota´m
tajne´ho kl´ıcˇe k1. Tato matice byla postupneˇ klasifikova´na rˇa´dek po rˇa´dku neuronovou s´ıt´ı. T´ımto zp˚usobem se
z´ıskaly vy´sledky pro vsˇechny hodnoty tajne´ho kl´ıcˇe k1 a prˇedstava do jake´ mı´ry je metoda u´speˇsˇna´. Na´sleduj´ıc´ı
cˇa´st zdrojove´ho ko´du zobrazuje klasifikaci proudovy´ch pr˚ubeˇh˚u neuronovou s´ıt´ı.
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Obr. 3.7: Graficke´ zna´zorneˇn´ı kompletn´ıch vy´sledk˚u
klasifikace Vcel.
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Obr. 3.8: Vy´sledky klasifikace pro 5 na´hodneˇ vybrany´ch
kl´ıcˇ˚u.
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Obr. 3.9: Maxima´ln´ı hodnoty pravdeˇpodobnosti a
urcˇene´ odhady kl´ıcˇe.
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Obr. 3.10: Histogram maxima´ln´ıch hodnot
pravdeˇpodobnost´ı.
load neuronova_sit; %nacteni neuronove site
test = test(:,3000:6000-1); %matice proudovy´ch prubehu
V_cel = [];
for i=1:256 %cyklus klasifikujici jednotlive prubehy
V_cel = [V_cel; mlpfwd(nn,test(i,:))];
end
Vy´sledkem analy´zy pro vsˇechny proudove´ pr˚ubeˇhy koresponduj´ıc´ı se vsˇemi hodnotami tajne´ho kl´ıcˇe byla
matice Vcel o rozmeˇrech 255× 255. Hodnota indexu rˇa´dku odpov´ıdala hodnoteˇ tajne´ho kl´ıcˇe, pro ktery´ byla
meˇrˇena proudova´ spotrˇeba a index sloupce prˇedstavoval odhad kl´ıcˇe prˇiˇrazene´ho neuronovou s´ıt´ı. Neuronova´ s´ıt’
prˇiˇradila kazˇde´mu pr˚ubeˇhu proudove´ spotrˇeby vektor obsahuj´ı pravdeˇpodobnosti pro jednotlive´ odhady kl´ıcˇe
(rˇa´dek matice Vcel). Celkove´ vy´sledky klasifikace jsou graficky zna´zorneˇny na obr. 3.7 a pro lepsˇ´ı prˇedstavu je
cˇa´st vy´sledne´ matice cˇ´ıselneˇ zapsa´na do tab. 3.1. Z tabulky je patrno, zˇe neuronova´ s´ıt’ klasifikovala naprˇ´ıklad
proudovou spotrˇebu pro tajny´ kl´ıcˇ s hodnotou 0 s pravdeˇpodobnost´ı 36, 77% pro odhad kl´ıcˇe 0 a pro proudovy´
pr˚ubeˇh odpov´ıdaj´ıc´ı hodnoteˇ tajne´ho kl´ıcˇe 1 klasifikovala odhad kl´ıcˇe 1 s pravdeˇpodobnost´ı 66, 42%.
Pro z´ıskan´ı lepsˇ´ı prˇedstavy o vy´sledc´ıch klasifikace neuronove´ s´ıteˇ a rozlozˇen´ı pravdeˇpodobnosti odhad˚u
kl´ıcˇ˚u jsou na obr. 3.8 zobrazeny vy´sledky klasifikace pro 5 na´hodneˇ vybrany´ch proudovy´ch pr˚ubeˇh˚u kore-
sponduj´ıc´ı s peˇti hodnotami tajny´ch kl´ıcˇ˚u. Na ose x jsou zobrazeny odhady kl´ıcˇe, tzn. vy´stup neuronove´ s´ıteˇ
a osa y uda´va´ s jakou pravdeˇpodobnost´ı se odhad kl´ıcˇe rovna´ tajne´mu. Barevneˇ jsou vyznacˇeny jednotlive´
pr˚ubeˇhy odpov´ıdaj´ıc´ı tajne´mu kl´ıcˇi, tedy byly vybra´ny proudove´ pr˚ubeˇhy pro hodnoty tajne´ho kl´ıcˇe 5, 41, 81,
129 a 248 (dekadicky´ za´pis). Z obr.3.8 je patrno, zˇe pravdeˇpodobnost odhadu kl´ıcˇe 5 pro proudovy´ pr˚ubeˇh
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Tab. 3.1: Vy´sledky analy´zy - cˇa´st matice Vcel.
Pravdeˇpodobnost odhadu kl´ıcˇe Kodh
0 1 2 3 4 5 6
H
o
d
n
o
ta
ta
jn
e´h
o
k
l´ı
cˇe
K
ta
j ... · · · · · · · · · · · · · · · · · · · · ·
6 0,00% 0,00% 0,00% 0,00% 0,03% 0,00% 27,21%
5 0,00% 0,00% 0,08% 0,00% 0,00% 35,61% 0,00%
4 0,00% 0,00% 0,00% 0,00% 7,91% 0,00% 0,00%
3 0,00% 0,00% 0,00% 23,79% 0,00% 0,00% 0,00%
2 0,00% 0,00% 6,44% 0,00% 6,98% 0,00% 0,00%
1 0,00% 66,42% 0,00% 0,00% 0,00% 0,00% 0,00%
0 36,77% 0,00% 0,00% 0,00% 0,00% 0,00% 1,37%
s hodnotu tajne´ho kl´ıcˇe 5 byla 35% a ostatn´ı pravdeˇpodobnosti urcˇene´ neuronovou s´ıt´ı byly: 5% pro odhad
kl´ıcˇe 18, 6% pro odhad kl´ıcˇe 74, 23% pro odhad kl´ıcˇe 76 a 7% pro odhad kl´ıcˇe 105. Analogicky lze vycˇ´ıst
rozlozˇen´ı pravdeˇpodobnost´ı pro ostatn´ı vybrane´ hodnoty tajne´ho kl´ıcˇe. Zobrazene´ hodnoty koresponduj´ı s ma-
tic´ı vy´sledk˚u Vcel a tab. 3.1. Pro na´hodneˇ vybrane´ hodnoty tajne´ho kl´ıcˇe nejveˇtsˇ´ı pravdeˇpodobnost odhadu
kl´ıcˇe odpov´ıdala vzˇdy hodnoteˇ tajne´ho kl´ıcˇe. Z teˇchto d´ılcˇ´ıch vy´sledk˚u plyne dobra´ funkcˇnost metody.
Pro podrobneˇjˇs´ı analy´zu funkcˇnosti metody zobrazuje obr. 3.9 maxima´ln´ı hodnoty pravdeˇpodobnost´ı
odhadu kl´ıcˇe pro jednotlive´ hodnoty tajne´ho kl´ıcˇe. Graf ukazuje jaky´ odhad kl´ıcˇe byl klasifikova´n neuronovou
s´ıt´ı s nejveˇtsˇ´ı pravdeˇpodobnost´ı pro konkre´tn´ı proudovy´ pr˚ubeˇh koresponduj´ıc´ı s hodnotou tajne´ho kl´ıcˇe. Graf
je zobrazen se dveˇma osami y a to pro lepsˇ´ı prˇehlednost a na´zornost. Osa x prˇedstavuje odhady kl´ıcˇ˚u a modra´
osa y prˇ´ıslusˇne´ maxima´ln´ı pravdeˇpodobnosti. Cˇervena´ osa y koresponduje s hodnotou tajne´ho kl´ıcˇe.
Z pozˇadavk˚u metody je zrˇejme´, aby odhad kl´ıcˇe byl roven tajne´mu kl´ıcˇi, tedy v idea´ln´ım prˇ´ıpadeˇ plat´ı
funkce Kodh = Ktaj . Pr˚ubeˇh funkce Kodh = Ktaj je markantn´ı na prvn´ı pohled. Hladky´ pr˚ubeˇh funkce rusˇ´ı
body, ktere´ indikuj´ı chyby klasifikace. Jedna´ se o odhady kl´ıcˇe, ktere´ byly chybneˇ klasifikova´ny, tedy kdy
vybrany´ odhad kl´ıcˇe s nejveˇtsˇ´ı pravdeˇpodobnost´ı nekorespondoval s hodnotou tajne´ho kl´ıcˇe v kryptograficke´m
modulu (Kodh 6= Ktaj). Seznam vsˇech chybneˇ klasifikovany´ch tajny´ch kl´ıcˇ˚u je zapsa´n do tab. 3.2. Z nameˇrˇene´ho
souboru, ktery´ byl urcˇen pro oveˇrˇen´ı metody, neuronova´ s´ıt’ prˇiˇradila sˇestna´ctkra´t sˇpatny´ odhad kl´ıcˇe. Ze vsˇech
mozˇny´ch testovany´ch variant tajne´ho kl´ıcˇe 256 to odpov´ıda´ 6, 27% chybny´ch klasifikac´ı. Navrzˇena´ metoda urcˇila
spra´vnou hodnotu tajne´ho kl´ıcˇe v 93,72% prˇ´ıpad˚u.
Tab. 3.2: Chybneˇ urcˇene´ odhady kl´ıcˇ˚u.
Ktaj 2 3 18 84 114 120 149 150
Kodh 112 33 10 82 106 10 249 250
P[%] 8,32 27,77 7,31 19,15 21,23 13,60 9,20 18,59
Ktaj 151 173 195 199 210 234 245 251
Kodh 253 171 197 228 202 206 207 223
P[%] 31,57 13,23 6,02 6,44 45,59 18,27 7,82 16,60
Prˇi opeˇtovne´m experimenta´ln´ım testova´n´ı metody se dosahovalo obdobny´ch vy´sledk˚u, kdy metoda do-
sahoval okolo 85 azˇ 90% u´speˇsˇnosti spra´vne´ klasifikace s chybami, ktere´ se vyskytovaly u odhad˚u kl´ıcˇ˚u
u nichzˇ je maxima´ln´ı hodnota pravdeˇpodobnosti n´ızka´. Tento poznatek potvrzuj´ı data v tab. 3.2, media´n
pravdeˇpodobnost´ı, ktere´ vedly ke sˇpatne´ klasifikaci je zde 15% a pr˚umeˇrna´ hodnota 17%. Prˇi klasifikaci je tedy
pozˇadavek na co nejveˇtsˇ´ı pravdeˇpodobnost u spra´vne´ho odhadu kl´ıcˇe. Z obr. 3.9, ktery´ zobrazuje maxima´ln´ı
hodnoty pravdeˇpodobnost´ı je patrne´, zˇe maxima´ln´ı pravdeˇpodobnosti 14%, 18% a 20% nejsou vyj´ımkou.
Proto bylo prˇistoupeno k dalˇs´ı analy´ze vy´sledk˚u a obr. 3.10 zobrazuje histogram vsˇech maxima´ln´ıch pravdeˇ-
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podobnost´ı klasifikace. Z histogramu lze vycˇ´ıst, zˇe pravdeˇpodobnosti do 10% se vyskytuj´ı dvacetjednakra´t
a pravdeˇpodobnosti 10% azˇ 20% se vyskytuj´ı trˇicetosmkra´t, cozˇ soucˇtu odpov´ıda´ 23%. Pravdeˇpodobnosti
20% azˇ 60% se vyskytuj´ı nejcˇasteˇji a to stosedmdesa´tkra´t, cozˇ odpov´ıda´ 66% z cekove´ho pocˇtu. Maxima´ln´ı
pravdeˇpodobnosti 70% azˇ 90% se vyskytuj´ı jen 27 kra´t, cozˇ z celkove´ho pocˇtu kl´ıcˇ˚u odpov´ıda´ deseti procent˚um.
Celkovy´ pocˇet potenciona´lneˇ na´chylny´ch kl´ıcˇ˚u k chybne´ klasifikaci je asi 23%, cozˇ by znamenalo, zˇe navrzˇena´
metoda by pracovala asi s 80% u´speˇsˇnost´ı. Z vy´sˇe popsane´ analy´zy vy´sledk˚u klasifikace navrzˇene´ metody
byla navrzˇena optimalizace, ktera´ umozˇn´ı sn´ızˇen´ı chybne´ klasifikace a to t´ım, zˇe se pokus´ı zvy´sˇit maxima´ln´ı
pravdeˇpodobnost klasifikace a sn´ızˇit pravdeˇpodobnost chybne´ klasifikace.
Optimalizace navrzˇene´ metody
C´ılem optimalizace je z´ıskat tre´novac´ı vzory proudove´ spotrˇeby pro vsˇechny varianty tajne´ho kl´ıcˇe ki s veˇtsˇ´ımi
diferencemi pro jednotlive´ pr˚ubeˇhy. Zvy´sˇen´ı diference mezi jednotlivy´mi pr˚ubeˇhy umozˇn´ı prˇesneˇjˇs´ı klasifikaci.
Z obr. 3.3 je patrne´, zˇe proudove´ pr˚ubeˇhy jsou si velmi podobne´ a liˇs´ı se v mı´stech pra´ce s registry. Pro zvy´sˇen´ı
diference mezi pr˚ubeˇhy byla pouzˇita metoda, ktera´ byla implementova´na k zvy´razneˇn´ı proudovy´ch pr˚ubeˇhu
jednotlivy´ch instrukc´ı mikroprocesoru. Metoda byla navrzˇena a testova´na v pojedna´n´ı o disertacˇn´ı pra´ci, ale jen
pro neˇkolik pr˚ubeˇh˚u trˇ´ı instrukc´ı mikroprocesoru, konkre´tneˇ se jednalo o instrukci XOR, SWAP a AND. Na´sledneˇ
prob´ıhalo i testova´n´ı te´to metody s neuronovy´mi s´ıteˇmi [42], ktere´ podn´ıtilo na´vrh optimalizace.
Obr. 3.11: Pr˚ubeˇh proudove´ spotrˇeby AddRoundKey pro
vsˇechny hodnoty kl´ıcˇe.
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Obr. 3.12: Pr˚ubeˇh proudove´ spotrˇeby AddRoundKey pro
vsˇechny hodnoty kl´ıcˇe.
Samotne´ zvy´sˇen´ı diferenc´ı je doc´ıleno prˇedzpracova´n´ım nameˇrˇeny´ch dat. Nameˇrˇene´ pr˚ubeˇhy proudove´
spotrˇeby ve fa´zi prˇ´ıpravy vzor˚u jsou zpracova´ny na´sleduj´ıc´ım zp˚usobem. Nejprve je vypocˇten pr˚umeˇrny´ pr˚ubeˇh
proudove´ spotrˇeby pro vsˇechny hodnoty tajne´ho kl´ıcˇe. Pr˚ubeˇhy proudove´ spotrˇeby jsou funkc´ı s diskre´tn´ım
cˇasem, oznacˇme proudove´ pr˚ubeˇhy odpov´ıdaj´ıc´ı jednotlivy´m bajt˚um kl´ıcˇe ki[n] = f [n] pro [n] = {0, . . . , t} a
kazˇdy´ bajt mu˚zˇe naby´vat hodnotu 0 azˇ 255, tedy 256 pr˚ubeˇh˚u pro prvn´ı bajt. Pr˚ubeˇh pr˚umeˇrne´ proudove´
spotrˇeby je definova´n:
K¯i[n] =
1
256
256∑
j=0
kji [n]. (3.13)
Na´sledneˇ jsou vypocˇ´ıta´ny ucˇ´ıc´ı vzory jako rozd´ıly K¯i a proudovy´ch spotrˇeb pro jednotlive´ tajne´ kl´ıcˇe. Ve
skutecˇnosti jsou bra´ny opeˇt pr˚umeˇry proudovy´ch spotrˇeb a to kv˚uli sn´ızˇen´ı elektronicke´ho sˇumu. Celkovy´
vy´pocˇet vzor˚u tedy mu˚zˇeme vyja´drˇit:
VI = P¯ − 1
s
s∑
l=0
kli[n] =
1
256
256∑
j=0
kji [n]−
1
s
s∑
l=0
kli[n], (3.14)
kde s je pocˇet meˇrˇen´ı jednotlivy´ch proudovy´ch pr˚ubeˇh˚u (16). T´ımto vy´pocˇtem se doc´ıl´ı pozˇadovane´ zveˇtsˇen´ı
diference mezi jednotlivy´mi proudovy´mi pr˚ubeˇhy. Obr. 3.11 zobrazuje kompletn´ı sadu nameˇrˇeny´ch a na´sledneˇ
pocˇetneˇ upraveny´ch proudovy´ch pr˚ubeˇh˚u. Z porovna´n´ı pr˚ubeˇh˚u 3.3 a 3.11 je zrˇejme´, zˇe jsou zobrazeny jen
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diference mezi jednotlivy´mi pr˚ubeˇhy. Stejneˇ tak, jak v prˇedchoz´ım prˇ´ıpadeˇ, je zobrazen detail proudove´ sˇpicˇky
na obr. 3.12. Dle prˇedpokladu jsou proudove´ pr˚ubeˇhy rozdeˇleny do skupin a to i v za´porny´ch hodnota´ch.
Vytvorˇen´ı neuronove´ s´ıteˇ a ucˇen´ı prob´ıhalo stejny´m zp˚usobem jak v prˇedchoz´ı kapitole. Pro oveˇrˇen´ı metody
byly opeˇt pouzˇity nameˇrˇene´ proudove´ pr˚ubeˇhy odpov´ıdaj´ıc´ı vsˇem hodnota´m tajne´ho kl´ıcˇe a na´sledneˇ byly
tyto pr˚ubeˇhy analyzova´ny neuronovou s´ıt´ı. Z d˚uvodu porovna´n´ı metod byla pouzˇita stejna´ sada meˇrˇen´ı jak v
prˇedchoz´ı kapitole. T´ımto zp˚usobem se z´ıskaly opeˇt vy´sledky pro vsˇechny mozˇne´ hodnoty kl´ıcˇe a prˇedstava do
jake´ mı´ry je metoda u´speˇsˇna´.
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Obr. 3.13: Graficke´ zna´zorneˇn´ı kompletn´ıch vy´sledk˚u
klasifikace VDcel.
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Obr. 3.14: Vy´sledky klasifikace pro 5 na´hodneˇ vy-
brany´ch kl´ıcˇ˚u.
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Obr. 3.15: Maxima´ln´ı hodnoty pravdeˇpodobnosti
a urcˇene´ odhady kl´ıcˇe.
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Obr. 3.16: Histogram maxima´ln´ıch hodnot
pravdeˇpodobnost´ı po optimalizaci.
Vy´sledkem analy´zy pro vsˇechny hodnoty kl´ıcˇe byla matice VDcel o rozmeˇrech 256× 256. Hodnota indexu
rˇa´dku odpov´ıdala hodnoteˇ tajne´ho kl´ıcˇe, pro ktery´ byla meˇrˇena proudova´ spotrˇeba a index sloupce prˇedstavoval
odhad kl´ıcˇe prˇiˇrazene´ho neuronovou s´ıt´ı. Cˇa´st vy´sledne´ matice je zobrazena v tab. 3.3 a cela´ matice je graficky
zobrazena na obr.u 3.13. Z tabulky je patrno, zˇe neuronova´ s´ıt’ klasifikovala proudovou spotrˇebu pro tajny´ kl´ıcˇ s
hodnotou 0 s pravdeˇpodobnost´ı 96, 00% pro odhad kl´ıcˇe 0 a pro proudovy´ pr˚ubeˇh odpov´ıdaj´ıc´ı hodnoteˇ tajne´ho
kl´ıcˇe 1 klasifikovala odhad kl´ıcˇe 1 s pravdeˇpodobnost´ı 99, 87%. Z porovna´n´ı cˇa´sti vy´sledk˚u pro obeˇ metody
zobrazeny´ch v tab. 3.1 a 3.3 je patrne´ navy´sˇen´ı pravdeˇpodobnosti pro spra´vne´ odhady kl´ıcˇe. Naprˇ´ıklad pro
spra´vne´ odhady kl´ıcˇe 0 a 1 byla pravdeˇpodobnost navy´sˇena z 36, 77% a 66, 42% na hodnoty 96, 00% a 99, 87%.
Z porovna´n´ı obra´zku obr. 3.7 a 3.13 je take´ patrno na prvn´ı pohled markantn´ı zlepsˇen´ı vy´sledk˚u klasifikace
a funkce Kodh = Ktaj je tvorˇena hodnotami pravdeˇpodobnosti mezi 90% a 100%. Z obra´zk˚u je take´ patrne´
sn´ızˇen´ı alternativn´ıch variant klasifikace, tedy absence rovnobeˇzˇny´ch u´secˇek s funkc´ı Kodh = Ktaj , ktere´ jsou
jasneˇ patrne´ na obr. 3.7. Z teˇchto d´ılcˇ´ıch vy´sledk˚u je patrne´ zlepsˇen´ı klasifikace, ale je nezbytne´ zhodnotit
vsˇechny vy´sledky a vsˇechny pravdeˇpodobnosti matice VDcel, jestli nedosˇlo ke zvy´sˇen´ı pravdeˇpodobnost´ı u
nespra´vny´ch odhad˚u.
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Pro oveˇrˇen´ı o zmeˇna´ch ve vy´sledc´ıch klasifikace neuronove´ s´ıteˇ je zobrazen obr. 3.14, ktery´ uda´va´ vy´sledky
klasifikace pro stejneˇ vybrany´ch peˇt proudovy´ch spotrˇeb kryptograficke´ho modulu koresponduj´ıc´ı s peˇti hod-
notami tajne´ho kl´ıcˇe jako v prˇedchoz´ı kapitole. Na ose x jsou zobrazeny odhady kl´ıcˇe, tzn. vy´stup neuronove´
s´ıteˇ a osa y koresponduje s jakou pravdeˇpodobnost´ı se odhad kl´ıcˇe rovna´ tajne´mu. Barevneˇ jsou zobrazeny
jednotlive´ pr˚ubeˇhy odpov´ıdaj´ıc´ı tajne´mu kl´ıcˇi. Z porovna´n´ı obra´zk˚u 3.14 a 3.8 je na prvn´ı pohled zrˇejme´, zˇe
dosˇlo ke zlepsˇen´ı klasifikace. Naprˇ´ıklad pro tajny´ kl´ıcˇ 5 byl spra´vny´ odhad tajne´ho kl´ıcˇe upraven z 35% na 96%
a ostatn´ı varianty tajne´ho kl´ıcˇe byly zcela potlacˇeny. Tato zˇa´dana´ vlastnost, tedy potlacˇen´ı potenciona´ln´ıch
mozˇny´ch variant kl´ıcˇe se potvrdila i u ostatn´ıch 3 tajny´ch kl´ıcˇ˚u. U tajne´ho kl´ıcˇe 129 byly alternativn´ı varianty
kromeˇ jedne´ take´ potlacˇeny, ale byla take´ zvy´sˇena maxima´ln´ı pravdeˇpodobnost z 70% na 90%.
Tab. 3.3: Vy´sledky analy´zy - cˇa´st matice VDcel.
Pravdeˇpodobnost odhadu kl´ıcˇe Kodh
0 1 2 3 4 5 6
H
o
d
n
o
ta
ta
jn
e´h
o
k
l´ı
cˇe
K
ta
j ... · · · · · · · · · · · · · · · · · · · · ·
6 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 98,39%
5 0,00% 0,00% 0,00% 0,00% 0,00% 96,24% 0,00%
4 0,00% 0,00% 0,00% 0,00% 99,09% 0,00% 0,00%
3 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00%
2 0,00% 0,00% 9,28% 0,00% 0,00% 0,00% 0,00%
1 0,00% 99,87% 0,00% 0,00% 0,00% 0,00% 0,00%
0 96,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00%
Obr. 3.15 ukazuje maxima´ln´ı hodnoty pravdeˇpodobnost´ı odhad˚u kl´ıcˇe pro jednotlive´ hodnoty tajne´ho kl´ıcˇe
pro optimalizovanou metodu. Graf je zobrazen se dveˇma osami stejneˇ jako prˇi prvn´ı implementaci metody
(viz graf na obr. 3.9). Z porovna´n´ı vy´sledk˚u pro obeˇ metody (obr. 3.9 a obr. 3.15) je na prvn´ı pohled patrne´
pozˇadovane´ zvy´sˇen´ı maxima´ln´ı pravdeˇpodobnosti u vsˇech odhad˚u kl´ıcˇ˚u. Pr˚ubeˇh funkce Kodh = Ktaj je takrˇka
hladky´ a obsahuje jen deveˇt chybneˇ klasifikovany´ch kl´ıcˇ˚u, tzn. sn´ızˇen´ı pocˇtu chyb z 16 na 9, to odpov´ıda´ zlepsˇen´ı
o 43%. Z teˇchto vy´sledk˚u se jasneˇ proka´zala funkcˇnost a vhodnost prˇedzpracova´n´ı nameˇrˇeny´ch proudovy´ch
pr˚ubeˇh˚u pro klasifikaci neuronovou s´ıt´ı. Navrzˇena´ a optimalizovana´ metoda klasifikovala deveˇt odhad˚u kl´ıcˇ˚u
chybneˇ, vsˇechny hodnoty jsou uvedeny v na´sleduj´ıc´ı tab. 3.4.
Tab. 3.4: Chybneˇ urcˇene´ odhady kl´ıcˇ˚u.
Ktaj 2 3 116 120 149 150 170 247 249
Kodh 112 33 118 10 249 250 250 207 149
P[%] 29,75 26,51 0,11 99,62 95,43 92,12 50,84 15,47 48,48
Z vy´sledku klasifikace se potvrdilo, zˇe chyby se vyskytly opeˇt u odhad˚u kl´ıcˇ˚u, ktere´ byly klasifikova´ny
s nizˇsˇ´ı pravdeˇpodobnost´ı. Uvedena´ metoda zp˚usobila i zvy´sˇen´ı pravdeˇpodobnosti u chybneˇ klasifikovany´ch
kl´ıcˇ˚u a to na pr˚umeˇrnou hodnotu 50%. Z cele´ho souboru nameˇrˇeny´ch proudovy´ch pr˚ubeˇh˚u neuronova´ s´ıt’
klasifikovala deveˇt odhad˚u chybneˇ. Ze vsˇech mozˇny´ch testovany´ch variant tajne´ho kl´ıcˇe to odpov´ıda´ 3, 5%
chybny´ch klasifikac´ı. Navrzˇena´ metoda urcˇila hodnotu tajne´ho kl´ıcˇe v 96,5% prˇ´ıpad˚u. Prˇi opeˇtovne´m testova´n´ı
dosahovala optimalizovana´ metoda obdobny´ch vy´sledk˚u klasifikace a to 95 - 98%.
Pro detailneˇjˇs´ı analy´zu maxima´ln´ıch pravdeˇpodobnost´ı obr. 3.16 zobrazuje histogram vsˇech maxima´ln´ıch
pravdeˇpodobnost´ı klasifikace optimalizovane´ metody. Z histogramu lze vycˇ´ıst, zˇe pravdeˇpodobnosti od 10%
do 70% se vyskytuj´ı kazˇda´ jen peˇt kra´t. Pravdeˇpodobnosti 70% azˇ 80% se vyskytuj´ı desetkra´t a patna´ctkra´t
a nejveˇtsˇ´ı zastoupen´ı ve vybrany´ch maxima´ln´ıch pravdeˇpodobnostech ma´j´ı pravdeˇpodobnosti 90% azˇ 100%,
ktere´ se vyskytuj´ı dveˇsteˇpeˇtkra´t. Pr˚ubeˇh histogramu opeˇt potvrzuje zvy´sˇen´ı maxima´ln´ıch pravdeˇpodobnost´ı,
tedy zvy´sˇen´ı pocˇtu vy´skyt˚u pravdeˇpodobnost´ı nad 90%. Z celkove´ho pocˇtu 256 testovany´ch kl´ıcˇ˚u to odpov´ıda´
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80% k´ıcˇ˚u klasifikovany´ch s pravdeˇpodobnost´ı nad 90%. Celkovy´ pocˇet potenciona´lneˇ na´chylny´ch kl´ıcˇ˚u k chybne´
klasifikaci je sn´ızˇen po optimalizaci z cca 20% na 5%.
Opakovatelnost meˇrˇen´ı a zhodnocen´ı metody
Pro analy´zu opakovatelnosti a realizovatelnosti metody byl nameˇrˇen veˇtsˇ´ı soubor proudovy´ch spotrˇeb krypto-
graficke´ho modulu a metoda byla otestova´na. C´ılem bylo oveˇrˇit zda i pro opakovane´ meˇrˇen´ı proudovy´ch spotrˇeb
dojde ke spra´vne´ klasifikaci tajne´ho kl´ıcˇe. Bylo nameˇrˇeno 2560 pr˚ubeˇh˚u proudove´ spotrˇeby, odpov´ıdaj´ıc´ı vsˇem
hodnota´m tajne´ho kl´ıcˇe a tyto pr˚ubeˇhy nebyly meˇrˇeny postupneˇ, ale na´hodneˇ v jine´ dny (z d˚uvodu eliminace
vlivu metody meˇrˇen´ı). Pro kazˇdou hodnotu tajne´ho kl´ıcˇe bylo neza´visle ulozˇeno 10 pr˚ubeˇh˚u a na´sledneˇ byly
tyto pr˚ubeˇhy klasifikova´ny neuronovou s´ıt´ı. T´ımto zp˚usobem se z´ıskaly vy´sledky pro vsˇechny mozˇne´ hodnoty
kl´ıcˇe opakovaneˇ z neza´visly´ch meˇrˇen´ı a prˇedstava do jake´ mı´ry je metoda u´speˇsˇna´ i pro opakovane´ meˇrˇen´ı a
klasifikaci. Vy´sledky klasifikace tohoto objemu dat shrnuje na´sleduj´ıc´ı tab. 3.5.
Tab. 3.5: Vy´sledky klasifikace pro 2560 proudovy´ch pr˚ubeˇh˚u.
Pouzˇita´ Pocˇet chybny´ch klasifikac´ı U´speˇsˇnost [%]
metoda klasifikace z celkove´ho pocˇtu 2560
bez optimalizace 378 85,23
s optimalizac´ı 139 94,57
Vy´sledky potvrdily, zˇe opakovane´ meˇrˇen´ı nema´ na vy´sledky klasifikace vliv a je tedy mozˇne´ metodu pouzˇ´ıt.
Vy´sledky potvrdily z´ıskane´ d´ılcˇ´ı vy´sledky z prˇedchoz´ıch analy´z, ktere´ byly provedeny se souborem 256 prou-
dovy´ch spotrˇeb. Neoptimalizovana´ metoda dosa´hla 85% u´speˇsˇne´ klasifikace a optimalizovana´ metoda klasi-
fikovala tajne´ kl´ıcˇe s 95% u´speˇsˇnost´ı i z obsa´hle´ho souboru nameˇrˇeny´ch dat. Pro doplneˇn´ı vy´sledk˚u klasifi-
kace je uvedena tab. 3.6, ktera´ uda´va´ vy´sledky klasifikace pro sedm vybrany´ch kl´ıcˇ˚u. Prvn´ıch peˇt vybrany´ch
kl´ıcˇ˚u (5, 41, 81, 129 a 248) koresponduje s kl´ıcˇi vybrany´mi v prˇedchoz´ıch kapitola´ch a urcˇene´ maxima´ln´ı
pravdeˇpodobnosti jsou takrˇka totozˇne´. Jako prˇ´ıklad chybne´ klasifikace jsou zobrazeny kl´ıcˇe 19 a 20, kde se
vyskytovaly rˇa´doveˇ nizˇsˇ´ı pravdeˇpodobnosti a byly zde veˇtsˇ´ı rozd´ıly v hodnota´ch pravdeˇpodobnost´ı. Neuro-
nova´ s´ıt’ klasifikovala z teˇchto 20 pr˚ubeˇh˚u 12 chybneˇ a po optimalizaci 8. Opeˇt se potvrdila funkcˇnost zvy´sˇen´ı
diference mezi jednotlivy´mi proudovy´mi pr˚ubeˇhy.
Prˇi porovna´n´ı metody vyuzˇ´ıvaj´ıc´ı neuronove´ s´ıteˇ s pouzˇ´ıvany´mi metodami DPA a SPA je hlavn´ı vy´hoda
v tom, zˇe i pro algoritmus odolny´ proti konvencˇn´ı analy´ze je metoda schopna urcˇit prvn´ı bajt tajne´ho kl´ıcˇe
s pravdeˇpodobnost´ı kolem 96% pomoc´ı jednoho pr˚ubeˇhu proudove´ spotrˇeby. DPA u´toky potrˇebuj´ı
k realizaci neˇkolik stovek nebo tis´ıc meˇrˇen´ı proudovy´ch spotrˇeb. Tento typ u´toku proudovy´m postrann´ım
kana´lem, ktery´ je zameˇrˇen na urcˇen´ı hodnoty tajne´ho kl´ıcˇe nebyl dosud publikova´n, jedna´ se tedy o zcela novou
mysˇlenku. Podobna´ mysˇlenka byla publikova´na, ale byla zameˇrˇena jen na rozpozna´va´n´ı jednotlivy´ch otisk˚u
proudovy´ch spotrˇeb jednotlivy´ch instrukc´ı mikroprocesoru [42] a [20]. Metoda vyuzˇ´ıva´ sn´ızˇen´ı elektronicke´ho
sˇumu v nameˇrˇene´m proudove´m pr˚ubeˇhu a zvysˇuje diferenci mezi proudovy´mi pr˚ubeˇhy pomoc´ı prˇedzpracova´n´ı
nameˇrˇeny´ch pr˚ubeˇh˚u. Navrzˇena´ metoda mu˚zˇe pracovat co nejrychleji a u´tocˇn´ık mu˚zˇe prove´st u´tok i na modul,
ktery´ se mu podarˇilo z´ıskat jen na kra´tky´ cˇas. Dosavadn´ı metody prˇedpokla´daj´ı plnou kontrolu nad modulem.
Nevy´hodou je nutnost prvotn´ıho tre´nova´n´ı neuronove´ s´ıteˇ, kdy u´tocˇn´ık mus´ı vytvorˇit tre´novac´ı mnozˇinu
proudovy´ch spotrˇeb. Pocˇet proudovy´ch spotrˇeb mus´ı odpov´ıdat vsˇem mozˇny´m kombinac´ım tajne´ho kl´ıcˇe, v
nasˇem prˇ´ıpadeˇ se jednalo o prvn´ı bajt AES, tzn. 256 proudovy´ch pr˚ubeˇh˚u. Pro na´sleduj´ıc´ı u´toky jizˇ stacˇ´ı jen
jeden konkre´tn´ı proudovy´ pr˚ubeˇh. V rea´lne´m u´toku je za kritickou cˇa´st povazˇova´na synchronizace nameˇrˇeny´ch
proudovy´ch pr˚ubeˇh˚u. Idea´ln´ı metodou je vlozˇen´ı identicke´ho synchronizacˇn´ıho signa´lu jako prˇi meˇrˇen´ı vzo-
rovy´ch dat. Pokud tuto mozˇnost u´tocˇn´ık nema´, nezby´va´ nezˇ nameˇrˇit cely´ pr˚ubeˇh zkoumane´ho algoritmu a
na´slednou postupnou analy´zu pr˚ubeˇhu urcˇit d˚ulezˇite´ operace a ty synchronizovat na prvn´ı proudovou sˇpicˇku.
Du˚lezˇity´m faktorem je taka´ stejna´ implementace algoritmu, pokud by byl algoritmus implementova´n odliˇsny´mi
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Tab. 3.6: Vy´sledky opakovane´ klasifikace pro 7 kl´ıcˇ˚u.
Ktaj 5 41 81 129 248 19 20
B
ez
op
ti
m
al
iz
ac
e
P
m
a
x
[%
]
28,74 38,20 79,92 67,46 30,07 7,67 23,49
27,21 41,48 79,99 67,68 39,26 17,27 13,49
27,10 39,78 80,51 67,87 36,55 11,49 18,23
28,96 42,19 80,15 69,02 31,05 9,30 25,07
23,03 41,37 79,93 68,02 38,97 7,73 17,90
28,81 31,34 77,83 67,94 37,95 12,63 25,07
23,75 36,28 80,03 67,83 34,38 8,73 25,94
26,95 37,32 77,32 66,56 36,04 13,85 28,05
22,02 33,39 80,30 67,91 39,25 8,27 26,28
28,44 38,25 80,43 67,99 34,82 7,81 13,73
S
op
ti
m
al
iz
a
c´ı
P
m
a
x
[%
]
98,28 98,99 98,25 97,14 81,85 28,43 76,20
97,99 98,98 98,40 98,13 99,42 98,77 5,61
98,52 99,07 99,29 97,87 98,96 92,58 32,79
98,19 99,04 99,06 77,21 87,86 76,18 73,42
97,04 99,12 98,16 96,65 99,45 49,10 40,15
98,48 98,37 82,53 96,63 99,25 95,40 85,24
97,04 99,01 98,15 97,01 97,55 69,45 87,14
98,56 99,00 61,90 98,90 98,58 96,86 92,34
95,05 98,70 98,96 97,90 99,44 39,62 85,76
98,74 98,95 98,92 98,28 97,22 51,72 7,44
instrukcemi, vy´sledky analy´zy by byly chybne´. Dalˇs´ı pokracˇova´n´ı v pra´ci spocˇ´ıva´ v oveˇrˇen´ı funkcˇnosti metody
pro r˚uzne´ kryptograficke´ moduly a pro na´sleduj´ıc´ı bajty tajne´ho kl´ıcˇe.
Prˇ´ınosy a nevy´hody metody lze shrnout do na´sleduj´ıc´ıch bod˚u:
• Prˇ´ınosy
– klasifikace se prova´d´ı z jednoho nameˇrˇene´ho proudove´ho pr˚ubeˇhu stejneˇ jako u SPA u´tok˚u,
– metoda je aplikovatelna´ na algoritmy odolne´ proti SPA,
– ne nutnost meˇrˇen´ı stovek proudovy´ch pr˚ubeˇh˚u jako u DPA,
– realizace u´toku velmi rychla´ v porovna´n´ı s DPA (prˇedpoklad naucˇena´ neuronova´ s´ıt’),
– implementovana´ metoda urcˇila prvn´ı bajt tajne´ho kl´ıcˇe algoritmu AES s pravdeˇpodobnost´ı kolem
96%,
– metoda je opakovatelna´, tedy prakticky realizovatelna´ (testova´no na 2560 proudovy´ch pr˚ubeˇz´ıch s
u´speˇsˇnost´ı 95%),
– prˇi prˇedzpracova´n´ı proudovy´ch pr˚ubeˇh˚u (optimalizace) jsou minimalizova´ny chybne´ klasifikace od-
pov´ıdaj´ıc´ı podobny´m proudovy´m pr˚ubeˇh˚um,
• Nevy´hody
– nevy´hoda metody spocˇ´ıva´ v prˇ´ıpraveˇ tre´novac´ı mnozˇiny pro neuronovou s´ıt’,
– pro specificky´ kryptograficky´ modul (stejny´ typ procesoru, cˇipove´ karty atd.) je zapotrˇeb´ı mı´t
naucˇenou neuronovou s´ıt’,
– za kritickou cˇa´st u´toku se povazˇuje spra´vna´ synchronizace nameˇrˇeny´ch proudovy´ch pr˚ubeˇh˚u, toho
se da´ vyuzˇ´ıt prˇi implementaci protiopatrˇen´ı ovlivnˇuj´ıc´ı cˇasovou oblast proudove´ spotrˇeby.
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4 ZA´VEˇR
Disertacˇn´ı pra´ce se zaby´va´ problematikou postrann´ıch kana´l˚u, ktere´ umozˇnˇuj´ı u´tocˇn´ıkovi z kryptograficke´ho
modulu z´ıskat senzitivn´ı informace netradicˇn´ı cestou. Ned´ılnou soucˇa´st´ı pra´ce je take´ rozbor protiopatrˇen´ı,
ktere´ tomuto u´toku zabranˇuj´ı. V u´vodu pra´ce je uveden souhrn dosavadn´ıch metod kryptoanaly´zy postrann´ımi
kana´ly, je provedeno jejich zhodnocen´ı a klasifikace. V uvedene´ oblasti zat´ım neexistuje jednotna´ terminologie,
je proto nutne´ jasneˇ definovat jednotlive´ typy postrann´ıch kana´l˚u a jejich za´kladn´ı principy. Podrobneˇji je v
pra´ci rozebra´n proudovy´ postrann´ı kana´l, ze ktere´ho posle´ze vycha´z´ı noveˇ navrzˇena´ metoda kryptoanaly´zy.
Na´vrh a experimenta´ln´ı oveˇrˇen´ı nove´ metody je hlavn´ım c´ılem disertacˇn´ı pra´ce. Navrhovana´ metoda vyuzˇ´ıva´
neuronove´ s´ıteˇ k odhalen´ı hodnoty sˇifrovac´ıho kl´ıcˇe. Mysˇlenka vyuzˇit´ı neuronovy´ch s´ıt´ı v kryptoanaly´ze prou-
dovy´m postrann´ım kana´lem je p˚uvodn´ı, poprve´ byla autorem publikova´na v roce 2010 [42]. Dalˇs´ı vy´voj v
oblasti proudove´ analy´zy uka´zal, zˇe neuronove´ s´ıteˇ jsou vhodny´m na´strojem [31, 4].
Pro spra´vnou funkci noveˇ navrzˇene´ metody kryptoanaly´zy je steˇzˇejn´ı zp˚usob sn´ıma´n´ı proudove´ spotrˇeby
kryptograficke´ho modulu. Prˇi nevhodne´m zp˚usobu meˇrˇen´ı mu˚zˇe doj´ıt v sn´ıma´n´ı proudove´ho odbeˇru k odfil-
trova´n´ı senzitivn´ıch informac´ı. Proto byly pro oveˇrˇen´ı teoreticky´ch znalost´ı navrzˇeny a experimenta´lneˇ oveˇrˇeny
r˚uzne´ zp˚usoby meˇrˇen´ı. Metody meˇrˇen´ı jsou popsa´ny v kapitole 3 a byly publikova´ny v odborny´ch cˇasopisech i
na tuzemsky´ch a mezina´rodn´ıch konferenc´ıch [40, 48, 41, 45, 46, 39, 44].
K na´vrhu nove´ metody a jej´ımu testova´n´ı byl vybra´n algoritmus AES a to z d˚uvodu jeho zna´me odolnosti
proti konvencˇn´ımu zp˚usobu kryptoanaly´zy. Implementace metody byla provedena v programove´m prostrˇed´ı
MATLAB, z´ıskane´ vy´sledky jsou detailneˇ popsa´ny v kapitole 3.1. Navrzˇena´ metoda urcˇila hodnotu tajne´ho
kl´ıcˇe algoritmu AES v 93% prˇ´ıpad˚u, ale z opakovany´ch test˚u a podrobne´ analy´zy vy´sledk˚u klasifikace vyplynula
teoreticka´ funkcˇnost metody jen 80%, a proto byla navrzˇena´ metoda da´le optimalizova´na. Optimalizace metody
byla zalozˇena na zvy´sˇen´ı diference mezi jednotlivy´mi pr˚ubeˇhy proudove´ spotrˇeby. Pro zvy´sˇen´ı diference bylo
pouzˇito prˇedzpracova´n´ı proudovy´ch pr˚ubeˇh˚u vyuzˇ´ıvaj´ıc´ı rozd´ıl jednotlivy´ch pr˚ubeˇh˚u od vypocˇtene´ho pr˚umeˇ-
rne´ho pr˚ubeˇhu proudove´ spotrˇeby. Takto optimalizovana´ metoda u´speˇsˇneˇ klasifikovala hodnotu tajne´ho kl´ıcˇe
v 96% prˇ´ıpad˚u.
Na´sledneˇ byla provedena analy´za opakovatelnosti a realizovatelnosti obou metod. Bylo nameˇrˇeno 2560
pr˚ubeˇh˚u proudove´ spotrˇeby odpov´ıdaj´ıc´ı vsˇem hodnota´m tajne´ho kl´ıcˇe a tyto pr˚ubeˇhy byly klasifikova´ny
neuronovy´mi s´ıteˇmi. T´ımto zp˚usobem byly z´ıska´ny vy´sledky klasifikace pro vsˇechny mozˇne´ hodnoty tajne´ho
kl´ıcˇe opakovaneˇ z neza´visly´ch meˇrˇen´ı. U´speˇsˇnost klasifikace potvrdila z´ıskane´ d´ılcˇ´ı vy´sledky z prˇedchoz´ıch
analy´z, ktere´ byly provedeny se souborem 256 proudovy´ch spotrˇeb. Neoptimalizovana´ metoda dosa´hla 85%
u´speˇsˇne´ klasifikace a optimalizovana´ metoda klasifikovala tajne´ kl´ıcˇe s 95% u´speˇsˇnost´ı i z obsa´hlejˇs´ıho souboru
proudovy´ch pr˚ubeˇh˚u. Z vy´sledk˚u je patrny´ pozitivn´ı vliv prˇedzpracova´n´ı proudovy´ch pr˚ubeˇh˚u na u´speˇsˇnost
klasifikace.
Prˇi porovna´n´ı navrzˇene´ metody vyuzˇ´ıvaj´ıc´ı neuronove´ s´ıteˇ s obecneˇ pouzˇ´ıvany´mi metodami DPA a SPA
je hlavn´ı vy´hoda nove´ metody v tom, zˇe i pro algoritmus odolny´ proti konvencˇn´ı analy´ze je metoda schopna
urcˇit prvn´ı bajt tajne´ho kl´ıcˇe s pravdeˇpodobnost´ı kolem 96% pomoc´ı jen jednoho pr˚ubeˇhu proudove´ spotrˇeby.
Navrzˇena´ metoda mu˚zˇe pracovat rychle a u´tocˇn´ık mu˚zˇe prove´st u´tok i na kryptograficky´ modul, ktery´ se
mu podarˇilo z´ıskat jen na kra´tky´ cˇas. Nevy´hodou metody je nutnost prvotn´ıho tre´nova´n´ı neuronove´ s´ıteˇ, kde
u´tocˇn´ık mus´ı vytvorˇit tre´novac´ı mnozˇinu proudovy´ch spotrˇeb pro konkre´tn´ı kryptograficky´ modul. Za kritickou
cˇa´st je povazˇova´na spra´vna´ synchronizace nameˇrˇeny´ch proudovy´ch pr˚ubeˇh˚u. Tohoto faktu lze vyuzˇ´ıt k imple-
mentaci protiopatrˇen´ı zabranˇuj´ıc´ı kryptoanaly´ze, lze naprˇ. znemozˇneˇn´ım spra´vne´ synchronizace ovlivneˇn´ım
cˇasove´ oblasti proudove´ spotrˇeby. Dalˇs´ı pokracˇova´n´ı v pra´ci spocˇ´ıva´ v oveˇrˇen´ı funkcˇnosti metody pro r˚uzne´
kryptograficke´ moduly (stejny´ typ) a pro na´sleduj´ıc´ı bajty tajne´ho kl´ıcˇe bez nutnosti tre´nova´n´ı neuronove´
s´ıteˇ. Prˇedpokla´da´ se identicka´ implementace algoritmu pro na´sleduj´ıc´ı bajty tajne´ho kl´ıcˇe viz algoritmus AES
operace AddRoundKey. Vsˇechny stanovene´ c´ıle disertacˇn´ı pra´ce povazˇuji za splneˇne´ a dosazˇene´ vy´sledky byly
publikova´ny v odborny´ch cˇasopisech i na tuzemsky´ch a mezina´rodn´ıch konferenc´ıch [47, 38, 49, 45].
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ABSTRAKT
Postrann´ı kana´ly v oblasti kryptografie za´sadn´ım zpu˚sobem meˇn´ı pohled na bezpecˇnost cele´ho kryptograficke´ho syste´mu. Jizˇ
nestacˇ´ı analyzovat bezpecˇnost algoritmu pouze z matematicke´ho hlediska pomoc´ı abstraktn´ıch model˚u, ale stejny´ du˚raz mus´ı
by´t kladen na implementaci algoritmu˚. Disertacˇn´ı pra´ce v u´vodu vysveˇtluje za´kladn´ı pojmy, princip u´toku postrann´ımi kana´ly
a jejich za´kladn´ı deˇlen´ı. V na´sleduj´ıc´ı cˇa´sti jsou urcˇeny c´ıle dizertacˇn´ı pra´ce. Hlavn´ım c´ılem disertacˇn´ı pra´ce je navrhnout
a experimenta´lneˇ oveˇˇrit novou metodu analy´zy proudovy´m postrann´ım kana´lem, ktera´ bude vyuzˇ´ıvat neuronove´ s´ıteˇ. Tento
hlavn´ı c´ıl vznikl z rozboru pouzˇ´ıvany´ch analy´z proudovy´m postrann´ım kana´lem uvedeny´ch v na´sleduj´ıc´ıch kapitola´ch. Tyto
kapitoly obsahuj´ı podrobny´ rozbor soucˇasneˇ pouzˇ´ıvany´ch analy´z proudovy´m postrann´ım kana´lem a rozbor sˇifrovac´ıho algoritmu
AES. Algoritmus AES byl vybra´n, z du˚vodu odolnosti proti konvencˇn´ımu zpu˚sobu analy´z. Na´sleduj´ıc´ı kapitola popisuje
z´ıskane´ d´ılcˇ´ı experimenta´ln´ı vy´sledky optimalizace sta´vaj´ıc´ıch metod, vliv parametr˚u ovlivnˇuj´ıc´ı proudovou spotˇrebu a vy´sledky
navrzˇene´ analy´zy pomoc´ı neuronovy´ch s´ıt´ı vcˇetneˇ diskuze z´ıskany´ch vy´sledk˚u. Tento typ u´toku proudovy´m postrann´ım kana´lem
nebyl dosud publikova´n, jedna´ se tedy o zcela novou mysˇlenku. Posledn´ım c´ılem pra´ce bylo shrnut´ı mozˇny´ch ochran proti
analy´ze a u´toku postrann´ım kana´lem.
