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Abstract: We consider the initial value problem for a three-component system of quadratic
derivative nonlinear Schro¨dinger equations in two space dimensions with the masses satis-
fying the resonance relation. We present a structural condition on the nonlinearity under
which small data global existence holds. It is also shown that the solution is asymptotically
free. Our proof is based on the commuting vector field method combined with smoothing
effects.
Key Words: Derivative nonlinear Schro¨dinger equation; Null condition; Mass resonance.
2000 Mathematics Subject Classification: 35Q55, 35B40
1 Introduction
We consider the initial value problem for the system of nonlinear Schro¨dinger equations(
i∂t +
1
2mj
∆
)
uj = Fj(u, ∂xu), t > 0, x ∈ Rd, j = 1, 2, 3 (1.1)
with
uj(0, x) = ϕj(x), x ∈ Rd, j = 1, 2, 3, (1.2)
where i =
√−1, each mj is a non-zero real constant, ∂t = ∂/∂t, and ∆ =
∑d
a=1 ∂
2
xa with
∂xa = ∂/∂xa for x = (xa)a=1,...,d ∈ Rd. ϕ = (ϕj)j=1,2,3 is a prescribed C3-valued function, and
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u = (uj(t, x))j=1,2,3 is a C
3-valued unknown function, while ∂xu = (∂xauj)a=1,...,d;j=1,2,3 stands
for its first order derivatives with respect to x. The nonlinear term F = (Fj(u, ∂xu))j=1,2,3
is always assumed to be of the form
F1(u, ∂xu) =
∑
|α|,|β|≤1
C1,α,β (∂αu2)(∂
βu3),
F2(u, ∂xu) =
∑
|α|,|β|≤1
C2,α,β (∂
αu3)(∂βu1),
F3(u, ∂xu) =
∑
|α|,|β|≤1
C3,α,β (∂
αu1)(∂
βu2)
(1.3)
with some complex constants Ck,α,β.
The system (1.1) appears in various physical settings (see, e.g., [7], [8]). If the derivatives
are not included in F , this system reads
(
i∂t +
1
2m1
∆
)
u1 = u2u3,(
i∂t +
1
2m2
∆
)
u2 = u3u1,(
i∂t +
1
2m3
∆
)
u3 = u1u2,
t > 0, x ∈ Rd. (1.4)
Note also that the two-component system
(
i∂t +
1
2m1
∆
)
u1 = u1u2,(
i∂t +
1
2m2
∆
)
u2 = u
2
1,
t > 0, x ∈ Rd (1.5)
can be regarded as a degenerate case of (1.4). In the case of d = 2, Hayashi–Li–Naumkin
[16] obtained a small data global existence result for (1.5) under the relation
m2 = 2m1. (1.6)
The non-existence of the usual scattering state for (1.5) is also proved under (1.6). Higher
dimensional case (d ≥ 3) for (1.5) under the relation (1.6) is considered by Hayashi–Li–Ozawa
[18] from the viewpoint of small data scattering. Remark that (1.6) is often called the mass
resonance relation, which was first discovered in the study of nonlinear Klein-Gordon systems
(see [35], [38], [10], [28], [25], etc., and the references cited therein). The above-mentioned
results for the two-component system (1.5) can be generalized to the three-component system
(1.4) if the mass resonance relation (1.6) is replaced by
m3 = m1 +m2. (1.7)
However, it is non-trivial at all whether or not these can be generalized to the case of (1.1)
under (1.7), because the presence of the derivatives in the nonlinearity causes a derivative loss
in general. On the other hand, the presence of the derivatives in the nonlinearity sometimes
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yields extra-decay property. One of the most successful example will be the null condition
introduced by Christodoulou [6] and Klainerman [30] in the case of quadratic quasilinear
systems of wave equations in three space dimensions. Our aim in this paper is to reveal
analogous null structure in the case of quadratic derivative nonlinear Schro¨dinger systems.
Of our particular interest is the case of d = 2, because the two-dimensional case for the
Schro¨dinger equations corresponds to the three-dimensional case for wave equations from
the viewpoint of the decay rate of solutions to the linearized equations.
In what follows, we concentrate our attention on the three-component Schro¨dinger system
(1.1) with (1.3) under the relation (1.7). Remark that (1.7) enables us to use the Leibniz-
type rules for the operator Jm(t) = x+
it
m
∂x (see Lemma 3.2 below), which play a crucial role
in our analysis. It should be noted that single quadratic nonlinear Schro¨dinger equations
are distinguished from the present setting because (1.7) is never satisfied when m1 = m2 =
m3 6= 0. We refer to [2], [9], [14], [20] and the references cited therein for recent results
on small data global existence and asymptotic behavior of solutions to single quadratic
nonlinear Schro¨dinger equations in two space dimensions. We hope that our approach might
be generalized to more general settings, but we do not pursue it here to avoid several technical
complications.
2 Main Results
First of all, we should formulate the null condition for the Schro¨dinger case in an appropriate
way. One way of understanding the null condition for quasi-linear wave equations is the John-
Shatah observation: “The requirement that no plane wave solution is genuinely nonlinear
leads to the null condition” (see [23] for the detail; see also [1] for the application to elastic
waves). Another way is to see the null condition as the condition to guarantee the cancellation
of the main part of the nonlinearity, which is sometimes called the Ho¨rmander test ([22]).
Let us take the second way. For the solution u0j to
(
i∂t +
1
2mj
∆
)
u0j = 0 with u
0
j(0) = ϕj ,
it is known that we have
∂αxu
0
j(t, x) ∼
(
imjx
t
)α (mj
it
)d
2
ϕ̂j
(mjx
t
)
e
imj |x|
2
2t =:
(
imjx
t
)α
ψj(t, x)e
imj |x|
2
2t
as t → ∞, where ϕˆ denotes the Fourier transform of ϕ. Then, under the mass resonance
relation (1.7), the direct calculation yields
Fj(u
0, ∂xu
0) ∼ pj
(x
t
)
Ψj(t, x)e
imj |x|
2
2t , j = 1, 2, 3,
3
where
p1(ξ) =
∑
|α|,|β|≤1
C1,α,β (im2ξ)
α (im3ξ)
β,
p2(ξ) =
∑
|α|,|β|≤1
C2,α,β (im3ξ)
α (im1ξ)
β,
p3(ξ) =
∑
|α|,|β|≤1
C3,α,β (im1ξ)
α (im2ξ)
β,
with Ψ1 = ψ2ψ3, Ψ2 = ψ3ψ1, Ψ3 = ψ1ψ2. In order that these main parts of Fj vanish, we
must have p1(ξ) = p2(ξ) = p3(ξ) = 0.
The above observation naturally leads us to the following definition:
Definition 2.1. We say that the nonlinear term F = (Fj)j=1,2,3 of the form (1.3) satisfies
the null condition if p1(ξ) = p2(ξ) = p3(ξ) = 0 for all ξ ∈ Rd.
Remark 2.2. In the case of one-dimensional cubic nonlinear Schro¨dinger equations, similar
structural conditions have been considered in [37], [26], [19], [27], [36], [21], etc. Analogous
consideration for quadratic nonlinear Klein-Gordon systems can be found in [10], [28], [25].
However, as far as the authors know, there are no previous papers which concern quadratic
derivative nonlinear Schro¨dinger systems from this viewpoint.
Now we are going to state our results. For a non-negative integer s, we denote by Hs(Rd)
the standard Sobolev space:
Hs(Rd) =
{
φ ; ∂αxφ(x) ∈ L2(Rd) for all |α| ≤ s
}
equipped with the norm
‖φ‖Hs(Rd) =
∑
|α|≤s
‖∂αxφ‖2L2(Rd)
1/2 .
We also introduce the following function space:
Σs(Rd) =
{
φ ; xαφ(x) ∈ Hs−|α|(Rd) for all |α| ≤ s}
equipped with the norm
‖φ‖Σs(Rd) =
∑
|α|≤s
‖xαφ‖2Hs−|α|(Rd)
1/2 .
The main result of this paper is the following.
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Theorem 2.3. Let ϕ ∈ Σs(R2) with s ≥ 7, and F be of the form (1.3). Assume that (1.7) is
satisfied and the nonlinear term F satisfies the null condition in the sense of Definition 2.1.
Then there exists a positive constant ε1 such that (1.1)–(1.2) admits a unique global solution
u ∈ C([0,∞); Σs(R2)), provided that ‖ϕ‖Σs(R2) ≤ ε1. Moreover, the solution u(t) has a free
profile, i.e., there exists ϕ+ = (ϕ+j )j=1,2,3 ∈ Σs−1(R2) such that
lim
t→∞
3∑
j=1
‖Umj (−t)uj(t)− ϕ+j ‖Σs−1(R2) = 0,
where Um(t) = exp
(
it
2m
∆
)
.
Remark 2.4. As we have mentioned in the introduction, small data global existence for (1.4)
has been proved although the nonlinearity in (1.4) does not satisfy the null condition in the
sense of Definition 2.1. However, it is also shown in [16] that the solution to (1.4) does not
have the free profile, which should be contrasted with Theorem 2.3. If one tries to show
the global existence in the case where the null condition is violated, some long-range effects
must be taken into account (see [16], [17], [24], etc., for the related works).
If we do not assume the null condition, our approach does not imply the small data global
existence in two-dimensional case. However, we can prove the almost global existence.
Theorem 2.5. Let ϕ ∈ Σs(R2) with s ≥ 7, and F be of the form (1.3). Assume that (1.7) is
satisfied. Then there exist positive constants ε2 and ω such that (1.1)–(1.2) admits a unique
solution u ∈ C([0, T ]; Σs(R2)) with some T ≥ exp(ω/ε), provided that ‖ϕ‖Σs(R2) =: ε ≤ ε2.
In the higher dimensional case (d ≥ 3), we are able to show the following small data global
existence result without assuming the null condition:
Theorem 2.6. Let d ≥ 3, ϕ ∈ Σs(Rd) with s ≥ 2 [d
2
]
+ 5, and F be of the form (1.3),
where
[
d
2
]
is the largest integer not exceeding d
2
. Assume that (1.7) is satisfied. Then
there exists a positive constant ε3 such that (1.1)–(1.2) admits a unique global solution u ∈
C
(
[0,∞); Σs(Rd)), provided that ‖ϕ‖Σs(Rd) ≤ ε3. Moreover, there exists ϕ+ = (ϕ+j )j=1,2,3 ∈
Σs−1(Rd) such that
lim
t→∞
3∑
j=1
‖Umj (−t)uj(t)− ϕ+j ‖Σs−1(Rd) = 0.
Remark 2.7. In the case of d = 1, our approach does not imply any global nor almost global
existence results because of insufficiency of expected decay in t of the quadratic nonlinear
term (see Remarks 5.4 and 6.2 below for the detail). In the recent paper by Ozawa–Sunagawa
[32], a small data blow-up result is obtained for a three-component system of quadratic non-
linear Schro¨dinger equations in one space dimension. More precisely, it is shown in [32]
that we can choose mj, Fj and ϕj with ‖ϕ‖Σs = ε such that the corresponding solution to
(1.1)–(1.2) blows up in finite time no matter how small ε > 0 is. However, the nonlinear
term treated in [32] is different from (1.3).
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The rest of this paper is organized as follows. The next section is devoted to preliminaries
on basic properties of the operator Jm. In Section 4, a characterization of the null condition
will be given in terms of some special quadratic forms. As a consequence, extra-decay
property of the nonlinear term satisfying the null condition under mass resonance will be
made clear. In Section 5, we recall the smoothing property of linear Schro¨dinger equations.
After that, the main theorems will be proved in Section 6 by means of a priori estimates.
The Appendix is devoted to the proof of technical lemmas.
In what follows, we denote several positive constants by the same letter C, which may
vary from one line to another. Also we will frequently use the following convention on
implicit constants: The expression f =
∑′
λ∈Λ gλ means that there exists a family {Aλ}λ∈Λ
of constants such that f =
∑
λ∈ΛAλgλ. For z ∈ Rd (or z ∈ R), we write 〈z〉 =
√
1 + |z|2.
3 The operator Jm
For a non-zero real constant m, we set Lm = i∂t +
1
2m
∆ and Jm(t) =
(
Jm,a(t)
)
a=1,...,d
with
Jm,a(t) = xa +
it
m
∂xa . Then we can easily check that
[Lm, ∂xa ] = [Lm, Jm,a(t)] = 0, [Jm,a(t), ∂xb] = −δab, [Jm,a(t), Jm,b(t)] = 0, (3.1)
where [·, ·] denotes the commutator of linear operators, and δab is the Kronecker symbol, i.e.,
δab =
{
1 (a = b),
0 (a 6= b).
We write Jm(t)
α = Jm,1(t)
α1 · · ·Jm,d(t)αd for a multi-index α = (α1, . . . , αd) ∈ (Z+)d. Here
and the later on as well, Z+ denotes the set of all non-negative integers. We also set
Γm(t) = (∂x1 , . . . , ∂xd, Jm,1(t), . . . , Jm,d(t)),
Γm(t)
α = ∂α1x1 · · ·∂αdxd Jm,1(t)αd+1 · · ·Jm,d(t)α2d
for a multi-index α = (α1, . . . , α2d) ∈ (Z+)2d. For simplicity of exposition, we often write
Jm,a, Jm and Γm for Jm,a(t), Jm(t) and Γm(t), respectively.
The following identities are quite useful:
Jm,a(t)f =
it
m
eimθ∂xa(e
−imθf) = Um(t)(xaUm(−t)f), (3.2)
where θ = |x|
2
2t
and Um(t) = exp(
it
2m
∆). Indeed, we can deduce the following lemmas from
(3.2).
Lemma 3.1. We have
‖f‖L∞(Rd) ≤
Cm
〈t〉 d2
∑
|α|≤[ d
2
]+1
‖Γm(t)αf‖L2(Rd)
for t ∈ R, where Cm > 0 is independent of t.
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Proof. We have only to consider the case of t ≥ 1, because the opposite case easily follows
from the standard Sobolev inequality. By the Gagliardo-Nirenberg-Sobolev inequality (see,
e.g., [12]), we have
‖f‖L∞ ≤ C‖f‖1−
d
2σ
L2
(∑
|α|=σ
‖∂αx f‖L2
) d
2σ
,
where σ =
[
d
2
]
+ 1. Also we note that (3.2) yields
Jαmf =
( it
m
)|α|
eimθ∂αx (e
−imθf)
for any α ∈ (Z+)d. From them it follows that
‖f‖L∞ = ‖e−imθf‖L∞
≤ C‖e−imθf‖1−
d
2σ
L2
(∑
|α|=σ
‖∂αx (e−imθf)‖L2
) d
2σ
≤ C‖f‖1−
d
2σ
L2
(
|m|σt−σ
∑
|α|=σ
‖Jαmf‖L2
) d
2σ
≤ C|m| d2 t− d2
∑
|α|≤σ
‖Jαmf‖L2.
This completes the proof.
Lemma 3.2. Let m1, m2, m3 be non-zero real constants satisfying (1.7). Then we have
Jm1,a(t)(fg) = −
m2
m1
(
Jm2,a(t)f
)
g +
m3
m1
f
(
Jm3,a(t)g),
Jm2,a(t)(fg) =
m3
m2
(
Jm3,a(t)f)g −
m1
m2
f
(
Jm1,a(t)g
)
,
Jm3,a(t)(fg) =
m1
m3
(
Jm1,a(t)f
)
g +
m2
m3
f
(
Jm2,a(t)g
)
for a ∈ {1, . . . , d} and smooth functions f , g.
Proof. Since m1 = −m2 +m3, it follows from (3.2) that
Jm1,a(fg) =
it
m1
eim2θeim3θ∂xa
{
(e−im2θf)(e−im3θg)
}
=
it
m1
{
eim2θ∂xa(e
−im2θf)g + feim3θ∂xa(e
−im3θg)
}
= −m2
m1
{ it
m2
eim2θ∂xa(e
−im2θf)
}
g +
m3
m1
f
{ it
m3
eim3θ∂xa(e
−im3θg)
}
= −m2
m1
(
Jm2,af
)
g +
m3
m1
f
(
Jm3,ag).
The other two identities can be shown in the same way.
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4 Characterization of the null condition
Throughout this section, we fix non-zero real constants m1, m2, m3 satisfying (1.7). Remem-
ber that our null condition depends on the masses. Let us introduce the following quadratic
forms:
G1,a(f, g) = m2f(∂xag) +m3(∂xaf)g,
G2,a(f, g) = m3f(∂xag) +m1(∂xaf)g,
G3,a(f, g) = m1f(∂xag)−m2(∂xaf)g
and
Qab(f, g) = (∂xaf)(∂xbg)− (∂xbf)(∂xag)
for a, b ∈ {1, . . . , d}. We call G1,a, G2,a, G3,a the null gauge forms associated with the mass
resonance relation (1.7), while Qab is called the strong null forms (cf. [37], [26], [15], [13]).
The objectives of this section are twofold: The first is to give an algebraic characterization
of the null condition in terms of the null gauge forms and the strong null forms (Lemma 4.1).
The second is to investigate properties of these quadratic forms in connection with the
operator Jm (Lemmas 4.3 and 4.4). As a consequence, extra-decay structure of F satisfying
the null condition under mass resonance will be made clear (Corollary 4.5).
We start with the following lemma.
Lemma 4.1. The nonlinear term F = (Fj)j=1,2,3 of the form (1.3) satisfies the null condition
if and only if it can be written in the following form:
F1(v, ∂xv) =
d∑′
a=1
G1,a(v2, v3) +
d∑′
a,b=1
Qab(v2, v3), (4.1)
F2(v, ∂xv) =
d∑′
a=1
G2,a(v3, v1) +
d∑′
a,b=1
Qab(v3, v1), (4.2)
F3(v, ∂xv) =
d∑′
a=1
G3,a(v1, v2) +
d∑′
a,b=1
Qab(v1, v2) (4.3)
for any C3-valued smooth functions v = (vj)j=1,2,3.
Remark 4.2. An analogous characterization of the null condition for quadratic nonlinear
Klein-Gordon systems can be found in Proposition 5.1 of [25]. See also [34], [1] for related
works on nonlinear elastic wave equations.
Proof. We will consider only F1 because the others can be shown in the same way. We set
o = (0, . . . , 0) ∈ (Z+)d and ι(a) = (0, . . . , 0,
a-th
1 , 0, . . . , 0) ∈ (Z+)d for a ∈ {1, . . . , d}. By the
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definition of p1(ξ), we have
p1(ξ) = C1,o,o + i
d∑
a=1
(m3C1,o,ι(a) −m2C1,ι(a),o)ξa
+m2m3
d∑
a=1
C1,ι(a),ι(a)ξa
2 +m2m3
∑
1≤a<b≤d
(C1,ι(a),ι(b) + C1,ι(b),ι(a))ξaξb,
where C1,α,β is the constant appearing in (1.3). In order that this polynomial vanish identi-
cally on Rd, we must have
C1,o,o = C1,ι(a),ι(a) = 0 for a ∈ {1, . . . , d},
m3C1,o,ι(a) −m2C1,ι(a),o = 0 for a ∈ {1, . . . , d},
C1,ι(a),ι(b) + C1,ι(b),ι(a) = 0 for a, b ∈ {1, . . . , d} with a 6= b.
These identities imply that F1 is of the form (4.1). It is easy to see that the converse is also
true.
Next we turn our attention to properties of the null gauge forms and the strong null forms.
The following lemma asserts a gain of extra-decay in t with the aid of Jm.
Lemma 4.3. (i) For a ∈ {1, . . . , d}, we have
G1,a(f, g) =
im2m3
t
{
(Jm2,af)g − f(Jm3,ag)
}
,
G2,a(f, g) =
im3m1
t
{
−(Jm3,af)g + f(Jm1,ag)
}
,
G3,a(f, g) =
im1m2
t
{
(Jm1,af)g − f(Jm2,ag)
}
.
(ii) For a, b ∈ {1, . . . , d} and for m, µ ∈ R \ {0}, we have
Qab(f, g) =
µ
it
{
(∂xaf)(Jµ,bg)− (∂xbf)(Jµ,ag)
}
+
m
it
{
(Jm,af)(∂xbg)− (Jm,bf)(∂xag)
}
+
mµ
t2
{
(Jm,af)(Jµ,bg)− (Jm,bf)(Jµ,ag)
}
,
Qab(f, g) =
µ
it
{
(∂xaf)(Jµ,bg)− (∂xbf)(Jµ,ag)
}
− m
it
{
(Jm,af)(∂xbg)− (Jm,bf)(∂xag)
}
− mµ
t2
{
(Jm,af)(Jµ,bg)− (Jm,bf)(Jµ,ag)
}
.
Proof. (i) follows immediately from the relation ∂xa =
im
t
xa − imt Jm,a. To prove (ii), we just
substitute mxa = mJm,a − it∂xa and µxb = µJµ,b − it∂xb into the identities
(mxaf)(µxbg)− (mxbf)(µxag) = 0,
(mxaf)(µxbg)− (mxbf)(µxag) = 0.
This completes the proof.
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As for the action of the operator Jm on the null gauge forms and the strong null forms,
we have the following:
Lemma 4.4. Assume that the mass resonance relation (1.7) is satisfied. Then we have
Jαm1G1,a(f, g) =
∑′
|β|+|γ|≤|α|
G1,a(J
β
m2f, J
γ
m3g), (4.4)
Jαm2G2,a(f, g) =
∑′
|β|+|γ|≤|α|
G2,a(J
β
m3f, J
γ
m1g), (4.5)
Jαm3G3,a(f, g) =
∑′
|β|+|γ|≤|α|
G3,a(J
β
m1
f, Jγm2g), (4.6)
and
Jαm1Qab(f, g) =
∑′
|β|+|γ|≤|α|
Qab(J
β
m2f, J
γ
m3
g)
+
d∑
c=1
∑′
|β|+|γ|≤|α|−1
G1,c(J
β
m2f, J
γ
m3g), (4.7)
Jαm2Qab(f, g) =
∑′
|β|+|γ|≤|α|
Qab(J
β
m3f, J
γ
m1g)
+
d∑
c=1
∑′
|β|+|γ|≤|α|−1
G2,c(J
β
m3
f, Jγm1g), (4.8)
Jαm3Qab(f, g) =
∑′
|β|+|γ|≤|α|
Qab(J
β
m1f, J
γ
m2g)
+
d∑
c=1
∑′
|β|+|γ|≤|α|−1
G3,c(J
β
m1
f, Jγm2g) (4.9)
for any α ∈ (Z+)d and a, b ∈ {1, . . . , d}.
Proof. We will show only (4.6) and (4.9), because the others can be shown in the same way.
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From Lemma 3.2 and the commutation relation (3.1), it follows that
Jm3,bG3,a(f, g) =m1
{
m1
m3
(Jm1,bf)(∂xag) +
m2
m3
f(Jm2,b∂xag)
}
−m2
{
m1
m3
(Jm1,b∂xaf)g +
m2
m3
(∂xaf)(Jm2,bg)
}
=
m1
m3
{
m1(Jm1,bf)(∂xag)−m2(Jm1,b∂xaf)g
}
+
m2
m3
{
m1f(Jm2,b∂xag)−m2(∂xaf)(Jm2,bg)
}
=
m1
m3
{
G3,a(Jm1,bf, g) +m2δbafg
}
+
m2
m3
{
G3,a(f, Jm2,bg)−m1fδbag
}
=
m1
m3
G3,a(Jm1,bf, g) +
m2
m3
G3,a(f, Jm2,bg).
Similarly we have
Jm3,cQab(f, g) =
{
m1
m3
(Jm1,c∂xaf)(∂xbg) +
m2
m3
(∂xaf)(Jm2,c∂xbg)
}
−
{
m1
m3
(Jm1,c∂xbf)(∂xag) +
m2
m3
(∂xbf)(Jm2,c∂xag)
}
=
m1
m3
{
(Jm1,c∂xaf)(∂xbg)− (Jm1,c∂xbf)(∂xag)
}
+
m2
m3
{
(∂xaf)(Jm2,c∂xbg)− (∂xbf)(Jm2,c∂xag)
}
=
m1
m3
{
Qab(Jm1,cf, g)− δcaf(∂xbg) + δcbf(∂xag)
}
+
m2
m3
{
Qab(f, Jm2,cg)− (∂xaf)δcbg + (∂xbf)δcag
}
=
m1
m3
Qab(Jm1,cf, g) +
m2
m3
Qab(f, Jm2,cg) +
δcb
m3
G3,a(f, g)
− δca
m3
G3,b(f, g).
These equalities imply (4.6) and (4.9) with |α| = 1. By induction on α, we arrive at the
desired conclusion.
Corollary 4.5. Assume that the masses satisfy (1.7) and that the nonlinear term F =
(Fj)j=1,2,3 of the form (1.3) satisfies the null condition. Then we have
3∑
j=1
∑
|α|≤s
|ΓαmjFj(v, ∂xv)| ≤
C
〈t〉
 3∑
j=1
∑
|α|≤[ s2 ]+1
|Γαmjvj |

 3∑
j=1
∑
|α|≤s+1
|Γαmjvj|

for any s ∈ Z+ and v = (vj)j=1,2,3, where the positive constant C is independent of t.
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Proof. By Lemma 4.1, Lemma 4.4 and the usual Leibniz rule, we have
Γαm1F1(v, ∂xv)
=
∑
|β|+|γ|≤|α|
{ d∑′
a=1
G1,a(Γ
β
m2
v2,Γ
γ
m3
v3) +
d∑′
a,b=1
Qab(Γ
β
m2v2,Γ
γ
m3
v3)
}
,
Γαm2F2(v, ∂xv)
=
∑
|β|+|γ|≤|α|
{ d∑′
a=1
G2,a(Γ
β
m3
v3,Γ
γ
m1
v1) +
d∑′
a,b=1
Qab(Γ
β
m3
v3,Γ
γ
m1v1)
}
,
Γαm3F3(v, ∂xv)
=
∑
|β|+|γ|≤|α|
{ d∑′
a=1
G3,a(Γ
β
m1
v1,Γ
γ
m2
v2) +
d∑′
a,b=1
Qab(Γ
β
m1
v1,Γ
γ
m2
v2)
}
for any α ∈ (Z+)2d. To obtain the desired estimate, we have only to apply Lemma 4.3 for
each terms on the right-hand sides of the above identities.
5 Smoothing effect
In this section, we recall smoothing properties of the linear Scro¨dinger equations. As we
have mentioned in the introduction, the system (1.1) does not allow the standard energy
estimate because the nonlinearity contains the derivatives of the unknown. Smoothing effect
is a useful device to overcome this difficulty. Among various versions of smoothing effects,
we will mainly follow the approach of [2] with a few modifications to fit our purpose (see
also [29], [11], [5], etc., for the history and more information on this subject).
Let S(Rd) be the space of rapidly decreasing functions, and the Fourier transform of
f ∈ S(Rd) be given by
f̂(ξ)
(
= F [f ](ξ)) = 1
(2pi)d/2
∫
Rd
e−iy·ξf(y)dy.
For a ∈ {1, . . . , d}, we denote by Ha the Hilbert transform with respect to xa, that is,
(Haf)(x) = 1
pi
p.v.
∫
R
f(x− τ1a)dτ
τ
for f ∈ S(Rd), where 1a = (δab)b=1,...,d ∈ Rd. Ha can be uniquely extended to a bounded
linear operator on L2(Rd) satisfying Ĥaf(ξ) = −i sgn(ξa)f̂(ξ). With a parameter κ ∈ (0, 1],
we put
Λκ,a(t, x) = κ arctan
(
xa
〈t〉
)
and
S±,a(t; κ)f =
(
cosh Λκ,a(t, ·)
)
f ∓ i(sinh Λκ,a(t, ·))Haf
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for f ∈ L2(Rd) and t ∈ R. We define the operators S±(t; κ) by
S±(t; κ) =
d∏
a=1
S±,a(t; κ)
for t ∈ R. Since ‖(tanhΛκ,a(t, ·))Ha‖L2→L2 ≤ tanh(pi/2) < 1, both S±(t; κ) and their inverse
operators S±(t; κ)
−1, which are given by
S±(t; κ)
−1f =
d∏
a=1
(I ∓ i tanhΛκ,a(t, ·)Ha)−1
(
f
coshΛκ,a(t, ·)
)
,
are bounded operators on L2(Rd) with the estimates
sup
t∈R,κ∈(0,1]
‖S±(t; κ)‖L2→L2 <∞, sup
t∈R,κ∈(0,1]
‖S±(t; κ)−1‖L2→L2 <∞. (5.1)
Roughly speaking, if we put S(t) = S+(t; κ) when m > 0 and S(t) = S−(t; κ) when m < 0,
then the operator S(t) is expected to satisfy
[Lm, S(t)] ≃ − iκ|m|〈t〉
d∑
a=1
w2a(t, ·)S(t)|∂xa |+ remainder,
where |∂xa | is interpreted as the Fourier multiplier and
wa(t, x) =
〈
xa
〈t〉
〉−1
=
(
1 +
x2a
1 + t2
)− 1
2
.
This enables us to recover a half-derivative of the solution (Lemma 5.1). By combining with
auxiliary estimates (Lemma 5.2), we can get rid of the worst contribution of the nonlinear
term (Lemma 5.3).
Lemma 5.1. Let m ∈ R \ {0}, κ ∈ (0, 1], t0 ∈ R, and T > 0. Put S(t) = S+(t; κ) when
m > 0 and S(t) = S−(t; κ) when m < 0.We have
‖S(t)f(t)‖2L2 +
∫ t
t0
κ
|m|〈τ〉
d∑
a=1
∥∥∥wa(τ)S(τ)|∂xa | 12f(τ)∥∥∥2
L2
dτ
≤ ‖S(t0)f(t0)‖2L2 +
∫ t
t0
(
Cκ
〈τ〉‖S(τ)f(τ)‖
2
L2 + 2
∣∣〈S(τ)f(τ), S(τ)Lmf(τ)〉L2∣∣)dτ
for t ∈ [t0, t0+T ] and f ∈ C
(
[t0, t0+T ];H
2(Rd)
)∩C1([t0, t0+T ];L2(Rd)), where the constant
C is independent of κ ∈ (0, 1], T > 0 and t0 ∈ R.
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Lemma 5.2. Let m ∈ R \ {0} and κ ∈ (0, 1]. Let S, S ′ be either S+(t; κ) or S−(t; κ). We
have ∣∣〈Sf, S(g∂xah)〉L2∣∣ + ∣∣〈Sf, S(g∂xah)〉L2∣∣
≤ C
〈t〉 d2
 ∑
|α|≤[ d
2
]+3
‖Γαmg‖L2
(‖f‖L2 + ∥∥∥wa(t)S|∂xa| 12 f∥∥∥
L2
)
×
(
‖h‖L2 +
∥∥∥wa(t)S ′|∂xa | 12h∥∥∥
L2
)
,
where the constant C is independent of κ ∈ (0, 1] and t ∈ R.
We will give a sketch of the proof of these lemmas in the Appendix.
Let mj ∈ R \ {0} for j ∈ {1, 2, 3}, t0 ∈ R and T > 0. We consider the system
Lmjvj =
3∑
k=1
d∑
a=1
(Φjk,a∂xavk +Ψjk,a∂xavk) + Θj, (t, x) ∈ (t0, t0 + T )× Rd (5.2)
for j = 1, 2, 3 with given functions Φjk,a, Ψjk,a and Θj. For s ∈ Z+ and an interval I, we
denote by Bs(I ×Rd) the space of functions of Cs-class on I ×Rd with bounded derivatives
of order up to s.
Lemma 5.3. Let d ≥ 2, and let λjk, µjk ∈ R \ {0} be given. Suppose that
Φjk,a,Ψjk,a ∈ B1([t0, t0 + T ]× Rd) ∩ C
(
[t0, t0 + T ]; Σ
[ d2 ]+3(Rd)
)
,
and Θ = (Θj)j=1,2,3 ∈ L1
(
t0, t0 + T ;L
2(Rd)
)
. Let v ∈ C([t0, t0 + T ];L2(Rd)) satisfy (5.2).
There is a positive constant δ such that if
et0,T :=
sup
t∈[t0,t0+T ]
3∑
j,k=1
d∑
a=1
∑
|α|≤[ d
2
]+3
(‖Γλjk(t)αΦjk,a(t)‖L2 + ‖Γµjk(t)αΨjk,a(t)‖L2)
≤ δ,
then we have
‖v(t)‖2L2 ≤C‖v(t0)‖2L2 + C
∫ t
t0
(
et0,T
〈τ〉 ‖v(τ)‖
2
L2 + ‖v(τ)‖L2‖Θ(τ)‖L2
)
dτ
for t ∈ [t0, t0+ T ]. Here the positive constants δ and C depend only on |mj |, |λjk| and |µjk|.
In particular, they are independent of t0 and T .
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Proof. Here we prove the estimate only for the case where
Θ ∈ C([t0, t0 + T ];L2(Rd))
and
v ∈ C([t0, t0 + T ];H2(Rd)) ∩ C1([t0, t0 + T ];L2(Rd)).
The general case follows from the standard argument of mollifiers (in time and space vari-
ables), where we use the assumption that the coefficients belong to B1([t0, t0+T ]×Rd) (see
[31] for instance).
We may assume et0,T > 0, because the standard energy estimate gives the desired result
if et0,T = 0. For each j ∈ {1, 2, 3}, we put Sj(t) = S+(t; κ) if mj > 0, and Sj(t) = S−(t; κ) if
mj < 0, where the parameter κ ∈ (0, 1] will be fixed later. By Lemma 5.2, we get
2
3∑
j=1
∣∣〈Sj(τ)vj(τ), Sj(τ)Lmjvj(τ)〉L2∣∣
≤ C∗
3∑
j=1
d∑
a=1
et0,T
|mj |〈τ〉 d2
(∥∥∥waSj(τ)|∂xa | 12 vj(τ)∥∥∥2
L2
+ ‖vj(τ)‖2L2
)
+ 2
3∑
j=1
‖Sj(τ)vj(τ)‖L2‖Sj(τ)Θj(τ)‖L2
with some positive constant C∗ depending only on |mj|, |λjk| and |µjk| (in particular, C∗ is
independent of κ). Note that we have ‖vk(t)‖L2 ≤ C‖Sk(t)vk(t)‖L2 by (5.1). We put
κ := C∗et0,T , δ =
1
C∗
.
If 0 < et0,T ≤ δ, we have 0 < κ ≤ 1 and it follows from Lemma 5.1 that
3∑
j=1
‖Sj(t)vj(t)‖2L2
≤ −
3∑
j=1
∫ t
t0
κ
|mj |〈τ〉
d∑
a=1
∥∥∥waSj(τ)|∂xa | 12vj(τ)∥∥∥2
L2
dτ +
3∑
j=1
‖Sj(t0)vj(t0)‖2L2
+
3∑
j=1
∫ t
t0
(
Cκ
〈τ〉‖Sj(τ)vj(τ)‖
2
L2 + 2
∣∣〈Sj(τ)vj(τ), Sj(τ)Lmjvj(τ)〉L2∣∣) dτ
≤
3∑
j=1
∫ t
t0
C∗et0,T − κ
|mj|〈τ〉
d∑
a=1
∥∥∥waSj(τ)|∂xa | 12 vj(τ)∥∥∥2
L2
dτ +
3∑
j=1
‖Sj(t0)vj(t0)‖2L2
+
3∑
j=1
∫ t
t0
{
Cet0,T
〈τ〉
(‖Sj(τ)vj(τ)‖2L2 + ‖vj(τ)‖2L2)+ 2‖Sj(τ)vj(τ)‖L2‖Sj(τ)Θj(τ)‖L2} dτ
≤
3∑
j=1
‖Sj(t0)vj(t0)‖2L2 + C
∫ t
t0
(
et0,T
〈τ〉 ‖v(τ)‖
2
L2 + ‖v(τ)‖L2‖Θ(τ)‖L2
)
dτ (5.3)
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for t ∈ [t0, t0 + T ], since d ≥ 2. Recalling (5.1) again, we obtain the desired result.
Remark 5.4. When d = 1, we need to assume that
(
supt∈[t0,t0+T ]〈t〉
)1/2
et0,T is sufficiently
small in order that the above proof works, because 〈τ〉−1/2 ≥ 〈τ〉−1.
6 Proof of the theorems
Throughout this section, we always suppose that the mass resonance relation (1.7), as well
as (1.3), is satisfied. For v : Rd ∋ x 7→ (vj(x))j=1,2,3 ∈ C3 and s ∈ Z+, we set
|v(x)|Γ(t),s =
 3∑
j=1
∑
|α|≤s
|Γmj (t)αvj(x)|2
1/2
and
‖v‖Γ(t),s =
∥∥|v(·)|Γ(t),s∥∥L2(Rd).
Note that ‖v‖Γ(t),s and
∑3
j=1 ‖Umj (−t)vj‖Σs are equivalent as a norm, where Um(t) =
exp
(
it
2m
∆
)
for m ∈ R \ {0}. Indeed, (3.2) implies
∂αJmj (t)
βvj = Umj (t)∂
α
(
xβUmj (−t)vj
)
, α, β ∈ (Z+)d.
Moreover, for any bounded interval I(⊂ R) and s ∈ Z+, there is a positive constant CI,s
such that
1
CI,s
‖v‖Γ(t),s ≤ ‖v‖Σs ≤ CI,s‖v‖Γ(t),s, t ∈ I.
In fact, given m ∈ R \ {0}, there are polynomials pα,mβ,γ and qα,mβ,γ of t ∈ R such that we have
Γm(t)
αf(x) =
∑
|β|+|γ|≤|α|
pα,mβ,γ (t)∂
β
x
(
xγf(x)
)
, α ∈ (Z+)2d,
and
∂βx
(
xγf(x)
)
=
∑
|α|≤|β|+|γ|
qα,mβ,γ (t)Γm(t)
αf(x), β, γ ∈ (Z+)d
for any sufficiently smooth function f . In the sequel, we often write |u(t, x)|Γ,s and ‖u(t)‖Γ,s
for |u(t, x)|Γ(t),s and ‖u(t, ·)‖Γ(t),s, respectively. We also write u(α) =
(
u
(α)
j
)
j=1,2,3
, F (α) =(
F
(α)
j
)
j=1,2,3
with u
(α)
j = Γ
α
mj
uj, F
(α)
j = Γ
α
mj
(
Fj(u, ∂xu)
)
for the simplicity of the exposition.
First we state the local existence result for (1.1) (considered for t > t0) with the initial
condition
uj(t0, x) = ψj(x), x ∈ Rd, j = 1, 2, 3, (6.1)
with some t0 ∈ R, instead of (1.2). For the convenience of the readers, we will give an outline
of the proof in the Appendix.
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Lemma 6.1. Let d ≥ 2, t0 ∈ R, and B ≥ 0. For any s ≥ 2
[
d
2
]
+ 4, there is a positive
constant δs, which is independent of t0 and B, such that for any ψ = (ψj)j=1,2,3 ∈ Σs(Rd)
with
‖ψ‖Γ(t0),[ d2 ]+4 ≤ ε < δs
and ‖ψ‖Γ(t0),2[ d2 ]+4 ≤ B, the initial value problem (1.1)–(6.1) possesses a unique solution
u ∈ C([t0, t0 + T ∗s ]; Σs(Rd)) with
sup
t∈[t0,t0+T ∗s ]
‖u(t)‖Γ,[d2 ]+4 < δs, (6.2)
where T ∗s = T
∗
s (ε, B) is a positive constant which can be determined only by s, ε and B, and
is independent of t0.
Remark 6.2. In the case of d = 1, this claim is true except that T ∗s may depend also on t0
(see Remark 5.4 as well as the proof of Lemma A.6 in the Appendix). It is unclear whether
this exception is just a technical one or not, but this problem is out of the purpose of the
present work.
By virtue of this lemma, it suffices to obtain an a priori estimate for ‖u(t)‖Γ,2[d2 ]+4 with
a sufficiently small upper bound in order to show the global or almost global existence for
(1.1)–(1.2). Let u be a solution to (1.1)–(1.2) satisfying u ∈ C([0, T ∗]; Σs(Rd)) with some
T ∗ > 0 and some positive integer s(≥ 2 [d
2
]
+ 4).
We define
Ek(T ) = sup
t∈[0,T ]
‖u(t)‖Γ,k
for T ∈ [0, T ∗] and k ∈ Z+. Then we have the following:
Lemma 6.3. Let d ≥ 1, s ≥ 2 [d
2
]
+ 4 and T ∈ [0, T ∗].
(i) We have
Es−1(T ) ≤ C1‖ϕ‖Σs−1 + C2Es−1(T )
∫ T
0
‖u(t)‖Γ,s
(1 + t)
d
2
dt, (6.3)
where the positive constants C1, C2 are independent of T .
(ii) If the null condition is satisfied, then we have
Es−1(T ) ≤ C1‖ϕ‖Σs−1 + C3Es−1(T )
∫ T
0
‖u(t)‖Γ,s
(1 + t)1+
d
2
dt, (6.4)
where the positive constant C3 is independent of T .
Proof. By Lemmas 3.1 and 3.2, we have∑
|α|≤s−1
‖F (α)(t)‖L2 ≤ C
∥∥∥|u(t)|Γ,[ s+1
2
]
∥∥∥
L∞
‖u(t)‖Γ,s
≤ C
〈t〉 d2
‖u(t)‖Γ,s−1‖u(t)‖Γ,s ≤ CEs−1(T )‖u(t)‖Γ,s〈t〉 d2
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for t ∈ [0, T ]. Here we have used the relation [ s+1
2
]
+
[
d
2
]
+ 1 ≤ s− 1 for s ≥ 2 [d
2
]
+ 4. Also
it follows from the commutation relation (3.1) that Lmju
(α)
j = F
(α)
j . Therefore the standard
energy inequality leads to∑
|α|≤s−1
‖u(α)(t)‖L2 ≤
∑
|α|≤s−1
‖u(α)(0)‖L2 +
∫ t
0
∑
|α|≤s−1
‖F (α)(τ)‖L2dτ
≤ C‖ϕ‖Σs−1 + CEs−1(T )
∫ T
0
‖u(τ)‖Γ,s
〈τ〉 d2
dτ
for t ≤ T . This implies (6.3). If the null condition is satisfied, we can use Corollary 4.5,
instead of Lemma 3.2, to obtain∑
|α|≤s−1
‖F (α)(t)‖L2 ≤ C〈t〉
∥∥∥|u(t)|Γ,[ s+1
2
]
∥∥∥
L∞
‖u(t)‖Γ,s
≤ C
〈t〉1+ d2
‖u(t)‖Γ,s−1‖u(t)‖Γ,s
≤ CEs−1(T )‖u(t)‖Γ,s〈t〉1+ d2
(6.5)
for t ∈ [0, T ], which, together with the energy inequality, yields (6.4).
Lemma 6.4. Let d ≥ 2, s ≥ 2 [d
2
]
+ 5 and T ∈ [0, T ∗]. We put s0 :=
[
d
2
]
+ 4. There is a
positive constant δ˜ such that if Es0(T ) ≤ δ˜, we have
‖u(t)‖Γ,s ≤ C4‖ϕ‖Σs(1 + t)C5Es−1(T ) (6.6)
for t ∈ [0, T ], where the positive constants C4, C5 and δ˜ are independent of T .
Proof. For α ∈ (Z+)2d, we write α = (α′, α′′) with α′, α′′ ∈ (Z+)d. Let |α| ≤ s. By using
Lemma 3.2, we can split F
(α)
j into the following form:
F
(α)
1 =
d∑
a=1
(
gα1,a∂xau
(α)
3 + h
α
1,a∂xau
(α)
2
)
+ rα1 ,
F
(α)
2 =
d∑
a=1
(
gα2,a∂xau
(α)
1 + h
α
2,a∂xau
(α)
3
)
+ rα2 ,
F
(α)
3 =
d∑
a=1
(
gα3,a∂xau
(α)
2 + h
α
3,a∂xau
(α)
1
)
+ rα3 ,
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where
gα1,a =
(
m3
m1
)|α′′| ∑
|β|≤1
C1,β,ι(a)(∂βu2),
hα1,a =
(−m2
m1
)|α′′| ∑
|β|≤1
C1,ι(a),β(∂
βu3),
gα2,a =
(−m1
m2
)|α′′| ∑
|β|≤1
C2,β,ι(a)(∂
βu3),
hα2,a =
(
m3
m2
)|α′′| ∑
|β|≤1
C2,ι(a),β(∂βu1),
gα3,a =
(
m2
m3
)|α′′| ∑
|β|≤1
C3,β,ι(a)(∂
βu1),
hα3,a =
(
m1
m3
)|α′′| ∑
|β|≤1
C3,ι(a),β(∂
βu2),
and rαj satisfies
|rαj | ≤ C|u|Γ,[ s2 ]+1|u|Γ,s.
From (1.1) we get u ∈ C1([0, T ]; Σs−2(Rd)), which, together with the Sobolev embedding
theorem, implies gαj,a, h
α
j,a ∈ B1([0, T ]×Rd), since we have
[
d
2
]
+2 ≤ s− 2. We set (λ1, µ1) =
(−m2, m3), (λ2, µ2) = (m3,−m1) and (λ3, µ3) = (m1, m2). Then we get
∑
|α|≤s
3∑
j=1
d∑
a=1
∑
|γ|≤[ d
2
]+3
(
‖Γγλjgαj,a(t)‖L2 + ‖Γγµjhαj,a(t)‖L2
)
≤ C‖u(t)‖Γ,[ d
2
]+4
≤ CEs0(T ) (6.7)
for 0 ≤ t ≤ T . We also have
‖rαj (t)‖L2 ≤
C
〈t〉 d2
‖u(t)‖Γ,[ s
2
]+[ d
2
]+2‖u(t)‖Γ,s ≤ CEs−1(T )
‖u(t)‖Γ,s
〈t〉 d2
for 0 ≤ t ≤ T . Here we have used the relation [ s
2
]
+
[
d
2
]
+ 2 ≤ s − 1 for s ≥ 2 [d
2
]
+ 5. In
view of (6.7), we can apply Lemma 5.3 if Es0(T ) is sufficiently small, and we obtain
‖u(t)‖2Γ,s ≤C‖ϕ‖2Σs + C
∫ t
0
(
Es0(T )‖u(τ)‖2Γ,s
〈τ〉 +
3∑
j=1
‖rαj (τ)‖L2‖u(τ)‖Γ,s
)
dτ
≤C‖ϕ‖2Σs + CEs−1(T )
∫ t
0
‖u(τ)‖2Γ,s
〈τ〉 dτ
for t ∈ [0, T ]. By the Gronwall lemma, we obtain the desired estimate.
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Now we are in a position to complete the proof of the main theorems.
Proof of Theorem 2.3. First we show the global existence for (1.1)–(1.2). Let d = 2 and
s ≥ 7 = (2 [d
2
]
+ 5
)∣∣
d=2
. We put A = 4C1 and ε0 = min
{
δ˜
A
, 1
2C5A
, 1
8C3C4
}
, where the
constants δ˜ and Cj with 1 ≤ j ≤ 5 come from the previous lemmas. We also define
T ∗∗ = sup{T ∈ [0, T ∗] ; Es−1(T ) ≤ Aε}
for ε = ‖ϕ‖Σs ≤ ε0 (note that we have T ∗∗ > 0 because Es−1(0) ≤ C1ε ≤ Aε/4). Then it
follows from (6.6) and (6.4) that T ∗∗ = T ∗. Indeed, if T ∗∗ < T ∗, we have Es−1(T
∗∗) ≤ Aε
and thus Es0(T
∗∗) ≤ Aε0 ≤ δ˜. Hence (6.6) implies ‖u(t)‖Γ,s ≤ C4ε(1 + t) 12 , and (6.4) yields
Es−1(T
∗∗) ≤ A
4
ε+ C3Aε
∫ ∞
0
C4ε
(1 + t)
3
2
dt ≤ A
2
ε.
By the continuity of [0, T ∗] ∋ T 7→ Es−1(T ), we can choose T˜ > T ∗∗ such that Es−1(T˜ ) ≤ Aε,
which contradicts the definition of T ∗∗, and the desired identity is shown. Consequently, we
see that
sup
t∈[0,T ∗]
‖u(t)‖Γ,6 ≤ Es−1(T ∗) ≤ Aε.
This a priori bound and Lemma 6.1 imply the global existence. Moreover, the global solution
u(t) satisfies
‖u(t)‖Γ,s−1 ≤ Cε, ‖u(t)‖Γ,s ≤ Cε〈t〉Cε (6.8)
for all t ≥ 0, where the second inequality follows from the first one and (6.6).
Next we turn our attention to the asymptotic behavior. We write Fj(t) = Fj(u(t), ∂xu(t))
for simplicity. We observe that Corollary 4.5 and (6.8) yield
3∑
j=1
‖Umj (−t)Fj(t)‖Σs−1 ≤ C‖F (t)‖Γ,s−1 ≤
Cε2
〈t〉2−Cε ∈ L
1(0,∞)
if ε is small enough (cf. (6.5)). This allows us to define
ϕ+j := ϕj − i
∫ ∞
0
Umj (−τ)Fj(τ)dτ ∈ Σs−1(R2).
Then it follows from the Duhamel formula that
uj(t) = Umj (t)ϕj − i
∫ t
0
Umj (t− τ)Fj(τ)dτ
= Umj (t)
(
ϕ+j + i
∫ ∞
t
Umj (−τ)Fj(τ)dτ
)
.
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Therefore we have
‖Umj (−t)uj(t)− ϕ+j ‖Σs−1 ≤
∫ ∞
t
‖Umj (−τ)Fj(τ)‖Σs−1dτ
≤
∫ ∞
t
Cε2
〈τ〉2−Cεdτ
≤ Cε
2
〈t〉1−Cε .
This completes the proof.
Proof of Theorem 2.5. We put A = 4C1 and choose ω > 0 such that
C2C4e
C5Aωω ≤ 1/4.
Then, it follows from (6.6) and (6.3) with d = 2 that the inequalities Es−1(T ) ≤ Aε and
log(1 + T ) ≤ ω/ε imply
Es−1(T ) ≤ C1ε+ C2Aε
∫ T
0
C4εe
C5Aε log(1+T )
(1 + t)
dt
≤ A
4
ε+ C2C4e
C5AωAε2 log(1 + T )
≤
(
1
4
+ C2C4e
C5Aωω
)
Aε ≤ A
2
ε,
provided that ε is small enough. This means that we can keep Es−1(T
∗) dominated by Aε
as long as log(1 + T ∗) ≤ ω/ε. This a priori bound and Lemma 6.1 imply the desired almost
global existence.
Proof of Theorem 2.6. We skip it since the essential idea is exactly the same as that of
the preceding ones. We only point out that 〈t〉− d2+Cε ∈ L1(0,∞) if d ≥ 3 and ε is small
enough.
A Proof of Lemmas 5.1, 5.2 and 6.1
This Appendix is devoted to the proof of Lemmas 5.1, 5.2 and 6.1, which are essentially not
new but less trivial.
A.1 Proof of Lemma 5.1
The following lemma, which will be used repeatedly, is a special case of Lemma 2.1 in [2]
and we refer the readers to it for the proof.
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Lemma A.1. We have∥∥∥[|∂xa | 12 , g]f∥∥∥
L2
+
∥∥∥[|∂xa | 12Ha, g]f∥∥∥
L2
≤ C‖g‖
1
2
L∞‖∂xag‖
1
2
L∞‖f‖L2
for f ∈ L2(Rd), g ∈ W 1,∞(Rd) and a ∈ {1, . . . , d}.
We put Lm,ν = Lm − iν∆ for m ∈ R \ {0} and ν ≥ 0. For the later purpose, we show a
slightly generalized version of Lemma 5.1.
Lemma A.2. Let m ∈ R\{0}, κ ∈ (0, 1], t0 ∈ R, T > 0, and ν ∈ [0, 1]. Put S(t) = S+(t; κ)
when m > 0 and S(t) = S−(t; κ) when m < 0. We have
‖S(t)f(t)‖2L2 +
∫ t
t0
κ
|m|〈τ〉
d∑
a=1
∥∥∥wa(τ)S(τ)|∂xa | 12f(τ)∥∥∥2
L2
dτ
≤ ‖S(t0)f(t0)‖2L2 +
∫ t
t0
(
Cκ
〈τ〉‖S(τ)f(τ)‖
2
L2 + 2
∣∣〈S(τ)f(τ), S(τ)Lm,νf(τ)〉L2∣∣)dτ
for t ∈ [t0, t0+T ] and f ∈ C
(
[t0, t0+T ];H
2(Rd)
)∩C1([t0, t0+T ];L2(Rd)), where the constant
C is independent of κ ∈ (0, 1], ν ∈ [0, 1], T > 0 and t0 ∈ R.
Proof of Lemma A.2. As in the usual energy method, we first compute
1
2
d
dt
‖Sf‖2L2 = Im
〈
Lm,νSf, Sf
〉
L2
− ν‖∇Sf‖2L2
≤ Im〈SLm,νf, Sf〉L2 + Im〈[Lm,ν , S]f, Sf〉L2.
Also the straightforward calculation yields
[Lm,ν , S] = −
(
i
|m| + 2 sgn(m)ν
) d∑
a=1
(∂xaΛκ,a)S|∂xa |+
d∑
a=1
Ra,
where
Ra = sgn(m)(∂tΛκ,a)SHa
+
(
1
2m
− iν
){
(∂xaΛκ,a)
2S − i sgn(m)(∂2xaΛκ,a)SHa
}
.
Remark that |∂xa| = Ha∂xa = ∂xaHa and H2a = −1. Since
|∂tΛκ,a|+ |∂xaΛκ,a|2 + |∂2xaΛκ,a| ≤
Cκ
〈t〉 +
Cκ2
〈t〉2 ≤
Cκ
〈t〉
and | − iν + 1
2m
| ≤ 1 + 1
2|m|
, we have
‖Raf‖L2 ≤ Cκ〈t〉 ‖f‖L2 ≤
Cκ
〈t〉 ‖Sf‖L2.
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We also note that
∂xaΛκ,a =
κ
〈t〉w
2
a.
Summing up, we obtain
d
dt
‖Sf‖2L2 +
2κ
|m|〈t〉
d∑
a=1
Re 〈waS|∂xa|f, waSf〉L2
≤ 2 ∣∣〈SLm,νf, Sf〉L2∣∣+ Cκ〈t〉 ‖Sf‖2L2 + 4κ〈t〉
d∑
a=1
∣∣Im 〈waS|∂xa |f, waSf〉L2∣∣.
Since we have
waS|∂xa |f
= ∂xa (waSHaf) + [waS, ∂xa ]Haf
= −|∂xa |
1
2
([
|∂xa |
1
2Ha, waS
]
Haf − waS|∂xa |
1
2f
)
+ [waS, ∂xa ]Haf,
we get ∥∥waS|∂xa| 12 f∥∥2L2 − 〈waS|∂xa |f, waSf〉L2
=
〈
waS|∂xa|
1
2f,
[
waS, |∂xa |
1
2
]
f
〉
L2
+
〈[
|∂xa |
1
2Ha, waS
]
Haf, waS|∂xa |
1
2f
〉
L2
+
〈[
|∂xa |
1
2Ha, waS
]
Haf,
[
|∂xa |
1
2 , waS
]
f
〉
L2
− 〈[waS, ∂xa ]Haf, waSf〉L2 .
Using Lemma A.1 with g = wa cosh Λκ,a, wa sinh Λκ,a, etc., we can show that all the com-
mutators above are bounded operators on L2. Hence we obtain∥∥waS|∂xa| 12f∥∥2L2 − Re〈waS|∂xa |f, waSf〉L2
≤ C∥∥waS|∂xa| 12 f∥∥L2‖f‖L2 + C‖f‖2L2
≤ 1
4
∥∥waS|∂xa| 12f∥∥2L2 + C‖Sf‖2L2,
and
|Im 〈waS|∂xa |f, waSf〉L2 | ≤ C
∥∥waS|∂xa | 12 f∥∥L2‖f‖L2 + C‖f‖2L2
≤ 1
8|m|
∥∥waS|∂xa| 12f∥∥2L2 + C‖Sf‖2L2.
Therefore we get
d
dt
‖Sf‖2L2 +
κ
|m|〈t〉
d∑
a=1
∥∥∥waS|∂xa | 12 f∥∥∥2
L2
≤ 2 |〈SLm,νf, Sf〉L2|+ Cκ〈t〉 ‖Sf‖
2
L2.
Finally, integrating this inequality, we obtain the desired result.
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A.2 Proof of Lemma 5.2
We follow the similar line as the proof of Lemma 2.3 in [2]. Denoting by S∗ the adjoint
operator of S, we have
〈Sf, S(g∂xah)〉L2
=
〈
gS∗Sf, (∂xaw
−1
a )wah
〉
L2
−
〈
|∂xa |
1
2
(
w−1a gS
∗Sf
)
,Ha|∂xa |
1
2 (wah)
〉
L2
=: I1 + I2,
where we have used the identity
∂xah = (∂xaw
−1
a )wah+ w
−1
a ∂xa(wah)
= (∂xaw
−1
a )wah− w−1a |∂xa |
1
2Ha|∂xa|
1
2 (wah).
It is easy to see |I1| ≤ C‖g‖L∞‖f‖L2‖h‖L2 . Since Ha(S ′)−1 is a bounded operator on L2 and
Ha = (Ha(S ′)−1)S ′, we get∥∥∥Ha|∂xa | 12 (wah)∥∥∥
L2
≤C
∥∥∥S ′|∂xa | 12 (wah)∥∥∥
L2
≤C
(∥∥∥waS ′|∂xa | 12h∥∥∥
L2
+
∥∥∥[S ′|∂xa | 12 , wa] h∥∥∥
L2
)
.
Using Lemma A.1, one sees that the second term on the right-hand side can be bounded by
C‖h‖L2. Writing
|∂xa |
1
2
(
w−1a gS
∗Sf
)
=
[
|∂xa |
1
2 , w−1a g
]
S∗Sf + w−1a g
[
|∂xa |
1
2 , S∗
]
Sf
+ w−2a g
[
wa, S
∗|∂xa |
1
2
]
Sf + w−2a gS
∗
([
|∂xa |
1
2 , wa
]
Sf
)
+ w−2a gS
∗
(
wa
[
|∂xa |
1
2 , S
]
f
)
+ w−2a gS
∗
(
waS|∂xa |
1
2 f
)
,
and using Lemma A.1 to estimate the commutators, we obtain∥∥∥|∂xa | 12 (w−1a gS∗Sf)∥∥∥
L2
≤ C (∥∥w−2a g∥∥L∞ + ∥∥w−1a ∂xag∥∥L∞) (‖f‖L2 + ∥∥∥waS|∂xa| 12 f∥∥∥L2) .
To sum up, we obtain
∣∣〈Sf, S(g∂xah)〉L2∣∣ ≤C
(∥∥∥∥∥
〈
xa
〈t〉
〉2
g
∥∥∥∥∥
L∞
+
∥∥∥∥〈 xa〈t〉
〉
∂xag
∥∥∥∥
L∞
)
×
(∥∥∥waS|∂xa | 12 f∥∥∥
L2
+ ‖f‖L2
)(∥∥∥waS ′|∂xa | 12h∥∥∥
L2
+ ‖h‖L2
)
.
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Similarly, we have
∣∣〈Sf, S(g∂xah)〉L2∣∣ ≤C
(∥∥∥∥∥
〈
xa
〈t〉
〉2
g
∥∥∥∥∥
L∞
+
∥∥∥∥〈 xa〈t〉
〉
∂xag
∥∥∥∥
L∞
)
×
(∥∥∥waS|∂xa | 12f∥∥∥
L2
+ ‖f‖L2
)(∥∥∥waS ′|∂xa| 12h∥∥∥
L2
+ ‖h‖L2
)
.
On the other hand, it follows from the relation xa
〈t〉
= 1
〈t〉
Jm,a − itm〈t〉∂xa and Lemma 3.1 that∥∥∥∥∥
〈
xa
〈t〉
〉2
g
∥∥∥∥∥
L∞
+
∥∥∥∥〈 xa〈t〉
〉
∂xag
∥∥∥∥
L∞
≤ C
∑
|α|≤2
‖Γαmg‖L∞
≤ C
〈t〉 d2
∑
|α|≤[ d
2
]+3
‖Γαmg‖L2.
By piecing them together, we arrive at the desired conclusion.
A.3 Proof of Lemma 6.1
Before we proceed to the proof of Lemma 6.1, we give several lemmas. Concerning the
uniqueness, using Lemma 5.3, and going similar lines to the proof of Lemma 6.4, we obtain
the following (observe that
[
s
2
]
+
[
d
2
]
+ 2 = s if s = 2
[
d
2
]
+ 3).
Lemma A.3. Suppose that d ≥ 2. Let t0 ∈ R and T > 0. There is a positive constant δ0,
which is independent of t0 and T , such that if u and u˜ be solutions to (1.1)–(6.1) satisfying
u, u˜ ∈ C([t0, t0 + T ]; Σ2[ d2 ]+3(Rd)) ∩ L∞((t0, t0 + T ); Σ2[ d2 ]+4(Rd)),
and if
sup
t0≤t≤t0+T
‖u(t, ·)‖Γ(t),[ d2 ]+4 ≤ δ0,
then we have u(t, x) = u˜(t, x) for all (t, x) ∈ [t0, t0 + T ]× Rd.
In what follows, for each j ∈ {1, 2, 3}, we put Sj = S+(t; 1) if mj > 0, and Sj = S−(t; 1)
if mj < 0. Using Lemma A.2 instead of Lemma 5.1, we can easily modify the proof of
Lemma 5.3 to obtain the following (compare (5.3) with (A.1)).
Lemma A.4. Let d ≥ 2 and ν ∈ (0, 1]. Suppose that Φjk,a, Ψjk,a and Θ = (Θj)j=1,2,3 be as
in Lemma 5.3. Let et0,T be defined as in Lemma 5.3 with given constants λjk, µjk ∈ R \ {0}.
Suppose that v = (vj)j=1,2,3 ∈ C
(
[t0, t0 + T ];L
2(Rd)
)
satisfies
Lmj ,νvj =
3∑
k=1
d∑
a=1
(Φjk,a∂xavk +Ψjk,a∂xavk) + Θj .
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Then there is a positive constant δ such that et0,T ≤ δ implies
3∑
j=1
‖Sj(t)vj(t)‖2L2 ≤
3∑
j=1
‖Sj(t0)vj(t0)‖2L2
+ C
∫ t
t0
(‖v(τ)‖2L2
〈τ〉 + ‖v(τ)‖L2‖Θ(τ)‖L2
)
dτ (A.1)
and
‖v(t)‖2L2 ≤C‖v(t0)‖2L2 + C
∫ t
t0
(‖v(τ)‖2L2
〈τ〉 + ‖v(τ)‖L2‖Θ(τ)‖L2
)
dτ (A.2)
for t ∈ [t0, t0+ T ]. Here the positive constants δ and C depend only on |mj |, |λjk| and |µjk|.
In particular, they are independent of ν ∈ (0, 1], t0 ∈ R, and T .
Cw(I;X) denotes the space of X-valued weakly continuous functions on an interval I,
where X is a Hilbert space. As in the argument of Chapter 5 in [33], we can show the
following lemma which we will use to obtain the strong continuity of the solution.
Lemma A.5. If f = (fj)j=1,2,3 ∈ Cw
(
[t0, t0 + T ];L
2(Rd)
)
and
lim sup
t→t0+0
3∑
j=1
‖Sj(t)fj(t)‖2L2(Rd) ≤
3∑
j=1
‖Sj(t0)fj(t0)‖2L2(Rd) ,
then we have
lim
t→t0+0
‖f(t)− f(t0)‖L2(Rd) = 0.
Proof of Lemma 6.1. We follow the approach of [3], [4], [5] (see also the appendix of [26]).
The proof is divided into three steps:
Step 1. First we consider the auxiliary problem{
Lmj ,νu
ν
j = Fj(u
ν, ∂xu
ν), t > t0, x ∈ Rd, j = 1, 2, 3,
uνj (t0, x) = ψj(x), x ∈ Rd, j = 1, 2, 3 (A.3)
with ν ∈ (0, 1]. Due to the stronger smoothing property of eνt∆, we can easily solve it in
some interval [t0, t0 + Tν ] by the standard contraction mapping principle. More precisely, if
ψ = (ψj)j=1,2,3 ∈ Σs(Rd) with some s ≥ 2
[
d
2
]
+ 4, we have the solution
uν = (uνj )j=1,2,3 ∈ C
(
[t0, t0 + Tν ]; Σ
s(Rd)
)
with ∇Γαmjuνj ∈ L2
(
(t0, t0 + Tν) × Rd
)
for j ∈ {1, 2, 3} and α ∈ (Z+)2d satisfying |α| ≤ s,
where Tν is a positive number depending only on ν and ‖ψ‖Γ(t0),2[ d2 ]+4. Observe that we have[
k+1
2
]
+
[
d
2
]
+2 ≤ k for k ≥ 2 [d
2
]
+4, which enables us to estimate supt∈[t0,t0+T ] ‖u(t)‖Γ,k for
k ≥ 2 [d
2
]
+ 5 inductively if we have the estimate for supt∈[t0,t0+T ] ‖u(t)‖Γ,2[d2 ]+4.
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Step 2. Next we show that we can solve (A.3) up to some time which is independent of
ν. For a solution uν to (A.3) in [t0, t0 + T ] and k ∈ Z+, we put
Eν,k(T ) = sup
t∈[t0,t0+T ]
‖uν(t)‖Γ,k.
For simplicity of exposition, we write SjΓ
α
mj
uj(t) and (SjΓ
α
mj
)(t0)ψj for Sj(t)Γmj (t)
αuj(t)
and Sj(t0)Γmj (t0)
αψj, respectively. Let δ0 be the constant coming from Lemma A.3. The
next lemma is the goal of this step.
Lemma A.6. (i) Let d ≥ 2, t0 ∈ R, and B > 0. For any s ≥ 2
[
d
2
]
+ 4, there is a positive
constant δs(≤ δ0), which is independent of t0 and B, such that for any ν ∈ (0, 1] and any
ψ ∈ Σs(Rd) with
‖ψ‖Γ(t0),[ d2 ]+4 ≤ ε < δs
and ‖ψ‖Γ(t0),2[ d2 ]+4 ≤ B, the initial value problem (A.3) admits a unique solution u
ν ∈
C
(
[t0, t0+T
∗
s ]; Σ
s(Rd)
)
with ∇Γαmjuνj ∈ L2
(
(t0, t0+T
∗
s )×Rd
)
for any |α| ≤ s and j = 1, 2, 3,
where T ∗s = T
∗
s (ε, B) is a positive constant which can be determined only by s, ε and B, and
is independent of t0 and ν. Moreover, there are positive constants Cs and Ds, which are
independent of ν, such that
Eν,[ d2 ]+4
(T ∗s ) ≤
ε+ δs
2
(< δs), (A.4)
Eν,s(T
∗
s ) ≤Cs, (A.5)
3∑
j=1
∥∥∥SjΓαmjuνj (t)∥∥∥2
L2
≤
3∑
j=1
∥∥∥(SjΓαmj )(t0)ψj∥∥∥2
L2
+Ds(t− t0), |α| ≤ s (A.6)
for t ∈ [t0, t0 + T ∗s ].
(ii) If we replace mj by −mj , and Fj(u, ∂xu) by −Fj(u, ∂xu) for j = 1, 2, 3 in (A.3), then
the assertion of (i) remains true with the same constants.
Proof. We put s0 =
[
d
2
]
+ 4 and s1 = 2
[
d
2
]
+ 4. Let uν be the solution to (A.3) for some
T > 0. We write u
ν,(α)
j = Γ
α
mj
uνj for |α| ≤ s, and uν,(α) =
(
u
ν,(α)
j
)
j=1,2,3
. Then we have
Lmj ,νu
ν,(α)
j = Γ
α
mj
(
Fj(u
ν , ∂xu
ν)
)− iν[∆,Γαmj ]uνj .
We modify the proof of Lemma 6.4: Let gν,αj,a and h
ν,α
j,a be given by replacing uk with u
ν
k
in the definition of gαj,a and h
α
j,a, respectively. Let λj and µj be defined as in the proof of
Lemma 6.4. Then, similarly to (6.7), we get
∑
|α|≤s
3∑
j=1
d∑
a=1
∑
|γ|≤[ d
2
]+3
(
‖Γγλjgν,αj,a (t)‖L2 + ‖Γγµjhν,αj,a (t)‖L2
)
≤ C∗sEs0(T )
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with some positive constant C∗s . Let δ be the constant from Lemma A.4. If C
∗
sEs0(T ) ≤ δ,
then (A.2) in Lemma A.4 leads to
‖uν(t)‖2Γ,k ≤As
(
‖ψ‖2Γ(t0),k +
(
1 + Eν,[ k2 ]+[
d
2 ]+2
(T )
)∫ t
t0
‖uν(τ)‖2Γ,kdτ
)
(A.7)
for 0 ≤ k ≤ s with some positive constant As(≥ 1). We set F νj = Fj
(
uν, ∂xu
ν
)
. Similarly to
the proof of Lemma 6.3, the standard energy inequality implies
‖uν(t)‖2Γ,s0 ≤‖ψ(t0)‖2Γ(t0),s0 + 2
3∑
j=1
∑
|α|≤s0
∫ t
t0
∣∣∣〈ΓαmjF νj (τ),Γαmjuνj (τ)〉
L2
∣∣∣ dτ
≤‖ψ(t0)‖2Γ(t0),s0 + C ′
∫ t
t0
‖uν(τ)‖2Γ,s1‖uν(τ)‖Γ,s0dτ (A.8)
with a positive constant C ′, where we have used s0 + 1 ≤ s1 and
[
s0
2
]
+
[
d
2
]
+ 2 ≤ s1 for
d ≥ 2.
We put
δs :=
δ
C∗s
.
Suppose that ‖ψ‖Γ(t0),s0 ≤ ε < δs and ‖ψ‖Γ(t0),s1 ≤ B. We set
M0 :=
ε+ δs
2
, M1 := 2
(
1 +
√
As
)
B,
and
T ∗ = sup
{
τ ∈ [0, T ]; sup
t0≤t≤t0+τ
‖uν(t)‖Γ(t),s0 ≤M0, sup
t0≤t≤t0+τ
‖uν(t)‖Γ(t),s1 ≤ M1
}
.
Since ‖uν(t0)‖Γ,s0 ≤ ε < M0 and ‖uν(t0)‖Γ,s1 ≤ B < M1, we see that T ∗ > 0 by the
continuity of ‖uν(t)‖Γ,s for s = s0, s1 with respect to t. Observing that C∗sM0 < C∗s δs ≤ δ
and
[
s1
2
]
+
[
d
2
]
+ 2 = s1, it follows from (A.7) with k = s1 that
‖uν(t0 + T ∗)‖2Γ,s1 ≤As
(
B2 +
∫ t0+T ∗
t0
(1 +M1)M
2
1dτ
)
≤M
2
1
4
+ As(1 +M1)M
2
1T
∗. (A.9)
(A.8) yields
‖uν(t0 + T ∗)||2Γ,s0 ≤ε2 + C ′
∫ t0+T ∗
t0
M0M
2
1 dτ ≤ ε2 + C ′M0M21T ∗. (A.10)
Now we put
T ∗s := min
{
1
2As(1 +M1)
,
M20 − ε2
2C ′M0M
2
1
}
,
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and suppose that T ≤ T ∗s . Then we have T ∗ = T , because (A.9) and (A.10) imply
‖uν(t0 + T ∗)‖2Γ,s1 ≤
3
4
M21 < M
2
1 , ‖uν(t0 + T ∗)‖2Γ,s0 ≤
ε2 +M20
2
< M20 .
We have proved that, if ‖ψ‖Γ(t0),s0 ≤ ε < δs, ‖ψ‖Γ(t0),s1 ≤ B, and T ≤ T ∗s , then we have
sup
t0≤t≤t0+T
‖uν(t)‖Γ,s0 ≤M0(< εs) (A.11)
and
sup
t0≤t≤t0+T
‖uν(t)‖Γ,s1 ≤M1. (A.12)
Therefore we see that there is a unique solution uν to (A.3) on [t0, t0 + T
∗
s ]× Rd.
(A.11) implies (A.4). We are going to prove that, for s1 ≤ k ≤ s, there is a positive
constant Cs,k such that
sup
t0≤t≤t0+T ∗s
‖uν(t)‖Γ,k ≤ Cs,k. (A.13)
If k = s1, (A.13) follows from (A.12). Suppose that (A.13) is true for some k with s1 ≤ k ≤
s− 1. Noting that we have [k+1
2
]
+
[
d
2
]
+ 2 ≤ k for k ≥ s1, (A.4) and (A.7) yield
‖uν(t)‖2Γ,k+1 ≤ As
(
‖ψ‖2Γ(t0),k+1 + (1 + Cs,k)
∫ t
t0
‖uν(τ)‖2Γ,k+1dτ
)
.
Now the Gronwall Lemma implies
sup
t0≤t≤t0+T ∗s
‖uν(t)‖Γ,k+1 ≤
(
As‖ψ‖2Γ(t0),k+1eAs(1+Cs,k)T
∗
s
) 1
2 =: Cs,k+1,
which shows (A.13) with k replaced by k + 1. (A.13) with k = s shows (A.5).
Finally, in view of (A.4) and (A.5), going similar lines to the proof of (A.7) but using
(A.1) instead of (A.2), we obtain (A.6).
Investigating the proof above, we can easily check the assertion (ii). This completes the
proof of Lemma A.6.
Step 3. We write I = (t0, t0 + T
∗
s ) and I = [t0, t0 + T
∗
s ] for simplicity of exposition.
(A.5) implies the boundedness of {uν} in L∞(I; Σs), and the weak* compactness of
L∞(I; Σs) implies that there is a sequence {νk} ⊂ (0, 1] with limk→∞ νk = 0 such that
uνk converges to some function u weakly* in L∞(I; Σs) as k →∞. By (A.4), we get
sup
t∈I
‖u(t)‖Γ,s0 ≤ lim inf
k→∞
sup
t∈I
∥∥uνk(t)∥∥
Γ,s0
≤ ε+ δs
2
(< δs), (A.14)
which is nothing but (6.2).
(A.5) and (A.3) show that {uνk} is bounded in C0,1(I;Hs−2), which, together with the
boundedness of {uνk} in L∞(I;Hs), implies that {uνk} is bounded in C0, 12(I;Hs−1). In view
of the Rellich-Kondrachov theorem, we obtain by the abstract version of the Ascoli-Arzela`
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theorem that {uνk} converges to u strongly in C(I;Hs−2loc ). This convergence is strong enough
to show the convergence of F
(
uνk , ∂xu
νk
)
to F (u, ∂xu) in the distribution sense, and thus u
is the local solution to (1.1)–(6.1).
From (1.1), we see that ∂tu ∈ L∞(I; Σs−2), which shows u ∈ C
(
I; Σs−2
)
. Moreover, since
(t, x) 7→ Fj
(
u(t, x), ∂xu(t, x)
) ∈ L∞(I; Σs−1) ⊂ L1(I; Σs−1), the well-posedness in Σs−1 of
the linear Schro¨dinger equations implies u ∈ C(I; Σs−1). Since u ∈ L∞(I; Σs), by the weak
compactness of the Hilbert space Σs(Rd), we see that u ∈ Cw
(
I; Σs).
What is left to show is the strong continuity of u as a Σs-valued function. Let τ > 0 and
|α| ≤ s. By (A.6), we obtain
sup
t∈[t0,t0+τ ]
3∑
j=1
∥∥∥SjΓαmjuj(t)∥∥∥2
L2
≤ lim inf
k→∞
sup
t∈[t0,t0+τ ]
3∑
j=1
∥∥∥SjΓαmjuνkj (t)∥∥∥2
L2
≤
3∑
j=1
∥∥∥SjΓαmjuj(t0)∥∥∥2
L2
+Dsτ.
Hence we get
lim sup
t→t0+0
3∑
j=1
∥∥∥SjΓαmjuj(t)∥∥∥2
L2
≤
3∑
j=1
∥∥∥SjΓαmjuj(t0)∥∥∥2
L2
,
and Lemma A.5 yields
lim
t→t0+0
‖u(t)− u(t0)‖Σs = 0. (A.15)
We fix t1 ∈ (t0, t0 + T ∗s ). We consider the problem{
Lmjvj = Fj(v, ∂xv),
vj(t1) = uj(t1).
(A.16)
(A.14) implies that ‖v(t1)‖Γ,[ d2 ]+4 < δs. Because of what we have proved so far, (A.16)
admits a solution
v ∈ C([t1, t1 + T ]; Σs−1(Rd)) ∩ Cw([t1, t1 + T ]; Σs(Rd))
for some T > 0, with
lim
t→t1+0
‖v(t)− v(t1)‖Σs = 0.
We may assume t1 + T ≤ t0 + T ∗s . In view of (A.14), we can apply Lemma A.3 to conclude
that v(t, x) = u(t, x) for (t, x) ∈ [t1, t1 + T ]× Rd. Hence, recalling (A.15), we find
lim
t→t1+0
‖u(t)− u(t1)‖Σs = 0, t1 ∈ [t0, t0 + T ∗s ). (A.17)
We fix t1 ∈ (t0, t0 + T ∗s ], and consider the problem{
L−mjwj = −Fj(w, ∂xw),
wj(−t1) = uj(t1).
(A.18)
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Note that if we put u˜j(t, x) = u(−t, x) for −t0 − T ∗s ≤ t ≤ −t0, then u˜ = (u˜j)j=1,2,3 is a
solution to (A.18). Moreover, we have
Γ−mj (t)
αu˜j(t, x) = Γmj (−t)αuj(−t, x), t ∈ [−t0 − T ∗s ,−t0].
In particular, we have Γ−mj(−t1)αwj(−t1, x) = Γmj (t1)αuj(t1, x). Now, thanks to (A.14)
again, (A.18) admits a solution
w ∈ C([−t1,−t1 + T ′]; Σs−1(Rd)) ∩ Cw([−t1,−t1 + T ′]; Σs(Rd))
for some T ′ > 0, with
lim
t→−t1+0
‖w(t)− w(−t1)‖Σs = 0.
We may assume −t1 + T ′ ≤ −t0. As we have observed, (A.14) yields
sup
t∈[−t0−T ∗s ,−t0]
 3∑
j=1
∑
|α|≤s
‖Γ−mj (t)αu˜j(t)‖2L2
1/2 < δs ≤ δ0,
and Lemma A.3 leads to w(t, x) = u˜(t, x) = u(−t, x) for (t, x) ∈ [−t1,−t1+ T ′]×Rd. Hence
we get
lim
t→t1−0
‖u(t)− u(t1)‖Σs = 0, t1 ∈ (t0, t0 + T ∗s ]. (A.19)
By (A.17) and (A.19), we obtain u ∈ C(I; Σs) as desired.
Because of (6.2), uniqueness of the solution follows from Lemma A.3.
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