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Introduzione
La determinazione di una base di potenze per un anello di numeri fissato
e` un problema di non facile soluzione e dalle diverse applicazioni. Infatti la
presenza di un elemento che generi l’anello come Z-algebra, permette prima di
tutto di scrivere gli interi del campo di numeri in maniera semplice, snellendo
in tal modo i calcoli e rendendo piu` maneggevoli certe formule, e consente ad
esempio di utilizzare l’algoritmo di Kummer per lo spezzamento dei primi.
E` impossibile elencare tutte le applicazioni ed i vantaggi che la monogenicita`
di un anello di numeri comporta, ma e` evidente che la soluzione di questo
problema e` un passo avanti notevole nella descrizione della sua struttura
algebrica. Inoltre, come risultera` chiaro durante lo svolgimento di questa
tesi, la questione della monogenicita` e` connessa con molti altri aspetti della
teoria dei numeri, ed e` per questo ancor piu` interessante.
Ho cercato di strutturare questo lavoro in modo da dare un’idea dell’evo-
luzione degli studi sulla questione, focalizzando l’attenzione su alcuni esempi
tipici ed illustrando in questo modo alcune delle principali strategie che pos-
sono essere utilizzate per raggiungere dei risultati. L’assenza di algoritmi e
criteri di validita` generale che permettano di decidere con facilita` quando un
campo e` monogenico, ci costringeranno a suddividere l’insieme dei campi di
numeri in categorie caratterizzate dal grado, dal conduttore o dal gruppo di
Galois.
Per prima cosa ho ritenuto opportuno richiamare alcuni risultati di teoria,
anche se molto spesso daro` per scontati alcuni fatti di Teoria dei Gruppi, di
Teoria di Galois e piu` in generale di algebra commutativa. Questo primo
capitolo non ha alcuna pretesa di essere completo o esaustivo, ma ha solo
lo scopo di ricordare alcuni fatti noti. Durante lo svolgimento del lavoro
richiamero`, laddove sara` necessario, cio` che qui manca o risulta poco chiaro.
Il secondo capitolo sara` invece dedicato interamente alla descrizione dei
campi ciclotomici, a cui ho voluto dare uno spazio proprio sia per la poten-
za dei risultati, sia per l’importanza che essi rivestono nello studio di altre
categorie di campi di numeri. Inoltre essi rappresentano il primo esempio
di campi monogenici, e forniscono quindi una prima risposta alla questione
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principale di questa tesi. Faro` poi vedere come sia possibile costruire, a par-
tire dai campi ciclotomici, un’altra famiglia di campi monogenici di grado
arbitrariamente alto.
Con il terzo capitolo entreremo nel vivo del problema, mostrando come
la non monogenicita` sia una proprieta` tanto diffusa quanto la sua opposta.
Lo scopo di questo capitolo e` quello di fornire una quantita` di esempi suffi-
ciente a dare un’idea della poliedricita` del problema, e a disegnare un quadro
abbastanza completo dei modi in cui questo puo` essere affrontato. Vedremo
che questi metodi si fondano spesso su proprieta` molto particolari dei campi
a cui vengono applicati, e sono pertanto difficilmente estendibili a famiglie
piu` estese.
L’ultimo capitolo e` infine dedicato ai campi cubici. Ho ritenuto opportuno
suddividere questa sezione in due parti, la prima delle quali e` dedicata ai
campi cubici abeliani ed ai lavori di Gras al riguardo, l’altra ai campi cubici
puri. E` in quest’ultima parte che sono contenuti dei piccoli risultati originali,
grazie ai quali e` stato possibile rendersi conto di come i campi monogenici
sono distribuiti all’interno di questa categoria. Il risultato finale sara` a parer
mio ancor piu` interessante grazie al raffronto tra le tabelle riportate alla fine
delle due sezioni.
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Capitolo 1
Richiami di teoria
1.1 Campi di numeri e anelli di interi
Definizione 1.1 (Campo di numeri) Si dice campo di numeri un’esten-
sione finita K del campo Q dei numeri razionali.
D’ora in poi indicheremo con n la dimensione di K come spazio vettoriale su
Q.
Definizione 1.2 (Elemento intero) Siano A ⊂ B due anelli integri, e
prendiamo β ∈ B. β si dice intero su A se esiste un polinomio monico non
nullo p(x) ∈ A[x] tale che p(β) = 0.
Sia ora K un campo di numeri, e α ∈ K. Diremo semplicemente che α e`
intero se e` intero su Z.
Il concetto di interezza di un elemento di un campo di numeri sara` centra-
le durante lo svolgimento di questa tesi. Diamo quindi alcuni criteri che
faciliteranno l’analisi del problema.
Proposizione 1.1 α ∈ C e` intero su Z se e soltanto se α e` algebrico su Q
e il suo polinomio minimo su Q ha coefficienti in Z.
Proposizione 1.2 Siano A ⊂ B due anelli integri, α ∈ B. Allora sono
equivalenti i seguenti fatti:
(i) α e` intero su A
(ii) A[α] e` un A-modulo finitamente generato
(iii) esiste un anello M che contiene A e finitamente generato come A-
modulo tale che αM ⊆M .
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Passiamo adesso a definire l’anello degli interi di un campo di numeri.
Definizione 1.3 (Estensione intera) Siano A ⊂ B due anelli integri. Al-
lora diciamo che B e` un’estensione intera di A se per ogni β ∈ B, β e` intero
su A.
Definizione 1.4 (Anello degli interi) Siano A ⊂ B due anelli integri.
Consideriamo l’insieme
C = {β ∈ B | β e` intero su A}
Allora C e` un sottanello di B ed e` detto chiusura integrale di A in B.
Dato un campo di numeri K si dice anello degli interi di K l’insieme di tutti
gli elementi di K interi su Z, e si indica con OK.
Sia infine A un dominio di integrita`, con K anello delle frazioni. Allora A
si dice integralmente chiuso se A = {α ∈ K | α e` intero su A}.
Proposizione 1.3 (Transitivita` della relazione di integrita`) Siano
A ⊂ B, B ⊂ C due estensioni intere. Allora anche A ⊂ C e` un’estensione
intera.
Definizione 1.5 (Monogenicita`) Un campo di numeri K si dice monoge-
nico se esiste θ ∈ OK tale che OK = Z[θ]
Indichiamo ora con σ1, . . . , σn le immersioni di K in C che lasciano fisso Q.
Definizione 1.6 (Norma) Siano E ed F due campi di numeri con E ⊂ F
e sia x ∈ F . Si dice norma di x da F in E e si indica con NF\E(x) il prodotto
NF\E(x) =
n∏
k=1
σk(x) (1.1)
Osservazione:
NF\E(x) ∈ E ∀x ∈ F (1.2)
Infatti NF\E(x) non e` altro che il coefficiente di grado zero del polinomio
minimo di x su E. Da qui si deduce facilmente che si ha anche
NF\E(x) ∈ OE ∀x ∈ OF (1.3)
Definizione 1.7 (Traccia) Siano E, F ed x come sopra. Si dice traccia di
x da F in E e si indica con TrF\E(x) la somma
TrF\E(x) =
n∑
k=1
σk(x) (1.4)
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Osservazione: Come nel caso della norma si dimostra che
TrF\E(x) ∈ E ∀x ∈ F (1.5)
e che
TrF\E(x) ∈ OE ∀x ∈ OF (1.6)
Diamo adesso la definizione di discriminante, e ne richiamiamo alcune pro-
prieta`. Ricordo che e` possibile definire il discriminante, cos`ı come abbiamo
fatto per traccia e norma, anche per estensioni relative, ottenendo un oggetto
che gode piu` o meno delle stesse proprieta` (vedi ad esempio il libro di Lang
[?]). Preciseremo in che senso quando sara` necessario, limitandoci ora al caso
semplice di estensioni di Q.
Definizione 1.8 (Discriminante) Sia K un campo di numeri e sia
{α1, . . . , αn} ⊂ K. Allora
disc(α1, . . . , αn) = (det(σi(αj)))
2 (1.7)
si dice discriminante della n-upla α1, . . . , αn. Se α1, . . . , αn e` una base di K
come spazio vettoriale su Q, allora disc(α1, . . . , αn) non dipende dalla base
scelta e si dice discriminante del campo di numeri.
Il discriminante di una n-upla gode di alcune importanti proprieta`, la cui
dimostrazione e` abbastanza semplice e puo` essere trovata in [?]:
1. disc(α1, . . . , αn) = det(TrK/Q(αiαj))
2. Dal punto precedente segue che disc(α1, . . . , αn) ∈ Q e che se
{α1, . . . , αn} ⊆ OK allora disc(α1, . . . , αn) ∈ Z.
3. disc(α1, . . . , αn) 6= 0⇔ α1, . . . , αn sono linearmente indipendenti
4. Se {α1, . . . , αn} e {β1, . . . , βn} sono due n-uple di K, eM e` una matrice
a coefficienti in K tale che α1...
αn
 =M(β1, . . . , βn) (1.8)
allora vale la seguente formula:
disc(α1, . . . , αn) = (detM)
2disc(β1, . . . , βn) (1.9)
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Sia ora α ∈ K. Ha senso calcolare il discriminante della n-upla
{1, α, . . . , αn−1}: questo viene chiamato semplicemente discriminante di α e
si indica disc(α). In questo particolare caso valgono i seguenti risultati:
Proposizione 1.4
disc(α) =
∏
i<j
(αi − αj)2 (1.10)
dove come al solito αi = σi(α).
Proposizione 1.5
disc(α) = ±NK/Q(µ′(α)) (1.11)
dove µ(x) e` il polinomio minimo di α su Q e dove e` da prendersi il segno +
se n ≡ 1, 0 (mod 4), il segno − altrimenti.
Sappiamo (vedi [?]), che esiste sempre una n-upla di interi α1, . . . , αn che
genera OK come Z-modulo, dove n e` la dimensione di K. Tale n-upla gene-
rera` anche K come spazio vettoriale su Q, e questo assicura che un campo
di numeri e` sempre dotato di una base di interi. Diamo quindi la seguente
definizione.
Definizione 1.9 (Discriminante di un campo di numeri) Sia K un
campo di numeri e sia OK il suo anello degli interi.
Supponiamo che {α1, . . . , αn} sia una base di OK su Z. Allora il discrimi-
nante di K si definisce nel modo seguente:
disc(OK) = disc(α1, . . . , αn) (1.12)
Osserviamo che questa e` una buona definizione: infatti se {α1, . . . , αn} e
{β1, . . . , βn} sono due basi di OK , allora la matriceM nella ?? ha coefficienti
in Z ed e` invertibile, quindi il suo determinante al quadrato e` 1.
1.2 Domini di Dedekind e Gruppo delle Clas-
si Ideali
Questa sezione sara` dedicata a richiamare alcuni fatti sui domini di Dedekind,
cioe` a quella categoria di anelli di cui fanno parte, tra gli altri, i nostri anelli
di interi. I risultati che elencheremo saranno percio` validi anche negli anelli
di cui parleremo nei prossimi capitoli. Per dimostrazioni e dettagli si rimanda
ai libri di Fro¨lich e Taylor [?], di Lang [?] e di Marcus [?].
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Definizione 1.10 (Dominio di Dedekind) Un dominio di integrita` A si
dice dominio di Dedekind se valgono le seguenti proprieta`:
(i) A e` un anello noetheriano;
(ii) La dimensione di Krull di A e` uguale a 1, cioe` ogni ideale primo non
nullo e` massimale;
(iii) A e` integralmente chiuso.
Teorema 1.1 Sia K un campo di numeri. Allora K e` il campo delle frazioni
di OK e OK e` un dominio di Dedekind.
Definizione 1.11 (Ideale frazionario) Sia D un dominio di Dedekind, K
il suo campo delle frazioni. Allora I ⊂ K si dice ideale frazionario se puo`
essere scritto nella forma I = 1
α
J , dove J e` un ideale di D e α ∈ D \ {0}.
Un ideale frazionario I viene detto principale se esiste un ideale principale
J di D ed un elemento α ∈ D \ {0} tali che I = 1
α
J .
D’ora in poi, quando ce ne sara` bisogno, chiameremo interi gli ideali di D,
per distinguerli dagli ideali frazionari. Si possono definire somma e prodotto
tra ideali frazionari a partire dalle operazioni tra ideali, e quello che si ottiene
in entrambi i casi e` ancora un ideale frazionario:
I + I ′ =
1
α
J +
1
α′
J ′ =
α′J + αJ ′
αα′
=
1
αα′
J + J ′
I · I ′ = 1
α
J · 1
α′
J ′ =
1
αα′
J · J ′
Inoltre si ha il seguente
Teorema 1.2 Sia D un dominio di Dedekind con K campo delle frazio-
ni. Allora gli ideali frazionari non zero formano un gruppo rispetto alla
moltiplicazione.
Definizione 1.12 (Gruppo delle classi ideali) Sia D come sopra. Chia-
miamo G il gruppo moltiplicativo degli ideali frazionari di D, e H il sotto-
gruppo di G formato dagli ideali frazionari principali. Allora il gruppo quo-
ziente G/H viene detto gruppo delle classi ideali di D e la sua cardinalita`
νD = |G/H| si dice numero delle classi ideali di D.
Teorema 1.3 Sia K un campo di numeri e R = OK il suo anello degli
interi. Allora νR e` finito.
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Teorema 1.4 Sia D un dominio di Dedekind, K il suo campo delle frazioni.
Allora ogni ideale intero non zero di D si fattorizza in modo unico come
prodotto di ideali primi.
Supponiamo quindi di avere due campi di numeri K ⊂ L, con [L : K] = n.
D’ora in poi chiameremo R = OK e S = OL. Sia P un ideale primo di R.
Allora PS e` un ideale di S, non necessariamente primo, ma che si fattorizza
nel modo seguente
PS = Qe11 · . . . ·Qerr (1.13)
dove i Qi sono primi distinti di S. Con queste notazioni si ha la seguente
definizione:
Definizione 1.13 Sia Q = Qi come nella ??. Allora si dice che Q sta sopra
P e si indica Q | P (Q divide P ). Inoltre ei = e(Q | P ) si dice indice di
ramificazione di Q sopra P . Si definisce infine il grado di inerzia di Q sopra
P come la dimensione f(Q | P ) di S/Q come spazio vettoriale su R/P .
Con queste notazioni si hanno i seguenti risultati:
Proposizione 1.6 (Moltiplicativita` degli indici) Siano E ⊂ F ⊂ G
campi di numeri e siano p, P,Q primi rispettivamente di OE, OF , OG tali
che P | p e Q | P . Allora Q sta sopra p e sono vere
e(Q | p) = e(Q | P )e(P | p) (1.14)
e(Q | p) = e(Q | P )e(P | p) (1.15)
Definizione 1.14 (Norma di ideali) Siano K ⊂ L due campi di numeri,
con [L : K] = n. Prendiamo I ⊂ R ideale. Allora la norma di I e` definita
nel modo seguente
‖I‖ =
∣∣∣∣RI
∣∣∣∣
Teorema 1.5 Siano K e L come sopra, I, L ideali di R, P ⊂ R ideale
primo. Allora sono veri i seguenti fatti:
(i) ‖I · J‖ = ‖I‖ · ‖J‖
(ii) ‖IS‖ = ‖I‖n
(iii) se PS = Qe11 · . . . ·Qerr allora
∑r
i=1 eifi = n.
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Enunciamo adesso un teorema di fondamentale importanza, su cui si basa
l’algoritmo di Kummer citato nell’introduzione. Nel caso di un campo mo-
nogenico, infatti, questo risultato permette di fattorizzare qualsiasi primo, e
di conoscere in tal modo tutti i suoi gradi di inerzia e di ramificazione. Ve-
dremo nel terzo capitolo che di esso e` possibile dimostrare anche una specie
di viceversa, e per questo si rimanda al libro di Narkiewicz [?].
Teorema 1.6 (Teorema di decomposizione di Kummer) Siano K ⊂
L campi di numeri, e sia α ∈ S tale che L = K(α). Poniamo m = [S : R[α]],
l’indice di R[α] come sottogruppo additivo di S. Sia P un primo di R tale che
P ∩Z = (p), con p - m, e sia g(x) il polinomio minimo di α su K. Conside-
riamo la proiezione g(x) di g(x) su R/P [x] e sia g(x) = g1(x)
e1 · . . . · gr(x)er
la sua decomposizione in fattori irriducibili. Allora PS = Qe11 · . . . ·Qerr , con
Qi = (P, gi(α)) e fi = deg(gi), dove gi si proietta su gi in R/P [x].
L’importanza di questo teorema e` dovuta principalmente al fatto che molto
spesso lo spezzamento di alcuni primi porta preziose informazioni sul campo
di numeri che stiamo studiando. A volte pero` non e` necessario conoscere
tutti gli indici di ramificazione e di inerzia, ma e` sufficiente avere alcune
informazioni parziali. E` per questo che si introduce la seguente definizione.
Definizione 1.15 Siano K, L, P , Qi come sopra. Allora P si dice ramifica-
to in L se esiste almeno un i per cui ei > 1, altrimenti si dice non ramificato
in L. P e` detto totalmente ramificato in L se r = f = 1, e = n. P si dice
inerte in L se PS e` ancora un primo di S, e quindi r = e = 1, f = n. Infine
diciamo che P si spezza completamente in L se r = n, ei = fi = 1 per ogni
i = 1, . . . , n.
Adesso che siamo in possesso di queste definizioni concludiamo con un ri-
sultato di importanza centrale, per la cui dimostrazione si rimanda come al
solito al libro di Marcus [?].
Teorema 1.7 Sia K un campo di numeri, p un primo di Z. Allora p e`
ramificato in K se e soltanto se p | disc(K).
Corollario 1.1 Sia K un campo di numeri. Allora il numero di primi di Z
ramificati in K e` finito.
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Capitolo 2
I campi ciclotomici
Introduciamo adesso uno degli oggetti piu` importanti che si incontrano du-
rante lo studio della Teoria Algebrica dei Numeri: i campi ciclotomici. Cio`
che li rende cos`ı fondamentali e` sicuramente la semplicita` della loro struttu-
ra e la potenza e la quantita` dei risultati. Una descrizione introduttiva dei
campi ciclotomici si trova in [?], da cui ho preso alcuni dei risultati che citero`
in seguito.
Diamo innanzitutto le prime definizioni.
Definizione 2.1 (radice m-esima dell’unita`) Sia ζ ∈ C. ζ e` una radice
m-esima dell’unita` se verifica
ζm = 1 (2.1)
Inoltre ζ si dice primitiva se m e` il minimo intero per cui e` verificata la ??.
Dalla definizione segue facilmente che le
ζm(k) = exp
2kpii
m = (ζm(1))
k (k,m) = 1, k < m (2.2)
sono tutte le radici m-esime primitive dell’unita`.
Inoltre il polinomio
µm(x) =
∏
(k,m)=1
k<m
(x− ζm(k)) (2.3)
e` irriducibile in Z[x] ed e` monico, quindi e` il polinomio minimo di tutte le
radici m-esime primitive dell’unita`, che quindi sono tra di loro coniugate. Dal
momento che sfrutteremo quasi sempre proprieta` che accomunano tutte le
ζm(k), chiamiamo ζm una generica radice m-esima primitiva dell’unita`, ricor-
dando che tutte le altre sono ottenibili da questa considerandone le potenze
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di esponente primo con m. Fissata quindi la nostra ζm, possiamo dare la
seguente definizione.
Definizione 2.2 (m-esimo campo ciclotomico) Si dice m-esimo campo
ciclotomico e si indica con Km il campo di numeri Q(ζm) ottenuto aggiun-
gendo a Q una radice m-esima primitiva dell’unita`.
Ogni campo ciclotomico e` quindi il campo di spezzamento della radice
dell’unita` che lo definisce, e quindi e` un’estensione normale di Q di grado
φ(m). Possiamo quindi calcolarne il gruppo di Galois. Abbiamo visto che
fissata ζm tutti i suoi coniugati sono dati dalle sue potenze di esponente primo
con k. Da qui e` facile convincersi che
Gal(Km/Q) = (Z/mZ)∗ (2.4)
Proposizione 2.1 Il discriminante di Kpn e`
±ppn−1(pn−n−1)
dove abbiamo il segno − se pn = 4 o se p ≡ 3 mod 4, il segno + altrimenti.
Proposizione 2.2
disc(Km) = (−1)φ(m)/2 m
φ(m)∏
p|m p
φ(m)/(p−1)
2.1 L’anello degli interi
I risultati descritti finora, come si e` visto, possono essere motivati con metodi
abbastanza elementari. La descrizione dell’anello degli interi di un campo
ciclotomico risulta invece abbastanza laboriosa, e sfrutta alcuni fatti generali
la cui dimostrazione puo` essere trovata in qualsiasi libro di Teoria Algebrica
dei Numeri (vedi per esempio [?]). E` comunque indiscutibile l’importanza di
tale lavoro, visto che grazie a questo arriveremo a dimostrare la monogenicita`
dell’anello degli interi esponendo una sua base di potenze.
La prima cosa che ci occorre sapere per poter dare una descrizione dell’
anello degli interi di Km e` che il discriminante del campo e` un divisore di
mφ(m).
Enunciamo per prima cosa questo risultato nella sua forma piu` chiara.
Teorema 2.1 Sia Km l’m-esimo campo ciclotomico. Allora
OKm = Z[ζm] (2.5)
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Dimostriamo prima il teorema nel caso particolare in cui m sia potenza di
un primo.
Proposizione 2.3 Sia m = pa, con p primo, K = Km, ζ = ζm. Allora
OK = Z[ζ].
Prima di passare alla dimostrazione vera e propria, ricordiamo il seguente
fatto generale:
Lemma 2.1 Sia K un campo di numeri e {α1, . . . , αn} una sua base formata
da elementi interi con disc(α1, . . . , αn) = d ∈ Z \ {0}. Allora
OK ⊆ 1
d
(Zα1 + . . .+ Zαn) (2.6)
Dim: vedi Marcus [?].
Dimostrazione della proposizione: Osserviamo innanzitutto che sono
vere le due affermazioni seguenti:
Z[ζ] ⊆ OK (2.7)
e
Z[ζ] = Z[1− ζ] (2.8)
Quindi basta dimostrare che
OK ⊆ Z[1− ζ] (2.9)
Sia n = φ(pa) = (p−1)pa−1. Allora una base di Z[1−ζ] e` data da 1, ζ, . . . , ζn−1
e quindi grazie alla proposizione ?? si ha
disc(Z[1− ζ]) = disc(1, ζ, . . . , ζn−1) = ±NK/Q(µ′(ζ)) (2.10)
dove µ(x) e` il polinomio minimo di ζ su Q, e quindi
µ(x) =
xp
a − 1
xpa−1
= x(p−1)p
a−1
+ x(p−2)p
a−1
+ . . .+ xp
a−1
+ 1 (2.11)
che puo` anche essere scritta
xp
a − 1 = µ(x)(xpa−1 − 1) (2.12)
Derivando e calcolando in ζ si ottiene
paζp
a−1 = paζ−1 = µ′(ζ)(ζp
a−1 − 1)
⇓
pa = ζ(ζp
a−1 − 1)µ′(ζ)
(2.13)
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Calcoliamo la norma ad entrambi i membri:
pna = NK/Q(pa) = NK/Q(ζ(ζpa−1 − 1))NK/Q(µ′(ζ)) (2.14)
e poiche´ ζ e ζp
a−1 − 1 ∈ OK , si puo` scrivere
NK/Q(µ′(ζ)) · h = pna (2.15)
dove h ∈ Z. Ricordando che p e` primo, per la ?? NK/Q(µ′(ζ)) deve essere
una potenza di p, cioe`
NK/Q(µ′(ζ)) = pc (2.16)
Quindi per il lemma ??
OK ⊆ 1
pc
Z[ζ] = Z[ζ] (2.17)
Supponiamo per assurdo che sia Z[1− ζ] ( OK . Allora esiste
m0 +m1(1− ζ) + . . .+mn−1(1− ζ)n−1
pc
∈ OK \ Z[1− ζ] (2.18)
dove gli m1 non possono essere tutti multipli di p
c. Quindi moltiplicando per
un intero opportuno, posso supporre che la massima potenza di m che divide
gli mi sia proprio p
c−1. Esiste quindi
α˜ =
m˜0 + m˜1(1− ζ) + . . .+ m˜n−1(1− ζ)n−1
p
∈ OK \ Z[1− ζ] (2.19)
dove p - (m˜0, . . . , m˜n−1). Per alleggerire le notazioni indicheremo d’ora in poi
m˜i = mi ∀i. Adesso, sottraendo opportuni elementi di OK otteniamo
α =
mj(1− ζ)j + . . .+mn−1(1− ζ)n−1
p
∈ OK \ Z[1− ζ] con p - mj (2.20)
Visto che ∏
1 ≤ k ≤ m
(p, k) = 1
(1− ζk) = p (2.21)
e
(1− ζ) | (1− ζk) in Z[ζ] ∀k (2.22)
otteniamo
p
(1− ζ)n ∈ Z[ζ]⇒
p
(1− ζ)i ∈ Z[ζ] (2.23)
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Ma α ∈ OK , quindi
α
p
(1− ζ)i =
mj
(1− ζ) +mj+1 + . . .+mn−1(1− ζ)
n−j−1 ∈ OK (2.24)
Da qui segue che
mj
(1−ζ) e` intero e dunque
mj = γ(1− ζ) con γ ∈ OK
⇓
NK/Q(mj) = mnj = NK/Q(γ)NK/Q(1− ζ) = NK/Q(γ)p
(2.25)
cioe` p | mj, contro l’ipotesi.
¤
Abbiamo quindi provato il teorema in un caso particolare. Il passaggio al
caso generale e` abbastanza diretto nel momento in cui abbiamo la seguente
Proposizione 2.4 Siano K e L due campi di numeri, con [K : Q] =
m, [L : Q] = n, e supponiamo che [KL : Q] = mn. Poniamo d =
(disc(OK), disc(OL)). Allora
OKL ⊆ 1
d
OKOL (2.26)
Dim: vedi Marcus [?].
Dimostrazione del teorema: Fattorizziamo m:
m = pa11 · . . . · parr (2.27)
Allora
Km = Kpa11 Km
′ ,m′ = pa22 · . . . · parr (2.28)
Sappiamo dal calcolo del discriminante che allora Kpa11 e Km
′ hanno discri-
minanti primi tra loro, e quindi per le proposizioni ?? e ?? si ha
OKm ⊆ Z[ζpa11 ]OK′m (2.29)
Iterando il procedimento si arriva a
OKm ⊆ Z[ζpa11 ] · . . . · Z[ζparr ] = Z[ζm] (2.30)
Ma chiaramente si ha anche
Z[ζm] ⊆ OKm (2.31)
Questo completa la dimostrazione.
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¤Abbiamo cos`ı dimostrato che per l’anello degli interi di un campo ciclo-
tomico esiste sempre una base di potenze, e che questa e` data proprio dal
generatore del campo. A questo punto e` lecito chiedersi se ci sono altri interi
del campo che danno origine ad una base di potenze. La risposta e` banal-
mente s`ı, perche´ come gia` e` stato osservato nel primo capitolo, ogni elemento
equivalente ad un generatore e` anch’esso un generatore. La domanda diventa
interessante se andiamo in cerca di generatori non equivalenti a quello che
conosciamo gia`. Riguardo a questo problema troviamo dei risultati molto
precisi in [?] e [?], in cui si descrivono tutte le basi di potenze degli interi
di campi ciclotomici Kn, con n primo o potenza di 2. Vediamo nel dettaglio
cosa e` possibile dire.
Cominciamo dal primo 2.
Teorema 2.2 Sia m = 2a e sia K = Km. Allora Z[α] = OK se e solo se
α = n± ζ im, per certi n, i ∈ Z, con i dispari.
Questo teorema, oltre a fare luce sulla struttura degli interi di certi campi
ciclotomici, fornisce anche una famiglia di campi di grado arbitrariamente
alto per i quali si conoscono tutte le basi di potenze dell’anello degli interi.
La dimostrazione di questo fatto e` presente in [?] per a > 2, visto che per
a = 2 il campo che si ottiene e` quadratico, e quindi gia` ampiamente studiato.
Sia ora p un primo dispari. Bremner [?] aveva congetturato che per
K = Kp le uniche (a meno di equivalenza) basi di potenze fossero date da
ζp,
1
1+ζp
e dai loro coniugati. E` vero sempre che tali elementi rappresentano
dei generatori dell’anello degli interi, quello che non sappiamo e` se sono gli
unici. In [?] Robertson dimostra un criterio per verificare la congettura di
Bremner per p primo dispari regolare1, e lo sfrutta per dimostrarla per ogni
primo dispari minore di 23 e diverso da 17.
2.2 Il sottocampo reale
Vogliamo adesso considerare di un campo ciclotomico il piu` grande sotto-
campo reale. Esso si indica generalmente con Q+(ζm) o, piu` semplicemente,
K+m. Ci domandiamo qual e` la struttura di questo campo di numeri, qual
e` la sua dimensione, quali elementi lo generano sopra Q, com’e` fatto il suo
anello degli interi.
1Un primo p si dice regolare quando non divide il numero delle classi ideali di Kp.
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Per qual che riguarda la dimensione Q, basta osservare che K+m e` il campo
fissato dal coniugio, quindi [Km : K
+
m] = 2, cioe`
[K+m : Q] =
φ(m)
2
(2.32)
Vediamo adesso se e` possibile determinare con esattezza quali sono gli
elementi di K+m. Vogliamo mostrare che
K+m = Q(ζm + ζ−1m ) (2.33)
E` ovvio che Q(ζm + ζ−1m ) ⊆ K+m. Sia quindi γ = a0 + a1ζ + . . . + am−1ζm−1
un elemento di Km, dove ho posto ζ = ζm. Allora γ e` reale se e soltanto se
e` uguale al suo coniugato, cioe`
a0 + a1ζ + . . .+ am−1ζm−1 = a0 + a1ζ + . . .+ am−1ζ
m−1
=
= a0 + a1ζ
m−1 + . . .+ am−1ζ
(2.34)
Da qui si deduce che deve essere verificata la condizione ai = am−i, per ogni
i ≥ 1, i primo con m. Quindi γ deve essere della forma
γ = a0 + a1(ζ + ζ
−1) + . . .+ aj(ζj + ζj) (2.35)
dove j = [m+1
2
]. A questo punto basta mostrare che ζ i + ζ−i ∈ Q(ζ + ζ−1)
per ogni i ≥ 1. Ma per questo basta tener presente la formula
(ζ + ζ−1)i =

i
2
−1∑
k=0
(
i
k
)
(ζ i−2k + ζ2k−i) +
(
i
i/2
)
se i e` pari
i+1
2∑
k=0
(
i
k
)
(ζ i−2k + ζ2k−i) se i e` dispari
(2.36)
Passiamo adesso all’anello degli interi. Osserviamo innanzitutto che ζm+
ζ−1m e` un intero di K
+
m, quindi Z[ζm + ζ−1m ] ⊆ OK+m . Adesso vorremmo, come
gia` e` stato fatto per i campi ciclotomici, dimostrare l’altra inclusione, in
modo da ottenere una caratterizzazione precisa dell’anello degli interi. Una
dimostrazione di questo fatto si trova in [?] e in [?].
Teorema 2.3
OK+m = Z[ζm + ζ−1m ] (2.37)
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Dim [?]: Sia ζ = ζm. Sia γ = a0 + a1(ζ + ζ
−1) + . . . + aN(ζ + ζ−1)N
un elemento di K+m, con N ≤ 12φ(m) − 1. Supponiamo che sia un intero.
Vogliamo dimostrare che allora ai ∈ Z ∀i. Supponiamo per assurdo che non
sia cos`ı. Allora, a meno di sottrarre un intero di K+m, possiamo supporre
aN /∈ Z. Moltiplicando per ζN e usando il teorema ??, ottengo
ζNγ = aN + . . .+ aNζ2N ∈ OKm = Z[ζ] (2.38)
Ma 2N ≤ φ(m)−2 ≤ φ(m)−1, quindi {1, ζ, . . . , ζ2N} e` un sottoinsieme di una
Z-base dell’anello Z[ζ]. Quindi aN ∈ Z, e questo completa la dimostrazione.
¤
2.3 Il conduttore di un’estensione abeliana
Concludiamo questo capitolo definendo un oggetto che risultera` fondamentale
per gli studi che faremo in seguito. Il concetto di conduttore di un’estensione
abeliana ci permettera` infatti di classificare i campi cubici ciclici, e di dimo-
strare risultati importanti sul problema della ricerca di basi di potenze per
anelli di interi. Per dare un senso a questa definizione, e` pero` indispensabile
parlare prima di un risultato dovuto a Kronecker, il quale lo enuncio` per la
prima volta nel 1853, ed a Weber, che dette un contributo fondamentale alla
dimostrazione.
Teorema 2.4 (Teorema di Kronecker-Weber) Sia K/Q un’estensione
abeliana finita. Allora K ⊆ Km per qualche m.
Chiediamoci adesso se e` possibile trovare il minimo m per cui K ⊆ Km.
Supponiamo cioe` che esistano m e m′ tali che K ⊆ Km e K ⊆ Km′ . Allora
K ⊆ Km ∩ Km′ = Kd, dove d = (m,m′), e quindi ho trovato un campo
ciclotomico che contiene K e contenuto nei due iniziali. Si puo` quindi dare
la seguente
Definizione 2.3 (Conduttore di un’estensione abeliana) Sia Q ⊂ K
un’estensione abeliana finita e sia d il piu` piccolo tra gli interi m per cui
K ⊆ Km. Allora d e` detto conduttore di K e si indica con f(K).
Vediamo adesso come sono legati fra loro il conduttore ed il discriminante
di un campo di numeri K. Supponiamo di avere p primo di Z che divide
d = disc(K). Allora p e` ramificato in K, e quindi e` ramificato anche in
Kf , con f = f(K), per moltiplicativita` degli indici di ramificazione. Quindi
p divide il discriminante di Kf , cioe` divide f . In altre parole ogni primo
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che divide d divide anche f . Nel caso in cui d sia libero da quadrati questo
basta per concludere che il discriminante del campo deve dividere il condut-
tore. Piu` in generale esiste una formula, conosciuta con il nome di formula
conduttore-discriminante, che lega il discriminante di un campo di numeri
con il conduttore dei caratteri del campo, da cui e` possibile dedurre il lega-
me che cercavamo. Ai fini di questa tesi quello che abbiamo detto fin qui e`
sufficiente, quindi non scendero` nei dettagli, per i quali si rimanda al libro di
Narkiewicz [?].
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Capitolo 3
Monogenicita` di campi di
numeri
In questo capitolo prenderemo in esame il problema principale di questa tesi,
ci chiediamo cioe` quando un campo di numeri e` monogenico e, se s`ı, qual e` o
quali sono i generatori del suo anello degli interi. Cominceremo innanzitutto
col dare una stima del numero minimo di generatori necessari, utilizzando
un risultato dovuto a Pleasants [?]. Poi, nella seconda parte, forniremo un
esempio di campo non monogenico, e coglieremo cos`ı l’occasione per illustra-
re un possibile modo di affrontare il problema. Infine, nella terza ed ultima
sezione di questo capitolo, faremo una lista di casi gia` piu` o meno ampia-
mente studiati, cercando ogni volta di dare un’idea della strategia seguita per
arrivare al risultato. Alla fine scopriremo che la domanda che ci siamo posti
ha una risposta tutt’altro che banale, e si trasforma pertanto in un problema
interessante.
3.1 Una stima del numero di generatori
Come gia` annunciato all’inizio del capitolo, ci chiediamo per prima cosa qual
e` il minimo numero di elementi necessario per generare l’anello degli interi
di un campo di numeri come Z-algebra. In altre parole si vuole sapere qual
e` il minimo m per cui esistono θ1, . . . , θm ∈ OK tali che OK = Z[θ1, . . . , θm].
Grazie a [?] sappiamo che, se n e` la dimensione di K come spazio vettoriale
su Q, allora il minimo numero di elementi necessari per generare OK e` minore
di 3
2
+ logn
log 2
. Il risultato puo` dirsi ottimale perche´ nel caso in cui il primo 2
si spezzi completamente in K, il numero minimo di generatori necessario e`
proprio [1 + logn
log 2
]. In realta` il lavoro di Pleasants ci dice di piu`, poiche´ rag-
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giunge un risultato analogo valido su tutte le estensioni di campi di numeri,
della forma Q ⊂ K ⊂ L.
Sia quindiK ⊂ L un’estensione finita di campi di numeri, con [L : K] = n.
Sia P un primo di K, e siano fi i suoi gradi di inerzia. Chiamiamo λi il
numero di primi sopra P che hanno fi come grado di inerzia. Sia poi pi(Fq, f)
il numero di polinomi monici irriducibili di grado f su Fq. Poniamo inoltre
ν(q, f,m) uguale al numero di m-uple non coniugate di Fqf che generano Fqf
su Fq. Si ha allora che
ν(q, f,m) =
1
f
∑
d|f
q
fm
d µ(d) = ν(qm, f, 1) = pi(Fqm , f) (3.1)
da cui si deduce la seguente disuguaglianza:
qf−1(q − 1)
f
≤ pi(Fq, f) ≤ q
f
f
(3.2)
in cui la prima disuguaglianza e` un’uguaglianza se e solo se f = 2, mentre la
seconda lo e` se e solo se f = 1.
DefiniamomP come il minimo interom per cui si ha pi(F‖Pm‖, fi) ≥ λi ∀i,
dove ‖ · ‖ e` la norma di ideali. La ?? ci porta allora alla seguente stima:
0 ≤ mP −max
i
(
log λifi
fi log ‖P‖
)
<
3
2
(3.3)
Infatti supponiamo di avere m tale che pi(F‖Pm‖, fi) ≥ λi ∀i. Allora per la
?? deve essere anche
‖P‖mfi
fi
≥ λi ∀i⇒ ‖P‖mfi ≥ λifi ∀i⇒ m ≥ log λifi
fi log ‖P‖ ∀i (3.4)
da cui, prendendo il minimo a sinistra e il massimo a destra, si ottiene la
prima disuaglianza della ??. Per dimostrare la seconda parte della ??, con-
sideriamo il numero mP − 1. Per definizione di mP , deve esistere almeno
un j tale che pi(F‖PmP−1‖, fj) < λj. Per semplicita` poniamo m = mP e
q = ‖Pm−1‖ = ‖P‖m−1. Allora, sempre usando la ??, abbiamo che
λj − q
fj−1(q − 1)
fj
> 0⇒ max
i
[
λi − q
f−1(q − 1)
fi
]
> 0 (3.5)
da cui si ottiene
λjfj > q
fj−1(q − 1) ≥ 1
2
qfj = ‖P‖
mfj
2‖P‖fj
⇓
log(λjfj) > mfj log ‖P‖ − log 2‖P‖fj
⇓
m− log(λjfj)
fj log ‖P‖ <
log 2‖P‖fj
fj log ‖P‖ = 1 +
log 2
fj log ‖P‖
(3.6)
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e quindi
mP −max
i
log(λifi)
fi log ‖P‖ < 1 + maxi
log 2
fi log ‖P‖ (3.7)
Nel caso in cui fi > 1 per almeno un i o ‖P‖ > 3 questa porta direttamente
alla seconda parte della ??. Dobbiamo quindi prestare attenzione ai casi
fi = 1 per ogni i e ‖P‖ = 2 o 3. Ma dalla ?? sappiamo che pi(Fq, 1) = q,
quindi ripetendo il ragionamento fatto sopra abbiamo che esiste j tale che
‖P‖mP−1 < λj, da cui si ottiene
maxi λi > ‖P‖mP−1
⇓
mP − 1 < log(maxi λi)log ‖P‖
⇓
mP −maxi log λilog ‖P‖ < 1 < 32
(3.8)
e questo dimostra la ??. A questo punto basta tener presente il seguente
teorema:
Teorema 3.1 Il minimo numero di elementi di OF che generano OF come
OE-algebra e` pari al massimo valore di mP , per primi P di K, eccetto il caso
in cui questo massimo sia 1, per cui possono essere necessari due generatori.
Infatti siaK un campo di numeri. Vogliamo dimostrare che il minimo numero
k di elementi di K necessario per generare OK come Z-algebra e` piu` piccolo
di 3
2
+ logn
log 2
. Dalla ?? e per il teorema dobbiamo avere
k <
3
2
+ max
i
log λifi
fi log ‖P‖ ≤
3
2
+
log 2
log n
(3.9)
perche´ λifi ≤ n per ogni i. E questo porta alla stima richiesta.
Come gia` anticipato all’inizio, questa e` una stima ottimale, perche´ se il
primo 2 si spezza completamente in K, allora il minimo numero k di gene-
ratori e` proprio il piu` grande intero minore di 1 + logn
log 2
. Vediamo perche´. Se
2 si spezza completamente, allora fi = 1 e λifi = n per ogni i. Quindi
max
i
log λifi
fi log ‖P‖ =
log n
log 2
(3.10)
Inoltre abbiamo visto che se fi = 1 ∀i allora si ha
log n
log 2
≤ k < max
i
log λi
log ‖P‖ + 1 = 1 +
log n
log 2
(3.11)
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Quindi se logn
log 2
e` intero, cioe` n e` una potenza di 2, allora questa stima dice
che k = logn
log 2
che e` il piu` grande intero minore di 1 + logn
log 2
. Se invece n non e`
una potenza di 2, la stima si traduce in
log n
log 2
< k < 1 +
log n
log 2
⇒ k =
[
1 +
log n
log 2
]
(3.12)
e questo completa la dimostrazione.
3.2 Campi non monogenici
Nel secondo capitolo abbiamo descritto alcune proprieta` dei campi cicloto-
mici, ed abbiamo scoperto in tal modo una famiglia di campi monogenici.
Come si e` visto la dimostrazione di tali fatti, se pur laboriosa, non richie-
de particolari conoscenze. Ci chiediamo adesso se altrettanto facilmente e`
possibile costruire campi che non godono di tale proprieta`, cioe` campi il cui
anello degli interi non possiede una base di potenze. Uno dei primi esempi fu
scoperto e illustrato da Dedekind nel 1878 ([?], [?]), ed e` per questo comu-
nemente conosciuto come Esempio di Dedekind. L’importanza di tale lavoro
risiede non solo nel fatto che nega l’esistenza di una base di potenze per ogni
anello di interi, ma anche e soprattutto nel fatto che fornisce un metodo ge-
nerale per verificare la monogenicita` di un campo di numeri. Analizzeremo
quindi tale strategia cercando di evidenziare la sua validita` generale, ed infine
mostreremo come questa si applica in un caso particolare. Cominciamo con
una definizione.
Definizione 3.1 (Indice di un elemento) Sia K un campo di numeri di
grado n e prendiamo x ∈ OK che genera K. Allora l’indice in OK dello
Z-modulo generato da 1, x, . . . , xn−1 si dice indice di x in OK, o anche, piu`
semplicemente, indice di x in K.
E` chiaro gia` dalla definizione che un intero di K e` un generatore dell’anello
degli interi se e solo se il suo indice e` uguale a 1. Questa semplice osservazione,
insieme alla seguente proposizione, dimostrano che un campoK e` monogenico
se e solo se esiste un intero x ∈ O)K tale che discK/Q(x) = disc(K).
Proposizione 3.1 Sia K un campo di numeri di grado n. Se a1, . . . , an
sono linearmente indipendenti, allora
discK/Q(a1, . . . , an) = m2disc(K) (3.13)
dove m e` l’indice in OK dello Z-modulo M generato dagli ai.
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Supponiamo adesso di avere K campo di numeri, e consideriamo il massimo
comune divisore del discriminante dei suoi elementi. Se questo e` diverso da
1, allora per la proposizione ?? anche il massimo comune divisore dell’indice
degli elementi di K e` maggiore di 1, e quindi non esiste in K un elemento che
genera OK . Applichiamo ora questo ragionamento teorico al nostro campo
di numeri.
Consideriamo il polinomio irriducibile in Q[x]
p(x) = x3 − x2 − 2x− 8 (3.14)
Sia a una radice di p(x), e poniamo K = Q(a), b = a2+a
2
. b e` una radice del
polinomio q(x) = x3 − 3x2 − 10x − 8, quindi b ∈ OK . Sfruttando la ?? e la
proposizione ??, con un semplice calcolo si trova disc(1, a, b) = 1
4
disc(1, a, a2)
e disc(1, a, a2) = −1012, e quindi
disc(1, a, b) = −503 (3.15)
Ma 503 6= 0, quindi {1, a, b} e` una terna linearmente indipendente. Allora
per la proposizione ?? deve essere −503 = m2disc(K), e poiche´ 503 e` primo
e disc(K) 6= 1 (infatti disc(K) = 1 se e solo se K = Q), si ha
disc(K) = −503 e m = ±1 (3.16)
da cui segue che {1, a, b} e` una base intera di K. Proviamo adesso che per
ogni x ∈ K si ha 2 | disc(x), da cui si conclude grazie al ragionamento
illustrato sopra. Possiamo scrivere x = A + Bx + Cb con A,B,C ∈ Z.
Abbiamo b2 = 6 + 2a+ 3b, a2 = 2b− a, ab = 2b+ 4, e quindi
x2 = (A2+6C2+8BC)+ a(2C2−B2+2AB)+ b(2B2+3C2+2AC +4BC)
(3.17)
Adesso siamo in grado di calcolare il discriminante
disc(x) = −503
det
 1 0 0A B C
A2+6C2+8BC 2C2−B2+2AB 2B2+3C2+2AC+4BC
2
(3.18)
da cui si trova che disc(x) ≡ −503(BC)2(3C +B)2 (mod 2), e quindi e` pari.
Abbiamo cos`ı costruito un campo di numeri non monogenico facendo ve-
dere, con calcoli brutali, che ogni elemento ha discriminante pari e pertanto
non puo` generare l’anello dei numeri. Vediamo come questo si concilia con
il risultato di Pleasants descritto nella precedente sezione, e per questo ri-
chiamiamo alcuni fatti una cui descrizione dettagliata puo` essere trovata nel
libro di Narkiewicz ([?]).
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Sappiamo dal teorema di decomposizione di Kummer che e` possibile co-
noscere lo spezzamento di un primo p a partire dalla decomposizione in Fp del
polinomio minimo di un certo elemento α ∈ K quando p non divida l’indice
di α in OK . E` possibile dimostrare anche una sorta di viceversa, dove i(K),
l’indice del campo, e` il massimo comune divisore dell’indice degli elementi di
K.
Teorema 3.2 Sia p un primo di Z e sia
pOK = P e11 · . . . · P ett
la fattorizzazione in ideali primi di K. Inoltre, sia fi = fK/Q(Pi). Allora
p - i(K) se e solo se esistono distinti polinomi V1, . . . , Vt ∈ Fp[x] irriducibili
e di grado rispettivamente f1, . . . , ft.
Questi due risultati, insieme al fatto che x e x+ 1 sono gli unici polinomi di
primo grado a coefficienti in F2, giustificano il seguente teorema.
Teorema 3.3 Sia [K : Q] ≥ 3. Allora 2 | i(K) se e solo se il primo 2 si
spezza completamente in K.
Torniamo ora al nostro esempio. Sappiamo che ogni elemento ha discrimi-
nante pari, quindi 2 | K, che equivale a dire che il primo 2 si spezza completa-
mente. Allora, per quanto detto nella precedente sezione, il minimo numero
di elementi necessario per generare l’anello degli interi e` 2 = [1 + log 3
log 2
], che e`
in accordo con la non monogenicita` del campo.
3.3 Alcuni risultati sulla monogenicita`
Passiamo adesso ad elencare e descrivere alcuni casi in cui il problema della
determinazione della monogenicita` e` completamente risolto, o perlomeno puo`
essere ridotto a questioni piu` semplici. La letteratura al riguardo e` piuttosto
ampia, e per questo rimandiamo ai lavori [?], [?], [?], [?], [?], [?], [?], [?], [?]
citati in bibliografia.
3.3.1 Campi quadratici
Chiamiamo campi quadratici tutte le estensioni di Q di grado 2. Si puo` fa-
cilmente dimostrare che ogni campo quadratico e` della forma Q(
√
m), con
m intero libero da quadrati, e quindi e` completamente determinato da m.
Infatti se K = Q(α) e` di grado 2, allora K = Q(
√
∆), dove ∆ e` il discrimi-
nante del polinomio minimo di α. Siamo interessati a studiare la struttura
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dell’anello degli interi: vedremo che ogni campo di questo tipo e` monogenico,
e mostreremo una base di potenze per ognuno di essi. In realta` questo risul-
tato non deve stupirci: infatti per Pleasants il minimo numero di generatori
non deve superare 2 = [1+ log 2
log 2
]. Piu` precisamente dimostreremo il seguente:
Teorema 3.4 Sia K = Q(
√
m) un campo quadratico qualunque, e poniamo
ω =
√
m.
• Se m ≡ 2, 3 (mod 4), allora OK = Z[ω]
• Se m ≡ 1 (mod 4), allora OK = Z[1+ω2 ]
Inoltre tali basi di potenze sono le uniche possibili.
dim: Sia x = a + bω, con a, b ∈ Q, un elemento qualunque di K. Vogliamo
trovare condizioni su a e b che esprimano l’appartenenza di x all’anello degli
interi. Ricordiamoci che x ∈ OK se e soltanto se il suo polinomio minimo su
Q ha coefficienti in Z. E stavolta calcolare i coefficienti del polinomio minimo
e` particolarmente facile, visto che coincidono con la traccia e la norma di x:
Tr(x) = 2a e N (x) = a2 − b2m. Quindi
x ∈ OK ⇔ 2a ∈ Z e a2 − b2m ∈ Z (3.19)
Allora se x e` intero, posso scrivere{
a = r
2
, r ∈ Z
b = p
q
con (p, q) = 1 e r
2
4
− p2
q2
m ∈ Z (3.20)
da cui si ottiene q2 | 4m cioe` q = 2 perche´ m e` libero da quadrati. Quindi
posso scrivere
x =
r
2
+
p
2
ω (3.21)
Adesso usando la seconda delle ?? si ottiene
r2
4
− p
2m
4
∈ Z⇒ r2 − p2m ≡ 0 (mod 4) (3.22)
Consideriamo adesso separatamente i casi m congruo a 1,2,3 modulo 4.
• m ≡ 1 (mod 4)
In questo caso la ?? diventa r2 − p2 ≡ 0 (mod 4), cioe` r e p hanno la
stessa parita`. Quindi
x =
r − p
2
+ p
(
1 + ω
2
)
∈ Z
[
1 + ω
2
]
(3.23)
e questo mostra che OK ⊆ Z[1+ω2 ]. Del resto 1+ω2 e` intero perche´
soddisfa il polinomio x2−x+ 1−m
4
, e questo completa la dimostrazione
del secondo punto del teorema.
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• m ≡ 2 (mod 4)
Riscriviamo la ??: r2 ≡ 2p2 (mod 4). Da qui si deduce che r2 e` pari,
quindi 2p2 ≡ 0 (mod 4), cioe` r e p sono pari. Per concludere basta
ricordare che ω e` intero.
• m ≡ 3 (mod 4)
Usiamo ancora una volta la ??: r2 − 3p2 ≡ 0 (mod 4) ⇒ r2 ≡ −p2
(mod 4) cioe` r e p hanno la stessa parita`. Questo pero` non ci permette
di concludere come nel primo caso perche´ 1+ω
2
non e` intero. Quindi
scriviamo
x = r−p
2
+ p
(
1+ω
2
)⇒ p (1+ω
2
)
= x− r−p
2
∈ OK
⇓
Tr
(
1+ω
2
)
=
(
1−m
4
)
p2 ∈ Z
(3.24)
Ma 4 - (1 −m), quindi 2 | p2, cioe` r e p sono pari, e si conclude come
nel caso m ≡ 2 (mod 4).
L’unicita` della base segue direttamente dall’enunciato del teorema ??.
¤
Per concludere questa parte, calcoleremo il discriminante e il conduttore
di un campo quadratico, ottenendo dei risultati che ci saranno utili nella
prossima sezione.
Cominciamo dal discriminante.
Proposizione 3.2 (Discriminante di un campo quadratico) Sia K =
Q(
√
m), con m libero da quadrati. Allora
• disc(K) = 4m se m ≡ 2, 3 (mod 4)
• disc(K) = m se m ≡ 1 (mod 4)
Dim: La dimostrazione di questa proposizione consiste in un calcolo molto
semplice. Cominciamo dal caso m ≡ 2, 3 (mod 4). Sappiamo dal teorema
appena dimostrato che allora OK = Z[ω], dove ω =
√
m. Quindi
disc(K) =
(
det
(
1 ω
1 −ω
))2
= (−2ω)2 = 4m (3.25)
Se invece m ≡ 1 (mod 4), una Z-base di OK e` data da {1, 1+ω2 }, quindi posso
scrivere
disc(K) =
(
det
(
1 1+ω
2
1 1−ω
2
))2
= (−ω)2 = m (3.26)
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¤Adesso che conosciamo il discriminante, determinare il conduttore di un cam-
po quadratico diventa molto piu` semplice alla luce delle considerazioni fatte
alla fine del secondo capitolo. Infatti, poiche´ m e` libero da quadrati, si ha
che certamente m deve dividere il conduttore di Q(
√
m). Per poter calcolare
esattamente il conduttore e` pero` necessario il seguente lemma
Lemma 3.1 Sia p un primo dispari. Allora Kp contiene
√
p se p ≡ 1
(mod 4), e
√−p se p ≡ −1 (mod 4).
Possiamo adesso enunciare e dimostrare il seguente
Teorema 3.5 (Conduttore di un campo quadratico) Sia K = Q(
√
m),
con m libero da quadrati. Allora disc(K) = f(K).
Dim: Supponiamo intanto che sia m = ±2. Allora
Q(
√
2) ⊂ K8 = K4m
Q(
√−2) ⊂ K8 = K4m (3.27)
Ma in questo caso il conduttore deve essere divisibile per 2, quindi e` uguale
a 2, 4 o 8. Allora chiaramente f(K) = 8 perche´ K2 = Q e K4 = Q(i), che
non contiene
√±2. Inoltre per m = −1 si ha
Q(
√−1) = Q(i) = K4 (3.28)
e quindi 4 e` banalmente il conduttore di Q(i). Sia ora m = ±2²p1 · . . . ·pr, con
² ∈ {0, 1}. A meno di riordinare gli indici, posso supporre p1, . . . , pk ≡ −1
(mod 4) e pk+1, . . . , pr ≡ 1 (mod 4). Supponiamo prima di tutto di avere
² = 0 e m > 0. Consideriamo quindi i diversi casi:
• pi ≡ −1 (mod 4) un numero pari di volte. Allora si ha m ≡ 1 (mod 4)
e quindi disc(Q(
√
m)) = m. Inoltre possiamo scrivere
Q(
√
m) ⊆ Q(√−p1) · . . . ·Q(√−pk) ·Q(√pk+1) · . . . ·Q(√pr) ⊆
⊆ Kp1 · . . . ·Kpr = Km
(3.29)
e quindi f(Q(
√
m)) divide m. Del resto si ha anche m | f(Q(√m)),
cioe` m = f(Q(
√
m)) = disc(Q(
√
m))
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• pi ≡ −1 (mod 4) un numero dispari di volte. Allora m ≡ −1 (mod 4)
e quindi disc(Q(
√
m)) = 4m. Ancora una volta scriviamo
Q(
√
m) ⊆ Q(i) ·Q(√−p1) · . . . ·Q(√−pk) ·Q(√pk+1) · . . . ·Q(√pr) ⊆
⊆ K4 ·Kp1 · . . . ·Kpr = K4m
(3.30)
e quindi 2m | f(Q(√m)) | 4m perche` m non e` divisibile per 2. Quindi
il conduttore di K e` 2m oppure 4m. Ma se 2 - m allora Km ⊆ K2m e i
due campi hanno lo stesso grado, quindi sono uguali. Da qui si deduce
che il conduttore non puo` essere 2m, e ci puo` concludere f(K) = 4m =
disc(K).
Sia ora m < 0, e ancora ² = 0. Allora basta invertire i casi k pari e k dispari
per ottenere il risultato voluto. Supponiamo adesso ² = 1, cioe` m ≡ 2
(mod 4). Allora disc(Q(
√
m)) = 4m. Suddividendo come sopra i due casi
abbiamo
k pari ⇒ Q(√m) ⊆ Q(√2) ·Q(√−p1) · . . . ·Q(√−pk)·
·Q(√pk+1) · . . . ·Q(√pr) ⊆ K8 ·Kp1 · . . . ·Kpr = K4m
(3.31)
e
k dispari ⇒ Q(√m) ⊆ Q(√−2) ·Q(√−p1) · . . . ·Q(√−pk)·
·Q(√pk+1) · . . . ·Q(√pr) ⊆ K8 ·Kp1 · . . . ·Kpr = K4m
(3.32)
e quindi in ogni caso m | f(Q(√m)) | 4m, cioe` f(K) = m, 2m, o 4m. Con
un ragionamento analogo a quello fatto sopra, si puo` escludere il caso f = m,
perche´ Km = Km/2. Ma allora K2m = K4m/2 = Q(i)Km/2 = Q(i)Km. Quindi
se
√±2 non e` contenuta in Km, allora non sta nemmeno in K2m, e questo
completa la dimostrazione.
¤
Ricordo che la dimostrazione di questo fatto puo` essere snellita notevolmente
con l’uso della formula conduttore-discriminante di un campo di numeri, per
la quale si rimanda al libro di Washington [?].
3.3.2 Estensioni composte
In questa sezione ci chiediamo cosa sappiamo dire sulla monogenicita` di un
campo ottenuto dalla composizione di due campi di numeri noti. La pro-
posizione ?? ci dice gia` qualcosa in merito, e come semplice conseguenza di
questa abbiamo il seguente:
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Corollario 3.1 Siano K, L due campi di numeri con [K : Q] = n, [L : Q] =
m, [KL : Q] = mn, e supponiamo che sia (disc(K), disc(L)) = 1. Allora
OKL = OKOL
Nel capitolo sui campi ciclotomici abbiamo gia` utilizzato questo risultato per
dimostrare la loro monogenicita`. Questo ci dice che in certi particolari casi
il corollario puo` essere usato per dimostrare che il composto di due campi
monogenici e` anch’esso monogenico. In generale pero` questo non succede,
come mostra il seguente esempio, perche´ in generale Z[α]Z[β] 6= Z[αβ]. Ab-
biamo appena visto che i campi quadratici sono sempre monogenici, e per
ogni valore di m sappiamo dare una base di potenze dell’anello degli interi.
Proviamo adesso a chiederci cosa succede componendo un campo quadratico
immaginario (m < 0) con un’estensione abeliana reale. In [?] troviamo che in
generale il campo che si ottiene e` non monogenico, fatta eccezione per il caso
m = −1, a cui bisogna prestare un po’ piu` di attenzione. Piu` precisamente
il risultato che si dimostra e` il seguente:
Teorema 3.6 Sia K il campo ottenuto componendo un campo quadratico
immaginario Q(ω) con un campo reale abeliano L distinto dal campo Q dei
razionali, i cui conduttori siano primi tra loro.
(i) Se Q(ω) 6= Q(i) allora K e` non monogenico;
(ii) Se Q(ω) = Q(i) e K ha dimensione 6, allora K e` non monogenico,
eccetto che per due casi, di conduttori 28 e 36.
Cerchero` adesso di dare un’idea della dimostrazione, ricordando che e`
possibile trovare i dettagli in [?]. Un passo fondamentale e` costituito dal
seguente lemma, la cui dimostrazione verra` omessa perche´ piuttosto semplice
e di poco interesse.
Lemma 3.2 Consideriamo il campo ciclotomico Kf , e sia f =
∏
p p
e la sua
decomposizione in fattori primi. Sia G = Gal(Kf/Q), e σ ∈ G tale che
< σ >= G. Allora per ogni intero R ∈ OKf , R − σ(R) e` divisibile per il
primo pip = 1− ζpe di Kpe.
dimostrazione del teorema: Fissiamo prima di tutto un po’ di notazioni:
• H = Gal(L/Q), H∗ = H \ {id}, G = Gal(K/Q);
• τ e` il generatore del gruppo di Galois di Q(ω), in altre parole il coniugio;
• d(K) e d(ξ) indicano i discriminanti di K e di ξ rispettivamente, dove
ξ e` un elemento generico di K;
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Il primo passo della dimostrazione consiste nell’ossrevare cheK e` monogenico
se e soltanto se esiste un elemento ξ ∈ K tale che d(ξ) = d(K). Allora, poiche´
si ha G =< H, τ >, e` vera la seguente formula:∣∣(NK/Q∏σ∈H∗(ξ − σ(ξ)))NK/Q(ξ − τ(ξ)) (NK/Q∏σ∈H∗(ξ − τσ(ξ)))∣∣ =
= N(ξ)|d(K)| ∣∣NK/Q∏σ∈H∗(ξ − τσ(ξ))∣∣ = |d(ξ)|
(3.33)
dove N(ξ) ∈ Z.
Quindi se K e` monogenico allora |NK/Q
∏
σ∈H∗(ξ − τσ(ξ))| = 1.
Sia ora f =
∏
p p
e la decomposizione in fattori primi del conduttore di
L. Allora posso scrivere ζf =
∏
p ζpe per certe radici primitive dell’unita` ζpe .
Sia poi Gf = Gal(Kf/Q), e A il sottogruppo di Gf corrispondente al campo
L, in modo che H ∼= Gf/A. Poniamo infine Ap = Gal(Kpe/Q), cosicche´
Gf ∼=
∏
pAp. Dico che Ap 6⊂ A, ∀p. Infatti consideriamo il diagramma
Kf
upslope 
Kpe L
 upslope
Q
(3.34)
Se fosse Ap ⊆ A, allora per la teoria di Galois avrei anche L ⊆ Kpe , contro
f conduttore. Quindi per ogni p esiste σp ∈ Ap \A, cioe` σp ∈ H∗. Entriamo
adesso nel vivo della dimostrazione.
(i) Q(ω) 6= Q(i).
• Supponiamo che Q(ω) abbia conduttore disparim. Allora Q(ω) =
Q(
√−m) con m ≡ 1 (mod 4), quindi {β, τ(β)} con β = 1+
√−m
2
e` una base dell’anello degli interi. Dal momento che ogni base su
Z dell’anello degli interi e` anche base su Q del campo, possiamo
supporre β = ω. Visto che (m, f) = 1, allora L e Q(ω) hanno
discriminanti primi tra loro, quindi un intero ξ ∈ OK e` della
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forma ξ = ωR + τ(ω)S, per R,S ∈ OL. Vale quindi la seguente
(ξ − τσ(ξ))(τ(ξ)− σ(ξ)) =
= [ω(R− σ(S)) + ω(S − σ(R))][ω(S − σ(R)) + ω(R− σ(S))] =
= ωω(s2σ + t
2
σ) + (ω
2 + ω2)sσtσ =
= 1+m
4
(s2σ + t
2
σ)− m−12 sσtσ
(3.35)
dove sσ = R− σ(S) e tσ = S − σ(R).
Se tσ = 0 allora ξ − τσ(ξ) = ω(R − σ2(R)). Quindi se σ = σp,
per p che compare nella decomposizione di f , allora per il lemma
ξ − τσ(ξ) e` divisibile per pip, quindi la sua norma e` diversa da 1,
e per la ?? K non e` monogenico.
Se sσ = 0 si conclude esattamente come sopra che K non e` mono-
genico.
Supponiamo quindi sσtσ 6= 0. Allora possiamo scrivere
1+m
4
(s2σ + t
2
σ)− m−12 sσtσ = |sσtσ|
{
1+m
4
(∣∣∣ sσtσ ∣∣∣+ ∣∣∣ tσsσ ∣∣∣)∓ m−12 } ≥
≥ |sσtσ|
{
1+m
2
∓ m−1
2
} ≥ |sσtσ|
(3.36)
ricordando che valgono le uguaglianze se e soltanto se sσ = tσ.
Se sσ 6= tσ allora abbiamo
ξ − τσ(ξ) = (ω + ω)(R− σ(S)) =
= −(R− σ(S)) = −(S − σ(R)) = −1
2
((R + S)− σ(R + S))
(3.37)
e quindi ξ − τσ(ξ) contiene un fattore pip per il lemma.
Quindi in ogni caso |NK/Q
∏
σ∈H∗(ξ − τσ(ξ))| 6= 1, cioe` disc(ξ) >
disc(K).
• Consideriamo adesso m pari. Allora Q(ω) = Q(√m) e 1, ω e` una
base intera di OK . Come sopra possiamo scrivere ξ = R+Sω per
ogni ξ ∈ OK . Scriviamo
ξ − τσ(ξ) = R− σ(R) + ω(S + σ(S)) (3.38)
Quindi, se S+σ(S) = 0 allora ξ− τσ(ξ) e` divisibile per un fattore
primo pip e si conclude come sopra.
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Altrimenti, se S + σ(S) 6= 0, allora
|NK/Q(ξ − τσ(ξ))| = |NL/Q[(ξ − τσ(ξ))(τ(ξ)− σ(ξ))]| ≥
≥ NL/Q[m(S + σ(S))2] ≥ m[L:Q] > 1
(3.39)
Quindi in ogni caso disc(ξ) 6= disc(K), e K risulta non monogenico.
(ii) Q(ω) = Q(i) e L e` reale e cubico abeliano di conduttore f . Allora
H = {id, σ, σ2}. Quindi per ρ ∈ H si ha
(ξ − τρ(ξ))(τ(ξ)− ρ(ξ)) = (R− ρ(R))2 + (S + ρ(S))2 (3.40)
Come nel caso (i), analizziamo i diversi casi.
Se (S + ρ(S)) = 0, allora come al solito (ξ − τρ(ξ)) e` divisibile per pip
per un certo primo p che divide f .
Sia ora (S + ρ(S)) 6= 0. Se (R− ρ(R)) 6= 0, allora vale
(R− ρ(R))2 + (S + ρ(S))2 ≥ 2|(R− ρ(R))(S + ρ(S))| (3.41)
e quindi
|NK/Q(ξ − τρ(ξ))| = |NL/Q[(ξ − τρ(ξ))(τ(ξ)− ρ(ξ))]| ≥
≥ |NL/Q[2(R− ρ(R))(S + ρ(S))]| ≥ 8
(3.42)
Supponiamo adesso che sia R − ρ(R) = 0 per ogni ρ ∈ H, cioe` R ∈ Z
e ξ − τρ(ξ) = i(S + ρ(S)). Quindi se ξ genera una base di potenze per
OK , allora il numero S + ρ(S) deve essere un’unita` di L, cioe`
NL/Q(S + ρ(S)) = ±1 (3.43)
Adesso calcolando questa norma e ponendo s1 = S + ρ(S) + ρ
2(S) e
s2 = Sρ(S) + Sρ
2(S) + ρ(S)ρ2(S) si ottiene l’equazione
s2s1 ∓ 1 = ±1 (3.44)
che porta ai due casi s1s2 = 0 e s1s2 = ±2. Nel primo caso S risulta
soluzione dell’equazione x3 − 3x + 1 = 0, quindi si ha S = ζ9 + ζ−19 .
L risulta quindi uguale al massimo sottocampo reale K+9 del campo
ciclotomico K9 di conduttore 9. Poiche´ si aveva gia` R ∈ Z, si puo`
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concludere OK = Z[iS], per S = ζ9 + ζ−19 . Nel secondo caso invece S
deve essere soluzione di una delle seguenti otto equazioni:
x3 − x2 + 2x− 1 = 0, disc(S) = −23
x3 + x2 + 2x+ 1 = 0,
x3 − 2x2 + x− 1 = 0,
x3 + 2x2 + x+ 1 = 0,
x3 − x2 − 2x+ 1 = 0, disc(S) = 49
x3 + x2 − 2x− 1 = 0,
x3 − 2x2 − x+ 1 = 0,
x3 + 2x2 − x− 1 = 0.
(3.45)
dove nei primi quattro casi S ha discriminante -23, mentre nei secondi
quattro ha discriminante 49, e quindi sono gli unici possibili perche´ il
discriminante di un elemento di un campo cubico e` un quadrato. Inol-
tre le seconde quattro equazioni sono ottenibili dalla quinta tramite
trasformazioni lineari, quindi le loro soluzioni sono equivalenti come
generatori di L. Consideriamo quindi S soluzione della quinta equazio-
ne: S = ζ7 + ζ
−1
7 , e pertanto L = K
+
7 . In conclusione K = Z[iS], e
questo completa la dimostrazione del teorema.
¤
3.3.3 Estensioni cicliche di Q di grado primo maggiore
di 5
In questa sezione parleremo di un fatto dimostrato da Gras nel 1984 ([?]).
Si tratta di un risultato molto forte e generale, che individua una categoria
molto ampia di campi non monogenici.
Sia K/Q un’estensione ciclica di grado l, cioe` un’estensione galoisiana
con gruppo di Galois G = Gal(K/Q) ciclico di ordine l. Supponiamo che
l sia un primo dispari. Sia f il conduttore di K. Allora disc(K) = f l−1.
Sia Ξ il gruppo dei caratteri modulo f corrispondenti a K, cioe` i caratteri
di Gal(Kf/Q) il cui nucleo e` Gal(Kf/K). Chiamiamo χ0 il carattere unita`.
Per ogni χ ∈ Ξ, χ 6= χ0, poniamo
τ(χ) =
∑
a mod f
(a,f)=1
χ−1(a) ξaf (3.46)
dove ξf rappresenta come al solito una radice primitiva f -esima dell’unita`,
ξf = e
2ipi/f .
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Con queste notazioni, grazie ad un risultato di Leopoldt ([?]), si ha che
θ ∈ K si scrive in maniera unica nel modo seguente:
θ =
1
l
(
x+
∑
χ 6=χ0
α(χ)τ(χ)
)
(3.47)
dove x = TrK/Q(θ) ∈ Q e α(χ) ∈ Kl. Per semplificare fissiamo un po’ di
notazioni:
• Q′ = Kl;
• K ′ = KKl;
• Z′ = Z[ζ];
• ζ e` una radice l-esima primitiva dell’unita`;
• H = Gal(K ′/K) ∼= Gal(Q′/Q);
• indichiamo con ω : H → (Z/lZ)∗ il carattere definito da ζs = ζω(s),
dove usiamo la notazione esponenziale;
• σ e` un generatore di Gal(K ′/Q′) ∼= Gal(K/Q).
Il gruppo Ξ dei caratteri di K e` ciclico di ordine l, quindi scegliamo un
generatore χ tale che χ(σ) = ζ. Poniamo infine τ = τ(χ) e α = α(χ).
Poiche´ il gruppo Ξ e` ciclico di ordine primo, τ(χj) (rispettivamente α(χj)),
con (j, l) = 1, e` un coniugato di τ (rispettivamente α). Piu` precisamente,
per ogni s ∈ H si ha τ s = τ(χ)s = τ(χω(s)), e lo stesso per α. Si ha quindi
θ =
1
l
(
x+
∑
s∈H
αsτ s
)
(3.48)
e da qui, usando [?], si conclude che θ ∈ OK se e soltanto se x ∈ Z, α ∈ Z′,
e x e α verificano la congruenza x+ fα ≡ 0 (mod (1− ζ)Z′).
Per trovare un criterio per decidere quando il nostro campo di numeri e`
monogenico, sfrutteremo ancora il fatto che un elemento e` un generatore di
K se e solo se il suo discriminante e` uguale a quello del campo, ed in questo
caso disc(K) = f l−1. Sia quindi θ ∈ K, con la scrittura ??. Poniamo
∆(θ) =
∏
i6=j(θ
σi − θσj)
∆k(θ) = NK/Q(θ − θσk), k = 1, . . . , l − 1
(3.49)
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Con queste notazioni si ha dunque
∆(θ) =
l−1∏
k=1
∆k(θ) (3.50)
Come abbiamo ricordato sopra, {1, θ, . . . , θl−1} e` una base di potenze di OK
se e solo se ∆(θ) = ±f l−1. Ma ∆(θ) = ±f l−1 se e solo se ∆k(θ) = ±f
per k = 1, . . . , l − 1. Infatti le relazioni θ − θσi = νij∗(σj)(θ − θj), dove
νk(σ
j) = 1+σj + . . .+σj(k−1), per j, k 6≡ 0 (mod l) e dove j∗ indica l’inverso
di j modulo l, mostrano che per tutti gli ideali primi q ramificati in K/Q,
la q-valutazione di (θ− θσk), e quindi anche ∆k(θ), non dipendono da k. Da
qui si deduce la seguente:
Proposizione 3.3 Con le notazioni come sopra, si ha che K e` monogenico
se e solo se esiste un α ∈ Z′ tale che per ogni k = 1, . . . , l − 1 si abbia
1
ll
l−1∏
j=0
(∑
s∈H
ζjω(s)(1− ζkω(s))αsτ s
)
= ±f (3.51)
Utilizzando questo importante criterio, e` possibile dimostrare il seguente
lemma, grazie al quale ottenerremo il risultato sperato.
Lemma 3.3 Una condizione necessaria affinche´ K sia monogenico e` che per
ogni primo p che divide f , con p 6= l, si abbia(
1− ζm
1− ζn
)2l
≡ 1 (mod pZ′)
per ogni m,n = 1, . . . , l − 1.
Il teorema che si dimostra allora e` il seguente:
Teorema 3.7 Sia K/Q un’estensione ciclica di grado primo l ≥ 5, di con-
duttore f . Allora K e` monogenico solo se f e` primo ed uguale a 2l + 1 (ed
in tal caso K = K+2l+1).
Dim: Sia p un primo che divide f , con p ≡ 1 (mod l) (ne esiste sempre uno
se f 6= l2). Applicando il lemma con m = 2 e n = 1, si deduce che K e`
monogenico soltanto se la congruenza
(1 + ζ)2l ≡ 1 (mod pZ′) (3.52)
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e` soddisfatta. Ora si ha
(1 + ζ)2l − 1 =
2l∑
i=1
(
2l
i
)
ζ i =
l−1∑
i=1
((
2l
i
)
+
(
2l
l + i
)
−
(
2l
l
)
− 1
)
ζ i (3.53)
e visto che {ζ, ζ2, . . . , ζ l−1} e` una Z-base di Z′, si ha che la congruenza ?? e`
soddisfatta se e soltanto se(
2l
i
)
+
(
2l
l + i
)
−
(
2l
l
)
− 1 ≡ 0 (mod p), ∀i = 1, . . . l − 1 (3.54)
Manipolando opportunamente l’equazione ??, si arriva cos`ı a dimostrare che
K e` monogenico soltanto se e` verificata la congruenza
(2l + 1)(l − 3) ≡ 0 (mod p) (3.55)
Quindi, poiche´ l ≥ 5, K sara` monogenico solo se per ogni primo p 6= l che
divide f si ha p = 2l + 1, e questo porta a concludere nel modo seguente:
(i) Se f 6∈ {2l + 1, l2, l2(2l + 1)}, allora esiste un primo q che divide f ,
con q ≡ 1 (mod l), tale che q non verifica la condizione necessaria del
lemma, e dunque K non e` monogenico.
(ii) Se f = l2 o f = l2(2l + 1), ed in tal caso 2l + 1 e` primo, allora grazie ai
risultati di Payan [?] K risulta non monogenico.
(iii) Se 2l + 1 e` primo e f = 2l + 1, allora K = K+2l+1, e questo completa la
dimostrazione del teorema.
¤
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Capitolo 4
Campi cubici
I risultati che abbiamo discusso finora riguardavano campi quadratici, esten-
sioni composte ed estensioni cicliche di grado primo maggiore o uguale di 5.
Poco o niente abbiamo detto sui campi cubici, ed e` per questo che ad essi
e` dedicato il presente capitolo. Come gia` e` emerso dai capitoli precedenti, e`
molto spesso utile distinguere le estensioni normali dalle altre, se non altro
perche´ se in un caso e` possibile avvalersi dei risultati della teoria di Galois,
nell’altro dobbiamo farne a meno. E` quello che faremo anche stavolta: nella
prima sezione discuteremo i risultati di Gras sui campi cubici ciclici, mentre
nella seconda cercheremo di renderci conto di come vanno le cose con i campi
cubici puri. Vedremo che i due diversi casi presentano notevoli differenze, e
che se da una parte la monogenicita` di un campo e` abbastanza rara, dall’altra
risulta una proprieta` molto comune.
4.1 I campi cubici ciclici
Cominciamo dai campi cubici ciclici. Nel 1973 Gras ha dimstrato diversi
criteri di monogenicita` per campi di questo tipo, riducendo il problema allo
studio di alcune equazioni diofantee. In [?] e` anche possibile trovare la de-
scrizione dell’algoritmo usato per la compilazione della tabella dei risultati,
una parte della quale e` riportata a fine capitolo.
Per prima cosa facciamo una breve descrizione delle proprieta` aritmetiche
di un campo cubico ciclico, riprendendo i risultati di Chatelet presenti in [?].
Sia quindi M l’insieme dei conduttori dei campi cubici ciclici. Dico che M e`
formato da tutti e soli i numeri della forma p1 ·. . .·pn o della forma 9p1 ·. . .·pn,
dove p1, . . . , pn sono primi distinti congrui a 1 modulo 3.
Infatti sia f ∈ M e K un campo cubico ciclico di conduttore f . Allora
K ⊆ Q(ζf ), cioe´ Gal(K/Q) < (Z/fZ)∗, e quindi 3 | φ(f). Questo significa
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che f deve essere divisibile per 9 o per un primo congruo a 1 modulo 3.
Supponiamo per assurdo che f sia divisibile per un primo p ≡ 2 (mod 3),
cioe´ f = pkf ′, con (p, f) = 1. Allora Gal(K/Q) < (Z/f ′Z)∗ × (Z/pkZ)∗,
e quindi Gal(K/Q) = {sottogruppo di ordine 3 di (Z/f ′Z)∗} × {id}, cioe´
K ⊆ Q(ζf ′), contro la minimalita` di f . Sempre per ragioni di minimalita` la
massima potenza di 3 che divide f deve essere 9. Quindi abbiamo dimostrato
che f deve essere della forma di cui sopra. Viceversa, se 3 | φ(f), allora esiste
sempre un sottogruppo di ordine 3 in Gal(Q(ζf )/Q, tale che il sottocampo
corrispondente abbia conduttore f .
Osserviamo inoltre che se p1, . . . , pn sono i primi diversi da 3 ramificati
in K, allora p1, . . . , pn sono ramificati anche in Q(ζf ), quindi dividono il
discriminante di Q(ζf ), quindi dividono f .
Sia ora f ∈ M. Grazie a quanto dimostrato in [?], l’insieme dei campi
cubici ciclici di conduttore f e´ in corrispondenza biunivoca con l’insieme delle
coppie di interi (a, b) con b > 0 che verificano le equazioni
f =
a2 + 27b2
4
(4.1){
a ≡ 1 (mod 3) se f ≡ 1 (mod 3)
a = 3a′, a′ ≡ 1 (mod 3), b 6≡ 0 (mod 3) se f ≡ 0 (mod 9) (4.2)
Il campo corrispondente alla coppia (a, b) verra` indicato con K(a, b).
Sia quindi K(a, b) il nostro campo di numeri. Poniamo
φ =
a+ 3b
√−3
2
e τ = 3
√
fφ (4.3)
Si dimostra [?] che allora con queste notazioni
K =
{
µ =
t+ yτ + yτ
3
, t ∈ Q, y = u+ v√−3 ∈ Q(√−3)
}
(4.4)
ed inoltre µ ∈ OK se e soltanto se esiste un suo coniugato per il quale le
corrispondenti quantita` verificano t, u, v ∈ Z e t + fu ≡ 0 (mod 3). Si ha
cos`ı la seguente
Proposizione 4.1 Il discriminante ∆(µ) del polinomio minimo di µ su Q e`
uguale a
∆(µ) = f 2[bu(u2 − 9v2) + av(u2 − v2)]2 (4.5)
A questo punto siamo in grado di enunciare il primo criterio sulla monoge-
nicita` dei campi cubici ciclici.
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Teorema 4.1 (Primo criterio di monogenicita`) Sia K = K(a, b) un
corpo cubico ciclico di conduttore f . Allora K e` monogenico se e soltanto se
l’equazione diofantea in u, v ∈ Z
bu(u2 − 9v2) + av(u2 − v2) = 1 (4.6)
ammette soluzione.
Chiaramente, una volta preso per buono il calcolo della ??, e ricordando che
disc(K) = f 2, la dimostrazione del teorema ?? risulta automatica. Passiamo
adesso ad elencare gli altri risultati sulla monogenicita` di questa categoria di
campi di numeri. I dettagli delle dimostrazioni di questi fatti sono descritti
in [?].
Teorema 4.2 (Secondo criterio di monogenicita`) Sia K un campo cu-
bico ciclico di conduttore f . Allora K e` monogenico se e soltanto se esiste
un’unita` w ∈ K di norma 1 tale che:
(i) Tr(w + w−1) = −3;
(ii) Tr(w
2−w−1
f
) = h3, per un certo h ∈ Z.
Teorema 4.3 (Terzo criterio di monogenicita`) Sia f ∈M. Allora esi-
ste un campo cubico ciclico monogenico K di conduttore f se e soltanto se
l’equazione diofantea
α2 + 27 = 4fγ3 (4.7)
ha soluzioni intere α, γ, con α 6≡ ±9 (mod 27). Se questa condizione e`
verificata, allora K e` il campo di spezzamento del polinomio
X3 +X2 +
(
1− fγ
3
)
X − f(α + 3γ)− 1
27
(4.8)
Grazie a questi tre criteri e` possibile in molti casi capire se un campo cubico
ciclico e` monogenico. E` proprio cos`ı che e` stata compilata la seguente tabella,
nella quale sono riportati il conduttore nella prima colonna, la coppia (a, b)
caratterizzante il campo in seconda e terza, mentre in quarta colonna ci sara`
un s`ı se esiste una base di potenze, un no se non esiste, un punto interrogativo
se l’algoritmo usato non permette di trovare una risposta. Per conoscere i
risultati di Gras per valori di f maggiori basta consultare [?].
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m a b base
9 · 7 -15 1 s`ı
9 · 7 12 2 no
7 · 13 16 2 no
7 · 13 -11 3 no
9 · 13 21 1 s`ı
9 · 13 -6 4 no
7 · 19 -17 3 no
7 · 19 10 4 no
9 · 19 -24 2 no
9 · 19 3 5 no
7 · 31 -29 1 s`ı
7 · 31 25 3 no
13 · 19 31 1 s`ı
13 · 19 4 6 no
7 · 37 19 5 no
7 · 37 -8 6 no
9 · 31 -33 1 s`ı
9 · 31 21 5 no
7 · 43 31 3 no
7 · 43 -23 5 no
9 · 37 30 4 no
9 · 37 3 7 no
9 · 43 39 1 s`ı
9 · 43 -15 7 no
13 · 31 37 3 no
13 · 31 -17 7 no
7 · 61 -41 1 s`ı
7 · 61 40 2 no
7 · 67 43 1 s`ı
7 · 67 -38 4 no
13 · 37 -41 3 no
13 · 37 -14 8 no
7 · 73 -44 2 no
7 · 73 37 5 no
9 · 61 -42 4 no
9 · 61 39 5 no
7 · 79 22 8 no
7 · 79 -5 9 no
13 · 43 -47 1 s`ı
13 · 43 7 9 no
m a b base
19 · 31 -41 5 no
19 · 31 31 9 no
9 · 67 48 2 no
9 · 67 -33 7 no
9 · 73 -51 1 s`ı
9 · 73 30 8 no
7 · 97 -23 9 no
7 · 97 4 10 no
19 · 37 52 2 no
19 · 37 25 9 no
9 · 79 39 7 no
9 · 79 12 10 no
7 · 103 -47 5 no
7 · 103 34 8 no
7 · 109 55 1 s`ı
7 · 109 -53 3 no
13 · 61 43 7 no
13 · 61 -38 8 no
19 · 43 55 3 no
19 · 43 1 11 s`ı
13 · 67 -53 5 ?
13 · 67 28 10 no
9 · 97 -42 8 no
9 · 97 -15 11 no
7 · 127 37 9 no
7 · 127 -17 11 no
9 · 103 -60 2 no
9 · 103 21 11 no
13 · 73 58 4 no
13 · 73 -23 11 no
7 · 139 25 11 no
7 · 139 -2 12 no
9 · 109 57 5 no
9 · 109 -51 7 no
13 · 79 -56 6 no
13 · 79 -29 11 no
7 · 151 -50 8 no
7 · 151 31 11 no
7 · 157 61 5 no
7 · 157 -47 9 no
42
m a b base
7 · 163 -26 12 no
7 · 163 1 13 s`ı
9 · 127 57 7 no
9 · 127 3 13 no
31 · 37 49 9 no
31 · 37 -5 13 no
19 · 61 -44 10 no
19 · 61 37 11 s`ı
9 · 139 48 10 no
9 · 139 21 13 no
13 · 97 61 7 no
13 · 97 34 12 no
7 · 181 -71 1 s`ı
7 · 181 64 6 no
19 · 67 58 8 no
19 · 67 -23 13 no
31 · 43 70 4 no
31 · 43 -38 12 no
13 · 103 73 1 s`ı
13 · 103 -8 14 no
7 · 193 52 10 no
7 · 193 -29 13 no
9 · 151 -69 5 no
9 · 151 12 14 no
19 · 73 -65 7 ?
19 · 73 16 14 no
7 · 199 73 3 no
7 · 199 -62 8 no
9 · 157 75 1 s`ı
9 · 157 -33 13 no
13 · 109 -59 9 no
13 · 109 49 11 no
9 · 163 -51 11 no
9 · 163 -24 14 no
7 · 211 -74 4 no
7 · 211 61 9 no
19 · 79 73 5 no
19 · 79 46 12 no
7 · 223 -41 13 no
7 · 223 13 15 no
m a b base
37 · 43 -71 7 no
37 · 43 -17 15 no
7 · 229 -65 9 no
7 · 229 43 13 s`ı
9 · 181 -78 4 no
9 · 181 57 11 no
13 · 127 -77 5 ?
13 · 127 -23 15 no
7 · 241 76 6 no
7 · 241 -59 11 no
9 · 193 75 7 no
9 · 193 -6 16 no
9 · 199 84 2 no
9 · 199 -51 13 no
13 · 139 -71 9 no
13 · 139 -44 14 no
19 · 97 -80 6 no
19 · 97 -53 13 no
31 · 61 -83 5 no
31 · 61 79 7 no
7 · 271 55 13 ?
7 · 271 -26 16 no
9 · 211 -87 1 s`ı
9 · 211 48 14 no
7 · 277 67 11 no
7 · 277 -41 15 no
19 · 103 -86 4 no
19 · 103 -5 17 no
13 · 151 88 2 no
13 · 151 7 17 no
7 · 283 43 15 no
7 · 283 -11 17 no
9 · 223 -69 11 no
9 · 223 -15 17 ?
13 · 157 -89 3 no
13 · 157 19 17 no
9 · 229 -87 5 no
9 · 229 21 17 ?
19 · 109 61 13 no
19 · 109 -47 15 no
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4.2 I campi cubici puri
In questa sezione studieremo le proprieta` dei campi cubici della forma
K = Q( 3
√
m)
con m intero libero da cubi. Per comodita` d’ora in poi considereremo la
fattorizzazione m = k2h, con (k, h) = 1 ed h, k liberi da quadrati.
4.2.1 Basi di interi
Cominciamo innanzitutto con la ricerca di una base dell’anello degli interi di
K. Ricordiamo a questo proposito il seguente
Teorema 4.4 Sia α ∈ OK di grado n su Q. Allora esiste una base di interi
di OK della forma
1,
f1(α)
d1
, . . . ,
fn−1(α)
dn−1
(4.9)
dove di ∈ Z e d1|d2| . . . |dn−1 e gli fi sono polinomi monici su Z di grado i. I
di sono univocamente determinati.
dim : vedi libro di Marcus [?].
Questo teorema ha validita` generale, e risultera` di fondamentale impor-
tanza nella dimostrazione del prossimo teorema, che costituisce il primo passo
nello studio dei campi cubici introdotti sopra.
Teorema 4.5 Siano K,m, h, k come sopra, e poniamo ω = 3
√
m.
• Se m 6≡ ±1 (mod 9) allora {
1, ω,
ω2
k
}
costituisce una base intera di OK ;
• Se invece m ≡ ±1 (mod 9) allora una base di interi di OK e` data da{
1, ω,
ω2 ± k2ω + k2
3
}
.
La dimostrazione di questo teorema risultera` abbastanza lunga, per questo
ho ritenuto opportuno provare separatamente alcuni fatti.
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Lemma 4.1 Siano α, fi, di come nel teorema ??. Allora vale la formula
disc(α) = (d1 · . . . · dn−1)2disc(OK) (4.10)
dim: Siano αi = σi(α), con σi : K → K i coniugati di α, dove poniamo
α = α1. Naturalmente si ha σi(fj(α)) = fj(αi), da cui segue
disc(OK) =

1 f1(α)
d1
. . . fn−1(α)
dn−1
1 f1(α2)
d1
. . . fn−1(α2)
dn−1
...
...
. . .
...
1 f1(αn)
d1
. . . fn−1(αn)
dn−1

2
(4.11)
Per i = 1, . . . , n− 1 scriviamo gli fi nella seguente forma:
fi(x) = x
i + aii−1x
i−1 + · · ·+ ai0 (4.12)
dove gli aij stanno in Z. Dalle ?? segue facilmente
x = f1(x)− a10
x2 = f2(x)− a21x− a20 = f2(x)− a21f1(x) + a21a10 − a20
...
xn−1 = fn−1(x) + bn−1n−2fn−2(x) + . . .+ b
n−1
0
(4.13)
dove i bkl sono funzioni lineari degli a
i
j, e quindi stanno in Z. A questo punto
possiamo scrivere
det

1 α . . . αn−1
1 α2 . . . α
n−1
2
...
...
. . .
...
1 αn . . . α
n−1
n
 = 1a10det

a10 α . . . α
n−1
a10 α2 . . . α
n−1
2
...
...
. . .
...
a10 αn . . . α
n−1
n
 =
= 1
a10
det

a10 α− a10 . . . αn−1
a10 α2 − a10 . . . αn−12
...
...
. . .
...
a10 αn − a10 . . . αn−1n
 = det

1 f1(α) . . . α
n−1
1 f1(α2) . . . α
n−1
2
...
...
. . .
...
1 f1(αn) . . . α
n−1
n
 =
= . . . = det

1 f1(α) . . . fn−1(α)
1 f1(α2) . . . fn−1(α2)
...
...
. . .
...
1 f1(αn) . . . fn−1(αn)

(4.14)
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E cos`ı usando la ?? e la ?? si conclude
disc(α) = det

1 α . . . αn−1
1 α2 . . . α
n−1
2
...
...
. . .
...
1 αn . . . α
n−1
n

2
=
= det

1 f1(α) . . . fn−1(α)
1 f1(α2) . . . fn−1(α2)
...
...
. . .
...
1 f1(αn) . . . fn−1(αn)

2
=
=
d1 · . . . · dn−1 · det

1 f1(α)
d1
. . . fn−1(α)
dn−1
1 f1(α2)
d1
. . . fn−1(α2)
dn−1
...
...
. . .
...
1 f1(αn)
d1
. . . fn−1(αn)
dn−1


2
=
= (d1 · . . . · dn−1)2disc(OK)
(4.15)
¤
Corollario 4.1 Nelle stesse ipotesi del teorema ??, si ha:
(i) i+ j < n⇒ didj|di+j;
(ii) i < n⇒ di1|di;
(iii) d
n(n−1)
1 |disc(α).
dim:
(i) Consideriamo il prodotto
fi(α)fj(α)
didj
Questo e` un intero di K perche´ prodotto di due interi, inoltre il suo
numeratore fi(α)fj(α) e` un polinomio monico di grado i + j. Quindi
posso scrivere
fi(α)fj(α)
didj
= a0 + a1
f1(α)
d1
+ . . .+ ai+j
fi+j(α)
di+j
, ak ∈ Z (4.16)
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Da cui
1
didj
=
ai+j
di+j
(4.17)
cioe´
di+j = ai+jdidj (4.18)
(ii) Come sopra basta scrivere(
f1(α)
d1
)i
= b0 + b1
f1(α)
d1
+ . . .+ bi
fi(α)
di
, bk ∈ Z (4.19)
da cui
di = aid
i
1 (4.20)
(iii) Grazie al punto (ii) si conclude facilmente scrivendo
disc(α) = (d1 · . . . · dn−1)2disc(OK) =
= (d1 · c2d21 · . . . · cn−1dn−11 )2disc(OK)
(4.21)
da cui (
d
n(n−1)
2
1
)2
|disc(α) (4.22)
¤
dimostrazione del teorema: Anche qui α, fi, di avranno il significato
solito.
1. d1 = 1 e quindi possiamo prendere f1(x) = x.
Un semplice calcolo porta al risultato disc(α) = −27m2. Basta infatti
verificare∣∣∣∣∣∣
1 3
√
m
3
√
m2
1 ζ 3
√
m ζ2
3
√
m2
1 ζ2 3
√
m ζ
3
√
m2
∣∣∣∣∣∣
2
= (3ζ2m− 3ζm)2 = −27m2 (4.23)
dove ζ e` una radice cubica primitiva dell’unita`. Da questo si deduce
facilmente che d1 = 1, eccetto il caso in cui 9|m, per cui allora d1 =
1 o 3. Infatti per il corollario ??
d61 = d
3(3−1)
1 | 27m2 = 33 · h2 · k4 (4.24)
e da qui si conclude subito osservando che 9|m⇔ 3|k.
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In realta` d1 = 1 anche quando 9|m. Per dimostrarlo supponiamo 9|m
e d1 = 3. Sia f1(x) = x+ a, a ∈ Z. Allora
f1(α)
3
=
α+ a
3
∈ OK (4.25)
Quindi se chiamiamo β = α+a
3
, allora
Tr(β3) =
m+ a3
9
∈ Z⇒ 9 | m+ a3 ⇒ 3|a⇒ α
3
∈ OK (4.26)
Ma calcolando la norma di α
3
otteniamo
NK/Q
(
3
√
m
3
)
=
m
27
∈ Z (4.27)
contro l’ipotesi di m libero da cubi.
2. α
2
k
∈ OK .
Infatti il polinomio minimo di α
2
k
e` g(x) = x3 − h2k ∈ Z[x].
3. Supponiamo adesso m ≡ ±1 (mod 9) e sia β = (α∓1)2
3
. Allora
β3 − β2 +
(
1± 2m
3
)
β − (m∓ 1)
2
27
= 0 (4.28)
e quindi β ∈ OK perche´ annulla un polinomio a coefficienti interi.
4. Sia ancora m ≡ ±1 (mod 9). Allora
α2 ± k2α + k2
3k
∈ OK (4.29)
Infatti
α2 ± k2α + k2
3k
= k
(
(α∓ 1)2
3
)
+
(
1− k2
3
)
α2
k
+ kα (4.30)
e da qui si conclude tenendo presente quanto dimostrato nei punti 2
e 3 e ricordando che m ≡ ±1 (mod 9) implica che 3 - k e quindi che
3 | 1− k2.
5. 3k | d2 se m ≡ ±1 (mod 9), altrimenti k | d2.
Infatti α
2
k
∈ OK ⇒ α2k = a0 + a1α + a2 f2(α)d2 , con ai ∈ Z e quindi
1
k
= a2
d2
. Se poi m ≡ ±1 (mod 9) allora si ha anche α2±k2α+k2
3k
∈ OK
cioe` α
2±k2α+k2
3k
= b0 + b1α + b2
f2(α)
d2
con bi ∈ Z, da cui come al solito
segue 1
3k
= a2
d2
.
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6. d2 | 3m.
Per il corollario ?? si ha disc(α) = (d1d2)
2disc(OK) ⇒ d22 | 27m2 ⇒
d2 | 3m.
Poniamo f2(x) = x
2 + ax+ b, con a, b ∈ Z
7. Sia p un primo con p 6= 3, p | m, p2 - m. Allora p - d2.
Supponiamo per assurdo che p divida d2. Poiche´ p | d2 e α2+aα+bd2 ∈ OK ,
allora chiaramente si ha anche α
2+aα+b
p
∈ OK . Prendendone la traccia
si ha
Tr
(
α2 + aα + b
p
)
=
3b
p
∈ Z (4.31)
da cui p | b perche´ avevo supposto p 6= 3. Allora anche α2+aα
p
∈ OK e
quindi (
α2 + aα
p
)3
=
m
p3
(m+ 3aα2 + 3a2α + a3) ∈ OK (4.32)
e prendendone ancora la traccia si ottiene
3m(m+ a3)
p3
∈ Z⇒ p3 | m(m+ a3)⇒ p | m+ a3 ⇒ p | a⇒ α
2
p
∈ OK
(4.33)
A questo punto si arriva ad un assurdo calcolando la norma:
NK/Q
(
α2
p
)
=
m2
p3
∈ Z (4.34)
contro l’ipotesi p2 - m.
8. Sia p un primo con p 6= 3, p2 | m. Allora p | d2 ma p2 - d2.
p2 | m ⇒ p | k, e poiche´ α2
k
∈ OK , si ha anche α2p ∈ OK , e come al
solito si deduce p | d2. Supponiamo adesso per assurdo p2 | d2. Allora
α2+aα+b
p2
∈ OK e prendendone la traccia si ottiene come sopra
3b
p2
∈ Z⇒ α
2 + aα
p2
∈ OK (4.35)
Procedendo come nel punto 7 si ottiene
Tr
((
α2 + aα
p2
)4)
=
6a2m2
p8
∈ Z⇒ p4 | 2a2 ⇒ p2 | a (4.36)
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da cui otteniamo un assurdo nel modo seguente
α2
p2
∈ OK ⇒ NK/Q
(
α2
p2
)
=
(
m
p3
)2
∈ Z⇒ p3 | m (4.37)
9. a2 + 2b, m+ 2ab, b2 + 2am sono tutti divisibili per d2.
Questo risultato si ottiene calcolando la traccia di β =
(
α2+aα+b
d2
)2
, βα,
βα2.
10. m ≡ ±1 (mod 9)⇒ 3 | d2 e 9 - d2.
Chiaramente d2 | m e 3 - m ⇒ 9 - d2. Per m ≡ ±1 (mod 9) sappiamo
gia` che (α∓1)
2
3
∈ OK , quindi come al solito si deduce che 3 | d2.
11. m 6≡ ±1 (mod 9) e 3 - m⇒ 3 - d2.
Supponiamo per assurdo che 3 | d2. Allora per il punto 9 si ha 3 | a2+2b,
3 | m+2ab, 3 | b2+2am, e da questo segue che a ≡ m (mod 9) e b ≡ 1
(mod 3). Quindi
α2 +mα + 1
3
=
d2
3
α2 + (a− 3u)α + (b− 3v)
d2
=
d2
3
α2 + aα + b
d2
− (uα+ v) ∈ OK
(4.38)
Consideriamo prima il caso m ≡ 1 (mod 3). Allora
α2 + α + 1
3
=
(α− 1)2
3
+ α ∈ OK ⇒ (α− 1)
3
∈ OK (4.39)
Prendendone adesso la quarta potenza e calcolandone la traccia si ha
Tr
(
(α− 1)8
81
)
=
28m2 − 56m− 1
27
Z (4.40)
da cui si ottiene l’assurdo
27 | 28m(m− 2) + 1⇒ m(m− 2) ≡ −1 (mod 9)⇒ m ≡ 1 (mod 9)
(4.41)
Per quel che riguarda invece il caso m ≡ 2 (mod 9), abbiamo che
α2 + 2α+ 1
3
=
(α + 1)
3
∈ OK (4.42)
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e procedendo come sopra
Tr
(
(α+1)8
27
)
= 28m
2+56m+1
27
∈ Z
⇓
28m2 + 56m+ 1 ≡ m2 + 2m+ 1 ≡ 0 (mod 9)
⇓
m ≡ −1 (mod 9)
(4.43)
contro l’ipotesi.
12. Se 3 | m ma 9 - m⇒ 3 - d2.
Supponiamo quindi per assurdo 3 | d2. Osserviamo innanzitutto che
m ≡ 0 (mod 3)
m+ 2ab ≡ 0 (mod 3)
a2 + 2b ≡ 0 (mod 3)
⇒ a ≡ b ≡ 0 (mod 3) (4.44)
cioe` a = 3u e b = 3v per certi u, v ∈ Z. Quindi possiamo scrivere
α2
3
=
d2
3
α2 + aα + b
d2
− (uα + v) ∈ OK (4.45)
e come al solito arriviamo ad una contraddizione
NK/Q
(
α2
3
)
=
m2
27
∈ Z⇒ 9 | m (4.46)
13. 9 | m⇒ 3 | d2 ma 9 - d2
Innanzitutto 9 | m ⇒ 3 | k | d2 e questo dimostra la prima parte del-
l’affermazione. Supponiamo per assurdo 9 | d2. Osserviamo che allora
grazie al punto 9 possiamo concludere b ≡ 0 (mod 9), e quindi proce-
dendo come sopra si deduce α
2+aα
9
∈ OK . A questo punto concludiamo
come al solito
Tr
((
α2+aα
9
)4)
= 6a
2m2
94
∈ Z⇒ 9 | a
⇓
α2
9
∈ OK ⇒ NK/Q
(
α2
9
)
= m
2
93
∈ Z
⇓
33 | m
(4.47)
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Vediamo adesso come si puo` concludere a partire dai fatti che abbiamo di-
mostrato. Sappiamo che in generale d2 | 3m. Inoltre i punti 7 e 8 ci dicono
che i primi diversi da 3 di m che dividono d2 sono solo quelli che dividono
k, e compaiono sempre con esponente 1 nella fattorizzazione. Per quel che
riguarda il primo 3, distinguiamo adesso due casi:
• m ≡ ±1 (mod 9)⇒ d2 = 3k
In questo caso sappiamo dal punto 10 che 3 | d2 ma 9 - d2, quindi,
ricordando che k e` libero da quadrati e che per il punto 5 3k | d2, si
puo` affermare che d2 = 3k.
• m 6≡ ±1 (mod 9)⇒ d2 = k
Dai punti 11, 12, 13 si deduce facilmente che in questo caso 3 - d2. E
questo prova la tesi.
Basta adesso ricordare il teorema ?? e i punti 2 e 4: questo completa la
dimostrazione.
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Corollario 4.2 Se K = Q( 3
√
m) con m libero da quadrati e m 6≡ ±1 (mod 9)
allora K e` monogenico ed una base di potenze e` data da {1, ω, ω2}, dove
ω = 3
√
m.
4.2.2 Basi di potenze
Consideriamo adesso i casi non banali. Per vedere se K e` monogenico o
no, cerchiamo un elemento γ ∈ OK tale che OK = Z[γ]. Grazie al teorema
??, sappiamo scrivere γ, in quanto numero intero, come combinazione degli
elementi della base. Ma andiamo per ordine.
• m 6≡ ±1 (mod 9).
Sia γ ∈ OK . Per il teorema ?? esistono a, b, c ∈ Z tali che
γ = a+ bω + c
ω2
k
(4.48)
Allora γ2 = a2 + 2bcm
k
+ ( c
2m
k2
+ 2ab)ω + (b2 + 2ac
k
)ω2, e quindi 1γ
γ2
 = A
 1ω
ω2
k
 (4.49)
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dove
A =
 1 0 0a b c
a2 + 2bcm
k
2ab+ c
2m
k2
kb2 + 2ac
k
 (4.50)
La matrice A ha determinante kb3 − hc3, quindi {1, γ, γ2} e` una base
di potenze se e soltanto se
kb3 − hc3 = ±1 (4.51)
Viceversa, supponiamo di aver trovato una soluzione intera (b, c) del-
l’equazione
kX3 − hY 3 = ±1 (4.52)
Allora γ = a+ bω+cω
2
k
, con a intero qualunque, e` un generatore di OK
come Z-algebra. Come c’era da aspettarsi, questo metodo fornisce una
famiglia di generatori equivalenti, nel senso indicato nel primo capitolo,
indicizzata dal parametro a.
• m ≡ 1 (mod 9).
Poniamo β = k
2+k2ω+ω2
3k
. Allora una base di OK e` data da {1, ω, β}, e
si ha  1ω
ω2
 =M
 1ω
β
 (4.53)
dove
M =
 1 0 00 1 0
−k
3
−k
3
3k
 (4.54)
e detM = 3k.
Sia allora γ ∈ OK , cioe`
γ = a+ bω + cβ = a+
ck
3
+ (b+
ck
3
)ω +
c
3k
ω2 (4.55)
da cui γ2 = A+Bω + Cω2, dove
A = (a+ ck
3
)2 + 2mc
3k
(b+ ck
3
),
B = c
2m
9k2
+ 2(b+ ck
s
)(a+ ck
3
),
C = (b+ ck
3
)2 + 2c
3k
(a+ ck
3
).
Quindi  1γ
γ2
 = A
 1ω
ω2
 = AM
 1ω
β
 (4.56)
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dove
A =
 1 0 0a+ ck
3
b+ ck
3
c
3k
A B C
 (4.57)
e detA = (b+ ck
3
)3 − mc3
27k3
.
Quindi {1, γ, γ2} e` una base di potenze se e soltanto se detAdetM =
±1, cioe` se b e c verificano l’equazione
k(3b+ ck)3 − hc3 = ±9 (4.58)
• m ≡ −1 (mod 9).
Poniamo ancora β = k
2−k2ω+ω2
3k
. Allora una base di OK e` data da
{1, ω, β}, e si ha  1ω
ω2
 =M
 1ω
β
 (4.59)
dove
M =
 1 0 00 1 0
−k
3
k
3
3k
 (4.60)
e detM = 3k.
Sia quindi γ ∈ OK , cioe`
γ = a+ bω + cβ = a+
ck
3
+ (b+
ck
3
)ω +
c
3k
ω2 (4.61)
Procedendo come sopra si trova infine che {1, γ, γ2} e` una base di
potenze se e soltanto se b e c verificano l’equazione
k(3b− ck)3 − hc3 = ±9 (4.62)
Da questa discussione discende direttamente il seguente
Teorema 4.6 (Criterio di monogenita`) Sia K = Q( 3
√
m),m = hk2 con
(h, k) = 1, h e k liberi da quadrati e ω = 3
√
m.
• Se m 6≡ ±1 (mod 9) allora K e` monogenico se e soltanto se esistono
b, c ∈ Z tali che
kb3 − hc3 = ±1 (4.63)
In tal caso una base di potenze e` data da {1, γ, γ2}, con γ = a+bω+cω2
k
e a intero qualunque.
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• Se m ≡ ±1 (mod 9) allora K e` monogenico se e soltanto se esistono
b, c ∈ Z che risolvono una delle seguenti equazioni:
k(3b± ck)3 − hc3 = 9 (4.64)
k(3b± ck)3 − hc3 = −9 (4.65)
in cui e` da prendersi il segno + se m ≡ 1 (mod 9), il segno − al-
trimenti. In tal caso una base di potenze e` data da {1, γ, γ2}, dove
γ = a+ bω + ck
2±k2ω+ω2
3k
, con a intero qualunque e con la stessa regola
per la scelta dei segni.
Inoltre, se K e` monogenico, le basi di potenze cos`ı trovate sono le uniche
possibili.
Osserviamo che lo stesso risultato puo` essere raggiunto calcolando il dis-
criminante del campo e di un generico x ∈ OK e poi imponendone l’ugua-
glianza.
Corollario 4.3 Sia K = Q( 3
√
m) conm ≡ ±1(mod 9), m libero da quadrati,
e poniamo ω = 3
√
m. Allora K e` monogenico se e solo se esiste una soluzione
intera dell’equazione
X3 −mY 3 = ±9 (4.66)
Inoltre, se (X,Y ) sono soluzione, allora X = ±Y + 3b, Y = c con b, c ∈ Z
e una base di potenze di OK e` data da {1, γ, γ2}, con γ = a+ bω + cω2±ω+13 ,
dove scelgo il segno + se m ≡ 1 (mod 9), il segno − altrimenti.
dim: Sia m ≡ 1 (mod 9), l’altro caso e` perfettamente analogo. Supponiamo
prima di tutto che K sia monogenico. Dal teorema sappiamo che esistono
b, c ∈ Z che verificano (3b+c)3−mc3 = ±9. Allora basta scegliere X = 3b+c
e Y = c.
Viceversa siano X,Y ∈ Z che verificano X3 −mY 3 = ±9. Allora
X3 ≡ mY 3 (mod 9) (4.67)
e poiche´ m ≡ 1 (mod 9)
X3 ≡ Y 3 (mod 9)⇒ X3 ≡ Y 3 (mod 3)⇒ X ≡ Y (mod 3) (4.68)
Quindi esiste b ∈ Z tale che X = Y + 3b. A questo punto basta prendere
c = Y . Allora b, c verificano (3b+c)3−mc3 = ±9, e grazie al teorema ottengo
la monogenicita` di K e la seconda parte del corollario.
¤
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Esempio
Come prima applicazione del teorema consideriamo un caso semplice, e quindi
sia K = Q( 3
√
28). Abbiamo 28 ≡ 1 (mod 9) e 28 = 7 · 22, cioe` h = 7, k = 2.
Per il teorema devo trovare una soluzione intera dell’equazione 2(3b+2c)3−
7c3 = ±9. In questo caso b = −1 e c = 1 risolvono, quindi un generatore di
K e`
γ = −ω + ω
2 + 4ω + 4
6
=
(ω − 2)2
6
(4.69)
4.2.3 Qualche risultato numerico
Come nel caso dei campi cubici ciclici, abbiamo ridotto il problema allo studio
di equazioni diofantee di grado 3. Per arrivare a dei risultati concreti sara`
quindi opportuno renderci conto di quando tali equazioni sono risolubili, e
per questo e` conveniente analizzare separatamente i casi m ≡ ±1 (mod 9) e
m 6≡ ±1 (mod 9). Come vedremo, e come e` facile rendersi conto osservando
le equazioni del teorema ??, il caso m ≡ ±1 (mod 9) presenta maggiori
difficolta`, e quindi richiede un trattamento piu` attento.
Sia quindi m ≡ ±1 (mod 9). L’equazione che dobbiamo risolvere, in
accordo con il teorema ??, e` una delle seguenti:
k(3b± ck)3 − hc3 = 9 (4.70)
k(3b± ck)3 − hc3 = −9 (4.71)
Come segue anche dal corollario ??, l’equazione da studiare si semplifica
notevolmente se m e` libero da quadrati. Cominciamo quindi dall’analisi di
questo caso, ed in particolare cerchiamo di vedere se esistono valori di m per
cui l’equazione ?? non e` risolubile. Otteniamo cos`ı i seguenti teoremi:
Teorema 4.7 Sia m = 7 · q, con (q, 7) = 1, q ≡ 4 o 5 (mod 9) e q libero da
quadrati. Allora K = Q( 3
√
m) e` non monogenico.
dim: q ≡ 4 o 5 (mod 9) ⇒ m ≡ ±1 (mod 9). Inoltre m risulta libero da
quadrati per la scelta di q. Sono quindi nelle ipotesi del corollario. Supponia-
mo per assurdo che K sia monogenico. Allora l’equazione X3 −mY 3 = ±9
ha soluzione e quindi esiste X ∈ Z tale che X3 −mY 3 ≡ ±9 (mod 9), cioe`
X3 ≡ 2 (mod 7) (4.72)
che e` assurdo perche´ ±1 sono gli unici cubi modulo 7. ¤
Teorema 4.8 Sia m = 13 · q, con (q, 13) = 1, q ≡ 2 o 7 (mod 9) e q libero
da quadrati. Allora K = Q( 3
√
m) e` non monogenico.
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dim: Come sopra, tenendo presente che gli unici cubi modulo 13 sono±1,±5.
¤
Teorema 4.9 Sia m = 19 · q, con (q, 19) = 1, q ≡ ±1 (mod 9) e q libero da
quadrati. Allora K = Q( 3
√
m) e` non monogenico.
dim: Come sopra, tenendo presente che gli unici cubi modulo 19 sono
±1,±7,±8. ¤
Teorema 4.10 Sia m = 31 · q, con (q, 31) = 1, q ≡ 2 o 7 (mod 9) e q libero
da quadrati. Allora K = Q( 3
√
m) e` non monogenico.
dim: Come sopra, tenendo presente che gli unici cubi modulo 31 sono
±1,±2,±4,±8,±15. ¤
Teorema 4.11 Sia m = 37 · q, con (q, 37) = 1, q ≡ ±1 (mod 9) e q libero
da quadrati. Allora K = Q( 3
√
m) e` non monogenico.
dim: Come sopra, tenendo presente che gli unici cubi modulo 37 sono
±1,±6,±8,±10,±11,±14.
¤
Piu` in generale possiamo formulare il seguente teorema, la cui dimostrazione
e` perfettamente analoga a quella dei cinque risultati precedenti.
Teorema 4.12 Sia m = p · q, dove
• m ≡ ±1 (mod 9)
• p e` un primo per cui 9 non e` un cubo (mod 9)
• (p, q) = 1
• q e` libero da quadrati
Allora K = Q( 3
√
m) e` non monogenico.
o, in maniera del tutto equivalente,
Teorema 4.13 Sia m ≡ ±1 (mod 9), m libero da quadrati, e supponiamo
che esista un primo p che divide m tale che 9 non e` un cubo modulo p. Allora
K = Q( 3
√
m) non e` monogenico.
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Chiaramente i primi tra cui puo` essere scelto p del teorema ?? sono quelli
congrui a 1 modulo 3. Infatti se p ≡ 2 (mod 3) l’applicazione
ϕ : (Z/pZ)∗ → (Z/pZ)∗ (4.73)
che manda un numero modulo p nel proprio cubo e` un isomorfismo, quindi
in questo caso 9 e` sempre un cubo modulo p.
Abbiamo quindi trovato condizioni su m che individuano una famiglia di
campi non monogenici. A priori questa famiglia potrebbe essere vuota, cioe`
potrebbe non esistere alcunm per cui e` verificata almeno una delle condizioni
elencate sopra. In realta` dimostreremo che non solo tale famiglia di campi
non e` vuota, ma e` addirittura infinita, e che gli m buoni sono distribuiti con
regolarita` nell’insieme dei naturali.
Sia dalla formulazione ?? che da quella ?? del teorema, risulta chiaro
che se vogliamo capire come questi valori di m sono distribuiti, dobbiamo
chiederci qual e` il comportamento dei liberi da quadrati nelle progressioni
aritmetiche. A questo proposito abbiamo fatto riferimento ad un lavoro di
Prachar del 1958 [?] ed al libro di Hua [?].
Ma prima di passare a questo argomento, riporto una tabella in cui so-
no presenti i valori di m che rispettano le condizioni del teorema ??. Piu`
precisamente, nella prima colonna sono riportati gli m divisibili per uno dei
primi 7, 13, 19, 31, 37, mentre nella seconda troveremo un no (campo non
monogenico) se m e` anche libero da quadrati ed appartiene alla giusta classe
di resto modulo 9, un punto interrogativo altrimenti. E` chiaro che questa
tabella puo` essere ulteriormente perfezionata nel momento in cui si trovino
altri primi p per cui 9 non e` un cubo modulo p. Ma gia` in questa forma fa
ben sperare sul numero di campi non monogenici di questo tipo, e ci spinge
ad un indagine piu` approfondita in questa direzione.
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m base
7 ?
13 ?
14 ?
19 no
21 ?
26 no
28 ?
31 ?
35 no
37 no
38 ?
39 ?
42 ?
49 ?
52 ?
56 ?
57 ?
62 no
63 ?
65 ?
70 ?
74 ?
76 ?
77 ?
78 ?
84 ?
91 no
93 ?
95 ?
98 ?
104 ?
105 ?
111 ?
112 ?
114 ?
117 ?
119 ?
124 ?
126 ?
130 ?
m base
133 ?
140 ?
143 no
147 ?
148 ?
152 ?
154 no
155 ?
156 ?
161 no
168 ?
169 ?
171 ?
175 ?
182 ?
185 ?
186 ?
189 ?
190 no
195 ?
196 ?
203 ?
208 ?
209 ?
210 ?
217 no
221 ?
222 ?
224 ?
228 ?
231 ?
234 ?
238 ?
245 ?
247 ?
248 ?
252 ?
259 ?
260 ?
266 ?
m base
273 ?
279 ?
280 ?
285 ?
286 ?
287 no
294 ?
296 ?
299 ?
301 ?
304 ?
308 ?
310 ?
312 ?
315 ?
322 ?
323 no
325 ?
329 ?
333 ?
336 ?
338 ?
341 no
342 ?
343 ?
350 ?
351 ?
357 ?
361 ?
364 ?
370 no
371 ?
372 ?
377 no
378 ?
380 ?
385 ?
390 ?
392 ?
399 ?
m base
403 ?
406 no
407 ?
413 no
416 ?
418 ?
420 ?
427 ?
429 ?
434 ?
437 ?
441 ?
442 no
444 ?
448 ?
455 ?
456 ?
462 ?
465 ?
468 ?
469 no
475 ?
476 ?
481 ?
483 ?
490 ?
494 no
496 ?
497 ?
504 ?
507 ?
511 ?
513 ?
518 ?
520 ?
525 ?
527 ?
532 ?
533 ?
539 ?
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m base
546 ?
551 ?
553 ?
555 ?
558 ?
559 no
560 ?
567 ?
570 ?
572 ?
574 ?
581 ?
585 ?
588 ?
589 ?
592 ?
595 no
598 ?
602 no
608 ?
609 ?
611 no
616 ?
620 ?
623 ?
624 ?
627 ?
629 no
630 ?
637 ?
644 ?
646 ?
650 ?
651 ?
658 no
663 ?
665 no
666 ?
672 ?
676 ?
m base
679 ?
682 ?
684 ?
686 ?
689 ?
693 ?
700 ?
702 ?
703 no
707 ?
713 ?
714 ?
715 ?
721 no
722 ?
728 ?
735 ?
740 ?
741 ?
742 ?
744 ?
749 ?
754 ?
756 ?
760 ?
763 ?
767 ?
770 ?
775 ?
777 ?
779 ?
780 ?
784 ?
791 no
793 no
798 ?
805 ?
806 ?
812 ?
814 ?
m base
817 ?
819 ?
826 ?
832 ?
833 ?
836 ?
837 ?
840 ?
845 ?
847 ?
851 ?
854 no
855 ?
858 ?
861 ?
868 ?
871 ?
874 no
875 ?
882 ?
884 ?
888 ?
889 ?
893 ?
896 ?
897 ?
899 no
903 ?
910 no
912 ?
917 no
923 ?
924 ?
925 ?
930 ?
931 ?
936 ?
938 ?
945 ?
949 ?
m base
950 ?
952 ?
959 ?
961 ?
962 no
966 ?
969 ?
973 no
975 ?
980 ?
987 ?
988 ?
992 ?
994 ?
999 ?
1001 ?
1007 no
1008 ?
1014 ?
1015 ?
1022 ?
1023 ?
1026 ?
1027 no
1029 ?
1036 ?
1040 ?
1043 no
1045 no
1050 ?
1053 ?
1054 no
1057 ?
1064 ?
1066 ?
1071 ?
1073 ?
1078 ?
1079 no
1083 ?
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Chiamiamo Q(x, k, l) il numero di naturali non superiori a x liberi da
quadrati e congrui a l modulo k. Consideriamo il caso - che e` poi quello che
ci interessa - (k, l) = 1, e studiamo il comportamento di Q(x, k, l) quando x
cresce con k, l fissati. Vogliamo cioe` dimostrare la formula
Q(x, k, l) = A
x
k
+O(
√
x), dove A =
6
pi2
∏
p|k
(
1− 1
p2
)−1
(4.74)
Scriviamo intanto, grazie alla formula di inversione di Mo¨bius [?], la seguente:
Q(x, k, l) =
∑
m≤x
m≡l (mod k)
µ2(m) =
∑
m≤x
m≡l (mod k)
∑
d2|m
µ(d) =
∑
d2n≤x
d2n≡l (mod k)
∑
d
µ(d)
(4.75)
Adesso osserviamo che
d2n ≡ l (mod k)
(k, l) = 1
}
⇒ (d, k) = 1 (4.76)
da cui segue che fissato d la soluzione della congruenza d2n ≡ l (mod k)
e` unica in n. Allora, fissato d, il numero di n che intervengono nella prima
somma dell’ultimo membro della ?? e` pari a x
kd2
+O(1). Quindi la ?? diventa
Q(x, k, l) =
∑
d≤√x
(d,k)=1
µ(d)
[ x
kd2
+O(1)
]
=
x
k

∑
d≤√x
(d,k)=1
µ(d)
d2
+O(
√
x) (4.77)
Da qui segue la ?? utilizzando le seguenti:
∑
d≤√x
(d,k)=1
µ(d)
d2
=
∞∑
d=1
(d,k)=1
µ(d)
d2
+O
∑
d>
√
x
1
d2
 (4.78)
e
∞∑
d=1
(d,k)=1
µ(d)
d2
=
∏
p
(
1− 1
p2
)∏
p|k
(
1− 1
p2
)−1
=
1
ζ(2)
∏
p|k
(
1− 1
p2
)−1
(4.79)
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dove ζ e` la zeta di Riemann.
Abbiamo quindi una formula che descrive il comportamento dei liberi
da quadrati in certe progressioni aritmetiche. Vediamo adesso di concludere
utilizzando i teoremi ??-??
Consideriamo ad esempio il teorema ??. Nelle ipotesi si richiede di trovare
un intero q libero da quadrati, primo con 13, e congruo a 2 o 7 modulo 9.
Per semplificare il problema cerchiamo quei q che verificano q ≡ 2 (mod 9)
e q ≡ 1 (mod 13), e di questi consideriamo solo i q ≡ 92 (mod 117). Ci
siamo ridotti cioe` a cercare i liberi da quadrati congrui a 92 modulo 117, con
(92, 117) = 1, e di questi conosciamo la distribuzione grazie alla ??. E` facile
concludere adesso che esistono infiniti campi cubici della forma Q( 3
√
m), e
che gli m per cui questo accade sono distribuiti regolarmente tra gli interi,
come gia` suggerito dalla tabella.
Altri esempi come questo si possono trovare utilizzando gli stessi teoremi,
ed accrescono quindi la cardinalita` dell’insieme dei campi non monogenici.
Continuiamo a studiare il caso m ≡ ±1 (mod 9), stavolta pero` alla ricerca
di campi monogenici.
Teorema 4.14 Sia a tale che
• a ≡ 5 o 7 (mod 9)
• a(a+ 6) e` libero da quadrati
• a+ 3 = b3 per un certo b ∈ Z
e poniamo m = a(a+ 6). Allora K = Q( 3
√
m) e` monogenico.
dim: Per le prime due condizioni su a, m risulta libero da quadrati em ≡ ±1
(mod 9). Quindi siamo nelle ipotesi del corollario ??, e il problema si riduce
a studiare la risolubulita` dell’equazione ??. Cerchiamo una soluzione della
forma (X, 1) per la ?? con il segno +:
X3 = 9 +m = 9 + a(a+ 6) = (a+ 3)2 = b6 (4.80)
da cui si ottiene X = b2. Per ottenere la forma della base di potenze basta
adesso applicare il corollario ??. La dimostrazione e` cos`ı completa.
¤
Riporto qui di seguito alcuni valori di a che rispettano le condizioni del
teorema ??, con i relativi valori di a+ 3 e di m.
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a a+ 3 m = a(a+ 6)
5 23 5 · 11
61 43 61 · 67
509 83 509 · 515 = 5 · 103 · 509
997 103 997 · 1003 = 17 · 59 · 997
2741 143 2741 · 2747 = 41 · 67 · 2741
4093 163 4093 · 4099
7997 203 7997 · 8003 = 11 · 53 · 151 · 727
10645 223 10645 · 10651 = 5 · 2129 · 10651
17573 263 17573 · 17579
21949 283 21949 · 21955 = 5 · 47 · 467 · 4391
32765 323 32765 · 32771 = 5 · 6553 · 32771
39301 343 39301 · 39307 = 23 · 1709 · 39301
63997 403 63997 · 64003 = 29 · 2207 · 63997
85181 443 85181 · 85187 = 17 · 103 · 827 · 5011
97333 463 97333 · 97339 = 11 · 131 · 743 · 8849
124997 503 124997 · 125003 = 239 · 523 · 125003
140605 523 140605 · 140611 = 5 · 61 · 461 · 140611
175613 563 175613 · 175619 = 61 · 151 · 1163 · 2879
195109 583 195109 · 195115 = 5 · 17 · 23 · 499 · 39023
262141 643 262141 · 262147 = 11 · 23831 · 262147
I valori di a riportati in tabella sono tutti i valori di a ≤ 300000 che
rispettano le condizioni del teorema. E` facile rendersi conto che i valori
riportati nella prima colonna sono molto diradati nell’insieme dei naturali,
ed ancora di piu` lo sono i relativi valori di m, riportati nella terza colonna. Si
puo` pero` altrettanto facilmente osservare che i valori di 3
√
a+ 3 crescono con
una certa regolarita`, ed anzi, un’analisi poco attenta puo` portare a pensare
che nella seconda colonna vi siano i cubi di tutti gli n congrui a 2 o 4 modulo
6. In realta` per n = 38 e n = 62 questo non si verifica. Vediamo quindi di
analizzare piu` attentamente la situazione.
Focalizziamo adesso l’attenzione non piu` su a, bens`ı sui valori di n =
3
√
a+ 3. Per il teorema ?? dovra` essere{
(n3 + 3)(n3 − 3) ≡ ±1 (mod 9)
(n3 + 3)(n3 − 3) libero da quadrati (4.81)
In termini di congruenze le due condizioni sopra diventano{
n 6≡ 0 (mod 3)
(n3 + 3)(n3 − 3) 6≡ 0 (mod p2) (4.82)
Concentriamoci sulla seconda delle ??.
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• p = 2. La congruenza diventa (n3 + 3)(n3 − 3) 6≡ 0 (mod 4), che e`
verificata se e soltanto se n e` pari.
• p = 3. Dalla prima delle ?? sapevamo gia` che n 6≡ 0 (mod 3). Del
resto, se questo e` vero, si ha anche n3 6≡ 0 (mod 3), e quindi sia n3+3
che n3− 3 non sono divisibili per 3. Segue che se n 6≡ 0 (mod 3) allora
(n3 + 3)(n3 − 3) 6≡ 0 (mod 9), cioe` la seconda delle ??.
• p > 3. Dobbiamo studiare la congruenza (n3+3)(n3−3) 6≡ 0 (mod p2).
Se p > 3 allora n3 + 3 e n3 − 3 non possono essere entrambi divisibili
per p, quindi
(n3 + 3)(n3 − 3) ≡ 0 (mod p2)⇔ n3 + 3 o n3 − 3 ≡ 0 (mod p2)
La seconda delle ?? diventa quindi n3 6≡ ±3 (mod p2).
L’insieme degli interi n che verificano la ?? e` molto verosimilmente in-
finito, anche se non sembra possibile fornire una dimostrazione rigorosa di
questo fatto con i metodi conosciuti della teoria analitica dei numeri. Un
ragionamento euristico che fornisce un fondamento alla nostra congettura e`
il seguente: supponiamo (come e` consuetudine in problemi di questo genere,
vedi per esempio l’argomento sui primi gemelli nel libro di Hardy e Wright
[?]) che le divisibilita` di un intero per p2 e per q2, con p e q primi distinti,
siano eventi probabilisticamente indipendenti.
Sappiamo che n deve essere pari, quindi abbiamo una sola classe modulo
2 che verifica le condizioni imposte dal teorema ??. Allo stesso modo, poiche´
n 6≡ 0 (mod 3), abbiamo 2 classi modulo 3. Per p > 3 dobbiamo distinguere
il caso in cui 3 (e quindi anche -3) e` un cubo modulo p2 oppure no. Se non lo
e`, allora tutte le classi modulo p2 verificano la seconda delle ??. Se invece 3
e` un cubo, allora 3 ha al piu` 3 radici cubiche, e lo stesso -3, e quindi le classi
modulo p2 che vanno bene sono almeno p2−6. Proviamo quindi a dare un’idea
di qual e` la probabilita` di trovare un intero n che rispetti tali condizioni. Alla
luce di quanto abbiamo detto e` auspicabile che tale probabilita` P verifichi
P ≥ 1
2
· 2
3
·
∏
p≥5
p2 − 6
p2
=
1
3
∏
p≥5
(
1− 6
p2
)
> 0 (4.83)
Questo, anche se non dimostra niente di preciso, fa ben sperare sul fatto che
in questo caso anche i campi monogenici siano infiniti, e rafforza le aspetta-
tive gia` confortate dai dati riportati in tabella.
Passiamo adesso ad analizzare il caso m 6≡ ±1 (mod 9). Dobbiamo
studiare l’equazione
kX3 − hY 3 = ±1 (4.84)
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Osserviamo innanzitutto che questa non cambia in seguito allo scambio di k
con h. Questo significa che se m = ab2 e m′ = a2b, allora Q( 3
√
m) e Q( 3
√
m′)
sono o entrambi monogenici, o entrambi non monogenici.
Tenendo presente questa osservazione e` chiaro che ai fini della nostra ana-
lisi i casim libero da quadrati em quadrato perfetto sono perfettamente equi-
valenti. Basta quindi ricordare il corollario del teorema ??, per concludere
che in entrambi i suddetti casi il campo risulta monogenico.
Continuiamo a cercare soluzioni della ?? della forma (X, 1). Ancora per
l’osservazione iniziale la ricerca di soluzioni della forma (1, Y ) porta a valori
di h e k scambiati, quindi analizzeremo solo uno dei due casi, dopodiche´
l’altro segiura` automaticamente. Vogliamo quindi trovare k e h in modo che
l’equazione in X
kX3 − h = ±1 (4.85)
ammetta soluzione intera. Dunque questa e` risolubile se e solo se k e h
verificano
h± 1
k
= X3 (4.86)
Quindi k | h±1 e h±1
k
deve essere un cubo. In altre parole abbiamo il seguente
Teorema 4.15 Sia m 6≡ ±1 (mod 9), m = k2h, con (k, h) = 1, k e h liberi
da quadrati. Supponiamo che sia verificata una delle seguenti condizioni:
(i) k divide h± 1 e h±1
k
e` un cubo
(ii) h divide k ± 1 e k±1
h
e` un cubo
Allora K = Q( 3
√
m) e` monogenico.
E` chiaro dal teorema che allora anche per m 6≡ ±1 (mod 9) i campi mo-
nogenici sono infiniti, ed anzi, ci accorgeremo dal calcolo numerico che in
questo caso la monogenicita` e` una proprieta` molto comune. Basti pensare
alla diffusione dei liberi da quadrati nell’insieme degli interi non congui a ±1
modulo 9.
Cerchiamo adesso di vedere quando l’equazione ?? non e` risolubile. Per
questo ricicliamo la strategia usata per la ??, ed otteniamo
Teorema 4.16 Sia m 6≡ ±1 (mod 9), con 7 | h. Supponiamo che si abbia
anche k 6≡ ±1 (mod 7). Allora K = Q( 3√m) non e` monogenico.
dim: 7 | h ⇒ (k, 7) = 1 perche´ h e k sono coprimi. Quindi k e` invertibile
come classe modulo 7. Riscriviamo l’equazione ?? modulo 7:
kX3 ≡ ±1 (mod 7)⇒ X3 = ±k−1 (mod 7) (4.87)
Ma ±1 sono gli unici cubi modulo 7, quindi in queste ipotesi la ?? non e`
risolubile.
65
¤I seguenti risultati si ottengono con una dimostrazione perfettamente analoga
alla precedente:
Teorema 4.17 Sia m 6≡ ±1 (mod 9), con 13 | h. Supponiamo che si abbia
anche k 6≡ ±1,±5 (mod 13). Allora K = Q( 3√m) non e` monogenico.
Teorema 4.18 Sia m 6≡ ±1 (mod 9), con 19 | h. Supponiamo che si abbia
anche k 6≡ ±1,±7,±8 (mod 19). Allora K = Q( 3√m) non e` monogenico.
Teorema 4.19 Sia m 6≡ ±1 (mod 9), con 31 | h. Supponiamo che si ab-
bia anche k 6≡ ±1,±2,±4,±8,±16 (mod 31). Allora K = Q( 3√m) non e`
monogenico.
Teorema 4.20 Sia m 6≡ ±1 (mod 9), con 37 | h. Supponiamo che si abbia
anche k 6≡ ±1,±6,±8,±10,±11,±14 (mod 37). Allora K = Q( 3√m) non e`
monogenico.
Invertendo i ruoli di h e k si hanno altri cinque teoremi analoghi. Questi
risultati possono essere racchiusi in due teorema generali:
Teorema 4.21 Sia m 6≡ ±1 (mod 9). Supponiamo che esista un primo p
tale che p | h e per cui k non e` un cubo modulo p. Allora K = Q( 3√m) non
e` monogenico.
Teorema 4.22 Sia m 6≡ ±1 (mod 9). Supponiamo che esista un primo p
tale che p | k e per cui h non e` un cubo modulo p. Allora K = Q( 3√m) non
e` monogenico.
Riuniamo tutti i risultati ottenuti in una tabella. Come vedremo, infatti,
nella maggior parte dei casi i teoremi dimostrati in quest’ultima sezione sono
sufficienti a farci concludere.
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m
resto
mod 9
k h base
2 2 1 2 si
3 3 1 3 si
4 4 2 1 si
5 5 1 5 si
6 6 1 6 si
7 7 1 7 si
9 0 3 1 si
10 1 1 10 ?
11 2 1 11 si
12 3 2 3 ?
13 4 1 13 si
14 5 1 14 si
15 6 1 15 si
17 8 1 17 ?
18 0 3 2 ?
19 1 1 19 no
20 2 2 5 ?
21 3 1 21 si
22 4 1 22 si
23 5 1 23 si
25 7 5 1 si
26 8 1 26 no
28 1 2 7 s`ı
29 2 1 29 si
30 3 1 30 si
31 4 1 31 si
33 6 1 33 si
34 7 1 34 si
35 8 1 35 no
36 0 6 1 si
37 1 1 37 no
38 2 1 38 si
39 3 1 39 si
41 5 1 41 si
42 6 1 42 si
43 7 1 43 si
44 8 2 11 ?
45 0 3 5 ?
46 1 1 46 ?
47 2 1 47 si
m
resto
mod 9
k h base
49 4 7 1 si
50 5 5 2 ?
51 6 1 51 si
52 7 2 13 no
53 8 1 53 ?
55 1 1 55 si
57 3 1 57 si
58 4 1 58 si
59 5 1 59 si
60 6 2 15 si
61 7 1 61 si
62 8 1 62 no
63 0 3 7 no
65 2 1 65 si
66 3 1 66 si
67 4 1 67 si
68 5 2 17 si
69 6 1 69 si
70 7 1 70 si
71 8 1 71 ?
73 1 1 73 ?
74 2 1 74 si
75 3 5 3 ?
76 4 2 19 no
77 5 1 77 si
78 6 1 78 si
79 7 1 79 si
82 1 1 82 ?
83 2 1 83 si
84 3 2 21 no
85 4 1 85 si
86 5 1 86 si
87 6 1 87 si
89 8 1 89 ?
90 0 3 10 ?
91 1 1 91 no
92 2 2 23 ?
93 3 1 93 si
94 4 1 94 si
95 5 1 95 si
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m
resto
mod 9
k h base
97 7 1 97 si
98 8 7 2 ?
99 0 3 11 ?
100 1 10 1 ?
101 2 1 101 si
102 3 1 102 si
103 4 1 103 si
105 6 1 105 si
106 7 1 106 si
107 8 1 107 ?
109 1 1 109 ?
110 2 1 110 si
111 3 1 111 si
113 5 1 113 si
114 6 1 114 si
115 7 1 115 si
116 8 2 29 ?
117 0 3 13 no
118 1 1 118 ?
119 2 1 119 si
121 4 11 1 si
122 5 1 122 si
123 6 1 123 si
124 7 2 31 ?
126 0 3 14 no
127 1 1 127 ?
129 3 1 129 si
130 4 1 130 si
131 5 1 131 si
132 6 2 33 ?
133 7 1 133 si
134 8 1 134 ?
137 2 1 137 si
138 3 1 138 si
139 4 1 139 si
140 5 2 35 no
141 6 1 141 si
142 7 1 142 si
143 8 1 143 no
145 1 1 145 ?
m
resto
mod 9
k h base
146 2 1 146 si
147 3 7 3 no
148 4 2 37 no
149 5 1 149 si
150 6 5 6 ?
151 7 1 151 si
153 0 3 17 ?
154 1 1 154 no
155 2 1 155 si
156 3 2 39 no
157 4 1 157 si
158 5 1 158 si
159 6 1 159 si
161 8 1 161 no
163 1 1 163 ?
164 2 2 41 ?
165 3 1 165 si
166 4 1 166 si
167 5 1 167 si
169 7 13 1 si
170 8 1 170 ?
171 0 3 19 no
172 1 2 43 ?
173 2 1 173 si
174 3 1 174 si
175 4 5 7 no
177 6 1 177 si
178 7 1 178 si
179 8 1 179 ?
180 0 6 5 ?
181 1 1 181 ?
182 2 1 182 si
183 3 1 183 si
185 5 1 185 si
186 6 1 186 si
187 7 1 187 si
188 8 2 47 ?
190 1 1 190 no
191 2 1 191 si
193 4 1 193 si
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m
resto
mod 9
k h base
194 5 1 194 si
195 6 1 195 si
196 7 14 1 si
197 8 1 197 ?
198 0 3 22 ?
199 1 1 199 ?
201 3 1 201 si
202 4 1 202 si
203 5 1 203 si
204 6 2 51 ?
205 7 1 205 si
206 8 1 206 ?
207 0 3 23 si
209 2 1 209 si
210 3 1 210 si
211 4 1 211 si
212 5 2 53 si
213 6 1 213 si
214 7 1 214 si
215 8 1 215 ?
217 1 1 217 no
218 2 1 218 si
219 3 1 219 si
220 4 2 55 si
221 5 1 221 si
222 6 1 222 si
223 7 1 223 si
225 0 15 1 si
226 1 1 226 ?
227 2 1 227 si
228 3 2 57 no
229 4 1 229 si
230 5 1 230 si
231 6 1 231 si
233 8 1 233 ?
234 0 3 26 no
235 1 1 235 ?
236 2 2 59 ?
237 3 1 237 si
238 4 1 238 si
m
resto
mod 9
k h base
239 5 1 239 si
241 7 1 241 si
242 8 11 2 ?
244 1 2 61 ?
245 2 7 5 no
246 3 1 246 si
247 4 1 247 si
249 6 1 249 si
251 8 1 251 ?
252 0 6 7 ?
253 1 1 253 ?
254 2 1 254 si
255 3 1 255 si
257 5 1 257 si
258 6 1 258 si
259 7 1 259 si
260 8 2 65 ?
261 0 3 29 ?
262 1 1 262 ?
263 2 1 263 si
265 4 1 265 si
266 5 1 266 si
267 6 1 267 si
268 7 2 67 ?
269 8 1 269 ?
271 1 1 271 ?
273 3 1 273 si
274 4 1 274 si
275 5 5 11 ?
276 6 2 69 ?
277 7 1 277 si
278 8 1 278 ?
279 0 3 31 no
281 2 1 281 si
282 3 1 282 si
283 4 1 283 si
284 5 2 71 ?
285 6 1 285 si
286 7 1 286 si
287 8 1 287 no
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m
resto
mod 9
k h base
289 1 17 1 ?
290 2 1 290 si
291 3 1 291 si
292 4 2 73 ?
293 5 1 293 si
294 6 7 6 ?
295 7 1 295 si
298 1 1 298 ?
299 2 1 299 si
300 3 10 3 ?
301 4 1 301 si
302 5 1 302 si
303 6 1 303 si
305 8 1 305 ?
306 0 3 34 ?
307 1 1 307 ?
308 2 2 77 no
309 3 1 309 si
310 4 1 310 si
311 5 1 311 si
313 7 1 313 si
314 8 1 314 ?
315 0 3 35 no
316 1 2 79 ?
317 2 1 317 si
318 3 1 318 si
319 4 1 319 si
321 6 1 321 si
322 7 1 322 si
323 8 1 323 no
325 1 5 13 ?
326 2 1 326 si
327 3 1 327 si
329 5 1 329 si
330 6 1 330 si
331 7 1 331 si
332 8 2 83 ?
333 0 3 37 no
334 1 1 334 ?
335 2 1 335 si
m
resto
mod 9
k h base
337 4 1 337 si
338 5 13 2 no
339 6 1 339 si
340 7 2 85 ?
341 8 1 341 no
342 0 3 38 no
345 3 1 345 si
346 4 1 346 si
347 5 1 347 si
348 6 2 87 ?
349 7 1 349 si
350 8 5 14 ?
353 2 1 353 si
354 3 1 354 si
355 4 1 355 si
356 5 2 89 ?
357 6 1 357 si
358 7 1 358 si
359 8 1 359 ?
361 1 19 1 ?
362 2 1 362 si
363 3 11 3 ?
364 4 2 91 no
365 5 1 365 si
366 6 1 366 si
367 7 1 367 si
369 0 3 41 ?
370 1 1 370 no
371 2 1 371 si
372 3 2 93 ?
373 4 1 373 si
374 5 1 374 si
377 8 1 377 no
379 1 1 379 ?
380 2 2 95 no
381 3 1 381 si
382 4 1 382 si
383 5 1 383 si
385 7 1 385 si
386 8 1 386 ?
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m
resto
mod 9
k h base
...
...
...
...
...
2599 7 1 2599 si
2601 0 51 1 si
2602 1 1 2602 ?
2603 2 1 2603 si
2604 3 2 651 no
2605 4 1 2605 si
2606 5 1 2606 si
2607 6 1 2607 si
2609 8 1 2609 ?
2610 0 3 290 ?
2611 1 1 2611 no
2612 2 2 653 ?
2613 3 1 2613 si
2614 4 1 2614 si
2615 5 1 2615 si
2617 7 1 2617 si
2618 8 1 2618 no
2620 1 2 655 ?
2621 2 1 2621 si
2622 3 1 2622 si
2623 4 1 2623 si
2626 7 1 2626 si
2627 8 1 2627 no
2628 0 6 73 ?
2629 1 1 2629 ?
2630 2 1 2630 si
2631 3 1 2631 si
2633 5 1 2633 si
2634 6 1 2634 si
2635 7 1 2635 si
2636 8 2 659 ?
2637 0 3 293 ?
2638 1 1 2638 ?
2639 2 1 2639 si
2641 4 1 2641 si
2642 5 1 2642 si
2643 6 1 2643 si
2644 7 2 661 ?
2645 8 23 5 ?
m
resto
mod 9
k h base
2647 1 1 2647 ?
2649 3 1 2649 si
2650 4 5 106 ?
2651 5 1 2651 si
2652 6 2 663 no
2653 7 1 2653 si
2654 8 1 2654 ?
2655 0 3 295 ?
2657 2 1 2657 si
2658 3 1 2658 si
2659 4 1 2659 si
2660 5 2 665 no
2661 6 1 2661 si
2663 8 1 2663 ?
2665 1 1 2665 no
2666 2 1 2666 si
2667 3 1 2667 si
2668 4 2 667 ?
2669 5 1 2669 si
2670 6 1 2670 si
2671 7 1 2671 si
2674 1 1 2674 no
2675 2 5 107 ?
2676 3 2 669 ?
2677 4 1 2677 si
2678 5 1 2678 si
2679 6 1 2679 si
2681 8 1 2681 no
2682 0 3 298 ?
2683 1 1 2683 ?
2684 2 2 671 ?
2685 3 1 2685 si
2686 4 1 2686 si
2687 5 1 2687 si
2689 7 1 2689 si
2690 8 1 2690 ?
2691 0 3 299 no
2692 1 2 673 ?
2693 2 1 2693 si
2694 3 1 2694 si
71
m
resto
mod 9
k h base
2695 4 7 55 si
2697 6 1 2697 si
2698 7 1 2698 si
2699 8 1 2699 ?
2701 1 1 2701 no
2702 2 1 2702 si
2703 3 1 2703 si
2705 5 1 2705 si
2706 6 1 2706 si
2707 7 1 2707 si
2708 8 2 677 ?
2709 0 3 301 no
2710 1 1 2710 ?
2711 2 1 2711 si
2713 4 1 2713 si
2714 5 1 2714 si
2715 6 1 2715 si
2716 7 2 679 no
2717 8 1 2717 no
2718 0 3 302 ?
2719 1 1 2719 ?
2721 3 1 2721 si
2722 4 1 2722 si
2723 5 1 2723 si
2724 6 2 681 ?
2725 7 5 109 ?
2726 8 1 2726 ?
2729 2 1 2729 si
2730 3 1 2730 si
2731 4 1 2731 si
2732 5 2 683 ?
2733 6 1 2733 si
2734 7 1 2734 si
2735 8 1 2735 ?
2737 1 1 2737 no
2738 2 37 2 no
2739 3 1 2739 si
2740 4 2 685 si
2741 5 1 2741 si
2742 6 1 2742 si
m
resto
mod 9
k h base
2743 7 1 2743 si
2745 0 3 305 ?
2746 1 1 2746 ?
2747 2 1 2747 si
2748 3 2 687 si
2749 4 1 2749 si
2751 6 1 2751 si
2753 8 1 2753 ?
2755 1 1 2755 no
2756 2 2 689 no
2757 3 1 2757 si
2758 4 1 2758 si
2759 5 1 2759 si
2761 7 1 2761 si
2762 8 1 2762 ?
2763 0 3 307 ?
2764 1 2 691 ?
2765 2 1 2765 si
2766 3 1 2766 si
2767 4 1 2767 si
2769 6 1 2769 si
2770 7 1 2770 si
2771 8 1 2771 ?
2772 0 6 77 ?
2773 1 1 2773 ?
2774 2 1 2774 si
2775 3 5 111 no
2777 5 1 2777 si
2778 6 1 2778 si
2779 7 1 2779 si
2780 8 2 695 ?
2782 1 1 2782 no
2783 2 11 23 ?
2785 4 1 2785 si
2786 5 1 2786 si
2787 6 1 2787 si
2788 7 2 697 ?
2789 8 1 2789 ?
2790 0 3 310 no
2791 1 1 2791 ?
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m
resto
mod 9
k h base
2793 3 7 57 si
2794 4 1 2794 si
2795 5 1 2795 si
2796 6 2 699 ?
2797 7 1 2797 si
2798 8 1 2798 ?
2799 0 3 311 ?
2801 2 1 2801 si
2802 3 1 2802 si
2803 4 1 2803 si
2804 5 2 701 ?
2805 6 1 2805 si
2806 7 1 2806 si
2807 8 1 2807 no
2809 1 53 1 ?
2810 2 1 2810 si
2811 3 1 2811 si
2812 4 2 703 no
2813 5 1 2813 si
2814 6 1 2814 si
2815 7 1 2815 si
2817 0 3 313 ?
2818 1 1 2818 ?
2819 2 1 2819 si
2820 3 2 705 ?
2821 4 1 2821 si
2822 5 1 2822 si
2823 6 1 2823 si
2825 8 5 113 ?
2826 0 3 314 ?
2827 1 1 2827 ?
2828 2 2 707 no
2829 3 1 2829 si
2830 4 1 2830 si
2831 5 1 2831 si
2833 7 1 2833 si
2834 8 1 2834 no
2836 1 2 709 ?
2837 2 1 2837 si
2838 3 1 2838 si
m
resto
mod 9
k h base
2839 4 1 2839 si
2841 6 1 2841 si
2842 7 7 58 no
2843 8 1 2843 ?
2844 0 6 79 ?
2845 1 1 2845 ?
2846 2 1 2846 si
2847 3 1 2847 si
2849 5 1 2849 si
2850 6 5 114 no
2851 7 1 2851 si
2852 8 2 713 ?
2853 0 3 317 ?
2854 1 1 2854 ?
2855 2 1 2855 si
2857 4 1 2857 si
2858 5 1 2858 si
2859 6 1 2859 si
2860 7 2 715 no
2861 8 1 2861 ?
2863 1 1 2863 no
2865 3 1 2865 si
2866 4 1 2866 si
2867 5 1 2867 si
2868 6 2 717 ?
2869 7 1 2869 si
2870 8 1 2870 no
2871 0 3 319 ?
2873 2 13 17 no
2874 3 1 2874 si
2876 5 2 719 ?
2877 6 1 2877 si
2878 7 1 2878 si
2879 8 1 2879 ?
2881 1 1 2881 ?
2882 2 1 2882 si
2883 3 31 3 no
2884 4 2 721 no
2885 5 1 2885 si
2886 6 1 2886 si
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m
resto
mod 9
k h base
2887 7 1 2887 si
2890 1 17 10 ?
2891 2 7 59 no
2892 3 2 723 ?
2893 4 1 2893 si
2894 5 1 2894 si
2895 6 1 2895 si
2897 8 1 2897 ?
2898 0 3 322 no
2899 1 1 2899 no
2900 2 10 29 ?
2901 3 1 2901 si
2902 4 1 2902 si
2903 5 1 2903 si
2905 7 1 2905 si
2906 8 1 2906 ?
2907 0 3 323 no
2908 1 2 727 ?
2909 2 1 2909 si
2910 3 1 2910 si
2911 4 1 2911 si
2913 6 1 2913 si
2914 7 1 2914 si
2915 8 1 2915 ?
2917 1 1 2917 ?
2918 2 1 2918 si
2919 3 1 2919 si
2921 5 1 2921 si
2922 6 1 2922 si
2923 7 1 2923 si
2924 8 2 731 ?
2925 0 15 13 no
2926 1 1 2926 no
2927 2 1 2927 si
2929 4 1 2929 si
2930 5 1 2930 si
2931 6 1 2931 si
2932 7 2 733 ?
2933 8 1 2933 no
2934 0 3 326 ?
m
resto
mod 9
k h base
2935 1 1 2935 ?
2937 3 1 2937 si
2938 4 1 2938 si
2939 5 1 2939 si
2940 6 14 15 ?
2941 7 1 2941 si
2942 8 1 2942 ?
2945 2 1 2945 si
2946 3 1 2946 si
2947 4 1 2947 si
2948 5 2 737 ?
2949 6 1 2949 si
2950 7 5 118 ?
2951 8 1 2951 no
2953 1 1 2953 ?
2954 2 1 2954 si
2955 3 1 2955 si
2956 4 2 739 ?
2957 5 1 2957 si
2958 6 1 2958 si
2959 7 1 2959 si
2961 0 3 329 no
2962 1 1 2962 ?
2963 2 1 2963 si
2964 3 2 741 no
2965 4 1 2965 si
2966 5 1 2966 si
2967 6 1 2967 si
2969 8 1 2969 ?
2971 1 1 2971 ?
2972 2 2 743 ?
2973 3 1 2973 si
2974 4 1 2974 si
2975 5 5 119 no
2977 7 1 2977 si
2978 8 1 2978 ?
2979 0 3 331 ?
2980 1 2 745 ?
2981 2 1 2981 si
2982 3 1 2982 si
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Conclusione
Concludendo, abbiamo descritto un discreto numero di esempi e situazioni,
focalizzando l’attenzione sui campi cubici puri, a cui e` dedicato gran parte
del quarto capitolo. Qui, dopo aver dimostrato un criterio di monogenicita`,
abbiamo studiato le equazioni su cui esso si fonda, ed abbiamo cos`ı costruito
un algoritmo per stabilire, quando e` possibile, la monogenicita` del campo.
La strategia che abbiamo utilizzato per arrivare a questi risultati puo` essere
applicata ad un campo qualunque, ma e` chiaramente poco comoda per campi
di grado superiore a 3 perche` porta allo studio di equazioni di grado sempre
piu` alto. La molteplicita` dei metodi descritti e` comunque indubbiamente utile
per lo studio di casi particolari che non rientrano nelle categorie analizzate
in questa tesi.
Dando un sguardo complessivo al lavoro svolto, risulta chiaro che ci so-
no punti che possono ancora essere approfonditi, anche perche´ strettamente
legati a questioni di teoria dei numeri non ancora risolte. Inoltre, benche´
si conoscano campi monogenici e non di grado e conduttore arbitrariamen-
te alto, restano ancora un’infinita` di casi per cui il problema rimane senza
risposta.
Vorrei infine osservare che in tutta questa tesi ci siamo occupati di campi
di numeri, cioe` di estensioni finite del campo dei razionali. Ma le stesse moti-
vazioni che spingono verso lo studio di questo problema, potrebbero portare
ad estendere la ricerca al caso di estensioni relative di campi di numeri, sulle
quali si conoscono risultati generali solo localmente.
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