In reasoning tasks involving logical formulas, high expressiveness is desirable, although it often leads to high computational complexity. We study a simple measure of expressiveness: the number of formulas expressible by a language, up to semantic equivalence. In the context of constraints, we prove a dichotomy theorem on constraint languages regarding this measure.
Introduction
In reasoning tasks involving logical formulas, there is a trade-off between computational complexity and the expressiveness of the language in which the formulas are specified. Consequently, much effort has been directed towards identifying language restrictions which yield tractable reasoning. In many cases, these language restrictions, which are typically defined syntactically, impose semantic restrictions on the sets of models that can be expressed. For instance, it is known that a class of propositional models is expressible as a Horn formula if and only if it is closed under the coordinatewise Boolean AND operation (see [4] for a proof).
A basic question thus arises: how expressive are various languages for specifying knowledge? That is, how comparatively rich are the classes of models that can be expressed by different languages? Among different languages yielding tractable reasoning, those that are most expressive will be of the greatest utility in many contexts. Consider the following two examples, from the area of knowledge compilation (see [3] for a survey). If one wants to preprocess a knowledge base specified in an intractable language into one specified in a tractable language, to perform rapid on-line query processing, the most expressive tractable languages are those that are most likely to be applicable. Or, if one wants to approximate a knowledge base specified in an intractable language by one or more knowledge bases specified in a tractable language, the most expressive tractable languages are those most likely to yield close approximations.
In this paper, we consider the most simple and fundamental measure of expressiveness that we can conceive of. Namely, we grade languages according their expressive rate: the number of different formulas that they can express -up to semantic equivalence. That is, we consider the number of different classes of models expressible by a language.
We study this measure in the context of constraint languages: sets of relations which can be used to specify constraints. Recall that a constraint specifies, via a relation, the possible values that a collection of variables may take on; the constraint satisfaction problem (CSP), a prototypical reasoning task in artificial intelligence, involves deciding if a conjunction of constraints can be satisfied by an assignment to its variables.
Within the framework of constraint languages, there is a thoroughly investigated and well-established notion of expressiveness [6, 8] : a constraint language can express a relation if, roughly speaking, the relation is logically equivalent to a conjunction of constraints written in in which some variables may be existentially quantified. In computer science, interest in this notion of expressiveness arises from the fact that the complexity of numerous reasoning tasks, with respect to a constraint language, depends only on the relations expressible by the language. Examples include the CSP [6] , learnability of quantified formulas [5] , and model checking and inference for circumscription [10] . In general, the notion of constraint language has been used heavily to identify tractable cases of the constraint satisfaction problem (CSP) and variants thereof (see [4] for further examples), and can be used to describe restricted classes of propositional formulas such as Horn formulas and 2-SAT formulas.
The notion of expressive rate we consider, to be more precise, is asymptotic in nature: for a constraint language , we consider the number of relations of arity n expressible by (denoted by n ), as n tends to infinity. On a finite domain A, the number of possible tuples of an n-ary relation is |A| n , and so the number of different n-ary relations is equal to 2 |A| n , which upper bounds n by definition. Our main result is a dichotomy theorem on constraint languages over a two-element domain, showing that all such constraint languages are either polynomially expressive -that is, such that log n is polynomial in n -or, exponentially expressive -that is, such that log n is (b n ), for some b > 1. It is worth emphasizing that the existence of such a dichotomy cannot be taken for granted in light of the many functions having growth rates that are intermediate between those that we identify -for instance, n log n is neither polynomial nor exponential (according to our definitions). 1 In order to study the expressivity of constraint languages, we make use of the algebraic viewpoint on constraint languages that has been used to study the complexity of the CSP [6, 8] . We demonstrate a number of sufficient conditions for showing polynomial or exponential expressivity that apply to constraint languages over finite domains of all sizes. To establish our dichotomy theorem, we use these sufficient conditions in conjunction with Post's classification theorem on Boolean function classes.
We remark that our dichotomy theorem has an alternative, mathematical formulation in terms of algebras. Namely, the theorem can be stated as a dichotomy theorem characterizing, for each algebra A with two elements, the asymptotics of the number of subalgebras S n (A) of the n-fold direct product of A. Precisely, our dichotomy the-orem implies that log S n (A) is always polynomial or exponential in n (for two-element algebras A).
Preliminaries
We use the notation [n] as shorthand for the set {1, . . . , n}. We use t i to denote the ith coordinate of a tuplet.
Constraints
Definition 2.1. A relation of arity k 1 over A is a subset of A k . A constraint over A is an expression of the form R(v) where R is a relation over A andv is a tuple of variables with the same arity as R.
As usual, we consider an arity k constraint R(v) to be satisfied by an assignment f defined on the variables inv if (f (v 1 ), . . . , f (v k )) ∈ R. Note that in this paper, we will only be concerned with constraints over finite domains A of nontrivial size, that is, of size greater than or equal to two.
Definition 2.2.
A constraint language is a set of relations, all of which have the same domain. A constraint language is said to be finite if it contains a finite number of relations. By = A , we denote the equality relation {(a, a): a ∈ A} on the set A. Definition 2.3. When is a constraint language, a -formula is defined to be an expression of the form
where C is a finite conjunction of constraints, each of which has relation from ∪ {= A } and variables from the set {x 1 , . . . , x n , y 1 , . . . , y m }. The variables {x 1 , . . . , x n } are said to be the free variables of the formula.
The CSP over a particular constraint language can be defined in the following way. Definition 2.4. Let be a finite constraint language over a finite domain A. The CSP( ) decision problem is to decide, given a set of variables V and a finite conjunction of constraints having variables from V and relations from , whether or not there is an assignment f : V → A satisfying the conjunction.
Expressivity
We formalize the class of relations expressible by a constraint language in the following way. Definition 2.5. We say that an arity k relation R is expressible by the constraint language if there exists a -formula φ with free variables {x 1 , . . . , x k } such that R(x 1 , . . . , x k ) is equivalent to φ, by which we mean that an assignment f : {x 1 , . . . , x k } → A satisfies R(x 1 , . . . , x k ) if and only if φ is true under f . We let denote the set of all relations expressible by . Example 2.6. Define to be the finite constraint language {R, O, Z} over the domain {0, 1} where R is the arity three relation {0, 1} 3 \ {(1, 1, 0)}, O is the arity one relation {(1)}, and Z is the arity one relation {(0)}. Notice that the relation R is equal to the set
Every relation induced by a Horn clause can be expressed by . For example, consider the relation
We have that S(x 1 , x 2 , x 3 , x 4 ) is equivalent to the -formula
Indeed, one can show that for any relation T , the formula T (x 1 , . . . , x k ) is equivalent to a Horn formula without existentially quantified variables if and only if T is in .
Definition 2.7. When is a constraint language, let n denote the number of relations in of arity n.
Observe that when the relations in are over a finite set A, n is bounded above by 2 |A| n . Our interest is in differentiating between two modes of growth in the functions n , formalized in the following definitions.
Definition 2.8. We say that a function f (n) (assumed to have the natural numbers as both domain and range) is
polynomial in n if f (n) is O(n k ) for some k 1; we say that f (n) is exponential in n if f (n) is (b n ) for some b > 1.
Definition 2.9.
A constraint language is polynomially expressive if log n is polynomial in n, and is exponentially expressive if log n is exponential in n.
Algebra
In this section, we describe the dual algebraic viewpoint on constraint languages that we will use to study expressivity. This viewpoint has been used to study CSP complexity; we refer the reader to [6, 8, 9] for more information. Definition 2.10. When A is a set and k 1 is a natural number, a mapping f :
We let O A denote the set of all operations on A of finite rank, and let R A denote the set of all relations on A of finite arity.
is also in R.
Definition 2.12. For a set of operations
For a constraint language ⊆ R A , define
The Inv(·) and Pol(·) operators, in fact, form a Galois connection that is well known in universal algebra [11] . These operators are connected to the class of relations expressible by a constraint language in the following way.
Theorem 2.13. For any set of relations
From this theorem, [6] demonstrated that the complexity of CSP( ) is an invariant of Pol( ) -that is, any two constraint languages 1 , 2 such that Pol( 1 ) = Pol( 2 ) give rise to problems CSP( 1 ), CSP( 2 ) having exactly the same complexity (with respect to polynomial-time reducibility). Similarly, we can deduce from this theorem that the expressive rate of a constraint language is an invariant of Pol( ). Corollary 2.14. For any sets of relations 1 
In other words, the expressivity of depends only on Pol( ). Indeed, our program of classifying the constraint languages according to their expressivity can be rephrased as a program of classifying the various sets of operations Pol( ) according to their expressivity, which we define in the following way. Definition 2.15. When F ⊆ O A is a set of operations, we say that F is polynomially expressive (exponentially expressive) if Inv(F ) is polynomially expressive (exponentially expressive).
The key feature of this definition is the following proposition.
Proposition 2.16. A constraint language
⊆ R A is polynomially expressive (exponentially expressive) if and only if Pol( ) is polynomially expressive (exponentially expressive).
The approach that we take in this paper is to prove results on the expressiveness of constraint languages by studying the sets of operations having the form Pol( ). Fortunately, such sets of operations have a particular structure: they are clones. (Please see [11, 13] for more information on clones.) We remark that studying the expressiveness of constraint languages is equivalent to studying an asymptotic question concerning algebras. Namely, the number of subalgebras of the n-fold direct product of an algebra (A, F ) is exactly Inv(F ) n . Proof. Straightforward from the definitions.
Moreover, as the following proposition implies, the expressive rate n of a constraint language is the number of subalgebras of the n-fold direct product of the algebra (A, Pol( )). 2 Recall that the n-fold direct product of an algebra (A, F ), denoted by (A, F ) n , is defined to be the algebra (A n , F ) where for each function f : A k → A in F , there is a function f : (A n ) k → A n in F ; the function f is defined coordinatewise in terms of f as in definition 2.11, that is, (t 11 , . . . , t k1 ), . . . , f (t 1n , . . . , t kn ) ). Proposition 2.20. Let ⊆ O A be a constraint language. A relation R ⊆ A n is in if and only if R is the universe of a subalgebra of (A, Pol( )) n .
Proof. Immediate from theorem 2.13 and proposition 2.19, with F = Pol( ).
Classification tools
In this section, we establish a number of conditions under which the expressivity of a set of operations can be deduced. We first give two sufficient conditions for exponential expressivity (theorems 3.2 and 3.5).
Definition 3.1. An operation f :
A k → A is a-implicative (for a ∈ A) if there exists i ∈ [k] such that for allt ∈ A k , if t i = a, then f (t) = a. A set of operations F ⊆ O A is a-implicative (for a ∈ A) if every operation in F is a-implicative.
Theorem 3.2. Suppose that F ⊆ O A is an a-implicative set of operations. Then, F is exponentially expressive.
Proof. Let G n = {S ⊆ [n]: |S| = n 2 }. For every S ∈ G n , let S denote the arity n relation {t ∈ A n : for all i ∈ [n], t i = a ⇔ i ∈ S}. For every T ⊆ G n , define T to be the arity n relation ∪ S∈T S , and define T F to be the smallest arity n relation in Inv(F ) containing T . We claim that for every T ⊆ G n , it holds that T F ∩ (G n ) = T . This suffices, as it implies that the map taking T ⊆ G n to T F is injective, from which we can infer that Inv(F ) n 2 |G n | = 2 ( n n/2 ) . Observe that when f : A k → A is an a-implicative operation with respect to coordinate i ∈ [k], for allt 1 , . . . ,t k ∈ A n , the coordinates at which f (t 1 , . . . ,t k ) is equal to a is a superset of the coordinates at whicht i is equal to a. Now, fix a subset T ⊆ G n . The relation T F can be computed from T by creating a relation initially equal to T , and continually adding to this relation tuples of the form f (t 1 , . . . ,t k ) where f ∈ F and thet i are already in the relation, until no more tuples can be added. Let us examine a tuple of the formt = f (t 1 , . . . ,t k ) during any stage of the computation of T F from T . It is straightforward to prove by induction and by using the observation that the coordinates at whicht is equal to a must be a superset of some element S ∈ T . Note that if the coordinates at whicht is equal to a is equal to some S ∈ T , then by the definition of S we must havet ∈ S ⊆ T . It follows that during the computation of T F , no elements of (G n ) are added beyond those that were originally in T . This implies the claim.
As an example application of this theorem, we can show that any semilattice operation is exponentially expressive. Recall that a semilattice operation is a binary operation that is associative, commutative, and idempotent. such that f (m, a) = f (a, m) = m for all a ∈ A. For example, letting {a 1 , . . . , a k } denote A, one can take m = f (a 1 , f (a 2 , . . . , f (a k−1 , a k ) . . .) ). Hence, f is m-implicative, and exponential expressivity of {f } follows from theorem 3.2. Proof. Let F u be the set of all unary operations corresponding to the operations in F , and enlarge F u if necessary so that it is closed under composition. It suffices to show that F u is exponentially expressive. For allā ∈ A n , define the orbit ofā to be the set of n-tuples Bā = {f (ā): f ∈ F u }. Select a set P ⊆ A n so that the set {Bp:p ∈ P } contains all (and only) maximal subsets from the set system {Bā:ā ∈ A n }, and such that for all distinct tuplesp 1 ,p 2 ∈ P , Bp 1 = Bp 2 . In other words, for every maximal orbit S in {Bā:ā ∈ A n }, P contains exactly one tupleā ∈ A n such that S = Bā. Observe that every tupleā ∈ A n is contained in some maximal orbit, that is, for everyā ∈ A n , there existsp ∈ P such thatā ∈ Bp. Since the size of each maximal orbit Bp is bounded above by |F u |, it follows that |P | * |F u | |A| n . Now, we claim that for any subset Q ⊆ P , the smallest relation Q ∈ Inv(F u ) containing Q has the property that Q ∩P = Q. This is because Q = {f (q):q ∈ Q, f ∈ F u } = {Bq:q ∈ Q}, so if there was a tuplep ∈ P in Q \Q, there would existq ∈ Q such that Bp ⊆ Bq, implying that Bp would be either nonmaximal or equal to Bq for some q ∈ Q, a contradiction to the definition of P .
Therefore, the mapping taking Q ⊆ P to Q ∈ Inv(F ) is injective, and Inv(F ) n is bounded below by 2 |P | , which in turn is bounded below by 2 |A| n /|F u | .
We now give two sufficient conditions for polynomial expressivity (theorems 3.7 and 3.9). Both of these conditions demonstrate that the presence of a particular type of operation in a set F of operations implies the polynomial expressivity of F . We remark that these two theorems are implied by results of [5] concerning so-called polynomially bounded representation classes. Here, we give succinct and self-contained proofs of these theorems. In other words, f : A k → A is a near-unanimity operation if for all x, y ∈ A, it holds that x = f (y, x, x, . . . , x, x, x) = f (x, y, x, . . . , x, x, x) = · · · = f (x, x, x, . . . , x, y, x) = f (x, x, x, . . . , x, x, y) . Proof. Suppose that F contains a near-unanimity operation f : A k+1 → A. By the characterization of relations closed under a near-unanimity operation in [7] , for every arity n k relation R in Inv(F ), the formula R(x 1 , . . . , x n ) is equivalent to the conjunction of all constraints a i 1 , . . . , a i k ): (a 1 , . . . , a n ) ∈ R}.
The amount of space r(n) required to represent such a formula, where one unit of space can designate an element of A and the tuples are represented explicitly, is O( n k k2
|A| k ), which is polynomial in n. It follows that F is polynomially expressive, since Inv(F ) n |A| r(n) . We note that coset operations have also been called coset generating operations in the literature, for example, in [5] . Proof. Suppose that R is an arity n relation in Inv(F ). It is straightforward to verify that R is a coset bH of a subgroup H of the group (A, * , −1 ) n . We show that any subgroup H of (A, * , −1 ) n can be generated, with respect to the group operation * , by a set of size at most 1 + log 2 |H |. From this, it follows that any bH = R ∈ Inv(F ) of arity n has a polynomial (in n) size description consisting of b paired with a set of generators for H , and hence that F is polynomially expressive.
If H has no nontrivial proper subgroups, then H is generated by a single element, and the claim is obvious. Otherwise, let J be a maximal proper subgroup of H . The subgroup H is generated by any element of H \ J combined with any set of generators for J . By Lagrange's theorem, |J | |H |/2 and so by induction J can be generated by a set of size at most log 2 |H |.
Dichotomy theorem
We now establish our dichotomy theorem, which completely classifies the expressive rate of all constraint languages over a two-element domain.
Theorem 4.1. For every constraint language ⊆ R A over a domain A of size two, is either polynomially expressive or exponentially expressive. In particular, if Pol( ) contains a near-unanimity or coset operation, then is polynomially expressive; otherwise, it is exponentially expressive.
Before proving this theorem, we fix some notation and conventions. Without loss of generality we may assume that A is the domain {0, 1}. Let c 0 and c 1 denote the 0-ary constant operations equal to 0 and 1, respectively. Let ¬ denote the usual NOT operation, and let ∨, ∧ and ⊕ denote the usual binary operations OR, AND, and XOR (over A). Let IMP denote the binary operation defined by IMP(x, y) = ¬x ∨ y. Let l : A 3 → A be the ternary operation defined by l(x, y, z) = x ⊕ y ⊕ z, and let m : A 3 → A be the majority operation over A, that is, the operation defined by m(x, y, z) = (x ∧y)∨(y ∧z)∨(x ∧z).
is a set of operations, we use Clo(F ) to denote the clone generated by F . For an operation f :
The dual of a clone F ⊆ O A is the set of operations {dual(f ): f ∈ F }, which is easily verified to be a clone.
Proof of theorem 4.1. We use Post's classification theorem to demonstrate that every clone over the domain A = {0, 1} is either polynomially expressive or exponentially expressive, from which the theorem follows by appeal to propositions 2.16 and 2.18. We adopt the notation of [1] , to which we refer the reader for a nice description of Post's theorem. Assume that F ⊆ O A is a clone; the following cases are exhaustive, up to duality [1] .
= Clo({∨}), corollary 3.3 implies the exponential expressivity of F . In the case that F ⊆ V , we use the same construction of relations as in theorem 3.2 and corollary 3.3, but add to the resulting relations the all-0 and all-1 tuples, (0, . . . , 0) and (1, . . . , 1).
Every operation in N and hence F is essentially unary, from which the exponential expressivity of F follows from theorem 3.5.
-Case F ⊆ S 0 def = Clo({IMP}). Every operation in S 0 and hence F is 1-implicative, from which the exponential expressivity of F follows from theorem 3.2.
The operation dual(h n ) is nearunanimity, from which the polynomial expressivity of F follows from theorem 3.7.
-Case F ⊇ L 2 def = Clo({l}). The operation l is a coset operation, from which the polynomial expressivity of F follows from theorem 3.9.
-Case F ⊇ D 2 def = Clo({m}). The operation m is near-unanimity, from which the polynomial expressivity of F follows from theorem 3.7.
Note that throughout, we have implicitly used the fact that for A, B ⊆ O A , A ⊆ B implies that Inv(B) n Inv(A) n .
Discussion
The research project we have initiated in this paper is to classify the expressive rate of all constraint languages. The dichotomy theorem we have just shown accomplishes this in the case of constraint languages over a two-element domain. It is notable that none of the constraint languages studied so far exhibit behavior intermediate between polynomial expressivity and exponential expressivity, even though, as pointed out in the introduction, there are certainly natural functions such as n log n which are neither polynomial nor exponential. We are not aware of any a priori explanation of this "sharp dichotomy" behavior; such an explanation would be of interest.
Strictly speaking, the expressive rate of a constraint language is a purely combinatorial measure. However, it is interesting to compare the boundary line between polynomial and exponential expressivity with the boundary line between tractability and intractability identified by theorems concerning computational properties of constraint languages.
The algebraic interpretation of Schaefer's theorem (see, for example, [6] ) implies that, for a finite constraint language over the domain {0, 1}, the problem CSP( ) is polynomial-time tractable if it is closed under a near-unanimity operation, a coset operation, or one of the semilattice operations ∧, ∨; otherwise, it is NP-complete. Hence, if such a is polynomially expressive, then the problem CSP( ) is tractable -but the converse does not hold. In particular, when is the constraint language {R, O, Z} from example 2.6, it is known that CSP( ) is tractable, but is exponentially expressive as Pol( ) is equal to Clo({∧}), which is 0-implicative. A natural conjecture for future work is that all polynomially expressive constraint languages give rise to tractable cases of the CSP.
Turning to the problem of learning quantified formulas over a constraint language , one can observe that the polynomially expressive constraint languages (again, over a two-element domain) are exactly those that are polynomially learnable by the classification theorem of Dalmau and Jeavons [5] . Of course, the natural conjecture here is that this correspondence holds for all constraint languages. The recent paper [2] is consistent with and can be taken as evidence for this conjecture.
