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Abstract
We consider a class of quantum dissipative semigroup on a von-Neumann algebra
which admits a normal invariant state. We investigate asymptotic behavior of the dis-
sipative dynamics and their relation to that of the canonical Markov shift. In case the
normal invariant state is also faithful, we also extend the notion of ‘quantum detailed
balance’ introduced by Frigerio-Gorini and prove that forward weak Markov process
and backward weak Markov process are equivalent by an anti-unitary operator.
21 Introduction:
Let τ = (τt, t ≥ 0) be a semigroup of identity preserving completely positive maps
on a von-Neumann algebra A0 acting on a separable Hilbert space H0 and φ0 be
an invariant normal state for τ . We consider the unique minimal reversible system,
constructed in [AcM2], i.e. a triplet (A, αt, φ), where A is a von-Neumann algebra
acting on a Hilbert space H, (αt, t ∈ IT = IR or ZZ) is a group of ∗-automorphism
on A and φ is an invariant state for (αt), so that the following diagram
(A, φ) αt −→ (A, φ)
j
f
0 ↑ ↓ IE0 (1.1)
(A0, φ0)
τt −→ (A0, φ0)
commutes for all t ≥ 0 where j f0 is an injective ∗-homomorphism and IE0 is a
completely positive map. Moreover there exists a group of unitary operators (St)
on H and a unit vector Ω ∈ H so that StΩ = Ω, φ(X) =< Ω, XΩ >and
αt(X) = S
∗
tXSt, ∀t ∈ IR, X ∈ A. Inspired by the classical notion (St) will be
referred as Markov shift .
In case (A0, τt, φ0) is itself a reversible system i.e. τt is also an endomorphism
for each t ≥ 0, then A is isomorphic to A0 and (αt) is same as (τt) up to an
isomorphism. On the other hand, this dilation is indeed a generalization of Kol-
mogorov’s construction of stationary Markov process in the non-commutative frame-
work [Da2,PaB,AcM2], where weak Markov forward process (jft : t ∈ IR) is
defined by jft (x) = αt(j
f
0 (x)) , ∀x ∈ A0. The family of increasing projections
{jft (I) : t ∈ IT} is the non-commutative counterpart of the filtration generated
by the process (jft : A0 → A, t ∈ IT ). Furthermore in case IT = IR and the map
t→ τt(x) is weak∗ continuous, then (St) is also strongly continuous.
In this exposition we analyze asymptotic behavior of the weak Markov process
(jft ). Since the minimal reversible process is uniquely determined by the dynamical
semigroup, it is expected that asymptotic behavior of (jft ) will be related to that of
(τt). At this point we remark very few general results are known which guarantees
existence of a normal invariant state. For a discussion and results on this issue we refer
to [Da2,FaR1,FaR2]. For this exposition we assume existence of a normal invariant
state and explore how ergodicity, mixing ( weak and strong ) of (St) is related with
that of (τt). We say the forward process is having Kolmogorov shift or K-shift
property if the tail subspace is trivial, i.e. jft (I) → |Ω >< Ω| strongly as t → −∞.
In particular we prove that the process is having Kolmogorov property if and only
if φ0(τt(x)τt(y)) → φ0(x)φ(y) as t → ∞. This notion was introduced in [AcM2] and
explored its relation with the canonical commutation relation.
We investigate further the asymptotic behavior of the dynamical semigroup (τt)
and to that end we assume φ0 to be also faithful. In a recent paper [FaR3] Fagnola and
3Rebolledo found a useful criteria which guarantees faithful property of an invariant
normal state in-terms of non existence of a non-trivial sub-harmonic projections.
We revisit Frigerio’s original work [Fr1] and introduce von-Neumann sub-algebras
F = {x ∈ A0 : τt(x
∗)τt(x) = τt(x
∗x), τt(x
∗)τt(x) = τt(xx
∗), t ≥ 0} and I = {x ∈
A0 : τt(x) = x, t ≥ 0}. It is obvious I ⊂ F . We prove that the equality F = I is
a sufficient condition for weak∗ limit τt(x) → E(x) as t → ∞ for any x ∈ A0, where
E is the norm on projection on the von-Neumann sub-algebra {x : τt(x) = x, t ≥ 0}.
This is a little improvement of Frigerio’s work [Fr1] and in particular it removes the
asymmetric feature of Frigerio’s original condition for strong mixing. In this direction
we added one important result which says how to get steady state which need not be
faithful. In this regard we find the notion of sub-harmonic projection introduced in
[FR3] plays an important role.
It is simple to note that any measure preserving strongly mixing flow does not
satisfy this condition, thus this sufficient condition is not a necessary one for the shift
(St) to be strong mixing. Since {x ∈ A0 : τt(x∗)τt(x) = τt(x∗x) : t ≥ 0} = IC is
a necessary condition for Kolmogorov’s property, in case strong mixing is equivalent
to Kolmogorov’s property, Frigerio’s criteria is also necessary for strong mixing. In
this exposition we will show such equivalence if A0 is a type-I von-Neumann algebra
with center completely atomic. In particular strong mixing and K-shift property are
equivalent if A = B(H) or A = l∞(S), where S is a countable set.
In section 4, we explore further the faithful property of the invariant state and
consider the backward weak Markov process jbt as in [AcM] associated with a canonical
adjoint quantum dynamical semigroup (τ˜t). We also consider the associated time
reverse process (A˜, j˜ft , j˜
b
t , F˜t], F˜[t, Ω˜). There exists [AcM2] an anti-unitary operator
U0 : H → H˜ which intertwines the forward weak Markov process associated with
(τt) to the backward weak Markov process associated with (τ˜t). In particular we
check that ergodicity, weak mixing and strong mixing properties are time reversible.
However Kolmogorov’s property seems to be delicate in the non-commutative case.
We also find that {x ∈ A0 : τ˜tτt(x) = x, ∀t ≥ 0} = {x ∈ A0 : τt(x) = x, ∀t ≥ 0}
is a sufficient condition for weak∗ limit of τt(x) → E(x), ∀x ∈ A0 as t → ∞. Same
is true if we interchange the role of (τt) with that of (τ˜t). This condition seems to
be weaker then that of Frigerio’s modified condition. In case modular automorphism
group associated with φ0 commutes with the dynamics (τt) this sufficient condition
is identical to that of the modified Frigerio’s condition. We find this condition to be
useful with the following implications:
(A) We prove that strong mixing and K-shift properties are equivalent when A0 is
a type-I von-Neumann algebra with center completely atomic. In such a case the
following are equivalent:
(1) {x ∈ A0 : τt(x∗)τt(x) = τt(x∗x), τt(x)τt(x∗) = τt(xx∗), ∀t ≥ 0} = IC,
4(2) {x ∈ A0 : τ˜tτt(x) = x, ∀t ≥ 0} = IC,
(3) φ0(τt(x)τt(y))→ φ0(x)φ0(y) as t→∞ for all x, y ∈ A0.
Thus improved Frigerio’s sufficient condition is also necessary in this case for strong
mixing, equivalently for Kolmogorov’s property.
(B) Inspired by seminal work [FrG] we also introduce a notion of ‘quantum detailed
balance’ and prove such an ergodic process is not only strongly mixing but also sat-
isfies Kolmogorov’s property. Thus once more we found a quantum counter part of
a well known classical result which says ergodicity and detailed balance give rise
to a mixing system. Moreover there exists an anti-unitary operator R0 so that
R0j
f
t R
∗
0 = j
b
−t, ∀ t ∈ IT and R0j
b
tR
∗
0 = j˜
f
−t, ∀t ∈ IT. Several model in quantum
optics satisfies this detailed balance condition. However there are many interesting
situation [Ma,MZ1,MZ2,MZ3] which suggests that the detailed balance condition for
a Markov semigroup on quantum spin chain is far from being understood and thus
needs a better understanding, where the Hamiltonian dynamics do not commute with
the dissipative dynamics.
We end this exposition with a short introduction to quantum mechanical master
equation and some implication of our results.
I wish to thank referee for his comments which not only make me aware of the
related works but also helped me to revise the results and even include new results.
2 Stationary weak Markov process and shift:
A family (τt, t ≥ 0) of one parameter completely positive maps on A0 with the
properties τ0 = I, τs ◦ τt = τs+t, s, t ≥ 0 is called a quantum dynamical semigroup. If
τt(I) = I, t ≥ 0 it is called a Markov semigroup. We say a state φ0 is invariant for
(τt) if φ0(τt(x)) = φ0(x) ∀t ≥ 0.
Let (H0,A0, τt, t ≥ 0, φ0) be a Markov semigroup and φ0 be an (τt)-invariant state
on A0. We aim to recall from [AcM2] the quadruple (H,A, αt, φ), where H is a
Hilbert space, A is a von- Neumann algebra acting on H, (αt, t ∈ IR) is a group of
automorphism on A and φ is a normal state so that the diagram (1.1) commutes. The
construction goes along the line of Kolmogorov’s construction of stationary Markov
processes or Markov shift with a modification [BhP] which takes care of the fact that
A0 need not be a commutative algebra. Here we review the construction given in
[AcM2] in order to fix the notations and important properties.
We consider the class M of A0 valued functions x : IR → A0 so that xr 6= I for
finitely many points and equip with the point-wise multiplication (xy)r = xryr. We
define the map L : (M,M)→ IC by
L(x, y) = φ0(x
∗
rnτrn−1−rn(x
∗
rn−1(.....x
∗
r2τr1−r2(x
∗
r1yr1)yr2)...yrn−1)yrn) (2.1)
5where r = (r1, r2, ..rn) r1 ≤ r2 ≤ .. ≤ rn is the collection of points in IR when either
x or y are not equal to I. That this kernel is well defined follows from our hypothesis
that τt(I) = I, t ≥ 0 and the invariance of the state φ0 for (τt). The complete
positiveness of (τt) implies that the map L is a non-negative definite form on M.
Thus there exists a Hilbert space H and a map λ :M→H such that
< λ(x), λ(y) >= L(x, y).
Often we will omit the symbol λ to simplify our notations unless more then one such
maps are involved.
We use the symbol Ω for the unique element in H associated with x = (xr =
I, r ∈ IR) and the associated vector state φ on B(H) defined by φ(X) =< Ω, XΩ >.
For each t ∈ IR we define shift operator St : H → H by the following prescription:
(Stx)r = xr+t (2.2)
It is simple to note that S = ((St, t ∈ IR)) is a unitary group of operators on H with
Ω as an invariant element.
For any t ∈ IR we set
Mt] = {x ∈M, xr = I ∀r > t}
and Ft] for the projection ontoHt], the closed linear span of {λ(Mt])}. For any x ∈ A0
and t ∈ IR we also set elements it(x),∈M defined by
it(x)r =
{
x, if r = t
I, otherwise
So the map V+ : H0 →H defined by
V+x = i0(x)
is an isometry of the GNS space {x :< x, y >φ0= φ0(x
∗y)} into H and a simple
computation shows that < y, V ∗+StV+x >φ0=< y, τt(x) >φ0 . Hence
P 0t = V
∗
+StV+, t ≥ 0
where P 0t x = τt(x) is a contractive semigroup of operators on the GNS space associ-
ated with φ0.
We also note that it(x) ∈Mt] and set ⋆-homomorphisms j
0
0 : A0 → B(H0]) defined
by
j00(x)y = i0(x)y
for all y ∈ M0]. That it is well defined follows from (2.1) once we verify that it
preserves the inner product whenever x is an isometry. For any arbitrary element we
extend by linearity. Now we define jf0 : A → B(H) by
j
f
0 (x) = j
0
0(x)F0]. (2.3)
6Thus jf0 (x) is a realization of A0 at time t = 0 with j
f
0 (I) = F0]. Now we use the
shift (St) to obtain the process j
f = (jft : A0 → B(H), t ∈ IR) and forward filtration
F = (Ft], t ∈ IR) defined by the following prescription:
j
f
t (x) = Stj
f
0 (x)S
∗
t Ft] = StF0]S
∗
t , t ∈ IR. (2.4)
So it follows by our construction that jfr1(y1)j
f
r2
(y2)...j
f
rn(yn)Ω = y where yr = yri,
if r = ri otherwise I, (r1 ≤ r2 ≤ .. ≤ rn). Thus Ω is a cyclic vector for the
von-Neumann algebra A generated by {jfr (x), r ∈ IR, x ∈ A0}. From (2.4) we
also conclude that StXS
∗
t ∈ A whenever X ∈ A and thus we can set a family of
automorphism (αt) on A defined by
αt(X) = StXS
∗
t
Since Ω is an invariant element for (St), φ is an invariant state for (αt). Now our
aim is to show that the reversible system (A, αt, φ) satisfies (1.1) with j0 as defined
in (2.4), for a suitable choice of IE0]. To that end, for any element x ∈ M, we verify
by the relation < y, Ft]x =< y, x > for all y ∈Mt] that
(Ft]x)r =


xr, if r < t;
τrk−t(...τrn−1−rn−2(τrn−rn−1(xrn)xrn−1)...xt), if r = t
I, if r > t
where r1 ≤ .. ≤ rk ≤ t ≤ .. ≤ rn is the support of x. We also claim that
Fs]j
f
t (x)Fs] = j
f
s (τt−s(x)) ∀s ≤ t. (2.5)
For that purpose we choose any two elements y, y′ ∈ λ(Ms]) and check the following
steps with the aid of (2.2):
< y, Fs]j
f
t (x)Fs]y
′ >=< y, it(x)y
′ >
=< y, is(τt−s(x))y
′) > .
Since λ(Ms]) spans Hs] it complete the proof of our claim.
We also verify that < z, V ∗+j
f
t (x)V+y >φ0= φ0(z
∗τt(x)y), hence
V ∗+j
f
t (x)V+ = τt(x), ∀t ≥ 0. (2.6)
We summarize this construction in the following theorem.
THEOREM 2.1: There exists a Hilbert space H and a group of unitary operators
(St) with an invariant vector Ω ∈ H so that
P 0t = V
∗
+StV+, t ≥ 0
and a triplet (A, αt, φ) acting on H so that the diagram (1.1) commutes with the
injective ∗ homomorphism jf0 as described in (2.3) and the completely positive map
IE0(X) = V
∗
+XV+.
73 Asymptotic behavior of the stationary weak
Markov process and the shift :
In this section we investigate how various properties ( ergodicity, weak mixing, strong
mixing, etc ) of the system (A0, τt, φ0) is canonically related to that of the minimal
Markov shift (H, St, Ft]). To that end we first introduce the following definition.
An element y ∈ A0 is said to be invariant for (τt) if τt(y) = y for all t ≥ 0. Thus
any scaler multiple of the identity is an invariant element. We say (τt) is irreducible
if τt(p) = p, t ≥ 0 for a projection p ∈ A0 implies that p = 0 or I.
For each fixed t ≥ 0, following Evans [Ev], we define -conjugate linear maps
Dt : A0 × A0 → A0 by Dt(y, y′) = τt(y∗y′)− τt(y∗)τt(y′). Complete positiveness ( in
fact 2-positive is enough ) of the map τt and τt(I) = I ensures that
τt(y
∗)τt(y) ≤ τt(y
∗y) ∀y ∈ A0. (3.1)
Thus (3.1) guarantees that Dt is a non-negative -conjugate linear form and a simple
consequence of Cauchy-Schwartz inequality says that for all y′ ∈ A0, Dt(y, y′) = 0
whenever Dt(y, y) = 0. Now we conclude that τt(y
∗y) = y∗y and τt(y) = y if and only
if τt(y
′y) = τt(y
′)y for all y′ ∈ A0. The last statement in particular implies that
N = {y : τt(y) = y, τt(y
∗y) = y∗y, τt(yy
∗) = yy∗, t ≥ 0} (3.2)
is a ∗-subalgebra and for any projection p ∈ N , τt(px) = pτt(x). An element p ∈ N
is said to be irreducible if there is no projection q ∈ N such that 0 < q < p. The
following proposition is a simplification of Evan’s [Ev] original work.
PROPOSITION 3.1 [Ev]: (τt) is irreducible if and only if N = IC.
PROOF : We show the non-trivial part of the proposition. Let y ∈ N . Without loss
of generality we assume that y∗ = y. From the relation τt(y
′y) = τt(y
′)y ∀y′ ∈ A0,
we first note that τt(y
n) = yn for all n ≥ 1 (by induction). Since τt is a contraction
on A0 we get τt(ψ(y)) = ψ(y) for all bounded continuous real valued functions on IR.
For a bounded Borel measurable function ψ we choose two family ψn, ψ
′
n of bounded
continuous functions so that ψn, ψ
′
n → ψ pointwise and ψn ≤ ψ ≤ ψ
′
n. By positiveness
of τt we have ψn(y) ≤ τt(ψ(y)) ≤ ψ′n(y) for all n ≥ 1. Taking limit n→∞ we conclude
that τt(ψ(y)) = ψ(y) for all Borel measurable functions ψ on IR. Since all invariant
projections are either 0 or 1, we conclude that the spectral family of y are trivial.
Hence y is a constant multiple of the identity.
τt) is said to be normal if for each t ≥ 0 the map y → τt(y) is normal , i.e. for
any increasing net yα, τt(lub yα) = lub τt(yα), where lub denotes the least upper
bound. In such a case it is simple to check that N is σ-strong closed and thus N
is a von-Neumann algebra. A normal Markov (τt, t ≥ 0) semigroup on A0 is said
to be weak∗ continuous if for each fixed y ∈ A0 the map t → τt(y) is continuous
8with respect to the σ-weak topology. In such a case there exists a unique contractive
semigroup (σt) on the Banach space of equivalence class of the trace class operators
such that tr(σt(ρ)x) = tr(ρτt(x))∀t ≥ 0, x ∈ A0, ρ ∈ (A0)∗. Now onwards we always
assume (τt) is weak
∗ continuous. At this point we note that unlike strong continuity
on a Banach space, weak∗ continuity need not imply that the map (t, y) → τt(y) is
jointly continuous, however the map is sequentially jointly continuous i.e. tn → t and
yn → y in the weak∗ topology then τtn(yn) → τt(y) in the weak
∗ topology [AcM1],
which serves our purpose for this exposition.
A normal state φ0 is said to be invariant for (τt) if σt(φ0) = φ0 for all t ≥ 0.
It is well known that any Markov semigroup on a finite dimensional A0 admits an
invariant normal state. However for an infinite dimensional algebra A0, a dynamical
system may not admit an invariant normal state. Thus it remains an interesting
open problem how to determine whether a given dynamical system admits a normal
invariant state. In a series of papers, Fagnola and Rebolledo [FR1,FR2] addressed
this problem when A0 = B(H0) and found a sufficient condition which guarantees
existence of an invariant normal state. In the following we also propose a simple
criteria for existence of an invariant normal state which seems to be another sufficient
condition for existence of an invariant normal state.
PROPOSITION 3.2 : Let for a λ > 0, the resolvent (Rλ)(ρ) =
∫∞
0 e
−λtσt(ρ)dt be
a compact operator on the Banach space A0∗. Then (τt) admits a normal invariant
state.
PROOF:We fix any normal state φ on A0. Note that the family ρ(t) =
1
t
∫ t
0 σs(ρ)ds :
t ≥ 0 is uniformly bounded. Thus by compactness of the resolvent we infer that for
any sequence tn →∞, there exists a subsequence tnk so that Rλ(ρ(tnk)) converges in
the Banach space norm topology. Now we use the fact that Rλ commutes with (σt)
to conclude that the limiting state is an invariant state for (σt).
If (τt) admits an invariant faithful state, it follows from (3.1) that x
∗x is an
invariant element if x is so. Thus in such a case N = {x ∈ A0, τt(x) = x, t ≥ 0} and
there exists a norm one projection E on N so that weak∗ limit λ→0 λ
∫∞
0 e
−λtτt(x)dt =
E(x) ∀ x ∈ A0. For more details we refer to Frigerio [Fr1]. In a recent paper Fagnola
and Rebolledo [FR3], investigated when an invariant normal state is faithful. In
the following we review their work and aim to prove an ergodic theorem for normal
invariant state.
Following [FR3] we now say a positive x ∈ A0 is sub-harmonic for (τt) if τt(x) ≥
x ∀t ≥ 0. In such a case τt(x) is an increasing positive operator with τt(x) ≤ ||x||1,
thus the strong limit limitt↑∞τt(x) exists and the limit is an invariant element for
(τt). In the following we list few crucial property of sub-harmonic projection.
PROPOSITION 3.3: Let p be a sub-harmonic projection for (τt). Then the
following hold:
9(a) for all t ≥ 0, pτt(p) = τt(p)p = p.
(b) τt(x(1− p))p = 0 for all x ∈ A0, t ≥ 0.
PROOF: For a quick verification for (a) we note that pτt(p)p ≥ p and also p(1 −
τt(p))p ≥ 0. Thus we have p(1−τt(p))p = p. Since 1−τt(p) ≥ 0 we have (1−τt(p))p =
0. For (b) we consider the non-negative conjugate bilinear form ψ(x∗1τt(x
∗
2y2)y1) for
a positive normal state and use once more Cauchy-Schwartz in-equality to conclude
that ψ(x∗1τt((x
∗
2(1− p))p) = 0 for any x1, x2 ∈ A0 and t ≥ 0.
For a projection p, Ap0 = pA0p is a von-Neumann acting on the Hilbert subspace
pH0. Thus for a sub-harmonic projection p we verify by Proposition 3.3 that (τ
p
t )
defined by τ pt (x) = pτt(x)p, x ∈ A
p
0 is a Markov semigroup. Let the strong limit
τt(p) ↑ y as t ↑ ∞. By Proposition 3.3. (a) we have py = yp = p, p ≤ y ≤ 1
and τt(y) = y∀t ≥ 0. Thus pτt(1 − y2)p = pτt(p(1 − y2)p)p = 0. So we also have
pτt(y
2) = τt(y
2)p = p for all t ≥ 0. Since τt(p) ≤ τt(y2) ≤ τt(y) = y, the strong limit
of τt(y
2) as t→∞ is also y. In case y2 is also an invariant element for (τt), we have
y2 = y. In general y2 need not be an invariant element even for an irreducible classical
Markov semigroup (τt). In general y
2 need not be an invariant element even for an
irreducible (τt). We give a simple counter example in classical Markov chain in the
following. Consider three state discreet time Markov chain where two of it’s states
are absorbing and third state is a transient one with equal transition probability 1
2
to those two absorbing state. The chain is irreducible in the sense of [Ev]. Indicator
function of an absorbing state is a sub-harmonic function for which y = (1, 0, 1
2
) or
y = (0, 1, 1
2
) depending on which indicator function we have taken as p.
PROPOSITION 3.4: Let p be a sub-normal projection and y = s.limτt(p). Then
for any z ∈ B(H0) the following statements are equivalent:
(a) yz = 0
(b) τt(p)z = 0 for all t ≥ 0.
PROOF: That (b) implies (a) is obvious. For the converse, note that z∗τt(p)z ≤
zyz = 0 by (a), hence (c) follows.
In case (τt) is the semigroup associated with a quantum mechanical Fokker-Planck
equation (see the last section), we will explore this explicit criteria further. In the
following we will investigate its implication. In case y = 1 by Cauchy-Schwartz
inequality |ψ(τt((1 − p)x)|2 ≤ ψ(τt(1 − p)τt(1 − p))ψ(x∗x) for a normal state ψ, we
conclude that τt((1− p)x)→ 0 in the weak∗ topology as t→∞ for all x ∈ A0.
We recall an interesting result from Fagnola-Rebolledo [FR3] in the following
proposition.
PROPOSITION 3.5 :[FR3] Let φ0 be an invariant normal state on A0. Let p be
the support of φ0. Then p is sub-harmonic.
PROOF : Since φ0(p(1 − τt(p))p) = 1 − 1 = 0 and p is the minimal projection we
10
have p(1− τt(p))p = 0. Since 1− τt(p) ≥ 0, we conclude that (1− τt(p))p = 0. Hence
τt(p) = p+ p
⊥τt(p)p
⊥ ≥ p.
The following result shows that faithfulness of the normal invariant state can be
removed for an von-Neumann-Frigerio type of ergodic theorem.
THEOREM 3.6: Let φ0 be an invariant normal state for (τt) which has support
p so that the strong limit ↑ τt(p) = 1 as t ↑ ∞. Then the following statements are
equivalent:
(a) {pxp : pτt(pxp)p = pxp} = {zp : z ∈ IC}
(b) for all x ∈ A0, λ
∫
e−λtpτt(pxp)p→ φ0(x)p in the weak∗ topology as λ→ 0.
(c) for all x ∈ A0, λ
∫
e−λtτt(x)dt→ φ0(x)1 in the weak∗ topology as λ→ 0.
PROOF: Since φ0 restricted to A
p
0 is faithful, equivalence of (a) and (b) fol-
lows by Theorem 2.1 in [Fr1]. That (c) implies (b) is trivial. We are left
to show that (c) implies (b). Since τt((1 − p)x) → 0 as t → ∞, we
need to verify (c) for elements in Ap0 only. To that end first note that
τt+s(pxp) = τt(pτs(pxp)p) + τt(pτs(pxp)p
⊥)+τt(p
⊥τs(pxp)p) + τt(p
⊥τs(pxp)p
⊥) and
limsupλ→0|ψ(λ
∫
e−λsτt+s(x)ds| is independent of t that we choose. On the other
hand limitt→∞ limsupλ→0|ψ(τt(zλRλ(pxp)p
⊥)| ≤ limitt→∞||x|| ||z||ψ(τt(p
⊥) is zero
for any z ∈ A0. Hence (c) follows once we use (b) for pxp with φ0(x) = 0. The
general result follows once we verify λ
∫
e−λtτt(p)dt→ 1 as λ → 0 by our hypothesis
τt(p)→ 1.
One more important point we note that for a sub-normal projection p for (τt),
if the reduced dynamical system admits a normal invariant state φ0 on A
p
0, then we
can extend (need note be unique) the state to be an invariant normal state for the
entire dynamics by φ0(x) = φ0(pxp). However in case s.limitt→∞τt(p) = 1 and the
reduced dynamics (τ pt ) admits a faithful normal ergodic state then the extension to
A is unique. The conditions τt(p) ↑ 1 is also necessary for ergodicity for the entire
system.
Now we fix a normal Markov semigroup (τt) onA0 which admits a normal invariant
state and consider the Markov shift (St) constructed on the minimal Hilbert space H
in Section 2. (St) is strongly continuous once (τt) is continuous in the weak
∗ topology.
Converse is also true provided φ0 is faithful. For details we refer to [AcM2].
PROPOSITION 3.7 : [AcM2] Let (τt) be weak
∗ continuous with a normal invariant
state φ0. Then the following statements are equivalent:
(a) limitλ→0
∫
e−λtφ0(yτt(x))dt = φ0(x)1 for all x and y ∈ A0;
(b) (St) is ergodic, i.e. {f : Stf = f ∀t ∈ IR} = ICΩ.
PROOF : We refer once more to [AcM2] for a proof.
We recall few more results from [AcM2] in the following proposition:
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PROPOSITION 3.8: Let (τt) be σ− weakly continuous dynamical semigroup with
a normal invariant state φ0 and (H, St) is the minimal Markov shift.
(i) The following statements are equivalent:
(a) For all h1, h2 ∈ H, limitT→∞
1
T
∫ T
0 | < h1, Sth2 > − < h1,Ω >< Ω, h2 > |dt = 0;
(b) The spectrum of (St) in the orthocomplement of ICΩ is continuous.
(c) For all x, y ∈ A0, limitT→∞
1
T
∫ T
0 |φ0(xτt(y))− φ0(x)φ0(y)|dt = 0;
(ii) The following statements are equivalent:
(d) For all h1, h2 ∈ H, limitt→∞ < h1, Sth2 >=< h1,Ω >< Ω, h2 >;
(e) For all x, y ∈ A0, limitt→∞φ0(xτt(y)) = φ0(x)φ0(y).
(f) For any x ∈ A0, weak∗ limit of jt(x)→ φ0(x) as t→∞.
PROOF: For the proof once more we refer to [AcM2].
We say (A0, τt, φ0) is weak mixing if (a) holds and strong mixing if (d)
holds. It is obvious that weak mixing implies ergodicity and strong mixing implies
weak mixing. A simple consequence of the spectral theorem and Riemann-Lebesgue
lemma implies strong mixing whenever the spectrum of (St) in the orthocomplement
of ICΩ is absolutely continuous. In general, it is rather hard to find a useful criteria
for absolute continuity of the spectrum in the orthocomplement of ICΩ. On the other
hand, it is still not clear even in the classical case whether, this is also necessary [Pa].
At this point we also note that if φ0 is also faithful, strong mixing guarantees that
weak∗ limit of τt(x)→ φ0(x) as t→∞ for all x ∈ A0. We postpone this issue now.
Since Ft] = jt(I), I − Ft] ∈ A and (I − Ft])Ω = 0, and thus Ω is not a separating
vector for A even if φ0 is so. So the support of the state φ on A is a proper projection
Pφ ∈ A defined by
Pφ = [A
′Ω]
where A′ is the commutant of A. Since (αt) preserves A, we check also that (αt)
preserves A′ and thus Pφ is an invariant element for αt. Since Ft]Ω = Ω and Ft] ∈ A,
we check also that PφFt]X
′Ω = Ft]PφX
′Ω = X ′Ω. In other-words PφFt] = Ft]Pφ =
Pφ, t ∈ IR. Motivated by the well known notion, Kolmogorov shift , in ergodic
theory, we introduce the following notion.
We say the minimal forward weak Markov process (H, jt, Ft], St,Ω) associated with
(A0, τt, φ0) is having Kolmogorov’s property on H if ∩t∈IRFt] = ICΩ. It is obvious
that Kolmogorov’s property implies that Pφ = |Ω >< Ω|. In such a case A = B(H).
The following important proposition gives a criteria for Kolmogorov’s property.
THEOREM 3.9: Ft] → |Ω >< Ω| as t→ −∞ if and only if
limt→∞φ0(τt(x)τt(y)) = φ0(x)φ0(y) ∀x, y ∈ A0.
In such a case the following hold:
(a) jt(x)→ φ0(x)|Ω >< Ω| ∀x ∈ A0 in the weak∗ topology as t→ −∞.
(b) αt(X)→ φ(X) as t→∞ in the weak∗ topology as t∞−∞ for all X ∈
⋃
s∈IRAs].
12
PROOF: We need to show that limt→−∞Ft] = |Ω >< Ω| if and only if
limt→∞φ0(τt(x)τt(y)) = φ0(x)φ0(y) ∀x, y ∈ A0. Since the family Ft] is uniformly
norm bounded, limt→−∞Ft] = |Ω >< Ω| if and only if
limt→−∞ < x, Ft]y >=< x,Ω >< Ω, y > .
The result follows once we note that for any fix x, y ∈ H if t ≤ r1, r
′
1, where r1, r
′
1 are
the lowest support of x and y respectively,
< x, Ft]y >=< Ft]x, Ft]y >
= φ0[(τr1−t(...τrn−1−rn−2(τrn−rn−1(xrn)xrn−1)...xr1))
∗
τr′
1
−t(...τr′
m−1
−r′
m−2
(τr′m−r′m−1(yr′m)yr′m−1)...yr′1)]
For (a) we also note that < x, jt(z)y >
= φ0[(τr1−t(...τrn−1−rn−2(τrn−rn−1(xrn)xrn−1)...xr1))
∗
zτr′
1
−t(...τr′
m−1
−r′
m−2
(τr′m−r′m−1(yr′m)yr′m−1)...yr′1)]
and for any x, y, z ∈ A0 φ0(τt(x)zτt(y)) → φ0(x)φ0(z)φ0(y) as t → ∞. For (b) we
claim that
⋂
s∈IRAs] is von-Neumann algebra generated by |Ω >< Ω|. Our claim
follows since for any such X we have Ft]XFt] = X for all t ∈ IR. Thus by taking
limit t → −∞ we have X = φ(X)|Ω >< Ω|. We recall that for any s, t ∈ IR
αt(As]) = As+t]. Hence once we fix any X ∈ As by weak
∗ compactness of the unit
ball inA we conclude that the limit points as t diverges to∞ is equal to φ(X)|Ω >< Ω.
Since the limit point is uniquely determined, the result follows. This complete the
proof
One interesting feature appears in Theorem 3.8 that the two point correlation
φ(αt(X)Y )→ φ(X)φ(Y ) as long as Y is an element in one of the local von-Neumann
algebras. This asymptotic abelianess holds good to the C∗ algebra completion of the
∗ algebra
⋃
t∈IRAt]. Since A = B(H) and spectrum of H contains IR we conclude that
the C∗ algebra is strictly contained in A and asymptotic abelianess do not hold for
A.
By polarization identity, we check that (τt) is a K-shift if and only if
limt→∞||P 0t x|| = φ0(τt(x
∗)τt(x)) → 0 for all x ∈ A0 such that φ0(x) = 0. Before
we start investigating this criteria further we note once more by Cauchy-Schwartz
in-equality that (τt) is strong mixing and {x ∈ A0 : τt(x∗)τt(x) = τt(x∗x), ∀t ≥ 0} is
trivial i.e. {λ1, λ ∈ IC} whenever (H, Ft], St) is a K-shift.
The following result shows why we need infinite dimensional Hilbert space in order
to construct a strong mixing dynamical system which is not a K-shift.
COROLLARY 3.10: Let the resolvent Rλ =
∫∞
0 e
−λtPtdt, λ > 0, be a compact
operator for some λ > 0. Then strong mixing Markov shift is also a K-shift.
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Now inspired by Frigerio’s seminal paper [Fr1], we revisit his work and find a
sufficient condition for strong mixing. We set
F = {x : τt(x
∗)τt(x) = τt(x
∗x); τt(x)τt(x
∗) = τt(xx
∗), ∀t ≥ 0} (3.3)
We claim that F is a von-Neumann sub-algebra. To that end first we note by 2−
positive ((τt(x
∗
ixj))) ≥ ((τt(x
∗
i )τt(xj))) where xi : i = 1, 2 are any elements in A. Thus
for any t ≥ 0, by choosing x1 = x and x2 = y we conclude that
τt(x
∗y) = τt(x
∗)τt(y) whenever τt(x
∗x) = τt(x
∗)τt(x) (3.4)
Now it is a routine work to check that F is a linear space and a ∗-algebra. That it is
a von-Neumann algebra follows by the normality of (τt) and (3.4).
PROPOSITION 3.11: [Fr1] Let φ0 be a faithful normal invariant state for (τt).
If N = F then weak∗ − limitt→∞τt(x) = E(x) ∀x ∈ A, where E is the unique norm
one projection on N .
PROOF : For any x, y ∈ A, limitt→∞φ0(Dt(x, y)) = limitt→∞ < xω, (I −
P ∗t Pt)yω >=< xω,Qyω >, where Q = s− limt→∞I−P
∗
t Pt. Thus φ0(Dt(τs(x), τs(y) =
φ0(Ds(x, y))−φ0(Ds+t(x, y))→ 0 as s→∞. By Cauchy-Schwartz inequality we con-
clude that |φ0(Dt(τs(x), y))|
2 ≤ φ0(Dt(τs(x), τs(x)))φ0(Dt(y, y))→ 0 as s→∞. Thus
for any weak∗ limit point x∞ as s → ∞ of the norm bounded net {τs(x)}s, we have
Dt(x∞, x∞) = 0. Since x
∗
∞ is also a limit point of the norm bounded net {τs(x
∗)}s,
we conclude that Dt(x
∗
∞, x
∗
∞) = 0 for all t ≥ 0. Thus x∞ ∈ F . Since E is a norm
one projection on N , we have τs(x) = E(x) + (I − E)(τs(x))∀s ≥ 0. Thus any lim-
iting point x∞ satisfies x∞ = E(x) + (I − E)(x∞). If N = F , (I − E)(x∞) = 0, so
x∞ = E(x), which is uniquely determined. Since this holds for any weak
∗ limit point,
the result follows by weak∗ compactness of the unit ball of A.
The following theorem suggest that we can have steady state which need not be
faithful.
THEOREM 3.12: Let φ0 be a normal invariant state for (τt) and p be the support
projection for φ0 so that the strong limit of τt(p) ↑ 1 as t ↑ ∞. Then the following
are equivalent:
(a) {pxp : pτt(px
∗p)pτt(pxp)p = pτt(px
∗pxp)p, t ≥ 0} = {λp : λ ∈ IC}
(b) for all x ∈ A0, τt(x)→ φ0(x)1 in the weak∗ topology.
PROOF: Since τt((1 − p)x) → 0 in the weak∗ topology, it is good enough if
we verify that (a) is equivalent to τt(pxp) → φ0(x)1 in the weak∗ topology as
t → ∞. To that end we first note that limsupt→∞ψ(τs+t(x)) is independent of
s ≥ 0 we choose. On the other hand we write τs+t(pxp) = τs(pτt(pxp)p) +
τs(pτt(pxp)p
⊥) + τt(p
⊥τs(pxp)p) + τs(p
⊥τt(pxp)p
⊥) and use the fact for any normal
state ψ we have limsupt→∞|ψ(τs(zτt(pxp)p)| ≤ ||x|| ||z|| |ψ(τs(p))| for all z, x ∈ A0.
Thus by our hypothesis on the support and Proposition 3.11 we conclude that
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limsupt→∞|ψ(τt(pxp))| = 0 for all x for which φ0(x) = 0. For the general case, we
use the identity ψ(τt(pxp)) = ψ(τt(p(x−φ0(x))p) +φ0(x)ψ(τt(p)) and our hypothesis
τt(p) ↑ 1 as t→∞.
4 Time reverse weak Markov process and Quan-
tum detailed balance :
Following [AcM], we will consider the time reverse process associated with the KMS-
adjoint ( Or Petz adjoint ) quantum dynamical semigroup (A, τ˜t, φ0). We aim to
investigate how far various properties of the dynamical semigroup are time reversible.
First we recall from [AcM] time reverse process associated with the KMS-adjoint
(Petz-adjoint ) semigroup in the following paragraph.
Let φ0 be a faithful state and without loss of generality let also (A0, φ0) be in the
standard form (A0, J,P, ω0) [BrR] where ω0 ∈ H0, a cyclic and separating vector for
A0, so that φ0(x) =< ω0, xω0 > and the closer of the close-able operator S0 : xω0 →
x∗ω0, S possesses a polar decomposition S = J∆
1/2 with the self-dual positive cone
P as the closure of {JxJxω0 : x ∈ A0} in H0. Tomita’s [BrR] theorem says that
∆itA0∆−it = A0, t ∈ IR and JA0J = A′0, where A
′
0 is the commutant of A0. We
define the modular automorphism group σ = (σt, t ∈ IR) on A0 by
σt(x) = ∆
itx∆−it.
Furthermore for any normal state ψ on A0 there exists a unique vector ζ ∈ P so that
ψ(x) =< ζ, xζ >.
We consider the unique Markov semigroup (τ ′t) on the commutant A
′
0 of A0 so
that φ(τt(x)y) = φ(xτ
′
t(y)) for all x ∈ A0 and y ∈ A
′
0. We define weak
∗ continuous
Markov semigroup (τ˜t) on A0 by τ˜t(x) = Jτ ′t(JxJ)J. Thus we have the following
adjoint relation
φ0(σ1/2(x)τt(y)) = φ0(τ˜t(x)σ−1/2(y)) (4.1)
for all x, y ∈ A0, analytic elements for (σt). One can as well describe the adjoint
semigroup as Hilbert space adjoint of a one parameter contractive semigroup (Pt) on
a Hilbert space defined by Pt : ∆
1/4xω0 = ∆
1/4τt(x)ω0. For more details we refer to
[Ci].
Once φ0 is also faithful, there exists also a unique backward weak Markov process
(jbt ) which generalizes Tomita’s representation and a family of projections F[t : t ∈ IR
so that
F[sj
b
t (x)F[s = j
b
s(τ˜s−t(x))
for −∞ < t ≤ s <∞. For more details and the following result we refer to [AcM].
THEOREM 4.1: [AcM] We consider the weak Markov
processes (A,H, Ft], F[t, St, j
f
t , j
b
t t ∈ IR, Ω) associated with (A0, τt, t ≥ 0, φ0)
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and the weak Markov processes (A˜, H˜, F˜t], F˜[t, S˜t, j˜
f
t , j˜
b
t , t ∈ IR, Ω˜) associated with
(A0, τ˜t, t ≥ 0, φ0). There exists an unique anti-unitary operator U0 : H → H˜ so that
(a) U0Ω = Ω˜;
(b) U0StU
∗
0 = S˜−t for all t ∈ IR;
(c) U0j
f
t (x)U0 = j˜
b
−t(x), U0J
b
t (x)U0 = j˜
f
−t(x) for all t ∈ IR;
(d) U0Ft]U
∗
0 = F˜[−t, U0F[tU
∗
0 = F˜−t] for all t ∈ IR;
A simple corollary of Theorem 4.1 is the following result.
COROLLARY 4.2: (H˜, S˜t, F˜t]) is a K-shift if and only if φ0(τ˜t(x)τ˜t(y)) →
φ0(x)φ0(y) as t → ∞. In other words ∩t∈IRF[t = |Ω >< Ω| if and only if
φ0(τ˜t(x)τ˜t(y))→ φ0(x)φ0(y) as t→∞.
So it is now simple to verify directly by Theorem 4.1 that ergodicity, weak-mixing,
strong mixing are time reversible. It is not very transparent whether the same fact
holds also for K-shift property. In the classical case [Pa] this property is well known
to be equivalent to strictly positive dynamical entropy h(θ, ζ) of the shift θ for any
non-trivial partition ζ of the measure space. Since h(θ, ζ) = h(θ−1, ζ) we conclude
that K-shift property is also time reversible. However such a notion and result in the
general case is still missing [OhP]. We conjecture the following.
CONJECTURE 4.3: ∩t∈IRFt] = |Ω >< Ω| if and only if ∩t∈IRF[t = |Ω >< Ω|.
We will verify this conjecture with an affirmative answer when A0 = B(H0),
algebra of all bounded operators, more general case will include type-I von-Neumann
algebra with center completely atomic.
Before we proceed we find an alternative criteria for strong mixing in the following
theorem. To that end we introduce G = {x ∈ A0 : τ˜tτt(x) = x, t ≥ 0}.
THEOREM 4.4: Let (A0, τt, φ0) is a quantum dynamical system with φ0, a faithful
normal invariant state for (τt). If N = G then weak∗ limitt→∞τt(x) = E(x).
PROOF : In spirit proof is similar to that of Theorem 3.8. We consider the bi-
linear form dt(x, y) = φ0(x
∗JyJ) − φ0(τt(x∗)Jτt(y)J) t ≥ 0. That dt(x, x) ≥ 0
follows from the unital positive property of τt. Also note that dt(τs(x), τs(y)) =
ds(x, y) − ds+t(x, y). Thus dt(x, x) is monotonically increasing and bounded above
by φ0(Jx
∗Jx). So along the line of Proposition 3.8 we conclude that any weak∗ limit
point of the net {τt(x)} as t→∞ will be an element say x∞ satisfying dt(x∞, x∞) = 0
for all t ≥ 0. By Cauchy-Schwartz inequality dt(x, x) = 0 if and only if dt(x, y) = 0
for all y ∈ A i.e. φ0(τ˜tτt(x)JyJ) = φ0(xJyJ) for all y ∈ A0. Thus x∞ ∈ G
which is same as N by our hypothesis. Since τt(x) = E(τt(x)) + (I − E)(τt(x))
and E(τt(x)) = τt(E(x)) = E(x) we conclude that x∞ = E(x). Thus the result
follows from weak∗ compactness of the unit ball.
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One natural question whether the sufficient condition in Theorem 4.4 is really
different from Frigerio’s criteria. By (3.1) we note that ||τ˜tτt(x)ω0|| ≤ ||τt(x)ω0||
for all x ∈ A0, thus G ⊂ F . Since N ⊂ G we conclude that Frigerio’s condition
F = N also guarantees that G = N . It is not clear whether the reverse inclusion is
true. However, in case modular automorphism commutes with the Markov semigroup
then [Fr2] φ0(τt(x)τt(y)) = φ0(xτ˜tτt(y)) for any x, y ∈ A0, hence F = G. Since
strong mixing property is time reversible, we also get sufficient conditions F˜ = N
or G˜ = N ( note that N˜ = N ) associated with the adjoint Markov semigroup (τ˜t)
for strong mixing. Once more it is not resolved whether F = F˜ or G = G˜. However
the following proposition indicates that they are essentially same. To that end we
introduce Gs = {x : τ˜t(τt(x)) = x, s ≥ t ≥ 0} and Fs = {x : τt(x
∗)τt(x) =
τt(x
∗x), τt(x)τt(x
∗) = τt(xx
∗), 0 ≤ t ≤ s} for each s > 0.
PROPOSITION 4.5: For each 0 < s, Gs = N if and only if for each 0 < s, G˜s =
N . Same hold for F .
PROOF: Since N ⊂ Gs, we only need to show G˜s ⊂ N if Gs = N for each s > 0.
So we fix s > 0 and let x ∈ G˜s. So τ˜tτt(x) = x, 0 ≤ t ≤ s. Hence τtτ˜t(y) = y
where y = τt(x). Since φ0(τ˜t(z)Jτ˜t(z)J) is a monotonically decreasing function for
any z ∈ A0 we conclude that φ0(τ˜r(y)Jτ˜r(y)) = φ0(yJyJ) for 0 ≤ r ≤ t, thus we
have τt(x) ∈ Gt. Thus we have τt(x) ∈ N for all t > 0. Now taking limit t → 0, we
conclude the required result. We omit the proof for F .
PROPOSITION 4.6: Let (A0, τt, φ0) be a quantum dynamical semigroup with a
faithful normal state φ0. Then φ0(τt(x)τt(y)) → φ0(x)φ0(y)∀ x, y ∈ A0 as t → ∞ if
and only if φ0(Jτt(x)Jτt(y))→ φ0(x)φ0(y) ∀x, y ∈ A0 as t→∞.
PROOF: Since J is an anti-unitary operator, in particular contraction, thus ‘if part’
is obvious. For the converse statement, first note that ∆1/4|τt(x)ω >→ φ0(x)|ω >
strongly as t→∞. Now we use the fact that ∆ is a closed operator to conclude that
J∆1/2|τt(x)ω >→ φ0(x)|ω > | strongly as t → ∞. But J∆1/2|xω = |x∗ω >, so the
proof of the corollary is now completed.
THEOREM 4.7: LetA be a von-Neumann algebra of type-I with center completely
atomic. Then strong mixing and K-shift properties are equivalent. In such a case (
in particular A0 = B(H) ) the following statements are equivalent:
(a) For any normal state ψ, ψτt → φ0 strongly as t→∞,
(b) F is trivial,
(c) {x ∈ A0 : τ˜tτt(x) = x, t ≥ 0} is trivial.
PROOF: By Proposition 4.6 we only need to show that φ0(Jτt(x)Jτt(y)) →
φ0(x)φ0(y) for all x, y ∈ A as t → ∞ whenever it is mixing i.e. τt(x) → φ0(x)
as t→∞ in the weak∗ topology. Since any element can be expressed as linear combi-
nation of four non-negative elements, we assume without loss of generality that x ≥ 0
and φ0(x) = 1. For such a choice we note that φt(y) = φ0(Jτt(x)Jy) y ∈ A is a normal
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state on A0 for each t ≥ 0. By strong mixing φt → φ0 weakly. Now we use our hypoth-
esis thatA0 is type-I with center completely atomic to conclude by a theorem [De] that
||φt−φ0||1 → 0 as t→∞. The result follows from |(φt−φ0)(τt(y))| ≤ ||φt−φ0||1||y||.
The last part is now a simple consequence of Theorem 3.10 and Theorem 4.4 and
Corollary 3.9.
In the proof of Theorem 4.4 we checked that limitt→∞φ0(JyJτ˜t(τt(x))) exists, in
fact the limiting value for any x ≥ 0 is less then ||x||φ0(JyJ) for any y ≥ 0. Thus
there exists an element E(x) ∈ A so that weak∗ limitt→∞τ˜tτt(x) = E(x) ∀ x ∈ A. It is
clear that E is a completely positive unital map so that φ0(JE(y)Jx) = φ0(JyJE(x)
and τ˜tEτt(x) = E . However it is not clear whether E2 = E , i.e. a projection in general.
In case (τt) commutes with (τ˜t) then E commutes with (τt) and as well with (τ˜t), thus
by taking limit as t → ∞ in second identity we get E2 = E . Thus in such a case if
N = {x : τ˜tτt(x) = x : t ≥ 0} we conclude that E = E. So we have completed the
proof of the following Corollary.
COROLLARY 4.8: Let (τt) commutes with (τ˜t). If N = {x : τ˜tτt(x) = x, t ≥ 0}
then φ0(τt(x)τt(y))→ φ0(xE(y)) as t→∞.
We say the system (A0, τt, φ0) is normal if (τt) commutes with (τ˜t) and is in
detailed balance if further L˜(x)−L(x) = 2i[H, x] on a weak∗ dense subalgebra of A0,
where H is a self-adjoint operator so that αt(x) = e
itHxe−itH is an automorphism on
A0 and L, L˜ are the generators for (τt), (τ˜t) respectively. In such a case (τt) commutes
with (αt). In the following we investigate results in Theorem 4.1 further.
THEOREM 4.9: Let (τt) be in detailed balance with respect to a faithful normal
state φ0. Then there exists a unique unitary operator V0 : H → H˜ so that
(a) V0 : Ω = Ω˜,
(b) V0Ft]V
∗
0 = F˜t], V0F[tV
∗
0 = F˜[t for t ∈ IR,
(c) V0StV0 = S˜t t ∈ IR
(d) V0jt(αt(x))V
∗
0 = j˜t(α−t(x)).
(e) R0Ft]R
∗
0 = F[−t and R0F[tR
∗
0 = F[−t where R0 = U
∗
0V0.
PROOF : Since τtαt = τ˜tα−t for all t ≥ 0 and (αt) commutes with both the
semigroup (τt) and (τ˜t) by (2.2) we check that
V0 : jt1(αt1(x1))...jtn(αtn(xn))ω = j˜t1(α−t1(x1))j˜t2 ..j˜tn(α−tn(xn))Ω˜,
is indeed an isometry on total sets generated by the cyclic vectors. Hence V0 has
a unique extension to H → H˜. That V0 satisfies (a) -(e) are now routine work.
Uniqueness follows by the cyclic property of the vectors Ω for H and Ω˜ for H˜.
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5 Quantum mechanical master equation:
We say a normal Markov semigroup (τt) onA0 is norm continuous if limitt→0||τt−I|| =
0. In such a case the generator L is a bounded operator on A and can be described
[GoKoSu,Lin,CrE] by
L(x) = Y ∗x+ xY +
∑
k≥1
L∗kxLk (5.1)
where Y ∈ A0 is the generator of a norm continuous contractive semigroup on H0
and Lk, k ≥ 1 is a family of bounded operators so that
∑
k L
∗
kxLk ∈ A0 whenever
x ∈ A0. However this choice (Y, Lk, k ≥ 1) is not unique. Conversely, for any such
a family (Y, Lk) with Y ∈ A0 and LkxL∗k ∈ A0, ∀x ∈ A0, there exists a unique
Markov semigroup (τt) with L as its generator. There are many methods to show the
existence of a Markov semigroup (τt) with L as it’s generator [Da3,MoS,ChF]. Here
we describe one such a method [ChF].
We consider the following iterated equation :
τ 0t (x) = e
tY ∗xetY (5.2)
τ
(n)
t (x) = e
tY ∗xetY +
∫ t
0
e(t−s)Y
∗
Φ(τ (n−1)s (x))e
(t−s)Y ds, n ≥ 1 (5.3)
where Φ(x) =
∑
k L
∗
kxLk. It is simple to check for x ≥ 0 that
0 ≤ τn−1t (x) ≤ τ
n
t (x) ≤ ||x|| I, ∀t ≥ 0
Thus we set for x ≥ 0, τt(x) = limitn→∞τ
(n)
t (x) in the weak
∗ topology. For an
arbitrary element we extend it by linearity. Thus we have
τt(x) = e
tY ∗xetY +
∫ t
0
e(t−s)Y
∗
Φ(τs(x))e
(t−s)Y ds (5.4)
for any x ∈ A0.
In such a case [Ev], it is simple to check that N is trivial if and only if {x ∈ A0 :
[x,H ] = 0, [x, Lk] = 0∀k ≥ 1} is trivial.
The following simple but important result due to Fagnola-Rebolledo [FR3].
THEOREM 5.1: A projection p is sub-normal if and only if (1 − p)Y p = 0 and
(1− p)Lkp = 0 for all 1 ≤ k ≤ ∞.
PROOF: For a proof and a more general result we refer to [FR3].
THEOREM 5.2: Let p be a sub-normal projection and y = s.limt→∞τt(p). For any
z ∈ B(H0) following are equivalent:
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(a) yz = 0
(b) pz = 0, pLi1Li2 ....Linz = 0 for all 0 ≤ im ≤ ∞, 1 ≤ m ≤ n and n ≥ 1, where
L0 = Y .
PROOF: yz = 0 if and only if z∗τt(p)z = 0 for all t ≥ 0. Now by (5.2) we have
z∗τt(p)z = 0 if and only if z
∗etY
∗
petY z = 0 and z∗Φ(τt(p))z = 0 for t ≥ 0. Thus
we have petY z = 0 and also z∗Φ(τt(p))z = 0 for all t. Thus in particular we have
z∗Φ(p)z = 0, hence pLkz = 0 for all k ≥ 0. We go now by induction on n, we check if
z′ = pLi1Li2 ....Linz then yz
′ = z′ thus (a) implies (b). For the converse statement, we
check that derivative of any order at t = 0 of z∗τt(p)z vanishes, thus constant which
is zero.
Thus the zero operator is the only element z that satisfies (b) if and only if the
closure of the range of y is the entire Hilbert space. Thus p together with L∗i1L
∗
i2
....L∗inp
where 0 ≤ im ≤ ∞,1 ≤ m ≤ n and n ≥ 1 will generate the Hilbert space if and only
if y is one to one. In particular we find this property is a necessary condition for y to
be 1. In general the condition is not a sufficient one. Once more one can construct
a counter example in birth and death processes where no population is an absorbing
state and birth and death rates are such that the population will extinct with positive
probability but need not be 1. We omit the details. However it seems reasonable to
ask whether this condition is sufficient for finite dimensional Hilbert space H0.
Now onwards we assume that φ0 is faithful. Many important class of example
[Fr1,FR1,AcM2,Ma,MZ1,MZ2,MZ3] do admit a faithful normal invariant state. We
check that Fs ⊂ {x : [Lk, x] = [Lk, x∗] = 0, k ≥ 1} and moreover equality hold if
{x : [Lk, x] = [Lk, x] = 0} is invariant by (τt).
In case (τt) is only weak
∗ continuous, the problem in it’s complete generality is
open. For an application to diffusion processes we refer to [Mo]. However a suitable
modification of the method outlined above or a perturbation method can be employed
for (Y, Lk) unbounded when A0 = B(H0). To that end we assume [Da 3,ChF,MoS]
the following:
(a) (Y, D(Y ) is the generator of a strongly continuous semigroup with domain D(Y );
(b) Lk are closed operator with domains D(Lk) ⊂ D(Y ) so that for f, g ∈ D(Y )
< f, Y g > + < Y f, g > +
∑
k
< Lkf, Lkg >= 0;
(c) IC = {x ∈ B(H0) :< f, xY g > + < Y f, xg > +
∑
k < Lkf, xLkg >=< f, xg >}
THEOREM 5.3: There exists a unique weak∗ continuous Markov semigroup (τt)
on B(H0) with the generator L given by < f,L(x)g >=< f, xY g > + < Y f, xg >
+
∑
k < Lkf, xLkg > for all f, g ∈ D(Y ). Moreover the domain of L contains the
dense ∗-algebra {(λ − Y ∗)−1x(µ − Y )−1 : x ∈ B(H0), λ, µ > 0}. In such a case
F ⊂ {x ∈ B(H) : [Lk, Rλ(x)] = 0, λ > 0, 1 ≤ k <∞}.
20
PROOF: Let x ∈ F . We first check that τt(x) ∈ F , thus Rλ(x) ∈ F . So
Rλ(x) ∈ D(L), the domain of L and as well an element in F . Hence L(Rλ(x))y +
xL(Rλ(y)) = L(Rλ(x)Rλ(y)) for any x, y ∈ F . From the explicit relation we find
that < f, [Rλ(x), Lk]
∗[Rλ(x), Lk]g >= 0 for f, g ∈ D(Y ) and k ≥ 1. In other words
[Rλ(x), Lk] = 0 has a bounded extension and it’s value is zero for each λ > 0.
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