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Abstract. Cross-correlations between Cosmic Microwave Background (CMB) temperature
and y-spectral distortions anisotropies have been previously proposed as a way to measure
the local bispectrum parameter f loc.NL in a range of scales inaccessible to either CMB (T , E)
bispectra or T -µ correlations. This is useful e.g. to test scale dependence of primordial
non-Gaussianity. Unfortunately, the primordial y-T signal is strongly contaminated by the
late-time correlation between the Integrated Sachs Wolfe and Sunyaev-Zel’dovich (SZ) effects.
Moreover, SZ itself generates a large noise contribution in the y-parameter map. We consider
two original ways to address these issues. In order to remove the bias due to the SZ-CMB
temperature coupling, while also adding new signal, we include in the analysis the cross-
correlation between y-distortions and CMB polarization. In order to reduce the noise, we
propose to clean the y-map by subtracting a SZ template, reconstructed via cross-correlation
with external tracers (CMB and galaxy-lensing signals). We combine this SZ template sub-
traction with the previously adopted solution of directly masking detected clusters. Our final
forecasts show that, using y-distortions, a PRISM-like survey can achieve 1σ(f loc.NL ) = 300,
while an ideal experiment will achieve 1σ(f loc.NL ) = 130, with improvements of a factor ∼ 3
from adding the y-E signal, and a further 20− 30% from template cleaning. These forecasts
are much worse than current f loc.NL boundaries from Planck, but we stress again that they refer
to completely different scales.
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1 Introduction
At present, the tightest constraints on all parametrizations and models of primordial non-
Gaussianity (NG) come from measurements of the bispectrum (Fourier transform of the 3-
point function in configuration space) of Cosmic Microwave Background (CMB) temperature
and polarization anisotropies (respectively T and E), made by the Planck satellite [1].
Among many aspects and applications of these constraints, a very important one is
the possibility to set stringent bounds on inflationary scenarios characterized by more than
one field. Multi-field Inflation in fact predicts a potentially detectable bispectrum of the local
type, peaking in the so-called squeezed-limit (i.e., on wavenumber triangles with one side much
smaller than the other two, indicating a correlation between large and small wavelengths).
Such bispectrum explicitly reads:
B(k1, k2, k3) = −6
5
f loc.NL [P (k1)P (k2) + 2 perm.] , (1.1)
where f loc.NL is the dimensionless local NG amplitude parameter, which is measured by fitting
the local shape to the data (since we will consider only local NG in the following, we will
omit the superscript “loc.” from now on). Currently, Planck constrains fNL = 0.8± 5.0 (68%
C.L.) [1]. A crucial threshold to fully distinguish single from multi-field scenarios would be
however fNL ∼ 1. This value is in fact a lower bound for a large class of multi-field models
(e.g. curvaton [2]). Unfortunately there are not enough modes in the CMB temperature and
polarization angular bispectra to achieve enough sensitivity for a clear detection of fNL ∼ 1,
even assuming a perfectly noiseless, ideal survey (see, e.g. [3]). Several new observational
strategies will therefore have to be implemented in the future. One of the most promising
approaches in the near future involves measuring NG signatures in the galaxy bias, using
forthcoming Large Scale Structure surveys [4, 5].
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In a more futuristic scenario, the authors of [6] have considered the cross-correlation
between CMB temperature and µ-spectral distortion anisotropies as a potentially very pow-
erful probe of squeezed-type bispectra. An experiment producing cosmic-variance limited T
and µ maps could in principle be able to detect fNL ∼ 10−2, 10−3 (this argument has been
extended in different ways [7–17], to take into account different primordial bispectrum models
and higher-order correlation functions). While fascinating, this scenario is out of reach not
only with current experimental noise levels, but also taking into account proposed, ambitious
next generation surveys, such as PRISM [14].
Nonetheless, measurements of fNL via correlations between CMB temperature (polar-
ization) and CMB distortion anisotropies are interesting even before achieving such exquisite
levels of sensitivity, as they allow to test possible deviations of fNL from scale independence.
In this respect, not only µ, but also y-distortions can provide useful and interesting informa-
tion, as pointed out in [14]. Indeed, while Planck measured fNL on the scales typical of CMB
T , E anisotropies (k . 0.15 Mpc−1), and µ-distortion anisotropies can in principle probe it on
much smaller scales (46 Mpc−1 . k . 104 Mpc−1), y-distortions allow probing the transition
between those two regimes (0.15 Mpc−1 . k . 46 Mpc−1). The issue with using y-distortions
is, however, that the total signal is affected by contributions from secondary sources, which
completely dominate over the primordial component. The most important source of contam-
ination is the y-T signal generated by the correlation between the Integrated Sachs Wolfe
(ISW) and Sunyaev-Zeld’ovich (SZ) effects. This problem has been initially addressed for
the y-T cross-correlation in [17], where a cosmic-variance limited experiment was considered,
and the SZ contamination was reduced by masking detected clusters at low redshift. In this
paper, we will extend previous analyses by considering not only y-T , but also including the
cross-correlation with polarization, y-E, and by exploiting cross-correlations between SZ and
external tracers (CMB and galaxy lensing). Besides that of adding new signal, using polar-
ization presents the clear advantage of giving a much less biased signal, since the E-mode
correlate less than T with the SZ effect. Nevertheless, we will have in this case to worry
about potential spurious contamination from reionization. An explicit numerical evaluation,
using second-order transfer functions from the Boltzmann integrator SONG [18–20] will show
that this is negligible.1 The correlation between SZ and lensing can instead be used to es-
timate a template of the y-parameter map generated by SZ, which can then be subtracted
from the data, in order to partially remove spurious SZ contributions from unresolved clus-
ters and reduce the noise. We will consider a PIXIE-like [21], PRISM-like [22] and an ideal,
cosmic-variance limited experiment, and show how including these new ingredients can lead
to interesting improvements in the final forecasts, by an overall factor ∼ 4 in all cases.
While we will focus mostly on y-distortions, we will also extend previous µ-distortions/
E-polarization cross-correlation analyses. More specifically, we will re-analyse in detail the
µ-E cross-spectrum initially discussed in [16], where only large scales and reionization contri-
butions to the CMB polarization transfer functions were included. In that case, it was found
that µ-E does not provide any further constraining power with respect to µ-T . By considering
all scales and using full transfer functions we will obtain that µ-E performs slightly better
than µ-T and combining the two leads to ∼ 20% improvement in the final constraints.
Even though we are interested in a fNL = fNL(k1, k2, k3), which depends on scale, we
will follow [14, 17] to assume that the scale-dependence is such that fNL stays approximately
constant (separately) on both the y-scales (0.15 Mpc−1 . k . 46 Mpc−1) and the µ-scales
1https://github.com/coccoinomane/song.
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(46 Mpc−1 . k . 104 Mpc−1).
The paper is organized as it follows: In section 2 we will calculate the primordial contri-
butions to the cross correlation of T and E with µ- and y-spectral distortions. in section 3 we
will calculate the secondary sources for the T and E cross correlations with y — we recall that
µ does not have cosmological secondary sources. In section 4 and 5 we will forecast fµNL and
fyNL constraints, achievable by a PIXIE-like, a PRISM-like, and by a cosmic-variance limited
survey, considering all sources of noise and contamination, different masks for resolved clus-
ters (based on future X-ray and CMB surveys) and different external tracers for unresolved
contributions. In section 6 we will summarize our conclusions.
2 Primordial contributions
In this section we review the calculation to obtain the cross-correlation of CMB temperature
and polarization anisotropies with µ- or yp-CMB-spectral-distortions anisotropies, when pri-
mordial NG is present. Since secondary sources generate y-distortion in the late universe we
indicate with yp the primordial contribution to the total y.
The primordial primordial curvature perturbation ζ(k) and CMB fluctuations are linked
via
aX`m = 4pii
`
∫
d3k
(2pi)3
T X` (k)Y m∗` (kˆ)ζ(k), (2.1)
where X = T,E indicate the temperature T or the E-mode polarization, and T X` is the
radiation transfer function. We will use the full transfer function generated by CLASS [23].
For Ξ = µ-, yp-type spectral distortions the analogous relation reads instead [7, 15]
aΞ`m = 4pi(−i)`
∫
d3k1
(2pi)3
d3k2
(2pi)3
d3k3δ
(3)(k1 + k2 + k3)
Y m∗` (kˆ3)j`(k3rls)f
Ξ(k1, k2, k3)ζ(k1)ζ(k2),
fµ(k1, k2, k3) =2.3 W
(
k3
kD(zµy)
)[
e−(k
2
1+k
2
2)/k
2
D(z)
]zµ
zµy
fy(k1, k2, k3) =0.4 W
(
k3
kD(zy)
)[
e−(k
2
1+k
2
2)/k
2
D(z)
]zµy
zy
.
(2.2)
Here rls is the comoving distance to last scattering surface, W (x) = 3j1(x)/x, and kD is the
diffusion damping scale evaluated at the beginning of the µ-era kD(zµ) ≈ 12000 Mpc−1, at
the µ-y transition kD(zµy) ≈ 46 Mpc−1, and at the end of the y-era kD(zy) ≈ 0.15 Mpc−1
[14]. As said, we consider fNL constant on µ- and y-scales: fNL(k) ≡ fyNL for 0.15 Mpc−1 .
k . 46 Mpc−1 and fNL(k) ≡ fµNL for 46 Mpc−1 . k . 12000 Mpc−1.
More accurate expressions for the transfer function have been dicussed in [24]. We
will use the simpler approximations, but we will re-normalize the amplitude of the expected
monopoles of µ- and y-distortion to the values computed in [25], 〈µ〉 = 2.3 × 10−8 and
〈y〉 = 4.2 × 10−9 . This “zero-order” approximation is accurate enough for a Fisher forecast
and allow a simple, direct comparison with other results in the literature.
The cross-correlation can be found as:
〈
aX`ma
Ξ∗
`′m′
〉
=8 δ`
′
` δ
m′
m
∫
k2 dk
2pi2
T X` (k)j`′(krls)
∫
q21q
2
2 dq1 dq2
2pi2
fΞ(q1, q2, k)B(k, q1, q2)∫
x2 dxj0(q1x)j0(q2x)j0(kx).
(2.3)
– 3 –
101 102 103
`
10−4
10−3
10−2
10−1
100
10
16
`(
`
+
1)
C `
/
(2
pi
),
f N
L
=
1
µ-T
yp-T
µ-E
yp-E
Figure 1. Absolute value of the cross-correlations. The prediction for µ-T is in good agreement with
[13].
In [13] it has been discussed how the generation mechanism for µ via acoustic dissipation,
encoded in the fµ(q1, q2, k) function, strongly selects squeezed configuration k1 ≈ k2  k in
the T -µ correlation. The same argument holds for the E-µ cross-correlation. Since the
diffusion damping scale of yp is much smaller than the µ one, the same approximation is less
accurate in the X-yp cross-correlations. However it should be noted that the more accurate
transfer function provided in [24] explicitly suppress configuration with too different q1 and
q2. This means that also when using y-distortions we are allowed to take the squeezed limit
k1 ≈ k2  k.
In the squeezed limit, eq. (2.3) reduces to
CXΞ` ≈ −4pi
12
5
∫
k2 dk
2pi2
T X` (k)j`′(krls)P (k)
∫
q21 dq1
2pi2
fΞ(q1, q1, k)P (q1). (2.4)
Notice that the last integral in this equation is exactly the definition of the monopole of the
Ξ-type spectral distortion. Thus, renormalizing the 〈µ〉 and 〈y〉 to the right vale as discussed
above translate linearly into a renormalization of the C`
In figure 1 we show the cross-correlations between µ- or yp-distortion, and T or E
anisotropies. The prediction for µ-T is in good agreement with [13]. Only the primordial
contribution to the cross-correlations is shown in the plot, even though other effects contribute
to the same signals. We are going to consider them in the next section, since those secondary
sources will constitute foregrounds to these primordial signal.
3 Secondary sources
In this section we will consider the main non-primordial contributions to the y-T and y-E
spectra, namely the cross-correlation between Sunyaev-Zel’dovich (SZ) and the Integrated-
Sachs-Wolfe (ISW) effect, for y-T , and the cross correlation between CMB polarization and
the quadratic Doppler effect, for y-E.
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3.1 Sunyaev-Zel’dovich
The SZ effect generates y-distortions that couple to CMB temperature anisotropies produced
via late ISW. This has been studied at length in [17, 26, 27], and references therein.
To calculate the SZ we use a halo model approach, following [27–29]. We parametrize
the density of dark matter haloes in term of the matter overdensity distribution δ, using a bias
parameter b(z,M), which depends on redshift and mass of the halo. The mass distribution
of haloes is given in terms of the halo mass function dndM (z,M). Since the SZ is sensitive to
the electron rather than to the matter distribution, this has to be convolved with the halo
Compton y-parameter image y3D(z,M, x), where x is the distance from the center of the halo;
y3D is a function of the electron pressure profile of the halo. We consider respectively the bias
given in table 2 of [30], the halo mass function of [31] with the updated parameters given in
[30], and the halo Compton y-parameter computed in [32].
The one- and two-halo terms [27, 28] respectively read
C1h` =
∫
dz
d2V
dz dΩ
∫
dM
dn
dM
(z,M)|y˜`(z,M)|2 (3.1)
C2h` =
∫
dz
d2V
dz dΩ
D2+(z)Pm(k)
[ ∫
dM
dn
dM
(z,M)b(z,M)y˜`(z,M)
]2∣∣∣∣
k=
(
`+1/2
χ(z)
) . (3.2)
Here Pm(k) is the linear matter power spectrum, D+(z) is the growth factor, d2V/ dz dΩ =
cχ2(z)/H(z) is the comoving volume element per steradians and y˜`(z,M) is the 2D Fourier
transform of the projected y-parameter image of the halo
y˜`(z,M) =
4pirs,y
`2s,y
∫
dxx2j0
(
kx
`s
)
y3D(z,M, x), (3.3)
rs,y is the typical scale radius of the y-image of the halo and `s,y = a(z)χ(z)/rs,y.
We refer to the appendix of [28] for a clear derivation of these two formulae. For an
explicit numerical evaluation of these integrals, we worked in Limber approximation. This
allows removing one of the 5 nested integrals, making the computation numerically feasible.
The SZ effect cross correlate with T through the late ISW effect, given by
∆T ISW
T
(nˆ) = − 2
c2
∫
dz
dφ
dz
(χ(z)nˆ, z). (3.4)
In our numerical evaluation, we will use the full transfer functions, extracted from CLASS [23],
which of course encode this contribution.
It is useful to define real space transfer functions [33, 34]
T T` (χ) =
2
pi
∫
dk k2T T` (k)j`(χk) , (3.5)
where T T` (k) is the full temperature transfer function. The multipolar coefficients can then
be expressed as
aT`m =
∫
dχχ2T T` (χ)ζ`m(χ) , (3.6)
where ζ`m(χ) =
(−i)`
2pi2
∫
d3k ζ(k)j`(χk)Y
m
` (kˆ).
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Using the Poisson equation, φ(χ(z)nˆ, z) = −32ΩMH20 D(z)a(z) Tm(k)∇−2δ(χ(z)nˆ, z = 0), to
express the overdensity contrast as a function of the gravitational potential we find
CSZ-T` =
∫
cdz
H(z)
3
5
c2k2χ2(z)Tm(k)
ΩmH20
D+(z)
∫
dM
dn
dM
(z,M)y˜`
(
z,M)b(z,M)×
× T T` (χ(z))Pζ(k)
∣∣∣∣
k=
(
`+1/2
χ(z)
). (3.7)
As previously mentioned, one of the main goals of this paper is to study the fNL de-
pendence in the y-E cross-correlation spectrum, which was not accounted for in previous
works on the subject. One of the main advantages of using y-E in place of, or in combina-
tion with, y-T , is that contamination from SZ is expected to be strongly suppressed for y-E,
therefore the main source of bias that afflicts y-T -based measurements of fNL [17] would be
eliminated. While much smaller than the y-T contribution, a non-primordial y-E correlation
is still present: after reionization the quadrupole of free electrons still acts as a source of
E. SZ is generated in the same epoch on similar scales, so this gives rise to a non-vanishing
y-E. This is expected to be a very small effect at low redshifts. However, also the primordial
yp-E signal we are after is very small, therefore, it is important to explicitly compare the two
effects.
The CSZE` can be computed replacing the transfer functions for T with those for E in
eq. (3.7). Even though, practically, all the SZ signal comes from z < 4 [28], since E is
sourced at reionization we extend all the redshift integrations to z well above the time of
reionization. As expected, the contributions from z > 4 are negligible. As a lower integration
limit we choose z > 0.02; this ensure that the redshift integrals do not get contributions from
unphysical z = 0 objects. We also integrate over the masses 1010Mh−1 < M < 1016Mh−1.
We checked our spectra against those shown in [28], changing our integration boundaries to
match their choices, and we are in very good agreement.
3.2 y-distortion from reionization
Another source of contamination comes from the cross-correlation of E with the quadratic
Doppler effect (see [35, 36] and references therein). Being proportional to the velocity of the
baryons squared, this observable tracks the primordial density squared yreio ∼ ζ(k)2. It is
then clear that its cross-correlation with first order CMB polarization anisotropies is propor-
tional to the primordial bispectrum Cyreio-E` ∝ 〈ζ(k1)ζ(k2)ζ(k3)〉. However, we neglect this
potential contribution to the signal here, leaving its study for future work, and focus instead
on spurious, non-primordial contamination, which need to be removed from the primordial
y-E contribution at recombination.
To simplify the notation we will omit “C`” in defining cross-correlations (i.e., yreio-E ≡
Cyreio-E` ) and we will indicate the n-th order term of a quantity with an apex “(n)”, i.e., E
(n).
Assuming perfectly Gaussian primordial perturbations, the leading term of the quadratic
Doppler effect-Polarization cross-correlation is of fourth order in the primordial density per-
turbation: yreio-E = y
(2)
reio-E
(2) + y
(3)
reio-E
(1) +O(ζ6). We expect the second addendum to be of
the same order of the first. Calculating it would require developing new formalism to describe
higher-order-contributions to spectral distortions. Since, as we anticipate, we found after a
complete calculation that the first term is negligible, we neglect the calculation of the second.
The authors of [35] provide an analytic expression for y(2)reio. The second order transfer
function for CMB polarization anisotropies can instead be obtained numerically, using the
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Figure 2. The main components (primordial and secondary) of the y-T and y-E cross-correlations.
SZ-T is the only non-negligible contaminant to yp-T , but is four orders of magnitude bigger, and
correlates more with it. yp-E suffers the presence of both SZ-E and yreio-E, but both secondary
signals are proportionally smaller and less correlated than SZ-T .
publicly available code SONG [18–20]. We found that the cross-correlation between these two
quantities is (see appendix A for the full calculation)
y
(2)
reio-E
(2) =(−1)`′−m64pi
∫
q21 dq1q
2
2 dq2
(2pi)3
∫
k21 dk1
(2pi)3
P (q1)P (q2)δ
`′
` δ
−m′
m[
T (2)X `,0(q1, q2, k1)
1
3
I
(1)
`′ (q1, q2, k1)
∫
x2 dxj0(xk1)j1(xq1)j1(xq2)+
+
∑
L L1
∑
m1
1∑
n=−1
T (2)X `m1(q1, q2, k1)
11pi
45
I
(2)
`′,m1(q1, q2, k1)(−1)L1+1iL+L1+1(−1)3m1(
L1 1 L
0 0 0
)(
L1 1 L
n −n 0
)(
L1 |m1| 1
0 0 0
)(
L1 |m1| 1
−n m1 −m1 + n
)
3(2L+ 1)(2L1 + 1)
4pi
αn,m1
∫
x2 dxjL(xk1)jL1(xq1)j1(xq2)
]
.
(3.8)
To calculate this signal we use the transfer function extracted from SONG with 10% accuracy.
Since the convergence of the tensor modes has not been tested by the authors for more than
10% accuracy [20], using higher precision run would require extensive testing of the code.
Moreover, as the final y(2)-E(2) contribution will turn out to be negligible, our results will not
depend on this quantity, making accuracy improvements not important for our purposes.
In figure 2 we compare the yp-E signal with the secondary sources of E-y. The SZ-E
cross-correlation is approximately 100 times bigger than the signal, while the yreio-E(2) cross-
correlation is 10-100 times smaller than the signal in the first 100 multipoles, and their ratio
decreases as ` increases. The slightly different slopes allow disentangling of the signal from the
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secondary sources, as we will show in section 5. For comparison, the SZ-T cross-correlation in
104 bigger than the primordial signal. The same marginalization over the foregrounds can be
performed also in this case, but with worse results since the shape of the primordial signal is
more degenerate with the shape of the secondary sources. This can be quantified calculating
the correlation of the primordial signal with the secondary signal:[∑
`C
ypT
` C
SZT
`
]
√[∑
`
(
C
ypT
`
)2][∑
`
(
CSZT`
)2] = 0.92,
[∑
`C
ypE
` C
SZE
`
]
√[∑
`
(
C
ypE
`
)2][∑
`
(
CSZE`
)2] = 0.64. (3.9)
4 fµNL forecast
As first considered in [16], we can try enhancing the fNL signal-to-noise ratio, extracted
using T -µ, by adding polarization to the analysis. In [16], simplified “Sachs-Wolfe”-limit
transfer functions were used both for temperature and polarization anisotropies, finding no
fNL-sensitivity improvements with the inclusion of polarization. However, we found via ex-
plicit computation that the inclusion of full transfer functions does change this picture at
` > 10, outside the limits of validity of the Sachs-Wolfe approximation.
The Fisher matrix is defined as
Fij ≡
〈
∂L
∂pi
∂L
∂pj
〉
, (4.1)
where L is the logarithm of the likelihood and p are the free parameters of the theory. In our
application it is equivalent to [37]
Fij =
∑
`
(Cov−1` )αβ
∂(Cov`)βγ
∂pi
(Cov−1` )γδ
∂(Cov`)δα
∂pj
(4.2)
where Cov` is the covariance matrix and repeated matrix indices (α, . . . , δ) are summed.
The fµNL Fisher matrix, when considering only T or only E, reads [6](
S
N
)2
= F =
`max∑
`=2
CµX` C
µX
`
(σµX` )
2
, (4.3)
where we recall that X = T,E. For a PIXIE- or PRISM-like experiment it is expected
that CXµ` C
Xµ
`  (CXX` )obs(Cµµ` )obs, and (Cµµ` )obs ≈ (Cµµ` )N  Cµµ` where “obs” stands
for observed and “N ” for noise. Again, for PIXIE (PRISM) the expected noise is Cµµ,N` =
4pi × (1.4× 10−8)2 × e`2/842 (Cµµ,N` = 4pi × 10−18 × e`
2/1002) [7, 14]. Here we do not account
for galactic foregrounds. In [38] it has been shown that the error on the measurement of the
spectral distortion monopole can degrade as much as one order of magnitude with respect
to earlier, more optimistic estimates. The spatially varying part of these foregrounds will
have to be modelled with more accuracy in order to give an actual estimate of how much the
estimates will degrade in our case.
Under those assumptions
(σµX` )
2 ≈ C
XX
` C
µµ,N
`
2`+ 1
. (4.4)
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Figure 3. Minimum value of fNL to reject fNL = 0 at 1σ, as a function of the maximum multipole.
This value is calculated with a 1 parameter Fisher forecast using the PIXIE level of noise. Adding
polarization informations tightens the constrain by a factor 1.28.
Survey T E T ⊕ E
1σ(fµNL)
PIXIE 4200 3800 3300
PRISM 300 270 230
Table 1. 1σ forecasted error bars on fµNL, calculated using the standard ΛCDM value of 〈µ〉 =
2.3×10−8. T ⊕E indicates the joint forecast using both temperature and polarization. We accounted
for correlations between T -µ and E-µ using eq. (4.5).
Therefore, the signal-to-noise ratio is proportional to the µE contribution — which is under-
estimated for ` > 10 using the “Sachs-Wolfe”-transfer function — and inversely proportional
to the square root of the polarization power spectrum, which peaks on the first 10 multipoles
(due to the reionization bump) and decreases afterwards. As a result an explicit numerical
evaluation shows that the fµNL signal-to-noise ratio from E-µ is actually higher than the one
obtained using T -µ, at `max > 50, see figure 3.
We are finally interested in the joint estimate of fµNL, obtained combining both observa-
tions:
F =
`max∑
`
(2`+ 1)
CTT` (C
µE
` )
2 + CEE` (C
µT
` )
2 − 2CTE` CµT` CµE`
Cµµ,N` [C
TT
` C
EE
` − (CTE` )2]
(4.5)
as the covariance matrix is
Cov` =
1
2`+ 1
 CTT` CTE` f
µ
NLC
µT
`
CTE` C
EE
` f
µ
NLC
µE
`
fµNLC
µT
` f
µ
NLC
µE
` C
µµ,N
`
 . (4.6)
As expected for a PIXIE-like survey, the signal-to-noise ratio saturates for ` ≈ 100. We
found that adding the polarization cross-correlation to the temperature cross-correlation with
the µ-spectral-distortion the constraint on fNL improves by a factor 1.28. In figure 3 we show
– 9 –
50 100 150 200
`max
102
103
1σ
(f
y N
L
)
y -T
y -T ⊕E
y -T ⊕E , clean + PRISM
µ-T ⊕E
Figure 4. Minimum value of fyNL needed to reject f
y
NL = 0 at 1σ, as a function of the maximum
multipole. This value is calculated with a Fisher forecast after marginalizing over all foregrounds and
using the PRISM level of noise. We also show the same value for fµNL for comparison. We compare
the results obtained using no mask and no template subtraction (y-T ⊕ E) and using the PRISM
mask and the template subtraction (y-T ⊕ E, clean + PRISM) described respectively in table 5 and
section 5.3.
the minimum value of fµNL that guarantees a 1σ rejection of f
µ
NL = 0, as a function of the
maximum multipole. Our results are shown in table 1.
5 f yNL forecast
We will now come to the main point of this work, namely studying the effects of adding
y-distortions in the fNL analysis, including contributions from polarization and exploring
methods to clean SZ-contamination via SZ-lensing correlations.
5.1 T -y forecast and cluster masking.
In our forecasts we have to keep into account theoretical uncertainties of the halo-model, used
to predict the correlations. Following [17], we will do this by simply introducing an unknown
amplitude parameter αT , in front of the spectra, and marginalizing over it. This leads to the
covariance matrix
Cov` =
1
2`+ 1
(
CTT` f
y
NLC
yT
` + αTC
SZT
`
fyNLC
yT
` + αTC
SZT
` C
yy,N
` + C
1h
` + C
2h
`
)
. (5.1)
A PIXIE-like experiment is expected to have 5 to 10 better sensitivity to y than to µ.
Therefore the noise term is Cyy,N` = 4pi × 4× 10−18 × e`
2/842 ; the same holds for PRISM for
which Cyy,N` = 4pi×4×10−20× e`
2/842 [7, 14]. We forecast fyNL using temperature alone, and
marginalizing over the secondary source SZ-T .
In figure 4 we show our results as a function of `max. It is clear not only that the variance
is completely dominated by the SZ power spectrum, but also that this effect leads to very
poor constraints on the primordial signal.
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1σ(fyNL)
Mask T E T ⊕ E T ⊕ E, clean.
Unmasked 12700 5500 3300 2900
eROSITA 8600 4800 2700 2300
PRISM 5500 4000 2200 2200
z > 0.3 5500 4200 2300 2300
Table 2. 1σ forecasted error bars on fyNL for PIXIE, calculated using the standard ΛCDM value of
〈y〉 = 4.2 × 10−9. T ⊕ E indicates the joint forecast using both temperature and polarization. We
accounted for correlations between T -y and E-y using the covariance in eq. (5.4). In all the forecasts
we marginalize over the amplitude of every secondary source. z > 0.3 performs worse than PRISM
mask because the contribution to the total SZ signal coming from small (M < 1013 M) clusters at
low (z < 0.3) redshift is smaller than that of bigger clusters at higher redshift.
1σ(fyNL)
Mask T E T ⊕ E T ⊕ E, clean.
Unmasked 4900 3100 1700 1300
eROSITA 3200 1900 1100 680
PRISM 1000 630 380 300
z > 0.3 1700 1300 700 620
Table 3. Same as table 2 but for PRISM.
1σ(fyNL)
Mask T E T ⊕ E T ⊕ E, clean.
Unmasked 2300 1400 1000 750
eROSITA 1700 1100 730 470
PRISM 400 220 160 130
z > 0.3 1000 710 470 400
Table 4. Same as table 2 but for a cosmic-variance limited spectrometer instead of PIXIE, and using
`max = 1000.
One way to tighten the constraints is to mask resolved clusters (see e.g [17, 28]), even-
tually assuming the use of external surveys (e.g. X-ray surveys) to improve performance. We
will consider here eROSITA [39] as external survey, and also PRISM itself, and investigate
different types of masks, based on more or less futuristic scenarios, in order to understand
which level of masking guarantees a signal-to-noise ratio for fyNL similar to the one achieved
for fµNL. Our results are summarized in table 2.
We model the effect of masking clusters by changing integration boudaries in the SZ-SZ,
SZ-T and SZ-E spectra, in order to exclude regions in the z-M plane where the catalogue of
a given experiment is complete [28]. This is a very conservative choice, as in real catalogues
a non-negligible part of resolved cluster actually sits in regions where the catalogue is not
complete. We have investigated 5 different masks:
• The vanilla “Unmasked” scenario.
• The one expected from the eROSITA predicted efficiency.
• The one expected from the PRISM predicted efficiency.
• A mask that cuts every cluster under z < 0.3 regardless of its size, used to compare our
results with [17], “z > 0.3”. This is also a futuristic scenario.
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101 102 103
`
10−1
100
101
102
103
104
105
106
10
18
`(
`
+
1)
C `
/
(2
pi
)
Unmasked
eROSITA
PRISM
z > 0.3
PRISM noise
Figure 5. SZ power spectrum, for the different sky-masks defined in table 5. For comparison we also
plot the PRISM noise level. PIXIE noise level is two orders of magnitude bigger then the PRISM one.
Unmasked None
eROSITA M < 2× 1014M/h for z < 0.15
PRISM M < 1013Mh−1
z > 0.3 z > 0.3
Table 5. Integration boundaries that define the different masks we use.
The adopted integration boundaries for the various cases are shown in table 5. In figure
5 we compare the total (1-halo + 2-halo) SZ power spectra, obtained using different masks.
As shown, using PIXIE with the eROSITA mask, already guarantees a fyNL signal-to-noise
ratio comparable with fµNL.
Masking resolved clusters lowers the noise, but at the same time reduces the level of
sky coverage. We get a rough and conservative estimate of the available fraction of the sky
after cluster masking (fsky) in the following way. We consider the eROSITA and estimate the
number of masked clusters (< 1800) based on its expected performance [39]. We then assume
that the redshift distribution of clusters is constant in redshift for z ∈ [0.02, 0.15]; this is a
conservative choice since the expected redshift distribution increases rapidly with redshift in
the considered range. Finally we assume that each cluster has a size of 6 Mpc. This leads to
a final estimate
fsky ≈ 1− 1
0.13
∫ 0.15
0.02
dz
pi(6 Mpc)2
4piD2A(z)
× 1800 ≈ 0.7 , (5.2)
which will be included in our forecasts.
5.2 Adding polarization
We consider y-E contributions to the signal, by adapting equation (5.1) into:
Cov` =
1
2`+ 1
(
CEE` f
y
NLC
yE
` + αEC
SZE
` + βEC
yreioE
`
fyNLC
yE
` + αEC
SZE
` + βEC
yreioE
` C
yy,N
` + C
1h
` + C
2h
`
)
. (5.3)
– 12 –
The results we get after marginalizing over both αE and βE are shown in table 2. For a PIXIE-
like experiment, just replacing T with E tightens the constraints by more than a factor 2.
This comes from two effects. First, the signal-to-noise ratio for y-E is intrinsically higher —
just like, and for the same reason as µ-E. Second, marginalizing over secondary signals do
not degrades the constraint as much because the primordial and the secondary signal are less
correlated as shown in eq. (3.9).
We now want to perform a joint analysis of y-T and y-E signals. In this case the
covariance is
(2`+ 1)Cov` =
=
 CTT` CTE` f
y
NLC
yT
` + αTC
SZT
`
CTE` C
EE
` f
y
NLC
yE
` + αEC
SZE
` + βEC
yreioE
`
fyNLC
yT
` + αTC
SZT
` f
y
NLC
yE
` + αEC
SZE
` + βEC
yreioE
` C
yy,N
` + C
1h
` + C
2h
`
 .
(5.4)
The CyreioE` contribution is very small and it has a very different slope than the primordial
signal, hence marginalizing over βE changes the final signal-to-noise ratio to a percent level.
For this reason in the joint forecast we fixed βE = 1. Moreover theoretical uncertainties in the
SZ-T and SZ-E correlations, which have been parametrized above in terms of the amplitudes
αT and αE , are entirely driven by errors in the prediction of the y signal. Therefore, we can
also assume α ≡ αT = αE and marginalize over α.
Our joint-analysis results are summarized in table 2 for PIXIE, in 3 for PRISM and in
4 for an ideal cosmic-variance limited experiment. There we show how adding polarization
tightens the constraints both in the PIXIE and PRISM-like, and in the cosmic-variance limited
scenario by a factor ∼ 3
5.3 Cross-correlation with external tracers
The dominant term in the variance, in all configurations and for both E and T , is the SZ
power spectrum. For this reason the only way to further enhance the signal-to-noise ratio,
at this stage, is to remove as much contamination from SZ as possible. Using masks help
significantly but, of course, cannot remove the significant contribution from the background
of unresolved clusters.
In order to lower the noise contribution coming from this unresolved background, we
consider here an approach based on statistical reconstruction of the SZ y-map, via correlations
with CMB and galaxy-lensing signals. To do this we adapt the method studied in [40].
In other words, the observed y-distortion is the sum of the primordial component, the
SZ component and the noise: yobs(nˆ) = yp(nˆ) + ySZ(nˆ) + yN (nˆ). Given the estimate yˆSZ of
ySZ, one can use yclean(nˆ) ≡ yobs(nˆ)− yˆSZ(nˆ) in place of yobs(nˆ).
We will start considering the CMB-lensing-potential, φ, as our SZ-tracer. Later we will
reapply the same procedure using the galaxy-lensing convergence field. The joint probability
density function of ySZ, φ, T, and E is
p(d`) = N (0,A`), (5.5)
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where N (µ,Cov) is the multivariate Normal distribution with mean µ and covariance Cov,
and we defined
A` =

CSZSZ` C
SZφ
` C
SZT
` C
SZE
`
CSZφ` C
φφ
` C
φT
` C
φE
`
CSZT` C
φT
` C
TT
` C
TE
`
CSZE` C
φE
` C
TE
` C
EE
`
 ≡
(
CSZSZ` C`
CT` B`
)
, d` ≡

aSZ`m
aφ`m
aT`m
aE`m
 ≡ (aSZ`mt`m
)
. (5.6)
The conditional probability distribution of the aSZ`m given the measurement of φ, T , and E is
p(aSZ`m|t`m) = N (CT` B−1` t`m, CSZSZ` −CT` B−1` C`). (5.7)
The expectation value of aSZ`m then is
aˆSZ`m = C
T
` B
−1
` t`m. (5.8)
The probability distribution of aclean`m = a
obs
`m − aˆSZ`m is
p(aclean`m |t`m) = N
(−CT` B−1` t`m, V ar(aobs`m ) + V ar(aˆSZ`m)− 2Cov(aobs`m , aˆSZ`m)) . (5.9)
The covariance of aobs`m and aˆ
SZ
`m can be computed using eq. (5.8) to write a
SZ
`m in term of the
multipolar coefficients of the tracers. For our fiducial model fNL = 0 the only term in aobs`m
that does contribute to the cross correlation is indeed aSZ`m.
Note that the non-zero mean appearing in eq. (5.9) is due to the fact that we are
considering the probability of aclean`m , conditional to the specific observed realization of t`m
in the sky. Of course, if one consider the expectation value over the ensemble of possible
realization, one recovers 〈t`m〉 = 0 and therefore 〈aclean`m 〉 = 0 as expected.
Note also that, neglecting temperature and polarization, eq. (5.8) simply becomes aˆSZ`m =
(CφSZ` /C
φφ
` )a
φ
`m, as expected.
Using yclean(nˆ) instead of yobs(nˆ) leaves the numerator of eq. (5.4) unchanged. The
variance instead is modified, with the following replacement, which of course lowers the overall
SZ-noise contribution:
(C1h` + C
2h
` )→ 〈(aSZ`m − aˆ`m)2〉 = (C1h` + C2h` )− 〈aˆSZ`maˆSZ`m′〉. (5.10)
The structure of the 1-halo and 2-halo terms for the CMB lensing potential cross-correlation
with the SZ effect is the same as for the SZ power spectrum, reading [41]:
CSZφ,1h` =
∫
dz
d2V
dx dΩ
∫
dM
dn
dM
(z,M)|y˜`(z,M)φ˜`(z,M)|
CSZφ,2h` =
∫
dz
d2V
dx dΩ
D2+(z)Pm(k)
[ ∫
dM
dn
dM
(z,M)b(z,M)a(z)y˜3D(z,M, k)
]
×
×
[ ∫
dM
dn
dM
(z,M)b(z,M)a(z)φ˜3D(z,M, k)
]∣∣∣∣
k=
(
`+1/2
χ(z)
),
(5.11)
where φ˜3D(z,M, k) is the Fourier transform of the halo contribution to the projected lensing
potential,
φ˜`(z,M) =
2
`(`+ 1)
4pirs,φ
`2s,φ
∫
dxx2j0
(
kx
`s
)
4piGχ(z)(χ∗ − χ(z))ρNFW(z,M, k)
c2χ∗(1 + z)
, (5.12)
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rs,φ is the typical scale radius for φ˜3D(z,M, k) and `s,φ = a(z)χ(z)/rs,φ is the associated
multipole. One gets the CMB lensing potential power spectrum replacing the remaining
y˜`(z,M) with φ˜`(z,M). We checked our spectra against those shown in [41], changing our
integration boundaries to match their choices, and we are in very good agreement with them.
As discussed in [41] the correlation of SZ and φ is small (≈ 0.3−0.4) up to ` = few×103
so we might expect only a small improvement. As a zeroth-order approximation, we can
neglect T and E in eq. (5.8) and write aˆSZ`m ≈ 0.4×aSZ`m. In this limit the relation in eq. (5.10)
becomes
(C1h` + C
2h
` )→ (C1h` + C2h` )− 〈aˆSZ`maˆSZ`m′〉 ≈ 0.84(C1h` + C2h` ). (5.13)
Therefore using CMB lensing as a tracer should provide a ≈ 10% improvement. Indeed the
numerical evaluation of the cross-correlations validates this back-of-the-envelope estimate.
The second tracer we investigate is the galaxy-lensing convergence field. Its cross cor-
relation with the SZ effect can again be computed by replacing, in eq. (5.11), φ˜`(z,M) with
[42, 43]
κ˜`(z,M) =
4pirs,κ
`2s,κ
∫
dxx2j0
(
kx
`s,κ
)
4piGg(z)ρNFW(z,M, k)
c2(1 + z)
, (5.14)
where rs,κ is the typical scale radius of the lensing potential of the halo and `s = a(z)χ(z)/rs,κ,
and we defined
g(z) ≡
∫ ∞
χ(z)
dχ′
χ(z)[χ′ − χ(z)]
χ′
pS(χ
′), (5.15)
where pS is the redshift distribution of the sources. Again, one gets the power spectrum
replacing the remaining y˜`(z,M) with κ˜`(z,M).
In this case, due to the higher correlation between the SZ effect and the galaxy lensing,
the cleaning procedure performs better than with the CMB lensing. However the signal-
to-noise ratio achieved with this procedure alone is still smaller than the S/N achievable via
direct cluster masking. The optimal way to proceed is therefore to adopt the two approaches in
combination. This can be done by reconstructing the yˆSZ(nˆ) map using tracers as discussed;
then the resolved clusters can be masked in both the yobs(nˆ) and the yˆSZ(nˆ) maps. The
yclean(nˆ) masked map is then obtained by difference.
We model this procedure in our forecast by changing the integration boundaries of all the
integrals involving at least one power of y˜`(z,M) as discussed in section 5.1. The integrals
involving only powers of κ˜`(z,M) (e.g. the second square bracket in the 2-halo term, eq.
(5.11)) are left unmodified as the mask is applied to the reconstructed yˆSZ(nˆ) map, and not
to the input lensing map. The final results are shown in table 2, for PIXIE, in table 3 for
PRISM and in table 4, for an ideal survey.
Considering PIXIE, the forecasted signal-to-noise ratio quickly saturate when using more
and more futuristic masks in combination with galaxy lensing, because the SZ power spectrum
becomes rapidly sub-dominant with respect to the PIXIE noise. In the cosmic-variance limited
case, however, SZ remains by far the dominant source of noise, even after cleaning, and makes
y-based constraints much worse than µ-based one. Nonetheless it is important to stress again
that y and µ probe very different scales.
The measurement of fyNL that PRISM will achieve, contrary to PIXIE, won’t be signifi-
cantly limited by instrumental noise. In fact the signal-to-noise ratio for PRISM is effectively
the same of a cosmic-variance limited experiment. This constraint (1σ(fyNL) = 260 for PRISM)
might not appear significant compared with the current bound set by Planck (fNL = 0.6±5.0,
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68% C.L.) at first glance. However if one consider that fNL might have a running, its impor-
tance change considerably. For example, if we consider a primordial bispectrum of the form
[44]
B(k1, k2, k3) ∝ f∗NL
[
P (k1)P (k2)
(
k3
k∗
)nNG
+ 2 perm.
]
, (5.16)
and use 1σ upper bounds f∗NL = 5, nNG = 1, consistent with current observations [45], we
would expect fyNL ≈ 700 on the y-scales, way above the detectability limit. Even though the
bispectrum in eq. (5.16) is theoretically well-motivated, it has to be considered here just as
a toy-model, because we made a choice of values of the parameters that might be outside
the range of validity of the model itself. The point here is just to use a phenomenological,
toy-model shape, just to show in a simple, quantitative way how y-constraints are useful, even
if they turn out 2 orders of magnitude worse than current T , E bispectrum bounds.
Of course one may argue that the same holds, even more so, for fµNL on the µ-scales, but
to avoid pathologically large non-Gaussianity on the smallest scales, the increasing trend has
to stop somewhere. Therefore it is again important to study both the y- and the µ-scales.
6 Conclusions
In this paper we investigated in detail the effects of including CMB polarization in NG stud-
ies of cross-correlation between CMB primary anisotropies and µ- and y-CMB-distortions.
Including the previously unaccounted y-E spectrum, besides adding new signal, has the im-
portant advantage of making the primordial NG analysis more robust, since it removes the
large bias arising from the ISW-SZ contribution in the y-T spectrum. Potential spurious
contamination in the primordial y-E signal can come from reionization, but this turned out
to be negligible after a complete numerical analysis at second order in the perturbations. In
addition to considering y-E spectra, we also studied in detail how to reduce SZ contamina-
tion, thus lowering the overall noise contribution, considering two approaches. The former,
already considered in previous works [17, 28], consists in masking low-redshift clusters, de-
tected via X-ray surveys. To this, we add the exploitation of cross-correlation with external
tracers, namely CMB and galaxy lensing, as a way to partially reconstruct the y contribution
from unresolved clusters. The template so-obtained is then used to clean the y-map from the
remaining unresolved contribution.
Using this procedure, we obtain fyNL forecasts for PIXIE, PRISM, and for an ideal cosmic-
variance limited experiment. In all cases we find that including y-E leads to improvements
in fyNL constraints up to a factor ∼ 2 assuming to mask resolved clusters. A further error bar
improvement of order 25% is expected from external-tracer cross-correlation and template
cleaning. Our final forecasts are then 1σ(fyNL) = 2300 for PIXIE, 1σ(f
y
NL) = 300 for PRISM
and 1σ(fyNL) = 130 for the cosmic-variance limited case.
It is clear that, even in the ideal scenario, fNL constraints based on y are very poor when
compared to current Planck bispectrum measurements. For the cosmic-variance limited case,
the errors achievable using µ are also orders of magnitude smaller than those achievable using
y. This is due to residual SZ contamination, still significant even after masking and template
reconstruction and cleaning. Nevertheless, two things are worth noticing: first, the constrains
on fyNL and f
µ
NL achievable with a realistic (not cosmic variance-limited) survey design (e.g.
PIXIE, PRISM) are comparable.
Second, and most important, the main goal we consider here is to test NG scale-
dependence, In this respect, fyNL measurements are very interesting, even with all the lim-
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itations imposed by SZ contamination, because they open a new window on an otherwise
inaccessible range of scales: a simple example to illustrate this point is provided by the bis-
pectrum toy model, characterized by an fNL-running parameter, considered at the end of
section 5.3.
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A y(2)reio-E
(2) cross-correlation
Let’s consider a perturbation field X that can be written as an expansion over the primordial
density perturbation field ζ. Up to second order, in term of its linear T (1)X `m and second order
T (2)X `m transfer functions the field projection on the sphere can be written as [20]
aX`m(k) = T (1)X `m(k)ζ(k)+
∫
d3q1 d
3q2
(2pi)3
δ(3)(k−q1−q2)T (2)X `m(q1, q2,k)ζ(q1)ζ(q2)+... (A.1)
In full generality, the cross-correlation of the second order contributions of two field X and
Y will be〈
a
X(2)
`m a
Y (2)
`′m′
〉
=
∫
d3k1
(2pi)3
∫
d3q1 d
3q2
(2pi)3
T (2)X `m(q1, q2,k1)δ(3)(k1 − q1 − q2)∫
d3k2
(2pi)3
∫
d3p1 d
3p2
(2pi)3
T (2)Y `′m′(p1,p2,k2)δ(3)(k2 − p1 − p2)
〈ζ(q1)ζ(q2)ζ(p1)ζ(p2)〉 .
(A.2)
Using Wick theorem, under the assumption that the primordial perturbation field is
Gaussian, and using the fact that this expression in symmetric in q1 ↔ q2 one gets
〈ζ(q1)ζ(q2)ζ(p1)ζ(p2)〉 = 2(2pi)6δ(3)(q1 + p1)δ(3)(q2 + p2)P (q1)P (q2). (A.3)
〈
aX`ma
Y
`′m′
〉
= 2
∫
d3k1
(2pi)3
∫
d3q1 d
3q2
(2pi)3
T (2)X `m(q1, q2,k1)T (2)Y `′m′(−q1,−q2,−k1)
δ(3)(k1 − q1 − q2)P (q1)P (q2).
(A.4)
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If we assume rotational invariance we can rotate our reference system to match zˆ with
the direction of k.
〈
aX`ma
Y
`′m′
〉
=2
∫
d3q1 d
3q2
(2pi)3
∫
k21 dk1
(2pi)3
√
4pi
(2`+ 1)
√
4pi
(2`′ + 1)∑
m1m2
T (2)X `m1(q1, q2, k1)T
(2)
Y `′m2(−q1,−q2, k1)
δ(3)(−q1 − q2 + k1zˆ)P (q1)P (q2)
∫
d2Ω(kˆ1)(−1)`′ −m1Y m` (kˆ1) m2Y m
′
`′ (kˆ1) =
=
8pi
2`+ 1
∫
d3q1 d
3q2
(2pi)6
∫
k21 dk1δ
(3)(−q1 − q2 + k1zˆ)P (q1)P (q2)∑
m1
T (2)X `m1(q1, q2, k1)T
(2)
Y `′m1(−q1,−q2, k1)(−1)l
′+m1−mδ`
′
` δ
m2
m1δ
−m′
m .
(A.5)
In the first line we used the fact that the transfer functions transform under rotations as spheri-
cal harmonics; and in the second
∫
d2Ω(kˆ1) −m1Y m` (kˆ1) −m2Y
m′
`′ (kˆ1) = (−1)m1+mδ`
′
` δ
−m2
m1 δ
−m′
m .
Now we specialize in the case we are interested in: X being the CMB polarization and
Y being the quadratic Doppler effect effect. To uniform our notation with [20] and factor out
the quantities that SONG actually calculates T , we perform the substitution
T (2)X `m1(q1, q2, k1) = (−1)m1
√
4pi
2|m1|+ 1T
(2)
X `m1(q1, q2, k1)Y
m1
|m1|(qˆ1) (A.6)
〈
aX`ma
Y
`′m′
〉
=δ`
′
` δ
−m′
m
8pi
2`+ 1
∫
d3q1 d
3q2
(2pi)6
∫
k21 dk1δ
(3)(k1 − q1 − q2)P (q1)P (q2)
∑
m1
√
4pi
2|m1|+ 1(−1)
`′+2m1−mT (2)X `m1(q1, q2, k1)Y m1|m1|(qˆ1)T
(2)
Y `′m1(−q1,−q2, k1).
(A.7)
For spectral distortion from reionization [35]
T (2)Y `′m1(q1, q2, k1) =(2`′ + 1)
[−δ0m1
3
I
(1)
`′ (q1, q2, k1) qˆ1 · qˆ2+
+
11pi
45
I
(2)
`′,m1(q1, q2, k1)
1∑
n=−1
αn,m1
(
Y −m1−n1 (qˆ1)Y
n
1 (qˆ2)
)∗] (A.8)
with
I
(1)
`′ (q1, q2, k1) =
∫ η0
ηreio
dη g(η)j`(k1r(η))F (q1, η)F (q2, η)
I
(2)
`′,m1(q1, q2, k1) =
∫ η0
ηreio
dη g(η)j
(2,m1)
` (k1r(η))F (q1, η)F (q2, η).
qˆ1 · qˆ2 = 4pi
3
1∑
m2=−1
Y m2∗1 (qˆ1)Y
m2
1 (qˆ2)
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and
α0,m ≡
√
4−m2 α±1,m ≡
√
(2±m)(2±m− 1)/2.
Here F (k, η) is the baryon velocity transfer function, defined as
vb(k, η) = −ik
k
F (k, η)ζ(k) , (A.9)
and g(η) is the visibility function.
Plugging everything back in, and using the Reylight expansion of the Dirac delta we get
〈
aX`ma
Y
`′m′
〉
=δ`
′
` δ
−m′
m
8pi
2`+ 1
∫
d3q1 d
3q2
(2pi)6
∫
k21 dk18
∫
x2 dx
∑
L
∑
L1M1
∑
L2M2
jL(xk1)jL1(xq1)jL2(xq2)√
2L+ 1
4pi
(−1)L1+L2YM1∗L1 (qˆ1)YM2∗L2 (qˆ2)iL+L1+L2hL1L2L
(
L1 L2 L
M1 M2 0
)
∑
m1
√
4pi
2|m1|+ 1(−1)
`′+2m1−mT (2)X `m1(q1, q2, k1)Y m1|m1|(qˆ1)
(2`′ + 1)
[−δ0m1
3
I
(1)
`′ (q1, q2, k1)
4pi
3
1∑
m2=−1
Y m2∗1 (qˆ1)Y
m2
1 (qˆ2)+
+
11pi
45
I
(2)
`′,m1(q1, q2, k1)
1∑
n=−1
αn,m1
(
Y m1−n1 (qˆ1)Y
n
1 (qˆ2)
)∗]
P (q1)P (q2) =
=δ`
′
` δ
−m′
m
8pi
2`+ 1
∫
q21 dq1q
2
2 dq2
(2pi)6
∫
k21 dk18
∫
x2 dx
∑
L
∑
L1M1
∑
L2M2
jL(xk1)jL1(xq1)jL2(xq2)√
2L+ 1
4pi
(−1)L1+L2iL+L1+L2hL1L2L
(
L1 L2 L
M1 M2 0
)∑
m1
√
4pi
2|m1|+ 1(−1)
`′+2m1−m
T (2)X `m1(q1, q2, k1)(2`′ + 1)
[−δ0m1
3
I
(1)
`′ (q1, q2, k1)
4pi
3
1∑
m2=−1
(−1)m2δ1L2δm2M2
3√
4pi
δ1L1δ
−m2
M1
+
11pi
45
I
(2)
`′,m1(q1, q2, k1)
1∑
n=−1
αn,m1hL1|m1|1
(
L1 |m1| 1
−M1 m1 −m1 + n
)
(−1)M1+m1−nδ1L2δ−nM2
]
P (q1)P (q2)
(A.10)
and as usual
hL1L2L3 =
√
(2L+ 1)(2L1 + 1)(2L2 + 1)
4pi
(
L L1 L2
0 0 0
)
.
The first term is further reduced to
1st =(−1)`′−m δ`′` δ−m
′
m 64pi
∫
q21 dq1q
2
2 dq2
(2pi)6
∫
k21 dk1
∫
x2 dxj0(xk1)j1(xq1)j1(xq2)
T (2)X `,0(q1, q2, k1)
1
3
I
(1)
`′ (q1, q2, k1)P (q1)P (q2)
(A.11)
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where we used the relation
∑1
m2=−1(−1)m2
(
1 1 L
−m2 m2 0
)
= −√3δ0L; whereas the second is
2nd =(−1)`′−mδ`′` δ−m
′
m 64pi
∫
q21 dq1q
2
2 dq2
(2pi)6
∫
k21 dk1
∑
L
∑
L1
1∑
n=−1
∫
x2 dxjL(xk1)jL1(xq1)j1(xq2)
∑
m1
T (2)X `m1(q1, q2, k1)
11pi
45
I
(2)
`′,m1(q1, q2, k1)P (q1)P (q2)
(−1)L1+1iL+L1+1(−1)3m1 3(2L+ 1)(2L1 + 1)
4pi
αn,m1
(
L1 1 L
0 0 0
)(
L1 1 L
n −n 0
)
(
L1 |m1| 1
0 0 0
)(
L1 |m1| 1
−n m1 −m1 + n
)
(A.12)
The structure of the 4 three-j symbol that appear in the second term guarantees that the
sum over L,L1 is not infinite. In fact we found that their product is non zero only for
L < 4, L1 < 3.
As the integral over x, for both terms, has to be computed for small values of the
multipolar indices, it can be evaluated analytically using the relation [46]
I(L1, L2, L3, q1, q2, k) ≡
∫
x2 dxjL1(xq1)jL2(xq2)jL(xk1) =
=
piβ(∆)
4q1q2k
iL1+L2−L
√
2L+ 1
(
q1
k
)L(
L1 L2 L
0 0 0
)−1
L∑
L=0
(
2L
2L
)1/2(
q2
q1
)L∑
l
(2l + 1)
(
L1 L− L l
0 0 0
)(
L2 L l
0 0 0
){
L1 L2 L
L L− L l
}
Pl(∆).
(A.13)
The triangular condition over the three momenta is enforced by β(x) = θH(1− x)θH(1 + x),
where ∆ = q
2
1+q
2
2−k2
2q1q2
and θH(x) is the modified Heaviside function.
Wrapping up we get
y
(2)
reio-E
(2) =(−1)`′−m64pi
∫
q21 dq1q
2
2 dq2
(2pi)3
∫
k21 dk1
(2pi)3
P (q1)P (q2)δ
`′
` δ
−m′
m[
T (2)X `,0(q1, q2, k1)
1
3
I
(1)
`′ (q1, q2, k1)I(0, 1, 1, k1, q1, q2)+
+
4∑
L
3∑
L1
∑
m1
1∑
n=−1
(−1)L1+1iL+L1+1(−1)3m1 3(2L+ 1)(2L1 + 1)
4pi
αn,m1(
L1 1 L
0 0 0
)(
L1 1 L
n −n 0
)(
L1 |m1| 1
0 0 0
)(
L1 |m1| 1
−n m1 −m1 + n
)
11pi
45
I
(2)
`′,m1(q1, q2, k1)T
(2)
X `m1(q1, q2, k1)I(L,L1, 1, k1, q1, q2)
]
.
(A.14)
While the angular — moments independent — part can be computed analytically, the inte-
grals over q1, q2, and k1 have to be evaluated numerically. Luckily enough the structure of
these integrals is the same one finds when calculating the intrinsic bispectrum of the CMB.
– 20 –
Therefore [19] provides a good insight of what are the properties of the integrand. In fact we
found that it oscillates both along k1, and along q1 and q2, however the frequency of oscillation
along k1 is one order of magnitude higher than the other. For this reason we computed the k1
integral over a coarse grid of q1 and q2, and only then we performed the integral of the now
smoother function. Moreover the symmetry q1 ↔ q2 allows us to pick only the configurations
with q2 < q1 and double the result of the integral in the end.
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