Objective: We examined the efficacy of an artificial neural network analysis (ANNA) based on parameters available from previously existing examinations for improving the predictive accuracy of prostate cancer screening in the Japanese population. Methods: Two hundred and twenty-eight patients with prostate-specific antigen (PSA) of 2-10 ng/ml were enrolled in this study. Two artificial neural network analysis (ANNA) models were constructed: ANNA1 with patient age, total PSA, free to total PSA ratio, prostate volume, transition zone volume (TZ), PSA density (PSAD) and PSA-TZ density (PSATZ) as input variables, and ANNA2 with presumed circle area ratio (PCAR), digital rectal examination (DRE) findings and chief complaint added as variables. The predictive accuracies of the ANNA models were compared with conventional PSA and volume-related parameters and a logistic regression (LR) model by receiver operating characteristic (ROC) curve analysis. Results: Of 228 patients, 58 (25.5%) were diagnosed with prostate cancer. While ANNA2 had a slightly larger area under the curve (AUC) than ANNA1 (0.782 versus 0.793, P = 0.8477), the AUC of ANNA2 was significantly greater than those of ln(PSA), PSAD, PSATZ and free to total PSA ratio (P = 0.0004, 0.0230, 0.0304, and 0.0037, respectively). The accuracy of ANNA2 was significantly better than that of LR analysis at 90 and 95% sensitivity levels (P = 0.0051 and P < 0.0001, respectively). At 95% sensitivity level, ANNA2 reduced unnecessary biopsies by 40.0% with a negative predictive value of 95.7%. Conclusions: To determine the indication of prostate biopsy for PSA value in the range of 2-10 ng/ml, the ANNA model has the possibility to reduce unnecessary biopsies without missing many cases of cancers.
INTRODUCTION
Measurement of prostate-specific antigen (PSA) is the most valuable means of early detection of prostate cancer (1), but its specificity as a screening test is relatively low, especially for PSA values <10 ng/ml (2) . To improve the specificity of the screening algorithm, use of several volume-related parameters, PSA velocity or doubling time, age-specific PSA and several molecular forms of PSA has been proposed (3) (4) (5) (6) . Complexed PSA, human glandular kallikrein 2 and subfractions of free PSA such as pro-PSA, benign PSA and intact PSA are now considered as candidates for new tumor markers (7) (8) (9) (10) . Several authors have also reported the effectiveness of using the ratio of free to total PSA and PSA-a1-antichymotrypsin (ACT) in the Japanese population (11, 12) , while Okihara et al. suggested that a complex PSA did not provide any additional value in differentiating cancer from non-cancer cases in men with a total PSA between 4.0 and 10.0 ng/ml (13) . However, these trials involved a small number of patients. These new biomarkers have not yet become widely used in the Japanese population, because their effectiveness has not been validated using a large sample size of the Japanese population and, in addition, most of the tests are not covered by national health insurance. We consider that, as prostate cancer has become more prevalent in Japan, the necessity of establishing an original predictive method for our population has increased.
We previously reported on the effectiveness of an artificial neural network analysis (ANNA) for predicting the pathological stage of clinically localized prostate cancer (14) , but there has been no report examining the clinical utility of ANNA in the diagnosis of prostate cancer in the Japanese population. One advantage of regression models is that the contribution of individual variables can be quantified easily, but a neural network (using the computing power of today's PCs) can easily handle non-linear phenomena of any type without requiring linear relationships that reflect simple correlations. Furthermore, as neural network models are used more frequently in clinical practice, more data will be accumulated that can be used constantly to train the ANNA model algorithms. In this study, we examined whether an ANNA model, which is a more complex decision-making algorithm based on a combination of clinical parameters available from previously existing examinations, can improve the predictive accuracy of prostate biopsy in the Japanese population.
SUBJECTS AND METHODS
From August 2000 to December 2002, 340 men referred for lower urinary tract symptoms or for early detection of prostate cancer underwent transrectal ultrasound (TRUS)-guided biopsies at Kurashiki Central Hospital. In all, 228 patients who had a PSA of 2-10 ng/ml were enrolled in this study.
Serum samples collected before any prostate manipulation were centrifuged within 2-3 h after venipuncture, and serum total PSA (tPSA) and free PSA (fPSA) levels were measured with the Architect total PSA and free PSA assay (Abbott Laboratories, Abbott Park, IL) on the same day, in order to prevent deterioration of fPSA stability.
Digital rectal examiniaiton (DRE) findings were classified by examining urologists as normal, abnormal but not strongly suggestive of prostate cancer (rule out prostate cancer), or strongly suggestive of prostate cancer (suspected prostate cancer).
All TRUS examinations were performed by one well-trained ultrasound technician. The total prostate volume (PV) and transition zone volume (TZV) were measured using the prolate ellipsoid formula. PSA density (PSAD) and PSA transition zone density (PSATZ) were calculated by dividing serum tPSA by PV or TZV, respectively. Presumed circle area ratio (PCAR), a parameter of benign prostatic hyperplasia, was calculated according to the formula as previously suggested (15) .
In all patients, standard sextant biopsy plus an additional four biopsies from a more lateral portion were performed as a TRUS-guided prostate biopsy (16) . For repeat biopsy, two additional transition zone biopsies were performed each time. Histopathological findings of biopsy specimens were classified as benign or positive for prostate cancer.
STATISTICAL METHODS
The non-parametric Mann-Whitney U-test was used for comparison between each group with or without prostate cancer on biopsy to compare the distributions of explanatory variables including tPSA, proportion of fPSA (f/T ratio), PV, TZV, PSAD, PSATZ, DRE, PCAR, age and chief complaint responsible for referral.
The results of several statistical analyses were compared with those of conventional PSA and volume-related parameters in this study to determine the most effective method for predicting the presence of prostate cancer.
ARTIFICIAL NEURAL NETWORK ANALYSIS (ANNA)
The neural network used in this application was the Bayesian neural tool of SPSS (Statistical Package for the Social Sciences, SPSS Inc., Chicago, IL) Neural Connection 2.1 software. The Bayesian neural tool used was a modified multilayer perceptron (MLP), which has a standard feed-forward topology and successive layers of adaptive weight.
ANNA models were inspired by the structure and function of biological neurons and are computational methodologies that perform multifactorial analyses. In biology, nervous system networks are composed of a large number of neuron cells that are extensively interconnected to each other. They interact with other neurons through a complicated web of branches and finally produce an output signal. As a neural network, artificial neural network models also contain layers of simple points (nodes) of data that interact through carefully weighted connections to produce an outcome. In an artificial neuron, the input nodes (diagnostic variables) are multiplied by optimized weight values and summed together. As with regression models, a bias weight (intercept or constant in statistical terminology) is used to optimize the prediction. The sum is transformed by a non-linear activation function into a desired range, usually a value between 0 and 1, which describes the probability of a certain outcome. A limitation of regression models and singleneuron networks is that they cannot detect complex relationships in a data set. Using hidden nodes (layers), MLP can combine several neurons to detect more complex functions and interactions between input variables. The number of hidden layers and the number of neurons in each layer are unrestricted, but typically one or two hidden layers are used. The output nodes (layers) produce the network response. In this study, the output node produced a binary value (0 = no malignancy, 1 = prostate cancer). The parameter and bias weights are obtained by training the neural network model on data with known values for the output. During the training process, the model parameters are chosen so that the output is as close to the correct values as possible by minimizing the prediction errors. Each weight and bias was modified to converge toward values representing a solution to the prediction problem. The weights were constantly updated to reflect this gradual convergence and to contribute further to an overall reduction in the root mean square error.
The disadvantage of MLP had been its tendency to overfit without a large validation data set. However, the Bayesian neural tool could automatically decrease overfitting and produce a generalized model even with a limited data set.
To estimate suitable initial weights for the ANNA model, 227 (228 À 1) patients were selected randomly and divided into two groups. The model was initially fit using 70% of the patients (training set) and validated on the remaining 30% (validation set). After five sessions of randomization, fitting and testing, the weights producing the smallest sum of squared errors on the corresponding validation set were selected as initial weights for the ANNA model used on the finally adapted training set.
We constructed one ANNA model (ANNA1) using age and conventional PSA and volume-related parameters (tPSA, f/T ratio, PV, TZV, PSAD and PSATZ) as input variables, and in another ANNA model (ANNA2), PCAR, DRE finding and chief complaint (lower urinary symptoms or result of PSA screening for early detection of prostate cancer) were added as variables.
LOGISTIC REGRESSION (LR) ANALYSIS
For comparison with the ANNA model, prostate cancer risks were estimated wih every explanatory variable using logistic regression (LR) analysis with the likelihood ratio test. The binary response variable in the LR model was the presence or absence of prostate cancer on biopsy. Logarithmic transformation of tPSA was used to decrease deviance and obtain a better fit with the LR model.
The generalizability of the LR and ANNA models was tested by 'leave-one-out cross-validation', dividing the patients into a training (training + validation) set with all patients but one, who formed the test set (17) . Permutations were then made so that every patient in turn formed the test set. The benefit of this validation technique is the large training sets and therefore better model obtained, as suggested by Finne et al. (18) . To obtain the desired sensitivity level among the tested subjects, a cut-off of the output value was determined on the basis of the respective sensitivity level in the training set. For comparison for predictive accuracy, the area under the receiver operating characteristic (ROC) curve was used. Areas under the curve (AUCs) were calculated and compared with the McNemar test, as modified by Bonferoni-Holm.
The limit of significance for all tests was P < 0.05.
RESULTS
Patient characteristics are shown in Table 1 . Of 228 patients, 58 (25.5%) were diagnosed with prostate cancer on biopsy. Although PCAR, chief complaint and DRE findings did not differ significantly between patients with and without prostate cancer, age distribution, tPSA, PV, TZV, PSAD, PSATZ and f/T ratio did (P = 0.0152, P = 0.0153, P = 0.0094, P = 0.0024, P < 0.0001, P < 0.0001 and P = 0.002, respectively). However, for multivariate logistic regression analysis, only patient age and PSATZ provided independent diagnostic information, and these two variables were used to construct the LR model ( Table 2 ).
The cut-offs and specificities at 50, 90 and 95% sensitivity, as well as the AUC for each variable and results of statistical analysis are shown in Table 3 . Compared with ANNA1, although the difference between models did not reach significance, ANNA2 had a larger AUC (0.782 versus 0.793, P = 0.8477). We therefore used ANNA2 as the final ANNA model for comparison with other variables. The AUC of ANNA reached 0.793 and was significantly greater than those of ln(PSA), PSAD, PSATZ and f/T ratio (AUCs of 0.607 with P = 0.0004, 0.673 with P = 0.0230, 0.671 with P = 0.0304 and 0.636 with P = 0.0037, respectively). Although the difference between them was not significant, the AUC of ANNA tended to be greater than that of LR analysis (0.793 versus 0.747, P = 0.3493) (Fig. 1) . Furthermore, at 90 and 95% sensitivity levels, the accuracy of ANNA was significantly better than not only those of conventional PSA s/oPC (hard, nodular) 6 10 PC = prostate cancer; PSA = prostate-specific antigen; PCAR = presumed circle area ratio; PV = prostate volume; TZ = transition zone volume; PSAD = PSA density; PSATZ = PSA-transition zone density; f/T ratio = free to total PSA ratio; LUTS = lower urinary tract sumptoms; r/o = rule out; s/o = suspicion of. *Comparison of characteristics between patients with and without prostate cancer (Mann-Whitney U-test). 
DISCUSSION
ANNA, a complex computational method designed to replicate human decision making by emulating human neuron connectivity, can be trained to recognize patterns derived from input variables and their associated outcomes and then to apply these patterns to new cases, unlike conventional statistical methods that process information step-by-step according to a given set of rules. Properly trained neural networks have been demonstrated repeatedly to have predictive accuracy superior to those of other predictive techniques, although some investigators have reported that their predictive power was not substantially superior to that of logistic regression models (19, 23) . For screening of prostate cancer, ANNA exhibited better predictive accuracy than PSA-related parameters in European and American populations (24) (25) (26) (27) . In the study by Babarian et al., a neural network was developed using a retrospective data set for 151 men with PSA values from 2.5 to 4.0 ng/ml. The ANNA developed using input variables such as age, tPSA, prostatic acid phosphatase, creatinine kinase and f/T ratio exhibited better specificity at 92% sensitivity, although it is not significantly different from those for the single parameters (26). Finne et al. reported significantly better accuracy of ANNA using tPSA, f/T ratio, prostate volume and DRE findings as input variables than for a logistic regression model and standard PSA-related parameters. Their ANNA model eliminated 33% of false-positive biopsies at a 95% sensitivity level (27) . Recently, Stephan et al. reported a multicenter study to evaluate the diagnostic value of f/T ratio-based ANNA in men with tPSA values from 2 to 20 ng/ml (24) . They used tPSA, f/T ratio, prostate volume, DRE findings and patient age as input variables and concluded that use of this ANNA with PSA values from 2 to 10 ng/ml enhanced the specificity of the f/T ratio by 20-22%. Recently, Djavan developed ANNA models for patients with total PSA in the ranges of 2.5-4 ng/ml and 4-10 ng/ml (25) . The f/T ratio, PSATZ, PSA velocity, free PSA, TZ volume, tPSA and PSAD were selected as input variables for the ANNA for PSA values from 4 to 10 ng/ml, and PSATZ, f/T ratio, PSAD and prostate volume for PSA values from 2.5 to 4 ng/ml. They reported that the predictive accuracy of the ANNA model was significantly superior to those of the single parameters, but the difference between the AUC of the ANNA and that of the logistic regression model did not reach significance for PSA values of 4-10 ng/ml. In our study, as several authors have already reported, the ANNA model yielded a significantly better outcome compared with any of the single parameters. It did not significantly improve the predictive accuracy compared with the LR model or the outcome of the ROC curve analysis, but it did improve accuracy at high sensitivity levels, though bias may be present due to the use of a different criterion for determining the predictive accuracy in fitting ANNA models compared with the criterion used to test statistical significance for conventional statistical models. The ANNA model eliminated 40% of false-positive PSA results with only 5% loss in sensitivity, suggesting that use of ANNA models may be beneficial to reduce patient risk and health care costs associated with performing biopsies. Furthermore, although the advantage obtained was not large, adding more clinical variables such as chief complaint, PCAR on TRUS and DRE findings to age and conventional PSA and volume-related parameters tended to improve the predictive accuracy of ANNA in our models. Our final ANNA model could effectively utilize parameters that were not independent predictors to train its algorithm. We speculate that because these parameters closely correlate to the extent of benign prostatic hyperplasia (BPH), PSA increases due to BPH may be taken into account in the final ANNA model. ANNA models are generally more flexible and often have many parameters compared with conventional statistical models, for example logistic models. Our final ANNA model suggests the possibility that ANNA can be extended further not only by adding newer markers such as new molecular forms of PSA but also by using other clinical parameters already available.
ANNA has the advantage that, as ANNA models are used in clinical practice, more data will be generated that can be used constantly to update and improve the training of algorithms. We intend to perform a prospective trial of ANNA to assess the risk of prostate cancer in order to validate and confirm further the generalizability of our ANNA model in the Japanese population.
CONCLUSION
In determining whether prostate biopsy is indicated for PSA values in the range of 2-10 ng/ml, the use of an ANNA model is very beneficial in reducing unnecessary biopsies without missing many cases of cancer. Additional input parameters and further training of the algorithm in clinical practice may improve its performance further.
