Consider the complete n-graph with independent exponential (mean n) edge-weights. Let M (c; n) be the maximal size of subtree for which the average edge-weight is at most c. It is shown that M (c; n) transitions from o(n) to (n) around some critical value c(0), which can be speci ed in terms of a xed point of a mapping on probability distributions.
Introduction
To each edge e of the complete graph on f1; 2; : : :; ng attach a weight w e , where the (w e ) are independent exponential (mean n) r.v.'s. Call this randomly-weighted graph W n . For each subtree of W n , that is each tree t whose vertex-set is a subset of f1; 2; : : :; ng, write jtj for the number of edges of t and w(t) = P e2t w e for the weight of the tree. So w(t)=jtj is the average edge-weight of the tree t. Consider the maximum size of tree with average edge-weight at most c:
M(c; n) = maxfjtj : w(t)=jtj cg: (1) It is natural to guess that there exists some critical value c(0) such that (for large n) the random process c ! M(c; n) makes the transition from o(n) to (n) as c increases through some neighborhood of c(0). Theorem 1 veri es this guess.
Theorem 1 There exists c(0) 2 e ?2 ; e ?1 ] such that (c < c(0)) : lim n P(M(c; n) > "n) = 0 8" > 0
(c > c(0)) : 9"(c) > 0 such that lim n P(M(c; n) > "(c)n) = 1: (3) This is \natural" by analogy with the case where we replace the average edge-weight w(t)=jtj by the maximum edge weight max e2t w e and consider M(c; n) = maxfjtj : max e2t w e cg:
Then the analog of Theorem 1 holds with critical value 1. This is essentially the classical result that in the random graph process G(n; P(edge) = =n) the time of rst appearance of an (n)-size connected component is asymptotic to 1. See 11] for a survey of variations of that classical theory.
The asymptotic bounds fe ?2 ; e ?1 g stated in Theorem 1 are rather easy:
the lower bound emerges from a counting argument (section 3.4) and the upper bound is the exact asymptotic critical value when we restrict trees to be paths (section 3.5). The existence of the limit c(0) is less easy, and we take an indirect approach, as follows. Write M for the set of probability distributions on 0; 1]. Write x for the probability measure concentrated at x. Write 0 < 1 < 2 < : : : for the times of a Poisson (rate 1) process of events. For xed c > 0 de ne a map ? c : M ! M as follows. Given 2 M let (Y i ; i 1) be independent with distribution , independent of ( i ), and de ne ? c to be the distribution of The key idea is the local approximation of the randomly-weighted complete graph W n by a randomly-weighted in nite tree T (1) , described in section 2. This local approximation provides a systematic \probabilistic" approach to problems concerning W n : see 2] for this approach to Frieze's result (4) and 3] for the random assignment problem. The proofs of Lemma 2 and Theorem 1 occupy section 3.
The feature that the solution is expressed in terms of a xed point of a mapping on distributions occurs quite often in problems involving probability on trees or probabilistic analysis of recursive algorithms: see 4, 13] for algorithmic instances, 9] for queueing applications, and 12] for random walks on Galton-Watson trees.
Our setting may remind the reader of a well-known result of Frieze 7] :
i ?3 as n ! 1 (4) where W n is the average edge-weight in the minimum-weight spanning tree (MST). The tractability of (4) comes from the existence of the greedy algorithm for constructing the MST, which implies a simple criterion for whether a speci ed edge is in the MST. Theorem 1 can be rephrased in terms of minimum-weight trees spanning some subset of "n vertices, but the algorithmic problem of nding such trees is apparently hard Deeper study of the critical behavior of our minimum-average-weight subtrees (in the spirit of the deep known results 8] for critical behavior of large components in the usual random graph process) presents interesting challenges. In the usual random graph process, one can de ne an \incipi-ent in nite component" C (to borrow terminology from percolation theory), 1 An expert said \it must be NP-complete" but could not provide a citation which turns out to be the critical Poisson Galton-Watson branching process conditioned to be in nite 5]. In the setting of this paper one can presumably de ne an in nite random tree C as a weak limit of maximal subtrees of average edge-weight c n , for some c n # c(0). Does m;L ): (7) Remark. The right side of (6) clearly resembles a Lindley equation for workload in a tree-structured queueing process (cf. 9]), though we cannot give any precise queueing interpretation of our setup.
We record a simple lemma. 
The subcritical regime
The next lemma is the main ingredient for proving the subcritical behavior (2) where n!1 means \asymptotically stochastically less than". We now want to remove the restriction to \ rst L children" and say maxfcjtj?w(t) : t W n ; jtj 3k; t contains vertex 1g n!1 ? 3k c 0 : (11) Since ? 3k c;L 0 ? 3k c 0 , the only way (11) could fail is if (with probability not ! 0) the maximum were attained by trees t n containing a parent-child pair (v; v 0 ) for which w v;v 0 is the l n 'th smallest edge-weight incident at v, for some l n ! 1. But this possibility is precluded by Lemma 3, which implies that such trees have w(t n ) ! 1. So (11) is true. Combining (11) with the fact (10) that ? 3k c 0 c , we see that the chance that vertex 1 has the property speci ed in the Lemma is asymptotically at most c x; 1). So the result follows using Markov's inequality. 2
We also quote an elementary fact.
Lemma 5 Fix k 1. Any tree with at least k edges may be decomposed as a union of edge-disjoint subtrees, each subtree having between k and 3k (inclusive) edges.
Proof of (2). Fix k 1 and x c 1 < c 2 < c 3 < c(0). Suppose there exists a tree t with at least "n edges and with average edge-weight at most c 1 . Apply Lemma 5 to decompose into subtrees. Some subtrees may have average edge-weight c 2 , but the proportion of edges of t in such subtrees is at most c 1 =c 2 , and so a proportion at least 1 ? c 1 c 2 of edges of t lie in subtrees with average edge-weight at most c 2 . Now any subset of e edges of a tree are incident to at least e + 1 distinct vertices. So at least (1 ? 
The supercritical regime
The next lemma is the main ingredient for proving the supercritical behavior (3) in Theorem 1.
Lemma 6 Fix c > c(0) and an integer m. Then there exists an integer q, depending only on c and m, and an algorithm on W n (for su ciently large n) with the following properties. Given a uniform random initial vertex V 1 , the algorithm nds vertices V 2 ; : : :; V q by looking only at weights on edges for which one end-vertex is some (V i ; i < q). With probability at least 1=2, the algorithm \succeeds" in nding a tree whose vertices are a subset of fV 1 ; : : :; V q g containing both V 1 and V q , such that the tree has at least m edges and has average edge-weight at most c. Proof. Since ? k c 0 ! 1 as k ! 1, we can choose k such that ? k c 0 (cm; 1) > 1=2, and then choose L such that ? k c;L 0 (cm; 1) > 1=2. From (7) , this says that with probability > 1=2 there exists a subtree t T (1) k;L such that cjtj ? w(t) > cm. So by the local approximation (5), for su ciently large n there exists, with probability > 1=2, a subtree t T (n) k;L such that cjtj ? w(t) > cm. Such a subtree certainly has at least m edges and has average edge-weight at most c. This existence result may be rephrased as an algorithm; at each step of the construction of T (n) k;L we check to see whether a subtree with the desired properties exists within the tree already constructed, and stop if it does. The last vertex examined has the property that the algorithm has not seen its edge-weights, except for those edges to previous vertices. At most q = P k i=0 L i vertices are used, and by incorporating arbitrary extra vertices we may assume exactly q vertices are used. 2 Proof of (3). Take c; m; q as in Lemma 6. We shall describe how to construct a size (n) tree in stages. In summary: at each stage we use Lemma 6 to examine q vertices (in the reduced graph from which vertices examined in previous stages were removed) and, if a suitable subtree is found, it is attached to the already-grown tree by a linking edge.
Here is the construction in detail. Take V 1 to be a uniform random vertex, apply Lemma 6, and suppose the algorithm succeeds. Let W 1 be the vertex 6 2 fV 1 ; : : :; V q g for which w Vq;W 1 is minimized. Remove vertices fV 1 ; : : :; V q g and incident edges from the graph. Then the reduced graph on n ? q vertices has edge-weights which are independent exponential (mean n) r.v.'s, because the algorithm choosing fV 1 ; : : :; V q g did not examine any of its edges, and W 1 is a uniform random vertex of the reduced graph. We want to apply Lemma 6, with n replaced by n ? q, to the reduced graph. Because the edge-weights have mean n instead of n ? q, we need to modify the criterion of \success" to say that the average edge-weight is at most n n?q c. Apply the lemma to the reduced graph, to produce fW 1 ; : : :; W q g. Suppose the algorithm succeeds. We then include the edge (V q ; W 1 ) as the \linking edge", set X 1 to be the vertex 6 2 fW 1 ; : : :; W q g for which w Wq;X 1 in minimized, and remove vertices fW 1 ; : : :; W q g and incident edges from the graph. If alternatively the algorithm fails, remove vertices fW 1 ; : : :; W q g and incident edges from the graph, and let X 1 be the vertex in the remaining graph for which w Vq;X 1 in minimized.
In general, at the end of stage s we have constructed a subtree with a distinguished vertex V , and we have a reduced graph on n ? sq vertices whose internal edge-weights, and the weights on edges to V , are independent exponential (mean n). Stage s + 1 starts with the vertex Z 1 in the reduced graph for which w V ;Z 1 is minimized, uses Lemma 6 to examine some fZ 1 ; Z 2 ; : : :; Z q g seeking a subtree with average weight at most n n?sq c; if successful, the subtree is linked to the existing tree via the edge (V ; Z 1 ) and vertex Z q becomes the new distinguished vertex. Whether successful or not, vertices fZ 1 ; Z 2 ; : : :; Z q g are removed from the reduced graph.
Continue for n=q stages, and consider the resulting tree T. With probability ! 1 as n ! 1 (w.h.p.) at least n=(3q) stages were successes, and in this case T has at least n 3q (m + 1) ? 1 edges, and its average edge-weight is at most c 1 ? + m + 1 where is the average weight of the \linking" edges. For large n, each linking edge-weight is approximately distributed as the time of rst success in a Poisson (rate 1) process of events, where each event has chance 1=2 to be a success. So the mean linking edge-weight is asymptotically at most 2, and so w.h.p. 3.5 The critical value for paths Specialize (1) to paths, i.e. de ne M (c; n) = maxfjtj : t is a path in W n , w(t)=jtj cg: The next result asserts that the critical value is now e ?1 , implying the upper bound c(0) e ?1 .
Proposition 7
(c < e ?1 ) : lim n P(M (c; n) > "n) = 0 8" > 0
(c > e ?1 ) : 9"(c) > 0 such that lim n P(M (c; n) > "(c)n) = 1: (13) Proof. The subcritical result (12) is just the counting argument from section 3.4, counting paths instead of trees: we omit details. For the supercritical result (13), the key idea is that the weighted tree T (1) in section 2 may be identi ed with the standard Yule process (continuous-time rate-1 branching (c) The relation between our \percolation" result (Theorem 1) for trees and Frieze's result (4) for spanning trees is analogous to the relation between the \percolation" result for paths (Proposition 7) and the TSP result for W n , i.e. the fact that the average edge-weight in the minimum-weight tour of all n vertices is asymptotic to a constant c TSP . Ironically, the relative di culty of the \percolation" and \all n" results is reversed: the explicit value of c TSP is not known.
