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O problema do Ma´ximo Subgrafo Induzido Comum (MSIC) pertence a` classe NP-dif´ıcil
e possui aplicac¸o˜es em diversas a´reas. Apesar de sua complexidade, ainda e´ importante
conhecer soluc¸o˜es exatas para instaˆncias deste problema. Os algoritmos exatos encon-
trados na literatura buscam resolveˆ-lo atrave´s de te´cnicas de backtracking ou atrave´s de
sua reduc¸a˜o para o problema da Clique Ma´xima. Neste trabalho procuramos dar uma
soluc¸a˜o exata para o MSIC, tratando-o diretamente atrave´s da utilizac¸a˜o de modelos de
Programac¸a˜o Linear Inteira (PLI) e te´cnicas de combinato´ria polie´drica. Assim, reali-
zamos um estudo teo´rico do poliedro do MSIC e fomos capazes de encontrar algumas
desigualdades va´lidas fortes, inclusive com provas de que algumas delas representam fa-
cetas daquele poliedro. Adicionalmente, provamos que existe uma equivaleˆncia entre o
modelo PLI aqui apresentado para oMSIC e uma formulac¸a˜o bem conhecida para o pro-
blema da Clique Ma´xima. Posteriormente, foram implementados algoritmos de Branch-
and-Bound (B&B) e Branch-and-Cut (B&C) utilizando as desigualdades encontradas e
algumas te´cnicas para tentar tornar os algoritmos mais eficientes. Experimentos foram
executados com os algoritmos implementados neste trabalho e, tambe´m, com um algo-
ritmo ja´ existente para resolver o problema da Clique, chamado Cliquer. Os resultados
foram comparados e, dentre os algoritmos de PLI, constatamos que o mais eficiente foi
aquele que utilizou uma formulac¸a˜o para oMSIC que chamamos de Clique-IS, utilizando
B&B e te´cnicas mais ba´sicas que outros algoritmos. Este algoritmo mostrou-se mais efi-
ciente, inclusive, que um algoritmo PLI com um modelo baseado no problema da Clique
Ma´xima. Este fato sugere que para uma abordagem baseada em PLI, vale a pena utilizar
uma formulac¸a˜o do MSIC diretamente, ao inve´s de uma que se apoie na reduc¸a˜o deste
para o problema da Clique Ma´xima. Ja´ a comparac¸a˜o do melhor algoritmo desenvolvido
neste trabalho com o Cliquer, mostrou que este u´ltimo e´ mais eficiente. Para que um
algoritmo baseado em PLI (utilizando uma formulac¸a˜o com as mesmas varia´veis usadas
por no´s) tivesse alguma chance de vencer um algoritmo combinato´rio como o Cliquer,




The Maximum Common Subgraph problem (MSIC) is in NP-hard and has applications
in several fields. Despite its complexity, it is still important to know exact solutions for
instances of this problem. The exact algorithms found in literature try to solve it through
backtracking techniques or through its reduction to the Maximum Clique problem. In this
work we try to give an exact solution to MSIC by addressing it directly, using Linear
Integer Programming (PLI) and polyhedral combinatorics techniques. So, we performed
a study of the MSIC polyhedron and we were able to find some strong valid inequalities,
including some that were proven to define facets of that polyhedron. Additionally, we
proved that an equivalence between the PLI model presented here for MSIC and a well
known formulation for the Maximum Clique problem exists. Later, Branch-and-Bound
(B&B) and Branch-and-Cut (B&C) algorithms were implemented using the inequalities
found and some techniques to try to render the algorithms more efficient. Experiments
were performed with the algorithms implemented in this work and, also, with an already
existing algorithm to solve the Maximum Clique problem, called Cliquer. The results
were compared and, among the PLI algorithms, we found that the most efficient was
the one that used the formulation which we called Clique-IS, using B&B and more basic
techniques than other algorithms. This algorithm was even more efficient than a PLI
algorithm with a Clique-based model. This fact suggests that for a PLI approach it
is worth to use a formulation based on the MSIC polyhedron instead of one based on
its reduction to the Maximum Clique problem. The comparison of the best algorithm
developed in this work with Cliquer, though, showed that the latest is more efficient. In
order to some PLI-based algorithm (using a formulation with the same variables used by
us) to have any chance of outperforming a combinatorial algorithm like Cliquer, it would
be necessary to know more inequalities that are active in the problem’s optimal solution.
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Utilizando grafos podemos modelar um grande nu´mero de problemas do mundo real e
um nu´mero significativo desses problemas esta´ relacionado a isomorfismos em grafos. Em
particular, o problema do Ma´ximo Subgrafo Induzido Comum (MSIC) possui diversas
aplicac¸o˜es em a´reas como Visa˜o Computacional [15, 29], indexac¸a˜o de v´ıdeo [33], Qu´ımica
e Biologia [37, 12, 5]. Este problema pode ser definido da seguinte forma:
Entrada: dois grafos G e H .
Pergunta: encontre um subgrafo induzido G′ em G que seja isomorfo a um
subgrafo induzido H ′ em H e cujo nu´mero de ve´rtices seja ma´ximo.
Aqui vale relembrar os conceitos de isomorfismo e de subgrafo induzido. Dois
grafos G = (V,E) e H = (W,F ) com |V | = |W | sa˜o ditos isomorfos se existe uma bijec¸a˜o
pi : V → W tal que (i, j) ∈ E =⇒ (pi(i), pi(j)) ∈ F e (i, j) ∈ F =⇒ (pi−1(i), pi−1(j)) ∈ E.
Ale´m disso, dado um grafo G = (V,E), o grafo H = (W,F ) e´ um subgrafo induzido de
G se W ⊆ V e F = {(i, j) ∈ E : i ∈W e j ∈W}, ou seja, F e´ o conjunto de arestas com
ambas as extremidades em W . Neste caso, diz-se tambe´m que H e´ o subgrafo induzido
por W em G.
Uma outra forma de enunciar o problema seria a seguinte. Dados dois grafos, encon-
tre um mapeamento entre subconjuntos de ve´rtices dos dois grafos de forma que esses
subconjuntos sejam de tamanho ma´ximo (o subgrafo e´ ma´ximo) e as seguintes restric¸o˜es
sejam respeitadas: cada ve´rtice de um grafo pode ser mapeado em no ma´ximo um ve´rtice
do outro grafo (os subgrafos sa˜o isomorfos) e um par de ve´rtices adjacentes de um dos
grafos na˜o pode ser mapeado em um par de ve´rtices na˜o-adjacentes do outro grafo (o
subgrafo e´ induzido nos dois grafos).
O MSIC e´ um problema NP-dif´ıcil e faz parte da cla´ssica lista encontrada em [11].
Portanto, a menos que P=NP, na˜o existem algoritmos polinomiais para resolveˆ-lo. Por
este motivo, um grande nu´mero de heur´ısticas e algoritmos aproximados foi proposto para
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o MSIC [18, 24, 32, 31, 30, 34, 36]. No entanto, apesar da sua complexidade, ainda e´
importante conhecer soluc¸o˜es exatas para instaˆncias, mesmo que pequenas, do problema.
Os me´todos mais usados na literatura para resolver este problema a otimalidade baseiam-
se em algoritmos de backtracking como em [23], [39] e [19], ou na reduc¸a˜o do problema a
um outro problema NP-dif´ıcil mais estudado, como o problema da Clique, a exemplo do
que e´ feito em [9] e em dois dos algoritmos apresentados em [6].
Neste trabalho procuramos tratar o problema diretamente atrave´s de modelos de Pro-
gramac¸a˜o Linear Inteira (PLI) e te´cnicas de combinato´ria polie´drica. Neste sentido, rea-
lizamos uma investigac¸a˜o teo´rica do problema do MSIC, usando o ferramental fornecido
pela teoria poliedral. Com isso, almejamos obter desigualdades va´lidas fortes que permi-
tam uma melhor formulac¸a˜o do problema como um problema de PLI. Posteriormente,
verificamos o impacto destes resultados teo´ricos obtidos no desempenho computacional de
algoritmos de Branch-and-Bound (B&B) e Branch-and-Cut (B&C) desenvolvidos para
resolver o problema e, tambe´m, comparamos os resultados destes u´ltimos com aqueles
alcanc¸ados por um algoritmo combinato´rio existente na literatura.
O restante do texto esta´ organizado da seguinte forma. No Cap´ıtulo 2 apresentamos a
metodologia que sera´ usada para o desenvolvimento do trabalho e introduzimos os concei-
tos ba´sicos necessa´rios para o entendimento do restante do texto. O Cap´ıtulo 3 apresenta
um estudo poliedral para oMSIC, incluindo provas de que algumas desigualdades encon-
tradas durante este trabalho definem facetas da envolto´ria convexa associadas a`s soluc¸o˜es
do problema. O Cap´ıtulo 4 discute a relac¸a˜o entre o MSIC e o problema da Clique
Ma´xima. Os resultados computacionais obtidos com a implementac¸a˜o de algoritmos de




Neste cap´ıtulo procuramos apresentar os conceitos que sera˜o utilizados neste trabalho e
que sa˜o a base para a metodologia usada para atacar o problema. Na primeira sec¸a˜o,
apresentamos os conceitos de grafos que sera˜o necessa´rios e na segunda, apresentamos
os conceitos de Programac¸a˜o Linear Inteira (PLI) e combinato´ria polie´drica e como tudo
isso sera´ usado para solucionar o problema. Obviamente na˜o temos a pretensa˜o de dar um
tratamento completo sobre estes assuntos, o que pode ser encontrado em [2, 35, 26, 38, 10].
2.1 Conceitos de Grafos
Como o MSIC e´ um problema da teoria dos grafos, e´ natural que alguns conceitos desta
a´rea sejam necessa´rios para entender e para resolver o problema. Nesta sec¸a˜o, procuramos
apresentar os conceitos e as notac¸o˜es utilizadas ao longo do restante do trabalho.
Um grafo G e´ formado por um conjunto de ve´rtices V e um conjunto de arestas
E, onde E ⊆ V × V . Neste caso, denotamos o grafo por G = (V,E). Neste texto,
usaremos ainda a notac¸a˜o V (G) para indicar o conjunto de ve´rtices do grafoG e E(G) para
indicar o conjunto de arestas deste mesmo grafo. Chamamos de grafo complementar
de G, denotado por G, o grafo em que o conjunto de ve´rtices e´ igual a V (G) e E(G) =
{(u, v), u ∈ V (G), v ∈ V (G) : (u, v) 6∈ E(G)}. Aqui assumimos que todos os grafos
sa˜o simples, isto e´, na˜o possuem lac¸os (arestas do tipo (v, v)) e na˜o possuem arestas
mu´ltiplas (cada par de ve´rtices pode possuir no ma´ximo uma aresta). Aqui, todos os grafos
sa˜o na˜o-orientados, assim, apesar das arestas serem representadas por pares ordenados,
(u, v) = (v, u) para quaisquer ve´rtices u e v.
Dois ve´rtices u, v ∈ V (H) sa˜o ditos adjacentes se a aresta (u, v) pertence a E(H).
Neste caso, u e v sa˜o denominados extremidades (ou extremos) de (u, v). Definimos
como adjaceˆncia ou vizinhanc¸a de u ∈ V (H), denotado por Adj(u), o conjunto de todos
os ve´rtices de V (H) que sa˜o adjacentes a u. Analogamente, definimos a na˜o-adjaceˆncia
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ou na˜o-vizinhanc¸a de u, denotado por Adj(u), como o conjunto de ve´rtices de V (H)
que na˜o sa˜o adjacentes a u. Chamamos de grau de u o nu´mero de ve´rtices adjacentes a
este, ou seja, |Adj(u)|. Quando v ∈ V (G) e´ tal que |Adj(v)| = 0, dizemos que v e´ um
ve´rtice isolado e, quando |Adj(v)| = |V (G)| − 1, dizemos que v e´ universal.
Um subgrafo H de G (H ⊆ G) e´ um grafo tal que V (H) ⊆ V (G), E(H) ⊆ E(G) e
toda aresta de E(H) tem extremidades em V (H). Um grafo G e´ dito completo quando
para todo par de ve´rtices u, v ∈ V (G), a aresta (u, v) pertence a E(G). Chamamos de
uma clique no grafo G, um subgrafo completo deste grafo e chamamos de conjunto
independente de ve´rtices (aqui abreviado por IS, do ingleˆs, independent set) no grafo
G, uma clique em G. Uma clique (ou um IS) e´ dita maximal se na˜o e´ poss´ıvel adicionar
nenhum ve´rtice do grafo a ela, de forma que ela permanec¸a uma clique (IS). Uma clique
e´ dita ma´xima se na˜o existe no grafo nenhuma clique maior que ela. Obviamente, toda
clique ma´xima e´ tambe´m maximal, pore´m, o contra´rio na˜o e´ verdade.
Em um grafo G, chamamos de caminho, uma sequ¨eˆncia (v0, v1, . . . , vk) em que v0, v1,
. . . , vk ∈ V (G) e, para i = 0 . . . k−1, vi e´ adjacente a vi+1 e todos os ve´rtices da sequ¨eˆncia
sa˜o distintos. Um caminho em que o primeiro e o u´ltimo ve´rtices sa˜o iguais e´ chamado
de ciclo. Uma corda e´ uma aresta que incide sobre dois ve´rtices na˜o-consecutivos em
um ciclo. Um ciclo que na˜o possui cordas e´ chamado de hole. Quando um hole possui
um nu´mero ı´mpar de ve´rtices, chamamo-lo de odd-hole. Um anti-oddhole em G e´ um
odd-hole em G.
Finalmente, dizemos que um grafo G = (V,E) e´ n-partido se V pode ser particionado
em n subconjuntos (V0, V1, . . . , Vn−1) de modo que toda aresta (u, v) em E satisfaz a u ∈ Vi
e v ∈ Vj, sendo i 6= j e i e j pertencentes a {0, 1, . . . , n− 1}.
2.2 PLI e Combinato´ria Polie´drica
Muitos problemas pra´ticos de otimizac¸a˜o - em que se procura maximizar ou minimizar uma
determinada func¸a˜o objetivo - podem ser descritos como um problema de Programac¸a˜o
Linear (PL). Dentre estes encontramos: problemas de escalonamento, planejamento de
produc¸a˜o, problemas de corte e empacotamento, transportes, telecomunicac¸o˜es, economia
etc., ale´m de problemas teo´ricos da matema´tica e computac¸a˜o. Um problema de PL pode




onde, A e´ uma matriz m× n, c e´ uma matriz 1× n (vetor linha) e b e´ uma matriz m× 1
(vetor coluna). Estes, representam os dados do problema. Ale´m disso, x e´ uma matriz
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n×1 (vetor coluna) de varia´veis. Nesta representac¸a˜o, cx e´ a func¸a˜o objetivo que, no caso,
queremos maximizar (vale lembrar que minimizar uma func¸a˜o e´ equivalente a maximizar
o negativo desta func¸a˜o) e Ax ≤ b sa˜o as restric¸o˜es a`s quais as soluc¸o˜es do problema esta˜o
sujeitas.
O problema de PL pertence a` classe P, isso significa que esse tipo de problema pode
ser resolvido por algoritmos polinomiais como, por exemplo, me´todos de pontos interiores.
No entanto, na pra´tica, o simplex ainda e´ muito utilizado, pois, apesar de ter complexidade
exponencial no pior caso, geralmente, ele apresenta um bom desempenho.
Apesar da grande variedade de problemas que podem ser modelados com PL, em
diversas situac¸o˜es algumas das varia´veis devem ser inteiras. Por exemplo, em um problema
de planejamento de transporte, na˜o faz sentido que o nu´mero de ve´ıculos alocados para
executar uma tarefa seja 2,3. Nesta situac¸a˜o, temos um problema de programac¸a˜o inteira
mista (quando algumas das varia´veis sa˜o inteiras e outras reais) ou um caso particular
deste que e´ o problema de PLI (quando todas as varia´veis sa˜o inteiras). Quando as
varia´veis assumem, exclusivamente, valores bina´rios, isto e´, 0 (zero) ou 1 (um), temos o
que e´ chamado de problema de programac¸a˜o inteira bina´ria ou programac¸a˜o inteira 0-1 1.
Contudo, apesar do problema de PL poder ser resolvido em tempo polinomial, o de PLI
pertence a` classe NP-dif´ıcil e, portanto, a menos que P= NP, na˜o existem algoritmos
polinomiais para resolveˆ-lo.
A seguir, apresentamos uma formulac¸a˜o PLI bem simples para oMSIC. Esse modelo





j∈V (H) yij (2.1)∑
i∈V (G) yij ≤ 1, ∀j ∈ V (H) (2.2)∑
j∈V (H) yij ≤ 1, ∀i ∈ V (G) (2.3)
yij + ykj + yil + ykl ≤ 1, ∀(i, k) ∈ E(G), ∀(l, j) 6∈ E(H) (2.4)
yij + ykj + yil + ykl ≤ 1, ∀(i, k) 6∈ E(G), ∀(l, j) ∈ E(H) (2.5)
yij ∈ {0, 1} ∀i ∈ V (G), ∀j ∈ V (H) (2.6)
Nesta formulac¸a˜o, as varia´veis yij, para todo i ∈ V (G) e j ∈ V (H), assumem valor
1 (um) se, e somente se, o ve´rtice i e´ mapeado no ve´rtice j e assumem valor 0 (zero)
caso contra´rio. Assim, e´ fa´cil perceber porque as varia´veis nesse problema precisam ser
inteiras, afinal, na˜o faz sentido mapear partes de um ve´rtice de G em ve´rtices diferentes
do grafo H .
1Neste texto na˜o falaremos explicitamente em problemas de programac¸a˜o inteira mista ou programac¸a˜o
inteira 0-1, ao inve´s disso, trataremos todos estes problemas como problemas de PLI.
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As restric¸o˜es (2.2) e (2.3) garantem, respectivamente, que todo ve´rtice em V (H) e´ ma-
peado em apenas um ve´rtice de V (G) e que todo ve´rtice de V (G) e´ mapeado em um u´nico
ve´rtice de V (H). Ja´ as restric¸o˜es (2.4) e (2.5) garantem, respectivamente, que dois ve´rtices
adjacentes de V (G) na˜o sa˜o mapeados ao mesmo tempo em dois ve´rtices na˜o-adjacentes
de V (H) e que dois ve´rtices adjacentes de V (H) na˜o sa˜o mapeados simultaneamente em
um par de ve´rtices na˜o-adjacentes de V (G).
Para resolver problemas de PLI, comumente sa˜o utilizados algoritmos de Branch-
and-Bound B&B. A ide´ia por tra´s de um algoritmo deste tipo e´ dividir o problema
em subproblemas menores que sa˜o mais fa´ceis de resolver e depois usar a resoluc¸a˜o destes
subproblemas para resolver o problema original. No caso de problemas de PLI, uma forma
natural de dividir o problema e´ atrave´s da adica˜o de novas restric¸o˜es (por exemplo, fixando
uma varia´vel em um determinado valor). A Figura 2.1 (ideˆntica a`quela encontrada em [38]
na pa´gina 92) mostra o que chamamos de a´rvore de enumerac¸a˜o para um problema que
seria composto por treˆs varia´veis bina´rias. Podemos perceber que a cada n´ıvel o problema
original e´ dividido atrave´s da fixac¸a˜o de uma das varia´veis em 1 (um) ou 0 (zero).
S
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Figura 2.1: Exemplo de a´rvore de enumerac¸a˜o.
Nas folhas daquela a´rvore temos todos as poss´ıveis soluc¸o˜es para o problema. No
entanto, o nu´mero de no´s de uma a´rvore desse tipo cresce exponencialmente com o nu´mero
de varia´veis e, portanto, uma enumerac¸a˜o completa como a exibida na Figura 2.1 e´ invia´vel
na maioria das vezes. Assim, procura-se fazer uma enumerac¸a˜o impl´ıcita atrave´s do uso
de limitantes. Sa˜o dois os limitantes de interesse: o primal e o dual. Para um problema
de maximizac¸a˜o, o limitante primal (dual) e´ uma cota inferior (superior) para o valor
o´timo. No caso de um problema de minimizac¸a˜o, o limitante primal (dual) e´ uma cota
superior (inferior) para o valor o´timo. Um limitante dual muito usado em problemas de
PLI e´ aquele fornecido pela relaxac¸a˜o linear - dada pelo problema obtido abandonando-
se as restric¸o˜es de integralidade das varia´veis. Tipicamente, um limitante primal pode
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ser obtido encontrando-se uma soluc¸a˜o via´vel para o problema, possivelmente atrave´s de
me´todos heur´ısticos. De posse destes limitantes, podemos chegar a` conclusa˜o de que a
explorac¸a˜o de alguma suba´rvore na˜o levara´ a uma soluc¸a˜o melhor que a ja´ encontrada e,
assim, podemos podar (deixar de explorar) esta suba´rvore.
As Figuras 2.2 e 2.3 (tambe´m ideˆnticas a`quelas encontradas em [38]) mostram exem-
plos de como as informac¸o˜es dos limitantes podem ser utilizadas para podar a a´rvore de
enumerac¸a˜o. Nessas figuras, os valores a` direita dos no´s mostram os limitantes a eles asso-
ciados. Perceba que quando novos limitantes sa˜o encontrados nos no´s filhos, os limitantes
dos no´s pais sa˜o alterados. Na Figura 2.2 vemos que a suba´rvore com raiz em S1 foi po-
dada por otimalidade, ja´ que os limitantes inferior e superior naquele no´ sa˜o iguais. Ja´ na
Figura 2.3 a suba´rvore com raiz em S1 foi podada porque o limitante superior nesse no´ e´
menor que o limitante inferior global e, portanto, na˜o existe possibilidade dessa suba´rvore
levar a` soluc¸a˜o o´tima do problema original. Esse tipo de poda e´ chamada de poda por






























Figura 2.3: Exemplo de poda por limitante.
Observando a Figura 2.4 podemos ter uma visa˜o do efeito do processo de ramificac¸a˜o no
politopo formado pelas restric¸o˜es da relaxac¸a˜o linear de um problema de PL. O problema
possui apenas duas varia´veis e na resoluc¸a˜o da relaxac¸a˜o linear foi encontrada a soluc¸a˜o
o´tima x1 = 183/80 e x2 = 7/2 que na˜o e´ inteira. Enta˜o, o problema e´ dividido (feita
a ramificac¸a˜o) em dois subproblemas. No primeiro e´ adicionada a restric¸a˜o x1 ≤ 2 e
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no segundo e´ adicionada a restric¸a˜o x1 ≥ 3. Os novos subproblemas sa˜o resolvidos e o















Figura 2.4: Efeito da ramificac¸a˜o no politopo.
Pelo que foi explicado do processo de B&B percebe-se que quanto mais podarmos
a a´rvore de enumerac¸a˜o, menos computac¸o˜es precisara˜o ser feitas e, consequ¨entemente,
melhor sera´ o desempenho do algoritmo. Como vimos, a possibilidade de fazer podas
depende dos limitantes, logo, quanto melhores os limitantes, melhor o desempenho. No
caso de relaxac¸o˜es lineares, a qualidade do limitante depende da forc¸a da formulac¸a˜o.
Para entender a questa˜o da forc¸a de uma formulac¸a˜o deve-se notar que o conjunto de
soluc¸o˜es via´veis de um problema de PLI (X) pode ser descrito por um nu´mero infinito
de formulac¸o˜es diferentes. Essa ide´ia pode ser melhor entendida observando a Figura 2.5.
Nesta figura vemos duas formulac¸o˜es que descrevem politopos diferentes mas que teˆm a
mesma intersecc¸a˜o com Zn, ou seja, representam o mesmo conjunto de soluc¸o˜es inteiras.
Assim, a questa˜o e´: qual dentre as infinitas formulac¸o˜es e´ a mais forte ? Essa pergunta
pode ser respondida a partir da seguinte observac¸a˜o. Vamos supor que as varia´veis sa˜o
limitadas e, portanto, o poliedro formado pelo conjunto de suas soluc¸o˜es via´veis e´ um
politopo. Neste caso, existe uma soluc¸a˜o o´tima que se encontra em um ponto extremo
do politopo. Assim, se a formulac¸a˜o correspondesse a` envolto´ria convexa do conjunto de
soluc¸o˜es inteiras via´veis, denotada por conv(X) (veja Figura 2.6), o problema poderia ser
resolvido por um algoritmo de PL.
No entanto, para muitos problemas combinato´rios, a envolto´ria convexa so´ pode ser
descrita por um nu´mero de desigualdades que cresce exponencialmente em relac¸a˜o ao
nu´mero de varia´veis. Em termos pra´ticos, isto inviabiliza o uso direto do sistema linear
que descreve esta envolto´ria em um resolvedor linear. Em termos teo´ricos, isto pode
representar uma grande dificuldade para se chegar a obter um tal sistema. Contudo,
para encontrar a soluc¸a˜o o´tima na˜o e´ preciso conhecer toda a envolto´ria convexa, apenas
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Figura 2.5: Formulac¸o˜es alternativas para um problema de PLI.
Figura 2.6: Envolto´ria convexa.
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aquelas desigualdades que esta˜o ativas no ponto que representa tal soluc¸a˜o. Os algoritmos
de planos de corte (APC) se apoiam nessa ide´ia que e´ ilustrada na Figura 2.7.
Figura 2.7: Restric¸o˜es ativas na soluc¸a˜o o´tima.
Antes de explicarmos como funciona um APC, faz-se necessa´rio definir um conceito
ba´sico da a´rea conhecida como combinato´ria polie´drica que e´ o de desigualdade va´lida.
Esta a´rea tem como tema central o estudo de desigualdades va´lidas e da estrutura facial
dos politopos associados a` envolto´ria convexa das soluc¸o˜es inteiras de problemas formu-
lados como PLI. Uma desigualdade e´ dita va´lida quando ela e´ satisfeita por todas as
soluc¸o˜es via´veis do problema. Dada uma famı´lia de desigualdades va´lidas para um pro-
blema, a ide´ia de um APC e´ fazer uma reformulac¸a˜o automa´tica do problema atrave´s
da adic¸a˜o de desigualdades pertencentes a esta famı´lia. Como ja´ foi dito, para encon-
trar a soluc¸a˜o inteira o´tima usando um algoritmo de PL na˜o e´ preciso conhecer toda a
envolto´ria convexa, assim, dado um problema e uma soluc¸a˜o na˜o-inteira o´tima da sua
relaxac¸a˜o linear, o que fazemos e´ procurar uma desigualdade da famı´lia que e´ violada
pela soluc¸a˜o (problema da separac¸a˜o) acrescentando-a a` relaxac¸a˜o linear corrente. Desta
forma, buscamos aproximar o poliedro da envolto´ria convexa na regia˜o pro´xima a` soluc¸a˜o
inteira o´tima.
A efica´cia de um APC depende de qua˜o fortes sa˜o as desigualdades pertencentes a`
famı´lia utilizada. Quanto mais fortes as desigualdades adicionadas a` formulac¸a˜o, melho-
res os limitantes duais obtidos, em especial, desigualdades que definem faces pro´prias da
envolto´ria convexa com maior dimensa˜o tendem a produzir melhores limitantes. Prefe-
rencialmente, procura-se obter desigualdades que definem facetas da envolto´ria convexa.
Neste ponto precisamos definir conceitos como: face, face pro´pria, dimensa˜o de um
poliedro, poliedro de dimensa˜o cheia e faceta e de posse desses conceitos podemos descrever
como provar que uma desigualdade representa uma faceta. Dada uma desigualdade pix ≤
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pi0 va´lida para o poliedro P ⊆ Rn definido pela formulac¸a˜o de um problema, chamamos
de face definida por pix ≤ pi0 em P o conjunto de pontos pertencentes a P que satisfazem
a desigualdade na igualdade, ou seja, F (pi, pi0) = {x ∈ P : pix = pi0} e dizemos que F e´
uma face pro´pria de P se F 6= P e F 6= ∅.
Dado um poliedro P (ou uma face F , que tambe´m e´ um poliedro), chamamos de
dimensa˜o de P , denotada por dim(P ), o nu´mero ma´ximo de pontos afim independentes
em P menos um. Assim, dizemos que uma face pro´pria F de P e´ uma faceta se ela tem
dimensa˜o igual a dim(P ) − 1. Um poliedro P = {x ∈ Rn : A=x = b=, A≤x = b≤}, onde
(A=, b=) e (A≤, b≤) sa˜o, respectivamente, os conjuntos das igualdades e das desigualdades
de P , enta˜o, este poliedro e´ dito de dimensa˜o cheia se ele tem dimensa˜o igual a n. Pode-se
mostrar que dim(P ) = dim(Rn)− ρ(A=), onde ρ(A=) e´ o posto da matriz A=. Assim, P
e´ de dimensa˜o cheia se, e somente se, A=x = b= for vazio, isto e´, se na˜o houver igualdades
na representac¸a˜o de P .
Apresentaremos a seguir, dois me´todos que podem ser usados para provar que uma
desigualdade representa uma faceta. O entendimento do segundo me´todo, em particular,
e´ essencial para a compreensa˜o das provas contidas no Cap´ıtulo 3. O primeiro me´todo
consiste em simplesmente usar a definic¸a˜o e encontrar n+ 1 pontos pertencentes ao con-
junto de soluc¸o˜es via´veis do problema que satisfazem a restric¸a˜o na igualdade e mostrar
que eles sa˜o afim independentes (me´todo direto). O segundo me´todo baseia-se no se-
guinte teorema que pode ser encontrado em [26], pa´gina 91 e que a partir deste ponto
sera´ referenciado como teorema de caracterizac¸a˜o de facetas:
Teorema 2.1 Seja P = {x ∈ Rn : A=x = b=, A≤x = b≤} = {x ∈ Rn : a=i x = b
=
i , i ∈
M= ∧ a≤i x = b
≤
i , i ∈ M
≤}, onde M= e´ o conjunto de ı´ndices das linhas de A = A= ∪ A≤
que sa˜o igualdades e seja F = {x ∈ P : pix = pi0} uma face pro´pia de P . As duas
afirmac¸o˜es a seguir sa˜o equivalentes:
(i) F e´ uma faceta de P .
(ii) Se λx = λ0 para todo x ∈ F enta˜o
(λ, λ0) = (αpi + uA
=, αpi0 + ub
=) para algum α ∈ R e algum u ∈ R|M
=| (2.7)
Como as duas afirmac¸o˜es no Teorema 2.1 sa˜o equivalentes, se utilizando a equac¸a˜o
(2.7) podemos chegar a relac¸o˜es ideˆnticas (entre os componentes de λ e λ0) a`s que obtemos
usando o fato de λx = λ0 para todo x ∈ F , enta˜o, isso prova que F e´ uma faceta. Este
me´todo e´ chamado indireto. Perceba que se o poliedro tem dimensa˜o cheia, a equac¸a˜o
(2.7) torna-se: (λ, λ0) = (αpi, αpi0), o que facilita significativamente a prova.
Frequentemente quando estamos realizando o estudo poliedral de um problema P ,
encontramos desigualdades que definem uma face F = {x ∈ P : pix = pi0} onde dim(F ) <
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dim(P )− 1, isto e´, F na˜o e´ uma faceta de conv(P ). Nestas situac¸o˜es, a`s vezes e´ poss´ıvel
fortalecer a desigualdade pix ≤ pi0, que representa F , de modo que ela passe a definir uma
face de dimensa˜o maior e, possivelmente, uma faceta. Isso e´ feito, modificando alguma
componente pii de pi, de modo que a nova desigualdade represente uma face F
′ tal que
dim(F ′) > dim(F ) e F ⊂ F ′. Esse procedimento e´ chamado de lifting e este conceito
sera´ muito utilizado nos pro´ximos cap´ıtulos.
Neste trabalho, procuramos desenvolver um algoritmo de Branch-and-Cut B&C para
o MSIC. Em sua versa˜o mais simples, um B&C pode ser entendido como um algoritmo
de B&B usando PL em que a cada no´ da a´rvore de enumerac¸a˜o e´ executado um APC.
A motivac¸a˜o para a realizac¸a˜o deste tipo de investigac¸a˜o e´ que utilizando algoritmos
de B&C va´rias instaˆncias de porte razoa´vel de problemas NP-dif´ıceis foram resolvidas
de forma exata na literatura (cf. [1, 7, 13, 14, 27, 28]). Resenhas mais recentes sobre
aplicac¸o˜es bem sucedidas de algoritmos baseados em combinato´ria polie´drica podem ser
encontrados em [17, 20, 4].
Cap´ıtulo 3
Estudo Teo´rico do Poliedro do
Ma´ximo Subgrafo Induzido Comum
Como mencionado anteriormente, o MSIC pertence a` classe NP-dif´ıcil, assim, todos
os algoritmos exatos conhecidos para resolveˆ-lo possuem complexidade exponencial. Na
pra´tica, este problema tem sido resolvido de forma exata fazendo-se sua reduc¸a˜o para o
problema da clique ma´xima.
No presente trabalho procuramos desenvolver um algoritmo para o MSIC baseado
em um estudo teo´rico do seu politopo e na˜o atrave´s da sua reduc¸a˜o para o problema
da clique ma´xima como tem sido feito na literatura. Com isso, espera´vamos ser poss´ıvel
obter um algoritmo que demonstrasse melhor desempenho computacional em relac¸a˜o aos
algoritmos ja´ existentes.
Neste cap´ıtulo apresentaremos as diversas desigualdades va´lidas fortes que foram en-
contradas no estudo teo´rico do poliedro do MSIC, condic¸o˜es sob as quais essas desigual-
dades sa˜o facetas e as respectivas provas. O restante do cap´ıtulo sera´ organizado de forma
que cada sec¸a˜o trate de um grupo espec´ıfico de desigualdades. Assim, na Sec¸a˜o 3.1 trata-
remos das desigualdades que garantem que um ve´rtice de um dos grafos e´ mapeado em um
u´nico ve´rtice do outro grafo; na Sec¸a˜o 3.2 trataremos das desigualdades que determinam
que um par de ve´rtices adjacentes de um dos grafos na˜o pode ser mapeado em um par
de ve´rtices na˜o-adjacentes do outro grafo e na Sec¸a˜o 3.3 trataremos de outros tipos de
desigualdades va´lidas.
3.1 Mapeamento U´nico
No modelo apresentado no Cap´ıtulo 2, as desigualdades (2.2) e (2.3) teˆm o objetivo de
garantir que cada ve´rtice de um grafo seja mapeado em um u´nico ve´rtice do outro grafo.
Sob certas condic¸o˜es aquelas desigualdades definem facetas, pore´m, antes de provarmos
13
14 Cap´ıtulo 3. Estudo Teo´rico do Poliedro do Ma´ximo Subgrafo Induzido Comum
este fato, precisamos provar a dimensa˜o da envolto´ria convexa de P , onde P e´ o conjunto
das soluc¸o˜es inteiras do MSIC como definido naquele modelo.
Proposic¸a˜o 3.1 conv(P ) possui dimensa˜o |V (G)| × |V (H)|, ou seja, o poliedro possui
dimensa˜o cheia.
Prova: Seja eij o vetor que possui 0 (zero) em todas as posic¸o˜es exceto na posic¸a˜o ij.
Enta˜o, como todos os vetores eij , onde i ∈ V (G) e j ∈ V (H), satisfazem as restric¸o˜es
de P e o vetor nulo tambe´m satisfaz estas restric¸o˜es, temos |V (G)| × |V (H)|+ 1 vetores
que, obviamente, sa˜o afim independentes (os vetores eij formam a matriz identidade e o
vetor nulo e´ afim independente com qualquer outro vetor).
Portanto, pela definic¸a˜o de dimensa˜o de um poliedro, temos que a dimensa˜o de conv(P )
e´ |V (G)| × |V (H)|. 
Tendo determinado a dimensa˜o de conv(P ) podemos provar que a desigualdade (2.2)
representa uma faceta sob as seguintes condic¸o˜es. Dado j ∈ V (H) fixo:
Se existe um ve´rtice universal k em G, enta˜o j deve ser universal. (3.1)
Se existe um ve´rtice isolado k em G, enta˜o j deve ser isolado. (3.2)
Proposic¸a˜o 3.2 A restric¸a˜o (2.2) representa uma faceta F = {x ∈ conv(P ) :∑
i∈V (G) yij = 1}, de conv(P ) se, e somente se, as condic¸o˜es (3.1) e (3.2) forem satisfeitas.
Prova: (⇐)
Inicialmente devemos mostrar que a face representada pela desigualdade (2.2) e´ pro´pria,
isto e´, que a face na˜o e´ vazia e que existe algum ponto em conv(P ) que na˜o pertence a`
face. Para a face em questa˜o temos que o vetor nulo na˜o pertence a` face e qualquer vetor
que possua 0 (zero) em todas as posic¸o˜es exceto na posic¸a˜o ij : i ∈ V (G) pertencem a`
face.
Seja F ′ = {x ∈ conv(P ) : pix = pi0} e F ⊆ F ′. Agora, pelo teorema de caracterizac¸a˜o
de facetas, se a desigualdade (2.2) representa uma faceta de conv(P ), enta˜o deve existir
uma constante positiva α ∈ R que satisfaz:
(pi, pi0) = α(γ, 1) onde, ∀ i ∈ V (G), γij = 1 e γij′ = 0 com j 6= j′. Ou seja, devemos
provar que pi0 = α e, ∀ i ∈ V (G), que piij = α = pi0 e piij′ = 0 com j 6= j′.
Se a desigualdade (2.2) representa uma faceta, enta˜o deve ser poss´ıvel chegar a`s
relac¸o˜es acima utilizando o fato de que F ⊆ F ′. Assim, temos:
(1) (. . . , 0, 1ij, 0, . . .) ∈ F , onde i ∈ V (G)⇒ (. . . , 0, 1ij, 0, . . .) ∈ F ′ ⇒ piij = pi0.
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(2) (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde i ∈ V (G), k ∈ V (G), l ∈ V (H) \ j, e i e´
escolhido de tal forma que se (l, j) ∈ E(H), enta˜o, (i, k) ∈ E(G) e se (l, j) 6∈ E(H),
enta˜o, (i, k) 6∈ E(G), o que sempre e´ poss´ıvel por causa das condic¸o˜es (3.1) e (3.2)
⇒ (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F ′ ⇒ piij + pikl = pi0, mas de (1) e (2), temos:
piij = pi0 e piij + pikl = pi0 ⇒ pikl = 0 ∀ k ∈ V (G) e l ∈ V (H) \ j.
(⇒)
Se (3.1) na˜o e´ satisfeita, enta˜o em (2) na˜o seria poss´ıvel escolher um i tal que se
(l, j) 6∈ E(H), enta˜o, (i, k) 6∈ E(G) em que k e´ o ve´rtice universal. Portanto, na˜o existe
nenhum vetor em F que tenha o valor 1 na posic¸a˜o kl o que e´ equivalente a dizer que
no poliedro definido por F existe uma igualdade ykl = 0. Sendo assim, sua dimensa˜o e´
menor que |V (G)| × |V (H)| − 1, logo, na˜o e´ faceta de conv(P ).
Da mesma forma que para o caso de (3.1) na˜o ser satisfeita, se (3.2) na˜o e´ satisfeita,
enta˜o em (2) tambe´m na˜o seria poss´ıvel escolher um i tal que se (l, j) ∈ E(H), enta˜o,
(i, k) ∈ E(G) em que k e´ o ve´rtice isolado. Portanto, na˜o existe nenhum vetor em F que
tenha o valor 1 na posic¸a˜o kl o que e´ equivalente a dizer que no poliedro definido por F
existe uma igualdade ykl = 0. Sendo assim, sua dimensa˜o e´ menor que |V (G)|×|V (H)|−1,
logo, na˜o e´ faceta de conv(P ).
Portanto, se (¬(3.1) ou ¬(3.2)) a desigualdade (2.2) na˜o representa uma faceta de
conv(P ). 
Para a restric¸a˜o (2.3) as condic¸o˜es e a prova de que a desigualdade representa uma
faceta sob aquelas condic¸o˜es sa˜o semelhantes a`s da restric¸a˜o (2.2) e por isso na˜o iremos
apresenta´-las aqui.
Agora que provamos que as desigualdades (2.2) e (2.3) representam facetas quando
(3.1) e (3.2) sa˜o satisfeitas, pensamos se na˜o seria poss´ıvel modificar estas desigualdades
de modo que elas continuem representando facetas mesmo quando estas condic¸o˜es forem
violadas. Aplicando procedimentos de lifting sobre as varia´veis que aparecem quando
aquelas condic¸o˜es na˜o sa˜o satisfeitas chegamos a`s seguintes desigualdades:
∑










ykl ≤ 1, (3.3)
∀ j ∈ V (H), ∀ C(j), I(j) ∈ H
∑








k∈I(i)\{i} ykl ≤ 1, (3.4)
∀ i ∈ V (G), ∀ C(i), I(i) ∈ G
onde:
• C(i) e´ uma clique maximal que conte´m o ve´rtice i;
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• C(j) e´ uma clique maximal que conte´m o ve´rtice j;
• I(i) e´ um conjunto independente maximal que conte´m o ve´rtice i;
• I(j) e´ um conjunto independente maximal que conte´m o ve´rtice j;
• UH e´ o conjunto dos ve´rtices universais de H (UH 6= ∅ ⇒ DH = ∅);
• UG e´ o conjunto dos ve´rtices universais de G (UG 6= ∅ ⇒ DG = ∅);
• DH e´ o conjunto dos ve´rtices isolados de H (DH 6= ∅ ⇒ UH = ∅); e
• DG e´ o conjunto dos ve´rtices isolados de G (DG 6= ∅ ⇒ UG = ∅).
Antes de provar qualquer coisa a respeito dessas desigualdades definirem facetas, e´
necessa´rio provar que estas desigualdades sa˜o va´lidas para o poliedro do MSIC. No caso
das desigualdades anteriores isso na˜o foi necessa´rio porque elas foram obtidas diretamente
da definic¸a˜o do problema e, por isto, a prova era trivial.
Proposic¸a˜o 3.3 A desigualdade (3.3) e´ va´lida para o poliedro do MSIC.
Prova: Primeiramente devemos notar que DG 6= ∅ ⇒ UG = ∅ e UG 6= ∅ ⇒ DG = ∅.
Ainda e´ poss´ıvel que DG = UG = ∅ (mas neste caso, as desigualdades seriam iguais a (2.2)
e (2.3)).
Suponha que DG 6= ∅, enta˜o, assuma por contradic¸a˜o que (3.3) na˜o e´ va´lida para o
poliedro do MSIC. Logo, deve existir algum ponto no poliedro para o qual pelo menos
duas varia´veis no lado esquerdo da desigualdade assumem valor 1 (um) ao mesmo tempo.
Para isso acontecer, existem treˆs casos poss´ıveis:
Caso (1): Duas varia´veis assumem valor 1 (um) no primeiro somato´rio. Se isso acontecesse
significaria que mais de um ve´rtice de G foi mapeado em j. No entanto, pela
definic¸a˜o do MSIC isso na˜o e´ poss´ıvel.
Caso (2): Duas varia´veis assumem valor 1 (um) no segundo somato´rio. Isso significaria
que ou um ve´rtice de G foi mapeado em dois ve´rtices deH , ou que um par de ve´rtices
na˜o adjacentes deG (ve´rtices isolados) foi mapeado em um par de ve´rtices adjacentes
de H (pertencentes a C(j)). Pore´m, pela definic¸a˜o doMSIC, isso tambe´m na˜o deve
ocorrer.
Caso (3): Uma varia´vel do primeiro somato´rio e outra do segundo somato´rio assumem
valor 1 (um) ao mesmo tempo. Isso significaria que um ve´rtice i de G foi mapeado
em j e ao mesmo tempo, um ve´rtice isolado k de G foi mapeado em um ve´rtice
l de H adjacente a j. Portanto, haveria um par de ve´rtices na˜o adjacentes de G
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mapeado em um par de ve´rtices adjacentes de H . Pore´m, isso contraria a definic¸a˜o
de subgrafo induzido.
Para o caso em que UG 6= ∅ o racioc´ınio e´ ana´logo e quando DG = UG = ∅ a prova
recai sobre o caso (1).
Portanto, na˜o existe nenhum ponto do poliedro do MSIC para o qual a desigualdade
na˜o e´ satisfeita, o que contraria a hipo´tese. Logo, a desigualdade (3.3) e´ va´lida para aquele
poliedro. 
Agora que provamos que a desigualdade e´ va´lida para o poliedro em questa˜o, podemos
tentar provar que a desigualdade representa uma faceta. No entanto, isso na˜o e´ verdade
em geral, mas, existem condic¸o˜es necessa´rias e suficientes para que isso ocorra. Estas
condic¸o˜es sa˜o:
|UG| 6= 1 ∨ I(j) = Adj(j) e (3.5)
|DG| 6= 1 ∨ C(j) = Adj(j) (3.6)











ykl = 1} de conv(P ) se, e somente
se, (3.5) e (3.6) forem satisfeitas.
Prova: (⇐)
A face definida pela desigualdade (3.3) e´ pro´pria, pois o vetor nulo na˜o pertence a` face e
pertence a conv(P ), e qualquer vetor que possua 0 (zero) em todas as posic¸o˜es exceto na
posic¸a˜o ij, para algum i ∈ V (G) pertence a` face.
Seja F ′ = {x ∈ conv(P ) : pix = pi0} e F ⊆ F ′. Agora, pelo teorema de caracterizac¸a˜o
de facetas, se a desigualdade (3.3) representa uma faceta de conv(P ), enta˜o deve existir
uma constante α ∈ R e positiva que satisfaz:
(pi, pi0) = α(γ, 1) onde γij′ = 1 se j
′ = j ∀ i ∈ V (G) ou (i ∈ DG e j′ ∈ C(j)) ou
(i ∈ UG e j
′ ∈ I(j)) e γij′ = 0, caso contra´rio. Ou seja, devemos mostrar que pi0 = α e
piij′ = α = pi0 se j
′ = j ou (i ∈ DG e j′ ∈ C(j)) ou (i ∈ UG e j′ ∈ I(j)) e piij′ = 0, caso
contra´rio.
Se a desigualdade (3.3) representa uma faceta, enta˜o deve ser poss´ıvel chegar a`s
relac¸o˜es acima utilizando o fato de que F ⊆ F ′. Assim, temos:
(1) (. . . , 0, 1ij′, 0, . . .) ∈ F , onde (i ∈ V (G) e j′ = j) ou (i ∈ DG e j′ ∈ C(j)) ou
(i ∈ UG e j′ ∈ I(j))⇒ (. . . , 0, 1ij′, 0, . . .) ∈ F ′ ⇒ piij′ = pi0.
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(2) (. . . , 0, 1ij′, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde k ∈ V (G), i ∈ V (G) \ k, l ∈ V (H) \ j,
j′ = j, enta˜o, se k 6∈ DG e k 6∈ UG, i e´ escolhido de tal forma que se (l, j′) ∈ E(H),
enta˜o, (i, k) ∈ E(G), o que sempre e´ poss´ıvel pois k na˜o e´ isolado e se (l, j′) 6∈
E(H), enta˜o, (i, k) 6∈ E(G), o que tambe´m sempre e´ poss´ıvel pois k na˜o e´ universal
⇒ (. . . , 0, 1ij′, . . . , 0, . . . , 1kl, 0, . . .) ∈ F ′ ⇒ piij′ + pikl = pi0, mas de (1) e (2), temos:
piij′ = pi0 e piij′ + pikl = pi0 ⇒ pikl = 0 ∀ k ∈ V (G), k 6∈ DG, k 6∈ UG e l ∈ V (H) \ j.
(3) (. . . , 0, 1ij′, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde k ∈ DG, i ∈ V (G)\k, l 6∈ C(j), j′ ∈ C(j),
enta˜o, se |DG| = 1, escolhemos j′ = j e de (3.6) temos que (l, j′) 6∈ E(H). Se
|DG| > 1, enta˜o, i e´ escolhido em DG e j′ e´ escolhido de tal forma que (l, j′) 6∈ E(H),
o que sempre e´ poss´ıvel, pois C(j) e´ maximal. Perceba que para k ∈ DG, uma das
duas situac¸o˜es sempre acontece devido a (3.6). ⇒ (. . . , 0, 1ij′, . . . , 0, . . . , 1kl, 0, . . .) ∈
F ′ ⇒ piij′ + pikl = pi0, mas de (1) e (3), temos: piij′ = pi0 e piij′ + pikl = pi0 ⇒ pikl =
0 ∀ k ∈ DG, l 6∈ C(j).
(4) (. . . , 0, 1ij′, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde k ∈ UG, i ∈ V (G) \ k, l 6∈ I(j), j
′ ∈ I(j),
enta˜o, se |UG| = 1, escolhemos j′ = j e de (3.5) temos que (l, j′) ∈ E(H). Se
|UG| > 1, enta˜o, i e´ escolhido em UG e j′ e´ escolhido de tal forma que (l, j′) ∈ E(H), o
que sempre e´ poss´ıvel, pois I(j) e´ maximal. Perceba que para k ∈ UG, uma das duas
situac¸o˜es sempre acontece por causa de (3.5). ⇒ (. . . , 0, 1ij′, . . . , 0, . . . , 1kl, 0, . . .) ∈
F ′ ⇒ piij′ + pikl = pi0, mas de (1) e (4), temos: piij′ = pi0 e piij′ + pikl = pi0 ⇒ pikl =
0 ∀ k ∈ UG, l 6∈ I(j).
(⇒)
Se (3.5) na˜o e´ satisfeita, enta˜o para algum k ∈ UG e l 6∈ I(j) na˜o adjacente a j na˜o
seria poss´ıvel escolher um i ∈ V (G) e j′ = j, com i na˜o adjacente a k, pois k e´ universal;
i na˜o poderia ser universal pois so´ existe um ve´rtice isolado que e´ o k; e i, certamente na˜o
poderia ser isolado, pois o k e´ universal. Portanto, na˜o existe nenhum vetor em F que
tenha o valor 1 na posic¸a˜o kl o que e´ equivalente a dizer que no poliedro definido por F
existe uma igualdade ykl = 0. Sendo assim, sua dimensa˜o e´ menor que |V (G)|×|V (H)|−1,
logo, na˜o e´ faceta de conv(P ).
Se (3.6) na˜o e´ satisfeita, enta˜o para algum k ∈ DG e l 6∈ C(j) adjacente a j na˜o seria
poss´ıvel escolher um i ∈ V (G) e j′ = j, com i adjacente a k, pois k e´ isolado; i na˜o poderia
ser isolado pois so´ existe um ve´rtice isolado que e´ o k; e i, certamente na˜o poderia ser
universal, pois o k e´ isolado. Portanto, na˜o existe nenhum vetor em F que tenha o valor
1 na posic¸a˜o kl o que e´ equivalente a dizer que no poliedro definido por F existe uma
igualdade ykl = 0. Sendo assim, sua dimensa˜o e´ menor que |V (G)| × |V (H)| − 1, logo,
na˜o e´ faceta de conv(P ).
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Portanto, se (¬(3.5) ou ¬(3.6)) a desigualdade (3.3) na˜o representa uma faceta de
conv(P ).

A prova de que a desigualdade (3.4) e´ va´lida, as condic¸o˜es para que ela represente uma
faceta e a prova deste fato sa˜o semelhantes a`s apresentadas para a desigualdade (3.3) e
por isso iremos suprimi-las.
Apesar das condic¸o˜es que tornam as desigualdades apresentadas acima facetas serem
verdadeiras em um grande nu´mero de instaˆncias do MSIC, ainda e´ poss´ıvel obter de-
sigualdades que representem facetas quando aquelas condic¸o˜es na˜o sa˜o satisfeitas. As
desigualdades (3.7) e (3.8) apresentadas a seguir representam facetas quando as condic¸o˜es
(3.6) ou (3.5), respectivamente, na˜o forem satisfeitas. Da mesma forma, as desigualdades
(3.9) e (3.10) representam facetas quando as condic¸o˜es necessa´rias e suficientes para que
a desigualdade (3.4) represente uma faceta na˜o forem satisfeitas.
∑
i∈V (G) yij +
∑
l∈Adj(j) ykl ≤ 1, (3.7)
∀ j ∈ V (H), ∀ DG, com DG = {k}∑
i∈V (G) yij +
∑
l 6∈Adj(j) ykl ≤ 1, (3.8)
∀ j ∈ V (H), ∀ UG, com UG = {k}∑
j∈V (H) yij +
∑
k∈Adj(i) ykl ≤ 1, (3.9)
∀ i ∈ V (G), ∀ DH , com DH = {l}∑
j∈V (H) yij +
∑
k 6∈Adj(i) ykl ≤ 1, (3.10)
∀ i ∈ V (G), ∀ UH , com UH = {l}
Assim como fizemos para as desigualdades anteriores, antes de provar que as desi-
gualdades representam facetas, devemos primeiramente provar que as desigualdades sa˜o
va´lidas para o poliedro do MSIC. Enta˜o, temos:
Proposic¸a˜o 3.5 A desigualdade (3.7) e´ va´lida para o poliedro do MSIC.
Prova: Assuma por contradic¸a˜o que (3.7) na˜o e´ va´lida para o poliedro do MSIC.
Logo, deve existir algum ponto no poliedro para o qual pelo menos duas varia´veis no lado
esquerdo da desigualdade assumem valor 1 (um) ao mesmo tempo. Para isso acontecer,
existem treˆs casos poss´ıveis:
Caso (1): Duas varia´veis assumem valor 1 (um) no primeiro somato´rio. Se isso acontecesse
significaria que mais de um ve´rtice de G foi mapeado em j. No entanto, pela
definic¸a˜o do MSIC isso na˜o e´ poss´ıvel.
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Caso (2): Duas varia´veis assumem valor 1 (um) no segundo somato´rio. Isso significaria
que ou um ve´rtice de G foi mapeado em dois ve´rtices de H , ou que um par de
ve´rtices na˜o adjacentes de G (ve´rtices isolados) foi mapeado em um par de ve´rtices
adjacentes de H (pertencentes a Adj(j)). Pore´m, pela definic¸a˜o do MSIC, isso
tambe´m na˜o deve ocorrer.
Caso (3): Uma varia´vel do primeiro somato´rio e outra do segundo somato´rio assumem
valor 1 (um) ao mesmo tempo. Isso significaria que um ve´rtice i de G foi mapeado
em j e ao mesmo tempo, um ve´rtice isolado k de G foi mapeado em um ve´rtice
l de H adjacente a j. Portanto, haveria um par de ve´rtices na˜o adjacentes de G
mapeado em um par de ve´rtices adjacentes de H . Pore´m, isso contraria a definic¸a˜o
de subgrafo induzido.
Portanto, na˜o existe nenhum ponto do poliedro do MSIC para o qual a desigualdade
na˜o e´ satisfeita, o que contraria a hipo´tese. Logo, a desigualdade (3.7) e´ va´lida para aquele
poliedro. 
De forma similar, podemos demonstrar que as demais desigualdades tambe´m sa˜o
va´lidas para o poliedro do MSIC, por isso, omitiremos estas demonstrac¸o˜es.
A seguir apresentamos a demonstrac¸a˜o de que a desigualdade (3.7) representa uma
faceta de conv(P ). Perceba que para esta prova na˜o definimos qualquer condic¸a˜o ne-
cessa´ria para que aquele fato seja verdade. Isto acontece porque, pela pro´pria definic¸a˜o
da restric¸a˜o, o conjunto de ve´rtices isolados e´ unita´rio e, nessas condic¸o˜es, a desigualdade
sempre representa uma faceta.
Proposic¸a˜o 3.6 A restric¸a˜o (3.7) representa uma faceta F = {x ∈ conv(P ) :∑
i∈V (G) yij +
∑
l∈Adj(j) ykl = 1} de conv(P ).
Prova: A face definida pela desigualdade (3.7) e´ pro´pria, pois o vetor nulo na˜o pertence
a` face e pertence a conv(P ), e qualquer vetor que possua 0 (zero) em todas as posic¸o˜es
exceto na posic¸a˜o ij : i ∈ V (G) pertence a` face. Seja F ′ = {x ∈ conv(P ) : pix = pi0}
e F ⊆ F ′. Agora, pelo teorema de caracterizac¸a˜o de facetas, se a desigualdade (3.7)
representa uma faceta de conv(P ), enta˜o deve existir uma constante α ∈ R e positiva que
satisfaz:
(pi, pi0) = α(γ, 1) onde γij′ = 1 se j
′ = j ∀ i ∈ V (G) ou (i ∈ DG e j′ ∈ Adj(j)) e
γij′ = 0, caso contra´rio. Ou seja, devemos mostrar que pi0 = α e piij′ = α = pi0 se j
′ = j
ou (i ∈ DG e j′ ∈ Adj(j)) e piij′ = 0, caso contra´rio.
Se a desigualdade (3.7) representa uma faceta, enta˜o deve ser poss´ıvel chegar a`s
relac¸o˜es acima utilizando o fato de que F ⊆ F ′. Assim, temos:
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(1) (. . . , 0, 1ij′, 0, . . .) ∈ F , onde (i ∈ V (G) e j′ = j) ou (i ∈ DG e j′ ∈ Adj(j))
⇒ (. . . , 0, 1ij′, 0, . . .) ∈ F ′ ⇒ piij′ = pi0.
(2) (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde k ∈ V (G), i ∈ V (G) \ k, l ∈ V (H) \ j,
enta˜o, se k 6∈ DG, i e´ escolhido de tal forma que se (l, j) ∈ E(H), enta˜o, (i, k) ∈
E(G), o que sempre e´ poss´ıvel pois k na˜o e´ isolado e se (l, j) 6∈ E(H), enta˜o,
(i, k) 6∈ E(G), o que tambe´m sempre e´ poss´ıvel pois k na˜o e´ universal (pois existe um
ve´rtice isolado no grafo) ⇒ (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F ′ ⇒ piij + pikl = pi0,
mas de (1) e (2), temos: piij = pi0 e piij + pikl = pi0 ⇒ pikl = 0 ∀ k ∈ V (G), k 6∈ DG,
l ∈ V (H) \ j.
(3) (. . . , 0, 1ij′, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde k ∈ DG, i ∈ V (G) \ k, j′ = j, l ∈
V (H) \ (j ∪Adj(j))⇒ (. . . , 0, 1ij′, . . . , 0, . . . , 1kl, 0, . . .) ∈ F ′ ⇒ piij′ + pikl = pi0, mas
de (1) e (3), temos: piij′ = pi0 e piij′ + pikl = pi0 ⇒ pikl = 0 ∀ i ∈ DG, k ∈ DG,
l ∈ V (H) \ (j ∪ Adj(j)).

As provas de que as desigualdades (3.8), (3.9) e (3.10) sa˜o facetas sa˜o semelhantes a`
apresentada para a desigualdade (3.7) e. por isto, sera˜o omitidas.
3.2 Mapeamento entre Arestas
Quando definimos o problema do MSIC falamos em mapeamentos de ve´rtices, pore´m, o
termo mapeamento de arestas na˜o tinha sido usado ate´ o presente momento. O mapea-
mento de uma aresta do grafo G em uma aresta do grafo H e´ o mapeamento dos ve´rtices
sobre os quais a aresta do grafo G incide, nos ve´rtices do grafo H sobre os quais a aresta
daquele grafo incide. Assim, como os grafos que tratamos aqui na˜o sa˜o direcionados, o
mapeamento da aresta (i, j) do grafo G na aresta (k, l) do grafo H pode ser entendido
como o mapeamento de i em k e j em l, ou, de i em l e j em k. Analogamente, o ma-
peamento de uma na˜o-aresta em outra na˜o-aresta e´ o mapeamento de um par de ve´rtices
na˜o-adjacentes de um grafo em outro par de ve´rtices na˜o-adjacentes do outro grafo.
Neste cap´ıtulo iremos tratar das desigualdades que foram obtidas a partir das desi-
gualdades do modelo inicial que tinham como objetivo garantir que uma aresta na˜o fosse
mapeada numa na˜o-aresta ou vice-versa, tal mapeamento iria de encontro a` definic¸a˜o do
MSIC.
As desigualdades apresentadas no modelo inicial eram muito fracas e, por isso, na˜o
tentaremos encontrar condic¸o˜es sob as quais aquelas desigualdades representam facetas.
Ao inve´s disso, apresentaremos generalizac¸o˜es daquelas desigualdades que sa˜o mais fortes e
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condic¸o˜es sob as quais as novas desigualdades representam facetas, bem como as provas de
que as desigualdades de fato representam facetas sob aquelas condic¸o˜es. As desigualdades
que a partir deste momento sera˜o tratadas como desigualdades Clique-IS (IS: independent




j∈I yij ≤ 1, ∀ clique maximal C ∈ G, ∀ IS maximal I ∈ H (3.11)∑
i∈I
∑
j∈C yij ≤ 1, ∀ IS maximal I ∈ G, ∀ clique maximal C ∈ H (3.12)
Estas desigualdades determinam que dada uma clique maximal em um dos grafos e
um IS maximal no outro grafo, so´ pode existir o mapeamento de um dos ve´rtices da
clique em um dos ve´rtices do IS ou vice-versa. Como mencionado anteriormente, estas
desigualdades sa˜o generalizac¸o˜es das desigualdades apresentadas no modelo original que
podem ser pensadas como desigualdades correspondentes a cliques e ISs com apenas dois
ve´rtices.
As restric¸o˜es (3.11) e (3.12) representam facetas se as seguintes condic¸o˜es forem satis-
feitas:
Para todo ve´rtice k de G que na˜o esteja em C
existe algum ve´rtice em C adjacente a k; (3.13)
Para todo ve´rtice l de H que na˜o esteja em I
existe algum ve´rtice em I na˜o-adjacente a l. (3.14)
Enta˜o podemos apresentar a seguinte proposic¸a˜o:
Proposic¸a˜o 3.7 A restric¸a˜o (3.11) representa uma faceta F = {x ∈ conv(P ) :∑
i∈C
∑
j∈I yij = 1} de conv(P ) se, e somente se, a condic¸a˜o (3.13) ou a condic¸a˜o (3.14)
for verdadeira.
Prova: (⇐)
A face definida pela desigualdade (3.11) e´ pro´pria, pois o vetor nulo na˜o pertence a` face
e pertence a conv(P ), e qualquer vetor que possua 0 (zero) em todas as posic¸o˜es exceto
na posic¸a˜o ij : i ∈ C e j ∈ I (note que C e I nunca sa˜o vazios a na˜o ser que os pro´prios
grafos G e H sejam vazios) pertence a` face. Seja F ′ = {x ∈ conv(P ) : pix = pi0} e F ⊆ F ′.
Agora, pelo teorema de caracterizac¸a˜o de facetas, se a desigualdade (3.11) representa uma
faceta de conv(P ), enta˜o deve existir uma constante α ∈ R e positiva que satisfaz:
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(pi, pi0) = α(γ, 1) onde γij = 1 se i ∈ C e j ∈ I e γij = 0, caso contra´rio. Ou seja,
devemos provar que pi0 = α, piij = α = pi0 se i ∈ C e j ∈ I e Πij = 0, caso contra´rio.
Se a desigualdade (3.11) representa uma faceta, enta˜o deve ser poss´ıvel chegar a`s
relac¸o˜es acima utilizando o fato de que F ⊆ F ′, assim, temos:
(1) (. . . , 0, 1ij, 0, . . .) ∈ F , onde i ∈ C e j ∈ I ⇒ (. . . , 0, 1ij, 0, . . .) ∈ F ′ ⇒ piij = pi0.
(2) (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde i ∈ C, k ∈ C, j ∈ I, l 6∈ I, e j e´
escolhido de tal forma que (j, l) ∈ E(H), o que sempre e´ poss´ıvel pois I e´ maximal.
⇒ (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F ′ ⇒ piij + pikl = pi0, mas de (1) e (2), temos:
piij = pi0 e piij + pikl = pi0 ⇒ pikl = 0 ∀ k ∈ C e l 6∈ I.
(3) (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde i ∈ C, k 6∈ C, j ∈ I e l ∈ I, e i e´
escolhido de tal forma que (i, k) 6∈ E(G), o que sempre e´ poss´ıvel pois C e´ maximal.
⇒ (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F
′ ⇒ piij + pikl = pi0, mas de (1) e (3), temos:
piij = pi0 e piij + pikl = pi0 ⇒ pikl = 0 ∀ k 6∈ C e l ∈ I.
(4) (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde i ∈ C, k 6∈ C, j ∈ I, l 6∈ I, e i
e j sa˜o escolhidos de tal forma que ou (i, k) ∈ E(G) e (j, l) ∈ E(H), o que
sempre e´ poss´ıvel se (3.13) for satisfeita, pois I e´ maximal, ou, (i, k) 6∈ E(G) e
(j, l) 6∈ E(H), o que sempre e´ poss´ıvel se (3.14) for satisfeita, pois C e´ maximal
(. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F ′ ⇒ piij + pikl = pi0, mas de (1) e (4), temos:
piij = pi0 e piij + pikl = pi0 ⇒ pikl = 0 ∀ k 6∈ C e l 6∈ I.
(⇒)
Se (3.13) e (3.14) na˜o sa˜o satisfeitas, enta˜o em (4) para algum k e l na˜o seria poss´ıvel
escolher um i tal que (i, k) ∈ E(G) e (j, l) ∈ E(H) ou (i, k) 6∈ E(G) e (j, l) 6∈ E(H).
Portanto, na˜o existe nenhum vetor em F que tenha o valor 1 na posic¸a˜o kl o que e´
equivalente a dizer que no poliedro definido por F existe uma igualdade ykl = 0 e. Sendo
assim, sua dimensa˜o e´ menor que |V (G)| × |V (H)| − 1, logo, na˜o e´ faceta de conv(P ).
Portanto, se (¬(3.13) e ¬(3.14)) a desigualdade (3.11) na˜o representa uma faceta de
conv(P ). 
Como foi demonstrado, as desigualdades (3.11) e (3.12) apesar de mais fortes que (2.4)
e (2.5) - ja´ que sa˜o generalizac¸o˜es destas -, na˜o representam facetas de conv(P ) no caso
geral, mas apenas quando a condic¸a˜o (3.13) ou (3.14) e´ satisfeita. Desta maneira, e´ natural
pensar na possibilidade de encontrar desigualdades que representem facetas quando essas
condic¸o˜es na˜o forem satisfeitas. Analisando a prova acima e´ poss´ıvel perceber que as
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desigualdades podem ser reforc¸adas, utilizando um procedimento de lifting, para os casos
em que as condic¸o˜es (3.13) e (3.14) na˜o sa˜o satisfeitas. O resultado da aplicac¸a˜o destes















yij ≤ 1, ∀ SI(G), ∀ SC(H) (3.16)
onde:
• SC(G) = (C(G0), L(G0), C(G1), L(G1), . . . , C(Gp), L(Gp)), onde:
(1) G0 = G;
(2) C(Gi) e´ clique maximal em Gi, i = 0 . . . p;
(3) L(Gi) = {v ∈ Gi : v 6∈ C(Gi) e ∃ u ∈ C(Gi) com (u, v) ∈ E(Gi)}1, i = 0 . . . p.
Ou seja, L(Gi) e´ o subgrafo formado pelos ve´rtices de V (Gi) que sa˜o adjacentes
a algum ve´rtice de C(Gi). Observe que |C(Gi)| = 1⇒ L(Gi) = ∅;
(4) Gi+1 = Gi − (C(Gi) ∪ L(Gi)), i = 0 . . . p. Isto e´, o grafo Gi+1 e´ obtido re-
movendo de Gi os ve´rtices pertencentes a` C(Gi) e toda vizinhanc¸a de C(Gi)
(que sa˜o os ve´tices em L(Gi)). Perceba que assim, entre todos os ve´rtices de
C(Ga) e C(Gb), com a 6= b, nunca existem arestas (as cliques da sequ¨eˆncia sa˜o
independentes entre si).
• SI(H) = (I(H0), L(H0), I(H1), L(H1), . . . , I(Hq), L(Hq)), onde:
(1) H0 = H ;
(2) I(Hj) e´ IS maximal em Hj, j = 0 . . . q;
(3) L(Hj) = {v ∈ Hj : v 6∈ I(Hj) e ∃ u ∈ I(Hj) com (u, v) 6∈ E(Hj)}2, j = 0 . . . q.
Ou seja, L(Hj) e´ o subgrafo formado pelos ve´rtices de V (Hj) que sa˜o na˜o-
adjacentes a algum ve´rtice de I(Hj). Observe que |I(Hj)| = 1⇒ L(Hj) = ∅;
(4) Hj+1 = Hj − (I(Hj) ∪ L(Hj)), j = 0 . . . q. Isto e´, o grafo Hj+1 e´ obtido
removendo de Hj os ve´rtices pertencentes a` I(Hj) e toda na˜o-vizinhanc¸a de
I(Hj) (que sa˜o os ve´tices em L(Hj)). Perceba que assim, entre todos os ve´rtices
de I(Ha) e I(Hb), com a 6= b, sempre existem arestas (os ISs da sequ¨eˆncia sa˜o
totalmente conectados entre si).
1Logicamente, existe tambe´m u′ ∈ C(Gi) com (u′, v) 6∈ E(Gi), caso contra´rioC(Gi) na˜o seria maximal.
2Neste caso, e´ lo´gico que existe tambe´m u′ ∈ I(Hj) com (u′, v) ∈ E(Hj), caso contra´rio I(Hj) na˜o
seria maximal.
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Aqui tambe´m faz-se conveniente definir os seguintes conjuntos:
• RG = Gmin(|SC(G)|,|SI(H)|). Sendo que R
G 6= ∅ ⇒ RH = ∅;
• RH = Hmin(|SC(G)|,|SI(H)|). Sendo que R
H 6= ∅ ⇒ R G = ∅.
Como ja´ mencionamos, a desigualdade SeqClique-SeqIS e´ um lifting da desigualdade
Clique-IS. Na desigualdade (3.15) o lifting e´ feito da seguinte forma: no grafo G, apo´s
determinar uma clique maximal, determina-se um conjunto de ve´rtices que sa˜o adjacentes
a algum (ou alguns) dos ve´rtices da clique, em seguida, consideramos o subgrafo obtido
excluindo-se esse conjunto de ve´rtices e a clique e enta˜o obtemos uma nova clique maximal.
Este processo e´ repetido, ate´ que na˜o haja mais nenhum subgrafo a considerar. No grafo
H , fazemos o mesmo procedimento, so´ que ao inve´s de cliques consideramos ISs maximais
e ao inve´s de ve´rtices adjacentes aos ve´rtices do IS, consideramos ve´rtices na˜o-adjacentes.
Desta forma, obtemos uma sequ¨eˆncia de cliques no grafo G e uma sequ¨eˆncia de ISs no
grafo H , enta˜o atribu´ımos coeficiente 1 (um) a`s varia´veis relativas ao mapeamento dos
ve´rtices da primeira clique no primeiro IS (essas sa˜o as varia´veis com coeficiente 1 (um)
na desigualdade Clique-IS), depois a`s relativas ao mapeamento dos ve´rtices da segunda
clique no segundo IS e assim sucessivamente ate´ que na˜o haja mais cliques ou ISs. Na
desigualdade (3.16) o lifting e´ feito de forma equivalente.
Perceba que nesta formulac¸a˜o, diferentes sequ¨eˆncias SC(G), SC(H), SI(G) e SI(H)
da˜o origem a diferentes desigualdades dos tipos (3.15) e (3.16). Ate´ mesmo a ordem em que
cada componente destes conjuntos e´ considerada, influencia na forma das desigualdades.
Assim, e´ fa´cil perceber que o nu´mero de desigualdades nesta formulac¸a˜o e´ enorme, no
pior caso, crescendo exponencialmente com o nu´mero de ve´rtices. Entretanto, algumas
das desigualdades deste modelo representam facetas de conv(P ), sob certas condic¸o˜es,
o que provaremos a seguir. No entanto, primeiramente faz-se necessa´rio mostrar que as
desigualdades sa˜o va´lidas para o poliedro do MSIC.
Proposic¸a˜o 3.8 A desigualdade (3.15) e´ va´lida para o poliedro do MSIC.
Prova: Assuma por contradic¸a˜o que (3.15) na˜o e´ va´lida para o poliedro doMSIC. Logo,
deve existir algum ponto naquele poliedro que na˜o satisfaz a desigualdade. Existem dois
casos a considerar.
Caso (1): Duas varia´veis assumem valor 1 (um) com um mesmo valor de h. Se isso
acontecesse, enta˜o, ou um mesmo ve´tice de G seria mapeado em mais de um ve´rtice
de H , ou mais de um ve´rtice de G seria mapeado em um u´nico ve´rtice de H , ou
ainda, um par de ve´rtices adjacentes de G (ve´rtices de C(Gh)) seria mapeado em
um par de ve´rtices na˜o adjacentes de H (ve´rtices de I(Hh)). Contudo isso na˜o e´
poss´ıvel no MSIC.
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Caso (2): Duas varia´veis assumem valor 1 (um) com valores de h diferentes. Se isso acon-
tecesse, enta˜o um par de ve´rtices na˜o adjacentes de G (por construc¸a˜o, as cliques
da sequ¨eˆncia sa˜o independentes entre si) se mapeariam em um par de ve´rtices adja-
centes de H (por construc¸a˜o, os ISs sa˜o totalmente conectados entre si). Todavia,
tal situac¸a˜o na˜o pode acontecer no MSIC.
Portanto, na˜o existe nenhum ponto no poliedro do MSIC que na˜o satisfac¸a a` desi-
gualdade, logo, ela e´ va´lida para o poliedro em questa˜o. 
Agora, considere as seguintes condic¸o˜es:
∀C(Gh) ∈ SC(G), |C(Gh)| > 1 (3.17)
∀I(Hh) ∈ SI(H), |I(Hh)| > 1 (3.18)
Proposic¸a˜o 3.9 Se as condic¸o˜es (3.17) e (3.18) sa˜o satisfeitas, a restric¸a˜o (3.15) repre-









Prova: Consideraremos nesta prova que |SC(G)| < |SI(H)|. Para o outro caso a prova e´
similar. A face definida pela desigualdade (3.15) e´ pro´pria, pois o vetor nulo na˜o pertence
a` face e pertence a conv(P ), e qualquer vetor que possua 0 (zero) em todas as posic¸o˜es
exceto na posic¸a˜o ij : i ∈ C(Gh) e j ∈ I(Hh) pertence a` face.
Seja F ′ = {x ∈ conv(P ) : pix = pi0} e F ⊆ F ′. Agora, pelo teorema de caracterizac¸a˜o
de facetas, se a desigualdade (3.15) representa uma faceta de conv(P ), enta˜o deve existir
uma constante α ∈ R e positiva que satisfaz:
(pi, pi0) = α(γ, 1) onde γij = 1 se i ∈ C(Gh) e j ∈ I(Hh),
h = 0 . . .min(|SC(G)|, |SI(H)|)− 1 e γij = 0, caso contra´rio. Ou seja, devemos mostrar
que pi0 = α e piij = α = pi0 se i ∈ C(Gh) e j ∈ I(Hh), h = 0 . . .min(|SC(G)|, |SI(H)|)− 1
e piij = 0, caso contra´rio.
Para facilitar o acompanhamento e, por conseguinte, o entendimento da prova, a Fi-
gura 3.1 apresenta um diagrama com os tipos de mapeamentos contemplados por cada
caso da prova. Assim, uma reta ligando a clique C(Gh) ao IS I(Hh), por exemplo re-
presenta um mapeamento de um ve´rtice daquela clique em um ve´rtice daquele IS. Os
diferentes tipos de retas utilizados representam os diferentes casos da prova de acordo
com a legenda na figura. A fim de evitar que a imagem ficasse muito carregada, foram
apresentados na figura mapeamentos apenas para o conjunto C(Gh) e L(Gh), no entanto,
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Figura 3.1: Diagrama da prova da proposic¸a˜o 3.9.
Se a desigualdade (3.15) representa uma faceta, enta˜o deve ser poss´ıvel chegar a`s
relac¸o˜es acima utilizando o fato de que F ⊆ F ′, assim, temos:
(1) (. . . , 0, 1ij, 0, . . .) ∈ F , onde i ∈ C(Gh) e j ∈ I(Hh),
h = 0 . . .min(|SC(G)|, |SI(H)|)− 1⇒ (. . . , 0, 1ij, 0, . . .) ∈ F ′ ⇒ piij = pi0.
(2) (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde k ∈ C(Gh), l ∈ I(Hr),
h, r = 0 . . .min(|SC(G)|, |SI(H)|) − 1 e h 6= r, enta˜o, i e´ escolhido em C(Gr) e j
e´ escolhido em I(Hr) (o que sempre e´ poss´ıvel grac¸as a (3.18)) e, portanto, (i, k) 6∈
E(G) e (j, l) 6∈ E(H) ⇒ (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F ′ ⇒ piij + pikl = pi0, mas
de (1) e (2), temos: piij = pi0 e piij + pikl = pi0 ⇒ pikl = 0 ∀ k ∈ C(Gh), l ∈ I(Hr),
h, r = 0 . . .min(|SC(G)|, |SI(H)|)− 1, h 6= r.
(3) (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde k ∈ C(Gh), l ∈ L(Hr),
h, r = 0 . . .min(|SC(G)|, |SI(H)|)− 1, enta˜o, se r ≥ h, j e´ escolhido em I(Hh) de
tal forma que (j, l) ∈ E(H), o que sempre e´ poss´ıvel pois I(Hh) e´ maximal, e i e´
escolhido em C(Gh) (o que e´ poss´ıvel grac¸as a (3.17)) e, portanto, (i, k) ∈ E(G), pois
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os dois ve´rtices pertencem a` mesma clique. Se r < h, enta˜o j e´ escolhido em I(Hr)
de tal forma que (j, l) 6∈ E(H), o que sempre e´ poss´ıvel, pela definic¸a˜o de L(Hr), e i e´
escolhido em C(Gr) e, portanto, (i, k) 6∈ E(G) ⇒ (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈
F ′ ⇒ piij + pikl = pi0, mas de (1) e (3), temos: piij = pi0 e piij + pikl = pi0 ⇒ pikl =
0 ∀ k ∈ C(Gh), l ∈ L(Hr), h, r = 0 . . .min(|SC(G)|, |SI(H)|)− 1.
(4) (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde k ∈ L(Gr), l ∈ I(Hh),
h, r = 0 . . .min(|SC(G)|, |SI(H)|)− 1, enta˜o, se r ≥ h, i e´ escolhido em C(Gh) de
tal forma que (i, k) 6∈ E(G), o que sempre e´ poss´ıvel pois C(Gh) e´ maximal, e j e´
escolhido em I(Hh) (o que e´ poss´ıvel grac¸as a (3.18)) e, portanto, (j, l) 6∈ E(H), pois
os dois ve´rtices pertencem ao mesmo IS. Se r < h, enta˜o i e´ escolhido em C(Gr) de
tal forma que (i, k) ∈ E(G), o que sempre e´ poss´ıvel, pela definic¸a˜o de L(Gr), e j e´
escolhido em I(Hr) e, portanto, (j, l) ∈ E(H) ⇒ (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈
F ′ ⇒ piij + pikl = pi0, mas de (1) e (4), temos: piij = pi0 e piij + pikl = pi0 ⇒ pikl =
0 ∀ k ∈ L(Gr), l ∈ I(Hh), h, r = 0 . . .min(|SC(G)|, |SI(H)|)− 1.
(5) (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde k ∈ L(Gh), l ∈ L(Hr),
h, r = 0 . . .min(|SC(G)|, |SI(H)|)− 1, enta˜o, se h ≤ r, i e´ escolhido em C(Gh) de
tal forma que (i, k) ∈ E(G), o que sempre e´ poss´ıvel, de outra forma, k faria parte de
alguma das cliques da sequ¨eˆncia e j e´ escolhido em I(Hh) de forma que (j, l) ∈ E(H),
o que sempre e´ poss´ıvel porque I(Hh) e´ maximal. Se h > r, enta˜o j e´ escolhido
em I(Hr) de tal forma que (j, l) 6∈ E(H), o que sempre e´ poss´ıvel, pela definic¸a˜o de
L(Gh), e i e´ escolhido de C(Gr) de forma que (i, k) 6∈ E(G), o que sempre e´ poss´ıvel,
pois C(Gr) e´ maximal⇒ (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F ′ ⇒ piij+pikl = pi0, mas
de (1) e (5), temos: piij = pi0 e piij + pikl = pi0 ⇒ pikl = 0 ∀ k ∈ L(Gh), l ∈ L(Hr),
h, r = 0 . . .min(|SC(G)|, |SI(H)|)− 1.
(6) (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde k ∈ C(Gh),
h = 0 . . .min(|SC(G)|, |SI(H)|) − 1, l ∈ RH , enta˜o i e´ escolhido em C(Gh) e,
portanto, (i, k) ∈ E(G) e j e´ escolhido em I(Hh) e, portanto, (j, l) ∈ E(H), caso
contra´rio, l pertenceria a I(Hh) ou a L(Hh) ⇒ (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈
F ′ ⇒ piij + pikl = pi0, mas de (1) e (6), temos: piij = pi0 e piij + pikl = pi0 ⇒ pikl =
0 ∀ k ∈ C(Gh), h = 0 . . .min(|SC(G)|, |SI(H)|)− 1, l ∈ RH .
(7) (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde k ∈ L(Gh),
h = 0 . . .min(|SC(G)|, |SI(H)|)− 1, l ∈ RH , enta˜o i e´ escolhido em C(Gh) de tal
forma que (i, k) ∈ E(G) e j e´ escolhido em I(Hh) e, portanto, (j, l) ∈ E(H), caso
contra´rio, l pertenceria a I(Hh) ou a L(Hh) ⇒ (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈
F ′ ⇒ piij + pikl = pi0, mas de (1) e (7), temos: piij = pi0 e piij + pikl = pi0 ⇒ pikl =
0 ∀ k ∈ L(Gh), h = 0 . . .min(|SC(G)|, |SI(H)|)− 1, l ∈ RH .
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
Para a desigualdade (3.16) a ide´ia da prova e´ exatamente a mesma.
Como as desigualdades (3.15) e (3.16) necessitam de condic¸o˜es para que representem
facetas, seria interessante encontrar desigualdades que representem facetas quando aquelas
condic¸o˜es na˜o sa˜o satisfeitas. Seguindo esse racioc´ınio e aplicando procedimentos de
lifting sobre as varia´veis que aparecem quando as condic¸o˜es na˜o sa˜o satisfeitas, obtivemos
restric¸o˜es ainda mais fortes que representam facetas de conv(P ). Estas novas restric¸o˜es
que chamamos de LiftSeqClique-SeqIS sa˜o apresentadas a seguir:
min(|SC(G)|,|SI(H)|)−1∑

































∀ SC(G), ∀ SI(H),
min(|SI(G)|,|SC(H)|)−1∑

































∀ SC(H), ∀ SI(G)
onde:
• MC(G) e´ o conjunto dos ve´rtices das cliques da sequencia que teˆm tamanho 1 (um)
no grafo G.
• MI(H) e´ o conjunto dos ve´rtices dos ISs da sequencia que teˆm tamanho 1 (um) no
grafo H .
• mci(G) = {k ∈ N : k < min(|SC|, |SI|) ∧ |C(Gk)| = 1}, isto e´, o conjunto dos
ı´ndices da sequ¨eˆncia cujas cliques teˆm tamanho 1 (um) no grafo G.
• mii(H) = {k ∈ N : k < min(|SC|, |SI|) ∧ |I(Hk)| = 1}, isto e´, o conjunto dos
ı´ndices da sequ¨eˆncia cujos ISs teˆm tamanho 1 (um) no grafo H .
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• F (Gr) ⊆ L(Gr), r ∈ mii(H). F (Gr) e´ maximal e satisfaz as seguintes propriedades:
– ∀ (u, v), u ∈ F (Gr), v ∈ C(Gs), (u, v) 6∈ E(G), r ∈ mii(H), s = r +
1 . . .min(|SC|, |SI|) − 1. Isto e´, os ve´rtices pertencentes a F (Gr) sa˜o na˜o-
adjacentes a todos os ve´rtices das cliques da sequ¨eˆncia em G com ı´ndice maior
que r;
– ∀ (u, v), u ∈ F (Gr), v ∈ F (Gs), r 6= s, (u, v) 6∈ E(G), r, s ∈ mii(H). Ou seja,
os ve´rtices de F (Gr) e F (Gs) para quaisquer r e s distintos, sa˜o na˜o-adjacentes.
Perceba que nada e´ dito sobre os ve´rtices dentro de um determinado F (Gr); e
– Is(RG) e´ um conjunto independente de ve´rtices em RG t.q. ∀ (u, v), u ∈ F (Gr),
∀ r ∈ mii(H), v ∈ Is(RG), (u, v) 6∈ E(G) e Is(RG) e´ maximal satisfazendo as
propriedades anteriores. Ou seja, existe um conjunto independente de ve´rtices
em RG tal que todos os ve´rtices de F (Gr), para todo r, sa˜o na˜o-adjacentes
a todos os ve´rtices deste conjunto. Ale´m disso, esse conjunto e´ maximal com
respeito a esta u´ltima propriedade.
• F (Hr) ⊆ L(Hr), r ∈ mci(G). F (Hr) e´ maximal e satisfaz as seguintes propriedades:
– ∀ (u, v), u ∈ F (Hr), v ∈ I(Hs), (u, v) ∈ E(H), r ∈ mci(G), s = r +
1 . . .min(|SC|, |SI|) − 1. Isto e´, os ve´rtices pertencentes a F (Hr) sa˜o adja-
centes a todos os ve´rtices dos ISs da sequ¨eˆncia em H com ı´ndice maior que
r;
– ∀ (u, v), u ∈ F (Hr), v ∈ F (Hs), r 6= s, (u, v) ∈ E(H), r, s ∈ mci(G). Ou seja,
os ve´rtices de F (Hr) e F (Hs) para quaisquer r e s distintos, sa˜o adjacentes.
Perceba que nada e´ dito sobre os ve´rtices dentro de um determinado F (Hr); e
– Cl(RH) e´ uma clique em RH t.q. ∀ (u, v), u ∈ F (Hr), ∀ r ∈ mci(G),
v ∈ Cl(RH), (u, v) ∈ E(H) e Cl(RH) e´ maximal satisfazendo as proprieda-
des anteriores. Ou seja, existe uma clique em RH tal que todos os ve´rtices de
F (Hr), para todo r, sa˜o adjacentes a todos os ve´rtices deste conjunto. Ale´m
disso, esse conjunto e´ maximal com respeito a esta u´ltima propriedade.
Os demais conjuntos e s´ımbolos sa˜o definidos como anteriormente para as desigualda-
des (3.15) e (3.16).
Proposic¸a˜o 3.10 A desigualdade (3.19) e´ va´lida para o poliedro do MSIC.
Prova: Primeiramente devemos notar que o terceiro e o quarto termo do somato´rio sa˜o
mutuamente excludentes (RH 6= ∅ ⇒ RG = ∅ e vice-versa). Considere que o nu´mero de
ISs da sequ¨eˆncia e´ maior que o nu´mero de cliques, portanto, o quarto termo do somato´rio
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e´ vazio. Agora assuma por contradic¸a˜o que (3.19) na˜o e´ va´lida para o poliedro doMSIC.
Logo, deve existir algum ponto naquele poliedro que na˜o satisfaz a` desigualdade. Iremos
desconsiderar os casos em que alguma restric¸a˜o de mapeamento u´nico poderia ser violada:
Caso (1): Duas varia´veis assumem valor 1 (um) com valores de h diferentes no primeiro
somato´rio. Se isso acontecesse, enta˜o um par de ve´rtices na˜o-adjacentes de G (por
construc¸a˜o, as cliques da sequ¨eˆncia sa˜o independentes entre si) se mapeariam em um
par de ve´rtices adjacentes de H (por construc¸a˜o, os ISs sa˜o totalmente conectados
entre si). Todavia, tal situac¸a˜o na˜o pode acontecer no MSIC.
Caso (2): Duas varia´veis assumem valor 1 (um) com valores de h diferentes no quinto ou
sexto somato´rio. Se isso acontecesse, assim como no primeiro caso, enta˜o um par
de ve´rtices na˜o adjacentes de G (as cliques de tamanho 1 (um) sa˜o na˜o-adjacentes,
assim como os ve´rtices de dois conjuntos F (Gr) e F (Gs) com r 6= s) se mapeariam
em um par de ve´rtices adjacentes de H (os ISs de tamanho 1 (um) sa˜o adjacentes,
assim como os ve´rtices de dois conjuntos F (Hr) e F (Hs) com r 6= s). Logo, essa
situac¸a˜o na˜o pode ocorrer pois viola a definic¸a˜o do MSIC.
Caso (3): Duas varia´veis assumem valor 1 (um) em algum dos demais somato´rios. O
conjunto MC(G) forma um IS e o conjunto MI(H) forma uma clique e em todos
os somato´rios sa˜o considerados os mapeamentos desses conjuntos em conjuntos que
sa˜o totalmente conectados entre si ou totalmente desconectados entre si, respectiva-
mente, portanto, um ponto do poliedro do MSIC nas condic¸o˜es especificadas teria
uma aresta mapeada em uma na˜o-aresta, mas pela definic¸a˜o do MSIC esse ponto
na˜o pertence ao poliedro, o que e´ uma contradic¸a˜o.
Caso (4): Mais de uma varia´vel assume valor 1 (um) em somato´rios diferentes. Quais-
quer duas varia´veis pertencentes a somato´rios diferentes sa˜o relativas a ve´rtices
na˜o-adjacentes de G e a ve´rtices adjacentes de H 3, portanto, qualquer ponto nas
condic¸o˜es especificadas mapeia uma aresta em uma na˜o-aresta e, portanto, na˜o faz
parte do poliedro do MSIC.
Portanto, na˜o existe nenhum ponto no poliedro do MSIC que na˜o satisfac¸a a desi-
gualdade, logo, ela e´ va´lida para o poliedro em questa˜o. 
Agora, considere as seguintes condic¸o˜es:
3Exceto, possivelmente, varia´veis relativas a ve´rtices de algum F (Gr) e C(Gr) que podem ser adja-
centes. No entanto, essas varia´veis so´ teˆm coeficiente 1 (um) quando |I(Hr)| = 1 e, neste caso, se as
duas varia´veis assumissem valor 1 (um) simultaneamente, haveriam dois ve´rtices de G mapeados em um
u´nico ve´rtice de H . Uma situac¸a˜o similar pode ocorrer com algum F (Hr) e I(Hr), pore´m, neste caso, os
ve´rtices seriam na˜o-adjacentes.
32 Cap´ıtulo 3. Estudo Teo´rico do Poliedro do Ma´ximo Subgrafo Induzido Comum
|MC(G)| > 1 (3.21)
|MI(H)| > 1 (3.22)
Proposic¸a˜o 3.11 Se as condic¸o˜es (3.21) e (3.22) sa˜o satisfeitas, a restric¸a˜o (3.19) repre-
senta uma faceta F = {x ∈ conv(P ) :
∑min(|SC(G)|,|SI(H)|)−1

























ykl = 1} de conv(P ).
Prova: Consideraremos nesta prova que |SC(G)| < |SI(H)| (Neste caso o quarto
somato´rio desaparece). Para o outro caso a prova e´ similar. A face definida pela desi-
gualdade (3.19) e´ pro´pria, pois o vetor nulo na˜o pertence a` face e pertence a conv(P ), e
qualquer vetor que possua 0 (zero) em todas as posic¸o˜es exceto na posic¸a˜o ij : i ∈ C(Gh)
e j ∈ I(Hh), para algum h = 0 . . .min(|SC(G)|, |SI(H)|)− 1 pertencem a` face, portanto,
a face e´ pro´pria.
Seja F ′ = {x ∈ conv(P ) : pix = pi0} e F ⊆ F
′. Agora, pelo teorema de caracterizac¸a˜o
de facetas, se a desigualdade (3.19) representa uma faceta de conv(P ), enta˜o deve existir
uma constante α ∈ R e positiva que satisfaz:
(pi, pi0) = α(γ, 1) onde γij = 1 se a varia´vel yij possui coeficiente 1 (um) em F e γij = 0,
caso contra´rio. Ou seja, devemos mostrar que pi0 = α e piij = α = pi0 se a varia´vel yij
possui coeficiente 1 (um) em F e piij = 0, caso contra´rio.
Para facilitar o acompanhamento e, por conseguinte, o entendimento da prova, as
Figura 3.2 e Figura 3.3 apresentam diagramas com os tipos de mapeamentos contemplados
por cada caso da prova. Assim, como na prova da Proposic¸a˜o 3.9 uma reta ligando a clique
C(Gh) ao IS I(Hh), por exemplo, representa um mapeamento de um ve´rtice daquela clique
em um ve´rtice daquele IS. Tambe´m como na prova anterior, os diferentes tipos de retas
utilizados representam os diferentes casos da prova de acordo com a legenda na figura.
Para esta prova, a figura foi dividida em duas para facilitar a vizualizac¸a˜o e mostrar todos
os casos. A Figura 3.2 mostra casos de mapeamentos de ve´rtices de uma clique com mais
de um ve´rtice nos conjuntos da sequ¨eˆncia do outro grafo, enquanto a Figura 3.3 mostra
casos de mapeamentos para uma clique com um u´nico ve´rtice.
Se a desigualdade (3.19) representa uma faceta, enta˜o deve ser poss´ıvel chegar a`s
relac¸o˜es acima utilizando o fato de que F ⊆ F ′, assim, temos:
(1) (. . . , 0, 1ij, 0, . . .) ∈ F , onde ij corresponde a alguma posic¸a˜o em que a varia´vel yij
possui coeficiente 1 (um) em F ⇒ (. . . , 0, 1ij, 0, . . .) ∈ F ′ ⇒ piij = pi0.
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Figura 3.2: Diagrama parcial da prova da Proposic¸a˜o 3.11.















2|C(G )| = 1
h|I(H )| = 1
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Figura 3.3: Diagrama parcial da prova da Proposic¸a˜o 3.11.
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(2) (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde k ∈ C(Gh), k 6∈ MC(G), l ∈ I(Hr),
h, r = 0 . . .min(|SC(G)|, |SI(H)|)− 1 e h 6= r, enta˜o, i e´ escolhido em C(Gh) \ {k}
e j e´ escolhido em I(Hh) e, portanto, (i, k) ∈ E(G) e (j, l) ∈ E(H) ⇒
(. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F ′ ⇒ piij + pikl = pi0, mas de (1) e (2), temos:
piij = pi0 e piij + pikl = pi0 ⇒ pikl = 0 ∀ k ∈ C(Gh), k 6∈ MC(G), l ∈ I(Hr),
h, r = 0 . . .min(|SC(G)|, |SI(H)|)− 1, h 6= r.
(3) (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde k ∈ C(Gh), l ∈ I(Hr), l 6∈MI(H),
h, r = 0 . . .min(|SC(G)|, |SI(H)|)− 1 e h 6= r, enta˜o, i e´ escolhido em C(Gr) e j e´
escolhido em I(Hr) \ {l} e, portanto, (i, k) 6∈ E(G) e (j, l) 6∈ E(H) ⇒
(. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F ′ ⇒ piij + pikl = pi0, mas de (1) e (3), temos:
piij = pi0 e piij + pikl = pi0 ⇒ pikl = 0 ∀ k ∈ C(Gh), l ∈ I(Hr), l 6∈ MI(H),
h, r = 0 . . .min(|SC(G)|, |SI(H)|)− 1, h 6= r.
(4) (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde k ∈ C(Gh), k 6∈ MC(G), l ∈ L(Hr),
h, r = 0 . . .min(|SC(G)|, |SI(H)|)− 1, enta˜o, se r ≥ h, j e´ escolhido em I(Hh) de
tal forma que (j, l) ∈ E(H), o que sempre e´ poss´ıvel pois I(Hh) e´ maximal, e i e´
escolhido em C(Gh)\{k} e, portanto, (i, k) ∈ E(G), pois os dois ve´rtices pertencem a`
mesma clique. Se r < h, enta˜o j e´ escolhido em I(Hr) de tal forma que (j, l) 6∈ E(H),
o que sempre e´ poss´ıvel, pois, pela definic¸a˜o de L(Hr), tal j deve existir, e i e´
escolhido em C(Gr) e, portanto, (i, k) 6∈ E(G) ⇒ (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈
F ′ ⇒ piij + pikl = pi0, mas de (1) e (4), temos: piij = pi0 e piij + pikl = pi0 ⇒ pikl =
0 ∀ k ∈ C(Gh), k 6∈MC(G), l ∈ L(Hr), h, r = 0 . . .min(|SC(G)|, |SI(H)|)− 1.
(5) (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde k ∈ L(Gr), l ∈ I(Hh), l 6∈MI(H), h, r =
0 . . .min(|SC(G)|, |SI(H)|)−1, enta˜o, se r ≥ h, i e´ escolhido em C(Gh) de tal forma
que (i, k) 6∈ E(G), o que sempre e´ poss´ıvel pois C(Gh) e´ maximal, e j e´ escolhido em
I(Hh) \ {l} e, portanto, (j, l) 6∈ E(H), pois os dois ve´rtices pertencem ao mesmo IS.
Se r < h, enta˜o i e´ escolhido em C(Gr) de tal forma que (i, k) ∈ E(G), o que sempre
e´ poss´ıvel, pois, pela definic¸a˜o de L(Gr), tal i deve existir, e j e´ escolhido em I(Hr)
e, portanto, (j, l) ∈ E(H) ⇒ (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F
′ ⇒ piij + pikl = pi0,
mas de (1) e (5), temos: piij = pi0 e piij +pikl = pi0 ⇒ pikl = 0 ∀ k ∈ L(Gr), l ∈ I(Hh),
l 6∈MI(H), h, r = 0 . . .min(|SC(G)|, |SI(H)|)− 1.
(6) (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde k ∈ L(Gh), l ∈ L(Hr),
h, r = 0 . . .min(|SC(G)|, |SI(H)|)−1. Se h ≤ r, i e´ escolhido em C(Gh) de tal forma
que (i, k) ∈ E(G), o que sempre e´ poss´ıvel, pois, pela definic¸a˜o de L(Gh), tal i sempre
existe e j e´ escolhido em I(Hh) de forma que (j, l) ∈ E(H), o que sempre e´ poss´ıvel
porque I(Hh) e´ maximal. Se h > r, enta˜o j e´ escolhido em I(Hr) de tal forma que
(j, l) 6∈ E(H), o que sempre e´ poss´ıvel, pois, pela definic¸a˜o de L(Hr), tal j sempre
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existe, e i e´ escolhido de C(Gr) de forma que (i, k) 6∈ E(G), o que sempre e´ poss´ıvel,
pois C(Gr) e´ maximal⇒ (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F ′ ⇒ piij+pikl = pi0, mas
de (1) e (6), temos: piij = pi0 e piij + pikl = pi0 ⇒ pikl = 0 ∀ k ∈ L(Gh), l ∈ L(Hr),
h, r = 0 . . .min(|SC(G)|, |SI(H)|)− 1.
(7) (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde k ∈ C(Gh), k 6∈MC(G),
h = 0 . . .min(|SC(G)|, |SI(H)|) − 1, l ∈ RH , enta˜o, i e´ escolhido em C(Gh) \ {k}
e, portanto, (i, k) ∈ E(G) e j e´ escolhido em I(Hh) e, portanto, (j, l) ∈ E(H), caso
contra´rio, l pertenceria a I(Hh) ou a L(Hh) ⇒ (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈
F ′ ⇒ piij + pikl = pi0, mas de (1) e (8), temos: piij = pi0 e piij + pikl = pi0 ⇒ pikl =
0 ∀ k ∈ C(Gh), k 6∈MC(G), h = 0 . . .min(|SC(G)|, |SI(H)|)− 1, l ∈ C(R
H).
(8) (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde k ∈ L(Gh),
h = 0 . . .min(|SC(G)|, |SI(H)|)− 1, l ∈ RH , enta˜o i e´ escolhido em C(Gh) de tal
forma que (i, k) ∈ E(G) e j e´ escolhido em I(Hh) e, portanto, (j, l) ∈ E(H), caso
contra´rio, l pertenceria a I(Hh) ou a L(Hh) ⇒ (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈
F ′ ⇒ piij + pikl = pi0, mas de (1) e (8), temos: piij = pi0 e piij + pikl = pi0 ⇒ pikl =
0 ∀ k ∈ L(Gh), h = 0 . . .min(|SC(G)|, |SI(H)|)− 1, l ∈ RH
(9) (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde k ∈ C(Gh), k ∈ MC(G), l ∈ L(Hh) \
F (Hh), h = 0 . . .min(|SC(G)|, |SI(H)|)− 1, enta˜o j e´ escolhido em I(Hs), s > h,
ou em F (Ht), t ∈ mci(G) e t < h de tal forma que (j, l) 6∈ E(H) e i e´ escolhido
em C(Gs) ou em C(Gt) (dependendo da escolha do j) e, portanto, (i, k) 6∈ E(G)
⇒ (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F ′ ⇒ piij + pikl = pi0, mas de (1) e (9), temos:
piij = pi0 e piij + pikl = pi0 ⇒ pikl = 0 ∀ k ∈ C(Gh), k ∈ MC(G), l ∈ L(Hh),
l 6∈ F (Hh), h = 0 . . .min(|SC(G)|, |SI(H)|)− 1.
(10) (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde k ∈ L(Gh \ F (Gh)), l ∈ I(Hh), l ∈
MI(H), h = 0 . . .min(|SC(G)|, |SI(H)|)− 1, enta˜o i e´ escolhido em C(Gs), s > h,
ou em F (Ht), t ∈ mii(H) e t < h de tal forma que (i, k) ∈ E(G) e j e´ escolhido
em I(Hs) ou em I(Ht) (dependendo da escolha do i) e, portanto, (j, l) ∈ E(H)
⇒ (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F ′ ⇒ piij + pikl = pi0, mas de (1) e (10), temos:
piij = pi0 e piij +pikl = pi0 ⇒ pikl = 0 ∀ k ∈ L(Gh), k 6∈ F (Gh), l ∈ I(Hh), l ∈MI(H),
h = 0 . . .min(|SC(G)|, |SI(H)|)− 1.
(11) (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde k ∈ C(Gh), k ∈ MC(G), l ∈ L(Hr),
h, r = 0 . . .min(|SC(G)|, |SI(H)|) − 1, h 6= r, enta˜o j e´ escolhido em I(Hr) de
tal forma que (j, l) 6∈ E(H), o que sempre e´ poss´ıvel, pois, pela definic¸a˜o de
L(Hr), sempre existe tal j, e i e´ escolhido em C(Gr) e, portanto, (i, k) 6∈ E(G)
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⇒ (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F ′ ⇒ piij + pikl = pi0, mas de (1) e (11), te-
mos: piij = pi0 e piij + pikl = pi0 ⇒ pikl = 0 ∀ k ∈ C(Gh), k ∈ MC(G), l ∈ L(Hr),
h, r = 0 . . .min(|SC(G)|, |SI(H)|)− 1, h 6= r.
(12) (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde k ∈ L(Gr), l ∈ I(Hh), l ∈ MI(H),
h, r = 0 . . .min(|SC(G)|, |SI(H)|) − 1, h 6= r, enta˜o i e´ escolhido em C(Gr) de
tal forma que (i, k) ∈ E(G), o que sempre e´ poss´ıvel, pois, pela definic¸a˜o de
L(Gr), tal i sempre existe, e j e´ escolhido em I(Hr) e, portanto, (j, l) ∈ E(H)
⇒ (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F ′ ⇒ piij + pikl = pi0, mas de (1) e (12), te-
mos: piij = pi0 e piij + pikl = pi0 ⇒ pikl = 0 ∀ k ∈ L(Gr), l ∈ I(Hh), l ∈ MI(H),
h, r = 0 . . .min(|SC(G)|, |SI(H)|)− 1, h 6= r.
(13) (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F , onde k ∈ C(Gh), k ∈MC(G),
h = 0 . . .min(|SC(G)|, |SI(H)|) − 1, l ∈ RH \ Cl(RH), enta˜o, j e´ escolhido em
Cl(RH) ou F (Hr) de tal forma que (j, l) 6∈ E(H) e i e´ escolhido em C(Gr),
r ∈ mci(G) (o que sempre e´ poss´ıvel grac¸as a (3.21)) e, portanto, (i, k) 6∈ E(G)
⇒ (. . . , 0, 1ij, . . . , 0, . . . , 1kl, 0, . . .) ∈ F ′ ⇒ piij + pikl = pi0, mas de (1) e (13),
temos: piij = pi0 e piij + pikl = pi0 ⇒ pikl = 0 ∀ k ∈ C(Gh), k ∈ MC(G),
h = 0 . . .min(|SC(G)|, |SI(H)|)− 1, l ∈ RH \ Cl(RH).

Para a desigualdade (3.20) a ide´ia da prova e´ exatamente a mesma.
Quando temos |MC(G)| = 1, |MI(H)| = 1, |MI(G)| = 1 ou |MC(H)| = 1, as de-
sigualdades (3.19) e (3.20) sa˜o modificadas de modo que o terceiro e quarto termos do













A prova da validade dessas desigualdades e´ ideˆntica a` prova da Proposic¸a˜o 3.10 e a
prova de que essas desigualdades representam facetas e´ muito similar a prova da Pro-
posic¸a˜o 3.11, exceto pelo caso (13) que deixaria de existir porque ele seria contemplado
pelo caso (1).
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3.3 Outras desigualdades va´lidas fortes
Ale´m das desigualdades apresentadas, fomos capazes de encontrar outras desigualdades
va´lidas para o poliedro do MSIC. Estas outras desigualdades sa˜o obtidas a partir de
















































yij ≤ k, ∀ OA(G), |OA(G)| = 2k + 1, k > 1, ∀ C(H), |C(H)| > k
(3.34)
onde:
• C(G) e´ uma clique maximal no grafo G;
• I(G) e´ um IS maximal no grafo G;
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• OH(G) e´ um Odd-Hole no grafo G; e
• OA(G) e´ um Odd-Antihole no grafo G.
A prova que a desigualdade (3.27) e´ va´lida para o poliedro do MSIC e´ trivial, pois a
maior clique que existe em um Odd-Hole tem tamanho 2. Para as desigualdades (3.28),
(3.29) e (3.30) as provas seguem a mesma ide´ia. Perceba que a desigualdade (3.27) foi
definida para |C(G)| ≥ 3. Embora essa desigualdade seja va´lida para |C(G)| ≥ 2, se
definida dessa forma, ela na˜o representaria uma faceta de conv(P ) ∩ {x ∈ B|V (G)×V (H)| :
xij = 0 ∀ i 6∈ C(G) ∨ j 6∈ OH(H)}, pois, poderia ser obtida a partir de uma combinac¸a˜o
linear das desigualdades
∑
j∈OH(H) yij ≤ 1, ∀ i ∈ C(G). Efeito semelhante ocorre nas
demais desigualdades definidas acima.
Proposic¸a˜o 3.12 A desigualdade (3.27) representa uma faceta F = {x ∈ conv(P ) :∑
i∈C(G)
∑
j∈OH(H) yij = 2} de conv(P ) ∩ {x ∈ B
|V (G)×V (H)| : xij = 0 ∀ i 6∈ C(G) ∨ j 6∈
OH(H)}.
Prova: A face definida pela desigualdade (3.27) e´ pro´pria, pois o vetor nulo na˜o pertence
a` face e pertence a conv(P ), e qualquer vetor que possua 0 (zero) em todas as posic¸o˜es
exceto nas posic¸o˜es ij e uv : i, u ∈ C(G) e j, v ∈ OH(H), (j, v) ∈ E(H) pertence a` face.
Seja F ′ = {x ∈ conv(P ) : pix = pi0} e F ⊆ F ′. Agora, pelo teorema de caracterizac¸a˜o
de facetas, se a desigualdade (3.27) representa uma faceta de conv(P ), enta˜o deve existir
uma constante positiva α ∈ R que satisfaz:
(pi, pi0) = α(γ, 2) onde γij = 1 ∀ i ∈ C(G) e j ∈ OH(H). Ou seja, devemos mostrar
que pi0 = 2α e piij = α = pi0/2 ∀ i ∈ C(G) e j ∈ OH(H).
Se a desigualdade (3.27) representa uma faceta, enta˜o deve ser poss´ıvel chegar a`s
relac¸o˜es acima utilizando o fato de que F ⊆ F ′, assim, temos:
(1) (. . . , 0, 1ij, 0, . . . , 0, 1uv, 0. . . .) ∈ F , onde i, u ∈ C(G), j, v ∈ OH(H) e (j, v) ∈
E(H) ⇒ (. . . , 0, 1ij, 0, . . . , 0, 1uv, 0, . . .) ∈ F ′ ⇒ piij + piuv = pi0 ∀ i, u ∈ C(G),
j, v ∈ OH(H) e (j, v) ∈ E(H).
Suponhamos uma ordem para os ve´rtices de OH(H) de forma que o primeiro ve´rtice
seja escolhido arbitrariamente e o ve´rtice na posic¸a˜o p deve ser adjacente aos ve´rtices nas
posic¸o˜es (p− 1) mod (2k + 1) e (p+ 1) mod (2k + 1).
Chamemos de posic¸a˜o ip do vetor que representa um ponto de P , a posic¸a˜o correspon-
dente a` varia´vel que representa o mapeamento do ve´rtice i ∈ V (G) no ve´rtice de OH(H)
que recebeu a posic¸a˜o p na ordem de OH(H). Sejam i, k e h ∈ C(G)
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Assim, de (1) sabemos que:
pii0 + piu1 = pi0 ∧ piu1 + pii2 = pi0 ⇒ pii0 = pii2
pii1 + piu2 = pi0 ∧ piu2 + pii3 = pi0 ⇒ pii1 = pii3
pii2k−1 + piu2k = pi0 ∧ piu2k + pii0 = pi0 ⇒ pii2k−1 = pii0 ⇒
pii0 = pii1 = pii2 = . . . = pii2k = pii0
Sendo w ∈ C(G) \ {i, u}, temos tambe´m que:
pii0 + piu1 = pi0 ∧ piu1 + piw2 = pi0 ⇒ pii0 = piw2
pii0 + piw1 = pi0 ∧ piw1 + piu2 = pi0 ⇒ pii0 = piu2
Como podemos obter o mesmo resultado que obtivemos para os piip, com p = 0 . . . 2k
para os piup, com p = 0 . . . 2k e para os piwp, com p = 0 . . . 2k, temos que piip = piuq = piwr,
com p, q, r = 0 . . . 2k. Ou seja, piij = α ∀ i ∈ C(G) e j ∈ OH(H) e pi0 = 2α. 
Neste trabalho na˜o investigamos quais seriam as condic¸o˜es necessa´rias e suficientes
para que (3.27) defina uma faceta de conv(P ) no caso geral. Possivelmente, operac¸o˜es
de lifting podera˜o ser aplicadas mostrando que a face definida pela desigualdade (3.27)
ainda tem dimensa˜o muito baixa.
Provas e concluso˜es semelhantes podem ser obtidas para as desigualdades (3.28), (3.29)
e (3.30).
Proposic¸a˜o 3.13 A desigualdade (3.31) e´ va´lida para o poliedro do MSIC.
Prova: Suponha para o propo´sito de se obter uma contradic¸a˜o que (3.31) na˜o e´ va´lida
para o poliedro do MSIC. Para isso acontecer e´ preciso que exista um IS maior que k
em OH(H). Logo, existe um IS de tamanho k + 1 em OH(H). Como OH(H) possui
2k + 1 ve´rtices enta˜o existem k ve´rtices que na˜o fazem parte do IS, mas sabemos que
todos os ve´rtices de OH(H) tem grau 2 e que OH(H) possui 2k + 1 arestas, pois e´ um
Odd-Hole. Sabemos tambe´m que os ve´rtices do IS na˜o possuem nenhuma aresta entre
si e cada ve´rtice que na˜o faz parte do IS e´ incidido por duas arestas que podem fazeˆ-los
adjacentes a ve´rtices do IS ou a outros ve´rtices que na˜o esta˜o no IS. Se todas as arestas
conectam ve´rtices que esta˜o no IS a ve´rtices que na˜o esta˜o no IS, enta˜o o grafo tem 2k
arestas. Se alguma das arestas conecta dois ve´rtices que na˜o esta˜o no IS, enta˜o o grafo
tem menos que 2k arestas. Como um Odd-hole tem 2k + 1 arestas, significa que o grafo
na˜o e´ um Odd-hole e, portanto, temos uma contradic¸a˜o. Logo, na˜o pode existir um IS
maior que k em OH(H) e a desigualdade e´ va´lida. 
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Proposic¸a˜o 3.14 A desigualdade (3.31) representa uma faceta F = {x ∈ conv(P ) :∑
i∈I(G)
∑
j∈OH(H) yij = k} de conv(P ) ∩ {x ∈ B
|V (G)×V (H)| : xij = 0 ∀ i 6∈ I(G) ∨ j 6∈
OH(H)}.
Prova: A face definida pela desigualdade (3.31) e´ pro´pria, pois o vetor nulo na˜o pertence
a` face e pertence a conv(P ), e qualquer vetor que possua 0 (zero) em todas as posic¸o˜es
exceto nas posic¸o˜es i1j1, i2j2 . . ., ikjk : ir ∈ I(G), r = 1 . . . k e js ∈ OH(H), s = 1 . . . k,
(jp, jq) 6∈ E(H) ∀ p, q ∈ {1 . . . k} pertence a` face.
Seja F ′ = {x ∈ conv(P ) : pix = pi0} e F ⊆ F ′. Agora, pelo teorema de caracterizac¸a˜o
de facetas, se a desigualdade (3.31) representa uma faceta de conv(P ), enta˜o deve existir
uma constante α ∈ R e positiva que satisfaz:
(pi, pi0) = α(γ, k) onde γij = 1 ∀ i ∈ I(G) e j ∈ OH(H). Ou seja, devemos mostrar
que pi0 = kα e piij = α = pi0/k ∀ i ∈ I(G) e j ∈ OH(H).
Se a desigualdade (3.31) representa uma faceta, enta˜o deve ser poss´ıvel chegar a`s
relac¸o˜es acima utilizando o fato de que F ⊆ F ′, assim, temos:
(1) (. . . , 0, 1i1j1, 0, . . . , 0, 1i2j2, 0, . . . , 0, 1ikjk , 0, . . .) ∈ F , onde ir ∈ I(G), r = 1 . . . k, js ∈
OH(H), s = 1 . . . k, (jp, jq) 6∈ E(H) ∀ p, q ∈ {1 . . . k} ⇒
(. . . , 0, 1i1j1, 0, . . . , 0, 1i2j2, 0, . . . , 0, 1ikjk , 0, . . .) ∈ F
′ ⇒ pii1j1 + pii2j2 + . . . + piikjk =
pi0 ∀ ir ∈ I(G), r = 1 . . . k, js ∈ OH(H), s = 1 . . . k, (jp, jq) 6∈ E(H).
Suponhamos uma ordem para os ve´rtices de OH(H) de forma que o primeiro ve´rtice
seja escolhido arbitrariamente e o ve´rtice na posic¸a˜o p deve ser adjacente aos ve´rtices nas
posic¸o˜es (p− 1) mod (2k + 1) e (p+ 1) mod (2k + 1).
Chamemos de posic¸a˜o ip do vetor que representa um ponto de P , a posic¸a˜o correspon-
dente a` varia´vel que representa o mapeamento do ve´rtice i ∈ V (G) no ve´rtice de OH(H)
que recebeu a posic¸a˜o p na ordem de OH(H).
Os ve´rtices de I(G) sera˜o chamados arbitrariamente de i0, i1, i2 . . . i|I(G)|−1.
Assim, de (1) sabemos que:
pii0j0 + pii1j3 + . . .+ piik−1j2k−1 = pi0 ∧ pii0j1 + pii1j3 + . . .+ piik−1j2k−1 = pi0 ⇒ pii0j0 = pii0j1
pii0j1 + pii1j4 + . . .+ piik−1j2k = pi0 ∧ pii0j2 + pii1j4 + . . .+ piik−1j2k = pi0 ⇒ pii0j1 = pii0j2
pii0j2k−1 + pii1j1 + . . .+ piik−1j2k−3 = pi0 ∧ pii0j2k + pii1j1 + . . .+ piik−1j2k−3 = pi0 ⇒
pii0j2k−1 = pii0j2k ⇒ pii0j0 = pii0j1 = pii0j2 = . . . = pii0j2k−1 = pii0j2k
Tambe´m temos que:
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pii0j1 + pii1j3 + . . .+ piik−1j2k−1 = pi0 ∧ piikj1 + pii1j3 + . . .+ piik−1j2k−1 = pi0 ⇒ pii0j1 = piikj1
pii0j1 + pii1j3 + . . .+ piik−1j2k−1 = pi0 ∧ pii0j1 + piikj3 + . . .+ piik−1j2k−1 = pi0 ⇒ pii1j3 = piikj3
Como podemos obter o mesmo resultado que obtivemos para os pii0jp, com p = 0 . . . 2k
para os piirjp, com p = 0 . . . 2k, r = 1 . . . |I(G)| − 1, temos que pii0jp = pii1jq = . . . =
pii|I(G)|−1jr = pi0/k, com p, q, r = 0 . . . 2k e i0, i1, . . . i|I(G)|−1 ∈ I(G). 
Assim como no caso da desigualdade (3.27), neste trabalho na˜o investigamos quais
seriam as condic¸o˜es necessa´rias e suficientes para que (3.31) defina uma faceta de conv(P )
no caso geral. Possivelmente, operac¸o˜es de lifting podera˜o ser aplicadas mostrando que a
face definida por esta desigualdade ainda tem dimensa˜o muito baixa.
Podemos chegar a provas e concluso˜es similares para as desigualdades (3.32), (3.33),
(3.34).
Cap´ıtulo 4
O Problema da Clique Ma´xima
No Cap´ıtulo 2 foi dito que o MSIC e´ comumente resolvido atrave´s de sua reduc¸a˜o para
o problema da Clique Ma´xima (de agora em diante sera´ referido apenas como o problema
da Clique ou, simplesmente, Clique, quando o contexto tornar claro que estamos nos
referindo ao problema e na˜o a` estrutura). Neste cap´ıtulo, definiremos o problema da clique
e mostraremos um modelo PLI deste problema. Em seguida, faremos uma comparac¸a˜o
entre os modelos para o problema da clique e o modelo do MSIC, demonstraremos que
estes modelos sa˜o equivalentes e que algumas das desigualdades apresentadas no Cap´ıtulo
3 sa˜o equivalentes a desigualdades conhecidas no modelo para o problema da Clique.
O problema da Clique pode ser definido da seguinte maneira:
Entrada: Um grafo G.
Pergunta: encontre um subgrafo G′ em G que seja completo
e cujo nu´mero de ve´rtices seja ma´ximo.
Este cap´ıtulo esta´ organizado da seguinte forma: na Sec¸a˜o 4.1 apresentaremos um
modelo PLI bem conhecido para este problema. Na Sec¸a˜o 4.2 mostraremos como o
MSIC pode ser reduzido ao problema da Clique e mostraremos as relac¸o˜es existentes
entre as desigualdades do modelo do MSIC e as desigualdades do modelo da Clique e,
enta˜o, mostraremos que os dois modelos sa˜o de fato equivalentes. Por fim, na Sec¸a˜o 4.3
falaremos sobre o algoritmo utilizado em um programa chamado Cliquer que resolve o
problema da Clique.
4.1 Modelo PLI
Em [25] sa˜o apresentadas algumas formulac¸o˜es para o problema do IS ma´ximo, que e´ o
equivalente ao problema da Clique no grafo complementar. Aqui, reproduzimos apenas
a mais forte delas, adicionada de desigualdades Odd-Antihole e fazendo as modificac¸o˜es
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necessa´rias de modo que a formulac¸a˜o aqui apresentada modele o problema da Clique.
Note-se ainda que, a formulac¸a˜o apresentada em [25] contempla o caso mais geral em que
os ve´rtices possuem pesos, enquanto que aqui consideramos que todos os ve´rtices teˆm
peso 1 (um). Outros tipos de desigualdades para o problema do IS ma´ximo e, portanto,
da Clique podem ser encontradas em [3].
A formulac¸a˜o para o problema da Clique e´ apresentada a seguir:
max
∑
i∈V (G) yi (4.1)∑
i∈I(G) yi ≤ 1, (4.2)




i6∈OA(G) αiyi ≤ k, (4.3)




i6∈OH(G) αiyi ≤ 2, (4.4)
∀ Odd-Hole OH(G) ∈ G
yi ∈ {0, 1} ∀ i ∈ V (G) (4.5)
Neste modelo a varia´vel yi assume valor 1 (um) se o ve´rtice i faz parte da clique
ma´xima dada como soluc¸a˜o e valor 0 (zero), caso contra´rio. Como o objetivo e´ encontrar
a maior clique em G, a func¸a˜o objetivo determina que a soma das varia´veis deve ser
maximizada.
A resoluc¸a˜o deste problema deve dar como resposta uma clique ma´xima para o grafoG,
portanto, todos os ve´rtices que fazem parte da soluc¸a˜o sa˜o adjacentes, ou seja, na˜o podem
haver dois ve´rtices na˜o-adjacentes na soluc¸a˜o do problema. Traduzindo isso em termos das
varia´veis do modelo apresentado, significa que a soma de duas varia´veis correspondentes
a ve´rtices na˜o-adjacentes deve ser menor ou igual a 1 (um). Generalizando essa ide´ia,
temos que a soma das varia´veis correspondentes a ve´rtices que fazem parte do mesmo IS
deve ser menor ou igual a 1 (um). A desigualdade (4.2) determina exatamente isso. E´
fa´cil provar que aquela desigualdade define uma faceta se, e somente se, I(G) e´ um IS
maximal.
Nas desigualdades (4.3) e (4.4) existem somato´rios de termos da forma αiyi. Estes
somato´rios representam liftings sobre as desigualdades
∑
i∈OA(G) yi ≤ k e
∑
i∈OH(G) yi ≤
2, onde os αi representam os coeficientes atribu´ıdos a`s varia´veis pelo lifting. O termo
correspondente ao lifting dessas desigualdades e´ apresentado no modelo porque, no caso
geral, e´ fa´cil mostrar que aquelas desigualdades na˜o definem facetas sem ele.
A desigualdade
∑
i∈OA(G) yi ≤ k define que a soma das varia´veis correspondentes aos
ve´rtices que fazem parte de um Odd-Antihole de tamanho 2k+1 deve ser menor ou igual
a k, ou seja, em um Odd-Antihole de tamanho 2k + 1 a maior clique possui tamanho
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k. Este fato pode ser provado de maneira semelhante a` prova dada para a validade
da desigualdade (3.31). Portanto, como a desigualdade (4.3) representa um lifting da
desigualdade
∑
i∈OA(G) yi ≤ k, ela tambe´m e´ va´lida.
Se tivermos um Odd-Hole em G, e´ obvio que a maior clique que pode existir nessa
estrutura tem tamanho 2 e e´ exatamente isso que diz a desigualdade
∑
i∈OH(G) yi ≤ 2.
Portanto, essa desigualdade e´, trivialmente, va´lida. Como a desigualdade (4.4) descreve
um lifting daquela desigualdade, esta u´ltima tambe´m e´ va´lida. A forma como os coefici-
entes αi sa˜o computados nos procedimentos de lifting na˜o sera´ discutida neste trabalho.
Uma discussa˜o sobre como isso e´ feito pode ser encontrada em [25].
Ale´m dessas desigualdades utilizadas na formulac¸a˜o acima, existem diversas outras que
podem ser encontradas em [3], no entanto, as desigualdades aqui apresentadas sa˜o as que
interessam aos propo´sitos deste trabalho por possu´ırem uma relac¸a˜o com as desigualdades
apresentadas para o MSICno Cap´ıtulo 3.
4.2 MSIC versus Clique
Como sabemos, qualquer problema em NP pode ser reduzido em tempo polinomial a
um problema NP-dif´ıcil. No caso do MSIC essa estrate´gia e´ bastante utilizada para
resolveˆ-lo. Em especial ele e´ reduzido ao problema da Clique atrave´s da construc¸a˜o de
um grafo conhecido como Grafo Associac¸a˜o.
Um grafo associac¸a˜o A = (V (A), E(A)) constru´ıdo a partir dos grafos G = (V (G),
E(G)) e H = (V (H), E(H)) onde V (A) = (V (G) × V (H)) e ((i, j), (k, l)) ∈ E(A) se
(i, k) ∈ E(G) e (j, l) ∈ E(H) ou, (i, k) 6∈ E(G) e (j, l) 6∈ E(H). Ou seja, o conjunto
de ve´rtices do grafo associac¸a˜o e´ um conjunto de pares de ve´rtices onde um dos ve´rtices
pertence ao grafoG e o outro ao grafoH . O significado dessa construc¸a˜o e´ que cada ve´rtice
do grafo associac¸a˜o corresponde ao mapeamento de um ve´rtice de G em um ve´rtice de
H . O conjunto de arestas do grafo associac¸a˜o e´ constru´ıdo de forma que uma aresta so´
existe entre dois ve´rtices de A se os ambos os ve´rtices originais do grafo G e os ve´rtices
originais do grafo H forem adjacentes, ou se ambos forem na˜o-adjacentes. Colocando de
outra forma, dois ve´rtices de A sa˜o adjacentes se os dois mapeamentos dos ve´rtices de G
nos ve´rtices de H puderem ocorrer ao mesmo tempo de acordo com a definic¸a˜o doMSIC.
A Figura 4.1 mostra um exemplo de grafo associac¸a˜o constru´ıdo a partir dos dois grafos
G e H dados na figura. A prova de que a soluc¸a˜o do problema da Clique para o grafo
associac¸a˜o resulta em uma soluc¸a˜o para oMSIC e, portanto, e´ uma reduc¸a˜o va´lida, pode
ser encontrada em [8] apud [11] e aqui apresentamos uma prova independente.
Proposic¸a˜o 4.1 Dados dois grafos G e H e um grafo associac¸a˜o A, constru´ıdo a partir
destes como descrito acima, existe uma correspondeˆncia entre cliques de A e pares de
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subgrafos induzidos isomorfos de G e H em que os subgrafos possuem o mesmo tamanho
das cliques. Isto e´, para toda clique C em A tal que |V (C)| = n, existe um par de
subgrafos induzidos isomorfos G′ e H ′, respectivamente de G e H, associado a ela tal que
|V (G′)| = |V (H ′)| = n. Tambe´m, para todo par de subgrafos induzidos isomorfos G′ e
H ′, respectivamente de G e H, tal que |V (G′)| = |V (H ′)| = n, existe uma clique C em A
associada a ele, com |V (C)| = n.
Prova:
Seja C uma clique em A com |V (C)| = n. Enta˜o, pela construc¸a˜o do grafo associac¸a˜o,
sabemos que cada ve´rtice de A esta´ associado a um par de ve´rtices de G e H e tambe´m
que se dois ve´rtices (i, j) e (k, l) sa˜o adjacentes, enta˜o, i 6= j e k 6= l. Portanto, cada
ve´rtice de C esta´ associado a um ve´rtice distinto de G e da mesma forma, cada ve´rtice
de C esta´ associado a um ve´rtice distinto de H . Logo, C esta´ associada a dois subgrafos
induzidos G′ e H ′, respectivamente, de G e H ambos contendo n ve´rtices.
Agora, suponha por contradic¸a˜o que G′ e H ′ na˜o sa˜o isomorfos, logo, na˜o e´ poss´ıvel
encontrar um mapeamento va´lido entre os ve´rtices destes dois grafos. Considere o mapea-
mento sugerido pelos ve´rtices de C, isto e´, se (i, j) ∈ V (C), enta˜o, considere o mapeamento
do ve´rtice i de G′ no ve´rtice j de H ′. Se G′ e H ′ na˜o sa˜o isomorfos, enta˜o, para algum
par de mapeamentos (i, j) e (k, l), devemos ter que (i, k) ∈ E(G) e (j, l) 6∈ E(H) ou
que (i, k) 6∈ E(G) e (j, l) ∈ E(H). Contudo, em qualquer uma dessas duas situac¸o˜es, os
ve´rtices (i, j) e (k, l) de A na˜o seriam adjacentes. Pore´m, como esses ve´rtices fazem parte
de C, sabemos que eles sa˜o adjacentes e, portanto, chegamos a um absurdo.
Sejam G′ e H ′ dois subgrafos induzidos isomorfos, respectivamente de G e H , tais
que |V (G′)| = |V (H ′)| = n. Enta˜o, existe um mapeamento entre os ve´rtices de G′ e
H ′ no qual um par de ve´rtices i e k de G′ e´ mapeado em um ve´rtice j e l de H ′ se
(i, k) ∈ E(G′) e (j, l) ∈ E(H ′) ou (i, k) 6∈ E(G′) e (j, l) 6∈ E(H ′). Na construc¸a˜o do
grafo associac¸a˜o, um ve´rtice (i, j) e´ adjacente a um ve´rtice (k, l) se (i, k) ∈ E(G) e
(j, l) ∈ E(H) ou (i, k) 6∈ E(G) e (j, l) 6∈ E(H). Assim, e´ fa´cil percerber que os ve´rtices
de A correspondentes ao mapeamento dos ve´rtices de G′ nos ve´rtices de H ′ definem uma
clique C com |V (C)| = n.

Corola´rio 4.1 Dados G e H, entrada do MSIC, e A, o grafo associac¸a˜o obtido a par-
tir daqueles dois grafos, a soluc¸a˜o o´tima do problema da Clique Ma´xima tendo A como
entrada da´ uma soluc¸a˜o o´tima para o problema do MSIC.
Prova: Pela Proposic¸a˜o 4.1, sabemos que toda clique em A possui um par de subgrafos
induzidos isomorfos de G e H com o mesmo nu´mero de ve´rtices associado. Logo, a soluc¸a˜o
do problema da Clique da´ uma soluc¸a˜o para o MSIC e esta soluc¸a˜o e´ o´tima pois, pela
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mesma proposic¸a˜o, todo par de subgrafos induzidos isomorfos de G e H esta´ associado a
uma clique com o mesmo nu´mero de ve´rtices em A. Portanto, se a soluc¸a˜o na˜o for o´tima










Figura 4.1: Grafo associac¸a˜o constru´ıdo a partir de dois grafos. As arestas segmentadas
no grafo associac¸a˜o representam arestas obtidas pelo mapeamento de pares de ve´rtices
na˜o-adjacentes dos dois grafos.
Podemos notar que o modelo PLI apresentado para o problema da Clique, quando
aplicado a um grafo associac¸a˜o possui |V (G)| × |V (H)| varia´veis e, portanto estamos
trabalhando em um espac¸o de mesma dimensa˜o que no modelo para oMSIC. Ale´m disso,
o significado impl´ıcito de cada varia´vel nos dois casos e´ o mesmo, pois o grafo associac¸a˜o foi
constru´ıdo dessa forma. Em outras palavras, estamos dizendo que em ambos os modelos a
varia´vel yij recebe valor 1 se o ve´rtice i ∈ G e´ mapeado no ve´rtice j ∈ H e, como sabemos
que a reduc¸a˜o e´ va´lida, podemos chegar a` conclusa˜o que os modelos sa˜o equivalentes (no
sentido que esta˜o definidos exatamente sobre o mesmo conjunto de varia´veis).
Agora que sabemos que os dois modelos sa˜o equivalentes, podemos comparar as desi-
gualdades que apresentamos para ambos e, com isso, chegamos a` conclusa˜o que algumas
dessas desigualdades esta˜o relacionadas como provamos a seguir:
Proposic¸a˜o 4.2 O conjunto das desigualdades obtidas a partir da inequac¸a˜o (3.3) (pa´gina
15) e´ um subconjunto das desigualdades obtidas a partir da equac¸a˜o (4.2).
Prova: Para provar que (3.3) define um subconjunto de (4.2), precisamos mostrar
que qualquer subgrafo do grafo associac¸a˜o obtido a partir dos subgrafos definidos pelas
varia´veis que possuem coeficiente 1 (um) em (3.3) e´ um IS.
Assuma com o propo´sito de obter uma contradic¸a˜o que os ve´rtices do grafo associac¸a˜o,
A, correspondentes a`s varia´veis que possuem coeficiente 1 (um) na desigualdade (3.3)
na˜o formam um IS. Portanto, existem dois ve´rtices adjacentes em A dentre os ve´rtices
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considerados, chamemos esses ve´rtices de (i, j) e (k, l) (lembre-se que um ve´rtice do grafo
associac¸a˜o e´ um par de ve´rtices que representa o mapeamento de um ve´rtice de um
dos grafos em um ve´rtice do outro grafo), ou seja, a aresta ((i, j), (k, l)) existe no grafo
associac¸a˜o. Pore´m, pela forma que o grafo associac¸a˜o e´ constru´ıdo, esses ve´rtices so´
podem ser adjacentes se i e´ adjacente a k em G e j e´ adjacente a l em H , ou se i e´
na˜o-adjacente a k em G e j e´ na˜o-adjacente a l em H . Mas, pela definic¸a˜o do MSIC se
essa situac¸a˜o ocorre, enta˜o, ambas as varia´veis yij e ykl podem assumir valor 1 (um)
simultaneamente. Todavia, se isso e´ verdade, enta˜o a desigualdade dada por (3.3) na˜o e´
va´lida e, portanto, chegamos a uma contradic¸a˜o. Logo, o grafo associac¸a˜o, obtido a partir
dos ve´rtices correspondentes a`s varia´veis que possuem coeficiente 1 (um) em (3.3) e´ um
IS e a proposic¸a˜o esta´ provada. 
Note que, como a desigualdade (3.3) e´ um lifting de (2.2) (pa´gina 5), se as varia´veis
que possuem coeficiente 1 (um) em (3.3) formam um IS no grafo associac¸a˜o, enta˜o as
varia´veis que possuem coeficiente 1 (um) em (2.2) tambe´m formam um IS naquele grafo.
Portanto, (2.2) tambe´m e´ uma desigualdade do tipo (4.2).
Proposic¸a˜o 4.3 O conjunto das desigualdades obtidas a partir da inequac¸a˜o (3.19) (pa´gina
29) e´ um subconjunto das desigualdades obtidas a partir da equac¸a˜o (4.2).
Prova: Para provar que (3.19) define um subconjunto de (4.2), precisamos mostrar que
qualquer subgrafo grafo associac¸a˜o obtido a partir dos subgrafos definidos pelas varia´veis
que possuem coeficiente 1 (um) em (3.19) e´ um IS.
Assuma para o propo´sito de obter uma contradic¸a˜o que os ve´rtices do grafo associac¸a˜o,
A, correspondentes a`s varia´veis que possuem coeficiente 1 (um) na desigualdade (3.19)
na˜o formam um IS. Portanto, existem dois ve´rtices adjacentes em A dentre os ve´rtices
considerados. Chamemos esses ve´rtices de (i, j) e (k, l) e, assim, a aresta ((i, j), (k, l))
existe no grafo associac¸a˜o. Pore´m, pela forma que o grafo associac¸a˜o e´ constru´ıdo, esses
ve´rtices so´ podem ser adjacentes se i e´ adjacente a k em G e j e´ adjacente a l em H , ou se
i e´ na˜o-adjacente a k em G e j e´ na˜o-adjacente a l em H . Mas, pela definic¸a˜o do MSIC,
se essa situac¸a˜o ocorre, enta˜o, ambas as varia´veis yij e ykl podem assumir valor 1 (um)
simultaneamente. Todavia, se isso e´ verdade, enta˜o a desigualdade dada por (3.19) na˜o
e´ va´lida e, deste modo, chegamos a uma contradic¸a˜o. Logo, o grafo associac¸a˜o, obtido
a partir dos ve´rtices correspondentes a`s varia´veis que possuem coeficiente 1 (um) nessa
desigualdade, e´ um IS e a proposic¸a˜o esta´ provada. 
Assim como no caso anterior envolvendo as desigualdades (3.3) e (2.2), a desigualdade
(3.19) e´ um lifting das desigualdades (3.15) (pa´gina 24) e (3.11) (pa´gina 22). Deste modo,
estas duas u´ltimas sa˜o tambe´m desigualdades do tipo (4.2).
4.2. MSIC versus Clique 49
Proposic¸a˜o 4.4 O conjunto das desigualdades obtidas a partir da inequac¸a˜o (3.31) (pa´gina
38) e´ um subconjunto das desigualdades obtidas a partir da equac¸a˜o (4.3).
Prova: Para provar que a desigualdade (3.31) define um subconjunto de (4.3), precisa-
mos mostrar que o subgrafo do grafo associac¸a˜o obtido a partir dos subgrafos induzidos de
G e H cujos ve´rtices correspondentes a`s varia´veis que possuem coeficiente 1 (um) naquela
desigualdade, possui um Odd-Antihole de tamanho 2k + 1, sendo que este tambe´m e´ o
tamanho do Odd-Hole em (3.31).
A prova e´ dada por construc¸a˜o. Em (3.31), sejam, respectivamente, c0, c1, . . . , ck os
ve´rtices de I(G) e h0, h1, . . . , h2k os ve´rtices de OH(H) na ordem do Odd-Hole, ou seja,
hi e´ adjacente apenas a hi−1 e h(i+1) mod (2k+1) para todo i = 1 . . . 2k.
Para facilitar o entendimento da prova, exibe-se a Figura 4.2 que mostra um Odd-
Antihole no grafo associac¸a˜o constru´ıdo a partir de dois grafos que conte´m, respectiva-
mente, um IS e um Odd-Hole.
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Figura 4.2: Grafo associac¸a˜o que conte´m Odd-Antihole. Os nu´meros dentro dos ve´rtices
do grafo associac¸a˜o mostram a ordem do Odd-Antihole. As arestas em negrito sa˜o as
arestas do Odd-Antihole.
Enta˜o, construindo o grafo associac¸a˜o para I(G) e OH(H), temos que os ve´rtices
(ci, h2i) sa˜o na˜o-adjacentes aos ve´rtices (ci, h2i−1) e (c(i+1) mod k, h(2i+1) mod (2k+1)) para
i = 1 . . . k (na Figura 4.2 o ve´rtice (c1, h2) e´ na˜o-adjacente a (c1, h1) e (c2, h3), o ve´rtice
(c2, h4) e´ na˜o-adjacente a (c2, h5) e (c0, h0)) e (c0, h0) na˜o e´ adjacente a (c1, h1) e (ck, h2k)
(na Figura 4.2 o ve´rtice (c0, h0) na˜o e´ adjacente a (c1, h1) e (c2, h4)). Ale´m disso, os
ve´rtices (ci, h2i) sa˜o adjacentes aos ve´rtices (cj , hl) onde: i = 1 . . . k, j = 0 . . . k, l = 0 . . . k,
e ((j 6= i)∨(l 6= 2i−1))∧((j 6= i+1)∨(l 6= (2i+1) mod (2k+1))) (na Figura 4.2 o ve´rtice
(c1, h2) e´ adjacente a (c0, h0) e (c2, h4) e o ve´rtice (c2, h4) e´ adjacente a (c1, h1) e (c1, h2))
e os ve´rtices (ci, h2i−1) sa˜o adjacentes aos ve´rtices (cj , hl) para i = 1 . . . k, j = 0 . . . k,
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l = 0 . . . k e ((j 6= i − 1) ∨ (l 6= 2i − 2)) ∧ ((j 6= i) ∨ (l 6= 2i)) (na Figura 4.2 o ve´rtice
(c1, h1) e´ adjacente a (c2, h3) e (c2, h4) e o ve´rtice (c2, h3) e´ adjacente a (c0, h0) e (c1, h1)).
Assim, os ve´rtices considerados acima formam um Odd-Antihole de tamanho 2k +
1 e, adicionalmente, existem outras varia´veis ale´m das varia´veis do Odd-Antihole que
possuem coeficiente 1 (um) (correspondendo ao somato´rio de αiyi em (4.3)). Portanto, a
desigualdade e´ do tipo (4.3). 
Proposic¸a˜o 4.5 O conjunto das desigualdades obtidas a partir da inequac¸a˜o (3.27) (pa´gina
38) e´ um subconjunto das desigualdades obtidas a partir da equac¸a˜o (4.4).
Prova: Para provar que a desigualdade (3.27) define um subconjunto de (4.4), preci-
samos mostrar que o grafo associac¸a˜o obtido a partir dos subgrafos induzidos de G e H
cujos ve´rtices correspondentes a`s varia´veis que possuem coeficiente 1 (um) naquela desi-
gualdade, possui um Odd-Hole de tamanho 2k + 1 sendo que este tambe´m e´ o tamanho
do Odd-Hole em (3.27).
A prova e´ dada por construc¸a˜o. Em (3.27), sejam c0, c1, . . . , cp, p ≥ 2, os ve´rtices
de C(G) e h0, h1, . . . , h2k os ve´rtices de OH(H) na ordem do Odd-Hole, ou seja, hi e´
adjacente apenas a hi−1 e h(i+1) mod (2k+1) para todo i = 1 . . . 2k.
Para facilitar o entendimento da prova, exibe-se a Figura 4.3 que mostra um Odd-Hole
no grafo associac¸a˜o constru´ıdo a partir de dois grafos que conte´m respectivamente uma





















Figura 4.3: Grafo associac¸a˜o que conte´m Odd-Hole. Os nu´meros dentro dos ve´rtices do
grafo associac¸a˜o mostram a ordem do Odd-Hole. As arestas em negrito sa˜o as arestas do
Odd-Hole.
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Enta˜o, construindo o grafo associac¸a˜o para C(G) e OH(H), temos que os ve´rtices
(c0, h2i−1) sa˜o adjacentes aos ve´rtices (c1, h2i−2) e (c1, h2i) para i = 2 . . . k (na Figura 4.3
o ve´rtice (c0, h2) e´ adjacente a (c1, h1) e (c1, h3)) e (c0, h0) e´ adjacente a (c1, h1) e (c2, h2k)
(na Figura 4.3 o ve´rtice (c0, h0) e´ adjacente a (c1, h1) e (c2, h4)), sendo este u´ltimo tambe´m
adjacente (c1, h2k−1) (na Figura 4.3 o ve´rtice (c2, h4) e´ adjacente a (c1, h3)). Ale´m disso,
todas as demais poss´ıveis adjacencias entre estes ve´rtices sa˜o inexistentes.
Assim, os ve´rtices considerados acima formam um Odd-Hole de tamanho 2k + 1 e
adicionalmente, existem outras varia´veis ale´m das varia´veis do Odd-Hole que possuem
coeficiente 1 (um) (correspondendo ao somato´rio de αiyi em (4.4)). Portanto, a desigual-
dade e´ do tipo (4.4). 
4.3 Cliquer
Existem va´rios algoritmos para resolver o problema da Clique, dentre estes algoritmos
ha´ o algoritmo utilizado no programa chamado Cliquer [40]. Este algoritmo e´ simples,
possui implementac¸a˜o dispon´ıvel on-line e se mostrou bastante ra´pido nos experimentos
realizados com os grafos associac¸a˜o correspondentes a`s instaˆncias de teste geradas para
o MSIC. Estas caracter´ısticas nos levaram a estudar o algoritmo do Cliquer mais de-
talhadamente. Deste momento em diante, faremos um abuso de linguagem e na˜o mais
distinguiremos entre o algoritmo utilizado pelo Cliquer e o programa propriamente dito.
O Cliquer e´ baseado em um algoritmo simples de backtrack em que a cada no´ da a´rvore
de recursa˜o tenta-se aumentar o tamanho da clique atual adicionando-se a ela algum dos
ve´rtices na˜o presentes na mesma, pore´m, adjacente a todos os seus ve´rtices (os chamados
ve´rtices candidatos). O algoritmo preveˆ que, no in´ıcio, os ve´rtices estejam ordenados de
alguma forma. O resultado e´ a construc¸a˜o de uma a´rvore de enumerac¸a˜o em que a cada
no´ e´ feita a escolha de adicionar ou na˜o adicionar o ve´rtice em questa˜o a` clique atual.
Obviamente, o algoritmo de backtrack realiza podas na a´rvore de enumerac¸a˜o evitando
a necessidade de explora´-la completamente, pois, de outra forma, ele seria completamente
invia´vel, exceto para instaˆncias extremamente pequenas. O algoritmo original poda uma
suba´rvore toda vez que o tamanho da clique encontrada naquela suba´rvore adicionado
do nu´mero de ve´rtices candidatos for menor ou igual ao tamanho da maior clique ja´
encontrada, isto e´, quando se tem certeza que aquela suba´rvore na˜o tem possibilidade de
gerar uma soluc¸a˜o melhor que a ja´ encontrada.
Segundo [40], apesar de bastante simples, o algoritmo que acabamos de descrever era,
na e´poca em que o artigo foi escrito, o melhor algoritmo conhecido para grafos esparsos.
Como dissemos anteriormente, o Cliquer se baseia neste algoritmo, no entanto, ele
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divide o problema original em subproblemas, da seguinte forma. Suponha um grafo com
n ve´rtices para o qual se deseja encontrar uma clique de tamanho ma´ximo. Ordenamos os
ve´rtices por algum crite´rio e consideramos o problema de encontrar uma clique ma´xima
no subgrafo contendo apenas o n-e´simo ve´rtice da ordem (trivialmente, a soluc¸a˜o e´ uma
clique de tamanho 1 (um)). Em seguida consideramos o problema de encontrar uma clique
ma´xima em um subgrafo contendo apenas o u´ltimo e o penu´ltimo ve´rtices da ordem, enta˜o,
sabemos que a clique ma´xima tera´ tamanho 1 (um) ou 2 (dois). Repetindo este processo
temos que quando considerarmos o subproblema que conte´m o ve´rtice j, a clique ma´xima
deste subproblema tera´ tamanho c(j + 1) ou c(j + 1) + 1, onde, c(j + 1) e´ o tamanho da
clique ma´xima no subproblema que conte´m os ve´rtices j + 1 ate´ n. O processo continua
ate´ que os n subproblemas sejam resolvidos, sendo que o n-e´simo subproblema e´ igual ao
problema original.
Se o Cliquer fosse executado da forma como foi descrito acima o resultado seria,
obviamente, um algoritmo mais lento que o original. No entanto, e´ fa´cil perceber que
a informac¸a˜o sobre o tamanho da clique no subproblema anterior (c(j + 1)) pode ser
usada para fazer uma nova poda na a´rvore de enumerac¸a˜o e, de fato, e´ isso que o Cliquer
faz. Assim, uma poda e´ realizada quando a condic¸a˜o de poda do algoritmo original for
satisfeita, ou quando o tamanho da clique encontrada em uma suba´rvore adicionado de
c(i) for menor que o tamanho da maior clique ja´ encontrada, onde i e´ o menor ı´ndice na
ordem dos ve´rtices dentre os ve´rtices candidatos na suba´rvore.
Na descric¸a˜o dos algoritmos falamos algumas vezes em ordenac¸a˜o dos ve´rtices mas, ate´
o momento, na˜o t´ınhamos discutido como essa ordenac¸a˜o e´ feita. Contudo, o desempenho
dos algoritmos dependem da escolha de um bom crite´rio para ordenac¸a˜o dos ve´rtices. No
algoritmo original, os ve´rtices sa˜o ordenados por ordem crescente do grau no subgrafo
induzido pelos ve´rtices candidatos. Ja´ o Cliquer, proveˆ diferentes formas de ordenac¸a˜o:
nenhuma ordenac¸a˜o, ordem reversa a que os ve´rtices aparecem no arquivo de entrada,
ordenac¸a˜o por grau, ordenac¸a˜o por cores e ordenac¸a˜o randoˆmica. Por padra˜o a ordenac¸a˜o
por cores e´ utilizada. Nesta ordenac¸a˜o um conjunto independente maximal e´ encontrado
considerando-se primeiramente os ve´rtices de maior grau e a este conjunto de ve´rtices e´
atribu´ıda uma cor. O procedimento e´ repetido no subgrafo induzido pelos ve´rtices na˜o-
coloridos ate´ que na˜o restem mais ve´rtices na˜o-coloridos. Os ve´rtices sa˜o considerados
pelo Cliquer na ordem reversa em que sa˜o coloridos.
Nos experimentos computacionais apresentados em [40] que comparam o Cliquer com
outros cinco algoritmos conhecidos na literatura utilizando grafos randoˆmicos de diferentes
tamanhos e densidades e alguns grafos de benchmark do DIMACS, o Cliquer se mostra
competitivo, apresentando, em particular, um desempenho melhor que o algoritmo de
backtrack original em quase todos os casos testados. Ale´m disso, seu desempenho foi




Nos dois cap´ıtulos anteriores apresentamos um estudo teo´rico sobre o problema doMSIC
e uma comparac¸a˜o com o problema da Clique Ma´xima. Neste cap´ıtulo mostraremos
como as informac¸o˜es obtidas naqueles cap´ıtulos foram utilizadas para o desenvolvimento
de um algoritmo de PLI para resolver o problema do MSIC e os resultados que foram
alcanc¸ados. O presente cap´ıtulo sera´ dividido em duas partes. Na primeira discutiremos
a implementac¸a˜o do algoritmo enquanto na segunda mostraremos e compararemos os
resultados computacionais obtidos por ele com diversos paraˆmetros diferentes e tambe´m
faremos uma comparac¸a˜o com o Cliquer.
5.1 Implementac¸a˜o
Nesta sec¸a˜o discutiremos a implementac¸a˜o das principais partes do algoritmo de B&B e
B&C para oMSIC. Iniciaremos com a implementac¸a˜o das formulac¸o˜es; a seguir passare-
mos para as estrate´gias de lifting ; rotinas de separac¸a˜o; estrate´gias de selec¸a˜o de varia´veis;
estrate´gia de ramificac¸o˜es mu´ltiplas e, por fim, estrate´gias de ramificac¸a˜o ao estilo do que
e´ feito no Cliquer.
Como ao longo desta sec¸a˜o sera˜o feitas muitas refereˆncias a` desigualdades apresentadas
nos Cap´ıtulos 2 e 3, por convenieˆncia, re-apresentamos a seguir estas desigualdades:
∑
i∈V (G)
yij ≤ 1, ∀j ∈ V (H) [2.2]
∑
j∈V (H)
yij ≤ 1, ∀i ∈ V (G) [2.3]
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yij + ykj + yil + ykl ≤ 1, ∀(i, k) ∈ E(G), ∀(l, j) 6∈ E(H) [2.4]



















































































∀ SI(G), ∀ SC(H) [3.16]
min(|SC(G)|,|SI(H)|)−1∑
































∀ SC(G), ∀ SI(H) [3.19]
min(|SI(G)|,|SC(H)|)−1∑






























































∀ I(G), |I(G)| > k, ∀ OH(H), |OH(H)| = 2k + 1, k > 1 [3.31]




































∀ Odd-Hole OH(G) ∈ G [4.4]
5.1.1 Formulac¸o˜es
Visando determinar quais formulac¸o˜es produziam os melhores resultados computacionais,
implementamos algoritmos de B&B utilizando algumas formulac¸o˜es diferentes compostas
pelas restric¸o˜es apresentadas nos Cap´ıtulos 2 e 3.
A primeira formulac¸a˜o implementada foi aquela apresentada no Cap´ıtulo 2, a qual
chamamos de formulac¸a˜o inicial. A implementac¸a˜o desta formulac¸a˜o e´ demasiadamente
simples, na˜o necessitando de maiores detalhes sobre a forma como foi realizada. Ela e´
composta por nG + nH desigualdades de mapeamento u´nico e mGmH +mGmH desi-
gualdades de mapeamento de arestas, onde: nG e´ o nu´mero de ve´rtices do grafo G, nH
e´ o nu´mero de ve´rtices do grafo H , mG o nu´mero de arestas do grafo G, mG o nu´mero
de na˜o-arestas no grafo G, mH o nu´mero de arestas no grafo H e mH o nu´mero de
na˜o-arestas no grafo H . Deste momento em diante assumiremos estes significados para
os s´ımbolos nG, nH , mG, mG, mH e mH em todo o texto.
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A segunda formulac¸a˜o implementada foi a que chamamos de Clique-IS. Esta for-
mulac¸a˜o e´ obtida substituindo-se as restric¸o˜es dadas pelas inequac¸o˜es (2.4) e (2.5) pelas






i∈V (G) yij ≤ 1, ∀j ∈ V (H)∑
j∈V (H) yij ≤ 1, ∀i ∈ V (G)∑
i∈C
∑
j∈I yij ≤ 1, ∀ clique maximal C ∈ G, ∀ IS maximal I ∈ H∑
i∈I
∑
j∈C yij ≤ 1, ∀ IS maximal I ∈ G, ∀ clique maximal C ∈ H
yij ∈ {0, 1} ∀ i ∈ V (G), j ∈ V (H)
Como ja´ dissemos quando apresentamos as desigualdades (3.11) e (3.12), estas res-
tric¸o˜es sa˜o mais fortes que aquelas utilizadas na formulac¸a˜o inicial. Assim, esta nova
formulac¸a˜o deve produzir melhores limitantes duais que aquela.
Como os conjuntos de todas as cliques e IS maximais de um grafo possuem um nu´mero
exponencial de elementos, na˜o e´ poss´ıvel gerar uma formulac¸a˜o que contenha todas as de-
sigualdades da formulac¸a˜o Clique-IS. Ao inve´s disso, para cada um dos grafos, obtemos
um conjunto de cliques maximais que cobre todas as arestas e um conjunto de IS ma-
ximais que cobre todas as na˜o-arestas. Num modelo obtido desta forma o nu´mero de
desigualdades e´ menor do que aquele necessa´rio ao se utilizar as desigualdades do tipo
(2.4) e (2.5). Agora, precisamos garantir que a formulac¸a˜o obtida e´ va´lida para o MSIC.
Proposic¸a˜o 5.1 O modelo Clique-IS obtido como descrito acima e´ uma formulac¸a˜o para
o problema do MSIC.
Prova: Suponha para o propo´sito de se obter uma contradic¸a˜o que aquele modelo na˜o
define uma formulac¸a˜o para oMSIC. Logo, deve existir um vetor bina´rio y que representa
uma soluc¸a˜o via´vel para oMSIC e que na˜o atende a pelo menos uma restric¸a˜o do modelo,
ou enta˜o, existe um vetor bina´rio y que na˜o representa uma soluc¸a˜o via´vel para o MSIC
e que satisfaz o modelo.
Primeiramente, note que como foi provado que todas as desigualdades do modelo sa˜o
va´lidas, na˜o pode existir uma soluc¸a˜o via´vel y que na˜o satisfac¸a alguma das restric¸o˜es.
Portanto, para fins de contradic¸a˜o, deve-se supor que existe uma soluc¸a˜o invia´vel para o
MSIC cujo vetor caracter´ıstico y satisfaz o modelo.
Uma soluc¸a˜o invia´vel para o MSIC mapeia um ve´rtice de um dos grafos de entrada
em mais de um ve´rtice do outro grafo, ou mapeia dois ve´rtices adjacentes de um dos
grafos em dois ve´rtices na˜o-adjacentes do outro grafo. Suponha que exista uma soluc¸a˜o
y que mapeia um ve´rtice i de G em mais de um ve´rtice de H . Considere a restric¸a˜o de
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mapeamento u´nico do ve´rtice i e sejam k e k′ dois ve´rtices de H para os quais i esetja
sendo mapeado na soluc¸a˜o. Note que as varia´veis que representam os mapeamentos de
i em k e k′, ou seja, yik e yi,k′, respectivamente, valem 1 e tambe´m teˆm coeficiente 1 na
restric¸a˜o de mapeamento u´nico do ve´rtice i. Por outro lado, esta restric¸a˜o e´ do tipo menor
ou igual (≤) e tem lado direito 1 (um). Assim, ela tem que estar violada pelo vetor y, o
que e´ uma contradic¸a˜o.
Desta forma, se existir uma soluc¸a˜o invia´vel para o MSIC cujo vetor caracter´ıstico
satisfaz o modelo, esta soluc¸a˜o deve mapear um par de ve´rtices adjacentes de um dos grafos
de entrada em um par de ve´rtices na˜o-adjacentes no outro grafo. Suponha sem perda de
generalidade que o par de ve´rtices adjacentes, (i, j), pertence ao primeiro grafo, G, da
entrada e o par de ve´rtices na˜o-adjacentes, (k, l), ao segundo grafo, H . Pela definic¸a˜o do
modelo Clique-IS, toda aresta de G faz parte de alguma das cliques consideradas e toda
na˜o-aresta de H faz parte de algum IS considerado. Logo, existe uma clique C em G
que conte´m (i, j) e um IS I em H que conte´m (k, l) tais que C e I foram usados para
montar uma desigualdade do tipo Clique-IS que tem do lado esquerdo coeficiente 1 (um)
em todas as varia´veis correspondentes a mapeamentos dos ve´rtices de C em ve´rtices de I e
coeficiente 0 (zero) em todas as demais. Esta restric¸a˜o e´ do tipo menor ou igual (≤) e tem
lado direito igual a 1 (um). Portanto, a soluc¸a˜o invia´vel aqui descrita teria as varia´veis
que mapeiam simultaneamente i em k e j em l, ou i em l e j em k, com valor 1 (um)
e, desta forma, a restric¸a˜o Clique-IS formada pelos mapeamentos dos ve´rtices de C nos
ve´rtices de I seria violada. Com isto, conclui-se que o vetor associado a tal soluc¸a˜o na˜o
pode satisfazer o modelo, chegando-se enta˜o a um absurdo. 
As cliques e os IS maximais sa˜o obtidos pelo mesmo algoritmo aplicado respectiva-
mente aos grafos originais e aos grafos complementares. Antes de mostrar o algoritmo,
devemos falar sobre as estruturas de dados usadas para representar os grafos. Na˜o entra-
remos em detalhes espec´ıficos de como essas estruturas sa˜o implementadas, basta dizer,
para a compreensa˜o do restante do texto, que foram utilizadas: listas de incideˆncia, lis-
tas de adjaceˆncia e matrizes de adjaceˆncia. Ale´m disso, os graus dos ve´rtices podem ser
obtidos em tempo constante. A justificativa para a utilizac¸a˜o de va´rias estruturas que re-
presentam os mesmos grafos de forma redundante e´ que, no caso de problemas deste tipo,
o tempo e´ um recurso muito mais escasso que a memo´ria. Desta forma, cada estrutura
foi utilizada quando se fez mais conveniente para tornar o algoritmo mais ra´pido.
O Algoritmo 5.1 encontra uma sequ¨eˆncia de cliques (de acordo com a definic¸a˜o da
Sec¸a˜o 3.2) em um grafo P dado como entrada. Ale´m de P , o algoritmo tambe´m recebe
como entrada uma fila z que determina uma ordem dos ve´rtices de P . Esta ordem e´
aquela em que os ve´rtices sera˜o considerados para entrar em uma clique ou para iniciar
uma nova clique na sequeˆncia. As func¸o˜es: CriaFila(), InsereFila(), RemoveFila(), Fila-
Vazia(), CriaClique(), InsereClique() e Adj(), teˆm os seus significados intuitivos, isto e´,
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Entrada: P = (V,E); z;
/* Onde: P = (V,E) e´ o grafo que conte´m a seque^ncia de cliques; V e´
o conjunto de ve´rtices e E o conjunto de arestas de P e z e´ uma
fila com uma ordem dos ve´rtices em V . */
/* Numa iterac¸~ao qualquer tem-se que: z conte´m os ve´rtices n~ao
adjacentes a qualquer clique da sequ¨e^ncia atual; nz e´ a lista dos
ve´rtices vizinhos de algum ve´rtice da clique corrente e, se i e´ um
ve´rtice em nz, conta[i] e´ o nu´mero de ve´rtices da clique corrente
adjacentes a i; */
Sa´ıda: sequeˆncia de cliques maximais (ou uma u´nica clique maximal);
para i← 1 ate´ |V | fac¸a1
conta[i]← 0;2
l← 1 ; /* ı´ndice da clique corrente */3
CriaFila (nz);4
enquanto ¬ FilaVazia(z) fac¸a5
u← PrimeiroFila(z) ; /* retorna ve´rtice e remove da fila */6
CriaClique(l);7
InsereClique(u,l);8
para todo v ∈ Adj(u) com conta[v] = 0 e considerados na ordem em que9





enquanto ¬ FilaVazia(nz) fac¸a14
v ← PrimeiroFila(nz);15
se conta[v] = grauNecessario enta˜o16
InsereClique(v, l);17
para todo w ∈ Adj(v) fac¸a18




l ++ ; /* ı´ndice da pro´xima clique */23
Algoritmo 5.1: Algoritmo para obtenc¸a˜o de uma sequeˆncia de cliques em um grafo.
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respectivamente: cria uma nova fila, insere um elemento em uma fila, remove um elemento
de uma fila, testa se a fila e´ vazia, cria uma nova clique, insere um ve´rtice em uma clique
e, retorna a lista de adjaceˆncia de um ve´rtice. Vale observar que todas estas operac¸o˜es
foram implementadas de modo a ter complexidade O(1). Note-se ainda que as listas de
adjaceˆncia passadas na entrada do algoritmo devem estar ordenadas de acordo com a
ordem imposta pela fila z. Em breve veremos o porqueˆ desta u´ltima exigeˆncia.
Continuando com a descric¸a˜o do algoritmo, a varia´vel l mante´m o ı´ndice da clique
que esta´ sendo constru´ıda atualmente. Caso se deseje obter apenas uma clique maximal
ao inve´s de uma sequ¨eˆncia, basta modificar a linha 4 de modo que a condic¸a˜o se torne:
¬ FilaVazia(z) ∧ l = 1. O vetor conta[i] mante´m um registro do nu´mero de ve´rtices
adjacentes a i que foram colocados em alguma clique da sequ¨eˆncia e grauNecessario
determina o nu´mero de vizinhos que um ve´rtice deve ter na clique corrente para que seja
adicionado a ela. Este algoritmo tem complexidade de tempo de ordem O(|V | + |E|),
sendo V e E os conjuntos de ve´rtices e arestas de P , respectivamente.
Para obter uma cobertura das arestas de P por cliques maximais, utilizamos o Al-
goritmo 5.1 repetidamente, construindo uma clique de cada vez e, marcando de forma
adequada as arestas cobertas pelas cliques encontradas. A cada nova execuc¸a˜o a fila z
passada na entrada do algoritmo e´ montada de forma que os ve´rtices das arestas ainda
na˜o marcadas aparec¸am primeiro. Como dito anteriormente, isso forc¸a que as listas de ad-
jaceˆncia sejam reordenadas de acordo com z, o que pode ser feito em O(|V |+ |E| log |E|).
Este procedimento iterativo gera uma cobertura de arestas contendo no ma´ximo |E| cli-
ques maximais. Deste modo, para o MSIC tendo os grafos G e H como entrada, uma
formulac¸a˜o Clique-IS possui no ma´ximo mGmH+mHmG desigualdades de mapeamento
de arestas e exatamente nG+ nH desigualdades de mapeamento u´nico.
A pro´xima formulac¸a˜o implementada foi chamada de SeqClique-SeqIS. Ela e´ obtida
fazendo-se um lifting (Sec¸a˜o 5.1.2) das restric¸o˜es da formulac¸a˜o Clique-IS de modo que as
restric¸o˜es (2.2) sa˜o substitu´ıdas pelas restric¸o˜es (3.3), (3.7) e (3.8), as restric¸o˜es (2.3) sa˜o
substitu´ıdas pelas restric¸o˜es (3.4), (3.9) e (3.10), as restric¸o˜es (3.11) sa˜o substitu´ıdas pelas
restric¸o˜es (3.15) e as restric¸o˜es (3.12) sa˜o substitu´ıdas por (3.16). A formulac¸a˜o obtida
desta forma e´ mais forte que a formulac¸a˜o Clique-IS e, por isso, deve gerar limitantes
duais na˜o piores que esta.
Como a formulac¸a˜o SeqClique-SeqIS e´ obtida atrave´s de um lifting da formulac¸a˜o
Clique-IS sem adic¸a˜o de nenhuma outra desigualdade, o nu´mero de desigualdades das
duas formulac¸o˜es e´ exatamente o mesmo. No entanto, o nu´mero de elementos na˜o-nulos na
primeira e´ maior que na segunda. Os algoritmos utilizados para realizar os procedimentos
de lifting usados na formulac¸a˜o SeqClique-SeqIS sera˜o discutidos em detalhes na Sec¸a˜o
5.1.2.
Na formulac¸a˜o SeqClique-SeqIS, as restric¸o˜es de mapeamento u´nico definem facetas,
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como mostramos no Cap´ıtulo 3, pore´m as restric¸o˜es de mapeamento de arestas na˜o sa˜o.
Logo, podemos obter uma formulac¸a˜o ainda mais forte fazendo o lifting dessas restric¸o˜es
para as restric¸o˜es de mapeamento de arestas que definem facetas mostradas no Cap´ıtulo
3. No entanto, a caracterizac¸a˜o destas u´ltimas e´ bastante complicada e, como mostramos
no Cap´ıtulo 4 que as mesmas sa˜o equivalentes a`s restric¸o˜es (4.2) do modelo da Clique,
podemos fazer um lifting baseado nestas restric¸o˜es. Assim, obtemos a formulac¸a˜o a qual
chamamos de MaxIS, na qual e´ feito o lifting das desigualdades de mapeamento de ares-
tas da formulac¸a˜o SeqClique-SeqIS de modo que elas passem a representar conjuntos
independentes maximais no grafo associac¸a˜o.
Ale´m das formulac¸o˜es ja´ apresentadas, implementamos tambe´m, a t´ıtulo de com-
parac¸a˜o, uma formulac¸a˜o totalmente baseada no problema da Clique. Esta formulac¸a˜o
foi chamada de formulac¸a˜o MaxIS Light por ser uma formulac¸a˜o onde as desigualdades
sa˜o baseadas em IS maximais que formam uma cobertura das na˜o-arestas do grafo as-
sociac¸a˜o para o problema da Clique gerado a partir dos grafos de entrada do MSIC. O
termo “Light” vem do fato de que esta formulac¸a˜o geralmente possui menos desigualdades
que a formulac¸a˜o MaxIS ja´ apresentada.
5.1.2 Estrate´gias de Lifting
Uma forma bem conhecida na literatura para obter melhores limitantes duais e´ aplicar
procedimentos de lifting sobre as desigualdades que fazem parte da formulac¸a˜o. Podemos
pensar em diversas formas para realizar este procedimento. Uma forma poss´ıvel e´ realiza´-
lo antes mesmo de resolver a primeira relaxac¸a˜o linear, o que na verdade da´ origem a uma
nova formulac¸a˜o (o que foi mostrado na Sec¸a˜o 5.1.1), que chamaremos de lifting a priori.
Outra forma e´ realiza´-lo apo´s a otimizac¸a˜o da relaxac¸a˜o linear aplicando o lifting apenas
a`s restric¸o˜es ativas na soluc¸a˜o da relaxac¸a˜o linear, que chamaremos de lifting a posteriori.
Para estas duas formas de realizar o procedimento de lifting existem vantagens e des-
vantagens. As vantagens de usar o lifting a priori sa˜o que o procedimento de lifting e´
realizado uma u´nica vez e a formulac¸a˜o resultante e´ mais forte que a original. No en-
tanto, a desvantagem e´ que o nu´mero de coeficientes na˜o-nulos nas restric¸o˜es aumenta,
podendo levar a tempos maiores para encontrar as soluc¸o˜es o´timas das relaxac¸o˜es lineares,
sendo que va´rias das restric¸o˜es reforc¸adas podem estar inativas nestas soluc¸o˜es. Quanto
a` utilizac¸a˜o do lifting a posteriori a vantagem e´ que as restric¸o˜es sa˜o reforc¸adas apenas
quando necessa´rio, evitando-se um aumento no tempo de otimizac¸a˜o das relaxac¸o˜es line-
ares. Contudo, esta te´cnica apresenta a desvantagem de que os procedimentos de lifting
para cada uma das restric¸o˜es sa˜o repetidos diversas vezes ao longo da a´rvore de B&B.
Procedimentos de lifting foram implementados para as desigualdades (2.2), (2.3),
(3.11), (3.12), (3.15) e (3.16). Estes procedimentos foram utilizados tanto a priori, dando
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origem a`s formulac¸o˜es ja´ discutidas na Sec¸a˜o 5.1.1, quanto a posteriori. Neste u´ltimo
caso, duas estrate´gias diferentes foram implementadas: na primeira estrate´gia, a cada no´
da a´rvore de B&B, o lifting de uma u´nica restric¸a˜o ativa e´ executado, e a nova relaxac¸a˜o
e´ reotimizada. O processo se repete ate´ que na˜o hajam mais restric¸o˜es ativas para aplicar
o lifting, o que pode acontecer porque todas as restric¸o˜es ativas ja´ sa˜o facetas ou porque
um procedimento de lifting na˜o foi implementado para algumas das restric¸o˜es ativas. A
segunda estrate´gia e´ similar, pore´m, ao inve´s de realizar o lifting de uma u´nica restric¸a˜o
ativa por iterac¸a˜o, o lifting de todas as restric¸o˜es ativas e´ realizado.
O procedimento de lifting para as desigualdades do tipo (2.2) pode ser dividido em
quatro casos. No primeiro caso, o grafo G possui mais de um ve´rtice isolado (desigualdade
(3.3)). O segundo caso ocorre quando o grafo G possui mais de um ve´rtice universal
(desigualdade (3.3)). O terceiro caso se da´ quando o grafo G possui um u´nico ve´rtice
isolado (desigualdade (3.7)) e o quarto e u´ltimo caso e´ quando o grafo G possui um
u´nico ve´rtice universal (desigualdade (3.8)). O lifting das desigualdades do tipo (2.3) e´
equivalente ao das desigualdades do tipo (2.2).
Para o primeiro caso, o algoritmo de lifting pode ser descrito da seguinte maneira: ini-
cialmente determine uma clique maximal que conte´m o ve´rtice j (fixado na desigualdade)
deH , em seguida atribua o valor 1 (um) aos coeficientes das varia´veis que correspondem ao
mapeamento dos ve´rtices pertencentes a` clique maximal contendo j nos ve´rtices isolados
de G, os demais coeficientes da desigualdade devem ser mantidos. Os custos dominan-
tes neste algoritmo sa˜o o de determinar uma clique maximal contendo j que tem custo
O(nH +mH) e o de modificar os coeficientes das varia´veis na desigualdade que, no pior
caso, tem custo O(nGnH). O segundo caso e´ similar, pore´m, ao inve´s de determinar uma
clique maximal, determinamos um IS maximal contendo j - o que tem custo O(nH+mH)
- e modificamos os coeficientes das varia´veis correpondentes aos mapeamentos dos ve´rtices
que fazem parte do IS em ve´rtices universais de G.
O algoritmo de lifting para o terceiro caso e´ ainda mais simples que para os dois
primeiros casos: atribua o valor 1 (um) aos coeficientes das varia´veis que correspondem
ao mapeamento dos ve´rtices adjacentes a j de H no ve´rtice isolado de G, os demais
coeficientes permanecem inalterados. O custo deste algoritmo e´ de ordem O(nG + nH).
O quarto caso e´ semelhante e possui a mesma complexidade.
Para realizar o lifting das desigualdades do tipo (3.11) e obter uma desigualdade
(3.15), procedemos da seguinte forma. Inicialmente, determinamos os ve´rtices de G e H
correspondentes a`s varia´veis com coeficiente 1 (um), tais ve´rtices formam respectivamente
uma clique maximal em G e um IS maximal emH . A seguir, os ve´rtices de G sa˜o colocados
em uma fila z, de forma que os ve´rtices que formam a clique ocupem as primeiras posic¸o˜es
e, enta˜o, o Algoritmo 5.1, com G e z passados como entrada, e´ executado para obter uma
sequ¨eˆncia de cliques. O mesmo e´ feito no grafo H para obter uma sequ¨eˆncia de IS. Em
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seguida atribu´ımos o valor 1 (um) a`s varia´veis correspondentes ao mapeamento de ve´rtices
pertencentes a`s cliques do grafo G em ve´rtices pertencentes a` IS do grafo H em que a
clique e o IS esta˜o na mesma posic¸a˜o de ordem (ve´rtices da primeira clique mapeados
em ve´rtices do primeiro IS, da segunda clique no segundo IS e assim sucessivamente). Os
demais coeficientes permanecem inalterados. O custo de obter uma sequeˆncia de clique
como descrito e´ da ordem de O(nG +mG logmG), obter uma sequeˆncia de IS tem um
custo da ordem de O(nH+mH logmH), enquanto alterar os coeficientes da desigualdade
tem custo de ordem O(nGnH). Assim como no caso das desigualdades do tipo (2.2) e
(2.3), o lifting das desigualdades do tipo (3.12) para o tipo (3.16) e´ equivalente ao das
desigualdades do tipo (3.11) para o tipo (3.15).
O u´ltimo procedimento de lifting implementado foi o procedimento para as desigual-
dades dos tipos (3.15) e (3.16). O lifting natural para estas desigualdades, de acordo com
o que foi apresentado no Cap´ıtulo 3, seria para as desigualdades (3.19) e (3.20). Pore´m,
como ja´ comentamos na Sec¸a˜o 5.1.1, a caracterizac¸a˜o destas u´ltimas e´ complexa. Desta
forma, como no Cap´ıtulo 4 provamos a equivaleˆncia de (3.19) e (3.20) com (4.2), fazemos
o lifting de (3.15) e (3.16) para (4.2) usando o grafo associac¸a˜o e, por este fato, o procedi-
mento e´ exatamente o mesmo para os dois tipos de desigualdades do MSIC. Inicialmente
criamos uma fila z com os ve´rtices do grafo associac¸a˜o (A) de tal forma que os ve´rtices
correspondentes a`s varia´veis que possuem coeficiente 1 (um) na desigualdade em questa˜o
aparec¸am primeiro que os demais. Em seguida, aplicamos o Algoritmo 5.1 dando A e z
como entrada e, enta˜o, atribu´ımos valor 1 (um) a`s varia´veis correspondentes aos ve´rtices
que fazem parte da clique maximal assim obtida. A complexidade deste algoritmo e´ da
ordem O(nA+mA logmA) onde: nA = nGnH e´ o nu´mero de ve´rtices do grafo associac¸a˜o
e mA e´ o nu´mero de na˜o-arestas nesse grafo.
5.1.3 Rotinas de Separac¸a˜o
Como ja´ mencionamos no Cap´ıtulo 2, um algoritmo de B&C consiste em executar algo-
ritmos de planos de corte em cada no´ da a´rvore de B&B fazendo assim, uma reformulac¸a˜o
automa´tica do problema. Para realizar essa reformulac¸a˜o e´ preciso resolver um problema
conhecido como problema da separac¸a˜o, que consiste em encontrar uma desigualdade
va´lida para o problema e que e´ violada pela soluc¸a˜o o´tima da relaxac¸a˜o linear. Este pro-
cesso reforc¸a a formulac¸a˜o, mas, assim como no caso do lifting, existe a desvantagem de
a formulac¸a˜o resultante ser mais pesada, fazendo com que a resoluc¸a˜o da relaxac¸a˜o linear
seja mais lenta.
Para os propo´sitos deste trabalho implementamos rotinas heur´ısticas de separac¸a˜o para
as desigualdades (3.11), (3.12), (4.2) e para as desigualdades (3.27), (3.28), (3.29), (3.30),
(3.33), (3.34), (3.31) e (3.32). O algoritmo para os dois primeiros tipos de desigualdades e´
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ideˆntico, apenas trocando os grafos usados na primeira por seus complementos. O mesmo
acontece com as desigualdades (3.27) a (3.32). Assim, a seguir apresentamos os treˆs
procedimentos usados para separac¸a˜o no nosso algoritmo de B&C.
A rotina de separac¸a˜o para as desigualdades (3.11) segue o seguinte algoritmo. Orde-
namos as varia´veis pela proximidade de 0, 5, isto e´, primeiro as varia´veis que mais violam
as restric¸o˜es de integralidade. Essa ordem das varia´veis induz uma ordem z sobre os
ve´rtices dos grafos de entrada do MSIC G e H . Com isto, aplicamos o Algoritmo 5.1
sobre os grafos G e H para obter, respectivamente, uma clique maximal e um IS maxi-
mal. Em seguida, verificamos se a soma das varia´veis correspondentes ao mapeamento
dos ve´rtices da clique nos ve´rtices do IS e´ maior que 1 (um), em caso positivo o corte e´
adicionado.
Para as desigualdades (4.2) primeiro criamos uma fila z ordenando as varia´veis pela
proximidade de 0, 5 e utilizamos o Algoritmo 5.1 passando o complemento do grafo asso-
ciac¸a˜o (A) e z como entrada. Testamos se a desigualdade formada pelo IS em A assim
obtido e´ violada. Em caso negativo, criamos uma fila z ordenando as varia´veis pela
proximidade de 1 e executamos todo o procedimento novamente para obter uma nova
desigualdade e testar se ela e´ violada. Esse procedimento e´ semelhante a`quele encontrado
em [25].
No procedimento de separac¸a˜o para as desigualdades (3.27) a (3.32), ordenamos as
varia´veis do problema pela proximidade de 0, 5, induzindo assim uma ordem sobre os
ve´rtices dos grafos de entrada do MSIC, e obtemos uma clique maximal (IS maximal)
em um dos grafos da mesma forma que foi feito na separac¸a˜o das desigualdades (3.11).





i∈clique xiv) (obviamente este peso sempre sera´ maior ou igual a zero devido a`s restric¸o˜es
de mapeamento u´nico). Enta˜o, constru´ımos um grafo bipartido de forma que se existe
a aresta (x, y) no grafo, enta˜o as arestas (x, y′) e (x′, y) existem no grafo bipartido e
possuem o mesmo peso daquela, ale´m disso, a aresta (x, y) na˜o existe no grafo bipartido.
Finalmente, aplicamos o algoritmo de Djikstra para encontrar o menor caminho entre x e
x′ para todo ve´rtice x ate´ que um odd-hole de tamanho maior ou igual a 5 seja encontrado
ou que se verifique a inexisteˆncia do mesmo.
O procedimento descrito no para´grafo anterior e´ baseado naquele apresentado em [25]
para separac¸a˜o de desigualdades odd-hole no problema do IS ma´ximo. Para a desigual-





j∈oddHole xij , onde 2k+1 e´ o nu´mero de ve´rtices do odd-hole e xij e´ a varia´vel
correspondente ao mapeamento do ve´rtice i, de um dos grafos, no ve´rtice j, do outro





para uma determinada clique maximal em um dos grafos, o odd-hole no outro grafo que
maximiza o lado esquerdo da desigualdade e´ dado pelo caminho mı´nimo no grafo bipar-
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tido.
5.1.4 Estrate´gias de Selec¸a˜o de Varia´veis
Uma questa˜o importante em um algoritmo de B&B que surge apo´s a otimizac¸a˜o de uma
relaxac¸a˜o linear em que a soluc¸a˜o o´tima na˜o e´ inteira e´: qual das varia´veis fraciona´rias
deve ser selecionada para ramificac¸a˜o? Isto e´, qual varia´vel sera´ usada para dividir o
problema em questa˜o em um determinado no´ em dois novos subproblemas correspondentes
ao arredondamento da varia´vel para cima e para baixo? Embora o XPRESS-MP implemente
estrate´gias para realizar essa selec¸a˜o, implementamos alguns crite´rios baseados no valor
das varia´veis, caracter´ısticas dos grafos de entrada do MSIC e caracter´ısticas do grafo
associac¸a˜o.
O primeiro crite´rio implementado foi a selec¸a˜o da varia´vel “mais fraciona´ria”, no nosso
caso, a varia´vel mais pro´xima de 0, 5. Assim, apo´s a otimizac¸a˜o de uma relaxac¸a˜o linear,
quando obtemos uma soluc¸a˜o fraciona´ria, dividimos o problema em dois subproblemas
fixando a varia´vel com valor mais pro´ximo de 0, 5 em 1 (um) em um deles e em 0 (zero)
no outro.
Outro crite´rio para selec¸a˜o de varia´veis implementado foi pre´-determinar uma ordem
de selec¸a˜o das varia´veis baseada no grau dos ve´rtices do grafo associac¸a˜o. Tal ordem e´
dada selecionando o ve´rtice de menor grau no grafo associac¸a˜o e colocando-o na primeira
posic¸a˜o livre de um vetor de ordem, em seguida o ve´rtice e´ removido do grafo associac¸a˜o
e o procedimento se repete sobre o grafo resultante ate´ que todos os ve´rtices estejam
ordenados. Como cada ve´rtice do grafo associac¸a˜o esta´ relacionado a uma varia´vel do
problema, essa ordem dos ve´rtices determina tambe´m uma ordem sobre as varia´veis.
Desta forma, apo´s a otimizac¸a˜o de uma relaxac¸a˜o linear, a varia´vel selecionada para
ramificac¸a˜o sera´ a primeira varia´vel com valor fraciona´rio na ordem pre´-definida.
A ordenac¸a˜o dos ve´rtices apresentada no para´grafo anterior e´ comumente usada em
algoritmos para o problema da Clique. Outra forma de ordenar os ve´rtices, tambe´m
utilizada naquele problema, e´ a ordenac¸a˜o por cores, ambas sa˜o apresentadas em [40]
e usadas pelo Cliquer. A ordenac¸a˜o por cores e´ feita determinando uma classe de cor
por vez (dois ve´rtices podem pertencer a` mesma classe de cor se forem na˜o-adjacentes) e
em uma mesma classe de cor, ve´rtices com maior grau sa˜o ordenados primeiro. Apo´s a
ordenac¸a˜o de toda uma classe de cor, seus ve´rtices sa˜o removidos e o processo continua
sobre o grafo induzido pelos ve´rtices ainda na˜o ordenados ate´ que este se torne vazio. Por
u´ltimo, a ordem obtida da forma aqui descrita e´ invertida. Esta ordem dos ve´rtices do
grafo associac¸a˜o determina como escolhemos a varia´vel de ramificac¸a˜o da mesma forma
que na ordenac¸a˜o por grau.
A u´ltima ordenac¸a˜o que implementamos foi a que chamamos ordenac¸a˜o por grau de
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mapeamento. Nela, calculamos para cada ve´rtice v dos grafos de entrada do MSIC, o
grau de mapeamento de v, que e´ dado pela soma dos graus dos ve´rtices do grafo associac¸a˜o
que correspondem a mapeamentos de v nos ve´rtices do outro grafo. Assim, os ve´rtices
dos dois grafos sa˜o ordenados de modo que o ve´rtice com menor grau de mapeamento
e´ colocado na primeira posic¸a˜o livre de um vetor de ordem. Em seguida, o ve´rtice e´
removido do seu grafo de origem e o ve´rtice com menor grau de mapeamento no grafo
resultante e´ colocado na pro´xima posic¸a˜o livre. Esse processo se repete ate´ que todos
os ve´rtices estejam ordenados. Com os ve´rtices dos dois grafos ordenados, ordenamos as
varia´veis de acordo com o procedimento descrito a seguir, no qual supo˜e-se que o nu´mero
de ve´rtices do grafo de entrada G e´ menor ou igual ao nu´mero de ve´rtices do grafo de
entrada H . Na primeira posic¸a˜o coloca-se a varia´vel correspondente ao mapeamento do
primeiro ve´rtice de G no primeiro ve´rtice de H . Depois, a varia´vel correspondente ao
mapeamento do primeiro ve´rtice de G no segundo ve´rtice de H e assim sucessivamente
ate´ que as varia´veis correspondentes a todos os mapeamentos do primeiro ve´rtice de G
estejam ordenadas. Em seguida consideramos os mapeamentos do segundo ve´rtice de G
e o processo se repete ate´ que todas as varia´veis estejam ordenadas.
A motivac¸a˜o por tra´s da ordenac¸a˜o por grau de mapeamento e´, na verdade, realizar
uma ordenac¸a˜o por cores utilizando uma colorac¸a˜o previamente conhecida. Tal colorac¸a˜o
se baseia em uma propriedade do grafo associac¸a˜o que todo par de ve´rtices (i, j) e (i, k) sa˜o
na˜o-adjacentes, bem como todo par (i, j) e (k, j). Desta forma, todo grafo associac¸a˜o tem
duas colorac¸o˜es dadas pelas classes: (i1, ?), (i2, ?) . . . (inG, ?) e (?, j1), (?, j2) . . . (?, jnH),
onde (ix, ?) sa˜o os ve´rtices do grafo associac¸a˜o obtidos a partir dos mapeamentos do
ve´rtice ix de um dos grafos em ve´rtices do outro grafo ((?, jy) tem significado semelhante).
Logo, todo grafo associac¸a˜o obtido a partir de dois grafos G e H pode ser colorido com
min(nG, nH) cores. Essas classes de cores sa˜o exatamente aquelas que aparecem nas
restric¸o˜es de mapeamento u´nico.
5.1.5 Estrate´gia de Ramificac¸o˜es Mu´ltiplas
Analisando a a´rvore de B&B percebemos que apo´s a escolha de uma varia´vel para rami-
ficac¸a˜o, quando ela e´ fixada em 1 (um) va´rias outras varia´veis sa˜o fixadas em 0 (zero).
Todavia, quando a varia´vel de ramificac¸a˜o e´ fixada em 0 (zero), nenhuma outra varia´vel
e´ fixada. Este tipo de ramificac¸a˜o tende a criar a´rvores de enumerac¸a˜o desbalanceadas
que, notoriamente, sa˜o indeseja´veis para algoritmos do tipo divisa˜o e conquista como e´ o
caso do B&B. Uma alternativa e´ fazer ramificac¸o˜es mu´ltiplas sobre grupos de varia´veis
bina´rias cuja soma seja limitada a 1 (um). Assim, em cada ramo uma varia´vel do grupo e´
fixada em 1 (um) e as demais em 0 (zero). Ale´m disso, acrescenta-se um u´ltimo ramo onde
todas as varia´veis do grupo sa˜o fixadas em 0 (zero). Com isto, espera-se que o nu´mero de
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no´s total da a´rvore de enumerac¸a˜o seja reduzido.
A escolha dos grupos de varia´veis a serem usados para a realizac¸a˜o das ramificac¸o˜es
mu´ltiplas pode ser feita de diversas maneiras. No entanto, para o problema do MSIC,
estes grupos devem possuir a caracter´ıstica de que quando uma de suas varia´veis assume
valor 1 (um), todas as demais devem assumir valor 0 (zero), isto e´, duas varia´veis de
um grupo na˜o podem assumir valor 1 (um) simultaneamente. Dito de outra forma, se
um grupo e´ va´lido para a realizac¸a˜o de ramificac¸o˜es mu´ltiplas no problema do MSIC, a
desigualdade do tipo menor ou igual em que o lado esquerdo e´ o somato´rio das varia´veis
de um grupo e o lado direito e´ 1 (um) e´ uma desigualdade va´lida para o MSIC.
No caso do MSIC, tendo em vista a propriedade que os grupos de varia´veis para
ramificac¸o˜es devem satisfazer, selecionamos os grupos da seguinte forma. Dadas as desi-
gualdades do tipo “≤ 1” de alguma formulac¸a˜o do MSIC, escolhemos aquela que possua
o maior nu´mero de varia´veis com coeficiente 1 (um) e marcamos essas varia´veis como
cobertas. A seguir escolhemos dentre as desigualdades restantes aquela que possui o
maior nu´mero de varia´veis ainda na˜o cobertas e repetimos este processo ate´ que todas
as varia´veis sejam cobertas. As varia´veis que possuem coeficiente 1 (um) em cada de-
sigualdade selecionada, removidas aquelas nas intersec¸o˜es com as demais desigualdades
selecionadas, definem um dos grupos que sera˜o utilizados nas ramificac¸o˜es mu´ltiplas.
Escolhendo os grupos de varia´veis da forma descrita no para´grafo anterior, obtemos
um conjunto de grupos que forma uma partic¸a˜o do conjunto de varia´veis do problema. Ao
longo do algoritmo de B&B, o grupo selecionado para ramificac¸a˜o e´ aquele que conte´m
a varia´vel que seria selecionada se estivesse sendo executada uma ramificac¸a˜o bina´ria.
5.1.6 Estrate´gias de Ramificac¸a˜o ao Estilo Cliquer
Devido ao bom desempenho apresentado pelo Cliquer, pode-se imaginar que a estrate´gia
usada pelo algoritmo pode ser pelo menos parcialmente implementada em outros algorit-
mos. Assim, implementamos a ide´ia utilizada pelo Cliquer de resolver inicialmente um
problema bem pequeno, em seguida resolver um problema um pouco maior utilizando o
resultado do problema anterior e assim sucessivamente, ate´ que o problema original fosse
resolvido.
Essa ide´ia deu origem a duas abordagens: na primeira delas, as varia´veis sa˜o ordenadas
de acordo com algum crite´rio (pode-se utilizar alguns daqueles ja´ discutidos para selec¸a˜o
de varia´veis de ramificac¸a˜o) e, enta˜o, o algoritmo de B&B ou B&C e´ aplicado ao sub-
problema em que todas as varia´veis sa˜o fixadas em 0 (zero), exceto a u´ltima. Em seguida
resolvemos o problema em que todas as varia´veis sa˜o fixadas em 0 (zero), exceto as duas
u´ltimas, adicionando a` formulac¸a˜o a restric¸a˜o de que a u´ltima varia´vel deve ser menor
que a soluc¸a˜o o´tima do subproblema anterior (obviamente a resoluc¸a˜o do primeiro sub-
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problema e a adic¸a˜o desta restric¸a˜o sa˜o desnecessa´rios e esta˜o aqui descritas para facilitar
a compreensa˜o). Depois, resolvemos o problema em que todas as varia´veis sa˜o fixadas em
0 (zero) exceto as treˆs u´ltimas e adicionamos a` formulac¸a˜o, ale´m da restric¸a˜o adicionada
no subproblema anterior, a restric¸a˜o de que o somato´rio das duas u´ltimas varia´veis deve
ser menor que o valor o´timo do subproblema anterior. Esse processo e´ repetido ate´ que o
problema original seja resolvido com algumas restric¸o˜es adicionais que devem melhorar o
limitante dual.
Como a fixac¸a˜o de varia´veis e carga do problema geram custos adicionais, podemos
tentar reduzir estes custos utilizando a segunda abordagem que e´ a de utilizar a estrate´gia
do Cliquer adicionando grupos de varia´veis nos subproblemas seguintes ao inve´s de uma
u´nica varia´vel. Nesta abordagem, os grupos de varia´veis podem ser obtidos atrave´s de
uma colorac¸a˜o do grafo associac¸a˜o - neste caso, cada classe de cor seria um grupo - ou
utilizando um algoritmo de partic¸a˜o das varia´veis como o apresentado na Sec¸a˜o 5.1.5. A
ide´ia do algoritmo permanece a mesma. Inicialmente todas as varia´veis sa˜o fixadas em
0 (zero) exceto as pertencentes ao u´ltimo grupo (assim como na abordagem ja´ discutida,
o primeiro problema na˜o precisaria ser resolvido pois sua soluc¸a˜o o´tima e´ obviamente 1
(um)). Em seguida, todas as varia´veis sa˜o fixadas em zero exceto as dos dois u´ltimos
grupos e e´ adicionada a` formulac¸a˜o a restric¸a˜o de que o somato´rio das varia´veis do u´ltimo
grupo deve ser menor ou igual a` soluc¸a˜o o´tima do subproblema anterior. Esse processo e´
repetido ate´ que o problema original seja resolvido.
5.2 Resultados Computacionais
Na Sec¸a˜o 5.1 discutimos as diversas te´cnicas e estrate´gias que foram implementadas na
tentativa de obter um algoritmo com melhor desempenho. Nesta sec¸a˜o analisaremos
os resultados computacionais obtidos aplicando diferentes combinac¸o˜es daquelas te´cnicas
com as diferentes formulac¸o˜es ja´ apresentadas.
Para o conjunto de instaˆncias de teste foram gerados aleatoriamente, de acordo com
o modelo de Erdo¨s-Re´nyi, grafos com 10, 12, 15, 17 e 20 ve´rtices em cinco faixas de den-
sidades: 10%, 30%, 50%, 70% e 90%. Para cada nu´mero de ve´rtices e faixa de densidade
foram gerados dois grafos, dando um total de 50 grafos. Como a entrada do MSIC sa˜o
dois grafos, todas as combinac¸o˜es de pares de grafos foram utilizados, resultando em um
total de 1.225 instaˆncias de teste. A utilizac¸a˜o de diferentes faixas de densidade visa ana-
lisar qual faixa traz mais dificuldades para os algoritmos. Para todos os testes realizados,
um tempo ma´ximo de 1.800 segundos.
O ambiente computacional utilizado nos experimentos consistiu em um computador
com processador Intel Core 2 Quad 2.40GHz, cache de 4096 kB, memo´ria RAM de 4GB e
sistema operacional Ubuntu 8.10. A linguagem de programac¸a˜o usada na implementac¸a˜o
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foi a linguagem C com compilador gcc (Ubuntu 4.3.2-1ubuntu12) 4.3.2 e todos os progra-
mas foram compilados com a flag de otimizac¸a˜o -O3. Ale´m disso, foi usado o resolvedor de
PLI XPRESS-MP-Optimizer 64-bit v19.00.00 (xpressmp2008A.2). O XPRESS-MP conte´m bi-
bliotecas especiais para implementar B&C, heur´ısticas primais etc. Os cortes, heur´ısticas
e pre´-processamento padro˜es do XPRESS-MP foram desligados.
Neste trabalho, procuramos seguir as recomendac¸o˜es constantes em [16] quanto a`
forma de realizar os experimentos e apresentar os resultados. Por este motivo, neste
texto optamos por na˜o incluir longas tabelas contendo dados das execuc¸o˜es experimen-
tais individualizado por instaˆncia, como e´ comum em textos dessa natureza. Ao inve´s
disso, compilamos os resultados, exibindo-os sob a forma de estat´ısticas e gra´ficos. Isso
se deve principalmente ao fato da quantidade de resultados ser muito grande e, por isso,
apresenta´-los por completo seria tedioso e em partes, pouco significante. Sobre as es-
tat´ısticas relativas aos tempos de execuc¸a˜o, deve-se notar que empates sa˜o inexistentes ou
insignificantes. Assim, quando dizemos que, por exemplo, os tempos de execuc¸a˜o do Ex-
perimentoX sa˜o melhores que os do ExperimentoY em 23,00% dos casos, e´ o mesmo que
dizer que eles sa˜o piores em 77,00% dos casos. A Tabela 5.1 resume todos os experimentos
que sa˜o discutidos em detalhe no restante desta sec¸a˜o.
Os primeiros experimentos realizados visaram determinar qual das formulac¸o˜es con-
duz a um algoritmo mais eficiente. Inicialmente foi realizado um experimento executando
cada uma das 1.225 instaˆncias utilizando B&B puro com a formulac¸a˜o inicial (este ex-
perimento foi chamado Experimento01). Posteriormente um experimento semelhante foi
realizado com a formulac¸a˜o Clique-IS (Experimento02) e os resultados deste u´ltimo foram
comparados com aqueles do Experimento01. Conclu´ıda esta comparac¸a˜o, outro experi-
mento semelhante foi executado, desta vez com a formulac¸a˜o SeqClique-SeqIS (Experi-
mento03). Os resultados obtidos foram comparados com os melhores resultados entre os
Experimento01 e Experimento02. O mesmo foi feito com as formulac¸o˜es MaxIS (Experi-
mento04) e MaxIS Light (Experimento05).
No Experimento01 99,43% das instaˆncias foram resolvidas no tempo ma´ximo de 1.800s
e 77,47% no tempo de 30s. O tempo de montagem da formulac¸a˜o e carregamento do pro-
blema neste experimento e´ irriso´rio em relac¸a˜o ao tempo total, assim como nos demais
experimentos, sendo menor que 0,192s em todas as instaˆncias. Neste experimento, as
instaˆncias que se mostraram mais dif´ıceis foram aquelas em que a densidade de um dos
grafos estava entre 30% e 70% (fixada a densidade do outro grafo). Este fato se repetiu
em todas as demais formulac¸o˜es como ilustra a Figura 5.1 relativa aos tempos do Experi-
mento02 para instaˆncias em que um dos grafos possui 17 e o outro 20 ve´rtices. Em me´dia,
a distaˆncia entre o limitante dual na raiz (LDraiz) e o melhor (LDmelhor) - calculada por
100× (⌊LDraiz⌋ − ⌊LDmelhor⌋)/⌊LDmelhor⌋ - foi de 70,83%. Como 99,43% das instaˆncias




















































01 Formulac¸a˜o inicial com B&B.
02 Formulac¸a˜o Clique-IS com B&B. *
03 Formulac¸a˜o SeqClique-SeqIS com B&B.
04 Formulac¸a˜o MaxIS com B&B.
05 Formulac¸a˜o MaxIS Light com B&B.
06 Mesmo que Experimento02 adicionado de lifting a posteriori de uma
u´nica restric¸a˜o ativa por iterac¸a˜o.
07 Mesmo que Experimento02 adicionado de lifting a posteriori de todas as
restric¸o˜es ativas por iterac¸a˜o.
08 Formulac¸a˜o Clique-IS com B&C separando desigualdades (4.2).
09 Formulac¸a˜o Clique-IS com B&C separando desigualdades (3.27) e (3.34).
10 Formulac¸a˜o Clique-IS com B&C separando desigualdades (3.11) e (3.12)
11 Mesmo que Experimento02 adicionado de selec¸a˜o de varia´veis por grau. *
12 Mesmo que Experimento02 adicionado de selec¸a˜o de varia´veis por cores.
13 Mesmo que Experimento02 adicionado de selec¸a˜o de varia´veis por grau *
de mapeamento.
14 Mesmo que Experimento02 adicionado de selec¸a˜o por varia´vel mais
violada.
15 Mesmo que Experimento13 adicionado de estrate´gia de ramificac¸o˜es
mu´ltiplas.
16 Mesmo que Experimento13 adicionado de estrate´gia do Cliquer com
uma u´nica varia´vel adicionada por vez.
17 Mesmo que Experimento13 adicionado de estrate´gia do Cliquer com
um conjunto de varia´veis adicionado por vez.
18 Cliquer *
Tabela 5.1: Resumo de todos os experimentos realizados. Na primeira coluna e´ mostrado o nu´mero do experimento, na
segunda a descric¸a˜o do que e´ feito nele e a terceira coluna identifica o experimento que apresentou o melhor desempenho
ate´ o momento.
5.2. Resultados Computacionais 71
Figura 5.1: Tempo total de execuc¸a˜o para diferentes densidades no Experimento02.
Os resultados do Experimento02 foram bem melhores que os do Experimento01, onde,
100,00% das instaˆncias foram resolvidas em no ma´ximo 1.800s e 89,31% foram resol-
vidas em 30s. Na comparac¸a˜o entre esses dois experimentos, 95,92% das instaˆncias
apresentam um tempo de resoluc¸a˜o melhor no Experimento02 e, em me´dia, essa me-
lhora foi de 68,73% (a melhora do tempo de resoluc¸a˜o de uma instaˆncia no Experi-
mento02 em relac¸a˜o ao Experimento01, em valores percentuais, e´ definida como sendo
100 × (tExp01 − tExp02)/tExp01, onde tExpX e´ o tempo da instaˆncia no Experimen-
toX). Em me´dia, a distaˆncia entre o limitante dual na raiz e o melhor limitante dual foi de
20,99% (muito melhor que o obtido com a formulac¸a˜o inicial) e como 100% das instaˆncias
foram resolvidas a` otimalidade, em todos os casos o melhor limitante dual era o´timo. Este
ganho de tempo no Experimento02 pode ser explicado pelo fato da formulac¸a˜o Clique-IS
ser formada por desigualdades mais fortes e, ao mesmo tempo, possuir um nu´mero menor
de restric¸o˜es e elementos na˜o-nulos que a formulac¸a˜o inicial (em 100,00% das instaˆncias),
o que pode tornar a resoluc¸a˜o das relaxac¸o˜es lineares mais ra´pida.
Na Figura 5.2 mostramos gra´ficos comparando o tempo de execuc¸a˜o das instaˆncias
no Experimento01 e Experimento02. O eixo das ordenadas corresponde ao tempo gasto
para resolver as instaˆncias e o eixo das abscissas representa as 1.225 instaˆncias ordenadas
por nu´mero de ve´rtices e por densidade do primeiro grafo e por nu´mero de ve´rtices e
densidade do segundo grafo. Ou seja, o valor 1 no eixo x corresponde a` instaˆncia em que
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o primeiro grafo tem 10 ve´rtices e densidade 10% e o segundo grafo tem o mesmo nu´mero
de ve´rtices e densidade; o valor 2 no eixo x corresponde a` instaˆncia em que o primeiro
grafo tem 10 ve´rtices e densidade 10% e o segundo grafo tem o mesmo nu´mero de ve´rtices
e densidade 30% e assim sucessivamente. Para uma melhor visualizac¸a˜o, o gra´fico foi
dividido em seis partes correspondendo a um segmento do eixo das abscissas, sendo a
primeira parte correspondendo a`s primeiras 204 instaˆncias, a segunda a`s 204 seguintes,
assim por diante e a sexta parte corresponde a`s 205 u´ltimas instaˆncias. Vale ressaltar
que apesar dos gra´ficos serem mostrados como func¸o˜es cont´ınuas, na verdade, o eixo x e´
discreto como se pode perceber pela sua descric¸a˜o. Contudo, entendemos que um gra´fico
como uma func¸a˜o discreta teria uma visualizac¸a˜o mais dif´ıcil. Note que o gra´fico do
Experimento02, que tem um melhor desepenho, e´ apresentado com uma linha cont´ınua
enquanto o do Experimento01 e´ apresentado com uma linha pontilhada. Em todos os
gra´ficos apresentados neste trabalho, adotamos esta convenc¸a˜o de que o experimento com
melhor desempenho e´ apresentado com uma linha cont´ınua e o de pior desempenho com
uma linha pontilhada.
Como a formulac¸a˜o Clique-IS apresentou melhores resultados que a formulac¸a˜o inicial,
que e´ mais fraca, e´ razoa´vel pensar que a formulac¸a˜o SeqClique-SeqIS sendo ainda mais
forte deveria apresentar resultados de melhor qualidade. Contudo, na˜o foi isso o consta-
tado. No Experimento03, 100,00% das instaˆncias foram resolvidas em no ma´ximo 1.800s e
88,65% em 30s e em apenas 31,27% dos casos este experimento apresentou tempo inferior
aos do Experimento02, sendo que a piora do tempo foi em me´dia de 24,44% (a piora do
tempo e´ simplesmente uma melhora negativa e, portanto, e´ calculada como ja´ apresen-
tado anteriormente). A piora dos tempos na formulac¸a˜o SeqClique-SeqIS na maioria dos
testes pode ser explicada pelo fato desta formulac¸a˜o, apesar de formada por desigualdades
mais fortes e possuir o mesmo nu´mero de restric¸o˜es que a formulac¸a˜o Clique-IS, tem um
nu´mero maior de elementos na˜o-nulos (em 99,10% dos casos) e gera uma melhora do li-
mitante dual na raiz de apenas 0,08% em me´dia, sendo que a distaˆncia deste limitante na
raiz para o melhor limitante foi de 20,49% em me´dia. De fato, o aumento do nu´mero de
elementos na˜o-nulos e´ de 13,43% em me´dia, o que deve contribuir para elevar, o custo de
resoluc¸a˜o das relaxac¸o˜es lineares. Entretanto, o aumento desse custo na˜o e´ compensado
pela melhora no limitante dual.
Mesmo com o resultado negativo observado no Experimento03 decidimos testar a pos-
sibilidade de uma formulac¸a˜o ainda mais forte produzir melhores resultados, o que poderia
acontecer porque a melhora do limitante dual com tal formulac¸a˜o poderia compensar o
aumento no custo de resoluc¸a˜o das relaxac¸o˜es lineares. No Experimento04 essa possibi-
lidade foi testada, sendo que 100,00% das instaˆncias foram solucionadas a` otimalidade
no tempo ma´ximo de 1.800s e 88,82% foram resolvidas em 30s. Na comparac¸a˜o com o
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raiz (a distaˆncia do limitante dual na raiz para o melhor limitante dual foi de 19,90% em
me´dia), contudo, em apenas 25,80% dos casos o tempo de resoluc¸a˜o foi menor, havendo
uma piora de, em me´dia, 32,26%. Isso nos leva a` conclusa˜o de que, tambe´m nesta for-
mulac¸a˜o, a melhora do limitante dual na˜o foi suficiente para compensar o aumento no
peso da formulac¸a˜o.
Observando a Figura 5.3 podemos perceber claramente que apesar do Experimento03
ter apresentado resultados piores que o Experimento02, a diferenc¸a entre os dois foi muito
menos expressiva que a diferenc¸a entre os Experimento02 e Experimento01. O mesmo se
observa na Figura 5.4 entre os Experimento04 e Experimento02.
Aparentemente, o fato da formulac¸a˜o Clique-IS ser mais leve que as formulac¸o˜es
SeqClique-SeqIS e MaxIS faz com que ela possa ser resolvida mais eficientemente que
as demais. Assim, podemos pensar que uma formulac¸a˜o que fosse ao mesmo tempo mais
forte e mais leve poderia dominar a formulac¸a˜o Clique-IS. A formulac¸a˜o MaxIS Light,
que foi usada no Experimento05, e´ formada apenas por desigualdades que definem face-
tas do poliedro da Clique (e, consequ¨entemente, tambe´m do poliedro do MSIC), pore´m,
em geral, possui um nu´mero menor de restric¸o˜es que a formulac¸a˜o Clique-IS (no Experi-
mento05 o nu´mero de restric¸o˜es foi menor que no Experimento02 em 80,73% dos casos).
No Experimento05 todas as instaˆncias foram resolvidas em 1.800s e 82,20% em 30s, o
que na˜o parece muito pior que os resultados do Experimento02. No entanto, comparando
os tempos obtidos nos dois experimentos, observamos que o Experimento05 foi melhor
que o Experimento02 em apenas 8,82% dos casos, apresentando, em me´dia, uma piora de
320,68%. Na Figura 5.5 percebe-se que a piora nos tempos de resoluc¸a˜o do Experimento05
em relac¸a˜o ao Experimento02 foi mesmo bastante significativa. Este mau desempenho da
formulac¸a˜o MaxIS Light pode ser explicado por dois fatos. Primeiro, apesar do nu´mero
de restric¸o˜es ser menor, esta formulac¸a˜o apresentou um nu´mero de elementos na˜o-nulos
por restric¸a˜o maior que a Clique-IS em 86,94% dos casos, o que pode piorar o tempo
de resoluc¸a˜o das relaxac¸o˜es lineares. O segundo fato foi que, apesar de formada por de-
sigualdades mais fortes (todas as desigualdades da formulac¸a˜o sa˜o facetas), houve uma
degradac¸a˜o, em me´dia, de 16,47% no valor do limitante dual na raiz (a distaˆncia entre
o limitante dual na raiz e o melhor limitante dual foi de 37,20% em me´dia), o que pode
ser explicado pelo fato dessa formulac¸a˜o na˜o levar em considerac¸a˜o as informac¸o˜es que
podem ser obtidas da estrutura dos grafos de entrada originais (existeˆncia de cliques e
IS maximais, odd-(anti)holes etc.). Assim, esse experimento apresenta ind´ıcios de que
e´ vantajoso utilizar uma formulac¸a˜o baseada diretamente sobre problema do MSIC ao
inve´s de outra que se vale da reduc¸a˜o ao problema da Clique.
Estes primeiros experimentos apontaram como melhor formulac¸a˜o a Clique-IS, apesar
desta ser mais fraca que outras formulac¸o˜es testadas. Nossa hipo´tese e´ de que isso ocorreu





















































































































































































































































































































































































78 Cap´ıtulo 5. Implementac¸a˜o e Resultados Computacionais
no modelo e leveza (para fins de resoluc¸a˜o) das relaxac¸o˜es lineares. Desta forma, con-
jecturamos que talvez pude´ssemos melhorar ainda mais esse equil´ıbrio comec¸ando com
uma formulac¸a˜o mais fraca (Clique-IS) e fortalecendo as restric¸o˜es a` medida em que elas
ficassem ativas. Para tanto, utilizando os procedimentos de lifting ja´ discutidos na Sec¸a˜o
5.1.2 (lifting a posteriori).
Para testar se a conjectura era verdadeira, realizamos dois experimentos. No primeiro
deles, executamos um algoritmo deB&B com a formulac¸a˜o Clique-IS utilizando um proce-
dimento de lifting a posteriori de uma u´nica restric¸a˜o ativa por iterac¸a˜o (Experimento06)
e comparamos os resultados com o Experimento02 (que teve o melhor resultado dentre
os experimentos anteriores). O segundo experimento foi realizado de forma semelhante,
todavia, executou-se o lifting de todas as restric¸o˜es ativas por iterac¸a˜o (Experimento07).
Novamente, comparamos os resultados com aqueles obtidos pelo melhor algoritmo de
acordo com os Experimento02 e Experimento06.
Os Experimento06 e Experimento07 mostraram que a conjectura estava errada. Ou
seja, a utilizac¸a˜o de lifting a posteriori na˜o melhora o desempenho do algoritmo. Com-
parando com o Experimento02 os novos experimentos foram melhores, respectivamente,
em apenas 21,39% e 20,57% dos casos, sendo que a piora nos tempos foi, em me´dia, de
30,06% e 29,39%. Apesar das desigualdades serem fortalecidas quando necessa´rio e do
tempo gasto com o lifting ser relativamente baixo (em me´dia 7,71% do tempo total no
Experimento06 e 8,01% no Experimento07), esses experimentos apresentam um aumento,
em me´dia, de 10,06% e 7,71%, respectivamente, no Experimento06 e no Experimento07,
no nu´mero de no´s explorados. Embora do nu´mero de no´s, em geral, na˜o ser um fator de-
terminante no tempo de resoluc¸a˜o (o nu´mero de no´s explorados em um experimento pode
ser muito maior do que o de outro, e ainda assim ter o tempo total menor se o primeiro
gasta pouco tempo em cada no´ e o segundo gasta muito tempo por no´), neste caso, essa
correlac¸a˜o parece ser verdadeira, o que parece explicar o desempenho superior do B&B
do Experimento02. Nas Figuras 5.6 e 5.7 pode-se observar as diferenc¸as entre os tempos
obtidos no Experimento06 e Experimento02 e entre os tempos obtidos no Experimento07
e Experimento02, respectivamente.
Tendo confirmado que a melhor formulac¸a˜o e´ a Clique-IS e que a utilizac¸a˜o de procedi-
mentos de lifting na˜o melhora o desempenho do algoritmo, partimos para os experimentos
com os algoritmos de B&C. Um fato bem conhecido na literatura e´ que algoritmos de
planos de corte podem ser bastante u´teis para melhorar o limitante dual e como os testes
anteriores mostraram que grande parte do tempo era gasto para encontrar um limitante
dual justo - no Experimento02 o tempo gasto para encontrar o melhor limitante primal
foi em me´dia 66,19% do tempo total e esse valor cai para 44,26% quando consideramos
apenas as instaˆncias que tiveram um tempo total superior a 30s - essa abordagem pareceu
























































































































































































































































































































































































5.2. Resultados Computacionais 81
rimentos utilizando diferentes rotinas de separac¸a˜o explicadas na Sec¸a˜o 5.1.3. O primeiro
experimento utilizou a rotina de separac¸a˜o para as desigualdades (4.2) (Experimento08),
o segundo utilizou as rotinas de separac¸a˜o relacionadas a`s desigualdades (3.27) a (3.34)
(Experimento09) e o terceiro utilizou a rotina de separac¸a˜o para desigualdades (3.11) e
(3.12) (Experimento10). Nos treˆs experimentos o nu´mero de iterac¸o˜es de separac¸a˜o por
no´ foi limitado a 10 e o nu´mero ma´ximo de cortes inseridos, limitado a 10nGnH , ou
seja, dez vezes o nu´mero de varia´veis do problema. Da mesma forma que foi feito nos
casos anteriores, os resultados de cada experimento foram comparados com aqueles do
experimento anterior que apresentou melhor desempenho.
O Experimento08 em relac¸a˜o ao Experimento02 apresentou um tempo melhor em
apenas 18,69% dos casos, tendo uma piora, em me´dia, de 54,50%. Esses dados sa˜o curiosos,
visto que foi utilizada uma rotina de separac¸a˜o para adicionar cortes que definem facetas
- o que deveria agilizar a descoberta do limitante dual o´timo - e que consome um tempo
relativamente baixo (apenas 1,84% do tempo total, em me´dia), mesmo inserindo uma
quantidade razoa´vel de cortes (em me´dia, 126,61% do nu´mero de restric¸o˜es da formulac¸a˜o).
Ale´m disso, houve uma reduc¸a˜o no nu´mero de no´s explorados, em me´dia, de 35,14% em
relac¸a˜o ao Experimento02. Assim, a piora dos tempos do Experimento08 so´ pode ser
explicada pelo tempo gasto na resoluc¸a˜o das relaxac¸o˜es lineares. Uma visa˜o comparativa
entre os tempos desses dois experimentos pode ser obtida observando a Figura 5.8.
Ja´ os Experimento09 e Experimento10 tambe´m apresentaram resultados piores que o
Experimento02: apenas 4,90% dos casos apresentaram tempos melhores, com piora me´dia
de 9,69% no Experimento09 e 32,98% dos casos foram melhores no tempo, com uma piora
me´dia de 9,85% no Experimento10. Nos dois experimentos, os tempos gastos com as
rotinas de separac¸a˜o tambe´m foram relativamente baixos, 7,85% e 1,52% dos tempos
totais, respectivamente. Em me´dia, o nu´mero de cortes inseridos foi, respectivamente, da
ordem de 0,17% e 22,38% do nu´mero de restric¸o˜es da formulac¸a˜o para os Experimento09
e Experimento10. Em ambos experimentos houve um pequeno aumento no nu´mero de
no´s explorados em relac¸a˜o ao Experimento02: 1,12% para o Experimento09 e 3,65%
para o Experimento10. Este u´ltimo fato, juntamente com o pequeno nu´mero de cortes
inseridos, pode ajudar a explicar o aumento nos tempos. Pore´m, como este u´ltimo foi
mais significativo que o incremento no nu´mero de no´s e que o tempo gasto com cortes,
provavelmente tambe´m houve um incremento na complexidade de resoluc¸a˜o das relaxac¸o˜es
lineares com a inclusa˜o dos cortes. As Figuras 5.9 e 5.10 da˜o uma ide´ia da relac¸a˜o entre
os tempos destes experimentos com o Experimento02.
Como ja´ comentamos na Sec¸a˜o 5.1.4, uma questa˜o importante para o bom desempenho
de um algoritmo de B&B e´ a questa˜o da selec¸a˜o de varia´veis. Desta forma, realizamos
experimentos para testar qual crite´rio de selec¸a˜o e´ o mais eficiente: primeiramente testa-

















































































































































































































































































































































































































































































































































































5.2. Resultados Computacionais 85
por cores (Experimento12), posteriormente a selec¸a˜o por grau de mapeamento (Expe-
rimento13) e, por u´ltimo, a selec¸a˜o por varia´vel mais violada (Experimento14). Nestes
experimentos, foi utilizada a mesma configurac¸a˜o do Experimento02, apenas adicionando
algum crite´rio de selec¸a˜o de varia´veis. A comparac¸a˜o entre os experimentos foi feita como
anteriormente.
Analisando os resultados do Experimento11, constatamos que a selec¸a˜o de varia´veis
por grau de fato melhora o desempenho do algoritmo de B&B. Neste experimento, o
tempo de resoluc¸a˜o foi menor em 57,71% dos casos, tendo uma melhora, em me´dia, de
2,06% em relac¸a˜o ao Experimento02. Uma comparac¸a˜o dos tempos dos dois experimentos
pode ser vista na Figura 5.11. O Experimento11 tambe´m apresentou melhores resultados
que o Experimento12, com tempos menores que este em 58,94% dos casos, sendo que, em
me´dia, o tempo foi 9,65% melhor. A Figura 5.12 mostra uma comparac¸a˜o dos tempos dos
Experimento11 e Experimento12.
A selec¸a˜o de varia´veis por grau de mapeamento testada no Experimento13 se mostrou
ainda mais eficiente que a selec¸a˜o de varia´veis por grau. Em 61,47% dos casos o Experi-
mento13 apresentou tempos melhores que o Experimento11, com uma melhora me´dia de
2,01%. O Experimento13 tambe´m apresentou tempos melhores que os do Experimento14
em 64,49% dos casos, sendo que no Experimento14, a piora dos tempos em relac¸a˜o ao
Experimento13 foi, em me´dia, de 152,73%. Podemos comparar os tempos do Experi-
mento13 com os do Experimento11 observando a Figura 5.13 e com os do Experimento14
observando a Figura 5.14. Na˜o sabemos ao certo o porqueˆ do melhor desempenho do
Experimento13 em relac¸a˜o aos demais experimentos com outros me´todos de selec¸a˜o de
varia´veis.
Na Sec¸a˜o 5.1.5 dissemos que durante o processo de B&B com ramificac¸a˜o bina´ria,
quando a varia´vel de ramificac¸a˜o e´ fixada em 1 (um) diversas varia´veis sa˜o fixadas, pore´m,
quando a varia´vel de ramificac¸a˜o e´ fixada em 0 (zero), nenhuma outra varia´vel e´ fixada.
Por este motivo pensamos que utilizar uma estrate´gia de ramificac¸o˜es mu´ltiplas poderia
ajudar a melhorar a eficieˆncia do algoritmo e realizamos um experimento para verificar
se isso de fato ocorre (Experimento15). Neste experimento ale´m da estrate´gia de rami-
ficac¸o˜es mu´ltiplas, tambe´m foi utilizada a selec¸a˜o de varia´veis por grau de mapeamento,
ja´ que esta se mostrou a forma de selec¸a˜o mais eficiente. Entretanto, comparando os
resultados deste experimento com os do Experimento13, observamos uma melhora do
tempo em apenas 4,57% dos casos com uma piora, em me´dia, de 109,47%. O aumento
do tempo pode ser atribu´ıdo ao nu´mero de no´s adicionais que sa˜o explorados devido a`
estrate´gia de ramificac¸o˜es mu´ltiplas (houve um aumento de 174,33% no nu´mero de no´s
do Experimento15 em relac¸a˜o ao Experimento13). Os tempos desses dois experimentos
podem ser melhor comparados observando a Figura 5.15.








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































5.2. Resultados Computacionais 91
muito ra´pido. Assim, e´ natural pensar que pelo menos algumas das ide´ias usadas por
esse algoritmo possam ser usadas para melhorar os nossos algoritmos baseados em PLI.
Pensando nisso, implementamos algumas dessas ide´ias da forma descrita na Sec¸a˜o 5.1.6
e essas implementac¸o˜es foram testadas primeiro usando a estrate´gia de adicionar uma
u´nica varia´vel por subproblema (Experimento16) e em seguida utilizando a estrate´gia de
adicionar um conjunto de varia´veis (que representavam um IS no grafo associac¸a˜o) por
subproblema (Experimento17).
Ambos experimentos usando estrate´gias do Cliquer se mostraram muito menos efi-
cientes que o Experimento13. No Experimento16, apenas 1,55% dos testes foram mais
ra´pidos que o do Experimento13, havendo uma piora de, em me´dia, 958,63% em relac¸a˜o
ao tempo deste. Ale´m disso, neste experimento o tempo de preparac¸a˜o na˜o foi irriso´rio
chegando a um valor ma´ximo de 14,296s. O Experimento17, apesar de um pouco me-
lhor que o Experimento16, tambe´m na˜o apresentou bons resultados. Em apenas 2,04%
dos casos ele foi mais ra´pido que o Experimento13, tendo uma piora nos tempos de,
em me´dia, 186,10%. As Figuras 5.16 e 5.17 mostram comparac¸o˜es entre os tempos do
Experimento13, respectivamente, com os Experimento16 e Experimento17.
O u´ltimo experimento que realizamos foi para comparar o desempenho do algoritmo
que desenvolvemos, configurado da melhor forma poss´ıvel, com o Cliquer (Experimento18).
Em relac¸a˜o ao Experimento13, em 99,67% dos casos, o tempo de resoluc¸a˜o do Cliquer foi
melhor e a melhora do tempo foi de 95,34%, em me´dia. A superioridade do Cliquer no
tempo de resoluc¸a˜o, apesar de todas as te´cnicas empregadas para melhorar a eficieˆncia
do algoritmo de B&B, nos leva a crer que para problemas como este, algoritmos com-
binato´rios sa˜o mais eficientes do que aqueles baseados em PLI (pelo menos no caso em
que as formulac¸o˜es sa˜o baseadas nas mesmas varia´veis usadas por no´s). Na Figura 5.18
podemos ter uma ide´ia mais clara da diferenc¸a entre os tempos dos dois experimentos
(os tempos do Experimento18 sa˜o ta˜o pequenos que a linha que os representa quase na˜o
aparece nos gra´ficos).
Obviamente, o fato do Cliquer ter obtido um desempenho ta˜o bom com essas instaˆncias
na˜o significa que ele consegue resolver qualquer instaˆncia de tamanho razoa´vel em um
tempo aceita´vel. Afinal, o problema da Clique e´ NP-dif´ıcil e, portanto, o Cliquer possui
complexidade exponencial no pior caso. Para se ter uma ide´ia, em um teste isolado com
uma instaˆncia formada por dois grafos gerados aleatoriamente com 45 ve´rtices cada um
e densidade de aproximadamente 50%, o Cliquer levou aproximadamente 1.435,61s para
encontrar uma clique ma´xima no grafo associac¸a˜o formado por estes dois grafos (eviden-
temente, nosso algoritmo de B&B se saiu muito pior, na˜o tendo conseguido resolver o







































































































































































































































































































































































































































































































































































No estudo teo´rico que realizamos sobre o poliedro do MSIC, encontramos diversas desi-
gualdades va´lidas e provamos que algumas delas representam facetas. Ale´m disso, prova-
mos a equivaleˆncia entre uma formulac¸a˜o para oMSIC e outra para o problema da clique
ma´xima. Com isso, a rigor, podemos utilizar todas as desigualdades va´lidas conhecidas
para o problema da clique para resolver o MSIC e vice-versa. Pore´m, as desigualdades
de mapeamento u´nico e de arestas do MSIC que sa˜o equivalentes a desigualdades de IS
no problema da clique, sa˜o mais facilmente descritas neste u´ltimo problema.
Experimentos computacionais comparando a formulac¸a˜o Clique-IS com a formulac¸a˜o
MaxIS Light (que e´ na verdade uma formulac¸a˜o para o problema da clique), mostrou
que apesar das desigualdades para ambos os problemas pertencerem a uma mesma classe,
escolher as desigualdades que fara˜o parte da formulac¸a˜o inicial baseando-se nas desigual-
dades doMSIC produz melhores resultados que escolheˆ-las baseando-se em desigualdades
IS quaisquer. Isso acontece porque apesar da envolto´ria convexa ser equivalente e, neste
caso espec´ıfico, as desigualdades do problema da clique utilizadas serem mais fortes que as
utilizadas do MSIC (as desigualdades IS representam facetas ao contra´rio das utilizadas
na formulac¸a˜o Clique-IS), quando escolhemos as desigualdades baseando-nos no problema
do MSIC, provavelmente, utilizamos mais desigualdades ativas na soluc¸a˜o o´tima do que
quando fazemos a escolha baseando-nos em informac¸o˜es gene´ricas do problema da clique.
Assim, apesar da caracterizac¸a˜o das desigualdades ser mais dif´ıcil no MSIC, vale a pena
utiliza´-las na resoluc¸a˜o deste problema.
Outras desigualdades que provamos ser equivalentes foram as desigualdades relaciona-
das a odd-holes. Neste caso na˜o fomos capazes de chegar a desigualdades que representem
facetas. Contudo, as desigualdades que encontramos para oMSIC sa˜o mais fortes que as
desigualdades sem lifting ja´ conhecidas para o problema da clique. E´ bem poss´ıvel que se
possa projetar um procedimento de lifting capaz de fortalecer as desigualdades relaciona-
das a odd-holes encontradas no MSIC que leve a desigualdades que respresentem facetas
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para este problema. Entretanto, tal investigac¸a˜o na˜o foi explorada nesta dissertac¸a˜o.
Nos experimentos computacionais testamos diversas te´cnicas para obter um algoritmo
baseado em PLI e que fosse eficiente. Isso incluiu testes com va´rias formulac¸o˜es, imple-
mentac¸o˜es de rotinas lifting, desenvolvimento de um B&C, estudos de diferentes crite´rios
para selec¸a˜o de varia´veis para ramificac¸a˜o e avaliac¸a˜o de estrate´gia de ramificac¸a˜o al-
ternativas, como ramificac¸o˜es mu´ltiplas e ate´ a simulac¸a˜o da estrate´gia empregada pelo
Cliquer (um algoritmo combinato´rio conhecido para resolver o problema da clique). No
entanto, o algoritmo que apresentou o melhor resultado foi aquele que utiliza formulac¸a˜o
Clique-IS, sem lifting, sem algoritmos de planos de cortes, selec¸a˜o de varia´veis baseada
no grau de mapeamento e com ramificac¸a˜o bina´ria. Isto e´, um algoritmo que utiliza
te´cnicas mais ba´sicas e uma formulac¸a˜o mais fraca que outras. Uma poss´ıvel explicac¸a˜o
para esse algoritmo apresentar um melhor desempenho que outros que utilizam te´cnicas
mais elaboradas e formulac¸o˜es mais fortes e´ que essa formulac¸a˜o e´ mais leve. Com isso,
as relaxac¸o˜es lineares sa˜o resolvidas mais rapidamente que em outras formulac¸o˜es. Ale´m
disso, a melhora do limitante dual obtida com procedimentos de lifting e algoritmos de
planos de corte na˜o compensam o aumento da dificuldade de computar as relaxac¸o˜es li-
neares associadas a` formulac¸a˜o. Tambe´m, o aumento no nu´mero de no´s ativos quando
utilizamos uma estrate´gia de ramificac¸o˜es mu´ltiplas na˜o se mostrou vantajoso quando
comparado a` fixac¸a˜o pura e simples de uma u´nica varia´vel.
A comparac¸a˜o do melhor algoritmo baseado em PLI que obtivemos com o Cliquer
mostrou que este u´ltimo e´ muito mais eficiente para as instaˆncias testadas. Para que
algoritmos baseados em PLI (utilizando uma formulac¸a˜o baseada nas mesmas varia´veis
usadas por no´s) tivessem alguma chance de vencer um algoritmo combinato´rio como este,
seria necessa´rio conhecer mais desigualdades que estivessem ativas na soluc¸a˜o o´tima do
problema. Obviamente, descobrir desigualdades com estas caracter´ısticas na˜o e´ uma tarefa
fa´cil. Uma abordagem que pode ser utilizada nesta direc¸a˜o e´ estudar a envolto´ria convexa
completa correspondente a pequenas instaˆncias do MSIC, identificando desigualdades
ativas na soluc¸a˜o o´tima. Em seguida, deve-se procurar generalizar as desigualdades assim
encontradas para instaˆncias maiores. Vale observar que esta metodologia e´ exequ´ıvel pois
existem co´digos dispon´ıveis na rede [21] que permitem calcular a envolto´ria convexa com-
pleta de pequenas instaˆncias de problemas combinato´rios. Um outro modo de buscar boas
desigualdades para o MSIC e´ tirando proveito da equivaleˆncia mostrada no Cap´ıtulo 4
entre este problema e o problema da clique ma´xima. Para tanto, poder´ıamos especiali-
zar a investigac¸a˜o poliedral do problema da clique ma´xima para instaˆncias que teˆm as
caracter´ısticas peculiares dos grafos associac¸a˜o resultantes das instaˆncias do MSIC. Em
particular, estamos pensando no fato de que estes grafos possuem nG×nH ve´rtices e sa˜o,
ao mesmo tempo, nG e nH partidos, onde nG e nH sa˜o, respectivamente, os nu´meros de
ve´rtices dos grafo G e H passados na entrada do MSIC.
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