Abstract-In big data image/video analytics, we encounter the problem of learning an over-complete dictionary for sparse representation from a large training dataset, which cannot be processed at once because of storage and computational constraints. To tackle the problem of dictionary learning in such scenarios, we propose an algorithm that exploits the inherent clustered structure of the training data and make use of a divide-and-conquer approach. The fundamental idea behind the algorithm is to partition the training dataset into smaller clusters, and learn local dictionaries for each cluster. Subsequently, the local dictionaries are merged to form a global dictionary. Merging is done by solving another dictionary learning problem on the atoms of the locally trained dictionaries. This algorithm is referred to as the split-and-merge algorithm. We show that the proposed algorithm is efficient in its usage of memory and computational complexity, and performs on par with the standard learning strategy, which operates on the entire data at a time. As an application, we consider the problem of image denoising. We present a comparative analysis of our algorithm with the standard learning techniques that use the entire database at a time, in terms of training and denoising performance. We observe that the split-and-merge algorithm results in a remarkable reduction of training time, without significantly affecting the denoising performance.
I. INTRODUCTION
In recent years, the problem of learning signal-dependent dictionaries for sparse representation has gained attention in the sparse signal processing research community. The principal idea behind the problem is to learn a dictionary from a pool of training signals/images that are most likely to occur in a particular application. In many image processing applications, we encounter the issue of training a dictionary over a clustered dataset of large size. The computational as well as storage requirement to handle such big datasets at a time using the standard learning strategy may be unacceptably high, which calls for parallel processing. In the standard techniques, the entire dataset is used at a time and the dictionary is trained by means of an alternating minimization strategy. Each iteration of a standard technique comprises two phases, namely, sparse coding and dictionary update. In the sparse coding phase, one updates the sparse representation for a fixed dictionary, and in the next step, the dictionary and the corresponding sparse representation are simultaneously updated for a fixed support constraint. The dictionary update is typically performed using the popular K-SVD algorithm [1] , whereas sparse coding is accomplished by employing the orthogonal matching pursuit (OMP) [2] algorithm. To reduce the learning time, one should exploit the latent structure present in the data in order to split it into smaller subsets. In this paper, we propose a methodology for learning the dictionary using a split-and-merge approach, where the dataset is first segmented into non-overlapping blocks of smaller sizes using a clustering algorithm. Since each cluster contains similar training examples, one can learn a local dictionary for each cluster to obtain the corresponding sparse representation. In the next step, the local dictionaries are merged together to form a global dictionary. This approach exploits the fact that dictionary learning for the purpose of sparse representation can be done in multiple stages. Merging of the local dictionaries into a global one is accomplished by solving another dictionary learning problem, where we optimize for a dictionary that can represent the atoms in the local dictionaries using a sparse representation. Our analysis shows that the resulting global dictionary represents the whole dataset with a sparse coefficient matrix. To develop the basic idea behind the approach, we define a sparse model for a signal as follows:
Definition 1: A signal y ∈ R m is said to follow a sparse model S (D, x, , s) if there exist an overcomplete dictionary D ∈ R m×K and a vector x ∈ R K with x 0 ≤ s such that y − Dx 2 ≤ , for some > 0. We denote it as y ∈ S (D, x, , s). Equipped with this definition, we state the following proposition, together with a proof, which forms the central idea behind the proposed algorithm.
Proposition 1: Let y ∈ S D , x 1 , 1 , s 1 and each col- . Therefore, we get
where r = Zx 1 = K j=1 x 1j z j has at most a sparsity of s = s 1 s 2 , with x 1j being the j th entry of x 1 . Observe that the sparsity of r is at most s 1 s 2 , because of the fact that it is a linear combination of s 1 number of s 2 -sparse signals, and
Hence, we have that y ∈ S (D,
This proposition suggests that the problem of dictionary learning can be solved in two stages, provided that the sparsity levels are appropriately chosen at each stage. Before we present our algorithm formally, we briefly review some recent literature.
A. Review of Some Recent Literature on Dictionary Learning
Initial contributions to the solution of dictionary learning problem were made by Aharon et al. [1] . They proposed the K-SVD algorithm, in which the dictionary atoms are updated in a sequential manner, using the singular vectors of the error matrix resulting from the absence of that particular atom. Aharon et al. deployed this algorithm for the task of image denoising in [3] . Yang et al. [4] used the idea of dictionary learning for image super-resolution. Abolghasemi et al. [5] proposed an adaptive dictionary learning method for blind image source separation. A greedy adaptive dictionary learning algorithm was developed by Jafari et al. [6] to find sparse atoms for speech signals. Dai et al. [7] , [8] addressed the problem of slow convergence of the training algorithms because of singular points in the dictionary update stage and proposed a simultaneous codeword optimization (SimCO) formulation to alleviate the problem due to singularity. This formulation offers a generalization over the least-squares based MOD algorithm and the K-SVD algorithm, that is, both algorithms become special cases of the SimCO formulation. The problem of learning structured dictionaries was addressed in [9] - [12] . Recently, the problem of distributed dictionary learning over sensor networks has been addressed by Chainais et al. [13] , who proposed a distributed block-coordinatedescent approach. Their solution can be adapted to various matrix factorization problems. Mairal et al. [14] developed a stochastic approximation based online dictionary learning algorithm, which is scalable to large datasets. Similar work has been done by Cherian et al. [15] in the context of sparse noise removal. Mackey et al. [16] proposed a divide-andconquer approach for noisy matrix factorization. Their method is scalable to datasets of large size.
II. SPLIT-AND-MERGE DICTIONARY LEARNING

ALGORITHM
Given a set of N training vectors {y
where N is large, our main objective is to learn a dictionary D ∈ R m×K , m < K, such that D represents each y i with an ssparse coefficient vector x i , that is, y i − Dx i 2 ≤ with x i satisfying x i 0 ≤ s K, ∀i. Let Y ∈ R m×N denote the matrix formed by stacking the training vectors y i on the columns. We propose a parallel learning approach, referred to as the split-and-merge, to solve this problem. First, we cluster the training dataset Y into L smaller datasets, and train a dictionary on each small dataset. Choice of L affects the reduction in training time, and the challenge faced in choosing L is similar to case of k-means clustering. Corresponding to two extreme values of L, namely L = 1 and L = N , the training time is same as that of the standard learning strategy. Clustering of data is performed using the standard k-means algorithm, where we use 1 distance metric as the measure of similarity to achieve robustness to outliers. Let the dictionary trained on the t
. In order to obtain a global dictionary from the local dictionaries, we form a new dataset by stacking the dictionaries D (t) on the columns (with proper scaling), and training a dictionary over this new dataset. Our analysis shows that this final dictionary represents the entire dataset with desired sparsity level, provided that the sparsity is chosen appropriately for the subproblems. The size K 1 of the local dictionaries is usually chosen such that K 1 ≤ K, and K 1 L is of the order of N L , to ensure that the computational overhead of the merging step is of the same order as each of the smaller dictionary learning subproblems. We describe the procedure formally in Algorithm 1. The sparsity levels s 1 and s 2 in steps 2 and 3 of the algorithm are chosen such that s = s 1 s 2 , where s is the desired sparsity level for the overall dataset. By invoking Proposition 1, we observe that every training signal in the overall dataset can be represented using an s-sparse representation using the global dictionary. A comparison of the computational complexity with the standard training approach is carried out in the appendix. Actual reduction in training time depends on the problem parameters, namely, N, L, s 1 , and s 2 .
A. An Example
To motivate the idea behind the proposed algorithm, let us consider an example of dictionary learning on 2000 data points in the 2-D space, as shown in Figure 1 . Suppose our objective is to train a dictionary of four atoms such that it yields a 1-sparse representation of the given dataset. In the split-andmerge approach, the training dataset is clustered into four smaller segments, and on each segment, a dictionary consisting of two atoms is trained with a sparsity level of s 1 = 1. In the merging step, four local dictionaries are combined into a global dictionary having four atoms. The value of s 2 is chosen to be 1, so that the overall sparsity level is given by s = s 1 s 2 = 1. The training time of the split-and-merge approach, including the time for clustering the dataset, is 2.13 seconds, and the representation error on the training set, defined as E =
, is 0.1493. On the contrary, the conventional dictionary training approach results in a representation error of 0.0997, but the training time required is 12.03 seconds. The directions of the dictionary atoms trained using both approaches are also shown in Figure 1 . We observe that the dictionary atoms learned by the standard and the splitand-merge algorithms are close to each other.
Algorithm 1 Split-and-merge algorithm to learn a dictionary D ∈ R m×K from a database Y ∈ R m×N , such that D represents each column of the data matrix Y using an s-sparse coefficient vector.
Cluster the training
of size m × n t . 2. Train a dictionary on each dataset: Learn a dictionary
with a sparsity level of s 1 < s.
3. Merge the dictionaries into a single one:
. Learn the dictionary D ∈ R m×K , which represents the columns ofỸ with sparsity s 2 = s s1 . 
III. EXPERIMENTAL RESULTS
We present the results of the experiments performed on synthesized signals as well as real images. All experiments are performed in MATLAB 7.11.0 environment, running on an Apple Macintosh computer with 3.1 GHz. processor and 4 GB of RAM.
A. Synthesized Signal Experiment
To validate the proposed split-and-merge algorithm, experiments on the synthesized training dataset are performed in the following way. In the m-dimensional space, with m = 16, we generate L = 50 cluster centers randomly. With each one of the cluster centers as the mean, 400 samples from the multivariate Gaussian distribution with covariance matrix σ 2 I, with σ = 0.2, are drawn to create a database containing N = 400 × 50 = 2 × 10 4 training vectors. Subsequently, a dictionary of size 16 × 32 is trained for a sparsity level of s = 8 using the standard and the split-and-merge approach. In the latter approach, the dataset is first segmented into L = 50 clusters, and over each cluster, a dictionary of size 16 × 24 is trained with a sparsity level of s 1 = 4. Finally, the local dictionaries are merged into a global one of size 16 × 32, using Step 3 of Algorithm 1, with s 2 = 2. For a dictionary D with corresponding sparse coefficient matrix X, the mean-square error (MSE) of representation for a dataset Y is defined as MSE = 20 log 10
A comparison of performance is given in Table 1 . The values of MSE on the training dataset are averaged over 40 independent trials. As shown by the experimental results, the split-and-merge technique results in an increment of MSE on the training set by approximately 4 dB, but the training time reduces significantly, almost by a factor of 59. The loss in MSE may vary depending on the choice s 1 and s 2 , and the number of segments L. The training time reported includes the time required for clustering the dataset as well. The remarkable reduction in training time makes it suitable for big data applications.
B. Image Denoising
For the purpose of comparing the proposed parallel dictionary learning algorithm with the standard learning strategy, we consider the task of denoising images corrupted by additive white Gaussian noise with known variance σ 2 . We train the dictionary on a database of clean image patches of size 8 × 8 and use the same to estimate the clean image from the noisy input. We create a database of clean image patches and train the dictionaries on it. Some sample training images are shown in Figure 2 . The dictionaries are tested on images that do not belong to the training set. We report the denoising performance of the dictionary trained using the split-andmerge algorithm on the standard images. The details of the training and denoising processes are given in the following.
1) Training:
To train the dictionary, we use a database consisting of clean images, and randomly extract 10 5 patches, each of size 8 × 8. While deploying the split-and-merge algorithm for dictionary learning, the database of 10 5 patches is clustered into 20 smaller datasets, and over each of them, we train a dictionary of size 64×128. Clustering similar image patches is equivalent to performing a segmentation operation on the images. The locally trained dictionaries are merged together into a global dictionary of size 64 × 256. Local dictionaries are initialized with the over-complete discrete cosine transform (DCT) dictionary of size 64 × 128. The values of s 1 and s 2 are chosen to be 4 and 2, respectively, and the overall sparsity is given by s = 8. A comparison of performance on the database of clean image patches is provided in Table 2 . The proposed approach results in MSE of −25.01 dB on the training dataset and this value is comparable with the MSE obtained using the standard approach. The advantage achieved over the standard approach, while using the split-and-merge algorithm is a remarkable reduction in the training time, which also comprises the time taken for clustering, approximately by a factor of 44.
2) Denoising: In the denoising phase, we extract all noisy patches (with overlap of 1 pixel in both horizontal and vertical directions) of size 8 × 8 from the given image and solve the following sparse coding problem using the OMP algorithm:
where y denotes the noisy image patch,D is the dictionary trained on the database of clean images, andx denotes the estimate of the clean image patch. We experimentally observed that = 8.5σ is optimum, where σ 2 is the variance of the additive Gaussian noise corrupting the image. After obtaining the estimates of the clean image patches corresponding to all noisy patches, we take the average of the overlapping estimated patches to obtain the denoised output image. The results of the denoising experiment are reported in Figure 3 and Table 3 . We show a comparison of the peak signal-to-noise ratio (PSNR) values of the denoised images in Table 3 , using the dictionaries learned with the standard and the proposed approaches. We observe that the dictionary trained using the split-and-merge algorithm is on par with its conventionally trained counterpart in terms of PSNR of the denoised output, but results in a significant reduction in training time. The loss in PSNR performance for using the dictionary trained by the split-and-merge algorithm is of the order of 0.2 − 0.5 dB on an average, depending on the input PSNR. The output PSNR values obtained using the two dictionaries are close for lower values of input PSNR.
IV. CONCLUSION
We have proposed a split-and-merge dictionary learning algorithm for sparse representation of a set of clustered training vectors. The basic philosophy behind our algorithm is to partition the big dataset into smaller clusters based on the outlier-robust 1 distance metric, followed by learning a dictionary over each of the smaller datasets, and finally, combining them into a single dictionary that represents the whole dataset using a coefficient matrix having sparse columns. The proposed approach performs on par with the conventional learning strategy, as indicated by the experimental results on synthesized signals as well as by image denoising experiments. The PSNR values of the denoised images using the proposed algorithm fall short by only 0.2−0.5 dB on an average, as compared with the PSNR values obtained using the conventionally trained dictionary. The key advantage with the parallel learning algorithm is that it involves less computational complexity (cf. Appendix B) compared with the conventional approach, thereby facilitating faster online learning.
APPENDIX: COMPUTATIONAL COMPLEXITY OF ALGORITHM 1
Sparse coding: For a dataset of size n, the sparse coding step using OMP requires O (smKn) computations [17] . Dictionary update using K-SVD: For a dictionary of size m × K, one computes the SVD of an m × n matrix K times, which requires O Km 2 n + Kn 3 operations. Therefore, the total computation time required for each iteration is given by
for some constant c > 0. Let T 1 and T
(t) 2
be the computation times required in each iteration of the standard learning approach and the t th subproblem of the split-and-merge algorithm, respectively. Then, we have that T 1 = cN K sm + m 2 + N 2 , and
t , where n t denotes the number of data-points in the t th cluster. At this point, we make a simplifying assumption that n t is of the order of N L , that is, each cluster contains approximately equal number of points. This assumption is reasonable in the case where we are working with a good representative dataset. Therefore, the total time taken for each iteration of the subproblems and the merging step is given by
where (a) follows from the assumption that K 1 L ≈ N L and n t ≈ N L . Taking into account the time required for clustering, we have T total = rT + T cluster , where r denotes the total number of iterations. Using only a fixed number of iterations for clustering, it is possible to ensure that T cluster is not too large, and as a consequence, the time taken by the splitand-merge algorithm is considerably less compared with the standard approach, as N 2 N 2 L 2 .
