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Abstract
This thesis work concerns vehicle robotics, the main objective being the development
of an algorithm for trajectory planning for autonomous vehicles. To fulfill these
requirements, the technique utilized is the so-called Model Predictive Control, which
allows to perform an optimal trajectory generation while guaranteeing other control
requisites such as obstacle avoidance, comfort or safety.
The focus is to assure ride comfort for the passenger in an scenario of obstacle
avoidance, based on previous work on the system.
In this thesis, the vehicle is an electric wheelchair that receives reference values of
velocity from a controller, which applying the MPC technique minimizes a suitable
cost function based on the system and the geometry of the environment for a finite
prediction horizon.
The requirements of ride comfort while fulfilling obstacle avoidance are based
on previous study of human body vibrations in the literature, and their effect to
the comfort sensation of the passenger, emphasizing in determining this sensation
through an objective method.
The performance of the resulting control algorithm is evaluated by means of
simulations to prove the effectiveness of this approach to the problem.
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Chapter 1
Introduction
The work carried out in this thesis is part of the field of mobile robotics, a branch of
robotics that deals with the design of robots that are able to move in the environment
around them. This field also studies the design of autonomous vehicles, also known as
AGV (Automated Guided Vehicle), which is the scope of this thesis. An autonomous
vehicle is capable of navigating an uncontrolled environment with little to no need
for physical guiding devices.
The components of a mobile robot are :
• Controller: generally a microprocessor, embedded microcontroller or a per-
sonal computer.
• Control software: it ranges in a wide variety of languages, from low-level to
high-level programming.
• Sensors: used to conduct measures of the environment, thus the type of sensor
used depends on the requirements of the robot.
The focus of this work is the control software, specifically the trajectory planning,
i.e. the generation of the path the robot has to follow considering the obstacles
detected in the vicinity. To achieve this, a technique called Model Predictive Control
is utilized, which allows to find an optimal trajectory between the position of the
robot and the reference while being able to easily define constraints on it.
1.1 Motivation
Parting from the work developed in [1], the main goal of this thesis is to improve
the comfort of the passenger on an autonomous wheelchair, while guaranteeing the
obstacle avoidance requirements. The study of comfort, which is a subjective feeling
of the user, is treated objectively considering the vibrations of human body, which
are proved to be related to discomfort in numerous studies, the main one being [2].
To reach this objective, the approach utilized has been to define a set of con-
straints restricting the control sequence based on the studies of human ride comfort,
that are included into the MPC algorithm to be considered when calculating the
optimal trajectory.
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1.2 Structure of the thesis
The thesis is structured as follows:
• In Chapter 2, current studies of human comfort in autonomous navigation are
presented, as well as the elements of the real-world system.
• Chapter 3 provides a general description of the control technique used, MPC,
defining its formulation, its functioning and how to impose the conditions of
stabilty and robustness.
• Chapter 4 presents the model of the system, as well as the methodology to get
rid of its non-linearities in order to be able to use it in the control process.
• Chapter 5 contains a detailed explanation of the algorithm which, at every
iteration step, detects and processes the obstacles near the wheelchair, allowing
to define an admissible region for the robot position.
• Chapter 6 defines the concept of ride comfort and how to evaluate it objec-
tively, with the objective of including comfort constraints into the optimization
problem.
• In Chapter 7, finally all the previous considerations are taken into account,
and the specific MPC problem for this work is completely defined.
• Chapter 8 shows the results of the simulations effectuated in order to verify
the correct functioning of the algorithm.
• Lastly, in Chapter 9, the conclusions of the project are discussed, as well as
future developments on the work done.
Chapter 2
State of art
This chapter describes various approaches to treat ride comfort in autonomous ve-
hicles, to illustrate the differences between the methodology currently investigated
and the one used in this work. Additionally, to facilitate the understanding of the
system in which the work is based, the hardware utilized in previous study is briefly
introduced.
2.1 Experimental devices
• Wheelchair: Degonda Twist t4 2x2, an electric wheelchair with two rear
driven wheels with independent actuators with a power of 0.35kW each. Ad-
ditionally it has three non-driven wheels, one in the back and two in the front,
to act as stabilizers.
Figure 2.1: Degonda Twist t4 2x2
• Computer: compact computer Shuttle DS81L, designed specifically for robotics,
utilizing Linux as its operating system.
• Communication bus: to transfer the data measured by the sensors and
other components of the system to the computer.
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• Encoder: the angular velocity of each wheel is measured utilizing two inde-
pendent rotary encoders. Based on these values, it is possible to calculate the
longitudinal and angular velocity of the wheelchair v and ω.
• Laser sensors: the wheelchair has two time-of-flight laser sensors SICK
TiM561, which feature the following specifications:
– Working range: 0.05m - 10m
– Aperture angle: 270◦
– Angular resolution: 0.33◦
– Scanning frequency: 15Hz
These sensors are placed and integrated adequately to achieve a 360◦ scanning.
Figure 2.2: Position of the laser sensors, from [1]
2.2 Modelling of a comfort map based on subjective
experiments
One approach to consider the comfort of the user in autonomous navigation is to
build a comfort map defining which areas are perceived as more comfortable by
the user, as seen in [3]. This map is built based on subjective experience gathered
through experiments to later be integrated to a geometric map generated by a SLAM
framework, which the global planner utilizes to generate a safe and comfortable path.
The comfort map defined consists of various areas, as seen in Figure 2.3:
• Unsafe space(blue): includes the collision region and the vehicle over speci-
fication region.
• Safe space(blue to yellow): this is the region where the vehicle is collision free
and encompasses the comfort and discomfort spaces. In this space, navigation
is safe but not comfortable.
• Comfort region(yellow): this is the space where the human passenger feels
safe and comfortable.
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Figure 2.3: Comfort map definition, from [3]
The bottom left shows the discomfort of traveling very close to obstacles and the
top left represents the fear of traveling close to obstacles at very high velocities. The
region at the top right represents the discomfort of traveling at very high velocities
and bottom right region is the discomfort as the vehicle travels at very low velocities
even without hazards around it.
The factors considered to define this comfort map are:
• dh: distance between the center of mass of the human to the closest object
• x˙: linear velocity of the wheelchair
• θ˙: angular velocity of the wheelchair
• x¨: linear acceleration
• θ¨: angular acceleration
The model presented describes navigational comfort in a straight corridor en-
vironment in terms of distance from the wall and linear velocity, using the energy
expression
U(dh, x˙) = 1−
(
ca x˙
dh
+
(x˙− V0)2
c2b
+
(dh − k0 L)2
c2c
)
(2.1)
where V0 is the preferred velocity, k0 L is the preferred position on the corridor
(being k0 a percentage and L the width of the corridor), which are determined via
interviews to participants of the experiments.
The model coefficients ca cb and cc are obtained through a regression analysis on
the data and represent:
• ca: trade off between velocity and distance
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• cb: weight of the velocity
• cc: weight of the position within the corridor
This function presents a maximum at the highest grade of comfort. The energy
function is then added to a geometric map, which is used later to find the most
comfortable path using A* algorithm.
Figure 2.4: Comfort map of a corridor with an obstacle, from [3]
The cost function to be minimized by the A* algorithm represents discomfort,
and is expressed as
f(x) = kD(g(x) + h(x)) + (1− kD)mdisc(x, x˙) (2.2)
where g(x) is the distance of the starting node to current node x, h(x) is the
distance from node x to the goal and mdisc(x) = 1 − U(dh(x), x˙) is the discomfort
cost of taking the path through node x. Parameter kD = 0.5 is a weighting coefficient
due to distance and discomfort.
The results of this study have been proven successful, as the path generated
using this method resulted statistically more comfortable to the vast majority of
participants.
2.3 Suppression of discomfort vibrations
Another approach to treat ride comfort in autonomous navigation is presented in
[4]. This approach, which is based in the same principle as the one utilized in this
thesis, relates human comfort with the frequency of the vibrations that are produced
during the navigation, specially those with the natural frequency of the wheelchair
and human organ.
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Figure 2.5: Axes of the OMW, from [4]
This study considers an Omni-directional Wheelchair (OMW ), whose natural
frequencies have been determined to be 2.4 Hz for the X direction and 2.45 Hz for
the Y direction. On the other hand, the natural frequency of human’s organ is in
the range of 4− 8 Hz, so it has been adopted as 6 Hz.
The objective is to apply a PI controller for the motion control, in series with a
combination of filters to avoid exciting the system at the frequencies stated above.
The PI controller is chosen in order to compensate the steady state error of the
servomotors. It is expressed as:
K1(s) = KP +KI/s (2.3)
Two notch filters are used to prevent the controller from exciting vibration of
the OMW or user’s organs.
K2(s) =
s2 + 2 ζ1 ω1 s+ ω
2
1
s2 + ω1 s+ ω
2
1
(2.4)
K3(s) =
s2 + 2 ζ2 ω2 s+ ω
2
2
s2 + ω2 s+ ω
2
2
(2.5)
where natural frequency of the OMW, ω1 = 15.08 rad/s (2.40 Hz), in case of
Y axis ω1 = 15.39 rad/s (2.45 Hz); natural frequency of human’s organs ω2 =
37.7 rad/s (6 Hz); damping ratio ζ1 = ζ2 = 0.0001
Furthermore, a low pass filter is also applied to reduce the influence of high-order
vibration and noise:
K4(s) =
1
Tn s+ 1
(2.6)
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In order to determine users’ sway, a human model was developed in [4]. This
model considers the human upper body consisting of two rigid parts, head and torso.
Figure 2.6: Human model, from [4]
User is considered to be supported on the wheelchair only at one point: point
A, because the contact pressure is the strongest at this point. Point a and b are
the center of gravity of torso and head, respectively. la is defined by the distance
between point A and point a, and lb is the distance between point B and point b.
The equation of motion using generalized coordinates can be expressed as:
M{q¨}+C{q˙}+K{q}+ g(q) = {Q} (2.7)
where q = {θ1, θ2} are the generalized coordinates and Q = 0 is the applied force
and,
M =
[
M11 M12
M21 M22
]
(2.8)
with
M11 = m1l
2
a +m2l
2
1 + J1
M12 = M21 = m2l1lb cos(θ1 − θ2)
M22 = m2l
2
b + J2
C =
[
C11 C12
C21 C22
]
(2.9)
with
C11 = CA + CB
C12 = m2l1lb sin(θ1 − θ2)θ˙2 − CB
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C21 = −m2l1lb sin(θ1 − θ2)θ˙2 − CB
C22 = CB
K =
[
K11 K12
K21 K22
]
(2.10)
with
K11 = KA +KB
K12 = −KB
K21 = −KB
K22 = KB
g =
[
g(θ1)
g(θ2)
]
(2.11)
with
g(θ1) = (m2l1x¨+m1lax¨) cos θ1
g(θ2) = m2lbx¨ cos θ2
Here, KA, CA, KB and CB, which are the spring and damping constants between
torso and seat and between torso and head respectively, have been identified by
means of motion capture.
Once the model is built, it is used to determine the vibration of the head of the
user, which is found to be 8.17 rad/s (1.3 Hz). This frequency of vibration is again
used to define a new notch filter which is added to the controller:
K5(s) =
s2 + 2 ζ3 ω3 s+ ω
2
2
s2 + ω3 s+ ω
2
3
(2.12)
with ζ3 = 0.001 and ω3 = 8.17 rad/s (1.3 Hz).
Finally, the controller is given as
K(s) =
5∏
i=1
Ki(s) =
=
(KP s+KI)(s
2 + 2 ζ1 ω1 s+ ω
2
1)(s
2 + 2 ζ2 ω2 s+ ω
2
2)(s
2 + 2 ζ3 ω3 s+ ω
2
3)
s(s2 + ω1 s+ ω
2
1)(s
2 + ω2 s+ ω
2
2)(Tn s+ 1)(s
2 + ω3 s+ ω
2
3)
(2.13)
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where KP , KI and Tn are unknown parameters found through optimization. In
the formulation of this optimization, the gain at the frequencies of interest is set to
be less than 0 dB: 
|K(ω1)| < 0dB
|K(ω2)| < 0dB
|K(ω3)| < 0dB
This results in a controller that allows to suppress the undesired vibrations and
thus improving the comfort of the user.
Figure 2.7: Controller to suppress undesired vibrations, from [4]
Chapter 3
Model predictive control
Model predictive control (MPC) is an advanced control method that is used to
control a process while satisfying a set of constraints. This technique has been
mainly used in the process industries in chemical plants and oil refineries since the
1980s. In recent years it has also been used in power system balancing models and
in power electronics.
The main characteristic of this method is the possibility to control multi-variable
systems considering the optimal evolution of the state variables during a control hori-
zon, which is defined beforehand. To do so, the controller relies on dynamic models
of the process, most often linear empirical models obtained by system identification,
but also models obtained by analytical modeling of the physic system.
Another important characteristic is the ability to define constraints on the input
signal and state variables, which guarantees the optimal solution to be found is
adequate to the physical limitations of the process, providing robustness into the
control law.
Thus, the objective of the controller is to compute the optimal signal input in
the defined horizon, taking as initial point the previous state of the system. To
achieve this, it is necessary to define a cost function, usually including the square
sums of the error for both state variables and control signal. The objective, then, is
to minimize the error via an optimization problem.
Another factor that allows a more robust solution is the utilization of the so-called
Receding Horizon Strategy, which main idea is to compute, at every iteration, the
optimal input sequence for the defined horizon, and applying only the first control
signal of this result to the system. This process is repeated at each instant setting
as a starting point the state on the previous instant. This idea can be seen in detail
in Figure 3.1.
Assume a discrete-time setting and that the current time step is labelled as time
step k. At the current time the system output is y(k), and the figure shows the
previous history of the output. Also shown in the figure is the set-point trajectory,
which is the trajectory the output should follow ideally, which is named s(t).
Different from the set-point trajectory there is the reference trajectory. This
trajectory starts at the current output y(k) and defines an ideal trajectory for the
plant to return to the set-point trajectory, for instance after a disturbance occurs.
Using the internal model, the controller predicts the behaviour of the plant,
starting at the current time, over a future prediction horizon Hp. This predicted
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Figure 3.1: Receding horizon strategy
behaviour depends on the input trajectory uˆ(k+ i|k) (i = 0, 1, . . . ,Hp−1) that is to
be applied over the prediction horizon, and the idea is to optimally select this input.
The notation uˆ rather than u indicates that this input sequence is an estimate at
the time instant k, but it may vary when reaching the instant k + i.
Once a future trajectory has been chosen, only the first element of that trajectory
is applied as the input signal to the plant, that is u(k) = uˆ(k|k). Then the whole cycle
of output measurement, prediction and input trajectory determination is repeated,
one sampling interval later. Since the prediction horizon remains of the same length
as before, but every instant it starts one sampling step later, this way of controlling
a plant is called a receding horizon strategy.
The main advantage of this methodology is that it guarantees a closed loop
control, as the calculation of the optimal control signal at each iteration allows to
avoid errors due to the uncertainty on input and output, as well as the error due to
the imprecision introduced by the model.
3.1 System model
The general formulation used considers a linear, discrete-time, state model of the
plant, with m input signals n state variables, and l outputs. This model is expressed
in the form
x(k + 1) = Ax(k) +Bu(k) (3.1)
y(k) = Cx(k) (3.2)
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Where x is an n-sized vector containing the state variables, u is an m-sized
vector containing the input signal and y an l-sized vector containing the output of
the system. The output is assumed to be observable and coincident with the state
variables.
The system is subject to a set of constraints applied to both the state variables
and the output, which correspond to physical limitations of the system or control
requirements. These sets of constraints can be expressed as
x(k) ∈ X ⊂ Rn, u(k) ∈ U ⊂ Rm (3.3)
where X and U are the admissible regions for the state variable and the input
respectively, both containing the origin.
3.2 MPC basic formulation
As stated before, the main goal of MPC is to find, at each instant, the optimal
input signal to be applied to the system so it reaches the reference state within the
prediction horizon, while satisfying a set of constraints.
Given a prediction horizon N , the objective is to determine the vector U(k)
U(k) =
 u(k)...
u(k +N − 1)

containing the input sequence that minimizes the cost function
J(x(k),U(k)) =
N−1∑
i=0
f(x(k + i),u(k + i)) + V f (x(k +N)) (3.4)
In equation (3.4), f(x(k+ i),u(k+ i)) is a positive-definite function of the state
and input variables called stage cost, while V f (x(k +N)) is the so-called terminal
cost, a function depending on the final state of the system.
For the formulation used in this thesis, it is assumed that the plant model is
linear, that the cost function is quadratic, and that constraints are in the form of
linear inequalities. It is also assumed that everything is time-invariant.
The sub-functions that compose the cost function are usually chosen as quadratic
functions of the form
f(xˆ(k + i|k),u(k + i)) = ‖xˆ(k + i|k)‖2Q + ‖u(k + i)‖2R
V f (xˆ(k +N |k)) = ‖xˆ(k +N |k)‖2P
where Q, R and P are weight matrices, symmetric and real, associated to the
error of the state variables, the input signal and the final state, respectively. Q and
P are positive semidefinite, while R is positive definite. The choice of these matrices
is explained in Section 7.2.
Because the optimization problem to be solved depends only on the input se-
quence, it is necessary to transform the expressions of the cost function and con-
straints. To accomplish this, the relation between the state variables and the input
signal is determined by the solution of (3.1), which is
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xˆ(k + i|k) = Ai x(k) +
i−1∑
j=0
Ai−j−1B u(k + j) (3.5)
3.3 Stability
The parameters of the control have to be carefully chosen to guarantee the stability
of the closed-loop system. Specially, the terminal cost of the cost function has to be
determined using an auxiliary control law, defined arbitrarily, to ensure the stability
of the system. The auxiliary control law is expressed as
u(k) = Ka x(k)
which, substituted in (3.1), leads to the system expression
x(k + 1) = (A+B Ka) x(k) (3.6)
In this way, to ensure the stability of the system, it is necessary to choose Ka
adequately to make the matrix (A+B Ka) stable. Usually, this is made by assig-
nation of the eigenvalues or using the gain of the LQ control. Once an adequate
value of Ka is defined, the matrix P for the terminal cost can be calculated using
the discrete Lyapunov equation
(A+B Ka)
′ P (A+B Ka)− P = (Q+K′a RKa) (3.7)
3.4 Recursive feasibility
To assure the feasibility of the control problem over time, it is advisable to define
a more restrictive terminal set for the final state, containing the initial state. The
terminal set Xt has to be completely contained in the admissible region for the state
X, as well as be characterized by the positive invariance property.
xˆ(k +N |k) ∈ Xt ⊂ X
Given the auxiliary control law
u(k) = Ka x(k)
the set Xt is positive invariant respect the closed loop system (3.6) if
x(k¯) ∈ Xt ⇒ x(k) ∈ X, ∀k ≥ k¯
which leads to the following requirement regarding the control signal
u(k) = Ka x(k) ⊆ U, ∀x(k) ∈ Xt
Thereby, setting an initial state such that x(k¯) ∈ Xt and applying an auxiliary
control law asymptotically stable, the state will remain within the terminal set Xt
for every iteration, while satisfying the desired constraints.
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3.5 Definition of the optimization problem
Taking into account the considerations presented previously, the control is described
as follows
min
U(k)
J(x(k),U(k))
xˆ(k + i|k) ∈ X, u(k + i) ∈ U ∀i ∈ {0, . . . , N − 1}
xˆ(k +N |k) ∈ Xt
However, the definition of the control problem needs to be transformed so that
it depends only on the input signal, in order to be able to introduce it in the opti-
mization solver. The chosen formulation for the optimization problem consists of a
quadratic cost function and linear constraints
min
U(k)
J(k) =
1
2
U ′(k) H U(k) + f ′ U(k) (3.8)
s.t. Aineq U(k) ≤ bineq
Where U is the solving variable, H is the Hessian matrix (positive semidefinite)
corresponding to the quadratic terms of the cost function and f is the gradient
vector, which corresponds to the linear terms.
Aineq and bineq are a matrix and a vector, respectively, used to define the
linear constraints to be applied to the optimization problem. The dimensions of
these matrix depend on the number of constraints to be applied and the number
of variables involved in the problem. The number of rows of both Aineq and bineq
correspond to the number of constraints, while the columns of Aineq match with
the number of variables.
As stated before, the problem has to be rewritten in order to obtain a problem
expressed only in function of the input signal, which can be done using the Lagrange
equation (3.5):
X (k) =

I
A
A2
...
AN

︸ ︷︷ ︸
A
x(k) +

0 0 . . . 0
B 0 . . . 0
AB B . . . 0
...
...
. . .
...
AN−1 B AN−2 B . . . B

︸ ︷︷ ︸
B
U(k) (3.9)
Thus, applying this relation to the cost function (3.4):
J(x(k),U(k)) = X ′(k) Q X (k) + U ′(k) R U(k) =
= (A x(k) +B U(k))′ Q (A x(k) +B U(k)) + U ′(k) R U(k)
(3.10)
with
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X (k) =
 x(k)...
x(k +N)
 U(k) =
 u(k)...
u(k +N − 1)

Q =

Q
. . .
Q
P
 R =
R . . .
R

After regrouping, the cost function can be written in as stated at (3.8):
J(k) =
1
2
U ′(k) H U(k) + f ′ U(k)
with the Hessian matrix and the gradient vector:
H = B′ Q B +R
f = A′ x′(k) Q B
Lastly, if it is necessary to apply constraints on the state variables, they can be
transformed using the relation defined in (3.9). Given a set of constraints
Astate (A x(k) +B U(k))︸ ︷︷ ︸
X (k)
≤ bstate
they can be rewritten as
Aineq U(k) ≤ bineq
with
Aineq = Astate B bineq = bstate −Astate A x(k)
Chapter 4
System description
4.1 Kinematic model
The model used to describe the system is the so-called Unicycle model, which is
suitable to represent a differential drive vehicle as the wheelchair. The kinematic
model of an unicycle is: 
x˙(t) = v(t) cos θ(t)
y˙(t) = v(t) sin θ(t)
θ˙(t) = ω(t)
(4.1)
Figure 4.1: Unicycle model
In this model, the state variables are x(t), y(t) and θ(t), which represent the
position of the center of the wheel axis expressed respect the global axes X and Y
and the orientation of the vehicle, respectively. The control variables are v(t) and
ω(t) expressed again respect the intersection between the wheels.
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However, in a differential drive unicycle, the control variables need to be ex-
pressed respect the speed of each wheel, as the actuators are usually electric motors
attached to each wheel. The relation between these variables is:v(t) =
vL(t)+vR(t)
2
ω(t) = vR(t)−vL(t)L
(4.2)
where L is the length of the axis (i.e., the distance between the wheels).
4.2 Feedback linearization
As thoroughly studied in [5], systems like the unicycle cannot be stabilized by any
continuous and time-invariant control law. For this reason, it is common to study a
point P outside the wheels’ axis. The coordinates of this point P are given by:
P =
[
xP
yP
]
=
[
x+ ε cos θ(t)
y + ε sin θ(t)
]
(4.3)
where ε is the longitudinal distance between the center of the axis and the point P ,
which is defined arbitrarily.
Figure 4.2: Study point, P
This change of point of study also allows to linearize the model, as the control
variables of the differential drive unicycle (v(t) and ω(t)) present a non-linear relation
with the state variables x and y. Thus it is possible to use a linearization method
called Feedback linearization, consisting on the application of a linearizing closed
loop to obtain a linear model, through a change of variables and the choice of an
appropriate input signal.
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Through the coordinates of the point P , stated at (4.3), the system can be
described as: {
xP (t) = x(t) + ε cos θ(t)
yP (t) = y(t) + ε sin θ(t)
(4.4)
Deriving (4.4) with respect to time and substituting in the general expression of
the unicycle model (4.1), we get to:{
x˙P (t) = v(t) cos θ(t)− ε sin θ(t) ω(t)
y˙P (t) = v(t) sin θ(t) + ε cos θ(t) ω(t)
(4.5)
which can be expressed in matrix form as[
vPx(t)
vPy(t)
]
=
[
x˙P (t)
y˙P (t)
]
=
[
cos θ(t) −ε sin θ(t)
sin θ(t) ε cos θ(t)
] [
v(t)
ω(t)
]
(4.6)
The feedback linearization matrix is, then:
T (θ, ε) =
[
cos θ(t) −ε sin θ(t)
sin θ(t) ε cos θ(t)
]
(4.7)
which is not singular ∀θ and ∀ε 6= 0
Due to this non-singularity of the feedback linearization matrix, it can be inverted
to find a relation between the input signal given by the controller, vPx(t) and vPy(t),
and the original control signals of the unicycle model, v(t) and ω(t). Thus, at each
time instant, the orientation of the wheelchair can be determined easily:[
v(t)
ω(t)
]
=
[
cos θ(t) sin θ(t)
−1ε sin θ(t) 1ε cos θ(t)
] [
vPx(t)
vPy(t)
]
(4.8)
Figure 4.3: Control scheme with Feedback Linearization
The control diagram for using the feedback linearization can be seen at 4.3. The
model obtained after the linearization is seen by the controller as a decoupled linear
system consisting of two integrators, as the one showed in 4.4{
x˙P (t) = vPx(t)
y˙P (t) = vPy(t)
(4.9)
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Figure 4.4: System seen by the controller
4.3 Discrete-time model
As the controller to be implemented is a digital controller, the model needs to be
expressed as a discrete-time model with a sample time τ forced by the controller.
The discrete model describing the system is{
xP (k + 1) = xP (k) + τ vPx(k)
yP (k + 1) = yP (k) + τ vPy(k)
(4.10)
which can be written in compact form as:
x(k + 1) = A x(k) +B u(k) (4.11)
with
x(k) =
[
xP (k)
yP (k)
]
u(k) =
[
vPx(k)
vPy(k)
]
A =
[
1 0
0 1
]
B =
[
τ 0
0 τ
]
Chapter 5
Obstacle avoidance
This chapter describes the process followed for the implementation of obstacle avoid-
ance in the control algorithm. The main idea is to discard the trajectories that
include collisions with the obstacles, which are detected at each sampling instant,
to then compute the optimal trajectory solving the optimization problem defined at
Chapter 3. To achieve this, the obstacles are included in the optimization problem
after an adequate simplification.
However, this approach clashes with an important limitation of linear MPC
control: the admissible region of the robot, which is defined as a set of constraints
on the state variables, must be convex. Due to the morphology of the robot’s
environment, where the profile of the obstacles to be avoided include irregularities,
the convexity of the admissible area detected is not guaranteed.
The solution adopted, then, is to design an algorithm which can compute a
convex admissible region excluding the obstacles, while at the same time trying to
maximize the work area of the robot, so as to not limit the control performance.
In this work, because a physical implementation has not been carried out, the
point clouds have been generated computationally. These point clouds would be
generated from the data gathered by a laser scan in the real wheelchair system.
5.1 Obstacle detection and segmentation
The starting data for the obstacle detection procedure is a point cloud provided by
the laser sensor, which is an array of ordered points including the nearest obstacles
respect the current position of the robot.
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Figure 5.1: Point cloud with the detected points. The blue diamond represents the current
position of the wheelchair.
The first step is to determine the number of physical obstacles defined by this
set of points. To do so, it is necessary to go down the point cloud, checking that
two consecutive points are nearer than an arbitrarily set distance threshold. If the
threshold is exceeded, then the points are considered to belong to different physical
obstacles. After checking the whole point cloud, the result is a new array of arrays,
containing the list of points of each obstacle.
Figure 5.2: Divided obstacles and subsequent segmentation. The blue diamond represents the
current position of the wheelchair.
Once the different obstacles are separated, the next step is to segment the ob-
jects in order to ease the computational load in later calculations. The segmentation
algorithm employed to achieve this (which can be seen in [1]) guarantees the main-
tenance of the original shape of the obstacle while removing the points that are not
necessary.
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5.2 Constraints on state variables
As stated before, the data needed to apply the obstacle avoidance using MPC is
a convex admissible space for the state variables. However, generally the point
cloud obtained by the sensor is not convex, thus it is necessary to find a method to
determine a convex admissible space as large as possible.
The usual solution to define this admisible space is to apply the so-called method
of the most violated constraint, studied widely and successfully applied in [6]:
Definition 1. Starting on the basis that the equations which define the obstacle
are known, it is possible to impose only one of these equations as a constraint
according to the relative position of the vehicle, while ensuring the non-violation of
the entire set of constraints. The choice of the linear constraint to be imposed is
made considering the most distant constraint among those violated. i.e. those for
which the current position of the vehicle and the obstacle belong to two different
half-planes.
5.3 Convexification of the admissible region
The strategy chosen to impose the constraints for the obstacle avoidance, as ex-
plained previously, needs a convex admissible region for the state variables. Due to
the earlier procedure to obtain the point cloud, it is usual that the obstacles detected
are a combination of convex and concave objects.
In order to solve this issue, the obstacles are subdivided into virtual objects, all
of them convex. This is achieved using an algorithm which evaluates the convexity
of every vertex, subdividing the previous and subsequent set of points into two
different obstacles. In the limit case, i.e. when two consecutive vertices are concave,
the segment between them becomes the new obstacle.
The algorithm used for this subdivision is proposed in [1]. The algorithm recur-
sively scans each obstacle, from the second to the second-to-last point, evaluating
the positions of the current obstacle point and of the vehicle itself in relation with
the line connecting the adjacent obstacle points, which leads to two cases:
• The current point and the vehicle belong to the same half-plane (Figure 5.3).
In this case the vertex is convex, so the algorithm continues to evaluate the
following point.
• The current point and the vehicle do not belong to the same half-plane (Figure
5.4). In this case the vertex is concave, so the obstacle is subdivided, creating
a new obstacle with all the previous points, and the algorithm continues with
the evaluation of the following points as a separate object.
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Figure 5.3: Convex set of points Figure 5.4: Concave set of points
Algorithm 1: convex politope(obstacles, pos) :
concave = false;
for i = 0 to length(obstacles)− 1 do
for j = 1 to length(obstacles[i])− 2 do
P i,j = obstacles[i][j];
P i,j−1 = obstacles[i][j − 1];
P i,j+1 = obstacles[i][j + 1];
h1 = P i,j−1.y − P i,j+1.y;
h2 = P i,j+1.x− P i,j−1.x;
l = h1 · P i,j−1.x+ h2 · P i,j−1.y
if (h1 · P i,j .x+ h2 · P i,j .y − l) · (h1 · pos.x+ h2 · pos.y − l) < 0 then
concave = true;
break;
end
end
if concave then
break;
end
end
if concave then
nobs = length(obstacles);
obstacles[nobs] = obstacles[i][j : end];
obstacles[i] = obstacles[i][0 : j];
convex politope(obstacles, pos);
end
Once all the iterations through the list of obstacles are finished, the result is
an array of arrays, called obstacles, containing all the virtual subdivisions of the
obstacles and the points which compose them:
obstacles =
[[
P 1,1 . . . P 1,n
]︸ ︷︷ ︸
obst1
, . . . ,
[
P nobs,1 . . . P nobs,n
]︸ ︷︷ ︸
obstnobs
]
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5.4 Definition of the position constraints
In order to accomplish the obstacle avoidance requirements, it is necessary to define
an admissible region for the state variable. This can be achieved using the Plane
Separation Axiom:
Definition 2. Euclidean half planes. Let l =
−−→
AB be an Euclidean line. The
Euclidean half planes determined by l are
H+ = {P ∈ R2 | 〈P −A, (B −A)⊥〉 > 0}
H− = {P ∈ R2 | 〈P −A, (B −A)⊥〉 < 0}
Notation. (X⊥ or Xperp). If X = (x, y) ∈ R2, then X⊥ = (−y, x) ∈ R2
This axiom can be used to define position constraints for the optimization prob-
lem, applying the belonging condition of the current position P = (x, y) for each
obstacle. Considering two points from each obstacle (A = (xa, ya), B = (xb, yb)),
the inequation can be written as:{
(x− xa) · (ya − yb) + (y − ya) · (xb − xa) ≥ 0 if P ∈ H+
(x− xa) · (ya − yb) + (y − ya) · (xb − xa) ≤ 0 if P ∈ H−
(5.1)
the direction of the inequality is defined based on the half-plane where the state
needs to belong, depending on the relative position of the obstacle respect the vehicle.
To define this type of constraints more compactly and in order to obtain an
expression which can be written in matrix form as a function of the state variables,
the next form is adopted:
h1 · x+ h2 · y ≤ l (5.2)
with 
h1 = ya − yb
h2 = xb − xa
l = h1 · xa + h2 · ya
Again, the signs of h1 and h2 need to be changed to impose the adequate semi-
plane at the end of the process. Thus, applying a set of constraints containing one
half-plane for every obstacle allows to define a convex admissible region for the state.
The first step consists in finding the pair of points which line is further from the
current position of the vehicle, based on the method of the most violated constraint.
It is important to note that, due to the segmentation process applied previously to
achieve the convexity of the whole group of obstacles, every subset consists of at
least two points.
At this point, theoretically it would be possible to just apply the line between
the most distant points as a constraint, but this choice leads to a problem in the
control process: segments which are sufficiently far and measured from the side are
associated to lines very close to the current position of the vehicle, therefore the
constraint calculated becomes too restricting.
In order to solve this problem, it is necessary to identify when this happens. As
can be observed, the problem is presented when the projection of the position of
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the wheelchair on the line associated to the segment is located outside the segment
itself.
Geometrically, this corresponds to the situation where, given the current position
P and the segment AB, one of the angles P̂AB or P̂BA is obtuse, which can be
determined using the dot product properties:
−−→
AP · −−→AB ≤ 0 ∨ −−→BP · −−→BA ≤ 0
Considering this situation, an adequate solution is to impose as a constraint
the segment itself only in the case where the projection of the position is located
inside the segment. Otherwise, only the closest point is considered (respect the
current position), imposing as a constraint the perpendicular of the line connecting
the vehicle and this point.
Given the current position P and the further couple of points of an obstacle in
obstacles[i], Oi,j and Oi,j+1, there are two possible scenarios:
Figure 5.5: Internal projection of the current position
• Internal projection (Figure 5.5)
Condition:
−−−−→
Oi,jP · −−−−−−−→Oi,jOi,j+1 ≥ 0 ∧ −−−−−−→Oi,j+1P · −−−−−−−→Oi,j+1Oi,j ≥ 0
Constraint line:

h1 = Oi,j .y −Oi,j+1.y
h2 = Oi,j+1.x−Oi,j .x
l = Oi,j+1.x ·Oi,j .y −Oi,j .x ·Oi,j+1.y
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Figure 5.6: External projection of the current position
• External projection (Figure 5.6)
Condition:
−−−−→
Oi,jP · −−−−−−−→Oi,jOi,j+1 ≤ 0 ∨ −−−−−−→Oi,j+1P · −−−−−−−→Oi,j+1Oi,j ≤ 0
Closest point: Omin = Oi,k s.t. min
k∈{j,j+1}
d(P ,Oi,k)
Constraint line:

h1 = Omin.x− P .x
h2 = Omin.x− P .y
l = h1 ·Omin.x+ h2 ·Omin.y
Finally, the last step before writing the constraints is to determine the sign of
the parameters h1, h2 and l depending on which half-plane needs to be included into
the admissible region. Due to the notation used throughout the process, the default
parameters correspond to the H+ semi-plane. Thus, a simple way of determining
if the sign needs to be corrected is to check, for every object in obstacles[i], if the
current position belongs to this half-plane:
h
(i)
1 · x+ h(i)2 · y ≤ l(i)
If the inequality is not satisfied, then it is necessary to change the sign of all the
parameters, as the inequalities accepted by the optimization algorithm must be of
the form A x ≤ b. Thus, in this case the inequation to be imposed is:(
−h(i)1
)
· x+
(
−h(i)2
)
· y ≤
(
−l(i)
)
At this point, the constraints can be expressed in matrix form as:
Astate x(k) ≤ bstate (5.3)
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with
Astate =
 h
(1)
1 h
(1)
2
...
...
h
(nobs)
1 h
(nobs)
2
 bstate =
 l
(1)
...
l(nobs)

Chapter 6
Ride comfort
This chapter describes the methodology employed to include the ride comfort con-
cept into the control problem, in order to improve users’ experience when using the
vehicle.
Ride comfort is defined as the overall comfort and well-being of the vehicle’s
occupants during vehicle travel. It is one of the main factors to consider regarding
the user, and while it is subjective and depends on the sensations of the user, it can
be treated objectively. The main sources of discomfort are oscillations produced by
external sources, so an usual approach is to study the response of the human body
to the different vibrations produced during the ride of the vehicle.
The process of evaluating these vibrations has been standardized using the mea-
sure of acceleration at different points of the seat, the main examples being ISO
2631-1 [7] and BS 6841 [8], which treat the measure of whole body vibrations. In
the case of study, ISO 2631-1 has been used as the reference standard.
6.1 Measurement and evaluation of vibration
As explained previously, the primary value used to measure the vibrations is accel-
eration. This acceleration needs to be measured according to a coordinate system
originating at a point from which vibration is considered to enter the human body.
In the case of seated position, there are three principal areas to be studied (Figure
6.1):
• Seat-back (1): ax, ay, az
• Supporting seat surface (2): ax, ay, az, rx, ry, rz
• Feet (3): ax, ay, az
Considering that ax, ay and az are the linear accelerations at each axis, and rx,
ry and rz are the roll, pitch and yaw accelerations, respectively.
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Figure 6.1: Basicentric axes of the human body, seated position
However, some researches note that the hip vibration show the highest correlation
between objective and subjective data [9], so in the case of the wheelchair, it is
possible to only consider the acceleration of the seat surface. This situation is really
convenient, as the optimization problem is dependant on the speed of the feedback
linearization point P (Section 4.2), so the acceleration can be expressed as a function
of speed and be included directly into the optimization problem.
To evaluate the degree of vibration and consequently the ride comfort, it is usual
to compute the CRV (component ride value) and the ORV (overall ride value),
defined in [2].
The component ride value is defined as the effective magnitude of vibration at
a single point (contact point between the human and the seat) after it has been
weighted for frequency and axis according to human sensitivity.
CRV =
[
1
N
N∑
i=1
a2w(i)
]1/2
(6.1)
where aw(i) is the weighted acceleration and N is the number of acceleration
signals at the point of study.
The overall ride value is defined as the effective magnitude of vibration occurring
in one or more axes and input positions after it has been weighted for frequency,
axis and input position according to human sensitivity. The overall ride value is
evaluated as the 2-norm of the component ride value
ORV =
[∑
CRV 2
]1/2
(6.2)
As stated before, in the case of this project, only the linear accelerations at the
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seat surface are considered, so there is only one value of CRV , and thus the ORV
is the same as the ride value of the seat. Specifically:
ORV = CRV =
[
a2w,Px + a
2
w,Py
2
]1/2
(6.3)
6.2 Frequency weighting of the acceleration
So as to to obtain the value of ride comfort for the vehicle, it is necessary to previously
filter every acceleration. ISO 2631 and BS 6841 introduce a set of weighting filters
which are used to find a numerical equivalent to the comfort experienced by the
user. In order to minimize the number of frequency weighting functions, some of
them are combined for different axes, using axis multiplying factors k. Therefore,
there exist 6 different weighting functions related to comfort:
• Principal weighting functions: Wk, Wd, Wf
• Additional weighting functions: Wc, We, Wj .
The weighting functions and axis multiplying factors for every area are described
in Figures 6.2, 6.3 and Table 6.1, respectively.
Figure 6.2: Principal frequency weighting functions, as described in ISO 2631-1
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Figure 6.3: Additional frequency weighting functions, as described in ISO 2631-1
Area Acceleration Weighting function Axis multiplying factor
Seat surface
ax Wd k = 1
ay Wd k = 1
az Wk k = 1
rx We k = 0.63
ry We k = 0.4
rz We k = 0.2
Backrest
ax Wc k = 0.8
ay Wd k = 0.5
ax Wd k = 0.4
Feet
ax Wk k = 0.25
ay Wk k = 0.25
az Wk k = 0.4
Table 6.1: Weight function to be used in each area for seated persons, according to ISO 2631-1
To obtain the analytical expression of each filter (referred to acceleration as
the input), it is necessary to combine a series of transfer functions, varying the
parameters according to Tables 6.2 and 6.3. These transfer functions, expressed in
the Laplace space, are:
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• Band-limiting (two-pole filter with Butterworth characteristic, Q1 = Q2 =
1/
√
2):
– High-pass
Hh(s) =
1
1 +
√
2 ω1/s+ (ω1/p)2
(6.4)
where
ω1 = 2pif1
f1 = corner frequency (intersection of asymptotes)
– Low-pass
Hl(s) =
1
1 +
√
2 s/ω2 + (s/ω2)2
(6.5)
where
ω2 = 2pif2
f2 = corner frequency
• Acceleration-velocity transition (proportionality to acceleration at lower
frequencies, proportionality to velocity at higher frequencies)
Ht(s) =
1 + s/ω3
1 + s/(Q4ω4) + (s/ω4)2
(6.6)
where
ω3 = 2pif3
ω4 = 2pif4
• Upward step (steepness of approximately 6dB per octave, proportionality to
jerk):
Hs(s) =
1 + s/(Q5ω5) + (s/ω5)
2
1 + s/(Q5ω5) + (s/ω5)2
·
(
ω5
ω6
)2
(6.7)
where
ω5 = 2pif5
ω6 = 2pif6
The product Hh(s) ·Hl(s) represents the band-limiting transfer function, while
the product Ht(s) · Hs(s) represents the actual weighting function for a certain
application. The total weighting function is computed as:
H(s) = Hh(s) ·Hl(s) ·Ht(s) ·Hs(s) (6.8)
A few particularities are that Ht(s) = 1 for weighting Wj and Hs(s) = 1 for
weightings Wc, Wd and We, which is indicated by infinite frequencies and absence
of quality factors Q in Tables 6.2 and 6.3.
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Weighting
Band-limiting a-v transition Upward step
f1(Hz) f2 (Hz) f3(Hz) f4(Hz) Q4 f5(Hz) Q5 f6(Hz) Q5
Wk 0.4 100 12.5 12.5 0.63 2.37 0.91 3.35 0.91
Wd 0.4 100 2.0 2.0 0.63 ∞ − ∞ −
Wf 0.08 0.63 ∞ 0.25 0.86 0.0625 0.80 0.1 0.80
Table 6.2: Parameters of transfer functions of the principal frequency weightings
Weighting
Band-limiting a-v transition Upward step
f1(Hz) f2 (Hz) f3(Hz) f4(Hz) Q4 f5(Hz) Q5 f6(Hz) Q5
Wc 0.4 100 8.0 8.0 0.63 ∞ − ∞ −
We 0.4 100 1.0 1.0 0.63 ∞ − ∞ −
Wj 0.4 100 ∞ ∞ − 3.75 0.91 5.32 0.91
Table 6.3: Parameters of transfer functions of the additional frequency weightings
In the case of the wheelchair, as stated before, the accelerations considered are
only ax and ay of the seat surface, which according to the tables are filtered using
the same weight function Wd with axis multiplication factor k = 1. Therefore, the
transfer function defined to weight the acceleration is:
Aw(s)
A(s)
= H(s) = k ·Hh(s) ·Hl(s) ·Ht(s) (6.9)
6.3 Discretization and implementation of the weighting
filter
The expression of the weighting filters provided by ISO 2631-1 corresponds to a
continuous time transfer function, in the case of (6.9):
H(s) =
0.08 s3 + s2
1.6 · 10−6 s6 + 1.46 · 10−5 s5 + 0.007 s4 + 0.15 s3 + 1.50 s2 + 4.37 s+ 6.32
However, this project is based on a digital controller, thus it is necessary to
obtain a discrete-time expression in order to include the filtered acceleration into
the control problem. The first step is to express the filter in the Z space using the
Z transform, which results on a transfer function of the form:
H(z) =
c5 · z5 + c4 · z4 + · · ·+ c1 · z + c0
b6 · z6 + b5 · z5 + · · ·+ b1 · z + b0 (6.10)
the coefficients c5, . . . , c0 ∈ R and b6, . . . , b0 ∈ R depend on the sampling time τ .
The transfer function (6.10) can also be expressed as
Aw(z)
A(z)
= H(z) =
c5 · z−1 + c4 · z−2 + · · ·+ c1 · z−5 + c0 · z−6
b6 + b5 · z−1 + · · ·+ b1 · z−5 + b0 · z−6
39 Chapter 6. Ride comfort
Considering that the inverse Z transform of a term z−n corresponds to a delay
of n steps
Z−1{z−n ·Aw(z)} = aw(k − n)
Z−1{z−n ·A(z)} = a(k − n)
a discrete-time expression can be found for the weighted acceleration, which
depends on the values of past filtered and linear accelerations:
aw(k) =
−b5 · aw(k − 1)− · · · − b0 · aw(k − 6) + c6 · a(k − 1) + · · ·+ c0 · a(k − 6)
b6
(6.11)
With this expression it is now possible to implement constraints on the filtered
acceleration as described in Section 6.1. The constraints implemented are:
ORV (k + i) =
1√
2
√
aw,Px(k + i)2 + aw,Py(k + i)2 ≤ ORVmax (6.12)
∀i ∈ {0, 1, . . . , N − 1}
The value of ORVmax is defined based on the reference values for public transport
provided by ISO 2631-1, which can be seen in Table 6.4. In the case of a real-world
implementation, it would be necessary to find an adequate value experimentally.
ORV [m/s2] User’s sensation
< 0.315 not uncomfortable
0.315− 0.63 a little uncomfortable
0.5− 1 fairly uncomfortable
0.8− 1.6 uncomfortable
1.25− 2.5 very uncomfortable
> 2 extremely uncomfortable
Table 6.4: Reference values of ORV for public transport
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Chapter 7
MPC application
This chapter describes in detail how to define the control problem based on MPC
to achieve an automatic navigation of the wheelchair in an environment partially
known, which contains a series of obstacles that must be avoided while assuring the
ride comfort of the wheelchair user.
Particularly, the chapter is focused on the formulation of the optimization prob-
lem to be solved at each sampling instant, which as explained in Chapter 3, allows
to determine the optimal input sequence to get the vehicle to the reference point.
In order to be able to apply a linear control strategy, the feedback linearization
method has been used, which allows to represent the unicycle model as a linear
system. Using this technique, after an adequate change of variables, it is possible
to obtain a linear model describing the behaviour of a point P outside the wheels’
axis, which is located at a distance ε from it. The state variables, then, become
the position of this point P , while the control variable is the speed of this point in
each axis of the global reference X and Y . The detailed methodology can be seen
at Section (4.2).
The feedback linearization technique allows, so, to compute the real values of the
state variables v and ω at each sampling time, in function of the output generated
by the controller.
The discrete model used to describe the unicycle, as explained previously, consists
of two decoupled integrators, one for each axis. This system is defined as:
x(k + 1) = A x(k) +B u(k)
with
x(k) =
[
xP (k)
yP (k)
]
u(k) =
[
vPx(k)
vPy(k)
]
A =
[
1 0
0 1
]
B =
[
τ 0
0 τ
]
The aim of this chapter is, then, to illustrate the choices made to implement
the MPC control of the wheelchair system. As explained in Chapter 3, the main
elements needed to achieve this are the cost function, the constraints to be imposed
on the state variables and the input, and the terminal set for the state variables.
However, there are some particularities to consider regarding the wheelchair
system:
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• Constraints on the comfort ride value:
The necessity of filtering the acceleration to determine the ride comfort of
the passenger leads to expressions of the acceleration that depend on previ-
ous instants, which combined to the non-linear nature of the constraints to
be imposed, implies that these present non-linear relations between the con-
trol variables vPx and vPy. In order to be able to define an adequate set of
constraints, it is necessary to linearize the constraints near the working point.
• Definition of the terminal set and the terminal cost :
It should be noted that the main use of optimal control in the industrial
field is to achieve a robust regulation of processes that are linearized around
time-invariant or slowly changing working points. Due to that, it is usual to
constraint the control to converge towards the reference within the prediction
horizon imposed. Thus, the choice of a terminal set is reduced to set an appro-
priate neighbourhood near the reference point. This practice is unworkable on
a problem of autonomous navigation, as the constraints to be applied can re-
sult into the MPC optimization problem being unfeasible. For this reason the
terminal set will be defined in a conservative manner using the same admis-
sible region as the previous iteration and, specially, the state in the previous
iteration is allowed to not necessarily be near the reference.
7.1 Cost function
As explained in Section 3.2, the control problem if defined as an optimization prob-
lem in a finite horizon N . The choice for this project is a quadratic cost function
dependent on the error of the state and control variables towards a previously set
reference, which is minimized so that this error tends to zero.
The reference for the state variables is defined as:
xref =
[
Px,ref
Py,ref
]
Regarding the control variable, as the objective is to reach the position reference
and make the vehicle remain there, the control signal should converge to zero
uref =
[
0
0
]
As uref is zero, it will be omitted in further formulation.
The cost function, as stated before, has a quadratic form and depends on the
error of the variables towards their respective references:
J(k) =
N∑
i=0
(‖x(k + i)− xref‖2Q + ‖u(k + i)‖2R)+ ‖x(k +N)− xref‖2P (7.1)
To write the optimization problem in the quadratic form presented in (3.8)
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min
U(k)
J(k) =
1
2
U ′(k) H U(k) + f ′ U(k) (7.2)
it is necessary to write the cost function J(k) in (7.1) in the compact form
J(k) =‖X (k)−X ref‖2Q + ‖U(k)‖2R =
=(X (k)−X ref )′ Q (X (k)−X ref ) + U ′(k) R U(k)
(7.3)
with
X (k) =
 x(k)...
x(k +N)
 X ref =
xref...
xref
 U(k) =
 u(k)...
u(k +N − 1)

Q =

Q
. . .
Q
P
 R =
R . . .
R

Additionally, a further transformation is required in order to write J(k) in func-
tion of the initial state and the control signal. This can be achieved through La-
grange’s equation as explained in previous chapters (3.9).
X (k) =

I
A
A2
...
AN

︸ ︷︷ ︸
A
x(k) +

0 0 . . . 0
B 0 . . . 0
AB B . . . 0
...
...
. . .
...
AN−1 B AN−2 B . . . B

︸ ︷︷ ︸
B
U(k) (7.4)
Therefore, the cost function becomes:
J(k) = (A x(k) +B U(k)−X ref )′ Q (A x(k) +B U(k)−X ref ) + U ′(k) R U(k)
This expression can be simplified to be written in the quadratic form, compatible
with the optimization solver:
J(k) =
1
2
U ′(k) H U(k) + f ′ U(k) (7.5)
with
H = B′ Q B +R
f = (A x(k)−X ref )′ Q B
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7.2 Calibration of the controller
The cost function defined in the section above can be calibrated based on the re-
quirements of the control. Particularly, the matrices Q, R and P represent the
penalization of the error of the state variables, the control signal and the final state,
respectively.
The decoupling of the system into two integrators (one for each axis) and the
symmetry of the model allows to impose a single parameter for each matrix, which
will affect the variables of different axis equally:
Q =
[
q 0
0 q
]
R =
[
r 0
0 r
]
P =
[
p 0
0 p
]
The parameters q and r are determined arbitrarily based on the wished perfor-
mance, while the parameter p is defined in function of the other two parameters, so
that the stability of the system is assured in accordance with Lyapunov’s equation
(3.7).
To determine the value of p, an auxiliary control law is defined so that the system
is asimptotically stable
u(k) = K x(k) (7.6)
where K is the gain of the controller, defined through eigenvalue assignment,
imposing that eigenvalues of the closed loop system are comprised between zero and
one:
x(k + 1) = (A+B K) x(k)
Thus, K is a matrix of the form
K =
[
k 0
0 k
]
where k is chosen arbitrarily chosen as
k = − 1
2τ
This choice of k fulfills the conditions of asymptotic stability and non-oscillating
convergence, which are stated at (7.7) and (7.8), respectively:
k > −2
τ
(7.7)
k > −1
τ
(7.8)
Once k is computed, it is possible to determine the adequate value of p solving
Lyapunov’s equation:
p =
q + k2r
1− (1 + τ k)2 (7.9)
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7.3 Constraints
As explained previously, one of the main characteristics of MPC control is the pos-
sibility of defining explicit constraints on the control signal to be obtained. Thus,
the control signal computed by the controller will be the one minimizing the cost
function while also fulfilling all the requirements.
In the case of study, several type of constraints need to be applied according to
the different necessities of the control such as:
• Constraint the speed and acceleration to match (at least), the physical limita-
tions of the actuators
• Stability of the control signal
• Restriction of the admissible region for the position, in order to satisfy the
obstacle avoidance requirements
• Constraint the filtered acceleration (as explained in Chapter 6) to assure the
comfort of the passenger
Therefore, this section will describe how all the necessary constraints, which can
be lay out with respect to the state variables or control variables, are transformed
so they can be written as linear expressions dependant on the control sequence and
thus define a convex admissible region.
7.3.1 Velocity constraints
The linearization of the model does not allow to impose constraints on the original
control variables v and ω. Because of this reason, the speed to be limited is this of
the point P of the feedback linearization.
In previous work [1], speed constraints were applied to the module of the speed
vP =
√
v2Px + v
2
Py, but because of the non-linear relation, a linearization using the first
term of Taylor series was necessary. In this project, however, this is not possible as
another linearization is required for assuring ride comfort, and combining both leads
to an unstable admissible area that diverges to infinity. For this reason, the velocity
constraints defined are uncoupled, limiting each axis separately. Additionally, the
maximum value of velocity vmax is divided by
√
2, as decoupling the constraints
can result in both axes having the maximum speed, which would make the module
higher than the maximum value
Therefore, the velocity constraints implemented are:
−vmax√
2
≤ vPx(k + i) ≤ vmax√
2
−vmax√
2
≤ vPy(k + i) ≤ vmax√
2
(7.10)
∀i ∈ {0, 1, . . . , N − 2}
To force the wheelchair to stop when convergence is reached, it is convenient
to impose more strict constraints to the last iteration k + N − 1 of the velocity.
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In this last iteration, the value of vmax is modified as the maximum variation of
speed ∆vmax. This variation is related to the maximum mean acceleration, which
is defined arbitrarily in function of the physical limitations of the system. Given a
maximum mean acceleration a¯max, ∆vmax is computed as
∆vmax = a¯max τ (7.11)
In this way, it is possible to assure that the final speed transition before reaching
the reference is not abrupt. The constraints applied are:
−∆vmax ≤ vPx(k +N − 1) ≤ ∆vmax
−∆vmax ≤ vPy(k +N − 1) ≤ ∆vmax
(7.12)
The last step is to express the constraints in function of U(k) to be able to
introduce them in the optimization solver. The constraints are expressed as:
Av max U(k) ≤ bv max (7.13)
with
Av max =
[
I2N
−I2N
]
(2N,2N)
bv max =

vmax/
√
2
...
vmax/
√
2
∆vmax
∆vmax
vmax/
√
2
...
vmax/
√
2
∆vmax
∆vmax

(4N,1)
7.3.2 Position constraints
These constraints correspond to the convex admissible region explained in Chapter 5,
which is defined considering all the detected obstacles in order to achieve the obstacle
avoidance requirements. As explained before, the set of constraints computed is
based on the belonging of the wheelchair into adequate semi-planes defined by each
obstacle.
As an observation, due to the algorithm utilized the majority of them are redun-
dant in the sense that some of them are less restrictive than others, so a limited set
of the constraints used would be enough to define the admissible region.
For every obstacle detected, there exists a set of restrictions expressed as:
h1 xP (k + i) + h2 yP (k + i) ≤ l (7.14)
∀i ∈ {0, 1, . . . , N}
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or in compact form
[
h1 h2
]︸ ︷︷ ︸
h
x(k + i) ≤ l (7.15)
∀i ∈ {0, 1, . . . , N}
To ensure that the obstacle avoidance requirements are fulfilled through the
whole prediction horizon it is necessary to impose a constraint for each instant in
matrix form: h
(i)
. . .
h(i)

︸ ︷︷ ︸
H
(i)
obs
 x(k)...
x(k +N)

︸ ︷︷ ︸
X (k)
l
(i)
...
l(i)

︸ ︷︷ ︸
L
(i)
obs
(7.16)
As mentioned in previous chapters, this constraint expression is not valid for
the optimization solver, and has to be rewritten using Lagrange’s equation (3.9) to
express it in terms of U(k):
H
(i)
obs (A x(k) +B U(k))︸ ︷︷ ︸
X (k)
≤ L(i)obs (7.17)
or
A
(i)
obsU(k) ≤ b(i)obs (7.18)
with
A
(i)
obs = H
(i)
obs B b(i)obs = L(i)obs −H(i)obs A x(k)
The whole set of obstacles can be expressed as the combination of the constraints
for each obstacle as:
Aobs =
A
(1)
obs
...
A
(n)
obs
 bobs =
b
(1)
obs
...
b
(n)
obs

Chapter 7. MPC application 48
7.3.3 Ride comfort constraints
The aim of this set of constraints is to ensure the comfort of the passenger seated
on the wheelchair. To achieve the desired level of comfort, it is necessary that the
value of the Overall Ride Value [2] is limited according to ISO 2631-1. As explained
in Chapter 6, the constraints to be imposed have the form:
ORV (k + i) =
1√
2
√
aw,Px(k + i)2 + aw,Py(k + i)2 ≤ ORVmax (7.19)
∀i ∈ {0, 1, . . . , N − 1}
The filtered acceleration aw, i for each axis x and y is related to past values of
linear acceleration and the filtered acceleration itself. Given the discrete transfer
function relating the filtered and linear accelerations
Aw(z)
A(z)
= H(z) =
m∑
j=0
cj z
j
n∑
j=0
bj zj
m ≤ n (7.20)
The expression of filtered acceleration is
aw(k) =
−
n−1∑
j=1
bj aw(k − n+ j) +
m∑
j=0
cj a(k −m+ j)
bn
(7.21)
with
a(k) =
vP (k)− vP (k − 1)
τ
Therefore, the objective is to express the constraints defined in (7.19) with re-
spect to vPx and vPy in order to include them into the optimization problem. As can
be seen, the constraints to be applied present a non-linear relation of the variables,
because although if the definition of the weighted acceleration in one axes consists
of linear combinations of previous vP , the ORV definition presents non-linearity.
In order to deal with this problem, the expression of ORV is linearized near the
last iteration acceleration utilizing the first terms of Taylor series
0 ≤
√
a¯2wx + a¯2wy +
1
2
√
a¯2wx + a¯2wy
(2 a¯wx (awx − a¯wx) + 2 a¯wy(awy − a¯wy)) ≤
√
2 ORVmax (7.22)
which can be rewritten as
0 ≤ a¯wx
a¯w
awx(k + i) +
a¯wy
a¯w
awy(k + i) ≤
√
2 ORVmax (7.23)
∀i ∈ {0, 1, . . . , N − 1}
with a¯w =
√
a¯2wx + a¯
2
wy the acceleration on the previous iteration.
However, this expression is not applicable for values of weighted acceleration
near zero, as the term a¯w is located in the denominator. For this reason, in the case
of low acceleration, the filtered acceleration constrains are uncoupled and applied to
each axis separately:
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−ORVmax ≤ awx(k + i) ≤ ORVmax
−ORVmax ≤ awy(k + i) ≤ ORVmax
(7.24)
∀i ∈ {0, 1, . . . , N − 1}
The notation for this kind of constraints with respect to vPx and vPy in matrix
form is:
N(MU(k)− a¯w(k)) ≤ RV max (7.25)
with
N =
[
I2N
−I2N
]
(4N,2N)
N =
[
IN
−IN
]
(2N,N)
RV max =
ORVmax...
ORVmax

(4N,1)
RV max =
√2 ORVmax...√
2 ORVmax

(2N,1)
For low accelerations For high accelerations
Because the relation between acceleration and weighted acceleration depends on
previous instants, it is necessary to generate the matrix iteratively. The process for
obtaining the matrices M and a¯w(k) is explained below, while the implementation
can be seen in Algorithms 2 and 3.
Matrix M
This matrix contains the relation between the control variables vPx, vPy and the
filtered acceleration. As stated before, due to the nature of the filtered acceler-
ation, every step in the prediction horizon requires a combination of all previous
accelerations, which results in a relation with a difficult analytic expression. This
matrix depends only on the coefficients of the filter and thus can be computed before
starting the control iterations.
The first step is to set a matrix M1 which considers only the part related to
the linear acceleration at each instant, i.e. the terms containing the coefficients
{cm, . . . , c0}. This matrix can be defined as:
M1 =
1
τ bn

cm I2
(cm−1 − cm) I2 cm I2
... (cm−1 − cm) I2
(c0 − c1) I2
...
. . .
−c0 I2 (c0 − c1) I2 . . . . . .
−c0 I2 . . . . . .
...
...
cm I2
(cm−1 − cm) I2 cm I2

(2N,2N)
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The next step consists of, given a pair rows, subtract the n−1 previous couple of
rows recursively (if all the rows are available), multiplied by the adequate coefficient
of filtered acceleration. It is important to note that it is necessary to divide every
coefficient {bn−1, . . . , b0} by bn previously, as bn is common to every term. A simple
example is shown below considering the first rows:
M =

M1(1 : 2, :)
M1(3 : 4, :)− bn−1/bn
(
M1(1 : 2, :)
)︸ ︷︷ ︸
M(1:2,:)
M1(5 : 6, :)− bn−1/bn
(
M1(3 : 4, :)− bn−1/bn M1(1 : 2, :)
)︸ ︷︷ ︸
M(3:4,:)
−bn−2/bn
(
M1(1 : 2, :)
)︸ ︷︷ ︸
M(1:2,:)
...

(2N,2N)
where M(i : j, :) refers to all the elements of rows i to j of the matrix M
The algorithm used, considering that the vectors containing the coefficients are
sorted backwards (acoefs = [cm, . . . , c0]; awcoefs = [bn, . . . , b0])
Algorithm 2: m mat(acoefs, awcoefs, N, T ) :
la = length(acoefs);
acoefs = acoefs/awcoefs[0];
awshort = awcoefs[1 : end]/awcoefs[0]; ;
law = length(awshort);
M1 = acoefs[0] ∗ identity(2 ∗N, 2 ∗N);
for i = 1 to la − 1 do
M it = (acoefs[i]− acoefs[i− 1]) ∗ identity(2 ∗ (N − i), 2 ∗ (N − i));
M1 = M1 + [[zeros(2 ∗ i, 2 ∗ (N − i));M it], zeros(2 ∗N, 2 ∗ i)];
end
M last = −acoefs[la]∗[[zeros(2∗la, 2∗(N−la)); identity(2∗(N−la))], zeros(2∗N, 2∗la)];
M1 = (1/(awcoefs[0] ∗ T )) ∗ (M1 +M last);
M = M1[0 : 1, :]
for i = 2 to 2 ∗ (N − 1) by 2 do
if i < 2 ∗ la then
// All required previous rows cannot be computed
for k = 0 to i/2 do
M = M1[i : i+ 1, :]− awshort[k] ∗M [i− 2 ∗ k − 1 : i− 2 ∗ k, :];
end
else
// All required previous rows can be computed
for k = 0 to law − 1 do
M = M1[i : i+ 1, :]− awshort[k] ∗M [i− 2 ∗ k − 1 : i− 2 ∗ k, :];
end
end
end
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Vector a¯w(k)
This vector contains the terms of the filtered acceleration constraints that not depend
on the control variables, but on stored values from previous instants. As every
iteration a new value of the filtered acceleration is computed, this vector changes at
every iteration of the control loop.
The strategy adopted in this case is similar to the one utilized for the M matrix
explained above. There are two different situations to consider when filling the
vector a¯w(k):
• Direct application of the expression with known values
• Product with coefficients of previous instants as a consequence of the recursive
nature of the constraints
Thus, the first step is to define a vector a¯w1 considering less of the known values
each instant in the form:
a¯w1(k) =

−
n−1∑
j=1
bj awx(k − n+ j) +
m−1∑
j=0
cj ax(k −m+ j)− cmτ vPx(k − 1)
−
n−1∑
j=1
bj awy(k − n+ j) +
m−1∑
j=0
cj ay(k −m+ j)− cmτ vPy(k − 1)
−
n−2∑
j=1
bj awx(k − n+ j − 1) +
m−2∑
j=1
cj ax(k −m+ j − 1)− cm−1τ vPx(k − 1)
−
n−2∑
j=1
bj awy(k − n+ j − 1) +
m−2∑
j=1
cj ay(k −m+ j − 1)− cm−1τ vPy(k − 1)
...
−c0 vPx(k − 1)
−c0 vPy(k − 1)
0
...
0

(2N,1)
in the case of n = m.
Once this vector is computed, as in the case of the matrix M , each couple of
rows is multiplied by the adequate coefficients of weighted acceleration recursively.
A simple example considering the first values is shown below:
a¯w =

a¯w1[0 : 1]
a¯w1[2 : 3]− bn−1/bn
(
a¯w1[0 : 1]
)︸ ︷︷ ︸
a¯w[0:1]
a¯w1[4 : 5]− bn−1/bn
(
a¯w1[2 : 3]− bn−1/bn (a¯w1[0 : 1])
)︸ ︷︷ ︸
a¯w[0:1]
−bn−2/bn
(
a¯w1[0 : 1]
)︸ ︷︷ ︸
a¯w[0:1]
...

(2N,1)
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Below is explained the algorithm implemented for computing a¯w(k). Again, the
coefficient arrays are sorted backwards (acoefs = [cm, . . . , c0]; awcoefs = [bn, . . . , b0]).
The vectors aprev, awprev and vprev contain previous values of the acceleration, the
filtered acceleration and the velocity of the point P respectively. All vectors are
sorted so that the first value of the vector is the most recent measure.
Algorithm 3: aw bar(acoefs, awcoefs, N, T, aprev, awprev, vprev) :
la = length(acoefs);
acoefs = acoefs/awcoefs[0];
awshort = awcoefs[1 : end]/awcoefs[0];
law = length(awshort);
abar = zeros(2 ∗N, 1);
// Known values of linear acceleration
k = 0;
for i = 0 to la − 2 do
abar[2 ∗ i] = abar[2 ∗ i]− (acoefs[i]/T ) ∗ vprev.x[1];
abar[2 ∗ i+ 1] = abar[2 ∗ i+ 1]− (acoefs[i]/T ) ∗ vyprev.y[1];
if i < law − 2 then
for j = i+ 1 to law − 2 do
abar[2 ∗ i] = abar[2 ∗ i] + acoefs[i] ∗ aprev.x[ka]− awshort[i] ∗ awprev.x[kaw];
abar[2∗i+1] = abar[2∗i+1]+acoefs[i]∗aprev.y[ka]−awshort[i]∗awprev.y[kaw];
k = k + 1;
end
end
k = 0;
end
// Known values of filtered acceleration
k = 1;
for i = 0 to law − 2 do
abar[2 ∗ i] = abar[2 ∗ i]− awshort[i] ∗ awprev.x[1];
abar[2 ∗ i+ 1] = abar[2 ∗ i+ 1]− awshort[i] ∗ awprev.y[1];
if i < law − 2 then
for j = i+ 1 to law − 2 do
abar[2 ∗ i] = abar[2 ∗ i]− awshort[i] ∗ awprev.x[kaw];
abar[2 ∗ i+ 1] = abar[2 ∗ i+ 1] +−awshort[i] ∗ awprev.y[kaw];
k = k + 1;
end
end
k = 1;
end
// Completion of the instants within the prediction horizon
for i = 1 to law − 1 do
for j = 0 to i− 1 do
abar[2 ∗ i] = abar[2 ∗ i]− awshort[j] ∗ abar[2 ∗ (i− j − 1)];
abar[2 ∗ i+ 1] = abar[2 ∗ i+ 1]− awshort[j] ∗ abar[2 ∗ (i− j)− 1];
end
end
for i = law to N − 1 do
for j = 0 to law − 1 do
abar[2 ∗ i] = abar[2 ∗ i]− awshort[j] ∗ abar[2 ∗ (i− j − 1)];
abar[2 ∗ i+ 1] = abar[2 ∗ i+ 1]− awshort[j] ∗ abar[2 ∗ (i− j)− 1];
end
end
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Coupling of the constraint matrices
After the process to determine M and a¯w(k) described by Algorithms 2 and 3, the
result is the matrix form of the decoupled constraints defined in (7.24). In order
to obtain the linear expression of the ORV , defined in (7.23) and showed below for
more clarity
0 ≤ a¯wx
a¯w
awx(k + i) +
a¯wy
a¯w
awy(k + i) ≤
√
2 ORVmax (7.26)
it is necessary to:
• Calculate the coefficients a¯wxa¯w and
a¯wy
a¯w
based on the filtered acceleration of the
previous iteration
• Combine even and odd rows of M and a¯w(k), multiplying them by the ade-
quate coefficient
This can be done easily as shown in Algorithm 4.
Algorithm 4: comfort coupling(M ,abar, N, awkprev)
lincoefs = awkprev/norm(awkprev);
Mhigh = zeros(N,N); abar,high = zeros(N, 1) for i = 0 to N − 1 do
Mhigh[i, :] = lincoefs[0] ∗M [2 ∗ i, :] + lincoefs[1] ∗M [2 ∗ i+ 1, :];
abar,high[i] = lincoefs[0] ∗ abar[2 ∗ i] + lincoefs[1] ∗ abar[2 ∗ i+ 1];
end
Once the matrices M and a¯(k) have been computed, the constraints are defined
as stated in (7.25), or in compact form:
Acom U(k) ≤ bcom (7.27)
with:
Acom = N M bcom = RV max −N a¯w(k)
For low accelerations, these matrices correspond to
N =
[
I2N
−I2N
]
(4N,2N)
RV max =
ORVmax...
ORVmax

(4N,1)
M (2N,2N) as described in Alg. 2 a¯w(k)(2N,1) as described in Alg. 3
whereas for high accelerations, the matrix to be utilized are
N =
[
IN
−IN
]
(2N,N)
RV max =
√2 ORVmax...√
2 ORVmax

(2N,1)
M (N,2N) as described in Alg. 4 a¯w(k)(N,1) as described in Alg. 4
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7.4 Vortex Field
The position constraints implemented do not guarantee an effective obstacle avoid-
ance performance throughout the control process. For example, in the case that
the trajectory minimizing the cost function does not consider avoiding the obstacle,
preventing the solver to converge.
In order to solve this issue a common technique is to consider, besides the at-
tractive field towards the reference, a repulsive force field to affect the trajectory
generated and allow the vehicle to avoid the obstacle.
Adding this vortex field to the cost function is possible, however this results in
a cost function that not satisfies the generalized quadratic problem expression, thus
increasing the computational time and not allowing a real-time implementation.
The solution applied in this project is to provide an adequate reference to the
controller when an obstacle is located within a distance lower than a threshold, so
that the vehicle changes its direction to avoid the obstacle while allowing a correct
evolution of the admissible region imposed in the position constraints.
Therefore, to fulfill the obstacle avoidance requirements, an artificial repulsive
field has been utilized, which is activated when the vehicle is close to an obstacle and
changes the reference position in order to avoid the object. This field is inversely
proportional to the distance of the wheelchair respect the object, in order to exert
a bigger influence as the vehicle approaches the obstacle.
7.4.1 Application of the vortex field in the MPC problem
The classical formulation of a vortex field consists of defining a vortex vector
∇F vor(k) =
[∇xvor(k)
∇yvor(k)
]
(7.28)
in order to produce a rotation around the obstacle to be avoided, with respect
to the current position of the vehicle.
This vector is applied to the current position to calculate the new vortex field
reference which the vehicle has to follow:
xvor(k) = x(k) +∇F vor(k) =
[
xP (k)
yP (k)
]
+
[∇xvor(k)
∇yvor(k)
]
(7.29)
To ensure that the obstacle avoidance are fulfilled satisfactorily, the vortex vortex
has to meet the following requirements:
• ‖∇F vor(k)‖ → ∞ when approaching the obstacle
• The influence of the field has to be limited as not to disrupt the vehicle be-
haviour when it is not sufficiently close to the obstacle.
• Its evolution has to be continuous respect the position
The field vortex is included into the optimization problem through the cost
function, modifying the parameters adequately at each iteration if the activation of
the vortex is required. The parameters modified for the implementation are xref ,
Q, P , which are changed in the new cost function
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J(k) =
N∑
i=0
(
‖x(k + i)− x′ref‖2Q′ + ‖u(k + i)‖2R
)
+ ‖x(k +N)− x′ref‖2P ′ (7.30)
with x′ref , Q
′ and P ′ changing based on the necessity of activating the vortex
field. Precisely:
x′ref =
{
xvor if the vortex field is active
xref otherwise
Q′ =
Qvor =
[
qvor 0
0 qvor
]
if the vortex field is active
Q otherwise
with qvor  q to highly penalize the error the state and reach the vortex reference
as fast as possible. The terminal state error P ′ is
P ′ =
P vor =
[
pvor 0
0 pvor
]
if the vortex field is active
P otherwise
where pvor is calculated following as explained in previous chapters utilizing
Riccati’s equation with the new value of qvor.
Thus, the main idea is to change the reference and weight of the error of state
variables when any obstacle is detected at a certain distance of the vehicle, to then
go back to the original optimization problem based on the desired reference when
the obstacle is surpassed.
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Figure 7.1: A different reference is set to avoid the obstacle
The application of this type of field can involve undesired variations on the veloc-
ity of the vehicle. For this reason it is important that the vortex vector module is high
enough in order to achieve smoother transitions on the trajectory. The minimum
module of ∇F vor(k) is defined as the extreme case where the vehicle is traveling at
the maximum speed vmax. i.e. vPx = vPy = vmax/
√
2, which corresponds to the
minimum distance needed to stop the vehicle at constant deceleration.
dstop =
τ v2max
∆vmax
Therefore, the condition required for the module of ∇F vor(k) is
‖∇F vor(k)‖ > dstop (7.31)
7.5 Activation and calculation of the vortex field vector
As stated previously, the objective is to activate the vortex field only in the case
that an obstacle is detected close to the vehicle. The vortex vector varies depending
on the position of the wheelchair with respect the obstacle, and thus has to be
calculated every iteration where the vortex field is activated.
Obstacles are detected based on the obstacle segmentation explained in Chapter
5, and the lines that define them are the same utilized to construct the obstacle
avoidance constraints.
The line between the vehicle and the reference can defined as
h1 ref x+ h2 ref y = lref
57 Chapter 7. MPC application
with

h1 ref = yref − yP
h2 ref = xP − xref
lref = h1 ref xP + h2 ref yP
This line is compared iteratively with the lines defined by every couple of points
in the list of obstacles. For every two consecutive points of the obstacle i, Oi,j and
Oi,j+1, the line between them can be expressed as
h1 obs x+ h2 obs y = lobs
with

h1 obs = yi,j+1 − yi,j
h2 obs = xi,j − xi,j+1
lobs = h1 obs xi,j + h2 obs yi,j
From this point, it is possible to calculate the intersection between both lines as
P int =

xint =
h2 ref · lobs − h2 obs · lref
h2 ref · h1 obs − h2 obs · h1 ref
yint =
h1 ref · lobs − h1 obs · lref
h1 ref · h2 obs − h1 obs · h2 ref
(7.32)
Once the intersection point between the lines is determined, it is necessary to
check if the trajectory to the reference is blocked by the obstacle or the vehicle can
move freely. To achieve this, the following conditions are examined
P int s.t.

min(xP , xref ) ≤ xint ≤ max(xP , xref )
min(yP , yref ) ≤ yint ≤ max(yP , yref )
min(xi,j , xi,j+1) ≤ xint ≤ max(xi,j , xi,j+1)
min(yi,j , yi,j+1) ≤ yint ≤ max(yi,j , yi,j+1)
(7.33)
In the case that the condition is not fulfilled for none of the two segments
−−−−→
P xref
and
−−−−−−−→
Oi,j Oi,j+1, then it is considered that the path between the vehicle and the
reference is not blocked.
However, if the condition is fulfilled for one of the segments (or both, as seen
in Figure 7.2), then the path is blocked and the activation of the vortex field is
required. This can be assured as the only intersection because the data is assumed to
be measured radially, and thus if the intersection point belongs to the area described
there is only one possible obstacle in that direction.
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Figure 7.2: Intersection inside at least one area defined by the segments
Figure 7.3: Intersection outside both areas defined by the segments
The direction of ∇Fvor(k) is chosen based on the position constraint associated
with the obstacle which contains the segment that blocks the path of the vehicle,
whose choice is described in Section 5.4.
Given the constraint line
h1 st x+ h2, st y = lst
the condition for the vortex field activation is that the line is located at a distance
lower than an arbitrarily set threshold:
d(P , rst) ≤ dvor
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The direction of the evasion, respect the global axes, is chosen as the closest one
to the current orientation
θvor(k) =
arctan
(
−h1 st
h2 st
)
if
∥∥∥θ(k)− arctan(−h1 sth2 st)∥∥∥ ≤ pi2
arctan
(
−h1 st
h2 st
)
+ pi otherwise
(7.34)
Regarding the module of the vortex vector, its value is computed inversely pro-
portional to the distance between the vehicle and the obstacle, including also some
parameters which can be set arbitrarily depending on the control requirements:
‖∇F vor(k)‖ = ∇Fmin dvor
d(k)
(7.35)
This module of the vortex vector fulfills the requirements stated at the beginning
of the chapter, as dvor limits its range of action and because of the inverse propor-
tionality with respect to d(k) it tends to infinite when approaching the obstacle.
Additionally, inside the influence region the position evolution is continuous.
At last, the vortex field reference xvor(k) is expressed as
xvor(k) =
[
xP (k)
yp(k)
]
+ ‖∇F vor‖
[
cos θvor(k)
sin θvor(k)
]
(7.36)
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Chapter 8
Simulations
This chapter describes the results of the simulations based on the now completely
defined optimization problem required for applying the MPC technique.
The objective of the simulations is to implement the controller software that,
given the position of the feedback linearization point P , determines which is the
optimal reference velocity to apply to the system in the next iteration.
The system used for simulation can be divided in two parts:
• MPC controller: At each instant, computes the necessary values for the
constraint matrices and solves the optimization problem explained at 7. The
controller is implemented using MATLAB.
• Complete model: The control signal determined at the previous step is
introduced into the complete system, which includes the feedback linearization
and the unicycle model, and the response of the system is sent back to the
controller for further calculations. The complete model has been implemented
using Simulink
Figure 8.1: Control scheme utilized in the simulations
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8.1 Common parameters in the simulations
During the course of the whole set of simulations performed, some of the parameters
which were presented in previous chapter do not vary. For this reason, a list with
each one of these parameters and their value is presented in this section.
Cost function Control Limitations Vortex activation
q = 1 τ = 0.2 s vmax = 0.55m/s ∇Fmin = 2.5m
r = 5 N = 15 amax = 0.2m/s
2 dvor = 1.7m
qvor = 10 · q ε = 0.3m ORVmax = 0.315m/s2
Table 8.1: Parameters of transfer functions of the additional frequency weightings
8.2 Convergence towards a reference
The first simulation consists on verifying the most simple control requirement, which
is the convergence from the initial point towards a reference point P ref .
In the case tested, the vehicle parts from P0 = (0, 0) and the reference is set to
Pref = (6, 3). For this simulation, only the velocity and ride comfort constraints are
applied, as there is no obstacle present.
Figure 8.2: Convergence towards a reference
As can be seen in Figures 8.3 and 8.4, the limitations imposed are fulfilled ade-
quately.
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Figure 8.3: Evolution of the velocity
Figure 8.4: Overall ride value
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Regarding velocity, it can be observed that the velocity profile results as de-
sired, traveling at maximum speed with smooth start and ending transitions. As
stated before, the velocity has been constrained separately for each axis for a value
vmax/
√
2, to achieve what can be seen at the first instants: when each axis presents
its maximum speed, the module is vmax = 0.55m/s
As for the ride comfort, the values of ORV are below the maximum ORVmax =
0.315m/s2 at each instant, so the ride comfort is guaranteed.
8.3 Verification of the position constraints
To verify the validity of the constraints applied to the state variables, it is possible
to evaluate the behaviour of the wheelchair when the reference is set outside of its
admissible region.
The test consists on creating an octagonal admissible region centered in the
initial position, and apply a variable reference that describes a circle also centered
in the initial position.
The octagonal admissible region can be defined as
xP ≤ d, −xP ≤ d, yP ≤ d, −yP ≤ d,
xP + yP ≤
√
2 d, xP − yP ≤
√
2 d, −xP + yP ≤
√
2 d, −xP − yP ≤
√
2 d.
and the circular reference is
P ref (k) =
{
xref (k) = rref cos(2pi
k
k2pi
)
yref (k) = rref sin(2pi
k
k2pi
)
As at this point the objective is to determine if the vehicle is able to stay within an
admissible region, the vortex field is not applied in this simulation. The parameters
used for this simulation are:
P0 = (0, 0), d = 3m, rref = 4m, k2pi = 200
The simulation time has been t = 40 s, which is enough to traverse the majority
of the region considering the constraints on speed and acceleration.
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Figure 8.5: Trajectory within the octagonal area
Figure 8.6: Evolution of the velocity
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Figure 8.7: Overall ride value
As can be observed in the previous Figures (8.5, 8.6 and 8.7), the vehicle is able
to stay within the admissible region even when the reference is set outside, so the
validity of the position constraints is verified. Notice also how at the vertices of the
octagon, the trajectory is not perfectly adjusted to the admissible region. This is
due to ride comfort constraints, which restrict sharp changes on the acceleration.
8.4 Simple obstacle avoidance
The last requirement of this project is to guarantee obstacle avoidance while main-
taining a comfortable ride from the point of the user. To test if this requirement
is met, a first simulation with only one obstacle has been performed. The initial
point and the reference are set so that the optimal trajectory would imply crossing
through the obstacle, so that the avoidance of the object is forced.
As stated before, the angle of avoidance is chosen depending on orientation of the
wheelchair. In the case of Figure 8.8, due to the previous trajectory, the following
condition is satisfied: ∥∥∥∥θ(k)− (h1 sth2 st
)∥∥∥∥ ≤ pi2
67 Chapter 8. Simulations
Figure 8.8: Trajectory with obstacle avoidance, same angle as the line
Therefore, the direction of the line defined by the obstacle is the direction utilized
to perform the avoidance of the object.
In the case of Figure 8.9, again due to the trajectory followed before the activation
of the vortex field, the following condition is satisfied:
∥∥∥∥θ(k)− (h1 sth2 st
)∥∥∥∥ ≥ pi2
This results in the definition of the avoidance direction as the opposite direction
of the line, which leads to an avoidance trajectory through the upper part of the
obstacle.
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Figure 8.9: Trajectory with obstacle avoidance, opposite direction as the line
Figure 8.10: Overall ride value for the two cases. Upper data corresponds to the ORV of Figure
8.8, while the inferior plot corresponds to Figure 8.9
In view of the results showed, it is verified that the obstacle avoidance require-
ments with a comfortable ride are fulfilled.
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8.5 Multiple object avoidance
An additional simulation has been carried through, in order to verify the ability of
the vehicle to avoid multiple obstacles blocking the path to the reference. To do so,
two obstacles have been generated, and the conditions of the simulation are:
P 0 = (0,−0.5) P ref = (9,−2)
As can be observed in Figures 8.11 to 8.13, the trajectory generated completely
avoids the obstacles keeping a safe distance to them, and it is comfortable for the
passenger as the values of ORV are always inferior to ORVmax = 0.315m/s
2
Figure 8.11: Obstacle avoidance with multiple obstacles
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Figure 8.12: Evolution of the velocity
Figure 8.13: Overall ride value
Chapter 9
Conclusions and future
developments
The main subject treated in this thesis has been the problem of the motion control
of a wheelchair, which has been solved with the use of the Model Predictive Control
technique. Parting from the work done in [1], a new control algorithm has been
developed for assuring the comfort of the passenger.
As the main source of discomfort is related with vibrations, the acceleration
of the wheelchair is weighted in the frequency domain to give more importance to
the undesired vibrations related to certain frequencies, therefore being able to limit
them. Additionally, obstacle avoidance requirements are also satisfied, guarantee-
ing a safe and comfortable experience for the passenger utilizing the autonomous
wheelchair.
To prove the success of this approach, a large amount of tests have been per-
formed in the form of simulations. The results obtained are satisfactory and demon-
strate that the approach is viable. The next step would be to implement the result-
ing algorithm into the physical system, and test the performance on a real-world
application.
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