Introduction
As we journey through our day, our lives intersect with other people. We see people leaving for work, waiting for trains, meeting with friends, working at their jobs, and engaging in numerous other activities. People create a rich tapestry of activity throughout the day, a human texture. We may not always be conscious of this texture, but we would definitely notice if it were missing, and it is missing in many computer graphics simulations of 3D environments populated by collections of animated virtual humans.
There are many applications of computer animation and simulation where it is necessary to model virtual crowds of autonomous agents. Some of these applications include site planning, education, entertainment, training, and human factors analysis for building evacuation. Other applications include simulations of scenarios where masses of people gather, flow, and disperse, such as transportation centers, sporting events, and concerts. Most crowd simulations include only basic locomotive behaviors possibly coupled with a few stochastic actions. Our goal in this survey is to establish a baseline of techniques and requirements for simulating large-scale virtual human populations. Sometimes these populations might be mutually engaged in a common activity, such as evacuation from a building or area; other times they may be going about their individual and personal agenda of work, play, leisure, travel, or spectator. Computational methods for modeling one set of requirements may not mesh well with good approaches to another. By including both crowd and individual goals and constraints into a comprehensive computational model, we expect to simulate the visual texture and contextual behaviors of groups of seemingly sentient beings.
The structure of this exposition includes surveys of existing computational crowd motion models, descriptive models originating in data analysis and urban planning, and functional models of human behavior. We stop short of exploring the details of individual human motion animation techniques, preferring instead to focus on the collective structure, motion, and control of groups and the differentiation and individualism of roles within groups. Within this matrix, however, one can readily embed various computational methods for animating more personal details of individuals adapted to the spatial context and task execution desired. C H A P T E R 1
TERMINoLoGy
A wide variety of terms appear in the literature that refer to humans "inhabiting" virtual worlds.
Avatars are characters that represent and are controlled directly by a real person. The term avatar is often confused with characters that take their motivations and behaviors from computer programs and simulators. These computer-driven characters or virtual humans may also be called digital humans, autonomous agents, or humanoids. We use these terms interchangeably. Although finer distinctions are plausible, they are not meaningful here: sometimes "autonomous" is equated to "undirected" behaviors, but we prefer to consider all action choices as under some sort of computational control. Different virtual human control mechanisms exist, and we will differentiate their qualities and characteristics shortly. Existing terminology used to describe multiple beings can be even more confusing. Artificial life, "boids," and multiagent systems simulate more than one (autonomous) character. Other terms used include crowds, pedestrians, groups, and populations. It is not always clear what is meant by these terms or the functionality of the individuals that these systems represent. Here we will briefly examine some of the terminology associated with crowds.
WordNet definitions (Fellbaum 1998):
crowd: a large number of things or people considered together pedestrian: a person who travels by foot populace: people in general considered as a whole population: the people who inhabit a territory or state.
Crowd, populace, and population all inherit from the group hypernym. However, crowd is also a gathering and a social group, whereas populace and population are people. Hyponyms for crowd include:
army: a large number of people united for some specific purpose crush, jam, press: a dense crowd of people drove, horde, swarm: a moving crowd huddle: a disorganized and densely packed crowd mob, rabble, rout: a disorderly crowd of people lynch mob: a mob that kills a person for some presumed offense without legal authority phalanx: any closely ranked crowd of people troop, flock: an orderly crowd.
We are not claiming that WordNet is necessarily the best source for clarification, but we found it to be a useful jumping off point. Looking at the psychosocial literature on crowds yields, Figure 1 .1, showing a taxonomy of crowds as described by Brown (1954) . Here Brown first makes a division into active (mobs) and passive (audiences) crowds. He then further breaks down these divisions according to their purpose or feeling. For example, an intentional, recreational audience may be watching a basketball game.
From a computational perspective, the question is: do all crowd simulators really simulate crowds? Systems that animate more than a few agents seem to be regarded as crowd simulators by the research community, but not all are. Terzopoulos and colleagues (Shao and Terzopoulos 2005; Yu and Terzopoulos 2007) have called their work simulations of "autonomous pedestrians". As they simulate commuters in a train station, this seems an apt term. One of the simulations shown by Treuille et al. (2006) , "continuum crowds," depicts agents on city streets; these might also be deemed pedestrians. The seminal work by Reynolds (1987) on "flocks, herds, and schools" -generically called boids -seems to be very appropriately named. Much of the work in crowd simulations has been for evacuation (Helbing et al. 2000; Pelechano and Badler 2006) . Figure 1 .1 shows that these events would be categorized as escapes and may be further broken into events with and without panic. Here escapes are a type of mob which, in turn, is a type of crowd. For the remainder of this exposition, we will use the common word crowd to describe simulations of modest numbers of characters, though for some of the discussions, terms such as pedestrians or populace may be more appropriate. To provide an overall structure for the presentation, we use the context of three of our own simulation systems that have been joined into a single framework. HiDAC was constructed for simulating high-density crowds, i.e., crushes or presses, but is parameterizable and can also simulate huddles, mobs, escapes, and flocks, for example. HiDAC combines a social forces model with a rulebased model to yield interesting emergent behaviors (Section 5.5). MACES builds on HiDAC to simulate additional behaviors, including evacuation, wayfinding with interagent communication and certain personal roles (Chapter 6). CAROSA builds on the foundations of HiDAC and MACES, but moves the focus away from escapes by incorporating a richer role and action representation that allows the depiction of functional heterogeneous crowds (Chapter 7). CAROSA might be used to simulate audiences, but would better be described as a system for simulating a populace or population of individuals such as the daily activities of inhabits of an office building or neighborhood, or perhaps even an entire city (Figure 1. 2).
oVERVIEw
Our intention here is to provide insight into crowd simulation software design choices and their resultant characteristics and features. We begin by providing a survey of crowd simulation research. It can be difficult to compare virtual human technologies. Table 1 .1 shows an attempt to create a few features and points along a scale for each of the features. Appearance fairly straightforwardly describes aspects of the visual qualities of characters. Function reflects the capabilities of FIGURE 1.2: Examples of crowd behavior simulated with our system. On the left is a drill evacuation simulation and on the right is a cocktail party simulation, where virtual agents perform several actions to interact with other agents (Pelechano, Stocker et al. 2008) . the virtual humans. What movements and behaviors are possible and how accurate are they? Are the behaviors a visualization of the state of the character in terms of injuries and psychology, for example? Ultimately, can the behaviors of the virtual human coordinate with other virtual humans to create teams? Time reflects efficiency in computation. Is the computation too heavy for even interactive manipulations? Can the motions be synthesized in real time? Can more than one character be simulated in real time, and can members of the crowd be coordinated at a viable frame rate? Autonomy indicates the level at which the character can control itself. Does the character creator have to specify every moment of the character's behavior, or can it make its own decisions? Can the autonomous character aid in the decision making of other virtual humans and, therefore, act as a leader? Individuality indicates to what level characters can be differentiated from one another in terms of the other features. Do all of the characters look and behave the same? Can observers recognize cultural distinctions and personality types? Ultimately, can specific individuals be recognized? Table 1 .1 was originally created with one or a few virtual humans in mind. Here we are more interested in larger numbers. In terms of appearance, we would certainly desire variability for realistic scenes. This is also true of functionality. We would not want to see every character in a scene walking identically, for example. Recent work by McDonnell et al. (2007 McDonnell et al. ( , 2008 (Figure 1.3) has explored the amount of differentiation needed in these features for crowds. The time feature already Appearance 2D drawings > 3D wireframe > 3D polyhedra > curved surfaces > freeform deformations > accurate surfaces > muscles, fat > biomechanics > clothing, equipment > physiological effects (perspiration, irritation, injury) Function cartoon > jointed skeleton > joint limits > strength limits > fatigue > hazards > injury > skills > effects of loads and stressors > psychological models > cognitive models > roles > teaming Time (time to create movement at the next frame) off-line animation > interactive manipulation > real-time motion playback > parameterized motion synthesis > multiple agents > crowds > coordinated teams Autonomy drawing > scripting > interacting > reacting > making decisions > communicating > intending > taking initiative > leading Individuality generic character > hand-crafted character > cultural distinctions > sex and age > personality > psychological-physiological profiles > specific individual included how many characters can be simulated per frame. Autonomy may be extended to include mechanisms for characters to coordinate, collaborate, and even compete with other agents. The characters would themselves decide when a task requires additional personnel and schedule appropriately. Individuality makes crowd scenes more interesting and realistic. Also important is the formation of groups. People have affiliations with others that change over time and even during the course of a day. In scenarios with larger numbers of virtual humans, these dynamic changes become important for realism. Crowd simulation researchers tend to focus on furthering development in one or perhaps a couple of these areas. McDonnell and colleagues have focused mainly on overall appearance (McDonnell et al. 2007 (McDonnell et al. , 2008 , but this relates to time in that frame rate is affected by the resolution of the characters (McDonnell et al. 2005) . Ahn et al. (2006) examined using not just the level of detail in character models but also the level of detail in motion to increase the number of characters that can be simulated in real time. Many research groups have looked to increase the level of function of crowds particularly in the area of navigation and collision avoidance (Reynolds 1999; Helbing et al. 2005; Treuille et al. 2006; Pelechano et al. 2007; Sud, Andersen, et al. 2007 ). Collaboration and coordination within crowd simulations has been explored, but much more work is needed (Shao and Terzopoulos 2005; Pelechano and Badler 2006; Yu and Terzopoulos 2007) . Individuality has been the focus not only of many autonomous agents researchers, but also of a few crowd simulation research groups (Musse and Thalmann 2000; Pelechano et al. 2005; Pelechano and Badler 2006; Durupinar et al. 2008) .
Animating virtual crowds is often mediated by local rules (Musse and Thalmann 2001), forces (Helbing et al. 2000) , or flows (Chenney 2004). The goal is usually either to achieve real-time simulation for very large crowds, where each individual's behavior is not important as long as the overall crowd movement looks realistic, or to focus on individual behaviors using complex cognitive models (but achieving real time only for smaller crowds). Much effort has been put into improving the behavioral realism of each of these approaches; however, none of those models can realistically animate the complexity and function of population movements in a large building or a city. Current work in crowd motion has focused on realistically animating moderate and high-density crowds for real-time applications, where agents are endowed with psychological elements that will drive not only their high-level decision making, but also their reactive behavior (pushing, moving faster, being impatient, etc.) (Pelechano et al. 2007 ). The task of specifying and animating large collections of functional individuals is just beginning to be addressed.
On the global navigation level, most approaches either deal with simple environments or assume that agents have complete knowledge of the environment and move toward their goal as individuals (without interacting with other agents). Other work has focused on realistically simulating how communication affects the behavior of autonomous agents (Cassell et al. 1999 ) and on how combining different personalities and situations affects an agents' navigation and the way it interacts with other agents and the environment (Pelechano and Badler 2006) .
To have autonomous agents navigating a virtual environment, it is necessary to endow them with a wayfinding algorithm to obtain a cognitive map of a building or environment. Wayfinding is the process of determining and following a route to some destination (Golledge 1999). It deals with the cognitive component of navigation and, therefore, with the knowledge and the information processing required to move (locomote) from an initial position to a goal position. Initially, the individuals of the crowd may only have partial information about the internal building structure, but as they explore it and communicate with other individuals in the crowd, they will be able to find paths toward their goals or exits.
Wayfinding is defined as a spatial problem-solving process with three subprocesses: decision making, decision execution, and information processing. To carry out wayfinding, each agent would need: a cognitive map: a mental model of the space an orientation: its current position within the cognitive map exploration: processes to learn the features of the space (doors, walls, hazards, etc). navigation: the process of making its way through the environment.
There have been several cognitive agent architectures proposed to generate human-like behavior. Cognitive architecture features include a broad set of possible requirements, such as perception, memory, attention, planning, reasoning, problem solving, learning, emotions, and mood. Agent architectures motivated from a cognitive perspective generally consist of a knowledge representation, algorithms that learn, and modules that plan actions based on that knowledge (Wray et al. 1999; Yu and Terzopoulos 2007) . Tu and colleagues have worked on behavioral animation for creating artificial life, where virtual agents are endowed with synthetic vision and perception of the environment (Tu
