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The Chern-Simons invariants for the double
of a compression body
David L. Duncan
Abstract
Given a 3-manifold that can be written as the double of a compression body,
we compute the Chern-Simons critical values for arbitrary compact connected
structure groups. We also show that the moduli space of flat connections is con-
nected when there are no reducibles.
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1 Introduction
Let G be a Lie group with Lie algebra g. Given a principal G-bundle P → Y over a
closed, oriented 3-manifold Y, one can define the Chern-Simons function
CS : A(P) → R/Z,
where A(P) is the space of connections on P. The set of critical points of CS is the
space of flat connections Aflat(P) ⊂ A(P), and the critical values are topological
invariants of Y. In general, computing the critical values of CS is fairly difficult.
Nevertheless, various techniques have been developed to handle certain classes of 3-
manifolds; for example, see [11], [4], [19], [15], [14], [5], [25]. Most of these techniques
require are specific to the choice of Lie group G, common examples being SU(2) and
SLC(2).
In the present paper we compute the Chern-Simons critical values for any 3-
manifold Y that can be written as a double
Y = H ∪∂H H,
where H is a compression body, H is a copy of H with the opposite orientation, and
the identity map on ∂H is used to glue H and H; see Figure 1. For us, the term
compression bodymeans that
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• H is a compact, connected, oriented cobordism between surfaces Σ−,Σ+,
• H admits a Morse function f : H → [−1, 1] with critical points of index 0 or 1,
• all critical values of f are in the interior of (−1, 1), and
• f−1(±1) = Σ±.
It follows that, up to homotopy, H can be obtained from Σ+ by attaching 2-handles.
These topological assumptions imply that Σ+ is connected; there is no bound on
the number of components of Σ−. (Note that not every 3-manifold can be realized
as the double of a compression body; the Poincare´ homology sphere is a simple
counterexample.)
Throughout this paper we work with an arbitrary compact, connected Lie group
G, and we assume the bundle P is obtained by doubling a bundle over H in the
obvious way.
Σ+
H H
Σ+
Σ−
H H
Figure 1: Pictured above are two possibilities for Y. The first has Σ− = ∅, making H a
handlebody. In the second figure, Σ− is connected.
Before stating the main result, we mention that the definition of CS requires a
choice of normalization. When G is simple this choice can be made in an essentially
unique way. However, for arbitrary compact G the situation is not as simple. It turns
out that, in general, this normalization can be fixed by choosing a faithful unitary
representation ρ0 : G → U(W), where W is a finite-dimensional Hermitian vector
space. One upshot of this approach is that certain computations reduce to the case
where G is a classical group; see Remark 2.2. It is convenient to phrase the main
result in terms of a lift CS a : A(P) → R of the Chern-Simons function CS ; this lift
can be defined by fixing a flat reference connection a ∈ Aflat(P). See Section 2.2 for
more details.
Theorem 1.1. Let G be a compact, connected Lie group. There is a positive integer NG such
that if H, P, Y, ρ0 are as above, then all critical values of CS a : A(P) → R are integer
multiples of 1/NG.
The dependence of these critical values on the choice of ρ0 is only up to an overall integer
multiple. In particular, if the representation ρ0 has image in SU(W) ⊂ U(W), then all
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critical values are multiples of 2/NG. If ρ0 is the complexification of a faithful orthogonal
representation of G (see Remark 2.2), then all critical values are multiples of 4/NG.
Following Wehrheim [25], the integer NG appearing in Theorem 1.1 can be de-
fined explicitly as follows. Consider the integer
nG := sup
G′≤G
{
|π0(C(G
′))|
}
,
where the supremum is over all subgroups of G, and C(G′) denotes the centralizer
in G. Then nG is finite since G is compact. We define NG to be the least common
multiple of {1, 2, . . . , nG}. Thus NG ≥ 1 is an integer depending only on G.
The definition of NG can often be refined if one has certain knowledge about G or
P. In particular, the proof will show that we can take NG = 1 provided the following
hypothesis holds.
Hypothesis 1. For each connected component S ⊂ Σ−, the identity component of the gauge
group acts trivially on Aflat(P|S).
For example, Hypothesis 1 holds trivially when Σ− is empty. When Σ− is non-
empty, the hypothesis holds when G = SO(3) and the restriction of P to each com-
ponent of Σ− is nontrivial. More generally, this hypothesis is satisfied if G = U(r) or
PU(r), and the integer c1(P) [S] is coprime to r for all connected components S ⊂ Σ−;
see [26]. On the other hand, when Σ− is nonempty and the bundle P is trivial, then
Hypothesis 1 is never satisfied due to the trivial connection. That being said, it is
perhaps worth mentioning that there are other hypotheses that allow one to replace
NG by 1. For example, an argument by Wehrheim in [25] can be used in our proof
below to show that, when G = SU(2), one can always replace NSU(2) by 1 in the
statement of Theorem 1.1. We also point out that Hypothesis 1 is not assumed in
Theorem 1.1; our primary motivation for introducing this hypothesis is to simplify
the discussion at various times.
Motivated by the techniques of Dostoglou-Salamon [5, p.633] and Wehrheim
[25], our strategy for proving Theorem 1.1 is to show that all flat connections are
gauge equivalent to a connection in a certain canonical form. As a consequence, The-
orem 1.1 can be viewed as a statement about the connected components of Aflat(P).
For example, we arrive at the following corollary; see Remark 3.5.
Corollary 1.2. Let P → Y be as in Theorem 1.1. Assume Hypothesis 1 is satisfied and
either
• G = U(r) or SU(r) and ρ0 is the standard representation, or
• G = PU(r) and ρ0 is the adjoint representation.
If a, a′ ∈ Aflat(P), then there is a gauge transformation u such that u
∗a and a′ lie in the
same component of Aflat(P). Moreover, two flat connections a, a
′ lie in the same component
of Aflat(P) if and only if CS(a) = CS(a
′).
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Our proof also identifies precisely when flat connections on P exist. To state this,
consider the commutator subgroup [G,G] ⊆ G. Then the quotient P/ [G,G] is a
torus bundle over Y. For example, if G is semisimple then P/ [G,G] = Y, and if
G = U(r) then this quotient is the determinantU(1)-bundle. The next result follows
from the proof of Proposition 3.3 below.
Corollary 1.3. Let P → Y be as in Theorem 1.1. The space Aflat(P) of flat connections is
non-empty if and only if (i) the restriction P/ [G,G] |∂H is the trivial bundle, and (ii) for
any spherical component S2 ⊆ ∂H, the restriction P|S2 is the trivial bundle.
The author’s primary interest in Theorem 1.1 is due to its implications for the in-
stanton energy values on certain non-compact 4-manifolds; see [7]. These 4-manifolds
are those of the form R × H∞, where
H∞ := H ∪∂H ([0,∞)× ∂H) (1)
is obtained from a Riemannian 3-manifold H by attaching a cylindrical end on its
boundary. Given a principal G-bundle P→ H, define P∞ → H∞ similarly. Then the
“manifold at infinity” of R × H∞ is the double of H (see Section 3.3).
Corollary 1.4. Suppose G is a compact, connected Lie group and H is a compact, oriented
3-manifold with boundary. Let A be any finite-energy instanton on R × P∞ → R × H∞,
with the instanton equation defined using the product metric. Then there is a flat connection
a♭ on H ∪∂H H such that the energy of A is CS a(a♭).
Note that the assumptions on G and H are very general. Corollary 1.4 is proved
in Section 3.3 using an extension of a standard argument; see [21], [5], [20], [25], [24],
[16]. See also [27], [8] for similar results on instanton energies and characteristic
numbers for non-compact manifolds.
Acknowledgments: The author would like to thank Chris Woodward, Sai Kee Ye-
ung, Sushmita Venugopalan, Dan Freed, and Tom Parker for valuable discussions,
comments and suggestions. This work was partially supported by NSF Grant DMS
0739208.
2 Background
Given a vector bundle E → X, we will write Ω•(X, E) := ⊕kΩ
k(X, E) for the space
of differential forms on X with values in E. We use the wedge product given by
µ ∧ ν = µ⊗ ν− ν⊗ µ for real-valued 1-forms µ, ν.
Let G be a compact Lie group, and ρ0 : G → U(W) the faithful unitary represen-
tation from the introduction. Then define a bilinear form 〈·, ·〉 on the Lie algebra g
by setting
〈µ, ν〉 := −
1
2π2
Tr((ρ0)∗µ · (ρ0)∗ν), ∀µ, ν ∈ g, (2)
where the trace is the one on u(W). (The normalizing factor 1/2π2 is chosen so that
the quantities (4) and (6) below are integers. If ρ0 has image in SU(W) then the more
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familiar 1/4π2 can be used.) Since we have assumed ρ0 is faithful, it follows that
〈·, ·〉 is non-degenerate, and so this defines an Ad-invariant inner product on g.
Suppose π : P → X is a principal G-bundle over a smooth n-manifold X; we
assume G acts on P on the right. Given a right action ρ : G → Diff(F) of G on a
manifold F we will denote the associated bundle by P×G F := (P× F)/G. If F = V
is a vector space and G → Diff(V) has image in GL(V) ⊂ Diff(V), then P ×G V
is a vector bundle and we will write P(V) := P ×G V. Pullback by π induces an
injection
π∗ : Ω•(X, P(V)) →֒ Ω•(P, P×V)
with image the space of forms that are equivariant and horizontal.
We will write P(g) for the adjoint bundle associated to the adjoint representa-
tion G → GL(g). The Lie bracket [·, ·] on g is Ad-invariant, and so this combines
with the wedge to define a bilinear map µ ⊗ ν 7→ [µ ∧ ν] on Ω•(X, P(g)), endow-
ing Ω•(X, P(g))with the structure of a graded algebra. Similarly, the Ad-invariance
of the inner product 〈·, ·〉 implies that it induces a fiber-wise inner product on the
vector bundle P(g). This combines with the wedge to give a graded bilinear map
Ω
k(X, P(g))⊗Ωl(X, P(g)) −→ Ωk+l(X), µ⊗ ν 7−→ 〈µ ∧ ν〉.
2.1 Gauge theory
We denote by A(P) the set of all connections on P. By definition, A(P) consists
of the elements of Ω1(P, P× g) that are both G-equivariant and vertical. It follows
that A(P) is an affine space modeled on π∗Ω1(X, P(g)) ∼= Ω1(X, P(g)). We will
write A1(P) for the completion of A(P) with respect to the H1-Sobolev norm; we
will always assume A1(P) is equipped with the H1-topology. The space A1(P) is
independent of choices when X is compact; when X is non-compact the H1-norm
depends on the choice of a smooth reference connection at infinity.
Given any representation ρ : G → GL(V), each connection A ∈ A(P) determines
a covariant derivative
dA,ρ : Ω
•(X, P(V)) −→ Ω•+1(X, P(V)), µ 7−→ (π∗)−1 (d (π∗µ) + ρ∗(A) ∧ π
∗µ) ,
where d is the trivial connection on P × V. When considering the adjoint repre-
sentation, we will write dA := dA,Ad. The curvature endomorphism curv(dA,ρ) ∈
Ω2(X, End(P(V))) is defined by the relation
dA,ρ ◦ dA,ρµ = curv(dA,ρ) ∧ µ
for all µ ∈ Ω•(X, P(V)). We define the curvature (2-form) of A by
FA = (π
∗)−1
(
dA+
1
2
[A ∧ A]
)
∈ Ω2(X, P(g)).
The curvature 2-form FA recovers the curvature endomorphism curv(dA,ρ) in any
representation ρ in the sense that
ρ∗FA = curv(dA,ρ). (3)
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Taking ρ = Ad, we therefore have curv(dA) ∧ µ = [FA ∧ µ] for all µ ∈ Ω
•(X, P(g)).
Given any A ∈ A(P), the covariant derivative and curvature satisfy
dA+µ = dA + [µ ∧ ·] , FA+µ = FA + dAµ+
1
2
[µ ∧ µ] ,
for all µ ∈ Ω1(X, P(g)). We also have the Bianchi identity dAFA = 0. A connection
A is flat if FA = 0, and we denote the set of all smooth (resp. H
1) flat connections on
P by Aflat(P) (resp. A
1
flat(P)).
Suppose X is a closed, oriented 4-manifold. Then associated to the fixed repre-
sentation ρ0 : G → U(W) from the introduction, we obtain a complex vector bundle
P(W) equipped with a Hermitian inner product. In particular, this has well-defined
Chern classes ci := ci(P(W)) ∈ H
2i(X,Z). The usual Chern-Weil formula says
κ(P) = κ(P; ρ0) :=
(
c21 − 2c2
)
[X] = −
1
4π2
∫
X
Tr
(
curv(dA,ρ0) ∧ curv(dA,ρ0)
)
∈ Z,
for any connection A ∈ A(P); the Bianchi identity shows this is independent of the
choice of A. Here Tr(µ ∧ ν) is obtained by combining the wedge with the trace on
u(W). Then equations (2) and (3) show
κ(P) =
1
2
∫
X
〈FA ∧ FA〉. (4)
Remark 2.1. This characteristic number can be equivalently defined as follows. Let BU(W)
be the classifying space for the unitary group, and let κ ∈ H4(BU(W),Z) be given by
the square of the first Chern class minus two times the second Chern class. Then κ(P) ∈
H4(X,Z) ∼= Z is obtained by pulling back κ under the map X → BG → BU(W); here
the first arrow is the classifying map for P, and the second is induced by the representation
ρ0 : G → U(W).
It follows immediately from the definition that κ(P) is even if the mod-2 reduc-
tion of c1 vanishes. Now suppose ρ0 is obtained by complexifying a (real) orthogonal
representation G → O(V). Then P(W) = P(V)C is the complexification of the real
vector bundle P(V) and so c1 = 0 vanishes. If, in addition, X = S
1 × Y is a product,
then a characteristic class argument shows that c2 is even (e.g., see [6, Section 4.3]),
and so κ(P) is a multiple of 4.
For example, consider the case where G = SO(r) with r ≥ 2, and ρ0 = AdC is
the complexified adjoint representation. Then κ(P) = 2(r− 2)p1(P(R
r)) [X], where
p1(P(R
4)) is the Pontryagin class of the vector bundle associated to the standard
representation of SO(r).
As a second example, consider G = SU(r). Then the integers κ coming from the
complexified adjoint and standard representations are related by
κ(P; AdC) = 2r κ(P; standard).
A gauge transformation on P is a G-equivariant bundle map P → P covering the
identity. The set G(P) of gauge transformations on P forms a group, called the gauge
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group. One may equivalently view the gauge group as the set of G-equivariant maps
P → G. Here G acts on itself by conjugation of the inverse, making it a right action. A
third equivalent way to view G(P) is as the space of sections of the bundle P×G G →
X, where P×G G is formed using the same action of G on itself.
Denote by G0 = G0(P) the connected component of the identity in G(P). We need
to specify a topology on G(P) for the term “connected component” to be meaning-
ful, and we do this by viewing G(P) as a subspace of the space of functions P → G,
equipped with the H2-topology (however, any other Ho¨lder or Sobolev topology
would determine the same connected components). We denote by G2(P) the com-
pletion of G(P) in the H2-topology.
The gauge group acts on Ω•(P, P× g) and A(P) ⊂ Ω•(P, P× g) by pullback.
When the dimension of X is three or less, this action is smooth with the specified
topologies [23, Appendix A]. We note that the action of a gauge transformation u on
a connection A can be expressed as
u∗A = u−1Au+ u−1du, (5)
where the concatenation on the right is matrix multiplication (e.g., defined via the
matrix representation ρ0) and du is the linearization of u : P → G. In dimensions
three or less, Equation (5) combines with the Sobolevmultiplication theorem to show
that if u, A and u∗A are all of Sobolev class H1, then u is actually of Sobolev class
H2.
The group G(P) also acts on Ω•(X, P(g)) by the pointwise adjoint action (ξ, u) 7→
Ad(u−1)ξ. In particular, the curvature of A ∈ A(P) transforms under u ∈ G(P) by
Fu∗A = Ad(u
−1)FA.
We introduce a notation convention that is convenient when the dimension of
the underlying space X is relevant. If dimX = 4, then we use A,U for connections
and gauge transformations; if dimX = 3, then we use a, u for connections and gauge
transformations; if dimX = 2, then we use α, µ for connections and gauge transfor-
mations. For example, this provides an effective way to distinguish between a path
of gauge transformations µ : I → G(P) on a surface X, and its associated gauge
transformation u ∈ G(I × P) on the 3-manifold I × X defined by u|{t}×P = µ(t).
2.2 The Chern-Simons functional
Fix a closed, connected, oriented 3-manifold Y, as well as a principal G-bundle P→
Y. The space of connections admits a natural 1-form λ ∈ Ω1(A(P),R) defined at
a ∈ A(P) by
λa : TaA(P) −→ R, v 7−→
∫
Y
〈v ∧ Fa〉.
The Bianchi identity shows that this is a closed 1-form. Since A(P) is contractible
it follows that λ is exact. Fixing a reference connection a0, this exact 1-form can
therefore be integrated along paths from a0 to obtain a real-valued function CS a0 :
7
A(P) → R. One can compute that CS a0 is given by the formula
CS a0(a) :=
∫
Y
〈Fa0 ∧ v〉+
1
2 〈da0v ∧ v〉+
1
6 〈[v ∧ v] ∧ v〉,
where we have set v := a− a0 ∈ Ω
1(Y, P(g)). We will typically choose a0 to be flat,
but this is not always convenient. In general, however, changing a0 changes CS a0
by a constant. Projecting CS a0 to the circle R/Z, one obtains the Chern-Simons
function CS : A(P) → R/Z from the introduction; we will refer to the lift CS a0 as
theChern-Simons functional. Moreover, CS a0 has a smooth extension from the smooth
connections A(P) to the H1-completion A1(P).
Suppose a, a′ ∈ A(P). Any path a(·) : [0, 1] → A(P) from a to a′ can be inter-
preted as a connection A on [0, 1]× P → [0, 1]× Y by requiring that it restricts to
a(t) on {t} ×Y. It follows from the definitions that
CS a0(a
′)− CS a0(a) =
1
2
∫
I×Y
〈FA ∧ FA〉.
In the special case where a′ = u∗a, with u ∈ G(P), the connection A descends to a
connection on the mapping torus
Pu := I × P/(0, u(q)) ∼ (1, q),
which is a bundle over S1 × Y. Then the above gives
CS a0(u
∗a)− CS a0(a) =
1
2
∫
S1×Y
〈FA ∧ FA〉 = κ(Pu) ∈ Z, (6)
where we used (4) in the second equality. It follows that the value of this depends
only on the path component of u in G(P). Equation (6) also shows that CS a0 is
invariant under the subgroup of gauge transformations u with κ(Pu) = 0 (the “de-
gree zero” gauge transformations), and that the circle-valued function CS : A(P)→
R/Z is invariant under the full gauge group G(P).
Remark 2.2. The discussion following equation (4) shows that if the mod-2 reduction of
c1(Pu(W)) vanishes, then (6) is even. Similarly, if the fixed representation ρ0 is the com-
plexification of a real representation, then (6) is a multiple of 4.
For completeness we show that the space of flat connections on P is locally path-
connected. This implies, for example, that the Chern-Simons critical values are al-
ways isolated since the moduli spaceAflat(P)/G(P) is compact and CS a0 is constant
on the path components of Aflat(P).
Proposition 2.3. The space A1flat(P) of flat connections is locally path-connected. In par-
ticular, the path components are the connected components.
Proof. Ra˚de [17] used the heat flow associated to the Yang-Mills equations to show
that there is some ǫP > 0 such that if a ∈ A
1(P) is a connection with ‖Fa‖L2 ≤ ǫP,
then there is a nearby flat connection
Heat(a) ∈ A1flat(P).
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Ra˚de shows that the map a 7→ Heat(a) is continuous, gauge equivariant, and re-
stricts to the identity on A1flat(P).
Let a0, a1 ∈ A
1
flat(P). We want to show that if a0 and a1 are close enough (in
H1), then they are connected by a path in A1flat(P). Consider the straight-line path
a(t) = a0 + t(a1 − a0). Then
Fa(t) = tda0(a1 − a0) +
t2
2
[a1 − a0 ∧ a1 − a0] ,
and so
‖Fa(t)‖L2 ≤ ‖da0(a1 − a0)‖L2 + ‖a1 − a0‖
2
L4
≤ C
(
‖a1 − a0‖H1 + ‖a1 − a0‖
2
H1
)
,
where we have used the Sobolev embedding H1 →֒ L4. Then a(t) is in the realm of
the Ra˚de’s heat flow map for all t ∈ [0, 1], provided ‖a1 − a0‖H1 < min {1, ǫP/2C}.
When this is the case, t 7→ Heat(a(t)) ∈ A1flat(P) is a path from a0 to a1, as desired.
3 Chern-Simons values and instantons
We prove Theorem 1.1 and Corollary 1.4 in Sections 3.2 and 3.3, respectively. We
take a TQFT approach to the proof of Theorem 1.1 in the sense that we treat each
connection on Y = H ∪∂ H as a pair of connections on H that agree on the boundary.
This reduces the problem to a study of the flat connections on H and ∂H, which is
the content of Section 3.1.
3.1 The components of the gauge group and the space of flat con-
nections
In this section, we fix a principal G-bundle P → X, where X is a manifold with
(possibly empty) boundary. The action of the gauge group is rarely free. To account
for this, it is convenient to consider the based gauge group Gp = Gp(P) defined as
the kernel of the map G(P) → G given by evaluating u : P → G at some fixed
point p ∈ P. If X is connected, then Gp acts freely on A(P) (in general, the stabilizer
in G(P) of a connection A ∈ A(P) can be identified with the image in G of the
evaluation map u → u(p)).
Let G˜ → G be the universal cover. We will be interested in the subgroup H =
H(P) of gauge transformations u : P→ G that lift to G-equivariant maps u˜ : P → G˜,
where the (right) action of G on G˜ is induced by the conjugation action of G˜ on itself.
Lemma 3.1. The subgroup H is a union of connected components of G(P). In particular,
H contains the identity component G0 of G(P).
Proof. Consider the aforementioned right action of G on G˜. Use this action to define a
bundle P×G G˜ → X, and consider the natural projection P×G G˜ → P×G G. View-
ing a gauge transformation u as a section of P×G G → X, the defining condition of
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H is equivalent to the existence of a section u˜ : X → P×G G˜ lifting u. It follows from
the homotopy lifting property for the covering space P×G G˜ → P×G G that if u can
be connected by a path to an element of H, then u ∈ H.
Lemma 3.2. Suppose G is compact and connected, and that X has the homotopy type of a
connected 2-dimensional CW complex. Then H∩ Gp is connected, and the inclusion Gp ⊆
G(P) induces a bijection π0(Gp) ∼= π0(G(P)). Consequently, H is the identity component
G0 of G(P).
Proof. First we show that H ∩ Gp is connected. For u ∈ H, let u˜ be a lift as above.
Note that if u ∈ Gp, then u˜(p) ∈ Z(G˜) is in the center and so u˜(p)−1u˜ is another
equivariant lift of u. In particular, by replacing u˜ with u˜(p)−1u˜, we may assume u˜
has been chosen so that u˜(p) = e ∈ G˜. Moreover, by homotoping u we may assume
that u (hence u˜) restricts to the identity on π−1(B), where B ⊂ X is some open
coordinate ball around x = π(p). The topological assumptions imply that B can be
chosen so the complement X − B deformation retracts to its 1-skeleton. Since G is
connected, the restriction P|X−B → X − B is trivializable. By equivariance, we may
therefore view u˜ simply as a map
u˜ : (X− B, ∂B) −→ (G˜, e);
that is, we may view u˜ as a map on the base with no equivariance restrictions. Since
G is compact and connected, it follows that G˜ is 2-connected. Up to homotopy,
(X− B, ∂B) is a 2-dimensional CW pair, so u˜ can be homotoped rel ∂B to the identity,
which shows H∩Gp is connected.
Now we show π0(Gp) ∼= π0(G(P)). We may homotope any gauge transforma-
tion u : P → G so that it is constant on π−1(B) ⊂ P, with B as above. Just as
above P|B → B is the trivial bundle, so gauge transformations on P|B are exactly
maps B → G. Since G is connected, we can obviously find a homotopy rel ∂B of
u : (B, ∂B) → (G, u(p)) to a map that sends x ∈ B to the identity. This shows that u
can be homotoped to an element of Gp.
Finally, by Lemma 3.1 we have G0 ⊆ H, while the reverse inclusion follows from
the conclusions of the previous two paragraphs.
Fix x ∈ X as well as a point p ∈ P over x. It is well-known that the holonomy
provides a map hol : Aflat(P) → hom(π1(X, x),G). This intertwines the action
of G(P) on Aflat(P) with the conjugation action of G on itself in the sense that if
γ : (S1, 1) → (X, x) is a smooth loop, then
holu∗A(γ) = u(p)
−1holA(γ)u(p)
for all gauge transformations u ∈ G(P) and flat connections A; see [12, Prop. 4.1]
and [3]. Moreover, the holonomy descends to a topological embedding
Aflat(P)/Gp →֒ hom(π1(X, x),G)
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with image a union of connected components that are determined by the topological
type of the bundle P. To determine this set of image components for a given bundle
P it is useful to consider the following variation dating back to Atiyah and Bott [3].
Let j : G → P denote the embedding g 7→ p · g−1 (recall G acts on P on the right),
and let j∗ denote the induced map on π1. Consider the universal cover G˜ → G and
denote by ι : π1(G) →֒ Z(G˜) the natural inclusion into the center of G˜. Then there is
a homeomorphism
Aflat(P)/(H∩ Gp) ∼=
{
ρ ∈ hom(π1(P, p), G˜)
∣∣∣ ρ ◦ j∗ = ι} . (7)
We defer a proof of (7) until the end of this section.
Proposition 3.3. Assume G is compact and connected. Suppose X is either a closed, con-
nected, oriented surface, or X = H is a compression body. Then the space of flat connections
Aflat(P) is connected when it is non-empty.
Proof. By Lemma 3.2 the group H ∩ Gp = G0 ∩ Gp is connected. Moreover, it acts
freely on Aflat(P) since this is the case with Gp. We will show the space on the right-
hand side of (7) is connected. The proposition follows immediately by the homotopy
exact sequence for the bundle Aflat(P)→ Aflat(P)/(H∩Gp).
First assume X is a surface of genus g ≥ 0. For g = 0, the space Aflat(P)/(G0 ∩
Gp) is either a single point or empty, depending on whether P is trivial or not. We
may therefore assume g ≥ 1. The bundle P → X is determined up to bundle iso-
morphism by some δ ∈ π1(G) ⊂ Z(G˜). Since G˜ is simply-connected, it follows that
G˜ = G1 × . . .× Gk ×R
l for some simple, connected, simply-connected Lie groups
G1, . . . ,Gk. Write δ = (δ1, . . . , δk, r) according to this decomposition.
Now we compute π1(P, p). Let U be the complement in X of a point y, and
let V be a small disk around y. Applying the Seifert-van Kampen theorem to the
sets P|U , P|V ⊂ P, one finds a presentation for π1(P, p) that consists of generators
and relations coming from π1(G), as well as additional generators α1, β1, . . . , αg, βg
subject to the relation
Π
g
j=1
[
αj, β j
]
= δ, (8)
as well as further relations asserting that each element of {αi, βi}i commutes with
each generator coming from π1(G). Alternatively, the relation (8) can be viewed as
arising when one compares trivializations of P|U and P|V on the overlap U ∩ V. It
follows that Aflat(P)/G0 ∩ Gp can be identified with the set of tuples
(
Aij, Bij
)
i,j
, for
1 ≤ i ≤ k+ 1 and 1 ≤ j ≤ g, where
(i) Aij, Bij ∈ Gi, and Π
g
j=1
[
Aij, Bij
]
= δi for 1 ≤ i ≤ k;
(ii) Akj, Bkj ∈ R
l , and Π
g
j=1
[
Akj, Bkj
]
= r.
Since Rl is abelian, the tuples (Akj, Bkj)j appearing in (ii) can only exist if r = 0. This
shows that Aflat(P) is empty if r 6= 0, so we may assume r = 0. (Note that r = 0 if
and only if the torus bundle P/ [G,G], from the introduction, is the trivial bundle.)
11
For 1 ≤ i ≤ k, given any δi ∈ G˜ it can be shown that (a) there always ex-
ist tuples (Aij, Bij)j ⊂ G
2g
i satisfying Π
g
j=1
[
Aij, Bij
]
= δi, and (b) the set of such
(Aij, Bij)j is always connected; see [2], [18, Section 2.1] or [10, Fact 3]. It follows that
Aflat(P)/G0 ∩ Gp is a product of connected spaces and is therefore connected. This
finishes the proof in the case where X is a surface.
Now suppose X = H is a compression body. Then there is a homotopy equiv-
alence H ≃ (
∨s
i=1 Σi) ∨ (
∨t
i=1 S
1) onto a wedge sum of closed, connected, oriented
surfaces Σi and circles; note that the surfaces can be identified with the components
of the incoming end Σ− ⊂ ∂H. It follows from (7) that Aflat(P)/G0 ∩ Gp is homeo-
morphic to{
ρ ∈ hom(π1(P1), G˜)
∣∣∣ ρ ◦ j∗ = ι}× . . .×{ρ ∈ hom(π1(Ps), G˜) ∣∣∣ ρ ◦ j∗ = ι}×(G˜)t ,
where Pi → Σi is the restriction of P to the surface Σi ⊂ H. By the previous para-
graph this is a product of connected spaces, and so is itself connected.
Remark 3.4. The above proof shows that, when H is a compression body, restricting to the
incoming end Σ− ⊂ ∂H yields a surjective map
Aflat(P)
G0 ∩ Gp
−→
Aflat(P1)
G0(P1) ∩ Gp1 (P1)
× . . .×
Aflat(Ps)
G0(Ps) ∩ Gps(Ps)
that is a (trivial) principal G˜t-bundle. Similarly, restricting to the outgoing end Σ+ ⊂ ∂H
yields an injection
Aflat(P)
G0 ∩ Gp
→֒
Aflat(P+)
G0(P+) ∩ Gp+(P+)
,
where P+ → Σ+ is the restriction of P. In particular, a flat connection on P → H is
determined uniquely, up to G0(P) ∩ Gp(P), by its value on the boundary component Σ+,
and hence by its value on ∂H.
Now we verify (7). This can be viewed as arising from the G˜-valued holonomy,
which we now describe. Let A ∈ A(P) be a connection. Given a smooth loop
γ : S1 = R/Z → P, consider the induced loop in the base π ◦ γ : S1 → X. Use this
to pull P back to a bundle over the circle (π ◦ γ)∗P → S1. The standard (G-valued)
holonomy determines a lift holA(π ◦ γ) of the quotient map [0, 1] →֒ S
1 = R/Z:
(π ◦ γ)∗P
[0, 1] ⊂ ✲
ho
l A
(π
◦γ
) ✲
S1
❄
(9)
and this lift is unique if we require that it sends 0 to γ(0) ∈ (π ◦ γ)∗P. On the other
hand, γ determines a trivialization of this pullback bundle
(π ◦ γ)∗P ∼= S1 × G, γ(t) 7−→ (t, e).
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Compose the lift in (9) with this isomorphism and then with the projection to the
G-factor in S1 × G to get a map
holA(π ◦ γ) : [0, 1] −→ G, (10)
which we denote by the same symbol we used for the standard holonomy. Then (10)
sends 0 to the identity e ∈ G and the value at 1 recovers the standard holonomy for
A around γ. Viewing G˜ → G as a covering space, holA(π ◦ γ) lifts to a unique map
h˜olA(π ◦ γ) : [0, 1] → G˜ that sends 0 to e. Then we declare the G˜-valued holonomy of
A around γ to be the value at 1:
holG˜A(γ) := h˜olA(π ◦ γ)(1) ∈ G˜.
As with the standard holonomy, one can check that this is multiplicative under con-
catenation of paths γ. Similarly, this is equivariant in the following sense. Suppose
u ∈ H and so u lifts to a G-equivariant map u˜ : P → G˜. Setting g := u˜(p), we have
holG˜u∗A(γ) = g
−1holG˜A(γ)g.
Next, suppose A is a flat connection. Then holG˜A(γ) depends only on the homo-
topy class of γ. It follows from the above observations that the G˜-valued holon-
omy defines a map Aflat(P) → hom(π1(P, p), G˜), and this intertwines the actions of
H and G˜. Moreover, from the definition of Gp we have that the G˜-valued holon-
omy is invariant under the action of H ∩ Gp. We therefore have a well-defined map
Aflat(P)/H∩ Gp → hom(π1(P), G˜). It follows from the definitions above that the
image lies in the right-hand side of (7). That this map is a homeomorphism follows
from the analogous argument for the standard holonomy, together with the commu-
tativity of the following diagram.
Aflat(P)/(H∩ Gp) ✲
{
ρ ∈ hom(π1(P), G˜)
∣∣∣ ρ ◦ j∗ = ι}
Aflat(P)/G(P)
❄
⊂ ✲ hom(π1(X),G)/G
❄
3.2 Proof of Theorem 1.1
Write Y = H ∪∂H H, where H is a compression body. Fix a collar neighborhood
[0, ǫ) × ∂H →֒ H for ∂H, and use this to define the smooth structure on Y. This
smooth structure is independent, up to diffeomorphism, of the choice of collar neigh-
borhood, see [13, Theorem 1.4]. The product structure of this collar neighborhood
can be used to define a vector field ν on Y that is normal to ∂H and that does not
vanish at ∂H. Moreover, we assume ν is supported near ∂H, and so ν lifts to an
equivariant vector field on P that we denote by the same symbol.
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Restriction to each of the H factors in Y = H ∪∂H H determines an embedding
A1flat(P) →֒
{
(b, c) ∈ A1flat (P|H)×A
1
flat (P|H)
∣∣∣∣ b|∂H = c|∂H,−ινb|∂H = ινc|∂H
}
given by
a 7→ (a|H , a|H). (11)
A few comments about the defining conditions in the codomain are in order: (i) we
are treating ν = ν|H as a vector field on H, viewed as the second factor in H ∪∂H H;
(ii) the negative sign is due to the reversed orientation of the first factor; and (iii)
restriction to the hypersurface ∂H ⊂ Y extends to a bounded linear map H1(Y) →
L2(∂H) (see, e.g., [1, Thm 6.3]), and so these equalities should be treated as equalities
in the L2 sense.
Suppose (b, c) is in the codomain of (11). These define a connection a on Y by
setting a|H = b and a|H = b. It is straight-forward to check that if b and c are both
smooth, then a continuous and of Sobolev class H1 on Y. Since the smooth connec-
tions are dense in A1, it follows that (11) is surjective, and so we may treat (11) as an
identification.
The bijection (11) singles out a preferred subspace that we call the diagonal{
(b, b) ∈ A1flat (P|H)×A
1
flat (P|H)
∣∣∣ ινb|∂H = 0} ⊂ A1flat(P). (12)
It is convenient to consider a slightly larger space C ⊂ A1flat(P) defined to be the set
of flat connections that can be connected by a path to an element of the diagonal (12).
Claim: The diagonal (12) is path-connected. In particular, C is also path-connected.
To see this, consider diagonal elements (b0, b0), (b1, b1). It suffices to prove the
claim under the assumption that b0, b1 are both smooth and satisfy
ινb0|U = ινb1|U = 0 (13)
on some neighborhood U of ∂H (this is because the H1-completion of the space of
these connections recovers (12) and the path-components are stable under comple-
tion). By Proposition 3.3 there is a path of flat connections t 7→ bt ∈ Aflat(P|H)
connecting b0 and b1. We will be done if we can ensure that ινbt|∂H = 0 for all
t ∈ [0, 1]. We will accomplish this by putting bt in a suitable “ν-temporal gauge”, as
follows. Restrict attention to the bicollar neighborhood (−ǫ, ǫ)× ∂H ⊂ Y obtained
by doubling the collar neighborhood from the beginning of this section. Let s denote
the variable in the (−ǫ, ǫ)-direction and fix a bump function β for U that is equal to
1 on ∂H. For each t ∈ [0, 1], define a gauge transformation ut at (s, h) ∈ (−ǫ, ǫ)× ∂H
by the formula
ut(s, h) := exp
(
−
∫ s
0
ιβν(σ,h)bt(σ, h) dσ
)
.
Then ut depends smoothly on all variables, and a computation shows
ιβν(u
∗
t bt) = 0.
14
Moreover, it follows from (13) that ut is the identity gauge transformation when
t = 0, 1. The claim follows by extending ut to all of Y using a bump function.
It follows from the claim that the Chern-Simons functional is constant on C , since
CS a0 is locally constant on its critical set A
1
flat(P). Suppose Hypothesis 1 holds. We
will show that every flat connection inA1flat(P) is gauge equivalent to one in C ; The-
orem 1.1 will then follow immediately from Remark 2.2. In fact, by another density
argument, it suffices to show that every smooth flat connection is gauge equivalent to
one in C . So we fix a ∈ Aflat(P). As in the proof of the claim, by applying a suitable
gauge transformation, we may assume that ινa = 0. Use (11) to identify awith a pair
(b, c) ∈ Aflat (P|H)×Aflat (P|H). Then b, c agree on the boundary, so by Remark 3.4,
there is some gauge transformation u ∈ G0(P|H) ∩ Gp(P|H) for which u
∗c = b. Here
we have chosen p ∈ H to lie in Σ+ ⊂ ∂H, and we are thinking of the H that appears
here as the second factor in Y = H ∪∂H H. Our immediate goal is to show that u
restricts to the identity gauge transformation on the boundary ∂H = Σ+ ∪Σ−. Since
p ∈ Σ+, it follows that the restriction u|Σ+ lies in Gp(P|Σ+), which acts freely. Since
b and c agree on Σ+, it must be the case that u|Σ+ is the identity. Turning attention
to Σ−, for each component Σ
′ ⊂ Σ−, the restriction u|Σ′ lies in the identity compo-
nent of the gauge group. In particular, by Hypothesis 1 we have u|∂H = e is the
identity. At this point we have that u is a gauge transformation on H ⊂ Y that is
the identity on all of ∂H. Then u extends over H ⊂ Y by the identity to define a
continuous gauge transformation u(1) = (e, u) on P. This is of Sobolev class H1. We
also have (u(1))∗a ∈ C , since under (11) the connection (u(1))∗a corresponds to the
pair (b, b) = (b, u∗c) and we have assumed ινa = 0. Finally, since u(1), a and (u(1))∗a
are all H1, it follows from (5) that u(1) is H2. This finishes the proof of Theorem 1.1
under Hypothesis 1.
Remark 3.5. Continue to assume Hypothesis 1, and suppose a, a′ are flat connections. Then
the construction of the previous paragraph shows that there is a gauge transformation w ∈
H(P) such that w∗a and a′ lie in the same path component. If we further assume that
CS a0(a) = CS a0(a
′), then it follows that κ(Pw) = 0. In many cases, if w ∈ H and
κ(Pw) = 0, then w necessarily lies in the identity component. For example, this is well-
known when G = U(r) or SU(r) and ρ0 : G → U(C
r) is the standard representation [9,
p.79], or if G = PU(r) and ρ0 is the adjoint representation [6]. In such cases, it follows that
a and a′ lie in the same component of Aflat(P).
To prove the theorem without Hypothesis 1, we follow a strategy of Wehrheim
[25]. Let nG be as in the definition of NG. Without Hypothesis 1 it may not be the
case that u ∈ G(P|H) restricts to the identity on Σ−. Write Σ− = Σ1 ∪ . . . ∪ Σs in
terms of its connected components and write Pi for the restriction of P to Σi ⊂ ∂H.
Since G is compact, the stabilizer subgroup in G(Pi) of each restriction b|Σj has only
finitely many components, and so there is some integer n ≤ nG for which u
n|Σi lies
in the identity component of the stabilizer group for b|Σj . For simplicity we assume
un|Σj = e is the identity for each j; one can check that the following argument can be
easily reduced to this case.
View H as a cobordism from Σ− to Σ+ (we may assume Σ− is not empty, other-
wise Hypothesis 1 is satisfied), and define a manifold Y(n) by gluing H to itself 2n
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times:
H ∪Σ+ H ∪Σ− H ∪Σ+ . . .∪Σ+ H∪Σ− ; (14)
this is cyclic in the sense that the H on the right is glued to the H on the left along
the boundary component Σ−. Define a bundle P
(n) → Y(n) similarly. Then a = (b, c)
determines a continuous flat connection on P(n) by the formula
a(n) := (b, c, b, c, . . . , b, c);
the notation means that the kth component lies in the kth copy of H in (14). Similarly,
the reference connection a0 defines a reference connection a
(n)
0 on P
(n), and the gauge
transformation u determines a continuous gauge transformation on P(n) by
u(n) := (e, u, u, u2, u2, . . . , un−1, un−1, un).
Let CS (n) denote the Chern-Simons functional for P(n) defined using a
(n)
0 . Then (6)
and the additivity of the integral over its domain give
CS (n)((u(n))∗a(n)) = CS (n)(a(n)) + κ(Pu(n)) = nCS a0(a) + κ(Pu(n)).
On the other hand, the pullback of a(n) by u(n) is (b, b, u∗b, u∗b, . . . , (un−1)∗b, (un−1)∗b),
and so
CS (n)((u(n))∗a(n)) = nCS a0(a
′) + kn, kn :=
1
2
n(n− 1)κ(Pu) ∈ Z,
where a′ ∈ C is the connection corresponding to (b, b) under (11). Combining these
gives CS a0(a)− CS a0(a
′) ∈ 1nZ ⊆
1
NG
Z.
3.3 The energies of instantons
Let P∞ → H∞ be as in the statement of Corollary 1.4, and let g be the cylindrical end
metric on H∞. Equip the 4-manifold R × H∞ with the product metric, and denote
by Q → R×H∞ the pullback of P∞ under the projection R×H∞ → H∞. The energy
of a connection A ∈ A(Q) is defined to be
1
2
‖FA‖L2(R×H∞) =
1
2
∫
R×H∞
〈FA ∧ ∗FA〉,
where ∗ is the Hodge star coming from themetric. Wewill always assume the energy
of A is finite. We say that A is an instanton if ∗FA = ±FA. It follows that the energy
of any instanton is given, up to a sign, by
1
2
∫
R×H∞
〈FA ∧ FA〉. (15)
In this section we will prove Corollary 1.4 by showing that (15) is equal to CS a0(a♭)
for some flat connections a♭, a0 on Y := H ∪∂H H. First we introduce some notation.
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Recalling the decomposition (1), there is a projection
R × H∞ −→ H (16)
to the upper half-plane, sending {s} × H to (s, 0) ∈ H, and sending each element
of {(s, t)} × ∂H to (s, t). (This projection is continuous, but not differentiable.) Note
that for each τ ∈ (0,∞), the inverse image under (16) of the semi-circle
{(τ cos(θ), τ sin(θ)) | θ ∈ [0,π]} ⊂ H
is the closed 3-manifold
Yτ := H ∪{0}×∂H ([0, τπ]× ∂H) ∪{τπ}×∂H H.
In the degenerate case τ = 0, we declareY0 to be the inverse image under (16) of the
origin; so Y0 = {0} × H. Then we have
R × H∞ = ∪τ≥0Yτ .
Moreover, for each τ > 0, there is an identification Yτ ∼= Y1 induced from the obvi-
ous linear map [0, τπ] ∼= [0,π]. This identification is continuous, but when τ 6= 1
this identification is not smooth due to the directions transverse to {0, τπ} × ∂H in
Yτ . We note also that we can identify Y1 with the double Y; however we find it con-
venient to work with Y1 rather than Y at this stage. In summary, we have defined a
continuous embedding
Π : (0,∞)× Y1 −→ R × H
∞
with image the complement of Y0; this map is not smooth. We think of Π as provid-
ing certain “polar coordinates” on R × H∞.
Fix a connection A. Then we can write the pullback under Π as
Π
∗A = a(τ) + p(τ) dτ,
where τ is the coordinate on (0,∞), a(·) is a path of connections on Y1, and p(·) is
a path of 0-forms on Y1. Fixing τ, the failure of Π to be smooth implies that the
connection a(τ) will not be continuous on Y1, unless
ινA = 0; (17)
here ν is the normal vector to the hypersurface R × ∂H ⊂ R × H∞. However, by
performing a suitable gauge transformation to A, we can always achieve (17). (See
the previous section for a similar construction; also note that the action of the gauge
group on A does not change the value of (15).) When (17) holds it follows that the
connection a(τ)
• is continuous everywhere on Y1,
• is smooth away from the hypersurface {0,π} × ∂H ⊂ Y1, and
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• has bounded derivative near this hypersurface.
In particular, a(τ) is of Sobolev class H1 on Y1.
Now we introduce a convenient reference connection a0 on Y1 with which we
will define CS a0 . This reference connection will depend on the given connection A;
we continue to assume that (17) holds. Define a0 on the first copy of H in Y1 by
declaring it to equal A|Y0 , where we are identifying Y0 with H in the obvious way.
Define a0 on the second copy of H to also equal A|Y0 . It remains to define a0 on the
cylinder [0,π]× ∂H, and there is a unique way to do this if we require that a0 is (i)
continuous and (ii) constant in the [0,π]-direction. It follows from (17) that a0 is of
Sobolev class H1. Moreover,
lim
τ→0+
a(τ) = a0,
where this limit is in the H1-topology on Y1 (this is basically just the statement that A
is continuous at Y0 ⊂ R×H
∞). Note that this choice of a0 may not be flat. However,
it turns out that CS a0 = CS a1 for some flat connection a1 (in fact, any flat connection
in the diagonal (12) will do); see Remark 3.6.
Now we prove Corollary 1.4. At this stage the argument follows essentially as in
[25, Theorem 1.1]; we recall the details for convenience. Let A be any finite energy
connection on R × H∞, and assume it has been put in a gauge so that (17) holds.
Use the identity FΠ∗A = Fa + dτ ∧ (∂τa− dap) to get
1
2
Π
∗〈FA ∧ FA〉 = dτ ∧ 〈Fa ∧ (∂τa− dap)〉.
Integrate both sides and use the fact that the image of Π has full measure in R×H∞
to get
1
2
∫
R×H∞
〈FA ∧ FA〉 =
∫
∞
0
∫
Y1
dτ ∧ 〈Fa ∧ ∂τa〉
=
∫
∞
0
d
dτ
CS a0(a(τ)) dτ
= lim
τ→∞
CS a0(a(τ))− lim
τ→0+
CS a0(a(τ)),
(18)
where we used the Bianchi identity to kill off the dap-term, and then used the defi-
nition of CS a0 . From the definition of a0, we have
lim
τ→0+
CS a0(a(τ)) = CS a0(a0) = 0,
so it suffices to consider the limit at ∞.
Notice that (18) shows that the limτ→∞ CS a0(a(τ)) exists. The goal now is to
show that this limit equals CS a0(a♭) for some flat connection a♭. Endow Y1 with the
metric induced from ds2 + g via the inclusion Y1 ⊂ R × H
∞. Then it follows from
the definitions that ∫
∞
1
‖Fa(τ)‖
2
L2(Y1)
≤ ‖FA‖
2
L2(R×H∞).
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Since the energy of A is finite, the integral over [1,∞) on the left converges and so
there is a sequence τi ∈ R with
‖Fa(τi)‖
2
L2(Y1)
i
−→ 0 and τi
i
−→ ∞.
By Uhlenbeck’s weak compactness theorem [22], we can find
• a subsequence of the {a(τi)}, denoted by {ai},
• a sequence of gauge transformations {ui}, and
• a flat connection a∞,
for which
{
u∗i ai
}
converges to a∞ weakly in H
1 and hence strongly in L4. This
convergence is enough to put each u∗i ai in Coulomb gauge with respect to a∞ [23,
Theorem 8.1], so by redefining each ui we may assume this is the case. Then u
∗
i ai
converges to a∞ strongly in H
1. Since CS a0 is continuous in the H
1-topology, we
have
lim
i→∞
CS a0(u
∗
i ai) = CS a0(a∞).
On the other hand,
CS a0(u
∗
i ai)− CS a0(ai) = κ(Pui) ∈ Z
for all i. Since CS a0(u
∗
i ai) and CS a0(ai) both converge, it follows that κ(Pui) is con-
stant for all but finitely many i. By passing to yet another subsequence, we may
assume that κ(Pui) is constant for all i. Then there is some gauge transformation u
such that κ(Pu) = κ(Pui) for all i (just take u to be one of the ui). This gives
1
2
∫
R×H∞
〈FA ∧ FA〉 = lim
i→∞
CS a0(ai) = lim
i→∞
CS a0(u
∗
i ai)− κ(Pui)
= CS a0(a∞)− κ(Pu) = CS a0((u
−1)∗a∞).
So taking a♭ := (u
−1)∗a∞ finishes the proof.
Remark 3.6. Here we address the fact that the reference connection a0, constructed in the
proof above, may not be a flat connection. We address this from two different angles. First of
all, the quantity (15) is independent of the choice of connection A, provided that one restricts
to connections with the same asymptotic behavior at infinity. In particular, one can always
modify the connection A so that its restriction to Y0 is flat. This forces a0 to be flat.
Secondly, the argument of the previous paragraph suggests that the value CS a0(a) is
somehow independent of a0. It is interesting to see this explicitly without modifying the
original connection A. There is an obvious Z2 action on Y = H ∪∂H H given by inter-
changing the two H-factors. Call a form or connection on Y symmetric if it is fixed by this
action. For example, all elements of the diagonal (12) are symmetric. The key observation
here is that a0 is symmetric. Then we claim that function CS a0 is independent of the choice
of a0 from the class of symmetric connections. Indeed, suppose a1 is a second connection that
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is symmetric. We want to show that CS a0(a) = CS a1(a) for all connections a. From the
definition of the Chern-Simons functional we have
CS a0(a)− CS a1(a) = −CS a(a0) + CS a(a1).
Note that the right-hand side is actually independent of a, since changing the connection a
changes CS a by a constant. We can therefore replace a with a0 on the right-hand side to get
CS a0(a)− CS a1(a) = CS a0(a1) =
∫
Y
〈Fa0 ∧ v〉+
1
2
〈da0v ∧ v〉+
1
6
〈[v ∧ v] ∧ v〉,
where v := a1 − a0. Let csa0(v) denote the integrand on the right. Now use the following
facts: (i) Y decomposes into two copies of H, (ii) the two copies of H have opposite orienta-
tions, and (iii) csa0(v) is symmetric (it is made up of the symmetric a0, a1). These allow us
to compute
CS a0(a)− CS a1(a) =
∫
H
csa0(v) +
∫
H
csa0(v) = −
∫
H
csa0(v) +
∫
H
csa0(v) = 0.
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