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Abstract This thesis reports on experimental investigations into ion accel-
eration driven by high power laser pulses. Recent developments in high power,
ultrashort pulse laser systems enable laser intensities beyond 1021 Wcm−2 to be
achieved. When focused onto thin foil targets, plasmas with extremely high field
gradients (>TV/m) are produced, resulting in the acceleration of ions to multi-
MeV/nucleon energies over very short distances (microns).
Results from an investigation of multiply-charged ion acceleration from heated
foils, irradiated by high intensity ultrashort laser pulses, are reported. Ions with
up to multi-MeV/nucleon energies are detected and the scaling of the maximum
ion energy with laser parameters and ion charge distribution are measured. With
the aid of PIC simulations, it is concluded that the initial charge state population
distribution has little effect on the maximum energy of the highest charge state
ions and that the maximum energy of lower charge state ions is strongly affected
by screening of the acceleration field by higher charged ions.
Results from an investigation in which spatially resolved ion emission from foil
targets irradiated with high intensity ultrashort laser pulses is used to spatially
resolve the acceleration field resulting from lateral transport of electrons within
the targets are presented. It is found that lateral electron transport occurs over
periods much longer than the pulse duration of the laser.
Finally, results from experiments aimed at dynamic control and enhancement
of ion acceleration using multiple laser pulses are presented. The effects of op-
tically controlled pre-plasma expansion on proton acceleration from foil targets
are investigated. Enhancement of the maximum proton energy, proton flux and
beam uniformity is observed for optimum pre-plasma density scale lengths.
In a separate experiment, optically controlled deformation of a target, using
a separate laser pulse initiated low temperature shock wave, is shown to change
the direction of laser-driven proton beams.
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Chapter 1
Introduction
The first ion accelerators, both linear and cyclic, were constructed in the 1930s.
Linear accelerators consist of a series of electrodes that generate alternating elec-
tric fields which accelerate ions by pulling and pushing them. Cyclic accelerators
accelerate ions in a similar way, but confine the ions to an orbit using magnetic
fields, enabling repeated acceleration by the same accelerator structure. At high
ion energies the frequency of the electric field increases and is usually in the radio
range. The classical cyclotron uses a fixed frequency for the accelerating electric
field, for a particle of fixed mass, and keeps the accelerated ions confined with a
constant magnetic field and an increasing orbital radius. These accelerators are
able to produce high current ion beams (mA), but due to the ion mass increase
at relativistic speeds cannot accelerate ions to relativistic energies. Synchrocy-
clotrons can achieve higher ion energies than conventional cyclotrons because
they accelerate ions with electric fields that change in frequency with the acceler-
ation and so adjust for the relativistic mass increase. A synchrotron accelerator
is similar to a synchrocyclotron in that it accelerates ions with frequencies that
adjust for ion energy, but a synchrotron uses a variable magnetic field to keep
the orbital radius fixed.
The size of these ‘conventional’ ion accelerators is defined by the maximum ion
1
energy, and for cyclic accelerators the strength of the magnetic field used to con-
fine the ion beam. The Large Hadron Collider (LHC) (public.web.cern.ch/public/)
is a synchrotron designed to accelerate protons in a 27 km circumference orbit,
to 7 TeV energies for fundamental particle physics research. For many other
applications such as medical, much lower ion energies are required, in the tens
and hundreds of MeV for protons, and hence the accelerator size is typically in
metres.
After the laser was first demonstrated in 1960 the maximum focused intensities
achieved rapidly reached ∼ 1014 Wcm−2 within ∼ 5 years. Thereafter, until
the mid-1980s laser intensities increased very slowly to ∼ 1015 Wcm−2 due to
amplification limitations imposed by material damage thresholds. However, with
the development of the chirped pulse amplification technique [1] which enables
an ultra short laser pulse to be stretched, amplified and then re-compressed,
laser intensities have rapidly increased and now reach an unprecedented ∼ 1022
Wcm−2.
The potential use of laser-produced plasmas to accelerate ions has been real-
ized since the first laser experiments in the early 1960s. However, it is only in the
last decade, when laser-plasmas have reached the relativistic regime, that high
quality ion beams driven by lasers have been demonstrated. Ultrashort pulses of
high energy (multi-MeV) ions with high laminarity are generated from plasma
produced by ultrashort laser pulses focused to intensities above 1018 Wcm−2 [2–
4]. The ion energy scales with the intensity (I) and wavelength (λ) of the laser
as (Iλ2)0.5. The characteristics of these ion beams is motivating considerable
efforts to develop and optimise laser-driven ion sources and identify applications
for them. The beam characteristics that have attracted this interest are multi-
MeV energies, short acceleration time (picosecond scale [5, 6]), short acceleration
lengths (microns), high brightness (> 1012 ions per pulse) and low transverse
emittance (< 0.004 mm ·mrad) [7]. The possibility of producing a compact laser
2
driven ion accelerator is very attractive.
The suggested potential applications of laser-driven ion accelerators include
radiography [8], imaging plasma E-fields [9], isochoric heating of matter [10],
medical isotope production [11–14], ion radiotherapy (hadrontherapy) [15–19],
ion injector for conventional accelerators [20], heating beam for fast ignition [21–
23] and industrial micromachining [24–27].
The work presented in this thesis focuses on gaining a deeper understanding of
the physics of laser-plasma based ion acceleration and developing new approaches
to control this unique ion source. One of the main themes is the investigation of
optical control of ion acceleration, either by variation of parameters of the main
driver laser pulse, or by using other separately controlled laser pulses to change
the plasma conditions.
1.1 Thesis outline
The main part of this thesis begins with an overview of the plasma physics and
mechanisms involved in ion acceleration driven by ultrashort, ultrahigh intensity
laser pulses. This is presented in chapter 2, and includes a discussion of the
interaction of lasers and electrons, the transfer of laser energy into the target
and the physics of ion acceleration. A review of laser-driven ion acceleration
is presented in chapter 3 to provide the reader with the context to the work
presented in later chapters. The chapter summarizes the main theoretical and
experimental work done on characterising and optimising laser-driven ion beams
and the practical applications that they can be used for.
The laser systems and diagnostics employed throughout the duration of this
work are described in chapter 4. Chapters 5 and 6 present investigations of
multiply charged ‘heavy’ ions. Chapter 5 presents the scaling of multiply charged
ion acceleration as a function of laser parameters using a petawatt laser system.
3
Chapter 6 demonstrates how fast electron transport within the target can be
diagnosed using measurements of ion acceleration from laser-foil interactions.
Investigations of optical control of proton acceleration is presented in chapter
7. The first section demonstrates how the quality and efficiency of the proton
beam can be enhanced by controlling the pre-pulse expansion using a second, low
intensity (∼ 1012 Wcm−2), laser pulse. The second part of chapter 7 presents
experimental results that demonstrate steering of the proton beam by controlled
deformation of the target rear surface induced using a second laser pulse.
Finally chapter 8 summarises the key conclusions of the results and discusses
the future directions that can be taken to build on the work presented.
4
Chapter 2
Laser-plasma interactions
2.1 Introduction
The fundamental processes governing the transfer of laser energy to electrons
and subsequently to ions are described. These include the interaction of a single
electron with an intense laser field and the propagation of a laser pulse within a
plasma. Other processes discussed included transport of fast electrons through
thin foils and the acceleration of ions. These processes are highly relevant to the
ultrahigh intensity regime investigated.
2.2 Plane linearly polarised laser field
Only linear polarisation is considered as this is the only polarisation used in the
experiments described in chapters 5, 6 and 7. Maxwell’s equations of electromag-
netism are stated in Eq. 2.1 - 2.4. From these the wave equation of a laser pulse
and the relationship between the laser electric and magnetic fields can be defined.
∇ ·E =
ρ
ε0
(2.1)
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∇ ·B = 0 (2.2)
∇×E = −
∂B
∂t
(2.3)
∇×B = µ0J +
1
c2
∂E
∂t
(2.4)
where E and B are the electric and magnetic fields, and ρ and J are the
charge and current densities respectively. The spatial and temporal derivatives
are represented with ∇ and ∂∂t respectively and vectors are denoted in bold (A).
The other three terms are the physical constants; the speed of light (c), the
permittivity (ε0) and permeability (µ0) of free space.
Taking the curl (∇ × A) of Faraday’s Law (Eq. 2.3) and using the vector
identity ∇× (∇×A) = ∇ (∇ ·A)−∇2A gives:
∇× (∇×E) = ∇×
(
−
∂B
∂t
)
= ∇ (∇ ·E)−∇2E (2.5)
Assuming the laser pulse is in vacuum, ρ = 0 and J = 0. This eliminates the
∇ (∇ ·E) term through Eq. 2.1. The laser wave equation in a vacuum, shown in
Eq. 2.6, is then obtained by substituting Eq. 2.5 into Ampere’s Law (Eq. 2.4).
∇2E =
1
c2
∂2E
∂2t
(2.6)
The general solution to Eq. 2.6 is:
E = E0eˆx exp [i (kz − ωt)] (2.7)
where E0 is the laser electric field amplitude and eˆx is the unit vector defining
the direction of the electric field in the x-axis. The wavevector and angular
6
frequency of the laser are k and ω respectively, z is along the laser propagation
axis and t is time. Substituting Eq. 2.7 into the wave equation (Eq. 2.6) produces
the dispersion relation for a laser pulse in vacuum:
ω2 = c2k2 (2.8)
The relationship between the laser electric and magnetic fields can be obtained
by substituting the general solution into Faraday’s Law (Eq. 2.3) and evaluating
to obtain:
B =
1
c
E0eˆy exp [i (kz − ωt)] (2.9)
Comparing this to Eq. 2.7 reveals a simple relationship between the electric
and magnetic fields of a linearly polarised laser pulse, see Eq. 2.10, and that the
fields are orthogonal.
|B0| =
1
c
|E0| (2.10)
The intensity of the laser pulse is equal to the energy flux density, the Poynting
vector, time averaged (denoted by 〈〉) over the fast oscillations of the laser field,
this is defined as:
I =
〈∣
∣
∣
∣
∣
E ×
B
µ0
∣
∣
∣
∣
∣
〉
=
ε0c
2
E20 (2.11)
2.3 Interaction of a single electron with an in-
tense laser field
A free electron of charge e and mass m will be subject to the Lorentz force (FL),
defined in Eq. 2.12, while subject to the electric (E) and magnetic (B) fields of
a laser pulse.
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FL =
dp
dt
= e(E + v ×B) (2.12)
where p = γmv is the electron momentum, v the electron velocity, γ =
1/
√
1− β2 =
√
1 + (|p| /mc)2 is the relativistic factor and β = v/c is the electron
velocity as a fraction of the speed of light.
Two regimes: one relativistic and the other non-relativistic can be identified
from Eq. 2.12, recalling the relationship between the laser fields (Eq. 2.10). In
the non-relativistic case (v << c) the electric field component (eE) is dominant
and therefore the electron oscillates only along the laser polarisation direction.
As the velocity of the electron approaches the speed of light (v ∼ c) the magnetic
component (qv ×B) must also be considered. The effect of this term is to push
the electron along the laser propagation axis, the Poynting vector, of the laser.
This pushing force is called the ponderomotive force.
2.4 The ponderomotive force
In an infinite plane wave laser field (the laser field extends to infinity with a flat
intensity distribution) a free electron does not receive a net gain of energy. When
the laser wave has passed the electron will return to rest. If in the relativistic case
(of Eq. 2.12), the electron will drift from its initial position as the motion induced
by the v×B term does not average to zero over an oscillation. However, in reality
the laser is tightly focused resulting in a varying transverse intensity profile across
the beam. This means that an electron that is driven out of an area of high
intensity over a laser half-cycle will experience a weaker return effect during the
second half-cycle of the laser oscillation. Hence, as the electron oscillates in the
laser field a time average gradient force drives it away from regions of higher
intensity. This force is called the ponderomotive force. The ponderomotive force
on a single electron is defined in Eq. 2.13 (see reference [28] for derivation).
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FP = −
1
4
e2
mω2
∇E2s = −
e2
8pi2ε0mc3
∇
(
Iλ2
)
(2.13)
where ω is the angular frequency of the laser pulse, Es is the spatial component
of the electric field (the temporal parts are dealt with by time averaging during
derivation) and λ = 2pic/ω is the laser light wavelength. The ponderomotive force
always expels particles from regions of high intensity, independent of charge and
polarisation, along the laser propagation axis.
The time averaged kinetic energy of the electron during one laser cycle is
equivalent to the ponderomotive potential (Up), the relativistic case is defined in
Eq. 2.14 [29].
UP = mc
2 (〈γ〉 − 1) = mc2



√
√
√
√1 +
(
〈|p|〉
mc
)2
− 1


 (2.14)
For linearly polarised light 〈γ〉 =
√
1 + p
2
0
2(mc)2
, where po = eE0/ω is the trans-
verse quiver momentum of an electron in the laser field [29]. Using these defini-
tions Up can be expressed in terms of measurable laser parameters:
UP = mc
2


√
1 +
e2Iλ2
4pi2ε0m2c5
− 1

 = mc2


√
1 +
a20
2
− 1

 (2.15)
where a0 is the dimensionless light amplitude:
a0 =
eE0
ωmc
(2.16)
The value of a0 can be used to indicate which regime the laser intensity is
in; a0 << 1 is the non-relativistic case, while for a0 ∼ 1 relativistic effects need
to be considered. The ions of the plasma can be considered stationary as the
ponderomotive potential for ions is very much less than the rest mass energy
(0.9 GeV for a proton) for current intensities. The pondermotive potential of
a proton, in the field of a laser with an intensity of I = 1 × 1020 Wcm−2 and
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a wavelength of λ = 1 µm, is 5 keV and is obtained by using Eq. 2.15 with
appropriate substitutions.
2.5 Light propagation in a plasma
As a laser pulse propagates into a plasma it acts on the particles within the
plasma. However, the collective motion of the electrons (ions are assumed to
be stationary over the period of the laser pulse) will act on and affect the laser
pulse itself. As the electrons are displaced from the ion background a restoring
electrostatic force is established (Fe):
Fe = m
d2r
dt2
= −eE (2.17)
where r is the spatial vector, e is the electronic charge and m is the rest mass
of an electron.
The wave equation for a laser in a plasma, assuming small density varia-
tions and quasi-neutrality (ρ ≈ 0), is similar to the laser vacuum wave equation
(Eq. 2.6) with the addition of a term for the current density (J):
∇2E =
1
c2
∂2E
∂t2
+ µ0
∂J
∂t
(2.18)
Assuming the laser is an undisturbed harmonic wave (Eq. 2.7) and the current
density is J ≡ −ene drdt (ne is the electron number density), the terms of the wave
equation can be defined as:
∇2E = ∇2
(
E0eˆxei(kz−ωt)
)
= −k2E (2.19)
∂2E
∂t2
=
∂2
∂t2
(
E0eˆxei(kz−ωt)
)
= −ω2E (2.20)
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∂J
∂t
=
∂
∂t
(
−ene
dr
dt
)
= −ene
d2r
dt2
=
e2neE
me
(2.21)
substituting Eq. 2.19 - 2.21 into Eq. 2.18 gives the dispersion relation for a
laser in a plasma:
ω2 −
e2neµ0c2
me
= ω2 − ω2p = k
2c2 (2.22)
The electron plasma frequency ωp, as defined in Eq. 2.23, is the frequency of
the collective motion of electrons within the plasma. For the relativistic case the
electron mass will increase by a factor of γ.
ωp =
√
e2neµ0c2
me
=
√
e2ne
meε0
(2.23)
Critical density and laser-induced transparency
The wave dispersion for a laser propagating in a plasma (Eq. 2.22) shows that as
the ωp approaches the frequency of the laser (ω) the wavevector (k) approaches
zero. Hence, at this point the wave is unable to propagate any further and is
reflected. As ωp depends on the electron number density (ne) a critical density
(nc) at which reflection occurs can be defined:
nc =
ε0meω2
e2
(2.24)
In the relativistic regime nc increases by a factor of γ(time dependent) due
to the relativistic electron mass increase. This shift in the critical density, which
allows the laser to propagate further, occurs due to the laser intensity and is
called laser-induced transparency. The nc is used to describe two different plasma
regimes, an underdense plasma is where ne < nc and where ne > nc the plasma
is called overdense.
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Skin depth
The laser is able to penetrate beyond the relativistically corrected critical density
surface, and the laser field is exponentially attenuated over a distance defined
as the collisionless skin depth (δ). As the wavevector number for the laser is
imaginary beyond the critical surface and the laser wave equation has a spatial
dependence exp(ikz), the skin depth is defined [28] as follows:
eikz = e−|k|z = e−z/δ, δ = |k|−1 =
c
(
ω2p − ω2
)1/2 (2.25)
Laser self-focusing
The refractive index (η) of a plasma is dependent on the plasma frequency and
therefore the electron density and the approximation is defined in Eq. 2.26.
η ≈
√
1−
(ωp
ω
)2
=
√
1−
ne
nc
(2.26)
When a laser is tightly focused into a plasma the ponderomotive force, as
discussed earlier, depletes regions of higher laser intensity of their electrons. This
inverted distribution of electrons compared to the laser intensity profile results
in a refractive index profile with a maximum on the laser axis (point of highest
intensity). This refractive index profile, which acts like a convex lens, focuses
the laser pulse [30–33] and thereby increasing its intensity further [34, 35]. This
process is known as laser self-focusing .
2.6 Laser absorption
Plasma scale length
In many cases the high intensity laser pulse will initially propagate through an
underdense plasma before reaching the critical density surface. This underdense
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plasma is formed before the main pulse arrives by ablation of the target surface
due to either laser pre-pulses or a low intensity pedestal preceding the main pulse.
The low intensity pedestal has two components; Amplified Spontaneous Emission
(ASE) and uncompensated dispersion. ASE is generated by scattered light within
the laser system being amplified. The temporal length of the ASE preceding the
laser pulse is determined by the gating of the pulse, typically by Pockels cells in
the laser system. The uncompensated dispersion is found at the rising edge of the
laser pulse and is formed from parts of the pulse not being compressed correctly.
This preformed underdense plasma will have a density profile that falls off
away from the target and is generally assumed to be an exponential decay:
ne(z) = n0 exp (−z/Ln) (2.27)
where z is the distance out from the target surface, n0 is the initial electron
density of the target and Ln is the density scale length. The plasma density scale
length is the distance over which the density of the underdense plasma drops by
a factor of 1/e, where e is Euler’s number. The plasma scale length is important
as it is a useful characterisation of the pre-formed plasma which greatly affects
how the laser energy is absorbed. An estimate of the plasma scale length [29] can
be found using Eq. 2.28.
Ln ≈ c0τL (2.28)
where τL is the expansion time and c0 is the ion sound speed, given by:
c0 =
√
kB (ZTe + Ti)
Mi
(2.29)
where kB is Boltzmann’s constant, Z is the charge state of the ion, Te and Ti
are the electron temperature and ion temperature respectively and Mi is the ion
mass.
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There are several different mechanisms through which energy is transferred
from the laser pulse to the plasma. The four main mechanisms are briefly dis-
cussed later.
Shock wave propagation
The ablation of material from the surface of a target by a laser induces a pressure
wave into the un-ablated material of the target to maintain momentum conserva-
tion. This launches a shock into the target. The pressure exerted by the ablation
of material as a function of laser intensity and wavelength can be approximated
as [36]:
P = 400
(
Icm
λµm
)2/3
(2.30)
where P is the pressure in Pascals, Icm is the laser intensity in Wcm
−2 and
λµm is the laser wavelength in µm.
The state of material, initially at rest, that has been shocked is governed by
the conservation of mass and momentum. The relationship between the shock
(vs) and particle (vp) velocities and state variables are given in Eqs. 2.31 - 2.33
[37]. It is assumed that there is no lateral spreading of the shock wave due to
the targets being thin (µm) and that the shock wave propagates at a constant
velocity.
vs =
c0
2
(√
1 + χ+ 1
)
(2.31)
vp =
c0
2α
(√
1 + χ− 1
)
(2.32)
χ =
4αP
ρ0c20
(2.33)
where ρ0 is the initial material density, c0 is the sound speed and α is an
empirical material constant. Lundh et al summarises these values for different
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materials, for example for Al, ρ0 = 2.70 gcm−3, c0 = 5.24 µmns−1 and α = 1.40
[37].
The arrival of a shock at a target rear surface can effect ion acceleration by
inducing expansion of the rear surface. For a low temperature shock the velocity
of expansion is ve = 2vp [37]. It will be shown later, in chapter 7.3, that a
controlled low temperature shock can be used to manipulate ion generation.
Inverse bremsstrahlung
Bremsstrahlung radiation is produced when an electron is de-accelerated by an
interaction with charged particles. Inverse bremsstrahlung is the opposite phe-
nomenon, in which an electron is accelerated by the laser electric field resulting in
a transfer of energy from the the laser photons to the electrons. This transfer of
energy would normally be reversed again as an electron oscillating in a laser field
has no net gain of energy over a laser cycle (Sec. 2.4). However this is circum-
vented if the electron collides with an ion during oscillation, thereby transferring
energy from the electron to the ion. This means that there is a net loss of energy
by the laser as the energy transferred in the collision will not be transferred back
to the laser at the end of the laser cycle.
The fraction of laser energy absorbed by inverse bremsstrahlung (fib), at laser
intensities < 1017 Wcm−2, for a linear density profile with scale length Ln and a
Maxwellian electron distribution is derived by Ginsburg [29, 38] as:
fib = 1− exp
(
−
32
15
νei(nc)
c
Ln
)
(2.34)
where νei is the electron-ion collision frequency at the critical density. This is
dependent on Te, nc and Z in the following way:
νei(nc) ∝
ncZ
T 3/2e
(2.35)
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For higher laser intensity regimes (> 1017 Wcm−2) the absorption of laser
energy by inverse bremsstrahlung is lower than Eq. 2.34 predicts. Corrections to
fib are discussed by Wilks and Kruer [29]. At high laser intensities the electron
population can no longer be assumed to be Maxwellian, but is instead deter-
mined by the oscillatory motion of the electrons in the laser field. This results
in a lower absorption, the correction factor quoted by Wilks and Kruer [29] is
[
1 + 1.5 (po/mec)
2
]
, p0 is defined in Eq. 2.36 and is the transverse quiver momen-
tum of an electron in the laser field.
p0 = γmν0 =
eE0
ω
(2.36)
where ν0 is the transverse quiver velocity of an electron in the laser field.
The second correction is the Langdon factor [39] which decreases the absorp-
tion by a factor of two. This accounts for modification of the electron distribution
by the laser ionising the plasma to higher charge states.
Resonance absorption
If a laser pulse has an incident angle (θ) to the target normal axis and is p-
polarised (electric field is in the plane of the incident angle) then a component of
the electric field will act along the target normal axis before and after the point
of reflection. The electric field component parallel to the plasma density gradient
can tunnel beyond the critical density surface up to the skin depth. An electron
plasma wave is resonantly excited at the laser frequency (ω) as ωp = ω, which
results in energy transfer from the laser either via wave breaking or through
damping. The fraction of laser energy transferred to a plasma by resonance
absorption (fra) [29] is:
fra ≈
φ2(Q)
2
(2.37)
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where φ and Q are:
φ ≈ 2.3Q exp
(−2
3
Q3
)
(2.38)
Q =
(ωLn
c
)1/3
sin θ (2.39)
At laser irradiances in the range 1012 Wcm−2 ·µm2 < Iλ2 < 1017 Wcm−2 ·µm2
resonance absorption is dominant. At higher intensities resonance absorption still
occurs but is no longer a dominant mechanism
Vacuum (Brunel) heating
A mechanism known as vacuum heating becomes important when the laser is
incident at an angle into a plasma with a very short density scale length (of the
order of the laser wavelength or shorter). This is one of the main mechanisms for
laser absorption at relativistic intensities and accelerates electrons into the target.
The absorption occurs due to the laser electric field being unable to significantly
penetrate past the nc surface. In vacuum electrons in the laser field oscillate with
the field. However at the nc surface the electrons only experience the laser field
for half the laser cycle. Once the electrons are driven past the nc surface they do
not experience the restoring force which would normally ensure there is no net
energy gain by the electrons from the laser. This means the electrons are pulled
out into vacuum by the laser and are accelerated back into the overdense plasma
where the laser field cannot affect them, resulting in an energy transfer from the
laser to electrons in the plasma. The fraction of laser energy transferred to the
electrons through vacuum heating (fvh) is estimated as [29]:
fvh =
ηosc
2pi
ν3N
cν2o cos θ
(2.40)
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where ηosc is the efficiency factor which indicates how much oscillatory motion
of the electrons is lost to heating the plasma [40]. Kato et al [41] found that ηosc
depends on the plasma frequency and therefore the electron density and is shown
in Eq. 2.41. νN = eEn/mω is the electron quiver velocity due to the target
normal component of the laser electric field EN = 2E0sinθ [40] and νo is the
electron quiver velocity due to the laser electric field E0. These can be calculated
using Eq. 2.36.
ηosc =
1
(
1− ω
2
ω2p
) (2.41)
Ponderomotive acceleration (J ×B heating)
The J in the name represents the current density and implies a large number
of electrons are involved. At relativistic laser irradiances (> 1018 Wcm−2 · µm2)
the v ×B term of the Lorentz equation (Eq. 2.12) becomes significant for elec-
tron motion. The force acts along the laser propagation axis and oscillates at
twice the laser frequency. A small fraction of electrons are able to gain sufficient
energy during oscillation to escape the laser field along the laser axis and into
the overdense plasma. The mean kinetic energy of the electrons that escape the
laser field is equal to the ponderomotive energy (Eq. 2.14). The absorption scales
with laser intensity and absorption as high as 60% has been observed for laser
intensities ∼ 1020 Wcm−2 at near-normal (6◦) incidence [42].
The mechanism that dominates at high intensities for laser absorption (be-
tween J ×B and vacuum heating) is dependent on the magnitude of the v ×B
term compared to the laser electric field component normal to the target surface.
Therefore an angle of incidence at or near the target normal results in the J ×B
mechanism dominating.
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2.7 Fast electron transport
Electron transport physics in dense plasma is important in mediating energy
transfer from the laser to ions that are accelerated from the target rear surface
[43]. As a result of the laser-plasma interaction mechanisms described previously
for laser intensities > 1018 Wcm−2 a large number, > 1012 [44], of fast electrons
are accelerated into the target. For example, an electron beam accelerated by a
350 fs laser pulse containing 2.8 × 1012 electrons with a total kinetic energy of
0.29 J has a current of 1.3 MA [44]. For currents of this magnitude self-generated
magnetic fields are formed which act to reverse the flow of electrons, effectively
preventing the fast electrons from propagating. The maximum current that can
propagate without the self-generated magnetic field reversing flow is given by the
Alfve´n limit Imax [45]:
Imax = 1.7× 10
4βγ (2.42)
where β = v/c, v is the electron velocity and γ = (1− β2)−0.5. The Alfve´n
limit for the electron beam described previously is Imax = 35 kA. This is signif-
icantly lower than the electron beam current that is accelerated into the target.
This means that there is a mechanism which ensures that the net current does
not breach the Alfve´n limit. This mechanism is a return current, that balances
the forward propagating electron beam. The cold return current is drawn back
towards the target front surface by the electron beam self-generated fields [43, 46].
The fast electrons can be considered collisionless as their mean free path is
much larger than the target thickness. This means that collisions have no direct
effect on the fast electrons. However, the thermal electrons in the return current
are affected by collisions and as the propagation of the fast electrons depends
on a return current this means that the fast electrons are indirectly affected
by collisions. As the return current is collisional, the conductivity (resistivity)
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of the target material will affect the return current and is important as any
restrictions on the return current will feed through to the fast electron propagation
via magnetic field growth.
The two counter-propagating electron currents are prone to develop instabil-
ities during propagation, such as the Weibel instability [47]. These instabilities,
which generate fields within the target due to current variations, tend to lead to
filamentation of the fast electron beam. As insulators restrict the return current
by the lack of free electrons until ionisation, the fields generated within the target
will be larger than for conductors and lead to greater instability of the electron
beam. The filamentation of the electron beam grows with target thickness as the
instabilities have a greater distance to develop over [48].
Electron recirculation
Once the electrons reach the rear surface of the target only the most energetic,
the ones leading the beam, are able to escape the target before an electric field
is formed at the target surface as a result of the charge-separation. This electric
field re-injects the electrons back into the target and if the target is thin enough
this effect can also occur at the front surface. This process is referred to as
recirculation and occurs over a period of the order of the laser pulse length [49–51].
Through recirculation the effective electron density at the rear surface is increased
as electrons reaching the target rear surface for the first time are combined with
electrons that have already been recirculated back to the target rear surface, this
effect is increased with decreasing target thickness [49], and has been shown to
be potentially important for enhancing ion acceleration [49].
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2.8 Target normal sheath acceleration
At the laser intensities available at present and reported in this thesis, up to 1021
Wcm−2, the main mechanism for fast ion acceleration from thin foil (< 100 µm)
targets is Target Normal Sheath Acceleration (TNSA) [52]. This mechanism has
been shown to generate high energy (∼ 60 MeV), high flux (∼ 1012)[3, 53] and
low emittance [7] ion beams.
The energetic electrons generated in the region of the critical density, at the
front of the target, transverse the target with a half-cone angle of∼ 30◦ [48]. Some
of the most energetic electrons escape the target leaving the target positively
charged. The remaining electrons are trapped at the rear surface by Coulomb
forces and result in the build up of a large electro-static sheath. The sheath field
is of the order of TVm−1 and is strong enough to pull the majority of the electron
beam back into the target, as discussed above (section 2.7). The electric field of
the sheath is also strong enough to ionise atoms on the surface and accelerate
them to MeV energies over a few µm, and drive a rapid plasma expansion, as
shown schematically in Fig. 2.1. The charge-separation layer that forms the
sheath leads the plasma expansion from the front. The sheath only extends over
a thin layer due to electronic shielding of the field. The distance over which an
electric field extends before being completely shielded is the Debye length (λD)
and is defined as:
λD =
√
ε0kBTe
nee2
(2.43)
where Te is the temperature of the fast electrons and ne is the fast electron
density. Typically this is a few µm [54, 55] for the laser-target conditions reported
here.
Certain ion species are preferentially accelerated. Light ions with a high ratio
of charge-to-mass will reach higher speeds more rapidly and lead at the ion front
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of the sheath. As the sheath is shielded after a short distance only those ions that
are in the ion front will experience the full electric field for the longest period
of time. This means that protons (originating from hydrogenated layers on the
target surface) which have the highest charge-to-mass ratio will be preferentially
accelerated and contain the majority of the energy converted to ions.
Figure 2.1: A summary of the TNSA mechanism is shown: (a) The laser ASE and
any laser pre-pulses arrives at the target and generate a pre-plasma. (b) The main
pulse arrives at target and at the critical density surface accelerates electrons into
the target, dominated by ponderomotive acceleration. (c) A sheath electric field
is formed at the rear surface of the target due to charge separation induced by
escaping electrons. The sheath ionises atoms at the surface and accelerates the
ions to multi-MeV energies over a few µm. Plasma expansion at the target front
surface also occurs.
The electric field can be estimated with Eq. 2.44 [55], based on the electron
temperature and Debye length.
Esheath ≈
kBTe
eλD
(2.44)
A sheath field of 7.1 TV−1 is calculated for kBTe ∼ 4 MeV and ne = 4.7×1022
cm−3 and is used in chapter 5.3 for calculating ionisation rates.
Other ion acceleration mechanisms are likely to begin to dominate at higher
laser intensities and these are discussed in chapter 3.
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2.9 Front surface ion acceleration
Ions can be accelerated from the target front surface due to the electric field that
forms when the electrons are swept out of the laser focal spot. The maximum
energy of the ions accelerated by this field is estimated by Sentoku et al [50] to
be of the order of the ponderomotive potential (Eq. 2.15). A laser intensity of
1×1019 Wcm−2 has a ponderomotive potential of 0.6 MeV and therefore the ions
accelerated from the front surface will have a maximum energy of a similar value.
If the target is thin enough that the front surface accelerated protons can
penetrate through to the rear surface before the sheath at the rear surface has
decayed then these ions will gain an additional acceleration boost. Assuming
the rear surface sheath extends over a distance of 2 µm and has a uniform field
strength of 2 TVm−1 [55], the additional acceleration will increase the energy of
0.6 MeV protons to 4.6 MeV.
2.10 Ionisation mechanisms
A number of ionisation mechanisms occur in laser-foil interactions. At the front
surface this is dominated by the laser and for example collisional ionisation within
the plasma, whereas at the rear surface ionisation is dominated by collisional and
electric field ionisation.
Collisional ionisation
Collisional ionisation occurs due to the fact that a large number of the accelerated
electrons that pass through the target do not escape the target, but are reflected
in the sheath field. These electrons collide with atoms and ions causing ionisation
to occur. This flow of energetic electrons also causes a much larger return flow,
though much less energetic, of electrons in the foil to balance the current in the
foil which will cause further ionisation. The collisional ionisation rate (νcol) can
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be calculated using [55, 56]:
νcol ≈ neve4pia
2
b
(
U2H
UkkbTe
)
ln
(
kbTe
Uk
)
(2.45)
where ab = 5.29 × 10−11 m is the Bohr radius, ve is the electron velocity,
and Uk and UH are the ionization potentials of the ionized species and hydrogen,
respectively.
Field Ionisation by Barrier Suppression (FIBS)
Ionisation by barrier suppression involves the sheath electric field deforming the
potential well of the atom such that it becomes shallow enough for electrons
to escape straight out of the well or allow tunnelling to occur. This is shown
schematically in Fig. 2.2.
The ionisation rate (νADK), using the ADK-model [57] for barrier suppression,
is estimated using [55]:
νADK ≈ 6.6× 10
16
(
Z2
n4.5ef
)(
10.87
Z3
3n4ef
Eat
E
)2nef−1.5
exp
[
−
2Z3
3n3ef
Eat
E
]
(2.46)
where E is the electric field of the sheath, Z is the charge state of the created
ion, Eat = 0.51 TVm
−1 is the atomic electric field and nef= Z(UH/Uk)
1/2. The
electric field required to ionise an atom to a certain charge state (Ek) is [55]:
Ek = (Uk (eV ))
2
(ε0pi
eZ
)
(2.47)
where Uk(eV ) is the ionisation potential in eV
Hegelich et al [55] showed that FIBS was the most dominant ionisation process
for ions generated at the rear surface of laser irradiated thin foils. This is discussed
later in chapter 5.3.
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Figure 2.2: The original atomic well (red lines) is deformed when an electric field
is applied across it (green) so causing the well barrier to become lower at one
section (blue line). The atom will then become ionised if the barrier has been
suppressed such that the electron is either free to escape or can tunnel out and
escape. The ADK model takes into account the tunnelling aspect of FIBS.
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Chapter 3
Laser-driven ion acceleration
3.1 Introduction
Ion acceleration has been studied since the 1960s using CO2 lasers [58] with
intensities < 1017 Wcm−2 and pulse lengths in the nanosecond regime. The ions
accelerated under these laser conditions are emitted into a large solid angle and
the trajectories of the individual protons cross significantly (poor laminarity).
These characteristics have hindered the development of applications that utilise
these ion beams, good laminarity is required for many applications so that the
beam can be imaged, transported and/or focused.
There has been renewed interest in laser-driven ion acceleration since 2000
due to the attractive characteristics of ion beams produced with ultra-short (<
ps) ultra-high intensity (I > 1018 Wcm−2) laser pulses [2–4]. Thin metallic foils
irradiated under these laser conditions produce multi-MeV ion beams, that are
highly laminar (very little trajectory crossing) and are emitted along the normal
axis of the target rear surface. Since these initial observations a large amount of
work has been devoted to characterising the source and developing applications
for these beams. This chapter presents a summary of the work, both theoretical
and experimental, that has been published in this field.
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3.2 Source Characterisation
3.2.1 Laser-driven ion beam experiments
The first measurements of highly collimated multi-MeV proton [2–4, 54] and ion
[59] beams produced from thin foil targets irradiated by ultrashort high intensity
laser pulses were published in 2000. The proton and ion beams observed had
an exponential energy spectrum, with a maximum 30◦ to 40◦ half-angle beam
divergence which decreases with increasing energy. To date, the maximum cut-
off energy observed for protons is 58 MeV [3].
The laser intensities used to investigate ion acceleration range from ∼ 1017
[60, 61] to ∼ 1021 Wcm−2 [53]. Ion acceleration as a function of a wide range
of target foil parameters has been investigated. The target thickness has ranged
from the ultrathin, tens of nanometres [62, 63], through to microns [4, 49] and
hundreds of microns thickness [3, 54, 55, 61, 64–66]. Both insulating (plastic)
and conducting (metallic) targets [3, 54, 61, 65, 67, 68], as well as targets made
up of layers of different materials [4, 55, 61, 66, 68–70] have been used to generate
ion beams. Laser-driven ion acceleration has also been investigated with metallic
wire targets [8, 71], liquid droplets [72, 73] and gas targets [74]. The highest
quality proton beams are obtained with thin metallic foil targets.
The minimum foil target thickness that can be used for any given laser system
is dependent on the laser contrast [75]. Ablative shocks induced within the target
by the ASE pedestal or pre-pulses will reach the rear surface of the target, given
enough time before the main pulse, and cause the rear surface to expand [37,
76, 77]. The expansion of the surface can be detrimental to the ion acceleration
process [62, 75]. In chapter 7.3 the effects of controlled expansion of the rear
surface on ion acceleration is investigated.
A variety of diagnostics have been used in experiments to measure the accel-
erated ions energy spectra and spatial distribution including RCF stacks [78, 79],
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nuclear activation [80, 81], CR39 nuclear particle detector [82] and Thomson
parabola spectrometers [83].
3.2.2 Theory and computer simulation
A great deal of theoretical and numerical simulation work has been conducted
to investigate the processes of ion acceleration, with the majority of the numer-
ical simulations performed using particle-in-cell (PIC) computer codes (chapter
4.4.2). Several different theoretical mechanisms have been proposed to explain
the experimental observations of high intensity laser-foil accelerated ion beams.
Mechanisms that involve large electric fields being established at target-vacuum
interfaces (surfaces) by fast electrons accelerated by the laser field, have attracted
the most attention. Electric fields are formed at the front surface due to the expul-
sion of electrons by the laser ponderomotive force, and results in ions accelerated
in both the forward and backward directions. Electrons that are driven into
the target (chapter 2.7) cause the formation of fields within the target and at the
rear surface (TNSA). The rear surface electric field accelerates ions in the forward
target normal direction (chapter 2.8). The ion beams generated in the forward
direction have attracted the most attention as these ions typically exhibit higher
beam quality and energy.
Surface electric field acceleration mechanisms
A variety of mechanisms, depending on the laser and target conditions [29, 84],
are involved in the transfer of laser energy to electrons that are accelerated into
the target as discussed in chapter 2.6.
The charge-separation induced at the critical surface by the inward accelera-
tion of fast electrons results in the formation of an electric field, which accelerates
ions from the front surface into the target [50]. Even though the fast electrons
are energetic enough that the target thickness is less than their mean free path,
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the charging up of the target that occurs as some of the fast electrons escape,
prevents the large majority of electrons from leaving the target. The electrons
that are prevented from escaping at the rear surface result in the formation of a
sheath electric field that extends over a Debye length [52, 54], which is typically
of the order of 1 µm. The accelerated ion beam has a short duration and is charge
neutralised by co-moving electrons.
As the acceleration process for relativistic laser-foil interactions is based on
charge displacement across the target, which is usually larger than a Debye
length, the assumption of quasi-neutrality cannot be made. The effect of charge-
separation was first subject to the attention of theoretical work [85–87] based on a
freely expanding plasma model [88, 89] assuming an isothermal expansion. Since
then, models have been developed to take into account the finite size of the target,
adiabatic cooling, the energy transfer between ions and electrons, and the effect of
two electron populations with different temperatures [90–92]. As the accelerated
ion beam expands into the vacuum, energy is gradually transferred from the fast
electrons to the ions, via the Coulomb force between them. The effect of this is
that the accelerating field generated by the charge-separation gradually decreases
to zero. This is not accounted for when an isothermal expansion is assumed. The
rate at which the electron temperature decreases is inversely proportional to the
square of the expansion time [93] and results in electron co-propagation with the
ions within a few hundred microns. The use of two electron temperatures in
the model is also important as there are two distinct electron populations, the
fast electrons accelerated by the laser and the background electrons that are not
directly accelerated by the laser [43, 46, 94] as described in chapter 2.7.
The formation and characteristics of the accelerating sheath E-field are depen-
dent on the spatial distribution of the fast electrons that reach the rear surface,
and therefore the acceleration is dependent on the electron transport through the
target. An understanding of the electron transport in overdense plasmas is vitally
29
important for ion beam optimisation. However, electron transport is difficult to
measure experimentally, and therefore heavily reliant on both theoretical and
computer modelling work [44, 95–100]. Both experimental and computational
results have indicated that the maximum proton energy increases as the thick-
ness of the target is decreased [49–51]. This is attributed to the recirculation of
electrons as described in chapter 2.7. Recirculation results in an enhancement of
the electron density at each surface, resulting in higher electric fields, which in
turn accelerate ions to higher maximum energies.
Theoretical considerations indicate that the ions accelerated from the front
surface of the target in the forward direction are less energetic than ions acceler-
ated in the forward direction from the target rear surface. The ions accelerated
from the front, laser-irradiated, surface of the target (chapter 2.9) are predicted
to reach energies per ion charge (Z) that are of the order of the laser pondero-
motive potential (φpond) [50]. The maximum energy for ions accelerated from the
rear surface of the target is estimated by Mora [85] using Eq. 3.1 [101]:
Emax/rear
Z
∼ 2φpond
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where ωpi is the ion plasma frequency and t is the acceleration time (roughly
the laser pulse duration [102]). If the target is thin enough, such that the front
surface accelerated ions are able to reach the rear surface before the electric field
has decayed, then these ions will receive an acceleration boost by the field [103].
3.2.3 Identifying the dominant acceleration mechanisms
experimentally
Two, seemingly conflicting, views have emerged regarding whether the most ener-
getic protons originate at the front surface [2, 4, 104] or rear surface [3, 54, 69] of
the target, based on interpretation of experimental measurements made on differ-
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ent laser systems. The rear surface explanation was found to be consistent with
proton acceleration observed on the Nova petawatt laser, where a wedge target
was used to demonstrate the ion emission along the target normal of the two rear
surfaces of the wedge [3]. An annular ring structure in the ion beam observed by
Clark et al [2] was interpreted as a deflection of the protons by magnetic fields
within the body of the target, implying a front surface origin for the ions.
Several experiments have been conducted to isolate the origin and therefore
the mechanism of the proton acceleration. Mackinnon et al [69] observed the
removal of the high energy part of the proton beam generated when a laser
ablated pre-plasma was created at the target rear surface. This was interpreted
as rear surface acceleration. Nemoto et al [104] demonstrated front surface ion
acceleration through the use of deuterated targets and measuring the different
nuclear reactions that deuterons and protons cause. In later experiments two
different components of the forward directed ions have been identified, from the
front surface and from the rear surfaces [105, 106]. Allen et al [105] used an ion
gun (a device that bombards a surface to remove layers of material) to clean one
surface at a time and observed the proton beam generated for each case. Fuchs et
al [106, 107] used activation measurement techniques to identify deuterons that
were deposited on one surface at a time. It was found in both experiments that
the rear surface emission was the dominate source of ions with maximum energy
being significantly higher than that for ions measured originating from the front
surface. For Fuchs et al, for example the maximum energies detected were 8 MeV
protons from the front surface and 27 MeV from the rear surface [107].
3.2.4 Ion acceleration characteristics
The various acceleration mechanisms have been studied in detail with PIC com-
puter simulations [50, 67, 102, 108–116]. The PIC simulations show that during
plasma expansion, the electrons move first, giving rise to field acceleration of pro-
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tons and finally heavier ions. The electric field experienced by the heavier ions is
weaker than that accelerating the protons due to charge screening. Simulations
also show that the forward accelerated protons from the front surface have much
lower energies than the protons sourced from the rear surface [67, 109] for laser
intensities in the range of 1017 to 1019 Wcm−2, in agreement with experimen-
tal measurements. It has also been shown that the conversion efficiency of laser
energy into ion energy is higher for rear-surface acceleration than front surface
acceleration [109]. Sentoku et al have reported 8% and 2% conversion efficiency
for rear and front surface acceleration respectively [50]. Experiments confirm
that protons are preferentially accelerated in laser-foil interactions due to their
high charge-to-mass ratio and the presence of hydrogen in contaminant layers on
the target surfaces [55, 58, 105]. The energies of protons emitted in the forward
(relative to laser propagation direction) and the backward directions have been
measured and has been reported that the backward propagating ions generally
have a lower maximum energy than those accelerated forward [81].
Esirkepov et al carried out 3D PIC simulations in which a high-Z target is
coated on the rear surface with a thin layer of lighter ions [115]. The diameters
of the laser pulse, high-Z (gold) target layer and low-Z (protons) target layer
are 12λ, 10λ and 5λ respectively. The key result from these simulations is that
the proton energy spectrum is peaked around an energy much higher than the
maximum energy for the gold ions, which also retain the typical quasi-thermal
distribution. As the proton layer is very thin and has a much smaller diameter
than the laser pulse, the electric field experienced by the protons is close to
uniform, resulting in a narrow proton energy distribution. Proton beams with a
quasi-monoenergetic spectrum have been measured from targets which have been
cleaned by laser ablation, except for a small area directly opposite the laser focus
[70]. With the physical extent of this region being smaller than the accelerating
sheath these experimental measurements are in agreement qualitatively with the
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3D simulations conducted by Esirkepov et al [115].
Figure 3.1: (a) Maximum proton energy from laser-irradiated thin (5 to 100 µm)
metal (Al or Cu) targets for different experiments as a function of the laser pulse
duration and for three different ranges of laser irradiances. (b) Same but as a
function of the laser irradiance and for three ranges of pulse durations. References
are as follows: LOA [12], Janusp [49], LULI [106], RAL PW [53, 81], Nova PW [3],
RAL Vulcan [11, 65], Osaka [67], CUOS [117], MPQ [75], Tokyo [118], ASTRA
[119], and Yokohama [120].
Experimental measurements of the maximum proton energy as a function of
laser parameters, including pulse duration and irradiance, using various laser sys-
tems are summarised by Borghesi et al [101]. Fig. 3.1 reproduces the relevant
plots, updated to include more recent measurements. It is found that the maxi-
mum proton energy increases with the irradiance of the laser. For relatively long
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pulse lengths of 300 fs to 1 ps the proton energy increases as the square root of
irradiance ∝ (Iλ2)1/2, while for short pulse lengths (< 150 fs) the proton energy
increases in proportion to the laser irradiance ∝ (Iλ2). The conversion efficiency
is also observed to increase with irradiance. The point of common reference used
by Borghesi et al to compare different energy spectral ranges is a 1 MeV wide
energy bin with a mid-energy of 10 MeV. The highest energy protons measured
from a laser-foil interaction, 58 MeV, was achieved on the Nova Petawatt laser
[3, 54] with an intensity of 3× 1020 Wcm−2 with a 100 µm plastic foil target.
3.2.5 Generation of ‘heavy’ ion beams
As mentioned earlier the dominant ion species [3] accelerated, regardless of ma-
terial, from thin foils are protons due to the high charge-to-mass ratio of the
proton and the presence of hydrogen on the surfaces of the target foils, in the
form of water vapour and hydrocarbons. The presence of large numbers of pro-
tons inhibits the acceleration of heavier ions due to charge screening reducing the
electric field experienced by these ions. To efficiently accelerate heavier ions, the
removal of hydrogen and light elements (oxygen and carbon) is required. The
observation of energetic (4 MeV/nucleon) heavy ion acceleration in the backward
direction was observed by Clark et al [59] in 2000, and the efficient acceleration
of energetic (> 5 MeV/nucleon) ions in the forward direction was demonstrated
later by Hegelich et al [55].
The first attempt to remove hydrogen containing layers involved resistively
heating carbon-coated Al targets. A partial removal of the hydrogen (protons
were still detected) was achieved and carbon acceleration was significantly en-
hanced [8]. To remove the hydrogen contaminants completely requires the target
foil to be heated to very high temperatures (∼ 1000 ◦C). To achieve this, tar-
gets made of tungsten were used due to their high meltng point (> 1200 ◦C)
[55, 64, 66, 81, 121]. Other cleaning techniques employed include laser-ablation
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[70] and ion gun cleaning [105]. Laser ablation of the rear surface requires careful
control of the laser intensity and timing with respect to the acceleration driver
laser pulse. The ion gun is used to bombard the target surface with ions (e.g.
Ar) to remove target surface layers.
The energy spectra and detected charge states of accelerated heavy ions can
be used to obtain useful and important information about the acceleration sheath.
As the dominant ionisation mechanism at the rear surface is field ionisation
(rather than collisional ionisation) [55], the charge states observed enable upper
and lower limits on the peak electric field to be calculated [55]. The maximum
observed proton energy can also be used to make estimates of the lower limits of
time and distance that the acceleration occurs over [55]. Brambrink et al [122]
demonstrated that the divergence angle of the ion beam is narrower than that
measured for protons. From this measurement the overall shape of the sheath
and its development as a function of time was inferred.
3.2.6 Emittance and sheath characterisation
As rear surface acceleration has been found to be the dominant mechanism at the
laser intensities available at present, the characteristics of these ion beams have
been investigated for application development.
The ions accelerated by the sheath on the rear surface can be used to determine
properties of the sheath. It has been demonstrated by Roth et al [123] that
the proton beam spatial and divergence properties is dependent on the laser
spot distribution. It was found that an elliptical laser spot generated a proton
beam that at the detector was also elliptical in shape, but with the major axis
perpendicular to that of the laser spot. It has also been shown that the structure
of the target rear surface also affects the ion beam generated. If the target is a
wire, with an outwards curvature, it is observed that the proton beam is stretched
in the axis perpendicular to the wire axis [8]. Also, an imprint of micron sized
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structure on the surface of the target was measured in the spatial intensity profile
of the proton beam [8, 123]. Fuchs et al [100] demonstrated that if the laser focal
spot distribution and target surface quality are very smooth, a proton beam with
a sharp circular boundary and Gaussian dose distribution is produced. The sharp
boundary of the beam is interpreted as resulting from the inflexion point in the
Gaussian sheath distribution defining the maximum divergence. This is shown
schematically in Fig. 3.2. This Gaussian shaped sheath has been observed in an
experiment where one laser-driven proton beam was used to probe the sheath
generated on a second laser irradiated target [5].
Figure 3.2: A schematic of a Gaussian sheath showing the maximum divergence
at the inflexion point. The red arrows indicate the direction of protons accelerated
by the sheath from different locations along the sheath.
The mapping of target structure into the proton beam is due to the acceler-
ating sheath following the local contours of the target surface and can be used
as a diagnostic of the proton source. Using targets with a known modulated
structure [7, 123] enables the proton source size to be calculated by sampling the
modulation in the spatial intensity profile of the beam. The size of the ion source
measured by Roth et al [123] was found to be energy dependent. For 3 MeV
protons the source is measured to be 230 µm and for 10 MeV protons the source
size decreases to 80 µm. The size of the emission region can also be estimated
using a knife edge diagnostic [124] or mesh imprinted grid of known position [125].
Schreiber et al [124], using the knife edge technique to measure the source size
of ions from heated targets, found for C3+ , that the source size is 400 µm at 1
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MeV and 90 µm at 4 MeV. Borghesi et al [125] measured the proton source size
to be ∼ 200 µm diameter using the mesh technique.
The laminarity of the proton beam can be characterised by the transverse
emittance, which is dependent on the source size and divergence of the proton
beam. The emittance of an ion beam is proportional to the volume of the ellipsode
in phase-space that contains the particle distribution. The phase-space volume
of the ellipsode is conserved if the ion beam is perfectly collimated or can be
focused to a single point, i.e. there are no crossing of ion trajectories within the
beam [7]. Using a target with a modulated rear surface the transverse emittance
of the proton beam can be calculated, as described by Cowan et al [7]. Laser-
driven proton beams with a very low emittance, less than 0.004 mm ·mrad, have
been measured. This implies a very high degree of laminarity which makes it
possible to treat the proton beam as a point source (< 10 µm [125]) that can
also be focused. The idea of shaping the target can be taken a step further. By
curving the entire target the emitted protons pass through a focal point at or
near the radius of curvature. This has been demonstrated by Patel et al [10].
Other attempts have been made to focus and/or collimate the proton beam using
transient electric fields on the target [126] or by using a separate post target
cylinder irradiated by a second laser [127].
3.3 Other ion acceleration mechanisms
3.3.1 Collisionless shock acceleration
Another laser-driven acceleration mechanism that has been studied theoretically
for the laser intensities available at present is ion acceleration by collisionless
shocks [128–133]. The ponderomotive force of the laser drives back the critical
density surface in the expanding plasma at the front of the target which can result
in an ion acoustic wave that evolves into an electrostatic shock. The electrostatic
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shock reflects and accelerates ions that are directly in front of its propagation. A
plateau in the ion spectra near the maximum ion energy provides a signature of
the collisionless shock acceleration mechanism [130].
3.3.2 Radiation pressure driven acceleration
A new mechanism of ion acceleration, called radiation pressure acceleration (RPA),
is predicted to occur at intensities of the order of 1022 Wcm−2 and above (for lin-
early polarised pulses). There are two regimes of RPA: these are light sail [116]
and hole boring [134]. The light sail regime relies on accelerating the bulk of an
ultrathin target, while maintaining critical densities for the duration of the ac-
celeration. The ions are accelerated by the space-charge force formed as a result
of the bulk displacement of electrons by the laser. This is expected to produce
a nearly perfect monoenergetic spectrum. The second regime is hole boring, this
accelerates ion bunches from the front surface of targets at ultrahigh intensities
and involves the use of radiation pressure to accelerate the ions. The accelerated
ions propagate through the target and emerge at the rear surface. The force that
accelerates the ions is still the charge-separation force resulting from electron
displacement, but limited to the area within the laser focal spot. The energy
spectrum produced from this regime is expected to peak at high energies. Robin-
son et al have shown theoretically that the required laser intensity for RPA can
be relaxed to the range 1020 to 1021 Wcm−2 [135] by using circular polarised laser
pulses (instead of linear).
3.4 Applications of laser-driven ion beams
This section of the chapter discusses the published research on the applications of
laser-driven ion beams. The applications that have been successfully implemented
at present, radiography and imaging, are discussed first. Next, applications that
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have been demonstrated in proof of principle experiments are discussed, including
ion heating of matter and ion induced nuclear reactions. Finally, applications that
laser-driven ion beams could potentially be used for, such as hadron therapy and
fast ignition fusion heating, but that require more research and development to
implement, are discussed. Table 3.1 [101] summarises the beam properties desired
for the various applications.
Application Beam requirements
Radiography (imaging density variation) Low emittance
Short duration
High energy
Proton probing (E-field mapping) Low emittance
Short duration
Broad energy spectra
Matter heating Low emittance
Can focus
High flux
Adjustable energy spectrum
Short duration
PET isotope (positron emission tomography) High energy
High flux
High repetition rate
Fast ignition heating Low emittance
Can focus
High flux
Hadrontherapy (cancer treatment) Narrow energy spread
High energy
Co-moving electrons removed
Dose control
Moderate repetition rate
Industrial (lithography) Monochromatic beam
High repetition rate
High current
Co-moving electrons removed
Accelerator ion injector Very low emittance
High flux
Narrow energy spread
High repetition rate
Table 3.1: The ion beam requirements for different applications. Reproduced
from reference [101].
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3.4.1 Proton beam probing and imaging
Quasi-monochromatic ion beams from ‘conventional’ RF accelerator systems, e.g.
cyclotron, are commonly used for detecting and analysing density variations in
samples [136]. This is done by utilising the energy loss properties of ions passing
through materials of different densities. Ion beams from conventional accelerators
have also been used to measure electric fields in plasmas by the deflection of
the ions [137], though in practise the difficulties and costs involved in coupling
external ion beams to high energy plasma experiments inhibit this.
The generation of laser-driven proton beams with high spatial quality and a
high degree of laminarity enables imaging of dynamic plasma interactions to be
carried out. As noted earlier (section 3.2.6) the proton beam can be traced back to
a virtual point like source (transverse extent < 10 µm) in front of the target. This
enables the proton beam to be used for imaging with a high spatial resolution.
The broad energy spectrum of the proton beam is a useful characteristic for
an imaging application when coupled with the fact that all proton energies are
generated over a short, picosecond, time period. Using time of flight spreading
of the proton beam, different proton energies probe different time periods of
the interaction. With the use of RCF stacks to detect the protons, where each
layer of the stack corresponds to the proton spatial intensity distribution for a
different energy, a high temporal resolution can be achieved [6]. The magnitude
of the electric field can be inferred from the deflection of the probing proton beam
imprinted with a mesh pattern [9]. This is demonstrated by Romagnani et al [5]
with measurement of the expanding sheath and ion front at the rear surface of a
laser-foil interaction.
Roth et al [8] have demonstrated the generation of images mapping the areal
density of a target and backlighting of thick Au grids using laser-driven proton
beams has been demonstrated by Cobble et al [138]. Radiography of objects
much thinner than the stopping range of the protons has also been done with the
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imprinting of a mesh pattern into the spatial distribution [125, 139]. The proton
imaging of shock fronts propagating in overdense plasmas and the breaking out
of these shocks has also been investigated [139, 140].
3.4.2 Proton heating of matter
Investigations involving controlled heating of matter in laboratory conditions are
important as they enable the measurement of fundamental material properties
such as the equation of state and the opacity, which are needed to benchmark
theoretical plasma models. The ideal conditions for these measurements would
be a uniformly heated plasma that is in a single temperature and density state.
To achieve this the heating of the plasma has to be extremely rapid and uniform.
This type of heating is isochoric.
The heating of materials with ions has been demonstrated with beams from
‘conventional’ RF accelerators [141] and pulsed electrical sources [142]. However,
due to the relatively long pulse duration of these beams, substantial hydrody-
namic expansion occurs during heating. This problem is reduced if the heating
can be done with laser-driven ion beams, as the pulse duration of the ion beams
generated are on a picosecond time-scale (at the ion source) [5, 6] rather than
nanoseconds. The first demonstration of laser-driven proton heating was pub-
lished by Patel et al [10]. Protons generated from one Al foil were used to heat
a second Al foil a short separation away, and the thermal emission measured.
Two different arrangements were used for the first, beam generating, foil: a flat
foil and a curved foil with the second foil position at the centre of the radius of
curvature. The use of the curved foil demonstrated that the proton beam could
be focused and enhanced heating (23 eV) achieved in a smaller volume, compared
to heating with protons generated from the flat foil (4 eV). It was found that the
heating by the proton beam was volumetric but not uniform, because an intrinsic
gradient in the heating occurs due to the broad exponential energy spectra of the
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proton beam generated.
3.4.3 Ion beam initiated nuclear reactions
Ion-induced activation of a material irradiated by a laser-driven ion beam can
be used to diagnose properties of the beam. Measuring the resulting β+ decay
of 63Zn from the 63Cu(p, n)63Zn reaction in copper enables quantification of the
proton numbers, and the construction of an energy spectrum when the measure-
ments are taken and combined for stacked Cu samples [11, 143]. It has also been
demonstrated that a single Cu layer can be used to construct the proton energy
spectrum from measurements that take account of a range of proton induced
nuclear reactions with cross sections peaked at different energies [144].
McKenna et al [81, 121, 145] have shown that protons and heavier ion beams
generated by a laser-foil interaction can be diagnosed, for the same laser shot, from
the nuclear reactions and excitations that occur in secondary targets irradiated
with the ion beams. The radionuclides produced result from the creation of
compound nuclei in excited states that then de-excite by evaporation of protons,
neutrons and alpha particles. The precise energy of gamma rays emitted from
targets are then measured. Knowledge of the cross-sections and stopping ranges
of ions enables quantitative measurements of the ion beams to be determined.
Secondary reactions of interest to nuclear spallation physics, where the inelastic
collision of a high energy proton and a heavy nucleus results in multiple secondary
particles, have also been investigated [146].
Positron emission tomography uses low-Z isotopes that emit positrons bound
to a pharmaceutical to trace the uptake of the pharmaceutical in the body. Trac-
ing of the pharmaceutical and imaging of areas of the body that metabolise the
pharmaceutical is done by the detection of counter-propagating gamma rays pro-
duced from electron-positron annihilation. The isotopes used, typically 11C, 13N
and 15O, for PET are short lived and need to be made near to where they will
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be used. Proof of principle experiments have been conducted on the produc-
tion of the appropriate isotopes using laser-driven proton beams [11–14] but the
activities currently produced are too low for practical use in medicine.
3.4.4 Proton assisted fast ignition
The Fast ignition approach to inertial confinement fusion separates the compres-
sion and heating phases. The compression phase would be done using long pulse
(nanoseconds) laser beams. The heating phase is simply heating the compressed
matter to temperatures that will achieve fusion. Possible ways of doing this are
direct heating with a short high intensity laser pulse, electron beam or by using
beams of ions. With the discovery of laser-driven ion beams, the use of these
beams, specifically protons, in the fast ignition heating phase has been investi-
gated [21–23].
Proton beams are able to penetrate much deeper into the target than laser
pulses to deliver their energy to the high density centre of the target where the hot
spot for the fusion process will be formed. Another advantage of using ions is the
characteristic Bragg peak in their stopping ranges, where a significant proportion
of the energy of an ion is deposited at the end of their range. The main advantage
of protons over electrons is the greater control over their stopping. The proton
beams would need to be accelerated from an appropriately curved foil such that
the generated proton beam is focused, as demonstrated by Patel et al [10], to the
point in the target where the energy is to be deposited.
Another important consideration is that the aim is to deposit all or the ma-
jority of the proton beam energy into a central hotspot. Initially it was assumed
that a monochromatic proton beam would be the best for this, but numerical
simulations by Temporal et al [22] have shown that this is not true. The reason
for this is that the stopping power of the target decreases with increasing plasma
temperature, such that the highest energy protons heat the plasma enough to
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increase the penetration range of the lower energy protons that arrive later. This
means that an exponential energy spectrum, like the one generated by target
normal sheath acceleration, is more favourable. For proton assisted fast ignition,
Temporal et al [22] calculate that a proton beam containing ∼ 26 kJ with an
effective temperature of 3 MeV would be needed. Note also, that higher energy
protons lead to target preheating, which is a disadvantage.
3.4.5 Hadrontherapy
Hadrontherapy [147–151] is radiotherapy that uses protons, neutrons or ions such
as carbon to irradiate cancer tumours. The use of ions for radiotherapy has
several advantages over the more widely used X-ray based radiotherapy. These
advantages are the fixed stopping range of ions, such that irradiation of tissue
behind the tumour due to overshooting is reduced, and the fact that a significant
amount of an ions energy is deposited at the end of its range in the Bragg peak
and therefore minimises irradiation of healthy tissue preceding the tumour.
Currently there are a limited number of facilities in operation or in construc-
tion for hadrontherapy that use ‘conventional’ accelerators [152, 153]. These
are currently expensive to build, with a significant cost being the deployment
gantries which enable multi-directional irradiation of a stationary patient. The
proton energy range required for hadrontherapy is between 60 MeV and 250 MeV,
depending on the location of the tumour.
Laser-driven ion beams have been suggested as an alternative [15–19] to con-
ventional accelerators for radiotherapy because of potential advantages in com-
pactness and cost. There are two schemes of using laser-driven ion beams. One
is to use them as an ion injector with a high efficiency for a more conventional
accelerator [20] and the second involves replacing the conventional accelerator
entirely [15]. Due to the broad energy range and divergence of currently gener-
ated ion beams, a method of selecting ion energies and collimating the beam is
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required and has been investigated by Fourkal et al [154, 155] and Schollmeier et
al [156]. Systems in which the ion beam is generated in the treatment room have
also been suggested [15]. However this would require greater control over the ion
acceleration source and beam energy spread and divergence properties.
3.4.6 Industrial applications
Industrial applications where laser-driven ion beams are of interest include ion im-
plantation in substrates and manufacturing techniques such as lithography and
micro-machining [24–27]. Due to the fixed stopping range of ions of a specific
energy and the Bragg peak (which are advantages that lend themselves to 3D
patterning [157, 158]), for laser-driven ion beams to be used the use of energy se-
lection and collimation devices would be required, or the development of methods
to suitably control the ion source.
3.5 Summary
The field of ion acceleration generated by ultra-short, ultra-high intensity lasers
has grown rapidly since the first observations published in 2000 demonstrating
multi-MeV proton and heavier ion beams. Research in the field is now focused
towards the optimisation, control and application of these beams. With multi-
ple laser systems coming online with Petawatt intensities, and plans for multi-
Petawatt laser systems [159], this research field and applications will expand
further.
TNSA remains the main acceleration mechanism responsible for ion accelera-
tion at the laser intensities presently available. The work presented in this thesis
is focused on the optimisation and control of ion beams generated via this mecha-
nism. The motivation for this is the requirements needed for application of these
ion beams.
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Chapter 4
Methods
4.1 Introduction
This chapter describes the laser systems, diagnostics and numerical computer
codes that are used to obtain the results presented in chapters 5-7.
4.2 Laser systems
The laser systems used are the Vulcan laser, at the Central Laser Facility at
Rutherford Appleton Laboratory and the multi-TW laser system at the Lund
Laser Centre, Lund University. This section introduces these two laser systems
and then goes on to discuss in more detail laser contrast, including Amplified
Spontaneous Emission (ASE), which can greatly affect the laser-target interaction
through the generation of a pre-plasma. Next, plasma mirrors are discussed and
their use in reducing the ASE and pre-pulse of a high power laser pulse.
4.2.1 The Vulcan laser
The Vulcan laser is a Nd:glass laser consisting of 8 beam lines and can deliver
different configurations of these beams into three target areas: Target Area East
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(TAE), Target Area West (TAW) and Target Area Petawatt (TAP). In TAE the
main interaction beams are long pulse beams with a minimum pulse length of 80
ps and hundreds of joules of energy. Configurations which utilise all 8 beam lines
can be employed. TAE was not used in any of the experiments presented in this
thesis and will not be discussed further. TAW and TAP are the two short-pulse
high-intensity laser areas and were both used during various experiments, and
are discussed in more detail. Fig. 4.1 shows the layout of Vulcan and the three
target areas.
Figure 4.1: The layout of the Vulcan laser and the three target areas
(www.clf.rl.ac.uk).
In TAW it is possibe to use 6 of the 8 beams as nanosecond long pulse beams,
delivering up to 200 J each. There is a high degree of flexibility for the beam
path layout going into the target chamber. One of the other two beams is used as
the main interaction beam and is able to deliver, via chirped pulse amplification
(CPA) [1, 160], 100 J onto target in a 1 ps pulse duration. The eighth beam is
typically used as an optical probe diagnostic and has a minimum pulse length of
10 ps, produced by CPA pulse compression in air. This beam line has recently
been upgraded to deliver 500 J in 10 ps. The central wavelength, λ = 1053 nm,
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is the same for all beams going into the area.
TAP is configured to use two beam lines; one is an ultra-high intensity 1 PW
(1015 W) beam (that gives the target area it’s name) and the second beam is
a nanosecond long pulse beam (one of the Vulcan main six nanosecond beams).
The first experiment using the nanosecond beam in TAP is reported in chapter
7. The petawatt beam is able to deliver 500 J in 500 fs through the use of optical
parametric chirped pulse amplification (OPCPA) [161–163]. On the 5th October
2004 the Petawatt laser achieved a Guinness World Record by delivering 1.03 PW
(423 J in 410 fs) and achieved an intensity of 1.06 × 1021 Wcm−2. In 2007 the
TAP area was upgraded to make it possible to deliver one of the 6 nanosecond
long pulse beams into the area, with a maximum deliverable energy of 200 J. The
central wavelength for the Petawatt beam is slightly longer at λ = 1054 nm, due
to a different amplifier configuration.
For each target area in Vulcan there is a separate short-pulse oscillator [164],
with each oscillator utilising a different method of mode locking to produce the
ultra-short seed pulses needed for both CPA and OPCPA.
TAW oscillator
The laser source for the TAW beam line is a SEmiconductor Saturable Absorber
Mirror (SESAM) [165] oscillator with the active medium being Nd:glass. The
reflectivity of the saturable absorber mirror is dependent on the incident laser
intensity. At low intensities, such as continuous wave (CW), the laser light is ab-
sorbed by the SESAM. At higher intensities the absorber becomes saturated with
laser light and becomes reflective allowing random high-intensity short-pulses of
light to be reflected. These short-pulses are amplified further after each pass
through the laser cavity. A part of each pulse is transmitted at one end of the
cavity by an output coupler resulting in a usable seed pulse. The SESAM oscil-
lator produces 1 nJ pulses with a duration of 120 fs from a 80 MHz cavity.
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TAP oscillator
A Ti:sapphire Kerr Lens Modelocked (KLM) oscillator [166] is used as the source
seed pulse for the Petawatt laser. This oscillator utilises a passive mode-locking
method based on the non-linear Kerr effect in the laser medium. The effective
refractive index (η) within the laser medium is dependent on the laser intensity
I and its effect on the non-linear refractive index component (η2I):
η = η0 + η2I (4.1)
Because the beam has a non-uniform intensity distribution, with higher in-
tensity on-axis than in the wings, the Kerr effect leads to self-focusing of the
beam (same principle as that in plasmas and discussed in chapter 2.5). Using an
aperture in the laser axis, inside the laser cavity, makes it possible to discriminate
in favour of high-intensity pulses that can be amplified further. This oscillator
produces seed pulses of 5 nJ with a pulse length of 120 fs at a frequency of 80
MHz and has a bandwidth of 15 nm centred at 1053 nm [167].
Chirped pulse amplification - TAW
To achieve ultra-high intensities in TAW, CPA [1, 168] is used. The maximum
energy that can be delivered by a laser system is limited by the damage threshold
of its optical components, specifically the amplifier crystals. To prevent damage
to the amplifier crystals without using CPA means expanding the area of the
laser beam, resulting in the need for larger optics which become prohibitively
expensive.
CPA gets around this by lengthening the pulse for amplification and transport
to the target areas. The pulse is then re-compressed, with a minimum number of
reflective optics before reaching target, to get a high power pulse.
The seed pulse is stretched using a double pass refractive confocal telescopic
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stretcher [164] which disperses the frequency components of the pulse over dif-
ferent optical path lengths using a pair of diffraction gratings. The result is a
chirped pulse with a frequency that varies linearly with a total pulse length of
∼ 100 ps. This pulse can then be safely amplified through a series of Nd:glass
rod and disc amplifiers. The beam first passes through the rod amplifiers with
gradually increasing beam diameter of 9 mm, 16 mm, 25 mm and 45 mm. The
final amplification is then carried out with a pair of disc amplifiers with diameters
of 108 mm and 150 mm. At various stages along the beam line the laser is focused
through a vacuum spatial filter (VSF, aperture in vacuum) which removes any
part of the beam that does not have the correct divergence. The final stage of
CPA is re-compressing the pulse with another pair of diffraction gratings that are
a similar match to the first pair, but scaled up in size and with slight differences
in alignment to account for aberrations in the system. The final result is a 1 ps
pulse with an energy onto target of ∼ 100 J, generated from a 170 fs, 1 nJ pulse.
The limiting factor for the maximum deliverable energy is the coatings on the
gratings rather than the amplifiers.
Within the target chamber the pulse is focussed using an off-axis parabola
with an effective f/4 achieving FWHM (Full Width Half Maximum) focal spots
of 9 µm. This gives peak intensities of ∼ 7 × 1019 Wcm−2, assuming half the
laser energy is contained in the central spot. Results are presented in chapter 7.2
where the TAW arm of Vulcan is used.
Optical Parametric CPA (OPCPA) - TAP
Conventional amplification in Nd:glass is typically affected by gain-narrowing
[169] which limits the pulse bandwidth and so limiting the shortest pulse length
achievable. To avoid this restriction the Vulcan Petawatt beam line uses OPCPA
[162, 163] to increase the frequency bandwidth during a pre-amplification stage
and therefore reducing the minimum pulse length possible for the system.
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The seed pulse is first stretched, by a four-pass Offner stretcher, to 2.4 ns [167]
and is then sent through the optical parametric amplifier (OPA). The OPA works
by mixing the seed pulse with a frequency doubled, 200 − 300 mJ, 4.5 ns pump
pulse [170] generated by an Nd:YAG laser. The system is designed so that the
maximum bandwidth transmitted through the system is 18 nm which is a factor
of 4.5 greater than the minimum required for a 500 fs pulse. The amplification
mixing of the pump and seed pulses occurs in β-Barium Borate, a non-linear
medium, with a total gain greater than 107. The amplification occurs over three
single pass stages which ensures a low level of amplified spontaneous emission.
The pulse is then passed through the stretcher for a second time to stretch the
pulse to 4.8 ns [167].
The main amplification stage for the Petawatt beam uses a combination of
Nd:silicate and Nd:phosphate amplifiers [171]. The mixed glass is used to reduce
the effect of bandwidth narrowing and results in a central laser wavelength of
λ = 1054.5 nm. The pulse is first passed through 9 mm and 16 mm Nd:silicate
rod amplifiers to deliver an initial high gain. The pulse is then passed through
the amplifiers of the main Vulcan short-pulse beam line with the 25 mm and 45
mm Nd:phosphate rod amplifiers and the 108 mm and 150 mm disc amplifiers. A
mirror that slides in re-directs the beam through three more disc amplifiers with
diameters equal to 208 mm. After this final stage the pulse energy is ∼ 650 J,
before entering the target area where it is re-compressed. Wave front errors that
are introduced into the beam during propagation through the optical chain are
corrected for by an adaptive optics (AO) system [172]. This consists of a 120 mm
deformable mirror, positioned after the rod amplifiers, but before the disc ampli-
fiers, that adapts to slowly varying aberrations using a feedback loop mechanism
based on wave front measurements made at the end of the amplification chain.
Correcting the wave front errors enables improved pulse compression and final
focusing onto target.
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During the experiment conducted on TAP, which the results are discussed in
chapter 7.2, the Nd:silicate section of the Petawatt beam line suffered from prob-
lems which meant that only Nd:phosphate amplifiers were used. This increased
the typical pulse length from 500− 600 fs to ∼ 1 ps, the maximum energy avail-
able was similar through driving the Nd:phosphate amplifiers harder to achieve
greater gain.
Inside TAP the amplified pulse is compressed under vacuum to 500 fs by a
pair of 1480 lines/mm gratings with an energy transmission efficiency of ∼ 60%.
The diameter of the gratings is 940 mm, which enables the beam to be expanded
to a large diameter so that the energy per area is below the damage threshold
of the gratings. The beam is then passed into the target chamber with a final
diameter of 600 mm and is focused onto target with an f/3 off-axis parabola. The
spot size of the focused beam at FWHM is ∼ 5 µm which gives a peak intensity
of ∼ 2× 1021 Wcm−2.
4.2.2 The Lund laser
The multi-terawatt laser at the Lund Laser Centre in Sweden is Ti:Sapphire
based and operates at 10 Hz with a central wavelength of 800 nm and delivers
pulses of 35 fs duration. A synchronised longer pulse beam is also available for
experiments. The 5 nJ seed pulse for the main CPA beam line is generated by
a Kerr-lens modelocked oscillator. These pulses are amplified via a multi-pass
configuration and then passed through a saturable absorber (10% transmission)
which removes or reduces the energy contained in any pre-pulses or amplified
spontaneous emission (ASE). The pulses are then stretched to ∼ 300 ps, using a
grating based stretcher. One of the pulses, energy > 10 nJ, is then singled out and
passed through a three stage amplification line. The first stage is a regenerative
amplifier and the other two stages are both multi-pass amplifiers, the second one
being cryogenically cooled. The beam is then expanded to a diameter of 50 mm
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and sent through a grating compressor under vacuum to get the final main pulse.
Between the last two amplification stages a VSF is used to improve the beam
profile. The amplifiers are pumped with frequency doubled Q-switched Nd:YAG
lasers with a total pump energy of ∼ 7 J at λ = 532 nm.
The second beam line can be used to deliver either a relatively short or a
long pulse. The short pulse is sourced from the main pulse before the last pass
in the final amplifier, with a maximum energy of ∼ 500 mJ, and is either left
uncompressed (300 ps) or compressed in a separate compressor in air to sub 100
fs duration. The longer pulse (nanoseconds) is sourced from one of the pump
lasers, Q-switched Nd:YAG, where a fraction of the energy (50 mJ) is sent to the
target chamber.
4.2.3 Amplified Spontaneous Emission (ASE) - Contrast
The intensity contrast of an ultra-high intensity laser pulse is an important pa-
rameter in laser-plasma interactions. The contrast is defined as the ratio between
the intensity of the main pulse and the intensity of the pedestal that precedes
it. Typically, the intensity contrast is quoted at two values, one where the main
pulse is compared with the pedestal intensity tens of picoseconds prior to the
main pulse, and the other where the pedestal intensity nanoseconds before the
main pulse is used. A poor or low level contrast pulse results in target preheating
and shock disruption of thin targets before the main part of the pulse arrives.
This affects the laser-target interaction. The higher the peak intensity of the
main pulse the higher the contrast needs to be to minimise these effects. This is
discussed chapter 7.2.
The main factors that affect the contrast of a laser system is the amplified
spontaneous emission, where stray laser light is amplified, and uncompensated
dispersion, a part of the main pulse that was not fully compressed. Fig. 4.2 shows
schematically the different components that a laser pulse is typically composed
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of. The length of the ASE pedestal is determined mainly by pockel cell gating and
the uncompensated dispersion is on the order of the uncompressed main pulse.
Figure 4.2: Schematic of a high intensity laser pulse propagating from left to
right. Propagating ahead of the main pulse is the ASE pedestal, pre-pulses and
the uncompensated dispersion. All three components will lead to the generation
of a pre-plasma at the target surface before the main pulse arrives on target.
The contrast on a nanosecond time scale can be measured using a fast diode
and on a picosecond time scale is typically measured with a third order autocorre-
lator [173]. On the Vulcan Petawatt beam the nanosecond contrast was measured
to be ∼ 4 × 108 at 2 ns [174] and ∼ 106 at 60 ps before the main pulse [175].
On the Lund laser the nanosecond contrast is measured to be ∼ 108 at 2 ns and
∼ 108 at 100 ps [176].
4.2.4 Plasma mirror
A plasma mirror [177–179] can be used to enhance the contrast of a laser pulse
at the expense of a large fraction of the laser energy. The concept of the plasma
mirror is illustrated in Fig. 4.3. The results presented in chapter 7.2 utilise a
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plasma mirror to minimise the pre-plasma formation on the target generated by
the main laser pulse.
Figure 4.3: The focusing laser pulse is incident onto the plasma mirror. The
intensity of the ASE and pre-pulses is too low to ionise the surface of the plasma
mirror and instead are transmitted. As the rising edge of the main pulse arrives
at the plasma mirror the intensity has reached a high enough level to ionise and
form a plasma on the mirrors surface. This plasma then reflects the rest of the
laser pulse onto target (or another optic).
A focusing laser beam is intercepted by an optically flat glass substrate, which
is tilted such that the light is p-polarized and is at an angle to minimise the
reflectivity of the glass (the Brewster angle), and reflects the laser beam onto the
target.
The size of the beam on the glass is adjusted to optimise the intensity such
that the ASE intensity is too low to generate a plasma on the glass surface. When
the intensity of the rising edge of the main pulse exceeds ∼ 1014 Wcm−2 [177],
it quickly ionizes the surface of the glass. This forms a thin layer of overdense
plasma which reflects the high intensity part of the main pulse [177–179]. It is
important that ionization occurs only a few picoseconds before the peak of the
pulse to minimise plasma expansion and instability growth that would otherwise
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affect the reflected beam quality [178].
If the glass substrate is anti-reflection coated then the contrast enhancement
can be increased as this reduces the ASE that is reflected by the glass.
4.3 Diagnostics
4.3.1 Introduction
The diagnostics used in the experimental investigations presented in this the-
sis are described in this section. They are grouped as (1) ion energy resolv-
ing, (2) ion spatial intensity resolving and (3) optical diagnostics. The diag-
nostics described are the Thomson parabola ion spectrometer, radiochromic film
stack, CR39 with stacked filters and transverse interferometric optical probe. The
Thomson parabola spectrometer is used to measure the energy spectra, for mul-
tiple ion species, along a narrow solid angle. The radiochromic film stack and
CR39 with stacked filters are used to measure the spatial intensity distribution
of protons, at selected energies. The transverse optical probe is used to measure
electron density profiles resulting from plasma expansion of the surfaces of the
target.
4.3.2 Ion energy resolving diagnostic: Thomson parabola
ion spectrometer
Basic design
The Thomson parabola ion spectrometer is used to measure the energy spectra
of different ion species within a very narrow solid angle. This is done by using
magnetic and electric fields to deflect ions, entering a pin-hole, according to their
velocity (v) and charge-to-mass ratio (q/m). It is a particularly useful diagnostic
of laser-plasma interactions in which a range of ion species are accelerated. The
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most basic design for a Thomson parabola ion spectrometer involves the use of
an electric field generated by a potential difference across a pair of electrodes and
a magnetic field generated by a pair of permanent magnets where both fields are
colinear and perpendicular to the ions initial direction of travel. The resulting
ion dispersion, assuming that the fields are uniform, and that there are no fringe
fields, can be derived using the Lorentz force equation (Eq. 2.12). The dispersion
induced by the magnetic (B0) and electric (E0) fields are shown respectively in
Eq. 4.2 and Eq. 4.3, where the ions are assumed to be non-relativistic:
DB =
qB0LB
mνz
(1
2
LB + dB
)
(4.2)
DE =
qE0LE
mν2z
(1
2
LE + dE
)
(4.3)
where DB and DE are the displacements due to the B0 and E0 fields respec-
tively of an ion with charge q, mass m and velocity νz. LE and LB are the lengths
of the electric and magnetic fields along the direction of ion propagation. The
distances between the end of the electric and magnetic fields and the detector
plane are dE and dB, respectively.
The most energetic protons currently measured from laser-plasma interactions
are less than 60 MeV [3, 53] and so can still be considered non-relativistic. Ions
with different q/m form separate parabolas at the detector plane, with the velocity
range distributed over their length. The formation of these parabolas is the reason
for the spectrometer being called a Thomson parabola spectrometer.
To enable accurate identification of ion species with different q/m and accu-
rate measurement of the maximum energy of ions accelerated in high power-laser
plasma interactions, a spectrometer with a high charge-to-mass and energy res-
olution, in the MeV range, is required. One of the conditions to achieve this, is
that a large and similar dispersion is induced by both the B and E-fields. The
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dispersion due to the B-field is in the direction orthogonal to the field. If perma-
nent magnets are used then the field strength is defined by the magnet material
and the pole separation. In principle, there is no limit to the dispersion that can
be induced by this field as the particles will never intercept the magnets (though
they could become trapped in circular orbits within the field). By contrast, as the
E-field disperses ions in the direction of the field, the separation of the electrodes
at the exit plane define the energy range of the ions detected. Because the ions
are deflected towards the E-field electrodes a secondary problem often occurs as a
large number of particles impacting on the electrode plates can cause fluctuations
in the E-field, giving rise to modulations in the ion dispersion.
Modified design
To achieve the desired high charge-to-mass and energy resolution for ion acceler-
ation driven by the Vulcan PW laser, while keeping the size of the spectrometer
compact, a modified design of the Thomson ion spectrometer was developed as
shown schematically in Fig. 4.4 and summarised in Table 4.1. The modified
Thomson parabola spectrometer utilises 50 mm × 50 mm permanent magnets
with a pole separation of 20 mm to generate the B-field. The strength of the
B-field depends on the material of the magnets. NdFeB magnets give a peak field
strength of ∼0.6 T at the central point between the magnets, while the same size
ceramic magnets with the same pole separation generate a peak field of ∼0.2 T.
The novel feature of the design is that it utilises a wedge configuration for the
E-field, in which the separation between the electrodes increases along the ion
path. This is designed to produce a large E-field dispersion and detectable energy
range. To produce a similar dispersion to the magnetic field the electric field has
to extend over a longer distance as the maximum potential which can be applied
across the E-field electrodes is limited to ∼ 10 kV for practical consideration of
compact power supplies.
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Figure 4.4: Schematic of the modified Thomson ion spectrometer. Ions are inci-
dent from the left, along the z-axis.
Electrode length LE 200 mm
Smallest electrode gap smin 2 mm
Largest electrode gap smax 22.5 mm
Magnet length LB 50 mm
Magnet separation sB 20 mm
Electrode to detector dE 45 mm
Magnet to detector dB 195 mm
Table 4.1: Main parameters of the modified Thomson parabola spectrometer
design.
Fig. 4.5(a), (b) and (c) show the measured magnetic field variation along
each of the three axes of the modified Thomson spectrometer design. The peak
magnetic field at the centre of the gap between the two permanent magnets
is measured to be (0.622 +/- 0.001) T. It should be noted that the Thomson
spectrometers line of zero deflection, the path taken by neutral particles, is not
along the centre of the gap between the two magnets but is offset to the side by
3.5 mm so as to accommodate the tilted electrode configuration. The magnets are
encased in a mild steel yoke to provide a return path for the field and so reduce
fringe fields. There is a slight asymmetry in the magnetic field due to variations
in the thickness of the steel mounting; this can be seen in Fig. 4.5(b) and (c).
An estimate of the magnetic field at any coordinate between the magnets can
be estimated using:
Bx(x, y, z) = B0B(x)B(y)B(z) (4.4)
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Figure 4.5: a) The variation of the magnetic field across the gap between the two
magnets. Measurements made 28 mm inside the Thomson spectrometer from the
pinhole. b) Vertical scan of magnetic field 30 mm inside the spectrometer in the
plane of the pinhole. c) Longitudinal scan of the magnetic field in the plane of
the pinhole. The axes are defined in Fig. 4.4.
B(x) = 1.13× 10−3x2 − 3.23× 10−5x+ 1 (4.5)
B(y) = exp(
−y4
320000
) (4.6)
B(z) = exp(
−z4
320000
) (4.7)
Bx is the x-axis component of the magnetic field at the coordinates (x,y,z) and
B0 is the central peak field between the magnets. The equations are obtained by
fitting to the measurements of the B-field shown in Fig. 4.5 (for B0 = 0.62 T).
Between the magnets where the field is strongest the error of the fit is less than
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5%. An estimate of Bx for different values of B0 can be calculated, but caution
is required as the accuracy of the fit will deteriorate with greater deviation from
B0 = 0.62 T.
The electric field can be described at a given point between the electric plates
in vector form [180] given by equation Eq. 4.8, using the co-ordinate system
defined in Fig. 4.6(a).
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z0 =
smin
tan (θ0)
(4.9)
where E is the electric field, V is the voltage applied across the Cu plate
electrodes, θ0 is the angle between the plates and smin is the minimum separation
of the plates. z0 is the distance between the vertex of the electrodes, coordinate
origin, and the front of the electrodes. This is the lower limit for values of z in
Eq. 4.8. The electric field along the length of the Thomson parabola spectrometer,
calculated using equation 4.8, with typical values for the spectrometer parameters,
is shown in Fig. 4.6(b).
It is assumed that outside the electrodes the electric field is zero. The origin
is defined as the vertex of the electric plates wedge and its position relative to
the front of the electric plates is given in Eq. 4.9. It should be noted that as the
angle between the plates is small, the Ez component of the electric field is an
order of magnitude smaller than the Ex component.
A code has been developed to calculate the dispersion for ion species of inter-
est, for the above measured magnetic and calculated electric fields. The total ion
deflection is calculated from the summation of deflections of incremental steps
through the magnetic (Eq. 4.4) and electric fields (Eq. 4.8) along the z-axis. For
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Figure 4.6: a) The coordinate system used for the mathematical description of
the electric field. b) The calculated x-axis electric field component along the z-
axis using the following typical values: V = 6000 V, θ0 = 0.1 rad, smin = 2 mm,
x = 1 mm.
each step the ion deflection due to the Lorentz force (Eq. 2.12) is calculated.
Fig. 4.7 shows the dispersion of proton and carbon ions as a function of energy
in the range of interest, up to 60 MeV for protons and up to 5 MeV per nucleon
for carbon ions, in the plane of the detector. The dispersion plots can be used
to determine the energy resolution of the spectrometer. The limiting factor to
the resolution (ignoring space charge effects) is the size of the pinhole used at
the entrance of the spectrometer, as its projection at the detector plane defines
the ion parabola track width to the first order. The dispersion code is also able
to calculate the deflection of ions which experience a top-hat B-field (uniform
between the magnets and zero outside). This enables the user to find a top-hat
magnetic field that gives a similar dispersion to the more realistic estimated B-
field (Eq. 4.4), which can then be used to simplify the analysis of the ion energy
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Figure 4.7: The simulated dispersion of protons and carbon ions by the magnetic
(a) and electric (b) fields of the novel Thomson parabola spectrometer, at the
plane of the detector. Only ions that avoid colliding with the electrodes and
reach the detector plane are plotted.
spectra. Simulations show that a top hat shaped magnetic field with a value of
0.55 T gives an equivalent dispersion (to within 2%) as the measured magnetic
field in Fig. 4.5 with a peak value of 0.62 T.
Ion species with different q/m can be identified by comparing the measured
shape of the parabolas at the detector plane to the calculated dispersion. Once
an ion species is identified, only one electromagnetic field is required to calculate
the ion energy spectra. The higher E-field dispersion due to the tilted electrodes,
compared to the parallel electrodes with the same potential difference, results in
the detection of a larger energy range and, importantly, the ability to separate
multiply-charged ions at higher energies. However, with this improved spectrom-
eter design a higher dispersion is still achieved with the B-field (∆E/E = 0.3
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for E-field compared to ∆E/E = 0.1 for B-field for E = 60 MeV C1+ ions); and
hence the dispersion due to the B-field is used to calculate the ion energy spectra.
Ion energy spectra are calculated using the total deflection for each point along
the parabola from the point of zero-deflection and Eq. 4.2 to calculate the ion
velocities.
Practical considerations
The solid angle subtended at the entrance to the Thomson parabola spectrometer
is selected depending on the flux of the ion beam and what information is to be
extracted from the data. If an ion energy spectrum is required, for example to
calculate the energy conversion efficiency from laser to ions, then a solid angle
of ∼ 6 × 10−9 sr (equivalent to a 50 µm diameter pinhole at a distance of 0.6
m) with a CR39 detector is used to avoid saturation at low energies (few MeV).
However, with this relatively small solid angle the maximum cut-off energy that
can be resolved for an ion species is reduced. If the maximum cut-off energies for
the ion species are required, then a solid angle of ∼ 2× 10−8 sr (equivalent to a
100 µm diameter pinhole at 0.6 m) is found to be more suitable with a CR39
detector. The larger solid angle gives increased sensitivity at high energies.
Experience shows that a low pass R-C filter needs to be incorporated into the
Thomson parabola spectrometer design due to the HV power cables connected to
the spectrometer picking up high frequency noise. This noise is generated during
the laser shots and causes instability in the E-field. This results in unstable ion
trajectories and step-like features at constant time in the ion trace at the detector
plane, see Fig. 4.8(a). With the addition of the filter this effect is considerably
reduced. Fig. 4.8(b) is data obtained after the filter is incorporated into the
design.
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Figure 4.8: a) Ion parabolas on CR39 observed when the electric field is affected
by high frequency pickup in the cables connected to the spectrometer resulting
in wiggles. Lines of constant velocity can be traced out from the point of zero
deflection in the ion parabolas. b) Ion parabolas generated by the same spec-
trometer after inclusion of a low pass filter to remove the high frequency noise
from the electric field.
Detector: CR39
Although CR39 (California Resin 39) is often used as the detector at the rear
of the Thomson parabola spectrometer, other detectors can be used including a
scintillator with an EMCCD imaging system, a micro-channel plate (MCP) and a
sample of Fuji film image plate (www.fujifilm.com). For the experimental results
presented, in chapters 5-7 the detector is 50 mm × 50 mm × 1 mm pieces of
CR39.
A 1 mm thick piece of CR-39 is sufficient to detect all heavy ions currently
produced in laser-foil interactions and can detect protons up to 11 MeV. Above
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this energy the protons pass straight through the CR-39. In comparison for
deuterium and carbon ions to pass through 1 mm thick CR-39 requires energies
> 15 MeV and > 250 MeV respectively. Ions are detected by etching the CR39 in
a bath of heated sodium hydroxide solution (NaOH, e.g. 6.25 molar solution at
86◦C) where damage caused to the plastic, due to ion energy deposition, develop
into observable pits. A dynamic range for CR39 of about two orders of magnitude
in ion density is measurable. The limiting factor for the dynamic range is the pit
density. If too high, the ion pits start to overlap and become difficult to identify
individually. If too low, then distinguishing the signal from background can be an
issue and statistical fluctuations are observable. The advantages of CR39 as an
ion detector are that it is unresponsive to electrons and photons, is 100% efficient
and is not affected by electromagnetic pulses. The draw-backs of CR39 are that
it is time consuming to process (multiple etching and analysis is required for ions
stopped deep in the CR39) and is therefore ill-suited for a laser system with a
high shot rate.
Figure 4.9: Photograph of the TASL scanning system for CR39
CR39 data is digitalised using an Automated Scanning and Particle Count-
ing Microscope system that was purpose built by Track Analysis Systems Ltd
(www.tasl.co.uk). A photograph of the system is shown in Fig. 4.9. The scanner
system scans the CR-39 and counts the pits it identifies and records their po-
sitions, elliptical lengths and several other pieces of information about the pits.
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Unlike the case for heavy ions which are stopped at, or near, the front surface
of the CR39, for protons both faces of the CR-39 need to be scanned as the
high energy protons are stopped close to the rear surface and so form pits on
that surface during etching. Multiple etches and scans of the CR39 are required
to extract out the proton energy spectra detected by the CR39, as protons are
stopped throughout its thickness.
4.3.3 Diagnostics of ion spatial intensity profile: Radiochromic
film stack and CR39 with stacked filters
Radiochromic film (RCF)
Radiochromic film (RCF) is a clear plastic dosimetry film containing an organic
dye that is self developing and turns blue when exposed to ionising radiation. The
higher the optical density (OD) of the dye colour, the higher the flux of ionising
radiation that the RCF has been exposed to. There are four different types of
RCF that are used in the experiments presented in chapters 5, 6 and 7. These
are HD , HS , MD and MD-V2 (version 2) and their design structures are shown
in Fig. 4.10. The active layer (organic dye) is the same for all four types, but the
thickness and layer composition changes. The thicker the active layer the more
sensitive the RCF is due to a greater dose being deposited by ionising radiation
as it passes through the layer.
Stack detector
The stacks of RCF used in the experiments reported in chapter 7 are typically
composed of multiple layers of RCF, a single layer of Al and optional filter layers.
Two typical RCF stack designs are shown in Fig. 4.11. The stacks are typically
positioned between 30 and 70 mm from the target, along either the front or rear
target normal axis. The single layer of Al is placed at the front of the stack
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Figure 4.10: The four types of RCF that have been used in stack configurations
to measure proton energy-spatial distribution.
and is used to stop the majority of ions heavier than protons and prevent optical
exposure of the RCF. The RCF layers and filter layers are interleaved behind the
layer of Al.
The principle of operation is that protons deposit a significant amount (Bragg
peak) of their initial energy just before they are stopped. Low energy protons will
stop in earlier layers of the stack, while high energy protons will stop further into
the stack, with earlier layers acting as energy filters. Example stopping curves
for protons in mylar are shown in Fig. 4.12. Each layer corresponds to a narrow
range of proton Bragg peaks which contribute the majority of the dose detected.
For labelling purposes the energy associated with the central Bragg peak for that
RCF layer is used. The highest energy resolution stack is one made entirely of
RCF, as every layer is a detector. However for experiments in which large steps
in energy is sufficient, filter layers such as myler (similar stopping power to RCF),
Cu (high stopping power and easily activated by protons) and Fe (high stopping
power and less susceptible to nuclear activation) are used to space out the RCF.
It has been found previously that the RCF is preferentially sensitive to protons
when in a stack configuration, confirmed by placing CR39 within the stack and
comparing the measured signals [9].
An advantage of Cu as a filter layer is that it enables additional measurement
68
Figure 4.11: Typical RCF stack designs are shown, (a) shows a stack that is
pure RCF for high energy resolution and (b) shows a stack where Cu filter layers
have been used to space out the RCF to increase the maximum proton energy
detectable using the stack. The RCF layers are labelled with their type and the
proton energy that stops in that layer. The Cu filter layers and Al layer are
labelled with their thickness in µm.
techniques to be employed that exploit the nuclear activation of Cu by protons.
A (p, n) reaction in 63Cu produces 63Zn, a positron emitter with a 38.47 minute
[181] half life. The measurement of spatially integrated proton energy spectra
using stacks of Cu has been demonstrated by McKenna et al [81] and Spencer
et al [11]. Spatial intensity measurements of the proton beams can also be made
by using the contact radiography technique demonstrated by Clarke et al [182],
where an image plate is exposed to active layers of Cu.
The proton Bragg (stopping) curves are calculated using SRIM (Stopping
and Range of Ions in Matter) (www.srim.org), a Montecarlo simulation software
package which uses stopping range tables to obtain the Bragg curve averaged over
many ions. SRIM is especially useful as it allows the input of nearly any type of
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Figure 4.12: Stopping curves in mylar for four different proton energies.
stack configuration.
RCF data extraction
Stacked dosimetry film (RCF) is used to measure the dose deposited by a proton
beam and thereby a measure of the beam profile at given proton energies. This
enables several important pieces of information about the proton beam to be
determined. These are the proton beam divergence with respect to proton energy,
the spatial intensity distribution of the proton beam and the proton beam energy
spectrum.
The proton beam divergence, dose profile and uniformity as a function of
energy are easily determined. The proton beam divergence is calculated from
the subtended half-cone angle of the radius of a circular fit to the proton beam.
The circularity of the proton beam dose profile is calculated as the ratio of the
circumference of the proton beam to the circumference of the circular fit. The
uniformity of the proton beam is characterised by the standard deviation of dose
signal across a sample of the beam profile.
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The proton energy spectrum is more difficult to extract, and involves a proton
dose to optical density calibration for the different RCF types used. This is done
by exposing sample pieces of each RCF type to known doses of protons from a lin-
ear accelerator and then scanning the RCF using a high resolution optical scanner.
The Red, Green and Blue (RGB) channel responses of the scanner are then con-
verted to optical density (OD) using the relative OD = −log(signal/signalmax)
where signal is the numerical value and signalmax is the maximum possible signal
(equal to 255 for an 8-bit scanner).
If the RCF data is scanned with the same optical scanner then the proton dose
can easily be obtained using the calibration. However, if a different scanner is
used, then an intermediate cross-calibration step is required, as every scanner has
a different response function. A cross-calibration of the two scanners is made such
that the RGB colour values of the scanner used to scan the data can be converted
to the equivalent RGB colour values of the RCF OD-dose calibration. Scanner
cross-calibration is done using a standardised colour film, such as the Kodak
Q60 film (www.kodak.com), which has multiple colour patches that have been
measured to a specified international standard (device independent). This colour
film is then scanned in both the proton calibration scanner and the proton data
scanner and provides a direct conversion function for comparison of the scanners.
If it is not possible to scan the same standardised film in both scanners, then
a conversion can still be carried out using a device independent international
standard colour system. The steps involved in calculating the proton dose from
the OD-dose calibration is summarised in Fig. 4.13.
Once the proton data has been scanned and converted into the same colour
space as the calibration, the appropriate colour channel needs to be chosen to
calculate the OD. The OD to dose calibration for each colour channel becomes
more non-linear at high OD. It is preferred that the linear section of the colour
channel calibration is used so that small variations do not produce large changes
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Figure 4.13: Decision process for cross calibration of optical scanners to extract
proton dose from RCF data.
in calculated proton dose. The red channel of the optical scan is the best to use
for the majority of the OD range, especially for the high OD end, due to the
calibration staying linear for higher OD than the green and blue channels. The
blue channel is used instead of the red for OD lower than 0.06, as the red channel
at these ODs is unresponsive.
RCF data analysis
The total energy deposited (εtot) within an RCF layer is calculated from the sum
of the proton dose measured and the mass of the RCF active layer for each pixel
as follows:
εtot = dLρL
N∑
i=1
(DiAi) (4.10)
where N is the total number of pixels of the RCF scan for which proton dose
has been calculated, Di and Ai are the proton dose deposited in and area for the
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ith pixel respectively. dL and ρL are the thickness and the density, respectively,
of the RCF active layer.
The proton energy spectra can be calculated to the first order using Eq. 4.11,
where the dose deposited in a RCF layer by higher energy protons passing through
it are ignored and it is assumed that protons that are stopped within the RCF
layer deposit all their initial energy in that layer.
Np =
εtot
εpkδε
(4.11)
where Np is the number of protons that are stopped within a RCF layer, εtot
is the total measured energy deposited inside the active layer of the RCF, εpk
is the central Bragg peak proton energy for the RCF layer and δε is the energy
width of the RCF layer. The energy width is the difference in energy between
protons stopped at the front and protons stopped at the back of the RCF active
layer.
A more accurate proton energy spectra is obtained by including both the dose
deposited by higher energy protons in a RCF layer and the fraction of energy
deposited by a proton at its Bragg peak, rather than the total initial energy, in
the calculation. The total energy (εk) deposited in the active layer of the kth
RCF layer can be described by Eq. 4.12 which integrates over all proton energies:
εk =
∞∫
0
R (E, zk)dzkNp (E, T,Npi) dE (4.12)
where R (E, zk) is the Bragg curve (stopping power for proton with initial
energy E at depth zk into the stack), dzk is the thickness of the k
th RCF active
layer and Np (E, T,Npi) is the proton energy spectrum. T is the temperature and
Npi the initial proton number of Np. To obtain the best fit energy spectra to the
RCF data requires Eq. 4.12 for each RCF layer to be solved simultaneously. This
can be done by assuming a distribution for Np and calculating εk for each layer,
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because dzk is known and R (E, zk) can be calculated using the SRIM software.
An exponential distribution, Eq. 4.13, can be assumed for Np using the plasma
expansion model of Mora [85].
Np = Npie
−E/kBT (4.13)
where kB is the Boltzmann constant and a single temperature is assumed.
CR39 with stacked filters
The CR39 with stacked filters is a simple method to obtain the 2D spatial in-
formation of a proton beam and some proton energy resolution. The CR39 with
stacked filters is used when the proton energies are too low to effectively use the
RCF stack, typically below a few MeV. The diagnostic consists of a single piece
of CR39 with strips of Al (or other suitable filter material) which become nar-
rower as the filter thickness increases. The diagnostic is typically positioned a
few cm behind the target along the target normal axis. It works well due to the
fact that the proton beam divergence decreases with increasing proton energy. It
also enables any relative change in direction of proton emission as a function of
energy to be measured [76]. In Fig. 4.14 an example measurement of a proton
beam using CR39 with stacked filters is shown with a schematic of the diagnostic.
Typical Al filter thickness ranges from a minimum of 12 µm (0.9 MeV) to a max-
imum of 72 µm (2.8 MeV). Due to the high fluxes of protons, the CR39 tends to
be saturated. If this is the case then spatial intensity distribution measurements
cannot be made, but the beam divergence and direction can still be measured.
4.3.4 Optical diagnostic: Transverse interferometric probe
A transverse optical probe is used to measure, at high spatial resolution, the
electron density resulting from plasma expansion at the surfaces of laser irradi-
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Figure 4.14: An example measurement of a proton beam using CR39 with stacked
filters and a schematic of the diagnostic.
ated targets. The principle of optical probe consists of a collimated laser pulse,
polarised at 45◦, that is directed along the target surface and is of a different
wavelength to the fundamental wavelength of the high power laser pulse. This
diagnostic is used for the results presented in chapter 7.2 obtained using the
Vulcan Petawatt (TAP) laser system.
The optical probe beam in TAP is generated by intercepting a small section
(∼ 20 cm2, equivalent to ∼ 2 J) of the main laser pulse. This ensures that the
probe pulse is synchronised with the main laser pulse. The optical probe pulse
is then frequency doubled to λ = 527 nm to enable light from the main pulse
to be filtered out from the probe pulse and also because shorter wavelengths are
able to propagate through and hence probe denser plasmas. After the optical
probe is frequency doubled it is passed through a waveplate so that it changes
the probe polarisation to 45◦ to the target surface. This is important for the
interferometry described later. Before the optical probe reaches the target it is
passed along a beam path made up of green mirrors which dump any of the
fundamental wavelength light that is not frequency doubled. Two of the mirrors
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are on a parallel translation slide (time slide) which is used to adjust the relative
timing of the optical probe and the main laser pulse. The relative time t = 0
between the two pulses is found using a streak camera which has a time resolution
of ∼ 3 ps.
Figure 4.15: Optical probe interferometry set-up.
After transversing the target, the optical probe light is collected by a 75 mm
achromatic lens (collection lens) with a focal length f ∼ 40 cm. The lens and a
series of mirrors are used to relay the optical probe outside the vacuum chamber.
Here the beam path is set up such that the optical probe can either be sent to
an 8-bit CCD camera positioned at the focus of the collection lens, or is relayed
via another lens to a 16-bit Andor CCD camera. The 8-bit CCD camera imaging
line is used purely as a reference for the target position. The 16-bit Andor CCD
imaging line is set up as an interferometer using a Wollaston, prism as described
by Benattar et al [183], and with a spatial resolution of 5 µm. The expanding
45◦ polarised light is split into two orthogonally polarised beams with an angle
of separation of ε set by the Wollaston prism, as shown in Fig. 4.15. The beams
pass through a second polariser which enables the two beams to interfere where
they overlap. The insertion of the prism into the expanding beam creates two
virtual sources, at the focus of the lens that are the source of the interference.
Effectively, one half of the beam which transverses the target interferes with part
of the beam which does not transverse the target.
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The fringes observed at the image plane are distorted if the laser pulse passes
through a plasma due to a change in refractive index. The phase shift as a func-
tion of position relative to the vacuum in the image is extracted from the fringe
separation. Taking an Abel inversion of the phase shift enables the calculation of
the electron density as a function of position. Lundh [176] describes the procedure
and equations used for the results presented in chapter 7.2. The assumptions used
for the calculation of the electron density are that the fringe shift by refraction
is small and it is assumed that the electron density has cylindrical symmetry.
4.4 Numerical computer codes
Numerical computer codes are used to interpret experimental results to gain an
understanding of the underlying physics and infer physical parameters that cannot
be directly measured. The results from simulations using two different types of
computational code are used in this thesis. These are hydrodynamic (chapter
7.2) and particle-in-cell, referred to as PIC (chapters 5, 6 and 7.2) codes.
4.4.1 Hydrodynamic codes
Hydrodynamic codes treat the plasma as a fluid, usually as a single fluid, using
the magnetohydrodynamic (MHD) equations mapped over a grid. These include
equations of state (relating pressure to the internal energy of the plasma) and
mass (Eq. 4.14) and momentum (Eq. 4.15) conservation. A fluid description of
a plasma assumes local thermodynamic equilibrium, Maxwellian distributions,
quasi-neutrality and is strongly collisional.
∂ρm
∂t
+∇. (ρmu) = 0 (4.14)
ρm
∂u
∂t
+ ρm (u.∇)u = −∇P (4.15)
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where u is flow velocity, ρm is the mass density and P is the pressure.
Hydrodynamic codes generally do not directly include Maxwell’s equations of
electromagnetism (the laser is generally treated as a heating term) but do include
magnetic induction (dB/dt) that enables the determination of the electric field
via an Ohm’s law. The parameters that hydrodynamic codes solve for are flow
velocity, mass density, pressure, temperature and the magnetic field. There are
two classes of hydrodynamic codes, Eulerian and Lagrangian, which have different
approaches to mapping the fluid over a grid. Eulerian codes use a grid which is
fixed in space and determines fluid variables at a given point in space for all
times. The Lagrangian codes use a grid that follows the fluid, with each cell
corresponding to a separate fluid element, and determines the fluid variables for
each element over time.
The hydrodynamic code used in chapter 7.2 is called POLLUX [184, 185] and
is Eulerian. The code performs 2D hydrodynamic simulations within a defined
simulation box subdivided into a spatial mesh. The main physical effects not
included in the code are a real equation of state and the transport of thermally
produced x-rays. The equation of state utilised is the perfect-gas equation of
state. POLLUX is used in chapter 7.2 to conduct simulations of the plasma
expansion that occurs from a solid target irradiated by a laser pulse and to
obtain the electron density distribution, especially in the pre-plasma region that
is overdense with respect to an optical probe diagnostic.
4.4.2 PIC codes
When a plasma is weakly collisional or collisionless over the simulation time-
scale a kinetic model description is required as the particle distribution is likely
to deviate from a Maxwellian distribution. The dynamics of a plasma treated
kinetically can be described mathematically with the Vlasov equation (Eq. 4.16).
78
∂fj
∂t
+ v.
∂fj
∂r
+ qj (E + v ×B) .
∂fi
∂ (γmjv)
= 0 (4.16)
The Vlasov equation describes the evolution of the distribution function in a
collisionless plasma with the only forces considered being electromagnetic. The
distribution function (fj(r,v, t)) is a function that describes the number of par-
ticles of a particular species (j) at spatial coordinates r with a velocity v at time
t. The mass and charge of particle species j are mj and qj respectively and γ
is the relativistic factor. Macroscopic variables such as density and particle flux
are related to the distribution function by taking moments (i.e. integrating over
velocity space) of the distribution function.
PIC simulation codes describe the plasma system from a kinetic model ap-
proach which describes the evolution of particle distribution within a plasma.
This is done using a set of macro particles, each one representing many real par-
ticles, whose trajectories evolve according to the Lorentz force. The charge and
current densities of the particle distribution are interpolated onto a rectangular
mesh. Maxwell’s equations are solved across the lines of the mesh and the re-
sultant electric and magnetic fields are then interpolated to the macro particle
positions and the Lorentz force evaluated. To resolve scale lengths that are char-
acteristic of the collective behaviour of the plasma the grid cell size are usually
of the order the Debye length.
There are two main types of PIC code based on the numerical methods used
in the simulation: explicit and implicit. An explicit PIC code advances to the
next time (n+ 1) step from the current step (n) using information only from step
n. This requires the simulation time step to be smaller than the shortest time
period of the system being modelled, typically this is the inverse of the electron
plasma frequency, otherwise the numerical method becomes unstable. Explicit
PIC simulations of a plasma system typically run over time periods much greater
than the time step required for stability and lengths much larger than the cell size
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and are therefore very demanding of computer resources and run times, especially
for particle densities approaching solid density. An implicit PIC code [186] utilises
methods that advance to time step n + 1 using information from the (n + 1)th
step, as well as from the nth step. Implicit numerical methods are unconditionally
stable which relaxes the need to resolve the shortest time period of the system.
Therefore, larger time steps can be used, thus reducing the computer resources
required for simulations.
The limitations of PIC codes are that they suffer from statistical noise; statis-
tics are sampled for particle numbers (typically < 106) significantly less than a
physical system (∼ 1024); the basic PIC code algorithm describes a collisionless
plasma as the particles interact with the mesh rather than each other. Collisions
have been included in PIC codes through the use of Monte-Carlo algorithms [187].
Codes that combine both implicit PIC and hydrodynamic techniques are often
referred to as Hybrid-PIC codes. Hybrid-PIC codes enable simulations at much
higher densities, such as solid targets, as the background electrons are treated as
a fluid while the fast electrons, which are small in number, are treated separately
using PIC methods. The fluid representing the background electrons is a resistive
medium which enables the inclusion of resistivity in the model without the PIC
part of the model needing to include collisions.
The explicit 3D PIC code OSIRIS is used in chapter 7.2 to study the effects
of pre-plasma expansion on laser energy coupling to electrons. The LSP code
[186] is a 3D Hybrid-PIC code and is used in chapter 6 to study the transport
of fast electrons within a target. Simulations with both OSIRIS and LSP were
performed by Prof. R.G. Evans (Imperial College London and Central Laser
Facility). A 1D explicit PIC code [188] is used in Ch. 5 to study the effect of
charge state distribution on ion acceleration and these simulations were performed
by Dr A.P.L. Robinson (Central Laser Facility).
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Chapter 5
Investigation of ‘heavy’ ion
acceleration
5.1 Introduction
In this chapter the results of an investigation into heavy ion acceleration, specif-
ically palladium (Pd) and oxygen (O), from high intensity laser-foil interactions
using a petawatt laser are presented. These results have been published in Plasma
Physics and Controlled Fusion 49 (2007) B223-B231. The ion emission from both
the front and rear surfaces of heated palladium foils is compared and the peak
of the accelerating sheath electric field is estimated from the ion charge states
measured. The maximum ion energy from the rear surface as a function of charge-
to-mass (q/m) is compared to results of numerical simulations to infer the initial
ion charge state population distribution. An analytical model is also compared
to the measured maximum ion energies to estimate the size of the accelerating
sheath. Finally, measurements of ion emission scaling with laser intensity are also
presented.
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5.2 Experimental method
The experiment is carried out using the Vulcan Petawatt laser, with the pulse
duration and energy on target varied in the ranges 1 to 8 ps (FWHM) and 40
to 375 J, respectively. The pulse duration is controlled by moving a grating in
the pulse stretcher. This means that the stretcher and compressor are no longer
perfectly matched and so full pulse compression is not achieved. The laser pulse
is focused using an f/3 off-axis parabola onto 25 µm Pd target foils at an incident
angle of 45◦, and is p-polarised (linear polarisation in the plane of incidence).
The peak intensity of the laser pulse is varied from 5× 1019 to 5× 1020 Wcm−2.
The laser contrast is measured, at a few nanoseconds and picoseconds relative to
the peak of the pulse, to be 107 and 106, respectively. The target thickness is
chosen to minimise any effects of radiation heating or shock breakout, at the rear
surface, instigated by the ASE pedestal of the laser, from affecting the TNSA
mechanism.
Figure 5.1: Schematic of the experimental set-up, the primary diagnostics, Thom-
son parabola spectrometers, are shown.
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In the TNSA acceleration regime, ions with the highest charge-to-mass ra-
tio (q/m), such as protons, are preferentially accelerated over heavier ions [55].
With the vacuum conditions (∼ 10−5 mbar) in the experiment hydrocarbons and
water vapour form thin contamination layers on the surfaces of the targets. The
contaminant layers are a source of proton, carbon and oxygen ions, which are
preferentially accelerated over the heavier constituent atoms of the target mate-
rial i.e. Pd. For efficient heavy ion acceleration these contaminant layers need to
be removed [55, 81, 189]. Palladium is chosen as a target material as it is partic-
ularly non-reactive and does not easily form an oxide surface layer. This means
that any contaminant layer that forms on the surface is not chemically bonded
to the target and so is easier to remove. Resistively heating the targets is an ef-
fective method [189] for reducing the hydrogen containing surface contaminants.
This is done by heating the targets to 1000 ◦C for a period of 10 minutes before
and during the shot. The target heating is done by passing a ∼20 A current
through the target via metal contacts, and the temperature is estimated using a
pyrometer [190]. We observe that carbon is efficiently removed by the heating
of the targets. The majority of ions observed are oxygen and palladium, with a
much weaker carbon signal.
Six Thomson parabola spectrometers are used as primary ion diagnostics in
the experiment. These are positioned along the target normal axis and ±10◦ in
the incident plane at both front and back target surfaces. A schematic of the
experiment is shown in Fig. 5.1. A potential difference of 6 kV is applied across
the electrodes of each of the Thomson parabola spectrometers, resulting in electric
fields that vary from 3.0 to 0.3 kVmm−1 along the length of the spectrometers.
The spectrometers are described in detail in chapter 4.3.2. The detector is 50 mm
× 50 mm × 1 mm thick CR39. The thickness of the CR39 enables the detection
of oxygen and palladium ion energies up to 22 MeV/nucleon and 47 MeV/nucleon
respectively. Higher energy ions have stopping ranges, in CR39, greater than 1
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mm which means that they pass through the plastic without creating a pit.
5.3 Results
5.3.1 Front and rear surface ion acceleration comparison
The charge and energy distribution of ions accelerated from the front and rear
surfaces of the targets are measured for a range of laser parameters and the
maximum ion energies, multi-MeV/nucleon, are similar in both directions. The
highest charge states measured from the rear surface are obtained at the highest
intensity of 5× 1020 Wcm−2. These charge states are O6+ and Pd18+ and corre-
spond to full electron shell configurations. All ions measured at the rear side of
the target can be assumed to be generated on the rear surface, as the 25 µm Pd
target foil will stop ion energies of ∼5.3 and ∼7.8 MeV/nucleon for oxygen and
palladium respectively.
Using the method demonstrated by Hegelich et al [55] the rate of ionisation
for oxygen and carbon are calculated for two different ionisation mechanisms,
collisional ionisation and field ionisation by barrier surpression (FIBS) (chapter
2.10). The ionisation rates for different charge states of oxygen are calculated
and summarised in Table 5.1. FIBS is found to be the dominant mechanism for
ionisation at the target rear surface.
The strength of the electric field within the sheath on the rear surface can be
estimated using the ADK [57] model for FIBS [55]. The minimum electric field,
Eq, needed to produce an ion with charge q is calculated from the ionisation
potential, in eV, of the previous charge state, Uq−1, using Eq. 5.1.
Eq =
ε0piU2q−1
eq
(5.1)
where ε0 is the permittivity of free space and e the electronic charge.
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q Uk (eV) νADK (ps−1) νhotcol (ps
−1) νcoldcol (ps
−1)
1 13.62 5.60× 104 2.77× 10−1 2.42× 103
2 35.12 2.09× 105 9.94× 10−2 2.55× 102
3 54.94 5.70× 105 6.11× 10−2 · · ·
4 77.41 1.65× 106 4.20× 10−2 · · ·
5 113.9 4.77× 106 2.76× 10−2 · · ·
6 138.12 1.05× 107 2.23× 10−2 · · ·
7 739.29 1.82× 10−1 3.49× 10−3 · · ·
8 871.41 1.71× 10−3 2.91× 10−3 · · ·
Table 5.1: The ionisation rate for the ADK model (νADK) for FIBS and collisional
ionisation (νhotcol and ν
cold
col ) are calculated for the charge states (q) of oxygen using
their ionisation potentials (Uk)(physics.nist.gov). The laser pulse parameters used
in the calculations are 150 J for 1 ps, corresponding to a peak intensity of 2 ×
1020 Wcm−2. A coupling efficiency for laser energy into electrons of 60% [42] is
used and the temperature of the electrons (kBT hote ) is calculated from the laser
pondermotive potential (Eq. 2.15) giving kBT hote ∼ 4 MeV. ν
hot
col is the collisional
ionisation rate for the hot electrons calculated with an electron density of nhote =
6.5×1020 cm−3. The ionisation rates for the background thermal electrons which
form the return current are also calculated, with kBT colde ∼ 50 eV and n
cold
e =
4.7 × 1022 cm−3, for the first two charge states. For charge states higher than
q = 2 the thermal electron ionisation rate is < 0, indicating that collisions with
thermal electrons will not result in oxygen charge states above q = 2. The νADK
is calculated with a sheath E-field of 7.1 TVm−1, derived from kBT hote and n
hot
e
(Eq. 2.44) [55]. The dramatic drop in ionisation rate for the 7th and 8th charge
states correspond to the ionisation of the inner most electron shell (K-shell).
The electric fields required to ionise the various charge states of oxygen and
palladium, calculated from Eq. 5.1 using the ionisation potentials given by Carl-
son et al [191], are shown in Fig. 5.2. It can be seen that a sheath electric field
strength of ∼ 2× 1012 Vm−1 is needed to produce the ions observed on the rear
surface of the foil target (O6+ and Pd18+). Higher charge state ions are accel-
erated at the front surface of the foil, including fully ionised oxygen and up to
Pd30+. These higher charge states are likely generated by the intense electric
fields in the focused laser pulse itself, or through collisional ionisation in the hot
plasma at the focus [192].
Example spectra for some of the oxygen and palladium ions measured at the
target front surface are shown in Fig. 5.3 for a representative laser shot. These
spectra are for a heated (1000 ◦C for 10 minutes) palladium target irradiated with
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Figure 5.2: The calculated electric field required to produce the different charge
states of oxygen and palladium assuming FIBS is the ionisation mechanism. The
ion charge states that correspond to full electron shell configurations can be picked
out as they require a significantly higher ionising field due to the inherent stability
of a full electron shell.
a laser intensity of 2 × 1020 Wcm−2, and are measured along the target normal
axis. It is found that the individual spectra measured from the front and the
rear surfaces of the target are broadly similar and show similar features to that
reported in the published literature [59, 124, 189], where increasing charge state
results in spectra shifting to higher energies.
When the spectra are integrated for all measured charge states of palladium
and oxygen it is found that the integrated spectra for ions emitted from the rear
surface, similarly to Schreiber et al [124], can be fitted with a double exponential
function. The integrated spectra for both palladium and oxygen measured along
the front and rear surface target normals for the representative shot, heated
palladium target irradiated with a laser intensity of 2× 1020 Wcm−2, are shown
in Fig. 5.4. The mean energies for the two different components, ‘hot’ and ‘cold’,
of the rear surface emission fit are ∼ 0.35 MeV/nucleon and ∼ 0.1 MeV/nucleon,
respectively, and are the same for both oxygen and palladium. For the integrated
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Figure 5.3: Example energy spectra, solid lines, measured along the front surface
target normal for (a) oxygen and (b) palladium ions for a heated palladium target
irradiated with a 122 J, 1 ps laser pulse at an intensity of 2× 1020 Wcm−2. The
dotted lines correspond to the background signal on the CR39 for each of the
spectra, measured by sampling the pit distribution of similar areas either side
of the parabolic tracks formed by the various ion species passing through the
Thomson parabola spectrometer.
spectra measured from the front surface the ‘colder’ component of the spectra
agrees with a fit that has a mean energy of ∼ 0.1 MeV/nucleon. The ‘hotter’ part
of the front surface integrated distribution departs from the double exponential
function fit, the reason for this is the additional higher charge state ions produced
at the front that are shifted to higher energies. The situation at the target front
surface is complicated by the presence of both laser and sheath E-fields which
will both ionise and accelerate ions.
The maximum detected ion energy per nucleon (Emax), where the number
of ions per MeV per msr is greater than 105, and the total energy of each ion
species per unit solid angle (Etot) are shown in Fig. 5.5 (a) and (b), respectively, as
functions of ion charge-to-mass, q/m. Similar Emax are measured for ion emission
from both sides of the target, while more heavily charged ions and higher Etot
are measured at the front surface. The Etot is more than a factor of 5 higher for
the front surface compared to that measured at the rear surface along the target
normal, 69 J · sr−1 compared to 13 J · sr−1.
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Figure 5.4: The integrated over all charge states energy spectra measured along
the rear (a) and front (b) target normal axes over all oxygen and palladium charge
states for a heated palladium target irradiated with a 122 J, 1 ps laser pulse. The
experimental data is represented by symbols and the solid curves are fits to the
data made with a double exponential function.
The spatial profile of the ion beam can be measured, but is complicated be-
cause protons are not completely removed by the heating and will also contribute
to the signal on the RCF. The Thomson spectrometers positioned at ±10◦ relative
to the target normal axis enable the angular emission of ions to be partially char-
acterised. For the rear surface emission it is found consistently that the number
and energy distribution of ions measured are similar for both off-axis spectrom-
eters, implying symmetry of ion emission around the target normal. This is
consistent with the TNSA mechanism. However, the front surface ion emission
is observed to be asymmetric, particularly for longer pulse durations, and the
highest charge states and ion energies are measured towards the incoming laser
axis. This is likely to result from pre-pulse plasma plume expansion at the front
surface, affected by mechanisms such as hole boring and by the laser angle of
incidence [192]. Further investigation of this asymmetry is a subject for future
work.
Several different acceleration mechanisms can contribute to efficient ion ac-
celeration in the backward direction from the front surface of the target. These
include sheath acceleration on the front surface. Due to the thickness of the
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Figure 5.5: The maximum ion energy, Emax, measured as a function of ion charge-
to-mass ratio, q/m, is shown in (a). The total energy, Etot, contained in each ion
species plotted against ion q/m is shown in (b). Both (a) and (b) present data
measured along the target normal axis at both front and rear target surfaces
for a heated palladium target irradiated at 2 × 1020 Wcm−2. The error in the
measured values is determined by the energy resolution of the Thomson parabola
spectrometer.
target being much smaller than the distance that relativistic electrons travel dur-
ing the laser pulse duration, significant refluxing of electrons within the target is
expected, which will contribute to the generation of the sheath fields at both sur-
faces. The larger plasma density scale length at the front surface, compared to the
rear surface, is expected to result in lower maximum ion energies [69]. However,
at high laser intensities the laser radiation pressure will result in a steepening of
the density gradient, which would act to enhance front surface ion acceleration.
Because the laser is incident at an angle, the profile steepening will result in the
observed asymmetry in ion acceleration from the target front surface.
In the same experiment, and for the same laser parameters and target thick-
ness, the beam divergence for ∼5 MeV protons from the rear surface of unheated
Al targets was measured using an RCF stack to be ∼0.25 Sr [53]. Assuming a
similar divergence, or slightly smaller, for the ions, as reported by Brambrink
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et al [122], enables a conversion efficiency of laser energy into ion energy for
ion emission from the target rear surface to be calculated. This is found to be
∼ 3%, which is consistent with that reported for protons from unheated targets
[53]. Our measurements indicate that the majority of the ion energy is carried by
the palladium ions, typically between 70% and 80%, with the contaminant ions,
principally oxygen, taking up the remainder.
5.3.2 Ion energy as a function of charge
Typically a similar scaling of both Emax and Etot with q/m for ion emission from
both the front and rear surfaces of the target is measured, as shown in Fig. 5.5(a)
and (b). Numerical simulations are performed by Dr A.P.L. Robinson (CLF,
Rutherford Appleton Laboratory) using an explicit electromagnetic particle-in-
cell (PIC) code [188] (the code utilises one spatial dimension and three momentum
dimensions) to determine if this model predicts the measured distribution of
ion energy with charge and how the charge distribution affects this. A linear
interpolation is used for the particle and grid weighting and the electric field
obeys Gauss’ Law. A grid of 20,000 spatial points with a cell size of 2 nm is
used as the simulation space. Due to time and computing power limitations the
simulation parameters are scaled down to limit the number of particles. A target
thickness of 4 µm is used, scaled down from the actual target thickness of 25
µm to account for a shorter simulated pulse length. The target has a top-hat
density profile and an ion density of 2 × 1023 m−3 (∼ 0.3× the actual particle
density of Pd). Charge neutrality is imposed by choosing an appropriate value
for the electron density. The envelope of the laser pulse is simulated to have a
sin2 shape, with an appropriately scaled pulse duration of 200 fs (FWHM), a 1
µm wavelength and a light intensity of 2 × 1020 Wcm−2. The dynamics of six
example ion species with different ratios are modelled. The charge states are 3,
5, 8, 11, 19 and 23, and all ions have the mass of the 106Pd isotope. Ionisation is
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not included in the model and therefore the ratio of charge states is fixed for the
simulation.
Simulations are performed for four different ion charge population distribu-
tions (shown in Fig. 5.6(a)) to determine the influence this has on the energy-
charge distribution. The results are shown in Fig. 5.6(b). The populations of the
different charges do not change over the duration of a simulation as ionisation
processes are not accounted for. In reality ionisation occurs together with the ac-
celeration process. A similar charge population distribution to that measured has
been scaled for just the six charge states simulated. It can be seen, as expected,
that the initial charge population distribution affects the maximum observable
energy of the different ion species. It should be noted that the simulations broadly
agree with the experimental data (black dot symbols) at the lowest and highest
charge states, the best agreement being with the charge distribution case where
the charge populations are equal (black line). As expected, the highest charge
states are accelerated to the highest energies, as they experience stronger accel-
eration forces due to their higher charge. These ions are at the ion front and
therefore do not experience any shielding of the accelerating sheath field. The
energy achieved by these ions differs little for the different charge distributions
simulated. The biggest difference is a lower predicted Emax for the case where the
lower charge state ions are heavily populated (blue line). A concurrent increase in
Emax for the lower charge states is also observed for these conditions and results
from a decrease in the shielding of the accelerating field by the reduced number of
higher charge ions. For the case where the higher charge states are the majority
of the population (green line) the Emax changes very little for the highest charge
state ions (as these already experience the full E-field no additional acceleration,
and therefore increase in Emax can occur). The increased population of higher
charge state ions however has a greater shielding effect of the E-field resulting in
a reduced accelerating field and therefore lower Emax for lower charge state ions.
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Figure 5.6: (a) The initial fractional population distributions of six charge states
used in the numerical PIC simulations. The same notation is used in (b) to show
the calculated results for maximum expected ion energies, Emax, as a function of
charge-to-mass ratio. The Emax measured as a function of q/m along the rear
target normal axis is also shown in (b), black dot symbol notation, for a heated
palladium target irradiated by a 122 J, 1 ps laser pulse. Four different cases for the
initial charge population distribution are used; the starting distribution of charges
is the actual charge distribution measured from experimental data (red), equal
distribution across the simulated charges (black), a charge distribution dominated
by the lower charge states (blue) and a charge distribution dominated by the
higher charge states (green). Part (c) shows the results from PIC simulations
that involve only two charge states with equal populations, Pd5+ (blue triangles)
and Pdq+ where q is varied from 8 to 20 (red circles).
To further investigate the interplay, including screening effects, between the
acceleration of ions with different charges, a series of simulations with an equal
mixture of Pd5+ and a single other charge state of Pd with a higher charge (q)
in the range 8 to 20 are performed. To enhance particle statistics a thinner,
1 µm, target is used, which will overestimate the absolute ion energy, but the
general trends will still be observable. The results of these simulations are shown
in Fig. 5.6(c). As the charge state of the higher charged ion increases, this
ion is accelerated to a higher energy, as expected. However, the Emax of Pd
5+
decreases with increasing q of the higher charged ion. The higher Emax of the
higher charged ion is in agreement with the plasma expansion model presented
by Mora [85] which also states that the electric field decays as 1/ωpit, where the
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ion plasma frequency ωpi ∝
√
q [85]. This means that with increasing q/m the
accelerating field decays more rapidly, and hence the lower charge state, Pd5+, is
accelerated to lower energies. This effects an already complex picture in which the
energy scaling with q/m is affected by the ionisation processes, neglected in the
modelling, and the charge distribution, as shown in Fig. 5.6(b). This modelling
shows the importance of the charge state distribution and the importance of
the ion population in defining the decay time of the electric field and therefore
demonstrates that ionisation dynamics need to be included in models.
An analytical model for ion acceleration introduced by Schreiber et al [193],
is found to be in good agreement with experimental measurements for Emax as a
function of q/m, in a laser intensity range up to 6× 1019 Wcm−2. As the model
has a parameter that is dependent on sheath size it can be used to infer the size
of the accelerating sheath on the rear surface of a target. This model is used
to calculate Emax as a function of q/m for the laser parameters used here and
is compared to the experimental measurements in Fig. 5.7. It should be noted
that the model does not take account of screening effects nor charge population
distribution.
The process of calculation for this model is outlined here, the principle equa-
tion for the model [193] (shown in Eq. 5.3) requires the following input param-
eters: the laser pulse duration (τL); the laser energy (EL); the radius that the
sheath extends over (rB, note that B is used in reference [193]) and the laser to
hot electron energy conversion efficiency (η). The value of η is dependent on the
laser intensity, up to a maximum value of 0.5. η = 0.5 is assumed for the laser
intensities and wavelength considered here. rB is estimated to be 30 µm using
the focal spot radius, the target thickness and the divergence of fast electron
transport in the target. The maximum possible energy (Ei,∞) [193] an ion can
gain for a certain laser power (EL/τL) over an infinitely long acceleration length
and for an ion with a charge state q can be calculated using Eq. 5.2.
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Figure 5.7: The maximum energy, Emax, measured as a function of charge-to-
mass ratio along the target normal axis at the rear target surface for a heated
palladium target irradiated with (a) a 318 J, 8.2 ps laser pulse and (b) a 122
J, 1 ps laser pulse. The measured data values are represented by black points,
while predictions made with the Schreiber et al analytical model for Emax with
a sheath radii of (a) 500 µm and (b) 100 µm represented by the solid blue lines.
The red dashed lines in both (a) and (b) are predictions made with the Schreiber
et al model using a sheath radius of 30 µm, i.e. assuming no lateral spreading of
the sheath.
Ei,∞ = 2qmec
2 (ηEL/τLPR)
1/2 (5.2)
where PR = mec3/re = 8.71 GW is the relativistic power unit, re is the
classical electron radius, me is the electron mass and c is the speed of light.
τL
τ0
= X
(
1 +
1
2
1
1−X2
)
+
1
4
ln
(1 +X
1−X
)
= A (5.3)
where τ0 = rB (mI/2Ei,∞)
1/2, mI = mpmi is the ion mass as a function of the
atomic mass (mi) and proton mass (mp), and X = (Em/Ei,∞)
1/2. Note that Em is
the maximum observable ion energy, not energy per nucleon (i.e. Em/mi = Emax).
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By its definition the range of values that X can take are 0 ≤ X < 1. This range
is used to generate the range of values that are valid for A. As the charge-to-mass
ratio can only range from 1 (protons) to 0 (atoms), a range of valid values can
be calculated for Ei,∞/mI , which can then be used to obtain values for τL/τ0.
By interpolation of the A values calculated earlier from the valid X value range,
values of X (labelled Xτ to differentiate from the values used to calculate the
valid range of A) that correspond to the τL/τ0 values are obtained. Emax can
then be calculated using Eq. 5.4 using the Xτ values and their corresponding
Ei,∞/mI values.
Emax =
Emmp
mI
= X2τmp
(Ei,∞
mI
)
(5.4)
Using Eq. 5.4 the predicted energies as a function of the charge-to-mass ratio
are calculated, and plotted in Fig. 5.7 for a sheath radius of 30 µm (red dashed
lines). As can be seen the predicted energies are too high and the distribution
shape is similar to the PIC simulation curve for a charge distribution skewed
towards lower charge states (Fig. 5.6(b)). Increasing the sheath radius to 100
µm results in a much better fit to the experimental data points for a 1 ps pulse
duration. This is shown in Fig. 5.7(b) as a solid blue line. Shown in Fig. 5.7(a)
are the Emax as a function of q/m measurements for a heated palladium target
irradiated with 318 J, 8.2 ps, laser pulse. To achieve a good fit to these mea-
surements the sheath radius in the model needs to be increased to 500 µm. This
is consistent with the expected increased lateral spreading of electrons (chapter
6) in the foil due to increased number of cycles of recirculating (chapter 2.7)
electrons made possible by the longer pulse duration. This results in a laterally
larger accelerating sheath.
The analytical model shows that good fits to the experimental data can be
made if the accelerating sheath size is adjusted to account for lateral spreading
of the electron population within the target. As the model achieves a good fit
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while not including the effects of charge distribution this indicates that the charge
population distribution does not have a large effect on the maximum ion energies.
5.3.3 Ion energy as a function of intensity
The scaling of maximum ion energies as a function of laser intensity, in the range
of 5×1019 to 5×1020 Wcm−2 is investigated. The intensity is varied in two ways,
by changing either the laser energy or pulse duration, while keeping the other
parameter constant. The energy and pulse duration ranges that are used are 40
to 375 J and 1 to 8 ps respectively. Experimental data is obtained for a series of
6 laser shots and the laser pulse parameters are summarised in Fig. 5.8.
Figure 5.8: Summary of the parameter ranges used to investigate ion scaling as
a function of the laser pulse duration, energy and intensity.
The measured maximum energy as a function of laser intensity for sample oxy-
gen and palladium ions is shown in Fig. 5.9. The data points for pulse variation
and energy variation follow the similar trend of increasing maximum energy with
increasing intensity. Simple power law fits, Emax = aIblaser, are made to the data
points for each of the charge states. It is also found that the mean value of these
exponents is ∼0.5, which suggests that averaged over all charge states the max-
imum detected ion energy is proportional to the fast electron temperature (Te),
noting that Te ∝
√
(Iλ2) [29]. The same scaling with the fast electron temper-
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ature has been reported previously for protons [53, 59, 194], and for helium-like
carbon and fluorine ions [189].
It is argued by Mora [85] that the electric field at the ion front scales with the
fast electron temperature and that the maximum energy of the ions, experiencing
this field, scale with it. This implies that the maximum ion energy should be
proportional to Te and therefore scales with the square root of the laser intensity
[29], assuming that the ions suffer from no screening effects of the accelerating
field. The results indicate that this is broadly true over multiple ion species.
To investigate this, a series of numerical simulations with an equal mixture of
Pd10+ and Pd17+, for a laser intensity range of 5 × 1019 to 4 × 1020 Wcm−2 are
performed by Dr. A.P.L. Robinson using the same computer code as before [188].
The absolute energies are overestimated, as previously, due to the 1 µm thick
target used, but the general trends are valid. It is found that the maximum ion
energies for both charge states scale with laser intensity using power fits that
have exponents close to 0.5 (Pd10+ ∼ 0.56 and Pd17+ ∼ 0.55) and the normalised
results are in good agreement with the experimental measurements (Fig. 5.9).
Increasing the laser intensity has two main effects. One is a change in the fast
electron temperature and the second is the changes in the population distribution
for charge states by affecting the ionisation processes. The effects of fast electron
temperature are discussed above. For the charge distribution at higher laser
intensities the production of higher q/m ions are observed (e.g. O6+). However
the numbers of these higher charged ions are still small compared with the lower
q/m ions. It is concluded that any changes to the maximum ion energies due to
changes in the ion charge distribution are small compared to the overall increase
in ion energies due to increasing Te, via increasing laser intensity.
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Figure 5.9: Measured maximum ion energy per nucleon as a function of laser
intensity for example oxygen (a) and palladium (b) ions. Solid lines are simple
power law fits made for each charge state. PIC simulation results for the palla-
dium charge states of Pd10+ and Pd17+ are also plotted (in (b)), dashed line with
dot symbols, and are normalised to the experimental data. The data sets where
the pulse duration and energy are varied separately (while the other variable is
kept constant) are represented by triangles and circles, respectively.
5.3.4 Summary
The acceleration of ‘heavy’ mass ions from heated palladium foil targets irradiated
with a petawatt laser system is investigated. It is found that the ion acceleration
in the forward and backward directions achieves multi-MeV ion energies, with
ion emission from the front surface containing a larger number of ions and higher
ion charge states compared to the rear surface.
The scaling of maximum ion energy (Emax) as a function of charge-to-mass
ratio (q/m) and laser pulse parameters is also studied. The laser pulse parameters
are varied as a function of energy, pulse duration and laser intensity on target.
It is found that numerical models are able to reproduce the measured scaling for
Emax for both q/m and laser parameter scans. Numerical modelling is performed
to study the effects of ion charge state population distribution on the Emax of
different ions. It is found that the ion charge state population distribution is not
a dominant effect compared to changes in the fast electron temperature. Using
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an analytical model, first introduced by Schreiber et al [193], the size of the
accelerating sheath on the rear of the target is inferred, and found to increase
with increasing laser pulse duration, as expected, due to electron recirculation
[49].
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Chapter 6
Lateral transport of fast
electrons, diagnosed by
measurements of ion emission
6.1 Introduction
In this chapter results are presented for an investigation of lateral electron trans-
port, using ion emission as a diagnostic, within targets irradiated with ultra-
intense laser pulses. It is found that there is significant lateral energy transport
in thin foil targets, as inferred from spatially resolved measurement of ion emis-
sion. These results have been published in Physical Review Letters 98 (2007)
145001. The experimental observations and measurements are presented first
and are then compared to simulation results using an implicit PIC code, to fur-
ther explore the temporal evolution of the expanding electron cloud recirculation
within the target.
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6.2 Experimental Method
The Vulcan Petawatt laser is used to provide laser pulses of energy up to 400 J and
duration of 1 ps at FWHM. The p-polarised laser pulses are focused onto target
using an f/3 off-axis parabola at an incident angle of 45◦, to achieve intensities up
to 6×1020 Wcm−2. The laser contrast is measured to be 107 and 106, respectively,
at a few nanoseconds [174] and picoseconds [175] relative to the peak of the pulse.
The targets are 10 µm thick Au and Al flat foils with a width and length of 4 and
10 mm respectively. Several of the foils also have a machined 50 µm diameter
hole which is vertically off-set from the laser focus by 500 µm. The Au targets
are resistively heated, with a current of ∼20 A, to 1000 ◦C for 10 minutes before
and during laser irradiation. This reduces the hydrogen containing contaminant
layers on the surface of the target, such as water vapour, and thereby reduces the
accelerated proton flux and increases the accelerated heavier ion flux (as discussed
in chapter 5). The temperature of the target is measured by using a pyrometer
[190].
The primary diagnostic for this experiment is a Thomson parabola spectrome-
ter positioned along the target normal axis at the rear of the target. A schematic
of the experiment is shown in Fig. 6.1. The permanent magnets used in the
Thomson parabola spectrometer give a peak magnetic field of 0.6 T. A voltage
of 6 kV applied across the electrodes of the spectrometer gives an electric field
that varies from 3.0 to 0.3 kVmm−1 along the spectrometer length (as discussed
in chapter 4.3.2). The solid angle sampled by the spectrometer is varied between
5 × 10−9 and 2 × 10−7 sr by changing the entrance pinhole size. Ions and fast
neutral atoms are detected using CR39 of size 50 mm × 50 mm × 1 mm.
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Figure 6.1: Schematic of the experimental set-up with the the primary diagnostic,
the Thomson parabola spectrometer, shown.
6.3 Results
When the target is unheated it is found that the dominant ion species accelerated
from laser interactions with the target are protons, in good agreement with previ-
ous observations. When Au target foils are heated an increase in the proportion
of carbon ions and a significant decrease in proton acceleration is observed. For
many of the laser shots we observe the existence of multiple source regions from
which ions are accelerated. This is observed for both Al and Au targets, heated
or unheated, and corresponds to ion emission from the edges of the target foil,
the edge of holes drilled in the foil and the central region corresponding to the
laser focal spot.
Multiple sources are observed in the region of the zero deflection point because
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Figure 6.2: Optical image of the region of the CR39 corresponding to zero deflec-
tion, in which the pits are generated by neutral atoms formed by recombination
of fast ions. The Thomson parabola spectrometer acts as an ion pinhole camera
with a magnification factor of 0.47. The linear vertical pit distributions observed
either side of the central spot correspond to the edges of the 4 mm target (dashed
lines) within the limits of the spatial resolution (930 µm). The Thomson spec-
trometer is aligned along the rear target normal axis as shown in Fig. 6.1.
the entrance pinhole to the Thomson parabola spectrometer acts as a pinhole
camera for uncharged particles. These observations are made from the image
formed on CR39 at the back of the Thomson parabola spectrometer by neutral
atoms. These atoms are formed from ions undergoing recombination, either in
the plasma or with the co-propagating electron cloud, before entering the spec-
trometer. As the atoms are charge neutral before entering the Thomson parabola
spectrometer they are unaffected by the electric and magnetic fields. An example
of the neutral atom signal on the CR39 is shown in Fig. 6.2 for a 10 µm thick,
4 mm wide, unheated Al target irradiated at the centre with a 3 × 1020 Wcm−2
(200 J in 1 ps) laser pulse. The positions of the CR39 detector and spectrometer
pinhole gives a magnification factor of M = 0.47 and a spatial resolution, based
on the pinhole diameter, of 930 µm. The highest signal observed in Fig. 6.2 is
in the central region corresponding to the area on the rear surface of the target
that is directly opposite to the laser focal spot. Knowing that the target is 4 mm
wide and considering the magnification factor, the vertical linear regions of signal
observed in the image on either side of the central area are found to correspond
to the edges of the foil target (within the limits of the spatial resolution).
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Figure 6.3: (a) Spatial distribution of ion generated pits on a CR39 detector
sample. (b) Enlarged region of carbon tracks showing multiple tracks for each
charge state. (c) Enlarged region of pits generated by neutral atoms showing
multiple sources that produce the multiple ion tracks for each charge state. A)
main ion source opposite to laser focus, B) ion emission from 50 µm hole machined
into the target and offset vertically to the laser focus by 500 µm. C) and D)
correspond to the edges of the target foil. The target was a 10 µm thick Au foil
heated to 1000 ◦C and irradiated with a laser intensity of 1× 1019 Wcm−2.
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Investigation of the ion species accelerated from the different source regions,
to gain a greater understanding of the lateral electron transport, is carried out by
enhancing the spatial resolution of the Thomson parabola spectrometer to 155
µm by reducing the pinhole diameter to d = 50 µm (resolution = d(1 + 1/M)).
Shown in Fig. 6.3(a) is an example of the spatial mapping of pits distributed
across a CR39 detector at the higher resolution. For this particular example the
target is a 10 µm thick Au foil, heated to 1000 ◦C, and irradiated with a 340
J laser pulse focused to a 40 µm (FWHM) diameter spot. The resulting laser
intensity is 1× 1019 Wcm−2. The strongest signal measured on the CR39 are the
various charge states of carbon, originating from the hydrocarbon contaminant
layers on the target surface that are not removed by the heating of the target.
Due to the higher spatial resolution, provided by the smaller pinhole size, two
significant features within the CR39 data can be picked out. The first is the region
corresponding to zero-deflection, enlarged in Fig. 6.3(c), where similar structure
to that in Fig. 6.2, corresponding to the target edge emission, is observed (labelled
C and D). The total flux is significantly reduced due to the reduced solid angle
of the Thomson parabola spectrometer and the reduced intensity of the laser
pulse. The highest signal is still observed to come from the region on the target
opposite the laser focus (labelled A). An additional source offset vertically to the
main source is also observed (labelled B). This additional ion source is due to a
50 µm hole machined into the foil that is offset vertically from the laser focal spot
by 500 µm. The total neutral particle signal contained within the four different
sources is ∼ 3% of the total ion signal detected on the CR39 and provides a
measure of the degree of recombination occurring. The second significant feature
is that with the higher resolution it is now possible to identify multiple tracks for
the same charge state, as shown in Fig. 6.3(b). By fitting simulated ion tracks
to the data it is found that each of the multiple tracks correspond to one of the
four sources identified in Fig. 6.3(c). The ions identified for each of the sources
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are listed in Table 6.1.
Source q εmaxq Eq E
max
q τ
min
q d
min
q
(MeV) (TVm−1) (TVm−1) (ps) (µm)
A 1 3.4 0.022 0.052 18 67
2 5.4 0.052 0.13 4.4 21
3 11 0.13 0.18 3.1 21
4 25 0.18 5.3 0.12 1.2
5 38 5.3 7.0 0.09 1.1
B 1 4.7 0.022 0.052 21 92
2 5.9 0.052 0.13 4.6 22
3 19 0.13 0.18 4.0 35
C 1 1.5 0.022 0.052 12 30
2 4.4 0.052 0.13 4.0 17
D 1 · · · 0.022 0.052 · · · · · ·
Table 6.1: Cq+ ions observed from each of the four sources identified in Fig. 6.3
and estimated field parameters. Eq is the minimum electric field required to
produce Cq+ assuming the dominant ionisation mechanism is field ionisation by
barrier suppression (FIBS). Emaxq is the maximum field that the carbon ion can
be subjected to without further ionisation by FIBS to charge state q + 1. τminq
and dminq are lower limits on the acceleration time and length, respectively, that is
required to reach the maximum measured ion energy, εmaxq , for that charge state.
The peak electric field at each of the sources can be estimated from the ion
emission by the same method as that used in chapter 5, and described by Hegelich
et al [55], where the dominant ionisation mechanism can be assumed to be field
ionisation by barrier suppression (FIBS)(chapter 5.3.1). The observation of the
different carbon ion charge states enables the peak electric field strength to be
inferred. The carbon ions observed can be assumed to originate from the rear
surface of the target as the Au target foil thickness is sufficient to stop multi-MeV
ions (a 10 µm thick Au foil will stop 28 MeV carbon ions). The minimum electric
field (Eq) required to produce a particular ion charge state, q, is calculated using
Eq. 5.1, repeated below for convenience:
Eq =
ε0piU2q−1
eq
[5.1]
where Uq−1 is the ionisation potential, in eV, of the previous charge state. An
upper limit can be calculated for the electric field, Emaxq , that an ion of charge
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q is accelerated by. This is given by the electric field required to further ionise
the ion to charge q + 1. The shortest distance (dminq ) and time (τ
min
q ) that an
ion with charge q can be accelerated over to reach the measured energy εmaxq are
calculated using Eq. 6.1 and Eq. 6.2.
τminq =
√
2εmaxq m
qeEmaxq
(6.1)
dminq =
εmaxq
qeEmaxq
(6.2)
where m is the mass of the ion and e is the electronic charge.
The calculated minimum and maximum electric fields are presented in Table
6.1 together with values for τminq and d
min
q for each carbon charge state emitted
from the four identified sources. Values for τminq and d
min
q for source D could not
be calculated as the max cut-off energy could not be accurately measured. It is
found that the strongest electric field, > 5.3 TVm−1, occurs in the source on the
rear surface that is directly opposite the focal spot of the laser. The peak electric
field for the other sources is found to decrease with distance from source A. At
the edge of the machined hole (source B) in the target, 500 µm from source A,
the electric field peaks in the range 0.13 to 0.18 TVm−1. At the edges of the
target, 2 mm from source A, the peak electric field falls within the lower range
of 0.05 to 0.13 TVm−1. To have electric fields that are this strong at the target
edges indicates that lateral electron transport within the target foil continues for
periods of time much longer than the pulse length (relativistic electrons travel
only 300 µm in 1ps). This is consistent with time resolved x-ray production
Kα measurements [195], which are used to infer hot electron transport within
overdense plasmas.
To gain insights into the charge cloud dynamics occurring within the target,
simulations were conducted by Prof R.G. Evans using the hybrid code LSP [186],
which treats the background cold electrons as a fluid (see chapter 4.4.2). A
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simulation grid of 2400 × 2400 cells with a cell size of 0.25 µm was used, giving a
simulation area of 600 µm × 600 µm. The cell size provides adequate resolution
for determining the distribution of electrons in the bulk of the 10 µm thick target.
However, the ion dynamics cannot be directly investigated because the cells size
is too large relative to the Debye sheath (∼ 1.5 µm) to accurately represent
the electric field. The mean electron energy is set equal to the ponderomotive
potential, 1 MeV, for a laser intensity of 1019 Wcm−2 with an assumed laser-to-
electron energy conversion efficiency of 30% [196]. The hot electron temperature
is varied temporally. It increases for a period of 0.1T , stays constant for 0.8T
and then decreases for 0.1T , where T is the duration of the laser pulse. The
electron temperature distribution along the laser axis (normal incidence) in the
laser direction is taken to be half of the relativistic thermal energy distribution
and with an angular spread into the target of 30◦ half-angle. The radius of the
target used in the simulation is 400 µm with a laser pulse duration scaled down to
200 fs (rather than 2 mm and 1 ps as in the experiment). This is done because of
limited computing resources available and still enables investigation of parameters
of interest, such as the velocity of the expanding charge wave and the physics at
the target edge.
The majority of the hot electrons pass through the target to the rear surface
and are reflected back by the expanding Debye sheath. As the Debye sheath
is non-static, the axial velocity component of the electrons is reduced when re-
flected. However, the transverse component is largely unaffected as the sheath
acts generally along the target normal axis. The electron cloud gradually expands
laterally as a disc, as the electrons undergo recirculation within the foil. As the
electron cloud expands laterally a return current forms via the cold background
electrons and an electric field, due to the resistivity of the target, forms that acts
against this expansion. However, because the charge density of the electron cloud
decreases as it spreads out radially, this electric field becomes weaker radially and
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Figure 6.4: (a) Hot electron density n, 0.25 ps after the start of the laser pulse.
The target profile (400 µm radius and 10 µm thickness) is illustrated by the
white line. The simulation space is cylindrically symmetric about the laser axis,
marked by the (red) arrow. (b) Resultant E-field strength after 0.25 ps. (c),(d)
Corresponding results 2.5 ps after the start of the laser pulse.
so reducing its effect with radius.
Figure 6.5: (a) Hot electron density n, 2.5 ps after the start of the laser pulse for
a target with a gap. (b) Resultant E-field strength after 2.5 ps. (c) The target
profile which is 400 µm in radius and 10 µm thick with a 10 µm gap 250 µm
out from the laser axis. The simulation space is cylindrically symmetric about
the laser axis, marked by the (red) arrow in (a). The gap in the 2D simulation
corresponds to an annular slot.
The LSP simulations show that when the electron cloud reaches the target
edge a strong enhancement of the electron density and electric field occurs at the
edge. Two snapshots of the electron density and electric field at 0.25 ps and 2.5
ps are shown in Fig. 6.4. The enhancement at the edge is clearly seen in (c) and
(d). The electron cloud lateral expansion stops at the target edge as the required
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return current for expansion can no longer be supported. The radial component
of the electric field is enhanced by the build up of negative charge. The electron
number continues to build up at the target edge until the electrons are eventually
reflected back by the electric field after a time period of the order of the plasma
period (350 fs for an electron density of 1017 cm−3). The electric fields at the
target edge arising from the simulation are about 0.2 TVm−1 and at a distance
of 15 µm from the edge are still greater than 0.02 TVm−1.
An attempt is made to simulate the effect of the electron motion in the region
of the hole in the target. To accurately do this requires a 3D simulation, which
is possible, but requires more computational capacity than is available for this
work. Instead an annular gap, 10 µm wide, in the disc target is modelled in 2D
by exploiting the cylindrical symmetry of the simulation. The electron density
and electric field respectively at 2.5 ps are shown Fig. 6.5 (a) and (b). The laser
and target (except the gap) conditions are the same as those used for Fig. 6.4.
As can be seen the majority of the electron cloud is stopped at the gap in the
target. However, a small electron current is observed to pass across the gap.
The cold electron return current is unable to bridge the gap and a large electric
field enhancement at the inside of the gap is formed. A weaker electric field
enhancement is seen at the target edge beyond the gap.
The calculated (from the LSP simulations for Fig. 6.4) temporal evolution
of the electric field, 25 µm out from the target, at different radii from the laser
focus, is shown in Fig. 6.6. It is observed that the electron cloud moves laterally
at 0.75c, where c is the speed of light in a vacuum. At the target edge (400 µm)
it can be seen in Fig. 6.6 that the electric field is sustained for a much longer
period of time than at other radii within the target. As ion emission observed
in the experiment was dominated by emission from the laser focal spot position
and the edges of the target (with very little from in-between these points), this
would indicate that ion emission is sensitive to the duration of the electric field.
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Figure 6.6: Temporal evolution of the potential drop over 25 µm from the surface
of the target at given radii from the laser focal spot. The field becomes higher
and remains high at the edge of the target (400 µm) for much longer than at
smaller radii. A second later peak in the transient field at the smaller radii is
produced by electrons which are reflected from the target edge and transverse the
target again, in the opposite direction.
This enables ion emission to be used as a diagnostic for the the transient electric
field strength in intense laser-foil interactions.
6.4 Summary
It is shown that there is significant lateral expansion of the electron cloud in thin
foils irradiated by ultra-intense laser pulses, and that this expansion carries on for
periods much greater than the pulse length of the laser. When the electron cloud
reaches a target-vacuum boundary the electron motion is inhibited, resulting in
the build up of charge at the boundary before the electron cloud is reflected
back along the target. This build up of charge at the target edge results in the
formation of strong electric fields which are able to ionise and accelerate ions
to multi-MeV energies. It is also shown via PIC simulations that even a small
gap, 10 µm, in the target will prevent the transport of the majority of electrons.
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The lateral transport of electrons has previously been investigated for long pulse
irradiation (ns) [197–200], but this work highlights that it is also important in
short pulse (ps) irradation.
The technique, previously demonstrated by Hegelich et al [55], has been ex-
tended to make spatially resolved measurement of the electric field along the
target surface, resulting from the lateral spread of electrons. The next step is to
extend this further so that the measurement of the electric field can be resolved
temporally.
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Chapter 7
Optical control and manipulation
of proton acceleration
7.1 Introduction
The ion beams generated at the rear surface of a thin foil irradiated by a ultra-
high intensity (> 1019 Wcm−2) laser pulse has attracted a great deal of research
interest, as discussed in chapter 3. The distinctive characteristics of these beams,
such as high laser-to-particle energy conversion efficiency [53], very low emittance
[7] and a small virtual source size [125], make them attractive as an ion source.
Some of the applications that have been proposed for these ion beams are dis-
cussed in chapter 3.4, including radiotherapy, medical isotope production and
radiography. To succeed in using laser driven ion beams for such applications
requires that the parameters of the ion beam, such as ion energy spectrum and
beam collimation, need to be carefully controlled and tailored.
It has been demonstrated through the use of carefully structured target foils
that the ion beam parameters can be changed; for example beam focusing [10],
collimation [126] and altering the energy spectrum to a quasi-monoenergetic dis-
tribution [70, 201]. However the reliance on complex targets is not always com-
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patible with the requirement of high repetition rate ion beam delivery for many
applications. Optical control of ion beam parameters, using simple planar target
foils, and one or more laser pulses (operating at high repetition rate) is desirable.
Results from several experimental campaigns aimed at the investigation of
the use of dual laser pulses to influence and manipulate the ion acceleration
processes in relativistic laser-foil interactions are presented. In the first part
of the chapter the first well controlled and characterised study into the effects of
laser-driven front surface pre-plasma expansion on proton acceleration from ultra-
high intensity irradiated thin foils is presented. A separate study in which a low
intensity laser pulse is used to drive a low temperature shock wave to modify the
rear surface of the target foil, and hence modify the properties of the ion beam,
is addressed in the second part of the chapter.
7.2 Spectral distribution and beam profile ma-
nipulation
The objective for this work is to use controlled and well-characterised front surface
pre-plasma expansion to enhance ion acceleration.
The effects on proton emission of a low intensity laser pulse (1012 Wcm−2)
irradiating thin foil targets prior to the main laser pulse (> 1019 Wcm−2) are
presented. The initial observations and measurements of this investigation, which
involve the TAW arm of the Vulcan laser, are reported in Physical Review E 76
(2007) 065401(R). The first set of results from a more detailed investigation using
the Petawatt arm reported in Laser and Particle Beams 26 (2008) 591-596.
7.2.1 Experimental method
As this section covers the combined results from two experiments, the general
experimental set-up that is similar to both is described first and then pertinent
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details for each experiment are highlighted. The experimental schematic is shown
in Fig. 7.1 with features particular to each experiment identified.
Both experiments use an off-axis f/3 parabolic mirror to focus the main laser
pulse, duration 1 ps (FWHM) and p-polarised, to relativistic intensities. The
focusing beam from the parabola is intercepted by a plasma mirror, at a position
such that the intensity is in the range 1014 − 1015 Wcm−2, and is reflected onto
a foil target. The plasma mirror is used to enhance the contrast of the laser
on target by suppressing the ASE (Amplified Spontaneous Emission) pedestal
to ∼ 1011 Wcm−2. Prior to the arrival of the main pulse at the target, a lower
intensity laser pulse (3× 1011 to 5× 1012 Wcm−2), focussed by the use of a f/10
lens, irradiates the front surface of the target. The wavelength and duration
(FWHM) of this lower intensity pulse is 1053 nm and 6 ns respectively, with a
temporal profile that has a fast rise time of 0.2 ns and a slow decay from peak
intensity to ∼ 50% of this level at 6 ns.
For the Vulcan TAW experiment the main laser pulse has a wavelength of 1053
nm and energies up to 90 J after compression. The main pulse has an incidence
angle of 15◦ onto the plasma mirror, with a measured reflectivity of 55%, giving
energies on target of up to 50 J. The incidence angle of the beam onto target is
5◦ and the spot size at focus is 9 µm (FWHM), giving a peak intensity of 4×1019
Wcm−2. The planar foil targets are 5, 12.5 and 20 µm thick Cu with a measured
average peak-to-mean surface roughness of ∼ 0.7 µm. The leading edge of the low
energy (< 5 J) lower intensity laser pulse arrives at the target 3.5± 0.2 ns before
the main laser pulse with an incidence angle of 25◦. The intensity distribution at
focus of this lower intensity pulse is shaped using a binary phase plate positioned
in the beam just after the focusing lens. The intensity distribution shape is an
annular ring, with a mean diameter of 460 µm and a ‘thickness’ of ∼ 35 µm.
The phase plate is a borosilicate glass substrate on which a surface relief, via
photolithography, has been produced. This surface relief induces a design phase
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Figure 7.1: Schematic of the experimental set-up for the TAW and TAP experi-
ment. The primary diagnostic is the RCF stack and is common to both. Features
of the set-up particular to one experiment are labelled either TAW or TAP to
signify that experiment.
distribution in the laser beam which leads to the desired intensity distribution at
focus. The intensity around the ring varies within the range 3× 1011 to 3× 1012
Wcm−2 and is shown in Fig. 7.2(a). The main laser pulse focal spot is positioned
at the centre of this ring.
For the Vulcan TAP experiment the main laser pulse wavelength is 1054 nm
and is incident onto the plasma mirror at 20◦ with a measured reflectivity of
32%, resulting in a maximum energy on target of 115 J. The angle of incidence
onto target is 10◦ and the spot size at focus is 5 µm (FWHM), giving a peak
intensity of 3 × 1020 Wcm−2. The targets are 25 µm thick Cu planar foils or 25
µm thick Au foils with a periodic groove structure on the rear surface. These
grooves have a period of 10 µm and a sinusoidal profile with a peak-to-valley
depth of 1.1 µm. Fig. 7.3 shows images of the structure taken with a interference
microscope. The low intensity laser pulse is focused to an approximately flat-
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Figure 7.2: (a) The intensity distribution at focus for the low intensity laser pulse
with the binary phase plate in the beam path that results in an annular ring at
focus. (b) The intensity distribution at target of the defocused low intensity laser
pulse with an inverted aperture in the beam path. The images are captured with
a CCD camera looking at focus with the laser in CW (continuous wave) mode.
top intensity distribution of 450 µm diameter defocused spot (no phase plate
used). This is positioned on target such that the focal spot of the main laser
pulse is at the centre of the defocused spot. The pulse energy is varied to change
the intensity of the defocused spot in the range of 5 × 1011 to 5 × 1012 Wcm−2.
The low intensity pulse arrives on target prior to the main laser pulse with the
time difference between the two main pulses varied from 0.5 ns to 3.6 ns with a
precision of 0.2 ns. To confirm that the observations seen in the TAW experiment
could be reproduced in TAP, for several laser shots the low intensity laser pulse
is shaped into the annular distribution. This is done using either the same binary
phase plate described above, or an inverted aperture inserted in the laser beam
to produce a ring in the quasi-near field distribution (see Fig. 7.2).
The main proton diagnostic for both experiments is an RCF stack placed
behind the target and aligned along the target normal axis. Due to the higher
proton energies produced on TAP, compared with TAW, the RCF layers are inter-
spersed with Cu layers to provide additional energy filtering (see chapter 4.3.3).
The distance between the stack and target for TAW is 30± 1 mm and for TAP it
is 39± 1 mm. In the TAW experiment a Thomson parabola spectrometer is po-
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Figure 7.3: The ‘grooved’ Au foil rear surface profile as measured using a white
light interferometric profiler. A 3D representation is shown in (a) and (b) shows a
profile lineout. The measured dose profile on an RCF layer for 17.4 MeV protons
emitted from a laser-irradiated grooved foil target is shown in (c). The periodic
groove structure of the target surface mapped into spatial intensity modulations
in the proton beam can be seen.
sitioned along the rear target normal axis to measure the ion species accelerated.
The TAP experiment uses a transverse interferometric optical probe, wavelength
527 nm, to observe and characterise the front surface plasma expansion. The tar-
get is probed either 5 ps after the arrival of the main laser pulse or 50 ps before
and is recorded using a 16 bit CCD camera. The resultant images have a spatial
resolution of 5 µm.
7.2.2 Results
Effects of front surface plasma expansion on proton acceleration
The proton beams generated by laser-foil interactions without the presence of
the low intensity laser pre-pulse typically have uneven and asymmetric flux dis-
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tributions across the beam, as measured with RCF. This is particularly true of
low and medium Z targets. This asymmetry is most noticeable with the higher
energy protons in the beam. Fig. 7.4(a) shows an example of the beam profile
measured with RCF for the TAW experiment, for a 5 µm Cu target irradiated
with a main laser pulse intensity of 2.5× 1019 Wcm−2 and no low intensity pulse.
When the target is irradiated with a low intensity pulse (3.5 ns prior to the main
pulse) the profile of the resultant accelerated proton beam changes, as is shown
in Fig. 7.4(b). The proton beam becomes more circular and has a more uniform
flux distribution at all detected proton energies. The total flux has also increased,
typically by a factor of 3. These features are also observed when the target thick-
ness is increased to 20 µm, though with a reduced maximum energy and beam
divergence.
To illustrate how the proton beam profile has improved and become more like
a ‘top-hat’ distribution with well defined edges, vertical lineouts across the beam
for the 5 µm target case are extracted and are presented in Fig. 7.5. To quantify
the improvement in the uniformity of the proton beam, a sampling of the proton
dose distribution, corresponding to the central 50% of the beam area, is taken for
each measured energy in the range 3.0 to 8.8 MeV. It is found that the standard
deviation of the proton dose from a flat distribution varies from 54% of the mean
value for the lowest energy (3.0 MeV) to 11% at the highest energy (8.8 MeV) for
the case where no low intensity pulse is used. The corresponding values decrease
significantly to 16% and 4%, respectively, for the case where a low intensity pulse
is used prior to irradiation by the main laser pulse.
For the condition of no significant pre-plasma expansion, fully stripped carbon
ions are identified with the Thomson parabola spectrometer in the TAW set-
up. This is higher than the highest charge state of carbon, C4+, measured with
significant pre-plasma expansion at the target front surface. The peak electric
field to which these ions are subjected can be estimated, using the approach
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Figure 7.4: Representative examples of the measured proton spatial and energy
distributions using RCF from the TAW experiment, obtained with a 5 µm target
(a) without and (b) with the low intensity pulse. The corresponding results for
a 20 µm target are shown in (c) and (d), respectively. The calculated intensity
of the CPA pulse is between 2 × 1019 and 3 × 1019 Wcm−2 for all shots. These
examples clearly show that the proton beam profile becomes more circular and
more uniformly distributed in the presence of the low intensity pulse for both
thickness of target. Higher proton flux is indicated on the RCF by a darker blue
colour.
described in chapters 5 and 6. This indicates that with a low intensity pulse
present the field reduces from ∼ 7.0 TVm−1 (no plasma expansion) to ∼ 5.3
TVm−1 (with plasma expansion). By contrast, the maximum proton energy
increased with the pre-plasma expansion. The reason that the field that the
carbon ions observe decreases could be because the increased proton flux (see
later discussion) leads to greater shielding of the electric field experienced by
heavier and slower ions (see discussion in chapter 5.3.2).
When the same phase plate is used in the TAP experiment, for similar laser
conditions, similar changes to the proton beam parameters are measured. Fig. 7.6
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Figure 7.5: Beam profile lineouts as a function of proton energy, taken vertically
across the RCF images shown in Fig. 7.4 for the 5 µm target; (a) without and
(b) with the low intensity pulse present.
shows optical interferometric probe images of the front surface plasma expansion
at 5 ps after irradiation by the main laser pulse. The target is irradiated with
the low intensity pulse with an annular ring focus for times ranging from 1.0 ns
to 5.0 ns prior to the main pulse. The ablation caused by the low intensity pulse
results in the contraction of the area with no pre-plasma within the ring. The
ablated plasma expands laterally as well as longitudinally, resulting in closure of
the ring after a certain expansion time. This results in a jet of plasma shooting
outwards from the target. In Fig. 7.6 the secondary point of self emission (bright
spot) away from the expanded target surface is observed only for a relative timing
of 3.6 ns, and is interpreted as a result of the main pulse interacting with this
plasma jet. Further work is required to understand the origin of this emission.
To determine the extent that the profile of the pre-plasma at the front of
the target influences proton acceleration, the low intensity laser pulse at target is
defocused to a spot size comparable to the size (470 µm) of the annular ring focus.
It is found that the changes to the proton beam are similar when the defocused
low intensity spot is used compared to the ‘ring’ distribution. To investigate this
further, the pre-plasma conditions at the target front surface are varied with the
pre-plasma generated using the defocused spot distribution of the low intensity
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Figure 7.6: Optical interferometric probe images from the TAP experiment, in
which a low intensity pulse (1×1012 Wcm−2) with an annular ring focus irradiates
the target at different times relative to arrival of the main high intensity (4×1020
Wcm−2) pulse. The laser pulses are incident from the right. The areas of the
image that are dark and have no fringes indicate areas where the plasma density
is too high for the probe pulse to penetrate. The bright spot at the point of target
expansion is self emission from the target generated from the interaction of the
main laser pulse with the expanding surface plasma at critical plasma density. A
second bright spot of self emission is observed for the measurements made at 3.6
ns and is believed to be due to interaction between the main laser pulse and the
resulting plasma jet from the collapsed ring focus.
pulse, as this is a simpler physical system to model. The pre-plasma conditions,
characterised by the measured plasma scale length in the underdense region, are
varied as a function of two different parameters: the low intensity pulse intensity
(IL) and the delay (∆t) between the arrival of the low intensity pulse and the
main pulse.
Due to the fact that the optical probe beam diagnostic does not enable mea-
surement of electron densities greater than ∼ 4 × 10−19 cm−3 (chapter 4.3.4),
computer simulations are required to determine the full initial plasma density
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Figure 7.7: Cu target front surface density profile as a function of expansion time
with constant IL = 1 × 1012 Wcm
−2; the solid lines represent the results of the
Pollux hydrodynamic code and the dashed lines are the experimentally measured
values from the optical probe. X = 0 corresponds to the initial target front
surface and is shown on the diagram by the dashed black line. The inset shows
the shock wave instigated by the low intensity pulse, represented by the peaks in
electron density, propagating inside the target but not reaching the rear surface
(X = 25 µm).
profile. 2D hydrodynamic simulations are performed using the Pollux code [184].
A 300 µm by 300 µm grid with a cell size of 1.5 µm is used with the target
material set as Cu. The laser wavelength and spot radius are set at 1.06 µm
and 220 µm, respectively, with cylindrical symmetry being exploited to maximise
computing efficiency. The pulse has a rise time of 0.2 ns after which it remains
at a chosen intensity of IL = 1× 1012 Wcm
−2. The simulations show two distinct
regions of pre-plasma expansion with quite different scale lengths. One region
has the scale length that is measurable using the optical probe in the outer part
of the pre-plasma and is denoted by LO. The second region is within the area
that cannot be measured experimentally due to the higher electron density. The
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characteristic scale length for this inner area is denoted by LI . Fig. 7.7 shows
example results with the two regions labelled. For an increase in ∆t from 0.5 ns
to 3.5 ns, LO is predicted to increase from 31 µm to 182 µm, which corresponds
quite well with the measured value of 50 ± 10 µm increasing to 200 ± 40 µm
(Fig. 7.7). The simulation results show that the value of LI increases from ∼ 0.6
µm to ∼ 0.9 µm for ∆t increasing from 0.5 ns to 3.5 ns.
Experimentally the target and main pulse parameters are kept constant as IL
is varied from 5 × 1011 to 5 × 1012 Wcm−2, for constant ∆t = 0.5 ns. A second
parameter scan is performed with IL kept constant at ∼ 1× 1012 Wcm
−2 and ∆t
varied from 0.5 ns to 3.6 ns. The sample spectra resulting from these parameter
scans are shown in Fig. 7.8, with the corresponding plasma scale length values
measured from the optical probe for the underdense region also shown. It can be
seen for both cases that a plasma scale length LO < 60 µm results in an enhanced
proton spectra with higher fluxes for all energies and a higher maximum proton
energy compared to the case with no or very little pre-plasma. As the plasma
scale length is increased to 60 < LO < 120 µm the maximum proton energy
and the proton numbers at all energies are reduced to similar values to the case
without a low intensity pulse. Increasing the plasma scale length yet further,
LO > 120 µm, results in a proton spectra with smaller proton flux and a lower
maximum proton energy.
The spectra shown in Fig. 7.8 indicate that there is an optimum range for the
plasma scale length. Fig. 7.9 presents the measured maximum proton energy (a)
and the conversion efficiency of laser energy into proton kinetic energy (b) as a
function of LO. The measured maximum proton energy increases by ∼ 25% for
an increase in LO from ∼ 0 to ∼ 60 µm and the conversion efficiency improves by
a factor of ∼ 2. Note that the conversion efficiency only includes proton energies
above 2.4 MeV, as this is the lower detection threshold for the RCF stack design
used. Above LO = 100 µm the maximum proton energy and conversion efficiency
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Figure 7.8: Example proton energy spectra measured using a RCF stack; (a) for
different IL and fixed ∆t = 0.5 ns and (b) for constant IL ∼ 1× 1012 Wcm
−2 and
different ∆t. The values beside each curve is the measured plasma scale length
(LO) obtained from the optical probe.
drop below the values measured for the case where no pre-pulse is used.
An optimum plasma scale length is observed for increasing the maximum pro-
ton energy and conversion efficiency. However, the proton beam spatial profile is
found to improve with increasing plasma scale length. Lineouts and sample RCF
images are shown in Fig. 7.10, which shows that the flux distribution becomes
smoother with increasing IL and therefore increasing LO. Using the same tech-
nique used above for the TAW experiment the uniformity of the proton flux is
quantified by the standard deviation from a flat distribution for a central sam-
ple region of the beam that corresponds to 50% of the beam area. It is found
that the standard deviation of the proton dose for 9.5 MeV protons decreases
from 36% of the mean value, with no low intensity pulse used, to 19% for a shot
where LO = 145 µm. It is observed that the proton beam, in the case of pre-
plasma expansion, becomes more circular. This can be quantified by using the
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Figure 7.9: (a) Maximum proton energy and (b) Laser-to-proton energy conver-
sion efficiency as a function of LO, obtained for different IL up to 5×1012 Wcm
−2
for fixed ∆t = 0.5 ns (Red triangles), and for different ∆t up to 3.6 ns for fixed
IL ∼ 1× 1012 Wcm
−2 (Black circles).
following formula: circularity = 4pi · Area/(Circumference)2. It is found that
the proton beam spatial profile for 9.5 MeV protons for a typical shot without a
pre-plasma deviates from a perfect circle by 4% and for the same proton energy
with LO = 145 µm the deviation is reduced to 1%.
To determine the size of the area on the rear surface of the target that the
proton beam is emitted from, Au targets with the groove structure shown in
Fig. 7.3 are used. Because the structure on the target surface is imprinted into
the proton beam, as shown by Roth et al [8], this can be used to determine the
proton source size. By counting the number of lines (of known separation on the
target, 10 µm) observed in the proton beam image the source size for different
energies can be determined. The sources sizes obtained in this way for the IL
parameter scan are shown in Fig. 7.11. It is observed that the proton source size
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Figure 7.10: a) Diagonal lineouts of RCF images for 9.5 MeV protons. RCF
images for b) without the presence of the low intensity pulse , c) with the low
intensity pulse equal to 5× 1011 Wcm−2 and d) with 5× 1012 Wcm−2.
decreases for increasing proton energy, going from ∼ 600 µm at 4 MeV to ∼ 50
µm at 30 MeV. An increase in source size is measured for all energies for the
case where the plasma scale length is within the optimum range, LO ∼ 40 µm
(IL = 5 × 1011 Wcm
−2). Source size measurements for large values of LO could
not be made because the line structure is not resolvable. The virtual source size,
the parameter most useful for imaging applications, can be calculated by tracing
the line structure in the proton beam back through the known groove structure
on the target rear surface to an effective (virtual) source. The virtual source size
without the low intensity pulse is 11 µm for 6.2 MeV and 17.6 MeV protons.
With the addition of the low intensity pulse at 5×1011 Wcm−2 the virtual source
size is 12 µm and 7 µm at 6.2 MeV and 17.6 MeV energies respectively.
The interferometric optical probe images shown in Fig. 7.12 indicate that
the observed changes in the proton beam are likely due to changes to the main
laser pulse propagating in the expanding pre-plasma. In Fig. 7.12(a) a single
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Figure 7.11: Source size measurements obtained from grooved targets by counting
lines in proton beam. Source size measurements for a pre-pulse intensity of 5×1012
Wcm−2 could not be made as it is not possible to resolve the line structure signal
in the beam profile
channel can be observed which is narrower than the focusing cone of the main
laser pulse and is evidence for self-focusing (chapter 2.5) of the main beam. The
self-focusing of the beam results in a smaller focal spot near the critical density
surface and hence a higher intensity than the case where there is no pre-plasma.
The enhanced conversion efficiency for this case also indicates that the absorption
of the laser pulse is enhanced. By contrast, for a very long scale length pre-plasma
the main laser pulse is observed to filament [202, 203], as shown in Fig. 7.12(b),
resulting in energy deposition over a larger area than the normal focal spot size,
thus reducing the laser intensity at target. Self-focusing occurs in an underdense
plasma as the laser intensity alters the refractive index profile of the plasma and
causes it to act as a focusing lens. Laser pulse propagation instabilities due to
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the plasma grow and become more dominant in larger scale length plasma.
Figure 7.12: Example interferometric probe images (a) showing channelling of
the CPA laser beam in relatively short scale length pre-plasma and (b) showing
filamentation of the CPA laser beam in long scale length pre-plasma. The bright
spots in the images are self emission near the critical density surface.
PIC simulations
To give insight into the importance of changes to the fast electron generation and
transport in the inner pre-plasma region, which cannot be directly measured,
OSIRIS [204] PIC simulations are performed (by Prof. R.G. Evans). A 40 µm
(axial) by 20 µm (transverse) grid with 8000 by 4000 cells, and 4 electrons and
4 ions per cell, is used. The laser is linearly polarized with the E-vector in the
simulation plane, and the focal spot is 10 µm. The laser pulse duration is limited
to 60 fs (flat top) due to available computing resources, and the measurements
are made 40 fs after the start of the pulse. Shown in Fig. 7.13(a)-(c) are the
electron density maps for three different plasma density profiles. Fig. 7.13(a)
is the case where there is a relatively sharp density gradient. In Fig. 7.13(b)
the density gradient profile used is the Pollux code simulation result after 0.5 ns
expansion, i.e. LI = 0.6 µm and LO = 31 µm (Fig. 7.7). It it can be seen that
the size of the laser focus is smaller than the sharp density gradient profile case,
which implies self-focusing of the laser pulse, in qualitative agreement with the
experimental observation. For the result shown in Fig. 7.13(c) the initial density
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profile is obtained from the Pollux simulation after 3.6 ns (Fig. 7.7). The channel
of the laser pulse is still narrowing, but propagation instabilites are observed,
again in qualitative agreement with the experimental observations. The electron
spectra for the three different cases, integrated over all forward moving electrons,
are shown in Fig. 7.13(d). For the cases in which the plasma extends over a large
distance from the target the electron flux has significantly increased, especially
above 10 MeV. However, little difference between the two cases is observed when
comparing the spectra for the 0.5 ns and 3.5 ns expansion cases.
Figure 7.13: Electron density, ne, maps illustrating the shape of the laser plasma
interface for different density gradient profiles. (a) The case of a sharp density
gradient where there is little pre-plasma expansion. (b) The density profile pro-
vided by the Pollux simulation for ∆t = 0.5 ns. Note that the laser focus is
narrower vertically than for case (a). (c) This case uses the ∆t = 3.5 ns output
density profile of the Pollux simulation and shows that instabilities are starting
to appear. The colour scale varies from red through blue to black, where red
represents the highest densities (initial target density) and black is vacuum. (d)
Integrated electron energy distribution for forward directed electrons for simula-
tion results (a)-(c). The CPA laser is incident from the left in (a)-(c).
The Pollux simulations predict a limited range of LI values, up to 0.9 µm, for
the range of parameters experimentally investigated. To determine what effect a
larger range of LI values would have, simulation runs are performed for a single
exponential electron density profile with scale length in the range 0.46 to 4.6 µm.
Results are presented in Fig. 7.14. A 40 µm (axial) by 20 µm (transverse) grid
with 8000 by 4000 cells, and 4 electrons and 4 ions per cell, is used. The laser is
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Figure 7.14: (a) Electron energy distribution of forward moving electrons as a
function of the density scale length at the critical density surface, LI ; (b) Electron
density, ne, map illustrating the shape of the laser-plasma interface for LI equal
to 3.5 µm.
linearly polarized with the E-vector in the simulation plane, and the focal spot is 9
µm. Measurements are made 100 fs after the start of the pulse. It is found that as
the scale length is increased from 0.46 µm to the order of the laser wavelength, the
flux of electrons with energies above 10 MeV is significantly increased, as shown
in Fig. 7.14(a). For a larger pre-plasma expansion the laser starts to experience
much greater instabilities, as evident from the electron density map shown in
Fig. 7.14(b), and the irradiance, in the region of the critical density, decreases,
resulting in a reduction of the electron flux accelerated. We note that for these
conditions, a small number of very energetic electrons are produced, as evidenced
by the flattening of the electron spectrum in Fig. 7.14(a). This suggests that
for very long pre-plasma scale lengths underdense acceleration processes, likely
similar to the wake field mechanism, become important. The simulation results
suggest that optimum pre-plasma scale lengths exist for coupling laser energy into
protons, via fast electrons. The simulations also indicate that the main laser pulse
begins to be disrupted due to instability growth in long scale length pre-plasma,
reducing the coupling efficiency of the laser into the plasma.
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Rear surface sheath distribution
The changes in the measured proton beam divergence can be interpreted in the
framework of the target normal sheath acceleration (TNSA) mechanism [52].
Fast electrons, which are accelerated through the target by the main laser pulse,
become electrostatically confined to the target rear surface, building a sheath with
a quasi-static charge separation field, which ionizes and accelerates atoms at the
rear surface. Protons are accelerated normal to iso-density contours in the sheath
[100], and hence the measured spatial profile of the accelerated proton beam is
sensitive to the shape of the sheath. The spatial profile of the sheath, and hence
the ion front, is typically Gaussian shaped, as inferred from measurements by
Fuchs et al [100] and shown experimentally by Romagnani et al [5]. Any changes
to the proton beam divergence can therefore be interpreted as a change in the
shape of the acceleration sheath, induced by the presence of the low intensity
laser pulse.
Evidence of a change to the sheath shape is inferred from observed changes
to the angular divergence of the proton beam as a function of energy. It has
previously been shown, with single high intensity laser beam irradiation of a
target foil, that the angular envelope of the proton beam decreases with energy
[3, 7, 122], and that this is due to a decrease in size of the emission region
near the peak of the Gaussian-shaped electron sheath [7, 101]. We find that
the divergence characteristics of the proton beam changes significantly with a
long scale length pre-plasma, as shown in the measurements of Fig. 7.15. In the
absence of the low intensity pulse, it is consistently observed that the spatial
extent of the beam is fairly constant for low proton energies and decreases only
at the highest energies. This manifests itself in the plateau-like distribution at
low energies in Fig. 7.15(a) and is quite different to the near-linear dependence
of the divergence on proton energy consistently observed with significant pre-
plasma expansion, shown in Fig. 7.15(b), for otherwise identical target and laser
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conditions. The measured changes to the proton beam divergence as a function
of energy can be explained by changes to the spatial distribution of the sheath.
Figure 7.15: (a) Symbols correspond to the measured angular divergence of the
proton beam as a function of proton energy for the 5 µm target sample measure-
ments of Fig. 7.4, without the low intensity pulse; (b) corresponding measure-
ments with a pre-plasma expansion. The lines are the calculated divergence as a
function of energy using the Gaussian (solid blue line) and the parabolic (dashed
black line) sheath spatial distributions shown in (c). With the main laser beam
only, a sheath with a Gaussian distribution with a FWHM of 220 µm produces a
good fit to the experimental results in (a), whereas with pre-plasma expansion a
better fit to the experimental measurements is obtained with a parabolic sheath
distribution with a FWHM of 400 µm, as shown in (b).
To illustrate this, a model is devised to determine the sheath shape by fitting to
the experimental measurements of proton beam divergence. The model calculates
the spatial distribution of the expanding ion front, and the divergence and energy
of protons produced along the ion front, as a function of time for a defined
spatial and temporal distribution of the electric field. The temporal profile of the
electric field is assumed to be Gaussian with a FWHM equal to 1.2 ps similar to
the laser pulse duration. The peak strength of the field is chosen to reproduce
the maximum detected energy of the accelerated protons. The model uses the
threshold field for the ionisation of hydrogen (assuming field ionisation to be the
dominant ionisation mechanism at the rear surface of the target) to define the
spatial extent of the proton source as a function of time. The ion front expands
into vacuum and the velocity components and hence proton energy as a function
133
of radius from the centre of the sheath is calculated in 0.1 ps steps over a 4 ps
range defined by the temporal profile of the electric field. The local normal at
each point along the ion front surface is calculated as it evolves spatially and
temporally to determine the angle of proton emission.
Using the measured sheath distributions reported by Romagnani et al [5] as a
starting point, the sheath shape is initially assumed to have a Gaussian distribu-
tion. It is found that this results in a calculated proton beam divergence distribu-
tion which fits well to the experimental measurements without pre-plasma expan-
sion, as shown in Fig. 7.15(a), when the FWHM of the distribution is equal to 220
µm. The normalised spatial distribution of the sheath is shown in Fig. 7.15(c).
Various sheath shapes and sizes are employed to reproduce the measured changes
to the divergence as a function of proton energy when the low intensity pulse
is added. It is found that very good agreement with the experimental data is
achieved, as shown in Fig. 7.15(b), when an inverse parabolic sheath profile with
a FWHM of 400 µm is used (Fig. 7.15(c)). Brambrink et al [122] use an inverse
parabolic profile of the ion front in their modelling of ion divergence from laser
irradiated foil targets as it gives a good fit to their experimental data. With the
low intensity beam present, a slightly higher maximum electric field strength is
required to produce the higher measured proton energy. The calculated diver-
gence as a function of energy for both sheath distributions and both peak electric
fields are shown in Fig. 7.15(a) and (b).
When the divergence of the proton beams produced in the TAP experiment are
analysed and the model applied for these parameters some interesting features are
observed. First the shots without any low intensity beam present are considered.
The beam divergence for two of these shots are shown in Fig. 7.16(a) as the
black data points. The plateau observed in the proton beam divergence extends
up to proton energies of 10 MeV, and decreases linearly with energy up to the
maximum proton energy. The beam divergence data for ∆t = 0.5 ns and ∆t = 3.6
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ns is larger and smaller respectively (Fig. 7.16). The sheath shape and size
as determined by the above model changes with ∆t. The FWHM sheath size
increases from 460 µm to 610 µm for ∆t increases from ∆t = 0.5 ns to ∆t = 3.6
ns. Fig. 7.16(b) shows the normalised sheath shapes used to provide the fits to
the data in Fig. 7.16(a).
Figure 7.16: (a) Beam divergence as a function of proton energy for example
∆t, symbols are experimental data. Lines are fits using inferred sheath shapes.
(b) the normalised ion accelerating sheath distributions that best fit the beam
divergence data in (a).
The shape and lateral extent of the sheath, and the uniformity and spatial
profile of the proton beam, are determined by a number of properties. These
include the number and distribution of hot electrons generated at the target
front surface and accelerated into the foil, and the transport, including refluxing
[50] of the hot electrons within the foil. With the low intensity beam present, the
ion front distribution and the profile of the proton beam changes, which suggests
that the properties of the hot electron generation at the front surface and/or the
lateral spreading of the hot electrons within the foil are modified.
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7.2.3 Summary
The first systematic study, in which the effects of a well controlled and charac-
terised pre-plasma at the target front surface on proton acceleration from the rear
surface is reported. It is shown that optimum pre-plasma expansion conditions
exist for coupling laser energy to protons, via fast electrons. The measured en-
hancement in proton beam maximum energy and conversion efficiency are likely
due to changes to the propagation of the laser pulse in the low density large
scale length pre-plasma. Self-focusing and beam breakup are observed experi-
mentally and in PIC simulations and can explain the observed changes to the
proton acceleration.
7.3 Proton beam steering
It was previously demonstrated in experiments at the Lund Laser Centre that the
direction of propagation of a proton beam accelerated by the TNSA mechanism
from a thin foil is sensitive to shock waves driven by the ASE pedestal of a high
intensity laser pulse [37, 76, 77]. The magnitude of the measured beam deflec-
tion is dependent on the proton energy. This effect is reported to be sensitive to
the target thickness and the temporal separation between the start of the ASE
pedestal and the peak of the laser pulse arriving at target. As the TNSA mech-
anism leads to ion acceleration along the target normal axis, a local deformation
to the target rear surface due to shock breakout causes the protons accelerated
from this region of the surface to be shifted away from the global target normal
[37].
The objective of the investigation presented here, is to use a separate low
intensity laser pulse to control the spatial and temporal properties of the low
temperature shock wave launched into the target, and thus provide greater control
on the steering of the proton beam. The results of this investigation have been
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published in Applied Physics Letters 92 (2008) 011504.
7.3.1 Experimental method
The experiment is performed using the multi-Terawatt laser at the Lund Laser
Centre. The main CPA laser beam is focused onto target using an f/3 parabola
to a spot size of 5 µm (FWHM). 600 mJ of laser energy is delivered onto target
with a pulse duration of 45 fs (FWHM) giving a peak intensity of ∼ 4 × 1019
Wcm−2. The main laser pulse irradiates the target, 3 µm thick planar Al foil,
at a 30◦ incidence angle in the horizontal plane and is p-polarised. Care is taken
to ensure good laser pulse contrast. This is achieved by the introduction of a
saturable absorber into the beam path and careful control of the seed energy to
the regenerative amplifier [176]. The contrast ratio of the laser system is measured
to be 1010 at 1 ns and 109 at 50 ps before the main CPA pulse. A low intensity
(∼ 2 × 1010 Wcm−2) long pulse (11 ns), generated with a frequency doubled
Nd:YAG laser (532 nm), is used to drive the shock wave. This pulse is focused
with a 200 mm focal length doublet lens, which is tilted to produce a horizontal
line focus. The resulting focal spot is 230 µm long and 14 µm wide. The delay,
∆t, between the half-maximum of the rising edge of the low intensity pulse and
the peak of the main CPA pulse is controlled using a delay box. ∆t is varied
from 3 to 12 ns with an error of 0.2 ns, while keeping all other laser parameters
constant (relative line focus position of -15 µm). The position of the low intensity
line focus, relative to the focal spot of the main CPA beam is varied from −30
µm (below CPA spot) to +30 µm (above CPA spot), whilst ∆t is kept constant
at 7.5 ns.
The spatial distribution of the proton beam is measured using CR39 covered
by filter stripes of Al foil of varying thickness, as described in chapter 4.3.3. The
spatial profiles of the proton beam above different energy thresholds defined by
the Al filter thickness is determined from the pit distribution. A schematic of the
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set-up is shown in Fig. 7.17.
Figure 7.17: Schematic of the experimental set-up for the Lund experiment.
7.3.2 Results
Fig. 7.18 shows scanned images of the ion pit distribution in CR39 for two different
parameter scans and a typical reference shot (without the presence of the low
intensity pulse). The position of the low intensity line focus with respect to
the focal spot of the main CPA pulse is varied, and are shown schematically in
Fig. 7.18(a). When compared to the reference image, Fig. 7.18(c), it is observed
that when the line focus is positioned 30 µm either side of the focal spot there is
no discernible change in the proton beam position or shape. However, positioning
the line focus 15 µm from the CPA focal spot results in the entire proton beam
shifting vertically upwards or downwards with the direction depending on the
relative positions of the focal spots. When the line focus overlaps with the focal
spot the most energetic protons are eliminated, and only proton energies below
1.4 MeV are detected. A possible reason for this is that the large plasma scale
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length produced at the front of the target will modify the CPA pulse propagation,
as discussed in section 7.2.2. Another observation is that the proton beam has a
higher divergence along the vertical axis and so appears stretched on the CR39,
see Fig. 7.18(a3). Fig. 7.18(b) are the proton beam images for which ∆t is varied,
while the intensity and relative position of the line focus are fixed at 2.5 × 1010
Wcm−2 and 15 µm from the focal spot, respectively. These images show that
there is an optimum range of values for ∆t where a shift in the proton beam
occurs (∆t = 6 ns), without preventing the acceleration of higher energy protons
(∆t = 9 ns).
Figure 7.18: Images of the ion distribution in CR39 for two parameter scans;
(a) the position of the low intensity line focus relative to the focal spot of the
main laser pulse is changed from +30 µm (line focus above the CPA focal spot)
to −30 µm (line focus below the CPA focal spot) in 15 µm steps. The time
delay (∆t) is fixed such that the low intensity pulse arrives at target 7.5 ns before
the main CPA pulse. (b) Images for three different ∆t for fixed position of the
line focus equal to −15 µm. (c) A typical shot where no low intensity pulse is
present (labelled as No LP). The Al filters on the detector are positioned such
that the proton energy detection threshold increases towards the centre of the
proton beam. A schematic of the expected beam is shown in (d). The relative
position of the main CPA laser focal spot (black dot) and the low intensity line
focus (green line) are schematically indicated on the CR39 images in the bottom
left corner.
The low temperature shock, initiated by the low intensity pulse, propagates
through the target and upon reaching the rear surface causes it to deform and
expand outwards, as illustrated in Fig. 7.19, while retaining the steep density
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gradient required for ion acceleration. A shift of the entire proton beam implies
that the rear surface deformation is large enough to encompass the entire accel-
erating sheath. The increase in vertical divergence of the proton beam when the
line focus and focal spot overlap indicates that the accelerating sheath in this
case is located at the peak of the deformation. This is illustrated schematically
in Fig. 7.19(b).
Figure 7.19: Schematic of the effect on proton acceleration of localised deforma-
tion of the target surface. (a) The line focus and focal spot of the main laser pulse
are spatially separated. The accelerating sheath forms on the slope of the defor-
mation resulting in an accelerated proton beam diverted away from the global
target normal. (b) The line focus and focal spot positions overlap. The acceler-
ating sheath forms at the peak of the deformation. The centre of the accelerated
proton beam is along the global target normal while the outer edges of the sheath
are on opposite slopes. This results in the the proton beam being stretched along
the axis perpendicular to the line focus.
Simple calculations of the shock transport and breakout using the quasi-two-
dimensional scheme proposed by Lundh et al [37] support the interpretation of
shock-induced proton beam steering. The size of the expansion and deformation
at the rear surface is dependent on ∆t and the speed at which the shock trans-
verses the target and induces particle motion at the rear surface. The velocity
of the shock, vs, in the target and the rear surface expansion velocity, ve, are
derived from the equation of state for the material [37] (repeated for convenience
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from chapter 2.6);
vs =
c0
2
(√
1 + χ+ 1
)
[2.31]
ve =
c0
α
(√
1 + χ− 1
)
(7.1)
χ =
4αP
ρ0c20
[2.33]
where P is the laser induced ablation pressure, ρ0 is the initial material density,
c0 is the sound speed and α is an empirical material constant. For Al, ρ0 = 2.70
gcm−3, c0 = 5.24 µm ·ns−1 and α = 1.40 [37]. The laser induced ablation pressure
(in Pa) is estimated using the scaling given by Lindl [36], PPa = 400 (Icm/λµm)
2/3,
where Icm is the laser intensity in Wcm
−2 and λµm is the laser wavelength in
microns. It is assumed that the shock velocity is constant and that the laser
pulse envelope is rectangular, with a Guassian intensity distribution.
Fig. 7.20 compares calculated and experimentally measured angular shifts of
the proton beam as a function of (a) line focus position, (b) ∆t and (c) the laser
intensity of the line focus and good agreement is observed. From the model an
upper limit to the sheath size can be estimated to be 20 µm (see Fig. 7.20(a)).
7.3.3 Summary
Optical steering of the proton beam accelerated from a thin target foil is demon-
strated using low temperature shock waves produced by a separate low intensity
laser pulse. The use of a separate shock driving laser enables the beam to be
steered in any direction. A simple analytical model for shock deformation of the
target rear surface is in good agreement with the experimental data. The line
focus demonstrated a 1D angular shift in the proton beam propagation direction.
This work could be extended by using a shock-driving laser pulse with an
annular intensity profile. An optically controlled annular shock deformation at
the target rear surface could lead to dynamic control of the proton beam focusing.
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Figure 7.20: Measured angular deflection of the proton beam as a function of three
different parameters for different proton energies (blue squares are 0.9 MeV, green
triangles are 1.4 MeV and red circles are 2.8 MeV). (a) the relative position of
the line focus at fixed intensity of 2.5× 1010 Wcm−2 and ∆t = 7.5 ns. (b) ∆t is
varied with fixed intensity of 2.5× 1010 Wcm−2 and a relative line focus position
of -15 µm. (c) the intensity of the line focus with fixed ∆t = 7.5 ns and a relative
line focus position of +10 µm. The angular shift, the angle between the local and
global target normals, predicted by the rear surface shock deformation model
are also shown (black line). A positive deflection indicates a deflection upwards,
above the horizontal plane, and a negative value is a deflection below the plane.
The relative position of the line and spot foci is shown schematically for (b) and
(c).
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Chapter 8
Conclusions
8.1 Summary
This thesis presents experimental investigations into the acceleration of protons
and heavier ions generated by the irradiation of thin foils by relativistic laser
intensities (> 1019 Wcm−2). Specifically the scaling of the acceleration of multiply
charged ions with laser parameters (chapter 5), the demonstration of the use of
ion emission to diagnose electron transport (chapter 6) and the development of
optical techniques to optimize and control the acceleration of protons (chapter 7)
are investigated.
8.1.1 ‘Heavy’ ion acceleration
‘Heavy’ ion acceleration driven by petawatt laser interactions with heated thin
palladium foil targets was investigated. Oxygen and palladium ions, with energies
up to multi-MeV/nucleon were measured at both the front and rear surfaces of
the target. The main properties of the ion beams were measured and found to be
in broad agreement with the limited number of other studies made on laser-driven
heavy ion acceleration. The maximum ion energy scaling with laser parameters
and the ion energy-charge distributions were measured for a range of laser pulse
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conditions. With the help of PIC simulations it is concluded that (1) the initial
charge state population distribution has little effect on the maximum energy of
the highest charge state ions, which lead the ionisation front; (2) screening of
the acceleration field witnessed by lower charge state ions strongly affects their
maximum energy; (3) the maximum energy of all ions, irrespective of their charge-
to-mass ratio, are found to scale linearly with temperature. The observation of
very similar ion energies at both the front and rear of the target (accelerated in
opposite directions) indicates that similar sheath fields are established at both
surfaces for the laser parameters used.
An extension of this work could involve determination of the role that electron
refluxing or recirculation within the target plays in establishing the field at the
target front.
8.1.2 Lateral transport of fast electrons
Ion emission from gold and aluminium targets, heated to remove hydrogen con-
taining contaminant layers, was used to measure the accelerating sheath electric
field at different positions on the target.
Using these measurements, the lateral transport of fast electrons within the
target foil was diagnosed. The measurements were compared with electron trans-
port simulations made with the LSP code. A significant lateral expansion of the
electron cloud in thin foils irradiated by ultra-intense laser pulses was found and
this expansion carries on for periods much greater than the pulse length of the
laser. When the electron cloud reaches a target-vacuum boundary the electron
motion is inhibited due to the lack of a return current and results in the build
up of charge at the boundary before the electron cloud is reflected back along
the target. This build up of charge at the target edge results in the formation
of strong electric fields, which ionise and accelerate ions to multi-MeV energies.
It has been shown in simulations that even a small gap, 10 µm, in the electron
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cloud path will prevent the transport of the majority of electrons. The technique,
demonstrated by Hegelich et al [55] to measure the strength of the accelerating
electric field using measurements of the ion charge states, has been extended in
this work to make spatially resolved measurements of the electric field along a
target surface.
Further development of this technique to include time resolved measurement
of ion emission would enable the lateral transport of electrons to be temporally
resolved.
8.1.3 Optical control of accelerated proton beam quality
The first systematic study, in which the effects of a well controlled and charac-
terised pre-plasma at the target front surface on proton acceleration from the rear
surface is presented in this thesis.
It is shown that there exists an optimum pre-plasma expansion for coupling
laser energy to protons accelerated from the rear surface of a foil, via fast elec-
trons. By diagnosing the laser pulse propagation in the expanding plasma, by
optical probe interferometry, it is concluded that changes to the laser propaga-
tion, including effects like self-focusing and beam breakup, can account for the
measured changes to the proton maximum energy and conversion efficiency.
An investigation of the measured improvements in the spatial intensity distri-
butions of the proton beams, with increasing pre-plasma expansion, and influence
of the shape of the expanded plasma are the subject of future study.
8.1.4 Steering of accelerated proton beam by optical means
It has been demonstrated that, through the use of a separate controllable low
intensity laser pulse to induce low temperature shock waves in a target foil, that
the direction of the beam of ions accelerated by the main high intensity pulses can
be optically changed. The steering of the proton beam was shown to result from
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target rear surface deformation induced by the breakout of the low temperature
shock wave.
It is planned to extend this work by using an annular intensity profile for the
shock inducing laser pulse. An optically controlled annular shock deformation at
the target rear surface could lead to dynamic control of proton beam focusing.
8.2 Direction for future work
Over the past decade considerable effort has gone into characterising, optimising
and developing applications for laser-driven ion sources. This is likely to con-
tinue with the development of new laser technologies, e.g. diode pumped lasers
like POLARIS, and with new ultra-high intensity laser systems coming online,
such as ASTRA-GEMINI (> 1021 Wcm−2) and HERCULES (∼ 1022 Wcm−2)
and the proposed VULCAN 10 PW (∼ 1023 Wcm−2). If the measured laser in-
tensity scaling of maximum ion energy [53, 205] is extrapolated to these higher
intensities, GeV protons are expected at about 1024 Wcm−2. New ion acceleration
mechanisms, such as radiation pressure acceleration, are expected to dominate at
these higher intensities.
Other directions for this research include investigations of the laser wave-
length scaling on ion acceleration. The plasma temperature scales linearly with
laser wavelength, compared to the square root of the laser intensity. Therefore,
significant increases in the ion energy can be expected by increasing the driving
laser wavelength. As a first step towards this, I have been involved in a collab-
orative experiment at Brookhaven National Laboratory in the USA, which aims
to investigation ion acceleration driven by CO2 laser pulses, of 6 ps duration, at
wavelength equal to 10 µm. This is an ideal test bed to investigate wavelength
scaling with ps pulses.
The potential for applications of ultrashort ultrahigh intensity laser-driven
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ion sources remains high. Recently a group at GSI have developed a quadrupole
lens system for ion beam delivery and possible injection into a more conventional
accelerator [156]. Significant challenges remain to produce a controllable compact
laser-ion source delivering short bursts of high energy ions at high repetition rates
and with controlled energy and angular distributions.
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