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Abstract
This is a brief survey of some of the applications of interval mathematics to the solution of systems of linear and
nonlinear algebraic equations and to the solution of unconstrained and constrained nonlinear optimization problems. c©
2000 Elsevier Science B.V. All rights reserved.
1. Introduction
When a computer program using only real oating point machine arithmetic is run, data er-
ror, rounding error, truncation error and in{out conversion error combine in an extremely com-
plex manner to produce error in the output which is unknown. A bound on the exact solution
of the problem which the program was intended to solve could be determined by the computer
itself if oating point machine interval arithmetic were to be used, together with appropriate algo-
rithms. A bound which is so obtained can be made arbitrarily sharp to within the limits imposed
by the accuracy of the data and of the machine interval arithmetic and of the limit imposed by
the allowed CPU time. Furthermore the nonexistence, existence and uniqueness of solutions of
problems in given regions can often be determined rigorously by using a now-extensive body of
mathematical knowledge called interval mathematics which was used eectively for the rst time
by Moore [30]. A great deal of information about interval mathematics, its researchers, available
literature and computational resources may be obtained from the interval mathematics web site
http:==cs.utep.edu=interval-comp=main.html. People in Europe should nd it quicker to use the
new (recently set up) mirror URL http:==www.lsi.upc.es= robert=interval-comp=main.html.
E-mail address: michael@dcs.st-and.ac.uk (M.A. Wolfe).
0377-0427/00/$ - see front matter c© 2000 Elsevier Science B.V. All rights reserved.
PII: S 0377-0427(00)00421-0
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Interval mathematics is playing an increasingly important ro^le in scientic computing and is being
used to obtain computationally rigorous bounds on solutions of numerical problems from an increas-
ingly large number of subject areas. Survey articles of some applications of interval mathematics are
in [22]. The subject areas which have been studied include systems of linear and nonlinear algebraic
equations and global optimization: a necessarily brief survey of some of the contributions to these
subject areas appears in Sections 3 and 4 of this article.
The number of contributions to the fundamental theory of interval mathematics and to its ap-
plications to pure and applied science are now so numerous that it is impossible completely to
survey even the title-subjects of the present paper. Therefore one has to rely on a fairly long list of
references to avoid an over-lengthy survey.
2. Notation
The fundamental interval mathematics needed in Sections 3 and 4 is in [6,32]; the fundamental
real analysis is in [37,34]. This section contains some notation and some basic denitions that are
needed to understand statements made in Sections 3 and 4. An excellent introduction to interval
arithmetic computation is in [14] which contains PASCAL-XSC software listings for the algorithms
described therein, and several references. See also [4].
Denition 1. A real interval [x] = [x; x] has inmum x2R1 and supremum x2R1 with x6 x. If
X R1 then I(X ) = f [x] j [x]X g.
Denition 2. The sum, dierence, product and quotient of [x]; [y]2 I(R1) are dened by
[x] + [y] = [x + y; x + y];
[x]− [y] = [x − y; x − y];
[x]  [y] = [min S;max S];
[x]=[y] = [min T;max T ];
where S = fx  y; x  y; x  y; x  yg and T = fx=y; x= y; x=y; x= yg.
Denition 3. The midpoint m([x]), the magnitude j[x]j, the mignitude h[x]i, the width w([x]) and the
radius rad([x]) of [x]2 I(R1) are dened by x=m([x])= (x+ x)=2; j[x]j=maxfjxj j x2 [x]g; h[x]i=
minfjxj j x2 [x]g; w([x]) = x − x and rad([x]) = w([x])=2.
Denition 4. A real interval vector [x] = ([x]i) = [x; x]2 I(Rn) (a box) has inmum x = (xi)2Rn
and supremum x = ( xi)2Rn and if [A] = ([A]i; j) = ([Ai; j; Ai; j]) = [A; A]2Rmn is an interval matrix,
where A = (Ai; j)2Rmn and A = ( Ai; j)2Rmn with A6 A, then A = m([A]) = (A + A)=2, j[A]j =
maxfjAj; j Ajg; w([A]) = A− A and rad([A]) = w([A])=2 in which the usual componentwise ordering
is assumed.
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Denition 5. The interval hull X of the set X Rmn is dened by X = [inf (X ); sup(X )].
Denition 6. The interval matrix [A]2 I(Rnn) is regular if and only if (8A2 [A]) A−1 2Rnn exists,
and is strongly regular if and only if A
−1
[A] is regular. The matrix inverse [A]−1 of the regular matrix
[A]2 I(Rnn) is dened by [A]−1 = fA−1jA2 [A]g.
Note that [A]−1 2 I(Rnn). If [A] = [A; A] then [A]>0 means that A>0. If no ambiguity could
arise when [x]2 I(R1) and x = x then one may write [x] = x. Similar remarks apply to [x]2 I(Rn)
and to [A]2 I(Rmn).
Recall that A = (Ai; j)2Rnn is an M -matrix if and only if 9A−1>0 and Ai; j60 (i; j = 1; : : : ; n)
(i 6= j).
Denition 7. The matrix [A]2 I(Rnn) is an (interval) M -matrix if and only if (8A2 [A]) A2Rnn
is an M -matrix.
Furthermore [A] is an M -matrix if and only if A and A are M -matrices, and if [A] is an M -matrix
then [A] is regular and [A]−1 = [ A
−1
; A−1]>0. More generally, if A and A are regular, A−1>0 and
A
−1
>0 then [A] is regular and [ A
−1
; A−1]>0. For more detail see [32].
Denition 8. The matrix [A] is inverse nonnegative if and only if [A] is regular and [A]−1>0.
Denition 9. The comparison matrix h[A]i = (h[A]ii; j)2 I(Rnn) of [A] = ([A]i; j)2Rnn is dened
by
h[A]ii; j =
(−j[A]i; jj (i 6= j);
h[A]i; ii otherwise:
Denition 10. The interval matrix [A]2 I(Rnn) is an (interval) H -matrix if and only if h[A]i is an
M -matrix.
Denition 11. [A]2 I(Rnn) is strictly diagonally dominant if and only if
h[A]i; ii>
X
j 6=i
j[A]i; jj (i = 1; : : : ; n):
If [A] is strictly diagonally dominant then [A] is an H -matrix. Every M -matrix is an H -matrix
but not conversely.
The expression [x]
 [y] where [x]; [y]2 I(R1) means that y<x6 x< y. Similarly [A]  [B]
means that [A]i; j
 [B]i; j (i = 1; : : : ; m; j = 1; : : : ; n) where [A]; [B]2 I(Rmn). Recall that the spec-
tral radius (A) of A2Rnn is dened by
(A) = maxfjj j 2C Ax = x; x2Cng:
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Denition 12. The function [f] : I(D) I(R1) ! I(R1) is an interval extension of the function
f: DR1 ! R1 if f(x) = [f](x) (x2D) and f(x)2 [f]([x]) (8x2 [x]2 I(D)).
Denition 13. The function [f] : I(D) I(R1) ! I(R1) is an interval enclosure of f if f(x)2 [f]
([x]) (8x2 [x]2 I(D)).
Denition 14. The function [f] : I(D) I(R1) ! I(R1) is an interval evaluation of f if for (x2
[x]2 I(D)) [f]([x]) is obtained from the expression f(x) by replacing x with [x] and real arithmetic
operations with interval arithmetic operations provided that [f]([x]) exists.
See [6,32] for more detail.
Denition 15. The function [f] : I(D)! I(R1) is inclusion isotonic if and only if ([x] [y]2 I(D))
) ([f]([x]) [f]([y])).
Denition 16. The function [f] : I(D) I(R1) ! I(R1) is continuous at [x^]2 I(D) if and only if,
given > 0, there exists > 0 such that (q([x]; [x^])< ^ [x]2 I(D)) ) (q([f]([x]); [f]([x^]))<)
where q : I(R1) I(R1)! R1 is dened by q([x]; [y]) = maxfjx − yj; j x − yjg.
The concepts of interval extension, interval evaluation, interval enclosure, and inclusion isotonic-
ity are dened componentwise for f :DRn ! Rm (n; m> 1) and continuity is dened using
the metrics n : I(Rn)  I(Rn) ! R1 dened by n([x]; [y]) = kqn([x]; [y])k1 and m;n : I(Rmn) 
I(Rmn)! R1 dened by m;n([A]; [B])=kqm;n([A]; [B])k1, in which qn([x]; [y])=(q([x]i ; [y]i))2Rn
and qm;n([A]; [B]) = (q([A]i; j ; [B]i; j))2Rmn.
3. Algebraic equations
Interval algorithms for bounding the solutions of systems of nonlinear algebraic equations and
optimization problems often require interval algorithms for bounding the solutions of systems of linear
algebraic equations, and for determining the nonexistence, existence and uniqueness of solutions
of systems of linear and nonlinear algebraic equations in given regions. Several interval arithmetic
algorithms for bounding zeros of f :Rn ! Rn are extensions of well-known real arithmetic algorithms
for estimating zeros of f of the kind described in [34].
3.1. Linear algebraic equations
Many signicant contributions to the problem of bounding the solutions of systems of linear
algebraic equations up to 1990 are described in [6,32,54] and in references therein. Some more
recent contributions are mentioned in this section. Relative beginners to this subject should consult
[6,32].
The system of linear interval algebraic equations (interval linear system) [A]x = [b] where [A]2
I(Rnn) and [b]2 I(Rn) is the set of systems of real linear algebraic equations (real linear systems)
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fAx = b j 9A2 [A] ^ 9b2 [b]g. The solution set ([A]; [b]) of [A]x = [b] is dened by
([A]; [b]) = fx2Rnj9A2 [A] ^ 9b2 [b]; Ax = bg:
In general ([A]; [b]) is not convex (it is a polytope) [41] and is NP-hard to compute [25,24,44]. If
[A] is regular then ([A]; [b]) is bounded and the interval hull [A]H [b] = ([A]; [b]) of ([A]; [b])
is dened: indeed if [A] is regular then [32]
[A]H [b] = fA−1b jA2 [A] ^ b2 [b]g;
where [A]H is called the hull inverse of [A]. Note that [A]H [b] is not an interval matrix-interval
vector product; it represents the result of the mapping [A]H applied to [b].
If [A] is merely regular and n> 2 then it is dicult sharply to bound [A]H [b]. Fortunately, in
many cases of practical importance [A] and [b] have properties which make it easier to bound [A]H [b]
sharply.
Alefeld et al. [7] have considered the set of inequalities which characterize the sets S = fx2Rn j
Ax=b; A2 [A]; b2 [b]g and Ssym=fx2Rn jAx=b; A=AT 2 [A]; b2 [b]g S. Very little work appears
to have been done on bounding the solution set of over-determined linear systems. However, Rohn
[43] has considered the problem of bounding ([A]; [b]) where [A]2 I(Rmn) with m>n, and has
described an algorithm for bounding ([A]; [b]) which terminates in a nite number of iterations
under appropriate conditions.
The interval Gaussian algorithm IGA [6] for bounding ([A]; [b]) consists of computing a bound
[x]G 2 I(Rn) on ([A]; [b]) as follows.
Algorithm 1 (IGA).
Set [A](1) = [A]; [b](1) = [b] and for k = 1; : : : ; n− 1 compute [A](k+1)i; j and [b](k+1)i from
[A](k+1)i; j =
8>>><
>>>:
[A](k)i; j (16i6k; 16j6n);
[A](k)i; j − ([A](k)i; k [A](k)k; j )=[A](k)k; k (k + 16i; j6n);
0 otherwise
and
[b](k+1)i =
8<
:
[b](k)i (16i6k);
[b](k)i − ([A](k)i; k [b](k)k )=[A](k)k; k (k + 16i6n):
Then for i = n; n− 1; : : : ; 1 compute [x]Gi from
[x]Gn = [b]
n
n=[A]
(n)
n;n;
[x]Gi =
0
@[b](n)i −
nX
j=i+1
[A](n)i; j [x]
G
j
1
A, [A](n)i; i :
The algorithm IGA reduces to the real Gaussian elimination algorithm if [A] and [b] are replaced
with A2Rnn and b2Rn, respectively, and is executable if and only if for k=1; : : : ; n; 0 62 [A](k)k; k [6].
One writes [x]G = IGA([A]; [b])= [A]G[b] and calls [A]G the Gauss inverse of [A]. As for [A]H ; [A]G
is a mapping such that [A]G[b] is the result of applying the algorithm IGA to ([A]; [b]).
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If IGA is executable then [A]H [b] [A]G[b] [32]. Rohn [45] has illustrated the degree of
over-estimation produced by IGA. The algorithm IGA could break down if for some k 2f1; : : : ; ng;
02 [A](k)k; k even when [A] is regular. In order to enhance the applicability of IGA [A]x = [b] is usu-
ally pre-conditioned with A
−1
to obtain [M ]x = [r] where [M ] = A
−1
[A] and [r] = A
−1
[b] so that
[M ] = [I ] + [− Q;Q] where [I ]2 I(Rnn) is the unit interval matrix and Q = j A−1jrad([A]) [43].
Hansen [15] has proposed a method for bounding [M ]H [r], noting that [A]H [b] [M ]H [r] [32].
Hansen assumes that [M ] is diagonally dominant in order to ensure that [M ] is regular and therefore
that [M ]H [r] is bounded. Hansen’s method is intended to bound [A]H [b] when w([A]) and w([b])
are large (i.e. when IGA is likely to break down), but requires the solution of 2n real linear systems
with the same real matrix.
Rohn [42] has shown that if (Q)< 1 where  :Rnn ! R1 is as dened in Section 2, then
9B =M−1 = (I − Q)−1>0 and has described an algorithm requiring the solution of only one real
linear system. Rohn’s algorithm is essentially a reformulation of Hansen’s algorithm, and is contained
in Theorem 17.
Theorem 17 (Rohn [42]). If (Q)< 1 and [x] = [M ]H [r] then for i = 1; : : : ; n
xi =minfx^i; ix^ig
and
xi =maxf ~xi; i ~xig;
where
x^i =−xi + Bi; i( r + j rj)i ;
~xi = xi + Bi; i( r − j rj)i ;
xi = (B(j rj+ rad([r])))i
and
i = 1=(2Bi; i − 1)2 (0; 1]:
Ning and Kearfott [33] have extended the technique of Hansen [15] and Rohn [42] with a formula
that bounds [A]H [b] when [A] is an H -matrix: when A is diagonal the bound is equal to [A]H [b].
Ning and Kearfott note that M−1>0 implies both that (Q)< 1 and that [M ] is strongly regular.
This leads to the following restatements of Hansen’s and Rohn’s results.
Theorem 18 (Ning and Kearfott [33]). Suppose that M−1>0. Let
s(i) =
(
ri (j = i);
maxf−rj; rjg (j 6= i; j = 1; : : : ; n);
t(i) =
(
ri (j = i);
minfrj; rjg (j 6= i; j = 1; : : : ; n)
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and
ci = 1=(2Bi; i − 1):
Then [M ]H [r] = [x; x]; where
xi =
8<
:
cieTi Bt
(i) (xi>0);
eTi Bt
(i) (xi < 0);
xi =
8<
:
eTi Bs
(i) ( xi>0);
cieTi Bs
(i) (xi < 0);
in which eTi is the unit vector with ith component unity and all other components zero.
Theorem 17 is valid with M−1>0 replacing (Q)< 1.
Ning and Kearfott [33] have also obtained some interesting results among which are the following.
Theorem 19 (Ning and Kearfott [33]). Suppose that [A]2 I(Rnn) and [b]2 I(Rn) and that
D2Rnn is diagonal and nonsingular. If [M ]=D−1[A] and [r]=D−1[b] then ([A]; [b])=([M ]; [r]).
Theorem 20 (Ning and Kearfott [33]). Let [A]2 I(Rnn) be an H-matrix; let u = h[A]i−1j[b]j and
for i=1; : : : ; n let di=(h[A]i−1)i; i ; let i= h[A]i; ii−1=di and let i=ui=di−j[b]ij. Then [A]H [b] [x]
where
[x]i =
[b]i + [− i; i]
[A]i; i + [− i; i]
(i = 1; : : : ; n):
Also if m([A]) is diagonal then [A]H [b] = [x].
Theorem 21 (Ning and Kearfott [33]). Suppose that [A]2 I(Rnn) and [b]2 I(Rn) are such that
[A] is inverse positive and b = − b 6= 0 so that 02 [b] but w([b]) 6= 0. Then [A]H [b] = [M ]H [r]
where [M ] = A
−1
[A] and [r] = A
−1
[b].
Mayer and Rohn [29] have proved necessary and sucient conditions for the applicability of IGA
(Algorithm 1) when [A]x= [b] is preconditioned with A
−1
and when partial pivoting is used. Partial
pivoting in Algorithm 1 to produce the algorithm PIGA [29] occurs if either for k=1; : : : ; n−1 two of
the rows k; k+1; : : : ; n are interchanged in [A](k) such that j[A](k)k; k j=maxfj[A](k)i; k j j k6i6n; 0 62 [A](k)i; k g
or for k=1; : : : ; n−1 the corresponding columns are permuted so that j[A](k)k; k j=maxfj[A](k)k; j j j k6j6n;
0 62 [A](k)k; jg.
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Theorem 22 (Mayer and Rohn [29]). Let [A] = [I ] + [−Q;Q]2 I(Rnn) and [b]2 I(Rn). Then the
following conditions are equivalent:
(a) IGA is applicable (i.e.; [x]G exists);
(b) PIGA is applicable;
(c) I − Q is an M-matrix;
(d) (Q)< 1;
(e) [A] it is regular;
(f ) [A] is strongly regular;
(g) [A] is an H-matrix.
It should be noted that Theorem 22 is applicable only when [A] = [I ] + [− Q;Q].
Shary [49] has described an algorithm for bounding ([A]; [b]) which reduces to solving one-point
linear system in R2n. A C version of the algorithm is available from the author, who claims, by
presenting several examples, that his algorithm seems to be superior to those of Hansen [15], Rohn
[42] and Ning and Kearfott [33].
As explained in [32] Krawczyk iteration may be used to bound [A]H [b] when [A] is strongly
regular, but that Gauss{Seidel iteration is superior. Practical details regarding the implementation
of IGA and Krawczyk and Gauss{Seidel iteration are given in [21]. A motive for the Krawczyk
iteration for bounding the solution of [A]x = [b] discussed in [32] is as follows. If C; A2Rnn and
b2Rn and CAx = Cb then x = Cb− (CA− I)x, giving rise to the Krawczyk iterative procedure
[x](0) = [x];
[x](k+1) = fC[b]− (C[A]− I)[x](k)g \ [x](k) (k>0);
where C is an appropriate pre-conditioner. It is shown in [32] that (8k>0) ([A]H [b] [x]) )
([A]H [b] [x](k)).
As explained in [32] the interval Gauss{Seidel iterative procedure for bounding ([A]; [b]) consists
of generating the sequence ([x](k)) from
[x](0)i = [x]i ;
[x](k+1)i =  
 
[A]i; i ; [b]i −
X
j<i
[A]i; j[x]
(k+1)
j −
X
j>i
[A]i; j[x]
(k)
j ; [x]
(k)
i
!
;
(1)
where i = 1; : : : ; n and where if [u]; [v]; [w]2 I(R1) then
 ([u]; [v]; [w]) =
8>>>>>><
>>>>>>:
([v]=[u]) \ [w] (0 62 [a]);
([w] n (v=u; v=u)) ([b]> 02 [a]);
([w] n ( v=u; v=u)) ([b]< 02 [a]);
[x] (02 [a] ^ 02 [b]):
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If (1) is expressed as [x](k+1) =  ([A]; [b]; [x](k)) then [32]
([A]; [b]) \ [x] ([A]; [b]; [x]) [x];
([A][x] \ [b] = ;)) ( ([A]; [b]; [x]) = ;);
 (I; [b]; [x]) = [b] \ [x];
from which it follows that the Krawczyk iterates contain the Gauss{Seidel iterates. For more detail
see [32]. Frommer and Mayer [13] have presented interval versions of two-stage iterative methods
for bounding the solutions of linear systems.
3.2. Nonlinear algebraic equations
The most signicant contributions to the problem of bounding the solutions of systems of nonlinear
algebraic equations up to 1990 are described in [6,32] and in many references therein. Some recent
developments, together with several references and information about Fortran 90 software are in
[21]. Some results which have appeared since 1990 are described in this section.
Alefeld [3] has given a survey of the properties of the interval Newton algorithm (IN) for bounding
a zero x 2 [x]2 I(D) of a function f :DRn ! Rn with f2C1(D).
Algorithm 2 (IN).
[x](0) = [x]
for k = 0; 1; : : :
x(k) 2 [x](k)
[N ]([x](k)) = x(k) − IGA([f0]([x](k)); f(x(k)))
[x](k+1) = [N ]([x](k)) \ [x](k)
In Algorithm 2, x(k) 2 [x](k) is arbitrary, but often one sets x(k) = m([x](k)). As explained in [3] if
IGA is not applicable for the interval enclosure [f0]([x](0)) of the Jacobian f0 of f in [x](0) and
an arbitrary right-hand side, then the problem may be avoided by using the Krawczyk operator [6]
[K] : I(D) I(Rn) I(Rnn)! I(Rn) dened by
[K]([x]; x; C) = x − Cf(x) + (I − C[f0]([x]))([x]− x)
in various ways, as, for example, in Algorithm 3.
Algorithm 3.
[x](0) = [x]
for k = 0; 1; : : :
x(k) 2 [x](k)
C(k) = (m([f0]([x](k))))−1
[K]([x](k); x(k); C(k)) = x(k) − C(k)f(x(k)) + (I − C(k)[f0]([x](k)))([x](k) − x(k))
[x](k+1) = [K]([x](k); x(k); C(k)) \ [x](k)
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In Algorithm 3, x(k) 2 [x](k) is arbitrary, but often one sets x(k) = m([x](k)).
If [K]([x]; x; C) [x] then f has at least one zero x 2 [K]([x]; x; C) [6]. This fact has been used
by Alefeld et al. [5] rigorously to bound x when x(k) ! x (k ! 1) where the real Newton
sequence (x(k)) is generated from
x(k+1) = x(k) − f0(x(k))−1f(x(k)) (k>0):
Frommer and Mayer [11] have described modications of the interval Newton method for bounding
a zero x 2 [x] of f :D2Rn ! Rn where D is an open convex set and [x]D. These modications
combine two ideas: reusing the same evaluation of the Jacobian J = f0 of f s> 1 times; approx-
imately solving the Newton linear system by using a ‘linear’ iterative procedure. It is shown [11]
that the R-order 1 of these methods can be s + 1. The class of methods which is described in [11]
is contained in Algorithm 4.
Algorithm 4.
for k = 0; 1; : : :
[x](k;0) = [x](k)
for ‘ = 0; : : : ; sk − 1 fUse [M ](k); [N ](k) sk times:g
[x](k; ‘;0) = [x](k; ‘)
for m= 0; : : : ; rk;‘ − 1 f‘Solve’ the Newton linear system:g
[x](k; ‘;m+1) = fx(k; ‘) − IGA([M ](k); [N ](k)(x(k; ‘) − [x](k; ‘)) + f(x(k; ‘)))g \ [x](k; ‘;m)
[x](k; ‘+1) = [x](k; ‘; rk; ‘)
[x](k+1) = [x](k; sk )
In Algorithm 4, x 2 [x](0), [J ]([x](k)) = [M ](k) − [N ](k) is a splitting of the Jacobian [J ]([x](k)) =
[f0]([x](k)) of f such that IGA is executable for [M ](k), x(k; ‘) 2 [x](k; ‘) is chosen arbitrarily and
k=0; : : : ; sk , and rk;‘ (‘=0; : : : ; sk−1) are given integers. As explained in [11] Algorithm 4 contains
extensions of several known iterative methods using real arithmetic [34] and interval arithmetic [6].
Numerical experience and theoretical results [11] indicate that Algorithm 4 can be more ecient
than the algorithms which it contains as special cases. See also [12,26].
Kolev [23] has used an algorithm of Yamamura [65] to describe interval Newton-like algorithms
for bounding all of the zeros of nonlinear systems in given boxes. The nonlinear system f( ~x) =
(fi( ~x)) = 02R ~n is transformed into separable form F(x) = (Fi(x)) = 02Rn where
Fi(x) =
nX
j=1
Fi; j(xj) (i = 1; : : : ; n);
n> ~n and [b]i; j 2 I(R1) and ai; j 2R1 (i; j=1; : : : ; n) are determined so that (8x2 [x]j) fi; j(xj)2 [b]i; j+
ai; jxj (j = 1; : : : ; n), and (8x2 [x]j) Fi(x)2 − Ax + [b]i (i = 1; : : : ; n) where A = (−ai; j)2Rnn and
[b]i=(
Pn
j=1 [b]i; j)2 I(R1) (i=1; : : : ; n). Then (F(x)=0^ x 2 [x])) (x 2 (A−1[b]\ [x])). Kearfott
[20] has shown how a related idea may be used to reduce over-estimation when bounding the
solutions of nonlinear systems.
1 R-order is dened in [12].
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Yamamura et al. [66] have described a computational test for the nonexistence of a zero of
f :Rn ! Rn in a convex polyhedral region X Rn by formulating a linear programming problem
whose feasible set contains every zero of f in X . The proposed nonexistence test has been found
considerably to improve the eciency of interval algorithms based on the Krawczyk operator. Fur-
thermore, the proposed test has been found to be very eective if f(x) contains several linear terms
and a relatively small number of nonlinear terms as, for example, if f(x)=Ax+(x) where A2Rnn
and  :Rn ! Rn is a diagonal mapping.
Rump [46] has given an extensive 73 page description (with 91 references) of methods for val-
idating zeros of dense and sparse nonlinear systems, and has described an iterative procedure [47]
for computing validated solutions of nonlinear systems which is an improvement of that described
in [46] and in which epsilon ination is used.
Epsilon ination is a valuable tool for verifying and enclosing zeros of a function f :Rn ! Rn
by expressing f(x) = 0 in xed-point form g(x) = x so that (f(x) = 0), (g(x) = x) and using
Brouwer’s xed-point theorem. Mayer [27] has described how epsilon ination may be used to
determine [x]2 I(Rn) such that [g]([x]) [x] where [g] : I(Rn) ! I(Rn) is an interval extension of
the function g :Rn ! Rn. Several procedures for applying epsilon ination and several problems to
which epsilon ination is applicable are described in [28]. The following algorithm, based on one
in [28] illustrates how, given an estimate ~x of x, a box [x] may be determined such that x 2 [x].
Algorithm 5.
Data:   0:1, ~x2R1, kMAX  3
[x] = [ ~x; ~x]
outer : do
k = 0
inner : do
k := k + 1
[y] = [x] ! Epsilon ination
[x] = [g]([y])
if ([x] [y]) then
exit outer ! x 2 [x]
end if
if (k = kMAX ) then
 := 5 ! The box [x] must be enlarged.
exit inner
end if
end do inner
end do outer
Rump [48] has shown that the term [− ; ] in the epsilon ination formula
[x] =
(
[x] + w([x])[− ; ] (w[x] 6= 0);
[x] + [− ; ] otherwise
is necessary, where  is the smallest representable positive machine number.
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Wolfe [59,60] has established sucient conditions for the uniqueness of a zero x 2 [x] of f :Rn !
Rn using the second derivative operator [L] : I(Rn) Rnn  Rn ! I(Rn) of Qi [36] dened by
[L]([x]; Y; y) = y − Yf(y)− 12Y [f00]([x])([x]− y)([x]− y):
Theorem 23 (Wolfe [59]). If [L]([x]; Y; y) [x] and w([L]([x]; Y; y))<w([x]) where y=m([x]) and
Y = f0(y)−1 then 9x 2 [L]([x]; Y; y) such that f(x) = 0 and x is unique in [x].
It is shown in [59] that under the hypotheses for the convergence of Newton’s method given in
[64] a box [x]2 I(Rn) exists which satises the sucient conditions of Theorem 23. Furthermore, it
is shown in [59] how the second derivative operator can be used in a manner similar to that which
has been done with the Krawczyk operator in [5].
Shen and Wolfe [53] have given improved forms of the existence and uniqueness tests of Pandian
[35] and have related these to results due to Moore and Kioustelidis [31] and to Shen and Neumaier
[51].
Recently, Zhang et al. [67] have described a test for the existence and uniqueness of a zero x
of a continuously dierentiable function f :Rn!Rm (m6n) in a given box [x] I(Rn) using the
Krawczyk-like operator [ K] : I(Rn)! I(Rn) dened by
[ K]([x]) = x − Yf(x) + (YA− Y [f0]([x]))([x]− x);
where x2 [x] and Y 2Rnm is a (2)-inverse [9] of A= f0(x).
Theorem 24 (Zhang et al. [67]). If [ K]([x]) [x] then 9x 2 [x] \ (x + R(Y )) where R(Y ) is the
range of Y such that Yf(x) = 0; and if also w([ K]([x]))<w([x]) then x is unique in [x] \ (x+
R(Y )).
Zhang, Li and Shen have used the operator [ K] to construct an extended Krawczyk{Moore
algorithm which under appropriate conditions they have shown to converge Q-quadratically to
x. Thus encouraged Wolfe [62] has determined similar existence and uniqueness tests using the
second-derivative operator [L+] dened by
[L+]([x]; Y; y) = y − Yf(y)− 12Y [f00]([x])([x]− y)([x]− y);
where y = m([x]), and Y = f0(y)+ is the Moore{Penrose generalized inverse [9] of f0(y) and has
suggested that the algorithm of Yamamura [65] and the linear programming nonexistence test of
Yamamura et al. [66] could be used eectively to extend the usefulness of [L+].
4. Optimization
The problems of global unconstrained and constrained optimization present great computational dif-
culties. Interval algorithms for rigorously bounding the solutions of several kinds of such problems
now exist. Detailed descriptions of interval optimization algorithms together with several references
to earlier work are in [38,40,16,21,22,58] which survey most of what has been done up to 1996.
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4.1. Unconstrained optimization
Let f :Rn ! R1 be a given function. Then the global unconstrained optimization problem is
minx2Rn f(x). In practice, interval methods for unconstrained optimization usually bound the solutions
of the so-called bound-constrained problem minx2[x] f(x) where [x]2 I(Rn) [16,40] although w([x])
could be limited by twice the largest available machine number. Ratschek and Voller [39] have
shown how interval optimization algorithms can be made to work over such domains.
Jansson and Knuppel [19] have described an interval branch-and-bound algorithm for the bound-
constrained problem. The algorithm consists of three sub-algorithms and requires no derivatives of
the objective function. Numerical results for 22 nontrivial problems are reported and indicate the
eectiveness of the algorithm.
4.2. Constrained optimization
Let f :Rn!R1, ci :Rn!R1 (i = 1; : : : ; mI) and hj :Rn ! R1 (j = 1; : : : ; mE) be given functions.
Then a global constrained optimization problem is minx2X f(x) where
X = fx2 [x] j ci(x)60 (i = 1; : : : ; mI); hj(x) = 0 (j = 1; : : : ; mE)g (2)
and [x]2 I(Rn).
It is relatively easy to construct interval algorithms for the bound-constrained problem in which
n = 1 and X = [x]2 I(R1), and for the inequality-constrained problem in which n = 1 mI>0 and
mE=0 [56]. Both problems are much more dicult when n> 1 [55,57,63] as is the problem in which
n> 1, mI > 0 and mE > 0 [21,22]. A detailed account of the techniques used in the construction of
interval algorithms for constrained global optimization problems up to 1996 is in [21] which contains
247 references, and in Chapter 2 of [22] which contains 67 references. A brief survey of some of
the fundamental ideas which are used in interval methods for global optimization is in [58].
If in Eq. (2) f; ci; hj 2C2(D) (i=1; : : : ; mI ; j=1; : : : ; mE) then the Fritz John optimality conditions
[8] may be used to solve the constrained optimization problem: details are given in [16{18]. Kearfott
[21] has shown how the Fritz John conditions may be used when
X = fx2 [x] j ci(x)60 (i = 1; : : : ; mI)g (3)
as well as when X is dened by Eq. (2). The system of nonlinear algebraic equations corresponding
to the Fritz John conditions depends upon the constraint set X . The set X dened by (3) gives rise
to a simpler nonlinear system than the system corresponding to X dened by (2) as explained in
[21], in which appropriate software is discussed.
Recently, Adjiman et al. [2] have described the so-called alpha branch-and-bound (BB) method
for the constrained optimization problem with X dened by Eq. (2) when f; ci; hj 2C2(D) (i =
1; : : : ; mI ; j = 1; : : : ; mE). The BB method depends upon the ability to generate a sharp convex
underestimate L of the objective function f of the form
L(x) = f(x) +
nX
i=1
i(xi − xi)( xi − xi):
Methods for the determination of the parameters i > 0 (i=1; : : : ; n) which ensure that L is convex
(8x2 [x]) are described in [2]. One method in particular has been found to be very eective [1] and
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has been obtained by noting that if HL :Rn ! Rnn and Hf :Rn ! Rnn are the Hessians of L and
f, respectively, then
HL(x) = Hf(x) + 2;
where = diag(i) and using the following theorems.
Theorem 25. The function L is convex if and only if the Hessian HL(x) of L is positive semi-denite
(8x2 [x]).
Theorem 26. If [d]2 I(Rn); [A]2 I(Rnn) is symmetric and
i =max
8<
:0;−12
0
@ai; i −X
j 6=i
jaji; jdj=di
1
A
9=
; (i = 1; : : : ; n);
where jaji; j=maxfjai; jj; j ai; jjg then (8A2 [A]) AL=A+2 with =diag(i) is positive semi-denite.
Using the theoretical results described in [2] Adjiman et al. [1] have implemented BB and have
obtained computational results for various test problems [10], chemical engineering design problems,
generalized geometric programming problems and batch process design problems.
Theoretical devices other than the Fritz John conditions have been used to bound the solutions of
various minimax problems. Shen et al. [52] have described an interval algorithm for bounding the
solutions of the minimax problem
min
z2[z^]
max
y2[y^]
f(y; z);
where f : DRm  Rn ! R1 is a given function with f2C2(D), and [z^]2 I(Rm) and [y^]2 I(Rn)
are such that [z^] [y^] I(D). If [x^] = ([y^]; [z^])2 I(D) then the algorithm systematically sub-divides
[x^] into sub-boxes. If [x] [x^] and [x] does not contain a minimax point x then [x] is dis-
carded using the following rules. If f0(x) = (f0y(x); f
0
z(x)) where f
0
y(x) = (@=@yif(y; z))2Rn and
f0z(x) = (@=@zif(y; z))2Rm and for some i2f1; : : : ; mg, 0 62 [f0z]([x]) then x 62 [x]. If f00(x) =
(f00y (x); f
00
z (x)) where f
00
y (x) = (@
2=@yi@yjf(y; z))2Rnn and f00z (x) = (@2=@zi@zjf(y; z))2Rmm and
for some i2f1; : : : ; mg, [f00z ]i; i > 0 then x 62 [x]. If (8x2 ([y]; [z]))
f(x)>fU>min
z2[z^]
max
y2[y^]
f(y; z);
where fU is a continually updated upper bound on f(x) then x 62 ([y^]; [z]) so that the entire
‘strip’, ([y^]; [z]) of [x^] may be discarded.
If x 2 [x]  [x^] then f0y(x)=0 and an interval Newton method is used to bound x. Points x2 [x]
such that
f( x) + (x − x)Tf0x( x) + 12(x − x)Tf00x (x)(x − x)6fU
are retained in [x] as explained in [52].
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Shen et al. [50] have described an interval algorithm for bounding the solutions of the discrete
minimax problem minx2[x] max16i6m fi(x) where fi : DRn ! R1 are functions with fi 2C(D)
(i = 1; : : : ; m). The algorithm depends on the facts that if Fp : DRn ! R1 is dened by
Fp(x) =
1
p
log
(
mX
i=1
exp(pfi(x))
)
; (4)
then (16p6q)) (Fq(x)6Fp(x) (8x2 [x])) and (8x2 [x])
f(x)6Fp(x)6f(x) + (logm)=p; (5)
where f(x) = maxmi=1 fi(x), so that Fp(x) # f(x) (p!1) (8x2 [x]).
Wolfe [61] has described interval algorithms for bounding solutions of the discrete minimax
problems minx2[a;b] max16i6mf fi(x) and minx2X max16i6mf fi(x) with
X = fx2 [a; b] j cj(x)60 (j = 1; : : : ; mc)g; (6)
where fi : [a; b]R1 ! R1 are given functions with fi 2C1([a; b]) (i = 1; : : : ; mf) and cj :
[a; b]R1 ! R1 are given functions with cj 2C1([a; b]) (j = 1; : : : ; mc). The algorithms depend
on the following ideas. From Eqs. (4) and (5) with n = 1, if [Fp] : I(R1) ! I(R1) is an interval
extension of Fp : R1 ! R1, x 2 [x] [a; b] and [Fp]([x]) = [Fp; Fp] then
Fp − (logm)=p6minx2[x] f(x)6 Fp;
so if x 2 [x](i) [a; b] for at least one i2f1; : : : ; ‘g then
f(x)2 f[Fp]([x](i)) + [− (logm)=p; 0] j i = 1; : : : ; ‘g: (7)
Result (7) is also true if X replaces [a; b]. If X =[a; b] and an upper bound FU on Fp(x) is known
then sub-intervals [x](i) of [a; b] which could contain x are obtained using an idea of Hansen [16]
by bounding the set
[x](1) [ [x](2) = ft 2R1 j (Fp( x)− FU) + [F 0p]([x])(t − x)60g \ [x]; (8)
where x = m([x]). If X is dened by Eq. (6) and [x] 6= ; is of unknown feasibility then the same
idea which is used in (7) allows one to determine fx2 [x](i) j ci(x)60g [x](i)1 [ [x](i)2 where
[x](i)1 [ [x](i)2 = ft 2R1 j ci( x) + [c0i]([x])(t − x)60g \ [x]:
5. The future
The principal obstacles to the application of interval mathematics to problems in pure and applied
science appear to have nothing to do with its applicability. It would appear that the most serious
obstacle to the acceptance of interval mathematics in the past has been associated with the lack
of widely available appropriate computational facilities. Serial and parallel machines, programming
languages and compilers suitable for interval computation are slowly becoming more accessible. Even
at present interval mathematics has eectively been used to solve problems in, for example, structural
engineering, mechanical engineering, electrical engineering, chemical engineering, computer-assisted
proof, control theory, economics, robotics and medicine. Most, if not all, of these applications need
linear or nonlinear systems or optimization problems to be solved. Often algorithms using only real
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arithmetic may be used to obtain approximate solutions which may then be validated using interval
algorithms.
One objection to the use of interval algorithms is that interval arithmetic is slow compared with
real arithmetic, although for some problems the converse has been found to be true. The increasing
use of parallel machines and interval algorithms designed to use them may help to remove the
objection, especially for very large-scale problems.
Automatic dierentiation has proved to be invaluable when implementing algorithms for solving
nonlinear systems and nonlinear optimization problems. It is to be hoped that all compilers for
programming languages such as Fortran and C++ for example will in future contain facilities for
rigorous interval arithmetic and for automatic dierentiation: this would have a profound eect on
both the eciency and the design of algorithms.
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