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ABSTRACT 
This  report  presents  results  of a research  effort  to  solve  certain 
approximation  problems  that  arise in the  computation of linear  stationary 
models  of  dynamical  systems  from  given  input-output  data. 
B .L. Hots existence  theorem  states  necessary  and  sufficient  conditions 
for  strict  realizability  that  are  satisfied only in ideal  situations. 
Mathematical  proof  is  given in this  report  that  good  dynamical  simulation 
is  possible  with  linear  models  which  represent  partial,  rather  than  minimal, 
realizations.  The  restrictions  of B.L. Hots theorem  do  not  apply  to 
partial  realizations,  and  the  class of partially  realizable  input-output 
descriptions  is  large  enough  for  practical  purposes.  For  any  normal 
sequence of scalar  Markov  parameters,  the  transfer  function  of  each  partial 
realization is shown  to  lie  on  the  diagonal  of  the  E-array  corresponding 
to the  given  sequence.  The  proof  is  based on the  classical  theory of the 
Pade'approximation.  Relevant  parts  of  this  theory  are  reviewed  and 
developed in the  report,  including a new,  stronger  form  of  Pade 's 
representation  theorem. 
/ 
As a by-product  of  this  research, a sharpened,  computationally  more 
efficient  version  of B.L. Ho's minimal  realization  algorithm  was  derived.  The 
new  algorithm  expresses  every  minimal  realization of  given  sequence  of 
Markov  parameters in terms of the  pseudo-inverse  matrices (V , 17 ). 
The  generating  matrices (V, W) are  familiar  from  the  theory  of  complete 
controllability  and  observability.  The  algorithm  is  shown  to  be  the 
sharpest  possible,  subject  to  the  requirement  that  every  minimal 
realization  be  obtainable. 
- k t  
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I INTRODUCTION. 
The  problems  considered  in  this  report  were  inspired  by  certain 
questions  raised  by  Dr.  Bin-Lun Ho in  his  dissertation "On Effective 
Construction  of  Realizations  from  Input-Output  Descriptions" [6 3. 
The  object  is  to  transform  given  input-output  data  of a multi-
variate  process  into  another  description  more  suitable  for  simulation. 
In the  case  of  stationary  linear  dynamical  systems,  which  are  the  class 
studied  by  B.L. Ho, a useful  description  may  take  the  form  of  state- 
variable  differential  (or  difference)  equations.  From a practical 
point  of  view,  the  derived  description  (called  the  %odel")  should 
meet  the  following  criteria: 
a .  The  model  should  reproduce  the  observed  external  behavior 
patterns  of  the  dynamical  system  with  acceptable  accuracy. 
b.  The  construction  of  the  model  from  the  given  input-output 
data  should  be  economically  carried  out  on a computer,  using  available 
or  readily programed routines. 
c. The  model  itself  should  be  amenable  to  economical  simulation 
on a computer. 
These  three  criteria  determine  the  quality,  price,  and  operating  cost 
of the  model. 
B. L. Ho's methods  meet  the  above  requirements  at  least  as  well 
as  the known methods  of  other  researchers.  In  fact,  B. L. Ho's models 
1 
are  called  "realizations I' precisely  because  they  perfectly  match  given 
input-output  data.  Furthermore,  in  the  sense  used  by 13. L. Ho, a 
realization  is  a  finite  set  of  first-order  linear  differential  equations 
(expressed  in  terms  of  the  coefficient  matrices),  and  programming  of  a 
realizztion  for  simulation  therefore  presents  no  special  difficulty. 
Suppose  a  given  input-output  sequence  does  not  meet B. L. HO'S 
realizability  conditions  for  a  finite-dimensional  model.  Then  two 
questions  arise  quite  naturally: 
(1) Does B. L. Hots method  give  a  model  whose  external  behavior 
has  approximating  properties  that  make  the  model  useful  in  simulating 
studies? 
(2) Can B. L. Ho's method  be  modified  to  further  improve  the ' 
approximating  properties  found  in (l)? 
The  present  report  covers  the  first  phase  of  a  continuing  study  aimed 
at  answering  these  two  questions. 
Chapter I1 of  the  report  reviews  basic  theorems  in  classical 
Pad;  approximation  theory,  i  .e ., th  rational  approximation  of  func- 
tions  represented  by  power  series,  In  a  neighborhood  of  the  origin 
of  the  argument. To prepare  for  application  of  the  theory  to  the 
problem  posed  by  question (1)above,  a  new  and  stronger  form  of Pad's 
representation  theorem  is  presented  (Theorem 2.5). In this  chapter, 
we  also  draw  attention  to  some  pitfalls  which  must  be  avoided  when 
generalizing  results  from  normal  to  non-normal  Fad4  tables.  Examples 
to  illustrate  this  point  are  discussed.  Ankicipating  later  applications 
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to  the  theory  of  linear  dynamical system, the  chapter  concludes  with 
the  definition  of  the  E-array  and  its  relation  to  the Pad6 table. 
Chapter I11 concentrates  on  determinantal  expressions  which  play 
a prominent  part  in  the  Pad6  theory.  Such  expressions  have  long  been 
known for  normal Pad6 tables,  but  Theorem 3.7, giving  the  determinantal 
representation  of  the Pad6 approximant  for  the  general  case,  does  not 
appear  to  have  been  stated  or  proved In the  available  literature. A
corollary  of  the  theorem,  restricted  to  the  normal  case,  indicates a 
similar  representation  for  the  elements  of  the E-array. 
Chapter ?X states  two  results  of B. I,. Eo's work  which  are  perti- 
nent  to  the  present  research,  namely  the  existence  theorem  (Proposition 
4.1) and the  algorithm  for m i n i m a l  realizations  (Theorem 4.4). ~y 
appealing to the  unique  properties  of  the  pseudo  inverse,  we  are  able 
to  sharpen B. L. Ho ' 6  algorithm in Theorem 4.9. Corollary 4.10 presents 
the  unique  reciprocal  relations  between  any  minimal  realization (F, G, H) 
and  the  matrices (V, W). 
Chapter V, like  Chapter 111, deals  pri-marily  with  determinantal 
relationships,  but  restricted  to  realizable  sequences,  i.e.,  to  sequences 
corresponding  to  rational  functions. As a by-product,  Corollary 5.5 
generalizes  one  of B. I,. Ho ' 6  theorems.  Theorem 5.8 gives  four  mathe- 
matical  equivalents  of  the  statement  that a scalar  sequence  has a mini- 
mal  realization. 
In  Chapter  VI,  we  generalize  the  concept  of  the  realization  of 
a sequence  by  considering  partial  realizations  and  the  associated 
3 
" . . 
approximation problems. Theorem 6.5 proves that  the par t ia l  real izat ion 
of a normal sequence Y (i.e., one f o r  which A(') # 0 a l l  p o s i t i v e  
integers r )  is  closely related to the Fad6 approximants for  the power 
series ykzk. Corollary 6.6 identifies  the  transfer  function, of 
the  par t ia l  rea l iza t ion  for  normal 3 ,  with elements in the E-array 
for the power series. 
r 
Chapter V I 1  serves as a review of the  results obtained. The 
l imitations'of the work point   to   the need for further research, as 
indicated a t   t h e  end of that chapter. 
Two appendices are included. The first one  summarizes  a  few 
definit ions from algebra that  are  per t inent  to  Chapter 11. The 
second appendix br ief ly   s ta tes   def ini t ions and properties of the 
pseudo inverse of a matrix. These a re  used i n  Chapter I V .  
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11. THE PADi T U .  
As pointed  out  in  the  Introduction,  this  chapter  is  concerned  primarily 
with  properties  of  the  classical F dd approximation. 
After  the  definition  of  standard  terms,  we  prove a lemma which will 
later allow us  to  sharpen  certain  classical  results. 
Following  the lema, we  consider  the  classical  questions  of  existence 
(Theorem 2.2) and  uniqueness  (Theorem 2.3) of  the  entries  in  the Pad6 table 
for a given  power  series.  The  existence  of  Theorem 2.2 is  proven  by a 
constructive  approach  designed  to  pave  the  way  for  Theorem 2.5. 
Theorem 2.5 has  not  been  found  in  the  published  literature  on  the 
Pad&  approximation.  It  is a stronger  form of the  classical  representation 
theorem  (Theorem 2.4). Its  formulation will be  used  in  subsequent  sections 
to  link  together  the  classical  theory  of  the  Pad;  approximation  and  the 
more  recent  theory  of  controlled  linear  dynamics1  systems. 
Theorem 2.6 gives  precise  meaning  to  the  notion  that  the P d4
approximant is, in  some  sense,. a "best"  rational  approximation  to a given 
power  series.  The  proof  of  the  theorem  is  followed  by a short  discussion 
of its  significance. 
The possible  existence  of  square  blocks  of  equal  approximants  gives 
rise  to  the  distinction  between  normal  and  other Pad& tables.  This 
important  subject  is  introduced  in  Theorem 2.7 and  its  two  corollaries.. 
The  last  section  of  the  chapter  deals  with  the  E-array  associated 
with a normal  Pade'  table. 
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2.1 Definitions.  [l7, p. 3781 
1. Let 
be a formal power ser ies  in one variable, with real coefficients.* 
Let (i, j) be an ordered pair  of  nonnegative integers. 
The ( i ,   j )  Pad6 approximant fo r  f i s  a rat ional  f'tmction 
(2.1) 
with the two properties (called the defining conditions of the approximant) : 
I. deg Dij 5 i, D i j  # 0, 
deg N. 5 j;  vi 
and 11. f(z)D. . ( z )  - N. .(z) = (zi+j+l) 
1 J  1 J  
where (zk) denotes a power ser ies  beginning with the term zk or a 
higher power of z.* 
2. The Pad6 tab le   for  f is  the (doubly) infinite  matrix 
R(f) = [ Rij], i = 0, 1, . . .; j = 0, 1, . . .; of Pad; approximants for  f .  
3. The ( i ,   j )  Pad4 approximant for  f i s  called normal if the 
quotient i s  d is t inc t  from a l l  other quotients in the table. Rij 
A formal power ser ies  f i s  normal i f  a l l  of the Pad; approximants 
fo r  f a re  normal, i .e .   d is t inct .  The  Pad4 tab le   for  f i s  then  also . 
called nor&, and  so i s  the sequence  of coefficients (ao, al, - -1  
""""""" 
* For def ini t ion and brief discussion of the properties of formal power series, 
as well as other terminology and definit ions from algebra, see Appendix A. 
I n  particular,  we may have (z ) = 0. k -  
6 
" ." .. ".""I_. 
2.2 Existence  and Uniqueness of Pad Table. 
Lema 2.1 
Hypotheses: 
1. [A : k = 0, 1, . . ., i )  i s  a se t  of vectors  in  the real  k 
Euclidean vector space R , i ,> 1. i 
k 2. The vectors A (k.= 0, 1, . . ., i) span  an  r-dimensional 
subspace of Ri. 
3. m i s  the largest  index such that the vectors Am, Awl, . . ., A i 
are   l inear ly  dependent. 
7 
Conclusions: 
2. The l inear  homogeneous equation 
i 
C %Ak = 0 
k=O 
has a unique solution (%, p, . . ., di)  such tha t  
(k < m) 
(k  = m) 
Proof: 
1. By hypothesis 2, r(I i) of the  given  vectors Ak a re   l inear ly  
independent, but any collection of r + 1 vectors from the given set  are  
l inear ly  dependent. In particular, the vectors A (k  = i - r, i - r + 1, . . . , i) 
are  l inear ly  dependent. Hypothesis 3 then implies 
k 
2. Suppose A" # 0. 
The defining property of m now implies 
(i) m < i. 
(ii) The vectors A (k  = m + 1, m + 2, . . ., i) are a l l  nonzero k 
and l lnear ly  independent. 
( i i i )  Am l i e s  i n  t h e  (i - m)-dimensional  subspace spanned by 
the vectors A (k = m + 1, . . -, i) . k 
a 
Therefore, the equation 
i 
Am + C %Ak = 0 
k=ml 
has a unique solution ( dml, dw2, . . ., ai,. 
Existence of the solution follows from (iii) above. 
TO prove  uniqueness,  suppose (a&, . . ., df) were a second 
solution of (2.8). Then 
i 
C (4, - $)Ak = 0 
k=mtl 
and (ii) above implies 
% = %  (k = m + 1, ..., i ) .  
The solution of (2.8), together with the values of %(k - < m) given 
by (2.7), satisfies the vector equation (2.6) and i s  unique. 
Suppose A = 0, m = i. m 
Then 
0 (k < i) 
% =  
1 (k = i) 
is  a solution of (2.6) satisfying (2.7), and clear ly  it i s  the only solution 
satisfying (2.7). 
Suppose A" = 0, m < i. 
Then, from the definit ion of m, we must have 
Ak # 0 (k = m + 1, m +  2, ..., i) 
and these  vectors  are  l inearly independent. 
9 
Now substitute  the  values of % given  by (2.7) into  equation (2.6). 
Then 
i m i O = A +  c = c % A ~ ,  since A" = 0. 
k=*l  k=*l 
By linear  independence, w e  get  the  unique  result 
Therefore 
9 (k # m) 
dk ={ 1 (k = m) (2.10) 
uniquely  satisfies  both (2.6) and (2 .7) .  
Theorem 2.2 (Existence  Theorem) (Pad;) [ll, p. 91 
m 
Hy-pothesis: f (z )  = c %z k , a. # 0. 
k=O 
Conclusion: For each  ordered  pair  (i, j) of  nonnegative  integers, 
there  exists a rational  function  Rij(f, z) satisfying  the  conditions I 
and I1 of  the  (i, j) Pad;  approximant. 
F'roof: Let D( z) = C %!z i k  
k=O 
be a polynomial  with  undetermined  coefficients (do, . . ., di) . Form the 
product 
m 
f(z)D(z) = .  C C ~ Z  k 
k=O 
where 
ck u+v& 
= C audv. 
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The undetermined coefficients % are  chosen as follows: 
(i) If i = 0, take d, = 1. (e .  14) 
(ii) If i > 0, we s e t  
ck = 0 (k = j + 1, j + 2, ..., j + i) (2.15) 
Written out, (2.15) i s  a system of i l inear  homogeneous equations 
i n  t h e  i + 1 unknowns do, %, . . ., di, and thus always has a non- 
t r ivial  solut ion.  In  matr ix  form, the system  (2.15) i s  
a a j-i+l j-i+2 
a a j-i+2  j-i+3 
&j a j+ l  - 
... 
... 
... 
... 
or,  equivalently, 
i 
C %Ak = 
k=O 
where 
aj+l 
a j+2 
a j+i 
0 
a j-k+l 
a j -k+2 
a j -k+i - 
(2.16) 
Let r be the rank of the [a] matrix i n  equation  (2.16). Then 
the  vectors A (k = 0, 1, . . ., i) and the  integer r sat isfy the 
hypotheses of Lemma 2.1. Let m 0 be the index  defined in  the  lemma. 
k 
11 
By the  conclusions  of  the  lemma, (2.17) has a (unique)  nontrivial  solution 
(do, p, . . ., di)  such  that 
dk =(" 
(k < m) 
1 (k = m) 
Substitution in (2.11) gives 
i 
k=wl 
D(z) = zm + C %zk 
The  product fD is  therefore a power  series  of  the  form 
fD = N + ( zi+j+l) 
m j k  where N(z) = aoz + C ckz . 
k=&1 
From (2.18) and (2.19): 
deg D I i, D # 0, and  deg N I j. 
Thus D and N satisfy  the  defining  conditions I and I1 of  the 
(i, j) Pad; approximant for f. 
Theorem 2.3 (Uniqueness  Theorem) [17, p. 3781 
(2.18) 
Hy-pothesis: 1. 
2. 
3. 
03 
f(2) = x %Z . k 
0 
(i, j) is an ordered  pair  of  nonnegative  integers. 
Each  of  the  two  pairs of polynominals (N, D)  and 
(N', D ') satisfies  the  conditions I and I1 of  the 
(i, j) Pad; approximant for f. 
Conclusion: 
N N '  - D = 5 '  
Froof: By hypothesis, 
(i) fD - N = ) fDD' = [N + ( zi+'+l)]Ds; and 
(ii)  fD' - N' = (zi+j+') 4 f D ' D  = [N' + (z i+ j+l )ID. 
( zi+ j+l 
(2.20) 
4 the  left  Side Of (2.20) Contains  no  power  of z with  exponent  higher 
than i + j, 
4 the  right  side  of (2.20) is  identically  zero, 
ND' - N'D = 0 
2.3 Representation  Theorems. 
Theorem 2.4 (Pade's  Representation  Theorem)[ 13, p. 4211 0 
Hy-pothesis: 
0 3 .  
1. f(z) = c %z , a. + 0. k 
0 
2. (i, j) is  an  ordered  pair  of  nonnegative  integers,  and 
R. .( f, z) is  the  (i, j) Pad approximant  for  f. 
1J 
Conclusions:  There  exists a unique  pair  of  polynomials  (pij, j) 
and a nonnegative  integer h such  that 
(i) P. .(o) = ao, q j (0 )  = 1; 
(ii)  deg  pij 5 j - h, deg &ij 5 i - h; 
1J 
13 
(iii) z [ f  &ij - P. .] = ( zi+j+l) ; and h 
1 J  
(iv) pij and &.j are   re la t ively prime. 
Furthermore, the  polynomials  (Pij, &ij) defined by (i) - (iv) 
a lso have the  property 
4.l 
Proof: By definit ion of the  ( i ,  j) Pad& approximant fo r  f, 
Ri j  has a representation 
N. .(z) 
Rij( f, Z) = 
where Nij and Dij a re  polynomials satisfying conditions I and 11. 
The greatest  common divisor of N and Dij i s  of  the form i j  
z%( z), where 
r 
v=o 
B(z) = X bvz , bo # 0, r L 0. V 
NOW there  exis t  re la t ively prime  polynomials Pi j, &ij such that 
~y property I1 of the Pad6 approximant, we have 
[f(Z)&ij(Z) - Pij(Z)lZ%(Z) = (z  i+ j+1) 
-+a [ f (z)&ij(z)  - Pij(z)]zh = (zi+j'l), since bo # 0. 
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Similarly, deg D. 5 i 
lj 
.1111) deg [ z  &ijl 5 i - r 5 i, by (2.22); 
4 deg &ij 5 i - A. 
A 
Thus,  we  have  shown  the  existence  of  polynomials (Pi j, &ij) 
satisfying (i) - (iv) . Conclusion (v) is  immediate  from (2.21) and (2.22). 
The  uniqueness of (PiJJ &ij) satisfying  (i) - (iv)  is  shown 
as  follows. 
By Theorem 2.3, Ri  is a unique  rational  function,  with  at  most 
i poles and j zeros. Since P and &ij are  relatively prime and 
thus  have  no  zeros in common,  it  follows  from 
ij 
that  the  zeros of P are  exactly  the  same  as  the  zeros f R with 
their  multiplicities. By the  Factor  Theorem  for  Polynomials [16, p. 611 
ij i f  
[g, p. 1211, the  polynomial Pij is  uniquely  characterized  (aside  from 
a constant  factor) by its  zeros.  Therefore,  the  zeros of  R together 
with  the  condition P. . (O)  = ao,  uniquely specie Pij. Similarly, % 
is  uniquely  given by the  poles of Rij  and . (O)  = 1. 
i f  
1J 
J 
Definition.  The  unique  pair of polynomials (Pij, a, j) postulated 
in Theorem 2.4 is  called  the (i, j) Pad4  pair  (for f) . 
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Theorem 2.5 
Hypotheses: 
2. (i, j )  i s  an  ordered  pair of integers, i 2 1, j > 0. - 
3. m i s  the largest index such that  the column vectors 
Am, Awl, . . ., Ai a re  l inear ly  dependent, where 
- 
a 
a j -k+2 
- 
j -k+l 
a j -k+i - - 
(k = 0, 1, ..., i) (2.24) 
a = 0 f o r  v < 0. 
V 
Conclusions: 
1. There ex is t s  a unique pa i r  of polynomials (P, Q) such tha t  
(i) P( 0 )  = ao, Q(O) = 1; 
(ii) deg P 5 j - my deg Q _< i - m; 
(iii) zm[fQ - PI = ( Zi+j+l )  ; and 
2.  The pa i r  of polynomials (P, Q) defined by (i) - (iii) is  the 
(i, j )  Bad pa i r   fo r  f.  That is, P and Q haite the  additional 
properties 
( iv)  Rij(f ,  z) = a. 
(v) P and Q a re   re la t ive ly  prime. 
3. The index m has the  additional  properties: 
16 
(vi) m = m a x  A, the  maximum being taken over a l l  integers A 
satisfying 
where (P, Q) i s  the (i, j) Pad6 pa i r   for  f .  
(vii) Either deg P = j - m, or  deg Q. = i - m. 
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Proof:  The  existence  of P and Q is  readily  shown.  Using  the 
same  construction  as in the  proof of Theorem 2.2, we  get  two  polynomials 
N and D, 
i 
D(z) = zm + C %zk 
k=m+.l 
m ~ ( z ) .  = aoz + 
k=wl 
(2.18) 
satisfying conditions I and I1 of the (i, j) Pad; approximant for f. 
Therefore 
Let 
Then (2.26) implies 
(2.26) 
(2.28) 
and P(0) = ao,  Q(0) = 1; deg P I j - m,  deg Q I i - m. 
Also, fD - N = (zi+j+') and (2.27) imply  zm[fQ - PI = ( z  i+ j+1) (2.29) 
Therefore  the  polynomials (P, Q) defined  by (2.27) have  the  properties 
(i) through (iv) . 
To prove  the  uniqueness  of P and Q, we  show  first  that P and 
Q are  relatively  prime  and  then  apply  Theorem 2.4. 
Certainly z does  not  divide P or Q, because  of  their  form (2.27). 
Suppose,  now,  that  the polynomial 
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From equations  (2.27) and  (2.30), P and Q? have the  form 
j -m-n 
W( z) = a. + c @z k 
k=l 
i-m-n 
k=l 
@ ( z )  = 1 + C g z  . k 
Consider now two polynomials I??+ and F, defined by 
P ( z )  = z*nQ?(.). 
W, W have the following properties: 
deg IF+ 5 j, deg F -C i, IF # 0; 
and  (2.29)  implies 
2% fp - P I  = (Zi+j+l) 
-+ f W - P  = ( z  1. i+ j+l+n 
Furthermore,  (2.31)  and  (2.32) imply that IF may be m i t t e n  
i 
k=O 
F ( z )  = c 4"k 
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f o  (k < m +  n) 
with 
1 (k= m +  n) 
a qz-m-n (k = m +  n +  1, m +  n + 2, . . e ,  i). 
The  product fIF is a power  series: 
m 
flY = c c p  k 
k=O 
where 
c* = aud;. 
u+v=k 
h.om (2.33) and  deg IF _< j we  infer  that  the  following  coefficients cc vanish: 
cg = 0 ( k =  j + l ,  j + 2 ,  ..., j + i ) .  (2.35) 
The i homogeneous  linear  equations (2.33 can  be  stated  in  the  form  of a 
linear  relation  between  the i + 1 column  vectors A , with  coefficients T: k 
Substituting 
i 
C %Ak = 0. 
k=O 
for T (k = 0, 1, . . ., m + n) in (2.36), we  have 
i 
k=wn+l 
Awn + C %Ak = 0. 
By hypothesis 3, the  linear  dependence  relation (2.37) implies n = 0. 
Therefore B(z) 1, and P and Q are relatively prime, as claimed in (v). 
Now f, (P, Q) and h = m satism the  hypotheses  of  Theorem 2.4. 
Since P and Q are  relatively  prime,  Theorem 2.4 ensures  the  uniqueness 
of the  representation.  This  completes  the  proof  of  conclusions 1 and 2. 
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To show m = max A, we note tha t  because  of ( i i ) ,  m s a t i s f i e s  t he  
conditions  (2.25) f o r  A. It remains t o  show tha t  no larger value of A 
can sa t i s fy  (2.25). 
Suppose ?b - > m + 1, and sa t i s f i e s  (2.25). Then deg P < j - m - 1, - 
deg Q 5 i - m - 1. Therefore, the two polynomials P, Q have the form 
j-m-1 
P(2) = c %Z , no = ao; 
k=O 
Define  c = aUd9 the  coefficient  of zk i n   t h e  power ser ies  fQ. 
u+v=k 
From  zm[ f Q  - PI = ( zi+j+l) we obtain the two se t s  of equations 
nk = 'k 
c - 0  
(k=0, 1, ..., j - m - l ) ,  
(k = j - m, j - m + 1, O . . ,  j - m +  i ) .  k -  
In matrix form, the second set reads 
j - i+l 
j -i+2 
a j - i+2 
j-i+3 a 
&j+l 
&j+2 
. . .  
. . .  
. . .  
. . .  
. . .  
a 
a 
a 
a j -m+i 
By the  definit ion of m, the  columns of the [a]  matr ix  in  (2.38) are  
l inear ly  independent. Hence (2.38) can only have the trivial solution, 
contrary  to   the requirement = 1. Thus we have  proved that no value 
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of h greater  than m can  satisfy (2.25). Hence (vi) follows, and  (vii) 
is a trivial  consequence  of (vi).  
The proof of Theorem 2.5 is  complete. 
Relation  between  Theorems 2.4 and 2.5. Theorem 2.5 is a new  and 
stronger  version  of  the  classical  representation  theorem 2.4. Theorem 2.5 
preserves  the  uniqueness  property of the  classical  Pad&  pair  and  has 
the  added  advantages  that 
1. it  gives sharp upper  bounds  for  the  degrees of the  polynomials 
characterizing  the  (i, j) Pad6  pair  for a given  power  series f ;  
2. it  eliminates  the  classical  requirement  that  the  candidate 
polynomials P, Q for  the  Pad6  pair  be  relatively  prime.  The  property 
of being  relatively  prime  turns  out  to  be a result  of,  rather  than a 
. condition for, the  choice of the  pair (P, Q) ; 
3. the  index m appearing  in  Theorem 2.5 is  uniquely  determined 
for  each  triple (f, i, j), while  the  similar  parameter A appearing  in 
Theorem 2.4 is  not  unique. 
The  non-uniqueness of h is  demonstrated  in  the  following  example. 
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Example to Show Non-Uniqueness of h. 
l+z-z 
3 1- z 
3 
Let f(z) = = 1 + + z4 + z7 + zlo + z13 + z16 + . . . 
Pa& table  for f: 
0 1 2 3 4 
1 l + z  1 4 - 2  l + z  l + z + z  0 1" - " 1 " -  
1 I 
l+z 
1 
1 +  z I l + s  1 l + z   l + z + z 4  I 
1- z+z l + z  ' l + z  l + z  l + z + z 4  I 
""" 
L 1- - I - t " 
I I 
2 I 
1 I 1 
3 /I 1-z+z -2 , 1-z+z -2 ' 2 3  
1+2 z+z 
l+z-z 
2 
-4 
l+z-z 3 i  
1- z 3 1  
I 
" 1 """" 
I I 
(iv) Pij, &id relatively  prime. 
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The integer A (see  conclusion of Theorem 2.4) has the following 
admissible  values fo r  the given  power series: 
0 1 2 3 4 5 6 
i o 1  0 0 0 0 0 0 0 
1 
0 0, 1 0, 1, 2 0, 1, 2 0 0 0 5 
0 OJ 0, 1 0, 1 0 0 1 4 
0 0 0 0 0 0 0 3 
0 1 2 0 1 2 0 2 
0 0, 1 1 0 OJ 1 0 
For each  pair (iJ j) the  index  m  (see  Theorem 2.5) equals the 
mum admissible  value of A. 
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2.4 Padi's Fundamental Proposition. 
Theorem 2.6 (Pad6 ) [ll, p. 121 
Hy-potheses: 
1. f ( z )  = c %z , a. # 0. 
2. (i, j) is  an  ordered pair of  non-negative integers; and 
m k  
0 
R (f, z) i s  the (i, j) Pad6 approximant fo r  f i d  
3. (P, Q) are  a pair  of polynomials i n  Z,  with 
deg P 5 j, deg Q 5 i. 
4. r is  the largest  integer such that 
s i s  the largest  integer  such tha t  
Conclusions: 
1. r 5 s; and 
2. r = s 'I+R.  .(f, z )  = 
1J 
- Proof: H a l f  of conclusion 2, namely 
follows trivially from the definit ion of r and s i n  hypothesis 4. 
For the other half  of conclusion 2, it suf f ices  to  show 
r L s *Rid = 5. I? (2.40) 
Then (2.39) and (2.40) together imply that r 3 s -+ r = s, i - e .  r 4 S J  
and thus conclusion 1 i s  validated. 
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By Theorem 2.5, R. .(f, z) has a unique  representation 
1J 
where  the polynomials Pij, &ij have  the  properties 
(i) P. .(o) = ao, q j ( o )  = 1; 
1J 
(Ti) deg Pij 5 j - m, deg % 5 i - m; 
(iii) ZrnEf&ij - P. .] = (z i+j+l) ; 
1J 
with m 2 0 defined in terms of the  coefficients of f. 
Properties  (i) and (iii),  together  with (2.41), give 
(2.41) 
From  this, by hypothesis 4, 
0 5 i + j + l - m  5 s. (2.42) 
Now suppose r Z s. Then,  again by hypothesis 4, 
a) P Q.j - Pij Q = &ij Q (Z"). (2.43) 
From  the  properties of the  polynomials (P, Q) and (Pi j, % j), we  get 
deg [P s i + j - m 
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so that the left-hand side of (2'.43) has no powers of z x i th  exponent 
greater than i + j - m. But the right-hand side contains no powers of 
z with exponent l e s s  than s, s 1 i + 5 - m + 1 by (2.42). Therefore the 
two sides of (2.43) have no nontr ivial  terms i n  comon, and each side must 
vanish  identically. Thus 
P&ij - PijQ = 0 
and so, finally, 
" P - %J- - Rij, by (2.41). Q & a  
This completes the proof of the Pad6 Theorem. 
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REMARKS: Pad& called the theorem jus t  proved  "fundamental" t o  h i s  
theory. One i s  therefore surprised to find that the place of this important 
theorem i n   t h e  Pad6 theory has been obscured in some recent work. 
The dis t inct ion between the  defining  properties I and I1 of the 
Pad6 approximation, and the  conclusions  of  the Pad; theorem, i s  most 
clearly  explained with the   a id  of an example: 
2 
Consider f (  z) = cos z = 1 - - + .. ., and l e t  i = j = 1. Z 2 
The defining  properties I and I1 give  the  (unique) numerator 
and denonimator polynomials 
Nll(z) = z = DU( 2). 
Check: deg NU = 1 = deg Du = 1 = deg Du, and 
Now the Pad6 theorem asser t s  that the expansion of the quotient 
i n  ascending powers of z, agrees with more leading terms of  the power 
ser ies  for  f than does the expansion of any other rational function 
whose numerator  and  denominator are of  degrees  not  exceeding j and i, 
respectively. 
In our example, then, Theorem 2.6 claims that, of all ra t ional  
functions of the form R( z) = - the unique one  whose expansion  agrees 
with the most terms of 
czt-d' 
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i s  RU = 1. The point to note i s  that  the theorem does not yield an 
expl ic i t  numerical index that a l lows one t o  deduce a p r io r i  how many terms 
i n  t h e  expansion  of f a re  matched by the pSd6 approximant. 
Such an index is, however, provided in   t he   c l a s s i ca l   de f in i t i on  of 
the Pad6 approximant: Property I1 of the Pad6 approximant gives  an 
expl ic i t  l eas t  upper bound,  namely Zii-', on the powers of z which are  
matched i n  the expansion 
This  distinction between the  defining  properties of the Pad6 
approximant, and the resul t ing propert ies  asser ted in  the Pad6 theorem, 
i s  not always respected in  the  r ecen t  l i t e r a tu re .  We give three specific 
instances: 
a. Baker, i n  his recent (1965) study of the convergence properties 
of  sequences  of appro-ts, s ta tes  [l, pb 31: 
"In the [N,  MI Pad6 approximant the numerator has degree M and 
the denominator degree N. The coefficients are determined by equating 
l i k e  powers of z in the following equations: 
f (  z)Q( 2) - P( z) = AzMtNi-l i- Bz ..., Q(0) = 1.0 mN4-2 + 
where 
f (z )  = 
P(2) = 
P( z)/Q(  z) i s  the [N, MI Pad6 approximant t o  f (2). " 
This characterization i s  clearly inconsistent, as shown by taking 
cos z, M = N = 1. The first of the two equations gives 
Q(z) = Z, A = - p ;  SO Q(0) = 0 # 1. 1 
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b. Shanks, i n  his 1954 disser ta t ion [14, p. 211 characterizes 
the Pad; approximant fo r  f by two properties: 
"Property 1. may be writ ten as the   ra t io  of two polynomials: 
with the degree  of NkIl 5 n and the degree of Dkn 5 k. But Dkn does 
not vanish identically. 
Property 2. The.  power ser ies  of Rkn agrees with that of f( z) 
t o  a higher power of z than any other rational function with degrees of 
numerator  and  enominator no greater  than n and k, respectively.If 
Shanks then ci tes  \ 'a l l  [l7, p. 3783 as a reference for the assertion: 
"Property 2 i s  equivalent to the condition 
Actually, Wall neither proves nor even s t a t e s  that the two conditions are 
equivalent. The weakness of Shanks * claim i s  evident from the same 
counterexample used before: 
For f (  z) = cos z, N = 1 satisfy Shanks' properties 1 and ll = D l l  
2, Yet 
2 
f(z)Dn - Nu - - - + . . . # (z3). Z - 2 
c. I n  his 1962 book Matrix Iterative Analysis, Varga [15, p. 2661 
rn 
defines the Pad6 approximant for  f (z )  = C a zv as the  quotient of 
..
V=O 
V 
polynomials n (2) and d (z) which are  respectively  of degree q 
P9  P9 
and p.  Assuming 
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Varga now se lec ts  for  each pa i r  of  nonnegative  integers p and q those 
polynomials n (z) and d (2) such that  he  Taylor '6 ser ies  expansion 
of npq(z)/dpq(z) about the origin agrees with as mny leading terms of 
f (  z) as possible. Varga then claims "it is  evident that the expression 
P9 P9 
dpq(z)f(z) - n (z> = 0(12;1*q+'), 121 +o, 
P9 
g ives  r i s e  to  p f q + 1 linear equations in (the unknown coefficients), 
whose solution  determines  these unknown coefficients. 'I 
The inconsistency of varga's assertions i s  readily evident from 
the previously used counterexample: 
To place  this  discussion  in  proper  perspective  within  the Pad; 
approximation theory, the following should be added. First, it i s  of 
course possible to  construct  a consistent theory of the Pad6 approximation 
using Varga's definit ion.  Cheney (1966) [ 2, p. 1741 has taken this 
approach, carefully avoiding the pitfalls  along the  way. 
Second, the  two approaches are equivalent for that  class of functions 
which have a normal Pad6 table. This assertion w i l l  be proved i n  
Corollary 2.9, with the aid of the next theorem. 
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2.5 Normal Pad6 Approximants. 
Theorem 2.7 [ U ,  p. 4251 117, p. 3941 
Hy-potheses: 
m 
2. (i, 3) i s  an ordered  pair of  nonnegative integers, and 
R. .(f, z) i s  the (i, j) Pad; approximant f o r  f. 
1 J  
3. (Pij, &ij' i s  the unique ( i ,  j) Pad6 pair   for  f ,  
with 
deg Pij = p, deg &ij = q. (2.44) 
Conclusions: 
1. There ex is t s  a nonnegative integer r such that  the power 
ser ies  [ f &ij - Pij] starts exactly  with  the power Fq+*', or  else  
f &ij - Pij = 0. I n  t h e  l a t t e r  event, we s e t  r = a. 
2. The ( q + rl, p + r2) Pad4 approximant f o r  equals 
rl, r2 = 0, 1, . . ., r i n  case r is f in i te ,  
and rl, r2 = 0, 1, . . ; i n  case r i s  inf in i te .  
3. No entry other than those enumerated i n  conclusion 2 i s  equal 
t o  Rij. 
Proof: The defining properties of the Pad6 approximant imply 
Assertion 1 of the theorem i s  immediate. 
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BY hypothesis 3, (Pi j, &ij) have the following five properties 
( reference Theorem 2.4) : 
(iii) h +  p + q +  r c > i + j; 
(iv) Pij and &ij axe re la t ive ly  prime; 
To prove assertions 2 and 3 of the theorem, l e t  (u, v) be a pair  
of nonnegative integers. By Theorem  2.4, necessary and sufficient conditions 
fo r  
are  that  there  exis ts  a nonnegative integer k  such tha t  
Our task i s  t o  solve these inequalities for u, v, and k(2 0). 
Condition (2.4 6> is equivalent t o  
u + v  2 v + k + q  
or, combined with (2.47), 
u + k + p  
v + k + q  
k + p + q + r  2 u + v  2 
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Hence 
q + r  > u, p + r  2 v. - 
Moreover, k - > 0 and (46) implies 
so that  the  following  conditions  are  necessary  for (2.45): 
The  inequalities (49) validate  assertion 3 of  the  theorem. 
To  complete  the  proof  of  the  theorem,  we o n l y  ne d to demonstrate 
that  for  each  choice  of (u, v) i n  accordance  with (49), there  exists 
an integer k - > 0 satisfying (46) and (47). We  choose 
k = min (u - q, v - p). 
Then k - < u - q, k < v - p imply (2.'46). - 
Suppose u - q ,< v - p. 
Then 
k + p + q + r  = ( u - q ) + p + q + r  
= u + p + r  
- > u + v, by (2.49). 
Similarly, u - q 2 v - p + k $. p + q + r 2 u + v,  by (2.49). 
Therefore (2.47) is satisfied by k as defined in (2.50). 
It follows  that ',2.49) are  both  necessary  and  sufficient  conditions 
for (2.45), and assertion 2 verified. 
Assertions 2 and 3 are  verified. 
34 
Corollary 2.8 [13, p. 4251 
Hypothesis: 
m 
1. f(z) = c akz , a. # 0. ~~ k 
k=O 
2. Ri j( f, z) = is the (i, j) Pad; approximant for f, 
with Nij and D relatively prime. 
13 
Conclusion:  The  following  conditions  are  necessary  and  sufficient 
f o r  R to be normal: 
ill 
deg N = j, 
ij 
deg D = i. 
id 
(ii)  The  expansion of f Dij - Nij in ascending powers of z 
starts.  exactly  with  the  power z i+j+l (not  with a higher  power). 
FYoof: 
Sufficiency:  Suppose  (i)  and  (ii)  are  true.  Apply  Theorem 2.7. 
-
Then p = j, q = i + r = 0 by  conclusion 1 of  Theorem 2.7, and R is 
normal,  by  conclusion 3. 
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Necessity: 
Let (Pi j, &i j) be the ( i ,  j) Pade ' pai r  for  f.  By the 
uniqueness  of Rij, 
Since both quotients are clear of c o m n  (nonconstant) factors, the 
numerator polynomials are equal up t o  a constant factor, and the denominator 
polynomials a r e  equal up t o   t h e  same constant factor. 
Applying Theorem 2.4, there  exis ts  A 2 0 such tha t  
p = deg Pij = deg Ni j  _< j - h 
q = deg &ij = deg Dij 5 i - A 
and [fDi j  - N. .] = (Z 
1J 
i+  j+l- A 1. 
By Theorem 2.7, there  exis ts  r 2 0 such tha t  
i + j + l - A  5 p + q + r + l .  (2.51) 
a. Suppose p + q < i + j, that is, (i) i s  not sat isf ied.  
If A = 0, then (2.51) implies 
i + j + l  < i + j + r + l ,  
therefore, 0 < r. 
with (2.51) implies i + j + l - X  - < i+j-2h+r+l, so 0 < h - < r and 0 < 1. 
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NOW 0 < r implies  that R i s  not normal, by Theorem 2.7, Conclusion 2. 
By contraposition, R i s  n o m 1  only i f  p + q ,> i + j. But 
i j  
i J  
j 5 p, i 2 q. Thus ( i )  i s  a necessary  condition  for R t o  be normal, 
since 
%I 
i - > q - > i + j - p  2 i 4 q =i .  
b. Suppose ( i i )  does not  hold. 
Then the  expansion  of fDi j  - Nij i n  ascending powers of z starts 
with z i+j+l-t.l, r > 0. Again, by Theorem 2.7, R occurs i n  at l e a s t  4 
positions of the Fad; table  .I R i s  not normal. This completes the 
i j  
proof of the  corollary. 
ij 
Corollary 2.9. 
Hy-potheses: 
m -  
1. f(z)  = c &kz , k 
k=O 
2 The Pad6 table  [ R,( f, z) 1 for  f i s  normal. 
3. (i, j) is an ordered pair of  nonnegative  integers. 
4. Nij, Dij a re  polynomials, deg Nij ,< j, deg D < i, Dij # 0. ij - 
Conclusion: 
The following two conditions are equivalent: 
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Proof: 
If (i) holds, then hypothesis 4 implies 
and 
N 
f -  = f - Rij. ij 
Dij 
But the Fad& table   for  f is  normal. Therefore, by Corollary 2.8, 
the expansion  of f ( z )  - R. .( f, z) i n  ascending powers of  z starts 
exactly with the power z , and (ii) follows. 
13 
i+ j+l 
Now suppose (ii) holds. Let (P, Q) be the (i, j) Pad pai r  
fo r  f .  Since f i s  normal, Corollary 2.8 implies  that  he power ser ies  
fQ - P starts exactly with the power z . But Q(0) = 1, so the 
expansion  of f - - = f - R. starts with  the same  power z -BY 
Theorem 2.6, COnClUSiOn 1, we have f o r  the given polynomials Ni j, Di (hypothesis 4) 
i+ j+l 
P i+ j+l 
Q 1 3  
X i +  j + l ,  
since deg N. ,< j, 
Theorem  2.6, Conclusion 2,  shows tha t  r = i + j + 1 implies 
1 3  det3 Dij - < i. But r - > i + j + 1, because of (ii) .
The polynomials  P and Q are   re la t ively prime, and deg P = j, 
deg Q = j, because f i s  normal (Corollary 2.8). But this, combined 
with (2.52) and hypothesis 4, gives 
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j - > deg Nij ,> deg P = j 4 deg Nij = j (2.53) 
j - > deg Dij 2 deg Q = i UI+ deg &is = i. (2.54) 
Together,  (2.52 - 2.54) imply Nij = cP, Dij = cQ,, fo r  some constant 
c # 0. Therefore 
f D i j  - N = &[fQ - P] = ( z  ), i+ j+l i d  C (2.55) 
by Corollary  2.8(ii). Thus we have shown ( i i )   ( i )  . 
The proof of Corollary 2.9 is complete. 
2.6 The E-Array 
So far, we have considered rational approximations r e l a t e d   t o  power 
series  of  the form 
ab # 0. 
I n  connection  with  the  theory  of  linear dynamical systems t o  be taken up 
i n  Chapter IV, V and VI, we w i l l  be looking for transfer flmctions which 
approximate series of the form 
0) 
z (s )  = c ap-k-l. 
k=O 
O f  course, the ser ies  (2.56) and (2.57) may be transformed in to  
each other by means of the simple relationships 
f (  2) = z-lZ( z - l )  
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(2.58) 
z( s) = s-lf( s-l). (2.59) 
However, the following important distinctions between the two series 
a re  observed. 
( i )  If the  ser ies  (2.57) i s  rewritten as a power s e r i e s  i n  z = s , -1 
the constant term i s  zero, thus violating a condition which has been 
assumed i n  t h e  development of the P a d  approximation theory. 
(ii) The  Pad; tab le  i s  essentially a symmetric s t ructure  in  the 
sense that the power ser ies  expansion of [ f ( z )  I-" has the same form as 
that of f (z ) .  In contrast, the power ser ies  expansion  of [ Z (  s) I-" has 
not the same form as that of Z( s) .  
Definition: Suppose f and Z are given, as i n  (2.56) and (2.57), 
and  suppose the Pad6 table f o r  f i s  normal. F O U O W ~ ~ ~  w y n n  [30,  p. 1493 , 
we define the E-array f o r  Z t o  be a lower triangular matrix with rational 
elements bl)cZ,  s) of the  form 
where 4') is  a polynomial  of i t h  degree, 
Pfj) i s  a f'unction of the form 
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(2.61) 
(2.62) 
and the  ser ies  expansion  of E:’)(Z, s) in   inverse  powers of s agrees 
with that of Z(s) as far as the term  containing s . The elements 
of the E-array appear in  the order  shown below: 
-2i- j 
The element E!’) stands at the  intersection of the ( i  + l ) t h  column 
and the ( j i 1) t h  diagonal. 
Clearly,  the  constituents Pi’), 4’) of the f’unction E:’) may 
be displayed i n  t h e  same arrangement. If we specify 4:) 1 = 1 i n  (2.61), 
then, by Corollary 2.8, 
and 
sz = 1 
(2.64) 
sz = 1 
where  (Pm, L) i s  the (n, m) Pad6 pa i r   for  f .  
The close relationship between the Pad6 table and the E-array i s  
shown even more clearly  in  the  following  proposition. 
41 
Proposition 2.10 [30, p. 1501 
Hy-pothesis: 
m 
Suppose f ( z )  = z &kzk, 
k=O 
and the %de' t ab le  for  f i s  normal. 
03 
Conclusion: If we define Z(s)  = C &ks , sz = 1, then  the -k-1 
k=O 
whole E-axray fo r  Z may be obtained from the Pad6 table   for  f by 
transposing the Pad6 table, deleting the terms lying above the super- 
diagonal (i. e., the diagonal starting with the second term of the first 
row in the transposed table), and placing the quantity E?) = 0 at  the 
peak of the  array. 
Conversely, part of the Pad6 table  for  f may be obtained from 
the E-array for Z by removing the entry Eo (O) and transposing the 
E-array about the diagonal Ei ( 1) , i = 0, 1, . . . . 
Froof: The ( i ,  j )  Pad6 pa i r  ( Pij, % j) may be regarded as 
a vector  pair 
so that 
Similarly, the entry E!') i n  t h e  E-array may be regarded as a vector pair 
(2.68) 
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so that, by (5.17) .and (5.18) 
Now substitute in (2.64), using  the  appropriate  expressions  shown on the 
right of (2.67) and (2.69), to  verify  the  assertions  made  in  the 
proposition. 
2.7 Pad6 Approximation  for  Power  Series  of  Nonnegative  Order 
The  classical  definition  of  .the Pad6 table  assumes  that  the  power 
series  to be approximated  has a nonzero  constant  term [ll], [l3], [14], 
[l"]. The  assumption of zero-order  series  serves  the  purpose  of  simpli- 
fying  the  statements  and  proofs f theorems.  The  restriction  can be 
removed  without  difficulty,  as w i l l  now  be  shown. 
Existence  (Generalization  of  Theorem 2.2): Let g be a nonzero 
power  .series  of  order u = u(g); that is 
g(2) = ZU f(2) 
where 
Let (i j ) be an ordered  pair  of  nonnegative  integers, j > - u. Let 
m = j - u, and  let (Pin, %) be  the  (i,m) Pad6 pair  for f defined 
as  in  Theorem 2.4. The (i,j) Pad6 approximant  for g is 
. ." 
Proof : 
I. 
11. 
The defining 
deg Qb 5 i 9 by definit ion of Pad6 pair;  
Qim(0) = 1 , by Theorem 2.4; 
deg[zuPi,l - < j J by definit ion of  Pad6 pa i r .  
gQim- "'Pi, = z'[f L- Pim] 
= Z"(Z i+m+l 1 
= ( z  i+ j+ l  ) 
conditions of the Fad6 approximant f or  g a re   t h  erefore 
sa t i s f i ed  by the pair  of polynomials z Pim(z) and Qim(z). U 
For 0 - < j < u, we take R (g,z) = 0, corresponding t o  N i j  = 0, 
i j  
D = z i n  equation (2.2). Clearly, i 
i j  
I. deg D = i , i d  
deg Nij  = 0 5 j ; 
11. g(z)Dij-Nij = z f ( z )  = (2 i+j+l) * 
u+i  
Dij # 0 , 
Uniqueness (Generalization of Theorem 2 . 3 ) :  Having proved the 
existence of Pad6 approximants for general power series, the rest r ic t ion 
a # 0 can now be deleted from Theorem 2 . 3 .  The proof 
0 
Pad6 Representation (Generalization of Theorems 2 
Suppose the power series 
is unchanged. 
,4 and 2.5): 
44 
"" 
m 
g(z) = r, a  z k 
k=O k 
is of order u = a( g)  . Let (i, j ) be an ordered pair  of nonnegative 
integers and R (g,z) the ( i , j )  Pad6 approximant fo r  g. The con- 
clusions of  Theorem 2.4 remain valid for g, except conclusions ( i )  and 
( iv ) ,  which must be changed t o  read: 
i j  
(i") P ( z )  3 0, 
i j  
Q ~ ~ ( Z )  = z i, i f  0 < j < u; - 
(iv*)  Pand Q are   re la t ively prime,  provided tha t  j > u. - 
Proof: 
1. Represent g as   the product zOf (z) ,  where f ( z )  i s  a power 
ser ies  with nonzero constant term. 
2. For j - > a, l e t  m = j -u .  The Pad6 pair  (Pim, Qim) and 
the integer X > 0 postulated ir, Theorem 2.4 for  f ex is t  and a re  
unique since f s a t i s f i e s  the hypothesis of Theor'em 2.4. 
- 
3. It is  easi ly  ver i f ied that ,  for  j > IT, the pa i r  ( z  Pin, (3 - Qim)  
and integer h satisfy  (i"), (ii) and tha t  
( i i i )  
implies 
z [fQim- Pim] = ( Z  A i+m+l 1 
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( i v )  PFm, QFm being  relatively prime and Q. (0) = 1 imply lm 
t ha t  z'P~ and &Im are relat ively prime; 
implies 
4. For j < u, the proof leading to equation (2.72) applies, and 
. the Pad6 pa i r  (0,z ), with h = 0, sa t i s f i e s  conclusions (i*), (ii), i 
(iii) and (v).  
To extend Theorem 2.5 to the general case, it i s  necessary only 
t o  change conclusion (i) t o  (i*), and (v) t o  (iv"), as stated above, 
with corresponding obvious modifications in the proof. 
Pad6's Fundamental Proposition:  Let f be a nonzero power ser ies ,  
and l e t  u ( f )  depote the  order of f .  Theorem 2.6 was proved for  
u( f )  = 0 .  It remains t rue  fo r  a ( f )  > 0 ,  
Proof:  Let ( i , j )  be an ordered pair of nonnegative integers, and 
l e t  P, Q, r, s be defined as i n  Theorem 2.6. 
For j > a( f ) ,  the  proof d the generalized version of Theorem 2.6 - 
completely paral le ls   the  proof given in section 2.4. 
f ( z )  - R .  . ( f , z )  = (2') 
1J (2.75) 
where s = u(f )  2 j +l. 
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We w i l l  show that  r > s e - = 0 .  Then it follows that r 9 s , P 
Q - 
and the proof w i l l  be complete. 
Certainly, by hypothesis 4, r > s and R = 0 imply - i j  
The left-hand side of (2.76) has no powers  of z with exponent greater 
than j ,  while the right-hand side contains none with exponent smaller 
than s > j +l. Therefore the two sides of (2.76) have no nontrivial  
terms in  common, and each side must vanish identically. Thus 
- 
P = O  
and 
- = RiJ  = O *  
P 
Q
Normal Fad6 Approximants . Theorem 2.7 and i ts  corollary 2.9 a re  
generalized as follows. 
Theorem 2.11 
Hypotheses : 
1. f ( z )  = C a z , u = u(f) i s  the  order of f .  m k  
O k  
2. ( i , j )  is  an  ordered  pair of nonnegative integers and R. . ( f ,z)  
1 J  
i s  the (i, j ) Pad6 approximant fo r  f . 
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Conclusions : 
1. There exis ts  a nonnegative  integer r such that   the  power 
ser ies  [fQij - P ] star ts   exact ly  with the power z , or  e l se  
fQij -Pij = 0 and r = a. 
p+q+r+l 
i j  
2. The (q+rl, p+r2) Pad6 approximant fo r  f equals Ri j ,  with 
and 
rl,r2 = 0,1, - e - ,  r i n  case r is  f i n i t e  
rlyr2 = 0,1, ..- i n  case r is  inf in i te .  
3 .  No entry other than those enumerated in  conclusion 2 is  equal 
t o  R , provided j > u. 
i j  - 
Proof: The special  case u = 0 was t reated in  Theorem 2.7. 
Suppose 0 < (J - < j . By the generalization of Theorem 2.4, 
Also, there  exis ts  an integer h > 0 such tha t  - 
(iii) z A [fQij - P  ] = (2 i+j+l) . 
i j  
2 
( i v )  p and Q are   re la t ively prime; 
i j  i j  
From ( i i i ) ,  
f Q i j -  pij = ( Z  
i+ j -h+1 
) 
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But  i+j-A+l > p+q+A+l, so either  there  is  an  integer r > A  satisfying - - 
assertion 1 , or fQ - P = 0. ij ij 
Let  (u,v)  be a pair  of  nonnegative  integers. By the  generalized 
Theorem 2.4, necessary  and  sufficient  conditions  for 
are  that  there  exists a nonnegative  integer k such  that 
and 
p < v - k  , - q 5 u - k  - (Theorem 2.4, ii) 
k+p+q+r 2 u+v  (Theorem 2.4, iii). 
These  conditions  are  equivalent  to 
Since k > 0,  we  obtain - 
me inequalities (2.79) validate  assertion 3 of the  theorem, for j > u. 
The  proof  of  assertion 2 is  identical  to  that  given  in  the  context of 
- 
Theorem 2.7 (see  p. 34). 
Counterexample to show Theorem 2.11 fails  for j < 0. 
Consider f = z3 and j = 0,1,2. For  every  nonnegative  integer  i, 
the  (i,j) Pad6 approximnt is R. (f,z). The Pad6 table  for f = z3 is 13 
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shown below. Similarly,  every  function f of order u > 0 has a Pad6 
table  whose cr leading columns are  zeros. By definition,  the pad6 
t a b l e s   f o r   a l l  such functions are anormal. 
Pad6 Table for  f = z . 3 
j = o  1 2 3 4 
i = O  0 0 0 z 3 z  3 .  
1 0  0 0 z 3 z   3 .  
2 0  0 0 z3  z 3 .  
3 0  0 0 z 3 z   3 .  
4 0  0 0 z z .   3 .  
Corollam 2.12 
Hypotheses : 
1. f ( z )  = c akz , u = order of f .  w k  
0 
N i j W  
2. Ri j ( f ,z )  = , j 2 u, is the ( i , j )  Pad6 approximant 
i j  
fo r  f ,  with N and D re la t ively prime. 
i j  i j  
Conclusion: 
The following  conditions  are  necessary and suff ic ient   for  R t o  
ij 
be normal: 
(i) deg N = j , deg D = i > O  . 
i j   i j  - 
(ii) The expansion of [ fDi j  - N ] is  of order i+j+l. 
i j  
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Generalization of Corollary 2.9 and  Proposition 2.10. 
In  view of Corollary 2.12 above,  the  requirement a f 0 is implied 
0 
by  the  hypothesis  that f has  a normal Pad6  table.  Therefore, it  is not 
necessary to state  explicitly  that  a # 0. 
0 
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111. REPRESENTATION OF  PADk APPROXlNANT BY DE-S. 
I n  Chapter 2,  we were concerned with properties of the Pad6 table  
03-  
for  a rb i t ra ry  power ser ies  f (  z) = C %zI, a. # 0. We continue t h i s  K 
k=O 
investigation in the present chapter, with the aim of expressing the Pad; 
approxjmants f o r  f as the  ra t ios  of  determinants, expl ic i t ly  in  terms 
of the coefficients of f (Theorem 3.5). 
One of the properties of the Pad6 table discussed in Chapter 2 was 
the geometrical pattern that governs the occurrence of equal approximants: 
If the  tab le  for  a power ser ies  f contains two equal Pad6 approximants, 
then there must be a square block of (r + 1)2 equal approximants 
(Theorem 2.7). Frank [21, pp. 92-93 gave necessary and sufficient 
conditions for the Pad4 tab le  for  f to  contain a square  block  with 
(e P), (q  + r, (q  + r, P f- r>, (e P + r>, where PJ 9, and 
r are  a rb i t ra ry  nonnegative integers (Theorem 3.5). We include a proof 
of Fra&*s theorem that is, perhaps, a l i t t l e   e a s i e r   t o  follow than the 
versions given i n  the  or iginal  paper or  by Wall [l7, pp. 395-3981. 
Theorem 3.7 expresses the a d d  approximant for  the power ser ies  f 
e x p l i c i t l y  i n  terms of the coefficients (ao, al, . . . ) of  the series.  
The beauty of the method l i e s   i n   t h e   f a c t   t h a t  it proceeds direct ly  to the 
computation of re la t ive ly  prime numerator and denominator polynomials. 
The method thus avoids any problems that might a r i se  i f  the Pad4 
approximant i s  t o  be cleared of cornon factors   in   the numerator and 
denominator. 
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3.1 Definitions . 
The following  notation will be used  for  certain  frequently  recurring 
Hankel matrices and determinants: Given the sequence {%: k = 0, 1, ...) 
and two nonnegative integers r, n,  we define 
a a n n+l 
a n+l 'n+2 
an+r-l n+r a 
. . .  a ni-r-1 
. . .  a n+r 
. . .  
. . .  a n+2r-: 
1. 
Moreover, for given nonnegative 'integers i, j, N, and for  a given 
power ser ies  f 
m 
f (2)  = &kzk, 
k=O 
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l e t  denote the Nth p a r t i a l  sum of f, tha t  i s  
N 
k=O 
+(z) = c %Zk. 
Taking an = 0 f o r  n < 0, we define 
I aj - i+l j - i+2 a . . .  "j+l T. .(z) = det 1J 
! Z i aj - i+l det 
(3.3) 
a j+1 
Z 
i-1 
a j-i+2 
. . .  
. . .  
la; 
. . .  
aj+l . . .  
In particular, these definitions i m p l y  the following 
deg Tij 5 j, deg Uij _< i, 
properties: 
uij(o) = (- 1) i Ai (j-i+l) 
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3.2 Some  Properties  of  Hankel  Determinants. 
Certain  properties  of  the  Hankel  determinants A:' will be  useful 
later.  These  properties  are  stated in the  following  two  classical  lemmas. 
[Ar 1 = Ar Ar - *r+l 'r-1 (n-1) (n+l) -(n-1) (n-t.1) 
the  determinants  being  those  defined in quations (3 .l) and (3.2). 
The  proof of  this  lemma  is  straightforward,  but  tedious  and  not 
very  enlightening.  Householder [24, pp. 116-ll71 indicates  the proof 
for r = 1, 2; Henrici [4, pp. 25-26] sketches a similar  verification 
for all admissible r. 
Lemma 3.2. [ k ,  p. 281 (i)  Bieberbach's  version [25, pp. 319-3211: 
QD 
Let f( z) = C $zk be  rational, 
k=O 
b + blz + ... + b zp 
f(z) = 0 , ,co # 0, cq f 0. (3.9) 
co + c z + ... + c zq  1 9 
Then 
Conversely,  let p and q be  integers  such  that p > q - 1, and A(n) # 0, 
9 
~ ( ~ 1  = 0 for n 2 p - q + 1. Then f(z) is  a rational  function  of  the 
form (3.9), with  co f 0, c # 0. 
s+l 
9 
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The necessary and sufficient  condition that the power ser ies  
"oakzh should represent a rational function is that  there  be a number q 
such t h a t  C A(n)zn = P(z) is a polynomial. Then the least  value of q 
is the  degree of the denominator, and the degree of P(z) i s  not l e s s  
than p - q, p being the degree of the numerator. 
m 
q+l 
3 . 3  Conbltions fo r  a Block in the  Pa& Table. 
&ma 3.3. (Ses [14, p.  221 for special case where a. # 0 
IQ-potheses: 
m 
1. f ( z )  = c apk. 
k=O 
2. R. .(f, 2) is the  (i, j) Pad4 approximant for  f. 
1 J  
Conclusions: 
If 
j-i+l) = 0, i 
Proof: To compute the Pad4 approximant j-l> we l e t  -
where 
The denominator and numerator polynomials thus defined satisfy the condition 
11 for the ( i - 1, j - 1) Pa& appmximant, t ha t  is 
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Form the product 
CQ 
where 
In order  for  (Ni -1 ,  3 - 1 9  Di -1 ,  j-1 ) . to satisfy condition I1 for  the  
(i - 1, j - 1) Pad6 approximant, we need 
and 
Ck = 0 ( k =  j, j + 1 ,  ..., j + i - 2 ) .  
The last  equations, written i n  matrix form, are  
0 
0 
0 
Eq. (3.12) s ta tes  that the  i-vector (di-l, . . . , do) must be 
orthogonal t o  the row vectors of the [a]-matrix. Since there are only 
i-1 row vectors  in  [a],  they  can span a t  most an i-1 dimensional 
subspace of R . Therefore  (3.12) always has a nontrivial  solution. Choosing 
any  such  solution, we now determine the 5 by (3.u.). men 
i 
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(Ni-l, 3 - 1 9  Di-l, 3-1  
computed R since it is  unique. 
) satisfy conditions I and 11, and we have correctly 
i-1, j-1 
Suppose now tha t  = 0- Then the row vector 
(aj, aj+p - e, aj+i-l ) i s  i n  t h e  row space of the [ a] matrix i n  (3.12) 
and is, therefore,  orthogonal to   the  vector  (d  i-ly . . . j  do) chosen t o  
sa t i s fy  (3.12). But this  implies 
and as a resul t  we can improve (3.10) t o  read 
For the polynomials  of the  pair  (Ni j, D. ) clear ly  have 
degrees no greater than j and i-1, respectively, and thus  property I. 
Further, by (3  d l ) ,  they satisfy property I1 of the (i - 1, j) Pad4 
approximant for f .  By a similar argument, we have - 
1-1, j 
Riytj-l - 'i-1,j-l' 
Again, we  may se t  N i j  - ZNi-1, 3 - 1  and Dij - 2Diml, j-l- The 
pa i r  (Nij, D. .) sa t i s f i e s  both  properties I and I1 of the (i, j) 
Pad4 approximant fo r  f: Property I because deg Nij ,< j, deg Dij _< i; 
and property I1 since from (3.14) 
1 J  
This' proves the lemma. 
Lemma 3.4. (Frobenius) [ 3, PP- 1-31 
Hypotheses: 
03-  
2. ( i ,  j) i s  an ordered pair of nonnegative integers, and 
Rij( f, 2) i s  the   ( i ,  j) Paad approximant fo r  f.  
Conclusions: 
1. The determinants Tij, Uij defined i n  (3.4) are  relat%vely 
prime (i) if ,  ana ( i i )  only i f  
2. If # 0, then Ri = T. /Ui j ,  1 3  
Proof: 
l(ii). Suppose ai = 0. Then by (3.7) and (3.8) 
-
( j -i+1) 
T. .(o) = o and U. .(o) = 0. 
1J 1 J  
Therefore,  unless Tij and Uij are   ident ical ly  zero, they have a 
common factor  z. If Tij, Uij are  zero polynomials, they  are not 
re la t ively prime, by definit ion [ 9,. p. 721. 
Then the i columns of 
a re   l inear ly  independent. 
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Define 
Ak 
[__:I 
j-k+i 
(k = 0, 1, 
Then Si (’-’+’) can be represented as the row vector 
( j -i+l)  
si = (Ai, Ai-’, . . . , A1). (3.19) 
Each Ak i s  an i X 1 column vector.  Since  the i columns 
Ai, Ai-’, . . ., A1 of Si (j-i+l) are  l inear ly  independent, they must span 
the space R . Therefore Ao i s  i n   t h e  column space  of and 
m = 0 i s  the largest  index such that the column vectors 
i 
Amy A*’, . . . A are  l inear ly  dependent. i 
Now consider the polynomials 
P(z) = ; Tij(z) 1 
Q(z) = - U. . (z).  1 
C 1J 
From (3.7) and (3.5) respectively, we have 
(i) P(O) = ao, Q(O) = 1 
To veri*  that 
(iii) f Q  - P = (z i+ j+l) 
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we  proceed  as  follows.  The  value  of  T. .( z) is  unchanged  if  we  add  to 
the  first  row a linear  combination  of  the  other  rows. In particular, 
we  add ~ j + ~  times the (k + 1)th  row, k = 1, 2, . . ., i.  Then  the 
1J  
first  term  of  the  first  row  becomes 
z Aj-i + z C z i  i j+k-i "j+k-i - - ziA k=l 3' 
The  other  terms  of  the  first  row  are  changed  similarly,  increasing  by 
i the  index  of  each An (n = j - i, j - i + 1, ..., j). Now 
Therefore Ire can  write 
Aj+iUij - Tij = det 
-.Aj) ... 
... 
... 
.. . 
(3.23) 
By inspection, z i+j+l divides  every  polynomial  appearing  in  the 
first  row of the  determinant in (3.25). Therefore z i+j+l divides  the 
determinant,  and  consequently 
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(3.25) 
Aj+iUij - Ti = ( Zi+j+’). (3  2 6 )  
But now 
03 
fQ - P = [Aj+iQ - P] + C %zkQ 
k= j+i+l 
since  the  proportionality  factor c in (3.20) is merely a nonzero  constant. 
As we  have  shown in the  preceeding  steps,  the  pair (P, Q) defined 
in (‘3.20) satisfies  all  the  conditions  of  Theorem 2.5, with m = 0. By 
result (v) of thak  theorem, we have 
R. .(f, Z) = P(z)/Q(z) = Tij(z)/Uij(z) 
1 3  
as was to  be  shown  (Conclusion 2). 
Also, by  result (v) of Theorem 2.5, P and Q are  relatively 
prime polynomials, and  therefore Tij and  Uij  are  relatively  prime. 
This  completes  the  proof  of  the  lemma. 
(3 .28)  
Remark:  The  hypothesis a. # 0 may be  removed i f  one  restricts j to 
values  not  less  than the order  of f and  proceeds as in  the  generalization 
of Theorem 2.2. (See  Section 2.7.) W e r  nonnegative  values  of j - c a(f) 
give  rise to the  trivial  case. R ( f , z )  = 0. id 
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Theorem  3.5. [21, P- 931[17, P. 3951 
Hy-potheses: 
0 ) -  
1. f (z )  = c a p  , k 
k=O 
2. (i, j) i s  an ordered pa i r  of  nonnegative integers, and 
R. .(f, z )  i s  the (i, j)  Pad4 approximant f o r  f .  
1J 
3. (Pi j, % j) i s  the ( i ,  j) Padk pai r  of polynomials for  f, 
postulated i n  Theorem 2.4, with 
deg P = p, deg &ij = q. 
i j  
4. r i s  the unique  nonnegative integer such that  the power ser ies  
[ fQij  - P 3 starts exactly with the power pq+rt-l, (See Theorem 2.7.) 
i j  
Conclusinn: 
The following five conditions are necessary and suf f ic ien t   for  
R. .( f, z )  = Ruv(f, Z), with (u, v) ranging over the ( r  + 1) 2 
1J 
values defined by ( q  5 u _< q + r, p ,< v ,< p + r): 
- Note: If r = 0, the condition (v) is not present. By Theorem 2.7, r = 0 
implies (9, p) = ( i ,  j) and, with this  substi tution,  conditions  ( i)  
through (iv) are  necessary and suf f ic ien t  for  R (f, z) t o  be normal. 
i j  
[ U ,  P* S-  3'+1[13, p* '+VI* 
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". - .  "- 
It is convenient t o  include the condition (i f, although, by Theorem 
2.7, we have (if) (ii’) and ( i i i ’ ) .  
-om Lemma 3.3, we obtain (by contraposition) : 
It remains t o  show (v’) (v). By Theorem 2.4, i n  order  for (Pij, &ij) 
to satisfy condition I1 of the (q + k, p f k) -def approximant 
(k = 1, 2, .. ., r), we need 
A s  i n  Theorem 2.4, l e t  
P V  P. . ( z )  = n z , 
1 J  V=O v 
Q) 
and f ( Z ) & i j ( Z )  = c c  z v , 
v=o v 
where c = c a d  v w p v  a B' 
Then the condition (3.31) can be written 
n = c  (v = 0, 1, ...) p) v v 
and 
c = o  (v = p + 1, p + 2, ...) p + q +  k) 
V 
(k = 1, 2, *.., r). 
Equations (3.32), m i t t e n   i n  matrix form, are  
a 
- 
p- q+l a p- q+2 .. . . a P+l 
a a . . .  a p-q+2 p-q+3 P+2 
. . .  
(k = 1, 2, . .., r ) .  
, -  
0 
0 
0 - 
Choose any k from (1, 2, . . ., r )  . Equation  (3.33)  can be sa t i s f ied  
only i f  the q + 1 columns of the [ a]-matrix are linearly dependent. 
Therefore A 
¶+k 
(p-q+l) = 0, k = 1, 2, ..., r, and thus (v) i s  necessary 
fo r  (v'). 
We now prove that (3.29) i s  sufficient for (3.30). From (i) we 
conclude (Lemma 3.2, proof of conclusion 2) that there  exis ts  a pa i r  of 
re la t ive ly  prime  polynomials (P, Q) such tha t  
f Q  - P = (2 P+¶+l). 
The polynomials (P, Q) are uniquely determined by the conditions 
(3.34) and (3.35), and the same conditions imply that  the coeff ic ients  
Q 
v=o 
of Q = 1 + C d*zq satism the matrix equation (3.33), with k = 0. 
From (ii) and (iii) it follows that P and Q are  exactly of  
degree p  and q, respectively. For Q,, t h i s   r e su l t  i s  immediate 
from (3.33), since k = 0, A(p-q+2) # 0 gives IF # 0. Suppose that 
9 9 
P 
v=o 
P(Z) = a. + c $””. 
n* = C a d* v (v = 0, 1, ..., p). o!tj3=v a 
In particular, n* = [a a ... ap] r d t  1, % = 1. 
P P-¶’ P-¶+l 
I i  I 
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(3.36) 
(3.37) 
But (iii) implies  that S (p-q) i s  a nons inmar  matrix: 
q+l 
a 
P-9 
a 
P-q+l 
a P 
Therefore, the rows of 
. .. 
a ... a 
pt-1 pt-9 
sQ+l (p-q) span the space R q+l. The vector 
~ 
(dqJ dq-lJ . . ., do) i s  a nonzero vector i n  Rq'lJ orthogonal t o  a l l  
rows of S (p-q) except the first row (by equation (3.33), with k = 0). 
Therefore the scalar product i n  (3.37) cannot vanish, and ( i i i )  __f n # 0. 
s+l 
P 
0 0 ... 0 aO 
0 0 ... "0 'a 1 
P-9  P-q+l 
a ... a a ptk-1 p"k 
- 
where (k) = 1, no = ao. k 
Also 
q + k  
rows 
Q 
- 
a p-q+1 a p-q+2 ... a p+k+l 
a a ..- a 
p-q+2  p-q+3 p+k+2 
... 
(3.39) 
Since A s+l (p-q+l) = 0, comparison  with (3.33) shows  that a nontrivial 
solution  of (3.40) for k = 1 is 
dV - dv-l 
(1) - (V = 1, 2, ..., q + 1). (3.41) 
Substituting  in (3.39), one  obtains 
and (v') holds  for k = 1. Then,  since A (p-q-1) = 0, it  follows  that 
for k = 2, (3.40) has the  nontrivial  solution 
q+2 
p = 0, (2) = (1) %-l (v = 1, 2, .. ., q + 2) 
while ( 3  -39) gives 
n (2) = 0, n (2) = n (2) 0 V v-1 ( v = l ,  2, ..., p + 2 ) .  
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Consequently, N (2)/D(2) = N(l)/D(l) = P/Q.  On  continuing  this 
argument,  we  conclude  that (v f )  holds. 
Finally, (iv ’) holds.  For  if  not,  we  would  have 
zH1[ fQ - P] = ( 2+q+2r+3) 
which  is  impossible  by  virtue  of  (iv) . 
This  completes  the  proof  of  Theorem 3.5. 
3.4 Determinantal Form of  Pad6 Approant. 
kmma 3.6. 
Hypotheses: 
1. (E$ is  an  infinite  sequence  of  real  numbers, aD f 0, u 2 0, 
% = 0 for k < u. 
2. (i, j) is  an  ordered  pair  of  nonnegative  integers. 
3.  The  i-dimensional  column  vectors A (k = 0, 1, 2, . . ., i) k 
are  defined  by 
Ak = 
a j -k+l 
a j -k+2 
a j -k+i - - 
(3.43) 
s = si (3-i+1) is  the  Hankel  matrix  defined  by (3.17). 
4. m is  the  largest  index  such  that  the  column  vectors 
A ~ ,  A#’, . . ., are  linearly  dependent. 
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Conclusions: 
A( j -i+l)  
i -m # o if  m = ~  or  m = i .  
Proof: 
(2) Suppose m = 0. 
Then the columns of S = [A , , . . ., A ] are  l inear ly  i Ai-l 1 
independent and 
det S = Ai ( j -i+l) # 0 -  
(Ti) Suppose m = i. 
Then A = 0 and, in   par t icu lar ,  a 
Therefore 
i 
j-i+l = 0.  
Also, t r i v i a l l y  by definit ion (3.2), 
(iii) Suppose 1 _< m < i. 
Ai-m+l (3-i+1) i s  the minor consisting of the f i rs t  i - m + 1 rows 
of the  matrix M = [A , A , . . ., Am]. But the columns of M are  
l inear ly  dependent, so 
i i-1 
This completes the proof of the lemma. 
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(3.44) 
(3.45) 
Theorem 3.7. 
Hy-potheses: 
m 
1. f(2)  = c &kz , k 
k=O 
a # 0. 0 
2. ( i ,  3) i s  an ordered pair of  nonnegative  integers. 
3. d i s  the  smallest nonnegative integer such that 
a( j -i+l) 
i -d  # 0. (3.46) 
Conclusions: 
1. 0 5 d l  i. 
2. The polynomials Tima, - and Ui-a, j-a, defined by equation 
(3.4), have at most j and i zeros,  respectively,  (counting m u l t i -  
p l i c i t i e s ) .  They have no zeros i n  common. 
R. .(f, Z )  = 
1J 
(3.47) 
4. Ruv = Rij ( u = i ,  i-1, ..., i - 6 ;  v = j ,  3-1, ..., 3 - d ) .  
Proof: Conclusion 1 i s  obvious from the  definit ion A?) = 1, n - > 0. 
Suppose d = 0. By Lemma 3.4, Ai (j-i+l) + o implies that Tij, u. 
lj 
are   re la t ive ly  prime polynomials and 
From (3.5), deg Tij 5 j, deg Uij 5 i. 
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Suppose d > 0. 
= 0 (k  = i, i - 1, ..., i - d +  1). 
~y repeatedly applying Lemma 3.1, we obtain (3  -47) , since 
Conclusion 2 follows d i rec t ly  from Ai (!-i+l) # 0, by Lemma 3.4. 
In  par t icular ,  i f  d = i, then by (3.6) 
Conclusion 4 i s  a trivial consequence of (3  .SO), by Lemma 3.6. 
Remarks:  The method displayed i n  Theorem 3.7 depends on finding 
first the parameter d which, i n  turn, depends on the dis t inct ion 
between singular and nonsingular matrices. In practice,  round-off errors 
r J i l l  obscure the distinction. It is, therefore, of  some i n t e r e s t  t o  note 
the effect  of an erroneously laxge choice of d. This will happen i f  a 
nearly singular Harikel matrix i s  considered t o  be "singular" (by the 
c r i t e r i a  used i n  a given computer algorithm). As a result ,  the computed 
(i, j) Pad; approximant i n  (3.47) will. be cleared of numerator and 
denominator factors  which a re  not s t r ic t ly   cancel lable .  
The theorem is  a refinement of Lemma 3.4.  (Frobenius [ 3 ,  pp. 1-31.) 
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Corollary 3.8 [ 30, p. 1591 
Hy-potheses: 
m 
1. Z(S) = c %s - , a. # 0.  -k-1 
k=O 0 ) .  
2. The  Pad: table for  f ( z )  = C %zK i s  normal. 
3. (i, j )  i s  an ordered  pair of nonnegative integers. 
k=O 
Conclusion: 
Let the 
and l e t  AZN 
Then the  ( i ,  
det 
E!j)(Z, 1 s) = 
det 
p a r t i a l  sums ZN of the  inf in i te  se r ies  Z be  denoted by 
N-1 
% = c a p  -k-ly N > 0 
k=O 
zo = 0 
= %+1 - % = &Ns . -N-1 
j )  element i n   t h e  E-array  for 2 i s  
I .  . . .  I 
Proof: 
As  i n  Chapter 11, equation (2.60), we can write 
-
73 
where dj) is a mode p0lyn0mia.1 of  degree i, and pi ( j )  is a 
meromorphic f’unction of s. [Equation (2.62) ] . By Corollary 2.8, we 
have, as i n  equation ( 2.64) 
and 
where (Pi, i+j-l, &i, + j-l) i s  the (i, i+j-1) Pad pa i r  for  f .  
Using the   resu l t  of Theorem 3.7, 
(3.57) 
The table   for  f i s  normal, so Ai (3 )  # 0 and 
NOW, the  respective  definitions  of % i n  (3 .3)  and % i n  (3.53), 
with sz = 1, imply 
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By defini t ion (3.4), 
t 
... 
... a j+l 
... 
... a j+2i-1 
s z  -i-1 
j 
s-izj+l "j+i ... 
S 
j+i+l 
.j+i S j + 2 .  j+l ... 
= det ... 
j+2im 
j+2i-: 
j + i + l .  
S j+i 
... 
Similarly, 
z i-1 ... 1 
... "j+i 
... 
... a j+2i-1 
r s-i S - i+l 1 ... 1 
1 .  ... I 
j+i+l 
S 
j+2& 
azj+i 
... S j+2i-1 I 
where sz = 1. 
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F’i~~~l.ly, substi tution of (3.61) and (3.62) in to  (3.59) gives the 
desired result, and the corollary is  proved. 
Remark:  Comparing  Theorem 3.7 and Corollary 3.8, we note that the 
l a t t e r  assumes normality of the Pad: table  as an added res t r ic t ion  on f .  
If this condition i s  not fulfi l led,  certain formal d i f f i cu l t i e s   ex i s t   i n  
the derivation of results paralleling those of Theorem 3.7. A theory of 
E-arrays for the general case i s  not yet available. 
The rational  expressions R. .( f, z) or ELj)(Z, s) which may be 
obtained from the set  of coefficients 9 k = 0, 1, . . ., 2r - 1, are 
those entr ies  in  the Fad6 table lying upon and in  the  t r iangle  whose 
=J 
vertices coincide with the approximants 
Roo . . . . . .  R ~ ,  2r-L 
and those entries in the E-array which l i e   i n  and upon the  t r iangle  whose 
vertices coincide with the f’unctions 
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As pointed out by 1 7 p  [30, p. 1711, numerical  experience  supports 
the claim that, in general, for prescribed  values of the  arguments z 
and s, the expressions in the sets  (3.63) and (3 .&) for  trhich 
IRij(f, 2) - f ( z )  [ or IEf)(s) - Z(s) [ 
are  a minimum, are  given by i + 1 = j = r, or  i = j + j = r, or 
m = 0 ,  n = r .  
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IV. MINIMAL REAI;IZA!!2IONS OF LINEAR DYNAMICAL SYSTEMS. 
One of the  problems in the  theory of linear  dynamical  systems  is  to 
construct  models  from  input-output  data.  This  is  variously known as  the 
problem of "modeling",  ''process  identification",  or  "constructing a
realization".  While  special,  distinctive  meaning  has-  been  given  to  each 
of these  terms,  the  object  is  generally  to  find a mathematical  model  which 
lends  itself  to  computer  simulation. 
The  explicit  determination  of  such a model  is  the  subject of B.L. HO'S 
dissertation [ 6 ] .  In particular, Ho considere  the  problem  of  constructing 
state-variable  models  of  linear,  stationary,  finite-dimensional,  multivariate 
dynamical systems.  His  algorithm  is  based on the  solution  of  the  "algebraic 
realization  problem",  defined  as follows: 
Given  an  infinite  sequence  of  real (p X p) matrices, 
31 = (Yo, Y1, Y2, . . .), to  find  real  matrices F, G, H such 
that 
where 
H * G  = Yk (k = 0, 1, 2, ...) 
F = (n X n) matrix 
G = (n X m)  matrix 
H = (p X n) matrix. 
Following the  accepted  terminolo@;y,  any  solution (F, G, H) of the 
algebraic  realization  problem  is  called a realization of 3, n is  the 
dimension of the  realization,  and a solution  with  the  smallest  possible 
dimension n is  called a minimal  realization  of Y. 0 
. .  
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4.1 B.L. Ho's ESristence meorem. 
Ho gave ( i )  necessary and sufficient conditions for a solution of 
the above problem to exis t  (Proposi t ion 4.1), and ( i i )  a numerically 
simple algorithm for  the  construction of m i n i m a l  realizations (Theorem 4.4). 
He also derived other abstract  results of real izat ion theory, some of which 
a re  reviewed and extended i n  this and the following chapters. 
The existence of a real izat ion i s  established by the following 
proposition which plays a findamental role in Ho's theory. 
Proposition 4.1 [6,  p. 113 
The sequence 
if  there   exis ts  an 
Y = (Yo, Y1, Y2, . . . ) has a real izat ion i f  and only 
integer r such that 
r 
j = 0, 1, ... 
where oi, a2, . . ., ar are suitably fixed constants. 
Ho gives a b e a u t i k l y  simple proof of this proposition. Before 
proceeding with it, we  make  some definit ions and present a lemma which 
will be useful throughout this chapter. 
Definitions: 
1. Given a sequence Y = (Yo, Y1, . . . ), and two nonnegative 
integers r, k, we define  the  (pr X mr) matrix 
'k+l 
'k+2 
. . .  
. . .  
. . .  
'k+r-l 'k+r ' 
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(4.3) 
2. If Y satisfies  the  linear  recursion  relation (4.2), let M 
be  the  (pr X pr)  block  compaaion  matrix 
- 
0 I 0 . . .  0 P P P 
OP 
0 I P P 
M =  . . .  
OP 0 
0 . . .  I P P 
r- 
P 
a1 a I a I . . .  r p r-1 p r-2 p 
where 0 = (p X p) zero  matrix 
P 
P 
I = (p X p)  identity  matrix. 
3. If Y satisfies  the  linear  recursion  relation (4.2), let N 
be  the (mr X mr) block  companion  matrix 
om om . . . Om 
Im om . . . Om 
B =  om Im . - . Om 
. .  . . .  
om  om . . . Im 
c 
"r'm 
a 1  r-1 m 
0",-2Im * 
%Im 
4. For  given  positive  integers u, v (u - < v), let  EUv  be  the 
(u X v)  matrix 
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(4.4) 
(4.5) 
. . .  
In  par t icular ,  if r i s  a posit ive integer and v = ur, we abbreviate 
EU = E 
u, ur (4.7) 
Lemma 4.2. 
Hy-pothesis: 
1. Y = (Yo, Y1, ...) i s  a sequence  of matrices  satisfying  (4.2)  for 
some posit ive  integer r. 
2. i, j are  nonnegative integers. 
Ccmlusion: 
the  matrices S, M, N having  been  defined i n  (4.3))  (4.4))  (4.5)) 
respectively. 
Proof:  Let j be an arbitrary nonnegative integer. We shall prove 
the lemma by induction on i. (4.8) i s  obviously true for i = 0. 
Suppose (4.8) holds for an arbitrary fixed integer i 2 0. Then, 
because the  coefficients (9 a2, ..., osr) of M and N satisfy  (4.2)) 
Therefore  (4.8)  holds fo r  i -+ 1. By mathematical  induction, 
the lemma holds fo r  all i l  0. But j was arbitrary,  so the proof i s  
va l id  for  a l l  nonnegative i, j. 
Proof of Proposition 4.1 [ 6, p. 113 : 
Assume t h a t  a real izat ion (F, G, H) of dimension n . exists.  
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Let $(z) = z - plz - p2z . . . - (3  (3 = 1 be an annihilating n n-1 n-2 - n' 0 
polynomial  of F. (The  Cayley-Hamilton  Theorem  guarantees  the  existence 
of $. ) Then 
so that (4.2) holds  with r = n and ai = (3 i = l ,  2, ..., n. ia 
Conversely,  suppose (4.2) is  true. By Lemma 4.2, this  implies 
The  first  block  in Sy) is  Yi.  Therefore 
and F = M  
H = E  P 
is a realization of 'Y' by (4.1). 
4.2 B.L. HO'E Realization  Algorithm 
Tbe  following le" prepares  the way for Ho's minimal realization 
algorithm. 
LenmLa 4.3. 
Hy-potheses: 
1. 'Y is a sequence  of  matrices  satisfying (4.2) for  some  positive 
integer r. 
2. (F, G, H) is a realization  of Y. 
Conclusion:  rank  Sr (O) - < dim F. 
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Proof: By hypothesis, Yk = H$G, all k > 0. Therefore S (0) - - r 
can  be  factored  as  follows: 
Let 
V '  = [H'   F ' '  . .. (F')"%'] 
(4.10) 
where  the  prime  denotes  the  transpose  of a matrix.  Then 
S(O) = v w. r (4.11) 
Now rank Sp) ,< min(rank V, rank 17) ,< dim F. 
Theorem 4.4. (Ho's realization  algorithm) [ 6, p. 133 
Hypotheses: 
1. Y is a sequence  of  (p X m) matrices  satisfying (4.2) for 
some  positive  integer  r. 
2. S F )  (k = 0, 1, . . .) are  generalized  Hankel  matrices  for Y, 
as  defined in (4.3), with  rank Sp) = n. 
3. P and Q are  nonsingular  matrices,  of  dimensions  (pr X pr) 
and (mr X mr) respectively,  and  such  that 
i.e., PSP)Q is  the  canonical  diagonal  form 
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(4.12) 
Conclusion: 
Let 
Then (F, G, H) i s  a minimal real izat ion of the sequence Y. 
Proof: The existence of suitable  matrices P and Q i s  a well-known 
fac t  from linear algebra. [22, pp. 133-1411 
Let 
Then hypothesis 3 gives 
From the  definit ions of F, P and Q, 
By Lemma 4.2, 
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(4.14) 
(4.15) 
(4.16) 
Using  Lemma 4.2 and (4.15) repeatedly, Ire have  the  general  result 
(k = 0, 1, 2, .. .). 
Therefore 
(4.18) 
= Yk. 
F is  an  (n X n) matrix,  and  rank Sr) = n by  hypothesis 2. By Lemma 
4.3, the  realization  is minimal. 
Remark:  Theorem 4.4 solves  the  algebraic  realization  problem  stated 
in  the  introductory  paragraphs  of  this  chapter,  whenever  such a realization 
exists.  The  follor.ring  proposition,  due  to H E6,. p. 483, demonstrates 
that  the  algebraic  realization  problem  is  equivalent  to  the  problem of
finding  the  (minimal)  realization  of  linear,  stationary,  finite-dimensional 
aynamical  systems  from  their  input-output  descriptions. A remarkable 
feature  of  this  proposition  is  that  it  applies  equally  to  discrete-time 
and  continuous-time  systems,  and  that  the  input-output  data  may  be  presented 
either  in  the  time  domain  or in the  transform  domain. 
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For  the  discrete-time  system 
‘the  time-domain  description  is  given  by  the  pulse-response  function 
Yk = H$G, k = 0, 1, ... . (4.20) 
The  transform-domain  description  is  given  by  the  z-transform  transfer 
f’unction 
For  the  continuous-time  system 
(4.22) 
the  time-domain  description  is  given  by’the  impulse-response  function 
The  transform  domain  description is given  by  the  Laplace  transform 
transfer  function 
(4.24) 
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Proposition 4.5 [ 6 ,  p. 481 
The following four problems are equivalent to  the algebraic  real izat ion 
problem: 
(i) Given the  f'unction k + Yk, f ind a t r i p l e  (F, G, H) of  constant 
matrices such that (4.20) holds. 
( i i )  Given the  function z + T( z),  f ind  a t r i p l e  (F, G, H) of 
constant matrices such tha t  (4.21) holds. 
(iii) Given the  function t + W(t), f ind a t r i p l e  (F, G, H) of 
constant matrices such that (4.23) holds. 
(iv) Given the  function s + Z(s), f ind  a t r i p l e  (F, G, H) of 
constant matrices such tha t  (4.24) holds. 
For a proof and f'urther discussion ofthis proposition, the reader 
i s  re fer red   to   the  paper by Ho and Kalman [36, p. 4531. 
4.3 The Unique Representation Theorem. 
In this  sect ion,  we present a specialized version of B.L. Ho's mirriml 
realization algorithm. The specialization i s  accompanied by the achievement 
of a number of desirable new properties. 
For example, the one-to-one correspondence established in Corollary 4.10 
has no p a r a l l e l   i n  Ho's theory. By showing this one-to-one correspondence 
between minimal realizations (F, G, H) and  generating  matrices (V, W), 
Ire demonstrate tha t   the  new algorithm i s  the sharpest possible, subject 
t o   t h e  requirement that every minimal realizationmay be obtained. 
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We  note,  too,  that  the  generating  pair (V, W) in Corollary 4.10 
is  the  same  pair  of  matrices  whose  rank  determines  the  complete  controllability 
and observability of stationary  linear  dynamical  systems. [ 7 ;  p. 2011, 
[ 8 ;  p. 1703, [27; pp. 499-5061, [29; p. 531. The  beauty  and  significance 
of  the  reciprocal  relations (4.69) and (4.70) is  obvious. 
"he  close  similarity,  as  well  as  the  difference,  between  the  compu- 
tations  for B.L. Ho 's algorithm  and  the  new  algorithm  are  brought  into  sharp 
focus  in Boposition 4.11. B.L. Bo's algorithm  is  phrased  and  proved  in 
such a manner  that  the  whole  matrices P and Q appear.  The  new  algorithm 
operates only with  submatrices  of  the  matrices P and Q , viz.,  with  the 
parts  which  lie  in  the  column  and  row  spaces f Sr ( 0 ) .  
kmma 4.6. 
Hypotheses: 
1. Y is a sequence of (p X m)  matrices  satisfying (4.2) for 
some positive  integer  r. 
2. Rank Sp) = n, where  Sr (O) is  the  generalized  Hankel  matrix 
defined in (4.3). 
3. (F, G, H) is a minimal realization  for 3, and 
V' = [H' F'H' ... (F')r-hl] 
(4.25) 
W = [ G  FG . . . F " l G ] .  
Conclusions: 
1. The  columns  of V are a basis  for  the  column  space  of  Sr . ( 0 )  
The  rows  of W are a basis  for  the  row  space  of Sr ( 0 ) .  
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2. The pseudo inverses v , IT+ are  given by t 
v+ = (V'V)% 
(4.26) 
3. d l 7  = sr (k) J k = 0, 1, 2, ... . 
Note: See Appendix B for  def in i t ion  and properties of pseudo.inverse. 
Proof: 
1. Since (F, G, H) i s  a minimal realization, we have 
dimF = n. But 
and so Ire have 
Therefore, dim F = n implies the well-known resu l t  [8, pp. 169, 1701 
rank V = rank W = n. 
Since V has  exactly n columns and 17 has  exactly n rows, 
Conclusion 1 follows immediately. Also, the system represented by (F, G, H) 
i s  completely controllable (since rank 17 = n) and completely observable 
(since  rank v = n). [ 6 ;  p. 503. 
2. TO show Conclusion 2, write V = VIn and W = IJ7. Then (4.26) 
i s  readi ly   ver i f ied by the  construction  given  in Appendix By Section 2. 
3. Since (F, G, H) i s  a realization, we have 
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Therefore,  the  product V 3 h . J  is a block  matrix  whose  matrix  elements 
are  precisely  the  elements  of  Sr (k).
T h i s  completes  the  proof  of  the lemma. 
Lemma 4.7. 
Hy-potheses: 
1. 9 is  a sequence  of  (p X m) matrices  satisfying (4.2) for 
some  positive  integer  r. 
2. S(k) (k = 0, 1, 2, . . .) are  generalized  Hankel  matrices  for r 
9, as  defined in (4.3), 'with  rank Sp) = n. 
3. B m d  C are  matrices  with  the  following  properties: 
(i) B is  a (pr X n) matrix  whose n columns  are a basis  for 
the  column  space of 
(ii) c is  a (n  x mr) matrix  whose n rows  are a basis  for  the 
row  space of ( 0 ) .  'r 9 
(iii) BC = sr ('1 = s, say. 
Conclusion: 
For  each  pair of nonnegative  integers  (i, j), 
B'dS N3Ct = (BtMS C ) = (BtS  NC ) t i+j t i+j 
the  matrices M and N having been  defined in (4.4) and (4.5), respectively. 
h.oof: 
By Lemma 4.2, 
dS Nj = S I?+', and MS = SN. 
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Therefore, taking k = i + 5, it su f f i ces  to  show tha t  
By Hypothesis 3, we deduce (see Appendix B.&(ix)) 
St = C B .  t t  (4.28) 
Certainly, (4.27) i s  t rue  for  k = 1. 
Suppose (4.7) i s  t rue  fo r  k equal t o  some fixed posit ive integer q. 
Then 
(BtS NCt)'" = (BtS  NCt)(BtS N k t )  
= BtMSStS N%+, by (4.28) 
Therefore, (4.27) i s  t rue for  
For k = 0, we have 
B SC = [ (B'E t t  
k =  
I) -$ I
= BtMSN%', by defini t ion of St (see Appendix B. l )  
= Bt S Nq'"Ct , by Lemma 4.2. 
2, 3, . . ., by induction. 
This  completes  the  proof ,of the lemma. 
Lemma 4.8 [6; p. 173 
Hypotheses: 
Y i s  a sequence of (p  X m) matrices satisfying (4.2) for  Some 
posit ive  integer r. 
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1. Any two minimal realizations (Fk, Gky %), k = 1, 2, of 
the same sequence 'Y are  isomorphic: There ex is t s  a nonsingular  matrix 
T such that 
F2 = T FIT 
G2 = TG1 
-1 
2. The matrix T i n  (4.30) i s  given expl ic i t ly  by 
I I 
where 
Proof: 
BY  emm ma 4.6, 
-
and 
Define 
t t 
T = W2Wl, U = V1V2. 
(4.33) 
(4.34) 
(4.35) 
Assertion: 
u T = T u = I .  (4.36) 
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Proof of assertion (4.36) : 
By L e m a  4.6, the colmns of Vk are  a basis for the  column space 
of S = VkWkJ and the rows of lTk are a basis for the row space of s; 
fo r  k = 1, 2. 
By the same lemma, 
Therefore, 
t V ~ V ~  = I ana 1 1 ~ 1 1 ~  = I. 
Novr 
UT = V:V2W& = V1V271(J t by  (4.33) , 
= I, by (4.37). 
Again, 
t t  Tu = w2171v1v2 
Using assertion  (4 33) J 
t t  Tu = 172172v2v2 
The assertion (4.36) is 
we obtain 
= I, by (4.37). 
proved. 
Now (4.36) shows tha t  T and U are  nonsingular 
u = T-'. ~ l s o ,  from (4.33)J (4.35) and (4.37)J 
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(4.37) 
and tha t  
t t 
uw2 = V1V2W2 = vlvpl = TJ1. 
Substitution  for V1 and W1 from (4.38)' into (4.34) gives 
which, in turn, yields 
F2 = TFIU = TFIT -1 
where 
T = WJql = U-l, by (4.36). t 
(4.39) 
But U - l  = (V1V2)-' = V2V1, by Appendix B.4, properties (ii),  (iii), 
and (ix) . Therefore 
t t 
t t 
T = V2V1 = W2W1. (4.40) 
From (4.32), Gk = WkE;,~, k = 1, 2 ;  (4.41) 
and 
% = En,  prVk, k = 1, 2. (4.42) 
Substitution of W = U - b l  = TW1 from (4.38) into (4.41) gives 2 
G2 = TWIE;,mr = TG1. (4.43) 
Similaxly, substitution of V2 = V1T-' from (4.38) into (4.42) gives 
H~ = E v T - ~  = H ~ T - ~ .  
n,pr 1 
(4.44) 
In view of (4.39), (4.40), (4.43) and (&.a), the lemma is  true. 
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Theorem 4.9 (Unique Representation Theorem) 
Hypotheses: 
1. Y i s  a sequence  of (p X m) matrices  satisfying (4.2) for  
some posit ive integer r. 
2. Sp) (k = 0, 1, 2, . . .) are generalized Hankel matrices for 
Y, as defined i n  (4.3), with rank Sp) = n. 
3. (B, C) i s  an ordered pair of matrices with the followzing properties: 
(i) B i s  a pr  X n matrix whose n columns are  a basis  for  the 
column space  of Sr ( 0 ) .  ,
( i i )  C i s  a (n X mr) matrix whose n rows are  a basis for  the 
row space  of Sr ( 0 )  ; 
(iii) E = s(O) = s, say. r 
Conclusion: 
Let 
(n  X n) matrix; 
(n X m) matrix; 
(p  X n)  matrix. 
(4.45) 
Then 
1. (F, G, H) i s  a minimal real izat ion of the sequence Y. 
2. Given any minimal real izat ion (F, G, H) f o r  Y, there   exis ts  
an ordered pair of matrices (B, C)  having the properties of Hy-pothesis 3 
and generating (F, G, H) when substi tuted on the right-hand side of 
equations (4.45). 
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3. The  pair  (B,  C)  of  Conclusion 2 is unique  for  each  minimal 
realization (F, G, H), and  is  given  explicitly  by 
where V and TJ a r e  defined  by (4.19). 
Proof: 
1. Let s = s?) and s = pseudo inverse of s. t 
Then,  as shown in  Appendix B, 
St = C B  t i  
and 
ssts = s. 
Now KFkG = (E P r  S(o)Ct)(~tS~l)Ct)k(~tS~)~A) 
= (E~SC~ ( B+SNC t k  (B t SEJ 
= (EPSCt)(B+S8Ct)(BtSEA), by Lemma 4.5 
= EPSStSN%'SE;, by (4.47) 
(4.47) 
(4.49) 
= EPM%E;, by (4.48) 
= EpS, (k) EA, by Lemma 4.2 
= Yk. 
T h i s  shows  that (F, G, H) is a realization for 3. 
F is an (n X n) matrix  and  rank S p )  = n,  by  Hy-pothesis 2 .  
Therefore  the  realization  is minimal, by Lemma 4.3. This  completes  the 
proof  of  Conclusion 1.
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Now from (4.53) and (4.54): 
F = TFIU = (V V1) F1(WIW ) t t 
Using the first of the equations (4.511, we obtain 
F = F  1' 
Again, from (4.53) and (4.54), 
t vlv s = EIFl 
E S I 7  
P 
t 
VtS, by (4.52) 
E S?Vt"k? 
P 
[ E  P S?VtS  1 
- 
I 
97 
(4.57) 
I 
Now from (4.53) and (4.54): 
F = TFIU = ( V  V1) F1(WIW ) t t 
= V t Sr. (1) W -t , by (4.56). 
U s i n g  the first of the equations (4.51), we obtain 
F = F1. 
Again, from (4.53) and (4.54), 
t vlv s = 
- 
+ 
E S7' 
P 
VtS, by (4.52) 
1 
- 
E S d V t S  
P 1 
E SI ( V  ME% )V t t  " t t  
P 
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E 
P 
E M  P 
I S = S .  
Pr 
Now, from (4.51) , (4.58) and (4.59) , 
S, by (4.28) and Lemma 4.7 
Similarly, from (4.53) and (4.54), 
By proceeding as in the proof of (4.59) , one can show 
(4.59) 
(4.60) 
(4.61) 
(4.62) 
Therefore 
We have  shown  that he pair (B, C) = (V, W) generates  the minimal 
realization (F, G, H) . 
3. Suppose that there exists some other pair (B C1) having the 
properties of Hypothesis 3 and giving 
1, 
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. .  
By Lemma 4.8, we  must  have 
t T = VB1 = I. 
t u = c w  = I. 1 
(4.65) 
(4.66) 
By Appendix B.k(iv), Wt is  the  (unique)  orthogonal  projector  for  the 
column  space  of S(O). The  columns of B1 are in the  column  space  of 
Sp). Therefore (4.65) implies 
r 
t V = W B 1  = (4.67) 
Similarly, 17 W is the  orthogonal  projector  for  the  row  space  of  Sr , 
and (4.66) implies  therefore 
t ( 0 )  
w = c w Fi = cl. t 1 
The  theorem  is  proved. 
(4.68) 
Corollary 4.10. 
Hy-pothesis: 
Y is a sequence  of  matrices  having a realization  of  dimension  r. 
Conclusion: 
There  is a one-to-one  correspondence  between  the minimal realizations 
(F, G, H) for Y, and  the  matrix  pairs  (V, W) = (B, C) satisfying  the 
conditions  stated in the  hypotheses of Theorem 4.9. 
The  correspondence  is  established by the  following  transformations: 
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G = VSr t ! 
V = [H' F'H' ... (F ' ) r -b ' ] '  
W = [ G  FG ... F"'G] . 
(The  one-to-oneness  is  assured  by  the  uniqueness  of  the  pseudo  inverse 
of a matrix.  See  Appendix B, Section 3.) 
Proposition 4.11. 
Hy-potheses: 
1. Y is a sequence  of p X m matrices  and  satisfies (4.2) for 
some  positive  integer  r. 
2. S(k) (k = 0, 1, 2, . . .) are  generalized  Hankel  matrices for r 
Y, as  defined in (4.3). 
X = column  space  of S(O) ; i.e. an n-dimensional  subspace r 
of Rpr. 
I 
Q = row  space of Sr , i. e. an  n-dimensional  subspace of R" 
L 
( 0 ) .  
X = orthogonal complement of X. 
QL = orthogonal  complement  of Q. 
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Conclusions: 
1. Suppose (P, Q) are a pair  of  matrices  satisfying  the  hypotheses 
of  Theorem 4.4, and  give a minimal realization (F, G, H) for Y, through 
substitution  in  the  algorithm (4.13). Then  the  pair (B, C), 
B = (E  P)t 
n, Pr 
substituted  in  the  algorithm (4.45) of Theorem 4.9, will produce  the 
same realization (F, G, H) . 
2. Suppose (B, C)  are a pair of matrices satiseing the  hypotheses 
of  Theorem 4.9, and  give a m i n i m a l  realization (F, G, H) for Y, 
through  substitution in the  algorithm (4.45). Then  the  pair (P, Q), 
I 
substituted  in KO’s algorithm (4.13), wil produce  the  same  realization 
(F, G, H) 
The  submatrices B- and  C- may be  chosen  arbitrarily,  subject 
only to  the  restriction  that  the  rows  of B- must  be a basis  for 
and  the  columns  of C- must  be a basis  for RL. 
Proof: 
1. By Ho’s algorithm,  Theorem 4.4, equations (4.13): 
F = E  (1) n,  prBr Q%, mr 
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(4.74) 
since B = [ (En,pr t P y I t  = 
En, Pr 
P, by (4.71), and 
ct = w;,mr, by (4.72) ' 
Likewise, G = E PS(O)E '. Therefore, by (4.71), 
n,pr r m 
(4.75) 
Equations (4.74), (4.75), (4.76) are the same as equations (4.45) of 
Theorem 4.9, thus proving claim 1. 
2. By Appendix B, Section 4(vii), the n rows of B span X. t 
By hypothesis,  the  (pr - n) rows of B- span X . .L 
Therefore, P = [ 3 i s  a nonsingrdar  (pr X pr)  matrix. 
Similarly, Q = [C c'] i s  a nonsingrdar (mr X mr) matrix. 
Bt 
B- 
t 
Furthermore, by hypothesis, the rows of B- are orthogonal t o  t h e  
columns of Sr , and the  columns of C- are  orthogonal t o  the  rows of s r ) .  merefore 
(0 )  
B-S(O) r = 0 and s p ) c -  = 0. (4.77) 
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[Ct c-I Now 
Substituting  from (4.77) and (4.78), we  see  that 
=[In 0 
isfies  the 
P p Q  
Thus,  the  pair (P, Q) sat 
(4.79) 
hypotheses  of  Theorem 4.4. In Ho ' S  
algorithm (4.13), P and Q occur  always in combination  with  the  factors 
(4.80) 
t -  t 
Q%, m r  = [ C  C = c .  
On substituting  the  factors (4.80) into Ho's algorithm (4.13), the 
identity  of  the  resulting  equations  with  those  of (4.45) is  immediately 
evident. 
The  proof  is  complete. 
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V. HlwKEL DETERMINANTS OF REALIZABLE SCALAR SEQUENCES. 
Using the tools of the preceding chapters, certain theoretical 
properties of realizable sequences and of their   real izat ions can be 
easi ly  proved. The  work reported i n   t h i s  chapter was t o  provide a 
theoret ical  basis for  l inking  the  properties of realizations of a given 
sequence, with the properties of Pa& approximants of the formal power 
series generated by the same sequence. 
Theorem 5.4 and i t s  corol lar ies  show some interesting  properties 
of symmetric matrices. Theorem 5.8 gives four different mathematical 
equivalents of the statement that a scalar sequence has a minimal 
real izat ion of a given dimension. The theorems mentioned above are 
generalizations or sharper forms of theorems found in the referenced 
l i t e ra ture .  In view of the great wealth of l i t e r a tu re  which i s  concerned 
with the same or related problems, it i s  unlikely that the results presented 
i n  this chapter are genuinely new, although the proofs are our own (except 
where references are given). 
Proposition 5 .L. 
Hypotheses: 
1. Y = (yo, Y,-, ...) is a sequence of real  scalars  having 
a realization; i .e.  Y s a t i s f i e s  a linear recursion (4.2) for some 
posit ive  integer r. 
2. For each nonnegative integer k, p = pr (k) i s  the smallest integer 
such that e i ther  the f i rs t  p + 1 columns of Sr (k) are linearly dependent 
or  p = r. 
Conclusion: 
J k )  # 0. 
P 
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Proof.  Let k be a fixed  nonnegative  integer. 
By (4.2) , the  (r + 1) th  column  of S F ) ,  n > r,  is a linear 
combination  of  the  first r columns. 
By hypothesis 2, we  have A?) = 0 -4) p < r, so 
p = r A(k) # 0. Therefore,  the  conclusion  is  trivial  if p = r. r 
The  result  is also trivial  for p = 0, since by definition, 
Now suppose p = r - d, 0 < d < r. By hypothesis 2, 
while  at  least  one f the  following  determinants  is  nonzero: 
By Lemma 3.1, for 0 < c C d, 
"
[A(k+c)]2 = A ( k+C-l)A(  k+C+l) - A( k+C-l)A( k+C+l) 
P P P P+l P-1  (5.4) 
Suppose A(k) = 0.  Then  successive  substitution  of c = 1, 2, . . ., d 
in equation (5.4) and use  of (5.2) gives 
P 
(c = 1, 2, ..., a). 
Therefore  all  the  determinants (5.3 ) vanish,  contrary to the  implication 
of  hypothesis 2. We  conclude  that A(k) # 0.  
P 
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Theorem 5.2. 
Hy-potheses: 
1. Y = (yo, yl, . ..) is a  sequence of rea l  sca la rs  having 
a realization; i.e., Y sa t i s f i e s  a l inear recursion (4.2) for  some 
posit ive  integer r. 
2. For each nonnegative integer k, p = pr (k) i s  the smallest integer 
such that ei ther  the first p + 1 columns of S F )  are  l inear ly  dependent 
or  p = r. 
Conclusion: 
- Proof: We will carry out the proof fo r  k = 0. For other values 
of k, the  subscripts  of  the y-element i n  each matrix (k) are  increased 
by the value of k, but the method of proof remains the same. 
'n 
By hypothesis, the first p = pr (O) columns of sr ('1 are  l inear ly  
independent,  and thus span a p-dimensional  subspace,  say K, of  the 
r-dimensional Euclidean vector space Rr. Also by hypothesis, the 
( p + 1 ) t h  column of S p )  i s  i n  t h e  subspace K. We will show by 
mathematical induction that all the columns of Sr (O) l i e   i n   t h e  subspace 
K. Then the column rank of Sr (O) equals  the dimension p of .K, and 
the conclusion of the theorem follows. 
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. " 
Column No. 
1 2 3 ... P ptl j+l r 
Row 1 
No. 
0 1 2 ... P - 1  P ... j ... r-1 
2 1 2 3 ... P ptl ... j + l  ... r 
... ... ... 
r I-tl r ~1 . . . rl-p-2 rl-p-1 . . . rl-j-1 . . . 2r-2 
rl-1 r rl-1 rl-2 ... rl-p-1 rl-p . . . rr-3 ... 2r-1 
Table 5 .l: Indices of elements i n  and i n   t h e  row bordering 
Induction Hypothesis:  Fix j, 0 < j ;  suppose t h e   j t h  column i n  
S p )  i s  i n  K ( i .e .  the first p columns of Sr (O) and t h e   j t h  column 
are   l inear ly  dependent). 
Conclusion: The ( j + 1 ) t h  column i n  S p )  is  a l s o   i n  K. 
Proof: 
The result i s  trivial f o r  0 < j 5 p. 
Suppose j > p. By r ea l i zab i l i t y  of the given sequence Y, the 
( r  + 1 ) t h  row of y-elements bordering S(O) i s  a l inear  combination 0: 
I 
the  r rows of Sy). In   o ther  words, there   exis t  r 
such tha t  
r 
= c  
i=l p i  
where the  prime ( ') denotes the transpose. 
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f
numbers pi (i = 1, . . ., r) 
( 5 . 5 )  
By the  induction  hypothesis,  the j th  column is i n  K, so that there 
ex is t  (unique) numbers % (k = 1, 2, . ., p) such that 
Now 
P 
k=l 
= c o i r  
r 
r P 
'k-1 
'k 
. 'Hk-2 
0 r 
P 
k=l = %'r+k-l 
(5.7 ), together with (5.6 ), gives the desired result: 
P 
k=l  
= C %  
'k 
'k+l 
'Hk-1, 
i. e.  the ( j + 1 ) t h  column of S p )  is i n  t h e  subspace K spanned by 
the first p columns. 
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?_ 
"___"I_ . 
Lemma 5.3. 
Hy-potheses: 
1. 'Y = (yo, yl, . ..) is a sequence of real  scalars  having 
a realization; i .e.  'Y sa t i s f i e s  a l inear recursion (4.2) fo r  some 
posit ive  integer r. 
2. For each nonnegative integer k, p = pr (k) i s  the smallest integer 
such tha t  e i ther  the  first p + 1 columns of Sr (k) a re  l inear ly  dependent 
or  p = r. 
Conclusion: rank Sn (k) = (k) for  a l l  n > p?', k > 0. "r J - - 
hoof :  
For n = p r "  (k) the result follows from Proposition 5.1. 
For n 2 r,. we merely replace r by n in  the  l i nea r  recurrence 
re la t ion  for  'Y. The  new coefficients thus arising in the recurrence 
relat ion are  set  equal  to  zero. Then  Theorem 5.2 gives the desired result. 
For p(k) < n < r, the column space of Sn (k) has dhension a t  r 
leas t   equa l   to  pr ( k) , by Proposition 5.1. But i t s  dimension cannot be 
greater than the dimensionality of the column space  of Sr , which i s  
P r  J 
the proof i s  complete. 
(k) 
(k) by Theorem 5.2. Therefore, we again have the  desired  result, and 
Remarks: The above lemma generalizes a theorem by Ho [ 6, p. 28, 
Theorem 2.121, who proved it for the special case k = 0. HO'S theorem 
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can be strengthened i n  another direction, as shown in the following theorem 
and i t s  corollary. 
Theorem 5.4. 
Hy-potheses: 
1. Y = (yo, yl, . . .) is  a sequence of real  scalars  having 
a realization; i .e.  Y s a t i s f i e s  a l inear recursion (4.2) fo r  some 
posit ive  integer r. 
2. For each  nonnegative  integer k, pr (k) i s  the smallest integer 
such tha t  e i ther  the  first 1 + p?) columns of Sr (k) are  l inear ly  
dependent or p:) = r. 
4. The 
combination 
(p  + 1)th column of Sn ( 0 )  , n > p, i s  the (unique) l inear  
where 
u 
= c ai 
i=l 
(5.9) 
a l l  k 2 0, n 2 p. 
111 
The significance of Hypothesis 4 i s  that it uniquely specifies IJ. 
To show tha t  t he  hypotheses are consis tent ,  f ix  n > p. Independent columns 
i n  S(O) are a l so  independent i n  ('1. By Lemma 5.3, rank s p )  = p. 
Therefore the  ( p + 1 ) t h  column of S F )  must be a unique l inear  combination 
of  the first p columns; that is, there   exis t  unique numbers ai (i  = 1, 2, ..., p) 
P 'n 
such tha t  
P 
= c  
i=l ai 
(5 11) 
Some (possibly a l l )  of  the ai may be zero. Let (T = 0 i f  a l l  of 
the ai are zero;  otherwise l e t  IJ = max {i: a. # 0) .  "hen the  sum i n  
(5.11) can be written as i n  ( 5.9 ), without loss of generality. 
1 
Now n i n  t h e  preceding paragraph was an arbitrary integer greater 
than p. Therefore ( 5.9 ) implies the l inear recursion relation 
IJ 
L e t  Kn denote the column space of Sn (0) . Then ( 5 .12) implies that 
t he  columns of S n 
(Ir) all l i e  i n  Kn, for  every k _> 0, n 2 p. Moreover, 
f o r  every n _> p, we have from 5.12. 
The tbeorem i s  proved. 
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Corollary 5.5 (Generalization of B.L. HO'S Theorem [6, p .  281) 
Hypotheses: Same as i n  Theorem 5.4. 
Conclusion: Among a l l  possible Hankel matrices Sn (k) constructed 
from the sequence 3, the  largest  nonsingular ones a re  
Corollary 5.6. 
Hy-potheses: Same as in Theorem 5.4. 
Conclusion: The  power ser ies  
a, 
f ( z )  = z yiz i 
i=O 
is a rational function with denominator of degree not more than p. 
Furthermore, i f  u = p, then 
bo + b z + ... + b z P-1 
f (2)  = 1 p-1 
1 P 
J co # 0, cp # 0. 
co + c z + ... + c zp 
Proof: 
( i )  Suppose 0 5 u C p. Then,  by Corollary 5.5, 
-
A(') # 0, = 0 f o r  k > 0. 
P P 
Substitute q = p - 1 i n  Dienes ' version of  Lemma 3 . 2 .  Then f (  z) is 
seen t o  be a rat ional  f'unction with denominator of degree at most p - 1. 
( i i )  Suppose (r = p. Then,, by Corollary 5.5, A ( 9) # 0, Aptl ( k) = 0, 
P 
for  k - > 0. Substitute p = p - 1, q = p i n  t h e  Bieberbach version of 
Lema 3.2. Then the desired result follows immediately from the lemma. 
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i 
Lemma 5.7. [27, pp. 302-305][28, pp. 1010,  10111 
Hy-pothesis: 
F i s  a constant n X n matrix. 
Conclusions: 
1. (SI - F)-l  = $-$ (5.15) 
where d(s)  = det (SI - F) = s n +  p s  + ... + dn, n- 1 
and B( S) = Bos n-1 
2. The coefficients 
+ B1s n-2 + + Bn,l- 
di of the polynomial d( s)  and the  matrix 
coefficients B of the  matrix polynomial  B(s) are  given by the 
recursion formulas 
3 
$ = - T; 1 tr(%-lF), fo r  k = 1, 2, ..., n; 
E& = %,lF + $1, for  k = 1, 2, . .., n-1; 
Bo = I. 
3. Bn-l F + d I  = 0. n 
For a proof of the lemma, see Desoer [ 273, pp. 302-305. 
Comment: 
The matrix rational function @ ( s )  = (SI - F)-' i s  called the 
resolvent of F. [29, p. 521 O( s) i s  also the Laplace  transform of the 
s ta te  t rans i t ion  matrix, @(t) = exp ( FL) . 
It may happen tha t  all the n2 elements of the matrix polynomial 
B(s )  have one or more f a c t o r s  i n  c o m n  with  d(s).  Cancellation of a l l  
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such common fac tors   l eads   to  a simplified expression, namely, 
where the polynomials m( s) and P( s) are  the resul t  of these cancellations. 
Then m( s) i s  the minimal polynomial  of the matrix F, i. e. the (monic) 
polynomial  of l e a s t  degree  such tha t  m(F) = 0; also, every eigenvalue 
of F i s  a pole of (SI - F ) - ~ ,  i. e. a zero of m( s) . 
For the purpose of computing cP(s), (5.17) i s  a more eff ic ient  
procedure than Cramer's rule,  the latter requiring nearly (n - l)! times 
as many multiplications as (5.17). [ 27, pp. 302, 3061 
"heorem 5.8. 
Hy-pothesis: 
Y = (yo,  yi, . . .) is a sequence of real  scalars .  
Conclusion: 
The following five statements are equivalent: 
(i) Y has a minimal realization of dimension p. 
( i i )  Y s a t i s f i e s  a l inear recursion of the form 
where p i s  the smallest positive integer for which (5.19) i s  true.  
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(iii) me  funct ion f( z )  = C ykzk i s  rat ional  of  the form 
k=O 
bo + b z + ... + b z P - l  1 P-1 
1 P 
f ( z )  = , co + 0, cp + 0 .  
co + c z + ... + c zp 
( $ 4  A(k) = 0, k = 0, 1, . . . (5.20) 
For each N 2 0, there i s  n = n(N) 2 N such tha t  
(v) There ex is t s  a posit ive  integer p such tha t  
Proof: 
The proof wil be accomplished i n  two cycles: 
Erst cycle: (ii) + (i) =+ (iii) 4 ( iv) ;  4 (ii) ; 
Second cycle: (i) 4 (ii) ,(v) 4 (i) . 
(ii) =a+ (i). 
By Lemma 4.2, (i) = MkS(O) (i = 0, 1, 2, ...I. 
P 
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The first  element i n  S(i) i s  yi. Therefore 
P 
and 
F = M  
G = Sp ( 0 )  E; 
H = El 
i s  a real izat ion of Y, of  dimension p. 
(5.24) 
By Lemma 4.3, t h e  dimension of any minimal realization of Y 
i s  equal t o   t h e  rank of S ( 0 )  . 
P 
It remains t o  show tha t  rank S(O) = p, i. e. A(') # 0. Since 
P P 
p i s  the smallest  integer for which (5.19) i s  true,  then for each integer 
u, 1 ,< cr 5 p, there i s  an integer r(c) such that the 0th column of 
(O) i s  l inear ly  independent  of the  preceding cr - 1 columns. Let 
Sr(4 
r = max (r(cr), p) . Then p i s  the smallest integer such tha t  the  first 
1SSP 
p 3. 1 columns of sr ('1 are  l inear ly  dependent or  p = r. By Proposition 
5.1, Ire have A(') # 0. This completes the proof of ( i i ) e  (i). 
P 
( i )  -I ( i i i )  . 
Let . (F, G, H) be a m i n i m a l  real izat ion of Y. The transfer 
function of the system (F, G, H) i s  
where I i s  the p-dimensional unit matrix. We can write 
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and, for   suff ic ient ly   large s, express (1 - 1 F1-l as a geometric 
series.  The resu l t  i s  
S 
1 " 1  k m 
z (s )  = ; H C (x F) G = C yks . -k-1 
k=O  k=O 
(5.26) 
It i s  convenient to consider functions that are regular at 0 
rather than a t  inf ini ty .  We therefore put 
1 
s '  
m 
z = -  sz(s) = f ( z )  = c ykz . k 
k=O 
(5.27) 
By Lemma 5.7, Z i s  a rational  function of s, of  denominator  degree 
q _< p and  numerator degree  p = q - 1. It follows that f i s  a rat ional  
function  of z, with numerator and denominator degrees the same as Z. 
To show that q = p, we use the following two facts:  
(a) (F, G, H) i s  the minimal real izat ion of a scalar sequence; 
therefore F i s  a nonderogatory  matrix, i.e. the minimal and the 
characterist ic polynomials of F coincide. [6, p. 47, Corollary 3.73 
(b) Suppose a l l  factors cornon to the  numerator and denominator 
of Z(s) have  been cancelled. Then the denominator i s  the minimal 
polynomial  of the matrix F. [ 27, p. 3061 
The character is t ic  polynomial of F, A( s) = det [ F - SI], i s  of 
degree p. By (a), F i s  nonderogatory; so, the minimal polynomial i s  
of the same degree p. Therefore, (b)  implies  q = p. 
By Lemma 5.7, equation (5.18), the denominator  of f has a nonzero 
constant term.  (Otherwise s would be a cancellable  factor.) Thus, 
f i s  a rat ional  f'unction, 
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bo + b z + . . . + bpelz P - 1  
f (2)  = 
1 
1 P 
P 9 co B 0, cp f 0. (5.28) co + c z + ... + c z 
Invoking Lemma 3.2( i )  , we f ind  that (5.28) implies 
Again,  by Lemma 3.2( ii), p i s  the least  value of  q  such tha t  
W 
c A(k)zk i s  a polynomial.  Therefore,  given  any  nonnegative integer 
k=O s+l 
N, there i s  n = n(N) - > N such tha t  
,(n) # 0. 
P (5 21) 
(id =.+ (ii). 
Condition (5.20) implies that, fo r  a l l  n - > p + 1, the first 
p + 1 columns of sn (O) are  l inear ly  dependent. Condition (5.21), 
of sn (O) are  l inear ly  independent.  Therefore,  q = p i s  the  smallest 
however, implies that for   suff ic ient ly   large n, the f irst  p columns 
integer such tha t  the  first q -E 1 columns of Sn ('1 are  l inear ly  
dependent fo r  a l l  n - > 0. This, i n  turn, implies t ha t  q = p i s  the 
smallest integer such that f o r  a l l  n 2 0, the (q + 1 ) t h  column of 
Sr) i s  a l inear  combination of the pgeceding q columns. The 
statement ( i i )  i s  an immediate consequence. 
(i) "+(ii) -(i). [ 6 ;  p. 251 
If a minimal real izat ion for  Y ex is t s  and has dimension p, 
then (5.19) i s  true.  This  implies  rank Sp) = rank S(O) = p, a l l  
n ,> p. Since rank Sp,l (O.) - < p - 1, we have shown t h a t   ( i i )  j (v) . 
P 
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Conversely, suppose (5.22) i s  t rue  for  some posit ive integer p. 
We appeal t o   t h e  following lemma proved i n  Ho's dissertation [ 6 ;  p. 20, 
Lemma 2.73: 
"Suppose that  rank S F )  = rank SH1 ( O )  fo r  some integer 
r. Applying the algorithm (4 .U) to  the  matrix Sr ( 0 )  
produces (F, G, H) such that   the  fundamental re la t ion 
&G = yk i s  satisfied  for  every element of sH1, ( 0 )  
t h a t  is, for  k = 0, 1, 2, . . . , 2r. " 
Now ( 5  .=) implies rank s p )  = p, a= n > - p. Therefore applying 
the  algorithm (4.13) t o  t h e  matrix S(O) produces (F, G, H) such tha t  
P 
HFkG = yk, k = 0, 1, 2, . . . . Therefore Y has a realization (F, G, H) 
and the realization i s  minimal of dimension p, by  Theorem 4.4. 
The proof of the theorem i s  complete. 
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VI. PARTIAL REALIZATION OF SCALAR  SEQUENCES 
The last theorem of Chapter 5 gave four   dis t inct   se ts  of con- 
dit ions,  each set being necessary and suf f ic ien t   for  a given scalar 
sequence t o  be r ea l i zab le  in  the  s t r i c t  sense used by B. L. Bo. We 
now turn our attention to the following two problem areas: One is  the 
approximate real izat ion of sequences which do not meet the   rea l izabi l i ty  
c r i t e r i a  of Theorem 5.8. The other problem concerns the  par t ia l ,  
approximate realization  of sequences which are  known t o  be rea l izable   in  
t he  s t r i c t  sense. 
The  two problems can be t reated as one, mathematically. This 
becomes evident from the following definitions. 
6.1 Definitions . 
Suppose Y = (yo, yl, . . .) is a  sequence of r ea l  nkbe r s .  
The sequence Y i s  called p-realizable if  it i s  realizable and 
i f  p i s  the smallest positive integer for which the recursion formula 
i s  true.  If Y i s  not realizable, we se t  . p = m. 
Suppose r i s  a positive  integer, and (Fr, G, H,) i s  an  ordered 
t r i p l e  of  matrices computed from Ho's minimal realization  algorithm  using 
the  matrices Sr (O) and sr associated with Y. Then (Fr, Gr, Hr) i s  
cal led a l inear  model of order r fo r  Y. 
For the sake of clari ty,  the phrase realizable in the strict sense 
will be  used if  a sequence Y i s  p-realizable, p C m. 
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1 
A lineax  model  of  order  is  called a partial  realization  (of  order  r) 
for Y if Y is  p-realizable, p > r, or if Y is  not  realizable in 
the  strict  sense. 
Remarks. 
If Y is  p-realizable, p < -, then  any  linear  model of order p 
(or  greater  than p )  is a min imal  realization,  while  any  linear  model  of 
order  less  than p is a partial  realization.  This  follows  immediately 
from  the  definitions  and  the  theorems of Chapter 4, especially  Theorem 4.9 
and  its  corollary. 
Suppose (Fry Gr, Hr) is a partial realization for Yy and that 
the  elements % of  the  sequence % = (xo, . . . ) are  given  by 
k % = HrFr Gr, k = 0, 1, . . . . (6.2) 
The  sequence I is  uniquely  determined  by Y, r,  and  by  the  choice  of 
the submtrices Bt and Ct of P and &, respectively. (See conclusion 
2 of  Proposition 4.11.) The  map Y +I and  its  approximating  properties thus 
may  possibly  depend on the  particular  choice of the  partial  realization.  The 
related  questions  can  be  usefully  studied  as  projection  problems. [ 371 
6.2 Elementary  Properties  of  Partial  Realizations. 
Proposition 6.1. 
Hy-potheses: 
1. 'Y is a p-realizable  sequence, p C m. 
2. (Fr, Gry Hr) is a linear  model  of  order r for Y. 
122 
Conclusion: 
1. (FrJ GrJ Hr) is a minimal realization  for Y if,  and only if, 
r 2 p. 
2.  dim^^= p if r 2  p; dimFrSr if r C p .  
Proof: 
Since Y is  p-realizable, p C m, a linear  recursion  of  the  form 
(6.1) holds  for Y, with  upper  limit p. By Proposition 4.1, Y has a 
realization. 
By definition, p is  the  smallest  integer  for  which  the  recursion 
(6.1) is  true.  Therefore,  Theorem 5.8 implies  that  every  minimal  realization 
for Y has  dimension p. By Theorem 4.4, dim Fr = rank  Sr (0). 
(i)  Suppose r L p. 
Then,  rank S p )  = p [ 6;  p. 25 , Corollary 2.91 , and,  by  Theorem 4.4, 
(FrJ  GrJ Hr) is a minimal realization  for Y, dim  Fr = p. 
(ii)  Suppose r c p. 
Clearly,  rank S p )  5 r, since  the  elements of Y are  scalars. 
But dim Fr = rank  Sr (0) , by  Theorem 4.4. Therefore, dim F 5 r C p. 
Every  minimal  realization  for Y has  dimension p. Therefore  (Fr,  GrJ Hr) 
is  not a minimal realization. 
r 
The  proof  is  complete. 
Coronary 6.2. 
Partial  realization for a given scalar  sequence Y are  not 
realizations  in  the  strict  sense. 
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Theorem 6.3. 
motheses :  
1. 'Y = (yo, yl, . ..)- i s  a sequence of real  numbers. 
2. r i s  a posit ive integer such that A?) # 0. 
3. (F, G, H) i s  a l inear  model of  order r for  3. 
Conclusion: 
= Yk, k = 0,1, ..., 2r-1. 
Proof: 
By hypothesis 2, S = S (0) r 
(r X 1) vector a by 
a =  
has an inverse 
S-l  
, which means that 
S-'. Define the 
aiyk-i = Yk, k =  r, r - t  1, ..., 2r - 1. (6.4) 
i=l 
124 
Define a sequence I = (%, "1., . . .) by 
5 = yk, k = 0, 1, O . . ,  r - 1 (6.51 
r 
% =  c k = r, r + 1, *.. 
i=l 
We  observe: 
(i)  The  sequence I satisfies a linear  recurrence  relation  and 
therefore  has a realization,  by  Proposition 4.1. 
(ii)  The  first  2r  terms  of  the  I-sequence are the  same as the 
first  2r  terms  of  the  %sequence. 
(iii)  The  matrices sr (O) and sr are  completely  determined  by 
the  first  2r  terms  of  the  %sequence. 
(iv) The  coefficients {(xi) of  the  vector Q: are  unique  because 
S is  nonsingular. 
.By Theorem 4.4, (F, G, H) determined f'rom the  first  2r  terms  of 
the  5-sequence  is a minimal realization  for  the  %-sequence.  Because 
of  hypothesis 2, dim F = r. Now 
But,  as  observed  in  (ii), 5 = yk, k = 0, 1, . . ., 2r - 1. Therefore 
HFkG = yk, for k = 0, 1, . .., 2r - 1, (6.8) 
where (F, G, H) are  determined  by  Sr (O) and sr (1) . 
The  proof of the  theorem  is  complete. 
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Corollary 6.4. (Note: This is  a special case of B.L. Ho's Lemma 
2.7 [6, p. 201 and [ B ,  Theorem 21.) 
Hy-potheses: 
1. 'Y = (yo, yl, . . .) is a sequence of rea l  numbers. 
2. r i s  a posit ive  integer such tha t  A?' # 0, Ar+l ( 0 )  = 0. 
3. (F, G, H) i s  a l inear  model of  order r fo r  Y. 
Conclusion: 
d G  = yk, k = 0 , 1 ,  ..., 2r. 
Proof: 
By Theorem 6.3, €$G = yk, k = 0, 1, ..., 2r - 1. (6.8) 
a?) # 0 implies the first r columns of SH1 ('1 are  l inear ly  
independent.  Let t h e i r  span be X. Then A(') = 0 implies  that  he last r+l 
column of SH1 (O) i s  i n  X. Therefore there  exis t  unique coefficients 
ai, i = 1, 2, . . ., r, such tha t  
The f irst  r equations  of  the  set (6.9) are identical  with (6.4). The 
coefficients (ai) are uniquely determined by ( 6 . ~ ) ,  as was observed i n  
ComeDt (iv) of Theorem 6.3. Therefore  the  {ai) i n  (6.4) and (6.9) must 
be the same. 
Proceeding as i n  Theorem 6.3, we get a realizable sequence 
E = (xo, x,-, . . .) and a t r i p l e  of matrices (F, G, H) such that 
H 8 G  = xk, a l l  k 2 0 
r 
% = Yk, k = 0 ,  1, ..., r -  1. 
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(6.10) 
(6.11) 
Now (6.8) t o  (6.12) imply 
k 
H F G  = % = yk, for  k = 0, 1, . . . , 2r. (6.13) 
The corollary i s  proved. 
6.3 Approximating Properties  of  Partial  Realizations. 
Theorem 6.5. 
Hy-potheses: 
1. Y = (yo, Y1J . i s  a sequence of rea l  numbers. 
2. r i s  a positive  integer such tha t  A?) # 0. . 
3. (F, G, H) i s  a l inear  model of  order r for  Y. 
Conclusion: 
The rat ional  f’unction 
i s  the (r, r - 1) Pad6 approximant for  the power ser ies  
W 
f (z )  = c Yk” . k 
k=O 
(6.14) 
Proof: 
The hypotheses are the same as those of Theorem 6.3. A s  shown i n  
tha t  theorem, (F, GJ H) i s  a minimal real izat ion for  the sequence 
X = (xo, y .. .) defined by (6.4) t o  (6.6). The dimension of the 
realization i s  r, by  hypothesis 2. 
The transfer function of the system (F, G, H) i s  
= +(I - 
(6.26) 
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Let z = then 
SJ 
; Z(;) = H(I - zF) G = R ( z )  1 1  -1 
Now R(z) i s  a rational function of the form 
b + b z + . . . + br-lz r-1 0 1  
c + c z + . . . + c z  0 1  r 
R ( z )  = r J ' 0  OJ cr # (6.28) 
The proof is contained i n   t h e  proof of Theorem 5.8, equation (5.28). 
Because of  (6.28),  R(z) satisfies  the  defining  condition I of the 
(r, r - 1) Pad6 approximant f o r  f: 
where B = numerator  polynomial of R, 
C = denominator  polynomial of R. 
It remains t o  show that 
f(z)C(z) - B(z) = ( Z  ). 2r 
For suff ic ient ly  small values  of z, we have 
m m 
R(z) = H C (zl?) G = C )irzk k (6.32) 
k=O k=O 
where "k.( k = 0, 1, 2, . . ., are the  elements of the sequence 2. 
BY Theorem 6.3, 
% = yk, k = 0, 1, ..., 2r  - 1. 
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(6.33) 
Therefore, 
m 
f (z )  - R(z) = C (Yk - 5 ) z  = (z2'). (6.34) k 
k=2r 
Multiply both sides of (6.34) by C( z) = co + clz + . . . + crz . Then 
(6.31) i s  obtained, and condition I1 of the (r ,  r - 1) Pad; approximant 
fo r  f i s  sa t i s f ied  by R(z) . 
r 
The proof of the theorem i s  complete. 
Corollary 6.6. 
Hy-potheses: 
m 
i s  a power ser ies  whose Pad6 table  i s  normal. 
2. (F, G, H) is a l inear  model of  order r for  the sequence 
3 = (Yo, Y1, e ) .  
Conclusion: 
The transfer function of the system (F, G, H) i s  the element 
Er (O) i n  t h e  E-array for  the  function 
00 
-k-1 T( S )  = ;yks 
k=O 
Proof: 
Since f has a normal Pad; table, Theorem 3.5 implies that 
A(') # 0. Therefore, H(I - zF)-lG i s  the  ( r ,  r - 1) Pad; approximant 
for  f, as shown i n  Theorem 6.5. 
r 
The transfer function of the system (F, G, H) i s  
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where % = d G ,  k = 0, 1, . . . . (6.38) 
Let "r, r-1, Qr,r-I 
~y Theorem 6.5, 
) be  the (r, r - 1) Pad; pa i r   fo r  f .  
( z )  = bo + b z + + br - l~  r-1. , 'r, r-1 1 
(6.39) 
Qr,r-l(z) = co + c z + ... + c  z , co # 0, cr # 0. r 1 r 
By hopos i t ion  2.10 and the definit ion of the E-array, 
where [ equations (2.64) 1 
and 
(6.40) 
d o ) (  s) = z -*1 r 'r, r-1 (z),  sz = 1 
(6.41) 
= zR(z), by (6.28) 
m 
= c \s -k-l, by (6.32) 
k=O 
= z ( s ) .  
The proof of the corollary i s  complete. 
sz  = 1, 
(6.42) 
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V I I .  CONCLUSIONS AND FUTURE NSEARCB AREAS. 
Starting  with B, L. Ho's algorithm  for  computing  linear  models 
from  input-output  data,  we  have  studied  the  relation  between  the  realized 
system  matrices (F, G, H) and  certain  rational  approximations  related 
to  the  formal  power  series  whose  coefficients  are  the  Markov  parameters. 
For scalar  sequences  of  Markov  parameters, Y = (y o, yl, ) the  system 
matrices (F, G, H) computed  by B. I;. Ho's  algorithm  are  shown  to  have 
the  following  property:  Suppose Y is a normal  sequence  (i.e., w k  C ykz 
has a normal  Pad6  table),  then  the  transfer  function H(sI - F)-lG lies 
0 
on  the  diagonal  of  the  E-array  for Y . 
Deeper  results  require  research  into  the  properties  of  E-arrays 
for  nonnormal  sequences.  With  this  aim,  we  have  developed  an  explicit 
determinantal  expression  for  Pad6  approximants  which  is  valid  for  both 
the normal and  the nonnoml case  (Theorem 3.7) .  The  extension  of  this 
work  to  the  E-array  should  be  straight-forward,  even  if  tedious. 
By  concentrating  attention  on  the  leading  terms of a given  sequence 
Y , the  Pad6  approximation  emphasizes  the  high-frequency  response  of a 
linear  model  for Y . This  approachJ  while  desirable  for  many  appli- 
cations  and  interesting  from a theoretical  standpoint,  has  certain 
limitations.  For  instance,  in  modeling a linear  system  from  noisy 
input-output  data,  one  would  want  to  emphasize a p s-band  rather  than 
the  high  end of frequency-response  spectrum.  This  important  problem 
is  therefore  likely  to  require  some  modification  of  the  methods  of  the 
Pad6  approach. A possible  alternative  to  be  considered  is  the  uniform 
(Chebychev)  approximation. 
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Besides  confining  attention  to  the  Pad&  approach, our research 
on the  approximating  properties of linear  models  has  been  restricted  to 
single  input-single  output  systems.  The  restriction  allowed  the  important 
issues  and  steps  to  stand  out in the  investigation.  Extension  of  the 
results  to  multivariate  systems may be  possible,  at  the  cost  of  increased 
complexity in the  derivations. 
As a by-product of our study,  we  derived  reciprocal  relations  between 
a minimal realization (F, G, H) and  the  corresponding  pair  of  matrix 
factors (V, IT). The  result,  found  in  the  Unique  Representation  Theorem 
and  its  corollary,  is a refinement of Ho's algorithm.  The  intrinsic 
elegance  of  the  relations  presented  in  the  corollary  is  accompanied  by 
computational  advantages  compared  with  the  earlier  formulation  of  the 
algorithm  by B. L. Eo. Future  research may be  able  to  exploit  the 
one-to-one  correspondence  established  here  for  the  first  time,  and 
uncover  its  deeper  theoretical  significance. 
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Appendix A. Some Definitions i n  Algebra 
1. Formal Power Series [9 ,  p. 1461 
Let X be a l e t t e r  and l e t  N be the set  of  nonnegative integers 
(i .e.  the natural numbers). Let G be the monoid of functions from the 
se t  (X) t o  N. 
If k E N, l e t  xk denote the  function i n  G whose value at X 
i s  k. Then G = (Xo, 2, 8, . . ., x", . . .), and xk i s  a monomial 
whose index v i s  called i t s  degree. As a matter of notation, "degree I t  
i s  often  abbreviated "deg". 
Let R be a commutative ring, and l e t  R[[X]] be the  set  of 
functions from G in to  R, without any restr ic t ion.  Then an element 
of R[ [X] 1 may be viewed as assigning t o  each monomial 3 a coefficient 
% E R. We denote t h i s  element by 
m 
k=O 
The summation symbol he re   . i s  not a sum, but the expression i s  also 
wr i t t en   i n   t he  form 
aOx + a1$ + . . . 0 
and i s  cal led a formal power s e r i e s   i n  one variable, with coefficients 
ao, al, ... i n  R. 
Addition and multiplication of two elements i n  R[  [X]], say 
W m 
f = Z a$ and g = G bk$, 
k=O k=O 
are defined as follows: 
133 
m 
f + g = C ("16 + bk)$ 
k=O 
where ck = C aubv. (Note: With these  definit ions of addition and 
u+v=k 
multiplication, the set 
m 
Le5 f = 
k=O 
k fo r  which % # 0 i s  
zero element of R[ [X] 3 
R[[X]] becomes a commutative ring.) 
be a nonzero power series.  The smallest index 
called  the  order of f, denoted by o ( f )  . The 
i s  sa id  to  be  of order + a. [ 19, p. 1291 
2. Polynomials [ 9, p. 1181 
Palynomials in one variable with coefficients in R can be 
identified with formal power ser ies  as follows: 
If f E R[X] and f = aoX + a12 + . . . + amp, then we identify 0 
m 
f with  the power ser ies  C %?, where % = 0, V k > m. Thus, the 
polynomials i n  one var iab le  in  R[X] are identified with the subset of 
functions G + R  i n  R[[X]] which are zero for almost a l l  elements  of 
k=O 
G- [9, P* n o 1  
The degree of f, denoted by deg f, i s  the  largest  index  k for  
which % # 0. The zero  polynomial i s  said t o  be of  degree - m .  If 
deg f = m, then am # 0 by definition, and am i s  the  leading  coefficient 
of f.  A monic polynomial has leading coefficient equal to unity. 
If f, g E R[ X], then we have: 
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Also deg(fg) = deg f + deg g if  R i s  an  integral domain,provided at 
l ea s t  one of the leading coefficients of f, g i s  not a divisor of zero. 
If f, g E R[[X]], then  [Zariski and Samuel, I1 p. 1291 
Also 
if  R is an integral  domain. 
3. Rational  Functions [g, p . 1161 
If K i s  the quotient f ield of an integral  domain R, the quotient 
f i e l d  of R[X] i s  denoted by K(X). An element of  K(X) i s  called a 
rational function. A rational function can be writ ten as a quotient 
f(X)/g(X) where f ,  g a re  polynomials. 
Two nonzero polynomials f ,  g are cal led relat ively prime i f  
f and g have no common factors  other  than  constants. If f and g 
are  re la t ively prime, the rational function f (X)/g(X) i s  sometimes 
called  "irreducible". [2, p. 1531, [lo, p. 1061, [l7, p.  3981. 
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Appendix  B.  The  Pseudo  Inverse  of a Matrix 
1. Definition [7, p. 1973 
+ 
Let A be an arbitrary  (finite)  matrix. A matrix 
the  pseudo  inverse  of A if the  following  hold: 
AAA = A, t AtMt = At 
a 
For  an  alternative,  equivalent  definition,  see  Moore's  theorem 
in  Section 3.  
2. Construction [31, p.91 
Let A be an  arbitrary p X m matrix,  rank A = n. Suppose B 
and C are  matrices  with  the following properties: 
(i) B is a  p X n mtrix whose n columns  are a basis  for  the 
column  space  of A. 
(ii) C is a  n X m matrix  whose n rows  are a basis  for  the  row 
space of A. 
(iii) A = BC. (B. 3) 
Then,  by  the  "Theorem  of  Corresponding  Minors" [31, pp. 14, 151, 
(B  'B)  and  (CC I )  are  nonsingular n X n matrices.  The  pseudo  inverse 
of A is  given  by 
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3. Existence  and  Uniqueness  Theorems [34, pp. 600, 6011 
Moore's  Theorem [ 35, p. lgi"2031: 
Given a finite  matrix A, there  is a unique  matrix At (called 
"general  reciprocal" by Moore)  such  that,  for  suitable  matrices L and R, 
and AA , A  are  Hermitian  matrices.  (Note: A* is  the  conjugate 
transpose  of A.) 
t t  
Proof: 134, p. 6001 
(i) Let n = rank A. There  are  nonsingular  matrices P and Q 
such  that 
is  the  canonica .1 diagona 
.L Y 
.1 form of A. [22, vol. I; p. 141 
Then A' = Q f  P satisfies All A = A. t 
Express  the  columns of A as sums of vectors in the  column t 
subspace  of A and  vectors  orthogonal  to  the  columns  of A*: 
* 
* 
At = A Xg -I- X3, Ax3 = 0. 
Similarly, mite 
* x2 = X4A + 3, ?A = 0. (B. 10) 
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Then 
A = AA A = A[A  (X4A + X ) -I- X ]A t * *  5 3 
* *  
= AA X4A A. 
Hence (B.5) holds if we  take 
* *  At = A X4A 
* 
L = A X 4  
* 
R = X A .  4 
(B.ll) 
This  proves  the  existence  part of Moore's  theorem. 
(ii) If AXA = 0, X = YA = A Z, then * *  
implies AX = 0. But  then we have 
x*x = (A*Z)*X = Z*(AX) = 0 x = 0. 
Hence all solutions At of (B.5) are  the  same. This proves  the 
uniqueness  part of Moore's  theorem. 
(iii)  Since (AA A)A A = A, and, by (B.U.), t t  
AtAAt = (A*X4A*)A(A*X4A*) = LIA* = A * R1, 
where L1 = A  X4A AA X4, R1 = X4A AA X4A , * * *  * *  * 
it follows that (A AA ) satisfies  Moore's  conditions (B.5) for  the 
pseudo  inverse. By uniqueness of A , we  have 
i t  
t 
AtAAt = A . t 
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(iv) AAt = (AA*X4)A* = A(A X4A )A A = AA A  A* * t** t t* * 
= (AA A  A ) = (UT)*. t t * * *  
Similarly, A A = (A A) . This  completes  the  proof  of  Moore 's t t *  
theorem. 
Penrose's  Theorem [ 33J pp. 17-19] 
Given a finite  matrix A, there  is a unique  matrix At (called 
"generalized  inverse"  by  Penrose)  such  that 
AAtA = A @At)* = AAt 
AtAAt = A' (A~A)* = A A. t 
Proof: [ 34, p. 6011 
Let A be  fixed. If A , L, R satisfy (B.5) and (B.6), then 
-
t 
(B.12) holds, so At exists. 
Conversely,  if (B.12) holds,  then 
= A t ( M t )  = At(AAt)* = (A t t *  A )A* 
(B.12) 
A~ = ( A ~ A ) A ~  = (A  A) A = A (A A 1. t * t  * t* t 
Hence (B.5) follows,  with L = A   , R = A   . Therefore,  by t t* t* t 
Moore's  theorem, (B.12) has  exactly  one  solution A . t 
This  completes  the  proof  of  Penrosels  theorem,  and  furthermore 
proves  the 
Corollary: 
Moore's  and  Penrose's  definitions,  of  the  pseudo  inverse At of a 
given  finite  matrix AJ are  equivalent. 
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4. Properties [31, pp. 8, 91[32, p. 151 
Let A be an arbitrary p X m matrix,  rank A = n, and  let A t 
be  the  pseudo  inverse of A, as  defined in Section 1. Let B and C 
be  constructed  as  in  Section 2. 
(i) At exists  and  is  unique.  (Penrose 's theorem,  see  Section 3. ) 
(ii) If A is  nonsingular,  then At = ~- l .  
(iv) AAt = B(B'B)-$' is the  unique  orthogonal  projector  for 
the  column  space of A, i.e. given  any p X 1 vector x, All x is  the 
orthogonal  projection of x upon  the  column  space  of A. 
t 
Similarly, A A = C'(CC')-'C is the  unique  orthogonal  projector t 
for  the row space  of A. 
(v) Act and A A are  symmetric,  idempotent  matrices. t 
(vi) The  row  space  of Ai is the  column  space  of A; the  column 
space of At is the  row  space of A. 
(vii) Bt is a n X p matrix  whose  rows  span  the  column  space of 
A; Ct is a  m X n matrix  whose  columns  span  the  row  space  of A. 
(viii) B B = I ~ ;  cct = I ~ .  
(ix) A = c B . 
t 
t t t  
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