Abstract This paper is concerned with determining material parameters in incompressible isotropic elastic strain-energy functions on the basis of a non-linear least squares optimization method by fitting data from the classical experiments of Treloar and Jones and Treloar on natural rubber. We consider three separate forms of strain-energy function, based respectively on use of the principal stretches, the usual principal invariants of the Cauchy-Green deformation tensor and a certain set of 'orthogonal' invariants of the logarithmic strain tensor. We highlight, in particular, (a) the relative errors generated in the fitting process and (b) the occurrence of multiple sets of optimal material parameters for the same data sets. This multiplicity can lead to very different numerical solutions for a given boundary-value problem, and this is illustrated for a simple example.
Introduction
In this paper, we carry out a systematic analysis of the fitting of incompressible isotropic hyperelastic constitutive laws to experimental data, the determination of material parameters and the corresponding relative errors. For this purpose we use the original data of Treloar [1] and Jones and Treloar [2] for natural rubber, a non-linear least squares optimization tool from Matlab, and three specific material models due to Ogden [3] , based on stretches, Pucci and Saccomandi [4] , based on the usual invariants I 1 and I 2 of the Cauchy-Green deformation tensor, and Criscione et al. [5] , based on a set of 'orthogonal' invariants of the logarithmic strain tensor.
An important aim of the paper is to show, by means of numerical examples, that the fitting of experimental data within the framework of the mechanics (or thermomechanics) of elastomeric solids is a very delicate question. In particular, non-uniqueness of 'optimal' material parameters often occurs, and this non-uniqueness may be reflected very markedly in the solution of boundary-value problems. The difficulties arising in the fitting procedure are intrinsic to the considered problem and are not in general dependent on the specific choice of constitutive law, although in some cases uniqueness may be achieved; one case in point is where the material constants occur linearly in the stress-deformation equations; another that of the Pucci-Saccomandi model discussed in Sect. 5. Moreover, the difficulties are not functions of the particular formulation, whether in terms of stretches or invariants. If, for example, polynomial models are used (with the material constants appearing linearly) then to obtain 'good' fits to the data for an extensive range of deformations it is necessary to employ high-order polynomials, which typically introduce numerical instabilities. On the other hand, if the material constants feature in a nonlinear way then non-uniqueness of the optimal set of constants can be the rule unless some intrinsic property of the problem is used to avoid this.
We begin, in Sect. 2, by summarizing the relevant equations that describe the stresses in a homogeneous pure strain of an incompressible isotropic elastic solid as derivatives of the strain-energy function and the important special cases of simple tension and equibiaxial tension. In Sect. 3 the optimization method to be used in the subsequent sections is described.
The Ogden model, with either six or eight material parameters, is the focus of attention in Sect. 4 . It is shown that by fitting the Treloar data for simple tension (equibiaxial tension) the prediction for equibiaxial tension (simple tension) is not good. This is not surprising. On the other hand, if both sets of data are fitted together then good overall fits are obtained with reasonably low relative errors. Corresponding fits are performed for the full set of the Jones-Treloar biaxial data. An important feature of the results is that multiple sets of optimal values of the material parameters are generated by taking different starting values and/or by setting different levels of accuracy in the optimization procedure. This clearly has implications for the solution of boundary-value problems, and we emphasize this point by considering, in Sect. 7, a simple boundary-value problem in which significantly different numerical predictions of the solution are obtained by using different optimal sets of parameters. It also has serious implications in respect of implementation of material models in commercial software, particularly since non-uniqueness is inherent in problems of non-linear elasticity. Thus, careful mathematical analysis is needed to ensure confidence in the resulting numerical solutions.
In Sect. 5, for the Pucci and Saccomandi model, an extension of the Gent model [16] having three material parameters, we find that there is no multiplicity of optimal sets of parameters. This model fits the Treloar data well and also the Jones-Treloar data except in the compression range. We also report, in Sect. 7, the predictions of the different parameter sets obtained for this model for different sets of data in respect of the boundary-value problem mentioned above.
In Sect. 6, we examine the Criscione et al. [5] model on the same basis as for the other two models. We find that whilst this model gives a good fit to the Jones-Treloar data for moderate stretches with just five material parameters it does not fit the Treloar simple tension data well for higher stretches unless a very much larger number of parameters is used.
Basic equations
In this section we summarize briefly the equations of incompressible isotropic non-linear elasticity that are required for comparing the theory with experimental data in standard experimental protocols. The data that we shall consider in this paper relate to experiments in which the deformation is homogeneous. More specifically, we consider homogeneous deformations that can be classified as pure homogeneous strain, i.e. deformations of the form
where ðX 1 ; X 2 ; X 3 Þ are rectangular Cartesian coordinates that identify material particles in some unstressed reference configuration, ðx 1 ; x 2 ; x 3 Þ are the corresponding coordinates after deformation with respect to the same axes, and the coefficients k 1 ; k 2 ; k 3 are positive constants, referred to as the principal stretches of the deformation. The principal axes of the deformation coincide with the Cartesian coordinate directions and are fixed as the values of the stretches change.
In the theory of hyperelasticity there exists a strainenergy function (or stored-energy function), defined per unit volume and denoted W. It depends symmetrically on
and for an incompressible material the principal stretches satisfy the constraint
The principal Cauchy stresses r i ; i 2 f1; 2; 3g (defined per unit cross-sectional area normal to the x i axis in the deformed configuration), are related to the stretches through W according to the equations
where p is a Lagrange multiplier associated with the constraint (3) . Note that in (4) there is no summation over the repeated index i. The corresponding Biot (or nominal) stresses t i (defined per unit reference cross-sectional area) are the stresses that are often measured directly in experiments and are given by
Since the material considered is incompressible, only two stretches can be varied independently and hence biaxial tests are sufficient to determine the form of W. For this reason it has been found convenient to use the incompressibility constraint (3) to express the strain energy as a function of two independent stretches, and here we use k 1 and k 2 and the notation defined bŷ
This enables p to be eliminated from (4) and leads to 
where the subscripts 1 and 2 signify differentiation with respect to k 1 and k 2 , respectively, and lð> 0Þ is the shear modulus of the material in the reference configuration. If the deformation (1) is applied to a thin sheet of material (a common situation experimentally) then a plane stress condition applies and we may set r 3 ¼ 0, the stress normal to the plane of the sheet. In terms of the nominal stresses we then have simply
which provides two equations relating k 1 ; k 2 and t 1 ; t 2 and therefore a simple basis for characterizingŴ from measured (homogeneous) biaxial data. There are several special cases of the biaxial test which are important from the experimental point of view. These are simple tension and equibiaxial tension, which we now discuss separately and briefly, and pure shear, which we do not examine here. A subscript s or e will be used to label quantities associated with, respectively, simple tension and equibiaxial tension.
(i) Simple tension For simple tension we set t 2 ¼ 0 and t 1 ¼ t. Then, by symmetry, the incompressibility constraint yields
and we write k 1 ¼ k. The strain energy may now be treated as a function of just k, and we define
and (9) reduces to
where the prime indicates differentiation with respect to k.
(ii) Equibiaxial tension For equibiaxial tension we have For discussion of the possible ranges of values of the stretches in various tests we refer to Ogden [6] .
In Sect. 4 we shall focus on fitting members of a specific class of energy functions to various sets of experimental data. The considered strain-energy functions have the form
where each l i and a i is a material constant, the latter not necessarily being integers (Ogden [3, 7, 8] ). For practical purposes the sum in (14) is restricted to a finite number of terms, while, for consistency with the classical theory, the constants must satisfy the requirement
where M is a positive integer and l is again the shear modulus of the material in the undeformed stress-free (natural) configuration, as identified in (8) .
We shall also make use of the strain energy expressed as a function of invariants (symmetric functions of the stretches). In particular, we mention here the representation of W in terms of the two independent invariants I 1 and I 2 defined in terms of the stretches by
Let W, regarded as a function of I 1 ; I 2 , be written " WðI 1 ; I 2 Þ. Then, we have the identification
In terms of " W the principal Cauchy stress differences (7) become
Analogues of the conditions (8) may be written down in respect of " W but we omit the details. Many specific forms of strain energy may be found in the literature, expressed either in terms of the stretches or the invariants I 1 and I 2 or other choices of independent deformation variables. For representative reviews of many of these we refer to, for example, Ogden [3, 7, 9] , Treloar [10] , Beatty [11] and Boyce and Arruda [12] .
Outline of the optimization method
The experimental data used in this paper are the classical data of Jones and Treloar [2] for the biaxial tension data and of Treloar [1] for the other tests, their numerical values having been obtained from the original experimental tables. These data have been used to identify the parameters in specific strain-energy functions by means of the least squares (LS) technique. It should, however, be pointed out that sometimes in the literature these data are obtained by digitization of the figures in [1] and [2] , with consequent loss of accuracy.
Let K ¼ ½K 1 ; K 2 ; . . . ; K m T be the vector of values of a measure of stretch appropriate to the considered deformation and s ¼ ½s 1 ; s 2 ; . . . ; s m T be the corresponding values of stress, which may be either nominal stress or Cauchy stress, again depending on the deformation in question. Hence ðK; sÞ are the given pairs of data values. The considered material model is represented by the strain-energy function W, from which the stress is calculated and written FðK; pÞ :
T is a set of n material parameters (constants) to be identified.
Let us define the objective function as the squared 2-norm If FðK; pÞ is a non-linear function with respect to p, then a non-linear least squares (NLS) problem arises. Several numerical algorithms have been used in the literature to solve NLS problems (see, for example, Bjorck [13] ) and they are usually based on some suitable modification of the Newton method and require an initial guess for the solution. Therefore, when some appropriate stopping criteria are satisfied, the iterative technique approximates numerically a minimum for the problem (20) and then furnishes an optimal solution, p Ã say, for the fitting problem with residual S S F ðp Ã Þ. For our purposes in the present paper we use the function Lsqcurvefit in the Optimization Toolbox of MATLAB [14] . We choose the trust region (TR) method (see [14] for details) as the option for the descent algorithm and, in general, we choose a randomly generated starting point. The iterations of the NLS algorithm can stop either when the Newton step becomes less than TolX ¼ 1e)8 or the infinity norm of the estimated gradient r of the objective function is less than TolFun ¼ 1e)12 or when a maximum of 3000 iterations have been performed. We remark that the value of r for each approximation obtained can be regarded as an indicator of the attainment of a local minimum for the NLS function.
We did not impose upper and lower bounds on the parameters p since we chose to use an unconstrained optimization algorithm and to discard non-physical solutions a posteriori.
Finally, to allow comparisons between the different forms of FðK; pÞ, we report also the relative errors in the data obtained for the corresponding optimal numerical fitting and calculated as
This is a slight modification of the usual definition in that the 0:5 has been included in the denominator so as to avoid division by small values of js i j when the stretches are close to 1. 
. . . ; m, being the entries in the vector K s and F s the appropriate form of F for simple tension. Similarly for F e ðK e ; pÞ, except that the number of data pairs (i.e. the value of m) may be different. More details will be given in each section dedicated to specific models under examination.
We mention here that the units used in Treloar [1] are kg cm À2 and those in Jones and Treloar [2] are N mm À2 . We use these original units without further reference throughout the following sections, and we emphasize that the tests in these two papers were carried out for different materials.
The Ogden model
In this section we focus on the Ogden model identified in (14). Considerations of physically realistic response and material stability lead to the inequalities
for each i ¼ 1; . . . ; M (no sum over i) in addition to the connection (15) . Note, however, that, in general, if M ! 3 it is not necessary that these hold for every i. This model is most commonly implemented with M ¼ 3 or M ¼ 4, and the theoretical predictions of such a model are generally very satisfactory, at least from a qualitative point of view. Based on the same set of data as used here, the paper by Twizell and Ogden [15] is dedicated to fitting (14) by means of the Levenberg-Marquardt algorithm.
In the following subsections we shall examine this model in order to show that, given a set of experimental data, the following conclusions can be drawn:
it is possible to find a large number of optimal sets of parameters; the number of the optimal sets of parameters and the values of the parameters depend on M and also in a very sensitive way on the numerical accuracy required in the NLS algorithm used (maximum number of iterations permitted, tolerance errors, etc.); the effect of this multiplicity of optimal parameters on the solution of a boundary-value problem is not negligible from the quantitative point of view.
Simple tension
In [15] the set of optimal parameters obtained in order to fit Treloar's simple tension experiment data [1] 
which is the appropriate specialization of (14) for simple tension. For the set of parameters (23) (M ¼ 3) the residual S ð23Þ is found to be 13:449, and from Fig. 1 , in which the relative errors are plotted as functions of the stretch k, it is clear that the relative error may be very large for low values of the stretch and moderate around k ¼ 4.
For the set of parameters (24) (M ¼ 4) the residual S ð24Þ is lowered to 8.0129 and Fig. 1 shows that the relative error is Table 1 , where for each optimal set p Ã ¼ ½a 1 ; l 1 ; . . . ; a M ; l M T we report also the residual S Sðp Ã Þ and the measure of the gradient r, as explained in Sect. 3 .
By OT we identify the solution obtained from our algorithm by starting from (23) with at most four significant digits and by OSS i ; i ¼ 1; 2; 3, the other possible solutions obtained by starting from the random guesses. By using a larger number of random guesses it is possible to find other solutions. In this case, starting from the (23) guess, we find a set of parameters very similar to those in (23), but the new solution OT improves the fit, as illustrated by the distribution of the relative errors shown in Fig. 2 , and, in particular, it should be noted that OSS 2 gives the lowest relative error.
We repeat this procedure for the case M ¼ 4. The results are reported in Table 2 and the relative errors in Fig. 3 . Note that the OSS 2 set of parameters gives theoretical predictions with all the relative errors under the 5% level.
As a general comment on the Ogden model, Tables 1  and 2 give evidence of the multiple choices encountered.
To emphasize that application of the NLS method to the Ogden function (14) can be very sensitive to the numerical settings used in the implementation of the algorithm, we report the following considerations. In the numerical experiments above, we found that the NLS optimization often stops when the Newton step becomes less than
This behavior of the Newton iterations usually indicates that the problem becomes ill-conditioned, that is 'low' and 'flat' local minima can be present in the objective function of the optimization problem. Fig. 2 . Plots of the relative errors (%) against stretch k in respect of the Ogden strain energy with M ¼ 3 in simple tension for the parameter sets OT, OSS 1 , OSS 2 , OSS 3 given in Table 1 
Sensitivity of the Ogden strain energy
In the fittings discussed above we have noted that the relative errors are always higher in the region of small stretches. It is therefore interesting to perform a sensitivity analysis for the Ogden strain-energy function (14) in the case of simple tension, in which case, with
, we may write the energy as a function of k, as in (25). The corresponding nominal stress t s is then
For each i, the absolute sensitivities of the parameters a i ; l i can be assessed by considering
However, such quantities can be inappropriate because they are not invariant with respect to changes in the magnitude of either t s or of one parameter. Relative changes in t s with respect to a relative change in a i or l i are provided, respectively, by
where t 0 is the value of t s at some specified set of parameter values. For example, by considering t s to be evaluated at the set (23) for M ¼ 3, we obtain, for i ¼ 1; . . . ; 3, Since these functions are both linear in l i , we fix l i ¼ 1 and we plot them in Fig. 4 as functions of a i and k. We observe that all parameters are sensitive for stretches in the region 0:5 k 1:5 in each case. This could also explain why bigger relative errors are generally concentrated in this region. A similar analysis can be carried out for the other deformations considered in the following subsections.
Equibiaxial deformations
We now turn attention to equibiaxial deformations. The parameters reported in [15] 
for M ¼ 4, and the relevant relationship between k and t is given by (13) with (12), specialized in respect of (14). Table 2 Fig . 4 . Relative sensitivity of the Ogden parameters: plot of (28) (left) and (29) (right) against k and a i
The set of parameters reported for M ¼ 3 is not considered since in this case the total residual is 4158:9, while for M ¼ 4 it is 3:6391. The results obtained from our simulations are summarized in Tables 3 and 4 
Simple and equibiaxial tension compared
In this section we compare the fits for simple and equibiaxial tension by selecting those parameters in the previous tables that give the lowest relative error in the infinity norm for both sets of Treloar data.
Consider the case M ¼ 3. Among the optimal minima obtained for simple tension, the OT set in Table 1 produces the best fit (in the sense just specified) for the equibiaxial data. On the other hand, among the optimal minima obtained for equibiaxial tension, the OSS 2 set in Table 3 produces the best fit for the simple tension data. These behaviours are reported in Figs. 7 and 8, respectively, and it easy to see that in each case no good agreement is obtained for both simple tension and equibiaxial tension simultaneously. The situation is only slightly improved if we take M ¼ 4, so we do not show the analogues of Figs. 7 and 8 for this case.
A better fit is obtained if we apply the NLS algorithm to both sets of Treloar data simultaneously, i.e. ðK s ; s s Þ for simple tension and ðK e ; s e Þ for equibiaxial tension. In this Table 3 Fig . 6 . Plots of the relative errors (%) against stretch k in respect of the Ogden strain energy with M ¼ 4 in equibiaxial tension for the parameter sets OT, OSS 1 , OSS 2 , OSS 3 given in Table 4 
Biaxial data
As discussed in Ogden [6] as well as in the book [9] , the set p og given by provides a good prediction of the biaxial data for the material tested by Jones and Treloar [2] , which is a different material from that used by Treloar [1] so that crosscorrelation between the two sets of data is not admissible. The basis for the fitting in this case is the stress difference r 1 À r 2 , calculated from (7) and specialized for (14), plotted against k 1 for a series of fixed values of k 2 . The relevant function Fðk; pÞ is given by
We estimate that p og produces a minimum residual S min ¼ 0:026728 and a maximum residual S max ¼ 0:035938 on the biaxial data amongst the different values of k 2 .
In our simulation, the NLS algorithm is applied for each set of data with k 2 fixed and then predictions for the sets of data with other values of k 2 are derived using the optimal set of parameters obtained. Also, for the biaxial data, we show that the Ogden strain-energy function gives good fits with several different optimal sets of parameters. In fact, by starting the NLS procedure from p og , we find the set reported as OG in Table 5 , while starting with 30 random samples different local minima are obtained. Some of these sets of parameters are shown in Table 5 together with the corresponding minimum and maximum residuals between the different values of k 2 . In Fig. 11 we show the fits obtained using the OSS 1 set (which has the lowest residuals) and the corresponding relative errors.
If the Ogden strain energy with M ¼ 4 is considered, then the optimal sets in Table 6 are obtained, but the Fig. 11 . Fit of the biaxial data (circles) using the Ogden strain energy for the optimal set OSS 1 in Table 5 , and the corresponding relative errors: M ¼ 3. In the left-hand figure r 1 À r 2 is plotted against k 1 for the fixed values of k 2 indicated relative errors are not improved compared with the case of M ¼ 3.
Limiting chain extensibility models
In order to contrast with the results in Sect. 4 we now consider the strain energy introduced by Pucci and Saccomandi [4] , which we referred to in Sect. 1 as the Pucci-Saccomandi model. The Gent model itself reflects, at the phenomenological level, the behaviour of molecular models based on Langevin statistics. In particular, it represents very well the stiffening of the material at large strains. It has the advantage of mathematical simplicity and allows detailed analysis and explicit solution of particular boundary-value problems. Since the Pucci-Saccomandi model is a modification of the Gent model [16] with the addition of a logarithmic term similar to that in the Gent model we also refer to it as the 'Gent þ Gent' model.
We use the abbreviation GG to identify the model, which has the form
where J m is a positive material constant that identifies the upper limit of I 1 (i.e. I 1 < 3 þ J m ) associated with limiting chain extensibility in the molecular-based models, C 2 is another material constant (associated with the contribution of I 2 ) and we recall the expressions (16) for the invariants I 1 and I 2 , which are subject to (3) . Note that l þ 2C 2 =3 is the infinitesimal shear modulus and that the original Gent model corresponds to C 2 ¼ 0. The associated principal stress differences may be calculated from the formulas (18), but we do not give them explicitly here.
By fitting the GG model for the simple tension and equibiaxial tension data we obtain the sets of parameters in Table 7 . In Figs. 12 and 13 we show that each set exhibits a valuable predictive property since relative errors below 20% are generated when the parameters obtained by the simple tension (equibiaxial tension) fit are used to compare the theory with the data for equibiaxial tension Fig. 14 . Note that the coupled data do not lead to an improvement in the fit. This is because the limited number of constants does not allow enough flexibility to accommodate the additional data and the constraints associated with the location of the 'limiting-chain extensibility' asymptotes. This difference between the two estimated values of J m may be clarified by considering simple tension. For this case I 1 ¼ k 2 þ 2=k. Therefore, for fixed J m ¼ I 1max À 3, the resulting cubic equation k 3 À ðJ m þ 3Þk þ 2 ¼ 0 for k has three real roots. One of these roots is negative and need not be considered; of the other roots one is less than and one greater than 1. The roots are important because they fix the locations of the asymptotes between which the simple tension curve lies. Clearly, when the stresses for the data in tension and in compression are considered the asymptote in the compressive region and that in tension zone will not in general correspond to the same value of J m . This suggests that the assumption of isotropy should be viewed with caution since it is clear that we do not have 'reflectional symmetry' with respect to the undeformed configuration.
To avoid this limitation of the GG model, one approach is to modify it by incorporating an element of anisotropy. A possible procedure for incorporating anisotropy in a slightly different context, but which could be adapted here, is provided by Horgan et al. [17] . In the present paper, however, we restrict attention to isotropy.
Logarithmic strain based models
In Criscione et al. [5] , a new constitutive formulation based on certain invariants, denoted K 1 ; K 2 ; K 3 , of the natural or Hencky strain is considered. The latter has principal values ðln k 1 ; ln k 2 ; ln k 3 Þ. These invariants possess the property that they form an orthogonal invariant basis, so that the associated stress response terms are mutually orthogonal [18] . The authors assert that this is advantageous since the orthogonal entities exhibit a minimum covariance and therefore maximal independence. In particular, for incompressible materials, K 1 lnðk 1 k 2 k 3 Þ ¼ 0, and, in terms of the stretches, the other two invariants are given as 
and the strain energy of an isotropic material may be regarded as a function of K 2 and K 3 : W ¼ WðK 2 ; K 3 Þ. In [5] a specific form of energy depending linearly on K 3 is 
where c i , i ¼ 1; 2; . . ., and n i ; i ¼ 3; 4; . . ., are material constants and l ¼ c 1 =2 is the infinitesimal shear modulus. The model may be approximated by a truncated N-term series, so that, in particular,
Then, 2N À 1 parameters p ¼ ½c 1 ; . . . ; c N ; n 3 ; . . . ; n Nþ1 T have to be determined. In this case application of the LS method yields a linear problem. In fact, if m is the size of the data set, an over-determined linear system Ap ¼ s has to be solved, where A : R ð2NÀ1Þ ! R m . In the following we denote by S s ¼ kA s p À s s k 2 2 the residual for simple tension.
It is easy to show that for the simple and equibiaxial tension tests K 3 ¼ 1; K 2 ¼ ffiffi ffi 6 p ðln kÞ=2 and K 3 ¼ À1, K 2 ¼ ffiffi ffi 6 p ln k, respectively. For biaxial tension, we have general biaxial tension tests. We have focused on the determination of material parameters and the corresponding relative errors. We have highlighted, in particular, the occurrence of multiple sets of optimal material parameters in the Ogden strain-energy function, which is formulated in terms of principal stretches, and the consequences of this for the solution of boundary-value problems. It appears that a study of this kind has not been conducted previously, although the paper by Gendy and Saleeb [20] should be mentioned since it considers certain aspects of the optimization problem in respect of the Ogden strain-energy function. However, in that paper the question of multiple optimal sets of parameters was not encountered. For comparison, we have applied a similar analysis and fitting procedure to the Pucci-Saccomandi model, which is based on the invariants I 1 and I 2 , and to the Criscione model, formulated in terms of the invariants K 2 and K 3 . We have found that the Pucci-Saccomandi model, considering that it involves only three material constants, Fig. 20 . Solution of the BVP (39) using the GG strain energy with parameters obtained from all the data fits with parameters given in Table 8 Fig . 19 . Solution of the BVP (39) using the Ogden strain energy with parameters obtained from the equibiaxial tension fits: M ¼ 3 (left figure) and M ¼ 4 (right figure) gives a good fit to the range of data except for compressive values of the stretch in biaxial tests.
The Criscione model, while fitting the Jones-Treloar data well with five material constants for moderate stretches, does not provide an adequate representation of the data at larger stretches, such as those achieved in the Treloar simple tension tests, although this can be improved at the expense of introducing significantly more material parameters. Thus, the feature of the special invariants introduced in the Criscione model that they minimize the covariance between the various tensorial quantities in the Cauchy stress representation formula does not appear to be advantageous in helping to find easily and directly improved functional forms for possible strain energies. In fact, since the considered space is finite dimensional all norms are equivalent and it cannot be expected that there is a privileged set of invariants for purposes of fitting the data.
We hope that the results in this paper will be useful for improving understanding of problems encountered in fitting theory to experimental data and their practical effect on the solution of boundary-value problems. One possible outcome of this study is that, at least in the case of elastomeric materials, it is advisable to examine their behaviour first via mathematical models rather than by simulation models since the former can be designed to capture in a clear way the main qualitative features of the experimental data while the latter often aim to produce quantitative predictions by introducing large numbers of material parameters whose physical significance is unclear.
