Introduction
The Riemann zeta function is a function of complex variable s, which is customarily denoted by s = σ + it. This function is defined by k n k
for all s ∈ C\{1}, where C is the set of complex numbers. In (1.2), the pole of the function (1 − 2 1−s ) −1 at s = 1 corresponds to the unique pole of ζ(s). Denote the set of all natural numbers by N. All other poles of this function occur at s = 1 + 2πmi for each m ∈ N. They are each canceled with those zeros of the function defined by the double sum on the right.
The Riemann zeta function plays a pivotal role in analytic number theory and many other branches of mathematics and physics. It has so-called trivial zeros at s = −2n for all n ∈ N. Other zeros for the Riemann zeta function are located in the so-called critical strip 0 < σ < 1. The Riemann hypothesis made by Bernhart Riemann in 1859 is considered to be one of the greatest unsolved problems in mathematics, asserts that all non-trivial zeros are located on the line σ = 1 2 , see [34] . Denote by R the set of real numbers and R + the set of positive real numbers. We use the symbol ǫ ∈ R + for an arbitrary small positive real number, not necessarily the same at each occurrence in a given statement. The Lindelöf hypothesis is a conjecture made by Finnish mathematician Ernst Leonard Lindelöf in 1908, see [28] , about the rate of growth of the Riemann zeta function on the critical line such that
It says that, for any e ¿ 0, We shall use notation Z the set of the integers and the notation aN + b, to denote the subset of Z containing all integers in the form of an + b, where n ∈ N and a, b ∈ Z are fixed. We use the notation g(x) = f (x) + Ie(h(x)) to represent the fact that |g(x) − f (x)| ≤ h(x). Suppose that g(x) and h(x) are complex functions of the variable x and f (y) is a positive real-valued function of y. The notation g(x) = h(x) + O f (y) represents the fact that |g(x) − h(x)| ≤ Bf (y) with some absolute sconstant B > 0 whenever y is sufficiently large or y ≥ y 0 for some fixed positive number y 0 . For convenience, we also use the notation f (x) = ¡ g(y) for the statement |f (x)| ≤ g(y).
The main results are as follows.
Theorem 1. The Lindelöf hypothesis is valid. In fact, we have
for 0 < σ < 1.
< λ < 1 and E > 0. Then,
for sufficiently large N.
Representation by logarithms
In this section, we express N(λ, T + E) − N(λ, T − E) as the sum of the imaginary parts for several logarithmic functions as in (2.10).
Let ε be small enough such that there are no zeros for the Riemann zeta function for λ − 2ε < σ < λ and T < t < T + 5ε. Denote X = λ − ε, Y = T + ε, and Y 1 = T + 4ε. Let C 1 , C 2 , C 3 , C 4 , and C 5 be the route along the line segment from
+ Y 1 i, respectively. Let W be a line segment and U be the union of all open disks of radius ǫ that have centers along the points of W. For brevity, we shall denote such a U by the set function U(W) of the line segment as the variable, henceforth. Let U = 5 j=1 U(C j ). It may be shown that log ξ(s) is defined uniquely and analytic in the open region U with log ξ(s) ∈ R for s ∈ R. In [12] , it is formulated that
< X < 1, x = X or 2, and E > 0. We now let ε be sufficiently small such that there are no zeros for the Riemann zeta function for x−2ε < σ < x, T − E < t < T − E + 5ε, and T + E < t < T + E + 5ε. Denote by T (X) = T − E and T (2) = T + E. Then, denote by
, and D 4 (x) the route along the segment from
Therefore, log ξ(s) is defined uniquely and analytic in the open region V (x) with log ξ(s) ∈ R for s ∈ R. From (2.1), we see that
.
where the value of log ξ(s) is uniquely defined and analytic in the open region V (x) by analytic continuation from log ξ(s) ∈ R for s on the real axis. One may say that log ξ(s) is uniquely defined in the union of V (X) and V (2), but not in the ordinary sense. We must regard this union as disjoint in the sense of the Riemann surface. At the intersection of V (X) and V (2) in the usual sense, the value of log ξ(s) may not be the same without the Riemann hypothesis. Nevertheless, we may rearrange the the sum in (2.2) in the following way. That is,
− log ξ(s)
. Now, we let D be the line segment from X to 2 and
Each of H(2), H(X), and H is uniquely defined and analytic in an open region V (2), V (X), and V , respectively. Note that each of V (2), V (X), and V is on a fixed layer of the Riemann surface and each of H(2), H(X), and H is analytically continued from log ξ(s) ∈ R for s ∈ R, recalling that ξ(s) ∈ R + . Denote that B =?, C =?, and R =? henceforth. We use the pseudo zeta function defined by
and pseudo Gamma function
as defined in [12] . Note that log s = O(1) and log(s
, F = log
(2.7)
We recall the following lemma from [12] . 
where m is the number of points s 0 on the route from s 1 to s 2 , exclusive of the end points, at which ℜf (s 0 ) = 0.
By this lemma, we see that A(x) < A ′ (x) for x = X and x = 2, where
Finally, we obtain
Growth rate of zeros
In this section, we prove henceforth. We claim that . To confirm (3.2), we may assume that t ≥ 0 by the Schwarz reflection principle. We have two cases. Case 1:
e 1/2 + 1 ,
+ sin
It follows that
, by the mean-value theorem with 0 ≤ t * ≤ t. The estimate (3.2) is valid by noting that |ζ(s)| = O(1) in this case. Case 2: σ ≥ 2 C log R . We have
for sufficiently large Y , from (1 + z) 4 + (1 − z) 4 = 2(1 + 6z 2 + z 4 ) for any z ∈ C. Hence, (3.2) is justified from the designation of B and C.
We recall the estimate
on the circle |s − | =.
Not use the same method!! Lemma 3.1. If R > 0, and f is a function that is regular for |z − z 0 | ≤ R, and has at least m zeros in |z − z 0 | ≤ r < R, with multiple zeros being counted according to their order of multiplicity, then, if f (z 0 ) = 0, we have
Backlund's reasoning
In this section, we use the result from the last section to prove Theorem 1 in the case σ ≥ . We follow Backland's argument in 1918, see [4] . A slightly different approach may be found in [29] .
Lemma 4.1. Let δ > 0. For t ≥ 3, one has
when σ > 1. For the estimate on the Riemann zeta function, we have Lemma 4.1, which is a portion of Theorem 1.9 on page 25 in [23] . Let
, 0 < δ < σ 0 − 1, and
We let C 0 , C 1 , C, and C 2 be the circles with center s 0 and radius R 0 , R 1 , R and R 2 , respectively. We shall apply Lemma 4.2 on the circles C 0 and C 1 and the three circle theorem on C 1 , C, and C 2 . It is from the Euler product formula that there are no zeros of ζ(s) inside and on the circle C 2 . By the designation of ε, there are no zeros for ζ(s) on the circle C 0 , C 1 and C. Denote by s k for k = 1, 2, . . ., K the zeros of ζ(s) inside C counted with multiplicities. Define
, and (4.7)
We shall prove that
on the circle C. Then, we obtain ζ(s) ¡ T ǫ on the circle C, noting that |z k (s)| > 1 for each k = 1, 2, . . ., K. This implies ζ(λ − 3ε + it) = O(t ǫ ) and ζ( on A because a circle which does not contain the origin cannot intersect both halves of the imaginary axis. Note that |ℑ log z k (s)| < 3π 2 on D because a circle which does not contain the origin cannot intersect both halves of the imaginary axis. On the other hand, one sees that
From this, we have log T ≤ ǫ log T, with arbitrarily small ǫ by letting η ≤ ǫ log(r 2 /r 1 ) log(r 2 /r) B log(r 2 /r) log(r/r 1 )
. Note that log |Z(s)| ≤ | log Z(s)|. We have (4.8). Finally, we let ε → 0 so that R 2 is arbitrarily near λ. Therefore, ζ(λ + it) ¡ T ǫ and Theorem 1 is valid whenever σ ≥ 1 2 .
Having recourse to symmetry
By definition, the Riemann zeta function for σ > 1 is a sum over the set of all the integers. Any function involving the set of all the integers must somehow contain the information for the distribution of the prime numbers. The factorial function is defined by n! = 1·2·3 · · · n. Euler's Gamma function Γ(s) is a complex function version for the factorial function, which may be defined by . Finally,
