Abstract. We imitate much of the work of Hopkins and Smith in [7] , in the context of modules over the mod 2 Steenrod algebra A. Our main result is an analog of the periodicity theorem of [7] , implying, for example, the existence of infinitely many non-nilpotent elements in Ext * * A (F 2 , F 2 ).
Introduction
The periodicity theorem of Hopkins and Smith [7] (see also [16] ) is an almost formal consequence of the nilpotence theorem of Devinatz, Hopkins, and Smith [4] ; given a finite spectrum X, the former result classifies many of the non-nilpotent elements in [X, X], the homotopy classes of self-maps of X. In [11] , we prove an analog of the nilpotence theorem for modules over the mod 2 Steenrod algebra A, describing functors which detect nilpotence in Ext * * A (M, M ) for any finite A-module M -see Theorem 2.8 below. In this paper we imitate as much as we can of [7] ; our main result is the existence of many non-nilpotent elements in Ext s t is the Milnor basis element dual to ξ 2 s t , and that (P s t ) 2 = 0 if s < t; hence for any A-module M , if s < t then P s t acts as a differential on M . Roughly speaking, for non-negative integers s < t, an h t,s -map y in Ext * * A (F 2 , F 2 ) is an element represented by some power of h t,s = [ξ 2 s t ] in the cobar complex; alternatively, it is an element that restricts to a power of the generator in Ext * * E[P s t ] (F 2 , F 2 ) ∼ = F 2 [h t,s ]-see Definition 3.1 for a precise definition. Note that such a y will have bidegree (k, 2 s (2 t − 1)k) for some k. For example, the element usually written as h 0 or h 10 in Ext These are the only non-nilpotent h t,s -maps in Ext * * A (M, M ) (see Remark 4.2); however, these are not the only non-nilpotent elements. Determining all of them seems hard; we discuss this further in Section 6.
The collection of P u v 's in this theorem is the smallest collection S of P u v 's with u < v so that S = S ∪ {P s t } is closed under the following operations; see Theorem A.1.
• If P u v ∈ S and u < v − 1, then P u v−1 ∈ S .
• If P u v ∈ S and u + 1 < v − 1, then P u+1 v−1 ∈ S . This whole picture is somewhat less clear at odd primes. For one thing, we don't have a nilpotence theorem for Ext A , we only have one for Ext P , where P is the algebra of reduced powers. For another, this nilpotence theorem for odd primes is weaker than the result when p = 2-elementary sub-Hopf algebras are not sufficient to detect nilpotence, we need "quasi-elementary" sub-Hopf algebras in addition. This is good enough, though, to prove the analog of Theorem 1.2; we discuss this in Section 5.
The structure of the paper is as follows. In order to imitate some of the homotopy theoretic constructions in [7] , we will work with chain complexes of modules; we present the categories we will use in Section 2. In Section 3, we define h t,s -maps and we describe properties of these elements of Ext; we also discuss thick subcategories of the category of finite chain complexes of A-modules. In Section 4, we prove our main theorems. We have a brief discussion of periodicity at odd primes in Section 5. In Section 6, we discuss some questions related to this material; for example, we point out several non-nilpotent elements in Ext * * A (F 2 , F 2 ), the existence of which is not predicted by Theorem 1.1, and ask how to describe Ext * * A (F 2 , F 2 ) "mod nilpotents." We also include an appendix in which we prove a result about the P s t -homology groups of finite (chain complexes of) A-modules.
I would like to thank Doug Ravenel for providing the main idea of the proof of Theorem A.1, and Mike Hopkins for insisting that all of this would be much easier with chain complexes of modules.
Chain complexes of modules
In this section we do some preliminary work with chain complexes of modules. Let A be the mod 2 Steenrod algebra; we assume the reader is familiar with P s thomology groups and related machinery. See [8] for a reference.
Let M be the category of bounded below A-modules and A-module maps. We discuss two other categories: first, the category C(M) of bounded below chain complexes of A-modules: the objects are bounded-below chain complexes of finitetype bounded-below modules, and the morphisms are chain maps. Given a chain complex C, we define ΩC to be the chain complex with nth term C n+1 (so ΩC is the "desuspension" of C). A chain map from C to D is a quasi-isomorphism if it induces an isomorphism on homology; with these playing the role of weak equivalences and surjections acting as fibrations, C(M) is a closed model category. Our second category is Ho C(M), the homotopy category of C(M): the objects are chain complexes, and the morphisms are given by Ext * * A (−, −)-i.e., the morphisms of degree i from C to D are chain homotopy classes of maps from Ω i P to D, where P is a cofibrant object (a chain complex of projective modules) quasi-isomorphic to C. (See [14] for closed model categories and their associated homotopy categories; [17] discusses these categories of chain complexes from a slightly different point of view.)
Given any A-module M , we can form a chain complex with M in degree zero, and 0 elsewhere. We denote this chain complex by M . Definition 2.1. Call a property P on C(M) generic if the following conditions are satisfied:
(a) If C is weakly equivalent to D, then C satisfies P if and only if D satisfies P.
is an exact triangle of chain complexes (a fibration, in the language of [14] ), and two of C, D, and E satisfy P, then so does the third.
A full subcategory D of C(M) is thick if "M ∈ ob D" is generic. Finally, we define F to be the thick subcategory of C(M) generated by the finite modules concentrated in degree 0; we call the objects of F finite chain complexes. Note that since F is thick, then Ho F makes sense. This will be our analog of the category of finite p-local spectra, which plays such an important role in the work of Hopkins and Smith. We have two goals for the remainder of this section: to generalize various results about A-modules to chain complexes, and to describe the appropriate analog of Spanier-Whitehead duality. We need a simple observation about finite chain complexes, first. Lemma 2.2. Assume C is a chain complex. The following are equivalent.
(a) C is quasi-isomorphic to a complex which has finite total dimension.
Proof. The implications (a) ⇒ (b) ⇒ (c) are evident. So assume that H * (C) is finite-dimensional. Then there exists a k so that H n (C) is zero for all n ≥ k, and so we have a quasi-isomorphism from C to a complex E, where E is given by
Since C is bounded below, then this new complex is nonzero in only finitely many degrees. Now, H n (C) is a graded vector space for each n; since H * (C) is finitedimensional, then there is an r so that H n (C) = 0 above grading r for every n. We form a chain complex F by truncating each term in E above dimension r + 1; then F is finite-dimensional (taken as a whole), and is quasi-isomorphic to C. Remark 2.4. We note that by definition, any generic property which holds for finite A-modules will also hold for finite chain complexes. Indeed, most cohomological properties of A-modules extend easily. As an example, we have the following theorem; we will need this in Section 4. The proof is left as an exercise (hint: imitate the work in [12] 
As a corollary, we have the following construction (see [12, Lemma 3.2] ). Let x 0 , x 1 , x 2 , . . . be the differentials in A, ordered by degree.
Corollary 2.7. For each n, there is a finite complex C n with H(C n , x j ) = 0 for j ≥ n and H(C n , x j ) = 0 for j < n. Furthermore, we have an exact triangle (up to weak equivalences and Ω's)
Sketch of proof. These are constructed by induction: start with C 0 = F 2 . Suppose we have C n ; let x n = P s t , and let v be the h t,s -map given in Theorem 2.6. Define C n+1 by the exact triangle
(Here,C n is a cofibrant object weakly equivalent to C n .)
The nilpotence theorem of [11] holds for (finite) chain complexes of modules in place of (finite) A-modules; see [11, Remark 3.4] . We record it here for later use. Given a sub-Hopf algebra B ⊆ A, let ι * B denote the restriction map on Ext. A sub-Hopf algebra E of A is elementary if it is bicommutative and isomorphic, as an algebra, to an exterior algebra.
Theorem 2.8 ([11]).
(a) Let Γ be a bounded below A-coalgebra chain complex (coassociative, with counit ). Then z ∈ Ext * * A (Γ, We move on to Spanier-Whitehead duality.
Definition 2.9. Suppose F is a chain complex of finite total dimension. Define the dual of F , written DF , to be the chain complex with nth term Hom F2 (F −n , F 2 ). This is a chain complex of A-modules in the usual way (see [8] , for instance).
Lemma 2.10. D extends to give a contravariant functor D : Ho F → Ho F.
Proof. We extend D in the obvious way: given a finite complex C, we replace C by an equivalent complex F of finite total dimension, and then we set DC = DF . If C 1 is weakly equivalent to C 2 , then the same is true for DC 1 and DC 2 .
Given a morphism C 1 → C 2 , represent the morphism as a chain map P 1 → F 2 , where P 1 is a complex of projectives and F 2 has finite total dimension. For some k, the modules (F 2 ) n are zero for n > k; the same is true for the homology of P 1 (with the same k, we may assume). We have a similar situation for "internal" degree-there is an r so that (F 2 ) n is 0 above degree r, for all n, and similarly for H n (P 1 ). So truncate P 1 as in the proof of Lemma 2.2, above homological degree k + 2 and internal degree r + 2, and then dualize. If we have two morphisms f and g (which both may be represented as chain maps P 1 → F 2 ) and a chain homotopy H between them, then clearly DH will be a chain homotopy between Df and Dg.
Lemma 2.11. Let C, E, and F be chain complexes with E finite.
(a) The complexes E and D(DE) weakly equivalent. (b) There is a natural isomorphism
Proof. Part (a) is immediate. For (b), imitate the proofs for modules; see [2] , for instance.
We will most often apply part (a) to part (b) to conclude that when E is finite, there is an isomorphism
Properties of h t,s -maps
In this section we define h t,s -maps, and we describe some of their basic properties. We also discuss thick subcategories briefly.
As above, let A be the mod 2 Steenrod algebra. Given an elementary sub-Hopf algebra
Definition 3.1. Let M be an A-module (or more generally, a chain complex of A-modules). An h t,s -map v ∈ Ext * * A (M, M ) is an element such that if E is an elementary sub-Hopf algebra containing P s t , then for some j, we have ι *
and if E is elementary with P s t ∈ E, then ι * E (v) is nilpotent. We also say that such a v is an h t,s -map "on M ." Similarly, if Γ is a coalgebra (in the category either of modules or of chain complexes), then we have a notion of an h t,s -map in Ext * *
Remark 3.2. On one hand, this definition bears some resemblance to the notion of v n -map in [7, 3.3] . On the other hand, this definition is not very practical, computationally. We do not know how to improve it, though-if we were to use an alternative condition like "ι *
" then many of our proofs in this section would fail.
We have a number of results about h t,s -maps analogous to results about v n -maps; the h t,s results are proved just as the v n ones are in [6] and [7] . The following is our main goal. Proposition 3.3. The property of having an h t,s -map is generic for finite chain complexes of A-modules.
Lemma 3.4. Let M be a finite chain complex, and let v ∈ Ext * * A (M, M ) be an h t,s -map. For some k > 0, for every elementary sub-Hopf algebra E with P s t ∈ E, we have ι *
Proof. It suffices to prove this for the exterior sub-Hopf algebras E of A which are maximal among those that do not contain P s t ; then using a vanishing line argument, e.g. [11, 2.9 and 2.10], we only need to prove this for finitely many different such E's.
Lemma 3.5. Let M be a finite chain complex, and let v ∈ Ext * *
Proof. This is proved as in [16] and [7] : since M ⊗ DM is a finite coalgebra chain complex and there is an algebra isomorphism
, we may prove this instead for the case of an h t,s -map v in Ext n A (Γ, F 2 ) for Γ a finite coalgebra. Define ad(v) ∈ Ext * * A (Γ, Γ) as the compositẽ
whereΓ is a projective complex, ι :Γ → Γ is a quasi-isomorphism, and T is the map that interchanges the two factors. Then for x ∈ Ext * *
. By definition, for each elementary E, the element ι * E (v) is in the center of Ext * * E (Γ, F 2 ), so all of the restrictions of ad(v) are zero. Hence ad(v) is nilpotent, and so by the argument in the proof of [16, Lemma 6.
Lemma 3.6. Let M be a finite chain complex; let v and w be two h t,s -maps on M . Then for some i and j we have v i = w j .
Proof. By replacing v and w by powers if necessary, we may assume that ι * E (v) = ι * E (w) for all E; hence v − w is nilpotent. By Lemma 3.5, v and w commute, so v
Lemma 3.7. Let L and M be finite. Assume that v is an h t,s -map on L and w is an h t,s -map on M . Given f ∈ Ext * * A (L, M ), there exist integers i and j so that
There exist two h t,s -maps in Ext * * A (L ⊗ DM, L ⊗ DM ), namelyṽ = v ⊗ 1 and w = 1 ⊗ Dw. So by Lemma 3.6, we haveṽ i =w j for some i and j. Now argue as in [7] (see also [16] ).
Proof of Proposition 3.3. We are trying to prove that the property of possessing an h t,s -map is generic on F, the category of finite chain complexes. The only nontrivial aspect of genericity is part (c) of Definition 2.1, and just as in [7] , this follows from Lemma 3.7. Now we describe some thick subcategories of the category of finite chain complexes of A-modules. The following definition of "admissible" is motivated by Theorem A.1. For example, suppose we put the differentials in order of degree as x 0 , x 1 , x 2 , . . . , and given n we define k(n) so that x k(n) = P 0 n . Then the complex C k(n)+1 in Corollary 2.7 has support S(P 0 n ). If Φ denotes the doubling functor-see Section 4-then
Question 3.9. C(S) is thick for any admissible S; are there other thick subcategories?
We also have the following. Proof. If S is a finite admissible set of differentials, then S is the union of finitely many sets of the form S(P s t ). If S = i S(P si ti ), then we set
One can easily verify that this module does the trick.
Remark 3.11. Let A(n) be the sub-Hopf algebra of A generated by the elements {P s t : s + t ≤ n + 1}. Mitchell [10] has shown that there is an A-module structure on A(n) extending its A(n)-module structure; with this structure, one can show that supp(A(n)) = S(P 0 n+1 ). Hence given a finite admissible set of differentials S, one can use A(n) and its doubles in place of the complexes C k to construct a finite A-module with support exactly S. This could be helpful if for some odd reason one wanted to avoid working with chain complexes.
h t,s -maps in Ext
In this section we prove this "periodicity theorem" for finite A-modules. q P → M , where P is a complex of projectives quasi-isomorphic to M . Let K be the fiber of this map; then K is a finite chain complex, but it violates Theorem A.1: since f is an h t,s -map, then h
We expect that this theorem would follow rather easily if one had an analog of the thick subcategory theorem. After all, the property of having an h t,smap is generic, so the subcategory of all finite complexes with such a map is thick; presumably, from a classification of thick subcategories, one could then conclude that this thick subcategory contained C(S). We outline the proof of a special case of the theorem, to demonstrate the ideas involved. First we need a definition. Definition 4.3. Let ΦA denote the doubled Steenrod algebra: when one ignores grading, it is isomorphic as a Hopf algebra to A; one grades it by putting ΦSq n in degree 2n. Note that ΦA is also the quotient Hopf algebra of A obtained by dividing by the ideal A(P A (L, M ). Let Φ also denote the doubling functor from the category of A-modules to the category of ΦA-modules, defined by doubling degrees, as above. For any A-module M , we can view ΦM as an A-module via the map ϕ; the action is given by Sq n (Φx) = 0 i fn is odd, Φ(Sq n/2 x) if n is even.
Of course, by doubling each module in a given chain complex, we also have a functor from chain complexes of A-modules to chain complexes of ΦA-modules.
Example 4.4.
There is an h 2,1 -map in Ext * * A (F 2 , F 2 ).
Outline of proof. We have a short exact sequence of A-modules
where M is the cohomology of the mod 2 Moore spectrum. This corresponds to the element h 1,0 ∈ Ext F 2 ) . Applying Φ gives the short exact sequence
; it is well known that this element is nilpotent (or one can prove it with Theorem 2.8-see Lemma 4.6).
We claim that ΦM has an h 2,1 -map. First of all, there is an h 2,0 -map in Ext * * A (M, M )-this is well known, and it can also be proven using Theorem 2.6. Applying Φ yields an h 2,1 -map in Ext * * ΦA (ΦM, ΦM), and hence also in Ext * * A (ΦM, ΦM). Since having an h 2,1 -map is generic, the nilpotence of the element h 1,1 shows that F 2 must also have an h 2,1 -map: for some n, we have h n 1,1 = 0, and so the extension
is trivial. Using a little homological algebra, one can show that any generic property that holds for ΦM holds for F 2 (see Lemma 4.8).
The general idea behind the proof of Theorem 4.1 is to use the finite complexes from Corollary 2.7
where C k(t) has an h t,0 -map, and there are exact triangles
We apply Φ s to the C i 's, tensor them with M , and show that the elements corresponding to the sequences (4.2) in Ext
We use this to show that the h t,s -map on M ⊗ Φ s C i+1 induces one on M ⊗ Φ s C i ; the result follows by induction.
Here are the tools that we need to prove Theorem 4.1.
Definition 4.5. Let W be a chain complex. Given an h t,s -map y ∈ Ext * *
The algebra map ϕ n : A → → Φ n A induces the map ϕ * n on Ext; we refer to
as a Φ n h t,s -map.
Lemma 4.6. Let C be a finite chain complex, suppose that s + n ≥ t, and let z ∈ Ext * * A (Φ n C, Φ n C) be a Φ n h t,s -map. Then z is nilpotent.
Proof. To prove this, we use the nilpotence theorem, 2.8. Let B n be the Hopf algebra kernel of ϕ n :
. Let E be an elementary sub-Hopf algebra of A. If we have an inclusion ι Bn,E : E → B n , then the following diagram commutes.
Since z is in the image of the map ϕ * n , then clearly ι *
Bn (z) = 0. On the other hand, if E ⊆ B n , thenẼ = E//(E ∩ B n ) is an elementary sub-Hopf algebra of Φ n A which does not contain P s+n t
. If we let z = ϕ * n (Φ n y), where Φ n y is an h t,s+n -map in Ext * *
is nilpotent, and hence the same is true of ι * E (z). Hence by Theorem 2.8, z is nilpotent. Lemma 4.7. Let M and C be finite chain complexes; assume that C has an h t,smap y ∈ Ext * * A (C, C). Assume that s + n < t. If H(M, P s+n t ) = 0, then
is nilpotent.
Proof. M ⊗ Φ n C is finite, so we use Theorem 2.8. Let z = 1 M ⊗ ϕ * n (Φ n y); z is clearly an h t,s+n -map, so if E is elementary and P s+n t ∈ E, then ι * E (z) is nilpotent. On the other hand, if E is elementary and P s+n t ∈ E, then Lemma A.2 tells us that ι *
and suppose that y is nilpotent. If W has an h t,s -map, then so does L.
Proof. Suppose y n = 0; then the n-extension
where W (n) is the total complex of the double complex n W → · · · → W . Clearly W (n) is finite, and by genericity and induction on n, it has an h t,s -map. Since this extension is trivial, then L is a summand of W (n), and hence has an h t,s -map.
Recall that x 0 , x 1 , . . . are the differentials in A, in order of degree. Recall further that given t, k(t) is the number so that x k(t) = P 0 t . By Corollary 2.7, for each t we have a finite chain complex C k(t) with an h t,0 -map.
Proof of Theorem 4.1. Assume that M is as in the statement of the theorem. We want to show that M has an h t,s -map. If P s t = P 0 1 , then Theorem 2.6 proves the result.
Otherwise, we have t > 1; for each j ≤ k(t), set W j = Φ s C j . Then W k(t) has an h t,s -map, and hence so does M ⊗ W k(t) . We have a series of exact triangles
By Lemmas 4.6 and 4.7, the corresponding elements in Ext are nilpotent. So by Lemma 4.8 and downward induction on i, M ⊗W 0 = M has an h t,s -map. This map is non-nilpotent because it induces an isomorphism on h
The odd prime case
Fix an odd prime p, let A be the mod p Steenrod algebra, and let P = A/AβA be the algebra of reduced powers. Now, Ext A has more topological relevance than Ext P ; unfortunately, we only have a nilpotence theorem for the latter ([11, 4.3 and 4.5]). Because of this, we only present an outline of the results on periodicity in Ext P .
There is one main difference between the p = 2 case and the p odd case: at odd primes one detects nilpotence by restricting to quasi-elementary sub-Hopf algebras (see [11, Section 4] ). The maximal ones of these are called the Q(r)'s: for r ≥ 1, Q(r) is dual to 
We can argue as in [18, 6.3] to show that, if h t,s denotes the cobar element [ξ p s t ] and if β is the Bockstein acting on Hopf algebra cohomology, then we have a polynomial subalgebra of Ext Proposition 5.1. The property of having a β(h t,s )-map is generic for finite chain complexes of P -modules.
We do not have a proof for the odd prime version of Theorem A.1; nonetheless, we define admissible the same way. Corollary 2.7 still holds-all of the work in [12] immediately carries over to the context of modules over P -and we can replace doubling by the pth power map; hence we get an odd prime version of our main theorem.
Theorem 5.2. Let M be a finite chain complex of P -modules; let S be the support of M , S = {P 
Questions and comments
The work of Hopkins and Smith [7] identifies, among other things, all of the central non-nilpotent self-maps of a finite p-local spectrum (up to "N -isomorphism," anyway). Theorem 1.1 tells us about certain non-nilpotent elements in Ext * * A (F 2 , F 2 ), but it does not identify all of the non-nilpotent elements (and note that Ext * * A (F 2 , F 2 ) is commutative). Neither does our more general periodicity theorem, Theorem 4.1; this is one of its flaws. For instance, d 0 ∈ Ext 4,18
4,21
A (F 2 , F 2 ), and B 21 ∈ Ext 10,69 A (F 2 , F 2 ) are non-nilpotent, and none of them is an h t,s -map for any (s, t)-one can see this immediately, because they are each in the wrong bidegree. (Of course, these elements are all detected by restricting to elementary sub-Hopf algebras-if E is the sub-Hopf algebra dual to F 2 ) ? Let E be a maximal elementary sub-Hopf algebra; then E is normal (see [8] , for instance). One has a Hopf algebra extension
which gives a Cartan-Eilenberg spectral sequence:
The restriction ι * E is an edge homomorphism in this spectral sequence, so one has an inclusion of algebras im(ι *
A//E . What is this ring of invariants? How close is this inclusion to an equality? When E = E(0) = Remark 6.1. If G is a finite group and k a field of nonzero characteristic, then one has a "nilpotence theorem" precisely analogous to Theorem 2.8, due to Carlson [3] ; as a corollary of a theorem of Evens [5] , we also see that if M is a kG-module, given any non-nilpotent element z of Ext * kG (M, M ), then some power of z is in the image of Ext * kG (k, k) 
A (F 2 , F 2 ) = 0 for all k, so no power of this element is in the image of
Also, in the group theory case, a theorem of Avrunin-Scott [1] identifies essentially all of the non-nilpotent elements in Ext * kG (M, M ) for M a finitely generated kGmodule; this is the sort of result we would like for A-modules, but we have not found yet.
Another question is, what information does Theorem 1.1 give about stable homotopy groups of spheres? Nishida's theorem tells us that none of the h n+1,n -maps can survive the Adams spectral sequence to give non-nilpotent elements in π * (S 0 ) (except of course for h 1,0 ), so some power of each of these elements in Ext must be killed by a differential. It is not clear whether one can get any useful information about the Adams spectral sequence from this, but it is worth investigating.
We make one further comment about self maps of spectra. Let X be a finite spectrum. The nilpotence theorem of [4] tells us that h t,s -maps in Ext * * A (H * X, H * X) can survive to give non-nilpotent homotopy classes in [X, X] only if s = 0. If s > 0, then h t,s -maps can survive to the E ∞ -term, but the resulting homotopy classes will be nilpotent. Particular ones of these geometric h t,s -maps have been used to construct type n spectra with v n -maps, giving an alternate proof of the periodicity theorem of Hopkins and Smith-see [13] . So it is reasonable to hope for applications of these newly discovered non-nilpotent self-maps to stable homotopy theory.
Appendix A. P s t -homology of finite complexes In this appendix we prove the following result, analogous to Ravenel's in [15] that if X is a finite spectrum and K(n) * (X) = 0, then K(n − 1) * (X) = 0. Recall that for M a chain complex of A-modules, we say that H(M, P Of course, this theorem applies to finite A-modules, as a special case. Also, note that these are the only restrictions on the vanishing of the homology groups; see Proposition 3.10 and Remark 3.11.
Proof. First we prove part (a), so we assume that s < t − 1. Let
this is a normal elementary sub-Hopf algebra of A (see [8] , for example). Its cohomology Ext * * Q (F 2 , F 2 ) is a polynomial algebra, generated by the h v,u 's with 0 ≤ u ≤ s and v ≥ t − 1.
It suffices to prove the following lemmas. Proof of Lemma A.3. Since Q is normal in A, then A//Q acts on Ext * * Q (M, F 2 ). When M = F 2 this action can be computed as follows: first, note that
the right action of A//Q on itself induces a left action on Ext * * Q (F 2 , F 2 ). So we let P * be a projective resolution of A//Q as an A-module; then an element θ ∈ A//Q gives an A-linear map from A//Q to itself: 1 → θ. This induces a map of the resolution to itself, so we compose this map with the map P 1 → F 2 representing h t,s . The net result is the following: The A//Q-action lowers degrees. Since M is a bounded below chain complex of bounded below modules, then Ext * * Q (M, F 2 ) is bounded below as an A//Q-module; thus for i 0, we have Sq In fact, part (a) can be proved exactly as Theorem A.1(a). Imitating the above proof for parts (b) and (c) depends on having an analog of [9, Theorem 2.2] for a truncated polynomial algebra instead of an exterior algebra, and there may be difficulties in proving such a thing.
