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Abstract
Nuclear Medicine (NM) images quantify the spatial variations in concentration of an injected or 
inhaled radiopharmaceutical. Such variations can indicate the presence of disease well before it is 
discernible in other imaging modalities such as X-ray Computed Tomography (CT). For that reason 
NM is widely used despite the drawbacks of slow acquisition and faint, noisy and blurred images. 
The blurring in NM images is in part due to the inevitable breathing of the patient that takes place 
during the 3 to 15 minute acquisition periods. Breathing motion can lead to substantial errors in 
quantitation and hinder the accuracy with which lesions may be located. Blurring due to breathing 
motion becomes increasingly significant as instrument resolution improves.
The non-invasive but robust approach to reducing breathing motion artefact presented in this thesis 
is to monitor patient breathing and relate the configuration of the external abdominal-thoracic 
surface to parameters that describe the configuration of the internal organs. These parameters are 
then used to reconstruct, register and then combine a set of respiratory-gated PET images in order 
to improve signal to noise ratio whilst compensating for breathing motion.
The novel procedure presented here, termed Virtual Dissection (VD), requires the acquisition of a 
breathing cycle of 4D CT images which provides a 4D map of the internal organ and external surface 
configuration. For each frame in the cycle, organs are segmented and then individually registered to 
frame 1 in the cycle. Per-organ deformations are then merged to create a global deformation field 
for each frame. The motion fields are then used to realign the gated PET images to give the motion- 
corrected NM image.
VD uses two fundamental image processing procedures: segmentation and registration. A data- 
specific segmentation algorithm was developed to perform a cycle-wise organ classification. Three 
independent registration methods, representing a range of registration characteristics were used, 
one of which was developed specifically for this work. The registration methods were chosen to 
demonstrate that VD enables the integration of different registration techniques and 
parameterisations to permit a choice of registration methods to be made on a per-organ basis in 
order to reach the optimal choice for the completed images.
These developments provide a path, for a subset of organs, from the breathing cycle of CT images 
through VD to corrected CT images. These techniques have been validated using both simulated and 
patient data. Visual inspection of lesions in simulated PET images show a reduction in blurring and 
ten frame animations of CT and PET images show significant breathing motion compensation is 
achieved by the VD pipeline. Objective measures confirm these findings.
Ill
Acknowledgements
First; my thanks go to Dr Emma Lewis, Dr Kevin Wells and, for his help during the first year. Dr 
Matthew Guy. Emma as my principal supervisor has been a great source of encouragement and 
ideas as has Kevin during Emma's absences. During the write-up Professor John Illingworth took on 
the role of guidance and editing. I must apologise for how long it has taken.
My fellow students in the medical imaging group have been great to work with. Ashrani and Majdi 
and I made up the first wave of the breathing motion students and it really was a help to feel a part 
of a team rather than be a lone student. I would particularly like to thank Ashrani for his invaluable 
contribution in the form of the complete segmentations of the Veni and POPI datasets. Jing and 
Rhodri's help with adding noise to XCAT images and Jing's calm approach to events and extra 
experience of how UniS works is much appreciated. I wish Fatemeh and Rhodri, the latest additions 
to the motion correction group, all the best for their Ph.D. I would like to extend my thanks to all 
the medical imaging students for their ready acceptance of me as a co-worker even though I am old 
enough to be their father.
In the wider CVSSP department James Field and Liz James, the past and present administrators, have 
gone beyond the call of duty in smoothing my passage through the last four years. The use of the 
departmental computers has been central to my work and I am grateful to Bevis King and John Field 
for all their assistance. The expertise of Dr Bill Christmas and Dr Helen Cooper has been invaluable.
A number of software packages have been crucial in the developments I have made. For their advice 
and help I would like to thank: Jamie McClelland (NiftyReg); Ivo Dinov (AIR); Paul Segars (XCAT); 
Brian Elton and John Field (ASIM); Kris Thielemans (STIR) and Daniel Rueckert ( IRTK).
These studies were financed by the EPSRC and for that I thank the British taxpayers.
I am confident that I would not have reached this stage without the constant support of my wife 
Margaret.
IV
List of abbreviations
ABC Active Breathing Control IR Iterative Reconstruction (PET)
AIR Automated Image Registration ITKSNAP Medical image viewer (software)
ASIM Analytic SIMulator (for PET) LED Light emitting diode
ASM Active Shape Model LM Levenburg-Marquart (algorithm)
CLF Consistently Labelled Fraction LM-ICP LM variant of ICP (algorithm)
CT (X-ray) Computed Tomography LOR Line Of Response
DIBH Deep Inspiration Breath Hold MIRD Medical Internal Radiation Dose 
phantom
dof Degrees of freedom MR Magnetic Resonance
FBP Filtered Back Projection NM Nuclear Medicine (imaging 
modalities)
FBP2D 2 dimensional FBP (STIR) NURBS Non-Uniform Ration B-Splines
FBP3D 3 dimensional FBP (STIR) NCAT NURB-based Cardiac Torso 
(phantom)
FCM Fuzzy C-Means PET Positron Emission Tomography
FDG Fluorodeoxyglucose PMT Photo Multiplier Tube
FOV Field of view SPECT Single Photon Emission Computed 
Tomography
Hu Hounsfield units SSM Statistical Shape Modelling
ICA Independent Component Analysis 
(algorithm)
STIR Software for Tomographic 
Reconstruction
ICP Iterated Closest Points 
(algorithm)
TOF Time Of Flight (PET)
IFCM Improved Fuzzy C-Means VDM Vector Displacement Map
IFCM3D 3 dimensional fuzzy c-means XCAT Extended Cardiac Torso 
(phantom)
Glossary
AIR Automated Image Registration. A tool for automated registration of 3D 
and 2D images within and across subjects and across imaging modalities. 
AIR is one of three different registration tools demonstrated to work in 
the course of Virtual Dissection. AIR is an intensity based registration 
tool.
ASIM Analytic SIMulator. A software tool that is used to transform an activity 
map (from XCAT) into a sinogram format in order that STIR may convert 
them into simulated PET images. ASIM adds realistic features using 
analytic techniques rather than using computer intensive Monte-Carlo 
simulation.
Bigendian A computer hardware and software convention. For numerical formats 
of 16 bits precision, when output to byte addressable memory it is 
expressed as two bytes of data, addressed as base+0 and base+1. It is 
necessary to specify in which order the bytes are written. Littleendian 
means base+0 gets the least significant byte of the 16 bit numeric. 
Bigendian means base+0 gets the most significant byte. In this work 
there are transfers between software that assumes a particular order. 
Therefore it is necessary swap the order of bytes in some circumstances. 
Fortunately the extent of the 'differences in convention' mean, in this 
case, that 32-bit and 64-bit floating are handled transparently by the 
same procedure.
CT X-ray Computed Tomography. An imaging modality in which a number 
of transmission projections through a transverse slice of the body are 
transformed into a transverse image of the slice in question. A number 
of such slice images are assembled into a volumetric image. Volumetric 
imaging is described in section 2.1.
Distance transform Given a 3D shape within a tomographic image. Constructing the distance 
transform involves the production of another tomographic image in 
which the value of each voxel is a measure of the distance between the 
corresponding voxel of the original image and the closest point on the 
surface of the shape. Thus transform points corresponding to the 
surface of the shape are zero and the distance transform values increase 
when moving away from the shape towards the edges of the image.
ICP Iterated Closest Points algorithm. A registration tool for determining the 
optimal Rigid or Affine transformation between two images. ICP is one 
of three registration tools demonstrated to work in the course of Virtual 
Dissection. ICP is a shape-based registration tool. . A version of ICP was 
developed specifically to demonstrate the Virtual Dissection process.
Line of Response A concept used in describing the workings of PET imaging. An 
explanation may be found in section 2.3.3.
List mode data List mode data from a SPECT or PET acquisition consists of a stream of 
computer records detailing each detected nuclear event. Each event 
record contains details, such as the time of the event, the energy of the 
event. In the case of PET the particular crystals involved in the detection 
are recorded. In the case of SPECT the coordinates within the crystal are 
recorded. In short, sufficient data is recorded to be able to process the 
list mode data offline and reproduce the 3D image normally delivered 
just after the acquisition completes.
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Littleendian See Bigendian.
NiftyReg NiftyReg is the name of an intensity based registration that uses cubic B- 
splines to transform images in such a way that image differences are 
minimised. NiftyReg is one of three registration tools demonstrated to 
work in the course of Virtual Dissection.
NM Nuclear Medicine imaging modalities. The PET and SPECT imaging 
modalities are based on the decay of radiopharmaceuticals which are 
administered to the patient being imaged. The PET and SPECT modalities 
have a lot in common and the NM abbreviation is used where both 
modalities are intended to be included.
PET Positron Emission Tomography. PET is one of the Nuclear Medicine 
modalities in which 3D tomographic images are constructed using the 
gamma photons emitted as a radiopharmaceutical, administered to the 
patient being imaged, decays during image acquisition. In PET the 
decays result in two opposed Gamma photons both of which are 
detected and identify a particular line of response. PET is describe more 
fully in Section 2.3.3.
Phantom A physical model used to obtain an image using a camera e.g. CT or PET 
or SPECT instrument. Some phantoms may have features emulating a 
living subject such as motion or emission levels or attenuation. 
Alternatively:
An image, produced/modified by a computer software system. E.g. XCAT
Quantitation During PET and SPECT image acquisitions a count of the number of 
nuclear disintegrations originating in each voxel of the field of view is 
determined. After many correction and normalisation factors have been 
applied to this raw event data, the set of such numbers may be used to 
form a 3D tomographic image. However the numbers are proportional 
to the number of nuclear events that occurred during the image 
acquisition in each voxel. So given the size of each voxel and the timing 
of the acquisition the concentration of radiopharmaceutical in SI units 
may be derived. Such absolute 'meter reading' is termed quantitation.
Reslice Given a representation of a spatial transformation between the 
reference image ( or target or model) and the floating image (or source 
or data) a reslice uses the transformation applied to the grid of the 
reference image in order to determine from where, in the floating 
image, the corresponding intensities should be drawn. The positions 
found by this process will generally not be points coinciding with the 
grid of the floating image and interpolation will be required to derive 
them. The intensities are used to form an image from the floating image, 
aligned with the reference image. The method just described is called 
'the backward method'. Reslicing may be done repeatedly as part of an 
iterative procedure or just once after registration to form the definitive 
registered image.
SPECT Single Photon Emission Computed Tomography. SPECT is one of the 
Nuclear Medicine modalities in which 3D tomographic images are 
constructed using the Gamma photons emitted as a 
radiopharmaceutical, administered to the patient being imaged, decays 
during image acquisition. In SPECT the decays result in single photons 
being emitted, a small proportion of which, are detected and used to 
construct the image. SPECT is described more fully in section 2.3.2.
stereotactic Accurately positioned and oriented in three dimensions.
VII
System matrix The System Matrix is a dataset which encodes the factors required to 
convert raw event counts into fully corrected counts. It is notionally a 
matrix Pÿ where i determines a voxel in the instrument field of view and j 
determines one of all possible lines of response (LOR) by specifying the 
particular crystals at the end of the LORs. The entries in the matrix 
encode items such as detector efficiency, differences due to the physical 
layout of the crystals referred to as geometrical factors, differences due 
to the object in the field of view such as scatter and attenuation. As 
described it is a rather large object unless reduced in size by employing 
the many symmetries in the PET instrument layout.
Thicken A conventional dilation but with the restriction that a voxel is added to 
the result of the dilation only where that voxel has not been set to the 
background value as a result of earlier stages of VD or earlier thickening. 
See 6.2.1.6.
Tomography Tomography is the transformation of a number of projection images, 
through the scene to be imaged and taken from many angles around the 
scene, into a planar image of the scene. Usually a number of these 
transverse images are assembled into a volumetric image. Most 
volumetric or 3D images discussed in this work result from tomography 
and the term may be used other than strictly in the context of 
tomography.
VD Virtual Dissection is a process developed as part of the work of this 
thesis. It involves dividing breathing cycles of 3D CT images of torsos into 
individual shapes corresponding to major organs. These are 
independently registered and the results of all the registrations are 
combined as a 3D mosaic to form a single registration as expressed by a 
single motion or deformation field.
Volumetric image Volumetric images are 3D arrays of voxel intensities. Each voxel may be 
addressed by three independent coordinates. Through each voxel, three 
planes of voxels are identified by holding a particular coordinate 
constant and varying the other two coordinates. The three 2D images 
identified by this process often correspond with the medical 
nomenclature of coronal, sagittal and transverse slices. Most of the 
volumetric images dealt with in this work arise from one of the 
tomographic modalities and the terms tomographic and volumetric are 
used synonymously.
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1 Introduction
Sir Keith Peters, President of the Academy of Medical Sciences, has called medical imaging "the most 
important advance in diagnostics in the twentieth century". Transmission X-ray images were 
introduced close to the beginning of the 20th century whilst X-ray computed tomography (CT), a 
development that produces 3D images avoiding the superimposition of internal structures from 
different depths, was introduced in the 1970s. Magnetic Resonance (MR) imaging, which offers 
currently unsurpassed detail within soft tissues, came into clinical use in the 1980s.The first gamma 
camera, imaging spatial variations in the concentration of a radiopharmaceutical, was announced in 
1957 and led directly to Single Photon Emission Computed Tomography(SPECT). Positron Emission 
Tomography (PET), a modality offering better image resolution and faster acquisition than SPECT 
was developed in the 1970s and by the 1990s was becoming an important diagnostic tool. Each of 
these modalities has limitations due to the laws of physics, the current levels of technology, and 
factors such as cost and practicality. This means that each modality must deliver results that makes it 
the best available within its niche of the imaging requirements.
The work reported in this thesis is aimed at providing a solution to the problem arising from 
breathing motion in order to provide a significant improvement in the quality of information 
obtained from the Nuclear Medicine (NM) modalities: SPECT and PET. Both SPECT and PET produce 
faint noisy images compared with CT, and NM scans are usually around double the cost of a CT scan 
[1]. Whereas CT detects disease based on structural appearance, the NM modalities determine the 
presence of disease based on biological function. SPECT and PET measure spatial variations in the 
concentration of radiopharmaceuticals and, if required, they can do so over a large area of the body. 
Such variations can be indicative of disease and lead to diagnostic information of use in oncology, 
cardiology and other specialisms. They can indicate the presence or absence of disease before it is 
apparent in CT or MR anatomical images and they enable quantitative measurements to be made at 
the image voxel level. In addition to their use in diagnosis and treatment planning, the NM 
modalities are used in drug discovery and development.
Nuclear Medicine imaging is currently a slow process taking minutes or sometimes an hour rather 
than the few tens of seconds required for CT imaging. During the long exposure, the patient moves 
for a variety of reasons including breathing. When a patient breaths freely during a CT, SPECT or PET 
scan the base of the lung, the diaphragm and the liver move down and up as the patient breathes in 
and out. Other organs and the intestines also move during the breathing cycle. For CT this 
movement causes some parts of the anatomy to be imaged twice and other parts to be omitted; for 
SPECT and PET it causes blurring. In a combined PET/CT scan, in addition to attenuation correction of 
the PET data, the CT data is used to provide anatomical information to improve the accuracy with 
which tumours may be located in the PET image. A slight displacement of the diaphragm in the CT 
scan as a result of breathing motion can lead to a substantial error in estimating the concentration of 
tracer in the PET image. Figure 1-1 shows an example of an attenuation correction artefact that has 
occurred as a result of breathing motion displacement of the diaphragm. The PET images, on the 
right, have been reconstructed with CT based attenuation correction. The blue arrows indicate an 
area of decreased metabolic activity, a 'cold artefact', at the top of the liver. When tumours are near 
boundaries of organs involved in breathing motion, locating of tumours can be severely hindered. 
The oncologist may need to decide, for example, whether a tumour is in the base of the lung or in
the top o f the liver; fu rther treatm ent and patient outcome may be significantly different depending 
on the true location. Figure 1-2 shows a 3D PET image in which the blurred lesion is d ifficu lt to 
detect and its location, whether at the base o f the lung or the top of the liver, is not clear. A study of 
PET/CT images of 300 patients showed that in 2% of patients the ir liver dome lesions were 
incorrectly located in the right lung and the probable cause was breathing motion differences 
between CT and PET [2] . In another study [3] o f 100 consecutive patient studies, there was 
misalignment between PET and CT data o f more than 2 cm in 34 of the studies due to  respiratory 
motion.
#
d
CT PET
Figure 1-1: Illustration of a respiratory motion related artefact on PET images (right) reconstructed with CT 
based attenuation correction, (a) and (c) are coronal and sagittal CT images, (b) and (d) are coronal and sagittal 
^^F-FDG PET images. The PET images on the right have been corrected for attenuation based on the CT image 
and a region of decreased metabolism is seen at the level indicated by the blue arrows as a cold artefact. 
Taken from Zaidi [4]
Figure 1-2 On the left (a) is a 3D PET image showing the effect of breathing motion blur; the lesion indicated by 
the red arrow is barely discernible. On the right (b) is a PET image from a 4D data set in which the lesion is 
much clearer.
All medical imaging modalities are being actively developed and fo r SPECT and PET the image 
resolution is steadily improving. The spatial resolution of PET instruments in general clinical use is 
around 5mm. However, the diaphragm moves between 10mm and 20mm during quiet breathing so 
the effective resolution in the area near the diaphragm is 10mm to 20mm. Current research 
instruments have resolutions o f around 2mm. These improvements in spatial resolution mean that 
the blurring due to  breathing becomes more apparent in the resultant images and a means of 
reducing this problem becomes increasingly necessary.
A method of alleviating breathing motion blur fo r the modalities tha t have shorter acquisition times, 
such as CT scans and some MR scans, is simply to  have the patient hold the ir breath during the ten 
seconds or so o f acquisition. However, it has been found that the repeated breath holds necessary 
fo r an NM scan are usually too arduous for the typical patient, who may be elderly and infirm , to 
sustain [5, 6].
Breathing motion correction may be tackled from tw o different approaches. Both approaches 
require some measurement o f the patient's breathing state be fed to the recording instrument, a 
PET or SPECT camera, in real time. This general data flow  is termed the breathing signal and it can 
vary from being simple to  being sophisticated. A simple signal might be the tension in a chest band 
worn by the patient or the height of a reflective marker placed on the patient's chest above the tip  
o f the sternum, each w ith a tim e stamp. A more complex signal might be the movement o f an array 
o f markers placed over the chest and abdomen.
The first approach is to  encourage the patient to  breathe more regularly so that relatively simple 
breathing signals from the patient better conform to  simple assumption w ith in the camera, resulting 
in improved results. One method is to feed back the breathing signal, or at least some part o f it, to 
the patient in the form  o f a trace on a display. A fter some practice, a proportion of patients are able 
to  synchronise the ir breathing w ith the displayed 'ideal' trace. Another method is to  adapt an 
electro-mechanical ventilator which is used to indicate to  the patient when to  breathe and when to 
hold breath. An alternative approach would be to  have the patient breathe freely and have more
sophisticated monitoring of their breathing state. This would enable more control of the image 
capture and could, for example, stop acquisition during periods of excessive movement or be the 
basis for a system which estimates internal organ configuration from the external configuration and 
controls gating in real time.
In both approaches, a breathing signal may be used to identify a particular phase or amplitude of 
breathing and record events only when in that phase or amplitude range, thereby producing a single 
image. This single gate reconstruction method uses only a small proportion of emissions. This has 
the considerable disadvantage of greatly extending the duration of the scan in order to maintain 
image quality. A more sophisticated gating method together with a more sophisticated breathing 
signal allows the capture of all events to construct a cycle of images.
In the breathing motion correction literature either a single corrected image is produced directly [7, 
8] or a breathing cycle of images are registered prior to being summed to arrive at a final image 
having reduced noise [8, 9]. Lamare et al [7] have demonstrated a method that leads to the 
production of a single corrected image without discarding a large proportion of the events. 
However, a problem reported by Lamare et al with that approach was that a single affine 
transformation was incapable of expressing typical breathing motion [7]. In methods that involve 
summation of aligned images, a breathing signal is used to divide raw event data into a number of 
phase specific or amplitude specific bins, assuming no motion within each bin [10]. The cycle of 
images is reconstructed and registration techniques are used to spatially align all images, in order to 
remove differences due to breathing motion, before summing to reduce noise in the final NM image.
For the work in this thesis, we assume the availability of a breathing cycle of CT and corresponding 
NM images without knowledge of the method of capture. This work has concentrated on the 
registration of the set of CT images with respect to one chosen reference image and the subsequent 
construction of statistically independent spatially aligned NM images which are summed to improve 
the signal to noise ratio of the final, single NM image. The manner of performing the CT 
registrations, which is referred to as Virtual Dissection (VD), is intended to offer improved 
registration accuracy that is at least comparable to currently available methods of whole torso 
registration such as those based on the cubic B-spline technique [11] [12]. In VD, the torso is divided 
into separate organs which are individually registered using a selection of registration methods. The 
resulting registered organs are reassembled as a 3D mosaic to obtain a final image.
1.1 Contribution
A method to correct breathing motion in whole torso NM images is demonstrated. There are three 
major contributions:
•  A segmentation tool was developed in order to provide a decomposition of the CT images 
into separate 3D shapes corresponding with the organs of a torso. It is based on the fuzzy c- 
means (FCM) algorithm [13,14] and a 2D extension to FCM, Improved Fuzzy C-means (IFCM) 
[15]. This development, referred to as 1FCM3D, was to extend IFCM to 3D.
•  Two implementations of the Iterated Closest Points registration algorithm were developed 
and validated. The first determines a locally optimal rigid transformation (6 degrees of
freedom). The second determines a locally optimal affine transformation (12 degrees of 
freedom).
•  A three stage process of virtual dissection is demonstrated in which individual organs 
isolated from the CT image of a torso are separately registered, and from which sections of 
an image wide deformation vector field are derived. These deformation fields are combined 
in a 3D mosaic and used to form a composite or mosaic 3D final image.
The major contributions are expressed as MATLAB® m-code. Each was written to be abstract and re­
usable. There is a much larger body of supporting m-code and shell scripts which are used to 
coordinate the application of the major contributions themselves. Where existing MATLAB® facilities 
were available they were used. For example, the routine to do singular values decomposition of a 
matrix, the construction of distance transforms of images and the basic morphological operations. 
Where code has been obtained from other third parties it is clearly stated in the thesis. In all other 
cases, and covering a large majority of the functionality, the code was developed personally from 
scratch.
The Virtual Dissection aspects of the contributions have been published in conference proceeding:
•  Early Virtual Dissection: NCAT, ICP(6).
Jones, J., E. Lewis, et al. (2009). A virtual dissection based registration to model patient- 
specific respiratory motion. IEEE Nuclear Science Symposium Conference 2009, Orlando, FL
Wells, K., B. Goswami, et al. (2009). A Flexible Approach to Motion Correction in Nuclear 
Medicine. IEEE Nuclear Science Symposium Conference 2009, Orlando, FL
•  Interface with a particle filter developed by others.
Abd Rahni, A. A., E. Lewis, et al. (2011). Respiratory Motion Estimation in Nuclear Medicine 
Imaging using a Kernel Model-based Particle Filter Framework. IEEE Nuclear Science 
Symposium/Medical Imaging Conference (NSS/MIC), Valencia, SPAIN.
•  Virtual Dissection: XCAT, ICP(6), ICP(12), AIR.
Jones, J., E. Lewis, et al. (2011). Mosaics of polynomial transformations giving a patient 
specific registration to reduce breathing motion artefacts. 2011 leee Nuclear Science 
Symposium and Medical Imaging Conference.
In addition to the papers above, a paper based on the results of the most recent version of virtual 
dissection is in preparation for publication in a peer reviewed journal.
1.2 Structure of thesis
Chapter 2 provides a background to medical image capture. The NM modalities, PET and SPECT, and 
the CT modality are described and particular attention is given to dual modality PET/CT and
SPECT/CT instruments. Chapter 3 discusses the breathing motion correction problem as a whole and 
presents the overall proposed method to correct breathing motion in NM images. The test datasets 
and the means by which test NM images were obtained are described.
In Chapter 4, one of the fundamental requirements of virtual dissection, a segmentation of all organs 
within each CT frame, is described. The development of a segmentation method which extends an 
improved fuzzy c-means segmentation algorithm (IFCM) to three dimensions (IFCM3D) is presented 
along with two approaches to improving the performance of IFCM3D.
In Chapter 5, the three independent registration methods and their variants that are used in VD are 
described. The Iterated Closest Points (ICP) algorithm is presented as two independent 
implementations offering solutions as rigid transformations from ICP6 or affine transformations 
from ICP12. The second registration method employed is an extension of linear transformations 
based on polynomial basis functions and the third registration method models registration 
displacements using cubic B-Splines.
In Chapter 6, the segmentation and registration techniques described in Chapters 4 and 5 are 
applied together in the Virtual Dissection pipeline and results of registration accuracy in the context 
of breathing motion correction are presented.
Chapter 7 summarises the contributions of the thesis, presents conclusions and suggests further 
work.
2 Overview of Medical Im aging
This chapter provides general background information about the process of capturing medical 
images. It covers the essential physics of the instruments used in medical image capture and the 
radiopharmaceuticals used. Section 2.1 describes 3D images and the means of their construction 
since both topics are relevant to several of the different modalities to be described in later sections.
2.1 3D Tomographic images
3D tomographic images are generated by most of the imaging modalities described in this chapter as 
the output of medical image capture; they are the point of departure for medical image processing. 
It is frequently the case that a tool or technique can be directly applied to images acquired using any 
or all of the modalities involved. It is also true that some processing techniques are designed to 
operate on images from a particular modality and may give unsatisfactory results when applied to 
other modalities.
A 2D image captured with a digital optical camera is usually of a 3D scene within a transparent 
medium such as air or water. The images reflect what is closest on a line from the picture element 
through the centre of the lens to the first non-transparent object in the scene. Anything 'behind' 
these closest objects from the camera viewpoint is not visible in the image captured. A flat 2D image 
may be considered to be composed of a series of coloured tiles. The overall images tend to be 
rectangular but with a variety of aspect ratios. Similarly, the tiles themselves tend to be rectangular 
(usually squares) and are termed pixels, (picture elements). At normal magnification the pixel sizes 
tend to be too small to be interpreted as discrete tiles and the brain interprets them as continuous 
images rather than an array of pixels.
A physical model of a 3D image may be thought of as a number of equal sized cubes (voxels or 
volume elements) stacked regularly to form a larger cuboid shape, each cube or voxel having the 
same colour on all six faces. If the cuboid is sliced in a horizontal plane between two layers of voxels 
and the layers of voxels above the plane are removed, the surface revealed may be viewed as a 2D 
image. There is such a 2D image for each horizontal layer of voxels. Two other sets of layers exist, 
one for each plane orthogonal to the horizontal slice and parallel to other faces of the stacked cubes.
The medical profession has a long history of using detailed drawings in order to explain the internal 
structures of the body. In particular, cross-sectional drawings depicted the situation after a body was 
sliced through to reveal structures below the skin surface. Three principal planes of slicing: coronal, 
sagittal and transverse were defined. Considering a body lying supine on a plane parallel to the floor 
with toes pointing to the ceiling and the observer standing at the feet and looking towards the head, 
a slice taken parallel to the floor along the head to feet axis would reveal a coronal view. If the slice 
were vertical and intercepted the length of the spine then a sagittal view would be revealed. Finally 
if the slice were vertical and parallel to the plane of the waist a transverse view would be revealed. 
Figure 2-1 shows a body, vertical rather than supine, on which coronal, sagittal, and transverse 
planes are shown.
Sagittal Plane
Coronal Plane
Transverse Plane
Body Planes
Examples of coronal, sagittal and transverse planes of the body. Image from [16]
3D images are 3D arrays of voxel intensities which may be coloured but are mainly grayscale. Each 
voxel may be addressed by three coordinates and there are conventions which relate the coronal, 
sagittal and transverse nomenclature of medical drawings to the more recent medical imaging 
conventions. The imaging conventions are related to  the placement of the body w ith in the 
instrument field o f view (FOV). The x axis corresponds to  le ft/righ t relative to  the image subject; the 
y-axis to  the fron t to  back direction relative to  the image subject; the z-axis runs from the feet 
towards the head end. The medical drawing nomenclature is relative to  the normal straight patient, 
whether standing or supine. The medical imaging conventions involve the suitable orientation of a 
three dimensional coordinate system. It would usually take the planes according to  the usual supine 
patient bed position. Each sagittal slice would have a constant x coordinate; each coronal slice would 
have a constant y coordinate; and each transverse slice a constant z coordinate. The medical imaging 
convention enables the orthogonal planes to be isolated fo r display simply via the three coordinates. 
Placing the patient in the usual position on the bed o f the instrument is generally sufficient fo r the 
tw o sets o f planes to coincide. Obtaining slices not normal to one of the instrument's coordinate 
axes is more involved since it may involve interpolation to  achieve a good image.
2.1.1 Imaging nomenclature
The following nomenclature will be used.
la An image identified by a
Ir A reference image
h A floating image
R A rotation matrix 3x3 having components Rij
A An affine matrix having components Aij
T A transformation
L A translation having components Lj
^a Image specific coordinates
Image a  ; intensity at position x
2.1.2 Tomography
The word tomography implies the production of full 3D images from a series of planar image 
projections. The previous section described what is meant by a 3D image and this section will 
describe how they are built as part of the image capture procedure. There are many ways to 
accomplish this 3D image building task but two categories cover the vast majority of methods: 
Filtered Back Projection (FBP) and Iterative Reconstruction (IR). Both methods give an estimation of 
the true result and there is the usual trade-off of accuracy and computational effort. IR tends to give 
the best results, in terms of fewer image artefacts, but requires more computation. For the bulk of 
the work in this thesis the particular method of reconstruction is immaterial. However, for the 
acquisition of Nuclear Medicine images as test data, a choice of method was necessary. The 
software being used to construct the test PET images offered three possibilities for reconstruction. 
For reasons that will be made clear in Chapter 3 one of the available FBP methods was chosen.
2.1.2.1 Radon Transform and Filtered Back-Projection
Figure 2-2 shows a simple scene consisting of two objects each having a circular cross-section. For 
each of three angles a projected image of the scene is shown. Imagine that the scene is removed 
from the diagram and each projection is spread or smeared onto a white background sheet. Given 
only the three projections the scene can be reconstructed by projecting the observed data back 
through the imaged space -  hence the name back-projection. Figure 2-3 shows this process where 
rays from each of the "blobs" in the three projections has been spread or smeared back into the 
space. Note that rays from all three back-projections overlap in the regions where the high 
attenuation objects lay and this high density of overlapping rays defines the reconstructed objects.
With only three projections the reconstruction is very crude but as more projections are added from 
all angles then the approximation is refined and becomes more accurate.
Projection 3
rojection 1
Projection 2
Figure 2-2: A scene consisting of two blue blobs and three projections corresponding to projection angles 
1^. ^ 2, O3
Back 
projection 2
Back 
projection 1
Back 
projection 3
Figure 2-3: Back projection with areas of greater colour depth indicating the location of objects of high 
attenuation.
More formally, the acquisition o f a slice of a tomographic image involves measuring the residual 
intensity after a beam has passed through a transverse slice of the patient. For example, in Figure
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2-2, when capturing projection 1, imagine a wide parallel beam of X-rays in the plane of the diagram 
which projects along the line marked 6 i  to the plane of projection (instrument detector) normal to 
the line of projection. Assuming the two blobs in the path of the projection beam have the same 
attenuation coefficient then the proportion of the beam reaching the detector is related 
exponentially to the total distance travelled through the high attenuation medium (blobs). I f / ( x ,y )  
is the attenuation coefficient of the plane which is the scene of Figure 2-2, then the Radon 
Transform (i?) for a projection angle 6 and along a line having perpendicular distance s from the 
origin is defined as:
^  + 0 O  ^  +  00
g(s, 9) =  R ( f )  =  I I f {x ,y )8 {xC os9  -F ySinO -  s)dxdy
— 0 0  oo
2-1
Which, in words, is the line integral along a projection beam at a distance s from the origin at an 
angle of 0. Changing to rotated coordinates so that s represents one coordinate axis and u the 
coordinate axis parallel to the projection beam:
giving, on rearrangement:
leading to:
s =  xCosG -F ySinO 2-2
u  =  —xSind  -F yCosB,
X  =  sCosO — uSinO 2-3
y  =  sSinO -F uCosG,
r + O O
g{s, 6) =  R{f')  =  I f{sCos6 — uSinO, sSinB -F uCosB)du.
J — 00
For the reverse process (Back projection) another transform ('B) is defined:
/ ( x , y )  =  'B (R ( f ) )  =  'B(g) =  I g{xCosB -F ySinB) dB .
Where /  is the estimate of the original scene / .  This operator represents the accumulation of all the 
projections that pass through (x,y). This is a blurred image showing the star artefacts suggested by 
Figure 2-3. The process of de-blurring this image is best achieved by applying a one dimensional filter 
before the back projection process rather than the more obvious 2D filter after the back projection. 
That step relies upon the central slice theorem which states that the one dimensional Fourier 
transform with respect to s of g(s,0) is equal to the central slice, at an angle 0, of the two 
dimensional Fourier transform of f(x,y). That leads to the relationship, which is simply stated here, 
with F standing for the one dimensional Fourier transform, F2 the two dimensional Fourier transform 
and R the Radon transform. As before, f is the attenuation map being reconstructed, s is the 
perpendicular distance from the origin to the projection line and 0 the angle of the projection line:
F2 \f{sCosB,sSinB)] =  F [R {f] ] (s ,B ).  2-6
2-4
2-5
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2.2 Medical Imaging Modalities
There are many different ways to  produce images of the human body, each distinguished by the 
type of electro-magnetic radiation measured. The type of technique used is referred to as the 
imaging modality. The most common modalities are:
2.2.1 Projection X-rays
These are 'trad itional' X-rays which involve passing a beam of X-rays through the subject volume, 
e.g. a wrist and form ing an image whose contrast is modulated by the differences in attenuation of 
the tissues through which the beam passes. The single image formed has all the structures w ithin 
the FOV merged into a single fla t image. The pixel intensities may be affected by multiple 
overlapping structures making interpretation difficult.
%
Figure 2-4: A traditional X-ray image demonstrating that the projection image merges structures from different 
depths within the imaged volume.
2.2.2 X-ray Computed Tomography
X-ray Computed Tomography (CT) is a development o f traditional projection X-rays. It involves taking 
a number o f projection X-rays around the patient. Typically there is one degree or two degrees of 
rotation around the patient between projections. These projections are converted, using computers, 
into 3D tomographic images as described in2.1.2. CT is central to  the work described in this thesis 
and is described more fully in section 2.4. Figure 2-5 shows an example of a transverse slice from a 
tomographic CT image.
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Figure 2-5: A transverse slice at approximately heart level from a CT image. [17]
2.2.3 Single Photon Emission Computed Tomography
Single Photon Emission Computed Tomography (SPECT) is a Nuclear Medicine (NM) modality. The 
image is formed from the emissions resulting from the radioactive decay o f chemicals, termed 
radiopharmaceuticals. These are injected or breathed in either before or during the image capture. 
NM images show the distribution of the radiopharmaceutical throughout the body o f the subject. 
Single photon emission refers to the type of radioactive decay which must involve the emission of 
Gamma-ray photons or high energy X-ray photons. Figure 2-6 shows an example o f a SPECT image of 
a torso with the dark regions indicating where the radiopharmaceutical is most concentrated. The 
Nuclear Medicine imaging modalities are further described in section2.3.
Figure 2-6: An example of a SPECT image of a human torso showing the level of detail available. The dark 
regions indicate where the radiopharmaceutical is most concentrated. The radiopharmaceutical is based on 
somatostatin and has an indium-111 radiolabel. [18]
2.2.4 Positron Emission Tomography
Positron Emission Tomography (PET) is a NM imaging modality in which the inhaled or injected 
radiopharmaceuticals em it positrons. Figure 2-7 shows an example of a PET image in which the 
radiopharmaceutical has been distributed throughout the body by the blood circulation and the dark 
region shows that the heart has sequestered proportionately more than the general level. PET offers 
higher resolution images than SPECT. PET is covered in more detail in section2.3.3.
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Figure 2-7: Example of a PET image showing the level of detail available. The dark region shows where the 
heart has sequestered proportionately more than the general level. [19]
2.2.5 Magnetic Resonance Imaging
Magnetic Resonance (MR) Imaging relies upon the magnetic properties of atomic nuclei, particularly 
the hydrogen-1 or proton nuclei present in practically all molecules in the body. It is a modality 
which detects radio-frequency photon emissions and converts them into 3D tomographic images. 
When the patient is appropriately positioned w ithin the scanner and a strong uniform magnetic field 
is turned on, the nuclear spins o f the protons w ithin the FOV of the instrument gradually align 
themselves w ith the direction of the magnetic field. A brief pulse of radio frequency photons of a 
particular frequency (resonance frequency) and duration is transm itted through the FOV. This pulse, 
termed a 90° pulse, has the effect o f synchronising and rotating the axes o f spin to  lie w ithin planes 
normal to  the uniform magnetic field. Once the radio frequency current is switched off, the spins of 
the protons gradually revert to  the ir original orientation parallel w ith the main field. During this 
relaxation, a radio frequency signal is generated whose frequency is proportional to  the magnetic 
field tha t the protons are exposed to and which can be measured w ith receiver coils. The result 
would be a monochrome glow emanating from the patient, at a radio frequency rather than a visible 
frequency. In order to produce an image of a cross-section of tissue, immediately after the radio 
frequency current is switched off, a well-calibrated non uniform magnetic field (the gradient field) is 
applied across the tissue such that a certain value of magnetic field is associated w ith a particular 
location in the tissue i.e. the local field varies spatially throughout the FOV rather than being 
uniform. Since the generated radio frequency signal is proportional to  the magnetic field, a 
particular proton signal frequency can be assigned to a location in the tissue. Further information 
about the tissue in the FOV is revealed by the rate at which the amplitude of the signal decays. The 
task of the MR instrument is to  decode these signals into a 3D map of proton density and decay 
constants associated w ith particular tissue types. Figure 2-8 is an example of a transverse slice from 
an MR study. It shows tissue d ifferentiation w ithin the heart.
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Figure 2-8: Example of a transverse slice through the chest at the level of the heart. Image from [20].
2.2.6 Ultra-Sound
Ultra-Sound (US) imaging is a modality in which pulses of high-frequency sound are transm itted into 
a region of the body directly below the US transceiver. The image is formed based on the reflections 
o f the transm itted pulses from the boundaries between different tissue types in the path of the 
ultra-sound beam. The US transceiver may be slid over the skin of the patient and angled so that 
several images, from different angles, may be combined to give images on a computer m onitor. 
Depth is encoded w ithin the images by means such as different colours fo r d ifferent depths. 2D and 
3D US are used for images involving small parts of the body such as a pregnant womb or limb jo in t. 
Figure 2-9 shows a '3D' image of a 20 week foetus. Here '3D' does not imply a tomographic image in 
the usual sense even though the image is based on a series of projections; rather the image is a 
rendering of a 3D surface into a 2D projection image.
5>
Figure 2-9: A '3D' Image of a 20 week foetus. [21]
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2.3 Nuclear Medicine Imaging
A significant benefit o f NM is tha t spatial variations in the inhaled or injected radiopharmaceutical, 
which form  the NM images, show the functional behaviour at each position w ith in the FOV. Often 
change in function is indicative o f pathology and occurs before corresponding anatomical changes 
are visible in, fo r example, CT.
2.3.1 Radiopharmaceuticals.
Both SPECT and PET require the administration o f a radioactive compound, a radiopharmaceutical, 
to  the subject or patient. A radiopharmaceutical is synthesised by attaching a radioactive isotope to  
a biologically active compound, termed a ligand, to  form  a radioactive compound which remains bio- 
active fo r all or part o f the pathways in which the original ligand is active. Some o f the criteria which 
must be met in order to  make a practical radiopharmaceutical are;
1. It must be possible to  detect some o f the disintegration products. For PET there should be a 
positron emission which results in tw o characteristic y-ray photons. For SPECT there should 
be at least one high energy x-ray photon o r y-ray photon em itted directly from the isotope 
nucleus.
2. It must remain bio-active fo r some or all o f the pathways o f the original ligand.
3. The environment fo r the construction and use o f the radiopharmaceutical must be suitable 
to  its rate o f decay. Some radioactive components w ill have such a short half-life tha t it is 
practical to  use them only when made in a nuclear reactor or cyclotron on the same site as 
the imaging instrument. Others (or a precursor o f them) can be manufactured in a nuclear 
reactor and periodically transferred to  the imaging site.
4. The rate o f decay must be sufficiently fast so tha t Images may be formed in a reasonable 
tim e but must be slow enough tha t the logistics o f administering the radiopharmaceutical 
are practical.
5. The life o f the radiopharmaceutical in the tissue being imaged must be long enough fo r a 
measurable change in concentration to  accumulate before imaging and short enough that 
the subject does not remain a radiation hazard fo r too long.
For the PET m odality frequent use is made o f Fluorodeoxyglucose (^^F — FDG) which is an analogue 
o f glucose w ith  radioactive fluorine substituted fo r one glucose hydroxyl group. SPECT has many 
radiopharmaceuticals based on Technetium-99m which emits a 140 keV photon. Both of these radio 
chemicals have characteristics which conform to the criteria listed above.
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2.3.2 Single Photon Emission Computed Tomography
SPECT involves detecting the photons em itted as an injected or inhaled radiopharmaceutical decays. 
The capturing instrument is called a Gamma Camera since the wavelength of the photons 
corresponds to gamma rays, and is shown schematically in Figure 2-10.
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Figure 2-10: Shows a Gamma Camera head positioned above the abdomen during the acquisition of a life-sized 
image [116].
Gamma photons are em itted from  the radiopharmaceutical distributed throughout the body of the 
subject. The em itted photons interact w ith electrons and nuclei o f atoms in the tissue by Compton 
scatter or photoelectric absorption and a proportion of those that leave the body are directed 
towards the camera's collimator which is a thick plate made o f a material w ith a large attenuation 
coefficient, such as lead or tungsten. The collimator has many parallel narrow holes perpendicular to 
the plane of the plate. The effect o f this construction is tha t some o f the photons which are parallel 
or nearly parallel to  the collimator holes pass through the collimator but other gamma photons are 
absorbed by the collimator. The parallel beam of gamma photons passing through the holes o f the 
collimator encounters a scintillation crystal. Some collisions o f the gamma ray photons w ith the 
scintillation layer result in the emission of photons o f an optical frequency. A proportion of these will 
enter an array of Photomultiplier tubes (PMT) combined w ith electronic circuitry which together 
aggregate the outputs from the PMT array to estimate the 2D coordinates o f the original optical 
photon emissions. When the photocathode of a PMT is struck by an optical photon, an electron is 
knocked out o f the electrode and into a strong electric field. This field accelerates the electron down 
the length of the PMT, striking charged plates and causing an avalanche o f electrons which becomes 
large enough to trigger the detection circuits. The small electrical current is fu rther amplified so that 
the signal can drive the input stage o f the position decoding electronics. The tota l effect is tha t the 
point of emission o f a single Gamma photon w ithin the patient may be isolated to  a cone w ith 
diameter o f around 2-3mm. If the camera holds position, then a life-sized projection image w ill be 
formed. If the Gamma camera head is moved so that the collimator is at a new angle, a d ifferent 
projection will be recorded. A series of such planar images (120 -  180) are computed to  construct a 
3D tomographic image as described in section 2.1.2. In Figure 2-10 the scintillation crystal is made of 
sodium Iodide but several d ifferent materials are employed as scintillators. The role o f the PMT may
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now be performed by solid state devices. A typical SPECT scan requires 20 to  40 minutes which 
means that patient breathing motion and other motion is inevitable.
2.3.3 Positron Emission Tomography
The radioactive decay involved in PET must include the emission of positrons which scatter through 
surrounding tissue until the ir speed is reduced to  thermal levels whereupon they annihilate on 
collision w ith electrons. The distance travelled by a positron before annihilation is approximately 1 
mm. In the laboratory frame, the annihilation results in tw o characteristic photons travelling in 
almost opposite directions. In the frame in which the annihilation took place the characteristic 
photons travel in exactly opposite directions. Figure 2-11 shows, schematically, a ring o f gamma ray 
detectors and how an annihilation event w ith in the body of the subject leads to  photon detection at 
points A and B.
—  PET scanner
coincident photon pair
Figure 2-11: A schematic diagram of a single ring PET detector.
For the PET instrument to  detect an event, it is necessary that both characteristic photons are 
detected on opposite sides of the instrument. The basic premise of PET image reconstruction is that 
the 'event' occurred somewhere close to the straight line joining the pair of detectors which is 
termed the Line of Response or LOR. The detectors are similar in concept to the Gamma camera 
head. The scintillation crystals are constructed in small blocks so that they can be assembled into 
rings. PMTs were once the lim iting factor in miniaturising the detectors; now solid state detectors 
are available. As the number of crystal rings increases the number of bed positions required to cover 
the region o f the body being studied decreases. The increased number o f rings also increases the 
sensitivity o f the instrument. W ith a single crystal ring, only events which lie in the plane of the ring 
are detected. W ith tw o rings, as well as recording tw ice as many coincidences w ithin the tw o planes, 
termed direct planes, there are the coincidences where a detector from each ring may be involved, 
termed cross-plane. Both factors serve to reduce the imaging tim e or reduce the 
radiopharmaceutical dose administered. However, the rate of detection also imposes more load on 
the electronics. A typical PET scan currently takes between 5 and 30 minutes.
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2.4 X-ray Computed Tomography Imaging
The first commercial x-ray CT scanner was invented by Sir Godfrey Hounsfield and the first patient 
brain scan was performed in 1971 in London. Hounsfield and Alan McLeod Comack shared the 1979 
Nobel Prize in Medicine fo r the ir independent contributions to  the field. The technique has 
undergone, and is still undergoing, tremendous development.
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Figure 2-12: Schematic diagram of the layout of a CT scanner. It shows the gantry which rotates with the X-ray 
tube and at the opposite side of the gantry, the detectors attached. It shows a fan-beam of x-rays collimated 
to form one projection of the patient.
Figure 2-12 shows a schematic diagram o f the layout o f a CT scanner. During a scan. X-rays em itted 
from the X-ray source attached on one side of the gantry pass through the patient and are collected 
by the X-ray detectors attached to  the opposite side. The intensity attenuations o f the detected X- 
rays depend on the density and composition of the tissue being imaged. The edges of the fan beam 
are tangents to the edge of the circular FOV. The supine patient is moved through the central bore 
of the instrument and hence the fan beam illuminates consecutive trans-axial sections o f the 
patient. Recent developments use a much larger detector area illuminated by a cone-shaped-beam 
in what is called a multi-slice configuration. The maximum number of simultaneous slices has 
increased steadily and is currently around 64. The many projections taken during each rotation are 
processed together to  produce a tomographic slice either using FBP or using one of several available 
iterative reconstruction algorithms. W ith modern instruments, voxel sizes can be as small as 0.5mm. 
As the acquisition time is o f the order o f ten seconds the problem o f breathing motion artefacts can 
be addressed by the patient holding their breath a few times.
The quality o f CT images varies w ith the radiation dose. Higher doses generally result in a better 
signal to  noise ratio. However the radiation dose associated w ith a CT scan can be the largest dose
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component incurred during an NM study where the main use of the associated CT may be fo r the 
attenuation correction required as part o f the NM image. There have been efforts to reduce the 
radiation dose by using lower X-ray tube currents, low-dose CT, and there are ongoing 
improvements in dose reduction by rapid variation in tube potential in response to varying patient 
attenuation or by having more than one X-ray tube operating simultaneously. Dual Source CT. All 
these variants are attempting to  reduce the ionizing radiation dose associated w ith CT and tailoring 
the characteristics o f the CT image depending on the intended use of the image.
2.5 Dual Modality instruments
NM images are fa int and blurred, i.e. they have long acquisition times and low signal to  noise ratios 
and this makes interpreting anatomy w ithin the images difficult. The current PET instruments 
produce images having voxels approximately 2mm in size; CT instruments can acquire tomographic 
images w ith voxel sizes of less than 1mm. A CT image of an entire torso can be acquired in less than 
a minute while SPECT and PET require in the region o f 20 minutes. While CT provides excellent 
anatomical detail, SPECT and PET provide poor detail but provide information about vital biological 
function. Together these complementary images are extremely useful. Attempts have been made to 
co-register and overlay NM images w ith CT images so that the visible anatomical landscape from  the 
CT image could be used to interpret the differently coloured overlaid NM image. CT and NM images 
are typically overlaid but have different colour ranges so that, fo r example, a region of high uptake in 
an NM image may appear as a bright coloured object standing out from  a region of the CT image 
displayed in normal grey-scale. When separate NM and CT instruments are used to obtain the 
corresponding images, even when the acquisitions are closely separated in time, it is d ifficu lt to 
ensure a patient adopts identical poses. Accounting fo r this motion between CT and NM images is 
difficult. The introduction o f combined NM/CT instruments enables patients to  remain still and 
relaxed during both image acquisitions and the common bed geometry enable the images to  be 
more accurately registered.
Figure 2-13: A combined PET/CT instrument, with the conventional axis layout overlaid. The PET and CT 
gantries are one behind the other around the unusually deep bore. They have a common central axis. [22]
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In the dual modality instrument, CT and PET images are captured sequentially and combined into a 
single co-registered image, termed a fused image. The patient maintains the ir pose throughout both. 
A combined PET/CT instrument is shown in Figure 2-13. Usually the CT scan is done first since it is 
required to  assist attenuation correction during PET reconstruction. Instruments w ith this 
functionality have tw o benefits: the patient is not moved between scans and the fixed geometry of 
the separate scanners means there is no problem fusing the two images into one; the properly 
registered CT image is available to  assist in the reconstruction of the PET image.
Figure 2-14 shows a combined SPECT/CT instrument which has advantages analogous w ith those of 
the PET/CT instrument.
Figure 2-14; A combined SPECT/CT instrument. This camera has two gamma camera heads enabling two 
projections to be acquired simultaneously [23].
Figure 2-15 shows an example of the type o f fused image produced by combined PET/CT 
instruments. It shows a coronal whole body image from the CT components (A), the equivalent 
image produced by the PET components (B) and finally these tw o images overlaid and the colours of 
the PET data adjusted to stand out (C).
.-r* 4t
Figure 2-15: Taken from [24]. images from a PET/CT instrument. A) Coronal whole body CT; B) corresponding 
PET image; C) Fused image;
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2.6 Attenuation and Hounsfield units
The linear attenuation coefficient is a measure o f the loss o f energy in a th in beam o f photons as it 
passes through a material. For a uniform material o f thickness x  and \f le x it 's the intensity measured 
at the point where the beam exits the material and lentry is the intensity o f the beam at the entry 
point to  the material:
^exit ~   ^e n try  ^
where is the linear attenuation coefficient per unit length. The lost photons are due to absorption 
and scatter. When calculating the loss through a material which varies in attenuation, e.g. fo r a 
SPECT, PET or CT image, the integral along the path from  Pstart Pend is :
P end
h x i t  =  j  le n t ry e
Pstart
h x i t  =  h n t r y ^  ^Vstart^^'^^'^'^ .
In the case o f voxelised images each line integral passes through a series o f voxels each o f whose 
average attenuation is known. The line integrals become a sum o f the contributions o f each voxel in 
the path. There are several articles in the literature covering the challenging task o f determining the 
path lengths w ith in each voxel both accurately and speedily [25] [26].
The attenuation map output data from  XCAT, the computational phantom used to  provide one of 
the datasets used fo r work in this thesis [27], are voxelised images where the voxel values are the 
average linear attenuation coefficient o f the tissue represented by the voxel. The voxel coefficients 
are corrected fo r attenuation in the sense tha t a given tissue type w ill have the same voxel average 
value wherever in the image the tissue type is present. CT images which have been corrected fo r 
attenuation are examples o f attenuation maps but a linear transformation is applied to  the 
coefficients based on the linear attenuation coefficients o f air and water to  give Hounsfield Units 
(Hu)
( ^ {m a te ria l) -  ^ (w a te r ) \
H u (m a te ria t)  =  - 1 0 0 0 1--------------------- -----------r—  ) ,
\  p (a ir )  -  fi(w a te r) j
which on examination indicates H u {w ate r)  =  0 and H u (a ir )  =  —1000.
Some typical Hu values are: kidney: 30 ± 10; blood: 55 ± 5; muscle: 45 ± 5; liver: 65±5. Sande et al. 
[28] point out tha t measured Hu is influenced by many factors such as spectral energy, filtra tion  of 
the x-ray tube and the reconstruction algorithm.
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2.7 NM image artefact correction
Each of the four main 3D imaging modalities used in diagnostic medicine, namely CT, MR, SPECT and 
PET, requires considerable computer e ffo rt to  convert the raw instrument data into the best 
achievable tomographic images. Despite this e ffort, errors in images, termed artefacts, arise in many 
ways. Some artefacts are intrinsic to  the imaging instrument while others may be due to the subject 
moving during image capture.
In the case of NM, where the desire is to measure the uptake of the radiopharmaceutical, it is very 
im portant that valid corrections are made to  the data. Some corrections apply to both PET and 
SPECT, though there may be variations in the techniques used due to  instrument differences. These 
are attenuation correction, scatter correction, dead time correction, instrument specific geometrical 
corrections and instrument normalisation. PET requires, in addition to  these, a fu rther geometrical 
correction known as arc correction and also correction fo r random coincidences.
Attenuation leads to underestimation of the radiopharmaceutical concentration and arises when 
photons are lost due to interactions in the patient. The attenuation depends on the patient's size 
and other anatomical details. In the case o f PET, a positron which is em itted just below the patient's 
skin may result in two photons, one o f which may have a short distance in which to  be attenuated 
whilst the other may have to negotiate almost the entire 'diameter' o f the torso before being 
detected. Accurate attenuation maps o f the patient can be obtained by conducting a lengthy 
transmission scan w ith a known line source rotating around the patient. However, attenuation 
correction may now be accomplished by the use o f combined CT/PET and CT/SPECT instruments 
where the patient remains stationary on the instrument bed during both scans. An initial CT scan is 
taken w ith the patient holding breath and this provides an accurate attenuation map which is used 
in the process of reconstructing the PET/SPECT image. The improved attenuation correction leads to 
improved quantitation enabling more accurate measurement o f radiopharmaceutical uptake which 
is useful fo r patient monitoring and, fo r example, drug evaluation.
= Annihilation event 
= Gamma ray 
= Assigned LOR
True
coincidence
Scattered
coincidence
Random
coincidence
Figure 2-16: The characteristics of true, scattered and random coincidences
23
In the case of PET, detected coincident events are termed true, scatter or random events. Figure 
2-16 illustrates the three situations in which two photons are detected as coincident events. In the 
true event (a), the two detected photons have arisen from the same positron annihilation and have 
not changed direction before detection. In a scatter event (b), one or both of the two photons 
undergo Compton scatter in the body before detection and a line drawn between the two detectors 
does not pass through the point of annihilation; it is likely that the coincidence will be assigned to 
the wrong LOR. Scattered coincidences add background to the distribution of true coincidences 
resulting in reduced contrast and overestimation of radiopharmaceutical concentration. A random 
event (c) occurs when the two detected photons have arisen from two separate annihilations. The 
rate of random coincidences increases approximately with the square of the activity in the FOV and 
the distribution of events is fairly uniform across the FOV. If not corrected for, radiopharmaceutical 
concentration will be overestimated. The number of scatter and random events depend on the 
volume and attenuation characteristics of the body being imaged and on the geometry of the 
camera. Scatter and random events may be reduced by narrowing the energy and coincidence time 
window settings and limiting the FOV activity, but any residual scatter and random counts may also 
be subtracted from the data set using other techniques [29].
Dead time is the interval which follows the detection of a photon during which the various PET or 
SPECT instrument components reset themselves in preparation for another detection event. It 
leaves a time window during which coincidences will not be detected and, unless accounted for, will 
result in an underestimate of coincidences.
Instrument normalisation is an instrument specific process which applies to both PET and SPECT 
instruments. Some of the components in the instruments are replicated many times e.g. in a SPECT 
instrument there may be in the order of 20 photomultiplier tubes and in a PET instrument, several 
thousand scintillator crystals. The tolerances to which these components are built and their 
individual modification during normal use means they have a range of sensitivities. Similarly, the 
immediate physical surroundings, in the form of other detectors or instrument components such as 
septa, mean that different instances of the same component will detect different numbers of events 
in similar circumstances. Accounting for such differences is termed normalisation and the aim could 
be described as ensuring that the image captured whilst the FOV is occupied by a uniform phantom 
source is uniform.
In PET, the physical layout of the detector ring around the FOV means that vertical LORs at the 
centre of the FOV enter the detector ring almost perpendicular to the detector crystal surface and 
the distance between LORs is equal to the width of the detector crystals. However, those at the limit 
of the FOV enter the crystals at an angle. The horizontal distance between successive vertical LORs 
decreases sinusoidally as the distance of the LOR from the centre of the FOV increases. This is shown 
in Figure 2-17. Correction of this effect is called arc correction. A PET reconstruction that did not 
account for this variation would lead to a different uptake estimation of the radiopharmaceutical 
depending on the offset from the centre of the FOV.
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Figure 2-17; The need for arc correction to take account of the variation in distance between crystal centres 
depending on the radial distance from the centre of the FOV.
Artefacts due to  variation in patient size and shape have also to  be accounted for. Emissions from  
very large patients involve more scatter than for small, thin patients. Patients undergo voluntary 
motion, such as re-arranging themselves to  improve comfort, and involuntary motion, such as 
heartbeat and normal breathing.
The inclusion of corrections in the early stages of producing tomographic images means that 
subsequent stages can make valid conclusions about the uniform ity o f images. For example, it allows 
the assumption that all voxels have the same dimensions, or tha t the concentration of a particular 
radiopharmaceutical may be calculated in the same way irrespective o f where the voxel is found. If 
starting images are as free o f instrument artefacts as is possible then any subsequent algorithms can 
be run w ithout significant alteration on similar instruments from any manufacturer.
2.8 Summary
This chapter describes several common imaging modalities used in medical diagnosis and treatm ent 
planning w ith the emphasis on the NM modalities and CT. MR and US are generally considered non- 
invasive whilst PET, SPECT, CT and X-ray have an ionizing radiation hazard, albeit a small one. X-rays 
and US are used when an image of a single localized part o f the body is required, whereas SPECT, 
PET, CT and MR are, in addition to imaging smaller parts, used to  image the entire body. The dual 
modalities o f PET/CT and SPECT/CT are described showing that anatomical detail from CT images can 
be combined w ith the biological function images from PET or SPECT to give properly registered 
'fused' images. Some of the corrections that are required during the conversion from raw 
instrument data to tomographic image are considered. One omission from the corrections in the 
reconstruction process is the blurring of NM images resulting from  the inevitable patient motion 
throughout the lengthy acquisition times. Addressing the breathing motion problem requires 
information which is outside that normally available to  the NM instruments as described here.
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Obtaining the data necessary to correct for breathing motion and applying it to make the corrections 
is the topic for the next chapter.
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3 Breathing motion and its correction.
3.1 Introduction
Having covered the background to the processes and instruments involved in NM imaging, we now 
consider the methods associated with attempts to overcome breathing motion artefacts. The 
evaluation of techniques to overcome the breathing motion problem requires representative data. 
The later sections of this chapter describe the representative data used and how it was obtained.
NM imaging is an important diagnostic tool used widely in oncology, drug research and other fields. 
The term NM is used here to imply that a problem or technique under discussion applies to both PET 
and SPECT imaging; possibly with slight differences. The individual terms PET or SPECT are used 
where a technique or problem applies only to the one specific modality.
In addition to the problems of attenuation, scatter etc. for NM imaging, covered in the previous 
chapter, there is blurring due to patient motion such as breathing; a problem for both stand alone 
and combined NM/CT instruments. There does not yet seem to exist a set of generally accepted 
methods which overcome the problems of patient motion during the long acquisition times 
associated with NM imaging. This problem is covered in more detail in the next sections.
3.2 Breathing Motion problem: factors to consider
Acquiring images from combined NM/CT instruments involves an initial CT scan. This scan facilitates 
approximate image fusion and attenuation correction but leaves outstanding the inaccuracies due to 
patient motion. There are several interrelated factors which need to be taken into account when 
addressing the problems resulting from breathing motion. They are listed below and expanded in 
sections 3.2.1 to 3.2.7:
1. the different types of CT scan involved
2. the control features of the scanning instruments
3. the methods used to direct NM events into separate processing categories (gating)
4. the means of monitoring the patient during scanning
5. the form of breathing signals that pass between the scanning devices and the means of 
recording patient breathing, and the styles of breathing measurements themselves
6. the methods used to control and monitor patient breathing
7. the different image correction methods whose feasibility depends on the other factors
These factors are presented as background information and as a brief literature review of the 
breathing motion correction problem as a whole.
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3.2.1 Type of CT scan
3.2.1.1 3D CT scan
The purpose of a 3D CT scan as part of a NM procedure is to provide the basis for attenuation 
correction of the NM image and to be used in image fusion techniques to assist in image 
interpretation.
A single consistent 3D CT image can be accomplished by combining CT images taken in a number of 
bed positions. Currently, each CT image acquired at a particular bed position may have in the region 
of 63 slices and cover a FOV 15 cm in length [23]; hence an image of the thorax and abdomen may 
be accomplished in four or five bed positions. If the patient breathes freely whilst imaging is taking 
place severe artefacts may be present in the image. [4]. For example, the boundary between the 
liver and the base of the lung may appear twice. Since the imaging time in each bed position is short, 
most patients can hold their breath at each bed position and this ensures minimal breathing 
artefact. The next generation of multi-slice CT scanners acquire 160 slices simultaneously [30]. When 
available in combined PET/CT instruments, the increased number of slices will reduce the number of 
bed-positions required and so reduce the need for repeated breath-holds during CT scans.
3.2.1.2 4D CT scan (30 plus Time)
A 4D CT scan, as part of an NM procedure, can be used to provide a breathing cycle of images for use 
in a breathing motion compensation scheme. 4D CT scans involve the production of a series of 3D 
scans. The 3D scans are usually spaced equally in time and the resulting images represent a single 
breathing cycle. At each bed position, CT acquisition is turned on for slightly longer than a full 
breathing cycle. During acquisition, a breathing signal is merged with the instrument data. This may 
be recorded with an extensible chest strap or by observing the movement of a reflective marker.
A full cycle of images at each bed position means that a time-sorting process may be used to 
populate a representative breathing cycle. The decision that assigns an image to a phase of the 
breathing cycle may be taken on the basis of a respiratory signal or by an image registration process. 
Such a decision process requires that the patient breathes regularly at each bed position.
Currently, 4D CT scans carry an increased radiation burden compared with a 3D CT scan due to 
recording throughout a breathing cycle at each bed position. It is desirable that the radiation dose 
should be as low as is reasonably achievable. The radiation dose, experienced from the CT and from 
the radiopharmaceutical, is difficult to estimate accurately since there are many variables to be 
accounted for, such as patient weight, sex and age, and scanner characteristics such as specific 
instrument model. X-ray tube current and duration of scan. In 2008 Townsend [31] quoted the 
worldwide annual average dose due to natural background radiation as 2.4 mSv and a typical PET/CT 
procedure, including all CT scans plus the contribution due to a commonly used radiopharmaceutical 
(FDG), at around 26 mSv. This may be reduced to 10 mSv or less if low-dose CT is used for 
attenuation correction and localisation only. In general terms, 4D CT is a significant radiation burden 
in proportion to an entire PET/CT procedure, and methods of breathing correction that avoid that 
burden would be attractive.
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3.2.1.3 Combined PET/CT scan
When using a current combined PET/CT instrument, the PET scan may be accomplished using the 
same set of bed-positions as the CT scan. However, the duration at each bed position for the PET 
scan may be a few minutes, unlike for the 4D CT scan which is probably less than 10 seconds. Hence 
the general conclusion is that NM acquisition is too slow to use the same breath hold technique as 
CT. However, one recent paper [32] reports success when asking patients to do repeated 20 second 
breath holds during acquisition at a single bed-position. Without breath-hold, the events have to be 
corrected before reconstruction or else placed in the correct reconstruction bin. This means an 
external breathing signal is important for the PET scan. It may be used pre, during or post 
reconstruction.
If the introduction of CT scanners having 160 simultaneous slices extends to PET/CT combined 
instruments then more bed positions will be required for the PET phase unless they have a similarly 
enlarged axial FOV.
3.2.2 PET/CT and SPECT /CT device controls.
To take account of breathing motion when acquiring NM/CT images, there has to be a signal from 
some form of patient monitoring fed into the imaging device which modifies the image capture and 
reconstruction processes. The signal itself may be extremely simple, for example, a single number 
related to the patient's depth of breathing at periodic intervals, or much more detailed as in the 
monitoring schemes of Alnowami et al. [33], or in the multidimensional respiratory tracking (MDRT) 
method described by Nehmeh et al. [32]. The style of signal must be suitable for the choice of other 
correction factors such as the reconstruction process. A simple control might simply indicate 
whether the events should be ignored (gating off) or included (gating on) in the image 
reconstruction. Some methods of breathing motion correction use this simple control method to 
enable or disable event counting. Rather than totally exclude some raw data, the breathing signal 
may augment the list mode (see glossary) data captured by the scanner. The signal from a simple 
control is of use when a single image is to be constructed using only those events captured when the 
gate is enabled. A more complicated signal might estimate, from the current configuration of the 
patient's chest and abdomen, which of a small set of organ configurations is closest to the current 
chest and abdomen configuration. This second type of gating may enable a series of images to be 
reconstructed for subsequent correction. It may also be used pre or during reconstruction to correct 
the 'list-mode' (See Glossary) data before reconstruction of a single image.
3.2.3 Gating
Figure 3-1 shows the simplest form of gating when a simple breathing signal such as from stretching 
a chest band or monitoring a reflective marker placed on the chest, is used to enable and disable the 
counting of events. Some current SPECT instruments accept such an external control signal. 
However, no commercial PET/CT scanner yet offers this feature directly [32]. Nehmeh et al 
overcame this shortcoming by adapting a slightly more sophisticated style of gating, intended 
specifically for cardiac imaging, which permits the selection of a starting signal for a single cycle 
followed by a number of equal length time bins which cover one cycle. By setting the number of bins 
to one and setting the length of a time bin to the shortest the device is capable of (4 ms), it was 
possible to implement an enable or disable gating control with a resolution of 4 ms. Such enable or
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disable gating controls are used to restrict event counting to  periods when the patient's breathing 
position is w ithin user selectable bounds. Event counting takes place only when the breathing signal 
indicates that the patient is w ithin a particular range of possible breathing amplitude values. The 
breathing signal may vary; either a particular phase or particular amplitude may trigger counting. 
Counting may be continued fo r a fixed tim e beyond the start or may be stopped by another phase or 
amplitude measurement. One comparison o f gating techniques reporting on the relative merits of 
binning on breathing phase versus binning on breathing amplitude [10] presents evidence that an 
amplitude signal is the more effective. This form  of gating presents few, if any, problems for the 
image reconstruction process. However, there is a significant problem in that scan-time is extended. 
In order to maintain a practical number of counted events the scan time has to  be extended to 
compensate fo r the periods when event counting is disabled. The obvious response would be to  give 
an increased radiopharmaceutical dose to increase the count rate, provided the instruments 
maximum count rate is not exceeded, but this is prevented on both ethical and cost grounds. The 
gating style, initially intended for cardiac imaging, referred to  above [32], may be used as a slightly 
more sophisticated style o f gating fo r breathing monitoring.
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Problem : Only a small proportion of available data contributes to single image
Figure 3-1: Shows a simple form of gating available with some SPECT machines. A specific amplitude is chosen 
and shown as a blue line. Events are counted when the amplitude is above the chosen level.
Figure 3-2 shows an alternative style of gating. Counting is triggered by a phase or amplitude signal 
after the patient's breathing period has been measured. Following the start of counting, a number of 
equal time intervals which together match the patients breathing cycle period are used to switch 
counts from  one bin to the next. A separate reconstruction is done fo r each bin and the resulting 
images from  each bin form  an approximate breathing cycle. This technique relies upon the patient 
breathing consistently.
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Use the early cycles to determ ine entire length of gate which is divided into n equal tim e length bins. 
Gates started at tim e a and tim e b are approximately correct.
The gate started at tim e c is abandoned in order to  start another at tim e d.
Figure 3-2: A style of gating in which each period of counting is triggered by ,say, a rising zero crossing. Then n 
equal sized time bins are used to capture data. The next trigger abandons the current gate set and starts 
another gate. This is adversely affected if the period of breathing varies.
A future advance could be the use o f binning which depends on the breathing signal rather than on 
fixed tim e intervals. Such a scheme as depicted in Figure 3-3 would cope better w ith changes in 
period and could exclude outliers such as sighing and other unusually deep breathing.
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Counts are accumulated to the bin that contains the trace.
Figure 3-3: A gating scheme in which the breathing amplitude controls the bin into which events are counted.
3.2.4 Monitoring patient breathing
There are several approaches to the measurement o f respiration. One direct approach is to  measure 
inflow and outflow  through the mouth, w ith the nose pinched shut, using a spirometer. Indirectly, 
techniques which measure the body volume may also be used.
One simple breathing measurement technique uses an extensible band or bands placed around the 
chest and/or the abdomen. Expansion of the chest and abdomen and the attendant stretching o f the 
bands affects the pressure within the bands which is readily measured. There are several other 
techniques which involve a band around the chest or abdomen. They make use o f changes in 
electrical properties such as impedance and inductance as a proxy fo r breathing state. A more recent 
and even less intrusive technique [34] involves reflective markers which are easily visible in a video 
image. The markers are present on one face o f a small plastic pyramidal shape which simply sits on 
the patient's chest throughout the scan. The tw o markers are a known fixed distance apart which
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serves to calibrate the motion of the markers as the patient breathes. Such a technique was used in 
the acquisition of one of the patient datasets used for the work of this thesis (known as the V I 
dataset). Further sophistication is possible as described by Alnowami et al. [33] in which more points 
of measurement such as an array of infrared light emitting diodes (LEDs) are attached to fabric 
covering the chest and abdomen. Stereo infrared cameras can monitor the array of markers and 
provide an accurate description of the motion. The most recent method that I am aware of makes 
use of a pair of stereo cameras to directly observe movement of the top surface of the patient's 
chest and abdomen; specific markers are not required [35]. Abd Rahni et al. have investigated [36] 
the use of a particle filter to relate these more sophisticated expressions of external motion to a 
description of internal organ motion obtained using a combination of image registration with Virtual 
Dissection (VD). VD is described fully in Chapter 6.
3.2.5 Breathing signals
The signals that pass between the process of monitoring the patient's breathing and the process of 
constructing an image or images, can be simple or sophisticated. Similarly, transforming the raw 
data from a measuring device into triggers and values that are meaningful for reconstruction can be 
simple or more sophisticated.
Perhaps the simplest form of signal is used on some SPECT machines. A breathing monitor, such as a 
chest band or one measuring chest or abdomen motion [34], raises an electronic signal only when 
the chest is above a pre-set minimum height. The signal is fed directly into the instrument control 
system and simply enables or disables event recording. A slightly more sophisticated setup might 
involve the monitor detecting a particular phase of breathing, such as full-inspiration, and generating 
a specific signal. The instrument would then bin events, on arriva I-time, for a pre-determined time 
and then await the next 'start of cycle' signal. Alnowami [37] describes various forms of monitoring 
involving video observation of the patient's anterior surface. The signals these systems provide can 
be more sophisticated than simple gating. For example, one could foresee such a monitoring scheme 
controlling whether or not to record an event, specifying a bin number if the event is to be recorded, 
and indicating the phase or amplitude of breathing. The bin-number and phase or amplitude data 
would be added to the other list mode data. The monitoring could take on the role of excluding 
coughs and other irregular events. The division of labour between monitoring system and imaging 
instrument is still an area of development.
3.2.6 Breathing Control
A variety of methods of modifying a patient's breathing to better harmonize with the diagnostic and 
treatment processes have been tried. These methods have been employed for CT, PET, SPECT and 
radiotherapy. There are two approaches to interfacing the patient's breathing and the production of 
a breathing signal: 1) modify the patient's breathing pattern; 2) monitor the patients breathing and 
communicate, in real-time, the patient's anterior configuration as the breathing signal. The latter 
approach leaves the task of using the breathing signal to correct for breathing motion until the 
image reconstruction process. In practice, a mixture of breathing modification and breathing 
monitoring may be used.
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3.2.6.1 Breath-hold
Mageras and Yorke evaluated a technique for reducing breathing motion artefacts [6]. The breathing 
control strategy involved the patient going through a series of breaths intended to ensure an 
elevated oxygen level at the start of a breath-hold. The sequence of breaths was: full inspiration; full 
expiration; full inspiration held for 10 to 12 seconds. The technique had been used with 73 patients 
at two institutions at the time of publication. The evaluation was carried out in a radiotherapy clinic 
and one of their conclusions was that, whilst successful and repeatable for some patients, there 
were many patients for whom the technique was too arduous. The technique, now known as Deep 
Inspiration Breath Hold (DIBH), is still in use. Another group has reported a range of breath-holds 
from 10 to 26 seconds among patients under 45 years of age [38]. For CT, the few seconds required 
at each bed position can be easily covered by a series of breath-holds and that is all that is required 
to provide much reduced breathing motion artefacts. The applicability of DIBH has been broadened 
and it has been used with both SPECT [39] and PET [40]. Nehmeh et al. reported its use for PET in 
combination with multidimensional respiratory tracking (MDRT). The MDRT system was configured 
to deliver a signal which was simply breathing amplitude. The amplitude was used to gate the 
recording of events which continued as long as the patient could hold their breath. It was reported 
that a series of nine 15-20 second breath-holds captured the equivalent number of events of a 
normal three minute bed position. It was found that although this regime extended the imaging time 
by a factor of two as a result of the recovery time between breath holds, it had the considerable 
advantage that image reconstruction was unaffected by the procedure. All the breath-hold 
techniques result in few changes to the respective reconstruction processes, but they increase the 
treatment or scan times. It is not clear whether there will be any significant reduction in the factor of 
two increase in PET scan time reported by Nehmeh et al.
5.2.6.2 Active Breathing control
Active Breathing Control (ABC) relies on an electro-mechanical device through which the patient 
breathes normally. The device has valves which are shut, preventing further inspiration, at the point 
where the patient is required to hold breath. The technique was first introduced in 1999 and is still 
in use in 2012 for radiotherapy. It is used in combination with a variation on the DIBH technique 
[41].
3.2.6.3 Breathing Synchronisation
In breathing synchronisation, the patient breathes through a spirometer [42]. The intake of breath is 
displayed as a moving trace on the ceiling where it can be seen by the patient. An ideal trace is 
simultaneously superimposed. After some training, the patient is able to coordinate with the ideal 
trace and perform regular breathing. The resulting breathing signal could be used for simple gating 
or if the variant of gating with a set of equal time bins were used, then a breathing cycle of images 
can be produced.
3.2.7 Image reconstruction and correction techniques
For the gating technique involving the simplest signal discussed above, which results in a single 
image bin, the reconstruction is a completely standard reconstruction of a single image of a single 
temporal frame.
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Those techniques employing gating with multiple bins aim to increase the portion of events which 
are included in the resultant images [43]. However, they require changes in the image 
reconstruction, motion detection and correction phases following image capture. Probably the 
simplest approach to image reconstruction is the summation of aligned or registered images. As the 
name suggests, this involves producing a series of images each corresponding to a particular phase 
of the breathing cycle. One image is chosen as the spatial frame to which all others are registered. 
Usually, rather than trying to register faint and noisy NM images, a corresponding cycle of 4D CT 
images is used to determine the registrations which are then applied to the NM cycle of 
corresponding images. The result is a set of independent NM images which are all aligned to the 
same spatial reference frame. Being independent images, they may be summed to obtain a better 
signal to noise ratio.
Normally, in order to obtain accurate attenuation correction, the correct phase of 4D CT and PET 
must be combined. A second reason for carrying out a 4D CT scan is the desire to register CT images 
rather than PET images. In order to avoid the ionising radiation burden associated with a 4D CT scan, 
Bai and Brady [44] report success with an alternative strategy in which a cubic B-spline based 
registration is carried out between images of a cycle of NM images. By first registering the PET 
images to be in alignment with the single low-dose 3D CT image an approximate attenuation 
correction is done post alignment. The authors report that despite the greater noise in the PET 
images the registration was sufficiently accurate to reduce breathing artefacts.
One disadvantage of the summation of aligned images approach, perhaps of less significance when 
using simulated data, is that each of the PET images must be reconstructed independently using a 
fraction of the total events acquired. Given that it is desirable to complete the imaging task with as 
low a radiopharmaceutical dose as is reasonably achievable, if a cycle of n images is used and n 
independent reconstructions are to be carried out then the total events acquired must be close to n 
times the level required for a single image [43].
Another approach is to correct during reconstruction using a time varying PET system matrix. An 
example of this is known as event re-binning. Livieratos et al. [45] pointed out that one of the 
properties of affine transformations is that the transform of any straight line is another straight line. 
This means that if a PET event is associated with a particular LOR but without further knowledge of 
where along the LOR, then transforming the entire LOR will lead to another LOR which contains all 
the transformed points of the first. Thus, if motion is presumed to be expressible by an affine 
transformation, then binning events based on the LORs reassigned by applying the transformation to 
the original LORs will correct motion. Due to the geometry of the PET instrument, particularly at the 
axial edges of the FOV, reassigning some LORs will result in a new LOR which doesn't physically exist. 
Other factors such as movement axially and rotations around an axis orthogonal to the instrument 
axis also lead to artefacts. However these artefacts may be compensated for [46]. Initially this re- 
binning method enabled the correction to be carried out as a prelude to normal reconstructions. In a 
further development, non-linear transformations were catered for by making more extensive 
alterations to the iterative reconstruction processes [47]. Another example of such time-variations in 
the system matrix is the work of Qiao et al. [48].
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3.3 A Model of Breathing Motion Correction
The initial aim of this project was to model the processes for the construction of a single NM image 
that reduces motion artefacts, such as blurring resulting from breathing, and a consequent improved 
quantitation. A significant motivation was that this should be accomplished without the need for 
arduous breath-hold or breath control and that the radiation burden be minimal. It was also planned 
that the motion model would be patient specific and adaptive to the extent that training on at most 
a few breathing cycles would be sufficient upon which to base a model capable of reacting sensibly 
to previously unseen breathing patterns. Although it has been established that a single affine 
transformation cannot describe, with 'sufficient' accuracy the non-linear motions of the major 
organs during breathing [7], the question central to this thesis is whether a small number of such 
affine transformations can together provide sufficient accuracy or whether more powerful 
transformations would be required. Figure 3-4 shows a high-level description of the planned 
procedure. The background to the processes in blocks (a), (c) and (d) have been described earlier in 
this chapter. Chapters 5 and 6 of this thesis are concerned with block (b) which is a non-linear 
combination of independent linear, polynomial or cubic B-spline transformations. Block (b) is a 
prerequisite to the accomplishment of blocks (e) and (f). Chapter 4 is concerned with reducing the 
dependence on a full segmentation of all organs in all frames which, initially, will be provided as part 
of the supplied breathing cycles of images.
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Figure 3-4: A block diagram giving an overview of the motion correction procedures. The red labels are a key 
for referring to individual blocks.
The execution of the model starts with sets of CT and corresponding NM breathing cycles. These 
were obtained as described in section 3.5. CT images are realigned by pairwise registration of the
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low-dose CT images. All the registrations of a complete set of organs belonging to one of the image 
frames are determined by using one or more of three registration tools, one of which was 
implemented for this work and described in Chapter 5. These descriptions, in the form of an affine 
3x3 matrix and 3-component translation vector, higher order polynomial or cubic B-spline models, 
are converted to a single mosaic motion field for each frame.
In clinical practice a simple form of gating is envisaged which would monitor the patient in real time 
and add, for example, the breathing amplitude to the list mode data. This breathing signal would be 
used to bin each of the NM events into the closest, in breathing amplitude, of the n bins.
Given independent sets of list mode NM data from a patient, each set would be reconstructed using 
standard techniques to derive the breathing cycle of NM images which correspond with the CT cycle 
in block a above.
The CT registrations produced in block b above are expressed as one motion field per registered 
frame. The NM images are resliced using the motion field of the corresponding CT images in block e. 
This process derives registered NM images all aligned to the reference frame. The reslicing uses tri- 
linear interpolation or a 3D sine interpolation [49].
Each of the images in block e is derived from different observed data. While each image has similar 
signal characteristics, the noise component is independent. Averaging N  such images leads to an 
increase in signal to noise ratio by a factor of yfN [50].
3.4 Data
Five independent datasets each consisting of a single breathing cycle of ten phases were available. 
The first dataset, known as V I, is patient data and was acquired at the Royal Surrey NHS Trust. The 
second, known as X I, was derived from the XCAT phantom. XCAT [27] is an example of a 
computational phantom. The X I dataset was the only one to provide corresponding NM activity 
maps which were further processed by ASIM and STIR to provide synthetic PET images. The 
remaining three CT datasets were selected from the POint-validated, Pixel-based breathing thorax 
model (POPI). The POPI datasets are known as pixelised phantoms. They are patient data with added 
features. These datasets are known as PI, P2 and P4.
3.4.1 Computational Phantom Data
Computational Phantoms are based on mathematical models which are used to generate the 
desired output whether that be a segmentation expressed as a labelled image, an X-ray attenuation 
map or a radiopharmaceutical emission map. Figure 3-5 shows a diagram of the Medical Internal 
Radiation Dose phantom (MIRD) as it was in 1978, but activity in the field goes back to the late 
1960's. Some phantoms offer the facility to provide sex-based or size-based variations. Some 
computational phantoms are of a single organ, and others can simulate diseased states such as 
tumours and calcifications.
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Figure 3-5: An early diagram of the layout of the MIRD phantom together with an approximate timeline of 
development stages covering MIRD, MCAT, NCAT and XCAT over the past 30 years.
Figure 3-6 and Figure 3-7 show the development from MIRD through MCAT and NCAT to  XCAT - the 
current state of the art in whole body computational phantoms. As Figure 3-6 shows, the early 
phantoms were not realistic in terms of appearance. The flexib ility o f computational phantoms 
became apparent w ith the introduction of a 4D (3D + time) MCAT in the early 1990s which featured 
a beating heart and breathing motion. A step change in the realism of organ shape models came 
w ith the introduction of the NCAT phantom. NCAT used Non Uniform Rational B-Splines (NURBS) to 
model shapes. Much of the development e ffort for NURBS and associated techniques, used by 
Segars to build NCAT, date back to  the French automotive industry in the 1970's [51]. NCAT, like 
pixelized phantoms, was based on real images which were segmented manually to provide organ 
surfaces upon which to base the NURB models o f the organs. A model o f heart motion and breathing 
motion were optionally incorporated. Thus NCAT had gone a long way to answer the criticism of 
being unrealistic when compared to  pixelised phantoms but had retained and extended the 
advantages of being able to  instantiate the model at any desired pixel dimensions and incorporate 
sex-based variations and size-based variations. The latest development, XCAT, has included many 
more anatomical components and has improved the motion models. XCAT was based on CT images 
from the US National Library o f Medicine which were captured w ith a pixel size of
0.33x0.33.xl.0m m . It now has over 9000 anatomical components. From the introduction of MCAT, 
phantoms were developed w ith nuclear medicine imaging in mind. For that situation, detailed 
structure w ith in individual organs was unnecessary. XCAT includes much more detailed internal 
organ structure.
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Figure 3-6: The development in sophistication of computational phantoms from left to right: a current day 
rendering of MIRD from the late 1970's; the MCAT phantom from the 1990's and NCAT from the turn of the 
21^  ^century.
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Figure 3-7: Surface rendering of the current XCAT male and female phantoms.
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3.4.2 Clinical Data
3.4.2.1 The VI patient dataset
The data are from dynamic CT captured from a patient to whom a contrast agent had been 
administered ( 92 mis of Niopam 300, at a flow rate of 2mIs/sec, starting approximateiy 10 seconds 
before the start of a 4D scan). The data form a single, ten phase cycle. There are no corresponding 
NM images.
3A.2.2 Pixelised Phantoms
Pixelised phantoms are based on patient data and as such are visually realistic. A great deal of 
manpower is required to produce complete segmentations and to have landmark points placed in 
the images by medical experts. They offer realistic images which may extend to the inclusion of 
genuine imaging artefacts. They have two main disadvantages. The first is that being actual patient 
data expressed as the output of a particular instrument, the pixels have a fixed size. Given the 
constant improvements in pixel size, the phantom images will inevitably become out of date. The 
only possibility of changing pixel size is to interpolate which has attendant inaccuracies. The second 
disadvantage is that a phantom represents a patient having fixed anatomy. There is no facility to 
model patients of different stature, sex, or disease state based on a representative image. For each 
desired image type, the entire process of finding and selecting suitable patient data, full 
segmentation and adding landmark points has to be carried out.
The amount of manual effort needed to produce pixelised phantoms is currently quite high. 
However, there have been recent reports [52] and [S3] that progress has been made in automating 
the processes of identifying a number of anatomical landmarks and providing a number of organ 
segmentations. This could herald much less expensive pixel based phantoms.
3.5 Methods associated with source data pre-processing
3.5.1 The V I patient dataset
The V I dataset was provided fully segmented to provide a ten-frame breathing cycle. The 
segmentation was a semi-automated procedure based on active contours. The active contour 
method that was used is one that incorporates the uniform modelling (UM) or Chan-Vese energy 
[54]. Some manual refinement was performed. The semi-automated segmentation was expressed as 
labelled images corresponding to each frame. The cycle was numbered frame 1 to frame 10 with 
frame 1 full inspiration. It was also necessary to develop MATLAB® scripts to prepare and manipulate 
the labelled images.
3.5.2 The PI, P2 and P4 patient datasets
The pixelised phantom images used in this work were three of the POPI datasets [55] known as PI, 
P2 and P4. They were provided fully segmented, as for the V I patient dataset, to provide three ten- 
frame breathing cycles. The semi-automated segmentation was expressed as labelled images 
corresponding to each frame. The cycle was numbered frame 0 to frame 9 with frame 0 being full 
inspiration.
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3.5.3 The X I dataset
A combination of three packages provided the simulated images: XCAT provides the emission and 
attenuation maps; Analytic PET Simulator (ASIM) modifies these perfect datasets by including 
contaminants due to noise, randoms, detector efficiency, blurring and noise propagation; the output 
from ASIM, in the form of sinograms in the same format as those from a real PET scanner of the 
ECAT range of instruments, are processed by STIR to produce the desired PET images.
Part of the XCAT download includes the files defining the phantom and the phantom software. No 
further input other than the file of phantom configuration parameters is required to obtain phantom 
output files. The attenuation maps and corresponding emission maps from XCAT comprise a series 
of images, spaced equally in time, throughout a breathing cycle, forming one complete cycle. A cycle 
often phases was chosen which resulted in ten CT images and ten corresponding NM images. XCAT 
activity maps were processed by two other packages as described in 3.5.4 to produce realistic 
synthetic PET images. XCAT attenuation maps are converted from single precision floating point to 
16 bit integers in the Hounsfield unit range. In addition to XCAT primary output, five sets of small, 
hot lesions were generated and combined into a single cycle of lesion activity files which are used 
along with the primary XCAT output to prepare the PET images with visible lesions. The lesions are 
not present in the CT images so cannot influence the registrations which will later be applied to the 
NM images.
Several separate XCAT runs were required to produce the following datasets:
1. attenuation maps which were converted to Hounsfield units and used as the breathing cycle 
of CT images
2. activity maps which were then passed on to ASIM, (see section 3.5.4), to eventually produce 
simulated PET images
3. XCAT Vector Displacement maps were generated and converted into a format suitable for 
further use in the validation of VD.
3.5.3.1 XCA TBreathing motion
The breathing motion model used in XCAT [27] is based on actual patient data. The model uses two 
time-curves which may be user specified if the default breathing motion is unsuitable. The two time- 
curves are the Anterior-Posterior curve (AP) and the Diaphragm time-curve. Figure 3-8 shows the 
default AP and Diaphragm time-curve shapes.
The AP curve specifies the shape of the time-displacement curve and another user parameter 
specifies the peak value of the height of the chest above the end-expiration height 
(anterior/posterior). In an analogous manner the diaphragm curve gives the shape of the diaphragm 
curve which is the depth (inferior/superior) of the lowest point on the diaphragm below the end- 
exhalation position. Another user parameter specifies the maximum desired displacement. 
Together, these shapes and desired maxima specify unique operative curves which are the basis for 
a model instance. From these curves and the XCAT internal model built from actual patient data, 
extremes of motion are determined for each organ. The operative AP curve controls AP movement 
which is combined with a component based on the operative diaphragm curve. The model assumes 
that a voxel moves along a straight line path between the calculated extremes.
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Figure 3-8: The two generic time-curves that are adapted, in accordance with XCAT user parameters, to 
produce similar curves for use in modelling breathing motion throughout the cycles o f XCAT images
3.5.3.2 Preparation of Vector Displacement Maps
A distinct advantage of the XCAT phantom compared to patient data or pixelised phantoms is that, 
besides providing the ground-truth segmentation which identifies all relevant organs and tissue 
types for each frame, it provides Vector Displacement Maps (VDM). VDMs provide a ground-truth to 
evaluate the displacement fields resulting from the registrations being assessed. The XCAT VDMs 
provide a number of vectors spread over the surface of each major organ. Each vector defines the 
ground-truth motion between the first frame and a subsequent frame of the breathing cycle. There 
is one VDM describing the motion between frame 1 and frame 2, another VDM describing the 
motion between frame 1 and frame 3 and so on, depending on the number of frames in the cycle. 
Each part of the map is a large text file. In this work the size of the phantom image in voxels results 
in each of ten VDM text files occupying in excess of 20 Gb. A data structure was built to avoid the 
repeated scanning of the VDM text files that would be needed in order to pick out relevant vectors. 
This structure was used to simplify the process of constructing the trajectories of lesions which will 
be described in section 3.5.3.4. The identical structure was also used to carry out the reverse process 
of interpolating the registration displacement fields in order to obtain the post registration 
coordinates starting with the trajectory coordinates. The interpolation scheme used was inverse 
distance weighted averaging which, because of the typical layout of the displacement fields, was 
effectively tri-linear.
3.5.3.3 Placement of lesions in the XCA T phantom
Using an image viewer and the facilities of XCAT, five 15mm hot spherical lesions were placed in the 
FOV. In all cases, the hot lesions were twice the activity level of their surroundings. As Figure 3-9 
shows, one lesion was placed in the centre of the left lung, another near the outer upper edge of the 
right lung and the other three were placed in the liver but close to the lung-liver boundary. If a lesion
41
is present close to the boundary of two organs it is difficult to discern, in an NM image, which organ 
hosts the lesion when the boundary is subject to breathing motion. Use was made of the spread of 
the set of centres of the lesions to evaluate the registration process as described in section 5.5.2.
Figure 3-9: Shows a coronal image of the simulated PET image produced as described in section 3.5.4. All five 
lesions were placed in the same coronal slice for easier presentation. The lesions are referred to by number 
indicated with red arrows.
3.5.3.4 Trajectory of a lesion during a breathing cycle
Figure 3-10 shows the actual trajectories of a single lesion throughout a breathing cycle of ten 
frames. The frame 1 lesion centre is on the black line at the top-right. The lesion centre positions at 
subsequent frames are to be found at the black circles along the line. The trajectory moves from top 
right to bottom left reaching the full extent of the line at frame 5 before retracing the line back up 
to frame 1 0  close to the start point.
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Figure 3-10: Sagittal view of the XCAT breathing motion model for the position of the centre of lesion one. The 
extremes of the black dotted line are determined from the model and the small black circles indicate where 
the lesion centre is to be found depending on the frame. The cycle starts at coordinates (196,258), moves 
along the straight line reaching coordinates (183,239) at phase 5 before returning along the same straight line 
to the phase 10 position close to the starting point.
3.5.4 The simulation of PET images from XCAT data
The production of PET images from XCAT data is a three stage process outlined in Figure 3-11. The 
activities involved in setting up the files and scripts to do this may be found in Appendix A.
XCAT 
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ASIM: Analytic PET 
Simulator
phantom
Voxelised
Activity
Map
STIR: Software for 
Tomographic
Image
Reconstruction
Voxelised
Images
Sinograms
Figure 3-11: The outline process used to obtain test PET images corresponding to the breathing cycle of 
which form the output of the XCAT computational phantom.attenuation maps
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The first stage is the generation of voxelised activity maps using XCAT software. XCAT is directed 
using a text file of several hundred parameters. The radiopharmaceutical concentration in each 
organ and tissue-type are included in the parameter file. Within each organ or tissue-type the 
concentration is assumed to be uniform. One of the main outputs of XCAT is the emission or activity 
map which is made by calculating the activity values throughout the image according to the organ 
and tissue-type. So, for example, every voxel that contains 'liver' tissue, whose activity dose was set 
to 44, has its 'intensity' value set to 44 and similarly 'kidney' voxels are set to 80. The values used in 
the parameter files for this work were calculated with the help of the document 'The summary of 
the characteristics of Fluorodeoxyglucose'[55]. The values calculated compared well with the default 
values supplied with XCAT. The values were scaled by a factor of 10 because the next stage in the 
process, ASIM, requires that the activity phantom is expressed in 16 bit integers rather than floating 
point values. The voxelised activity maps are the major input to the next stage.
3.5.4.1 Analytic PET Simulator -  ASIM
The second stage in obtaining PET images from XCAT data is to simulate the acquisition of 
radiopharmaceutical decay events and express the results in the form of sinograms. There are two 
broad classes of these simulations. Monte Carlo based systems such as SimSET [57] and GATE [58], 
simulate individual nuclear events and the passage of the characteristic photons from emission to 
detector. The results such systems obtain are the most realistic achievable to date, but the computer 
resources they consume are very large by today's standards. The second broad class of simulators 
are the analytical simulators which include ASIM, described in the ASIM users guide [59].
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Figure 3-12: Flowchart of the five program runs (green boxes) required to obtain PET sinograms from ASIM. 
The program called Simul performs many distinct functions. The -E option is used to request emission 
sinograms. The -N  option is used to indicate that a normalization sinogram for later use is required.
ASIM calculates mean estimates of each sinogram bin based on a ray-tracing model. The mean 
values may then be used as noiseless data or a noisy dataset can be produced by adding noise to 
each data value. However, accuracy is limited because many data contaminants are difficult to
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model in a general and accurate way. Most of the important effects such as noise, attenuation and 
detector blurring can be accurately calculated but for scatter this is not possible.
Figure 3-12 shows a high-level flowchart of the five program runs necessary to obtain PET sinograms. 
Three of the runs involve the Simul program whose purpose is dependent on one of two options, -E 
or -N . The different options request different types of output. On the left are the activity phantoms 
produced by the first stage (XCAT). The main phantom is kept separate from the lesions phantom, 
demonstrating one of the desirable features of ASIM. The processes encompassed by the green 
dash-dot box take up a much larger portion of computer time than those enclosed by the red dashed 
box. The programs encompassed by the red box take noiseless input from the previous programs 
and add noise to them to form realistic sinograms.
3.5A.2 Software fo r Tomographic Image Reconstruction - STIR
The third and final stage in obtaining simulated PET images is to use the STIR package to reconstruct 
sinograms from ASIM into tomographic images having characteristics similar to images obtained 
from a real PET scanner. STIR is an open source project. It provides a test-bed for image 
reconstruction methods. As a result of previous development effort, it has a number of stable 
reconstruction procedures available. We used one of these already available reconstructions to work 
with output sinograms produced by ASIM. Further detail will be provided in section 3.5.4.4 which 
describes the interface between ASIM and STIR
3.5.4.3 The XCAT -  ASIM interface
XCAT provides cycles of attenuation and activity maps in files which hold voxels in single precision 
(32 bits) floating point numbers in littleendian (See glossary) format. There are no file headers. The 
structure of the files in terms of x, y, z dimensions are based on some of the user supplied XCAT 
input parameters. The orientation of the images conform to the usual bed positioning: x: lateral right 
to left, y: anterior to posterior, z: inferior to superior. The x-coordinate changes fastest and the z- 
coordinate changes slowest.
Only the XCAT activity maps are passed to ASIM. ASIM uses pairs of computer files *.yhdr and *.yaff 
to store each input activity map. The files with extension .yhdr are text files consisting of a list of 
attribute name and values. One of the attribute values is the file name of the other file in the pair. It 
has an extension .yaff and contains only the data in a format specified by attributes in the .yhdr file. 
No documentation on the .yhdr files was found and there seemed no reason to suppose that single 
precision/littleendian combination was not permitted. The only file format acceptable to the ASIM 
program 'Simul' was found to be 16-bit integer in bigendian format. A MATLAB® routine was 
developed to convert XCAT format attenuation maps into 16-bit bigendian format suitable for the 
'Simul' program. Suitable .yhdr text files were built from a fixed skeleton, based on ASIM 
documentation, with a number of parameters set from information available to the conversion 
routines.
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3.5AA The ASIM -  STIR interface
The files which pass from ASIM to STIR are intended to be in the same format as the output files 
from an actual ECAT scanner model number 962 (known as an ECAT Exact HR+). ASIM produces a 
.yhdr .yaff file pair. The .ydr file specifies single precision floating point values in bigendian format. 
The intention is that the .yaff file may be used on its own as if it came from a physical ECAT system. 
Neither the STIR reconstruction binaries nor the STIR utility programs accepted the .yaff file as a 
sinogram. In order to make the file acceptable to STIR, MATLAB® was used to construct a header file 
acceptable to STIR ( *.hs Interfile format) in which the layout parameters specify the single precision 
bigendian format.
Both the *.yhdr constructed for input to ASIM and the *.hs Interfile header were built using UNIX 
shell utilities 'grep' to locate specific lines for a particular attribute with 'expr' to extract the 
attribute parts which are stored in specific shell variables. A skeleton header in which variable text is 
replaced by shell variable references, is run through the shell 'here is' document processing, which 
includes shell variable substitution, to place the attributes on the appropriate skeleton lines to form 
the new header.
The first reconstruction attempted in STIR was a 2D Filtered Back Projection, known as FBP2D. The 
reconstruction generated realistic PET images but, being limited to 2D meant that only the first of 
five segments produced by ASIM was taken into account by STIR. Subsequently, the STIR procedure 
called FBP3DRP was used to reconstruct the ASIM output sinograms. This also produced realistic PET 
images. A third STIR reconstruction method was attempted which used an iterative method known 
as OSMAPOSL ( Ordered Subset version of Green's Maximum A Posteriori using the One Step Late) 
algorithm. This method was attempted because it is now generally the case that iterative 
reconstructions provide better results than filtered back projection algorithms but at the cost of 
greater computer resources. However this method did not produce any valid output and time 
constraints indicated that accepting FBP3DRP output, rather than pursuing the source of the 
problem, was the appropriate response.
3.5A.5 Creation of the scanner model
ECAT is the name of a range of PET scanners. Within the ASIM machine definition file the ECAT 
model 962 is defined to be made up of 32 crystal rings giving an axial FOV of some 15 cm. The work 
presented in this thesis is concerned with the processing of full sized torsos. In the clinic, if the 
images required are longer than the instrument FOV the procedure termed 'multiple bed positions' 
is adopted. When the patients' first FOV has been acquired the bed is moved so that the original 
axial FOV slightly overlaps the new position and imaging is resumed. The whole procedure is 
repeated until the appropriate axial FOV has been covered. ASIM has the facility to simulate multiple 
bed positions which is expressed in the layout of the sinogram file produced. Unfortunately, STIR 
does not have facilities to process such sinograms. To obtain a single image covering a complete 
torso would have required four independent ASIM runs, followed by four independent STIR runs, 
followed by a procedure to join the four STIR output images. There are no existing STIR facilities to 
do this, so some STIR development would have been necessary.
In order to avoid this development work of unknown duration, the ASIM machine definition file was 
altered to specify 128 crystal rings giving a 60 cm axial FOV.lt was found that a one field change in
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the ASIM machine definition file together with a slight alteration in the skeleton of the .yhdr file 
defining the output sinogram layout was all that was required. These changes were copied into the 
Interfile header constructed by the bash/MATLAB® scripts. STIR responded to the changed header 
and processed the larger sinograms to produce single torso sized images.
3.5.4.6 Sinogram data layout
In order to decide whether it would be possible to simulate a hypothetical scanner of 128 rings it 
was necessary to ensure that the interface file could be prepared by ASIM and accepted by STIR. The 
detailed structure of the sinograms was investigated. Consider a cylindrical PET instrument with a 
single ring of crystals. When coincident events are detected, two particular crystals are involved 
which identify the LOR along which the pair of Gamma photons travelled. The LOR can be identified 
by the angle made with the horizontal known as the projection angle and length of the 
perpendicular dropped from the center of the FOV to the LOR, known as the radial distance. The 
event is recorded by incrementing one of the array elements or bins indexed by the projection angle 
range and and the radial distance range which forms a data structure known as a sinogram. Figure
3-13 shows where, in the rectangular array, two independent anihilations are recorded. On the left 
of the figure is the representation of a sinogram as a rectangular array of bins with radial distance 
along the horizontal axis and projection angle on the vertical axis. All the points within the sinogram 
which record anihilations from a single location within the FOV trace out a sinusoidal path as the 
projection angle sweeps from 0 ° to 180°.
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Figure 3-13: A sinogram. Classification of Lines of Response In terms of projection angle and radial distance
The sensitivity of the PET instruments can be increased by recording coincidences that involve more 
than one crystal ring. Figure 3-14: shows the first 23 rings of a 32 ring machine. The detected 
coincidences fall into three categories:
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1. Both crystals involved in the coincidence are in the same ring, i.e. the ring difference is zero. 
Then the annihilation is deemed to have occurred in the 'direct plane' defined by the centres 
of the crystals in the ring.
2. The coincidence involves two crystal rings and the difference between the ring numbers is 
an even number. Then the annihilation is associated with the 'direct plane' defined by the 
centres of the crystals of the ring midway between the two rings involved in the coincidence.
3. The coincidence involves two crystal rings and the difference between the ring numbers is 
an odd number. Then the annihilation is associated with the 'cross plane' defined by the 
boundary between the two crystal rings midway between the rings involved.
In the case of a 32 ring machine, there are 32 direct planes and interleaved midway between the 
direct planes there are 31 cross planes. Together these 63 planes numbered from 0 to 62 form 
the basis for the axial voxel spacing. As the extent of the ring difference increases the 
idealisation that the event occurred in the plane midway between the rings involved becomes 
increasingly inaccurate. In practice an upper limit is set for the maximum ring difference that will 
be recorded. For a 2D reconstruction, a modest maximum ring difference is set and the sinogram 
bins are shared by all valid ring differences for each instrument plane. This is called a single 
segment 2D dataset. For reconstruction methods which are designed to accommodate data 
involving higher ring differences, such coincidence events are recorded separately in different 
segments.
Plane numbers relative to the
plane at the middle of the 
crystal ring numbered 11
2 3 4 I 5 6 7 8 9 10 120 1 11
Crystal ring numbers
minimum ring difference per segment :={-4,-13, 5,-22>14} 
maximum ring difference per segment := { 4, -5,13,-14, Z2}
Relative plane 
numbers
Figure 3-14: The plane through the mid-points of crystal ring 11 is direct plane numbered 22. From that datum 
the relative even numbered pairs intersect on the direct plane (22) and the relative odd pairs intersect on the 
cross plane (23). From the min/max ring differences, segment 0 direct plane 22 is composed from ring 
numbers 9&13, 10&12, l l & l l ,  12&10, 13&9 and cross-plane 23 is composed from rings 11&12, 10&13, 
12&11, 13,10. These groups of bins are summed to produce a direct plane sample 22 and a cross-plane sample 
23. Segments ±1 and ±2 are composed of pairs whose relative distances are larger as directed by the min/max 
ring difference attributes shown on the right of the figure.
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Figure 3-14 illustrates the first 22 rings of a 32 ring PET scanner. The figure caption includes detail 
which is not repeated in this text. The detail describes which combinations of rings have their events 
binned together. Although the figure refers to a 32 ring scanner it also applies to a 128 ring scanner 
provided the ring difference attributes are unchanged. The hypothetical 128 ring ECAT model 962 
was defined purely by changing file header attributes; no other changes were necessary. For crystal 
ring 11, direct plane 22 is made up from even relative differences 0, ±2, ±4, and cross-plane 23 from 
relative differences ±1, ±3. Together these make up segment 0 from data limited by the red lines in 
Figure 3-14. If 3D data is being collected then segments ±1 are delimited by green lines and 
segments ±2 are delimited by black lines. For each segment the maximum ring difference is 8  and 
the dataset is said to have span 9. The only difference between the 32 ring configuration and the 128 
ring configuration is the number of planes. This affects the number of sinograms which have to be 
stored. These differences are expressed in the 'axial coordinate' header attribute.
3.6 Summary
The production of Nuclear Medicine images is relatively difficult, slow and expensive compared to a 
CT scan of the same patient area. Despite these difficulties, the unique contribution of NM images, 
mainly in the fields of oncology and drug research, prompts further developments with the intention 
of improving the images. The use of combined PET/CT and SPECT/CT instruments has improved the 
co-registration of CT and NM component images and reduced attenuation artefacts in the NM 
images. However, artefacts as a result of breathing motion remain in images from both stand alone 
and combined instruments.
In this chapter we described the background to several important factors to be considered in order 
to address the problems associated with breathing motion. Of primary importance is the decision 
whether to attempt breathing motion correction during the reconstruction of a single image 
intended to exhibit reduced artefact, or to divide the data into a number of sub-sets based on the 
breathing phase or breathing amplitude, assuming negligible motion within each sub-set. A second 
area of choice discussed is the manner of monitoring the patient breathing and combining this 
breathing signal with the normal NM data-stream captured by the instruments. Here efforts are 
divided between attempting to modify the patients breathing to make it more amenable to the 
monitoring and recording processes or, on the other hand, the provision of more sophisticated 
monitoring and breathing models so that patients may breathe normally without the need for 
coaching prior to the scan. Several existing and hypothetical gating and monitoring mechanisms are 
described. The basic high-level model of our approach is presented in Figure 3-4. An important 
feature of the model is that it assumes the availability of breathing cycles of CT and corresponding 
aligned NM images rather than the alternative of reconstructing a single image.
Test data, both 'simulated' data from a computational phantom and patient data from the Royal 
Surrey NHS trust and from the POPI repository were acquired. The placement of lesions in the lungs 
and liver of the XCAT phantom and methods of pre-processing the dataset are described. Two 
software packages, ASIM and STIR, were used in the production of synthetic PET images and a 
hypothetical PET instrument is specified to enable full torso images to be produced from a single bed 
position. These are novel uses of the ASIM and STIR packages to produce PET images from the XCAT 
phantom.
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4 Segmentation
4.1 Background and context
Image segmentation is the division of an image so that the components chosen correspond to a 
coherent view of the image parts. For example, a 2D image of a mountain biker might be split into 
wheels, frame and rider. An equally valid segmentation might be face and head, body, arms and legs. 
There is no definitive segmentation of an image; it depends on the objective of the segmentation.
In the problem of reducing breathing motion artefacts, this work asserts that by treating the organs 
within an image as independent objects, and describing their motion with multiple independent 
models, the models required to do this can be relatively simple; attempting to do this with a single 
model, requires that the model be relatively powerful and, currently, computationally complex. In 
order to treat the organs of the body independently it is necessary to identify them or, at least, their 
boundaries. Thus a piecewise registration relies upon segmentation as the basis for resolving the 
motion of individual organs. This is true even when an intensity based registration tool, which would 
normally be used without segmentation, is employed.
There are numerous segmentation techniques available. The segmentation technique used in a 
particular case depends upon the goals of the segmentation and the context of the process. Typical 
segmentation goals are, for example, (i) in the case of brain images, to separate the tissue into white 
matter, grey matter and cerebrospinal fluid; (ii) given an image of the thorax and abdomen, to 
separate the muscle, bone and fat from the other organs; (iii) from a large image, to isolate small 
structures such as lymph nodes for further processing; (iv) given an image of the heart, to 
discriminate between normal and necrotic tissue; (v) to estimate the uptake of a 
radiopharmaceutical in a defined region of an image. It may also be a requirement that such 
segmentations are accomplished with a particular level of user interaction since some techniques 
require manual intervention to initialise the process, e.g. the use of snakes [60], or k-means 
clustering [61]. Algorithms which do not require such input are termed 'unsupervised'. All other 
things being equal, unsupervised algorithms are preferable but sometimes the results from a 
supervised algorithm may be superior to other comparable un-supervised solutions. The term 
supervised includes, but is not limited to, human input. Supervision might be described as input 
whose production has not been successfully automated. Currently, fully automated segmentation 
methods are error prone and often unreliable [62] [63]. To address this, the work of Olabarriage 
describes computer systems designed for segmentation tasks in which the human observer is 
intended to interact with the computer system [64]. Some tasks are more effectively achieved by 
human intervention than by current computer systems. In this way a better solution may be 
achieved in a shorter time than by repeated non-interactive runs.
The context or technical setting consists of many factors. The level of noise associated with the 
image to be segmented may affect the choice of segmentation algorithm as some algorithms are 
better able to cope with higher levels of noise than others. The particular image volume to be 
processed may also be an influencing factor in the choice of segmentation technique. Lymph nodes 
are relatively small and imaging them may involve several small image volumes. On the other hand 
SPECT or PET scans are often carried out as part of an exploratory investigation which covers the
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whole body. Some techniques which were too computer intensive to be used for whole body 
segmentation are now more feasible as a result of increased computer power. However, even with 
increased computer power some segmentation techniques involving a large image volume may take 
more time than is available in the clinic until more powerful computers are available. A recent 
development is a General Purpose Graphical Processing Unit (GPGPU) based framework [65] for the 
convenient development of segmentation techniques. A GPGPU is, as its name suggests, based on 
earlier video graphics processing units. The facilities available have been generalised to execute 
matrix operations much more quickly than with conventional single Central Processing Units (CPUs). 
They are supplied with specialised software to accomplish the required re-formulation of the 
algorithms. The tendency towards parallel implementations is also incorporated into environments 
such as MATLAB® where some parallel features are provided in a manner transparent to the 
MATLAB® users. Such advances continue to enable computer intensive techniques to be moved 
from research into a clinical setting. The use to which the final segmented image is to be put will also 
influence the segmentation technique selected. For example, discriminating between normal and 
cirrhosed liver tissue may be a crucial factor for making some medical decisions but such a level of 
discrimination is unlikely to be crucial when simply measuring gross breathing motion. The increase 
in computer time necessitated by the trend towards smaller voxel sizes for the same physical size of 
image volume may be offset by the use of simpler methods of segmentation.
Extra care is necessary if using phantoms during the development of segmentation techniques. 
Some image features, present in patient data may be missing from a phantom image, and this may 
be crucial for the effectiveness of a segmentation technique. The converse may also be true. A 
phantom without the membranes which surround most organs may be satisfactorily segmented 
using some techniques whereas a patient image would not. Similarly reduced noise in a phantom 
image may lead to successful segmentation which would not be the case with patient data.
4.2 Overview of segmentation techniques
A Web of Knowledge literature search for 'Medical Image segmentation' has entries going back over 
25 years. It is difficult to divide segmentation techniques into old and new because some of the 
techniques which were known early in this period have been developed and found wider acceptance 
in the last decade whereas other techniques gained earlier acceptance. In the 1980's Finite Element 
Modelling (FEM) was used in the oil industry to study failure in concrete/steel oil-rigs [6 6 ]. At that 
time, it was not considered to be a feasible technique for image segmentation because computer 
resources were limited. As a result of increased computer power FEM is now used for segmentation 
in medical imaging as a sub-class of deformable models.
A further Web of Knowledge search, this time for the topic 'image segmentation' over the last 30 
years returns just over 46,000 articles. One review paper searching only the terms 'shape model' and 
'statistical model' between 1999-2009 found 400 articles and described the number of approaches 
to the problem as a 'plethora' [67]. Articles which review or survey medical image segmentation 
divide the techniques into a variety of categories, with reviewers often confining themselves to a 
limited number of techniques. In this summary, the segmentation techniques are described 
approximately in order of complexity rather than date of introduction. This is because the later 
techniques sometimes use earlier techniques as pre-processing steps, for example, median filtering
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and/ or Gaussian smoothing are used as pre-processing steps in segmentation techniques dealing 
with noisy images and when the images have features of widely differing scales.
Segmentation techniques will be described in the context of 2D images but all techniques apply to 
3D images except where specifically mentioned. The descriptions will be under four headings:
•  Low-level procedures used as tools by other higher level procedures.
•  Segmentation techniques which adopt the premise that the same or similar objects will have 
similar sets of intensity values and other objects will have different sets of intensity values.
•  Segmentation techniques which assume that abrupt changes in intensity values indicate 
regions which may be significant in determining boundaries between different segments of 
the image.
•  Segmentation techniques which are based on some form of model which provides prototype 
shapes, controls model evolution and controls permitted variations in segment shape.
4.2.1 Low level segmentation tools
Segmentation is not usually performed by means of a single simple tool. A collection of simple tools 
is available which can be combined within a procedural process to perform a desired segmentation 
for a particular type of image.
The simplest segmentation techniques involve the use of filters. The centre of a small cuboid 
window is placed at each voxel of the image in turn. The voxel values within the window determine 
the output voxel corresponding to the current centre. In the case of a median filter the output is the 
median or middle ranked value of the neighbourhood. This provides smoothing while retaining sharp 
edges. It also removes outliers which are sometimes caused by noise.
The Gaussian filter is a popular smoothing filter that obscures small features and reduces noise. The 
filter is applied at a range of scales indicated by the standard deviation of the filter function. The 
filter kernel usually has an odd number of weights along each principal axis and the origin of 
coordinates is the central voxel. The output voxel is the weighted average of the neighbourhood 
with the weights in the form of a Gaussian function:
-I- k ^ )
4-1
As the formula indicates, the Gaussian function is symmetric about the origin along each principal 
coordinate axis. Before applying the filter, the weights are normalised by the sum of weights in the 
kernel to avoid introducing an intensity bias.
There are other fairly low level algorithms such as the Harris-Stevens corner detector [6 8 ] which is 
described in Chapter 5, and edge detectors such as those of Canny, Sobel and others [69] which are 
described in section 4.2.3. Thresholding, at its most basic, may also be thought of as a low-level 
operation and that is discussed in the next section.
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4.2.2 Segmentation based on the detection of similarity
Thresholding is a technique based on the premise that the pixels of a specific object in the image will 
tend to have similar intensity values. Thresholding divides an image into background (black) and 
foreground (white) objects by comparison to a simple intensity value (the threshold). Image regions 
that have an intensity value below the threshold are deemed to be background and those above the 
threshold are deemed to be the desired segmented objects. The roles adopted by the colours black 
and white are interchangeable and the final foreground objects may be delivered in their original 
intensity values.
Histogram of gray levels
0
Figure 4-1: An example of a binary image (c) produced using a simple thresholding technique. The original gray 
scale image (a) of some rice grains is used to construct a histogram (b) of intensity values from which a 
threshold, shown by an arrow, is chosen. The image (a) is transformed into a binary image (c) by labelling all 
pixels with an intensity value below the threshold as background and all pixels above the threshold as objects.
An early and basic segmentation technique is depicted in Figure 4-1. The binary image resulting from 
setting all voxels in the original image (a) with a gray level below the selected threshold (150) to zero 
and those pixels above 150 to one is shown in (c). There are several variations in the basic technique 
of thresholding [70]. The simplest scheme, illustrated above, uses a pixel intensity histogram (b). It is 
most useful when the histogram can be characterised as being composed of several isolated peaks 
which can be split into non-overlapping ranges of intensity. The example above is partly successful 
and illustrates the underlying assumptions that two distinct classes exist but also indicates some 
limitations of the technique. In this case the histogram of gray levels (b) shows some pixels from 
both object and background occupying each of the bins in the range 1 0 0  to 2 0 0  and therefore 
choosing an appropriate threshold manually can be somewhat arbitrary, and classifies the algorithm 
as supervised. However, under the assumption that the histogram components are normally
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distributed there is an algorithm [71] that determines the threshold which corresponds to the 
minimum error. This automates the threshold selection and renders the complete procedure as 
unsupervised. This automation extends to the situations where more than one threshold is required. 
The image shown in Figure 4-l(a) is darker towards the bottom of the image; there is overall shading 
across the image. The chosen threshold is appropriate for the top three quarters of the image but 
not for the lower quarter. A variation known as adaptive thresholding addresses such problems. In 
adaptive thresholding smaller more local areas, over which the assumptions of thresholding apply, 
are used.
The thresholding technique takes no account of the physical layout of voxels within the image and 
can be sensitive to the noise level. Thresholding could be viewed as the forerunner of the k-means 
and fuzzy c-means (FCM) clustering [13] algorithms, both of which automate the choice of intensity 
ranges and allow some overlap of ranges. Some of the specialised versions of thresholding take 
account of the content of a spatial neighbourhood rather than relying solely on intensity values. A 
variant of the fuzzy c-means clustering algorithm, known as Improved Fuzzy C-Means (IFCM) [15], is 
a more sophisticated thresholding algorithm which responds to the surrounding neighbours of a 
voxel. IFCM, and its use in this work, will be described in some detail later in this chapter.
K-means clustering [69] is an iterative algorithm which requires supervision to provide the number 
of clusters K  into which the voxels should be divided and an initial set of cluster centres which may 
be chosen randomly. Given a number of categories K, a set of voxels Im g  =  [xpi 1 < p  <  Np], and 
an initial set of intensity values to use as cluster centres chosen at random =  {c|: 1 < k  <  K ]  
where t= l at initialisation, the first step is to assign each voxel Xp to its closest cluster centre 
(intensity value):
c l  =  [xp ‘. Xp is closer to c l  than any o ther c luster cente]. 4 . 2
The number of clusters, or cardinality of Cl, is written |C ||.The algorithm then finds a new set of 
cluster centres c^^^. The desired centres are simply the set of centroids:
XjizLk
Following the redefinition of the cluster centres each voxel is no longer guaranteed to be assigned to 
its closest centre, hence the voxel/centre assignment step 4-2 is repeated. This loop can be shown to 
minimise the within cluster variance given by:
(£-t+i)2 ^  (% i-  c lY  (Xi -  cl). 4-4
The loop is continued until adjustments to the new centres are consistently small. The algorithm has 
many variants one of which is known as the iSODATA algorithm [72]. ISODATA provides mechanisms 
for automatically changing the number of clusters depending on the data.
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FCM [13] is a clustering method based on fuzzy logic. It is similar to the k-means algorithm. Flowever, 
rather than assigning each point to a specific cluster centre every point has a degree of belonging to 
each cluster. This is called its fuzzy set membership and it is iteratively refined to minimise the 'cost' 
of the latest configuration. The essentials of fuzzy logic for FCM are described in Section 4.3.1 below. 
The Handbook of Medical Imaging gives a detailed explanation of clustering with fuzzy sets [73].
Another class of segmentation methods, but still within the category of searching for similarities, is 
called region growing. The principle underlying region growing [69] is that voxels relating to a 
particular segment should all be similar, in terms of the outcome of a uniformity test, to the existing 
membership of the segment. In region growing, each segment starts from a seed point supplied by a 
supervision mechanism. A uniformity test is applied to the voxels surrounding the seeds to decide 
whether each newly scanned voxel should be included in the region being grown. Some uniformity 
tests may also require parameters from a supervision mechanism. There are various uniformity tests 
one of which might be to see whether the intensity value of a candidate voxel falls within a supplied 
range that characterises the voxels already scanned and accepted. The process is repeated until no 
further voxels are added to the region. With region growing the final segmented object is always a 
connected region. The design of the uniformity test is important in avoiding over segmentation, in 
which the region spreads beyond the desired boundary, or under segmentation, in which the desired 
boundary is not reached.
4.2.3 Edge-based segmentation
Whereas region growing is concerned with seeking similar voxels, edge detection is premised on 
different image regions having significantly different properties and therefore identifying boundaries 
where regions meet by detecting a large intensity change. For intensity images, the technique 
involves finding relatively large differences in intensity by estimating values of the first derivative of 
an image. Further processing is needed to decide what level of contrast corresponds to real physical 
edges and what is caused by noise.
The foundations of edge based segmentation are the estimated image derivatives. These are 
encapsulated within processes termed edge detectors, of which there are many. The image 
derivatives result from simple filter kernels and are sensitive to noise. To avoid noise problems the 
kernels may be used in conjunction with a median filter, for salt and pepper noise, or convolved with 
a noise reducing Gaussian filter. Where further low-level tasks, in addition to filtration, are required 
the term edge operator is used. The simplest such operator is the Robert's [69] which uses two 
kernels:
' ‘ I  =  [o - J  ''2 =  [ - 1  ol-
The output of the operator, based on four intensity values, is the sum of the absolute values of both 
kernel outputs and is the magnitude of the local gradient. Operators which have 3x3 kernels and 
hence using 9 values to estimate the edge, such as Laplace, Prewitt, Sobel and Robinson [69], are 
less susceptible to noise than the Roberts but still have to be post processed in order to arrive at 
values which are of immediate use. When the associated post processing increases in complexity 
and becomes less general they become known as edge detectors. One popular edge detector is the 
Canny Edge Detector [69]. In summary the steps of this procedure are:
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•  Starting with a low standard deviation parameter for a Gaussian smoothing, use a Difference 
of Gaussian based filter to determine the normal to the edge and the magnitude of the 
edge.
•  Select an edge magnitude interval [m i,m 2 ] and mark voxels having a magnitude greater 
than m 2 as genuine edges.
•  For voxels with edge magnitudes within the [m i, m 2 ] interval, and which are adjacent to a 
previously marked edge, mark them as genuine edges only if both edge magnitudes, 
bracketing the voxel in question in the direction of the edge normal, have smaller edge 
magnitudes, i.e. suppress edges which are not local maxima normal to the edge.
•  Repeat the above step, until no further genuine edges are added.
Canny et al [69] included another higher level step in which the entire procedure is carried out at 
increasing scale and edges are again filtered to suppress spurious edges. The step is not often 
included in implementations of the Canny edge detector.
An alternative to edge detectors is border detection. This technique is similar, in some respects, to 
region growing and it also includes extension of edges rather like one of the steps in edge-detectors. 
The technique concentrates on a particular edge rather than being applied to a region. For simplicity, 
assume we want 8 -connectivity, although a similar procedure would apply to 4-connectivity. Assume 
also that, in the region of the border to be found, it is possible to decide whether or not a voxel is 
part of the region inside the border, i.e. that a binary image of the border region can be constructed. 
Assume a starting pixel is known that is a border pixel and that has at least the three pixels to the 
North, North West and West outside the border. In some circumstances this might be found by a 
pixel scan from the top left of the image row by row until a border pixel is found. Now imagine the 
image being laid flat with the top pointing North and greatly magnified so that a flea may easily 
stand within a single voxel. Let such a flea stand just outside the western side of the starting pixel, 
facing South, with its left wing over the starting pixel. Let it walk due South until the next pixel 
boundary. Let it turn as much to the left as is possible provided that its feet remain outside the 
border and its left wing remains over the border, i.e if the pixel to the South is inside the border then 
the flea will have to turn West (right). Continuing in this manner the flea will reach an edge or 
complete a circuit and return to the starting pixel and thus have marked the outer border of a region 
with its feet and have marked the inner border with its left wingtip.
4.2.4 Model based Segmentation
In model based segmentation, geometry is used to represent object shape, physics is used to 
constrain the shapes according to models of physical behaviour such as rigidity and tension, and 
mathematics is used to find optimal configurations which it is hoped will correspond with coherent 
image objects. The models may be applied directly to the images, or alternatively a series of images, 
which together form a representative set may be used to construct models which describe the 
variability in a training set of images.
An example of the former type of modelling is Active Contour Modelling [60], usually known as 
'snakes'. A closed curve is used as a starting point and is represented parametrically. The objective 
function is the sum of two terms. One term is the internal energy of the shape which uses 'tension' 
and 'rigidity' and the other term, referred to as external, is a scalar potential defined over the image.
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The potential function is chosen so that there are local minima at significant edges and the extent of 
local minima is under the influence of a Gaussian smoothing convolved with the image. The model 
energy, consisting of the sum of the internal and external terms, is expressed as a partial differential 
equation whose equilibrium configurations are the desired contours.
Examples of the latter type of modelling, based on a representative training set of images are Active 
Shape Modelling (ASM) [74] and, later. Statistical Shape Modelling [67]. ASMs are a class of models 
that seek to describe the major statistical properties of a set of images. They involve describing the 
differences within a set of training shapes and seek to employ the fewest number of parameters in a 
parsimonious description which identifies the axes of greatest variation. ASM requires a set of 
landmark points and a set of point correspondences (homologous points) that mark the landmark 
positions in each training image. Landmark points may be prepared manually from an image which 
had been semi automatically segmented, and the dense set of correspondences may be constructed 
automatically, based on the landmark points. The major contribution of Statistical Shape Modelling 
(SSM) is that the volume of manual segmentation is greatly reduced having been replaced by 
automatic procedures. The models may be represented in many ways but they have in common the 
ability to express an average shape together with several modes of variation which, taken together, 
enable the approximate expression of each of the shapes used initially to train the SSM. Building 
these models is the training phase of the segmentation technique and relies on test data being 
available. The models in SSM are currently best for shapes which do not have large variations over 
the training set, such as deep brain structures and heart. Soft tissue organs, such as the liver or 
tumours which vary considerably in size and shape, are not currently handled as successfully.
In deformable models [75], a basic shape such as a contour or ellipsoid is warped to fit a target 
object. Deformable models were initially applied to 2D images but were extended to 3D images by 
Terzopoulos et al. [76]. A drawback to their method is its sensitivity to the initial starting position 
and that it has difficulty with concave features. To address the latter shortcoming a feature called 
Gradient Vector Flow has been added. The deformable models can be expressed in a number of 
ways. One frequently cited method uses an implicit representation called level-sets which are 
combined with a 'fitting energy functional' developed by Chan [54] and Mumford [77]. The 
technique is effective but considered expensive in computer resources as a result of the search 
space being one dimension more than the dimensionality of the image under analysis, i.e. 3D images 
require optimisation in a 4D space.
4.3 Choice of segmentation technique for Virtual Dissection
A requirement of the Virtual Dissection presented in this thesis is the provision of a segmentation of 
the torso into the separate organs that are affected by breathing motion. The initial development of 
the VD method was carried out using the semi-automatic segmentations already available for the 
patient datasets described in 3.5.1 and the ground-truth perfect segmentation of X I available using 
the XCAT phantom. One objective of the work for this thesis was to replace these available 
segmentations with equivalent sets obtained from the primary CT images themselves using software 
developed especially for this purpose, and to determine whether the segmentation process 
developed would be able to cope with the increased levels of noise associated with low-dose CT 
images. Although the objective of the work presented here is to improve NM images by removing 
breathing motion artefact, this is achieved by registering corresponding CT images and then applying
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the registrations to the NM images. The low dose CT images to be used have noise levels above 
those of typical CT therefore the choice of segmentation techniques was restricted to those that are 
tolerant of noise. The reason for the use of low dose CT images is that the largest portion of the 
radiation dose associated with PET/CT scans is due to the CT imaging and there is an on-going effort 
to reduce the small risk associated with such investigations. Consideration had to be given to the 
computer resources needed for combined segmentation of the thorax and abdomen since current 
and anticipated future voxel dimensions imply large images in terms of voxel numbers. Furthermore, 
some techniques that require considerable and varied quantities of training data, such as SSM, had 
to be ruled out because of the lack of such data.
The desire for a solution which could be computed in a time appropriate for a clinical setting 
militates against deformable surfaces implemented via level sets. Examination of histograms of voxel 
intensity from the V I dataset showed that although separate peaks could indicate separate organs 
there were regions where organs overlapped in intensity ranges making the k-means algorithm 
unsuitable. It was decided to pursue the fuzzy c-means algorithm and include a mechanism to 
reduce the problems of excess noise associated with the use of low-dose CT as the input modality.
4.3.1 Fuzzy c-means algorithm.
The fuzzy c-means algorithm (FCM) was introduced by Bezdek in 1981 [13]. It was based on Fuzzy 
Sets Theory introduced earlier by Zadeh [78].
In the following description of fuzzy sets and the use of fuzzy sets by the fuzzy c-means algorithm, 
the notation and main equations come from Shen et al. [15]. For clarity, in the current context sets 
are referred to as images and values are referred to as intensity values even though fuzzy sets and 
fuzzy c-means apply more generally. The basic ideas underlying 'fuzzy' methods were developed to 
cope with the situation where concepts had imprecise meanings. For example, in everyday iife one 
frequently encounters sets whose membership is not precisely defined, for example "big men" or 
"animal". Does "big men" mean heavy or tall or both? Does "animal" include amoeba? 
Quantitatively what measurement corresponds to 'big', >1M or >2M? Despite these uncertainties 
humans are able to use these terms to communicate ideas with a great deal of success. Fuzzy sets 
and fuzzy logic attempt to bring the same success involving vague concepts to computer systems. 
Given a set of objects Z  =  {x i,X 2 , ...Xy, and a closed range [0,1] and an instance of a
functionz, with domainXand range [0 , 1 ], which assigns a degree or grade of membership to the 
set, the instance of the function z is called a fuzzy set or category. A zero grade of membership 
implies certainly not a member of the set or category and a value of one implies certainly belonging 
to the set or category.
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Figure 4-2: The difference between set membership (left), in which every member of the domain [0,6] is clearly 
indicated as a member or not of 'numbers near 3' which is, in this case, precisely defined as numbers in 
[2.5,3.5), and fuzzy-set membership (right) in which some aspects of membership are clearly defined (such as 
numbers in the interval [0, 2] which are unequivocally not members) and some aspects which are imprecise 
(such as that even the number three itself is not unequivocally a member).
For example, consider the set of 'numbers near 3', as shown in Figure 4-2. To have such a set there 
must be a membership function which can distinguish members of the set from non-members. The 
membership function must be well-defined such as =  [x  E R - 2.S <  x <  3.5} in order that it is 
clear which real numbers are in the set. A fuzzy set of 'numbers near 3' is less precisely defined. 
There may be many such membership functions in which some things are precisely defined while 
others are not. The set of objects % may be real scalars, as they are in the case of the work in this 
thesis in which X  represents a ID  set of image voxels from a grayscale 3D image, or they may be real 
vectors of finite dimension. For clarity, in the description of the fuzzy c-means iteration below, X is a 
ID  representation of a 3D grayscale image. In fuzzy c-means, working with C categories and an 
image X of N voxels, the membership function may be represented by a C x iV matrix of grades U.
CD 
X
Tissue type or category >
lu n g
2^ liver
^ 3  h e a r t
V4
U having C rows (categories) and N columns (voxels)
3 .
U i i
U 2 1
U 3 2
U 4 3
Figure 4-3: A representation of fuzzy sets giving membership grades for C categories and N voxels. The fuzzy 
memberships can be converted into a crisp allocation by placing each voxel into the category having largest 
membership grade among the column corresponding to the voxel in question.
The set of grades for a voxel of % is a fuzzy set and is normalised to sum to one. The fuzzy c-means 
algorithm iterates until the membership matrix representation U of the membership function m  has
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converged or until some other equivalent stopping criterion has been met. At that point the fuzzy 
set, which makes up the representation of m, is converted into partitions by assigning each voxel to 
the category whose grade membership is largest within each column. These partitions are termed 
crisp partitions since cluster membership is no longer fuzzy.
Now \e tX  =  ...Xjv} denote an image of intensity values without a spatial structure. V is
the list of intensity values which are the currently determined cluster centres i.e. V =  
[ v i ,  V2 , ... Vi, ... Vq] where C is the user specified number of clusters desired.
U(C X N) is the representation of the fuzzy set membership function and Uij G [0,1] and
771 G (1 ,00 ) is the weighting exponent which controls the degree of fuzziness. (m =  2 throughout 
the work in this thesis.)
The similarity measure between voxel intensity and the intensity of the current cluster centre used 
to drive the optimisation is:
d ^ {x j ,V i)  =  \ \ x j - V i f .  4-5
The initial membership function U is set randomly and normalised to conform to the requirements 
of the Uij given above.
From the image and the latest fuzzy membership function U, the new cluster centres Vi are 
determined via:
Vi =  =  4-6
The membership function U is then recalculated given the revised cluster intensity centres:
_ 1
fyc  (  d(xpvi)\  
/  \d{xj.Vk)J
2 /(m 1)
The overall cost of the configuration, which can be shown to be monotonie descending by Bezdek's 
algorithm, is now:
N C
j = l  i = l
There are a number of options for detecting a suitable stopping point. Shen et al [15] used the 
successive change in the fuzzy set membership function U for their IFCM algorithm to be described 
in the next section. The standard MATLAB® implementation of FCM uses the cost-function.
The basic FCM algorithm, like most algorithms, is not without some drawbacks in some specific 
situations. FCM takes no account of spatial factors within an image; the results for a particular image
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would be unaffected by an arbitrary reordering of the pixels in the image. If the image histogram of 
intensity values could be characterised as having a series of adjacent clusters (intensity ranges) and 
the level of noise is such that FCM moves some of the affected voxels between categories, then 
misclassification will occur due to the noise. If the voxel intensity histogram has well separated 
intensity ranges and the noise is in the form of outliers, then they may significantly influence the 
cluster centres. If the noise is in the form of extreme outliers, then they may influence the 
membership of the classes closest to the noise range or even occupy a separate category. Some 
variants of FCM take steps to reduce the influence of outliers within categories and within the 
complete image.
4.3.2 Improved Fuzzy c-means
There are many papers describing variations and extensions to basic FCM and many papers 
comparing these variations. Forouzanfar et al concluded that Improved Fuzzy C-Means (IFCM), a 
modification suggested by Shen et al [15], compared well to several other variations [79]. IFCM is an 
implementation for 2D images only. The IFCM technique includes, in the cost function for each pixel, 
some influences from the intensities of spatially surrounding pixels. The input image X may be of any 
desired layout -  it is simply an unordered set as far as the basic FCM algorithm is concerned. The 
d ? [ x j , v ^  is a measure of difference in voxel intensity and takes no account of the spatial difference 
between image voxels. The consequence is that the assignment of a voxel to a category is insensitive 
to the surroundings of the voxel.
In the original FCM algorithm described above the membership function is determined, in part, by 
the similarity measure in equation 4-5. This is modified for IFCM so that:
d^{xj,Vi) = \\xj -  Vi\\ ( l  -  ÀHij -  ^Fij) ,  ^g
where Hij  is a feature-attraction which depends on the difference in intensity, gj^,  between the 
central voxel,), and its neighbours. That is, the image X still has voxel intensities but now, in 
addition, has for each voxel x j  an associated set:
G/ =  [g jk  \ g jk  =  1^ ; -  Xk \ Xj^is a spatia l ne ighbour o f  Xj). 4-10 
H is given by:
„ Y i k = l ^ i k 9 j k
%  =  y s  „------ ■ 4 -11
L k = l d j k
S is the number of voxels within the neighbourhood of Xj .  That is:
5 =  (s e Af|s =  26,124,..., (2n-F  1)^ — 1, . . . /o r n  =  1,2,3 ...} 4-12
where 2n + l i s  the chosen length of the side of a cubic neighbourhood centred onx j.  The 
component may be described as the average of the set membership grades in the neighbourhood 
weighted by the corresponding contrasts.
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F, the distance attraction is given by:
-  y i  „ 2  ' 4-13
L k = i^ jk
where 9;^ — k  "  based on the distance between the centre voxel, Xj
and its neighbours bj :^
Qj =  [qjj^\the distance between Xj and its  ne ighbour  4-14
The Set S is as before.
The Fij component may be described as the average of the squared membership grades in the 
neighbourhood weighted by the squares of corresponding distances between central voxel and 
neighbourhood voxels.
The expressions for H ij (equation 4-11) and Fij (equation 4-13) indicate that the difference measure 
adjustment (equation 4-9) is influenced only by the immediate neighbours of a voxel. IFCM offers no 
improvement for the situation where voxels from positions at extremes of an image are placed in 
the same category but 'clearly' belong to different image objects.
4.4 Methods
4.4.1 IFCM3D
IFCM, as described by Shen et al [15] deals with 2D images. Since the development of the process of 
Virtual Dissection (VD) described in this thesis requires segmented 3D images, it was decided to 
extend IFCM to three dimensions (IFCM3D). Shen et al considered a 3x3 neighbourhood consisting of 
8  neighbours. By extending IFCM to 3D the number of neighbouring voxels in the 3x3x3 
neighbourhood increases to 26. Following the suggestion of Shen et al, FCM was used to find an 
initial starting position for IFCM3D.
IFCM3D was implemented in a straightforward style of MATLAB® code. The IFCM3D algorithm was 
run on the patient CT image, V I, which covers a region from the base of the neck to the kidneys and 
occupies 29.3 Million voxels. All FCM variants require supervision to specify, initially, the number of 
clusters into which the image should be divided. It was found that IFCM3D converged over a wide 
range of cluster numbers from 10 up to 20. The memory required by IFCM3D is directly proportional 
to the number of intensity clusters with the memory requirement for determining 2 0  clusters being 
around 7Gb. For each of the cluster numbers in the range, most of the clusters included tissues 
which were widely separated spatially in the image. The tissues of individual organs such as the liver 
or heart appeared in several clusters. The liver, for example, in its membranous sac was composed 
of tissue present in four or five intensity clusters depending on the number of clusters chosen. Some 
regions of the liver were predominantly members of one particular cluster but other regions 
involved membership of two or three clusters in a somewhat heterogeneous arrangement. The 
interior tissue of the liver was present in two or three clusters and the outer tissue of the organ was 
marked by an indistinct boundary present in two or three clusters in a spatially mixed region. It 
became apparent, on examining the segmented images, that it was the treatment of these outer 
regions of the organs that is important for the separation of, for example, the heart and liver.
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As would be expected, for both FCM and IFCM3D the CPU time and memory requirements increased 
with the size of the image and with the number of clusters. The initial implementation of IFCM3D 
was extremely slow, taking several hours per iteration for a 230 megabyte image. At this stage they 
were single processes running on multiprocessor servers.
Two further developments were undertaken to address these problems.
•  The IFCM3D algorithm was re-designed in a style intended to improve its performance. All 
uses of the name IFCM3D refer to this most recent design.
•  Piecewise IFCM3D (PIFCM3D) was written to provide a systematic method of breaking a 
large image into smaller, organ centred sub images for parallel processing.
These developments are described in 4.4.2.
4.4.2 Design of IFCM3D
When first implemented in MATLAB® the modification of FCM to produce IFCM3D used conventional 
nested loops and took several hours to complete a single iteration of a torso sized image. A more 
sophisticated approach was taken in which the tuned algorithm used revised stopping criteria, a 
restructured input image and the replacement of nested loops by neighbourhood templates.
4A.2.1 Cluster-stabilily stopping criteria
A number of stopping criteria for IFCM3D were considered. The MATLAB® basic FCM uses the cost 
function itself (Equation 4-6), i.e. termination happens when successive differences are less than a 
user specified threshold. The Shen et al. implementation [15] of IFCM stopped when 'none but small' 
changes in the fuzzy set membership table was detected. We chose to use 'no large changes in the 
set of cluster centres' as the stopping criterion for the following reasons. Whilst the cost function is 
monotonically decreasing for FCM as guaranteed by Bezdek's algorithm, it was noticed that for IFCM 
there were sometimes small increases in this function when transferring between the FCM 
initialisation phase and the IFCM3D final phase. Hence, it was necessary to modify the stopping 
criterion to detect small absolute differences in the cost function. In plots of cost function against 
iteration number, IFCM3D appeared to converge more slowly than FCM and detecting 'none but 
small' changes in value throughout the fuzzy set membership table was felt to be an overly stringent 
requirement, especially considering the considerable extra computational burden resulting from the 
increased duration of each IFCM iteration. The convergence requirement selected was that all 
cluster centres should undergo only a small movement for two successive iterations. Although 
calculation of the cost-function was not required for the stopping mechanism, it was retained as a 
single valued measure of convergence rate.
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4A.2.2 The IFCM free parameters
Implementations of IFCM, such as those of Shen et al.[15] and Forouzanfar et al. [79], paid attention 
to determining an optimal value for the two parameters X and Ç. When the test image suggested by 
Shen et al. was used, the effect of varying these two parameters was explored by using 
combinations within the mesh of ([0,1], [0,1]) at 0.1 intervals as shown in Figure 4-11. At the 
extremes of this explored mesh range poor results were encountered and assumptions required by 
FCM and IFCM were broken, for example, in the form of negative distances. However, most possible 
combinations of X and Ç led to a large proportion of noisy voxels being reincorporated into the 
'correct' cluster. For use as a general purpose clustering tool, the amount of work that would be 
involved in developing a method to find the optimal values of the parameters may well be justified 
but, for the environment restricted to processing low intensity CT images, it seemed likely that X and 
 ^ would have similar values for all images. It was decided not to invest effort in this optimisation 
process in the early stages but to identify suitable values for the test image and another pair of 
values for the CT data empirically. A more sophisticated solution would be pursued only if necessary. 
Inspection of equation 4-13 reveals that the weights qjj^ are based on the distances between the 
central voxel and its neighbours. That is, a corner neighbour which is only 26-connected has a 
different influence to a neighbour which is 6 -connected. In patient CT images there are no favoured 
directions so it was decided to dispense with the influence by leaving the value of Ç fixed.
4A.2.3 Structuring of the input image
The main input parameter of FCM is a single vector of voxel intensities and no spatial relationship 
between voxels is assumed or implied. In order to improve the performance of IFCM3D we planned 
to use a technique we called neighbourhood templates which is described in section 4.4.2.4 and in 
Appendix D. The single input vector was replaced by a 3D array of image intensities where voxels 
had the usual spatial interrelationships. In order that all voxels of the original image have a complete 
neighbourhood, before processing began this 3D input image was padded on all outer faces with 
sufficient layers of voxels such that each voxel of the input image had a complete neighbourhood. 
The amount of padding depended on the desired size of neighbourhood of influence. For a 3x3x3 
neighbourhood, the padding was one voxel thick. The intensity values of the padding were set to 
zero. From inspection of equations 4-11 and 4-13 and the assumption that only voxels of the original 
input image and not the padding voxels are ever the central voxels when filtering, it is clear that the 
effect will be to reduce the contributions to the H and F components at the edges of the image. This 
is not an issue for the majority of images dealt with in this work since they have quite large areas 
already padded with zeros. If this were ever to become a problem one of the other standard 
techniques for dealing with edges could be investigated. These would be to pad with copies of the 
genuine edge values or, in the case of the padding being two voxels thick, reflecting the boundary of 
the image or, finally, tapering the border of the images down to zero over a few voxels could be 
investigated.
4A.2A Producing a neighbourhood template
Inspection of the formulae for the H  and F terms, defined in equations 4-11 and 4-13, which are 
used in the factor which adjusts the distance metric as in equation 4-9, reveal that these terms
65
involve the contents of the 3D neighbourhood of each voxel. The conventional implementation for 
scanning such a neighbourhood requires three nested for loops and 26 or 27 separate 3D array 
accesses for each voxel in the target image. Such scans were observed to consume considerable 
computer time and a method to speed up such processes was devised and implemented. The 
technique is used in the current IFCM3D implementation and in one of the heuristics devised for 
post processing the segmentation of some organ types described in section 4.4.3.1. The method is 
fairly general and may be of use to others but since it is not particularly relevant to the segmentation 
process other than as a performance improvement its description is to be found in Appendix D.
4.4.3 Piecewise IFCM3D
With the intention of improving the usability of FCM and its variants, a method, piecewise IFCM3D 
(PIFCM3D), was developed to divide a single torso image into more manageable sized pieces with 
the possibility of processing the pieces concurrently as 'cooperative sequential processes', a type of 
parallel processing. Although FCM is described as a single process, being composed of basic matrix 
operations it should be amenable to breaking up into smaller matrices for concurrent evaluation, 
possibly with a final consolidation, known as 'data parallelism'. These two types of parallélisation are 
complementary in that choosing one of them does not preclude the simultaneous use of the other.
Consider a large image, such as an entire torso, being segmented in a single process with the 
number of separate segments in the range 6  -  2 0 ; considerable memory and cpu time are required. 
This may occupy just a single processor on a server that may have many processors. The change 
made here was, for each organ, to determine a bounding cuboid that contains the entirety of the 
organ in question plus parts of other organs within the bounding cuboid and other tissue not part of 
an organ. The cuboid of each organ can then be segmented concurrently by independent processes. 
The algorithm makes use of an approximate segmentation which gives the approximate shape and 
location of the organs. Although making use of one segmentation as the pre-requisite for another 
could be described as a circular process, it is the intention that the starting segmentation could be 
very much more approximate than the segmentation at the conclusion of the algorithm. During the 
development of this algorithm, use was made of the semi-automatic segmentation described in 3.5. 
Using a previous segmentation of the starting image means that there are no image dimension 
scaling issues. It would also have been possible to use a phantom such as XCAT to obtain a suitably 
scaled 'atlas' of major organs.
4.4.3.1 Outline of the piecewise algorithm
The processes used to produce segmentations from CT images such as the V I, P4 and X I images are 
shown in Figure 4-4. In addition to the actual CT images to be segmented, another input is required 
which takes the form of an approximate segmentation of the CT images. The intention was that 
eventually an atlas, constructed from the XCAT phantom, would be used in the clinic; the XCAT 
phantom includes scaling facilities based on phantom height and weight. However, for the work 
carried out in this chapter, the existing semi-automatic segmentations of the V I, P4 and X I images 
described in Chapter 3 were used. In using these segmentations as approximate templates of the V I, 
P4 and X I images, care was taken to avoid using any values which might not be available to an XCAT 
based atlas. The bounding cuboids were surrounded on all sides by an extra 7mm of image voxels to 
ensure all edges of the cuboid were clear of organ boundaries. The Related Organ Table consists of
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the centres of gravity of parts of organs, other than the central organ itself, which happen to be 
within the bounding cuboid. These parts of organs were also swollen with 7mm dilation before their 
centres of gravity were calculated.
' Approximate 
Segmentation 
for each frame
Single 
Labelled 
image for 
each frame
PIFCM3D
CT Images 
from each 
frame
Figure 4-4: Shows the overall view of PIFCM3D in which a segmentation compatible with the VD processes of 
Chapter 6 is produced.
Figure 4-5 summarises the piecewise IFCM3D pipeline. The four stages involved are described in the 
next four paragraphs. Each stage is accompanied by pseudo code.
'Approximate /  
Segm entation-^
Piecewise IFCM3D
stage 1 y---------------------  Stage 2
Construct
prior
information
r
Post 
IFCM3D 
processing
Stage 3
Description 
of cuboid 
and Related 
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Post
IFCM3D
save
IFCM3D
Segmented 
Organ (CT) 
& single label 
image
Merge all
by frame
Label images 
having the same 
numbering 
convention as 
ground truth  
segmentation
Figure 4-5: The overall organisation of PIFCM3D. The blue diamonds are data that is preserved between 
processes which are in green boxes.
The PIFCM3D method consists of four stages. The first stage, described in Figure 4-6, is a preparatory 
stage based on the approximate segmentation. From the approximate segmentation, the cuboid 
which encompasses the organ of interest is determined along with the Related Organ Table for each
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organ. The Related Organ Table contains an entry for parts of any organ which might be present 
within the cuboid that surrounds the organ in question. The Related Organ Table will always include 
at least one entry for the organ in question. The table entry is the centre of gravity of each region 
which might contain a part of an organ. The first stage is undertaken for each organ which is to be 
segmented.
Pseudo Code: Construct Prior information: Determine the Related Organ Table 
fo r each organ
Obtain a binary image of the approximate segmentation of the desired organ.
Determine the cuboid that just encompasses the extent of the chosen organ, 
increase the cuboid by 7mm in all dimensions.
Extract the enlarged encompassing cuboid Ci from the approximate labelled image segmentation. 
Determine the unique set of label numbers that appear in the current enlarged Ci cuboid. This 
becomes the set of related organs for this cuboid.
For each organ in the related organs list
Do Extract from Ci all the tissue belonging to the current related organ.
Label the distinct components of the extract.
For each distinct component
Do Construct an entry (related organ number; centre of gravity) for the Related Organ 
Table of the current central organ.
Done
Done
Preserve the Related Organ Table and other details (priors) such as cropping limits so that they may 
be retrieved if given the central organ name and frame number.
Figure 4-6: The first stage of PIFCM3D, the construction of the Related Organ Table for each organ. This is a 
description of the parts of 'other' organs which appear within the cuboid specific to the organ in question.
The second stage of the piecewise segmentation, detailed in Figure 4-7, is to obtain the results of 
IFCM3D clustering. All the clustering runs may be done in parallel. Each run is parameterised using 
data from the information determined in the previous stage: the size and position of cuboid; the 
number of clusters and the values of the À and f  parameters from the parameters presently in the 
dataset parameter table; the overall image parameters, such as the maximum number of iterations 
at which further attempts at convergence are abandoned; and the fuzziness parameter, M.
Pseudo Code: Set up and start the IFCM3D algorithm
For each organ in the list of those to be segmented
Do Determine the initial parameters required for the current organ. This includes 
The position and size of the bounding cuboid
The corresponding CT extract from the appropriate frame of the breathing cycle 
The remaining organ specific parameters, (clusters X, Fuzzyness (2))
Done
Start IFCM3D independently for each frame of the breathing cycle.
Figure 4-7: Running the IFCM3D clustering algorithm as the second stage of PIFCM3D
Once the IFCM3D runs are completed, the third stage is to convert the resulting labelled image into 
independent organs as detailed in Figure 4-8. Tissue which does not belong to the organ in question
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is discarded. Tissue may be in the wrong set of clusters or may be identified as belonging to a 
different organ. The pseudo-code detailed in Figure 4-8 applies to ribs and kidneys as an example.
Pseudo Code: Identify the parts o f the organ in question from  the labelled 
image produced by IFCM3D
Retrieve the range of intensity values, applicable to the ribs or kidneys as appropriate, from the 
dataset parameter table. A cluster centre within that range is included in the first approximation of 
the organ. In the case of the kidneys, as a result of manual inspection it is known that, the addition 
of noise means that the kidneys tissue occupies parts of two clusters having centres w and w+ 1  and 
there are other organs in contact with the kidneys which belong to centres w - 1  and w and w+1 . 
Construct, using the Label image from IFCM3D, a binary image L which is a union of all voxels in each 
of the clusters whose centres are within the retrieved range.
Construct a labelled image Div based on the connected areas of L having a volume in excess of 1ml.
IF segmenting the kidneys as opposed to segmenting the ribs.
Construct an image NewDIv based on Div as follows.
Calculate Itwdens, eqwdens and gtwdens for each voxel v in the cuboid. Itwdens is the 
number of 3D neighbours having a cluster sequence number < w, eqwdens is the number of 3d 
neighbours having cluster sequence number = w, and gtwdens is the number of 3D neighbours 
having a centre sequence number > w. The central cluster sequence number in NewDiv is set by the 
following sequence of comparisons.
IF eqdens(v) > Itdens(v), NewD!v(v)=w; Endlf;
IF gtdens(v) > eqdens(v), NewDlv(v)=0; Endlf;
IF LABELS(v) == w -1 , NewDiv(v)=0; Endlf;
These statements isolate the regions with more of cluster w than neighbouring dusters and puts into 
the background duster regions with more of dusters neighbouring w. Although the actions may not 
be appropriate in regions not immediately around the kidneys the subsequent filtering on size etc 
removes non-kidney tissue. The third of the conditional assignments above clears the centre 
sequence w-1 from what is to become the kidneys. The intention is that the infiliing done at the end 
of this process re-fiils those regions.
D!v=NewDlv 
End If
Delete from the binary image L, all isolated components whose volume is less than an organ-specific 
limit. Currently the limits are found by manual inspection. For the X I dataset the default limit is 1ml; 
for kidneys: 10ml and for lungs: 500ml
Construct a label image Div2 by setting all the voxels corresponding to each remaining connected 
region of Div with a unique number starting with 0 for background and using 1,2,.... for each 
successive connected region.
Construct a histogram from Div2 having one column for each label in Div2. From that make a table, 
D, of two columns. The first column is the volume of a connected region, the second is the 
corresponding label value. Retain the table D for use later.
Select, from the prior information constructed by the buildPriors process run before IFCM and 
IFCM3D, those entries of the Related Organ Table which apply to the specific organ being segmented 
(ribs 24 entries or kidneys 2 enties). Call the sub-table subcogs.
For Each numbered component in Div2:
Determine the components centre of gravity.
Calculate the displacement of this component from each of the atlas components in subcogs.
Using the table D, prepared above, add these values to a three column table called poss having the 
displacements in column 1, the subcogs entry number in column2 and Div2 image component 
number in column 3.
End For Each
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Sort the poss table on columns 1 to 3.
Prepare the two column bits table having column 1 for a subcogs entry number and column 2 for a 
Div2 component number.
Scan the poss table over the ascending displacements and if the bits table entry indexed by poss 
column 2 (subcogs entry number) is unfilled, fill it from the poss entry column 3 (Div2 component 
number).
Ensure that the correct number of components, 24 for ribs and 2 for kidneys, has been matched. 
Select the appropriate components from the Div2 labelled image using the now completed bits table 
to guide the process.
Fill the interior of the assembled structures.
Set all voxel values to that specific to the organ being constructed. Similarly, construct the CT
segment image.____________________________________________________________________________
Figure 4-8: The third stage of processing which converts the raw IFCM3D clustering results into the most likely 
segmented organ.
At this point, the organ shapes are individually available for comparison with ground-truth 
segmentations. The preparation of the organ shapes was extended to build labelled images having 
the same specification used for the registrations described in Chapter 6 . Stage four of the process is 
described by the following pseudo code. It may be carried out in parallel for each frame of the 
breathing cycle.
Pseudo Code: Combine individual segments as a single labelled image 
compatible w ith  the ground-truth segmentation.
For each organ, in a specific order
Do Retrieve the binary image of the organ as left by the previous processing
Multiply the binary image by the label number used within the ground-truth segmentations. 
Merge the resulting image into a giobal labelled image such that the voxels having a non­
zero value replace any non-zero value already there. The consequence of this is that if tissue occurs in 
two or more organs, the iast such organ in the sequence will be deemed the correct organ for the 
overlapping tissue.
Done
Save the ia bel led image for iater use by the VD validation processes.
Figure 4-9: The fourth and final stage in the segmentation processes. It provides labelled images in the same 
format as those used for the registrations in Chapter 6.
Preliminary work showed that there was a difficulty in segmenting the lungs separately. Each lung 
has its own cuboid but these cuboids overlap. The trachea was present in both lung cuboids and the 
method of dealing with such overlaps would result in one of the lungs having the trachea attached 
and the other not. The trachea was therefore segmented purely as a means of separating the lungs. 
The trachea is composed from tissue which is identical, within a CT image, to the larger airways near 
the entry to the lungs. The lungs also curve close towards the spine behind the trachea. For example, 
in the V I dataset: their rearmost edges actually touch; the trachea cuboid has large portions of left 
and right lung within it; the left lung cuboid has part of the trachea within it as well as portions of 
the right lung; and the right lung cuboid has part of the trachea within it as well as portions of the 
left lung.
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A method was developed to overcome these difficulties. The base of the trachea cuboid was 
specified manually once for all frames of the cycle. The trachea was processed through the first 
three stages of IFCM3D described above, up to and including the point where the segmented 
trachea was available as a single image. This enabled the segmented trachea to be accurately 
removed before the lungs were individually processed. Large sections of lung tissue within the 
trachea cuboid were rejected based on the size and/or the positions of the centres of gravity of the 
lung/trachea like components. When processing the lungs, it was necessary to erode the lung 
components by one voxel in order to separate the left lung from the right lung so that parts within 
the 'wrong' cuboid could be rejected based on size. The selected component in each of the left and 
right lungs was dilated by one voxel to restore the erosion. Once the trachea and left and right lungs 
had been segmented, the final stage in the process described in Figure 4-9, was conducted such that 
the trachea was processed last.
Several organ-specific heuristics were developed but the ultimate aim was to find a common 
process, possibly guided by some organ specific parameters that would serve for all organs; that 
stage has not yet been reached. The major difficulty has been the separation of liver from the heart. 
For that reason, the demonstration of the piecewise IFCM3D on patient data has been limited to the 
trachea and lungs.
Table 4-1: Summary of fuzzy c-means variants and their acronyms.
FCM The term FCM is used to indicate the standard algorithm as described by 
Bezdek [13]. It is also used to indicate the implementation as supplied with 
the released MATLAB® software. The standard MATLAB® implementation has 
been locally modified to increase the information displayed at the end of 
each iteration but no other modifications have been made.
IFCM The term IFCM is used to indicate the improved fuzzy c-means algorithm as 
described in the paper by Shen et al [15]. We did not use or implement a 
version of IFCM because it is limited to 2D.
IFCM3D The term IFCM3D indicates an enhanced algorithm based upon the MATLAB® 
FCM implementation.
The major extension is to implement the IFCM algorithm for 3D images.
PIFCM3D The term PIFCM3D indicates Piecewise IFCM3D. This is an extended, 
problem-specific and problem tuned algorithm which automates some of the 
laborious and error-prone aspects of using IFCM3D on a breathing cycle of 
full-torso images with the intention of providing a segmentation of all major 
organs. Following the use of IFCM3D there are organ-specific procedures for 
isolating organ shapes from the labelled images derived from the IFCM3D 
conclusion.
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4.4.4 Validation of IFCM3D
In order to  have confidence that IFCM3D worked correctly, the 2D test image described by both 
Shen et al. and Forouzanfar et al. was reproduced as described in the ir papers but extended to 3D 
w ith sixteen slices each of which was identical apart from noise. One slice is shown w ith added noise 
in Figure 4-10.
Figure 4-10: The test image. The four intensity values were 0, 100, 200, 300. It contains uniformly distributed 
noise in the interval [0, 120]
The advantage of using a test image constructed in this way is tha t there is an 'obvious' desired 
segmentation to  act as ground-truth fo r comparison w ith the calculated segmentation. Following 
Shen et al., the number of voxels in the calculated image which do not match the ground-truth 
segmentation is shown as a percentage of the tota l number of voxels in the 3D test image 
(256x256x16 voxels).
Inspection of equations 4-11 and 4-13 reveals that 0 <  Hij <  1 and 0 <  Fij <  1. When the sum 
of AHij +  ^Fij is greater than 1, the modification factor in equation 4-9 becomes negative. During 
the early stages of the validation it was noticed that the modification factor (1-A.H-^F) did become 
negative. The distance metric assumed by Bezdek et al. must be non-negative. Three responses to 
this situation were considered:
a. Take the absolute value of the expression.
b. Square the value of the expression.
c. Clip the negative values of the expression.
Applying (a) or (b) to  the expression (1-ÀH-^F) results in the gradient of the modified expression 
becoming opposite to  that o f the original which seemed contrary to  the intention o f Shen et al. It 
was found empirically tha t a combination of (b) and (c), i.e. negative values o f the expression are 
clipped to  a small positive value and the non-negative values squared, gave the fewest misclassified 
voxels when running the test image. More formally tw o factors and /^a re  used fo r shorthand:
^  =  ( l - A W y - f F y )
72
f  ^ f / a  
( f { X j , V i )  =  \ \ X j - V i f  f i , .
Figure 4-11 shows the base 10 logarithm of the percentage of voxels incorrectly assigned to  a 
segment after running IFCM using the modification factor formula as presented by Shen et al but 
replacing negative factors by small positive values and squaring positive values of the original factor. 
The results o f determining the percentage incorrect value fo r all combinations of ranging over 0.1 
to 0.9 in 0.1 increments, and over the same range as \  are shown. The minimum percentage 
inaccurate in the region is 0.02%. Appendix B presents the results fo r three variations in modification 
factor and tw o sizes of neighbourhood.
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Figure 4-11: A surface plot of a cross-reference of the percentage of voxels having an incorrect cluster 
assignment after convergence or after having completed 80 iterations using the modification factors according 
to Shen et al. but with negative factors replaced by a small positive value and then squaring .
An exact comparison between the variant o f IFCM used here and that o f Shen et al. cannot be made 
because o f the difference in dimensionality and the effect this has on the qjj  ^ components defined in 
equation (9) o f the Shen et al. paper. However, in the case of the extended test image shown above 
the results from IFCM3D for the percentage o f voxels incorrectly assigned are similar to  the results 
given in table 1 of the Shen et al. paper. The obvious segmentation is that the image should be a 
noiseless checkerboard; the validation results are a very small departure from this.
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4.4.5 Premature termination
The documentation of FCM within the MATLAB® release states that a singularity might be 
encountered occasionally but without detailing the circumstances under which it occurs. Our 
experience with FCM may indeed support 'occasionally'. During the validation using the IFCM test 
image, problems with singularities were encountered with IFCM3D. Using patient data it was also 
found that a singularity occurred quite frequently. The singularities did not occur during the initial 
FCM iterations but within the IFCM3D iterations, indicating a problem with the IFCM3D 
implementation.
The reason for these singularities was found to be that the modified distance evaluation factor 
(1 — ÀHij — ^Fij)  calculated using equation 4-9 can be exactly zero. When this happens 
simultaneously for all clusters, a divide fault occurs silently yielding a specific 'infinity' value. The 
resulting cascade of errors leads to a situation in which MATLAB® cannot continue. The remedy was 
to reduce the size of the X and Ç parameters after modifying the algorithm to replace the zeros with 
a small positive value. The calculation of the Hij  component causes a divide by zero when all the gj^  
values are simultaneously zero which occurs when the central voxel and all its neighbours have the 
same intensity value. The interpretation of this, as far as the neighbourhood intensity influence is 
concerned, is that the current intensity should be as low a cost as the degree of influence allows. 
When using IFCM3D with the noiseless X I CT images premature termination was again encountered. 
On that occasion the problem occurred in both FCM and IFCM. This was found to be as a result of 
there being a perfect zero-cost solution which involved all members of each cluster matching the 
cluster centre intensity exactly. Both FCM and IFCM3D were modified to conclude gracefully in those 
unlikely circumstances.
4.5 The experimental procedure
Using PIFCM3D, segmentations were carried out for the patient datasets, V I and P4, and the X I 
dataset with added noise. The segmentations achieved were evaluated against the semi-automatic 
V I and P4 segmentations for the patient datasets as ground-truth, and against the ground-truth 
segmentation from the XCAT phantom for the X I dataset.
For the X I dataset, the attenuation coefficients were converted to Hounsfield units (Hu) and shifted 
up by 1000 units so that the background value was zero. This resulted in water being 1000 units and 
the lungs around 300 units. The V I and P4 datasets were subject to similar shifts.
4.5.1 Investigation of the effect of varying the IFCM3D À parameter
The effect of varying the X parameter was investigated for the left and right lungs of the V I dataset 
only; the values of A used were 0.25, 0.275, 0.35, 0.5, 0.575; f  was set to 0.25 throughout. Although 
the A parameter applies only to IFCM3D, the FCM convergence state is used as the starting 
configuration for IFCM3D. PIFCM3D runs store the end state of the FCM categorisation and the end 
state of the IFCM3D categorisation. The distribution of the cluster centre intensities were plotted for 
IFCM3Dand FCM.
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4.5.2 Comparison of FCM and IFCM3D
The point of convergence of the FCM algorithm provides the start point for the IFCM3D algorithm. 
The point of convergence is expressed as a labelled image where each category corresponds to a 
label number. Once the IFCM3D algorithm has run to convergence a second labelled image is 
constructed. The category numbers in both images are assigned in ascending order of centre 
intensity value. Given the result set from the points of convergence, a histogram of the changes in 
the image labelling is used to quantify the effect.
4.5.3 Evaluation of the PIFCM3D segmented organs.
The evaluations consisted of a comparison of organ shapes resulting from the PIFCM3D 
segmentation with the corresponding organ shape from the appropriate ground-truth segmentation.
•  The organ shapes resulting from PIFCM3D and ground-truth segmentations were overlaid 
and the voxels classified as being in the intersection of the two shapes or in only one or the 
other.
•  Selected patient data were rendered in 3D to reveal, qualitatively, any differences in shape.
•  The Consistently Labelled Fraction (CLF), described in section 5.5.1, was used as an objective 
measure of the differences in organ shapes.
4.5.4 Adding noise to the X I dataset
Unlike the patient data, the original X I dataset is completely without noise. A noisy X I dataset was 
generated by adding Poisson noise using a range of scaling factors starting from 10  ^ and 
incrementing by one power of 10 up to 10^ .^ Poisson noise was added to the X I dataset on the 
grounds that CT images fundamentally depend on photon counts encountered during the imaging 
process. The Poisson random number generator used adds noise whose variance is based on the 
mean value of the presented data. (The Poisson distribution is characterised by the variance being 
numerically equal to the mean of the distribution). The image intensities were used as the set of 
independent means. Control of the variance of the added noise was achieved by scaling the image 
intensities so that they fall within the range of the actual photon counts encountered in image 
acquisition. Following the addition of noise, the values were returned to their normal scale by 
applying the reverse scaling. The count range that results in a signal to noise ratio comparable with 
that of low-dose CT images was determined empirically, as was the count range at which a further 
increase in the level of noise caused problems for the segmentation process. Each set of images was 
processed using PIFCM3D and the results examined to determine the quality of the segmentation at 
various levels of noise .
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4.6 Results
4.6.1 The effect of the À parameter
Figure 4-12 shows, fo r successive values o f A equal to 0.25, 0.275, 0.35, 0.5 and 0.575, the cluster 
centre intensity values of the FCM and IFCM3D categorisation of the left and right lungs of the V I 
dataset. The red 'O' symbols indicate the centres after FCM has converged and the black '+' symbols 
indicate centres after IFCM3D has converged. The leftmost symbol o f each set o f IFCM3D cluster 
centres corresponds to  A =  0.25. The symbols at each cluster centre intensity value are jittered to 
prevent overprinting.
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Figure 4-12: The relative positions of the cluster centres after convergence for FCM (red '0') and IFCM3D (black 
V ) . The successive black V  symbols Indicate, from left to right, the successive values of A 0.25, 0.275, 0.35, 
0.5, 0.575. The value for  ^was maintained at 0.25 throughout.
Figure 4-12 shows that there are differences in the distribution o f the IFCM3D cluster centres 
compared to the FCM cluster centres. However, w ith the exception of the highest cluster intensity 
value the IFCM3D cluster centres remain close to  the FCM (red '0') starting values suggesting that 
the underlying cause of the differences in cluster centre distribution are not specific to IFCM3D. For 
example, for the left lung, frame 4 has only tw o clusters in the 2000 to  2600 intensity range, 
whereas all the other frames have three clusters. Similarly, the intensity range 2900 to 3200 has 
three clusters fo r frame 4 and tw o cluster centres for other frames. As A increases from 0.25 to
0.575, the trend fo r the highest cluster centre to increase in intensity value may be because voxels 
from  the lower end of its intensity range are more readily incorporated into other clusters.
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In view of the small effects of À within the range explored, it was decided to use A =  0.35 since that 
value is near the centre of the range explored.
4.6.2 The difference between FCM and IFCM3D categorisations
The intention of this section is to demonstrate firstly how the output from the IFCMBD algorithm 
differs from the FCM output. Secondly, to investigate if the IFCMBD enhancement has addressed the 
aim of appropriately reassigning some voxels to different clusters based on the intensities of their 
spatial neighbours.
Figure 4-13 shows histograms of the change in assigned cluster sequence number for frames 4, 5 
and 6  of the P4 dataset after processing through the IFCMBD algorithm. If a voxel was assigned to 
the cluster numbered 4 by FCM and the same voxel is assigned to cluster numbered 5 by IFCMBD, 
the difference in cluster sequence number is +1, and so on. The figure shows that the increases or 
decreases involved for frame 4 of the right lung are limited to plus or minus one in cluster sequence 
number plus a very small proportion involving differences of plus or minus two. The voxels whose 
cluster sequence number changed is as much as 10% of the voxels in the estimated organ. Similarly, 
for frame 6  the increases and decreases are limited to plus or minus one in cluster sequence number 
with approximately 20% having changed. For the P4 dataset most frames result in histograms much 
like those for frame 4 or frame 6 .
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Figure 4-13: The P4 dataset. The change in the estimated cluster numbers accumulated between FCM 
convergence and IFCM3D convergence.
The shape of the histogram for frame 5 of the right lung of the P4 dataset is quite different. In this 
case the increments are often larger than for the other frames and about 90% of voxels are 
reassigned by IFCMBD. Frame 5 takes around four times as long to converge as the other frames for
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the right lung. The reason for this difference is not understood. One possibility is that during one 
iteration, a number of voxels are reassigned whilst near-neighbours are not and in subsequent 
iterations these earlier reassignments cause further voxels to be reassigned and so on.
The data presented as histograms in Figure 4-13 were converted to images. Figure 4-14 presents 
sagittal slices from the right lung for frames 4, 5 and 6 . A zero intensity (black/background) indicates 
a voxel whose assignment was unchanged between FCM convergence and IFCM3D convergence. 
Intensities other than zero are the increment or decrement to reflect the final cluster assignment. A 
greater proportion of voxels outside the lung changed cluster than changed inside the lung in each 
frame.
Frame 4 Frame 5 Frame 6
Figure 4-14;The P4 dataset. The images are based on the same data as in the histograms of Figure 4-13 but 
with spatial information visible. Each intensity value within the images represents one column of the 
histograms of Figure 4-13. In all three images the outline of a sagittal view of a lung is apparent indicating that 
IFCM3D treats the lungs in a different way to their surroundings. The image for frame 4 on the left has about 
10% of voxels set to a value other than background and similarly for the image on the right for frame 6. In the 
case of frame 5 in the middle, about 90% of voxels have a non-background value.
Figure 4-15 shows histograms from frames three and four of the V I dataset following categorisation 
by FCM and IFCM3D. The panels on the left of the figure show the histograms of each cluster after 
the FCM convergence. There are abrupt changes between adjacent clusters; the maximum intensity 
value in one cluster is adjacent to the minimum intensity value of the next highest cluster. The 
panels on the right of the figure show the histograms of each cluster after convergence of IFCM3D. 
Here, the extremes of each cluster overlap with their neighbours. The histograms in Figure 4-15  
provides some evidence that the development of IFCM3D has met the aim of plausibly reassigning 
some voxels to different clusters based on the intensities of their spatial neighbours.
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Figure 4-15: The V I dataset. Histograms for the intensity clusters in frames 3 and 4 for post FCM and post 
IFCMBD stages. The x-axes are intensity values, the y-axes are frequency values, (a) is frame 3 after FCM 
convergence; (b) is frame 3 after IFCMBD convergence; (c) is Frame 4 after FCM convergence; (d) is frame 4 
after IFCMBD convergence. At the post FCM stage (a) and (c) there are abrupt changes between clusters. At 
the post IFCMBD stage (b) and (d), the tails of the cluster histograms overlap.
4.6.3 Evaluation of PIFCM3D segmented organs against the ground-truth 
segmentation organs
For the patient datasets, only the lungs were successfully segmented in all frames. For other organs, 
frame specific tuning was required which was considered impractical. To some extent, the failure to 
segment the remaining organs may have been due to problems with the datasets. It is just as 
plausible that the problem lay with the untested PIFCM3D method. The results comparing the 
PIFCM3D segmentation with the ground-truth segmentation for the patient datasets are therefore 
confined to the lungs.
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Figure 4-16: The V I dataset. Number of voxels in the lung shapes from PIFCM3D or ground-truth segmentation 
and the number of voxels common to the shapes from both segmentations (the intersection).
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Figure 4-17: The P4 dataset. Number of voxels in the lung shapes from IFCMBD or ground-truth segmentation 
and the number of voxels common to the shapes from both segmentations (The Intersection).
The shapes resulting from the PIFCM3D segmentation of the lungs were directly compared to the 
shapes resulting from the ground-truth segmentation of the lungs. Figure 4-16 and Figure 4-17 show 
the number of voxels in the PIFCM3D and ground-truth segmented shapes and the number of voxels 
that are in the intersection of the two shapes. The results in Figure 4-16 and Figure 4-17 show that 
there is a large volume of agreement between the shapes produced by the IFCM3D segmentation 
and the ground-truth segmentation for both the V I and the P4 datasets. The data show, as 
expected, that the left lung is smaller than the corresponding right lung for both the P4 and V I 
patient datasets.
Figure 4-18 shows the data from frame 4 of the P4 dataset as an image, in which the shapes 
resulting from the IFCM3D and the ground-truth segmentations were overlaid. The blue area 
indicates voxels common to both; green indicates voxels belonging only to the PIFCM3D 
segmentation and red indicates voxels belonging only to the ground-truth segmentation.
The image in panel (b) indicates that by far the largest component is the intersection, indicating that 
the PIFCM3D segmentation is in good agreement with the ground-truth segmentation. The image in 
panel (a) shows that the only significant difference between PIFCM3D and ground-truth 
segmentation is in the treatment of the airways below the bifurcation of the trachea. The PIFCM3D
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segmentation assigns these airways to the lung whereas the ground-truth segmentation includes 
them with the trachea. However, this is explained by the specification of the semi-automatic 
segmentation of the patient dataset in the area of the trachea (ground-truth) being different to the 
specification in IFCM3D.
Figure 4-18: The left lung of frame 4 of the P4 dataset, the PIFCM3D and the ground-truth shapes overlaid. 
Blue indicates voxels common to both; red indicates voxels belonging only to the ground-truth segmentation; 
green indicates voxels belonging only to the PIFCM3D segmentation. The voxels common to both (the 
intersection) have been removed from the image in panel (a) for greater clarity.
The CLF is the ratio of the intersection of two images with the union of the images. A perfect 
alignment would be indicated by a statistic value of 1. In relation to Figure 4-18, the CLF is the ratio 
of blue voxels to the sum of red and green and blue voxels.
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Figure 4-19: A CLF comparison of the shapes arising from the ground-truth and IFCMBD shapes for the P4 
dataset.
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Figure 4-20: A CLF comparison of the shapes arising from the ground-truth and IFCMBD shapes for the V I 
dataset.
Figure 4-19 and Figure 4-20 present the CLF for the left and right lungs over all frames of the P4 and 
V I datasets. The CLF for the P4 dataset, shown in Figure 4-19, being close to one, provides evidence 
of good agreement between the PIFCM3D and ground-truth segmentations. For the V I dataset, in 
Figure 4-20 the CLF is somewhat lower.
The evaluation of PIFCM3D segmentation of the left and right lungs of the V I and P4 patient 
datasets shows them to be in good agreement with the ground-truth segmentations.
The segmentations of the left and right lungs obtained using PIFCM3D was successful. Flowever, 
because no other segmented organs were available, it was decided to use the ground-truth 
segmentations for the VD method developed in Chapter 6  but to pursue testing the PIFCM3D 
segmentation using the X I dataset with noise added to emulate low dose CT images.
4.6.4 Adding Poisson noise to the X I dataset
The signal to noise ratio for a sample from the liver was calculated for a range of noise levels. The 
sample was a cube of voxels from the liver. The cube was at voxel coordinates 164, 258,193 and was 
11 voxels wide in all dimensions (1331 voxels). The voxel size was 1mm in all dimensions.
Table 4-2 shows the signal to noise ratio corresponding to a selection of the scaling factors used to 
add noise to the X I dataset. The sample means have been shifted back to the scale of Fiounsfield 
units to obtain the signal to noise ratio in a range suitable for comparison to results published in the 
literature. The signal to noise ratio of 18.9, corresponding to the noise scale factor 10^ falls within 
the range of signal to noise ratio values for low-dose CT as given in Kadhem et al [80].
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Table 4-2: The signai to noise ratios corresponding to selected scaling factors.
Scale
factor
Sample
mean
Standard 
deviation a
Signal to Noise ratio 
\ i !o
Estimated Photon 
count
1 0 ^ 50.0 25.750 1.94 1615
1 0 ® 50.9 8.2864 6 .1 2 16150
1 0 ^ 50.7 2.6773 18.94 161500
1 0 ® 50.8 0.8156 62.27 1615000
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Figure 4-21: Histograms of non-background voxels of the frame 1 image of the X I dataset after adding a range 
of noise levels.
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Figure 4-21 shows histograms of the non-background voxels after the addition of various levels of 
Poisson noise to the first frame of the X I dataset. Panel (a) shows a histogram of the unmodified X I 
attenuation map converted to the Hounsfield scale. Panel (b) shows the X I attenuation map after 
the addition of Poisson noise using 10^  ^as the scaling factor. It is only at extreme magnification (not 
shown) that any evidence of noise can be discerned. Panel (c) shows the effect of adding noise using 
scale factor 10^. It can be seen that in the region of 0 Hu, in panels (a) and (b) the peaks are isolated 
and clear whereas in panel (c) they are less distinct and in panel (d) with scale factor 1 0 ®, much detail 
has been lost. Adding noise at scale factor 10  ^ resulted in a noise level appropriate for simulating 
low-dose CT images whilst still permitting the acceptable segmentation of six organs.
4.6.5 Comparison of PIFCM3D segmentation with the ground-truth segmentation
Investigation of the segmentations of organs by PIFCM3D from the noisy X I dataset is confined to 
frames 1, 4 and 8  of the breathing cycle. Frames 1, 4 and 8  were chosen to be evenly spaced in the 
breathing cycle. For the X I dataset with added noise, the organ shapes resulting from the PIFCM3D 
segmentation were compared to the organ shapes resulting from the ground-truth segmentation. 
The shapes resulting from PIFCM3D and ground-truth segmentations were overlaid for each organ 
and the degree of overlap assessed using the CLF. Figure 4-22 shows the CLFs for frames 1, 4 and 8  
for the heart, kidneys, liver, lung, ribs and spleen.
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Figure 4-22: A CLF comparison of the shapes arising from the XCAT phantom segmentation (XI) and the 
PIFCM3D segmentations.
For frames 4 and 8 , good agreement is demonstrated between the PIFCM3D segmentation and 
ground-truth segmentation for each organ. From inspection of the images, the outlying result for the 
heart in frame 1 is due to liver tissue 'adhering' to the main organ component. The outlying result 
for the kidneys in frame 1  is due to surface pitting probably the result of noise.
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4.7 Summary
Segmentation is presented as a fundamental step in imaging applications. The approaches to 
segmentation are numerous and vary widely in concept depending on the specific goals of the 
problem in hand. Some techniques used in segmentation can be simply described and concisely 
implemented. These low-level or abstract techniques may be combined to form solutions highly 
specific to particular problems. Methods of segmentation are described as being based on detection 
of similarity, detection of edges or model based. As computer speeds have rapidly improved and the 
cost of computing has reduced in recent time, techniques previously prohibited because of the 
resources involved in their use have gained popularity.
The particular characteristics of the segmentation problem posed as part of the VD scheme are 
described. These include that the dataset consists of low-dose CT frames from a breathing cycle and 
the availability of suitable resources such as test data. These factors were influential in making the 
decision to use a variant of fuzzy c-means as the main component in a solution to the segmentation 
required as part of VD. A variant of FCM was developed, IFCM3D, and was used with simulated and 
patient data. IFCM3D, which is a fairly low-level and abstract tool, was incorporated into a 
framework, PIFCM3D, in which the overall image is broken into cuboids each of which is centred on 
a single organ. These separated components of the image were clustered by IFCM3D on a multi­
processor computer to achieve an overall reduction in time taken to arrive at the solution. The 
validation of IFCM3D indicated that the process worked correctly with the percentage of voxels 
incorrectly assigned by the IFCM3D segmentation being similar to the results given for FCM in the 
Shen et al. paper [15].
Results are presented which demonstrate the differences between the image categories determined 
by the standard FCM implementation and those determined by IFCM3D. It is difficult to know if the 
differences in cluster reassignment indicate a beneficial effect but the differences made by PIFCM3D 
to the intensity histograms of each cluster indicate a plausible effect.
Successful segmentations were achieved for the left and right lung of the patient datasets using the 
PIFCM3D framework but for the other organs segmentation was not consistently successful in all 
frames. The segmentations by PIFCM3D of the lungs were shown to be in good agreement with the 
ground-truth segmentations of the patient datasets.
Further work to improve the PIFCM3D framework was carried out using CT images obtained from 
XCAT, the X I dataset. A level of noise was added to the X I dataset that was appropriate for 
simulating low-dose CT images whilst still permitting the acceptable segmentation of organs. 
Enhancement of the PIFCM3D process made it possible to segment the majority of organs for three 
frames of the breathing cycle of the noisy X I CT images. If time allowed the segmentations would 
have been carried out for all frames. The VD implementation proceeded using the available semi- 
automatically segmented patient datasets and the available ground-truth segmentations of the X I 
dataset.
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5 Registration
5.1 Introduction
Given two slightly different 3D images of the same scene, the process of choosing one of these 
images (the reference image, stationary image or model image) and modifying the other (the target, 
moving or floating image) by moving image features so that they line up with the reference image is 
termed the registration process. Sometimes the differences can be simple such as the whole scale 
movement of everything in the image from one location to another. Sometimes different 
'components' within the image may undergo more complex motion. The aim of the registration 
process could be described as the production of a mathematical model to describe the differences 
between the images. If the mathematical model is applied to the floating image then an estimate of 
the reference image is obtained. If the movements within the image are a whole scale shift, then a 
mathematical model to describe the movement could be to take image coordinates of a feature in 
the floating image then increment the x, y, z coordinates by adding or subtracting the individual 
coordinate shifts which are the only parameters of the model, and declare where the feature may be 
found in the reference image being estimated. As image differences become more and more difficult 
to describe in words, and involve increased numbers of free parameters in order to express the 
registration of two images the complexity of the registration is said to be increasing. Generally there 
is a desire to identify the least complex model required to carry out a registration. Registration 
methods involving a range of complexities will be covered in this chapter.
5.1.1 The Registration process informally
One general method of expressing the registration of two images is as a motion or displacement 
field. Imagining a reference image and a floating image in the same coordinate space, the two 
images may well overlap. If one chooses a feature in the reference image and identifies the position 
of the same feature in the floating image they form an homologous pair and the vector between 
them is called a motion vector or displacement vector. If it is possible to determine the motion 
vector for every voxel then the set of all such vectors is termed a motion or displacement field. In 
the case of differences due to breathing motion in 3D images of a torso, it is possible to detect that, 
to some extent, the individual organs such as liver and kidneys move in a coordinated way and retain 
their overall appearance as a particular organ. The fact that a physical division into separate physical 
structures exists, and that these structures (organs) move in a manner which largely retains their 3D 
shapes, suggests that the description of the motion of an organ might be estimated by a simple rigid 
transformation applied to each voxel of an organ in the floating image. This commonality of motion 
of subsets of voxels can be exploited in estimating overall displacement fields. The accuracy of such 
overall estimates is a question addressed within this thesis. This chapter is concerned with 
registration of pairs of images of individual organs. Chapter 6  is concerned with the method of 
combining the results of sets of organ registrations into single displacement fields which may then 
be applied to NM images.
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5.1.2 The Registration process formally
The goal of the registration process is to construct a map T from a floating image/^ to a reference 
image constructing an output image/g:
T {x .y ,z )  -> {x ' ,y ' ,z ' ) ,  
where x ' , y ' , z' are coordinates within the floating image.
That is the output voxel addressed by (x,y,z), and which is a match for I r (x ,y ,z ) ,  is /o (x ,y ,z ) =  
I f (T (x ,y ,z ) ') .  With an entire image this may be written Iq =
Later sections of this chapter will describe a range of transformations having different degrees of 
freedom. Although some of the transformations are relatively easy to work with they do not have 
the degrees of freedom to describe accurately the motion that the torso undergoes when breathing. 
On the other hand, the simpler linear transformations easily and quickly describe any large rotations 
and translations required to bring the images into rough alignment. One of the tools used for the 
work described in this chapter is based on the cubic B-splines method. That tool formulates the 
overall transformation as one that has a global component and a local component.
T (%, y, z ) =  Tglobal ix, y. z ) +  Tiocai (%, y, z), 5 _i
Tgiobai describes the gross rotation and translation to bring the reference and floating images into 
rough alignment; it may involve quite large movements. The cubic B-spline method determines 
Tiocai- Initially finding saves time because the maximum displacement that a cubic B-spline
mesh can describe is a function of the initial mesh size employed. If one starts a cubic B-spline with a 
mesh size large enough to cope with the maximum displacement ever to be encountered then, in 
order to attain the final detailed alignment, the initial mesh has to undergo more sub-divisions to 
reach a mesh size appropriate for the finest details. Using the combination of transformations 
means that the approximate alignment can be quickly found using linear methods and the initial 
mesh size can be as small as 2 0 mm if the approximate alignment can provide that degree of 
accuracy.
A further advantage of using these two transformations in this way is that whenever a reslice is 
required, the original floating image is used and the affine transformation is composed with the 
current local transformation in the reslice. By this means the need to reslice from a floating image, 
which is itself a reslice from the original floating image, is avoided.
5.1.3 Comparison of 3D Medical image registration and 2D projection image 
registration.
In general, two images which are to be registered may have different view-points, different capture 
times or may have involved using different types of instrument. This is true of both 2D projection 
images and 3D images. It is assumed that the images to be registered are pre-processed, probably by 
the software supplied with the instrument, to account for any shortcomings due to the instrument 
itself as described in section 2.7.
Whereas in 2D projections different view-points can cause obscuration of one object by another, in 
3D tomographic images there is never obscuration of one object by another. 2D images captured in
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different lighting conditions at different times result in different colouration and shadows may vary 
significantly in shape and colour. Although 3D tomographic images are not burdened with shadows, 
images may be captured at widely different stages of the disease process when anatomical changes 
may have occurred.
Difficulties due to the use of different instruments are present throughout the registration process. 
In 3D medical imaging it is sometimes desirable to fuse CT with MR or NM images and this requires 
registration. These modalities generate dramatically different intensity patterns for the same 
anatomical structures. For example, bone may be clearly distinguishable in a CT image whilst it is 
difficult or impossible to discern in an MR image of the same volume without prior anatomical 
information. In addition, MR images may be multi-band and some may have been captured with 
different pulse sequences.
One significant difference between 2D projection and 3D tomographic registrations is that the 
number of pixel or voxel neighbours rises from 8  to 26 when the dimensionality rises from 2 to 3. 
The extra dimension increases the computational burden of almost every operation (filtering, 
interpolation etc.). Similarly halving the size of a pixel or voxel increases the computational burden 
four times for 2D-projections but by a factor of eight for 3D images.
In conclusion, 3D tomographic image registration is an area of registration that, besides sharing 
much with 2D registration, has a distinct set of characteristics which make it a distinctive 
specialisation of registration.
5.2 Background and Literature Review
5.2.1 Basic geometric transformations
Common to all registration methods is the idea that manipulations of the objects in an image FOV by 
translation, rotation, magnification, squeezing or stretching, both globally and/or locally, can be 
described by mathematical transformation of a coordinate system into which the original scene is 
placed. That is, a point in the original reference scene having unique starting coordinates may be 
found at a point within the floating scene described by coordinates derived by applying a 
mathematical transformation to the coordinates specifying the original point. This basic feature is 
introduced at this point because it is used within the remaining sections of this chapter.
Registration methods for 3D medical images can be categorised in a number of ways. One such 
categorisation is the type of geometric image transformation involved. Transformations may be 
rigid, affine or non-affine. Figure 5-1 to Figure 5-4 inclusive are presented to explain how different 
classes of transformation may be expressed. For clarity of presentation the diagrams are confined to 
the two dimensional case. Extension to three dimensions is discussed and is generally 
straightforward.
5.2.1.1 Rigid transformations
A rigid transformation is a whole scale movement of an object whose size and shape remains 
constant. In two dimensions, rigid transformations may be composed of 2D translations and 
rotations about an axis normal to the 2D plane; a total of three degrees of freedom (dof). In three
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dimensions there may be three dimensional translations and there are three dof for choosing an axis 
of rotation; making a total of six dof for rigid transformations in three dimensions. In two 
dimensions, rotation about the origin may be clockwise or anticlockwise and these two options 
result in rotation matrices as shown in Figure 5-1.
Rotate anticlockwise Bto A
OA =  OB =  r  
x ' =  rCos^d +  (p) =  r(Cos 6 Cos <p — Sin 6 Sin (p) 
x ,y  x ' =  x Cos 6 -  y  Sin 6
y ' = rSin(6  + y) = r(5in 6 Cos <p +  Cos 6 Sin <p) 
y ' =  X  Sin 6 +  y  Cos 6
In matrix notation : ra/]_rCos e -S in  r% 
ly'J l5m 6 Cos 6 J \y
Figure 5-1: Derivation of a two-dimensional rotation matrix
It is important that the same clockwise/anti-clockwise convention is adopted across all calculations. 
In three dimensions similar matrices may be derived.
In Figure 5-1 the rotation matrices derived are 2x2. In three dimensions a derivation of three 
dimensional rotations will arrive at a 3x3 matrix. We shall call these rotation matrices R. To include 
translations, a 2 or 3 component translation vector L is also required. Figure 5-2 shows a black two 
dimensional grid and a copy of the grid in red which has been translated right by 1 2  units and 
rotated clockwise by ten degrees.
T ransla te  12 right; R o ta tion  10 de g re e s  c lo ckw ise
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Figure 5-2: A two dimensional black grid to which a translation and rotation have been applied.
Given 3D tomographic images Ip and Ip, (S for black before transformation and p for red after 
transformation, each is represented by a three dimensional array of intensity values. If an origin is, 
without loss of generality, chosen as one corner of the FOV and the three edges that meet at the
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chosen origin are used as orthogonal coordinate axes, then each Intensity value of the image may be 
referenced uniquely using 3 three independent grid coordinates. Points within the FOV not having 
integer coordinates may be interpreted as having an intensity value based on neighbouring on-grid 
intensity values. Estimation of these off-grid intensities is a process known as interpolation. Each of 
the Ip and Ip images may be represented by a set of tuples made up of the unique coordinates and 
associated intensity values, Xpand Xp respectively. For simplicity we again drop to two dimensions 
for the example. In Figure 5-2 the sets of coordinates are related by
Xp =  Rxp +  L g_2
r Cos(10°) 5 in (10°)-
w H e .e . =  C U O y a n .«  =
The signs in R indicate a clockwise rotation. Given Ip and Ip, black and red respectively, the 
requirement of the registration process it to find the best R and L, in the least squares sense, that 
transforms Ip into Ip . Whether the registration process uses transforms Ip into Ip o r Ip into Ip is a 
matter of convenience for the registration process and depends on the registration method being 
used. For example, in the work presented here, ICP registration determines a transformation that 
should be applied to the floating image to obtain a transformed image for comparison. The point- 
cloud representation was chosen for ICP. Flowever, in order to determine the achievable accuracy of 
the registration, a transformed voxelised image was desired the production of which required the 
transformation of grid points in the transformed image into coordinates within the floating image 
whose intensity is interpolated from a neighbourhood within the floating image.
A very good feature of this method of expression is that the transformation may be very easily 
inverted. For rigid transformations
X p = R - ^ { x p - L ) .  3_3
In two dimensions there is one degree of rotational freedom but the 2x2 matrix has four values. The 
explanation being that rotations are a closed subgroup of 2x2 matrices. In three dimensions the 3x3 
matrices are an equivalent six dimensional sub-group of 3x3 matrices.
5.2.1.2 Afflne transformations
In two dimensions, extending the types of transformations by including scaling and shearing, leads 
to further reversible transformations known as affine transformations, as shown in Figure 5-3 and 
Figure 5-4. Extending to affine adds three dof in two dimensions, bringing the two dimensional total 
to six, and a further six dof in three dimensions, bringing the three dimensional total to 1 2 .
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Translate 12 right: Scale y 10% Translate 12 right; Shearxy 25%
5 10 15 20
X
5 10 15 20
X
Figure 5-3: Shows scaling of the y axis from 100% to 110% on the left (Two extra dof) and shearing between x 
and V on the right (One extra degree of freedom).
As with the rigid case these may be expressed as 2x2 or 3x3 matrices. We shall use A to denote an 
affine transformation. Although the A and R matrices appear very similar to each other, there is a 
significant difference in underlying structure. R is more restricted than A as will be described later in 
this chapter. This leads to the equivalent transformation:
Xp =  Axp +  L . 
1 0
5-4
For the scaling in Figure 5-3, L =  (12 ,0 )' and ^ =  [q ^
For the shearing in Figure 5-3, L =  (12 ,0 )' and ^  “  [q 2 5  J]'
Successive transformations may be applied in a single matrix operation by first multiplying together 
the individual transformation matrices and translations. The translations compose by vector 
summation and the rotation, scaling and shearing compose by matrix multiplication as shown in 
Figure 5-4
Three components combined
20 2515
Figure 5-4: The rotation, shear and scaling applied (in that order) together with just one of the translations.
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In this case L =  (12 ,0 )' is applied just once for convenience of plotting and it is left outside the
normal transformation composition and ^  =  [J [(, ^ 5  l l  K S ° )  S ( 1 0 »)]
, ^  rO.9848 0.1736]
L0.0798 I.IS IO J ’
Again, the ease with which an affine transformation may be reversed is an attractive feature:
Xp =  A ^(xp — L).
5.2.1.3 Non-Affine transformations
All other transformations are termed non-affine. It is not possible to express all such transformations 
with the combination of a 2x2 or 3x3 matrix plus a translation. They are expressed in many different 
ways. The sorts of features that mark a transformation as being non-affine are discontinuities such 
as the sliding of the lungs within the rib-cage during breathing, or where it is desired that a particular 
straight line should be mapped to a line which is not straight.
Examples of transformations that are not affine may be found within two of the registration 
methods used in this work. Two categories of non-affine transformations are used. First there are 
those that use cubic B-splines. Here a grid of control points, which overlies the image, parameterises 
a smooth transformation. Each control point influences a region around it but not the remainder of 
the image and, conversely, the transformation of each point in the image is influenced only by those 
control points within a neighbourhood of the point in question. These transformations are examples 
of smooth transformations completely without discontinuities which are non-affine. However, it is 
possible to express some discontinuities within the cubic B-spline framework. Secondly, there are 
polynomial transformations that replace the linear transformations implied by the rotation and 
affine matrices with polynomial expressions of higher order.
5.2.2 General description of registration
There are many registration methods in the literature and some share similar characteristics. As an 
aid to understanding, these common characteristics will be grouped into a small number of 
categories such that many registrations can be approximately described in terms of these categories. 
This approach is adapted from the scheme used by Zitova and Flusser in their 2003 survey [81]. A 
particular registration method may encompass several of these categories and some iterative 
methods may use some categories repeatedly. The categories are:
1. Intensity based registration
2. Feature detection
3. Feature matching
4. Transformation modelling
5. Optimisation measures
6 . Global or local mapping
7. Image resampling and transformation
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This categorisation of registration activities is appropriate for expressing implementation details. 
However, on some occasions registration methods will be categorized by shape/intensity or 
linear/nonlinear as the situation demands.
5.2.2.1 In tensity based registration
Intensity based registration covers those registration methods which use voxel intensity values 
directly. They are usually considered distinct from registration methods which use the feature 
detection and feature matching combination, but they could be considered a degenerate case of the 
feature detection and feature matching combination if intensity is regarded as a feature. However, 
they are usually sufficiently different to mainstream feature based registrations that they warrant 
their own category. Intensities in the reference and moving images may be quite different in 
character if, for example, the two images are from a different modality. In these cases simply 
comparing corresponding raw intensity values is inappropriate and therefore methods such as ratio 
image uniformity or normalised mutual information have to be used to assess voxel similarity. These 
methods are discussed further under the optimisation measures category.
Voxels are generally of fixed dimensions within each image but areas which should be regarded as 
homologous are often much larger regions. To avoid the possibility of a local feature which is small 
in terms of the number of voxels involved overriding, locally, a possibly 'better' overall solution, a 
multi-scale approach is often adopted. In this approach the images are blurred before processing. In 
the early stages a widespread blur is used which makes all but the largest features insignificant. 
Once the images are registered at that larger scale the extent of the blurring is reduced and another 
round of registration is undertaken in which previously obscured structures become discernable. 
This multiscale approach is continued until the stage of no blurring has been reached or a stopping 
criterion has been met. Cubic B-spline based intensity registrations utilise this multiscale approach as 
does the polynomial basis function based Automated Image Registration (AIR).
5.2.2.2 Feature detection
Features are parts of an image which are distinctive. A prerequisite for a useful registration is that 
features must be detectable in both images being registered. A feature is usually something other 
than raw intensity but something derived from raw intensity, and is usually a spatially extended 
structure such as a human face or a particular crop in a satellite image. Two abstract detectors are 
edge detectors and corner detectors. The Canny edge detector was described in Chapter 4. Although 
the Canny edge detector is based on differential filters there is also use of procedural, non-linear 
processing. The Harris-Stephens corner detector, an improvement on earlier corner detectors, is also 
based on differential filters but it too involves considerable higher level processing. Several features 
together form an abstract description of the image. Features may simply be sets of pixels or voxels 
that exhibit a particular property or they may include more complex conditions such as a range of 
sizes.
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Figure 5-5: Harris-Stephens corner detector. A very abstract feature detector. The window on the left is 
identified as a corner because small movements of the window, in any direction, result in large changes in the 
pattern of intensity. The window on the right does not change when moved along the line; the feature is an 
edge but not a corner.
Registration may involve many individual feature detectors ranging from the abstract, such as the 
Harris-Stephens corner detector [6 8 ] to concrete detectors, such as detectors of reservoirs in 
satellite images of the earth [82] [83]. Figure 5-5 left shows the sort of abstract feature which 
indicates a corner without necessarily giving any further clue to what it is a corner of. At some 
distance along the spectrum from abstract to concrete are problem domain specific detectors, for 
example face detectors. Figure 5-6 shows the output of such a detector.
Figure 5-6: Shows the eight faces, detected by a face-detector, and outlined in red rectangles [84].
Workers in the field of registration, other than in 3D tomographic medical imaging, might then feed 
these detected features into statistical classifiers to give probabilistic classifications. In 2003, Zitova 
and Flusser [81] concluded that this mainstream feature detection process was not feasible for 
medical imaging unless fixed objects such as fiducial or other stereotactic markers are visible in both 
images. They reached this conclusion based on the paucity of features in medical images that would 
be equivalent to those available when processing satellite images containing roads, rivers, crops, 
buildings and woodlands. However, more recently (2009), Seifert et al. [52] describe a process in 
which the overall pose of a CT image of a torso is established by locating a series of anatomical 
landmarks. The landmarks are features such as the bronchial bifurcation or the coccyx tip. The
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landmarks are identified using detectors based on machine learning methods involving around 2 0 0  
images of torsos. The method is said to be robust and fast. There is a lack of reliable, automatic 
methods to find anatomical landmarks. The landmarks are there but the problem is to find them 
automatically and reliably. In the absence of specific anatomical landmarks detected by software, 
medical imaging practitioners are left with choosing them manually, which is a time consuming and 
hence expensive process.
5.2.2.3 Feature Matching
Feature matching is the process of establishing correspondence between pairs of features, one from 
each image. These matched pairs of features specify one or more homologous points.
Figure 5-7: The blue lines identify three pairs of homologous points which together are sufficient to calculate 
the rigid motion required to register the images.
Figure 5-7 shows two images which are to be registered. The three blue lines identify pairs of 
homologous points on the eyes, nose and mouth. Provided the data is perfectly accurate, these 
three pairs of homologous points provide enough information, in the 2D case, to determine the rigid 
motion, apart from reflections. However there may be many pairs of homologous points some of 
which have inaccuracies due to poor measurement and others which are incorrect pairings. This 
presents the problem of deciding which pairs are inaccurate and which are incorrect pairings. 
Assuming the inaccuracies are roughly Gaussian in distribution, a least-squares approach can be 
used to overcome inaccuracies. An algorithm called Random Sample Consensus or RANSAC [69] is a 
tool for the problem of inappropriate pairings in which a random subset of homologous pairs is 
chosen and a transformation based on the random subset is estimated. The homologous pairs which 
were not selected are termed consensus points and the accuracy of their fit with the model built 
from the random sample is measured. If a sufficient number of consensus points agree with the 
estimated model then those points which do agree are added to the random sample and the 
remainder are considered outliers. The entire process is iterated until a specified level of support is 
achieved or a set number of postulated random subsets have been explored. All the selected data is 
used to construct the definitive solution. How large or small the random set should be depends on 
the proportion of outliers expected and the number of iterations one is prepared to expend.
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A common occurrence during feature detection and matching is the case where the edges or 
surfaces of segmented components of the images are to be used. The two sets of points can be 
placed into a pairing by matching each point of the edge or surface of the floating image with the 
closest edge or surface point in the corresponding reference image. This method is the basis of the 
Iterated Closest Point algorithm, used in this work.
5.2.2A Transformation modelling and model evolution
There are many ways to implement coherent transformations, sometimes referred to as 
diffeomorphic transformations because they are continuous, topology preserving, one to one and 
have inverses which are differentiable. One of the simplest, and practically the only method used 
until the 1980s, involved determining features and corresponding homologous features which 
together were used to estimate the best, in a least squares sense, overall rigid or affine 
transformation. Until the 1980's, computer models allowed only rigid transformations [85]. In 1984 
Barr introduced operators that permitted bending, stretching, tapering and twisting of coordinate 
systems and hence of structures within the coordinate systems [8 6 ]. These were generalised in 1986 
to free-form deformation by Sederberg et al [87]. Shortly after, 2D active contours were introduced 
by Kass et al. [60] and these were generalised to 3D by Terzopoulos et al. [8 8 ]. Initially, the models 
introduced by these methods were purely geometric in the sense that they took no account of 
material, real or imaginary, from which the object being modelled is composed. When properties 
were introduced based on the physical nature of the notional materials they became known as 
physical models even though the 'physical' materials exist only in the computational models. Such 
models are used in both image segmentation and image registration. For example, in active contour 
models boundary tension and boundary stiffness are modelled. Other physical models are, for 
example, Mass-Spring-Damper models where point masses are connected by springs and dampers. 
These result in systems of differential equations which can be solved to find equilibrium 
configurations.
An important feature that works in tandem with the choice of transformation model is the method 
of evolving the model from one iteration to the next. These methods are often specific to a 
particular transformation model but generally involve a cost or energy function which is minimised. 
The methods used to minimise these cost or energy functions are many in number. The choice of 
which to use depends on the nature of the cost function and whether a global or local outcome is 
planned, and what information may be available as a result of other choices, for example, whether 
gradient information is available. Given sets of homologous points, one method of constructing a 
rigid transformational model, the RANSAC algorithm, has been described. Other methods include a 
closed-form solution based on the Singular Value Decomposition (SVD) of the cross-covariance 
matrix of the homologous points mapping [89] or, the non-linear Levenburg-Marquart (LM) based 
solution (LM-ICP) [90] which has been described as having a wider basin of attraction to the true 
minimum than the SVD based solutions. For the polynomial basis functions, analytical derivatives 
may feed into an LM like optimisation. The cubic B-spline based methods can provide analytical 
derivatives of the cost function within a gradient descent, or similar, optimisation scheme. Other 
popular functions used in model evolution are Radial basis functions [91] such as Thin-plate splines 
[92] and Elastic Registration [93] in which the images are treated as rubber sheets (in 2D) to which 
stretching forces are applied and which are resisted by stiffness and smoothness constraints. Zitova 
and Flusser reported that Elastic Registration is suitable where differences are not very localized and
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Fluid Registration is suitable where differences are localized. There are many more model evolution 
methods to select from.
The objective of transformation modelling is to produce displacement fields which are constrained 
to reflect the reality of manipulating the moving image to more closely resemble the reference 
image. The possible variety of transformation models is shown in Figure 5-8.
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Figure 5-8: A categorisation of Spatial Transformation Models. Items in red have been used in this work. The 
arrows which do not lead to character labels indicate that there exist similar unspecified methods
5.2.2.5 Optimisation measures
Where registration algorithms are iterative, part of the process of evolving the model between 
iterations involves measuring the difference between the reference image and the current estimate 
of the registered data image. In the case of shape registrations, as opposed to intensity based 
registrations, the process of expressing the shapes discards the actual intensity values. In the 
absence of reslicing after each iteration (see glossary), which would be a great computational 
burden, the optimisation must be confined to shape characteristics.
For purposes such as registration termination, or over regional templates for controlling the 
progress of the registration or for local evaluation, the following measures may be applied over the 
entire image. Some image pre-processing such as low pass filtering may be required.
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i) Least-squares, for intensity registrations such as AIR [94], requires both images to have a similar 
global scale of intensity values which tends to imply both images are from the same modality. The 
difference between the voxel values of the reference image and the current resliced image is 
squared and averaged to give the measure. The squaring is for the usual purposes of avoiding 
negative distances and giving outliers increased influence; the averaging is to remove the influence 
of the number of items included. Why the square root is not taken is unclear but it might simply be 
an optimisation since the squared function preserves the order relation without the linearity also 
being preserved i.e. \a\ <  \b\. Sometimes the global scaling can be altered by means of 
an extra parameter which may enable cross modality registrations such as PET-MR [29]. Least- 
squares, for shape registrations such as ICP, refers to distances between homologous points after 
registration. The distances which are squared and averaged may be the normal Euclidian distance or 
one of the other popular substitutes such as chess-board or city-block metrics.
ii) Ratio image uniformity [95, 96] is calculated as follows. If the reference and floating image voxels 
a re /(ry ) and I(V f)  respectively then the ratio \mageIratio voxels are given by:
for all voxels v. Also [iratio 'S the mean of the entire ratio image and (Jratio its standard deviation. 
The quantity used as a measure of image registration quality is:
cr, /Arr a t io r - a t io
Reference studv Reslicc study
Original 15 planes of PET data
Interpolated images
0 d) e)
1 i
Ratio image (reslice image/standard image)
Masked ratio image
Figure 5-9: Figure taken from Woods et al 1992 [94] It is a schematic diagram of the image alignment algorithm 
which uses ratio images as a measure of uniformity.
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Figure 5-9 is taken from Woods et al. [94]. It explains the process of registration using the ratio 
image. The reference image and reslice image (a) and (b) are converted to 3D format as (c) and (d) 
respectively. The latest estimated transformation is initialised to the Identity transform, (f) and (g). 
The reslice image is transformed with the latest estimate of the transform and used with the 
reference image to form the masked ratio image whose homogeneity is tested (h) and (i). Iteration 
continues until the desired level of homogeneity is reached.
iii) The Normalised Cross Correlation is calculated from the formula:
Iv O re f iv )  -  -  T ^ )  5-6
CC =
“  ^ re f)  T .v O flt (V ^  ~
where /^e/ 's the reference image and Ifn  is the floating image and v  the set of voxels. lyefCmd 
are the respective voxel means. The Normalised Cross Correlation suffers when the two images 
being compared do not have perfect overlap. This is discussed in more detail in section 5.5.1
iv) Mutual Information and its normalised variant have become steadily more popular in the last 20 
years for cross modality registration. Pluim et al. [97] provide a survey of its use and it is the default 
similarity measure for Nifty Reg. It is defined in terms of the Shannon entropy of a distribution:
^  =  5-7
where p (0  is the probability of the event associated with voxel i occurring. For image registration 
an event is typically the probability that a voxel has one of a range of intensity values associated with 
a particular image. With the above definition of H, mutual information I is defined as:
=  5 - 8
Where A and B are the reference and floating images respectively and H(B|A) denotes the 
conditional entropy which is based on the conditional probability p(b|a) i.e. the chance that event b 
(the occurrence of a particular set of intensity values for the B image) occurs given that event a has 
occurred (the corresponding voxel of image A has an intensity from a range relevant to image A). 
Pluim et al. summarise this in words: "The Mutual Information of two images A and B is the amount 
of uncertainty about image B minus the uncertainty of image B when image A is known given that 
uncertainty is the Shannon entropy".
5.2.2.6 Global or Local Mapping
Objects in a scene can be transformed in shape by applying a transformation to the entire 
coordinate system which hosts the object of interest. Having a single transformation for the entire 
image is termed global mapping. The term local mapping describes the situation where a 
transformation applies to a subset of the image, and more than one transformation may be used to 
transform other parts of the image. Local mapping has been applied previously to 2D images and 
triangular tessellation has been used to mark the boundaries between the domains of the different 
transformations.
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5.2.2.7 Image resampling and transformation
Using model evolution mechanisms sometimes involves comparing the reference image with the 
latest estimate of the transformed data image. For intensity-based registrations the image 
intensities are a key component. A given digital image is a sample of a continuous function with the 
value of a voxel affected by sampling, quantisation and digitisation errors. In iterative registration 
methods, an initial image undergoes successive estimated transformations at each step. The 
construction of a new digital image from a previous image and an estimated transformation is a 
process called reslicing (see glossary) and involves modelling quantisation and digitisation errors. 
One of the difficulties is the fact that the underlying continuous function is not known, only a digital 
estimate of it is known.
Reference
Image
z
Backward re-slicing
fransformation f i  =  k r i  +  L 
Re-sliced 
Image
Floating Image
Vi is on a grid point. 
f i  not necessarily on 
a grid point 
Si coordinates match
- y r
;
In terpolat^ithin
floatingimage
Figure 5-10: The 'backwards' method of reslicing a voxelised pair of images. The transformation, in this 
example given by an affine matrix A and translation L, is applied to each reference voxels' coordinates. This 
gives the location within the floating image coordinates of the homologous point in the floating Image. 
Typically this point is not exactly on the grid but must be interpolated from the surrounding floating image grid 
points. The intensity value determined by the interpolation becomes the estimate for the resliced image.
Figure 5-10 illustrates the method known as 'Backwards Reslice' in which the transformation is from 
reference image to floating image. The transformation, in this example given by an affine matrix A 
and translation L, is applied to the coordinates of each reference voxel. This gives the location within 
the floating image coordinates of the homologous point in the floating image. Typically this point is 
not exactly on the grid but must be interpolated from the surrounding floating image grid points. 
The intensity value determined by the interpolation becomes the estimate for the resliced image. 
The method of interpolation used when reslicing can depend upon the transformation model 
evolution function but general methods such as tri-linear, cubic and windowed sine are used. B- 
spline interpolation may be appropriate for B-spline transformation models. In some cases a 
distinction is made between reslicing to progress the registration and the final reslice to give the 
resultant registered image. Tri-linear interpolation may be adequate for an estimate but windowed 
sine or B-spline interpolation may, in view of the cost, be used only for the final registered image.
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Images and Results throughout this thesis are based on images resliced with the windowed sine 
method.
5.2.3 Transformation Models for capturing breathing motion
The particular transformation models described in this section have in common the fact that they 
are used in one of the three registration methods used to capture breathing motion within our test 
datasets. The three methods are: for rigid and affine transformations ICP; for rigid, affine or 
polynomial models AIR; for cubic B-spline models Nifty Reg
5.2.3.1 Rigid Rotation and translation models (6 degrees of freedom)
In section 5.2.1 we saw how a 2x2 (2D) or 3x3 (3D) matrix may be derived which describes an 
arbitrary rigid rotation. The term rigid applies to linear transformations describable by six dof (three 
translation and three rotation) often expressed as a 3x3 matrix (R) plus a 3 component vector (L) 
coordinate transformation. Given the 3D reference or model image Ij. and the 3D floating image I f  
and points in these images r  =  {rx ,T y ,r^and  f  =  (fx .fy ,fz )  respectively, the sets of coordinates 
are related by the equation:
f  =  R r +  L .  5_ 9
Such rotations and translations may be composed or concatenated and substitution into a chain of 
equations such as 5-9 leads to another such matrix and translation. The rotations form a closed 
subgroup of the general affine transformations. A benefit of rigid and affine transformations is the 
ease with which the reverse transformation may be carried out. In the rigid case:
r  =  / ? - ! ( / - L ) .  5 - 1 0
S.2.3.2 General Affine models (12 degrees of freedom)
Given a reference image (7 )^ at voxel ry.,ry,Tz, restricting a transformation to being linear means the 
X  coordinate of the corresponding homologous point in the floating image(T^) will be found at:
fx  =  dwTx +  +  0.13^ 2 +  Ix, 5-11
where the a**and Ix are parameters of the linear model. There are similar equations fo r/y  and fz. 
The image intensity for the resliced image (7 )^ at voxel is interpolated within the floating
image with coordinates fx ,fy ,fz  and is denoted:
5-12
where I f ( f )  typically requires interpolation. Assembling the n  into vector r  and 
f  into vector L and f  into vector f  gives, in the more usual notation:
f  =  A r +  L, 5-13
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where A is the 3x3 matrix of the a** linear coefficients. A and L, together, comprise 12 independent 
parameters, referred to as the 12 dof associated with linear transformations. These transformations 
are the general affine model. There is also a separate parameterisation of such transformations 
expressed as scales (three dof), shears (three dof), rotations (three dof) and translation (three dof). 
Together these are also 12 dof which are sensitive to the order of application but they do not all 
map 1:1 onto the A and L components. One of the aims in undertaking breathing motion correction 
in this thesis was to provide, as scales, shears, rotations and translation, the parameters describing 
individual organ registrations. Carefully matched algorithms were developed and used to perform 
these transformations in either direction.
As with the rigid models, affine models may be reversed by inverting the matrix and adjusting the 
translation component. This can be useful because different registration tools may express their 
resultant transformations in different directions, i.e. one may supply a model which transforms 
floating image coordinates into reference image coordinates while another may transform reference 
image coordinates into floating image coordinates. As a concrete example, the ICP algorithm 
provides a model which transforms floating or data image coordinates to reference or model image 
coordinates but the backward reslice of section 5.2.2.7 requires a transformation from reference 
image to floating image.
S.2.3.3 Polynomial models
The derivation of polynomial transformational models is an extension of that used for the affine 
model. In this thesis the use of a polynomial model addresses two questions: a) would a single 
polynomial transformation provide a sufficiently accurate breathing model for a torso? b) would 
individual polynomial models for each organ together offer advantages over the use of affine 
transformations or cubic B-spline based transformations.
Given a reference image (7 )^ at voxel r  =  7 )^, restricting a transformation to being second
order polynomial means the x  coordinate of the corresponding homologous point in the floating 
image {If) will be found at:
fx  =  lx +  ^ ll^ x  +  +  CLlS^ z 5-14
+ ^IS^x^y +
+  CLisryVz +  % 9?#,
where the a**and Ix are parameters of the model. There are similar equations for fy  and fz. Given 
coordinates =  (fx ,fy ,fz ) ■ The r* are assembled into vector P and the /* into vector 7, and the 
a** into W. The transformation is expressed as:
5-15
/CLilCLizCLlS % 9 \
W  =  I Cl21<^22^23 . . .^ 2 9  I,
\ a 3 1 a 3 2 C l 3 3  ( Z 3 9 /
Pf (Vx Ty VzTx Txy ' ’ 'fz  5-16
f  =  WP; +  L .  5-17
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WPr becomes more expensive to evaluate as the order of the polynomial increases. There are a 
total of 30 parameters for second order and 257 for sixth order. Within the context of this work, 
going beyond sixth order was not found to improve accuracy.
5.2.3.4 Freeform Deformation models using cubic B-splines
It has been established that the movements within a torso during breathing are not expressible as a 
single affine transformation [7, 98]. There are several methods that perform registrations involving 
transformations that are more flexible than affine transformations. The Nifty Reg [12] package is a 
method which uses an example of these transformations and was based on an earlier development 
by Rueckert and Schnabel [11, 99, 100].
In section 5.1.2 we introduced the practice within cubic B-spline registration methods of formulating 
the registration problem as the construction of a map T from a floating imagef^ to a reference image 
Ij. constructing an output image/g:
T {x ,y ,z )  -4. (x ',y ',z ') ,
sN herex',y ',z ' are coordinates within the floating image.
That is the output voxel addressed by (x,y,z), and which is a match for f i x ,  y ,z ),  is /o (x ,y ,z ) =  
I f (T (x ,y ,z ) ) .  With an entire image this may be written =  fQ f) .
For the practical reasons described in section 5.1.2, the problem is formulated as a global 
transformation plus a local transformation.
7 (x ,y ,z )  =  Tgiobai(.x,y,z) +  Tiocai(x.y,z) 5_ig
The means of finding the initial global transformation depends on the tools in use. When using 
Nifty Reg the global transformation is found using Aladin [101]. Starting with a 3D reference image Ij. 
and a 3D floating image I f  , Aladin determines rigid or affine transformations A, consisting of a 3x3 
matrix and incorporating a three component translation vector, which transforms 7^  to the latest 
estimate, 7q, of 7^  :
lo =  A ( I f ) .
Aladin iteratively determines the optimal Tgiobai =  ^  in a two stage iteration. The initial values for A 
may be the identity transformation or be supplied as initialisation data.
Having found the optimum global transformation Tgi^bai =  ^  , cubic B-spline based methods 
proceed iteratively to find the 'least cost' local transformation to accompany it, initialising the local 
transformation to the identity transformation. A cost function C is defined which is divided into two 
components and is associated with the transformation of the current iteration, T.
C (1 ^^I^similarityOr> ^o) ttC^yyiooth^')' 5-19
104
s^imiiarin> ^35 choseti to  be normalised mutual information and, since f  is fixed and depends on 
fixed 7 ,^ it is a function of T  in practice. is a function of the transformation, in Nifty Reg
Csmooth is a quantity known as Bending Energy which is an expression in terms of the second partial 
derivatives of T given as Equation 2 by Modat [12].
_ 1 ^  fd^nx)Ÿ , fd^nx)Ÿ , (d^nx)Ÿ , ^.,\{d^nx)Ÿ  , fd^T(x)Ÿ ,
C s m o o th  - J s L x e I r [ - ^ )  +  [ — )  +  [ ~ ^ )  +  ^X j  [
This quantity is the 3D counterpart of the 2D bending energy of a thin-plate of metal and defines a 
cost function which is associated with the smoothness of the transformation, a is under control of 
the user of Nifty Reg. The cost function is arranged so that excessive bending incurs a larger penalty 
than slight bending.
A Free-Form Deformation (FFD) based on B-splines implements the local transformation. The idea of 
a B-spline FFD model is that by manipulating a mesh of Control Points, the underlying 3D object will 
have a smooth and continuous transformation applied. Suppose 5 c M , > 0 is the mesh spacing in 
the X, y, z dimensions over an image area Q
72 =  { (x ,y ,z ) |0  <  X <  X ,0 <  y  <  Y,0 <  z <  Z}, 5-20
where X  =  n^S, Y =  UyS, Z =  n^ô Hq. >  2, G N  and let O denote the (rix +  3) x ( jiy  -f 3) x  
(jLz +  3) point mesh numbered from —1 ,0 ,1,..., (1 +  71 )^ for a =  x ,y ,z
Figure 5-11 shows a slice from the 3D mesh for z=0. The grey area is the image and is the 
intensity at coordinates \ , j,k  . For each pixel on the slice a neighbourhood of voxels influences the 
transformation.
Ny
< D ,Om^ O
(I),000 (I)M.OO
- 1 0  1 2 Nx
Figure 5-11; One slice of the 3D grid of Control Points (slice z=0). For each voxel on the slice a neighbourhood 
of control points influence the transformation. Similarly each control point influences the transformations of a 
neighbourhood of voxels.
105
The local transformation is defined as follows:
3 3 3 5 _ 2 i
'^local^X,y,z) =  ^  ^   ^ ^  ' ^l(M-^Bm(V^^n(y^^^i+l,j+m,k+n>
1=0 m = 0  n=0
where i =  [x /S \ -  l , j  =  \y /8 \  -  l , k  =  [z /8 \ — 1,
and u =  x / 8 -  [x /8 \ ,v  =  y /8  — Ly/5J,w =  z /5  -  [z /8 \,
and
72 =  {(%, y ,z ) |0  <  X  <  X ,0  < y  < Y , 0  <  z <  Z],  5-22
S„ = (l-f)V6,
B i =  (3 t^  -  6 (2  +  4 )  / 6 ,
^2 ~  ( “ 3(2 +  3(2 +  3 ( +  1 ) /6 , 
3^ = (2/6,
where the Bq,1 ,2,3 functions are the cubic B-spline basis functions with parameter t.
The optimisation algorithm used by cubic B-splines is outlined below. It was taken from Rueckert
[11]. Alphabetic markers have been added in red to identify later paragraphs providing clarification
and details specific to the work in this thesis.
Pseudo Code: FFD cubic B-spline optim isation algorithm outline
The global transformation parameters are referred to as 0.
The set of control points which define the local transformation are referred to as 0 .
The cost function C may be considered a function of these two components, 
e is a stopping criterion.
Begin
Calculate the optimal affine transformation parameters 0 . a 
initialise the control points 0  b.
Repeat
Calculate the gradient vector of the cost function with respect to the non-rigid 
Transformation parameters CD VC =  c
While ||VC|| > £
VCDo recalculate the control points 0  =  0-1-/% livcii -  
Recalculate the gradient vector VC
Done
Increase the control point resolution by calculating 0 "^^  ^f r o m  0^ e 
Increase the image resolution f  
Until finest grid spacing has been processed g
End
a_The optimal affine transformation is found using Aladin [101] described earlier in this section.
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b Assigning the best initial values for the control points:
Considering one point 7c,^c) we know from the properties of B-splines that Tiocai(.Xc,yc>Zc) is 
influenced by only the 64 (4x4x4) control points around (Xc,yc,Zc)
Without loss of generality, it is assumed that the chosen point is within the grid voxel 1 <  
Xc>yc>^c ^  2 . It follows that the control points which influence the chosen point are 
0 i jk fo r  i , j ,  k  =  0,1,2,3. In order for TiocaiO^o to take on the value tcSR^ we must have:
3 3 5-23
fc WjyfcOiyfc,
i=0 j=0 k=0
Where Wij^ =  B i(u )B j(v )B k (w )  and u  =  Xc/5 -  [Xc/0\, v  =  y d 5 -  \yc /5 \, w  =  Zc/5  -  [Zc/8\
Of the many possibilities for the values of the control points Rueckert and Lee [11, 102] chose the 
set that minimises;
Y d= o^ j= o '^k= o^ ijk ‘ 5-24
The solution to the equation, the details of which may be found (for 2 dimensions) in [103] is :
^ ____________ Wtyfctç_______  5-25
v k  “  y 3  y 3  y 3  „ ,2
Ail=o Zjm=0 Zjti=0 ^  Imn
Each data point determines an independent 4x4x4 set of control points. Similarly, each
control point in '0 determines a left closed, right open 45x45x46 region which may contain many 
datapoints. Equation 5-25 gives values dependent on which data point is chosen. From the viewpoint 
of a control point in the mesh, there are potentially many datapoints to reconcile.
Call this set of datapoints the Proximity Data Set of the Mesh Point Pij^.
For every point in
ffy  ________ ____________  5-26
y  3 y  3 y  3 . . . 2 ,  'ZjI=o Zjrn=0 Zjji=0 Imn
where
In order to choose an appropriate control point, an error function is defined whose terms are the 
difference between the eventual actual values and the values calculated earlier:
I ' t ’y t )  =  -  Wc<t>cf ■
5-27
This error is minimised by differentiating and equating to zero which yields:
5-28
That completes the algorithm for the initial setting of the control point mesh 'Q.
Ç Calculating derivatives is a standard feature of B-splines. The (D referred to is the latest or finest 
grid so far.
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d The while loop searches for a point where the magnitude of the gradient is smaller than some 
tolerance e. This tolerance is not under user control. Until this condition is met the set of control 
points are modified by a vector parallel to the gradient vector with magnitude p, a step length. After 
finding a local minimum using the initial step length, the step length is halved and the search 
repeated with the same grid spacing.
e The grid of control points arrived at in step d has its spacing halved so that in three dimensions the 
number of grid points increases by a factor of (almost) eight. The number of grid-points goes from 
(Nx +  3) -> (2Nx +  3) in the x direction with analogous change in the y and z directions. The old 
grid is carried forward to the corresponding points of the new grid. Rueckert and Schnabel made use 
of a standard algorithm to do this sub-division step described by Forsey [104]. There is a mechanism 
for marking selected areas of the grid as inactive if the local degree of optimisation is adequate [99].
f In the initial stages of the runs carried out for this project the grid spacing (20mm) was greatly in 
excess of the image resolution (1mm). The mismatch is accommodated by blurring the reference and 
floating images. As the grid spacing is successively halved the blurring is reduced.
g The initial grid spacing is specified by a command line parameter which defaults to 20mm. Similarly 
the number of subdivisions defaults to 3.
5.3 Methods
The previous section described the registration process generically. This section provides further 
information about the three registration methods that are used as part of the VD process. The 
methods chosen represent a range of registration characteristics including intensity and shape based 
registrations; rigid, affine, polynomial and freeform deformation transformation models; and having 
different optimisation measures. The three registration methods used are Iterated Closest Points, 
(ICP), Polynomial Basis Functions (AIR) and cubic B-splines (NiftyReg).
5.3.1 Registration using Iterated Closest Points
ICP is a shape based registration. The feature detection component of ICP consists of finding all the 
surface points of a segmented shape (organ). Feature matching is achieved by mapping each surface 
point of a shape from the floating image to the closest surface point of the corresponding shape 
from the reference image. Each such pair of points is considered to be an homologous pair, and their 
quality in the initial iterations may be quite poor. The type of transformation model involved may be 
a rigid transformation involving six dof referred to as ICP6 or may involve determining an affine 
transformation with twelve dof, referred to as ICP12. The cost function is the least squares sum of 
the distances between the matched points. The transformation is normally global for ICP but during 
the VD process each organ has its own transformation. Finally, there is no resampling during the 
registration unless one considers recalculation of the closest points to be resampling. The point- 
cloud representation was chosen for these implementations. The following methods were 
implemented specifically for this work and are explained in detail.
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5.3.1.1 ICP with six degrees of freedom
An ICP algorithm for fitting a data shape to a model shape in n-dimensions as an iterated three stage 
process has been described [89]. The description is valid for many different shape representations 
including parametric to point-clouds. The first stage is to find a mapping from the data points to 
corresponding model points. The solution given is simply to map each data point in the current 
approximate position to the model point which is closest to it. The second stage of the solution is to 
calculate the transformation (with 6 dof) which minimises, in the least-squares sense, the distance 
between the model and transformed data. Finally, this latest adjustment is incorporated into the 
approximate global transformation and the entire process is repeated until a convergence or a 
termination criterion is met. Figure 5-12 shows three stages of this process for iterations 1, 3 and 5 
of a registration of a point-cloud of a zig-zag shape. The reference shape is a zig-zag point cloud 
where each point is represented by a green V  symbol. A copy of this shape is translated and rotated 
and becomes the floating image. ICP is used to determine the translation and rotation required to 
align the reference and floating point-clouds. In fact the registration converged on a less than 
optimal minimum with an average distance of 0.3 units. However, when the starting position was 
nudged by one unit, the global minimum of zero was converged upon by several of the six nudges 
tried.
40 t
Figure 5-12: Shows the situation at the end of iterations 1,3 and 5 of a rigid registration. The test image, a 
point-cloud of green ' + '  symbol is rotated 30° and shifted 20 units in the positive x direction (not shown). The 
left hand panel shows the situation at the end of the first iteration with the floating image position indicated in 
red 'o' symbol. The black lines show a random 20% of the mappings from the floating point-cloud image (red) 
onto the closest points on the reference point-cloud image (green). The middle and right-hand panels show 
the situations after the third and fifth iterations.
BesI et al [89] provide a proof that the ICP algorithm will converge on a local minimum of the least- 
squares error between model and transformed data and suggest that the second stage is carried out 
via a closed-form solution of the rigid pose problem according to Arun et al. [105, 106]. However, 
there are several similar closed form solutions in the literature and the method based on the 
Singular Value Decomposition of the cross covariance matrix has been chosen for the 
implementation in this thesis [105]. The following figure is a pseudo code summary of the essential 
features of the implementation.
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Pseudo Code: Rigid ICP using Singular Value Decomposition.
Initialisation:
The caller must specify a maximum number of iterations Maxi that may be carried out irrespective 
of other termination criteria.
The caller must specify a maximum difference, e, between consecutive average distances between 
model points and the latest transformed data points. When an iteration results in a change 
in average distance which is less than e the algorithm terminates 
Global rotation Rnxt is set to Identity rotation. Global translation, Tnxt to zero.
Using 'kd-tnee' build a closest point lookup tree of the input model data point cloud.
Until the maximum number of iterations Maxi reached:
Do Calculate the point cloud resulting from applying the latest global Rotation and translation: 
NxtApprox=Rnxt*DataPointCloud+Tnxt
Using 'kd-tree': For each point in this latest approximate cloud find the closest point in the 
Model Point Cloud cp and the distance between corresponding points dist :
[cp, dist]=kdtree(NxtApprox);
Build a point cloud (closepts) of just those points of the model which are closest points in 
this iteration.
Determine the centres of gravity mcog of the closepts cloud and ncog of the NxtApprox 
cloud and the number of points in each cloud Nn.
Construct the covariance matrix H from these components:
H=closepts *  NxtApprox' -  Nn*mcog*ncog'
Use Singular Value Decomposition to decompose the covariance matrix:
[USV]=svd(H)
The rotation matrix due to this iteration is given by 
R=U*V'
Take account of the unlikely event that the transformation is a reflection based on the 
determinant of R being negative.
From the relationship mcog = R*ncog +Tdm determine Tdm the translation component 
from this iteration.
Extend the global rotation Rnxt and global translation Tnxt with the components from this 
iteration:
Tnxt=R*Tnxt+Tdm; Rnxt=R*Rnxt;
Test the current average distance between data points and their corresponding closest 
points. If the monotonie decrease in this value is less than e, the user specified value, then 
exit the loop early otherwise start the next iteration.
End Do
Rnxt and Tnxt are the desired transformation.
Figure 5-13: ICP6. Rigid ICP offering solution for six dof.
5.3.1.2 ICP w ith  twelve degrees o f  freedom
Although the ICP6 registration seemed to be working as planned, registration results suggested that 
as the phase increased between reference and floating images, particularly for frames 5 and 6 for 
some organs and especially for the lungs and ribs, there was still uncompensated motion. Early 
attempts to investigate further involved attempts to divide the lungs and ribs into smaller 
components. Single ribs seemed the obvious choice for the ribs and resuits were indeed improved 
but by a rather small amount. At that point a more flexible algorithm was sought.
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The method of Du, Zeng et al. [107] allows 12 dof making it more appropriate for registering the 
lungs and ribs as complete single organs. Du et al. describe mathematically how an affine solution 
may be found given a reasonable initial estimate.
The ICP12 problem is formulated as follows:
Given two 3 dimensional point sets, a reference shape r  =  {rjJ^^and a floating shape f  =  
where G N )an d  an affine transformation consisting of a transformation matrix A  and a
translation vector L, and further, given a mapping; from [ l ,  to [l,N f.], the solution desired is:
a rgm in  +  L) -  ?}(Q|Qs.t. d e t(^ ) 0 . 5-29
A L J i i )
At the k iteration, step 1 is to establish a set of correspondences based on the (k  — affine 
transformation Each point i in the floating image is assigned to a reference point] such
that] is the point of the reference image closest to point i:
cs(i)=  argmin +  5-30
Step 2 is to compute the next affine transformation (71^,1^) based on the current set of 
correspondence {(i,
{Ak,Lk) =  a rgm in  +  L) -  rc^coH^) • 5-31
det(v4) ^  0,L
Step 3 is to cease iteration when the difference between successive sums of squared distances 
between data and model is smaller than a chosen value.
Step 1 is achieved by using a kd-tree algorithm [108] to build the correspondences. Step 2 is 
calculated by first adjusting both model and data shapes so that their centroids are at the origin.
Let q i = f i ~  and then it can be shown [109] that when
F(.A,L) =  +  ^) -  c^fc(i) II2 niinimum L is given by:
,Nf ^ N f
^ ■ 5-32
Using F (t1) =  — Ttfllz and equating the first derivative to zero leads to an expression for
the optimal affine transformation:
1 1 1
Nr - 1
^  ^  r i iq f  11 ^  q iq j  I . 5-33
1=1 /  \ i= i
Use of 5-32 and 5-33 gives a closed form solution for step 2.
Du et al. suggested using Independent Component Analysis (ICA) to provide starting points for the 
algorithm. However, during this work, the locally optimal solution was often distant from the known 
global optimum. It was therefore necessary to choose the best solution from many ICA random start 
points. To address this problem, a practical alternative starting position was to first determine an 
ICP6 final solution. To further reduce the possibility of the ICP6 start point leading to an inferior local 
solution, a heuristic process of perturbing the ICP6 starting points both positively and negatively in 
each of the 3 coordinate directions was adopted. The six different starting points were iterated until 
convergence with a relaxed stopping criterion. The best of the six partial solutions was then chosen 
and further iterated using a more stringent convergence criterion. The resultant transformation was 
then used as the starting point for ICP12. The following figure is a pseudo code summary of the 
essential features of the implementation.
Pseudo Code: fo r Affine ICP using Gradient descent.
Initialisation:
This algorithm is always preceded by use of the algorithm providing the best rigid solution. The Maxi 
and € parameters are used in a similar manner but may be different values.
Global rotation Anxt is set to Rnxt from the conclusion of the preceding use of Rigid ICP Global 
translation, Tnxt is also from the conclusion of Rigid ICP.
The closest point lookup tree to be used is also the one constructed for the preceding Rigid ICP. 
Determine a few of invariant quantities:
mcog and dcog the centres of gravity of the model and data point clouds, 
qi the datapoint cloud moved so that the cog is at the origin of coordinates.
Determine invqibyqi as the inverse of the sum of qi*qi\
Until the maximum number iterations, Maxi, is reached:
Do Calculate the point cloud resulting from applying the latest global Rotation and translation: 
NxtApprox=Anxt*DataPointCloud+Tnxt
Using 'kd-tree': For each point in this latest approximate cloud find the closest point, cp, in 
the Model Point Cloud and the distance, dist, between corresponding points:
[cp, dist]=kdtree(NxtApprox);
Build a point cloud (closepts) of just those points of the model which are closest points in 
this iteration.
Determine the centres of gravity mcog of the closepts cloud and ncog of the NxtApprox 
cloud and the number of points in each cloud Nn.
Determine the latest version of the transformed data point cloud having been positioned 
with the cog at the origin of coordinates: 
ni =closepts -  mcog.
Construct the next approximation of the complete transformation:
Anxt=(ni*qi') *invqibyqi.
From the relationship mcog = Anxt*dcog +Tnxt determine Tnxt the translation component 
from this iteration.
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Test the current average distance between data points and their corresponding closest 
points. If the monotonie decrease in this value is less than the user specified value then exit 
the loop early otherwise start the next iteration.
End Do
Anxt and Tnxt are the desired transformation.
Figure 5-14; ICP12 offering solution with twelve dof.
5.3.1.3 ICP interfaces and heuristics.
The ICP6 and ICP12 implementations sit behind a single set of interfaces, and calling arguments are 
used to control whether a run of ICP6 is to be followed by a run of ICP12. The process of validating 
the ICP implementations was carried out using the point-cloud interface.
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Figure 5-15: The two interfaces to the combined ICP6 and ICP12 Algorithms
Figure 5-15 depicts the two interfaces to the ICP method. On the left is the 3D image interface which 
takes as input the reference and data images [110]. The 3D image interface constructs point-cloud 
representations of the images and uses the point-cloud interface to use the ICP methods. 
Alternatively the point-cloud interface may be used directly.
The ICP algorithm implemented for this work employs two heuristic processes to overcome the basic 
problem with the ICP method, namely its convergence to a local rather than the global minimum of 
the cost function. Apart from for carefully constructed test cases, there are usually differences 
between the two surfaces being registered and, in addition, the closest point mapping will be 
imperfect making it most improbable that a zero distance solution exists. The first heuristic is an 
option to move the images so that their centroids are coincident before the first closest point 
mapping is performed. The second heuristic in which the starting position is perturbed with the
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intention of selecting the most promising start position has been described in section 5.3.1.2. The 
largest rotations encountered with either simulated or patient data was 5 degrees. No problems 
were expected or encountered due to the need for a wider basin of attraction than is offered by the 
combination of heuristics described above.
5.3.2 Registration using a Polynomial Transformation model
In Polynomial Transformation models the set of three linear equations which form the basis of linear 
models are replaced with three higher order (>2) polynomial equations. The initial motivation for 
using Polynomial models was to achieve improved accuracy, compared to affine models, while 
avoiding the large number of parameters associated with cubic B-spline methods.
The polynomial transformation model method, AIR, allows rigid and affine models, and is normally 
used as an intensity registration method. In terms of the generic model discussed in 5.2.2 the AIR 
method is voxel intensity based rather than feature detection and feature matching based. The 
optimisation method is a variation of the methods of Newton and Marquardt in which first and 
second derivatives are found analytically. The cost function used is the standard deviation of the 
ratio image which was described in sections 5.2.2.5 and 5.2.3.3. As was the case for ICP, the mapping 
is normally global but when used for VD, it is organ based.
The rigid and affine transformations are expressed as 3x3 matrices plus 3D translations similar to 
those used in the ICP implementation. When non-affine solutions are involved, the coefficients of 
polynomials of cubic or higher-order 3D polynomials are returned. These polynomial coefficients are 
intended to apply to the entire image volume and are contained in a '.warp' file. Normally the 
polynomial coefficients in the models (warp files) are used only in the process of forming a resliced 
output image. However, for this work it was necessary to evaluate the transformations over the 
extent of the organ or shape rather than over the entire image volume and then to interpolate 
intensities to form sections of the resliced images. MATLAB® functions were written to ingest the 
.warp files and accomplish the calculations for an organ expressed as a point-cloud.
5.3.2.1 Determining the appropriate order of model fo r a registration.
The algorithm used in the polynomial transformation method to calculate the model coefficients 
starts with a second order polynomial. After a model has converged, it is preserved as one of a 
sequence of models. The user controlled parameter 'precision' is used to determine whether the 
appropriate level of accuracy has been achieved. If it has not, the next order of polynomial is 
selected provided the new order is below the user specified upper bound and below the limit of the 
method (order 12 currently). Reductions in the 'precision' parameter cause the programs to try 
higher order polynomials up to a user specified limit.
The ability to reset the precision parameter was exploited in order to demonstrate the effect of 
varying the order of polynomial model on the same pairs of reference and floating images. Figure 
5-16 shows the accuracy of registration for ascending order of polymonial models. The difference 
between AIR (affine) and the AIR order polynomials for frame 6 represents around 2% of total 
voxels in the organ.
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Figure 5-16: The results of registering the XI lungs with a series of polynomial models from affine to order 5. 
The consistent fraction measure ranges from zero to one with one indicating perfect alignment. This measure 
is described in section 5.5.1. The colours indicate: green (lower) ICP12; blue AIR affine; cyan AIR 2'^ '^  order; 
Magenta AIR 3'^  ^order; green (upper) AIR 4^  ^order; black AIR 5^  ^order; red NiftyReg.
5.3.2.2 P rem ature  te rm ina tion
A data dependent condition which will stop further optimisation is encountering a non-positive- 
definite Hessian matrix. The multivariate method of optimisation within the polynomial 
transformation method [95] uses analytically derived partial derivatives to construct a Hessian 
matrix equation whose inverse is required to progress the search for a minimum. When this matrix is 
non-positive-definite it indicates the underlying search space has a saddle-point or even a local 
maximum. When attempts, within AIR, to circumvent this situation have failed the algorithm 
terminates prematurely. The developers of the method suggest using a lower order polynomial 
solution that did not terminate prematurely for these cases.
5.3.3 Cubic B-Spline based registration.
In terms of the generic model presented in 5.2.2, the cubic B-spline method, NiftyReg, is an intensity 
based registration that makes use of hierarchical grids of control points. The method offers a choice 
of similarity measure and uses a single grid of control points for the entire image which suggests 
global mapping but the nature of the grid implies that any particular control point can influence only 
a neighbourhood of the image, suggesting local mapping. The B-splines are used directly for 
resampling. Interpolation may be nearest neighbour, tri-linear or cubic B-spline. NiftyReg uses 
uniform, 3D grids of cubic B-spline control points to express the 3D transformation. This means that 
the transformations modelled are limited to being continuous. In some respects this intrinsic
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continuity is attractive because it rules out transformations with undesirable features such as those 
not physically possible. However, it also means that transformations which involve discontinuities, 
such as the sliding motion of the lungs within the rib-cage, require further action as demonstrated 
for lungs and diaphragm by Vandermeulebroek et al. [111]. Cubic B-splines are easily differentiable 
and therefore the intensity differences between the reference or stationary image and the data or 
floating image may be optimised using gradient-descent methods.
Another important feature of the cubic B-spline method is the multi-scale nature of its progress to a 
solution. Initial iterations are conducted on blurred images, which de-emphasise small image 
features, and a relatively coarse grid of control points. When optimisation at a particular grid- 
spacing is complete, the blurring is reduced to reveal further detail and the number of grid points is 
doubled in each of the three dimensions. The transformations found by this method are completely 
expressed by the final grid of control points. This may be large, e.g. if there are nearly as many 
control-points as there are voxels, but is typically considerably smaller than the number of voxels. 
The control points, being a regular grid, are convenient for use within the NiftyReg package. 
However a more general method of expressing a registration which is called a motion field or 
displacement field is also available from NiftyReg. This format is used to integrate NiftyReg into the 
VD process. Using such a data structure to reslice in the backwards style is described in section 
S.2.2.7.
5.3.4 Virtual Dissection specific registration requirements
VD requires that from the registration results, it is possible to derive a displacement vector for each 
voxel of the reference organ shape.
The ICP registration tool uses point-clouds; the CT images are converted into point clouds as part of 
the interface of ICP with VD. The transformation matrix and the translation vector returned by the 
ICP registration are applied to the reference point cloud and the resulting point cloud is used to 
derive the displacement vectors. The set of polynomial coefficients, which are the results from an 
AIR registration, are applied to the co-ordinates of the reference image voxels to give the 
homologous point of each voxel. The displacements between the reference frame voxels and their 
homologous points are the displacement vectors. One of the representations of the NiftyReg tool is 
a VDM. It was necessary only to mask this result appropriately to interface NiftyReg with VD.
5.3.5 Registration variants
Three registration methods are used: the Iterated Closest Point algorithm (ICP), the Automated 
Image Registration (AIR) method and the NiftyReg method. ICP and AIR are used in more than one 
distinct way. ICP6 is used in its own right and as the starting point for ICP12. AIR is supplied with 
either intensity images, referred to as AIRi or with binary images and referred to as AIRb each 
allowing polynomial models up to order six. Another variation in the use of AIR is to restrict the 
permitted transformational models to 12 dof (affine), referred to as AIRia and AIRba. The NiftyReg 
variant, referred to as NFTi is supplied with organ which are cut from whole torso CT images and the 
organs are then registered. In a second variant, NiftyReg is used conventionally with a whole torso 
image which is registered in its entirety; the registered images are then cut into organ shapes by
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masking and the variant is referred to as NFT. The latter method is not VD but its inclusion serves as 
a comparison of registration of a whole torso with and without VD.
5.4 Validation of registration methods
AIR is a widely used package that underwent extensive validation prior to its release. NiftyReg is also 
an off the shelf package whereas the ICP6 and ICP12 implementations were developed specifically 
for this work.
5.4.1 Validation of the ICP implementation
The ICP algorithms deliver results as a 3x3 matrix together with a three component translation 
vector. The test used to validate the ICP implementation was to apply a known set of 
transformations to a test point-cloud and, using ICP, to register the transformed point-cloud back to 
the original. An algorithm was developed which converts a 3x3 transformation matrix, such as that 
produced by this ICP implementation, and returns the equivalent shears, scales and yaw, and roll 
and pitch values. Another algorithm was developed to perform the reverse process. These 
algorithms have to be matched in the order in which transformations are applied or undone because 
the 3x3 matrix and translation vectors are not unique to a given transformation. In the domain of 
scaling, shearing and rotating the order of application is also important. The restoration of a 
transformation expressed in scales, shears and rotations can be compared in terms of the original 
parameters applied. An advantage of validating the ICP implementation at the point-cloud interface 
is that the resulting distance between each point of the cloud and its restored homologous 
correspondent should be zero, avoiding the inevitable errors which result from rotating voxelised 
images. The Stanford Bunny is a point-cloud dataset which is freely available from the Stanford 
University web-site [112]. Three angles of rotation were chosen and permuted to form the basis of 
27 tests. The test consisted of applying each permutation of the three angles, after conversion to 
matrix form, to the test point-cloud. That transformed point-cloud was then registered, as floating or 
data image, back to the original reference point-cloud. The matrix returned from ICP was converted 
back to separate rotations and compared with the original rotations. The points in the original point- 
cloud take values between 0 and 1.
When permutations 5°, 10° and 15° were applied, the average absolute distance between original 
and restored points was, reassuringly, zero (less than 10'^ )^. That was true for all 27 tests. Similarly 
for 10°, 20° and 30° all tests converged to zero error. Flowever for 25°, 50° and 75° only four tests 
converged on zero. The other 23 converged, but upon what were assumed to be local minima 
outside the ICP basin of convergence for the true transform. The resulting angle differences were 
large suggesting that the basin of attraction for this particular image was large enough to cope with 
small to medium angles.
The entire procedure was repeated for 27 permutations of 10%, 20% and 30% shears all of which 
converged on zero error and matched the applied shears.
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5.5 Methods to assess registration performance within Virtual Dissection
The performance of each registration method was assessed within VD in terms of the extent of 
overlap of each organ between the reference and resliced frames. There was the possibility of 
measuring final accuracy immediately after the registration, before the final reslice to form the 
registered images. However, it was decided to perform the comparison after the re-slicing stage, i.e. 
following interpolation onto voxel centres, by which time the resultant images would have 
completed the processing they are likely to undergo in a clinical application.
Several objective measures to assess image overlap were considered: the Root Mean Square (RMS) 
difference, cross correlation and ratio image uniformity; the Consistently Labelled Fraction (GIF); and 
the spread of the lesion centres.
The basic problem of specifying the differences between two approximately aligned images cannot 
be accurately expressed in a single number (one degree of freedom). Typical tools for this task, RMS 
difference, cross correlation, ratio image uniformity. Dice coefficient and Jaccard statistic, all 
measure slightly different aspects of the difference between the test pair of images. Thus, for a 
given image pair, not all the measures will be in agreement about which of two test pairs is closer to 
a perfect registration.
RMS difference, cross correlation and ratio image uniformity quantify the difference between 
intensity values in the reference and registered images.
Liver frame 1 (A) with Liver frame 5(B) overlaid (Sagittal view)
A n  B Liver frame 1 only
A n B  Liver frames 1 and 5
An B Liver frame 5 only
AnB  Neitherframe
Figure 5-17: Two overlaid 3D images showing four distinct categories of image area.
Figure 5-17 shows two overlaid images of an organ, the liver, as if registration was not perfect. If the 
regions of the image which contain only voxels of one of the images are included (union minus 
intersection) in the calculation of the RMS difference, cross correlation and ratio image uniformity, 
then the choice of the background value from which to determine the differences has an effect on 
the statistic. Border regions (union minus intersection) with higher intensity values would increase 
the statistic more than equivalent areas of lower intensity values. If several organs are considered 
together in a single image, then the statistic would depend on the surroundings of each organ. Being 
based on difference in intensity, each of these measures is more favourable to registration methods 
which optimise similarity based on difference in intensity, such as the cubic B-spline method, 
NiftyReg. An advantage of using a shape based comparison method, such as GIF or Dice coefficient
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rather than an intensity based comparison method, is that the boundary of the organs is more easily 
defined in a consistent manner and the threshold value between background and foreground 
regions can be halfway between the background and foreground intensities. CLF was chosen 
principally because it was not biased towards any one registration tool but it is accepted that CLF 
also has limitations.
5.5.1 Consistently Labelled Fraction
Consider the reference image (frame 1) in its coordinate system and the floating image (frame 5) 
registered into the same coordinate system as in Figure 5-17. In the case of a perfect registration the 
two images overlap exactly and all the image voxels are consistently labelled as being in the 
intersection of the images. If the registration is not perfect then there are some voxels of the 
combined images that are not in the intersection. These are said to be inconsistently labelled. If the 
image components are A and B and #() is an operator returning the number of voxels of the 
operand, then the measure is the consistently labelled fraction ,CLF where:
CLF =
#(A  n B)
#(v4 U B y
This measure [93] is analogous to the Jaccard similarity coefficient and is used here to evaluate the 
results of the individual organ registrations. The CLF has a range of 0 to 1, with 1 being perfect 
registration. The CLF measure is based on the number of foreground voxels in each image. This is 
logically equivalent to constructing binary images that indicate for each voxel in a resliced image 
whether or not it is a foreground voxel. That decision may be based on intensity values that were 
obtained as a result of interpolation of a floating image being resliced as part of a registration. One 
problem that became apparent was that when an image is interpolated using a tool such as 
windowed sine, large changes in intensity, for example at the boundary with the background, result 
in lobes that overshoot the edge values. Figure 5-5 shows a typical intensity profile at an edge in an 
image.
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Figure 5-18: The effect of using sine interpolation over an abrupt step in intensity. In the case of 
binary images a threshold of 0.5 is used to distinguish foreground and background.
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To address this problem the appropriate threshold is chosen based on the minimum step size in the 
image before it was interpolated. The intention is to treat all three registration tools equally and to 
reduce the possibility of inappropriate boundaries.
The CLF measure has the limitation that it only considers the global intersection and union, rather 
than the individual voxel correspondences. If a voxel is within the intersection of the two images, the 
CLF score is increased indicating success in registration even if the two voxels come from widely 
differing regions of the original images, indicating poor registration. A second limitation is that the 
statistic is not normalised for organ size. It is not suitable for inter organ assessment of accuracy.
For ICP, binary images of each organ are separately registered and the Consistently Labelled 
Fraction, CLF, statistic is calculated. For AIR and NiftyReg there is the possibility of registering both 
binary images based on the organ shapes alone and intensity images, cut from the CT images guided 
by the organ shapes. Both types of images were registered and the results are compared in Chapter 
6.
5.5.2 Spread of the lesion centres
Section 3.5.3.2 described the placement of lesions in the X I dataset. The "spread" of the set of 
lesion centres is the maximum distance between any pair of lesion centres. This is not related to the 
diameter of the lesions themselves. If the registration processes were perfect, the post registration 
spread of the centres would be zero since the centres would be coincident. Figure 5-19 shows a two 
dimensional example. The blue circle with the red centre is the lesion in the reference frame. The 
other blue circles show the pre-registration position of the lesion in subsequent four frames of a five 
frame motion cycle. The pink circles with red centres show the positions of the lesions after 
registration. The maximum distance between any pair of red centres is the post registration spread 
of the lesions and is a measure for the quality of registration.
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Figure 5-19: Spread of the lesion centres. The blue circles represent the trajectory of a lesion throughout the 
five frame cycle. The pink circles represent the corresponding post-registration positions. The red dots are the 
centres of the reference frame lesion and the four post-registration lesions.
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The spread of the estimates is taken, in this work, as the maximum displacement between the pre­
registration coordinates and each post registration estimate. Consequently the measure could be 
deemed to be prone to sensitivity to outliers. 'Box and whisker' plots are provided in the Results 
section of Chapter 6 which display the mean, median, quartiles and outliers of the distribution of the 
spreads of the lesion centres.
5.5.3 Average absolute difference between homologous points
In the case of the simulated images, X I, from the XCAT phantom, it was also possible to use the 
XCAT VDM as a ground-truth motion which was compared with the motion resulting from the 
registration methods being evaluated. At the voxel level, the method of calculation is very similar to 
measurement of the spread of the lesion centres described in section 5.5.2 but the calculation is 
done for each voxel within an entire organ.
5.6 Summary
Image registration is a process of spatially aligning two or more images of a scene. A reference or 
stationary image is kept unchanged and a target or floating image is modified to align with the 
reference image. This chapter gives both an informal and formal description of the process of 
registration of 3D images. Registration methods for 3D medical images are described according to 
the type of geometric image transformation involved, rigid, affine or non-affine; characteristics such 
as whether they are intensity or feature based; and by the type of optimisation measure used.
The registration methods chosen for use in VD included shape-based and intensity based methods 
and the transformational models they employ, include rigid, affine, polynomial basis functions and 
cubic B-splines. The optimisation and model progression methods that apply to the chosen 
registration methods, closed form solutions, Levenberg-Marquardt optimisation, and gradient 
descent using both analytic derivatives and numerically estimated derivatives, are described. The 
three registration methods used were Iterated Closest Points, (ICP), Polynomial Basis Functions (AIR) 
and cubic B-splines (NiftyReg). These methods are described in detail.
Implementations of the rigid ICP6 algorithm and the affine ICP12 algorithm were developed 
specifically for this work. The essential features of the implementations are summarised as pseudo 
code. ICP6 worked well in general but there remained residual motion, especially noticeable in 
frames having the largest phase difference and in particular for the lungs and ribs. The method of 
Du, Zeng et al. [107] which allows 12 dof provides a more flexible transformation making it more 
appropriate for registering the lungs and ribs. ICP12 implementation was based on this method. The 
validation of the ICP6 and ICP12 implementations, involving the application of known translations, 
scalings, rotations and shears, resulted in the test image being returned exactly to the starting 
position for all but the largest perturbations giving good assurance that the ICP implementations 
function well.
Assessment of the registration methods was intended both to validate the VD process and allow 
comparison of the various registrations methods. Several methods to assess registration accuracy 
were identified. Methods based on the differences between intensity values such as RMS difference,
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have the problem that for isolated objects the difference between the intensity of the edge voxels 
and the intensity of the background have an effect on the value of the statistic. For that reason it 
was decided to use the CLF, a statistic based on shape. An advantage of the way in which lesions are 
placed in the XCAT phantom is that an exact lesion centre is specified. This leads to a simple but 
effective means of tracking the lesions without having to estimate the position of the lesion centres 
by inspecting the images. The trajectories of the lesion centres can be used to assess the accuracy of 
registration.
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6 V irtual Dissection
6.1 Introduction
Previous chapters have described how both simulated data from the XCAT phantom and four sets of 
patient data were obtained, and three independent registration methods have been presented. One 
of the registration methods, ICP, was developed as part of this work while the other two were 
obtained from their respective developers.
This chapter describes Virtual Dissection (VD), a 'pipeline' method in which individual organs are 
isolated from a segmented image then processed piecewise through registration and reassembly to 
form a single composite 3D image. The aim of the process is to register pairs of a segmented organ, 
one from a reference image {1^), the other from a floating image {If), and merge the resulting 
motion fields into a single field, termed a mosaic motion field. Considering the heart as an example 
organ, from the/^ and I f  images the hearts are segmented to g i v e a n d  If^heart and that pair 
of images is registered. The resultant transformation is applied to each voxel of the I r ,h e a r t  image to 
calculate fractional coordinates of each homologous point within the If_heart image. The distance 
between those two sets of coordinates is calculated and is preserved as an entry in the mosaic 
motion field. In a more conventional registration as opposed to VD, rather than preserving the 
motion vector of the voxel, the transformed coordinates would be used to interpolate an intensity 
value at the transformed coordinates within the If,heart image to be placed in the resliced image. In 
VD, only once the mosaic motion field has been completely assembled does the interpolation stage 
begin. A resliced image of the entire set of organs is the result. As each pair of organs is processed 
another section of the motion field is merged into the mosaic motion field. The merging process is 
by summation controlled by the shapes of the organ in the image segmentations. Because organs 
in the reference image 7^  fit together with only a small region of contact between the organs, the 
vast majority of voxels in the summed motion field reflect the influence of just one of the motion 
fields. Occasionally, depending on the methods used to express the segmentation, there may be 
some voxels formed of the sum of both shapes. In these cases, the contributing deformation fields 
for each organ shape must be combined. This is currently done by taking a weighted average of the 
vectors. There are two advantages to performing the reslice after motion field assembly. Firstly, 
difficulties such as slight overlaps in registered organs can be more easily accommodated in a 
motion field than in an interpolation setting which has to involve surrounding voxels. This means 
that because in the reference frame the organs fit snuggly together without overlap, the registered 
organs have minimal overlap. The second advantage of conducting the VD with motion fields rather 
than intensities is that any post-processing, such as smoothing the motion vectors may be carried 
out and only a single reslice based on the mosaic motion field is needed.
6.2 Methods
Virtual Dissection, applied to modelling the breathing cycle, assumes the availability of a series of 
pairs of 3D images, spread approximately evenly within a single breathing cycle. There may be, for 
example, ten time frames taken from ten different phases of a cycle. Each time frame is constituted 
of a CT image and a corresponding PET image. Alternatively, there may be amplitude gating where
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the breathing cycle is divided into ten amplitude bins. The cycle is sequenced so that frame 1 
represents the full exhalation phase and the cycle proceeds to full inspiration and back to full 
exhalation. For this work, synthetic data and patient data were used. The acquisition of this data and 
the placement of lesions in the synthetic PET images are described in section 3.5. The cycle of CT 
images is registered in pairs, one of each pair is the baseline or reference frame, numbered one, and 
the other in each pair is one of the nine remaining frames from the breathing cycle. The deformation 
fields obtained are applied to corresponding PET images to overcome the difficulties encountered 
when registering two noisy and low resolution PET images. The objective of producing the series of 
registered PET images is that, when registered, they may be summed to improve the signal to noise 
ratio.
6.2.1 A description of the Virtual Dissection pipeline
It is assumed, without loss of generality, that deformation occurs during a breathing cycle of n 
phases starting at full exhalation, progressing through full inhalation and returning to full exhalation. 
The first phase (full exhalation) is paired with each of the other n — 1 phases. The processing of each 
pair is independent and all pairs can be processed in parallel.
Figure 6-1 is a combined flowchart and pseudo code extract describing the registration of a single 
pair of images. It describes a simple sequence where each organ in phase one is registered with its 
counterpart in each of the other phases. Some of the details are provided as short subsections.
In VD, individual organs are handled sequentially as independent registrations. The process, for a 
single pair of images, starts with a complete image and extracts each organ in turn whilst 
maintaining an image of the union of all removed voxels and an image of residual voxels after each 
organ removal. The lungs are processed before the ribs so that no lung voxels are present while the 
ribs are processed.
Pseudo Code: Virtual Dissection Registration: Calculating piecewise 
deformation field
Start
More
Organs?
Perform the registration and 
store the registration 
parameters or deformation 
parameters in the most 
compact form
For the new organ, 
obtain segmented 
images for reference 
frame 1 and frame k 
and prepare them 
for the chosen 
registration method
Select the organs to be registered and the registration tool for each organ. See 6.2.1.1. 
Select the frame number 'k' which is to be processed.
While organs remain to be processed
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Do
Retrieve the images of the current organ for frames 1 and k.
Preprocess both images for registration. (This depends on the chosen registration variant.) 
See 6.2.1.2.
Perform the registration
Store the result of the registration. (This depends on the registration variant.) See 6.2.1.3
Done
Figure 6-1: Process flowchart covering the Virtual Dissection registrations.
6.2.1.1 Select organ and registration method
The variants of the three selected registration methods that are used in VD have been described in 
section 5.3.5. and are given below in Table 6-1. The important characteristics of each of the 
registration variants used as part of a VD are tabulated. The NiftyReg variant NFT does not fall, 
strictly speaking, within the concept of VD but its inclusion serves as a comparison of registration of 
a whole torso with and without VD. It is possible to select a different registration variant organ by 
organ but a single variant could be selected for all organs.
Table 6-1: The truth and falsity of a selection of categorising statements for the eight variants of the 
registration methods.
Registration Variant
ICP 12 ICP 6 AIRb AIRba AIRi AIRia NFT NFTi
The technique relies upon a full 
segmentation
✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
The registrations are o f point-cloud shapes 
(without an intensity component)
✓ ✓ X X X X / X
The registrations are of binary images in 
the shapes of the organs.
X ✓ ✓ X X X X
The registrations are intensity based, 
involving individual organ shapes
X X X X ✓ ✓ X ✓
The registrations are of a single torso sized 
image per fra me from which organ shapes 
are extracted fo r evaluation
X X X X X X ✓ X
The registration is sometimes constrained 
to limit the transformations permitted by 
the technique
✓ X X ✓ X ✓ X X
The technique could be described as fully 
virtual dissection based
✓ ✓ ✓ ✓ ✓ ✓ X ✓
6.2.1.2 Preparation fo r registration
This depends on the registration method. For ICP it is necessary to convert the surface of each organ 
to a point-cloud which acts as the input for the ICP algorithm. For binary variants of the polynomial 
basis function method, AIRb, AIRba and for the NFT variant of NiftyReg, binary images based on the
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organ shapes are prepared. For the intensity variants, AIRi, AIRia and NFTi the organ shapes are cut 
directly from the reference and floating CT images.
6.2.1.3 Preserve registration result fo r later use
The format of the preserved registration specification depends on the registration tool. For ICP, the 
rigid or affine 3x3 matrix and 3-component translation are stored in a standard MATLAB® save file 
with a name based on the frame and organ. For AIR the standard package '.warp' file is given a name 
based on the frame and organ. The warp files contain the polynomial coefficients. For NiftyReg the 
standard package '.cpp' file is held and named based on the frame and organ. The .cpp files hold the 
cubic B-spline control point mesh values. A NiftyReg utility converts the mesh into a complete 
displacement field which is masked into the relevant organ shape.
The second stage of VD is the assembly of the, per frame, global mosaic motion field, followed by a 
reslice.
Pseudo Code: Virtual Dissection Registration: Reconstruction from  constructed 
mosaic motion field and image reslice
Start
More
Organs?
Reslice using the 
global mosaic 
motion field
Impute motion 
vectors for the tissue 
not included in any 
registration. (Muscle 
and fat).
Mask and Merge the 
organ shaped motion 
vector field into the 
global mosaic motion 
field.
Retrieve the relevant 
registration 
parameters and 
calculate and mask 
from them an organ 
shaped deformation 
vector field
Select the frame number Y  which is to be processed.
Retrieve the list of organs.
Initialise the global mosaic motion field for frame k 
While organs remain to be processed 
Do
Retrieve the stored registration parameters for the current organ.
Expand the compact description into an organ shaped deformation vector field. (The detail 
depends on the registration variant.) See 6.2.I.4.
Merge this organs field into the global mosaic field, by addition, and note which voxels 
increased in value by incrementing the, per voxel, number o f contributors. See S.2.1.5.
Mask=(img'"=0)
fx  =  fu lls iz e  m o tion  f ie ld  based on the re g is tra tio n  ju s t  re trieved . S im ila r ly  fyfz  
GlobMotx =  GlobMotx +  fx-M ask; S im ila r ly  GlobMotyGlobMotz-
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Norm=Norm+Mask
Done
Normalise the global mosaic field using the numbers of contributors to obtain the mean 
displacement field. See 6.2.1.6.
Impute values for the tissue that was not included in any of the organ registration. See 6.2.I.7.
Resllce the k^  ^floating PET image using the global mosaic motion field to obtain a PET image that 
may be summed with the equivalent images fo r the other frames in the cycle.
Figure 6-2: The reconstruction phase of VD
6.2.1 A  The expression of registrations as displacement fields
Expansion of the preserved registration details depends on the registration variant. For ICP, this 
requires the evaluation of the transformation for each voxel within the reference frame organ 
shape. The distance between each reference frame voxel and the transformed coordinates is a 
component of the motion field. For AIR, the process is similar but may involve more coefficients 
which are obtained from the .warp files. For NiftyReg, the stored control-point mesh is transformed 
using a utility program into a displacement field which is masked into the shape of the reference 
frame organ.
6.2.1.5 Merge each registration into a global mosaic displacement field
The global mosaic motion field is implemented as four 3D array structures having the same 
dimensions as the images of the breathing cycle. Three of the four are the x, y, and z components of 
the displacement field and the fourth contains the voxel by voxel number of contributors which is 
used to normalise the aggregation. This is carried out with standard MATLAB® vectorised operations 
of the form:
Mask  =  im g -\=  0 
GlobFleldT- =  GlobFieldT: +  O rganF ie ld j .* Mask t =  x ,y ,z
F ie ldN orm  =  F ie ldN orm  +  Mask
6.2.1.6 Normalise the displacement field
The non-zero voxels, reflecting the number of organs which contributed to the sum of displacements 
of each voxel, are used to form the per voxel mean displacements.
6.2.1.7 Impute the displacement of unregistered muscle and fa t
After processing internal organs, bones and skin, there is still considerable muscle, fat and other 
tissue unprocessed. The method used to impute the displacement of these tissues, based on nearby 
processed tissue, is referred to as 'displacement field imputation'. It will be described in prose below 
and there is a pseudo code summary in Figure 6-4. The parts of the torso that remain to be 
processed are identified as those voxels of the torso for which there are no entries in the mosaic 
displacement fields.
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Thickened Shoulder 
bones
Thickened skin — Exteri or for infill
Removed organs Interior for infill
Background 
Thickened spine
Figure 6-3: After registered organs have been thickened and removed from the image the remaining tissue is 
divided into exterior or interior. The exterior and interior tissues are imputed slightly differently.
The skeleton, consisting of the spine, shoulder bones, ribs and sternum, and the skin surface are 
thickened by an amount found empirically depending on the specific component. Thickening 
effectively ensures the motion is set to that of the thickened component rather than any other 
organ which may be nearby. This helps prevent motion field discontinuities, for example, in the 
nooks and crannies of the spine and is found after observing previous results. The term thickened is 
used here to mean a conventional dilation but with the restriction that a voxel is added to the result 
of the dilation only where that voxel has not been set to the background value as a result of earlier 
stages of VD or earlier thickening. This thickening is done after all voxels which represent 'registered 
tissue' have been set to the background value and it is carried out in the sequence skin, spine, 
shoulders, ribs, sternum so that voxels that might be included with more than one of these 
components are associated with the earliest one in the sequence.
Once the skeleton and skin-surface have been thickened, distance and nearest neighbour transforms 
are calculated separately for the skin and skeleton. The tissue requiring imputation (those voxels not 
identified as belonging to a possibly thickened organ) is divided into two categories, interior and 
exterior. A point whose displacement is to be interpolated is chosen, and from that point the vector 
to the closest point on the thickened skin and the vector to the closest point on the thickened 
skeleton are found. If the angle between the vectors is less than 90 degrees or if the length of the 
vector to the skin surface is greater than an empirically chosen limit, the point is deemed to be 
interior, otherwise it is exterior. The empirically chosen limit depends mainly on the thickness of the 
subcutaneous fat layer. At present no automatic determination of this parameter is provided
The displacement of an exterior point is determined as the weighted average of the displacements 
of the closest point of the thickened skin and the closest point on the thickened skeleton. The 
weights used are the inverse distances from the point being interpolated to those closest points. 
This amounts to linear interpolation since there will always be two values to interpolate. Interior 
point displacements are determined as the weighted average of the displacements of the closest 
points on each internal moving organ (heart, lungs, liver, spleen, gall-bladder, kidneys and 
intestines). The weights used are the inverse squared distances from the interpolation point to those 
closest points. The inverse squared distances are chosen so that the physically closest organs will
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have the greatest influence. The resulting complete motion vector field was used to reslice both CT 
images for visual inspection, including images and animations, and to reslice the synthetic PET 
images for similar visual inspection and which, on summation, provide motion corrected PET images.
Pseudo code: The imputation of muscle, fa t and other unregistered tissue.
'Thicken' (See glossary) skin, spine, shoulders, ribs and sternum in that order.
Compute The distance/closest point transform for the skin.
Compute The distance/closest point transform for the combined bones, (spine, shoulders, ribs and
sternum.
Setfatlim  the distance from the skin surface beyond which any point is considered 'interior'.
For each image voxel, in no particular order:
I f  the voxel does not belong to any of the organs registered and 
The voxel does not belong to any of the thicken organs 
Then Determine the vector from the point in question to the closest point on the thickened 
skin, skin.
Determine the vector from the point in question to the closest point on the 'skeleton' 
of bones, skel.
I f  The angle between these two vectors is less than n j l  or the length of the
vector to the skin is greater than an empirically chosen length, i.e. 
(Z f= is k ir ii  .s h e ll)  >  0 j |s fc in | >  f a t l im  
Then The point is deemed to be 'interior' and its displacement is imputed as the
weighted average of the displacements of the closest points on each internal 
organ. The weights being the inverse squared distances in order that close 
organs dominate the result.
Else The point is deemed to be 'exterior' and its displacement is imputed as the
weighted average of the displacements of the closest points on skin and 
skeleton. The weights are the inverse distances involved, and since there are 
always two this amounts to linear interpolation.
End If
End If  
End For each
Figure 6-4: Pseudo code for the 'displacement field imputation' which determines displacements of tissue not 
included in the organ registration.
6.2.2 Evaluation of Virtual Dissection
The objective of VD is to obtain a PET image with reduced breathing motion artefacts. The VD 
process is evaluated subjectively by comparing the blurring of the lesions in the unprocessed and 
processed PET images for the phantom dataset and by visual inspection of the assembled post 
registration organs for the phantom and patient datasets.
In addition to visualisation of the organs or components, three objective methods to evaluate the VD 
and to compare the quality of the registration for each variant are used. The first of the objective 
methods, the CLF, is available for both patient and simulated data; the second, estimate of the 
spread of the corrected lesion centres; and the third, a comparison of the estimated displacement
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with the ground-truth displacement for each organ. The last two methods, are available only for the 
simulated dataset, X I.
6.2.2.1 Comparison of unprocessed and processed PET images.
A complete cycle of unaligned PET images with embedded lesions is prepared, using ASIM and STIR, 
from the X I dataset as described in sections 3.S.3.2 and 3.5.4. The unaligned images are summed to 
obtain an unprocessed PET image. The processed PET images are obtained by applying the global 
motion fields, determined by the VD pipeline, to the cycle of PET images. The complete cycle of 
aligned images is summed to obtain a single noise reduced registered PET image.
Ô.2.2.2 Visual comparison of registered and unregistered animations of a breathing 
cycle
A second subjective evaluation of the VD process, for both the X I and the patient datasets, is a ten 
frame animation made with frame 1 being coronal, sagittal and transverse views centred on a 
selected voxel of the reference image. Each successive frame of the animation is taken from the 
sequence of registered images from frames 2 to 10. If the registrations were perfect, the animation 
would consist of ten identical frames. There are animations for ICP, AIR, and NiftyReg methods. The 
animations are available as animated gif files on the CD-ROM accompanying this thesis and are 
displayed alongside a similar animation of the unregistered images for easier visual comparison.
The directory of the file tree on the CDROM is in Appendix E. The naming convention provides 
meaningful names. Five representative animations are accessible from 
http://www.ee.surrev.ac.Uk/Personal/J.Jones but will not be available permanently from that 
location.
Ô.2.2.3 Consistently Labelled Fraction measure
The Consistently Labelled Fraction (CLF) is a measure based on the degree of overlap of two images 
as described in section 5.5.1. The CLF statistic is calculated for both the simulated and the patient 
datasets.
For ICP, AIRb and AIRba, binary images of each organ are separately registered and the CLF statistic 
is calculated. For AIRi and AIRia and NFTi, the organ shapes are cut from the intensity images and 
intensity registrations are carried out. For NFT, there is a single displacement field; a binary image of 
a segmented organ is resliced using the full displacement field determined during registration of the 
entire image. This yields a binary image of the registered organ and this is used to calculate the CLF 
statistic.
The skin surface, being a single voxel in thickness, does not lend itself well to the CLF statistic since a 
slight change in orientation can cause a large portion of the organ to change from the intersection 
set to the union set or vice versa.
Ô.2.2.4 Final spread ofthe lesion centres
This is the first of two uses of the VDMs which are used as ground-truth displacements. An image 
viewer (ITKSNAP) is used with the frame 1 attenuation map to determine coordinates ofthe centres
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ofthe five lesions placed in the X I PET images. The placement o fthe lesions is described in section 
3.5.3.2. These coordinates are specified in parameters to XCAT. XCAT generates images containing 
only the small spherical lesions correctly placed in each of frames 2 to 10.
Given the coordinates of the centre of a lesion in frame 1, the ground-truth VDMs are used to derive 
the coordinates of the same lesion centres in frames 2, 3, 4, ... 10 to give the displacement 
throughout a breathing cycle. Starting from the coordinates of the centre of a lesion in frame 1, the 
VDM is used to derive the ground-truth coordinates of the lesion centre in frame 2. The 
displacement field, resulting from the registrations of organs in frame 2, is used to give the 
estimated centre of the lesion after registration. For each lesion, the maximum distance between 
the complete set of registered lesion centres, the spread of the lesion, is used as a measure of the 
effectiveness of registration and should ideally be zero.
6.2.2.S Average absolute d ifference between hom ologous po in ts
The second use ofthe VDMs is to construct images of the vector differences between the results of 
registration and the VDM ground-truth. The VDM mapping frame 1 to any other frame k  is 
expressed as a displacement field and combined with the displacement field of the registration of 
frame k  to frame 1. The absolute differences between the registration motion fields and the ground- 
truth motion fields derived from the VDMs should ideally be zero throughout the image. The set of 
difference displacement fields are divided into individual organ shapes by masking with the 
segmented organ shape from the reference frame. In each region the absolute value of the vector 
difference is averaged.
An important difference between the CLF and the displacement field ground-truth methods of 
evaluation should be noted. The CLF statistic is based on images which have been resliced and are 
voxelised whereas the absolute differences are calculated using displacements expressed in fractions 
of a voxel.
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6.3 Results of Virtual Dissection
6.3.1 Comparison of unprocessed and processed PET images.
Figure 6-5 shows sagittal views centred on each of the lesions placed in the X I dataset. The images 
in the top row are taken from the result of summing the unprocessed PET images of each frame, i.e. 
no registration. The images in the bottom row are taken from the sum of a complete cycle of aligned 
images obtained by applying the registrations determined by the VD pipeline. This gives a single 
noise reduced, registered PET image. The registration variant for the images shown in Figure 6-5 is 
ICP12.
(a) Unprocessed
(b)Processed
1
Lesion 1 Lesion 2 Lesion 3 Lesion 4 Lesion 5
Figure 6-5: Sagittal views centred on each lesion. Top row (a) is the sums of unregistered PET images. Bottom 
row (b) is the sums of the processed PET images. The arrows indicate the lesions placed in the simulated PET 
images.
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It can be seen that the lesions in the unprocessed images, indicated by the white arrows are blurred. 
This is particularly the case for lesions 1, 2 and 3 which are placed in the top of the liver close to the 
boundary ofthe liver and lung. Lesions 1, 2, 3 and 4 in the processed images show reduced blurring. 
There is some doubt about lesion 5 in that after processing, although the lesion appears sharper it is 
slightly extended along one axis. These images represent evidence that piecewise application of the 
ICP12 method within the VD process has compensated for breathing motion to an extent sufficient 
to visibly reduce blurring.
6.3.2 Visual comparison of registered and unregistered animations of a 
breathing cycle
The second subjective evaluation of the VD process consists ofthe ten frame animations described 
in 6.2.2.2. The animations are in .gif format and may be found on the CD accompanying this thesis. 
The root ofthe file tree is thesis Jones_2013. The .gif filenames include identification characters but 
the files are unambiguous given the characters up to the second under-bar character. The files 
should be opened with a Web browser or other utility which supports animated .gif. The files may be 
found on my personal web page at the University of Surrey but they will be taken down after I have 
moved on.
The unregistered images show considerable movement in all the datasets. The registered images 
produced by VD show very little movement of organs whichever registration method is used. Folder 
'0_Animations_discussed_in_thesis' on the CD shows a selection of animations chosen to illustrate 
the main conclusions from the visual comparisons.
The first animation, "file Xl_ICP12_ct_iylJj_215_215_234.gif", shows X I CT images unregistered 
and registered with ICP12. In the unregistered image, the sternum, heart and liver in the sagittal 
view and the lungs, liver, ribs, heart, spleen and kidneys can be seen to move considerably during 
the breathing cycle. In the registered images, although there is a little residual motion at the apex of 
the lungs all other components appear stationary throughout the breathing cycle.
The second animation, file "Lesion_2_nm3dJjpi_L2_43_83_103.gif", shows X I PET images 
registered by ICP12 and illustrates that VD registration reduces motion in PET images. Placing the 
cursor close to a lesion in the unprocessed image (on the left) throughout the animation, the lesion 
can be seen to move. Placing the cursor close to the same lesion in the processed image, the lesion 
can be seen to remain stationary throughout the breathing cycle.
The third animation, file "VlJCP12_ct_iulJj_256_256_56.gif", is a similar illustration using ICP12 
but for CT images from one of the patient datasets, V I. There is not as much movement in the 
unregistered images from the patient dataset as in the X I images but the effect of the VD 
registration is similar in that organs appear stationary apart from some residual motion at the edges 
ofthe lungs. Some motion can be seen in the lung interiors.
The fourth animation, file "NFTi_ct_io4_nfti_256_256_94.gif", is another illustration of CT 
correction, this time of the P4 dataset after VD using NFTi. It shows in particular that the motion in 
the interior of the lungs has been substantially corrected.
The fifth animation, file "Conventional_NiftyReg_vs_VD_NFTi_ct_NR_nfti_215_215_234.gif", 
illustrates a rather different comparison. The images on the left in each view shows the X I CT images
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registered using NiftyReg conventionally, i.e. not with VD; the images on the right show X I CT 
images registered using the NFTi variant, i.e. the variant that allows NiftyReg to be used with VD. 
Although for the majority of components there is no apparent motion after NiftyReg registration, 
there is still clearly visible movement of the ribs. There is no apparent movement of the ribs after 
registration using NiftyReg with virtual dissection (NFTi).
6.3.3 Discussion of the subjective visual evaluations
For the X I dataset, visual inspection of four of the five lesions shows reduced blurring in PET images 
processed using an affine transformation. For X I both CT and PET images and for patient CT images, 
the animations described show that registration using the affine transformations of ICP12 within VD 
visibly reduces organ motion. The animations of all other variants are included on the CD and show 
similar visible reduction in organ motion. Comparing the images from the third and fourth 
animations, i.e. comparing ICP registration with NFTi registration, although both registrations have 
compensated for motion of the organ surfaces, the NFTi image shows that internal motion of the 
lungs has also been compensated. The assumption made in the ICP12 and binary image registration 
variants is that the transformation may be determined from the overall surface of the organs and
then extended into the interior of the organs; the intensity variants, such as NFTi, give equal
influence to the surface shape and the interior of the lungs and this is reflected in the improved lung 
interior registration. The cubic B-spline method NiftyReg applied within VD (NFTi) improves on 
registration using NiftyReg applied conventionally to a single torso image.
6.3.4 The CLF statistic
Graphical representations of the CLF results for the five datasets are shown in Figure 6-6 to Figure 
6-25 in section 6.3.4.I.
Where VD includes the imputation stage, skin is a requirement. However, the CLF values for skin are 
not included in Figure 6-6 to Figure 6-25 because they are below the range of values shown for all 
registrations. The skin includes the largest dimensions and volume but has a single voxel thickness; 
small variations in the rotation component of the registrations give relatively large differences in 
displacement in the regions furthest from the origin and correspondingly large movements between 
intersections and unions.
6.3.4.1 CLF fo r each registration variant
For each of the five datasets, there are four sets of figures. The first set. Figure 6-6 to Figure 6-10 
shows the CLFs for the four AIR variants, AIRb, AIRba, AIRi and AIRia component by component. The 
second set. Figure 6-11 to Figure 6-15 shows the ICP variants ICP6 and ICP12. The third set. Figure 
6-16 to Figure 6-20 shows NiftyReg with and without VD, NFTi and NFT. The fourth set Figure 6-21 to 
Figure 6-25 shows the CLF results using the best variants of each registration method.
The graphical representations are summarised and described in sections 6.3.4.2 to 6.3.4.5.
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Figure 6-6: The X I dataset. The Consistently Labelled Fraction (CLF) for four variants of AIR. Black AIRb; Cyan 
AIRbi; Magenta AIRi; Green AIRia.
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Figure 6-7: The V I patient dataset. CLF for the four variants using AIR. Black AIRb; Cyan AIRba; Magenta AIRi; 
Green AIRia.
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Figure 6-8: The PI dataset. The CLF statistic for variants of AIR. Black AIRb; Cyan AIRba; Magenta AIRi; Green 
AIRia; Red Before Registration.
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Figure 6-9: The P2 dataset. The CLF statistic for variants of AIR. Black AIRb; Cyan AIRba; Magenta AIRi; Green 
AIRia.
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Figure 6-10: The P4 dataset. The CLF statistic for variants of AIR. Black AIRb; Cyan AIRba; Magenta AIRi; Green 
AIRia.
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Figure 6-11: The X I dataset. CLP for the two ICP variants. Blue ICP12; Cyan ICP6.
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Figure 6-12: The V I dataset. The CLP statistic for both ICP variants. Blue ICP12; Cyan ICP6.
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Figure 6-13: The PI dataset. The CLF statistic for both ICP variants. Blue ICP12; Cyan ICP6.
142
1
heart
1
Liver
1
0 .9 5 0 .9 5 , -  *  ^  0.95%
— Ç'
0 .9 j 0 .9
0 .8 5 0 .85 0 .8 5
u u u
0.8 0 .8 0 .8
0 .75 0 .75 0 .7 5
0 .7 — '------------- '--------------'------------- '-------  0 .7 — '------------- '------------- '------------- '------- 0 .7
lu n g j
4 6
Frame 
lung_r
0 .95
0 ,9
0 .85u
0.8
0 .75
0 .7 2 6 84
Frame
spine
0 .95
0 .9
^  0 .85u
0 .7 5
0.7
Frame
4 6 8
Frame 
ribs
0 .95
0 .9
^  0 .85o
0 .75
0 .7 2 6 84
Frame
Spieen
0.9
0 .8 5u
0 .75
0 .7
Frame
4 6
Frame 
Shoulders
0 .9
Ü  0 .85u
0 .7 5
0 .7 2 4 6 8
Frame
stomach
0 .9 5
^  0 .8 5u
0.8
0 .7 5
0 .7
Frame
P 0 P I2
1 1 - M a r -2 0 1 3 0 9 :49 :38  
Blue : iC P (1 2 )
Cyan : iC P (6 )
fC L F -P O P I2 -v d o 2  -io 2  - jj -116
Figure 6-14: The P2 dataset. The CLF statistic for both ICP variants. Blue ICP12; Cyan ICP6.
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Figure 6-15: The P4 dataset. The CLF statistic for both ICP variants. Blue ICP12; Cyan ICP6.
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Figure 6-16: The X I dataset. CLF for NIftyReg variants. Blue NFT; Cyan NFTi.
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Figure 6-17; The V I dataset. The CLF statistic for NiftyReg variants. Blue NFT ; Cyan NFTi. The Blue NFT 
numbers are all below the 0.7 lim it of the plots.
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Figure 6-18: The PI dataset. The CLF statistic for NiftyReg variants. Blue NFT; Cyan NFTi.
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Figure 6-19: The P2 dataset. The CLF statistic for Nifty Reg variants. Blue NFT; Cyan NFTi.
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Figure 6-20: The P4 dataset. The CLF statistic for variants of Nifty Reg. Blue NFT; Cyan NFTi.
149
Heart Kidneys Liver
0 .950 .9 5
0 .90 .9
S  0 .8 5 '
0.8
0 .7 50 .75
0 .70 .7
2 4 6 8 1010
Frame
0 .95
0 .75
0 .7
Frame
Lungs Ribs
0.95]^-- 
0.9  
d  0 .8 5  
0.8.
0 .9 5
d  0 .8 5
0 .7 50 .7 5
0 .70 .7
10
Frame
Shoulders 
1 *—*—#—#—#—$—$—*—*
Spine
1*—#—*—*—#— * —*-
Spleen
0 .95  
0 .9  
o  0 .8 5  
0.8 
0 .7 5  
0.7
1
0 .9 5
0 .9
0 .8 5
0 .8 '
0 ,7 5
0 .7
4 6
Frame 
stomach
8 10
4 6
Frame
8 10
0 .95  
0.9  
u  0 .8 5  
0.8 
0 .7 5  
0.7
4 6
Frame 
Sternum
8 10
0 .9 5
0 .9
d  0 .8 5
0 .7 5
0 .7
Frame
0 .9 5
0 .9
d  0 .8 5
0 .7 5
0 .7
XCAT
01 -M a r -2 0 1 3  1 1 :42:54  
Red : Without Registration 
Blue : IC P (1 2 )
Cyan : NFTIntVD
Magenta ; AIR Intensity
fC L  F— X C A T -vd y  - i y l —N O R E G -ii —nfti —int
Figure 6-21: The X I dataset. CLF statistic for three registration variants. Blue ICP12/6; Cyan NFTi; Magenta AIRi; 
Red Before Registration. The three variants are the best variant of each registration method.
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Figure 6-22: The V I datatset. The CLF statistic for variants of ICP, NFT and AIR. Blue ICP12; Cyan NFTi; Magenta 
AIRi. The three variants are the best variant of each registration method.
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Figure 6-23: The PI dataset. The CLF statistic for three variants of ICP, NiftyReg and AIR. Blue ICP12; Cyan NFTI; 
Magenta AIRi. The three variants are the best variant of each registration method.
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Figure 6-24: The P2 dataset. The CLF statistic for three registration variants. Blue ICP12; Cyan NFTi; Magenta 
AIRi. The three variants are the best variant of each registration method.
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Figure 6-25: The P4 dataset. The CLF statistic for variants of all three registration methods. Blue ICP12; Cyan 
_NFTi; Magenta AIRi; Red No registration. The three variants are the best variant of each registration method.
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6.3A.2 Comparison of the AIR variants
Table 6-2 Summary of the intra AIR comparison
Methods being Compared AIRia AIRba AIRi AIRb
Colours Green Cyan Magenta Black
Symbols □ X V A
Dataset
Figure
Number
Comment
X I Figure 6-6
Little difference for most organs. The ribs show a clear difference and 
AIRb is the best.
V I Figure 6-7 AIRi is the best where a distinction is apparent.
P I Figure 6-8 AIRia is the best
P2 Figure 6-9 AIRi is the best where a distinction is apparent.
P4 Figure 6-10 AIRi is the best where a distinction is apparent.
Each of the patient data sets indicate that there is a benefit in using intensity based registrations 
with AIR. The simulated data confirms this for most organs; the ribs are an exception. There is littie 
difference between the four variants of AIR for most components in the X I dataset, probably 
because there is littie variation in intensity values within each organ of the X I dataset. For exampie 
the X I shouider bones consist of just two intensity vaiues. Homogeneous organ interiors mean that 
an intensity based registration cannot discriminate one region of the organ from another, oniy the 
organ edges, which are very ciear with XCAT data, are discernible. On the basis of the four patient 
datasets, using AIR with organ shapes based on intensity images leads to better CLF statistics.
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6.3A.3 Comparison ofICPô and ICP12.
Table 6-3 Summary of the intra ICP comparison
Methods being Compared ICP6 ICP12
Colours Cyan Blue
Symbols V *
Dataset
Figure
Number
Comment
X I Figure 6-11
For most components there is no difference but the CLF for kidneys and 
ribs indicate ICP12 is better. Counter intuitively ICP6 is better for the 
lungs.
V I Figure 6-12
ICP12 is better for heart and lungs, ribs, shoulders and spleen. For 
kidneys, liver and stomach ICP6 is better than ICP12.
P I Figure 6-13
ICP12 is better for the heart and lungs. Liver, spleen and stomach are 
partially outside the FOV and ICP6 is better for these organs..
P2 Figure 6-14
ICP6 and ICP12 have similar results except for the heart where ICP6 is 
better. For the lungs ICP12 is better.
P4 Figure 6-15
ICP12 is better for heart, lungs and ribs but for the liver, kidneys and 
stomach which are partiaily outside the FOV ICP6 is better
The CLF results for ICP6 and ICP12 are similar for most organs but for organs partially outside the 
FOV ICP6 is better than ICP12. Apart from these differences there is one counter intuitive resuit and 
that is for the X I lungs.
6.3 A A  Comparison of NFT and NFTi
Table 6-4 Summary comparison of the NFT and NFTi methods
Methods being Compared NFTi NFT
Colours Cyan Blue
Symbols X □
Dataset
Figure
Number
Comment
X I Figure 6-16
NFTi is cleariy better than NFT for most components. In the case of 
shoulders and spine there is very littie movement and both methods 
result in a near identity transform.
V I Figure 6-17 The CLFs for NFT are all below 0.7.
P I Figure 6-18 NFTi is a clear improvement on NFT.
P2 Figure 6.17 NFTi is a ciear improvement on NFT.
P4 Figure 6-20 NFTi is a clear improvement on NFT
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The CLF results indicate that registration with NFTi is a clear improvement compared to NFT for aii 
organs in ali datasets.
6.3A.5 Comparison of CLFs fo r the best variant of each registration method with the 
CLFs fo r unregistered images
For each organ the best registration variant was selected for comparison with the unregistered 
image. In the four patient datasets some organs are only partly visible in the CT images and the 
portion visible varies throughout the breathing cycle. All the registration variants suffer in this 
situation which resuits in the floating image being scaled to fit the reference image, but ICP6 is not 
quite as badly affected as the others. Using the ICP variants, it is possible to switch from ICP12 to 
ICP6 on an organ by organ basis. For those partly visible organs, the results were improved by using 
ICP6 to obtain a rigid solution whiist using ICP12 for the majority of organs. In the V I dataset liver, 
kidneys and stomach are partly visible and the rigid variant of ICP, ICP6 is used. In the P I dataset, 
ICP6 is used for liver, spleen and stomach, and the kidneys are missing. In the P2 dataset ICP6 is used 
for the liver, and the kidneys are missing, in the P4 dataset ICP6 is used for the liver and kidneys. It is 
fortunate that the partly visible organs were among those which vary little in voiume. It would be a 
problem if the lungs were only partly visible.
Table 6-5 Summary comparing the best variant of each registration method
Methods being Compared NOREG ICP12orlCP6* NFTi AIRi
Coiours Red Blue Cyan Magenta
Symbols o * X V
Dataset Figure
Number
Comment
X I
Figure 6-21
The CLF results for each registration are very similar across the organs. 
However in the case of the iungs and ribs NFTi shows an improvement 
over the other variants.
V I
Figure 6-22
AIRi and NFTi appear to be an improvement on ICP except for the liver, 
and for the kidneys where ICP6 is better able to cope with their 
apparent change in size.
P I
Figure 6-23
NFTi is consistently the best. AIRi and ICP are generally similar to one 
another.
P2
Figure 6-24
NFTi is best for most organs but AIRi is very simiiar. AiRi exhibits 
registration failures in the right lung.
P4 Figure 6-25 NFTi is best for most organs but AiRi is very simiiar.
•|CP6 is used in preference to ICP12 for organs which are partiaily outside the FOV.
Comparison of the CLF statistics, organ by organ, for each of the best registration variants indicates 
that for the X I dataset there is little difference between any of the variants with the affine 
transformations showing results as good as the polynomial and cubic B-spline methods apart from
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the ribs where the cubic B-spline is better. For the patient datasets NFTi and AIRi may be a slight 
improvement on ICP. All the registration variants are a consistent improvement on no registration.
6.3A.6 Discussion of the CLF results
Examination of the CLF results for all the registration variants shown in Figure 6-6 to Figure 6-25 
suggests that, for the X I dataset ail variants are comparable apart from the ribs for which NFTi offers 
a siight improvement over ICP. The patient datasets show more variability and for some organs in 
some datasets the AIR and NFTI variants offer a slight improvement over ICP. This is what one would 
expect given the numbers of free parameters invoived: for ICP there are twelve dof for each organ; 
for AIR up to around 200 per organ; and for NFTi there is a control-point every 5mm throughout the 
organs which is over 0.5 miiiion for each of the X I images. The only instance where the CLF for ICP is 
better than for AIRi or NFTi is where the kidneys are truncated by the edge of the FOV and 
apparently change significantly in volume. Where there is littie or no movement of an organ, such as 
the shouiders or spine, the results for ICP, AIR and Nifty Reg are similar and the CLF is very close to 
one. Where the motion is more complex such as ribs and lungs, then the simple assumption of ICP 
and AIRb, that the model determined can be assumed to apply throughout the organ, can be 
improved on by having the more flexible transformation appiied to the interior of the organs offered 
by AIRi and NFTi. This improved accuracy within organs is enabled by the registrations being 
intensity based rather than purely based on overall organ shape. There may be circumstances in 
which the savings, in terms of parameter numbers, is more important than a siight improvement in 
registration quality for example, when the models are to be used as the basis for interpoiation with a 
particle filter.
6.3.5 Final spread of the lesion centres
The XCAT VDMs are used to determine the coordinates of the lesion centres in each frame of the 
unregistered X I PET images. Then, using the motion fields determined by the VD process, the lesions 
are set to their post registration positions. Ideally post-registration positions will form tight clusters 
around each starting position. Section S.5.3.4 described the manner in which the trajectory of a 
lesion centre and its subsequent repositioning foilowing registration, results in a ciuster of estimates 
for the lesion centre. Section 3.5.3.2 describes how these post registration coordinates may be 
achieved by using the XCAT VDM and inverting the deformation fields that result from the VD 
process. The spread of the set of the lesion centres before and after VD of the X I PET images are 
shown as box piots and as a bar chart.
Figure 6-26 and Figure 6-27 show box and whisker piots of the distances in mm between the starting 
position of a lesion centre and the nine post registration positions for each of the registration 
variants and for each of the five lesions. The 'no registration' situation is shown at the left in each 
panel. The box-plot describes the distances between the position of the lesion in frame 1 and the 
positions of the same iesion in the other nine frames. The bottom and top of the box are the 25 ’^’ 
and 75^  ^percentile (or lower and upper quartile) and the bar in the box represents the median of the 
distribution of distances. The tip of the upper whisker indicates the distance between the frame 1 
lesion centre, the zero of distance measurement, and the most distant lesion centre in the other 
frames. The lowest whisker tip represents the smallest distance between the frame 1 lesion centre 
and any of the other pre-registration positions.
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Figure 6-26: Lesions 1, 2 and 3. Box plots of the distances in mm between the starting position and 
the nine post-registration positions of the lesion centres, fo r each of the registration variants.
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Figure 6-27; Lesions 4 and 5. Box plots of the distances in mm between the starting position and the 
nine post-registration positions of the lesion centres for each of the registration variants.
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The box plots for lesions 1 and 2 are very similar for each registration method. Before registration, 
the most distant lesion centre (spread) is approximately 23mm from the frame 1 lesion centre and 
the distribution of the lesion centres is wide. For each registration variant other than NFT, the 
distributions of the post registration lesion centres are similar, very compact and close to zero. For 
lesion 3, the median distances are similar for each registration variant to those for lesions 1 and 2 
apart from AIRi which has a somewhat higher median value and wider distribution
The corresponding box plots for lesions 4 and 5 indicate a wider distribution for each registration 
variant than for lesion 1, 2 and 3. NFTi has the narrowest distribution of lesion centre spread but the 
median value is no lower than those for ICP or the binary variants of AIR. The before registration 
distribution of lesion centres for lesions 4 and 5 are narrower than for lesions 1 and 2 and the 
median values are lower.
For each lesion, the NFT registration results in the highest median and widest distribution of lesion 
centre distances
Figure 6-28 displays the same data as Figure 6-26 and Figure 6-27 but simply shows the maximum 
spread of the sets of lesion centres. For lesions 1 to 3 the final lesion spreads are very similar for 
each registration variant. In the case of lesions 4 and 5, NFTi has the smallest post registration 
spread of lesion centres. Again, for the NFT variant the maximum spread is greater than the other 
variants.
0) 15
Before AIRb AIRba 
Reg.
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Figure 6-28: The spread of the estimates of the lesion centres after registration.
6.3.5.1 Discussion o f  the Lesion Centre Spread.
The final spread of the lesion centres demonstrates that for each registration variant VD is successful 
in compensating for breathing motion in simulated PET images. However for NFT, the Nifty Reg 
variant which is not strictly within the concept of VD, the spread of the lesion centres is somewhat 
greater. Lesions 1, 2 and 3 are located in the top of the liver close to the boundary with the lung and
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undergo similar trajectories which result in similar before registration lesion centre spread. Lesions 4 
and 5 are in the lungs in regions where the trajectories are more confined and so the before 
registration spread of the lesion centres is smaller than for the lesions near the diaphragm. Although 
ICP12 is not necessarily the best for every lesion it provides a consistently good result and uses far 
fewer parameters to describe its results.
6.3.6 Average absolute difference between homologous points
The CLF statistic gives a measure of the overall quality of the registration of whole organs but omits 
information on the relative placement of parts of organs. Figure 6-29 and Figure 6-30 show, for ten 
registered organs, the average absolute difference between all pairs of homologous points of each 
organ. This measure is available only for the X I dataset. One set of points is obtained from the VDM 
output by XCAT. The corresponding homologous points are obtained from the displacement fields 
used to reslice the post registration images. The height of each bar in the charts is the average 
(mean) absolute difference taken over all voxels within each corresponding organ. The standard 
deviation is shown. Phase 2 indicates that the measured differences are between the VDM 
corresponding to frame 2 of the breathing cycle and the displacement field used to reslice time 
phase 2. In phase 2 the registration distances are at their smallest. Phase 5 indicates that the 
measured differences are between the VDM corresponding to time phase 5 of the breathing cycle 
and the displacement field used to reslice time phase 5. The displacement of organs at phase 5 is 
close to the maximum. The overall average is the average across all phases. The average absolute 
differences are shown for each of the eight variants of the registration tools used.
Figure 6-31 shows average absolute differences, having selected a particular registration variant for 
each organ. For the heart AIRia was chosen, for the kidneys AIRi, for the shoulders and spine ICP 6 
was chosen, and for the liver, spleen, sternum and stomach ICP12 was chosen. Finally for lungs and 
ribs NFTI was chosen. This mix of registration methods was also used for the breathing cycle shown 
in one of the short animations to be found on the CD-ROM accompanying this thesis. The intention 
is to demonstrate that VD enables a mixture of registration methods to be used on an organ-by­
organ basis which opens the possibility of achieving the best registration for each organ and 
combining those to form the optimal image given the available set of registration methods.
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Figure 6-29: The average absolute difference for each organ by registration variant: ICP12, AIRi, AIRb 
and NFTi. (a) frame 1, (b) frame 5, (c) averaged across all frames. The average absolute difference is 
the difference between VDM ground-truth and VD displacement fields from the X I dataset for a 
single breathing cycle of 10 frames.
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Figure 6-30: The average absolute difference for each organ by registration variant: ICP6, AIRia, 
AIRba and NFT. (a) frame 2, (b) frame 5, (c) averaged across all frames. The average absolute 
difference is the difference between VDM ground-truth and VD displacement fields from X I dataset 
for a single breathing cycle of 10 frames.
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Figure 6-31: The average absolute difference for each organ after registration by a mix of registration 
variants, (a) frame 2, (b) frame 5, (c) average across all frames. The mixture is composed by selecting 
a registration variant for each organ: AIRba for Heart, AIRI for kidney; ICP6 for shoulders and spine; 
ICP12 for liver, spleen, sternum and stomach; NFTI for lungs and ribs.
The overall average absolute differences shown in Figure 6-29 and Figure 6-30 are tabulated along 
with the average absolute differences before registration for each organ. Table 6-6 gives the means 
and standard deviations of the absolute differences for all voxels over all phases of the breathing 
cycle for each organ and each registration method. The values are in millimetres and the image voxel 
size is Ix lx lm m . A green background indicates a mean value less than 1.0mm and a pink 
background indicates a mean value greater than 1.0mm.
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Table 5-6: The overall average absolute difference across all frames for each organ and each 
registration variant.
NoReg Airb AIRba AIRi AIRia ICP12 ICP6 NFT NFTi
Organ
Mean
(sd)
Mean
(sd)
Mean
(sd)
Mean
(sd)
Mean
(sd)
Mean
(sd)
Mean
(sd)
Mean
(sd)
Mean
(sd)
Heart
11.54
(6.51)
0.09
(0.06)
0.09
(0.06)
0.34
(0.24)
0.10
(0.06)
0.18
(0.10)
0.18
(0.10)
5.42
(3.35)
0.43
(0.37)
Kidneys
11.40
(6.74)
0.46
(0.39)
0.53
(0.48)
0.41
(0.34)
0.53
(0.48)
0.67
(0.51)
1.12
(0.98)
5.20
(3.84)
1.65
(0.87)
Liver
13.06
(7.38)
0.11
(0.15)
0.11
(0.15)
0.38
(0.33)
0.11
(0.15)
0.14
(0.16)
0.14
(0.16)
6.49
(4.21)
0.71
(0.56)
Lung
7.85
(5.73)
1.84
(1.54)
2.00
(1.88)
1.89
(1.67)
2.21
(2.07)
2.28
(2.08)
3.29
(2.55)
4.18
(3.40)
1.71
(1.38)
Ribs
4.42
(4.76)
0.79
(1.10)
1.10
(1.38)
0.75
(1.09)
1.08
(1.38)
1.29
(1.43)
3.86
(3.16)
5.10
(7.16)
0.74
(1.19)
Shoulders
0.19
(0.38)
0.19
(0.38)
0.19
(0.38)
0.19
(0.38)
0.19
(0.38)
0.19
(0.38)
0.19
(0.38)
0.31
(0.38)
0.20
(0.37)
Spine
0.13
(0.85)
0.14
(0.85)
0.14
(0.85)
0.15
(0.85)
0.14
(0.85)
0.14
(0.85)
0.14
(0.85)
0.44
(1.31)
0.14
(0.85)
Spleen
13.06
(7.37)
0.07
(0.08)
0.05
(0.05)
0.18
(0.17)
0.05
(0.05)
0.11
(0.10)
0.11
(0.10
6.62
(4.41)
0.86
(0.51)
Sternum
9.17
(5.08)
0.37
(0.34)
0.34
(0.30)
0.43
(0.35)
0.31
(0.29)
0.20
(0.31)
0.20
(0.31)
10.18
(7.69)
0.53
(0.46)
Stomach
13.06
(7.37)
0.19
(0.29)
0.15
(0.17)
0.42
(0.43)
0.16
(0.17)
0.16
(0.17)
0.16
(0.17)
4.42
(3.30)
0.93
(0.66)
The average absolute differences shown for frames 2 and 5 and the absolute differences averaged 
across all frames in Figure 6-29 and Figure 6-30 demonstrate that for components other than the 
lungs and ribs, and the kidneys in a few instances, sub voxel accuracy of alignment is achieved after 
registration in VD. For NFT, the Nifty Reg variant that is not strictly VD, the average absolute 
differences are much higher.
Table 6-6 shows that the absolute differences averaged across all frames for each registration 
variant demonstrate a marked improvement compared with the before registration values. Further 
inspection of the table shows that for shoulders and spine, the average absolute differences indicate 
that all the VD registrations are comparable. For the other components, apart from the lungs and 
ribs, NFTi gives the highest average absolute differences. The post registration average absolute 
differences are below 1mm for all components other than the lungs and ribs, indicating sub-voxel 
accuracy and the majority are below 0.5 mm. The voxel dimension is Ix lx lm m .
6.3.6.1 Discussion o f  the average absolute differences resu lts
The overall average absolute differences, across all phases of the breathing cycle, show that all of 
the variants give sub voxel accuracy of registration of most organs within VD. For components whose 
motion is expressed in the XCAT phantom using a simple model, e.g. heart, liver, sternum, stomach.
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the solutions offered by the rigid or affine registration variants are sufficient to account for the 
motion. More powerful models do not improve accuracy. However for the lungs and ribs, whose 
motion and expansion is expressed by a more sophisticated model, there is a clear negative 
correlation between the number of dof employed by the registration variant and the average 
absolute difference. Thus NFTi, with the more dof results in the lowest average absolute differences.
The differences between homologous points of frames 1 and 5 are the largest to be overcome by the 
registrations. Dawood et al. have reported that using the mid-inspiration frame as the reference 
frame rather than end-inhalation or end-exhalation, would minimise the maximum displacement 
between the reference frame and the other frames leading to smaller maximum differences to be 
overcome by registration and, in practice, more accurate registrations [113]. Figure 6-31 shows that 
for the lungs and ribs, the average absolute differences are greater for frame 5 than frame 2, 
suggesting further improvement in registrations may be achievable within VD, if a mid-inspiration 
point was chosen as the beginning of the breathing cycle.
For components other than the lungs and ribs, the NFTi variant gives the highest average absolute 
differences. For NFTi registrations, the default control point mesh sizes, 20mm, 10mm, 5mm were 
used, whereas the ICP 12 and AIRi and AIRb variants were operating at their optimum precision. It is 
possible that using a control point mesh size less than 5mm for NFTi would lead to better quality 
registration.
6.4 Using the PIFCM3D segmentations for Virtual Dissection
The work described in Chapter 4 concerned the development, specifically for this thesis, of a whole 
torso segmentation tool, PIFCM3D. The intention was to provide a tool able to handle noise levels 
equivalent to those likely to be encountered in low-dose CT images. That automatic segmentation 
was only fully achieved for the left and right lungs of the V I and P4 datasets. Consequently the 
development and evaluation of the VD pipeline process used the ground-truth segmentations 
available with each dataset used (V I, P4, X I). In order to demonstrate that the segmentation 
resulting from PIFCM3D could be incorporated into the VD pipeline it was used to replace the 
ground-truth segmentation in the VD pipeline but limited to the left and right lungs. All other inputs 
to VD were unchanged. The CLF statistic was used to assess the registrations and hence the 
feasibility of using the automatic segmentation in the VD pipeline.
The results for the V I dataset lungs are shown in Figure 6-32 and the results for the P4 dataset are 
shown in Figure 6-33. For the V I dataset, the CLF statistics for the registrations indicate that the 
PIFCM3D segmentation matches, or even slightly improves on, the ground-truth segmentation for 
the Nfti and AIRi registration variants. For ICP12, the PIFCM3D segmentation matches the ground- 
truth segmentation for the left lung but in the case of the right lung, the ground-truth segmentation 
is better. For the P4 dataset, the PIFCM3D segmentation delivers results that are equivalent to the 
ground-truth segmentation apart from the ICP registration of the left lung, where the ground-truth 
segmentation is better. There are anomalous results for frames four and seven of the right lung for 
the AIRi variant.
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Figure 6-32: A comparison of registrations of the lungs of the V I dataset. Black symbols indicate 
PIFCM3D segmentation and blue symbols indicate the ground-truth segmentation.
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Figure 6-33: A comparison of registrations of the lungs of the P4 dataset. Black symbols indicate 
PIFCM3D segmentation and blue symbols indicate the ground-truth segmentation.
6.4.1 Preliminary results using an improved P1FCM3D segmentation
Further work was carried out to improve the PIFCM3D framework and it was used to segment the X I 
dataset. Poisson noise was added to the dataset to simulate low dose CT images as described in 
section 4.5.4. The improvements to PIFCM3D enabled six organs of the noisy X I dataset to be 
segmented. The PIFCM3D segmentation was used in an otherwise unchanged VD process. Only 
frames 1, 4 and 8 have been processed, so there are only two data points for the new segmentation 
whilst the original nine data points for the ground-truth segmentation are shown. The CLF statistics 
for the unregistered images are also shown.
The CLF results for registrations comparing PIFCM3D segmentation with the ground truth 
segmentation are shown in Figure 6-34. The ICP12 variant was used in the VD pipeline. For the 
kidneys, liver, lungs, spleen and ribs the CLF for frames 4 and 8 of the registrations using the 
PIFCM3D segmentation are close to those for the ground-truth segmentation. For the heart, there is 
a relatively large difference that requires investigation. The results for improved PIFCM3D 
demonstrate a pathway has been achieved from low dose CT images through the segmentation and 
registration phases of VD to corrected CT images.
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Figure 6-34: A comparison of CLF figures for the six organs successfully segmented by PIFCM3D. Red 
symbols indicate no registration, green symbols indicate ground-truth segmentation, black symbols 
indicate PIFCM3D segmentation. Only two data points are available for the PIFCM3D segmentation.
6.5 Summary
Virtual Dissection (VD) is a 'pipeline' method in which individual organs from a torso are isolated 
from a segmented image then processed piecewise through registration and reassembly to form a 
single composite 3D image. The aim of the process is to register pairs of a segmented organ, one 
from a reference image the other from a floating image, and merge the resulting motion fields into a 
single field, termed a mosaic motion field. In addition to producing a single mosaic image of the 
registered organs, the pipeline allows for tissue not included as one of the registered organs, mainly 
muscle and fat, to be imputed to provide a more conventional final image. The motion fields 
obtained are applied to corresponding NM images. The objective of producing the series of 
registered NM images is that, when registered, they may be summed to improve the signal to noise 
ratio.
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The variants of three different registration methods described in chapter 5 were interfaced with the 
VD pipeline. Five datasets each of which provides a breathing cycle of CT images were processed. In 
addition, the X I dataset provided a breathing cycle of corresponding simulated PET images and a 
voxel by voxel displacement map for each frame to act as ground-truth displacement.
Two subjective methods were used to evaluate VD. Unaligned PET images with embedded lesions 
were processed through the VD pipeline. Comparison of the processed and unprocessed images 
showed a reduction in blurring for four of five lesions. Unregistered and registered animations of a 
ten frame breathing cycle of CT images from each of the V I, PI, P2, P4 datasets, and PET images 
from the X I dataset were compared. Results for a representative selection of the animations 
showed that although there was slight residual motion at the edges of the lungs, otherwise all 
components appear stationary after processing through VD.
The CLF statistic was used as a more objective measure to evaluate VD. It summarises the overlap of 
each organ in the reference frame with the corresponding organ after registration giving a measure 
of the overall quality of the registration of whole organs. For the X I dataset, the CLF showed a large 
degree of overlap and hence successful registration for all organs apart from the ribs when the best 
variant of each registration method was used in VD. Although the PI, P2 and P4 patient datasets 
showed more variability with respect to CLF, with the exception of the stomach, at least one of the 
variants gave a CLF close to one for each organ.
The spread of the lesion centres used as a measure of the effectiveness of registration should ideally 
be zero. After VD registration, the spread of the lesion centres in the X I dataset for the three lesions 
placed in the liver, close to the boundary with the lung, was close to zero for most variants. For the 
two lesions placed in the lungs, although the spread of the lesion centres was somewhat greater, 
they were reduced compared to before registration demonstrating that VD is successful in 
compensating for breathing motion in simulated PET images. The ground-truth displacement for the 
X I dataset and the VD registration displacement were compared voxel by voxel and the average 
absolute difference in mm was calculated. The overall average absolute differences across all phases 
of the breathing cycle showed that all of the registration variants gave broadly similar results. Apart 
from the lungs and ribs the average absolute differences were below 1.0mm indicating sub-voxel 
accuracy for VD registration and the majority were below 0.5 mm.
Comparing results of the CLF for all datasets, and the final spread of the lesion centres and average 
absolute difference statistics restricted to the X I dataset, no single registration method was found to 
be best for all organs; all variants apart from the NFT variant of Nifty Reg are suitable for use in VD. 
An advantage of VD is that the best registration method can be chosen on an organ by organ basis 
for registration of the whole torso. Where there is little or no movement of an organ, such as the 
shoulders or spine, the CLF results were very similar and close to one for all variants apart from the 
NFT variant. For the lungs and ribs, whose motion is more complex, the more flexible 
transformations of the intensity variants, AIRi and NFTi, offer an improvement over the binary and 
surface shape variants. For components other than the lungs and ribs, the NFTi variant gives the 
highest average absolute differences. Although ICP12 does not give the best results for any one of 
the CLF, absolute average difference or spread of the lesion centres, it did provide a consistently 
good result for each of the tests and has the advantage, for some applications, of using far fewer 
parameters to describe its results.
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The generally accepted cubic B-spline method. Nifty Reg, was applied to a single torso image and the 
resulting registration compared to a registration using the NiftyReg variant NFTi used within VD. The 
ten frame animation showed that using NiftyReg within the VD pipeline improved on the registration 
using NiftyReg conventionally.
The main body of results in chapter 6 was based on the ground-truth segmentation for the X I 
dataset and the semi-automatic segmentations available with the patient datasets. As described in 
chapter 4, automatic segmentation of the left and right lungs for the patient dataset and for the 
majority of organs from the X I dataset with added noise was achieved. Assessment of VD 
registrations, using AIRi and NFTi, of the lungs for two of the patient datasets, V I and P4, showed 
that segmentations using PIFCM3D at least matched the ground truth segmentations. An 
improvement to PIFCM3D has allowed the segmentation of six organs from the X I dataset to which 
noise was added to simulate low dose CT. Preliminary results showed that for the limited number of 
frames registered, segmentation of five of six components using the improved PIFCM3D was 
comparable to the ground truth segmentation. The results for improved PIFCM3D demonstrated 
that a pathway has been achieved from low dose CT images through the segmentation and 
registration phases of VD to corrected CT images.
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7 Conclusions and fu rther w ork
Nuclear Medicine (NM) provides functional imaging of biological processes that may detect the 
presence of pathology before anatomical changes are apparent in other modalities. However, there 
are problems with quantitation (the partial volume effect), and blurring due to breathing motion has 
a negative effect on image quality. Although the introduction of dual modality PET/CT and SPECT/CT 
instruments has addressed the problem of registration between the two modalities and has 
provided better information on which to base the attenuation correction, breathing motion artefacts 
are still encountered. The improvement in image resolution only emphasises that breathing motion 
degrades NM images. The problems associated with breathing motion in both CT and NM images are 
illustrated in Chapter 1. Two methods of breathing motion correction are considered: the direct 
reconstruction of a single corrected image [48] or registration of a breathing cycle of images which 
are then summed to give a final corrected image [43]. A solution to the breathing motion problem 
for whole torso NM images is proposed which makes use of the latter method.
3D tomographic images and the manner in which a series of X-ray projection images may be 
transformed into a 3D image are described in chapter 2. Whilst the most common medical imaging 
modalities are outlined, the emphasis is on the NM modalities: PET, SPECT and combined NM/CT. 
The basic principles underlying each of the NM modalities are included along with the corrections 
that are required during the conversion from raw instrument data to tomographic image. 
Corrections that are made during the conversion from raw instrument data to tomographic image do 
not include steps to correct for breathing motion.
Virtual Dissection (VD), a model of breathing motion correction for whole torso images and the 
major contribution of this thesis, is outlined in Chapter 3. VD is a 'pipeline' method in which 
individual organs from a torso are isolated from a segmented image then processed piecewise 
through registration and reassembly to form a single composite 3D image. Pairs of segmented 
organs, one from a reference CT image the other from a floating CT image are registered. The 
resulting motion fields are combined as a 3D mosaic that includes all organs. The mosaic motion 
fields are applied to corresponding NM images to produce aligned NM images which are summed to 
increase the signal to noise ratio.
The proposed solution to the breathing motion problem requires the use of two techniques common 
in image processing, namely image segmentation and image registration. Segmentation is used to 
divide 3D CT images into individual organ shapes, which is a requirement of the VD process. The 
work presented in Chapter 4 addresses the requirement to generate complete segmentations 
starting from the patient low-dose CT images. The largest portion of the radiation dose associated 
with PET/CT scans is attributable to the CT imaging and efforts are being made to reduce the dose 
associated with such investigations. Since low dose CT images have noise levels above those of 
typical CT, the choice of segmentation techniques was restricted to those that are tolerant of noise. 
For that reason and other resource considerations, the 'improved fuzzy c-means algorithm' [15] was 
selected and a 3D version (IFCM3D) was implemented. A pipeline process, PIFCM3D, was developed 
which used IFCM3D to segment a subset of the available test datasets. The validation of PIFCM3D 
indicates that the process works correctly on a specific test image with the percentage of voxels 
incorrectly assigned by the IFCM3D segmentation being similar to the results given for FCM by Shen
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et al. [15]. In the case of the patient datasets, PIFCM3D was successful in segmenting the right and 
left lungs but was not consistently successful in all frames for the other organs. However, the patient 
datasets were accompanied by semi-automatic segmentations, which meant that other aspects of 
the VD implementation could proceed. Enhancement of PIFCM3D made it possible to segment the 
majority of organs from CT images obtained from XCAT to which noise was added to simulate low- 
dose CT.
The second technique required in the process of VD, image registration, is covered in Chapter 5. 
Three methods of registration were selected for use in VD: ICP, AIR and Niftyreg. The registration 
implementations include both intensity and shape based methods and the transformation models 
are linear or affine, higher order polynomials and cubic B-splines. An implementation of one of the 
three tools, ICP, was built as part of this work and has also been successfully used by other 
researchers at the University of Surrey. The ICP implementation with six degrees of freedom worked 
well in general but some residual motion remained, in particular for the lungs and ribs. A second 
implementation of ICP based on the method of Du, Zeng et al. (Du, Zheng et al. 2008) allowing 12 
dof provided a more flexible transformation making it more appropriate for registering the lungs and 
ribs.
The variants of three different registration methods were interfaced with the VD pipeline and five 
datasets, each of which provides a breathing cycle of CT images, were processed. The five datasets 
were: V I a patient dataset acquired at the Royal Surrey NHS Trust; PI, P2 and P4 patient datasets 
acquired from POPI; and the X I dataset derived from the XCAT phantom. In addition to the CT 
images, the X I dataset provided a breathing cycle of corresponding simulated PET images and a 
voxel by voxel displacement map for each frame to act as ground-truth displacement. The VD 
pipeline was evaluated by assessing the performance of each registration variant. The primary aim in 
evaluating VD was to demonstrate that VD offers CT and NM images of the whole torso with 
significantly reduced breathing motion. The evaluation also allows comparisons of the relative merits 
of the registration methods and demonstrates the flexibility of the pipeline in allowing the optimum 
combination of registration methods on an organ by organ basis.
PET images with embedded lesions were processed through the VD pipeline and the resulting 
images inspected. For four of five lesions a reduction in blurring was evident. A comparison of 
animations of unregistered and registered ten frame breathing cycles of CT images concluded that 
although there was slight residual motion at the edges of the lungs, otherwise all components 
appear stationary after processing through VD. In the case of the simulated dataset, X I, the final 
spread of the lesion centres and the average absolute differences indicated that after registration 
unresolved motion is slight. For example, the average absolute difference before registration for the 
liver was 13.1mm and for the heart was 11.5mm; after registration using the best variant for the 
organ, the average absolute differences were 0.1mm for both organs. Even for the lungs, the least 
successful registration, the average absolute difference reduces from 7.9mm to 1.7mm. The residual 
motion, given in mm, indicated sub-voxel accuracy for registration within the VD pipeline for most 
components and most registration variants. For the X I dataset, the CLF was shown to be close to 
one for all organs apart from the ribs when the best variants were used in VD indicating a large 
degree of overlap and hence successful registration. Although the PI, P2 and P4 patient datasets 
showed more variability with respect to CLF, with the exception of the stomach, at least one of the 
variants gave a CLF close to one for each organ.
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Evaluating the VD pipeline for all the registration variants allows comparisons to be made about the 
relative utility of the registration methods in the context of VD. Comparing results of the CLF, the 
final spread of the lesion centres and average absolute difference statistics, restricted to the X I 
dataset, for each organ and each registration method, there is no single best registration method for 
all organs; all variants apart from the NFT variant of NiftyReg are suitable for use in a VD.
Where there is little or no movement of an organ, such as the shoulders or spine, the CLF results for 
all variants of ICP, AIR and the NFTi variant of NiftyReg are similar and the CLF is very close to one. 
Where the motion is more complex such as ribs and lungs, then the simple assumption of ICP6, 
ICP12, AIRb and AIRba, that the model determined by the registration can be assumed to apply 
throughout the organ, can be improved on by having the more flexible transformations of the 
intensity variants AIRi, AIRia and NFTi which take account of variations in the interior of the organs.
However it is not reasonable, on the basis of the five datasets used in this work to reliably choose a 
'best' registration method. Indeed an advantage of the VD approach is that one can choose the best 
registration tool organ by organ. The choice of registration method may be made on the basis of 
some other features such as complexity or the number of free parameters involved or the 
requirements of related tasks. Although ICP12 is not necessarily the best for every organ it provides 
a consistently good registration and uses far fewer parameters to describe its results.
The main body of results presented in this thesis is based on the segmentations available with the X I 
and patient datasets. In addition partial results are presented based on the segmentation framework 
developed for this thesis, PIFCM3D. These results for PIFCM3D demonstrate a pathway has been 
achieved from low dose CT images through the segmentation and registration phases of VD to 
corrected CT images.
In conclusion, the question posed at the start of this project was: would the piecewise application of 
simple per-organ registrations expressed as motion fields, cut to the shape of the organs and re­
assembled post-registration into a mosaic motion field and resliced into a single registered image of 
the organs, provide significant reduction in breathing motion induced blurring? We have presented 
evidence that VD does do this. The evidence takes the form of subjective assessment of ten frame 
animations and more objective statistics. The evidence supports the view that a piecewise 
combination of per-organ affine transformations does provide significant reduction in breathing 
motion induced blurring. However, the evidence does indicate that the ribs and the interior of the 
lungs, although improved, fall somewhat short of the degree of accuracy achieved for the other 
organs. The application of polynomial models of order two to six and successively to cubic B-spline 
transformations for ribs and lungs give improved accuracy. We also presented evidence that the 
cubic B-spline method, NiftyReg, used within the VD pipeline offers better registration than NiftyReg 
alone.
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7.1 Future work
If the registration control system within the VD pipeline were adapted to use just the organ cuboids 
in intensity based registrations, the need for a complete organ segmentation would be avoided. The 
edges of the cuboids would be weighted to have less influence than interior voxels. Both AIR and 
Nifty reg have weighting mechanisms that could be used. For the reconstruction of the cuboids of 
vector displacements, the existing mechanism for slight overlaps could be strengthened by a 
weighting mechanism similar to that used for registration. This would not be possible with ICP.
The work of Buerger and King [114] has similar objectives to VD i.e. to compensate breathing motion 
in whole torso images. Their paper reports that they determined the accuracy of the registration of 
the 40 pairs of homologous points expertly placed in one of the POPI images. A comparison of their 
method with VD would be possible given access to their data. The work involved in producing 
compatible data from VD would be to treat the 40 homologous pairs as lesions.
In gating methods of breathing motion compensation, multiple PET images may have to be 
reconstructed but they have low photon counts. Livieratos et al. [45] proposed a breathing motion 
correction method involving a single image reconstruction. The method relied on a property of 
affine transformations namely the preservation of straight lines, whereby one LOR would be 
transformed into another LOR. The difficulty they encountered was that a single affine 
transformation is not sufficiently flexible to express breathing motion with the required accuracy. 
The method was reformulated to cope with elastic transformations [115] and the corrections were 
applied direct to the system matrix [48]. This thesis has demonstrated that a piecewise combination 
of affine transformations offers improved breathing motion correction. The Livieratos method 
applies a single affine transformation to all detected LORs each of which may pass through several 
organs. However, if Time-of-flight (TOF) PET were to be used, each event could be probabilistically 
isolated to a region of a LOR as expressed by a track through part of the system matrix. With a 
suitable voxel to organ map, the organs involved in a region of the LOR could be divided, 
probabilistically, into separate regions corresponding to each organ. Thus, a measured LOR is divided 
into less likely LORs which are transformed independently. It should be possible to simulate the 
effect of the TOF accuracy on final image quality and so be able to predict the TOF accuracy at which 
the technique becomes effective. The procedure is illustrated in Figure 7-1. It seems possible that a 
small number of transformations of a LOR followed by straight line paths through a section of the 
system matrix might be faster than interpolating an equivalent number of system matrix entries. The 
main benefit of the VD/LOR splitting procedure would be that only one PET image would have to be 
reconstructed.
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Virtual Dissection combined with LOR Re-binning or System Matrix Transformation
in Time - of - Flight PET
etected LOR
Heart
A single LOR passing through two 
organs, is transformed by both heart 
and liver transforms and 're-binned' 
twice. The probability functions 'split' 
between LORa and LORb so that total 
probability is maintained.
Rebinned LORa 
Liver
Rebinned LORb 
Heart
Figure 7-1 Using Time of Flight PET and an organ map to select from a small set of simple transformations to be 
applied in order to apply motion corrected data for organ specific adjustments.
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Appendix A This line is necessary in order to have the next line appear in the TOC
A ppendix A Interfacing XCAT, ASIM and STIR
Experiences w ith using the XCAT-ASIM-STIR route to  produce simulated PET 
images.
This work involved assistance from
J.F. B.E.
Software Support Senior Computer Specialist
Centre for Vision, Speech and Signal Processing University of Washington
University of Surrey Department of Radiology
U.K. U.S.A.
Introduction
This work was undertaken in order to demonstrate the effects of a breathing motion correction 
process on a cycle of Nuclear Medicine images in the absence of suitable patient data.
This document is aimed at those readers who are new to ASIM, PET and STIR and have the aim of 
obtaining good, but not the best available, PET images. It tells of some of the problems that may be 
encountered if a similar path is adopted but it doesn't provide detailed instructions to fix them. It 
assumes access to IT skills. The document assumes familiarity with XCAT or that you will obtain the 
necessary information elsewhere.
XCAT is an anthropomorphic software phantom based on patient CT data.(google 'XCAT phantom' 
May 2013). Its principal outputs are images of radiopharmaceutical concentration and images of 
linear attenuation coefficients. The emission images are based on the anatomy of the phantom and 
user parameters. (XCAT comes with a set of radiopharmaceutical uptakes which agree well with 
values determined from another source;
http://www.iba-molecular.com/sites/default/files/P7QG9nA_G.pdf)
ASIM is an analytical PET Simulator (google 'ASIM PET Simulator Washington' May 2G13) that takes 
emission images of the XCAT phantom, applies the major effects of PET imaging (noise, attenuation, 
scatter, randoms, etc) to produce simulated PET sinograms. ASIM uses simplified analytical models 
rather than using painstaking Monte Carlo simulations such as are employed by GATE (google 'GATE 
opengatecollaboration' May 2G13). ASIM is a special purpose tool that uses many fewer computer 
resources than GATE which is a very general tool capable of simulating the idiosyncrasies of 
individual PET camera models. ASIM was thought to be an easier route to acceptable simulated PET 
sinograms than GATE.
STIR (google 'stir software for tomographic image reconstruction' May 2G13). STIR converts the 
sinogram output from ASIM into reconstructed images.
Methods and Results
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ASIM can simulate a variety of instruments and has the capability of defining new Instruments. STIR 
is capable of reconstructing images using sinograms from a variety of instruments. Both ASIM and 
STIR have definitions of the Ecat instrument model 962. In order to avoid unnecessary difficulties in 
obtaining the final images the Ecat model 962 was specified where necessary.
We investigated how to produce a single bed-position image from a full-sized XCAT phantom, 
passing it through ASIM, where a single bed-position is selected, and then through STIR to obtain a 
simulated PET image. Optionally this may involve the placement of several lesions using XCAT, 
incorporating these lesions into ASIM to produce a single sinogram of phantom with lesions.
As an alternative to joining several bed-position images to obtain the PET image of an entire torso, 
we investigated amending the specification of the number of crystal rings in the ASIM machine 
definition file. It was determined that this could be accomplished with a minor alteration to the 
ASIM machine definition file, together with an amended sinogram header for input to STIR. 
Reassuringly, no code changes were necessary. Only the selection of a non-standard ASIM build 
feature was required. Success was achieved with the standard 32 ring configuration and with a 128 
ring configuration.
Having succeeded in obtaining the desired FOV with a single enlarged bed-position the use of 
multiple bed positions was dropped. It appears that ASIM has some provision for multiple bed 
positions and produces a single multi-position sinogram. STIR has no provision for processing them. 
It seems to be necessary that STIR utilities, and possibly new facilities outside STIR, would have to be 
used to accomplish the join.
We predict that novice users will, like me, experience difficulties with file headers - but that would 
also be true of GATE which may be viewed as an alternative to ASIM.
This section does not detail exactly how we used ASIM, but it covers the difficulties encountered in 
getting as far as producing an image. It may serve to speed up the progress of others who attempt a 
similar task. The difficulties fall into three categories: a) software port; b) ASIM idiosyncrasies in 
terms of usage; c) file headers and formats.
Software port
XCAT is delivered as binary images acceptable to our (Surrey) systems. On contacting the main e- 
mail address on the web site for assistance with ASIM, I was given contact details for B.E. 
(Washington).
ASIM was developed for the MAC (gcc 4.0 and 4.2.1.) but I wanted to use it with LINUX (Ubuntu 
10.04 with gcc 4.4.3). The build at Surrey was done by J.F. He encountered one problem with the 
build which required him to specify the inclusion of one math library which is included by default on 
the MAC version.
We encountered two other problems with ASIM. One was a small bug in the command line 
parameter handling. This was apparent in the LINUX version only but was due to a difference in the 
memory allocation routines. MAC allocation fills allocated memory with nulls before return to the 
caller, Linux does not do this. The other was a bug-fix which was missing from the downloadable 
version. It is possible that all these problems will be fixed on the download site.
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The STIR 2.1 installation was carried out by J.F. We have encountered no problems with the STIR 
software other than that the ASIM output, .yaff sinograms, was not accepted as an Ecat 7 formatted 
file. It is not clear whether ASIM or STIR or both require modification.
ASIM idiosyncrasies
According to the ASIM user guide, the PET machine definitions, which are text files, should be 
present in the same directory as the phantoms input. However, we found that with LINUX these 
machine definitions are first searched for in the present working directory (pwd) even when the 
phantom files are specified with a full path.
Simul, the program which interprets the voxelised emission phantom image which come from XCAT, 
seems to require that the phantom is a 16 bit big endian file. We found no way to modify this and it 
is possible that this behaviour is a bug.
One issue with the documentation is that the ASIM users Guide was prepared on an old MAC using 
MS Word. This meant we have been unable to see many of the images and diagrams. This defeated 
me but also defeated J.F. The images are replaced with the message "QuickTime and a 
decompressor are needed to see this picture"
One nice feature is that the program logs include a print of the supplied command line together with 
an interpretation of what the parameters are taken to mean in terms of program actions.
File Headers and Formats
The most frustrating aspect of setting up and using ASIM is undoubtedly file formats and headers. 
Although headers are necessary the problems they cause are disproportionately irksome.
ASIM uses a file header system analogous to, but not compatible with. Interfile Headers. It was 
suggested (B.E. Washington) that we run Simul with the - I  option and use the ASIM demo data as 
input. One of the output files from that run would provide a template for a header, a text file with 
extension .yhdr, suitable for use with a voxelised phantom.
XCAT avoids the problem of headers by producing raw binary files without headers of any kind. 
Using the computer configuration at Surrey, XCAT output files are little endian 32 bit floats and have 
to be converted to 16-bit big endian format with a corresponding .yhdr file which points to it.
It was found to be necessary to insert or adjust a fairly small number of parameters of the template 
header as follows:
original_file_name=${yaff_basename}
num_planes=${IF_dim3}
x_dimension=${IF_diml}
y_dimension=${IF_dim2}
z_dimension=${IF_dim3}
x_pixel_size_cm=${IF_pixdimlcm}
y_pixeLsize_cm=${IF_pixdim2cm}
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z_pixel_size_cm=${IF_pixdim3cm}
Other parameters were left unchanged. The above list includes the shell variable substitution used 
to edit the actual parameter values into place. For those familiar with LINUX shell scripting the crude 
technique I used was to pass the entire .yhdr skeleton file with the above variables as shown as a 
'here is' document input to the 'cat' utility, having previously set the shell variables to the actual 
parameter values. Note - pixel dimensions are in cm rather than mm units.
As mentioned above we found the only way to get a voxelised phantom into ASIM was by converting 
it to 16 bit big endian format from the XCAT little endian 32 bit floats. MATLAB® (google 'Matlab') 
was used to do this.
ASIM works satisfactorily reading and writing its intermediate files which have extension .yaff and 
textual headers which have extension .yhdr. It was never necessary to adjust intermediate file 
headers. The final output sinograms have a corresponding .yhdr file but the data file (.yaff) is almost 
an Ecat 7/STIR compatible file. At the first attempt at getting it into STIR, FBP2D failed to recognise it 
as an Ecat 7 file. Then an attempt was made to use the STIR utility 'if_headers_for_ecat7' but it also 
refused to recognise the .yaff as Ecat 7 format. An interfile header was produced by editing one 
obtained from a GATE run. There is also an example .hs file in section F of the ASIM user guide. The 
following parameters were changed using the .ydhr as a guide. This inability to process the .yaff files 
directly could be a limitation of ASIM or STIR or both.
name of data file := asim_nrmd_noisey_sino.yaff
originating system := ECAT 962
imagedata byte order ;= BIGENDIAN
Inumber format ;= float
Inumber of bytes per pixel := 4
number of dimensions := 4
matrix axis label [4] := segment
Imatrix size [4] ;= 5
matrix axis label [3] := view
Imatrix size [3] := 144
matrix axis label [2] := axial coordinate
Imatrix size [2] := {63,53,53,45,45}
matrix axis label [1] := tangential coordinate
Imatrix size [1] := 288
minimum ring difference per segment := {-4,-13, 5,-22,14} 
maximum ring difference per segment := { 4, -5,13,-14, 22}
It is important to remember that the above values may not be appropriate in any other case, they
are intended only as a guide about which parameters may need attention. The list above is for the
standard 32 ring configuration. When processing the 128 ring configuration use :
Imatrix size [2] := {255, 245, 245, 227, 227}
ASIM run details
182
An ASIM run from  phantom files to sinogram ready fo r reconstruction is shown in figure 1. The 
section from a bash script which implements this follows the diagram:
ASIM
Lesions
Phantom
Simul
Activity
Phantom
Simul
Lesions
Activity
Sinogram
hantom
Activity
Sinogram
Norm­
alization
Sinogram
Noisy 
Emission 
Sinogram
Norm-Noise
Final Simulated 
Sinogram 
prepared for 
Reconstruction
Figure 1 Flowchart of the process of producing STIR ready sinograms.
# Process lesions file
Simul -i ${IMGDIR}/lsns.yaff \
-0 asim_lsns_em_sino.yaff \
-E -a -m 962 -k -h
# Process activity phantom
Simul -i ${IMGDIR}/act.yaff \
-o asim_em_sino.yaff \
-E -a -m 962 -k -h
# Obtain a Normalisation sinogram
Simul-i ${IMGDIR}/act.yaff \
-0 asim_nrm_sino.yaff \
-N -m 962 -k -h
# Combine main and lesion phantom sinograms and apply noise
Noise-i asim_em_sino.yaff \
-t 51000000 -r 51000000 -R -s 16000000 -S \
-J 2.0 -I asim_lsns_em_sino.yaff \
-o asim_noisy_em_sino.yaff
# Combine noisy sinogram and the normalisation sinogram to produce final sinogram
Normalize -i asim_noisy_em_sino.yaff \
-n asim_nrm_sino.yaff \
-k -o asim_nrmd_noisy_sino.yaff
Further information on each run may be found in the ASIM User guide.
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STIR run details
Use of STIR FBP2D and FBP3DRP produce the expected images. However OSMAPOSL took a long 
time to run and produced no output for either the 32 ring or 128 ring configurations.
A willing volunteer is required to pursue use of OSMAPOSL
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Appendix B IFCM Percentage Incorrect 
IFCM Percentage Incorrect CH4
The IFCM similarity function modification as presented in Shen et ai. [15] was found to have 
undesirable characteristics in that the factor can become negative for the test image combined with 
some values for the X and Ç parameters. The results of tabulating the percentage of voxels having an 
incorrect categorisation when using the factor as described is shown in table 1 top panel for the 
3x3x3 neighbourhood and table 2 top panel for the 5x5x5 neighbourhood. One modification was to 
square the factor before applying it to the elements of the cost function. This gave improved results 
shown in table 1 middle panel for 3x3x3 and table 2 middle panel for 5x5x5 neighbourhoods. It was 
observed that as the modulus of the negative factors increased the squared value begins to reverse 
the influence of the components of the factor. A third variation in which negative factors were 
replaced by a small positive number also gave improved results which were further improved by 
squaring the factor before use. This variation gave the best results found for the test image and table 
1 bottom panel, for the 3x3x3 neighbourhood, and table 2 bottom panel, for the 5x5x5 
neighbourhood present the results.
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Table 1. Tabulation of percentage of voxels incorrectly categorised for ranges of À and The 
neighbourhood was 3x3x3 voxels. The value for X=0.6 and ^=0.9 in the bottom panel gives the 
minimum percentage incorrect. The 0.0000 values in the top panel indicate failure to converge 
rather than perfect registration.
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.3 I 0.6 1.6537 1.0494 0.4536 0.10601 0.0664; 0.0454} 0.0275 0.0214} 0.0179}
1 0.7 1.35541 0.7893! 0.2277 0.0790 i 0.0568} 0.0366} 0.0248 0.0202} 0.0324}
1.11081 0.5100 0.1148 0.0683} 0.0484} 0.0313} 0.0278 0.1465} 0.4452}
! 0.9 0.84881 0.2785 0.0813 0.0591} 0.0462 0.1289} 0.4337 0.5009} 0.5642}
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Table 2. Tabulation of percentage of voxeis incorrectly categorised for ranges of X and The 
neighbourhood was 5x5x5 voxels. The value for À=0.9 and Ç=0.9 in the bottom panel gives the 
minimum percentage incorrect for the 5x5x5 case. The minimum value is inferior to that obtained 
for the 3x3x3 case.
I  r2shen = 1 Xi 1
0.1 0.2 0.3 0.4 i 0.5} 0.6 0.7 0.8 0.9
0.1 8.9729 8.7990 8.5686 8.29471 7.9548} 7.5279 7.0141 6.3938 5.4760
0.2 8.8066 8.5770 8.3050 7.98031 7.55541 7.0469 6.4835 5.6156 4.0779
0.3 8.5716 8.3111 7.9842 7.58291 7.1182} 6.5365 5.7404 4.3633 1.5854
-n 0.4 8.2951 7.9781 7.5882 7.1465 j 6.6002} 5.8067 4.5715 1.9928 1.0418
1 0.5 7.9872 7.6336 7.1621 6.63451 5.89521 4.7874 2.3506 1.2703 0.8595TO 0.6 7.6443 7.1903 6.6498 5.9345 i 4.9107} 2.6615 1.4519 1.0796 0.6824
i  0.7 7.1869 6.6811 5.9982 5.02011 3.02201 1.6273 1.3199 0.9148 0.5394
1 0.8 6.7017 6.0085 5.1086 3.3451} 1.7948} 1.5812 1.1578 0.7915 51.8127
1 0.9 6.0291 5.1369 3.5694 1.9779! 1.9733} 1.4309 1.0239 71.5725 58.3015
I j
r2shsq = 1 Xi !
0.1 0.2 0.3 0.41 0.5} 0.6 0.7 0.8 0.9
0.1 8.6216 8.0978 7.4242 6.52921 5.0827} 1.6518 0.3742 0.2388 0.1595
0.2 8.0997 7.4596 6.6231 5.2998} 2.25071 0.5871 0.2785 0.1900 0.1251
0.3 7.4574 6.6738 5.4859 2.79851 0.8907} 0.3994 0.2182 0.1488 0.1045
ro 0.4 6.7490 5.6168 3.3978 1.21121 0.6855} 0.2697 0.1762 0.1167 0.0870
F 0.5 5.7209 3.8406 1.5305 1.0326! 0.4467} 0.2110 0.1453 0.0984 0.0698
0.6 4.1378 1.8356 1.4072 0.7961} 0.2796} 0.1720 0.1156 0.0813 0.0565
0.7 2.0992 1.9321 1.1494 0.5329} 0.2033} 0.1404 0.0950 0.0648 0.0481
0.8 2.5864 1.5518 0.8850 0.3212} 0.1686} 0.1133 0.0782 0.0538 0.0397
0.9 2.1660 0.2064! 0.1373} 0.0938 0.0629 0.0450 0.0343
1 1 1 1 1 ! 1 1 1 1
r2nnegsq = 1 Xi i
0.1 0.2 0.3 0.4} 0.5 0.6 0.7 0.8 0.9
0.1 8.6216 8.0978 7.4242 6.5292! 5.0827! 1.6518 0.3742 0.2388 0.1595
0.2 8.0997 7.4596 6.6231 5.29981 2.25071 0.5871 0.2785 0.1900 0.1251
0.3 7.4574 6.6738 5.4859 2.7985! 0.8907} 0.3994 0.2182 0.1488 0.1045
-D 0.4 6.7490 5.6168 3.3978 1.2112! 0.6855} 0.2697 0.1762 0.1167 0.0870
F 0.5 5.7209 3.8406 1.5305 1.0326} 0.4467} 0.2110 0.1453 0.0984 0.0698
0.6 4.1378 1.8356 1.4072 0.7961} 0.2796} 0.1720 0.1156 0.0813 0.0565
2.0992 1.9321 1.1494 0.5329} 0.2033} 0.1404 0.0950 0.0656 0.0477
0.8 2.5864 1.5518 0.8850 0.3212} 0.16861 0.1137 0.0782 0.0538 0.0397
0.9 2.1660 1.2760 0.6481 0.2064} 0.1369} 0.0942 0.0629 0.0450 0.0343
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Presents, as mesh plots, the same figures as tables 1 and 2. The identifying titles are composed of 
two items. R1 indicates a 3x3x3 neighbourhood R2 indicates 5x5x5. 'shen' indicates (1-AH-^F); 'shsq'
( ( 1 - À H -  : (1 -  AN -  fF )  >  0
I  0 : ( 1 - A N - f F )  < 0 '
indicates (1-ÀH-^F)  ^and 'nnegsq' indicates
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Appendix C Parameters of the virtual dissection scripts 
Parameters of the virtual dissection scripts
The following MATLAB® script is run at the start of every session. It sets up the JP structure which 
contains global parameters which configure the virtual dissection scripts. Note that many of these 
variables must conform with the global bash shell parameters. There is currently no mechanism for 
ensuring agreement.
c l e a r  J P ;
i f  s t r c m p ( c o m p u t e r , ' P C W IN 6 4 ' )
J P . D R I V E = ' C : / U s e r s / J o h n ' ;
e l s e
J P , D R IV E = ' ' ;
e n d
J P . SWARE=[ J P . DRIVE ' / v o l / v s s p / m o c o r / j  j ' ] ;
J P . U = [ J P . SWARE ' / u t i l s ' ] ;
J P . M = [ J P . SWARE ' / m u t i l s ' l ;
J P . IC P R O O T = [  J P .D R IV E  ' / v o l / v s s p / m o c o r _ v d / v d / v d y ' ] ;
J P . IC P S C R A T C H =[ J P .D R IV E  ' / v o l / v s s p / m o c o r _ v d / v d _ s c r a t c h / v d y ' ] ;  
J P .A S J O B = [  J P .D R IV E  ' / v o l / v s s p / m o c o r _ v d / g a t e _ j j / a s l / i a s l ' ] ;
J P . J 0 B T A G = ' i y l 9 ' ;
J P . P N G ID = ' X C A T - v d y - i y l 9 ' ;
J P . VLORM=' v l ' ;
J P .W R K = [J P . IC P R O O T  ' / '  J P . JOBTAG ] ;
J P .S C R = [J P . IC P S C R A T C H  ' / ’ JP .JO B T A G  ] ;
J P . REFERENCEFRAME= 1 ;
J P .R F = n u m 2 s t r ( J P .R E F E R E N C E F R A M E ) ;
J P .H IG H F R A M E = 1 0 ;
J P . H F = n u m 2 s t r ( J P . H I G H F R A M E ) ;
J P . A L L D I R S = [ J P . REFERENCEFRAME : J P . HIGHFRAME] ;  
J P . F U L L I M G S I Z E = [ 4 3 0  4 30  4 6 8 ] ;
J P . P I X D I M = [ 1  1 1 ] ;
J P . X C A T _ N A M E T R A N S = tru e ; 
a d d p a t h ( [ J P . M ] ) ;  
a d d p a t h ( [ J P . SWARE ' / n i f t i ' ] ) ;  
a d d p a t h ( [J P . IC P R O O T  ' / b i n ' ] ) ;  
a d d p a t h ( [JP .S W ARE ' / i c p c p p ' ] ) ;  
a d d p a t h ( [JP .S W ARE ' / s i n c 2 3 d ' ] ) ;  
a d d p a t h ( J P . W R K ) ;
J P . A IR F IN A L M O D E L = ' 1 ' ;
J P . I C P A L G = ' 6 ' ;
J P .O T .P L A C E H O L D E R ^ ' u n u s e d ' ;
J P . O T . S N T = { ' d o  n o t  u s e _ b o d y ' , ' l u n g ' ,  . . .
' k i d n e y ' , ' i n t e s t ' . . .
' s h o u l d e r s ' ,  . . .
' s p l e e n ' , ' l i v e r ' , ' r _ i _ b ' ,  . . .
' s t o m a c h ' , ' h r t ' , ' s p i n e ' , ' s k i n ' ,  . . .
' x s p i n e ' , ' g a l l _ b l a d d e r ' , ' l e f t _ d i a ' ,  . . .
' t r a c h e a ' } ;
J P . O T . R I G I D = { ' u n u s e d ' } ;
J P . O T . T H I C K E N = { ' s k i n ' , ' x s p i n e ' , ' s h o u l d e r s ' , ' r _ i _ b ' } ;
J P . O T . I N T E R N A L = { ' l u n g ' ,  ' k i d n e y ' , ' i n t e s t ' . . .
' s p l e e n ' , ' l i v e r ' ,  ' s t o m a c h ' , ' h r t ' ,  . . .
' g a l l _ b l a d d e r ' , ' l e f t _ d i a ' , ' t r a c h e a ' } ;
J P . TRACE. V O X E L x= 1 5 1 ;
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%J P . T R A C E .V O X E L x = [ ] ;
J P . TRACE. V 0 X E L y = 2  4 0 ;
J P . TRACE. V O X E Lz= 97  ;
J P . TRACE. RANGEx=1 5 0 : 1 5 2 ;
%J P . TRACE. R A N G E x= [ ] ;
J P . TRACE. RANGEy=2 3 9 : 2 4 1 ;
J P .T R A C E .R A N G E z = 9 6 :9 8 ;
% C h o o s e  b e t w e e n  t r i  l i n e a r  a n d  s i n e  
J P . P O S T R E S L I C E = 0 r e s l i c e _ i c p ;
J P . T O R S O R E S L IC E = @ r e s l i c e _ i c p ;
J P . A I R I N T R E S L I C E = 0 r e s l i c e _ i c p ;
J P . P O S T I N T E N S I T Y R E S L I C E = 0 r e s l i c e _ v d _ i n t e n s i t y ;
%J P . P O S T R E S L I C E = 0 r e s l i c e _ t r i _ l i n _ i c p ;
%J P . T O R S O R E S L I C E = 0 r e s l i c e _ t r i _ l i n _ i c p ;
%J P . A I R I N T R E S L I C E = 0 r e s l i c e _ t r i _ l i n _ a i r i n t ;
%J P . P O S T I N T E N S I T Y R E S L I C E = 0 r e s l i c e _ v d _ i n t e n s i t y ;
% R e s u l t s  c a t e g o r i e s  + v e  i s  c o lu m n  n u m b e r  i n  c o n s i s t e n t _ o r g a n . m a t  
% - v e  d o  n o t  p r o d u c e  s t a t s
J P . C A T I C P = ' I C P 6 ' ;
J P . C A T I C P = ' I C P 1 2 ' ;
J P . C A T I C P = ' j j ' ;
J P . C A T A IR b = ' A I R b o l ' ;
J P . C A T A I R b = ’ A I R b o 6 ' ;
J P . C A T A I R b = ’ a i r ' ;
J P . C A T A I R i = ' A I R i o l ' ;
J P . C A T A I R i = ' A I R i o  6 ' ;
J P . C A T A I R i = ' i n t ' ;
J P . C A T T B L = { 'N O R E G ' , ' I T K ' ,  ' i t k ' ,  ' N E T ' ,  ' n f t ' ,  ' N F T i ' ,  ' n f t i '  . . .
, ' I C P 6 ' ,  ' I C P 1 2 ' ,  ' j j ' ,  ' A I R b o l ' ,  ' A I R b o 6 ' ,  ' a i r '  . . .
, ' A I R i o l ' ,  ' A I R i o 6 ' ,  ' i n t ' , ' P B ' ,  ' p b '  } ;
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Appendix D The Neighbourhood Template technique
A method to replace nested for loops for scanning 
multidimensional arrays.
Producing a neighbourhood template
The technique of neighbourhood templates utilizes the MATLAB® technique called Linear indexing. It 
is used to improve cpu performance. [[Google 'Matlab documentation linear indexing' July 2012]]. 
The following explanation of linear indexing shows an example using a 2D matrix. The extension to 
three or more dimensions is straightforward.
First subscript
Second subscript
41
1001
V-
1002
1003
1004
1005
1006
1007
1008
1009
1010
1011
1012
1013
1014
1015
1016
1017
1018
1019
1020
1021
1022
1023
1024
1025
Figure D-1 A MATLAB® 2D matrix, identified as m2d, whose cells are identified by the usual two 
independent subscripts for row and column. MATLAB® also permits linear indexing in which a single 
subscript covers the entire matrix. The cells in this matrix have been arranged such that the cell 
content happens to be the sum of 1000 and the linear index of the cell.
Figure D-1 shows a 2D matrix where the MATLAB® subscripts are interpreted as row and column 
rather than the conventional x and y directions. The conventional access of a 2D matrix is to use two 
independent subscripts. For example, m 2d(l,l) refers to the cell containing 1001 and m2d(4,3) 
refers to the cell containing 1014. Within the MATLAB® environment a matrix of N dimensions may 
be accessed with either N subscripts or 1 subscript. The use of N subscripts is normal indexing, the 
use of a single subscript invokes linear indexing. Linear indexing runs column wise from 1 up to the 
number of elements in the matrix, 25 in this case. The m2d matrix contents are arranged so that the 
content of a matrix element is 1000 plus the linear index of that element. Consider visiting the 
neighbourhoods of m2d(2,2) and m2d(3,2) in an anti-clockwise direction starting from the element 
above the start position. The paths are arrowed in red and blue respectively. Figure D-2 tabulates 
the cell contents, corresponding linear indices and the offset between the starting linear index and 
subsequent linear indices. The cell content column may be checked against the appropriately 
coloured path. The linear indices columns are derived from the cell contents or, equivalently, by 
counting column wise from the initial element. The difference between the linear index of the start
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or centre cell and linear index of each subsequent cell is shown in the third and sixth columns of 
Figure D-2.
Red Path Blue path
cell
content
Linear
index
Offset
from
centre
cell
content
Linear
Index
Offset
from
centre
1007 7 0 1008 8 0
1006 6 -1 1007 7 -1
1001 1 -6 1002 2 -6
1002 2 -5 1003 3 -5
1003 3 -4 1004 4 -4
1008 8 1 1009 9 1
1013 13 6 1014 14 6
1012 12 5 1013 13 5
1011 11 4 1012 12 4
Figure D-2 The cells involved in two paths tracing out a visit to their neighbours. The cell content 
columns may be checked against the cells on the appropriately coloured paths. The linear indexes 
may be checked by counting column wise from the first cell of the matrix or extraction of the 2 least 
significant digits of the cell content. The offset columns were obtained by subtracting the first entry 
in both the linear index columns from all entries in each linear index column.
The points to note are that the offset columns are identical and that an appropriate list of linear 
indices can be constructed by adding the linear index of any non-edge cell to the list of offsets. 
Subsequent operations may avoid further loops by using the vector of linear indices as a unit. There 
is also the possibility of omitting some of the neighbourhood or processing it in a particular order. 
The technique offers not only performance improvement but also considerably more flexibility over 
the order of visiting the neighbours.
Nested loops and the ir replacement
The initial IFCM3D implementation iterated over all voxels of the image and used the conventional 
nested loops:
Traditional nested loops for scanning a 3D structure
for i = 1 : xmax 
for j= 1 : ymax 
for k = 1 : zmax
process voxel(IJ,k);
end
end
end
When accessing a three dimensional array, voxel (i,j,k), the subscripts are combined by multiplying 
by the sizes of the dimensions and adding so that voxel(i,j,k) has linear index
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k*(xmax*ymax)+j*xmax+i, (The expression is not quite as simple as this because MATLAB® 
subscripts start at one, but the general principle is captured.)
A vector is constructed once in the initialisation phase of IFCM. The vector is a list of the linear 
indices of each input voxel within the padded 3D array. There are standard MATLAB® subroutines 
that make this a simple process. A single for-loop using each of these linear indices in turn 
substitutes for the three nested for-loops.
A second series of three nested loops visited each of the spatially adjacent voxels. A 3x3x3 
neighbourhood would have26 spatially adjacent voxels and a 5x5x5 neighbourhood would have 124. 
If the central voxel itself was to be included, these values would be 27 and 125 respectively. If R is 1 
for 3x3x3 and 2 for 5x5x5 neighbourhoods then loops such as the following were employed.
Traditional code for scanning the 3D neighbourhood of a single voxel
For L= I - R : I + R 
For M = j -  R : j + R 
forN = k -  R : k + R
process neighbour L,M,N of central voxel l,j,k 
end 
end 
end
As explained in section 4.4.2.4, because of the regular layout of the 3D array and the resulting 
formula for converting subscripts to linear indices, the difference between the linear index for the 
central voxel and the linear index of an arbitrary neighbouring voxel is constant for all central voxels 
and the same relative neighbour. As part of the IFCM3D initialisation, a vector, D, of linear index 
differences was calculated for one, and hence for each, neighbourhood position. The vector D 
depends only on the dimensions of the padded input array. Adding the value of a linear index to 
each element of D results in a list of linear indices corresponding to all the neighbours of the voxel 
referred to by the initial linear index.
Using the structure of the padded input image and the corresponding list of original input voxels 
together with a neighbourhood template enables the replacement of a series of six nested loops 
with just one loop with a large saving in subscript caiculation and checking. In pseudo code this loop 
is:
A scan of every neighbourhood of every voxel
everyvoxel = one off calculation of linear indexes of all input voxels.
nbhoodoffsets = one-off calculation of offsets between central voxel and its neighbours
for I = everyvoxel(:)
N = nbhoodoffsets + I; 
nbhoodtotal = sum( paddedimage(N)); 
end
Explanatory detail:
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•  nbhoodoffsets is a column vector of 26, 27, 124, 125 elements depending on the 
neighbourhood.
•  N = nbhoodoffsets+l; sets N to a vector of 1 added to each element of nbhoodoffsets.
•  Paddedimages(N) returns a vector of element contents corresponding to the vector of linear 
indices N.
•  The call of 'sum' totals the column of cell contents.
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Figure D-3 Comparison of relative cputime for scanning both the conventional nested loops method 
(blue or green for a 5x5x5 or 3x3x3 neighbourhood respectively) and the 3D linear index template 
method (black or red for a 5x5x5, 3x3x3 neighbourhood of 3D arrays respectively). The task 
performed at each voxel of the image must be sufficiently complex to avoid automatic optimisation 
by MATLAB®.
Figure D-3 contrasts the CPU time taken to perform the same task with the conventional technique 
described in this section and the neighbourhood template technique described in the section titled 
'Producing a neighbourhood template' at the start of this appendix. The neighbourhood template 
technique was used in our implementation of IFCM3D. The figure show that the neighbourhood 
template technique is in the region of one order of magnitude faster than conventional MATLAB® 
nested for-loops. The details of the exact procedures used and the computer environment may be 
found in Appendix E. If the computation to be performed at each central voxel visited is simple, it is 
possible that MATLAB® m-code optimisation may, itself, speed up the inner loops and the predicted 
gain in speed will not be realised. Furthermore as the amount of computation to be performed at 
each central voxel increases, the proportion of time saved, which is a constant depending on the size
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of the loop, will gradually reduce until the looping overhead eventually becomes negligible. 
However, if the computation within the innermost loop is complex, the time taken execute it may be 
significantly reduced by being already prepared to make use of linear indexing for per voxel 
processing. The test case used in the appendix for arriving at the performance figures quoted above, 
involves a very small amount of computation at each voxel. In such cases the difference between 
nested loops and linear index template is at its maximum.
Evaluation o f the  im provem ents offered by the  neighbourhood  
tem p la te  m ethod
This section provides the detail behind the claim that a MATLAB® style of implementing a scan of a 
3D image array in which each voxel of the image is visited in an arbitrary order, can achieve a factor 
of five saving in CPU time compared to a traditional implementation using nested loops. The savings 
occur when the computation at each voxel visited is sufficiently complex for it to prevent the 
automatic, and ever improving, optimisation performed by the MATLAB® interpreter from being 
effective. In the use of this technique within the 3D IFCM implementation described in this thesis the 
scan is sufficiently complex to yield the desired savings. As will be seen from the content of the test 
setup in this appendix, such optimiser spoiling procedures may be quite simple. The scan is such that 
at each voxel a 3D neighbourhood of 3x3x3 or 5x5x5 voxels, centred on the current scan voxel, is 
processed. In addition to being considerably faster it is also possible to exercise more control of the 
order of the scan and of the sequence in which the neighbourhood voxels are processed or skipped.
The reader is assumed to be familiar with MATLAB® and in particular familiar with the linear indexing 
techniques upon which this feature depends.
The test is made up of four MATLAB® functions.
• brake.m is the smallest routine. It simply returns its single argument increased by a factor of 1.5. In 
practice it is expected that the content of the equivalent routine would be more complex than this 
simple device which serves to show the minimum required to prevent MATLAB® optimisation.
• conventional.m represents a traditional coding of the scan. At each voxel scanned the immediate 
neighbours (3x3x3 or 5x5x5) are summed after being increased by a factor of 1.5. The scan is done 
with traditional for-loops with the 3"^  ^subscript changing most slowly and the 1^  ^subscript fastest as 
advised by Web forums. There are three timing points. The first is the start of the routine; the second 
marks the completion of the preparation which is the activity needed before the first scan may begin 
but not required again however many scans are required; the third time point marks the end of the 
scan.
• template.m is the proposed method. It had three timing points at positions equivalent to those 
described in conventional.m. The preparation takes more lines of code than in conventional.m. It 
produces a list of offsets which form the template itself. A particular combination of subscripts in the 
array to be scanned is chosen. It is not necessary that the array to be scanned is available merely that 
its dimensions are known. A standard MATLAB® routine, sub2ind, is used to calculate the linear index 
of each voxel in the neighbourhood of the chosen position and the linear index of the central voxel is
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subtracted to give a linear index offset. The overall scan itself is limited to those voxels which are not 
at the edges or corners of the 3D array so that all scanned voxels have a full neighbourhood. A 
consequence of this is that the linear index offsets are independent of the position of the chosen 
centre. The set of linear indices for any centre may be determined by adding its linear index to each 
offset which is a MATLAB® operation which vectorises. The remainder of the preparation is the 
construction of the list of linear indices of each voxel which is to be a central voxel in the scan. This 
linear index list is a data structure not required using the conventional technique and it has a number 
of elements which is of the same order as the number of elements in the scanned array. The second 
timing point marks the start of the code implementing the scan. It requires many fewer lines of code 
than the conventional equivalent. Figures are presented to show that it runs an order of magnitude 
faster than the conventional equivalent.
Compare.m is the controller of the test. Its arguments are the random number seed passed to both 
conventional and template versions; a vector of exponents specifying the range of sizes of the arrays 
to be scanned; an indication of the sizes of the neighbourhood: 1 for 3x3x3, 2 for 5x5x5 etc. This 
function calls each version in turn which return the results of their scan and the time taken for both 
initialisation and scanning. The results are accumulated and returned to the caller. A simple test that 
the results from both scans match is carried out after each configuration has been run.
 ooooooOOOOOOoooooo.........
Traditional Linear Indexing template
3x3x3 j 5x5x5 3x3x3 1 5x5x5
2/^0 0.000 ! 0.000 0.000 0.000
2A1 0.0001 0.031 0.000} 0.000
2A2 0.0311 0.047 0.000 i 0.000
2^3 0.109} 0.390 0.0001 0.016
2M 0.6551 2.933 0.0621 0.078
2'^5 5.2261 23.400 0.546} 0.655
2/^6 41.8861 186.125 4.399 5.101
2A? 332.984} 1514.614 34.835} 40.841
Table 1 The length of time in seconds to perform the scan with a 3D array all of whose 3 dimensions 
are powers of two. The range is 2° " 2^  or 1— 128. The values correspond with the graphs shown in 
Figure D-3. The initialisation times are not shown because they are all small (< 200 milliseconds). The 
initialisation times for the traditional implementation were consistently lower than the initialisation 
times of the linear indexing template.
The call of compare used to get the times in this thesis was :
[cinit tinit cscan tscan]=compare(123499, [12  4 8 16 32 64 128], [12 ]);
 ooooooOOOOOOoooooo.........
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Brake.m
f u n c t i o n  a = b r a k e ( b )
a = b + b / 2 ;
e n d
.ooooooOOOOOOoooooo.
Template.m
f u n c t i o n  [SUM, i n i t ,  s c a n ] = t e m p l a t e ( s e e d ,  s i d e ,  R)
d a w n = c p u t i m e ;
t i c
r a n d ( ' t w i s t e r ' , s e e d ) ;
% s i d e = l ; 
i f  s i d e < l
e r r o r ( ' C h o s e n  s i d e  m u s t  b e  >=  1 ' ) ;
e n d
% R=1;
i f  R<1
e r r o r ( ' C h o s e n  n e i g h b o u r h o o d  m u s t  b e  > = ! ' ) ;
e n d
d i m s = [ s i d e + 2 * R , s i d e + 2 * R , s i d e + 2 * R ] ;
d i s p  ( s p r i n t f ( ' a b o u t  t o  a l l o c a t e  2 a r r a y s  o f  %d d o u b l e s .  (%d) M ega  d o u b l e s '  
, p r o d ( d i m s ) , p r o d ( d i m s ) / 1 0 2 4 / 1 0 2 4 ) ) ;
A = r a n d ( d i m s ) ;
%whos A
S U M = z e r o s ( d i m s ) ;
%whos SUM
n b h o o d s z = ( 2 * R + l )  . ' ' 3 ;  
n b h d t m p l t = z e r o s ( [ n b h o o d s z  1 ] ) ;  
n b h d = n b h d t m p l t ; 
i = l + R ; j = l + R ; k = l + R ;  
c e n t r e = s u b 2 i n d ( d i m s , i , j , k ) ; 
t o s = l ;
f o r  l = i - R : i + R
f o r  m = j - R : j + R
f o r  n = k - R : k + R
n b h d t m p l t ( t o s ) = s u b 2 i n d ( d i m s , l , m , n ) - c e n t r e ;
% i f  n b h d t m p l t ( t o s )  ~= 0 
t o s = t o s + l ;
%end
e n d
e n d
e n d
n b h d t m p l t = n b h d t m p l t (1 : t o s - 1 ) ; 
t o s = l ;
% a p p r o x  s i z e
g r a n d t o u r d i m s = z e r o s ( [ d i m s  1 ] ) ;  
f o r  k = ( 1 + R ) : ( d i m s ( 3 ) -R )
f o r  j =  (1+R ) : ( d i m s  ( 2 ) -R )
f o r  i = ( 1 + R ) : ( d i m s ( 3 ) - R )
i n d = ( k - 1 ) * d i m s ( 2 ) * d i m s ( 1 ) + ( j - 1 ) * d i m s ( 1 ) + i ;
% [ i  j  k  s u b 2 i n d ( d i m s , i , j , k )  i n d ]  
g r a n d t o u r d i m s ( t o s ) = i n d ;  
t o s = t o s + l ;
e n d
e n d
e n d
g r a n d t o u r d i m s = g r a n d t o u r d i m s ( 1 : t o s - 1 ) ; 
t o e
i n i t = c p u t i m e  -  d a w n ;
d a w n = c p u t i m e ;
t i c
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f o r  i = g r a n d t o u r d i m s
n b h d = n b h d t m p l t ( : ) + i ;
S U M ( i ) = s u m ( b r a k e ( A ( n b h d ) ) , 1 ) ;
e n d
t o o
s c a n = c p u t i m e - d a w n ; 
e n d
 ooooooOOOOOOoooooo.........
Conventional.m
f u n c t i o n  [SUM, i n i t ,  s c a n ] ^ c o n v e n t i o n a l ( s e e d , s i d e , R )
d a w n = c p u t i m e ;
t i c
r a n d  ( ' t w i s t e r ' , s e e d )  ;
% s i d e = l ;  
i f  s i d e < l
e r r o r ( ' C h o s e n  s i d e  m u s t  b e  >=  1 ' ) ;
e n d  
%R=1; 
i f  R<1
e r r o r ( ' C h o s e n  n e i g h b o u r h o o d  m u s t  b e  > = 1 ' ) ;
e n d
% d i m s = [ s i d e + 2 * R , 2 * s i d e + 2 * R , 3 * s i d e + 2 * R ] ; 
d i m s = [ s i d e + 2 * R , s i d e + 2 * R , s i d e + 2 * R ] ;
d i s p ( s p r i n t f ( ' a b o u t  t o  a l l o c a t e  2 a r r a y s  o f  %d d o u b l e s . (%d) M ega  d o u b l e s '  
, p r o d ( d i m s ) , p r o d ( d i m s ) / 1 0 2 4 / 1 0 2 4 )  ) ;
A = r a n d ( d i m s ) ;
S U M = z e r o s ( d i m s ) ; 
t o e
i n i t = c p u t i m e  -  d a w n ;
d a w n = c p u t i m e ;
t i c
f o r  i = l + R : d i m s ( 1 ) - R
f o r  j = l + R : d i m s ( 2 ) - R
f o r  k = l + R : d i m s ( 3 ) - R
% now  v i s i t i n g  e a c h  v o x e l
t e m p = 0 ;
f o r  n = k - R : k + R
f o r  m = j - R : j + R
f o r  l = i - R : i + R
% i f  l ~ = i  I I m ~ = j  I I n ~ = k  
t e m p = t e m p + b r a k e ( A ( l , m , n ) ) ;
%end
e n d
e n d
e n d
S U M ( i , j , k ) = t e m p ;
e n d
e n d
e n d
t o e
s c a n = c p u t i m e - d a w n ;
e n d
....ooooooOOOOOOoooooo....
Compare.m
f u n c t i o n  [ c i n i t  t i n i t  c t o u r  t t o u r ] = c o m p a r e ( s e e d , S I D E , R )  
i n i t = z e r o s ( [ n u m e l ( S I D E )  n u m e l ( R ) ] ) ;  
s c a n = i n i t ;  
f o r  s = l : n u m e l ( S I D E )  
f o r  r = l : n u m e l ( R )
d i s p ( ' C o n v e n t i o n a l ' ) ;
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R ( r )  ) )
e n d
e n d
e n d
[C c s e t u p  c s c a n ] = c o n v e n t i o n a l ( s e e d , S I D E ( s ) , R ( r ) ) ;  
d i s p ( ' T e m p l a t e ' ) ;
[T  t s e t u p  t s c a n ] = t e m p l a t e ( s e e d , S I D E ( s ) , R ( r ) ) ;
i f  a b s ( C ( 1 + R ( r ) , 1 + R ( r ) , 1 + R ( r ) ) -  T ( 1 + R ( r ) , I + R ( r ) , I + R ( r ) ) )  > l e - 6
e r r o r ( s p r i n t f ( '  W ro n g  a n s w e r  s e e d  %d s i d e  %d R % d ' , s e e d ,  S I D E ( s ) ,
e n d
c i n i t ( s , r ) = c s e t u p ;  
c t o u r ( s , r ) = c s c a n ;  
t i n i t ( s , r ) = t s e t u p ;  
t t o u r  ( s , r ) = t s c a n ;
.ooooooOOOOOOoooooo.
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Appendix E Ten Frame Animations
Ten frame animated .gif files to present views of a cycle of 3D 
images so that inter frame motion can conveniently be 
subjectively assessed.
Ten frame animations comparing 'No Registration' with each variant.
Description
Registration
variant
POPI 4 
Dataset
V I
Dataset
X I
Dataset
Affine Iterated Closest Points ICP12 / / /
Rigid Iterated Closest Points ICP6 / /
Automated Image Registration 
passed binary images
AIRb / / /
Automated Image Registration 
passed binary images and restricted 
to 12 dof.
AIRba / /
Automated Image Registration 
passed intensity images
AIRi / /
Automated Image Registration 
passed intensity images and 
restricted to 12 dof
AIRia / / /
NiftReg Single registration cut into 
organs. Not Virtual Dissection.
NET / /
Nifty Reg passed Intensity images NFTi / /
Mixture of registration variants mixture /
Ten frame animations. Each centered on one of the lesions. Comparing 'No registration' with the 
ICP12 variant. All are Nuclear Medicine images from dataset X I.
Description
Registration
variant
Lesions
l t o 5
Affine Iterated Closest Points ICP12 /
Ten frame animations. Conventional Nifty Reg compared against VD variants.
Description
Registration
variant
X I
Dataset
Nifty Reg passed Intensity images NFTi /
Mixture of registration variants mixture /
2 0 1
Indicates a folder name.
File Tree for ten frame .gif animations
•0_Animations_discussedJn_thesis
Conventional_NiftyReg_vs_VD_NFTi_ct_NR_nfti_215_215_234.gif
Lesion_2_nm3dJjpi_L2_43_83_103.gif
NFTi_ct_io4_nfti_256_256_94.gif
VlJCP12_ct_iulJj_256_256_56.gif
XlJCP12_ct_iylJL215_215_234.gif
•  l_For_each_dataset_compare_No_Registration_vs_each_VD_va riant 
•  P4
AIRba_ctJo49_air_256_256_94.gif
AIRb_ct_io4_air_256_256_94.gif
AlRia_ctJo49Jnt_256_256_94.gif
AiRLct_io4Jnt_256_256_94.gif
ICP12_ctJo4Jj_256_256_94.gif
ICP6_ctJo49Jj_256_256_94.gif
NFTi_ct_io4_nfti_256_256_94.gif
NFT_ct_io4_nft_255_256_94.gif
»V1
•X I
AlRb_ct_iul_air_256_256_56.gif
AIRia_ct_iu9Jnt_256_256_56.gif
ICP12_ct_iulJj_256_256_56.gif
AlRba_ct_iyl9_air_215_215_234.gif
AIRb_ct_iyl_air_215_215_234.gif
AlRia_ctJyl9_int_215_215_234.gif
AIRi_ctJylJnt_215_215_234.gif
lCP12_ct_iylJj_215_215_234.gif
ICP6_ctJyl9Jj_215_215_234.gif
MXD_ctJyl_mxd_215_215_234.gif
NFT_ct_iyl_nft_215_215_234.gif
►2_NM_Compare_No_Registration_vs_Each_Lesion_Processed_wlthJCP_andJnfii!ed 
Lesion_l_nm3dJjpi_Ll_61_83_107.gif 
Lesion_2_nm3dJjpi_L2_43_83_103.gif 
Lesion_3_nm3d Jjpi_L3_69_83_lll.gif 
Lesion_4_n m3d J j pi_L4_5 l_83_133.gif 
Lesio n_5_n m 3 d j j  pi_L5_128_83_148.gif
•3_Compare_Post_Whole_Torso_Niftyreg_vs_Post_Virtual_Dlssection
Conventional_NiftyReg_with_VD_mixture_ct_NR_mxd_215_215_234.gif
Conventionai_NiftyReg_with_VD_NFTi_ct_NR_nfti_215_215_234.gif
2 0 2
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