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Abstract
Taking seriously the hypothesis that the full symmetry algebra of M-theory is osp(1j32;R),
we derive the supersymmetry transformations for all elds that appear in 11- and 12-
dimensional realizations and the associated SUSY algebras. We study the background-
independent osp(1j32;R) cubic matrix model action expressed in terms of representations
of the Lorentz groups SO(10; 2) and SO(10; 1). We explore further the 11-dimensional
case and compute an eective action for the BFSS-like degrees of freedom. We nd the
usual BFSS action with additional terms incorporating couplings to transverse 5-branes,
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1 Introduction
M-theory [1] should eventually provide a unifying framework for non-perturbative string theory. While
there is lot of compelling evidence for this underlying M-theory, it is still a rather elusive theory, lacking
a satisfactory intrinsic formulation. It is probably the matrix model by Banks, Fischler, Shenker and
Susskind (BFSS) [2] which still comes closest to this goal. In the absence of a microscopic description,
quite some information can be obtained by simply looking at the eleven-dimensional superalgebra [3]
whose central charges correspond to the extended objects, i.e. membranes and ve-branes present
in M-theory. Relations with the hidden symmetries of eleven-dimensional supergravity [4] and its
compactications and associated BPS congurations (see e.g. [5, 6] and references therein) underlined
further the importance of the algebraic aspects. It has been conjectured [7] that the large superalgebra
osp(1j32) may play an important and maybe unifying ro^le in M and F theory [8].
While the hidden symmetries of the supergravity action might point to an E11 invariance, the study
of the superalgebras rather leads to an osp(1j32) symmetry. It would be interesting to investigate the
possible relationships between those two aspects of the quest for the symmetries underlying M-theory.
However, since E11 is an innite-dimensional group, it seems dicult to work out an explicit link
between these two approaches.
In this paper, we have chosen to explore further the possible unifying ro^le of osp(1j32) and study
its implications for matrix models. One of our main motivations is to investigate the dynamics of
extended objects such as membranes and ve-branes, when they are treated on the same footing as
the \elementary" degrees of freedom. In order to see eleven and twelve-dimensional structures emerge,
we have to embed the SO(10; 2) Lorentz algebra and the SO(10; 1) Poincare algebra into the large
osp(1j32) superalgebra. This will yield certain deformations and extensions of these algebras which
nicely include new symmetry generators related to the charges of the extended objects appearing in
the eleven and twelve-dimensional theories. The supersymmetry transformations of the associated
elds also appear naturally.
Besides these algebraic aspects, we are interested in the dynamics arising from matrix models
derived from such algebras. Following ideas initially advocated by Smolin [9], we start with matri-
ces M 2 osp(1j32) as basic dynamical objects, write down a very simple action for them and then
decompose the result according to the dierent representations of the eleven and twelve-dimensional
algebras. In the eleven-dimensional case, we expect this action to contain the scalars Xi of the BFSS
matrix model and the associated fermions together with ve-branes. In ten dimensions, cubic super-
matrix models have already been studied by Azuma, Iso, Kawai and Ohwashi [10] (more details can
be found in Azuma’s master thesis [11]) in an attempt to compare it with the IIB matrix model of
Ishibashi, Kawai, Kitazawa and Tsuchiya [12].
To test the relevance of our model, we try to make contact with the BFSS matrix model. For this
purpose, we integrate out conjugate momenta and auxiliary elds and calculate an eective action
for the scalars Xi, the associated fermions, and higher form elds. What we obtain in the end is
the BFSS matrix model with additional terms. In particular, our eective action explicitly contains
couplings to 5-brane degrees of freedom, which are thus naturally incorporated in our model as fully
dynamical entities. Moreover, we also get additional interactions and masslike terms. This should not
be too surprising since we started with a larger theory. The interaction terms we get are somewhat
similar to higher-dimensional operators one typically gets in quantum eld theory when integrating
out (massive) elds. As one does not necessarily expect the BFSS model to encode the full dynamics
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of M-theory, the appearance of higher-order corrections to M(atrix) theory is certainly a desirable
feature and yields an interesting proposal for M-theoretical physics.
The outline of this paper is the following: in the next section we begin by recalling the form of the
osp(1j32) algebra and the decomposition of its matrices. In section 3 and 4, we study the embedding
of the twelve-, resp. eleven-dimensional superalgebras into osp(1j32), and obtain the corresponding
algebraic structure including the extended objects described by a six- resp. ve-form. We establish
the supersymmetry transformations of the elds, and write down a cubic matrix model which yields
an action for the various twelve- resp. eleven-dimensional elds. In section 5, we nally study further
the eleven-dimensional matrix model, compute an eective action and do the comparison with the
BFSS model.
2 The osp(1j32,R) superalgebra
We rst recall some denitions and properties of the unifying superalgebra osp(1j32;R) which will be
useful in the following chapters. The superalgebra is dened by the following three equations:
[ZAB; ZCD] = ΩADZCB + ΩACZDB + ΩBDZCA + ΩBCZDA ;
[ZAB; QC ] = ΩACQB + ΩBCQA ; (1)
fQA; QBg = ZAB ;
where ΩAB is the antisymmetric matrix dening the sp(32;R) symplectic Lie algebra. Let us now give
an equivalent description of elements of osp(1j32;R). Following Cornwell [13], we call RBL the real
Grassmann algebra with L generators, and RBL0 and RBL1 its even and odd subspace respectively.







where A and D are pp, resp. qq matrices with entries in RBL0, while B and F are pq (resp. qp)
matrices, with entries in RBL1. On the other hand, odd supermatrices (degree 1) are characterized
by 4 blocks with the opposite parities.







If one chooses the orthosymplectic metric to be the following 33 33 matrix:
G =
0@ 0 −1I16 01I16 0 0
0 0 i
1A ;
1We warn the reader that this is not the same convention as in [11].
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(where the i is chosen for later convenience to yield a hermitian action), we can dene the osp(1j32;R)
superalgebra as the algebra of (32j1) supermatrices M satisfying the equation:
MST G + (−1)deg(Z)G M = 0 :
From this dening relation, it is easy to see that an even orthosymplectic matrix should be of the
form:
M =
0@ A B 1F −A> 2
−i>2 i>1 0
1A =  m Ψ−iΨ>C 0

; (2)
where A,B and F are 16  16 matrices with entries in RBL0 and Ψ = (1;2)> is a 32-components
Majorana spinors with entries in RBL1. Furthermore, B = B>, F = F> so that m 2 sp(32;R) and C







and will turn out to act as the charge conjugation matrix later on.
Such a matrix in the Lie superalgebra osp(1j32;R) can also be regarded as a linear combination of











= hABZAB + AQA (4)
where ZAB and QA are the same as in (1). An orthosymplectic transformation will then act as:

(1)
H = [H; ] = hAB [ZAB; ] + A[QA; ] = (1)h + (1) : (5)
This notation allows us to compute the commutation relations of two orthosymplectic transformations
characterized by H = (h; ) and E = (e; ). Recalling that for Majorana fermions >C = >C, we
can extract from [(1)H ; 
(1)

































3 The 12-dimensional case
In order to be embedded into osp(1j32;R), a Lorentz algebra must have a fermionic representation
of 32 real components at most. The biggest number of dimensions in which this is the case is 12,
where Dirac matrices are 64 64. As this dimension is even, there exists a Weyl representation of 32
complex components. We need furthermore a Majorana condition to make them real. This depends
of course on the signature of space-time and is possible only for signatures (10; 2), (6; 6) and (2; 10),
when (s; t) are such that s − t = 0 mod 8. Let us concentrate in this paper on the most physical
case (possibly relevant for F-theory) where the number of timelike dimensions is 2. However, since we
choose to concentrate on the next section’s M-theoretical case, we will not push this analysis too far
and will thus restrict ourselves to the computation of the algebra and the cubic action.
To express the osp(1j32;R) superalgebra in terms of 12-dimensional objects, we have to embed the
SO(10; 2) Dirac matrices into sp(32;R) and replace the fundamental representation of sp(32;R) by
















8 i = 1; : : : ; 10; (9)






which, with the ~Γi’s and ~Γ10, builds a Majorana representation of the 10 + 1-dimensional Cliord
algebra f~Γ; ~Γg = 21I32 for the mostly + metric . Of course, ~Γ10 = ~Γ0~Γ1 : : : ~Γ9. This choice has
(Γ0)2 = (Γ11)2 = −1I64, while (Γi)2 = 1I64, 8i = 1 : : : 10, and gives a representation of fΓM ;ΓNg =
2MN1I64 for a metric of the type (−;+; : : : ;+;−). As we have chosen all Γ’s to be real, this allows






This will then automatically satisfy:
CΓMC−1 = (ΓM )> , CΓMNC−1 = −(ΓMN )> (10)
and more generally:
CΓM1:::MnC−1 = (−1)n(n−1)=2(ΓM1:::Mn)> : (11)
The chirality matrix for this choice will be:





We will identify the fundamental representation of sp(32;R) with positive chirality Majorana-Weyl
spinors of SO(10; 2), i.e. those satisfying: P+Ψ = Ψ, for:







Decomposing the 64 real components of the positive chirality spinor Ψ into 32+32 or 16+16+16+16,
we can write: Ψ> = (0;>) = (0; 0;>1 ;
>
2 ). Because Ψ = Ψ
yΓ0Γ11 = Ψ>C, this choice for the charge
conjugation matrix C is convenient since it will act as C in equation (3) (though with a slight abuse
of notation), and thus:
(0; 0;−i>2 ; i>1 ) = (0;−i>~Γ0) = −iΨ>C = −iΨ:
3.1 Embedding of SO(10, 2) in OSp(1j32,R)
We would now like to study how the Lie superalgebra of OSp(1j32;R) can be expressed in terms of
generators of the Super-Lorentz algebra in 10+2 dimensions with additional symmetry generators.
In other words, if we separate the sp(32;R) transformations h into a part sitting in the Lorentz
algebra and a residual sp(32;R) part, we can give an explicit description of this enhanced super-
Poincare algebra (1) where we promote the former central charges to new generators of the enhanced
superalgebra.





(P+ΓMN ) BA hMN +
1
6!
(P+ΓM1:::M6) BA h+M1:::M6 (12)
where the + on hM1:::M6 recalls its self-duality, and the components of h in the decomposition in irre-
ducible tensors of SO(10; 2) are given by hMN = − 132Trsp(32;R)(hΓMN ) and h+M1:::M6 =
= − 132Trsp(32;R)(hΓM1:::M6). Indeed, a real symplectic 32 32 matrix satises m~Γ0 = −~Γ0m>, and C
acts like ~Γ0 on P+ΓM1:::Mn . Furthermore, (11) indicates that:
C(1 + Γ)ΓM1:::Mn = (−1)n(n−1)=2((1 + (−1)nΓ)ΓM1:::Mn)T C : (13)
Thus, P+ΓM1:::Mn is symplectic i n is even and (−1)n(n−1)=2 = −1. For 0  n  6, this is only
the case if n = 2 or 6. As a matter of fact, the numbers of independent components match since:
12  11=2 + 1=2  12!=(6!)2 = 528 = 16  33.
The symplectic transformation h may then be decomposed into irreducible 12-dimensional tensors
of symmetry generators, namely the so(10; 2) Lorentz algebra generator JMN and a new 6-form sym-
metry generator JM1:::M6 . To calculate the commutation relations of this enhanced Lorentz algebra,




P+ ΓMN ; JM1:::M6 = 16! P+ Γ
M1:::M6 :
so that a symplectic transformation will be given in this base by:
h = hMN JMN + hM1:::M6 J
M1:::M6 :
We will now turn to computing the superalgebra induced by the above bosonic generators and the
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supercharges for D = 10 + 2. The bosonic commutators may readily be computed using:













M1N1 : : : M2j+1N2j+1ΓM2j+2N2j+2:::MkNl if k  l is even and,
(min(k;l)−1)=2X
j=0









M1N1 : : : M2jN2jΓM2j+1N2j+1:::MkNl if k  l is odd.
(14)
On the other hand, for the commutation relations involving fermionic generators, we proceed as follows.
We expand equation (7) of the preceding chapter in irreducible tensors of SO(10; 2):
[; h] = − 12! 
A hMN (P+ ΓMN )BAQB −
1
6!
A hM1:::M6(P+ ΓM1:::M6)BAQB ;
which is also given by:
[; h] = A hMN [QA; JMN ] + A hM1:::M6 [QA; J
M1:::M6] : (15)
Comparing terms pairwise, we see that the supercharges transform as:
[JMN ; QA] =
1
2!




Finally, in order to obtain the anti-commutator of two supercharges, we expand the RHS of (8) in the
bosonic generators JMN and JM1:::M6 :






and match the rst and the last term of the equation.
Summarizing the results of this section, we get the following 12-dimensional realization of the
superalgebra osp(1j32;R)2:
[JMN ; JOP ] = −4[M [OJN ]P ]
[JMN ; JM1:::M6 ] = −12 [M [M1 JN ]M2:::M6]
[JN1:::N6; JM1:::M6 ] = −4! 6! [N1[M1 N2 M2 N3 M3 N4 M4 N5 M5 JN6]M6]






[N1[M1 N2 M2 N3 M3 JN4:::N6]M4:::M6] (17)
2Notice that the second term appearing on the right handside of the third commutator is in fact proportional to
























where antisymmetrization brackets on the RHS are meant to match the anti-symmetry of indices on
the LHS.
3.2 Supersymmetry transformations of 12D matrix fields
In the following, we will construct a dynamical matrix model based on the symmetry group osp(1j32;R)
using elements in the adjoint representation of this superalgebra, i.e. matrices in this superalgebra.







where m is in the adjoint representation of sp(32;R) and Ψ is in the fundamental. Since M belongs




D[QD;M ] BA =




In our particular 12D setting, m gives rise to a 2-form eld C (with SO(10; 2) indices, not to be





(P+ΓMN ) BA CMN +
1
6!
(P+ΓM1:::M6) BA Z+M1:::M6 : (20)

















These formul allow us to compute the eect of two successive supersymmetry transformations us-
















































where we used the self-duality3 of Z+. At this stage, we can mention that the above results are in
perfect agreement with the adjoint representation of [(1) ; 
(1)
 ] (viz. (8) ) on the matrix elds.
3.3 sp(32,R) transformations of the fields and their commutation relation with
supersymmetries
To see under which transformations an osp(1j32;R)-based matrix model should be invariant, one
should look at the full transformation properties including the bosonic sp(32;R) transformations. In
























A − i(AΨB −ΨAB) ; (24)

(1)
H ΨA = h
C
A ΨC −m CA C : (25)
We then want to extract from the rst of the above equations the full transformation properties of





























while the fermionic part is as in (21). If one uses (26) to compute the commutator of a supersymmetry
and an sp(32;R) transformation, the results will look very complicated. On the other hand, the
commutator of two symmetry transformations may be cast in a compact form using the graded Jacobi
identity of the osp(1j32;R) superalgebra, which comes into the game since matrix elds are in the
adjoint representations of osp(1j32;R).
Such a commutator acting on the fermionic eld Ψ yields:
[(1) ; 
(1)
h ] Ψ = −hm + [h;m] = −mh =
= − 1
2!
(P+ΓMNh)CMN − 16! (P+Γ
M1:::M6h)Z+M1:::M6 : (27)













































M1N1 : : : MjNjΓMj+1Nj+1:::MkNl (31)
to develop the products of Gamma matrices in irreducible tensors of SO(10; 2) and obtain a more
explicit result. The nal expression for (27) and (30) will contain Gamma matrices with an even
number of indices ranging from 0 to 12, while in (29) the number of indices will stop at 8. Since we
won’t use this result as such in the following, we won’t give it here explicitly.
3.4 A note on translational invariance and kinematical supersymmetries
At this point, we want to make a comment on so-called kinematical supersymmetries that have been
discussed in the literature on matrix models ( [12], [10]). Indeed, commutation relations of dynamical
supersymmetries do not close to give space-time translations, i.e. they do not shift the target space-
time elds XM by a constant vector.
However, as was pointed out in [12] and [10], if one introduces so-called kinematical supersymmetry
transformations, their commutator with dynamical supersymmetries yields the expected translations
by a constant vector. By kinematical supersymmetries, one simply means translations of fermions by
a constant Grassmannian odd parameter. In our case, this assumes the form:

(2)





= 0 ; (2) Ψ =  ; (32)
=) [(2) ; (2) ]M = 0
Since there is no vector eld to be interpreted as space-time coordinates in this 12-dimensional setting,
it is interesting to look at the interplay between dynamical and kinematical supersymmetries (which
we denote respectively by (1) and (2)) when acting on higher-rank tensors. In our case:
[(1) ; 
(2)
 ]CMN = −
i
16








Thus, [(1) ; 
(2)
 ] applied to p{forms closes to translations by a constant p-form, generalizing the vector
case mentioned above.
For fermions, we have as expected:
[(1) ; 
(2)
 ]Ψ = 0 : (34)
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It is however more natural to consider dynamical and kinematical symmetries to be independent.
We would thus expect them to commute. With this in mind, we suggest a generalised version of the
translational symmetries introduced in (32):

(2)
K Ψ = ; 
(2)





= k+M1:::M6 : (35)












A = [h; k]
B
A − i(A(>C)B − A(>C)B) (37)

(1)
H A = h
C
A C − k CA C : (38)
We can now compute the general commutation relations between translational symmetries M !
M + K and osp(1j32;R) transformations and conclude that these operations actually commute:
[(1)H ; 
(2)
K ]M = 0 : (39)
3.5 12-dimensional action for supersymmetric cubic matrix model
We will now build the simplest gauge- and translational-invariant osp(1j32;R) supermatrix model with
U(N) gauge group. For this purpose, we promote each entry of the matrix M to a hermitian matrix
in the Lie algebra of u(N) for some value of N . We choose the generators ftaga=1;::: ;N2 of u(N) so
that: [ta; tb] = ifabctc and Tru(N)(ta  tb) = ab.
In order to preserve both orthosymplectic and gauge invariance of the model, it suces to write its
action as a supertrace over osp(1j32;R) and a trace over u(N) of a polynomial of osp(1j32;R)⊗u(N) ma-
trices. Following [9], we consider the simplest model containing interactions, namely:
STrosp(1j32;R)Tru(N)(M [M;M ]u(N)). For hermiticity’s sake one has to multiply such an action by




STrosp(1j32;R)Tru(N)(M [M;M ]u(N)) = −
1
g2








which we can now express in terms of 12-dimensional representations, where the symplectic matrix m
is given by (20).
Let us give a short overview of the steps involved in the computation of (40). It amounts to
performing traces of triple products of ma’s over sp(32;R), i.e. traces of products of Dirac matrices. We
proceed by decomposing such products into their irreps using (31). The only contributions surviving
the trace are those proportional to the unit matrix. Thus, the only terms left in (40) will be those
containing traces over triple products of 2-forms, over products of a 2-form and two 6-forms, and over
triple products of 6-forms, while terms proportional to products of two 2-forms and a 6-form will yield
zero contributions.
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The two terms involving Z+’s (to wit CZ+Z+ and Z+Z+Z+) require some care, since ΓA1:::A12
is proportional to Γ? in 12D, and hence Tr(P+ ΓA1:::A12) / Tr(Γ2?) 6= 0. Since double products of
six-indices Gamma matrices decompose into 1I and Gamma matrices with 2, 4 up to 12 indices, their
trace with ΓMN will keep terms with 2, 10 or 12 indices (the last two containing Levi-Civita tensors)
while their trace with ΓM1:::M6 will only keep those terms with 6, 8, 10 and 12 indices.
Finally, putting everything together, exploiting the self-duality of Z+ and rewriting cubic products



































where we have chosen: "0:::11 = "0:::11 = +1, since the metric contains two time-like indices. Similarly,
one can decompose invariant terms such as STrosp(1j32;R)Tru(N)(M2) and
STrosp(1j32;R)Tru(N)([M;M ]u(N)[M;M ]u(N)), etc. While it might be interesting to investigate fur-
ther the 12D physics obtained from such models and compare it to F-theory dynamics, we will not
do so here. We will instead move to a detailed study of the better known 11D case, possibly relevant
for M-theory.
4 Study of the 11D M-theory case
We now want to study the 11D matrix model more thoroughly. Similarly to the 12 dimensional case,
we embed the SO(10; 1) Cliord algebra into sp(32;R) and replace the fundamental representation of
sp(32;R) by SO(10; 1) Majorana spinors. A convenient choice of 32 32 Gamma matrices are the ~Γ’s
















8i = 1; : : : ; 9; (41)
where the γi’s build a Majorana representation of the Cliord algebra of SO(9), fγi; γjg = 2ij1I16. As
before, we have ~Γ10 = ~Γ0~Γ1 : : : ~Γ9 provided γ1 : : : γ9 = 1I16, since we can dene γ9 to be γ9 = γ1 : : : γ8.
This choice has (~Γ0)2 = −1I32, while (~ΓM )2 = 1I32, 8M = 1 : : : 10 and gives a representation of
f~ΓM ; ~ΓNg = 2MN1I32 for the choice (−;+; : : : ;+) of the metric. As we have again chosen all ~Γ’s to
be real, this allows to take ~B = 1I in Ψ = ~BΨ, which implies that the charge conjugation matrix is
~C = ~Γ0. Moreover, we have the following transposition rules for the ~Γ matrices:
~C~ΓM1:::Mn ~C−1 = (−1)n(n+1)=2(~ΓM1:::Mn)> (42)
We will identify the fundamental representation of sp(32;R) with a 32-component Majorana spinor of
SO(10; 1). Splitting the 32 real components of the Ψ into 16 + 16 as in: Ψ> = (>1 ;
>
2 ), we can use
the following identity:
(−i>2 ; i>1 ) = −iΨ>~Γ0 = −iΨ> ~C = −iΨ
to write orthosymplectic matrices again as in (2).
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4.1 Embedding of the 11D Super-Poincare´ algebra in osp(1j32,R)
In 11D, we can also express the sp(32;R) transformations in terms of translations, Lorentz transfor-
mations and new 5-form symmetries, by dening:
h = hMPM + hMNJMN + hM1:::M5J
M1:::M5 : (43)
With the help of (14), we can compute this enhanced Super-Poincare algebra as in dimension 12, using
the following explicit representation of the generators:
PM = ~ΓM ; JMN =
1
2




In order to express everything in terms of the above generators, we need to dualize forms using the
formula: 1(11−k)!"
M1:::M11 ~ΓMk+1:::M11 = −~ΓM1:::Mk . This leads to the following superalgebra:
[PM ; PN ] = 4JMN
[PM ; JOP ] = 2M [OPP ]
[JMN ; JOP ] = −4[M [OJN ]P ]




[JMN ; JM1:::M5] = −10 [M [M1 JN ]M2:::M5]













[M1[N1 M2 N2 M3 N3 M4 N4 JM5]N5] (45)
[PM ; QA] = (~ΓM )BAQB








fQA; QBg = i16(
~C~ΓM ) BA P
M − i
16








Note that this algebra is the dimensional reduction from 12D to 11D of (17). In particular, the rst
three lines build the so(10; 2) Lie algebra, but appear in this new 11-dimensional context as the Lie
algebra of symmetries of AdS11 space (it is of course also the conformal algebra in 9+1 dimensions).
We may wonder whether this superalgebra is a minimal supersymmetric extension of the AdS11 Lie
algebra or not. If we try to construct an algebra without the ve-form symmetry generators, the graded
Jacobi identity forbids the appearence of a ve-form central charge on the RHS of the fQA; QBg anti-
commutator. The number of independent components in this last line of the superalgebra will thus
be bigger on the LHS than on the RHS. This is not strictly forbidden, but it has implications on the
representation theory of the superalgebra. The absence of central charges will for example forbid the
existence of shortened representations with a non-minimal eigenvalue of the quadratic Casimir operator
C = −1=4PMPM + JMNJMN (\spin") of the AdS11 symmetry group (see [14]). More generally, in
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11D, either all objects in the RHS of the last line are central charges (this case corresponds simply
to the 11D Super-Poincare algebra) or they should all be symmetry generators. Thus, although it is
not strictly-speaking the minimal supersymmetric extension of the AdS11 Lie algebra, it is certainly
the most natural one. That’s why some authors [7] call osp(1j32;R) the super-AdS algebra in 11D.
Here, we will stick to the more neutral osp(1j32;R) terminology. Furthermore, osp(1j32;R) is also
the maximal N = 1 extension of the AdS11 algebra. In principle, one could consider even bigger
superalgebras, but we will not investigate them in this article.
It is also worth remarking that similar algebras have been studied in [15] where they are called
topological extensions of the supersymmetry algebras for supermembranes and super-5-branes.
4.2 The supersymmetry properties of the 11D matrix fields
Let us now look at the action of supersymmetries on the elds of an osp(1j32;R) eleven-dimensional
matrix model. We expand once again the bosonic part of our former matrix M on the irrep of SO(10; 1)
in terms of 32-dimensional Γ matrices:
m = XM eΓM + 12! CMN eΓMN + 15! ZM1:::M5 eΓM1:::M5 ;




Trsp(32;R)(m eΓM ) ; CMN = − 132 Trsp(32;R)(m eΓMN ) ; ZM1:::M5 = 132 Trsp(32;R)(m eΓM1:::M5) :
Let us give the whole (1)H transformation acting on the elds (using the cyclic property of the








































N1:::N5 XQ + 5h [M1:::M4Q C




















hM eΓM + hMN eΓMN + hM1:::M5 eΓM1:::M5Ψ −
− eΓMXM − 12eΓMNCMN − 15!eΓM1:::M5ZM1:::M5 ;
where the part between parentheses describes the symplectic transformations, while the rest repre-
sents the supersymmetry variations. Note that we used 1(11−k)!"




M1:::M5 to dualize the Gamma matrices when needed.
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4.3 11-dimensional action for a supersymmetric matrix model
As in the 12D case, we will now consider a specic model, invariant under U(N) gauge and osp(1j32;R)
transformations. The simplest such model containing interactions and \propagators" is a cubic action
along with a quadratic term. Hence, we choose:
I = STrosp(1j32;R)⊗u(N)






Contrary to a purely cubic model, one loses invariance under M ! M + K for a constant diagonal
matrix K, which contains the space-time translations of the BFSS model. In contrast with the BFSS
theory, our model doesn’t exhibit the symmetries of flat 11D Minkowski space-time, so we don’t really
expect this sort of invariance. However, the symmetries generated by PM remain unbroken, as well
as all other osp(1j32;R) transformations. Indeed, the related bosonic part of the algebra (45) contains
the symmetries of AdS11 as a subalgebra, and as was pointed out in [16] and [17], massive matrix
models with a tachyonic mass-term for the coordinate X’s elds appear in attempts to describe gravity
in de Sitter spaces (an alternative approach can be found in [18]). Note that we take the opposite
sign for the quadratic term of (46), this choice being motivated by the belief that AdS vacua are more
stable than dS ones, so that the potential energy for physical bosonic elds should be positive denite
in our setting.
The computation of the 11-dimensional action for this supermatrix model is analogous to the one
performed in 12 dimensions. We remind the reader that each entry of the matrix M now becomes a
hermitian matrix in the Lie algebra of u(N) for some large value of N whose generators are dened
as in the 12D case.
After performing in (46) the traces on products of Gamma matrices, it comes out that the terms
of the form XXX, XXZ, XCC, CCZ and XCZ have vanishing trace (since products of Gamma
matrices related to these terms have decomposition in irreducible tensors that do not contain a term
proportional to 1I32) so that only terms of the form XXC, XZZ, CZZ, CCC, ZZZ will remain from
the cubic bosonic terms. As for terms containing fermions and the mass terms, they are trivial to
compute. Using (31) and the usual duality relation for Gamma matrices in 11D, one nally obtains
the following result:


































CMN [Z NA1:::A4 ; Z
A1:::A4 M ]u(N) +













5 Dynamics of the 11D supermatrix model and its relation to BFFS
theory
Now, we will try to see to what extent our model may describe at least part of the dynamics of
M-theory. Since the physics of the BFSS matrix model and its relationships to 11D supergravity and
superstring theory are relatively well understood, if our model is to be relevant to M-theory, we expect
it to be related to BFSS theory at least in some regime. To see such a relationship, we should reduce
our model to one of its ten-dimensional sectors and turn it into a matrix quantum mechanics.
5.1 Compactification and T-duality of the 11D supermatrix action
If we want to link (47) to BFSS, which is basically a quantum mechanical supersymmetric matrix
model, we should reduce the eleven-dimensional target-space ‘spanned by the XM ’s to 10 dimensions,
and, at the same time, let a \time" parameter t appear. To begin with, we reduce the theory to
the sector X10 = 0. At this stage, the world-volume is still contracted to one point. In order to
decompactify the latter along a world-line, we follow the standard procedure outlined in [19]. Namely,
we rst compactify X0 on a circle of radius R, and then perform a T-duality in this direction to a
circle of radius bR  l211=R, where l11 is some scale, typically the 11-dimensional Planck length. The






in tbR : (48)
Now as we would like the evolution parameter t to run over an almost innite interval, we take bR
to be very big, which amounts to R  l11. However we cannot send bR ! 1 strictly, since the
dualization procedure is not well-dened in that case. Thus, the time parameter t is bound to remain
periodic, although with a very big period. This is a common feature of dimensionally reduced SYM
theory; for instance, the transformation of IKKT model into BFSS model also leads to a periodic time
parameter. As the elds Y (t) now depend on time, we need to average over time with the measure





, i bDt ; (49)
where A0 is the connection on the U(N) gauge bundle over the dual circle. We rewrite  , C0 10 andeΓ , eΓ10 and encode the possible values of the indices in the following notation:
A; B = 0; : : : ; 10 ; i; j; k = 1; : : : ; 9 ;
 = 1; : : : ; 10 ;  = 0; : : : ; 9 :
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Cij [Zj A1A4 ; Z
A1A4
i ]−
− 2Ci0 [Z0 14 ; Zi 14 ] + 2Ci10 [Z10 14; Z 14i ] − 2 [Z10 i1i4 ; Z0 i1i4]
o
+





Ψ eΓi [Xi;Ψ] + 12! Ψ eΓij [Cij;Ψ] − Ψ eΓieΓ0 [Ci0;Ψ] + Ψ eΓieΓ [Ci10;Ψ] −
− Ψ eΓ0eΓ [;Ψ] + 15! Ψ eΓA1A5 [ZA1A5 ;Ψ]o + ig2 bDt bDt + XiXi + i16ΨΨ +
+ 2 − 1
2!




Repeated indices are contracted, and when they appear alternately up and down, Minkowskian
signature applies, whereas Euclidian signature is in force when both are down.
Let us comment on the meaning of the bD2t term arising from the T-dualization of the mass term
Tr((X0)2), which naively breaks gauge invariance. To understand how it works, we should recall that
the trace is dened by the following sum:
Tru(N)(− bD2t ) = −X
a
hua(t)j bD2t jua(t)i = X
a
ki bDtjua(t)ik2 : (51)
for a set of basis elements fjua(t)iga of u(N), which might have some t-dependence or not. If the
jua(t)i are covariantly constant, the expression (51) is obviously zero. Choosing the jua(t)i to be




A0(t0) dt0 juai ;
(where the juai’s form a constant basis, for instance, the generators of u(N) in the adjoint representa-
tion). Now, t lives on a circle and the function exp i
R t
t0
A0(t0) dt0 is well-dened only if the zero-mode
A
(0)
0 = 2n, n 2 ZZ. But we can always set A(0)0 to zero, since it doesn’t aect the behaviour of the
system, as it amounts to a mere constant shift in "energy". With this choice, we can integrate bDt by
part without worrying about the trace.
5.2 Decomposition of the 5-forms
In (49), the only elds to be dynamical are the Xi, the Z15 and the Ψ. The remaining ones
are either the conjugate momentum-like elds when they multiply derivatives of dynamical elds, or
constraint -like when they only appear algebraically.
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Thus, the Ci0 and Ψ have a straightforward interpretation as momenta conjugate respectively to
the Xi and to Ψ. For the 5-form elds ZA1A5 however, the matter is a bit more subtle, due to the
presence of the 11D " tensor in the kinetic term for the 5-form elds. Actually, the real degrees of
freedom contained in ZA1A5 decompose as follows, when going down from (10 + 1) to 9 dimensions:
Ω5(M10;1;R) −! 3 Ω4(M9;R) Ω3(M9;R) : (52)
To be more specic (as in our previous convention, ik = 1; : : : ; 9 are purely spacelike indices in 9D), the
3-form elds on the RHS of (52) are Zi1i2i30;10 , Bi1i2i3 , while the 4-form elds are Zi1i2i3i410 , Zi1i2i3i4,
Zi1i2i3i40 , Hi1i2i3i4 and4 i1i4 , 1=5! "j1j5i1i40;10Zj1j5; these conventions allow us to cast the
kinetic term for the 5-form elds into the expression 6=4!i1i4 [ bDt; Zi1i4 ], while B and H turn out
to be constraint-like elds, the whole topic being summarized in Table 1.
dynamical var. number of real comp. conjugate momenta constraint-like number of real comp.
Xi 9 Ci0 Cij 36
Ci10 9
 1
Zi1i4 126 i1i4 Hi1i4 126
Bi1i2i3 84
Ψ 32 Ψ
Table 1: Momentum-like and constraint -like auxiliary elds
We see that longitudinal 5-brane degrees of freedom are described by the 4-form Zi1i4 , while trans-
verse 5-brane elds Zi1i5 appear in the denition of the conjugate momenta. As they are dual to one
another, we could also have exchanged their respective ro^les. Both choices describe the same physics.
We can thus interpret these degrees of freedom as transverse 5-branes, completing the BFSS theory,
which already contains longitudinal 5-branes as bound states of D0-branes.
Choosing the "i1i9 tensor in 9 spatial dimensions to be:
"i1i9 , "
0;10
i1i9 = −"i1i90;10 ;
we can express the action Ic in terms of the degrees of freedom appearing in Table 1 (note that from
now on all indices will be down, the signature for squared expressions is Euclidean and we write Dt
4Using




















− 6i Ci0 [Dt;Xi] − i4 i1i4 [Dt; Zi1i4 ] +
3
32
Ψ eΓ0 [Dt;Ψ] + 3Cij [Xj ;Xi] −
+

i1i2i3 j [Xj ; Bi1i2i3 ] −
1









Cij Kij(Z;;H;B) − 2Ci0

1










 [Zi1i4 ;Hi1i4 ]

+





Ψ eΓi [Xi;Ψ] + 12! Ψ eΓij[Cij ;Ψ] − Ψ eΓieΓ0 [Ci0;Ψ] + Ψ eΓieΓ [Ci10;Ψ]− (53)
− Ψ eΓ0eΓ [;Ψ] + 14! Ψ eΓi1i4eΓ[Zi1i4 ;Ψ] + 14! Ψ eΓi1i4eΓ0eΓ[i1i4 ;Ψ]+
− 1
4!














2 − (Hi1i4)2 − 4 (Bi1i2i3)2
!
:
We have redened the two following lengthy expressions in a compact way to cut short: rst the term
coupling the various 5-form components to the Cij :
Kij(Z;;H;B) , [Zj k1k2k3 ; Zi k1k2k3] + [j k1k2k3 ;i k1k2k3] − 3[Bj k1k2; Bi k1k2] − [Hj k1k2k3;Hi k1k2k3] ;
and second, the trilinear couplings amongst the 5-form components:
W (Z;;H;B) , "i1i9





Bi1i2i3 ( [Bi4i5i6 ; Bi7i8i9 ] + [Zi4i5i6 j; Zj i7i8i9 ] − [Hi4i5i6 j ;Hj i7i8i9 ] )

+ (3!)2 i1i2j1j2 [Zj1j2k1k2 ;Hk1k2i1i2 ] :
5.3 Computation of the effective action
We now intend to study the eective dynamics of the Xi and Ψ elds, in order to compare it to
the physics of D0-branes as it is described by the BFSS matrix model. For this purpose, we start
by integrating out the 2-form momentum-like and constraint-like elds, which will yield an action
containing the BFSS matrix model as its leading term with, in addition, an innite series of couplings
between the elds. Similarly, one would like to integrate out the Z-type momenta and constraints ,
H and B, to get an eective action for the 5-brane (described by Zijkl) coupled to the D0-branes. We
will however not do so in the present paper, but leave this for further investigation.
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To simplify our expressions, we set:5
 , g2 ; γ , 16
g2 bR ;






ᵀ(J abij + abij )Cbj + Cai Fai + LC + L + bL : (54)
























, are given by the following expressions:










Note that we have written ifabcΨbeΓ:::Ψc as fΨ; eΓ:::Ψga with a slight abuse of notation. The remaining
terms in the action (54) depending on Cij and  are contained in





ij − fabcCaijCbjkCcki ;
L , −(a)2 + Jaa ;












and nally bL is the part of Ic in (53) independent of Cij , Ci10, Ci0 and . in other words the part
containing only dynamical elds (fermions Ψ and coordinates Xi) as well as all elds related to the
5-brane (the dynamical ones: Z and , as well as the constrained ones: B and H).
Now, (54) is obviously bilinear in the Cai (note that 
ab
ij is symmetric, since Cij is actually
antisymmetric in i and j). So one may safely integrate them out, after performing a Wick rotation
such as
t !  = it ; Ci10 ! Ci10 = iCi10 :
5If we consider X and hence C, Z and Ψ to have the engineering dimension of a length, then so has , while γ has
dimension (length)−4.
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The indeterminacy in the choice of the direction in which to perform the Wick rotation will turn out
to be irrelevant after the integration of Ci10 (indeed, this  sign appears in each factor of  and each
factor of G, which always come in pairs).













ᵀFai − LC − L − bL ;



















































−1Fbj − LC − L − bL :
The term quadratic in F is obviously tree-level, whereas the rst one is a 1-loop correction to the
eective action. The 1-loop "behaviour" is encoded in the divergence associated with the trace of an
operator, since
Tr bO = Z d Oii()h ji = Z d Oii() ; (55)
where the integration in Fourier space is divergent, and has been replaced by the cuto . Transform-




 bL + LC + L + 14 (Fai )ᵀ(1Iabij + abij )−1Fbj − 2γ ( ln(1I + (t))aaii

: (56)
5.4 Analysis of the different contributions to the effective action
The natural scale of (56) is , which is proportional to the mass parameter . We therefore expand
(56) in powers of 1=, which amounts to expanding (56) in powers of . Now, this procedure must
be regarded as a formal expansion, since we don’t want to set  to a particular value. However,
this formal expansion in 1= actually conceals a true expansion in [Xi;Xj ], which should be small to
minimize the potential energy, as will become clear later on.
First of all, let us consider the expansion of the tree-level term up to O(1=3). The rst order















Since Fi contains [Dt;Xi] and fΨ;Ψg, while Gi contains only fΨ;Ψg (ignoring Z-type contributions),
this term will generate a kinetic term for the Xi’s as well as trilinear and quartic interactions.















[Fi; Fj ]− [Gi; Gj ]
o
− 2 [Fi; Gi]

:
All vertices generated by this term contain either one C, with 2 to 4 X or Ψ, or one , with 3 or 4 X
or Ψ.













[Fi; Cij ][Cjk; Fk] − [Gi; Cij ][Cjk; Gk] +
+[Fi; ][;Fi] − [Gi; ][;Gi] + 2 [Gi; Cij][;Fj ] − 2 [Fi; Cij][;Gj ]

;
producing vertices with 2 ’s or 2 C’s, together with 2 to 4 X or Ψ, as well as vertices with 1  or 1
C, with 3 to 4 X or Ψ.
Next we turn to the 1-loop term, where we expand the logarithm up to O(1=3). Because of the
total antisymmetry of both fabc and Cij , one has Tr = 0, so that the rst term cancels. Now,
keeping in mind that
fabcf bad = −C2(ad)cd and famnf bnof com = 12C2(ad)f
abc ;


























In other words, the 1-loop correction (i) renormalizes the mass terms for Cij and  in eIc as follows:













Whereas the 1-loop correction (ii) renormalizes the trilinear coupling between the Cij in Ic:






Up to Tr3, the 1-loop corrections actually only renormalize terms already present in Ic from the
start. This is not the case for the higher order subsequent 1-loop corrections. Now there is an innite
number of such corrections, and each one diverges like . However, we may nd a regularisation where
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 turns out to be nite (actually zero). Indeed, recall that  originated from htjti where t is periodic.
We then have:










n=−1 1 in terms of the analyticly continued Riemann zeta function:
2  = 1 + 2(0) = 1 + 2 (−1=2) = 0 :
So, in this regularisation scheme, one gets rid of all the 1-loop corrections. We will however continue
to write the terms proportional to  in the following, so that one explicitly sees that the conclusions
drawn in the next subsection are unmodied even if  6= 0 in a dierent regularisation.




















[Fi; Fj ]− [Gi; Gj ]

















[Fi; Cij ][Cjk; Fk] − [Gi; Cij ][Cjk; Gk] + [Fi; ][;Fi] − [Gi; ][;Gi] +






+ O(1=4) : (57)




Note that the O(1=4) terms that we haven’t written contain at least three powers of Cij or .
5.5 Iterative solution of the constraint equations
The 1-loop corrected action (57) still contains the constraint elds Cij and , which should in principle
be integrated out in order to get the nal form of the eective action. Since Ieff contains arbitrarily
high powers of Cij and , we cannot perform a full path integration. We can however solve the
equations for Cij and  perturbatively in 1=. This allows to replace these elds in (57) with the
solution to their equations of motion. Thus, in contrast with the preceeding subsection, here we remain
at tree-level.

































+ O(1=5) = 0 ; (58)
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− [Gi; [Gi; ]] + [Fi; [Cij ; Gj ]] − [Gi; [Cij ; Fj ]]) + O(1=5) = 0 : (59)
By solving the coupled equations of motion (58) and (59) recursively, one gets Cij and  up to O(1=5).
We can safely stop at O(1=5), because the terms contributing to that order in (58) and (59) are,
on the one hand, −1(=Cij)Tr
4 and −1(=)Tr4, whose lowest order is O(1=8), and on
the other hand −2(=Cij)Fᵀ
3F and −2(=)Fᵀ3F, whose lowest order is O(1=7), so that the
eom don’t get any corrections from contributions of O(1=4) coming from Ieff.
Subsequently, the 1= expansion for Cij reads



















− 2[E[ik; [Ekl; Elj]]] +
1
2
[E[ik; [Fk; Fj]]] −
1
2






[[E[ik; Gk]; Gj]] +
1
4
[G[i; [Fj]; J ]]−
1
4
[F[i; [Gj]; J ]]

+ O(1=6) ; (60)

















[Fi; [Fi; J ]]− [Gi; [Gi; J ]] − 2[[Fi; Eij ]; Gj ] + 2[[Gi; Eij ]; Fj ]

+O(1=6) :
Now, plugging the result for Cij and  into Ieff, one arrives at the "perturbative" eective action,
which we have written up to and including O(1=5), since the highest order (O(1=3)) we calculated
in Ieff is quadratic in C and 6, and since the O(1=4)-terms in (57) only generate O(1=7) - terms.


















− Eij[Ejk; Eki] + 34Eij
n






























[Fi; Fj ]− [Gi; Gj ]
− 1
8
([Fi; Gi])2 − 12








([Fi; J ])2 − ([Gi; J ])2 − 12[Gi; Eij ][J; Fj ]] +
1
2
[Fi; Eij ][J;Gj ]
!
+O(1=6) :
6note that their expansion starts at O(1=)
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At that point, we can replace the aliases E, F , G and J by their expression in terms of the
fundamental elds X, Ψ, Z, , B and H. The result of this lengthy computation (already to order
1=) is presented in the Appendix. Here, we will only display the somewhat simpler result obtained
by ignoring all 5-form induced elds. Furthermore, we will remove the parameter  from the action,
since it was only useful as a reminder of the order of calculation in the perturbative approach. To do
so, we absorb a factor of 1= in every eld, as well as in Dt (so that the measure of integration scales
with ). Thus,  only appears in the prefactor in front of the action, at the 4th power. This is similar
to the case of Yang-Mills theory, where one can choose either to have a factor of the coupling constant






Ψ ; eXi = 1

Xi ; eA0 = 1

A0 ; G = 94 γ ; ~t = t ;
and similarily for the Z sector: (Z;;H;B) ! (Z=;=;H=;B=).
With this redenition, it becomes clear that our developpment is really an expansion in higher
commutators and not in . It makes thus sense to limit it to the lowest orders since the commutators
should remain small to minimize the potential energy. To get a clearer picture of the nal result, we
will put all the 5-form-induced elds (Z;;H;B) to zero. For convenience we will still write eX as X































f; ~Γijg[[Xj ;Xk]; [Xk;Xi]]− 3
4
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f; ~Γijg[f; ~Γjkg; f; ~Γkig] + 3
3i
2
f; ~Γijg[[Dt;Xi]; [Dt;Xj ]]−
−33[Xi;Xj ][[Dt;Xi]; f; ~Γj ~Γ0g]− 3
4
22




[Xi;Xj ][f; ~Γi~Γ0g; f; ~Γj ~Γ0g] + 3
5
23




[Xi;Xj ][f; ~Γi~Γg; f; ~Γj ~Γg]− 3
5i
23
f; ~Γijg[f; ~Γi~Γg; f; ~Γj ~Γg] +
+34if; ~Γ0~Γg[[Dt;Xi]; f; ~Γi~Γg]− 3
5
2




We see that the rst four terms in this action correspond to the BFSS matrix model, but with a
doubled number of fermions. It could be interesting to investigate whether some sort of -symmetry
might lead to a reduction of the number of fermionic components. In addition to the BFSS-like terms,
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we have mass terms and an innite tower of interactions possibly containing information about the
behaviour of brane dynamics beyond the low-energy approximation.
6 Discussion
After a general description of osp(1j32) and its adjoint representation, we have studied its expression
as a symmetry algebra in 12D. We have described the resulting transformations of matrix elds
and their commutation relations. Finally, we have proposed a matrix theory action possessing this
symmetry in 12D. We have then repeated this analysis in the 11-dimensional case, where osp(1j32) is
a sort of super-AdS algebra. We eliminated one target space coordinate and compactied another one
in order to introduce a world-line coordinate, so as to have a dynamical evolution. This has allowed us
to distinguish dynamical from auxiliary elds. Integrating out the latter and solving some constraints
recursively, we have obtained a matrix model with a highly non-trivial dynamics, which is similar
to the BFSS matrix model when both X2 and multiple commutators are small. The restriction to
a low-energy sector where both X2 and [X;X] are small seems to correspond to a space-time with
weakly interacting (small [X;X]) D-particles that are nevertheless not far apart (small X2). Since the
promotion of the membrane charges in the 11D super-Poincare algebra to symmetry generators implied
the non-commutativity of the P ’s, and thus the AdS11 symmetry, the membranes are responsible for
some background curvature of the space-time. Indeed, since the CMN don’t appear as dynamical
degrees of freedom, their ro^le is to produce the precise tower of higher-order interactions necessary to
enforce such a global symmetry on the space-time dynamically generated by the Xi’s. The presence
of mass terms is thus no surprise since they were also conjectured to appear in matrix models aimed
at describing gravity in deSitter spaces, albeit with a tachyonic sign reflecting the unusual causal
structure of deSitter space ([16],[17]). One might also wonder whether the higher interaction terms we
get are somehow related to the high energy corrections to BFSS one would obtain from the non-abelian
Dirac-Born-Infeld action. Another question one could address is what kind of corrections a term of
the form: STrosp(1j32)⊗u(n)([M;M ][M;M ]) would induce and whether we could drop the mass term in
that case.
It would also be interesting to investigate the dynamics of the 5-branes degrees of freedom more
thoroughly by computing the eective action for Z (from Ieff of the Appendix) and give a denite
proposal for the physics of 5-branes in M-theory. Note that there is some controversy about the
ability of the BFFS model to describe transverse 5-branes (see e.g. [20, 21] and references therein
for details). Our model would provide an interesting extension of the BFSS theory by introducing
in a very natural way transverse 5-branes (through the elds dual to Zijkl) in addition to the D0-
branes bound states describing longitudinal 5-branes, which are already present in BFSS theory. We
might also wonder what kind of corrections a term of the form: STrosp(1j32)⊗u(n)([M;M ][M;M ]) would
induce and whether we could drop the mass term in that case.
7 Acknowledgements
The authors want to thank J.-P. Derendinger, C.-S. Chu, J. Walcher, V. Braun, C. Ro¨melsberger, M.
Cederwall, L. Smolin, D. Buchholz and F. Ferrari for useful discussions during the preparation of this
work. M. B. warmly thanks H. Kawai, T. Yokono, I. Ojima and everyone else at Kyoto University for
25
the opportunity of presenting this work there and their hospitality during his stay in Kyoto. Financial
support from the Swiss National Science Foundation is gratefully acknowledged.
26
8 Appendix

























i1i4 [Dt; Zi1i4 ] +
3i
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Ψ eΓi [Xi;Ψ] + 14! Ψ eΓi1i4eΓ[Zi1i4 ;Ψ]+





36 ([Dt;Xi])2 − i8"ij1j8[Dt;Xi][Hj1j4 ;j5j8] − 12i [Dt;Xi][Zij1j3; Bj1j3 ] −
− 9
8
[Dt;Xi]fΨ; eΓieΓ0Ψg − 116[Hi1i4 ;j1j4][Hi1i4;j1j4] − 16[Hi1i2i3j4 ;j1j2j3i4 ] +




2  4!"ij1j8 [Hj1j4 ;j5j8 ][Zik1k3 ; Bk1k3 ] +
i
29
"ij1j8[Hj1j4;j5j8 ]fΨ; eΓieΓ0Ψg −
− ([Zij1j3; Bj1j3 ])2 +
3i
16






[Zi1i4 ;j1j4] − 16[Zi1i2i3j4;j1j2j3i4 ] + 36[Zi1i2j3j4 ;j1j2i3i4 ] −




2  4!"ij1j8 [Zj1j4;j5j8][Hik1k3 ; Bk1k3 ] −
− i
29
"ij1j8 [Zj1j4;j5j8]fΨ; eΓieΓΨg + ([Hij1j3; Bj1j3 ])2 − 3i16[Hij1j3; Bj1j3 ]fΨ; eΓieΓΨg −
− 9
210




([Zik1k2k3 ; Zjk1k2k3 ])









− 3 [ik1k2k3 ;jk1k2k3 ][Bil1l2 ; Bjl1l2 ] − [ik1k2k3;jk1k2k3][Hil1l2l3;Hjl1l2l3 ] +








[Zik1k2k3 ; Zjk1k2k3 ]fΨ; eΓijΨg+ 6[ik1k2k3;jk1k2k3][Xi;Xj ] + 3i32[ik1k2k3;jk1k2k3]fΨ; eΓijΨg −
− 18 [Bik1k2; Bjk1k2 ][Xi;Xj ] −
9i
32
[Bik1k2 ; Bjk1k2]fΨ; eΓijΨg − 6 [Hik1k2k3 ;Hjk1k2k3][Xi;Xj ] −
− 3i
32
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