ABSTRACT Multi-class pattern classification has many applications including speech recognition, and it is not easy to extend from two-class neural networks (NNs). This paper presents a study about using binary classifiers with NNs together with a perceptual linear prediction (PLP) method for feature extraction to increase the classification rate of voice commands captured using a throat microphone, comparing this method with a single NN. Because there is no other data set with voice commands captured using a throat microphone in the Brazilian Portuguese language in researched literature, we created a data set with isolated voice commands with utterances captured from 150 people (men and women). All the voice samples are captured in Brazilian Portuguese, and they are the digits ''0'' through ''9'' and the words ''Ok'' and ''Cancel''. The results show that the throat microphone is robust in noise environment, achieving 95.4% of hit rate in our speech recognition system with multiple NNs using the one-against-all approach, better performance than a simple NN that reach 91.88%. This result is very representative, since both classifiers obtained high hit rates. But, it requires 535% more time for training the multiple NNs compared with simple NN. The best configuration on PLP extraction order is 9 or 10 for voice samples captured by the throat microphone, which was observed that poor stressed vowel and fricative-like words ''3'' and ''7'' in Portuguese confuses the classifier.
I. INTRODUCTION
The voice is one of the principals means of human communication and as an acoustic signal it carries significant information about some individual characteristics [1] - [3] . Speech is the most complex signal to classify since it depends of the physiological systems of human vocal tract, and can be influenced by transformations due to semantics, linguistics and acoustic. Furthermore, the physical speech production also changes from one person to another and, consequently, each person has a different utterance to same word [4] . If we consider only captured samples of a single person, the utterances of a word are different in time and in frequency.
There are many problems that make the speech recognition system complex. Factors such as linguistics, dialects, speakers, sex, age, region, even these factors change during life. In addition, there are factors arising from the speech capture system itself, such as sensors, wires, and the environment, alter the captured signal [5] , [6] .
Thus, appropriate choice of each component of the voice recognition system is one of the most difficult tasks. A speech recognition system can be composed of three basic components: acquisition, feature extraction and classification. Sometimes it takes a few other components such as preprocessing or filtering to be held after the acquisition. There are many studies in the literature about each of these components. In acquisition step, we can highlight studies comparing the use of traditional microphones and throat microphones and the use in combination of different transducers [7] - [10] . There are various methods of extracting features of voice signals, such as: Perceptual Linear Predictive (PLP) [11] - [13] , Linear Prediction Coding (LPC) [14] , [15] , Mel-Frequency Cepstrum Coefficients (MFCC) [6] , [16] , Discrete Wavelet Transform (DWT) [17] and Relative Spectra Filtering of log domain coefficients (RASTA-PLP) [2] , [18] . In addition to these methods with their combinations, there are various other methods that we can found in literature [19] , [20] .
Finally, for the last step we present several pattern classification methods that has been created for two-class classification problems. There are theoretical studies concentrated exclusively on researching binary functions including the methods using artificial neural network such as the perceptron and the error backpropagation (BP) algorithm [21] - [25] . Expand a two-class classification system to a multi-class it is complex and can cause performance degradation. Because of this, binarization techniques have arisen to treat multi-class problems by decomposing the original problem into multiple two-class classification problems [26] - [30] . Have several different methods decomposing a K-class pattern problem in two-class [31] - [37] .
This paper presents a comprehensive and competitive study in multi-class neural network classification using supervised learning to classify voice commands in Brazilian Portuguese captured using a throat microphone. Our study main contribution is a comparison between the performance of two major system architectures using PLP features extracted of the speech samples: a simple neural network and a system of multiple neural networks modeled using the one-against-all approach. A summary is shown below in bullet form:
• Throat microphone chosen as acquisition method to increase signal-to-noise ratio in noise environment.
• Definition of PLP as feature extraction.
• Creation a data set with isolated voice commands in the Brazilian Portuguese.
• Evaluation the PLP order in our acquisition scenario.
• Evaluation the results using a single neural network in a speech recognition system.
• Evaluation the results using a multiple neural network using one-against-all in a speech recognition system.
• Comparison of the results and training processing time between both neural network methods.
The remainder of this work proceed with the following organization. Section II presents a brief description about voice acquisition using throat microphone. The Section III presents a description about PLP feature extraction method. Section IV explains multi-class pattern classifications using single and multiple neural networks. In Section V, are showed the results and performances of the neural network systems with different modeling approaches for our dataset, and the voice samples used in the study are described in greater detail. The Section VI concludes the study.
II. ACQUISITION VOICE SAMPLES USING THROAT MICROPHONE
Before we develop a speech recognition system, we must define an effective method audio capture, especially considering the high level of expected noise for trouble. For this, it is essential specify a robust method of acquiring signal in a noisy environment, since speech recognition systems have better performance when noiseless voice signals are used. In places with high levels of background noise, such as factories or streets, the speech recorded using a close-talking microphone is degraded and hence the recognition accuracy of a speech recognizer decreases as the signal-to-noise ratio (SNR) of its input is reduced [38] - [41] . Thus, the close-talking microphone does not seem the best option to use in noisy environments, it is necessary to choose another type of transducer for the acquisition of voice signals.
The throat microphone, placed in contact with the skin close to the Adam's apple (see Figure 1(a) ), i.e. surrounding the larynx, can be seen as a transducer of the vibrations of the body tissues (skin, bone, cartilage, ...) that captures the muscles movements produced by the human speech apparatus [8] , [19] , [42] . Since it does not capture ambient sound, it makes it robust in noisy environments, but the voice signal captured by throat microphone has a limited frequency bandwidth because bones and tissue feature like a low-pass filter [43] . The Figure 1(b) shows the throat transducer model used in this study.
Due to this spectrum reduction the speech throat signal, they suffer a reduction of intelligibility compared to the voice recorded by close-talking microphone [19] . The main difference occurs by the lack of fricatives that are generated by the passage of the sound signal by the lips and mouth. This causes VOLUME 6, 2018 some high frequency components been lost in the signal obtained using throat microphone. But in noisy environment the close-speaking microphone capture much noise that can reduce the SNR affecting the voice becoming unintelligible, making the throat microphone a better approach. As shown in Dupont et al. [42] , the noise level is almost constant for the throat microphone up to a noise level of 75 dBA, that is similar to a very bustling street. This result means that, up to this level, background noise is practically not captured by the throat microphone [40] , [44] , [45] .
Typically, the signal of throat microphone contains low frequency, amplitude or energy when compared to the close-speaking microphone signal, but it is interesting to note that the throat speech is a high quality one [40] , [45] .
In Heracleous et al. [38] , Yegnanarayana et al. [40] and Dupont et al. [42] , they compare the recognition rate of a speech recognition system using both, throat microphone and close-talking microphone, in clean and noise environment that are showed in Table 1 . It also show the recognition rate of the study of Radha et al. [44] , but it only measure recognition rate in clean environment. Those comparison reveal the robustness of throat microphone. Therefore, the throat microphone has been choose to be used in this work to capture voice commands.
An important information about those results is that they did not use the same methods for feature extraction, pattern recognition, language or database, so the direct comparison between those studies is unreliable, not being possible to evaluate the quality of a work comparing with the others due to the difference of context. The relevant information observed is the accuracy rate of close-talking microphone and throat microphone in the same study.
III. FEATURES EXTRACTION
For speech processing, the signal need to be represented in a parametric form [14] . This process is called feature extraction wherein the data space is converted into a feature space having the same dimension as the original data space, but it is represented by a reduced number of effective characteristics. The methods PLP, LPC and MFCC have been used by the most of speech processing systems [2] , [11] , [14] , [46] . Since PLP method is more suitable to human hearing [13] , we selected PLP parametrization technique to use in this work.
The PLP method is based on the conception of the human hearing physiology trying to represent the human speech. [13] , [47] .
The PLP method is similar to the LPC excepting by the spectral information that PLP try to satisfy the nature of the human auditory model [47] . The steps of PLP extraction are based on our perceptual auditory characteristics and are composed of three phases called cubic-root, which are: Critical Band Analysis, Equal Loudness Curve and Intensity Loudness Conversion. This PLP processing steps are shown in Figure 2 .
The first stage, Critical Band Analysis, consists of applying a conversion from hertz frequency to bark frequency, that act more appropriate like human hearing in spectral information. Here, power spectrum is wrapped along the axis frequency into bark frequency [47] . Then, a pre-emphasis equal loudness curve E(ω) is applied to the filter-bank coefficients to reproduce the feeling of hearing human audition. The equalized vector is converted using Stevens power law,
The distinct phases of PLP features computation is shown in Figure 3 . These steps are common in almost all the feature extraction process. Firstly, the audio frame is passed through a Hamming Window, then it is applied a Fast Fourier Transform (FFT) and it is computed the power spectrum of the speech signal as P(ω) = Re(S(ω)) 2 + Im(S(ω)) 2 [13] . Then, PLP extraction is applied as described above. After, the follow auditory distortion line spectrum is calculated with a linear prediction (LP), where the predictive coefficients are processed as a spectral power signal. Finishing calculating the ceptral coefficients taking the predictive coefficients with a recursion that are similar of the logarithm of the model spectrum proceeded by an inverse Fourier transform [19] .
IV. MULTI-CLASS PATTERN CLASSIFICATIONS USING NEURAL NETWORKS
Pattern recognition (PR) is a part of learning machine whose goal is to classify information (patterns) using a priori knowledge or/and statistical information extracted from those patterns [3] . Those techniques are typically used to classify data into groups, making the system understand how to distinguish such groups, allowing the classification of new data within this set of groups [48] , [49] . Neural Networks (NN) are one of the most classifiers known in the literature and, therefore, it was chosen to classify voice commands in this work. The NN models are described by their network topology, neuron features, learning rules and training methods. The topology term refers to the entire network structure, specifying how the inputs, outputs and hidden layers are interconnected [29] . A Multi-class pattern recognition system accurately trace an set of input feature to a set of output space with more than two classes [27] . Usually, build a classifier to differ only two classes is more easy than considering more than two classes, because it simplify the definitions of decision boundaries [50] . Basically has two process used in researched literature to deal with multi-class problems using binary classification techniques: adaptation of the internal operations of the classifier training algorithm and decomposition of the multi-class problem on a group of two-class classification process. The learning algorithm is the primary issue when extends to a multi-class pattern, showing that is a complex task, and in some cases, even impractical [49] .
A K -class pattern recognition system can be developed using two different architectures, a single neural network with K outputs or a system of multiple neural networks [51] . Decomposing the original problem into multiple two-class classification problems reducing the multi-class classification in to K binary problems. The two more popular methods are: one-against-all (OAA) [31] , [33] and one-against-one (OAO) [34] , [52] . In the OAA approach, each K classes are trained against all other classes, i.e. the training data set is adapted to train each classifier using the positive data with the classes belong to then, and making all others classes been negative [35] , [51] . In the OAO approach, each K classes are trained against every other classes, i.e. the training data set is adapted to train each acceptable pair of classes discarding all others classes. The OAO approach can be developed only in a system of K (K − 1)/2 binary neural networks. Although these two methods are the most obvious, Allwein et al. [53] shown that have many other ways that a multi-class problem may be decomposed on to a number of binary classification problems [35] .
A. K-CLASS PATTERN CLASSIFICATION USING A SYSTEM OF MULTIPLE NEURAL NETWORKS
A K -class pattern recognition system can be developed using M > 1 neural networks. Each neural network have their own training using a adapted part of the training data set. To integrate all M neural networks a decision rule usually is used to obtain the final output. This methodology including value of M , training method, decision rule determines the modeling scheme. As we have seen, multiple neural network has some different schema, OAA and OAO, making them a powerful tool.
1) THE ONE-AGAINST-ALL APPROACH
The one-against-all (OAA) approach use a system of K binary neural networks, NN i , i = 1, ..., K , and each neural network, VOLUME 6, 2018 FIGURE 6. Examples of all voice commands in Brazilian Portuguese captured using a throat microphone.
NN i has one output node O i with output function f i being modulated based on output y i to f i (x) = 1 or f i (x) = 0 to represent whether the input patternx belongs to class i or output f i (x) = 0 when does NOT belong to class i. Each neural network use the same data set in training process but use different labels in classes. Because of this feature, this system of K binary neural networks has a number of advantages [51] :
• Each neural network has they own feature space and, therefore, they can select the features that best fit each neural network;
• Each neural network has they own architecture such as the number of hidden layers, the amount of hidden nodes, the calculation of the activation functions, etc.;
• The training process of each K binary neural networks is independent, so it can be executed simultaneously in different machines to speed up training time. Though these advantages, Ou and Murphey [51] describes that the OAA approach has two major drawbacks: it may have difficulty in learning minority classes if the training set is imbalanced, and the decision boundaries obtained by the system can overlap or not in the space of features. This problem of the data being highly imbalanced set for each individual neural network occurs when the number of training sample in each class is approximately equal. So, when K is large, the training set for neural network i is highly imbalanced. This may result in totally ignoring the minority classes. In the case of backpropagation algorithm, the neural network can be biased toward the majority class, or to the ''other classes'' [35] , [51] .
2) THE ONE-AGAINST-ONE APPROACH
The concept of the K -class pattern classification arises separating the K (K − 1)/2 class into two-class classification problems applying the OAO modeling approach [51] , also recognize as pair-wise method [32] . In this approach, each problem is solved by a neural network, denoted as NN m (i, j), m = 1, 2, · · · , K (K −1)/2, which is a neural network trained to discriminate class i from class j, for 1 ≤ i < j ≤ K [51] .
The improvement of OAO method arise in the training independent of K (K − 1)/2 binary neural networks, this grant a level of redundancy in classification of pattern classes, enhancing the generalization of the classifier. Requiring training a amount K − 1 distinct neural networks. Furthermore, a neural network system modeled with OAO has good flexibility in terms on generation of features in independent spaces, independent neural network architectures, and simultaneous training of multiple neural networks on different computers, as well as the OAA approach. Due to each neural network is trained using only two classes, OAO modeling method has no problems of imbalance of the data set and the feature space is less likely to have uncovered space as determined by modeling of OAA method [51] .
A disadvantage of this approach is that for large values of K , several neural networks are required, which can increase the computational cost in training and also for sorting. Furthermore, the decision function is much more complex than in the OAA modeling method.
3) AGGREGATION SCHEMES FOR BINARIZATION TECHNIQUES
During the testing phase, after the data has been pre-classified by each binary neural network, occurs that appears more than one good probabilistic result, so a decision rule must be taken, normally it is used the probabilistic confidence of each classifier together to obtain the final output.
There are different methods to combine its outputs. In recent year, some strategies have been developed, for instance, new methods of probability estimates, binary-tree based strategies or dynamic classification schemes, to complement some recognized approach such as Weighted Voting, Pair-wise Coupling or Max-Wins rule. A detailed study about the major aggregation strategies for binarization techniques is described in Galar et al. [50] . For the one-againstall approach, the most commonly used aggregation strategy is the maximum confidence strategy (MAX), where the result output class is defined by the class with the highest positive value.
B. K-CLASS PATTERN CLASSIFICATION USING A SINGLE NEURAL NETWORK
A K -class pattern classification might be implemented by a single neural network in an architecture with d input nodes and K output nodes, as we can see in Figure 4 , where d is the dimension of an input feature vector and K is the amount of output nodes in the neural network system. For a training data examplex, the expected output of the neural network at the output node y i is set to 1 if and only ifx belongs to class i, otherwise it is set to 0, for i = 1, . . . , K . Since only one neural network it is used to represent multiple classes, the structure of the neural network must be more complex than others used in the binary neural networks [51] . This is usually because all classes use the same feature space during the training phase. Thus, the higher the dimension of the feature space, the higher the complexity of the neural network architecture, which is already high in a single neural network system with K output nodes.
In general, the training step for a single neural network is simple to deal with, considering only one training data set and neural network to train. However, the training time will be very long when the training data are many and the number of pattern classes is large, which makes the fine tuning of the neural network structure and learning parameters difficult.
Ou and Murphey [51] identified that this single neural network system has many features in common with a system of multiple binary neural networks modeled by OAA, for example both ''ignores the minority classes when the training data are imbalanced since the output node corresponding to a minority class was set to 1 in much less time than a node corresponding to a majority class''. However, they also pointed out that there are differences between the two systems. One difference is that, during the single neural network learning step, the training data from all classes is presented to all neurons, allowing the neural network to set an optimal boundary decision. In addition to this difference, the single neural network design share features in hidden layer to multiple classes, and a part of the neurons can specialized for a few classes, that allow be ignored in other classes, reducing the weights associated with them. Therefore, if the neural network is properly trained, it can minimize the feature space of regions uncovered and overlapped.
V. RESULTS AND DISCUSSION
The effectiveness of the proposed approach to extract content descriptive metadata has been evaluated and the details are discussed in this section. First, we outline the setup of the experiment and the datasets on which the experiments are executed.
A. EXPERIMENTAL PARADIGM
To evaluate the classification systems studied in this work, we created a data set with isolated voice commands in the Brazilian Portuguese language, with utterances captured from 150 people (men and women), pronouncing each command three times, using a throat microphone. The captured commands consisted of the digits 0 through 9 and the words Ok and Cancel, i.e. the data set has 12 words classes.
All voices samples were quantized in amplitude with 16 bits, recorded in mono-channel WAV format with 48,000 Hz of sampling frequency to preserve the fidelity of the signal. The voice samples were recorded in an open environment with presence ambient noise from cars, wind, animals and people, in which volunteers were asked to produce each word in about 2 seconds. This means that there were no strict criteria for registration of the words. Thus, utterances of the same word may differ considerably in length and consequently in number of samples. A total of 5400 utterances were captured, of which we have selected 4776 samples after analysis by removing very noisy or corrupted samples. The number of samples per class is shown in Figure 5 , as we can see, the database generated is relatively balanced with little variation between classes. Then we filter some noise present in the signals and remove the silence inserted at the beginning and end of each sample. Thus, the samples were of different sizes, but lasting no more than one second. After removal of silence, the signals were processed in the min-max amplitude normalization to result in signals with amplitudes between -1 and 1. The Figure 6 shows examples of each command captured using throat microphone after this pre-processing step.
Features are extracted of the signals in order that the classification system can distinguish each class. As the classification system studied in this paper is based on supervised neural networks, which depend on a fixed size of the input vector, there is a big problem for the classification of voice commands spoken spontaneously because, as we have seen, the length of each word spoken by different people can vary considerably in time. One solution to this problem is to perform a normalization of the speech, such that all the utterances have the same size. The most basic ways to make this normalization is limiting the number of frames to be used for the classifier. In this paper, we realize the normalization of each sample, fragmenting it into 40 frames of 25 milliseconds with or without overlap between adjacent frames. These values were chosen because, despite of voice signal is non-stationary, it can be considered stationary for periods of time between 10 and 30 milliseconds and using 40 frames we can break signals up to one second in duration [8] , [54] . The number of frames used was defined empirically after many simulated tests.
The PLP feature extraction method is applied to each frame, varying the order of the autoregressive PLP model between 5 and 12, which are the values with the best average performance for isolated words recognition applications, as demonstrated by Hermansky [13] . An order N of the autoregressive PLP model generates N + 1 features extracted for each frame. Thus, for 40 frames are extracted a total of 40(N + 1) features of each voice sample, which will make up the classification system input vector. Once extracted the features, the problem is to obtain a discriminant function to separate the different classes in feature space [3] . The Figure 7 presents a summary of our voice commands recognition system.
In this work, we compare two classification system: a single neural network and a system with 12 binary neural networks using the OAA modeling approach. For both we used the topology of the Multi-Layer Perceptron (MLP), as one of the most Artificial Neural Network (ANN) commonly used to separate data is not linearly separable like as voice word samples. We use an MLP neural network with two layers, being one hidden layer, whose number of neurons q has been determined using the KolmogorovâĂŹs rule, q = 2n + 1, where n is the number of attributes used in classification. The parameters of neural network are 300 training epochs, MSE desired 10 −4 and learning factor of 0.01, were empirically chosen after several simulations to find the values with better accuracy.
B. EVALUATION
To evaluate the performance of each classification system, the data set is divided into two sets: one of training and another of test. Samples are randomly shuffled and them 80% is selected to the training, while 20% is used in the test. The evaluation is based on hit rates average, maximum, minimum and standard deviation. The results are drawn from 10 independent simulations.
The Figure 8 shows the result of the binary neural networks using the OAA modeling approach varying the order of the autoregressive PLP model between 5 and 12.
As it is possible to analyze even increasing the order of the PLP extraction, i.e., increasing the amount of embedded features in the classifier, the larger average hit rate, 95.38% and 95.42%, occurred with the order of extraction between 9 and 10 respectively. In the Figure 9 , we can see the same behavior for a single neural network, where the highest average hit rates, 91.84% and 91.88%, occurred with the order of PLP extraction between 9 and 10 respectively.
Comparing the two approaches, we find that for all values of the order of PLP extraction, single neural network always had lower performance than the binary neural networks, as shown in the Figure 10 . The average hit rate of the difference for each PLP extraction order between the two neural networks is on average 3.79%, that is, the real gain observed in tests by using a set of binary neural networks is approximately 4%. A relevant data is that this 4% presents to be almost constant in all PLP extraction orders comparing between two neural network, that can be seen in Figure 10 . Proving that, even with some independence of the presented data, the binary neural networks it behaves better at a level almost fixed than the single neural networks.
Comparing the boxplots of network neural single and neural networks binary, shown in Figure 9 and Figure 8 respectively, in a single boxplot, as shown in Figure 11 , we find that even considering the best performance of neural single network in the best possible configuration, this still got underperformed the worst performance of the set of binary neural network. This result allows us to verify that schema binary multiple neural networks are more efficient than for a single neural network.
To verify that the performance gain by using a set of binary neural networks was real, we found the average performance of each class for different values of PLP extraction order. The Figure 12 shows the individual performance of each class to the single neural network in which it is found that increasing the PLP extraction order, the average hit rate of each class also increased following a similar pattern to the previous described in this work and also demonstrated by Hermansky [13] , in that the best performance was generally obtained from the PLP extraction order of between 9 and 11. Moreover, we verify that among all classes, the ''7'' class had the worst performance, with less than 90% rates, while most classes achieved superior performance to 92%. For the classifier composed of binary neural networks, hit rates per class obtained similar results to those obtained by single neural network, as shown in Figure 13 .
Despite of performance by class have been very similar between the two approaches, the binary neural network could have higher average performance due to the comparison scheme output of each classifier before the final classification. As shown in Figure 14 , it appears that most of the individual classifiers received performance between 97.5% and 98.5%. This result confirms that there are few cases where the samples are misclassified, which considerably increases the average performance of the classifier multiple binary neural networks.
Comparing the mean hit rate of binary neural network that was evaluated in a noise environment that reached 95.42% of success rate, show that our approach has better results that all studies compared on Table 1 in a noise environment that are: 42.3%, 81.6% and 93.3%.
Finally, the comparison between the time for training the two classification approaches, using a CPU Intel Core i7-4810MQ @ 2.8 GHz and 8 GB RAM, is shown in Figure 15 . This result confirms that the binary neural networks need more time for training that the single neural network, approximately 535% more in PLP extraction order 10, since each binary neural network is trained independently and this time exponentially grows as it increases the number of extracted features with increase of PLP extraction order. However, this value can be improved by using parallelism with multiple processors to optimize the training of each binary network.
VI. CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS
Our paper intends to increase research interest on the use of binary classifiers with neural networks for voice commands classification. Although most of the current research are to find new algorithms for pattern classification and extraction of new features of voice commands, we claim that it is still worth the study on existing methods in the literature, only grouped and used in such a way which allows achieving much higher hit rates than through conventional techniques. Thus, we compared the results obtained by a classifier based on a single neural network and a group of binary neural networks, using the one-against-all approach, recognizing voice commands captured using a throat microphone and whose characteristics were extracted using the Perceptual Linear Predictive method (PLP).
The results showed that the use of multiple binary neural network reach 95.42% of hit rate, increasing the recognition performance for this problem in approximately 4% compared to the use of a simple neural network. This comparison also presents multiple binary neural to be always better, almost constant in all PLP extraction orders. We found that the best configuration of PLP extraction order is 9 or 10, with a order less than 8 it did not represent all of data information, and more than 11 increase data that confuses the classifier. Beside there was an increase in time for classifier training, that occurs because each binary classifier is responsible for determining an area decision from a given class and all other, increasing thereby the surface of separation between the classes and, consequently, the performance of the classifier. These 4% increase in hit rate is very representative, since both classifiers obtained hit rates higher than 90%.
Another important result of this work is that some classes had worse results due to the pronounced features of these words in Portuguese like ''3'' and ''7''. These words are characterized by having poor stressed vowel and fricative that can decrease the sound intensity and, therefore, they carry a smaller amount information that can be extracted by the PLP technique.
The data set with samples of voice commands of 150 people in Brazilian Portuguese captured using throat microphone and the application of these methods previously discussed in this data set is another important contribution of our work. Since no other work was found in the literature with these characteristics.
Summary of results obtained:
• Throat microphone is robust in noise environment.
• Production a data set of voice commands of 150 people in Brazilian Portuguese.
• The best configuration was reached with PLP extraction order of 9 or 10.
• Binary neural network mean hit rate obtained is 95.42%.
• Single neural network mean hit rate obtained is 91.88%.
• Best hit rate found in studies evaluated in a noise environment comparing binary neural network that reach 95.42% with others showed in Table 1 (42.3%, 81.6% and 93.3%).
• Observation that poor stressed vowel and fricative confuses the classifier like words ''3'' and ''7'' in Portuguese.
• Increase of 535% in time for training comparing binary neural networks with single neural network.
In the future, we will explore other techniques binarization classification to improve the performance of the classifier based on neural networks, we intend to extend this technique to other types of classifiers, and also compare with others classifiers like Support Vector Machine (SVM), Gaussian Mixture Model (GMM) and Hidden Markov Model (HMM).
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