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Kivonat Napjainkban a ko¨zigazgata´sto´l a ko¨nyvkiada´sig jelento˝s sze-
repe van az o¨sszefu¨ggo˝ nagy terjedelmu˝ szo¨vegeknek. Ezek helyes´ıra´sa´t
megleheto˝sen nehe´z e´s ido˝ige´nyes elleno˝rizni, mert a szo¨veg vagy specia´lis
tuda´st ige´nyel egy adott szakteru¨letro˝l, vagy a nagy mennyise´g miatt a
jav´ıta´sra sza´nt ido˝ va´lik jelento˝sse´. A gyakorlatban mu˝ko¨do˝ helyes´ıra´s-
elleno˝rzo˝ programok csak a szavak szintje´re koncentra´lnak, e´s legfeljebb
egy-egy elge´pele´sre tudja´k figyelmeztetni a felhaszna´lo´t, mı´g a le´tezo˝,
de a program sza´ma´ra ismeretlen, u´j szavakat, tulajdonneveket te´vesen
hiba´snak jelo¨lik. A cikkben bemutata´sra keru¨lo˝ mo´dszer a nagyobb o¨ssze-
fu¨ggo˝ szo¨vegekben rejlo˝ statisztikai saja´tossa´gokra e´p´ıtve egy olyan he-
lyes´ıra´s-elleno˝rzo˝ mo´dszert mutat be, amelynek ce´lja a szo¨vego¨sszefu¨g-
ge´sekbo˝l kinyerheto˝ ismeretlen, u´j, a´m helyes szavak mine´l teljesebb fel-
ismere´se, ragoza´si paradigma´ik megsejte´se, majd ezen szavak esetleges
elge´pele´seinek a jav´ıta´sa. A bemutatando´ mo´dszer leheto˝ve´ teszi hosszabb
szo¨vegek, pe´lda´ul ko¨nyvek, inte´zme´nyi dokumentumok egy le´pe´sben to¨r-
te´no˝ gyors helyes´ıra´s-elleno˝rze´se´t.
1. Bevezete´s
Az internet gyors a´talakula´sa´val e´s a sza´mı´to´ge´pek fejlo˝de´se´vel egyre sze´lesebb
ko¨rben leheto˝ve´ va´lik, hogy mind nagyobb terjedelmu˝ szo¨vegeket hozzanak le´tre
a felhaszna´lo´k, e´s pa´rhuzamosan elva´rja´k, hogy a helyes´ıra´s-elleno˝rzo˝ progra-
mok le´pe´st tudjanak velu¨k tartani. Ez nem kivitelezheto˝ a hetvenes e´vek o´ta
alig va´ltozo´, szo´ro´l szo´ra halado´ helyes´ıra´s-elleno˝rzo˝ mo´dszerekkel. Naponta u´j
szavak, tulajdonnevek jelennek meg e´s keverednek a hagyoma´nyos szo¨vegek-
kel, szo´fordulatokkal. Egyre to¨bb specia´lis teru¨leten ro¨gz´ıtik a szakszo¨vegeket
sza´mı´to´ge´pre, ahol egy a´ltala´nos helyes´ıra´s-elleno˝rzo˝nek nincs leheto˝se´ge a szak-
teru¨let specia´lis szavait ismerni, viszont az elge´pele´sek ese´lye ugyanu´gy fenna´ll.
Angol nyelven, ahol nincsenek tu´lsu´lyban a ragozott szo´alakok, a proble´ma
keve´sbe´ jelenik meg, viszont az ero˝sen ragozo´ nyelvekben, mint a magyar, ez




hata´rozottabban elo˝keru¨l, ugyanis nemcsak az egyes u´j, helyes´ıra´s-elleno˝rzo˝ ko¨r-
nyezetek a´ltal nem ismert szavakat
”
kellene” felismerni e´s jav´ıtani, hanem egyu´t-
tal ezek helyesen ragozott alakjait is. Ba´r az ismeretlen szavakro´l a ge´p jelenleg
nem tudja eldo¨nteni, hogy helyesek-e, egyse´ges´ıteni tudja az ı´ra´smo´djukat a sta-
tisztikailag releva´ns tala´latok alapja´n, illetve ke´pes egy menetben csoportos´ıtani
e´s ı´gy egyszerre jav´ıtani vagy jo´va´hagyni to¨bb elo˝fordulo´ szo´alakot a felhaszna´lo´
ke´nyelme e´rdeke´ben. A mo´dszer ero˝sen ta´maszkodik arra, hogy egy szo´ jo´ alakja
statisztikailag sza´mottevo˝en gyakoribb, mint az elge´pele´s. Terme´szetesen ez a
mo´dszer a ko¨vetkezetes helytelen ı´ra´smo´dot nem ke´pes jav´ıtani.
Az ala´bbiakban ezen folyamat re´szleteit ismertetju¨k. Mi az a´ltalunk kora´bban
kifejlesztett eszko¨zo¨ket haszna´ltuk, de a megolda´s a´ltala´nosabb, eze´rt a ke´so˝b-
biekben ido˝nke´nt tokeniza´lo´ke´nt fogunk hivatkozni a PureTokenre [6], POS-tag-
gerke´nt fogunk hivatkozni a PurePOS-ra [3], e´s morfolo´giake´nt a Humorra [2].
2. A mo´dszer
Az o¨sszefu¨ggo˝ szo¨vegeknek saja´tossa´ga, hogy a bennu¨k elo˝fordulo´ szavak a Zipf-
to¨rve´ny szerinti eloszla´ssal rendelkeznek [5]. Megfelelo˝ me´retu˝ o¨sszefu¨ggo˝ szo¨-
vegeket va´lasztva a statisztika mind jobban elo˝te´rbe tolo´dik, a nyelvspecifikus
ismeretek melle´. Ahogy az Kornai e´s ta´rsai cikke´ben [7] is szerepel, az internetro˝l
is legyu˝jtheto˝k ilyen szo¨vegek, amelyekbo˝l statisztikai jellemzo˝k kinyerheto˝ek
ke´so˝bbi felhaszna´la´sra.
2.1. A statisztikai jellemzo˝k kinyere´se e´s felhaszna´la´sa
Ezen jellemzo˝k kinyere´se´hez a rendelkeze´sre a´llo´ nyelvtechnolo´giai eszko¨zo¨k mind-
egyike´t ve´gigfuttatjuk a szo¨vegen, e´s a mondatokra e´s tokenekre bontott szo¨veg
szavaihoz szo´faji c´ımke´ket e´s szo´to¨veket rendelu¨nk, majd egy hagyoma´nyos he-
lyes´ıra´s-elleno˝rzo˝vel megjelo¨lju¨k azokat a szavakat, amelyek ismeretlenek. Az ı´gy
le´trejo¨tt annota´lt szo¨vegben – imma´r csak az ismeretlen szavakat tekintve – sta-
tisztikai saja´tossa´gokat keresu¨nk, amelyek seg´ıtse´gu¨nkre lehetnek a szavak osz-
ta´lyoza´sa´ban, illetve aja´nlatgenera´la´sban. Ilyen jellemzo˝k pe´lda´ul:
– az egyes szo´alakok gyakorisa´gai
– az ismeretlen szavak (POS a´ltal meghata´rozott) szo´to¨veinek gyakorisa´gai
– a fentiek kombina´cio´ja.
A szo´to¨vek szerint csoportos´ıtott szo´alakokbo´l a magyar nyelv ragoza´si jel-
lemzo˝inek e´s ezek o¨sszefu¨gge´seinek ismerete´ben – amit a morfolo´gia tartalmaz a
bee´p´ıtett szo´ta´rban szereplo˝ szavak esete´n – kello˝ sza´mu´ e´s mino˝se´gu˝ ku¨lo¨nbo¨zo˝
ragozott alak megle´te esete´n mega´llap´ıthato´ egy ragoza´si paradigma, amire vizs-
ga´lhato´ak a keve´sbe´ gyakori szo´alakok, ı´gy eldo¨ntve, hogy ragoza´suk egyse´ges-e
vagy sem, ezzel felismerve a helytelenu¨l ragozott, esetleg elge´pelt szo´alakokat.
Az ı´gy szerzett informa´cio´val lehet felismerni e´s jav´ıtani a csak ku¨lo¨nfe´le elge´pelt
forma´ban elo˝fordulo´ va´ltozatokat is, melyeket a hagyoma´nyos helyes´ıra´s-elleno˝r-
zo˝k a to¨bbi helytelen szo´val egyetemben egyse´gesen hiba´snak jelo¨lnek, tova´bbi





elemze´s ne´lku¨l. Egy ma´sik proble´ma az ismeretlen, de elge´pelt szavakhoz meg-
felelo˝ aja´nla´sok genera´la´sa, amit a fenti mo´don gyu˝jto¨tt informa´cio´kkal orvosol-
tunk.
Az ismeretlen szavak oszta´lya´t tova´bb bontva egy-egy szo´alakot, illetve szo´to¨-
vet a gyakorisa´ga alapja´n tekinthetu¨nk
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biztosan jo´” szo´alakokbo´l e´s a gyakori szo´to¨vekbo˝l ve´gezzu¨k el a csopor-
tos´ıta´st e´s a ragoza´si paradigma meghata´roza´sa´t. Ezek a szo´alakok e´s a belo˝lu¨k
nyert informa´cio´k seg´ıtenek a ritka szo´alakokhoz aja´nla´sok genera´la´sa´ban2.
A hagyoma´nyos helyes´ıra´s-elleno˝rzo˝k ı´gy a´talak´ıthato´ak, hogy a megadott
szavak e´s szo´to¨vek alapja´n paradigma´t e´p´ıtve u´jraelleno˝rizze´k az ismeretlennek
jelo¨lt szavakat, e´s szu¨kse´g szerint aja´nla´sokat genera´ljanak hozza´juk a megle´vo˝
belso˝ mu˝ko¨de´s felhaszna´la´sa´val. Ezzel megb´ızhato´ mo´don e´s teljesen automa-
tikusan lehet bo˝v´ıteni a helyes´ıra´s-elleno˝rzo˝ e´s a morfolo´gia szo´ta´ra´t. Emel-
lett a felhaszna´lo´ visszajelze´st tud ku¨ldeni a fejleszto˝knek, vagy egy ko¨zponti
adatba´zisban gyu˝jtheti a kollaborat´ıv munka eredme´nyeit egy helyes´ıra´s-elleno˝rzo˝
esetleges dome´nspecifikus tuda´sa´nak fele´p´ıte´se´hez.
Az ı´gy kapott, oszta´lyozott, jav´ıta´si javaslatokkal ella´tott szavak minden
elo˝fordula´sa´t a felhaszna´lo´ ko¨nnyen, a teljes dokumentum a´tolvasa´sa ne´lku¨l,
mindo¨ssze a kritikus szo¨vegko¨rnyezetre ra´pillantva, egy menetben kezelve ke´pes
jav´ıtani. A nyers szo¨veg mondatokra e´s tokenekre bonta´sa ko¨zben ugyan elvesz´ıti
az eredeti forma´za´st, de pe´lda´ul dinamikus ido˝vetemı´te´ssel (DTW)[8] meghata´-
rozhato´ak a szoros o¨sszefu¨gge´sek (horgonyok) az eredeti szo¨veggel, arra az eset-
re, ha a jav´ıta´sokat nem szo´alakonke´nt egyse´gesen, hanem a jav´ıtando´ szavak
ko¨rnyezete´nek fu¨ggve´nye´ben k´ıva´njuk elve´gezni. Tipikusak az ala´bbi to¨bbe´rtel-
mu˝se´gek:
– roma´n: a nemzetise´g (roma´n[MN][NOM]), a roma emberen (roma[FN][SUP])
– rendben: benne a rendben (rend[FN][INE]), rendben van (rendben[HA])
– alma: az a´llat alma (alom[FN][PSe3][NOM]), almafa (alma[FN][NOM] )
– tova´bba´ minden olyan toldale´ksorra ve´gzo˝do˝ alak, amelyek o¨sszetett szo´
uto´tagjake´nt is megjelenhet, pe´lda´ul: -e´nek: gyereke´nek, -e´ben: feje´ben, -a´ra:
tana´ra, -inak: tanulo´inak [9]
2.2. A POS-tagger adapta´la´sa a szo¨veghez a posteriori
informa´cio´kkal
A tokeniza´lt szo¨veget a POS-taggernek a´tadva, az egye´rtelmu˝en meghata´rozza a
szavakhoz a lehetse´ges lemma´kat a bee´p´ıtett morfolo´gia seg´ıtse´ge´vel.3 Az ismert
szavak esete´n csak a ne´ha´ny felk´ına´lt alternat´ıva ko¨zu¨l kell va´lasztani a simı´tott
1 A gyakori, ugyanolyan mo´don to¨rte´no˝ elge´pele´st ko¨vetkezetes hiba´nak vesszu¨k, e´s
nem tudunk ku¨lo¨nbse´get tenni ko¨vetkezetes hiba´k sza´nde´kossa´ga´t illeto˝en.
2 Jelen me´re´sben csak egyszeru˝ Damerau–Levenshtein ta´volsa´got [10] alkalmaztunk az
aja´nla´sok kerese´se´hez, de ez bo˝v´ıtheto˝ to¨bb megszokott mo´dszerrel is.
3 Itt azt felte´teleztu¨k, hogy a helyes´ıra´s-elleno˝rzo˝ nem szo´lista alapu´, hanem mor-
folo´gia´t haszna´l.




n-gram modell alapja´n. Ezzel szemben az ismeretlen szavak esete´n a szo´to˝ e´s a
szo´faji c´ımke meghata´roza´sa nem ilyen egyszeru˝: ekkor az ismeretlen szavakat egy
ismeretlen szavakat elemezni ke´pes modul, az u´n. guesser megpro´ba´lja megele-
mezni puszta´n a belee´p´ıtett nyelvi tuda´sra hagyatkozva. Az ı´gy kapott rengeteg
elemze´s ko¨zu¨l kell kiva´lasztania a megfelelo˝t az egye´rtelmu˝s´ıto˝nek, amely csak
a loka´lis, n-gram modellt, illetve a mondatszintu˝ beam search megolda´st veszi
figyelembe [3]. Ma´s szo´val: nem haszna´lja ki a nagy terjedelmu˝ o¨sszefu¨ggo˝ szo¨-
vegekben rejlo˝ globa´lis informa´cio´kat. A POS-tagger hate´konysa´ga´nak jav´ıta´sa´ra
olyan mo´dszert dolgoztunk ki, amely a feldolgozott szo¨veg a posteriori informa´cio´i
alapja´n ta´mogatja a feldolgoza´st: a szo¨veg feldolgoza´sa ko¨zben a guesser a´ltal
az egyes szavakhoz genera´lt lehetse´ges lemma´k ko¨zu¨l a szo´hoz tartozo´ c´ımke´nek
megfelelo˝kbo˝l mindig a globa´lisan leggyakoribbat va´lasztjuk. Ezzel elo˝a´ll´ıtunk
egy, a lemma´k gyakorisa´ga szerint rendezett lista´t, amelybo˝l a megfelelo˝en va´-
lasztott elo˝fordula´si ku¨szo¨b fo¨lo¨tti, ı´gy gyakori szo´to¨veket beadhatjuk a prog-
ramnak listake´nt, hogy va´lassza ki azokat a lemma–c´ımke pa´rokat, amelyekne´l
a szo´to˝ szerepel a lista´n, ha van ilyen. Ezzel reduka´lja a leheto˝se´gek sza´ma´t,
majd az ı´gy leszu˝k´ıtett halmazbo´l kiva´lasztja a ve´gleges verzio´t. Az elja´ra´sto´l
azt va´rjuk, hogy az egy szo´to˝re visszavezetett ismeretlen szavak sza´ma no˝, ezzel
pedig a helyes szo´to¨vek sza´ma az ismeretlen szo´alakok ege´sze´t tekintve ara´nyosan
javul.
3. Eredme´nyek
A mo´dszer hate´konysa´ga´t egy elme´letileg csak helyes szavakat tartalmazo´ re-
ge´nyen (Orwell: 1984) e´s az internetro˝l legyu˝jto¨tt u´jsa´gcikkekbo˝l e´s cikksoroza-
tokbo´l a´llo´ hasonlo´ me´retu˝ korpuszon vizsga´ltuk, a Szeged 2.0 korpuszt [4] hasz-
na´lva nyelvi modellke´nt. Az elleno˝rze´s sora´n egy egyszeru˝ heurisztika´val szu˝re´st
ve´geztu¨nk. Az eredetileg kapott adatokat az 1. ta´bla´zatban sz.e., a szu˝re´s uta´-
niakat sz.u. jelzi. A szu˝re´ssel a statisztika´bo´l kivettu¨k az egye´rtelmu˝en o¨na´llo´
toldale´kke´nt azonos´ıthato´ szavakat (pl.
”
-nak”) e´s az olyan szavakat, amelyek





24”). Eza´ltal azt reme´lju¨k, hogy az
”
igazi” szavak e´s elge´pele´seik jobban elo˝te´rbe
keru¨lnek.





1. ta´bla´zat. A korpuszok adatai.
1984 U´jsa´gcikkek
sz.e. sz.u. sz.e. sz.u.
Tokenek: 99913 50586 74053 40716
Tokenek (egyedi): 20393 18211 20916 18465
Szegedben nem szereplo˝: 1149 1058 10001 8965
Szegedben nem szereplo˝ (egyedi): 956 881 8321 7582
Humorban nem szereplo˝: 301 283 1431 1224
Humorban nem szereplo˝ (egyedi): 181 168 1029 886
Humorban e´s Szegedben sem szereplo˝: 217 199 1362 1166
Humorban e´s Szegedben sem szereplo˝ (egyedi): 129 116 992 859














A 2. ta´bla´zatban la´thato´, hogy a globa´lis informa´cio´ ne´lku¨li program nem
tudta megtala´lni a kapcsolatot a ku¨lo¨nbo¨zo˝ szo´alakok ko¨zo¨tt. Az elge´pele´s belesi-
mul a helyes, ismeretlen alakokba. A szo¨veg me´rete´to˝l fu¨ggo˝en e´rdemes bea´ll´ıtani
a gyakorisa´gi ku¨szo¨bo¨t, amito˝l egy szo´to˝, illetve szo´alak helyesnek sza´mı´t. Mi a
me´re´s sora´n az ala´bbi parame´tereket va´lasztottuk: szo´gyakorisa´g ≥ 2, to˝gyako-
risa´g ≥ 3 e´s Damerau–Levenshtein ta´volsa´g = 1.







Szo´to˝va´ltoza´s (egyedi): 19 48
Gyakori lemma´k sza´ma: 14 55
Gyakori szo´alakok sza´ma: 40 51
Paradigma´k sza´ma: 17 58
Aja´nla´sok sza´ma: 3 8

















A ragoza´si paradigma´k, amelyek a 4. ta´bla´zatban is la´thato´ak, akkor tekint-
heto˝ek jo´nak, ha megfelelo˝ sza´mu´ e´s mino˝se´gu˝ olyan szo´alakot tala´lunk, ame-
lyek alkalmasak az egye´rtelmu˝ oszta´lyoza´sra, ı´gy a bizonytalan, ritka´bb ala-
kok elleno˝rze´se´re. Rossz egy paradigma, ha a szo´to˝ sok ritka szo´alak csopor-
tos´ıta´sake´nt, illetve ha tu´l keve´s szo´alak gyakori elo˝fordula´sa miatt lett gyakori.
Ez uto´bbiak is terme´szetes mo´don elo˝fordulnak a szo¨vegben. Az aja´nla´sok a

















La´tszik, hogy e´rdemes egy ma´r megle´vo˝ helyes´ıra´s-elleno˝rzo˝ program mo-
torja´t haszna´lni, mert ku¨lo¨nben a primit´ıv algoritmusnak ko¨szo¨nheto˝en olyan
hamis aja´nla´sok is szu¨lethetnek, amelyek elkeru¨lheto˝k lenne´nek.





A vizsga´lt korpuszokon a hagyoma´nyos helyes´ıra´s-elleno˝rzo˝ programok a´ltal
helytelenu¨l hiba´snak jelzett szavak ara´nya cso¨kkent, e´s ne´ha´ny esetben sikeru¨lt a
hiba´san ge´pelt ismeretlen szavakat helyesre jav´ıtani, minima´lis zajara´ny mellett.
4. Tova´bbi kutata´si ira´nyok
A mo´dszer jelen pillanatban o¨nmaga´ban me´g nem alkalmas automatikus he-
lyes´ıra´s-elleno˝rze´sre, de a kutata´snak ez a kezdeti fa´zisa azt mutatja, hogy az u´j
mo´dszer haszna´lata´val a teljes elleno˝rze´si folyamat a szo¨veg me´rete´nek no¨vele´se´vel
egyszeru˝bbe´ e´s gyorsabba´ va´lik.
Az u´jfajta helyes´ıra´si hiba´k ember a´ltal felu¨gyelt jav´ıta´sa´val pedig ma´r most is
kiele´g´ıto˝ eredme´nyt kapunk, a felhaszna´lo´ pedig az o¨sszefu¨ggo˝ szo¨vegek jav´ıta´sa´t
gyorsabban, ke´nyelmesebben e´s pontosabban tudja ve´gezni. Tova´bbi kutata´sa-
inkban a mo´dszer ala´bbi alkalmaza´si leheto˝se´geit vizsga´ljuk:
– a helyes´ıra´s-elleno˝rzo˝ tuda´sa´nak bo˝v´ıte´se hate´konyan;
– egy erre a ce´lra hasznos elge´pele´sszo´ta´r automatikus e´p´ıte´se;
– felhaszna´lo´k ko¨zo¨tti kollabora´cio´ a helyes´ıra´s-elleno˝rze´sben e´s jav´ıta´sban meg-
osztott lexikonnal;
– mindezek a´ltal gyors dome´nadapta´cio´ ele´re´se.
A felsorolt folyamatok jelenleg megleheto˝sen emberige´nyesek, de a javasolt mo´d-
szer az egyse´gnyi ido˝ alatt feldolgozhato´ szo¨veg mennyise´ge´t egye´rtelmu˝en no¨veli.
Ko¨szo¨netnyilva´n´ıta´s
Ko¨szo¨nju¨k a TA´MOP-4.2.1.B – 11/2/KMR-2011–0002 projekt re´szleges ta´mo-
gata´sa´t.
Hivatkoza´sok
1. Miha´czi A., Ne´meth L., Ra´cz M.: Magyar szo¨vegek terme´szetes nyelvi feldolgoza´sa.
In: Magyar Sza´mı´to´ge´pes Nyelve´szeti Konferencia (MSZNY 2003). SZTE, Szeged
(2003) 38–43
2. Pro´sze´ky, G., Nova´k, A.: Computational Morphologies for Small Uralic Languages.
In: Inquiries into Words, Constraints and Contexts. Stanford, California (2005) 150–
157
3. Nova´k A., Orosz Gy., Indig B.: Java´ban taggelu¨nk. In: Magyar Sza´mı´to´ge´pes
Nyelve´szeti Konferencia (MSZNY 2011). SZTE, Szeged (2011) 336–340
4. Csendes D., Hatvani Cs., Alexin Z., Csirik J., Gyimo´thy T., Pro´sze´ky G., Va´radi
T.: Ke´zzel annota´lt magyar nyelvi korpusz: a Szeged Korpusz. Magyar szo¨vegek
terme´szetes nyelvi feldolgoza´sa. In: Magyar Sza´mı´to´ge´pes Nyelve´szeti Konferencia
(MSZNY 2003). SZTE, Szeged (2003) 238–247
5. Zipf, G.: Selective Studies and the Principle of Relative Frequency in Language.
Cambridge, Mass (1932)
6. Indig B.: PureToken: egy u´j tokeniza´lo´ eszko¨z. In: Magyar Sza´mı´to´ge´pes Nyelve´szeti
Konferencia (MSZNY 2013). SZTE, Szeged (2013) 305–309




7. Kornai, A., Hala´csy, P., Nagy, V., Oravecz, Cs., Tro´n, V., Varga, D.: Web-based
frequency dictionaries for medium density languages. In: Proceedings of the 2nd In-
ternational Workshop on Web as Corpus (WAC ’06). Association for Computational
Linguistics, Stroudsburg, PA, USA (2006) 1–8
8. Bellman, R., Kalaba, R.: On adaptive control processes. IRE Transactions on Au-
tomatic Control, Vol. 4, No. 2 (1959) 1–9
9. Nova´k A., M. Pinte´r T.: Milyen a me´g jobb Humor. In: IV. Magyar Sza´mı´to´ge´pes
Nyelve´szeti Konferencia (MSZNY 2006). SZTE, Szeged (2006) 60–69
10. Damerau, F. J.: A technique for computer detection and correction of spelling
errors. Commun. ACM, Vol. 7, No. 3 (1964) 171–176
