Low-rank methods for semidefinite programming (SDP) have gained a lot of interest recently, especially in machine learning applications. Their analysis often involves determinant-based or Schatten-norm penalties, which are hard to implement in practice due to high computational efforts. In this paper, we propose Entropy Penalized Semi-definite programming (EP-SDP) which provides a unified framework for a wide class of penalty functions used in practice to promote a low-rank solution. We show that EP-SDP problems admit efficient numerical algorithm having (almost) linear time complexity of the gradient iteration which makes it useful for many machine learning and optimization problems. We illustrate the practical efficiency of our approach on several combinatorial optimization and machine learning problems.
Introduction
Semidefinite programming (SDP) has become a key tool in solving multiple problems in computer vision [44, 46] , statistical physics [29] , information theory [29] , machine learning and graphical model learning [10, 11, 26, 40] . There are too many applications of semidefinite programming (SDP) to present a representative sample, but we emphasize two applications, where low-rank solutions of SDPs are of particular interest. In polynomial optimization [24] with underlying graph structure, the rank at the optimum of the basic relaxation is bounded from above by tree-width of the underlying graph [27] , plus one. Further, as explained by [28] , when rank one solution is not available, it is often sufficient to certify that the optimum is not rank one before a stronger relaxation is constructed and solved.
In Max-Cut, which is the simplest example of polynomial optimization allowing for non-convexity, and also perhaps the single best-known SDP relaxation [16, 34] overall, or maximum a posteriori estimates of random fields [30] , rank one solutions are sought. Penalization of the semidefinite objective is of one the most popular approaches to tackle this problem both in theory and practice [13, 37] . In practice, for large-scale problems, however, the penalties are often ignored, as it is believed that their computation is too demanding.
A parallel approach consists in developing numerical optimization methods lead to low-rank solutions. Nowadays it is fully recognized that optimization algorithms based on interior point methods can handle only relatively small problems and do not lead low-rank solutions in general. On the other hand, first-order methods such as gradient descent can solve sufficiently large problems and have increasing popularity in this area [28, 47, 49, 55] .
Computational challenges of solving large-scale SDP is the reason to consider non-convex low-rank relaxation as in [38] . In practice, SDP problems may be solved efficiently using a rank-constrained factorization of a semidefinite matrix X = V · V ⊤ , where V ∈ R n×k for some fixed constant k. These problems are in general non-convex due to the quadratic constraints of the form tr(V ⊤ AV ) = b. However, for large enough k (namely for k > √ 2n), these problems have the unique maximum and thus recover the optimum of the initial SDP problem [8] .
For smaller values of the parameter k things are not much worse. From [39] it is known that for the constant k the low-rank relaxation achieves O(1/k) relative error from the optimum; it is observed that there is little or no improvement beyond k = 10 in practice. In the paper [14] , author study explicitly the relaxation-rounding tradeoff and present approximations guarantees for low-rank relaxations.
In this paper, we build on these works and to develop efficient low rank promoting penalization for SDP along with efficient first-order numerical algorithms for solving resulting low-rank semidefinite programming. Sadly, even recent book-length treatments of low-rank semidefinite programming [1] mention only the nuclear norm. We show that despite the high non-convexity of the penalized problem, our approach successfully recovers rank-one solutions in practice for various maximum a posteriori estimation (MAP) problems in Markov Random Fields (MRF). We also prove that our methods have linear-time iteration complexity which makes them applicable to a wide range of practical problems.
In term of a case study, we focus on maximum a posteriori estimation and non-convex combinatorial optimization problems. We compare our solution with non-penalized semidefinite programming with belief propagation, and state-of-the-art branch and bound solvers [22] regarding their accuracy and time complexity.
Contribution. Our main contribution can be summarized as follows. We show 1. convergence properties of optimization methods employing a wide class of penalty functions that promote low-rank solutions; 2. linear-time algorithms for computing the gradient of these penalty functions of an SDP relaxation of MAP problems; 3. computational results on the penalized MAP SDP relaxation (EP-SDP), which improve considerably upon the results obtained by interior-point methods and randomized rounding.
This allows for both well-performing and easy-to-analyze low-rank methods for SDPs coming from combinatorial optimization and machine learning.
Paper structure. This paper is organized as follows. In Section 2 we define conic optimization problem together with a penalized form with a list of suitable penalization functions. In Section 3 we present theoretical guarantees for solution recovery. Then, in Section 4 we define the maximum a posteriori problem in Markov Random Fields and introduce an iterative procedure together with a first-order method for solving a subproblem at each step; we also show how to compute the gradients efficiently. Finally, we provide computational experiments for different inference problems in MRF in Section 5, and conclude in Section 6.
Setup and background
Semidefinite programming is the following conic optimization problem:
where X ∈ S n + denotes that n × n matrix variable W is symmetric positive semidefinite, I, J are finite index sets, and each f i and g j are convex functions R n×n → R and C j ∈ R n×n and S i ∈ R n×n are constant matrices. We refer to [2, 50] for excellent overviews.
In the context of combinatorial optimization, one may also consider even more powerful methods such as Sum-of-Squares hierarchies [4, 33] . However, even an SDP relaxation, which is, in fact, the first step of this hierarchy, may be too computationally challenging. It is usually solved by interior-point methods in the dimension that is quadratic in the number of variables and thus become intractable even for medium scale problems (with a few thousands of variables). The problem becomes even less scalable for higher orders of the hierarchy since it requires to solve SDP with n Θ(d) variables, where d is the level of the hierarchy.
Low-rank relaxations and penalized problem
First, let us define our notion of a penalty function formally and explain related work on first-order methods for semidefinite programming. Assumption 1. Let us assume that the (SDP) has an optimum solution with a rank r.
Let us consider the following proxy problem:
where q > r and R q,λ (V ) satisfies:
R is a penalty function that promotes low-rank solutions if for some integers q ′ ≤ q and a multiplier λ ∈ R + :
We use penalty instead of penalty function that promotes low-rank solutions, where there is no risk of confusion. This notion of a penalty is rather wide. When multiplied by λ, determinant is a prime example. One may also consider functions of the following quasi-norms:
1. the nuclear norm:
where σ i is the i-th singular value [1] . The norm is also known as trace norm, Schatten 1-norm, and Ky Fan norm. As shown by [31] , in [38] method, one can benefit from a bi-Frobenius reformulation:
There are also truncated [51] and capped variants [35] . 2. Schatten-p quasi-norm for p ∈ Q + :
where σ i (X) denotes the i-th singular value of X [48] . 3. A smoothed variant of Schatten-p quasi-norm by [36] for p, ǫ ∈ Q + :
4. tri-trace quasi-norm of [12] :
which is also the Schatten-1/3 quasi-norm. 5. bi-nuclear (BiN) quasi-norm of [41] [42] [43] :
which is also Schatten-1/2 quasi-norm. 6. Frobenius/nuclear quasi-norm of [41, 42] :
which is also Schatten-2/3 quasi-norm.
We should also like to remark that there has been considerable interest in analyses of low-rank approaches without any penalization, especially in matrix-completion applications. Much of the analyzes go back to the work of [21] . For further important contributions, see [3, 7, 15, 17-20, 45, 54] . The extensions to semidefinite programming [6, 55] are somewhat difficult, because there is no immediate equivalent to the restricted isometry property, although there are solid results [5, 8] for special cases in community detection and synchronization.
Entropy viewpoint
In this Section, we provide a unified viewpoint on penalty functions introduced in the previous Section from the entropy penalization perspective. This would be of help in our study not only from methodological but also from a computational standpoint. To this end, we consider the Tsallis entropy [9] defined according to:
The Tsallis entropy is crucial in our study as it captures many popular penalties considered earlier.
Indeed the Schatten p-the norm for 0 < p < 1 coincides with the Tsallis entropy S T p over a set of matrices with a fixed trace norm so that tri-quasi norm and bi-nuclear norm (2-6) are covered as well. The Log-Det function, − log det X, also heavily used in low-rank semidefinite programming, is up to an additive constant factor relative (Shannon) entropy taken concerning a unit matrix, while Renyi S R and von Neumann S also can be used as penalties to promote a low-rank solution. Up to the best of our knowledge neither Renyi, von Neumann nor Tsallis entropies have not been studied in full generality in the context of low-rank semidefinite programming.
Exact recovery
Let us now present a unified view of the penalties and their properties: Lemma 1. Any of: In that case, X * /σ min (X) = rank (X) and subtracting q results either in a non-positive number when the rank is less than q, and a positive number otherwise. In case the singular values are non-equal, X * /σ min (X) provides an upper bound on the rank of X, which can be improved as suggested. The use of an upper bound results in the value of the penalty going off to infinity for values between q ′ and q in the large limit of λ.
Crucially, under mild assumptions, any penalty allows for the recovery of the optimum of a feasible instance of (SDP) from the iterations of an algorithm on the non-convex problem in variable V ∈ R n×r , such as in the [14] or [38] methods:
Theorem 2. Assume that we solve the proxy problem (Pen-SDP) iteratively and R q,λ (V ) is a strict penalty function that promotes low-rank solutions. In each iteration, if the R q,λ (V ) = 0, we increase λ (e.g. set λ t+1 = γλ t with u > 1 be some fixed parameter). Furthermore, let us assume that the solution which we found is denoted byṼ q with rank (Ṽ q ) = q ′ < q.
Let us also denoteṼ
. Also assume that we have an optimal solution of (SDP) has an optimal solution X * with a rank (X * ) = r.
Then, if
is a local minimum of
Proof. Let us define a family of matrices for τ ∈ [0, 1] as follows
where (V * ) ⊤ (V * ) is some factorization of X * with V * ∈ R n×r .
Note, that it is easy to see that ∀τ , we have rank (X(τ )) < r + q ′ + 1 and hence ∀λ, τ : R q ′ +r+1,λ (V (τ )) = 0. Now, assume the contradiction, i.e., V q ′ +r+1 is a local optimum solution but V q ′ is not a global solution. Now, we show that ∀τ ∈ [0, 1], V (τ ) is feasible solution. Indeed, for any j ∈ J we have
We just showed that each V (τ ), τ ∈ [0, 1] is feasible point. Now, let us compute the objective value at this point. For all τ ∈ [0, 1] we have:
which is a contradiction with the assumption thatṼ q is a local optimum.
Efficient Implementation for MAP Inference Problems
MAP Inference Problem. A pairwise Markov Random Field is defined for a arbitrary graph G = (V, E) with n vertices. We associate a binary variable x i ∈ {−1, +1} with each vertex i ∈ V . Let θ i : {±1} → R, θ ij : {±1} 2 → R defined for each vertex and edge of the graph be vertex and pairwise potential respectively. Thus posterior distribution of x follows to the Gibbs distribution:
The maximum a posteriori estimate is then
which is its turn an NP-hard binary quadratic optimization problem [23] x = argmax
with indefinite matrix S. The SDP relaxation for this problem is given by [16, 52] :
subject to X ii = 1 covers also Ising model in statistical physics, and a number of combinatorial optimization problems. Although we believe the approach can be extended to a general setup given by Eq. (SDP). An entropy penalized SDP relaxation we work with have the form:
Numerical Method.
To solve Problem (EP-SDP) we use the Augmented Lagrangian method starting from sufficiently small value of the penalty parameter λ > 0 and increasing it in geometric progression, λ k+1 = λ k γ, with γ > 1. Algorithm 1 contains all necessary details.
Data: Quadratic matrix S stands for the MAP Inference problem, staring point λ 0 , γ > 1, step size policy {η k } k≥1 accuracy parameters ε, ǫ Result: Solution V * stands for the local minimum of (EP-SDP) of unit rank
Algorithm 1: Penalized low-rank algorithm for MAP in MRF with projected gradient descent
The following Lemma justifies the efficiency of the gradient computation for Tsallis,. Renyi and von Neumann entropies.
if the number of non-zero elements in matrix A is O(n), then the iteration complexity of Algorithm 1 is O(n).
Proof. We start our analysis with Tsallis entropy. First, compute the gradient of S
Similarly for Renyi S R (X), and von Neumann S N (X)) entropies we have: Table 2 : Results of numerical experiments on the Max-Cut problems from the GSET collection.
Following to [25] , the singular-value decomposition of matrix V = U 1 DU 2 with
Since that for any α > 1, the product
together with trX α = trD 2α and trX = trD 2 . Thus for a fixed k the gradient
computation time is linear in its dimension. (Here for any α ∈ (0, 1) we use the identity ∂λ i = v i ⊤ ∂Xv i .) To finish the proof of the statement, it remains to note that matrix-vector multiplication takes O(n) time for any for matrix with O(n) non-zero entries.
Case study
In this Section, we compare our penalized algorithm with other conventional approaches to MAP problems. We fix the width of factorization to k = 10 since there is no significant gain in practice for greater values of k [39] . We chose 2η k β = 1, where β is the Lipschitz constant of the gradient in ℓ 2 norm and γ = 3/2. It is usually enough to have about 35 iterations for penalty updates and about few hundred iterations to find a local minimum using Algorithm 1. We emphasize that matrices we get by solving EP-SDP in practice we always get rank-one solutions and, thus, we do not need any rounding procedure.
In Table 1 we summarize empirical results for MAP inference problems from BiqMac collection 1 . We compared our algorithm with the semidefinite programming solved by the interior-point method and then rounded using the best of one thousand Goemans-Williamson roundings [16] . We also compare ourselves with popular loopy belief propagation UGM solver 2 . Finally, we compare our solution with the one obtained by the Branch and Bound algorithm implemented in Biq Crunch library 3 .
In our study, we tried the parameter α, determines entropies S T α , S N α , and S R α , from exponential grid from 1 to 10 with a step 1.1. As a result of experiments, we note that α = 1.1 and α = 5.0 provide better results for the low-rank semidefinite programming with Tsallis and Renyi entropies respectively. Although, the difference between different α ∈ (1, 10] is not very significant for the both of Tsallis and Renyi entropies. Table 2 summarizes the results of solving the Max-Cut problem over GSet collection of sparse graphs 4 . As we see from the experiments, the results of applying suitable entropy often notably outperform both the semidefinite programming with the classical Goermans-Williamson rounding, the mean field approximation, and the results of UGM solver for loopy believe propagation and mean-field inference. As we can see, EP-SDP outperforms both loopy BP and Mean-Field in a number of cases. It worth to note, that for several instances of Gset graph collection, loopy believe propagation provides rather weak results. Usually, strong results of loopy believe propagation as usually are complementary to those of the mean field approximation [32] which is supported by our empirical results. Results of both loopy believe propagation and mean field approximation can be substantially improved using the linear programming believe propagation approach (LP-BP) [53] .
An important fact about Algorithm 1 is that in our experiments the algorithm time complexity does not exceed a few seconds for each of the test cases, but often performs almost as good as Branch and Bound Biq-Mac Solver which in its turn requires a quite significant time to converge [22] . We are going to release the source code for our approach for the final version of the paper.
Conclusion
In this paper, we provide a unified view of the penalty functions used in low-rank semidefinite programming using entropy type of penalties. We show that semidefinite programs with an entropy penalty can be efficiently computed using first-order optimization methods with linear-time iteration complexity, which makes them applicable to large-scale problems appears in machine learning and non-convex optimization. Finally, case study over various binary MAP inference problems supports the practical efficiency of the entropy penalized low-rank semidefinite programming approach. The next step of our research is to enhance our approach with the ideas coming from belief propagation methods paying a lot of attention to the graph structure which seems to be ultimately crucial for large-scale optimization and inference problems.
