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This thesis covers intracellular stress signaling through genotoxic stress, 
overriding of checkpoint control, as well as cellular redox status in hypoxic and oxidative 
stress 
Papers I and II: Caffeine has been shown to override cell cycle checkpoints in 
humans as well as in the fission yeast Schizosaccharomyces pombe. Understanding of the 
mechanism may aid in the development of compounds with similar overriding mechanisms 
for sensitization in cancer therapy. We show that caffeine induces accumulation of the mitotic 
inducer protein Cdc25, which removes inhibitory phosphorylation from the CDK Cdc2. 
Deletion of genes encoding the fission yeast checkpoint proteins Rad3 or Cds1 resulted in a 
higher constitutive level of Cdc25, suggesting a constitutive role in regulation of the Cdc25 
level. Importantly, however, caffeine-induced Cdc25 accumulation is Rad3 independent. 
Mechanistically our results indicate that caffeine stabilizes and induces nuclear accumulation 
of Cdc25 as well as preventing Wee1, the kinase phosphorylating the same residue that Cdc25 
dephosphorylates, from increasing in response to DNA damage, thereby enforcing 
progression into mitosis. Our results are in agreement with the known caffeine inhibition of 
TORC1 contributing to checkpoint override. 
Paper III: FHIT, a human tumor suppressor, modulates DNA damage sensing, 
checkpoint control, proliferation and apoptosis. We investigated Aph1, the fission yeast 
homolog of FHIT, and found that deletion of the aph1+ gene led to enhanced proliferation in 
sublethal concentrations of genotoxins. This phenotype was accompanied by elevated 
chromosome fragmentation and/or missegregation. Moreover, we show that an aph1 deletion 
leads to knock-down of the checkpoint protein Rad1 in the 9-1-1 complex, and that Aph1 as 
well as all 9-1-1 proteins are downregulated in hypoxia. 
Paper IV: H2O2 induces oxidative stress, but is also a signaling molecule that 
exerts its function through reaction with selected thiols of protein cysteines. MAP kinase 
(MAPK) pathways are induced by H2O2 in both human and fission yeast. We observed that an 
active site cysteine, shown to be involved in negative regulation of a human MAP kinase 
kinase (MAPKK), is evolutionarily conserved in all MAPKKs of budding yeast, fission yeast 
and humans, indicating that regulation of kinase activity through this cysteine may be a 
conserved feature of MAPK signaling in these organisms. The active site cysteine C458 in 
fission yeast MAPKK has no plausible cysteine partner for intramolecular disulfide bond 
formation. However, Wis1 kinase activity was still inactivated by reversible thiol oxidation in 
a C458 dependent way. The synthetic allosteric MAPKK modulator molecule INR119, 
predicted to bind in a site next to C458, protected against negative oxidative regulation in 
vitro targeting C458, resulting in enhanced MAPK signaling in vivo. 
 
Keywords: Caffeine, Cell cycle, Checkpoint, Cdc25, Wee1, TORC1, FHIT, Proliferation, 





Alla celler, både i encelliga och flercelliga organismer, svarar på stimuli genom 
att reglera olika signalvägar. Dessa signalvägar är ofta höggradigt bevarade i evolutionen, och 
kan därmed studeras i modellorganismer mer lämpade för experimentella studier. Många 
sjukdomar, exempelvis cancer, är resultatet av störd signalering. Denna avhandling bygger på 
studier i den encelliga jästsvampen- och tillika modellorganismen Schizosaccharomyces 
pombe, och fördjupar sig i intracellulära signalvägar, som alla har cancerrelevans. 
Koffein har visat sig kunna sätta de kontrollmekanismer som vid behov stoppar 
celldelningen ur funktion. Det viktigaste regleringsproteinet i cellcykeln är Cdc2. En viktig 
regleringsmekanism av Cdc2 utgörs av inhiberande fosforylering av Y15, där kinaserna 
Wee1/Mik1 fosforylerar och fosfataset Cdc25 avlägsnar fosfatet. Vi visar att Cdc25 
ackumuleras i cellkärnan om man tillsätter koffein, medan Wee1 istället ej accumuleras som 
det ska vid DNA-skada om koffein finns närvarande. Detta leder till att cellcykeln inte 
stoppas trots DNA –skador. Ackumuleringen av Cdc25 är oberoende av Rad3, ett viktigt 
kontrollprotein som föreslagits vara målproteinet för koffein. Våra resultat stödjer snarare 
TORC1, som också inhiberas av koffein, som det viktigast målet avseende denna effekt. 
Aph1 är motsvarigheten hos S. pombe till Fragile histidine triad protein (FHIT), 
en human tumörsuppressor. Vi visar att förlust av Aph1, i likhet med förlust av FHIT, leder 
till oreglerad celldelning såväl i normala förhållanden som i närvaro av DNA-skadande 
ämnen. Kombinerar man dessutom förlust av Aph1 med partiell funktionsförlust i ett annat 
viktigt kontrollprotein, Cds1, blir resultatet ojämn kromosomfördelning och/eller 
kromosomfragmentering. Förlust av Aph1 orsakar också nedreglering av Rad1, ett protein 
som är inblandat i DNA-skade responsen. Vi visar vidare att Aph1 är starkt reglerad av 
aktiviteten i mitokondriens elektrontransportkedja. Sammanfattningsvis finns flera likheter 
mellan FHIT och Aph1, och S. pombe bör därför vara en attraktiv modell med lägre 
komplexitet för att studera FHITs funktioner. 
Väteperoxid är en oxidant som kan skada cellens strukturer, men också reglera 
signaleringen inuti cellen via oxidering av utvalda cysteiner i proteiner. Vi har identifierat en 
bromsmekanism hos signalproteinet Wis1, ett MAPkinaskinas, via ett specifikt cystein, som 
hindrar att signaleringen slås på i alltför låga koncentrationer av väteperoxid. Förlust av 
bromsfunktionen leder till stark känslighet mot just väteperoxid. En syntetisk molekyl, kallad 
INR119, binder vidare Wis1, förmodligen i en strukturell ficka bredvid cysteinet, och 
blockerar aktivitetsnedregleringen via det närliggande cysteinet. Detta leder till en uttalad 
förstärkning av signalvägen. Vi hoppas att vidare studier kan leda till kunskap om hur man 
kan förstärka signalering från MAPkinaskinaser hos människa för att därigenom sänka 
tröskeln till programmerad celldöd i vissa typer av cancer. 
Nyckelord: DNA-skada, kontrollprotein, koffein, Cdc2, Cdc25, Wee1, Rad3, TORC1, FHIT, 
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The use of model organisms in the understanding of our own cells 
The interest of humans in cell and molecular biology is first and foremost 
directed to knowledge important for survival and quality of our own lives. We are interested 
in understanding pathogens infecting humans or livestocks, in different medical conditions 
and the development in treatment of these. Even so, some research relevant for understanding 
human health and quality of life on the cellular and molecular level is not performed on 
human cells, but in various eukaryotic model organisms, organisms for which systems of 
genetic manipulations have been developed, and which similar to our cells belong to the 
domain of eukaryotes, i.e. whose cells carry a nucleus. Examples of common eukaryotic 
multicellular models are mouse, rat, zebrafish, the nematode Caenorhabditis elegans as well 
as the fruit fly Drosophila melanogaster and the plant Arabidopsis thaliana. In addition, 
unicellular eukaryotic organisms such as yeasts are used. The wide range of models in use 
reflects that different model organisms are suitable for the understanding of different 
processes. 
The simplest reason for using unicellular eukoryotic organisms for the 
understanding of processes in human cells is the complexity of our own cells and the interplay 
between them. It is sometimes hard to see the basal regulation in a system because of the 
complexity built upon it, “hard to see the forest because of all the trees...” It may be beneficial 
to first study intracellular processes in a simpler system, and then look for similarities with 
our own cells. When doing so it is however important to understand that the results can not be 
directly extrapolated to humans, but should be seen as a starting point for studies in more 
complex systems.  
 Using yeasts as models has many advantages when it comes to the everyday 
laboratory work. They are easily genetically manipulated, and they are easily grown with low-
cost meassures. The generation time is short, making it easy to scale up laboratory procedures 
when needed and many experiments can be repeated in a relatively short timeframe. The 
availability of haploid cells is also a clear advantage, as it is easier to study a genetic function 
without a second copy of the gene interfering with the result. Last but most importantly, even 
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though less complex than our cells, many important pathways are conserved to a high degree, 
giving us the chance to study these in a simpler context. 
This thesis contains four distinct pieces of basic research of intracellular 
signaling, covering oxidative, hypoxic, and genotoxic stress as well as overriding of 
checkpoint control. The main part of the data is obtained from studies carried out in the 
unicellular yeast Schizosaccharomyses pombe with minor complementing work in Paper IV 
performed in a human breast cancer cell line. The signaling pathways studied are quite diverse 
in nature but all have in common that the human counterparts are deregulated in cancer. A 
brief overview of the studied pathways is presented in Fig. 1. 
 
 






Schizosaccharomyces pombe as a model organism 
Yeasts are fungi, but the word yeast is not the name of a monophyletic group of 
fungi, but a descriptive word given to a fungus with a unicellular way of life. The yeast 
Schizosaccharomyces pombe is a model organism used to study e.g. various principles of 
intracellular regulation and responses in the eukaryotic cell. It is a fungus belonging to the 
group Ascomycetes which also contains the more commonly used model organism 
Saccharomyces cerevisiae (baker´s yeast). This is one of the budding yeasts, which divide 
asymmetrically by budding of smaller daughter cells from the mother cell. It appears that 
budding yeasts have evolved faster and accumulated more specialized features than most 
other eukaryotes including S. pombe. The fission yeast S. pombe has not passed through major 
genome duplications [1] in contrast to budding yeast, which has gone through at least one full 
genome duplication, with following reduction of gene number to approx. 5500 [2]. In 
addition, budding yeast has lost many genes that are conserved between fission yeast and 
mammals [3]. Therefore S. pombe keeps more of its basal ascomycete characteristics and is 
genetically closer to the point of evolutionary split between fungi and animal cells [4]. 
In contrast to the ovoid-shaped budding yeast cells, the cells of S. pombe are rod 
shaped, and grow by tip elongation [5]. S. pombe is commonly called fission yeast as it 
divides symmetrically by binary fission. Fission yeast has approximately 5000 open reading 
frames divided on 3 chromosomes, and the open reading frames have a higher frequency of 
introns (within 43 % of genes) [6] compared to budding yeast (within 5 % of genes), and the 
pre-mRNA splicing machinery is more closely related to human than is the budding yeast 
counterpart [7]. The commonly used laboratory strains all come from a single isolate that is 
close to isogenic, however containing different mating types. The mating types of fission 
yeast are called h- and h+, as well as h90.  h-  and h+  are opposite mating types whereas h90 can 
switch between the mating types and thereby mates with both  h- , h+,  as well as with h90 [4]. 
Mating between haploid cells only takes place when compatible mating types are in close 
proximity during nitrogen limitation, forming a zygote that directly undergoes meiosis leading 
to formation of an ascus containing 4 ascospores [8]. 
Whereas budding yeast has been widely used for many different research areas, 
studies using fission yeast have historically been especially important in elucidating cell cycle 
regulation and cell cycle checkpoints. Budding yeast has also contributed significantly in the 
understanding of the eukaryotic cell cycle and checkpoint control. However, in these areas of 
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research fission yeast complements this knowledge as some aspects of this regulation, such as 
the regulation of inhibitory phosphorylation on Y15 of CDK1, the key regulator of the cell 
cycle [9], is more typical for other eukaryotic cells. Fission yeast also complements budding 
yeast studies in the field of  eukaryotic  chromosomes, as some budding yeast chromosome 
features such as centromeres [10], replication origins [11] and heterochromatin [12] are less 
typical of eukaryotes. Other common areas of research are intracellular signaling pathways 
such as stress responses as well as transcriptional and post-transcriptional regulation. The 
conserved signaling pathways studied in fission yeast often have counterparts of the 
mammalian proteins, however with fewer versions/isoforms. One illustrative example of this 
are the members of the Cdc25 family, the phosphatases that removes inhibitory phosphate 
groups on CDKs. In mammalian cells there are three isoforms of CDC25, called CDC25A, 
CDC25B, and CDC25C [13], whereas in fission yeast only one form of Cdc25 exists [14]. 
Other examples are CDKs involved in regulation of mitotic and meiotic cell cycles, where 
fission yeast uses the same CDK, called Cdc2, in all regulation steps of both cycles [15, 16], 
whereas human cells have multiple CDKs with more specialized functions [17]. Another 
example is mitogen-activated protein kinase (MAPK) pathways, where human have multiple 
pathways [18], whereas fission yeast has only three [19]. 
 
Cell cycle regulation 
The eukaryotic cell cycle 
A typical eukaryotic mitotic cell division cycle contains four distinct phases: a 
DNA synthesis phase (S phase), a mitotic phase (M phase), and two intervening growth 
phases (G1 and G2). Newly separated cells grow in G1 before entering S phase, where genome 
duplication takes place. S phase is further separated from mitosis, where the replicated sister 
cromatids are separated from each other, by the second growth phase, G2. After a certain point 
in G1, called START in yeasts, roughly equivalent to the restriction point in mammalian cells, 
cells are committed to entering replication [20, 21]. At specific points in the cell cycle, named 
checkpoints, certain criteria must be fulfilled before entering the next stage of the cycle. 
These criteria can for example be to have reached a certain size of the cell, non-damaged 
DNA, undamaged, fully replicated, DNA, or proper alignment of the sister chromosomes in 
the metaphase-to-anaphase transition. The checkpoints of the cell cycle ensure that the events 
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of the cell cycle are coordinated, executed in the right order as well as making sure problems 
are settled before entering the next stage. [22]. 
 
The fission yeast mitotic cell cycle 
 The mitotic cell cycle in fission yeast is dominated by a long G2 phase, whereas 
G1 is much shorter. The major checkpoint of the fission yeast cell cycle is also at the 
boundary between G2 and M phase [23, 24]. A peculiarity of fission yeast is the fact that 
cytokinesis, the separation of the cytoplasm into two cells, is separated in time from closure of 
M-phase, and therefore a second round of DNA replication is often initiated before 
completion of the cytokinesis of the ongoing cell cycle [25]. In most eukaryotic cells the end 
of mitotic phase instead normally coincides with cytokinesis even though cytokinesis 
regulation is distinct from mitosis [26],  
 
The cell cycle is regulated by oscillating build-up and degradation of key proteins 
A major selective proteolytic machinery within the cell is the proteasome. The 
eukaryotic 26S proteasomes are highly selective multiprotein barrel-shaped complexes that 
degrade proteins within their internal proteolytic cavity. Generally proteins covalently labeled 
with chains of a certain small protein unit, called ubiquitin (Ub), are let into the chamber and 
a chain of at least four Ub units are needed for proteasome dependent hydrolysis [27]. As the 
cell cycle is driven by oscillating events of build-up and degradation of key factors, the 
ubiquitination labeling system, targeting substrates for degradations by the proteasome, plays 
a vital role in cell cycle regulation where the degradation of selected proteins can either 
inactivate or activate a process depending on the function of the protein. Deregulation of the 
proteolytic system can result in cellular proliferation, genomic instability as well as cancer 
[28].  
The E1 enzymes, E2 ubiquitin-conjugating enzymes, and E3 ligases together 
target selected proteins with polyubiquitin chains. Both ubiquitin ligases and the proteasome 
itself localize to the cytoplasm as well as the nucleus of eukaryotic cells [27] Two important 
eukaryotic E3 complexes are constituted by the anaphase-promoting complex or cyclosome 
(APC/C), and the SCF (Skp1-Cullin1-F-box E3 ubiquitin ligase). At the border of the 
anaphase-to-metaphase transition, the activity of APC/C is needed for ubiquitination of 
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securins [28], in S. pombe called Cut2 [29], inhibitors of the transition, whose degradation is 
essential for sister chromosome separation. The activity of APC/C is highest at the anaphase-
to-mitosis transition and later ceases in G1. The SCF complex is instead active throughout the 
cell cycle but mainly regulates the progression of G1 to S phase [28]. 
 
Cyclin dependent kinases (CDKs) drive the cell cycle  
CDKs are serine/threonine kinases that are not themselves catalytically active 
unless bound to a regulatory subunit, a cyclin. The cyclins are so termed as their levels build 
up, having their maximum concentration at the point where they are needed, and thereafter are 
destroyed in proteasomes. Humans have 20 different CDKs named CDK 1-20 [17], whereas 
the fission yeast has 7 CDKs [30]. CDKs are further traditionally separated into either cell-
cycle or transcriptional CDKs, even though this division is somewhat confusing as the 
transcriptional regulation itself effect cell cycle transition, and as at least human and fission 
yeast CDK7 has dual roles as part of the transcription factor IIH as well as being a CDK-
activating kinase (CAK) of CDK1/Cdc2, and in humans also CDK2, CDK4 and CDK6 [31, 
32]. 
Conserved CDKs of the cell cycle type catalyze the progression through the 
eukaryotic cell cycle by phosphorylation of key regulatory substrates [33]. These CDKs are 
tightly regulated by their association with cyclins as well as through inhibitory 
phosphorylation and physical interactions with CDK inhibitors (CKI) and for full activity 
activating phosphorylation by CDK activating kinases (CAKs) are necessary [34]. 
A CDK without its cyclin is not only inactive, but the same CDK has different 
substrate specificity depending on its bound cyclin [35]. Therefore the association with the 
proper cyclin is regulated through build-up and breakdown, during the course of the cell 
cycle, hence the term cyclin  [36]. The master mitotic regulator in metazoans is called CDK1. 
The CDKs 1, 2, and 3 as well as CDK4 and 6 together constitute the mitotic cell cycle CDKs 
in mammals [37]. CDK1 in mammals is normally mainly responsible for initiation of mitosis 
through phosphorylating proteins involved in nuclear envelope breakdown, chromosome 
condensation and spindle assembly, whereas CDKs 3 as well as 4/6 have roles during G1 [37]. 
CDK2 is involved in the transition between G1 and S-phase as well as from S-phase to G2 [38] 
and is essential in meiosis [39, 40]. In mouse, CDK1 is the only cell cycle type CDK 
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absolutely essential for the mitotic cell cycle [40], whereas CDK2 and CDK4 as well as 
CDK4 and CDK6 have overlapping functions and can substitute for each other except for in 
certain tissues [39]. Conditional CDK1 knock-out mice arrest in the blastocyst stage [41].The 
only cell cycle type CDK of fission yeast is called Cdc2, carrying out all the classical cell 
cycle CDK functions in all transitions of the cell cycle both in the mitotic [42, 43] as and 
meiotic cell cycles [16]. Cdc2 is also the homolog of human CDK1, and human CDK1 was 
itself first identified through complementation studies in fission yeast [44]. Cdc2 binds 
different cyclins, Cdc13 (G2/M) [45], Cig1 [46] and Puc1 (G1) [47], and Cig2 (G1/S) [48] 
depending on the stage of the cell cycle. However it is fully possible to drive the cell cycle 
with only Cdc2 and Cdc13 if they are fused to form a chimeric protein making CDK activity 
independent of cyclic build up and degradation of cyclins. Further, when regulating the 
activation level of the fused Cdc2-Cdc13 module, different thresholds were shown to be 
responsible for the different cell cycle transitions. This suggests that the major regulation by 
the different cyclins is to confer different activation levels of the CDK and that the substrate 
specificity may be regulated by the activation level [49]. 
 
Regulation of CDK activity by the Cdc25 dual phosphatase and Wee1-like 
kinases 
One of the determining factors of the CDK1/Cdc2 activity of in the cell is the 
level of conserved inhibitory phosphorylation on Y15 and to a lesser extent also on T14 [9]. 
This regulation is regulated through the Wee1/Mik1/MYT1 family of kinases [50] and the 
counteracting activities of Cdc25 phosphatases [51]. Both cell cycle checkpoints and stress 
response pathways target cell-cycle progression through the regulation of Y15 
phosphorylation by both decreasing the activities of Cdc25 and increasing the activities of 
Wee1/Mik1/MYT1 [52, 53, 54, 55]. 
The importance of Cdc25 as a regulator in the cell cycle was first identified in 
fission yeast [56] In mammals the CDC25 dual phosphatase exists in three isoforms, 
CDC25A, CDC25B, and CDC25C [57]. CDC25A was first identified through its sequence 
homology to the single version of fission yeast CDC25 [58]. The catalytic domains of the 
mammalian isoforms are well conserved whereas their regulatory domains are more diverse 
[59]. While CDC25B and CDC25C promote G2/M progression by primarily 
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dephosphorylating CDK1, CDC25A also removes inhibitory phosphate groups on CDK4, 
CDK6, and CDK2 as well as CDK1. This makes CDC25A involved in all transitions of the 
mammalian mitotic cell cycle and CDC25A inhibition is important in checkpoint control [60]. 
The levels of mammalian CDC25 isoforms as well as the fission yeast Cdc25 is periodically 
built up as well as ceasing, during the cell cycle, for efficient transition between the different 
phases. In fission yeast the Cdc25 protein level is at its maximum shortly at the end of mitosis 
but never goes down to zero [61]. Different patterns of slower migrating forms of Cdc25 on 
SDS-PAGE are prominent depending on the stage of the cell cycle [61, 62]. These constitute 
differently phosphorylated forms of Cdc25, as phosphatase treatment eliminates the slow 
migrating forms [62]. The slowest migrating forms are found peaking at the maximum of 
Cdc25 activity. Stalling the cell cycle at a certain point, results in stockpiling of Cdc25 with 
the same pattern of slow migrating forms. The function of this counterintuitive stockpiling 
during a time where progression is stopped is presumably for prompt induction of progression 
when it again becomes possible. Although the Cdc25 activity peaks at mitosis, Cdc25 is partly 
active also during the rest of the cell cycle and has functions in the other phase transitions as 
well [62]. 
Cdc25 phosphatases are in many ways themselves regulated by phosphorylation. 
Hyperphosphorylated forms are as already mentioned found at the highest degree of activity. 
Localisation is regulated through its interaction with 14-3-3 proteins [63], in fission yeast 
mainly Rad24 [64] and to a lesser degree Rad25 [65]. This interaction can be induced by by 
phosphorylation on certain residues performed by multiple kinases. The checkpoint kinases 
CHK1/Chk1, CHK2/Cds1 are able to phosphorylate CDC25/Cdc25 on these residues [52, 66], 
and additionally cellular stress also regulates cell cycle progression via phosphorylation of the 
same residues. This phosphorylation leading to stress-induced checkpoint arrest is induced 
through induction of MAPK signaling in mammals through p38-mediated activation of 
MAPKAP2 [66, 67] and in fission yeast through the Sty1-activated Srk1 kinase [68], where 
MAPKAP2 and Srk1 both directly phosphorylate Cdc25/CDC25. When in complex with the 
14-3-3/Rad24 proteins, Cdc25/CDC25 is excluded from the nucleus and thereby not in 
contact with its target CDK [69]. Dephosphorylation performed by the mammalian CDC14-
related fission yeast protein phosphatase Clp1 targets Cdc25 for polyubiquitination, in fission 
yeast by the E3 ligase Pub1, leading to its subsequent degradation by the proteasome [70, 71]. 
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Wee1, a CDK inactivating kinase was also first identified in fission yeast [72], 
where deficiency of the protein resulted in premature mitotic entry as well as entry of smaller 
cells into S phase. In fission yeast smaller-sized cells are commonly termed the wee1 
phenotype (“wee” means small in Scottish). Fission yeast Wee1 and Mik1 both phosphorylate 
Cdc2 Y15, and in the case of Wee1 also T14 [53, 73], even though phosphorylation on T14 is 
rather unusual in S. pombe [74]. Fission yeast Wee1 as well as Mik1 are responsible for 
regulation the cell cycle transitions, however Wee1 is more crucial in regulation of normal 
cell cycle progression whereas Mik1 is mainly responsible for inactivation of Cdc2 in the 
DNA damage and replication checkpoint controls [53].  Mammalian WEE1 also plays a 
critical role in proper timing of cell division, through the modulation of CDK1 and CDK2 
activity by inhibitory phosphorylation of conserved Y15 residues on both kinases, thereby 
controling entry into mitosis and DNA replication during S phase [75,76]. The human MYT1 
kinase is required for T14 phosphorylation [77]. 
14-3-3 proteins in humans have been shown to regulate cell cycle progression 
also through their binding to WEE1, which positively regulates its enzymatic activity [78]. 
For Wee1 or Mik1 in fission yeast this was not previously shown. In Paper II we 
demonstrate that in the absence of DNA damaging agents, caffeine treatment leads to an 
increase of Wee1 in a way dependent of the 14-3-3 protein Rad24, in support of a conserved 
interaction between this 14-3-3 protein and Wee1 in fission yeast.  
TORC1, Target of rapamycin complex 1, is a conserved major regulator of 
translation responding to the nutrient and energy status of the cell, regulating global 
translation accordingly [79]. TORC1 impacts growth, proliferation and survival and some 
inhibitors including rapamycin are used as anti-cancer agents [80]. Inhibition of TORC1 have 
additionally been shown to increase the lifespan in various organisms from yeast to mammals 
[81, 82]. The mammalian complex mTORC1 contains the PIKK related kinase mTOR, also 
found in the mTORC2 complex [83], whereas the corresponding kinase in fission yeast 
TORC1 is called Tor2 [84]. Fission yeast TORC1 regulates both Wee1 and Cdc25 where 
inhibition of TORC1 leads to higher Cdc25 activity and a decrease in the Wee1 level of the 





Cellular stress responses and checkpoint control 
What is cellular stress? 
From a cell´s point of view, a stressful condition is a condition leading to energy 
deficiency or adverse effects/damage of any of the macromolecules of the cell such as 
proteins, RNA, DNA, or lipids. The response of the cell will depend on the type of stress, the 
level and duration of the insult, through the changes the stress confers on the molecular level 
[86], and there will be a redirection of the transcriptional and translational expression 
machinery in favor of genes important for handling of the stress. The result can be antioxidant 
production upon oxidative stress or the upregulation of heat shock proteins handling a formed 
burden of unfolded proteins. In the case of DNA damage, induction of intracellular signaling 
will result in the cell division cycle being stopped, as well as repair pathways being induced. 
In mulicellular higher organisms, unresolved stressful issues can ultimately lead to induction 
of programmed cell death [87]. 
 
DNA damage response and checkpoint control in mammals and S. pombe 
DNA damage is a result from for example chemical agents either resulting in 
strand breaks (bleomycin, phleomycin) [88], or modifications of DNA bases, for example 
through covalent binding of the chemical to the base [89] forming an adduct and thereby 
interfering with proper readout during replication. Examples of physical DNA damaging 
agents are ultraviolet (UV) light and ionizing radiation (IR). DNA damage can also form 
during normal metabolism through hydrolysis as well as oxidation and alkylation of DNA 
[90]. For the integrity of the genome and ultimately for the survival of the cell, lesions have to 
be dealt with in a proper way. If not corrected the error may lead to a mutation, a permanent 
change of the sequence through the next round of replication and thereafter be passed on to 
the following daughter cells. The protection of genetic integrity is coordinated by the DNA 
damage response. 
The components of the DNA damage response pathway in eukaryotes were 
originally identified as involved in checkpoint control, the concept addressed as ensuring  the 
events of the cell cycle being processed in the right order and each phase completed before 
the next phase was entered [22]. The identified DNA damage and replication checkpoint 
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pathways were seen as protecting the genome through detection of damage or stalled 
replication forks, and stopping of the cell cycle progression until damage was repaired or the 
block resolved [22]. Later it became clear that protection of the genome by the same network 
of proteins that stops cell cycle progression through checkpoint signaling is also directly 
involved in actual repair processes by regulation on multiple levels including physical 
interaction with repair proteins, transcriptional translocation of repair proteins and activation 
of deoxynucleotide synthesis [91]. 
As in the field of basal cell cycle regulation, much of the early work and 
understanding of the checkpoint signaling in eukaryotes was carried out in the fission yeast S. 
pombe and the budding yeast S. cerevisiae. Studies within higher organisms showed that these 
responses protecting genetic integrity are extensively conserved among eukaryotes, including 
between these yeast species and mammals [92], though the mammalian pathways are as 
expected more elaborate [91]. Human, fission yeast as well as budding yeast versions of 
proteins in the DNA damage response of importance for understanding this thesis are 
summarized in Table 1. 
S. pombe  H. sapiens  S. cerevisiae  Function  
Rad26  ATRIP  Lcd1/Ddc2  Rad3 (ATR) regulator  
Rad3  ATR  Mec1  Sensor kinase  
Rad17  RAD17  Rad24  9-1-1 clamp loader  
Rad4/cut5 TOPBP1  DPB11  Adaptor  
Rad1  RAD1  Rad17  Sensor (part of 9-1-1 complex)  
Hus1  HUS1, HUS1B  Mec3  Sensor (part of 9-1-1 complex)  
Rad9  RAD9A, RAD9B  Ddc1  Sensor (part of 9-1-1 complex)  
Crb2/Rhp9  TP53BP1  Rad9  Mediator  
Chk1  CHK1  Chk1  Effector kinase  
Cds1  CHK2  Mek1  Effector kinase  
Tel1  ATM  Tel1  Sensor kinase 
Cdc25 CDC25A, CDC25B, CDC25C Mih1 Phosphatase of inhibitory  
CDK phosphorylation 
Wee1/Mik1 WEE1, WEE2, MYT1 Swe1 CDK inhibitory Kinase  
 





The DNA damage response (DDR) 
Processing of DNA damage, as well as replication stress, will result in 
intermediates containing stretches of single stranded DNA (ssDNA). In replication stress this 
is caused by helicase activities becoming uncoupled from polymerase activities upon stalled 
replication forks [93]. Also resection of double strands breaks can result in ssDNA. The 
ssDNA induces coating of this DNA with replication protein A (RPA) [94]. To the DNA 
damage, in S. pombe two distinct DNA damage sensor complexes are further recruited, called 
Rad3/Rad26 (ATR/ATRIP in vertebrates) and the 9-1-1 complex respectively [95]. The 9-1-1 
complex is a heterotrimeric ring structure built up of Rad1/RAD1, Hus1/HUS1, and 
Rad9/RAD9 – all closely related to the homotrimers of the processivity clamp for DNA 
polymerase, the proliferating cell nuclear antigen (PCNA) [96], and this specialized clamp is 
loaded onto damaged DNA by a replication clamp loader replication factor C (RFC) with one 
of the subunits exchanged for Rad17/RAD17 [97]. The RAD17-containing complex loads the 
checkpoint specific clamp, onto 5' recessed DNA ends whereas the normal RFC instead 
prefers 3' recessed end DNA substrates [98]. Studies in Xenopus cell extracts suggest that 
formation of the extended ssDNA covered with RPA is enough for recruitment of the 
ATR/ATRIP complex, whereas recruitment of the complex containing RAD17 and the 9-1-1 
heterotrimer requires also an adjacent double stranded stretch as in the case of primed DNA 
[99]. Even though Rad3/Rad26 (ATR/ATRIP) and the 9-1-1 complex are independently 
recruited to damaged DNA, both complexes are needed for a full checkpoint response [100], 
and their interdependency is largely coordinated by Topoisomerase IIß-binding protein 1 
(TOPBP1, in fission yeast called Rad4/Cut5). In Xenopus it has been shown that recruitment 
of the 9-1-1 complex is important for induction of ATR (Rad3) through recruitment of 
TOPBP1, which in turn binds ATR/ATRIP leading to ATR activation [100]. This is 
essentially conserved in fission yeast, as the interaction between Rad9 and Rad4 (TOPBP1) is 
required for activation of the Rad3 (ATR)-dependent Chk1-induced DNA damage checkpoint. 
Further, Rad3 (ATR) and Tel1 (ATM) phosphorylate Rad9 T412/S423, and Rad3 
coprecipitates with Rad4 (TOPBP1) when these Rad9 residues are phosphorylated [101], 
again demonstrating the regulatory interdependency of the two complexes. In human Hela 
cells TOPBP1 and RAD9 in the 9-1-1 complex are independently recruited to damaged DNA. 
Once they are recruited, a direct contact is established which leads to ATR activation as well 
as accumulating recruitment of TOPBP1 resulting in amplification of ATR induced 
checkpoint signaling [102]. 
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S. pombe Rad3 as well as human ATR and its closely related protein ATM and 
the catalytic subunit of the DNA-PK complex are all PIKK related proteins and these PIKK 
related kinases orchestrate the DNA damage response by phosphorylation of multiple targets 
important in checkpoint signaling and DNA repair  [103]. S. pombe Rad3 activates the 
checkpoint effector kinases Chk1 as well as Cds1, the ortholog of human CHK2. In fission 
yeast, Chk1 is the effector kinase of the DNA damage checkpoint pathway [104], whereas 
Cds1 is the effector kinase of the replication checkpoint pathway [105]. This contrasts to in 
human cells, where ATR (Rad3) activates CHK1 in response to stalled replication forks due 
to shortage of nucleotides or when DNA damage cause physical blocks for DNA synthesis 
[106], thus in this respect human CHK1 function closer resembles that of fission yeast Cds1 
(CHK2). Human ATM (Tel1) activates CHK2 (Cds1) upon DNA damage in the form of 
double strand breaks [107]. ATR is additionally involved in the DNA damage response upon 
double strand breaks (DSB), however loading of ATR in response to DSB is ATM dependent 
[108]. In contrast, S. pombe Tel1 (ATM) does not have a major role in DNA damage response 
signaling, but Rad3 (ATR) is responsible for activation of both the Chk1 (CHK1) and Cds1 
(CHK2) induced routes. Both Tel1 and Rad3 as well as the 9-1-1 complex, Rad26 and Rad17 
are however involved in telomere genetic integrity maintenance and this function is 
independent of Chk1 and Cds1 [109]. The human DNA-PK activates DNA damage repair of 
DSB through non-homologous end-joining (NHEJ) [110]. Ku70, a protein corresponding to a 
subunit in the human DNA-PK complex, is essential for NHEJ also in fission yeast, however 
the catalytic subunit of DNA-PK is not conserved in fission yeast and the related proteins 
Rad3 and Tel1 are dispensible for induction of NHEJ [111]. S. pombe Chk1 and Cds1 
phosphorylate a wide array of targets, and although activated by different types of DNA 
damage, both S. pombe effector kinases have several common downstream targets such as the 
MBF transcription factor [112], Wee1 [113], and Cdc25 [52, 114]. Interestingly Chk1 also 
binds the unphosphorylated Cdk1-Cyclin complex Cdc2-Cdc13. The Cdc2-Cdc13-Chk1 
complex has additionally been proposed to be involved in the DNA damage response [74]. In 
similarity to fission yeast, human CHK1 and CHK2 also directly phosphorylate CDC25A, 
leading to checkpoint-induced cell cycle arrest [115, 116, 66]. Crosstalk and overlapping of 
substrates between ATM/CHK2 and ATR/CHK1 as well as DNA-PK exist in mammals [108, 
117],  and ATR, CHK1, and CHK2 [118] as well as DNA-PK [119, 120] are all able to 
phosphorylate p53, the most extensively studied tumor suppressor protein, a protein however 
not conserved in fission yeast. 
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The human 9-1-1 complex in turn, in addition to its role in induction of 
checkpoint signaling, is involved in base excision repair (BER) by interaction with BER 
enzymes such as MYH1 and MUTY [121, 122] and this function is conserved in fission yeast 
[123, 124]. The S. pombe 9-1-1 complex is also involved in the transcriptional regulation of 
BER enzymes and can additionally act as a nuclease processivity factor to promote 
chromosome resection [125]. 
 
Caffeine confers checkpoint override in human and fission yeast cells 
Caffeine has been shown to override cell cycle checkpoints in human cells [126] 
as well as in the fission yeast Schizosaccharomyces pombe [127, 128]. Therapeutic 
application of caffeine as a sensitizing agent in cancer therapy is however impractical because 
of the very high and physiologically irrelevant doses needed to accomplish this effect, as well 
as its obvious pleiotropic effects, but the understanstanding of the mechanism underlying 
caffeine-induced checkpoint override may aid in the development of other compounds with 
similar overriding mechanisms.  
Caffeine has been shown to inhibit the central activators of checkpoint control 
ATM and ATR proteins as well as the fission yeast ATR homolog Rad3 in vitro [126, 128]. 
For this reason caffeine has been widely studied as an ATR/ATM inhibitor. Therefore the 
checkpoint overriding effect of caffeine has been proposed to be through inhibiting 
ATM/ATR or Rad3 [126]. It has however been shown that the checkpoint override effect of 
caffeine in vivo is not through inhibition of ATM and ATR [129]. One study indicated that 
one of the caffeine checkpoint override effects was to enhance CDK activity through 
interfering with 14-3-3 binding to CDC25C [130]. Additionally CHK1, the effector kinase of 
the replication checkpoint in mammalian cells, has also been shown to stabilize CDC25A 
[115, 131]. In Paper I we thus investigated the role of Cdc25 in the caffeine-induced 
checkpoint override in S. pombe, and whether the effect is Rad3-dependent.  
Both mammalian and fission yeast TORC1, Target of rapamycin complex I, 
contain a PIKK related kinase. TORC1, like the PIKK related kinases ATM/ATR and Rad3, 
is also inhibited by caffeine [132, 133]. Fission yeast TORC1 in turn regulats both Cdc25 and 
Wee1 [85], clearly impacts cell cycle progression, and may therefore be important in the in 
vivo checkpoint overriding effect of caffeine. In Paper II we study how caffeine regulates 
21 
 
Wee1. The contribution of this regulation and its possible link to TORC1 inhibition to 
checkpoint override is investigated. 
 
Hypoxia is a common feature in tumors, complicates cancer therapy, and is 
associated with worse prognosis  
Hypoxia is a state with a lower than normal oxygen availability. Because of 
poor perfusion of blod vessels in parts of a solid tumor, the interior of a tumor often contains 
areas with lower oxygen pressure than surrounding tissues, and the interior of a tumor may be 
close to anoxic [134]. Hypoxia can further be chronic or acute and the state may be 
complicated by alternating events of vessels forming and collapsing leading to variable blod 
flow. For various types of anticancer therapies including surgery, chemotherapy, as well as 
radiotherapy, it has been demonstrated that hypoxia interferes with the efficiency of the 
treatment [134]. Hypoxic tumors are also associated whith higher frequency of metastases and 
the prescence of hypoxic tumos are prognostic of poorer outcome  [135].  
The Hypoxia inducible factor 1 (HIF-1) is a master transcription factor in 
mammalian cells that regulates the response to hypoxia, and this transcription factor is also 
well known to be stabilized in hypoxic cancer cells [136], leading to transcriptional 
reprogramming of the cellular metabolism.. HIF-1 induction also has a role in induction of 
metastasis and in stimulation of angiogenesis [137], thereby being involved in reoxygenation 
of hypoxic tissues. No homolog of HIF-1 exists in fission yeast, instead the transcription 
factor mainly responsible for induction of hypoxic responses is called Sterol regulatory 
element 1 (Sre1). This protein is a membrane-bound transcription factor that upon hypoxia is 
cleaved off from the endoplasmatic reticulum and is thereby activated. Also in response to 
low sterol levels Sre1 is activated, and both oxygen depletion and depletion of sterols lead to 
upregulation of the same set of genes in a Sre1-dependent manner. It has been proposed that 
Sre1 together with its partner Scp1 indirectly monitor the oxygen supply by the extent of 
oxygen-dependent and highly oxygen-consuming sterol synthesis [138]. Sre1 belongs to a 
class of sterol regulatory element–binding proteins (SREBPs) also conserved in mammals, 




Hypoxia impacts the DNA damage response 
 It is known that different levels and durations of hypoxia affect the DNA repair 
pathways differently. In human cells acute hypoxia initially induces a DNA damage response 
in the absence of DNA damage, induced by activated CHK2 through ATM [140], and in 
extreme hypoxia CHK1 is activated by ATR due to replication stress [141]. Under chronic 
hypoxia instead the DNA repair pathways are downregulated [142]. A concomitant 
reoxygenation process will lead to regeneration of reactive oxygen species (ROS) resulting in 
DNA damage as well as induction of a DNA damage response [141]. Thus both long term 
hypoxia and reoxygenation may lead to higher frequency of DNA damage, and /or unresolved 
DNA damage especially in those hypoxic cells where the checkpoint pathways are defective, 
thus leading to genetic instability [143]. In Paper III we investigate the regulation in hypoxia 
of Aph1, the fission yeast homolog of the human tumor suppressor FHIT. 
 
Aph1, the fission yeast homolog of the puzzling human tumor suppressor 
FHIT  
Many tumor suppressor proteins are involved in checkpoint signaling, DNA 
damage repair and/or induction of apoptosis. In terms of being involved, the human tumor 
suppressor Frigile Histidine Triad protein (FHIT) is literally all over the place, impacting all 
these common tumor suppressor functions. We got interested in the FHIT homolog Aph1 in 
fission yeast as the suggested functions of FHIT are so diverse. In Paper III, we therefore 
used genetic methods to investigate basic cellular functions of the FHIT homolog in the less 
complicated context of fission yeast. 
 
FHIT and related proteins 
The human gene of FHIT is located at locus FRA3B on chromosome 3 [144]. 
FRA3B constitutes a so called inducible fragile site – a heritable region in the genome that 
reveals chromosomal abnormalities distinguishable in the microscope such as gaps, weak 
staining, constrictions or even breaks when replication is partially inhibited, but not entirely 
stopped. This partial inhibition can in the lab be obtained by the use of certain reagents, or 
through specific culturing conditions. The abnormalities are cytologically visual in mitosis as 
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a region failing to condense properly, and may lead to breakage of the chromosome during 
mitosis. Inducible fragile sites are further divided in common or rare, depending on their 
frequency in the population, where common sites are cytogenetically apperent in all 
individuals however only visible in a fraction (up to 30 %) of cells [145]. Inducible fragile 
sites generally have a few characteristics in common. Their sequences are able to form 
secondary structures and/or contain sequences that perturb the progress of the replication fork. 
When extra replication stress further amplifies these characteristics it may result in non-
replicated regions and defective chromatin organization leading to fragility of the 
chromosome in that region [146]. 
Among fragile regions, rearrangements such as deletions or translocations are 
more common because of higher frequencies of strand breaks. The locus FRA3B, where the 
gene of FHIT is located, is one of thirteen common fragile sites induced in humans by the 
replication inhibitor aphidicolin [146], and this region constitutes the most highly inducible 
common fragile site[147]. 
As the locus FRA3B is more prone to breaks and rearrengements, it may not be 
surprising that abnormalities in the FHIT gene located there are commonly seen in cancer. 
Importantly however, FHIT is itself a well established tumor suppressor, with FHIT -/- mice 
spontaneously developing tumors at a higher frequency than control mice, and both FHIT +/- 
and FHIT -/- mice were highly susceptible to induction of tumors by 
N-nitrosomethylbenzylamine [148]. Altogether it seems like the combination of the protein 
having tumor suppressing effects as well as the gene being prone to break, because of its 
location on a inducible fragile site, makes FHIT a very common factor in early tumor 
development [149]. The picture of FHIT as a tumor suppressor is currently very complex, and 
FHIT seems to have several anti-tumor molecular functions. FHIT depletion induces the 
formation of double strand breaks through elevated replication stress, due to downregulation 
of the available level of dTTP through lower levels of thymidine kinase 1 [150]. In FHIT -/- 
constitutive knock-out cells there is additionally a higher burden of single base substitutions 
in the total exome possibly because of an imbalance in the dNTP pool caused by the lower 
dTTP level [151]. FHIT also modulates the level and /or activity of proteins involved in 
sensing of DNA damage and checkpoint control, such as Hus1 in the 9-1-1 complex (Rad9-
Rad1-Hus1), CHK1 [152], and CHK2 [153], through unknown mechanisms. FHIT also 
clearly affects the balance between survival and apoptosis, as reintroduction of FHIT in 
FHIT-negative human cancer cell lines induces apoptosis [154]. In mitochondria FHIT is in 
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direct physical interaction with ferredoxin reductase in the electron transport chain and this 
interaction results in higher production of ROS, which in turn favors apoptosis [155]. It has 
also been shown that loss of FHIT expression leads to superinduction of ROS-eliminating 
enzymes [156], changing the balance in the opposite direction. FHIT is further able to 
stabilize the tumor suppressor protein p53, by reducing the level of the p53 negative regulator 
Mdm2. This is mediated through a direct interaction between FHIT and Mdm2 as indicated by 
co-immunoprecipitation experiments in cells from human non-small cell lung cancer [157]. 
Fission yeast Aph1, human FHIT and the budding yeast Hnt2/Aph1 are all 
members of the FHIT branch of the Histidine Triad superfamily (HIT superfamily). The HIT 
superfamily members all have the common sequence motif, HφHφHφφ, where φ is a 
hydrophobic amino acid. The HIT superfamily is composed of nucleotide hydrolases and 
transferases. The FHIT branch in turn consists of diadenine polyphosphate (ApnA) hydrolases, 
and unlike the Fission Yeast Aph1 which prefers AppppA as the substrate, the FHIT and Hnt2 
proteins favor catalysis of ApppA over AppppA [158]. Importantly however, for FHIT it has 
been shown that it is not the actual hydrolysis of its substrates that is responsible for tumor 
suppression; because the mutant form FHITH96N, which is unable to perform hydrolysis but is 
still able to bind substrate, keeps the tumor suppression capacity. Therefore it has even been 
proposed that binding of substrate to FHIT activates the protein in analogy to how the 
exchange of GDP to GTP activates G-proteins [159]. That the anti-tumor effect of FHIT is 
independent of actual ApppA catabolism opens the possibility that both ApppA and AppppA 
or even a distinct but related molecule is the second messenger for the anti-tumor activities of 
FHIT. It is also not clear if binding of ApnA is related to tumor-suppressing activities at all 
[158].  A later study [160] actually indicates that it may be another closely related molecule 
that is important in the tumor suppressing activities of Fhit, the 5´ cap structure m7GpppN, 
generated through the 5′ – 3′ RNA decay pathway of mRNA. The FHIT homologs in yeasts 
are strikingly understudied, however, the budding yeast homolog Hnt2/Aph1 was shown to be 
involved in scavenger decapping of 5´cap structures, and importantly this function was 
conserved for FHIT in HEK293 cells [160]. In eukaryotes the mRNA 5′ cap  structure is 
recognized by eIF4E in the 40S initiation complex of the ribosome, and the 5´- capped mRNA 
is additionally protected against 5´exonucleases [161]. Therefore the 5´ cap structure is 
important for both mRNA stability as well as initiation of translation. FHIT has been shown 
to influence the mRNA turnover of multiple genes including a subset of mRNAs involved in 
cancer. Translation is also affected by FHIT [162], possibly through its 5´cap-binding 
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properties which may explain some of the complexity in how FHIT exerts its pleiotropic anti-
tumor activities. FHIT re-introduction was additionally shown in this study to change the 
relative occupancy of ribosomes in the 5´untranslated region and the coding region, and the 
identified mRNAs all had either confirmed or putative upstream open reading frames. In the 
case of the positive regulation by FHIT on translation of TK1, the regulation was dependent 
on the presence of the TK1 5´ untranslated region (5´-UTR), a region with a predicted 
extensive secondary structure [163]. The authors suggested that this effect may be indirect 
through hydrolysis of loose 5´cap structures otherwise competing for eIF4E binding instead of 
the 5´cap of TK1 mRNA. However that hydrolysis of the 5´cap structure is responsible for 
this effect is contradicted in the same study by the fact that the FHITH96N mutant lacking 
catalytic activity, but retaining substrate binding of ApppA [159] as well as GpppG [160] is as 
efficient in promoting TK1 translation as the wt version. This strongly indicates the regulation 
through the 5´-UTR is not through elimination of loose 5´cap structures, but rather through 
binding of either loose 5´ caps, thus thereby competing with eIF4E binding, or more likely, to 
5´ cap structures when still attached to intact mRNA. The only argument so far against FHIT 
being an mRNA binding protein is that it has not been found in common screens directed 
against mRNA binding proteins [163]. In our experience human FHIT is however a weakly 
expressed protein which may impact such a result. If FHIT does bind 5´cap structures on 
intact mRNA or only loose 5´cap structures, and how this actually leads to regulation of 
certain key mRNAs is an open question hopefully answered in the future, and studies in the 
less complex yeast systems of both budding and fission yeasts should be useful in this 
context. 
 
Fission yeast Aph1 
The fission yeast Aph1 protein shares 52% identical sequence with the human 
FHIT protein [164]. Aph1 itself, a bis(5'-nucleosidyl)-tetraphosphatase, is a largely unstudied 
non-essential protein in fission yeast, and most information available is therefore currently 
from high throughput studies. In the BioGRID database only one physical interaction, with 
itself, is recorded [165], which makes it plausible that it forms a homodimer as does human 
FHIT [159]. For the Aph1 gene only three positive genetic interactions are so far observed, 
the mitochondrial import receptor subunit Tom70, the cell division cycle-related protein Res1 
(subunit of MBF transcriptor factor) and the checkpoint protein Hus1 in the 9-1-1 complex, 
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all from the same large-scale study [166]. The positive interaction between Hus1 and Aph1 
correlates well with the human homolog FHIT modulating the human HUS1 protein level 
[152]. The only in depth article studying Aph1 function tested high level overexpression of 
Aph1, achieved by the use of the CMV promoter, which led to a longer generation time and a 
significant decrease in the in the AppppA level [164]. FHIT in human cells is localized in the 
cytoplasm, the nucleus and in the mitochondria [167]. The localization of Aph1 in fission 
yeast is according to the fission yeast genome database PomBase (https://www.pombase.org/) 
expected to be like in human cells, but for the mitochondrial localization this has not yet been 
experimentally proven.  
 
Oxidative stress and H2O2 induced signaling  
Aerobic metabolism will naturally cause production of ROS. Intracellular H2O2 
as well as other ROS is produced in metabolic pathways from oxidases, oxidoreductases, from 
peroxisome leakage as well as from the mitochondrial electron transport chain. The ROS 
superoxide, likewise produced intracellularly, is also a precursor of H2O2 [168].  Oxidative 
stress refers to the situation when ROS are not sufficiently detoxified by the cell, leading to 
oxidative damage of its molecules and structures. This can be caused by imbalance in 
metabolic activities but also by external application of oxidative stressful agents. Many health 
issues such as neurodegenerative disorders as well as normal biological aging are strongly 
correlated with oxidative damage of cells and higher ROS levels [169, 170], and thus 
correlates with the so called “free radical hypothesis of aging”. Therefore produced H2O2 was 
earlier seen as solely harmful for the cell, but with time this view have changed and it is now 
recognized that H2O2 is not only a metabolic byproduct but also beneficial through induction 
of cellular signaling. As a signaling molecule, H2O2 mainly transfers the signal through 
reacting with selected thiols of cysteine residues in proteins [168]. 
 
H2O2-induced cysteine oxidations 
 Even though one generally talks about the thiol (SH group) of the cysteine as 
reacting with H2O2, it is generally rather the deprotonated thiolate (S-) that reacts. Hence, the 
first step for a direct reaction with H2O2 is the deprotonation of the thiol, and stabilization of 
the thiolate form, which depends on pH as well as the local environment of surrounding 
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amino acids where specific hydrogen bond donors as well as a electropositive local 
environment stabilize the thiolate [171]. It is however still hard to predict which cysteines are 
reactive with H2O2, without empirically testing the reactivity. Additionally, the concentration 
of the protein and H2O2 is very important for the reaction kinetics. Thus, even though all 
cysteines are able to react with H2O2 given high enough H2O2 concentration, most cysteine 
thiols will not react with H2O2 under physiological conditions due to kinetic restraints [172]. 
Oxidation of the thiolate with one H2O2 molecule will result in sulfenylation (SOH). SOH is a 
very unstable intermediate and will if possible quickly further react either with a nearby 
cysteine, resulting in a disulfide (-S-S) bond [173], or less commonly with a nitrogen resulting 
in a sulfenamide ring  [174]. The sulfenylated cysteine, the disulfide and the sulfenamide can 
be reduced back to a thiol/thiolate either by a chemical reductant such as β-mercaptoethanol, 
DTT or TCEP, or in the cell by reduction mainly through the glutathione and thioredoxin 
antioxidant systems [172, 175], and are therefore considered to be reversible cysteine 
oxidations. Further oxidation with H2O2 of a sulfenylated cysteine results in overoxidation 
into less reversible groups such as sulfinylated and sulfonylated cysteines. Sulfinylated 
cysteines can however in some proteins be converted back to thiolate form by the enzyme 
sulfiredoxin in an energy-requiring process [176]. 
 
The thioredoxin- and glutathione-based antioxidant systems  
Antioxidants keep the cytoplasm of aerobically growing cells a reduced 
environment despite the highly oxidizing environment on earth. Many oxidoreductases, i.e. 
proteins able to undergo oxidations and reductions, such as thioredoxins (Trx), glutaredoxins 
(Grx), glutathione peroxidases (Gpx), and peroxiredoxins (Prx), all share a common fold 
called the thioredoxin fold. This fold is built up by four inner β-strands surrounded by three α-
helices and generally also contains the active site motif Cys-X-X-Cys. The different proteins 
in the thioredoxin fold family have additional folds giving their different individual specifities 
for redox processes [177]. Thioredoxin, the protein giving name to this common fold is able 
to reduce protein disulfides and is itself reduced by thioredoxin reductase (TrxR) receiving 
electrons from NADPH [178]. 
Glutathione, a highly abundant cellular antioxidant, is a thiol-containing 
tripeptide constituted by the amino acids glycine, cysteine and glutamic acid with an unusual 
peptide bond between the cysteine amino group and the side chain carboxy group of the 
glutamic acid residue [179]. The glutathione based antioxidant system contains glutathione as 
well as a number of proteins that all are able to undergo redox reactions, and thus can be 
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oxidized and reduced. Glutathione is able to cycle between a reduced (GSH) and oxidized 
(GSSG) state. Glutathione is oxidized to sulfenic acid, SOH, thereafter commonly forming a 
disulfide with another glutathione molecule giving glutathione disulfide, GSSG. Glutathione 
reductase (GR) is responsible for the reduction of GSSG back to two GSH molecules. 
Glutaredoxins (Grx), in turn, are enzymes that use GSH to resolve protein disulfides by using 
GSH as the reductant. Glutathione peroxidase (Gpx) instead scavenges peroxide by catalyzing 
the reaction of two GSH molecules into GSSG [180]. S-glutathionylation refers to the 
coupling of glutathione to the sulfur atom of the thiol in a cysteine residue in a protein 
through a disulfide bond. Glutathionylation can be a spontaneous or enzyme-catalyzed 
reaction [181]. 
In contrast to Trxs and Grxs, Prxs, in similarity to Gpxs, rather reduce peroxide 
directly instead of protein disulfides [172]. The budding yeast 2-Cys-Prx Tsa1 as well as the 
fission yeast 2-Cys-Prx Tpx1 use thioredoxin for their reduction of peroxide, in analogy to 
how Gpx uses GSH for reduction of peroxide. Therefore Tsa1 and Tpx1 are referred to as 
thioredoxin peroxidases (Tpxs) [182]. In the presence of higher concentrations of H2O2 the 
peroxiredoxins such as Tsa1 and Tpx1 peroxidative cysteine sulfenic acid can be “over-
oxidized” to sulfinic acid and then further to sulfonic acid. This over-oxidation shuts down the 
peroxidative activity of the protein and may instead activate a chaperone function forming 
ring-shaped high molecular weight stacked structures around client proteins [183, 184]. The 
peroxidative function of sulfinic acid-modified 2-Cys-Prxs can be recovered in an ATP-
dependent process catalyzed by sulfiredoxin (Srx), thereby reactivating the peroxidative 
activity [185]. 
 
H2O2 as a signaling molecule  
 H2O2 thus not only causes oxidative damage, but is especially in the low 
physiologically relevant concentration range, capable of regulating important cellular events, 
and may be seen as a second messenger [186]. H2O2 mainly induces cellular signaling through 
induction of thiol oxidation of selected cysteines in signaling proteins such as kinases, 
transcription factors and phosphatases. The cysteine oxidation results in a redox switch 
leading either to activation or inhibition of a protein function, for example through disulfide 
formation or through S-thiolation with glutathione [187, 188]. The oxidation event may be 
direct in a few cases such as in the bacterial H2O2 OxyR, where H2O2-induced oxidation 
results in an intramolecular disulfide resulting in recruitment of this activator/repressor of 
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transcription to promoters of selected genes resulting in upregulation of antioxidant levels 
[189]. In most cases though, the cysteines of the H2O2-scavenging Gpxs and Prxs, are the 
primary targets of H2O2 [172]. As an example, mitochondrial Prx3 and Gpx1 together 
scavenge 99 % of the H2O2 present in the mitochondrial matrix [190], reducing the capability 
of other thiols to react with H2O2 directly in this cellular compartment. Proteins such as Prxs 
and and Grxs are however not only capable of scavenging H2O2, but also to transfer the 
oxidation to selected cysteines of other proteins through direct protein-protein interactions in 
processes commonly refered to as redox relay [172]. 
 In the process of redox relay from a 2-Cys-Prx to another protein, the 
peroxidative cysteine of the Prx is first sulfenylated directly by H2O2. The sulfenylated 
cysteine thereafter reacts with a cysteine in the target protein forming an intermolecular 
disulfide. This mixed disulfide is thereafter resolved either by Trx or by another cysteine of 
the target protein, resulting in an intramolecular disulfide. Within this protein further redox 
rearrangements can occur between the cysteines in the molecule, resulting in disulfide 
shuffling [172]. This is the mechanism by which the fission yeast thioredoxin peroxidase 
Tpx1 induces activation of the transcription factor Pap1 by transferring oxidation to Pap1 
leading to an intramolecular disulfide inactivation of the Pap1 nuclear export signal (NES) 
[191]. A similar mechanism activates the S. cerevisiae Pap1 homolog Yap1 first through the 
glutaredoin Gpx3, which thereafter forms a mixed disulfide with Yap1 which is resolved by a 
second cysteine within Yap1 resulting in a Yap1 intramolecular disulfide inactivating the 
Yap1 NES [192]. In a certain strain background (W303) the budding yeast Tpx1 homolog 
Tsa1 is instead the sensor leading to inactivation of the Yap1 NES [193]. 
Glutathionylation affecting protein function has in turn been determined in 
different locations of multiple kinases, generally inhibiting enzymatic activity [194]. Local 
environment within a protein structure may stabilize either the thiol or thiolate form, and a 
low pKa value of a cysteine, i.e. the pH where half of the thiols are deprotonated, would 
indicate higher reactivity because of the higher proportion of the more reactive thiolate form 
at physiological pH. Interestingly a large scale study of human proteins found little correlation 
between confirmed S-glutathionylated cysteines and their predicted pKa value from structure. 
The same study further noted that surprisingly many of the affected cysteines were relatively 
buried within the protein structure [195]. These notions are definitely counterintuitive in the 
case of cysteines directly reacting with H2O2, and GSH only protecting the cysteine from 
further oxidation; however less surprising if the process is indirect through redox relay 
induced by another primary H2O2 sensor. 
30 
 
Stress-activated MAPK pathways 
MAPK pathways are important signaling pathways conserved from yeasts to humans 
MAPK pathways are a group of conserved pathways found in all eukaryotes 
from yeast to humans [196]. The name Mitogen Activated Protein Kinase refers to the fact 
that the first MAPK pathway identified, the mammalian ERK pathway, responds to growth 
factors (mitogens). Later it was found that a number of related MAPK pathways are induced 
by several other types of stimuli such as different cellular stress conditions [197]. Signals are 
transmitted from sensors in the membrane and further transduced through a phosphorylation 
cascade between the different intracellular compartments of the pathway. Different MAPK 
pathways are involved in important cellular events such as proliferation, differentiation, 
development, cell cycle regulation, survival and cell death [198]. MAPK pathways 
responding to extracellular stress are called SAPK (Stress Activated Protein Kinase) 
pathways. Examples of human SAPK pathways are the human Jun N-terminal Kinase (JNK) 
and p38 pathways [199]. 
The core of a MAPK pathway consists of a module of three kinases sequentially 
phosphorylating the next kinase in the module [200]. The central part in the MAPK cascade is 
the MAP kinase (MAPK), itself being activated by dual phosphorylation on two neighboring 
tyrosine and threonine residues [196]. The kinase activating the MAPK is called the MAP 
Kinase Kinase (MAPKK) whereas kinases activating the MAPKK are called MAP Kinase 
Kinase Kinases (MAPKKKs). MAPK pathways such as ERK and the SAPKs p38 and JNK 
are often deregulated in cancers and this deregulation is of importance in oncogenesis [201-
203]. 
 
The S. pombe Sty1 MAPK pathway  
The Sty1 MAPK pathway is a stress-activated pathway consisting of orthologs of the human 
p38 and ERK1/2 pathways 
In fission yeast only three different MAPK pathways exist; the stress-induced 
Sty1/Spc1/Phh1 pathway, the cell integrity Pmk1 pathway and the mating pheromone-
responsive Spk1 pathway [204] [54] [205]. 
Of the three MAPK pathways in fission yeast, the Sty1 pathway is by far the 
most studied. Like the p38 and JNK pathways in humans, the Sty1 pathway is a SAPK and 
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the most important stress-induced pathway in fission yeast, required for adaptation to and 
survival in a wide array of cellular stresses. Loss of function of either Sty1 or Wis1, the 
MAPKK of Sty1, leads to partial sterility, loss of viability in stationary phase and 
hypersensitivity to hyperosmotic shock, as well as a delay in G2 [54, 206]. Examples of 
stimuli that have been shown to induce the pathway include osmotic stress [207], oxidative 
stress [208], cold [209], nutrient deprivation [206, 207, 210], UV light [211], ionizing 
radiation, [212], heat [207, 213, 214], exposure to cadmium [210], arsenite [215] and arsenate 
ions [216]. Upon activation, Sty1 accumulates in the nucleus and induces transcriptional 
responses by phosphorylation of the transcription factor Atf1 leading to its activation. Most of 
the transcriptional response resulting from induction of the Sty1 pathway is actually attributed 
to this single transcription factor [217]. Atf1 forms a heterodimer with Pcr1 and this 
heterodimer is responsible for induction of transcription of a variety of stress response genes. 
However it has also been shown that the cellular transcriptional responses to specific stresses 
are not entirely overlapping in cells lacking Pcr1 or Atf1, but some transcripts require only 
Atf1 for induction. Furthermore, both Pcr1 and Atf1 are actually capable of downregulation of 
transcription of certain genes [218]. For a simple overview of the pathway see Fig 2. 
Sty1 is itself a homolog of the budding yeast MAPK Hog1 and the human 
MAPK p38 [207]. Wis1, the MAPKK of the pathway and the subject of interest in Paper IV, 
is a homolog of budding yeast Pbs2 and is the structural homolog of human MEK1 [219], the 
MAPKK in the ERK pathway.  
 
Initiation of Sty1 activation may be regulated within large complexes containing multiple 
constituents of the pathway 
Generelly multiple distinct MAPKKKs may phosphorylate the same MAPKK, 
and the same MAPKKK may phosphorylate more than one MAPKK. In contrast, the 
interaction between a certain MAPKK and MAPK is more specific and the same 
MAPKK/MAPK only interacts with one, or in case of more than one, a closely related set of 
MAPK/MAPKK partners [18]. Wis1 is the only MAPKK of Sty1, and Wis1 activates Sty1 
through dual phosphorylation on T171 and Y173 [220]. Sty1 is also the only known target of 
Wis1. Convieniently, activated dually phosphorylated Sty1 can be detected using an antibody 






Figure 2: Overview of the Sty1 pathway. 
 
Two different MAPKKKs called Win1 [221] and Wis4/Wik1/Wak1 [222] in 
turn activate Wis1 by phosphorylation on S469 and T473. Interestingly, the MAPKKKs of the 
Sty1 pathway are under some circumstances redundant whereas in other situations, both 
MAPKKKs are required. The paralogs Win1 and Wis4 are redundant in low peroxide stress 
[223], whereas in hyperosmotic shock and high peroxide stress both MAPKKKs are required 
[223, 224]. The underlying cause of the need for both MAPKKKs in osmotic stress is that 
osmotic stress signaling requires a complex containing both MAPKKKs forming a heteromer 
[224]. The same complex also contains the response regulator Mcs4. Further, only one of the 
MAPKKKs in the complex actually needs to be activated for efficient activation of Wis1. 
Importantly the same study showed that in the absence of stress, the Win1-Wis4-Mcs4 
heteromer physically interacts with Wis1, and when the complex is stimulated by osmotic 
stress, Wis1 detaches from the complex. This detachment of Wis1 is not triggered by the 
phosphorylation of Wis1 by Win1 and/or Wis4, as the detachment also occurs when both 
Win1 and Wis4 have mutations making them defective in phosphorylation [224].  
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Also in oxidative stress the MAPKKK heteromer is involved in phosphotransfer 
to Sty1 [224], however presumably the heteromer is more important in H2O2 concentrations 
where both Win1 and Wis4 are required. It is also not yet known if Win1 or Wis4 can form 
homodimers. Another study shows that also Sty1 is associated with Wis1 in the absence of 
stress, and that Sty1 dissociates from Wis1 in response to osmotic stress in the form of 0.6 M 
KCl [225]. Thus, all three levels of kinases of the Sty1 MAPK module, MAPKKK, MAPKK 
and MAPK, are likely forming a common complex in the abscense of stress. This complex 
also contains Mcs4 which is associated with the MAPKKKs in the absence of stress [224], the 
GAPDH Tdh1, which co-precipitates with Win1 and Wis4 in the absense of stress [226], as 
well as the thioredoxin peroxidase Tpx1, which co-precipitates with Sty1 also in the absence 
of stress  [227].  
 
Indirect activation of the Sty1 pathway through inhibition of dephosphorylating activities 
Attenuation of Sty1 activity is carried out by several different phosphatases such 
as the tyrosine phosphatases Pyp1, Pyp2, as well as PP2C serine/threonine phosphatases Ptc1, 
Ptc3[207, 228] and Ptc4 [229].  
Even though stimulation of the Sty1 pathway through Win1/Wis4 - Wis1 leads 
to induction of Sty1 phosphorylation, Wis1 also under non-stressed conditions phosphorylates 
Sty1 to some extent and therefore this must constantly be attenuated by dephosphorylating 
activities targeting Sty1. Pyp1 is the most important phosphatase under non-stressed 
conditions and it constitutively dephosphorylates Sty1. In the pyp1Δ mutant an increased 
basal level of Sty1 phosphorylation also under non-stressed conditions is seen showing the 
importance of Pyp1 in continuous inactivation [214]. Some stresses such as heat [213, 228, 
214] and Cd2+ exposure as well as low glucose stress [210], actually induce higher Sty1 
activation not mainly through stimulation through the MAPKKK-MAPKK-MAPK module 
but rather through inhibition of Pyp1. The other phosphatases Pyp2 and Ptc 1-4 rather seem to 
quench the Sty1 phosphorylation upon stimulation by stress. Interestingly Ptc4 is specifically 
involved in attenuation of the oxidative stress activation of a mitochondrial Sty1 pool [229]. It 
is not yet known if also the MAPKKKs and MAPKK of the pathway also are to some extent 
located within the mitochondria. Further, it remains to be elucidated how dephosphorylation 




Sensing of peroxide stress induces the Sty1 and Pap1 pathways, respectively, and these are 
activated in differential H2O2 concentrations due to mechanisms involving redox relay  
 
Peroxide is sensed in fission yeast by two different signaling pathways, the Sty1 and Pap1 
pathways, and these are induced in different H2O2 concentration [230]. In the Sty1 pathway, 
the two histidine kinases Mak2 and Mak3 constitute a "two-component system" [231], similar 
to those found in bacteria. The two-component system stimulates the MAPKKKs through 
transfer of a phosphoryl group from the sensor histidine kinases via the phosphotransferase 
Mpr1 to an aspartic acid in the response regulator Mcs4, which further transmits the 
phosphorylation to Win1/Wis4 [232]. How peroxide stress is sensed by the two-component 
system is not yet known.  
The Pap1 pathway is activated in the low H2O2 concentration range. Pap1 itself is 
activated through redox relay resulting in internal disulfide formation within Pap1, rendering 
its NES inactive, resulting in translocation of this transcription factor into the nucleus. The 
redox relay is coming directly from Tpx1, a typical 2-Cys peroxidase, and in the absence of 
Tpx1, the cysteines in Pap1 are not able to be oxidized [233].  
Tpx1 is inactivated by higher H2O2 concentrations by oxidation of its catalytic cysteine to 
sulfinic acid [191], and so Pap1 is also inactivated, and not localized in the nucleus. Tpx1 can 
be reactivated by the sulfiredoxin Srx1 [183]. The expression of srx1+ is however dependent 
on active Sty1 [230], and so the action of Pap1 is limited to a window of H2O2 concentrations 
where peroxide levels are either low, or Sty1 activation high enough to sustain the Srx1 level 
needed to reactivate Tpx1 [191]. Tpx1 is also involved in Sty1 signaling. In low H2O2 levels, 
activation of Sty1 is Tpx1-dependent, whereas at higher concentrations Sty1 is gradually 
becoming Tpx1 independent [227]. This indicates that Tpx1 is involved in induction of Sty1 
activation in lower but not higher H2O2 concentrations. The cysteine of Tpx1 directly reacting 
with H2O2 is called the peroxidative cysteine, and upon oxidation by H2O2 this cysteine forms 
a mixed disulfide with Sty1 C35. Interestingly, mutating this cysteine in Sty1 to serine makes 
Sty1 phosphorylation entirely independent of Tpx1 [227], indicating that oxidation of this 
cysteine may also have inhibiting properties. Indeed, this study shows that in the sty1-C35S 
mutant, a tpx1Δ deletion actually results in stronger phosphorylation of Sty1, indicating that 





Figure 3: Tpx1 regulates the differential concentration dependency of induction of the 
Pap1 and Sty1 pathways 
 
The glycolytic enzyme glyceraldehyde-3-phosphate dehydrogenase (GAPDH) Tdh1 is 
important for Sty1 activation in peroxide-induced oxidative stress. Tdh1 is constitutively 
physically associated with both Win1 and Wis4, also in the absence of H2O2. The same is true 
for the physical interaction of Tdh1 and Mcs4. The physical interaction between the 
MAPKKKs and Mcs4 is further not Tdh1-dependent, however Tdh1 is required for the 
interaction between Mpr1 and Mcs4 [226]. Interestingly, in response to H2O2, the catalytic 
cysteine residue Tdh1 C152 is S-thiolated and this in turn transiently strengthens a physical 
interaction of Tdh1 with Mcs4. Mutation of Tdh1 Cys152 to serine abrogated the enhanced 
trancient association between Tdh1 and Mcs4 in response to H2O2 while the same mutation 
did not affect the physical interaction between Tdh1 and Win1/Wis4 [226]. Tdh1 dissociates 
from Mcs4 upon osmostress, while oxidative stress promotes the association between Mcs4 
and Tdh1. Thus, this interaction has been proposed to direct the Win1-Wis4-Mcs4 heteromer 




The human MAPKK MEK1, and the story behind INR119, the small 
molecule used in Paper IV 
Targeting MAPK pathways with small molecules 
MEK1, a MAPKK of the ERK1/2 pathway, is the closest human structural 
homolog of the fission yeast MAPKK Wis1. As MAPK pathways including the ERK1/2 
pathway are often deregulated in cancer, much effort has also been directed to develop 
chemical tools to understand these pathways and to target them in anti-cancer treatment. 
Selective small molecules such as the MEK1 inhibitors PD98059 and U0126 [234, 235] have 
provided useful information when studying the human ERK1/2 pathway, and in recent years 
interest in the potential of small molecules in cancer therapy have generated inhibitors 
targeting components in MAPK pathways that are approved for treatment of certain cancers. 
Examples are the MAPKK inhibitors trametinib [236], cobimetinib [237] as well as the 
MAPKKK B-RAF inhibitor dabrafenib [238]. Chemical inhibitors may directly bind to the 
catalytic site leading to direct competitive substrate inhibition by blocking access of the 
normal substrate(s), or they may bind allosterically, i.e. in a place that is not the actual 
catalytic site but that still affects activity of the enzymatic function. The repertoire of possible 
mechanisms of action of allosterically working effectors is far greater compared to 
compounds binding in a substrate-competitive way. Allosteric triggers may also increase as 
well as decrease a protein’s enzymatic activity by for example altered access to the active site 
or changes of the conformation within the active site. Other possibilities are changes in 
dynamic properties of the protein or associations with other proteins. Indeed, potentially even 
a combination of these mechanisms may exist. [239, 240]. 
 
Allosteric MEK1 inhibitors including INR119 bind a common allosteric pocket next to the 
catalytic site 
Already in 1995, the small molecule compound PD98059 was identified as the 
first small molecule non-ATP competitive inhibitor of MEK1 and MEK2, two closely related 
MAPKKs of the ERK1/2 pathway.  PD98059 was found to inhibit the dephosphorylated form 
of MEK1 as well as a mutant MEK1 with low levels of constitutive activity in a non-ATP 
competitive mode [234]. PD98059 was further found to prevent the activation of MEK1 by 
the MAPKKK RAF or MEK kinase but did not inhibit RAF-activated MEK1 [241], 
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suggesting that the effect of the compound is different depending on the activation state of 
MEK1, presumably because of conformational differences between phosphorylated and non-
phosphorylated  MEK1. In 1998, UO126, another allosteric inhibitor, with greater affinity, 
was identified and U0126 further appeared to have the same or at least an overlapping binding 
site as PD98059 as their binding was mutually exclusive [235]. In this study both PD98059 
and U0126 showed seven to tenfold higher affinity for a constitutively active recombinant 
MEK1 compared to wild type activated MEK1 obtained by immunoprecipitation from 
stimulated cells, demonstrating that even subtle conformational changes such as between the 
recombinant constitutively active MEK1 and wild type activated MEK1 is enough to have a 
great impact on the binding affinity of both allosteric compounds. 
Different studies [242, 243] have performed X-ray christallography of non-
phosphorylated MEK1 together with different ATP-noncompetitive inhibitors, revealing 
binding within a common allosteric pocket, in close proximity however not overlapping with, 
the ATP-binding site. The allosteric pocket is physically separated from the ATP-binding site 
by the side chains M143 and K97 [242]. The first study used an analog of a clinical candidate 
MEK1 inhibitor PD18435, called PD318088. The authors co-crystallized this compound with 
nonphosphorylated MEK1 and MEK2 showing that it binds in a non-ATP competitive way 
within the identified allosteric pocket very close to the MgATP-binding site. The authors 
concluded that inhibition of the kinase activity of MEK1 and MEK2 by PD184352-related 
inhibitors is likely performed through stabilization of a closed but catalytically inactive 
conformation [242]. Fischmann et al. [243] instead crystallized nonphosphorylated MEK1 
together with and without allosteric inhibitors PD325901 and U0126, as well as together with 
Mg2+ and nucleotides. The allosteric inhibitors as expected also bound in a non-ATP 
competive way within the previously described allosteric pocket. These authors also 
concluded that although the binding of allosteric inhibitors did lead to conformational 
changes, this was not within the active site, and therefore the inhibiting function is likely 
through stabilization of a naturally occurring inactive state. This explains the higher effect of 
the inhibitors seen on non-phosphorylated MEK1 as well as the need for the inhibitors to be 
incubated with MEK1 before pathway stimuli. An important difference in MEK1 bound to 
PD325901 compared to U0126, is that PD325901 structurally extends towards the nucleotide, 
and also interacts with it through several hydrogen bonds. U0126 however forms hydrogen 
bonds with the catalytic amino acid residues K97 and D208 (D in the DFG-motif) as well as 
with F209 (F in the DFG motif) and the V211 shortly C-terminal of the DFG motif [243]. 
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INR119 is structurally closely related to the MEK1 inhibitor PD98059, and was designed to 
bind the allosteric site of MEK1. 
As mentioned above, U0126 has the same or at least an overlapping binding site 
as PD98059 as their binding is mutually exclusive [235]. As U0126 binds the same allosteric 
pocket as PD318088, therefore PD98059 is expected to bind this allosteric pocket as well. 
Redwan et al [244] in turn used computional modeling of the known binding of PD318088 
and U0126 to dock PD98059 within the allosteric pocket and used the computed information 
to design a range of PD98059-related compounds, thereby investigating the use of PD98059 
as a starting point for designing new chromone-based MEK1/2 inhibitors. Docking of 
PD98059 in the model showed that PD98059 likely binds similar to what PD318088 does but 
without projection from the allosteric pocket towards the ATP binding site. Docking of 
PD98059 in the allosteric pocket predicted hydrogen bonding of the compound to F209 in the 
DFG motif as well as V211 and S212. INR119, the small molecule in focus in this thesis, is 
compound 15 in this publication. The only difference between INR119 and PD98059 is that 
INR119 has an ethoxy group in the 3′ -position where PD98059 has a methoxy group. This 
substitution was done as the authors observed that the area of the pocket would be utilized 
more efficiently. As seen in Suppl Fig S3A of Paper IV of this thesis, this small substitution 
resulted in a much stronger inhibition of the MEK1 activity, as measured by phosphorylation 
of ERK1/2 phosphorylation in human MCF7 cells.  
 
MEK1 Kinase activity and the DFG motif 
As in all kinases, the kinase fold of MEK1 consists of one N-terminal and one 
C-terminal lobe, where the N-lobe largely consists of β-sheets as well as an α-helix called 
helix C, whereas the C-lobe mainly consists of multiple helices. The catalytic site is placed in 
the interface cleft of the N- and C-lobes. During a catalytic cycle of MEK1 the active site in 
the cleft opens and closes. When open, this allows ADP to be released and ATP to enter, 
whereas the closed form enables alignment of the catalytic residues in the catalytically active 
positions (reviewed by Wu and Park [245]).  
The activation segment of most kinases starts with the motif DFG. The MEK1 
activation segment exists in different conformations depending on the activation of the 
protein, and the kinase is activated by dual phosphorylation on S218 and S222 in the 
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activation segment. The aspartate in the DFG motif is very close to the MEK1/2 allosteric site 
and plays a very important role in the catalytically active conformation. In the active “DFG-
aspartate in” conformation, the aspartate side chain of D208 in the DFG motif faces into the 
ATP-binding pocket and coordinates Mg2+, whereas in the inactive DFG-aspartate out 
conformation, the aspartate side chain is instead facing out from the pocket making catalysis 
impossible [246]. Another structural element that changes conformation relative to the rest of 
the protein between active and inactive state is the C-helix of the N-lobe. When MEK1 is 
active, a salt bridge is formed between G114 in the C-helix and L97 in the K/D/D catalytic 
triad, whereas in the inactive conformation instead L97 forms a hydrogen bond with S212 in 
the activation segment [246]. Gopalbhai et al. [247] showed that MEK1 is actually 
phosphorylated in vivo on S212, and that this phosphorylation is inhibitory. Interestingly, the 
equivalent residue is conserved among all MAPKK family members in yeasts and mammals 
including fission yeast Wis1, and when the authors mutated the corresponding residue in the 
S. cerevisiae MAPKKs Pbs2 or Ste7 to the phosphomimicking residue aspartate, similarly 
their biological function was abrogated. In S. pombe the result of such a phosphomimicking 
change of the equvivalent residue has not yet been tested, nor has the corresponding site been 
found to be phosphorylated in vivo in Wis1 or in the budding yeast Pbs2 or Ste7. It is however 
intriguing that S212 is one of the residues that PD98059 and INR119 is calculated to form 
hydrogen bonds with when bound in the allosteric pocket of MEK1 [244], and the 
corresponding serine in S. pombe Wis1 (Paper IV Suppl. Fig. S3D,), and possibly 
phosphorylation of S212 may stabilize the same inactive conformation as binding of allosteric 











Present study  
 
Paper I: 
Caffeine stabilizes Cdc25 independently of Rad3 in Schizosaccharomyces 
pombe contributing to checkpoint override. 
 
Caffeine induces stockpiling of Cdc25 in a Rad3 independent way 
We show that caffeine treatment results in elevated levels of Cdc25 in fission 
yeast. Caffeine also has a differential impact on cell cycle progression in cdc2-3w (a 
temperature sensitive mutant carrying a mutation in cdc2 that makes it able to divide and 
sporulate normally independently of Cdc25 [72]), and cdc2-3w cdc25Δ mutants suggesting 
that Cdc25 is an important factor in mediating caffeine induced checkpoint override. 
Caffeine-induced Cdc25 accumulation was not associated with accelerated progression 
through mitosis, but rather with delayed progression through cytokinesis. We further show 
that deletion of the fission yeast ATR homolog Rad3 or the CHK2 homolog Cds1, the effector 
kinase in the fission yeast replication checkpoint indeed resulted in a higher constitutive level 
of Cdc25. In cds1Δ, the level of Cdc25 was also elevated compared to in rad3Δ, indicating 
that the effect seen in rad3Δ is through the resulting deregulation of Cds1. The stabilizing 
effect that the rad3Δ or the cds1Δ deletion had on Cdc25 level suggests a constitutive role in 
regulation of the Cdc25 level. This is not performed by regulating the mRNA level, as the 
cdc25+ mRNA level was rather suppressed in rad3Δ and cds1Δ. Treatment with 
cycloheximide to follow protein degradation when translation is stopped, also rather indicated 
slower degradation of Cdc25 in these mutants. Importantly however, even in the absence of 
Rad3, caffeine stabilizes Cdc25, showing that caffeine is capable of doing this in a 
Rad3-independent manner. Further, in our hands caffeine did not abolish Chk1 
phosphorylation when exposed to phleomycin, or inhibit Cds1 phosphorylation following 
exposure to hydroxyurea (HU). Thus, caffeine does not affect the Rad3-dependent 
phosphorylation of these kinases. Caffeine induces stockpiling of Cdc25, but this does not 
result in a higher cdc25+ mRNA level, but in fact rather the opposite, excluding elevated 
mRNA synthesis, or reduced mRNA turnover, as the mechanism of Cdc25 protein 
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accumulation. This leaves the possibility of either elevated translation or suppression of 
protein degradation as likely mechanisms. Caffeine addition results in a longer half-life of 
Cdc25 degradation as seen in cycloheximide-treated cells, and caffeine-treated cells also fail 
to properly reduce the Cdc25 level when reaching stationary phase. Together this indicates 
caffeine stabilizes Cdc25 protein by suppressing the rate of its degradation. 
 
Caffeine induces nuclear Cdc25 localisation in HU  
We used two different strains with GFP-tagged versions of Cdc25; Cdc25-GFPint and 
Cdc25(9A)-GFPint [114], both in the endogenous chromosomal locus under the control of the 
endogenous promoter. The Cdc25(9A)–GFPint form of Cdc25 has all the Cds1 phosphorylation 
sites converted from serine/threonine to alanine, and thus cannot be phosphorylated on these 
sites by Cds1, Chk1, or Srk1, that all have been shown to phosphorylate these sites resulting 
in cell cycle arrest and  nuclear exclusion of Cdc25 [52] [68]. On exposure to HU, Cdc25–
GFPint becomes phosphorylated, is exported from the nucleus and stockpiles within the 
cytoplasm whereas Cdc25(9A)–GFPint is instead degraded within the nucleus  [114, 248]. 
Interestingly, co-exposure to HU and caffeine suppressed the accumulation of Cdc25–GFPint 
whereas the same co-exposure instead resulted in accumulation of the Cdc25(9A)–GFPint 
version. When the GFP fluorescence was inspected under the microscope, the strains 
expressing Cdc25–GFPint or Cdc25(9A)–GFPint both demonstrated increased nuclear levels of 
Cdc25 in cells co-exposed to HU and caffeine relative to cells only exposed to HU. Thus, 
caffeine treatment results in Cdc25 being located in the same cellular compartment as its 
target Cdc2. As expected, caffeine confers lower Cdc2 phosphorylation and this is more 
pronounced in HU. The suppression of Cdc2 phosphorylation is performed in a Cdc25-
dependent manner even in the cdc2-3w mutant. Altogether this indicates a caffeine checkpoint 
override mechanism depending on higher Cdc25 activity which presumably is the combined 







Paper II:  
Caffeine stabilises fission yeast Wee1 in a Rad24-dependent manner but 
attenuates its expression in response to DNA damage contributing to 
checkpoint override 
 
Caffeine targets TORC1 [133, 249, 132]. TORC1 is further known to regulate 
both Cdc25 and Wee1, and contributes to cell cycle regulation. TORC1 inhibition suppresses 
Wee1 expression as well as resulting in an increase of Cdc25 activation, thereby driving cells 
into mitosis [85]. Caffeine is additionally known to target other pathways, and for example 
also the Sty1 stress response pathway is activated by caffeine in fission yeast [250]. The 
signaling of Rad3, Sty1 and TORC1 all coincides on Cdc25 and Wee1. In paper I we 
demonstrated that the checkpoint overriding effect of caffeine is not dependent on Rad3. 
Various studies indicate that a major cellular target of caffeine may be TORC1 in vivo [132, 
249, 133], and the effects of caffeine treatment resemble those of TORC1 inhibition [85, 251]. 
In Paper II we further investigated the caffeine checkpoint overriding effect by studying the 
effect of caffeine on Wee1, as well as further inspecting its effect on Cdc25. We found that in 
response to DNA damage with caffeine present, the expected increase in Wee1 was 
completely missing, whereas caffeine treatment in the absence of DNA damage was instead 
resulting in a Rad24-dependent Wee1 increase. Caffeine-induced accumulation of Cdc25 was 
in contrast not dependent on Rad24. The stabilising effect of caffeine on Cdc25 is also 
independent of Sty1 signaling, as indicated  by Cdc2512A-GFPint [248, 114], accumulating in 
caffeine to a even higher degree than the wt version, demonstrating that phosphorylating 
through the Sty1 and Rad3 pathways are rather counteracting the Cdc25 stabilization effect. 
Inhibition of TORC1 with the TORC1 inhibitor Torin1 resulted in elevated sensitivity to the 
genotoxin phleomycin, indicating that TORC1 inhibition does indeed cause checkpoint 
override. Our results support the view that caffeine-induced inhibition of TORC1 impacting at 







The fission yeast FHIT homolog affects checkpoint control of proliferation 
and is regulated by mitochondrial electron transport 
 
Aph1 is involved in proliferation control and regulates Rad1 in the 9-1-1 complex 
The first step in the investigation of Aph1 to understand human FHIT is 
naturally to identify FHIT functions conserved between the fission yeast and human 
orthologs. In Paper II, we therefore performed experiments on proliferation of aph1Δ 
deletion mutants, and found that they proliferated to a much higher extent in sublethal 
concentrations of the genotoxins HU, doxorubicin or phleomycin, indicating malfunctional 
checkpoint regulation upon loss of the aph1+ gene. When proliferation experiments were 
performed in a strain background carrying a partially defective cds1 allele, aph1 deletion 
resulted in elevated chromosome loss and/or fragmentation. Together these results indicate 
conservation of functions in proliferation control and checkpoint signaling between Aph1 and 
FHIT. We found the FHIT connection with the 9-1-1 complex [152] suggestive as this 
complex and its functions are so well conserved between eukaryotes, and discovered that 
deletion of aph1 leads to downregulation of the Rad1 protein level. 
 
Aph1 level is regulated through activity of the mitochondrial electron transport chain 
We experienced a position-dependent behavior of the aph1Δ deletion strains in 
the microtiter plate, which disappeared when we exchanged the commonly used lid for a 
membrane allowing the same oxygen availability to all wells. This differential behavior 
indicates oxygen dependency. As a subpool of FHIT had been shown to be located within 
mitochondria, and in contact with ferredoxin reductase, a component of the electron transport 
chain [155], we explored if Aph1 was regulated by oxygenation of the culture. We found that 
the Aph1 protein level is reversibly downregulated in hypoxia and that this regulation was 




Is mammalian FHIT also downregulated in hypoxia or by blocking of mitochondrial electron 
transport? 
Recently FHIT was identified as a modifier of BMPR2 (bone morphogenetic 
protein receptor type 2), a protein frequently mutated or downregulated in pulmonary arterial 
hypertension (PAH). This condition is characterized by progressive narrowing of pulmonary 
arteries, and this serious condition may lead to right heart failure and ultimately death [252]. 
An emerging “metabolic theory of PAH” proposes that PAH may be caused by mitochondria-
based metabolic abnormalities resulting in reduced oxidative phosphorylation [253]. Chronic 
hypoxia can also lead to pulmonary hypertension (PH), leading to chronic obstructive 
pulmonary disease (COPD) [254]. Rats carrying a deletion within exon 1 of BMPR2 were 
shown to be more prone to develop hypoxia-induced pulmonary hypertension [255]. Both 
FHIT and BMPR2 are downregulated in patients with PAH on the mRNA and protein 
expression levels, and interestingly FHIT-/- mice experienced worse hypoxic PH and 
additionally failed to recover in normoxia [252]. Altogether, FHIT has been implicated as a 
modifier of a protein for which reduced signaling is a key event in development of medical 
conditions where hypoxia or suppression of oxidative phosphorylation is implicated. Thus, it 
would certainly be interesting to investigate hypoxic downregulation of the mammalian FHIT 














A redox-sensitive thiol in Wis1 modulates the fission yeast MAPK response 
to H2O2 and is the target of a small molecule. 
 
An inhibitory mechanism targets the cysteine in the CDFG motif of human 
MAPKKs as well as fission yeast MAPKK Wis1 
The human p38 pathway is activated in H2O2 [256]. Despite this fact, MKK6, a 
MAPKK in this pathway, is actually inactivated by a disulfide bond upon H2O2 treatment in 
vivo and in vitro [257], thus H2O2 regulates this pathway both through stimulation and 
inhibition. Also MEK1 and JNKK1 were inactivated by a mechanism reversible by DTT 
treatment, suggesting that the same mechanism of inhibition is present also in other MAPKKs 
of human cells. One of the cysteines of this H2O2-induced disulfide, MKK6 C196, directly 
precedes the DFG motif, thus forming an extended CDFG motif. Given the importance of the 
aspartate in the DFG motif for catalytic activity, this places C196 within the active site of the 
kinase. We observed that this active site cysteine is evolutionarily conserved in all MAPKKs, 
and in addition also in a number of MAPKs of budding yeast, fission yeast and humans, 
making us suspect that regulation of kinase activity through this cysteine within the CDFG 
motif may be a conserved feature of MAPK signaling in these organisms. Interestingly the 
cysteine in the fission yeast MAPK Sty1 is also regulated by intramolecular disulfide 
formation in response to high levels of H2O2, and this disulfide includes the cysteine in the 
CDFG motif of Sty1 [258]. Thus the CDFG cysteine may be involved in regulation also at the 
MAPK level. 
We observed that although Wis1 C458 is conserved in the CDFG motif 
(Paper IV Fig. 1 A), there is no plausible cysteine partner for intramolecular disulfide bond 
formation. However, Wis1 kinase activity was evidently still inactivated by reversible thiol 
oxidation at low H2O2 levels in vitro in a C458 dependent way. A higher Sty1 
phosphorylation in H2O2 concentrations lower than 1 mM was seen in a wis1-C458S mutant. 





The CDFG cysteine in Wis1 is oxidized in the absence of external H2O2 but the nature of the 
oxidation may be changed upon H2O2 treatment 
Presently we do not know the nature of the oxidation event leading to 
inactivation of Wis1. This inactivation does however seems very important as the wis1-C458S  
mutant was unable to grow in oxidative stress on plates containing 0.5 mM H2O2; however it 
had no problem to grow in hyperosmosis (0.6 M KCl). Our unpublished results also indicate 
that this cysteine is important in aging (Fig. 4), as wis1-C458S mutant cells were unable to 
reinitiate growth after extended time spent in stationary phase. This defect in resumption of 
growth was presumably because a large fraction of cells were no longer viable as cells 
appeared shriveled when inspected in the microscope.  
 
 
Figure 4: Wis1C458S mutants are sensitive to stationary phase.  
Cells were first grown to mid-log phase and thereafter incubated for additional 48 h within the same 
culture and culture conditions. Cells were thereafter serial diluted and spotted on a YES agar plate.  
The plate was thereafter incubated 48 h for visualization of reentering of growth. For corresponding 
control plate of log phase cells, see Fig. 2F Paper IV.  
 
To confirm that cysteines within Wis1 are oxidized, we used the mPEG assay 
[259], to get information on the extent of total reversible oxidations of the cysteines in Wis1. 
This assay couples a molecule of approx. 5 kDa to each reversibly oxidized cysteine. The 
mPEG data we have indicate that more than one cysteine within Wis1 is oxidized already 
without externally applied H2O2, and C458 is one of these cysteines. According to the mPEG 
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results, this oxidation event does however not result in a net change of the total number of 
reversibly oxidized cysteines per Wis1 molecule. This indicates that either one already 
oxidized cysteine form is exchanged for another oxidated form, or that oxidation of one 
cysteine is exchanged to another cysteine. Sulfenylation is a reversible oxidation itself and 
additionally an intermediate of other reversible and irreversible thiol oxidations. We decided 
to perform a sulfenylation assay in vivo ([260], adjusted protocol kindly given to us by Michel 
Toledano) to capture changes in the level of this important intermediate upon H2O2 treatment 
in Wis1. The sulfenylation in endogenously expressed HA-tagged wild type was evaluated. 
The result (Fig. 5) reveals that upon addition of H2O2 the Wis1 sulfenylation increases. Thus, 
both mPEG and sulfenylation data suggest Wis1 is reversibly oxidized. The mPEG data do 
not show changes in the total level of reversibly oxidized cysteines upon H2O2, however the 
sulfenylation data clearly show that there are changes in the level of Wis1 sulfenylated thiols, 
supporting Wis1 is redox modified in H2O2. 
 
 
Figure 5: Wis1 is sulfenylated upon H2O2 treatment 
Wt (JJS15) cells were first incubated with the sulfenylation probe DYn-2 and thereafter exposed to 0.5 
mM H2O2. Cells were lysed and proteins precipitated by methanol/Chloroform. DYn-2 modified 
protein was further reacted with CuAAC click reagents (biotin azide, copper(II)TBTA complex, 
ascorbate), and labeled proteins were thereafter pulled down with streptavidin beads, Protein was 
subjected to SDS-PAGE and Wis1 detected by anti-HA antibodies. For detailed protocol, see 
Appendix 1. 
 
In Paper IV we excluded the formation of an intramolecular disulfide as the 
inactivating oxidation event, but several other alternatives still exist. It may be 
glutathionylation, a disulfide between Wis1 and another protein or even between two Wis1 
molecules, or other less studied reversible oxidations such as the cyclic sulfenamide 
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formation. This modification has been shown to result in inhibition of tyrosine 
phosphatase 1B (PTP1B), where the thiol of the catalytic cysteine reacts with the amino group 
of the backbone of the amino acid residue directly C terminal of it, resulting in inactivation 
[174]. PTP1B can be reactivated, and this is preferentially performed by the thioredoxin 
system [175]. In the case of C458 reacting with the next amino acid, this would correspond to 
the aspartate in the DFG motif, thereby potentially destroying Mg2+ coordination for catalysis. 
The appeal of this kind of cysteine modification is that it does not require a neighboring 
cysteine partner. When it comes to the possibility of C458 forming a disulfide with another 
molecule such as GSH or another protein molecule, we constructed a structural homology 
model (paper IV Suppl. Fig. 3A), and this suggests that anything as big as a peptide/protein 
coupled to this cysteine should impair ATP binding in analogy to the intramolecular disulfide 
in MKK6 [257], thus resulting in inhibition. The homology model does however not suggest 
that sulfenylation, sulfinylation or sulfonylation should result in Wis1 inactivation based on 
spatial constraints alone. The natural next approach to obtain information about the nature of 
inactivating oxidation of C458 would be through mass spectrometry. 
 
Negative regulation targeting C458 can be blocked by the use of the allosteric inhibitor 
INR119, predicted to bind adjacent to C458 
As mentioned, next to the active site in the human Wis1 homolog MEK1, there 
is an allosteric site binding various non-ATP competitive inhibitors such as UO126 and 
PD98059. Our homology-based structural model of Wis1 indicated that there was indeed a 
pocket in Wis1 in the corresponding place, structurally very similar to the allosteric pocket in 
MEK1. As the allosteric pocket is in very close proximity to the CDFG motif, we explored 
the possibility that binding of inhibitors in this pocket may impact the negative regulation 
through the cysteine in the CDFG motif. We expected reinforcement of Wis1 inhibition, but 
instead we found that binding of the allosteric MEK1 inhibitor INR119 protected against 
negative regulation in vitro targeting C458 in the Wis1 CDFG motif, therefore resulting in 
higher Sty1 phosphorylation in vivo. In paper IV we focus on the Wis1 kinase stimulating 
activities of INR119. However this stimulation on Wis1 activity is only seen if INR119 binds 
before addition of H2O2. If added at the same time as H2O2, binding of INR119 instead results 
in partial inhibition of Wis1 (Fig. 6). Altogether it seems like Wis1 molecules binding 
INR119 before C458 are negatively modulated by H2O2, resulting in stronger Wis1 signaling, 
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whereas Wis1 molecules binding INR119 after H2O2 have modulated C458 resulting in 
inhibition of Wis1.  
 
Figure 6: When added simultaneous with H2O2, omitting the INR119 pretreatment, INR119 instead 
inhibits Wis1 signaling suppressing Sty1 phosphorylation in a dose-responsive way. For experimental 
conditions see Paper IV 
 
 
Figure 7: Proposed model of INR119 action as a Wis1 signaling enhancer 
A) H2O2 induces pathway activation through MAPKKK activation, however at low H2O2 
concentrations negative regulation targeting Wis1 C458 functions as a break holding the activity of 
Wis1 down, until H2O2 reaches the appropriate level for Sty1 activation. 
B) INR119 binds Wis1 in an allosteric site next to the active site and very close to C458. If bound 
before H2O2 is added, INR119 protects against negative regulation targeting C458 through 
stabilization of a conformation unresponsive to negative regulation through C458, resulting in higher 




Proposed model of INR119 mechanism of action 
Why then would binding of INR119 before and after C458 modulation result in 
so different outputs? This may be explained if INR119 simply stabilizes some part of the 
Wis1 conformation, a conformation that if INR119 is bound before C458 modulation would 
result in unresponsiveness to negative regulation through C458 (Fig. 7), while if C458 is 
already modulated by the inhibiting oxidation event, INR119 may instead stabilize an already 
inhibited conformation. 
The protective effect against C458 targeting inactivation was dependent on 
Wis1, the presence of a MAPKKK (Win1 and/or Wis4), as well as on Tpx1 and Tdh1. 
However, even though deletion mutants of the two-component pathway did impact the Sty1 
phosphorylation level, they were not nessesary for the protection against C458-targeting Wis1 
inactivation. The dependency on Tpx1 and Tdh1 (Fig. 8 A,B), but not on the two-component 
system (Fig. 8 C,D), does suggest some kind of redox relay involved in the negative 
regulation mechanism targeting C458. 
 
Figure 8: INR119 induced enhancement of Sty1-phosphorylation is dependent on Tpx1(A) and 




In this thesis the model organism S. pombe is used to study various aspects in 
stress signaling, where the focus has been on relevance to cancer. In papers I and II we 
investigate the caffeine checkpoint override mechanism in S. pombe. In principle, a compound 
making cancer cells evade checkpoint arrest upon cancer therapy, may be used as sensitizing 
treatment making therapy more efficient. Caffeine has been shown to cause checkpoint 
override in human and fission yeast, and even though the high doses needed as well as the 
pleiotropic effects of caffeine make it unsuitable as a sensitizing agent, the knowledge of the 
overriding mechanism may aid in development of more suitable agents. In Paper I we 
conclude the checkpoint override mechanism of caffeine is linked to the mitotic inducer 
protein Cdc25 which removes the inhibitory phosphorylation from the CDK Cdc2. Cdc25 
accumulated in response to caffeine treatment, and is also located within the nucleus upon 
caffeine treatment in combination with the cytostatic HU, thus in the same cellular 
compartment as the CDK it activates. Caffeine has been proposed to exert its checkpoint 
overriding effects through inhibition of the checkpoint protein Rad3/ATR. We show that 
although Rad3 deletion in similarity to caffeine treatment does cause Cdc25 accumulation, 
and likely is involved in constitutive regulation of Cdc25 stability, the caffeine treatment 
induces Cdc25 accumulation and checkpoint override independently of Rad3. In Paper II we 
further investigated the caffeine effect on Wee1, the kinase inhibiting Cdc2 by Y15 
phosphorylation. We demonstrate that although caffeine stabilizes Wee1 in a 
Rad24-dependent manner, caffeine has the opposite effect upon DNA damage with 
significantly lower Wee1 levels. Altogether our findings in Paper I and II demonstrate that 
caffeine overrides the DNA damage checkpoints by its positive regulation of the Cdc25 
phosphatase and negative regulation of the Wee1 kinase thereby removing the Cdc2 double 
lock mechanism normally enforced by checkpoint control. Inhibition of TORC1 by caffeine is 
suggested to contribute to checkpoint override. 
FHIT is a human tumor suppressor protein that has been assigned very diverse 
tumor suppressing functions. In paper III we take the first step towards establishing the 
fission yeast ortholog Aph1 as a model of FHIT molecular functions by demonstrating that 
some tumor suppressing functions are evolutionary conserved between FHIT and Aph1. Loss 
of Aph1 gives rise to a phenotype generally more prone to proliferate and therefore resulting 
in uncontrolled proliferation also in genotoxic compounds. aph1 deletion additionally 
aggravates the phenotype of a partial defective allele of the checkpoint effector kinase Cds1. 
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This leads to chromosome mis-segregation and/or fragmentation upon growth in the cancer 
chemotherapy agent doxorubicin. We further discovered that the Aph1 protein level is 
regulated by the activity of the mitochondrial electron transport chain, and that Aph1 is 
strongly reduced in hypoxia in a manner reversible by reoxygenation. Deletion of aph1 
additionally leads to reduction of Rad1 in the 9-1-1 complex, a complex important in DNA 
damage sensing and checkpoint activation. All three components in the 9-1-1 complex are, in 
similarity to Aph1, downregulated in hypoxia. Recently, human FHIT has been implicated in 
regulation of BMPR2, a protein in turn important in development of PAH. Interestingly PAH 
is a condition proposed to be caused by mitochondrial malfunction. Given our results 
concerning Aph1, mitochondrial electron transport and oxygenation, the aspects of human 
FHIT in hypoxia and reoxygenation should be further investigated.  
Human MAPK pathways are often deregulated in cancer. H2O2 can induce 
oxidative damage, but is additionally involved in cellular signaling as a second messenger 
inducing its effects through oxidation of selected cysteins. In paper IV we investigate the 
impact of H2O2 on a MAPK signaling pathway in fission yeast. MAPKKs of fission yeast, 
budding yeast and humans contain a cysteine directly downstream of the conserved DFG 
motif, placing it within the active site of the kinase. The human MAPK p38 pathway is 
induced by H2O2, even so MKK6, one of two MAPKKs in the pathway, is inhibited by H2O2 
by the formation of an intramolecular disulfide involving this active site cysteine. We 
demonstrate that the MAPKK Wis1 in the fission yeast MAPK Sty1 pathway is inhibited by 
H2O2 by a mechanism involving the corresponding active site cysteine, despite lacking an 
intramolecular disulfide partner cysteine. In vitro it is possible to turn Wis1 kinase activity off 
with H2O2 and then reactivate using a reductant, indicating that the mechanism depends on 
reversible oxidation. Mutating the active site cysteine leads to elevated kinase activity in low 
H2O2 concentrations, indicating that inhibition through this cysteine works as a brake to hold 
activation of Wis1 down in low concentrations. In vitro the use of the synthetic small 
molecule INR119 blocks kinase inactivation upon low H2O2, in vivo this leads to elevated 
Wis1 signaling. Altogether our results indicate that Wis1, in analogy to human MKK6, is both 
stimulated and inhibited by H2O2. This balanced regulation is of most importance for the 
viability of the cell upon H2O2 treatment as well as in aging, and in vivo inhibition of Wis1 is 
likely caused by redox relay from another protein. It is further possible to manipulate the 
redox-dependent regulation of Wis1 through the use of the small molecule INR119. This 
opens the possibility that the same can be done using similar compounds on other MAPKKs 
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including human ones, thus enforcing stronger signaling output. This effect would be 
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Sulfenic Acid Labeling - DYn-2 Protocol (Toledano’s Lab) June 2019: 
 
Reagents: 
DYn-2 (Cayman Chemical, cat. no. 11220) 
Biotin azide (Interchim cat. no. FP-PQI331)  
Sodium ascorbate 
Copper(II)-TBTA complex : Lumiprobe #21050 or Interchim #FY2780) 
 
Protocol: 
• Yeast cell culture grown to an OD600nm = 0.5 (for a total of 5-6 OD600nm) 
• Pellet cells by centrifugation at 4000 rpm, 5 min at 4°C. Remove the supernatant and 
resuspend cells in 0.5 mL medium (SD complete for example).  
• Add to each sample 0.5 mM of the labeling reagent DYn-2  
• Incubate the cell suspension at 30 °C for 30 min with mixing (10 min) by gently pipetting 
up and down. 
• Centrifuge the cell suspension at 4000 rpm, 5 min at 4°C.  
• Wash the cell pellets with cold PBS (or 100 mM Hepes pH7.4) twice. 
•  To lyse the cells, add the equivalent of 100 μL glass beads (5 cycles of 1 min vortex) and 
200 μL of PBS (or Hepes) followed by cooling in wet ice.  
• Transfer the supernatent to a new tube (wash the beads with extra 200 μL of PBS (or 
Hepes)) and centrifuge at 14000 x g for 15 min at 4°C. Recover the supernatant and discard 
the pellets. Check the proteins concentration, it should be adjusted to the same 
concentration between the different samples (usually 2.5-3mg/ml)   
• The proteins lysate are precipitated using cold methanol and chloroform using the 
following ratio lysate:methanol:chloroform = 4:4:1, vol/vol/vol and centrifuge at 
14000 x g for 15 min. Protein will be between the 2 solvent layers. Both layers are 
aspirated and precipitation was repeated by adding H2O:MeOH:CHCl3 4:4:1 and 
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centrifuged at 14000 x g for 15 min. Both layers were aspirated again, and pellet obtained 
was washed once with cold MeOH and left to dry for 10 min. 
• Resuspend the pellets in PBS (or 100 mM Hepes pH7.4) supplemented with 2% SDS.  
• Once the proteins are fully dissolved, the following click reagents (CuAAC) are added 
respectively to the sample (the reagents are added in ratio equivalent to DYn-2) : 
o Biotin azide : 1 equivalent (0.5 mM) 
o  Copper(II)-TBTA complex : 2 equivalents (1 mM) 
o Ascorbate (prepared in situ) : 4 equivalents (2 mM) 
• The samples are then incubated for 1 h at RT on a wheel preferably and protected from 
light. 
• Quench the CuAAC reaction by adding 1mM EDTA for 10min. 
• The samples are then precipitated using cold methanol and chloroform using the following 
ratio lysate:methanol:chloroform = 4:4:1, vol/vol/vol and centrifuge at 14000 x g for 15 
min. Protein will be between 2 solvent layers. Both layers are aspirated and precipitation 
was repeated by adding H2O:MeOH:CHCl3 4:4:1 and centrifuged at 14000 x g for 15 
min. Both layers were aspirated again, and pellet obtained was washed once with cold 
MeOH and left to dry for 10 min (protected from light). 
• Protein pellet are resuspended in 100 μL of 100 mM Hepes buffer pH7.4, supplemented 
with 2 % SDS.  
• Streptavidin pull-down:  Add pre-washed (100 mM Hepes buffer pH7.4) streptavidin 
beads to each samples (need to add with precision, the same amount of beads to each 
samples) and incubate for 2h at room temperature. Wash the beads with 1% SDS (x2) then 
with 4M urea (x2), 1M NaCl (x1), and H2O (x2).  
• Resuspend the beads in 5X Laemmli buffer and boil for 5 min at 95 °C.  
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Summary
Cdc25 is required for Cdc2 dephosphorylation and is
thus essential for cell cycle progression. Checkpoint
activation requires dual inhibition of Cdc25 and Cdc2
in a Rad3-dependent manner. Caffeine is believed to
override activation of the replication and DNA
damage checkpoints by inhibiting Rad3-related pro-
teins in both Schizosaccharomyces pombe and mam-
malian cells. In this study, we have investigated the
impact of caffeine on Cdc25 stability, cell cycle pro-
gression and checkpoint override. Caffeine induced
Cdc25 accumulation in S. pombe independently of
Rad3. Caffeine delayed cell cycle progression under
normal conditions but advanced mitosis in cells
treated with replication inhibitors and DNA-damaging
agents. In the absence of Cdc25, caffeine inhibited
cell cycle progression even in the presence of
hydroxyurea or phleomycin. Caffeine induces Cdc25
accumulation in S. pombe by suppressing its degra-
dation independently of Rad3. The induction of Cdc25
accumulation was not associated with accelerated
progression through mitosis, but rather with delayed
progression through cytokinesis. Caffeine-induced
Cdc25 accumulation appears to underlie its ability to
override cell cycle checkpoints. The impact of Cdc25
accumulation on cell cycle progression is attenuated
by Srk1 and Mad2. Together our findings suggest that
caffeine overrides checkpoint enforcement by induc-
ing the inappropriate nuclear localization of Cdc25.
Introduction
The ability to rapidly delay cell cycle progression in
response to environmental and genotoxic insults, is
essential for the maintenance of genomic integrity and/or
cell viability. Cells have thus evolved molecular signalling
pathways that sense DNA damage or environmental
stress and activate cell cycle checkpoints. Understanding
the interplay between the cellular environment, genome
maintenance and cell cycle progression is important for
understanding and/or improving the prevention, progres-
sion, and treatment of many diseases (Schumacher et al.,
2008; Hoeijmakers, 2009).
Cell cycle progression in Schizosaccharomyces pombe
is regulated by the activity of the cyclin-dependent kinase
(CDK) Cdc2 and its regulatory cyclin Cdc13 (Lu et al.,
2012). Negative regulation of Cdc2, and thus cell cycle
progression, is enforced by the Mik1 and Wee1 kinases
which phosphorylate Tyr15 to inhibit its activity. Con-
versely, the Cdc25 phosphatase positively regulates Cdc2
activity by dephosphorylating Tyr15 and is essential for
G2/M cell cycle progression in S. pombe (Lu et al., 2012).
Cdc25 levels increase throughout G2 but its activity is
highly regulated by a combination of translational and
post-translational mechanisms. The effective inhibition of
Cdc25 and Cdc2 activity is thus essential for full activation
of the DNA damage and stress activated cell cycle check-
points (Alao and Sunnerhagen, 2008).
The central activator of the DNA damage response
(DDR) pathway in S. pombe is the ataxia telangiectasia
mutated (ATM) and ataxia – and rad related (ATR) kinase
homologue Rad3, a member of the phosphatidylinositol 3
kinase-like kinase (PIKK) family (Humphrey, 2000; Lovejoy
and Cortez, 2009). In response to stalled replication,
S. pombe activates the replication or S-M checkpoint. Fol-
lowing its activation by stalled replication forks, Rad3 phos-
phorylates and activates the Cds1 kinase, a functional
homologue of the mammalian Chk1 kinase (Boddy et al.,
1998; Lindsay et al., 1998; Brondello et al., 1999). Addi-
tionally, Rad3 phosphorylates the Chk1 kinase (Chk2 in
mammalian cells) in response to DNA damage occurring
during the G2 phase of the cell cycle to enforce the DNA
damage checkpoint. Cds1 and Chk1 phosphorylate
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multiple serine and threonine residues on Cdc25, thereby
inactivating it (Alao and Sunnerhagen, 2008). Cds1 also
induces the synthesis of Mik1, which is required for the
degradation of Cdc25 remaining in the nucleus (Alao and
Sunnerhagen, 2008). Rad3-induced activation of Cds1
and Chk1 requires the adaptor molecules Mrc1 and Crb2
respectively. This differential requirement for adaptor mol-
ecules ensures the cell cycle phase-specific activation of
Cds1 and Chk1. Mik1 and Wee1 ensure full checkpoint
activation and cell cycle arrest by phosphorylating Cdc2 on
Tyr15. Mutants unable to effectively activate cell cycle
checkpoints in response to DNA damage are highly sensi-
tive to genotoxins (Alao and Sunnerhagen, 2008).
The mitogen-activated protein kinase (MAPK) pathway
which regulates the environmental stress response (ESR)
pathway, has also been shown to influence cell cycle
progression in S. pombe by regulating Cdc25 activity. The
p38 MAPK homologue Sty1 promotes G2/M progression
in S. pombe by stabilizing Cdc25 (Shiozaki and Russell,
1995; Kishimoto and Yamashita, 2000). Simultaneously,
exposure to environmental stress also induces the Sty1-
mediated expression, phosphorylation and nuclear locali-
zation of Srk1 (Smith et al., 2002; Asp and Sunnerhagen,
2003). Srk1 phosphorylates the same residues as do
Cds1 and Chk1 on Cdc25, resulting in its nuclear export
and transient cell cycle arrest (Lopez-Aviles et al., 2005).
Srk1 is not required for DNA damage-induced cell cycle
arrest but regulates mitotic onset during the normal cell
cycle by inhibiting Cdc25. Sty1 thus positively regulates
Cdc25 by enhancing its stability and negatively by inhib-
iting its activity via Srk1.
The nuclear exclusion of Cdc25 plays a key role in
regulating its ability. During the normal cell cycle, Cdc25
localizes predominantly in the nucleus from late G2 until
the onset of mitosis. Phosphorylation of the nine regulatory
serine and threonine residues within the N-terminal
domain of Cdc25 creates binding sites for the 14-3-3
protein Rad24. Phosphorylation of these residues by
Cds1, Chk1, or Srk1 thus results in the Rad24-mediated
nuclear export of Cdc25 (Lopez-Girona et al., 1999; Frazer
and Young, 2011; 2012). The nuclear export of Cdc25 is
not, however, required for the activation of the DNA
damage and replication checkpoints since S. pombe
mutants expressing constitutively nuclear Cdc25 arrest
normally (Frazer and Young, 2011; 2012). In contrast, cell
cycle arrest in response to environmental stress is depend-
ent on Srk1-mediated Cdc25 phosphorylation and nuclear
export (Smith et al., 2002; Lopez-Aviles et al., 2005). The
stockpiling of Cdc25 following activation of the DDR or
ESR has been frequently observed and is dependent on
Sty1 (Kovelman and Russell, 1996; Kishimoto and
Yamashita, 2000; Alao et al., 2010). Sty1 thus modulates
Cdc25 activity both positively through stabilization and
negatively through Srk1. Recent studies have demon-
strated that Cdc25 levels are not rate-limiting for cell size in
S. pombe (Frazer and Young, 2011; 2012). Constitutively
nuclear mutants are less stable than wild-type (wt) Cdc25
and are degraded in a Mik1-dependent manner during
DNAdamage or replication stress-induced checkpoint acti-
vation (Frazer and Young, 2011; 2012). These findings
suggest that nuclear export is required for the stockpiling of
Cdc25 observed in response to DDR and ESR activation
(Kovelman and Russell, 1996; Kishimoto and Yamashita,
2000; Lopez-Aviles et al., 2005; Alao et al., 2010). Normal
turnover of Cdc25 requires the activity of the Pub1 ubiquitin
ligase (Nefsky and Beach, 1996). The Clp1 (Flp1) phos-
phatase negatively regulates Cdc25 activity and stability at
the end of mitosis. Clp1–mediated inhibition of Cdc25
activity is required for mitotic exit, activation of the septa-
tion initiation network (SIN), and progression through
cytokinesis (Trautmann et al., 2001; Esteban et al., 2004;
2008; Mikhailov et al., 2004). Consequently, the elevated
Cdc25 activity in clp1Δ and pub1Δ mutants slows progres-
sion through cytokinesis (Esteban et al., 2004; 2008; Wolfe
and Gould, 2004).
The production of radical oxygen species (ROS) can
result in DNA damage and activation of the DDR pathway.
Similarly, DNA damage is associated with the production
of ROS. Co-activation of the DDR and ESR pathways is
thus a common event. It remains unclear, however, how
the DDR and ESR pathways are integrated in terms of
Cdc25 activity and cell cycle progression (Alao and
Sunnerhagen, 2008). Activation of Sty1 enforces Cdc25
activity and mitotic progression (Shiozaki and Russell,
1995; Kishimoto and Yamashita, 2000; Alao et al., 2010).
Mutants unable to activate the DDR pathway are driven
into mitosis in a Sty1-dependent manner when exposed to
ultraviolet radiation which induces both ROS production
and DNA damage (Degols and Russell, 1997; Alao et al.,
2010). Conversely, strong activation of the ESR induces
Sty1-dependent Srk1 activation, Cdc25 inhibition, and cell
cycle arrest (Lopez-Aviles et al., 2005). The activation of
Sty1/Srk1 signalling by osmotic stress can thus partially
compensate for the absence of DNA damage cell cycle
checkpoints (Alao et al., 2010). In the absence of DNA
damage, exposure to various stresses induces the rapid
but temporary accumulation of mitotic and septated cells.
This effect is dependent on both Sty1 and Cdc25 suggest-
ing that these stresses advance progression through G2.
Srk1 thus suppresses the positive effects of Sty1 on cell
cycle progression. The elevated septation index may also
reflect delayed progression through cytokinesis as a con-
sequence of deregulated Cdc25 activity (Trautmann et al.,
2001; Esteban et al., 2004; 2008; Mishra et al., 2004;
Wolfe and Gould, 2004).
Caffeine is a methylxanthine commonly found in bever-
ages such as tea and coffee, making it one of the most
widely consumed neuroactive stimulants globally (Bode
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and Dong, 2007; Butt and Sultan, 2011). Caffeine exerts
pleiotropic effects on cellular physiology and has gener-
ated much interest due to its ability to override DNA
damage-induced cell cycle checkpoints (Moser et al.,
2000; Bode and Dong, 2007). Caffeine has been shown to
inhibit the activity of several PIKKs includingATM,ATR and
Rad3 in vitro (Bode and Dong, 2007). These findings lead
to the proposal that caffeine inhibits cell cycle checkpoint
activation mediated by Rad3 and related PIKKs in vivo
(Bode and Dong, 2007). This view remains controversial
however, as caffeine has been shown to override DDR-
activated checkpoint signalling without inhibiting ATM or
ATR (Cortez, 2003). Furthermore, a direct inhibition of
Rad3-induced phosphorylation of Cds1 or Chk1 in
S. pombe cells exposed to genotoxins has not been dem-
onstrated (Moser et al., 2000). Exposure to caffeine acti-
vates the Sty1-regulated ESR pathway in S. pombe.
Furthermore, the ESR pathway is required for tolerance to
caffeine in S. pombe (Calvo et al., 2009). Consequently,
caffeine is likely to exert both positive and negative influ-
ences on cell cycle progression in a Cdc25-dependent
manner (Alao and Sunnerhagen, 2008). Co-inhibition of
p38 MAPK downstream signalling has been shown to
enhance the drug-mediated inhibition of DNA damage
checkpoint signalling in mammalian cells (Manke et al.,
2005; Reinhardt et al., 2007). It remains unclear, however,
how co-activation of Sty1 signalling influences the ability of
caffeine to override DNA damage-induced checkpoints
and sensitivity to genotoxic agents in S. pombe (Moser
et al., 2000; Alao and Sunnerhagen, 2008; Calvo et al.,
2009). Exposure to caffeine has been shown induce the
accumulation of Cdc25A in mammalian cells. Similarly, the
inhibition of ATR-Chk1 (functional homologues of Rad3
and Cds1 in mammalian cells) signalling also induces the
accumulation of Cdc25A (Sørensen et al., 2003; 2004).
Cdc25A degradation is required for activation of the
S-phase checkpoint in mammalian cell lines. Hence,
caffeine-induced stabilization of Cdc25A, rather than inhi-
bition of ATM/ATR signalling, may underlie its ability to
override DNA damage checkpoints (Cortez, 2003;
Sørensen et al., 2003; 2004; 2005; Mochida and Yanagida,
2006). In addition, caffeine has also been shown to induce
Cdc25B accumulation in mammalian cells (Varmeh and
Manfredi, 2009). The effect of exposure to caffeine or
rad3/cds1 deletion on Cdc25 stability in S. pombe has
not been previously reported. Furthermore, the impact
of caffeine-mediated Sty1 activation on its ability to over-
ride DNA damage checkpoint activation has not been
investigated.
In this study, we have investigated the effect of caffeine
on Cdc25 stability, cell cycle progression and DNA
damage/replication checkpoint activation in S. pombe.
We also investigated the impact of Sty1 co-activation on
the ability of caffeine to override DNA damage/replication
checkpoints in this organism. Our findings demonstrate
that caffeine induces Cdc25 accumulation independently
of Rad3. Caffeine-induced Cdc25 accumulation was
associated with delayed progression through cytokinesis.
Interestingly, the ability of caffeine to override checkpoint
signalling was not associated with the inhibition of Rad3.
The ability of caffeine to override checkpoint signalling
was dependent on Cdc25 expression. Lastly, our findings
indicate that co-activation of Sty1 attenuates the ability of
caffeine to override DNA damage checkpoint signalling.
Results
Caffeine induces Cdc25 accumulation independently of
Rad3 and Cds1
Exposure to 10 mM caffeine resulted in rapid accumulation
of HA-tagged Cdc25 under control of the endogenous
promoter in log phase S. pombe cells (Fig. 1A). We
obtained similar results by exposing cells expressing GFP-
tagged Cdc25 under control of the endogenous promoter
(Cdc25–GFPint) (Frazer and Young, 2011; 2012), or Myc-
tagged Cdc25 under control of the endogenous promoter,
to caffeine (Fig. 1B and Supplementary Fig. S1A). Caf-
feine also induced accumulation of Cdc25(9A)–GFPint
(Frazer and Young, 2011; 2012), in which the nine
N-terminal serine/threonine residues phosphorylated by
Cds1, Chk1 and Srk1 are mutated to alanine (Fig. 1C).
Interestingly, Cdc25 levels were also constitutively
elevated in rad3Δ and cds1Δ mutants (Fig. 1D). Rad3 and
Cds1 thus appear to regulate Cdc25 stability in S. pombe
as reported for the functional homologues, ATR, Chk1 and
Cdc25A in mammalian cells (Sørensen et al., 2004). Caf-
feine also induced further accumulation of Cdc25 in rad3Δ
mutants (Fig. 1E). The ability of caffeine to induce Cdc25
accumulation is therefore independent of Rad3 inhibition.
The accumulation of Cdc25 observed in caffeine-treated
cells and in rad3Δ and cds1Δ mutants was not due to
enhanced transcription. In fact, cdc25+ mRNA expression
was suppressed under these conditions (Fig. 1F and Sup-
plementary Fig. S1C). The stability of Cdc25 was
increased in both rad3Δ and cds1Δ mutants (Fig. 1G and
H, Supplementary Fig. S1D). Thus, caffeine or deletion of
the rad3+ or cds1+ genes stabilizes Cdc25 by post–
translational mechanisms. Caffeine suppressed Cdc2
Tyr15 phosphorylation in untreated log phase cultures, as
well as in cultures exposed to hydroxyurea (HU) (Fig. 1I).
These findings suggest that caffeine partly suppresses
Cdc2 Tyr15 phosphorylation by stabilizing Cdc25.
Effect of caffeine on cell cycle progression in S. pombe
The effect of caffeine-mediated Cdc25 accumulation and
Cdc2 phosphorylation on the cell cycle kinetics of
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S. pombe was investigated. Exposure of wt log phase
cultures to 10 mM caffeine did not significantly affect cell
division kinetics (Fig. 2A). However, exposure of cds1Δ
mutants to caffeine did induce a significant increase in the
percentage of septating cells within 1 h of exposure, fol-
lowed by a transient decline in the septation index between
3 and 4 h after exposure (Fig. 2A). A similar increase in the
septation index was observed when rad3Δ mutants were
exposed to caffeine. In contrast to cds1Δ mutants however,
the caffeine-induced increase in the septation index was
sustained (Fig. 2A). Caffeine induces the accumulation of
Cdc25 independently of Rad3 (Fig. 1). The suppression of
Cdc2 activity is required for exiting mitosis and progression
through cytokinesis. Modest increases in Cdc25 activity
will thus drive cells through mitosis and cytokinesis. In
contrast, high levels of Cdc25 activity will advance entry
into mitosis but delay progression through cytokinesis
(Trautmann et al., 2001; Esteban et al., 2004; 2008;
Mishra et al., 2004; Wolfe and Gould, 2004). To test this
possibility, FACS analysis was used to monitor the progres-
sion through cytokinesis of cells exposed simultaneously
to caffeine and HU. As the cells pass through cytokinesis,
they accumulate as a 1C population due to HU-induced
nucleotide depletion (Fig. 2B). When rad3Δ mutants were
exposed to caffeine, their progression through cytokinesis
was clearly delayed relative to the wt strain (Fig. 2Aand B).
Consistent with the results in Fig. 2A, cds1Δ mutants were
advanced through both mitosis and cytokinesis (Fig. 2B).
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Fig. 1. Caffeine induces Cdc25 accumulation in S. pombe.
A. Strains expressing Cdc25-HA were incubated with 10 mM caffeine and harvested at the indicated time points. Total protein lysates were
resolved by SDS-PAGE and Cdc25 detected using antibodies directed against HA. Tubulin was used to monitor gel loading. Pro
exp. = prolonged exposure.
B and C. Strains expressing Cdc25–GFPint or Cdc25(9A)–GFPint were treated as in A.
D. Total protein lysates from log phase wt, rad3Δ and cds1Δ cultures were resolved by SDS-PAGE and probed using antibodies directed
against HA. Tubulin was used to monitor gel loading. Pro exp. = prolonged exposure.
E. Wt and rad3Δ strains were grown with or without 10 mM caffeine for 24 h and analysed as in D.
F. Total RNA was extracted from wt cells exposed to 10 mM caffeine for 2 h. The expression levels of cdc25+ were analysed by RT-PCR.
G. Wt and rad3Δ cells expressing Cdc25-HA were grown to log phase, exposed to 100 μg ml−1 Chx and harvested at the indicated time points.
Cell lysates were treated as in A.
H. Wt and cds1Δ cells expressing Cdc25-HA were grown to log phase and treated as in G.
I. Cells expressing HA-tagged Chk1 were exposed to 20 mM HU with or without 10 mM caffeine. Cells were pre-treated with HU for 2 h and
then cultured with or without caffeine for a further 2 h. Total lysates were probed with antibodies directed against phosphorylated and total
Cdc2.
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We also observed that caffeine influenced cell cycle pro-
gression to a similar degree in strains expressing Cdc25–
GFPint or Cdc25(9A)–GFPint (Supplementary Fig. S3A).
Further analyses demonstrated a simultaneous increase in
both the number of binucleates and the septation index
(Supplementary Fig. S2C). These observations suggest a
general decrease in the progression from mitosis and
cytokinesis in these strains following exposure to caffeine.
To further examine the effect of caffeine on cell cycle
progression, we monitored its effects on the kinetics of
cell division in wee1Δ mutants. The absence of Wee1
results in constitutively high Cdc2 activity that advances
the entry of shortened cells into mitosis (Russell and
Nurse, 1987). The effect of caffeine on the septation index
of wee1Δ mutants was similar to that observed in rad3Δ
mutants (Fig. 2A and C). The short length at division of
wee1Δ mutants imposes a size constraint that delays
progression into S phase (Nurse, 1990). Unlike wt cells in
log phase, wee1Δ mutants spend a significantly longer
amount of time in G1 and can be monitored by FACS
analysis (Fig. 2D). Hence, although a G1 population is not
detectable in wt cells under normal growth conditions,
wee1Δ mutants can be used to monitor G1- to S-phase
progression. Exposure to caffeine induced a rapid decline
in the G1 population of wee1Δ mutants 1–2 h after expo-
sure following by a gradual increase at 3–4 h (Fig. 2D).
Caffeine thus induces cell cycle progression in S. pombe
wee1Δ mutants.
To determine if caffeine delays progression through
cytokinesis, its effect on cell division in nda3-KM311CS
mutants was examined. The S. pombe nda3+ gene
encodes β-tubulin, which is unable to polymerize into
microtubules at the restrictive temperature (18–20°C) in
nda3-KM311CS mutants. The failure to form mitotic spin-
dles at the restrictive temperature prevents ‘satisfaction’
of the spindle checkpoint and results in metaphase arrest
(Hiraoka et al., 1984). Mutants lacking mad2+ are unable
to activate the spindle checkpoint and attempt mitosis
without mitotic spindles, resulting in chromosome misseg-
regation and loss of viability (Fig. 2E–G; He et al., 1997).
Caffeine (10 mM) prevented chromosome missegrega-
tion and loss of viability in mad2Δ mutants grown at the
restrictive temperature. Caffeine similarly suppressed the
sensitivity of mad2Δ mutants to the microtubule depolym-
erizing agent methylbenzimidazol-2yl carbamate
(carbendazim/MBC) (Fig. 2E). As a culture of nda3-
KM311CS mutants arrests in metaphase at the restrictive
temperature, a corresponding decrease in the septation
index can be observed. This decline in the septation
index was not observed in nda3-KM311CS mad2Δ double
mutants, which continue to progress through mitosis
(Fig. 2G) (Hiraoka et al., 1984; He et al., 1997). Caffeine
abolished this decline in the septation index in the nda3-
KM311CS mutant, suggesting it either overrides the
spindle checkpoint or delays the progression of septating
cells through cytokinesis (Fig. 2G). Our finding that caf-
feine prevents chromosome missegregation and loss of
viability in mad2Δ mutants clearly supports the latter
explanation (Fig. 2E–G). A similar delay in the progres-
sion through cytokinesis was observed in nda3-KM311CS
clp1Δ and nda3-KM311CS pub1Δ mutants, which harbour
elevated Cdc25 levels, when grown at the restrictive tem-
perature (Supplementary Fig. S2D and E). Caffeine thus
exerts both positive and negative effects on cell cycle
progression in S. pombe.
Mad2 delays caffeine-induced cell cycle progression in
S. pombe
Exposure to caffeine activates the ESR pathway regulated
through the MAPK Sty1 (Calvo et al., 2009). We previously
demonstrated that exposure to osmotic stress, which simi-
larly activates Sty1, partially delays progression through
mitosis in a Mad2-dependent manner (Alao et al., 2010).
The effect of Mad2 on caffeine-induced cell cycle progres-
sion was thus investigated. S. pombe cells partially delay
progression through mitosis following exposure to the
microtubule depolymerizing agent MBC (50 μg ml−1) in a
Mad2-dependent manner (He et al., 1997; Castagnetti
et al., 2010) (Fig. 3Aand B). Caffeine (10 mM) suppressed
MBC-induced chromosome missegregation. mad2+ cells
exposed to MBC and caffeine had a 4C DNA content,
indicating that caffeine delays progression through cytoki-
nesis (Fig. 3A). The rate and magnitude of MBC-induced
chromosome missegregation was greater in mad2Δ
mutants relative to mad2+ cells (Fig. 3A and B). Caffeine
suppressed chromosome missegregation less efficiently in
mad2Δ mutants although DNA replication was not delayed
(Fig. 3A and B). Cell cycle progression, as indicated by the
increased 4C DNA content, was also advanced in mad2Δ
mutants relative to mad2+ cells exposed to caffeine alone
(Fig. 3A and B).
We next compared the rate of cell cycle progression in wt
and mad2Δ mutants arrested with 20 mM HU for 2 h and
subsequently exposed to 10 mM caffeine. The rate and
degree of chromosome missegregation was slightly higher
in mad2Δ mutants relative to wt cells (Fig. 3C). Further-
more, caffeine was more effective at enhancing sensitivity
to HU in mad2Δ mutants (Fig. 3D). The ability of caffeine to
override the HU induced replication (S-M) checkpoint is
thus enhanced by the mad2 deletion. Together, these
observations suggest that Mad2 attenuates the ability of
caffeine to advance cell cycle progression. They also
provide further evidence that caffeine can advance entry
into mitosis but slows progression through cytokinesis.
Concurrently, caffeine partly compensates for the lack of a
spindle checkpoint by delaying progression through cytoki-
nesis (Figs 2E–G and 3A–D).
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Caffeine advances cell cycle progression through Cdc25
The cdc2-3w allele abolishes the requirement for Cdc25-
mediated entry into mitosis and activation of the replication
checkpoint. Mutants carrying the cdc2-3w allele remain
under the control of Wee1 phosphorylation and deletion of
Cdc25 results in increased cell length (Enoch et al., 1992;
Basi and Enoch, 1996) (Fig. 4A). To further investigate the
role of Cdc25 in mediating the effects of caffeine, we
compared its impact on cell cycle progression in cdc2-3w
and cdc2-3w cdc25Δ mutants. Exposure of cdc2-3w
mutants to 10 mM caffeine induced the sustained accumu-
lation of septated cells with a 4C DNA content. In contrast,
caffeine exerted only minor effects on cell cycle progres-
sion in cdc2-3w cdc25Δ mutants (Fig. 4B and C). A simul-
taneous increase in both the number of binucleates and the
septation index was observed (Supplementary Fig. S4B).
It remains unclear if the slight increase in the > 4C DNA
peak reflects a delay in the cell cycle progression of the
cdc2-3w cdc25Δ mutant. Exposure of cdc2-3w mutants to
caffeine in the presence of latrunculin B (Lat B) (in order to
inhibit cytokinesis), demonstrated that progression
through mitosis and the subsequent S phase was only
moderately delayed (Supplementary Fig. S4C). Caffeine
thus delays progression through cytokinesis in cdc2-3w
mutants. In contrast, caffeine did inhibit mitotic progression
in cdc2-3w cdc25Δ mutants under similar conditions (Sup-
plementary Fig. S4C). We next compared the ability of
caffeine to enhance sensitivity to phleomycin in cdc2-3w
and cdc2-3w cdc25Δ mutants. Caffeine overrode the
partial checkpoint arrest in cdc2-3w mutants exposed to
10 μg ml−1 phleomycin, resulting in the accumulation of
cells with missegregated chromosomes (Fig. 4D). In
cdc2-3w cdc25Δ mutants, caffeine blocked the
phleomycin-induced increase of the septation index
(Fig. 4E). Interestingly, cdc2-3w cdc25Δ but not cdc2-3w
mutants became elongated following exposure to caffeine
(Fig. 4A and Supplementary Fig. S4A). These observa-
tions suggested that caffeine inhibits cell cycle progression
in the absence of Cdc25. To test this possibility, we com-
pared the effect of caffeine on HU sensitivity in cdc2-3w
and cdc2-3w cdc25Δ mutants. Co-exposure to 10 mM
caffeine did not further enhance the sensitivity of cdc2-3w
mutants to 20 mM HU (Fig. 4F). In marked contrast, caf-
feine significantly suppressed the sensitivity of cdc2-3w
cdc25Δ mutants to HU (Fig. 4F). Furthermore, exposure to
10 mM caffeine induced Cdc2 Tyr15 dephosphorylation in
cdc2-3w but not cdc2-3w cdc25Δ mutants (Fig. 4G). These
findings indicate that Cdc25 mediates the ability of caffeine
to promote cell cycle progression. Our findings demon-
strate that caffeine exerts positive and negative effects on
cell cycle progression. In the absence of Cdc25, the nega-
tive effects predominate and thus slow progression
through the cell cycle. Consequently, caffeine exerts
opposing effects on cell cycle progression in cdc2-3w and
cdc2-3w cdc25Δ mutants.
Srk1 counteracts the ability of caffeine to override the
replication checkpoint
The ability of caffeine to override cell cycle checkpoints is
dependent on Cdc25. However, exposure to caffeine also
activates Sty1 which delays cell cycle progression by
inducing and stabilizing the Srk1 kinase (Calvo et al.,
2009) (Supplementary Fig. S5A and B). Srk1 regulates
entry into mitosis by negatively regulating Cdc25 activity
during the normal cell cycle and following activation of the
ESR (Smith et al., 2002; Lopez-Aviles et al., 2005; Alao
et al., 2010). Co-activation of Srk1 may thus inhibit the
ability of caffeine to override cell cycle checkpoints. Hence,
we investigated the ability of Srk1 to attenuate the ability of
caffeine to override the replication and DNA damage
checkpoints.As previously reported, caffeine overrides the
HU-induced replication checkpoint in S. pombe (Wang
et al., 1999; Moser et al., 2000) (Fig. 5A). Wt cells and
srk1Δ mutants were exposed to 20 mM HU for 2 h and then
incubated for a further 4 h in the absence or presence of
10 mM caffeine. Under these conditions, wt cells attempt
mitosis with incompletely replicated DNA resulting in chro-
mosome missegregation and a loss of viability (Wang
et al., 1999; Moser et al., 2000) (Fig. 5A–C). Remarkably,
Fig. 2. Caffeine modulates cell progression in S. pombe.
A. Wt, rad3Δ, and cds1Δ strains were exposed to 10 mM caffeine. Samples were harvested at the indicated time points and fixed in 70%
ethanol. Cells were stained with aniline blue and the septation index determined by fluorescence microscopy. At least 200 cells were counted
for each time point. Error bars represent the mean of at least three independent experiments ± S.E.
B. Wt, rad3Δ, and cds1Δ strains were simultaneously exposed to 20 mM HU and 10 mM caffeine. Samples were harvested at the indicated
time points, fixed in 70% ethanol and analysed by FACS. Arrows indicate differential rates of cell cycle progression.
C and D. wee1Δ mutants were treated as in A and B. Arrows indicate differential rates of cell cycle progression. Wt septation index from A was
included for clarity.
E. nda3-KM311 mad2Δ mutants were incubated at 18°C untreated (Control), treated with 50 μg ml−1 MBC, 50 μg ml−1 MBC and 10 mM
caffeine, or 10 mM caffeine for 4 h. Equal cell numbers were spotted onto YES agar plates and incubated for 3 days.
F. nda3-KM311 and nda3-KM311 mad2Δ mutants were incubated at 18°C in the absence (top panel) or presence (bottom panel) of 10 mM
caffeine. Samples were harvested at the indicated time points and analysed by FACS.
G. nda3-KM311 and nda3-KM311 mad2Δ were treated as in F. Samples were harvested at the indicated time points and fixed in 70% ethanol.
Cells were stained with aniline blue and the septation index determined by fluorescence microscopy. At least 200 cells were counted for each
time point. Error bars represent the mean of at least three independent experiments ± S.E.
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the ability of caffeine to override the replication checkpoint
was greatly enhanced in srk1Δ mutants (Fig. 5A–C). Caf-
feine also induced Srk1 accumulation in the presence of
HU (Supplementary Fig. S2B). The percentage of septated
cells was higher in srk1Δ mutants relative to wt cells,
suggesting an increased rate of progression through
mitosis (Fig. 5A). The rate and degree of chromosome
missegregation was also higher in srk1Δ mutants. The
ability of caffeine to enhance sensitivity to HU was also
elevated in srk1Δ mutants relative to wt cells (Fig. 5B and
C). We cannot rule out, however, that elevated Cdc25
activity in the srk1Δ mutants also delays progression
through cytokinesis and thus an increase in the septation
index (Supplementary Fig. S5C).
Interestingly, the cell length at division in srk1Δ mutants
exposed to HU and caffeine was longer than that of wt
cells, as opposed to the situation in unexposed cells when
srk1Δ mutants are slightly shorter (Fig. 5D and E). In
S. pombe, the timing of mitosis is determined by cell
length (Nurse, 1975; Russell and Nurse, 1987). Given the
Fig. 3. Mad2 attenuates the effect of caffeine on the cell cycle progression.
A and B. nda3-KM311 and nda3-KM311 mad2Δ strains were incubated at 30°C in the presence of 50 μg ml−1 MBC or 10 mM caffeine alone or
in combination. Samples were harvested at the indicated time points and analysed by FACS. Arrows indicate differential rates of cell cycle
progression.
C. Wt and mad2Δ mutants were incubated for 2 h with 20 mM HU (0–2 h) and then incubated for a further 2 h (2–4 h) in the presence or
absence of 10 mM caffeine. Samples were treated as in A. Arrows indicate differential rates of cell cycle progression.
D. Wt and mad2Δ strains were incubated with 20 mM HU alone or in combination with 10 mM caffeine at 30 for 8 h. Equal cell numbers were
spotted onto YES agar plates and incubated at 30°C for 3 days.
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faster rate of cell cycle progression observed in srk1Δ
mutants, this seemed counterintuitive. Previous studies
have demonstrated that Srk1 stabilizes Cdc25 levels in
S. pombe (Lopez-Aviles et al., 2005). Mutants lacking
Srk1 may thus proceed initially from G2 into mitosis more
slowly than wt cells when exposed to caffeine in the
presence of HU as Cdc25 accumulates.
Caffeine mediates checkpoint override by
stabilizing Cdc25
Our findings on the differential impact of caffeine on cell
cycle progression in cdc2-3w and cdc2-3w cdc25Δ
mutants suggested a central role for Cdc25 in mediating
these effects. The theory that caffeine overrides cell cycle
checkpoints by inhibiting the ATM/Rad3-mediated phos-
phorylation of downstream targets remains controversial
(Cortez, 2003). Furthermore, a direct inhibition of the
Rad3-mediated phosphorylation of Cds1 or Chk1 in
S. pombe has not been demonstrated (Wang et al., 1999;
Moser et al., 2000). We thus re-examined the effect of
caffeine on Rad3-mediated signalling following exposure
to HU or phleomycin. Interestingly, 10 mM caffeine did not
abolish Chk1 phosphorylation in S. pombe cells exposed
to 10 μg ml−1 phleomycin, whereas rad3Δ deletion com-
pletely abolished phleomycin-induced Chk1 phosphoryla-
tion, as expected (Fig. 6A). Similarly, 10 mM caffeine did
not inhibit Cds1 phosphorylation following exposure to
20 mM HU (Fig. 6B). Phosphatase treatment of immuno-
precipitated HA-tagged Cds1 demonstrated that the
kinase is constitutively phosphorylated in log-phase cells
(Fig. 6C and Supplementary Fig. S6A). This phosphoryla-
tion was not abolished in rad3Δ mutants although an
increase in the levels of hypo-phosphorylated Cds1 was
clearly detectable (Fig. 6C). Prolonged exposure (24 h) to
10 mM caffeine resulted in a pronounced increase of both
Cds1 isoforms in both wt and rad3Δ mutants (Fig. 6C).
Hence, caffeine does not inhibit Cds1 phosphorylation and
induces its accumulation independently of Rad3. Similar
results were observed with Chk1 in wt and rad3Δ cells
(Supplementary Fig. S6B).
Caffeine stabilizes Cdc25 in S. pombe (Fig. 1). Since
caffeine appeared not to inhibit Rad3 signalling (Fig. 6A–
C), we hypothesized that caffeine might induce Cdc25
levels above the threshold required to maintain check-
point activation. The levels of Cdc25 in cells co-exposed
to 20 mM HU and 10 mM caffeine were higher than in
cultures exposed to either agent alone (Fig. 6D and Sup-
plementary Fig. S6C). We next compared the effect of
caffeine on replication checkpoint activation in strains
expressing Cdc25–GFPint and Cdc25(9A)–GFPint (Frazer
and Young, 2011; 2012) (Supplementary Fig. S6D)
expressing strains. Both strains were incubated with
20 mM HU for 2 h, exposed to 10 mM caffeine and the
kinetics of cell cycle progression investigated. The ability
of caffeine to override the replication checkpoint in
Cdc25(9A)–GFPint cultures was modestly enhanced relative
to Cdc25–GFPint as measured by cell cycle progression
(Fig. 6H), but barely as measured by cell survival
(Fig. 6E). The rate of mitotic progression and septation
index were also higher in Cdc25(9A)–GFPint cells exposed
to HU and caffeine (Fig. 6F). These results were similar to
those observed in experiments using srk1Δ mutants
(Fig. 5A–C). The sensitivity to HU and degree of chromo-
some missegregation in Cdc25(9A)–GFPint mutants in the
presence of caffeine was also greater than observed in
Cdc25–GFPint cells (Fig. 6E and H). In contrast, when
Cdc25–GFPint and Cdc25(9A)–GFPint cells were grown in
20 mM HU for 4 h and then transferred into fresh rich
media, no difference in the kinetics of cell cycle re-entry
was observed (Fig. 6G).
On exposure to 20 mM HU, Cdc25–GFPint becomes
phosphorylated, is exported from the nucleus and accu-
mulates (stockpiles) in the cytoplasm. In contrast,
Cdc25(9A)–GFPint cannot be phosphorylated and is
degraded within the nucleus (Frazer and Young, 2011;
2012) (Fig. 7A and B). Co-exposure to 10 mM caffeine
suppressed the accumulation of Cdc25–GFPint (Fig. 7A).
In contrast, co-exposure to caffeine clearly induced the
accumulation of Cdc25(9A)–GFPint. Caffeine similarly sup-
pressed the degradation of Cdc25(9A)–GFPint in cells
exposed to 10 μg ml−1 phleomycin (Fig. 7C). Microscopic
analyses of Cdc25–GFPint and Cdc25(9A)–GFPint express-
ing strains, demonstrated increased nuclear levels of
Cdc25–GFP in cells co-exposed to HU and caffeine rela-
tive to cells exposed to HU alone (Fig. 7E and F). The
ability of caffeine to override checkpoint signalling was
cAMP independent, as pka1Δ mutants, which lack the
catalytic subunit of protein kinase A, are sensitized to HU
by caffeine (Supplementary Fig. S6E). Similarly, Mik1 was
not required for the effect of caffeine on DNA damage
checkpoints (Supplementary Fig. S6E). Caffeine thus
appears to stabilize Cdc25 by suppressing the rate of its
degradation within the nucleus. Indeed, the Cdc25–GFP
in cells exposed to HU alone appeared to be more stable
than Cdc25–GFP co-exposed to HU and caffeine
(Fig. 7A). These observations suggest that caffeine inter-
feres with both the nuclear export and degradation of
Cdc25. This may explain the failure of caffeine to induce
Cdc25–GFPint accumulation in the presence of HU
(Fig. 7A). Together these findings provide further evi-
dence that caffeine overrides cell cycle checkpoints by
inducing the nuclear accumulation of Cdc25.
Discussion
In the current study, we have investigated the effect of
caffeine on Cdc25 stability and its impact on the cell cycle
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kinetics of S. pombe. Caffeine has generated much inter-
est due to its ability to override checkpoint signalling in
both yeast and mammalian cells (Bode and Dong, 2007).
Previous studies in S. pombe and mammalian cells have
proposed that caffeine overrides checkpoint signalling by
inhibiting Rad3 and its mammalian homologues ATM and
ATR (Wang et al., 1999; Moser et al., 2000; Zhou et al.,
2000). The assertion that caffeine overrides checkpoint
signalling by inhibiting Rad3 or ATM and ATR remains
controversial. Caffeine has been shown to override
checkpoint signalling without inhibiting ATM or ATR in
mammalian cells (Cortez, 2003). Caffeine has previously
been reported to stabilize Cdc25A in mammalian cells.
This study also demonstrated the constitutive regulation
of Cdc25A by ATR and Chk1 (Sørensen et al., 2004).
Herein, we have demonstrated for the first time that caf-
feine stabilizes Cdc25 in S. pombe independently of Rad3
and Cds1 (a functional homologue of mammalian Chk1).
A recent study reported that caffeine induces Sty1 activa-
tion in S. pombe (Calvo et al., 2009). Sty1 regulates
Cdc25 stability and activity (Shiozaki and Russell, 1995;
Kishimoto and Yamashita, 2000; Lopez-Aviles et al.,
2005) but the impact of this activity on caffeine-induced
checkpoint override has not been previously reported.
Herein we have demonstrated that Sty1 and Mad2 attenu-
ate the ability of caffeine to override checkpoint signalling.
The current model of caffeine–induced checkpoint over-
ride thus needs to be modified to include its effects on
Cdc25 stability and activity.
Effect of caffeine on Cdc25 stability
Exposure to caffeine resulted in rapid accumulation of
Cdc25 in S. pombe. In mammalian cells, caffeine or the
inhibition of ATR-Chk1 signalling has similarly been shown
to induce the stabilization of Cdc25A. Caffeine has simi-
larly been shown to stabilize Cdc25B in mammalian cells
(Varmeh and Manfredi, 2009). Furthermore, Chk1 has
been shown to regulate Cdc25A activity and mitotic entry
even during the normal cell cycle (Shiromizu et al., 2006;
Enomoto et al., 2009; Matsuyama et al., 2011). Our find-
ings demonstrate that rad3 or cds1 deletion similarly sta-
bilizes Cdc25 in S. pombe. Interestingly, caffeine stabilized
Cdc25 in both rad3 and cds1 mutants, demonstrating that
this stabilization is not due to the inhibition of Rad3 signal-
ling. The levels of cdc25+ mRNA were suppressed in
caffeine treated wt cells as well as in rad3 and cds1
mutants. Exposure to caffeine or the deletion of rad3+ (or
cds1+) thus stabilizes Cdc25 at the post-translational level,
albeit by different mechanisms. In S. pombe, Cdc25 deg-
radation is mediated by Pub1 and the anaphase-promoting
complex/cyclosome (APC/C). Furthermore, the Clp1-
mediated dephosphorylation of Cdc25 is required for its
rapid degradation as cells exit mitosis (Wolfe and Gould,
2004; Esteban et al., 2008). Caffeine may thus interfere
with any of these pathways. Recent studies have demon-
strated that the accumulation of Cdc25 does not affect cell
size in S. pombe (Frazer and Young, 2011; 2012). In our
studies, the accumulation of Cdc25 in response to caffeine
exposure or deletion of rad3+ (or cds1+) was likewise not
associated with reduced cell size. Mutant isoforms of
Cdc25 (Cdc25(9A)–GFPint) that cannot be phosphorylated
are unstable and degraded in a Mik1-dependent manner
following activation of the replication or G2 checkpoints
(Frazer and Young, 2011; 2012). Caffeine induced
Cdc25(9A)–GFPint accumulation both in untreated cells and
in cells exposed to HU or phleomycin. Our findings suggest
that caffeine attenuates the nuclear degradation of Cdc25
in S. pombe. Previous findings have shown that Pub1 does
not mediate the ubiquitin-dependent degradation of
nuclear Cdc25–GFP (Frazer and Young, 2012). The effect
of caffeine on Cdc25 stability is thus unlikely to result from
the inhibition of Pub1 activity. TheAPC/C is also believed to
mediate the degradation of Cdc25 as cells exit mitosis, and
its Clp1-mediated dephosphorylation during exit from
mitosis is required for its rapid degradation. The levels of
Cdc25 remain elevated in actively growing S. pombe cul-
tures exposed to caffeine. Furthermore, Cdc25 is detect-
able in stationary-phase cells previously exposed to
caffeine but not in untreated cultures. These observations
Fig. 4. Caffeine promotes cell cycle progression in a Cdc25-dependent manner.
A. cdc2-3w and cdc2-3w cdc25Δ strains were incubated with 10 mM caffeine for 4 h, fixed in 70% ethanol. Scale bar, 20 μM.
B. cdc2-3w and cdc2-3w cdc25Δ strains were incubated with 10 mM caffeine. Samples were harvested at the indicated time points and
analysed by FACS.
C. Strains in B were stained with aniline blue and the septation index determined by fluorescence microscopy. At least 200 cells were counted
for each time point. Error bars represent the mean of at least three independent experiments ± S.E.
D. cdc2-3w and cdc2-3w cdc25Δ strains were incubated with 10 μg ml−1 phleomycin alone or in combination with 10 mM caffeine. Samples
were harvested at the indicated time points and analysed by FACS. Red arrow indicates chromosome missegregation.
E. cdc2-3w and cdc2-3w cdc25Δ strains were incubated with 10 μg ml−1 phleomycin alone or in combination with 10 mM caffeine. Samples
harvested at the indicated time points were stained with aniline blue and the septation index determined by fluorescence microscopy. Error
bars represent the mean of at least three independent experiments ± S.E.
F. cdc2-3w and cdc2-3w cdc25Δ strains were incubated for 3 h with 20 mM HU and then incubated for a further 3 h in the presence or
absence of 10 mM caffeine. Equal cell numbers were spotted onto YES agar plates and incubated at 30°C for 3 days.
G. cdc2-3w and cdc2-3w cdc25Δ strains were incubated with 10 mM caffeine and harvested at the indicated time points. Total lysates were
probed with antibodies directed against phosphorylated and total Cdc2. This figure is available in colour online at wileyonlinelibrary.com.
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suggest that caffeine interferes with the degradation of
Cdc25 during mitosis. Caffeine may thus interfere with
APC/C-mediated Cdc25 degradation. Alternatively, caf-
feine may stabilize Cdc25 by inhibiting its dephosphoryla-
tion. Future studies will address the roles of Rad3 and
Cds1 in regulating Cdc25 stability in normally cycling cells.
Effect of caffeine on cell cycle kinetics
We have noted with interest that the precise effect of
caffeine on the cell cycle kinetics of S. pombe is strongly
influenced by mutations that positively affect Cdc2 activity.
On entry into mitosis, the suppression of Cdc25 and Cdc2
Fig. 5. Srk1 suppresses caffeine-induced checkpoint override.
A. Wt and srk1Δ strains were incubated with 20 mM HU for 2 h and then for a further 4 h in the presence or absence of 10 mM caffeine.
Samples harvested at the indicated time points were stained with aniline blue and the septation index determined by fluorescence microscopy.
Error bars represent the mean of at least three independent experiments ± S.E.
B. Samples from A were analysed by FACS.
C. Wt and srk1Δ strains were incubated with 20 mM HU for 4 h in the presence or absence of 10 mM caffeine. Equal cell numbers were
spotted onto YES agar plates and incubated at 30°C for 3 days.
D. Wt and srk1Δ strains were incubated with 20 mM HU for 2 h and then for a further 2 h in the presence of 10 mM caffeine. Cell length at
division was determined by microscopy. At least 30 cells were counted for each sample.
E. Wt and srk1Δ strains were incubated with 20 mM HU for 2 h and then for a further 2 h in the presence or absence of 10 mM caffeine. Cells
were fixed in 70% ethanol and examined by microscopy. Scale bar, 10 μm.
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activity is required for mitotic exit and progression through
cytokinesis (Wolfe and Gould, 2004; Esteban et al., 2008).
Exposure to caffeine induced Cdc25 accumulation and a
significant reduction in the level of Cdc2 Tyr15 phosphor-
ylation even in normally cycling cells (Fig. 1I). The minimal
effect of caffeine on the cell cycle kinetics of wt cells was
likely due to the cells’ ability to counteract the increase in
Cdc25 activity. Our findings demonstrate for instance that
Rad3 and Cds1 negatively regulate Cdc25 stability during
the normal cell cycle. Furthermore, the positive effects of
caffeine-induced Sty1 activation on Cdc25 activity and cell
cycle progression are countered by the simultaneous acti-
vation of Srk1 (reviewed in Alao and Sunnerhagen, 2008).
Accordingly, exposure to caffeine substantially influenced
the rate of cell cycle progression in cdc2-3w, cds1Δ, rad3Δ,
srk1Δ and wee1Δ mutants (Figs 2, 4 and 5). These mutants
are unable to effectively negatively regulate Cdc2 activity.
Exposure of wee1Δ mutants to caffeine clearly promoted
progression through S phase, indicating that caffeine can
positively influence cell cycle progression. Exposure of
cdc2-3w, cds1Δ and rad3Δ mutants to caffeine was also
associated with a rapid increase in the population of
septating cells. Recent studies have demonstrated that
the activity and localization, rather than its expression
level, determine the ability of Cdc25 to promote entry
into mitosis (Frazer and Young, 2011; 2012). The precise
impact of caffeine-induced Cdc25 accumulation on cell
cycle progression is thus influenced by the genetic back-
ground of the exposed strain. Caffeine-induced Cdc25
accumulation likely advances entry into mitosis but
delays progression through cytokinesis as a conse-
quence (Wolfe and Gould, 2004; Esteban et al., 2008).
Careful analyses of the effects of caffeine on cell cycle
progression in these mutants demonstrated that caffeine
indeed delays progression through mitosis and cytokine-
sis. Crucially, Cdc25 expression was required for cell
cycle progression in the presence of caffeine. Activation
of the cdc2-3w allele occurs independently of Cdc25 but
is still subject to negative regulation by Wee1. Cdc25
thus continues to influence cell cycle progression in
cdc2-3w mutants (Enoch et al., 1992; Basi and Enoch,
1996). Exposure of cdc2-3w mutants to caffeine was
associated with a decreased rate of progression through
mitosis. In contrast, cell cycle progression was inhibited
when cdc2-3w cdc25Δ mutants were exposed to caf-
feine. We also observed that exposure to caffeine sup-
pressed Tyr15 phosphorylation on Cdc2 in cdc2-3w but
not cdc2-3w cdc25Δ mutants. Our study demonstrates
that caffeine positively modulates cell cycle progression
by inducing Cdc25 accumulation. Consequently, caffeine
delays cell cycle progression and enhances resistance
to HU in cdc2-3w cdc25Δ mutants. This effect on cell
cycle progression is however strongly attenuated in wt
cells exposed to caffeine under normal conditions.
Caffeine modulates spindle checkpoint activation
Exposure to caffeine suppressed the requirement for the
spindle checkpoint in wt and mad2Δ mutants following
microtubule depolymerization. Cell cycle analyses dem-
onstrated that caffeine delays progression through cytoki-
nesis thus delaying the chromosome missegregation that
would otherwise occur. Following exposure to MBC at
30°C, the spindle checkpoint is only partially able to
prevent progression through mitosis (Castagnetti et al.,
2010). Interestingly, caffeine was more effective at sup-
pressing MBC-induced chromosome missegregation in wt
cells than in mad2Δ mutants. Furthermore, mad2Δ
mutants were clearly advanced through mitosis and S
phase relative to wt cells following exposure to caffeine
alone. Caffeine was also more effective at suppressing
resistance to HU in mad2Δ mutants than in wt cells. Our
studies clearly demonstrate that caffeine exerts both posi-
tive and negative effects on cell cycle progression in
S. pombe. They also suggest that Mad2 and the spindle
checkpoint suppress the ability of caffeine to promote cell
cycle progression. We and others have previously dem-
onstrated that activation of the stress response pathway
interferes with spindle dynamics and partially delays cell
cycle progression in a Mad2-dependent manner (Tatebe
et al., 2005; Kawasaki et al., 2006; Robertson and Hagan,
2008; Alao et al., 2010). It is thus likely that caffeine
interferes with satisfaction of the spindle checkpoint,
resulting in sustained Mad2 activation and delayed pro-
gression through mitosis. Sustained inhibition of the
APC/C following exposure to caffeine may also account in
part for the accumulation of Cdc25. Paradoxically, caf-
feine can also compensate for the loss of the spindle
checkpoint in mad2Δ mutants by delaying progression
through cytokinesis.
Sty1 modulates caffeine activity
Sty1 is a key regulator of the ESR and has been shown to
enhance Cdc25 activity (Shiozaki and Russell, 1995;
Kishimoto and Yamashita, 2000). However, Sty1 can also
negatively regulate Cdc25 activity via activation of Srk1. It
has been previously demonstrated that exposure to
osmotic stress induces Cdc25 accumulation and delays
cell cycle progression in part through activation of Srk1
(Tatebe et al., 2005; Kawasaki et al., 2006; Robertson
and Hagan, 2008; Alao et al., 2010). Following exposure
to osmotic stress, Srk1 phosphorylates Cdc25 targeting it
for nuclear export (Lopez-Aviles et al., 2005). The accu-
mulation or ‘stockpiling’ of Cdc25 has been observed
under various conditions and is dependent on Sty1-
induced Srk1 activation (Kovelman and Russell, 1996;
Kishimoto and Yamashita, 2000; Lopez-Aviles et al.,
2005; Alao et al., 2010; Frazer and Young, 2011; 2012).
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The stockpiling of Cdc25 may facilitate rapid resumption
of cell cycle progression following adaptation to stress or
DNA damage repair (Kovelman and Russell, 1996;
Degols and Russell, 1997). Srk1 thus facilitates the stock-
piling of Cdc25 while simultaneously inhibiting its ability to
promote cell cycle progression. Srk1 also negatively regu-
lates Cdc25 activity during the normal cell cycle
(Lopez-Aviles et al., 2005). Exposure to caffeine induces
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activation of Sty1 (Calvo et al., 2009). We predicted that
the simultaneous induction of Cdc25 accumulation and
activation of Sty1–Srk1 signalling by caffeine would inhibit
its ability to positively mediate entry into mitosis. In our
studies, deletion of srk1+ only modestly influenced the
effect of caffeine on cell cycle progression relative to wt
cells (Supplementary Fig. S2A and B). In contrast, the
ability of caffeine to override the replication checkpoint
was greatly enhanced in srk1Δ mutants. Consequently,
srk1Δ mutants showed increased chromosome missegre-
gation and sensitivity when exposed to HU and subse-
quently caffeine. Srk1 thus attenuates the ability of
caffeine to override checkpoints, presumably by inhibiting
Cdc25 activity. We have previously shown that exposure
to osmotic stress delays cell cycle progression in an Srk1-
dependent manner (Alao et al., 2010). Exposure to potas-
sium chloride or caffeine induces Cdc25 accumulation in
S. pombe. Srk1 thus appears to play a crucial role in
counteracting Cdc25 activity under these conditions.
Effect of caffeine on checkpoint signalling
Previous studies have proposed that caffeine overrides
checkpoint signalling in S. pombe by inhibiting Rad3
(Wang et al., 1999; Moser et al., 2000). These studies
have provided biochemical evidence that caffeine does
indeed override checkpoint signalling in this organism.
Caffeine inhibits HU-induced Chk1 phosphorylation in
cds1Δ mutants (Moser et al., 2000). The direct inhibition
of Cds1 or Chk1 phosphorylation in S phase and G2
respectively has however not been demonstrated. Inter-
estingly, caffeine did not inhibit Rad3-induced Cds1 or
Chk1 phosphorylation in our studies. Caffeine has simi-
larly been shown to override checkpoint signalling inde-
pendently of ATR inhibition in mammalian cells (Cortez,
2003). We have demonstrated here that caffeine induces
Cdc25 accumulation in S. pombe. The inhibition of Cdc25
activity is essential for full activation of the replication and
DNA damage checkpoints (Furnari et al., 1997; 1999;
Boddy et al., 1998; Zeng et al., 1998). Intriguingly, caf-
feine did not inhibit Rad3 induced Cds1 or Chk1 phospho-
rylation following exposure to HU or phleomycin. Since
caffeine suppresses Cdc2 phosphorylation under these
conditions, its positive effect on Cdc25 stability may
underlie its ability to override checkpoints. Cdc25A deg-
radation is required for S phase arrest in mammalian cells
(Mailand et al., 2000; Jin et al., 2003). Our findings clearly
demonstrate that caffeine induces the nuclear accumula-
tion of Cdc25. Cdc2 and Cdc13 are highly enriched in the
nucleus of S phase arrested and late G2 phase cells
(Decottignies et al., 2001). Caffeine may thus lead to
inappropriate Cdc2 activation during cell cycle arrest. The
deletion of srk1+ or expression of Cdc25(9A)–GFPint had
little effect on the rate of cell cycle progression in cells
exposed to caffeine. In contrast, the ability of caffeine to
override checkpoint signalling was greatly enhanced in
these mutants. Furthermore, Cdc25–GFPint and
Cdc25(9A)–GFPint re-entered the cell cycle with similar
kinetics when released from a HU block. We have also
observed that Cdc25 expression is necessary for the posi-
tive effects of caffeine on cell cycle progression. These
findings provide further evidence that Cdc25 accumula-
tion and not Rad3 inhibition underlies the caffeine-
induced checkpoint override.
Conclusions
We have demonstrated for the first time that caffeine
induces Cdc25 stabilization independently of Rad3 in
S. pombe. Similarly, rad3 or cds1 deletion stabilized
Cdc25, suggesting a constitutive role in regulating its sta-
bility. Cdc25 expression is required for mitotic progression
in S. pombe cells exposed to caffeine. Srk1 and Mad2
attenuate the ability of caffeine to drive cells through
mitosis. Furthermore, caffeine-induced Cdc25 accumula-
tion delays progression through cytokinesis. Caffeine did
Fig. 6. Caffeine modulates checkpoint responses independently of Rad3.
A. Cells expressing HA-tagged Chk1 were pre-treated with 10 mM caffeine for 30 min and incubated further for another 2.5 h in the presence
of 10 μg ml−1 phleomycin. Total protein lysates were probed with monoclonal antibodies directed against HA. Tubulin was used to monitor gel
loading. Alternatively, rad3Δ mutants expressing HA-tagged Chk1 were incubated for 2.5 h in the presence of 10 μg ml−1 phleomycin.
B. Cells expressing HA-tagged Cds1 were exposed to 20 mM HU and for a further 2 h with or without 10 mM caffeine. Total protein lysates
were treated as in A.
C. Wt and rad3Δ mutants expressing HA-tagged Cds1 were exposed to 10 mM caffeine for 24 h. Total protein lysates were treated as in A.
D. Cells expressing HA-tagged Cdc25 were exposed to 20 mM HU and for a further 2 h with or without 10 mM caffeine. Total protein lysates
were treated as in A.
E. Cdc25–GFPint and Cdc25(9A)–GFPint expressing strains were incubated for 3 h with 20 mM HU and then incubated for a further 3 h in the
presence or absence of 10 mM caffeine. Equal cell numbers were spotted onto YES agar plates and incubated at 30°C for 3 days.
F. Strains in E were incubated with 20 mM HU for 2 h and then for a further 4 h in the presence or absence of 10 mM caffeine. Samples
harvested at the indicated time points were stained with aniline blue and the septation index determined by fluorescence microscopy. Error
bars represent the mean of at least three independent experiments ± S.E.
G. Cdc25–GFPint and Cdc25(9A)–GFPint expressing strains were incubated for 3 h with 20 mM HU, washed with sterile distilled water and
resuspended in fresh YES media. Samples harvested at the indicated time points were stained with aniline blue and the septation index
determined by fluorescence microscopy. Error bars represent the mean of at least three independent experiments ± S.E.
H. Strains in F were analysed by FACS.
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Fig. 7. Caffeine stabilizes Cdc25 in the presence of HU.
A and B. Cdc25–GFPint and Cdc25(9A)–GFPint expressing strains were incubated with 20 mM HU with or without 10 mM caffeine and harvested
at the indicated time points. Total protein lysates were probed with monoclonal antibodies directed against GFP. Tubulin was used to monitor
gel loading.
C. Cdc25(9A)–GFPint-expressing cells were pre-treated with 10 mM caffeine and then incubated for a further 1.5 h in the presence of 10 μg ml−1
phleomycin. Total protein lysates were treated as in A.
D. Cdc25–GFPint-expressing cells were cultured for 2 h in the presence of 20 mM HU and then for 1 h in the presence or absence of 10 mM
caffeine. Cells were then exposed to 100 μg ml−1 of Chx and harvested at the indicated time points. Total protein lysates were probed with
monoclonal antibodies directed against GFP. Tubulin was used to monitor gel loading.
E and F. Cdc25–GFPint and Cdc25(9A)–GFPint expressing strains were incubated for 3 h with 20 mM HU and then incubated for a further 1 h in
the presence or absence of 10 mM caffeine. Cells were fixed, stained with antibodies against tubulin and examined by fluorescence
microscopy. Nuclei were stained using DAPI. Red arrows indicate cells with predominantly nuclear Cdc25 localization.
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not inhibit Rad3 signalling in cells exposed to HU or phleo-
mycin. Our findings suggest strongly that caffeine at least
partially overrides checkpoint signalling by stabilizing
Cdc25.
Experimental procedures
Strains, media and reagents
Strains are listed in Table 1. Cells were grown in yeast extract
plus supplements medium (YES). Stock solutions of caffeine
(Sigma Aldrich AB, Stockholm, Sweden) (100 mM) were pre-
pared in water stored at −20°C. HU (Sigma Aldrich AB) was
dissolved in water at a concentration of 1 M and stored at
−20°C. Phleomycin (Sigma Aldrich AB) was dissolved in
water and stock solutions (10 μg ml−1) stored at −20°C. MBC
(Carbendazim/methylbenzimidazol-2yl carbamate) and
latrunculin B (Lat B) (Sigma Aldrich AB) were stored at −20°C
as 10 mg ml−1 stock solutions in DMSO.
Molecular genetics
Deletion of open reading frames was done by PCR-based
genomic targeting using a KanMX6 construct (Bähler et al.,
1998). Disruptions were verified by screening for UV or HU
sensitivity (where appropriate) followed by PCR using
genomic DNA extracted from mutants with the expected UV-
or HU-sensitive phenotype.
Microscopy
Aniline blue staining and septation index assays were carried
out as previously described (Kippert and Lloyd, 1995;
Dunaway and Walworth, 2004; Forsburg and Rhind, 2006).
Images were obtained with a Zeiss AxioCam on a Zeiss
Axioplan 2 microscope with a 100× objective using a 4,6-
diamidino-2-phenylindole (DAPI) filter set. Strains expressing
recombinant GFP constructs were fixed in methanol at
−20°C. Fixed cells were mounted in VECTASHIELD® mount-
ing medium and visualized using differential interference con-
trast (DIC) or a GFP filter set.
Fluorescence-activated cell sorting (FACS)
Approximately 107 cells were harvested at the desired time
points, resuspended in 70% ethanol and stored at 4°C until
use. FACS analyses were performed according to the proto-
col of Sazer and Sherwood (1990), using propidium iodide
(32 μg ml−1) as outlined on the Forsburg lab page (http://
www-bcf.usc.edu/~forsburg/yeast-flow-cytometry.html). Flow
cytometry was performed with a BD FACSAria™ cell sorting
system (Becton Dickinson AB, Stockholm, Sweden).
Immunoblotting
Monoclonal antibodies directed against GFP, HA, and Myc
were from Santa Cruz Biotechnology (Heidelberg, Germany).
Polyclonal antibodies directed against phospho-(Ser317)
Chk1 and mouse monoclonal antibodies directed against
phospho-(Thr180/Tyr182) p38 were from Cell Signaling Tech-
nology [Bionordika (Sweden) AB, Stockholm, Sweden].
Monoclonal antibodies directed against α-tubulin and
phospho-(Tyr15) Cdc2 (Cdk1) were from Sigma-Aldrich
(Sigma Aldrich AB). Monoclonal antibodies against Cdc2
were from Abcam (Cambridge, UK). For immunoblotting,
Table 1. S. pombe strains.
h− L972 Lab stock
cds1::ura4+ H. Okayama
h− chk1::KanMX6 This study
h− leu1 ura4 his3 srk1::ura4+ Lab stock
h− wee1::ura4+ leu1-32 ura4-D18 (FY7283) YGRC
h− cdc2-3w (FY8156) YGRC
h− cdc2-3w cdc25::ura4+ leu1-32 ura4-D18 YGRC
h− Chk1:ep leu1-32 ade6-216 N. Walworth
h− Chk1:ep leu1-32 ade6-216 rad3::KanMx6 This study
h− leu1 ura4 cds1-2HA6His[ura4+] (FY11064) YGRC
h− leu1 ura4 cds1-2HA6His[ura4+] rad3::KanMx6 This study
h+ cdc25-6HA [ura4+] leu1-32 ura4-D18 (FY7031) YGRC
h+ cdc25-6HA [ura4+] leu1-32 ura4-D18 rad3::KanMx6 This study
h+ cdc25-6HA [ura4+] leu1-32 ura4-D18 rad24::KanMx6 This study
h+ cdc25-6HA [ura4+] leu1-32 ura4-D18 cds1::KanMx6 This study
h− ura4-D18 leu1-32 cdc25-12myc::ura4+ P. Russell
h+ leu1 ura4-D18 pka1::ura4+ his2 (FY10302) YGRC
h− leu1 cut2-364 (FY11545) YGRC
h+ leu1 nda3-KM311 A. Bueno
h− nda3-KM311 mad2::ura4 leu1-32 ura4-D18 S. Sazer
h+ leu1 nda3-KM311 cdc25-myc::ura4+ ura4D18 ade6M21X leu1-32 K. Gould
h+ leu1 nda3-KM311 cdc25-myc::ura4+ clp1Δ ura4-D18 ade6-M21X leu1-32 K. Gould
h− cdc25–GFPint cdc25::ura4+ ura4-D18 leu1-32 P. Young
h+ cdc25(9A)–GFPint cdc25::ura4+ ura4-D18 leu1-32 P. Young
h+ srk1-HA ::Kan+ ura4-D18 leu1-32 R. Aligue
h− mik1::ura4 leu1 ura4 (FY8317) YGRC
YGRC, Yeast Genetic Resource Center, Osaka, Japan.
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protein extracts were prepared as previously described (Asp
and Sunnerhagen, 2003) with the addition of 1× PhosStop
phosphatase inhibitor cocktail (Roche Diagnostics Scandina-
via AB, Bromma, Sweden). Proteins were separated by SDS-
PAGE. Epitope-tagged proteins were detected with the
appropriate monoclonal antibodies.
Immunoprecipitation and phosphatase assays
For immunoprecipitation of HA-tagged Cds1, protein extrac-
tions were performed as previously described (Asp and
Sunnerhagen, 2003). Lysates were incubated with 2 μg of
anti-HA (F-7) antibody overnight at 4°C, followed by further
incubation with 50 μl of Protein A/G agarose (Santa Cruz
Biotechnology) for 1 h. Immunoprecipitated HA-tagged Cds1
was treated with λ protein phosphatase as previously
described with the exception that 1× PhosStop phosphatase
inhibitor cocktail was added as appropriate (Asp and
Sunnerhagen, 2003).
RT-PCR
Early- to mid-log-phase cells were harvested by centrifuga-
tion, washed once in water and snap-frozen. Total RNA was
extracted using the RiboPureTM-Yeast kit (Ambion) according
to the instructions. DNase I-treated total RNA was subse-
quently used in semi-quantitative and quantitative RT-PCR
reactions. A One-Step RT-PCR Kit (Qiagen AB, Sollentuna,
Sweden) was used for semi-quantitative RT-PCR reactions
according to the manufacturer’s instructions. cDNA was syn-
thesized using a SuperScript TM III kit (Invitrogen AB, Lidingö,
Sweden) according to the manufacturer’s instructions. Quan-
titative Real-Time PCR was performed by the Core Genomics
Facility (University of Gothenburg), using the Power SYBR®
Green PCR Master Mix. One hundred nanograms of each
cDNA and 0.5 mM of the primers were used in reaction
volumes of 10 μl. The same primer pairs and annealing tem-
peratures as in the One-Step PCR was used, and PCR for
each cDNA sample was performed in triplicate. The specific-
ity of the PCR was checked by comparing the Tm of the
PCR-product to a sample without template.
The Comparative CT Method was used to analyse the
results. The mean threshold cycle obtained for each sample
was used to calculate initial cdc25+ mRNA levels normalized
against act1+ mRNA, assuming the efficiencies of the PCR
reactions were equal. Thereafter the cdc25+ mRNA levels in
the cds1 and rad3 deletion mutants were compared to wt by
the ratio (cdc25+ mRNA level) sample/(cdc25+ mRNA level) control,
where the untreated wt sample served as the control.
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The ability to delay cell cycle progression in response to DNA damage or 
environmental stress is crucial for maintaining cellular viability. The widely consumed 
neuroactive compound caffeine has generated much interest due to its ability to override the 
DNA damage and replication checkpoints. Previously the inhibition of Ataxia Telangiectasia 
Mutated (ATM) and its homologues was thought to be the target of caffeine’s inhibitory 
activity. Later findings indicate that the Target of Rapamycin Complex 1 (TORC1) is the 
preferred target of caffeine. Effective Cdc2 inhibition requires both the activation of the 
Wee1 kinase and inhibition of the Cdc25 phosphatase. The TORC1, DNA damage and 
environmental stress response pathways all converge on Cdc25 and Wee1. We previously 
demonstrated that caffeine overrides DNA damage checkpoints by modulating Cdc25 
stability. The effect of caffeine on cell cycle progression under normal growth conditions 
resembles that of TORC1 inhibition. Furthermore, caffeine activates the Sty1 regulated 
environmental stress response. Caffeine may thus modulate cell cycle progression and 
checkpoints, by affecting multiple signalling pathways that regulate Cdc25 and Wee1 levels, 
localisation and activity. Here we show that the activity of caffeine stabilises both Cdc25 and 
Wee1. The stabilising effect of caffeine and genotoxic agents on Wee1 was dependent on the 
Rad24 chaperone that binds both Cdc25 and Wee1. Interestingly, caffeine inhibited the 
accumulation of Wee1 in response to DNA damage. Caffeine therefore, modulates cell cycle 
progression contextually through increased Cdc25 activity and Wee1 repression following 





Cell cycle progression through mitosis is under the opposing control of the Cdc25 
phosphatase and the Wee1 kinase. Cdc25 removes inhibitory phosphorylation moieties on 
Cdc2, which in turn enhances Cdc25 activity in a positive feedback loop. In contrast, Wee1 
phosphorylates Cdc2 on tyrosine residue 15 to inhibit its activity. Cdc2 in turn negatively 
regulates Wee1 by phosphorylation leading to its nuclear exclusion or degradation (1-3). 
Cells must delay progress through S-phase and mitosis in response to stalled replication, 
DNA double strand breaks and other forms of damage, in order to effect DNA repair and 
maintain viability (4, 5). Effective activation and maintenance of DNA damage checkpoints 
thus involves the dual regulation of both Cdc25 and Wee1 via a “double lock” mechanism 
(6). Activation of the DNA damage response pathway induces inhibitory Cdc25 
phosphorylation, Rad24 binding, nuclear export and stockpiling within the cytoplasm. In 
contrast, increased Wee1 activation occurs via phosphorylation and this kinase accumulates 
within the nucleus (4, 5). Caffeine has generated much controversy by its ability to override 
checkpoint signalling but the underlying mechanisms remain unclear. Caffeine inhibits 
members of the members of the phosphatidylinositol 3 kinase-like kinase (PIKK) family 
including ataxia telangiectasia mutated (ATM) and ataxia – and rad related (ATR) kinase 
homologue Rad3 and Target of Rapamycin Complex 1 (TORC1) in vitro (7-10). Initial 
reports suggested that caffeine overrides DNA damage checkpoint signalling by inhibiting 
Schizosaccharomyces pombe Rad3 and its orthologues but this view remains controversial 
(11-13). Studies that are more recent indicate that TORC1 appears to be the major cellular 
target of caffeine in vivo (12, 14-16). TORC1 is a major regulator of cell cycle progression 
acting on both Cdc25 and Wee1. The inhibition of TORC1 activity suppresses Wee1 
expression, results in increased Cdc25 activation and drives cells into mitosis. In addition, the 
effect of caffeine on cell cycle progression resembles that of TORC1 inhibition (17-19). We 
previously demonstrated that caffeine overrides checkpoint signalling in part, by stabilising 
Cdc25 expression. Interestingly, deletion of rad3Δ and its downstream target cds1Δ similarly 
resulted in Cdc25 stabilisation. These findings suggested a role of Rad3 signalling in 
regulating Cdc25 stability during the normal cell cycle. Similarly, the Sty1 regulated 
Environmental Stress Response (ESR) pathway also plays a role in regulating both Cdc25 
and Wee1 expression levels and is activated by caffeine (5, 20). The integration of Cdc25 and 
Wee1 phosphorylation, localisation, stability and activity thus play a key role in modulating 
the timing of mitosis. TORC1, Rad3 and Sty1 regulate the major signalling pathways that 
converge on the Cdc25 and Wee1 axis (3, 5, 17). Herein we further explored the 
mechanism(s) by which caffeine stabilises Cdc25 and overrides checkpoint signalling and 
have investigated the impact of subcellular localisation under these conditions. Here we 
report that in addition to modulating Cdc25 activity, caffeine also suppressed the DNA 
damage induced stabilisation of Wee1 S. pombe. In contrast, caffeine stabilised Wee1 in a 
Rad24 dependent manner under normal cell cycle conditions. These findings demonstrate that 
caffeine overrides the DNA damage checkpoints by positively regulating Cdc25 and 
negatively regulating Wee1. These findings provide further evidence for the assertion that 
caffeine modulates TORC1 (and other pathways) and not Rad3 signalling to overcome the 





Caffeine stabilises Cdc25 by inhibiting its nuclear degradation  
We previously demonstrated that caffeine stabilises both wild type (wt) Cdc25-GFPint 
and the Cdc25(9A)-GFPint mutant that lacks 9 major inhibitory phosphorylation sites and is 
normally degraded following exposure to genotoxic agents (18, 21, 22). In this study, 
exposure to 10 mM caffeine also stabilised the Cdc25(12A) mutant protein that lacks all 12 
inhibitory phosphorylation sites (Fig. 1 A). Caffeine also stabilised Cdc25 in mik1Δ mutants. 
Mik1 is required for maintenance of the replication damage checkpoint signalling in S. pombe 
mutants expressing Cdc25(12A)-GFPint (21, 22). As observed for rad3Δ and cds1Δ mutants 
(18), Cdc25 appeared to be more stable in a mik1Δ genetic background (Fig. 1 A). Caffeine 
also suppressed the 20 mM hydroxyurea (HU)-induced degradation of the Cdc25(12A)-GFPint 
mutant (Fig. 1 B). The stabilising effect of caffeine was not due to stress-induced Sty1 
activation, as exposure to 0.6 M KCl induced Cdc25(9A)-GFPint  degradation (Fig. 1 C). 
Inhibition of Crm1-dependent nuclear export with 100 ng/ml leptomycin B (LMB) slightly 
suppressed Cdc25 expression in both wt and Cdc25(12A)-GFPint expressing mutants (Fig. 1 D). 
LMB also inhibited the stockpiling of Cdc25-GFPint following exposure to HU but failed to 
stabilise Cdc25(12A)-GFPint under these conditions (Fig. 1 D). Similarly, HU-induced 
stockpiling of Cdc25 was dependent on Rad24 (Fig. 1 E). As previously reported, caffeine is 
more effective at overriding DNA damage checkpoints in strains expressing Cdc25 mutant 
protein that cannot be negatively phosphorylated (Fig. 1 F,G).  
Caffeine stabilises Wee1 in a Rad24 dependent manner 
TORC1 inhibition activates Cdc25 and suppressed Wee1 activity (19). As Cdc25 and 
Wee1 are both partially regulated by ubiquitin-dependent degradation, we next investigated 
the effect of caffeine on Wee1 expression. Exposure to caffeine induced a rapid and time-
dependent increase in Wee1 levels. Wee1 levels increased with 30 min of exposure to 
caffeine and continued to rise over the course of the 4 h incubation periods (Fig. 2 A,B). The 
caffeine-induced accumulation of Wee1 was dependent on Rad24 expression (Fig. 2 C). The 
deletion of rad24+ resulted in a partial reduction of Wee1 expression and induced a “wee” 
phenotype (Fig. 2 D,E). Additionally, inhibition of nuclear export with 100 ng/ml LMB 
stabilised Wee1 independently of Rad24 (Fig. 2 F). Caffeine also stabilised Mik1 under 
normal cell cycle conditions (Fig. 2 G). Caffeine thus interferes with the coordinated 
regulation of Cdc25 and Wee1, possibly via inhibition of TORC1 activity.  
Caffeine suppresses DNA damage-induced Wee1 accumulation  
Exposure to DNA damaging agents has previously been shown to induce the 
accumulation of Wee1 (6). We thus studied the effect of caffeine on Wee1 expression under 
these conditions. Incubation with 10 mM caffeine alone induced the accumulation of Wee1 
but had no impact on the slight suppressive effect of 20 mM HU on the protein (Fig. 3 A). 
Exposure to 10 µg/ml phleomycin induced Wee1 accumulation in a manner akin to that of 
caffeine. Interestingly, caffeine strongly inhibited phleomycin-induced Wee1 accumulation 
such that the levels were below those observed in untreated cells (Fig. 3 A). Caffeine-induced 
Wee1 accumulation was dependent on Rad24 expression (Fig. 3 B). Interestingly, exposure 
to HU did not induce Wee1 accumulation and co-exposure to caffeine abolished expression 
of this kinase. Wee1 accumulation in response to phleomycin exposure was not observed in 
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rad24Δ mutants. In marked contrast to wt cells, caffeine had no effect on Wee1 expression in 
rad24Δ mutants exposed to phleomycin (Fig. 3 C). We next compared the effect of 
phleomycin exposure on Cdc2 phosphorylation in wt and rad24Δ mutants. Exposure to 10 
µg/ml phleomycin increased the basal level of Cdc2 phosphorylation (Fig. 3 D). In rad24Δ 
mutants, basal Cdc2 phosphorylation was not detected and exposure to phleomycin resulted 
in levels of Cdc2 phosphorylation below those of untreated wt cells (Fig. 3 D). Caffeine thus 
both stabilises Cdc25 (18) and supresses Wee1 expression under genotoxic conditions. This 
activity would effectively lead to the abolition of the “double lock” DNA damage checkpoint 
mechanism.  
Caffeine mediates checkpoint override by suppressing Wee1 under genotoxic conditions 
We previously observed that the effect of caffeine on cell cycle progression in 
S. pombe is enhanced in wee1Δ and other checkpoint mutants (18). Caffeine (10 mM) 
overrode checkpoint signalling in wee1Δ mutants but to a lesser extent than in wt cells 
(Fig. 4 A). FACS analyses demonstrated that caffeine only slightly increases the sensitivity of 
wee1Δ mutants to 20 mM HU relative to wt cells (Fig. 4 B - D). We did not detect a 
differential level of sensitivity to HU in rad24Δ and wee1Δ mutants relative to wt cells 
(Fig. 4 E). Unlike wt cells and wee1Δ mutants however, rad24Δ mutants did not become 
elongated following exposure to HU (Fig. 4 F). Interestingly, caffeine was far more effective 
at overriding checkpoint signalling in response to HU in rad24Δ mutants (Fig. 4 G,I). We 
also observed that in contrast to HU, rad24Δ and wee1Δ mutants are highly sensitive to 
phleomycin (Fig. 4 H). 
Inhibition of TORC1 signalling overrides checkpoint signalling  
The TORC1 complex regulates the timing of mitosis and its inhibition by rapamycin 
or torin1 leads to an advanced entry into mitosis (19, 23). As caffeine inhibits TORC1 and 
advanced entry into mitosis (16, 18), we investigated if TORC1 inhibition similarly overrides 
checkpoint signalling. Exposure to 20 mM HU or 7.5 µM torin1 for 4 h did not affect the 
viability of wt S. pombe cells (Fig. 5 A). Unlike caffeine, co-exposure with torin1 did not 
affect the sensitivity of wt cells to HU (Figs. 4 G and 5 A). Cells co-exposed HU and torin1 
were shorter than cells exposed to HU alone but no chromosome mis-segregation was 
observed. In contrast, cells exposed to torin1 alone, displayed a “wee” phenotype (Fig. 5 B).  
In contrast to its effects on HU sensitivity, torin1 was far more effective at sensitising 
wild type cells to phleomycin than caffeine (Fig. 5 C-E, H,I). Similar results were obtained 
with gaf1Δ mutants, a transcription factor that partially mediates the effect of torin1 (24, 25), 
(Fig. 5 E). In addition, gaf1Δ mutants exposed to phleomycin and torin1 were shorter than 
cell exposed to phleomycin alone (Fig. 5 J). Torin1 thus overrides DNA damage checkpoint 
signalling independently of Gaf1. Rapamycin failed to override checkpoint signalling 
concentrations as high as 600 ng/ml in wt S. pombe cells (Fig. 5 G). Tco89 is a subunit of the 
TORC1 complex and tco89Δ mutants are hypersensitive to caffeine and rapamycin (15, 26). 
Rapamycin sensitised tco89Δ mutants to phleomycin in a manner similar to caffeine (Fig. 
5 G). Together with previous findings (12, 15, 18), our study strongly suggests that caffeine 






The precise mechanisms whereby caffeine overrides DNA damage checkpoint 
signalling remain unclear. In the present study, we investigated further how caffeine 
modulates cell cycle progression through Cdc25 and Wee1. Initial studies suggested that 
caffeine inhibits Rad3 and its related homologues (11, 27). Caffeine however, exerts 
inhibitory activity on several members of the phosphatidylinositol 3 kinase-like kinase 
(PIKK) family (7-10). More recent studies suggest that the Tor2 containing TORC1 complex 
is the major target of caffeine in vivo (12, 14-16). TORC1 regulates the timing of mitosis by 
modulating Cdc25 and Wee1 activity. Inhibition of TORC1 activity thus advances cells into 
mitosis, an effect like that observed with caffeine (18, 19). DNA damage checkpoint 
activation and enforcement require the dual inhibition of Cdc25 activity and activation of 
Wee1 (6). We previously demonstrated that caffeine induces Cdc25 accumulation 
independently of Rad3 inhibition (18). As TORC1 regulates Cdc25 and Wee1 activity and is 
inhibited by caffeine, this inhibition may in fact underlie the effects of the compound on cell 
cycle progression.  
Effect of caffeine on Cdc25 stability  
Cdc25 undergoes Cdc2-dependent activating phosphorylation as well as inhibitory 
phosphorylation via the Rad3 and Sty1 regulated signalling pathways (28). Caffeine stabilises 
wt and Cdc25 mutant proteins that cannot be phosphorylated in response to DNA damage. 
Caffeine thus clearly stabilises Cdc25 independently of its negative phosphorylation. 
Furthermore, caffeine is more effective at stabilising the Cdc25(9A)-GFPint and 
Cdc25(12A)-GFPint isoforms and hence checkpoint override in these genetic backgrounds. The 
stabilising effect of caffeine on Cdc25 is also independent of Sty1 signalling, as exposure to 
osmotic stress induced the degradation of Cdc25(9A)-GFPint. The Cdc25(9A)-GFPint and 
Cdc25(12A)-GFPint mutants are also rapidly degraded following exposure to genotoxic agents 
(18, 21, 22). These conditions must thus cause cellular changes that result in the targeting of 
these mutants for ubiquitin-dependent degradation. Inhibition of nuclear export with LMB 
resulted in a decrease in Cdc25 levels and prevented its stockpiling following exposure to 
HU. LMB also failed to prevent the HU-induced degradation of the Cdc25(12A)-GFPint mutant 
protein. As expected, caffeine-induced Cdc25 stabilisation was independent of Rad24. 
Caffeine thus appears to partially inhibit the nuclear degradation of Cdc25 in S. pombe. 
Accordingly, Cdc25(12A)-GFPint mutants are more susceptible to caffeine-mediated checkpoint 
override than wt cells. It remains unclear if caffeine-induced Cdc25 accumulation results 
from TORC1 inhibition.  
Effect of caffeine on Wee1 stability 
Our previous studies suggested that Wee1 attenuates the effect of caffeine on cell 
cycle progression in S. pombe (18). Furthermore, Cdc25 and Wee1 are co-regulated during 
the cell cycle and thus determine the timing of mitosis (19, 29). We thus investigated the 
effect of caffeine on Wee1 expression. Interestingly, caffeine induced rapid Wee1 
accumulation under normal growth conditions. This accumulation was dependent on Rad24 
expression which was also induced by exposure to caffeine (Fig. 2 A - C). Sty1 was recently 
shown to modulate the ratio of Cdc25 to Wee1 in a Rad24-dependent manner (20). Deletion 
of rad24+ resulted in reduced Wee1 expression indicating that unlike Cdc25, Wee1 stability 
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is dependent on Rad24 under normal cell cycle conditions (Figs. 1 E, 2 D and refs. (18, 21, 
22)). Deletion of rad24+ resulted in a “semi-wee” phenotype. These findings suggest that it is 
the lack of Wee1 expression rather than constitutively nuclear Cdc25 expression, that is 
responsible for the shorter length at division observed in rad24Δ mutants (Fig. 2 D and ref. 
(30)). Inhibiting nuclear export with LMB also stabilised Wee1 independently of Rad24. 
Caffeine also stabilised the Mik1 kinase, an S-phase specific inhibitor of Cdc2 (31). Caffeine 
thus appears to stabilise Cdc25, Mik1 and Wee1 under normal cell cycle conditions. We 
previously demonstrated that the effect of caffeine on cell cycle progression is dampened by 
Srk1 and Wee1 activity (18). It remains unclear if Rad24 stabilises Mik1 and how caffeine 
affects this interaction in the presence of stalled replication forks or DNA damage. 
Remarkably, the effect of caffeine on Cdc25 and Wee1 is reversed under genotoxic 
conditions. Under these conditions Cdc25 is normally inactivated and sequestered in the 
cytoplasm or degraded in the nucleus, while Wee1 becomes activated and accumulates in the 
nucleus (21, 22). Exposure to caffeine under these conditions results in the stabilisation of 
Cdc25 within the nucleus (18) and degradation of Wee1 (Fig. 3 A,B). Exposure to 
phleomycin but not HU induced Wee1 accumulation in a Rad24-dependent manner. In 
contrast to caffeine or phleomycin exposure alone, Wee1 did not accumulate when the cells 
were co-exposed to both compounds. Interestingly, caffeine also abolished Wee1 expression 
in rad24Δ mutants exposed to HU. Total phospho-Cdc2 levels are also suppressed in rad24Δ 
mutants, consistent with a loss of Wee1 expression and a “semi-wee” phenotype. The 
TORC1 complex also regulates the activity of Cdc25 and Wee1 under normal cell cycle 
conditions to regulate the timing of mitosis (19). Furthermore, Sty1 can modulate the relative 
expression levels of Cdc25 and Wee1 in a Rad24-dependent manner (20). Crosstalk between 
TORC1, Sty1 and the replication checkpoint pathway has also been reported (32, 33). As 
caffeine inhibits TORC1 and activates Sty1, its effect on cell cycle progression may be 
context dependent and result from fundamental changes to physiological co-regulation of 
Cdc25 and Wee1. Caffeine-mediated TORC1 inhibition may also influence autophagy and 
26S proteasomal degradation (34-36). In any case, caffeine clearly abolishes Cdc25 inhibition 
and degradation under genotoxic conditions independently of Rad24. In contrast, Wee1 
degradation may result from changes to its phosphorylation and ability to interact with 
Rad24. Caffeine thus overrides the DNA damage “double lock” mechanism independently of 
Rad3 inhibition ((18) and this study).  
Differential effects of caffeine on DNA damage resistance 
The sensitivity of rad24Δ and wee1Δ mutants following a 4-hour exposure to HU was 
not enhanced relative to wt cells. Caffeine was however no more effective at driving 
checkpoint override in wee1Δ mutants exposed to HU than in wt cells. This may reflect the 
differential cell cycle kinetics of wee1Δ mutants which delay progression through G1, 
because of size constrains and the more important role of Mik1 under these conditions (21, 
22). Future studies will investigate the effect of caffeine on Mik1 expression in cells exposed 
to HU. Alternatively, the increase in Cdc25 activity induced by caffeine in a wee1Δ 
background may delay progression through cytokinesis due to high Cdc2 activity. Caffeine 
was more effective at overriding the replication checkpoint in rad24Δ mutants compared to 
wt cells. Rad24 binding and nuclear export are not required for the inhibition of Cdc25 
activity. Caffeine overrides checkpoints more efficiently in mutants expressing Cdc25 
isoforms that cannot be phosphorylated (18). It remains unclear if Rad24 stabilises Mik1 in a 
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manner like Wee1. Increased nuclear levels of Cdc25 following exposure to HU combined 
with decreased Mik1 expression, might account for the greater effect of caffeine on rad24Δ 
mutants. Caffeine may also suppress Mik1 expression similarly to Wee1 (unpublished 
results). The sensitivity of rad24Δ and wee1Δ mutants to phleomycin was identical, probably 
reflecting the lack of Wee1 expression in these genetic backgrounds.  
TORC1 inhibition overrides DNA damage checkpoint signalling 
Recent studies have suggested that TORC1 and not Rad3 and its homologues is the 
preferred target of caffeine in vitro (12, 15, 18). TORC1 regulates the timing of mitosis by 
regulating the activity of the PP2A phosphatase, which in turn regulates the activity of Cdc25 
and Wee1 (19, 37). Exposure of S. pombe cells to rapamycin or torin1, activates Cdc25 and 
suppresses the expression of Wee1, resulting in advanced entry into mitosis. Furthermore, the 
effect of caffeine on cell cycle progression mimics that of rapamycin and torin1 and is 
dependent of Cdc25 (18, 19). We thus hypothesised that TORC1 inhibition by rapamycin or 
torin1 should override DNA damage checkpoint signalling in a manner akin to caffeine. In 
wt, caffeine, rapamycin and torin1 all advance the timing of mitosis under normal cell cycle 
conditions in S. pombe (18, 19). In this study, caffeine and torin1 but not rapamycin overrode 
phleomycin-induced DNA damage checkpoint activation. Interestingly torin1 did not enhance 
sensitivity to HU in this context. This may be due to differential effects of caffeine on 
additional signalling pathways (e.g. Mik1 expression and global 26S proteasome-mediated 
protein degradation (Alao et al., unpublished results)). The TORC1 downstream transcription 
factor Gaf1 has recently been shown to mediate the effects of Tor2 inhibition on 
chronological lifespan in S. pombe (24, 25). Caffeine and torin1 clearly increased sensitivity 
to phleomycin in gaf1Δ mutants, suggesting this effect occurs independently of Gaf1.  
Effective G2 checkpoint activation requires the dual inhibition of Cdc25 and 
activation of Wee1 (6). Mutants that fail to express wee1 and rad24 are especially sensitive to 
DNA damage as these genes regulate the G2 checkpoint. Both rapamycin and torin1 suppress 
Wee1 expression in S. pombe, although rapamycin is less effective in this regard (19). We 
have demonstrated that caffeine induces Wee1 expression under normal cell cycle conditions 
in a Rad24-dependent manner. Curiously, this effect is reversed under genotoxic conditions, 
where co-exposure to caffeine prevents Wee1 accumulation. The failure of rapamycin to 
override checkpoint signalling, may thus result from its less effective inhibition of TORC1 
and Wee1 suppression relative to torin1 and caffeine. Indeed, rapamycin effectively overrode 
DNA damage checkpoint signalling in tco89Δ mutants that display hypersensitivity to the 
inhibitor (15, 26). Taken together our finding and those of others, strongly suggest that 
caffeine overrides DNA damage signalling independently of Rad3 by inhibiting TORC1 
activity.  
Experimental procedures 
Strains, media and reagents 
Strains are listed in Table 1. Cells were grown in yeast extract plus supplements 
medium (YES) Stock solutions of caffeine (Sigma Aldrich AB, Stockholm, Sweden) 
(100 mM) were prepared in water stored at -20°C. HU (Sigma Aldrich AB) was dissolved in 
water at a concentration of 1 M and stored at -20°C. Phleomycin (Sigma Aldrich AB) was 
dissolved in water and stock solutions (10 µg/ml) stored at -20°C.  
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Molecular genetics  
Deletion of the open reading frames was done by PCR-based genomic targeting using 
a KanMX6 construct (38). Disruptions were verified by PCR using genomic DNA extracted 
from mutants. 
Microscopy  
Calcofluor white (Sigma-Aldrich) staining and septation index assays were carried out 
as previously described (18).(39, 40) Images were obtained with a Zeiss AxioCam on a Zeiss 
Axioplan 2 microscope with a 100 × objective using a 4,6-diamidino-2-phenylindole (DAPI) 
filter set.  
Fluorescence-activated cell sorting (FACS)  
Cells were harvested at the desired time points, resuspended in 70 % ethanol and 
stored at 4°C until use. FACS analyses were performed according to the previously described 
protocol (18), using propidium iodide (32 µg/ml) as outlined on the Forsburg lab page 
(http://www-rcf.usc.edu/~forsburg/yeast-flow-protocol.html). Flow cytometry was performed 
with a BD FACSAria™ cell sorting system (Becton Dickinson AB, Stockholm, Sweden).  
Immunoblotting 
Monoclonal antibodies directed against HA (F-7), Myc (9E10) and pan 14-3-3 (K-19) 
proteins were from Santa Cruz Biotechnology (Heidelberg, Germany). Monoclonal 
antibodies directed against GFP (11814460001) and α-tubulin were from Sigma-Aldrich 
(Sigma Aldrich AB). Polyclonal antibodies directed against phospho-(Tyr15) Cdc2 were 
from Cell Signaling Technology (BioNordika, Stockholm, Sweden).  Monoclonal antibodies 
against Cdc2 were from Abcam (Cambridge, UK). For immunoblotting, protein extracts were 
prepared as previously described (Alao et al., 2014) with addition of 1 × PhosStop 
phosphatase inhibitor cocktail (Roche Diagnostics Scandinavia AB, Bromma, Sweden). 
Proteins were separated by SDS-PAGE. Epitope-tagged proteins were detected with the 
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Table 1. S. pombe strains 
 
h- L972                             Lab stock 
h+ cdc25-6HA [ura4+] leu1-32 ura4-D18 (FY7031)    YGRC 
h+ cdc25-6HA [ura4+] leu1-32 ura4-D18 rad24::KanMX6   This study 
h- cdc25-12myc::ura4+ ura4-D18 leu1-32     P. Russell 
h- Cdc25-GFPint cdc25::ura4+ ura4-D18 leu1-32    P. Young 
h+  Cdc25(9A)-GFPint  cdc25::ura4+ ura4-D18 leu1-32   P. Young 
h- Cdc25(12A)-GFPint cdc25::ura4+ ura4-D18 leu1-32   P. Young 
h- Cdc25(12A)-GFPint cdc25::ura4+ ura4-D18 leu1-32 mik1::ura4+  P. Young 
h+ cut8::ura4 (FY9535)       YGRC 
h+ leu1 his2 ura4 cut8-8xMyc ura4+      YGRC 
h- wee1::ura4+ leu1-32 ura4-D18 (FY7283)     YGRC 
h- wee1-3HA:6His leu1-32 ura4-D18 (FY16241)     YGRC 
h- wee1-3HA:6His leu1-32 ura4-D18 rad24::KanMX6   This study 
h- rad24::ura4+ leu1 ura4-D18 ade6-M210 (FY13517)    YGRC 
h- mik1::ura4 leu1 ura4 (FY8317)      YGRC 
h+ ade6-M210 ura4-D18 leu1–32 gaf1::KanMX6            Bioneer 
h+ ade6-M210 ura4-D18 leu1–32 tco89::KanMX6            Bioneer 
 
 







Figure 1. Caffeine induces the nuclear accumulation of Cdc25 in S. pombe 
A. Strains expressing wt Cdc25-GFP, Cdc25(12A)-GFP or Cdc25-GFP from a mik1Δ genetic 
background, were incubated with 10 mM caffeine and harvested at the indicated time points. 
Total protein lysates were resolved by SDS-PAGE and Cdc25 detected using antibodies 
directed against GFP. Gel loading was monitored using antibodies directed against tubulin. 
B. Strains expressing Cdc25(12A)-GFPint were pre-treated with 20 mM HU for two hours, 
followed by the addition of 10 mM caffeine. Cultures were incubated for a further 2 hours 
and total protein lysates were resolved by SDS-PAGE. Cdc25, phospho-Cdc2 and Cdc2 were 
detected using antibodies directed against GFP. Gel loading was monitored as in A. 
C. Strains expressing wt Cdc25-GFP or Cdc25(9A)-GFP were cultured in YES containing 0.6 
M KCl and harvested at the indicated time points. Samples were analysed as in A.  
D. Strains expressing wt Cdc25-GFP or Cdc25(12A)-GFPint  were incubated with 100 ng/ml 
LMB and 20 mM HU alone or in combination. Cells were pre-treated with HU for 2 h and 
then incubated with LMB for another 2 h as indicated. Samples were processed as in A.  
E. The Cdc25-HA rad24Δ strain was exposed to 20 mM HU alone or in combination with 10 
mM caffeine. Cells were pre-treated with HU for 2 h and then incubated with caffeine for 
another 2 h as indicated. Cdc25 was detected using antibodies directed against the HA 
epitope. Gel loading was monitored using antibodies directed against tubulin. 
F. Strains expressing wt Cdc25-GFP and Cdc25(12A)-GFPint exposed to 20 mM HU alone or 
in combination with 10 mM caffeine as in E. Samples were adjusted for relative cell 
numbers, serially diluted, plated on YES agar and incubated for 2 - 3 days. 
G. Cdc25(12A)-GFPint and Cdc25-GFP expressing strains from a mik1Δ genetic background 





Figure 2. Caffeine induces Wee1 accumulation in a Rad24-dependent manner in 
S. pombe. 
A. A Wee1-HA expressing strain was incubated with 10 mM caffeine and harvested at the 
indicated time points. Total protein lysates were resolved by SDS-PAGE. Wee1 was detected 
using antibodies directed against the HA epitope. Rad24 was detected using a pan 14-3-3 
antibody. A rad24Δ mutant was used to monitor antibody specificity. Gel loading was 
monitored using antibodies directed against tubulin. 
B. Cells expressing Wee1-HA were treated as in A. 
C. Wt and rad24Δ mutant cells expressing Wee1-HA were treated as in A. 
D. Wt and rad24Δ cells expressing Wee1-HA were grown to log phase and treated as in A. 
E. Log phase cultures of wt and rad24Δ cells were fixed in ethanol and examined by 
differential contrast microscopy.  
F. Wt and rad24Δ strains expressing Wee1-HA were incubated with 100 ng/ml LMB for 1 h. 
Total protein lysates were resolved by SDS-PAGE and membranes probed with the indicated 
antibodies. 
G. Cells expressing Mik1-HA were exposed to 10 mM caffeine and harvested at the indicated 




Figure 3. Caffeine suppresses genotoxin-induced Wee1 accumulation in S. pombe. 
A. Cells expressing Wee1-HA were cultured with 10 mM caffeine alone or in combination 
with 20 mM HU or 10 µg/ml phleomycin as indicated. Cultures were pre-treated with HU or 
phleomycin for 2 h and then for a further 2 h in the presence or absence of caffeine.  
B. Wee1-HA rad24Δ cells were treated as in A. 
C. Wt cells expressing Wee1-HA and Wee1-HA rad24Δ cells were exposed to 10 µg/ml 
phleomycin for 1 h. Total protein lysates were resolved by SDS-PAGE and membranes 
probed with antibodies against phospho- and total Cdc2.  
 
 
Figure 4. Differential effects of caffeine on cell cycle progression in S. pombe wee1Δ and 
rad24Δ mutants. 
A. Duplicate cultures of wt and wee1Δ cells were incubated with 10 µg/ml phleomycin for 
2 h. The cultures were then incubated for a further 4 h with or without 10 mM caffeine and 
samples harvested at the indicated time points. Cells were fixed in 70 % ethanol, stained with 
aniline blue and the septation index determined by fluorescent microscopy.  
B. Samples from A were stained with propidium iodide and analysed by FACS. Arrows 
indicate cell with mis-segregated chromosomes.  
C. Wt and wee1Δ cells were incubated with 20 mM HU for 2 h. The cultures were then 
incubated for a further 2 h in the presence of 10 mM caffeine as indicated. Cultures were 
adjusted for relative cell numbers, serially diluted and plated unto YES agar plates. Plates 
were incubated at 30°C for 2 - 3 days.  
D. Wt and wee1Δ cells were treated as in A. Cells were fixed in 70 % ethanol and examined 
by differential contrast microscopy.  
E. Wt and rad24Δ wee1Δ cells were exposed to 20 mM HU for 4 h. Cells were fixed in 70 % 
ethanol and examined by differential contrast microscopy. 
F,G. Wt and rad24Δ wee1Δ cells were treated as in A.  
H. Wt and rad24Δ wee1Δ cells were exposed to 10 µg/ml phleomycin for 2 h. Cultures were 
adjusted for relative cell numbers, serially diluted and plated unto YES agar plates. Plates 




Figure 5. Inhibition of TORC1 overrides checkpoint signalling similarly to caffeine 
A. Wt cells were incubated with 20 mM HU for 2 h. The cultures were then incubated for a 
further 2 h in the presence of 10 mM caffeine as indicated. Cultures were adjusted for relative 
cell numbers, serially diluted and plated unto YES agar plates. Plates were incubated at 30° C 
for 2 - 3 days.  
B. Cells in A were fixed in 70 % ethanol, stained with DAPI and examined by differential 
contrast microscopy. 
C. Wt cells were incubated with 10 µg/m phleomycin for 2 h. The cultures were then 
incubated for a further 2 h in the presence of 10 mM caffeine or 7.5 µM torin1 as indicated. 
Cultures were adjusted for relative cell numbers, serially diluted and plated on YES agar 
plates. Plates were incubated at 30° C for 2- 3 days.  
D. Wt cells expressing Wee1-HA, were incubated with 5 µg/ml of phleomycin for 2 h. The 
cultures were then incubated for a further 2 h in the presence of 10 mM caffeine, 200 ng/ml 
rapamycin or 5 µM torin1 as indicated. Cultures were adjusted for relative cell numbers, 
serially diluted and plated on YES agar plates. Plates were incubated at 30° C for 2 - 3 days.  
E. gaf1Δ mutant cells were incubated with 5 µg/ml of phleomycin for 2 h. The cultures were 
then incubated for a further 2 h in the presence of 10 mM caffeine, 200 ng/ml rapamycin or 
5 µM torin1 as indicated. Cultures were adjusted for relative cell numbers, serially diluted 
and plated on YES agar plates. Plates were incubated at 30°C for 2 - 3 days.  
F. tco89Δ mutant cells were incubated with 5 µg/ml of phleomycin for 2 h. The cultures were 
then incubated for a further 2 h in the presence of 10 mM caffeine, 200 ng/ml rapamycin or 
5 µM torin1 as indicated. Cultures were adjusted for relative cell numbers, serially diluted 
and plated onto YES agar plates. Plates were incubated at 30°C for 2- 3 days.  
G. Wt cells were exposed to 5 µg/ml of phleomycin for 2 h. The cultures were then incubated 
for a further 2 h in the presence of 200 ng/ml or 600 ng/ml rapamycin as indicated. Cells 
exposed to 600 ng/ml rapamycin served as a control. Cultures were adjusted for relative cell 
numbers, serially diluted and plated on YES agar plates. Plates were incubated at 30° C for 
2 - 3 days.  
 
H. Wt cells were incubated with 5 µg/ml of phleomycin for 2 h. The cultures were then 
incubated for a further 2 h in the presence of 200 ng/ml rapamycin or 5 µM torin1. Samples 
were harvested at the indicated time points. Cells were fixed in 70 % ethanol, stained with 
calcofluor white and the septation index determined by fluorescent microscopy.  
 
I. gaf1Δ mutants were incubated with 5 µg/ml of phleomycin for 2 h. The cultures were then 
incubated for a further 2 h in the presence of 10 mM caffeine or 5 µM torin1. Cells were 
fixed in 70 % ethanol, stained with aniline blue or calcofluor white and the septation index 
determined by fluorescent microscopy.  
 
J.  gaf1Δ mutants were incubated with 5 µg/ml of phleomycin for 2 h. The cultures were then 
incubated for a further 2 h in the presence of 10 mM caffeine or 5 µM torin1. Cells were 





Supplementary Figure S1 
Wt cells were incubated with 20 mM HU for 2 h. The cultures were then incubated for a 
further 2 h in the presence of 200 ng/ml rapamycin or 5 µM torin1. Samples were harvested 
at the indicated time points. Cells were fixed in 70 % ethanol, stained with DAPI and 
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Abstract
Genetic analysis has strongly implicated human FHIT (Fragile Histidine Triad) as a tumor suppressor gene, being mutated
in a large proportion of early‐stage cancers. The functions of the FHIT protein have, however, remained elusive. Here, we
investigated aph1+, the fission yeast homolog of FHIT, for functions related to checkpoint control and oxidative
metabolism. In sublethal concentrations of DNA damaging agents, aph1Δ mutants grew with a substantially shorter lag
phase. In aph1Δ mutants carrying a hypomorphic allele of cds1 (the fission yeast homolog of Chk2), in addition, increased
chromosome fragmentation and missegregation were found. We also found that under hypoxia or impaired electron
transport function, the Aph1 protein level was strongly depressed. Previously, FHIT has been linked to regulation of the
human 9‐1‐1 checkpoint complex constituted by Hus1, Rad1, and Rad9. In Schizosaccharomyces pombe, the levels of all
three 9‐1‐1 proteins are all downregulated by hypoxia in similarity with Aph1. Moreover, deletion of the aph1+ gene
reduced the Rad1 protein level, indicating a direct relationship between these two proteins. We conclude that the fission
yeast FHIT homolog has a role in modulating DNA damage checkpoint function, possibly through an effect on the 9‐1‐1
complex, and that this effect may be critical under conditions of limiting oxidative metabolism and reoxygenation.
Keywords: 9‐1‐1 complex; Aph1; checkpoint proteins; hypoxia; Schizosaccharomyces pombe
Introduction
Inactivation of FHIT, through deletion, point mutation, or
DNA methylation, is a very common event in cancer. It
occurs in over half of human cancers, in particular in
epithelial tumors, of which 70% suffer this impairment
(Huebner and Croce, 2001; Saldivar et al., 2011). The first
line of arguments for FHIT as a tumor suppressor protein
was essentially based on this type of evidence. FHIT is
located in the FRA3B locus, the most inducible fragile
region in the human genome, revealing a cytologically
distinguishable gap at chromosome 3p14.2 under certain
experimental conditions (Durkin et al., 2008). Because of
the location at a fragile site, it was initially questioned if
FHIT was a true tumor suppressor or just frequently
altered. FHIT+/− mice are, however, much more prone to
develop tumors in response to carcinogen treatment (Fong
et al., 2000; Zanesi et al., 2001), and both FHIT+/− and
FHIT−/− mice have a higher frequency of spontaneous
tumor development (Zanesi et al., 2001). The tumor
development of FHIT deficient mice can also be partially
repressed by FHIT gene therapy (Dumon et al., 2001) and
re‐expression of FHIT in fhit deficient cells is able to
induce apoptosis (Roz et al., 2002). The FHIT gene, or its
expression, is commonly lost early in cancer development,
and inactivation of FHIT is therefore proposed to result in a
“mutator” phenotype (reviewed by Waters et al., 2014).
Thus, the current view is that FHIT, due to its location on
a fragile site, is prone to break in replication stress, and
that its loss leads to more replication stress as well as
to incompetence in appropriately handling new damage
(Saldivar et al., 2012). This, in turn, leads to further
progression of cancer development.
Though FHIT is now fully established as an important
tumor suppressor, much less is understood about the actual
cellular roles of the FHIT protein, in part because of the
low abundance of the FHIT protein. FHIT was first
described as a diadenosine 5′,5‴‐P1,P3‐triphosphate
*Corresponding author: e‐mail: per.sunnerhagen@cmb.gu.se
Abbreviations: Ap3A, diadenosine 5′,5‴‐P1,P3‐triphosphate; Ap4A, diadenosine 5′,5‴‐P1,P3‐tetraphosphate; DAPI, 4,6‐diamidino‐2‐phenylindole;
DIC, differential interference contrast; Dox, doxorubicin; FHIT, fragile histidine triad; HU, hydroxyurea; PL, phleomycin; ROS, reactive oxygen species;
YES, yeast extract with supplement
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(Ap3A) hydrolase (Murphy et al., 2000). Expression of wt
FHIT or a FHITH96N mutant protein, lacking the Ap3A
hydrolase activity, were however equally effective in
abrogating tumor progression (Siprashvili et al., 1997),
indicating that it is rather the substrate binding, not
cleavage, that is important for the anti‐tumor activities.
More recently, in vitro and in vivo studies in
Saccharomyces cerevisiae, showed that the budding yeast
homolog of FHIT, Hnt2 as well as human FHIT catabolize
m7GpppG dinucleotides generated from the 5′‐cap struc-
tures from degraded messenger RNAs (mRNAs) (Taverniti
and Séraphin, 2015). Inefficient degradation of m7GpppG
results in elevated concentrations of this intermediate,
which has been reported to inhibit mRNA splicing
(Izaurralde et al., 1994) and export to the cytoplasm of
nuclear RNAs (Hamm and Mattaj, 1990) as well as to
promote mRNA deadenylation (Wu et al., 2009).
The FHIT protein is located in the cytoplasm and
nucleus (Zhao et al., 2006) as well as in mitochondria
(Druck, et al., 2019). In mitochondria, FHIT physically
interacts with ferredoxin reductase, and this interaction is
important for induction of apoptosis through elevated
production of reactive oxygen species (ROS) (Druck et al.,
2019). FHIT has also been implicated in regulation of
checkpoint responses. In fhit−/− cells, Chk1 is constitutively
hyperactive, resulting in enhanced S and G2 checkpoint
responses (Hu et al., 2005). Loss of FHIT also confers lower
levels of hHus1 (Ishii et al., 2006), a protein in the 9‐1‐1
DNA sliding clamp complex involved in DNA damage
sensing, DNA repair, and induction of checkpoint control
(reviewed by Parrilla‐Castellar et al., 2004).
Both fission and budding yeast FHIT orthologs exist.
Schizosaccharomyces pombe Aph1 has 43% amino acid
sequence identity and 55% similarity with human FHIT
(Huang et al., 1995), and 41% identity and 57% similarity
with Hnt2 of the budding yeast S. cerevisiae (Chen et al.,
1998). Only limited functional studies have been performed
with the yeast orthologs, mostly inspired by the dinucleo-
tide hydrolase activity of the enzymes. For both yeast
orthologs, gene disruption leads to strong accumulation of
intracellular diadenosine oligophosphate (Ingram and
Barnes, 2000; Rubio‐Texeira et al., 2002), and overexpres-
sion of aph1+ lowers these concentrations, as expected
(Ingram and Barnes, 2000). Studies of S. cerevisiae Hnt2
have already shed some light on FHIT function, with the
binding and cleavage of the m7GpppG cap structures
(Taverniti and Séraphin, 2015). In a previous genetic
interaction screen (Ryan et al., 2012), Aph1 was found to
interact positively with the mitochondrial TOM complex
(translocase of the outer membrane) as well as Hus1 in the
9‐1‐1 checkpoint complex. Studying the FHIT orthologs in
budding and fission yeast is a promising starting point for
elucidating its molecular functions.
In this study, we wanted to address the function of FHIT
through its ortholog Aph1 in the genetically amenable
fission yeast. We started by investigating effects on cellular
proliferation by a deletion of aph1+, and found that loss of
Aph1 leads to unregulated proliferation of cells exposed to
a number of DNA‐damaging agents. Furthermore, the
combination of aph1Δ and a partial defect in the
checkpoint protein Cds1 (ortholog of human Chk2) results
in elevated chromosome fragmentation and missegregation
in doxorubicin (Dox).
The human FHIT interaction with the electron transport
chain (Druck et al., 2019) and the Aph1 interaction with
the TOM complex (Ryan et al., 2012) inspired us to also
investigate a possible dependence of Aph1 levels on
oxidative phosphorylation. We found that Aph1 protein
levels were strongly downregulated in hypoxia or low
glucose levels as well as by blocking mitochondrial electron
transport.
As FHIT has been shown to modulate hHus1 expression
(Ishii et al., 2006), we investigated a possible link between
Aph1 and the 9‐1‐1 proteins. Aph1 loss additionally
resulted in a strong reduction of the Rad1 protein level,
indicating a positive regulation of the 9‐1‐1 complex.
Interestingly all three 9‐1‐1 proteins; Rad1, Hus1, and
Rad9, were similarly downregulated in hypoxia.
Altogether it seems that some features are conserved
between human FHIT and fission yeast Aph1. Mutation of
those genes resulted in unregulated proliferation and DNA
damage. That Aph1, in contrast to FHIT (Murphy et al.,
2000), prefers to cleave Ap4A over Ap3A (Ingram and
Barnes, 2000), is apparently not important for these
conserved functions. Therefore, S. pombe should be an
attractive model for studies on the anti‐proliferative
functions of Aph1/FHIT at the cellular level.
Materials and methods
S. pombe strains and growth conditions
All strains are listed in Table 1. Growth was at 30°C in YES
medium, unless indicated otherwise.
Quantification of growth rate and lag phase
Pre‐cultures were grown to saturation density by inocula-
tion in 10 mL YES and growth for 48 h. Stationary phase
cultures were thereafter transferred to microtiter plates
containing YES with the indicated additions to a final
OD600nm of 0.125 in 200 μL total volume per well
containing either 9 mM hydroxyurea (HU), 0.2 μM phleo-
mycin (PL), or 19 μg/mL Dox. YES alone was used for
controls.
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Air‐permeable film (Breathe‐Easy, Diversified Biotech,
Boston, USA) was used instead of a lid, as differential
oxygenation depending on the position of the plate affected
results in the growth experiments. Cell growth with high‐
intensity shaking was monitored every 20 min. in a
Bioscreen Analyzer C (Growth Curves USA) for 72 h as
described (Warringer and Blomberg, 2003). Raw data were
processed with the PRECOG tool (Fernandez‐Ricaud
et al., 2016).
HU and UV survival tests
Logarithmically growing cells (OD600nm ≈ 0.5) were diluted
to OD600nm = 0.3, and serially diluted 1:3 in a 96 well plate.
From each well, 5 μL was plated onto YES agar with or
without 5 mM HU. Irradiation with UV at 254 nm was
200 µJ/cm2.
Microscopy
Evaluation of chromosome fragmentation/missegregation:
cells were fixed with ethanol and stained with 4′,6‐
diamidino‐2‐phenylindole (DAPI) essentially, as described
(Alao et al., 2014). Images were obtained with a Zeiss
AxioCam on a Zeiss Axioplan 2 microscope with a ×100
objective, using the appropriate filter (DAPI or DIC). For
quantifications at least 200 cells/replicate was counted.
Three independent experiments were quantified.
Survival assay with propidium iodide (PI): Live cells
were, at the indicated time point, stained with 10 µg/mL PI
and subjected tor analysis by microscopy. Images were
obtained with a Zeiss AxioCam on a Zeiss Axioplan 2
microscope with a ×100 objective, using the appropriate
filter (red fluorescence or DIC). For quantifications, at least
200 cells/replicate were counted. Three independent
experiments were quantified.
Growth in hypoxia
Hypoxic conditions were generated by continuously
leading nitrogen gas into the liquid medium. Nitrogen
gas was first led through a tube down into distilled water, to
moisten the gas, and then further into a closed chamber
with multiple tubing, equally distributing the gas into each
culture, with the same total volume, within the same
experiment.
Western blot
Cell pellets were collected by centrifugation and snap‐
frozen on dry ice. Cells were thawed on ice and lysed by
shaking with acid‐washed glass beads in a FastPrep FP120
device (Savant) at speed 5 for 30 s. Lysis was performed in
lysis buffer A (50 mM NaCl, 50 mM Tris pH 7.6, 0.2%
Triton X‐100, 0.25% NP40) containing phosphatase
inhibitor cocktail 04906837001 and protease inhibitor
cocktail 04693159001 (Roche). Protein concentration was
determined using the BCA assay. Equal protein concentra-
tions of each sample were loaded and proteins were
separated on a sodium dodecyl sulfate‐polyacrylamide gel
electrophoresis (SDS‐PAGE) and blotted onto nitrocellu-
lose membranes.
HA epitope‐tagged versions of Aph1, Rad1, Hus1‐, and
Rad9 as well as Chk1 were detected by mouse anti‐HA
Table 1 S. pombe strains used in this study.
Strain Genotype Source or reference
972h− h− Lab stock
JJS30 h− aph1::KanMX This work
JJS31 h− aph1+:(HA)3:HphMX This work
JJS32 h− rad1+:(HA)3:HphMX This work
JJS33 h− rad1+:(HA)3:HphMX aph1::KanMX This work
JJS34 h− rad1+:(HA)3:HphMX hus1::NatMX This work
JJS35 h− rad1+:(HA)3:HphMX rad9::NatMX This work
JJS36 h− hus1+:(HA)3:HphMX This work
JJS46 h− hus1+:(HA)3: HphMX aph1::KanMX This work
JJS37 h− hus1+:(HA)3:HphMX rad1::NatMX This work
JJS38 h− hus1+:(HA)3:HphMX rad9::NatMX This work
JJS39 h− rad9+:(HA)3:HphMX This work
JJS40 h− rad9+:(HA)3:HphMX aph1::KanMX This work
JJS41 h− rad9+:(HA)3:HphMX rad1::NatMX This work
JJS42 h− rad9+:(HA)3:HphMX hus1::NatMX This work
NW222 h− ade6‐216 leu1‐32 chk1+:(HA) 3 N. Walworth
JJS43 h− ade6‐216 leu1‐32 chk1+:(HA)3 cds1Δ::KanMX This work
JJS44 h− ade6‐216 leu1‐32 chk1+:(HA)3 cds1:(myc)9:HphMX This work
JJS45 h− ade6‐216 leu1‐32 chk1+:(HA)3 cds1:(myc)9:HphMX aph1::KanMX This work
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Sc7392 (Santa Cruz Biotechnology) or mouse anti‐HA
2367 S from Cell Signaling Technology (Bionordika AB,
Stockholm, Sweden). Cds1 was detected using Mouse anti‐
c‐myc Sc40 (Santa Cruz Biotechnology). To be able to
detect the low‐abundance Aph1 protein, incubation with
the primary antibody was for 72 h. The loading control was
α‐tubulin detected by mouse anti‐α‐tubulin T5168 (Sigma),
or staining of total protein with Ponceau S Solution
(Sigma). The secondary antibody was horseradish perox-
idase‐coupled α‐mouse A4416 (Sigma).
Results
Deletion of aph1+ leads to proliferation in sublethal
concentrations of genotoxins
The starting point in this assay was a stationary phase
culture (48 h from inoculation), diluted into fresh YES
media for reinitiating of growth. We used a Bioscreen C
analyzer (Growth curves USA) to generate multiple
independent growth curves simultaneously. aph1Δ cells
always re‐entered growth slightly earlier than wt in control
conditions (Figure 1A). In the presence of the genotoxic
compounds PL (Figure 1B), Dox (Figure 1C) or HU
(Figure 1D), aph1Δ cells displayed a much shorter lag, and
also reached a higher cell density compared to wt 972h−
cells in PL and HU (Figures 1B and 1D). Thus, aph1Δ
mutants are clearly more prone to restart growth under
genotoxic conditions, showing that proliferation control is
deregulated in this mutant.
Aph1 is needed for adaptation to stationary phase
We investigated survival in a density saturated culture.
We inoculated cells in liquid YES media to an OD600 of
0.3, and thereafter evaluated survival by a propidium
iodide (PI) permeability/exclusion assay, where intact
cells exclude PI (Moreno et al., 1991). After 24 h, where
wt and aph1Δ were approximately reaching maximum
density, survival was indistinguishable between wt and

























































Figure 1 Loss of Aph1 leads to unregulated proliferation in sublethal concentrations of genotoxic agents. Stationary phase cultures of wt
(972 h−) and aph1Δ (JJS30), 48 h from inoculation, were re‐diluted in fresh media containing YES with or without genotoxins for re‐entry of growth
for 72 h. Multiple individual curves from independent precultures are shown from the Bioscreen C analyzer. Treatments were (A) YES alone; (B) YES
containing 0.2 μM PL; (C) YES with 19 μg/mL Dox; (D) YES with 9.5mM HU.
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permeable (Figure S1A), indicating lower survival in the
prolonged stationary phase in cells lacking Aph1. This
implies that aph1Δ has a problem adapting to a non‐
proliferation mode, which may explain why aph1Δ
mutants reinitiate growth earlier also in the control
conditions in the Bioscreen (Figure 1A).
We also followed the expression of Aph1 protein during
growth from the early logarithmic phase to the stationary
phase. The Aph1 protein level was rising throughout the
course (up to OD600nm = 2.5), but in the stationary phase
(OD600nm = 9.9), Aph1 protein was undetectable (Figure
S1B). Thus, Aph1 levels build up during proliferation and
sharply decline when cells cease growth. One interpretation
of the above findings is that a graded expression during
proliferation and non‐proliferation aids to appropriately
adapt between growth and non‐growth.
Aph1 influences checkpoint control
As FHIT function has been shown to modulate Chk1 and
Chk2 activation (Ishii et al., 2006; Yutori et al., 2008), two
important kinases involved in checkpoint control, we
introduced a (Myc)9 epitope tag to the C‐terminal of
Cds1. This was done with the purpose of following the
Cds1 protein band shift upon activation through phos-
phorylation by Rad3 (Lindsay et al., 1998) in a genetic
background that already had a HA tag on Chk1,
for following Chk1 activation that also results in a band
shift (Walworth and Bernards, 1996). Although we did
observe the expected band shift upon Cds1 activation
(Figure S2A), unexpectedly, the introduction of the Myc(9)
tag partially interfered with Cds1 function (Figure S2B).
Activation of Chk1 by HU was seen in the double‐tagged
strain, indicating that DNA damage activated Chk1 to
compensate for the loss of Cds1. Chk1 is normally not
activated by HU, but is known to be activated by HU in
cds1Δ (Lindsay et al., 1998). This was paralleled by the
survival on 5 mM HU plates, where the sensitivity of this
chk1‐HA cds1‐(myc)9 strain was intermediate between the
chk1‐HA strain and the chk1‐HA cds1Δ strain (Figure S2B).
Deletion of aph1+ in a chk1‐HA cds1‐(myc)9 background
did suppress a growth delay in HU (Figure S2D) and Dox
(Figure 2A). However, aph1Δ in this background gave no
clear additional phenotype on survival in HU (Figure S2D).
When inspecting cells in the microscope after 72 h growth
in 19 µg/mL Dox, the frequency of cells with cut and/or
fragmented chromosomes was clearly higher in aph1Δ than
in wt cells (Figure 2B). Among cells with cut/fragmented
chromosomes, the defect was more pronounced in aph1Δ
with some cells having no nuclei staining but only
punctuate cytoplasmic staining with DAPI (Figure 2B,
see white arrows in DAPI picture of chk1‐HA cds1‐(myc)9
aph1Δ).
Even though the aph1Δ knockout in the strain carrying
the partially defective cds1‐(myc)9 allele resulted in an
increased frequency of fragmented/cut chromosomes in the
presence of genotoxins, proliferation thus continued
unabated, indicating loss of cell cycle checkpoint control.
It is therefore plausible that the Aph1 is involved in
checkpoint control of proliferation.
Aph1 protein expression is suppressed by hypoxia
Knowing that FHIT is partially localized in mitochondria
(Druck et al., 2019), and that the FHIT‐controlled
microRNA miR‐30c is suppressed under hypoxic condi-
tions (Huang et al., 2013), we speculated that Aph1/FHIT
expression may be influenced by the oxygenation status of
the cells. We investigated Aph1 levels in cells growing in
hypoxia, as described in the Materials and Methods section.
As seen in Figure 3A, after 2 h in hypoxic conditions, the
Aph1 protein level is strongly reduced, and after 3 h, Aph1
is virtually absent. This process is reversible, as restoring
normoxia brings Aph1 back to near‐normal levels within
2 h (Figure 3A). To ascertain whether this effect was due to
the oxygenation status, we used a different method to
produce hypoxia, the reducing agent sodium dithionite. At
higher concentrations, upwards of 1 mM, exposure to
dithionite for 2 h had the same effect on Aph1 as displacing
air with nitrogen gas (Figure 3B). To examine whether
these effects on Aph1 were due to decreased respiratory
activity, we used the electron transport chain poison azide.
As seen in Figure 3C, treating cells for 2 h with sodium
azide also caused Aph1 protein to decrease. Importantly,
even at the highest azide concentration (0.5 mM), the
optical density of the culture was increasing, demonstrating
that the cells were still alive. This indicates that it is not the
redox state of the environment per se that causes the
reduction of Aph1, but rather the activity of the
mitochondrial electron transport chain. To further inves-
tigate the relationship between the Aph1 level and energy
metabolism rate, we reduced the glucose concentration in
the medium for exponentially growing cells. As seen in
Figure 3D, a reduction of glucose concentration from 3% to
0.3% caused a marked reduction of Aph1 within 1 h, and
after 2 h the Aph1 level was even lower. Reducing glucose
to 0.1% or eliminating it altogether results in further drops
of Aph1 protein levels. Together, these observations
establish a strong correlation between electron transport
chain activity and the level of Aph1 protein.
Expression of Rad1 is dependent on Aph1
In logarithmically growing unstressed aph1Δ cells, the Rad1
level was strongly reduced compared to wt. The expression
of Rad9 and Hus1 was virtually unaltered in aph1Δ
mutants, however (Figure 4A).
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Figure 2 Loss of Aph1 leads to checkpoint control override in cells carrying a cds1 hypomorphic allele leading to elevated chromosome
fragmentation in doxorubicin. The aph1Δ allele in a chk1‐HA cds1‐(myc)9 background leads to a shorter lag phase and growth to higher densities.
Stationary phase cultures of chk1‐HA (NW222), chk1‐HA cds1‐(myc)9 (JJS44), chk1‐HA cds1Δ (JJS43), and chk1‐HA cds1‐(myc)9 aph1Δ (JJS45), 48 h
from inoculation, were re‐diluted in fresh media containing YES with or without Dox for re‐entry of growth 72 h in a Bioscreen C analyzer. (A)
Representative growth curves. Treatments were YES only or 19 μM Dox. (B) The higher proliferation in chk1‐HA cds1‐(myc)9 aph1Δ (JJS45) was
accompanied by elevated chromosome fragmentation and/or missegregation. Cells from chk1‐HA cds1‐(myc)9 (JJS44) chk1‐HA cds1‐(myc)9 aph1Δ
(JJS45) were fixed in ethanol after 72 h of growth, stained with 4′,6‐diamidino‐2‐phenylindole (DAPI) and evaluated by microscopy for fragmentation
and missegregation. Cells from three independent Bioscreen experiments were collected by centrifugation, cleared of growth media and vortexed in
70% ethanol for 30 s. This was done directly at the end of the 72 h Bioscreen run. Representative pictures of DAPI‐stained cells are shown. Note that
although there is some missegregation present in Dox‐treated chk1‐HA cds1‐(myc)9 wt (JJS44), this phenotype is much stronger in cds1‐(myc)9 aph1Δ
(JJS45) where some cells (white arrows) appear to lack nuclei entirely. For quantification of cells with fragmented and/or cut chromosomes, at least
200 cells were counted for each of the three replicates.
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In rad1Δ and rad9Δ mutants, the level of Hus1 is
markedly suppressed; likewise, Rad9 levels are suppressed
in rad1Δ and hus1Δ mutants (Figure 4B). By contrast,
deletion of rad9+ or hus1+ does not appreciably affect the
expression of Rad1. Thus, Rad1 influences expression of
the other two 9‐1‐1 proteins, but not vice versa; this pattern
is analogous to what has been observed for the human
9‐1‐1 orthologs (Bao et al., 2004).
Considering these findings in combination with our data
showing lower levels of Rad9 and Hus1 in rad1Δ mutants
(Figure 4A), it appears that Aph1 has a more direct
influence on Rad1 levels than on the other 9‐1‐1 proteins
(Figure 4C). Furthermore, while eliminating Rad1 alto-
gether (as in rad1Δmutants, Figure 4B) does suppress Rad9
and Hus1 levels, reducing Rad1 partially (as in aph1Δ
mutants, Figure 4A) is not enough to achieve this effect.
The 9‐1‐1 proteins are, like Aph1, downregulated in
hypoxia
Given the effects on the Rad1 level of deleting aph1+, the
effect of deleting rad1+ on the levels of other 9‐1‐1
proteins, and our finding that hypoxia causes depletion of
Aph1 protein; it is natural to ask whether hypoxia also
affects the levels of the 9‐1‐1 proteins. As shown in Figure
4D, there was indeed a clear drop in the levels of all three 9‐
1‐1 proteins within 2–3 h after purging oxygen from the
medium.
Discussion
We have shown that aph1Δ mutants restart growth from
the stationary phase at a much earlier point when exposed
to various genotoxic agents (PL, HU, and Dox) than wt
(Figures 1B–D), indicating that elimination of Aph1 results
in unresponsiveness to checkpoint control. The aph1Δ
mutants also reentered growth slightly earlier even in
normal conditions (Figure 1A), indicating that deleting
aph1+ results in a phenotype also generally more prone to
restart growth from a non‐proliferating state. We further
noted that aph1Δ cells are defective in adapting to the
stationary phase, as seen by the defective survival in the
prolonged stationary phase (Figure S1). Thus, the rapid re‐
entry into proliferation from the stationary phase may
represent the fact that mutant cells are still partially set for
proliferation, from the previous logarithmic phase.
In the case of combining a partially defective cds1‐Myc
allele with aph1Δ (Figure S2), the shorter lag and higher
yield seen in Dox (Figure 2A) was also accompanied by a
higher fraction of fragmented and/or cut chromosomes in
Dox compared to that in the partially defective cds1‐Myc
allele alone (Figure 2B). These observations, together, point
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Figure 3 Aph1 is downregulated in conditions of low mitochon-
drial electron transport. Logarithmically growing aph1‐HA (JJS31)
cells were subjected to different treatments and analyzed by western
blotting. (A and B) Hypoxia results in a reversible decrease in the Aph1
protein level. (A) Cells were subjected to either hypoxia induced by
leading N2 into the culture or normoxia. (B) Cells were subjected to
hypoxia introduced by dithionite of the indicated concentration for 2 h.
(C) Blocking of mitochondrial electron transport by addition of sodium
azide leads to a reduction in Aph1 protein level. Cells were treated with
NaN3 of the indicated concentration for 2 h. (D) Reducing the glucose
level in media also lowers the Aph1 protein level. Cells were subjected
to a media change where the new medium contained different glucose
concentrations.
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towards a role for Aph1 in cell cycle checkpoint control
under genotoxic conditions.
Human FHIT has been shown to be located in the
cytosol, nucleus (Zhao et al., 2006) and mitochondria
(Druck et al., 2019). Aph1 is located in the cytosol and
nucleus (Matsuyama et al., 2006), and is predicted by its
similarity to the budding yeast Hnt2, but not actually
shown, to also be present in mitochondria. We have not
investigated the localization of Aph1 in fission yeast,
however, its strong dependence on oxygenation
(Figures 3A and 3B), and on a functioning mitochondrial
electron transport chain (Figure 3C) are indications of an
Aph1 pool within the mitochondria. The human FHIT
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Figure 4 Aph1 regulates the level of Rad1, and all 9‐1‐1 proteins are downregulated in hypoxia. Logarithmic growing cells expressing C‐
terminally (HA)3 tagged versions of Hus1, Rad1, and Rad9 from their endogenous promoters were subjected to different treatments or investigated in
different genetic backgrounds, and analyzed by western blotting. (A) Rad1, but not Hus1 or Rad9 protein levels, is reduced by deleting aph1+. Strains
used were hus1‐HA (JJS36), hus1‐HA aph1Δ (JJS46), rad1‐HA (JJS32), rad1‐HA aph1Δ (JJS33), rad9‐HA (JJS39), rad9‐HA aph1Δ (JJS40). (B) Hus1 and
Rad9, but not Rad1 protein levels are reduced by the absence of one other 9‐1‐1 complex member. Strains used were hus1‐HA (JJS36), hus1‐HA
rad1Δ (JJS37), hus1‐HA rad9Δ (JJS38), rad1‐HA (JJS32), rad1‐HA hus1Δ (JJS34), rad1‐HA rad9Δ (JJS35), rad9‐HA (JJS39), rad9‐HA hus1Δ (JJS42), rad9‐
HA rad1Δ (JJS41). (C) Model based on the results from A and B, showing Aph1 regulation of the 9‐1‐1 complex through the Rad1 protein level. (D)
The protein levels of Hus1, Rad1, and Rad9 are like Aph1 all down‐regulated in hypoxia. Hypoxia was induced by leading N2 gas into cultures of cells
from strains hus1‐HA (JJS36), rad1‐HA (JJS32) and rad9‐HA (JJS39). *marks a non‐specific background band detected by the anti‐HA antibody.
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reductase, and this interaction has been proposed to
confer a higher ROS production leading to induction of
apoptosis (Druck et al., 2019). In the unicellular
organism S. pombe, there are indications of programmed
cell death with characteristics reminiscent of apoptosis
(Su et al., 2017). We have not investigated if there is a
link between Aph1 and programmed cell death in S.
pombe; however, our observations with the dysregulated
restart of proliferation in sublethal concentrations of
DNA‐damaging agents (Figures 1 and 2, Figure S2C),
and failure of efficient adaptation to non‐growth upon
nutrient limitation (Figure S1), rather point towards a
role for Aph1 in control of proliferation. We, therefore,
propose that Aph1 links aerobic respiration in mito-
chondria with proliferation control under genotoxic
conditions as well as in nutrient limitation. The earlier
observation that overexpression of Aph1 leads to longer
generation time (Ingram and Barnes, 2000) is in line with
the anti‐proliferative functions for S. pombe Aph1.
Human FHIT preferentially hydrolyzes Ap3A over Ap4A
(Murphy et al., 2000). As a FHITH96N mutant protein binds
Ap3A efficiently, but has a strong catalytic defect, and
nevertheless maintains the anti‐tumor capabilities of FHIT
(Siprashvili et al., 1997), the leading hypothesis has been that
FHIT bound to its substrate constitutes the active tumor
suppressor signaling unit. In contrast to human FHIT, S.
pombe Aph1 prefers to hydrolyze Ap4A over Ap3A (Ingram
and Barnes, 2000). Despite this difference, aph1Δ mutants
display unrestrained restart of growth in genotoxic conditions
(Figures 1 and 2), indicating that this difference is not
important for the anti‐proliferative functions of Aph1.
FHIT has been shown to regulate both the levels (Kiss
et al., 2018) and the translation of mRNAs important in
cancer development (Kiss et al., 2017a). Thus, it is plausible
that some of the biochemical basis for the tumor
suppressor functions of FHIT is through its actions on
mRNAs (Kiss et al., 2017b). As the binding rather than
hydrolysis of the substrate seems to be important for the
anti‐tumor functions of FHIT, one can also not exclude the
fact that other substrates similar in structures to Ap3A and
m7GpppG may be important for FHIT cellular functions.
In human cells, it was recently shown that FHIT positively
regulates TK1 (Thymidine kinase 1) by stimulation of
translation of TK1 transcripts (Kiss, Waters et al., 2017b) as
well as a number of other important tumor suppressor
transcripts (Kiss et al., 2017a). The reduction of TK1 leads
to replication stress and the DNA strand breaks because of
a reduction in the dTTP pool (Saldivar et al., 2012). The
stimulation of TK1 translation is interestingly linked to the
binding of FHIT to m7GpppN cap structures (Kiss et al.,
2017b) rather than to the substrate Ap3A. Importantly the
FHITH96N mutant protein, which has no catalytic activity
against Ap3A nor to m
7GpppG (Taverniti and Séraphin,
2015), is as effective in stimulation of translation as the wt
version. Similarly wt FHIT and the FHITH96N mutant
proteins are equally effective in preventing DNA damage,
whereas another mutant allele, FHITY114F, defective in
m7GpppG binding, was defective in this function (Kiss
et al., 2017b). Therefore, the translational impact on TK1
may be through binding to 5′ cap structures either
generated by 3′–5′ mRNA decay, that may otherwise
compete for eIF4E binding as proposed (Kiss et al., 2017b),
or to the 5′ cap while still on intact mRNA. As we have
shown that Aph1 positively regulates Rad1 in the 9‐1‐1
complex (Figure 4A), it would be interesting to see if this
occurs through binding to 5′ cap structures, as for FHIT in
the regulation of TK1.
Deleting aph1+ resulted in a strong reduction of the
Rad1 protein level (Figure 4A), confirming a link between
Aph1 and the 9‐1‐1 complex. As the 9‐1‐1 complex is a
heterotrimer (Dore et al., 2009), this should result in a
lower pool of this important complex. This parallels the
finding that suppression of human FHIT levels leads to
downregulation of the 9‐1‐1 protein hHus1 (Ishii et al.,
2006). Deletion of Rad1 resulted in downregulation of both
Rad9 and Hus1 protein levels, whereas deletion of Rad9
and Hus1 did not significantly affect the Rad1 level (Figure
4B). The link between Aph1 and the 9‐1‐1 complex seems
to be through Rad1, as aph1Δ mutants showed a reduced
Rad1 protein level, however, not those of the other two 9‐1‐
1 constituents (Figure 4B). Thus, the reduction in Rad1
protein level seen in aph1Δ did not reduce Hus1 or Rad9
levels, indicating that the low Rad1 level still present in
aph1Δ is enough to sustain Hus1 and Rad9 levels.
Interestingly all three 9‐1‐1 proteins were downregulated
in hypoxia (Figure 4D) similar to Aph1 (Figures 3A and
3B), indicating that cells reentering to normal oxygenation
from hypoxia may have to face the higher oxygen level with
a lagging 9‐1‐1 complex level, potentially resulting in DNA
damage.
We have characterized some aspects of the regulation of
Aph1 protein level in fission yeast with respect to growth
conditions such as the growth phase, oxygenation, and
glucose availability (Figure 3 and Figure S1B). The
downregulation of the S. pombe Aph1 protein level in
hypoxia is reversed when regaining normoxia (Figure 3A).
It is unknown if human FHIT is also regulated by oxygen
availability and activity of electron transport. FHIT is
however downregulated in human pulmonary arterial
hypertension (PAH), and FHIT positively regulates
BMPR2 (bone morphogenetic protein receptor type 2),
also downregulated in PAH, and important for the
development of PAH (Dannewitz Prosseda et al., 2019).
Pulmonary hypertension (PH) can be caused by hypoxia
(Weitzenblum and Chaouat, 2001) or conditions mi-
micking hypoxia by high NO production leading to
J. J. Sjölander and P. Sunnerhagen Aph1 and checkpoints in hypoxia
Cell Biol Int 00 (2019) 1–12 © 2019 The Authors. Cell Biology International published by JohnWiley & Sons Ltd on behalf of
International Federation of Cell Biology
9
inhibition of mitochondrial electron transport and induc-
tion of Hif1α (hypoxia‐inducible factor α) (Fijalkowska
et al., 2010). An emerging “metabolic theory of PAH” states
that also PAH may be caused by mitochondria‐based
metabolic abnormalities resulting in reduced oxidative
phosphorylation (Paulin and Michelakis, 2014). This
indicates that FHIT may also be downregulated in hypoxia,
or in other conditions leading to blockage of mitochondrial
electron transport. We, therefore, speculate that FHIT/
Aph1 downregulation in lower oxygen and upregulation
when oxygen returns may both be important in hypoxia
and reoxygenation. In agreement with this, FHIT−/− mice
had more severe pulmonary hypertension and this was not
reversed in normoxia, as opposed to in FHIT+/+ mice
(Dannewitz Prosseda et al., 2019). If FHIT is important for
the appropriate cellular responses to hypoxia/reoxygena-
tion, loss of these functions would be important also in
cancer development, where hypoxia is a common feature
even in small tumors (Li and O’Donoghue, 2008), and
where reoxygenation of hypoxic cancer cells from tumors
results in a high colonization ability (Young and Hill,
1990). Mammalian FHIT also positively regulates the miR‐
30c microRNA. Through this action on miR‐30c, FHIT
counteracts the epithelial–mesenchymal transition (EMT)
in human lung cancer cells (Suh et al., 2014). Hypoxia
induces downregulation of miR‐30c (Huang et al., 2013),
and this downregulation promotes EMT in human
carcinoma cells. It is thus a credible notion that the
suppression of Aph1 expression in hypoxia that we have
observed similarly affects the expression of other gene
products, as the Aph1 reduction in hypoxia (Figure 3A) is
correlated with strongly reduced protein levels of all three
9‐1‐1 proteins (Figure 4D).
Conclusions
Historically, fission yeast has been an important starting
point for elucidating basic cell cycle and checkpoint
mechanisms. Altogether, it seems that some aspects are
conserved between fission yeast Aph1 and human FHIT,
including anti‐proliferative functions, regulation of the 9‐1‐
1 complex, and a likely association with the mitochondrial
electron transport chain. Aph1 in fission yeast, with its
extensive possibilities for genetic analysis, should, there-
fore, be an excellent model to elucidate the biological role
of the human FHIT protein.
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Supplementary Fig. S1. Aph1 is needed for adaptation to stationary phase. 
 
A,B) aph1Δ mutants are sensitive to prolonged stationary phase.  
 
A) OD600 nm was measured at 24 and 72 h from inoculation. The growth curves show that both wt 
(972 h-) and aph1Δ (JJS30) reach the same maximal density at 24 h.  
 
B) At 24 h, wt (972 h-) and aph1Δ (JJS30) cells are equally effective at excluding PI, whereas at 72 h 
aph1Δ mutants have more PI permeable cells, indicating that these cells are no longer viable.  
 
C) The Aph1 protein level was followed by Western blotting in a strain, JJS31, which expresses a (HA)3-
tag in the C-terminal of Aph1. The Aph1 level was rising during logarithmic growth, but was absent 
when reaching maximum density, 
 
 
Supplementary Figure S2. cds1-(myc)9 is a hypomorphic allele, and aph1Δ in this background results in 
more proliferation than wt under exposure to DNA damaging agents. 
 
A) When activated by HU, Cds1 C-terminally tagged with (Myc)9 migrates slower as expected, and the 
aph1Δ allele does not change this. chk1-HA (NW222), chk1-HA cds1-(myc)9  (JJS44) and chk1-HA cds1-
(myc)9  aph1Δ (JJS45) were treated for 2 h with 20 mM HU, and activation of Cds1 was investigated 
through Western blotting by presence of a band shift to a slower migrating band.  
 
B) The compromised Cds1 function caused by the (Myc)9 tag results in Chk1 activation in HU, 
indicating DNA damage. Strains chk1-HA (NW222), chk1-HA cds1Δ (JJS43), chk1-HA cds1-(myc)9  
(JJS44), and chk1-HA cds1-(myc)9  aph1Δ (JJS45) were either treated for 2 h with 20 mM HU or 1 h with 
10 µM/ml PL as a positive control. Chk1 activation was visualized by Western blotting showing the 
band shift of Chk1 to a slower migration form upon activation. 
 
C) The aph1Δ allele in cells containing the partially defective (Myc)9-tagged Cds1 results in higher 
proliferation in HU (12 mM). Strains chk1-HA (NW222), chk1-HA cds1Δ (JJS43), chk1-HA cds1-(myc)9  
(JJS44), and chk1-HA cds1-(myc)9 aph1Δ (JJS45) were monitored by growth in a Bioscreen C analyzer. 
Two independent cultures from the same Bioscreen run are shown per strain and treatment. The 
curves are representatives of three independent Bioscreen runs. 
 
D) The (Myc)9 tag on Cds1 leads to a compromised function of Cds1 as seen by higher sensitivity 
against HU but not UV. Logarithmic growing cells of chk1-HA (NW222), chk1-HA cds1Δ (JJS43) chk1-HA 
cds1-(myc)9 (JJS44) and chk1-HA cds1-(myc)9  aph1Δ (JJS45), were serial diluted and spotted on a YES 
plates as control, a YES plate containing 5 mM HU, or a YES plate placed under UV (200 µJ/cm2).  
 
OD 600 nm
Time (h) 0 2.5 5 7.5 10 24
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Oxidation of a highly-conserved cysteine (Cys) residue located in the kinase-30 
activation loop of mitogen-activated protein kinase kinases (MAPKK) inactivates 31 
mammalian MKK6. This residue is conserved in the fission yeast MAPKK Wis1, which 32 
belongs to the H2O2-responsive MAPK Sty1 pathway. Here, we show that H2O2 reversibly 33 
inactivates Wis1 through this residue (C458) in vitro. We found that C458 is constitutively 34 
oxidized in vivo and that serine substitution of this residue significantly enhances Wis1 35 
activation upon the addition of H2O2. The allosteric MAPKK inhibitor, INR119, which binds 36 
into a pocket next to the activation loop and to C458 prevented the inhibition of Wis1 by 37 
H2O2 in vitro, and significantly increased Wis1 activity in vivo. We propose that the 38 
constitutive oxidation of C458 inhibits Wis1 and that INR119 cancels out this inhibitory 39 
effect by binding close to this residue. The inhibitory effect of the oxidation of this conserved 40 
Cys residue in MKK6 (C196) is thus conserved in the S. pombe MAPKK Wis1. 41 




 MAPKs are evolutionarily conserved kinases that operate in a three-tier kinase 44 
cascade module that comprises the MAPK, which is activated by phosphorylation on 45 
juxtaposed Tyr and Ser residues by a dual-specificity MAPK kinase (MAPKK), itself 46 
activated by phosphorylation by a MAPKK kinase (MAPKKK). MAPKs regulate cellular 47 
responses by phosphorylating transcription factors and other kinases (1).  48 
The Schizosaccharomyces pombe Sty1 kinase is the homolog of the mammalian 49 
stress-activated MAPK p38. Like p38, Sty1 responds to external stress stimuli including heat, 50 
osmotic and acidic stresses, metals, UV-induced DNA damage, and hydrogen peroxide 51 
(H2O2) (2). In the Sty1 pathway, the H2O2 signal is integrated at the level of a membrane-52 
bound two-component phosphorelay system including the histidine kinases Mak2 and Mak3 53 
(3). Mak2/3 relay the H2O2 signal to the MAPKKKs (4) Win1 (5) and Wis4/Wik1/Wak1 (6) 54 
by phosphate transfer on an aspartic residue of the Mcs4 response regulator via the 55 
phosphorelay protein Mpr1. MAPKKKs, in turn, activate the MAPKK Wis1 by 56 
phosphorylation on S469 and T473. Wis1, the homolog of the mammalian MAPKK MEK1, 57 
activates the MAPK Sty1 (7), by dual phosphorylation on T171 and Y173 (8). Sty1 is the 58 
only known target of Wis1. When active, Sty1 phosphorylates the Aft1 transcription factor, 59 
which regulates a transcriptional response to stress. Similar to the Sty1 pathway, the human 60 
p38 MAPK pathway is activated by H2O2 stress (9). 61 
 Surprisingly, one of the MAPKKs of p38, MKK6, is inactivated by cell 62 
exposure to low doses of H2O2 through the formation of a disulfide bond between a Cys 63 
residue, evolutionarily conserved among MAPKKs at position -1 of the DFG motif in the 64 
kinase activation loop (C196) and another conserved residue (C109) (Fig. 1 A, 65 
Supplementary Fig S1 A), and this disulfide inhibits ATP binding (10). The aspartate residue 66 
of the highly conserved DFG motif coordinates Mg2+, which contributes to the 67 
phosphotransfer reaction from ATP (11). The MKK6 C196 residue is conserved in all 68 
MAPKKs, including in Wis1 and in the S. cerevisiae Wis1 homologue Pbs2, but not in other 69 
S/T kinase families, and may have a conserved redox function.  70 
Here we have examined the possible role in signaling of the residue 71 
corresponding to MKK6 C196 in S. pombe Wis1, which in this enzyme is situated at position 72 
C458. We found that similar to human MKK6, Wis1 is inactivated by H2O2 through 73 
reversible oxidation, both in vitro and in vivo, and in a manner dependent on the presence of 74 
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the C458 residue. We used the kinase inhibitor INR119 that behaves as a non-ATP 75 
competitive allosteric MEK1 inhibitor (12). INR119 binds MEK1 in a pocket also conserved 76 
in Wis1 and close to C458. We found that INR119 activates Wis1 kinase activity by 77 
preventing C458 oxidation. Lastly, we observed that Wis1 C458 is crucial for cells to resist to 78 
H2O2, but not to KCl, consistent with the need of appropriate, dose-dependent Sty1 pathway 79 
activation upon stress. 80 
 81 
Results 82 
H2O2 inhibits Wis1 kinase activity by oxidation of C458  83 
In mammals, H2O2 reversibly inhibits the p38 MAPK MKK6 by causing the 84 
formation of a disulfide bond between C109 and C196 (10). C196 is located in the kinase-85 
activating loop, directly upstream (-1) of the highly conserved DFG kinase motif, which 86 
binds Mg2+ and thereby contributes to catalysis. C196 is conserved in the other mammalian 87 
MAPKKs, in the S. pombe and S. cerevisiae MAPKKs Wis1 and Pbs2, respectively (Fig. 1 88 
A), and in several MAPKs (Supplementary Fig. S1 A) (11). The S. pombe MAPKK Wis1 89 
carries the residue corresponding to C196 in MKK6 at position 458, but lacks the MKK6 90 
C109 residue. We examined whether Wis1 C458 is a site of redox regulation.  91 
We first inquired whether Wis1 kinase activity is modulated by H2O2 in vitro, 92 
using Wis1 and Sty1 purified from two different S. pombe strains (see Materials and 93 
Methods). When purified in the absence of EDTA, Wis1 phosphorylated Sty1 even without 94 
the addition of ATP (Supplementary Fig. S1 B) suggesting that ATP co-purified with Wis1. 95 
However, we achieved reproducible Wis1, ATP and Mg2+-dependent Sty1 phosphorylation 96 
when Wis1 was purified in the presence of EDTA and under non-reducing conditions 97 
(Fig. 1 C, Supplementary Fig. S1 C). Notably, Wis1 purified under these conditions lost its 98 
ability to phosphorylate Sty1 when incubated with H2O2 during 5 min. The effect of H2O2 99 
was dose-dependent, visible at 50 µM, increased at 100 and 500 µM, and was reversed by the 100 
thiol reductant tris(2-carboxyethyl)phosphine (TCEP) in samples exposed to H2O2 at 50 and 101 
100 µM, but not at 500 µM (Fig. 1 C, left panel, Supplementary Fig. S1 D).  102 
 We next tested whether C458 is required for the inhibition of Wis1 by H2O2 103 
using a Wis1 mutant with substitution of C458 to serine (C458S) (Fig. 1 C, right panel). 104 
Wis1C458S retained full kinase activity in vitro. H2O2 only decreased this activity by about 105 
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half, but did not completely inhibit it, as seen with WT protein, and this partial inhibition was 106 
not reversed by TCEP.  107 
We conclude that H2O2 reversibly inhibits Wis1 kinase activity by oxidation of 108 
C458 to either the sulfenic (-SOH) or disulfide bond forms. However, one or more additional 109 
atomic targets of H2O2 in Wis1 are necessary to account for the partial and irreversible 110 
inhibition of Wis1C458S.  111 
Wis1 C458 is oxidized in vivo 112 
We inquired whether Wis1 becomes oxidized in vivo upon cell exposure to 113 
H2O2 by differentially labelling reduced vs oxidized Cys residues with N-ethyl maleimide 114 
(NEM) and methoxy polyethylene glycol (mPEG) 5000, respectively (see Materials and 115 
Methods). mPEG adds 5 kDa per modified Cys residue, thereby decreasing protein 116 
electrophoretic mobility in proportion to the number of residues modified. We first used 117 
lysates from cells not exposed to H2O2. Migration of HA-tagged Wis1 was partially shifted 118 
by mPEG to a doublet band of slower migration (Fig. 2 A), thus indicating that in 119 
exponentially growing cells, one or more Wis1 Cys residues are partially oxidized into a form 120 
sensitive to reduction by DTT. The Wis1C458S mutant protein was also shifted, but its band 121 
shift lacked the upper band of the doublet, therefore indicating that this residue contributes to 122 
the constitutive oxidation seen in wt protein (Fig. 2 D). As a control, a wis1 mutant lacking 123 
all 6 Cys residues (wis1-6CS) did not display any electrophoretic mobility shift after mPEG 124 
derivatization, therefore confirming that the mPEG-induced gel shift seen with wt Wis1 125 
protein is caused by mPEG derivatization at Cys residues (Supplementary Fig. S2). For 126 
unclear reasons, the Wis16CS mutant protein migrated as a double band, in a manner 127 
independent of mPEG derivatization. We next monitored the effect of cell exposure to H2O2. 128 
Surprisingly, H2O2 did not change the pattern of migration of mPEG-derivatized Wis1, as 129 
monitored by a time course analysis at 500 µM, or in a dose range from very low (50 µM) to 130 
very high (10 mM) doses (Fig. 2 B,C). We conclude that C458 is constitutively oxidized in 131 
vivo. 132 
We then tested the importance of C458 for Wis1 function in vivo, first by 133 
comparing the H2O2-induced phosphorylation of Sty1 (Fig. 2 E). wis1-C458S mutants 134 
sustained potent Sty1 oxidation, but surprisingly phosphorylation was detected already at 135 
100 µM H2O2, a dose that did not trigger wild-type Wis1 kinase activity (Fig. 2 E). 136 
Wis1C458S-induced Sty1 phosphorylation was also higher at 200 and 500 µM H2O2, but at 137 
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1 mM plateaued at the same intensity as the wt. We then tested the effect of the wis1-C458S 138 
substitution on the cellular resistance to H2O2 (Fig. 2 F). Interestingly, this mutant was as 139 
sensitive to H2O2 as the wis1∆ null mutant, whereas it retained wt tolerance to KCl. The 140 
wis1-6CS mutant was similarly sensitive to H2O2, whereas Ser substitution of any of three 141 
other of the remaining Cys residues only caused a mild loss of H2O2 resistance. 142 
We conclude that C458 is constitutively oxidized in vivo, and thus imparts an 143 
inhibitory effect on Wis1 kinase activity, in keeping with the negative effect of the oxidation 144 
of C458 by low levels H2O2 seen in vitro (Fig. 1). This negative effect of C458 is overcome 145 
in the wt enzyme by H2O2 ≥ 500 µM through upstream signaling. The increased H2O2 146 
sensitivity endowed indicates that activation of Sty1 is deleterious if not prevented at very 147 
low concentrations of H2O2. 148 
The allosteric MEK1 modulator INR119 binds Wis1 close to C458 in silico  149 
The MAPKK MEK1 is the closest structural homolog of Wis1 in the 150 
mammalian kinome, with 47 % amino acid (aa) sequence identity. Several allosteric 151 
MEK1/MEK2 inhibitors have been reported (13). In general, they bind in  a  unique  active  152 
pocket  adjacent  to  the  Mg- ATP  binding  site and acts by inducing unusual conformations 153 
in unphosphorylated  MEK1/2,  trapping  them  in  a  closed  but  catalytically inactive 154 
conformation. A human MEK1 homology-based structural model of Wis1 (PDBID:1S9J) 155 
(14) indicates that this pocket is present in Wis1, close to C458 (Fig. 3 A). We thus inquired 156 
whether allosteric modulators that bind this pocket could modulate the Wis1 H2O2 response. 157 
We tested INR119 among several other allosteric modulators of MEK1 we had previously 158 
constructed (12). INR119 was designed as a modification of PD98059 (Fig. 3 B), a non-159 
ATP-competitive inhibitor of MEK1 (Supplementary Fig. S3 A) (15). INR119 docked into 160 
the allosteric site of Wis1 in the homology-based structural model (Fig. 3 A, Supplementary 161 
Fig. S3 B,C) by forming two hydrogen bonds to the backbone of the protein (Supplementary 162 
Fig. S3 C), between the chromone carbonyl oxygen and the NH group of S483, and between 163 
the NH2-group of the aniline and the carbonyl oxygen of F460, the phenylalanine in the DFG 164 
motif. INR119 is thus predicted to bind in the close vicinity of C458 (12), at -1 of the DFG 165 
motif (16). 166 
To test whether INR119 binds Wis1, we employed a thermal shift assay (17) 167 
that measures stabilization of the target protein at elevated temperatures through binding of a 168 
ligand. We initially tested binding in live cells, showing that INR119 stabilizes soluble Wis1 169 
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at all temperatures tested (Supplementary Fig. S3 D). The elevated temperature itself resulted 170 
in massive stabilization of soluble Wis1, precluding calculation of a thermal shift. We 171 
therefore tested INR119 binding to Wis1 in crude lysates (Fig. 3 C) in which no Wis1 172 
stabilization upon heat was seen, allowing us to calculate a thermal shift to +2°C at 3 µM 173 
INR119, in support of a direct interaction. 174 
INR119 enhances Wis1 activity in response to H2O2  175 
We first tested the effect of INR119 on Wis1 kinase activity in vitro (Fig. 3 D). 176 
INR119 did not alter Wis1 activity at concentrations of 3 µM up to 50 µM. Surprisingly, 177 
however, at these doses INR119 prevented inactivation of Wis1 by H2O2 (Fig. 3 D, lanes 178 
6  - 9, compare e.g. lanes 2 vs 6). We next tested the effect of INR119 on the activity of Wis1 179 
in vivo by incubating cells with the inhibitor prior to exposure to H2O2 (500 µM). We 180 
observed a strong and Wis1-dependent enhanced Sty1 phosphorylation (Fig. 4 A, 181 
Supplementary Fig. S4 A). Enhancement was even more potent at low levels of H2O2 (250 182 
µM), but was lost at high levels of the oxidant (5 mM) (Fig. 4 C). However, the enhancing 183 
effect of INR119 was not seen in mutants expressing the Wis1C458S protein, which by itself 184 
increases kinase activity (Fig. 4 B). This was in contrast to Wis1C394S and Wis1C477S, on which 185 
the drug exerted the same effect as on the wt protein (Supplementary Fig. S4 B,C). According 186 
to our homology model C394 and C477 are too far away from C458 to enable formation of 187 
Cys-Cys bridges, and distant from the INR119 binding site (Supplementary Fig. S4 D).  188 
As a control of the specificity for peroxide stress, we investigated the impact of 189 
INR119 on Wis1 activity under other stress conditions. INR119 neither affected the 190 
responses to osmotic (Supplementary Fig. S4 E) nor to heat stress (Supplementary Fig. S4 F). 191 
INR119 did not alter Wis1 activity in the absence of H2O2 (Fig. 4 A – C), suggesting that its 192 
effect is dependent upon the activation of Wis1 by the upstream H2O2 sensing two-193 
component Mak1/2 system and the MAPKKKs Win1 and Wis4 (Fig. 5 A). Indeed, INR119 194 
was not able to stimulate Wis1 activity in the win1Δ wis4Δ double mutant (Fig. 5 B), but in 195 
contrast enhanced the constitutive activity of the wis1-S469D,T473D (wis1DD) allele that 196 
carries Asp substitutions of the Ser and Thr residues phosphorylated by Win1/Wis4 197 
(Supplementary Fig. S5) (18). To verify whether the effect of INR119 of enhancing activity 198 
of Wis1 translated into the expression of the target genes of Atf1, one of the transcription 199 
factor regulated by the Wis1-Sty1 pathway, we measured the expression of srx1+ (19) by 200 
quantitative PCR (qPCR). INR119 increased srx1+ expression about two-fold at 50 – 200 µM 201 
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H2O2 (Fig. 4 D). The effect of INR119 on srx1+ expression was Wis1-dependent, as it was 202 
not seen in a wis1Δ mutant (Supplementary Fig. S4 G). Thus, INR119 potently boosts Sty1 203 
phosphorylation by Wis1 and Sty1-dependent srx1+ expression in response to low doses of 204 
H2O2. INR119 may either prevent the reaction of C458 with H2O2, or alternatively, cancel out 205 
the inhibitory effect of oxidized C458 on Wis1 activity.  206 
 207 
Discussion 208 
The human p38 pathway is activated by H2O2 (9), but paradoxically MKK6, the 209 
MAPKK upstream of p38, is inactivated by a disulfide bond between C196 (equivalent of 210 
Wis1 C458) and C106, and formed in response to low doses of H2O2 (10). C196 is 211 
evolutionarily conserved in mammalian and yeast MAPKKs (Fig. 1 A), as well as in several 212 
budding and fission yeast MAPKs, but not in other mammalian kinases (Supplementary 213 
Fig. S1 A), which suggests that the redox regulation of C196 is specifically conserved in 214 
MAPK pathways (10).   215 
 We showed here that the S pombe MAPKK Wis1 carries the conserved MKK6 216 
Cys residue C196 at position C458, but not MKK6 C106, and is also inactivated by low 217 
doses H2O2 in vitro by oxidation of this residue (Fig. 1 C, Supplementary Fig. S1 D). This 218 
conclusion is based on both the reversion of kinase inactivation by thiol reduction, which 219 
indicates that inactivation is due to reversible oxidation of a Cys residue, presumably to the 220 
sulfenic acid form, rather than to a disulfide bond with another Cys residue, and on the effect 221 
of the Ser substitution of Wis1 C458, which prevented inactivation. Of note, the reversion of 222 
Wis1 inactivation by reduction and its prevention by Ser substitution of Wis1 C458 were both 223 
partial, pointing to the presence of other irreversibly modified atomic targets of H2O2 in 224 
Wis1. We found that Wis1 oxidation in vivo is constitutive, and partially dependent upon 225 
C458, the substitution of which allowed Wis1 to be activated by H2O2 at low levels that did 226 
not impact the WT enzyme (Fig. 2 E). Lastly, the MEK1 inhibitor INR119, which we show is 227 
expected to bind Wis1 close to C458 (Fig. 3 A, Supplementary Fig. S3 B,C), prevented 228 
inactivation of Wis1 by H2O2 in vitro, and potently boosted the activity of Wis1, but not of 229 
Wis1C458S in vivo. Altogether, the in vitro and in vivo data and the effect of INR119 indicate a 230 
negative effect of the constitutively oxidized C458 on Wis1 kinase activity, imposing a 231 
threshold that limits undue activation of the pathway at low stress levels (Fig. 6 A) At 232 
elevated doses of H2O2 this inhibitory effect is overcome by more potent activation of the 233 
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upstream pathway (Fig. 6 B), which explains observations of a graded Sty1 pathway response 234 
to H2O2 (20) and identifies Wis1 C458 as an important regulatory mechanism underlying this 235 
property. By changing the conformation of the allosteric site INR119 may either cancel out 236 
the inhibitory effect of oxidized C458, or prevent this oxidation from occurring (Fig. 6 C). 237 
We also found that the Ser substitution of Wis1 C458 endowed cells with a marked 238 
sensitivity to H2O2, but not to KCl, clearly pointing to the deleterious effect of un-restrained 239 
Wis1 kinase activation, which is consistent with the toxicity of Wis1 overexpression and Sty1 240 
hyperactivity, causing cell death (6, 21, 22).  241 
The endoplasmic reticulum (ER) transmembrane kinase Ire-1 senses ER stress 242 
and activates the unfolded protein response (UPR). In worms and mammals, Ire1 is regulated 243 
by sulfenylation of another conserved Cys residue at position +2, relative to the DFG motif 244 
(23), which indicates that redox modification of conserved Cys residues located in the kinase 245 
activation loop constitutes a conserved mechanism for regulating kinases. Other protein 246 
kinases have also been reported to be modulated by thiol oxidation. Notably, oxidation of a 247 
conserved cysteine located at DFG +13 in the activation loop (24) of mouse and rat type II 248 
protein kinase A catalytic subunits by H2O2 inhibits kinase activity in vitro (25-27). 249 
Conversely, protein kinase G and type I PKA are both activated in vitro through oxidation of 250 
the homologous activation loop cysteine upon H2O2 addition (28, 29). Interestingly, we 251 
recently found that a significant proportion of DFG +13 cysteine residues in the catalytic 252 
subunit of the S. cerevisiae PKA are glutathionylated in vivo in a manner inhibiting PKA 253 
activity and increasing cellular H2O2-resistance (30). Thus, redox modulation of cysteine 254 
residues in the activating loop appears to be a conserved means of regulating protein kinases.   255 
 Ire1 was shown to be sulfenylated by ER and mitochondrial H2O2, as well as 256 
H2O2 produced by a NADPH oxidase in response to arsenite stress, in a manner activating the 257 
p38-SKN1 (the worm homolog of NRF2) pathway by, in turn, sulfenylating NSY-1, the 258 
worm MAPKKK upstream of p38, brought in the vicinity of Ire1 by the scaffold protein 259 
TRAF. Interestingly, Ire1 C663 sulfenylation, or any of the downstream further modified 260 
oxidized states of Ire1 C663, totally impaired its ability to induce the UPR (23). The 261 
regulation of these two mutually exclusive functions of IRE-1 in the activation of the UPR 262 
and of SKN1 by cysteine oxidation of a unique Ire1 Cys residue indicates that in Wis1, the 263 
constitutively oxidized C458 may similarly afford a qualitatively altered function of this 264 
enzyme.   265 
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 In summary, we showed here that the constitutive oxidation of the S pombe 266 
MAPKK Wis1, C458, inhibits kinase activity, and this inhibition is required for an 267 
appropriate pathway response to peroxide. We also showed that the allosteric MEK1 268 
inhibitor, INR119, potentiated Wis1 activity by interfering with the inhibitory effect of this 269 
residue. In this regard, it is interesting to note that other allosteric MEK1/2 inhibitors, 270 
PD98059, UO126 and PD184352, when used at sub-inhibitory concentrations prolonged EGF 271 
and H2O2-induced MEK5 activation (31), a kinase also bearing the conserved DFG -1 Cys 272 
residue and a side target of allosteric MEK1/2 inhibitors (31, 32), which suggest the presence 273 
of a thiol-redox mechanism similar to the one of Wis1.   274 
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Materials and methods 275 
Synthesis of INR119 276 
 INR119 was synthesized as previously described (12). 277 
Multiple sequence alignment 278 
Conservation of MKK6 C109 and C196 was investigated through multiple 279 
alignment of human MKK6 against S. pombe, S. cerevisiae, and human MAPKKs, as well as 280 
a selection of MAPKs, MAPKKKs and other serine/threonine kinases in these organisms. 281 
Alignment was performed through Clustal O with standard settings, and the result was edited 282 
in JalvieW. Cysteine residues (C) are colored in red, to visualize their conservation.  283 
Fission yeast strains and growth conditions 284 
 Cells were grown at 30oC in YES (33), except for cells overexpressing protein, 285 
where instead Edinburgh minimal medium (EMM) was used.  S. pombe strains are listed in 286 
Table 1. 287 
Genetic engineering of point mutations 288 
We designed full or partial wis1+ sequences containing the different 289 
substitutions. To engineer missense C-to-S point mutations, the second base in the codon for 290 
cysteine was changed from a G to a C giving TCC or TCT. The designed sequences for 291 
construction of all C to S substituted strains all contain a C-terminal His6-tag followed by the 292 
hphMX6 hygromycin resistance cassette (34), as well as a 3’ flanking wis1+ sequence. The 293 
designed DNA molecules were synthesized and cloned into pMX plasmid vectors, by the 294 
Thermo Fisher GeneArt service. DNA fragments containing the wis1 portion were excised 295 
from the plasmid vector with the appropriate restriction enzymes, and thereafter used to 296 
transform S. pombe 972 h- to hygromycin resistance and integrated into the endogenous 297 
chromosomal wis1+ locus by homologous recombination. Correct integrated sequences and 298 
substitutions were confirmed by full gene sequencing.  299 
 For construction of JJS16, a strain expressing N-terminally HA-tagged and C-300 
terminally (His)6-tagged Wis16CS from the endogenous promoter, the following design was 301 
used. The sequence started with the sequence upstream of wis1+, the starting point being a 302 
generated Sma I cleavage site, where the original CTTGGG 384 bp upstream of wis1+ had 303 
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been changed to CCCGGG. As Sma I generates blunt ends, the fragment will not change the 304 
original sequence upon integration by homologous recombination. After the start codon an 305 
(HA)3-epitope tag was added, followed by the full wis1 sequence containing all 6 C-to-S 306 
substitutions, as well as the His6-tag before the stop codon. After the hygromycin resistance 307 
cassette, a sequence directly downstream of wis1 followed, ending with a natural Nde I site 308 
located 144 bp from the stop codon. The same method was used to obtain a non-tagged 309 
version of the full wis1 sequence containing all 6 C-to-S substitutions, except no 310 
(HA)3-epitope tag was added after the start codon. The fragments was cut out from the 311 
delivered vector and transformed into 972 h-, generating JJS16 and JJS22 respectively. 312 
Sequences designed to generate strains JJS17 (wis1-C394S), JJS18 (wis1-C458S) and JJS19 313 
(wis1-C477S) expressing Wis1 C-terminally tagged with (His)6 and with C-to-S substitutions 314 
from the endogenous promoter, instead started at a wis1+ internal natural Hind III site. After 315 
the hphMX6 cassette, a sequence downstream of wis1+ ending with a Bam HI site was 316 
generated by changing GGTAGT 180 bp downstream of wis1+ to GGATCC. Fragments were 317 
cut out from the plasmids with Hind III and Bam HI, and transformed into 972 h-. For 318 
construction of JJS9 (wis1-C458S overexpressed from the nmt1 promoter) the same fragment 319 
used to construct JJS18 was instead transformed into strain JJS6. 320 
Culture and stress exposure of fission yeast cells 321 
Unless otherwise stated in the figure legends, cultures growing in mid-log phase 322 
were concentrated 20 × by mild centrifugation and pre-treated with the indicated 323 
concentration of INR119 dissolved in DMSO for the time stated in the figure legend. 324 
Controls were pre-treated with the corresponding DMSO concentration. At the time of stress 325 
induction, pre-treated cultures were once again diluted to the original density. Samples 326 
representing different time points were harvested through centrifugation in 400 × g for 20 s, 327 
and were thereafter snap frozen in dry ice. 328 
Cell lysis and western blot 329 
Unless otherwise stated cells were lysed by shaking with acid washed glass 330 
beads in a FastPrep FP120 device (Savant) with speed 5 for 30 sec. Lysis was performed in 331 
lysis buffer A (50 mM NaCl, 50 mM Tris pH 7.6, 0.2 % Triton X-100, 0.25 % NP40) 332 
containing phosphatase inhibitor cocktail 04906837001 and protease inhibitor cocktail 333 
04693159001 (Roche). Protein concentration was determined using the BCA assay. Equal 334 
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protein concentrations of each sample were loaded and proteins were separated on a SDS-335 
PAGE and thereafter blotted onto nitrocellulose membranes. 336 
Phosphorylation of Sty1 was detected by mouse anti-phospho-337 
(Thr180/Tyr182)-p38 antibodies from Cell Signaling Technology (Bionordika AB, 338 
Stockholm, Sweden). HA-tagged Wis1 was detected with mouse monoclonal anti-HA #2367 339 
(Cell Signaling). Loading control was α-tubulin detected by mouse anti-anti-tubulin T5168 340 
(Sigma). Total Sty1 was detected using   polyclonal rabbit anti-Hog1 sc-9079 (Santa Cruz 341 
Biotechnology), or for MHNSTY1 with mouse monoclonal anti-c-Myc sc-40 (9E10), (Santa 342 
Cruz Biotechnology). The secondary antibodies were horseradish peroxidase-coupled 343 
anti-mouse A4416 and anti-rabbit A6154 (Sigma).  344 
Preparation of semi-purified protein for in vitro kinase assays 345 
HA-Wis1-His6 and MHNSTY1 were expressed separately. HAWis1His6 has an 346 
N-terminal HA-tag and a C-terminal His6-tag and is expressed in strain JJS7. The substrate is 347 
MHNSTY1, a Sty1 version with N-terminal Myc- and His6 tags (expressed from plasmid 348 
pREP41MHNSTY1 in strain KS1598). As a control, the wis1Δ strain JJS1 was used instead 349 
of JJS7. Cells were harvested 16 h after induction of the overexpression from the nmt1 350 
promoters by removing thiamine from the media. Harvest was done by centrifugation in RT 351 
in 850 × g, and thereafter cells were resuspended in ice cold lysis buffer H (50 mM NaCl, 352 
50 mM Hepes, 100 mM KCl, 10 % glycerol, 0.2 % Triton X-100, 0.25 % NP-40, adjusted to 353 
pH 7.0, and supplemented with phosphatase inhibitor cocktail 04906837001, protease 354 
inhibitor cocktail 04693159001 (Roche) as well as 10 mM EDTA). All steps from the harvest 355 
point until the kinase assay started was carried out at 0 – 8°C. Cells were lysed in a FastPrep 356 
FP120 device (Savant) at speed 5 for 40 sec. Lysates were cleared of debris through 357 
centrifugation for 5 min at 13 000 rpm in a microcentrifuge, and supernatants was further 358 
centrifuged in 5 min 5000 × g. Lysates were thereafter incubated with cOmplete His-Tag 359 
Purification Resin (#28555800, Roche) for 1 h. This resin is compatible with 10 mM EDTA. 360 
Beads with HA-Wis1-His6 was washed three times with lysis buffer H, and carefully 361 
resuspended beads with now bound HA-Wis1-His6 was thereafter aliquoted in equal volumes.  362 
Beads with MHNSTY1 bound were loaded onto a 10 ml plastic column and 363 
washed by passing 3 ml 30 mM imidazole in lysis buffer H through the column. MHNSTY1 364 
was thereafter eluted in lysis buffer H containing 300 mM imidazole, by passaging 4 times 365 
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through the column. Eluted Sty1 was subsequently diluted to lower the imidazole 366 
concentration to 30 mM during the kinase assay. 367 
In vitro kinase assays 368 
Assays were carried out at 30°C and 1000 rpm in a thermal mixer. Kinase 369 
reactions were stopped by addition of sample buffer and denaturing at 95°C for 7 min. The 370 
whole volume in each tube was loaded in a single well in a gel and the result was analyzed by 371 
western blot. 372 
 For kinase assays with H2O2 and TCEP, resuspended and aliquoted beads with 373 
HA-Wis1-His6 were treated first for 5 min in pairs with H2O2 giving the indicated final 374 
concentration, and subsequently for one tube in each pair for 5 min with 1 mM TCEP. 375 
Thereafter MHNSTY1 was added and the kinase reaction was started by addition of 376 
MgCl2/ATP, giving a final concentration of 20 mM MgCl2 (10 mM available for reaction) 377 
and 1 mM ATP. Kinase reactions were stopped after 20 min.   378 
 For kinase assays with INR119 and H2O2, resuspended and aliquoted beads with 379 
HA-Wis1-His6 bound were first pre-treated for 15 min with the indicated concentration of 380 
INR119 at a final DMSO concentration of 2.5 %. As a control, beads treated with 381 
2.5 % DMSO alone were used. Subsequently the beads with HA-Wis1-His6 bound were 382 
incubated 5 min at the indicated H2O2 concentration. Thereafter the Wis1 activity against the 383 
substrate was investigated by addition of MHNSTY1, as well as by addition of MgCl2/ATP, 384 
giving a final concentration of 20 mM MgCl2 (10 mM available for reaction) and 1 mM ATP. 385 
Kinase reactions were stopped after 20 min.  386 
mPEG assays 387 
HA-tagged Wis1 protein was expressed from its own promoter (wt strain JJS15 388 
or wis1-6CS strain JJS16) or was overexpressed from the inducible nmt1 promoter (strain 389 
JJS7 and wis1-C458S). Cells were harvested pure trichloroacetic acid (TCA) added at a final 390 
concentration of 20 %. Cells were disrupted in a FastPrep FP120 device (Savant) at speed 5 391 
for 40 s, and everything except the beads was then transferred to new tubes. The samples 392 
were pelleted by centrifugation and washed three times with ice-cold acetone. Oxidized 393 
cysteine residues in the protein extracts were thereafter labeled through the mPEG (Sigma 394 
Aldrich #63187) method, which allows labelling of reversibly oxidized cysteine residues. We 395 
used a protocol adapted from Burgoyne et al. 2013 (35). Samples were first incubated with 396 
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50 mM NEM (Sigma Aldrich #04259) (in 1 % SDS, 100 mM Tris, 10 mM EDTA, pH 7.0) at 397 
37 C for 2 h with agitation (1400 rpm) to block reduced thiols. Samples were spun down and 398 
the supernatant was precipitated with 20 % ice-cold TCA, washed three times with acetone 399 
and dried in a SpeedVac to get rid of residual acetone. The dried samples were next incubated 400 
with 50 mM DTT (in 1 % SDS, 100 mM Tris, 10 mM EDTA, pH 7.0) to reduce the 401 
reversibly oxidized thiols, at 37°C for 2 h with agitation (1400 rpm). After this incubation 402 
step, each sample was divided into two tubes and precipitated and washed with acetone three 403 
times. Samples were subsequently incubated either in 2 mM mPEG (in 1 % SDS, 100 mM 404 
Tris, 10 mM EDTA, pH 7.0) at 37 °C for 2 h with agitation (1400 rpm), for reaction of 405 
reduced (initially oxidized) thiols, or again blocked by 50 mM NEM. Samples were then 406 
precipitated and washed with acetone. For the samples labeled NEM-NEM-mPEG, the 407 
reactions were in the following order: NEM – DTT – NEM – DTT – mPEG. Samples 408 
(4 - 20 µg protein) were separated by SDS-PAGE. Wis1 protein bands were detected by 409 
western blot using anti-HA. 410 
Survival assays 411 
Logarithmically growing cells (972 h-, JJS20, JJS17, JJS18, JJS19, JJS22 and 412 
JJS1) at OD600 of 0.5 were used. Three-fold serial dilutions of each strain were spotted on 413 
normal YES plates or YES plates containing stress agents (0.5 mM H2O2, 1 M KCl). The 414 
experiment was performed in duplicates. The plates were then incubated at 30°C for 48 h and 415 
photographed. 416 
Homology structural modeling of Wis1 and docking   417 
The structure of Wis1 was obtained by homology modeling. The protein sequences of 418 
Wis1 were obtained from Genbank (ID: NP_595457). The crystal structure of human MEK1 419 
(PDBID: 1S9J) (14) was used as the template. The sequence similarity between these two 420 
proteins is 47 %. The homology model was built using Structure Prediction Wizard (36) in 421 
Schrödinger Suite (Schrödinger, LLC, New York, NY). The energy-based model building 422 
method was used. The ClustalW method was used to align the target and template sequences 423 
in Prime.  424 
For docking, compound INR119 was built in Maestro, and prepared by Ligprep in 425 
Schrödinger Suite (Schrödinger, LLC, New York, NY). On the basis of the obtained Wis1 426 
structure from the homology model, the Receptor Grid Generation panel (Schrödinger, LLC, 427 
NY) was used to generate grids to specify the position and size of the active site, as well as 428 
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the allosteric site next to the ATP binding site. To grant full flexibility to the ligands, the XP 429 
(37) (extra precision) docking function of Glide (38) was used and the number of poses per 430 
ligand was set to 100. To select the best docked poses, a post-docking minimization was 431 
carried out on the output complexes and the number of docking poses per ligand for output 432 
saving was set to be 10.   433 
In vivo MEK1 kinase assay 434 
MCF-7 breast cancer cells were cultured in DMEM supplemented with 10 % 435 
fetal calf serum, 0.5 % L-glutamine and 0.5 % PenStrep (Gibco, by Life Technologies). Cells 436 
were grown in 37°C in a humidified atmosphere containing 5 % CO2. 437 
Non-starved cells were treated for 90 min with either DMSO alone or different 438 
concentrations (2 – 100 μM) of INR119 dissolved in DMSO. Cells were lysed by addition of 439 
HEPES lysis buffer (50 mM HEPES pH 7.5, 10 mM NaCl, 1 % Triton X-100, 10 % glycerol, 440 
5 mM MgCl2, 1 mM EDTA) supplemented with phosphatase inhibitor cocktail P5726 and 441 
P0044 (Sigma Aldrich) and protease inhibitor cocktail 04693159001 (Roche), together with 442 
incubation at 4°C with gentle shaking for 30 min. Phosphorylation of Erk1/2 was analyzed by 443 
western blot as described previously (39).  444 
Thermal shift assays 445 
 S. pombe strain JJS6 expressing Wis1 with an N-terminal (HA)3 tag from the 446 
inducible nmt1+ promoter integrated in the chromosomal wis1+ locus was grown for 24 h in 447 
EMM without thiamine for a final OD600 of 2.0 to induce maximal expression of Wis1. For 448 
each sample, 6.4 × 108 cells were used. For thermal shift assays in live cells, cells was 449 
subjected to 15 min 25μM INR119 pre-treatment, and then heated to the indicated 450 
temperature for 3 min. Subsequently, the temperature was lowered to 25oC for 3 min before 451 
snap freezing on dry ice. Cells were thereafter thawed on ice and lysed by shaking with acid 452 
washed glass beads in a FastPrep FP120 device (Savant) at speed setting 5 for 30 sec. Lysis 453 
was performed in ice-cold lysis buffer A (50 mM NaCl, 50 mM Tris pH 7.6, 0.2 % Triton X-454 
100, 0.25 % NP40) containing phosphatase inhibitor cocktail 04906837001 and protease 455 
inhibitor cocktail 04693159001 (both from Roche). Lysates was subjected to centrifugation at 456 
20 000 × g for 20 min to separate between soluble and insoluble proteins. Finally, the 457 
supernatants containing soluble protein were analyzed by western blot.  458 
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For thermal shift assay on crude extracts, cells was instead first lysed as described above and 459 
then subjected to a 5 min centrifugation at 13 000 rpm in a microcentrifuge to get rid of foam. 460 
Protein lysates were thereafter preincubated with 3 µM INR119 for 15 min, and then heated 461 
to the indicated temperature for 3 min. Subsequently, the temperature was lowered to 25oC 462 
for 3 min before snap freezing on dry ice. Frozen lysates were thawed on ice and subjected to 463 
centrifugation at 20 000 × g for 20 min to separate between soluble and insoluble proteins. 464 
Finally, the supernatants containing soluble protein were analysed by western blot.  465 
Quantitative RT-PCR 466 
Lysates were prepared from exponentially growing cultures that were incubated 467 
under the conditions and times indicated. RNA was isolated and quantitative RT-PCR 468 
(qPCR) was performed as described (40) using primers qsrx1F, 5’-GCTCACGATGAA-469 
GCAGGGCG-3’ and qsrx1R, 5’-GGCGTAGAGTGTTAGGGGAGCA-3’. A primer pair 470 
each were used for the reference genes act1+ and nda3+: qact1F, 5’-CCGTGCCCCTGAA-471 
GCTCTTT-3’; qact1R, 5’-GCCTCATGAATACCGGCGTTT-3’; qnda3F, 5’-AATAT-472 
GATGGTCGCCGCTGA-3’; and qnda3R, 5’-ACGGAAAAGAGCGGCAACTG-3’. Data 473 
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Figure 1 691 
Wis1 is inhibited by oxidation of Cys458 in vitro despite lacking a cysteine homologous 692 
to MKK6C109  693 
A) Multiple alignment of the human, fission yeast and budding yeast MAPKKs showing 694 
conservation of the cysteines involved in inhibition through disulfide formation in human 695 
MKK6. Cysteines are highlighted in red, The Wis1 sequence is marked with an asterisk, and 696 
the DFG motif by a green box. MKK6 Cys196/Wis1 Cys458 directly preceding the highly 697 
conserved DFG motif is conserved in all MAPKKs, whereas the position of MKK6 Cys106 is 698 
less conserved. Wis1 has no cysteine corresponding to MKK6 Cys106.  699 
B) Schematic overview of the location of cysteines in Wis1 in relation to functional 700 
information within the Wis1 aa sequence. Five out of the total six cysteines are found within 701 
the kinase domain, and one within the nuclear export signal (NES). The locations of 702 
functional domains in this figure are based on Nguyen et al. (41).  703 
C) Wis1 is inactivated by low levels of H2O2 in vitro in a manner reversible by the reductant 704 
TCEP. In contrast, a Wis1C458S mutant enzyme is less inactivated and activity lost could not 705 
be rescued by reductant. Wis1 was treated for 5 min. with H2O2 before starting the 20 min. 706 
kinase reaction through addition of MgCl2/ATP. This inactivation was in turn reversed by 5 707 
min. incubation with the reductant TCEP at 1 mM before the kinase assay. Wt Wis1 was 708 
expressed from JJS7 and Wis1C458 was expressed from JJS9.  709 
 710 
  711 
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Figure 2 712 
Wis1 cysteines including C458 are oxidized in vivo and C458 is required for H2O2 713 
resistance  714 
A-D) The mPEG assay shows that Wis1 C458 as well as other cysteines in Wis1 are 715 
constitutively oxidized in vivo. Cells analyzed were expressing HA-tagged wt Wis1 (JJS15) 716 
from the endogenous promoter (A-C), or wt Wis1 (JJS7) and wis1-C458S (JJS9) expressed 717 
from the nmt1 promoter (D).  718 
A) Slower migrating mPEG modified Wis1 bands appear in extracts of cells even without 719 
H2O2 treatment. Formation of these slower migrating forms are blocked by an extra round of 720 
NEM before mPEG treatment. 721 
B) Time-course of cells treated with 0.5 mM H2O2 722 
C) Different H2O2 concentrations at 20 min single time point 723 
D) mPEG assay of wt and wis1-C458S cell extracts without H2O2 added 724 
E) Mutating C458 to S results in an elevated Sty1 phosphorylation upon adding low levels of 725 
H2O2. Samples from exponentially growing cells wt (972h-) and wis1-C458S (JJS18) were 726 
harvested before and at 20 min. of H2O2 exposure and subjected to western blot.  727 
F) Cells expressing wis1C458S are highly sensitive to H2O2 but not to KCl. Exponentially 728 
growing cells of wt (972h-), wis1C11S (JJS20), wis1C394S (JJS17), wis1C458S (JJS18), wis1C477S 729 
(JJS19), wis16CS (JJS22) and wis1Δ (JJS1) were serially diluted and spotted on YES plates 730 
with and without 0.5 mM H2O2 or 1 M KCl.  731 
 732 
  733 
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Figure 3 734 
The non-competitive MAPKK inhibitor INR119 binds Wis1 near C458 and protects 735 
Wis1 from inactivation by low H2O2 in vitro.  736 
A) Homology model of Wis1 showing the predicted allosteric pocket with INR119 docked 737 
inside, and its close proximity to the location of C458 and bound ATP.  738 
B) Structures of INR119 and PD98059.  739 
C) Thermal shift assay of the INR119/Wis1 interaction. Cells (JJS6) expressing HA-tagged 740 
Wis1 from the nmt1 promoter were lysed. Cellular extracts was pre-treated with 3 μM 741 
INR119 for 15 min. and the extracts were heated to the indicated temperatures for 3 min. 742 
Soluble protein was separated by centrifugation and analyzed by western blot. Quantification 743 
of soluble Wis1 is shown, at temperatures from 30oC to 50oC. Values have been normalized 744 
relative to untreated extract at 30oC, and are the averages of four to seven independent 745 
experiments.  746 
D) INR119 protects Wis1 from inactivation by low levels of H2O2 in vitro. Semi-purified 747 
Wis1 (strain JJS7) was pre-treated for 15 min with the indicated concentration of INR119 and 748 
subsequently for an additional 5 min with 0.05 mM H2O2. Thereafter the substrate Sty1 was 749 
added, as well as MgCl2/ATP. Kinase reactions were stopped after 20 min, and results 750 
analyzed by western blot. 751 
  752 
  753 
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Figure 4 754 
INR119 pretreatment strongly potentiates the Wis1 response to low H2O2 in vivo 755 
A) Western blot of Sty1 phosphorylation in cells pre-treated with 50 μM INR119 and at the 756 
indicated time-points following the addition 500 µM H2O2.  757 
B) The ability of INR119 to enhance Sty1 activation is dependent on Wis1 C458. Strains wt 758 
(972h-) and wis1-C458S (JJS18) were analyzed for Sty1 activation by immunoblot at the 759 
indicated time points following the addition of 0.5 mM H2O2.  760 
C) The ability of INR119 to potentiate Wis1 signaling is more pronounced at low levels of 761 
H2O2. Western blot of cells (972h-) pretreated with 50 μM INR119 and following the 762 
indicated time points after the addition of different amounts of H2O2 (0.25 – 5 mM) as in A. 763 
D) The Atf1-dependent transcript srx1+ is enhanced by INR119. Wt (972h-) cells were mock-764 
pretreated or pre-treated with INR119 for 20 min and thereafter treated with H2O2 as in A. 765 
Samples were taken after 20 min of H2O2 treatment and srx1+ transcript levels were 766 
determined by qPCR.  767 
  768 
27 
 
Figure 5 769 
The INR119-induced enhancement of Sty1 pathway activation upon H2O2 stress 770 
requires the upstream activation of Wis1 through the MAPKKKs.  771 
A) Schematic overview of the Sty1 pathway. This simplified schematic summarizes features 772 
of pathway architecture relevant for this paper. It is based on information from the literature 773 
on protein-protein interactions, modes of pathway activation, and downstream targets (2-8, 774 
20, 21, 42-49). TF, transcription factor.  775 
B) Western blot of the wt (972h-) and win1Δ wis4Δ (JJS5) deletion mutant cells. Cells were 776 
pre-treated with INR119 at exposure to 500 µM H2O2 as described in Fig. 4 A. The 0 min 777 
samples represent cells only pre-treated.  778 
 779 
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Figure 6 781 
Proposed model of INR119 mechanism of action 782 
A, B) H2O2 induces pathway activation through MAPKKK activation, however at low H2O2 783 
concentrations (A) negative regulation targeting Wis1 C458 holds the activity of Wis1 back. 784 
At higher levels of H2O2 Sty1 activation is independent of Wis1 C458 (B). C) INR119 binds 785 
Wis1 in an allosteric site next to the active site very close to C458 and protects against 786 
negative regulation targeting C458 through stabilizing a conformation unresponsive to 787 
negative regulation through C458, resulting in higher Wis1 activity in low H2O2 levels.  788 
  789 
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Supplementary Figure S1 790 
Wis1 is inactivated by H2O2 in vitro through a mechanism reversible by a reductant, 791 
and the active site cysteine of MKK6, involved in inactivation, is highly conserved in 792 
MAPKKs but not in serine/threonine kinases in general, indicating a conserved function 793 
in MAPK pathways. 794 
A) Multiple alignment showing the degree of conservation of MKK6 C196, corresponding to 795 
Wis1 C458. The active site cysteine MKK6 C196 is conserved in all MAPKKs of S. pombe, 796 
S. cerevisiae and humans as well as in multiple MAPKs, however not in MAPKKKs or in 797 
serine/threonine kinases in general. MKK6 C109 is conserved in some but not all investigated 798 
MAPKKs. Cysteines are highlighted in red, the Wis1 sequence is marked with an asterisk, 799 
the DFG motif is boxed.  800 
B) Kinase assay with Wis1 and Sty1 purified in the absence of EDTA indicates that ATP co-801 
purifies with Wis1. Sty1 is not phosphorylated before (lane 1) or after (lane 2) assay 802 
incubation without Wis1 added. However, even without addition of ATP to the reaction 803 
buffer (lane 3), Wis1 phosphorylates Sty1 to the same degree as when ATP is included 804 
(lane 4). 805 
C) The tagged Wis1 expressed from strain JJS7 is responsible for the phosphorylation of the 806 
tagged Sty1 in the in vitro kinase assay. Ni2+-beads with precipitates from strain JJS7 807 
expressing HA-Wis1His6 or wis1Δ (JJS1) was tested for activity against the substrate Sty1. 808 
No phosphorylation is seen when adding everything except HA-Wis1-His6 from strain JJS7 809 
(lane 2) or when exchanging the precipitates from strain JJS7 with precipitate from the wis1Δ 810 
strain JJS1 (lane 5). Note that no H2O2 was included in this assay.  811 
D) Inactivation of Wis1 by low levels of H2O2 in vitro is caused by reversible thiol oxidation. 812 
Semi-purified Wis1 (strain JJS7) was first incubated 5 min in sample pairs with H2O2 giving 813 
the indicated final concentration, and subsequently for one tube in each pair for 5 min with 814 
1 mM TCEP. Thereafter the Wis1 substrate Sty1 (expressed from pREP41MHNSTY1 in 815 
strain KS1598), was added and the kinase reaction was started by addition of MgCl2/ATP. 816 
The kinase reaction was stopped after 20 min. 817 
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Supplementary Figure S2 819 
The constitutively mPEG-dependent altered migration of Wis1 is abolished in a 820 
cysteine-less mutant Wis1 protein (Wis16CS).   821 
mPEG assay of strain JJS16 expressing cysteine-less Wis16CS from the endogenous promoter. 822 
Samples were divided in two equal aliquots and subjected to either NEM-DTT-NEM 823 
treatment or NEM-DTT-mPEG. 824 
 825 
Supplementary Figure S3 826 
The close structural PD98059 analog INR119 inhibits human MEK1 more efficiently 827 
than PD98059 in vivo, and a thermal shift assay indicates that it interacts directly with 828 
the S. pombe homolog Wis1 in vivo. 829 
A) INR119 inhibits the MAPKK MEK1 in human MCF-7 breast cancer cells. Western blot of 830 
protein extract from MCF-7 human breast cancer cells exposed for 90 min. to different 831 
concentrations of INR119 or PD98059. MEK1 activity was measured as the amount of 832 
phosphorylated Erk1/2.  833 
B, C) INR119 is predicted to bind in an allosteric pocket in Wis1 and form a hydrogen bond 834 
with F460, the phenylalanine in the DFG-motif, as well as with S463.  835 
B) Homology model of the Wis1 structure showing INR119 docked in the predicted allosteric 836 
site.  837 
C) Predictions of interactions between INR119 and the amino acids forming the allosteric 838 
pocket.  839 
D) Western blot of a thermal shift assay performed in live cells shows that INR119 stabilizes 840 
soluble Wis1 at elevated temperatures indicating a direct in vivo interaction, however also the 841 
heat itself strongly stabilizes soluble Wis1. Live S. pombe cells (JJS6) expressing tagged 842 
Wis1 was pre-incubated with 25 μM INR119 for 15 min. and thereafter subjected to the 843 
indicated temperature for 3 min. The soluble fraction in lysates was thereafter obtained by 844 
centrifugation (see Materials and Methods). 845 
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Supplementary Figure S4 848 
Potentiation by INR119 in oxidative stress is dependent on wis1+, but not on C394 or 849 
C477, the two cysteines in Wis1 closest to C458.  850 
A) INR119 effects on Sty1 activation in response to H2O2 are entirely dependent on Wis1. 851 
Western blot of Sty1 phosphorylation following H2O2 addition to a wt and a wis1Δ (JJS1) 852 
isogenic deletion mutant. Cells were pre-treated with INR119 and exposed to 0.5 mM H2O2 853 
as described in Fig. 4 A. The 0 min samples represent pre-treated cells.  854 
B-D) The enhancing effect of INR119 is neither dependent on C394 nor C477, the two 855 
cysteines closest to C458 in the Wis1 structure as the Sty1 phosphorylation is enhanced by 856 
INR119 in the wis1-C394S (B) and wis1-C477S (C) mutants. Strains used were wt (972h-), 857 
wis1-C394S (JJS17), and wis1-C477S (JJS19).  858 
D) Structural homology model of Wis1 with the distances between C398 and C477 and 859 
C458, as well as the INR119 binding site, indicated.  860 
E-F) INR119 neither affects the response to KCl (E) nor heat (F). Wt (972 h-) cells were 861 
mock-pretreated (“control”); or pre-treated with 50 μM INR119, for 20 min, and thereafter 862 
the culture was treated with KCl (0.6 M) or heat stressed (42oC).  863 
G) The Atf1-dependent transcript srx1+ is enhanced by INR119 in a Wis1-dependent manner. 864 
Cells were mock-pretreated or pre-treated with INR119 for 20 min as described in Fig. 4 D. 865 
Samples were taken after 20 min of H2O2 treatment. srx1+ transcript levels were determined 866 
by qPCR. Relative srx1+ transcript levels in wt (972 h-) and wis1Δ (JJS1), with or without 867 
exposure to 0.2 mM H2O2.  868 
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Supplementary Figure S5 871 
INR119 induces enhanced Sty1 phosphorylation upon H2O2 stress also in a wis1DD strain 872 
displaying constitutive Sty1 activation, suggesting it acts independently of Wis1 873 
activation by the MAPKKKs.  874 
Immunoblot showing Sty1 phosphorylation in a control or INR119-treated 875 
wis1-S469D,T473D mutant (18).  876 
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Table 1.  S. pombe strains and plasmids used in this study. 879 
 880 
 881 
Strain  Genotype     Source or882 
      reference 883 
 884 
 885 
972  h-     Lab stock 886 
JJS1 h- wis1::KanMX6    This study 887 
JJS5 h- win1::nat wis4::KanMX6   This study 888 
JJS6 h- KanMX6:nmt1+:(HA)3:wis1+   This study 889 
JJS7 h- KanMX6:nmt1+:(HA)3:wis1+ His6:NatMX6  This study 890 
JJS9 h- KanMX6:nmt1+:(HA)3:wis1C458SHis6: HphMX6  This study 891 
JJS15 h- wis1+-3HA:HphMX6    This study 892 
JJS16 h- (HA)3:wis1C11S,C394S,C458S,C477S,C537S,C559S:His6:HphMX6         This study 893 
JJS20 h- wis1C11S His6:HphMX6    This study 894 
JJS17 h- wis1C394S His6:Hph MX6   This study 895 
JJS18 h- wis1C458S His6:Hph MX6    This study 896 
JJS19 h- wis1C477S His6:Hph MX6   This study 897 
JJS22  h- wis1C11S,C394S,C458S,C477S,C537S,C559S  :His6:HphMX6   This study 898 
KS1598 h- leu1-32     (50) 899 
KS2081 h- wis1- S469D,T473D:(Myc)12(ura4+)   (18) 900 
   901 
 902 
Plasmids 903 
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