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Pertumbuhan dunia digital dalam dokumen tekstual terutama di World Wide Web mengalami pertumbuhan pesat. Pen-
ingkatan dokumen tekstual ini menyebabkan terjadinya penumpukan informasi, sehingga diperlukan sebuah pengorgan-
isasian yang efisien untuk pengelolaan dokumen tekstual. Salah satu metode yang dapat mengelompokkan dokumen dengan 
tepat adalah menggunakan fuzzy association rule. Tahap ekstraksi kata kunci serta tipe fuzzy yang digunakan berpengaruh 
terhadap kualitas pengelompokan dokumen. Penggunaan hipernim dalam ekstraksi kata kunci untuk mendapatkan suatu 
klaster label dapat memperluas makna dari klaster label, sehingga dapat diperoleh suatu meaningful klaster label, selain itu 
ambiguitas dan uncertainties yang terjadi di dalam aturan fuzzy logic systems (FLS) tipe-1 dapat diatasi dengan fuzzy set 
tipe-2. Penelitian ini mengusulkan sebuah metode yaitu  ekstraksi kata kunci berdasarkan hipernim dengan inisialisasi 
klaster menggunakan fuzzy association rule mining pada pengelompokan dokumen. Metode ini terdiri dari empat tahap, 
yaitu : preprocessing dokumen, ekstraksi key terms dari hipernim, ekstraksi kandidat klaster, dan konstruksi klaster tree. 
Pengujian terhadap metode ini dilakukan dengan tiga jenis data berbeda, yaitu Classic, Reuters, dan 20 Newsgroup. Pen-
gujian dilakukan dengan membandingkan nilai overall f-measure dari metode tanpa hipernim (level 0), hipernim level 1, 
dan hipernim level 2. Berdasarkan pengujian didapatkan bahwa penggunaan hipernim dalam ektraksi kata kunci mampu 
menghasilkan rata-rata overall f-measure sebesar 0.5783 untuk data classic, 0.4001 untuk data reuters, dan 0.5269 untuk 
data 20 newsgroup. 
   
Kata Kunci: Fuzzy set tipe-2, hipernim, association rule, clustering dokumen. 
 
ABSTRACT 
The growth of the digital world in textual documents, especially on the World Wide Web is incredibly fast. Increase of tex-
tual document causes the accumulation of information, so we need an efficient organization to manage textual documents. 
One of method that can accurately classify documents is using fuzzy association rule. Phase extraction of key terms and type 
of fuzzy that used for clustering affected on the quality of the document clustering. Hypernym that use in the extraction of key 
terms to obtain a cluster label can expand the meaning of cluster labels and obtain a meaningful cluster labels, in addition 
to the ambiguities and uncertainties that occur in the rules of fuzzy logic systems (FLS) type-1 can be overcome with fuzzy 
sets type-2. This study propose  a method of key terms extraction based on hypernym with initialization cluster using fuzzy 
association rule mining in document clustering. This method consists of four stages, that is: preprocessing documents, ex-
tracting key terms with hypernym, extraction of candidate clusters, and cluster tree construction. Testing of this method is 
done by three different types of data, that is : Classic, Reuters, and 20 Newsgroup. Testing is done by comparing overall f-
measure of method without hypernym (level 0), hypernym level 1, and hypernym level 2. Based on testing, method with 
hypernym in the extraction of keyword can produce overall f-measure 0.5783 for classic data, 0.4001 for reuters data, and 
0.5269 for 20 newsgroup data. 
  
Keywords: Fuzzy set type-2, hypernym, association rule, document clustering. 
 
I. PENDAHULUAN 
LUSTERING dokumen (pengelompokan teks) merupakan salah satu metode text mining yang dikembangkan 
untuk mengefisienkan pengelolaan teks serta peringkasan teks [1]. Beberapa hal yang dapat meningkatkan 
kualitas clustering dokumen antara lain : mengatasi dimensi tinggi yang diakibatkan besarnya jumlah dokumen 
dan jumlah kata dalam dokumen, meningkatkan skalabilitas agar mampu bekerja dengan jumlah dokumen dalam 
skala kecil ataupun besar (scalable), meningkatkan akurasi, memberikan label cluster yang bermakna, mampu 
mengatasi overlapping, serta memperhitungkan kesamaan konseptual istilah dari kata [2] . 
Beberapa metode telah dikembangkan untuk mendapatkan clustering dokumen dengan kualitas yang baik. 
Penggunaan fuzzy untuk clustering dokumen [3] dengan cara menerapkan α-threshold Fuzzy Similiarity 
Classification Method (α-FSCM) dan Multiple Categories Vector Method (MCVM). Penggunaan metode fuzzy 
tipe-1 ini mampu menghasilkan cluster yang overlapping. High dimensionality merupakan salah satu 
permasalahan dari clustering dokumen, untuk mengatasi permasalahan ini Beil dkk [4] mengembangkan 
C
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algoritma frequent itemset yaitu Hierarchical Frequent Term-based Clustering (HFTC). Namun, berdasarkan 
penelitian Fung dkk [5] bahwa HFTC tidak scalable. Sehingga untuk menghasilkan metode yang scalable, Fung 
dkk mengembangkan metode  Frequent Itemset Hierarchical Clustering (FIHC) yang merupakan algoritma hasil 
pengembangan frequent-itemset yang berasal dari association rule mining untuk membangun hierarchical tree 
untuk topik cluster. Penggabungan antara fuzzy dan association rule mining [6] yaitu Fuzzy Frequent Itemset-
Based Hierarchical Clustering (F2IHC) mampu meningkatkan tingkat akurasi serta menghasilkan cluster yang 
overlapping dalam clustering dokumen. 
Beberapa penelitian clustering dokumen HFTC [4], FIHC [5], dan F2HIC dengan fuzzy set tipe-2 [7] masih  
menggunakan term yang berada dalam dokumen teks sebagai label cluster. Meskipun hal tersebut dibenarkan, 
namun pelabelan cluster yang lebih umum akan memudahkan melakukan analisis terutama dalam domain 
pengetahuan [8]. Penggunaan hipernim berdasarkan Wordnet dapat memperluas dalam pencarian hidden 
similiarities untuk mengidentifikasi topik dalam dokumen [2]. Sebagai contoh, jika beberapa dokumen memiliki 
topik “kursi”,”meja”, dan “almari”, maka label cluster yang terbaik adalah hipernimnya yaitu “furniture”. Pada 
penelitiannya yang lain Chen dkk [2] mengembangkan sebuah metode untuk Fuzzy based Multi-label Document 
Clustering (FMDC) dengan menggunakan fuzzy assocation mining yang terintegrasi dengan Wordnet. Metode 
yang dikembangkan Chen dkk, terdapat suatu tahap untuk menemukan key term set dengan menggunakan 
hipernim berdasarkan Wordnet. Penambahan key term dari hasil hipernim akan memperluas makna dari label 
cluster sehingga mendapatkan suatu meaningful label cluster. Sementara,   Tseng [8] dalam penelitiannya 
menggunakan algoritma hypernym search untuk mendapatkan label clustering yang generic. Tseng, 
mengekstraksi term yang memiliki kategori secara spesifik untuk digunakan sebagai calon label cluster. Setiap 
calon label cluster akan diperluas menjadi term yang lebih umum berdasarkan hypernym search 
Ambiguitas dan uncertainties yang terjadi di dalam aturan fuzzy logic systems (FLS) tipe-1 [9] dapat 
mengurangi tingkat akurasi dalam clustering dokumen. Terdapat beberapa ambiguitas dan uncertainties pada 
fuzzy set tipe-1, yaitu : kata yang digunakan dalam antecendent dan consequent memiliki arti berbeda bagi setiap 
orang  dan data masukan yang digunakan dalam fuzzy tipe-1 dapat dimungkinkan merupakan noise akibat dari 
penentuan range untuk variabel linguistik yang berbeda bagi setiap orang. Fuzzy set tipe-2 mampu menutupi 
kelemahan yang terdapat dalam fuzzy tipe-1 [9]. Penelitian [7] [9] [10] [11] [12] dengan menggunakan fuzzy set 
tipe-2, memberikan hasil bahwa fuzzy tipe-2 mampu mengatasi kelemahan yang terjadi pada fuzzy tipe-1 serta 
penggunaan fuzzy tipe-2 lebih baik dibanding dengan menggunakan fuzzy tipe-1. Selain itu penggunaan hipernim 
untuk mendapatkan suatu cluster label dapat memperluas makna dari cluster label, sehingga dapat diperoleh 
suatu meaningful cluster label. Oleh karena itu, penelitian ini bertujuan membangun metode ekstraksi kata kunci 




Metode penelitian ini terdiri atas empat bagian utama yaitu : preprocessing dokumen, ekstraksi key term dari 
hipernim, ekstraksi candidate cluster, dan konstruksi cluster tree. 
 
A. Preprocessing Dokumen 
Terdapat beberapa tahap yang dilakukan dalam preprocessing dokumen, yaitu : ektraksi term, penghilangan 
stopwords, stemming, dan seleksi term. Pada tahap awal, hasil dari ekstraksi dokumen dikumpulkan dalam suatu 
koleksi single word ஽ܶ = {ݐଵ, ݐଶ , … , ݐ௡}.  ஽ܶ menyatakan koleksi term (ݐ) dalam dokumen (ܦ), ݊ menyatakan 
jumlah term dalam ஽ܶ. Hasil yang didapatkan dari ekstraksi term ஽ܶ digunakan sebagai input untuk dilanjutkan 
dengan penghilangan stopwords dan proses stemming. Algoritma stemming yang  digunakan dalam penelitian ini 
adalah Porter stemmer yang ditemukan oleh Martin Porter pada tahun 1980. Langkah terakhir yang dilakukan 
dalam preprocessing dokumen adalah seleksi term dengan menghitung bobot ݐ݂݂݅݀ (1) setiap term dalam ஽ܶ. 
 
ݐ݂. ݅݀ ௜݂௝ = ௙೔ೕ∑ ௙೔ೕ೘ೕసభ × log ( |஽|ห൛ௗ೔ห௧ೕ∈ௗ೔,ௗ೔∈஽หൟห),               (1) 
dimana ݐ݂. ݅݀ ௜݂௝ adalah bobot term ݐ௝  dalam dokumen ݀௜. Untuk mencegah bias dokumen yang panjang, bobot 
frekuensi term ௜݂௝ dinormalisasi dengan total frekuensi semua term dalam dokumen ݀௜. Variabel |ܦ| adalah 
jumlah seluruh dokumen dan ห൛݀௜หݐ௝ ∈ ݀௜ ,݀௜ ∈ ܦหൟห adalah jumlah dokumen yang memiliki term ݐ௝ . 
 





B. Ekstraksi Key terms dari Hipernim 
Hipernim dari suatu term dilakukan pencarian berdasarkan dari Wordnet. Contoh urutan peringkat dari 
hipernim ℎ adalah ℎଵ ≤ ℎଶ , yaitu peringkat hipernim  ℎଵ lebih kecil dari ℎଶ jika ℎଶ adalah hipernim dari ℎଵ. 
Perhitungan frekuensi dari hipernim dilakukan dengan menggunakan persamaan (2). 
 
ℎ ௜݂௝ = ℎ ௜݂௝ + ௜݂௝,                     (2) 
 
dimana ௜݂௝ adalah frekuensi term ݆ dalam dokumen ݅, dan ℎ ௜݂௝ adalah frekuensi hipernim dari term ݐ௝  dalam 
dokumen ݀௜. Contoh perhitungan dari frekuensi hipernim terdapat dalam Gambar 1. Berdasarkan Gambar 1, 
diketahui bahwa term ݐଵ dengan frekuensi ௜݂௝ = 2 memiliki hipernim ℎݐଵ, term ݐଶ dengan frekuensi ௜݂௝ = 3 
memiliki hipernim ℎݐଶ dan ℎݐଷ, sementara term ݐଷ dengan frekuensi ௜݂௝ = 1 memiliki hipernim ℎݐଶ. Frekuensi 
dari term ℎݐଵ adalah ℎ ௜݂௝ = 2, karena ℎݐଵ merupakan hipernim dari ݐଵ.  Untuk frekuensi ℎݐଶ adalah ℎ ௜݂௝ = 4, 
karena ℎݐଶ merupakan hipernim dari ݐଶ dan dan ݐଷ yang menjumlahkan  frekuensi masing – masing yaitu : 3 dan 1. Sementara  term ℎݐଷ memiliki frekuensi ℎ ௜݂௝ = 6, karena menjumlahkan frekuensi dari ℎݐଵ dan ℎݐଶ yaitu : 2 
dan 4. 
 
C. Ekstraksi Kandidat Cluster 
Terdapat empat proses yang harus dilalui untuk mendapatkan kandidat cluster, diantaranya : menghitung nilai 
membership function dengan fuzzy set tipe-2, menemukan candidate-1 itemset, menemukan candidate-2 itemset, 
dan seleksi kandidat cluster. Fuzzy set tipe-2 dalam penelitian ini menggunakan dua jenis tipe fungsi 
keanggotaan, yaitu : fungsi kenggotaan jenis triangular sebagai  LMF (Lower Membership Function) dan fungsi 
keanggotaan jenis trapezoidal sebagai UMF (Upper Membership Function). Setiap term ݆ dalam dokumen ݅ 
dengan frekuensi ௜݂௝ memiliki bobot ݓ௜௝௥ .௭ yang menyatakan bobot atau fungsi keanggotaan term ݆ dalam 
dokumen ݅ yang terdapat dalam wilayah fungsi keanggotaan fuzzy set tipe-2. Variabel ݎ dalam ݓ௜௝௥ .௭  merupakan 
variabel linguistik, yaitu : Low, Medium, dan High. Sementara ݖ merepresentasikan LMF dan UMF.  
Hasil bobot fuzzy tipe-2 dari setiap term selanjutnya akan digunakan untuk menentukan candidate 1-frequent 
itemset. Untuk menemukan term yang digunakan sebagai candidate 1-itemset, setiap term dilakukan perhitungan 
nilai support. Perhitungan nilai support didapatkan dari hasil perbandingan antara nilai bobot fuzzy dengan 
jumlah dokumen. Hasil term ݆ yang diperoleh dari candidate 1-itemset akan diasosiasikan terhadap term yang 
lain untuk mendapatkan  candidate 2-itemset. Setiap pasang term yang memiliki nilai support dan confidence 
lebih dari minimum support dan minimum confidence akan dijadikan sebagai candidate 2-itemset. Hasil dari 
candidat 1-itemset dan candidate 2-itemset dijadikan sebagai candidat cluster set ܥሚ஽ = {ܿ̃ଵଵ, … , ܿ̃௟ିଵଶ , ܿ̃௟௤ , … , ܿ̃௞௤} , 
dimana ܦ merupakan koleksi dokumen, ݍ merupakan jumlah q-itemset, dan ݇ adalah jumlah semua kandidat 
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Gambar  1. Contoh Perhitungan Frekuensi Hipernim 
D. Konstruksi Tree 
Untuk membentuk cluster tree dibutuhkan beberapa tahap, yaitu membentuk Document-Term Matrix (DTM), 
membentuk Term-Cluster Matrix (TCM), dan membentuk Document-Cluster Matrix (DCM). Document-Term 
Matrix (DTM) atau matriks ܹ = [ݓ௜௝௠௔௫ିோೕ], dimana ݓ௜௝௠௔௫ିோೕ adalah bobot (nilai fungsi keanggotaan) dari term ݐ௝  
dalam dokumen ݀௜. Matriks ini merupakan representasi dari kumpulan nilai maksimum fungsi keanggotaan dari 
tiap term ݐ௝   dalam dokumen ݀௜ dengan ukuran ݊ × ݌ , dengan ݊ adalah jumlah dokumen ݀௜ dalam koleksi 
dokumen ܦ, dan ݌ adalah jumlah key term t dari hasil ekstraksi candidate 1-itemset. Ilustrasi dari matriks DTM 
terdapat pada gambar 2. 
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Setelah terbentuk matriks DTM, selanjutnya adalah pembentukan Term-Cluster Matrix (TCM) atau matriks 
ܩ = [ ௝݃௟௠௔௫ିோೕ] dengan ukuran ݌ × ݇, dimana ݌ adalah jumlah key term t dari hasil ekstraksi candidate 1-itemset, 
dan ݇ adalah jumlah kandidat cluster ܿ̃௟
௤ dari ekstraksi candidat 1-itemset dan candidate 2-itemset yang 
diilustrasikan dalam Gambar 3. Variabel  ݃௝௟
௠௔௫ିோೕ menyatakan derajat tingkat kepentingan suatu key term ݐ௝  
dalam suatu candidat cluster ܿ̃௟
௤ yang dijabarkan dalam persamaan (3). 
 
௝݃௟




, ݀݅݉ܽ݊ܽ, ݏܿ݋ݎ݁ ൫ܥሚ௟௤൯ =  ൞∑ ௜ܹ௝௠௔௫ିோೕ  ݂݅ ݍ = 1,ௗ೔∈ ௖೗̃భ,௧ೕ∈ ௅భ∑ ௪೔ೕ೘ೌೣషೃೕ೏೔∈ ೎෤೗೜,೟ೕ∈ ಽభ
ఒ
, ݈݁ݏ݁ ൢ (3) 
 
    ݐଵ ݐଶ ⋯ ݐ௣   
  ݀ଵ  ݓଵଵ
௠௔௫ିோೕ ݓଵଶ
௠௔௫ିோೕ ⋯ ݓଵ௣
௠௔௫ିோೕ   
ܹ = ݀ଶ  ݓଶଵ
௠௔௫ିோೕ ݓଶଶ
௠௔௫ିோೕ ⋯ ݓଶ௣
௠௔௫ିோೕ   
  ⋮  ⋮ ⋮ ⋱ ⋮   
  ݀௡  ݓ௡ଵ
௠௔௫ିோೕ ݓ௡ଶ
௠௔௫ିோೕ ⋯ ݓ௡௣
௠௔௫ିோೕ  ݊ݔ݌ 
 
Gambar  2. Ilustrasi Document-Term Matrix 
 
    ܿ̃ଵଵ ⋯ ܿ̃௟ିଵଵ  ܿ̃௟
௤ ⋯ ܿ̃௞
௤   




௠௔௫ିோೕ   
ܩ = ݐଶ  ݃ଶଵ௠௔௫ିோೕ ⋯ ݃ଶ௟ିଵ௠௔௫ିோೕ ݃ଶ௟௠௔௫ିோೕ ⋯ ݃ଶ௞௠௔௫ିோೕ   
  ⋮  ⋮ ⋱ ⋮ ⋮ ⋱ ⋮   




௠௔௫ିோೕ  ݌ݔ݇ 
 
Gambar  3. Ilustrasi Term-Cluster Matrix 
 
   ܿ̃ଵଵଵ  ⋯ ܿ̃ଵ௟ିଵଶ  ܿ̃ଵ௟
௤  ⋯ ܿ̃ଵ௞
௤      ݐଵ ⋯ ݐ௣     ܿ̃ଵଵ ܿ̃ଶଵ ⋯ ܿ̃௞
௤  
 ݀ଵ  ݒଵଵ ⋯ ݒଵ௟ିଵ ݒଵ௟ ⋯ ݒ௟௞   ݀ଵ  ⋯ ⋯ ⋯   ݐଵ  ⋯ ݃ଵଶ
௠௔௫ିோೕ ⋯ ⋯  
ܸ= ݀ଶ  ݒଶଵ ⋯ ݒଶ௟ିଵ ݒଶ௟ ⋯ ݒଶ௞  = ݀ଶ  ݓଶଵ
௠௔௫ିோೕ ⋯ ݓଶ௣
௠௔௫ିோೕ  . ݐଶ  ⋯ ݃ଶଶ
௠௔௫ିோೕ ⋯ ⋯  
 ⋮  ⋮ ⋱ ⋮ ⋮ ⋱ ⋮   ⋮  ⋮ ⋱ ⋮   ⋮  ⋱ ⋮ ⋱ ⋱  
 ݀௡  ݒ௡ଵ ⋯ ݒ௡௟ିଵ ݒ௡௟ ⋯ ݒ௡௞   ݀௡  ⋯ ⋯ ⋯   ݐ௡  ⋯ ݃௣ଶ
௠௔௫ିோೕ ⋯ ⋯  
   ݊ݔ݇     ݊ݔ݌     ݌ݔ݇  
 
Gambar  4. Ilustrasi Document-Cluster Matrix 
 
Pada persamaan (3), ݓ௜௝
௠௔௫ିோೕ adalah bobot (nilai fungsi keanggotaan) dari term ݐ௝  dalam dokumen ݀௜, dengan 
ߣ merupakan minimum confidence. Hasil dari terbentuknya matriks DTM dan matriks TCM digunakan untuk 
membangun matriks Document-Cluster Matrix (DCM). DCM memiliki ukuran matriks ݊ × ݇ yang merupakan 
turunan dari hasil perkalian antara matriks DTM dan matriks TCM. Matriks DCM secara keseluruhan dapat 
diilustrasikan dalam Gambar 4. 
Setelah ditemukan matriks DCM, maka langkah selanjutnya adalah melakukan tree pruning. Tree pruning 
adalah melakukan suatu kegiatan untuk mengganti suatu subtree dengan suatu leaf. Tree pruning dalam 
Clustering dokumen bertujuan untuk menggabungkan beberapa cluster sejenis dan memilki kemiripan sama yang 
berada di level 1 , sehingga akan menghasilkan cluster yang lebih baik. Setiap pasang cluster pada level 1 dapat 





dihitung nilai kemiripannya dengan menggunakan ukuran similiarity yaitu inter_sim. Pasangan cluster yang 
memiliki nilai inter_sim tertinggi akan di gabung hingga nilai dari inter_sim dari seluruh pasangan cluster pada 
level 1 kurang dari nilai minimum threshold dari inter_sim. Pengukuran kemiripan antara cluster (c୶ଵ) dengan 
cluster (c୷ଵ)  menggunakan inter_sim dapat didefinisikan dalam persamaan (4). 
 
݅݊ݐ݁ݎ௦௜௠൫ܿ௫
ଵ, ܿ௬ଵ൯ = ∑ ௩೔ೣ×௩೔೤೙೏೔∈೎ೣభ ,೎೤భ
ට∑ (௩೔ೣ)మ೙೏೔∈೎ೣభ ×∑ (௩೔೤)మ೙೏భ∈೎೤భ                 (4) 
 
dimana ݒ௜௫ dan ݒ௜௬ adalah nilai yang diperoleh dari hasil perhitungan DCM (Document Cluster Matrix). 
Variabel ݔ merupakan term pertama dan ݕ merupakan term kedua. Nilai dari inter_sim memiliki rentang antara 
[0,1] yang didapat dari penjumlahan hasil perkalian antara ݒ௜௫ dan ݒ௜௬ sebanyak ݊ dokumen dimana cluster (ܿ௫ଵ) 
dan cluster (ܿ௬ଵ) merupakan kandidat cluster dari dokumen ݀௜. Hasil penjumlahan tersebut akan dibagi dengan 
akar kuadrat dari penjumlahan kuadrat ݒ௜௫ sebanyak ݊ dokumen yang dikalikan dengan penjumlahan kuadrat ݒ௜௬ 
sebanyak ݊ dokumen.  
III. HASIL DAN PEMBAHASAN 
 
Pada bab ini akan dijelaskan mengenai hasil uji coba serta evaluasi dari metode yang diusulkan dalam 
penelitian ini. Metode dalam penelitian ini diaplikasikan dengan didukung oleh hardware dan software dengan 
spesifikasi Processor Intel® Core™2 Duo T5750@2.00Ghz, memori 1014 MB, sistem operasi Windows 7, dan 
menggunakan Java Netbeans 6.9.1 dengan jdk1.6.0_18. 
A. Dataset 
Penelitian ini menggunakan 3 jenis dataset yang berbeda. Penjelasan mengenai dataset tersebut dijelaskan 
sebagai berikut : 
 Classic : merupakan dataset dari abstract jurnal ilmiah yang terdiri atas kombinasi empat kelas CACM, CISI, 
CRANFIELD, dan MEDICAL. Jumlah data yang digunakan dalam dateset classic ini berjumlah 1000 data, 
dimana setiap kelas, yaitu : CACM, CISI, CRANFIELD dan MEDICAL berjumlah 250 data.  CACM 
merupakan jurnal dengan topik akademis, CISI merupakan jurnal dengan topik informatian retreival, CRAN 
merupakan jurnal dengan topik sistem penerbangan, dan MED merupakan jurnal dengan topik medis. 
 Reuters : merupakan dataset yang berasal dari koleksi Reuters newswire. Dalam dataset ini terdapat beberapa 
kelas, diantaranya reut2-001, reut2-002, reut2-003, dan reut2-004. Masing-masing kelas terdiri dari 250 data, 
sehingga total keseluruhan data adalah 1000 data.  
 20 Newsgroup :  merupakan kumpulan dari dokumen Newsgroup yang terbagi kurang lebih 20 kelas berbeda.  
Dalam penelitian ini kelas yang digunakan dalam dataset 20 Newsgroup adalah 4 kelas yang terdiri dari : 
comp.sys.mac.hardware, rec.sport.baseball, sci.space, dan talk.politics.mideast. Masing – masing kelas terdiri 
dari 150 data, sehingga total terdapat 600 data. 
 
B. Pengujian  
Pengujian terhadap metode yang diusulkan dilakukan dengan tiga skenario berbeda, yaitu : pertama adalah 
pengujian tanpa menggunakan hipernim dalam ekstraksi kata kunci (hipernim level 0), kedua adalah pengujian 
dengan menggunakan hipernim level 1 atau hipernim dari term di level 0, dan yang ketiga adalah pengujian 
dengan menggunakan hipernim level 2 atau hipernim dari term di level 1 . Setiap skenario pengujian dilakukan 
untuk mengetahui pengaruh jumlah dataset terhadap nilai overall f-measures. Jumlah dataset yang digunakan 
adalah 200, 400. 600. 800, dan 1000. Hasil dari pengujian ini untuk dataset Classic terdapat pada Tabel I dan 
Gambar 5, untuk dataset Reuters terdapat pada II dan Gambar 6, dan untuk dataset 20 Newsgroup terdapat pada 
Tabel III dan Gambar 7. 
  
Tabel I. Hasil Pengaruh Jumlah Data Terhadap Overall F-Measure pada Data Classic 
Jumlah Data 
Overall F-Measure 
Hipernim Level 0 Hipernim Level 1 Hipernim Level 2 
200 0.5694 0.6174 0.5809 
400 0.5358 0.5759 0.5794 
600 0.4992 0.5335 0.5583 
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800 0.5382 0.5627 0.5897 
1000 0.5461 0.5510 0.5830 
 
Tabel II. Hasil Pengaruh Jumlah Data Terhadap Overall F-Measure pada Data Reuters 
Jumlah Data 
Overall F-Measure 
Hipernim Level 0 Hipernim Level 1 Hipernim Level 2 
200 0.3780 0.3980 0.4016 
400 0.3975 0.3992 0.3994 
600 0.3964 0.3988 0.4000 
800 0.3966 0.3988 0.3998 
1000 0.3994 0.3993 0.3995 
 
Tabel III. Hasil Pengaruh Jumlah Data Terhadap Overall F-Measure pada Data 20 Newsgroup 
Jumlah Data 
Overall F-Measure 
Hipernim Level 0 Hipernim Level 1 Hipernim Level 2 
200 0.5651 0.5286 0.4885 
400 0.5343 0.4823 0.4322 
600 0.4658 0.5565 0.4317 
800 0.5387 0.5336 0.3914 
1000 0.5542 0.5335 0.3955 
 
Berdasarkan Tabel I, Tabel II, dan Tabel III diketahui bahwa setiap pada dataset memiliki hasil overall f-
measures yang berbeda. Pada dataset Classic penggunaan hipernim dengan level 1 dan level 2 pada metode yang 
diusulkan memiliki nilai overall f-measure yang lebih tinggi dibandingkan pada metode yang tidak menggunakan 
hipernim. Metode dengan menggunakan hipernim level 2 memiliki rata-rata overall f-measure lebih baik 
dibanding metode dengan hipernim level 1 dengan nilai rata-rata overall f-measure sebesar 0.5783. Hipernim 
pada dataset Classic mampu memperluas makna dari term sehingga dokumen-dokumen dengan karateristik  yang 
sama namun tidak memiliki term yang sama dapat dikelompokkan menjadi satu kelompok yang sama karena 
memiliki term yang sama terhadap hipernim. Pada dataset Reuters memiliki hasil yang hampir sama dengan 
dataset Classic, yaitu penggunaan hipernim dengan level 1 dan level 2 pada metode yang diusulkan memiliki 
nilai overall f-measures yang lebih tinggi dibandingkan pada metode yang tidak menggunakan hipernim. Namun, 
penggunaan hipernim pada dataset Reuters memiliki nilai overall f-measures yang hampir sama dari ketiga jenis 
level hipernim, hal ini terlihat dari Gambar 6 dimana ketiga grafik dari hipernim memiliki grafik yang hampir 
sama. Metode dengan menggunakan hipernim level 2 memiliki rata-rata overall f-measure lebih baik dibanding 
metode dengan hipernim level 1 dengan nilai rata-rata overall f-measure sebesar 0.4001. Hipernim pada dataset 
Reuters memiliki pengaruh yang hampir sama seperti pada hipernim dataset Classic yang mampu memperluas 
makna dari term sehingga dokumen-dokumen dengan karateristik  yang sama namun tidak memiliki term yang 
sama dapat dikelompokkan menjadi satu kelompok yang sama karena memiliki term yang sama terhadap 
hipernim. Sementara pada dataset 20 Newsgroup pengunaan hipernim level 1 dan level 2 pada metode yang 
diusulkan tidak memberikan nilai overall f-measures yang lebih tinggi dibanding metode tanpa menggunakan 
hipernim (level 0). Metode dengan menggunakan hipernim level 1 memiliki rata-rata overall f-measure lebih baik 
dibanding metode dengan hipernim level 2 dengan nilai rata-rata overall f-measure sebesar 0.5269. Rendahnya 
nilai overall f-measures pada penggunaan hipernim level 1 dan level 2 dibandingkan hipernim level 0 dapat 
diakibatkan term dari hipernim level 1 dan level 2 tidak memiliki hubungan (semantic) dengan term pada level 
dibawahnya yang menyebabkan term pada level 1 dan level 2 hanya menjadi noise saja. 
 
 










Gambar  6. Grafik Pengaruh Jumlah Data Terhadap Overall F-Measure pada Data Reuters 
 
Gambar  7. Grafik Pengaruh Jumlah Data Terhadap Overall F-Measure pada Data 20 Newsgroup 
Berdasarkan Gambar 5, Gambar 6, dan Gambar 7 juga dapat diketahui bahwa dataset Classic memiliki nilai 
overall f-measure tertinggi dibandingkan dataset Reuters dan 20 Newsgroup. Dataset Classic memiliki nilai 
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pada dataset Reuters memiliki nilai overall f-measures terendah karena memiliki kumpulan dokumen yang tidak 
seragam. Begitu juga dengan dataset 20 Newsgroup, dari hasil pengujian metode dengan menggunakan hipernim 
(level 1 dan level 2) memiliki nilai yang lebih rendah dibandingkan metode tanpa hipernim (level 0), hal ini dapat 
diakibatkan karena dataset 20 Newsgroup memiliki kumpulan dokumen yang tidak seragam. Sehingga metode 
yang diusulkan tepat digunakan untuk mengelompokkan dokumen yang memiliki tingkat keseragaman yang 
tinggi. 
IV. KESIMPULAN 
Kesimpulan yang dapat diambil berdasarkan serangkaian hasil pengujian serta analisa yang telah dilakukan 
terhadap metode yang diusulkan. Beberapa kesimpulan yang dapat diambil sebagai berikut : 
 Penggunaan hipernim mampu meningkatkan akurasi clustering. Namun, penggunaan hipernim dalam 
beberapa dataset hanya akan menambah jumlah term yang akan dianggap sebagai noise sehingga mengurangi 
akurasi. 
 Dataset Classic merupakan data yang tepat digunakan dengan metode yang diusulkan karena memiliki nilai 
overall f-measures terbaik dibanding dataset Reuters dan 20 Newsgroup. 
 Penggunaan hipernim pada metode yang diusulkan mampu menghasilkan rata-rata overall f-measure sebesar 
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