I-
The distribution theory of the bundle strength of filaments (for fixed sample sizes) has been studied by Daniels (1945) and Bhattacharyya et a1. (1969) .
The object of the present investigation is to develop, along the lines of Anscombe strength are also established.
1. (1952) and Chow and Robbins (1965) , the asymptotic theory of fixed-width Also, by assumption, the derivative of x[l-F(x)] vanishes at x , and hence, o where x is the unique point where the maximum is attained. Note that o (sequential) confidence bands for the bundle strength of filaments. In this conf(x) = F'(x »0. Further, we assume that for 0(>0), sufficiently small, with probability 1.
( [3, 5] ). We term e as the mean (per unit) bundle strength of filaWhen the Xi represent the breaking stresses of filaments, D n is equal to the maximum stress which a bundle of n filaments can stand and is termed the bundle by virtue of (1.1) and the assumed continuity of F(x), r (l<r <n) is unique, n -ntion of D n is explicitly known, no fixed sample procedure sounds available.
For n>l, we define prescribed confidence coefficient y(O<y<l). Since, neither F(x) nor the distribuments. We want to find a confidence interval for e of prescribed width 2d and Also, let {a } be a sequence of known constants such that n procedure:
Finally, let
In order to estimate e with small dispersion d, we consider the following sequential Let c(u) be 1 or 0 according as u>O or not. This, in turn, requires certain convergence results on the empirical cdf which are "uniform continuity in probability" of Anscombe (1952) (and also implicit in [4] ).
(1965) are not directly applicable. In fact, we need to prove some almost sure we have for O<j<n*-l and hence, by the Bonferroni inequality
Now, for b j <x<b j + l , From (2.10) and (2.11), the result directly follows after noting that Further, upon using the fact that b(n)~n(s+1)/2 and by n*
When j=O, the second term on the r.h.s. of (2.8) is equal to bin)[F(bi n »], and
it converges to zero (as n+oo) because b 1 = n~O as n~. Also, for j~l, bj~i/bin)~2 and bi~i-b~n)=n-1~o as n+oo. Hence, Consequently, we can make the 1.h.s. of (2.9) less than any preassigned small n(>O) when n is sufficiently large. Hence, from (2.7), (2.8) and (2.9), we have for n (2.9)
where Sl<S' n=s-sl>O. 
••
If M(t) = E(e )<00 for some t>O, then for every E>O, there exists a where we put in (2.10), k>3(s+1)/2. Q.E.D.
6 Theorem 2.1 shows that the rate of convergence is faster than any power of n.
n n _00 00 (2.13 ) sufficiently large n, for every E>O and s>O, and we consider a function g(x) such that I g2(x)dF(x)<00. In this case, for
Remark. The theorem readily extends to the case where F(x) is defined on (_00,00) positive p(E)«l), such that for sufficiently large n Also, the proof extends to the case when the X. can have possibly different cdf's
we replace F(x) by F = n~i=lFi and assume that for x>~, we let
It is naturally tempting to show that this can as well be an exponential rate.
However, this requires a more stringent condition on F(x), and is stated below.
Theorem 2.2.
Proof. We define~by F(~) = P where~<p <1. If instead of (2.5) and (2.6), we o 0 use theorem 1 of Hoeffding (1963) for n sufficiently large. Consequently, by the Bonferroni inequality 
o(e -te on ). 
For any a: O<a<l, as n+oo k From (2.1) and (2.32), it follows that M* = n~forms a martingale n n Theorem 2.3.
brevity, the details are omitted. Further, if the distributions are not all same, we can proceed as in Sen (1968) and derive the same result (on replacing trick as in lemma 1 of Bahadur (1966) , who considered the special case a=~; for Proof. We consider 2nB(B~) equi distant points onA(n,a) and apply the same 
= O(n-a / 2 [log n] ), with probability 1, as n~,
Ix-x 1>0} < 8-E, with probability 1, as n~. Note that by letting s>l in (3.1) and using the Borel-Cantelli lemma, we Since for n sufficiently large, O(n 2/10g n) = o(l)O(n (log n) ) for all k>l, Further, we state the following result already proved in [3, 5] : under the Now, from (3.14), it follows that for every s>O, there exists a n>O, such with probability 1, as n+oo. Proof. Corresponding to every E>O, we can find a n(>O) such that F(x +n) = TI +E/2. 
n n,r n,r n n n < p{X [l-F (X )]<8-0/2} -n,r n n n,r n .
n n,r n,r n n n Since p <n +[3 ='> P -1 > [3*>n -1, we have Chow and Robbins (1965) are all satisfied. Also, by virtue of (3.16) and theorem 3.3, the conditions (Cl) and (C2) of Anscombe (1952) 
Note that (4.13) Using now lemma 4.1, (4.10) and the inequality (4.11), the proof of (1.10)
Hence the lemma.
completed.
5.
e. For every d>O, we define
, so that 0<d l <1<d 2 <oo. We intend to determine n in such a way that follows exactly on the same line as in [4, pp. 630-631] . Hence the proof is For this, we consider the following sequential procedure: continue sampling until the first p < nd 2 {nd 2 +a 2 }-1, (where p and a are defined by (1.5) and nn n n
N(d) by
We also define TI as in ( (5.5) Also, by (1.1), e is strictly positive, and hence, from (3.5) and theorem 3.3 it
We also note that by virtue of (3.22)
Hence, {log Z } satisfies both the conditions (Cl) and C2) of Anscombe (1952) . To prove (1.10), we proceed as follows. Let, for some arbitrarily small E(>O), 
