Abstract-In many application areas ranging from bioinformatics to imaging, we are faced with the following question: can we recover a sparse vector x o ∈ R N from its undersampled set of noisy observations y ∈ R n , y = Ax o +w. The last decade has witnessed a surge of algorithms and theoretical results to address this question. One of the most popular schemes is the p -regularized least squares given by the following formulation:x(γ , p) ∈ arg min x (1/2) y − Ax 2 2 + γ x p p , where p ∈ [0, 1]. Among these optimization problems, the case p = 1, also known as LASSO, is the best accepted in practice, for the following two reasons. First, thanks to the extensive studies performed in the fields of high-dimensional statistics and compressed sensing, we have a clear picture of LASSO's performance. Second, it is convex and efficient algorithms exist for finding its global minima. Unfortunately, neither of the above two properties hold for 0 ≤ p < 1. However, they are still appealing because of the following folklores in the highdimensional statistics. First,x(γ , p) is closer to x o thanx(γ , 1). Second, if we employ iterative methods that aim to converge to a local minima of arg min x (1/2) y − Ax 2 2 + γ x p p , then under good initialization, these algorithms converge to a solution that is still closer to x o thanx(γ , 1). In spite of the existence of plenty of empirical results that support these folklore theorems, the theoretical progress to establish them has been very limited. This paper aims to study the above-mentioned folklore theorems and establish their scope of validity. Starting with approximate message passing (AMP) algorithm as a heuristic method for solving p -regularized least squares, we study the following questions. First, what is the impact of initialization on the performance of the algorithm? Second, when does the algorithm recover the sparse signal x o under a "good" initialization? Third, when does the algorithm converge to the sparse signal regardless of the initialization? Studying these questions will not only shed light on the second folklore theorem, but also lead us to the answer the first one, i.e., the performance of 
I. INTRODUCTION

A. Problem Statement
Recovering a sparse signal x o ∈ R N from an undersampled set of random linear measurements y = Ax o + w is the main problem of interest in compressed sensing (CS) [1] , [2] . Among various schemes proposed for estimating x o , p -regularized least squares (LPLS) has received attention for its proximity to the "intuitively optimal" 0 -minimization. 
where · p (0 ≤ p ≤ 1) denotes the p -norm, 2 γ ∈ (0, ∞) is a fixed number, and γ x p p is a regularizer that promotes sparsity. The convexity of this optimization problem for p = 1 has made it the most accepted and the best studied scheme among all LPLSs. However, it has always been in the folklore of compressed sensing community that solving (1) for p < 1 leads to more accurate solutions than the 1 -regularized least squares, also known as LASSO, since x p p models the sparsity better [3] - [16] . Inspired by this folklore theorem, many researchers have proposed iterative algorithms to obtain a local minima of the non-convex optimization problem (1) with p ∈ [0, 1) [3] , [17] .
The performance of such schemes is highly affected by their initialization; better initialization increases the chance of converging to the global optima. One popular choice of initialization is the solution of LASSO [17] . This initialization has been motivated by the following heuristic: The solution of LASSO is closer to the global minima of (1) than a random initialization. Hence it helps the iterative schemes to avoid stationary points that are not the global minima of LPLS. Ignoring the computational issues, one can extend this approach to the following initialization scheme: Suppose that our goal is to solve (1) for p = p 0 . Define an increasing sequence of numbers p 0 < p 1 < . . . < p q = 1 for some q. Start with solving LASSO and then use its solution as an initialization for the iterative algorithm that attempts to solves (1) with p q−1 . Once the algorithm converges, its estimate is employed as an initialization for p q−2 . The process continues until the algorithm reaches p 0 . We call this approach p-continuation.
Here is a heuristic motivation of the p-continuation. Let x(γ , p i ) denote the global minimizer of Simulation results presented elsewhere confirm the efficiency of such initialization algorithms [16] , [18] .
We can summarize our discussions in the following three folklore theorems of compressed sensing:
(i) The global minima of (1) for p < 1 outperforms the solution of LASSO. Furthermore, smaller values of p lead to more accurate estimates. (ii) There exist iterative algorithms (ITLP) capable of converging to the global minima of (1) under "good" initialization. (iii) p-continuation provides a "good" initialization for ITLP.
Our paper aims to evaluate the scope of validity of the above folklore beliefs in the asymptotic settings. 3 Toward this goal, we first study a family of message passing algorithms that aim to solve (1); we characterize the accuracy of the estimates generated from the message passing algorithm under various initializations, including the best initialization obtained by p-continuation. We finally connect our results for the message passing algorithm estimates to the analysis of global minimâ x(γ , p) of (1) by Replica method. Here is a summary of our results explained informally:
(i) If the measurement noise w is zero or small, then the global minima of (1) for p < 1 (when γ is optimally picked) outperforms the solution of LASSO with optimal γ . Furthermore, all values of p < 1 have the same performance when w = 0. When w is small, LPLS with the value of p closer to 0 has a better performance. However, as the variance of the measurement noise increases beyond a certain level, this folklore theorem is not correct any more. In other words, for large mea-surement noise, the solution of LASSO outperforms the solution of LPLS for every 0 ≤ p < 1. (ii) We introduce approximate message passing algorithms that are capable of converging to the global minima of (1) under "good" initialization (in the asymptotic settings). We call these algorithms p -AMP. (iii) The "performance" of the message passing algorithm under p-continuation is equivalent to the "performance" of message passing algorithm for solving (1) with the best value of p. As a particular conclusion of this result, we note that p-continuation can only slightly improve the phase transition of 1 -AMP. p-continuation is mainly useful when the noise is low and x o has very few nonzero coefficients. There has been recent efforts to formally prove some of the above folklore theorems. We briefly review some of these studies and their similarities and differences with our work below. Among the three folklore results we have discussed so far, the first one is the best studied. In particular, many researchers have tried to confirm that at least in the noiseless settings (w = 0), the global minima of (1) for p < 1 outperforms the solution of LASSO. Toward this goal, [5] - [8] , [19] , and [20] have employed some popular analysis tools such as the well-known restricted isometry property and derived the conditions under which (1) recovers x o accurately. We briefly mention the results of [5] to emphasize on the strengths and weaknesses of this approach. Let the elements of A be iid N(0, 1) and y = Ax o , where x o is k-sparse, meaning it has only k nonzero elements. If n > C 1 ( p)k + pC 2 ( p)k log N k , then the optimization problem min x x p subject to y = Ax recovers x o with high probability. Furthermore, C 1 ( p) and pC 2 ( p) are increasing functions of p. The lower bound derived for the required number of measurements decreases as p decreases. This may be an indication of the fact that smaller values of p lead to better recovery algorithms. However, note that this result only offers a sufficient condition for recovery and hence any conclusion drawn from such results on the strengths of these algorithms may be misleading. 4 To provide more reliable comparison among different algorithms, many researchers have analyzed these algorithms in the asymptotic setting N → ∞ (while k/N and δ n/N are fixed) [4] , [10] , [15] , and [21] . This is the framework that we adopt in our analysis too. We review these four papers in more details and compare them with our work. Stojnic and Wang [4] , [21] consider the noiseless setting and try to characterize the boundary between the success region (in which (1) recovers x o exactly with probability one) and the failure region. This boundary is known as the phase transition curve (PTC). 5 The characterization of PTC in [4] is only accurate for the case p = 0. Also, the analysis of [21] is sharp only for δ → 1. Our paper derives the exact value of PTC for any value of 0 ≤ p < 1 and any value of δ. Furthermore, we present accurate calculation of the risk of x(γ , p) in the presence of noise and compare the accuracy of x(γ , p) for different values of p. However, unlike [4] and [21] , part of our analysis, presented in Section V, is based on the Replica method and they are not fully rigorous yet. Note that all the results we present for approximate message passing are rigorous and we only employ Replica method to show the connection between the solution of AMP andx(γ , p).
Replica method has been employed for studying (1) in [10] , [15] to derive the fixed point equations that describe the performance ofx(γ , p) (under the asymptotic settings). These equations are discussed in Section V. To provide fair comparison of the performance ofx(γ , p) among different p, one should analyze the fixed points of these equations under the optimal tuning of the parameter γ . Such analysis is missing in both papers. In this paper, by employing the minimax framework, we are able to analyze the fixed points and provide sharp characterization of the phase transition of (1) and its noise sensitivity for the first time. In addition, we present algorithms whose asymptotic behavior can be characterized by the same fixed point equations as the ones derived from Replica method. The minimax framework enables us to analyze the stationary points at which the algorithm may be trapped and derive conditions under which the algorithm can converge to the global minimizer of (1) .
As a final remark, we should emphasize that, to the best of our knowledge, the second and third folklore results have never been studied before and our results may be considered as the first contribution in this direction.
B. Message Passing and Approximate Message Passing
One of the main building blocks of our analysis is the approximate message passing (AMP) algorithm. AMP is a fast iterative algorithm proposed originally for solving LASSO [22] . Starting from z 0 = y and x 0 = 0, the algorithm employs the following iteration:
where x t is the estimation of x o at iteration t and δ = 1 (u; λ) is the soft thresholding function defined as η 1 (u; λ) = (|u| − λ) sign(u)I (|u| > λ) with I (·) denoting the indicator function. λ is called the threshold parameter. η 1 denotes the derivative of η 1 , i.e., η 1 (u; λ) = ∂η 1 (u;λ) ∂u . When u is a vector, η 1 (u; λ) and η 1 (u; λ) operate component-wise. In the rest of the paper, we call this algorithm 1 -AMP. It has been proved that if the entries of A are iid Gaussian, then in the asymptotic settings, the limit of x t corresponds to the solution of LASSO for a certain value of λ [23] , [24] .
First, we extend 1 -AMP to solve LPLS defined in (1) . Iterations of 1 -AMP have been derived from the first order approximation of the 1 -message passing algorithm [25] given by 
where x t i→a and z t a→i (i ∈ {1, 2 . . . , N} and a ∈ {1, 2, . . . , n}) are 2n N variables that must be updated at every iteration of the message passing algorithm. Compared to this (full) message passing, AMP is computationally less demanding since it only has to update n + N variables at each iteration. It is straightforward to replicate the calculations of [25] for a generic version of LPLS to obtain the following message passing algorithm: 
Here η p (u; λ) arg min x 1 2 u − x 2 2 + λ x p p is known as the proximal function for λ x p p . It is worth noting that for p = 1, η 1 (u; λ) is the soft thresholding function introduced in 1 -AMP, and for p = 0, η 0 (u; λ) = u · I(|u| > √ 2λ) is known as the hard thresholding function. For the other values of p ∈ (0, 1), η p (u; λ) does not have a simple explicit form, but it can be calculated numerically. Figure 1 exhibits η p for different values of p. Note that all these proximal functions map small values of u to zero and hence promote sparsity. Because of the specific shape of these functions, we may interchangeably call them threshold functions.
Note that iterations of (4) are computationally demanding since they update 2n N messages at every iteration. Therefore, simplification of this algorithm is vital for practical purposes. One simplification that is proposed in [25] (and has led to AMP) argues that z t b→i
Under this assumption, one may use a Taylor expansion of η 1 in (3) and obtain (2) .
If η p (·) were weakly differentiable, the same simplification could be applied to (4). However, according to Figure 1 , η p (·) is discontinuous for p < 1. This problem can be resolved by one more approximation of the message passing algorithm. In this process, we not only approximate x t i→a and z t a→i , but also approximate η p (·) by a smooth functionη p,h constructed in the following way. We first decompose η p (u; λ) to
Hereλ represents the threshold below which η p (u, λ) = 0. The exact form ofλ will be derived in Lemma 5. Furthermore, 
. 6 Here * denotes the convolution operator. If we replace η p (·) withη p,h (·) in (4), we obtain a new message passing algorithm:
where h is assumed to be "small" to ensure that replacing η p withη p,h does not incur major loss to the performance of the message passing algorithm. We discuss practical methods for setting h in the simulation section. Sinceη p,h (·) is smooth, we may apply the approximation technique proposed in [25] to obtain the following approximate message passing algorithm:
We call this algorithm p -AMP. If we define v t A T z t + x t − x o , then we can write x t +1 =η p,h (x o + v t ; λ). One of the main features of AMP that has led to its popularity is that for large values of n and N, v t looks like a zero mean iid Gaussian noise. This property has been observed and characterized for different denoisers in [1] , [22] , [24] , [27] - [30] , and [25] and has also been proved for some special cases in [31] and [27] .
Since this key feature plays an important role in our paper, we start by formalizing this statement.
Let n, N → ∞ while δ = n N is fixed. In the rest of this section only, we write the vectors and matrices as x o (N), A(N), y(N), and w(N) to emphasize dependence on the dimensions of x o . Clearly, matrix A has δ N rows, but since we assume that δ is fixed, we do not include n in our notation for A. The same argument is applied to y(N) and w(N). The following definition adopted from [31] formalizes the asymptotic setting in which p -AMP is studied. 
converges weakly to a probability measure N(0, σ 2 w ). Furthermore,
The following theorem not only formalizes the "Gaussianity" of v t , but also provides a simple way to characterize its variance. (8) . Let h 1 , h 2 , . . . denote a decreasing sequence of numbers that satisfy h i > 0 and h i → 0 as i → ∞. Then,
Theorem 1: Let {x o (N), A(N), w(N)} denote a converging sequence of instances. Let x t (N, h) denote the estimates provided by p -AMP according to
where σ t satisfies the following iteration:
Here the expected value is with respect to two independent random variables Z ∼ N(0, 1) and X ∼ p X . 7 The proof of this statement is presented in Section VI-C. Note that σ 2 t only depends on σ 2 t −1 and the selected threshold value at iteration t − 1. This important feature of AMP will be used later in our paper. σ t and the relation between σ t and σ t −1 are called state of p -AMP and state evolution, respectively.
C. Summary and Organization of the Paper
In this paper, we consider p -AMP as a heuristic algorithm for solving p -minimization and analyze its performance through the state evolution. We then use Replica method to connect the p -AMP estimates to the solution of (1). Our analysis examines the correctness of all folklore theorems discussed in Section I. The remainder of this paper is organized as follows: Section II introduces the optimally tuned p -AMP algorithm and the optimal p-continuation strategy. Sections III and IV formally present our main contributions. Section V discusses our results and their connection with the p -regularized least squares problem defined in (1) . Section VI is devoted to the proof of our main contributions. Section VII demonstrates how we can implement the optimally tuned p -AMP in practice and studies some of the properties of this algorithms. Section VIII concludes the paper.
II. OPTIMAL p -AMP
A. Roadmap
The performance of p -AMP depends on the choice of the threshold parameters λ t . Any fair comparison between p -AMP for different values of p must take this fact into account. In this section we start by explaining how we set the parameters λ t . Then in Section III we analyze p -AMP.
B. Fixed Points of State Evolution
According to the state evolution in (9), the only difference among different iterations of p -AMP is the standard deviation σ t . In the rest of the paper, for notational simplicity, instead of discussing a sequence of threshold values for p -AMP, we consider a thresholding policy that is defined as a function λ(σ ) for σ ≥ 0. Given a thresholding policy, we can run p -AMP in the following way:
In practice, σ 2 t is not known, but can be estimated accurately [25] . We will mention an estimate of σ 2 t in the simulation section. Note that by making this assumption, we have imposed a constraint on the threshold values. In Section II-E we will show that for the purpose of this paper considering thresholding policies only, does not degrade the performance of p -AMP.
According to Theorem 1, the performance of p -AMP in (10) (in the limit h i → 0) can be predicted by the following state evolution:
Inspired by the state evolution equation, we define the following function:
It is straightforward to confirm that the iterations of (11) converge to a fixed point of λ, p (σ 2 ). There are a few points that we would like to highlight about the fixed points of λ, p (σ 2 ):
usually has more than one fixed point. If so, the fixed point p -AMP converges to depends on the initialization of the algorithm. This is depicted in Figure 2 (a). (ii) Lower fixed points correspond to better recoveries. To see this, consider the two fixed points σ f 1 and σ f 2 in Figure 2 (a). Call the corresponding estimates of AMP x ∞,1 and x ∞,2 . According to Theorem 1, the mean square errors of these two estimates (as N → ∞ and
respectively. Furthermore, note that since both of them are fixed points we have
Therefore, the lower fixed points lead to smaller mean square reconstruction errors. (iii) Two of the fixed points of λ, p (σ 2 ) are of particular interest in this paper: (1) The lowest fixed point: this fixed point indicates the performance one can achieve from p -AMP under the best initialization. As we will discuss later this fixed point is also related to the solution of LPLS. (2) The highest fixed point: the performance p -AMP exhibits under the worst initialization.
(iv) The shape of λ, p and its fixed points depend on the distribution p X . In this work we study p X ∈ F , where F denotes the set of distributions whose mass at zero is greater than or equal to 1 − . In other words, X ∼ p X implies that P(X = 0) ≤ . This class of distributions has been studied in many other papers [15] , [22] , [32] and [33] and is considered as a good model for exactly sparse signals. Before discussing the optimal thresholding policy, we should distinguish between three types of fixed points: (i) stable, (ii) unstable, (iii) half-stable. The following definitions can be used for any function of σ 2 , but we introduce them for λ, p (σ 2 ) to avoid introducing new notations. 
In Figure 2 (a), both σ f 1 and σ f 2 are stable fixed points, while σ f 3 is not stable. The main feature of a stable fixed point is the following: There exists a neighborhood of σ f in which if we initialize p -AMP, it will converge to σ f . 8 Definition See Figure 2 (b) for an example of a half-stable fixed point. Half stable fixed points occur in very rare situations and for very specific noise levels σ 2 w .
C. Optimal-λ p -AMP
In the last section, we discussed the role of the fixed points of λ, p (σ 2 ) on the performance of p -AMP. Note that the locations of the fixed points of λ, p (σ 2 ) depend on the thresholding policy λ(σ ). Hence, it is important to pick λ(σ ) optimally. Consider the following oracle thresholding policy:
where the expected value is with respect to two independent random variables X ∼ p X and Z ∼ N(0, 1). λ * (σ ) is called oracle thresholding policy, since it depends on p X that is not available in practice. In Section VII, we explain how this thresholding policy can be implemented in practice. The following lemma is a simple corollary of our definition. 8 Note that all the statements we make about AMP are concerned with the asymptotic settings. 
Lemma 1: For every thresholding policy λ(σ ), we have
Hence, both the lowest and highest stable fixed points of
The proof of the above lemma is a simple implication of the definition of oracle thresholding policy in (12) and is hence skipped here. According to this lemma, the oracle thresholding policy is an optimal thresholding policy since it leads to the lowest fixed point possible. In the rest of the paper, we call λ * (σ ) the optimal thresholding policy. Also, the p -AMP algorithm that employs the optimal thresholding policy is called optimal-λ p -AMP. The optimal thresholding policy can be calculated numerically. Figure 3 exhibits λ * , p (σ 2 ) for p = 0, 0.3, 0.6, 0.9, 1 when the nonzero entries of the sparse vector x o are ±1 with probability 0.5. It turns out that λ * , p (σ 2 ) has at least one stable fixed point. The following proposition proves this claim.
Proposition 1: λ * , p (σ 2 ) have at least one stable fixed point.
The proof of this statement is presented in Section VI-D.
D. Optimal-( p, λ) p -AMP
In the last section, we fixed p and optimized over the threshold parameter λ t . However, one can also consider p ∈ [0, 1] as a free parameter that can be tuned at every iteration. This extra degree of freedom, if employed optimally, can potentially improve the performance of p -AMP. To derive the optimal choice of p, we first extend the notion of thresholding policy to adaptation policy. The adaptation policy is defined as a tuple Given an adaptation policy, one can run the p -AMP algorithm whose performance in the asymptotic setting can be predicted by the following state evolution equation: Hence the state evolution converges to one of the fixed points of
. Adaptation policy can potentially improve the performance of the p -AMP algorithm. In this paper, we consider the following oracle adaptation policy: 
. The proof is a simple implication of (13) and is hence skipped. According to Theorem 2, the oracle adaptation policy is optimal and it outperforms every other adaptation policy. Hence we call it optimal adaptation policy. Note that in all situations, the optimal-( p, λ) p -AMP outperforms the optimal-λ p -AMP (for any 0 ≤ p ≤ 1). In the next two sections, we characterize the amount of improvement that is gained from the optimal adaptation policy.
In this paper, we analyze the performance of p -AMP with optimal thresholding and adaptation policies. We will then employ the Replica method to show the implications of our results for LPLS.
E. Discussion About Thresholding Policy and Adaptation Policy
Starting with an initialization, one may run p -AMP with thresholds λ 1 , λ 2 , .... until the algorithm converges. λ t may depend on not only σ t , but also the entire information about . In that sense, it is conceivable that one may pick the threshold in a way that he/she can beat p -AMP with optimal thresholding policy. 2 ). Note that considering p as a free parameter and changing it at every iteration can be considered as a generalization of the continuation strategy we discussed in the introduction. Hence, σ reflects the best performance any continuation strategy may achieve. Table I summarizes all our contributions and the places they will appear. This section discusses our main results in the noiseless setting σ 2 w = 0. The discussion of the noisy setting is postponed until Section IV. We start with the optimal-λ p -AMP. Since there is no measurement noise, the state of this system may converge to 0, i.e., σ t → 0 as t → ∞. If this happens, we say p -AMP has successfully recovered the sparse solution of y = Ax o . Otherwise, we say p -AMP has failed. Depending on the under-determinacy value δ, we may observe three different situations.
III. OUR CONTRIBUTIONS IN NOISELESS SETTINGS
(i) λ * , p (σ 2 ) has only one stable fixed point at zero. In this case, optimal-λ p -AMP is successful no matter where it is initialized. (ii) λ * , p (σ 2 ) has more than one stable fixed point, but σ 2 = 0 is still a stable fixed point. In this case, the performance of optimal-λ p -AMP depends on its initialization. However, there exist initializations for which p -AMP is successful. (iii) 0 is not a stable fixed point of λ * , p (σ 2 ). In such cases, optimal-λ p -AMP does not recover the right solution under any initialization. These three cases are summarized in Figure 5 . Our goal is to identify the conditions under which each of these cases happens. The following quantities will play a pivotal role in our results:
where E is with respect to Z ∼ N(0, 1). It is straightforward to confirm that M p ( ) ≥ M p ( ). Our next theorem explains the conditions that are required for Case (i) above. The proof of this theorem is summarized in Section VI-E. Note that this theorem is concerned with the minimax framework. In other words, the minimum value of δ for which λ * , p (σ 2 ) has a unique fixed point at zero depends on p X ∈ F . However, in most applications p X is not known and we would like to ensure that the algorithm works for any distribution. Theorem 3 ensures that under certain conditions, λ * , p (σ 2 ) has a unique fixed point for any p X ∈ F . Based on Theorem 3, we can discuss the first phase transition behavior of the optimal-λ p -AMP algorithm. Let p X ∈ F . This phase transition behavior is discussed in the following corollary. that are shown in Figure 6 , we discuss Case (ii) in which λ * , p (σ 2 ) does not have a unique stable fixed point, but zero is still a stable fixed point. To provide a fair comparison between optimally tuned p and 1 -AMP algorithms, we study the performance of optimally tuned 1 -AMP in the following theorem. This result is similar to the results proved in [24] . Since for p = 1 we have already showed M 1 ( ) = M 1 ( ) in the proof of Lemma 2, in the rest of the paper we will use the notation M 1 ( ) instead. Comparison of the best performance of optimal-λ p -AMP for p < 1 (under the best initialization) with optimal-λ 1 -AMP. The phase transition is the same for every p < 1. According to Replica method, the phase transition of optimal-λ p -AMP corresponds to the phase transition curve of the solution of (1).
and only if
where M 1 ( ) defined in (14) with p = 1 can be simplified to:
We present the proof of this proposition in Section VI-I. Based on this result, we define the phase transition of the optimally tuned 1 The proof is a simple implication of Proposition 2 and is similar to the proof of Corollary 1. Hence it is skipped here. We can now compare the performance of optimal-λ p -AMP with optimal-λ 1 -AMP. We first emphasize on the following points:
(i) Optimal-λ 1 -AMP has only one stable fixed point, while in general optimal-λ p -AMP has multiple stable fixed points. (ii) In the noiseless setting, 0 is a fixed point for both optimal-λ 1 -AMP and optimal-λ p -AMP. The stability of this fixed point only depends on sparsity level and does not depend on the specific choice of p X that is picked from F . The range of the values of for which 0 is a stable fixed point of optimal-λ p -AMP is much wider than that of optimal-λ 1 -AMP as shown in Figure 7 . (iii) λ * , p (σ 2 ) may have another stable fixed point in addition to 0 for 0 ≤ p < 1. The value of below which λ * , p (σ 2 ) has only one stable fixed point at zero depends on the distribution p X . Theorem 3 characterizes the condition under which for every p X ∈ F , zero is the unique fixed point. This specifies another phase transition for the p -AMP that we called * p (δ) (note Fig. 8 . Comparison of the phase transition of optimal-λ 1 -AMP and optimal-( p, λ) p -AMP under the minimax framework. The phase transition exhibited for optimal-( p, λ) p -AMP is the value of at which the number of stable fixed points of optimal-( p,λ) p -AMP changes from one to more than one for at least some prior p X ∈ F .
that in this argument we are assuming the equality of *
). These phase transition curves are exhibited in Figure 6 . As is clear from the figure, for small values of p, the corresponding phase transition curve falls much below the phase transition curve of optimally tuned 1 -AMP. For p > 0.9, some improvement can be gained from p -AMP, but the improvement is marginal. As is clear from the comparison of the phase transitions in Figure 6 and Figure 7 , a good initialization can lead to major improvement in the performance of p -AMP for p < 1. According to Folklore Theorem (iii) mentioned in Section I, we expect p-continuation to provide such initialization. Hence, we study the performance of the optimal-( p, λ) p -AMP. Refer to Section II-E for more information on the connection of the optimal adaptation policy and p-continuation that we discussed in the introduction. 
then there exists a distribution p X ∈ F for which λ * , p * has an extra stable fixed point in addition to zero.
The proof of this theorem is very similar to the proof of Theorem 3 and hence is skipped here.
has more than one stable fixed point. The proof of this corollary is straightforward and is skipped. Again our numerical calculations confirm that * * (δ) = sup
Corollary 3 has a simple implication for adaptation policies (and also p-continuation). The performance of optimal-( p, λ) p -AMP is the same as the performance of optimal-λ p -AMP for the best value of p. In this sense, the only help that the optimal adaptation policy provides is to automatically find the best value of p for running optimal-λ p -AMP. 10 Figure 8 compares the phase transition of optimal-( p, λ) p -AMP with that of optimal-λ 1 -AMP. As we expected from Theorem 5, the improvement is minor.
The results we have presented so far regarding the highest fixed point of p -AMP are disappointing. It seems that if we do not initialize the algorithm properly (and in practice in most cases we will not be able to do so), then the performance of the algorithm is at best slightly better than 1 -AMP. However, simulation results presented elsewhere have shown that iterative algorithms that aim to solve LPLS usually outperform LASSO. Such simulation results are not in contradiction with the result we present in this paper. In contrary, they can be explained with the framework we developed in our paper. Let the distribution of X be denoted by X ∼ (1 − ) 0 + G, where 0 denotes a point mass at zero and G denotes the distribution of the nonzero elements. According to Proposition 2, the phase transition curve of the optimal-λ 1 -AMP is independent of G and only depends on . This is not true for the phase transition of p -AMP (the one derived based on the highest fixed point of λ * , p (σ 2 )). In fact, the results in Theorem 3 are obtained under the least favorable distribution which is a certain choice of G that leads to the lowest phase transition of p -AMP possible. For other distributions, optimal-λ p -AMP can provide a higher phase transition. Figure 9 compares the phase transition (based on the highest fixed point) of optimal-λ p -AMP with that of optimal-λ 1 -AMP when G = N(0, 1). As is clear from this figure, such distributions usually favor p -AMP but not the 1 -AMP algorithm. Hence, we see that here p = 0.75 has much higher phase transition than optimal-λ 1 -AMP. 10 Note that in this paper we are only interested in one performance measure of p -AMP algorithms and that is the reconstruction error. Adaptation policy may improve the convergence rate of the algorithm.
It is important to note that for different distributions, different values of p provide the best phase transition. However, if we employ optimal-( p, λ) p -AMP, it will find the optimal value of p automatically. Hence, even though the continuation strategy does not provide much improvement in the minimax setting, it can in fact offer a huge boost in the performance for practical applications.
IV. OUR CONTRIBUTIONS IN NOISY SETTING
A. Roadmap
In this section, we assume that σ 2 w > 0. This implies that the reconstruction error of p -AMP is greater than zero for all p -AMPs. We start with analyzing the performance of optimal-λ p -AMP. This corresponds to the analysis of the fixed points of λ * , p (σ 2 ). Generally λ * , p (σ 2 ) may have more than one stable fixed point. Similar to the last section, we study two of the fixed points of this function: (i) The lowest fixed point that corresponds to the performance of the algorithm under the best initialization, and (ii) the highest fixed point that corresponds to the performance of the algorithm under the worst initializations in Sections IV-B and IV-C respectively. We have empirically observed that under the initialization that we use, i.e., x 0 = 0, the algorithm converges to the highest fixed point.
B. Analysis of the Lowest Fixed Point
In this section we study the lowest fixed point of optimally tuned p -AMP. We use the notation σ for the lowest fixed point of λ * , p (σ 2 ). Our first result is concerned with the performance of the algorithm for small amount of noise.
Theorem 6: If < δ, then there exists σ 2 0 such that for every
The proof is presented in Section VI-J. It is instructive to compare this result with the corresponding result for the optimal-λ 1 -AMP.
Theorem 7: If M 1 ( ) < δ, then the fixed point of optimal-λ
-AMP is unique and satisfies
This result can be derived from the results of [24] . But for the sake of completeness and since we are using a different thresholding policy, we present the proof in Section VI-K. As we mentioned before we will connect the lowest fixed point of p with the global minimizer of LPLS. This means that LASSO will outperform the global minimizer of 0 -regularized least squares for large values of noise. This is in contradiction with the first folklore we mentioned in the introduction. Proposition 3 will prove this observation. Below we justify both the low-noise and high-noise observations. The next two propositions are concerned with low noise phenomenon. According to Theorem 6. We know that 
, and
, where ½ denotes the indicator function. Theorem 8: Suppose P G (|U | > μ) = 1 with μ being a fixed positive number and E G |U | 2 < ∞, then for 0 < p < 1 and < δ,
The proof of this result can be found in Section VI-M. Before we interpret this result, let us discuss the result for p = 0 as well. Note that Theorem 8 does not cover p = 0 case.
whereμ is any constant that is smaller than
δ . The proof of this theorem is presented in Section VI-N. We now discuss how these theorems explain the low-noise phenomenon in Figure 10 . Suppose that we ignore all the logarithmic terms and study the second dominant term in the expressions of σ that we derived in Theorem 8. There are two facts we should emphasize here: (i) The second dominant term is proportional to σ 4−2 p w , and is hence smaller for smaller values of p. (ii) The second dominant term is positive. If we combine these two facts, we conclude that if p 1 < p 2 , for small enough σ w the lowest fixed point of optimally tuned p 1 -AMP outperforms optimally tuned p 2 -AMP, which confirms our observation in Figure 10 . More interestingly, according to Theorem 9 for the case p = 0:
Here, the second dominant term for p = 0 decays exponentially faster than the polynomial rate for p > 0. Hence 0 -AMP will outperform p -AMP for p > 0 in low noise regime, which is again consistent with Figure 10 . Another interesting feature of this theorem is its implications for the values of p that are less than 1, but close to it. Figure 10 shows that their performance is in fact close to that of LASSO. If we look at the first dominant term in Theorem 8, even p = 0.99 may seem to outperform LASSO by a large margin. However, note that the order of second dominant term for p = 0.99 is pretty close to the order of the first dominant term. Hence, any judgement based on the first dominant term in such cases is inaccurate and misleading. This shows the importance of the second dominant term in these cases. So far, we have analyzed the lowest fixed point of λ * , p (σ 2 ) and have seen that p < 1 may lead to major improvements over optimal-λ 1 -AMP, if the noise level is not large. Our next goal is to prove the "high-noise phenomenon", i.e., the fact that for large values of noise, optimally tuned 1 -AMP outperforms optimally tuned p -AMP for p < 1.
Proposition 3: Suppose X ∼ (1− ) 0 + μ where μ is a non-zero constant. For any 0 ≤ p < 1, there exists a threshold σ w such that optimal-λ 1 -AMP outperforms the lowest fixed point of optimal-λ p -AMP for all σ w >σ w .
Proof of this result is presented in Section VI-L. This proposition implies that even if we had access to the best initialization for the optimal-λ p -AMP, we should still use optimal-λ 1 -AMP when the measurement noise is large. Note that even though this theorem is concerned with very large values of the measurement noise, as is clear from Figure 10 , even for not so large noise levels, 1 -AMP outperforms p -AMP. 
C. Analysis of the Highest Fixed Point of Optimally Tuned p -AMP
So far we have analyzed the lowest fixed point of optimally tuned p -AMP. In this section we study its highest fixed point in the presence of noise.
Theorem 10: Let σ h denote the highest fixed point of the
Furthermore, there exists a distribution p X ∈ F and a noise variance σ 2 w for which
This theorem is proved in Section VI-O. We again emphasize that our numerical calculations show that M p ( ) = M p ( ). Also, in the proof of Lemma 2 we have proved that
or in some cases slightly lower. Hence, as far as the highest fixed point of the p -AMP algorithm on the least favorable signals is concerned, optimal-λ p -AMP can offer slight improvements (if any at all) over 1 -AMP.
Again we would like to emphasize that the bound
is achieved for very specific distributions. If the distribution of X is different from those, optimally tuned p -AMP can achieve major improvement over optimal-λ 1 -AMP. An interesting question that is left for future research is which distributions benefit LPLS more. As is clear from our discussion, optimal-λ p -AMP can outperform 1 -AMP for small values of noise and if it reaches its lowest fixed point. Also, since in many cases p -AMP has other fixed points, it requires a good initialization to reach its lowest fixed point. Our next goal is to show whether an optimal adaptation policy can resolve the issue of finding a good initialization. As we showed in the last section in the noiseless setting, it does not offer much improvement. However, when the noise is small, this algorithm outperforms Comparison of σ 2 h in optimal-λ 1 -AMP and optimal-( p, λ) p -AMP. δ and are set to 0.1 and 0.01 respectively. The non-zero elements of x o are iid ±1 with probability 0.5.
optimal-λ 1 -AMP by a large margin. The following theorem confirms this claim.
Theorem 11: Let σ h denote the highest fixed point of the
The proof of this theorem is presented in Section VI-P. Note that there is a major difference between this theorem and Theorem 6. This result is about the highest fixed point, while Theorem 6 evaluates the lowest fixed point. Note that according to this theorem, if the sparsity level of the signal is below the phase transition of optimal-( p, λ) p -AMP, then optimal-( p, λ) p -AMP offers much better noise sensitivity than that of optimal-λ 1 -AMP (for small values of noise). Note that according to Proposition 3, we expect the noise sensitivity of optimal-( p, λ) p -AMP to be the same as the noise sensitivity of optimal-λ 1 -AMP for large values of noise. This phenomenon can be observed in Figure 12 . As is clear in this figure, for small values of the noise, p-continuation leads to substantially better results than the optimal-λ 1 -AMP.
V. RELATION WITH p -NORM MINIMIZATION
Replica method is a non-rigorous method invented in statistical physics to study the behavior of large magnetic and disordered systems. This method has found many applications in science and engineering [34] - [37] . In particular, [15] has used this method to analyze the accuracy ofx(γ , p). Here we briefly explain the results derived in [15] and compare them with the results of our paper. Under the replica symmetry assumptions (summarized in Section IV of [15] ), as N → ∞, (x j (γ , p), x 0, j ) converges in distribution to the random vector (η p (X + σ e f f Z ; γ p ), X) where X ∼ p X and Z ∼ N(0, 1) are independent, and σ e f f satisfies the following fixed point equation:
where γ p can also be calculated in terms of γ and σ e f f , but its particular form is not of interest in this paper. Note that the fixed point of p -AMP satisfies a fixed point equation that is the same as (15) (modulo the threshold parameter). If we pick γ optimally in (15) (to make σ e f f or the mean square error of the reconstructed vector as small as possible), then the two fixed point equations that are derived from p -AMP and the Replica method will be exactly the same. This exact correspondence can transform all the results about lowest fixed points we derived for the optimal-λ p -AMP to new results for the solution of (1). For the sake of brevity, we do not repeat all the results here. We qualitatively explain the implications of two of our results: 1) If δ > , then (1) recovers the exact solution in the noiseless setting for any 0 ≤ p < 1. This can be derived by combining Theorem 4 with the result of the Replica method described above. Here we have assumed that the lowest fixed point of (15) corresponds to the global minimizer of (1). 2) When the noise level, σ 2 w , is high, LASSO outperforms LPLS for every p < 1. This result can be derived by combining the results of Proposition 3 and the Replica method result.
VI. PROOFS OF THE MAIN RESULTS
A. Properties of η p (u, λ)
In the proofs of our main results, we employ several properties of the proximal functions η p (u; λ). This section is devoted to the derivation of these properties. Note that since η 0 (u; λ) and η 1 (u; λ) have very simple forms, 11 in some of the results mentioned below these two cases are omitted.
Our first result is concerned with the scale invariance property of η p (u; λ). This result will be used extensively in the rest of the paper.
Lemma 3: η p (u, λ) has the following scale invariance properties for 0 p 1:
Proof: First, we prove that η p (−u; λ) = −η p (u; λ). According to the definition of η p , we have
To prove the second part of this lemma, note that it is trivially true when α = 0. For any α > 0, we have
The next lemma is an auxiliary result that will be used later to derive the main properties of η p (u; λ). 
it must satisfy
which can be written as
It is straightforward to check the following facts about g(ζ ):
is a decreasing function below ζ * and an increasing function above ζ * .
According to these properties, three different cases happen for g(ζ ) = u:
, then g(ζ ) = u has two solutions; one below ζ * and one above ζ * . Among these two solutions the value of x that minimizes ξ p (x, u) is x ≥ ζ * . This completes the proof of the first part of the lemma. We now prove that for every u < g(ζ * ), η p (u; λ) = 0. This is due to the fact that the derivative of ξ p (x, u) with respect to x will be always positive for every x > 0. Hence the minimum must happen at zero. Figure 13 for different values of p.
Proof: We only consider the case 0 < p < 1 and u ≥ 0. The proof is straightforward for p = 0 and p = 1, due to the explicit form of η p in these two cases. Consider the notations ξ p (x, u) and g(ζ ) introduced in the proof of Lemma 4. Note that according to the proof of Lemma 4, if η p (u; λ) > 0, then g(η p (u; λ)) = u. As the first step, we would like to prove that if η p (u 0 ; λ) > 0 for u 0 , then η p (u; λ) will be greater than zero for any u > u 0 . Since u > 0, it is straightforward to see that η p (u; λ) ≥ 0. Hence, η p (u; λ) is either equal to zero or it is the solution of g(ζ ) = u where ζ > ζ * (ζ * is defined in Lemma 4). Letζ > ζ * denote the solution of g(ζ ) = u. Our goal is to show that
By taking the derivative of this function with respect toζ , it is straightforward to see that
is an increasing function ofζ forζ > ζ * . If we prove thatζ is an increasing function of u, then we can conclude that
is an increasing function of u. Note that g(ζ ) = u. By taking the derivative of both sides with respect to u, we obtain
Again, since g (ζ ) > 0 forζ > ζ * , we conclude thatζ is an increasing function of u. Hence we conclude that
is an increasing function of u, we have for every 
We have
where the second equality is due to Lemma 3 part (ii 
where the equation c p λ 
According to the explicit form of c p in Lemma 5, we can
2− p . So far we have studied some of the main properties of η p (u; λ). In this paper, we will also work with the derivatives of η p (u; λ). Note that the derivative of this function with respect to u exists for every u except at u = c p λ 1 2− p . Furthermore, its derivative with respect to λ exists everywhere except for λ = (u/c p ) 2− p . For notational simplicity, we use the following notations for the partial derivatives:
Whenever we use these notations, we refer to the derivative of the function for the values of u and λ at which |η p (u; λ)| > 0.
and ∂ 2 1 η p (u; λ) are even and odd functions respectively.
In this proof, we only consider the case
Since η p (u; λ) > 0, we have η p (u; λ) < u. Taking the derivative with respect to u from both sides of the equation above, we obtain
Therefore, the derivative of η p (u; λ) is
Furthermore, based on Lemma 6, we have
Note the inequality above holds for every possible u and λ such that η p (u; λ) > 0, which hence shows (ii). We now prove the third part of the lemma. By taking another derivative from (17) with respect to u, we obtain
Again by employing Lemma 6, we can conclude that the second derivative is negative. We may also claim that
The next lemma is concerned with the properties of η p (u; λ) as a function of λ.
Lemma 8: If η p (u; λ) > 0 and 0 < p < 1, we have
Proof: We prove the result for the case of η p (u; λ) > 0. The other case can be proved in exactly the same way. Note that since η p (u; λ) > 0, it satisfies
By taking the derivative of (18) with respect to u we obtain
By taking the derivative of (18) with respect to λ we obtain
The final result can be obtained by combining (19) and (20 
Therefore, we have η 1 (u; λ 1 ) < η p (u; λ p ) when u >λ and 0 < p < 1. It is straightforward to check that the result also holds for p = 0, i.e., η 1 (u; λ 1 ) < η 0 (u; λ 0 ).
Since η 1 (u, λ 1 ) admits an explicit form, it is straightforward to verify the result. For 0 < p < 1, it is a direction result of Lemma 7 part (i).
Another type of result that we will use in this paper is about the behavior of η p (u; λ) and its derivative for large values of u. The rest of this section is devoted to such results.
Lemma 9: Let λ > 0 and 0 < p < 1 be two fixed numbers. Then for large value of u, we have
. Proof: For simplicity, we only consider the case u > 0. First note that Corollary 4 shows
Moreove, we know for large enough u, η p (u; λ) satisfies
Define
If we plug (22) in (21) 
The last equality is due to the fact that lim u→∞
Lemma 10: Let 0 < p < 1 and λ > 0 be two fixed numbers. For large values of u we have
We only consider u > 0 for simplicity. Taking the derivative of (21) with respect to u leads to
Hence we have
To obtain the last equality, we have employed the following equalities that are proved in the last lemma:
B. Smoothness of State Evolution Function λ, p (σ 2 )
In the paper there are many instances at which we require the derivatives of λ * , p (σ 2 ) or λ * , p * (σ 2 ). In this section, we prove all the smoothness properties that are require throughout the paper. For simplicity we define the following notations:
Note that
Lemma 11: If σ 0 > 0 and λ 0 > 0, then
exists at σ 0 and λ 0 and is equal to
Proof: Let F denote the CDF of X. Then (note that all integrals in the next equation are from −∞ to ∞),
Hence our first goal is to show that
is differentiable and that the derivative may move inside the integral. For the moment we assume that σ > σ 0 and we calculate (both integrals are from −∞ to ∞)
From mean value theorem we conclude that
It is straightforward to confirm that
Hence, the condition of dominated convergence theorem holds and we can switch the integrals and the derivative to obtain (all the integrals are from −∞ to ∞ in the following equation)
Lemma 12:
is a continuous function of (λ, σ ) for any λ > 0 and σ > 0.
Proof:
We first show that J (x, σ, λ) is continuous for any λ > 0, σ > 0, given any fixed x. We start by rewriting J (x, σ, λ):
.
RegardingJ (x, σ, λ) we have (the limits of all the integrals below are from −∞ to ∞)
We have used Lemma 3 (ii) to derive (a). 
· z dz is continuous for λ > 0, σ > 0. Therefore, we can conclude the first term on the right hand side of (24) is continuous. Similar arguments work for the second and third terms. Showing the continuity ofJ (x, σ, λ) is also similar and is skipped. Now consider any given σ 0 > 0, λ 0 > 0. It is straightforward to verify the existance of c 1 , c 2 > 0 such that
Hence we can apply dominated convergence theorem to obtain
Lemma 13:
is a continuous function of (λ, σ ) for any λ > 0 and σ > 0. The proof is similar to the proof of Lemma 12 and is hence skipped here.
Lemma 14: For a given σ 0 > 0, suppose the optimal thresholding value λ * (σ 0 ) satisfies the condition:
for any c > 0. Then λ * (σ ) is continuous at σ = σ 0 . Proof: According to Lemma 11 we have
Note that the upper bound above does not depend on λ. This implies that for any given σ 0 > 0, there exists a neighborhood B r (σ 0 ) such that the following holds for any σ ∈ B r (σ 0 ):
where K (σ 0 ) is a constant depending on σ 0 . We then have
On the other hand,
Similarly we can get
Now for any given ε > 0, by the condition we impose, there exists a constant d > 0 such that
This combined with Equations (27) and (28) 
for σ ∈ B r (σ 0 ) with sufficiently small r . It implies that
This finishes the proof of the continuity. 12 This assumption turns out to be very mild. Based on our simulations, H p (σ, λ), as a function of λ, has quasi-convex shapes.
Proof: Consider a given σ 0 > 0. Then
We first assume σ > σ 0 . Note that
Hence we have lim sup
On the other hand, we have
whereσ is between σ and σ 0 . Since we have showed from Lemma 12 and 14 that λ * (σ ) and
are both continuous, we can conclude from the above inequality that lim inf
Inequalities (29) and (30) together show that
Similarly, we can prove the same equality when σ → σ − 0 . Thus we can obtain that
and λ * (σ ) are both continuous, we know
is continuous as well.
Theorem 13: Denote θ = (λ, p). Suppose for any σ
is differentiable with respect to σ over (0, ∞) with continuous derivative and
Proof: First note that we can prove θ * (σ ) is continuous over (0, ∞). It follows the same route as the proof of Lemma 14. The key observation is that the upper bound on
we showed in (26) does not depend on either p or λ. For the sake of brevity we skip the complete proof.
The rest of the proof is also very similar to the proof of Theorem 12. Note that the key ingredient in the proof of Theorem 12 is the continuity
with respect to (σ, λ). In order to extend that proof to Theorem 13, we should show that
is continuous with respect to (σ, λ, p). Recall from (23) that
We can use the same arguments as presented for proving Lemma 11 to calculate
Hence, it is straightforward to verify that
Note that the upper bound above is independent of both p and λ. Thus according to mean value theorem,
is Lipschitz continuous (with a Lipschitz constant that does not depend on λ and p) over ( p, λ) with respect to σ > 0.
If we can further show E[(η
] is continuous with respect to ( p, λ) for any given σ > 0, we are done. For that purpose, we do the analysis in two steps:
is continuous with respect to p, for any given λ > 0.
continuous with respect to λ uniformly over p.
Regarding the first step, note that asp → p,
, we can apply DCT to conclude it. For the second step, recall the definition in the proof of Lemma 12: 
Since sup 0≤ p≤1 |η p (z; 1)| ≤ |z| and
for a given small neighbor B r (λ 0 ), we can easily find an upper bound L(x, z), such that
holds for all λ ∈ B r (λ 0 ) and 
C. Proof of Theorem 1
According to (7), we havẽ
where (·) denotes the derivative with respect to the first argument of the function. Letλ p denote the threshold specified in Lemma 5. According to (5) , the derivative of S p (u; λ) is the same as the derivative of η p (u; λ) for every |u| >λ p . Moreover, from Lemma 7 part (ii) we already know that sup u |η p (u; λ)| < ∞. Hence, our first conclusion is the following:
Next we claim that the derivative ofD p,h (u; λ) with respect to u is bounded as well. To prove this claim, first note that
Therefore, it is straightforward to use the dominated convergence theorem to show that
Hence,
Combining (31) and (33) 
where σ t,h satisfies the following equation:
It is straightforward to employ (34) and conclude that
The last step is to prove that
with σ t satisfying
We use an induction on t to prove (35) .
(i) Base of the induction: First note that σ 0 = σ 0,h . Hence, we have to prove that
According to Lemma 7, we have
, where c p is the constant we defined in Lemma 5. We have
then by the dominated convergence theorem we can conclude (36) . To show (37), first notice
Therefore, it is straightforward to confirm,
Similarly, we can show
Combining the two equalities above with (32) proves that lim h→0+D p,h (u; λ) = D p (u; λ), which in turn shows lim h→0+η p,h (u; λ) = η p (u; λ). This completes the proof. (ii) Inductive step: Now we assume that (35) is true for iteration t and our goal is to show it for iteration t + 1. First note that
According to the assumption of induction:
Since S p (u; λ) is a continuous function of u, we have 
D. Proof of Proposition 1
We have already proved in Theorem 12 that λ * , p (σ 2 ) is a continuous function of σ 2 (we have in fact proved that it is differentiable). We consider the noiseless setting σ 2 w = 0. The proof for the noisy setting is essentially the same. First note that for the case σ = 0, we have 0, p (0) = 0. Hence, λ * , p (0) = 0. Therefore σ 2 = 0 is a fixed point of λ * , p . If it is a stable fixed point, it will establish the lemma. We assume that it is an unstable fixed point. Then there exists a value of σ , called σ u for which
Furthermore, we will show that for
Since λ * , p (σ 2 ) is continuous, we can combine (38) and (39) and conclude the existence of the stable fixed point in the range
Hence, the only step that is left to prove is (39) . Note that from Lemma 7 we have |η p (X +σ Z ; λ)− X| ≤ |X + σ Z | + |X| ≤ 2|X| + σ |Z |. Since E(2|X| + σ |Z |) 2 is bounded, we can employ the dominated convergence theorem to get
Hence, there exists a value of
which implies (39) and completes the proof.
E. Proof of Theorem 3
Let X ∼ (1 − ) 0 + G, where G is an arbitrary distribution that does not have any mass at zero. Also, let U denote a random variable with distribution G and E U be the expectation with respect to U . Define
where Equality (a) is due to Lemma 3. It is straightforward to employ (40) and derive
Hence, if M p ( ) < δ, then the inequality above implies that λ * , p (σ 2 ) < σ 2 for any σ > 0, meaning λ * , p (σ 2 ) does not have any fixed point except at zero and that fixed point is stable. Now we prove the second part of the theorem. Suppose that
We would like to show that there exist certain distributions in F for which λ * , p (σ 2 ) has a non-zero stable fixed point. Suppose that X has the distribution (1 − ) 0 + 1 , where a denotes a point mass at a. Then
can be written as
For notational simplicity, let us assume that sup
is achieved at μ * and define σ 0 1/μ * . 13 We then have
This, combined with (40) , implies that
Also, according to (39) we know that if
Hence, by the continuity of λ * , p (σ 2 ) (proved in Theorem 12) we conclude that λ * , p (σ 2 ) has a stable fixed point at some σ 2 > σ 2 0 . Therefore, for the distribution
has at least one non-zero stable fixed point.
F. Proof of Corollary 1
Define¯ * p (δ) inf{ : M p ( ) ≥ δ}.
First note that it is straightforward to show that
Combining this with Theorem 3 establishes the first part of our result. For the second part of the corollary, define *
According to Theorem 3, there exists a distribution for which the recovery of optimally tuned p -AMP is not successful.
G. Proof of Lemma 2
For any given τ > 0, we have 2 is an increasing function of μ over [0, ∞). This implies that
The last equality is obtained by dominated convergence theorem (the details can be found in the proof of Theorem 4).
On the other hand, we know
where (a) is a direct implication from the proof of Lemma 21 (by setting X = (1 − ) 0 + 1 ). Thus, we have showed
is a strictly convex function of τ and has a unique global minima, denoted by τ * > 0. Note that the subgradient of
H. Proof of Theorem 4 1) Main Part: For any σ > 0 and any thresholding policy
In the rest of the proof, we write η p (X + σ Z ; λ (σ)) as η p X + σ Z ; τ (σ)σ 2− p . This will enable us to employ the scale invariance properties of the proximal function, proved in Lemma 3, more efficiently. Since it is easier to work with τ (σ ), we use the notation
Clearly, we have
Note that σ 2 = 0 is actually a fixed point of ψ τ * , p (σ 2 ). Furthermore, it is straightforward to see that 0 is a stable fixed point if and only if
Consider a specific thresholding policy λ(σ ) = βσ 2− p , where β ≥ 0 is a fixed number and definē
We then have
where the last inequality is due to the fact that λ * (or τ * ) is the optimal thresholding policy and hence ψ τ * , p ≤ψ β, p for every β ≥ 0 and σ 2 . Since (41) holds for every β ≥ 0 we have
Let X ∼ (1 − ) 0 + G, where G is an arbitrary distribution that does not have any point mass at zero. Also, let U denote a random variable with distribution G. Then we know
where the second equality is due to Lemma 3. Hence we have
Our next goal is to show that we can interchange the limit and expectation above. Define υ p (u; β) η p (u; β)−u. So we can write
From Corollary 4 and 5, we know |υ p (u; β)| ≤ c p β
We can then employ the dominated convergence theorem to conclude that
where the second equalities in the two lines above is a straightforward result of Lemma 9. Combining (42), (43), (43), and (44) implies that
So far we have proved an upper bound for the derivative of ψ τ * , p (σ 2 ) at σ = 0. Our next step is to show that
Note that the following holds,
where μ is an arbitrary positive number that satisfies P(|U | ≥ μ) > 0. Our next step is to prove that
Since this requires more work, we postpone its proof until Section VI-H.2, and we discuss how (46) and (47) finish the proof of Theorem 4. By combining (46) and (47) we obtain
Combining (45) and (48) proves that
As we discussed before, 0 is a stable fixed point if and only if
The only step that is still unresolved in the proof of Theorem 4 is (47). Since the proof is different for 0 < p < 1 and p = 0, we prove them in two different sections below, i.e., Section VI-H.2 and VI-H.3 respectively.
2) Auxiliary Result for 0 < p < 1: As we discussed before our goal in this section is to prove Equation (47) for every 0 < p < 1. Below we prove a stronger result, since this stronger version will be used in other proofs throughout the paper. Define
where Z ∼ N(0, 1) and U ∼ G are independent. Denote the optimal τ that minimizes (U ∈ B) ).
where the convergence rate of τ * (σ ) can be characterized by
Before we prove this result note that as σ → 0, R p (τ * (σ ), σ ) → , and this implies (47) we required to prove Theorem 4. In this proposition we go one step further, and characterize the second dominant term as well (in terms of σ ), since it will be used in the proofs of other results later in our paper.
We prove Proposition 4 in three steps. We first show τ * (σ ) goes off to infinity, but not very fast, as σ → 0. This will be done in Lemma 15. Then, we characterize the exact rate of τ * (σ ) in terms of σ → 0. This will be performed in Lemma 16. Finally we use this result to prove Proposition 4.
Lemma 15: Suppose
Hence, we have lim inf
This is a contradiction. Similarly, if τ * (σ ) ∞, there exists a sequence σ k → 0 and a finite constant α ≥ 0 such that τ * (σ k ) → α. By similar arguments as in the previous proof (see (45) for example), we can apply dominated convergence theorem to obtain,
On the other hand, since τ * (σ k ) is the optimal thresholding value, we know
which contradicts (49).
Lemma 16: Suppose P G (|U | > μ) = 1 with μ being a fixed positive number and E G |U | 2 < ∞, then for every 0 < p < 1,
Proof: We recall some properties of the proximal operator η p (u; λ) that will be used multiple times in the proof. For further information, see the proofs of Lemmas 7 and 8.
(a)
From the proof of Lemma 15, it is straightforward to see that τ * (σ ) is non-zero and finite. Since τ * (σ ) is the optimal thresholding value and
is differentiable (according to Lemma 13), we conclude that τ * (σ ) satisfies
= 0. For notational simplicity, below we use τ and τ * interchangeably. Now we analyze the partial derivative of the four terms in (50) separately. For the first term,
where we have used property (a). We now compare the order of the two terms on the right hand side of the above equality. According to Lemma 6,  
To obtain Equality (i) we used integration by parts. To obtain Inequality (ii), we have used
Now we discuss the order of the first term in (51). Since according to Lemma 3,  
For the last term R 4 , we can do the following calculations:
where the last inequality is based on |U |/σ ≥ μ/σ c p τ 1 2− p from Lemma 15. Again using |μ|/σ c p τ
Therefore, we have
We now discuss the calculation of
We have used properties (a) and (c) in the derivations. We then analyze the above three terms separately. For S 3 , integration by parts combined with property (b) gives
Choosing a positive constant 0 < v < μ, note that
It is straightforward to check that when u > c p τ 
as σ → 0 from Lemma 15, we can easily see
We can then use dominated convergence theorem to conclude
Moreover, we can use similar arguments to obtain
where the last inequality uses the fact that
Combining (54), (55) and (56) we have
Since T 3 and S 2 admit similar integral forms as T 2 's, we can follow similar calculation steps to derive,
Furthermore, by applying Lemma 15, it is not hard to see
Combing the results about T 1 , T 2 and T 3 , we have
Putting (57), (59) and (60) together, we obtain the order of
From Equation (50), we observe that R 3 is only different from R 2 by a sign of u, hence we can follow the same derivation strategy as the one presented for analyzing ∂ R 2 /∂τ . We only highlight the differences for calculating T 2 /σ 2− p (we are using the same notations): (1) . Therefore, we can conclude lim σ →0 T 2 σ 2− p = 0. Similar arguments hold for other integral calculations. We finally obtain
Collecting the results from (50), (52), (53), (61), and (62), we achieve
After a simplification, we reach the conclusion
Lemma 17: Suppose P G (|U | > μ) = 1 with μ being a fixed positive number and E G |U | 2 < ∞, then for 0 < p < 1,
We will use the same notation that was introduced in (50), and we analyze R 1 , R 2 , R 3 and R 4 separately. Regarding R 2 , we have
By property (c) listed in the proof of Lemma 16, we have
Using the same arguments (see the analysis of T 2 ) as in the proof of Lemma 16 , it is straightforward to show that
Regarding Q 2 , using integration by parts and property (b) given at the beginning of the proof of Lemma 16, we obtain
We can directly see the first term on the right hand side of the above equation is bounded by O(τ 1 2− p φ(μ/(2σ ))). By using the same technique applied for analyzing T 2 , we then know the second term is of order τ σ 2− p . Hence, we have
We now analyze Q 3 . A simple integration by parts yields,
Using the fact that
It is then straightforward to confirm that
Combing the results of Q 1 , Q 2 and Q 3 , we obtain
Because of the minor difference between R 2 and R 3 (the sign of u, see more explanations in the proof of Lemma 16), it is not hard to get
Regarding R 4 , we first derive an upper bound in the following way:
Since σ 2− p τ → 0, as σ → 0, we have
We finally analyze R 1 . A simple integration by parts proves
Since |η p (z; τ )| ≤ |z|, for the second integral in (66) we have
where (1) is due to Lemma 6. Hence the dominant term in (66) is the first term. More specifically, we have
Putting the results from (63), (64), (65), (67), and Lemma 16, we can conclude
3) Auxiliary Result for p = 0: In this previous section we characterized the risk of R p (τ * (σ ), σ ) for every 0 < p < 1. The bounds we derived and the analysis we provided are not correct for p = 0. In this section we derive the corresponding expansion for p = 0. Similar to the previous section consider two random variable X ∼ (1 − ) 0 + G and U ∼ G, and define (U ∈ B) ).
Proposition 5: Suppose E|U | 2 < ∞ and P(|U | > μ) = 1, where μ = sup v {v :
whereμ is any constant that smaller than μ 2 . The roadmap of the proof is similar to that of Proposition 4. We characterize the convergence rate of τ * (σ ) and derive the asymptotic formula for R 0 (τ * (σ ), σ ) in Lemma 18 and Lemma 19, respectively. Proposition 5 then follows directly by combing the results of these two lemmas. For the sake of brevity, we will skip some calculation details.
Lemma 18: Suppose E|U | 2 < ∞ and P(|U | > μ) = 1,
where c 0 is the constant c p with p = 0, introduced in Lemma 5. Proof: By using the same arguments presented in the proof of Lemma 15, we can obtain τ * (σ ) → ∞, as σ → 0. Now we consider an arbitrary convergent sequence σ k → 0, as k → ∞, and show
For notational simplicity, below we use exchangeably τ and τ * . Suppose α > μ/c 0 , then by Fatou's lemma, we have
On the other hand,
This is a contradiction. Hence we get α ≤ μ/c 0 . Next we aim to show
Moreover, it is straightforward to show that τ * (σ k ), the optimal thresholding value, is finite and non-zero, and hence we have
where we know 14
14 The condition E|U | 2 < ∞ enables us to apply dominated convergence theorem to exchange the differentiation and expectation in the calculation of the partial derivatives.
A few more algebra calculations yields,
where the notation ∼ indicates that they have the same orders in terms of σ k → 0. Hence, dividing both sides of Equation (69) by √ τφ(c 0 √ τ ) and letting k → ∞ shows
We have used Fatou's lemma to obtain the last limit. Obviously the inequality above contradicts (70). Thus we obtain an upper bound μ/(2c 0 ) for α. Finally we would like to derive α ≥ μ/(2c 0 ). First note that since α ≤ μ/(2c 0 ), it is not hard to confirm that when k is large,
Based on the inequality above, we can further obtain
However, this fact combined with (71) implies that if we divide Equation (69) by √ τφ(c 0 √ τ ) and letting k → ∞, we would get ( − 1)c 3 0 = 0, which is a contradiction. Therefore, we have showed that for an arbitrary convergent sequence σ k → 0, we have
This completes the proof.
Lemma 19: Suppose E|U | 2 < ∞ and P(|U | > μ) = 1, where μ = sup v {v :
So far, we have proved if lim σ 2 →0
exists, it must be a finite non-zero number. Now we consider any convergent sequence σ n → 0 such that lim n→∞
Then all the arguments presented before work for the sequence. Hence 0 < α < ∞. Similar to (74), we can obtain
for any β ≥ 0. It is straightforward to confirm that (1+β 2 
, as a function of β, is strictly convex and has a unique minimizer over [0, ∞). Denote that global optima by β * . If we choose β = β * in (77), we can immediately conclude α = β * . Since we have been discussing an arbitrary convergent sequence, it implies that lim σ 2 →0 λ * (σ ) σ = β * . This completes the proof.
With this background information, we can now prove Proposition 2.
Proof: For simplicity, we only consider the noiseless setting in the proof. The uniqueness of the fixed point in the noisy case follows similar arguments. We start proving the uniqueness by contradiction. Suppose that λ * ,1 has two fixed points 0 < σ 2 1 < σ 2 2 . Define β * = 
Note that the last two equalities above can be obtained from the arguments in the proof of Lemma 21. If 0 is a stable fixed point, then
is the same as the derivative ofψ β * ,1 (σ 2 ) at zero. However, sincē ψ β * ,1 (σ 2 ) is concave and its derivative at zero is less than 1, it will not have any other fixed point andψ β * ,1 (σ 2 ) < σ 2 for every σ 2 > 0. Hence if λ * ,1 (σ 2 ) has another fixed point at σ 2 0 > 0, we conclude that
which is in contradiction with the optimality of λ * . It is now straightforward to characterize the phase transition of the optimal-λ 1 -AMP. Note that according to our discussion, σ 2 = 0 is the unique fixed point if and only if
Combining (78) and (79) finishes the proof.
J. Proof of Theorem 6
Letσ 2 denote the smallest value of σ at which
is equal to one. If it does not exist, we setσ = ∞. According to Theorem 4, the derivative of λ * , p (σ 2 ) at σ 2 = 0 equals to δ . Since < δ, we conclude that
Note that σ 2 0 > 0, since λ * , p (0) = 0 and the derivative of λ * , p (σ 2 ) is less than one for every σ 2 <σ 2 . Our next step is to show that for every σ 2 w < σ 2 0 , the equation
w . Note that (0) < 0 and (σ 2 ) > 0. Furthermore, it is straightforward to see that the derivative of (σ 2 ) is positive and hence it is an increasing function. Thus σ 2 − λ * , p (σ 2 ) − σ 2 w = 0 has exactly one solution in the range [0,σ 2 ]. This is the lowest fixed point of σ 2 = σ 2 w + λ * , p (σ 2 ). By employing the implicit function theorem, we conclude that
Therefore, σ 2 , as a function of σ 2 w , is differentiable and has finite derivative for any σ 2 w < σ 2 0 . According to Theorem 4, < δ and σ 2 w = 0 leads to σ 2 = 0. Hence, the continuity of σ 2 implies that
point equation:
(1 − )Eη The proof of the second part of the theorem consider the following definitions: up with a good estimate of p X is very challenging, if not impossible, in many applications. The question we would like to answer in this section is whether we can provide an accurate estimate of λ * (σ ) without any knowledge of p X in practice. Similar questions can be asked regarding the optimal choice of p, introduced in Section II-D, or even the optimal choice of h introduced in (8) . We answer these questions in this section. Our approach is motivated by Stein Unbiased Risk Estimate (SURE), that we briefly summarize here. Let x o ∈ R N and suppose that we observex = x o + ρ with ρ ∼ N(0, σ 2 I ). To estimate x o we employ a denoiser D : R N → R N . Can we estimate the risk of this denoiser, i.e.,
If the answer is affirmative, then the risk estimate can be employed for tuning the free parameters of the denoiser or in comparing different denoisers. Note that the main challenge for estimating the risk, r D , is that x o is not known. The following theorem due to Stein provides a simple way to find an unbiased estimate of r D .
Lemma 25 [41] According to Lemma 25, we have r D = E(r D ). Hence,r D provides an unbiased estimate of r D . SURE has been used elsewhere for model selection [42] . Our next goal is to employ the idea of SURE for the p -AMP algorithm.
B. p -AMP and SURE
Can SURE be employed to estimate λ * (σ ) or p * (σ ) for the optimal p -AMP? As we discussed in Section VII-A, SURE can be used for denoising problems in which the noise is Gaussian. Also as we discussed in Section I-B, if we define v t A T z t + x t − x o , then we can write x t + A T z t = x o + v t , where v t resembles iid Gaussian random vector in the asymptotic settings. Hence, at the intuitive level, we should be able to use SURE to estimate the optimal parameters of p -AMP. This intuition is in fact valid and we formalize it below. We only consider the estimation of λ * (σ ). But, the approach can be extended to the tuning of the other parameters as well.
Consider the iterations of p -AMP with the optimal thresholding policy, λ * (σ ). If the algorithm starts at σ t = σ 0 , then the first threshold is λ * (σ 0 ). Note that λ * (σ 0 ) is the value of λ that minimizes lim N→∞ The proof of this result can be found in the Appendix. According to the above theorem the empirical risk provides an accurate estimate of E(η p,h (X + σ t Z ; λ) − X) 2 Note that the empirical risk can be even employed for finding the optimal value of the parameter h. However, to reduce the computational complexity, we set h automatically. This approach will be explained in the next section.
C. Simulation Result
In this section, we would like to compare our asymptotic results with the simulations that are performed at finite values of N. As we will present later, it turns out that our asymptotic results provide accurate predictions of the performance of the algorithm even for not too large sample sizes, such as N = 5000. Furthermore, we present the result of the tuning approach we proposed for the p -AMP algorithm and we show that the tuning approach we proposed based on SURE is in fact accurate even in medium problem sizes.
1) State Evolution Versus p -AMP:
In this section, the predictions given by the state evolution are compared with the performance of Monte Carlo simulations. For Monte Carlo simulations, the dimension of the sparse vector x 0 is set to N = 5000 which is relatively large. The measurement matrix A is iid Gaussian distributed and the number of measurements is set to n = 1000, i.e., δ = 0.2. There are 40 nonzero elements in x 0 . We run p -AMP for T = 30 iterations. We set the thresholding policy to λ(σ ) = τ σ p where τ is a fixed number. The value of τ may differ in different simulations and will be mentioned below each figure. The empirical MSE reported in the figures is the average of 100 Monte Carlo simulations. Finally h is set to h = σ t /N 1/3 at iteration t. We have not optimized over the parameter h. We have empirically noticed that p -AMP with this choice of h has a good performance. Accurate analysis of the effect of h on the performance of p -AMP is left for a future research. Figures 14 and 15 compare the result of Monte Carlo simulation with the SE when the nonzero elements of the sparse vector are ±1 equiprobable and Gaussian respectively. The bars show 95% confidence intervals. As can be seen from the figures, the empirical results are reasonably close to the theoretical result that we obtained from the state evolution.
2) Optimal Tuning of λ: Our goal in this section is to show the accuracy of the parameter selection technique we proposed in Section VII-B for finite sample sizes. As we discussed in Section VII-B, for the optimal tuning of λ t we can employ the following estimate: 
