[1] A Rayleigh fractionation model is developed to investigate postdepositional modification of stable isotopes of water in the near-surface snow of East Antarctica. The processes of forced ventilation, pore-space diffusion, and intra-ice-grain diffusion are parameterized through characteristic time constants. Routine meteorological observations, their derived products, and general glaciological conditions from the South Pole are used to simulate the d 18 O enrichment of 3-7%. Enrichment of the heavy isotope occurs predominantly in buried winter snow layers during summer. However, in many simulations, there is a slight depletion of d
Introduction
[2] Stable isotopes of water in polar snow and ice have long been regarded as proxies for local or regional temperature. This association was originally based on the relationship between mean annual temperature and the abundance of heavy isotopes of water found in water vapor and precipitation as functions of latitude [Dansgaard, 1964] . An important application of this relationship has been to reconstruct the temperatures of paleoclimates based on the stable-isotope content of the snow and ice found in polar regions [e.g., Lorius et al., 1979; Grootes et al., 1994; Petit et al., 1999; Johnsen et al., 2001; EPICA Members, 2004, and references therein] . Some recent efforts have focused on reconstructing the recent past by drilling many short cores over a large region [e.g., Mayewski et al., 2005] .
[3] While the results of these studies and their supporting atmospheric and glaciological investigations confirm the general conclusion that stable isotopes of water are related to local surface temperature, it is understood that the 18 O content of polar snow is also affected by other variables [e.g., Jouzel et al., 1997 Jouzel et al., , 2003 . Numerous studies in the past several decades have sought to refine our understanding of 18 O in polar snow and ice in the hope of improving our understanding of paleoclimates and climates of the recent past [e.g., Jouzel et al., 1983; Whillans and Grootes, 1985; Cuffey and Steig, 1998; Johnsen et al., 2000; Helsen et al., 2005 Helsen et al., , 2006 Helsen et al., , 2007 . The discrepancy between the established spatially-based 18 O-temperature ( 18 O-T) relationship [Dansgaard, 1964] and the newer temporally-based
[5] Several factors affecting stable isotope concentrations are known; they can be separated into processes occurring before and after deposition. Before deposition, the d 18 O of the water vapor and eventual condensate depend on the temperature and d
18 O of the evaporative source, the humidity above the evaporative source, the air-parcel trajectory and desiccation history [Jouzel and Merlivat, 1984; Jouzel et al., 2003; Helsen et al., 2005 Helsen et al., , 2006 Helsen et al., , 2007 , mixed-phase temperature thresholds, the relative abundance of liquid and ice [Ciais and Jouzel, 1994] , and the final condensation temperature of the air parcel [Jouzel et al., 1983] . Seasonality of precipitation can also cause biases in annual records [Cuffey and Steig, 1998; Krinner and Werner, 2003] .
[6] Even if all the above factors are perfectly known, there are still several processes that may influence the isotopic content of snow after it has reached the surface and been advected downward by further accumulation. Mechanical processes such as mixing during blowing snow events, and seasonal scouring or spatial redistribution of snow can alter seasonal and annual records [Fisher et al., 1983] . Diffusive transport of stable isotopes in the firn before close-off [Johnsen, 1977; Whillans and Grootes, 1985; Cuffey and Steig, 1998; Johnsen et al., 2000] and after pore close-off also affects the seasonal and interannual d 18 O.
[7] Given adequate accumulation rates, back-diffusion models can be used to reconstruct seasonal cycles of d
18
O. Such reconstructions typically ignore the effect of surface conditions on recent snowfall and instead focus on the effects of vapor diffusion through pore spaces below approximately 1 -2 m from the surface, away from the active influence of the atmosphere [e.g., Cuffey and Steig, 1998 ]. The effects of boundary-layer atmospheric water vapor on the isotopic content of near-surface snow are thought to fall off rapidly with depth [Waddington et al., 2002] ; it is therefore a good assumption that interstitial vapor diffusion is the dominant postdepositional process below the top meter or two of the snow surface. However, this does not mean that processes occurring just after deposition are not significant to the final isotopic content of snow. Redistribution of snow by wind is thought to explain a large fraction of the variance in the water stable isotope record at Vostok [Ekaykin et al., 2002] . Epstein et al. [1965] proposed that depth-hoar formation may result in isotopic enrichment of snow layers at the South Pole. Neumann et al. [2005] suggested that wind pumping, pore-space diffusion, and intra-ice-grain diffusion may have a significant effect on isotopic composition of snow at Taylor Mouth (above the McMurdo Dry Valleys, Antarctica).
[8] In this work, we further explore postdepositional modification of cold (i.e., non-melting) Antarctic snow.
Our goal is to understand the effects of weather and climate variability on the isotopic composition of near-surface snow. To achieve this end, we have developed a simple Rayleigh-fractionation model of postdepositional processes in cold snow based on time constants for diffusion of atmospheric water vapor, wind pumping, and solid-ice diffusion from Waddington et al. [2002] . To make the results as realistic as possible, we drive the model with meteorological data, and derived products, from the South Pole Station. With controlled model experiments in a range of different scenarios, we show that postdepositional modification of the near-surface snow may be significant under certain conditions, and that such modification affects the d 18 O record stored in ice cores. We also explore the implications of our results for reconstructions of polar paleoclimatic temperatures.
Methods
[9] We simulate the change of water stable isotopes in near-surface snow using a Rayleigh fractionation model based on characteristic time constants developed by Waddington et al. [2002] . Rayleigh fractionation is an equilibrium process requiring the immediate removal of condensate after formation [Dansgaard, 1964] . Our model, depicted in Figure 1 , includes ventilation, pore-space diffusion, and intra-ice-grain diffusion. The model advects or diffuses water vapor from the atmosphere to depth in the snow. After the water vapor is deposited in the snow, it Figure 1 . A depiction of the processes involved in the water stable isotope model. The processes of forced ventilation (i.e., wind pumping, t vent ) and pore-space diffusion (t diff ) act in parallel with each other, and in series with intra-ice-grain diffusion (t ice ). Accumulation is added to the top volume of the model, with a d
18
O signature related to the skin-surface temperature. At each time step, the top volume d
18 O is a weighted average of the preexisting snow and the new snowfall. When the top volume becomes three times the original thickness of 5 mm, 1 cm of snow is advected downward. Below the top volume, only forced ventilation or pore-space diffusion will change the isotopic content of the snow. diffuses into the ice grain upon which it is deposited. This last step is necessary because if isotopically different water is deposited on, but not incorporated into, the snow grain, then the surface layer could easily sublimate, restoring the original isotopic content.
Stable Isotope Model
[10] The model described here includes the effects of surface temperature, subsurface temperature, accumulation rate, snow grain size, snow density, wind speed, and surface roughness on the of d
18
O polar snow.
[11] As shown in Figure 1 , the processes of diffusion and advection of water vapor into the snow occur in parallel. The time constant for diffusion of water vapor to depth in the snow (equation (2)) is related to the temperaturedependent diffusion coefficient of water vapor in air (k air ) and the square of the depth (z). We further multiply the quotient by n (see equation (3)), the number of times water vapor must be replaced through diffusion in a given pore space to completely replace the mass of the ice surrounding the pore space.
where
Here f is the porosity of the snow, r ice and r air are the densities of ice and air, P air is the atmospheric pressure, and e s (T) is the saturation vapor pressure at temperature T.
[12] Forced ventilation of snow was described by Colbeck [1989] . Using a sinusoidal surface topography of height h and length l, pressure perturbations at the snow surface vary sinusoidally. They are also functions of the density of the air, r air , and the square of the wind speed (U). Equation (4) describes the amplitude of the pressure perturbations (p o ) induced by the surface topography. The drag constant C is set to 3, which is optimized for drag along the dune axis and wind speeds measured at 10 m [Cunningham and Waddington, 1993] .
[13] By applying a sinusoidal pressure perturbation to the snow surface, Waddington et al. [1996] determined the amount of time for a single air exchange to occur at depth z. In equation (5), t vent is this time multiplied by n, to account for the number of air exchanges necessary to affect the isotopic content of the snow at depth z.
Here m is the atmospheric viscosity, and K is the permeability of the snow. We set m = 1.2 Â 10 À5 m 2 s À1 , and K = 22 Â 10 À10 m 2 .
[14] The time constant for diffusion of isotopes into the ice grain, equation (6), is proportional to the surface area of the ice grain, a geometrical factor G % 0.057 [Whillans and Grootes, 1985] , and a coefficient of diffusion for ice, taken as k ice = 5 Â 10 À8 m 2 a À1 [Waddington et al., 2002] .
where r is the snow grain radius.
[15] Two other processes were identified by Waddington et al. [1996 Waddington et al. [ , 2002 but determined to be insignificant relative to the three processes mentioned above. One process is forced ventilation of water vapor due to surface pressure variations from atmospheric turbulence. This process is slow and effectively short-circuited by both pore-space diffusion and forced ventilation due to surface roughness. The other process is diffusion of water across the thin, liquid-like layer on the surface of ice grains. This process is fast compared with both diffusion of water into the ice grain itself and the combined processes of porespace diffusion and forced ventilation, and so it is not necessary to include it in the model.
[16] When all appropriate processes are combined, the final time constant is
[17] Molecular diffusion of atmospheric water vapor into the snow through pore spaces is really significant only in the top one or two centimeters of the snow on time scales relevant to natural accumulation rates on the Antarctic Plateau, or the high Greenland Plateau. Forced ventilation, on the other hand, will be significant in the top 10-40 cm depending on absolute temperatures, temperature gradients, wind speeds, and the surface roughness.
[18] When ice is formed through vapor deposition, there is a fractionation of water isotopes [Dansgaard, 1964] that we parameterize in the near-surface snow as a Rayleigh fractionation process, as in the work of Neumann et al. [2005] . In doing so, we assume that the air entering the snow is saturated with respect to ice, a value dictated by observed skin-surface temperatures. The assumption of ice saturation is valid over the Antarctic Plateau in all seasons; in fact, supersaturation with respect to ice is a common occurrence in the near-surface atmosphere [e.g., Schwerdtfeger, 1970; Hogan, 1975; Town et al., 2005] . In the Rayleigh fractionation process simulated here, isotopically significant deposition of vapor occurs only when the atmosphere is warmer than the layer of snow to which the air is diffused or advected. In this model, the excess water vapor advected into the snow contributes to the isotopic composition in the following way:
[19] Here the isotopic composition of ice at each time step depends on a weighted mean of the isotopic composition of the ice at the end of the previous time step and the isotopic composition of the vapor transported from just above the snow surface to depth and incorporated into the ice. Time steps are incremental (D t = 1 day). The ratio in the second term on the right-hand side of equation (8) represents Rayleigh fractionation, which converts the isotopic composition of the water vapor from the near-surface air to the fractionated isotopic composition after deposition at a given temperature. The variable b(z, t) is the ratio of the porespace water-vapor content to the water-vapor content of the air parcel transported from the surface (z = 0) to level z within the snow. The variable b(z, t) depends on z only in that the temperature of the snow, and therefore the porespace saturation vapor pressure, changes with depth. We assume that the near-surface air and pore spaces are saturated with respect to ice, so that if a warmer air parcel from the surface is advected down to a colder level, then there will be deposition; i.e., b(z, t) will be less than unity. The rate of water vapor advection to depth is prescribed by the time constants above.
[20] The variable a vÀi (T) in equation (8) O; it is experimentally determined and temperature-dependent. The work of Majoube [1970] is the most commonly cited reference for a vÀi (T) in polar stable-isotope literature, however, there are a number of other estimates of a vÀi (T) [Matsuo and Matsubaya, 1969; Jansco et al., 1970; Jakli and Staschewski, 1977] . Figure 2 shows the effect of the different temperature dependencies on a vÀi (T) and fractionation 18 O during a vapor-to-ice transition of b = 0.9; i.e., 10% of the water vapor is deposited as ice. The parameter a vÀi (T) has been experimentally determined to temperatures as low as À50°C [Jakli and Staschewski, 1977] , the mean annual temperature at the South Pole. However, not all a vÀi (T) are determined to temperatures this low; e.g., Majoube [1970] only determined down to À33°C, below which a vÀi (T) values are extrapolated.
[21] Figure 2 shows differences among the available formulas in the amount of fractionation as a function of temperature. It is beyond the scope of this work to determine which a vÀi (T) is most accurate. The differences are largest at low temperatures for the scenario simulated here. Here, we use the relationship from the work of Majoube [1970] in accordance with prior literature, and characterize range of fractionation magnitudes for the different a vÀi (T) relationships at South Pole temperatures. The sensitivity of our results to the range of available a vÀi (T) is given below in the discussion of our model results. We show that the choice of the a vÀi (T) has a negligible effect on our final answers, likely because the various a vÀi (T) relationships are similar in the range of temperatures when vapor pressures are highest and postdepositional modification is largest.
[22] The snow density is set to be constant with depth at 350 kg m À3 in the top meter of snow, which is realistic for the South Pole [ Figure 2 of Brandt and Warren, 1997] . The density profile does not change in the model as isotopic modification occurs. We are therefore assuming that sublimation equals deposition within the snow. If the density of the snow were to increase, the number of required air exchanges would increase while permeability decreases, lowering the rate of d
18 O modification for a given climate regime. We have found that the model is not very sensitive [Matsuo and Matsubaya, 1969] , À17°C to 0°C [Jansco et al., 1970] , À33.4°C to 0°C [Majoube, 1970] , and À50°C to 0°C [Jakli and Staschewski, 1977] . All computations were done using b = 0.9. to snow-grain radius. Throughout the model, the radius is set to 100 mm, a value representative of the top meter of snow at the South Pole [Grenfell et al., 1994] .
[23] We also assume that isotopic fractionation does not occur during sublimation [e.g., Friedman et al., 1991; Neumann et al., 2005] . Although recent experimental evidence suggests that isotopic fractionation may occur during sublimation of snow at higher temperatures [Stichler et al., 2001; Neumann et al., 2008] , the temperatures that we simulate here inhibit rapid isotopic homogenization of ice grains and suppress the thickness of the quasi-liquid layer on ice grains, both of which are thought to be important in fractionation during sublimation.
[24] The model spans 1 m in total depth and is divided into layers of 1 cm each, with a half-layer of 5 mm at the upper and lower boundaries. The d
18 O of the accumulation is parameterized by equation (9):
where T skin is the temperature of the top millimeter of the snow in Celsius, as derived from upwelling longwave radiation measured at the South Pole. This temperature is also used as the temperature of the top 5 mm of the snow, as in the work of Town et al. [2008] . The d
O of the surface water vapor advected into the snow is the Rayleigh-fractionation vapor equivalent of the new snow d
O from (9).
[25] Equation (9) is approximately the d 18 O-temperature relationship derived from spatial studies across Antarctica [Dansgaard et al., 1973; Lorius et al., 1979] . Other d
18 O-T relationships specific to the South Pole are available [Aldaz and Deutsch, 1967; Jouzel et al., 1983] . They have a greater sensitivity of d 18 O to temperature (1.4-1.6% K
À1
), which would exaggerate the d
18
O seasonal cycle in surface water vapor and new snow, and thereby enhance the postdepositional effects modeled here.
[26] Accumulation with d 18 O from (9) is added to the top level of the model at each time step until the top level is 3 times (1.5 cm) its original depth. The model accumulation process averages the isotopic content of the top level with the isotopic content of the new snowfall. Once the top level has grown to 1.5 cm, 1 cm of it is advected downward to the adjacent lower level; all the layers of the model move down 1 cm, and 1 cm of the model is removed from the lower boundary. This parameterization of accumulation is realistic in that the surface snow does not stay perfectly, chronologically stratified after deposition because of mechanical mixing by wind drifting until sufficient accumulation buries the surface snow.
[27] Figure 3 shows model output when a measured annual cycle of daily surface temperature at the South Pole (top) is repeated many times. Daily wind speeds (not shown) are set to be constant at 5 m s À1 for the entire simulation. Accumulation of snow is set to be 24 cm a [28] Qualitative interpretation of Figure 3 here will aid understanding of the quantitative results presented in later sections. In the absence of wind, the seasonal cycle of d 18 O advected into the model snowpack will depend primarily on the surface temperature and the seasonal accumulation rate; diffusion of atmospheric water vapor into the snow will still occur, but its overall effect on d 18 O has been determined to be small here. In Figure 3 , the accumulation rate varies with season, so the d
O contours are wavy, with downward advection (accumulation) slowing during summer and speeding up during winter. Surface winds over the undulating surface (h = 0.2 m, l = 1 m; see Figure 1 ) forces water vapor into and out of the snow. Snow depleted in 18 O, which fell during the winter, is enriched during the following summer as the temperature contrast between the surface and deeper snow increases, and water-vapor-laden air is forced into the snow by surface winds over the surface topography. Because of its proximity to the surface in summer, the late-winter snow experiences greater enrichment than early-winter snow. The winter snow is further enriched during later summers, but the rate of enrichment is attenuated because the winter layers are farther from the surface in subsequent years.
[29] The dashed lines in Figure 3 represent snow-parcel histories for snow deposited during winter and summer. The d Figure 4 ). Further enrichment of winter snow occurs in the third summer after deposition (beginning of simulation year 8 in Figure 4 ), but it is small. The summer snow parcel experiences a small, steady depletion of 18 O during the first winter after deposition (simulation year 5 in Figure 4 ), but then essentially no change after that.
[30] These qualitative results suggest that the influence of subsequent summers on the d
18 O of winter snow will depend on the magnitude of the seasonal cycles in temperature and accumulation rate, and on absolute temperatures, accumulation rates, wind speeds, and surface morphology. A large accumulation rate will advect the surface snow away from the surface quickly, reducing the effect of forced ventilation on the d
18 O values. This sketch of postdepositional modification processes in near-surface snow will be further refined in sections 3 and 4.
[31] We tested the sensitivity of our results to diffusion of water stable isotopes across isotopic gradients, as described by Johnsen et al. [2000] ; it is not significant for the time scales presented here (on the order of a few tenths of a % over several years), and was left out of the quantitative analysis presented below.
[32] The model described here uses simple parameterizations of complex physics. More complex simulations are possible; however, given the uncertainties that may be introduced by assumptions inherent to the simulation such as evolving surface morphology and the isotopic content of water vapor, this level of model complexity is appropriate for our goals.
Input Data
[33] The input data for this model come primarily from routine meteorological observations made at the South Pole Station and from model output from a finite-volume thermal diffusion model of the near-surface snow, described by Town et al. [2008] . The routine observations are made by the National Oceanic and Atmospheric Administration (NOAA) Earth and Space Research Laboratory -Global Monitoring Division (ESRL-GMD). The daily or seasonal skin-surface temperatures used here are derived from upwelling longwave-radiation fluxes from 1994 to 2003 with time resolution 1 -3 minutes. The 10-m wind speeds were measured at 1-minute intervals and averaged to daily or longer time periods.
[34] The top of Figure 3 depicts a repeated annual cycle of mean daily temperatures for the South Pole from 1996. This time series is used as an upper boundary condition in some of the simulations below. Other simulations use an average seasonal cycle of surface temperatures for 1995 -2003 . This span of years is chosen based on the availability of modeled subsurface temperatures, discussed below.
[35] The mean annual 2-m air temperature of the South Pole is approximately À50°C, with a mean summer-towinter temperature difference of approximately 30 K. Daily temperature variability is greater during the long, coreless winter (April-September, Schwerdtfeger [1970] ) than during the short summer (December -January). The year 1996 exhibited a ''mid-winter warming'', a phenomenon previously noticed in d
18
O records in Antarctica [e.g., Steig et al., 2005] , which makes 1996 an interesting year to simulate. Isotopically, the mid-winter warming is an enrichment pulse in the coreless-winter signal. Synoptically, the mid-winter warming is a particularly stormy interval associated with enough accumulation to leave an isotopic signal in the snow record. Mid-winter warmings are also associated with higher winds, and therefore more mechanical mixing of the surface snow, as well as increased near-surface snow modification.
[36] The 10-m wind speeds at the South Pole can vary from 1-2 m s À1 to 15-20 m s
À1
. The mean annual wind speed at the South Pole is approximately 5 m s
, with a small seasonal cycle ranging from 4 m s À1 in summer to 6 m s À1 in winter.
[37] The annual accumulation rate for the South Pole is taken from the work of Mosley- Thompson et al. [1999] , approximately 8.4 cm a À1 lwe. Evidence suggests that much of the accumulation over the Antarctic Plateau occurs during winter [Bromwich and Parish, 1998; Mosley-Thompson et al., 1999] , and that summer may even be a time of net ablation [Mosley-Thompson et al., 1999] . We either simulate accumulation as constant throughout the year or set the monthly accumulation rate during winter to be three times that of summer, with linear transitions during spring and autumn in the seasonal simulations (as inferred from Figure 3 ). In reality, accumulation at the South Pole comes largely in two forms: as snow grains that form in clouds aloft (as a result of advection of moisture from the coast), or as clear-sky precipitation (''diamond dust'') that forms throughout the steep temperature inversion layer during calm periods on the Antarctic Plateau. Because of the low temperatures over the South Pole, we do not expect frost deposition to be a significant source of mass. The combination to falling snow grains and diamond dust makes accumulation at the South Pole approximately continuous, though variable in rate. The relative contribution of diamond dust to total accumulation increases as one proceeds to the highest regions of the Antarctic Plateau because high elevations inhibit the direct influences of coastal synoptic activity. The contribution of diamond dust to total accumulation on the East Antarctic Plateau may be as high as 50 -80% in places [Kuhn et al., 1975; Ekaykin et al., 2004; Fujita and Abe, 2006] .
[38] The subsurface temperatures driving the model are taken from the work of Town et al. [2008] . The calculated temperatures have the same temporal resolution as the upwelling longwave data and are averaged to daily or longer times, depending on the scenario. Saturation with respect to ice is assumed within the snow pore-spaces, using snow temperatures from the work of Town et al. [2008] .
[39] Snow temperatures at the South Pole are an integrated response of the snow to the heat content from the previous season and the large day-to-day variations in atmospheric temperature. The thermal conductivity of the snow produces temporal lags in temperature with depth so that a layer of snow may be heated or cooled from below as well as from above. Atmospheric temperature variability is the main driver of changes in near-surface snow temperatures, so the largest variations in snow temperature occur near the surface. Near-surface temperature gradients in the snow vary on synoptic time scales, and may even change sign several times during a month depending on the synoptic conditions. The standard deviations of 9-minute temperatures in the top 10 cm of the snow at the South Pole are 3 K during summer and 6 K during winter; computed heating rates exceeding 10 K day À1 occur throughout the year [Town et al., 2008] . Such rapid changes of snow temperatures, coupled with the thermal lag inherent in the snow, can result in significant snow-air temperature contrast. This temperature contrast allows wind pumping to exchange air masses with different vapor pressures, resulting in postdepositional modification of water stable isotopes in the near-surface snow.
Modification of d
18 O due to Temperature, Wind-Speed, and Accumulation Variability [40] In this section, we present results of modification of water stable isotopes by examining model ''ice cores,'' as illustrated in Figure 3 . Smooth or variable seasonal cycles of temperature and wind speeds are first applied to the upper boundary of the model. We then investigate the effect of seasonality of accumulation on modification of d 18 O, as well as the sensitivity of the model to different mean annual accumulation rates.
Variable Temperatures and Wind Speeds
[41] To investigate the effect of temperature and windspeed variability on the d
18
O of the snow, we first simulate two cases that experience no postdepositional modification. The first case, the gray curve in Figure 5a , incorporates the climatology of monthly mean surface and subsurface temperatures averaged for 1995 -2003 . Snow accumulates at a constant rate of 24 cm a À1 of snow (8.4 cm a À1 lwe). The second case, the gray curve in Figure 5c , incorporates mean daily surface and subsurface temperatures for the year 1996 with the same constant accumulation rate. We keep the snow grain radius and snow density constant with depth at 100 mm and 350 kg m À3 , respectively.
[42] These baseline cases illustrate some important features. The d
O records show a depleted, coreless winter punctuated by short, enriched summers. The simulation in Figure 5c uses the temperature time series shown in the top of Figure 3 ; however, the resulting d
18 O time series is much smoother than the temperature time series because of the averaging that occurs in the parameterization of accumulation in the top volume of the model (i.e., the 1 cm sampling resolution of the model).
[43] The simulations shown in Figure 5a include surface winds set at constant values of 5 m s À1 (solid black) and 10 m s À1 (dashed black). The resulting d
O profiles differ dramatically from the baseline case with no surface winds. The mean annual snow is enriched by 3.1% for winds of 5 m s À1 and 7.4% for winds of 10 m s À1 (Figure 5b ; Table 1 ). The 10 m s À1 case shows more than twice as much 18 O enrichment as the 5 m s À1 case because forced ventilation of the snow depends on the square of the wind speed (equations (4) and (5)). The reason net enrichment is not four times as great when wind speed is doubled is discussed at the end of the section.
[44] The timing of the winter 18 O enrichment is not easy to infer from these plots. In Figures 3 and 4 , one can see that the winter snow is enriched during following summers. For typical wind speeds and surface roughness at the South Pole, water vapor during summer has the potential to affect two previous winters; we will show in the following subsection that this is also a function of the accumulation rate. Another feature of these simulations with constant annual accumulation rates is that the enrichment of late-winter snow during the following summer effectively broadens the enriched summer d
O peak by a few weeks.
[45] There is a slight depletion of 18 O in the summer maxima of the model ice core, by about 1% and 2% for 5 and 10 m s À1 winds, respectively. However, when averaged over the summer, the depletion is partly offset by the enrichment of the early-summer snow (see Table 1 ). As mentioned earlier, ''depletion'' does not occur from sublimation but is instead a result of deposition of isotopically depleted water vapor into a relatively enriched snow layer. With constant wind speeds, this depletion occurs episodically during winter and consistently during spring when atmospheric temperatures are higher than the buried summer snow temperatures but lower than the summer atmospheric temperatures responsible for the initial 18 O of the snow layer. There are two reasons for the small magnitude of d
O depletion in a summer snow layer. The low vapor content of the atmosphere during winter and spring inhibits large mass fluxes of water vapor, and the thickness of the winter snow layer between the surface and the previous summer snow layer impedes the influence of the atmosphere on the summer snow layer during winter and spring.
[46] Figure 5c shows simulations with a constant mean annual wind speed and the daily mean wind speed during 1996 coincident with the daily mean temperatures. The differences between the variable-and constant-wind-speed cases are small; they are barely visible in Figure 5d . The daily-varying-wind-speed and constant-wind-speed simulations show enrichment during winter. The difference in mean winter enrichment between the two simulations is on the order of 0.1-0.2% (Figure 5d) . The difference in mean winter enrichment between using daily temperatures and monthly mean temperatures to simulate enrichment (not shown) is also on the order of a few tenths of a %.
[47] It is somewhat surprising that ventilation forced with daily wind speeds would not change the winter enrichment very much relative to ventilation forced with a constant wind speed of the same annual mean. Forced ventilation depends on the square of the wind speed (equation (4)), and so we might expect modification to increase as wind-speed variability increases, but leave the annual mean unchanged.
[48] There are a two significant reasons why variable wind speeds do not have a net enriching effect on nearsurface snow. First, at the South Pole the mean wind speed was 5.8 m s À1 during 1996, a wind speed very similar to the root mean square wind speed for that year (6.1 m s
À1
), and representative of other years. So, we expect a maximum of approximately 10% enrichment because of this difference, but the modeled enrichment is even less than this. [Note that this wind-speed distribution is specific to the South Pole and may not occur at other ice-core sites.]
[49] Second, any winter layer that experiences enrichment during a summer will also experience a ''depletion'' during a subsequent winter. Wintertime depletion can then counteract some summertime postdepositional enrichment. For example, large enrichment of a new winter snow layer can occur during the first summer after deposition. During subsequent winters, high wind speeds can lead to a large wintertime depletion of the same layer, because the enriched winter layer now has a d 18 O content more similar to summertime water vapor than wintertime water vapor. At higher wind speeds (%15 m s À1 ), steady-wind-speed cases exhibit slightly greater winter layer enrichment than variable-wind-speed cases (not shown). The enhanced postdepositional modification under variable winds, as opposed to a steady-wind case of the same mean value wind speed, thus acts in both the enrichment and depletion directions such that the two effects partly offset each other. This is an additional reason why doubling the constant wind speed in our model does not quadruple the isotopic enrichment.
[50] Finally, in testing the sensitivity of our results to the choice of fractionation coefficients, we applied the range of available a vÀi (T) given in section 2.1 to the scenarios shown in Figures 5a and 5b (results not shown) . The mean annual enrichment ranges only 0.2% when winds are set to 5 m s À1 ; the range increases to approximately 0.4% when winds are increased to 10 m s
. The largest enrichment effect is seen when using the relationship for a vÀi (T) of Matsuo and Matsubaya [1969] , the smallest when using that of Majoube [1970] . The reason for the insensitivity of our results to the different formulas for a vÀi (T) is probably that all the a vÀi (T) formulas are close to each other at warmer temperatures, where most of the postdepositional processing occurs in our model.
Variable Accumulation Rates
[51] In this section we examine the effects of seasonally and annually varying accumulation rates. The effects of different annual accumulation rates are relevant not only for forced ventilation, but also for averaging that occurs in the top volume of the model. We use mean daily temperatures as model boundary conditions in these simulations so that the effects of the top-volume averaging (i.e., mechanical mixing) are more obvious.
[52] It is understood that a seasonally varying accumulation rate will bias the mean annual d
18 O of an ice core [Cuffey and Steig, 1998; Krinner and Werner, 2003] . The effect of a seasonally variable accumulation rate in our model is shown in Figure 6 . A steady rate throughout the year (the gray curve) is compared to a seasonal cycle in which the winter rate is three times the summer rate (the thin, solid curve), but keeping the same mean annual accumulation (24 cm a À1 ). The residual between the two curves is plotted in Figure 6b .
[53] These simulations show that such a seasonality in precipitation induces an overall negative bias in the mean annual d
18 O of approximately 2.6% relative to the mean annual d
18
O if accumulation were constant throughout the year. The largest negative bias occurs during the spring as the accumulation rate decreases to summer levels; the The left columns are the boundary conditions. The center columns show the enrichment of the annual mean, the winter mean, and the summer mean caused by forced ventilation. The symbol D d
18 O represents the difference between the wind and no-wind cases. The summer results in parentheses are the differences in peak summer values of d
O due to ventilation, even if the peaks are shifted slightly in depth due to postdepositional modification. The rightmost column lists the figure in which these results are presented graphically. Winter for Antarctica is defined as April -September, summer is December -January. Rows 1 and 2 illustrate the effect of wind speed (ws). Rows 3 -5 illustrate the effect of accumulation rate (acc). Rows 6 -10 illustrate the effects of accumulation rate and temperature in different combinations designed to represent Antarctica and Greenland at present and at the LGM. Rows 1 and 2 are based on a 9-year mean of temperatures; all other rows are based on daily temperatures from a repeated annual cycle for a single year. Accumulation rates are given both in actual snow height (r snow = 350 kg m À3 ) and in liquid-water equivalent (lwe).
timing of this difference is a result particular to the date of the model ice core's ''extraction''. The summer d 18 O peak in the seasonal case is biased low relative to the constantaccumulation-rate case because of the top-volume averaging. Less snow falls during the summer in the seasonal-accumulation-rate case, resulting in averaging of more d
O values corresponding to lower temperatures, than in the constantaccumulation-rate case.
[54] Adding a constant wind speed of 5 m s À1 to the seasonal-accumulation-rate case (dashed line) shows the same pattern of 18 O enrichment (Figure 6c ) as in the constantaccumulation-rate case (Figure 5d) . One difference results from there being more accumulation during winter in the seasonalaccumulation-rate case; more winter snow is subjected to relatively enriched atmospheric water vapor than in the constant-accumulation-rate case. Another difference is that the maximum 18 O enrichment occurs not during late winter but rather during spring. In spring, temperatures are rising but the decrease in accumulation rate coupled with the topvolume averaging prevents new snow from reflecting the increase in temperature as strongly as in the constant-accumulation-rate case.
[55] Accumulation rate was found to be inversely proportional to the amount of postdepositional modification at Taylor Mouth, Antarctica [Neumann et al., 2005] . We investigate this concept in Figure 7 . Here, the annual accumulation is varied, but the accumulation rate is kept constant throughout the year. The three snow accumulation rates depicted are 8, 24, and 72 cm a À1 (2.8, 8.4, 25.2 cm a À1 lwe). These different accumulation rates approximately represent three locations where deep ice cores have been drilled: Dome Concordia, South Pole, and Summit, Greenland. Of course, the temperature time series driving the model are from the South Pole, so the results cannot extend past this controlled analogy designed to isolate the effect of accumulation rate on postdepositional modification.
[56] The gray curves in Figure 7 show that the annual cycle is attenuated as the mean annual accumulation rate decreases; this is again due to top-volume averaging in the surface snow. A constant wind speed of 5 m s À1 has a large effect on the low-accumulation-rate simulation, but much less in the high-accumulation-rate simulation (Figure 7c ). In the high-accumulation-rate simulations, there is slight 18 O depletion during summer, and some enrichment in spring and late winter. The autumn and early winter d
O levels are essentially unmodified by forced ventilation. The 24 cm a À1 case was discussed above.
[57] The low-accumulation-rate case (Figure 7a [58] The low-accumulation-rate case experiences much more enrichment than the other two cases because the nearsurface snow experiences the effects of forced ventilation during several summers. Low-accumulation-rate sites on the Antarctic Plateau may experience lower wind speeds than those at the South Pole, so the enrichment in Figure 7a is probably exaggerated. However, in cases where lowaccumulation-rates are due partly to wind scouring, as may occur in katabatic wind zones, these wind speeds may be more realistic.
Discussion
[59] The results presented here may have significant implications for the interpretation of isotopic records of paleoclimates. We also present several ways to improve this model.
Interpretation of the Seasonal Cycle
[60] It is clear from Figures 5, 6 , and 7 that forced ventilation of the snow enriches the winter d 18 O levels, often slightly depleting summer d However, using the seasonal cycle to determine a temporal d
18 O-temperature relationship is fraught with many issues, the phenomena modeled here being only some of them [e.g., Fisher et al., 1983; Cuffey and Steig, 1998; Johnsen et al., 2000] .
Spatial Variability Induced by Surface Topography
[61] Significant spatial variability has been found in d
18
O of shallow cores from parts of the Antarctic Plateau with high accumulation rates [e.g., Helsen et al., 2005] . Our model here inherently condenses two-dimensional effects into onedimensional profiles. The source of the non-uniformity may be partially rooted in the dynamics of forced ventilation, which is assumed here to be a function of wind speed, but is also a function of sastrugi and dune behavior across the Antarctic Plateau. Besides wind speed, the amplitude of the pressure fluctuation across dunes or sastrugi is proportional to the height of the structure, and inversely proportional to its length (equation (4)). The snow structures parameterized here are 1-dimensional sinusoidal undulations; more realistic formulations for transverse and longitudinal undulations, i.e., more sastrugi-like parameterizations, are possible [Cunningham and Waddington, 1993] . Such parameterizations increase the amount of forced ventilation. However, with more peaks, there are more valleys, and the forced ventilation will vary on spatial scales related to sastrugi length and height scales. Given accumulation rates small enough to allow the influence of multiple years on any one layer of snow, the influence of dunes and sastrugi on d
18 O may even out after a few years as they march along the snow surface.
[62] The behavior of dunes and sastrugi in Antarctica depends on many factors, including wind speed, temperature, surface snow grain size, solar radiation, and the mechanical strength of the snow. A threshold wind speed is required to generate saltating and migrating snow grains [Mann et al., 2000] . The magnitude of the threshold and the duration of winds necessary to induce snow migration depends on the history of the snow. High wind speeds at Dome C, for example, are likely less than at the South Pole [Wendler and Kodama, 1984] , probably resulting in smaller sastrugi and dune structures. This would lead to less postdepositional modification of water stable isotopes by the mechanisms modeled here.
[63] Another influence significant to sastrugi morphology, and the results presented here, is solar radiation. The postdepositional modification due to the influence of the nearsurface atmosphere in our model is greatest during the summers. During summer at the South Pole, sastrugi and dunes are flattened by differential heating of sastrugi faces by the spiraling Sun [Gow, 1965] , whereas in our model, sastrugi exist with constant dimensions throughout the year. Solar flattening of sastrugi occurs to some degree across all of Antarctica, but is less diurnally uniform at lower latitudes. Dunes and sastrugi do form during summer under appropriate conditions; however, solar radiation and elevated summer temperatures lead to larger snow grain sizes, increasing the wind-speed threshold for snow migration and resulting in less frequent formation of dunes and sastrugi.
[64] The combination of the influences on sastrugi and dune dynamics therefore leads to larger sastrugi in the winter, and these sastrugi often last into late spring and early summer. The highest subsurface vapor pressures at the South Pole are during summer [Town et al., 2008] . Fewer and smaller sastrugi during the summer, the time when forced ventilation of the snow can have the biggest effects, lead us to conclude that the optimal time for postdepositional modification is late spring when winter sastrugi still exist, but temperatures are high enough to affect the d 18 O of winter snow. We use sastrugi dimensions typical of winter at the South Pole; by not including the seasonal effect of sastrugi height we probably exaggerate the effects of forced ventilation on d 
Last Glacial Maximum
[65] Post-depositional modification of water stable isotopes has important implications for the interpretation of reconstructions of glacial-interglacial temperature differences based on d
18
O profiles from ice cores. Many of these reconstructions currently assume that the only influences on d
O after deposition are molecular diffusion through porespaces in the firn, and much slower diffusion through the ice matrix after pore close-off [Johnsen et al., 2000] . These effects result in a zero-bias smearing of annual signals, which is not important to reconstruction of glacial-interglacial temperature differences using d 18 O. If atmospheric water vapor had an equal effect on the d
18 O of near-surface snow in glacial and interglacial climates then there would also be no net effect on the d
18 O-based reconstruction of glacial-interglacial temperature differences. However, in this section, we show that the magnitude of postdepositional modification between glacial and interglacial climates may differ significantly due only to differences in accumulation rate and temperature. We exclude changes in wind speed and surface topography in the following simulations for lack of adequate knowledge of these parameters during glacial periods. However, faster wind speeds and rougher surfaces in glacial times would likely serve to make post-depositional modification larger during glacial periods.
[66] As an example, we simulate the climate of Summit, Greenland during the present day and the Last Glacial Maximum (LGM). Figure 8 shows such a simulation, with the surface and subsurface temperature time series for present conditions at Summit, Greenland (T ann % À27°C, acc % 25.2 cm a À1 lwe, Cuffey and Clow [1997] ), and during the LGM (T ann % À47°C, acc % 6.3 cm a À1 lwe, Cuffey and Clow [1997] Figure 8 , the results are summarized in Table 1 , which also includes a summary of results from all stable-isotope simulations.
[67] Again, a relatively high present-day accumulation rate inhibits significant postdepositional modification, while warmer temperatures encourage it. The lower accumulation rate during the LGM makes the d 18 O record from Summit, Greenland more susceptible to enrichment by exposing each annual layer to more summertime atmospheric water vapor, even at temperatures of approximately À50°C. The balance of these two competing influences, lower temperatures and lower accumulation rates, could result in a glacial-interglacial d
18 O bias in either direction.
[68] The amount of late winter and spring enrichment in our present-day simulation of Summit, Greenland was large, 3.8% in the annual mean. In fact, with this set of conditions, the mean annual enrichment due to forced ventilation during the LGM is approximately equal to that of the present-day enrichment when the LGM accumulation rate is set to onethird of the present-day accumulation rate. A more realistic scenario (LGM accumulation rate = one-quarter present-day accumulation rate) yields greater enrichment during the LGM than the present day. The seasonality of the enrichment is significantly different between the two simulations; most of the present-day enrichment occurs during spring because of the high accumulation rate. This is moot as seasonal signals in d
O are often not apparent in LGM ice. This difference in postdepositional modification will have a measurable effect on climate reconstructions using d 18 O.
[69] The current reconstruction of the present-day-LGM temperature difference derived from borehole thermometry is 20 K, whereas it is 10 K when derived using the presentday d
O-temperature relationship [Cuffey et al., 1995] . Our results indicate that this discrepancy can be reduced by approximately 1.7 K by taking postdepositional modification into account. This correction to the discrepancy between borehole-and d
18 O-derived temperature changes between present day and LGM is likely even larger because wind speeds and surface roughness are expected to be larger during the LGM. We did not include these factors in our LGM simulations because their current uncertainty is large.
[70] We performed the same experiment for Antarctic temperatures and accumulation rates, shown in Table 1 [ Lorius et al., 1979 Lorius et al., , 1985 Petit et al., 1999] , where presentday Antarctic conditions are given in row 8 and LGM Antarctic conditions in row 7. In this case, it seems that the decrease in modification due to lower temperatures is almost exactly offset by the increase in modification due to a decrease in accumulation rate. Other interesting comparisons are the effect of accumulation on modification (compare rows 3 -5, or rows 6 and 7), and the difference in enrichment due to the relationship of vapor pressure to temperature (compare rows 5 and 10, or rows 4 and 6).
Improvement of the Model
[71] The model presented here has been constructed to illustrate the effect of atmospheric water vapor on d
18 O of near-surface snow. While much effort has been made to keep the model quantitatively accurate, the model incorporates assumptions that have been made for conceptual and computational simplicity, and these assumptions may hinder quantitative interpretation. Improvement of the model parameterizations of accumulation rate, dune and sastrugi structure and evolution, and mass evolution in the model could improve the quantitative accuracy of the model as well as the adaptability of the model to site-specific climates.
[72] As stated earlier, simulating accumulation of snow as a continuous process (as is done here) is not strictly accurate anywhere; although it is arguably more appropriate on the high Antarctic Plateau than anywhere else in the world, because of diamond dust precipitation. In Antarctica, accumulation often comes episodically, especially along the Antarctic coast, and therefore biases the isotopic record toward conditions associated with heavy precipitation [e.g., Schlosser et al., 2004; Helsen et al., 2005] . This model is currently capable of simulating variable accumulation rates, but seasonal and episodic accumulation rates for much of the Antarctic Plateau are not well-known, and are therefore difficult to simulate.
[73] Currently, the amount of snow isotopically averaged in the top volume is fixed to between 0.5 and 1.5 cm, and the vertical advection occurs in a sawtooth fashion. In reality, the depth of the top volume to be averaged depends on all the same variables that control sastrugi and dune formation and migration. Parameterizing the top-volume depth as a function of wind speed would increase the realism of the final isotopic mixture deposited on the snow surface prior to postdepositional modification by forced ventilation. Such parameterizations could also feed into the seasonal, or episodic, structure of sastrugi height and length, affecting the depth and seasonality of forced ventilation. More empirical information is required about these processes to improve the realism of mechanical mixing of snow in models.
[74] We have parameterized only the influence of surface water vapor on subsurface d 18 O. However, pressure gradients across surface structures also cause pressure gradients within the snow, which most certainly cause vapor to be transported interstitially [Colbeck, 1989; Albert and McGilvary, 1992] . This vapor motion will have a further smoothing, but likely no biasing, effect on the seasonal cycle of d 18 O. The smoothing will likely be largest during the summer when vapor pressures are highest, despite the expected decrease in subsurface air-pressure gradients during summer due to sastrugi deflation.
[75] Sublimation during blowing-snow events, which can last for days, is also not parameterized here. During periods of high wind, snow can be lofted and widely redistributed. This process may also increase the mechanical mixing of snow, which would be parameterized as a change in the top level depth of the model. Blowing snow may lead to enhanced vapor transport in the atmosphere as the surface area of the snow grains increases because of fracture during saltation. Small grains are lofted high as warm air is transported downward, increasing vapor pressures, and potentially increasing postdepositional modification.
[76] Similarly, we have not allowed for the recycling of water vapor from the snowpack to the atmosphere and back to affect the d 18 O of the near-surface snow. The degree to which this occurs on the Antarctic Plateau is uncertain. Our preliminary analyses indicate that synoptic influences have a 3 -10 day frequency over the South Pole. We interpret this to mean that every 3 -10 days the atmospheric scenario changes from a calm, clear scenario to a windy scenario with more coastal influence. Storms will bring in more moisture and energy, resetting the vapor content of the atmosphere from any vapor recycling that may have been previously occurring. These are the periods that are warmest, and when the most postdepositional modification likely occurs. Without more data on the degree of atmospheresnowpack vapor reflux over the South Pole, it is difficult to construct an atmospheric scenario to drive our model in meaningful experiments on the effect of vapor reflux on d 18 O and temperature may be useful in a temporal sense because of the contribution of diamond dust to accumulation, and the deposition of near-surface atmospheric water vapor on diamond dust as it falls. Diamond dust is formed throughout the surface-based temperature inversion as evidenced by extreme clear-sky crystal habits found during the Antarctic winter [Walden et al., 2003] , crystal habits that often imply lower temperatures than observed at the inversion top [Bailey and Hallett, 2004] . So the diamond dust likely accumulates its d
18 O signature throughout the temperature inversion, with a significant weighting to d 
Conclusions
[78] Post-depositional modification of the d
18
O of nearsurface snow remains a major uncertainty in polar paleoclimate studies. We present here a preliminary attempt at understanding the different factors controlling vapor deposition and isotopic exchange in near-surface snow. Our results are based on a Rayleigh fractionation model in which pore-space diffusion, forced ventilation, and intraice-grain diffusion are parameterized by characteristic time constants that depend on atmospheric and glaciological conditions, such as atmospheric temperature, wind speed, snow temperature, snow grain size, snow density, sastrugi size and length, and accumulation rate.
[79] With this model it is possible to simulate a specific ice core, given all the atmospheric and glaciological conditions. We have primarily simulated ice cores at the South Pole, using them as a basis for evaluating the sensitivity of the model parameterizations to different boundary conditions. Some specific results are summarized in Table 1 . In general, we find enrichment of 18 O in winter snow layers, which occurs during subsequent summers. Low-accumulationrate sites experience sizable winter enrichment because the winter snow is exposed to several summers of forced ventilation. Given an appropriate accumulation rate, there is a slight depletion of 18 O in summer snow.
[80] We find that forced ventilation is more important than pore-space diffusion to postdepositional modification because of the different range of influence of the two processes. Pore-space diffusion is significant on annual time scales only in the top one to two centimeters of snow, and is therefore not often acting on snow that differs significantly in d
18 O from recent accumulation. Pore-space diffusion may become more important in cases of extremely low accumulation rates coupled with low wind speeds; i.e., over domes.
[81] Forced ventilation of the snow and snow vapor pressure are both nonlinear phenomena with respect to wind speed and temperature, respectively. One might expect that simulations using daily wind speeds with daily temperatures would enrich the snow more than using a constant (mean annual) wind speed for the whole year. However, variablewind-speed simulations show similar enrichments as constantwind-speed simulations when other factors are equal because of the partially compensating effects of summertime enrichment and wintertime depletion.
[82] On glacial time scales, all factors being equal but temperature, we find that postdepositional modification exaggerates the difference between inferred glacial and interglacial temperatures. In simulating Summit, Greenland during the present day and the LGM using different accumulation rates and temperatures, we find that higher present-day temperatures coupled with higher accumulation rates will induce a large spring and late-winter enrichment of d 18 O, and that mean LGM temperatures and accumulation rates at Summit, Greenland allow significant postdepositional modification. In this case, the enrichment of 18 O during the LGM is greater than during the present day, slightly decreasing the d 18 O-based reconstructed temperature difference between the present and the LGM. We have assumed that wind speeds and sastrugi are the same in both glacial and interglacial times; relaxation of these assumptions would likely act to increase postdepositional modification during the LGM. In the current simulations, the 18 O enrichment during the LGM in Antarctica is approximately equal to that of the present day because of the compensating factors of decreased accumulation and decreased temperatures.
[83] The results presented here are based on established parameterizations of the atmosphere and of snow. However, there is much room to refine their implementation and, more importantly, a comparison to observations is necessary.
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