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Abstract: This paper deals with the multiobjective optimization problem of an agro-
alimentary production workshop. Three criteria are considered in addition to this
initial cost of production: the cost of the out-of-date products, the cost of the dis-
tribution discount and the makespan, and a new coding is proposed for this type of
workshop. The adopted approach consists in generating optimal solutions diversified
in the search space of solutions, and to help the decision maker when it cannot give
a particular preference to one of the objective functions to make the good decision
with respect to the quoted criteria.
Keywords: Agro-alimentary workshop, scheduling problems, genetic algorithms,
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1 Introduction
Multi-objective optimization aims to optimize several components of an objective functions vector.
Contrary to mono-objective, the multi-objective problem usually does not have a solution optimizing the
whole concerned criteria, but a set of solutions, known as the set of the Pareto-optimal solutions. Any
solution of this unit is optimal in the sense that no improvement can be made on a component without
degradation of at least another component of the vector [15]. Given that a solution chosen by a decision
maker can not be acceptable by another, it proves to be useful to envisage several alternatives to the
choice of a Pareto optimal solution [18]. In this article, the scheduling problems in the agro-alimentary
production workshops are dealt [6]. The principal objective is to search a realizable scheduling mini-
mizing the makespan, the cost of the out-of-date products and the cost of the distribution discount. The
transformation methods of the multi-objective problems into mono-objective problems are applied [2].
This article is organized as follows. The one machine scheduling problem is formulated in section 2;
the resolution approach suggested with this problem is described in section 3. The effectiveness of this
approach is tested for some examples in section 4.
2 Problem formulation
The problem is to build a multi-objective one machine scheduling problem adapted to agro-alimentary
industries. Among the constraints and the criteria specific to agro-food industry, the out-of-date of the
products and the discount of distribution can be distinguished. The objective is then to select among the
cases of realisable scheduling the one which presents the best reducing compromise between the various
criteria [7].
The goal of this study is, then, to minimise these criteria such as:
• C1 : the cost of the out-of-date products,
• C2 : the cost of the distribution discount,
• C3 : the makespan.
Copyright c© 2006 by CCC Publications
72 Fatma Tangour, Ihsen Saad
The basic production cost on the one machine problem is supposed independent from the scheduling.
The data of the considered case are as follows:
We have a set n of operations, each operation is characterised by its earliest starting time, its effective
starting time, its processing time and its effective completion time.
Notations :
ti : effective starting time of operation Oi,
ri : earliest starting time of the operation Oi,
γi : effective completion time of the operation Oi,
pi : processing time of the operation Oi,
Pi : finished product of the operation Oi,
cik : kth component of the components set of the operation Oi,
vik : validity limit date of the component cik,
CPi : completion time of product Pi,
dlivPi : delivery date of the product Pi,
DvPi : lifespan of the product Pi,
DrPi : return delay of the product Pi,
Previk : cost price of the component of the cik product Pi,
PvenPi : unit selling price of the product Pi
CstkPi : cost of storage per unit of time of a unit of the product Pi.
2.1 Criteria formulations
Three criteria are considered. The two first constitute criteria specific to the agro-alimentary pro-
duction workshops [16]. The last criterion is traditional and used for the optimization of the scheduling
problems of a traditional production workshop.
The considered objectives relate to minimization:
• C1: the cost of the out-of-date products
C1 =∑
i
∑
k
Previk
(
max(0, ti− vik)
(ti− vik)
)
(1)
• C2: the cost of the distribution discount
C2 =∑
i
max
(
0,dlivPi −CPi
)
×
( PvenPi
DvPi −DrPi
+CstkPi
)
(2)
• C3: the makespan
C3 =∑
i
(ti+ pi) (3)
2.2 Lower bound Formulations
Proposition 1. Ci ≥ 0, ∀i ∈ {1,2} and Cbi = 0; where Cbi represents the lower bound of the criteria Ci.
Proposition 2. The lower bound of the makespan, Cb3 is defined as follows:
Cb3 =∑
i
min(ri+ pi) (4)
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Proof. When: C3 = max
1≤i≤n
γi, ti ≥ ri and then
Cb3 = min
∑
i
(ti+ pi)
 (5)
Cb3 =∑
i
min(ri+ pi) (6)
3 Genetic Algorithms application for the scheduling problems
3.1 principle
Various approaches have been proposed to solve scheduling optimization problems, among them the
Genetic Algorithms (GAs) approach can be distinguish. This approach was largely adopted these last
years [11], [14]. The use of GAs in many fields proved reliable in particular in combinatorial prob-
lems such as the scheduling problems [3], [4], [12]. Other hybrid algorithms have also been proposed
[1] [8].The main difficulty in the resolution of these problems types results in their algorithmic repre-
sentation form, which constitutes the most significant point in genetic search. Several representation
approaches and various standard AGs operators were proposed, to solve these problems. Among them,
the representation based on the priority rules [5]. The principle of a simple Genetic Algorithm is as
follows, figure 1.
3.2 Proposed Genetic Algorithm Coding
Proposed coding in the application case is: Ordered Operations Coding Lists “OOCL”, table 1. In-
spired from the CLO (Operation List Coding) coding [9] and the CPM (Parallel Machines coding) coding
[10], it consists in proposing ordered lists for the products line. The proposed coding defined the ordered,
the starting time and the completion time of the operations. These dates are calculated and updated by
the “dates calculation algorithm”, table 2.
Table 1: OOCL Coding
1 2 3 4
O2, t2,γ2 O1, t1,γ1 O4, t4,γ4 . . . .
Table 2: dates calculation algorithm
ti : effective starting time of operation Oi,
ti = max(ri,γ j)
γi : completion time of the operationOi,
γi = max(ri,γ j)+ pi
where γ j represents the completion time of the
operation O j that preceded Oi
The operators used for this coding are: mutation, crossover at a point and crossover at two points. The
mutation operator chooses two points of the same individual (list), to generate another individual, table
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Figure 1: Genetic Algorithm principle
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3. The crossover at a point operator chooses, two individuals’ parents to generate two other individuals’
children starting from only one point, table 4. And the two points crossover operator chooses, two
individuals to generate two other individuals starting from two points, table 5.
Table 3: Mutation algorithm
Beginning
1. Choose two positions i and j of the same individual, for each position
correspond an operation Oi and O j,
2. Permute between the operations Oi and O j to obtain the child,
3. Update the child,
4. Calculate C1 ,C2 ,C3 of the new individual according to the “dates
calculation algorithm”,
End
3.3 Multi-objective evaluation approach
Generally, the considered criteria present nonlinear and complexes relations and do not have the same
importance from the point of view of decision maker. Thus, much of considerations can be retained to
take account of all these difficulties. With this intention, a fuzzy method evaluation is proposed. This
method is based on the steps which follow [13]:
For each objective function a lower bound is calculated as follow:
Ci(x)≥Cbi ∀x ∈ S, 1≤ i≤ nc (7)
where S represents the space of realisable solutions and nc the number of objective functions.
The fuzzification is applied by the functions described, figure 2.
1 
µ
C + εC 
B M 
ii
i i
b h
C i
i
Figure 2: Fuzzy application in the resolution of the scale problem
For each realizable solution x, a vector C(x) is associated, C(x) ∈ [Cb1 ,+∞]× ...× [Cbnc ,+∞], then
C(x) = (C1(x), ...,Cnc(x))T ; for each vector C(x), a fuzzification of their components is proposed and
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Table 4: Crossover I algorithm
Beginning
1. Choose two individuals P1 and P2, and a crossover point
2. Go to all the operations
While i < n do
• If j < i then
– copy the operations of the P1 in the child1
– copy the operations of the P2 in the child2
• Else copy from P2 (respectively P1) with the same position, the
missing operations in the child1(respectively child2)
• End If
End while
3. Finish the construction of the child1 (respectively of the child2) with
the missing operations (by respecting the order)
4. Update the child1 and the child2
5. Calculate C1, C2, C3 of the two new individuals according to the
“dates calculation algorithm”
End
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Table 5: Crossover II algorithm
Beginning
1. Choose two individuals P1 and P2 and two crossover points i and k
2. Go to all the operations
While i < n do
• Copy the operations of the P1, which precede the first crossover point and
which follows the second crossover point, in the child1
• Copy the operations of the P2, which precede the first crossover point and
which follows the second crossover point , in the child2
• Copy, with the same position, the missing operations of the P2 in the
child1
• Copy, with the same position, the missing operations of the P1 in the
child2
End while
3. Finish the construction of the child1 (respectively of the child2) with the miss-
ing operations (by respecting the order)
4. Update the child1 and the child2
5. Calculate C1, C2, C3 of the two new individuals according to the “dates calcu-
lation algorithm”
End
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considered as two sub-sets Bi and Mi, figure 2.
if Ci(x) ∈
[
Cbi , Chi + ε
]
then µBi (Ci(x)) =
Chi −Ci(x)+ ε
Chi −Cbi + ε
, else µBi (Ci(x)) = 0 (8)
when Chi represents the maximum value of the solution given by a considered heuristics according to
the ith objective function.
µBi (Ci(x)) is considered as the fuzzy measurement of Ci(x) in the sub-set Bi.
Then, the quality of each solution is characterized by the vector CB(x) where all the components are
homogeneous since they belong to the same interval and are all without dimension.
CB(x) = (a1, ..., anc)T
ai = µBi (Ci(x)), ∀i = 1, 2, ..., nc
(9)
For the multi-objective evaluation, the objective function Cg(x) is reduced to the minimization of the
balanced sum of the criteria relating to the use of the aggregation operator OWA [17].
Cg(x) =
nc∑
i=1
wiai (10)
A set of Pareto-optimal solutions is built without according privilege to a particular search direction, to
help the decision maker when it cannot clearly give a particular preference to an objective function. This
approach is based on an algorithm in which, the objective function Cg(.), defined at the relation (10), is
used for the evaluation of solutions. Weightings wi (1≤ i≤ nc) are calculated by using a fuzzy rule. The
idea is to measure the average quality of the solutions according to each criterion for each iteration and
to calculate the various weights according to the degree of this quality.
The goal is to study the profits and the possible improvements of the solutions by giving the priority
to the optimization of the objective functions whose average values is far from the lower bound. This
approach is called aggregative approach with dynamic search direction. Let ¯Cki be the solutions average
of the ith objective function found at kth iteration.
¯Cki =
∑
x∈Pk
Cki (x)
card(Pk)
(11)
where Pk represents the solutions population at this iteration.
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Figure 3: Criteria membership function
For each vector C(x), a fuzzification is applied to its components Ci(x) according to their positions
in the interval
[
Cbi , ¯C
0
i +ε
′
]
; where ε ′ is a little positive value introduced to avoid the division by zero,
if ¯C0i =Cbi then ε ′ = 0.1Cbi , else ε ′ = 0.
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The evaluation of the solutions quality is done by using the membership functions defined in figure
3, relating to the two fuzzy subsets, “P" and “L" of the lower bound.
The membership functions can thus be formulated as follows:
if ¯Cki ∈
[
Cbi , ¯C
0
i +ε
′
]
then µLik
(
¯Cki
)
=
¯Cki −Cbi
¯C0i −Cbi + ε ′
else µLik
(
¯Cki
)
= 1 (12)
The calculation of various weightings is carried out by using the two following fuzzy rules:
• If (Cki is “P” fromCbi ) then (wk+1i decrease)
• If (Cki is “L” fromCbi ) then (wk+1i increase)
Which lead to the following expression:
wki =
µLik
(
Cki
)
nc
∑
j=1
µLjk
(
Ckj
) , ∀i ∀k (13)
where 1 ≤ i ≤ nc and 2 ≤ k ≤ Q, with Q the total number of iterations and “L” the index relating to the
fuzzy subset.
w1i corresponds at the first iteration defined as follow:
w1i =
1
nc
, ∀i = 1, ...,nc (14)
The various weighting vectors (W 1,W 2, ...,W Q) are gradually calculated from the kth generation Pk
at the generation Pk+1, according to the distance between the lower bounds and the average of the kth
generation individuals, represented by a black circle in the figure 4.
The objective is to improve of the solutions by giving the priority to the objective functions optimiza-
tion whose average of the values is far from the lower bound. Indeed, by using a fuzzy rule, it is possible
to control the search direction in order to build a final set with solutions approaching as much as possible
the optimal values.
This method, can be used when the decision maker cannot give a particular preference to an objective
function, it also makes it possible to generate weights of the different criteria from an iteration to another
in a dynamic way according to the average of the solutions.
4 Simulation
To illustrate the effectiveness and performance of the proposed approach, six representative examples
based on practical data have been selected to compute. These examples deal with 5 to 10 operations. The
proposed approach is applied to them to optimize three criteria, represented in eqs. (1-3).
For example, the data relating to the example which treats 10 operations and which treats 5 operations
is represented respectively in table 6 and table 7.
By application of the proposed approach, the following experimental results are obtained, table 8.
The different results show that the solutions obtained are generally acceptable and satisfactory. The
values of the different objective functions show the efficiency of the suggested approach, table 8.
Moreover, the proposed method enables us to obtain good results in a polynomial computation time.
In fact, the various values of the criteria given by the multiobjective optimization method by Pareto-
optimality show its effectiveness, table 8. The values of the criteria for the Pareto border are in the
neighbourhood of to the lower bounds. Indeed, such an approach makes it possible to generate Pareto-
optimal solutions of good quality.
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Table 6: data relating to 10 operations
O1 O2 O3 O4 O5 O6 O7 O8 O9 O10
rk 0 1 2 3 4 1 3 2 1 3
pk 1 2 4 2 1 2 1 3 2 4
vi1 13 14 13 13 12 7 7 13 9 9
vi2 15 14 5 14 13 15 15 16 15 15
vi3 - 12 13 12 11 14 14 12 14 14
Previ1 2 3 4 3 2 1 1 2 2 2
Previ2 1 2 2 4 3 2 2 1 4 1
Previ3 - 4 3 2 2 1 3 2 3 3
DvPk 35 32 35 33 35 36 31 34 36 31
DrPk 14 10 9 11 8 12 7 9 11 10
dlivPk 21 22 25 22 21 20 21 24 26 22
CstkPk 3 2 2 5 2 3 4 3 1 2
PvenPk 4 6 6 8 7 5 6 8 3 5
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Table 7: data relating to 5 operations
O1 O2 O3 O4 O5
rk 2 3 1 4 3
pk 1 2 4 2 3
vi1 3 3 4 6 5
vi2 4 1 2 4 3
vi3 2 - 3 - 4
Previ1 1 2 1 2 4
Previ2 3 1 2 4 2
Previ3 4 - 3 - 1
DvPk 14 16 10 11 14
DrPk 5 6 4 7 5
dlivPk 10 13 14 16 12
CstkPk 1 2 3 4 5
PvenPk 8 3 8 5 4
Table 8: experimental results
n Scheduling C1 C2 C3 Cg (.)
10 O1O3O5O9O4O2O7O6O8O10 14 4 24 0,915
9 O1O2O3O4O5O7O6O8O9 9 4 20 0,95
8 O1O7O5O2O3O8O4O6 14 1 18 0,963
7 O1O3O6O7O4O2O5 12 9 17 0,752
6 O1O4O3O5O2O6 4 10 14 0,977
5 O1O4O5O3O2 12 10 14 0,53
82 Fatma Tangour, Ihsen Saad
5 Conclusion
A new approach based on the hybridization with the Pareto-optimality for solving multiobjective
problems in agro-alimentary workshop, is presented. The approach developed in this work provides the
possibility to determine an optimal scheduling among several realizable ones; this optimal solution gener-
ates the minimization of objective function (10). Besides, the proposed approach uses Pareto to estimate
and to classify obtained decisions. Indeed, we can avoid the preemption of certain components, the cost
of the out-of-date products, the cost of the distribution discount and the completion time(makespan).
The proposed hybrid approach presented in this paper can be considered as effective mechanisms
from the computation complexity.
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