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Abstract—In this paper we build a neural network model to
predict prevalence of malaria for a given geographic location and
year. We report on our experience of building the most suitable
neural network architecture for this problem. We show that both
utilizing dropout and Adam optimizer in the network training
process is very effective and can lead to a precise model without
overfitting issues. Incorporating rainfall data leads to a significant
improvement in the precision of the model, highlighting the fact
that this is an important factor in the spread of malaria. We then
utilize the selected best neural network to predict the outcome
of eradicating malaria at given locations. This can help to decide
where to use limited resources, like vaccines or insecticides, for
the largest possible impact in malaria control.
Index Terms—malaria prevalence prediction, neural networks,
malaria control
I. INTRODUCTION
APPROXIMATELY 15 million deaths a year are causeddirectly by infectious disease. We focus in this paper on
malaria which is one of the most deadliest disease despite
being preventable and treatable. It is estimated that more than
400 thousands people died in 2019 due to malaria and most of
them (60%) were children under 5. Furthermore, the African
region accounts for 94% of malaria cases and deaths [1].
Reliable models of how infectious diseases spread and how
they can be controlled are critical to reducing their impact
and saving lives as a result. Generally such models are hand-
crafted and then the parameters are adjusted to fit the data.
Here, instead of building the transmission model, we train a
neural network to predict the infection numbers in a given
year based on the specific geographic location and predicted
rainfall pattern for that year.
Many different approaches to forecasting the prevalence of
infectious disease have been taken (see, e.g., [2] for a survey
on this subject). Based on [2], in the case of malaria, the
most common approach taken so far was the use of linear
models and the main focus of such studies was mainly on
China. According to [1], 90% of malaria deaths in 2010 were
in Africa, which makes forecasting the prevalence of malaria in
Africa of great importance. We take as a baseline a model that
simply returns the average malaria prevalence across Africa
(namely, it returns prevalence of 0.239 for every point). This
was calculated based on every data point in the training set.
We then build a linear regression model and then shift focus
to building neural network of various depths for the same task
to achieve better performance.
Related work. Several papers so far used very simple neural
networks for predicting malaria prevalence for four different
countries: China [3], [4], Brazil [5], India [6], [7] and Thailand
[8]. Most of these studies used fewer than 100 data points in
total. In [9] a neural network approach was used to predict
malaria outbreaks in Canta in Brazil. That study found that
neural networks can work better than a logistic regression
model. This was only a small study, however it gives an
indication that using neural networks on a larger scale to
predict outbreaks of malaria can be beneficial.
Other approaches for malaria prevalence or outbreak pre-
diction were using fuzzy systems [10], [11], extreme gradient
boosting [12], [13], KNN [13], or Naive Bayes [13].
II. DATASET AND DATA PREPROCESSING
Data was collected from the Malaria Atlas Project (MAP)
[14], where survey records are collated for the spread of
malaria all across the world. Each piece of data has its own
citation, which can be found in [15].
There are multiple different forms of malaria which affect
humans. In this paper we focus on Plasmodium Falciparum,
which is the most severe form in humans [1].
As we are focusing on predicting prevalence of malaria in
Africa, we started by eliminating all irrelevant data points in
this survey. It was also necessary to clean the data so that
only complete data was used, with both coordinates of where
the data was collected from, and the information on positive
malaria cases. This left us with 9026 data points with which
to create a model. Each of these data points had coordinates,
information on the year the data was collected, and the number
of people surveyed compared with the total number of people
positive for malaria. All the models in this paper were trained
on a training set of 5000 points, 2000 data points being kept
for validation to tune the hyperparameters and 1901 data points
for the test data to estimate the ultimate performance of the
chosen model. A representation of these points can be seen in
Figure 1. Coordinates were used as the independent variable,
and proportion of positive malaria results as the dependent
variable.
Rainfall data was gathered from the Climate Hazards Group
InfraRed Precipitation with Station data (CHIRPS) [16] for all
the locations in our dataset. The CHIRPS data was downloaded
in PNG format, meaning it had to be matched up with the
coordinates of our data points. It was noticed that some data
points were seen to be on the boundaries between countries,
meaning no rainfall data could be extracted. For these points
the average of the 8 points surrounding them were taken as
their values. This process was run for all rainfall data between
1981 and 2014.
Finally, we normalized all values to the [0,1] interval.
III. PERFORMANCE METRIC
We evaluated the performance of all the constructed models






where xi-s are the actual observations, x′i are the values
predicted by the model, and N is the number of points in
the dataset (training or validation). As prevalence values are
in the range [0, 1], RMSE also has to belong to this range.
IV. MODELS WITHOUT RAINFALL DATA
We first tried to build models that do not take advantage of
the rainfall data collected. This was done to see how important
such climate data is for malaria models.
A. Linear Regression
The first aim was to create a model for the spread of malaria
in Africa using the standard linear regression [17] approach.
We built two models: one ignoring the year as an input variable
and another considering it as one of the input variables, but
their performance was essentially the same. We found that
linear regression model is better than the baseline model (the
one that always returns a constant prevalence value) and gave
a RMSE of 0.228. It is as significant improvement over the
constant prevalence model (whose RMSE is 0.263), but not as
much as we have hoped for.
B. Neural Networks
The most important choice when building a neural network
is deciding how many hidden layers are needed, and how
many nodes will be in each hidden layer. Another is choosing
the type of optimizer that will be used to train the network.
We initially used a gradient descent optimizer and a neural
network with 3 fully-connected hidden layers with 10 nodes
each.
After much experimenting with learning rate, steps, batch
sizes and hidden units we managed to train a model to have
RMSE error of just 0.16, a significant improvement over
the baseline. However, the RMSE on the validation set was
actually worse than the 0.263 benchmark. This was a clear
sign that the model was overfitting.
One way to improve the model and prevent overfitting was
to limit the number of hidden layers and hidden nodes. This
led to just a slight improvement over to the baseline model,
on both training and validation. It was found that, in general,
the smaller the neural network, the smaller the difference in
RMSE values between the training and validation data, but this
was at a trade off with their magnitude, which was higher.
We also tried to put coordinates in to bucketized sections,
however again, this either led to no improvement, or overfit-
ting. Another way was limiting the data to just East Africa
(due to the majority of data points being focused here), but
again this gave no significant improvement.
Finally, we decided to try a different optimizer. We used
the Adam optimizer, as it is known to be simple and effective
[18]. This indeed gave a better result than the gradient descent
method. Using a learning rate of 0.005, 50000 steps, a 1000
batch size and three hidden layers, each of 7 nodes, the RMSE
error was 0.188 for the training data. However, it was 0.227 for
the validation data. This again is better than the benchmark,
so is a promising result, however, is also a way away from
the training set error, meaning some overfitting may well be
occurring. Progression of training for this model can be seen
in Figure 2.
In Figure 3, we can see the plot of actual malaria proportions
on the y-axis and predicted proportions on the x-axis. As can
be seen, the general trend seems correct, however there is a
lot of room for improvement.
V. MODELS WITH RAINFALL DATA
At this point, we incorporated the rainfall data collected
from [16] as clearly just collecting the coordinates and the
year was insufficient in order to build a successful model.
A. Linear Regression
We started off by building a linear model to give the
baseline for results. This gave a training RMSE of 0.240 and
validation RMSE of 0.241. This is a clear but not hugely
significant improvement over the constant prevalence model
(whose RMSE is 0.263).
B. Neural Networks
Many trials of neural network were then attempted, trying
to balance model performance with overfitting problems. As
recommended in [19], it is best to limit hidden neurons to
start with (bearing in mind this may not be optimal), so this
is where we began.
A single hidden layer with just 3 nodes was created.
Dropout [20] was set to 20 percent on all models in order
to restrict overfitting where possible. This immediately gave
a promising result, RMSE of 0.228 for the training set and
RMSE of 0.232 for the validation set, much better than the
linear regression model. This alone shows the promise of using
neural network in order to predict the spread of disease as it
shows it can be much more effective than linear regression
models.
This error later improved to 0.222 (training) and 0.226
(validation) when using 5 nodes, and for 10 nodes, 0.218 and
0.222 respectively. Increasing the number of nodes from here
improved both the training and validation error, but the gap
between these grew.
We experimented with many different 2 and 3 hidden layer
neural networks architectures. We tried varying the number of
hidden nodes at each level, however it was found that this had
Fig. 1. Data points, plotted by coordinates. The color represents the proportion of people who tested positive for malaria.
Fig. 2. The training of the neural network with 3 hidden layers each with 7
nodes
little effect, so most of the testing from this point was with the
same number of nodes on each level. Again we started with a
small number, and worked up as the experiments continued.
A similar pattern emerged, the smaller the network the less
difference between the RMSE on the training and validation
sets there is, but also the higher is their magnitude. Interest-
ingly, it was found that a structure of three hidden layers with
Fig. 3. Plot of actual malaria proportions on the y-axis and predicted
proportions on the x-axis
5 nodes each was actually significantly worse than a single
hidden layer with 5 nodes (0.232 RMSE on training and 0.239
RMSE on validation). Three hidden layers with 10 nodes each
results in RMSE 0.217 (training) and 0.220 (validation). The
dropout is a big cause of this; with no dropout two hidden
layers with 5 nodes each gives us RMSE 0.207 (training) and
0.209 (validation). Clearly this is because a dropout of 0.2 is
very high when we have three hidden layers of 5 nodes each,
however this seems a very solid model, much lower error and
not much overfitting due to its relatively small size.
However this dropout is critical for larger networks. Three
hidden layers with 30 nodes each give RMSE of 0.147 on
training and RMSE of 0.198 on validation, a huge disparity
and a clear sign of overfitting. With dropout included though
we get RMSE of 0.174 on training and RMSE of 0.187 on
validation, which is promising, but still a disparity.
Images of malaria spread predictions were also created
using various different models. This was done to get a visual-
ization of what the model actually thinks and predicts. As the
malaria average for the database was roughly 0.25, the simple
models largely under predicted malaria throughout the whole
of Africa, and only with a more complicated network did the
models start to capture how prevalence of malaria really varies
across Africa.
Fig. 4. The prediction made for the prevalence of malaria in Africa March
2014, using a neural network with two hidden layers of 30 nodes each. The
average prevalence was 0.236.
Due to the nature of neural networks, each time the network
is trained it gives a slightly different result, but using a network
with two hidden layers with 30 nodes each and 0.2 dropout
gave a good training error to validation error trade off, whilst
having low errors and beginning to capture how instances of
malaria really vary. (Example malaria prevalence prediction of
this model can be seen in Figure 4.) This was the model that
was selected in the end as the best one and evaluated on the
test data. Its RMSE on training data was 0.187, on validation
data was 0.193, and in the end we used the test data to check
its performance and got RMSE of 0.194. As we can see, the
model is very consistent even on totally unseen data and our
model selection process was successful in the end.
VI. MALARIA CONTROL
The next step was to look in to where resources may best
be used to combat malaria.
Points were artificially entered into the training data, to
simulate areas where malaria had been eradicated to see which
had the biggest effect on Africa as a whole. Four points
were added, at the smallest distance interval, to simulate this
area having had malaria eradicated for the particular month.
This was attempted for different locations in Africa. We then
retrained our best neural network model and measured the
drop in the average prevalence rate as predicted by our model
for the whole of Africa.
The findings were interesting: adding these points to the
centre of Africa had a much bigger impact than on the
coasts, even to areas which previously had a high proportion
of malaria. Adding these points to Congo gave an average
prevalence of 0.198, compared with 0.215 when adding these
to Mozambique, however it needs to be noted that the original
data set had far fewer points in the centre of Africa than on
the coasts. Figures 5, 6 and 7 show examples of this.
VII. CONCLUSIONS
In this paper we showed that even with limited data a neural
network is a powerful tool for predicting prevalence of malaria
in Africa. We noted that overfitting is a common problem
when training a neural network. The problem therefore came
down to balancing the loss with the overfitting. Perhaps
unsurprisingly, the bigger models with low dropout would
have impressive RMSE on the training set, however a very
poor result on the test set. This was an expected result and
confirmed these models were overfitting. Adding parameters is
a way to decrease RMSE, but we may get to the point where
each instance in our dataset could have its own parameter,
which clearly is not a sensible model for trying to make
predictions on unseen data.
However by both utilizing dropout and Adam optimizer for
learning is very effective and can lead to a precise model.
Rainfall data lead to a significant improvement in the model,
highlighting the fact that this is an important factor in the
spread of malaria. In the end, by artificially inputting zero
malaria data points into the model gives us a good idea where
limited resources, e.g., vaccines or insecticides, could best be
used to minimize its spread.
Fig. 5. The prediction made for the prevalence of malaria in Africa using a
30,30 neural network, after adding 4 malaria free data points to the west of
Africa (Sierre Leone). The average prevalence was 0.217.
Fig. 6. The prediction made for the prevalence of malaria in Africa using
a neural network with two hidden layers of 30 nodes each, after adding 4
malaria free data points to the east of Africa (Mozambique). The average
prevalence was 0.215.
Fig. 7. The prediction made for the prevalence of malaria in Africa using a
neural network with two hidden layers of 30 nodes each, after adding 4 malaria
free data points to the centre of Africa (Congo). The average prevalence was
0.198.
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