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Abstract. Features of scalar QFT defined on the causal boundary =+ of an asymptotically flat at null
infinity spacetime and based on the BMS-invariant Weyl algebra W(=+) are discussed.
(a) (i) It is noticed that the natural BMS invariant pure quasifree state λ on W(=+), recently introduced
by Dappiaggi, Moretti an Pinamonti, enjoys positivity of the self-adjoint generator of u-translations with
respect to every Bondi coordinate frame (u, ζ, ζ) on =+, (u ∈ R being the affine parameter of the
complete null geodesics forming =+ and ζ, ζ complex coordinates on the transverse 2-sphere). This fact
may be interpreted as a remnant of spectral condition inherited from QFT in Minkowski spacetime (and
it is the spectral condition for free fields when the bulk is the very Minkowski space). (ii) It is also
proved that cluster property under u-displacements is valid for every (not necessarily quasifree) pure
state on W(=+) which is invariant under u displacements. (iii) It is established that positivity of the self-
adjoint generator of u-translations in a fixed Bondi frame individuates the BMS-invariant state λ uniquely
(without requiring BMS invariance) in the class of pure algebraic quasifree states on W(=+): there is
exactly one algebraic pure quasifree state which is invariant under u-displacements (of a fixed Bondi
frame) and has positive self-adjoint generator of u-displacements. It coincides with the GNS-invariant
state λ. (iv) Finally it is showed that in the folium of a pure u-displacement invariant state (like λ but
not necessarily quasifree) on W(=+) the state itself is the only state invariant under u-displacement.
(b) It is proved that all the theory can rested for spacetimes asymptotically flat at null infinity which also
admit future time completion i+ (and fulfills some other requirements related with global hyperbolicity).
In this case a ∗-isomorphism exists automatically which identifies the (Weyl) algebra of observables of
a linear fields propagating in the bulk spacetime with a sub algebra of W(=+). Moreover the preferred
BMS-invariant state λ on W(=+) induces a preferred state on the field algebra in the bulk spacetime.
1 Introduction.
1.1. Summary the relevant results established in [DMP05] and some extensions. Throughout
R
+ := [0,+∞), N := {0, 1, 2, . . .} and C∞(A), C∞(A; C) denote respectively the real and com-
plex linear space of smooth respectively real-valued, complex-valued functions on the manifold
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A. If χ : M → N is a diffeomorphism, χ∗ is the natural extension to tensor bundles (counter-,
co-variant and mixed) from M to N (Appendix C in [Wa84]). Concerning spacetimes we adopt
general definitions of [Wa84] (especially cap.8 therein). The metric has signature −+ · · ·+. We
use terminology, notation and definitions given in [DMP05]. An asymptotically flat space-
time is a four-dimensional smooth spacetime which is a vacuum spacetime asymptotically flat
at (future =+ and past =−) null and and spatial (i0) infinity as defined in [Wa84] (see defini-
tion B.1 in appendix B). Actually it is not required that it satisfies vacuum Einstein equations
everywhere, it is sufficient that it does in a neighborhood of =+ ∪ =− ∪ {i0} or, more weakly,
“approaching” the boundary =+ ∪ =− ∪ {i0} as discussed on p.278 of [Wa84] and the past null
infinity is not involved in all our results.
In [DMP05] we have considered a Weyl algebra constructed on the future null boundary of
a asymptotically flat spacetime (M, g). By definition (see appendix B) (M, g) can be identified
with a submanifold, with boundary ∂M = =+ ∪ =− ∪ {i0}, of an unphysical spacetime (M˜, g˜)
with g˜ = Ω2g (where, for sake of simplicity, we omitted to write explicitly the embedding map).
Ω : M˜ → [0,+∞) is smooth in M˜ \ {i0} (at i0 it is at least C2 and satisfies Ω(x) = 0 in M if
and only if x ∈ =+ ∪ =− ∪ {i0}. =+ = (∂J+(i0)) \ {i0} is a 3-dimensional submanifold of M˜
diffeomorphic to R× S2. =+ is the union of integral lines of the, nonvanishing on =+, null field
nµ := g˜µν∇νΩ and is equipped with the degenerate metric h˜ induced by g˜. As far as the only
structure on =+ is concerned, changes of the unphysical spacetime (M˜ , g˜) associated with a fixed
asymptotically flat spacetime (M, g), are completely encompassed by gauge transformations
Ω → ωΩ valid in a neighborhood of =+ (not including i0 in general), with ω smooth and strictly
positive. Under these gauge transformations the triple (=+, h˜, n) transforms as
=+ → =+ , h˜→ ω2h˜ , n→ ω−1n . (1)
If C is the class of the triples (=+, h˜, n) transforming as in (1) for a fixed asymptotically flat
vacuum spacetime, there is no general physical principle to single out a preferred element in C.
On the other hand C is universal for all asymptotically flat spacetimes [Wa84]: If C1 and C2 are
the classes of triples associated respectively to (M1, g2) and (M2, g2) there is a diffeomorphism
γ : =+1 → =+2 such that for suitable (=+1 , h˜1, n1) ∈ C1 and (=+2 , h˜2, n2) ∈ C2,
γ(=+1 ) = =+2 , γ∗h˜1 = h˜2 , γ∗n1 = n2 .
With an appropriate choice of ω, explicitly required to exist in the very definition of asymp-
totically flat spacetime (condition 5(b) in def. B.1), the tangent vector n turns out to be that
of complete geodesics. ω is completely fixed by requiring that, in addition, the nondegenerate
metric on the transverse section of =+ is, constantly along geodesics, the standard metric of S2
in R3. We indicate by ωB and (=+, h˜B , nB) that value of ω and the associated triple respectively.
For ω = ωB, a Bondi frame on =+ is a global coordinate system (u, ζ, ζ) on =+, where u ∈ R is
an affine parameter of the complete null g˜-geodesics whose union is =+ and ζ, ζ ∈ S2 ≡ C∪{∞}
being complex coordinates on the section of =+ transverse to the geodesics: ζ = eiφ cot(θ/2)
with θ, φ usual spherical coordinates of R3. The metric on the transverse section of =+ now
reads 2(1 + ζζ)−2(dζ ⊗ dζ + dζ ⊗ dζ).
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A diffeomorphisms χ : =+ → χ belongs to BMS group GBMS if χ∗h˜ and χ∗n differ from
h˜ and n at most by a rescaling (1). These diffeomorphisms represent “asymptotic isometries”
of M in the precise sense discussed in [Wa84] and highlighted in Proposition 2.1 in [DMP05].
Henceforth, whenever it is not explicitly stated otherwise, we consider as admissible realizations
of the unphysical metric on =+ only those metrics h˜ which can be reached via transformations
in GBMS from a metric whose associated triple is (=+, h˜B , nB).
In coordinates of a fixed Bondi frame (u, ζ, ζ), the group GBMS is realized as semidirect
group SO(3, 1)↑×C∞(S2), where (Λ, f) ∈ SO(3, 1)↑ ×C∞(S2) acts as
u → u′ := KΛ(ζ, ζ)(u+ f(ζ, ζ)) , (2)
ζ → ζ ′ := Λζ := aΛζ + bΛ
cΛζ + dΛ
, ζ → ζ ′ := Λζ := aΛζ + bΛ
cΛζ + dΛ
. (3)
KΛ is the smooth function on S
2
KΛ(ζ, ζ) :=
(1 + ζζ)
(aΛζ + bΛ)(aΛζ + bΛ) + (cΛζ + dΛ)(cΛζ + dΛ)
and
[
aΛ bΛ
cΛ dΛ
]
= Π−1(Λ) . (4)
Above Π is the well-known surjective covering homomorphism SL(2,C) → SO(3, 1)↑ (see
[DMP05] for further details). Two Bondi frames are connected each other through the transfor-
mations (2),(3) with Λ ∈ SU(2). Conversely, any coordinate frame (u′, ζ ′, ζ ′) on =+ connected
to a Bondi frame by means of an arbitrary BMS transformation (2),(3) is physically equivalent
to the latter from the point of view of General Relativity, but it is not necessarily a Bondi frame
in turn. A global reference frame (u′, ζ ′, ζ ′) on =+ related with a Bondi frame (u, ζ, ζ) by means
of a BMS transformation (2)-(3) will be called admissible frame.
Remark 1.1. The notion of Bondi frame is useful but conventional. Any physical object
must be invariant under the whole BMS group, i.e. under asymptotic symmetries (which include
proper symmetries) of M , and not only under the subgroup of GBMS connecting Bondi frames.
We recall the reader that an asymptotically flat spacetime (M, g) is said to be strongly
asymptotically predictable [Wa84] if there is an open set V˜ ⊂ M˜ with M ∩ J−(=+) ⊂ V˜
(the closure being referred to M˜) such that (V˜ , g˜) is globally hyperbolic. Notice that also MV˜ :=
V˜ ∩M is globally hyperbolic under these hypotheses and a spacelike smooth Cauchy surface S˜
for (V˜ , g˜) through i0 individuates a smooth Cauchy surface S for (MV˜ , g) when restricting to
MV˜ . In particular Minkowski spacetime M = M
4 is strongly asymptotically predictable with
MV˜ = M
4. If φ is smooth with compactly supported Cauchy data and solves the massless
conformally-coupled Klein-Gordon equations in MV˜
Pφ = 0 , where P := −gµν∇µ∇ν + 16R , (5)
the limit ψ of (ωBΩ)
−1φ toward =+ is smooth (Proposition 2.3 in [DMP05]). The action of
asymptotic isometries on φ in the bulk corresponds to an action of GBMS on ψ, in a fixed Bondi
frame, (Proposition 2.3 in [DMP05])(
A(Λ,f)ψ
)
(u′, ζ ′, ζ ′) := KΛ(ζ, ζ)−1ψ(u, ζ, ζ) . (6)
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All that may suggest to think the rescaled boundary values ψ as wavefunctions on =+ and
define a QFT based on a suitable symplectic space containing these wavefunctions where the
BMS group acts as in (6) and it is the symmetry group of the theory. In fact, in [DMP05]
we introduced a simple notion of QFT on =+ based on a certain Weyl algebra of observables
associated with a symplectic space (S(=+), σ) with
S(=+) :=
{
ψ ∈ C∞(=+)
∣∣∣∣∣ sup
(ζ,ζ∈S2)
|u|−k|∂ku∂mζ ∂nζ ψ| → 0 , as |u| → +∞ ,∀k,m, n ∈ N
}
. (7)
Here we enlarge S(=+) (the reason will be clear later) up to the space S(=+) ⊃ S(=+) with
S(=+) := {ψ ∈ C∞(=+) ∣∣ ψ and ∂uψ belong to L2(R× S2, du ∧ S2(ζ, ζ))} (8)
S2 is (see below) the standard volume form of the unit 2-sphere S
2 = C∪{∞}. Both spaces are
invariant under the action (6) of BMS group so that the choice of a Bondi frame in the definitions
is immaterial. The nondegenerate symplectic form σ is the following. If ψ1, ψ2 ∈ S(=+) or, more
generally ψ1, ψ2 ∈ S(=+),
σ(ψ1, ψ2) :=
∫
R×S2
(
ψ2
∂ψ1
∂u
− ψ1∂ψ2
∂u
)
du ∧ S2(ζ, ζ) , S2(ζ, ζ) :=
2dζ ∧ dζ
i(1 + ζζ)2
, (9)
The Weyl algebra W(=+) is that associated with the pair (S(=+), σ) (see appendix C). The
generators of that Weyl algebras are denoted by W (ψ), ψ ∈ S(=+). By definition they do not
vanish and satisfy Weyl relations (or CCR)
(W1) W (−ψ) = W (ψ)∗ , (W2) W (ψ)W (ψ′) = eiσ(ψ,ψ′)/2W (ψ + ψ′) .
W(=+) is uniquely determined, up to (isometric ∗-algebra) isomorphisms by the requirement
that it is a C∗ algebra generated by non null elements W (ψ) fulfilling (W1) and (W2) (see
Appendix C). The formal interpretation of generators is W (ψ) = eiσ(ψ,Ψ), σ(ψ,Ψ) denotes the
usual symplectically smeared field operator (see appendix C).
Remark 1.2. Naturalness of the symplectic space (S(=+), σ) and the associated Weyl algebra
is consequence of the following three facts. (i) σ is invariant under the action (6) of BMS group
as proved in Theorem 2.1 [DMP05], the enlargement of S(=+) does not affect the proof. (ii)
Under suitable hypotheses the Weyl algebra of linear QFT in the bulk identify with a sub algebra
of W (=+). Let us illustrate this point. Let (M, g) be an asymptotically flat spacetime, strongly
asymptotically predictable with respect to V˜ ⊂ M˜ . Define SP (MV˜ ) to be the real linear space
of real smooth solutions φ in MV˜ of Klein-Gordon equation (5) which have compact support on
Cauchy surfaces in MV˜ and define the Cauchy-surface invariant symplectic form defined as
σM
V˜
(φ1, φ2) :=
∫
Σ
(φ1∂nΣφ2 − φ2∂nΣφ1) dµ(g)Σ , for φ1, φ2 ∈ SP (MV˜ ), (10)
Σ ⊂MV˜ being a smooth spacelike Cauchy surface with unit, future directed, normal vector nΣ
and measure µ
(g)
Σ induced by g. In this context WP (MV˜ ) denotes the Weyl algebra of the quan-
tum field φ in the bulk associated with the symplectic space (S(MV˜ ), σMV˜ ) with Weyl generators
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WM
V˜
(φ), φ ∈ S(MV˜ ). Proposition 4.1 in [DMP05] reads
Proposition 1.1. Let (M, g) be an asymptotically flat spacetime, strongly asymptotically
predictable with respect to V˜ ⊂ M˜ . Assume that both conditions below hold true for the projection
map ΓM
V˜
: SP (MV˜ ) 3 φ 7→
(
(ωBΩ)
−1φ
)
=+:
(a) ΓM
V˜
(SP (MV˜ )) ⊂ S(=+),
(b) symplectic forms are preserved by ΓM
V˜
, that is, for all φ1, φ2 ∈ S(MV˜ ),
σM
V˜
(φ1, φ2) = σ(ΓM
V˜
φ1,ΓM
V˜
φ2) , (11)
Then WP (MV˜ ) can be identified with a sub C
∗-algebra of W(=+) by means of a C∗-algebra
isomorphism ı uniquely determined by the requirement
ı(WM
V˜
(φ)) = W (ΓM
V˜
φ) , for all φ ∈ SP (MV˜ ) , (12)
By Proposition 4.1 in [DMP05] the conditions (a) and (b) are fulfilled at least when (M, g) is
the four-dimensional Minkowski spacetime (in this case MV˜ = M) : S(=+) (and thus S(=+))
includes the limit ψ to =+ of the rescaled solutions (ωBΩ)−1φ of (5) in MV˜ and σ(ψ1, ψ2) coin-
cides with the limit to =+ of the bulk symplectic form for smooth solutions φ.
However, it is worth noticing that (S(=+), σ) does not depend on the particular (asymptoti-
cally flat and strongly asymptotically predictable) spacetime M whose =+ is the future causal
boundary.
A preferred quasifree pureBMS-invariant state λ on W(=+) has been introduced in [DMP05].
The extent is not affected by the enlargement of S(=+) to S(=+). Fix a Bondi frame (u, ζ, ζ).
For ψ ∈ S(=+) define its positive-frequency part ψ+ (with respect to u) as follows:
ψ+(u, ζ, ζ) :=
∫
R
e−iEu
ψ˜+(E, ζ, ζ)√
4piE
dE ,
ψ˜+(E, ζ, ζ)√
2E
:=
1√
2pi
∫
R
e+iEuψ(u, ζ, ζ)du , (13)
with ψ˜+(E, ζ, ζ) := 0 for E 6∈ R+. With our enlargement of S(=+) the Fourier transforms in (13)
must be understood as the Fourier-Plancherel transforms (see Appendix D). From proposition
D.1, the right-hand side of (9) can be computed also for positive frequency parties ψ1+, ψ2+
when ψ1, ψ2 ∈ S(=+), provided the derivatives involved in (9) be interpreted in distributional
sense. A Hermitian scalar product arises in the complexified space of positive frequency parts:
〈ψ1+, ψ2+〉 := −iσ(ψ1+, ψ2+) . (14)
Since S(=+) ⊃ S(=+), Theorem 2.2 in [DMP05] implies that the Hilbert completion H of the
complexified space of positive frequency parts is isometrically isomorphic to L2(R+×S2, dE⊗S2)
(no matter the enlargement of S(=+)). In particular
〈ψ1+, ψ2+〉 =
∫
R+×S2˜
ψ1+(E, ζ, ζ) ψ˜2+(E, ζ, ζ) dE ⊗ S2(ζ, ζ) , for every pair ψ1, ψ2 ∈ S(=+). (15)
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Since S(=+) ⊃ S(=+), Theorem 2.2 in [DMP05] implies also that the R-linear map K :
S(=+) 3 ψ 7→ ψ+ ∈ H has dense range. Since, by (13) and (14) one also has σ(ψ1, ψ2) =
−2Im〈Kψ1,Kψ2〉, we conclude (see proposition C.2 in Appendix C) that there is a unique pure
quasifree regular state λ which satisfies,
λ(W (ψ)) = e−µλ(ψ,ψ)/2 , for all ψ ∈ S(=+) and where µλ(ψ1, ψ2) := Re〈ψ1+, ψ2+〉 (16)
and the GNS triple (H,Π,Υ) is made of the Fock space H with cyclic vector given by the vacuum
Υ and one-particle space H. The representation Π is completely determined by the identity,
valid for every ψ ∈ S(=+), Π (W (ψ)) := eiΨ(ψ) where, following notation as in [DMP05] we write
Ψ(ψ) in place of σ(ψ,Ψ) for the sake of simplicity. Similarly, regarding the GNS triple of λ and
field operators from now on we omit pedices λ.
Let us pass to focus on BMS invariance of the theory and the state λ. We recall the reader
that a state ω on a C∗-algebra A is invariant under a faithful representation β of a group G
made of of ∗-automorphisms if ω(βg(a)) = ω(a) for every g ∈ G and every a ∈ A. Invariance of
ω under β implies that β is unitarily implementable in the GNS representation (Hω ,Πω,Υω) of
ω and there is a unique unitary representation U : G 3 g 7→ Ug acting on Hω leaving fixed the
cyclic vector [Ar99], that is
UgΠω(a)U
†
g = Πω (βg(a)) and UgΥω = Υω , for all pairs g ∈ G, a ∈ A. (17)
The remaining unitary representations {Vg}g∈G of G which implement the group on Hω may
transform Υ up to a phase eiag only. They therefore differ from U for that phase only, it being
VgΠω(a)Υω = e
iagΠω(βg(a))Υω = e
iagUgΠω(a)Υω. When G is a topological/Lie group there is
no guarantee, in general, for strong continuity of U . Strong continuity would imply, via Stone
theorem, the existence of self-adjoint generators of the transformations of the group which, very
often, have some physical interest.
A group G 3 g acting on a symplectic space S by means of transformations Bg preserving the
symplectic form σ, induces a representation β ofGmade of ∗-automorphisms on the Weyl algebra
WS,σ (see theorem 5.2.8 in [BR022]): it is uniquely determined by βg(W (ψ)) := W
(
Bg−1ψ
)
for
every g ∈ G and ψ ∈ S. We call β the representation canonically induced by G.
Concerning W(=+), σ is invariant under the action (6) of GBMS and thus the representation α
canonically induced by GBMS (6) on W(=+) is uniquely determined by the requirement
αg(W (ψ)) = W
(
Ag−1ψ
)
, for every g ∈ GBMS and ψ ∈ S(=+). (18)
α turns out to be faithful. With the extended definition of symplectic space we have the follow-
ing theorem which embodies theorems 2.3 and 2.4 in [DMP05].
Theorem 1.1. The state λ on W(=+) (16) with GNS triple (H,Π,Υ) is invariant under the
representation α of GBMS (6) so that λ is independent from the choice of the Bondi frame on
=+ used in (16). Furthermore the following holds.
(a) The unique unitary representation GBMS 3 g 7→ Ug representing α leaving fixed Υ, is the
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standard tensorialization of the representation U (1) = U H on the one-particle space H defined
in the Bondi frame on =+ used to define λ by(
U
(1)
(Λ,f)
ϕ
)
(E, ζ, ζ) =
eiEKΛ(Λ
−1(ζ,ζ))f(Λ−1(ζ,ζ))√
KΛ(Λ−1(ζ, ζ))
ϕ
(
EKΛ
(
Λ−1(ζ, ζ)
)
,Λ−1(ζ, ζ)
)
, (19)
for every ϕ ∈ L2(R+ × S2; dE ⊗ S2) and GBMS 3 g ≡ (Λ, f).
(b) U is strongly continuous when equipping GBMS with the nuclear topology (see [DMP05]).
Sketch of proof. By direct inspection, referring to (13), from (19) one sees that (i) U (1) is unitary
and, if ψ ∈ S(=+), ψ(g)+ (u, ζ, ζ) :=
∫
R+
e−iEu(U (1)g ψ˜+)(E, ζ, ζ) dE√4piE is well defined and satisfies
(ii) ψ
(g)
+ +ψ
(g)
+ = Ag(ψ). Let Ug be the tensorialization to the whole Fock space of U
(1)
g satisfying
UgΥ := Υ. Using Π(W (ψ)) = exp iσ(ψ,Ψ) (see proposition C.2 in appendix C), from (ii) arises
UgΠ(W (ψ))U
†
g = Π
(
W
(
Ag−1ψ
))
. This proves (a) as well as the invariance of λ under α because
UgΥ := Υ by constriction. The proof of (b) is exactly that of Theorem 2.4 in [DMP05]. 2
Remark 1.3. It has been proved in Section 3 of [DMP05] that, adopting a suitable Wigner’s-
like representation analysis, (Theorem 3.2 in [DMP05]) the representation U H is that proper
of a massless particle with respect to the known BMS notion of mass [MC72-75]. (The proof is
completely independent on the enlargement of S(=+) adopted here.) This is particularly rele-
vant because this result suggests that also in the absence of Poincare´ symmetry the “geometric
notion of mass” which appears in Klein-Gordon equation could have a Schwinger - group theory
interpretation in relation to BMS group for asymptotically flat spacetimes.
1.2. Contents of this paper. In this paper we primarily focus on one of the final issues raised at
the end of [DMP05]. How is the BMS-invariant state λ unique? In fact, after some preparatory
results given in section 2 section 3 presents an answer to that question based on some peculiarities
of the state λ which are examined in the following section. In the practice, first we notice
that λ enjoys positivity of the self-adjoint generator of u-translations with respect to every
admissible frame (u, ζ, ζ) on =+. This fact may be interpreted as a remnant of spectral condition
inherited from QFT in Minkowski spacetime. Moreover we find that every pure state on W(=+)
invariant under u-displacements with respect to a fixed admissible frame satisfies cluster property
with respect to these displacements. Afterwords, in section 3 taking the cluster property into
account, we show that the validity of positivity for the self-adjoint generator of u-translations
in a fixed admissible frame individuates the BMS-invariant state λ uniquely (without requiring
BMS invariance). As a second result, we show that in the folium of a pure u-displacement
invariant state (like λ but not necessarily quasifree) on W(=+) the state itself is the only u-
displacement invariant state. The proof of the first uniqueness result is essentially obtained by
reducing to the hypotheses of a know uniqueness theorem due to Kay [Ka79].
The second issue considered in section 4 concerns the validity of proposition 1.1 which assures
that the Weyl algebra of a linear QFT in the bulk is isometrically mapped onto a sub algebra of
7
W(=+). We know that the hypotheses of proposition 1.1 are fulfilled for Minkowski spacetime or,
similarly, for a strongly asymptotically predictable, asymptotically flat spacetime which coincides
with Minkowski spacetime after a Cauchy surface arbitrarily far in the future. The issue is
important because the existence of the isometric ∗-homomorphism permits to induce a preferred
state in the bulk by the symmetric state λ. We expect that the preferred state is invariant
under any asymptotic symmetry (including proper symmetries) of the bulk by construction. We
prove in section 4 which the isometric ∗-homomorphism of proposition 1.1 exists whenever it
is possible to complete =+ by adding the asymptotic future point i+ in the sense of Friedrich
[Fri86-88].
The last section contains some final comments and open questions. The appendices contain
proofs of some propositions and recall general definitions and results about quasifree states on
Weyl algebras.
2 Some properties of λ, W(=+) and states on W(=+).
2.1. Positivity, u-displacement cluster property for Weyl-generator. There are two interest-
ing properties of λ which were not mentioned in [DMP05] these are stated in proposition 2.1.
Some introductory notions are necessary. For each admissible frame F ≡ (u, ζ, ζ) there is a
one-parameter subgroup {T(F)t }t∈R of GBMS defining (active) u-displacements: T(F) := T(F)t :
(u, ζ, ζ) 7→ (u+ t, ζ, ζ). In turn, the restriction of α (18) to T (F) is a ∗-automorphism representa-
tion, α(F) := {α(F)t }t∈R of T(F). If ω is an α(F)-invariant state on W(=+), it satisfies α(F)-cluster
property for Weyl generators if
lim
t→+∞ω
(
W (ψ) α
(F)
t
(
W (ψ′)
))
= ω (W (ψ))ω
(
W (ψ′)
)
, for all ψ,ψ′ ∈ S(=+), (20)
Proposition 2.1. The GBMS-invariant state λ on W(=+) defined in (16) enjoys the follow-
ing properties with respect to the one-parameter group α(F) of every admissible frame F.
(a) The generator H (F) of the unitary group {e−itH(F)}t∈R implementing α(F) leaving fixed the
cyclic vector is nonnegative.
(b) λ satisfies α(F)-cluster property for Weyl generators (20).
Proof. It is sufficient to prove the thesis for a fixed Bondi frame F. It generalizes to every other
admissible frame F′ using the following facts: (i) λ is GBMS invariant, (ii) there is g ∈ GBMS
such that α
(F′)
t = αgα
(F)
t αg−1 for every t ∈ R, (iii) α is unitarily implementable leaving fixed the
cyclic vector, (iv) unitary equivalences preserve the spectrum of operators.
(a) Construct the state λ referring to the Bondi frame F. In the one-particle space H ≡ L2(R+×
S
2) of the GNS representation of λ, the self-adjoint operator H, such that (Hφ)(E, ζ, ζ) :=
Eφ(E, ζ, ζ) defined in the domain of the square-integrable functions φ such that R+ 3 E 7→
Eφ(E, ζ, ζ) is square integrable, has spectrum σ(H) := [0,+∞). By construction, if H⊗ denotes
unique the standard tensorialization of H extended to the Fock space H with the constraint
H(F)Υ = 0, H(F) is non negative by construction, moreover one has e−itH
(F)
Υ = Υ as well as,
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from (13)
e−itH
(F)
Π(W (ψ)) eitH
(F)
= Π
(
W (A
T
(F)
−t
ψ)
)
= Π
(
α
T
(F)
t
(W (ψ))
)
= Π
(
α
(F)
t (W (ψ))
)
.
So that e−itH
(F)
implements α
(F)
t and has nonnegative generator.
(b) Take ψ,ψ′ ∈ S(=+). If ψ′t(u, ζ, ζ) := ψ′(u+ t, ζ, ζ), using Weyl relations, (49), invariance of
λ under α(F) and (ii) in lemma C.1, one has
λ
(
W (ψ) α
(F)
t
(
W (ψ′)
))
= e−〈Kψ,Kψ
′
t〉λ (W (ψ)) λ
(
W (ψ′)
)
. (21)
By (14) and Fubini-Tonelli theorem: 〈Kψ,Kψ ′t〉 =
∫
R+
dEe−itE
∫
S2
ψ˜+(E, ζ, ζ)ψ˜′+(E, ζ, ζ)S2(ζ, ζ)
and the internal integral defines a L1(R+, dE) function of E. Riemann-Lebsgue lemma implies
that 〈Kψ,Kψ′t〉 vanishes as t→ +∞ so that (20) holds true from (21). 2
Remark 2.1. Consider QFT in Minkowski spacetime M4 built up Minkowski vacuum ΥM4
and QFT with Weyl algebra W(M4) on =+ referred to λ ≡ Υ. If a Bondi frame (u, ζ, ζ) (which
can be fixed to be a Bondi frame) on =+ is associated with a Minkowski reference frame in
the bulk, u displacements are in one-to-one correspondence with time translations respect to
the Minkowski frame. More precisely, by Theorems 4.1 and 4.2 there is the unitary equiva-
lence U which unitarily implements, in the respective GNS Hilbert spaces, the ∗-isomorphisms
ı : W(M4) → W(=+) arising from proposition 1.1 (Proposition 4.1 in [DMP05]), mapping ΥM4
into Υ. Under the unitary equivalence U the self-adjoint generator of time displacements of
the Weyl algebra in the bulk is transformed to the self-adjoint generator of u-displacements for
the Weyl algebra on W(=+) and hence the spectra of those operators are identical. Finally, as
discussed in [DMP05], changing Minkowski frame by means of a orthochronous Poincare´ trans-
formation is equivalent to passing to another admissible frame (in general not a Bondi frame)
by means of a suitable transformation (2)-(3). These changes preserve the interplay of time
displacements and u-displacements. We conclude that positivity of u-generator for QFT on =+
refereed to λ, valid for every admissible frame on =+ is nothing but the spectral condition of QFT
in Minkowski spacetime referred to Minkowski vacuum for the free theory in M4. In Minkowski
QFT the spectral condition is a stability requirement: it guarantees that, under small (exter-
nal) perturbations, the system does not collapse to lower and lower energy states. In this way,
we are naturally lead to consider positivity of u-displacement generator with respect to every
admissible frame on =+ as a natural candidate for replacing the spectral condition in QFT on
=+ also when =+ itself is not thought as the null boundary of Minkowski spacetime.
2.2. Asymptotic properties, extension of cluster property. The proof of proposition 2.1 yields,
as a byproduct, a general property of (W(=+), σ), i.e. asymptotic commutativity. The proof of
the following proposition is in Appendix A.
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Proposition 2.2. For every admissible frame F the following facts are valid.
(a) α(F)-asymptotic commutativity holds:
lim
t→+∞
[
α
(F)
t (a) , b
]
= 0 , for all a, b ∈ W(=+). (22)
(b) Let ω be a pure (not necessarily quasifree) state W(=+) with GNS representation (Hω,Πω,Υω)
and assume that there exist a unitary group U (F) implementing α(F) on Hω. Then ω satisfies
α(F)-weak asymptotic commutativity:
w- lim
t→+∞
[
U
(F)
t AU
(F)†
t , B
]
= 0 , for all pairs A ∈ Πω(W(=+)), B ∈ B(Hω) (23)
where B(Hω) is the space of bounded operators on Hω, and w-lim denotes the weak operatorial
topology limit.
To conclude this technical subsection we give a final proposition which extends α(F)-cluster
property to the whole Weyl algebra giving also another related property. If F is a Bondi frame on
=+, we say that a state ω (not necessarily quasifree) on W(=+) satisfies α(F)-cluster property
(in the full-W(=+) version) if
lim
t→+∞ω(a α
(F)
t (b)) = ω(a)ω(b) , for all a, b ∈ W(=+). (24)
Proposition 2.3. Let F be an admissible frame on =+ and ω a pure (not necessarily quasifree)
state on W(=+) with GNS triple (Hω,Πω,Υω). If ω is α(F)-invariant the following holds.
(a) ω satisfies α(F)-cluster property.
(b) If A ∈ Πω(W(=+)) and U (F) is a unitary group implementing α(F) on Hω, one has
w- lim
t→+∞U
(F)
t AU
(F)†
t = 〈Υω, AΥω〉I . (25)
Proof (a) is an immediate consequence of (b) when writing the statement (a) in the GNS space
Hω using GNS theorem, with A = Πω(a) and B = Πω(b). To prove (a), take B ∈ Πω(W(=+))
and Φ ∈ Hω. If At = U (F)t AU (F)†t and P0 = |Υω〉〈Υω| we have
〈Φ, BAtΥω〉 = 〈B†Φ, [At, P0]Υω〉+ 〈B†Φ, P0AtΥω〉 = 〈B†Φ, [At, P0]Υω〉+ 〈Φ, BΥω〉〈Υω, AtΥω〉 .
The second term on the right-hand side is noting but 〈Φ, BΥω〉〈Υω, AΥω〉 because ω is α(F)
invariant, whereas the first term vanishes by weak asymptotic commutativity. By asymptotic
commutativity we also get limt→+∞〈Φ, AtBΥω〉 = limt→+∞〈Φ, BAtΥω〉 = 〈Φ, BΥω〉〈Υω, AΥω〉.
Since {BΥω} is dense in Hω, for every Ψ ∈ Hω and  > 0, there is B ∈ Πω(W(=+)) with
||BΥω − Ψ|| < . Therefore, if 〈A〉 := 〈Υω, AΥω〉, it results that |〈Φ, AtΨ〉 − 〈A〉〈Φ,Ψ〉| is
bounded by |〈Φ, AtBΥω〉 − 〈A〉〈Φ, BΥω〉| + |〈Φ, At(Ψ − BΥω)〉 − 〈A〉〈Φ, (Ψ − BΥω)〉|. The
first term tends to 0 as t → +∞, whereas the second is bounded by ||Φ|| | ||At|| + |〈A〉| | =
||Φ|| | ||A||+ |〈A〉| |. Finally, with the procedure based on standard properties of lim sup, lim inf
used in the proof of proposition , one obtains limt→+∞〈Φ, AtΨ〉 = 〈Υω, AΥω〉〈Φ,Ψ〉. 2
10
3 The uniqueness theorem.
3.1. The uniqueness theorem. Making profitable use of cluster invariance, we are able to estab-
lish that λ is the unique quasifree pure state on W(=+) which is α(F) invariant for an, arbitrarily
chosen, admissible frame F and it has nonnegative self-adjoint generator for the unitary imple-
mentation of α(F). No requirement about the full BMS invariance is necessary. Moreover,
dropping the quasifree hypotheses, we show that in the folium2 of a pure α(F)-invariant state
on W(=+) the state itself is the only α(F)-invariant state. Below “BMS-invariant” for a state
means “invariant under the ∗-automorphism representation α (18) of GBMS”.
Theorem 3.1. Consider an arbitrary admissible frame F on =+.
(a) The BMS-invariant state λ defined in (16) is the unique pure quasifree state on W(=+)
satisfying both:
(i) it is invariant under α(F),
(ii) the unitary group which implements α(F) leaving fixed the cyclic GNS vector is strongly
continuous with nonnegative generator.
(b) Let ω be a pure (not necessarily quasifree) state on W(=+) which is BMS-invariant or,
more weakly, α(F)-invariant. ω is the unique state on W(=+) satisfying both:
(i) it is invariant under α(F),
(ii) it belongs to the folium of ω.
Remarks. (1) The condition (ii) in (a) is equivalent to the requirement that there is a strongly-
continuous unitary group {e−itH(F)}t∈R implementing α(F), such that inf σ(H (F)) ≥ 〈Υ,H(F)Υ〉,
Υ being the cyclic GNS vector.
(2) From a general result in the appendix C, strong continuity for the unitary group imple-
menting α(F) leaving the cyclic vector unchanged for a state ω is equivalent to continuity at 0
of R 3 t 7→ ω
(
W (ψ) α
(F)
t (W (ψ
′))
)
for all ψ,ψ′ ∈ S(=+).
Proof of theorem 3.1. (a) Consider a state ω invariant under a one-parameter group of ∗-
automorphisms α(F), supposing that F is a Bondi frame, and let us indicate by {U (F)t }t∈R
the unique unitary group which implements α(F) leaving the GNS cyclic vector Υω fixed.
From now on we represent wavefunctions in coordinates (u, ζ, ζ) of F. Since ω is quasifree
on has Πω(W (ψ)) = e
iΨω(ψ) and thus, in particular, for every x ∈ R, U (F)t eiΨω(xψ)U (F)−t Υω =
eiΨω(xψt)Υω, where ψt(u, ζ, ζ) := ψ(u + t, ζ, ζ). Using the fact that U
(F)
−t Υω = Υω and applying
Stone theorem, it results U
(F)
t a
†(Kωψ)Υω = a†(Kωψt)Υω. In other words the one-particle space
Hω is invariant under U
(F)
t and its restriction to Hω, V
(F) := U (F)Hω is unitary as well. Ten-
sorialization of V (F), assuming also invariance of Υω, produces a unitary representation of α
(F)
which leaves Υω invariant and thus it must coincide with U
(F). As a consequence we can restrict
2The folium of an algebraic state ω is the convex body of the states which are representable by means of either
vector or density matrices in the GNS Hilbert space of ω.
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our discussion to the one-particle space Hω. The fact that the U
(F) is strongly continuous with
positive self-adjoint generator implies that V (F) is strongly continuous with positive self-adjoint
generator Hω. Notice also that, if ψt(u, ζ, ζ) := ψt(u+t, ζ, ζ), by construction, V
(F)
t Kωψ = Kωψt
for every t ∈ R and ψ ∈ S.
Now consider the triple (Kω,Hω, V
(F)) associated with ω (where Kω : S(=+) → Hω is the func-
tion in lemma C.1 and proposition C.2) and the analog for λ, (K,H, V (F)). We want to reduce
to use the following remarkable result due to Kay [Ka79].
Lemma 3.1. Let WS,σ be a Weyl algebra equipped with a one-parameter group of ∗-automorphisms
β = {βt}t∈R canonically induced by a one-parameter group of transformations B = {Bt}t∈R of
S preserving the symplectic form σ. Suppose that, for k = 1, 2, there are triples (Kk,Hk, Vk)
where: Hk are complex Hilbert spaces, Kk : S → Hk and Vk = {Vk t}t∈R are strongly continuous
one-parameters groups of unitary operators on Hk. Suppose that the following holds as well.
(a) Kk are R-linear with dense range and σ(ψ,ψ
′) = −2Im〈Kkψ,Kkψ′〉H, with ψ,ψ′ ∈ S.
(b) Vk tKkψ = KkBtψ for every t ∈ R and ψ ∈ S.
(c) The self-adjoint generators Hk of Vk have nonnegative spectrum.
(d) RanHk = Hk.
With these hypotheses there is a unitary operator U : H1 → H2 with UK1 = K2.
Notice that (2) of proposition C.2 implies that, under the hypotheses of lemma 3.1, the pure
quasifree states ω1 and ω2, respectively individuated by (K1,H1) and (K2,H2), must coincide.
Turning back to the proof of theorem 3.1 , the triples (Kω,Hω, V
(F)) and (K,H, V (F)) satisfies
hypotheses (a) by lemma C.1 and (d) in proposition C.2. (b) and (c) hold true by construc-
tion/hypotheses for ω and by proposition 2.1 for ω. To conclude the proof of theorem 3.1 it is
now sufficient to establish the validity of (d), i.e. that RanHω = Hω and the analog for the
generator H of V (F). Since Hω,H are self-adjoint, it is equivalent to prove that KerHω = {0}
and KerH = {0}. It is trivially true for the generator H (see the proof of proposition 2.1). Let
us prove that KerHω = {0} from cluster property, which is valid for ω due to (a) of proposition
2.3. Dealing with as in (b) in the proof of proposition 2.1 one obtains
ω
(
W (ψ) α
(F)
t
(
W (ψ′)
))
= e−〈Kωψ,Kωψ
′
t〉ω (W (ψ))ω
(
W (ψ′)
)
. (26)
Since ω (W (ψ)) = e−µω(ψ,ψ)/2 6= 0 for every ψ ∈ S(=+), (26) together with cluster property,
imply that e−〈Kωψ,Kωψ′t〉 = 1 as t→ +∞. In other words for every  > 0 there is T ∈ R with〈
Kωψ,Kωψ
′
t
〉 ∈ ⋃
n∈Z
B(2piin) , if t > T ,
where Bδ(ζ) := {z ∈ C | |z − ζ| < δ}. However, the map (T,+∞) 3 t 7→ 〈Kωψ,Kωψ′t〉 =〈
Kωψ, e
−itHωKωψ′
〉
is continuous with connected domain and thus it must have connected range.
Hence, if  is small enough, the range is contained in a single ball B(2piinψ,ψ′). In turn, it implies
lim
t→+∞
1
2pii
〈
Kωψ, e
−itHωKωψ′
〉
= nψ,ψ′ ∈ Z , for all ψ,ψ′ ∈ S(=+) .
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Linearity in ψ implies that nαψ,ψ′ = αnψ,ψ′ ∈ Z for every α ∈ R. Since nψ,ψ′ ∈ Z, it it is possible
only if nψ,ψ′ = 0 for all ψ,ψ
′ ∈ S(=+) and hence: 〈Kωψ, e−itHωKωψ′〉 → 0 for all ψ,ψ′ ∈ S(=+)
if t→ +∞. The result extends to the whole space Hω. Indeed, if φ ∈ Hω,∣∣〈φ, e−itHωKωψ′〉∣∣ ≤ ∣∣〈Kωψ, e−itHωKωψ′〉∣∣ + ∣∣〈(φ−Kωψ), e−itHωKωψ′〉∣∣ ,
now, using ||e−itHω || = 1,
0 ≤
∣∣〈φ, e−itHωKωψ′〉∣∣ ≤ ∣∣〈Kωψ, e−itHωKωψ′〉∣∣ + ||φ−Kωψ||||Kωψ′|| .
As a consequence, for every sequence {tn} with tn → +∞ as n→ +∞ and for every ψ ∈ S(=+),
0 ≤ lim inf
n→+∞ |
〈
Kωψ, e
−itnHωKωψ′
〉 | ≤ lim sup
n→+∞
| 〈Kωψ, e−itnHωKωψ′〉 | ≤ ||φ−Kωψ||||Kωψ′|| ,
As RanKω = Hω, we can take Kωψ → φ in order to conclude that, for every φ ∈ Hω and every
ψ′ ∈ S(=+): 〈φ, e−itHωKωψ′〉 → 0 as t → +∞. Making use of the identity 〈φ, e−itHωKωψ′〉 =〈
eitHωφ,Kωψ
′〉 and employing the same procedure, the result extends to the right entry of the
scalar product too. Summing up, cluster property yields
lim
t→+∞
〈
φ, e−itHωφ′
〉
= 0 , for all φ, φ′ ∈ Hω. (27)
It is now obvious that, if there were φ0 ∈ KerHω\{0} one would find
〈
φ0, e
−itHωφ0
〉
= 〈φ0, φ0〉 6=
0 so that (27) and cluster property, valid by proposition 2.3, would be violated. Therefore
KerHω = {0}.
Finally, we pass to consider the case where F in the hypotheses is not a Bondi frame. Let F0 be
a Bondi frame. There is g ∈ GBMS such that, for every t ∈ R, α(F)t = αgα(F0)t αg−1 . The state
ω′ such that ω′(a) := ω(αg(a)) is invariant under α(F0) by construction. By direct inspection
one sees that the GNS triple of ω′ is (Hω′ ,Πω′ ,Υω′) = (Hω,Πω ◦ αg,Υω). As a consequence, if
{Ut}t∈R implements α(F) for ω leaving Υω invariant, it also implements α(F0) for ω′ leaving fixed
Υω′ = Υω. Since, by hypotheses {Ut}t∈R is strongly continuous with positive generator and F0
is a Bondi frame, we can apply the result proved above for Bondi frames obtaining that ω ′ = λ.
That is ω ◦ αg = λ. Since λ is BMS invariant, we have that ω = λ ◦ αg−1 = λ.
(b). Let (Hω ,Πω,Υω) be the GNS triple of a state ω as in the hypotheses. A generic element
in the folium of ω is a positive trace-class operator ρ : H → H with trρ = 1 and has spectral
decomposition ρ =
∑
i∈I pi|Ψi〉〈Ψi|, where pi ≥ 0 and
∑
i pi = 1. If ρ 6= λ (i.e. ρ 6= |Υ〉〈Υ|) and
ρ is α(F) invariant, the operator P⊥0 ρP
⊥
0 /tr(ρP
⊥
0 ) (P
⊥
0 denoting the orthogonal projector normal
to Υω) is another well-defined α
(F)-invariant state in the folium of ω. Therefore, without loss of
generality we assume that each Ψi in ρ =
∑
i∈I pi|Ψi〉〈Ψi| satisfies 〈Υω,Ψi〉 = 0 and we prove
that every pi must vanish whenever ρ is invariant under α
(F). Take A = Πω(a) with a ∈ W(=+)
and let At := Πω(α
(F)
t (a)). Since both ω and ρ are α
(F) invariant, one has:
tr (ρ|AΥω〉〈AΥω|) = tr (ρ|AtΥω〉〈AtΥω|) =
∑
i∈I
pi|〈Ψi, AtΥω〉|2 = lim
t→+∞
∑
i∈I
pi|〈Ψi, AtΥω〉|2
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= lim
t→+∞
∑
i∈I
pi|〈Ψi, P0AtΥω〉+ 〈Ψi, [At, P0]Υω〉|2 = lim
t→+∞
∑
i∈I
pi|〈Ψi, [At, P0]Υω〉|2 = 0
In the last step we used 〈Ψi, [At, P0]Υω〉 → 0 as t → +∞ due to weak asymptotic commuta-
tivity of the state ω and we have interchanged the symbols of series and limit using Lebesgue
dominated convergence for the measure which counts the points of I, using the t-uniform bound
| pi|〈Ψi, [At, P0]Υω〉|2 | ≤ pi2||a|| and noticing that
∑
i∈I 2||a||pi = 2||a|| < +∞ by hypotheses.
Since {AΥω} is dense in H and 0 = tr (ρ|AΥω〉〈AΥω|) =
∑
i∈I pi|〈Ψi, AΥω〉|2, using a procedure
based on Lebesgue’s theorem again, one finds that |〈Ψi,Ψi〉| = 0 and thus Ψi = 0 for every i ∈ I
as wanted. (b) has been proved. 2
4 Algebraic interplay bulk - =+ in the presence of i+ and induc-
tion of preferred states.
Proposition 1.1 assures that the Weyl algebra of a linear QFT in the bulk is isometrically
mapped onto a sub algebra of W(=+) provided some hypotheses are fulfilled. We know that the
hypotheses of proposition 1.1 are fulfilled for Minkowski spacetime or, similarly, for a strongly
asymptotically predictable, asymptotically flat spacetime which coincides with Minkowski space-
time after a Cauchy surface arbitrarily far in the future. However the proof of the validity of
these hypotheses given in [DMP05] exploited the fact that the causal (Lichnerowicz’) propaga-
tor of the massless Klein-Gordon operator is strictly supported on the surface of the lightcone.
It is known that, in general curved spacetimes the support includes a ”tail” supported inside
the lightcone (this is equivalent to the failure of Huygens principle barring for “plane-wave
spacetimes”) [Gu¨88, Fr75]. In the following we show that actually the relevant hypotheses of
proposition 1.1 and its thesis hold true also for another class of spacetimes which are flat at null
infinity but not necessarily at space infinity and admit future time completion i+ (Minkowski
spacetime is one of them). The existence of such spacetimes in the class of vacuum solutions of
Einstein equations was studied by Friedrich [Fri86-88] (actually his approach concerned space-
times with past time completion i− but the re-adaptation to our case is immediate). Recasting
the definition in [Fri86-88] in a language more useful for our goals, we have:
Definition 4.1. A time-oriented four-dimensional smooth spacetime (M, g) which solves
vacuum Einstein equations is called asymptotically flat spacetime with future time in-
finity i+ if there is a smooth spacetime (M˜, g˜) with a preferred point i+, a diffeomorphism
ψ : M → ψ(M) ⊂ M˜ and a map Ω : ψ(M) → [0,+∞) so that g˜ = Ω2ψ∗g and the following
facts hold. (We omit to write explicitly ψ and ψ∗ in the following).
(1) J−(i+) is closed and M = J−(i+) \ ∂J−(i+) (topology and causal sets being referred to
(M˜, g˜)). Thus M = I−(i+), i+ is in the future and time-like related with all the points of M
and ∂M = =+ ∪ {i+} where =+ := ∂J−(i+) \ {i+} is the future null infinity.
(2) M is strongly causal.
(3) Ω can be extended to a smooth function on M˜ .
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(4) Ω∂J−(i+)= 0 but dΩ(x) 6= 0 for x ∈ =+ and dΩ(i+) = 0 but ∇˜µ∇˜νΩ(i+) = −2g˜µν(i+).
(5) For a strictly positive smooth function ω defined in a neighborhood of =+ which satisfies
∇˜µ(ω4nµ) = 0 on =+, the integral curves of ω−1n are complete on =+ ∪ =−.
Remark 4.1. (1) In [Fri86-88], interchanging i+ with i− the spacetimes defined above were
called vacuum spacetime with complete null cone at past infinity.
(2) As in the case of asymptotic flat spacetime at null and space infinity, the requirement that
(M, g) satisfies Einstein vacuum equations can be relaxed to the requirement that it does in a
neighborhood of =+ as far as one is interested in the geometric structure of =+.
(3) The conditions (4) and (5) were stated into a very different, but equivalent, form in [Fri86-88].
In particular the last condition in (3) is the non degenerateness of the Hessian ∇˜µ∇˜νΩ(i+), which
implies ∇˜µ∇˜νΩ(i+) = cgµν(i+) for some c < 0 (c > 0 in [Fri86-88] due to the use of signature
+−−−.) We fixed the value of the constant c in analogy with def.B.1, since global rescaling of
Ω are irrelevant. With our choices the null vector ∇˜µΩ is future directed along =+.
In comparison with the analog definition B.1 for asymptotic flat spacetime at null and space
infinity we notice that, replacing i0 with i+, the property (5)(a) is now automatically fulfilled
since g˜, differently from i0, is now smooth at i+. Therefore the topology of =+ is once again
R× S2. Thus dealing with as for the analogous analysis performed in [Wa84] for asymptotically
flat spacetime at null and space infinity, the parts in condition (4) and (5) referring to =+,
together with the fact that (M, g) satisfies vacuum Einstein equations (in a neighborhood of =+
at least) assure that =+ is a smooth null 3-surface made of the union of complete null geodesics
with respect to the metric ωg˜ and that these geodesics are the integral curves of ω−1n. The
gauge transformations (1) and the BMS group have exactly the same meaning as in the case
of asymptotically flat spacetime at null and space infinity. One can introduce the preferred
gauge ωB, Bondi frames and admissible frames once again. Therefore BMS-invariant Wayl QFT
based on (S(=+), σ) (with the preferred BMS invariant state λ) can be recast as it stands for
asymptotically flat spacetime with future time infinity too.
We come to the main result of this section. Let (M, g) be a globally hyperbolic asymptotically
flat spacetime with future time infinity spacetime, Define SP (M) to be the real linear space of
real smooth solutions φ in M of Klein-Gordon equation (5) which have compact support on
Cauchy surfaces in M and define the Cauchy-surface invariant symplectic form defined as
σM (φ1, φ2) :=
∫
Σ
(φ1∂nΣφ2 − φ2∂nΣφ1) dµ(g)Σ , for φ1, φ2 ∈ SP (M), (28)
Σ ⊂ M being a smooth spacelike Cauchy surface with unit, future directed, normal vector nΣ
and measure µ
(g)
Σ induced by g. In this context WP (M) denotes the Weyl algebra of the quan-
tum field φ in the bulk associated with the symplectic space (S(M), σM ) with Weyl generators
WM (φ), φ ∈ S(M).
Theorem 4.1. Let (M, g) be an asymptotically flat spacetime with future time infinity. Sup-
pose that in the associated unphysical spacetime (M˜, g˜) there is a open set V ⊂ M˜ with M ⊂ V
and (V, g˜) globally hyperbolic. Then the following facts hold.
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(a) (M, g) is globally hyperbolic.
(b) the projection map ΓM : SP (M) 3 φ 7→
(
(ωBΩ)
−1φ
)
=+ is well-defined and satisfies
ΓM (SP (M)) ⊂ S(=+).
(c) The symplectic forms are preserved by ΓM , that is, for all φ1, φ2 ∈ SP (M),
σM (φ1, φ2) = σ(ΓMφ1,ΓMφ2) . (29)
(d) WP (M) can be identified with a sub C
∗-algebra of W(=+) by means of a C∗-algebra isomor-
phism ı uniquely determined by the requirement
ı(WM (φ)) = W (ΓMφ) , for all φ ∈ SP (M) . (30)
and thus, in particular, the state λ on W(=+) induces a quasifree state λM on the field algebra
of the bulk WP (M) by means of
λM (a) := λ(ı(a)) , for every a ∈ WP (M) . (31)
Proof. Without loss of generality we assume V = M˜ . We need a preliminary result given by the
following lemma.
Lemma 4.1. Consider a set K ⊂M . With obvious notations one has J−(K;M) = J−(K; M˜)
and J+(K;M) = J+(K; M˜ ) ∩M .
Proof. To prove the identities, notice that every M˜ -causal curve completely contained in M is a
M -causal curve by construction therefore J−(K;M) ⊂ J−(K; M˜) and J+(K;M) ⊂ J+(K; M˜ )∩
M . To go on, in the former case suppose that there is s ∈ J−(K; M˜) with s 6∈ J−(K;M). s
must belong to an (at least continuous) M˜ -causal past-directed curve γ : [0, 1] → M˜ from q ∈ K
to s including points not contained in M . Since γ(0) = q ∈ M , the point x = γ(tx) such that
tx = sup{t ∈ [0, 1] | γ(u) ∈M , for u ∈ [0, t]} must belong to ∂M = J−(i+; M˜ ) \ I−(i+; M˜ ). No-
tice also that, by construction (q ∈ M = I−(i+; M˜)) there must be a past-directed M˜ -timelike
line γ′ from i+ to q. If x ∈ J−(i+; M˜ ) \ I−(i+; M˜) any (continuous) causal curves from i+ to x
must be a portion of a smooth null a geodesic (Corollary to Theorem 8.1.2 in [Wa84]). In the
considered case however, the continuous causal curve obtained by joining γ ′ and γ up to x is a
continuous causal curve and it is not a portion of a null geodesic by construction. We conclude
that s cannot exist and J−(K;M) = J−(K; M˜ ). In the latter case, suppose that s ∈M satisfies
s ∈ J+(K; M˜) but s 6∈ J+(K;M). There must be at least one past-directed M˜ -causal curve from
s to p ∈ K containing points in M˜ \M . In particular as before there is a past-directed causal
curve γ from s ∈ I−(i+; M˜) to x ∈ ∂J−(i+; M˜ ) and, in turn, there is a timelike past-directed
curve from i+ to s. By construction, the past-directed causal curve obtained by joining γ ′ and
γ fails to be a null geodesics so that s cannot exists and thus J+(K;M) = J+(K; M˜ ) ∩M . 2
Proof of (a). Since M˜ is globally hyperbolic J+(p; M˜ ) ∩ J−(q; M˜ ) is compact (Theorem 8.3.10
[Wa84]). But one also has by lemma 4.1 J+(p; M˜ ) ∩ J−(q; M˜) = J+(p; M˜) ∩ J−(q;M) =
(J+(p; M˜) ∩M) ∩ J−(q;M)) = J+(p;M) ∩ J−(q;M) which, in turn is compact as well. This is
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enough to establish that M is globally hyperbolic, it being strongly causal (see Remark at the
end of Cap. 8 of [Wa84]).
Proof of (b). Now we pass to consider causal (Lichnerowicz) propagators E := D−−D+ [Di96],
A and R being respectively the advanced and retarded fundamental solutions associated with
Klein-Gordon operator P in a globally hyperbolic spacetime N . D± : C∞0 (N) → C∞(N) are
uniquely defined by the requirements that (i) they have the indicated domain and range, (ii)
for every f ∈ C∞0 (N), one has P (D±f) = f with (iii) D+f,D−f respectively supported in
J+(suppf) and J−(suppf). Now exploit the fact that (see Appendix D of [Wa84]) in M – where
Ω > 0 is smooth – the following identity is fulfilled
Ω−3(−gµν∇µ∇ν + 1
6
R)φ = (−g˜µν∇˜µ∇˜ν + 1
6
R˜)Ω−1φ
and that, by lemma 4.1, J−(suppf ;M) = J−(suppf ; M˜) and J+(suppf ;M) = J+(suppf ; M˜)∩
M . In this way one easily gets that, if f ∈ C∞0 (M) and with obvious notation,
Ω(x)−1 (Ef) (x) = E˜(Ω−3f)(x) , for every x ∈M . (32)
2
The proof of item (b) is obtained by collecting together the following three lemmata and taking
into account that the standard measure of S2 used in the definition of S(=+) is finite.
Lemma 4.2. ΓMφ is well defined and is a smooth function on =+ for every φ ∈ SP (M).
Proof. Consider a smooth solution φ in M of the equation Pφ = 0 (5) with compactly sup-
ported Cauchy data, i.e. φ ∈ SP (M). Then As (M, g) is globally hyperbolic [Wa94], there is
C∞0 (M) with φ = Ef . Since Ω
−3f ∈ C∞0 (M) ⊂ C∞0 (M˜ ) we may also consider the solution
φ˜ := E˜(Ω−3f) which is smooth and well defined in the whole globally hyperbolic spacetime
(M˜, g˜) and in particular on =+ ∪ {i+}. Due to (32) one has φ˜(x) = Ω−1(x)φ(x) if x ∈M . This
proves Ω−1φ extends to a smooth function on M˜ and in particular to =+. Since ωB is smooth
and strictly positive in a neighborhood of =+, the analog holds considering (ωBΩ)−1φ. 2
Lemma 4.3. Referring to a Bondi frame (u, ζ, ζ) on =+ and representing supp(ΓMφ) in
those coordinates, if φ ∈ SP (M) there is Qφ ∈ R with supp(ΓMφ) ⊂ [Qφ,+∞)× S2.
Proof. Consider a Bondi frame (u, ζ, ζ) on =+, with u future oriented, and φ and f as above.
ωΓMφ = (E˜Ω
−3f) +== (D˜−Ω
−3f) += −(D˜+Ω−3f) += However (D˜−Ω−3f) +== 0 because
J−(supp(Ω−3f); M˜) = J−(supp(Ω−3f);M) ⊂M = I−(i+; M˜).
Hence supp(ΓMφ) = supp(ω
−1D˜−Ω−3f) ∩ =+ = supp(D˜−f) ∩ =+ (in fact Ω−3f and f have
equal support and ω > 0 on =+). Since suppf is compact, there is a Cauchy surface Σ for M˜
in the past of suppf and in the past of i+ and supp(ΓMφ) = supp(D˜−f) ∩ =+ by consequence.
Since Σ and =+ ∪ {i+} = ∂J−(i+; M˜) are closed, S = ∂J−(i+; M˜) ∩ Σ = =+ ∩ Σ is such. The
coordinate function u : S → R is smooth and in particular continuous so that it is bounded
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below on S by some real Q. The same uniform bound holds for the u coordinate of the points
in supp(ΓMφ) = supp(D˜−f) ∩ =+, since u is future oriented and those points are in the future
of S. 2
Lemma 4.4. Referring to a Bondi frame (u, ζ, ζ) on =+, if φ ∈ SP (M), for p = 0, 1, there is
u0 ∈ R sufficiently large and Cp,Mp > 0, such that, if u > u0 and for every (ζ, ζ) ∈ S2∣∣∂pu(ΓMφ)(u, ζ, ζ)∣∣ ≤ Mp|Cpu− 1| .
Proof. Since M˜ is globally hyperbolic, it is strongly causal. Consider a sufficiently small
open neighborhood U of i+ which is the image of exponential map centered at i+ and con-
sider (U, g˜) as a spacetime. Strongly causality for M˜ implies that I−(i+;U) = I−(i+; M˜) ∩ U .
Therefore U ∩ (=+∪{i+}) = U ∩∂I−(i+; M˜ ) = ∂(U)(I−(i+; M˜)∩U) = ∂(U)I−(i+;U) (the topo-
logical boundary ∂(U) being referred to the topology of U). The structure of ∂ (U)I−(i+;U)
is well known (Theorem 8.1.12 in [Wa84]): it is made by the past-directed null geodesics
through i+. Now consider Riemannian normal coordinates centered at i+: x ≡ (x0,x) with
x := (x1, x2, x3) and defined in U above. From now on ||x|| :=
√
(x1)2 + (x2)2 + (x3)2 and |x| :=√
(x0)2 + (x1)2 + (x2)2 + (x3)2. In these coordinates =+ ∪ {i+} is the conical set −x0 = ||x||
and any geodesic through i+ is a straight line xµ(t) = cµt for t ∈ (−, ) and cµ ∈ R constants.
From now on we describe the portion of =+∪{i+} in U by means of coordinates (x1, x2, x3) ∈ V
where V ⊂ R3 is open and bounded. We are explicitly assuming that V 3 (0, 0, 0) corresponding
to the tip of the cone i+ where a conical singularity arises (=+ ∪ {i+} is not a submanifold of
M˜ whereas =+ is). By direct inspection one sees that:
if f : M˜ → R is smooth, its restriction to =+ represented in function of x, f =+ (x) :=
f(−||x||,x), and ∂xif =+ (x) are smooth and bounded on V \ {(0, 0, 0)} for i = 1, 2, 3. Bound-
edness generally fails for higher derivatives due to singularity of ||x|| a the origin.
Now consider an integral curve of ∇˜µΩ, that is a solution of
dxα
dλ
= g˜αβ∂βΩ(x(λ)) = −8xα +Oα2 (x) .
where we have used the conditions dΩ(i+) = 0 and ∂α∂βΩ(i
+) = −2g˜αβ(i+) and the functions
Oα2 satisfy O
α
2 (x)/|x| → 0 as |x| → 0. As a consequence of standard theorems on dynamical
systems, x = (0, 0, 0, 0) is a stable stationary point (the map x 7→ |x|2 being a Liapunov function
for i+) and thus, for every  > 0 there is δ > 0 such that such that the integral lines satisfy
|x(λ)| <  if |x(0)| < δ. Multiplying both members of the differential equation for xα, summing
over α, and dividing for |x(λ)|2 the result, one finally gets:
d ln |x(λ)|2
dλ
= −16 + O2(x(λ))|x(λ)|
with O2(x) enjoying the same behaviour as O
α
2 about x = (0, 0, 0, 0). Thus |O2(x(λ))|/|x(λ)| can
be bounded from above by any arbitrarily small real 2η by taking the above-mentioned δ = 2δη
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small enough. With this estimation one gets, taking initial conditions with |x(0)| < δη :
|x(λ)| ≤ 2δηe−(8−η)λ (33)
∇˜µΩ is a null vector tangent to =+ (it can be seen by eq.(36) by multiplying both sides by Ω
and considering the limit as Ω = 0 i.e on =+). Therefore integral lines with initial condition on
=+ belong to =+ entirely. In this case (33) produces, taking initial conditions with ||x(0)|| < δη,
||x(λ)|| ≤ ||x(0)||e−(8−η)λ = δηe−(8−η)λ . (34)
We come to the main issue. Let us consider a smooth function ψ : M˜ → R, in particular the
solution of Klein-Gordon equation in (M˜, g˜) (which extend Ω−1φ, φ being an associated solution
in (M, g)) considered. We want to evaluate the behaviour of ω−1B ψ
+
= in a neighborhood of i
+
To this end we consider one of the above integral lines and the function (to be evaluated as
λ→ +∞)
ωB(x(λ))
−1ψ=+ (x(λ))
Barring re-arrangements in the cross section of =+, ωB is defined, along the considered integral
lines, by the equation (1.1.18) of [Wa84]
dωB(x(λ))
dλ
= −1
2
g˜µν∇˜µΩ∇˜νΩ
Ω

x(λ)
So that we have to study the behaviour at λ→ +∞ of
ωB(x(λ)) = ωB(x(0))e
− 1
2
R λ
0
g˜µν ∇˜µΩ∇˜νΩ
Ω

x(λ′)dλ
′
(35)
The integrand is only apparently singular (Ω = 0 on =+!) and it must be evaluated using
vacuum Einstein equations for g Rµν = 0 valid at least in a neighborhood of =+ and employing
the conformal relation between Ricci tensor of g and that of g˜
ΩRµν = ΩR˜µν + 2∇˜µ∇˜νΩ + g˜µν g˜αβ(∇˜α∇˜βΩ− 3Ω−1∇˜αΩ∇˜βΩ) (36)
Eq. (11.1.16) of [Wa84]. For Ω = 0 (i.e. on =+) one finds
g˜µν∇˜µΩ∇˜νΩ
Ω
=+= g˜
µν∇˜µ∇˜νΩ += (37)
The right hand side tends to −8 as the argument approach i+ because of the condition on i+,
∇˜µ∇˜νΩ(i+) = −2gµν(i+). Using this result in (35) and (33) we conclude that, for every  > 0 we
can choose a sufficiently small ball Bδ about x = (0, 0, 0) containing all integral curves starting
at t = 0 inside this ball and such that, on these curves, for λ ≥ 0, |8 + g˜µν∇˜µΩ∇˜νΩΩ | ≤  so that
ωB(x(0))e
λ(4−) ≤ ω(x(λ)) ≤ ωB(x(0))eλ(4+) , (38)
(4− )ωB(x(0))eλ(4−) ≤ dω(x(λ))dλ ≤ (4 + )ωB(x(0))eλ(4+) (39)
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Let ψ : M˜ → R the solution of Klein-Gordon equation in (M˜, g˜) (which extend Ω−1φ, φ being
an associated solution in (M, g)), if |ψ += (x)|, |∂xiψ += (x)| ≤ Mψ < +∞ in the considered
ball Bδ about x = (0, 0, 0) (and such a M does exist as discussed at the beginning) and
|g˜αβ∂βΩ(x(λ))| ≤ N < +∞ in Bδ, (38) and (39) entail, for every λ ≥ 0:∣∣ω(x(λ))−1ψ+= (x(λ))∣∣ ≤ MψωB(x(0))e−λ(4+) , (40)∣∣∣∣ ddλ (ω(x(λ))−1ψ+= (x(λ)))
∣∣∣∣ ≤ Mψ(4 + + 3N)ωB(x(0)) e−λ(4−3) . (41)
To conclude we extend similar estimations to the case where the parameter of the integral
curves is the coordinate u of a Bondi frame. In this case the vector field to integrate is
ω−1B (x(λ))g˜
αβ∂βΩ(x(λ)) so that, along every curve du/dλ = ωB(x(λ)). As a consequence, inte-
grating that equation making use of the estimation (38), one has in particular
e−λ(4+) ≤ ωB(x(0))
(4 + )u− ωB(x(0))(3 + ) . (42)
As a consequence ∣∣∣∣ψ+= (x(u))ω(x(u))
∣∣∣∣ ≤ Mψ(4 + )u− ωB(x0)(3 + ) (43)
Moreover∣∣∣∣ ddu (ω(x(u))−1ψ+= (x(u)))
∣∣∣∣ = 1ωB(x(u))
∣∣∣∣ ddλ (ω(x(λ))−1ψ+= (x(λ)))
∣∣∣∣ ≤ Mψ(4 + + 3N)ωB(x(u))ωB(x0)e−λ(4−3)
so that, by (38)∣∣∣∣ ddu (ω(x(u))−1ψ+= (x(u)))
∣∣∣∣ ≤ Mψ(4 + + 3N)ωB(x0)2 e−λ(8−4) ≤ Mψ(4 + + 3N)ωB(x0)2 e−λ(4+) .
Using (42) one finally achieves∣∣∣∣ ddu ψ+= (x(u))ω(x(u))
∣∣∣∣ ≤ Mψ(4 + + 3N)ωB(x0)[(4 + )u− ωB(x0)(3 + )] . (44)
Consider a ball Br centered in x = (0, 0, 0) with radius r < δ, so that all the estimation above
are valid for the considered integral curves provided x(λ = 0) ∈ ∂Br. Using a the Bondi frame
(u, ζ, ζ), the coordinates (ζ, ζ) simply parametrize a class of the integral curves x = x(u, ζ, ζ).
x0(ζ, ζ) is the point along the curve which belongs to ∂Br. In global coordinates (u, ζ, ζ) on =+
the sphere ∂Br is represented as some compact surface with equation u = b(ζ, ζ). For u ≥ b(ζ, ζ)
the integral line x = x(u, ζ, ζ) is completely contained in Br and thus (43) and (44) are valid.
Since ωB is smooth and strictly positive, it attains minimum A > 0 and maximum B > 0 on
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the compact smooth manifold Br. As a consequence, inside Br, i.e. for u > B and uniformly in
ζ, ζ ∈ S2: ∣∣∣∣∣ψ+= (u, ζ, ζ)ωB(u, ζ, ζ)
∣∣∣∣∣ ≤ Mψ(4 + )u−B(3 + ) (45)∣∣∣∣∣ ∂∂u ψ+= (u, ζ, ζ)ωB(u, ζ, ζ)
∣∣∣∣∣ ≤ Mψ(4 + + 3N)A[(4 + )u−B(3 + )] (46)
These relations leads immediately to the thesis. 2
Collecting together lemmata 4.2, 4.3 and 4.4, one sees immediately that, if φ ∈ SP (M), ΓMφ
is smooth and belongs to L2(R× S2, du ∧ S2(ζ, ζ)) together with its u-derivative because they
have support included in a set {(u, ζ, ζ) ∈ R× S2 | u > Q} for some Q < +∞, decay sufficiently
fast as u→ +∞ and, finally, S2 has finite (factor) measure. In other words ΓMφ ∈ S(=+). This
ends the proof of (b). 2
Proof of (c). Consider φ1, φ2 ∈ SP (M) and a smooth spacelike Cauchy surface Σ ⊂ M . If
K ⊂ S is compact and includes Cauchy data of φ1 and Φ2, consider an open neighborhood
O ⊂ Σ O ⊃ K, V := J+(Σ; M˜ ) ∩M(che closure being referred to M˜) includes the support of φ1
and Φ2 in the region between Σ and =+∪{i+}. One can arrange in order that the portion of ∂V
which does not intesect Σ and =+ ∪ {i+} is smooth. Notice that φi and φi/Ω vanish smoothly
on that portion of the boundary. By direct inspection one finds that, if σM is defined as in (11)
σM (φ1, φ2) =
∫
Σ
(ψ1∂n˜Σψ2 − ψ2∂n˜Σψ1) dµ(g˜)Σ
where, now, everything is referred to the unphysical metric g˜ = Ω2g and ψi := Ω
−1φi. These
fields are well defined solution of Klein-Gordon equation on M˜ and the right-hand side of the
identity above coincides with the integral over Σ of the 3-form locally represented by
χφ1,φ2 := −
1
6
√
|g˜|g˜βα (ψ1∂βψ2 − ψ2∂βψ1) αβµνdxβ ∧ dxµ ∧ dxν ,
(αβµν is the sign of the permutation αβµν of 1234 or αβµν = 0 if there are repeated numbers
in αβµν.) We can use the divergence theorem for the form ω with respect to the region V . As
is well-known the fact that ψi satisfies Klein-Gordon equation implies immedediately that the
divergence of ω vanishes. Since the boundary terms which are not evaluated on Σ and =+∪{i+}
do not give contribution, the theorem of divergence reduces to the statement
σM (φ1, φ2) =
∫
=+
χφ1,φ2 (47)
we have omitted i+ since it has negligible measure (as is known an isolated conical singularity at
the tip of a cone is too weak to create troubles with integration of smooth forms) and we assume
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orientation on =+ compatible with time orientation. It is known [Wa84] that =+, Ω, u, θ, φ form
a coordinate system in a full neighborhood of =+, θ, φ being standard coordinated on S2 and
that coordinate frame reduces to a Bondi frame on =+ for Ω = 0 with ζ = eiφ cot(θ/2). In these
coordinates ((11.1.22) in [Wa84], noticing that the metric therein is our ω2B g˜)
g˜+==
−dΩ⊗ du− du⊗ dΩ + dθ ⊗ dθ + sin2 θ dφ⊗ dφ
ω2B
.
As coordinates u, θ, φ being adapted to =+:∫
=+
χφ1,φ2 = −
∫
R×S2
√
|g˜=+ | g˜Ωu=+ (ψ1∂uψ2 − ψ2∂uψ1) du ∧ dθ ∧ dφ .
Expliciting computations one has∫
=+
χφ1,φ2 = −
∫
R×S2
ω−2B (ψ1∂uψ2 − ψ2∂uψ1) du ∧ dθ ∧ dφ .
That is, since ω−2B (ψ1∂uψ2 − ψ2∂uψ1) = ω−1B ψ1∂u(ω−1B ψ2) − ω−1B ψ2∂u(ω−1B ψ1), and passing to
Bondi coordinates,
σM (φ1, φ2) =
∫
R×S2
[
ω−1B ψ1∂u(ω
−1
B ψ2)− ω−1B ψ2∂u(ω−1B ψ1)
]
du ∧ dζ ∧ dζ
i(1 + ζζ)2
= σ
(
ψ1
ωB
,
ψ2
ωB
)
.
By the very definition of ΓM , that is just the result we wanted to establish. 2
Proof of (d). If W(=+)M is the C∗-algebra of W(=+) generated by generators W (ΓMφ) for
every φ ∈ SP (M), preservation of symplectic forms by the linear map ΓM implies immediately
(theorem 5.2.8 in [BR022]) that there is a unique (isometric) ∗-algebra isomorphism ı from
WP (M) to W(=+) satisfying (30). The statement concerning the induction of the state λM
is straightforward. In particular, the fact that the state is quasifree follows immediately from
the expression (16) for λ. It implies that λM is the quasifree state associated with the scalar
product µM (φ, φ
′) := µλ(ΓMφ,ΓMφ′). Preservation of symplectic forms assures that µM fulfills
(48) with respect to σM . 2
The proof of the theorem is concluded. 2
Remark 4.2. To conclude, we notice that Minkowski spacetime (M4, η) fulfills both the
definitions of asymptotic flat at null and space infinity and asymptotically flat spacetime with
future time infinity if (M˜ , g˜) is Einstein closed universe (see [Wa84, DMP05]) in particular =+
is the same submanifold of (M˜, g˜) in both cases. Since Einstein closed universe is globally
hyperbolic theorem 4.1 is valid in this case. However the thesis of the theorem is true anyway
because of the independent proof given in that case in (a) of Theorem 4.1 [DMP05]. We also
know by (b) of Theorem 4.1 in [DMP05] that, in the considered case, the state λM induced by
λ is nothing but Minkowski vacuum.
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5 Discussion and open issues.
A crucial role in proving the uniqueness theorem in played by the fact that the C ∗ algebra of
observables is a Weyl algebra: this fact is essential in obtaining both cluster property for every
state which is invariant under u-displacements and asymptotic commutativity, used in estab-
lishing the uniqueness theorem. The use of a Weyl algebra to describe quantum observables
in standard QFT in a globally hyperbolic spacetime is appropriate as far as the theory deals
with linear – i.e. “free” – fields. This is because nonlinear field equations – i.e. the presence of
“interaction” – do not preserve the standard symplectic form of field solutions if varying Cauchy
surface. However dealing with QFT on =+ the extend is different since there is no time evolu-
tion – one stays “at the end of time” when interactions of the bulk, if any, have been switched
off – and a Weyl algebra may be still appropriate especially if one try to use some “S matrix”
formalism (involving QFT on =−) in order to describe bulk phenomena in terms of features of
QFT on the boundary of the spacetime. We remark that if adopting this point of view the out
coming S-matrix theory enjoys a larger symmetry group than the usual Poincare´ group provided
by BMS group.
Concerning the last statement of theorem 4.1 an important issue deserving further investigation
is the validity of Hadamard property [KW91, Ra96] for the state λM . In case this property is
fulfilled, it make sense to implement a perturbative procedure to stady the back reaction on the
metric using the stress-energy tensor operator [Mo03] averaged on λM . If Hadamard property
fails the gravitational stability of the state is dubious. A first scrutiny seems to shows that, at
least near =+ the singular support of the two-point function associated to ωM is included in the
set of couple of points connected by means of a null geodesic tis is a first clue for the validity of
Hadamard behaviour. Another property of λM which is, most probably fulfilled, is its simmetry
with respect every proper isometry group of M if any. This is because λ is invariant under
BMS group which includes (asymptotic) symmtries. A general open problem, which seems to
be quite difficult for several technical reasons, is the extension of the results presented here an
in [DMP05] to the case of a massive field. Al these issues will be investigated elsewhere.
Acknowledgments. The author is very grateful to C.Dappiaggi and N.Pinamonti for fruitful
discussions.
A Proof of proposition 2.2
In the following W0 is the ∗-algebra of finite linear combinations of all W (ψ), ψ ∈ S(=+).
(a) First assume that F is a Bondi frame and the coordinates of that Bondi frame to describe
wavefunctions on =+. Using Weyl commutation relations one has, if ψ ′t(u, ζ, ζ) := ψ′(u+ t, ζ, ζ)
||[α(F)t
(
W (ψ′)
)
,W (ψ)]|| ≤ | sin σ(ψ′t, ψ)| ||W (ψ′t + ψ)|| = | sin(2Im〈Kψ,Kψ′t〉)| ||W (ψ′t + ψ)|| ,
where K : S(=+) → H is that associated with the state λ. The left-hand side vanishes as
t→ +∞ because ||W (φ)|| = 1 for every φ ∈ S(=+) and moreover, we have seen in the proof of
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proposition 2.1 that 〈Kψ,Kψ′t〉 → 0 as t→ +∞. If F is not a Bondi frame, there is g ∈ GBMS
such that, for every t ∈ R, αFt = αgαF0t αg−1 where F0 is a Bondi frame. Using the fact that αg
is a isometric ∗-automorphism which transforms a Wayl generators into a Wayl generator and
the result above, one gets ||[α(F)t (W (ψ′)) ,W (ψ)]|| → 0 as t → +∞ again. The result extends
to W0 by linearity. To conclude it is sufficient to extend the result to W0 = W(=+). For every
 > 0 and fixed a, b ∈ W(=+) there are a, b ∈ W0 with ||a − a|| < , ||b − b|| < . Consider
any sequence tn → +∞. Since α(F) is isometric 0 ≤ lim infn |[α(F)tn (a) , b]| ≤ lim supn |[α
(F)
tn (a) , b]|
and
lim supn |[α(F)tn (a) , b]| ≤ 2||a−a||||b||+2||a−a||||b−b||+2||a||||b−b ||+lim supn |[α
(F)
tn (a) , b]|.
The last term on the right-hand side converges to 0 whereas the remaining terms are arbitrarily
small. Therefore |[α(F)tn (a) , b]| → 0 for any sequence tn → +∞, i.e. (22) is valid.
(b) For the sake of simplicity we indicate by Π and H respectively the GNS representation Πω
and GNS Hilbert space Hω. Since ω is pure, Π(W(=+)) is irreducible. As a consequence, its
commutant Π(W(=+))′ contains only the elements cI with c ∈ C. Thus the double commutant
(Π(W(=+))′)′ coincides with B(H). Finally applying double commutant von Neumann’s theo-
rem, for that Π(W(=+)) s = (Π(W(=+))′)′, we conclude that Π(W(=+)) s = B(H), X s denoting
the closure in the strong topology on B(H) of any X ⊂ B(H). To go on, fix a ∈ W(=+),
B ∈ B(H) and take Ψ1,Ψ2 ∈ H. By Π(W(=+)) s = B(H), for each  > 0 there is b ∈ W(=+)
with ||(B − Π(b))Ψ1|| <  and ||(B − Π(b))Ψ2|| < . With those choices, also using the fact
that ||Π(α(F)t (a))|| ≤ ||α(F)t (a)|| = ||a||, one has∣∣∣〈Ψ1, [Π(α(F)t (a)) , B]Ψ2〉∣∣∣ ≤ ∣∣∣〈Ψ1,Π ([α(F)t (a) , b]) Ψ2〉∣∣∣ + ||a|| (||Ψ1||+ ||Ψ2||)
Now, using asymptotic commutativity and continuity of Π, one concludes that the first term
on the right-hand side vanishes as t → +∞. Since  > 0 is arbitrarily small, adapting the
procedure, based on standard properties of lim sup and lim inf, employed in the proof of 2.2, one
obtains that the limit of the left-hand side of the inequality above vanishes as t→ +∞. 2
B Spacetime infinities
From [Wa84] we have the following definition (due to Ashtekar).
Definition B.1. A time-oriented four-dimensional smooth spacetime (M, g) satisfying vac-
uum Einstein equations is called vacuum spacetime asymptotically flat at null and spa-
tial infinity, if there exists a spacetime (M˜, g˜) with g˜ smooth everywhere except possibly a
point i0 (called spatial infinity) where it is C>0 (see p.227 of [Wa84]), a diffeomorphism
ψ : M → ψ(M) ⊂ M˜ and a map Ω : ψ(M) → [0,+∞) so that g˜ = Ω2ψ∗g and the following
facts hold. (We omit to write explicitly ψ and ψ∗ in the following)
(1) J+(i0)∪J−(i0) = M˜\M the closure and causal sets being referred to (M˜, g˜). Thus i0 is space-
like related with all the points of M and the boundary ∂M consists of the union of {i0}, the fu-
ture null infinity =+ = (∂J+(i0))\{i0} and and the past null infinity =− = (∂J−(i0))\{i0}.
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(2) There is a open neighborhood V of ∂M such that (V, g˜) is strongly causal (see [Wa84]).
(3) Ω can be extended to a function on M˜ which C2 at least at i0 and smooth elsewhere.
(4) (a) Ω=+∪=−= 0 but dΩ(x) 6= 0 for x ∈ =+ ∪=−. (b) Ω(i0) = 0 and the limits toward i0 of
dΩ and ∇˜µ∇˜νΩ are respectively 0 and 2g˜µν(i0).
(5) (a) The map of null directions at i0 into the space of integral curves of nµ := ∇˜µΩ on =+
and =− is a diffeomorphism. (b) For a strictly positive smooth function ω defined in a neigh-
borhood of =+ ∪ =− which satisfies ∇˜µ(ω4nµ) = 0 on =+ ∪ =− the integral curves of ω−1n are
complete on =+ ∪ =−.
C Weyl algebras and Quasifree states.
C.1. GNS theorem, Weyl algebras, regular states, field operators. Quantum theories can be
formulated in a more advanced version within the algebraic approach where the fundamental
object consist of a C∗ algebra A whose Hermitian elements are interpreted as (bounded) observ-
ables characterizing the given physical system. States are introduced as follows. An (algebraic)
state [KW91, Ha92] ω on a C∗-algebra A with unit I is a linear map ω : A → C which is positive
(ω(a∗a) ≥ 0 for a ∈ A) and normalized (ω(I) = 1). It results that a state on a C ∗-algebra
is always continuous [BR021]. The celebrated GNS theorem [KW91, Ha92] proves that, for a
pair (A, ω) where, A is a C∗-algebra with unit, there is a triple (Hω,Πω,Υω) such that: (i) Hω
is a non zero Hilbert space, (ii) Πω is a representation (a ∗ homomorphism) of A in terms of
bounded operators on H, the involution ∗ corresponding to the Hermitean conjugation †, (ii)
Υω ∈ Hω is cyclic (i.e. Πω(A)Υω = Hω) and (iv) the expectation values ω(a), for every a ∈ A,
satisfy ω(a) = 〈Υω,Πω(a)Υω〉. Finally a GNS triple (Hω,Πω,Υω) for an assigned pair (ω,A)
is unique up to the unitary equivalences which preserve the corresponding cyclic vectors. As
further useful results one also has Πω(I) = I (the identity operator on Hω) and ||Πω(a)|| ≤ ||a||
for a ∈ A [Ha92, BR021]. Therefore, GNS representations are always continuous but, generally
speaking, a GNS representation of a C∗ algebra is not isometric. It is possible to show that a
GNS representation of a C∗-algebra is isometric if and only if it is faithful (i.e. injective). A
pure (algebraic) state ω is defined as the extremal state in the convex set of the algebraic states.
The state which are not pure are said to be mixed. It is possible to show [Ha92] that a state
ω is extremal if and only if its GNS representation is irreducible.
In QFT (also in curved spacetime) for bosonic fields with linear field equations (see [KW91] for
details), elementary observables are encoded by a certain C ∗ algebra called the Weyl algebra
associated with the fields. This is built upon a real space of solutions of field equations equipped
with a nondegenerate symplectic form dynamically invariant. From a general point of view,
consider a generic real vector space S equipped with a nondegenerate symplectic form σ. A C ∗-
algebra W(S,σ) is called Weyl algebra associated with (S, σ) if it contains a class of nonvanishing
elements W (ψ) for all ψ ∈ S, called Weyl generators, satisfying Weyl relations3:
(W1) W (−ψ) = W (ψ)∗ , (W2) W (ψ)W (ψ′) = eiσ(ψ,ψ′)/2W (ψ + ψ′) ;
3Notice that in [KW91] a different convention for the sign of σ in (W2) is employed.
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and W(S,σ) coincides with the closure of the ∗-algebra (finitely) generated by Weyl generators.
W(S,σ) is uniquely determined by (S, σ) (theorem 5.2.8 in [BR022]): two different realizations
admit a unique ∗ isomorphism which transform the former into the latter preserving Weyl gen-
erators and the norm on W(S,σ) is unique since ∗ isomorphisms of C∗ algebras are isometric.
W(S,σ) can always be realized in terms of bounded operators on `
2(S), viewing S as a Abelian
group and defining the generators as (W (ψ)F )(ψ ′) := e−iσ(ψ,ψ
′)/2F (ψ+ψ′) for every F ∈ `2(S).
In this realization (and thus in every realization) it turns out evident that generators W (ψ)
are linearly independent. As a consequence of (W1) and (W2), one gets: W (0) = I (the unit
element), W (ψ)∗ = W (ψ)−1, ||W (ψ)|| = 1 and, using non degenerateness of σ, W (ψ) = W (ψ ′)
iff ψ = ψ′.
Concerning GNS representations of a Weyl algebra WS,σ we have that operators Πω(W (ψ))
verify (W1) and (W2) and cannot vanish because Πω(W (ψ))Πω(W (−ψ)) = I and so they
generate an operatorial realization of WS,σ. Such a realization is made of unitary operators.
By uniqueness of the norm of a Weyl algebra, ||Πω(a)|| = ||a|| for all a ∈ W(S,σ). We con-
clude that every GNS representation of a Weyl algebra is always faithful and isometric. Strong
continuity of the unitary group implementing a ∗-automorphism representation β of a topo-
logical group G 3 g 7→ βg for a β-invariant state ω on a Weyl algebra W(S, σ), is equiv-
alent to limg→I ω(W (−ψ)βgW (ψ)) = 1 for all ψ ∈ S. The proof follows immediately from
||Πω
(
βg′W (ψ)
)
Υω−Πω (βgW (ψ)) Υω||2 = 2−ω
(
W (−ψ)βg′−1gW (ψ)
)−ω (W (−ψ)βg−1g′W (ψ))
and Πω(W(S, σ))Υω = Hω.
A state ω on W(S,σ), with GNS triple (Hω,Πω,Υω), is called regular if the maps R 3 t 7→
Πω(W (tψ)) are strongly continuous. Then, in accordance with Stone theorem, one can write
Πω(W (ψ)) = e
iσ(ψ,Ψω), σ(ψ,Ψω) being the (self-adjoint) field operator symplectically-
smeared with ψ. In this way field operators enters the theory in Weyl algebra scenario. Working
formally, by Stone theorem (W2) implies R-linearity and standard CCR:
(L) σ(aψ+bψ′,Ψω) = aσ(ψ,Ψω)+bσ(ψ′,Ψω), (CCR) [σ(ψ,Ψω), σ(ψ′,Ψω)] = −iσ(ψ,ψ′)I ,
for a, b ∈ R and ψ,ψ′ ∈ S. Actually (L) and (CCR) hold rigorously in an invariant dense set of
analytic vectors by Lemma 5.2.12 in [BR022] (it holds if ω is quasifree by proposition C.2).
A useful result on the assignment of states on WS,σ is the following.
Proposition C.1. Consider a Weyl algebra WS,σ and let W0 be the finitely-generated linear
span of Weyl generators W (ψ), ψ ∈ S. The following holds.
(a) Two states ω, ω′ on WS,σ coincide if ω(W (ψ)) = ω′(W (ψ)) for all ψ ∈ S.
(b) The complex numbers ω(W (ψ)) ∈ C with ψ ∈ S determine a state on WS,σ iff ω(W (0)) = 1
and the linear functional on W0 uniquely associated to the values ω(W (ψ)) is positive.
(c) A state ω on WS,σ is regular iff R 3 t 7→ ω(W (tψ)) is continuous at t = 0 for all ψ ∈ S.
Proof. (a) W0 is closed with respect to both the involution
∗ and the algebra product due to
(W1) and (W2) and W0 = WS,σ. Since states on C
∗ algebras are continuous, states with the
same values ω(W (ψ)) coincide. (b) Assignation of values ω(W (ψ)) determines a well-defined
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linear functional ω0 : W0 → C because generators W (ψ) are linearly independent. Assume that
ω0 is normalized and positive: ω0(a
∗a) ≥ 0 for all a ∈ W0. If Iω is the Gelfand (left ∗-) ideal
{a ∈ WS,σ | ω(a∗a) = 0}, dealing with as in the proof of GNS theorem, the completion H of the
quotient H0 := WS,σ/Iω acquires the structure of a Hilbert space with (strictly positive defined!)
scalar product 〈[a], [b]〉 := ω0(a∗b). (H 6= {0} because I 6∈ N since 1 = ω(I) = ω(II) = ω(I∗I).)
The operators Π (W (ψ)) : H0 → H0 with ψ ∈ S and Π (W (ψ)) [a] := [W (ψ)a] for every
a ∈ W0 are bounded (||Π(W (ψ)) [a]||2 = ω0 (a∗W (ψ)∗W (ψ)a) = ω0 (a∗a) = ||[a]||2) and thus
uniquely extendible to bounded operators on H and satisfy Weyl relations (W1) and (W2)
where ∗ is the Hermitean conjugation of bounded operators on H. They cannot vanish because
Π (W (ψ)) Π (W (−ψ)) [a] = [W (ψ)W (−ψ)a] = I[a]. Hence they generate an operator realization
Π (WS,σ) of the Weyl algebra associated with (S, σ). Therefore there is a unique isometric ∗-
algebra isomorphism χ : Π (WS,σ) → WS,σ such that χ (Π (W (ψ))) = W (ψ) for every ψ ∈ S and
thus Π = χ−1 is isometric. The identity ω0(W (ψ)) = ω(I∗W (ψ)I) = 〈[I],Π(W (ψ))[I]〉 yields, by
linearity, ω0(a) = 〈[I],Π(a)[I]〉 for every a ∈ W0, which in turn implies continuity of ω0 it result-
ing to be a composition of continuous functions. Hence there is a unique, positive by continuity,
linear bounded extension of ω0, ω : W0 = WS,σ → C. It defines a state on WS,σ and coincides
with the unique linear continuous extension of ω0. (c) Let R 3 t 7→ Ut be a one-parameter group
of unitary operators on a Hilbert space H and D ⊂ H a subset whose (finitely generated) span
is dense in H. In these hypotheses Ut is strongly continuous if and only if 〈ψ,Utψ〉 → 〈ψ,ψ〉
as t → 0 for every vector ψ ∈ D. In our case: H = Hω, D := {Φ := Πω(W (φ))Υω | φ ∈ S}
and Ut := Πω(W (tψ)). One has the identity relying on Weyl relations and GNS theorem:
〈Φ,Πω(W (tψ))Φ〉 = 〈Υω,Πω(W (−φ))Πω(W (tψ))Πω(W (φ))Υω〉 = ω0(W (tψ))eitσ(ψ,φ) . It is now
obvious that t 7→ ω0(W (tψ)) is continuous at t = 0 iff 〈Φ, UtΦ〉 → 〈Φ,Φ〉 for t→ 0. 2
C.2. Quasifree states. In the standard approach of QFT, based on bosonic real scalar field
operators Ψ a, either vector or density matrix, state is quasifree if the associated n-point functions
(expectation values of a product of n fields) satisfy (i) 〈σ(ψ,Ψ)〉 = 0 for all ψ ∈ S and (ii) the
n-point functions 〈σ(ψ1,Ψ) · · · σ(ψn,Ψ)〉 are determined from the functions 〈σ(ψi,Ψ)σ(ψj ,Ψ)〉,
with i, j = 1, 2, · · · , n, using standard Wick’s expansion. A technically different but substantially
equivalent definition, completely based on the Weyl algebra was presented in [KW91]. It relies
on the following three observations. (a)Working formally with (i) and (ii), one finds that it
holds 〈eiσ(ψ,Ψ)〉 = e−〈σ(ψ,Ψ)σ(ψ,Ψ)〉/2 . In turn, at least formally, that identity determines the
n-point functions (reproducing Wick’s rule) by Stone theorem and (W2). (b) From (CCR)
it holds 〈σ(ψ,Ψ)σ(ψ′ ,Ψ)〉 = µ(ψ,ψ′) − (i/2)σ(ψ,ψ′), where µ(ψ,ψ′) is the symmetrized two-
point function (1/2)(〈σ(ψ,Ψ)σ(ψ′ ,Ψ)〉+ 〈σ(ψ′,Ψ)σ(ψ,Ψ)〉) which defines a symmetric positive-
semidefined bilinear form on S. (c) 〈A†A〉 ≥ 0 for elements A := [eiσ(ψ,Ψ) − I] + i[eiσ(ψ,Ψ) − I]
entails:
|σ(ψ,ψ′)|2 ≤ 4 µ(ψ,ψ)µ(ψ′, ψ′) , for every ψ,ψ′ ∈ S , (48)
which, in turn, implies that µ is strictly positive defined because σ is nondegenerated. Reversing
the procedure, the general definition of quasifree states on Weyl algebras is the following.
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Definition C.1. Let WS,σ be a Weyl algebra and µ a real scalar product on S satisfying (48).
A state ωµ on WS,σ is called quasifree state associated with µ if
ωµ(W (ψ)) := e
−µ(ψ,ψ)/2 , for all ψ ∈ S. (49)
Lemma C.1. Let (S, σ) be a real symplectic space with σ nondegenerated and µ a real scalar
product on S satisfying (48). There is a complex Hilbert space Hµ and a map Kµ : S → Hµ
with:
(i) Kµ is R-linear with dense complexified range, i.e. Kµ(S) + iKµ(S) = Hµ,
(ii) for all ψ,ψ′ ∈ S, 〈Kµψ,Kµψ′〉 = µ(ψ,ψ′)− (i/2)σ(ψ,ψ′).
Conversely, if the pair (H,K) satisfies (i) and σ(ψ,ψ ′) = −2Im〈Kψ,Kψ′〉H, with ψ,ψ′ ∈ S,
the unique real scalar product µ on S satisfying (ii) verifies (48).
The last statement arises by Cauchy-Schwarz inequality, the remaining part being in Proposi-
tion 3.1 in [KW91]. Notice that Kµ is always injective due to (ii) and non degenerateness of
σ. Now existence of quasifree states can be proved using the lemma above with the following
proposition. Therein, uniqueness and regularity of the state follows from proposition C.1 in this
paper, the remaining part is contained in Lemma A.2 and Proposition 3.1 in [KW91].
Proposition C.2. For every µ as in definition C.1 the following hold.
(a) there is a unique quasifree state ωµ associated with µ and it is regular.
(b) The GNS triple (Hωµ ,Πωµ ,Υωµ) is determined as follows with respect to (Hµ,Kµ) in lemma
(C.1). (i) Hωµ is the symmetric Fock space with one-particle space Hµ. (ii) The cyclic vector
Υωµ is the vacuum vector of Hω. (iii) Πωµ is determined by Πωµ(W (ψ)) = e
iσ(ψ,Ψ), the bar
denoting the closure, where4
σ(ψ,Ψ) := ia(Kµψ)− ia†(Kµψ) , for all ψ ∈ S (50)
a(φ) and a†(φ), φ ∈ Hµ, being the usual annihilation (antilinear in φ) and creation operators
defined in the dense linear manifold spanned by the states with finite number of particles.
(c) A pair (H,K) 6= (Hµ,Kµ) satisfies (i) and (ii) in lemma C.1 for µ, determining the same
quasifree state ωµ, if and only if there is a unitary operator U : Hµ → H such that UKµ = K.
(d) ωµ is pure (i.e. its GNS representation is irreducible) if and only if Kµ(S) = Hµ
5.
D Fourier-Plancherel transform on R× S2.
Define S(=+; C) := S(=+)+ iS(=+) (i.e. the complex linear space of the complex-valued smooth
functions ψ : =+ → R such that, in that Bondi frame, ψ with all derivatives vanish as |u| → +∞,
4The field operator Φ(f), with f in the complex Hilbert space h, used in [BR022] in propositions 5.2.3 and
5.2.4 is related to σ(ψ,Ψ) by means of σ(ψ,Ψ) =
√
2Φ(iKµψ) assuming H := h.
5In turn this is equivalent (see p.77 in [KW91]) to 4µ(ψ′, ψ′) = supψ∈S\{0} |σ(ψ, ψ′)|/µ(ψ, ψ) for every ψ′ ∈ S.
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uniformly in ζ, ζ, faster than |u|−k, ∀k ∈ N). The space S(=+; C) generalizes straightforwardly
Schwartz’ space on Rn. It can be equipped with the Hausdorff topology induced from the count-
able class seminorms – they depend on the Bondi frame but the topology does not – p, q,m, n ∈ N,
||ψ||p,q,m,n := sup
(u,ζ,ζ)∈=+
∣∣∣|u|p∂qu∂mζ ∂nζ ψ(u, ζ, ζ)∣∣∣ .
S(=+; C) is dense in both L1(R × S2, du ∧ S2(ζ, ζ)) and L2(R × S2, du ∧ S2(ζ, ζ)) (with the
topology of these spaces which are weaker than that of S(=+; C)), because it includes the dense
space C∞c (R× S2; C) of smooth compactly supported complex-valued functions. We also define
the space of distributions S′(=+; C) containing all the linear functionals from R× S2 to C which
are weakly continuous with respect to the topology of S(=+; C). Obviously S(=+; C) ⊂ S′(=+; C)
and Lp(R × S2, du ∧ S2(ζ, ζ)) ⊂ S′(=+; C) for p = 1, 2. We introduce the Fourier transforms
F±(ψ) of f ∈ S(=+; C)
F±(ψ)(k, ζ, ζ) :=
∫
R×S2
e±iku√
2pi
f(u, ζ, ζ)du ∧ S2(ζ, ζ) , (k, ζ, ζ) ∈ R× S2 .
F± the properties listed in the theorem below whose proof is a straightforward extensions of
the analog for standard Fourier transform in Rn (theorems IX.1, IX.2, IX.6, IX.7 in [1]). In (4)
C∞(=+) denotes the Banch space, with respect to the supremum norm || · ||∞, of the continuous
complex valued functions on R×S2 vanishing at infinity, i.e. f ∈ C∞(R×S2) iff f is continuous
and, for every  > 0 there is a compact set K ⊂ R× S2 with |f(x)| <  for x 6∈ K.
Theorem D.1. The maps F± satisfy the following properties.
(1) for all p,m, n ∈ N and every ψ ∈ S(=+; C) it holds
F±
(
∂pu∂
m
ζ ∂
n
ζ
ψ
)
(k, ζ, ζ) = (±i)pkp∂mζ ∂nζ ψF±(ψ)(k, ζ, ζ) .
(2) F± are continuous bijections onto S(=+; C) and F− = (F+)−1.
(3) If ψ, φ ∈ S(=+; C) one has∫
R
F±(ψ)(k, ζ, ζ)F±(φ)(k, ζ, ζ)dk =
∫
R
ψ(u, ζ, ζ)φ(u, ζ, ζ)du , for all (ζ, ζ) ∈ S2 ,∫
R×S2
F±(ψ)(k, ζ, ζ)F±(φ)(k, ζ, ζ)dk ∧ S2(ζ, ζ) =
∫
R×S2
ψ(u, ζ, ζ)φ(u, ζ, ζ)du ∧ S2(ζ, ζ) .
(4) If T ∈ S′(=+; C) the definition F±T (f) := T (F±(f)) , for all f ∈ S′(=+; C) is well-posed,
gives rise to the unique weakly continuous linear extension of F± to S′(=+; C) and one has, with
the usual definition of derivative of a distribution,
F±
(
∂pu∂
m
ζ ∂
n
ζ
T
)
= (±i)pkp∂mζ ∂nζ F±(T ) , for all p,m, n ∈ N .
(5) Plancherel theorem. From (3) and reminding that S(=+; C) is dense in the Hilbert space
L2(R× S2, du∧ S2(ζ, ζ)), F± extend uniquely to unitary transformations from the Hilbert space
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L2(R× S2, du ∧ S2(ζ, ζ)) to L2(R× S2, du ∧ S2(ζ, ζ)) and the extension of F− is the inverse of
that of F+.
These extensions coincide respectively with the restrictions to L2(R×S2, du∧S2(ζ, ζ)) of the ac-
tion of F± on distributions as in (4) when reminding that L2(R×S2, du∧ S2(ζ, ζ)) ⊂ S′(=+; C).
(6) Riemann-Lebesgue lemma. Reminding that S(=+; C) is dense in L1(R × S2, du ∧
S2(ζ, ζ)), F± uniquely extend to a bounded operator from L1(R×S2, du∧S2(ζ, ζ)) to C∞(R×S2).
In particular one has, for f ∈ L1(R× S2, du ∧ S2(ζ, ζ))
||F±(f)||∞ ≤ (2pi)−1/2||f ||1
These extensions coincide respectively with the restrictions to L1(R × S2, du ∧ S2(ζ, ζ)) of the
action of F± on distributions as in (4) when reminding that L1(R×S2, du∧S2(ζ, ζ)) ⊂ S′(=+; C).
From now on F : S′(=+; C) → S′(=+; C) denotes the extension to distributions of F+ as stated
in (4) in theorem D.1 whose inverse, F−1, is the analogous extension of F−. We call F Fourier-
Plancherel transformation, also if, properly speaking this name should be reserved to its
restriction to L2(R × S2, du ∧ S2(ζ, ζ)) defined in (5) in theorem D.1. We also use the formal
distributional notation for F (and the analog for F−1)
F(ψ)(k, ζ, ζ) :=
∫
R×S2
eiku√
2pi
f(u, ζ, ζ)du ∧ S2(ζ, ζ) ,
regardless if f is a function or a distribution. We have the following final proposition whose
proof is immediate from (4) and (5) in theorem D.1.
Proposition D.1. Let m ∈ N. The Fourier-Plancherel transform F(T ) of a distribution
T ∈ S′(=+; C) is a measurable function satisfying∫
R×S2
(1 + |k|2)m|F(T )|2dk ∧ S2(ζ, ζ) < +∞
if and only if the u-derivatives of T in the sense of distributions, are measurable functions and
satisfy
∂nuT ∈ L2(R× S2, du ∧ S2) , for N 3 n ≤ m.
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