Let {X k } k≥Z be a stationary sequence. Given p ∈ (2, 3] moments and a mild weak dependence condition, we show a Berry-Esseen theorem with optimal rate n p/2−1 . For p ≥ 4, we also show a convergence rate of n 1/2 in L q -norm, where q ≥ 1. Up to log n factors, we also obtain nonuniform rates for any p > 2. This leads to new optimal results for many linear and nonlinear processes from the time series literature, but also includes examples from dynamical system theory. The proofs are based on a hybrid method of characteristic functions, coupling and conditioning arguments and ideal metrics.
1. Introduction. Let {X k } k∈Z be a zero mean process having second moments E[X 2 k ] < ∞. Consider the partial sum S n = n k=1 X k and its normalized variance s 2 n = n −1 Var[S n ]. A very important issue in probability theory and statistics is whether or not the central limit theorem holds, that is, if we have lim n→∞ P S n ≤ x ns 2 n − Φ(x) = 0, (1.1) where Φ(x) denotes the standard normal distribution function. Going one step further, we can ask ourselves about the possible rate of convergence in (1.1), more precisely, if it holds that lim n→∞ d(P Sn/ √ ns 2 n , P Z )r n < ∞ for a sequence r n → ∞, (1.2) where d(·, ·) is a probability metric, Z follows a standard normal distribution and P X denotes the probability measure induced by the random variable X. The rate r n can be considered as a measure of reliability for statistical inference based on S n , and large rates are naturally preferred. The question of let us assume p = 3 for a moment. Given a weakly, m-dependent sequence {X k } k∈Z , one may show via classic arguments that ∆ n ≤ C m/nE[|X 1 | 3 ], (1.5) provided that E[|X 1 | 3 ] < ∞ and s 2 n > 0. Note, however, since X k is weakly dependent, one finds that
Hence if one succeeds in replacing E[|X 1 | 3 ] in (1.5) with (1.6), one obtains the optimal rate r n = √ n. A similar reasoning applies to p ∈ (2, 3). Unfortunately though, setting this idea to work leads to rather intricate problems, and a technique like that of Tikhomirov [45] is not fruitful, inevitably leading to a suboptimal rate. Our approach is based on coupling and conditioning arguments and ideal (Zolotarev) metrics. Interestingly, there is a connection to more recent results of Dedecker et al. [11] , who consider different (smoother) probability metrics. We will see that at least some of the problems we encounter may be redirected to these results after some preparation.
Main results.
Throughout this paper, we will use the following notation: for a random variable X and p ≥ 1, we denote with X p = E[X p ] 1/p the L p norm. Let {ε k } k∈Z be a sequence of independent and identically distributed random variables with values in a measurable space S. Denote the corresponding σ-algebra with E k = σ(ε j , j ≤ k). Given a real-valued stationary sequence {X k } k∈Z , we always assume that X k is adapted to E k for each k ∈ Z. Hence we implicitly assume that X k can be written as in (1.4) . For convenience, we write X k = g k (θ k ) with θ k = (ε k , ε k−1 , . . .). The class of processes that fits into this framework is large and contains a variety of functionals of linear and nonlinear processes including ARMA, GARCH and related processes (see, e.g., [18, 46, 48] ), but also examples from dynamic system theory. Some popular examples are given below in Section 3. A nice feature of the representation given in (1.4) is that it allows us to give simple, yet very efficient and general dependence conditions. Following Wu [47] , let {ε ′ k } k∈Z be an independent copy of {ε k } k∈Z on the same probability space, and define the "filter" θ Note that it is actually not trivial to construct a stationary process {X k } k∈Z that can only be represented as X k = g k (θ k ); that is, a function g independent of k such that X k = g(θ k ) for all k ∈ Z does not exist. We refer to Corollary 2.3 in Feldman and Rudolph [16] for such an example.
We will derive all of our results under the following assumptions.
Assumption 2.1. Let {X k } k∈Z be stationary such that for some p ≥ 2:
In the sequel, B denotes a varying absolute constant, depending only on p,
The following theorem is one of the main results of this paper. Theorem 2.2. Grant Assumption 2.1 for some p ∈ (2, 3], and let s 2 n = n −1 S n 2 2 . Then
and hence we may select r n = n p/2−1 . Theorem 2.2 provides optimal convergence rates under mild conditions. In particular, it seems that this is the first time optimal rates are shown to hold under general infinite weak dependence conditions if p ∈ (2, 3). Examples to demonstrate the versatility of the result are given in Section 3. In particular, we consider functions of the dynamical system T x = 2x mod 1 in Example 3.2, a problem which has been studied in the literature for decades. Combining Theorem 2.2 with results of Dedecker and Rio [13] , we also obtain optimal results for the L q -norm for martingale differences. Theorem 2.3. Grant Assumption 2.1 for some p ≥ 4, and let s 2 n = n −1 S n 2 2 . If {X k } k∈Z is a martingale difference sequence, then for any q ≥ 1 we have
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Note that in the case q = 1, the results of Dedecker and Rio [13] are more general. The nonuniform analogue to Theorems 2.2 and 2.3 is given below. Here, we obtain optimality up to logarithmic factors.
Theorem 2.4. Grant Assumption 2.1 for some p > 2. Then for any x ∈ R,
where a ∧ b = min{a, b}.
As a particular application of Theorem 2.4, consider f (|S n |/ ns 2 n ) where the function f (·) satisfies
for some p > 0, and the derivative f ′ (x) exists for x ∈ (0, ∞). If S n p < ∞, property (2.3) implies the identity
and we thus obtain the following corollary.
Corollary 2.5. Grant Assumption 2.1 for some p > 2. If (2.3) holds, then
As a special case, consider f (|x|) = |x| q , q > 0. We may then use Corollary 2.5 to obtain rates of convergence for moments. Corollary 2.6. Grant Assumption 2.1 for some p > 2. Then for any 0 < q < p, we have
In the special case of i.i.d. sequences and 0 < p < 4, sharp results in this context have been obtained in Hall [23] . It seems that related results for dependent sequences are unknown. 3. Applications and examples. All examples considered here are timehomogenous Bernoulli-shift processes; that is, g = g k does not depend on k, and hence equality (2.2) holds.
Example 3.1 (Functions of linear process). Let S = R, and suppose that the sequence {α i } i∈N satisfies ∞ i=0 α 2 i < ∞. If ε k 2 < ∞, then one may show that the linear process
exists and is stationary.
Let f be a measurable function such that E[X k ] = 0, where
If f is Hölder continuous with regularity 0 [28] . The study about the behavior of S n = n k=1 f (T k U 0 ) for appropriate functions f has a very long history and dates back to Kac [30] . Since then, numerous contributions have been made; see, for instance, [4, 5, 13, 14, 27, 28, 31, 33, 35, 36, 40, 42] , to name a few. Here, we consider the following class of functions. Let f be a function defined on the unit interval [0, 1], such that
where
. This setup is a little more general than in [28] . For x ∈ R + , letf (x) = f (x − ⌊x⌋); that is,f is the one-periodic extension to the positive real line. One then often finds the equivalent formulation S n = n k=1f (2 k U 0 ) in the literature. Consider now the partial sum S n = n k=1f (2 k U 0 ). Ibragimov [28] showed that
By alternative methods, Le Borgne and Pène [33] , extending Rio [43] , managed to remove the logarithmic factor if f ∞ < ∞. A priori, the sequence {T k U 0 } k∈Z does not directly fit into our framework, which, however, can be achieved by a simple time flip. Define the function T n (i) = n − i + 1 for i ∈ {n, n − 1, . . .}, and let ε k = ζ Tn(k) . Then we may write
Note that we have to perform this time flip for every n ∈ N, which, however, has no impact on the applicability of our results. Using the same arguments as in [28] , we find that (3.1) implies that for p ∈ (2, 3]
If s 2 > 0, we see that Assumption 2.1 holds. In particular, an application of Theorem 2.2 gives the rate r n = n p/2−1 , thereby removing the unnecessary log n factor in (3.2) for the whole range p ∈ (2, 3]. In this context, it is useful to work with the transformed block-variables
and write
hence {X k } k∈Z is a two-dependent sequence. This representation ensures that Assumption 2.1(i) and (ii) hold for {X k } k∈Z , independently of the value of m. The drawback of this block-structure is that we loose a factor m, since we have
where we assume that n/m ∈ N for simplicity. However, this loss is known in the literature: Theorem 2.2 now yields the commonly observed rate r n = (n/m) p/2−1 in the context of m-dependent sequences satisfying (3.3); see, for instance, Theorem 2.6 in [9] . In the latter, the rate r n = (n/m) p/2−1 is not immediately obvious, but follows from elementary computations using (3.3).
Example 3.4 (Iterated random function). Iterated random functions (cf. [15] ) are an important class of processes. Many nonlinear models like ARCH, bilinear and threshold autoregressive models fit into this framework. Let S = R and {X k } k∈Z be defined via the recursion
commonly referred to as iterated random functions; see, for instance, [15] . Let
for some measurable function g. In addition, we have
where 0 < ρ < 1; (3.5) see [49] . Hence if E[X k ] = 0 and s 2 > 0, Assumption 2.1 holds. As an example, consider the stochastic recursion
then L ε p ≤ a k p < 1, and Assumption 2.1 holds if s 2 > 0. In particular, if a k , b k are independent, then one readily verifies that
, which is strictly positive since |E[a 0 ]| < 1 by Jensen's inequality. Hence if (3.6) holds for p > 2, then Assumption 2.1 holds for p. Analogue conditions can be derived for higher order recursions.
Example 3.5 [GARCH(p, q) sequences]. Let S = R. Another very prominent stochastic recursion is the GARCH(p, q) sequence, given through the relations
where {ε k } k∈Z is a zero mean i.i.d. sequence and
with µ, α 1 , . . . , α p , β 1 , . . . , β q ∈ R. We assume that ε k p < ∞ for some p ≥ 2. An important quantity is
with r = max{p, q},
where we replace possible undefined α i , β i with zero. If γ C < 1, then {X k } k∈Z is stationary; cf. [8] . In particular, it was shown in [3] that {X k } k∈Z may be represented as
Using this representation and the fact that |x − y| p ≤ |x 2 − y 2 | p/2 for x, y ≥ 0, p ≥ 1, one can follow the proof of Theorem 4.2 in [1] to show that
We remark that previous results on ∆ n , in the case of GARCH(p, q) sequences, either require heavy additional assumptions or have suboptimal rates; cf. [27] .
Example 3.6 (Volterra processes). In the study of nonlinear processes, Volterra processes are of fundamental importance. Following Berkes et al. [4] , we consider
where S = R and ε k p < ∞ for p ≥ 2, and a k are called the kth Volterra kernel. Let
Then there exists a constant C such that
4. Proofs. The main approach consists of an m-dependent approximation where m → ∞, followed by characteristic functions and Esseen's inequality. However, here the trouble starts, since we cannot factor the characteristic function as in the classic proof, due to the m-dependence. Tikhomirov [45] uses a chaining-type argument, which is also fruitful for Edgeworth expansions; cf. [19] . However, since this approach inevitably leads to a loss in the rate, this is not an option for Berry-Esseen-type results. In order to circumvent this problem, we first work under an appropriately chosen conditional probability measure P Fm . Unfortunately though, this leads to rather intricate problems, since all involved quantities of interest are then random. We first consider the case of a weakly m-dependent sequence {X k } k∈Z , where m → ∞ as n increases. Note that this is different from Example 3.3. For the general case, we then construct a suitable m-dependent approximating sequence such that the error of approximation is negligible, which is carried out in Section 4. 
, and the function g does not depend on k. This requires substantially fewer indices and notation throughout the proofs, and, in particular, (2.2) holds. The more general nonhomogenous (but still stationary) case follows from straightforward (notational) adaptations. This is because the key ingredient we require for the proof is the Bernoulli-shift structure (1.4) in connection with the summability condition, Assumption 2.1(ii). Whether or not g depends on k is of no relevance in this context.
m-dependencies.
In order to deal with m-dependent sequences, we require some additional notation and definitions. Throughout the remainder of this section, we let
and measurable functions f m : S m → R, where m = m n → ∞ as n increases.
We work under the following conditions:
Assumption 4.1. Let {X k } k≥Z be such that for some p ≥ 2, uniformly in m:
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Observe that this setup is fundamentally different from that considered in Example 3.3. In particular, here we have that Var[S n ] ∼ n. Define the following σ-algebra:
where we recall that {ε k } k∈Z and {ε ′ k } k∈Z are mutually independent, identically distributed random sequences. We write P Fm (·) for the conditional law and E Fm [·] (or E H [·]) for the conditional expectation with respect to F m (or some other filtration H). We introduce
To avoid any notational problems, we put X k = 0 for k / ∈ {1, . . . , n}. Let n = 2(N − 1)m + m ′ , where N, m are chosen such that c 0 m ≤ m ′ ≤ m and c 0 > 0 is an absolute constant, independent of m, n. For 1 ≤ j ≤ N , we construct the block random variables
and put Y
j . Note that by construction of the blocks, Y
(1) j , j = 1, . . . , N are independent random variables under the conditional probability measure P Fm (·), and are identically distributed at least for j = 1, . . . , N − 1 under P . We also put Y
is a sequence of independent random variables. The following partial and conditional variances are relevant for the proofs: As we shall see below, these quantities are all closely connected. Note that
The above relation is important, since Lemma 4.6 yields that under Assumption 4.1 we have 2
The same is true for σ 2 N , since m ′ ≥ c 0 m. Summarizing, we see that we do not have any degeneracy problems for the partial variances σ 2 j , 1 ≤ j ≤ N under Assumption 4.1. For the second part S
2 . One then readily derives via conditioning arguments that
We are now ready to give the main result of this section. 
The proof of Theorem 4.2 is based on the following decomposition. Let Z 1 , Z 2 be independent unit Gaussian random variables. Then
where A, B, C are defined as
We will treat the three parts separately, and show that A, B, C ≤ c(λ,p)
3 n −p/2+1 , which proves Theorem 4.2. As a brief overview, the proof consists of the following steps:
(a) apply Esseen's smoothing inequality, and factor the resulting characteristic function into a (conditional) product of characteristic functions ϕ j (x) under the conditional probability measure P Fm ; (b) use ideal metrics to control the distance between ϕ j (x) and corresponding Gaussian versions under P Fm ; (c) based on Renyi's representation, control the (conditional) characteristic functions ϕ j (x) under P ; (d) replace conditional variances under the overall probability measure P .
One of the main difficulties arises from working under the conditional measure P Fm . For the proof, we require some additional notation. In analogy to the filter θ
This means that we replace every ε ′ k with ε ′′ k at all corresponding places. For k ≥ 0, we also introduce the σ-algebras
. Similarly, we introduce filtrations E ′′ k and E * * k . Throughout the proofs, we make the following conventions:
(1) We do not distinguish between N and N + m ′ /2m since the difference m ′ /2m is not of any particular relevance for the proofs. We use N for both expressions.
(2) The abbreviations I, II , III , . . . , for expressions (possible with some additional indices) vary from proof to proof.
(3) We use , , (∼) to denote (two-sided) inequalities involving a multiplicative constant. 
, and denote with B c L its complement. Since S
|m ∈ F m , we obtain that
Corollary 4.8 yields that P (B c N ) n −p/2 N n −p/2+1 since N ≤ n, and it thus suffices to treat
Step 1: Berry-Esseen inequality. Denote with ∆ T |m the smoothed version of ∆ |m (cf. [17] ) as in the classical approach. Since σ 2 |m ≥ s 2 m /4 > 0 on the set B N by construction, the smoothing inequality (cf. [17] , Lemma 1, XVI.3) is applicable, and it thus suffices to treat ∆ T |m . Let ϕ j (x) = E[e ixY j |F m ], and put T = n p/2−1 c T , where c T > 0 will be specified later. Due to the independence of {Y j } 1≤j≤N under P |Fm and since 1(B N ) ≤ 1, it follows that
, where we use the convention that
Note that both {ϕ j (t)} 1≤j≤N and {e −σ 2 j|m t 2 /2 } 1≤j≤N are two-dependent sequences. Since |ϕ j (t)|, e −σ 2 j|m t 2 /2 ≤ 1, it then follows by the triangle inequality, stationarity and "leave one out" that
We proceed by obtaining upper bounds for I N (ξ), II N (ξ) and III N (ξ).
Step 2:
, N } be two zero mean standard Gaussian random variables. Then
Due to the very nice analytical properties of sin(y), cos(y), one may reformulate the above in terms of ideal-metrics; cf. [50] and Section 4.5.2. This indeed leads to the desired bound
The precise derivation is carried out in Section 4.5.2 via Lemmas 4.9 and 4.10, and Corollary 4.11. Whether i = 1 or i = N makes no difference.
Step 3: Bounding
j=N/2 |ϕ j (t)| 1 , we require good enough estimates for |ϕ j (t)| where 0 ≤ t < 1. As already mentioned, we cannot directly follow the classical approach. Instead, we use a refined version based on a conditioning argument. To this end, let us first deal with ϕ j (t). Put
We first consider the case j = 1. Introduce
1 , we have
Clearly, this is also valid for ϕ j (t), j = 2, . . . , N , with corresponding G (4.13) and J = {j : N/2 ≤ j ≤ N − 1 and 2 divides j}, and hence J denotes the set of all even numbers between N/2 and N − 1. Then
j (m)} j∈J is a sequence of i.i.d. random variables, particularly with respect to P Fm . Hence by independence and Jensen's inequality, it follows from the above that
We thus see that it suffices to deal with ϕ (l) j (x). The classical argument uses the estimate
for ξ 2 /n ≤ c, c > 0 for the characteristic function ϕ. Since in our case ϕ j is random, we cannot use this estimate. Instead, we will use Lemma 4.5, which provides a similar result. In order to apply it, set J = |J | ≥ N/8,
For the applicability of Lemma 4.5, we need to verify that:
(iii) H j p ≤ c 1 uniformly for j ∈ J and some c 1 < ∞. Now (i) is true by construction. Claim (ii) is dealt with via Lemma 4.14, which yields that 
By stationarity and the triangle and Jensen inequalities, we then have that
Using Jensen's inequality and arguing similar to Lemma 4.13, it follows that
Similarly, using also Lemma 4.13 to control R 1 p , we obtain that where x = t (m − l)/2m. It is important to emphasize that both c ϕ,1 , c ϕ,2 do not depend on l, m and are strictly positive. Moreover, we find from (4.16) that l can be chosen freely, as long as m − l is larger than K 0 , which will be important in the next step. Step 4: Bounding and integrating I N (ξ), II N (ξ), III N (ξ). We first treat I N (ξ). Recall that t = ξ/ √ N , hence
By (4.9), (4.14) and (4.20) , it then follows for ξ 2 (m − l) < c ϕ,2 n that
To make use of this bound, we need to appropriately select l = l(ξ). Recall that N = n λ , 0 < λ ≤ p/(2p + 2) by assumption. Choosing
and c 2 T < c ϕ,2 /K 0 , we obtain from the above that 
Similarly, using ϕ 1 (t) − e
Hence employing (4.23) and (4.24) yields
since N = n λ , 0 < λ ≤ p/(2p + 2) by assumption. Similarly, one obtains the same bound for III N (ξ). This completes the proof of part A.
Part B.
Proof. Let
Recall that B N = {N −1 N j=1 σ 2 j|m ≥ s 2 m /4} and P (B c N ) n −p/2+1 by Corollary 4.8. Using properties of the Gaussian distribution, it follows that
Using (a − b)(a + b) = a 2 − b 2 , Hölders inequality and Lemma 4.7, we obtain that
Hence we conclude that B n −p/2+1 .
Part C.
Proof. Due to the independence of Z 1 , Z 2 , we may rewrite C as
where Φ(·) denotes the c.d.f. of a standard normal distribution. This induces a "natural" smoothing. The claim now follows by repeating the same arguments as in part A. Note however, that the present situation is much easier to handle, due to the already smoothed version, and since Y (2) k , k = 1, . . . , N is a sequence of independent random variables. Alternatively, one may also directly appeal to the results in [11] . 
, and define the approximating sequence as
We also introduce the corresponding partial sums as
We require the following auxiliary result (Lemma 5.1 in [27] ). Lemma 4.3. For every δ > 0, every m, n ≥ 1 and every x ∈ R, the following estimate holds:
where:
Proof of Theorem 2.2. As a preparatory result, note that
Using the same arguments as in Lemma 4.6, it follows that ns n = ns 2 + O(1) > 0. By the properties of Gaussian distribution,
and we may thus safely interchange s 2 n and s 2 . We first deal with A 1 (m, n, δ). For j ∈ Z, denote with P j (X (>m) k ) the projection operator
Proceeding as in the proof of Lemma 3.1 in [29] , it follows that for k ≥ 0,
An application of Theorem 1 in [48] now yields that
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for some absolute constant c(p) that only depends on p. By (4.30), it follows that the above is of magnitude
Setting L = m 2/3 , we obtain the bound O(m −4/3 ) = O(n −1 ). We thus conclude from the Markov inequality that
Note that a much sharper bound can be obtained via moderate deviation arguments (cf. [22] ), but the current one is sufficient for our needs, and its deviation requires fewer computations. Next, we deal with A 2 (m, n, x, δ). The aim is to apply Theorem 4.2 to obtain the result. In order to do so, we need to verify Assumption 4.
Hence Assumption 4.1(i) is valid.
Case (ii): Note that we may assume k ≤ m, since otherwise (X
= 0, and Assumption 4.1(ii) is trivially true. Put
Hence by Jensen's inequality (X
By the Cauchy-Schwarz, triangle and Jensen inequalities, we have
2 . By (4.36), this is of the magnitude O(m −2 ). We thus conclude that
On the other hand, we have
This yields However, by the Cauchy-Schwarz inequality and (4.32), it follows that
and we thus conclude that 
which completes the proof.
4.3.
Proof of Theorem 2.3. Recall that ∆ n (x) = P S n ≤ x ns 2 n − Φ(x) and ∆ n = sup
We first consider the case q > 1. Using Theorem 2.2, we have
In order to bound R |∆ n (x)| dx, we apply [13] , Theorem 3.2, which will give us the bound
To this end, we need to verify that
Applying the Hölder, Jensen and triangle inequalities, we get
, we obtain that
In the same manner, we get that
Combining all three bounds, the validity of (4.46) follows, and hence (4.45). For (4.44), we thus obtain
which completes the proof for q > 1. For q = 1, we may directly refer to [13] , Theorem 3.2, using the above bounds. 
for all x, where c(q) is a positive constant depending only on q, and
Consider first the case where |x| ≤ c 0 √ log n, for c 0 > 0 large enough (see below). Then by the Markov inequality and Lemma 4.12, it follows that
Combining Theorem 2.2 with (4.47) and Lemma 4.4, we see that it suffices to consider λ p with Y = S n 1(|S n | ≤ n). Using again Theorem 2.2 together with (4.47), standard tail bounds for the Gaussian distribution and elementary computations give
According to a Fuk-Nagaev-type inequality for dependent sequences in [34] , Theorem 2, if it holds that
then for large enough c 0 > 0 and x ≥ c 0 √ log n we get (4.50) and hence,
However, setting a k = k −1/2−1/ (3(p+1) ) , an application of the Cauchy-Schwarz inequality yields
by Assumption 2.1. Hence (4.49) holds, and thus (4.50) and (4.51). To complete the proof, it remains to treat the case |x| > c 0 √ log n. But in this case, we may directly appeal to (4.50) which gives the result.
Proof of main lemmas.
4.5.1. Bounding conditional characteristic functions and variances. Suppose we have a sequence of random variables {H j } 1≤j≤J and a sequence of filtrations {H j } 1≤j≤J , such that both {E H j [H 2 j ]} 1≤j≤J and {E H j [|H j | p ]} 1≤j≤J are independent sequences. Note that this does not necessarily mean that {H j } 1≤j≤J is independent, and indeed this is not the case when we apply Lemma 4.5 in step 4 of the proof of part A. Introduce the conditional characteristic function
Given the above conditions, we have the following result.
Lemma 4.5. Let p > 2, and assume that: for x 2 ≤ c ϕ,2 .
. Using a Taylor expansion and writing e ix = cos(x) + i sin(x), we obtain that
Using the Lipschitz property of cos(y) and sin(y), it follows that
For h > 0 we have from the Markov inequality
We thus conclude from (4.53) that
Moreover, using (4.62) and (4.63) and since |I A | = J/4 on A, it follows that
Hence we conclude from the above and (4.59) that
for x 2 ≤ c ϕ,2 , which yields the claim.
Lemma 4.6. Grant Assumption 4.1. Then
, the Cauchy-Schwarz and Jensen inequalities imply
The decomposition σ 2 m = s 2 m /2 + O(m −1 ) now follows from (4.2). Claim σ 2 l = s 2 m /2 + O(1) as l → m readily follows from the previous computations.
Lemma 4.7. Grant Assumption 4.1. Then:
Proof. We first show (i). Without loss of generality, we may assume j = 1, since m ∼ m ′ . To lighten the notation, we use R 1 = R (1)
1 . We will first establish that
By squaring out the first expression, we obtain a sum of square terms and a sum of mixed terms. Let us first treat the mixed terms, which are
We will handle all these terms separately.
Case I m : We have
However, using the results from the previous computations and Lemma 4.13, one readily deduces that Note that {σ 2 j|m } j∈I is a sequence of independent random variables, and the same is true for {σ 2 j|m } j∈J . Then by Lemma 4.12, it follows that Note that since cos(y), sin(y) are bounded in absolute value and are Lipschitz continuous, it follows that up to some finite constant c(α) > 0 we have sin(y), cos(y) ∈ F s for any s > 0. As already mentioned in step 2 of the proof of part A, we will make use of some special ideal-metrics ζ s (Zolotarev metric). For two probability measures P, Q, the metric ζ s is defined as ζ s (P, Q) = sup f (x)(P − Q)(dx) : f ∈ F s .
The metric ζ s (P, Q) has the nice property of homogeneity. For random variables X, Y , induced probability measures P cX , P cY and constant c > 0, this means that ζ s (P cX , P cY ) = |c| s ζ s (P X , P Y ). We require some further notation. (
We have 
