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Introduction
We extend our investigations reported in [2] of orphans of binary linear codes in general and first-order Reed-Muller codes in particular. Throughout C denotes a binary linear code of length n. The cosets of C are partially ordered by defining for two cosets C' and C" of C, C' s C" provided there is a coset leader X' of C' and a coset leader x" of C" such that X' <x". Here for vectors x' = (x1, . . . , x,) and x" = (xl;, . . . , xz), x' CX" means that x," = 1 whenever xi = 1 (i = 1, . . . , n). The coset C' is a child of c", and c" is a parent of C', provided C' < C" and there is no coset D with C' <D < D". An orphan is a coset without any parent.
The covering radius p = p(C) of C is the largest weight of a coset, equivalently the largest weight of an orphan. The existence of orphans of weight less than p complicates the radius of a code.
determination of the covering
In [2] the orphans of C were characterized under the assumptions that C contains only even weight vectors. We now extend this characterization to include codes with odd weight vectors. Proof. We first note that each parent of C' is of the form e; + C' for some unit vector f?i (1 G i s n). If the vectors of weights w and w + 1 of C' cover all coordinate positions, then the weight of e, + C' is either w -1 or w and hence ei + C' cannot be a parent of C'. Now suppose that C' is an orphan. If there is a coordinate position j which is not covered by any vector of weight w or w + 1 of C', then ej + C' contains a vector of weight w + 1 but contains no vectors of weight w, and it follows that e, + C' is a parent of C'. 0
In the next section we investigate a method of combining two codes C, and C2 which we call the outer product Ci O C2. If C, and C2 are self-complementary, then the outer product of a coset leader of C1 with a coset leader of C2 is a coset leader of C, O CZ. There are coset leaders of C, O C, which do not arise this way, and as a result the covering radius of Cl0 C2 is not readily obtained from the covering radii of C, and Ca. The first-order Reed-Muller code R(1, m) is the outer product of m first order Reed-Muller codes R(1, 1). In the third section we find more orphans of R(1, m), some of which arise from the outer product construction.
The outer product
Let x = (x,, . . . , x,) and y = (y,, . . . , yn) be binary vectors of lengths m and n, respectively.
The m by n matrix is called the outer product of x and y. (The outer product x O y is a special case of a general outer product construction used in linear algebra in which '+' is replaced by an arbitrary binary operation.)
Let hk denote the all 1 vector of length k. We note that: (i) xOy =x@hli, +h, @y, (ii) (~+x')~(y +y') =xOy +~'~y', and (iii) wt(x Oy) = wt(x)(n -wt(y)) + (m -wt(x))wt(y).
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Let C1 and C2 be binary codes of lengths m and n, respectively. We define the outer product to be t:?e binary code of length mn. It follows from (2) It follows from Proposition 1 that for cosets C; and C; of C, and C2, respectively, the map T : C; @ Ci + C; 0 Ci given by T(r @ y) =x oy is a bijection if one of C1 and C2 is not self-complementary and is 2 to 1 otherwise. We next turn to the calculation of the minimum distance of C, 0C2 and the weights of cosets of the form C; 0 C;. The following equation is a consequence of a straightforward calculation. Proof. Let x and y be arbitrary vectors in C1 and CZ, respectively. If x is the zero vector of C, and y is a nonzero vector of C2, then wt(xoy) 2 mw2. If x is a nonzero vector of Ci and y is the zero vector of C2, then wt(xOy) 2 WHIZ. Hence we may assume that neither x nor y is a zero vector.
Case 1: wt(t) G n -w,. Let y* be a vector of C2 with wt(y *) = w2 and let x* = 0 denote the zero vector of C1. Applying Lemma 1 we obtain wt(x0y) -mw, = wt(x)(n -wt(y) -w2) + (wt(y) -wt(y*))(m -wt(x)).
Since y * has minimum weight in C2, it follows that wt(y) 2 wt(y*) and hence wt(x 0y) 2 mw,. Case 2: wt(x) G m -wl.
We use an argument similar to that in Case 1.
Case 3: wt(x) > m -w1 and wt(y) > II -w,.
We now let x* and y* be vectors of C1 and CZ, respectively, with wt(x) = W, and wt(y*) = IV,. Applying Lemma 1 again we obtain
wt(xoy) -(W(n -w,) + (m -W)K) = (wt(x) -W,)(n -wt(y) -W,) + (wt(y) -W,)(m -wt(x) -W,).
Since w1 G W, and w2 G W,, we have wt(x) > m -W, and wt(y) > n -W,. Hence wt(x0y) 2 W,(n -W,) + (m -W,)W,. 0
We note that if both C1 and C2 are self-complementary, then by Theorem 2, the minimum weight of a nonzero vector in C1 0 C2 equals min{mw,, wln}. Proof. Let x E CT and y E C:. Since C, and C, are self-complementary, and x* and y* are cosets leaders, we have wt(x) + wt(x*) s m and wt(y) + wt(y*) 6 It.
Hence by (l) , wt(xOy) 2 wt(x* Oy*).
If wt(xOy) = wt(x* Oy*), then by (1) (i) wt(x) = wt(x*) or wt(y*) = n -wt(y)
and ( Suppose in Theorem 3, dim C1 = k and dim C2 = 1. By Proposition 1, dim C1 ,, C2 = k + I-1. Thus of the 2mn-k-'+1 cosets of C, 0 C2 only 2m-k+n-' arise as an outer product CY 0 C: of cosets of C, and Cz, respectively. Therefore Theorem 3 seems to give little help in determining the covering radius of Ci 0 C2 in terms of the covering radii of C1 and Cz, respectively. Suppose C, = Fim) and C2 = F$"), the full binary spaces of dimensions m and n, respectively. Then C1 0C2 has dimension equal to m + n -1, and the determination of the covering radius of C, 0 Cz is equivalent to the Berlekamp-Gale switching problem (see e.g. [3] ). Let C* be a coset of the binary code C of length n. Then C* is l-covered provided for each coordinate position i there is a leader of C* with a 1 in position i. We define O-covered in a similar way. It follows from Theorem 1 that a l-covered coset is necessarily an orphan of C, but the converse does not hold in general unless C has only even weights. Proof. The proofs of all parts of the theorem are similar. We give the proof only in the case that Cy is both O-covered and l-covered. Letiandjbeintegerswithl~i~mandl<j~n. Lety*=(y:,yz,...,yl) be any leader of C:. First suppose that y; = 1. By hypothesis there exists a coset leader x* = (x:, x& . . . , x,*) of C: such that x' = 0. Applying Theorem 3 we see that x* .,y* is a coset leader of Cy 0 C: with a 1 in position (i, I). If yr = 0, we use a leader X* of CY with xi* = 1. Hence CT 0 C; is l-covered and in a similar way one shows that CY 0 C: is O-covered. 0 Suppose in Theorem 4 we take C, to be the full binary n-tuple space Fp'. Then C,* = C2 is a O-covered (but not l-covered) coset, and it follows that if Cy is a l-covered coset of C1, then CF0C2 is an orphan of C, 0C2. Now let C2 be the code of all even weight vectors of length n, and let C: be the coset of C2 different from C, itself. Then C2 has weight 1 and is both O-covered and l-covered. Hence Cf D C: is a O-covered orphan for every coset CT of C1.
In the next section we shall use Theorem 4 in order to obtain orphans of first order Reed-Muller codes. We note that since the minimum weight of R(l, m) equals 2m-1, no orphan of R(l, m) can have weight less than 2"-2. We also note that if m is even, then 2"'-' -2L(m-1)'21 is the covering radius pm of R(l, m) and hence R(l, m) has no orphan of greater weight. If m is odd, then 2"'-' -2(m-1)'2 is the well known lower bound for the covering radius pm of R(l, m).
Suppose for some odd integer m, the covering radius of R(l, m) exceeded the lower bound 2m-1 -2@-')'*. Then R(l, m) has an orphan Cy of weight w>2m-' -2("'-')'*. Let 1 be any odd integer with 1 > m. Then 1 -m is even and 
since the number of vectors of weight 2m-2 in Cr equals 2" -8 (see [3] ). The weight distribution of these orphans is: A3.2mm~ = 16, A4.2m-~ = 2m+1 -32, A5.2m-3 = 16. Notice that when m = 4, these orphans have only the two distinct weights 6 and 10. When m = 4, all 28 cosets of R(1, 4) of weight 6 are obtained in this way (6 is the covering radius of R (1, 4) ). Now let m be an odd integer with m ~3. Let C, and C2 be cosets of R(1, m -1) with weight equal to the covering radius pm_, = 2"-' -2(m-3)'2, and let x1 and y, be cosets leaders of Ci and Cz, respectively.
Then (xi, y,) is a leader of a coset C3 of R(l, m) of weight 2"-' -2@'-1)'2 (the known lower bound for the covering radius of R (1, m) ). Moreover, for each leader x' of Ci, there is a leader y' of C2 such that (x', y') is a leader of C3 and for each leader y' of C, there is a leader X' of C, such that (x', y') is a leader of C3. Hence it follows from Theorem 1 that C3 is an orphan of R(1, m). The weight distribution of each coset C3 obtained in this way is AZm-~f2p,-~)/z = 2"-l,
A2tn-, = 2".
Using the tables in [l] and [6] for the cosets of R(1, 4) and R(1, 5), we identified in [2] all orphans of R(1, m) with m s 5. We conclude this paper by identifying the O-covered orphans of R(1, m) with m s 5. The code R(1, 2) has covering radius 1. Its unique coset of weight 1 is a baby orphan and it is O-covered. The code R(1, 3) has covering radius 2. The cosets of weight 2 are the baby orphans and they are O-covered; no coset of weight 1 is an orphan. Now consider R (1,4) , which has covering radius 6. The only orphans are the cosets of weight 6 and the 35 baby orphans. The baby orphans are all O-covered. Suppose there is an orphan of weight 6 which is not O-covered. By [6] this orphan has 16 leaders, and thus it has a descendant coset of weight 5 with 16 leaders, contradicting (61. Hence all orphans of R(1, 4) are O-covered. The same type of reasoning shows that the orphans of R(1, 5), as identified in [2] are all O-covered.
