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ON HYPERBOLIC GRAPHS INDUCED BY
ITERATED FUNCTION SYSTEMS
KA-SING LAU AND XIANG-YANG WANG*
Abstract. For any contractive iterated function system (IFS, including the Moran
systems), we show that there is a natural hyperbolic graph on the symbolic space,
which yields the Ho¨lder equivalence of the hyperbolic boundary and the invariant
set of the IFS. This completes the previous studies ([K], [LW1], [W]) by eliminating
superfluous conditions, and admits more classes of sets (e.g., the Moran sets). We
also show that the bounded degree property of the graph can be used to character-
ize certain separation properties of the IFS (open set condition, weak separation
condition); the bounded degree property is particularly important when we con-
sider random walks on such graphs. This application and the other application to
Lipschitz equivalence of self-similar sets will be discussed.
1. Introduction
Let {Sj}Nj=1 be a contractive iterated function system (IFS) on Rd, and let K be
the invariant set (attractor) generated by the IFS. It is well-known that the IFS
is associated to a finite word space (symbolic space or coding space) Σ∗, which is
equipped naturally with a tree structure and a visual metric. The limit set Σ∞ of
the tree is a Cantor set (topological boundary). Each element of K has a symbolic
representation in Σ∞, i.e., there is a canonical surjection τ : Σ∞ → K, and K
is homeomorphic to the quotient space Σ∞/ ∼, where the equivalence relation is
defined by τ(x) = τ(y). In general one would like to impose more information on
Σ∗ so as to carry out further analysis on K. With the intention to bring in the
probabilistic potential theory to K, Denker and Sato [DS1,2,3] first constructed
a special type of Markov chain {Zn}∞n=0 on Σ∗ of the Sierpinski gasket (SG), and
showed that the Martin boundary of {Zn}∞n=0 is homeomorphic to the SG. Motivated
by this, Kaimanovich [K] introduced the concept of “augmented tree” on Σ∗ by
adding new edges to the tree Σ∗ according to the intersection of the cells of the IFS,
he showed that the graph of the SG is hyperbolic in the sense of Gromov ([G], [Wo]),
and that the SG is Ho¨lder equivalent to the hyperbolic boundary of the augmented
tree. He also suggested that this approach might also work for other IFS, and the
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device can be useful to bring in considerations on geometric groups into the study
of fractal sets.
The above initiations were carried out by the authors in a series of papers ([JLW],
[LW1,2], [W], [DW]). In [LW1], we showed that the hyperbolic boundary and the
self-similar set K are Ho¨lder equivalent provided that the IFS satisfies the open set
condition (OSC) together with a technical “condition (H)” on K (see Section 2).
The Ho¨lder equivalence was used to study the Lipschitz classification of the totally
disconnected self-similar sets ([LL], [DLL]), and more generally the Moran sets [L].
In this paper, we unify the previous approaches and obtain the full generality
of the Ho¨lder equivalence of the hyperbolic boundaries and the attractors for the
general contractive IFS’s. We define the augmented tree on a tree with an associated
set-valued map; we also relax the set of augmented edges used previously, so as to
remove the OSC on the IFS and the condition (H) on the attractors.
Let X be an infinite set, and let (X, E) be a locally finite connected tree. We
fixed a reference point o ∈ X as a root of the tree. For a vertex x ∈ X , we use
|x| to denote the length of a non-self-intersecting path from the root to x, and let
Xn = {x : |x| = n}. Let Σ(x) = {y ∈ X : |y| = |x| + 1, (x, y) ∈ E} be the set of
offsprings of x.
For our purpose, we will denote the edge set of the tree by Ev, the set of vertical
edges. Let K be the collection of nonempty compact subsets of Rd. We associate
with the tree (X, Ev) a set-valued map Φ : X → K satisfying
(A1) Φ(y) ⊂ Φ(x) for all y ∈ Σ(x);
(A2) ∃ δ0 > 1, 0 < r < 1 ∋ δ−10 rn ≤ |Φ(x)| ≤ δ0rn for all x ∈ Xn, where |E|
denotes the diameter of E.
Note that for similitudes {Sj}Nj=1 with contraction ratio r and self-similar K, we
can take X to be the symbolic space of finite words, and Φ(x) to be the cell Sx(K)
of K, then clearly Φ satisfies (A1), (A2). The reader can refer to Examples 2.1–2.3
for the more general situations about the set-valued map Φ.
Let
Kn =
⋃
{Φ(x) : x ∈ Xn} and K =
∞⋂
n=0
Kn. (1.1)
By (A1), {Kn}∞n=1 is a decreasing sequence of compact sets. Hence K ∈ K is a
nonempty compact set of Rd, we call K the attractor of Φ. We use the map Φ to
induce another set of edges called a horizontal edges set: for a fixed κ > 0, define
Eh := {(x, y) ∈ X ×X : |x| = |y|, x 6= y, dist(Φ(x),Φ(y)) ≤ κr|x|}. (1.2)
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Definition 1.1. (Augmented tree) Let (X, Ev) be a tree and Eh be defined as (1.2),
and let E = Ev ∪ Eh, we call the graph (X, E) an augmented tree.
For a contractive IFS {Sj}Nj=1 with an attractor K, it is easy to see that a tree
(X, Ev) and a set-valued map Φ arise naturally from the symbolic space, and the
augmented tree can be defined (Example 2.1). More generally, the Moran construc-
tion of the Moran sets ([M], [FWW]) which admits a more flexible iterated scheme,
can also be fitted into the above framework (Example 2.2). On the other hand, for
any compact set K ⊂ Rd, we can construct a tree and the above map Φ such that
the augment tree so defined has K as the attractor (Example 2.3).
Remark. We point out that the main departure of the augmented tree in Definition
1.1 from the one in [K] and [LW1] is the modification of the Eh in (1.2); over there
the horizontal edge was defined by a more restrictive condition Φ(x)∩Φ(y) 6= ∅ (i.e.,
κ = 0). As the intersection of the cells can be very delicate, the new definition adds
in more edges to bypass the dependence of the fine structure of the intersection in
the intermediary levels, but preserves the structure at infinity (the specific κ > 0 is
not important). It allows us to remove the superfluous conditions in the previous
studies.
Our first main theorem is
Theorem 1.2. Assume that the mapping Φ : X −→ K satisfying (A1) and (A2),
then the augmented tree (X, E) in Definition 1.1 is a hyperbolic graph in the sense
of Gromov (see Definition 2.8).
It follows from the hyperbolicity that the augmented tree (X, E) admits a “visual
metric” ρa(·, ·) defined by the Gromov product (see Definition 2.7), which is extended
to the completion X̂ of X . The hyperbolic boundary is defined as ∂X = X̂ \X . Our
next main theorem is
Theorem 1.3. With the same assumptions as in Theorem 1.2, the hyperbolic bound-
ary ∂X of (X, E) is Ho¨lder equivalent to the attractor K in (1.1) , i.e., there exists
a natural bijection ι : ∂X −→ K and a constant C > 0 such that
C−1|ι(ξ)− ι(η)| ≤ ρβa(ξ, η) ≤ C|ι(ξ)− ι(η)|, ∀ ξ, η ∈ ∂X, (1.3)
with β = −(log r)/a.
Recall that a graph (X, E) is of bounded degree if max{deg(x) : x ∈ X} < ∞,
where deg(x) = #{y ∈ X : (x, y) ∈ E} is the total number of edges joining x.
Bounded degree is an important property, especially when we study random walks
on graphs. The following two theorems are for IFS of contractive similitudes.
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Theorem 1.4. Let (X, E) be the augmented tree induced by an IFS of contractive
similitudes. Then (X, E) is of bounded degree if and only if {Sj}Nj=1 satisfies the
OSC.
For an IFS that does not satisfy the OSC, it may happen that Sx = Sy for x 6= y.
We can modify the augmented tree (X, E) of {Sj}Nj=1 by identifying x, y ∈ X for
|x| = |y| and Sx = Sy, and let (X∼, E) denote the quotient space with the induced
graph, then following the same proof, it is seen that Theorems 1.2, 1.3 still hold for
(X∼, E). Moreover we have
Theorem 1.5. The graph (X∼, E) is of bounded degree if and only if the IFS satisfies
the weak separation condition.
The definition of the weak separation condition (WSC) will be recalled in Section
4. It includes IFS with overlaps, and has been studied in detail in connection with
the multifractal structure of self-similar measures (see [LN], [FL], [DLN] and the
references therein).
The Ho¨lder equivalence of the self-similar sets and the hyperbolic boundaries in
Theorem 1.3 is very useful. As an illustration, we will give a brief discussion of
two such applications in Section 5. The first one is on the Lipschitz equivalence
of totally disconnected self-similar sets, which relies on a “near-isometry” of the
augmented trees ([LL], [DLL]); the second one concerns the Martin boundaries of
certain random walks on the augmented trees [KLW] and the induced Dirichlet
forms, in which the graph with bounded degree will play an important role.
For the organization of the paper, we will state some basic facts on hyperbolic
graphs and include a few important examples of augmented tree in Section 2. We
prove Theorems 1.2, 1.3 in Section 3. In Section 4, the OSC and WSC will be
recalled, and Theorem 1.4, 1.5 will be proved. In Section 5, we include two significant
applications of Theorem 1.3 described in the last paragraph. Finally, we will discuss
some other variations of the augmented trees in Section 6.
2. Augmented trees and hyperbolic graphs
In this section, we first recall some basic notations for a graph. Let X be a
countable set, a (undirected simple) graph is a pair (X, E), where E is a symmetric
subset of X ×X \ {(x, x) : x ∈ X}. We call x ∈ X a vertex and (x, y) ∈ E an edge,
also denote by x ∼ y. The degree of a vertex x is the total number of edges which
connect to x and is denoted by deg(x), the graph is locally finite if deg(x) < ∞
for all x ∈ X . For x, y ∈ X (x 6= y), a path from x to y is a finite sequence
{x0, x1, · · · , xn} such that x0 = x, xn = y and (xi, xi+1) ∈ E , and is denoted by
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p(x0, x1, · · · , xn). Moreover, if the above path p(x0, x1, · · · , xn) has the minimal
length among all possible paths from x to y, then we say that the path is a geodesic
and denote by π(x0, x1, · · · , xn). Denote d(x, y) the length of a geodesic from x to
y, then d(x, y) is an integer-valued metric on X . Throughout the paper, we assume
that the graph is locally finite and connected, i.e., any two different vertices can be
connected by a path.
A graph is called a tree if any two vertices can be connected by a unique non-
self-intersecting path. We fix a reference point o ∈ X and call it the root of the
tree, denote by |x| = d(o, x) the distance from the root to the vertex x. For a tree
(X, Ev) and x ∈ X \ {o}, we let x−1, the parent of x, be the unique vertex such that
(x−1, x) ∈ Ev and |x−1| = |x| − 1. Inductively, we define x−k = (x−(k−1))−1 to be
the k-th generation ancestor of x. Let Σ(x) = {y ∈ X : y−1 = x} be the set of the
offsprings of x.
We first give some examples of the augmented tree (X, E) in Definition 1.1.
Example 2.1. Let {Sj}Nj=1 be a contractive IFS on Rd. It is well-known that there
exists a nonempty compact subset K ⊂ Rd such that K = ⋃Nj=1 Sj(K). We call the
set K the invariant set of the IFS, and a self-similar set if {Sj}Nj=1 are contractive
similitudes.
Let Σ∗ =
⋃∞
n=0{1, 2, · · · , N}n. For each x = i1i2 · · · in ∈ Σ∗, denote Sx = Si1 ◦
Si2 ◦ · · · ◦ Sin the composition, and Kx = Sx(K). Let
rx = inf{|Sx(a)− Sx(b)||a− b| : a, b ∈ R
d, a 6= b},
and
Rx = sup{|Sx(a)− Sx(b)||a− b| : a, b ∈ R
d, a 6= b},
be the minimal and maximal contractions of the map Sx(·). Let r = min{r1, r2, · · · , rN} >
0 and R = max{R1, R2, · · · , RN} < 1, we define a new coding space
Jn = {i1i2 · · · ik ∈ Σ∗ : Ri1i2···ik ≤ rn < Ri1i2···ik−1} and X =
∞⋃
n=0
Jn.
Then each Sx(K) := Kx, x ∈ Jn has diameter of order rn. There is a natural tree
structure on X as following: for x = i1i2 · · · ik ∈ Jn (n > 0), let x−1 = i1i2 · · · iℓ
(ℓ < k) be the initial part of x such that x−1 ∈ Jn−1. Define
Ev = {(x, x−1), (x−1, x) : x ∈ X \ {ϑ}}, (2.1)
where ϑ is the empty word. Then (X, Ev) is a tree with root o = ϑ. Furthermore,
we define the map Φ : X −→ K as Φ(x) = Kx. Then the map Φ(·) satisfies (A1)
and (A2). Moreover, the invariant set K of the IFS coincides with the one in (1.1).
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For the special case that the IFS {Sj}Nj=1 on Rd are contractive similitudes , we
have rx = Rx, and hence
Jn = {i1i2 · · · ik ∈ Σ∗ : ri1i2···ik ≤ rn < ri1i2···ik−1},
where r = min{ri : i = 1, 2, · · · , N} is the minimal contraction ratio of the {Sj}Nj=1.
The augmented tree of this class of IFS was studied in detail in [LW1] and [W], where
the horizontal edge set is defined by the more restrictive condition: Φ(x) ∩ Φ(y) =
Kx ∩Ky 6= ∅. ✷
Example 2.2. A Moran set is a generalization of a self-similar set with a more
general coding space ([M], [FWW], [L]). Given a tree X =
⋃∞
n=0Xn with root ϑ, a
compact set J with nonempty interior, and a sequence of {rk}∞n=1, 0 < rk < 1, it is
associated with a family of compact sets with nonempty interior {Jx : x ∈ X} such
that
(i) Jϑ = J , and for any x ∈ X , Jx is geometrically similar to J ;
(ii) for x ∈ Xn, y ∈ Σ(x), Jy ⊂ Jx, and Joy ∩ Joy′ = ∅ for y 6= y′ in Σ(x);
(iii) for x ∈ Xn, y ∈ Σ(x), |Jy||Jx| = rn.
The Moran set is defined to be K =
⋂
n≥0
⋃
x∈Xn Jx.
It is clear that the map Φ(x) = Jx satisfies (A1), but not necessarily (A2). To
handle this, we assume that inf{rn : n = 1, 2, · · · } := r > 0 and construct a new
tree (Y, EM) as follow: Let Y0 = X0. For each integer k > 0, denote by n(k) the
integer such that r1r2 · · · rn(k) ≤ rk < r1r2 · · · rn(k)−1 (same idea as in last example).
Let Yk = Xn(k) and Y =
⋃∞
k=0 Yk. Then Y is a subset of X , define the edge set Ev
on Y in the obvious way: for y1 ∈ Yk−1, y2 ∈ Yk, (y1, y2) ∈ Ev if there is a geodesic
path with length n(k)−n(k−1) in the tree (X, E). We get a new tree (Y, Ev). Then
the set-valued map Φ(y) = Jy on Y satisfies (A1) and (A2). Moreover, the Moran
set K satisfies (1.1). ✷
Our next example shows that we can associate an augmented tree structure to
any compact set in Rd.
Example 2.3. Let K be a nonempty compact subset in Rd. Then there is a tree
(X, Ev) and a set-valued map Φ which generate an augmented tree (X, E) such that
the compact subset K satisfies (1.1).
Without loss of generality, we assume thatK ⊂ [0, 1]d. Let Fk, k ≥ 0 be the dyadic
partitions of [0, 1]d into subcubes of size 2−k. Note that Fk+1 is a refinement of Fk.
Let x0,1 = [0, 1]
d and X0 = {x0,1}. Suppose we have chosen Xk = {xk,1, · · · , xk,nk}
as the family of dyadic subcubes in Fk that intersects K. Choose Xk+1 to be the
dyadic subcubes of xk,i in Fk+1 that intersects K. In this way we obtain a refining
sequence {Xn}∞n=0 of families of subcubes. Letting X =
⋃∞
n=0Xn and considering
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these subcubes as a vertex of X , there is a natural tree structure Ev on X connecting
xk,i and its offsprings. Letting Φ : X → K be such that Φ(x) is the subcube x, Φ
satisfies (A1) and (A2). The augmented tree can be constructed accordingly. ✷
In additional to the notion of augmented tree defined in Section 1, we introduce
another more general concept.
Definition 2.4. (Pre-augmented tree) We call a graph (X, E) a pre-augmented tree
if E = Ev ∪ Eh where
(i) (x, y) ∈ Eh implies |x| = |y|; and
(ii) (x, y) ∈ Eh implies either x−1 = y−1 or (x−1, y−1) ∈ Eh.
Remark 2.5. The pre-augmented tree is a rather flexible device to study the hy-
perbolicity of the graphs (Proposition 2.9). The following proposition shows that
augmented tree is pre-augmented tree. On the other hand, it is easy to find a
pre-augmented tree that is not an augmented tree (see Section 6 for the simple
construction of a discrete hyperbolic disc).
Proposition 2.6. An augmented tree (X, E) is a pre-augmented tree.
Proof. The proposition follows from the following simple observation: Φ(x) ⊂
Φ(x−1), Φ(y) ⊂ Φ(y−1) (by assumption (A1)), hence for (x, y) ∈ Eh,
dist
(
Φ(x−1),Φ(y−1)
) ≤ dist(Φ(x),Φ(y)) ≤ κr|x| < κr|x−1|,
so that either x−1 = y−1 or (x−1, y−1) ∈ Eh. ✷
For the edge set E = Ev ∪ Eh in a pre-augmented tree, a path is call a vertical
(horizontal) path if it consists of only vertical (horizontal, respectively) edges. A
vertical path is always a geodesic if it is not self-intersect; we call a path horizontal
geodesic if it is a horizontal path and is a geodesic in E . A geodesic from x to y is
not unique in general, but it can be reduced to the following expression
π(x, x−1, · · · , x−k) ∪ π(x−k, z1, · · · , zℓ, y−k′) ∪ π(y−k′, · · · , y−1, y), (2.2)
where the first and last part are vertical geodesics, and the middle part is a horizontal
geodesic in Xn := {x ∈ X : |x| = n} for some n (it is possible that one or two parts
may vanish) ([K], [LW1]). We call it a canonical geodesic if the n is the smallest
(i.e., Xn is at the highest level) among such expression (see Figure 1).
Definition 2.7. Let (Y,G) be a graph, for x, y ∈ Y , we call the quantity
|x ∧ y| := 1
2
(|x|+ |y| − d(x, y)), ∀ x, y ∈ Y,
the Gromov product of x and y (with respect to a root o).
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Figure 1. Canonical geodesic
Definition 2.8. A graph (Y,G) is called hyperbolic if there exists a constant δ > 0
such that
|x ∧ y| ≥ min{|x ∧ z|, |z ∧ y|} − δ, ∀ x, y, z ∈ Y.
The reader can refer to [Wo] for various equivalent definitions of hyperbolic graphs,
in particular, for the geometric definition that every geodesic triangle is “δ-thin”.
Note that for the augmented tree (X, E), and for a canonical geodesic in (2.2), we
can express the Gromov product as [LW1]
|x ∧ y| = n− (ℓ+ 1)/2, (2.3)
where n and (ℓ+1) are the level and the length of the horizontal part of the canonical
geodesic in (2.2) respectively.
Theorem 2.9. [LW1, Theorem 2.3] A pre-augmented tree (X, E) is hyperbolic if and
only if there exists a constant L > 0 such that the lengths of all horizontal geodesics
are bounded by L.
3. Proof of Theorem 1.2 and Theorem 1.3
We will make use of the special form of geodesic in an augmented tree and Theorem
2.9 to prove the two main theorems.
Proof of Theorem 1.2. Let (X, E) be an augmented tree with the associ-
ated set-valued map satisfies (A1) and (A2). Suppose (X, E) is not hyperbolic,
then by Theorem 2.9, for any integer m > 0, there exists a horizontal geodesic
π(x0, x1, · · · , x3m) (length 3m) in some level n, i.e., |xi| = d(o, xi) = n. Note
that p(x0, x
−1
0 , · · · , o, · · · , x−13m, x3m) is a path joining x0 and x3m, it follows that
2n ≥ 3m. Hence n > m. We consider the set {x−m0 , x−m1 , · · · , x−m3m }, the m-th
generation ancestor of π(x0, x1, · · · , x3m). The property of augmented tree (Propo-
sition 2.6) implies that either x−mi = x
−m
i+1 or (x
−m
i , x
−m
i+1) ∈ Eh. Hence there is
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a path p(y0, y1, · · · , yℓ) joining x−m0 and x−m3m , where y0 = x−m0 , yℓ = x−m3m and
yi ∈ {x−m0 , x−m1 , · · · , x−m3m }, i = 0, 1, · · · , ℓ. We assume without loss of general-
ity that the above path p(y0, y1, · · · , yℓ) has the minimal length among all possible
horizontal paths joining x−m0 and x
−m
3m . Now we get a new path
π(x0, x
−1
0 , · · · , x−m0 ) ∪ p(y0, y1, · · · , yℓ) ∪ π(x−m3m , · · · , x−13m, x3m)
joining x0 and x3m (see Figure 2). Note that π(x0, x1, · · · , x3m) is a geodesic path,
hence has minimal length. By comparing the lengths of the two paths, we have
ℓ ≥ m.
x0 x1 x2 xj x3m
b b b b b b
b b b b
b bx−10 x
−1
3m
x−m0 = y0 y1 yi yℓ = x
−m
3m
Figure 2. The two paths joining x0 and x3m.
Let
D =
3m⋃
i=0
Φ(xi) and D
′ =
ℓ⋃
i=0
Φ(yi).
We estimate the diameter of D and D′ as follows. By (A2) and (1.2), we have
|Φ(xi)| ≤ δ0rn and dist(Φ(xi),Φ(xi+1)) ≤ κrn. Hence
|D| ≤
3m−1∑
i=0
(|Φ(xi)|+ dist(Φ(xi),Φ(xi+1)))+ |Φ(x3m)| < (3m+ 1)(δ0 + κ)rn.
For each i, there exists j such that yi = x
−m
j . It follows that Φ(xj) ⊂ Φ(yi). Hence
Φ(yi) ∩D 6= ∅. This yields
|D′| ≤ 2max
i
{|Φ(yi)|}+ |D| ≤ 2δ0rn−m + (3m+ 1)(δ0 + κ)rn.
We take m large enough such that (3m+ 1)(δ0 + κ)r
m < δ0. Then |D′| < 3δ0rn−m.
(This is the key step to use D′ so as to absorb the factor (3m+1) in the estimation
of |D|.) Hence there is a ball B with radius 3δ0 such that
rm−nD′ =
ℓ⋃
i=0
rm−nΦ(yi) ⊂ B.
On the other hand, let ai ∈ rm−nΦ(yi), and let ℓ′ = [ℓ/2], the largest integer ≤ ℓ/2,
we claim that the distances of any two points in the set {a0, a2, · · · , a2ℓ′} of even
indices are at least κ(> 0). Indeed, by assumption, p(y0, y1, · · · , yℓ) is a horizontal
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path from y0 to yℓ with minimal length. Hence (yi, yj) 6∈ Eh for any j ≥ i + 2
(otherwise, p(y0, · · · , yi, yj, · · · , yℓ) is also a path, but has a shorter length). By the
definition of horizontal edge in (1.2), we have dist(Φ(yi),Φ(yj)) > κr
(n−m). Hence
|ai − aj | ≥ dist(rm−nΦ(yi), rm−nΦ(yj)) ≥ κ, and the claim follows.
The claim implies that the ballB contains at least ℓ′+1 > m/2 points a0, a2, · · · , a2ℓ′
such that any two of them are separated by a distance at least κ(> 0). Since m can
arbitrarily large, this is impossible, and completes the proof of the theorem. ✷
For a > 0 small (say, e3δa <
√
2 [Wo]), let
ρa(x, y) = exp(−a|x ∧ y|), ∀ x, y ∈ X, x 6= y, (3.1)
and ρa(x, x) = 0. Then ρa(·, ·) satisfies
ρa(x, y) ≤ Cmax{ρa(x, z), ρa(z, y)}, ∀ x, y, z ∈ X, (3.2)
for some constant C ≥ 1. It is known that ρa(·, ·) is not a metric (unless C = 1), but
is equivalent to a metric; we can hence regard ρa(·, ·) as a metric for convenience. By
definition (3.1), it is clear that for a sequence {xn}∞n=0 ⊂ X with limn→∞ |xn| =∞,
then {xn}∞n=0 is a ρa-Cauchy sequence if and only if |xn ∧ xm| → ∞ as m, n→∞.
Definition 3.1. Let X̂ be the ρa-completion of X, it is a compact set. We call
∂X = X̂ \X to be the hyperbolic boundary of X.
Definition 3.2. A sequence {xn}∞n=0 ⊂ X is called a geodesic ray and denoted by
π(x0, x1, · · · ), if x0 = o, |xn| = n and (xn, xn+1) ∈ Ev.
A geodesic ray is a shortest path from the root o to infinity. It is useful to identify
ξ ∈ ∂X with equivalent geodesic rays that converge to ξ. Also it is known [Wo]
that two geodesic rays π(x0, x1, · · · ) and π(y0, y1, · · · ) are equivalent as ρa-Cauchy
sequences if and only if there is c > 0 such that
d(xn, yn) ≤ c (3.3)
for all but finitely n, where c depends only on the δ in Definition 2.8 of hyperbolic
graph (The constant c can be taken to be 1 here, see the following Proof of Theorem
1.3, the part on ι is injective). Moreover, the Gromov product and ρa(·, ·) can be
extended to X ∪ ∂X by letting
|x ∧ ξ| = inf{ lim
n→∞
|x ∧ xn|}, |ξ ∧ η| = inf{ lim
n→∞
|xn ∧ yn|}, (3.4)
where x ∈ X , ξ, η ∈ ∂X , and the infimum is taking over all geodesic rays π(x0, x1, · · · )
and π(y0, y1, · · · ) converging to ξ and η respectively. The metric onX∪∂X is defined
in the same way as in (3.1), and inequality (3.2) still holds on X ∪ ∂X .
Proof of Theorem 1.3. For ξ ∈ ∂X , we let π(x0, x1, · · · ) be a geodesic ray
representing ξ. Then the sequence of compact sets {Φ(xn)}n is decreasing on n and
10
|Φ(xn)| → 0 as n→∞. Hence the intersection
⋂∞
n=0Φ(xn) is a singleton. We define
ι : ∂X −→ K by
{ι(ξ)} =
∞⋂
n=0
Φ(xn).
We first show that ι is well defined. Let π(y0, y1, · · · ) be a geodesic ray which
is equivalent to π(x0, x1, · · · ). Assume that
⋂∞
n=0Φ(xn) = {ax} and
⋂∞
n=0Φ(yn) =
{ay}, we need to show that ax = ay. Indeed, for each n, let
π(xn, xn−1, · · · , xn−ℓ) ∪ π(xn−ℓ, z1, · · · , zk, yn−ℓ) ∪ π(yn−ℓ, · · · , yn−1, yn)
be a canonical geodesic joining xn and yn. Then
ax ∈ Φ(xn) ⊂ Φ(xn−ℓ), ay ∈ Φ(yn) ⊂ Φ(yn−ℓ).
Therefore
|ax − ay| ≤ |Φ(xn−ℓ)|+ κrn−ℓ +
k∑
i=1
(
|Φ(zi)|+ κrn−ℓ
)
+ |Φ(yn−ℓ)|
< (k + 2)(δ0 + κ)r
n−ℓ.
On the other hand, (3.3) implies that d(xn, yn) = 2ℓ+(k+1) ≤ c for some constant
c > 0. We conclude that |ax − ay| ≤ C ′rn for some C ′ > 0 and n large enough. It
follows that ax = ay, and the map ι is well defined.
Next we show that ι is surjective. As for any a0 ∈ K, there exists {xn} ⊂ X with
|xn| = n such that a0 ∈ Φ(xn) for all integer n ≥ 0 (this {xn}n may not be a geodesic
ray). As Xn = {x ∈ X : |x| = n} is a finite set for all n, there exists y1 ∈ X1
and infinite many {xn11 , xn12 , · · · } ⊂ {xn}n such that they are all descendents of y1.
Assume that we have defined the sequence {xnk1 , xnk2, · · · } and yk ∈ Xk such that
{xnk1 , xnk2 , · · · } are all descendants of yk ∈ Xk. Since Σ(yk) < ∞, we know that
there exist yk+1 ∈ Σ(yk) and a subsequence {xn(k+1)1 , xn(k+1)2 , · · · } of {xnk1 , xnk2, · · · }
such that they are all offspring of yk+1. It is clear that {y0, y1, y2, · · · } is a geodesic
ray. Since this geodesic ray will converge to some point ξ ∈ ∂X , it follows that
{ι(ξ)} = ⋂∞k=0Φ(yk) = {a0}. This completes the proof that ι is surjective.
To show that ι is injective, we assume that ξ, η ∈ ∂X and ι(ξ) = ι(η). We claim
that ξ = η. For this, let π(x0, x1, · · · ) and π(y0, y1, · · · ) be geodesic rays converging
to ξ and η respectively. Let a0 = ι(ξ) = ι(η), then a0 ∈ Φ(xn) ∩ Φ(yn) for all n. It
implies that either xn = yn or (xn, yn) ∈ Eh. Hence d(xn, yn) ≤ 1 for all integer n.
We therefore conclude that the two geodesic rays are equivalent, i.e., ξ = η.
Finally, we show that ι is a Ho¨lder equivalence mapping. If ξ = η, then (1.3)
is trivial, hence we assume that ξ 6= η in the following. Let π(x0, x1, · · · ) and
π(y0, y1, · · · ) be geodesic rays converging to ξ and η respectively, and moreover, they
attain the infimum in (3.4). There is a bilateral canonical geodesic π(· · · , xk+1, xk)∪
π(xk, z1, · · · , zℓ, yk) ∪ π(yk, yk+1, · · · ) joining ξ and η, where the first and the third
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parts are vertical paths, and the middle part is a horizontal geodesic. Then |xn ∧
yn| = k − (ℓ+ 1)/2 for all n ≥ k (see (2.3)), and
ρa(ξ, η) = exp(−a|ξ ∧ η|) = exp{−a(k − 1
2
(ℓ+ 1))}.
By making use of Theorem 2.9, we see that the length of the horizontal geodesic
π(xk, z1, · · · , zℓ, yk) is bounded by the constant L. This implies that there exists
C1 > 0 such that
C−11 exp(−ak) ≤ ρa(ξ, η) ≤ C1 exp(−ak).
To prove the lower bound of the inequality in (1.3), we observe that
ι(ξ) ∈ Φ(xn+k) ⊂ Φ(xk) and ι(η) ∈ Φ(yn+k) ⊂ Φ(yk), ∀n ≥ 0. (3.5)
Hence
|ι(ξ)− ι(η)| ≤ |Φ(xk)|+ κrk +
ℓ∑
i=1
(|Φ(zi)|+ κrk)+ |Φ(yk)| ≤ (δ0 + κ)(ℓ+ 2)rk,
where the constant δ0 is as in the assumption (A2). Making use of Theorem 2.9
again, we have
|ι(ξ)− ι(η)| ≤ C2rk = C2 exp(−akβ) ≤ C2Cβ1 ρβa(ξ, η), (3.6)
where C2 = (δ0 + κ)(L+ 1) (L is as in Theorem 2.9) and β = − log ra .
For the upper bound, we note that (xk+1, yk+1) 6∈ Eh. Hence dist(Φ(xk+1),Φ(yk+1)) >
κrk+1. By (3.4),
|ι(ξ)− ι(η)| ≥ dist(Φ(xk+1),Φ(yk+1)) ≥ rκ exp(−akβ) ≥ rκC−β1 ρβa(ξ, η).
This is the upper bound of (1.3), and completes the proof. ✷
We remark that in [LW1] and [W], we define Eh by Φ(x) ∩ Φ(y) 6= ∅, which is
more restrictive, we need the following condition (H) on the self-similar set K for
the upper bound estimate in Theorem 1.3:
Condition (H): there is a constant C ′ > 0 such that for any integer n and x, y ∈ Jn,
either Kx ∩Ky 6= ∅ or dist(Kx, Ky) ≥ C ′rn.
This condition is satisfied by many self-similar sets, but there are examples that
the condition fails. In our present definition of Eh in (1.2), this property is absorbed
in the more relaxed formulation of the augmented edges, and is hence not needed.
From (1.2), we see that (x, y) 6∈ Eh (|x| = |y|) implies that dist(Φ(x),Φ(y)) > κr|x|.
Using this, we obtain the upper bound of (1.3).
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4. Bounded degree
A graph (Y,G) is said to be bounded degree if sup{deg(x) : x ∈ Y } <∞. Bounded
degree is an important property, especially when we study random walks on graphs.
The augmented tree (X, E) defined in Section 1 is locally finite, but is not bounded
degree in general.
In this section, we study the bounded degree property of the augmented tree
induced by the IFS of contractive similitudes. We follow the notations in Example
2.1.
Lemma 4.1. Let {Sj}Nj=1 be an IFS of contractive similitudes. Suppose that (X, E)
is of bounded degree, then Sx 6= Sy for any x 6= y in Σ∗.
Proof. Suppose otherwise, there exist x, y ∈ Σ∗ (x 6= y) such that Sx = Sy. Let
Fn = {u1u2 · · ·un : ui = x or y, 1 ≤ i ≤ n}.
Then Su = Sv for all u, v ∈ Fn. Note that Fn may not be a subset of X = ∪∞n=0Jn,
but we can shift it by an u0 ∈ Σ∗ such that
Gn = {uu0 : u ∈ Fn} ⊂ Jk (4.1)
for some integer k. It is clear that Su = Sv for all u, v ∈ Gn. Hence (u, v) ∈ Eh for
all u, v ∈ Gn and u 6= v. It follows that
deg(x) ≥ 2n − 1
for all x ∈ Gn. This contradicts that (X, E) has bounded degree, and the lemma
follows. ✷
Recall that an IFS {Sj}Nj=1 is said to satisfy the open set condition (OSC) if there
exists a bounded nonempty open set O such that
⋃N
j=1 Sj(O) ⊂ O and the union is
disjoint. The OSC is a basic separation condition, it is well-known that it implies
(*) for any c > 0, there exists ℓ > 0 such that any ball B of radius crn can intersect
at most ℓ of Kx, x ∈ Jn [F].
Proof of Theorem 1.4. Assuming OSC, then property (*) implies readily that
the augmented tree (X, E) is of bounded degree.
To prove the converse, we first claim that property (*) holds. Suppose otherwise,
then there exists a constant c > 0 such that for any ℓ > 0, there exist n and a ball
B ⊂ Rd with radius crn satisfying
#{x ∈ Jn : Kx ∩B 6= ∅} > ℓ.
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Let Jn,B denote the set in the above inequality, and let D =
⋃{Kx : x ∈ Jn,B}.
Then
|D| ≤ 2|K|rn + crn = (2|K|+ c)rn.
We can choose k0 independent of n such that {B1, B2, · · · , Bk0} is a family of open
balls with radius κrn/2 and covers D (where κ is in the definition of Eh). There exists
a Bi that intersects at least ℓ
′ = [ℓ/k0] of Kx (x ∈ Jn,B), say, Kx1, Kx2 , · · · , Kxℓ′ .
Then dist(Kxi, Kxj) ≤ κrn for 1 ≤ i, j ≤ ℓ′. Hence (xi, xj) ∈ Eh if i 6= j. It follows
that
deg(xi) ≥ ℓ′ − 1, i = 1, 2, · · · , ℓ′.
Since ℓ can be arbitrary large and k0 is a fixed constant, we see that ℓ
′ can be
arbitrary large. This contradicts that the graph is of bounded degree, and the claim
follows.
To complete the proof, we need to construct an open set in the definition of the
OSC. For this, note that each map Si is contractive, hence there exists a open ball
B ⊂ Rd such that K ⊂ ⋃Ni=1 Si(B) ⊂ B. It follows from the claim that
γ0 = sup
n>0
max
x∈Jn
#{Sy : y ∈ Jn, Sx(B) ∩ Sy(B) 6= ∅} <∞.
Hence there exist n > 0 and x1, x2, · · · , xγ0 ∈ Jn such that Sx1(B)∩Sxi(B) 6= ∅ and
the Sxi ’s are distinct.
Let O =
⋃
y∈Σ∗ Sy ◦ Sx1(B)(⊂ B), we claim that this is the desired open set. It
is clear that O is a bounded open and
⋃N
i=1 Si(O) ⊂ O. It remains to prove that
the union is disjoint. Suppose otherwise, then there exist i, j ∈ Σ, i 6= j such that
Si(O)∩ Sj(O) 6= ∅. Then by the definition of the set O, there exist y1, y2 ∈ Σ∗ such
that
Siy1x1(B) ∩ Sjy2x1(B) 6= ∅. (4.2)
Without loss of generality, we assume that riry1rx1 ≥ rjry2rx1. Choose u ∈ Σ∗ such
that x′ := uiy1x1 ∈ Jn1 for some integer n1 (iy1x1 may not be in
⋃∞
n=0 Jn). Rewrite
ujy2x1 = ujz1z2, where z1, z2 ∈ Σ∗ and ujz1 ∈ Jn1. Observe that Suiy1x1(B) ∩
Sujz1(B) 6= ∅ (by (4.2) and Sz2(B) ⊂ B). Then
{Sy : y ∈ Jn1, Sx′(B)∩ Sy(B) 6= ∅} ⊃ {Suiy1xk : k = 1, 2, · · · , γ0} ∪ {Sujz1}. (4.3)
Note that the Sxk ’s are distinct maps, then the Suiy1xk ’s are also distinct. On the
other hand, by Lemma 4.1, we have Sujz1 6= Suiy1xk for all k. We see that the set on
the right hand side of (4.3) contains (γ0 + 1) different maps. This contradicts that
γ0 is maximal. ✷
Remark 4.2. From the above theorem, we see that for overlapping IFS, (X, E)
is not of bounded degree. Despite this, we can still consider the bounded degree
property by modifying the coding space X as follows [W].
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We define a quotient space X∼ of X by the equivalence relation x is equivalent
to y if Sx = Sy, then define Ev and Eh to be the sets of edges on X∼ as in (2.1)
and (1.2). Note that in this case (X∼, Ev) is not a tree, but the vertices in each
level J ∼n connects to vertices in J ∼n±1 only, hence the basic formulation and proof of
hyperbolicity and Ho¨lder equivalence of ∂X∼ and K are the same as in last section
(see [W] also).
Proposition 4.3. Theorems 1.2 and 1.3 remain valid for (X∼, E).
We will use this identification to consider the bounded degree property. We first
define a separation condition on the overlapping IFS which is motivated by property
(*) of the OSC. An IFS {Sj}Nj=1 of contractive similitudes is said to satisfy the weak
separation condition (WSC) if
For any c > 0, there exists a constant γ = γ(c) such that for any integer n > 0
and any D ⊂ Rd with |D| ≤ crn,
#{Sx : x ∈ Jn, Sx(K) ∩D 6= ∅} ≤ γ. (4.4)
The definition of WSC was first introduced in [LN], and the above is one of the
equivalent formulations. It is clear that OSC implies WSC, the converse is also true
if all the Sx, x ∈ Σ∗, are all distinct. The WSC is usually associated with some
algebraic properties of the IFS, notably when the contraction ratios are inverse of
the Pisot numbers (e.g., the golden number). There is considerable research on this
condition, the reader can refer to [DLN] for a survey and the references in literature.
Example 4.4. Let S0(x) = rx, S1(x) = rx + (1 − r), x ∈ R, where r =
√
5−1
2
is
the golden ratio (see Figure 3). It satisfies the WSC [LN], but not the OSC. Hence
the augmented tree (X, E) is not bounded degree by Theorem 1.4. It can also be
checked directly: for x = 011, y = 100, we have Sx = Sy. Let
Fn = {u1 · · ·un : uj = x or y}.
It follows that Su = Sv for any u, v ∈ Fn. Therefore in the graph (X, E), the degree
of the vertex u = u1 · · ·un ∈ Fn ⊂ X(= Σ∗) is at least 2n − 1. Hence (X, E) is not
of bounded degree.
On the other hand, if we consider x = {011, 100} as an equivalence class, i.e., a
vertex in X∼. There are two different paths π(ϑ, 0, 01, x) and π(ϑ, 1, 10, x) joining
ϑ and x (see Figure 3). We see that (X∼, Ev) is not a tree. By Theorem 1.5 (to be
proved in the following), (X∼, E) is of bounded degree.
Proof of Theorem 1.5. We first prove the sufficiency. For x ∈ X∼, |x| = n, let
Dx = {a ∈ Rd : dist(a,Kx) ≤ κr|x|}
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Figure 3. The iteration of [0, 1], and the corresponding Ev (solid lines)
and Eh (doted lines) in Example 4.4, x is the identification of two words in
Σ∗.
be the κr|x|-neighborhood of Kx. Then for any (x, y) ∈ Eh, we have Ky ∩ Dx 6= ∅.
On the other hand,
|Dx| ≤ 2κr|x| + |Kx| ≤ (2κ+ |K|)r|x|.
The definition of WSC implies that
#{y ∈ X∼ : (x, y) ∈ Eh} ≤ γ(2κ+ |K|), (4.5)
where the constant γ(c) is as in the definition of WSC. For (x, y) ∈ Ev, then |y| =
|x| ± 1 and ∅ 6= Kx ∩Ky ⊂ Ky ∩Dx. We use the definition again, and get
#{y ∈ X∼ : (x, y) ∈ Ev} ≤ γ(r(2κ+ |K|)) + γ(r−1(2κ+ |K|)). (4.6)
It follows from (4.5) and (4.6) that
deg(x) ≤ γ(2κ+ |K|) + γ(r(2κ+ |K|)) + γ(r−1(2κ+ |K|)).
This completes the proof of the sufficiency.
The necessity follows from the same proof for property (*) as in the proof of
Theorem 1.4. ✷
5. Applications
We first consider the problem of Lipschitz equivalence of self-similar sets. Recall
that two metric spaces (X, d), (Y, d′) are said to be Lipschitz equivalent, denoted by
(X, d) ≃ (Y, d′), if there exists a surjection ϕ : X −→ Y such that
C−1d(x, y) ≤ d′(ϕ(x), ϕ(y)) ≤ Cd(x, y), x, y ∈ X
for some C > 0. The Lipschitz equivalence of the totally disconnected self-similar
sets was first considered in [CP] and [FM]. The recent interest was rekindled as
new techniques in dealing with the problems were developed, including the graph
directed systems and certain number theoretical methods ([RRX], [RRW], [LM],
[XX]); in particular the technique of augmented tree and hyperbolic boundary were
also used ([LL], [DLL]).
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We suppose the IFS {Si}Ni=1 is equicontractive, i.e., all the contraction ratios ri = r.
In this case, each level Jn = Σn. Let Eh be defined as in (1.2), then the horizonal
edges connect the vertices in Σn. We define the horizontal connected component of
X = Σ∗ to be the maximal connected horizontal subgraph T in some level Σn. Let C
be the set of all horizontal connected components of (X, E). For T ∈ C, we use TD to
denote union of T and its descendants, with the subgraph structure inherited from
(X, E). We say that T, T ′ ∈ C are equivalent if TD and T ′D are graph isomorphic. We
call (X, E) simple if there are finitely many equivalence classes. It is easy to show
that a simple augmented tree X is always hyperbolic (as the length of the horizontal
geodesics must be uniformly bounded (Theorem 2.9)), and the hyperbolic boundary
is totally disconnected.
Theorem 5.1. For an equicontractive IFS {Sj}Nj=1, if the augmented tree (X, E) is
simple, then
(i) ∂(X, E) ≃ ∂(X, Ev), and
(ii) K is Lipschitz equivalent to the canonical N-Cantor set.
The proof of the theorem is essentially the same as in [DLL] using the horizontal
edge set Eh in (1.2) instead of Kx ∩Ky 6= ∅. Theorem 5.1, improving the version in
[DLL] by removing the condition (H) on K, which is one of the main purposes to
use the modified definition of augmented tree in (1.2).
The main proof is part (i), which is the same as in [DLL]; part(ii) follows from
part (i). For completeness, we outline the main idea in (i). First, as (X, E) is simple,
we can define an incidence matrix
A = [aij ]
for the equivalence classes as follows: choose any component T belonging to the
class Ti, and let V1, · · · , Vℓ be the connected components of the offsprings of T . The
entry aij denotes the number of Vk that belonging to the class Tj . Secondly, we
need to construct a “near-isometry” between the augmented tree (X, E) and (X, Ev)
which yields ∂(X, E) ≃ ∂(X, Ev). The crux of the construction is to make use of the
incidence matrix to perform certain “rearrangements” to change E to Ev.
For the next application, we consider a simple random walk (SRW) on (X, E), the
details are in [KLW] for some more general class of random walks. We assume that
the IFS satisfies the OSC, and for simplicty here, we assume further that the IFS is
equicontractive. Then (X, E) is of bounded degree (Theorem 1.4). Let {Zn}∞n=0 be
the Markov chain on (X, E) with transition probability
P (x, y) =


1
deg(x)
, (x, y) ∈ E ,
0, otherwise,
(5.1)
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and denote this by (X,P ). Note that the SRW is transient, the Green function
G(x, y) =
∑∞
n=0 P
n(x, y) < ∞. Let K(x, y) = G(x, y)/G(ϑ, y), x, y ∈ X be the
Martin kernel; the Martin compactification of (X,P ) is the minimal compactification
X̂ such that all K(x, ·), x ∈ X can be continuously extended to X̂ [Wo]. We call
M = X̂ \X the Martin boundary of (X,P ). In [A] (see also [Wo]), Ancona proved
that the Martin boundary is homeomorphic to the hyperbolic boundary under some
general assumptions on the Markov chain and hyperbolic graph. These conditions
are satisfied by the SRW [KLW]. By combining Theorem 1.3, we have
Theorem 5.2. Let {Sj}Nj=1 be an equicontractive IFS that satisfies the OSC. Let
{Zn}∞n=0 be the SRW on (X, E) as in (5.1). Then the Martin boundary M, the
hyperbolic boundary ∂X, and the self-similar set K are homeomorphic: M≈ ∂X ≈
K.
There is a well established potential theory on the Martin boundary. The SRW
{Zn}∞n=0 converges almost surely to an M-valued random variable Z∞, the distri-
bution νϑ of Z∞ (assume that the chain start from the root ϑ) is called the hitting
distribution (or harmonic measure). Every non-negative harmonic function h on X
can be represented as
h(x) =
∫
M
u(ξ)K(x, ξ)dνϑ(ξ)
for some non-negative function u on M. Conversely for a νϑ-integrable function u
on M, the above integral defines a harmonic function Hu on X . If we define an
energy form on X
EX [ϕ] = 1
2
∑
(x,y)∈E
|(ϕ(x)− ϕ(y)|2, ϕ ∈ DX ,
where the domain DX is the functions ϕ on X such that EX [ϕ] < ∞. For a νϑ-
integrable function v on M, by letting
EM[v] = EX [Hv],
Silverstein [S] showed that EX induces an energy form EM on M such that
EM[v] = c
∫∫
M×M
|v(ξ)− v(η)|2Θ(ξ, η)dνϑ(ξ)dνϑ(η),
where Θ(ξ, η) is the Naim kernel, defined by Θ(x, y) = K(x,y)
G(x,ϑ)
, x, y ∈ X , then extends
to Θ(ξ, η) on M (see also [D]).
By applying Theorem 5.2, we can identify the Martin boundary M with K, and
estimate the above abstract quantities in terms of the Gromov product [KLW].
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Theorem 5.3. Under the same assumptions as in Theorem 5.2, the hitting distri-
bution νϑ of the SRW is the normalized α-Hausdorff measure on K, where α is the
Hausdorff dimension of K; the Martin kernel and the Naim kernel are given by
K(x, y) ≍ N2|x∧y|−|x| on X, Θ(ξ, η) ≍ N2|ξ∧η| ≍ |ξ − η|−2α on K,
and
EM[v] ≍
∫∫
M×M
|v(ξ)− v(η)|2|ξ − η|−2αdνϑ(ξ)dνϑ(η). (5.2)
(Here ≍ means that both inequalities with ≥ and ≤ are satisfied with constants
c, C > 0.)
For the more general random walks studied in [KLW], we have Θ(ξ, η) ≍ |ξ −
η|−(α+β) where β depends on the “return ratio” of the random walk. This Dirichlet
form E (β)M (u, v) and its significance are discussed in detail in [KLW] and [KL].
6. Remarks
The pre-augmented tree in Definition 2.4 is a very flexible and a useful in many
situation. In defining Eh in (1.2), if we use the condition Φ(x)∩Φ(y) 6= ∅ as in [LW1],
then it is a pre-augmented tree. Furthermore in the case of Sierpinski carpet, we can
define the horizontal edges set Eh by dimH(Φ(x)∩Φ(y)) = 1 (which is more natural
in that set up), then it is again a pre-augmented tree. We can also add more edges
in Eh to form a pre-augmented tree so as to obtain other boundaries.
Example 6.1. (Discrete hyperbolic disc) Consider the IFS {S0, S1} on R with
S0(x) =
1
2
x, S1(x) =
1
2
(x + 1), then the self-similar set is K = [0, 1]. Let Eh be
the edges joining x, y ∈ {0, 1}n where Sx(K) ∩ Sy(K) 6= ∅ (same as the definition
in (1.2) with κ < 1
2
). (X, E) is an augmented tree (left one in Figure 4) by joining
all the neighboring vertices in each level. Interestingly, if we add in one more edge
joining the two end vertices x = 0 · · ·0 and y = 1 · · ·1 on each level, then the aug-
mented tree is as in Figure 4 (right one in Figure 4), and the hyperbolic boundary
is homeomorphic to the unit circle.
The augmented edges can also be chosen non-horizontal. Indeed motivated by
the DS-type Markov chain (see [DS1,2,3], [JLW], [LW2], [RW], [DW]) that the sam-
ple paths go to the offsprings (vertical edges), and the offsprings of the neighbors
(slanted edges), we can define a slanted set of edges on X (also on X∼ as in Section
3) by
Es = {(x, y) :
∣∣|y| − |x|∣∣ = 1, (x, y) 6∈ Ev, dist(Kx, Ky) ≤ κrmin{|x|,|y|}};
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Figure 4. The discrete hyperbolic disc
or simply,
Ev ∪ Es = {(x, y) :
∣∣|y| − |x|∣∣ = 1, dist(Kx, Ky) ≤ κrmin{|x|,|y|}}.
Note that in this case Ev ∪ Es satisfies
(i) there is no horizontal edges in the graph; and
(ii) if p(x, y, z) is a path with x 6= z, |x| = |z| = |y| − 1, then there exists y′ ∈ X
with |y′| = |x| − 1 such that p(x, y′, z) is also a path.
Indeed, if we let y′ = y−2 and note thatKy ⊂ Ky′, then it is clear that (x, y′), (y′, z) ∈
Ev ∪Es. Hence the closed path p(x, y, z, y′, x) looks “like” a diamond (see Figure 5).
We call a graph satisfies (i) and (ii) a diamond graph.
b
b
b
b
b
x z
y
y′
ϑ
Figure 5. A diamond graph.
Similar to Theorem 2.9, for a diamond graph, we have the following criteria for
the hyperbolicity.
Theorem 6.2. [W, Theorem 4.4] A diamond graph (G,G) is hyperbolic if and only if
there exists some constant ℓ > 0 such that for any z ∈ G and any two geodesic paths
π(ϑ, x1, x2, · · · , xn, z) and π(ϑ, y1, y2, · · · , yn, z) from the root ϑ to z, d(xi, yi) ≤ ℓ
for all 1 ≤ i ≤ n, where d(x, y) is the length of the geodesic joining x and y.
Following the technique in the proofs of Theorems 1.2, 1.3 and 1.4 and making
use of Theorem 6.2, we can prove
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Theorem 6.3. The graph (X, Ev ∪ Es) is hyperbolic; the hyperbolic boundary is
Ho¨lder equivalent to the self-similar set K; the graph is of bounded degree if and
only if the IFS satisfying OSC.
The same is true for (X∼, Ev ∪ Es).
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