Collective behavior of neural networks often divides the ensemble of neurons into sub-classes by di erent neuron types; by selective synaptic potentiation; or by modes of stimulation. When the number of classes becomes larger than two, the analysis, even in a mean-eld theory, looses its intuitive aspect because of the number of dimensions of the space of dynamical variables. Often one is interested in the behavior of a reduced set of sub-populations (in focus) and in their dependence on the system's parameters, as in searching for coexistence of spontaneous activity and working memory; in the competition between di erent working memories; in the competition between working memory and a new stimulus; or in the interaction between selective activity in two di erent neural modules. For such cases we present a method for reducing the dimensionality of the system to one or two dimensions, even when the total number of populations involved is higher. In the reduced system the familiar intuitive tools apply and the analysis of the dependence of di erent network states on ambient parameters becomes transparent. Moreover, when the coding of states in focus is sparse, the computational complexity is much reduced. Beyond the analysis we present a set of detailed examples. We conclude by a discussion of questions of stability in the reduced system.
Introduction
In recurrent neural networks with attractor dynamics (with intensive feedback) one looks for the emerging selective collective behavior of subsets of neurons, such 1 and Racah Institute of Physics Hebrew University, Jerusalem as those a ected by stimuli or subject to learning. The search is simpli ed using the extended mean eld (MF) approximation, starting from the dynamics of the individual spiking cells. Despite the simpli cation brought about by the MF approximation, when the number of di erent sub-populations increases, one must still solve a large number of coupled, non-linear equations with many free parameters. Apart from the computational complexity of the search for solutions with interesting structure, there is the topological complexity of a multi-dimensional space (of all the populations). Moreover, the stability analysis of the solutions is rather cumbersome. The di culty is further increased if the system is composed of more than one module, as would be inferred by experiments such as those of Desimone et al. 1] .
Here we present a method for studying the behavior of small sub-populations in the MF approximation by extracting an e ective single neuron response function of a typical neuron in a sub-population under study. The response function contains all the feed-back e ects of all the other sub-populations to variations in the spike rate of the neuron observed, so that the resulting stationary states are exact stationary states of the complete system. In the process, the dimensionality of the problem is much reduced, allowing direct, intuitive insights into the potential stationary states as well as into their stability. Steps in this direction have been proposed in speci c situations (see e.g. 15, 16] ). Here we generalize the approach, analyze further its properties and apply it to more complicated situations.
The method applies whenever the dynamical change in the population in focus does not destabilize the stationary state of the ambient populations pre-existent to the change. This condition can be shown to be satis ed in cases of sparse coding, in which the method also reduces very signi cantly the computational complexity. But even when the computational load is not reduced, the e ective response function turns out to be useful for exposing the e ect of the global parameters on the network properties, as shown in an example at the end of this introduction.
For a single population in focus one recovers the familiar, one-dimensional, MF picture in which attractor states of delay activity are captured by intersections of the e ective response function with a straight line, those intersections at which the slope of the transfer function is smaller than that of the line. For two populations in focus, one can still exploit a 2-dimensional ow diagram which identi es attractor stationary states. Such situations apply in the study of the interaction between two competing selective delay activity states in the same module, or when selective activity in two di erent modules interact. The rst may describe the case when a new stimulus competes with an elicited active memory, as in selective attention 2]. The second may be required for describing the interaction between inferotemporal and prefrontal cortex 1], or between inferotemporal cortex and a retinotopic cortical component such as V4 2] .
The method is illustrated in detail for a recurrent network of integrate-and-re (IF) neurons, able to sustain both spontaneous and selective activity. It is then shown how in the sparse coding case the e ective response function decouples the population in focus from the other populations, leading to a bona-de 1-dimensional system. The resulting system has the bare response function with renormalized learning parameter and a bias for the a erent current. Next we exhibit the method for a case of two populations in focus and conclude with a discussion of the connection of the stability of the solutions of the reduced system to that of the full system. This issue is discussed in full detail for sparsely coded populations.
An example
To illustrate the usefulness of the e ective response function we will show the results of the analysis of the system treated in 5]. This analysis will be further extended in Sec. 3. Consider a network composed only of an excitatory and an inhibitory population of Integrate-and-Fire (IF) neurons in the absence of any learned synaptic structure. The e cacies of the synapses are random variables, with a given mean and variance. The mean of the excitatory synaptic e cacies may di er from the mean of inhibitory synapses. The time constant for the depolarization dynamics of the inhibitory neurons is 0.2 times that of the excitatory ones. The thresholds are adjusted so that the stationary state have excitatory rate e = 3Hz and inhibitory rate i = 4:2Hz. For a more detailed discussion of a closely related system see e.g. Sec. 1.2.1 Suppose we are interested in the dependence of the stability of a low rate spontaneous activity state on the strength of the synaptic connections between the inhibitory neurons and the excitatory ones. The straightforward way is an extensive scan of the parameter space of the dynamics of the two populations, together with a 4-dimensional stability analysis. It leads to the conclusion that such a state exists and is stable for an average inhibitory synaptic strength larger than some minimal value. To obtain a graphically manageable description, recourse has been made to an arti cial situation in which excitatory and inhibitory neurons have identical dynamics (ref. 5]), which precludes the investigation of the e ects of asymmetry in neural parameters.
The e ective response function (EFR) to be introduced here is a function that relates the mean spike rate in a given homogeneous population of neurons (in the example the excitatory neurons, or alternatively the inhibitory neurons) to itself, as a 1-dimensional map. The map is constructed as follows: if the neurons in the population have a given, xed, average rate, , they induce a reaction in the other populations, which nd their stationary state in the presence of a xed rate in the population in focus. The other populations, via the synaptic feedback try to induce a new rate in the rst population, 0 ( ). This new rate is the rate on which the initial rate in this population is mapped. When the input rate and the output rates are equal, the global network has reached a stationary state. The logic resembles, at the MF level, the cavity method 10].
In Fig. 1 we plot the e ective response function of the excitatory population in the 2-population model indicated above. Each curve is the e ective response for three values of g, the ratio of average inhibitory to excitatory e cacy, indicated next to it. The output rate in the excitatory population, in all three cases, initially rises as a function of the input rate. Then, since inhibition is relatively strong, the curve bends over and pulls the rate down. This is the inter-population feedback e ect. We plot also a straight line of slope 1, whose intersections with the EFR are the stationary states of the combined system, those at which the EFR has slope smaller than 1, are stable.
This simple representation embodies all the e ects of the inhibitory population and reproduces all the results concerning the in uence of inhibitory strength on the existence and stability of low rate spontaneous activity. As can be seen in gure the spontaneous stable point (the one on the right) is due to the competition of the two populations: the excitatory neurons are easier to activate (i.e. require a smaller input), but are suppressed by the inhibitory neurons when their rates grow. In order to keep the resulting output rates constant, while increasing the inhibitory to excitatory synaptic strength, requires the lowering of the excitatory neurons' threshold in order to compensate for the increased inhibitory current. This accounts for the initial faster rise of the excitatory rate at stronger inhibition. The gure makes it also clear that there exists a minimal value of the inhibitory strength that can produce a stable stationary state at 3Hz, since for a value too small, the e ective response function will not intersect the straight line.
It is worth pointing out that the EFR is non monotonic, despite the fact that the bare response function describing the constituent neurons are strictly monotonic. This is a di erent option to bare, non-monotonic response functions considered in the literature, see e.g. 11, 12, 13] . The generation of non-monotonic EFR from a monotonic one by feedback, would make it di cult to identify nonmonotonic neural behaviour in-vivo.
Mean eld approximation
In the mean eld approximation for a large system of interacting neurons, one treats the input to a single neuron as the sum of the individual inputs from the synapses, considered as a Gaussian random variable. This is valid when the number of connections per neuron is very high, the unitary post-synaptic contribution of a spike is small relative to the threshold and the spike trains of di erent neurons are independent 6]. The neurons are considered to be pointlike on the input side and, for simplicity, to have current dynamics much faster than the depolarization dynamics, so that every incoming spike is a delta-shaped current acting directly on the depolarization. For extensions of the neural model see e.g. 3]. Excitatory EFR(ν) 1 .5→ Figure 1 : Example of excitatory e ective response function (EFR) for spontaneous activity. The network is composed of 100,000 excitatory and 20,000 inhibitory neurons with synapses distributed at random with connectivity 10% in all four ways, and ecacies distributed about a mean that depends on the pre-synaptic neuron. The ratio of the mean inhibitory to mean excitatory e cacy is g. g is marked next to each EFR curve. The intersections with the straight line of slope 1 are the stationary states. The rightmost intersection is the stable one. To produce the same stable rate for the three networks, 3Hz, the threshold of the excitatory neurons is adjusted. The basin of attraction of the stable state can be estimated by the distance between the stable xed point and the unstable one to its left. It shrinks as g decreases, leading to a minimum value of g below which there is no stationary state with this rate.
The mean synaptic input to a neuron, in an interval of its depolarization time constant , is:
The synaptic e cacy, J i , is de ned as the depolarization jump at the soma caused by a unitary spike and the neuron emits a spike when its membrane reaches a threshold . j (t) is the average spike rate of neuron j of the network. I ext represents the mean input current coming from outside the module in a time interval , non selective and uncorrelated with the local activities. The fact that neurons in cortex have low frequencies (less than 5Hz in spontaneous activity) is compensated by the very large number of inputs a neuron receives 4].
The assembly of neurons can be divided into subsets, according to: neuron types (e.g. excitatory, inhibitory); di erent sets of a erent synapses (e.g. potentiated by learning or not); presence of stimuli (e.g. receiving selective external currents corresponding to a speci c stimulus). All neurons in a given subset are considered equivalent and their a erents depend on the typical activity in each of the various subsets. Hence the mean a erent current to a single neuron in population can be written as: hI (t)i = X C hJ i (t) + hI ext i; (2) where the sum is over all populations ; is the mean rate of a neuron in population ; hJ i is the average synaptic e cacy from a pre-synaptic neuron in population and a post-synaptic one in population ; C is the average of the number of a erent synapses from neurons in population to a neuron in population . In principle the connectivity between neurons in two given populations may vary from neuron to neuron, leading to wide rate distributions. Here, for simplicity, we assume it constant for all the neurons inside a population even if the model can be extended, see e.g. 6] .
Spikes in the model network are assumed to be Poissonian trains, independent for di erent neurons and with temporal mean rate equal inside each population, so that the variances of the inputs can be written as:
Taking Var(J ) = hJ i 2 ( independent of ) we obtain:
When the input current consists of a large number ( C 1) of small independent contributions (J ), the central limit theorem ensures that its distribution is Gaussian. The assumption that the spike emission processes are independent, though not perfect, is rather good. See e.g. ( 6] , 9]).
The a erent currents are converted to output rates via a response function out = ( ; )
that depends only on the mean and on the standard deviation of the synaptic a erent (assumed to be Gaussian). In our case = hI(t)i and = p Var(I(t)).
The particular form of depends on the details of the model neuron used. Even for the same model neuron, may di er in di erent populations because of di erences in constitutive parameters, such as thresholds, time constants, postspike reset etc.. See e.g. Section 3.1.
Self consistency equations
Eq. (5) is an expression of the mean spike emission rate of a neuron given the mean and the variance of its input. The mean and the variance are, in turn, functions of the rates of neurons in all the populations from which it receives inputs. It is possible to write down a set of self consistency equations expressing the condition that neurons in every sub-population produce an output compatible with their inputs. One writes an equation like (5) for every population of the network (the entire network can be considered as a local cortical module), obtaining: (8) where is the depolarization time constant; arp is the absolute refractory period;
is the threshold and H is the post-spike reset potential. In general, every population may have di erent sets of ( i ; i ; H i ), while these parameters are assumed not to vary from neuron to neuron inside a population. The two types of neurons have the same type of response function, though time constants and thresholds may di er. This model can be extended to take into account the dynamics of the synaptic conductances 3].
We write Eqs. (2) and (4) 
is de ned below Eq. 3. Here the excitatory neuron's time constant was set = 1, and I is the inhibitory neuron's time constant in units of . This system can sustain low stable spontaneous rates for certain ranges of the parameters 5], which are stable solutions of the two equations constituting the C=20,000 C I =2,000 1 system of Eqs. 6. For example, for the parameters of Table 1 such a network has a stable state with 1 = 3Hz and 2 = 4:2Hz. Note that this is essentially the same model as underlies the example in Section 1.0.1, except that here g is xed and we have used a speci c pair of thresholds for the two types of neurons which give the particular pair of rates mentioned above, while there we varied the threshold to maintain xed stationary rates.
Mean eld dynamics
To study the behavior of the network away from the stationary points and to investigate their stability we consider a dynamics for the rates. (12) where T = with the time constant for the neurons in population and the Kronecker symbol. In contrast, and 2 are the means and variances of the a erent currents, and they are the ones that enter the response function to determine the output rate of the neuron. This dynamics is plausible when the rates i are small compared to 1 i , since in this case the depolarization spends most of the time uctuating below threshold near its asymptotic value.
In a stationary state, when the left hand sides of Eqs. 12 vanish, we have: (13) When the temporal variation of the input currents (and hence of the rates) is slow relative to all , Eq.(13) can be used also away from the stationary state. Thus in a slowly varying situation we can substitute V (t)] and 2 2 V (t)] for and 2 , respectively, in Eq. (5) and obtain a relation between (t) and ( V (t)]; 2 V (t)]). Substituting this relation in Eq. (12) gives us a closed set of dynamical equation for V (t)] and V (t)]) that determines, in turn, the dynamics of (t). A variation in V (t)] and V (t)], as given by Eq.(12), leads to a shift in the rates which are then fed back into the dynamical equations.
A set of rates satisfying Eqs. (6) and (7) is a stationary point of the dynamics (12) and vice versa, provided also that the depolarization satis es the equilibrium condition, Eq. (13), as initial condition. Consequently, solving numerically for the stationary states of Eq. (12) is one way of solving Eqs. (6), with the bonus that such solutions are stable.
E ective neuronal response function
Coming back to the general case, the reduction is carried out by focusing on one population, no. 1 for example, considering 1 as a parameter. One then studies the stationary points of the remaining populations induced by the rate 1 in population 1 and by the full feed-back among all the other populations. In other words, the rate 1 of population 1 (the one in focus) is frozen and the rest of the system is allowed to adapt to it. Thus, we solve the system of P ? 1 equations: 8 > < > : 2 = 2 ( 2 ( 1 ; 2 ; ; P ); 2 ( 1 ; 2 ; ; P )) P = P ( P ( 1 ; 2 ; ; P ); P ( 1 ; 2 ; ; P )) (14) with 1 = 1 xed. This solution is denoted 0 ( 1 ), which is a (P {1)-dimensional vector.
The currents a erent on neurons in population 1, due to the feed-back, tend to drive it toward a new rate 1out , that is in general di erent from 1 . This new rate is given by:
As a consequence we have obtained a correspondence between an input frequency 1 and an output one 1out . This correspondence is the e ective response function (EFR), denoted by eff . It contains the full feed-back response of the entire system to a given rate in population 1.
In practice the situation is somewhat more complicated: The natural way to obtain the stationary points of the ambient system is to start from some expected state for these populations, for a given 1 , and solve for the stationary point near the original guess. Then, displacing 1 by a small amount, one looks for the new solution for the ambient populations starting from the state found at the previous value of 1 . As long as the state of the ambient populations varies continuously, so does the EFR. At some value of 1 the state of the ambient populations may undergo a discontinuous jump. This would happen when the analytic continuation of the state trajectory, as function of 1 becomes unstable, at a point . The branch of the EFR terminates at this point. A new branch may develop for ( 1 ), corresponding to the new stationary state of the ambient populations. If 1 is now reduced below , there may be hysteresis, when the system does not immediately return to the previous branch, but nds an analytic continuation of the new branch. This is a region of coexistence of two (or more) phases, or stationary network states. All this complexity is an organic part of the dynamic options of the system and the EFR is supposed to bring to light the di erent stationary states in di erent regimes of parameters.
We will be mostly concerned with the case of sparse coding, which is of wide practical interest. In that case many of the above statements can be made transparent, provided the system is not too close to one of the instability points discussed above, as we show in Section 2.1.
By construction, 1out = eff ( 1out ) together with 0 ( 1out ) is a stationary point of the entire system. The stability of this state will be discussed in Section 5. For the moment note that if we manage to calculate the function 1out ( 1 ) we can look for its xed points as a 1-dimensional problem, even though it is a xed point of the P-dimensional system.
The solution of the system for the (P {1) populations is not, in general, simpler than that of the full system, especially since it has to be performed for each 1 separately. The computational complexity is reduced only in some approximations (see Section 2.1). Yet, even when the computational complexity is not reduced, the e ective response function gives more direct insight into the dynamics of sub-populations in focus, just because of the reduced dimensionality of the reduced problem. A convincing case in point is provided by the detailed example in Section 3.
Typically, of all the possible solutions of (14) one would take the one of interest for the particular case under study. For example, studying the selective activity of a population, one would take for all the other neurons the spontaneous activity solution of (14) .
The procedure can, of course, be extended to more than one population in focus. We nd it useful also for two populations. Such could be the case in which more than one population is activated simultaneously, or if the system propagates a given delay activity distribution and another one is activated by a stimulus. An example is presented in Section 3.2. Another case of this type is that of two interacting networks, each one with selective activity either due to working memory or to an active stimulus.
Sparse-coding EFR
Often one is interested in the behavior of small populations immersed in large ones. This happens, for example, after a stable spontaneous state has been obtained (in the space of parameters) and one looks for selective activation of a small subset of neurons following learning (LTP), i.e. after having potentiated the synapses corresponding to stimuli learned. The rates of such a selective persistent activity state and its stability depend on the parameters governing the spontaneous activity. It turns out that, despite the high level of connectivity, in many situations of interest the problem can be simpli ed, due to the fact that typically the fraction of neurons participating in a given selective activity state is very low, relative to the total number of neurons in the module.
Consider rst the case in which a single small population, out of P, is in focus. Take population no. 1. The population is small in the sense that it contains a small fraction of the neurons f( 1) (sparse coding), though Nf is a large number. Suppose that 1 changes from its spontaneous level 1(sp) to 1 , and that this change, which may not be small, provokes a change in population (> 1), from (sp) to . We now argue that the changes in the currents to the other populations and in their rates are all small, of order f, despite the fact that 1 , and the feedback population received by 1, may change by a nite amount.
The means and variances of the a erent currents to neurons in population , resulting from the change in 1 , are given by Eq. (7). They can be written as: ) is not small. As 1 changes, these rst terms are the rst to a ect the rates of the populations not in focus. As a consequence the rates in these populations change via Eqs. (14) . When the new rates are reinserted in the dynamic equations (12) the resulting and will move closer to the original spontaneous values, because the spontaneous activity is a stable solution of these (P {1) equations. This is true, provided the basin of attraction of the ambient state is greater than O(f), which is assured by our requirement that we do not move too close to the instability. This ensures that the last terms in Eqs. (16) are of order f. Thus the variables and 2 , for the populations not in focus remain within order f of their values prior to the shift of 1 , and so do the 0 . 
calculated at the stable point: 0 ( 1 ). The rst factor is a (P {1) (P {1) matrix that has an inverse if the state of the ambient populations does not approach too closely an instability at the termination of a branch, in the sense discussed in the previous section. 
It is an EFR for a single population. Its arguments are still linear functions of the rate 1 , but they are shifted (bias) and scaled relative to the response function in absence of the other populations. The bias of the mean current is 1(sp) ? A 1(sp) while its slope is A.
This approximation reduces greatly the computational complexity of the effective response function, since solving Eqs. (14) reduces to the evaluation of Q in Eq. (17). An estimate of the error generated by this approximation is given in Section(3) for a typical case. It is itself of O(f). The two terms that compose A are both proportional to f, so the mean input of the population in focus ( eff ) depends weakly on its own rate ( 1 ). This is in part compensated by the large bias provided by the spontaneous activity of the other populations in the network and by the external input, so the total mean current is compatible with spontaneous activity even for 1 very small. It allows for self sustained low rate spontaneous activity and for selective activity at rates much lower than the inverse of the refractory period ( 1 arp ) 8]. In the latter case the mean input is still coming mainly from the other populations in the spontaneous state.
This picture is rather di erent from the one of ref. 4 ]. There, in spontaneous activity, the neurons are practically quiescent, producing a negligibly small bias for the population in focus due to the local module. In contrast, the normalization of the synaptic matrix produces ( ), for the small selective population, with slope of about unity. This is then compensated by a large noisy bias from unspeci ed external sources, to avoid selective delay rates too close to saturation.
Applications

Selective delay activity following LTP
As an illustration, consider the case of a network of leaky IF neurons, as in section (1.2), but with 4 populations. There are 3 local excitatory populations and an unselective inhibitory one. Among the excitatory neurons in the local module there are neurons selective to a particular stimulus of interest (stimulus 1); neurons responsive to other stimuli (involved in learning but not presently activated) and excitatory neurons unresponsive to any of the stimuli presented in training. For simplicity of presentation we assume no overlap between populations selective to di erent stimuli. A stimulus is coded by a fraction f (coding level) of all the excitatory neurons.
Following training there is hebbian potentiation and depression of synapses between neurons: neurons selective to the same stimulus have a mean synaptic e cacy greater than the average excitatory e cacy between them prior to learning. Synaptic e cacy between neurons responsive to di erent stimuli or between responsive and unresponsive neurons is depressed, while e cacy between unresponsive neurons remains unchanged by learning (see e.g. 5]).
The stationary states of the system are the solutions of: 
Here we use the notation of 5]: J + and J ? are the mean e cacy of potentiated (LTP) and depressed (LTD) synapses, respectively; the mean pre-learning excitatory e cacy is taken to be J=1 and hence J + ; J ? and all s are in units of J; the excitatory = 1 and hence I is in units of ; g e J (g i J) are the mean inhibitory e cacies onto excitatory (inhibitory) neurons, respectively. p is the number of stimuli used in training, i.e. P=p+2. The extra two populations correspond to all excitatory neurons not responsive to any stimulus, and to the inhibitory neurons. The parameters used are reported in Table 2 
The bare response function is taken to be Eq. (8) .
Consider the population selective to stimulus 1. Solving numerically Eqs. (14) for a generic 1 , one nds the EFR, and arrives at an equation like Eq. (15) . The result is depicted in Fig. 2 . In the upper row are the graphical solutions of Eq. (15) for the stationary states of the selective sub-population in focus, with the full EFR. The three cases correspond to three values of the learning parameter J + (LTP). The other parameters are kept xed. In the rst case (left, J + = 3:), there is a single intersection. The only stable state is spontaneous activity. LTP has not been strong enough. Note that had we used the bare response function there would have been another stable solution at very high rates, as well as an unstable one in the middle. In the second (center, J + = 3:75) a second intersection barely shows up. This is the minimum potentiation, according to MF, for selective delay activity to show up. In the third (right, J + = 4:), there are three clear intersections, with the rate of the selective delay activity rising. When there is more than one stationary point, the rst and the last are stable, while the second is unstable, as is con rmed by solving the full dynamical system.
To visualize the dynamical behavior corresponding to each of the three cases, we have plotted below each graphical MF solution the time evolution of the average spike rate in the population in focus resulting from the dynamical MF equations (12) . Each of the lower windows depicts the rate vs time in a 3s interval { 1s pre-stimulus; 1s stimulus presentation; 1s post-stimulus activity. In the rst case (left, J + = 3:), following the removal of the stimulus the network returns to its pre stimulus rates. In the second (center, J + = 3:75) selective delay activity barely shows up. It can be seen in the rate following the removal of the stimulus.
In the third (right, J + = 4:), the rate of the post-stimulus selective delay activity interval rises relative to the second case. As expected, due to the sparse coding (f = 0:01), the e ect of the rising delay activity rates on the rates of the neurons in the other sub-populations is quite small. 
Delay activity in two populations { rate ow diagrams
To extend this method to n populations in focus one freezes n rates ( 1 ; ; n ), which renders Eq. (14) a system of dimension P ?n and leads to n coupled EFRs k dependent on the rates in all the n populations. We still nd the procedure useful for n=2. There Consider, as an example, the same system as in Section 3.1, except that this time we focus on two sub-populations, each corresponding to a di erent stimulus.
Hence each containing fN neurons and each with potentiated synapses. The mean rates in these two populations are 1 and 2 . We then cover a part of the 1 { 2 plane by a grid. At each point of the grid we draw an arrow from the point ( 1 ; 2 ) to ( 1;out ; 2;out ). In the process, in general, the stationary state of the other populations must be adjusted to the new values of the two rates and they must not approach the instabilities (See e.g. Section 2.) The set of arrows is our ow map and it identi es stationary states and expresses their stability. Four such maps are drawn in Fig. 3 which gives a measure of the distance from stationary points. It is not, of course, a Lyapunov function, but it helps the eye in identifying the stationary points.
The four cases in Fig. 3 Table 2 . The blank areas are where the length of the arrows would exceed 2 and they would obscure the gure.
EFRs for sparse coding
When the population in focus is small (f 1), Eq. (14) can be linearized near the spontaneous activity state, as discussed in Section 2.1. The spontaneous activity state itself is rst found numerically by solving the complete system Eq. 
where 1 is the bare response function of a neuron in population 1. The appearance of the bare response function provides an analytical expression, which gives more direct access to the in uence of various parameter of the single neuron on the behavior of the population in focus. This expression for the e ective response function approximates quite well the exact one for small f, and spares the repeated solution of the system (14) . Fig.   (4) shows the relative error of the linearization:
eff ( in ) applied to the example shown in Fig.( 2) (f = 0:01). In the entire range of interest this error hardly ever rises above 1%.
Comparison with frozen feed-back
For very small values of f, it is tempting to try to neglect the e ect of the rate variations in the population in focus on the other populations and consequently the variation of their feedback, beyond their contribution to the spontaneous activity (see e.g. 8]). Having a systematic treatment of the sparse coding EFR, 
so the only di erence between b , b and eff , eff , of Eqs. (20), is in the slopes A and B, respectively. Typically, when spontaneous activity is stable, the inhibitory feed-back is larger than the local excitatory feedback, see e.g. 5]. For a given 1 the feed-back current a erent on a neuron in population 1 will be smaller than the one obtained freezing all the populations. Hence one expects that A < A 11 .
In the following, for the sake of the argument, we neglect the variations of the variances, which anyway have a much weaker e ect compared to that of the variation of the means, because their contribution is a factor 1 smaller (see Appendix A.1). Since we are considering cases in which the input current is composed of a large number of small contributions, is large (in the present example it is 50 in unit of J).
Instead of plotting, for the numerical solution, the straight line 1 
In this way the dependence on the parameters modi es only the slope of the straight line 1 ( eff ), leaving 1 unchanged. Such a plot is presented in Fig.   5 (left) for the parameters of Table 2 Fig . 5 represents the case in which the spontaneous rate is 4Hz. This is also the case corresponding to the expressions in Eq. (33). On the left we plot ( ) and the two straight lines of Eq. (33). Both intersect, of course, at the same spontaneous activity point, but they give a di erent selective activity rate, the frozen case gives a higher rate. The di erence between the two is only in the slope, or in the value of A. Hence this di erence can be absorbed in a renormalization of this coe cient. We return to this subject below. On the right we plot the di erence ( ) ? in vs in , to help in visualizing the stationary points on the left of Fig. 5 . Where this di erence vanishes there is a stationary state, and the direction of crossing of the x-axis gives the stability of the state: a crossing downward corresponds to a stable state (see Section 5) .
The change in the slope can be captured by a change in the relevant parameter Note that the lowest (onset) selective activity rates, which are obtained when the line becomes tangent to the transfer function, is not a ected by which of the two approaches is used. The di erence is in the correct value of J + at onset, since the relation between the slope of the tangent line and J + is di erent in the two cases. In general, when J + is varied for all populations a ected by learning and J ? is xed accordingly to Eq.(26), the renormalization is still possible but the function J eff (J + ) becomes non-linear, and sp , sp and 1sp all exhibit a dependence on J + . In the limit of f small, as in the case discussed above, the relation remains linear.
EFR stability and global stability
Usually, given a one dimensional map of the type x 0 = F(x), the stable solutions are the ones for which the slope of the function F(x) as it intersects the straight line x 0 = x, is less than unity. In the examples in Fig. 2 there are intersections that satisfy this condition (either for the spontaneous activity state or for the higher delay activity state) and there is an intersection in between that does not. In these examples, we have checked that those stationary points that have a slope smaller than unity, are real attractors of the 4-dimensional problem.
The question we now ask is: assuming that the solution for the (P {1) populations 0 is a stable solution of the ambient system for all values of 1 in the range of interest. Assuming further that the e ective 1-dimensional problem has a solution with slope less than unity, is the state ( 1 ; 0 ( 1 )) a stable state of the P-dimensional system?
Even if the discussion is limited to the dynamics expressed by Eqs. (12), the considerations are complicated by two factors: rst, the dynamics (Eqs. (12)) is written in terms of 's and 's, and hence the number of dynamical variables is double that of the populations; second, the di erent populations of neurons may have di erent time constants, for example inhibitory neurons appear to have shorter time constants than excitatory neurons.
In mathematical terms the problem is as follows:
I. 
for which we know that at 1 
Its value can approach zero with f, as would be the case for low rates of the selective delay activity, for example.
III. The requirement for the stability of the entire system is that the real part of all the eigen-values of the P P dimensional matrix: These conclusions hold even if the rate in the population in focus moves signi cantly.
Conclusion
We have presented a tool for tracing the dynamics of networks with intense feedback when even the mean-eld approach can become cumbersome, because of the interaction of a large number of di erent populations. Such an approach is desirable when engaging in a scan of parameter space for new stationary states. It is useful, and even powerful, when the number of populations`in focus' is one or two. Its general appeal is that it provides a direct intuitive insight into the behavior of the system. In the case of sparse coding, often observed in situations of persistent delay activity in neurobiology, it also reduces very considerably the computational task. Where it may fail, together with most other approaches, is when one of the populations presumed homogeneous in the mean-eld description, splits internally 14]. We are not aware of a tool that could cover such situations in general. 
where ', and are de ned in Eq. (8) . A ij and B ij have been replaced by their expressions in terms of the connectivity and the synaptic e cacy. In general the term with '( i ) can be neglected since it is much smaller than the one with .
A.2 Conversion of and dynamics into a dynamics
Here we show how the dynamics of Eqs. (12) for and , linearized near a stationary point, is converted into a linearized dynamics for , i.e. a single dynamical variable for each population. The resulting dynamics is of the general form:
where is the deviation of the set of rates from the xed point 0 and S( 0 ) is a square P P matrix. With such dynamics, the stability condition is that all P eigenvalues of the matrix S( 0 ) have a negative real part.
To obtain S( 0 ) we linearize Eqs. (12) 
A.3 Proof of global stability
Here we demonstrate that for sparse coding the stability of the ambient system and the naive stability of the 1-dimensional system in focus ensures the stability of the entire system.
which isolates terms relating to the population in focus (no. 1) and those that couple it to all other populations.
In these terms, and taking into account Eq. 48, condition I of Section 5 becomes: Since the numerator is negative so will be 1 , as long as T 1 > ZT 0 f. As long as the denominator remains of order 1, the resulting is of order f and the expansion of the lhs of Eq. (57) to rst order in at = 0 is justi ed.
