We prove a few new cases of the Sato-Tate conjecture, using a new automorphy theorem of Allen et al. Then in the unproven cases, we use partial results to describe nontrivial asymptotics on the trace of Frobenius, and prove their optimality given current knowledge.
Introduction
Let C be a genus g curve over a number field F . Given a prime v of F , with residue field F v of size q v , a theorem of Hasse says that the number N v of F v points on C is between q v + 1 − 2g √ q v and q v + 1 + 2g √ q v , so that
The Sato-Tate conjecture asks for the distribution of the a v in [−2g, 2g] as q v → ∞, and predicts that they are equidistributed (after passing to a finite extension F /F ) with respect to a measure depending on the Mumford-Tate group of the Jacobian of C. For example, if E is an elliptic curve with CM, the distribution is given either by the pushforward of the Haar measure of SO(2) or of O(2) under the trace map. It has also been proven in [HSBT10] and [BLGHT11] that if F is totally real and E does not have CM, then the distribution is the pushforward of the Haar measure of SU(2). We look at genus g = 2 curves and 2-dimensional abelian surfaces. In complete analogy with the elliptic curve case, [FKRS12] describes 52 possible subgroups of USp(4) whose pushforwards describe the normalized point counts a v for a genus 2 curve, and note that it is likely possible to prove the Sato-Tate conjecture in many cases with a similar method to that of the elliptic curve case. [Joh17] uses the powerful potential automorphy theorem of [BLGGT14] to prove the conjecture for all but five of the non-generic cases that occur over totally real fields. In this paper we will use a more powerful potential automorphy theorem of [ACC + 18] to extend the proof in [Joh17] , and then we extend [Joh17] 's work to prove the conjecture for four other subgroups. Of course, given the Jacobian J(C) of a genus 2 curve C, we can obtain the numbers a v directly from J(C), by taking the normalized trace of the action of Frob v , so we may forget about the curve C entirely and work directly with abelian surfaces.
The theorems we prove are as follows:
Theorem 3.4. If A/F is an abelian surface, F a totally real field, which has a two-dimensional real endomorphism ring defined over a quadratic extension of F which is either totally real or CM, then the Sato-Tate conjecture holds for A.
Theorem 3.5. If A/F is an abelian surface, F a totally real field, which has quaternionic multiplication defined over a dihedral extension, then the Sato-Tate conjecture holds for A.
These two theorems are equidistribution results, so we know the exact distributions of the a v . However, we cannot currently prove the Sato-Tate conjecture for A if the endomorphism ring of A is one-dimensional, or if the quadratic extension described in Theorem 3.4 is neither totally real or CM. In these cases, we prove lesser results:
Theorem 4.1. If A/F is a abelian surface, F a totally real field, then for any ε > 0, a v < − 2 3 + ε for a positive proportion of primes v, and a v > 2 3 − ε for a positive proportion of primes v.
Theorem 4.3. If A/F is an abelian surface over a totally real field which has a two-dimensional real endomorphism ring defined over a quadratic extension of F , then a v < −2.47 for a positive proportion of primes and a v > 2.47 for a positive proportion of primes.
The paper is divided as follows: In section 2, we set up the terminology and state the Sato-Tate conjecture precisely. Section 3 is devoted to proving Theorems 3.4 and 3.5 above, and the goal of section 4 is to prove the asymptotics in Theorems 4.1 and 4.3, as well as others in Theorems 4.2 and 4.4. The appendix in section 5 explains the best possible theorems we can obtain in section 4.
Setup 2.1 The Conjecture
Fix a number field F , an embedding into Q, and an embedding of Q into C. Let A be an abelian variety of dimension 2 over F . We choose a polarization of A. Given a prime , this allows the identification of the -adic Tate module with the etale and singular homologies
The Weil pairing on the dual of the Tate module corresponds to the cup product pairing on the cohomologies, so it is a nondegenerate alternating pairing and, given a symplectic basis of V (A), induces a continuous map ρ A, : G F → GSp 4 (Q ). We let G be the image of this map, and G Zar be the Zariski closure in GSp 4 (Q ). Then we let G 1 F be the kernel of the cyclotomic character χ : G F → Z × , so that g ∈ G 1 F acts trivially on the Weil pairing. Then G 1 is the image of G 1 F under ρ A, and G 1,Zar is the Zariski closure. Because G 1 F acts trivially on the Weil pairing, reconsidering it as a pairing on the vector space, G 1,Zar is the kernel of the similitude character
Fix an isomorphism ι : Q → C for this . We then define G = G Zar ⊗ Q C and 
Proof strategy
Suppose S is the set of primes outside of which ρ A, is unramified. The general idea for proof is laid out in [Ser98] ; therein the following theorem is shown.
Theorem 2.3. Suppose that, for any irreducible representation r of ST A , the L-function
has a meromorphic extension to the half-plane Re(s) ≥ 1, with no poles or zeroes except possibly at s = 1. Then the elements s(v) are equidistributed in the conjugacy classes of ST A if and only if the L-functions L S (r, s) for irreducible r = 1 have no zero or pole at s = 1.
We denote the property of having no zeroes or poles on a region invertibility. The L-function has factors at primes of S as well, but their factors do not add poles or zeroes so we ignore them. To show invertibility of these L-functions, the only known method is to equate them to L-functions of automorphic forms, a la [Tay02] , [HSBT10] . [Joh17] covers most cases using [BLGGT14, Theorem 5.4.1]; we introduce a new more widely applicable theorem of [ACC + 18]. We refer to [BLGGT14] for the definition of a weakly compatible system. Definition 2.4. A weakly compatible system of representations of G F is a 5-tuple (M, S, {Q v (x)}, {r λ }, {H τ }) with S a finite set of F -primes satisfying
• {r λ } is a set of representations of G F each defined over M , indexed over the primes λ of M .
If v ∈ S is a prime of F , then for λ not over the same rational prime p as v, r λ is unramified at v.
• The polynomials Q v (x) have rational coefficients and the characteristic polynomial of r λ (Frob v ) is equal to Q v (x), independent of λ.
• If v and λ are over the same rational prime p, then r λ is de Rham at v; furthermore, if v ∈ S, then r λ is crystalline at v.
• For each embedding τ : F − → M , the Hodge-Tate weights of r λ are in fact independent of λ.
Theorem 2.5 ([ACC + 18]). Suppose that F is a CM field and that the 5-tuple R = (M, S, {Q v (x)}, {r λ }, {H τ }) is a rank 2 weakly compatible system of l-adic representations of G F such that H τ = {0, 1} for all τ and such that R is strongly irreducible. If m is a nonnegative integer, then there exists a finite CM extension F m /F with F m /Q Galois such that the weakly compatible system Symm m R| G Fm is automorphic.
We recall that a strongly irreducible system is one where each representation is irreducible even when restricting to finite-index subgroups of G F .
The main improvement of this theorem over [BLGGT14, Theorem 5.4 .1] is the elimination of the requirement for the system to be self-dual. This is an important extension to the theorem, but it is not one that we take advantage of. (The tradeoff, of course, is that the system must consist of symmetric representations of some two-dimensional compatible system.) The other restriction lifted is that [BLGGT14, Theorem 5.4 .1] requires all towers to be either CM or totally real. [Joh17] could extend the base field from F to F and then obtain an extension F m /F for which the requisite Lfunction was automorphic, but this required F and F (and allowed F m ) to all be totally real. With our theorem, there is no such restriction; we are allowed F m /Q Galois and F m /F a CM extension, so we may extend other results of [Joh17] to the case where a certain quadratic extension is either totally real or CM.
3 Sato-Tate for certain ST A We introduce the cases of the Sato-Tate conjecture we will prove. These are described in [FKRS12] , and are reproduced below. We can describe the cases based on the Sato-Tate group, or equivalently by the Galois type of the endomorphism group. The Galois type of the endomorphism group is the pair (End L (A) ⊗ R, Gal(L/F )) where L/F is the smallest field extension over which all endomorphisms of A are defined, and with Gal(L/F ) acting on End L (A) ⊗ R. The Galois type need only be seen as an endomorphism ring and a group acting on the ring; Gal(L/F ) is not thought of as a Galois group. There are 6 categories of Galois types, given by the endomorphism ring. [FKRS12] describes this breakdown and the correspondence with the connected component of the Sato-Tate group ST 0 A of A as a subgroup of USp(4), reproduced below:
• C:
Additionally, the group action on End L (A) corresponds to the component group ST A /ST 0 A ; they are in fact isomorphic as groups. There are a total of 52 distinct Galois types, corresponding to 52 distinct Sato-Tate groups, 34 of which are defined over a totally real field; these are the only cases we will consider. Almost nothing is known in the category A, because the Hodge-Tate weights do not match up between the geometric nature of ST A and the regularity requirement of current automorphy theorems, and so we dismiss this case to section 4. Each other case that may be defined over a totally real field was discussed in [Joh17] , and categories D and F were dealt with fully, as well as the single totally real field Sato-Tate group in category C. Also fully resolved were one of two cases in category B and six of ten cases in category E.
So what remained unproved in [Joh17] were one case in B, denoted B[C 2 ], and four cases in E, denoted E[D n ] for n = 2, 3, 4, 6. We will discuss the meanings of this notation and discuss what exactly was proven about each case in [Joh17] , and extend the proofs, in the sections below. We therefore assume from now on that F is totally real.
Preliminaries
Before we discuss specific Sato-Tate groups, let us recall standard facts about Galois representations coming from the abelian varieties we study.
Definition 3.1. Suppose A is an abelian variety defined over F . We say A is of GL 2 -type if it is isogenous over F to a product A 1 × A 2 × . . . A k of simple abelian varieties, each also defined over F , and with a field
Given a simple abelian surface A/F with field K and a rational prime , the dual of the -adic Tate module T gives rise to an -adic Galois representation G F → GL 4 (Q ), isomorphic to theadic etale cohomology of A. The image lands in GL 2 (Q ⊗ K). For each embedding λ : K → Q , we get a map from this image to GL 2 (K λ ) for K λ the completion of K at λ. Thus for each embedding of K into Q for each we obtain a representation ρ A,λ : G F → GL 2 (K λ ). These form a weakly compatible system (ρ A,λ ) λ .
Theorem 3.2 ([Rib92]
). The weakly compatible system (ρ A,λ ) λ is regular of Hodge-Tate weights 0 and 1, totally odd and pure of weight 1. If K is a real quadratic field, then det ρ A,λ = χ , the -adic cyclotomic character; if K is imaginary quadratic, then det ρ A,λ = ⊗ χ for some finite-image character independent of .
In each case below, we will consider the irreducible representations of the Sato-Tate group. We will extend these in a natural way to representations of G 1 . These will be algebraic representations of G 1 , so that we get compatible systems of representations of G 1,Zar . We can then obtain representations of G Zar by extending to the central G m . Finally obtaining this, we get a compatible system of representations of the Galois group G F , and we can thus use Theorem 2.5 above, combined with Rankin-Selberg theory, to show that the original L-function is invertible, as required. This method will be detailed further in the subsections below.
B[C 2 ]
When we discuss B[C 2 ], the Sato-Tate group is SU(2) × SU(2), J where J =
. This corresponds to either the case where A is isogenous to a direct sum of nonisogenous elliptic curves, each without CM, or when A is simple but has multiplication by a real quadratic field. In these cases, K = Q ⊗ End Q (A) is either Q × Q or real quadratic. Conjecture 2.2 in the first case has been partially proven by [Har09] , and the proof follows the lines below. We henceforth assume K is a real quadratic field, but the Q × Q case follows similarly. Either way, A is not of GL 2 type over F , but is of GL 2 type over a quadratic extension.
We look first at representations of ST 0 A = SU(2) × SU(2) which is an index 2 subgroup of ST A . The irreducible representations of SU(2) are Sym k (St) for St the standard 2-dimensional representation and k ≥ 0; hence the irreducible representations of SU(2) × SU(2) are r k,l = Sym
We deduce the representations of ST A using the following theorem:
Theorem 3.3. If H ≤ G is an index 2 subgroup, and r is a finite-dimensional irreducible representation of H, then r extends to a representation of G if and only if r is isomorphic to r x , where r x is the representation of H defined as r x (h) = r(xhx −1 ) for x ∈ G\H. If this is the case, then r extends to exactly two nonisomorphic irreducible representations r 0 and r 0 ⊗ χ for χ the nontrivial character G/H → {±1}. The irreducible representations are exactly those arising from such r, along with the inductions Ind G H ρ of all representations ρ of H that do not satisfy the above property.
Proof. Suppose r r x . This means that there is some endomorphism U with r x (h) = U r(h)U −1 for each h ∈ H; we can clearly set r 0 (x) = U and r 0 (h) = r(h), giving a representation of G. Conversely, if r extends to r 0 , r 0 (x)r(h)r 0 (x) −1 = r x (h) shows that r r x . If these two conditions hold, Frobenius Reciprocity shows that there can be at most two distinct representations that restrict to r on H, and we have found two already, r 0 and r 0 ⊗ χ. Now given any irreducible representation s of G, either s| H is irreducible or not. If so we're in the case above; if not, say s 1 is a subrepresentation of s| H . Then by the universal property of Ind, since we have an H-equivariant map from s 1 into s, there must be a G-equivariant map Ind G H s 1 → s; by Schur's lemma and counting dimensions, we must have Ind
We apply this theorem with G = ST A = SU(2) × SU(2), J and H = SU(2) × SU(2). Given the representation r k,l we choose x = J and find that
where
r l,k . The representations r k,l are nonisomorphic for distinct pairs (k, l) so the representation r k,l extends only for k = l, say to r 1 k and r 2 k ; otherwise we obtain only the induced representation, which makes no distinction between (k, l) and (l, k). Hence all irreducible representations of ST A are r 1 k and r 2 k for k ≥ 0 and Ind
As discussed above and by [FKRS12, Proposition 2.17], because ST A has two components, the field L over which all endomorphisms are defined, End Q (A) = End L (A), is a quadratic extension of F , and ST A L , the Sato-Tate group of A as a variety over L, is just the identity connected component
Theorem 3.4. If L is either a totally real field or a CM field, then Conjecture 2.2 is true for A over F .
Proof. If L is a totally real field, this was proven already in [Joh17] , so suppose L is a CM field. We must show that for each representation given above, the L-function in Theorem 2.3 is invertible at 1. Let us first look at a representation Ind
denotes the normalized image of Frobenius for prime v in G L , then
so that we may prove invertibility of this new L-function.
From here, we cease mention of F and work solely with L. Let us extend r k,l from a representation of SU(2) × SU(2) to a representation R k,l of G(L), the algebraic group coming from G L instead of G F ; we naturally do this by restricting Sym
As discussed before the statement of Theorem 3.2, the two embeddings
, and these give the further decomposition of the L-function into
this is finally what we must prove to be holomorphic and invertible. We look at the weakly compatible system (ρ A L ,λ ) λ . The Hodge-Tate weights of these are all 0 and 1. Since the image of
, there is no subgroup of G L for which ρ A L ,λ becomes reducible. So we may apply Theorem 2.5 to get some CM field L m over which the compatible system (Sym m (ρ A L ,λ )) λ is automorphic. Then the theory of cyclic base change in [AC89] shows that (Sym m (ρ A L ,λ )) λ is automorphic over E where L m /E is cyclic, and hence solvable; we can apply the Rankin-Selberg method as in the proof of [Har09, Theorem 5 
is invertible along the central line, assuming that Sym
are not dual. But k = l by irreducibility, so a dimension count shows that they cannot be dual. So
is invertible for all E solvable subfields of L ; Brauer's theorem applies to the Galois groups Gal(L /E) ⊆ Gal(L /L), and we get that the L-function for the representation over L is an integer power combination of those over E, and therefore is also invertible. Now we look at the representations r i k for i = 1, 2 and k ≥ 1. Recall that they are the two distinct extensions of Sym k ⊗ Sym k to representations of N (SU(2) × SU(2)) = SU(2) × SU(2), J . As before, let us extend r i k to an algebraic representation of G ⊆ GL(2) × GL(2), J by restricting Sym k ⊗ Sym k and leaving the image of J alone. This again gives us a representation R i k of G Zar , and then composing with ρ A, finally gives us a Galois representation. The L-function attached to
as before. Then we can apply Rankin-Selberg like before, except dimension count doesn't work. We want
to be invertible, so we require that Sym
But then this contradicts the fact that End Q (A) = K by Faltings' theorem, so we're done in this case.
Otherwise, L ⊆ E, and E is therefore a totally real subfield of
which as before is holomorphic. So each of these two Asai L-functions are holomorphic. Finally, we look at the nontrivial finite representation r 2 0 . This takes J to −1 and the connected component of the identity
where χ is the Hecke character coming from Gal(L/K), and this is hence its L-function. It's thus clear that this L-function is invertible. So we've shown that, for every representation, the L-function is invertible along the line s = 1, so we're done.
Remark 3.5. Notice that this proves the Sato-Tate conjecture in this case when F = Q because all quadratic extensions are either totally real or CM.
E[D 2n
], n = 2, 3, 4, 6
We look now at the Sato-Tate groups ST A = B B B∈SU(2) , E n := e ; we note that while the statement in [FKRS12] is constructed for the direct sum of elliptic curves case, there is no use of this in the proof, so we may apply it here as well.
To prove Conjecture 2.2 in this case, our strategy is to decompose the representation ρ A, into a tensor s ⊗ δ where δ is a finite-image dihedral representation and s is a two-dimensional representation. We do this by manually constructing a cocycle that obstructs a representation lift from G L to G F , then use the fact that the cohomology is 0 to obtain a coboundary description, which allows us to lift. Then we check that the two pieces act exactly as we think they should and compose nicely with representations of ST A , and finally use Rankin-Selberg and Theorem 2.5 again.
As in the previous case, we may decompose the representation ρ A, | G L into two 2-dimensional pieces ρ A,λ and ρ A,λ via the two embeddings of K into Q , and as in the previous case, the theorem of Ribet says that (ρ A,λ ) λ∈S is a compatible system of representations. But unlike the previous case, we get the isomorphism ρ A,λ ⊗ ρ A,λ for some finite-image character . We notice that
by Frobenius reciprocity, and so
(Notationally, from here we will assume that any group element g with or without subscript is in G F \G L and any group element h is in G L , so as to repeatedly omit this statement.)
Because of [FKRS12, Proposition 2.17], we know that if M is the smallest field with End 0 M (A) being the full quaternion algebra, then Gal(M/F ) = D 2n , and that Gal(M/L) = C n . Because
has a four-dimensional real endomorphism ring only if | G M is trivial, we must have being a character of Gal(M/L). In particular, (h) = 1 if h ∈ G M . But because of the structure of D 2n , we know that g ∈ G F \G L has g 2 ∈ G M . So (g 2 ) = 1.
In addition, we know
and hence we conclude that (ghg −1 ) (h) = 1. We let c be such that
for all g 1 , g 2 , h 1 , h 2 , and fixed g ∈ G F \G L . Then the above statements are enough to exhaustively prove that c is a cocycle in H 2 (G F , K λ × ) with K λ × having the trivial action and discrete topology.
But it's a theorem of Tate that H 2 (G F , K λ × ) is trivial, so this cocycle must be a coboundary. That means there is a continuous (i.e. finite-image) cochain γ :
γ(g 1 g 2 ) , and so on through all combinations of g i and h i .
We can check via the above the following equations:
so that γ(h) = γ(ghg −1 ) (h) for every pair (g, h). Further, γ is a character of G L ; from here we only remember the domain of γ being G L . Therefore, if we let s A,λ = r A,λ ⊗ γ, then
so that we may extend s A,λ to be a rep of G F , by Theorem 3.3, with basis {s 1 , s 2 }. And there is a clear
By dimension count, they must be isomorphic. Therefore, we are able to write r A, as s A,λ ⊗ V , where V is finite-image with basis {v 1 , v 2 }, and in fact has image isomorphic to a dihedral group. Notice that the way we devised γ, we didn't use anything about λ, and is independent of λ by Theorem 3.2; so γ is independent of λ as is V , so since (r A,λ ) λ is a weakly compatible system, so too is (s A,λ ) λ . We denote the representation Ind
Theorem 3.6. If F is a totally real field and A is an abelian variety defined over F which has Galois type E[D n ] for n = 2, 3, 4, 6, then the Sato-Tate conjecture holds for A.
Proof. As before, we must show that for each representation r of the Sato-Tate group, the L- These are inside Sp(4) where the alternating form is
. However, we instead view it with the alternating form
. That is, we conjugate the Sato-Tate group by Writing it in this form, because the Zariski closure of SU(2) is SL(2), we know that G 1 must contain all matrices A A where A ∈ SL(2). But as above, the theorem of Deligne says that the scalar multiples of the identity must be in the Zariski closure of the image of r A, , so that means that G must contain all matrices of the form above, where A is now in GL(2). Now G is the image under ι of G Zar , the Zariski closure of the image of r A, , which is the Kronecker product of the Zariski closure of the image of s A,λ with the image of δ. If we look at the closure of ρ A, (ker δ), this is a finite index subgroup of G Zar . Because the connected component of the identity G Zar,0 is isomorphic to GL(2) and thus is Zariski irreducible, the closure of r A, (ker δ) cannot be smaller than this.
But also it cannot be larger than this: it is contained in the centralizer of a 4-dimensional vector space inside M 4 (Q ), namely a·Id b·Id c·Id d·Id in the basis
is already such a centralizer: it centralizes a·Id b·Id c·Id d·Id in the usual basis. Therefore the closure of r A, (ker δ) is equal to this connected component A A : A ∈ GL(2) . On the other hand, G F can act on the vector space for the representation r A, solely through δ. The image of this representation commutes with the kernel of δ above, but as we observed, all such matrices are of the form a·Id b·Id c·Id d·Id . So the image of G F acting via δ alone lands in this vector space. In order for the image to land in GSp(4), we can calculate that either b = c = 0 or a = d = 0. Recall also that its image is dihedral and irreducible, so it must essentially give some dihedral representation. Each matrix in a 4-dimensional finite-image representation is unitary, so each of them already appears in the Sato-Tate group. But the only matrices of this form in the Sato-Tate group were in the group E n , J , so this must be the image of G F acting through δ.
This analysis concludes with what we may have already guessed, that in describing a representation of the Sato-Tate group, the symmetric part arises only from s A,λ and the finite-image part arises only from δ. Given such a representation, say Sym
We may apply Theorem 2.5 to (s A,λ ) λ , or in fact we may even apply [BLGGT14, Theorem 5.4.1] to find a field F /F for which (s A,λ | G F ) λ is cuspidal automorphic, assuming k ≥ 1. Then as before, cyclic base change tells us that (s A,λ | G E ) λ is cuspidal automorphic where F /E is solvable so that L(Sym k | G E , s) is invertible, and then Brauer's theorem tells us that L(Sym k , s) is invertible as well. We know that η • δ is cuspidal automorphic already if η is nontrivial, so L(η, s) is invertible. So the Rankin-Selberg method as before tells us that the L-function we wanted,
is invertible as long as Sym k and η are not dual. For k ≥ 1 this is obvious by cardinality, and for k = 0 and η nontrivial, this is just the Artin L-function for a representation of Gal(L /F ) where L is the fixed field of the kernel of δ. Since this is a solvable group, we know the L-function is invertible.
Other asymptotics
So far our goal has been to show that the normalized Frobenius conjugacy classes are equidistributed within the Sato-Tate group, and from this we can deduce the distributions of the normalized traces of Frobenius in the interval [−4, 4]. We have done this by proving that all nontrivial irreducible representations' L-functions are invertible. Unfortunately, the current state of affairs does not allow this in the two cases A or B[C 2 ], so we set our sights a little lower. We'd like to be able to show that for some positive fraction of primes, the trace of Frobenius is positive (resp. negative), but even this is beyond our elementary methods. A theorem of Boxer, Calegari, Gee and Pilloni helps us in this regard, as well as a theorem of Taïbi and Gee. Let A be any abelian surface over a totally real field F , and suppose that for some good prime v, the characteristic polynomial of the normalized Frobenius
Frobv √ qv in its compatible system of representations is
The natural numbers to look at are a 1,min , a 1,max , a 2,min and a 2,max , where for example a 1,min is the number for which zero proportion of primes v have a 1 < a 1,min but for any > 0 a positive proportion of v have a 1 < a 1,min − . We'll be able to prove the following theorems: The first two theorems above are the "best of their kind", so to speak; that is, given the Lfunctions we currently know to be invertible, there are probability distributions of α and β on the unit circle for which a 1 ≥ −
The generic case
Let us state the results of Boxer-Calegari-Gee-Pilloni and Gee-Taïbi.
Theorem 4.5 ([BCGP18]
). Let A be an abelian surface over a totally real field F . Then A is potentially modular.
Suppose that (ρ A, , V ) is the dual of the -adic Tate module representation of A. Suppose that v 1 , v 2 , v 3 , v 4 are a symplectic basis of V under the Weil pairing; that is, v 1 , v 2 = v 3 , v 4 = 1 and all other pairs of vectors become 0. The Weil pairing on V then becomes a direct-sum split of ∧ 2 V :
. It is not difficult to show that if A is generic, then W is irreducible.
Theorem 4.6 ([GT18]).
If ρ A, is strongly irreducible, there is a cuspidal automorphic form Π on GL(5) corresponding to the W above.
To prove Theorems 4.1 and 4.2, it suffices to prove them when looking at A/E where E/F is any field extension. This is for the following reasons: if a prime v of F splits in E, the Frobenius element does not change, and neither does the size of the residue field, so that the normalized trace of Frobenius is unchanged. Also, a set of primes of E of density 1 lie above split primes of F , so looking at the set of primes of E described in 4.1 or 4.2, almost all of them lie above a split prime of F . So a positive proportion of the split primes of F , which is a positive proportion of all primes of F , satisfy the inequalities.
Thus after Theorem 4.5 we may assume that A/F is modular, and so ρ A, corresponds to a cuspidal automorphic representation. We continue to assume F totally real, as this is a further allowance in [BCGP18] . We also assume that we are in the generic case A, so that the 5-dimensional representation W in Theorem 4.6 is isobaric. Therefore, as usual we know L(V, s) is holomorphic and nonzero on (s) ≥ 1 (where the L-function is shifted so that the critical line is (s) = 1 2 and all the eigenvalues have norm 1, as in the previous section). In addition, since W corresponds to a cuspidal representation, L(W, s) is also holomorphic and nonzero on the same set. And by Rankin-Selberg, since V V * ⊗ Q (1) and so V × V contains one copy of the cyclotomic character, L(V ⊗ V, s) has a simple pole at s = 1 and is holomorphic everywhere else on (s) ≥ 1 (where again the L-function is normalized in the standard way). The same holds for W ; that is, since W is irreducible and essentially self-dual, L(W ⊗ W, s) has a simple pole at s = 1 and is holomorphic nonzero everywhere else on the half-plane. And finally, since V and W are distinct irreducible representations, L(V ⊗W, s) is holomorphic nonzero everywhere on the half plane, again by Rankin-Selberg. Now that we have these five L-functions and their poles at 1, we look back at Serre.
with a pole of order c at s = 1 and holomorphic nonzero elsewhere on (s) ≥ 1, then qv≤n Tr ρ(x v ) = c n log n + o(n/ log n).
We apply this to the five L-functions above, with the normalized image of Frob v in V having eigenvalues α v , α −1 v , β v , β −1 v , to get the following analytics:
Combining with the statement of Serre's theorem for the trivial representation (namely, qv≤n 1 = n/ log n + o(n/ log n)), and letting s v = α v + α −1 v and t v = β v + β −1 v for convenience, we find the new system
Proof of Theorem 4.1. The identity
holds, so As stated in the introduction, these are the best possible theorems we may obtain with the asymptotics arising from Serre's method; namely, if it is not difficult to again check that all asymptotics above hold, and a 2,min = 4 5 for this set. Therefore, with our current knowledge of modularity lifting theorems, we cannot say more than these theorems.
Remark 4.8. While Theorems 4.1 and 4.2 do the job of bounding a 1,min , etc., from above or below, they are rather weak. We expect a 1,min to be equal to −4, yet we can only currently show that a 1,min ≤ − 2 3 , and similarly for a 1,max . We also expect a 2,max = 6, but we can only show that a 2,max ≥ 4 3 ; and we expect a 2,min = −2, but we can only show that a 2,min ≤ 4 5 . Notice also that we used heavily the fact that A was generic, because if it were not, neither the 3-dimensional representation V nor the 5-dimensional representation W would need be irreducible. In fact, W being irreducible is the reason that a 2,min and a 2,max are not necessarily symmetric around 2. It implies that the average of s v t v is −1, not 0, an asymmetric statement of equality.
Additionally, because we know the Sato-Tate conjecture in all cases except A and B[C 2 ], we can calculate a 1,min / max and a 2,min / max for all cases; for any abelian surface in cases E or F, where the normalized eigenvalues of Frobenius are always 2 copies of α and 2 copies of α −1 , a 2,max is still
The case B[C 2 ]
We now suppose our abelian variety A over totally real field F has Sato-Tate group SU(2) × SU(2), J . We may still apply Theorem 4.5, so that A is potentially modular. We of course base change to a totally real field extension F where A is modular and the Tate module representation is cuspidal, and then we again base change to the quadratic extension L over which all endomorphisms are defined, which is no longer necessarily totally real, but the standard rep remains cuspidal as it is a cyclic extension. As before, proving Theorems 4.3 and 4.4 for A over L is sufficient to prove Theorems 4.3 and 4.4 for A over F .
Over L, the dual Tate module representation decomposes into a 2-dimensional compatible sys-
Since A is modular over L, and (ρ A, ) is cuspidal, so too is (ρ A L ,λ ) λ . Now that we have a 2-dimensional rep corresponding to a cuspidal automorphic rep, we recall some theorems of Kim-Shahidi: 
Appendix
The polynomials we used to prove Theorems 4.3 and 4.4 appear rather arbitrary; besides the fact that they work, they give no indication of how strong the results are, how tight the bounds of 2.47 and 1.57 are. There are two questions this appendix answers: the tightness of these bounds (in a similar manner to how we showed 4.1 and 4.2 gave the best known bounds in the generic case), and the method used to derive them. Let V be the set {( Either the convex hull of f (V ) contains O = (0, 0, 1, 0, 1, 0, 0, . . . 14, 4, 14), or it does not. If O is contained in the convex hull of f (V ), by Caratheodory's theorem, it can be written as the convex combination of 33 points in the image f (V ). These points give us pairs (x, y) and coefficients, or probabilities, which satisfy the asymptotics that we derived. So we would be unable to prove that a 1,min or a 2,min was any smaller than u or v + 2.
On the other hand, if O is not contained in the convex hull of f (V ), there is a hyperplane separating O from this convex hull. Namely, there is some linear combination of the 32 coordinates which is smaller than some constant c for O, and larger than c for every point in f (V ). This hyperplane gives us a polynomial with which we may prove upper bounds for a 1,min and a 2,min , as we did when we proved Theorems 4.1 through 4.4.
Because increasing u or v only shrinks V , the sets of u and v for which O is contained in the convex hull form intervals, as do the sets of u and v where O is not contained. Therefore, the supremum of the former is the infimum of the latter, and for that u or that v, we obtain both a proof and an example, and this is the best we can hope for. In the case of the generic abelian surface, the upper and lower bounds we obtained were easy rational numbers, but there's no reason to suspect this to be the case for a B[C 2 ] surface. The rest of this appendix is devoted to finding tight provable bounds on the suprema.
We first prove that a 1,min will be less than or equal to −2.4763827913319 . . .. Look at the polynomial P 1 (x, y), symmetric in x and y, with the following (exact) coefficients (unfilled for x i y j where j > 4.1057063608821 x 8
1.7252053549918 The minimum of P 1 (x, y) on {(x, y) ∈ [−2, 2] × [−2, 2] : x + y ≥ −2.4763827913319} is approximately −0.495177804465548, at x = y ≈ 1.122946224307864. However, 
