ABSTRACT Large collections of electronic medical records (EMRs) provide us with a vast source of information on medical practice. However, the utilization of these data to support clinical decisions is still limited. Extracting useful patterns from such data is particularly challenging because the data are variable longitudinal, sparse, and heterogeneous. Therefore, in this paper, we propose the MCPL-based FT-LSTM, a clinical event prediction method based on medical concept representation learning. On one hand, inspired by FASTTEXT, we have developed an interpretative vector representation of medical events in EMRs, which enables us to capture the medical concept information effectively so that the patient's clinical data can be represented more reasonably. On the other hand, we propose a novel time-controlled long short-term memory (LSTM) prediction model, which adds time-control units to the original LSTM model. The model can describe the variable time intervals in EMRs, better capture long-term, and short-term information, and eliminate the strong dependence of clinical data on timestamps; thus, improving the model's prediction performance for clinical events. Through extensive experiments on the MIMICIII dataset, we demonstrate that the MCPL-based FT-LSTM achieves higher precision in the field of clinical event prediction, which is of great significance for the medical information research.
I. INTRODUCTION
Electronic medical records are systematic collections of longitudinal patient medical information generated by one or more encounters in any care delivery setting. Included in EMRs are patient demographics and encounter records such as claims, progress notes, problems, medications, vital signs, immunizations, laboratory data, radiology reports, etc. Routinely collected EMR data is now approaching the genomic scale in volume and complexity [1] . It stimulates digital medicine in part from the hope that by utilizing EMR data, we might more easily understand and improve care processes by leveraging computer information systems.
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Unfortunately, most of this information is not yet used in medical predictive models to improve care delivery.
Despite the richness and potential of available EMR data, the development of predictive models is difficult because, for traditional predictive modeling techniques, each outcome to be predicted requires the construction of a custom dataset with specific variables, in which 80% of the effort is the analysis of the model, the preprocessing and cleaning of the datasets, rather than analyzing for insights. This profoundly limits the scalability of predictive models. More seriously, the number of potential predictor variables in EMRs may easily reach the thousands, particularly in free-text notes from doctors. However, traditional modeling approaches still deal with this complexity by choosing a very limited number of commonly collected variables. This may unavoidably result in imprecise predictions, false-positives (FP) or falsenegatives (FN). FP predictions can overwhelm physicians, nurses, and other providers with false alarms. In addition, FN predictions can miss significant numbers of clinically important events, leading to poor clinical outcomes.
Compared with traditional statistical methods, deep learning has shown superior performance in complex fields such as computer vision, audio processing and natural language processing. It is known for its ability to handle huge volumes of relatively messy data. Moreover, neural networks can learn representations of key factors and their interactions from the data without specifying which potential predictor variables to consider and in what combinations. At present, the deep learning method has been widely applied to auxiliary diagnoses based on EMR data and has continuously achieved good results. However, most work is concentrated on the diagnosis and prediction of a single disease but rarely concentrates on universal diagnosis and prediction for multiple diseases, and the generalization ability of the models is seriously insufficient. Therefore, there are still no effective means for predicting a wide range of clinical events.
Development of predictive models with EMRs is usually regarded as a temporal pattern discovery (TPD) [2] problem, which aims to find the temporal patterns of one or more groups of patients.
TPD is an open-ended problem and an active research area which has attracted much interest from data mining applications, including those in financial marketing, video content analysis and social network analysis. Many challenges in TPD shared by these applications can be handled by well-known Recurrent Neural Network (RNN) methods, such as the long short-term memory (LSTM) model. However, the LSTM has certain limitations in settling some particularly pronounced issues in performing TPD from EMR data, therefore, the model still needs further improvement. For example, EMR data are heterogeneous. EMR data contain multiple types of events (e.g., diagnoses, medication, labs). The predictive model needs to be able to mine patterns from all types of events and capture the relationships among them. Another limitation lies in that the EMR data are sparse and irregular. EMR data are usually very sparse and at irregular intervals, as most patients do not experience frequent events. In addition, many existing LSTM models use the one-hot vector to represent EMR information, which may cause the loss of rich medical implications and still requires further improvement.
To solve the above problems, we propose a novel LSTM framework for EMR representation and perform the TPD task based on this concept. Specifically, we first extract the EMR data sequence according to the patient's admission sequence and build a complete patient knowledge base. Second, inspired by the FASTTEXT model, we perform finegrained embedded expression learning on medical concepts, so that the embedded vector space can better express the semantic similarity in the medical dimension. Based on the above design, we construct a complete patient vector expression. Finally, we propose a new LSTM variant, FT-LSTM, which explicitly models variable time intervals by adding time gates, characterizing patient long-term and short-term illness information, and more accurately capturing the information contained in electronic medical records. We evaluated the proposed model on a real large MIMIC III database. The experimental results demonstrate the effectiveness of the FT-LSTM model.
It is worthwhile to highlight the strength of the FT-LSTM.
• The patterns found by the MCPL-based FT-LSTM are comprehensive. The mined patterns represent relationships among all different types of events recorded in the patient EMRs, including the duration of events, as well as the interval and overlap between events.
• The MCPL-based FT-LSTM incorporates sparsity constraints. It can easily handle the high sparsity in the data by learning embedded expressions of medical concepts.
• We added a time gate to the MCPL-based FT-LSTM to effectively control the variable time interval and make the model suitable for variable-time interval modeling problems. The rest of this paper is organized as follows. Section 2 introduces related works. Algorithm details and extensions are described in section 3 and section 4. Section 5 presents the experimental results and is followed by the conclusion in section 6.
II. RELATED WORK
An electronic medical record is a complete and detailed clinical information resource retained by the resident individual in the medical treatment process. Such resources cover almost all of a patient's past and present medical information. In recent years, with the continuous improvement of the medical system, a large number of data mining works based on electronic medical records has emerged, mainly focusing on electronic medical record event representation and clinical diagnosis prediction.
A. EHR REPRESENTATION LEARNING
Electronic medical records are collections of long-term health information for patients. Typical EMR data includes patient statistical information, medical records, disease records, medications, vital signs, immunizations, laboratory data, radiology reports, etc. The effective use of EMRs is a key issue in many medical informatics studies, such as predictive modeling [3] , early detection of disease [4] , comparative studies of efficacy [5] and risk assessments [6] . Due to the sparsity, noise and irregularities of EMR data, it is quite challenging to directly use the original EMR data. Therefore, it is very important to derive better and more robust electronic medical record information for the application of medical informatics. The existing work takes the zero value of the sparse matrix as the actual zero [7] , constructs the feature vectors and performs summary statistics, followed by inputting these feature vectors into computational models (such as classification, regression and clustering) to accomplish specific tasks. However, this method is not appropriate because many of the zeros in the matrix are not actual zeros and instead have no values (the patient has no record, so there is no corresponding record). Therefore, the feature vector thus constructed is inaccurate. Zhouet al. [8] proposed a framework for expressing patient phenotypes for EMRs and mapped the observed medical characteristics to the low-dimensional medical concept space through matrix decomposition, but the medical concept space thus obtained is only a linear combination of the EMR information. Neural network-based representation learning has achieved great success in many fields, so it is also worthy of reference in the medical field. Mikolov et al. [9] proposed the Skip-gram model, which is a popular method based on neural networks, used to learn word representation. This method can capture the structural relationships between words by training a large amount of text and construct a real-value multidimensional dense vector. Socher et al. [10] proposed the GloVe model, a word representation method based on the global cooccurrence matrix. By this method, words with similar grammar and semantics can be used for training to obtain similar real-value vectors.
Minarro-Giménez et al. [11] applied the Skip-gram model to various medical texts to learn the representation of medical terms. Choi et al. [12] employed Glove to train the basic embedding, using the global cooccurrence matrix of words to learn the representations of diagnostic codes. Choi et al. [13] applied Skip-gram to structured data sets from health insurance companies. The datasets include patient access records, diagnostic codes (ICD9), laboratory test results (LOINC), and drug use (NDC). The method learned the effective expression of medical concepts, used the expressions to generate patient representations, and further applied them to real-world prediction problems to demonstrate that effective representation learning can improve predictive performance.
B. CLINICAL EVENT PREDICTION
A patient's course of disease is often very complex and seems to be unpredictable. Even when the environment and treatment are exactly the same, the progress of two patients still differs, sometimes even being opposite. Therefore, using electronic medical record data to mine the impact of event patterns on prognosis is an important research task. Researchers usually use Randomized Controlled Trials (RCTs) [14] , [15] to conduct research. RCTs are the gold standard for evidence-based medicine, which has strong statistical rigor. However, the implementation of this method is often time consuming and costly.
Therefore, researchers have begun to analyze historical electronic medical record data and conduct retrospective analysis, hoping to unearth the impact of important event patterns on prognoses during the treatment process. A common retrospective study involves the analysis of time series events. The patient's medical record is represented as a time-stamped sequence of events, and the temporal characteristics of these event sequences are analyzed to find their impact on the prognosis. Many techniques can be used to mine clinical event sequences, such as data mining [16] and interactive visualization technology [17] . Although these two methods have proven to be effective, they still have significant limitations. Mining-based methods can find frequent event modes, but the context in which they occur is usually ignored. This makes it difficult to answer many meaningful questions, such as ''Do these patterns generally appear in the early or late stages of the disease?'' and ''Will the effects of these patterns change with the course of the disease?'' In contrast, visualizationbased methods can express the complete process of the course of disease, indicating the context of frequent event sequences. However, such methods still have limitations in the analysis of a small number of event types, and it is difficult to explain complex event types in these methods. In recent years, the method of machine learning has also been applied to the prediction of clinical events. Logistic regression has been widely used for medical information because it can achieve a good balance between the accuracy and interpretability of the model. For example, sparse logistic regression has been used in the prediction of leukemia [18] , Alzheimer's disease [19] and cancer [20] . In recent years, researchers have further designed different normalization terms [21] - [23] for more complex sparse models. With the development of deep learning, RNN has been applied to time series modeling. John Hopfield [24] proposed the Hopfield network in 1982, which is the earliest recurrent neural network. Hochreiter and Schmidhuber [25] proposed the LSTM, which overcomes the gradient disappearance and gradient explosion of RNN, so that the gradient can flow. Since then, a series of variants of the LSTM have emerged and been applied in various fields. Wollmer et al. [26] proposed a bidirectional LSTM network, which was used together with dynamic Bayesian networks for context-sensitive keyword detection. Shi et al. [27] proposed a deep LSTM network, which consists of a stack of LSTM units for feature mapping learning representation. Phased LSTM [28] is an advanced RNN architecture for modeling event-based sequence data, in which the model integrates inputs from any sample rate sensor and can be used to process asynchronous sensing events that carry timing information.
In the medical field, Bai et al. [29] used concepts representations to predict medical events. Miotto et al. [30] generated patient vectors with a three-layer autoencoder and then used these vectors in conjunction with logistic regression classification to predict various ICD9-based disease diagnoses. Lipton et al. [31] used the LSTM network to predict 128 diagnoses and used the secondary target of the uncommon diagnostic label as a regularized form. Choi et al. [32] constructed the DOCTOR AI framework and conducted GRU network training on patient observations (clinical events, time), and the model simulated the behavior of a doctor by predicting future disease diagnoses and corresponding timed drug interventions.
In summary, researchers have done much work to achieve better diagnostic prediction, but there are still many problems to be solved, such as how to express the sequences of EMRs, how to better express the semantic similarity of medical concepts, how to describe the variable time intervals of EMRs, and how to predict complex diseases more accurately. Therefore, we propose the MCPL-based FT-LSTM method. On one hand, the EMR sequence representation method based on FASTTEXT [33] is proposed to learn the embedded expressions of medical concepts. On the other hand, we propose a novel time LSTM model. The model is able to explicitly model variable time intervals and then capture the information contained in the EMR data more accurately. Therefore, the proposed model has greater advantages for use with time series prediction problems.
Algorithm 1 MCPL-Based-FT-LSTM Optimization
Generate the initialize one-hot basic embedded word matrix E for the context. Randomly initialize FT-LSTM parameter θ r and softmax parameters W and b. repeat Update E with the FASTTEXT objective function using Eq.4 until convergence Obtain final representation g i repeat for patient p in P do for visit V in H p do Make prediction y until convergence = 0
III. MODEL ARCHITECTURE AND OVERALL PROCESS
The structure of model and the overall task flow are presented below. The structure of the medical clinical events representation learning-based FASTTEXT time LSTM (MCRL-based-FT-LSTM) is shown in Fig.1 .
We define the medical event as a variety of events that may occur during the medical process, including the diagnosis,
Algorithm 2 Conceptual Representation Learning Based on FASTTEXT
Randomly initialize softmax parameters W and b. Set the vocabulary size to N , the embedded dimension to M , the context window to w, and the character-level subword to n. repeat for patient p in P do do for visit V in H p do do Extract the patient's diagnostic code end for end for until all the records that exist are extracted Obtain all ICD9 code and build the words list L Generate one-hot input vector x, get the initialize basic embedded word matrix E for the context. for ω t in L do do Calculate similarity vector inner product s using Eq.5. Calculate the probability distribution matrix using Eq.2 end for repeat Calculate prediction loss J using Eq.4 Update parameters according to the gradient of J until convergence=0 the use of drugs, lab tests, etc. The medical concept information refers to medical concept words with certain medical semantic information such as disease name and drug name. Unlike numerical medical events, the direct prediction of disease diagnosis may lose rich medical information. Therefore, Inspired by FASTTEXT, we perform character-level processing on concept words, thus making vectors more semantically informative. Using the FASTTEXT method, through training, we represent medical concept words as numerical vectors. Through the decomposition of character level, the representation vector has richer medical semantic information.
To help the input of FT-LSTM yield richer medical semantic information, we first train the embedded expressions of medical concepts and further use the trained vector to construct the patient representation. Then, we send the constructed patient time series vector to the FT-LSTM model for further scoring and prediction.
For the important components in the figure, we give the following definitions:
For each patient p in P, the diagnostic record is given by the tuple e i = (d i , t i ), and d i is the i-th medical event recorded at time t i . Because the probability of the current event is closely related to the length of time between the a priori event and the current event, we calculate the event time interval.
• Definition 2. Let t be the time interval between each event and
be the collection of f times events that occurred during the j th hospitalization of a patient. For each patient p, his j times diagnostic history is given by 
The nested list is the b times visit records of the patient p, and the number of diagnoses that may be generated in each visit record is not equal. We set the number of diagnoses to f , g, h in the list.
The overall training process for performing sequential diagnostic prediction tasks is shown in Algorithm 1.
IV. EMBEDDED REPRESENTATION LEARNING OF MEDICAL CONCEPTS
To make the MCPL-based FT-LSTM better handle event relationships and time relationships, it is necessary to conduct embedded preprocessing of medical events. Inspired by the FASTTEXT method, we first assign different real-value vectors to each event, construct multidimensional matrices, and further optimize them so that each vector has strong medical significance, thereby obtaining low-dimensional, semanticrich expressions and effectively capturing the potential relationship between events.
The FASTTEXT model [33] is a natural language processing model based on Skip-gram [9] . This model takes into account the internal structure of the word and further uses subword information to obtain an accurate vector representation. Similar disease concepts always have similar lexical structures, such as lymphadenitis, lymphoma. Therefore, the FASTTEXT model is more suitable for medical event representation.
A. SKIP-GRAM MODEL
Skip-gram uses the selected target vocabulary to predict the words appearing in the context, The final task is to optimize the following logarithmic likelihood function:
where T is the length of the medical concept vector, c is the size of the sliding window, ω t is the central concept word, C t is the set of context words for ω t , and ω c is the contextual concept word for ω t . Let s be the word similarity function, then p(ω c |ω t ) in the above formula can be redefined as follows by the softmax function:
where W is the total number of medical concepts, s be the word similarity function. For the definition of the similarity function, an intuitive method is to calculate the vector inner product:
where v ω c is the vector representation of ω c , u ω t is the vector representation of ω t .
We construct the following function and further optimize the model parameters, achieve the optimal solution and obtain the final vector representation, as shown in Eq.4.
where T is the length of the medical concept vector, c is the size of the sliding window, ω t is the central concept word, C t is the set of context words for ω t , and ω c is the contextual concept word for ω t , s is the vector inner product of ω t and ω c .
B. FASTTEXT MODEL
In the medical vocabulary, many words have the same or similar prefixes and suffixes. To reflect the internal structure of the words in the representation of the word vector, an intuitive method is to further fine-grain the representation. We split each word into character-level n-grams, using '<', '>' to identify the beginning and end of the word and using the sum of the n-gram vectors to compute the word vectors. Take the words 'lymphadenitis' and 'lymphoma' for example. If n = 3, the two words can be expressed as:
<ly, lym, ymp, mph, pha, had, ade, den, eni, nit, iti, tis, is> <lymphadenitis> <ly, lym, ymp, mph, pho, hom, oma, ma> < lymphoma > There are many identical pieces of subword information in the two long words. This kind of special representation can effectively capture these similar subword relationships and further capture similar medical concept information. At the same time, because some rare concepts may have the same substructure as common concepts, the representation method can also improve the prediction accuracy rate of rare diseases. That is, the expression of subvectors further increases the precision of training and improves the prediction performance.
Let the subword dictionary size be G. Assuming that the word ω is given, G ω ⊂ {1, . . . , G} denotes the n-gram appearing in ω, and z g is used to vectorize the subword g in each n-gram. The word is then represented as the sum of the above subword vectors. Therefore, we need to redefine the word function in Eq.3 as:
where z g is the vectorized expression of the sub-word g, v ω c is the vector representation of the word ω c . In summary, the FASTTEXT model allows the sharing of representations between words, so that diseases with lower incidence in electronic medical record data can be reliably represented. Therefore, the disease expression vector becomes more accurate, and the accuracy of the prediction results can also be improved. The specific process is shown in Algorithm 2. Finally, we directly feed the generated numerical vector into the proposed FT-LSTM model and use the model for further prediction.
V. FT-LSTM MODEL
This section describes the technical details of the proposed model. We also describe in more detail how to use the improved novel LSTM model to predict the occurrence of possible events such as disease onset, drug use, etc.
A. LSTM MODEL AND ITS VARIANTS
The LSTM model can better process and predict realtime series compared with RNN. The model uses specially designed memory cells to store historical information, while the updating and utilization of historical information are controlled by three gates-the input gate, the forget gate, and the output gate. The design of these three gates and the independent memory cells allows the LSTM unit to have the ability to save, read, reset and update long-distance historical information, allowing the model to still have strong processing power for data with long-term dependencies. The model architecture is shown in Fig.2 .
The formula defined in the original text is as follows: 
where i t , f t and o t are the input gate, the forgetting gate, and the output gate, respectively. c t is the memory unit, x t is the input vector, h t is the hidden state, W corresponds to the weights of the input data and output data, b represents bias, and σ is the logistic sigmoid function, which has a range of (0,1). The phased LSTM model adds a new time gate, K t , to the original model to extend the LSTM unit. The gate is controlled by parameter oscillations with a range of frequencies that produce an update of the memory cells only during a small portion of the cycle. The model can achieve faster convergence than the traditional LSTM on tasks that require learning long sequences. The phased LSTM processes events with certain time information asynchronously, further improving the performance of the LSTM and reducing the computation runtime by an order of magnitude. The model structure is shown in Fig.3 .
B. FT-LTSM
In general, electronic medical record data is strictly timeseries data, but even for the same patient, there is still a strong imbalance in the occurrence times of the events. There may be a long or short irregular time distance between two adjacent events, as shown in Fig.4 .
Compared to events that occur over a relatively long period of time, events occurring within a short period of time are obviously more predictive. If the traditional LSTM model is applied to electronic medical record data, all events are processed at equal intervals, and the implied time interval between events will not be effectively utilized, thus, rich information will be lost.
To solve the above problems, we propose three LTSM architectures step by step. When simulating a patient's disease course, we not only consider the occurrence of various events but also consider the time intervals between different events. We combine long-term recorded events with shortterm recorded events and add time gates to take advantage of the rich time interval information and reflect the different effects of patient long-and short-term events on the predicted outcomes.
• FT1-LSTM We set the T t time control gate in the original LSTM architecture and put the time interval information into the model for prediction. The model architecture is shown in Fig.5 .
Based on Equations 6-10, we describe the time gate as Eq.11:
where n t is the time interval and σ n is the sigmoid function, W corresponds to the weights, b represents bias.
The memory unit is controlled by both the input information and the time information. The time interval is stored in time control gate T t and further transmitted for modeling, and then the model achieves the goal of the continuous modeling of the long-term course information of patients. Thus, we re-express Eq.7 and Eq.8 in the original LSTM as: (13) where T t is the time control gate, where i t , f t and o t are the input gate, the forgetting gate, and the output gate, respectively. c t is the memory unit, x t is the input vector, h t is the hidden state, W corresponds to the weights, b represents bias, and σ is the logistic sigmoid function. By adding time-controlled gates, the model obtains a certain time capture capability, which can be used for purposebased modeling of the event history. At the same time, to make further use of the time information and make the model able to distinguish between events within a short time and events within a long time, the model still needs further optimization.
• FT2-LSTM To further enhance the model's ability to capture time interval information, we add a new time gate to the T1-LSTM, which can give different weight information for long and short events. The T ut gate is set to control the impact of short-term events on the model prediction, while the T vt gate models the time interval to further capture long-term events. We also add memory unit c t to ensure the validity of the model. The model is shown in Fig.6 .
We describe the two timed gates as Eq.14 and Eq.15, and rewrite Eq.8, Eq.9, and Eq.10 in the previous paragraphs to Eq.16, Eq.17, Eq.18, and Eq.19:
where T ut is the short-time control gate, T vt is the long-time control gate, i t , f t and o t are the input gate, the forgetting VOLUME 7, 2019 FIGURE 7. The structure of the FT3-LSTM model.
gate, and the output gate, respectively. c t is the memory unit, x t is the input vector, h t is the hidden state, W corresponds to the weights, b represents bias, and σ is the logistic sigmoid function, which is the same as the initial equation. By setting the constraint W nu ≤ 0 at the time gate T ut , we can reasonably capture events with different time intervals. If the time interval during which the event occurs is short, then T ut increases correspondingly, which means that it will have a greater impact on the subsequent predicted output. Conversely, if the time interval is long, the effect is small. At the same time, T vt can still maintain the long-term capture ability for time. Therefore, the time information of events in historical information is further captured and expressed by different weights.
• FT3-LSTM Based on the FT2-LSTM model, we combine the input gate and the forgetting gate to further simplify the model. The model is shown in Fig.7 , where is the (1-) operation. By setting this operation, the input gate can be merged with the forgetting gate. We change the above Eq.8 to the Eq.20 and Eq.21: (21) where T ut is the short-time control gate, T vt is the long-time control gate, and i t is the input gate, c t is the memory unit, x t is the input vector, h t is the hidden state, W corresponds to the weights, b represents bias, and σ is the logistic sigmoid function, which is the same as the initial formula.
The FT3-LSTM model is further simplified on the basis of the FT2-LSTM, while still retaining the ability to process timing information and capture time intervals.
We use the sigmoid layer to predict the true label y t of the given sequence representation:
where W corresponds to the weights of the input data and output data, b represents bias,
The classification loss between the predicted y t and the real label y t for each sample is calculated using the cross-entropy:
(y t ×ln y t +(1−y t )×ln(1−y t )) (23) where N denotes the number of timestamps of the visit sequence, y t is the predicted label, and y t is the real label. The above loss is defined for a single patient. We sum the losses of all the samples, and our final result is the average of the individual losses for multiple patients.
The optimization algorithm of the FT3-LSTM is as described in Algorithm3, and the algorithms of the FT1-LSTM and FT2-LSTM are similar to this algorithm.
Algorithm 3 FT3-LSTM Prediction Model
Randomly initialize the parameters of each part W , b and θ r repeat for patient x from dataset X do for visit V t in X do Replace the original d i with the vector representation generated in Algorithm2
Calculate the time interval Make prediction y t using Eq.6, Eq.7, Eq.11, Eq18, Eq.19, Eq.20, Eq.21 end for end for Calculate prediction loss L using Eq.22 Update parameters according to the gradient of until convergence = 0
VI. EXPERIMENTS
In this section, we evaluate the performance of the MCPL-based FT-LSTM on the MIMICIII dataset. We set up five sets of models to conduct the experiments, select multiple sets of patient diagnostic sequence data and lab event data, and then experiment with the proposed three methods. We use the original LSTM model and the phased LSTM model as the control groups and use the skip-gram and FastText methods to perform pre-embedding treatment in each group, thus forming multiple contrasts to achieve more obvious experimental effects.
We first describe the dataset and the baseline models, then present the experimental results through discussion and make further visual representations.
A. DATASET DESCRIPTION
We evaluate the performance of the MCPL-based FT-LSTM on the MIMICIII (Medical Information Mart for Intensive Care) [34] dataset provided by Beth Israel Deaconess Medical Center. The database records clinical data from 58,976 hospitalization records of 46,520 patients in the intensive care unit, covering a variety of information types such as clinical diagnosis, vital signs, and laboratory tests. From this dataset, we extracted the course information of patients with more than 2 admission records and then further extracted the ICD9 codes of their diagnostic records. Finally, we obtained the admission records of 7537 patients, and the average number of admissions per patient was 2.65. Fig.8 shows the distribution of the admission records. Tab.1 summarizes the statistics of the data.
In addition, there are 525 kinds of lab test data in MIMICIII. We selected WHITE BLOOD CELLS measurement data and predicted abnormal values of blood events. We extracted 27647 sets of WHITE BLOOD CELLS data for the experiment, and the statistics are shown in Tab.2.
B. DIAGNOSTIC RECORD REPRESENTATION RESULTS AND VISUALIZATION
In chronological order, we extracted the diagnostic records of each patient and sent them to the FASTTEXT model. To more accurately represent the disease concept and reduce the computation time, we set the window size to 5 and the character-level subword to 3 and select the 128-dimensional vector for vector representation. T-distributed stochastic neighbor embedding (T-SNE) [35] is a very popular algorithm that can reduce data from multidimensional to twodimensional or three-dimensional. We use the T-SNE method to reduce the dimensionality of the word vector and draw the 10 most common types of diseases including heart system diseases, blood system diseases, etc. Fig.9 shows the details of the distribution of the 10 diseases.
C. COMPARING METHODS
To verify the performance of the model, we compare the MCPL-based FT-LSTM to the following methods. • LSTM: The original LSTM model, in which all events are treated equidistantly.
• LSTM+: The disease event is embedded using the Skipgram method and then fed into the original LSTM model for prediction.
• Phased LSTM: A time gate is added to the LSTM model.
• Phased LSTM+: The disease event is embedded using the Skip-gram method, and a single time gate is added to the LSTM.
• FT1-LSTM: A time control gate is added to the LSTM model.
• FT1-LSTM+: A time control gate is added based on the LSTM model, and word vector embedding preprocessing is performed based on the Skip-gram method.
• FT1-LSTM++: A time control gate is added based on the LSTM model, and the word vector embedding preprocessing is performed based on the FASTTEXT method.
• FT2-LSTM: Two different time control gates are added to the LSTM model.
• FT2-LSTM+: Two different time control gates are added to the LSTM model, and the word vector embedding preprocessing is performed based on the Skip-gram method.
• FT2-LSTM++: Two different time control gates are added to the LSTM model, and the word vector embedding preprocessing is performed based on the FASTTEXT method.
• FT3-LSTM: Two different time control gates are added to the LSTM model, and then the structure is further simplified by combining the forgotten gate and the input gate.
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• FT3-LSTM+: Word vector embedding preprocessing is performed based on the Skip-gram method, and two different time control gates are added to the LSTM model along with further simplifying the structure by combining the forgotten gate and the input gate.
• FT3-LSTM++: Word vector embedding preprocessing is performed based on the FASTTEXT method, and two different time control gates are added to the LSTM model along with further simplifying the structure by combining the forgotten gate and the input gate.
D. EVALUATION METRICS AND PREDICTION PERFORMANCE 1) EXPERIMENT ON DIAGNOSTIC PREDICTION PROBLEMS
We consider diagnostic prediction problems as sequence prediction problems and further imitate the diagnostic behavior of doctors in the real world by giving a list of possible illnesses. Such assessment methods are more able to assist in medical diagnosis. Therefore, we use the Recall@k method and the MAP@k method to evaluate the model.
Top-k recall = #of true positives in the top k predictions #of true positives (24) For a patient sequence, we calculate the Recall@K value for each patient and average it, which produces the model recall rate that we are seeking. MAP@k (mean average precision) is a single-valued indicator that reflects the model's predictive performance across all sequences. That is, if the diagnosis predicted by the model is in the front of the sequence (indicating a higher rank), the MAP is higher. If the model does not predict a correct diagnosis, the accuracy defaults to zero.The formula is shown in Eq. (25) , (26) . (26) where P is the number of patients, N is the number of samples, r is the rank, and I (r) is the index function of the positive samples of a given rank. We selected the diagnostic sequence and performed multiple comparison experiments. The results of RECALL@K and MAP@K are respectively shown in Tab.3 and Tab.4.
According to the experimental results, the FT2-LSTM model preprocessed by the FastText method has the highest accuracy at k = 20, which proves the effectiveness of the method. At the same time, the performance of FT3-LSTM is slightly poor at the beginning, but satisfactory results are obtained with the increase in the choice of k values. Compared to the original LSTM model, the recall rate increased by 22.09 %.
At the same time, we also compared this method with other literature methods. Miotto et al. generated patient vectors using a three-layer autoencoder and then used these vectors in combination with logistic regression classification to predict various ICD9-based disease diagnoses in the window [30] . The recall rate increased by 0.322. The comparison results are shown in Fig.10 .
2) EXPERIMENT ON VARYING LENGTHS OF NUMERICAL-TYPE SEQUENTIAL DATA
We also extracted lab test data for the experiments. White blood cells are a routine subject of blood tests. The obtained information is mainly used to screen for blood diseases and other inflammatory infections. If there is an increase in the number of white blood cells, this indicates an acute bacterial infection, inflammation, uremia, severe burns, acute bleeding, tissue damage, and post-surgical events. If the number is reduced, this indicates the occurrence of certain acute diseases such as AIDS, malaria, etc. The AUC of a classifier is equivalent to the probability that the classifier will rank a randomly chosen positive instance higher than a randomly chosen negative instance [36] . The larger the AUC is, the better the model, which is suitable for the classification-based accuracy evaluation in sequence prediction tasks.
Through verification, the prediction accuracy of the proposed three timing LSTMs is 0.216 higher than that of the original model, as shown in Fig.11 . Additionally, to evaluate the model's ability to model data with different sequence lengths, we also calculated the sequence length distributions of different patients, as shown in Fig.12 .
We modeled time series containing different events by the proposed three models and predicted the occurrence of anomalous events. From Fig.13 , we can draw the following conclusions. When the sequence length increased, the AUC of the proposed model increased from 0.7722 to 0.9540 over that of the original model. For long sequence tasks, our proposed model is more competitive.
VII. CONCLUSION
In this paper, we propose a new LSTM neural network algorithm for modeling time interval information. First, we use the similar information between medical concepts to perform preword vector processing. Inspired by the FAST-TEXT method, we model the rich subword information in the medical concept and map the concept to the vector space to obtain a conceptual representation that contains more medical semantic information. Then, we construct a disease vector and propose three different FT-LSTM models step by step. By adding a time gate, we effectively model the sequence to capture both time and event information that occurs during the course of the disease and use time information to simulate events that may occur in the patient's clinical sequence. We give different weights to the short-term disease data and long-term disease data, which effectively improves the accuracy of the prediction.
At the same time, we further simplify the model to improve the accuracy of the serialization prediction and improve the operation speed. Through a large number of comparative experiments on real data sets, we have shown that the FT-LSTM model has higher prediction accuracy than does the traditional LSTM model. In addition, benefiting from the pretrained word vector, the model shows stronger performance, higher accuracy, and a better overall training effect and therefore has great application value.
In future work, we will apply algorithms to sequences of different lengths for the evaluation of more data sets and use more types of data to optimize the model to further capture event information and event real-value information. This will enable the model to efficiently process heterogeneous data so that different types of time series events, such as doses, measurements, etc., can be simulated simultaneously in a variety of scenarios, which will allow us to make efficient predictions.
