We have observed in recent years a growing interest in similarity search on large collections of biological sequences. Contributing to the interest, this paper presents a method for indexing the DNA sequences efficiently based on q-grams to facilitate similarity search in a DNA database and sidestep the need for linear scan of the entire database. Two level index -hash table and c-treesare proposed based on the q-grams of DNA sequences. The proposed data structures allow the quick detection of sequences within a certain distance to the query sequence. Experimental results show that our method is efficient in detecting similarity regions in a DNA sequence database with high sensitivity.
Introduction
Similarity search on DNA database is an important function in genomic research. It is useful for making new discoveries about a DNA sequence, including the location of functional sites and novel repeatitive structures. It is also useful for the comparative analysis of different DNA sequences. Approximate sequence matching is preferred to exact matching in genomic databases due to evolutionary mutations in the genomic sequences and the presence of noise data in a real sequence database. Many approaches have been developed for approximate sequence matching. The most fundamental one is the Smith-Waterman alignment algorithm [14] which is a dynamic programming approach that seeks the optimal alignment between a query and the target sequence in O(mn) time, m and n being the length of the two sequences.
However, these methods are not practical for long sequences in the megabases range. Effort to improve the efficiency falls into the common idea of filtering by discarding the regions with low sequence similarity. A well known approach is to scan the biological sequences and find short "seed" matches which are subsequently extended into longer alignments. This method is used in program like FASTA [13] and BLAST [1] which are the most popular tools used by biologists. An alternative approach is to build index on the data sequences and conduct the search on the index. Various index structure models [2, 4, 7, 17] have been proposed for this purpose.
Our method is based on the observation that two sequences share a certain number of q-grams if the edit distance between them is within a certain threshold. Moreover, since there are only four letters in the DNA alphabet, we know that the number of all combinations of q-grams in a DNA sequence is 4 q . In this paper, we propose two level index to prune data sequences that are far away from the query sequence. The disjoint segments with the length ω are generated from the sequence. In the first level, the clusters (called qClusters) of similar q-grams in DNA sequence are generated; then a typical hash table is built in the segments with respect to the qClusters. In the second level index, the segments are transformed into the c-signatures based on their q-grams; then a new index called the c-signature trees (c-trees) is proposed to organize the c-signatures of all segments of a DNA sequence for search efficiency.
In the first level of search, the sliding segment of query sequence is generated and encoded into the key in terms of the coding function, and then the neighbors of this key will be enumerated. Thus a set of candidate segments will be extracted from the buckets pointed by the key and its neighbors, and be put into the second index structure c-trees for future filtering. In the second level of search, we only access the tree paths in c-trees that include possible similar data sequences in their leaf nodes. We also propose a similarity search algorithm based on the c-trees for query segments.
The rest of paper is organized as follows. In Section 2, we define the problem of similarity search in DNA sequence databases and briefly review related work. In Section 3, the concept of qClusters and c-signature is presented. The filter principle based on q-grams is also described. In Section 4, we propose two-level index scheme constructed on the q-grams for DNA sequences. In Section 5, an efficient similarity search algorithm is presented based on the proposed index structure. The test data and experimental results are presented in Section 6. Section 7 summarizes the contribution of this paper.
Problem Definition and Related Work
In this section, we formalize the similarity search problem in a DNA sequence database and describe the related existing work.
Problem Definition
The problems of approximate matching and alignment are the core issues in sequence similarity search. To process approximate matching, one common and simple approximation metric is called edit distance.
Definition 1. Edit Distance
The edit distance between two sequences is defined as the minimum number of edit operations (i.e., insertions, deletions and substitutions) of single characters needed to transform the first string into the second. ed(S, P ) is used to denote the edit distance between sequence S and P .
In general, this problem of sequence search can be described formally as follow: Problem 1. Given the length l and edit distance ϑ, find all subsequences S in D which have length |S| ≥ l and ed(S, Q ) ≤ ϑ for subsequence Q in query sequence Q.
Since with high possibility there exists a similar segment pair (s, q), s ∈ S, q ∈ Q if S is similar to Q , we instead solve the following problem.
Problem 2. Given the length ω and edit distance ε, find all the segments s i with length ω in D which meet ed(s i , q j ) ≤ ε for the query segments q j with length ω in Q.
Related Work
A great amount of work has been done to improve search efficiency and effectiveness in DNA sequence databases. BLAST [1] is a heuristic method for finding similar regions between two genomic sequences. It regards the exact match of W contiguous bases as candidates which are then extended along the left side and the right side to obtain the final alignments. Unfortunately, BLAST faces the dilemma of DNA homology search: increasing the seed size W decreases sensitivity while decreasing the seed size results in too many random results. PatternHunter [8] is an improvement on BLAST both in speed and sensitivity through the use of non-consecutive k letters as model. In essence, PatternHunter's basic principles are similar to those of BLAST.
Researchers have also proposed indices for sequence databases. The suffix tree family is a well-studied category of indices to resolve string-related problems [16, 9, 2, 11, 10] . QUASAR [2] applies a modification of q-gram filtering on top of a suffix array. However, its performance deteriorates dramatically if the compared sequences are weakly similar. Also, the resulting index structure based on the suffix array and suffix tree is large compared to the size of the sequence database. Even if the suffix tree is used without links as proposed in [5] , the suffix tree structure index is still nearly 10 times the size of the sequence database. Oasis [10] , a novel fast search algorithm is driven by a suffix tree and it also suffers the large size of index structure.
In [15] , the ed-tree is proposed to support probe-based homology search in DNA sequence databases efficiently. But the size of the tree-structure index is larger than the sequence database and also it is very time-consuming to build the ed-tree for sequences. Recently, some attempts [7, 12] have been made to transform DNA sequences into numerical vector spaces to allow the use of multi-dimensional indexing approaches for sequence similarity search. Though these methods avoid false dismissals and offer very fast filtering, their drawback is that the approximation of edit distance is not sufficiently tight, which increases the cost of refining results for final output.
SST [4] has been shown to be much faster than BLAST when searching for highly similar sequences. Unfortunately, since the distance between sequences in vector space does not correspond well with the actual edit distance, a larger number of false dismissals may occur if the similarity between the query sequence and the target sequence is not sufficiently high. Williams et al. [17] proposed a search algorithm in a research prototype system, CAFE, which uses an inverted index to select a subset of sequences that display broad similarity to the query sequence. The experiments show that CAFE is faster but also less sensitive than BLAST when searching for very similar sequences.
Notations
Although the edit distance is a simple but fairly accurate measure of the evolutionary proximity of two DNA sequences, the computation complexity is O(mn), m and n being the length of the two sequences. To speed up approximate sequence matching, filtering is an efficient way to quickly discard parts of a sequence database, leaving the remaining part to be checked by the edit distance. Our proposed approach to sequence similarity search is based on q-grams, where the q-gram similarity is used as a filter.
Preliminaries
Before we define qClusters and c-signature, we shall briefly review q-grams and qgram based filter. The intuition behind the use of q-grams as a filter for approximate sequence search is that two sequences would have a large number of q-grams in common when the edit distance between them is within a certain number. 
The qClusters and c-Signature
The alphabet of the DNA sequence comprises four letters: Σ = {A, C, G, T }. It means there are in all |Σ| q = 4 q kinds of q-grams, and we may arrange them according to the lexicographic order, and use r i to denote the ith q-gram in this order. All the possible q-grams are denoted as: = {r 0 , r 1 , . . . , r 4 q −1 }. The q-gram clusters(qClusters) can be defined below: Set aj = 0 when n ≤ j < ck. For sequence S and P , we define the distance between sig
For better understanding of the definition of q-gram signature and c-signature, we consider the below example: Example 1. For sequence P="ACGGTACT", its q-gram signature is (01 00 00 11 00 11 10 00) with 16(=4 2 ) dimensions when q = 2. In P , the q-gram 'AC' occurs twice in position 0 and 5, so we set the corresponding bit in position 1 in q-gram signature as '1'. As there is no occurrence of 'AA' in sequence P , the corresponding bit in position 0 in q-gram signature is set as '0'. For c=2, the c-signature of P is (10020210) with respect to the definition of the c-signature.
With the property |a| + |b| ≥ |a + b|, it is not difficult to obtain the following lemma for filtering in terms of c-signature: The following formula holds:
|aj − bj| ≤ 2εq.
An Indexing Scheme for DNA Sequences
A two-level indexing scheme is proposed to organize the segments in DNA sequence database and support the similarity search.
The Hash Table
In order to hash the DNA segments to a hash table with size 2 λ , it is necessary to encode the segment into a λ-bit integer. Given a segment s, we encode it into a λ bitmap e = (e 1 , e 2 , . . . , e λ ) with respect to qClusters={qCluster 1 , qCluster 2 , . . . , qCluster λ }. If there exists a q-gram gram in s which meets gram ∈ qCluster i , we set e i = 1, else e i = 0, where 1 ≤ i ≤ λ. Following the encoding principle, any DNA segment s can be encoded into a λ-bit integer (e 1 , . . . , e λ ) by the coding function:
The hash table has totally 2 λ buckets for the qClusters {qCluster 1 , . . . , qCluster λ }, and each segment s i can be inserted into the corresponding bucket in the hash table with the use of the hash function coding(s i ). Note that λ is set as 15 and 22 for q=3 and 4 respectively in the experimental studies for better performance, and we will not declare it again.
The c-trees
The c-trees are a group of rooted dynamic trees built for indexing c-signatures. The height of the trees, is set by the users. Given the c-signature of the segment s, sig c (s)= (v 0 , v 1 , . . . , v k−1 ), there are δ = k trees in total. We denote these trees as T 0 ,...,T δ−1 .
Each path from the root to a leaf in T i corresponds to the c-signature string sig
. For ease of discussion, we shall assume without loss of generality that k is divisible by and thus T δ−1 also has a height of . For each internal node of the tree, there are at most c + 1 children. Each edge in a tree of c-trees is labeled with the respective value from 0 to c.
The DNA segments are transformed into the c-signatures in order to build the ctrees on them. Note that it is not necessary to store the c-signatures themselves after the trees are constructed. To further consolidate the definition of c-trees, we shall present a straightforward algorithm to build c-trees for a group of c-signatures.
In Algorithm 1, label[ N x , N y ] denotes the label of edge N x , N y in the c-trees. For notation convenience, define S − S as a suffix of S, where S is a prefix of S, and the concatenation of S and S − S is S. is used to refer an empty string. Also lN ode denotes the leaf node in the c-trees, and E 0 [lN ode] is a group of segments in lN ode of the first tree T 0 . Note that E 0 [ * ] will be constructed only for the tree T 0 . For the other trees, the link from the c-signature to the leaf node will be constructed instead. 
Algorithm 1 Tree Construction

Query Processing
In this section, we present how to use the two-level index to get the candidates by pruning data segments that are far away from the query sequence. Then the dynamic programming is conducted to obtain the final alignments with high alignment score between the candidates and query sequence. This phase is a standard procedure, so we just skip the details about it in this paper. Before sequence similarity search begins, a hash table HT and the c-trees are built on the DNA segments. The query sequence Q is also partitioned into |Q| − ω + 1 sliding query patterns q 1 , . . . , q |Q|−ω+1 .
The First Level Filter: Hash Table Based Similarity Search
The query pattern q i is first encoded to a hash key h i , which is a λ bit integer. Then all the encoded neighbors ngbr of the hash key h i are enumerated, and the neighbors are those λ bit integers encoded from the segments which are within a small edit distance from q i . In [3] , an approach has been proposed to enumerate a segment's neighbors. The main idea is also applicable for our current case, but the difference is that we need to consider the impact on the q-grams to get the encoded neighbors when some edit operations are conducted on the segment. d edit operations on segment s will result in at most dq q-grams which are different from those in s, and the new neighboring key will be computed in terms of the new group of q-grams by using the coding function. In our case, d is set as 3.
Once an encoded neighbor e ngbr of q i is enumerated, the segments in the bucket HT [e ngbr ] of the hash structure HT will be retrieved as candidates and stored into the candidate set C ht .
The Second Level Filter: The c-trees Based Similarity Search
The candidate segments C ht generated from the first level filter will be further verified by the c-trees. According to the c-trees structure, the c-signature sig c (q) of query q is
The Space and Time Complexity Analysis
In this section, the space and time complexity are analyzed for the two-level index structure. For the space complexity of the hash table, we need O(2 λ ) for the table head. For the bucket of the table, segments will contribute space Θ(|D|/ω). Thus, the total space complexity for the hash structure will be O(2 λ + |D|/ω). Each neighboring of the segment can be generated with time amortized complexity O(1) . Thus, the time complexity for the query is O(|q|) .
Essentially, the space complexity for the c-trees can be divided into two portions: the c-trees themselves, and space occupied by the E 0 [ * ] and links. According to the algorithm, E 0 [ * ] must be stored for the first tree; thus they require O(|D|/ω) space. The height of each tree is bounded by O(4 q /(δc)), thus for each tree, the storage required for the edge labels is bounded by O((c + 1) 4 q /(δc) log(c + 1)) for each tree. Besides, we also need to maintain the links for the other trees. The space required by links highly depends on the data distribution. Note there are lots of zeros in c-signatures, thus a lot of links will point to a dummy leaf (by dummy we mean that the path label is 0). So we may just compress those links. The time complexity depends on the pruning rate for each iteration. Suppose the filtering rate for each iteration is β, then the total time required to obtain the final candidate set is O(δ(c+1)
in the worst case. Note in practice, the algorithm is much more efficient since we do not need to traverse the whole structure most of the time.
Experimental Studies
We evaluate the sensitivity, effectiveness and efficiency of our search method and compare it to the latest version of BLAST(NCBI BLAST2). For BLAST, we set the length of the seed as 11 in the experiment.
The Sensitivity Analysis
The key issue for the entire search approach is to find a trade-off between sensitivity and effectiveness while maintaining search efficiency. Sensitivity can be measured by the probability that a high score alignment is found by the algorithm. We define the sensitivity analysis problem as: Given a pair of genomic sequences with length L and the similarity ratio sim, compute the sensitivity or probability that they can be detected by the search model.
In the experiment, the sensitivity of the filter model is the probability that the two sequences S and P with length L and similarity sim can be regarded as similar sequences when the number of the common q-grams in S and P is at least ρ. Fig. 2(a) depicts how the number of common q-grams ρ affects the sensitivity of the filter model for L=30, sim=63% and q = 2, 3, 4, and compares the sensitivity to BLAST. Given sim=63%, for q=4, it shows that our filter method can achieve higher sensitivity than BLAST as long as the number of common q-grams is no more than 9. Fig. 2(b) shows how the sensitivity of our filter model varies with the similarity sim for L=30. In comparison with BLAST, our filter method for q=3,4 achieves higher sensitivity. 
The Effectiveness Analysis
Two groups of experiments were conducted to measure the effectiveness of the proposed two-level index structure by using the dataset ecoli.nt. The filter rate used in the experiment description is defined as the ratio of the total number of hits found to the total number of segments in data sequence. The first group of experiments measure how the parameters c and q affect the effectiveness of filtering when we fix ω=30 and ε=3, in the filter processing. The result in Fig. 2(c) shows that when c increasing, the filter rate drops down as the c-signature representing the segment becomes inaccurate. On the other hand, larger q results in better filter rate since the segment property can be captured more accurately by the csignatures. The filter rate is 99.9495% for q=4 and c=3. We will use q=4 and c=3 for the efficiency analysis in the following experiment.
The second group of experiments evaluate the effectiveness of the index while varying the segment length ω as well as edit distance ε. The filter rate for different ω and ε is shown in Fig. 2(d) . For ω=30 and ε=4, the filter rate can still be as high as 95.895%. All the results show that the proposed index structure is effective for the similarity search.
The Efficiency Analysis
The five DNA datasets used in the experiments are: other genomic(1.06GB), Patnt(702.1MB), month.gss(286.2MB), yeast.nt(12.3MB) and ecoli.nt(4.68MB). All the datasets are downloaded from NCBI website.
We first evaluate the efficiency in data sequence preprocessing before performing similarity search in terms of the proposed index structure. Fig. 3(a) shows that pre- processing with our method is much faster than that with BLAST due to the efficient algorithm for the hash table and c-trees construction.
The efficiency for searching a single segment is analyzed. The results of the efficiency of segment searching are presented in Fig. 3(b) for q=4 and c=3. We conduct the experiment by varying the segment length ω from 30 to 40, and the edit distance ε from 3 to 4 for the dataset patnt. The results show that better performance can be achieved for ε = 3 since it causes better filter rate than ε = 4.
An experiment is also carried out to investigate how the length of the query sequence affects the performance of our method in comparison with BLAST. To do this, we perform similarity search for query lengths of 1000, 1500, 2000, 2500 and 3000 on patnt. Fig.3(c) shows our search speed is about twice faster than BLAST when the query length is varied from 1000 to 3000. We performed a comparison of our search method with BLAST on the five datasets as well. We set q=4, c=3, ω=30 and ε=3. The results of the comparison are shown in Fig. 3(d) when the query length is fixed as 1000. The speed-up of the c-trees over BLAST ranges from 2 to 3 for the different size of sequence datasets.
Conclusion
We have devised a novel two-level index structure based on q-grams of the DNA sequences which can support efficient similarity search in DNA sequence database. The filter principle with respect to the index structure is presented and it can guarantee that we can achieve efficient sequence searching while keeping the higher sensitivity. We also carry out the experiments to evaluate the performance of our method in the sensitivity, effectiveness and efficiency, and the results show that our method can efficiently detect the regions in DNA sequence database which are similar to the query sequence with high sensitivity.
