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1. INTRODUCTION 
Let X be a Hausdorff topological space, S be a compact subset of X and f be a lower semi- 
continuous (l.s.c.) function defined on S. Then the minimum of f over S exists: 
and the set of minima 
~ = =~inf(z) (1.1) 
# = {x l l (x )  = x e s}  (1.2) 
is nonempty. 
Up till now people rarely consider the problem of finding solution of (1.1) under such loose 
conditions not because it is useless. The objective function may be discontinuous; the constrained 
set may be disconnected. But many problems from natural and social sciences, as well as from 
industrial applications do require minimizing a discontinuous function. On  the other hand, prob- 
lems in applications may require that the constrained set S be disconnected, by the reason of 
physical forbiddance. If we only considered the problem of finding a local minimum, it would not 
bother us whether S is connected or not. 
But we still have to put certain restrictions on the set S and on the function f. This is why 
the robust analysis should be studied. 
In this work we extended the earlier works [1] and [2]. We first study the properties of robust 
sets and robust functions. And then the minimization problem of a robust function over a robust 
compact set is considered by the integral approach. Optimality conditions in [3] and the algorithm 
in [4] and [5] are extended to this case. Numerical tests and industrial applications [6] show that 
the algorithm is effective. 
2. ROBUST SETS AND ROBUST POINTS 
We begin with definitions of a robust set and a robust point. Let X be a topological space and 
D be a subset of X. 
DEFINITION 2.1. A set D is said to be robust iff 
cl D : c l  (int D). (2.1) 
DEFINITION 2.2. A point x 6 cl D is said to be robust to the set D iff for each neighborhood 
N(z) n int D # ¢. (2.2) 
An open set is robust. The concept of robustness is a generalization of that of openness. A 
closed set may be nonrobust. For instance, a point • is closed in R I but it is nonrobust. Note 
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that the concept of robustness is closely related to the given topology. A subset of integers is not 
robust on R I, but it is robust with respect to discrete topology on the set of integers. 
REMARK. We only define the robustness of the points in c1 D because if z ~ cl D, then there is 
a neighborhood N(x) of z such that N(x) n cl D = O, i.e., (2.2) does not hold. Thus, the points 
which are not contained in cl D are always nonrobust. 
The following theorem shows that each point of a robust set is robust to this set, and vice 
versa. 
THEOREM 2.1. A set D is robust if and only//'each point o lD is robust to D. 
PROOF. Suppose there is a point z E D which is nonrobust to D, then there exists a neighborhood 
Y(x)  of x such that N(x) n int  D = 0. It implies z ~ cl (int D). Thus, z • cl D\cl  (int D) ¢ 0. 
D is then nonrobust. 
Conversely, suppose ach point of D is robust to D but, by contrary, D is nonrobust. That is, 
A = cl D\c l  (int D) ¢ 0. Take a point x • A. Since z ~ cl (int D), we can find a neighborhood 
Y(z)  ofx  such that Y (z )n  int D = 0. Since x • cl D, g (x )nD # 0. Take a point zl • Y (x )ND 
and take a neighborhood NI(zl)  of xl such that NI(xl) C N(x). Then NI (x l )A int D = 0. This 
means that xl is nonrobust o D. We have a contradiction. [ 
Suppose a point x is robust to both D and G, then the point x may be nonrobust o their 
intersection D n G. For instance, let D = [0, 1] and G = [0, 1/2] O [1, 2]. They are robust on R 1. 
The point x = 1 • D n G = [0, 1/2] t9 {1} is nonrobust o D n G. 
THEOREM 2.2. Suppose z is robust to D and z • int G, then z is robust to D n in t  G and also 
to DnG.  
PROOF. For each neighborhood NI(x) C N(x)N int G, we have Nl(x) n int  D ~ O because x is 
robust to D. Now we have 
N(x) n int  (DN int G) = N(x) n int  GA int D D Nl(x) n int  D ~ 0. 
Therefore, x is robust to D n in t  G and, thus, to D n G (which may be a larger set). I 
With the help of Theorem 2.1 and Theorem 2.2 we can easily prove the following theorems. 
THEOREM 2.3. The union of robust sets is robust. 
THEOREM 2.4. The intersection of a robust set and an open set is robust. 
The following statements hold, and can be proved, using the above theorems: 
(1) if D is robust then cl D is also robust; 
(2) a point x is robust to D if and only if x Ec l  (int D); 
(3) if D is robust and F is closed, then D\F  is robust; 
(4) a set D is robust if and only if OD = 8int D, where OD = cl D\ int  D, the boundary of 
D. 
3. ROBUST FUNCTIONS 
Let f : X ---* R be a real valued function defined on a topological space X. In this section we 
will consider a class of discontinuous functions related to the concepts of robust sets and points. 
A function f is said to be upper semi-continuous (u.s.c.) iff the set 
F¢= {z[f(x) < c} (3.1) 
is open for each real number c. A function f is said to be u.s.c, at a point z0 iff x0 E F¢ implies 
x0 E int (Fc). We generalize these concepts to robust functions. 
DEFINITION 3.1. A function f is said to be robust iff the set Fc = {x[f(x) < c} is robust for 
each real number c. 
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DEFINITION 3.2. A function f is said to be robust at a point z0 iffz0 EFc implies zo is robust 
to F~. 
An u.s.c, function is robust, so is a continuous function. A monotone function f on R I is 
robust. Indeed, suppose f is increasing, then F¢ = (-oo, a), where c = f(a), the point a may 
be contained in Fc or not. In both cases Fe is robust. If f is u.s.c, at a point z0, then f is also 
robust at the point z0. 
The following theorem is expected. 
THEOREM 3.1. A function is robust if and only if it is robust at each point. 
The sum of two robust functions may be nonrobust. For example, let 
{I, x<0 and f , ( z )={ 0' z<0 (3.2) 
fa (z )= 0, z>0,  1, z>0,  
then f l  and f2 are robust. But the sum of them 
1, z /60 ,  (3.3) 
f(z)=f1(x)+f2(x)= 0, z=0,  
is  nonrobust at z = 0.  
THEOREM 3.2. Suppose that f is robust at zo and g is u.s.c, at zo (for division g is supposed to 
be l.s.c, at zo). Then the following functions are robust at zo. 
(1) 
(2) / + g; 
(3) f.g (g('0) > 0); 
(4) fig (g(z0) > 0). 
It is easy to prove the following proposition from Theorem 3.1. 
PROPOSITION 3.3. Suppose that f is robust and ~is u.s.c. (for division g is supposed to be l.s.c.), 
then the following functions are robust: (1) a f  (ct > 0); (2) f + g; (3) f .g (g(z) > O) and (4) 
//g (g(x) > o). 
If fa(z) is robust at a point z0 for each a E A, then the function f(z) = infae^ f~(z) is also 
robust at the point z0. The limit of a decreasing sequence of robust functions preserves the 
robustness, and so on. We would not discuss the properties and structure of robust functions in 
detail which are beyond the scope of the paper. Before transferring to global optimization, we 
would like to mention a property related to the epigraph of a function. Recall that an epigraph 
of a function f is defined as (see [7]): 
epi (f)  = {(x, c)lf(x ) < c}. (3.4) 
The epigraph is a subset of the product space X x R. 
THEOREM 3.3. A function f is robust at xo if and only if each point (z,c) E epi ( f)  is robust 
to the set epi (f) in the product space X x R with the product topology. 
Therefore, a function f is robust if and only if its epigraph epi (f) is robust in the product 
space X x R. 
4. RELAT IVE  ROBUSTNESS 
Consider the following minimization problem: 
: = =~i~ f(x),  (4.1) 
where  we assume that 
(A1) S is a compact set in X; 
(A2) f : S ~ R is a l.s.c, function. 
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To study such a constrained problem the concept of relative robustness should be investigated. 
DEFINITION 4.1. An objective function f is said to be relatively robust to S at a point xo(E 
el S) if  zo e ave = {zJf(z) < c} implies zo is robust to Fc N S. 
The following proposition gives us sufficient conditions of relative robustness of a function. 
PROPOSITION 4.1. I f ( I )  f is robust at xo and xo E int S; or (2) xo is robust to S and f is u.s.c. 
at xo, then f is relatively robust to S at xo. 
These conditions are sufficient. For instance, let S = [-A, 0] O [1, A], where A > 1, 
l -a : ,  x E [-A,O) 
f~(x)= 1, x=O 
x, x ~ (O,A]. 
(4.2) 
and 
1-x  x e [-A,O) 
f2 (z )= -1 ,  z=O (4.3) 
x, z e (0,A]. 
In both cases, x = 0 is neither in int S, nor f is continuous at x = 0. However, f l  is relatively 
robust to S at z = 0, and f2 is not. 
A concept of inf'-robustness is introduced in [8] for minimization problems. 
DEFINITION 4.2. A set is said to be inf-robust with respect to minirrdzation problem (4.I) iff for 
each co > ~ there is c ( ~_ co) such that Fe N S is a nonempty robust set. 
In [8] we only consider the case of continuous objective functions, and the definition of inf- 
robustness i  simplified as follows: a set S is inf-robust iff there is a real number c such that 
F¢ N S is nonempty and robust. 
If S is inf-robust, then f is relatively robust to S at each (global) minimum point. But for 
some problems the set of global minima may be empty. In this case we can utilize the concept of 
inf-robustness to construct an algorithm to find the infimum of f over S. For example, let 
S = (0, 1], notation ( meaning either ( or [ ; 
OO oo  
A - U (1/2k, 1/(2k 111, B = S\A = U (1/2k, 1/(2k - 111; 
k=l  k=l  
x, x E A, 
f (x )  = x, x E B N (irrational numbers), (4.4) 
1, x E B N (rational numbers), 
Then f is inf-robust, but the set of minimum points is empty. The function f is relatively robust 
to S at x = 0, which is in the closure of S. 
In the following considerations we assume: 
(R) f is relatively robust to S at a global minimum point of (4.1). 
As an example, consider the following combinatorial optimization problem. 
Let Z~ = {z = (z l , . . . ,zn)[  where zi is a positive integer, i = 1 , . . . ,n} ,  S be a finite subset of 
Z~, f : S ---* R be a function defined on S, f (z )  = f ( z l , . . . , zn ) .  The problem is to find the 
minimum value 
= ~in /0)  (4.~) 
and the set of minima, 
/~ = {z e Slf(z) = e). (4.6) 
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For this case H is nonempty. 
We define 
D = {z = (Zl,... ,zn) 6 RnI([xl + 1/2], . . . ,  [z. + 1/2]) 6 S} 
and 
F(x) = f([zl + 1/2],...,[z, + 1/2]), 
(4.7) 
(4.8) 
where [a] denotes the integer part of the real number (~. D is a union of cubes, they are robust 
in R n. For each real number c, the set {x[F(z) < c} is also a union of cubes (or empty). Thus, 
D is a robust set in R" and F is a robust function. Let $ be a global minimum point of F over 
D, i.e., 
F(~) = min f(x),  (4.9) 
zED 
then ~ 6 int D (or one can find a point zl, in the same cube with x such that zl 6 int D). 
Therefore, the assumption (R) is satisfied. 
5. OPT IMAL ITY  CONDIT IONS 
In order to find global minima with the integral approach, a special class of measure spaces is 
required. Let X be a normal topological space, ~ be a a-field of subsets of X. A measure space 
(x, ~,/~) is said to be a Q-measure space if 
(M1) each open set is in ~; 
(M2) the measure of each nonempty open set is positive; 
(M3) the measure of each compact set is bounded. 
The Lesbegue measure in R" is a Q-measure; a non degenerate Gauasian measure on a separable 
Hilbert space is also a Q-measure. A specific measure space can be utilized to solve a specific 
minimization problem: 
The following lemma is a sufficient condition for global optimality. 
LEMMA 5.1. Suppose the assumptions (A1), (A2), (R), (M1) and (M2) hold, and S £1 He ~ 0, 
where He = {z l f (z )  <_ c} is a level set of the function f .  I f  
p(S n He) = 0, (5.1) 
then c is the global minimum value o f f  over S and S N He is the set of global minima. 
PRoof .  Suppose, on the contrary, that c is not the global minimum value and ~ < c is. Let 
2r /= c - ~ > 0. There is a global minimiser x such that ~ = f(z) and f is relatively robust to 
S at z because of assumption (R). We have z 6 Fc- . .  Thus, N(z) n int (S N Fe- . )  # 0, where 
N(z) is a neighborhood of z. We now have int (S N Fe- . )  # 0 and 
int ( S n Fe_. ) C S n He, (5.2) 
which implies with the assumption (M2) that 
p(S f] He) >_ p(int (S M F~_,)) > 0, 
which is a contradiction. | 
The condition (5.1) is a sufficient one. If c is the global minimum value of f over S, it may 
happen that p(S N He) > 0. From Lemma 5.1, if c > 6 = min=Es f(z), then p(S N He) > 0. 
We now proceed to define the concepts of mean value, variance and higher moments of f over 
its level set and constrained set S as in [3]. These concepts are closely related to optimality 
conditions and to the algorithm for finding global minima. 
DEFINITION 5.1. Let e > 6 = min=¢s f(z) and suppose that assumptions (A1), (A2), (R), (M1), 
(M2) and (M3) hold. We define the mean value, variance, modified variance and m-th moment 
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(centered at a) of a function f over its level set and the constrained set S, respectively, u folbws: 
1 / 
M(f ,  c; S) = /a(S n He) /(z) d/a, (5.4) 
SnH¢ 
1 / 
v(/, c; s) =/a(s n H,) (f(z) - -  M(f, c; S) )  2 d/a (5.5) 
SnH¢ 
1 / 
Vl(f, c : S) - /a(S n He) (f(z) - c) 2 d/a (5.6) 
Sn Ha 
and 
1 / 
M,~(f,c;a;S) = /a(SnH¢) ( / ( z ) -  a)'nd/a m = 1,2,... (5.7) 
Sfl He 
Since the function f is measurable, Hcn  s is compact and/a(S n He) > o, .o  (5.4)-(5.7) ~e 
well defined. When e = 5,/a(SN He) may be equal to zero. Definition 5.1 has to be extended by 
a limit process. 
DEFINITION 5.2. Under the assumptions of Definition 5.1, we can extend it to c >_ 5 as follows: 
1 f 
M(f ,  c; ,5') = lim ] ~.,,/a(S n Hck) 
SnHc k 
V(f,  c; S) = ~m 1 / 
SnHc k 
Vl(f,c;S) = lim 1 / ,../a(s n n¢,,) 
SnH~ 
f(x)d/a, (5.8) 
(f(x) - M( f ,  c; S)) 2 d/a, (5.9) 
( f (=) - c) 2 d/a, (5.10) 
and 
1 f 
Mm(f  ,c; a; S) = lim / 
,hi,/a(S n HCk) 
SnHc k 
(f(x) - a) m d/a, m--1 ,2 , . . .  (5.11) 
The limits exist and they are independent of choices of {ck }. The extended concepts are well 
defined and consistent with those of Definition 5.1. The proofs are similar to those in [3]. With 
these concepts we characterize the global optimality as follows. 
THEOREM 5.1. Under the assumptions (A1), (.42), (R), (M1), (M2) and (M3), the following 
statements are equivalent: 
(1) ~ $ S is the global minimum point of (4.1) and 5 = f(~) is the global minimum value; 
(2) M(f ,  if; S) = 6; 
(3) V( f ,e ;S )  = O; 
(4) V1 (f, 5; S) = 0; 
(5) Mm (f, 6; 5; S) = O, for ra = 1, 2,... 
6. AN ALGORITHM 
An algorithm is proposed in this section for finding global minima of a discontinuous function 
under the assumptions (A1),(A2), (R), (M1), (M2) and (M3). Take a point :co 6 S. If co = 
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f (zo)  = 5 = minxes f (z) ,  then z0 is a global minimum point and c0 is the global minimum 
value. The algorithm stops. In general, Co > ~, and/~(S I'l He) > 0 by Lemma 5.1. Let 
cI = M( f ,  co; S), 
then 
_< cl < co. 
In general, let 
THEOREM 6.2. 
i f  
(6.1) 
(6.2) 
(6.3) 
lim Ak = 0 (6.11) 
k~e<) 
The following theorem shows that the algorithm has a descent property. 
THEOREM 6.3. Under the assumptions of Theorem 6.1, if there is a positive integer ko such that 
Cko = M( f  , Cko; S), or S N Hcko+~ = S N Hc~o then the function f is constant on S n Hcko. 
The algorithm can be implemented by the Monte Carlo technique like in [4] and [5]. 
Numerical tests show that the discontinuity of the objective function does not influence the 
computation procedure ssentially. An industrial application (see [6]) shows that the algorithm 
is effective. 
ck÷1 = M( f ,  ck;S), k -" 0 ,1 ,2 , . . . .  
If there is a positive integer k0 such that 
eko = M( f ,  ck, ; S), (6.4) 
then the algorithm is terminated: 5 = cko and/~ = S rl Hch, ; otherwise we obtain a decreasing 
sequence 
Co ~> Cl ___~ " ' "  __~ Ck ___~ Ck@l ~__ " ' "  ___~ C (6.5) 
and a monotone sequence of sets 
SNHcoDSNHc~D. . .DSnH¢ h DSNHck+~D . . . .  (6.6) 
The limits exist. Let 
= lim ck and / t  = lira Hk 
k--*oo k--*¢o 
THEOREM 6.1. Under the assumption (A1), (A2), (R), (M1), (M2) and (M3), ~ = ~ is the glohal 
minimum value and [-I is the set of global minimisers of f over S. 
PROOF. If the algorithm is terminated at a finite number of steps, then we have (6.4) and 5 = Cko. 
If the algorithm does not stop, we obtain from (6.3), by letting k ---* oo, 
= M( f ,  ~; S) (6.7) 
Hence, by Theorem 5.1, 5 = ~ is the global minimum value. Now, let z E H f'l S, then for each k 
(or k > k0) we have f (x )  < c~. Letting k ---* oo (or setting k = k0), we obtain 
f (x)  _< 5 (6.8) 
But f (x )  _> ~ for all x • S. Hence, [-I = {xtf (z)  = 5;z • S}, i.e., H is the set of global 
minimisers. II
In applications we can use modified variance condition to verify if V1 = Vl(f,  ck; S) < e, where 
> 0 is the precision given in advance. If I/1 > e, then the procedure is not terminated. 
Note that the errors at each step in the algorithm will not be accumulated. Suppose we calculate 
cl = M( f ,  co; S) with an error A 1 and obtain dl = ci + A1, then calculate c2 = M(f ,  d~;S) with 
an error As and obtain d2 = c2 + A2, and so on. In general, we have 
ck = M( f ,  dk_l; S) and Ak = dk -- ck, k = 1, 2 , . . .  (6.9) 
and obtain a decreasing sequence {dk}. Let 
d= lim dk (6.10) 
k---* c<a 
Under the assumption of Theorem 6.1, d is the global minimum value if and only 
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