Abstract. Let a, b be elements in a unital C * -algebra with 0 ≤ a, b ≤ 1. The element a is absolutely compatible with b if |a − b| + |1 − a − b| = 1.
Introduction
Let A be a unital C * -algebra. It follows from the functional calculus that for any self-adjoint element a ∈ A, there exists a unique pair of positive elements a + and a − in A such that a = a + −a − with a + a − = 0. For x, y ∈ A, we say that x is algebraically orthogonal to y (x ⊥ y), if xy = 0 = x * y = xy * = yx.
Thus for self-adjoint elements x and y, we have, x ⊥ y if and only if xy = 0. Hence the above observation may be restated as follows: Every self-adjoint element in a C * -algebra has a unique decomposition as a difference of an algebraically orthogonal pair of positive elements.
In a recent paper [12] , an order theoretic characterization of algebraic orthogonality in C * -algebra was obtained. This characterization helps in understanding the order structure of a C * -algebra in a better way. More precisely, in [13] , the author introduced the notion of absolute order unit spaces whose examples include (the self-adjoint parts of ) C * -algebras and JB algebras (see also [12] ). Further, under a certain condition, an absolute order unit space becomes a Banach lattice which with some efforts, can be shown to become an AM space. (However, this is not explicit in that paper.)
The notion of AM-spaces was introduced by Kakutani in 1941 in [8] to provide an abstract order theoretic characterization of C(K)-spaces. Thus the notion of absolute order unit spaces is stronger than that of order unit spaces. The later notion was introduced by Kadison in [7] to understand the order structure of a (non-commutative) C * -algebra. The non-unital versions of order unit spaces were studied by Edwards, Ellis, Asimov and Ng and others during 1950's and 1960's [4, 5, 2, 14] (see also [1, 6] for general references).
In 1977, Choi and Effros introduced the notion of a matrix order unit space to understand the relation between norm and order structures for non-self-adjoint spaces [3] . His work was taken forward by Ruan's characterization of operator spaces [15] . To study order emdedding of operator spaces in a C * -algebra, the second author introduced the notion of (matrix) order smooth ∞-normed spaces [10] .
To explore the order structure of a C * -algebra further, the second author introduced the notion of (absolute) ∞-orthogonality [11, 12] . While studying algebraic orthogonality in [13] , it was observed that for a, b ∈ [0, 1] A := {x ∈ A + : x ≤ 1}, we have a ⊥ b if and only if a+ b ≤ 1 and |a − b| + |1 − a − b| = 1. Here |x| := (x * x) 1 2 for any x ∈ A. This observation prompted the author to propose the following notion:
we say that a is absolutely compatible with b if |a − b| + |1 − a − b| = 1. We shall denote it by a△b.
In the same paper, it was noted that if one of a and b is a projection then a△b if and only if a commutes with b. It was further shown that for general elements a, b ∈ [0, 1] A , the following statements are equivalent:
(1) a is absolutely compatible with b;
This notion was exclusively discussed in [9] , where the authors studied absolute compatibility in von Neumann algebra. In the present paper, we continue to study absolute compatibility and restrict our attention to M 2 . Here we have been able to describe all possible pairs of absolutely compatible matrices in [0, (ii) A = P + tP ′ and B = λP for some t ∈ [0, 1) and λ ∈ (0, 1]; (iii) A = P + tP ′ and B = λP + P ′ for some t, λ ∈ [0, 1). (3) If A, B ∈ [0, I 2 ] \ {0, I 2 } are both strict with AB = 0 (such that A△B), then A and B belong to the class
a ∈ (0, 1) and α ∈ C with |α| 2 < a(1 − a) .
A is absolutely compatible with
if and only if the point (x, y, z) lies on the prolate spheroid
Here the extremities of the axis of revolution of (S A ) describe an orthogonal pair of rank one projections. Further, except for the two extremities, other points of the spheroid correspond to members in S. Notice that the cases (1) and (2) represent the absolutely compatible commuting pairs and the case (3) represents the absolutely compatible non-commuting pairs.
In section 2, we shall discuss cases (1) and (2) whereas case (3) will be discussed in section 3.
Commuting pairs and projections
In this section, we discuss commutative cases. Note that, in general, 0 and I 2 are absolutely compatible with all A ∈ [0, I 2 ]. Thus it suffice to discuss the absolutely compatible pairs in [0, I 2 ] \ {0, I 2 }. We begin with a general result on von Neumann algebras which will be used later. Proof. If rank(A) = 2, then A is invertible. Thus B = 0 for AB = 0 as A is algebraically orthogonal to B. It follows that rank(A) = 1 = rank(B). Now it is routine to verify that A = aP and B = bQ for some rank one projections P, Q ∈ M 2 where a = trace(A) and b = trace(B). (1) A = P and B = λP + µP ′ for some λ, µ ∈ [0, 1] with λ and µ neither both 0 nor both 1; (2) A = P + tP ′ and B = λP for some t ∈ [0, 1) and λ ∈ (0, 1]; (3) A = P + tP ′ and B = λP + P ′ for some t, λ ∈ [0, 1). 
so that a 12 = 0. In other words, A U = 1 0 0 a 22 with 0 ≤ a 22 ≤ 1.
As A = I 2 , a 22 < 1. Thus A = P + a 22 P ′ for some a 22 ∈ [0, 1). Next, as A U is absolutely compatible with B U , we have
Now, it follows from matrix calculations that 
After computing matrix multiplications and comparing entries we get 
From equation (8) (4) and (6) yield λ 1 = a 11 b 11 and λ 2 = a 22 b 22 . Putting the value of λ 1 in equation (7), we get,
Since A U = a 11 0 0 a 22 , a 11 = 1 would imply that 1 0 0 0
A is strict, so is A U and we arrive at a contradiction. Thus a 11 = 1. Similarly, b 11 = 1. But then λ 1 = a 11 b 11 = 0 which is not true. Hence a 12 = −b 12 = 0. Now by equation (5), we get (12) a 11 + a 22 = b 11 + b 22 .
In other words, trace(A U ) = trace(B U ). Since trace of a matrix is independent of unitary equivalence, we get trace(A) = trace(B).
Next, by equations (4) and (11), we get,
Similarly by equations (6) and (11), we get,
Further, equations (7) and (11), yield λ 1 − λ 1 (a 11 + b 11 ) + λ 2 1 = 0. Since λ 1 = 0, we get
Equating (13) and (15), we get,
Now we show that λ 2 = 0. If possible, let λ 2 > 0. Then by symmetry, equations (7), (11) , (14) and (16), we get λ 2 = a 22 + b 22 − 1 and
Since A U is strict we have a 11 , a 22 < 1 and we get, b 11 = 1 − . Then by (12) ,
, which leads to
It follows from (16) that det(I 2 − A U ) = 0, b 11 = a 22 and b 22 = a 11 . In other words, B U = a 22 −a 12 −a 12 a 11 so that A U B U = det(A)I 2 .
Being strict, A U = I 2 so that trace(I 2 −A U ) > 0. Thus I 2 −A U = λR for some rank one projection R in M 2 and λ = trace(I 2 − A U ) > 0.
As A U △B U , we have λR = I 2 − A U is also absolutely compatible with B U . Now by Proposition 2.3,
Multiplying by A U from the left, we get,
This gives A U = I 2 , which is not true. Therefore, λ 2 = 0. Now by (14) , . Similarly, det(B) < The converse of the above theorem is also true. Usual matrix calculations give
Since det(A • B) = 0, another matrix calculations give
Hence we may deduce that
Thus Next we show that A and B are strict. Let P ∈ M 2 be a projection such that P ≤ A. If P = I 2 then A = I 2 , in which case, A • B = B which contradicts the facts that det(B) > 0 and det(A • B) = 0.
If possible assume that P = 0. Then there P is a rank one projection.
Thus there exists a unitary U ∈ M 2 such that U * P U = 1 0 0 0 . Then
for some x ∈ [0, 1] as trace(A) = 1. Thus x = 1 so that y = 0. But then det(A) = det(U * AU) = 0, a contradiction. Hence A is strict. Similarly, we can show that B is also strict. Finally, since det(AB) = det(A) det(B) > 0, AB = 0. Now we can describe compatible pairs of strict matrices in M 2 . Note that the matrices considered in Theorems 3.1 and 3.3, belong to the set
This set can be identified with the punctured open ball in R Transforming back to the coordinate system (x, y, z), we may deduce that ( †) has the centre at
