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1. Introduction
Let A be anm × n real matrix, b ∈ IRm and consider the least squares problem
find x∗ ∈ IRn such that ‖ Ax∗ − b ‖= inf{‖ Ax − b ‖, x ∈ IRn}, (1)
where ‖ · ‖ and 〈·, ·〉 will stand for the Euclidean norm and scalar product on a corresponding space
IRq. We will denote by AT ,N (A),R(A) the transpose, null space and range of A, by LSS(A; b) the set of
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all least squares solutions of (1), and by xLS the unique solution of minimal Euclidean norm. For the
consistent case b ∈ R(A), LSS(A; b)will be denoted by S(A; b). If b = bA + b∗A , with
bA = PR(A)(b), b∗A = PN (AT )(b), (2)
where PS denotes the orthogonal projection onto the vector subspace S of some IR
q, the following
equalities are known
LSS(A; b) = S(A; bA) = {PN (A)(x0) + xLS, x0 ∈ IRn}. (3)
Moreover we shall suppose, without restricting the generality of the problem (1), that the rows Ai and
columns Aj of A satisfy the assumptions
Ai = 0, i = 1, . . . ,m, Aj = 0, j = 1, . . . , n. (4)
The sets Si = {x ∈ IRn, 〈Ai, x〉 = 0}, Hi = {x ∈ IRn, 〈Ai, x〉 = bi}, are the vector subspace and
hyperplane, respectively, associated to the ith equation of the problem (1). For solving (1) in the
consistent case, and especially when A is square and nonsingular a wide class of projection-based
algorithms have been designed (see [1,3–6,9,12,16,17] and references therein). These algorithms use
projections of a vector x, parallel to a given direction d ∈ IRn onto Si and Hi, defined by (see e.g. [2,7])
P
(d)
Si
(x) = x − 〈x, Ai〉〈d, Ai〉d, P
(d)
Hi
(x) = x − 〈x, Ai〉 − bi〈d, Ai〉 d, (5)
and have the following general form (see e.g. [6], page 123):
x0 ∈ IRn, xi = P(zi)Hi (xi−1) = xi−1 −
〈xi−1, Ai〉 − bi
〈zi, Ai〉 z
i, i = 1, . . . ,m. (6)
If the projection directions zi fulfill appropriate assumptions, the approximations defined by (6) will
satisfy xi ∈ H1 ∩ H2 ∩ · · · ∩ Hi, ∀i = 1, . . . ,m, which tells us that, in the consistent case of (1),
xm ∈ S(A; b). Some of these algorithmswill be used in our numerical experiments in Section 4, but the
main focusof thepresentpaper is to introduceand theoretically analyzedirectprojection-basedsolvers
which use classical orthogonal projections. In this respect, beside the hyperplanes corresponding to
the initial equations of the problemwe define additional ones, without changing the solution set. The
starting point for these constructions is the Kaczmarz’s iterative method (see e.g. [7,18]), although, at
least theoretically the ideas can be adapted to a larger class of solvers (as those from [13]). The paper
is organized as follows: in Section 2 we briefly review the main ideas from [15] for the construction
of Direct Kaczmarz and Direct Kaczmarz Extended algorithms. In Section 3 we extend all the above
considerations and constructions to the Block versions of Kaczmarz and Extended Kaczmarz iterative
methods and get the Direct Block Kaczmarz and Direct Block Extended Kaczmarz solvers. All the
results in this section are new and extends those from the previous one and from the paper [15]. The
last section of the paper is devoted to numerical experiments in which our algorithms are compared
with some direct projection based solvers of the form (6) and also with some built-in least squares
direct solvers of the Matlab software package (SVD and QR decompositions).
2. Direct Kaczmarz-like solvers
The orthogonal projections onto Si and Hi, denoted by Pi and fi(b; ·), respectively, are defined by
Pi(x) = x − 〈x, Ai〉‖ Ai ‖2 Ai, fi(b; x) = Pi(x) +
bi
‖ Ai ‖2 Ai. (7)
Let Q denote the linear mapping defined by
Q = P1P2 · · · Pm (8)
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and R the real n × m matrix of which ith column is Ri = 1‖Ai‖2 P1P2 · · · Pi−1(Ai), i = 1, . . . ,m
(P0 = identity). With these notations the original Kaczmarz’s iterative projection method is the
following.
Algorithm Kaczmarz
Initialization: x0 ∈ IRn
Iterative step:
xk+1 = F(b; xk) = (f1 ◦ · · · ◦ fm)(b; xk) = Q(xk) + Rb. (9)
In what follows we will briefly review the constructions and results from [15], related to the transfor-
mation of Kaczmarz iterative method (9) into a direct solver for (1).
Proposition 1 [15]. If (1) is consistent and the iteration matrix Q from (8) satisfies
Q(Ai) = 0, ∀i = 1, . . . ,m, (10)
then, for any x0 ∈ IRn, the first approximation, x1 generated with (9) is given by
x1 = PN (A)(x0) + xLS ∈ S(A; b), (11)
i.e. Kaczmarz iterative algorithm becomes a direct solver.
Although the property (10) holds for thematriceswithmutual orthogonal rows (see e.g. [18]) this is
too restrictive for real applications. The assumption (10) can be obtained in the case of a generalm×n
matrix A if new hyperplanes for projection are introduced in Kaczmarz’s algorithm. As described in
[15], these hyperplanes are given by new directions for projection recursively defined as follows⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
dm−1 = Pm(Am−1),
dm−2 = Pm−1Pdm−1Pm(Am−2),
. . . . . .
d1 = P2Pd2P3 . . . Pm−1Pdm−1Pm(A1),
(12)
where Pd is the linear projection onto the vector subspace Sd = {z ∈ IRn, 〈z, d〉 = 0},
Pd(x) =
⎧⎨⎩ x −
〈x,d〉
〈d,d〉d, d = 0,
x, d = 0. (13)
Proposition 2 [15]. Let d1, . . . , dm−1 ∈ IRn be defined as in (12). If Q¯ : IRn −→ IRn is the linearmapping
Q¯ = P1Pd1P2Pd2P3 . . . Pm−1Pdm−1Pm, (14)
we have Q¯(Ai) = 0, i = 1, . . . ,m, Q¯(di) = 0, i = 1, . . . ,m − 1, i.e assumption (10) holds for Q¯ and
the extended (2m − 1) × n matrix A¯ with the rows (in this order) A1, d1, A2, d2, . . . , Am−1, dm−1, Am.
Remark 1. In the case of low-rank matrices A, many of the new directions di will vanish. Indeed,
the following property (not proved in [15]) is true: for any index i ∈ {1, . . . ,m − 1} dm−i =
0 if and only if Am−i ∈ sp{Am, . . . , Am−i+1},whereby sp{V}wedenoted the vector subspace spanned
by a nonempty set V ⊂ IRq. The “only if” part of this equivalence results directly from (12), (13)
and (7). For the “if” part we will use a recursive argument. For i = 1, Am−1 ∈ sp{Am} implies that
Am−1 = cmAm, for some cm ∈ IR, which together with (12) and the fact that Pm(Am) = 0, gives us
dm−1 = 0. For i = 2, Am−2 ∈ sp{Am, Am−1} implies that Am−2 = cmAm + cm−1Am−1, for some
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cm, cm−1 ∈ IR. Then, using again the equality Pm(Am) = 0, (12), (13) and the linearity of the projection
operators Pi we successively get
dm−2 = Pm−1Pdm−1Pm(cmAm + cm−1Am−1) = cm−1Pm−1Pdm−1Pm(Am−1)
= cm−1Pm−1Pdm−1(dm−1) = 0.
Now for an arbitrary index i, ifwedenote byPm−i the operator for the construction of the newdirection
dm−i in (12), i.e. dm−i = Pm−i(Am−i) = Pm−i+1Pdm−i+1Pm−i+2Pdm−i+2 · · · Pm−1Pdm−1Pm(Am−i), we
obtain in a recursive way as before Pm−i(Aj) = 0, ∀j = m − i + 1, . . . ,m.
From (12) it results that any new direction dm−k is a linear combinations of rows of A,
dm−k = Am−k + αm−k+1Am−k+1 + · · · + αmAm, k = 1, 2, . . . ,m − 1. (15)
By defining
b(dm−k) = bm−k + αm−k+1bm−k+1 + · · · + αmbm, k = 1, 2, . . . ,m − 1 (16)
and b¯ = (b1, b(d1), b2, b(d2), . . . , bm−1, b(dm−1), bm)T ∈ IR2m−1, we obtain from (15) and (16) that
the extended system A¯x = b¯ is also consistent and has the same solutions as the initial one (1). Then,
the Direct Kaczmarz algorithm is nothing else than Kaczmarz algorithm (9) applied to the extended
system A¯x = b¯. If we denote the projections on the hyperplanes corresponding to the new equations
by f di(b; ·) : IRn −→ IRn, i = 1, . . . ,m − 1 by (see (7) and (13)),
f di(b; x) =
⎧⎨⎩ x −
〈x,di〉−b(di)〈di,di〉 di, di = 0,
x, di = 0
and extend F(b; ·) from (9) to F¯(b; ·) : IRn −→ IRn as
F¯(b; x) = f1 ◦ f d1 ◦ f2 ◦ f d2 ◦ f3 ◦ · · · ◦ fm−1 ◦ f dm−1 ◦ fm(b; x), (17)
the Direct Kaczmarz algorithm can be witten as follows.
Algorithm Direct Kaczmarz (DK)
Initialization: x0 ∈ IRn
Iterative step:
xk+1 = F¯(b; xk). (18)
Theorem 1 [15]. For any matrix A satisfying the left set of assumptions in (4), if b ∈ R(A), then for any
x0 ∈ IRn the algorithm DK produces in one iteration the vector x1 from (11).
According to the result in Theorem 1, the DK algorithm is a direct solver in the consistent case of
(1). In order to handle also the inconsistent one, we applied the above constructions to the Extended
Kaczmarz algorithm, as it has been proposed in [14]. In this respect, by ϕj, Φ : IRm −→ IRm we will
denote the (column) projections defined by
ϕj(y) = y − 〈y, A
j〉
‖ Aj ‖2 A
j, Φ(y) = (ϕ1 ◦ · · · ◦ ϕn)(y). (19)
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Algorithm Extended Kaczmarz
Initialization: x0 ∈ IRn, y0 = b
Iterative step:
yk+1 = Φ(yk), bk+1 = b − yk+1, xk+1 = F(bk+1; xk). (20)
The idea of constructing new (row) direction for projection which has been used in the DK algo-
rithm is then applied also for the columns of A, by defining the supplementary (column) directions
δ1, . . . , δn−1 ∈ IRm as⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
δn−1 = ϕn(An−1),
δn−2 = ϕn−1ϕδn−1ϕn(An−2),
. . . . . .
δ1 = ϕ2ϕδ2ϕ3 . . . ϕn−1ϕδn−1ϕn(A1),
(21)
where
ϕδ(y) =
⎧⎨⎩ y −
〈y,δ〉
〈δ,δ〉δ, δ = 0,
y, δ = 0.
Then, the extended version of the linear mapping Φ from (19), denoted by Φ¯ will be (see e.g. (14))
Φ¯ = ϕ1ϕδ1ϕ2ϕδ2ϕ3 . . . ϕn−1ϕδn−1ϕn. With the above elements we can construct the direct version
of the Extended Kaczmarz algorithm (F¯ is the linear mapping from (17)).
Algorithm Direct Extended Kaczmarz (DEK)
Initialization: y0 = b, x0 ∈ IRn
Iterative step:
yk+1 = Φ¯(yk), bk+1 = b − yk+1, xk+1 = F¯(bk+1; xk). (22)
Theorem 2 [15]. For any matrix A satisfying the assumptions in (4), any b ∈ IRm and any x0 ∈ IRn the
algorithm DEK produces in one iteration the vector x1 = PN (A)(x0) + xLS ∈ LSS(A; b).
3. Direct Block Kaczmarz-like solvers
In this section we will extend the results from the previous one to row- and column-block decom-
positions of the matrix A. First, for
0 = m0 < m1 < m2 < · · · < mp = m, (23)
we consider the (non-overlapping) row-block decompositions of A and b
A =
⎡⎢⎢⎢⎢⎢⎣
BT1
BT2
. . .
BTp
⎤⎥⎥⎥⎥⎥⎦ , BTi =
⎡⎢⎢⎢⎢⎢⎣
ATmi−1+1
ATmi−1+2
. . .
ATmi
⎤⎥⎥⎥⎥⎥⎦ , b =
⎡⎢⎢⎢⎢⎢⎣
b1
b2
. . .
bp
⎤⎥⎥⎥⎥⎥⎦ , bi =
⎡⎢⎢⎢⎢⎢⎢⎣
bmi−1+1
bmi−1+2
. . .
bmi
⎤⎥⎥⎥⎥⎥⎥⎦ (24)
with A : m × n, b ∈ IRm,
BTi : (mi − mi−1) × n, bi ∈ IRmi−mi−1 , i = 1, . . . , p, (25)
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and (in block column notation)
AT = blcol(B1B2 . . . Bp). (26)
Remark 2. In (23) and (24) we considered a successive numbering of the rows in the blocks BTi . This
wasmade only for simplifying the presentation. In the general casewe ask only that the subsets of row
indices in each block form a partition of the set {1, 2, . . . ,m} (i.e. a non-overlaping decomposition).
We define the mappingsΠi,Fi(b; ·), i = 1, . . . , p, F(b; ·) :IRn −→ IRn, by
Πi = I − Bi(BTi Bi)+BTi , (27)
Fi(b; x) = Πix + Bi(BTi Bi)+bi, (28)
F(b; x) = (F1 ◦ · · · ◦ Fp)(b; x), x ∈ IRn, (29)
where G+ denotes the Moore–Penrose pseudoinverse of a matrix G (see [2]). The block version of
algorithm (9) is the following.
Algorithm Block Kaczmarz
Initialization: x0 ∈ IRn
Iterative step:
xk+1 = F(b; xk). (30)
The next result was proved in [8].
Lemma 1. Let Qi, i = 0, . . . , p − 1, Q and R be defined by
Q0 = I, Qi = Π1 · · ·Πi, i = 1, . . . , p − 1, Q = Π1 · · ·Πp, (31)
R = blcol
(
Q0B1(B
T
1B1)
+, . . . ,Qp−1Bp(BTpBp)+
)
.
Then, the following equalities hold
xk+1 = Qxk + Rb, I = Q + RA. (32)
Lemma 2. (i)We have
ΠiBi = 0, ∀i = 1, . . . , p. (33)
(ii) If the rows of the ith block BTi in (24), Ami−1+1, . . . , Ami are mutually orthogonal then
Πix =
mi∑
j=mi−1+1
Pj(x) − (mi − 1)x (34)
with Pj from (7).
Proof. (i) Let us denote by B one of the matrices Bi, and by Π the operator Π = I − B(BTB)+BT and
r = rank(B) let
UTBV = Σ = diag(σ1, . . . , σr, 0, . . . , 0) (35)
be a singular value decomposition of B (see e.g. [2]), where U and V are orthogonal matrices of appro-
priate dimensions. Then
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(BTB)+ = Vdiag
(
1
σ 21
, . . . ,
1
σ 2r
, 0, . . . , 0
)
VT . (36)
From (35) and (36) we get (BTB)+BTB = Vdiag (1, . . . , 1, 0, . . . , 0) VT , thus
ΠB = B − B(BTB)+BTB = UΣVT − UΣdiag(1, . . . , 1, 0, . . . , 0)VT
= UΣVT − UΣVT = 0
and the proof of the first part is complete.
(ii) From our hypothesis we obtain
BTi Bi =
⎡⎢⎢⎢⎢⎢⎣
Ami−1+1
Ami−1+2
. . .
Ami
⎤⎥⎥⎥⎥⎥⎦ col(Ami−1+1, . . . , Ami)
= diag(‖ Ami−1+1 ‖2, ‖ Ami−1+2 ‖2, . . . , ‖ Ami ‖2).
Then
Πix = x − Bidiag(‖ Ami−1+1 ‖−2, ‖ Ami−1+2 ‖−2, . . . , ‖ Ami ‖−2)BTi x
= x − col(Ami−1+1, . . . , Ami)
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ATmi−1+1
‖Ami−1+1‖2
ATmi−1+2
‖Ami−1+2‖2
. . .
ATmi
‖Ami‖2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
x = x −
mi∑
j=mi−1+1
〈Aj, x〉
‖ Aj ‖2 Aj
from which (34) holds by using again (7). 
Lemma 3. In the consistent case of (1), if Q from (31) satisfies
QBi = 0, i = 1, . . . , p, (37)
then, the approximation x1 generated in (30) is given by (11), i.e. the Block Kaczmarz algorithm becomes
a direct solver.
Proof. From [14] (Lemmas 3.2 and 6.2) we get
N (A) = {x ∈ IRn, Πix = x,∀i = 1, . . . , p} (38)
and according to (26)
R(AT ) = R(B1) + · · · + R(Bp). (39)
For any vector z ∈ R(AT ), because of (39)we get z = ∑pi=1 Bizi, zi ∈ IRmi−mi−1 . Then, according to (37),
Qz = ∑pi=1 QBizi = 0. In particular, because xLS ∈ R(AT ) (see e.g. [2]) and (39), the second equality in
(32) gives us Rb = RAxLS = (I − Q)xLS = xLS − QxLS . Thus, by also using (38) and the definition (31)
of the matrix Q we get
Qx0 = Q
(
PN (A)(x
0) + PR(AT )(x0)
)
= QPN (A)(x0) + QPR(AT )(x0) = PN (A)(x0),
i.e. (see (32) for k = 1) x1 = Qx0 + Rb = PN (A)(x0) + xLS and the proof is complete. 
The next result extends the one from [15], Proposition 3.2, to the row-block case (24).
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Lemma 4. Let
D = ΠpBp−1, ΠD = I − D(DTD)+DT , QD = Π1 · · ·Πp−1ΠDΠp. (40)
Then QDBp = 0, QDD = 0, QDBp−1 = 0.
Proof. From (33) we get ΠpBp = 0, thus QDBp = 0. Then, as in the proof of Lemma 2(i) we obtain
ΠDD = 0, thus
QDBp−1 = Π1 · · ·Πp−1ΠDΠBp−1 = Π1 · · ·Πp−1ΠDD = 0.
Now, (40) and the above equalities give us
QDD = QD
[
Bp−1 − Bp(BTpBp)+BTp
]
= QDBp−1 − (QDBp)(BTpBp)+BTp = 0
and the proof is complete. 
For a new direction D as in (40), i.e.
D = ΠpBp−1 = Bp−1 − Bp(BTpBp)+BTpBp−1, (41)
we define a corresponding right hand side b(D) by
b(D) = bp−1 −
[
(BTpBp)
+BTpBp−1
]T
bp (42)
and a new row-block projection (see (28))
FD(b; x) = ΠD(x) + D(DTD)+b(D). (43)
Remark 3. A simple computation using a singular value decomposition of Bi gives us the equality
Bi(B
T
i Bi)
+ = (BTi )+. (44)
Thus, the Block Kaczmarz algorithm (30) is a particular case of the row-block SOR method (2.2) from
[8] and according to Theorem 1, in this paper, if b ∈ R(A) then for any x0 ∈ R(AT ) the sequence
generated by the Block Kaczmarz algorithm converges to xLS . One reason of considering the matrix
Bi(B
T
i Bi)
+ instead of (BTi )+ will be explained in the next result (see also Conclusion 3 in Section 5).
Lemma 5. The constructions (41)–(43) do not change the set of solutions S(A; b) in the consistent case
of the problem (1).
Proof. According to (25) the new row-block D from (41) has dimensions n × (mp−1 − mp−2) and
b(D) ∈ IRmp−1−mp−2 . We define an extended (m + mp−1 − mp−2) × n matrix Aˆ and right-hand side
bˆ ∈ IRm+mp−1−mp−2 by
Aˆ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
BT1
. . .
BTp−1
DT
BTp
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, bˆ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
b1
. . .
bp−1
b(D)
bp
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (45)
and consider the extended system Aˆx = bˆ. Because in the consistent case,we canwrite (1) as BTi x = bi,
i = 1, . . . , p, and by also using (41) and (42) we successively obtain
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DTx = BTp−1x −
[
(BTpBp)
+BTpBp−1
]T
BTpx
= bp−1 −
[
(BTpBp)
+BTpBp−1
]T
bp = b(D),
which gives us S(Aˆ; bˆ) = S(A; b) and completes the proof. 
Now, by analogy with (12) we construct a complete set of new row-block directions⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Dp−1 = Πp(Bp−1),
Dp−2 = Πp−1ΠDp−1Πp(Bp−2),
. . . . . .
D1 = Π2ΠD2Π3 . . . Πp−1ΠDp−1Πp(B1),
(46)
the corresponding right hand side components b(Di) as in (42), and a new application Q˜ : IRn −→ IRn,
Q˜ = Π1ΠD1Π2ΠD2Π3 . . . Πp−1ΠDp−1Πp. By using the results in Lemmas 2(i) and 4, and similar steps
as in the proof of Proposition 2 we get the result from below.
Proposition 3. The above application Q˜ satisfies
Q˜(Bi) = 0, i = 1, . . . , p, Q˜(Dj) = 0, j = 1, . . . , p − 1.
Let now F˜(b; ·) : IRn −→ IRn be defined by
F˜(b; x) = F1 ◦ FD1 ◦ F2 ◦ FD2 ◦ F3 ◦ · · · ◦ Fp−1 ◦ FDp−1 ◦ Fp(b; x), (47)
with FD(b; x) as in (43) and Fi(b; x) from (28). Then, we can construct the direct version of the algo-
rithm BK.
Algorithm Direct Block Kaczmarz (DBK)
Initialization: x0 ∈ IRn
Iterative step:
xk+1 = F˜(b; xk). (48)
Then, by directly applying Lemma 3 and Proposition 3, we obtain the next result.
Theorem 3. If the problem (1) is consistent, for any x0 ∈ IRn, the algorithm DBK (48) produces in one
iteration the vector x1 from (11).
A block version algorithm similar with (48) can be designed for the Extended Kaczmarz algorithm
(20). In this respect we consider a block row decomposition of AT of the form (see (23) and (24))
0 = n0 < n1 < n2 < · · · < nq = n,
AT =
⎡⎢⎢⎢⎢⎢⎢⎣
CT1
CT2
. . .
CTq
⎤⎥⎥⎥⎥⎥⎥⎦ , C
T
i =
⎡⎢⎢⎢⎢⎢⎢⎣
(Ani−1+1)T
(Ani−1+2)T
. . .
(Ani)T
⎤⎥⎥⎥⎥⎥⎥⎦ , (49)
with CTi : (ni − ni−1) × m, i = 1, . . . , q, and we define Φ, Γi : IRm −→ IRm by
Φ = Γ1 ◦ · · · ◦ Γq, Γi = I − Ci(CTi Ci)+CTi . (50)
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Then, by also using F , the linear mapping from (29) the block version of the Extended Kaczmarz algo-
rithm is the following.
Algorithm Block Extended Kaczmarz
Initialization: y0 = b, x0 ∈ IRn
Iterative step:
yk+1 = Φ(yk), bk+1 = b − yk+1, xk+1 = F(bk+1; xk). (51)
Remark 4. In the particular case
det(BTi Bi) = 0, i = 1, . . . , p, det(CTj Cj) = 0, j = 1, . . . , q, (52)
the convergence properties of the algorithm (51) have been analysed in [14].
A direct version can now be constructed for the Block Extended Kaczmarz algorithm (51). For
a new (column-)block direction δ : r × m we shall define the linear mapping (see (50)) Γ 
 =
I − 
(
T
)+
T . The complete set of (column-)block directions is (see (46))⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

q−1 = Γq(Cq−1),

q−2 = Γq−1Γ 
q−1Γq(Cq−2),
. . . . . .

1 = Γ2Γ 
2Γ3 . . . Γq−1Γ 
q−1Γq(C1),
(53)
and the corresponding (column-)block Kaczmarz application Φ˜ : IRm −→ IRm is given by (see (19))
Φ˜(y) = Γ1 ◦ Γ 
1 ◦ Γ2 ◦ Γ 
2 ◦ Γ3 · · · ◦ Γq−1 ◦ Γ 
q−1 ◦ Γq(y). (54)
Algorithm Direct Block Extended Kaczmarz (DBEK)
Initialization: y0 = b, x0 ∈ IRn
Iterative step:
yk+1 = Φ˜(yk), bk+1 = b − yk+1, xk+1 = F˜(bk+1; xk). (55)
Theorem 4. For any x0 ∈ IRn the algorithm DBEK produces in one iteration the vector x1 = PN (A)(x0) +
xLS ∈ LSS(A; b).
Proof. For Φ˜ constructed as in (53) and (54), the result from Proposition 3 applies and we get
Φ˜(Cj) = 0, j = 1, . . . , q, Φ˜(
j) = 0, j = 1, . . . , q − 1. (56)
Then, from the definition of the vectors bA and b
∗
A (see (2)) it results
bA =
n∑
j=1
βjA
j, βj ∈ IR and 〈b∗A, Aj〉 = 0, ∀j = 1, . . . , n. (57)
But, for an arbitrary fixed j ∈ {1, . . . , q}, from (56) and (49) we get
0 = Φ˜(Cj) = Φ˜
(
col(Anj−1+1, . . . , Anj)
)
= col
(
Φ˜(Anj−1+1), . . . , Φ˜(Anj)
)
,
thus Φ˜(Aq) = 0, ∀q = 1, . . . , nwhich gives us in (55)
Φ˜(bA) = 0, Φ˜(b∗A) = b∗A, y1 = Φ˜(b) = b∗A, b1 = b − y1 = bA.
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Thus, after the first two steps in (55) we arrive at the consistent system Ax = bA to which the BK
algorithm applies and gives us the result. 
4. Numerical experiments
The Direct Kaczmarz methods presented above were implemented and tested by applying them
to linear systems of equations arising from rigid multibody dynamics problems. Three test scenarios
were selected so that several essential classes of linear least squares problems are covered: a column
rank deficient consistent system, an inconsistent system with full column rank and last, a rank defi-
cient inconsistent system. For all tests the Direct (Extended) Kaczmarz and the corresponding block
version algorithms compute the minimum norm solution. The block versions are tested with various
block decompositions: Blocks of successive rows/columns of (almost) equal sizes and blocks of or-
thogonal rows/columns permitting the use of (34). The algorithm for obtaining the latter orthogonal
row/column partition is briefly described in Section 4.2. These results are compared to other solvers
capable of providing the minimum norm solution. In particular Matlab’s Moore–Penrose pseudoin-
verse as computed by pinv, which is based on a Singular Value Decomposition. For the consistent
system we also provide results for the Generalized Null Space method [4,11] and for the inconsistent
case with full column rank we provide results for the Generalized Sloboda’s algorithm [17,11] and the
QR decomposition as computed by Matlab’s qr routine.
4.1. Computational complexity and implementation details
The algorithm DK for computing xLS (together with the construction of the new directions in (12))
in the case where b ∈ R(A) needs O(nm2) arithmetic operations. These values are of the same order
as those presented in [10] (page 175, Table 6.5-1 and page 177, Table 6.5-2) for some classes of direct
methods based on QR or Singular Value Decomposition. In contrast to these methods, the Direct
Kaczmarz algorithm does not rely on the full-rank property of A. Furthermore it is easily implemented
because it does not require the whole matrix in memory, but only successively its rows, as any row
action algorithm (see e.g. [7]).
The algorithm DEK for computing xLS (together with the construction of the new directions (12) and
(21)) needs O(nm2) + O(mn2) arithmetic operations.
For the block versions such evaluations depend on the number of blocks, their sizes and the solution
procedure used for computing the pseudoinverse in (44).
The construction of the new component b(di) (see (16)) of the right hand side and the application
of the algorithm DK can be performed together with the construction of the new directions di, i =
m− 1, . . . , 1, as can be seen in the Matlab code presented in Remark 8 from [11]. This procedure was
also applied to the block version algorithms, for computing the new subvectors b(Di) of the right hand
side.
4.2. Partitioning of rows into blocks with orthogonal elements
We considered them × mmatrix G, defined by
G =
n∑
j=1
Aj · (Aj)T , (58)
where Aj are the columns of A. A non-zero entry Gij indicates that rows Ai and Aj are not orthogonal, i.e.
we can interpret G as a graph withm nodes which has edges connecting non-orthogonal rows. Thus, a
set of orthogonal rowsmust have no edges between any of themembers. This leads to a graph (vertex)
coloring problem, where each color identifies a set of orthogonal rows. The number of different colors
should beminimal. However since the graph coloring problem is NP-complete a greedy graph coloring
algorithm as implemented in the matgraph Toolbox is applied instead, which produces non-optimal
graph colorings, but takes a reasonable amount of time due to its linear complexity.
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Fig. 1. A visualization of the well’s system matrix sparsity pattern.
Table 1
Numerical results of Matlab’s pinv routine, the Direct Kaczmarz and the Generalized Null Spacemethod on thewell
test problem.
Algorithm Runtime in s Error Residual
Direct Kaczmarz 438.78 1.18 · 10−14 2.86 · 10−15
Generalized Null Space 874.43 4.44 1.01 · 10−15
pinv 31.53 0 3.69 · 10−15
4.3. Tests from rigid multibody dynamics problems
The following three test scenarios used in our experiments are described in detail in [11].
4.3.1. Well test
The first test problem is a consistent and rectangular linear system of equations. The systemmatrix
has 1200 rows and 6240 columns and its rank is 1200. Fig. 1 visualizes the sparsity pattern of the
systemmatrix. The systemwas solvedwithMatlab’s pinv routine, the Generalized Null Spacemethod
[4,11] and the Direct Kaczmarz algorithm (18). Table 1 summarizes these results. The runtimes in all
the numerical experiments were measured by executing the implementations in Matlab R2009b on a
single core at 2.67 GHz of a Q6700 Intel® Core™2 Quad CPU. The error values are the maximum norm
of the difference between the computed solution by the algorithm and the minimal norm solution, as
computed by Matlab’s pinv function applied to the right-hand side. The Kaczmarz algorithm obtains
the sameminimum norm solution (except for machine precision) whereas the Generalized Null Space
method gives us a different solution (see e.g. [11]). The residual column in the table corresponds to the
maximum norm of the residuals.
In order to apply the Direct Block Kaczmarz algorithm (48), the rows were partitioned into blocks
of mutually orthogonal rows. It took the algorithm from Section 4.2 approximate 0.69 s to produce six
blocks with the following cardinalities:
160, 284, 176, 180, 240, 160
The total runtime of the Direct Block Kaczmarz including the determination of the orthogonal row-
blocks is listed in Table 2. The table also lists the runtimes for the Direct Block Kaczmarz on block
decompositions, where successive rows were combined into row-blocks. In particular block decom-
positions with 1 row per block (sr = 1, nb = 1200) and a block decomposition with all rows in one
block (sr = 1200, nb = 1) were included.
4.3.2. Mobile
The second problem is inconsistent and rectangular but has full column rank. The system matrix
has dimensions 1013 × 570. Fig. 2 visualizes the sparsity pattern of the system matrix’s transpose.
The system was solved with the Generalized Sloboda [17,11] and Direct Extended Kaczmarz (22)
algorithms, and byMatlab’s routinesqr andpinv. Table 3 summarizes the results. TheDirect Extended
Kaczmarzfinishesmore than three times fasterasopposed to theGeneralizedSlobodasolver.All solvers
attain the same minimum norm solution as Matlab and thus the error and residual norms are in the
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Table 2
Numerical results of various Direct Block Kaczmarz executions on the well test problem. sr denotes the number of
successive rows in the row-blocks and nb the number of blocks.
Block Decomposition Runtime in s Error Residual
sr = 1, nb = 1200 385.19 1.19 · 10−14 2.75 · 10−15
sr = 10, nb = 120 21.00 1.10 · 10−14 5.52 · 10−15
sr = 100, nb = 12 4.19 9.60 · 10−15 3.58 · 10−15
sr = 300, nb = 4 3.44 1.23 · 10−14 6.97 · 10−15
sr = 600, nb = 2 10.41 1.87 · 10−14 1.66 · 10−14
sr = 1200, nb = 1 34.99 7.26 · 10−14 2.78 · 10−14
Orthogonal row-blocks 3.52 1.03 · 10−14 7.76 · 10−15
Fig. 2. A visualization of the mobile’s transposed system matrix sparsity pattern.
Table 3
Numerical results of the Direct Extended Kaczmarz and Generalized Sloboda methods on the mobile test problem.
Algorithm Runtime in s Error Residual
Direct Extended Kaczmarz 48.90 1.39 · 10−15 2.42 · 10−13
Generalized Sloboda 165.65 5.40 · 10−15 5.15 · 10−15
qr 0.47 1.22 · 10−15 2.86 · 10−15
pinv 1.81 0 4.09 · 10−14
range of the machine precision. The residual column lists the maximum norm of the corresponding
normal equations’ residuals.
The block version of the Direct Extended Kaczmarz was also tested. Therefore the rows as well as
the columns were partitioned into blocks of mutually orthogonal rows and columns respectively. The
block decomposition took 0.25 s for the row-blocks and 0.15 s for the column-blocks. The algorithm
generated five row-blocks of the following sizes:
382, 235, 144, 234, 18.
The partitioning of the columns produced six column-blocks, with the following sizes:
128, 76, 130, 171, 63, 2.
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Table 4
Runtimes in seconds of the various Direct Block Kaczmarz executions on the mobile test problem. sr denotes the
number of successive rows in the row-blocks and sc the number of successive columns in the column-blocks.
sr
sc 1 10 100 300 570
1 73.77 55.93 55.16 55.80 58.10
10 20.89 2.40 1.87 2.32 4.72
100 19.64 1.12 0.59 1.03 3.44
300 20.01 1.53 1.00 1.45 3.85
600 22.13 3.53 3.00 3.48 5.89
1013 30.82 12.05 11.52 12.01 14.40
Table 5
Numerical results of the Direct Extended Kaczmarz method and Matlab’s Moore–Penrose pseudoinverse on the
pyramid test problem.
Algorithm Runtime in s Error Residual
Direct Extended Kaczmarz 194.05 1.83 · 10−14 2.01 · 10−14
pinv 19.22 0 6.30 · 10−16
The total runtimeof theDirect BlockExtendedKaczmarz including thedeterminationof theorthogonal
row- and column-blocks was 0.88 s. The runtimes for the Direct Block Extended Kaczmarz on block
decompositions,where successive rows and columns respectivelywere combined into blocks are listed
in Table 4 (all the row or column blocks, without the last one, have the same number sr , respectively sc
of elements). The data clearly reveals that the Direct Block Extended Kaczmarz can be separated into
two parts: The computation of y1 (left equality in (51)) working on the column-block decomposition
and the computation of x1 (right equality in (51)) working on the row-block decomposition. Hence
the choice of the row- and column-block size can be optimized separately. As can be seen in Table
4 column-block and row-block sizes around 100 turn out to be optimal for the block sizes tested.
Choosing the solution computed by Matlab’s Moore–Penrose pseudoinverse as a reference solution,
the maximum norm of the error was less than 10−13 in all cases.
4.3.3. Pyramid
For the last test a setupwas selected so that the system is inconsistent and rankdeficient. The system
matrix has 1155 rows and 1240 columns. The rank is only 1100. Fig. 3 visualizes the sparsity pattern of
the systemmatrix. The only solvers referred to until now which can cope with such a general system,
are the Direct Extended Kaczmarz as well as its corresponding block version and Matlab’s Moore–
Penrose pseudoinverse pinv. The numerical results for all but the Direct Extended Block Kaczmarz
are summarized in Table 5. Both methods clearly return the minimum norm solution.
As before the rows and columns were decomposed into orthogonal row- and column-blocks. The
row-block decomposition took 0.38 s and resulted in eight blocks of the following sizes:
108, 44, 16, 208, 368, 399, 8, 4.
The column-block decomposition also took 0.38 s and produced a partition into six blocks of the
following sizes:
318, 273, 287, 69, 277, 16.
The total runtime of the Direct Block Extended Block Kaczmarz including the determination of the
orthogonal row- and column-blocks is listed in Table 6. The table also lists the runtimes for the Direct
Block Extended Kaczmarz on block decompositions, where successive rows and columns respectively
were combined into blocks. In contrast to the last test problem the block sizewas optimized separately.
Again a block decompositionwith 100 rows per block and 100 columns per block turned out to be best
among the measured block sizes.
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Fig. 3. A visualization of the pyramid’s system matrix sparsity pattern.
Table 6
Numerical results of various Direct Block Kaczmarz executions on the pyramid test problem. sr denotes the number
of successive rows in the row-blocks and sc the number of successive columns in the column-blocks.
Block Decomposition Runtime in s Error Residual
sr = 1, sc = 1 211.42 1.39 · 10−14 1.60 · 10−14
sr = 1, sc = 10 101.60 7.84 · 10−16 6.61 · 10−16
sr = 1, sc = 100 98.34 8.47 · 10−16 4.36 · 10−16
sr = 1, sc = 300 99.46 1.09 · 10−15 5.18 · 10−16
sr = 1, sc = 600 105.55 1.48 · 10−15 6.33 · 10−16
sr = 1, sc = 1240 134.92 3.71 · 10−15 6.47 · 10−16
sr = 10, sc = 100 4.90 8.64 · 10−16 5.01 · 10−16
sr = 100, sc = 100 1.76 1.21 · 10−15 1.16 · 10−15
sr = 300, sc = 100 2.57 1.05 · 10−15 2.88 · 10−15
sr = 600, sc = 100 8.46 1.57 · 10−15 1.96 · 10−15
sr = 1155, sc = 100 32.80 2.42 · 10−15 1.72 · 10−15
Orthogonal row-/column-blocks 3.23 9.52 · 10−16 7.74 · 10−16
5. Conclusions
The numerical experiments described in the previous section emphasized some aspects whichwill
be detailed in what follows.
1. The Direct Kaczmarz algorithm, together with its Extended and Block versions, as direct solvers
have thebad “fill-in” property specific to suchmethods. Thefill-in level in the corresponding “ex-
tended” matrices depends on the sparsity structure of the initial one, but also on the rank of the
matrix (according to the result in Proposition 1) and the block structure used in computations.
2. A deeper analysis on the entries of the above mentioned “filled” extended matrices show that
the biggest part of themare very small in absolute value (10−16–10−13, as also observed in [4,5]).
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This property can be exploited by eliminating those (very) small entries and transforming the
extended matrix into a preconditioner for Kaczmarz or Extended Kaczmarz methods. These
aspects will be considered in the near future.
3. The “optimal” computational runtimes presented in Tables 2–6 for the Direct Block versions of
our algorithms are directly related to the formula (44), in which instead of computing pinv(BTi )
for the matrix BTi of dimensions (mi − mi−1) × n (see (25)), we compute pinv(BTi Bi) for the
(smaller) one BTi Bi of dimensions (mi − mi−1) × (mi − mi−1) and multiply it with Bi. In this
direction many aspects can be analyzed and optimized, which is another “work in progress”
activity.
4. At least for our experiments it seems that the accumulation of “round-off” computational errors
is not so big. But, experiments with other classes of matrices are necessary, together with a
(possible) theoretical stability analysis of the algorithms.
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