We address the problem of partial index tracking, replicating a benchmark index using a small number of assets. Accurate tracking with a sparse portfolio is extensively studied as a classic finance problem. However in practice, a tracking portfolio must also be diverse in order to minimise risk -a requirement which has only been dealt with by ad-hoc methods before. We introduce the first index tracking method that explicitly optimises both diversity and sparsity in a single joint framework. Diversity is realised by a regulariser based on pairwise similarity of assets, and we demonstrate that learning similarity from data can outperform some existing heuristics. Finally, we show that the way we model diversity leads to an easy solution for sparsity, allowing both constraints to be optimised easily and efficiently. we run out-of-sample backtesting for a long interval of 15 years (2003 -2018), and the results demonstrate the superiority of the proposed algorithm.
Introduction
The purpose of index tracking is to create an investment portfolio to replicate the performance of a certain market index, e.g., S&P500. In general, there are two ways to build such a tracking portfolio: full replication and partial replication.
Full replication is simply to hold all the assets in the same proportions as the market index. It is the most intuitive index tracking approach and provides perfect tracking performance in a frictionless market. However, in practice, it leads to high transaction cost due to large numbers of index constituents, frequently rebalancing, churn in index members, and illiquid assets (Strub and Baumann 2018; Benidis, Feng, and Palomar 2018) .
In contrast, partial replication selects a small subset of assets from the index and rebalances at lower frequency (full replication usually require daily rebalancing). This significantly reduces transaction cost, but affects index tracking accuracy. Thus the optimisation problem of partial replication is to compose a small portfolio of assets with minimum index tracking error. This can be seen as involving two sub-problems: asset selection, selecting which subset of assets to hold; and asset allocation, distributing capital among the selected assets. However, for an optimal solution both of these should be tackled jointly, and as such methods for joint selection and allocation are the most well studied in the literature (Canakgoz and Beasley 2009; Takeda et al. 2013; Fastrich, Paterlini, and Winker 2014) . * Corresponding author: yu.zheng@arraystream.com Finding sparse portfolios that replicate an index is a well studied problem due to its importance and broad relevance. The majority of studies look for a sparse portfolio by adding a cardinality constraint on the portfolio, such as 0 norm or its variants. (Gotoh and Takeda 2011 ) provided a nice review on the role of norm constraints. However, a severe problem for theses approaches is that cardinality-based constraints or their variants tend to result in risk concentration. That is, tracking the index by selecting a few assets tends to result in over-exposure to a single industry sector (e.g., banking), thus making the portfolio riskier due to vulnerability to a downturn in that sector. It is well known that a stock portfolio's risk has diversifiable and non-diversifiable components (Evans and Archer 1968) . Adding a stock to a portfolio generally reduces diversifiable risk only if the portfolio does not yet account for all diversifiable risks. Thus risk minimisation and sparsity are not completely at odds -constructing a sparse portfolio can be economically rational as not all assets in the benchmark further reduce diversifiable risk. Nevertheless, existing methods for partial index tracking generate portfolios with too much risk as they do not explicitly model portfolio diversity.
In this paper we therefore study whether we can form a sparse portfolio that accurately tracks the index while simultaneously being diverse, thus gaining the benefits of diversity (Statman 1987 ). An imperfect answer is to add an 2 norm constraint. This can mitigate multicollinearity and thus serve to increase diversity (Takeda et al. 2013 ), but does not induce sufficient sparsity to reduce the asset number significantly and does not account for asset inter-dependence. Another solution is to impose the constraint that selects assets (stocks in particular) from different industry sectors. However, this ad-hoc heuristic does not necessarily produce true diversification. For example Apple (consumer electronics) and Corning (optics) are in different sectors but they are highly correlated, as Corning supplies Apple. Thus we aim to design an algorithm that learns the similarity structure from data to achieve diversity. We introduce a learnable similarity matrix A that helps to enforce diversity during optimisation. Most interestingly, we show that the way we introduce diversity uniquely entails an easy way to achieve sparsity through a reweighed 1 norm.
To our knowledge, no previous study brings sparsity and diversity optimisations into a unified asset selection and allocation optimization procedure. This unified approach has a clear advantage over ad-hoc two-step alternatives in terms of simplicity and scalability. By explicitly modelling and optimising diversity, we obtain better out-of-sample performance and can even outperform the benchmark index. This is empirically demonstrated in our 15-year out-of-sample backtesting on S&P500 Index.
Our main contributions are: (i) We introduce a new regularisation term based on pairwise asset similarity, which leads to a diversified investment portfolio and (ii) show that it is possible to learn the similarity measure instead of predefining. (iii) We show that the way we realise diversity also leads to an easy solution for sparsity, which significantly reduces the number of assets with a procedure that is fast and efficient compared to prior alternatives (iv) We run a 15-year out-of-sample backtesting from 2003 to 2018, which is the longest backtesting in the literature.
Related Work
Implementing partial index tracking involves asset selection and asset allocation. Studies in this area can be categorised according to whether they solve these problems separately or jointly.
The first class of methods solves the problems in two sequential steps. Firstly, an asset selection method is proposed and a subset of assets are selected. Secondly, an optimisation algorithm (usually a regression model) allocates capital among the chosen subset of assets. The main differences in this literature are the various ad-hoc ways of selecting the assets. (Focardi and Fabozzi 2004) and (Dose and Cincotti 2005) use hierarchical clustering and select exactly one asset from each cluster. (Corielli and Marcellino 2006) suggested a procedure to select assets based on their factor replicating ability. (Alexander and Dimitriu 2005) compared two selection methods based on co-integration and correlation. The key drawback of these approaches is that it is not clear how the optimal allocation (i.e., the regression part) interacts with the selection step which is usually carried out independently beforehand.
The second class of methods jointly selects and allocates assets. By performing allocation with a sparsity constraint, these two tasks are unified. A natural approach is to add an 0 norm to the tracking error objective (usually mean squared error) to derive a sparse portfolio. However, imposing the 0 constraint makes the regularised regression problem NP-hard and requires search heuristics, such as genetic algorithms (Ni and Wang 2013; Li, Sun, and Bao 2011) , Tabu search, and simulated annealing (Chang et al. 2000; Woodside-Oriakhi, Lucas, and Beasley 2011) or transformation (Coleman, Li, and Henniger 2006; Wang et al. 2012 ) -which are not guaranteed to find the optimal solution. (Beasley, Meade, and Chang 2003) presented an evolutionary heuristic for index tracking optimisation with 0 constraint. (García, Guijarro, and Oliver 2017) provided a performance comparison of well-known genetic algorithms and Tabu search heuristics. (Canakgoz and Beasley 2009 ) transformed the problem into mixed-integer linear programming and solved it using a standard integer programming solver. A combination of 0 and 2 was studied in (Takeda et al. 2013) . Because of the combinational nature of cardinality constraints, 0 optimisation is intrinsically hard. Heuristic optimisation strategies such as genetic algorithms are very unstable, as they can produce totally different solutions in different runs, so their practical reliability is questionable.
A popular approximation is to replace 0 norm with 1 norm which is the tightest convex relaxation of 0 norm. (Brodie et al. 2009 ) added an 1 norm penalty to the classical Markowitz mean-variance framework (Markowitz 1952) to derive a sparse and stable portfolio. (Yen and Yen 2014 ) combined 1 norm and 2 norm to regularise the regression problem for sparse solution. However the key problem of 1 norm is that, though it is applicable to many portfolio construction problems, it has a fatal conflict with index tracking in particular. The conflict comes from two constraints in index tracking, which are long-only and using all the capital. This literally paralyses the 1 norm because long-only and using all capital mean that (i) all weights are non-negative and (ii) the sum of weights is a constant (usually 1, i.e., sum-to-one constraint), so 1 norm becomes a constant as well. There are some studies, e.g., (Wu, Yang, and Liu 2014) , that abandoned the sum-to-one constraint or allowed short-sales, so 1 becomes functional. However, this is rather a non-standard solution to index tracking problem, which is rare in industry.
Another common method to approximate the 0 norm is to use fractional norms, i.e., p where 0<p<1. The advantage is no conflict with the non-negativity and sum-to-one constraints, however it is a non-convex relaxation of the 0 norm. (Fastrich, Paterlini, and Winker 2014) imposed an p norm constraint and tackled the resulted non-convex optimisation problem with a hybrid heuristic algorithm to obtain a sparse portfolio. Such p norms are harder optimisation problems than 1 because the fractional norm is non-convex and non-smooth.
Existing academic literature mainly focuses on sparsity. Diversity, a critical property for portfolio construction in practice, is missing in the index tracking literature. The model we propose introduces an economically reasonable way to construct a sparse and diverse tracking portfolio. This both defines a new direction for academic study of this problem, as well as providing a method that is diverse (safe) enough to use in practice, thus potentially enabling lower cost index tracking funds in future.
Methodology
Practical partial index tracking has three key requirements: (i) The selected portfolio should have minimum error with respect to the true index. (ii) It should be sparse -composed of a small subset of the full index. (iii) The selected portfolio should minimise risk through diversity. Prior work only addressed the first two of these requirements, while the methodology proposed here will address all three. We start by introducing the index tracking problem in its simplest form, where only tracking accuracy is optimised. We then present our key contribution -a mechanism to obtain a diverse portfolio. Finally we show how our diversity mechanism also entails an easy solution to the sparsity problem.
Problem Setting
Index tracking, in its simplest form, is a linear regression problem, min
where X ∈ R D×N are the log-return of assets and Y ∈ R D is the target index. D is the number of timesteps (e.g., D = 750 trading days in three consecutive years), and N is the number of assets (e.g., N = 500 stocks). w ∈ R N is the weight of each asset to hold in order to approximate the index Y .
In practice, there are two constraints on w: (i) long only, which means w i ≥0,∀i (ii) utilise all of the capital, which means N i=1 w i =1. Therefore, the objective function becomes, min
Eq. 2 is known as a non-negative regression problem with sum-to-one constraint, which can easily be solved by quadratic programming (QP).
Diversity
Diversity is a key property for risk minimisation that has been studied extensively for general portfolio construction problems (Woerheide and Persson 1992) . However, it is underused in index tracking. One widely used measure for diversity is 2 norm,
Under the constraints that w i 's are non-negative and sum-to-one, this is called Simpson diversity index (Simpson 1949) in ecology, while it is more commonly known as Herfindahl index in economics. While simple, the key drawback of Eq. 3 is that it does not consider asset inter-dependence. To alleviate this problem, we propose to use,
where A ij is a similarity measure between assets i and j, where 0 means most dissimilar and 1 means most similar. We have A ii = 1 since they are exactly the same asset, and we also assume A ij = A ji . We will discuss the choice of A in the following section.
To better understand the role of this term, we can extend w T Aw as,
The first term is still the Herfindahl index, but the second term complements diversity, as it discourages buying two assets if they are similar to each other. One may also build a connection between matrix A in Eq. 4 and the covariance matrix Σ in modern portfolio theory (Markowitz 1952) . In modern portfolio theory, the term w T Σw represents the risk (variance) of portfolio, and in our work, w T Aw serves the similar purpose of reducing the risk of several highly correlated assets plummeting simultaneously.
From another perspective, w T Aw is called generalized Tikhonov regularisation (Tikhonov and Arsenin 1977) . Recall that common Tikhonov regularisation is simply 2 regularisation. Based on the Bayesian interpretation of Tikhonov regularisation, A can be seen as the inverse covariance matrix of w.
Choice of A
A straightforward choice for A is to use asset meta-data. E.g., define A ij = 1 if asset i (HSBC) and asset j (Citi) are in the same industry sector (Financial services industry), and A ij =0 otherwise. In this way, A can be further decomposed as,
where Z ∈{0,1} K×N and 1 T Z =1. K is the number of unique industry sectors, and the jth column of Z, denoted as Z ·,j , is the one-hot encoding of the jth asset's sector.
Going beyond such heuristics, we ask can we learn Z from data? This turns into a clustering problem where Z ·,j is the onehot encoding of the jth asset's cluster ID. Arbitrary clustering methods are unsuitable, however, because X is log-return time series data, which tend to be 'white noise'. Common clustering choices, e.g., k-means (Lloyd 1982) , are therefore unlikely to work. To this end, we use spectral clustering (Ng, Jordan, and Weiss 2001) because it provides us the flexibility to define an appropriate similarity measure for this data.
Note that, it is possible to construct matrix A without the decomposable assumption in Eq. 6, but this assumption is helpful in terms of optimisation because it guarantees that A is symmetric positive definite. Furthermore, Z is not necessarily an assignment matrix (asset to cluster). It can be any kind of representations of X, but a cluster-assignment representation makes the model easier to interpret. More importantly, building an explicit clustering model is crucial to efficiently realise sparsity as we will see later. However, we do leave the topic of constructing A, esp. using a parametrised model like A=f θ (X), for future investigations.
Spectral clustering
The first step of spectral clustering is to construct an affinity matrix:
is a distance measure for the ith and jt column of matrix X. The common distance measure is Euclidean distance d(x i ,x j ) = x i − x j 2 . However since x i 's are log-returns, Spearman's (Spearman 1904 ) or Kendall's (KENDALL 1938 ) rank correlation coefficient is a much better choice because of the robustness. Thus, the distance measure is defined as d(x i ,x j )= 2(1−ρ(x i ,x j )) where ρ(x i ,x j ) is the rank correlation coefficient.
Then we construct the Laplacian matrix
where Λ to be the diagonal matrix of which Λ ii = j S ij . Next, we find the K largest eigenvectors of L (corresponding to the K largest eigenvalues) denoted as v 1 ,v 2 ,...,v K . Finally, we form matrix H by stacking the eigenvectors in rows, i.e.,
For post-processing, we renormalise each of H's columns to have unit length, i.e., H ij ←
. Finally, we run k-means on H (note that each column is an instance).
Sparsity
Sparsity is the crucial propriety of partial index tracking that lowers transaction costs compared to the full index. Thus far we have defined a diversity promoting regulariser, but we have not yet introduced a sparsity constraint. While Eq. 4 pushes elements of w towards zero, it does not make them sparse. The most common sparsity regulariser is 1 norm, however, it is meaningless in combination with the non-negativity and sum-to-one constraints intrinsic to index tracking. These two constraints mean that 1 norm is always 1 because
w i =1. Our cluster structure introduced earlier provides an elegant solution to this issue. Based on the cluster structure, we can construct a reweighted 1 norm (Candès, Wakin, and Boyd 2008) ,
where C i is the set of asset indices in the ith cluster, and |C i | denotes its size. Eq. 7 will yield sparsity within each cluster at approximately the same ratio. The vectorized form of Eq. 7 is,
With Eq. 2, Eq. 4, Eq. 6 and Eq. 8 together, our full objective function can be written as,
Subject to: w ≥0 and
Optimisation Eq. 9 can be written as a quadratic programming (QP) problem with both equality and inequality constraint, for which we employ a primal-dual interior-point method (Andersen, Roos, and Terlaky 2003) to solve. The quadratic form of Eq. 9 is,
Subject to: Gw ≤h and Aw =b
where
T , and b = 1. Thanks to the design of A = Z T Z (Eq. 6), we can easily verify that P is symmetric positive definite, which indicates it is also a convex optimisation problem that can be handled by most off-the-shelf QP solvers.
It is noteworthy that this means our novel optimisation objective is actually easier and more reliable to solve than existing methods which only address sparsity and not diversity.
Further analysis
We discuss the role of the second and third term in Eq. 9. First, we narrow down to: Zw 2 2 . We can rewrite it as p T p s.t. p i = 1 where p i = Z i,· w. The physical meaning of p i is the money that we allocate in the ith cluster. By Lagrange multiplier, we can easily tell that Zw 2 2 is minimised when p i = 1 K ,∀i. This is very intuitive, because this corresponds to the strategy that we equally allocate the money into every cluster. Second, we analyse the reweighted 1 norm term. Similarly, we can rewrite it as i pi |Ci| s.t. p i = 1, where p i is again the money that we allocate in the ith cluster and |C i | is the size of the ith cluster. This suggests that, to minimise this term, we need to allocate all money for the largest cluster (recall that |C i | is a fixed value because Z is given by spectral clustering beforehand). Thus, the second and third term will not agree unless all clusters have exactly the same number of members, which is unlikely in the real world. Therefore, the ratio of λ 1 and λ 2 reflects the trade-off between diversity and sparsity.
Experiments
We first present implementation details. Then we demonstrate the proposed method using a synthetic problem. Finally, we compare our method to several baselines for S&P500 index tracking.
Implementation Details
Our method has four hyper-parameters: (i) for spectral clustering, there are two: σ and K; (ii) for the objective function in Eq. 9, there are: λ 1 and λ 2 . Given the scale of experiments, we want to avoid the use of grid search if possible. Thus, we set hyper-parameters for spectral clustering by standard heuristic methods. Specifically, σ is set by "median heuristic" (Gretton et al. 2007 ): we first calculate all pairwise distances (excluding self-to-self) and take their median, i.e.,
. K is set by " eigengap heuristic" (Luxburg 2007) : K is given by the value of K which maximises the "eigengap" (difference between consecutive eigenvalues), i.e., if we sort all eigenvalues of the Laplacian matrix in an ascending order and the first K eigenvalues are very small, but the K +1 one is relatively large. λ 1 and λ 2 are set by grid search: (i) λ 1 ∈ [1, 10] and we sample 20 evenly spaced numbers; (ii) λ 2 ∈ [800,1000] and we sample 200 evenly spaced numbers. Note that we can not do cross validation here: as the data are real time series, cross validation may result in invalid situations current values are predicted using both previous and future data. Thus, the training-validation split has to strictly follow time.
The last choice is ρ(·,·) which measures the correlation of x i and x j . As we have discussed, compared to linear correlation, e.g., Pearson's r, rank-based correct is a better choice due to robustness. Here we choose to use Spearman's ρ (Spearman 1904) .
Synthetic Example
Data and setting We first build a toy problem to illustrate our algorithm. First, we generate 5 random samples, {x 1 ,x 2 ,x 3 ,x 4 ,x 5 }, from a multivariate Gaussian distribution, where each x i is a 750-dimensional vector. Then we generate the ground truth Y as Y = 0.2x 1 +0.2x 2 +0.2x 3 +0.2x 4 +0.2x 5 , which can be treated as true (benchmark) index. To generate X, each x i is duplicated by N i times, where N i is a random integer in [50, 200] , then we concatenate those repeated x i 's, i.e., X = [x 1 ,x 1 ,...,x 1 ,x 2 ,x 2 ,...,x 5 ,x 5 ]. Finally, we add some small Gaussian noises to all entries in X and Y .
We can tell that the good solution w to the regression problem Xw−Y 2 2 with non-negativity and sum-to-one constraints (i.e., Eq. 2) should be very sparse. The perfect solution to w should have exactly 5 non-zero values, each corresponding to one of those x i 's, as illustrated in Fig. 1 . Note that Fig. 1 is just one of many possible ground truth solutions since each x i is duplicated, meaning that choosing any of its copies is equally good. Result analysis If we solve the regression problem for w using the objective in Eq. 2 without any regularisation terms, it can produce a good solution in terms of small MSE, as illustrated in Fig. 2 . However, this solution is not ideal because there are too many non-zero entries. Recall that we can not use 1 norm to get a sparse solution because it is always one. Instead, by using the proposed method, we can get a much better model, as illustrated in Fig. 3 .
S&P500 Index tracking
To evaluate our proposed method in the real world, we track the S&P500 index using its exact members.
Dataset and settings
The dataset consists of daily closing prices adjusted for dividends and splits for 852 stocks from 31 January 2000 to 30 July 2018, a total of 18 years, provided by The Center for Research in Security Prices (CRSP), which has the most accurate data for security analysis. To avoid the survivorship bias, at each rebalance day, we form the exact constituents of S&P500 index instead of considering all the 852 stocks. Furthermore, we also take into account the transaction cost to ensure that our backtesting matches industry practice. We choose the flat-fee pricing model, $5.00 per trade, used by TradeStation 1 , a popular US online stock brokerage firm, to incorporate transaction cost in the backtesting. As the transaction cost is applied on each trade separately, the sparse portfolio will incur less cost compared with the portfolio of a large number of stocks. To enforce the sparsity, we only consider the stocks with weights larger than 10 −6 (Zhang, Wang, and Xiu 2018) . As the transaction cost is related to budget, we assume the initial capital is $1 million in our experiments.
Although frequent rebalancing of the portfolio will reduce tracking error, it also entails high transaction cost. To achieve a good balance, we adopt monthly portfolio rebalancing. At the end of each month starting from 2003, for example, on 31 January 2003, we rebalance the portfolio according to the weights calculated by our method. To be more specific, on 31 January 2003, there are 500 stocks available to trade on that day. We run our algorithm using the data of three consecutive years before the rebalance day, i.e., 2000-1-31 to 2003-1-31. We buy the stocks suggested by the model (w) and hold until the next rebalance day, i.e., 2003-02-28 . This procedure is repeated monthly until the last trading day 2018-07-30.
Candidate methods We evaluate four methods for the experiment above. 1. Baseline: The objective in Eq. 2. This is a non-negative regression problem with sum-to-one constraint. This model was proposed in (Meade and Salkin 1989) . 2. Ridge: In addition to Eq. 2, we add an 2 norm of w. This is known as ridge regression (Hoerl and Kennard 1970) and its application to index tracking was studied by (DeMiguel et al. 2009 ). This can also be seen as a reduced version of the proposed method in Eq. 9 by setting Z =I and λ 2 =0. 3. Sector: The proposed method in Eq. 9 where Z is constructed by industry sectors. Z ·,j is the one-hot encoding vector that indicates the industry sector of the jth stock. 4. Cluster: The proposed method in Eq. 9 where Z is constructed by the output of spectral clustering. Z ·,j is the one-hot encoding vector that indicates the cluster ID of the jth stock. Baseline is hyper-parameter free. Ridge has one hyperparameter which controls the weight of 2 norm. Sector has two hyper-parameters: λ 1 and λ 2 . Cluster has four hyper-parameters: σ, K, λ 1 and λ 2 but we have set σ and K heuristically. For those methods that have hyper-parameters, we run extensive grid search to find the best hyper-parameter(s) on the training data. The full experiment is run on a 200 CPU HPC cluster at a total cost of around 4000 CPU hours.
Visualisation of A We visualise the A matrix of the sector and cluster models in Fig. 4 , sorting stocks according to their sectors for both models. The block diagonal pattern in Fig. 4 (Left) therefore reflects industry sectors. Interestingly, we also observe a similar -but not exactly the same -block diagonal pattern in Fig. 4 (Right). This shows that while our data driven approach groups stocks similarly to sectors, it is not purely sector based and thus can potentially outperform a sector-based heuristic.
Number of stocks Partial index tracking aims to select a sparse portfolio to reduce transaction costs. We check how many unique stocks are selected by each method for every rebalance. The result in Fig. 5 shows that Sector and Cluster select a significantly smaller number of stocks than Baseline and Ridge due to our reweighted 1 norm -with Cluster having the ). Thus the proposed method enforces sparsity in a more principled way, and is more effective when Z is constructed by a data-driven approach.
Tracking performance To evaluate tacking performance, we plot the out-of-sample predictions in Fig. 6 . There are two issues to study in tracking performance. First is tracking accuracy, as all methods are aspiring to track the index with low error. Baseline, Ridge, and Cluster have similar accuracy, while Sector is slightly worse. Second is the sign of the error: trackers aim to match or exceed the index, and avoid underperforming it. This is affected by number of stocks held (more stocks increase transaction cost, which eats capital and leads to underperformance); and diversity (which reduces risk, but tends to increase transaction cost). Balancing these two is the key challenge. The Ridge approach is low-risk/high-diversity, but underperforms due to incurring high transaction cost for holding the full index. Sector maintains good sparsity, but is insufficiently diverse. Our Cluster approach, comes closest to matching the index due to effective joint optimisation of diversity and data-driven sparsity. To quantitatively evaluate these methods, we calculate the statistics of absolute percentage errors for different methods in Tab. 1, which is corresponding to the integral of green bars in Fig. 6 . While the sum/mean directly reflects the tracking accuracy, for which Ridge has the smallest error, we are also interested in which contribute to the sum: the positive error (area above zero) is more tolerable since it means better returns compared to market. Taking this into account, Cluster has the best overall performance.
Hyper-parameter analysis To investigate the effect of hyperparameters, we plot the result of grid search for one period in Fig. 7 . MSE and diversity loss ( Zw 2 2 ) have a similar pattern. MSE is small when λ 1 is large as it prevents over-fitting and when λ 2 is small as it allows more stocks be bought. Similarly, diversity loss is small when λ 1 is large as it increases this term's weight and when λ 2 is small because sparsity has a negative impact on diversity, as we have discussed. In fact, when the sparsity reaches its global minima, i.e., allocating all money to the largest cluster, diversity loss will arrive its global maxima, i.e., Zw 2 2 =1. On contrary, diversity does not always have a negative impact on sparsity, as we can tell in the rightmost sub-figure in Fig. 7 , when λ 1 increases, the number of stocks do not always increase. On the other side, larger λ 2 indeed helps reduce the number of stocks generally, esp. when λ 1 is very large. The complicated pattern from the plot of number of stocks can be partially explained as the third term in Eq. 9 is not the only source of sparsity -we also filter out the stocks where weights are smaller than 10 −6 . To conclude, λ 2 is relatively less sensitive, and λ 1 has to be tuned jointly with λ 2 for both diversity and sparsity perspectives.
Conclusion
We presented an elegant model for the index tracking problem that jointly optimises both diversity and sparsity. It is very easy to solve as a standard QP problem, yet achieves excellent performance for both tracking accuracy and the number of stocks traded. It can be seen as a general solution that brings 1 norm back into the game for regression problems with non-negativity and sum-to-one constraints when a sparse solution is desired. Importantly, it is much easier to solve compared with the 0 or fractional norm based approaches. It is also the first to bring a key long-missing property -diversity -to index tracking. This method will allow financial institutions to provide lower-cost higher-performing index tracking funds. In future work, we will investigate if it is possible to integrate the "offline" clustering step into the optimisation problem by exploring options for constructing A or Z matrix end-to-end.
