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Abstract
Kravtsev introduced 1-way quantum 1-counter automata (1Q1CAs), and showed that several
non-context-free languages can be recognized by bounded error 1Q1CAs. In this paper, we
6rst show that all of these non-context-free languages can be also recognized by bounded error
1PR1CAs (and so 1Q1CAs). Moreover, the accepting probability of each of these 1PR1CAs
is strictly greater than, or at least equal to, that of corresponding Kravtsev’s original 1Q1CA.
Second, we show that there exists a bounded error 1PR1CA (and so 1Q1CA) which recognizes
{an1an2 · · · ank}, for each k¿ 2. We also show that, in a quantum case, we can improve the
accepting probability in a strict sense by using quantum interference. Third, we state the relation
between 1-way deterministic 1-counter automata (1D1CAs) and 1Q1CAs. On one hand, all of
above mentioned languages cannot be recognized by 1D1CAs because they are non-context-free.
On the other hand, we show that a regular language {{a; b}∗a} cannot be recognized by bounded
error 1Q1CAs. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
It has been widely considered that quantum mechanism gives new great power for
computation after Shor [8] showed the existence of quantum polynomial time algo-
rithm for integer factoring problem. However, it has been still unclear why quantum
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computers are so powerful. In this context, it is worth considering simpler models such
as 6nite automata.
Quantum 6nite automata were introduced by Moore and Crutch6eld [6] and Kon-
dacs and Watrous [3], independently. The latter showed that the class of languages
recognizable by bounded error 1-way quantum 6nite automata (1QFAs) is properly
contained in the class of regular languages. This means that 1QFAs are strictly less
powerful than classical 1-way deterministic 6nite automata. This weakness comes from
the restriction of reversibility. Since any quantum computation is performed by unitary
operators and unitary operators are reversible, any transition function of quantum com-
putation must be reversible. Ambainis and Freivalds [2] studied the characterizations
of 1QFAs in more detail by comparing 1QFAs with 1-way probabilistic reversible 6-
nite automata (1PRFAs), for we can view 1PRFAs as special cases of 1QFAs without
quantum interference. They showed that there exist languages, such as {a∗b∗}, which
can be recognized by bounded error 1QFAs but not by bounded error 1PRFAs. How-
ever, as we show in this paper, this situation seems diHerent in case of automata with
one counter.
Kravtsev [4] introduced 1-way quantum 1-counter automata (1Q1CAs), and showed
that several non-context-free languages, such as L1 = {aibajbak | i= j= k}; L2 =
{aibajbak | k = i = j∨k = j = i}; and L3 = {aibajbak | exactly 2 of i; j; k are equal}, can
be recognized by bounded error 1Q1CAs. No clear comparisons with other automata
such as 1-way deterministic 1-counter automata (1D1CAs) or 1-way probabilistic re-
versible 1-counter automata (1PR1CAs) were done in [4]. In this paper, we investigate
the power of 1Q1CAs in comparison with 1PR1CAs and 1D1CAs.
We 6rst show that all of these non-context-free languages can be also recognized by
bounded error 1PR1CAs (and so 1Q1CAs). Moreover, the accepting probability of each
of these 1PR1CAs is strictly greater than, or at least equal to, that of corresponding
Kravtsev’s original 1Q1CA. This also indicates the existence of a 1Q1CA for each of
these languages whose accepting probability is strictly greater than, or at least equal
to, that of corresponding Kravtsev’s original one, since a 1PR1CA is regarded as a
special case of a 1Q1CA.
Second, we show that there exists a bounded error 1PR1CA (and so 1Q1CA) which
recognizes Lk;4 = {a∗1 a∗2 · · · a∗k}; for each k¿2. This result is in contrast to the case
of no counter shown by Ambainis and Freivalds [2]. We extend this result by show-
ing that there exists a bounded error 1PR1CA (and so 1Q1CA) which recognizes
Lk;5 = {an1an2 · · · ank}; for each k¿2. We also show that, in a quantum case, we can
improve the accepting probability in a strict sense by using quantum interference.
Third, we state the relation between 1D1CAs and 1Q1CAs. On one hand, all of
above mentioned languages cannot be recognized by 1D1CAs because they are non-
context-free. On the other hand, we show that a regular language {{a; b}∗a} cannot
be recognized by bounded error 1Q1CAs.
2. Denitions
Denition 1. A 1-way deterministic 1-counter automaton (1D1CA) is de6ned by M =
(Q;; ; q0; Qacc; Qrej), where Q is a 6nite set of states,  is a 6nite input alphabet, q0
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is the initial state, Qacc⊂Q is a set of accepting states, Qrej⊂Q is a set of rejecting
states, and  : Q×× S→Q×{−1; 0;+1} is a transition function, where = ∪
{c|; $}, symbol c| =∈ is the left end-marker, symbol $ =∈ is the right end-marker, and
S = {0; 1}.
We assume that each 1D1CA has a counter which can contain an arbitrary integer
and the counter value is 0 at the start of computation. When the second element of 
is −1; 0;+1 respectively, the automaton decreases the counter value by 1, retains the
same, and increases by 1.
Let s=sign(k), where k is the counter value and sign(k)= 0 if k =0, otherwise 1.
We also assume that all inputs are started by c| and terminated by $.
The automaton starts in q0 and reads an input w from left to right. At the ith step,
it reads a symbol wi in the state q, checks whether the counter value is 0 or not (i.e.
checks s) and 6nds an appropriate transition (q; wi; s)= (q′; d), where d∈{−1; 0;+1}.
Then it updates its state to q′ and the counter value according to d. The automaton
accepts w if it enters the 6nal state in Qacc and rejects if it enters the 6nal state in
Qrej.
Denition 2. A 1-way reversible 1-counter automaton (1R1CA) is de6ned as a 1D1CA
such that, for any q∈Q, ∈ and s∈{0; 1}, there is at most one state q′ ∈Q such
that (q′; ; s)= (q; d).
Denition 3. A 1-way probabilistic 1-counter automaton (1P1CA) is de6ned by M =
(Q;; ; q0; Qacc; Qrej), where Q, , q0, Qacc, and Qrej are the same as for 1D1CAs.
A transition function  is de6ned as Q×× S ×Q×{−1; 0;+1}→R+, where ; c|; $,
and S are the same as for 1D1CAs. For any q; q′ ∈Q; ∈; s∈{0; 1}; d∈{−1; 0;+1},
 satis6es the following condition:
∑
q′ ;d
(q; ; s; q′; d) = 1:
The de6nition of a counter remains the same as for 1D1CAs.
A language L is said recognizable by a 1P1CA with probability p if there exists a
1P1CA which accepts any input x∈L with probability at least p¿ 12 and rejects any
input x =∈L with probability at least p. We may use the term “accepting probability”
for denoting this probability p.
Denition 4. A 1-way probabilistic reversible 1-counter automaton (1PR1CA) is de-
6ned as a 1P1CA such that, for any q∈Q, ∈ and s∈{0; 1}, there is at most one
state q′ ∈Q such that (q′; ; s; q; d) is non-zero.
Denition 5. A 1-way quantum 1-counter automaton (1Q1CA) is de6ned by M =(Q;;
; q0; Qacc; Qrej), where Q, , q0, Qacc, and Qrej are the same as for 1D1CAs. A tran-
sition function  is de6ned as Q×× S ×Q×{−1; 0;+1}→C, where ; c|; $, and S
are the same as for 1D1CAs. For any q; q′ ∈Q; ∈; s∈{0; 1}; d∈{−1; 0;+1}, 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satis6es the following conditions:
∑
q′ ;d
†(q1; ; s1; q′; d)(q2; ; s2; q′; d) =
{
1 (q1 = q2);
0 (q1 = q2);∑
q′ ;d
†(q1; ; s1; q′;+1)(q2; ; s2; q′; 0) + †(q1; ; s1; q′; 0)(q2; ; s2; q′;−1) = 0;
∑
q′ ;d
†(q1; ; s1; q′;+1)(q2; ; s2; q′;−1) = 0:
The de6nition of a counter remains the same as for 1D1CAs.
The number of con6gurations of a 1Q1CA on any input x of length n is precisely
(2n+ 1)|Q|, since there are 2n+ 1 possible counter value and |Q| internal states. For
a 6xed M , let Cn denote this set of con6gurations.
A computation on an input x of length n corresponds to a unitary evolution in the
Hilbert space Hn= l2(Cn). For each (q; k)∈Cn; q∈Q; k ∈ [−n; n], let |q; k〉 denote
the basis vector in l2(Cn). A superposition of a 1Q1CA corresponds to a unit vector∑
q; k q; k |q; k〉, where q; k ∈C is the amplitude of |q; k〉.
A unitary operator U for a symbol  on Hn is de6ned as follows:
U |q; k〉 =
∑
q′ ;d
(q; ; sign(k); q′; d)|q′; k + d〉:
After each transition, a state of a 1Q1CA is observed. The computational observable O
corresponds to the orthogonal decomposition l2(Cn)=Eacc⊕Erej⊕Enon. The outcome of
any observation will be either “accept” (Eacc) or “reject” (Erej) or “non-halting” (Enon).
The probability of the acceptance, rejection and non-halting at each step is equal to the
sum of the squared amplitude of each basis state in new state for the corresponding
subspace.
The de6nition of the recognizability remains the same as for 1P1CAs.
To describe concrete automata easily, we use the concept of simple 1Q1CAs. A
1Q1CA is said simple if for any ∈; s∈{0; 1}, there is a unitary operator V; s on
l2(Q) and a counter function D :Q×→{−1; 0;+1} such that
(q; ; s; q′; d) =
{ 〈q′|V;s|q〉 if D(q′; ) = d;
0 otherwise;
where 〈q′|V; s | q〉 is the coeNcient of |q〉 ∈V; s | q〉. We also use this representation for
1D1CA, 1R1CA, and 1PR1CA.
3. Recognizability of L1; L2, and L3
Kravtsev [4] showed that several non-context-free languages such as L1 = {aibaj
bak | i= j= k}; L2 = {aibajbak | k = i = j ∨ k = j = i}; and L3 = {aibajbak | exactly 2 of
i; j; k are equal}, can be recognized by bounded error 1Q1CAs. In this section, we
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show that all of these languages can be also recognized by bounded error 1PR1CAs.
Moreover, the accepting probability of each of these 1PR1CAs is strictly greater than, or
at least equal to, that of corresponding Kravtsev’s original 1Q1CAs. This also indicates
the existence of a 1Q1CA for each of these languages whose accepting probability is
strictly greater than, or at least equal to, that of corresponding Kravtsev’s original one,
since a 1PR1CA is regarded as a special case of a 1Q1CA.
Let Li=j = {aibajbak | i= j} and Li=( j+k)=2 = {aibajbak | i=(j+k)=2}. The existence
of a 1R1CA for each of these can be shown easily.
Lemma 1. There exist 1R1CAs MR(Li=j); MR(Lj=k); MR(Lk=i); for Li=j; Lj=k ; Lk=i ;
respectively.
Proof. We show the case of Li=j. The cases of Lj=k and Lk=i ; respectively, can be
shown in similar ways.
Let the state set Q= {q0; q1; q2; q3; qacc; qrej1; qrej2}; where q0 is an initial state, qacc
is an accepting state, and qrej1; qrej2 are rejecting states. De6ne the transition matrices
V; s and the counter function D of MR(Li=j) as follows:
Vc|;0|q0〉= |q1〉; V$;0|q1〉 = |qrej1〉; Va;0|q1〉 = |q1; Vb;0|q1〉 = |q2〉;
V$;0|q2〉 = |qrej2〉; Va;0|q2〉 = |qrej1〉; Vb;0|q2〉 = |q3〉;
D(q1; a) = +1; V$;0|q3〉 = |qacc〉; Va;0|q3〉 = |q3〉; Vb;0|q3〉 = |qrej1〉;
D(q2; a) = −1;
D(q; ) = 0 V$;1|q1〉 = |qrej1〉; Va;1|q1〉 = |q1〉; Vb;1|q1〉 = |q2〉;
otherwise; V$;1|q2〉 = |qrej2〉; Va;1|q2〉 = |q2〉; Vb;1|q2〉 = |qrej1〉:
Reversibility of this automaton can be checked easily.
Lemma 2. There exist 1R1CAs MR(Li=( j+k)=2); MR(Lj=(k+i)=2); MR(Lk=(i+j)=2) for
Li=( j+k)=2; Lj=(k+i)=2; Lk=(i+j)=2; respectively.
Proof. We show the case of Li=( j+k)=2. The cases of Lj=(k+i)=2 and Lk=(i+j)=2; respec-
tively can be shown in similar ways.
Let the state set Q= {q0; q1; q2; q3; q4; q5; qacc; qrej1; qrej2; qrej3; qrej4; qrej5}, where q0 is
an initial state, qacc is an accepting state, and qrej1, qrej2, qrej3, qrej4, qrej5 are rejecting
states. De6ne the transition matrices V; s and the counter function D of MR(Li=( j+k)=2)
as follows:
Vc|;0|q0〉 = |q1〉; V$;0|q1〉 = |qrej1〉; Va;0|q1〉 = |q1〉; Vb;0|q1〉 = |q2〉;
V$;0|q2〉 = |qrej2〉; Va;0|q2〉 = |qrej2〉; Vb;0|q2〉 = |q4〉;
V$;0|q4〉 = |qacc〉; Va;0|q4〉 = |qrej4〉; Vb;0|q4〉 = |qrej4〉;
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D(q1; a) = +1; V$;1|q1〉 = |qrej1〉; Va;1|q1〉 = |q1〉; Vb;1|q1〉 = |q2〉;
D(q2; a) = −1; V$;1|q2〉 = |qrej2〉; Va;1|q2〉 = |q3〉; Vb;1|q2〉 = |q4〉;
D(q4; a) = −1; V$;1|q3〉 = |qrej3〉; Va;1|q3〉 = |q2〉; Vb;1|q3〉 = |q5〉;
D(q; ) = 0; V$;1|q4〉 = |qrej4〉; Va;1|q4〉 = |q5〉; Vb;1|q4〉 = |qrej4〉;
otherwise; V$;1|q5〉 = |qrej5〉; Va;1|q5〉 = |q4〉; Vb;1|q5〉 = |qrej5〉:
Reversibility of this automaton can be checked easily.
Kravtsev [4] showed the recognizability of L1 = {aibajbak | i= j= k} with probabil-
ity 1− 1=c for arbitrary chosen c¿3 by a 1P1CA and a 1Q1CA. This 1P1CA for L1
is clearly reversible, and so, L1 is recognized by 1PR1CA with probability 1− 1=c.
Here we show the recognizability of L2 = {aibajbak | k = i = j ∨ k = j = i}.
Theorem 1. There exists a 1PR1CA MPR(L2) which recognizes L2 with probability 35 .
Proof. After reading the left end-marker c|, MPR(L2) enters one of the following three
paths, path-1, path-2, path-3, with probability 14 ;
1
4 ,
1
2 , respectively.
In path-1(path-2), MPR(L2) checks whether j= k(k = i) or not, by behaving in the
same way as MR(Lj=k)(MR(Lk=i)) except for the treatment of acceptance and rejection.
The input is accepted with probability 45 if j= k(k = i) is satis6ed, while it is always
rejected if j = k(k = i).
In path-3, MPR(L2) checks whether i =(j + k)=2 or not, by behaving in the same
way as MR(Li=( j+k)=2) except for the treatment of acceptance and rejection. The input
is accepted with probability 45 if i =(j + k)=2 is satis6ed, while it is always rejected
if i=(j + k)=2.
Then the input x∈L2 always satis6es the condition of path-3 and exactly one of
the conditions of 6rst two paths. Hence, MPR(L2) accepts it with probability 35 . On the
other hand, MPR(L2) rejects any input x =∈L2 with probability at least 35 . Indeed, when
the input satis6es i= j= k, the conditions of path-1 and path-2 are satis6ed while the
condition of path-3 is not satis6ed, hence, MPR(L2) rejects it with probability 35 . Next,
when i; j; k diHer from one another, none of the conditions of path-1 and path-2 are
satis6ed, hence MPR(L2) rejects it with probability at least 35 . Finally, when the input
is not in the form of aibajbak , it is always rejected, obviously.
Reversibility of this automaton is clear by its construction.
Corollary 3. There exists a 1Q1CA MQ(L2) which recognizes L2 with probability 35 .
Note that the accepting probability 35 of this 1Q1CA MQ(L2) for L2 is greater than
the original Kravtsev’s 47 .
Next we show that L3 = {aibajbak | exactly 2 of i; j; k are equal} can be recognized
by 1PR1CA with bounded error.
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Theorem 2. There exists a 1PR1CA MPR(L3) which recognizes L3 with probability 47 .
Proof. After reading the left end-marker c|, MPR(L3) enters one of the following four
paths, path-1, path-2, path-3, path-4, with probability 16 ;
1
6 ;
1
6 ;
1
2 , respectively.
In path-1(path-2)[path-3], MPR(L3) checks whether i= j(j= k)[k = i] or not, by be-
having in the same way as MR(Li=j)(MR(Lj=k))[MR(Lk=i)] except for the treatment of
acceptance and rejection. The input is accepted with probability 67 if i= j(j= k)[k = i]
is satis6ed, while it is always rejected if i = j(j = k)[k = i].
In path-4, MPR(L3) checks whether i =(j + k)=2 or not, by behaving in the same
way as MR(Li=( j+k)=2) except for the treatment of acceptance and rejection. The input
is accepted with probability 67 if i =(j + k)=2 is satis6ed, while it is always rejected
if i=(j + k)=2.
Then the input x∈L3 always satis6es the condition of path-4 and exactly one of the
conditions of 6rst three paths. Hence, MPR(L3) accepts it with probability 47 . On the
other hand, MPR(L3) rejects any input x =∈L3 with probability at least 47 . Indeed, when
the input satis6es i= j= k, the conditions of path-1, path-2, and path-3 are satis6ed
while the condition of path-4 is not satis6ed, hence, MPR(L3) rejects it with probability
at least 47 . Next, when i; j; k diHer from one another, none of the conditions of 6rst
three paths are satis6ed, hence, MPR(L3) rejects it with probability at least 47 . Finally,
when the input is not in the form of aibajbak , it is always rejected, obviously.
Reversibility of this automaton is clear by its construction.
Corollary 4. There exists a 1Q1CA MQ(L3) which recognizes L3 with probability 47 .
Note that the accepting probability 47 of this 1Q1CA MQ(L3) for L3 is greater than
the original Kravtsev’s 12 + ".
4. Recognizability of Lk;5 = {an1an2 · · · ank}
Here we show that another family of non-context-free languages Lk;5 = {an1an2 · · · ank}
for each 6xed k¿2, is also recognizable by bounded error 1PR1CAs.
First we show that Lk;4 = {a∗1 a∗2 · · · a∗k}; for each 6xed k¿2, is recognizable by a
1PR1CA with bounded error.
For each k¿2, let Lk; i|i+1 = {{a1; : : : ; ai}∗{ai+1; : : : ; ak}∗} for each i, 16i6k − 1.
Lemma 5. For each k¿2, there exists a 1R1CA MR(Lk; i|i+1) for each Lk; i|i+1, 16
i6k − 1.
Proof. Let the state set Q= {q0; q1; qacc; qrej}, where q0 is an initial state, qacc is an
accepting state, and qrej is a rejecting state. De6ne the transition matrices V; s and the
counter function D of MR(Lk; i|i+1) as follows:
Vc|;0|q0〉 = |q1〉; Vaj;0|q1〉 = |q1〉; 16 j 6 i; D(q1; aj) = +1; i + 16 j 6 k;
Vaj;1|q1〉 = |qrej〉; 16 j 6 i;
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V$;0|q1〉 = |qacc〉; D(q; ) = 0; otherwise:
V$;1|q1〉 = |qacc〉; Vaj;0|q1〉 = |q1〉; i + 16 j 6 k;
Vaj;1|q1〉 = |q1〉; i + 16 j 6 k:
Reversibility of this automaton can be checked easily.
Theorem 3. For each k¿2, there exists a 1PR1CA MPR(Lk;4) for Lk;4 with probability
1
2 + 1=(4k − 6).
Proof. After reading the left end-marker c|, one of the following k − 1 paths is chosen
with the same probability 1=(k − 1).
In the ith path, MPR(Lk;4) checks whether the input is in Lk; i|i+1 or not, utilizing MR
(Lk; i|i+1); for 16i6k − 1. If the input is in Lk; i|i+1, MPR(Lk;4) accepts it with proba-
bility p, while if the input is not in Lk; i|i+1, MPR(Lk;4) always rejects it.
Since the input x∈Lk;4 satis6es the condition in any path, MPR(Lk;4) accepts it
with probability p. On the other hand, for any input x =∈Lk;4, there exists at least
one path whose condition is not satis6ed. Thus, the probability MPR(Lk;4) is at most
p · (k−2)=(k−1). Hence, if we take p such that p · (k−2)=(k−1)¡ 12¡p, MPR(Lk;4)
recognizes Lk;4 with bounded error. To maximize the accepting probability, we solve
1− p · (k − 2)=(k − 1)=p, which gives p= 12 + 1=(4k − 6).
Reversibility of this automaton is clear by its construction.
Corollary 6. For each k¿2, there exists a 1Q1CA MQ(Lk;4) for Lk;4 with probability
1
2 + 1=(4k − 6).
It has been known that while there exists a 1QFA which recognizes Lk;4 with
bounded error, any 1PRFA cannot recognize Lk;4 with bounded error [2]. In this point,
Theorem 3 shows that 1PR1CAs (one-counter case) are strictly more powerful than
1PRFAs (no-counter case).
Before showing the recognizability of Lk;5, we prove one more lemma. Let each
Lk;#ai = #ai+1 = {x | (# of ai in x)= (# of ai+1 in x)} for 16i6k − 1.
Lemma 7. For each k¿2, there exists a 1R1CA MR(Lk;#ai=#ai+1) for each Lk;#ai=#ai+1 ;
16i6k − 1.
Proof. Let the state set Q= {q0; q1; qacc; qrej}, where q0 is an initial state, qacc is an
accepting state, and qrej is a rejecting state. De6ne the transition matrices V; s and the
counter function D of MR(Lk;#ai = #ai+1) as follows:
Vc|;0|q0〉 = |q1〉; Val;0|q1〉 = |q1〉; 16 l6 k; D(q1; ai) = +1;
Val;1|q1〉 = |qrej〉; 16 l6 k; D(q1; ai+i) = −1;
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V$;0|q1〉 = |qacc〉;
V$;1|q1〉 = |qacc〉; D(q; ) = 0; otherwise:
Reversibility of this automaton can be checked easily.
Now we show the recognizability of Lk;5 = {an1an2 · · · ank}.
Theorem 4. For each k¿2, there exists a 1PR1CA MPR(Lk;5) which recognizes Lk;5
with probability 12 + 1=(8k − 10).
Proof. After reading the left end-marker c|, one of the following 2(k − 1) paths,
path-1-1; : : : ; path-1-(k− 1), path-2-1; : : : ; path-2-(k− 1), is chosen with the same prob-
ability 12 (k − 1).
In each path-1-i, MPR(Lk;5) checks whether the input is in Lk; i|i+1; or not, utilizing
MR(Lk; i|i+1), for 16i6k − 1. If the input is in Lk; i|i+1; MPR(Lk;5) accepts it with
probability p, while if the input is not in Lk; i|i+1; MPR(Lk;5) always rejects it.
In each path-2-i, MPR(Lk;5) checks whether the input is in Lk;#ai = #ai+1 or not, utilizing
MR(Lk;#ai = #ai+1), for 16i6k − 1. If the input is in Lk;#ai = #ai+1 ; MPR(Lk;5) accepts it
with probability p, while if the input is not in Lk;#ai = #ai+1 ; MPR(Lk;5) always rejects it.
Since the input x∈Lk;5 satis6es the condition in any path, MPR(Lk;5) accepts it with
probability p. On the other hand, for any input x =∈Lk;5, there exists at least one path
whose condition is not satis6ed. Indeed, when the input is not of the form a∗1 a
∗
2 · · · a∗k ,
at least one condition of path-1-1; : : : ; path-1-(k − 1), is not satis6ed. Next, when there
exists at least one pair of (i; j) such that (# of ai in x) =(# of aj in x), at least one
condition of path-2-1; : : : ; path-2-(k−1), is not satis6ed. Thus, the probability MPR(Lk;5)
accepts it is at most p · (2k − 3)=(2k − 2). Hence, if we take p such that p · (2k − 3)=
(2k−2)¡ 12¡p, MPR(Lk;5) recognizes Lk;5 with bounded error. To maximize the accept-
ing probability, we solve 1−p · (2k−3)=(2k−2)=p, which gives p= 12 +1=(8k−10).
Reversibility of this automaton is clear by its construction.
Corollary 8. For each k¿2, there exists a 1Q1CA MQ(Lk;5) which recognizes Lk;5
with probability 12 + 1=(8k − 10).
5. Improving the accepting probability of 1Q1CA for Lk;5
In the previous subsection, we showed that Lk;5 = {an1an2 · · · ank} is recognizable by a
bounded error 1PR1CA. In this section, we also show that, in a quantum case, we can
improve the accepting probability in a strict sense by using quantum interference. We
utilize the following result.
Theorem 5 (Ambainis et al. [1]). Lk;4 = {a∗1 a∗2 · · · a∗k} can be recognized by a 1QFA
M1QFA(Lk;4) with probability p, where p is the root of p(k+1)=(k−1) + p=1 in the
interval of ( 12 ; 1).
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Proof. See [2] for further details.
By using M1QFA(Lk;4), we prove the existence of a 1Q1CA which recognizes Lk;4.
The following two lemmas can be shown easily.
Lemma 9. For each k¿3, if p(k+1)=(k−1) + p=1; then 12¡p¡
2
3 .
Lemma 10. For arbitrary m×m unitary matrices U1; U2, there exists a 2× 2 block
unitary matrix N (U1; U2) such that
N (U1; U2) =
1√
2
(
U1 ∗
U2 ∗
)
︸ ︷︷ ︸
2blocks
;
where the blocks indicated by ∗ are determined so that N is unitary.
Now, we prove the main theorem.
Theorem 6. For each k¿2, Lk;5 can be recognized by a 1Q1CA with probability p,
where p is the root of p(k+1)=(k−1) + p = 1 in the interval of ( 12 ; 1).
Proof. By using M1QFA(Lk;4), we can construct a 1Q1CA M =(Q;; ; q11; Qacc; Qrej)
as follows. Let Q= {qmi | 16i63k; m=1; 2}, = {ai | 16i6k}, Qacc = {qm2k |m=1; 2},
and Qrej = {qmi | k +16i62k − 1; 2k +16 i63k; m=1; 2}. For each ∈, we de6ne
the transition matrices {W; s} and the counter function D as follows:
Wc|;0 =
(
Vc| O
O Ik
)
⊕
(
Ik O
O Ik
)
for k = 2;
Wc|;0 = N
((
Vc| O
O Ik
)
;
(
Vc| O
O Ik
))
for k¿3;
Wa2i−1 ;0 =
(
Va2i−1 O
O Ik
)
⊕
(
Va2i−1 O
O Ik
)
;
Wa2i−1 ;1 =
(
O I2k
Ik O
)
⊕
(
Va2i−1 O
O Ik
)
;
Wa2i ;0 =
(
Va2i O
O Ik
)
⊕
(
Va2i O
O Ik
)
; Wa2i ;1 =
(
Va2i O
O Ik
)
⊕
(
O I2k
Ik O
)
;
W$;0 =
(
V$ O
O Ik
)
⊕
(
V$ O
O Ik
)
; W$;1 =
(
O I2k
Ik O
)
⊕
(
O I2k
Ik O
)
;
D(q1j ; a2i−1) = +1 for 16 j 6 k; 16 i 6 k=2;
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D(q1j ; a2i) = −1 for 16 j 6 k; 16 i 6 k=2;
D(q1j ; ak) = 0 for 16 j 6 k; k is odd;
D(q2j ; a1) = 0 for 16 j 6 k;
D(q2j ; a2i) = +1 for 16 j 6 k; 16 i 6 (k − 1)=2;
D(q2j ; a2i+1) = −1 for 16 j 6 k; 16 i 6 (k − 1)=2;
D(q2j ; ak) = 0 for 16 j 6 k; k is even;
where each V is the transition matrix of M1QFA(Lk;4) and the columns of the transition
matrices correspond to the states in order of q11; q
1
2; : : : ; q
1
k ; q
2
1; q
2
2; : : : ; q
2
k (i.e. the order of
the basis states is q11; q
1
2; : : : ; q
1
k ; q
2
1; q
2
2; : : : ; q
2
k). Let  be de6ned in the manner described
in Section 2.
If the input string is of the form an1a
n
2 · · · ank , in each of two paths, the input is
accepted. Thus, the probability of accepting is (p=2) · 2=p.
If k =2, the input string is of the form am11 a
m2
2 , and m1 =m2, in the 6rst path, the
input string is rejected and the states in the second path are never entered. Thus, the
input is always rejected.
If k¿3, the input string is of the form am11 a
m2
2 · · · amkk , and there exists at least one
pair of (i; j) such that mi =mj, in at least one of two paths, the counter value is
not 0 upon reading the right end-marker. Thus, the probability of accepting is at most
(p=2) · 1=p=2. By Lemma 9, the probability of rejecting is at least 1 − p=2¿1 −
( 23 ) · ( 12 )= 23¿p.
Finally, if the input string is not of the form a∗1 a
∗
2 · · · a∗k , in each of two paths, the
input string is rejected with probability at least p, since each path is equivalent to
M1QFA(Lk;4) when the counter is left out of consideration. Therefore, the probability of
rejecting is at least p.
Now we show that quantum interference improves the accepting probability. This
theorem indicates that 1Q1CAs are more powerful than 1PR1CAs.
Theorem 7. The accepting probability p of M is greater than 12 + 1=(8k − 10), the
accepting probability of MQ(Lk;5).
Proof. Let f(x)= x(k+1)=(k−1) + x − 1 for each 6xed k¿3, then f(p)= 0; 12¡p¡1
is satis6ed. It is clear that f(x) is monotonically increasing in the interval of ( 12 ; 1).
We can show that f( 12 + 1=(8k − 10))¡0 (see the appendix). Thus we can conclude
p¿ 12 + 1=(8k − 10).
6. Relation between 1D1CAs and 1Q1CAs
As we have seen in Sections 3–5, some non-context-free languages can be recognized
by bounded error 1Q1CAs. It is clear that 1D1CAs cannot recognize any non-context-
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free languages, since 1D1CAs are special cases of 1-way pushdown automata. This
indicates the strength of 1Q1CAs. Conversely, we present the weakness of 1Q1CAs
by showing that there is a regular language which can be recognized by a 1D1CA but
not by a 1Q1CA with bounded error.
Theorem 8. The language {{a; b}∗a} cannot be recognized by a 1Q1CA with bounded
error.
Proof. Nayak [7] showed that, for each 6xed n¿0, any general 1-way QFA rec-
ognizing {wa |w∈{a; b}∗; |w|6n} must have 2)(n) basis states. Thus a 1Q1CA for
{{a; b}∗a} should have at least 2)(n) quantum basis states if the input length is n.
However, the number of basis states of a 1Q1CA for a language of length n has
precisely (2n + 1)|Q|. Since (2n + 1)|Q|¡2)(n) for suNciently large n, it proves the
theorem.
7. Conclusions and open problems
In this paper, we proved that there are non-context-free languages which can be
recognized by 1PR1CAs and 1Q1CAs, but cannot be recognized by 1D1CAs. We also
showed that there is a regular language which can be recognized by a 1D1CA, but
cannot be recognized by a 1Q1CA.
One interesting question is what languages are recognizable by 1Q1CAs but not
by 1PR1CAs. Similarly, what are the languages recognizable by 1Q1CAs but not by
1P1CAs?
Another question is concerning to a 2-counter case. It is known that a 2-way
deterministic 2-counter automaton can simulate a deterministic Turing machine [5].
How about the power of 2-way quantum 2-counter automata, or 2-way quantum 1-
counter automata?
Appendix
Proposition 1 in Section 4 can be shown from the following two lemmas.
Lemma A.1. For each k¿3, {(2k − 2)=(2k − 3)}k−1¡3.
Proof. Let g(x)= x log{2x=(2x−1)} for x¿2. The 6rst-order and second-order deriva-
tives are
g′(x) = log{2x=(2x − 1)} − 1=(2x − 1);
g′′(x) = 1=x(2x − 1)2 ¿ 0;
respectively. This means that g′ is monotonically increasing. Notice that limx→∞
g′(x)= 0. Thus g′¡0 and g is monotonically decreasing. It follows that g(x)6g(2)¡1
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and (
2k − 2
2k − 3
)k−1
¡ e ¡ 3:
Lemma A.2. For each k¿3, let f(x)= x(k+1)=(k−1) + x − 1 for 12¡x¡1. Then
f
(
1
2
+
1
8k − 10
)
¡ 0:
Proof. We can easily show that {(2k − 2)=(4k − 5)}2¡ 13 . Therefore,(
2k − 2
4k − 5
)2(2k − 2
2k − 3
)k−1
¡ 1;
(
2k − 2
4k − 5
)k+1
¡
(
2k − 3
4k − 5
)k−1
:
It follows that(
1
2
+
1
8k − 10
)k+1
¡
(
1
2
− 1
8k − 10
)k−1
;
(
1
2
+
1
8k − 10
)(k+1)=(k−1)
¡
1
2
− 1
8k − 10 :
This means that
f
(
1
2
+
1
8k − 10
)
¡ 0:
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