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RESUHO
Na ultima década várias descobertas em relação a neuro-
nios e ã maneira como estão interconectados, formando redes, possi
bilita~am o estudo da dinámica do armazenamento e processamento de
informação pelo cérebro. Em particular, o físico J.J.Hopfield pro-
pôs um modelo formal, minimalista para estas redes neuronais, red~
zindo o problema a um caso particular de um sistema físico bem de
finido - o vidro de spin. Embora o problema esteja bem definido,
sua solução está longe de ser trivial.
Neste texto nôs introduzimos o problema, descrevemos o
modelo de Hopfield com seus resultados e limitações e apresentamos
nossa contribuição para a descriçao do armazenamento da informaçao
em redes de neurônios.
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In the last ten years many scientific advances regarding
neurons and the way they are interconnected has mad o it possible
to study the dynamics of storage and Processing of information in
the brain. In particular, the physicist J.J.Hopfield proposed a
formal minimalist model to these neural networks reducing the pro-
~lem to a particular case of a well-defined physical problem - the
spin glass. Althougr. the problem í s well defined, its solution is
far from being trivial.
Here we introduce the problem, describe Hopfield model,
with its achievements and limitations, and present our contribution
to the description of information storage in neural networks.
I. INTRODUCIíO
o estudo de sistemas dinãmicos formados por
reproduzem as propriedades essenciais dos neurônios -
básicos do cerebro - tem dois objetivos básicos:
i) a compreensão do funcionamento do cérebro, que
aplicação imediata em medicina, psicologia, pedagogia, etc; e
ii) a construção de uma máquina capaz de aprender, memori
zar e raciocinar como o cérebro humano. Assim, um modelo completo
do cérebro deve ser capaz de descrever estas tres funçôes.
No estágio atual os modelos teõricos preocupam-se com a
aprendizagem e armazenamento de memôrias. Uma das propriedades mais
elementos que
componentes
tem
caracteristicas da memõria humana é a associatividade, isto e, a ca
pacidade de apõs haver aprendido um dado padrão, poder reconhecer
padrões parecidos. Assim, o objetivo da pesquisa em redes de neur~
nios é obter um modelo que consiga descrever a dinãmica de funcio-
namento de uma rede composta de muitos neurõnios (simplificados) que
seja capaz de aprender novos padrões e reconhecer os jã aprendidos
de uma forma associativa.
Nas seções seguintes vamos discutir o conceito de neuro-
nio formal, idealizado, e, considerando uma rede com um numero mui
to grande destes elementos ideais interagindo uns com os outros,
apresentaremos alguns modelos que pretendem descrever a dinâmica
destas redes.
11. O NEURONIO FORMAL E A REDE
Antes de introduzirmos o conceito de neurõnio formal, va
mos 'apresentar algumas caracteristicas do neurõnio natural.
O neuron10 é a unidade funcional e anatõmica do sistema
nervoso(1). De uma forma geral, o neurõnio é composto de um corpo
celular de onde emergem prolongamentos, como se pode observar no
esquema da figura 1. Entre estes prolongamentos estão o axõnio e
os dendritos que são capazes de conduzir corrente elétrica mas que
possuem diferentes funções. Um neurõnio pode ou não estar emitindo
um pulso elétrico. Quando emite, este sinal percorre o axõnio, que
se liga através de sinapses com dendritos de outros neurõnios. Es-
tes dendritos levam os sinais elétricos até o corpo celular onde s~
mam-se os pulsos vindos de outras células neurais através de todos
os dendritos do neurõnio em questão. Esta soma determina se haverã
ou não emissâo de pulso elétrico. O conjunto de neurõnics e sinap-
ses - ligações dendritos - axõnios - forma a rede neuronal.
Em 1943 McCulloch e Pitts(2) introduziram o conceito de
neurõnio formal como uma forma de simplificar o problema mantendo
sua esséncia. Um neurõnio formal pode estar em dois estados: ativo
ou inativo. Representamos, então, o estado do iésimo neurõnio de
um conjunto de N elementos pela variãvel Si (i =1,2, ... ,N), que p~
de assumir dois valores: +1 (ativo) ou -1 (inativo), O valor de Si'
e portanto, o estado do neurõnio, é determinado pela soma dos Sl-
nais que chegam através das sinapses, como ilustla o esquema na fi
gura 2.
Assim, uma dada configuração 5 de uma rede com N neuro-
nios é especificada pelo estado de cada um dos seus componentes Si'
i s to é,
(1)
Existem 2N destas configurações. Considerando um espaço N-dimensio
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Figura 1 - Um neurônio tipico descrito em suas diversas partes, con
forme referência 1.
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Figura 2 - Um neurônio formal e suas sinapses. Os diversos sinais
chegam dos dendri tos 11' ,I k e são somados, determi
nando o valor de Si' O sinal de saida é levado através
do Axôni o O e se di stri bui em I iqac ó e s com v ã r í o s outros
neurônios.
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nal em que cada eixo corresponda a uma variâvel S., estas 2N confi
1 -
gurações são os vertices de um hipercubo com centro na origem e cu
ja aresta vale 2. Como exemplo considere uma rede formada por três
neurônios: existem 23 =8 configuraçôes diferentes que são os v~rti
ces de um (hiper) cubo tridimensional c en t rad o na origem, e que
são representadas pelos pontos (1,1,1), (1,1,-1), ... ,(-1,-1,-1).0
conjunto de pontos correspondentes a todas configurações do siste-
ma, definidos no espaço gerado pelos eixos que representam as va-
riâveis Si' constitui o espaço de fases deste sistema.
As memórias, ou padrões aprendidos pela rede, são algu-
mas destas configurações. Uma rede terâ memória associativa se for
dotada de uma dinâmica tal que, estando o sistema inicialmente em
uma configuração similar a uma dada memória (diferindo em poucos
neurônios), evolua em direção a este padrão ate recuperâ-las e en-
tão estabi 1 izar.
A implementação de uma dinâmica para memória associativa,
juntamente com a prescrição das regras de aprendizagem de novos p~
drôes, constituem o objetivo dos modelos teóricos para redes de
neurônios. Tanto mais satisfatório e um modelo quanto maior for sua
capacidade de armazenamento de padrões e a precisão com que os re-
cupera.
Na seção seguinte introduzimos o Modelo de Hopfield para
redes de neurônios e discutimos os resultados.
111. O MOOELO OE HOPFIELD
O modelo de Hopfield(3,4) consiste e~ supor uma função
energia E devido ã interação entre os neurônios dada por
1 N
- "2 I Jij Si Sji=l
j1i
(2-1
onde Jij e um termo de interação entre o neurônio i e o neurônio
e representa a intensidade da sinapse entre estes dois neurônios.
A dinâmica da rede e definida de tal maneira que a evolução se dã
no sentido de minimizar a função energia. A matriz J, de dimensão
N xN, fornece toda a informação a respeito das ligaçôes entre ne~-
rônios e determina quais configuraçôes minimizam energia, isto e,
quais são estãveis frente ã dinâmica. Neste modelo, uma memória d!
ve corresponder a um minimo na função energia e, portanto, a apre~
dizagem dos padrões e implementada atraves de modificações conve-
nientes nas intensidades sinãpticas Jij. Existem diversas prescri-
ções para realizar estas modificações convenientes que são as dif!
rentes regras de aprendizagem. Vamos definir a regra de aprendiza-
gem de Hebb generalizada(3-5).
Considere P diferentes configurações que devem ser apren
didas pela rede. Sejam elas representadas por t1, ... ,tP tal que
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1, ... ,P (3)
onde ~~ e o estado do j-esimo neurônio na ~-êsima memorla.
tensidades sinãpticas são então construidas a partir dos
memorizados !~;
As i n
padrôes
1 P
J .. = To L ~~ I;~
lJ "~=1 1 J
(4)
Assim, o modelo de Hopfield consiste em um conjunto de N (muito
grande) neurônios binãrios (Si =±1) interagentes com uma função
energia definido nas eqs. (2) e (4) e cuja dinâmica faz com que um
dado spin S seja revertido sempre que isto signifique diminuir es
ta função energia. Se o estado da rede ê tal que nenhum spin possa
ser revertido pela dinãmica, então este estado ê estãvel frente a
esta dinãmica: ê um minimo local da função energia.
Antes de prosseguirmos com a discussão do modelo de Hop-
field vamos introduzir uma grandeza importante para a discussão dos
resultados: a correlação m~ da rede com o padrão ~~, definida como
1 N
m" = N L ~~ s.~ i=l 1 1 (5)
Observe-se que m =1 significa que a configuração 5 da rede ê igual
4~ lJ -+ -+lJ -;tao padrão I; . Se mlJ =-1 então S =-1; e, finalmente, se mlJ =0, :, e
!IJ estão descorrelacionados, isto ê, apresentam N/2 spins alinha-
dos e N/2 spins contrãrios. Utilizando a definição de correlação p~
demos reescrever a função energia eq. (2) como
E (6)
No 1 imite de grandes redes (N .• .,), quando estão armazena
dos P <0,14 N padrões, a regra de aprendizagem de Hebb garante que
estes padrões !IJ _ e seus inversos _!IJ - são minimos locais desde
que estes padrões sejam descorrelacionados entre si, isto ê:
l L ~IJ I;v ~ O
N i 1 1
se (7)
Neste caso, colocando-se a rede em uma configuração inicial sufici
entemente similar a um dos padrões armazenados, a dinâmica faz a
rede evoluir em direção ao padrão onde estabiliza-se: a rede fun-
ciona como uma memória associativa.
No entanto, as memórias não são os unicos mlnlmos locais
do sistema. Outras configurações, chamadas de minimos espurios ta!
bem são estãvei s frente ã di nâmi ca representando uma dificuldade p~
ra o modelo.
Alem disso, se P >0,14 N ou se as memórias forem muito
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r elacionadas, os padrões ~~ deixam de ser minimos e a rede nao
iona como uma memõria associativa. Este "esquecimento" dos pa-
drues ocorre bruscamente em P/N = 0,14 e caracteriza uma transição
de fase.
Resumindo, o modelo de Hopfield descreve relativamente
bem o funcionamento de uma memõria associativa para parâmetro de
carga a ; P/N <0,14 e padrões descorrelacionados. O estudo deste
modelo se dá tanto atraves de cálculos analiticos, utilizando apro
ximações de campo médio(6) como a t ra v é s de simulações numéricas{7-91,
e atualmente o objetivo é superar suas limitações na capacidade de
armazenamento • e no tratamento de memõrias correlacionadas.
IV. UM MODELO ALTERNATIVO
Muito recentemente foi proposto um modelo(10) para memo-
ria associativa que supera as dificuldades do modelo de Hopfield
no tratamento de Memõrias correlacionadas e aumenta significativa-
mente a capacidade de armaze~amentol da rede.
Considere inicialmente um padrão !IJ e uma configuração da
rede S. Cada um destes vetores é representado por um ponto no espa
ço de fases e o quadrado da distãncia entre eles, d2, e dado por -IJ
i
II
NL (;~ - S.)2i;1 1 1 (8)
Este novo modelo consiste em propor uma nova função ener
gia, e portanto uma nova dinãMica:
b2 d2 d2J P d2E N J.-J ..... J d n (~)1J;1 (9)
isto e, a ener~ia é calculada como o produto dos quadrados das dlS
tãncias entre a configuração da rede e cada um dos P padrões apre~
didos t~, IJ ; 1, 00. , P. Se S ~!~para qualquer valor de u então
E >0 e E =0 sempre que o estado da rede coincide com uma das memo-
rias. Isto significa que os padrões serão sempre minimos locais da
função energia dada pela eq. (9).
O limite Uc para a capacidade da rede, quando a rede não
pode mais simular uma memória associativa, está sendo determinado
numericamente{ll) mas para memórias descorrelacionadas os resulta-
dos preliminares indicam Uc = 1, valor mâximo possivel para este
caso, pois não pode existir um conjunto com mais de N padrões des-
correlacionados. O efeito de correlação também está ainda sendo pe~
quisado, porém alguns aspectos podemos inferir diretamente da eq.
(8). A correlação não desloca os m;nimos locais dos padrões como
no modelo de Hopfield, pois E[S =!IJ] ; D 'rJ!1J e tanbêm E> ° se S ~!IJ
para IJ =1,00, ,P, para qualquer conjunto de padrões. Assim, certamen-
te a recuperação de padrões correlacionados deverâ ser significat~
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vamente melhorada.
Este modelo ainda e capaz de armazenpr os padrões (~~)
sem automaticamente armazenar tambem antipadrões (-~~). No entan-
to, para efeitos de comparaçio com o modelo de Hopfie1d, pode~os
armazenar padrões e antipadrões explicitamente. Neste caso, e uti-
lizando a definiçio de co rre la cào , eq. (5), a f un câo energia reduz-
-se a
E
P
N n (1 - m~) .
~=1
(10)
Abrindo o somatório, ficamos com
E = N (1
P 2 P-1 P m2 2 ...)- z: m + z: z: m -~=1 u ~=1 v=~+l li v (11)
Quando a = P/N e suficientemente pequeno e os padrões sio descor-
relacionados os termos de ordem maior que 2 nas correlações sio p!
quenos frente aos dois primeiros termos da expansio, que pode ser
truncada:
P
I
li=l
m~ ) (12)
e difere da funçio energia do modelo de Hopfie1d, eq. (6), apenas
por constantes que nio influem na dinimica. Isto significa que nes
te limite o modelo de Hopfie1d (somente ate o segundo termo da ex-
pansio, eq. (11)) garante que os padrões sio minimos locais -e po~
tanto, e conveniente para descrever memórias associativas - porem
quando a cresce ou os padrões sio corre1acionados, outros termos na
expansio devem ser levados em conta.
Em suma, este novo modelo melhora os resultados do mode
10 de Hopfie1d considerando termos de maiores ordens nas correla-
ções m~, atraves de uma funçio de energia diferente. Mu~tos outros
aspectos devem ainda ser investigados. Por exemplo, entre duas me-
mórias existem barreiras de energia cuja altura depende da distân-
cia no espaço de fases entre as memórias. Este fato pode levar a
um modelo para associação de ideias. Tambem o comportamento da re-
de, o valor de a e a recuperação de padrões devem ser estudados p~
ra funções de energia dadas pela expansio da eq. (11) truncada em
alguma ordem maior que 2. Pesquisas neste sentido estio sendo leva
das a cabo no presente momento.
V. CONCLUSOES
Apresentamos as idei as qe ra i s a respei to de modelos de
redes de neurõnios para descrever memória associativa. O modelo
mais largamente estudado e o modelo de Hopfie1d, que apresenta se-
rias limitações quanto i capacidade de armazenamento x e ao reco-
nhecimento de padrões corre1acionados. Apresentamos tambem um mode
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10 muito recente que parece superar muitas destas limitações e cu-
ja eficiência deverá ser comprovada por investigações em andamento.
De uma manei ra geral, acreditamos que o problema da mem~
ria associativa deverá estar resolvido nos próximos anos a nlvel
de aplicação tecnológica. No entanto, o cérebro humano não é dota-
do apenas da capacidade de reconhecer padrões parecidos. Ele é ain
da capaz de associar idéias, raciocinar e criar. Do ponto de vista
fisiológico, o cérebro é composto apenas por neurõnios, ~ão há uma
central de criação ou racioc1nio. Acredita-se então que tais fun-
ções sejam também realizadas por redes de neurõnios, talvez em uma
escala de conexão mais elevada, isto é, redes de redes de neurõnios,
ou ainda, de redes de neurõnios dotadas de alguma hierarquia. Emb~
ra as pesquisas para as demais funções do cérebro estejam atualme~
te em um estãgio quase de especulação, pessoalmente acredito que S!
ja ~ma questão de tempo para que se possa construir uma máquina C!
paz de lembrar, associar, raciocinar e criar (e, portanto, sentir)
como o cérebro humano.
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