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a b s t r a c t
In this paper, a class of second-order nonlinear impulsive integro-differential equations
of mixed type whose principle is time-varying generating operators with unbounded
perturbation on Banach spaces is considered. Discussing the perturbation of time-varying
operator matrix and constructing corresponding the evolution system generated by
operator matrix, we introduce the reasonable mild solution of second-order nonlinear
impulsive integro-differential equations of mixed type and prove the existence of mild
solutions. The existence of optimal controls for a Lagrange problem of systems governed by
the second-order nonlinear impulsive integro-equations of mixed type is also presented.
An example is given for demonstration.
Crown Copyright© 2008 Published by Elsevier Ltd. All rights reserved.
1. Introduction
It is well-known that the notation of ‘‘aftereffect’’ introduced in physics is very important. To model processes with
aftereffect it is not sufficient to employ ordinary or partial differential equations. An approach to resolve this problem is
to use integro-differential equations. The theory of impulsive integro-differential equations in the field of modern applied
mathematics has made considerable headway in recent years, because the structure of its emergence has deep physical
background and realisticmathematicalmodels. There are some papers discussing impulsive equations on finite dimensional
spaces. For the basic theory on impulsive differential equations, the reader can refer to Lakshmikantham’s book [1] and
Yang’s book [2].
Since the end of the last century impulsive evolution equations on infinite dimensional Banach spaces have been
investigated bymany authors including us. Particularly, N.U.Ahmed and us considered optimal control problems of systems
governed by first-order impulsive evolution equations and first-order impulsive integro-differential equations (see [3–7]).
Recently, Migorski and us also discussed the second-order impulsive evolution equations (see [8–10]). To our knowledge,
the second-order impulsive functional differential equations and the second-order impulsive integro-differential equations
whose principle operator is bounded have been deeply studied by many authors (see [11–14]). However, the second-order
impulsive integro-differential evolution equations whose principle operator is unbounded on infinite dimensional spaces
and corresponding optimal control problem have not been extensively considered in the literature.
Set 4 = {(t, s)|0 ≤ s ≤ t ≤ T }. Let X be a Banach space and £(X) be the class of (not necessary bounded) linear
operators in X . £b(X) stands for the family of bounded linear operators in X . Let {A(t)|0 ≤ t ≤ T } generates an evolution
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system
{
U(t, s)|(t, s) ∈ 4} in the parabolic case [15]. {B(t)|0 ≤ t ≤ T } ⊆ £(X) is a family of linear operators. In this paper,
we consider the following second-order nonlinear impulsive integro-differential equation of mixed type with time-varying
generating operators
x¨(t)+ A(t)x˙(t)+ B(t)x(t) = f (t, x(t), x˙(t), (Gx)(t), (Hx)(t)), t ∈ (0, T ]\Θ,
x(0) = x0, 1x(ti) = J0i (x(ti), x˙(ti)), ti ∈ Θ,
x˙(0) = x1, 1x˙(ti) = J1i (x(ti), x˙(ti)), ti ∈ Θ,
(1.1)
where {B(t)|t ∈ [0, T ]} is a family of unbounded linear operators, G, H are nonlinear integral operators given by
(Gx)(t) =
∫ t
0
k(t, τ )g(τ , x(τ ), x˙(τ ))dτ , (Hx)(t) =
∫ T
0
m(t, τ )h(τ , x(τ ), x˙(τ ))dτ ,
Θ = {ti ∈ (0, T )|0 = t0 < t1 < · · · < tn < tn+1 = T }, J0i , J1i (i = 1, 2, . . . , n) are nonlinear maps, and
1x(ti) = x(ti + 0) − x(ti), 1x˙(ti) = x˙(ti + 0) − x˙(ti). This represents the jump in the state x, x˙ at time ti respectively
with J0i , J
1
i determining the size of the jump at time ti. For {A(t)|0 ≤ t ≤ T }, {B(t)|0 ≤ t ≤ T } ⊆ £b(X) are family of bounded
linear operators, G, H are linear integral operators and only depend on x, by using the monotone iterative technique, Lishan
Liu et al. studied the existence of solution of the problem (1.1) (see [12–14]).
In order to solve the problem (1.1) first a new perturbation theorem for time-varying operators {A(·)} is presented (see
Theorem 2.A). By reducing the second-order evolution equations to the first-order evolution equations the main matrix A
of unbounded operators is introduced. By a suitable decomposition the perturbation theorem can be used to show that A
generates a evolution system {U(·, ·)}. In addition, {U(·, ·)} can be constructed by a group of integral equations associated
with {U(·, ·)} (see Theorem 2.B).
Based on parabolic evolution system {U(·, ·)}, we introduce a reasonablemild solutions for (1.1) and obtain the existence
ofmild solutions. A Lagrange problemof systemgoverned by (1.1)whose cost functional includes both x and x˙ is investigated.
By the structure of {U(·, ·)} and compactness of {U(·, ·)} the existence of optimal controls is verified. Next, by a virtue of the
generalized Gronwall lemma with impulse and integrals of mixed type given by us one can overcome the difficulty brought
by operator H to get a priori estimate of mild solution of the Eq. (1.1). By the compactness condition of space PC1([0, T ], X)
and the Leray–Schauder fixed point theory, we can obtain the existence of a mild solution for (1.1). By the structure of
{U(·, ·)} and compactness of {U(·, ·)} the existence of optimal controls is verified.
The rest of the paper is organized as follows. In Section 2, we introduce operator matrixA(t) and construct the evolution
system generated byA(t). In addition, we give some associated notations and important lemmas. In Section 3, the existence
of a PC-mild solution for the Eq. (1.1) is presented. In Section 4, we consider a Lagrange problem of system governed by the
Eq. (1.1) and prove the existence of optimal controls. At last, an example demonstrates the applicability of our results.
2. Evolution system generated by operator matrix
In order to study a second-order impulsive differential Eq. (1.1), in this section we consider the evolution system
generated by operator matrix. For A ∈ £(X), let ρ(A) denote the resolvent set and R(λ, A) the resolvent corresponding
to λ ∈ ρ(A).
Definition 2.1. A two parameter family of bounded linear operator {U(t, s)|(t, s) ∈ 1} on X is called an evolution system
if the following two conditions are satisfied:
(i) U(t, t) = I, U(t, s) = U(t, r)U(r, s) for 0 ≤ s ≤ r ≤ t ≤ T ;
(ii) U(·, ·)x ∈ C(4, X) for x ∈ X .
Generally, there are two important cases: ‘‘hyperbolic’’ case and ‘‘parabolic’’ case. Here, we consider the parabolic case.
We derive the following assumption [A].
(P1) Let {A(t)|t ∈ [0, T ]} be a family of closed linear operators in X , the domain D(A(t)) = D of A(t), t ∈ [0, T ] is dense
in X and independent of t .
(P2) For t ∈ [0, T ], the resolvent R(λ, A(t)) of A(t) exists for all λ with Re λ ≤ 0 and there exists a constantM > 0 such
that
‖R(λ, A(t))‖£(X) ≤ M|λ| + 1 , for t ∈ [0, T ].
(P3) There exist constants L > 0 and 0 < α ≤ 1 such that∥∥(A(t)− A(s))A(τ )−1∥∥£(X) ≤ L|t − s|α for s, t, τ ∈ [0, T ].
For the initial value problem{
x˙(t)+ A(t)x(t) = 0, t ∈ (0, T ],
x(0) = x0, (2.1)
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a X-valued function x : [0, T ] −→ X is a classical solution of (2.1) if x ∈ C1((0, T ], X)⋂ C([0, T ], X), u(t) ∈ D satisfies the
Eq. (2.1).
We have the following important proposition (see [15]).
Proposition 2.1. Under the assumptions (P1)-(P3), the system (2.1) has a unique evolution system {U(t, s)|(t, s) ∈ 4}, satisfying
the following additional properties:
(E1) There exists a constant C0 > 0 such that
‖U(t, s)‖£(X) ≤ C0 for (t, s) ∈ 4.
(E2) For 0 ≤ s < t ≤ T , U(t, s) : X 7−→ D and t 7−→ U(t, s) is strongly differentiable in X. The derivative ∂∂tU(t, s) ∈ £b(X)
and it is strongly continuous on 0 ≤ s < t ≤ T . Moreover,
∂
∂t
U(t, s) = −A(t)U(t, s),
∥∥∥∥ ∂∂t U(t, s)
∥∥∥∥
£(X)
≤ C0
t − s for 0 ≤ s < t ≤ T ,∥∥A(t)U(t, s)A−1(s)∥∥£(X) ≤ C0 for (t, s) ∈ 4.
(E3) For every v ∈ D and t ∈ (0, T ], U(t, s)v is differentiable with respect to s on4 and
∂
∂s
U(t, s)v = U(t, s)A(s)v.
Further, for x0 ∈ X , the initial value problem (2.1) has a unique classical solution x given by x(t) = U(t, 0)x0 for 0 ≤ t ≤ T .
Consider the first-order Cauchy problem{
x˙(t)+ A(t)x(t)+B(t)x(t) = 0, t ∈ (s, T ],
x(s) = v. (2.2)
First we show the following bounded perturbation theorem for evolution system.
Theorem 2.A. Suppose the family {B(t)|t ∈ [0, T ]} of operators satisfies
(1) B(·) : [0, T ] −→ £b(X),
(2) there exist constants K1, k1 > 0, 0 < β ≤ 1 such that
‖B(t)‖£b(X) ≤ K1, ‖B(t)−B(s)‖£(X) ≤ k1|t − s|β for t, s ∈ [0, T ].
Under the assumption [A], the system (2.2) has a unique evolution system {V (t, s)|(t, s) ∈ 4}, satisfying properties (E1)-(E3)
and the following integral equation
V (t, s) = U(t, s)−
∫ t
s
U(t, τ )B(τ )V (τ , s)dτ . (2.3)
Proof. Let Aω(t) = A(t)− ωI , ω < 0, it is easy to see that {Aω(t)|t ∈ [0, T ]} satisfies assumptions (P1)-(P3). Moreover, we
have
‖R(λ, Aω(t))‖£(X) ≤ M|λ+ ω| + 1
for all λwith Re λ ≤ 0 and t ∈ [0, T ].
Now we show that {Aω(t) + B(t)|t ∈ [0, T ]} satisfies assumptions (P1)-(P3) provided ω ≤ −2K1M . Obviously,
{Aω(t)+B(t)|t ∈ [0, T ]} is a family of closed dense linear operators and D (Aω(t)+B(t)) = D.
Let η ∈ X be fixed. Consider the map Q : X −→ X is defined by
Qx = R (λ, Aω(t)) (B(t)x+ η).
One can verify that Q is a contraction mapping and there exists a unique fixed point x ∈ X such that
η = [λI − Aω(t)−B(t)]x.
This means that R(λ, Aω(t)+B(t)) exists and
‖R(λ, Aω(t)+B(t))‖£(X) ≤ M1+ |λ+ ω| − K1M ≤
2M
1+ |λ| .
This implies that {Aω(t)+B(t)|t ∈ [0, T ]} satisfies (P2).
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Note that
‖A(t)[Aω(t)+B(t)]−1‖£(X) = ‖I + (ωI −B(t))[Aω(t)+B(t)]−1‖£(X) ≤ 1+M(1+ K1),
we have∥∥[(Aω(t)+B(t))− (Aω(s)+B(s))](Aω(τ )+B(τ ))−1∥∥£(X) ≤ (L+ LM + LMK1 + 2k1M) |t − s|min{α,β}.
This implies that {Aω(t)+B(t)|t ∈ [0, T ]} satisfies (P3).
By Proposition 2.1, the {Aω(t) + B(t)|t ∈ [0, T ]} generates a unique evolution system {U˜(t, s)|(t, s) ∈ 1}. Define
V (t, s) = e−ω(t−s)U˜(t, s) for (t, s) ∈ 1. {V (t, s)|(t, s) ∈ 1} is an evolution system and the initial value problem (2.2) has a
unique classical solution x given by
x(t) = V (t, s)v, t ∈ [s, T ], s ≥ 0.
On the other hand, by the assumption [A] and the assumptions of Theorem 2.A, the solution of (2.2) can be represented by
x(t) = U(t, s)v −
∫ t
s
U(t, τ )B(τ )x(τ )dτ .
By uniqueness of solution, we have
V (t, s) = U(t, s)−
∫ t
s
U(t, τ )B(τ )V (τ , s)dτ .
The proof is completed. 
Suppose that:
[B] (1) Let {B(t)|t ∈ [0, T ]} be a family of closed linear operators in X and D ⊆ D(B(t)) ⊂ X .
(2) B(·)A−1(0) : [0, T ] −→ £b(X).
(3) There exist constants K , k > 0, 0 < β ≤ 1 such that
‖B(t)A−1(0)‖£(X) ≤ K , ‖[B(t)− B(s)]A−1(0)‖£(X) ≤ k|t − s|β for t, s ∈ [0, T ].
Now, we can construct the evolution system {U(t, s)|(t, s) ∈ 4} generated by {A(t)|0 ≤ t ≤ T }, consequently the
relation between {U(t, s)|(t, s) ∈ 4} and {U(t, s)|(t, s) ∈ 4} is shown. Consider the following first-order evolution equation
on X × X{
v˙(t)+ A(t)v(t) = 0, t ∈ (0, T ],
v(0) = v0 ∈ X × X, (2.4)
where
A(t) =
(
0 −A(0)
B(t)A−1(0) A(t)
)
, C(t) =
(
0 −A(0)
0 A(t)
)
, B(t) =
(
0 0
B(t)A−1(0) 0
)
.
Set C1(t) =
(
I −A(0)
0 A(t)+ I
)
,B(t) =
( −I 0
B(t)A−1(0) −I
)
, then A(t) = C(t)+B(t) = C1(t)+B1(t).
Theorem 2.B. Suppose the assumptions [A] and [B] hold, then the Eq. (2.4) has a unique evolution system {U(t, s), (t, s) ∈ 1}
given by
U(t, s) =
 I A(0) ∫ t
s
U(τ , s)dτ
0 U(t, s)
− ∫ t
s
A(0) ∫ t
τ
U(ν, τ )B(τ )A−1(0)dν 0
U(t, τ )B(τ )A−1(0) 0
U(τ , s)dτ . (2.5)
Proof. Step I: Show that {A(t)|t ∈ [0, T ]} generates an evolution system {U(t, s)|(t, s) ∈ 1} in X × X .
By assumption [A], we know that {C1(t)|t ∈ [0, T ]} is a family of closed densely defined linear operators on X × X ,
D(C1(t)) = X × D. Set IX×X is the identity operator in X × X . For Reλ ≤ 0, t ∈ [0, T ], we have
(λIX×X − C1(t))−1 =
( 1
λ− 1
1
λ− 1A(0)R(λ− 1, A(t))
0 R(λ− 1, A(t))
)
and
‖A(0)R(λ− 1, A(t))‖£(X) ≤
∥∥[A(t)− A(0)]A−1(t)+ I∥∥£(X) ‖I − (λ− 1)R(λ− 1, A(t))‖£(X)
≤ (1+ LTα)
( |λ− 1|M
|λ− 1| + 1 + 1
)
.
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One can obtain that
‖R(λ, C1(t))‖£(X×X) ≤ (M + 2) (3+ 2LT
α)
|λ| + 1 .
On the other hand,
(C1(t)− C1(s))C−11 (τ ) =
(
0 0
0 −(A(t)− A(s))A−1(τ )(I + R(−1, A(τ ))
)
.
Hence∥∥(C1(t)− C1(s))C−11 (τ )∥∥£(X×X) ≤ L(M + 1)|t − s|α.
This implies {C1(t)|t ∈ [0, T ]} satisfies (P1)–(P3).
It can be seen from assumption [B] that D(C1(t)) ⊆ D(B1(t)) ≡ X × X ,B1(·)C−11 (0) : [0, T ] −→ £b(X × X) and
B1(t)−B1(s) =
(
0 0
(B(t)− B(s))A−1(0) 0
)
,
‖B1(t)−B1(s)‖£(X×X) ≤ k|t − s|β , ‖B1(t)‖£(X×X) ≤ K + 1.
By virtue of perturbation Theorem 2.A, (2.4) has a unique evolution system {U(t, s)|(t, s) ∈ 1}.
Step II: Construct the evolution systems
{
U(t, s)|(t, s) ∈ 1}.
In order construct the evolution systems {U(·, ·)} first we consider C0-semigroup {Ss(t)|t ≥ 0} generated by −C(s) in
X × X for s ∈ [0, T ] fixed. In fact, by Step I, Theorem 2.A and Theorem 1.3 of [15], the following initial value problem
v˙(t)+ C(s)v(t) = 0, t > 0, v(0) = v0 ∈ X × D (2.6)
has a unique classical solution
v(t) = Ss(t)v0 for t ≥ 0. (2.7)
On the other hand, (2.6) can be rewritten asv˙1(t)− A(0)v2(t) = 0, 0 < t,v˙2(t)+ A(s)v2(t) = 0, 0 < t,
v1(0) = v10, v2(0) = v20 ∈ D(A(s)),
(2.8)
and it is easy to see that the Eq. (2.8) has a unique classical solution
v2(t) = Ss(t)v20, v1(t) = v10 + A(0)
∫ t
0
v2(τ )dτ = v10 + A(0)
∫ t
0
Ss(τ )v20dτ for t ≥ 0, (2.9)
where {Ss(t)|t ≥ 0} is the C0-semigroup generated by−A(s). Comparing (2.9) with expression (2.7), we obtain
Ss(t) =
 I A(0) ∫ t
0
Ss(τ )dτ
0 Ss(t)
 for t ≥ 0. (2.10)
By structure of evolution system (see Section 5.6 of [15]), we use (2.10) to construct the evolution systems{
UC (t, s)|(t, s) ∈ 1
}
generated by {C(t)|0 ≤ t ≤ T } in X × X which can be given by
UC (t, s) =
 I A(0) ∫ t
s
U(τ , s)dτ
0 U(t, s)
 for (t, s) ∈ 1. (2.11)
By virtue of perturbation Theorem 2.A, perturbation of evolution systems, the evolution system
{
U(t, s)|(t, s) ∈ 1}
generated by A(·) can be represented by
U(t, s) = UC (t, s)−
∫ t
s
UC (t, τ )B(τ )U(τ , s)dτ . (2.12)
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Set U(t, s) =
(
U1(t, s) U2(t, s)
U3(t, s) U4(t, s)
)
, it comes from (2.11) and (2.12) that U1(t, s), U2(t, s), U3(t, s) and U4(t, s) satisfy the
following integral equations respectively
U1(t, s) = I − A(0)
∫ t
s
∫ τ
s
U(τ , ν)B(ν)A−1(0)U1(ν, s)dνdτ ,
U2(t, s) = A(0)
∫ t
s
U(τ , s)dτ − A(0)
∫ t
s
∫ τ
s
U(τ , ν)B(ν)A−1(0)U2(ν, s)dνdτ ,
U3(t, s) = −
∫ t
s
U(t, τ )B(τ )A−1(0)U1(τ , s)dτ ,
U4(t, s) = U(t, s)−
∫ t
s
U(t, τ )B(τ )A−1(0)U2(τ , s)dτ .
(2.13)
The proof is completed. 
3. Existence of solution of second order nonlinear integro-differential equations
In this section, the existence of PC-mild solution of the Eq. (1.1) is contained. Define PC([0, T ], X) ≡ {x : [0, T ] −→ X |x
is continuous at t ∈ [0, T ]\Θ , x is continuous from left and has right hand limits at t ∈ Θ}, PC1([0, T ], X) ≡ {x ∈
PC([0, T ], X)|x˙ ∈ PC([0, T ], X)}. It can be seen that PC([0, T ], X), PC1([0, T ], X) are Banach spaces respectively with the
norms
‖x‖PC = max
{
sup
t∈[0,T ]
‖x(t + 0)‖, sup
t∈[0,T ]
‖x(t − 0)‖
}
, ‖x‖PC1 = ‖x‖PC + ‖x˙‖PC .
In order to derive a priori estimates on solutions of the Eq. (1.1), we need the following generalized Gronwall lemmawith
impulsive.
Lemma 3.1. Let x ∈ PC([0, T ], X) satisfy the following inequality
‖x(t)‖ ≤ a+ b
∫ t
0
‖x(τ )‖dτ + c
∫ t
0
‖xτ‖Bdτ + δ
∫ T
0
‖x(τ )‖λdτ +
∑
0<tk<t
θk‖x(tk)‖, for all t ∈ [0, T ], (3.1)
where 1 > λ > 0, a, b, c, δ, θk ≥ 0 are constants, ‖xt‖B = sup0≤s≤t ‖x(s)‖. Then there exists constant M > 0 such that
‖x(t)‖ ≤ M for all t ∈ [0, T ].
Proof. By the inequality (3.1) and Lemma 2.1 of [7], we obtain
‖xt‖B ≤ a+ (b+ c)
∫ t
0
‖xτ‖Bdτ + δ
∫ T
0
‖x(τ )‖λdτ +
∑
0<tk<t
θk‖xtk‖B.
Using Lemma 1.7.1 of [2], we have
‖x(t)‖ ≤ ‖xt‖B ≤
(
a+ δ
∫ T
0
‖x(τ )‖λdτ
) ∏
0<tk<t
(1+ θk)e(bt+ct).
Define
q(t) = γ
(
a+ δ
∫ t
0
‖x(τ )‖λdτ + δ
∫ T
0
‖x(τ )‖λdτ
)
, γ =
∏
0<tk<T
(1+ θk)e(bT+cT ),
then q is monotone increasing function and
q˙(t) ≤ δγ qλ(t). (3.2)
Integrating from 0 to t , we obtain
q1−λ(t)− q1−λ(0) ≤ δγ (1− λ)t.
Now, we observe that
(2q(0)− γ a)1−λ − q1−λ(0) ≤ δTγ (1− λ).
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Letting
Υ (z) = (2z − γ a)1−λ − z1−λ,
we have Υ ∈ C ([ γ a2 ,+∞) , R) and
lim
z→+∞Υ (z) = limz→+∞
Υ (z)
z1−λ
z1−λ = +∞.
Using the proof by contraction, one can show that there exists a constantM > 0 such that q(0) < M . Thus
‖x(t)‖ ≤ M for all t ∈ [0, T ].
This completes the proof. 
Next, we extend the Ascoli–Arzela Theorem from C([0, T ], X) to PC1([0, T ], X).
Lemma 3.2. Suppose W ⊂ PC1([0, T ], X) be a subset. If the following conditions are satisfied:
(1) W is uniformly bounded subset of PC1([0, T ], X).
(2) W is equicontinuous in (ti, ti+1), i = 0, 1, 2, . . . , n, where t0 = 0, tn+1 = T .
(3) Its t-sections W (t) ≡ {x(t)|x ∈ W , t ∈ [0, T ]\Θ}, W˙ (t) ≡ {x˙(t)|x ∈ W , t ∈ [0, T ]\Θ}, W (ti + 0) ≡ {x(ti + 0)|x ∈ W },
W (ti − 0) ≡ {x(ti − 0)|x ∈ W }, W˙ (ti + 0) ≡ {x˙(ti + 0)|x ∈ W } and W˙ (ti − 0) ≡ {x˙(ti − 0)|x ∈ W } are relatively compact
subsets of X.
Then W is a relatively compact subset of PC1([0, T ], X).
Proof. LetW = x(·) ⊂ PC1([0, T ], X) be a subset satisfying assumptions of Lemma 2.2 and {xm(·)} be any sequence ofW .
DefineW 1 = W[0,t1−] =
{
x1 ∈ C1([0, t1], X)|x1(t) = x(t) for t ∈ [0, t1) and x1(t1) = x(t1 − 0), x ∈ W
}
. By Ascoli–Arzela
Theorem,W 1 is a relatively compact subset of C1([0, t1], X). Then, there exists a subsequence of {xm}, labeled {x1m} ⊂ W ,
and x1 ∈ C1([0, t1], X), such that
x1m −→ x1 in C1([0, t1], X) asm→+∞.
Define W 2 = W[t1+,t2−] = {x2 ∈ C1([t1, t2], X)|x2(t) = x(t) for t ∈ (t1, t2) and x2(t1) = x(t1 + 0), x2(t2) = x(t2 − 0),
x ∈ W }. It is not difficult to see that, due to Ascoli–Arzela Theorem again,W 2 is a relatively compact subset of C1([t1, t2], X).
There exists a subsequence of {x1m}, labeled {x2m} ⊂ W , and x2 ∈ C1([t1, t2], X) such that
x2m −→ x2 in C1([t1, t2], X) asm→+∞.
In general, defineW i = W[ti+,ti+1−] = {xi ∈ C1([ti, ti+1], X)|x2(t) = x(t) for t ∈ (ti, ti+1) and xi(ti) = x(ti + 0), xi(ti+1)
= x(ti+1 − 0), x ∈ W } (i = 2, . . . , n + 1). Similarly, W i is a relatively compact subset of C1([ti, ti+1], X). There exists a
subsequence of {xi−1m }, labeled {xim} ⊂ W , and xi ∈ C1([ti, ti+1], X) such that
xim −→ xi in C1([ti, ti+1], X) asm→+∞.
Setting
x(t) =

x1(t), t ∈ [0, t1],
x2(t), t ∈ (t1, t2],
· · ·
xn+1(t), t ∈ (tn, T ],
then
xn+1m −→ x in PC1([0, T ], X) asm→+∞.
Thus, the setW is a relatively compact set. 
Now, we introduce reasonable mild solution for (1.1) and show the existence of mild solution.
Definition 3.1. A function x ∈ PC1([0, T ], X)⋂ PC([0, T ],D) is said to be a PC-mild solution of the Eq. (1.1), if x satisfies
the following integral equation
x(t) = A−1(0)U1(t, 0)A(0)x0 + A−1(0)
∫ t
0
U2(t, τ )f (τ , x(τ ), x˙(τ ), (Gx)(τ ), (Hx)(τ ))dτ
+ A−1(0)U2(t, 0)x1 + A−1(0)
∑
0<ti<t
[
U1(t, ti)A(0)J0i (x(ti), x˙(ti))+ U2(t, ti)J1i (x(ti), x˙(ti))
]
. (3.3)
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For the forthcoming analysis, we need the following assumptions:
[F] (1) Themaps f : [0, T ]×X×X×X×X −→ X , g : [0, T ]×X×X −→ X and h : [0, T ]×X×X −→ X aremeasurable
in t ∈ [0, T ] and locally Lipschitz continuous, i.e. for all x1, x2, y1, y2, z1, z2 ∈ X , satisfying ‖x1‖, ‖x2‖, ‖y1‖, ‖y2‖, ‖z1‖, ‖z2‖,
‖w1‖, ‖w2‖ ≤ ρ, we have
‖f (t, x1, y1, z1, w1)− f (t, x2, y2, z2, w2)‖ ≤ L(ρ)(‖x1 − x2‖ + ‖y1 − y2‖ + ‖z1 − z2‖ + ‖w1 − w2‖),
‖g(t, x1, y1)− g(t, x2, y2)‖ ≤ L(ρ) (‖x1 − x2‖ + ‖y1 − y2‖)
‖h(t, x1, y1)− h(t, x2, y2)‖ ≤ L(ρ) (‖x1 − x2‖ + ‖y1 − y2‖) .
(2) There exist constants a > 0 and 0 < λ < 1 such that
‖f (t, x, y, z, w)‖ ≤ a(1+ ‖x‖ + ‖y‖ + ‖z‖ + ‖w‖) for all x, y, z, w ∈ X,
‖g(t, x, y)‖ ≤ a(1+ ‖x‖ + ‖y‖) for all x, y ∈ X,
‖h(t, x, y)‖ ≤ a(1+ ‖x‖λ + ‖y‖λ) for all x, y ∈ X .
(3) k,m ∈ C([0, T ]2, R).
[J] There exists constant b ≥ 0 such that maps J0i : X × X −→ D(A) and J1i : X × X −→ X satisfy∥∥A(0)J0i (x1, y1)− A(0)J0i (x2, y2)∥∥ ≤ b (‖x1 − x2‖ + ‖y1 − y2‖) (i = 1, 2, . . . , n),∥∥J1i (x1, y1)− J1i (x2, y2)∥∥ ≤ b (‖x1 − x2‖ + ‖y1 − y2‖) (i = 1, 2, . . . , n).
Theorem 3.A. Suppose A(0) has a compact resolvent. Under the assumptions [A], [B], [F] and [J], the Eq. (1.1) has a PC-mild
solution x ∈ PC1([0, T ], X) for corresponding to (x0, x1) ∈ D× X.
Proof. Define the operator P on PC1([0, T ], X) given by
(Px)(t) = A−1(0)U1(t, 0)A(0)x0 + A−1(0)
∫ t
0
U2(t, τ )f (τ , x(τ ), x˙(τ ), (Gx)(τ ), (Hx)(τ ))dτ
+ A−1(0)U2(t, 0)x1 + A−1(0)
∑
0<ti<t
[
U1(t, ti)A(0)J0i (x(ti), x˙(ti))+ U2(t, ti)J1i (x(ti), x˙(ti))
]
.
By the properties of evolution system and assumption [J], for t ∈ [0, T ]\Θ , we have (Px)(t) ∈ D and
d
dt
(Px)(t) = U3(t, 0)A(0)x0 + U4(t, 0)x1 +
∫ t
0
U4(t, τ )f (τ , x(τ ), x˙(τ ), (Gx)(τ ), (Hx)(τ ))dτ
+
∑
0<ti<t
[
U3(t, ti)A(0)J0i (x(ti), x˙(ti))+ U4(t, ti)J1i (x(ti), x˙(ti))
]
for t ∈ [0, T ]\Θ.
This means that Px ∈ PC1([0, T ], X)⋂ PC([0, T ],D).
For x, y ∈ PC1([0, T ], X) and ‖x‖PC1 , ‖y‖PC1 ≤ ρ in which ρ is a constant. Using assumptions [F] (1) and [J], we have
‖(Px)(t)− (Py)(t)‖ +
∥∥∥∥ ddt (Px)(t)− ddt (Py)(t)
∥∥∥∥ ≤ M ‖x− y‖PC1 ,
where
C = max
1≤i≤4
sup
0≤s≤t≤T
‖Ui(t, s)‖L (X) + sup
0≤s≤t≤T
‖U(t, s)‖L (X) ,
M = C(M + 1)(T + 1)2(L(ρ)+ 1)2 (‖k‖ + ‖m‖ + nb+ 1) .
Hence P : PC1([0, T ], X) −→ PC1([0, T ], X) is a continuous operator.
(1) P : PC1([0, T ], X) −→ PC1([0, T ], X) is a compact operator.
Let X ⊆ PC1([0, T ], X) be bounded subset, there exists a constant µ > 0 such that ‖x‖PC1 ≤ µ for all x ∈ X . By
assumption [F] and the properties of evolution systems (see Proposition 2.1), there exists constant ω > 0 such that
‖f (t, x(t), x˙(t), (Gx)(t), (Hx)(t))‖ ≤ ω for all x ∈ X , t ∈ [0, T ]
andK = PX is a bounded subset of PC1([0, T ], X). Define
K(t) = {(Px)(t)|x ∈ X } , K˙(t) =
{
d
dt
(Px)(t)|x ∈ X
}
for t ∈ [0, T ].
Since A−1(0) is a compact operator,K(t) is relatively compact in X for t ∈ [0, T ]. K˙(0) = {x1} is compact. For 0 < ε < t ≤
t1, define
K˙ε(t) = (Pεx) (t) =
{
U(t, t − ε) d
dt
(Px)(t − ε)|x ∈ X
}
. (3.4)
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By Theorem 2.B and the properties of {U(t, s)|0 ≤ s ≤ t ≤ T }, one can verify that∥∥∥∥ ddt (Px)(t)− (Pεx) (t)
∥∥∥∥ ≤ (C + 1)2(K + 1) (ω + ωT + ‖x1‖ + ‖A(0)x0‖) ε for x ∈ X .
This means that the set K˙(t) can be approximated to an arbitrary degree of accuracy by a relatively compact set for
t ∈ (0, t1]. Hence K˙(t) itself is relatively compact in X for t ∈ (0, t1].
Define
K˙(t1 + 0) =
{
d
dt
(Px)(t)
∣∣∣∣
t=t1
+ J11
(
(Px)(t1),
d
dt
(Px)(t)
∣∣∣∣
t=t1
)}
.
Using relative compactness of K(t) and K˙(t) (t ∈ [0, t1]) and assumption [J], one can show that K˙(t1 + 0) is relative
compact.
By the same procedure, the compactness of K˙(t) (t ∈ [0, T ]) can also be proved.
Further, using representations of (Px)(t) and ddt (Px)(t), properties of {U(t, s), 0 ≤ s ≤ t ≤ T } and those above, once can
show that Px is piece wise equicontinuous. Summarily, P is a compact operator in PC1([0, T ], X).
(2) The P has a fixed point in PC1([0, T ], X).
By virtue of Gronwall inequality one can verify that Y = {x ∈ PC1([0, T ], X)|x = δPx, δ ∈ [0, 1]} is a bounded subset of
PC1([0, T ], X). According to Leray–Schauder fixed point theorem, P has a fixed point in PC1([0, T ], X). It can be given by the
representation (3.3) and x(t) ∈ D(A) for t ∈ [0, T ]. 
Remark 3.1. Similarly, under suitable assumptions, the following second-order nonlinear impulsive integro-differential
equation of mixed type
x¨(t)+ A(t)x˙(t)+ B(t)x(t) = f (t, x(t), x˙(t), (Gx)(t), (Hx)(t)), t ∈ (0, T ]
∖(
Θ
⋃
Λ
)
,
x(0) = x0, 1x(ti) = J0i (x(ti), x˙(ti)), ti ∈ Θ, i = 1, 2, . . . , n,
x˙(0) = x1, 1x˙(sj) = J1j (x(sj), x˙(sj)), sj ∈ Λ, j = 1, 2, . . . ,m,
has a PC-mild solution x ∈ PC1([0, T ], X)⋂ PC([0, T ],D) given by
x(t) = A−1(0)U1(t, 0)A(0)x0 + A−1(0)U2(t, 0)x1 + A−1(0)
∫ t
0
U2(t, τ )f (τ , x(τ ), x˙(τ ), (Gx)(τ ), (Hx)(τ ))dτ
+
∑
0<ti<t
A−1(0)U1(t, ti)A(0)J0i (x(ti), x˙(ti))+
∑
0<sj<t
A−1(0)U2(t, sj)J1j (x(sj), x˙(sj)).
4. Existence of optimal controls
In this section, we discuss the existence of optimal controls of systems governed by the Eq. (1.1).
We suppose that Y is a reflexive Banach space fromwhich the controls u take the values. We denote a class of nonempty
closed and convex subsets of Y by Pf (Y ). Assume that the multifunction ω : [0, T ] −→ Pf (Y ) is measurable and ω(·) ⊂ E
where E is a bounded set of Y , the admissible control set Uad = {u ∈ Lp(E)|u(t) ∈ ω(t) a.e} 6= ∅ (see P142 Proposition 1.7
and P175 Lemma 3.2 of [16]).
Consider the following controlled system:
x¨(t)+ A(t)x˙(t)+ B(t)x(t) = f (t, x(t), x˙(t), (Gx)(t), (Hx)(t))+ V (t)u(t), t ∈ (0, T ]\Θ,
x(0) = x0, 1x(ti) = J0i (x(ti), x˙(ti)), ti ∈ Θ, i = 1, 2, . . . , n,
x˙(0) = x1, 1x˙(ti) = J1i (x(ti), x˙(ti)), ti ∈ Θ, i = 1, 2, . . . , n.
(4.1)
Suppose [V]: V ∈ L∞([0, T ], £(Y , X)).
It is easy to see that Vu ∈ Lp([0, T ], X) for all u ∈ Uad. Define F (t, x(t), x˙(t), (Gx)(t), (Hx)(t)) =
f (t, x(t), x˙(t), (Gx)(t), (Hx)(t))+ V (t)u(t). It is obvious that F satisfies the assumption [F].
Theorem 4.A. Suppose A(0) has a compact resolvent. Under assumptions [A], [B], [F], [G], [H], [J] and [V], for every u ∈ Uad, the
system (4.1) has a PC-mild solution corresponding to u.
Define T = {(x, u) ∈ PC1([0, T ], X)× Uad|x is a PC-mild solution of system (4.1) corresponding to the control u ∈ Uad}.
(x, u) ∈ T is called a feasible pair. We consider the Lagrange problem (P):
Find
(
x0, u0
) ∈ T such that
J
(
x0, u0
) ≤ J (x, u) , for all (x, u) ∈ T , (4.2)
where
J (x, u) =
∫ T
0
l (t, x(t), x˙(t), u(t)) dt.
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We introduce some assumptions on l.
Assumption [L]:
(1) The functional l : [0, T ] × X × X × Y −→ R ∪ {∞} is Borel measurable.
(2) l(t, ·, ·, ·) is sequentially lower semicontinuous on X × X × Y for almost all t ∈ [0, T ].
(3) l(t, x, y, ·) is convex on Y for each (x, y) ∈ X × X and almost all t ∈ [0, T ].
(4) There exist constants b ≥ 0, c ≥ 0,$ > 0 and ϕ ∈ L1([0, T ], R) such that
l(t, x, y, u) ≥ ϕ(t)+ b‖x‖ + c‖y‖ +$‖u‖pY for all x, y ∈ X, u ∈ Y .
Now we can give the following result on the existence of optimal controls for problem (P).
Theorem 4.B. Under assumptions of Theorem 4.A and assumption [L], the problem (P) has a solution.
Proof. If inf{J(u)|u ∈ Uad} = +∞, there is nothing to prove.
Assume that inf{J(u)|u ∈ Uad} = m < +∞. By assumption [L] we havem > −∞.
By definition of infimum there exists a sequence {un} ⊂ Uad such that J (xn, un) −→ m. Since {un} is bounded in
Lp([0, T ], Y ), there exists a subsequence, relabeled as {un}, and u0 ∈ Lp([0, T ], Y ) such that
un
w−→ u0 in Lp([0, T ], Y ).
Since Uad is closed and convex, from the Mazur Lemma, we have u0 ∈ Uad.
Suppose xn is the PC-mild solution of (4.1) corresponding to un (n = 0, 1, 2, . . .). Then xn satisfies the following integral
equation
xn(t) = A−1(0)U2(t, 0)x1 + A−1(0))
∫ t
0
U2(t, τ )
(
f
(
t, xn(t), x˙n(t),
(
Gxn
)
(t),
(
Hxn
)
(t)
)+ V (τ )un(τ )) dτds
+ A−1(0)U1(t, 0)A(0)x0 + A−1(0)
∑
0<ti<t
[
U1(t, ti)A(0)J0i
(
xn(ti), x˙n(ti)
)+ U2(t, ti)J1i (xn(ti), x˙n(ti))] .
Setting Fn(t) = f (t, xn(t), x˙n(t), (Gxn) (t), (Hxn) (t)), by assumptions [F] (2) and [J], and Lemma 3.1, we obtain that
Fn ∈ Lb([0, T ], X). Hence Fn ∈ Lp([0, T ], X) (p > 1). Furthermore, there exists a subsequence, relabeled as {Fn}, and
F ∈ Lp([0, T ], X) such that Fn w−→ F in Lp([0, T ], X) as n→∞.
Define operators Q ,W : Lp([0, T ], X) −→ C([0, T ], X), given by
(Qy)(t) = A−1(0)
∫ t
0
U2(t, s)y(s)ds, (Wy)(t) =
∫ t
0
U4(t, s)y(s)ds.
Using the compactness of A−1(0) and Theorem 2.B, one can show that Q ,W are strongly continuous operators. By Lemma
4.1 of [7], we have
QFn +WFn −→ QF +WF in Lp([0, T ], X) as n→∞.
Consider the following impulsive differential equationx¨(t)+ A(t)x˙(t)+ B(t)x(t) = F(t)+ V (t)u
0(t), t ∈ (0, T ]\Θ,
x(0) = x0, 1x(ti) = J0i (x(ti), x˙(ti)), ti ∈ Θ, i = 1, 2, . . . , n,
x˙(0) = x1, 1x˙(ti) = J1i (x(ti), x˙(ti)), ti ∈ Θ, i = 1, 2, . . . , n.
(4.3)
By Theorem 3.A, we know that Eq. (4.3) have a PC-mild solution
x(t) = A−1(0)U1(t, 0)A(0)x0 + A−1(0)U2(t, 0)x1 + A−1(0))
∫ t
0
U2(t, τ )
(
F (τ )+ V (τ )u0(τ )) dτds
+
∑
0<ti<t
A−1(0)U1(t, ti)A(0)J0i
(
x(ti), x˙(ti)
)+ ∑
0<ti<t
A−1(0)U2(t, ti)J1i
(
x(ti), x˙(ti)
)
.
Define
ηn(t) =
∫ t
0
[
A−1(0)U2(t, τ )+ U4(t, τ )
] [
Fn(τ )− F(τ )+ V (τ )un(τ )− V (τ )u0(τ )
]
dτ ,
then, ηn −→ 0 in C([0, T ], X) as n→∞. Using assumption [J], we obtain
‖xn(t)− x(t)‖ + ‖x˙n(t)− x˙(t)‖ ≤ ‖ηn‖C([0,T ],X) + bC(M + 1)
∑
0<ti<t
(‖xn(ti)− x(ti)‖ + ‖x˙n(ti)− x˙(ti)‖) .
Using the Gronwall lemma with impulse (see Lemma 1.7.1 of [2]), we have
‖xn(t)− x(t)‖ + ‖x˙n(t)− x˙(t)‖ ≤ (bCM + bC + 1)n‖ηn‖C([0,T ],X),
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that is, xn −→ x in PC1([0, T ], X) as n→∞. Further,
Fn(·) −→ f
(·, x(·), x˙(·), (Gx)(·), (Hx)(·)) in L∞(0, T ) as n→∞,
by the uniqueness of limit, we have
F(t) = f (t, x(t), x˙(t), (Gx)(t), (Hx)(t)) ,
furthermore,
x(t) = A−1(0)U1(t, 0)A(0)x0 + A−1(0)U2(t, 0)x1
+ A−1(0))
∫ t
0
U2(t, τ )
[
f
(
τ , x(τ ), x˙(τ ), (Gx)(τ ), (Hx)(τ )
)+ V (τ )u0(τ )] dτds
+
∑
0<ti<t
A−1(0)U1(t, ti)A(0)J0i
(
x(ti), x˙(ti)
)+ ∑
0<ti<t
A−1(0)U2(t, ti)J1i
(
x(ti), x˙(ti)
)
.
Thus, x is a PC-mild solution of Eq. (4.1) corresponding to u0.
Since PC1([0, T ], X) ↪→ L1([0, T ], X), using the assumption [L] and Balder’s theorem, we can obtain
m = lim
n→∞
∫ T
0
l
(
t, xn(t), un(t)
)
dt ≥
∫ T
0
l
(
t, x(t), u0(t)
)
dt = J(x, u0) ≥ m.
This means that J attains its minimum at u0 ∈ Uad. 
At the end of this section, an examples is given to illustrate our theory. We consider the following problem:
x¨(t, y)+ (t + 1)1x˙(t, y)+ (t + 1)1x(t, y) = x˙(t, y)+ x(t, y)+
∫ t
0
(t − τ)
√
x2(τ , y)+ x˙2(τ , y)+ 1dτ
+ ∫ 10 (t + τ)2√x2(τ , y)+ x˙2(τ , y)+ 1dτ + u(t, y), y ∈ Ω, t ∈ (0, 1]\ { 110 , 210 , . . . , 910} ,
x(t, y)|[0,1]×∂Ω = 0, x(0, y) = 0, ∂
∂t
x(t, y)|[0,1]×∂Ω = 0, ∂
∂t
x(t, y)|t=0 = 0, y ∈ Ω,
x
(
i
10
+ 0, y
)
− x
(
i
10
− 0, y
)
= 1
2
x
(
i
10
− 0, y
)
, i = 1, . . . , 9,
x˙
(
i
10
+ 0, y
)
− x˙
(
i
10
− 0, y
)
= 1
2
x˙
(
i
10
− 0, y
)
, i = 1, 2, . . . , 9,
(4.4)
where x¨(t, y) = ∂2
∂t2
x(t, y), x˙(t, y) = ∂
∂t x(t, y),Ω ⊂ R3 is bounded domain, ∂Ω ∈ C3.
Define X = Y = L2(Ω), D(A(t)) = H2(Ω)⋂H10 (Ω), and A(t)x = (t + 1)( ∂2x∂y21 + ∂2x∂y22 + ∂2x∂y23
)
for x ∈ D(A(t)), Uad is a
nonempty bounded closed subset of Y . Let
J(u) =
∫ 1
0
∫
Ω
|x(t, ξ)|2dξdt +
∫ 1
0
∫
Ω
∣∣∣∣ ∂∂t x(t, ξ)
∣∣∣∣2 dξdt + ∫ 1
0
∫
Ω
|u(t, ξ)|2dξdt
Define V (·)[u(·)](y) = u(·, y), [x(·)](y) = x(·, y), [(Gx)(·)](y) = ∫ ·0(· − τ)√x2(τ , y)+ x˙2(τ , y)+ 1dτ , [(Hx)(·)](y) =∫ 1
0 (· + τ)2
√
x2(τ , y)+ x˙2(τ , y)+ 1dτ , [F(·, x(·), x˙(·), (Gx)(·)), (Hx)(·))](y) = ∫ ·0(· − τ)√x2(τ , y)+ x˙2(τ , y)+ 1dτ∫ 1
0 (· + τ)2
√
x2(τ , y)+ x˙2(τ , y)+ 1dτ + x(·, y) + x˙(·, y), [g0i (x ( i10 ))] (y) = 12x ( i10 , y), [g1i (x˙ ( i10 ))] (y) = 12 x˙ ( i10 , y),
then F satisfies assumption [F]. Thus the problem (4.4) can be rewritten as
x¨(t)+ A(t)x˙(t)+ A(t)x(t) = F(t, x(t), x˙(t), (Gx)(t), (Hx)(t))+ V (t)u(t), t ∈ (0, 1]
∖{
1
10
, . . . ,
9
10
}
x(0) = 0, x
(
i
10
+
)
− x
(
i
10
−
)
= g0i
(
x
(
i
10
))
, i = 1, 2, . . . , 9,
x˙(0) = 0, x˙
(
i
10
+
)
− x˙
(
i
10
−
)
= g1i
(
x˙
(
i
10
))
, i = 1, 2, . . . , 9,
(4.5)
with the cost function
J(u) =
∫ 1
0
(‖x(t)‖2X + ‖x˙(t)‖2X + ‖u(t)‖2X) dt.
Obviously, as it satisfies all the assumptions given in our former Theorem 4.B, our results can be used to (4.5).
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