A theorem of Levinson for Riemannian symmetric spaces of noncompact type by Bhowmik, Mithun & Ray, Swagato K.
ar
X
iv
:1
80
8.
09
71
0v
2 
 [m
ath
.FA
]  
7 J
un
 20
19
A THEOREM OF LEVINSON FOR RIEMANNIAN SYMMETRIC SPACES
OF NONCOMPACT TYPE
MITHUN BHOWMIK AND SWAGATO K. RAY
Abstract. A classical result of N. Levinson characterizes the existence of a nonzero integrable
function vanishing on a nonempty open subset of the real line in terms of the pointwise decay
of its Fourier transform. We prove an analogue of this result for Riemannian symmetric spaces
of noncompact type.
1. Introduction
It is a well known fact in harmonic analysis that if the Fourier transform of an integrable
function on R is very rapidly decreasing then the function cannot vanish on a nonempty open
subset of R unless it vanishes identically. A manifestation of this fact is as follows. Let
f ∈ L1(R) and a > 0 be such that
(1.1) |Ff(ξ)| ≤ Ce−a|ξ|, for all ξ ∈ R,
where
Ff(ξ) =
∫
R
f(x)e−ixξdx,
is the usual Fourier transform. If f vanishes on a nonempty open subset of R then f is identi-
cally zero. This is due to the fact that the very rapid decay of the Fourier transform extends
the function as a holomorphic function in {z ∈ C | |ℑz| < a}. This initial observation moti-
vates to look for optimal decay condition on the Fourier transform Ff for such a conclusion.
For instance, we may ask: if for an increasing function ψ on [1,∞), the Fourier transform Ff
decays faster than e−ψ(|x|) for large |x|, can f vanish on a nonempty open set without being
identically zero? For example, one can take ψ(x) = x(1 + log x)−1 which clearly imposes a
slower decay on the Fourier transform compared to (1.1). The answer to the above question
is in the negative and follows from certain results of Levinson proved in [22, 23]. Analogous
problems have been studied by Paley-Wiener, Ingham and Hirschman ([25], Theorem II; [26],
Theorem XII, P.16, [18], [17]). All these results can be grouped under the so called uncertainty
principle of harmonic analysis which says that both a function and its Fourier transform can-
not be sharply localized (see [7, 11]). In the context of the present paper, localization of the
function can be interpreted as the smallness of the support and that of the Fourier transform
can be interpreted in terms of its decay at infinity.
We now state the relevant result of Levinson whose extension to Riemannian symmetric
spaces of noncompact type is the main topic of this paper.
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Theorem 1.1 ([22], Theorem II). Let ψ : [0,∞) → [0,∞) be an increasing function with
limr→∞ ψ(r) =∞ and set
I =
∫ ∞
1
ψ(ξ)
ξ2
dξ.
a) Suppose f ∈ L1(R) and
(1.2) |Ff(ξ)| ≤ Ce−ψ(ξ), for all ξ > 1,
for some C positive. If the integral I is infinite then f cannot vanish on any nonempty
open interval unless it is identically zero over R.
b) If I is finite then there exists a nonzero f ∈ Cc(R) satisfying the estimate (1.2).
It is the sharpness of the condition on ψ which makes the theorem interesting to us. It
was later proved by Beurling [20] that if the function satisfies the condition given in the
theorem above then it cannot even vanish on a set of positive Lebesgue measure without
being identically zero. However, these results of Levinson and Beurling are available only for
the circle group and the real line. Coming back to Levinson’s theorem, Levinson proved his
theorem by reducing matters to a theorem of Paley and Wiener ([26], P. 16). This method of
proof seems to be very special to R and is hard to push through for other spaces. A different
proof of Levinson’s theorem, which we find more illuminating, was obtained later. Namely,
it was proved in ([20], Chapter VII, P. 248) that Levinson’s theorem is actually related to
completeness of exponential functions in certain normed linear spaces of continuous functions
on R. It is this approach we are going to adopt to obtain a version of Levinson’s theorem for
Riemannian symmetric spaces of noncompact type. Our main approximation result is Theorem
4.4 which shows how Levinson’s theorem extends to this setting.
A Riemannian symmetric space of noncompact type X can be viewed as a quotient space
G/K where G is a connected, noncompact, semisimple Lie group with finite center and K a
maximal compact subgroup of G. For integrable functions f on G/K there is an appropriate
analogue of the Fourier transform denoted by f˜ . It is natural to ask about an extension
of Levinson’s theorem in terms of the Fourier transform f˜ for functions defined on X. The
following analogue of Levinson’s theorem for a Riemannian symmetric space of noncompact
type is the main result of this paper.
Theorem 1.2. Let ψ : [0,∞) → [0,∞) be an increasing function with limr→∞ ψ(r) = ∞ and
let
I =
∫
{λ∈a∗+| ‖λ‖B≥1}
ψ(‖λ‖B)
‖λ‖d+1B
dλ,
where d = rank(X).
(a) Suppose f ∈ L1(X) and its Fourier transform f˜ satisfies the estimate
(1.3)
∫
a∗×K
|f˜(λ, k)| eψ(‖λ‖B) |c(λ)|−2dλ dk <∞,
where |c(λ)|−2dλ dk denotes the Plancherel measure for L2(X). If f vanishes on a
nonempty open set in X and I is infinite then f = 0.
(b) If I is finite then there exists a nontrivial f ∈ C∞c (X) satisfying the estimate (4.13).
As a consequence of Theorem 1.2, it is possible to prove the following result which is a
natural analogue of Theorem 1.1.
Theorem 1.3. Let ψ and I be as in Theorem 1.2.
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a) Let f ∈ L1(X) satisfy the estimate
(1.4) |f˜(λ, k)| ≤ Ce−ψ(‖λ‖B), for all λ ∈ a∗, k ∈ K,
If f vanishes on a nonempty open subset of X and I is infinite, then f = 0.
b) If I is finite then there exists a nontrivial f ∈ C∞c (K\G/K) satisfying (1.4).
However, there is an important difference between Theorem 1.1 and the theorems above. We
note that in Theorem 1.1 the decay of the Fourier transform was assumed only in one direction,
that is around infinity. But in Theorem 1.2 and Theorem 1.3 the decay of the Fourier transform
is uniform in all directions. It is not clear at the moment whether it is possible to prove an
analogue of Theorem 1.1 by assuming the decay of Fourier transform only in some directions.
We refer the reader to [29], Theorem A′, where an analogous issue has been addressed for the
Euclidean spaces Rd.
We refer the reader to Section 3 for unexplained notation used in the theorems above. For
discussions on certain consequences and variants of Theorem 1.2 see Theorem 4.7, Remark 3.6
and Remark 4.8.
This paper is organised as follows. In Section 2 we prove some results on Euclidean spaces Rd
which will be used for the proof of Theorem 1.2. The main results of this section are Lemma
2.2 and Lemma 2.4. In Section 3 we recall the required preliminaries regarding harmonic
analysis on Riemannian symmetric spaces of noncompact type. In Section 4 we first prove an
approximation result (Theorem 4.4) which we then apply to prove Theorem 1.2.
2. Some results on Euclidean spaces
In this section, our aim is to prove certain approximation results for Rd, d ≥ 1, which will
be needed later on. We start by describing certain relevant function spaces. Throughout this
article, ψ : [0,∞)→ [0,∞) will stand for an increasing function such that ψ(r) goes to infinity
as r goes to infinity. We consider the following space of functions
Cψ(R
d) =
{
φ : Rd → C
∣∣ φ is continuous and lim
‖x‖→∞
φ(x)
eψ(‖x‖)
= 0
}
,
where we have set
‖φ‖ψ = sup
x∈Rd
|φ(x)|
eψ(‖x‖)
, φ ∈ Cψ(Rd).
Clearly, (Cψ(R
d), ‖ · ‖ψ) is a normed linear space. The next lemma follows by the usual
technique of multiplying by a cut off function.
Lemma 2.1. Cc(R
d) is dense in (Cψ(R
d), ‖ · ‖ψ).
For a positive real number L, we denote by EL the set of bounded, complex-valued functions
on Rd which have an entire extension to Cd with exponential type at most L. That is,
EL =
{
f : Rd → C | f is bounded on Rd, extends to an entire function on Cd and
|f(z)| ≤ Cǫ e(L+ǫ)‖z‖, ǫ > 0, z ∈ Cd
}
.
A standard application of the Phragme´n-Lindelo¨f theorem shows that EL has the following
alternative description ([10], Lemma 2)
EL =
{
f : Rd → C | f is bounded, extends to an entire function on Cd and
|f(z)| ≤ C eL‖ℑz‖, z ∈ Cd}.
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Since the elements of EL are bounded continuous functions on Rd and ψ(‖x‖) goes to infinity
as ‖x‖ tends to infinity, it follows that EL ⊆ Cψ(Rd). For λ ∈ Rd, we consider the exponential
functions eλ : R
d → C given by
eλ(x) = e
iλ·x,
where λ · x denotes the usual Euclidean inner product. Since eλ is a bounded continuous
function it belongs to Cψ(R
d), for all λ ∈ Rd. Let Q(0, L) denote the cube centered at zero
and sides parallel to the coordinate axes with side length 2L/
√
d,
Q(0, L) =
{
x = (x1, · · · , xd) ∈ Rd
∣∣ |xj | < L√
d
, 1 ≤ j ≤ d
}
.
Let
ΦL(R
d) = Span{eλ : λ ∈ Q(0, L)}.
Clearly, ΦL(R
d) ⊂ EL. The following results constitute the heart of the proof of Levinson’s
theorem on R. For d = 1, it was proved in ([20], Ch VII, P. 243; [20], Ch VI, P. 171) that
(1) ΦL(R) is dense in (EL, ‖ · ‖ψ).
(2) EL is dense in (Cψ(R), ‖ · ‖ψ) if
(2.1)
∫ ∞
1
ψ(r)
r2
dr =∞.
It follows from the above that for every positive real number L the space ΦL(R) is dense in
(Cψ(R), ‖ · ‖ψ) if (2.1) holds. It is crucial for us to be able to extend these results to Rd, d > 1.
Lemma 2.2. The space ΦL(R
d) is dense in (Cψ(R
d), ‖ · ‖ψ) if ψ satisfies (2.1).
Proof. We know that the result is true for d = 1. Our method is to reduce the problem to the
case d = 1 and then apply the available results. We define
ψ0(s) =
ψ(s)
d
, s ∈ [0,∞),
and consider the following spaces of functions
PCc(Rd) = span{f : Rd → C | f(x1, · · · , xd) = f1(x1) · · · fd(xd),
fj ∈ Cc(R), xj ∈ R, 1 ≤ j ≤ d} ⊆ Cc(Rd).
PΦL(Rd) = span{f : Rd → C | f(x1, · · · , xd) = f1(x1) · · · fd(xd),
fj ∈ Φ L√
d
(R), xj ∈ R, 1 ≤ j ≤ d} ⊆ ΦL(Rd).
PCψ0(Rd) = span {f : Rd → C | f(x1, · · · , xd) = f1(x1) · · · fd(xd),
fj ∈ Cψ0(R), xj ∈ R, 1 ≤ j ≤ d}.
By a standard application of the Stone-Weierstrass theorem, it follows that PCc(Rd) is dense in
(Cc(R
d), ‖ · ‖∞). Since ‖φ‖ψ is smaller than ‖φ‖∞, we get that PCc(Rd) is dense in (Cc(Rd), ‖ ·
‖ψ). Lemma 2.1 now implies that PCc(Rd) is dense in (Cψ(Rd), ‖ · ‖ψ). Next, we notice that
(2.2) PCc(Rd) ⊆ PCψ0(Rd) ⊆ Cψ(Rd).
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The first inclusion follows straightway from the definitions involved. It suffices to check the
second inclusion for functions of the form
φ(x1, · · · , xd) = φ1(x1) · · · φd(xd),
where φj ∈ Cψ0(R), 1 ≤ j ≤ d. As ψ (and hence ψ0) is an increasing function, we get that
(2.3)
|φ(x)|
eψ(‖x‖)
=
|φ1(x1)| · · · |φd(xd)|
edψ0(‖x‖)
≤ |φ1(x1)|
eψ0(|x1|)
· · · |φd(xd)|
eψ0(|xd|)
.
From the definition of Cψ0(R), it follows that
lim
|xj |→∞
φj(xj)
eψ(|xj |)
= 0, 1 ≤ j ≤ d.
In particular, the functions
s→ φj(s)/eψ(|s|), for s ∈ R,
are bounded for all j ∈ {1, · · · , d}. If the norm of x goes to infinity then at least one of the
coordinates xj of x must go to infinity. Hence, we conclude from (2.3) that
lim
‖x‖→∞
|φ(x)|
eψ(‖x‖)
= 0.
It now follows from (2.2) that PCψ0(Rd) is dense in (Cψ(Rd), ‖ · ‖ψ). As PΦL(Rd) is contained
in ΦL(R
d), it suffices for us to prove that PΦL(Rd) is dense in (PCψ0(Rd), ‖·‖ψ). This is where
we are going to use the case d = 1. It is enough for us to prove that functions of the form
f(x1, · · · , xd) = f1(x1) · · · fd(xd),
fj ∈ Cψ0(R), 1 ≤ j ≤ d, can be approximated by elements of PΦL(Rd) in ‖ · ‖ψ norm. Now,
given any ǫ ∈ (0, 1), by the case d = 1, there exists gj ∈ ΦL/√d(R), 1 ≤ j ≤ d, such that
sup
s∈R
|fj(s)− gj(s)|
eψ0(|s|)
< ǫ.
By triangle inequality we have
sup
s∈R
|gj(s)|
eψ0(|s|)
≤ 1 + ‖fj‖ψ0 , 1 ≤ j ≤ d.
We now define
g(x) = g1(x1) · · · gd(xd), x = (x1, · · · xd) ∈ Rd.
Clearly, g ∈ PΦL(Rd). By defining
g0(y) = e
ψ0(|y|) = fd+1(y), y ∈ R,
and using
ψ(‖x‖) ≥ ψ(|xj |), 1 ≤ j ≤ d
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( as ψ is increasing) we have for all x = (x1, · · · , xn) ∈ Rd
|f(x)− g(x)|
eψ(‖x‖)
≤ |f1(x1) · · · fd(xd)− g1(x1) · · · gd(xd)|
eψ0(|x1|) · · · eψ0(|xd|)
≤
d∑
k=1
|fk(xk)− gk(xk)|
eψ0(|xk|)

 d+1∏
j=k+1
|fj(xj)|
eψ0(|xj |)
k−1∏
j=0
|gj(xj)|
eψ0(|xj |)


≤ ǫd
d∏
j=1
(1 + ‖fj‖ψ0).
This completes the proof. 
Remark 2.3. Since ΦL(R
d) ⊆ EL(Rd) it follows from the above lemma that EL(Rd) is also
dense in (Cψ(R
d), ‖ · ‖ψ), if ψ satisfies (2.1).
Our next result can be viewed as an approximation theorem on Rd. It will play a fundamental
role in the proof of our main theorem.
Lemma 2.4. Let µ be a Radon measure on Rd and f ∈ Cc(Rd) with supp f ⊂ B(0, L) = {x ∈
Rd : ‖x‖ < L}, for some given positive number L. Suppose g : Rd × Rd → C is such that
i) |g(x, λ)| ≤ 1, for all x ∈ Rd, λ ∈ Rd.
ii) For each λ ∈ Rd, the function g(·, λ) is smooth.
iii) For all x ∈ B(0, L) and λ in any compact subset K of Rd,∣∣∣∣ ∂∂xj g(x, λ)
∣∣∣∣ ≤MK , 1 ≤ j ≤ d.
If
F (λ) =
∫
B(0,L)
f(x)g(x, λ) dµ(x), λ ∈ Rd,
then for any given ǫ and τ positive, there exists {v1, · · · , vN} ⊂ B(0, L) and Cvj ∈ C, j =
1, · · · , N , such that ∣∣∣∣∣∣F (λ)−
N∑
j=0
Cvjg(vj , λ)
∣∣∣∣∣∣ < ǫ, for all λ ∈ B(0, τ),
and ∣∣∣∣∣∣
N∑
j=0
Cvjg(vj , λ)
∣∣∣∣∣∣ ≤
∫
B(0,L)
|f(x)| dµ(x), for all λ ∈ Rd.
Remark 2.5. The lemma basically says that the function F can be uniformly approximated
on compact sets by finite linear combinations of functions of the form g(vj , ·). As a typical
example of g one can take g(x, λ) = eiλ·x.
Proof of Lemma 2.4. We fix n ∈ N and for k = (k1, · · · , kd) ∈ Zd consider the pairwise disjoint
rectangles
Ink =
d∏
j=1
[
kj
2n
,
kj + 1
2n
)
,
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and set
(2.4) An =
⋃
k∈Zd
{Ink : Ink ⊆ B(0, L)} .
We note that the set An is nonempty for sufficiently large values of n. Moreover, An ⊂ An+1,
for all n ∈ N and ⋃
n∈N
An = B(0, L).
Hence, given any positive ǫ, there exists N1 ∈ N such that
µ (B(0, L)\An) < ǫ
2
, n ≥ N1,
as µ takes finite values on compact sets. Therefore, for n ≥ N1∣∣∣∣∣
∫
B(0,L)
f(x)g(x, λ)dµ(x) −
∫
An
f(x)g(x, λ)dµ(x)
∣∣∣∣∣
≤
∫
B(0,L)\An
|f(x)g(x, λ)|dµ(x)
≤
∫
B(0,L)\An
|f(x)|dµ(x)
<
ǫ
2
‖f‖L∞(B(0,L)).(2.5)
For λ ∈ Rd, we define two sequences of functions
Fn(λ) =
∫
An
f(x)g(x, λ)dµ(x) =
∑
k∈Zd,In
k
⊂B(0,L)
∫
In
k
f(x)g(x, λ)dµ(x),
and
hn(λ) =
∑
k∈Zd,In
k
⊂B(0,L)
g
(
k
2n
, λ
)∫
In
k
f(x)dµ(x)
=
∑
k∈Zd,In
k
⊂B(0,L)
Ck,n g
(
k
2n
, λ
)
,(2.6)
where
Ck,n =
∫
In
k
f(x)dµ(x).
Let τ be a positive real number. Now, using the mean value inequality for derivative ([27],
Theorem 9.19) applied to the real and imaginary part of g we get that for all λ in B(0, τ),
Fn(λ)− hn(λ) ≤
∑
k∈Zd,In
k
⊂B(0,L)
∫
In
k
|f(x)|
∣∣∣∣g(x, λ) − g
(
k
2n
, λ
)∣∣∣∣ dµ(x)
≤ CMτ
√
d
2n
‖f‖L1(Rd).(2.7)
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Therefore, for all λ ∈ B(0, τ) and n ≥ N1 we have from (2.5) and (2.7) that
|F (λ) − hn(λ)| ≤ |F (λ)− Fn(λ)|+ |Fn(λ)− hn(λ)|
<
ǫ
2
‖f‖L∞(B(0,L)) + CMτ
√
d
2n
‖f‖L1(Rd).
From the above inequalities, it follows that there exists N2 ∈ N sufficiently large such that for
all n ≥ N2 and for all λ ∈ B(0, τ)
|F (λ) − hn(λ)| < Cτ ǫ.
It is also clear from the definition (2.6) of hn that
|hn(λ)| ≤
∫
B(0,L)
|f(x)| dx, for all λ ∈ Rd.
This completes the proof. 
We end this section by recalling some standard facts regarding Radon transform on Rd (see
[16] for details). For ω ∈ Sd−1, the unit sphere in Rd, and s ∈ R, let
Hω,s = {x ∈ Rd | x · ω = s}
denote the hyperplane in Rd with normal ω and distance |s| from the origin. It is clear from
the above definition that Hω,s = H−ω,−s.
Definition 2.6. For f ∈ Cc(Rd) the Radon transform Rf of the function f is defined by the
integral
Rf(ω, s) =
∫
Hω,s
f(x)dm(x), ω ∈ Sd−1, s ∈ R,
where dm(x) is the d− 1 dimensional Lebesgue measure on Hω,s.
The one-dimensional Fourier transform of Rf(ω, ·) and the d-dimensional Fourier transform
of f are closely connected by the slice projection theorem ([16], P. 4):
(2.8) Ff(λω) = FRf(ω, ·)(λ), for λ ∈ R, ω ∈ Sd−1,
where on the right-hand side we have taken the one-dimensional Fourier transform of the
function Rf(ω, ·) on R. Clearly, if f is a radial function on Rd, then Rf(ω, s) is independent
of ω and hence can be considered as an even function on R. Let C∞c (Rd)0 denote the subspace
of radial functions in C∞c (Rd) and let C∞c (R)e be the subspace of even functions in C∞c (R).
By Theorem 2.10 of [16] it is known that
(2.9) R : C∞c (Rd)0 −→ C∞c (R)e
is a bijection with the property that if g ∈ C∞c (R)e satisfies supp g ⊆ [−l, l] then there exists
a unique f ∈ C∞c (Rd)0 satisfies supp f ⊆ B(0, l) such that Rf = g.
3. Riemannian symmetric spaces of noncompact type
In this section we describe the necessary preliminaries regarding semisimple Lie groups and
harmonic analysis on associated Riemannian symmetric spaces. These are standard and can
be found, for example, in [9, 12, 13, 14].
Let G be a connected, noncompact, real semisimple Lie group with finite centre and g its
Lie algebra. We fix a Cartan involution θ of g and write g = k⊕ p where k and p are +1 and
−1 eigenspaces of θ respectively. Then k is a maximal compact subalgebra of g and p is a
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linear subspace of g. The Cartan involution θ induces an automorphism Θ of the group G and
K = {g ∈ G | Θ(g) = g} is a maximal compact subgroup of G. Let a be a maximal subalgebra
in p; then a is abelian. We assume that dim a = d, called the real rank of G, as well as the
rank of X = G/K. Let B denote the Cartan Killing form of g. It is known that B |p×p is
positive definite and hence induces an inner product and a norm ‖·‖B on p. The homogeneous
space X = G/K is a smooth manifold. The tangent space of X at the point o = eK can be
naturally identified to p and the restriction of B on p then induces a G-invariant Riemannian
metric d on X. For a given g ∈ G and a positive number L we define
B(gK,L) = {xK | x ∈ G, d(gK, xK) < L}
to be the open ball with center gK and radius L. We can identify a with Rd endowed with
the inner product induced from p and let a∗ be the real dual of a. The set of restricted roots
of the pair (g, a) is denoted by Σ. It consists of all α ∈ a∗ such that
gα = {X ∈ g | [Y,X] = α(Y )X, for all Y ∈ a}
is nonzero with mα = dim(gα). We choose a system of positive roots Σ+ and with respect to
Σ+, the positive Weyl chamber a+ = {X ∈ a | α(X) > 0, for all α ∈ Σ+}. We set
n = ⊕α∈Σ+ gα.
Then n is a nilpotent subalgebra of g and we obtain the Iwasawa decomposition g = k⊕ a⊕ n.
If N = exp n and A = exp a then N is a nilpotent Lie group and A normalizes N . For the
group G, we now have the Iwasawa decomposition G = KAN , that is, every g ∈ G can be
uniquely written as
g = κ(g) expH(g)η(g), κ(g) ∈ K,H(g) ∈ a, η(g) ∈ N,
and the map
(k, a, n) 7→ kan
is a global diffeomorphism of K × A × N onto G. Let ρ = 12
∑
α∈Σ+ mαα be the half sum of
positive roots counted with multiplicity. Let M ′ and M be the normalizer and centralizer of a
in K respectively. Then M is a normal subgroup of M ′ and normalizes N . The quotient group
W = M ′/M is a finite group, called the Weyl group of the pair (g, k). W acts on a by the
adjoint action. It is known that W acts as a group of orthogonal transformation (preserving
the Cartan-Killing form) on a. Each w ∈ W permutes the Weyl chambers and the action of
W on the Weyl chambers is simply transitive. Let A+ = exp a+. Since exp : a → A is an
isomorphism we can identify A with Rd. Let A+ denote the closure of A+ in G. One has the
polar decomposition G = KAK, that is, each g ∈ G can be written as
g = k1(exp Y )k2, k1, k2 ∈ K,Y ∈ a.
In the above decomposition, the A component of g is uniquely determined modulo W . In
particular, it is well defined in A+. The map (k1, a, k2) 7→ k1ak2 of K ×A×K into G induces
a diffeomorphism of K/M × A+ × K onto an open dense subset of G. We extend the inner
product on a induced by B to a∗ by duality, that is, we set
〈λ, µ〉 = B(Yλ, Yµ), λ, µ ∈ a∗, Yλ, Yµ ∈ a,
where Yλ is the unique element in a such that
λ(Y ) = B(Yλ, Y ), for all Y ∈ a.
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This inner product induces a norm, denoted by ‖ · ‖B , on a∗,
‖λ‖B = 〈λ, λ〉
1
2 , λ ∈ a∗.
The elements of the Weyl group W act on a∗ by the formula
sYλ = Ysλ, s ∈W, λ ∈ a∗.
Let a∗C denote the complexification of a
∗, that is, the set of all complex-valued real linear
functionals on a. If λ : a → C is a real linear functional then ℜλ : a → R and ℑλ : a → R,
given by
ℜλ(Y ) = Real part of λ(Y ), for all Y ∈ a,
ℑλ(Y ) = Imaginary part of λ(Y ), for all Y ∈ a,
are real-valued linear functionals on a and λ = ℜλ + iℑλ. The usual extension of B to a∗C,
using conjugate linearity is also denoted by B. Hence a∗C can be naturally identified with C
d
and we set
‖λ‖B =
(‖ℜλ‖2B + ‖ℑλ‖2B) 12 , λ ∈ a∗C.
Through the identification of A with Rd, we use the Lebesgue measure on Rd as the Haar
measure da on A. As usual, on the compact group K, we fix the normalized Haar measure
dk and dn denotes a Haar measure on N . The following integral formulae describe the Haar
measure of G corresponding to the Iwasawa and polar decomposition respectively. For any
f ∈ Cc(G), ∫
G
f(g)dg =
∫
K
∫
a
∫
N
f(k expY n) e2ρ(Y ) dn dY dk
=
∫
K
∫
A+
∫
K
f(k1ak2) J(a) dk1 da dk2,
where dY is the Lebesgue measure on Rd and
J(expY ) = c
∏
α∈Σ+
(sinhα(Y ))mα , for Y ∈ a+,
c being a normalizing constant. It follows that
(3.1) J(exp Y ) ≤ Ce2‖ρ‖B‖Y ‖B , for all Y ∈ a+.
If f is a function on X = G/K then f can be thought of as a function on G which is right
invariant under the action of K. It follows that on X we have a G invariant measure dx such
that ∫
X
f(x) dx =
∫
K/M
∫
a+
f(k expY ) J(exp Y ) dY dkM ,
where dkM is the K-invariant measure on K/M . We shall also need the following integral
formula ([14], Chapter 1, Lemma 5.19): if F ∈ L1(K) and g ∈ G then
(3.2)
∫
K
F
(
κ(g−1k)
)
dk =
∫
K
F (k) e−2ρ(H(gk)) dk.
In [14] this was proved for F ∈ C(K) but the proof works for F ∈ L1(G) as well.
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For a sufficiently nice function f on X, its Fourier transform f˜ is a function defined on
a∗C ×K given by
(3.3) f˜(λ, k) =
∫
G
f(g)e(iλ−ρ)H(g
−1k)dg, λ ∈ a∗C, k ∈ K,
whenever the integral exists ([13], P. 199). AsM normalizes N the function k 7→ f˜(λ, k) is right
M -invariant. It is known that if f ∈ L1(X) then f˜(λ, k) is a continuous function of λ ∈ a∗, for
almost every k ∈ K. If in addition f˜ ∈ L1(a∗ ×K, |c(λ)|−2 dλ dk) then the following Fourier
inversion holds,
(3.4) f(gK) = |W |−1
∫
a∗×K
f˜(λ, k) e−(iλ+ρ)H(g
−1k) |c(λ)|−2dλ dk,
for almost every gK ∈ X ([13], Theorem 1.8, Theorem 1.9). Here c(λ) denotes Harish Chan-
dra’s c-function and |W | is the number of elements in the Weyl group. Moreover, f 7→ f˜
extends to an isometry of L2(X) onto L2(a∗+ ×K, |c(λ)|−2 dλ dk) ([13], Theorem 1.5).
Remark 3.1. It is known ([1], P. 394, [6], P. 117) that for all ‖λ‖B ≥ 1, λ ∈ a∗+ there exists a
positive number C such that
(3.5) |c(λ)|−2 ≤ C‖λ‖ dim nB .
If rank(X) = 1, then a similar lower estimate holds ([2], P. 653), that is, there exist two positive
numbers C1 and C2 such that for all λ ≥ 1
(3.6) C1λ
dim n ≤ |c(λ)|−2 ≤ C2λdim n.
We now specialize to the case of K-biinvariant function f on G. We shall denote the set of
K-biinvariant functions in L1(G) by L1(K\G/K). Using the polar decomposition of G we may
view a function f ∈ L1(K\G/K) as a function on A+, or by using the inverse exponential map
we may also view f as a function on a solely determined by its values on a+. If f ∈ L1(K\G/K)
then the Fourier transform f˜ takes a special form. It can be easily shown that in this case
(3.7) f˜(λ, k) =
∫
G
f(g)φ−λ(g) dg,
where
(3.8) φλ(g) =
∫
K
e−(iλ+ρ)
(
H(g−1k)
)
dk,
for λ ∈ a∗C, is Harish Chandra’s elementary spherical function.
Let U(g) be the universal enveloping algebra of G. The elements of U(g) act on C∞(G) as
differential operators on both sides. We shall write f(E : g : D), for the action of (E,D) ∈
U(g) × U(g) on f ∈ C∞(G) at g ∈ G. Precisely, if E = E1E2 · · ·El,D = D1D2 · · ·Dq,
Ej ,Dj ∈ g then
f(E : g : D) =
(
∂
∂t1
· · · ∂
∂tl
∂
∂s1
· · · ∂
∂sq
) ∣∣∣∣
t1=···=tl=s1=···=sq=0
f (exp s1D1 · · · exp sqDqg exp t1E1 · · · exp tlEl) .
We now list down some well known properties of the elementary spherical functions which are
important for us ([9], Prop 3.1.4 and Chapter 4, §4.6; [13], Lemma 1.18, P. 221).
Theorem 3.2. 1) φλ(g) is K-biinvariant in g ∈ G and W -invariant in λ ∈ a∗C.
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2) φλ(g) is C
∞ in g ∈ G and holomorphic in λ ∈ a∗C.
3) For all λ ∈ a∗+ we have
(3.9) |φλ(g)| ≤ φ0(g) ≤ 1.
4) For all Y ∈ a+ and λ ∈ a∗+
(3.10) 0 < φiλ(expY ) ≤ eλ(Y )φ0(exp Y ).
5) Given E,D ∈ U(g) there exists a positive constant CD,E such that
|φλ(E : g : D)| ≤ CD,E (1 + ‖λ‖B)deg E+deg D φ0(g), λ ∈ a∗.
6) For λ ∈ a∗
φ−λ(hg) =
∫
K
e(iλ−ρ)
(
H(g−1k)
)
e−(iλ+ρ)
(
H(hk)
)
dk, g, h ∈ G,
Remark 3.3. If λ ∈ a∗ and f ∈ L1(X) then∫
K
|f˜(λ, k)|dk =
∫
K
∣∣∣∣
∫
X
f(g)e(iλ−ρ)(H(g
−1k))dg
∣∣∣∣ dk ≤
∫
X
|f(g)|φ0(g)dg <∞,
by Theorem 3.2, 3). Hence, the function k 7→ f˜(λ, k) is integrable on K.
For f ∈ L1(K\G/K), we define its spherical Fourier transform f̂(λ) by the integral
f̂(λ) =
∫
G
f(g)φ−λ(g) dg.
If f is K-biinvariant then by (3.7) the Fourier transform f˜ coincides with the spherical Fourier
transform f̂ . If F ∈ L1(G/K) and f ∈ L1(K\G/K) then it is easy to see that F ∗f ∈ L1(G/K)
and the following holds
(3.11) (F ∗ f )˜(λ, k) = f̂(λ)F˜ (λ, k).
We shall now state the Paley-Wiener theorem for the spherical Fourier transform. For a positive
real number L let HL(a∗C)W be the space of W -invariant, entire functions h on a∗C such that
for each N ∈ N
|h(λ)| ≤ CN e
L‖ℑλ‖B
(1 + ‖λ‖B)N , λ ∈ a
∗
C,
and
H(a∗C)W =
⋃
L>0
HL(a∗C)W .
Theorem 3.4 ([8], [14], Theorem 7.1). The spherical Fourier transform f 7→ f̂ is a bijection
from C∞c (K\G/K) onto H(a∗C)W and supp f ⊂ B(o, L) if and only if f̂ ∈ HL(a∗C)W .
One observes that H(a∗C)W is also the image of C∞c (a)W under the Euclidean Fourier trans-
form, where
C∞c (a)W = {f ∈ C∞c (a) | f(w · Y ) = f(Y ), for all Y ∈ a, w ∈W}.
This is related to the fact that the spherical Fourier transform and the Euclidean Fourier
transform on a are related by the so-called Abel transform. For f ∈ L1(K\G/K) its Abel
transform Af is defined by the integral
Af(expY ) = eρ(Y )
∫
N
f((expY )n) dn, Y ∈ a,
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([9], P. 107, [15], P. 27). We will need the following theorem ([9], Prop 3.3.1, Prop 3.3.2).
Theorem 3.5. The map A : C∞c (K\G/K) → C∞c (a)W is a bijection. If f ∈ C∞c (K\G/K)
then
(3.12) F(Af)(λ) = f̂(λ), λ ∈ a∗,
where F(Af) denotes the Euclidean Fourier transform on a ∼= Rd.
Remark 3.6. It is easy to see that a special case of Theorem 1.2, namely when f ∈ C∞c (K\G/K),
can be proved simply by using the slice projection theorem (2.8) for the Euclidean Radon
transform R and the relation (3.12) for the Abel transform ( see [5] for a more general result).
However, this approach cannot be used to prove Theorem 1.2. The reason is that if an inte-
grable K-biinvariant function f vanishes on an open set then it is not necessarily true that Af
also vanishes on an open subset of a.
We end this section with the notion of heat kernel ht on X = G/K (see [3] for details). There
exists a unique family {ht}t>0 ⊂ C∞(K\G/K) which solves the heat equation and satisfies
the following properties
a) For each t > 0, ht is positive with ‖ht‖L1(G) = 1 and ht+s = ht ∗hs for positive t and s.
b) If f ∈ L2(X) then for each t > 0, the function f ∗ ht is real analytic on X (see [21]).
c) The spherical Fourier transform of ht is given by
ĥt(λ) = e
−t(‖λ‖2B+‖ρ‖2B), λ ∈ a∗.
Remark 3.7. From a) and b) we observe that if f ∈ L1(X) then f ∗ ht = (f ∗ ht/2) ∗ ht/2 is
also real analytic as f ∗ ht/2 ∈ L2(X). In particular, if f ∈ L1(X) is nonzero then f ∗ ht (for
any fixed t ∈ (0,∞)) cannot vanish on any nonempty open subset of X. This follows from
(3.11), the Fourier inversion ( 3.4) and the fact that ĥt is nonzero everywhere on a
∗.
4. Levinson’s theorem on Riemannian symmetric spaces of noncompact type
We start by defining certain function spaces which are analogous to those described in
Section 2. Let ψ be as in Section 2 and let L be a given positive number. We define the
following spaces of functions;
Cψ(a
∗) =
{
f : a∗ → C | f is continuous, lim
‖λ‖B→∞
f(λ)
eψ(‖λ‖B )
= 0
}
,
EL(a
∗) =
{
f : a∗ → C | f is bounded on a∗, and has an entire extension to a∗C with
|f(λ)| ≤ CeL‖ℑλ‖B , λ ∈ a∗C
}
,
ΦL(a
∗) = span
{
χx : a
∗ → C | x ∈ B(o, L), χx(λ) = φλ(x), λ ∈ a∗
}
,
As before, we define
‖f‖ψ = supλ∈a∗
|f(λ)|
eψ(‖λ‖B )
, f ∈ Cψ(a∗).
Clearly, (Cψ(a
∗), ‖ · ‖ψ) is a normed linear space.
Remark 4.1. 1) It is clear that EL(a
∗) ⊆ Cψ(a∗). From the expression of ĥt it is also
clear that ĥt ∈ Cψ(a∗) for all t ∈ (0,∞).
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2) It follows from Theorem 3.2 that ΦL(a
∗) ⊆ EL(a∗). In fact, writing λ = ℜλ+ iℑλ ∈ a∗C
and taking x = k1 exp(Y )K ∈ B(o, L), Y ∈ a+, k1 ∈ K we get by (3.9) and (3.10) that
|φℜλ+iℑλ(x)| ≤ φiℑλ(exp Y ) ≤ Ce‖ℑλ‖B‖Y ‖B .
As x ∈ B(o, L) it follows that
|φℜλ+iℑλ(x)| ≤ CeL‖ℑλ‖B .
Since for each x ∈ X, the function λ 7→ φλ(x) is holomorphic in a∗C (Theorem 3.2, 2))
the conclusion follows.
3) The Paley Wiener theorem (Theorem 3.4) tells us that if φ ∈ C∞c (K\G/K) with
supp φ ⊆ B(o, L), then φ̂ ∈ EL(a∗). However, not all elements of EL(a∗) are of this
form. This is because elements of EL(a
∗) may not have polynomial decay on a∗.
Because of the identification of a∗ with Rd and a∗C with C
d the following lemma follows
straightway from Lemma 2.2 and Remark 2.3.
Lemma 4.2. For each positive number L, EL(a
∗) is dense in (Cψ(a∗), ‖ · ‖ψ) if
(4.1)
∫ ∞
1
ψ(r)
r2
dr =∞.
We now consider the following Weyl group invariant subspaces of Cψ(a
∗) and EL(a∗).
Cψ(a
∗)W = {f ∈ Cψ(a∗) | f(w · λ) = f(λ), for all w ∈W,λ ∈ a∗},
EL(a
∗)W = {f ∈ EL(a∗) | f(w · λ) = f(λ), for all w ∈W,λ ∈ a∗},
Lemma 4.3. For each positive number L, EL(a
∗)W is dense in (Cψ(a∗)W , ‖ · ‖ψ) if ψ is as in
Lemma 4.2.
Proof. If f ∈ Cψ(a∗)W then by Lemma 4.2 there exists a sequence {fn} in EL(a∗) such that
lim
n→∞ ‖fn − f‖ψ = 0.
We now consider the averaging operator
Tfn(λ) =
1
|W |
∑
w∈W
fn(w · λ), for all λ ∈ a∗.
Clearly Tfn is W -invariant and bounded for each n ∈ N. As each fn extends to an entire
function of exponential type L so does Tfn. This proves that Tfn ∈ EL(a∗)W , for each n ∈ N.
The proof now follows by observing that
‖Tfn − f‖ψ = ‖T (fn − f)‖ψ ≤ ‖fn − f‖ψ.

The following theorem is an analogue of Lemma 2.2 and constitutes the main step for the
proof of Theorem 1.2.
Theorem 4.4. For any given positive number L the space ΦL(a
∗) is dense in (EL(a∗)W , ‖·‖ψ).
If in addition ∫ ∞
1
ψ(r)
r2
dr =∞,
then ΦL(a
∗) is dense in (Cψ(a∗)W , ‖ · ‖ψ).
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We first sketch the main idea behind the proof. It suffices to prove the first part of the
theorem and then apply Lemma 4.3 to obtain the second part. The main idea of the proof is to
first approximate in ‖·‖ψ a given f ∈ EL(a∗)W by a function β = F̂ , for some F ∈ C∞c (K\G/K)
with supp F ⊆ B(o, L). This function β can then be approximated (in ‖ · ‖ψ) by elements
of ΦL(a
∗) using Lemma 2.4. Now, given any f ∈ EL(a∗)W one can think of a function of
the form f · φ̂ = β, where φ ∈ C∞c (K\G/K). The Paley-Wiener theorem then implies that
β = f · φ̂ is the spherical Fourier transform of a function in C∞c (K\G/K). However, there are
two immediate problems: the function f · φ̂ may not belong to EL(a∗)W and may not be close
to f in ‖ · ‖ψ. In the following, it will be shown that both these problems can be tackled by
suitably dilating f and φ̂ on a∗C.
Proof of Theorem 4.4. Let f ∈ EL(a∗)W and let ǫ be a given positive number. We claim that
there exists ν ∈ (0, 1) such that
(4.2) sup
λ∈a∗
|f(λ)− fν(λ)|
eψ(‖λ‖B )
< ǫ,
where fν(λ) = f(νλ). This follows due to the facts that f is bounded, uniformly continuous
on compact subsets of a∗ and ψ increases to infinity. Let us fix ν ∈ (0, 1) so that (4.2) holds.
Suppose φ ∈ C∞c (K\G/K) with supp φ ⊆ B(o, 1) and φ̂(0) = 1. We claim that there exists a
positive real number h such that
(4.3) sup
λ∈a∗
|fν(λ)− fν(λ)φ̂(hλ)|
eψ(‖λ‖B )
< ǫ.
As before, using the boundedness of f on a∗ and limr→∞ ψ(r) =∞, we can choose M ∈ (0,∞)
such that
|fν(λ)|
eψ(‖λ‖B )
<
ǫ
1 + ‖φ̂‖L∞(a∗)
, for all ‖λ‖B ≥M.
Hence, for all h ∈ (0,∞),
|fν(λ)− fν(λ)φ̂(hλ)|
eψ(‖λ‖B)
≤ |fν(λ)|
eψ(‖λ‖B )
(1 + ‖φ̂‖L∞(a∗)) < ǫ, for all ‖λ‖B ≥M.
As φ̂ is continuous at λ = 0, there exists δ positive such that, if ‖λ‖B < δ, then
|1− φ̂(λ)| < ǫ‖f‖L∞(a∗)
.
If we choose h < min {δ/M,L(1 − ν)}, then
|fν(λ)− fν(λ)φ̂(hλ)|
eψ(‖λ‖B )
≤ ‖f‖L∞(a∗)|1− φ̂(hλ)| < ǫ, for all ‖λ‖B < M.
This proves the claim. Note that in the inequality above we have only used the assumption
h < δ/M . The second condition on h will be used in the following step. We fix such an h and
define
g1(λ) = fν(λ) φ̂(hλ), λ ∈ a∗C.
Rewriting (4.3) we have
(4.4) ‖fν − g1‖ψ < ǫ.
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We observe that fν, g1 are W -invariant and for all λ ∈ a∗C
|fν(λ)| ≤ CeL‖νℑλ‖B < CeL‖ℑλ‖B ,
|g1(λ)| = |fν(λ)φ̂(hλ)| ≤ Ce(νL+h)‖ℑλ‖B ≤ CeL‖ℑλ‖B ,
as h is smaller than L(1 − ν). Hence, fν and g1 both are elements of EL(a∗)W . Since φ ∈
C∞c (K\G/K), Theorem 3.4 implies that for all N ∈ N,
|g1(λ)| = |fν(λ)φ̂(hλ)| ≤ Ch,N e
L‖ℑλ‖B
(1 + ‖λ‖B)N , for all λ ∈ a
∗
C.
By another application of Theorem 3.4 we have g1 = F̂ , for some F ∈ C∞c (K\G/K) with
supp F ⊂ B(o, L). Hence,
g1(λ) =
∫
B(o,L)
F (x)φ−λ(x) dx
=
∫
{Y ∈a+
∣∣ ‖Y ‖B≤L} F
(
expY
)
φ−λ
(
expY
)
J(expY ) dY,
the integrand being determined by its restriction on a+. We now wish to apply Lemma 2.4
to the function g1 with g(Y, λ) = φ−λ(expY ) and dµ(Y ) = J(exp Y )dY , using identification
of a and a∗ with Rd. Let {Ej}dj=1 be an orthonormal basis of a with respect to B|a×a, the
restriction of the Cartan-Killing form B on a× a. Then every Y ∈ a can be written uniquely
as
Y =
d∑
j=1
YjEj , Yj ∈ R.
Viewing Ej as left G-invariant differential operator we have
(Ejφ−λ)(expY ) =
d
dt
∣∣∣∣
t=0
φ−λ(expY · exp tEj)
=
d
dt
∣∣∣∣
t=0
φ−λ (exp(Y + tEj))
=
( ∂
∂Yj
φ−λ
)
(expY ).
It now follows from Theorem 3.2, 3) and 5) that for all λ in a compact subset K1 of a
∗
∣∣( ∂
∂Yj
φ−λ
)
(expY )
∣∣ ≤ Cj(1 + ‖λ‖B) φ0(exp Y ) ≤MK1 ,
for all j ∈ {1, · · · , d}. Therefore, we can apply Lemma 2.4. In this regard, we first choose a
positive number τ such that
eψ(‖λ‖B ) >
‖g1‖L∞(a∗) + ‖F‖L1(G)
ǫ
, for all ‖λ‖B ≥ τ.
By Lemma 2.4 we get a finite set {x1, · · · , xN} ⊂ {expY | Y ∈ a, ‖Y ‖B < L} and Cxj ∈ C, for
j = 1, · · · , N such that
|g1(λ)−
N∑
j=1
Cxjφ−λ(xj)| < ǫ, for all ‖λ‖B ≤ τ.
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If we define
gN (λ) =
N∑
j=1
Cxjφ−λ(xj),
then we have
‖gN‖L∞(a∗) ≤ ‖F‖L1(G).
Therefore,
‖g1 − gN‖ψ ≤ sup
‖λ‖B≤τ
|g1(λ)− gN (λ)|
eψ(‖λ‖B )
+ sup
‖λ‖B>τ
|g1(λ)− gN (λ)|
eψ(‖λ‖B )
< ǫ+
(‖F‖L1(G) + ‖g1‖L∞(a∗)) ǫ(‖F‖L1(G) + ‖g1‖L∞(a∗))
= 2ǫ.(4.5)
Clearly gN ∈ ΦL(a∗) and by (4.2), (4.4) and (4.5)
‖f − gN‖ψ ≤ ‖f − fν‖ψ + ‖fν − g1‖ψ + ‖g1 − gN‖ψ < 4ǫ.
This completes the proof. 
For f ∈ L1(X) we define the K-biinvariant component Sf of f by the integral
Sf(x) =
∫
K
f(kx) dk, x ∈ X,
and for g ∈ G we define the left translation operator lg on L1(X) by
lgf(x) = f(gx), x ∈ X.
Remark 4.5. Usually one defines the operator lg as left translation by g
−1. We have preferred
lg as left translation by g ∈ G because then it follows that S(lgf) = S(lg1f) if gK = g1K.
It is known that ([13], Chapter III, §2, P. 209) the Fourier transforms of f and lgf are related
by the formula
(4.6) (lgf )˜(λ, k) = e
(iλ−ρ)(H(gk))f˜(λ, κ(gk)).
For a nonzero integrable function f , its K-biinvariant component S(f) may not be nonzero.
However, the following lemma shows that there always exists g ∈ G such that S(lgf) is nonzero.
Lemma 4.6. If f ∈ L1(X) is nonzero then for every r positive there exists g ∈ G with
gK ∈ B(o, r) such that S(lgf) is nonzero.
Proof. Suppose the result is false. Then there exists a positive number r such that for all
gK ∈ B(o, r) the function S(lgf) is zero. Hence, for all t positive we have∫
G
S(lgf)(x) ht(x−1) dx = 0.
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This implies that (f ∗ ht)(gK) is zero for all positive number t. In fact,∫
G
S(lgf)(x) ht(x−1) dx =
∫
G
(∫
K
lgf(kx) dk
)
ht(x
−1) dx
=
∫
G
lgf(x) ht(x
−1) dx
(using change of variable kx 7→ x)
=
∫
G
f(gx) ht(x
−1) dx
= f ∗ ht(gK).
It follows that f ∗ ht vanishes on the open ball B(o, r), for all t positive. Remark 3.7 now
implies that f is the zero function which contradicts our assumption. 
We are now in a position to prove our main result.
Proof of Theorem 1.2. We first prove part (a). The following steps will lead to the proof.
Step 1. We first observe that it suffices to work under the assumption that f is continuous.
To see this we assume that f vanishes on an open ball B(g0K,L) for some positive number L
and satisfies (4.13). Let φ ∈ C∞c (K\G/K) with supp φ ⊆ B(o, L/2). Then f ∗ φ ∈ C(G/K) ∩
L1(G/K) and ∫
a∗×K
|(f ∗ φ)˜(λ, k)| eψ(‖λ‖B) |c(λ)|−2 dλ
=
∫
a∗×K
|f˜(λ, k)| |φ̂(λ)| eψ(‖λ‖B) |c(λ)|−2 dλ <∞.
Moreover, f ∗ φ vanishes on B(g0K,L/2). In fact, if g1K ∈ B(g0K,L/2) then for all gK ∈
B(o, L/2) it follows by the G-invariance of the Riemannian metric d that
d(g0K, g1gK) ≤ d(g0K, g1K) + d(g1K, g1gK)
<
L
2
+ d(o, gK) < L,
that is, g1gK ∈ B(g0K,L). This implies that f(g1g) is zero for all gK ∈ B(o, L/2) and hence
(f ∗ φ)(g1) =
∫
G
f(g1g) φ(g
−1) dg
=
∫
supp φ
f(g1g) φ(g
−1) dg = 0.
To prove that f is zero, it suffices to show that f ∗φ is zero. Indeed, if f ∗φ vanishes identically
then so does f˜ ·φ̂. But since φ̂ is nonzero almost everywhere (as φ ∈ C∞c (K\G/K)) it would fol-
low that f˜ vanishes almost everywhere on a∗×K implying that f is zero. This completes step 1.
Step 2. In this step, we prove part (a) under the additional assumption that f ∈ L1(X)∩C(X)
is K-biinvariant and vanishes on the open set B(o, L), for some positive number L. The
spherical Fourier transform of f then satisfies the condition
(4.7)
∫
a∗+
|f̂(λ)| eψ(‖λ‖B ) |c(λ)|−2dλ <∞,
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and the integral I is infinite. By (4.7) it follows that f̂ ∈ L1(a∗+, |c(λ)|−2dλ) and hence by the
Fourier inversion (3.4) restricted to K-biinvariant functions
f(x) =
∫
a∗+
f̂(λ) φλ(x) |c(λ)|−2 dλ = 0,
for all x ∈ B(o, L). This implies that for all u ∈ ΦL(a∗)
(4.8)
∫
a∗+
f̂(λ) u(λ) |c(λ)|−2 dλ = 0.
Since f̂ ∈ L1(a∗, |c(λ)|−2dλ) is also a bounded function, it follows that that f̂ ∈ L2(a∗, |c(λ)|−2dλ).
To show that f vanishes identically it suffices for us to show that ‖f̂‖L2(a∗, |c(λ)|−2dλ) is zero.
Using the fact that I is infinite we have∫ ∞
1
ψ(r)
r2
dr = C
∫
{λ∈a∗+| ‖λ‖B≥1}
ψ(‖λ‖B)
‖λ‖d+1B
dλ =∞.
Since f̂ is a bounded continuous function on a∗, it follows that f̂ ∈ Cψ(a∗). Therefore, by
Theorem 4.4, we can approximate f̂ by elements of ΦL(a
∗), that is, given any ǫ positive there
exists u1 ∈ ΦL(a∗) such that
‖f̂ − u1‖ψ < ǫ.
We now get that∫
a∗
|f̂(λ)|2 |c(λ)|−2 dλ =
∣∣∣∣
∫
a∗
(
f̂(λ)− u1(λ) + u1(λ)
)
f̂(λ) |c(λ)|−2 dλ
∣∣∣∣
≤
∫
a∗
∣∣∣f̂(λ)− u1(λ)∣∣∣
eψ(‖λ‖B )
|f̂(λ)| eψ(‖λ‖B ) |c(λ)|−2 dλ
+
∣∣∣∣
∫
a∗
f̂(λ)u1(λ)|c(λ)|−2 dλ
∣∣∣∣
< ǫ
∫
a∗
|f̂(λ)|eψ(‖λ‖B )|c(λ)|−2dλ,
by (4.8) as the second integral in the right hand side is zero. The last integral is finite by our
assumption (4.7). As ǫ is arbitrary, it follows that ‖f̂‖L2(a∗, |c(λ)|−2dλ) = 0 and hence f is the
zero function.
Step 3. We shall now reduce the general case to the case of K-biinvariant functions by using the
radialization operator S. Let f ∈ L1(X) be a nonzero function which vanishes on a nonempty
open subset U of X and satisfies the estimate (4.13). We now choose gK ∈ U and consider the
function lgf . The function lgf then vanishes on the open set g
−1U which contains the identity
coset eK. Hence, there exists a positive number L such that lgf vanishes on the ball B(o, L).
Using the fact that k 7→ H(gk) is a continuous function on the compact set K it follows from
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Remark 3.3, the integration formula (3.2) and (4.6) that∫
a∗×K
∣∣∣(lgf )˜(λ, k)∣∣∣ eψ(‖λ‖B ) |c(λ)|−2 dλ dk
=
∫
a∗×K
∣∣∣e(iλ−ρ)(H(gK)) f˜(λ, κ(gk))∣∣∣ eψ(‖λ‖B ) |c(λ)|−2 dλ dk
=
∫
a∗×K
e−ρ(H(gk))
∣∣∣ f˜(λ, κ(gk))∣∣∣ eψ(‖λ‖B ) |c(λ)|−2 dλ dk
≤ Cg
∫
a∗×K
∣∣∣f˜(λ, κ(gk))∣∣∣ eψ(‖λ‖B) |c(λ)|−2 dλ dk
= Cg
∫
a∗×K
∣∣∣f˜(λ, k)∣∣∣ e−2ρ(H(g−1k)) eψ(‖λ‖B) |c(λ)|−2 dλ dk
≤ C ′g
∫
a∗×K
∣∣∣f˜(λ, k)∣∣∣ eψ(‖λ‖B ) |c(λ)|−2 dλ dk <∞.
Hence, the function (lgf )˜ satisfies the estimate (4.13). Therefore, it is enough for us to assume
that f vanishes on an open ball of the form B(o, L), for some positive number L. An application
of Lemma 4.6 for r = L/2 shows that there exists g0K ∈ B(o, L/2) such that S(lg0f) is nonzero.
We now claim that S(lg0f) vanishes on B(o, L/2). Since f vanishes on B(o, L) it follows that
lg0f vanishes on B(o, L/2). In fact, if g1K ∈ B(o, L/2) then
d(eK, g0g1K) ≤ d(eK, g0K) + d(g0K, g0g1K)
= d(eK, g0K) + d(eK, g1K)
<
L
2
+
L
2
= L,
that is, g0g1K ∈ B(o, L) for all g1K ∈ B(o, L/2). Consequently, S(lg0f) also vanishes on
the ball B(o, L/2), as claimed. The spherical Fourier transform of the K-biinvariant function
S(lg0f) is given by
Ŝ(lg0f)(λ) =
∫
G
S(lg0f)(g) φ−λ(g) dg
=
∫
G
(∫
K
(lg0f)(kg) dk
)
φ−λ(g) dg
=
∫
G
f
(
g0g
)
φ−λ(g) dg
=
∫
G
f(g)φ−λ(g−10 g) dg,(4.9)
using change of variable kg 7→ g and K-biinvariance of φ−λ. Using the expression of φ−λ(hg)
given in Theorem 3.2, 6) it follows that from above that
Ŝ(lg0f)(λ) =
∫
G
∫
K
f(g) e(iλ−ρ)
(
H(g−1k)
)
e−(iλ+ρ)
(
H(g−10 k)
)
dk dg
=
∫
K
f˜(λ, k) e−(iλ+ρ)
(
H(g−10 k)
)
dk.
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It now follows from the hypothesis (4.13) that∫
a∗
∣∣Ŝ(lg0f)(λ)∣∣ eψ(‖λ‖B ) |c(λ)|−2 dλ
=
∫
a∗
∣∣∣∣
∫
K
f˜(λ, k) e−(iλ+ρ)
(
H(g−10 k)
)
dk
∣∣∣∣ eψ(‖λ‖B) |c(λ)|−2 dλ
≤ Cg0
∫
a∗×K
|f˜(λ, k)| eψ(‖λ‖B) |c(λ)|−2 dλ dk <∞.
That is, the nonzero K-biinvariant function S(lg0f) satisfies (4.7). By step 2 we now conclude
that S(lg0f) vanishes identically, which contradicts our hypothesis that S(lg0f) is nonzero.
Hence, f is zero after all and this completes the proof of part a).
We shall now prove part (b), which can be deduced from Theorem 1.1, b) by using the
Euclidean Radon transform R and the Abel transform A. If I is finite then we have∫ ∞
1
ψ(r)
r2
dr <∞.
Since ψ is nondecreasing, by part b) of Theorem 1.1 there exists a nontrivial g1 ∈ Cc(R) with
supp g1 ⊆ [−l/4, l/4] such that
|Fg1(ξ)| ≤ Ce−ψ(ξ), for all ξ ∈ R.
Here Fg1 is the one-dimensional Fourier transform of g1. By considering g = g1 ∗ φ with a
φ ∈ C∞c (R), supp φ ⊆ [−l/4, l/4] we get that g ∈ C∞c (R) with supp g ⊆ [−l/2, l/2] and
(4.10) |Fg(ξ)| ≤ Ce−ψ(ξ), for all ξ ∈ R.
If g turns out to be an even function then the function R−1(g) = h0 (well defined by 2.9) is a
nontrivial function in C∞c (Rd). By the slice projection theorem (2.8), it satisfies the estimate
|Fh0(λ)| ≤ Ce−ψ(λ), for all λ ∈ Rd.
If g is not even then we consider the translate g˜(x) = g(x + l/2). Then g˜ ∈ C∞c (R) with
supp g˜ ⊆ [−l, 0] and hence g˜ cannot be an odd function. It follows that g˜ has a nontrivial even
part given by
g˜e(x) =
g˜(x) + g˜(−x)
2
, x ∈ R,
and F g˜e satisfies the estimate (4.10). We can now consider h0 = R−1(g˜e) and argue as before.
Therefore, if I is finite and ψ is nondecreasing then there exists a nontrivial radial function
h0 ∈ C∞c (Rd) such that
(4.11) |Fh0(λ)| ≤ Ce−ψ(‖λ‖), λ ∈ Rd.
Since h0 is a radial function on R
d, it can be thought of as a W -invariant function on A ∼= Rd.
So, by Theorem 3.5, there exists h ∈ C∞c (K\G/K) such that A(h) = h0. For a nontrivial
φ ∈ C∞c (K\G/K) we consider the function f = h ∗ φ ∈ C∞c (K\G/K). Using the analogue of
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the slice projection theorem (Theorem 3.5) it follows from the estimate (4.11) that∫
a∗+
|f̂(λ)| eψ(‖λ‖B) |c(λ)|−2 dλ
=
∫
a∗+
|ĥ(λ)| |φ̂(λ)| |eψ(‖λ‖B ) |c(λ)|−2 dλ
≤ C
∫
a∗+
|φ̂(λ)| |c(λ)|−2 dλ.(4.12)
Since, φ̂ ∈ H(a∗C), it follows from the estimate (3.5) that the integral in (4.12) is finite and
consequently, f̂ satisfies the estimate (4.13). This completes the proof of part (b). 
We now deduce Theorem 1.3 from Theorem 1.2, as promised in the introduction.
Proof of Theorem 1.3. As in Theorem 1.2, it suffices to prove the theorem for f ∈ L1(K\G/K)
vanishing on an open ball of the form B(o, L) such that f̂ satisfies the estimate
|f̂(λ)| ≤ Ce−ψ(‖λ‖B), for all λ ∈ a∗+.
We choose a nonzero φ ∈ C∞c (K\G/K) with supp φ ⊆ B(o, L/2) and consider the function
f ∗ φ. Since f vanishes on B(o, L) and the support of the function φ is contained in B(o, L/2)
it follows as before that f ∗ φ vanishes on B(o, L/2). Now,∫
a∗+
|f̂ ∗ φ(λ)| eψ(‖λ‖B ) |c(λ)|−2 dλ
=
∫
a∗+
|φ̂(λ)| |f̂(λ)| eψ(‖λ‖B ) |c(λ)|−2 dλ
≤ C
∫
a∗+
|φ̂(λ)| |c(λ)|−2 dλ <∞.
It now follows from Theorem 1.2 that f ∗ φ is zero almost everywhere. Since φ̂ is nonzero
almost everywhere we conclude that f̂ vanishes almost everywhere on a∗ and so does f . To
prove part b) we observe that if I is finite then the function h constructed in the proof of
Theorem 1.2, b) satisfies the estimate (1.4). 
It is easy to see that the method of proof of Theorem 1.3 can be suitably modified to prove
the following Lp version of Theorem 1.2.
Theorem 4.7. Let ψ and I be as in Theorem 1.2 and 1 < p <∞.
(a) Suppose f ∈ L1(X) and its Fourier transform f˜ satisfies the estimate
(4.13)
∫
a∗×K
|f˜(λ, k)|p eψ(‖λ‖B ) |c(λ)|−2dλ dk <∞,
where |c(λ)|−2dλ dk denotes the Plancherel measure. If f vanishes on a nonempty
open set in X and I is infinite then f = 0.
(b) If I is finite then there exists a nontrivial f ∈ C∞c (X) satisfying the estimate (4.13).
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Remark 4.8. (1) It is not hard to see that part a) of Theorem 1.2 remains true if the
integral I is replaced by the integral∫
{λ∈a∗+| ‖λ‖B≥1}
ψ(‖λ‖B)
‖λ‖η+1B
|c(λ)|−2dλ,
where η = d + dim n, is the dimension of the symmetric space X. This follows from
the estimate ( 3.5) of |c(λ)|−2 as∫ ∞
1
ψ(r)
r2
dr = C
∫
{λ∈a∗+| ‖λ‖B≥1}
ψ(‖λ‖B)
‖λ‖d+1B
dλ
= C
∫
{λ∈a∗+| ‖λ‖B≥1}
ψ(‖λ‖B)
‖λ‖dimX+1B
‖λ‖dim nB dλ
≥ C
∫
{λ∈a∗+| ‖λ‖B≥1}
ψ(‖λ‖B)
‖λ‖dimX+1B
|c(λ)|−2dλ =∞.
Moreover, because of the estimate (3.6), part b) of Theorem 1.2 also remains true in
this case if rank(X) = 1.
(2) If ψ(r) = r2 or r then one may appeal to a result of Kotake and Narasimhan [19] to
conclude that f is real analytic. However, the same line argument does not seem to
work for more general ψ as in Theorem 1.3. For example, it follows from Theorem 1.3
that if the spherical Fourier transform of a nonzero function f ∈ L1(K\G/K) satisfies
the estimate
(4.14) |f̂(λ)| ≤ Ce−
‖λ‖B
1+log(‖λ‖B) , for all ‖λ‖B ≥ 1, λ ∈ a∗+,
then f cannot vanish on a nonempty open subset of X. However, there exists a nonzero
f ∈ C∞c (K\G/K) such that
|f̂(λ)| ≤ Ce−
‖λ‖B
(1+log(‖λ‖B))2 , for all ‖λ‖B ≥ 1, λ ∈ a∗+.
It is not known at the moment whether there exists a nonzero function f ∈ L1(K\G/K)
satisfying (4.14) which vanishes on a positive measure subset of X.
(3) One cannot fail to observe that the exponential volume growth of the Riemannian
symmetric space X of noncompact type does not play any role in Theorem 1.2. The
reason seems to be that the dual a∗+ ×K is essentially of polynomial growth. In view
of this, the following seems to be an interesting question: can we characterize the
nonnegative functions ψ for which there exists a nonzero f ∈ L2(K\G/K) such that
|f(x)| ≤ Ce−ψ(d(o,x)), x ∈ X
but fˆ vanishes on a nonempty open subset of a∗+?
(4) It would be interesting to see whether results analogous to Theorem 1.2 can be proved
in other contexts as well (see [4, 24, 28]).
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