The point cloud is gaining prominence as a method for representing 3D shapes, but its irregular format poses a challenge for deep learning methods. The common solution of transforming the data into a 3D voxel grid introduces its own challenges, mainly large memory size. In this paper we propose a novel 3D point cloud representation called 3D Modified Fisher Vectors (3DmFV). Our representation is hybrid as it combines the discrete structure of a grid with continuous generalization of Fisher vectors, in a compact and computationally efficient way. Using the grid enables us to design a new CNN architecture for point cloud classification and part segmentation. In a series of experiments we demonstrate competitive performance or even better than state-of-the-art on challenging benchmark datasets.
Introduction
Point clouds are commonly used for representing the sensory data associated with 3D objects and scenes. Recent sensing technologies make them more reliable and accurate and they are already in use in many applications such as modeling tools and autonomous systems.
We propose a new approach for analyzing a point cloud obtained by direct 3D sensors, using deep neural networks (DNNs), and especially convolutional neural networks (ConvNets). ConvNets have shown remarkable performance in image analysis. Adapting them to point clouds is not, however, straightforward. ConvNets are built for input data arranged in fixed size arrays, on which linear space invariant filters (convolutions) may be applied. Point clouds, unfortunately, are unstructured, unordered, and contain a varying number of points. Therefore, they do not fit naturally into a spatial array (grid).
Several methods for extending ConvNets to 3D point cloud analysis have been proposed [18, 33, 23] . A common approach is to rasterize the 3D point data into a 3D voxel grid (array), on which ConvNets can be easily applied. This approach, however, suffers from a tradeoff between its computational cost and its approximation accuracy. We discuss this approach, as well as other common point cloud representations, in Section 2.
We take a different approach and use a new point cloud hybrid representation, the 3D Modified Fisher Vector (3DmFV). The representation describes points by their deviation from a Gaussian Mixture Model (GMM). It has some similarity to the Fisher Vector representation (FV) [19, 26] but modifies and generalizes it in two important ways: the proposed GMM is specified using a set of uniform Gaussians with centers on a 3D grid, and the components characterizing the set of points, that, for Fisher vectors, are averages over this set, are generalized to other functions of this set.
The representation is denoted hybrid because it combines the discrete structure of a grid with the continuous nature of the components. It has several advantages. First, because it keeps the continuous properties of the point cloud, it retains some of the point set's fine detail and, under certain conditions, is lossless and invertible (in principle), and is therefore equivalent to featureless input. Second, the gridlike structure makes it possible to use ConvNets, which yields excellent classification accuracy even with low resolutions (e.g. 8×8×8). Finally, each component of the proposed representation represents a clear and meaningful property.
The main contributions of this work are:
• We introduce a new hybrid representation for 3D point clouds (3DmFV) which is structured and order independent.
• We design a new deep ConvNet architecture (3DmFV-Net) based on this representation and use it for point cloud classification, obtaining state of the art results.
• We conduct a thorough empirical analysis on the stability of our method. • We extend the 3DmFV-Net to part segmentation of point clouds, and achieve state of the art results as well.
We first review related work on 3D classification, part segmentation, and the FV representation in Section 2. Then, in Section 3 we introduce and discuss the 3DmFV representation and 3DmFV-Net architecture. The classification and part segmentation results are presented in Section 4. Finally, we summarize in Section 5. However, optimal feature selection remains non-trivial and highly data specific.
Deep learning on 3D representations -3D data is commonly represented using one of the following representations: (a) Multi-view, (b) Volumetric grid, (c) Mesh, (d) Point clouds. Each representation requires a different approach for modifying the data to the form required by deep learning methods.
Rendering 2D images of a 3D object from multiple views, as in [23] , transforms the learning domain from 3D to the well-researched 2D domain. Some information is lost in the projection process, but using multiple projections partially compensates.
The volumetric, voxelized, representation discretizes 3D space similarly to an image discretizing a camera projection plane. This enables a straightforward extension of learning using 3D CNNs [18, 33, 23] . A volumetric representation is associated with a quantization tradeoff: choosing a coarse grid leads to quantization artifacts and to substantial loss of information, whereas choosing a fine grid significantly increases the number of voxels, which are mostly empty but still induce a high computational cost. Usually a grid size of 32×32×32 is chosen. A recent improvement applies an ensemble of very deep networks that extend the principles of Inception [29] and Resnet [10] to voxelized data [4] , thus achieving the highest accuracy to date at the price of high computational cost and training time of weeks.
For the mesh representation, Spectral ConvNets [5, 17, 2] and anisotropic ConvNets [3] can be applied. These approaches utilize mesh topological structure, which is not always available.
The point cloud representation is challenging because it is both unstructured and point-wise unordered. To overcome these challenges, the PointNet approach [22, 24] applies a symmetric function that is insensitive to the order, on a high-dimensional representation of the individual points. The Kd-Network [14] imposes a kd-tree structure on the points and uses it to learn shared weights for nodes in the tree. Here we propose the 3DmFV representation, which is directly linked to the point cloud representation but can be used as input to a CNN.
Part segmentation of 3D point clouds -The objective here is to assign a label, for each point, corresponding to a semantically meaningful part of the shape, e.g., chair back or chair seat. The ShapeNet dataset, introduced in [34], was used in [22] to extend the PointNet approach from point cloud classification to point-wise classification (part segmentation) by concatenating high-dimensional learned global and local features. The Kd-Network architecture was extended to part segmentation by mimicing an encoderdecoder architecture with skip-connections [14] . Here, we extend the 3DmFV classification network to perform part segmentation using locally and globally learned features.
Fisher vectors
Before the age of deep learning, the bag of visual words (BoV) [6] was a popular choice for image classification tasks. It extracted a set of local descriptors and assigned each of them to the closest entry in a codebook (visual vocabulary), leading to a histogram of occurrences. Perronin and Dance [19] , and Perronnin and Thomas [21] proposed an alternative descriptor aggregation method, called the Fisher Vector (FV), based on the Fisher Kernel (FK) principle of [12] . The FV characterizes data samples of varying sizes by their deviation from a generative model, in this case a Gaussian Mixture Model (GMM). It does so by computing the gradients of the sample's log-likelihood w.r.t. the model parameters (i.e., weight, mean and covariance). FV can be viewed as a generalization of the BoV as the histogram is closely related to the derivative w.r.t. the weight. Furthermore, it was shown in [12] that, when the label is included as a latent variable of the generative model, the FK is asymptotically as good as the maximum a posteriori (MAP) decision rule for this model. The FV representation optimality and independence of sample size make it a natural choice for representing point cloud data.
In the context of image classification, the combination of FVs and DNNs was already considered [27, 20] . A network composed of Fisher layers was suggested in [27] . Each layer performs semi-local FV encoding (on dense handcrafted features) followed by a dimensionality reduction, spatial stacking, and normalization. A network composed of unsupervised and supervised layers was proposed in [20] . The unsupervised layers calculate features, FVs, and reduce their dimension. They are followed by supervised fully connected layers, trained with back propagation.
The proposed 3DmFV shares some properties with the representation types above. Like the volumetric approach, it is based on a grid, but not a grid of voxels. It thus maintains the grid structure, which makes it a convenient input to a ConvNet, but it suffers less from quantization. Like the PointNet approach, its features are symmetric functions, making them order and structure independent. The architecture we propose, like that of [20] , combines unsupervised and supervised layers. However, it relies on the spatial properties of point clouds, which enables the use of ConvNets, substantially improving its performance.
The 3DmFV-Net
The proposed 3DmFV-Net classification architecture consists of two main modules. The first converts an input point cloud to the 3D modified Fisher vector (3DmFV) representation and the second processes it in a CNN architecture. These main modules are illustrated in Figure 1 and described below.
Describing point clouds with Fisher vectors
The proposed representation builds on the well-known Fisher vector representation. We start by formally describing the Fisher vectors (following the formulations and notation of [26] ) in the context of 3D points, and then discuss some of their properties that lead to the proposed generalization and make them attractive as input to deep networks. The Fisher vector is based on the likelihood of a set of vectors associated with a Gaussian Mixture model (GMM). Let X = {p t ∈ R 3 , t = 1, ...T } be the set of 3D points of a given point cloud, where T denotes the number of points in the set. Let λ be the set of parameters of a K component GMM λ = {(w k , µ k , Σ k ), k = 1, ...K}, where w k , µ k , Σ k are the mixture weight, expected value, and covariance matrix of k-th Gaussian. The likelihood of a single 3D point (or vector) p associated with the k-th Gaussian density is
The likelihood of a single point associated with the GMM density is therefore:
Given a specific GMM, and under the common independence assumption, the Fisher vector, G X λ , may be written as the sum of normalized gradient statistics, computed here for each point p t :
where L λ is the square root of the inverse Fisher Information Matrix. The following change of variables, from {w k } to {α k }, ensures that u λ (x) is a valid distribution and simplifies the gradient calculation [15]:
The soft assignment of point p t to Gaussian k is given by:
The normalized gradients are:
These expressions include the normalization by L λ under the assumption that γ t (k) (the point assignment distribution) is approximately sharply peaked [26] . For grid uniformity reasons, discussed in Section 3.4, we adopt the common practice and work with diagonal covariance matrices. The Fisher vector is formed by concatenating all of these components:
To avoid the dependence on the number of points, the resulting FV is normalized by the sample size T [26]:
See [26] for derivations, efficient implementation, and more details. 
Advantages of Fisher vectors as inputs to DNNs
A Fisher vector, representing a point set, may be used as an input to a DNN. It is a fixed size representation of a possibly variable number of points in the cloud. Its components are normalized sums of functions of the individual points. Therefore, FV representation of a point set is invariant to order, structure, and sample size. Using a vector of non-learned features instead of the raw data goes against the common wisdom of deep neural network users. The reason is that features usually select some of the raw data properties and may lose some important characteristics. This is true especially when the feature extraction involves discretization, as is the case with voxel based representation. We argue, however, that the Fisher vector representation, being continuous on the point set, suffers less from this disadvantage. We shall give three arguments (not proofs) in favor of this claim. a. Equation counting argument -Consider a K component GMM. A set of T points, characterized by 3T scalar coordinates, is represented using 7K components of the Fisher vector, every one of which is a continuous function of the 3T variables. Can we find another point set associated with the same Fisher components? We argue that for T < 7K/3, the set of equations specifying unknown points from known Fisher components is over-determined and that it is likely that the only solution, up to point permutation, is the original point set. While this equation counting argument is not a rigorous proof, such claims are common for sets of polynomial equations and for points in general position. If the solution is indeed unique, then the Fisher representation is lossless and using it is equivalent to using the raw point set itself. b. Reconstructing the represented point structure in simplified, isolated cases b.1 A single Gaussian representing a single point -Here, T = 1. By the sharply peaked γ t (k) assumption, there is only one Gaussian for which γ t (k) = 1. Inserting its FV components in Eq. 7 provides the point location:
b.2 A single Gaussian representing multiple points on one plane -We now show that, given a set of points sampled on a plane, it is possible to reconstruct a plane from the FV representing the points. The plane equation isn
T is the unit normal to the plane and ρ is its distance from the origin. Using the assumption that γ t (k) is approximately sharply peaked [26], we consider the k-th Gaussian and the T points for which γ t (k) ≈ 1. For this Gaussian, eq. 7 is simplified to:
Changing the coordinate system to x y z , for which the origin is at the Gaussian center and an axis x coincides withn, leads to the following expression for the plane parameters (see Appendix 6.1 for a proof and illustrations) :
Objects are often approximately polyhedral, with each facet having at least one close Gaussian for which only this facet is close. This implies that such models may be reconstructed from the FV even for very large T . c. Point cloud reconstruction from FV representation using a deep decoder -A direct expression for reconstructing a point cloud from its FV representation is not available for K > 1. For illustration, we show now such a reconstruction obtained with a deep decoder, taking FV as an input and providing a point cloud. We consider a special FV, associated with a GMM with Gaussian centered on a grid; see Section 3.4 below. The decoder architecture is identical to the convolutional part of the classification network presented in Section 3.5 followed by two fully connected layers: FC(T ),FC(3T ). The loss function between the original and the reconstructed point sets, S 1 and S 2 , should be invariant to point order. We use a loss function that is the sum of Chamfer distance and the Earth mover's distance, which were used (separately) in [7] . Figure 2 shows a qualitative comparison between the original point cloud and the reconstructed point cloud. It shows that the decoder captured the overall shape while not positioning the points exactly in their original position.
Generalizing Fisher vectors to 3D modified Fisher vectors
We propose to generalize the Fisher vector along two directions:
Choice of the mixture model -Originally, the mixture model was defined as a maximum likelihood model. This makes the model optimally adapted to the training data and gives the Fisher representation of each Gaussian the nice property of being sensitive only to the deviation from the average training data. It is not the only valid option, however, and not a good choice if we prefer to maintain a grid structure. Therefore, in the proposed generalization we shall use other mixture models that rely on Gaussian grids.
Choice of the symmetric function -As apparent from eq. (3), the components of the Fisher vector are sums over all input points, regardless of their order and any structure they create. They are symmetric in the sense proposed in [22] and are therefore adequate for representing the orderless and structureless set of points. Note also that any other symmetric function, applied over the summands in eq. (3), would also induce a vector that can represent orderless sets. We will propose such functions and use them instead of or in addition to the Fisher vector sums.
The proposed 3DmFV generalization
Changing the mixture model -For the underlying density model, we use a mixture of Gaussians with Gaussian centers (µ k ) on a uniform 3D m × m × m grid. Such Gaussians induce a Fisher vector that preserves the point set structure: the presence of points in a specific 3D location would significantly influence only some, pre-known, Fisher components. The other GMM parameters, weight and covariance, are common to all Gaussians. The weights are selected as w k = 1 K and the covariance matrix as Σ k = σ k I with σ k = 1 m . Recall that all points are contained in the unit sphere. The uniformity is essential for shared weight (convolutional) filtering. The size of the mixture model is moderate and ranges from m = 3 to 9.
The proposed uniform model is not as effective as the maximum likelihood model for representing the distribution of point clouds. Recall, however, that the GMM does not represent a specific model or a specific class but rather the average model, which is much closer to uniform. The inaccuracy is more than compensated for by the power of the convolutional network, as we shall see in the comparison between the different models.
Changing/Adding other symmetric functions -For Fisher vectors, the sum is used as a symmetric function. While the sum is asymptotically optimal, it does not give full information about the input points for finite point sets. For small point sets the Fisher vectors may be invertible, as suggested above, implying that the FVs implicitly carry the full information about the set. For the practical case of large finite point sets, we propose to add information. To maintain the order independence, other summarizing features should be symmetric as well.
We experimented with several options for additional symmetric functions, and eventually chose the maximum and minimum functions. Note that the maximum was also used in [22] as a single summarizing feature for each of the learned features. Thus, the components of the proposed generalized vector, denoted 3DmFV, are given in eq. 14 and obtained as follows: each component is either a sum, max, or min function, evaluated on the set of one gradient component. In our experiments we found that partial, more compact, representations (especially those focusing on the minimum and maximum function) may lead to improved accuracy, and we describe them as well. However, we also found that the minimal weight derivative is always a constant and omitted this specific function. The minimal value associated with a specific Gaussian corresponds to the farthest point and its γ t (k) value, which is 0 in practice.
For K = m 3 Gaussians, there are therefore 20×K components in the 3DmFV representation (20 = 3(3 + 3) + 2). The 3DmFV is best visualized as a 20 × K matrix. First, we applied an element-wise signed square root normalization, and then an L2 normalization over all 20 vectors corresponding to all Gaussians and a single feature λ i . This last normalization equalizes the derivatives with respect to different parameters.
3DmFV-Net classification architecture
The proposed network receives a point cloud and converts it to a 3DmFV representation on a grid. The main parts of the network consist of an Inception module [30], visualized in Figure 4 , maxpooling layers, and finally four fully connected layers. The network output consists of classification scores; see Figure 1 . The network is trained using back propagation and standard softmax cross-entropy loss with batch normalization after every layer and dropout after each fully connected layer. The network has approximately 4.6M trained parameters, the majority of which are between the last maxpooling layer and the first fully connected layer.
3DmFV-Net part segmentation architecture
The 3DmFV-Net architecture is extended to perform part segmentation. We solve this problem using a per-point classification approach. The proposed architecture combines local geometrical information of each point with the global context of the entire point cloud. The local information is encoded in the per-point 3DmFV representation (i.e., the Figure 4 : Inception module used in 3DmFV-Net derivative value of each GMM Gaussian with respect to λ at that specific point), and the global information is added by concatenating the output of the convolutional part of the classification architecture (before the FC classifiers) to each point's 3DmFV representation. Additionally, to fairly compare to other methods that assume a given label, we concatenate a one-hot representation of the ground truth label; however, this is not strictly necessary since ommitting the label only slightly reduces performance (0.2%). These features are then aggregated into a combined representation using a multilayer perceptron with shared weights across points, similarly to [22] . The details of the 3DmFV-Net segmentation architecture are illustrated in Figure 1 .
Experiments
We first evaluate the classification performance of our proposed 3DmFV-Net and compare it to previous approaches. We then evaluate several variants of the proposed representation. Next, we analyze our method's robustness to noise. Finally, we evaluate the part segmentation results obtained by our method and compare them to the state of the art.
Implementation
Datasets -We evaluate all classification algorithms on the ModelNet40 dataset [33] . It consists of 12311 CAD models from 40 object categories, represented as triangle mesh. The data is split into a training set (9843 models) and a test set (2468). To generate point clouds, the mesh is sampled as described in [22] . We also experimented with the ModelNet10 dataset, which contains 4899 CAD models from 10 object classes split into 3991 for training and 908 for testing.
Training details: Unless otherwise specified, the 3DmFV-Net (Figure 1 ) was trained using an Adam optimizer with a learning rate of 0.001 with a decay of 0.7 every 20 epochs. The point cloud (of 2K points) is centered around the origin and scaled to fit a cube of edge length 2. Data is augmented using random anisotropic scaling (range: Table 1 compares the 3DmFV-Net with previous approaches on the ModelNet40 and Modelnet10 datasets. Clearly, the proposed method wins over most methods. It is comparable to the Kd-network, which requires a much larger input(∼ 32K points) and is not very robust to rotations and noise [14] . It is less accurate only than the more complex VRN ensemble method [4] , which operates on voxelized input and averages 6 models, each trained for 6 days. However, it is slightly better than a single VRN model. Note also that direct comparison is somewhat unfair because, unlike the voxelized description, point based methods (like ours) do not have direct access to the mesh. We also tested a combination of the 3DmFV representation (m = 8) with the simpler convolutional network that mimics the one used in VoxNet [18] . Although this combination (denoted 3DmFV+VoxNet) uses a lower resolution grid than VoxNet (32 3 voxels), it is more accurate. Thus, the performance boost of the 3DmFV-Net may be attributed to both the representation and the architecture.
Classification performance

Testing variations of the 3DmFV representation
We now test partial, more compact variants of the proposed representations. The first variant is the Fisher vectors. The 3DmFV generalization of FV uses different symmetric functions (and not only the sum, as in FV), and different GMMs. We considered the combinations of several symmetric functions, with GMMs obtained either from the Table 2 : Classification accuracy of the proposed 3DmFV and FV representation computed on EM-learned Gaussians and Gaussians positioned on a grid using a linear and nonlinear classifier. Note that convolution layers are not used in this experiment. maximum likelihood (ML) optimization obtained by the expectation maximization (EM) algorithm or from Gaussians on a 3D 5×5×5 grid. The tested symmetric functions include maximum (3DmFV-max), minimum (3DmFV-min), and sum of squares (3DmFV-ss). We tested these combinations with a nonlinear classifier (4 fully connected layers of sizes (1024, 256, 128, 40) with ReLU activation). For reference to the original FVs, we tested the ML GMM with a linear classifier as well. All models were represented by 1024 points. Table 2 reveals that the 3DmFV representation always wins over the FV representation, and that using grid GMM is comparable to the optimal ML GMM. Using maximum or minimum as a symmetric function yields comparable results with fewer parameters. Note that with the convolutional network, possible only with grid GMM, the accuracy is much higher ( Table 1) . Resolution and standard deviation We found that accuracy increases with both grid size (m) and the number of points representing the model; see Figure 5 . Note that performance saturates in both parameters. PointNet [22] seems to be more sensitive to the number of points. This is probably because their descriptors are learned as well. The architecture is slightly different for each grid size; see appendix 6.3.
We also found that the model is insensitive to the selection of standard deviation as long as it is not too small. In Table 3 : 3DmFV-Net part segmentation performance compared to state of the art. The metric is mean IoU. 
Robustness evaluation
To simulate real-world point cloud classification challenges, we tested 3DmFV-Net's robustness under several types of noise: Uniform point deletion -randomly deleting points is equivalent to classifying clouds that are smaller than those used for training. Focused region point deletion -selecting a random point and deleting its closest points (the number of points is defined by a given ratio), simulating occlusions.
Outlier points -adding uniformly distributed points. Perturbation noise -adding small translations, with a bounded Gaussian magnitude, independently to all points, simulating measurement inaccuracy. Random rotation -randomly rotating the point cloud w.r.t. the global reference frame, simulating the unknown orientation of a scanned object.
The results (Figure 6 ) demonstrate that the proposed ap- 
Failure cases
Analyzing misclassifications, we found that most of them occur for similar class pairs: table-desk, dresser-night stand, and plant-flower pot, containing objects which are difficult to discriminate even for humans. See appendix 6.2 for some typical failures and for the confusion matrix (computed on the test set).
Part segmentation
We evaluate the performance of our part segmentation architecture on the ShapeNet part dataset from [34] . It contains 16881 point clouds with 50 annotated parts from 16 categories. Learning this dataset is challenging because it is highly imbalanced. The evaluation metric is mean intersection over union (IoU). It is calculated first for each part of each point cloud and is then averaged over each point cloud, and over all point clouds in that category, yielding the category IoU. The total mean IoU is computed as a weighted average of all category IoUs, where the weights are the respective number of point clouds in that category. We report in Table 3 the total mean IoU and the category IoUs and compare to other state of the art methods. We achieve best performance in 9/16 categories while no other method wins in more than 4/16. Additionally, we achieve best mean IoU.
Qualitative part-segmentation results are presented in Figure 7 , and additional qualitative results are presented in the appendix 6.5.
Conclusion
In this work, we propose a new unsupervised 3D point cloud representation, the 3D modified Fisher vector. It preserves the raw point cloud data while using a grid for structure. This allows the use of the proposed CNN architecture (3DmFV-Net).
Representing data by non-learned features goes against the deep network principle that the best performance is obtained only by learning all components of the classifier using an end-to-end optimization. The proposed representation achieves state of the art results relative to all methods that use point cloud input, and therefore provides evidence that end-to-end learning is not always essential.
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T is a unit normal to the plane and ρ is its distance from the origin. Using the assumption that γ t (k) is approximately sharply peaked [26], we consider the k-th Gaussian and the T k points for which γ t (k) ≈ 1. From eq. 6 we get an expression for T k :
For this Gaussian, eq. 7 is simplified to:
The G X µ expression becomes clearer when we change the coordinate system to x y z (see Figure 8 top-right), for which the origin is at the Gaussian center, the axis x coincides withn and the other axes are chosen to constitute an orthogonal system. We select:
This yields the following transformation:
For all points on the plane, x = ρ 0 . By symmetry, for random uniform sampling on the plane, the expected value of both y and z is zero. Therefore, for a large number of samples, inserting eq. 18 in eq. 16 yields
In addition, recall that to remove the dependency on the total number of points T , we divide by T (eq. 10). A simple 
Failure cases
In order to better understand the 3DmFV representation and the 3DmFV-Net, we explored failure cases. The confusion matrix in Figure 9 shows that the majority of misclassified point clouds belong to a few class pairs, specifically tabledesk, plant-flowerpot and dresser-night stand. Further inspection using visualization of the failure cases presented in Figure 10 provides some insight. First, some classes are inherently hard to distinguish even for humans (table-desk) and second, the training data imposes a challenge since there is some overlap between categories (plant-flower pot).
3DmFV architecture for different grid sizes
We tested several grid resolutions for the 3DmFV representation (see Section 4, Figure 5 ) . Each grid size imposes a slightly different network architecture. The architectures are detailed below. See Figure 4 for a description of the parametric inception module. 
Additional robustness tests
One of the parameters of the 3DmFV representation is the Gaussian standard deviation σ. The value of σ qualitatively specifies spherical sub-volume whose points contribute to the 3DmFV component associated with a specific Gaussian. Very small σ values create Gaussians with very few or no contributing points and very large σs create Gaussians that may be affected by many or all points in the cloud. We tested the robustness of 3DmFV-Net to the σ parameter selection. Figure 11 shows that the network is robust to the σ selection except for very small σs, for which the network performs poorly (since the representation essentially fails to capture the point cloud).
Part segmentation
In Section 3.6 we presented qualitative results for part segmentation. Additional part segmentation results are presented here with a comparative visualization. In Figure 12 , the left column shows the ground truth point labels, the middle column shows the labels predicted by the 3DmFV-Net segmentation network, and the right column shows a color coded comparison between the two, where correctly labeled points are shown in blue and mislabeled in red. It can be seen that mislabeled points sometimes appear in transitional locations between labels (e.g., red points are visible where the chair back meets the chair seat).
gt prediction difference Figure 12 : Part segmentation qualitative comparative results. Ground truth labels (left), predicted labels (middle), and color coded difference (right).
