Bowns (Vision Research, 36(22) (1996), 3685) argued that there are distinct features in two-component moving patterns (plaids) that if tracked move in the same direction as (1) the intersection of constraints direction (IOC) Adelson and Movshon (Nature, 300 (1992), 523); and (2) the vector sum direction (VS) Yo and Wilson (Vision Research, 32(1) (1992), 135). The IOC and VS are hypotheses of how the motion of single components is combined to give pattern motion. This paper shows that there are also features that provide an explanation for a reversed motion described by Derrington, Badcock, and Holroyd (Vision Research, 32(4), (1992), 699), and investigates why reversals only occur under specific conditions. Section 3 replicates the original study by Derrington et al. (1992) and confirms that the reversals are limited to low temporal frequencies. Section 4 varies the spatial displacement of features that also predict reversals and shows that the temporal frequency at which reversals occur varies and is linearly dependent on the displacement of these specified features. Derrington et al. (1992) showed that reversals only occur when components have oblique angles, and suggested an explanation in terms of speed differences. Section 5 was not consistent with this hypothesis. An alternative explanation for why reversals only occur at oblique angles, and at low spatial frequencies is provided in terms of feature properties. Results supporting the IOC, vector sum, and squaring have previously been interpreted in terms of three disparate mechanisms. This may not be necessary.
Introduction
proposed a model of motion that has two stages. In the first stage the velocity vectors are computed for one dimensional components. There are a number of models that show how 'motion energy' can be extracted from these one dimensional components, (van Santen & Sperling, 1984; Adelson & Bergen, 1985; Watson & Ahumada, 1985) . In the second stage the one dimensional velocity vectors are combined to predict the perceived motion of a pattern using a constraint called the intersection of constraints (IOC). The IOC is based on the idea that the speed of the components will be related to the cosinusoidal relationship between the direction of a particular component velocity and the velocity of the pattern (Fennema & Thompson, 1979) An alternative view of how the components are combined is to compute the vector sum, or vector average, of the components (Wilson, Ferrera, & Yo, 1992) . The result that provides the strongest evidence of a vector sum operation is reported by Yo and Wilson (1992) . In this study moving plaids are constructed so that they have quite different predictions based on the IOC solution and the vector sum solution. These plaids are shown to move in the vector sum direction at short durations. This result was replicated by Bowns (1996) using similar stimuli, but was shown not to generalise to new stimuli. Bowns (1996) showed that there were features in the plaids used by Yo and Wilson (1992) that also move in the vector sum direction, and suggested that subjects may be tracking such features, which is why some plaids appear to move in the vector sum direction. Fig.  1 shows images similar to those in Bowns. On the left hand side of the figure are two plaids. The velocity space diagrams for these plaids are provided above each plaid. In plaid (a) the speeds of the two compo- Fig. 1 . Velocity space diagrams are shown for two plaids (a) and (b). The components in plaid (a) have equal speeds and therefore the IOC and vector sum predictions are the same. On the right hand side of the figure only the points corresponding to the zero-crossings are shown. Two sets of zero-crossings are superimposed to show how they are displaced over time. The white plot shows points for the stationary plaid (a) and the grey plot shows the points after a phase shift, (see text for details). This plaid is perceived to move in the direction predicted by the IOC and vector sum. In plaid (b) the speeds of the components are different and the IOC and vector sum predictions are different. Again the zero-crossings are plotted on the right hand side. The bounded regions move in the IOC direction indicated by the vertical arrow, but this time the elongated edges of the bounded regions move in the vector sum direction. This plaid is perceived in the vector sum direction. nents are equal (3.13°s
) and the direction predicted by the IOC and the vector sum is the same. On the right hand side of the figure, only the points corresponding to the zero-crossings in the output of a band-pass filtered image are plotted. These points are plotted twice to represent the movement. The white plot shows the points when the plaid is stationary, and the grey plot is superimposed to show the points once the components have moved. If the components of a plaid have the same spatial frequency, different orientations, and the same speed, the zero-crossings will form bounded regions that move in the IOC direction. Bounded regions are regions in the image that are bounded by zero-crossings. The IOC direction for this plaid is indicated by the arrow and subjects perceive motion in this direction. The components of the plaid shown in (b) have different speeds (3.13°s ) and the IOC solution fall to one side of the components. called these plaids type II plaids; their vector sum solution and IOC solution are quite different. Again on the right hand side of the figure only the points corresponding to zero-crossings are plotted. The bounded regions move in the IOC direc- Fig. 2 . A velocity space diagram for a stimulus that is perceived to move in the reversed direction to that predicted by the IOC is shown in the top left hand corner of the figure. The stationary plaid is shown on the top right hand corner. A similar representation to that shown in Fig. 1 is used to show how the dominant features move when the components move through a phase shift of 135°and 150°. For both phase shifts the nearest feature match is in the leftward direction rather than the rightward direction predicted by the IOC. tion indicated by the vertical arrow, but this time the elongated edges of the bounded regions move in the vector sum direction. This plaid is perceived in the vector sum direction. Fig. 2 uses the same representation to investigate the plaids used in the study by Derrington, Badcock, and Holroyd (1992) . A typical plaid used in this study is shown on the left hand side of the diagram. The components have the same spatial frequency and have orientations close to the horizontal, i.e. 9°, and 171°. The velocity space diagram shows that the speeds of the components are equal, and therefore this type of plaid would be predicted to move in the IOC direction, i.e. to the right at 0°. However, this plaid is perceived to move in the reversed direction to that predicted by the IOC at low temporal frequencies. The phase shift optimal for obtaining reversals is 135°. The superimposed zerocrossings for the stationary and phase shifted plaid are shown at the bottom left hand side of the figure. There is a salient vertical feature that is shifted from right to left (i.e. a reversal). A second plot of zero-crossings for a phase shift of 150°shows a similar reversal but with a smaller displacement of the features. Thus there are clear features that correspond to the movement predicted by the IOC, vector sum, and for the reversing stimuli reported by Derrington et al. which they attributed to a squaring mechanism. 1 It is therefore, possible that all three sets of results are predicted by a mechanism sensitive to such features.
If all three effects arise from a single underlying mechanism, it is not clear why reversals in the Derrington et al. (1992) study only occur at low temporal frequencies, i.e. a value approximating 10 jumps per second was reported. This effect was attributed to the second order system being more sluggish. No such limitation was reported for the stimuli used in the Bowns (1996) . In addition, Lu and Sperling (1995) describe a mechanism sensitive to moving texture-contrast modulations that is not limited to low temporal frequencies. An alternative possibility is that the limitation is specific to the displacement of the feature caused by using a single phase shift of 3/8 of the spatial period, i.e. 135°. As noted above, Fig. 2 shows that the displacement for a phase shift of 150°gives a smaller reversed displacement of the feature, and may therefore cause reversals to occur at a different temporal frequency. Section 3 replicates the original study using a slightly different task and different equipment. Section 4 examines the hypothesis that reversals will occur at a different temporal frequency for different displacements of the feature.
Method
All stimuli were generated on an Apple Macintosh Quadra 950 computer with a Raster Ops 20% Trinitron Accelerated Graphics System with resolution size 1024 by 768 pixels, and frame rate of 75 HZ. The grey scale was calibrated and linearised using a United Detector Technology 61 Optometry. All components were in cosine phase when stationary and moved within a circular aperture with a diameter of 3 cm, and viewed at 57 cm, giving a viewing angle of 3°. The background was maintained at a constant brightness corresponding to the mean luminance of the stimuli, (see Bowns, 1996) for equation for generating the stimuli). All observations were carried out in a dimly lit room.
Experiments 1, 2
Stimuli comprised the addition of two components. Plaid contrast was held constant at 50%. The spatial frequency of the components was also held constant at 2.0 cyc deg − 1 . Movement was achieved by changing the phase shift of each component by equal amounts. The phase shift could be clockwise or anticlockwise. There were 42 trials presented at any one time, half moving to the right (i.e. the phase change was in the clockwise direction), and half moving to the left (i.e. the phase change was in the anticlockwise direction). During any set of 42 trials the displacement of the components was held constant, the only variable in all experiments being the temporal frequency. The timing of the stimulus was controlled by linking it directly to the vertical blanking (VBL). The movement of all stimuli comprised a stationary initial frame, and a further two frames where the plaid was displaced by a constant amount. If subjects performed 100% consistently on a single session, no further data were collected, otherwise 60 observations per point were collected. On each trial a small cross appeared for 160 ms and then disappeared for 50 ms and the stimulus then appeared. Subjects were asked to fixate the cross and maintain fixation during the presentation of the stimulus, and to press a right-hand key if the stimulus moved in the rightward direction, and a left-hand key if the stimulus moved in the leftward direction. The trials were separated by several seconds to ensure there were no motion after effects. Subjects all had normal or corrected vision.
Experiment 1
Experiment 1 was carried out to ensure that the main result obtained in the original study by Derrington et al. (1992) could be replicated using a forced choice discrimination task, a smaller stimulus size, and different equipment. The stimuli comprised the components shown in Fig. 2 . The orientation of the first component was 9°and the second component was 171°, thus both were 81°from vertical. In the first condition the frames were displaced through a phase angle of 80°. This displacement would not signal a reversal from either the first-order or second-order motion systems (defined by squaring or feature displacement). In the second condition the frames were displaced by moving each component through 3/8 of its spatial period, i.e. 135°. Squaring and feature displacement predict reversed motion in this condition, but the first-order motion does not. On each trial the stimuli were randomly displayed at seven different jump rates. Note the jump rate is independent of the phase shift. All other conditions were as above.
Results for Section 3
The results are shown in Fig. 3 . The percent correct are plotted against the jumps per second to be consistent with the original study. For both subjects the results are very clear. For a phase shift of 80°both subjects perform perfectly, and as predicted by both first-order and 'squaring' there are no reversals. However, for the 135°phase shift both subjects perceive reversed motion at low jump rates (i.e. low temporal frequencies). Results are very similar to those reported by Derrington et al. (1992) . . Reversed displacement of vertical feature (min arc) is plotted against the phase shift angle (in degree of the spatial period) for two plaids, one where the components are oriented at 81°from the vertical (optimal plaid), and the other where the components are oriented at 60°from the vertical (non-reversing plaid). The size of the displacement for both types of plaids is inversely related to the size of the phase shift angle. Reversed displacement =IOC− (1/(2 sin )*60/f ) where IOC is the intersection of constraints, is the orientation of the first component, and f is the spatial frequency.
both subjects for the phase shift of 105°falls to chance level. It is also clear that the number of jumps per second at which reversals occur appears to increase as the phase shift increases (and hence the displacement of the features decreases).
To observe how performance is directly related to temporal frequency, the curves for each condition for both subjects were replotted against temporal frequency, and the temporal frequency at which performance falls to 25% correct was extracted. To reduce the noise around the point at which each curve crosses the 25% line these new curves were fitted to a polynomial using a weighted least square fit. Fig. 6 shows these points plotted against the reversed displacement of the vertical feature for each phase shift. The phase shifts that produce reversed displacements are also indicated on the graph. Reversed displacement is inversely related Fig. 5 . a and b show results for Section 4 for two subjects: the percent correct is plotted against the jumps per second for six different phase shifts. The rate of jumps per second at which reversals are perceived increases as phase shift increases, therefore, the rate of jumps per second at which reversals are perceived is inversely related to the displacement of the vertical feature.
Experiment 2
Experiment 2 is similar to Section 3 but six different phase shifts are used: 80°, 105°, 120°, 135°, 150°, and 165°. The reversed feature displacements for each of the phase shifts used have been computed and are given in Fig. 4 . The filled triangles show that the displacement of the features for these phase shifts decreases as phase shift increases until it is 0°at a phase shift of 180°. Data for each phase shift were collected in a single session to ensure that any performance differences across trials in a single session could not be attributed to variable displacement. All other conditions were the same as Section 3.
Results for Section 4
The results for Section 4 are shown separately for two subjects in Fig. 5a and b. The graph shows percent correct plotted against jumps per second, again to be consistent with the original study, and also because it would be difficult to plot the data using temporal frequency because temporal frequency varies for each condition, i.e. the phase shift affects temporal frequency (see later analysis of temporal frequency). Both subjects perceive no reversals for the control condition of phase shift 80°. For phase shifts 120°, 135°, 150°, and 165°b oth subjects fall below 25% indicating that motion is perceived in the reversed direction. Performance for Fig. 6 . The temporal frequency at which subjects perceive reversals, i.e. the 25% correct point, is plotted against the reversed displacement of the vertical features for the phase shifts where reversals occur, i.e. 165°, 150°, 135, and 120°. A linear inverse relationship is apparent for both subjects.
orientations were also symmetrical about vertical but were reduced to 60°from vertical (60°stimuli). Fig. 4 compares the displacement of the reversed feature for these two types of stimuli. Section 4 showed that both subjects perceived a reversal for the 81°stimuli at a phase shift of 165°, i.e. a reversed feature of displacement 7.99 min arc. If speed is critical for reversal, this means that a larger displacement for the 60°stimuli would have a greater speed, and therefore, more likely to be perceived in the reversed direction as in the case of the 81°stimuli. Fig. 4 shows that a larger displacement for the 60°stimuli can be obtained if a phase shift of 120 is used, (i.e. a reversed feature displacement of 10.0 min arc) a phase predicted to reverse the secondorder components. If speed is critical then reversals should be observed for both stimuli. The speed for the 81°stimuli is 42°s
, and is slower than the speed for the 60°stimuli which is 52°s
. If speed is critical the reversals should be observed for both stimuli because the 81°stimuli was shown to reverse at this speed in Section 4. All other conditions were the same as Section 3.
Results for Section 5
The results are shown in Fig. 7 . For both subjects the standard reversal is obtained for the 81°stimuli, but the 60°stimuli do not reverse. The vertical components for the 60°stimuli move faster than the 81°and therefore, the faster speed cannot be the reason why the reversal effect only occurs for stimuli with components at greater than 70°angle from the vertical (Fig. 7) . to the temporal frequency at which the reversal occurs. From this graph it can also be seen that a temporal frequency lower than that used for the 105 phase shift stimuli would be required to obtain reversals, the size of the displacement for this stimuli is 40 min arc.
Section 3 replicated the results reported by Derrington et al. (1992) showing that the reversal only occurs at low jump rates (low temporal frequencies). Section 4 provided evidence for a feature explanation of the reversal by showing that the phase shift at which the reversal occurs appears to be directly related to the displacement of the features. Derrington et al. (1992) also reported that reversals only occur when the orientation of the components have angles greater than approximately 70°with respect to the vertical, and when the spatial frequency is less than approximately 10 cpd. One explanation of the result is that there is a speed difference as the angle from vertical changes or as spatial frequency increases, (Derrington et al.) . Section 5 investigates this explanation.
Experiment 3
Experiment 3 is similar to Section 3, except that performance on two sets of stimuli is compared. One is the optimal stimuli used in Section 3, i.e. the orientation of the first component was 9°and the second component was 171°, therefore, both components had orientations that were symmetrical about the vertical at 81°from the vertical (81°stimuli). The orientations of the second stimuli are 30°, and 150°, therefore their Fig. 7 . Results for Section 5 for two subjects: percent correct is plotted against the jumps per second for two plaids, one with orientations at 81°from vertical, the other with orientations at 60°. The 81°plaid moves at a slower rate than the 60°plaid in this experiment, therefore if speed is the reason why reversals occurs for the 81°and not the 60°plaid, reversals should occur for both plaids. The data show that reversals do not occur for the 60°plaid.
Discussion
It has been shown that perceived motion of plaids previously explained in terms of squaring (Derrington et al., 1992) ; intersection of constraints (Adelson & Movshon, 1982) ; and vector sum can all be predicted by similar features, and therefore, might result from the same underlying mechanism. This is consistent with any model of motion where information is encoded in terms of features or zero-crossings extracted from the two-dimensional pattern, and tracked over time. A number of investigators have proposed a mechanism that tracks the motion of features in the two-dimensional image (Ullman, 1979; Anstis, 1980; Wenderoth, Bray, & Johnstone, 1988; Georgeson & Shackleton, 1989; Lorenceau & Gorea, 1989) . Since then a good deal of support for such a mechanism has been published, (e.g. Burke & Wenderoth, 1993a,b; Wenderoth, Alais, Burke, & van der Zwan, 1994; Derrington & Ukkonen, 1999) . The above investigators assume that feature extraction is carried out on the two-dimensional image, i.e. prior to filtering the image into individual components. However, it is possible to extract the same information after filtering the components, Bowns (1999) . This is done by combining the zero-crossings from first-order components, see Bowns (in press) for more details and evidence supporting this idea.
Section 3 replicated the original study by Derrington et al. (1992) and confirmed that reversals do only occur at low temporal frequencies under the original conditions. However, Section 4 showed that the reversals were not dependent on low temporal frequencies but were linearly related to the displacement of the described feature. This relationship strongly supports the view that the mechanism that uses information from features, regardless of how it is extracted, appears to be speed tuned. Thus the reason why reversals only occur at low temporal frequencies in the original experiment may not be because the system is sluggish compared to the first-order system, as proposed by Derrington et al., but because of the specific displacement used. Although the mechanism may be speed tuned, speed is not the reason why reversals only occur when the angle from vertical is greater than approximately 70°. Section 5 eliminates this possibility by increasing the speed of a plaid (i.e. relative to a plaid that is perceived to reverse) where the angle is less than 70°, but it was not perceived in the reversed direction. A more recent study by Bowns (in press) shows that the reason why reversals only occur at angles greater than 70°and at high spatial frequencies is that the displacement of the feature information is below threshold, a threshold higher than that of first-order components. Results from Section 5 however, are apparently at odds with this, the displacement for the 60°stimuli is slightly larger than for the 81°s timuli, if displacement threshold is the only reason why reversals occur then reversals should have occurred in the 60°stimuli too. There is however, an important difference between the stimuli, the spatial frequency of the vertical feature is much higher in the 60°stimuli reducing the distance between any two sets of features to just 30 min arc. The features are reversed by 10 min arc which is only 5 min arc off being half way between the features and therefore possibly ambiguous. It would only be ambiguous if the threshold was assumed to be greater than 5 min arc. In the case of the 81°condition, the features are 86.98 min arc apart, and the features reverse by only 7.29 min arc, therefore no such ambiguity would exist for this stimulus. Bowns (in press) shows that if spatial frequency of the features is decreased, a 63°stimuli will be perceived in the reversed direction. To summarise, the conditions necessary for reversals to occur are: (1) that the temporal frequency is linearly related to the displacement of the vertical features; (2) that the displacement of the vertical features is above the subject's threshold; and (3) that the spatial frequency of the feature is sufficiently low so that the distance between any two features facilitates an accurate correspondence.
