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В последние годы, с ростом производительности персональных 
компьютеров и появлением программных продуктов, позволяю-
щих в полной её мере реализовать, применение методов машин-
ного обучения набирает всё большую популярность. В этой ста-
тье сделан обзор наиболее популярных методов машинного обу-
чения в контексте дефекто- и структуроскопии. Выбор методов 
определялся в первую очередь импакт-фактором имеющихся 
публикаций, а также собственным опытом применения перечис-
ленных методов. Также упор был сделан на классификационные 
методы машинного обучения как имеющие наиболее низкий по-
рог вхождения и в большинстве своём не требующие значитель-
ных знаний в области машинного обучения и его математического аппарата. Таким образом, классифи-
кация – это раздел машинного обучения, задачей которого является определение принадлежности произ-
вольного объекта к одному из классов на основе прецедентов. В данной статье рассмотрены основные 
классификационные методы машинного обучения. Приведено краткое теоретическое описание, даны 
примеры применения классификационных методов машинного обучения в дефектоскопии. 
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Поиск дефектов может быть определен как проблема классификации. Классификация 
может быть как жесткой (0 – нет дефекта, 1 – есть дефект) так и нечеткой (множество значений 
от 0 до 1). Для решения проблем классификации существует множество методов, однако самы-
ми популярными и зарекомендовавшими себя в области дефектоскопии являются следующие – 
бейсовские сети, скрытые модели Маркова, метод гауссовских смесей, метод k-ближайших со-




Бейсовская сеть (БС) – направленный ацикличный граф, где вершина соответствует 
атрибуту, а дуги графа указывают на наличие зависимости между этими атрибутами (рис. 1, 
табл. 1) [1]. Таким образом, БС – это модель для оценки совместного распределения данных. 
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Рис. 1. Простейший пример БС  
   
Таблица 1. Бейсовский анализ для модели, данной выше 
P(X1=no)=0.8 P(X1 = yes)=0.2 
P(X2=absent | X1=no)=0.95 
P(X2=absent | X1=yes)=0.75 
P(X2=present | X1=no)=0.05 
P(X2=present | X1=yes)=0.25 
P(X3=absent | 
X1=no)=0.99995 
P(X3=absent | X1=yes)=0.997  
P(X3=absent | 
X1=no)=0.00005 
P(X3=absent | X1=yes)=0.003 
P(X4=absent | X2=absent, 
X3=absent)=0.95 
P(X4=absent | X2=absent, 
X3=present)=0.5 
P(X4=absent | X2=present, 
X3=absent)=0.9 
P(X4=absent | X2=present, 
X3=present)=0.25 
P(X4=present | X2=absent, 
X3=absent)=0.05  
P(X4=present | X2=absent,  
X3=present)=0.5 
P(X4=present | X2=present, 
X3=absent)=0.1 











БС применяется в вихретоковом контроле для увеличения точности оценки геометрии 
дефекта [2]. Возможно использование нескольких видов классификации, таких как метод глав-
ных компонент (МГК) и нелинейный метод главных компонент (НМГК). Эксперименты пока-
зывают, что НМГК работает лучше других методов классификации [3]. 
С помощью метода обращения времени, основанного на БС, возможна компенсация 
эффекта мультимодального распространения при акустическом контроле. Результаты модели-
рования показывают, что возможна визуализация и определение положения дефектов с высо-
кой точностью при использовании БС [4]. 
Также возможно применение гибридной системы, основанной на использовании дан-
ных с датчиков (локальные данные) и структурной информации (глобальные данные). С помо-
щью предварительной информации, извлеченной из данных инфраструктуры, БС может помочь 
сделать вывод о достоверности дефекта [5]. 
  
Модели гауссовских смесей 
 
Модели гауссовских смесей позволяют смоделировать любой набор данных (рис. 2). С 
увеличением количества параметров возрастает точность модели. В конечном итоге достигает-
ся компромисс между количеством параметров и точностью модели. Каждый компонент смеси 
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определяется так называемой ответственностью (или «весами»), которая выражается парамет-








Рис. 2. Использование гауссовских смесей для создания моделей на основе данных 
 
Оценка параметров смеси гауссиан производиться с помощью ЕМ-алгоритма (англ. ex-
pectation-maximization).  
МГС используется для сегментации изображения в системе распознавания рентгено-
грамм. Численные эксперименты показывают отличную производительность и точность по 
сравнению с методом нечеткой кластеризации k-средних [6]. МГС используется и для автома-
тизаций акустического контроля, а именно для обнаружения и классификации дефектов [7]. 
 
Скрытые модели Маркова 
 
Скрытые модели Маркова (СММ) основаны на цепях Маркова, но в СММ состояния не 
могут наблюдаться напрямую, и каждое состояние имеет определённую вероятность эмиссии. 
Исходя из последовательности и вероятностей этих эмиссий, рассчитывается наиболее вероят-
ная последовательность скрытых состояний (рис. 3).  
 
 
Рис. 3. СММ для сопоставления количества съеденного мороженого («эмиссии» или «наблю-
дения») в зависимости от погоды («скрытые состояния») [8]  
 
СММ широко используются для распознавания изображений, что, в свою очередь, мо-
жет использоваться для определения дефектов на рентгенограммах, при визуальном контроле и 
т. д. Данный метод позволяет снизить влияние шумов или внешних факторов, таких как уро-
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вень освещения. Также СММ применяется для повышения разрешения изображений в компью-
терных 3D-томограммах [9]. 
Такие методы, как СММ и динамическая трансформация шкалы времени, которые 
обычно используются в системах распознания речи, могут быть применены и для неречевых 
акустических сигналов, но не являются достаточными во многих случаях [10]. 
  
Метод k-ближайших соседей 
 
Метод k-ближайших соседей (англ. k-nearest neighbor algorithm, kNN, МkБС) – метод 
автоматической классификации объектов. Принцип МkБС основан на назначении элемента к 
тому классу, который является наиболее распространенным среди соседей данной элемента. 
Соседи подбираются из множества объектов, классы которых уже определены, и, исхо-
дя из ключевого для данного метода значения k, высчитывается, какой класс наиболее распро-
странен среди них (рис. 4). 
 
Рис. 4. Пример классификации k-ближайших соседей. Тестовый образец (зеленый круг) должен 
быть классифицирован как синий квадрат (класс 1) или как красный треугольник (класс 2). Ес-
ли k = 3, то она классифицируется как 2-й класс, потому что внутри меньшего круга два тре-
угольника и только один квадрат. Если k = 5, то он будет классифицирован как 1-й класс (три 
квадрата против двух треугольников внутри большего круга) 
 
МkБС часто используется в системах анализа изображений. В частности, МkБС позво-
ляет оценить пределы обнаружения дефектов в инфракрасной термографии [11]. Наряду с ме-
тодом опорных векторов и вероятностной нейронной сетью МkБС является одним из наиболее 
эффективных классификаторов для анализа данных инфракрасной спектроскопии [12]. 
 MkБС в вихретоковом контроле позволяет автоматически оценивать дефекты во время 




С развитием машинного обучения методы классификации получают более широкое 
распространение, в том числе и в области неразрушающего контроля. В этой статье были опи-
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