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Abstract. In both human and humanoid movement science, the topic of move-
ment primitives has become central in understanding the generation of complex
motion with high degree-of-freedom bodies. A theory of control, planning, learning,
and imitation with movement primitives seems to be crucial in order to reduce the
search space during motor learning and achieve a large level of autonomy and flex-
ibility in dynamically changing environments. Movement recognition based on the
same representations as used for movement generation, i.e., movement primitives,
is equally intimately tied into these research questions. This paper discusses a com-
prehensive framework for motor control with movement primitives using a recently
developed theory of dynamic movement primitives (DMP). DMPs are a formu-
lation of movement primitives with autonomous nonlinear differential equations,
whose time evolution creates smooth kinematic movement plans. Model-based con-
trol theory is used to convert such movement plans into motor commands. By means
of coupling terms, on-line modifications can be incorporated into the time evolution
of the differential equations, thus providing a rather flexible and reactive framework
for motor planning and execution — indeed, DMPs form complete kinematic con-
trol policies, not just a particular desired trajectory. The linear parameterization of
DMPs lends itself naturally to supervised learning from demonstrations. Moreover,
the temporal, scale, and translation invariance of the differential equations with
respect to these parameters provides a useful means for movement recognition. A
novel reinforcement learning technique based on natural stochastic policy gradients
allows a general approach of improving DMPs by trial and error learning with re-
spect to almost arbitrary optimization criteria, including situations with delayed
rewards. We demonstrate the different ingredients of the DMP approach in various
examples, involving skill learning from demonstration on the humanoid robot DB
and an application of learning simulated biped walking from a demonstrated tra-
jectory, including self-improvement of the movement patterns in the spirit of energy
efficiency through resonance tuning.
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1 Introduction
With the advent of anthropomorphic and humanoid robots [1], a large num-
ber of new challenges have been posed to the field of robotics and intelli-
gent systems. Lightweight, highly complex, high degree-of-freedom (DOF)
bodies defy accurate analytical modeling such that movement execution re-
quires novel methods of nonlinear control based on learned feedforward con-
trollers[2]. This issue is even amplified since, due to frequent contacts with
an unknown environment, high gain control is not a viable alternative to
model-based control. Movement planning in high dimensional motor systems
offers another challenge. While efficient planning in typical low dimensional
industrial robots, usually characterized by three to six DOFs, is already a
complex issue[3,4], optimal planning in 30 to 50 DOF systems with uncertain
geometric and dynamic models is quite daunting, particularly in the light of
the required real-time performance in a reactive robotic system. For exam-
ple, the field of reinforcement learning[5], one of the most general planning
frameworks, has hardly progressed beyond four to six dimensional problems
in continuous state and action problems. As one more point, advanced sens-
ing, using vision, tactile sensors, acoustic sensors, and potentially many other
sources like olfaction, distributed sensor networks, nanosensors, etc., play a
crucial role in advanced robotics. Besides finding reliable methods of pro-
cessing in such sensor rich environments[6], incorporating the resulting in-
formation into the motor and planning loops increases the above mentioned
complexity of planning and control even more.
Fig. 1. Humanoid robot DB
From this brief outline of some of the basic problems of advanced robotics,
it is apparent that robotics researchers face increasingly more the full com-
plexity of information processing that biology solves so seeming effortlessly on
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a daily basis. Thus, increasingly more projects resort to studying human be-
havior and neurobiological phenomena in order to extract relevant principles
for new methods in robotics. Understanding dexterous manipulation skills
[7,8], imitation learning [9–12], human movement recognition [13], human ac-
tive visual perception[14–16], human locomotion[17], and the composition of
complex actions[18–20] are among the most salient topics.
One of the fundamental questions, recurring in many of the above lines
of research, revolves around identifying movement primitives (a.k.a. units of
actions, basis behaviors, motor schemas, etc.)[9,11,21–25]. The existence of
movement primitives seems, so far, the only possibility how one could conceive
that biological and artificial motor systems can cope with the complexity of
motor control and motor learning[9,26,27]. Developing a theory of control,
planning, learning, and imitation with movement primitives for humans and
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Fig. 2. Conceptual sketch of motor control and motor learning with movement
primtiives. The right side of the figure contains primarily perceptual elements and
indicates how visual information is transformed into spatial and object informa-
tion, as needed for supervised learning from demonstration. The left side focuses
on motor elements, illustrating how a set of movement primitives competes for a
demonstrated behavior, and finally selects the most appropriate one for execution
and further refinement through trial and error. Motor commands are generated
from input of the most appropriate primitive. Learning can adjust both movement
primitives and the motor command generator.
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Our approach to motor control with movement primitives, sketched in
Figure 2[9], was motivated by the desire to speed up motor learning with
imitation learning. It is also intended to provide a framework for movement
recognition, a principled way of action generation that allows generalization
of a learned movement to related tasks, and to include a means for perception-
action coupling as needed in many interactive perceptuomotor skills. In the
following sections, we will first sketch our idea of Dynamic Movement Prim-
itives, originally introduced in [28–30], illustrate their potential for imitation
learning and general reinforcement learning, and exemplify this framework
in various applications from humanoid robotics with the humanoid robot DB
(Figure 1) and simulation studies.
2 Control Policies
The goal of motor learning can generally be formulated in terms of finding a
task-specific control policy:
u = pi (x, t, α) (1)
that maps the continuous state vector x of a control system and its envi-
ronment, possibly in a time t dependent way, to a continuous control vector
u[31,32]. The parameter vector α denotes the problem specific adjustable
parameters in the policy pi, e.g., the weights in neural network or a generic
statistical function approximator. Given some cost criterion that can evalu-
ate the quality of an action u in a particular state x, dynamic programming,
and especially its modern relative, reinforcement learning, provide a well
founded set of algorithms of how to compute the policy pi for complex non-
linear control problems. Unfortunately, as already noted in Bellman’s original
work, learning of pi becomes computationally intractable for even moderately
high dimensional state-action spaces. Although recent developments in rein-
forcement learning increased the range of complexity that can be dealt with
[5,33,34], it still seems that there is a long way to go to apply general policy
learning to complex control problems.
In most robotics applications, the full complexity of learning a control
policy is strongly reduced by providing prior information about the policy.
The most common priors are in terms of a desired trajectory, [xd(t), x˙d(t)],
usually handcrafted by the insights of a human expert. For instance, by using
a PD controller, a (explicitly time dependent) control policy can be written
as:
u = pi (x, α (t) , t) = pi (x, [xd(t), x˙d(t)], t)
= Kx (xd(t)− x) + Kx˙ (x˙d(t)− x˙) (2)
For problems in which the desired trajectory is easily generated and in which
the environment is static or fully predictable, as in many industrial appli-
cations, such a shortcut through the problem of policy generation is highly
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successful. However, since policies like in (2) are usually valid only in a local
vicinity of the time course of the desired trajectory, they are not very flexible.
When dealing with a dynamically changing environment in which substantial
and reactive modifications of control commands are required, one needs to
adjust trajectories appropriately, or even generate entirely new trajectories
by generalizing from previously learned knowledge. In certain cases, it is pos-
sible to apply scaling laws in time and space to desired trajectories[35,36], but
those can provide only limited flexibility. Novel approaches developed in com-
puter graphics advocate to combine trajectory pieces recorded from motion
capture to form more complex desired trajectories in a flexible task-specific
way[18]. However, it remains a topic of future work whether these methods
can be applied to the on-line control of complex robots, e.g., potentially em-
ploying methods of dynamics filtering[37] of motion capture data in order to
ensure physical realizability for a particular robot. For the time being, the
“desired trajectory” approach seems to be too restricted for general-purpose
reactive motor control and planning.
From the viewpoint of statistical learning, Equation (1) constitutes a non-
linear function approximation problem. A typical approach to learning com-
plex nonlinear functions is to compose them out of basis functions of reduced
complexity. The same line of thinking generalizes to learning policies: a com-
plicated policy could be learned from the combination of simpler policies, i.e.,
policy primitives or movement primitives, as for instance:
u = pi (x, α, t) =
K∑
k=1
pik (x, αk, t) (3)
Indeed, related ideas have been suggested in various fields of research, for
instance in computational neuroscience as Schema Theory[21], reinforcement
learning as macro action or options[38], and mobile robotics as behavior-based
or reactive robotics[39]. In particular, the latter approach also emphasized to
remove the explicit time dependency of pi, such that complicated “clock-
ing” and “reset clock” mechanisms can be avoided, and the combination of
policy primitives becomes simplified. Despite the successful application of
policy primitives in the mobile robotics domain, so far, it remains a topic
of ongoing research [19,20,40] how to generate and combine primitives in a
principled and autonomous way, and how such an approach generalizes to
complex movement systems, like human arms and legs.
Thus, a key research topic, both in biological and artificial motor control,
revolves around the question of movement primitives: what is a good set of
primitives, how can they be formalized, how can they interact with perceptual
input, how can they be adjusted autonomously, how can they be combined
task specifically, and what is the origin of primitives? In order to address the
first four of these questions, we suggest to resort to some of the most basic
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ideas of dynamic systems theory. A dynamic system can generally be written
as a differential equation:
x˙ = f (x, α, t) (4)
which is almost identical to Equation (1), except that the left-hand-side de-
notes a change-of-state, not a motor command. Such a kinematic formulation
is, however, quite suitable for motor control if we conceive of this dynamic
system as a kinematic planning policy, whose outputs are subsequently con-




































Fig. 3. Sketch of a control diagram with dynamic movement primitives.
in kinematic space is often more suitable for motor control since kinematic
plans generalize over a large part of the workspace — nonlinearities due to
gravity and inertial forces are taken care off by the controller at the motor ex-
ecution stage (cf. Figure 2). Kinematic plans can also be theoretically cleanly
superimposed to use multiple movement primitives to form more complex
behaviors, as indicated in Equation (3). It should be noted, however, that a
kinematic representation of movement primitives is not necessarily indepen-
dent of the dynamic properties of the limb. Proprioceptive feedback can be
used to on-line modify the attractor landscape of a DMP in the same way
as perceptual information [41–43]. Figure 3 indicates this property with the
“perceptual coupling” arrow — the biped locomotion example in Section 4.3
will clarify this issue.
The two most elementary behaviors of a nonlinear dynamic system are
point attractive and limit cycle behaviors, paralleled by discrete and rhyth-
mic movement in motor control. The idea of dynamic movement primitives
(DMP) is to exploit well-known simple formulations of such attractor equa-
tions to code the basic behavioral pattern (i.e., rhythmic or discrete), and to
use statistical learning to adjust the attractor landscape of the DMP to the
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detailed needs of the task. As will be outlined in the next section, several
appealing properties, such as perception-action coupling and reusability of
the primitives, can be accomplished in this framework.
3 Dynamic Movement Primitives
3.1 Control with DMPs
We assume that the attractor landscape of a DMP represents the desired
kinematic state of a limb, i.e., desired positions, velocities, and accelerations
for each joint, or, alternatively, for each coordinate in task space. As shown
in Figure 3, kinematic variables are converted to motor commands through
an inverse dynamics model and stabilized by low gain feedback control. The
example of Figure 3 corresponds to a classical computed torque controller[44],
but more advanced learning and/or adaptive controllers can be employed[2].
Thus, the motor execution of DMPs can incorporate any standard control
technique that takes as input kinematic trajectory plans.
3.2 Planning with DMPs
In order to accommodate discrete and rhythmic movement plans, two kinds of
DMPs are needed: point attractive systems and limit-cycle systems. The key
question of DMPs is how to formalize nonlinear dynamic equations such that
they can be flexibly adjusted to represent arbitrarily complex motor behaviors
without the need for manual parameter tuning and the danger of instability
of the equations. We will sketch our approach in the example of a discrete
dynamic system for reaching movements — an analogous development holds
for rhythmic systems.
Assume we have a basic point attractive system, for instance, instantiated
by the second order dynamics
τ z˙ = αz(βz(g − y)− z), τ y˙ = z + f (5)
where g is a known goal state, αz and βz are time constants, τ is a temporal
scaling factor (see below) and y, y˙ correspond to the desired position and
velocity generated by the equations, interpreted as a movement plan. For
appropriate parameter settings and f = 0, these equations form a globally
stable linear dynamic system with g as a unique point attractor. Could we find
a nonlinear function f in Equation (5) to change the rather trivial exponential
convergence of y to allow more complex trajectories on the way to the goal?
As such a change of Equation (5) enters the domain of nonlinear dynamics, an
arbitrary complexity of the resulting equations can be expected. To the best
of our knowledge, this problem has prevented research from employing generic
learning in nonlinear dynamic systems so far. However, the introduction of
an additional canonical dynamic system (x, v)
τ v˙ = αv(βv(g − y)− v), τ x˙ = v (6)
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and the nonlinear function f
















alleviates this problem. Equation (6) is a second order dynamic system similar
to Equation (5), however, it is linear and not modulated by a nonlinear
function, and, thus, its monotonic global convergence to g can be guaranteed
with a proper choice of αv and βv, e.g., such that Equation (6) is critically
damped. Assuming that all initial conditions of the state variables x,v,y,z
are zero, the quotient x/g ∈ [0, 1] can serve as a phase variable to anchor
the Gaussian basis functions ψi (characterized by a center ci and bandwidth
hi), and v can act as a “gating term” in the nonlinear function (7) such that
the influence of this function vanishes at the end of the movement. Assuming
boundedness of the weights wi in Equation (7), it can be shown that the
combined system in Equations (5), (6), and (7) asymptotically converges to
the unique point attractor g.
It is not the particular instantiation in Equations (5), (6), and (7) what
is the most important idea of DMPs, but rather it is design principle what
matters. A DMP consists of two sets of differential equations: a canonical
system
τ x˙ = h(x) (8)
and a transformation system
τ y˙ = g(y, f) (9)
The canonical system needs to generate two quantities: a phase variable1
x, and a phase velocity v, i.e., x = [x y]T. The phase x is a substitute for
time and allows us anchoring our spatially localized basis functions (7). The
appealing property of using a phase variable instead of an explicit time rep-
resentation is that we can manipulate the time evolution of phase, e.g., by
additive coupling terms or phase resetting (cf. Section 4.3) — in contrast,
time cannot be manipulated easily. The phase velocity v is a multiplicative
term in the nonlinearity (7). If v is set to zero, the influence of the nonlinearity
vanishes in the transformation system, and the dynamics of the transforma-
tion system with f = 0 dominate its time evolution. In the design of a DMP,
we usually choose a structure for canonical and transformation systems that
are analytically easy to understand, such that the stability properties of the
1 A phase variable, in our notation, monotonically increases (or decreases) its value
from movement start to end under unperturbed conditions. For periodic motion,
it may reset after one period to its initial value.
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DMP can be guaranteed. In the following, we give the equations for the
canonical and transformation systems for another formulation of a discrete
system, and also rhythmic systems.
A Discrete Acceleration DMP The canonical system and the function
approximator are identical to Equation (6) and Equation (7), respectively.
The transformation system is:
τ z˙ = αz(βz(r − y)− z) + f
τ y˙ = z
τ r˙ = αg(g − r)
(10)
This set of equations moved the nonlinear function into the differential equa-
tion of z˙. Thus, z˙, z, y can be interpreted as the desired acceleration, velocity,
and position, i.e., y¨, y˙, y, generated by the DMP. In order to ensure a con-
tinuous acceleration profile for y¨, we had to introduce a simple first order
filter for the goal state in the r˙ equation – if αz and βz are chosen for critical
damping, i.e., βz = αz/4, then αg = αz/2 is a suitable time constant for
the r˙ equation for a three-fold repeated eigenvalue of λ1,2,3 = αz/2 of the
linear system in Equation (10) without f . The advantage of this “accelera-
tion” DMP is that it can easily be used in conjunction with an inverse model
controller that requires a continuous desired acceleration signal. As a disad-
vantage, the complexity of the transformation system had to be increased to
3rd order.
A Phase Oscillator DMP By replacing the point attractor in the canonical
system with a limit cycle oscillator, a rhythmic DMP is obtained[29]. Among
the simplest limit cycle oscillators is a phase-amplitude representation:
τ r˙ = αr(A− r), τ φ˙ = 1 (11)
where r is the amplitude of the oscillator, A the desired amplitude, and φ its










, where v = [r cosφ, r sinφ]T
and ψi = exp
(−hi(mod(φ, 2pi)− ci)2)
(12)
The transformation system in Equations (5) remains the same, except that
we now identify the goal state g with a setpoint around which the oscillation
takes place. Thus, by means of A, τ , and g, we independently can control
amplitude, frequency, and setpoint of an oscillation.
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A Limit-Cycle Oscillator DMP One slight variant on the rhythmic DMP
above is to employ an “energy-based” limit cycle oscillator as the canonical
system [45,46]
τ v˙ = −αE −E0
E0
v − k2x


















and ψi = exp
(−hi(arctan 2(v, x)− ci)2)
(14)
E0 is interpreted as the desired energy level of the oscillator; it determines the
amplitude of the oscillation, while k determines its frequency. The difference
between the two oscillator formulations comes to bear when perturbation
and coupling effects need to be considered. As will be demonstrated in a
later section, the phase oscillator formulation is particularly useful for mod-
eling effects like phase resetting and phase coupling, while the energy-based
oscillator is more useful when effects like “synaptic coupling” need to be
incorporated[47].
3.3 Invariance Properties of DMPs
In all the different DMP variants above, the weights wi determine the partic-
ular shape of the trajectories realized by the DMP, the parameter τ the speed
of a movement, and some other parameters like g, E0, or A the amplitude of
the movement. In order to exploit the property that DMPs code kinematic
control policies, i.e., the plans can theoretically be re-used in many parts of
the workspace, it is desirable that DMPs retain their qualitative behavior
if translated and if scaled in space or time. From a dynamic systems point
of view, we wish that the attractor landscape of a DMP does not change
qualitatively after scaling, a topic addressed in the framework of “topologi-
cal equivalence”[48]. Formally, if dynamic system one obeys x˙ = f(x), and
system two yields y˙ = g(y), then the existence of an orientation preserv-
ing homeomorphism h: [x, x˙]
h−→[y, y˙] and [x, x˙]h
−1
←−[y, y˙] proves topological
equivalence. It can easily be verified, that if a new DMP is created by mul-
tiplying τ , g, E0, or A in any of the DMPs above by a factor c, a simple
multiplication of all state variables and change-of-state variables by a fac-
tor c or
√
c constitutes the required homeomorphism to proof topological
equivalence.
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Thus, if designed correctly, DMPs can be re-used in new situation similar
to the one for which they were built. For instance, a tennis forehand DMP
could be used to create a small amplitude swing, or a large amplitude swing,
without changing the basic swing pattern that the tennis coach so carefully
taught to the student.
3.4 Imitation Learning with DMPs
An important issue is how to learn the weights wi in the nonlinear function
f that characterizes the spatiotemporal path of a DMP. Given that f is a
normalized basis function representation with linear parameterization[49], a
variety of learning algorithms exist to find wi. Let us assume we are given a
sample trajectory ydemo(t), y˙demo(t), y¨demo(t) with duration T , e.g., as typical
in imitation learning[9]. Based on this information, a supervised learning
problem results with the following target for f :
• For the transformation system in Equation (5), using g = ydemo(T ):
ftarget = τ y˙demo − zdemo where
τ z˙demo = αz(βz(g − ydemo)− zdemo) (15)
• For the transformation system in Equation (10)
ftarget = τ y¨demo − αz(βz(r − ydemo)− y˙demo) (16)
In order to obtain a matching input for ftarget, the canonical system needs
to be integrated. For this purpose, in Equation (6), the initial state of the
canonical system is set to v = 0, x = ydemo(0) before integration. An analo-
gous procedure is performed for the rhythmic DMPs. The time constant τ is
chosen such that the DMP with f = 0 achieves 95% convergence at t = T .
With this procedure, a clean supervised learning problem is obtained over
the time course of the movement to be approximated with training samples
(v, ftarget) (cf. Equations (7),(12),(14)).
For solving the function approximation problem, we chose a nonparamet-
ric regression technique from locally weighted learning (LWPR)[50] as it al-
lows us to determine the necessary number of basis functions N , their centers
ci, and bandwidth hi automatically. In essence, for every basis function ψi,
LWPR performs a locally weighted regression of the training data to obtain
an approximation of the tangent of the function to be approximated within
the scope of each basis function. Predictions for a query point are generated
by a ψi-weighted average of the predictions of all local models. Given that
the parameters wi learned by LWPR are independent of the number of basis
functions, they can be used robustly for categorization of DMPs (see Section
3.8).
In summary, by anchoring a linear learning system with nonlinear basis
functions in the phase space of a canonical dynamic system with guaranteed
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attractor properties, we are able to learn complex attractor landscapes of non-
linear differential equations without endangering the asymptotic convergence
to the goal state. Both discrete and rhythmic movements can thus be coded
in the DMPs with almost arbitrarily complex smooth trajectory profiles. This
strategy opens a large range of possibilities to create movement primitives,
e.g., for reaching, grasping, object manipulations, and locomotion.
3.5 Reinforcement Learning of DMPs
While imitation learning provides an excellent means to start a movement
skill at a high performance level, many movement tasks require trial-and-error
refinement until a satisfying skill level is accomplished. From the viewpoint
of DMPs, we need non-supervised learning methods to further improve the
weights w={wi}, guided by a general reward or optimization criterion.
Optimization theory, dynamic programming and reinforcement learning
[5,32,51] offer a general set of tools for learning w from trial and error, also
called “roll-outs” in reinforcement learning. We assume that an arbitrary
optimization criterion J governs our learning process, such that it is not
possible to obtain analytical gradients dJ/dw. Thus, the gradient needs to
be estimated from empirical data, i.e., by trying a certain instantiation of
the parameters and monitoring its performance. Levenberg-Marquardt and
Gauss-Newton algorithms are a possible choice for this task[51] – however,
both algorithm often dare large jumps in parameter space under the assump-
tion that an aggressive exploration of parameters is permissible. For motor
learning on a physical robot, we require a safer and smoother learning system,
at the cost of slightly slower convergence. For this purpose, we developed a
novel reinforcement learning algorithm, the Natural-Actor Critic (NAC)[52].
The NAC is a stochastic gradient method, i.e., it injects noise in the con-
trol policy in order to provided the necessary exploration for learning. We
will illustrate the NAC algorithm in the context of the acceleration DMP in
Section 3.2.
The DMP in Equation (10) can be interpreted as creating an acceleration
command ¯¨y = z˙ in the top equation of (10). In the NAC, this acceleration
command is treated as the mean of a Gaussian control policy









with variance σ2. Given a reward r(y¨, x, v, y, z) at every time step of the









where the expectation is take with respect to all trajectories starting at the
same start state and following the stochastic policy above. As developed in
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detail in [52], the natural gradient of dJ/dwi can be estimated by a linear
regression procedure:






































where c is the regression parameter corresponding to the constant offset in the
regression. The natural gradient is a special version of the regular gradient
that takes into account the Riemannian structure of the space in which the
optimization surface lies[53]; as demonstrated in [?], it allows a much more
efficient form of gradient descent. The above algorithm can also be formu-
lated as a recursive estimation method using recursive least squares [54], and
the variance σ2 of the stochastic policy can be included in the parameters
to be optimized. By updating w with gradient ascent (or descent) accord-
ing to the natural gradient estimate, fast convergence to a locally optimal
parameterization can be accomplished.
3.6 Multiple Degree-of-Freedom DMPs
So far, our treatment of DMPs focused on single degree-of-freedom (DOF)
systems. An extension to multiple DOFs is rather straightforward. The sim-
plest form employs a separate DMP for every DOF. Alternatively, all DMPs
could share the same canonical system, but have separate transformation sys-
tems, as realized in [46]. In this case, every DOF learns its own function f .
By sharing the same canonical system, very complex phase relationships be-
tween individual DOFs can be realized and stabilized, for instance, as needed
for biped locomotion in the examples in Section 4.
3.7 Superposition of DMPs
Given that DMPs create kinematic control polices, a superposition of DMPs
to generate behaviors that are more complex is possible. For instance, a
discrete DMP could be employed to shift the setpoint of a rhythmic DMP,
thus generating a point-to-point movement with a superimposed periodic
pattern. For example, with this strategy is possible to bounce a ball on a
racket by producing an oscillatory up-and-down movement in joint space of
the arm, and use the discrete system to make sure the oscillatory movement
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remains under the ball such that the task can be accomplished[41,55]. Other
forms of superposition are conceivable, and future work will evaluate the most
promising strategies.
3.8 Movement Recognition with DMPs
The invariance properties described in Section 3.3 render the parameters w
of a DMP insenstive towards movement translation and spatial and temporal
scaling. Thus, the w vector can serve as a classifier for DMPs, e.g., by using
nearest neighbor classification or more advanced classification techniques[49].
In [30], we demonstrated how DMPs can be used for character recognition of
the Palm Pilot graffiti alphabet.
4 Evaluations
The following sections give some examples of the abilities of DMPs in the
context of humanoid robotics. We implemented our DMP system on a 30
DOF Sarcos Humanoid robot (Figure 1). Desired position, velocity, and ac-
celeration information was derived from the states of the DMPs to realize
a compute-torque controller (Figure 3). All necessary computations run in
real-time at 420Hz on a multiple processor VME bus operated by VxWorks.
4.1 Imitation Learning
In [30], we demonstrated how a complex tennis forehand and tennis backhand
swing can be learned from a human teacher, whose movements were captured
at the joint level with an exoskeleton. Figure 4 illustrates imitation learning
for a rhythmic trajectory using the phase oscillator DMP from Section 3.2.
The images in the top of Figure 4 show four frames of the motion capture
of a figure-8 pattern and its repetition on the humanoid robot after super-
vised learning of the trajectory as described in Section 3.4. The bottom-left
plots demonstrate the motion captured and fitted trajectory of a bimanual
drumming pattern, using 6 DOFs per arm. All DMPs referred to the same
canonical system (cf. Section 3.6). Note that very complex phase relationships
between the individual DOFs can be realized. For one joint angle, the right
elbow joint (R EB), the bottom-right plot exemplifies the effect of various
changes of parameter settings of the DMP (cf. figure caption in Figure 4).
Here it is noteworthy how quickly the pattern converges to the new limit cycle
attractor, and that parameter changes do not change the movement pattern
qualitatively, as predicted from the analysis of Section 3.3. The nonlinear
function of each DMP employed 15 basis functions.
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Fig. 4. Top: Humanoid robot learning a figure-8 movement from a human demon-
stration. Left : Recorded drumming movement performed with both arms (6 DOFs
per arm). The dotted lines and continuous lines correspond to one period of the
demonstrated and learned trajectories, respectively – due to rather precise over-
lap, they are hardly distinguishable. Right : Modification of the learned rhythmic
pattern (flexion/extension of the right elbow, R EB). A: trajectory learned by the
rhythmic DMP, B: temporary modification with A ←2A, C: temporary modifica-
tion with τ ←τ/2, D: temporary modification with g ← g+1 (dotted line). Modified
parameters were applied between t=3s and t=7s.
4.2 Reinforcement Learning
In a preliminary application of the reinforcement learning method of Section
3.5, we optimized the weights of the acceleration DMP of Section 3.2 to create
smooth joint-level trajectories in the spirit of 5th order polynomials [56,57].
The reward per trajectory was
R = 1000
(
(y(T )− g)2 + y˙2(T ))+ T∑
t=0
y¨2(t) (20)
Weights of each DMP were initialized to zero. Each movement started at
y = 0 and moved within 500ms to g = 1. Figure 5 illustrates the convergence
of the Natural Actor Critic algorithm in comparison to a non-natural gradient
method, Episodic Reinforce[58]. The NAC algorithm converges smoothly with
about one order of magnitude faster performance than Episodic Reinforce.
Good smooth bell-shaped velocity profiles of the DMP are reached after about
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Fig. 5. Convergence of Natural Actor Critic reinforcement learning for learning the
weights of a DMP.
150-200 trials, which is comparable to human learning in related tasks[59].
This initial evaluation demonstrates the efficiency of the NAC algorithm for
optimizing DMPs, although more thorough evalutions are needed for various
reward criteria and also multi-DOF tasks.
4.3 Learning Resonance Tuning in Biped Locomotion
As a last evaluation of DMPs, we applied the phase oscillator DMP to sim-
ulated biped locomotion[60] y. Figure 6 shows the setup of the planar biped.
Motion capture date from human locomotion was employed to learn an ini-
tial trajectory pattern, which, after some modest tuning of the speed and
amplitude parameters of the DMP, achieved stable locomotion. Consider the
following update law for the phase and frequency of the canonical system of
the DMP at the moment of heel-strike:
φ˙ = ωˆn + δ(t− theel−strike)(φrobotheel−strike − φ)
ωˆn+1 = ωˆn +K(ωnmeasured − ωˆn)
(21)
where δ is the Dirac delta function, nis the number of steps, and φrobotheel−strike
is the phase of the mechanical oscillator (robot) at heel strike defined as
φrobotheel−strike = 0 at the heel strike of the leg with the corresponding oscilla-
tor, and φrobotheelstrike = pi at the heel strike of the other leg. ω
n
measured is the
measured frequency of locomotion defined by ωnmeasured = pi/Tn, where Tn is
the time for one step of locomotion (half period with respect to the oscilla-
tor). This equation introduces phase resetting of the DMP at heel-strike as
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Fig. 6. Four rhythmic DMPs drive the four actuated joints of a planar biped sim-
ulation, consisting of two hip and two knee joints. A PD controller is used to track
the trajectories generated by the DMPs.
long as the natural frequency of the robot does not correspond to the natural
frequency of the canonical system of the DMP; more details can be found
in [60]. Figure 7 depicts the time course of adaptation of the movement fre-
quency of the DMPs for the right leg DOFs due to the update law above.
The frequency gradually increases until it reaches approximately resonance
frequency of the simulated robot legs. This simulation provides thus a nice ex-
ample how imitation learning can initially be used to start a movement skill,
and self-improvement can optimize the pattern for the particular inertial and
geometric structure of the robot.
5 Conclusion
This paper described research towards generating flexible movement primi-
tives out of nonlinear dynamic attractor systems. We focused on motivating
the design principle of appropriate dynamic systems such that discrete and
rhythmic movements could be learned for high-dimensional movement sys-
tems. In particular, we emphasized methods of imitation learning and rein-
forcement learning for acquiring motor skills with movement primitives. We
also described some implementations of our methods of dynamic movement
primitives on a complex anthropomorphic robot, demonstrating imitation
learning of complex rhythmic movement, re-using of learn skills in related
situations, and resonance tuning for biped locomotion. We believe that the
framework of dynamic movement primitives has a tremendous potential for
understanding autonomous generation of complex motor behaviors in humans
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Fig. 7. Time course of trajectories of right leg DOFs using the phase resetting
adaptation law. The movement frequency slow decreases until resonance tuning is
accomplished.
and humanoids. Our future work will pursue a combination of robotic, theo-
retical, and biological research addressing how a library of motor primitives
can be created, maintained, adapted to new situations, and sequenced and
superimposed for the creation of complex perceptuomotor behaviors.
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