In [6] , Kotschick and Morita showed that the Gel'fand-Kalinin-Fuks class in H 7 GF (ham 2 , sp(2, R)) 8 is decomposed as a product η ∧ ω of some leaf cohomology class η and a transverse symplectic class ω. We show that the same formula holds for Metoki class, which is a non-trivial element in H 9 GF (ham 2 , sp(2, R)) 14 . The result was a conjecture stated in [6] , where they studied characteristic classes of symplectic foliations due to Kontsevich. Our proof depends on Gröbner Basis theory using computer calculations.
Introduction
This article is a superset of the author's preprint ( [8] ) with the same title, which has been submitted to some Journal. As seen below, in order to give an affirmative proof for D. Kotschick and S. Morita's conjecture, we have had to handle the enormous data of the concrete bases of the cochain complexes, matrix representations of coboundary operators, and proceed with many symbol calculus calculations by computer. These data are available at the author's private URL www.math.akita-u.ac.jp/˜mikami/Conj4MetokiClass/. The Journal requires that those data should be stored in a "perpetual" place. Thus, the author appended these data to the original paper as appendices, then the page number of the enlarged paper reached 1167. By much help of arxiv.org, the author stored the data files of plain text format to the subdirectory anc/ as ancillary files, and is trying to upload the package to arxiv.org.
Let X(M ) be the Lie algebra of smooth vector fields of a smooth manifold M . H
• c (X(M )) is the Lie algebra cohomology groups, where the subscript c means that each cochain is required to be continuous. The cohomology group H • c (X(M )) is often written as H
• GF (M ) and is called the Gel'fand-Fuks cohomology group of M . It is known that if M is of finite-type (i.e., M has a finite cover), then H
• GF (M ) is finite dimensional. Let a n denote the Lie algebra of formal vector fields on R n which is given by R[[x 1 , . . . , x n ]] ∂/∂x 1 , . . . , ∂/∂x n .
Thus an element of a n is a vector field with coefficients of formal power series in coordinate functions. Then H
• c (a n ) ∼ = H
• GF (R n ) holds and so dim H
• c (a n ) < ∞. Let v n be a subalgebra of a n , consisting of the volume preserving formal vector fields on R n , and ham 2n a subalgebra of a 2n , consisting of formal Hamiltonian vector fields on R 2n . Then, the There is a notion of weight for cochains of ham 2n . Since the weight is preserved by the coboundary operator, there is the cohomology subgroup corresponding to each weight (cf. §2.1(I- 
), where Γ ) or not (cf. [2] ). The next non-trivial result in succession to the Gel'fand-Kalinin-Fuks class is H 9 GF (ham 2 , sp(2, R)) 14 ∼ = R, which was shown by S. Metoki ([7] ) in 1999. He is interested in the volume preserving formal vector fields, when n = 1 both ham 2 and v 2 are the same.
Let F be a foliation on a manifold M . We have the foliated cohomology defined by H
is the exterior algebra of differential forms on M , and
M. Kontsevich ([5] ) showed that if F is a codimension 2n foliation endowed with a symplectic form ω in the transverse direction, then there is a commutative diagram:
where ham 0 2n is the Lie subalgebra of the Hamiltonian vector fields of the formal polynomial vanishing at the origin of R 2n .
D. Kotschick and S. Morita ([6] ) determined the space H
• GF (ham 0 2 , sp(2, R)) w for w ≤ 10, and concerning Kontsevich homomorphism in the case of n = 1, they showed the following, as well as the non-triviality of Kontsevich homomorphism:
where ω is the cochain associated with the linear symplectic form of R 2 .
Further they stated that it is highly likely that the same thing is true also for Metoki class ∈ H 9 GF (ham 2 , sp(2, R)) 14 . That is, there should exist an element
In the same line of D. Kotschick and S. Morita ([6] ), we determined H
• GF (ham 0 2 , sp(2, R)) w for w ≤ 20 in [13] . In this paper, making use of information in [13] , we will show the following theorem. 
Preliminaries
Generalities concerning the (relative) Gel'fand-Fuks cohomologies and symplectic formalism are found in Mikami-Nakae-Kodama's preprint ( [13] 
and S 1 is the dual space of constant vector fields
). We will study the difference between two coboundary operators d and d 0 in subsection §2.3. (I-3) There is a notion of weight for cochains (cf. [6] ). For each non-zero cochain
its weight is given by
The weight of a cochain is preserved by the coboundary operator, and we can decompose each cochain complex by way of weights and get Gel'fand-Fuks cohomologies with a discrete parameter, namely with weight w like as
where ham
2n means the space ham 2n . In both cases, for given degree m and weight w, we consider the sequences (k 1 , k 2 , k 3 , . . .) of nonnegative integers with
Readers may be anxious about the contribution of k 2 or k 1 . In fact, there is a dimensional
From those two relations in (1), we have
This means our sequences correspond to all partitions of w + 2m of length m, or in other words, to the Young diagrams with w + 2m cells of length m (cf. [13] ). Furthermore, we require dimensional restrictions, and k 1 = 0 when ham 0 2n .
Symplectic action and the relative cohomologies
We denote the natural action of the Lie group K = Sp(2n, R) on R 2n by ϕ a for a ∈ K, i.e., ϕ a (x) = ax as the multiplication of matrices. The action leaves ω invariant by definition, and we see that (ϕ a ) * (H f ) = H f •ϕ a −1 for each function f on R 2n and a ∈ K. Let k = sp(2n, R) be the Lie algebra of K. We denote the fundamental vector field on R 2n of K by ξ R 2n for ξ ∈ k. The equivariant (co-)momentum mapping of symplectic action of K is given by
where x is the natural coordinate of R 2n as column vector, t x means the transposed row vector of x, {x i , x j } is the Poisson bracket of i-th and j-th components of x with respect to ω, and ξ ∈ k. J is a Lie algebra monomorphism from the Lie algebra sp(2n, R) into the Lie algebra
with the Poisson bracket. We stress thatĴ (ξ) is a degree 2 homogeneous polynomial function on
This means that k is regarded as a subalgebra of g = ham 2n
or g = ham 0 2n through the equivariant momentum mapping J. Define the relative cochain group C m (g, k) by
) becomes a cochain complex, and we get the relative cohomology groups H m (g, k).
Let K be a Lie group of k. Then we also define
and we get the relative cohomology groups H m (g, K). If K is connected, these two cochain groups
Since the space of degree 2 homogeneous polynomials, S * 2 is spanned by the image of momentum mappingĴ of Sp(2n, R), we see that Proposition 2.1 ( [13] ). For each cochain σ, i ξ σ = 0 (∀ξ ∈ sp(2n, R)) implies k 2 = 0, and the other condition i ξ dσ = 0 is equivalent to L ξ σ = 0 (∀ξ ∈ sp(2n, R)). Thus we see for j = 0, 1
where ( ) triv means the direct sum of the (underlying) subspaces of the trivial representations.
Cond 0 consists of the conditions (2) in the preceding subsection, k 2 = 0, and the dimensional restrictions. Cond 1 consists of Cond 0 and k 1 = 0.
As already explained in [6] , if the weight w is odd H
2n , sp(2n, R)) w = 0 for j = 0, 1. Thus, we have only to deal with even weights.
Remark 2.1. There is a notion of type N for cochains in [7] . The weight w and type N are related by w = 2N .
There is a general method to decompose Λ p S q into the irreducible subspaces for a given Sp(2n, R)-representation, by getting the maximal vectors which are invariant by the maximal unipotent subgroup of Sp(2n, R).
Concerning the decomposition of the tensor product, we have the Clebsch-Gordan rule when n = 1. (For n = 2, Littlewood-Richardson rule is used in [12] , and the crystal base theory is used in [10] when n = 3.)
Coboundary operators
We want to distinguish the coboundary operators where they act. By d , we mean the coboundary operator which acts on C
• GF (ham 2n , sp(2n, R)) w and by d 0 , the one on C
• GF (ham 0 2n , sp(2n, R)) w . Let ω be the 2-cochain defined by the linear symplectic form of R 2n , we see that
and ω n ∈ C 2n GF (ham 2n , sp(2n, R)) (−2n) .
Proposition 2.2. The linear map
and so the next diagram is commutative
Thus we have a linear map
naturally. This induced map is trivial if and only if
Proof: We have d (ω) = 0. This is a requirement for a symplectic form. For each σ ∈ C
The above states that only the diagram (3) is commutative. Then we have
. This means that the wedge product by ω n induces a well-defined linear map
(iii) From (i), we see that the map is trivial if and only if
Symplectic 2-plane
In this section, we deal with the symplectic 2-plane R 2 . We study the difference between two coboundary operators d and d 0 . Since dim S 1 = 2, the domain of definition of d is given by
Let x, y be a global Darboux coordinate satisfying {x, y} = 1. We denote by z 
where z
is the determinant of the (2,2)-matrix whose multiplication is the wedge product.
We may assume that d 0 z r 1 = 0. The 2-cochain ω which comes from the symplectic structure, is written as ω = z 
Proof of Theorem
In this section, we give a proof for Theorem 1.2 which asserts that
is an isomorphism. Since we know that the source and the target spaces are both 1-dimensional, it is enough to show the map ω∧ is non-trivial. For that purpose, we make use of (4) 6, 7, 8) are found either in Appendix 1, 2 and 3 or on [9] . Concerning H 9 GF (ham 2 , sp(2, R)) 14 , we refer to [7] , where we see the complete data. But, the notation there is different from ours, and it seems hard to find an applicable translation rule.
So we need to get suitable bases for our notation and begin searching bases without the k 1 = 0 condition at the beginning and we get the complete bases. In the following discussion, we only need information about the bases of C 8 , C 9 and the matrix representation M of d :
where 
To check whether
ω ∧ h ∈ d (C 8 GF (ham 2 , sp(2, R)) 14 ) or not.
Gröbner Basis theory for cohomology groups
To complete the proof in the direction, we make use of the Gröbner Basis theory (cf. [3] ) for linear homogeneous polynomials.
Suppose we have indeterminate variables (y j ) and fix a monomial order, say y 1 ≻ · · · ≻ y µ . The normal form of a given polynomial h with respect to a Gröbner basis GB together with a fixed monomial order, for example NF(h, GB, Ord y ), is the "smallest" remainder of h modulo by the Gröbner basis GB. Again, if we restrict our discussion to the linear homogeneous polynomials, then NF(h, GB, Ord y ) = 0 is equivalent to h ∈ the linear space spanned by GB. We recall a key technique involving the Gröbner Basis theory into cohomology group theory.
Let X, Y and Z be finite dimensional vector spaces with bases
respectively. Assume that there are linear maps g : X → Y and f : Y → Z whose matrix representations are M and N respectively: i.e.,
and
In the right-hand side of (5), we replace w j by indeterminate variable y j (j = 1, 2, . . . , µ), and get a set of linear homogeneous polynomials [y 1 , y 2 , . . . ,
in the sense that {ϕ(w 1 , w 2 , . . . , w µ ) | ϕ ∈ GB e } forms a basis of g(X) and rank(g) = #(GB e ).
We study f c jfj (y) wherẽ
Then GB k gives a basis of the kernel space
, and the cardinality of GB k is dim ker(f ).
We use the Gröbner bases GB e of g, and GB k of ker(f ) above, then we have the following. 
Remark 4.1. In the way described above consisting of three steps, there is some ambiguity in choosing an element h. But, if we use the Gröbner Basis theory, we can avoid this ambiguity. This is a main reason why we use the Gröbner Basis theory here. It is hard to handle big matrices, but it is easy to deal with polynomials. This is the second small reason.
The last reason we use the Gröbner Basis theory is that Gröbner Basis packages in such symbol calculus softwares as Maple, Mathematica, Risa/Asir (this is freeware) and so on, become more and more reliable and faster.
Our calculation of Gröbner Bases or normal forms is assisted by symbol calculus software Maple. The author also has a proof by the Gröbner Basis theory to Theorem 1.1 with the assistance of Maple in [11] . It will be available for reading drafts of it on [9] "A proof to Kotschick-Morita Theorem for G-K-F class". Risa/Asir is popular among Japanese mathematicians because it is bundled in the Math Libre Disk which is distributed at annual meetings of the Mathematical Society of Japan. We put the source code and output of our computer argument for Risa/Asir on [9] or Appendices in [11] . Here, proof to the Kotschick-Morita theorem by Risa/Asir can be seen. You can also compare the two kinds of results calculated by Maple and Risa/Asir, and see that the final normal forms are the same, up to non-zero scalar multiples.
Even in the classical linear algebra argument or the Gröbner Basis argument, our discussion is based on matrix representations of the two coboundary operators. We stress that everything starts from the concrete bases of cochain complexes.
Selecting a generator h of H
As mentioned in Remark 4.1, the existence of concrete bases of our cochain complexes is important. Actually, we got them and can handle them, but as shown in the table above, the dimensions are large; for example dim C 6 = 147, dim C 7 = 95 and dim C 8 = 24, where
Here we only show several elements, whose number of terms of summation is smaller. The entire data of our concrete bases is found either in Appendix 1, 2 and 3 or on [9] . The smallest element of our basis of C 6 is next, and consists of 28 terms: We pick up the smallest element of our basis of C 8 : We have the matrix representations M of d 0 : Remark 4.3. Throughout this paper, the Gröbner basis and the normal form are computed by Maple. On the other hand, the results by Risa/Asir are found either in Appendix 12 and 13 or on [9] .
We denote by B maple the normal form of h with respect to GB e and by A asir , the normal form calculated by Risa/Asir. The two are related as
A asir .
In this paper, the dual basis of R-homogeneous polynomials of the Darboux coordinates x, y is denoted by z r R for r = 0, 1, . . . , R. In Maple, we use the notation z[r,R] corresponding to z r R , and the wedge product is given by '&^' ( z[a,A], z[b,B] , . . . ) and you will see them in the corresponding ancillary files indicated in the following appendices.
