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Résumé
Nous présentons dans cet article une
nouvelle ressource lexicale pour le
français, bientôt librement disponible
en tant que deuxième version du
Lefff (Lexique des Formes Fléchies
du Français). Il s’agit d’un lexique
morphologique et syntaxique à large
couverture, dont l’architecture repose
sur une structure d’héritage de pro-
priétés, ce qui le rend plus compact et
plus aisément maintenable. Cela per-
met également une description des en-
trées lexicales indépendante des forma-
lismes dans lesquel il est utilisé. Pour
ces deux raisons, nous utilisons le terme
méta-lexique. Nous décrivons son ar-
chitecture, différentes approches auto-
matiques ou semi-automatiques pour
acquérir, corriger et/ou compléter un tel
lexique, ainsi que la manière dont il a
été utilisé en lien avec une LFG et une
TAG pour construire deux analyseurs
du français à large couverture.
1 Introduction
La couverture et la précision d’une chaîne
d’analyse du langage naturel ne dépend pas uni-
quement de la couverture et de la précision de la
grammaire qui est utilisée. D’autres composants,
parmi lesquels la chaîne de pré-traitement et le
constructeur d’analyseurs, jouent un rôle majeur.
Cependant, par son rôle central à tous les niveaux
de la chaîne, le lexique a une importance capitale.
Cependant, la structuration et le développe-
ment d’un lexique, ainsi que sa mise en rela-
tion avec l’analyseur et donc la grammaire, sont
des tâches difficiles. D’une part, un lexique à
large couverture comporte un nombre considé-
rable d’entrées, qui se mesure en centaines de mil-
liers. D’autre part, pour chacune de ces entrées,
un grand nombre d’informations différentes sont
nécessaires pour disposer d’une description qui
satisfasse l’ensemble des besoins des autres com-
posants (morphologie, syntaxe, . . .).
Lors de la construction de notre lexique mor-
phologique et syntaxique du français, qui com-
porte plus de 400 000 formes fléchies pour plus
de 600 000 entrées, différentes techniques ont dû
être mises en œuvre pour s’adapter à cette com-
plexité. Nous présentons donc ici les différentes
idées dont nous avons tiré parti pour concevoir
l’architecture de notre lexique, et pour le valider,
le compléter et le corriger. Nous montrons enfin
comment il a été utilisé par différents analyseurs
reposant sur différents formalismes.
2 Architecture et volume de données
2.1 Architecture
Nous présentons dans la figure 1 l’architecture
du lexique, qui comporte deux phases. Tout au
long de la chaîne, les données sont réparties en
fichiers spécifiques à chaque partie du discours1.
La première phase estmorphologique. Un fi-
chier de couples lemme – classe flexionnelle et
un fichier décrivant la flexion desdites classes
servent d’entrée à un conjugueur, qui produit un
fichier de formes fléchies. Ce fichier est com-
plété par un fichier de formes fléchies entrées ma-
nuellement, pour gérer les variantes, abréviations,
et autres phénomènes marginaux. Le fichier de
formes fléchies associe à chaque entrée lexicale
un lemme, une étiquette morphologique, et un
indicateur morphosyntaxique. Ce dernier a pour
rôle d’induire éventuellement des modifications
1Ce choix pourrait être revu pour tirer parti des méca-
nismes de morphologie dérivationnelle.
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constructeur
de description syntaxique
Association de chaque lemme
à une classe syntaxique (.s)
Hiérarchie de propriétés
définissant les propriétés
syntaxiques de chaque classe (.p)
Entrées lexicales
FIG. 1 – Architecture du lexique.
dans les informations syntaxiques dont héritera la
forme. Ainsi, à un infinitif est associée un indica-
teur morphosyntaxique qui rend facultatif son su-
jet. Presque toutes les formes fléchies ont cepen-
dant un indicateur morphosyntaxique par défaut
qui n’induit aucune modification.
Fichier des lemmes (morphologie) :
boire v74
Fichier des paradigmes flexionnels :
<TBL v74 boire>
boira "F3s";
boirai "F1s";
(...)
</TBL>
Fichier des lemmes (syntaxe) :
boire @verbe_standard
Fichier des patrons syntaxiques :
@verbe_standard {
< @verbe_transitif_direct
|
< @verbe_pronominal
}
@verbe_transitif_direct
< verbe
< passivable
< transitif_direct
TAB . 1 – Autour du lemmeboire.
La seconde phase estsyntaxique. Dans un pre-
mier fichier, chaque lemme est associé à un pa-
tron syntaxique, comme illustré dans la table 1
par le lemmeboire. Dans un deuxième fichier,
les patrons syntaxiques sont définis par héritage
d’autres patrons et de propriétés syntaxiques ato-
miques (la disjonction est possible, cf. table 1).
Dans un troisième fichier, les propriétés syn-
taxiques sont définies par une ou plusieurs opé-
rations parmi les suivantes :
– apport à la structure syntaxique d’unema-
cro syntaxique définie dans un fichier séparé
par une représentation en structures de traits
avec partage de valeur,
– modification duprédicatassocié à une entrée
du lexique (utilisable par exemple en tant que
couple attribut-valeur dans une TAG,preden
LFG, ou lemme dans d’autres théories...),
– attribution d’unecatégorieà une entrée du
lexique (utilisable par exemple en tant que
terminal d’une TAG ou de la CFG sous-
jacente à une LFG, en tant que catégorie dans
d’autres théories...),
– attribution d’un poids autre que le poids par
défaut, pour (dé)favoriser l’emploi d’une en-
trée lexicale pendant la désambiguïsation de
la sortie d’un l’analyseur syntaxique.
Une telle structure hiérarchique permet de mo-
difier aisément les informations associées à tous
les verbes partageant une classe ou une propriété.
Ceci facilite la correction d’erreurs et plus géné-
ralement la "maintenance" du lexique.
Enfin, les entrées lexicales sont regroupés dans
le lexique morphosyntaxique final. Quelques en-
trées sont montrées dans la table 2.
2.2 Volume de données
Notre lexique comporte 404 366 formes flé-
chies distinctes représentant 600 909 entrées dont
certaines sont factorisées (la première et la troi-
sième personne du singulier du présent de l’in-
dicatif d’un verbe du premier groupe sont re-
groupées en une seule entrée).
La répartition par lemmes donne entre autres
10 024 adjectifs, 2 127 adverbes, 37 183 noms
communs, 52 938 noms propres, 137 préfixes et
suffixes2, 212 prépositions et 6788 verbes.
2En effet, nos outils permettent de décomposer des mots
inconnus issus de morphologie compositionnelle tels que
anti-Bush-néenanti- / Bush / -né.
passer v [pred="passer<(subj|ssubj|vsubj),(obj),(à-obj)>", cat=v, @W ] ;
passer v [pred="passer<(subj|ssubj|vsubj),acomp>", cat=v, @W , @AASubj] ;
passer v [pred="passer<(subj|ssubj|vsubj),pour-acomp>", cat=v, @W , @AAPourSubj] ;
passer v [pred="passerSe<(subj),(de-obj)>obj", cat=v,@pron, @W ] ;
passer v [pred="passerSe<(subj),de-vcomp>obj", cat=v,@pron, @W , @CtrlSubjDe] ;
petit_à_petit 500 adv [pred="petit-à-petit", cat=adv ] ;
TAB . 2 – Quelques exemples d’entrées du lexique.
3 Acquisition, complétion et correction
La constitution d’un lexique est une tâche ar-
due, en raison à la fois du nombre d’entrées néces-
saires pour former un lexique à large couverture
et de la complexité des informations à associer à
chaque entrée pour former un lexique de qualité.
L’architecture présentée dans la partie précé-
dente permet une factorisation importante des in-
formations. Cependant, ces informations doivent
être malgré tout obtenues d’une manière ou d’une
autre, puis complétées et/ou corrigées. Pour faci-
liter ces étapes, et mise à part l’adjonction pure-
ment manuelle ou la récupération de ressources
lexicales libres de droits, nous avons utilisé diffé-
rentes techniques.
3.1 Acquisition automatique de lexique
morphologique
Les entrées morphologiques des catégories
syntaxiques à morphologie riche peuvent être
acquises automatiquement. Une validation ma-
nuelle est nécessaire pour garantir la qualité
du lexique obtenu, mais ceci prend un temps
considérablement moins élevé que les techniques
purement manuelles.
Nous avons décrit dans (Clément et al., 2004)
une telle méthodologie, et son application aux
formes verbales d’un corpus duMonde Diplo-
matiquea débouché sur la publication en ligne
du lexique morphologiqueLefff dans sa première
version (www.lefff.net). Pour résumer, la mé-
thodologie repose sur l’idée que l’hypothèse de
l’existence d’un lemme peut être faite si de plu-
sieurs mots différents présents dans le corpus sont
interprétés à moindre coût comme étant des va-
riantes morphologiques dudit lemme. Dans notre
système, ceci repose sur une description préalable
des classes flexionnelles. Une telle technique per-
met d’approcher une couverture exhaustive du
corpus dont on part. L’expérience montre que cela
permet d’acquérir de nombreux mots absents des
ressources classiques, souvent des mots dérivés
(préfixés) ou récents (techniques).
3.2 Détection automatique de mots
manquants
Nous avons également utilisé notre correcteur
orthographique SXSPELL, décrit ailleurs, pour
détecter dans un gros corpus les mots inconnus du
lexique et leur proposer des corrections. En fonc-
tion de l’existence ou non pour un mot inconnu
d’une correction à faible coût, et en fonction du
nombre d’occurrences de ce mot, on peut consti-
tuer automatiquement une liste de formes fléchies
inconnues du lexique et devant probablement y fi-
gurer. Cette technique est bien plus manuelle que
la précédente, mais elle permet d’augmenter rapi-
dement la couverture du lexique pour des catégo-
ries à la flexion moins riche que les verbes.
3.3 Acquisition automatique de multi-mots
manquants
Un des points faibles des lexiques est sou-
vent le manque de couverture pour les multi-
mots (expressions comme "pomme de terre" ou
"France 2"). Nous avons utilisé à titre expérimen-
tal des techniques statistiques simples inspirées
de travaux plus systématiques comme ceux de
(Dias et al., 2001) pour acquérir automatiquement
de telles expressions. Ici encore, une validation
manuelle est indispensable.
3.4 Détection automatique d’entrées
syntaxiquement erronnées
Utilisant diverses idées développées en pa-
rallèle par (van Noord, 2004), nous avons
construit, à partir de l’analyse syntaxique de gros
corpus, des tables mesurant untaux de parsabilité
pour chaque mot. L’idée est qu’un mot qui appa-
raît souvent dans des phrases inanalysables a de
bonnes chances d’être syntaxiquement incomplet
ou incorrect dans le lexique.3 Il ne reste plus qu’à
la corriger manuellement.
3.5 Acquisition automatique d’informations
syntaxiques ciblées
Dans certains cas spécifiques, il est pos-
sible d’acquérir automatiquement des informa-
tions syntaxiques. Nous n’avons mené d’expé-
rience dans ce domaine que sur deux points. Le
premier concerne les prépositions associées aux
formes verbales : un comptage simple des couples
verbes-préposition présents dans le corpus permet
d’avoir une idée assez précise de la composante
oblique de la sous-catégorisation d’un verbe.
Le second point concerne les verbes supports.
En effet, des statistiques élémentaires sur les oc-
currences de noms communs suivant immédiate-
ment une forme verbale permettent d’acquérir très
rapidement une liste importante de couples verbe
support – nom prédicatif.
D’autres méthodes sont envisageables, comme
celles proposées lors de l’ARC RLT : il est dé-
sormais possible d’analyser de très gros corpus
avec des grammaires permissives (affectant par
exemple à tous les verbes des cadres de sous-
catégorisation moins restrictifs, en profitant de la
structure d’héritage du lexique), puis d’extraire
par des techniques statistiques des informations
de nature syntaxique. Toutefois, nous n’avons pas
encore eu le temps de mener cela à bien.
4 Utilisation
Notre lexique peut être vu comme unméta-
lexiquecar les informations qui le composent sont
présentes d’une part comme résultat d’un mé-
canisme d’héritage de propriétés, et d’autre part
sous une forme indépendante du formalisme. Ceci
comprend :
– la forme fléchie,
– éventuellement un poids (cf. plus haut),
– une catégorie,
– un prédicat (comme dit plus haut, c’est le
lemme de nombre de formalismes, lepr dde
LFG, ou un trait comme les autres en TAG),
– un cadre de sous-catégorisation, dans un for-
mat à la LFG mais immédiatement conver-
3Naturellement, dans certains cas, ceci est plutôt la
trace d’une incomplétude de la grammaire à propos d’une
construction dont le mot est spécifique.
tible en tout autre format,
– une liste de macros morphosyntaxiques dont
l’expansion peut être définie par l’utilisateur
en respectant son formalisme grammatical.
De fait, nous avons utilisé ce lexique lors de la
campagne EASy d’évaluation des analyseurs syn-
taxiques, tout en présentant deux analyseurs tota-
lement différents. Le premier est un analyseur re-
posant sur une TAG calculée à partir d’une méta-
grammaire, et utilisant l’environnement DyaLog
de développement d’analyseurs (Villemonte de la
Clergerie, 2002). Le second est un analyseur LFG
r posant sur une grammaire développée manuel-
lement et utilisant le système Syntax (technolo-
gies décrites par exemple dans (Boullier, 2003)).
Les formalismes sont donc bien différents, mais
ils ont pu utiliser le même lexique.
5 Conclusion
Nous avons présenté une version préliminaire
d’un lexique morphologique et syntaxique du
français à large couverture, ainsi que diverses
techniques utilisées pour le renseigner, le complé-
ter et le corriger. Nous avons signalé son utilisa-
tion dans divers analyseurs reposant sur diverses
formalismes ainsi que son architecture reposant
fortement sur l’héritage de propriétés. À ce titre, il
peut être considéré comme un méta-lexique. En-
fin, nous prévoyons de le rendre accessible libre-
ment dans un proche avenir.
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