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Interpretable artificial intelligence 
Explainable artificial intelligence 
a b s t r a c t 
Data extracted from software repositories is used intensively in Software Engineering research, for exam- 
ple, to predict defects in source code. In our research in this area, with data from open source projects 
as well as an industrial partner, we noticed several shortcomings of conventional data mining approaches 
for classification problems: (1) Domain experts’ acceptance is of critical importance, and domain experts 
can provide valuable input, but it is hard to use this feedback. (2) Evaluating the quality of the model is 
not a matter of calculating AUC or accuracy. Instead, there are multiple objectives of varying importance 
with hard to quantify trade-offs. Furthermore, the performance of the model cannot be evaluated on a 
per-instance level in our case, because it shares aspects with the set cover problem. To overcome these 
problems, we take a holistic approach and develop a rule mining system that simplifies iterative feedback 
from domain experts and can incorporate the domain-specific evaluation needs. A central part of the sys- 
tem is a novel multi-objective anytime rule mining algorithm. The algorithm is based on the GRASP-PR 
meta-heuristic but extends it with ideas from several other approaches. We successfully applied the sys- 
tem in the industrial context. In the current article, we focus on the description of the algorithm and the 
concepts of the system. We make an implementation of the system available. 
© 2020 The Authors. Published by Elsevier Ltd. 
This is an open access article under the CC BY-NC-ND license 



































Decision support systems are an important tool to support do-
ain experts in their decision making. Understanding the decision
ade by the system is vital for many practical applications. Firstly,
nderstanding is often important for the acceptance of decision
upport systems by domain experts ( Bose & Mahapatra, 2001 ). In
ddition, it is often required due to laws and regulations. For ex-
mple, the German government recently clarified that black-box
ystems for decision support at insurance companies would not be
ompliant with existing regulations ( German Government, 2018 ).
or a recent research project, we required a decision support sys-
em to help us understand how data mining may be used to make
ode reviews more efficient ( Baum, Herbold, & Schneider, 2018a ).
ecause we wanted to work together with domain experts and
rovide insights for their decisions, the understandability of mod-
ls was a key factor for our work. However, we found that current∗ Corresponding author. 
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590-1885/© 2020 The Authors. Published by Elsevier Ltd. This is an open access article upproaches for data mining fall short for such a research project
hat directly incorporates domain experts: 
• Some mining approaches create opaque models that cannot
be analyzed by domain experts at all. Some types of models
(e.g., support vector machines or neural networks) are nearly
always hard to understand, while for others (e.g., decision
rules or decision trees) understandability depends on complex-
ity ( Barredo Arrieta et al., 2020; Dam, Tran, & Ghose, 2018 ). 
• It is often hard to map feedback from domain experts to the
parameters needed by the mining algorithm. 
• One type of human input concerns the cost of misclassification.
Many approaches are not cost-sensitive at all or need a cost
matrix to be specified at the start. In reality, problems are cost-
sensitive, but the exact cost matrix is often not known. More-
over, costs are usually assumed to be independent of each other
for each input in an algorithm. However, costs often depend on
each other, e.g., due to synergy effects. 
• Most approaches allow input to be given only at the start of
a run and create a single model as the result of such a run.
This limits the points in time when domain experts can give
feedback. nder the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 

















































































p  • The knowledge discovery process encompasses multiple
phases ( Mariscal, Marban, & Fernandez, 2010 ), including
cleaning of the data, selection or perhaps even creation of
features, and interpretation of the results. Some systems, like
Weka ( Witten, Frank, & Hall, 2011 ), combine support for many
of these steps, but in a general way not streamlined for specific
applications. 
A further aspect of our use case is that there is a strong re-
lationship between some of the instances. Our goal was to re-
duce the effort during code reviews by presenting less code to re-
viewers, such that they still write the same remarks during the
reviews. Since multiple source code fragments could lead to the
same remarks, there is a strong relationship between groups of
code fragments and the remarks by the reviewers. Such relation-
ships are not supported by current approaches for the mining of
interpretable models. 
In this article, we propose GIMO , a novel data mining approach
that creates decision rules and addresses the limitations discussed
above. GIMO’s design is based on the belief that, currently, the
most promising approach to extract knowledge from data is to let
human and computer work as a team ( Ankerst, 2002; Holzinger,
2016 ). The computer can sift through vast amounts of data swiftly
and without loss of concentration. Human domain experts can pro-
vide input that is not readily available from the data, e.g., on pref-
erences or on conditions that hold in the respective context. Like
every design process, this teamwork benefits from being iterative:
The humans can see preliminary results from the computer and
provide focus or new insights based on the results. 
The contribution of this article is the GIMO system for mining
decision rules that helps to overcome the above-mentioned limita-
tions due to the following features: 
• Multi-objective optimization, i.e., the system can find rules with
varying trade-offs for objectives like reduction of false positives,
reduction of false negatives, but also custom cost functions that
take relationships between instances into account or estimate
the understandability of a model. This avoids the need to spec-
ify a cost matrix at the start. 
• Interactive feedback, i.e., the users can interactively explore the
data and the results as well as provide feedback to guide the
generation of decision rules. 
• Iterative design, i.e., the feedback by the user is integrated into
the mining process and can be iteratively refined. This also in-
cludes the possibility to undo earlier decisions. 
• Anytime, i.e., the user can explore the data and the current re-
sults and interact with the system at any time. The user rarely
needs to wait for the system, and neither does the system need
to wait for the user. 
• Geared towards domain expert feedback, i.e., the user can pro-
vide feedback without the need to translate it into opaque tun-
ing parameters or to understand the data mining algorithms. 
Following the taxonomy of Barredo Arrieta et al. (2020) , the
created models are always “algorithmically transparent” and the
system’s goal is to find models that are “simulatable” as much as
possible. In the two next sections, we provide background infor-
mation on the application area that motivated our work and on
related research. Then, we proceed to formalize the requirements
that a decision support system must fulfill to address such data
mining problems ( Section 4 ). We go on to describe the GIMO rule
mining algorithm ( Section 5 ) and provide results from applying
our system in an industrial case study ( Section 6 ). We conclude
by discussing future work in Section 7 . The used mathematical
notations are summarized in Appendix A . This article focuses on
GIMO’s central algorithm, which is also shown in pseudo-code in
Appendix B . Further features to support the complete data min-ng process are discussed in an extended report ( Baum, Herbold, &
chneider, 2018b ). 
. Motivation 
The motivation for the data mining system we present in this
rticle stems from our software engineering research on code re-
iews. Code reviews are a software quality assurance technique in
hich code or code changes are manually checked by one or more
evelopers ( Baum, Liskin, Niklas, & Schneider, 2016 ). In their mod-
rn change-based form, they are widely used in industrial prac-
ice ( Baum, Leßmann, & Schneider, 2017; Rigby, Cleary, Painchaud,
torey, & German, 2012 ). In our setting, development revolves
round ‘tickets’ that describe programming tasks: One developer
rites some code and marks the corresponding ticket as ‘ready
or review’ when done with programming. Another developer then
eviews the code changes that belong to this ticket. When a re-
iewer spots a defect or some other point that needs to be dis-
ussed, she usually creates a ‘review remark’ that will be commu-
icated to the code’s author. Fig. 1 illustrates this graphically. In
ur research on code reviews, we are interested in finding parts
f the code change that will not lead to review remarks. These
arts can then be left out from the review, saving time and leaving
ore mental resources for the rest of the review. The underlying
roblem behind some review remarks can be manifested in several
arts of the code, and it suffices to check one of them to note it.




























































































































a  n a case study in a medium-sized software company, we extracted
ata from software repositories on which code change parts led to
hich remarks ( Baum et al., 2018a ). The rule mining system de-
cribed in the current article was then used to derive rules that
haracterize change parts that do not need to be reviewed. 
. Related work 
In the following, we discuss related work. With our system,
e aim to support the whole data mining process. A survey
f various data mining and knowledge discovery process mod-
ls was performed by Mariscal et al. (2010) . Most of these mod-
ls acknowledge that the process is iterative and interactive. In
ine with this, the panelists at a 2002 SIGKDD panel regarded
ooperation between human and computer for data mining as
eneficial ( Ankerst, 2002 ). Holzinger (2016) discusses interactive
achine learning in health informatics. Interactive data min-
ng has been studied for example by Hellerstein et al. (1999) ,
hao, Yao, and Yan (2007) , and, with a multi-objective approach,
y Mühlbacher, Linhardt, Möller, and Piringer (2018) . Mühlbacher’s
reePOD system emphasizes the visual exploration of a two-
imensional Pareto front of decision trees. Some approaches load
ff most of the construction work to the user ( Ankerst, Ester, &
riegel, 20 0 0; Han & Cercone, 2002 ). More similar to our approach
s “constraint-based data mining” ( Han, Lakshmanan, & Ng, 1999 ),
n which the user restricts the search space for association rules
sing “rule constraints” and guides the search with “interesting-
ess constraints”. 
In the current study, we assume that simpler models and mod-
ls with fewer features are more comprehensible ( Huysmans, De-
aeger, Mues, Vanthienen, & Baesens, 2011 ). These are not the
nly factors that influence comprehensibility ( Fürnkranz, Kliegr,
 Paulheim, 2018; Pazzani, 20 0 0 ). Dam et al. (2018) state that
or software analytics, explainability is as important as accuracy.
reitas (2014) suggests regarding comprehensibility as one objec-
ive in a multi-objective approach. Our approach to create transpar-
nt machine learning models belongs to the larger field of eXplain-
ble Artificial Intelligence (XAI) ( Barredo Arrieta et al., 2020 ). Rule-
ased systems form an important part in recent applications of
AI, sometimes with differences in rule representation, like tempo-
al rules based on association rules ( Anguita-Ruiz, Segura-Delgado,
lcalá, Aguilera, & Alcalá-Fdez, 2020 ) or a fuzzy logic belief-rule-
ase ( Sachan, Yang, Xu, Benavides, & Li, 2020 ). Other researchers
n the XAI field use a two-step process: First, a black-box model
s learned, and this model is transformed into a comprehensible
odel ( Johansson, Niklasson, & König, 2004; Moeyersoms, de For-
uny, Dejaeger, Baesens, & Martens, 2015; Zhang, Li, & Cui, 2005 ).
till another approach is to create explanations for the model’s
ecision for a specific instance upon request ( Dam et al., 2018;
ibeiro, Singh, & Guestrin, 2016; Tan, Tan, Dara, & Mayeux, 2015 ).
owever, these attempts on posthoc explainability are not without
riticism, due to the associated risks ( Rudin, 2018 ). 
We use a variant of multi-objective GRASP-PR ( Martí, Campos,
esende, & Duarte, 2015; Resende & Ribeiro, 2016 ) for rule min-
ng, and so did Ishida, De Carvalho, Pozo, Goldbarg, and Gold-
arg (2008) ; Ishida, Pozo, Goldbarg, and Goldbarg (2009) , Reynolds
nd De la Iglesia (2009) and Pavanelli, Arns Steiner, Góes, Pavanelli,
nd Costa (2014) , with promising results. These prior studies dif-
er from ours in the specific meta-heuristic operators and vari-
us other details and do not take domain expert feedback into
ccount. Many other studies use multi-objective evolutionary al-
orithms for data mining ( Dehuri & Mall, 2006; Dehuri, Patnaik,
hosh, & Mall, 2008; Kaya, 2010 ). A comprehensive discussion of
he vast amounts of literature on this topic is not possible within
his article. Early studies were done by De Jong, Spears, and Gor-
on (1993) and Janikow (1993) , with successors for example byggermont, Eiben, and van Hemert (1999) , Fidelis, Lopes, and Fre-
tas (20 0 0) , Bernardó-Mansilla and Ho (2005) , and Baykaso ̆glu and
zbakir (2007) . Kwedlo and Kretowski (2001) explicitly discuss
ost-sensitivity in their approach. Freitas (2003) surveys further
pplications of evolutionary algorithms for data mining. 
The rule generation in our system is derived from standard
ule mining algorithms ( Breiman, 2001; Cohen, 1995; Fürnkranz &
liegr, 2015; Lavra ̌c, Fürnkranz, & Gamberger, 2010 ). The generated
andidates are optimized with heuristic search. A similar approach
as used by Ryan and Rayward-Smith (1998) , who hybridized
4.5 and genetic programming to improve scalability. Hybridiza-
ion of evolutionary algorithms is studied more deeply by Grosan
nd Abraham (2007) . Another influence for our approach was the
shooting” procedure for multi-objective optimization ( Benson &
ayin, 1997; Wagner, Beume, & Naujoks, 2007 ). Further inspira-
ion was ROCCER’s approach of constructing a convex hull in ROC
pace ( Prati & Flach, 2005 ). 
We apply our mining approach for prediction in software en-
ineering. Over the last two decades, defect prediction and other
pplications of data mining in software engineering have become
ast research areas. Literature surveys ( Hall, Beecham, Bowes, Gray,
 Counsell, 2012; Hosseini, Turhan, & Gunarathna, 2018; Radjen-
vi ́c, Heri ̌cko, Torkar, & Živkovi ̌c, 2013 ) provide an overview of this
rea. 
. Problem statement 
We will now state the mining problem more abstractly. Con-
ider a problem, like the review remark prediction problem intro-
uced above, in which an action (e.g., noting a review remark) may
e caused/triggered by several instances. One instance can be the
ause of one, several, or no action. Checking or otherwise process-
ng a potential cause costs effort, and the goal is to minimize the
otal effort while still triggering the actions. We want to solve this
roblem by predicting which instances to select to spend the ef-
ort on. Fig. 2 illustrates such a situation. The instance I2 is a cause
or both actions A1 and A2. Other sufficient, but sub-optimal com-
inations of instances such that causes for both A1 and A2 are
dentified would be I1 and I3, and I1 and I4. We call identify-
ng an instance as a cause of an action a positive prediction and
ot identifying an instance as a cause a negative prediction. As our
xample shows, there may be multiple combinations of instances
here the identification would lead to the same actions. Further-
ore, we assume that domain experts who are responsible for the
ctions want to understand the reasoning behind predictions and
o not simply accept the predictions as true. If domain experts un-
erstand the reason for a prediction, but disagree, they should be
ble to modify the prediction model. Thus, the problem we want
o solve has the following properties: 
• Minimize the number of positive predictions (i.e., predicted in-
stances) while still covering (nearly) all actions. 
• Account for the relationship between actions and instances. 
• The model is understandable and modifiable by domain ex-
perts. 
Our problem is a binary classification problem. There are many
ays to describe hypotheses for the classification of objects, e.g.,
hrough support vector machines, neural networks, regression
unctions like logistic regression, and rules. Of these approaches,
ules have the advantage that they are easy to interpret and mod-
fy by humans. Within this article, we focus on rules described as
oolean expressions written in the disjunctive normal form (DNF),
.e., 
 1 ∨ . . . ∨ C p (1) 
here C k = c k, 1 ∧ . . . ∧ c k,q k with k = 1 , . . . , p are conjunctions over
tomic conditions. Every boolean expression can also be described
4 T. Baum, S. Herbold and K. Schneider / Expert Systems with Applications: X 8 (2020) 10 0 040 



























































































a  as a DNF. Another popular way to describe decision rules through
boolean expressions is decision trees ( Witten et al., 2011 ). Deci-
sion trees have equal expressive power to DNFs. Although it is eas-
ier for humans to use decision trees when evaluating them for a
specific data point ( Huysmans et al., 2011 ), we assume that DNFs
are preferable for understanding: In an unordered set of conjunc-
tions, each conjunction can be treated as an independent nugget
of knowledge. In contrast, a node in a decision tree has to be in-
terpreted with all previous nodes in mind, and the class is only
known when reaching a leaf node. Moreover, there is a high re-
dundancy in the way conjunctions are encoded in decision trees,
which leads to overhead in the effort spent to understand them in
detail. 
For a given training set X over a feature space F with labels Y
such that X = { x 1 , . . . , x m } ⊂ F = R n 1 × Z n 2 and Y = { y 1 , . . . , y m } ∈
{ 0 , 1 } m , rule mining algorithms try to find a DNF that postulates
logical rules of the instances x i ∈ X of the form x i,j ≤ A (only for
j ≤ n 1 , i.e., numeric features), x i,j ≥ A ( j ≤ n 1 ), x i, j = A, or x i,j 	 = A for
constants A ∈ R . Thus, such rule mining algorithms determine a hy-
pothesis 
h : F → { 0 , 1 } (2)
such that h is a DNF of atomic conditions over the feature space F .
The problem with learning DNFs is that the search space is huge.
Thus, a strategy to search for DNFs that yield good results is re-
quired. One of the most popular algorithms for mining of rules
is the RIPPER algorithm ( Cohen, 1995 ). The algorithm first greed-
ily creates rules: new atomic conditions over features are added
by using information gain as the criterion for the feature selec-
tion until no negative examples are covered. This process leads to
overly complex DNFs that overfit the data. To counter overfitting,
the DNFs are pruned such that the ratio t p− f p 
t p+ f p is optimized. This
algorithm efficiently searches for good conjunctions given that pos-
itive and negative examples are equally important for the use case.
Although it is possible to use RIPPER for our problem, several lim-
itations are likely to degrade the performance for the prediction
task. We discuss these limitations of RIPPER in the following sec-
tions and use this to outline the requirements on an algorithm to
solve our problem in greater detail. We note that while we dis-
cuss the problems for RIPPER, the problems for other approaches,
e.g., based on decision tree learning (C4.5, PART, CART) would be
similar. 
A drawback of DNFs is that they can be inefficient, i.e., needing
complex rules to describe simple concepts. Based on the intuition
that it might be easier to express the opposite concept in such a
case, we use a combination of two formulae in disjunctive normal
form: one for rules that describe elements that should be covered
and one for elements that should be excluded. 
(C incl 1 ∨ . . . ∨ C incl p ) ∧ ¬ (C excl 1 ∨ . . . ∨ C excl p ′ ) (3)
This notation is equally expressive as DNFs but allows that cer-
tain rules can be written more concisely as negations. To accountor this difference to normal DNFs, we use the term ruleset to re-
er to this in the following. Moreover, we use the term rule as a
ynonym to a single conjunction C in the model. 
.1. Multi-objective rule learning 
For domain-specific use cases, there is a cost associated both
ith false positive predictions and false negative predictions. These
osts can be modeled in a cost function cost ( h, X, Y ) that estimates
he costs using labeled data. For the remainder of this paper, we
ssume without loss of generality that cost functions should be




cost(h, X, Y ) . (4)
n general, use cases might have multiple competing cost objec-
ives, e.g., minimizing the time to market and minimizing the costs
f the development. This leads to a multi-objective optimization
roblem of the form 
in 
h 
(cost 1 (h, X, Y ) , . . . , cost o (h, X, Y )) (5)
Usually, there is no single solution that is optimal for all cost
unctions. Therefore, we consider Pareto optimal solutions instead,
.e., solutions that are not dominated by any other solution. One
olution h dominates another solution h ′ if cost ( h, X, Y ) ≤ cost ( h ′ , X,
 ) for all cost ∈ { cost 1 , . . . , cost o } and there exists at least one cost
unction cost ∈ { cost 1 , . . . , cost o } such that cost ( h, X, Y ) < cost ( h ′ , X,
 ). While it is certainly possible to use RIPPER and afterward cal-
ulate cost functions, the algorithm itself ignores the cost functions
uring the training. It would be possible to modify the growing
nd pruning criteria to account for a single cost function directly.
owever, RIPPER cannot easily be modified to determine Pareto
ptimal solutions in a multi-objective setting. 
For our use case, we have three types of cost functions: (1) cost
unctions for the estimation of the effort spent by domain experts
o act on predictions of the decision support system, (2) cost func-
ions for the number of actions not covered, and (3) costs for the
ognitive complexity of understanding the rules. The exact defini-
ions of our cost functions will be given in Section 6.3 . 
.2. Relationships between instances 
Another property of RIPPER is that the label of an instance only
epends on the instance itself, not on other instances. When the
nstances are independent given the class label, this is not a prob-
em. However, this is not the case for our type of problem. In-
tead, as stated at the start of this section, our labels can be ex-
lained by multiple instances at the same time: They form groups
¯
 1 ⊂ X, . . . , X̄ m̄ ⊂ X such that all instances in X̄ i have the same ac-
ion for the positive labels of the instances ( Fig. 2 ). To identify the
ctions, it is sufficient to identify one instance of X̄ through a rule.i 





















































































1 hus, an action X̄ i is correctly identified if h (x ) = 1 for at least one
 ∈ X̄ i . For simplicity, we use the notation h ( ̄X i ) = 1 for identified
ctions and h ( ̄X i ) = 0 for missed actions. To minimize the effort for
ownstream analysis of identified instances, it would be optimal to
dentify only one instance x ∈ X̄ i , instead of all instances with posi-
ive labels (i.e., a ‘set cover’). Moreover, an instance x ∈ X can be the
ause of multiple actions, i.e., x ∈ X̄ i 1 ∩ X̄ i 2 . Thus, the effort can be
educed further by selecting instances that are the cause of many
ctions. There is no way to modify RIPPER to account for this rela-
ionship without completely changing the algorithm. 
.3. Feedback 
For our problem, domain experts must not only be able to un-
erstand the generated hypothesis but also to modify it with feed-
ack. Although they certainly could modify DNFs produced by RIP-
ER, the implications of these modifications for the performance
ould be unclear. To solve the problem, the learning should di-
ectly interact with domain experts and allow for the following: 
• Definition of rules by domain experts that must be part of the
hypothesis. 
• Definition of atomic conditions or rule patterns that must not
be part of the hypothesis. 
• Analysis of the impact of manual modifications of the hypothe-
sis on the Pareto front. 
This interaction should be iterative and allow users to modify
he manually defined conditions and get feedback about the re-
ults at any time. Please note that these interactions are different
rom active learning ( Settles, 2009 ): In active learning, domain ex-
erts may also interact with the algorithm, but only by labeling in-
tances on-the-fly. In our case, labeled instances are available and
he domain experts can directly modify the generated rules. 
. The GIMO algorithm 
As we discussed in Section 4 , current state-of-the-art rule min-
ng algorithms cannot be used to solve the interactive set cover
roblem we encountered. To address all requirements we have on
he algorithm, we combined ideas from different approaches to de-
ign a “GRASP-based Interactive Multi-Objective” (GIMO) rule min-
ng algorithm. 
• We use the metaheuristic search algorithm GRASP-PR ( Resende
& Ribeiro, 2016 ) as the foundation for our work. 
• We use established concepts from Multi-Objective Evolutionary
Algorithms (MOEAs) for our extension of GRASP-PR, especially
from MSOPS ( Wagner et al., 2007 ). 
• We use separate-and-conquer rule learning ( Fürnkranz & Kliegr,
2015; Janssen & Fürnkranz, 2010 ) to generate new candidates
for rules to seed the metaheuristic search. 
• We adopt a randomized sampling of instances and features
similar to random forests ( Breiman, 2001 ) to generate new
rules, to avoid locally optimal solutions for generated rules. 
• We enable constraint-based data mining ( Han et al., 1999 ) by
allowing users to restrict the search space interactively. 
.1. Overview of GIMO 
Fig. 3 shows a general overview of GIMO. Like GRASP-PR, the
lgorithm consists of three main steps: 
1. randomized and greedy generation of candidate rulesets
( Section 5.2 ); 
2. optimization of rulesets by local search ( Section 5.3 ); and 
3. combination of rulesets through path relinking for further im-provement ( Section 5.4 ). However, unlike in standard GRASP-PR, the steps are exe-
uted by one or several concurrently working processes (mining
hreads). 1 Each mining thread runs in an infinite loop in which it
rocesses work packages from a queue of work items. Such a work
ackage is a combination of a ruleset and a task that needs to be
one with that ruleset, e.g., a newly created ruleset that now needs
o be optimized by local search. When there is no open work, a
ining thread generates new items, or it tries to improve exist-
ng solutions further. A second difference to standard GRASP-PR is
hat our algorithm works on a Pareto front of solutions and takes
he multi-objective nature of the problem into account. This Pareto
ront is kept as a shared data structure, which is updated every
ime a new ruleset is evaluated. 
The algorithmic design with parallel mining threads that com-
unicate over a shared data structure allows that the algorithm
uns in the background of a web-based graphical user interface.
hereby, it enables interactive feedback by domain experts at any
ime, instead of having to wait hours for an algorithm to finish. The
ata structure that keeps the current Pareto front and the queues
ith open work items will be called “blackboard”, because it is
onceptually similar to blackboard algorithms ( Buschmann, Meu-
ier, Rohnert, Sommerlad, & Stal, 1996 ). With the mining threads
unning in the background, the user can explore the best rules
ound so far without the need to wait for a mining job to com-
lete. This is the foundation for interactive feedback from the user
o the mining threads, which will be discussed in Section 5.6 . 
The appendix of this article contains pseudo-code descriptions
or the algorithm’s main parts. The pseudo-code for the mining
hreads’ main loop is shown in Fig. B.5 in the appendix. Further-
ore, the full source code of the system is available ( Baum, Her-
old, & Schneider, 2018c ). 
.2. Rule set generation 
One key component of GRASP heuristics is a randomized and
reedy heuristic to generate new solutions that will be optimized
y the other parts of the algorithm. We combine the concepts
f separate-and-conquer rule learning ( Janssen & Fürnkranz, 2010 )called mining agents in our implementation. 

















































































































c  with the sampling strategy from random forests ( Breiman, 2001 ) to
generate candidate rules. GIMO’s rule generation has the following
random components: 
• a random subset of features (random subspace
method Ho, 1998 ); 
• a random subset of instances; 
• a random integer for the maximum number of rules in the rule-
set; and 
• a randomly selected search bias function for the greedy top-
down rule search. 
The random selection of instances includes an undersampling
of the majority class to treat a potential class-level imbalance in
the data. According to Janssen and Fürnkranz (2010) , precision,
Laplace, relative costs, and the m-estimate are good biases for
rule generation. Therefore, we use these as candidates for the ran-
dom selection of search biases. In addition, there is a small but
non-zero probability of choosing a random atomic condition. Thus,
the randomization is biased towards “good” rules according to the
separate-and-conquer learning but allows any possible ruleset on
the data. 
The search bias for the rule generation ignores the relationship
between instances, i.e., that multiple instances can be the cause for
the same action, so that generated rules may be sub-optimal for
cost functions that take this relationship into account. Therefore,
we include the set cover relationship indirectly in the input for the
separate-and-conquer algorithm. We achieve this by re-calculating
the binary class labels required by the separate-and-conquer algo-
rithm. Specifically, we use a randomized greedy heuristic for the
NP-complete set cover problem ( Skiena, 1998 ) to determine a set
cover X ′ ⊂ X for X̄ 1 , . . . , X̄ m̄ . We then use labels Y ′ instead of Y as
input for the separate-and-conquer algorithm such that y ′ 
i 
= 1 if
x i ∈ X ′ and y ′ i = 0 otherwise. This way, candidate rules are directly
created for set covers. The randomized nature of the set cover
heuristic is consistent with the remainder of the design of our al-
gorithm and should prevent local optima. 
An additional caveat of the ruleset generation is that the rule-
set syntax requires two sets of rules, one for inclusion and one for
exclusion of instances. Because the rulesets are optimized by the
subsequent parts of the algorithm anyways, we create the two sets
of rules independently of each other. The local search and the path
relinking are responsible for removing redundancies. The algorithm
for the generation of rulesets that implements the above concepts
is outlined in Fig. B.6 in the appendix. 
5.3. Local search 
The basic structure of the local search is that of a steepest
descent hill climbing meta-heuristic ( Russell & Norvig, 2009 ): A
neighborhood of the current ruleset is searched for the ruleset
with the largest improvement. The procedure is iterated with this
best choice until no further improvement is possible. The local
search is performed for each ruleset that is randomly generated as
a candidate, so it can be seen as a random-restart strategy to avoid
locally optimal results. We modified the heuristic to be suitable for
a multi-objective cost function. The local search keeps a Pareto set
of visited rules, which forms the result at the end of the search.
This Pareto set is based on the cost vector, i.e., the cost values for
the different objectives. The search itself is guided by a target func-
tion that maps a cost vector into a single numeric target value.
Commonly, this ‘collapsing’ is a linear combination of the costs.
Since the target function does not affect the calculation of the cost
vector, the Pareto front is independent of the target function. In
each iteration, the algorithm moves to the best neighbor, i.e., the
neighbor with the smallest target function value. The search can
encounter a plateau where the target function value stays the samen the best case. It then moves to one of these neighbors with an
qual target value. Such a ‘plateau move’ is only performed a lim-
ted number of times and only to neighbors that could at least be
dded to the Pareto set. In this case, the Pareto set has a role sim-
lar to the tabu list in tabu search ( Glover, 1989 ) and ensures that
nce visited solutions will not be revisited to avoid redundantly
earching the same parts of the solution space multiple times. 
To reduce the size of the neighborhood and, therefore, reduce
he time needed for the search, the search alternates between two
estricted types of neighborhood. In the ‘rule adding’ neighbor-
ood, the neighbors are determined by adding a candidate rule to
he current ruleset. In the ‘rule adjusting’ neighborhood, the rule
hat was added last to the ruleset is adjusted: an atomic condi-
ion is removed, the value of a numeric comparison is changed
o the nearest split point, or a random atomic condition is added.
earch in the ‘rule adjusting’ neighborhood is kept up as long as
n improvement is found, then ‘rule adding’ is tried for one itera-
ion again. This strategy is similar to the iterative greedy strategy
f RIPPER, except that we do not modify the rules with the best
ocal change, but with a randomized strategy that is evaluated us-
ng a cost function for Pareto optimality. A pseudo-code version of
he algorithm can be seen in Fig. B.7 in the appendix. 
.4. Path relinking 
Often, the singular rules in a ruleset are mostly independent
f each other. Therefore, it is likely that they complement each
ther so that combining two good rulesets will lead to another
ood ruleset. In the GRASP literature, this process of combining
olutions is called path relinking ( Resende & Ribeiro, 2016 ). Path
elinking begins by determining the difference between two rule-
ets, the start and end ruleset. The difference can be regarded as a
ollection of independent adjustments ‘add rule X’ or ‘remove rule
’ that move the start ruleset closer to the end ruleset. Beginning
t the start ruleset, the algorithm looks for a good adjustment to
pply next, applies it, and iterates until the end ruleset is reached.
n this process, every visited candidate is compared to the Pareto
ront and added if possible. 
Like for other parts of GIMO, the decision what a ‘good adjust-
ent’ is depends on a target function that collapses the cost vector
nto a single target value. To restrict the number of full evalua-
ions, the mining thread does not look for the best adjustment but
tops the search as soon as it finds one that improves upon the
tart value. Ideally, the start ruleset should already have a good
arget function value. When none of the adjustments leads to an
bsolute improvement, the algorithm picks the least bad adjust-
ent and uses Pareto dominance when breaking ties for equal tar-
et function values. Pseudo code for the algorithm can be seen in
ig. B.8 in the appendix. 
.5. Respecting relationships between instances 
Except for the preprocessing step during rule generation, we did
ot yet mention how to solve our problem that there is a relation-
hip between instances, i.e., that the instances are not indepen-
ent given the class label ( Section 4.2 ). Due to the meta-heuristic
esign, the algorithm can be easily enabled to take these relation-
hips into account by adding appropriate cost functions: The value
f the cost function needs to decrease if and only if one instance
hat is the cause of an action is covered and if no other instance
hat is related to that action is already covered. We achieve this by
ounting the actions that are covered by the rules 
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Fig. 4. Screenshot of the web UI’s main view. (1) Text field with the ruleset currently navigated to or entered by the user, (2) Action menus for interactive feedback and data 
analysis, (3) evaluation results of currently shown ruleset, with buttons to navigate the Pareto front along the target functions, (4) summary information about the current 



























































2 To improve responsiveness, the treatment of user-generated and thread- 
generated rulesets differs in the details; see the system’s source code ( Baum et al., 
2018c ). his objective is an adoption of the concept of classification errors
o the problem of actions that are sets of related instances. The
ajor drawback of this cost function is the computational effort
equired to determine which actions are covered by the current
ules. 
.6. Interactive feedback for the algorithm 
Our algorithm already addresses most requirements we formu-
ated as part of the problem statement in Section 4 . However, we
ave not yet detailed how domain experts can interact with the
ule mining algorithm, i.e., we have not yet addressed the prob-
em described in Section 4.3 . The data mining system allows users
o give interactive feedback to the algorithm through a web-based
raphical user interface (GUI, Fig. 4 ) in four different ways: by
hanging the target function for the search; by providing rulesets
o consider; by restricting the rule search space; and by reducing
he size of the Pareto front. This feedback can be given at any time
f the execution of the mining algorithm due to the parallel min-
ng threads that perform the mining tasks. 
Changing the target function In several parts of the algorithm,
he multi-dimensional cost vector needs to be transformed into
 single numeric target value. This single number is used to se-
ect the best element when hill-climbing during the local search,
s well as during path relinking. It is also used to pick a decent
ule as a foundation for further search and generation. Initially, this
arget function returns the precision of the ruleset. The user can
hange it to another function to try out other optimization biases
t any time. This can be useful to try out different cost factors. Ad-
itionally, results from MSOPS ( Wagner et al., 2007 ) indicate that
witching between different target functions leads to a better ap-
roximation of the Pareto front. Providing rulesets The user might have an idea for a good rule,
.g., based on her domain knowledge or based on an earlier rule.
he can try it out via the user interface. Such a user-provided rule-
et is treated similarly to a ruleset generated by a mining thread:
f the ruleset is Pareto-optimal, the system adds it to the Pareto
ront. Moreover, it is added to the mining threads’ work items for
urther optimization by local search and path relinking. 2 
Restricting the rule search space Providing rulesets allows users
o suggest solutions to the mining algorithm. However, there are
ases where domain experts want to enforce rule constraints, too,
.g., because parts of rules violate domain expertise. Such feed-
ack can be incorporated into the mining process by restricting
he search space. One possibility is to reject rules or patterns of
ules, for example, all rules with a specific combination of atomic
onditions, all rules that compare a numeric feature in a direc-
ion deemed invalid, or even all rules using a particular feature.
nce the restrictions are in place, the generation algorithm will
ot create rules that violate the restrictions anymore. Furthermore,
ll rules that are now forbidden are removed from the Pareto front.
Restricting the search space in the opposite way is also possi-
le: The user can mark a rule as “accepted”. This will make the
ule appear in every ruleset that is created. Furthermore, the rule
s added to all already existing rulesets on the Pareto front, and
he combined rulesets are re-evaluated. 
It is also possible to undo these restricting actions. To be able to
uickly recreate rules that were once found but later declared in-
alid, invalid rules are cached in the background even after delet-
ng them from the Pareto front. 
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Table 1 
Summary of training and test data. 
Training data Test data 
Data collection timeframe March 2013 August 2018 
to July 2018 to November 2018 
Number of instances 703,706 26,968 
Number of actions 68,960 1,940 
MUST_BE instances 14,385 (2.0%) 617 (2.2%) 
CAN_BE instances 249,695 (35.5%) 7943 (29.5%) 
NOT instances 439,626 (62.5%) 18,408 (68.3%) 





































































































Reduction of Pareto front size When one or several mining
threads are running, they keep on creating new rulesets. After
some time, this can lead to a large number of rulesets on the
Pareto front. This increases the resource consumption of the sys-
tem. It can also hinder the interactive exploration of the rulesets,
especially if many similar rules are found. Many multi-objective
evolutionary algorithms restrict the number of solutions in the
Pareto front by eagerly removing solutions that are close to each
other in objective space ( Deb, Pratap, Agarwal, & Meyarivan, 2002 ).
Our system does not clean up eagerly but waits for the user to
ask for a clean-up. The user also specifies the number of rulesets
that shall be kept. By waiting for a user request, the “knowledge
nuggets” in the mined rules are kept as long as possible. Further-
more, the rulesets to remove are not selected by looking at their
distance in objective space, because it is easily possible for two
semantically different rulesets to have a similar cost vector. In-
stead, a fingerprint of the rulesets in terms of matched instances
is created by selecting a random subset of instances and record-
ing for each ruleset whether it matches or not. The ‘distance’ be-
tween two rulesets is the number of instances for which they dif-
fer. This distance is used with hierarchical agglomerative cluster-
ing ( Duda, Hart, & Stork, 2001 ) to pick one random rule per cluster
that will be kept. Additionally, the optimal rules according to the
possible target functions are always kept, too. 
6. Evaluation 
We evaluated GIMO on a real-world data set in the context of
review remark prediction. The details of the review remark predic-
tion study are out of the scope of this article and available sep-
arately ( Baum et al., 2018a ). Within this article, we focus on the
comparison between GIMO and existing approaches for the mining
of decision rules: the popular machine learning algorithms C4.5
decision trees ( Quinlan, 1993 ), RIPPER ( Cohen, 1995 ), and Meta-
Cost + RIPPER ( Domingos, 1999 ). 
6.1. Data 
We are not aware of any benchmark data set that is suitable
for the use case with a relationship between instances through
actions. Therefore, we use the same real-world data we used in
our prior study for this comparison. The instances in the data
are changes made to a software product, the actions are remarks
by reviewers. Statistical evaluation mechanisms like n-fold cross-
validation are not possible for interactive data mining because the
domain experts cannot repeat the tasks without being influenced
by previous trials. Therefore, we use a test set of unseen data that
was collected after the rules were created based on the training
data. Table 1 shows statistics about the training and test data. The
data contains 36 numeric and 15 categorical features. Based on
our definition of ‘actions’ ( Section 4 ), we have three classes of in-
stances as dependent variable: 
• instances that MUST_BE identified, because they are the only
instance causing an action. • instances that CAN_BE identified, because they are part of a set
of instances that are causes for an action. 
• instances that should NOT be identified, because they are not
responsible for any action. 
Another aspect of our data is that the instances can be parti-
ioned into ‘tickets’ (development tasks). In our case, a review is
erformed for all changes that were done in a ticket. Formally,
et T be the tickets. Each ticket t ∈ T is responsible for a subset of
he changes made, i.e., t ⊂ X . Moreover, each change part can only
elong to exactly one ticket, i.e., t ∩ t ′ = ∅ for all t, t ′ ∈ X . Finally,
here are no change parts without a ticket, i.e., 
⋃ 
t∈ T t = X . More-
ver, our actions are review remarks. Consequently, we can also
efine the tickets as the collection of the related remarks, i.e., t̄ ∈ T̄ 
uch that t̄ ⊂ X̄ with t̄ ∩ ̄t ′ = ∅ . The tickets are not directly related
o the rule generation. However, they are needed for the evaluation
f the domain-specific performance metrics in Section 6.3 , because
he reduction of review effort is also measured on a per-ticket ba-
is. 
.2. Evaluation strategy 
We compare GIMO with C4.5, RIPPER, and MetaCost + RIPPER.
e use the implementations provided by Weka ( Eibe, Hall, & Wit-
en, 2016 ). We optimize the confidence factor for the pruning of
he C4.5 tree with five-fold cross-validation and sampled values
etween 0.05 and 0.25 in intervals of 0.05. The optimal value is
.25. We set the minimal number of objects per leaf node to 143,
.e., at least 1% of the instances of the minority class MUST_BE. As
tated in the introduction, one of the benefits of GIMO compared
o classic cost-sensitive algorithms like MetaCost is that the cost
atrix does not need to be specified explicitly. For MetaCost, we
hose the cost matrix so that a misclassification that leads to a
issed review remark is 100 times as costly as a misclassification
hat leads to unnecessarily reviewing an instance. 
Neither C4.5 nor RIPPER can account for the set cover relation-
hip between actions and instances. This relationship is only rele-
ant for the CAN_BE instances, as they do not lead to a clear binary
abeling, but require one object from a grouping to be predicted.
e use two options to deal with this: (1) train a binary model in
hich every instance that is responsible for any action is labeled
s positive, which means that the MUST_BE and the CAN_BE in-
tances are merged; and (2) train a multiclass model with all three
lasses and merge the classes MUST_BE and CAN_BE after the clas-
ification. We trained both variants, i.e., binary models RIPPER_2,
4.5_2, and MetaCost_2, as well as multiclass models RIPPER_3,
4.5_3, and MetaCost_3. Additionally, we evaluate the impact of
he manual interaction on the rules by the domain experts. To this
im, we use our GIMO approach without any manual interactions
nd refer to this as GMO in the following. 
.3. Performance metrics 
Since GIMO is designed to be directly tailored to the require-
ents of domain experts, we did not use standard performance
easures like accuracy, the F1-Measure or Matthews Correlation
oefficient for the evaluation of our approach. Instead, we used cri-
eria that directly fit the domain requirements: minimize instances,
hile maximizing the identified actions. Additionally, the complex-
ty of the rules is also relevant in an interactive scenario, as do-
ain experts must be able to interpret the rules on-the-fly. This
eads to six relevant performance metrics based on the interaction
ith domain experts in the use case: 
1. Minimize miss = ∑ t̄ ∈ ̄T 
∣
∣{ ̄X ∈ t̄ : h ( ̄X ) = 0 } ∣∣ log ( | ̄t | +1 ) | ̄t | . 
2. Maximize gain = |{ x ∈ X: h (x )=0 }| | X| . 
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Table 2 
Performance metrics on the test data. 
Objectives to minimize Objectives to maximize 
Algorithm | C | FC miss gain wgain tgain 
GIMO 40 17 1.3% 51.9% 23.2% 25.2% 
GMO 184 24 0.9% 23.3% 5.0% 3.5% 
RIPPER_2 342 25 35.4% 53.0% 41.3% 56.1% 
RIPPER_3 200 17 32.5% 52.5% 38.2% 50.8% 
C4.5_2 151,084 39 19.2% 52.9% 56.1% 39.5% 
C4.5_3 63,872 38 34.1% 48.6% 46.3% 38.3% 






































































































3 We also apply the logarithm to the misses per ticket, but this does not im- 
pact the difference. Additional results without the log transformation can be found 
in ( Baum et al., 2018a ). 3. Maximize wgain = x ∈ X: h (x )=0 weight(x ) ∑ 
x ∈ X weight(x ) 
. 
4. Maximize tgain , i.e., the 20% trimmed mean ( Wilcox, 2011 ) over
all tickets T of the gain per ticket |{ x ∈ t: h (x )=0 }| | t| . 
5. Minimize | C |, i.e., the number of atomic conditions c of the rule
C. 
6. Minimize FC , i.e., the number of features used by the rules. 
The first metric measures how well the actions are identi-
ed per ticket, i.e., the remarks per ticket. We use the logarithm
ecause otherwise, tickets with many remarks would be over-
epresented in the metric. The second and third objectives mea-
ure how much the effort is reduced with respect to the predicted
nstances. The third metric takes into account that the effort per
nstance is not necessarily the same. In our use case, the effort is
irectly related to the lines of code that must be reviewed, which
re our weights for the instances. The fourth metric measures the
educed effort per ticket as the trimmed mean of the gain per
icket. The trimmed mean ensures that this is not dominated by
utlier tickets with many or very few remarks. The fifth measure
s the length of rules, as each atomic condition must be processed
nd understood by a domain expert. Rules with fewer conditions
re easier to process and, therefore, preferable. The sixth criterion
ses this intuition for the number of features that are used. Every
eature that is used by the rules must be understood by the do-
ain expert. If fewer features are used, this reduces the burden on
he domain experts. 
.4. Results 
Table 2 shows the results of the algorithms on the test data.
he results show that the rule set that was created by GIMO that
ncludes the developer feedback is smaller than most others. It has
nly 40 conjunctions using 17 of the features. Especially for the
umber of conjunctions, this is far smaller than the others. GMO
s the next smallest with 184 conjunctions in the ruleset. The C4.5
ecision trees are very verbose and lead to many different rules.
he problem is that due to the amount of data, there is strong
upport for many decisions. Both variants of MetaCost led to the
rivial rule “review everything”, which means no misses but also
o gains. 
For the missed actions, GIMO performs second best with 1.3%
issed actions and is only outperformed by GMO which misses
.9% of the actions. Thus, both the interactive and non-interactive
ariants of our approach are very good at identifying the actions.
IPPER and C4.5 both perform worse regarding this metric with
erformance values between 19.2% and 34.1%. 
Regarding the gain without weighting, all algorithms except for
MO lead to similar results with values between 46.3% and 53.0%.
MO only achieves a gain of 23.3%. If we use the weighting, this
hanges a bit. RIPPER and C4.5 save most effort if weighting is
sed, i.e., between 38.2% and 56.1%. GIMO still saves 23.2%, GMO
nly 5.0%. If we consider the 20% trimmed mean of the gain pericket tgain , we observe by far the largest relative difference to gain
or GMO, which drops from 23.2% gain to only 3.5% tgain . This in-
icates that GMO mostly saves effort by ignoring changes for a few
ery large tickets, but does not save effort in most cases. This limits
he usefulness of GMO in a real-world scenario, as savings would
nly occur sporadically. A likely cause is overfitting of GMO, which
nly uses precision as the target function. Overfitting is countered
y the manual interactions with GIMO. 
Overall, GIMO is among the best algorithms for most perfor-
ance metrics. We further observe that the interactive feedback
rovided by domain experts was very helpful for the overall result,
.e., at the cost of very few missed actions, there was a big gain
n the saved effort. We also observe that standard rule mining sys-
ems like RIPPER and C4.5 are not able to accurately discover ac-
ions, i.e., the relationship between instances must be known for
he identification of good rules. 
.5. Threats to validity 
We identified several threats to the validity of our results. The
eneralizability of our findings is questionable, because we only
sed a single data set for our experiments. While we believe that
here are other use cases that have a similar relationship be-
ween instances, we have no data from such an additional use
ase. Because the interactive elements of GIMO require interac-
ion with domain experts, we also cannot mitigate this problem
sing simulated data. Moreover, we only compared GIMO to its
on-interactive variant GMO, and to three rule miners from the
iterature: RIPPER, C4.5 rules, and MetaCost + RIPPER. Other al-
orithms may perform better in our context. However, the liter-
ture suggests that there are no major performance differences
etween standard rule miners ( Rijnbeek & Kors, 2010; Rückert &
aedt, 2008 ), i.e., we would expect that the result may be slightly
ifferent, but without an impact on our conclusions. The results
ay also change if different performance criteria are used. How-
ver, the biggest advantage of GIMO is in the miss criterion, which
s the false negative rate adopted to our scenario with relations be-
ween instances. 3 Thus, it is likely that other use cases with such
ata have similar performance criteria. Our case study design does
ot allow us to distinguish the exact causes of GIMO’s success, e.g.,
hich interactions exactly were responsible for GIMO outperform-
ng GMO. 
Interpretability of the found rulesets is an important concern in
ur study. With 17 features and roughly 40 conditions, one might
sk whether the GIMO ruleset is still too complex. On the other
and, due to the multi-objective nature of our approach, the do-
ain experts could have easily chosen a simpler ruleset. Because
hey did not do so, we consider this threat under control. The
ighly structured form of the rulesets and the interactive features
f the UI might have contributed to ease understanding. 
. Future work and conclusions 
The current implementation of GIMO ( Baum et al., 2018c ) is
pplication-specific, but many of the concepts are not. Further-
ore, the concepts are separable to some degree: The mining al-
orithm is independent of the system’s exploration features; the
lgorithm does not depend on the specifics of the evaluation func-
ion (albeit some design choices could have been different if the








































evaluation of a ruleset was less time-consuming); and in the over-
all approach as depicted in Fig. 3 , it would even be possible to re-
place rulesets with other human-understandable models that allow
fine-grained feedback (i.e., “decomposable” models, ( Barredo Ar-
rieta et al., 2020 )). By adjusting the implementation’s architec-
ture to reflect this separability, the approach would be more eas-
ily reusable by other researchers. Alternatives for parts of the al-
gorithm could be studied independently, e.g., an alternative rule
generator based on association rules, similar to ROCCER ( Prati &
Flach, 2005 ). It could be possible to devise adapters to data min-
ing suites like Weka ( Witten et al., 2011 ), which already contains
simple user-driven classifiers. 
In its current form, GIMO can be used for binary classifica-
tion that respects set covers. We are working on a general-purpose
version for multi-class problems. It is available online 4 , but has
not yet been tested in a real-life setting. Besides, the GIMO algo-
rithm contains multiple options for tweaking, like the probability
of generation versus perfection in the mining thread’s main loop,
or the strategy for choosing rulesets to optimize and combine. So
far, we only studied these options for our application area. Future
work could systematically determine which variants are best under
which conditions. 
GMO used precision as a fixed target function. The bad results
for GMO on the test data indicate overfitting. Future work could
analyze whether using a different tar get function or automatically
rotating target functions leads to more robust results. 
The explainability of opaque models, like deep neural networks,
is heavily researched at the moment. One approach is to build
a simplified human-understandable model that approximates the
original model. As the right balance between understandability
and approximation quality is of prime importance here, our multi-
objective user-informed approach could be useful. 
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None. 4 https://github.com/tobiasbaum/GIMO-m/ ppendix A. Notations 
Mathematical notations used in this article, for reference: 
• m : number of instances 
• n 1 : number of numeric features 
• n 2 : number of nominal features 
• n = n 1 + n 2 : number of features 
• F = R n 1 × Z n 2 + feature space with R the real valued numbers
and Z + the positive integers. 
• X = { x 1 , . . . , x m } ⊂ F: instances described by features 
• Y = { y 1 , . . . , y m } ∈ { 0 , 1 } m : labels 
• X̄ i : actions as a subset of X such that the instances in X̄ i are all
causes for an action. 
• m̄ : number of actions 
• X̄ all : all actions; X̄ all = { ̄X 1 , . . . , X̄ m̄ } 
• T : tickets as a partition of the set X , i.e., for all t , t ′ ∈ T : t ∩ t ′ =
∅ and ⋃ t∈ T t = X . 
• Upper case C : conjunction 
• Lower case c : atomic boolean condition 
• h : hypothesis/classifier calculated by a learning algorithm 
• cost ( h, X, Y ): cost function for the evaluation of the quality of a
hypothesis h on labeled data X with labels Y 
• o : number of cost functions in multi-objective problem 
• p : number of conjunctions in a DNF (disjunctive normal form) 
• q : number of atomic conditions on a conjunction 
• Ruleset: a disjunctive normal form 
• Rule: a single disjunction C 
• tp, tn, fp, fn : true/false positive/negative 
ppendix B. Pseudo-code descriptions of the algorithm 
This appendix contains pseudo-code descriptions for the main
arts of the algorithm: Its main loop ( Fig. B.5 ), the greedy gen-
ration of rulesets ( Fig. B.6 ), the local search for improved rule-
ets ( Fig. B.7 ), and the combination of rulesets with path relinking
 Fig. B.8 ). 
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Fig. B5. Pseudo code for the mining thread’s main loop (simplified; see Baum et al., 2018c for full source code). 
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Fig. B6. Pseudo code for the generation of new rulesets (simplified and not including the set cover heuristic; see Baum et al., 2018c for full source code). 
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Fig. B7. Pseudo code for local search (simplified; see Baum et al., 2018c for full source code). 
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