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Abstract-In this paper we study the dynamics of a conlinuously fed chemical reaction tank in which a 
biological organism promotes the chemical reaction. The mathematical model proposed takes the age 
structure of the organism into account. An analytic procedure is used to compute the critical parameter 
ranges which lead to limit cycle oscillations of the population of the organism. Computer simulations are 
then used to confirm the shape of some of the limit cycles. 
INTRODUCTION 
In this paper we consider the dynamics of a continuously fed chemical reactor in which a 
biological organism promotes the chemical reaction. An example of such a system is a 
continuous fermentation reactor in which a yeast population converts sugar into alcohol. 
Our particular interest is in identifying the conditions which lead to persistent periodic 
variation in the size of the biological population. Two disparate groups of scientific researchers 
have studied aspects of this problem: chemical engineers and population biologists. In the next 
two paragraphs, the two streams of research which lead to the present work are surveyed. 
Finn and Wilson[ 11 reported observing persistent oscillations with a period of about two 
hours for both the chemical and biological components in a continuous fermentation reactor. To 
explain this behavior, the authors propose a logistic mathematical model in which a discrete 
time delay was included. Such models are known to yield cyclic solutions for appropriate 
choices of the governing parameters. However, there is no obvious origin for the discrete time 
delay within the physical system. Various other investigators[2-4] report damped oscillations 
with periods ranging from about one hour to about one day. Sinclair et al.[5] argue that the 
short period oscillations are an artifact of poor sampling techniques or external forcing. Related 
work by Erle, Mayer and Plesser[6] analyzes limit cycle behavior of enzyme catalyzed 
reactions; however, their model does not explicitly consider a biological component. Thompson 
and Chiang[7] reinterpreted the earlier results of Finn and Wilson by means of a mathematical 
model which accounts for age structure in the biological population. These authors, however, 
restrict the mortality and fertility rates to be independent of population size. These choices 
eliminate the possibility of self-excited oscillations given that the fertility is a smooth furiction 
of age. Thompson and Chiang ultimately consider what in mathematical parlance is called 
neutral stability and then discuss the dependence of solutions on initial conditions. Since the 
paper by Thompson and Chiang contains a good survey of other related work, this will not be 
repeated here. 
Gurtin and MacCamy[8] introduce a moment echnique which allows the partial differential 
equation describing the age density of a biological population to be converted into a set of 
coupled, nonlinear, ordinary differential equations given that certain conditions are met. They 
then go on to analyze several example problems and finally conjecture that given reasonable 
forms for the mortality and fertility as functions of total population size, persistent, self-excited 
oscillations are not possible. Our analysis demonstrates that this conjecture is incorrect. 
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THE MATHEMATICAL THEORY 
Consider a well mixed reaction vessel in which a biological population is living. A reagent 
stream free of the biological organisms flows into the tank and a product stream with the same 
composition as within the tank flows out. In general, the outflow stream will contain both living 
and dead organisms. The mortality function will be defined so that it accounts for both natural 
mortality and elimination by being carried out in the effluent stream. 
The population reproduces either by cell division or else sexually, in which case the model is 
assumed to refer only to females, with males present but not counted. The mathematical 
description of the dynamics of such a population is well known and will be reproduced without 
undue detail. The governing equations, which are called either the McKendrick or the von 
Foerster equations, are:t 
PA% 0 + pt(4 0 + pCL(a, PmJ(a, 0 = 0 
where p(u, t), the age density, is the number of organisms of age a at time t; B(t) is the birth 
rate; P(t) is the total population; ~(a, P) is the mortality function and ,B(u, P) is the fertility 
function. 
If an initial age density is specified along with the functions I_L(U, P) and P(a, P) (a 2 0 and 
P SO), these equations can be solved for p(u, t) formally along characteristics. This solution 
demonstrates that a knowledge of P(t) and B(r) is sufficient o determine the complete age 
density. (For details, see Gurtin and MacCamyB].) 
We proceed for the duration of this paper to look at the special situation which results when 
it is assumed that 
~.(a, PI = p(P) and P(u, P) = p(P) exp (- (YU) :a>o. (2) 
When this assumption is made (1) can be converted into a pair of nonlinear ordinary differential 
equations by multiplying the partial differential equation by the weighting functions unity and 
exp (- au) and integrating with respect to age from zero to infinity. The details of this 
procedure can also be found in the paper by Gurtin and MacCamy[S]. The resulting equations 
are:f 
;= - p(P)P + P(P)G 
;=[-p(P)+p(P)-a]G 
(3) 
where 
G(t) = I m exp ( - aa)p(u, t) da = B(t)/P(P). 0
We take (3) as the starting point of our analysis. We note that since the mortality function 
includes the effect of organisms being removed in the effluent stream, the elimination of age 
dependence in the mortality function is not as serious an approximation as it might at first 
appear. On the other hand, the form chosen for the fertility function requires that the maximum 
fertility occurs for the youngest organisms, and that fertility then decreases with increasing age. 
Unfortunately, more realistic forms of the fertility function (if amenable to the moment 
procedure at all) lead to higher order systems of differential equations. Work in progress (Swick 
and Frauenthal[9]) considers a system defined by three ordinary differential equations. 
tWhere subscripts denote partial differentiation. 
iWhere l denotes differentiation with respect to time 
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ANALYSIS OF THE TWO EQUATION MODEL 
It is assumed that the population dependent portion of the fertility function, p(P), is a 
decreasing function of P and that the mortality function (which was already assumed to be age 
independent), p(P), is large for either small or large P and reaches a relative minimum between 
these extreme values. In particular, it will be assumed that 
p(P)=l+r-rP 
~(P)=1+c-a-(2c-q)P+(c-q)P* 
(4) 
where 0 < a < 1, c > a, and c > 4. Gurtin and MacCamy have shown that if r = 0, the system 
admits no limit cycle solutions. The system comprised of (3) and (4) is easily seen to have a 
positive equilibrium point at E = (PO, Go) = (1,l - a). Defining new dependent variables which 
transform the origin of coordinates to this equilibrium, (x = P - 1, y = G - 1 + a) leads to: 
~=[4-(l-~)(l+r)]x+y-rxy+(24-c)x2-(c-q)x3 
;=-(I-r)(r-4)x-( r - 4)xy - (1 - a)(c - 4)x2 - (c - 4)x*y. 
(5) 
The characteristic equation corresponding to the linear portion of these equations is 
with roots 
If r>(l-a)la, then ReA<O for 4<(1-a)(l+r)=q*, ReA>Ofor 4>4*, and at 4=4*, 
h = +I[(1 - a)(r - 4*)] = + i$. The equilibrium at (PO, Go) bifurcates at 4 = 4* to a periodic 
solution of (5) with a period near 27r/& 
An algorithm given by Marsden and McCracken (1101, Chap. 4a) will be used to determine 
sufficient conditions for the resulting periodic solution to be asymptotically stable. The first step 
is to select coordinates o that with respect o these new coordinates the matrix of the linear 
part of (5) is: 
If the new coordinates are taken to be e’ = (1, +) and e* = ( - 1, I/& then in terms of these 
coordinates (5) becomes (at 4 = 4*): 
x = $y + 0.5[34* - c + ($ - 1)r - (1 - a)(~ - 4*)/$3x* 
+ 0.5[4* - c + (1 + $)r- (1 - a)(c - 4*)/$]y2 
+ [c - 24* + (1 - a)(c - 4*)/$]xy 
- (c - 4*)x3 + 2( c - q*)xZy - (c - q*)xy2 
0 
y=-Jcc+0.5[c-q*+($-l)r-(l-a)(c-q*)/+]x* 
+ [c - 34* + (1 - $)r- (1 - a)(c - q*)/t+b]y’ 
+ Pq* - c + (1 - a)(c - q*)/+]xy 
-(c - 4*)x?y + 2(c - q*)xy?- (c - q*)yJ, 
(6) 
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To show that the closed orbits arising at q = q* are attracting, it must be shown that the 
displacement function, V(x), satisfies V”‘(O) <O. When the expressions given in (6) are sub- 
stituted into the formula for V”‘(0) (see Marsden and McCracken for details) it is found that 
It follows that V”(0) < 0 if D - d(D2 - E) < 4c < D + d(D2 - E), where D = 3(r + q*) + 
r(r - q*) and E = gq*t2r(r- q*) + 3r+ q*l. In the next section, solutions are simu- 
lated for various values of the parameters which are predicted by these expressions to lead to 
limit cycle behavior. Figure 1 illustrates the upper and lower limits of c which lead to stable 
limit cycles as functions of r, when q = q* = (1 - (~)(l + r) for a = 0.5. Plots for other choices of 
(Y look similar; as a increases, the limiting values of c move further apart. 
Fig. 1. Upper and lower limits of c which lead to limit cycles as a function of r for a = 0.5 and 
q = q* = (1 - cr)(l t r). 
If in addition to the conditions stated after the definitions given in (4% we also have c > r 
then there is a second positive equilibrium at E* = (P*, G*) = {(c - r)/(c - q), [r(r - q) + 
(1 - (Y)(c - q)](c - r)/[r(r - q) + c - q](c - q)}. The situation with two positive equilibria is 
illustrated in Fig. 2. Note that if r > q, then 0 < P* < PO = 1; and if r < q the order of P* and Pa 
are interchanged. It is easy to show that P* is unstable and that there is a curve (a separatrix) 
passing through E* with the property that every solution which originates below this curve 
approaches extinction as t +m. Figures 3(a) and ,3(b), respectively, illustrate the pattern of 
solutions of (5) for the cases where r is considerably greater than q (so P* 6 PO) and where r is 
only slightly greater than q (so P* = PO). 
SIMULATION OF LIMIT CYCLE SOLUTIONS 
To help illustrate the qualitative nature of the limit cycles predicted by the theoretical 
development, several solutions have been simulated using an efficient numerical differential 
equation solver[ll]. The two sets of results reproduced below illustrate the orbits which arise 
when the choice of parameters leads to the geometries hown in Figs. 3(a) and 3(b). 
The results shown in Fig. 4(a) and 4(b) correspond with the parameter choices r = 10, 
c = 10.5, cx = 0.9 and q = 1.2 ( > q* = 1.1). The limit cycle develops around the equilibrium point 
at (P,, G,) = (l,O.l). The second equilibrium point occurs at (P*, G*) = (0.054,0.049), analogous 
to the situation shown in Fig. 3(a). Notice that the amplitude of the limit cycle is fairly large 
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Fig. 2. Equilibrium points occur at the intersection of p(P) and p(P)+ 0. 
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Fig. 3(a). Isoclines and flow directions for the differential equations when the equilibrium at P* is 
considerably smaller than the equilibrium at PO. 
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Fig. 3(b). Isoclines and flow directions for the differential equations when the equilibrium at P* is only 
slightly smaller than the equilibrium at PO 
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Fig. 4(a). Solution winding out to the limit cycle in phase space for r = IO, c = 10.5, a= 0.9 and q = 1.2. The 
cycle occurs about he equilibrium point at (PO, Go) = 1,O. I). 
(excursions of roughly 10% of the equilibrium population size) and that the period of the cycle 
is about 7 time units. The results shown in Figs. 5(a) and S(b) correspond with the parameter 
choices t = 10, c = 10.5, a = 0.1 and q = 9.901 (> q* = 9.90). The limit cycle develops around 
the equilibrium point at (I’,, Go) = (1,0,9). The second equilibrium point occurs at (P*, G*) = 
(0.835,0.804), analogous to the situation shown in Fig. 3(b). Notice that the amplitude of the 
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Fig. 4(b). The time trajectory of the limit cycles for I = 10, c = 10.5, LY = 0.9 and 4 = 1.2. The period df 
oscillation is about 7 time units. 
t 
Fig. S(a). Solution winding in to the limit cycle in phase space for r = 10, c = 10.5, z = 0.1 and q = 9.901. 
The cycle occurs about he equilibrium point at (PO, Go) = (1,0.9). 
limit cycle is very small (excursions of roughly 1% of the equilibrium population size) and that 
the period of the cycle is about 22 time units. 
CONCLUSIONS 
A mathematical model which accounts for age structure has been used to represent he 
dynamics of a population in a continuously fed biochemical reaction tank. It is assumed that 
mortality is age independent (a rather reasonable assumption since much of the mortality is 
actually due to the biological organisms being washed out of the tank with the effluent stream) 
and that the fertility starts at a maximum and decreases exponentially with increasing age. This 
second assumption is certainly unrealistic but it allows the governing partial differential 
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Fig. 5(b). The time trajectory of the limit cycles for r = 10, c = 10.5, a = 0.1 and q = 9.901. The period of 
oscillation is about 22 time units. 
equation to be reduced to a pair of coupled, nonlinear ordinary differential equations. The 
mortality is assumed to be large for small population umbers, to decrease to a minimum and 
then rise again (in the analytic form of a parabola) as numbers increase. This form coincides 
with the behavior of many biological organisms; the ends are explained by the effects of 
scarcity and crowding. The fertility is assumed to fall linearly with increasing numbers. This 
form also is consistent with experience for many species. It might further be noted that as 
population increases the organisms might well affect the chemical properties of their environ- 
ment (for example, the pH would be apt to vary). Although this is not explicitly included in the 
model it certainty could be through an auxiliary variable. 
The governing equations are analyzed, first using a technique which determines the local 
stability of the equilibrium points. Next, a method is used which allows the computation of the 
regions in parameter space in which limit cycle behavior occurs. Limit cycles of diverse sizes 
and natural periods are found as the parameters are varied. However, it should be stressed that 
the regions of parameter space which lead to limit cycle behavior are rather small; arbitrary 
choice of a set of parameters (r, c, q, u) would be more likely to lead either to a stable point or 
to extinction. 
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