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Abstract
We give an existence result for the evolution equation ðRuÞ0 þAu ¼ f in the space W ¼
fuAVj ðRuÞ0AV0g where V is a Banach space and R is a non-invertible operator (the
equation may be partially elliptic and partially parabolic, both forward and backward) and we
study the ‘‘Cauchy–Dirichlet’’ problem associated to this equation (indeed also for the
inclusion ðRuÞ0 þAu{f Þ: We also investigate continuous and compact embeddings ofW and
regularity in time of the solution. At the end we give some examples of different R:
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
We present an existence result for the solution of the abstract evolution equation
ðRuÞ0 þAu ¼ f :
Given V Banach space and H Hilbert space, VCH; deﬁnedV ¼ Lpð0; T ; VÞ; R will
be a linear operator deﬁned in Lpð0; T ; HÞ and the solution will be taken in the space
W ¼ fuAV j ðRuÞ0AV0g: Notations and deﬁnitions for the abstract equation will be
given in the second section, so for the moment we conﬁne ourselves to explain a
ARTICLE IN PRESS
Fax: +39-0832-297594.
E-mail address: fabio.paronetto@unile.it.
0022-1236/$ - see front matter r 2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2004.03.014
concrete and simple problem (see also examples in Section 4): suppose to have a
bounded open set O of Rn; T40; a function r : O
 ½0; T -R; rALNðO
 ð0; TÞÞ;
deﬁne OþðtÞ ¼ fxAO j rðx; tÞ40g and OðtÞ ¼ fxAO j rðx; tÞo0g; consider H ¼
L2ðOÞ and V ¼ H10 ðOÞ; and deﬁne Ruðx; tÞ ¼ rðx; tÞuðx; tÞ: Consider
@
@t
ðrðx; tÞuðx; tÞÞ  Duðx; tÞ ¼ f ðx; tÞ on O
 ð0; TÞ;
uðx; tÞ ¼ 0 ðx; tÞA @O
 ð0; TÞ;
uðx; 0Þ ¼ jðxÞ xAOþð0Þ;
uðx; TÞ ¼ cðxÞ xAOðTÞ;
8>>><
>>>:
ð1Þ
where f :O
 ð0; TÞ-R; j :Oþð0Þ-R; c :OðTÞ-R are the data of the problem.
Notice that for this kind of Cauchy–Dirichlet problem we prescribe an ‘‘initial
datum’’ in the part of O in which at time t ¼ 0 the coefﬁcient r is positive, a ‘‘ﬁnal
datum’’ in the part of O in which at time t ¼ T the coefﬁcient r is negative and no
datum where r is zero both at time t ¼ 0 and time t ¼ T : A simple situation in which
we have existence and uniqueness of the solution is stated in the following theorem
(but R can be much less regular, e.g. the case r :O
 ð0; TÞ-f1; 0; 1g is also
possible: see examples in Section 4).
Denote by rþ and r; respectively, the positive and the negative part of r and, for a
positive function l; by L2ðo; lÞ the space L2 with respect to the measure l dx on o:
Then the following result holds.
Theorem. For every fAL2ð0; T ; H1ðOÞÞ; jAL2ðOþð0Þ; rþð; 0ÞÞ; cAL2ðOðTÞ;
rð; TÞÞ problem (1) admits a unique solution in the space fuAL2ð0;
T ; H10 ðOÞÞ jðruÞ0AL2ð0; T ; H1ðOÞÞg if r; @r@tALNðO
 ð0; TÞÞ: Moreover a lower
bound on @r@t is assumed, precisely jjujj2H1
0
ðOÞ þ 1=2ess inf @r@tjjujj2L2ðOÞXajjujj2H1
0
ðOÞ for
some positive a (see Theorem (3.8)).
Many diffusion problems lead to mixed problems, partially elliptic and partially
parabolic. For example in some composite materials there can be a zone in which the
evolution is so quick to consider the problem stationary, and there the problem can
be considered elliptic, and another zone in which the problem is parabolic. This
situation corresponds to take rX0 in example (1) above. This problem is not new:
perhaps the ﬁrst papers about it are [3,13] and (see also [14, Section III.3]; [17,
Chapter 5]; [12,11]] for homogenization and G-convergence of elliptic–parabolic
operators). We also refer to [3, Chapter 3], and the references therein for many
applications.
Also the more general problem (r arbitrary) was already considered: for example,
in [2] (for this see also Section 3.2.6 in [7]) the authors considered the following
equation:
x
@u
@t
ðx; tÞ  @
2u
@x2
ðx; tÞ ¼ f ðx; tÞ; xAR: ð2Þ
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An equation like that arises from kinetic theory (see [4]). Later in [9,8] the following
problem is considered:
sgnðxÞ @u
@t
ðx; tÞ  @
2u
@x2
ðx; tÞ þ kuðx; tÞ ¼ f ðx; tÞ; xAR:
Probably the ﬁrst general paper about it, but with R independent of time, is [10] (see
moreover [1] for a recent work on homogenization for changing type evolution
equations).
In the present paper, we study the problem of existence and uniqueness of a
solution to a more general problem (see (19) and (20) in Section 3).
If R ¼ Id the space W embeds continuously in Cð½0; T ; HÞ and compactly in
Lpð0; T ; HÞ: In Section 2, we investigate these embeddings if RaId and study the
density of regular functions in W:
Moreover, we study regularity in time of the solution (see Theorem 3.11, Corollary
3.13, Remark 3.14 and Example 3.15).
In the last section, we give examples of some possible choices of the function r; but
also for the operator R; like RuðtÞ ¼ RO rðx; y; tÞuðy; tÞ dy:
2. Notations, hypotheses and preliminary results
Consider a triplet
VCHCV 0;
where V is a reﬂexive and separable Banach space, V 0 its dual space, H a Hilbert
space and the embedding VCH is continuous and dense. Fix T40; pAð1;þNÞ and
deﬁne
V ¼ Lpð0; T ; VÞ; V0 ¼ Lp0 ð0; T ; V 0Þ:
In the next section, we want to study the problem of existence, and uniqueness, of a
solution to an abstract evolution equation of the form
ðRuÞ0 þAu ¼ f ;
whereA may be a pseudomonotone, coercive and bounded operator fromV toV0
and R may be the sum of one non-negative and one non-positive operator (positive
and negative in the sense we are going to explain). Therefore, in this section we
focalize our attention on hypotheses about the operator R and to deﬁne and study
the space which the solution to the equation should belong to, leaving considerations
about A to the next section where we discuss the existence results.
We consider a family of linear operators from H to H
R : ½0; T -LðHÞ ð3Þ
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and write, for every tA½0; T ; H ¼ HþðtÞ"H0ðtÞ"HðtÞ where H0ðtÞ is the kernel of
RðtÞ; HþðtÞ and HðtÞ are deﬁned, respectively, as the subspaces of H such that
ðRðtÞu; uÞH40 for every uAHþðtÞ; ua0; and ðRðtÞu; uÞHo0 for every uAHðtÞ;
ua0; and decompose RðtÞ as RþðtÞ þ R0ðtÞ  RðtÞ where
RþðtÞ : HþðtÞ-HþðtÞ defined by RþðtÞu ¼ RðtÞu
RðtÞ : HðtÞ-HðtÞ defined by RðtÞu ¼ RðtÞu
and R0ðtÞ : H0ðtÞ-H0ðtÞ is the operator R0ðtÞu ¼ 0 for every uAH0ðtÞ:
Before giving assumptions on R we need a deﬁnition.
Deﬁnition 2.1. We say that B : ½0; T -LðX ; X 0Þ; X Banach space, is differentiable
if, for every u; vAX the function
t//BðtÞu; vSX 0
X
is absolutely continuous on ½0; T  and there exists a function bAL1ð0; TÞ such that
d
dt
/BðtÞu; vSX 0
X

pbðtÞjjujjX jjvjjX for a:e: tA½0; T :
Observe that B0ðtÞ :X-X 0 is linear for almost every tAð0; TÞ:
Remark 2.2. If B is differentiable in the sense just deﬁned the following formula
holds: if uAW 1;pð0; T ; XÞ for any p; then
ðBðtÞuðtÞÞ0 ¼ B0ðtÞuðtÞ þ BðtÞu0ðtÞ for a:e: tAð0; TÞ:
In the special case BðtÞ ¼ B for every t; taking vALpð0; T ; XÞ and uðtÞ ¼ R t0 vðsÞ ds;
we also derive from the formula above that
B
Z t
0
vðsÞ ds ¼
Z t
0
BvðsÞ ds: ð4Þ
About R : ½0; T -LðHÞ we require that for every u; vAV
RðtÞ self-adjoint;
sup
tAð0;TÞ
jjRðtÞjjLðHÞpC1;
t/ðRðtÞu; vÞH absolutely continuous on½0; T ;
d
dt
ðRðtÞu; vÞH

pC2jjujjV jjvjjV for a:e: tA½0; T :

ð5Þ
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Then we deﬁne the operator R by
R : Lpð0; T ; HÞ-Lpð0; T ; HÞ by RuðtÞ :¼ RðtÞuðtÞ; ð6Þ
which turns out to be linear and bounded by the constant C1: Notice that we require
an assumption which is weaker with respect to that in Deﬁnition 2.1, i.e.
jd
dt
ðRðtÞu; vÞH jpC2jjujjV jjvjjV and not jddtðRðtÞu; vÞH jpC2jjujjH jjvjjH : By (5) we can
deﬁne a family of equibounded operators
R0 : ½0; T -LðV ; V 0Þ by /R0ðtÞu; vSV 0
V :¼
d
dt
ðRðtÞu; vÞH
and an operator
R0 :V-V0 by /R0u; vSV0
V :¼
Z T
0
/R0ðtÞuðtÞ; vðtÞSV 0
V dt
which turns out to be linear and bounded by C2:
Remark 2.3. Notice that with these assumptions on R; i.e. (5), RAW 1;Nð0;
T ;LðV ; V 0ÞÞ: Indeed for every ZAC1c ðð0; TÞ;RÞ; u; vAV (see, e.g., Proposition 23.9
in [16])
Z T
0
/RðtÞu; vSV 0
VZ0ðtÞ dt ¼ 
Z T
0
/R0ðtÞu; vSV 0
VZðtÞ dt
¼ 
Z T
0
ZðtÞR0ðtÞ dt
 	
u; v

 
V 0
V
and
Z T
0
/RðtÞu; vSV 0
VZ0ðtÞdt ¼
Z T
0
RðtÞZ0ðtÞdt
 	
u; v

 
V 0
V
:
Now we deﬁne the space
W ¼ fvAV j ðRvÞ0AV0g; jjujjW ¼ jjujjV þ jjðRuÞ0jjV0 ; ð7Þ
where the derivative is to be intended in the sense of distributions. Notice
that if R satisﬁes (5) we have, for vAW; that ðRvÞ0AH1ð0; T ; V 0Þ and
R0vAL2ð0; T ; V 0Þ ¼V0: For this reason it makes sense to evaluate for
ARTICLE IN PRESS
F. Paronetto / Journal of Functional Analysis 212 (2004) 324–356328
almost every tAð0; TÞ
ðRv0ÞðtÞ :¼ðRvÞ0ðtÞ R0ðtÞvðtÞ
¼ lim
h-0
½Rðt þ hÞvðt þ hÞ  RðtÞvðtÞ
h
 lim
h-0
½Rðt þ hÞvðtÞ  RðtÞvðtÞ
h
¼ lim
h-0
Rðt þ hÞ½vðt þ hÞ  vðtÞ
h
¼ RðtÞ lim
h-0
½vðt þ hÞ  vðtÞ
h
: ð8Þ
Proposition 2.4. Suppose R regular, i.e. satisfying (5). Then the space C1ð½0; T ; VÞ is
dense in W:
Proof. Consider a family of molliﬁers ðreÞe given by e1rðt=eÞ; tAR; rAC1c ðRÞ an
even function such that rð0Þ ¼ 1 and suppðrÞC½1; 1: For wAL2ð0; T ; X Þ; X
Banach, consider
%wðtÞ ¼ wðtÞ; tA½0; T ;
0; tAR\½0; T 

and deﬁne
weðtÞ ¼
Z
R
%wðsÞreðt  sÞ ds: ð9Þ
We consider the family ðueÞe40 which is contained in CNð½0; T ; VÞ and approximate
u in fuAV j u0AV0g (see [16, Example 23.10]) and in particular in V:
In the same way ðRuÞe ¼ ðRuÞ  re converges to Ru in
fwALpð0; T ; HÞ j w0ALp0 ð0; T ; V 0Þg; and in particular
ðRuÞe0-ðRuÞ0 in V0:
To see that also ðRueÞ0 approximate ðRuÞ0 inV0 ﬁrst observe that, since R is regular
then RueAfwALpð0; T ; HÞ j w0ALp0 ð0; T ; V 0Þg and in particular that ðRueÞ0AV0:
Since R0 : ½0; T -LðV ; V 0Þ we have that
R0ue-R0u in V0:
Then it is sufﬁcient to show that Rue
0-Ru0 ¼ ðRuÞ0 R0u in V0: By (4) we have
RðtÞue0ðtÞ ¼
Z
R
RðtÞuðt  sÞre0ðsÞ ds
¼
Z
R
½Rðt  sÞ þ RðtÞ  Rðt  sÞuðt  sÞre0ðsÞ ds
¼ðRuÞe0ðtÞ þ
Z
R
RðtÞ  Rðt  sÞ
s
 	
uðt  sÞsre0ðsÞ ds: ð10Þ
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Now observe that for every d40 there exists e40 such that if jsjoe we have that
R0ðtÞ  RðtÞ  Rðt  sÞ
s




LðV ;V 0Þ
od since RAW 1;Nð0; T ;LðV ; V 0ÞÞ:
Finally observe that
s/ sre0ðsÞ are mollifiers:
Then, for a ﬁxed d and for e sufﬁciently small, we have that
Z T
0
R0ueðtÞ þ
Z
R
RðtÞ  Rðt  sÞ
s
 	
uðt  sÞsre0ðsÞ ds




2
V 0
dt
¼
Z T
0
R0ueðtÞ 
Z
R
RðtÞ  Rðt  sÞ
s
 	
uðt  sÞ½sre0ðsÞds




2
V 0
dt
¼
Z T
0
Z
R
R0ðtÞ  RðtÞ  Rðt  sÞ
s
 	
uðt  sÞ½sre0ðsÞds




2
V 0
dt
p
Z T
0
Z
R
R0ðtÞ  RðtÞ  Rðt  sÞ
s
 	
uðt  sÞ




V 0
½sre0ðsÞds
 	2
dt
p
Z T
0
Z
R
djjuðt  sÞjjV 0 ½sre0ðsÞds
 	2
dt
¼ d2
Z T
0
ðjjuðtÞjjV Þ2edtpc d2:
Therefore, we obtain that the last term in the equality in (10) is arbitrarly near to
ðRuÞe0ðtÞ R0ueðtÞ
and this converge in V0 to ðRuÞ0 R0u as we wanted. &
Denote H˜0ðtÞ ¼ H0ðtÞ ¼ Ker RðtÞ and
H˜ðtÞ; H˜þðtÞ; H˜ðtÞ ¼ the completion; respectively; of H; HþðtÞ; HðtÞ; ð11Þ
with respect to the norm jjwjjH˜ðtÞ ¼ jjjRðtÞj1=2wjjH ; where by jRðtÞj we mean RþðtÞ þ
RðtÞ:
By density of regular functions we obtain the formula of integration by parts and
the continuity result for the functions inW stated in Proposition 2.6 which extends
the following classical result (see, e.g., [16]).
Proposition 2.5. If R ¼ Id the embedding WCCð½0; T ; HÞ is continuous, i.e. there is
c40 such that max0ptpT jjuðtÞjjHpcjjujjW:
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Proposition 2.6. For every u; vAW the following holds:
d
dt
ðRuðtÞ; vðtÞÞH ¼/R0uðtÞ; vðtÞSV 0
V
þ/Ru0ðtÞ; vðtÞSV 0
V þ/Rv0ðtÞ; uðtÞSV 0
V ; ð12Þ
so in particular we haveZ t
s
/R0uðtÞ; vðtÞSV 0
V dtþ
Z t
s
/Ru0ðtÞ; vðtÞSV 0
V dtþ
Z t
s
/Rv0ðtÞ; uðtÞSV 0
V dt
¼ ðRðtÞuðtÞ; vðtÞÞH  ðRðsÞuðsÞ; vðsÞÞH :
Moreover, the function t/ðRðtÞuðtÞ; vðtÞÞH is continuous and there exists a constant c;
which depends only on jjRjjLðLpð0;T ;HÞÞ and T ; such that
max
½0;T 
jðRðtÞuðtÞ; vðtÞÞH jp c½jjðRuÞ0jjV0 jjvjjV þ jjðRvÞ0jjV0 jjujjV
þ jjR0jjLðV;V0ÞjjujjVjjvjjV: ð13Þ
In particular if u ¼ v we have
2
Z t
s
/ðRuÞ0ðtÞ; uðtÞSV 0
V dt
¼ ðRðtÞuðtÞ; uðtÞÞH  ðRðsÞuðsÞ; uðsÞÞH þ
Z t
s
/R0uðtÞ; uðtÞSV 0
V dt;
or equivalentlyZ t
s
/Ru0ðtÞ; uðtÞSV 0
V dtþ
1
2
Z t
s
/R0uðtÞ; uðtÞSV 0
V dt
¼ 1
2
½ðRðtÞuðtÞ; uðtÞÞH  ðRðsÞuðsÞ; uðsÞÞH 
and
max
½0;T 
jðRðtÞuðtÞ; uðtÞÞH jpcjjujj2W:
Proof. One can follow the proof in [16] (see Example 23.10) or the one contained in
[15] (see Lemma 40.2) and use the previous density result to obtain (12) for every
u; vAC1ð½0; T ; VÞ and from this derive also (13). &
Remark 2.7. From Proposition 2.6 we cannot derive
max
½0;T 
jðjRðtÞjuðtÞ; uðtÞÞH jpc ½jjujjV þ jjðRuÞ0jjV0 2: ð14Þ
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because by (13) we only have that
for every tA½0; T  jðRþðtÞuðtÞ; uðtÞÞH  ðRðtÞuðtÞ; uðtÞÞH j is finite;
but only (see also Lemma 2.13)
for almost every tA½0; T  jðRþðtÞuðtÞ; uðtÞÞH j and jðRðtÞuðtÞ; uðtÞÞH j are finite
as the example below shows, since by (13) the natural estimation should be
max
½0;T 
jðjRðtÞjuðtÞ; uðtÞÞH jpc ½jjujjV þ jjðjRjuÞ0jjv0 2: ð15Þ
Consider, for instance, a function jAH10 ð0; 1Þ; the function caðtÞ ¼
ﬃﬃﬃ
a
p
eat
2
with
a40 and deﬁne uaðx; tÞ ¼ caðtÞjðxÞ: Consider the function rðxÞ which is 1
in ð0; 1=2Þ and 1 in ð1=2; 1Þ and, for vAH10 ð0; 1Þ; deﬁne RhvðxÞ ¼ rðhxÞvðxÞ
with hAN:
Then uaAfuAL2ð1; 1; H10 ð0; 1ÞÞjRhu0AL2ð1; 1; H1ð0; 1ÞÞg for every hAN: But
jjuajjCð½1;1;L2ð0;1ÞÞ ¼
ﬃﬃﬃ
a
p jjjjjL2 ; jjuajjL2ð1;1;H1
0
ð0;1ÞÞpc where c is independent of a and
jjRhu0jjL2ð1;1;H1ð0;1ÞÞ-0:
Since jRhj ¼ Id for every h it is sufﬁcient to choose a big enough to see that the last
estimation above is not true.
In spite of the previous remark, in some cases (14) holds, as in the example
contained in [2] and as we state in the following proposition which generalizes
Theorem 1 in [2].
Proposition 2.8. If R :V-V and moreover R is bounded from V to V there is a
constant c depending (only) on T, jjRjjLðLpð0;T ;HÞÞ and jjRjjLðv;vÞ such that
max
½0;T 
jðjRðtÞjuðtÞ; uðtÞÞH jpc jjujjW:
Example 2.9. R satisﬁes assumptions of the previous proposition if, for
example, V ¼ H10 ðOÞ; H ¼ L2ðOÞ and R : L2ð0; T ; L2ðOÞÞ-L2ð0; T ; L2ðOÞÞ is
deﬁned by
RuðtÞðxÞ ¼ rðx; tÞuðx; tÞ with rALNð0; T ; W 1;NðOÞÞ:
Proof. Suppose that RuAV for every uAV: Consider the space Z ¼
fuAV j u0AV0g: Notice that ZCW: indeed R0vAV0 and moreover it is possible
to deﬁne Rv0 :V-V0 as
/Rv0; uSV0
V :¼ /v0;RuSV0
V:
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As done to obtain (13) one deduces that
max
½0;T 
jðRðtÞuðtÞ; vðtÞÞH j
pc
Z T
0
½/R0uðtÞ; vðtÞSV 0
V þ/Ru0ðtÞ; vðtÞSV 0
V þ/Rv0ðtÞ; uðtÞSV 0
V dt
pc½jjðRuÞ0jjV0 jjvjjV þ jjv0jjV0 jjRujjV:
Now we choose a particular function v in the space Z: Fix an arbitrary %tA½0; T  and
the function Z ¼ 1 on Hþð%tÞ and 0 on H0ð%tÞ"Hð%tÞ: Then for fAV0 consider v1 the
solution to the problem
v0 þAv ¼ f ;
vð%tÞ ¼ ðRþð%tÞÞ1=2Z
(
on the interval ½0; %t and v2 the solution to the problem
v0 þAv ¼ f ;
vð%tÞ ¼ ðRþð%tÞÞ1=2Z
(
on the interval ½%t; T : Finally, the function v ¼ v1 on ½0; %t and v ¼ v2 on ½%t; T : Clearly
vAZCW: Applying Proposition 2.6 we in particular obtain
jðRð%tÞuð%tÞ; vð%tÞÞH j ¼ jjRþð%tÞ1=2uð%tÞjjHp c ½jjðRuÞ0jjV0 jjvjjV þ jjv0jjV0 jjRujjV
p c ½jjðRuÞ0jjV0 jjvjjV þ jjv0jjV0 jjRjjLðV;VÞjjujjV
p cjjujjW:
This clearly implies, since by Proposition 2.6 jðRð%tÞuð%tÞ; uð%tÞÞH j is controlled by
jjujjW; that also jjRð%tÞ1=2uð%tÞjjH is ﬁnite and bounded by the norm of u: Since %t is
arbitrary one conclude. &
Remark 2.10. More in general we have the inclusion if from uAW we
can derive ðRþuÞ0; ðRuÞ0AV0 (see, for instance, Example (9) in the last
section).
In [7] it is stated the following lemma, by which one can deduce the theorem that
follows: below we generalize these results to our situation.
Consider two reﬂexive Banach spaces B0; B1; a Hilbert space B such that
B0CBCB1 with continuous embeddings.
Lemma 2.11. Suppose the embedding B0CB is compact. For every Z40 there exists
cZ40 such that for every vAB0
jjvjjBpZjjvjjB0 þ cZjjvjjB1 :
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Theorem 2.12. Fix two numbers p0; p1Að1;NÞ and T40: The space
fvALp0ð0; T ; B0Þ j v0ALp1ð0; T ; B1Þg compactly embeds in Lp0ð0; T ; BÞ:
Lemma 2.13. Suppose the embedding B0CB is compact. Let R : B-B linear, bounded,
self-adjoint (then jRj is linear, bounded, self-adjoint). Then for every Z40 there exists
cZ40 such that for every vAV
jjjRj1=2vjjBpZjjvjjB0 þ cZjjRvjjB1 :
Proof. If R ¼ 0 it is trivial. Otherwise, by contradiction suppose that for a ﬁxed %Z the
thesis is false. Then for every hAN we can ﬁnd uhAB0; jjuhjjB0 ¼ 1; such
that
jjjRj1=2uhjjBX%ZjjuhjjB0 þ hjjRuhjjB1 :
Then, since KerjRj1=2 ¼ Ker R; adapting the proof of Lemma 5.1 in [7] one can
conclude. &
Theorem 2.14. Fix two numbers p0; p1Að1;NÞ and T40: Consider a family
R : ½0; t-LðBÞ of linear, equibounded, self-adjoint operators which defines an
operator R : Lp0ð0; T ; BÞ-Lp0ð0; T ; BÞ such that Ra0: Suppose the embedding
B0CB is compact and moreover the embedding BCB1 is compact. Denote B˜ðtÞ the
analogous to H˜ðtÞ in (11).
Then the space W ¼ fvALp0ð0; T ; B0ÞjðRvÞ0ALp1ð0; T ; B1Þg compactly embeds in
Lp0ð0; T ; B˜ðtÞÞ:
Remark 2.15. If RjLp0 ð0;T ;B0Þ : Lp0ð0; T ; B0Þ-Lp0ð0; T ; B0Þ it is not necessary to
require that the embedding BCB1 is compact.
Proof. We give a sketch of the proof, since even in this case one can follow the proof
of Theorem 5.1 in [7]. Consider a sequence ðuhÞh such that jjuhjjWpc: In particular,
up to a subsequence, uh-u weakly in L
p0ð0; T ; B0Þ and suppose u ¼ 0: Then by the
previous lemma
jjjRj1=2uhjjLp0 ð0;T ;BÞpZjjuhjjLp0 ð0;T ;B0Þ þ cZjjRuhjjLp1 ð0;T ;B1Þ
and deﬁning vh ¼ uh=jjuhjjLp0 ð0;T ;B0Þ we have
jjjRj1=2vhjjLp0 ð0;T ;BÞpZþ cZjjRvhjjLp1 ð0;T ;B1Þ:
Since RvhALp0ð0; T ; BÞ and ðRvhÞ0ALp1ð0; T ; B1Þ we have that RvhACð½0; T ; B1Þ; so
it is sufﬁcient to prove thatRvhðtÞ-0 strongly in B1 for every tA½0; T : To prove this
fact it is sufﬁcient to follow the proof in [7]. The only thing to stress is that since we
consider RvhðtÞ which belong to B (while ifR ¼ Id one has vhðtÞAB0) in the proof we
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will need BCB1 compact (while in the classical case one needs the embedding B0CB1
compact which is free from hypothesis of Lemma 2.13). &
The constant cZ in Lemma 2.13 is in fact depending also on the operator R: Indeed
if we consider a sequence of equibounded operators we need more assumptions and
one can generalize Lemma 2.13 as follows.
Lemma 2.16. Suppose B0CB is compact. Let Rh : B-B a sequence of linear, bounded,
self-adjoint operators such that one of the two following hypotheses is satisfied:
(i) Rhu-Ru in B for every uAB;
(ii) Rhu-Ru in B1 for every uAB and R injective.
Then for every Z40 there exists cZ40 such that for every vAV
jjjRhj1=2vjjBpZjjvjjB0 þ cZjjRhvjjB1 :
Example 2.17. The following example can clarify the assumptions of the
lemma above: suppose V ¼ H10 ð0; 1Þ and H ¼ L2ð0; 1Þ: Deﬁne rðxÞ ¼ 1
on ð0; aÞ and 1 on ða; 1Þ for aAð0; 1Þ and RhuðxÞ ¼ rhðxÞuðxÞ ¼ rðhxÞuðxÞ: Notice
that in this case jRhju ¼ u for every h: If a ¼ 1=2 Rhu-0 in B1 and we cannot hope
that the lemma above is true (while for aa1=2 condition (ii) of Lemma 2.16 is
satisﬁed).
Proof. As in the proof of Lemma 2.13 we ﬁnd, by contradiction, a sequence vh such
that jjvhjjB1 ¼ 1; such that
jjjRj1=2vhjjBX%Zþ hjjRvhjjB1
and then jjRvhjjB1-0 since jjjRj
1=2
vhjjBpCjjvhjjBpC0jjvhjjB1 ¼ C0: From these we
have, up to a subsequence,
vh-v in B; Rhvh-Rv weakly in B; Rhvh-0 in B1:
From this we obtain that Rv ¼ 0 and then jRj1=2v ¼ 0: We want to conclude
that jjjRj1=2vhjjB-0: If Rh-R strongly (Rhu-Ru in B for every uAB)
then jRhj1=2-jRj1=2 strongly from which jjjRj1=2vhjjB-0: Otherwise if R is
injective we can conclude that v ¼ 0; i.e. jjvhjjB-0 and from jjjRj1=2vhjjBp
CjjvhjjB we can conclude that jjjRj1=2vhjjB-0: In both cases we obtain a
contradiction
04%Zþ clarity ¼ lim inf
h
jjRvhjjB1X0: &
In the same way the compactness result reads as follows.
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Theorem 2.18. Fix two numbers p0; p1Að1;NÞ and T40: Consider a sequence Rh :
½0; T -LðBÞ of linear, equibounded, self-adjoint which define operators
Rh : L
p0ð0; T ; BÞ-Lp0ð0; T ; BÞ: Suppose B0CB is compact and moreover BCB1 is
compact. Suppose Rh-R (see below) and denote B˜ðtÞ the analogous to H˜ðtÞ in (11)
corresponding to the limit operator R: Consider a sequence ðuhÞhCV such that
ðRhuhÞ0AV0 and jjuhjjV þ jjðRhuhÞ0jjV0pc for any positive constant c: Then ðuhÞh is
relatively compact
(i) in Lp0ð0; T ; B˜ðtÞÞ if Rh-R pointwise in Lp0ð0; T ; BÞ;
(ii) in Lp0ð0; T ; BÞ if Rh-R pointwise in Lp0ð0; T ; B1Þ and R is injective.
Example 2.19. Boundedness jjuhjjV þ jjðRhuhÞ0jjV0pc it is not sufﬁcient to have
compactness. For example consider H ¼ L2ð0; 1Þ and V ¼ H10 ð0; 1Þ; uhðx; tÞ ¼
ZðxÞsin ht with ZAC1c ð0; 1Þ and Rh the operators which multiply by sin hx:
This sequence is bounded in the sense above, but does not converge in
L2ðð0; 1Þ 
 ð0; TÞÞ:
3. The existence result
Consider a family of operators
AðtÞ : V-V 0 with t//AðtÞu; vSV 0
V measurable on ½0; T 
such that if we deﬁne the abstract operator
A :V-V0; AuðtÞ ¼ AðtÞuðtÞ; 0ptpT : ð16Þ
This turns out to be
A pseudomonotone; coercive; bounded ðsee Definition 3:4Þ:
We denote
P :W-V0; ðPuÞðtÞ ¼ ðRuÞ0ðtÞ þAuðtÞ; 0ptpT :
Remark 3.1 (The initial conditions). By Proposition 2.6 we can evaluate the
quantity ðRðtÞuðtÞ; uðtÞÞH for every tA½0; T  (and every uAW), but we are not sure
ðRþðtÞuðtÞ; uðtÞÞH and ðRðtÞuðtÞ; uðtÞÞH are ﬁnite for every t; at least not in every
case (see also Remark 2.7). Since, for every uAW; RuALpð0; T ; HÞ and
ðRuÞ0ALp0 ð0; T ; V 0Þ we have that the function t/RðtÞuðtÞ is continuous valued in
V 0: Deﬁne Vþð0Þ :¼ V-Hþð0Þ; which is a subspace of V : Then
w/ðRð0Þuð0Þ; wÞH ¼ ðRþð0Þuð0Þ; wÞH ; wAVþð0Þ
is a linear and continuous form. Then one can give a pointwise meaning to
Rþð0Þuð0Þ in the dual space of Vþð0Þ (and more generally to RþðtÞuðtÞ in
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VþðtÞ :¼ V-HþðtÞ). In particular, it makes sense to consider (see (11))
jAH˜þð0Þ and ask that Rþð0Þuð0Þ ¼ Rþð0Þj:
In this way if we denote the orthogonal projections
Pþð0Þ : H˜ð0Þ-H˜þð0Þ and PðTÞ : H˜ðTÞ-H˜ðTÞ ð17Þ
(and indeed one can deﬁne PþðtÞ : H˜ðtÞ-H˜þðtÞ; PðtÞ : H˜ðtÞ-H˜ðtÞ; P0ðtÞ : H˜ðtÞ-
H˜0ðtÞ for every tA½0; T ) and since Rþð0Þuð0Þ ¼ Rþð0ÞPþð0Þuð0Þ ¼ Rþð0Þj it makes
sense to consider
Pþð0Þuð0Þ ¼ j in H˜þð0Þ:
In a similar way, for every cAH˜ðTÞ; one can give a meaning to
PðTÞuðTÞ ¼ c in H˜ðTÞ:
Obviously since ðRðtÞuðtÞ; uðtÞÞH is ﬁnite for every t; if Pþð0Þuð0Þ ¼ j we obtain that
ðRð0Þuð0Þ; uð0ÞÞH ¼ ðRþð0Þj;jÞH  ðRð0Þuð0Þ; uð0ÞÞH
and since jAH˜þð0Þ; ðRþð0Þj;jÞH is ﬁnite and necessarily also ðRð0Þuð0Þ; uð0ÞÞH is
ﬁnite. The same holds for ðRþðTÞuðTÞ; uðTÞÞH if PðTÞuðTÞ ¼ c:
Thanks to the previous remark we can deﬁne
W0 ¼ fuAW j Pþð0Þuð0Þ ¼ 0; PðTÞuðTÞ ¼ 0g;
Wper ¼ fuAW j ðPþ þ PÞuð0Þ ¼ ðPþ þ PÞuðTÞg
(in the periodic case we consider R independent of t).
Consider the operators
Liu ¼ Ru0 þ 1
2
R0u; i ¼ 1; 2; DðL1Þ ¼W0; DðL2Þ ¼Wper;
Liu ¼ ðRuÞ0; i ¼ 3; 4; DðL3Þ ¼W0; DðL4Þ ¼Wper:
Proposition 3.2. The operators Li : DðLiÞCV-V0; i ¼ 1;y4; are maximal
monotone if
/R0u; uSV0
VX0 for every uAV: ð18Þ
Assumption (18) can be dropped if i ¼ 1; 2:
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Proof. Denote for simplicity L ¼Li for some i till it is not ambiguous. The ﬁrst
step
/Lu; uSX0
follows from Proposition 2.6 since for i ¼ 1; 2
/Lu; uS ¼ 1
2
½ðRðTÞuðTÞ; uðTÞÞH  ðRð0Þuð0Þ; uð0ÞÞH X0
and indeed /Lu; uS ¼ 0 if DðLÞ ¼Wper; while for i ¼ 3; 4
/Lu; uS ¼ 1
2
½ðRðTÞuðTÞ; uðTÞÞH  ðRð0Þuð0Þ; uð0ÞÞH  þ
1
2
/R0u; uS
To see that it is maximal monotone we conﬁne ourselves to i ¼ 1; 2; being the proof
for i ¼ 3; 4 similar. Fix wAV0 and vAV and suppose
/w Lu; v  uSX0
for every uADðLÞ: We want to show that vADðLÞ and w ¼Lv: If we deﬁne
z ¼ v  u we obtain that
/w; zS/Lðv  zÞ; zSX0:
Fix z and consider lz with lAR: Since L is linear for every positive l we obtain
l/Lz; zSX/Lv  w; zS
and for every negative l
l/Lz; zSp/Lv  w; zS
for every zAv þ DðLÞ: Letting l go to zero we obtain that /w Lv; zS ¼ 0; i.e.
/w Lv; vS ¼ /w Lv; uS
for every uADðLÞ which implies /w Lv; uS ¼ 0 for every uADðLÞ: If we
consider uðtÞ ¼ jðtÞy with yAV and jAC1ð½0; T Þ we obtain
Z T
0
/wðtÞ LvðtÞ; ySjðtÞ dt ¼ 0
for every jAC1ð½0; T Þ and yAV : Then wðtÞ ¼LvðtÞ in V 0 for almost every
tA½0; T  and then w ¼Lv: Then LvAW: since Lv ¼ Rv0 þ 1
2
R0v ¼ ðRvÞ0  1
2
R0v
and R0vAV0 we have that ðRvÞ0AV0 and then vAW: We have to see
now that vADðLÞ:
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Consider ﬁrst L1: for every uADðL1Þ we have that
2/Lðv  uÞ; v  uSV0
V ¼ðRþðTÞðvðTÞ
 uðTÞÞ; ðvðTÞ  uðTÞÞÞH  ðRðTÞvðTÞ; vðTÞÞHþ
 ðRþð0Þvð0Þ; vð0ÞÞH þ ðRð0Þðvð0Þ
 uð0ÞÞ; ðvð0Þ  uð0ÞÞÞH :
Choose a sequence ðunÞ bounded in W such that un-v in V and such
that PþðTÞunðTÞ ¼ PþðtÞvðTÞ and Pð0Þunð0Þ ¼ Pð0Þvð0Þ: Taking the limit
we obtain
ðRðTÞvðTÞ; vðTÞÞH  ðRþð0Þvð0Þ; vð0ÞÞHX0
which implies that ðRðTÞvðTÞ; vðTÞÞH ¼ ðRþð0Þvð0Þ; vð0ÞÞH ¼ 0:
Consider now L2: for every uADðL2Þ (R is independent of time in this case) we
have that
0p 2/ðRðv  uÞÞ0; v  uSV0
V
¼ðRðvðTÞ  uðTÞ; ðvðTÞ  uðTÞÞH  ðRðvð0Þ  uð0Þ; vð0Þ  uð0ÞÞH
¼ðRvðTÞ; vðTÞÞH  ðRvð0Þ; vð0ÞÞH þ 2ðRðvð0Þ  vðTÞÞ; uð0ÞÞH ;
since R is independent of t and ðRuð0Þ; uð0ÞÞH ¼ ðRuðTÞ; uðTÞÞH : This equality is
true for every choice of uð0ÞAV and then Rðvð0Þ  vðTÞÞ ¼ 0 in H; i.e.
vADðL2Þ: &
Deﬁnition 3.3. We say solution of the problem (see (6) for the deﬁnition of R and
(17) for Pþð0Þ and PðTÞÞ
ðRuÞ0 þAu ¼ f ;
Pþð0Þuð0Þ ¼ j;
PðTÞuðTÞ ¼ c;
8><
>:
fAV0; jAH˜þð0Þ;cAH˜ðTÞ; if
ðRuÞ0ðtÞ þAuðtÞ ¼ f ðtÞ for a:e: tA½0; T ;
and Pþð0Þuð0Þ ¼ j in H˜þð0Þ; PðTÞuðTÞ ¼ c in H˜ðTÞ (see Remark 3.1).
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Under the assumption of the previous section we consider the following elliptic–
parabolic problems:
ðIÞ
ðRuÞ0 þAu ¼ f
Pþð0Þuð0Þ ¼ 0
PðTÞuðTÞ ¼ 0
8><
>: ðIIÞ
ðRuÞ0 þAu ¼ f
Pþuð0Þ ¼ PþuðTÞ
Puð0Þ ¼ PuðTÞ
8><
>: ð19Þ
In the periodic problem, the second one, we consider R independent of time.
Notice that the periodic conditions mean uð0Þ ¼ uðTÞ but in the kernel
of R : H-H:
Before the main theorem we recall some deﬁnitions.
Deﬁnition 3.4. We say that an operator B :X-X 0 is coercive if
lim
jjxjj-þN
/Bx; xS
jjxjj -þN;
is bounded if it maps a bounded set in a bounded set, is pseudomonotone if
xn-x in X  weak and lim sup
n
/Bxn; xn  xSp0
implies that
/Bx; x  ySp lim inf
n
/Bxn; xn  yS for every yAX :
We recall now a classical result (see, for instance, Section 32.4 in [16]).
Theorem 3.5. Let B : X-X 0 (X 0 the dual space of X ; X Banach space) be
pseudomonotone, bounded and coercive. Suppose L : X-2X
0
to be maximal monotone.
Then for every fAX 0 the following equation has a solution
Lu þ Bu{f
and in particular if L; B are single-valued the equation Lu þ Bu ¼ f has a solution.
The idea now is to use the previous theorem for the equation ðRuÞ0 þAu ¼ f :
Notice that
ðRuÞ0 þAu ¼ Ru0 þ 1
2
R0u þAu þ 1
2
R0u:
Theorem 3.6. Suppose R satisfies assumptions (5). Suppose true one of the following:
(i) B ¼Aþ 1
2
R0 pseudomonotone, coercive, bounded.
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(ii) B ¼A pseudomonotone, coercive, bounded and /R0u; uSV0
VX0 for every
uAV:
Then problems (19) admit a solution for every fAV0 ¼ Lp0 ð0; T ; V 0Þ: If moreover B is
strictly monotone the solution is unique.
Remark 3.7. In fact we obtain an existence result also for the Cauchy problem
ðRuÞ0 þAu{f ; uAW0 ðor uAWperÞ:
Moreover the solution is unique if the operator B of Theorem 3.6 is strictly
monotone (see [14, Chapter 4; 6] for a more recent result with RX0)
Proof. By Theorem 3.5 (but see for more details Theorem 32.A, Corollaries 32.25,
32.26 and also Proposition 27.6 in [16]) and Proposition 3.2 we obtain existence in
W0 and Wper; i.e. for problems (18)-(I) and (18)-(II).
As regards uniqueness it is sufﬁcient to observe that if u; v are two solutions we
have
0 ¼ /ðRðu  vÞÞ0 þAu Av; u  vSX/Bu Bv; u  vSX0:
Since B is strictly monotone we conclude that u ¼ v: &
Now consider the Cauchy–Dirichlet problem with non-zero ‘‘initial’’ data
ðIIIÞ
ðRuÞ0 þAu ¼ f ;
Pþð0Þuð0Þ ¼ j;
PðTÞuðTÞ ¼ c;
8><
>: ð20Þ
and add some assumptions on A: Before we assume also the following: deﬁne
Vþð0Þ ¼ fwAV j ½Pþð0Þ þ P0ð0ÞwAVg ¼ V-ðH˜þð0Þ"H˜0ð0ÞÞ and VðTÞ ¼
fwAV j ½PðTÞ þ P0ðTÞwAVg ¼ V-ðH˜ðTÞ"H˜0ðTÞÞ (see (11) for the deﬁnition
of H˜; H˜0; H˜þ). Then we suppose
Hþð0Þ
\
HðTÞ ¼ f0g; Vþð0Þ dense in H˜þð0Þ; VðTÞ dense in H˜ðTÞ: ð21Þ
Then the following theorem holds.
Theorem 3.8. Suppose (21) holds. Define an operator P :W-V0 by Pu ¼ ðRuÞ0 þ
Au where R satisfies (5) and A :V-V0 is continuous. Suppose that there exist two
constants a; b40 such that
/Au Av þ 1
2
ðR0u R0vÞ; u  vSV0
VXajju  vjj2V;
jjAu þ 1
2
R0ujjV0pbjjujjV ð22Þ
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or for some pAð1;þNÞ; pa2;
/Au Av; u  vSV0
VXajju  vjjpV; jjAujjV0pbjjujjp1V
/R0u; uSV0
VX0 ð23Þ
for every u; vAV: Then the following estimates hold:
(i) there is a constant c ¼ cða; b; pÞ (depending only on a; b and p) such that for every
uAW0 and uAWper
jjujjWpc½jjPujjV0 þ jjPujj1=ðp1ÞV0 ;
(ii) there is a constant c ¼ cða; b; pÞ (depending only on a; b and p) such that for every
uAW
jjujjWpc½jjPujjV0 þ jjPujj1=ðp1ÞV0 þ jjR1=2 ðTÞuðTÞjj2=pHðTÞ þ jjR
1=2
þ ð0Þuð0Þjj2=pHþð0Þ:
Moreover for every fAV0; jAH˜þð0Þ; cAH˜ðTÞ problem (20) has a unique solution.
Corollary 3.9. If R does not depend on time the same holds requiring only that for
some pAð1;þNÞ; a; b40 we have for every u; vAV
/Au Av; u  vSV0
VXajju  vjjpV; jjAujjV0pbjjujjp1V :
Proof of Theorem 3.8. We prove the theorem assuming (23), being the proof
assuming (22) similar, and indeed easier.
Since u/ðRuÞ0 is linear and monotone onW0 andWper and by (23) we have that
ajjujjpVp/Au; uSp/Pu; uS
by which we estimate jjujjpð1=ajjPujjV0 Þ1=ðp1Þ: Since ðRuÞ0 ¼ Pu Au we obtain
that jjðRuÞ0jjV0pjjPujjV0 þ bjjujjp1V pjjPujjV0 þ b=ajjPujjV0 so we have
jjAujjV0p
b
a
jjPujjV0 and jjðRuÞ0jjV0p 1þ
b
a
 
jjPujjV0 ð24Þ
jjujjWp
1
a
jjPujjV0
 	1=ðp1Þ
þ 1þ b
a
 
jjPujjV0 :
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To see point (ii) we estimate ðq ¼ p=ðp  1ÞÞ; for every e40;
jjPujjV0 jjujjVp
ep
p
jjujjp þ 1
q
1
e
 q
jjPujjq ð25Þ
and, by Proposition 2.6,
2/ðRuÞ0; uS ¼ðRðTÞuðTÞ; uðTÞÞH  ðRð0Þuð0Þ; uð0ÞÞH þ/R0u; uS
X  ðRðTÞuðTÞ; uðTÞÞH  ðRþð0Þuð0Þ; uð0ÞÞH :
Then, since /Au; uS ¼ /Pu; uS/ðRuÞ0; uS; we have
ajjujjppjjPujjjjujj þ 1
2
½ðRðTÞuðTÞ; uðTÞÞH þ ðRþð0Þuð0Þ; uð0ÞÞH 
and using (25) we infer
jjujjVpcða; p; eÞjjPujj1=ðp1ÞV0 þ
1
21=p
½ðRðTÞuðTÞ; uðTÞÞH þ ðRþð0Þuð0Þ; uð0ÞÞH 1=p:
We conclude estimating jjðRuÞ0jj as in (24).
For problem (20) consider ﬁrst F;CAV with Pþð0ÞF ¼ j; PðTÞC ¼ c and
deﬁne Z ¼ jþ c: The problem
ðRvÞ0 þAðv þ ZÞ ¼ f R0Z;
Pþð0Þvð0Þ ¼ 0;
PðTÞvðTÞ ¼ 0
8><
>:
has a unique solution v: Indeed the operator *AðvÞ :¼Aðv þ ZÞ is bounded and
pseudomonotone. Moreover, if we suppose (22) we see that *A is also coercive:
/ *Av; vS ¼ /Aðv þ ZÞ AZ; v þ Z ZSþ/AZ; vS:
Dividing by jjvjj we obtain for the second term that
/AZ; vS
jjvjj

pjjAZjj
and for the ﬁrst
/Aðv þ ZÞ AZ; v þ Z ZS
jjvjj Xajjvjj
p1:
Then the function uðtÞ ¼ vðtÞ þ Z satisﬁes (20).
In general we can consider, thanks to assumption (21), a sequence Zh ¼ Fh þCh
with Fh;ChAV and Pþð0ÞFh ¼ jh-j in H˜þð0Þ; PðTÞCh ¼ ch-c in H˜ðTÞ and
denote by uh the solution corresponding to the data f ;jh;ch: As done for point (ii)
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we can obtain
ajju  vjjpVpjjPu PvjjV0 jju  vjjV þ
1
2
½ ðRðTÞðuðTÞ  vðTÞÞ; uðTÞ  vðTÞÞH
þðRþð0Þuð0Þ  vð0Þ; uð0Þ  vð0ÞÞH 
for every u; vAW: In particular for the solutions uh and uk we have
ajjuh  ukjjppc½ðRðTÞðch  ckÞ;ch  ckÞHðTÞ þ ðRþð0Þðjh  jkÞ;jh  jkÞHþð0Þ:
Since ðRuhÞ0  ðRukÞ0 ¼Auh Auk we can estimate this difference in an analogous
way to obtain that uh-uAW and we deﬁne u to be the solution of the limit
problem. &
Remark 3.10. If RX0ðRp0Þ and A is linear we also have the corresponding
existence results for the problem
ðRuÞ0 þAu þ lRu ¼ f
Pþð0Þuð0Þ ¼ j ðPðTÞuðTÞ ¼ cÞ

for every lAR: It is sufﬁcient indeed to consider the change of variable
vðtÞ ¼ eltuðtÞ ðvðtÞ ¼ elðtTÞuðtÞÞ
to obtain
ðRvÞ0 þAv ¼ f˜ ¼ felt ðfelðtTÞÞ
Pþð0Þuð0Þ ¼ j ðPðTÞuðTÞ ¼ cÞ
(
which has a unique solution v: Then uðtÞ ¼ vðtÞelt ðuðtÞ ¼ vðtÞelðtTÞÞ solves the
original problem.
Regularity: We conclude with a discussion about time regularity of the solution,
already considered in [12]. We will see the result for
ðRuÞ0 þAu ¼ f ;
Pþð0Þuð0Þ ¼ j

ð26Þ
with A linear (here p ¼ 2) and RX0 (obviously the analogous holds if Rp0).
About the operator A we will make the following assumptions: that the family
A : ½0; T -LðV ; V 0Þ with AuðtÞ ¼ AðtÞuðtÞ
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is such that A is regular in the sense of Deﬁnition 2.1 for a.e. tAð0; TÞ and
t//AðtÞu; vSV 0
V absolutely continuous on ½0; T 
ajjujj2Vp/AðtÞu; uSV 0
Vpbjjujj2V
j/AðtÞu; vSV 0
V jpM/AðtÞu; uS1=2V 0
V/AðtÞv; vS1=2V 0
V
d
dt
/AðtÞu; vSV 0
V

 ¼ j/A0ðtÞu; vSV 0
V jpM 0jjujjV jjvjjV

ð27Þ
with M 040; for almost every tAð0; TÞ and for every u; vAV : In this way we can
deﬁne an operator A0 as follows
A0 : ½0; T -LðV ; V 0Þ with A0uðtÞ ¼ A0ðtÞuðtÞ
bounded by M 0: About the operator R we will assume (5) and the same for R0; i.e.
we deﬁne R0uðtÞ :¼ R0ðtÞuðtÞ where R0 is such that
R0 : ½0; T -LðHÞ; R0ðtÞ self-adjoint
suptAð0;TÞjjR0ðtÞjjLðHÞpK1;
t/ðR0ðtÞu; vÞH absolutely continuous on ½0; T ;
d
dt
ðR0ðtÞu; vÞHpK2jjujjV jjvjjV for a:e: tA½0; T :

ð28Þ
As done for R we can deﬁne
/R00ðtÞu; vSV 0
V :¼
d
dt
ðR0ðtÞu; vÞH
and an operator R00 by
R00 :V-V0 by /R00u; vSV0
V :¼
Z T
0
/R00ðtÞuðtÞ; vðtÞSV 0
V dt
which turns out to be linear and bounded by K2:
Theorem 3.11. Consider problem (26). Assume the operator A satisfies (27). We
suppose RX0 and that it satisfies (5) and (28). Moreover we will suppose
fAH1ð0; T ; V 0Þ and the existence of u0AV such that Pþð0Þu0 ¼ j in such a way
that f ð0Þ  Að0Þu0  R0ð0Þu0AIm Rð0Þ: Then the solution u satisfies
uAH1ð0; T ; VÞ:
Remark 3.12. Condition about j is not so restrictive, on the contrary it is quite
natural. Indeed one can choose, e.g., u0 to be the solution of the problem
½Að0Þ þ R0ð0Þw ¼ f ð0Þ;
wAV

and consider j ¼ Pþð0Þu0:
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Proof. Let u be the solution to (26) and consider
ðRvÞ0 þAv ¼ f 0 A0u  ðR0uÞ0;
Pþð0Þvð0Þ ¼ R1þ ð0Þ½Pþð0Þðf ð0Þ  Að0Þu0  R0ð0Þu0Þ:

ð29Þ
This problem has a unique solution by Theorem 3.8 since Aþ 1
2
R0 is bounded and
strictly coercive. Denote by v the solution to (29) and deﬁne
wðtÞ ¼ u0 þ
Z t
0
vðsÞ ds:
Integrating the equation in (29) one obtains
RvðtÞ ¼  Að0Þu0  R0ð0Þu0 
Z t
0
AvðsÞ ds 
Z t
0
R0vðsÞ ds þ f ðtÞ

Z t
0
A0uðsÞ ds 
Z t
0
R00uðsÞ ds: ð30Þ
In this expression we can writeZ t
0
AvðsÞ ds ¼
Z t
0
Aw0ðsÞ ds ¼AwðtÞ  Að0Þwð0Þ 
Z t
0
A0wðsÞ ds;
Z t
0
R0vðsÞ ds ¼
Z t
0
R0w0ðsÞ ds ¼ R0wðtÞ  R0ð0Þwð0Þ 
Z t
0
R00wðsÞ ds
and ﬁnally, since
ðRwÞ0ðtÞ ¼ R0wðtÞ þRw0ðtÞ ¼ R0wðtÞ þRvðtÞ;
using (30) we compute
ðRwÞ0ðtÞ  ðRuÞ0ðtÞ þAwðtÞ AuðtÞ:
We obtain
ðRwÞ0ðtÞ  ðRuÞ0ðtÞ þAwðtÞ AuðtÞ ¼
Z t
0
ðA0wðsÞ A0uðsÞÞ ds
therefore the function w  u solves the problem
ðRyÞ0 þAy ¼ h;
Pþyð0Þ ¼ 0;

where hðtÞ ¼ R t0 ðA0wðsÞ A0uðsÞÞ ds: By hypotheses on A0 we have that
jjhðtÞjjV 0p
Z t
0
jjA0ðw  uÞðsÞjjV 0dsp
Z t
0
M 0ðsÞjjwðsÞ  uðsÞjjV ds:
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Let T 0 be the greatest value less or equal to T such that wðtÞ ¼ uðtÞ for a.e. tA½0; T 0:
Then hðtÞ ¼ 0 for tA½0; T 0: Then by Theorem 3.8(i), there is constant c ¼ cða; b; pÞ
such that
Z T
0
jjwðtÞ  uðtÞjj2V dt ¼
Z T
T 0
jjwðtÞ  uðtÞjj2V dt
p c
Z T
T 0
jjhðtÞjj2V 0dtpc
Z T
T 0
Z t
0
M 0ðsÞjjwðsÞ  uðsÞjjV ds
 2
dt
¼ c
Z T
T 0
Z t
0
jM 0ðsÞj2ds
Z t
0
jjwðsÞ  uðsÞjj2V ds
 	
dt
p c ðT  T 0ÞjjM 0jj2L2ð0;TÞjjw  ujj2L2ðT 0;T ;VÞ;
that is 1pc ðT  T 0ÞjjM 0jj2L2ð0;TÞ: Since every estimate is independent of T ; letting T
go to T 0 we obtain a contradiction and consequently T 0 ¼ T : &
Corollary 3.13. Under the same hypotheses as in Theorem 3.11, suppose for simplicity
that f ð0Þ  Að0Þj R0ð0ÞjAIm Rð0Þ; the solution u of (26) satisfies
ðRu0Þ0AL2ð0; T ; V 0Þ
and moreover there exists a positive constant c depending (only) on jjA0jjLðV;V0Þ;
jjR0jjLðV;V0Þ; jjR00jjLðV;V0Þ; a; b such that
jjujjV þ jju0jjV þ jjðRu0Þ0jjV0 þ jjujjCð½0;T ;VÞ
pc½jjf jjV0 þ jjf 0jjV0 þ jjR1=2þ ð0ÞjjjHþð0Þ þ jjR
1=2
þ ð0ÞPþð0Þðf ð0Þ
 Að0Þj R0ð0ÞjÞjjHþð0Þ:
Proof. The thesis follows from the fact that the function v by which the function w in
the proof of the preceeding theorem is deﬁned is the solution to (29), from the
estimates of Theorem 3.8 and since the embedding H1ð0; T ; X ÞCCð½0; T ; XÞ is
continuous. &
Remark 3.14. In the general case, i.e. for a problem
ðRuÞ0 þAu ¼ f ;
Pþð0Þuð0Þ ¼ j;
PðTÞuðTÞ ¼ c;
8><
>:
with R both negative and positive, we are not able to prove a regularity result as
Theorem 3.11. May be the solution is regular, but surely obtaining an estimation as
in Corollary 3.13 is impossible, as the following example shows.
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Example 3.15. Consider the sequence of functions ðrhÞh of Example 2.17, with
aa1=2; where their mean value is
m ¼
Z 1
0
rhðxÞdx ¼ a  1=2a0;
consider T40; two functions j;c deﬁned in ð0; 1Þ; f in ð0; 1Þ 
 ð0; TÞ and the
problems
rhðxÞ @u
@t
ðx; tÞ  @
2u
@x2
ðx; tÞ ¼ f ðx; tÞ ð0; 1Þ 
 ð0; TÞ;
uð0; tÞ ¼ uð1; tÞ ¼ 0; tAð0; TÞ;
Pþ;huðx; 0Þ ¼ jðxÞ; xAð0; 1Þ;
P;huðx; TÞ ¼ cðxÞ; xAð0; 1Þ;
8>>><
>>>:
i.e. we restrict j as initial datum at time 0 where rh is positive and c as
ﬁnal datum at time T where rh is negative. Notice that jRhj ¼ Id and Rh0 ¼
jRhj0 ¼ 0:
Even if the solutions, with regular data, were in H1ð0; T ; H10 ð0; 1ÞÞ they
surely would be unbounded in the same space. In fact, since ma0; by
Theorem 2.18 we have that the sequence of solutions ðuhÞ is compact in
L2ð0; T ; L2ð0; 1ÞÞ; so we have a limit uAL2ð0; T ; L2ð0; 1ÞÞ: Moreover we have
jjuhjjL2ð0;T ;H1
0
ð0;1ÞÞ and jjRhuh0jjL2ð0;T ;H1ð0;1ÞÞ bounded, so it easy to see that, up to
subsequences,
uh-uAL2ð0; T ; H10 ð0; 1ÞÞ  w; Rhuh0-ru0AL2ð0; T ; H1ð0; 1ÞÞ  w
and u satisﬁes the limit equation
m
@u
@t
ðx; tÞ  @
2u
@x2
ðx; tÞ ¼ f ðx; tÞ:
If ðuhÞh were bounded in H1ð0; T ; H10 ð0; 1ÞÞ we would also have ðuhÞh compact in
Cð½0; T ; L2ð0; 1ÞÞ and in particular
uhðx; 0Þ-uðx; 0Þ uhðx; TÞ-uðx; TÞ in L2ð0; 1Þ:
If we denote whðxÞ the function which is 1 where rh ¼ 1 and 0 where rh ¼ 1
we have
uhðx; 0Þ ¼ whðxÞuhðx; 0Þ þ ð1 whðxÞÞuhðx; 0Þ ¼ whðxÞjðxÞ þ ð1 whðxÞÞuhðx; 0Þ
and taking the limit
uðx; 0Þ ¼ ajðxÞ þ ð1 aÞuðx; 0Þ
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and then we deduce uðx; 0Þ ¼ jðxÞ: In the same way we would obtain uðx; TÞ ¼ cðxÞ
and so we would have a function u satisfying
r
@u
@t
ðx; tÞ  @
2u
@x2
ðx; tÞ ¼ f ðx; tÞ ð0; 1Þ 
 ð0; TÞ;
uð0; tÞ ¼ uð1; tÞ ¼ 0; tAð0; TÞ;
uðx; 0Þ ¼ jðxÞ; xAð0; 1Þ;
uðx; TÞ ¼ cðxÞ; xAð0; 1Þ;
8>>><
>>>:
which in general is impossible.
4. Examples
In this section, we present some example of possible choices of R: In what follows
we consider T40; O open bounded subset of Rn with Lipschitz boundary. In the ﬁrst
examples we consider
r :O
 ½0; T -R ðdenoting by rðtÞ :O-R the function rðtÞðxÞ ¼ rðx; tÞÞ:
For every tA½0; T  we denote by OþðtÞ; O0ðtÞ;OðtÞ; respectively, the subsets of O in
which rðtÞ is positive, null, negative and rþðtÞ ¼ rðtÞjOþðtÞ; rðtÞ ¼ rðtÞjOðtÞ: The
examples we are going to show will be different situations of the following problem
(we mean that our interest will be mainly directed on different choices of the
function r)
@
@t
ðruÞ þAu ¼ f ðx; tÞ on O
 ð0; TÞ;
uðx; tÞ ¼ 0 ðx; tÞA @O
 ð0; TÞ;
uðx; 0Þ ¼ jðxÞ; xA Oþð0Þ;
uðx; TÞ ¼ cðxÞ; xA OðTÞ:
8>>><
>>>:
ð31Þ
In the former examples we conﬁne ourselves to the following simple situation: H ¼
L2ðOÞ; V ¼ H10 ðOÞ and then V ¼ L2ð0; T ; H10 ðOÞÞ; V0 ¼ L2ð0; T ; H1ðOÞÞ and H
will be the space L2ð0; T ; L2ðOÞÞ: Therefore, fAL2ð0; T ; H1ðOÞÞ and
jAL2ðOþð0Þ; rþð; 0ÞÞ;cAL2ðOðTÞ; rð; TÞÞ where
rþ is the positive part of r
L2ðOþð0Þ; rþð; 0ÞÞ is the completion of CcðOþð0ÞÞ
with respect to the norm jjwjj2 ¼ ROþð0Þ w2ðxÞrþð; 0Þ dx:
Analogously we deﬁne L2ðOðTÞ; rð; TÞÞ: In this examples we will supposeA to be
a linear operator from V to V0 deﬁned by a family A : ½0; T -LðH10 ðOÞ; H1ðOÞÞ
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verifying
l0jjujj2H1
0
ðOÞp/AðtÞu; uSV 0
VpL0jjujj2H1
0
ðOÞ;
for every u; vAL2ð0; T ; H10 ðOÞÞ; where L0Xl040: We deﬁne R by the family
R : ½0; T -LðHÞ; ðRðtÞwÞðxÞ ¼ rðx; tÞwðxÞ:
If r ¼ rðxÞ then Corollary 3.9 holds with a ¼ l0 and b ¼ L0:
(1) If r  1; i.e. RðtÞ ¼ Id for every t; then OþðtÞ ¼ O for every tA½0; T  and O0ðtÞ ¼
OðtÞ ¼ | for every tA½0; T : Then problem (31) is the classical Cauchy–
Dirichlet problem
@u
@t
þAu ¼ f ðx; tÞ on O
 ð0; TÞ;
uðx; tÞ ¼ 0 ðx; tÞA@O
 ð0; TÞ;
uðx; 0Þ ¼ jðxÞ; xAO:
8><
>:
If RðtÞ ¼ Id we have the inverse problem with the datum c at time T :
(2) If r  0; i.e. RðtÞ ¼ 0 for every t; then OðtÞ ¼ OþðtÞ ¼ | for every t and
therefore we have the following problem
Au ¼ f on O
 ð0; TÞ;
u ¼ 0 on @O
 ð0; TÞ;

or equivalently a family (the parameter is t) of elliptic problems
AuðtÞ ¼ AðtÞuðtÞ ¼ f ðtÞ on O for a:e: tA½0; T ;
uðtÞ ¼ 0 on @O for a:e: tA½0; T :

(3) Suppose r ¼ rðxÞ: Suppose ﬁrst rX0: Then, in order to have (5) satisﬁed, we
only need rALNðOÞ (being constant with respect to t the operatorR turns out to
be regular). Notice that no regularity on r is required, i.e. r could be also a
characteristic function
rðxÞ ¼ 1 on Oþ;
0 on O0:

Then every non-negative rALNðOÞ is admitted and in particular Oþ can be also a
Cantor set.
Indeed H10 ðOÞ is dense in L2ðO; rÞ and assumption (21) is veriﬁed. Obviously if
the measure of Oþ is zero, problem (31) is to be intended as explained in
Deﬁnition 3.3, i.e. pointwise, for almost every tA½0; T ; in H1ðOÞ; and then if
rðxÞ ¼ 0 for a.e. xAO the problem is to be considered as a family of elliptic
problems in the parameter t and the initial datum has no meaning. But if Oþ is a
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Cantor set of positive measure one can consider a problem which is ‘‘parabolic’’
on a Cantor set and ‘‘elliptic’’ on the complementary.
Now consider rALNðOÞ not necessarily non-negative. Every function for
which Oþ and O are open and Oþ; O and O0 have Lipchitz boundary is
admitted. It is also admitted a situation in which, for instance,
rðxÞ ¼
1 on Oþ;
0 on O0;
1 on O;
8><
>:
with Oþ and O closed sets such that there are two open sets A1; A2 with
A1-A2 ¼ |; OþCA1; OCA2
in order to have (21) satisﬁed (possibly Oþ and O Cantor sets).
(4) Suppose r ¼ rðtÞ: In this case we need some regularity. Assumptions in (5) are
satisﬁed if rAW 1;Nð0; TÞ: If rXc40 the problem (31) is a standard forward
parabolic problem with initial datum j while if rpco0 we have a standard
backward parabolic problem with ﬁnal datum c: But suppose rð0Þp0 and
rðTÞX0 or rð0ÞX0 and rðTÞp0: We can admit rAW 1;Nð0; TÞ such that
m0 ¼ ess infð0;TÞ r
0ðtÞp0 with l0 þ 1
2
m0c40;
where c is such that jjujjL2pcjjujjH1
0
; so that (22) is satisﬁed. Then if r0ðtÞ40 and
rð0Þp0 and rðTÞX0 problem (31) is
rðtÞ @u
@t
þ r0ðtÞu þAu ¼ f ðx; tÞ on O
 ð0; TÞ;
uðx; tÞ ¼ 0 ðx; tÞA @O
 ð0; TÞ;
8<
:
without any initial and ﬁnal data. A situation as that in Fig. 1 is not admitted
because g0 is not bounded. If r0ðtÞo0 and rð0ÞX0 and rðTÞp0 problem (31) is
rðtÞ @u
@t
þ r0ðtÞu þAu ¼ f ðx; tÞ on O
 ð0; TÞ;
uðx; tÞ ¼ 0 ðx; tÞA @O
 ð0; TÞ;
uðx; 0Þ ¼ jðxÞ; xA O;
uðx; TÞ ¼ cðxÞ; xA O;
8>>><
>>>:
with initial and ﬁnal data in the whole O:
(5) Suppose now r ¼ rðx; tÞ and r; @r
@t
ALNðO
 ð0; TÞÞ: We have that
ðRðtÞu; vÞH ¼
Z
O
uðxÞvðxÞrðx; tÞ dx
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jðR0ðtÞu; vÞH j ¼
Z
O
uðxÞvðxÞ @r
@t
ðx; tÞ dx


p @r
@t




N
jjujjL2 jjvjjL2p
@r
@t




N
jjujjH1
0
jjvjjH1
0
:
We can admit function r such that (C1; C2X0 arbitrary)
C1prpC1; m0p
@r
@t
pC2
with
m0p0 and l0 þ
1
2
m0c40
where c is the constant of example (4).
(6) Suppose now r ¼ rðx; tÞ; rALNðO
 ð0; TÞÞ; but @r@teLNðO
 ð0; TÞÞ: For
simplicity consider the case we are given A and B subsets of O
 ð0; TÞ and
rðx; tÞ ¼ wAðx; tÞ  wBðx; tÞ i:e:; r :O
 ð0; TÞ-f1; 0; 1g;
where wEðyÞ ¼ 1 if yAE and 0 if yeE: We have that
RðtÞ ¼ IdHþðtÞ  IdHðtÞ; ð32Þ
that is
ðRðtÞu; vÞL2ðOÞ ¼
Z
OþðtÞ
uðxÞvðxÞdx 
Z
OðtÞ
uðxÞvðxÞ dx:
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Fig. 1. Example of a not admitted situation.
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In this case to have conditions (5) satisﬁed we need for every u; vAH10 ðOÞ
t/
Z
OþðtÞ
uðxÞvðxÞdx 
Z
OðtÞ
uðxÞvðxÞdx differentiable
d
dt
Z
OþðtÞ
uðxÞvðxÞdx 
Z
OðtÞ
uðxÞvðxÞdx
 !
pC2jjujjH1ðOÞjjvjjH1ðOÞ: ð33Þ
Just to consider a simple but meaningful situation ﬁx n ¼ 1; suppose A,B ¼
O
 ð0; TÞ; i.e. r :O
 ð0; TÞ-f1; 1g; O ¼ ð0; LÞ; OþðtÞ ¼ ð0; gðtÞÞ; OðtÞ ¼
ðgðtÞ; LÞðg : ½0; T -½0; LÞ: Then
ðRðtÞu; vÞL2ð0;LÞ ¼
Z gðtÞ
0
uðxÞvðxÞdx 
Z L
gðtÞ
uðxÞvðxÞdx
and its derivative is deﬁned by
/R0ðtÞu; vSH1ð0;LÞ
H1
0
ð0;LÞ ¼ 2g0ðtÞuðgðtÞÞvðgðtÞÞ:
Then conditions (5) and (22) are satisﬁed if g is differentiable, g0ALN and
/AðtÞu; uSH1
H1
0
þ g0ðtÞu2ðgðtÞÞXajjujj2H1
0
for some positive constant a; that is if, denoted by c the constant such that
jjujjC0ð½0;T ÞpcjjujjH1
0
ð0;LÞ we can admit g such that
gAW 1;Nð0; LÞ; ess inf
½0;T 
g0ðtÞ4 l0
c2
:
If A were non-linear and pa2; to satisfy (23) we can ask
gAW 1;Nð0; LÞ; g0ðtÞX0:
If, on the contrary, OðtÞ ¼ ð0; gðtÞÞ; OþðtÞ ¼ ðgðtÞ; LÞ we would have
/R0ðtÞu; vS ¼ 2g0ðtÞuðgðtÞÞvðgðtÞÞ and then we would admit g such that
gAW 1;Nð0; LÞ; ess sup
½0;T 
g0ðtÞo l0
c2
and g0ðtÞp0 if A non-linear with pa2:
If the dimension nX2 and r :O
 ð0; TÞ-f1; 0; 1g; we need to differentiate
with respect to t the function
FðtÞ ¼
Z
OþðtÞ
uðxÞvðxÞ dx 
Z
OðtÞ
uðxÞvðxÞ dx:
This is differentiable if OþðtÞ and OðtÞ are open and the interfaces separating
OþðtÞ; O0ðtÞ; OðtÞ are Lipschitz continuous (see, e.g., Proposition 3,
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Section 3.4.4, in [5]). Moreover, since u; vAH10 ðOÞ; it makes sense to consider the
trace on the interfaces (see, e.g., Theorem 1, Section 4.3, in [5]).
Now we show some other examples: ﬁrst we show that r may be also an
unbounded function in L1; then an example where R is an integral operator.
Finally an example in which the estimation max½0;T  jðjRðtÞjuðtÞ; uðtÞÞH jpc jjujjW
holds.
(7) It is also possible to consider unbounded coefﬁcients (see [12]). Consider a
function mAL1ðO
 ð0; TÞÞ: In this case we consider, for a.e. tAð0; TÞ; HðtÞ ¼
L2ðO; jmð; tÞjÞ and the equibounded operators RðtÞ will be
RðtÞ ¼ IdHþðtÞ  IdHðtÞ
and observe that is
ðRðtÞu; vÞHðtÞ ¼ ðRðtÞu; vÞL2ðO;jmð;tÞjÞ
¼
Z
OþðtÞ
uðxÞvðxÞjmðx; tÞjdx 
Z
OðtÞ
uðxÞvðxÞjmðx; tÞjdx
¼
Z
O
uðxÞvðxÞmðx; tÞdx:
(8) Let H ¼ L2ðOÞ and V ¼ H10 ðOÞ: Consider a function rALNðO
 O
 ð0; TÞÞ
and deﬁne RðtÞ :H-H as
½RðtÞuðxÞ :¼
Z
O
rðx; y; tÞuðyÞdy:
If this operator satisﬁes (5) under assumptions required on Theorem 3.8 we
obtain an existence result for the problem
@
@t
R
O rðx; y; tÞuðy; tÞdy
 þAuðx; tÞ ¼ f ðx; tÞ on O
 ð0; TÞ;
u ¼ 0 on @O
 ð0; TÞ:
Pþð0Þuð0Þ ¼ j
PðTÞuðTÞ ¼ c
8>>><
>>>:
(9) We conclude with some examples in which max½0;T  jðjRðtÞjuðtÞ; uðtÞÞH jpc jjujjW
holds. Consider as before H ¼ L2ðOÞ and V ¼ H10 ðOÞ:
A ﬁrst situation is that stated in Proposition 2.8 and Example 2.9, i.e. if
rALNð0; T ; W 1;NðOÞÞ so that
DiðruÞ ¼ rDiu þ uDirAL2ðOÞ; i:e: rð; tÞuð; tÞAH10 ðOÞ for a:e: t:
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Another situation in which this inclusion is true is that ðRþuÞ0; ðRuÞ0AV0 (see
Remark 2.10). This is true, for example, if (see Fig. 2)
dist ðOþ;OÞ40: ð34Þ
In this situation for every uAW we can consider f1;f2AC
1ð %OÞ such that
f1 ¼ 1 in Oþ; f1 ¼ 0 in O; f2 ¼ 0 in Oþ; f2 ¼ 1 in O:
Then also f1u;f2uAW and applying Proposition 2.6 by (13) we in particular
infer that
jðRf1uð0Þ;f1uð0ÞÞH j ¼ ðRþuð0Þ; uð0ÞÞH ¼
Z
O
u2ðx; 0ÞrþðxÞdxoþN;
jðRf2uðTÞ;f2uðTÞÞH j ¼ ðRuðTÞ; uðTÞÞH ¼
Z
O
u2ðx; 0ÞrðxÞdxoþN:
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