In general this is a set of implicit equations, which we solve and use in ( The traditional problem of choosing the q 2+2q coefficients in a q-stage method so as to obtain the highest possible order of accuracy, subject to stability or other constraints, leads to a nonlinear algebraic jungle, to which civilization and order were brought in the pioneering work of J. C. Butcher [2] , [5] , further refined in the thesis of M. Crouzeix [6] . Part of the purpose of this paper is to make their approach and their techniques better known.
The classical formulae of Runge and Kutta were explicit, that is, in (1.6) one had ai = O for i '-j so that in (1.5) ynJi is given explicitly in terms of the preceding Yn,i. The implicit RK methods introduced by Butcher [3] , [4] became interesting for stiff problems when Ehle [7] showed the q-stage methods of order 2q to be A -stable. Unfortunately, to integrate a system of m differential equations, an implicit method with a full matrix (1.6) requires the solution of mq simultaneous implicit (in general nonlinear) equations at each time step. This is one disadvantage that contributed to the inferior performance of a program based on the 2-stage 4th-order method tested by Enright, Hull and Lindberg [8] .
One way to circumvent this difficulty is to use a lower triangular matrix (ai1) in (1.6): the equations (1.4) may then be solved in q successive stages, with only an mr-dimensional system to be solved at each stage. Following Butcher, we call such a method semi-implicit.
There have been several investigations of semi-implicit RK methods [1] , [12] , [11] , [13] , [6] . The present work starts with the following idea: in solving (1.4) successively by Newton-type iterations one solves linear systems at each stage with a coefficient matrix of the form I-haii af/ly.
If all aii are equal one may hope to use repeatedly the stored LU-f actorization of a single such matrix. M. Crouzeix pointed out the usefulness of this idea for solving the linear differential equations arising from discretization of linear parabolic partial differential equations by the finite element method [6] . S. P. N0rsett made this idea the basis of his study of semi-implicit methods [13] . When all the aii are equal in a semi-implicit formula, we shall call it a diagonally implicit Runge-Kutta (DIRK) formula.
In the next section we survey the A -stable DIRK methods of maximum order in two and three stages, and prove that no four-stage DIRK formula has order five. In ? 3 we derive new methods with stronger stability properties, and in ? 4 we describe a comparison of several of these methods with each other and with the GEAR package.
2. A-stable methods. Referring to the general presentation of a RungeKutta formula (1.6), we make the following conventions:
q denotes the number of stages in a method, p denotes the order of the method; A is the q x q matrix (ai1); T is the q x q matrix diag (r, ,q);
b is the q-dimensional vector (bi); e is the q-dimensional vector having all components equal to 1. The symbol * denotes the transpose of a matrix.
It is easy to see that there is a unique (q, p) = (1, 2) DIRK formula, the implicit midpoint rule, which is well known to be A -stable: The formula (2.3) shows the strain of having A -stability plus fourth-order squeezed out of its three stages: the diagonal (1 + a)/2 -1.06 so that at each stage an implicit equation must be solved over an interval longer than the stepsize, and the weights in the third row are roughly 2, -3 and 1, which can cause roundoff problems. Thus the following result should not be a surprise. THEOREM 2. There is no DIRK formula with (q, p) = (4, 5) . This result verifies part of a conjecture of [13] . Before giving the proof, we recall some of the facts about the order of RK methods and prove a lemma. Remark. The "integration by parts" identities (2.5) and (2.6) hold in general if q <p and all -ri are distinct [6] .
Proof. We first prove (2. This time we must have A4 # 0. Setting A4 := 1 and solving for A 1, A2, A3 gives (2.6).
Proof of Theorem 2. We must have 8 = A Te -4 T2e # 0, else a,1 = 0 so that the diagonal of A is zero and the method is explicit, which is known to be impossible. Thus if (1.6) be a DIRK formula having (q, p) = (4, 5), the hypothesis of the lemma is satisfied. Look at the fourth components in (2.5). They are
Now b4 # 0 or our formula would actually have only 3 stages, and the reader may easily check that that is impossible.1 Thus
Now the equality of fourth components in (2.6) gives a44r4b4 = 2(1-r4)b4.
Use b4 #0 and (2.9) to derive from this (1-r4)r4=f-rT4 or 2 T4+2T4O= whence r4 = 1. But then (2.9) shows a44 = 0, hence the diagonal of A is zero, and this is as impossible as before.
3. S-stability. A-stability is not the whole answer to the problem of stiff equations. In their work with large systems of stiff nonlinear equations Prothero and Robinson [14] found that A-stability of a method was no guarantee that it would give stable solutions, and that the accuracy of the solutions obtained often appeared to be unrelated to the order of the method used. Their analysis led to the introduction of a new stability concept.
DEFINITION. [14] A RK-method is S-stable if for any bounded function g: [0, T] -* R having a bounded derivative, and any positive constant AO, there is a positive constant ho such that the numerical solution (yn) to the equation y = g'(t) + A (y -g(t)) satisfies
provided yn, $ g(tn), for all 0 < h < ho and all complex A with Re (-A) ' Ao.
A RK method is strongly S-stable if
as Re (-A) -o0 for all h > 0 such that [tn, tn+1] c [0, T].
Notice that an S-stable method is A -stable (take g =0). The converse does not hold. Before we analyze the S-stability of our methods, we need some tools. For background see [14] , [15] .
To each RK method we associate the rational function which arises when the method is applied to the scalar test equation
with stepsize h. One computes Y1 = R (hA )yo, and in fact [15] R (hA) = 1 + hAb*(I -hAA)-le.
Recall that a RK formula is A -stable if R (hA)j < 1 for Re (hA)< 0. We call a formula stiffly A -stable if it is A -stable and limhAl R (hA ) = 0. (Stiff A -stability has been called L-stability by B. L. Ehle, and strong A -stability by other writers.)
A semi-implicit formula with nonzero diagonal has an invertible matrix A; its R(hA) is holomorphic at infinity and we may put a0o lim R(hA)= 1-b*A le.
hA-*oo
We shall say that a q-stage semi-implicit RK method is stiffly accurate when Tq = 1 and aqi = bi, i = l(1)q. LEMMA 2. A RK formula with invertible matrix A satisfying aqi =bi, i = l (1)q has a0 = 0. (In particular, if the formula is A -stable and stiffly accurate, it is stiffly A-stable).
Proof. The result is immediate because b*A1 = (0, , 0, 1), that is, the last row of A times A 1 gives the last row of the identity matrix.
We can now adapt the result of Prothero and Robinson to our situation. THEOREM We apply these criteria to the methods derived by Crouzeix.
COROLLARY.
The A -stable methods with (q, p) = (2, 3) [6, Prop. 1.6] are S-stable. The A-stable methods having (q, p) = (3, 4) [6, Prop. 1.8] are S-stable except for the two methods for which ao = 1. None of these methods is strongly S-stable.
This shows, then, that to achieve stiff accuracy (required for strong Sstability) one must give up an order of ordinary accuracy. Strongly S-stable methods of orders three and four having r1 =0 were derived by R. Alt [1, summarized without proof in [6] ]. K. Miller [12] and M. A. Kurdi [11] found strongly S-stable semi-implicit methods of order two, three and four (they called their methods "diagonally implicit," a term which is reserved here for the special case where all diagonal entries are equal in A). We now show how strong S-stability can be achieved with a DIRK formula. Proof. One verifies directly that these schemes are of order two and three respectively ( [6] or [2] ). Next, observe that in both cases R (hA ) has all its poles at a >0; finally, simple algebra shows that IR (iy)12C 1 for real y so that A -stability follows from the maximum principle. We now show that these schemes are the only possible ones.
(a) A strongly S-stable DIRK formula with (q, p) = (2, 2) necessarily has the form a Or 1-a a 1
1-a a
Thus it is enough to show that r = a and that a must take one of the values specified.
Notice that a cannot be equal to 1. From the necessary conditions for p = 2 (2.4.2) we obtain We first show that a must be as specified. If the formula (3.1) is strongly S-stable and of order three, then R (hA) = (1 + c1hA + c2(hA )2)/(1 -ahA )3 which is ehA + O(hA)4 for small hA provided a is a root of (3.2)
x -3x 2X-6=?, and then C= 1-3a, c2 =2-3a + 3a 2 An algebraic computation shows that JR (iy)12 ' 1 for all real y only when a is the root of (3. This shows that the scheme (3.1) actually has the form given in the statement of the theorem; T2 is now determined by the requirement that the weight corresponding to the point 1 in the quadrature formula of the last line shall be a. The proof is now complete.
We conclude this section with an anti-result which shows that at least five stages are needed to achieve order four in a strongly S-stable DIRK formula. THEOREM 6. There is no strongly S-stable DIRK formula of order four in four stages.
Proof. Such a formula would have to have the following form. 
6-2a+6a2-4a
An algebraic computation shows that JR (iy )j2 < 1 for all real y only if a is the root of (3. where we have used the fact that a is a root of (3.5) to eliminate the fourth power term. Now A,u #0. The best way to see this is to multiply (3.5) by 24 and check that the result does not factor over the integers; hence (3.5) is irreducible over the rationals and the only cubic polynomial in a with rational coefficients which vanishes is the zero polynomial.
We can now show that Ae = Te is necessary, by the standard argument. If Here the nodes (a, r2, T3, 1) and their corresponding weights (b1, b2, b3, a) define a quadrature formula which is correct for polynomials of degree less than or equal to three, by the first in each set of equations (2.4.1)-(2.4.4).
Let us first suppose all the nodes to be distinct. The weights are determined as soon as the nodes are chosen, so the requirement that a be the weight associated with the node 1 puts one constraint on the choice of nodes. Since nodes a and 1 are already fixed, we may take this constraint as determining r3 in terms of r2, or vice versa, from the requirement 4-3(a+ r2+ T3)+ 2(ar2 + ar3 +23)-a2T3
Thus the scheme (3.7) is determined by the choice of ,3 and either T2 or r3, keeping in mind that these last two must be distinct from each other and from a and 1.
In fact we can now show the impossibility of a fourth-order scheme (3.7) having distinct nodes, by showing that it is impossible to choose ,B and r2 or r3 so that (3.8) is satisfied together with In fact, putting the scheme (3.7) into (3.9), using the requirements that the quadrature formula defined on a, 12 , 73, and 1 should be of order three and that a is a root of (3.5) leads to b3(r2-a),8 = -a +3a2-a 3 b3(r -a2)/3 2= 4a +7 a 2-2a 3 Notice that b3 cannot vanish, else a would satisfy a cubic equation with integral coefficients; thus the first two equations of (3.10) determine r3 in terms of a, but then (3.8) and the last of equations (3.10) lead to conflicting values for r2. Thus there is no fourth-order scheme (3.7) with all nodes distinct. Now we come to the case where not all the nodes are distinct. Here it is easy to see that there must be three distinct nodes, so that there are three cases to consider: (i) r2 or r3 = a, (ii) T2 or r3 = 1, (iii) r2 = 73, different from a and 1.
In all three cases, the three distinct nodes must be equal in some order to {(1 + ri)/21i = 1, 2, 3}, where the ri are roots of a cubic polynomial orthogonal on [-1, 1] to the constant functions. This constraint, together with the fact that two of the nodes are a and 1, determines the third node to be
In this case one computes the weight associated with the node 1 to be (3.11)
(1 -6a +6a 2)/(6(1 -a)(1 -4a)) and if this were equal to a, then a would satisfy a cubic equation with integral coefficients. Thus cases (i) and (iii) are impossible. In case (ii), putting r3 = 1 leads to equality of the right-hand sides of the first two equations in (3.10), hence to that there is no 4th-order strongly S-stable DIRK formula in 4 stages is complete.
It turns out that strongly S-stable DIRK formulae of order four with five stages come in several families, each depending on one or more parameters: perhaps unfortunately, having a choice means one must optimize. Our investigation of these methods is still in progress. 4 . A DIRK program. This section describes the implementation of some DIRK formulae on the CDC 6400 at the Computing Center of the University of Colorado. We present the results of comparisons of different DIRK formulae with the GEAR package [10] .
The DIRK program works with a fixed formula selected by the user at the start of the integration from among the following five formulae, designated by number of stages and order.
DIRK (1, 2) . Implicit midpoint rule, (2.1). DIRK (2, 3). Formula of Crouzeix, (2.2). DIRK (3, 4) . Formula of Crouzeix, (2.3). DIRK (2, 2). Strongly S-stable formula of Theorem 5, a = 1 2.
DIRK (3, 3) . Strongly S-stable formula of Theorem 5.
We note that DIRK (1, 2) is A-stable but not S-stable [14] .
Integration is by the step-halving method to estimate error and adjust stepsize. First a step of size h is taken from yn at time t, to compute Yn+1. Next, this time step is repeated in two steps of size h/2, and Yn+2/2 is obtained. The estimate of the local truncation error in the more accurate value Yn+2/2 is taken to be and Ymax is the maximum modulus of the ith component so far in the integration. This choice is suitable for comparing the program to the GEAR package [10] . It is motivated by the idea that, if the user specifies a local error tolerance e, then errors of order E * Ymax were allowed when y was near Ymaax, and it is not in general useful to require later errors to be smaller than that. If the problem is asymptotically stable, as many stiff systems are, it is easy to modify the program to give a true relative error test. The asymptotic form of the local truncation error [15] is used to adjust the stepsize. The user specifies a tolerance for local error and then:
(i) if En+1 > E the step is rejected and h is reduced to make the expected error -E/5;
(ii) if 3?/4 <En+ E ? the step is accepted, but h is reduced to make the expected error on the next step -E/5; (iii) if E/ 1 0 < En+1 3 3E/4, the step is accepted and the same h is used for the next step; (iv) if En+1-e-/10, the step is accepted and h is increased to make an expected error on the next step -E/2, provided (a) at least p + 1 successful steps have followed the last decrease in h, (b) after a decrease, h is at most doubled on the next increase, while the largest increase allowed in any case is by a factor of 10, and (c) the increase is by a factor of at least 1.3. The implicit equations at each stage are solved by a Newton's method; the matrices I-ah aflay and I-lxh af/ly are computed from the Jacobian supplied by the user, and their LU-factorizations are stored and used repeatedly, being updated every twenty steps or at stepsize changes. Starting values for the YnJ are obtained by a combination of linear interpolation and extrapolation using the stored derivatives. If after three Newton steps there is no convergence, we allow one update of the Jacobian.
The package has been tested on some problems in the battery devised by Enright, Hull and Lindberg [8] to illustrate different kinds of stiffness. The problems for which we present results here are listed in Table 1. Problems B 1 and   TABLE 1 Problems from the battery of Enright, Hull, Lindberg [8] . B5 are linear. Problem Bi has complex eigenvalues, and some of its components decay rapidly while others decay slowly. Problem B5 has complex eigenvalues of large modulus close to the imaginary axis. It is known that this is a difficult problem for the GEAR package, whose backward differentiation formulae are not 
