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Abstract: Motivated by their appearance in supersymmetric gauge and string theories,
we study the relations governing quasi-automorphic forms associated to certain discrete
subgroups of SL(2,R) called Hecke groups. The Eisenstein series associated to a Hecke
group H(m) satisfy a set of m coupled linear differential equations, which are natural
analogues of the well-known Ramanujan identities for modular forms of SL(2,Z). We prove
these identities by appealing to a correspondence with the generalized Halphen system.
Each Hecke group is then associated to a (hyper-)elliptic curve, whose coefficients are
found to be determined by an anomaly equation. The Ramanujan identities admit a
natural geometrical interpretation as a vector field on the moduli space of this curve. They
also allow us to associate a non-linear differential equation of order m to each Hecke group.
These equations are higher-order analogues of the Chazy equation, and we show that they
are solved by the quasi-automorphic Eisenstein series E2 associated to H(m) and its Hecke
orbits. We conclude by demonstrating that these non-linear equations possess the Painleve´
property.
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1 Introduction
The modular group has played an important role in theoretical high-energy physics, es-
pecially in the study of non-perturbative dualities in supersymmetric gauge and string
theories [1, 2]. In these contexts, it acts on a complexified gauge or string coupling and
relates weak-coupling description of one theory to strong-coupling description of another
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theory. These dualities typically imply strong constraints on the spectrum of the physical
theory [3].
The modular group has also played an important role in determining the low-energy
effective actions of superconformal gauge theories [4]. These insights have been combined
with the powerful technology of equivariant localization [5, 6] to show that the prepotentials
of N = 2? theories — these are N = 2 gauge theories coupled to a massive adjoint
hypermultiplet — satisfy a modular anomaly equation [7–10]. This modular anomaly
equation can be integrated, ultimately yielding a resummed expression for the prepotential
in terms of quasi-modular forms of SL(2,Z). Attempts to apply these techniques to N = 2
gauge theories with fundamental matter are complicated by the “running” of the bare
coupling constant [11]. These difficulties can be circumvented partially by restricting to
special loci in the Coulomb moduli space, and explicit localization calculations have found
that S-duality acts on the “effective” couplings as a Hecke group [12, 13]. This relation to
supersymmetric gauge theories provides us with a strong physical motivation to study the
properties of quasi-automorphic forms of Hecke groups.
An element of a Hecke group is any word made up of the letters S and T that is further
circumscribed by the relations
S2 = 1 ,
(ST )m = 1 .
(1.1)
It is easy to see that for m = 3, the generators of the Hecke group satisfy the same relations
that bind the generators of the modular group. More concretely, for τ that takes values in
the upper-half plane H, the generators of the Hecke group act as
T : τ → τ + 1 ,
S : τ → − 1
λmτ
,
(1.2)
where λm = 4 cos
2
(
pi
m
)
. The Hecke groups will be denoted H(m) and are indexed by an
integer m ≥ 3 that will be called its height. For m ∈ {3, 4, 6,∞} the corresponding λm ∈ Z.
We will refer to these cases as arithmetic Hecke groups, while the rest will be referred to as
non-arithmetic Hecke groups. In the interest of uniformity, we will restrict our attention
to Hecke groups with finite heights.
In Section 2, we begin with a brief review of [14] on (quasi-)automorphic forms of
Hecke groups H(m). The ring of quasi-automorphic forms C[E2, · · · , E2m] is generated by
the Eisenstein series associated to the Hecke group, which in turn are related to solutions
of a generalized Halphen system in a simple way. The Eisenstein series are found to satisfy
a system of m first order coupled linear differential equations which are natural analogues
of the Ramanujan identities corresponding to the modular group. These are shown to be
consistent with the identities conjectured in [15].
In Section 3, we associate an algebraic curve to the Hecke group H(m), whose coeffi-
cients Ak are quasi-automorphic forms.
1 An anomaly equation governing these coefficients
1As we will see, for m = 3, 4, this curve is elliptic, and for m > 4 it is hyperelliptic.
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is derived; it plays a role analogous to modular anomaly equations that have appeared
in the literature on supersymmetric gauge theories [8–10] in that it fixes the dependence
of these coefficients on the quasi-automorphic Eisenstein series E2. A complete solution
to these anomaly equations requires the specification of boundary conditions that fix the
dependence of Ak on purely automorphic pieces; this is done by insisting on certain fall-offs
at weak-coupling which we term ‘cuspidal’ boundary conditions. An interesting alterative
choice of boundary conditions is explored in Appendix B that may have interesting relations
to the theory of microdifferential operators and integrable systems.
The discussion of curves is developed with the goal of interpreting the Ramanujan
identities as corresponding to some natural geometrical object on the moduli space of
these curves, a subject we turn to in Section 4. This has already been done for the modular
group in [16, 17]. We review and extend these results to the case of H(4) and construct a
Ramanujan vector field that acts naturally on the period integrals of the associated curve.
In Section 5, we study the factorization of elliptic curves; the zeroes of the elliptic
curves are expressed in terms of Jacobi θ-constants, and satisfy a ‘strong’ Halphen system.
We rewrite the Halphen system as a flow equation and show that the matrix which governs
the Halphen system is a Cartan matrix of a Borcherds-Kacˇ-Moody algebra [18–20] of rank
m. In particular, we present a new Halphen system corresponding to m = 4.
While an analogous factorization does not appear possible for taller Hecke groups, we
show that the coefficients Ak of the hyperelliptic curve satisfy simple differential equations
which we refer to as ‘weak’ Halphen systems, which are intimately related to the Ramanujan
identities and exist for all Hecke groups. Along the way we write down the cusp forms which
are ‘automorphic’ discriminants of the arithmetic Hecke groups and make some observations
in relation to the counting of BPS states in certain string theory models [21–23].
Another mathematical motivation for our studies comes from [24], where it was shown
that for the modular group, the quasi-modular form E2 and its SL(2,Z) orbits satisfy the
well-known Chazy equation and further, that the weight-12 modular discriminant plays the
role of a τ -function for the Chazy equation. In Section 6, we observe that for every Hecke
group the corresponding Eisenstein series E2 satisfies an ordinary differential equation of
order m that can be systematically constructed using the Ramanujan identities. We go
on to show that Hecke orbits of E2 also satisfy the same differential equation, and that a
suitably defined analogue of the modular discriminant plays the role of the τ -function for
the Hecke group, thereby generalizing the results of [24] to all Hecke groups.
Finally, in Section 7, we turn to the study of our higher-order Chazy equations. After a
short primer on stability analysis, we explicitly verify that the higher-order Chazy equations
possess the Painleve´ property.
For the reader’s convenience, we provide explicit Fourier expansions of some automor-
phic forms in Appendix A, for quick verification of formulas.
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2 Ramanujan Identities
We discuss the Ramanujan identities corresponding to the Hecke group H(m) — originally
conjectured in [15] — and review their relation to the generalized Halphen system, which
we will shortly define. This route to the Ramanujan identities allows us to furnish a simple
proof, in addition to presenting them in a more elegant closed form.
2.1 Generalized Halphen Systems and A Proof
The automorphic forms we study in this paper are Eisenstein series corresponding to the
Hecke group H(m). They will be built out of solutions to the generalized Halphen system,
following [14]. The generalized Halphen system is a set of coupled ordinary differential
equations for three variables {tk(τ)}3k=1 that satisfy:
t′1 = (a− 1) (t1t2 + t1t3 − t2t3) + (b+ c− 1) t21 ,
t′2 = (b− 1) (t2t3 + t2t1 − t1t3) + (a+ c− 1) t22 ,
t′3 = (c− 1) (t3t1 + t3t2 − t1t2) + (a+ b− 1) t23 ,
(2.1)
where the parameters (a, b, c) are specified by the height m of the Hecke group H(m) as
a =
1
2
(
1
2
+
1
m
)
,
b =
1
2
(
1
2
− 1
m
)
,
c =
1
2
(
3
2
− 1
m
)
,
(2.2)
and the accent ′ denotes the following derivative:
f ′ ∼= 1
2pii
d
dτ
f(τ) . (2.3)
It is at times more convenient to work with Fourier expansions of the automorphic forms
we will introduce. The ‘nome’ in our conventions is q = e2pii τ , and when working with
q-series, the superscript ′ is equivalent to
1
2pii
d
dτ
∼= q d
dq
. (2.4)
The solution to the generalized Halphen system can be obtained explicitly in terms
of hypergeometric functions whose arguments depend on the hauptmoduln of the Hecke
group [14, Theorem 3(i)]. We have included a few details about these solutions and their
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Fourier expansions in Appendix A; in particular, it will be important to keep in mind that
some of our normalizations differ from those of [14].
The Eisenstein series {E2k}mk=2 are holomorphic automorphic forms of weight 2k under
the Hecke group, and they have simple expressions in terms of the solutions to the general-
ized Halphen system [14, see p. 707 and Theorem 4(iv)]. In order to simplify expressions,
we define the linear combinations
x = t1 − t2 and y = t3 − t2 . (2.5)
The automorphic forms E2k in these variables are
E2k = x
k−1 y , (2.6)
and in particular, E4 = x y. The Hecke groups also come equipped with a quasi-automorphic
weight-2 Eisenstein series E2, which is a linear combination of solutions to the generalized
Halphen system [14, Theorem 4(iii)]. In terms of the variables (x, y) the Eisenstein series
E2 can be written as follows:
E2 = − 1
m− 2 [4 x + 2m y + (3m+ 2) t2] . (2.7)
and using the conventions made explicit in Appendix A, we can check that
lim
τ→i∞
E2(τ) = 1 +O(q) . (2.8)
We can perform a linear transformation from the generalized Halphen variables (t1, t2, t3)
to the variables (x, y, E2) using (2.5) and (2.7). The generalized Halphen system then takes
the form
E′2 =
m− 2
4m
(
E22 − x y
)
,
x′ =
(
m− 2
2
)
xE2 +
x2
m
− x y
2
,
y′ =
(
m− 2
2
)
yE2 −
(
m− 1
m
)
x y +
y2
2
.
(2.9)
Equipped with (2.6) and (2.7) along with (2.9) we are in a position to compute τ -
derivatives of the Eisenstein series. This will yield analogues of the Ramanujan identities
for Hecke groups, which for fixed m and k ≤ m take the form
E′2k =
k
2
(
m− 2
m
)
E2E2k −
(
k − 2
2
)
E4E2k−2 −
(
m− k
m
)
E2k+2 . (2.10)
It is straightforwardly verified that the case m = 3 reproduces the well known Ramanujan
identities corresponding to the modular group. For taller Hecke groups, we get analogous
relations; systems of this form will be collectively referred to as Ramanujan identities.
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2.2 Relation To Earlier Work
In earlier work [15], similar Ramanujan identities were derived for cusp forms associated to
the Hecke group H(m). In this section we translate between the two bases of automorphic
forms — the Eisenstein series E2k and their cuspidal cousins. Recall the definition [14,
Theorem 2(i)] of the cusp form f2k of a Hecke group H(m):
f2k = (−1)kJ˙kJ1−k(J − 1)d
k
2
e−k . (2.11)
Here J is the hauptmodul of the Hecke group H(m), that in turn solves a Schwarzian
differential equation. In order to relate these to the Eisenstein series E2k in (2.6), we
recall from [14, Theorem 4(iii)] that the solutions to the generalized Halphen system can
be written down in terms of the hauptmodul of the corresponding Hecke group:
x =
J˙
J
and y =
J˙
J − 1 . (2.12)
Substituting these into the definition of E2k, we obtain
E2k = J˙
kJ1−k(J − 1)−1 . (2.13)
This yields the following simple relation between the Eisenstein series and the cusp form:
(−1)kE2k = f2k (J − 1)d2k , (2.14)
where d2k is defined as [14, Theorem 2(i)]
d2k = k −
⌈
k
2
⌉
−
⌈
k
m
⌉
, (2.15)
and is related to the dimension of the space of weight-(2k) automorphic forms m2k as
dimm2k = d2k + 1 , (2.16)
= k −
⌈
k
2
⌉
, (2.17)
=
⌊
k
2
⌋
. (2.18)
In (2.17), we have used the fact that k ≤ m. On using (2.14) the Ramanujan identities
conjectured in [15] may be related to the ones derived in the previous subsection.
3 Curves and Anomalies
3.1 Hyperelliptic Curves and Anomaly Equations
Just as the ring of quasi-modular forms of H(3) ∼= SL(2,Z) is C[E2, E4, E6], so it is that the
ring of quasi-automorphic forms of H(m) is identified with C [E2, E4, · · · , E2m]. To each of
these groups we assign a polynomial p(x) whose degree is the height of the Hecke group
p(x) = xm +
m∑
k=1
xm−k Ak , (3.1)
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and an algebraic curve defined by the equation
y2 = p(x) . (3.2)
The curves for m ≤ 4 are elliptic, and for m > 4 they are hyperelliptic. Next, assign to the
coefficient Ak a weight 2k under the action of the relevant Hecke group; for consistency,
we need to associate to x the weight 2, and to y the weight m. With this assignment of
weights, A1 has weight 2, and is thus proportional to E2:
A1 = cE2 . (3.3)
The Ak are so far characterized solely by their weight. In general, this makes them quasi-
automorphic objects. Drawing from motivations relating to the sort of algebraic curves
that appear in supersymmetric gauge theories [25–27], we note that it is often desirable to
have algebraic curves whose coefficients are purely modular — in this case, automorphic
— forms. This requirement is imposed by demanding that p(x) with shifted argument is
such that the coefficients are purely automorphic:
p
(
x− c
m
E2
)
= xm +
m∑
k=2
xm−kA˜k , (3.4)
where under the action of γ ∈ H(m), the A˜k transform as
A˜k(γ · τ) = (cτ + d)2kA˜k(τ) , (3.5)
i.e., they are automorphic forms of weight 2k. This would in turn imply that the coefficients
A˜k for k > 2 do not depend on the quasi-automorphic Eisenstein series E2. An interesting
outcome of this requirement can be derived by rewriting p(x) as
p(x) =
(
x+
c
m
E2
)m
+
m∑
k=2
(
x+
c
m
E2
)m−k
A˜k . (3.6)
which in turn allows us to translate our requirement into a constraint of the form[
∂
∂E2
− c
m
∂
∂x
]
p(x) = 0 , (3.7)
where we now write the polynomial p(x) as in (3.1). This constraint along with the relation
(3.3) yields
m∑
k=1
[
∂Ak
∂E2
− c
m
(m− k + 1)Ak−1
]
xm−k = 0 . (3.8)
This provides a set of (m − 1) equations, each expressing the heavier Ak in terms of its
lighter cousins by constraining their dependence on the quasi-automorphic Eisenstein series
E2, and each of the form
∂Ak
∂E2
=
c (m− k + 1)
m
Ak−1 . (3.9)
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This completes our derivation. Note in particular that the above argument is worked out
in complete generality: it is true for all Hecke groups H(m), and applies to the coefficients
of their associated hyperelliptic curves. For m = 3, these kinds of equations have appeared
in the context of a N = 2 supersymmetric gauge theories [8–10, 12, 13] and are referred to
as modular anomaly equations. Since the above equation constrains the dependence of the
Ak on the quasi-automorphic Eisenstein series E2, we will refer to them (more generally)
as anomaly equations.
The constant c is a matter of convention, but we will treat it as being universal (i.e.,
the same for all Hecke groups) for convenience; for the special case m = 3, it is possible
to fix this constant unambiguously, as in this case the corresponding elliptic curve can be
fixed independently of the above discussion.
Integrating the anomaly equations fixes the dependence ofAk on the quasi-automorphic
form E2. In order to determine Ak completely, we must supply a boundary condition that
fixes the purely automorphic pieces. In the following section, we highlight one possible
choice of boundary condition that will be useful in later sections.
3.2 Cuspidal Boundary Conditions
Starting with the lightest Ak, we solve the anomaly equation, thereby “integrating in” any
E2 dependence. For example, on using (3.3), the anomaly equation for A2 reads
∂A2
∂E2
=
c2(m− 1)
m
E2 , (3.10)
which is solved by
A2 =
c2(m− 1)
2m
E22 + (automorphic form) . (3.11)
The constants of integration are automorphic forms under the group H(m). In order to
determine them, we write down every possible automorphic form consistent with consid-
erations of weight, accompanied by coefficients that are to be determined. For A2, this
means
A2 =
c2(m− 1)
2m
E22 + aE4 , (3.12)
as for all H(m), the dimension of weight-4 forms is unity. For general Ak, the number of
terms we can write down (i.e., the number of undetermined coefficients) will by definition
be as many terms as the dimension of the space m2k, which from (2.18) is bk/2c.
We propose to fix these coefficients by demanding that near the cusp at i∞, the Ak
has a Fourier expansion that starts at O
(
qdimm2k
)
. That is,
lim
τ→i∞
Ak = O
(
qbk/2c
)
. (3.13)
This boundary condition provides as many equations as the number of coefficients to be
determined, and is consequently an unambiguous prescription. Further, by construction
these Ak satisfy the anomaly equation. Additionally, we will see in Section 6.2 that the
choice of cuspidal boundary conditions allow us to relate the ‘algebraic’ discriminant ∆
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constructed out of the (hyper-)elliptic curve and an ‘automorphic’ discriminant ∆m defined
solely with reference to the ring of quasi-automorphic forms of H(m) in a simple way.
We mention in passing that there exist alternative choices of boundary conditions that
are also consistent with the anomaly equation. An especially interesting example of this is
related to microdifferential operators and the theory of integrable systems. We refer the
reader to Appendix B for more details.
3.3 Examples
The elliptic curve associated to the modular group is
y2 = x3 +A1 x
2 +A2 x+A3 . (3.14)
Notice that the assignment of weights here implies that the coefficients A2 and A3 carry
weights 4 and 6 respectively. The forms Ak will correspond to the generators of the ring of
quasimodular forms of H(3). The polynomial defining the elliptic curve may be factorized
y2 =
3∏
k=1
(x+ sk) , (3.15)
in which case we find that the Ak and sk are related as
A1 = s1 + s2 + s3 ,
A2 = s1s2 + s2s3 + s3s1 ,
A3 = s1s2s3 .
(3.16)
A consistent assignment of weights leads us to conclude that the roots sk carry weight
2. Let us focus on the first of these relations, which expresses A1 = cE2 in terms of a
sum of three sk. Following [28], we define the sk to be logarithmic derivatives of Jacobi
θ-constants:
s1 =
1
ipi
d
dτ
log θ2(τ) ,
s2 =
1
ipi
d
dτ
log θ3(τ) ,
s3 =
1
ipi
d
dτ
log θ4(τ) .
(3.17)
As we know, a τ -derivative raises the weight of a modular (function or form) by two units.
Using this explicit solution, we can solve for A1 as
A1 =
1
ipi
d
dτ
log θ2(τ)θ3(τ)θ4(τ) , (3.18)
=
1
ipi
d
dτ
log η(τ)3 =
E2
4
. (3.19)
This fixes the constant c = 14 . The remaining anomaly equations then take the form
∂A2
∂E2
=
1
6
A1 , (3.20)
∂A3
∂E2
=
1
12
A2 , (3.21)
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and can be solved by using the cuspidal boundary conditions (3.13). On doing so, we find
the following quasi-automorphic forms as the coefficients of the elliptic curve:
A1 =
1
4
E2 ,
A2 =
1
48
(
E22 − E4
)
, (3.22)
A3 =
1
1728
(
E32 − 3E2E4 + 2E6
)
.
In concluding this section, we briefly recap what we have accomplished so far. We
started by associating to each Hecke group a curve that was elliptic for m ≤ 4 and hy-
perelliptic for m > 4. We then derived an anomaly equation by insisting that in a shifted
form of the curve, any dependence of the coefficients Ak on the quasi-automorphic form
E2 disappeared. We proposed a natural choice of boundary conditions that allowed us to
unambiguously determine the purely automorphic pieces, i.e., the constants of integration
that are obtained after “integrating in” the E2 dependence. Apart from an overall constant
that varies with the height m of the Hecke group, a few light Ak are found to depend on
the Eisenstein series as
A1 ∝ (E2) ,
A2 ∝
(
E22 − E4
)
,
A3 ∝
(
E32 − 3E2E4 + 2E6
)
,
A4 ∝
(
E42 − 6E22E4 + 8E2E6 + E24 − 4E8
)
,
A5 ∝
(
E52 − 10E32E4 + 20E22E6 + 5E2(E24 − 4E8)− 4E4E6 + 8E10
)
,
(3.23)
and so on. The constant of proportionality is
Ak =
m−1Ck−1
k 4kmk−1
(
Ek2 + · · ·
)
, (3.24)
a simple consequence of the anomaly equation. We will soon see that explicit solutions for
the sk are unavailable for Hecke groups with m > 4, which in turn makes it difficult to
determine the coefficient c in the relation (3.3). We make the simplifying assumption that
c = 1/4 universally, i.e., for all heights.2 It should be clear that the above procedure will
work for all Hecke groups. We now turn to the question of associating to the Ramanujan
identities a geometrical interpretation.
4 Ramanujan Vector Fields
Here we discuss a geometric interpretation of the Ramanujan identities following [16, 17].
The goal here will be to associate to the Ramanujan identities — being as they are a set
of ordinary differential equations — a vector field on the moduli space of the elliptic curve
we have just derived. We then do the same for H(4).
2In principle, c could depend on the height of the Hecke group. It is easy to check that c can always be
set to 1
4
by rescaling the sk.
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4.1 Height Three
We begin with the elliptic curve
y2 = x3 +
3∑
k=1
x3−kAk , (4.1)
with the Ak given by (3.22). Notice that the above elliptic curve (with this choice of
parameters) depends on the generators of the ring of quasi-modular forms {E2, E4, E6}.
Now, we consider a canonical basis of differentials on the above elliptic curve
Π =
 dxy
x dx
y
 , (4.2)
and ask the following question: what happens to this basis of differential 1-forms as we vary
τ , the modular parameter of the underlying torus? This leads us to define the Ramanujan
vector field:
R =
1
2pii
d
dτ
. (4.3)
In terms of variations of the parameters that appear in the curve (which are the Eisenstein
series), we therefore have
R =
3∑
k=1
(
1
2pii
d
dτ
E2k
)
∂
∂E2k
. (4.4)
The portion in the brackets above may be replaced with the Ramanujan identities (2.10),
and we get
R =
1
12
(
E22 − E4
) ∂
∂E2
+
1
3
(E2E4 − E6) ∂
∂E4
+
1
2
(
E2E6 − E24
) ∂
∂E6
. (4.5)
It is natural to expect that the basis of differential 1-forms will rotate into themselves under
the action of the Ramanujan vector field. Before turning to the explicit computations, we
pause to make contact with earlier work in this direction.
Gauss-Manin Connections The notion of a Gauss-Manin connection formalizes the
following observation: the variation of an elliptic integral — defined using the basis of
differentials in (4.2) — with respect to a parameter t can be written as a linear combination
of period integrals
d
(∮
Πa
)
=
∑
b
Aab
(∮
Πb
)
. (4.6)
The coefficients A form a 2×2 matrix, and for multiple such parameters {tk}mk=1 we define
the differential form
A =
m∑
k=1
A(k) dtk , (4.7)
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so the variation of the period integrals with respect to these parameters is captured in the
equations
∇Π =
m∑
k=1
(
A(k) Π
)
dtk , (4.8)
∼= AΠ . (4.9)
More properly, A should be viewed as a differential 1-form on the moduli space of the
elliptic curve. The matrix A is referred to as a Gauss-Manin connection, and in [17,
Proposition 6] this Gauss-Manin connection was computed explicitly.
We can contract this differential 1-form on the moduli space of the elliptic curve with
a vector from the same space. The Ramanujan identities define the vector field (4.5) on
the moduli space of the elliptic curve, and we define its contraction with the connection as
∇R = ιR∇ , (4.10)
using the rule
∂
∂tk
(dt`) = δk` . (4.11)
We now ask how ∇R acts on a basis of differential 1-forms associated to our elliptic
curve, and in [17, Proposition 7] it was demonstrated that
∇R Π = AR Π , (4.12)
with AR determined by explicit calculation.
To summarize briefly, all the Eisenstein series depend on a single complex structure
modulus τ . For H(3), this parameter coincides with the modular parameter of the under-
lying torus. Indeed, our earlier discussion of Gauss-Manin connections treated the tk as
independent parameters, and in this case it is useful to keep in mind that the Eisenstein
series are not independent in the same sense. This was implicit in our definition of the
Ramanujan vector field in (4.3). The appealing feature of (4.5) is that in this presentation,
the coefficients of the E2k-derivatives are precisely the terms that appear in the Ramanujan
identities. For this reason, and despite the abuse of terminology, we will occasionally refer
to the “vectors” ∂E2k as being components of the Ramanujan vector field.
Shifted Curves Let us quickly review the manner in which this computation is per-
formed, albeit in a shifted form of the curve. The coefficient of the quadratic term in the
elliptic curve can be set to zero through a shift of the form
x→ x− 1
3
A1 . (4.13)
Then, the curve (in terms of the Eisenstein series) takes its Weierstrass normal form
y2 = p˜(x) = x3 − E4
48
x+
E6
864
. (4.14)
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The coefficients of the polynomial p˜ are precisely the automorphic forms A˜k that we en-
countered in (3.4). Our goal will be to determine the action of the Ramanujan vector fields
on the period integrals; this computation is built out of atomic constituents that have the
general form
∂
∂E2k
∮
x`dx
y
=
∮
dx
p˜y
(
−x
`
2
∂p˜
∂E2k
)
(4.15)
At this stage, a happy consequence of using the shifted polynomials p˜ is that we can
conclude by construction
∂
∂E2
∮
x`dx
y
= 0 , (4.16)
i.e., the period integrals do not vary in the direction ∂E2 as the curve carries no dependence
on E2. For the other components of the Ramanujan vector field ∂E2k (for k ∈ {2, 3}) and
each independent differential form x
`dx
y (for ` ∈ {0, 1}), we follow a technique of [17] and
look for polynomials α and β that satisfy the constraint
− x
`
2
∂
∂E2k
p˜ = α
dp˜
dx
+ β p˜ . (4.17)
Once determined, we plug this into the variation in question (4.15) and after some ele-
mentary manipulations, it is then easy to see that the result of the variation w.r.t. E2k is
simply
∂
∂E2k
∮
x`dx
y
=
∮
dx
y
(
2
dα
dx
+ β
)
. (4.18)
Using this technique, we find that for the shifted H(3) curve
∇RΠ1 = −E2
12
Π1 + Π2 ,
∇RΠ2 = − E4
144
Π1 +
E2
12
Π2 .
(4.19)
Alternatively, we may write down the following connection equation
∇R Π = AR Π , (4.20)
where
AR =
(
−E212 1
− E4144 E212
)
. (4.21)
This computation may be performed in the original (unshifted) basis as well, and in that
case the result is
AR =
(
0 1
0 0
)
, (4.22)
which agrees with [17] up to a sign.
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4.2 Height Four
The above analysis can be repeated for the Hecke group H(4) by geometrizing the corre-
sponding Ramanujan identities, which we write below for convenience:
E′2 =
1
8
(
E22 − E4
)
,
E′4 =
1
2
(E2E4 − E6) ,
E′6 =
1
4
(
3E2E6 − 2E24 − E8
)
,
E′8 = (E2E8 − E4E6) .
(4.23)
As we have discussed at great length, the first step in the geometrization process is to find
the relation between the Ak that appear in the curve and the Eisenstein series associated
to H(4). Once that is done, the goal will be to associate to the Ramanujan identities a
vector field on the moduli space of an elliptic curve, just as we had done in the case of H(3).
Since both these groups are associated to curves that are elliptic, it is natural to expect
that much of our earlier discussion will go through. We begin with the quartic curve
y2 = p(x) = x4 +
4∑
k=1
x4−kAk . (4.24)
Having assumed the constant c = 14 , the Ak satisfy our anomaly equation (3.9) with m = 4:
∂Ak
∂E2
=
5− k
16
Ak−1 . (4.25)
The cuspidal boundary conditions discussed in Section 3.2 give the following solutions to
the anomaly equations
A1 =
1
4
E2 ,
A2 =
3
128
(
E22 − E4
)
,
A3 =
1
1024
(
E32 − 3E2E4 + 2E6
)
,
A4 =
1
65536
(
E42 − 6E22E4 + 8E2E6 + E24 − 4E8
)
.
(4.26)
Notice that the above elliptic curve (with this choice of parameters) depends on the gen-
erators of the ring of quasi-modular forms {E2, E4, E6, E8}. Now that we have derived the
curve, we should consider a canonical basis of differentials associated to the above elliptic
curve. Since both H(3) and H(4) are elliptic curves — each with two independent cycles
— we might think that the earlier choice of basis (4.2) is acceptable. This is not true.
While the holomorphic differential is still dxy — and this is true for all hyperelliptic
curves — the differential xdxy is no longer a good candidate as it has a simple pole at
infinity, making it a differential of the third kind [29]. Instead, a valid differential of the
second kind is given by
Π2 =
x2 dx
y
. (4.27)
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This choice of differential doesn’t have a pole at infinity, and while it is not the differential
presented in [29], the discrepancy is not a problematic as we are considering a shifted form
of the curve, in analogy with the case of H(3). In conclusion, we will see that a good basis
of differential 1-forms for an elliptic curve defined by a quartic polynomial is given by
Π =
 dxy
x2 dx
y
 , (4.28)
Just as before, we can ask what happens to this basis of differential 1-forms as we vary
τ , the complex structure modulus. The Ramanujan vector field is
R =
1
2pii
d
dτ
=
4∑
k=1
(
1
2pii
d
dτ
E2k
)
∂
∂E2k
, (4.29)
and as before, the expression in brackets may be replaced with the Ramanujan identities,
giving
R =
1
8
(
E22 − E4
) ∂
∂E2
+
1
2
(E2E4 − E6) ∂
∂E4
+
1
4
(
3E2E6 − 2E24 − E8
) ∂
∂E6
+ (E2E8 − E4E6) ∂
∂E8
.
(4.30)
The basis of differential 1-forms will rotate into themselves under the action of the Ra-
manujan vector field. After a shift of the form
x→ x− 1
4
A1 . (4.31)
the curve (in terms of Eisenstein series) takes the form
y2 = p˜ = x4 − 3E4
128
x2 +
E6
512
x+
E24 − 4E8
65536
. (4.32)
Employing the technique of solving for polynomials α and β allows us to determine the
effect of the Ramanujan vector field on the basis of differential 1-forms. We find that
∇RΠ1 = −E2
4
Π1 ,
∇RΠ2 = − E6
512
Π1 +
E2
4
Π2 .
(4.33)
Alternatively, we may write down the following connection equation
∇R Π = AR Π , (4.34)
where
AR =
(
−E24 0
− E6512 E24
)
. (4.35)
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5 Halphen Systems Revisited
Our discussion began with an elliptic curve corresponding to the modular group, whose
coefficients we determined via the anomaly equation. In this section, we use the factorized
form of this elliptic curve in (3.15), with the sk — which we will refer to as Halphen variables
— given by (3.17), and determine the relations that bind them.3 We will refer to these
relations as a Halphen system. We start by reviewing the Halphen system corresponding
to H(3) and then do the same for the Hecke group H(4), introducing a new Halphen system
corresponding to this group.
5.1 Halphen Systems for Elliptic Curves
5.1.1 Height Three
As we have seen, the elliptic curves corresponding to the modular group admit at least two
presentations, both of which we have encountered:
Ramanujan : y2 =
(
x+
E2
12
)3
− E4
48
(
x+
E2
12
)
+
E6
864
, (5.1)
Halphen : y2 = (x+ s1)(x+ s2)(x+ s3) , (5.2)
where the sk are defined in (3.17). The first curve allowed us to geometrize the Ramanu-
jan identities in Section 4. The coefficients of the Ramanujan curve are combinations of
the Eisenstein series E2k. Given that the Ramanujan identities express E
′
2k in terms of
combinations of Eisenstein series, it is natural to ask if similar relations can be found that
express s′k in terms of (quadratic) combinations of Halphen variables. Such relations are
well-known [30, 31] and take the form:
s′1 = s1s2 + s1s3 − s2s3 ,
s′2 = s1s2 − s1s3 + s2s3 ,
s′3 = −s1s2 + s1s3 + s2s3 .
(5.3)
The solution to the above equations were already given in (3.17). Given the above Halphen
system and the equivalence of the curves, it is a straightforward exercise to derive the
Ramanujan identities. This is a strong consistency check.
There exists elegant way of characterizing this Halphen system due to [24], which
rewrites the above relations as a flow equation
s′k = Ck`
∂F
∂s`
, (5.4)
where C is a 3×3 matrix, and F is a cubic function of the sk as required by considerations
of weight. For the modular group, the Halphen system admits a characterization in terms
of the matrix
C =
+2 −2 −2−2 +2 −2
−2 −2 +2
 , (5.5)
3The reader should be careful to distinguish between Halphen variables — used in this section, and
denoted sk — and generalized Halphen variables — used in Section 2 and denoted tk.
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and the function
F = −1
2
s1s2s3 . (5.6)
Borcherds-Kacˇ-Moody Algebras and BPS State Counting: It is interesting to
note that the matrix C is the Cartan matrix of a Borcherds-Kacˇ-Moody (BKM) algebra
[32], and furthermore, the BKM algebra with this Cartan matrix also appears in the dyon
degeneracy formula of four dimensional N = 4 heterotic string theory [18–20]. The de-
nominator formula for counting dyon degeneracy in the toroidally compactified heterotic
string theory is given by the Igusa cusp form Φ10, which is a genus-2, weight-10 Siegel form
[21]. The walls of marginal stability of this denominator formula are the walls of the Weyl
chambers of the BKM algebra with Cartan matrix given by (5.5). On the z → 0 wall the
Siegel form degenerates into a product of two genus-1 cusp forms
Φ10(ρ, σ, z) ∼ z2η24(ρ) η24(σ) . (5.7)
We see here the appearance of the modular discriminant ∆3 = η
24(τ), which is the unique
weight-12 cusp form of H(3) ∼= SL(2,Z). We pause to recall that the weight-2 Eisenstein
series may be written in terms of the discriminant in the following suggestive form [14,
Theorem 2(ii)] :
E2 = 4 (s1 + s2 + s3) =
1
2pii
d
dτ
log ∆3 . (5.8)
Such a relation, as we will see shortly, exists for all Hecke groups. Further, E2 satisfies
a non-linear differential equation of order three: the Chazy equation [24]. This suggests
a possible connection between the BKM algebras and the Halphen (equivalently, Chazy)
systems associated to the Hecke groups. In the next subsection we will see another example
of this correspondence.
5.1.2 Height Four
It is natural to ask if a similar reformulation of the Ramanujan identities is possible in terms
of a Halphen system for the Hecke group H(4). This would correspond to a factorization
of the quartic curve:
x4 +
4∑
k=1
Ak x
4−k =
4∏
k=1
(x+ sk) , (5.9)
where the Ak are given in terms of the Eisenstein series in (4.26) Now, the Ak are the
elementary symmetric polynomials
A1 = s1 + s2 + s3 + s4 ,
A2 = s1s2 + s3s2 + s4s2 + s1s3 + s1s4 + s3s4 ,
A3 = s1s2s3 + s1s4s3 + s2s4s3 + s1s2s4 ,
A4 = s1s2s3s4 .
(5.10)
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We claim that a choice of the sk that satisfy these equations is given as follows [33]:
s1 =
1
2pii
d
dτ
log θ2(2τ) ,
s2 =
1
2pii
d
dτ
log θ3(2τ) ,
s3 =
1
2pii
d
dτ
log θ3(τ) ,
s4 =
1
2pii
d
dτ
log θ4(τ) .
(5.11)
We can now start with the Ramanujan identities and trade variables to obtain a system
of differential equations relating s′k to quadratic combinations of the sk. That is, we have
here a new, four-member Halphen system; instead of writing out this new Halphen system
in the usual way, we find it profitable to represent it, once again, as a flow equation:
s′k = Ck`
∂F
∂s`
, (5.12)
where Ck` is the matrix
C =

+2 −1 −1 −1
−1 +2 −1 −1
−1 −1 +2 −1
−1 −1 −1 +2
 , (5.13)
and the function F is given by
F = −2
3
(s1s2s3 + s1s2s4 + s1s3s4 + s2s3s4) . (5.14)
The novelty of this system is that it consists of four variables sk instead of the usual
three. This is fruitfully contrasted with another seemingly four-member Halphen-like sys-
tem [34] made up of four functions s˜i that satisfy
d
dτ
(s˜1 + s˜2 + s˜3) = s˜1s˜2 + s˜2s˜3 + s˜1s˜3 ,
d
dτ
(s˜1 + s˜3 + s˜4) = s˜1s˜3 + s˜3s˜4 + s˜1s˜4 ,
d
dτ
(s˜1 + s˜2 + s˜4) = s˜1s˜2 + s˜2s˜4 + s˜1s˜4 ,
d
dτ
(s˜2 + s˜3 + s˜4) = s˜2s˜3 + s˜3s˜4 + s˜2s˜4 ,
(5.15)
supplemented by the condition
e
4pii
3 (s˜2s˜4 + s˜1s˜3) + e
2pii
3 (s˜1s˜2 + s˜3s˜4) + (s˜2s˜3 + s˜1s˜4) = 0 . (5.16)
The final algebraic equation imposes a quadratic constraint, leading us to conclude that the
s˜i are not independent. Further, while this example is interesting, it lacks a straightforward
geometrical interpretation.
– 18 –
Another Borcherds-Kacˇ-Moody Algebra: The matrix (5.13) is once again the Car-
tan matrix of a BKM algebra. As was the case with the modular group, it turns out that
the weight-2 Eisenstein series of H(4) may be written as the logarithmic derivative of a
cusp form:
E2 = 4 (s1 + s2 + s3 + s4) =
1
2pii
d
dτ
log ∆4 , (5.17)
where ∆4 = η
8(τ) η8(2τ). This cusp form appears in the counting of 12 -BPS states in
the Z2 CHL models toroidally compactified down to four dimensions. The corresponding
Siegel form which appears as the denominator formula for Z2 CHL dyon counting is a
genus-2, weight-6 cusp form Φ6(ρ, σ, z) [22, 23]. On the wall of marginal stability this form
decomposes into a product of η8(ρ) η8(2ρ) and η8(σ) η8(σ/2). However, the corresponding
BKM algebra has a different Cartan matrix [20]. It would be interesting to find the
denominator formula for the BKM algebra with the Cartan matrix (5.13) and check whether
its degeneration contains the genus-1 cusp form η8(τ) η8(2τ).
5.2 Taller Hecke Groups and Weak Halphen Systems
Bolstered by the success of the previous section, we might be tempted to conjecture that
such an m-member Halphen system exists for all Hecke groups H(m). Indeed, it might be
natural to propose that the flow function F is always
F =
m∑
i 6=j 6=k
C¯ijk sisjsk , (5.18)
this assignment being the only possibility consistent with considerations of weight and
symmetry. We have been unsuccessful in determining systematically what the matrix C¯
should be for arbitrary height m, which in turn limits our ability to state definitively
whether such Halphen systems exist for the taller Hecke groups.
Let us consider the only other arithmetic Hecke group with finite height, namely H(6),
in order to highlight an interesting point. The hyperelliptic curve for this case takes the
form
y2 = x6 +
6∑
k=1
Ak x
6−k . (5.19)
As discussed in detail, the Ak can be written in terms of the Eisenstein series by solving
the anomaly equation and using the cuspidal boundary conditions for m = 6; in particular,
we find as before that A1 =
1
4E2. By simply comparing the q-expansions, we find that:
A1 =
1
4pii
d
dτ
log [θ2(τ)θ3(τ)θ4(τ)θ2(3τ)θ3(3τ)θ4(3τ)] , (5.20)
=
1
2pii
d
dτ
log
[
η6(τ) η6(3τ)
]
. (5.21)
While this is certainly suggestive, the heavier Ak could not be written in terms of the
logarithmic derivatives of the Jacobi θ-constants. For the non-arithmetic Hecke groups
as well, we are faced with the difficulty of being unable to explicitly define appropriate
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sk, whose elementary symmetric combinations form the Ak that appear naturally in the
corresponding hyperelliptic curves.
In light of these difficulties we turn our attention to a weaker form of the Halphen
system that can be written down for all Hecke groups H(m). The idea is to invert the
relation between the Ak and the E2k, then consider A
′
k, which can via the Ramanujan
identities (2.10) be re-expressed solely in terms of the Ak.
For each Hecke group H(m), we define a weak Halphen systems to be a system of m
ODEs that schematically take the form
A′k = gk(A`) , (5.22)
where gk is a polynomial in the A` and a linear combination of weight (2k + 2) quasi-
automorphic forms. Since the generalized Ramanujan identities are well-defined for all
Hecke groups, a weak Halphen system will, by the same token, be well-defined. In fact,
since Ak ∝ E2k+ . . . for all k ≤ m, the weak Halphen system is in fact merely a restatement
of the Ramanujan identities.
We refer to these systems as weak as they only constrain elementary symmetric com-
binations of the Halphen variables and not the Halphen variables themselves. There is no
unique way to delineate each individual Halphen variable sk when presented with their
symmetric combinations Ak. When it becomes possible to constrain the Halphen variables
as well — as in the specific cases of the 3- and 4-member Halphen systems we encountered
associated to H(3) and H(4) — we will refer to this as a strong Halphen system.
As a test of consistency, it is easily verified that if one starts with the weak Halphen
system corresponding to H(m) and plugging in the ansatz that Ak is an elementary sym-
metric combination of m Halphen variables with weight 2k, then one (in principle) arrives
at a system of equations that schematically takes the form
s′k = hk(s`) . (5.23)
In the cases m = 3 and m = 4 the hk are simply quadratic in the s` — thereby recovering
the Halphen systems we encountered in the previous sections — while in general hk is a
rational function of the sk with weight 4.
Define the algebraic discriminant ∆ of a hyperelliptic curve in the usual way:
∆ =
∏
i<j
(si − sj)2 . (5.24)
Since each of the sk have weight 2, the discriminant has weight 2m(m− 1). Our investiga-
tions suggest that in general, hk is the ratio of an automorphic form of weight 2(m
2−m+2)
and the discriminant of the hyperelliptic curve. In the cases m = 3 and m = 4, this dis-
criminant cancels, although the same is not true for taller Hecke groups.
The weak Halphen system associated to the modular group has appeared in the lit-
erature [28]; we have rederived it using our methods, and we find perfect agreement. As
a proof of principle that highlights the fact that all Hecke groups may be associated to
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a weak Halphen system, we give below the weak Halphen system associated to the group
H(5):
A′1 =
3
2
A2 ,
A′2 = 6A3 ,
A′3 = −
3
2
A22 + 4A1A3 + 8A4 ,
A′4 = −A2A3 + 6A1A4 + 10A5 ,
A′5 =
3A32
250
− 6
125
A1A3A2 +
3A23
25
+
(
12A21
125
− 37A2
50
)
A4 + 8A1A5 .
(5.25)
One can proceed in similar fashion for all Hecke groups and derive such weak Halphen
systems in a systematic manner. As we have emphasized, whether one is able to write
simpler (quadratic, as opposed to rational) systems for the (weight two) zeros of the hy-
perelliptic curve remains an outstanding problem.
6 Chazy Equations
In this section we derive the Chazy equation and its higher-order analogues, each of them
canonically associated to a set of Ramanujan identities that are in a one-to-one correspon-
dence with the Hecke groups.
We will also show that like the Chazy equation, its higher-order generalizations also
possess the Painleve´ property. In particular, the Chazy equation and its generalizations
possess negative resonances, which in turn naively imply the instability of linear perturba-
tions about its solutions. We will show that the negative resonances vanish “on-shell,” i.e.,
when the Chazy equation is satisfied. This demonstrates the stability of these solutions
against linear perturbations.
Let us quickly review the relation between the Chazy equation and the Ramanujan
identities corresponding to the modular group. The Ramanujan identities for H(3) take
the following form:
E′2 =
1
12
(
E22 − E4
)
, (6.1)
E′4 =
1
3
(E2E4 − E6) , (6.2)
E′6 =
1
2
(
E2E6 − E24
)
. (6.3)
A well-known strategy (outlined for example in [35]) consists of using the above equations
to find a differential equation satisfied by the weight-2 Eisenstein series E2, which we will
denote by y. This is done straightforwardly — differentiate (6.1) and plug in (6.2), and
so on, all the while systematically eliminating heavier Eisenstein series — and we find the
following equation:
2y(3) − 2yy′′ + 3y′2 = 0 . (6.4)
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which is almost, but not quite, the Chazy equation. The Chazy equation is a nonlinear
third-order differential equation which takes the form
C3 : y
(3) − 2yy′′ + 3(y′)2 = 0 . (6.5)
The difference between these two equations just corresponds to different conventions for
the elliptic nome; the derivatives in (6.4) are with respect to log q = 2pii τ , while those in
(6.5) are with respect to, say, some variable t. It may be readily verified that the variable
change
q = e2t (6.6)
allows us to interpolate between the two equations. Thus (6.4) is fully equivalent to the
Chazy equation (6.5), and we will refer to the latter as C3. In order to make contact with
the Chazy equation for H(3), we will henceforth use the accent ′ to denote
y′ =
1
ipi
d
dτ
y = 2q
d
dq
y . (6.7)
6.1 Higher-Order Chazy Equations
Now that we have a procedure for deriving the Chazy equation corresponding to Ramanu-
jan’s identities, it is natural to ask: if the Ramanujan identities admit a generalization to
the case of Hecke groups, what do the corresponding Chazy equations Cm look like?
An Example: Height Four Let us consider the Ramanujan identities (4.23) for the
group H(4). Using the symbol y to denote E2 in analogy with the case of the modular
group, and following the procedure outlined in the previous section yields a new, fourth-
order cousin of the Chazy equation:4
C4 : y
(4) − 5y(3)y + 6y2y′′ − 9y (y′)2 + 6y′y′′ = 0 . (6.8)
The structure of the Ramanujan identities is uniform across all heights, so it is natural
to expect that the order of the differential equation matches the number of generalized
Ramanujan identities there are, which is the same as the height m of the Hecke group
H(m) in question.
Chazy Equations for H(m) By following the same logic one can construct higher-order
analogues of the Chazy equation, corresponding to taller Hecke groups. Below, we list a
couple of members of this hierarchy, for future reference.
C5 : 75y
(5) − 675y(4)y + 1932y(3)y2 − 1764y3y′′ + 460 (y′′)2
+ 2646y2
(
y′
)2 − 168 (y′)3 + y′ (310y(3) − 2772yy′′) = 0 , (6.9)
C6 : 9y
(6) − 126y(5)y + 632y(4)y2 − 1344y(3)y3 − 624y (y′′)2
+ 384y
(
y′
)3
+
(
156y(3) + 1024y4
)
y′′ +
(
y′
)2 (−192y′′ − 1536y3)
+ y′
(
−6y(4) − 272y(3)y + 1920y2y′′
)
= 0 , (6.10)
4This equation was independently derived in [33].
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Note that each term in the Chazy equation corresponding to Hecke group H(m) has weight
2m+ 2. This will be important in what follows.
6.2 Hecke Orbits
In the previous section, we have demonstrated constructively that
y = E2 , (6.11)
=
1
2pii
d
dτ
log ∆m , (6.12)
satisfies a higher-order Chazy equation, which for Hecke group H(m) is a non-linear or-
dinary differential equation of order m. In (6.12), we have used the representation of E2
in terms of the ‘automorphic’ discriminant ∆m following [14, Theorem 2(ii)], and in do-
ing so arrive at a generalization of [24, eq. 8]. We conclude in a similar fashion that the
discriminant ∆m plays the role of the τ -function for the Chazy equation Cm.
It is natural to wonder what the relationship between ∆, the ‘algebraic’ discriminant of
the (hyper-)elliptic curve which we have determined earlier to have weight w = 2m(m−1),
and the automorphic discriminant ∆m is. From [14, Theorem 2(ii)] we see that the weight
of ∆m is
wm =
{
4m for m odd ,
2m for m even .
(6.13)
It is easy to check that the algebraic and automorphic discriminants are related as
(∆)wm ∝ (∆m)w , (6.14)
which serves as a strong, non-trivial consistency check on the web of relationships we have
uncovered. In particular, it means we are using the correct (hyper-)elliptic curve, and
justifies the use of cuspidal boundary conditions.
In this section, we show that orbits of y in H(m) also solve the same differential
equation. That is, when y solves the higher-order Chazy equation, then so does
y˜ = E2(γ · τ) , (6.15)
where γ ∈ H(m). When coupled with the solution (6.12), this provides for a general
solution to the Chazy equation Cm.
The strategy of our proof is inspired by [24, Lemma 3] and proceeds by identifying Cm
as an automorphic form. Let us see how this works in the case of the usual Chazy equation
corresponding to H(3), thereby reviewing [24, Theorem 2]. The expression
Z = E′2 −
1
6
E22 , (6.16)
is a weight-4 modular form. We want to generate heavier forms, and a well-known procedure
to do this is to use the Ramanujan-Serre derivatives [36] that send
D : mk → mk+2 . (6.17)
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Explicitly, this derivative takes the form (with our normalizations):
D =
1
ipi
d
dτ
− k
3
E2 . (6.18)
We now act with D on Z until we get a weight-8 form, since each term in the Chazy
equation we are interested in has weight-8. There are essentially two terms we can write
down, and we consider a linear combination of them:
aD2Z + b Z2 , (6.19)
which is guaranteed to be an automorphic form of weight-8. Finally, we can check that
C3 ∝ D2Z + 16Z2 . (6.20)
We have thus demonstrated that C3 is a weight-8 automorphic form; thus, under the action
of a γ ∈ H(3), C3 will transform as
C3 7→ (cτ + d)8C3 . (6.21)
With this, we can conclude that all H(3) ∼= SL(2,Z) orbits of y solve the Chazy equation.
More generally, for H(m) we will define
Z = E′2 −
(
m− 2
2m
)
E22 , (6.22)
and invoke a result of [15] that defines an appropriate analogue of the Ramanujan-Serre
derivatives for the Hecke group H(m). In our present normalization this takes the form
D =
1
ipi
d
dτ
− k
(
m− 2
m
)
E2 . (6.23)
It will turn out that under the action of a γ ∈ H(m), Cm will transform as
Cm 7→ (cτ + d)2m+2Cm . (6.24)
This can be explicitly verified for relatively short Hecke groups. For example, we find
C4 ∝ D3Z + 48Z DZ , (6.25)
C5 ∝ 3 D4Z + 208Z D2Z + 160 (DZ)2 + 768Z3 , (6.26)
C6 ∝ D5Z + 96Z D3Z + 192 D2Z DZ + 2048Z2 DZ , (6.27)
and so on. In each of these cases, the proof goes through as before.
It remains for us to understand why it is reasonable to expect that Cm is zero. Once
again, let us look to H(3) as a guiding example. The space of weight-8 forms is 1-
dimensional. The above procedure generates two weight-8 forms. It follows that there
must be a relation between them, and so some linear combination of the two must vanish.
This combination is precisely the Chazy equation.
More generally, we know that for the Hecke group H(m) there are m of generators of
the ring of quasi-automorphic forms C[E2, · · · , E2m]. Thus, at weight-(2m+2) we will have
no new forms, and all forms that span this vector space will be products of lighter forms
and their modular covariant derivatives. Any weight-(2m + 2) form must be expressible
as a linear combination of these products/derivatives. We may thus conclude on general
grounds that these Chazy equations are statements of linear dependence.
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7 Painleve´ Analysis
We now test the Chazy equations for the Painleve´ property, which roughly corresponds to
a statement that the only movable singularities of the differential equations are poles. We
begin with a brief primer on stability analysis and go on to apply the methods of [37, 38]
to the higher-order Chazy equations.
7.1 A Primer on Stability
Consider a non-linear ordinary differential equation of order n. The analysis due to Painleve´
[39] involves expanding the independent variable near the singular point — this “nearness”
is parametrized by a small parameter α — and expanding the dependent variable as a
formal power series in α. The method due to Kowalevskaya [40] on the other hand involves a
Laurent expansion of the dependent variable around the singular point, leading to algebraic
equations for the coefficients.
These tests were subsequently refined in [41], where the methods of Kowalevskaya and
Painleve´ were combined. It was demonstrated that the Painleve´ property is a necessary
condition for the differential equation to be integrable. This method proposes that the
local solution around the singularity is of the the Frobenius form:
y(τ) =
∞∑
i=0
yi (τ − τ0)i−a . (7.1)
In [41] a set of criteria were identified, and differential equations that satisfied all of them
were said to possess the Painleve´ property. The first of these criteria is that a is a positive
integer, which in effect reduces the solution to the Laurent series form. This part of the test
amounts to studying the indicial equation, and to go further, one linearizes the equation
around the movable singularity. Let the original equation be
K
[
y
]
= 0 , (7.2)
where K[y] is a polynomial function of y, y′, etc. up to the nth derivative, then the linearized
equation is obtained as
d
d
K[y + w]
∣∣∣∣
=0
= 0 . (7.3)
Substituting the Frobenius form (7.1) into the above equation, one can equivalently write
the linearized equation as
KL
[
d
dτ
]
w(τ) = 0 , (7.4)
for some polynomial KL whose coefficients are given by the yi. We assume the following
ansatz for the linearized solution:
w(τ) = w0 (τ − τ0)−a +
∞∑
i=1
wi (τ − τ0)i−a . (7.5)
This ansatz supposes that the linearized equation also has a Frobenius series solution. For
a linear differential equation of order n, the Frobenius analysis tells us that the series is
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a solution if the coefficient of (τ − τ0)i−a−n vanishes for each i. This condition gives a
recursion relation, which determines wi in terms of wj with j < i, and the parameters
appearing in the linear differential equation. We write this equation as
P (i)wi − f (τ0, a, yk;w1, · · · , wi−a) = 0 , (7.6)
Let r1 ≤ r2 ≤ · · · ≤ rn be roots of the polynomial P (i); then we can determine wi in terms
of wj (with j < i) as long as i 6= r1. When i = r1 then we have P (i) = 0 and we end
up with a condition f(τ0, a, yk, w1, · · · , wi−a) = 0. If this condition is satisfied then wr1 is
indeterminate and the linearized equation is said to pass the Painleve´ test. If, however,
f(τ0, a, yk, w1, · · · , wi−a) 6= 0 then we have a logarithmic branch; in this case we say that
the linearized equation does not possess the Painleve´ property.
If the linearized equation passes the Painleve´ test at i = r1, we continue the test
for i = rk for k = {2, · · · , n}. The linearized equation is said to possesses the Painleve´
property if and only if it passes the Painleve´ test at each root of P (i). These criteria
are collectively known as the Ablowitz-Ramani-Segur (ARS) stability conditions [41]. If
the linearized equation satisfies the ARS stability conditions then we say that the original
non-linear equation possesses the Painleve´ property.
The procedure we have outlined above assumes that the linearized equation has pos-
itive resonances, i.e., the solutions to the linearized equation have singularities that are
less severe than those of the nonlinear equation. This is not true in general; in fact, the
Chazy equation is a well-known counter-example. While the Chazy equation passes the
first condition of having only movable poles, the linearized equation turns out to have
negative resonances, and in these situations the techniques of [41] are insufficient. Luckily,
the analysis of negative resonances has been carried out in [37, 38] and has the added ad-
vantage of being applicable to non-linear partial differential equations, thereby subsuming
the analysis of [42].
We now turn to the notion of stability for systems with negative resonances. In a
nutshell, the argument of [37, 38] is that if the coefficients of the negative resonances
vanish identically when the zeroth order non-linear equation is satisfied, we are permitted
to conclude that the equation possesses the Painleve´ property.
7.2 The Painleve´ Property
We will now consider the Chazy equations Cm, examples of which are presented in (6.5)
and eqs. (6.8) to (6.10). These equations are nonlinear ordinary differential equations of
order m. All these equations satisfy the first criterion of ARS with a = 1, implying that
every nonlinear equation has a solution with simple movable poles. Before discussing the
general case we begin by reviewing the analysis of the original Chazy equation C3 in (6.5),
following [43].
In order to illustrate the procedure, we first seek a solution to the equation in the
Frobenius form, i.e., (7.1). The indicial equation gives a = 1 for the “maximal” case: the
case in which all the terms in the Chazy equation scale in the same fashion as we scale
τ → λτ and y → λay. The integrality of a ensures that the Chazy equation passes the first
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criterion of ARS. We then proceed to determine the coefficients yi by recursively solving
the equation (6.4). Some low order coefficients are
y0 = −6 , y1 = y2 = y3 = 0 . (7.7)
To see if this solution is stable against perturbation we substitute y(τ) = ys(τ) + w(τ)
in the Chazy equation, where ys(τ) is the solution to the Chazy equation. The linearized
equation is obtained by picking up terms linear in , as in (7.3), and we find
6y′(τ)w′(τ)− 2y′′(τ)w(τ)− 2y(τ)w′′(τ) + w′′′(τ) = 0 . (7.8)
Substituting the ansatz (7.5) into this equation, one finds that the linearized solutions of
equation (7.8) has poles of order higher than those of the solution to the Chazy equation,
in particular poles of order two and three in addition to the usual simple pole. As discussed
earlier, this violates the criterion of [41], which implicitly assumes that the resonances are
less singular than the original solution. In order to perform the stability analysis we now
outline a strategy to circumvent this difficulty [43]. This involves a Frobenius expansion
of the solution written in terms of a function which reflects the fact that the solution has
movable poles. This is done in two steps.
First we define a function φ(τ), which parametrizes the singular manifold when φ(τ) =
0. The solution, however, is written in terms of a Frobenius series in another function χ(τ),
related to φ(τ) as follows:
χ(τ) =
2φφ′
2(φ′)2 − φφ′′ . (7.9)
This provides us with a germ which is formally independent of the function defining the
singular manifold. The function χ(τ) satisfies a Ricatti type equation:
χ′(τ) = 1− 1
2
Sχ2(τ) , (7.10)
where the Schwarzian S is defined to be
S =
φ′′′(τ)
φ(τ)
− 3
2
(
φ′′(τ)
φ′(τ)
)2
. (7.11)
We now make the following ansatz for the leading order solution:
y(τ) =
∞∑
i=0
yi (χ(τ))
i−a , (7.12)
and find that a = 1 as before but now find the following solutions for the coefficients:
y0 = −6 , y1 = 0 , y2 = S , y3 = 0 , (7.13)
and so on. Note that we now get a non-zero value for y2, unlike the earlier (naive) Laurent
expansion. For the next-to-leading order we now use the following ansatz:
w(τ) =
∞∑
i=0
wi (χ(τ))
i−b . (7.14)
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Substituting this in the linearized Chazy equation (7.8) gives b = {3, 2, 1} — which shows
the existence of higher-order poles for the solution to the linearized equation compared to
the solution of the Chazy equation itself. However, when we substitute the coefficients yi
in (7.13) — in other words, go “on shell” — we find that the coefficients of the resonances
at b = 3 and b = 2 vanish identically. This implies in turn that these resonances do not
destabilise the solution of the Chazy equation.
We will now carry out a similar analysis for the Chazy equation C4 (see (6.8)) associated
to the Hecke group H(4). The solution to the indicial equation again gives a = 1. Using
the leading-order ansatz (7.12), we find the following results for the coefficients yi:
y0 = −4 , y1 = 0 , y2 = 2
3
S , y3 = 0 , (7.15)
and so on. The linearized system for the stability analysis takes the form
6w′(τ)
(−3y(τ)y′(τ) + y′′(τ))+ 6w′′(τ) (y2(τ) + y′(τ))− 5y(τ)w′′′(τ)
+ w(τ)
(−9(y′(τ))2 + 12y(τ)y′′(τ)− 5y′′′(τ))+ w(4)(τ) = 0 . (7.16)
Once again, we use the ansatz (7.14) and find that this equation has four resonances
b = {4, 3, 2, 1}. The coefficients of these resonances depend on yi and we find that on the
solution of the H(4) Chazy equation in (7.15), the coefficients of the resonances at b = 4,
b = 3, and b = 2 vanish identically. We may then conclude that the Chazy equation
corresponding to the Hecke group H(4) possesses the Painleve´ property.
We have carried out this analysis for the Chazy equations corresponding the Hecke
groups H(m) for 3 ≤ m ≤ 10 and we find that all of them possess the Painleve´ property.
The analysis of [37, 38] leads us to conclude that the leading order ansatz (7.12) satisfies
the Chazy equation Cm for the following values of the coefficients:
y(τ) =
m
m− 2
(
− 2
χ(τ)
+
S
3
χ(τ) +
2S2
45
χ(τ)3 +
11S3
945
χ(τ)5 + · · ·
)
. (7.17)
The next-to-leading order ansatz (7.14) shows that the Chazy equation has negative reso-
nances, with b ∈ {1, 2, · · · ,m} for Cm. The number of resonances is equal to the order of
the linearized equation and therefore the set of resonances is maximal. Exactly as we saw
in the case of C3 and C4, we find that when evaluated on the leading order solution, the
coefficients of these resonances vanish identically, guaranteeing that these equations have
the Painleve´ property. More generally, we expect that all higher-order Chazy equations
possess the Painleve´ property, which in turn raises the interesting possibility that they may
be integrable.
It is straightforward to see that by a simple m-dependent rescaling, the solution y(τ)
of the Chazy equation for any of the Hecke groups H(m) shows a universal singular be-
haviour, i.e., the coefficients of the Laurent expansion in χ(τ) are independent of m. This
universality hints at the possibility that Cm form an integrable hierarchy. At this point,
however, more work is required to ascertain the integrability of these equations.
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8 Summary and Discussion
The ring of quasi-modular forms of SL(2,Z) is generated by the Eisenstein series {E2, E4, E6}.
In [44], a set of identities relating τ -derivatives of these generators to their various com-
binations were determined and in [15], analogues of these identities for cusp forms were
conjectured for all Hecke groups with finite heights. Our work here is an attempt to further
explore this automorphic structure. Our investigations in this paper have proceeded along
a number of complementary directions:
(i) We provided a proof of the Ramanujan identities for Eisenstein series corresponding
to taller Hecke groups, which for any finite m and 2 ≤ k ≤ m take the form
E′2k =
k
2
(
m− 2
m
)
E2E2k −
(
k − 2
2
)
E4E2k−2 −
(
m− k
m
)
E2k+2 .
(ii) We identified an algebraic curve naturally associated to each Hecke group H(m)
y2 = xm +
m∑
k=1
xm−k Ak ,
whose coefficients Ak are determined by an anomaly equation
∂Ak
∂E2
=
(m− k + 1)
4m
Ak−1 ,
and supplemented by a natural choice of boundary conditions
lim
τ→i∞
Ak = O
(
qbk/2c
)
.
These boundary conditions naturally relate the algebraic discriminant ∆ of the alge-
braic curve with the automorphic discriminant ∆m defined independently in [14] via
the relation
(∆)wm ∝ (∆m)w .
(iii) We used these algebraic curves to explore the geometrical interpretation of the Ra-
manujan identities as a vector field on the moduli space of the algebraic curve.
(iv) We outlined a systematic derivation of Halphen systems, used it to uncover a new
4-member Halphen system, and introduced the notion of a ‘weak’ Halphen system.
(v) We showed that quasi-modular forms E2 corresponding to the Hecke group H(m)
and its corresponding orbits satisfy a higher-order analogue of the Chazy equation,
whose construction we outline explicitly. Here E2 admits a representation in terms
of an automorphic discriminant
E2 =
1
2pii
d
dτ
log ∆m ,
thus playing the role of a τ -function for the higher-order Chazy equation.
(vi) We showed that the higher-order Chazy equations we constructed possessed the
Painleve´ property.
We now list some future directions for research motivated by these developments.
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Integrability Our work may be viewed as being related to the theory of integrable
systems in more than one way. For the anomaly equation to specify the coefficients of the
(in general hyperelliptic) curve alluded to above, we must in addition to “integrating in”
the dependence on E2 supply a principle that fixes the purely automorphic pieces. While
we find that the cuspidal boundary conditions introduced in Section 3.2 are appropriate for
our purposes, we find in Appendix B that another consistent choice of boundary conditions
is reminiscent of relations stemming from the theory of microdifferential operators [45].
Additionally, the demonstration that the higher-order Chazy equations possess the Painleve´
property hints at an underlying integrable system.
Supersymmetric Gauge Theories We already observed in the introduction that Hecke
groups appeared as duality groups acting on the low-energy effective couplings in certain
supersymmetric gauge theories and on a special loci of the Coulomb moduli space. We
expect the low energy effective action and other calculable quantities to be expressible
in terms of the automorphic forms discussed in this work. While this has been done for
arithmetic Hecke groups in [12, 13] it would be interesting to carry it out for the other
Hecke groups. A more ambitious goal would be to understand the manner in which the
resummation program may be carried out away from these special loci; in this case, the
results of these studies would serve as consistency checks.
BPS State Counting Arithmetic Hecke groups arise in the context of BPS state count-
ing in four dimensional N = 4 supersymmetric string theories [46]. This class of string
theories is obtained via toroidal compactifications of heterotic string theory or of the CHL
models, the latter being ZN asymmetric orbifolds of heterotic string theory or equivalently
K3 compactifications of type IIA string theory with asymmetric orbifold [47]. The arith-
metic Hecke groups appear for ZN orbifolds with N = 1, 2, 3, and 4, which correspond in
turn to the Hecke groups with heights 3, 4, 6, and ∞ respectively. In fact, there exists a
wider class of CHL models whose S-duality group contains the Fricke involution τ → − 1Nτ ,
in addition to the subgroup of SL(2,Z) [48]. Among them, those which are called self-dual
are invariant under the Fricke involution. For these models the 12 -BPS state counting for-
mula is given by η-products which are balanced cycle shapes [49]. The cycle shapes 124
and 1828 appear as discriminants in the solution to the Chazy equation and its generaliza-
tion. It would nice to explore this relation further. When the CHL model is not self-dual
under the Fricke involution it gives us a map between different CHL models. In this case
the relevant modular forms are not η-products but η-quotients. It would be interesting to
explore the role of the Hecke groups in this context. The cycle shapes and the η-quotients
are known to be related to certain sporadic groups. The relation between the automor-
phic forms of the Hecke groups and the cycle shapes dictated by the sporadic groups may
unravel new connections between these two fields.
A Generalized Halphen System and Fourier Expansions
The generalized Halphen system was introduced in (2.1). In this section, we provide explicit
solutions to this system of differential equations following [14, Theorem 3]. In terms of the
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parameters (a, b, c) introduced in (2.2), we have the solution
t1(τ) =
1
αm
(a− 1) z Q(z)F (1− a, b, 1; z)F (2− a, b, 2; z) ,
t2(τ)− t1(τ) = 1
αm
Q(z)F 2(1− a, b, 1; z) ,
t3(τ)− t1(τ) = 1
αm
z Q(z)F 2(1− a, b, 1; z) .
(A.1)
The function F is the Gauss hypergeometric function 2F1 while the function Q(z) is given
by
Q(z) =
ipi(1− b)
2 sin(pib) sin(pia)
(1− z)b−a . (A.2)
The parameter z is related to the hauptmodul j of the Hecke group H(m) by the formula:
z =
1
1− J . (A.3)
Here we have rescaled the solutions in [14] by an overall constant αm, which we will fix
momentarily. For the Hecke group H(m) we now work out the Fourier expansions of the
solutions of the generalized Halphen equations tk near the cusp at i∞. These, in turn,
determine the q-expansions for the Eisenstein series E2k of the Hecke group via (2.6).
An important ingredient in the Fourier expansion of the solutions to the generalized
Halphen system is the Fourier expansion of the hauptmodul corresponding to the Hecke
group in question. This is obtained by solving a Schwarzian differential equation order-by-
order about the point τ = i∞ following the prescriptions in [14, 15]. This yields:
J =
1
dq
+
4 + 3m2
8m2
+
dq
1024m2
(69m4−8m2−48)+ d
2
(
27m6 − 116m4 + 16m2 + 64) q2
3456m6
+ . . .
(A.4)
where d is defined following [14]. First define the integers a′, b′, c′, d′ such that
a′
b′
=
3m− 2
4m
c′
d′
=
3m+ 2
4m
. (A.5)
Then d is defined to be the following product:
d = b′ d′
b′−1∏
k=1
(
2− 2 cos 2pik
b′
)− 1
2
cos 2pia
′
b′ d
′−1∏
`=1
(
2− 2 cos 2pi`
d′
)− 1
2
cos 2pic
′
d′
. (A.6)
For the arithmetic cases of m = 3, 4, and 6, d takes integer values and is equal to 1728, 256,
and 108 respectively. We now demand that the expansion for t2(τ) begins with unit
coefficient; this uniquely fixes the coefficient xm to be
αm = −
(3m+ 2) sec pim
8m
. (A.7)
With our conventions now made fully explicit, it is easy to check that (A.1) solves the gen-
eralized Halphen system. We can now use (2.6) and (2.7) to construct Fourier expansions
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of the Eisenstein series we use in this paper. For example, a few light Eisenstein series have
the following Fourier expansions:
E2 = 1− (m− 2)
2
8m2
(qd)− (m(m+ 12)− 44)(m− 2)
2
512m4
(qd)2 + · · · ,
E4 = 1 +
(
m2 − 4)
4m2
(qd) +
(
7m4 − 88m2 + 240)
256m4
(qd)2 + · · · ,
E6 = 1−
(
m2 + 12
)
8m2
(qd) +
(−31m4 + 152m2 + 912)
512m4
(qd)2 + · · · ,
E8 = 1−
(
m2 + 4
)
2m2
(qd)−
(
m4 − 168m2 − 368)
128m4
(qd)2 + · · · .
(A.8)
B Sato Boundary Conditions
In this section we present an alternative choice of boundary conditions that is fully compat-
ible with the modular anomaly equations, in addition to also possessing some interesting
connections to the theory of integrable systems [45]. We begin with the hyperelliptic curve
associated to H(m):
y2 = xm +
m∑
k=2
Akx
m−k , (B.1)
and recall that the anomaly equation naturally arose due to the structure of E2 dependence
of the Ak, governed by the equation:
∂Ak
∂E2
=
(m− k + 1)
4m
Ak−1 . (B.2)
We now introduce new quasi-modular forms A` of definite weight ` under the Hecke group
H(m) that automatically satisfy a set of generalized modular anomaly equations. These
are constructed from the Eisenstein series E2k via the following generating function:
G(y) = 1 +
∞∑
`=1
(−1)` c`A` y` = exp
{
−
∞∑
k=1
yk
k
E2k
}
, (B.3)
with coefficients c` to be determined by the anomaly equations. By using the definition of
G(y) in terms of the Eisenstein series, we find that
∂G
∂E2
= − y G . (B.4)
Substituting the definition of G in terms of the A` and equating powers of y on both sides,
we find that ∞∑
`=1
(−1)`c`
(
∂A`
∂E2
− c`−1
c`
A`−1
)
= 0 . (B.5)
Here we use the convention c0 = A0 = 1. Demanding that this coincides with our modular
anomaly equation in (B.2) leads to the following result for the coefficients:
ck =
k∏
j=1
4m
(m+ 1− j) . (B.6)
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The key point in this approach is that the exponential map also fixes the dependence of
the A` on the “higher times” E2k in much the same way thanks to a hierarchy of equations:
∂G
∂E2k
= − y
k
k
G . (B.7)
This leads to the following relations: for ` < k we have
∂A`
∂E2k
= 0 , (B.8)
while for ` ≥ k we find
∂A`
∂E2k
=
(−1)k+1
k
k∏
j=1
(
m− `+ j
4m
)
A`−k . (B.9)
This completely fixes the dependence of the A` on the E2k for k > 1 as well. We can
consequently interpret the exponential map as specifying the boundary condition for the
modular anomaly equation.
From the form of the coefficients ck one can check that, for the Hecke group H(m),
there are precisely m non-zero forms A` while the higher ones are automatically set to zero.
The first few of these take the following form:
A1 ∝ (E2) ,
A2 ∝
(
E22 − E4
)
,
A3 ∝
(
E32 − 3E2E4 + 2E6
)
,
A4 ∝
(
E42 − 6E22E4 + 8E2E6 + 3E24 − 6E8
)
,
A5 ∝
(
E52 − 10E32E4 + 20E22E6 + 15E2E24 − 20E4E6 − 30E2E8 + 24E10
)
,
(B.10)
where as before, the constant of proportionality is given by (3.24). The A` as defined
via the exponential map are a unique solution to a system of anomaly equations. It is
enlightening to compare these expressions for Ak with (3.23). While the E2-dependence
of the A` calculated this way is identical to the ones we found via the cuspidal boundary
conditions, the coefficients accompanying the automorphic pieces are different.
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