Abstract. Many approaches proposed in the literature for proving the correctness of unfold/fold transformations of logic programs make use of measures associated with program clauses. When from a program P 1 we derive a program P 2 by applying a sequence of transformations, suitable conditions on the measures of the clauses in P 2 guarantee that the transformation of P 1 into P 2 is correct, that is, P 1 and P 2 have the same least Herbrand model. In the approaches proposed so far, clause measures are fixed in advance, independently of the transformations to be proved correct. In this paper we propose a method for the automatic generation of clause measures which, instead, takes into account the particular program transformation at hand. During the application of a sequence of transformations we construct a system of linear equalities and inequalities over nonnegative integers whose unknowns are the clause measures to be found, and the correctness of the transformation is guaranteed by the satisfiability of that system. Through some examples we show that our method is more powerful and practical than other methods proposed in the literature. In particular, we are able to establish in a fully automatic way the correctness of program transformations which, by using other methods, are proved correct at the expense of fixing in advance sophisticated clause measures.
Introduction
Rule-based program transformation is a program development methodology by which one derives, starting from an initial program, a final program by applying a sequence of transformation rules [BD77, TS84] . The initial program can be regarded as a formal specification of a software module, while the final program can be regarded as an implementation of that specification. The fact that the rules preserve the intended semantics guarantees that the final program is correct by construction. In logic programming [Apt90, Llo87] program transformation is a deductive process. Indeed, programs are logical formulas and the transformation rules are rules for deducing new formulas from old ones. The logical soundness of the transformation rules implies that a transformation is partially correct, which means that an atomic formula is true in the final program only if it is true in the initial program. However, it is usually much harder to prove that a transformation is totally correct, which means that an atomic formula is true in the initial program if and only if it is true in the final program.
In particular, the transformations obtained by applying transformation rules such as unfolding and folding, which basically consist in applying equivalences that hold in the least Herbrand model of the initial program, are always partially correct. However, the final program derived by unfolding and folding may terminate (with respect to a suitable notion of termination) less often than the initial one. For instance, let us consider the program:
The least Herbrand model of P is M (P ) {p, q, r } and M (P ) | p ↔ q. If we replace q by p in r ← q (that is, we fold r ← q using p ← q), then we get:
The transformation of P into Q is totally correct, because M (P ) M (Q). However, if we replace q by p in p ← q (that is, we fold p ← q using p ← q itself), then we get:
and the transformation of P into R is partially correct, because M (P ) ⊇ M (R), but it is not totally correct, because M (P ) M (R). Indeed, p ∈ M (R) because program R does not terminate for the goal p.
A sufficient condition for the total correctness of a transformation obtained by the unfolding and folding rules is that termination is preserved, that is, the final program terminates as often as the initial one. In particular, total correctness is guaranteed if the final program obtained by transformation always terminates. This method for proving total correctness is the one proposed in Burstall and Darlington's seminal paper [BD77] and is sometimes referred to as McCarthy's method [McC63] . However, the termination condition may be, in practice, very hard to verify. For this reason some methods proposed in the context of functional programming are based on properties of the transformations that imply the preservation of termination, without actually having to verify the termination condition. For instance: (i) [Kot78] shows that under suitable assumptions, total correctness is guaranteed if the final program is derived by a sequence of transformations where the number of applications of the unfolding rule is not smaller than the number of applications of the folding rule, and (ii) [San96] identifies some applicability conditions for the unfolding and folding rules which ensure that the number of steps needed to evaluate a given expression is not increased and, therefore, program termination is preserved.
A lot of work has also been devoted to devise methods for proving the total correctness of transformations of logic programs (see, for instance, [BC94, BCE92, CG94, EG96, GK94, KF86, LOPP95, Mah87, Mah93, PP08, RKRR02, RKRR04, Sek91, TS84, TS86]). The simplest among these methods consists in considering invertible transformation rules, that is, rules which allow a program P 1 to be transformed into a program P 2 only if P 2 can be transformed back into P 1 [Mah87, Mah93] . The total correctness of a transformation obtained by an invertible rule immediately follows from the fact that, by partial correctness, both M (P 1 ) ⊆ M (P 2 ) and M (P 2 ) ⊆ M (P 1 ) hold. For instance, the transformation of program P into program Q shown above is invertible because Q can be transformed back into P by unfolding the clause r ← p. On the contrary, the transformation of P into R is not invertible. Unfortunately, this method of guaranteeing total correctness is of very limited use because many relevant transformations are not invertible (in particular, those transformations that derive recursive definitions from nonrecursive ones).
Other methods [CG94, LOPP95] propose sufficient conditions for total correctness which are explicitly based on the preservation of suitable termination properties such as the universal or the existential termination. However, as already mentioned, termination conditions may be, in practice, very hard to verify.
Some other methods, which we may call history-based methods, are based on conditions on the sequence of applications of the transformation rules that do not deal with termination explicitly, but nevertheless guarantee that termination is preserved. A notable example of these history-based methods is presented in [KF86] , where integer counters are associated with program clauses. The counters of the initial program are set to 1 and are incremented (or decremented) when an unfolding (or folding, respectively) takes place. A sequence of transformations is totally correct if the counters of the clauses of the final program are all positive. This result can be viewed as an extension to logic programming of the approach presented in [Kot78] .
Unfortunately, there are many simple transformations where the method based on counters is not able to prove total correctness. For instance, in the transformation from P to Q described above, we would get a value of 0 for the counter of the clause r ← p in the final program Q, because it has been derived by applying the folding rule from clause r ← p. Thus, the counter method, in the basic form we have described, does not allow us to show the total correctness of that transformation. In order to overcome the limitations of the basic counter method, some modifications and enhancements have been described in [KF86, RKRR02, RKRR04, TS86] , where each clause is given a measure which is more complex than an integer counter. In particular, these complex clause measures may combine counters with suitable orderings on predicate symbols.
In this paper we present a different approach to the improvement of the basic counter method: instead of fixing in advance complex clause measures, we automatically generate for any given transformation a set of constraints on clause measures whose satisfiability guarantees the correctness of the transformation. For reasons of simplicity we assume that clause measures, which we call weights, are nonnegative integers, and constraints are linear equalities and inequalities. Given a transformation starting from a program P , we look for a weight assignment to the clauses of P that proves that the transformation is totally correct.
Our paper is structured as follows. In Sect. 2 we briefly recall the well-founded annotation method proposed in [PP08] on which the correctness of the method presented in this paper is based. In Sect. 3 we present the notion of a transformation sequence, that is, a sequence of programs constructed by applying the definition introduction, unfolding, folding, and clause deletion rules. We associate the clauses of the initial program of the sequence with some unknown weights, and during the construction of the sequence, we generate a set of constraints consisting of linear equalities and inequalities which relate those weights. If the final set of constraints is satisfiable for a suitable assignment to the unknown weights, then the transformation sequence is totally correct. This total correctness result is proved in Sect. 4. In Sect. 5 we consider transformation sequences constructed by using also the goal replacement rule and we present a method for proving the total correctness of those transformation sequences as well. In Sect. 6 we present a method for proving predicate properties which are needed for applying the goal replacement rule. Finally, in Sects.7 and 8 we discuss related work in the field of program transformation and, in particular, we argue that our approach is more powerful than other history-based methods.
Well-founded annotations
In this section we briefly recall the theory of well-founded annotations, which is a general theory proposed in [PP08] for proving the correctness of program transformations. This theory will be used to prove the correctness results presented in Sects. 3-6 and also to motivate the technical definitions introduced in these sections.
In this paper we assume that a clause is of the form A 0 ← A 1 ∧ · · · ∧ A n , with n ≥ 0, where A 0 , A 1 , . . . , A n are atoms and the conjunction operator '∧' is associative and commutative with neutral element 'true'. A program consists of a multiset of clauses, that is, a clause may have more than one occurrence in a program. This assumption will make it easier to deal with the fact that different occurrences of a clause which are derived by transformation may be associated with different annotations. For multisets we will use set-theoretic notations and it will be clear from the context when we refer to sets and when we refer to multisets. In particular, we will denote a multiset of clauses by {C 1 , . . . , C n }, the predicate of multiset membership by ∈, the empty multiset by ∅, and the union and the difference operations between multisets by ∪ and −, respectively.
The theory of well-founded annotations studies the correctness of a very general notion of program transformation, called clause replacement, consisting in replacing m clauses C 1 , . . . , C m , with m ≥ 0, occurring in a program by n clauses D 1 , . . . , D n , with n ≥ 0, such that C 1 , . . . , C m are equivalent to D 1 , . . . , D n with respect to a suitable equivalence relation. In particular, the transformations obtained by applying the unfolding, folding, and goal replacement rules often considered in the literature, can be regarded as clause replacement transformations. The well-founded annotation method consists in associating with each atom occurrence an annotation, that is, an extra argument that holds the measure of a proof of the atom. The theory of well-founded annotations provides some sufficient conditions for the total correctness of a clause replacement based on the preservation of a suitable well-founded ordering on the annotations. Let us introduce the notions of implication and equivalence between multisets of clauses upon which a clause replacement depends. Note that if (a) I | 1 ⇒ 2 holds, then (b) in the interpretation I the conjunction of the clauses of 1 implies (in the sense of classical first order logic) the conjunction of the clauses of 2 . However, in general it is not the case that if (b) holds, then (a) holds. For instance, the empty conjunction true implies the tautology p ← p, while I | ∅ ⇒ {p ← p} does not hold. Our definition of the ⇒ relation between multisets of clauses plays a crucial role in Theorem 2 and Corollary 1 below, which do not hold if we replace ⇒ with classical first order logic implication.
Definition 1 Let
For all Herbrand interpretations I and multisets 1 , 2 , and 3 of clauses the following properties hold:
Given a program P , we denote its associated immediate consequence operator by T P [Apt90, Llo87] . The T P operator has a least and a greatest fixpoint, denoted by lfp(T P ) and gfp(T P ), respectively. Recall that, M (P ) denotes the least Herbrand model of P and we have that M (P ) lfp(T P ). Now let us consider the transformation of a program P into a program Q consisting in replacing a multiset 1 of clauses in P by a new multiset 2 of clauses. The following result expresses the partial correctness of the transformation of P into Q.
Theorem 1 (Partial correctness). Given two programs P and Q and two multisets 1 and 2 of clauses such that:
In order to establish a sufficient condition for the total correctness of the transformation of P into Q, that is, M (P ) M (Q), we consider programs whose associated immediate consequence operators have unique fixpoints.
Definition 2 (Univocal program).
A program P is said to be univocal if T P has a unique fixpoint, that is, lfp(T P ) gfp(T P ).
The following theorem shows that the converse property of partial correctness holds when the program derived by a clause replacement is univocal.
Theorem 2 (Conservativity). Given two programs P and Q and two multisets 1 and 2 of clauses such that:
As a straightforward consequence of Theorems 1 and 2 we get the following result.
Corollary 1 (Total correctness via unique fixpoint). Given two programs P and Q and two multisets 1 and 2 of clauses such that:
In Theorem 2 the hypothesis (iv ) is crucial. Indeed, in the example we have given in Sect. 1, we have that Q is univocal and the transformation from P to Q is totally correct, while R is not univocal and the transformation from P to R is not totally correct.
Corollary 1 has severe applicability limitations because: (i) to prove that a program is univocal may be very difficult in practice as it may require to prove (see [Bez89] ) that the program terminates for all ground goals, that is, there exists a finite (successful or failed) SLD tree [Apt90, Llo87] , and (ii) one may want to derive programs that are not univocal (and, thus, not terminating).
In order to overcome these limitations the method proposed in [PP08] introduced the notion of annotated program. Here we will define a subclass of the annotated programs, called weighted programs, which will be sufficient for our purposes.
Definition 3 (Weighted clause and weighted program). Given a clause C of the form p 0 (t 0 ) ← p 1 (t 1 )∧· · ·∧p m (t m ), where t 0 , t 1 , . . . , t m are tuples of terms, a weighted clause associated with C is a clause of the form:
where N 0 , N 1 , . . . , N m are variables not occurring in C and w is a nonnegative integer called the weight of C [w ]. Clause C [w ] is denoted by C when we do not need refer to its weight w . Given a program P {C 1 , . . . , C r }, a weighted program associated with P is a program P of the form {C 1 , . . . , C r }.
Let us now explain in an informal way the meaning of a weighted program. Basically, P is constructed by associating a nonnegative weight with each clause of P . This association induces a notion of weight on proofs of atoms. Indeed, we may define the weight of a given proof of an atom A as the sum of the weights of all clause instances used in that proof of A. Thus, by the definition of P , we may say that the atom p(t, n) holds if p(t) has a proof 'of weight less than or equal to n' in P .
The semantics of weighted programs is defined similarly to the semantics of constraint logic programs [JM94] . Let N be the first order interpretation defined as follows: (i) the carrier of N is the set N of the nonnegative integers, (ii) each nonnegative integer number is interpreted as the corresponding element in N, (iii) the function symbol + is interpreted as the addition operation in N, and (iv) the predicate symbol ≥ is interpreted as the greater-than-or-equal-to relation on N. An N -interpretation for a weighted program P is a subset of the following set, where t denotes a tuple of terms:
is a ground instance of an atom from P and n ∈ N} The notions of (i) truth of a formula (in particular, of a weighted program) in an N -interpretation, (ii) the N -model of a formula, and (iii) the immediate consequence operator associated to a weighted program, are defined as usual in constraint logic programming [JM94] . Given a formula F and an N -interpretation I , by I | F we denote that F is true in I . Given a weighted program P , it can be shown that there exists a least N -model, denoted by M (P ). The immediate consequence operator T P associated with P has a least fixpoint, denoted by lfp(T P ), and M (P ) lfp(T P ).
Definitions 1 and 2, Theorems 1 and 2, and Corollary 1, extend straightforwardly to weighted programs. Now we present some results for weighted programs which are immediate consequences of similar results proved for annotated programs in [PP08] .
The following lemma establishes the relationship between the semantics of a program P and the semantics of any weighted program P associated with P .
Lemma 1 Let P be a program. For every ground atom
By erasing weights from clauses we preserve clause implications, in the sense stated by the following lemma.
Lemma 2 Let P be a program, and 1 and 2 be any two multisets of clauses. If
Definition 4 (Decreasing, weighted program). A weighted program P is said to be decreasing if every clause in P has a positive weight.
Lemma 3 Every decreasing program is univocal.
Finally, by Lemmata 1 and 3, and Theorems 1 and 2, we have the following result which, unlike Corollary 1, can be used to prove the total correctness of the transformation of program P into program Q also in the case where Q is not univocal.
Theorem 3 (Total correctness via weights). Given two programs P and Q and two multisets 1 and 2 of clauses such that:
Note that, by Theorem 2 and Lemma 3, Conditions (iv ) and (v ) of Theorem 3 imply that M (P ) ⊆ M (Q) which, by taking into account the informal meaning of a weighted program, can be read as follows: for every ground atom A, if A has a proof of weight at most n in P , then A has a (not necessarily shorter) proof of weight at most n in Q. As already mentioned, the properties M (P ) | 1 ⇒ 2 and M (P ) | 1 ⇐ 2 are guaranteed when 2 is derived from 1 by applying the usual unfolding, folding, and goal replacement rules. However, in order to use Theorem 3 and prove that the transformation of P into Q (P − 1 ) ∪ 2 is totally correct, one has to associate with the clauses of P (in particular, with the clauses of 1 ) and with the clauses of 2 , suitable weights such that also the property M (P ) | 1 ⇐ 2 holds and, moreover, Q is decreasing. The problem of finding suitable weights in an automatic way in the cases where 2 is derived from 1 by applying the unfolding, folding, and goal replacement rules will be addressed in the following Sects. 3, 4, 5, and 6.
Finally, let us compare the method for proving the correctness of program transformations based on Corollary 1, which in practice requires to prove the termination of the final program Q, with the method based on Theorem 3. In order to prove the total correctness of the transformation of program P into program Q, Theorem 3 requires the proof of termination of neither P nor Q. It only requires that the weighted program Q be decreasing, which entails the termination of Q for all ground goals. (Note that the termination of Q implies that Q terminates for all ground goals if we fix a bound for the proof weights, while Q may not terminate if no bound is provided.) As mentioned above, the termination of Q need not an additional proof and it is guaranteed by construction when the weights satisfy the conditions associated with the transformation rules (see Property (P3) of Sect. 4).
Unfold/fold transformation rules with weight constraints
In this section we consider sequences of programs obtained by applying the definition introduction, unfolding, folding, and deletion transformation rules, and we address the problem of finding suitable weight assignments so that, by Theorem 3, the transformation of the initial program of the sequence into the final program of the sequence is totally correct. With every clause of the initial program and with every new clause generated during the transformation, we associate an unknown, called weight unknown, ranging over nonnegative integers, called weights, and while constructing the sequence of programs, we construct a system of linear equalities and inequalities which should be satisfied by the weight unknowns. The total correctness of the transformation is guaranteed by the satisfiability of that system.
Before presenting the transformation rules, let us introduce some terminology concerning the systems of linear equalities and inequalities with integer coefficients and variables ranging over nonnegative integers.
By P LIN we denote the set of linear polynomials with integer coefficients. Variables occurring in polynomials are called weight unknowns, or unknowns, for short, to distinguish them from logical variables occurring in programs. By U we denote the set of unknowns in P LIN . By C LIN we denote the set of linear equalities and inequalities with integer coefficients, that is, C LIN is the set {p 1
where N is the set of nonnegative integers. Let {u 1 , . . . , u r } be the set of unknowns occurring in the constraint c ∈ C LIN . Given a valuation σ whose domain is a superset of {u 1 , . . . , u r }, we denote by σ (c) the constraint obtained from c by replacing the occurrences of u 1 , . . . , u r by the weights σ (u 1 ), . . . , σ (u r ), respectively. A valuation σ is a solution of the constraint c if σ is a valuation whose domain is a superset of the set of variables occurring in c and N | σ (c). A valuation σ is a solution of a finite set C of constraints if, for every c ∈ C , σ is a solution of c. We say that a constraint c is satisfiable if there exists a solution of c. Similarly, we say that a set C of constraints is satisfiable if there exists a solution of C . A weight function for a multiset S of clauses is a function γ : S → U such that for any two distinct occurrences C 1 and C 2 of clauses in S , γ (C 1 ) and γ (C 2 ) are distinct unknowns. In particular, for two distinct occurrences of the same clause C in S , γ returns two different unknowns. The value γ (C ) is called the unknown associated with C .
A transformation sequence is a sequence of programs, denoted by P 0 → P 1 → · · · → P n , such that n ≥ 0 and, for k 0, . . . , n − 1, P k +1 is derived from P k by applying one of the following transformation rules: definition introduction, unfolding, folding, and deletion. These rules will be defined below. For k 0, . . . , n, we define: (i) a weight function γ k : P k → U, (ii) a finite set C k of constraints, (iii) a multiset Defs k of clauses defining the new predicates introduced by the definition introduction rule during the construction of the sequence P 0 → P 1 → · · · → P k , and (iv) a weight function δ k : P 0 ∪ Defs k → U. The function γ 0 can be taken to be any weight function. By definition, we have that: C 0 ∅, Defs 0 ∅, and δ 0 γ 0 .
Each application of a transformation rule consists in replacing a multiset 1 of clauses in P k by a multiset 2 . Thus, P k +1 (P k − 1 ) ∪ 2 . We make the following assumptions on the weight functions γ k and γ k +1 :
(1) for every clause C occurring in 2 the value of the weight function γ k +1 is a new unknown, that is, for i 0, . . . , k , for every clause D occurring in P i , γ k +1 (C ) and γ i (D) are distinct unknowns, and (2) for every clause of P k +1 inherited from P k , the value of the weight function γ k +1 is equal to the value of γ k , that is, for every clause C occurring in P k − 1 , γ k +1 (C ) and γ k (C ) are identical unknowns.
For k 0, . . . , n, for every clause C occurring in P 0 ∪ Defs k , the value of δ k (C ) is the unknown which has been associated with C when C was first introduced during the transformation sequence
We also assume that, for k 0, . . . , n − 1, C k +1 C k and Defs k +1 Defs k , unless otherwise specified in the definition of the transformation rule applied for deriving P k +1 from P k .
In the sequel, we will feel free to rename variables of clauses, whenever needed (in particular, when applying the unfolding and folding rules), and for any goal (or set of goals) G, by vars(G) we denote the set of variables occurring in G. 
We define:
As a consequence of our definitions, given a transformation sequence
Note that the definition introduction rule does not introduce any constraint on the weight unknowns and, thus, we are free to assign any weight to the clauses introduced by that rule.
Rule 2 (Unfolding). Let
By unfolding C with respect to A using C 1 , . . . , C m , we derive the clauses
Let us briefly explain the definition of C k +1 in Rule 2. As already mentioned, our aim is to prove the total correctness of a transformation by exploiting Theorem 3. The satisfiability of C k +1 ensures that the transformation of P 0 ∪ De f s k +1 into P k +1 satisfies Point (iv) of Theorem 3. Indeed, we will show in Lemma 4 of Sect. 4 that, if we associate with the clauses C , C 1 , . . . , C m , D 1 , . . . , and D m , a set of weights satisfying the set C k +1 of constraints, then Point (iv) of Theorem 3 holds, that is,
(Actually, Lemma 4 proves a more general property which refers to any n ≥ k + 1.) In order to see why this property holds now we present a simple example.
Example 1 Let C : p ← q be a clause in P k and let C 1 : q ← r be the only clause defining q in P 0 ∪ Defs k . By unfolding C with respect to q using C 1 we get D 1 : p ← r . Let w and w 1 be the weights associated with C and C 1 , respectively. Thus, in order to satisfy C k +1 , the weight of D 1 must be w + w 1 . The weighted clauses associated with C , C 1 , and D 1 are:
By the definition of ⇐ (see Definition 1), in order to prove that M (P 0 ∪ Defs k +1 ) | {C } ⇐ {D 1 } we have to show that, for every ground goal of the form n ≥ u + w ∧ q(u) that holds in M (P 0 ∪ Defs k +1 ), there exists a ground goal of the form n ≥ v + w + w 1 ∧ r (v ) that holds in M (P 0 ∪ Defs k +1 ). Indeed,
(by monotonicity of +). 
Rule 3 (Folding
Similarly to the unfolding rule, the definition of C k +1 in Rule 3 allows us to prove that, when we derive clause E by folding clauses C 1 , . . . , C m using clauses D 1 , . . . , D m , then Point (iv ) of Theorem 3 holds. In Lemma 5 of Sect. 4 we will show that, if we associate with the clauses C 1 , . . . , C m , D 1 , . . . , D m , E a set of weights satisfying the set C k +1 of constraints, then we have that M (P 0 ∪ Defs k +1 ) | {C 1 , . . . , C m } ⇐ {E }. Now we show that this property holds in an example.
Example 2 Let C 1 : p ← q ∧ r 1 and C 2 : p ← q ∧ r 2 be clauses in P k and let D 1 : r ← r 1 and D 2 : r ← r 2 be the only clauses defining r in P 0 ∪ Defs k . By folding C 1 , C 2 using D 1 , D 2 we get E : p ← q ∧ r . Let w 1 , w 2 and z 1 , z 2 be the weights associated with C 1 , C 2 and D 1 , D 2 , respectively. Thus, in order to satisfy C k +1 , the weight of E is a nonnegative integer w such that w ≤ w 1 − z 1 and w ≤ w 2 − z 2 . The weighted clauses associated with
According to the definition of ⇐ (see Definition 1), we have that in order to prove that M (P 0 ∪ Defs k +1 ) | {C 1 , C 2 } ⇐ {E } we must show the following two points. Point (1): for every ground goal of the form n ≥ j +l +w 1 ∧q(j )∧r 1 (l ) that holds in M (P 0 ∪Defs k +1 ), there exists a ground goal of the form n ≥ j +m+w ∧q(j )∧r (m) that holds in M (P 0 ∪ Defs k +1 ), and Point (2): for every ground goal of the form n ≥ j + l + w 2 ∧ q(j ) ∧ r 2 (l ) that holds in M (P 0 ∪ Defs k +1 ), there exists a ground goal of the form n ≥ j + m + w ∧ q(j ) ∧ r (m) that holds in M (P 0 ∪ Defs k +1 ). Point (1) can be proved as follows.
(because w 1 ≥ z 1 + w and by monotonicity of + )
). Similarly, Point (2) follows from w 2 ≥ z 2 + w and from the fact that D 2 is true in M (P 0 ∪ Defs k +1 ).
Rule 4 (Deletion of subsumed clauses). Let C : H 1 ← G 1 ∧ R and D : H 2 ← G 2 be two clauses in P k such that, for some substitution ϑ, we have H 1 ← G 1 (H 2 ← G 2 )ϑ.C is said to be subsumed by D.
By deletion from P k we derive P k +1 P k − {C }. We define:
Note that by Rule 4 we can delete multiple occurrences of a clause from a program. Similarly to Rules 2 and 3, the definition of C k +1 in Rule 4 allows us to prove that when we apply this rule, Point (iv ) of Theorem 3 holds. Indeed, in Lemma 6 of Sect. 4 we will show that, if we associate with clauses C and D a set of weights satisfying the set C k +1 of constraints, then
The correctness constraint system associated with a transformation sequence P 0 → · · · → P n is the set C final of constraints defined as follows:
We say that a transformation sequence P 0 → · · · → P n is totally correct if we have that M (P 0 ∪Defs n ) M (P n ).
The following result that is proved in Sect. 4, guarantees the total correctness of transformation sequences constructed by using Rules 1-4.
Theorem 4 (Total correctness of unfold/fold transformations). Let P 0 → · · · → P n be a transformation sequence constructed by using Rules 1-4, and let C final be its associated correctness constraint system. If C final is satisfiable then M (P 0 ∪ Defs n ) M (P n ).
Note that during the construction of a transformation sequence P 0 → · · · → P n we may eliminate some unknowns from a set C k of constraints, with 0 ≤ k ≤ n, without affecting the satisfiability of C final . In particular, let us suppose that C k is the set {c 1 , . . . , c m } and u is an unknown belonging to the range of neither γ k nor δ k . Let us also suppose that, for some set
Then we can replace C k by {d 1 , . . . , d r }. Indeed, by the definitions of the transformation rules, u will not occur in any constraint added during the construction of the transformation sequence P k → · · · → P n . Thus, C final is of the form {c 1 , . . . , c m , c m+1 , . . . , c s }, where u does not occur in c m+1 , . . . , c s and, therefore, C final is satisfiable if and only if {d 1 , . . . , d r , c m+1 , . . . , c s } is satisfiable. During the presentation of our derivations we will often eliminate unknowns to simplify the sets of constraints.
Let us now present an example of application of the transformation rules. In this example and in other examples below, we will enumerate clauses and we will denote by u i the value of the weight function γ for clause i . We will write the constraints on the unknown associated with the clauses on a column to the right of the clauses themselves.
Example 3 (Continuation passing style transformation) Let us consider the initial program P 0 consisting of the following three clauses:
. q ← We want to derive a continuation passing style program [Wan80] defining a predicate p cont equivalent to the predicate p defined by the program P 0 . Intuitively, the continuation of a predicate call is a term encoding the computation to be performed after that call. In order to derive a continuation passing style program, we introduce, by Rule 1, the following clause:
4. p cont ← p ∧ cont (true) and also the following three clauses for the predicate cont :
where, by abuse of notation, we used p and q both as function symbols and predicate symbols. By folding clause 4 using clause 6 we get:
8. p cont ← cont (p(true)) u 8 ≤ u 4 − u 6 By unfolding clause 6 with respect to p using clauses 1 and 2, we get:
u 10 u 6 + u 2 Then by folding clause 10 using clause 7 we get:
11. cont (p(X )) ← p ∧ cont (q(X )) u 11 ≤ u 10 − u 7 and by folding clause 11 using clause 6 we get:
12. cont (p(X )) ← cont (p(q(X ))) u 12 ≤ u 11 − u 6 Finally, by unfolding clause 7 with respect to q we get:
13. cont (q(X )) ← cont (X ) u 13 u 7 + u 3 The final program is made out of clauses 1, 2, and 3, together with the following clauses:
The correctness constraint system C final is constructed as follows. For clauses 1, 2, 3, 5, 8, 9, 12, and 13, that are the clauses belonging to the final program, C final contains the constraints:
For the unfolding and folding steps, C final contains the constraints:
, u 9 u 6 + u 1 , u 10 u 6 + u 2 , u 11 ≤ u 10 − u 7 , u 12 ≤ u 11 − u 6 , u 13 u 7 + u 3 .
This system of constraints is satisfiable and, thus, the transformation from program P 0 to the final program is totally correct.
We end this section by presenting an example where the constraint system associated with a transformation sequence is unsatisfiable and, as expected, the transformation sequence is not totally correct.
Example 4 Let us consider the initial program P 0 consisting of the following three clauses:
1. p ← p 2. p ← q 3. q ← By unfolding clause 1, we replace it by the following two clauses:
4. p ← p u 4 u 1 + u 1 5. p ← q u 5 u 1 + u 2 We derive the program P 1 which is made out of clauses 2, 3, 4, and 5, and the set of constraints C 1 which is {u 4 u 1 + u 1 , u 5 u 1 + u 2 }. By clause deletion, from P 1 we remove clause 2, which is subsumed by (in fact, it is identical to) clause 5, and we derive P 2 made out of clauses 3, 4, and 5 together with the set of constraints C 2 which is C 1 ∪ {u 5 ≤ u 2 }. Finally, we fold clauses 4 and 5 using clauses 1 and 2 (which belong to P 0 ) and we get:
6. p ← p u 6 ≤ u 4 − u 1 , u 6 ≤ u 5 − u 2 We derive the final program P 3 which is made out of clauses 3 and 6 together with the set of constraints C 3 which is C 2 ∪ {u 6 ≤ u 4 − u 1 , u 6 ≤ u 5 − u 2 }. The correctness constraint system C final associated with the transformation sequence P 0 → · · · → P 3 is obtained by adding to C 3 the constraints u 3 ≥ 1 and u 6 ≥ 1 corresponding to clauses 3 and 6, respectively. Thus, C final consists of the following constraints:
The transformation sequence P 0 → · · · → P 3 is not totally correct, because M (P 0 ) {p, q} and M (P 3 ) {q} and, indeed, C final is unsatisfiable (because u 5 ≤ u 2 implies u 6 ≤ 0).
Note that, however, the unsatisfiability of the system of constraints associated with a transformation sequence does not imply that the sequence is not totally correct. Indeed, due to the undecidability of program equivalence, our method is incomplete and we can find examples of totally correct transformation sequences whose associated system of constraints is unsatisfiable.
Total correctness of unfold/fold transformations
In order to prove Theorem 4, that is, the total correctness of a given transformation sequence P 0 → · · · → P n constructed by using Rules 1-4, we will use Theorem 3 of Sect. 2. We proceed as follows.
For k 0, . . . , n, we associate with program P k a suitable weighted program P k , and we associate with Defs k a suitable weighted program Defs k . We assume that the correctness constraint system C final of the given transformation sequence is satisfiable. Then, we prove the following properties:
Constraint-based correctness proofs for logic program transformations 579 Thus, the total correctness of the transformation sequence P 0 → · · · → P n follows immediately from Properties (P1), (P2), and (P3), and from Theorem 3. The suitable weighted programs P 0 ∪Defs n and P n are constructed as we now indicate by using the hypothesis that the correctness constraint system C final associated with the given transformation sequence is satisfiable.
Let P be a program consisting of clauses C 1 , . . . , C r and let γ be a weight function for P . In order to prove Properties (P1) and (P2) we need the following three lemmata, whose proofs are in Appendix A.
Lemma 4 Let P 0 → · · · → P n be a transformation sequence and let 1 ≤ k < n. Let C be a clause in P k , let C 1 , . . . , C m be clauses in P 0 ∪ Defs k , and let D 1 , . . . , D m be the clauses in P k +1 derived by unfolding C with respect to an atom in its body using C 1 , . . . , C m , as described in Rule 2. Then: 
Lemma 6
Let P 0 → · · · → P n be a transformation sequence and let 1 ≤ k < n. Let C and D be clauses in P k such that C is subsumed by D. Then:
We are now ready to prove Theorem 4.
Proof of Theorem 4. For a transformation sequence P 0 → · · · → P n , the following properties hold for k 0, . . . , n − 1:
Indeed, Properties (R1) and (R2) can be proved by reasoning by cases on the transformation rule applied to derive P k +1 from P k , as follows. (Case 1) If P k +1 is derived from P k by applying the definition introduction rule then P k ∪ (Defs n − Defs k ) P k +1 ∪ (Defs n − Defs k +1 ) and, therefore, Properties (R1) and (R2) trivially hold. (Case 2) If P k +1 is derived from P k by applying the unfolding rule, then P k +1 (P k − {C }) ∪ {D 1 , . . . , D m } and Defs k Defs k +1 . Hence, Properties (R1) and (R2) follow from Lemma 2, Lemma 4 and from the monotonicity of ⇒. (Case 3) If P k +1 is derived from P k by applying the folding rule, then P k +1 (P k − {C 1 , . . . , C m }) ∪ {E } and Defs k Defs k +1 . Hence, Properties (R1) and (R2) follow from Points (i) and (ii), respectively, of Lemma 5 and from the monotonicity of ⇒. (Case 4) If P k +1 is derived from P k by applying the deletion rule, then P k +1 P k − {C } and Defs k Defs k +1 . Hence, Properties (R1) and (R2) follow from Points (i) and (ii), respectively, of Lemma 6 and from the monotonicity of ⇒.
By the transitivity of ⇒ and by Properties (R1) and (R2), we get Properties (P1) and (P2). Moreover, since σ is a solution of C final and P n P n [σ ], every clause in P n has a positive weight and, hence, Property (P3) holds. Thus, by Theorem 3, M (P 0 ∪ Defs n ) M (P n ).
Goal replacement
In this section we extend the notion of a transformation sequence P 0 → P 1 → · · · → P n by assuming that P k +1 can be derived from P k by applying, besides the definition introduction, unfolding, folding, and deletion rules, also the goal replacement rule as defined by Rule 5 below.
The goal replacement rule consists in replacing a goal G 1 occurring in the body of a clause of P k , by a new goal G 2 such that G 1 and G 2 are equivalent in M (P 0 ∪ Defs k ). The transformation sequences obtained by the goal replacement rule are guaranteed to be partially correct, and in order to guarantee their total correctness, we will require some extra conditions on the goals G 1 and G 2 to be satisfied in M (P 0 ∪ Defs k ). To define these conditions we will introduce the notion of a replacement law (see Definition 5).
For reasons of simplicity, we will define the replacement laws in the case where G 1 and G 2 are atomic goals of the form p 1 (X ) and p 2 (X ), respectively, where X is a tuple of variables. The general case where we want to replace non-atomic goals, can be treated by using, besides atomic goal replacement, also the definition introduction, folding, and unfolding rules. We will see this technique in action in Examples 5 and 6 below.
In the following Definition 5 we introduce the notion of a replacement law which will be used in the goal replacement rule (see Rule 5).
Definition 5 (Atomic replacement law).
Let P be a program and C be a finite set of constraints. Let p 1 (X ) and p 2 (X ) be atoms such that: (i) p 1 and p 2 occur in P , (ii) X is a tuple of variables. We say that the atomic replacement law (or replacement law, for short) p 1 (X ) p 2 (X ) holds in P [C ] , and in this case we write P [C ] | p 1 (X ) p 2 (X ), if the following conditions hold:
By using Lemma 2 one can show that, if C is satisfiable, then Condition (ii) of Definition 5 implies M (P ) | ∀X (p 1 (X ) → p 2 (X )) and, therefore, if C is satisfiable and
, which is one of the usual conditions for the applicability of the goal replacement rule [TS84] . Furthermore, a replacement law also establishes a relationship between the weights of the proofs of p 1 (X ) and p 2 (X ) (we have informally introduced the notion of the weight of a proof in Sect. 2 above). Thus, when writing
p 2 (X ), we mean that given any weight assignment to the clauses of P which is a solution of the set C of constraints and, given any ground term t, if p 1 (t) has a proof of weight less than or equal to n, then p 2 (t) has a proof of weight less than or equal to n. Now we give an example of a replacement law.
Example 5 (Associativity of list concatenation). Let us consider the following program for list concatenation.
The associativity of list concatenation can be expressed as follows. Let us first introduce the following two clauses:
Then, associativity can be written as the following replacement law:
Let Append be the program consisting of clauses 1, 2, 3, and 4. In Example 7 below we will show that Law (α) holds in Append [C ], where C is the set of constraints {u 1 ≥ 1, u 2 ≥ 1, u 3 ≥ u 4 } and, for i 1, . . . , 4, u i is the unknown associated with clause i .
In Sect. 6 we will present a method, called weighted unfold/fold proof method, whose objective is to generate, for any given pair of atoms p 1 (X ) and p 2 (X ), a suitable set C of constraints such that P [C ] | p 1 (X ) p 2 (X ) holds. Now we introduce the atomic goal replacement rule based on a replacement law. This rule is a variant of the usual goal replacement rule (see, for instance, [TS84] ).
Rule 5 (Atomic goal replacement). Let C : H ← G L ∧ p 1 (t) ∧ G R be a clause in program P k and let C be a set of constraints such that the replacement law λ :
By applying the replacement law λ, from C we derive D : H ← G L ∧ p 2 (t) ∧ G R , and from P k we derive by atomic goal replacement (or goal replacement, for short) P k +1 (P k − {C }) ∪ {D}. We define:
The following Lemma 7, whose proof is given in Appendix A, is analogous to Lemmata 4, 5, and 6 proved for the unfolding, folding, and deletion rules, respectively. This lemma will be used to prove the total correctness of any transformation sequence constructed by using Rule 5, besides Rules 1-4. Similarly to Sect. 4, given any transformation sequence P 0 → · · · → P n constructed by using Rules 1-5, for k 0, . . . , n, we denote by P k and Defs k the weighted programs P k [σ ] and Defs k [σ ], respectively, where σ is any solution of C final .
Lemma 7 Let P 0 → · · · → P n be a transformation sequence and let 1 ≤ k < n. Let C be a clause in P k and D be the clause in P k +1 derived by applying a replacement law λ that holds in (P 0 ∪ Defs k )[C ], as described in Rule 5. Then:
Now we are ready to prove the total correctness of the transformation sequences constructed by using Rules 1-5.
Theorem 5 (Total correctness of unfold/fold/replacement transformations). Let P 0 → · · · → P n be a transformation sequence constructed by using Rules 1-5, and let C final be its associated correctness constraint system. If
Proof The proof of this theorem is like the one of Theorem 4, except that, when we make the proofs of Properties (R1) and (R2) by cases on the transformation rule applied to derive P k +1 from P k , we have to consider also the following case. (Case 5) If P k +1 is derived from P k by applying the goal replacement rule, then P k +1 (P k − {C }) ∪ {D} and Defs k Defs k +1 . Hence, Properties (R1) and (R2) follow from Points (i) and (ii), respectively, of Lemma 7 and from the monotonicity of ⇒ .
Example 6 (List reversal) Let Reverse be a program for list reversal consisting of the clauses of Append (see clauses 1-4 in Example 5) together with the following two clauses:
We will transform the Reverse program into a program that uses an accumulator [BD77] . In order to do so, by Rule 1 we introduce the following clause:
We apply the unfolding rule twice starting from clause 7 and we get (recall that we write to the right of a clause the constraints on the unknown associated with the clause):
u 9 u 7 + u 6 Now, in order to apply the associativity of concatenation, we apply the folding, goal replacement, and unfolding rules as follows. By folding clause 9 using clause 3 we derive:
u 10 ≤ u 9 − u 3 Then, by applying the replacement law (α), from clause 10 we derive:
≤ u 10 and we also add the constraints: {u 1 ≥ 1, u 2 ≥ 1, u 3 ≥ u 4 } (see Example 5). Next, by unfolding clause 11 we derive:
u 12 u 11 + u 4 Note that, the effect of the last three transformation step is the replacement of the non-atomic goal S , L) . Now, by two applications of the unfolding rule, from clause 12 we get:
, L) u 13 u 12 + u 2 + u 1 By folding clause 13 using clause 7 we get:
Finally, by folding clause 6 using clause 7 we get:
The final program consists of the following clauses:
together with clauses 1 and 2 for append of Example 5.
The correctness constraint system associated with the transformation sequence is as follows.
For clauses 1, 2, 3, and 4:
u 8 u 7 + u 5 + u 1 , u 9 u 7 + u 6 , u 12 u 11 + u 4 , u 13 u 12 + u 2 + u 1 . For the replacement:
For the folding steps:
This set of constraints is satisfiable and, therefore, the transformation sequence is totally correct.
The weighted unfold/fold proof method
In this section we present a method for proving the replacement laws to be used in Rule 5. By following the approach of [Kot82, PP99] , this method is itself based on the application of the transformation rules of Sects. 3 and 5 which use weights and, for this reason, it is called the weighted unfold/fold proof method. Before introducing the weighted unfold/fold proof method, let us briefly recall how the unfold/fold proof method works in the case where weights are not present. Suppose that we want to prove that two atoms p 1 (X ) and p 2 (X ) are equivalent in the least Herbrand model
Without loss of generality, we assume that P is of the form T ∪ {D 1 , D 2 }, where D 1 and D 2 are clauses of the form:
← G 2 and the predicate symbols p 1 and p 2 occur in P in the head of D 1 and D 2 only. (Indeed, if this is not the case, we can always introduce two new clauses newp 1 (X ) ← p 1 (X ) and newp 2 (X ) ← p 2 (X ), and then prove M (P ) | ∀X (newp 1 (X ) ↔ newp 2 (X )).) Then, by two totally correct transformation sequences, from T ∪ {D 1 } and T ∪ {D 2 } we derive two new programs Q 1 and Q 2 which are syntactically equivalent, that is, they are equal modulo predicate and variable renaming.
As it stands, the unfold/fold proof method is not able to prove that the replacement law p 1 (X ) p 2 (X ) holds in P , as we need to show Condition (ii) of Definition 5 which is stronger than goal equivalence. Indeed, as remarked immediately after Definition 5, we also need to show suitable relationships between the weights of the proofs for (ground instances of) p 1 (X ) and p 2 (X ). The weighted unfold/fold proof method is an extension of the unfold/fold proof method in that it shows the equivalence of p 1 (X ) and p 2 (X ), and also it establishes the required relationships between their proofs, under suitable restrictions on the applications of the folding and goal replacement rules.
In order to present the weighted unfold/fold proof method, now we introduce the notions of: (i) syntactic equivalence, (ii) symmetric folding, and (iii) symmetric goal replacement.
A predicate renaming is a bijective mapping ρ : Preds 1 → Preds 2 , where Preds 1 and Preds 2 are two sets of predicate symbols. Given a program P , by preds(P ) we denote the set of predicate symbols occurring in P .
Suppose that preds(P )
Preds 1 , then by ρ(P ) we denote the program obtained from P by replacing every predicate symbol p by ρ(p).
Definition 6 (Syntactic equivalence) Two programs Q and R are syntactically equivalent if there exists a predicate renaming ρ : preds(Q) → preds(R), such that R ρ(Q), modulo variable renaming.
Syntactic equivalence implies semantic equivalence, as stated by the following lemma, whose proof is straightforward.
Lemma 8 If a program Q is syntactically equivalent to a program R via a predicate renaming ρ, then, for every predicate p occurring in Q and tuple t of ground terms, p(t) ∈ M (Q) iff ρ(p)(t) ∈ M (R).
Definition 7 (Symmetric folding). An application of the folding rule is said to be symmetric if
Definition 8 (Symmetric replacement law). Given a program P and a set C of constraints, a replacement law p 1 (X ) p 2 (X ) which holds in P [C ], is said to be symmetric, and we write P [C ] | p 1 (X ) p 2 (X ), if the following condition holds:
Note that, by Lemma 2, Condition (ii*) implies Conditions (i) and (ii) of Definition 5.
Definition 9 (Symmetric goal replacement). An application of the goal replacement rule is said to be symmetric if (i) it consists in applying a symmetric replacement law, and (ii)
A transformation sequence is said to be symmetric if it is constructed by applications of the definition and unfolding rules and by symmetric applications of the folding and goal replacement rules (thus, no applications of the deletion rule occur in a symmetric transformation sequence).
If the correctness constraint system associated with a symmetric transformation sequence is satisfiable, then both total correctness is guaranteed (by Theorem 5) and also the following result holds (its proof is in Appendix A).
Theorem 6 (Strong correctness of symmetric transformations). Let P 0 → · · · → P n be a symmetric transformation sequence and let C final be its associated correctness constraint system. If C final is satisfiable, then M (P 0 ∪ Defs n ) M (P n ). Now we are ready to present the weighted unfold/fold proof method. (1) the correctness constraint systems C Q and C R associated with the transformation sequences T ∪{D 1 } → · · · → Q and T ∪ {D 2 } → · · · → R, respectively, are satisfiable; (2) there exists a predicate renaming ρ such that ρ(p 1 ) p 2 and ρ(Q) R; and (3) the transformation sequence T ∪ {D 2 } → · · · → R is symmetric.
(B.1) We say that the replacement law p 1 (X ) p 2 (X ) is derivable by weighted unfold/fold, and we write
where γ Q and γ R are weight functions for the programs Q and R, respectively. (B.2) Moreover, we say that the symmetric replacement law p 1 (X ) p 2 (X ) is derivable by weighted unfold/fold, and we write
The following result, whose proof is given in Appendix A, ensures the soundness of the weighted unfold/fold proof method.
Theorem 7 (Soundness of the weighted unfold/fold proof method). We have that: Example 7 (Proving a replacement law using the weighted unfold/fold method) Let us consider again the program Append and the replacement law (α), expressing the associativity of list concatenation, presented in Example 5. By applying the weighted unfold/fold proof method we will generate a set C of constraints such that law (α) holds in Append [C ] . Let T be the program consisting of clauses 1 and 2 defining the predicate app for list concatenation, D 1 be clause 3 defining the predicate lassoc and D 2 be clause 4 defining the predicate rassoc. Thus, Append T ∪ {D 1 , D 2 }. Let us denote by u 1 and u 2 the unknowns associated with clauses 1 and 2, respectively, and by u 3 and u 4 the unknowns associated with D 1 and D 2 , respectively.
Step 1. First, let us construct a transformation sequence starting from T ∪ {D 1 }. In this transformation sequence we denote by e i the unknown associated with the clause E i , for i > 0. By two applications of the unfolding rule, from clause D 1 we derive:
e 2 u 3 + 2u 2 By folding clause E 2 using clause D 1 we derive:
e 3 ≤ e 2 − u 3 Now, let us construct a transformation sequence starting from T ∪ {D 2 }. In this transformation sequence we denote by f i the unknown associated with clause F i , for i > 0. By unfolding clause D 2 w.r.t. app(L 1 , R, L) in its body we get:
f 2 u 4 + u 2 By symmetric folding using clause D 2 , from clause F 2 we get:
Step 2. The correctness constraint system associated with the transformation sequence T ∪ {D 1 } → · · · → T ∪ {E 1 , E 3 } is the following:
The correctness constraint system associated with the transformation sequence T ∪ {D 2 } → · · · → T ∪ {F 1 , F 3 } is the following:
Both C 1 and C 2 are satisfiable. Let C 12 be the set {e 1 ≥ f 1 , e 3 ≥ f 3 } ∪ C 1 ∪ C 2 . In C 12 the constraints e 1 ≥ f 1 and e 3 ≥ f 3 are determined by the two pairs of syntactically equivalent clauses (E 1 , F 1 ) and (E 3 , F 3 ), respectively. By eliminating from C 12 all unknowns different from u 1 , u 2 , u 3 , and u 4 , we obtain the set of constraints C {u 1 ≥ 1, u 2 ≥ 1, u 3 ≥ u 4 }, and we get:
Implementation in the MAP transformation system
We have implemented our method in the experimental MAP transformation system [MAP11] and we have worked out some transformation examples taken from the literature. Our system runs on SICStus Prolog (v. 3.12.8) and for the satisfiability of sets of constraints over nonnegative integers it uses a procedure for integer programming provided by the clpq SICStus library. The MAP system implements the transformation rules to be used in an interactive, user-guided fashion. MAP can either check correctness at each transformation step or at the end of a sequence of transformations. The correctness checks are performed without any user intervention. By using MAP we did the transformation examples presented in this paper (see Examples 3, 6, and 7) and the following examples taken from the literature: (i) the Adjacent program, which checks whether or not two elements have adjacent occurrences in a list [KF86] , (ii) the Equal Frontiers program, which checks whether or not the frontiers of two binary trees are equal [BD77, TS86] , (iii) a program for solving the N -queens problem [ST85] , (iv) the In Correct Position program taken from [GK94] , and (v) the program that encodes a liveness property of an n-bit shift register [RKRR04] . Even in the most complex derivation we carried out, that is, the Equal Frontiers example, consisting of 97 transformation steps, the system checked the total correctness of the transformation within milliseconds. For making that derivation we also had to apply several replacement laws (such as the associativity of list concatenation) which were proved correct by using the weighted unfold/fold proof method described in Sect. 6.
It should be noted that we cannot claim that by using the method presented in this paper we can perform more provably correct transformations than using other methods. However, methods like the one presented in [RKRR04] are parametric with respect to the clause measures one wants to employ, and the success of those methods depends on suitable choices of such measures, and those measures are hard to make in advance.
In order to illustrate this point, now we consider the SCOUT transformation system, which implements the transformation method presented in [RKRR04] , and we present a very simple example where SCOUT is not able to prove the correctness of a folding step, while the MAP transformation system easily proves the correctness of that step.
The SCOUT transformation associates with each clause a measure consisting of a pair of tuples of integers. The use of tuples is related to a stratification of the program to be transformed, that is, the k -th component of the tuple is a measure referring to the k -th stratum of the program. The use of pairs is relevant when a set of n (≥ 2) clauses is folded by another set of n clauses, thereby deriving a single clause. More details can be found in [RKRR04] .
In our example we have one stratum only and, hence, clause measures consist of pairs of integers (that is, pairs of 1-tuples). Moreover, we want to fold one clause only and, thus, the use of pairs of integers is actually not needed. However, we will use those pairs for compliance with SCOUT.
Let us consider the following program, where every clause is annotated by the pair 1, 1 , as prescribed by the SCOUT system for the initial program of any transformation sequence.
1
1, 1 Suppose that we want to fold clause 1 using clause 2 and derive the clause:
4. p(a) ← p(c) The transformation sequence constructed by the above folding step is totally correct, but SCOUT disallows that step because it does not satisfy the applicability condition for the folding rule. Indeed, in this example folding is allowed only if the second component of the measure of clause 2 is strictly less than the first component of the measure of clause 1.
In contrast, the MAP system proves that the transformation sequence constructed by folding clause 1 using clause 2 is totally correct. Indeed, the following set of constraints, where u i is the unknown associated with clause i ,
A slightly more complex transformation example showing the difference between MAP and SCOUT (and the underlying methods) is given by Example 3 of this paper. Also in this case the transformation sequence can be proved correct by MAP (as shown in Example 3) and cannot be proved correct by using the default clause measures provided by the SCOUT transformation system.
Related work and conclusions
We have presented a method for proving the correctness of rule-based logic program transformations in an automatic way. Given a transformation sequence, constructed by applying the unfold, fold, and goal replacement transformation rules, we associate some unknown natural numbers, called weights, with the clauses of the programs in the transformation sequence. We also construct a set of linear constraints that these weights must satisfy to guarantee the total correctness of that transformation sequence. Thus, the correctness of the transformation sequence can be proven in an automatic way by checking that the corresponding set of constraints is satisfiable over the natural numbers. The proofs of the results presented in this paper are based upon the theory of well-founded annotations, which is a general theory for proving the correctness of program transformations [PP08] . This theory is briefly summarized in Sect. 2. As mentioned in that section, the well-founded annotation method essentially consists in associating with a program P a weighted program P , where each predicate has an extra parameter denoting the weight of the proofs which make use of that predicate. The correctness proofs for the transformation rules presented in this paper rely on the fact that the satisfiability of the constraints associated with a transformation P 0 , . . . , P n guarantees that the weighted program P n is decreasing and, thus, it terminates for all ground goals, regardless of the termination of P 0 and P n .
Our method is related to work on termination analysis [Der87] , as the correctness of the method is based on the termination of the weighted program P n . The main difference between our method and termination analysis is that we guarantee the termination of P n by construction, while program termination has to be proved a posteriori by finding a suitable well-founded ordering that decreases at each computation step. Techniques from the field of termination analysis could be exploited to enhance our program transformation method. For instance, in order to guarantee the termination of the weighted program P n , we could associate with each transformation step equalities and inequalities between polynomials of any degree, that is, Diofantine constraints, instead of linear constraints. This technique would be similar to the one for proving termination based on polynomial interpretations [Lan79] (see also [NSGSK11] for a recent application to the automatic termination analysis of logic programs). Although solving Diofantine constraints is undecidable, one could make use of recent advances and automated tools developed in this field (see, for instance, [FGM + 07]). Regardless of any extension one might introduce, no method for proving the correctness of unfold/fold transformation sequences can be complete. Indeed, given a program P , by an unfold/fold transformation sequence we may derive any program which is equivalent to P (in the sense that it has the same least Herbrand model). This is a straightforward consequence of the fact that we can use the goal replacement rule for replacing the body of any clause by an equivalent one. Since program equivalence is undecidable, there is no algorithm for checking whether or not a given unfold/fold transformation sequence is totally correct.
As already mentioned in Sect. 1, our method is related to various methods presented in the literature for proving the correctness of program transformations by showing that suitable conditions on the transformation sequences hold. For the case of definite logic programs, that is, the case of clauses without negative literals in the premise, the reader may refer, for instance, to [BCE92, GK94, KF86, RKRR04, TS84, TS86]. Among these methods, the one presented in [RKRR04] is the most general one and it makes use of clause measures to express complex conditions on the transformation sequences. The main novelty of our method with respect to [RKRR04] is that in [RKRR04] clause measures are fixed in advance, independently of the specific transformation sequence which is performed, while the method proposed in this paper allows us to automatically generate specific clause measures for each transformation sequence to be proved correct. Thus, our method is more flexible than the one presented in [RKRR04] .
In order to check the power of our constraint-based method, and compare it with other methods, we implemented our transformation rules in the MAP transformation system and we worked out some transformation examples taken from the literature (see Sect. 7). In Example 3 and in Sect. 7 we have also presented two examples which cannot be worked out by using the default clause measures provided by the SCOUT transformation system, implementing the method presented in [RKRR04] , and, instead, those examples can be easily dealt with by following our approach.
Our approach can be extended in several ways. First of all, one may take into consideration general logic programs, that is, logic programs with negation. Some work has been recently done on the correctness of unfold/fold transformations of general logic programs with the stable model and the perfect model semantics [Sek09, Sek10] . Similarly to what we have done here for the case of definite logic programs, we can extend our constraint-based approach to general logic programs with various semantics of negation.
Another recent area of research is the extension of the unfold/fold transformation method to logic programs defined on the domain of finite and infinite structures. In this area we mention two papers: (i) the [PPS10] paper, which presents correctness results of some transformation rules for locally stratified general programs whose semantics is an extension of the perfect model, and (ii) the [Sek11] paper, which shows the correctness of a set of transformation rules for coinductive logic programs, that is, logic programs whose semantics is defined by means of greatest fixpoints, besides the usual least fixpoints [SMBG06] . We leave it to future studies the extension of our constraint-based approach to logic programs on infinite structures. This extension is challenging, because the notion of termination we have considered in this paper, should be modified for dealing with the case of infinite computations.
