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A b s t r a c t  
Prestack reverse time migration (RTM), as a two way wave-field 
extrapolation method, can image steeply dipping structures without any 
dip limitation at the expense of potential increase in imaging artifacts. In 
this paper, an efficient symplectic scheme, called Leapfrog-Rapid Ex-
pansion Method (L-REM), is first introduced to extrapolate the wave-
field and its derivative in the same time step with high accuracy and free 
numerical dispersion using a Ricker wavelet of a maximum frequency of 
25 Hz. Afterwards, in order to suppress the artifacts as a characteristic of 
RTM, a new imaging condition based on Poynting vector and a type of 
weighting function is presented. The capability of the proposed new im-
aging condition is then tested on synthetic data. The obtained results in-
dicate that the proposed imaging condition is able to suppress the RTM 
artifacts effectively. They also show the ability of the proposed approach 
for improving the amplitude and compensate for illumination. 
Key words: RTM, Leapfrog-Rapid Expansion Method, Poynting vector, 
Imaging condition, artifacts. 




Reverse time migration (RTM) was introduced in the late 1970s (Baysal et 
al. 1983, McMechan 1983, Whitmore 1983). However, it has been widely 
used in recent years due to the increasing imaging challenges posed by the 
complex geological structures and the affordable computational resources. 
This technique propagates the source wave-eld forward and the recorded 
wave-eld backward in time using a two-way wave equation. Afterwards, a 
proper imaging condition is applied to obtain the subsurface image (Claer-
bout 1971, Fernandez 2010). 
RTM directly solves the two-way (full) acoustic wave equation for wave 
eld propagation, and for this reason it has been recognized as a preferred 
imaging algorithm in many geologically complex basins, including steeply 
dipping reectors and complex structures in complicated velocity models, 
e.g., below salt bodies (Liu et al. 2011, Costa et al. 2009). RTM allows all 
waves to propagate in all directions. Thus, undesired cross-correlation of 
non-reflecting points in the subsurface would be present while the recorded 
wave-elds are extrapolated backwards in time. It exhibits low-frequency ar-
tifacts in the migration results when an imaging condition is applied to these 
reections (Guitton et al. 2007, Mulder and Plessix 2004, Fletcher et al. 
2005, Xie and Wu 2006, Yoon et al. 2004, Du and Qin 2009). These events 
are most noticeable in shallow layers or strong wave impedance contrast (Du 
and Qin 2009). 
1.1  Wave-field extrapolation 
Wave-field extrapolation is implemented by solving the wave equation 
through various mathematical approaches. Among the explicit methods there 
are the following: (i) Finite differences (FDs), which makes use of the Tay-
lor expansion (Etgen 1986); the finite difference method (FDM) is a well-
known and popular numerical tool to discretize the wave equation (Wards et 
al. 2008). The numerical solution by finite differences of the wave equation 
uses temporal and spatial discretization. Its use has been common in the ap-
proximation of the spatial and time derivatives for a wave-field. Originally, 
the time operator was approximated by a second-order scheme, whereas the 
spatial derivatives were approximated by a fourth-order scheme. This form 
of time derivative approximating may introduce numerical error, leading to 
distortion of the pulse and numerical dispersion, which can be avoided with 
small time steps (Araujo et al. 2014); (ii) The two-step explicit marching 
method, which makes use of a polynomial expansion (Soubaras and Zhang 
2008, Zhang and Zhang 2009). Soubaras and Zhang (2008) presented a new 
method for RTM. The strategy is based on the high order polynomial expan-
sion, which allows using the t Nyquist (Song 2001); (iii) Rapid expansion 
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method (REM), which uses the Chebyshev expansion (Kosloff et al. 1989, 
Pestana and Stoffa 2010). As an alternative to the FD scheme, REM can be 
used for a more accurate time integration of the wave equation. It uses con-
cepts similar to the work presented by Tal-Ezer et al. (1987), in which Che-
byshev polynomials are incorporated in the REM to expand a cosine 
operator. When REM is combined with the Fourier method for the spatial 
derivatives, a highly accurate and numerically stable result can be obtained 
with less computation than the conventional FD approach (in time) to 
achieve the same level of accuracy (Pestana and Stoffa 2010). Tessmer 
(2011) also demonstrated that REM is much more efficient than FD schemes 
(second order in time), especially if large time steps are used. Pestana and 
Stoffa (2009, 2010) explained how to implement REM approach as a time-
stepping scheme for small and large time steps. Pestana et al. (2012) also 
showed that the expansion of the cosine function using Chebyshev polyno-
mials has the same form as the Taylor expansion when a specific analytical 
expression of the Bessel function is considered. Besides that, using the only 
two terms of Chebyshev expansion, they obtained the same equations used 
for the second-order FD time approximation; (iv) Symplectic integrators are 
another class of methods that can also be used to solve the wave equation in 
RTM. Araujo et al. (2014) presented a symplectic integrator for wave-field 
extrapolation called Störmer-Verlet-REM which extrapolates the wave-field 
and its derivative with a good accuracy and stability. 
1.2  Conventional imaging condition  
After wave-field extrapolation from the source and receiver, respectively, an 
imaging condition is applied to obtain a subsurface image. The conventional 
imaging condition consists of the extrapolated source and receiver wave-
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where S(x, t) is the forward extrapolated source wave-field, R(x, t) is the 
backward propagated receiver wave-field at location x and time t, and tmax is 
the maximum extrapolation time.  
The imaging condition in Eq. 1 cannot account properly for multiply re-
flected waves, including turning and prismatic waves. It is a nonlinear opera-
tion that is not able to distinguish between different kinds of waves and 
spurious cross-correlation at the imaging step and produces artifacts at non-
reflecting points (Fleury 2010). In recent years, more attention has been giv-
en to improve the imaging condition and reduce the artifacts (Pestana and 
dos Santos 2013). To reduce the artifacts, several approaches have been pro-
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posed. Youn and Zhou (2001) used a Laplacian operator as a high-pass filter 
to obtain the image. Mulder and Plessix (2004) used an iterative migration 
and a high-pass spatial lter to improve migration result. However, the high 
pass spatial lter might not lead to good results without losing the desired 
signals, since the frequency bands of the signals and the counterparts of the 
artifacts are overlapped. Guitton et al. (2007) used a least-squares attenua-
tion method, but this ltering technique cannot completely attenuate the arti-
facts. Fletcher et al. (2005a, b) introduced a directional damping factor into 
the wave equation to suppress undesired reection. Yoon and Marfurt (2006) 
introduced a Poynting-vector imaging condition that was used by several re-
searchers to suppress the artifacts (Costa et al. 2009, Jin et al. 2014, Araujo 
et al. 2014, Du and Qin 2009, Chen and Huang 2014). Chattopadhyay and 
McMechan (2008) explicitly compared the most common imaging condi-
tions, excitation time, cross-correlation and receiver/source-wave-eld am-
plitude ratio to clarify which are viable for recovering accurate amplitudes 
and which are not. Fei et al. (2010) and Liu et al. (2011) used wave-field de-
composition in pre-imaging condition. Yoon et al. (2011) and Dickens and 
Winbow (2011) decomposed the normal zero-lag RTM image into an-
gle/azimuth bins based on the estimated local propagation direction of the 
source and receiver wave-fields. Several strategies provided information 
about the wave-field similarity for different space and/or time lags and they 
can also be used to discriminate the backscattered energy imaging conditions 
(Rickett and Sava 2002, Sava and Fomel 2006, Sava and Vasconcelos 2011). 
Whitmore and Crawley (2012) presented a new imaging method based on 
two images: one is the product of the time derivatives of source and receiv-
ers wave-elds and another is the product of the spatial gradients of source 
and the receivers’ wave-elds. These images are then combined to produce a 
nal image. This method is called inverse scattering image that is based on a 
generalized inverse scattering theory (Stolk et al. 2009). Pestana and dos 
Santos (2013) used the impedance sensitivity kernel instead of the conven-
tional cross-correlation RTM imaging condition to attenuate low frequency 
artifacts. Moreover, several researchers tried to improve the amplitudes in 
RTM based on illumination compensation with different kinds of stabiliza-
tion (Valenciano and Biondi 2003, Kaelin and Guitton 2006, Vivas and 
Pestana 2007). 
In this study, we firstly propose a new accurate wave-field extrapolator 
scheme which is called Leapfrog-rapid expansion method (L-REM). This 
symplectic scheme also calculates the first derivative of the wave-field in the 
same time step with high accuracy that can be used to calculate Poynting 
vectors. In the second step, we propose a new imaging condition based on 
wave-field separation and a weighting function using Poynting vector to 
suppress  the RTM artifacts.  Finally,  it is shown  that  the proposed imaging 
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Fig. 1. Velocity variation of the Sigsbee2A model (released by the SMAART JV 
Consortium 2001). 
condition can improve the amplitude and compensate for illumination. These 
concepts are illustrated by numerical examples using the Sigsbee2A model 
(Fig. 1). Sigsbee2A model was released by the SMAART JV Consortium as 
a constant density acoustic velocity model, pre-acoustic velocity model and 
pre-stack dataset. Its illumination issues are associated with salt structures 
(Fig. 1). This model includes a complex subsalt media, whose base exhibits 
flat and steep dip structures. It also exhibits diffraction points, faults and 
subsalt structures (Fernandez 2010). 
2. SYMPLECTIC  SCHEME  FOR  WAVE-FIELD  EXTRAPOLATION 
Most of the migration methods have been derived from the wave equation 
solution. The difference between the methods is due to the methodology 
used to solve the wave equation and the type of imaging condition. A three-
dimensional wave equation for the pressure field is given by the following 
expression:  
 
2 2 2 2
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where P(x, y, z, t) denotes the pressure wave-field, 42 is the Laplacian opera-
tor in Cartesian coordinates, c(x, y, z) is the velocity of propagation and also  
c242 = L2. 
By the way, a Hamiltonian system is a system of equations in the follow-
ing form (Arnold 1989): 
 ,    d H d H
dt dt
5 5






where x, p, and f are n-dimensional vectors of the generalized coordinates, 
momentum and force respectively; t is the independent time variable and 
H = H(x, p)  is the Hamiltonian function. The set of position and momentum 
coordinates (x, p) is called the canonical coordinates. 
We can also rewrite Eq. 3 using the Hamiltonian formulation as (Bonomi 
et al. 1998): 
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The wavefields  P(x, z, t + t)  and  P(x, z, t – t)  can be developed using 
Eq. 7. Adding these two wave-fields results in: 
 ( ) ( ) 2cos( ) ( ) .P t t P t t L t P t 
   
  
  (8) 
RTM has also been implemented through the analytical solution of wave 
equation and rapid expansion method presented by Kosloff et al. (1989), 
based on Tal-Ezer et al. (1987) expansion method. Using REM, an efficient 
orthogonal polynomial series expansion for the cosine function in Eq. 8 is 
given as follow (Tal-Ezer et al. 1987, Pestana and Stoffa 2010). 
 2 2 2
0










   (9) 
where  C2k = 1  for  k = 0  and  C2k = 2  for  k ^ 0, J2k  is the Bessel function 
of order 2k and Q2k  are the modified Chebyshev polynomials.  
The value of R is given by: 
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 2 2max 1 1 ,R c x z 
  
  (10) 
where R is a scalar larger than the range of L2 eigenvalues in which cmax is 
the maximum velocity in the grid, x and z are the grid spacing Tal-Ezer 
et al. 1987. 
Expression 9, contains only even modified Chebyshev polynomials that 
satisfy the following recurrence relations. 
 22 2 2 2 2( ) 2(1 2 ) ( ) ( )  .k k kQ f f Q f Q f     (11) 
Thus, the recursion starts with: 
 20 2( ) 1    ,  ( ) 1 2 .Q f Q f f    (12) 
The summation of Eq. 9 converges exponentially for  M > tR; there-
fore, it can be safely truncated using a value of M slightly greater than tR 
(Tal-Ezer et al. 1987). Pestana and Stoffa (2010) demonstrated that when 
M = 1, only two terms are kept in the summation. This approximation of the 
cosine function using the Chebyshev polynomials provides a 2nd-order finite 
difference scheme. When  M = 2, the L4 operator term is included and the 
approximation is equivalent to the 4th-order finite-difference scheme pro-
posed by Dablain (1986) and Etgen (1986). 
Using REM in Eq. 8, we have: 
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On the other hand, a symplectic integrator (SI) is a numerical integration 
scheme for a specific group of differential equations relating to classical me-
chanics and symplectic geometry (Yoshida 1990). Symplectic integrators 
form a subclass of geometric integrators that are canonical transformations 
(transformations that preserve the Hamilton equations of motion (Deriglazov 
and Filgueiras 2009)). The wave Eq. 5 allows us to use a family of 
symplectic methods for the integration in time. According to Skell et al. 
(1997), symplectic methods preserve a certain invariant of the Hamiltonian 
system and are stable for systems in which the linear extrapolation step size 
is sufficiently small. 
Bonomi et al. (1998) performed a time integration (Eq. 5) using a third 
order symplectic scheme presented by Sexton and Weingarten (1992). The 
numerical solution to the wave equation of Bonomi et al. (1998), called leap-
frog, that is given by the following expressions: 
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According to Bonomi et al. (1998), Eq. 14 allows an improvement in the 
accuracy, without increasing the memory requirement in relation to the 
method of central finite differences of the second order and preserves the 
time reversibility of the wave equation. This scheme also provides directly 
the time derivative of the wave-field (Q), which will be useful for calculating 
the Poynting vector.  
For scheme 14, the maximum time sampling to march the wave-field in a 
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According to Araujo et al. (2014), by adding the term –2P(t) on both 
sides of Eq. 13 and multiplying by 1/2, a second order central finite differ-
ences operator is calculated as follows:  
  	
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On the basis of Eqs. 13 and 16, we can rewrite the  W(P(n)) as follows:  
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Using Eq. 16 and the Hamiltonian formulation, we have: 





In this paper, we propose a solution for Eq. 18 using the leapfrog method 
and REM as follows: 
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The new numerical scheme 19 is called Leapfrog-REM. This scheme 
provides both the wave-field ( 1)( )nP   and its derivative ( 1)( )nQ   with re-
spect to time. Furthermore, it is interesting to note that the calculated wave-
field ( 1)( )nP   is used in the same iteration to calculate ( 1)nQ  . Using this in-
formation, we are able to calculate the Poynting vector. Moreover, the 
Poynting vector information can also be used to separate the wave-field in its 
up-going and down-going components and to calculate the reflection angles. 
This information is used to improve the imaging condition which will be ad-
dressed in the later sections. 
2.1  Numerical analysis 
In order to verify the numerical accuracy and behaviour of the error associ-
ated with L-REM scheme (Eq. 19), a numerical example is presented to be 
solved using different time sampling (t) values for wave-field extrapola-
tion. To implement this, an explosive source is used in the centre of the 
computational domain having a Ricker wavelet with a maximum frequency 
of 25 Hz.  
According to Chen (2009) for small value of t, the numerical solution 
converges to the analytical solution. Based on this idea, we used the solution 
of L-REM scheme 19 using  t = 1 m s  as a reference solution for compari-
son. Then, the normalized amplitude of the wave-fields in a specific point of 
the computational domain was compared with the reference solution. In 
Fig. 2, the normalized amplitude curves were computed for different time 
sampling using the L-REM scheme. As can be seen, the numerical results 
are almost the same and indistinguishable for increasing time sampling com-
pared with the results of  t = 1 m s  at the same position. 
Absolute error associated with time sampling increase is shown in 
Fig. 3a-c. The results prove a high accuracy of extrapolation for  t = 2 m s  
(Fig. 3a). Also, it is interesting to note that when t  is increased to t = 
 4 m s  and  t = 8 m s  (Fig. 3b and c), the proposed scheme still provides a 
good level of accuracy compared with the results using  t = 1 m s  and 
t = 2 m s. This is the main problem in many schemes, like finite difference 
methods. In such methods the time step increase leads to numerical disper-
sion.  The obtained results indicate that maximum value  of the amplitude er- 
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Fig. 2. The normalized amplitude of seismic traces for different time sampling using 
L-REM scheme (Eq. 19). The normalized amplitude for  t = 1 m s   is considered 
as a reference solution. 
 
Fig. 3. Absolute error of the normalized amplitude for seismic traces shown in 
Fig. 2, for time sampling: (a) t = 2 m s, (b) t = 4 m s, and (c) t = 8 m s. The 
L-REM normalized trace for  t = 1 m s  was considered as reference; (d) compari-
son of the L-REM and Leapfrog (L) error for different time steps. 
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ror occurs when  t = 8 m s  using L-REM scheme, while this value still 
shows a high accuracy of computation. It is notable that the computational 
cost of L-REM procedure is negligible compared to the similar schemes 
(Tessmer 2011). Although small time steps are needed to avoid numerical 
dispersion, it increases computation cost. On the other hand, larger time 
steps reduce the accuracy. Using the proposed scheme in Eq. 19, we can ex-
trapolate the wave-field for larger time steps accurately with reasonable 
computation cost and free of dispersion. Figure 3d shows the error of 
L-REM scheme and a rather similar method called Leapfrog (L) in Eq. 14 
which is much more accurate than finite difference (FD) methods. As can be 
seen, even for larger time step of  t = 4 m s  the proposed scheme 19 shows 
a high accuracy versus Leapfrog scheme. 
3. NEW  IMAGING  CONDITION 
In pre-stack RTM algorithm, the conventional imaging condition (Eq. 1) cor-
relates all kinds of waves including direct, prismatic and turning waves 
which are from non-reflecting points. Correlation of these waves causes a set 
of artifacts to appear in the migrated image (Fig. 4). 
In this study, a new imaging condition is introduced that includes both 
wave-field separation and a weighting function based on Poynting vectors. 
The Poynting vectors describe the energy flux density and can be used to 
separate the wave-fields and to calculate the reflection angles. Yoon et al. 
(2004) calculated Poynting vectors as a product of the time derivative and 
the gradient of the wave-field as follows: 
 
 
Fig. 4. RTM result using L-REM scheme 19 and zero-lag cross-correlation imaging 
condition (Eq. 1).  
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J   (20) 
where J is the Poynting vector and P is the wave field pressure at a spatial 
location x and time t. 
As mentioned previously, the L-REM scheme has been introduced for 
solution of wave equation and its derivative in time. We also used a central 
FD scheme to compute the gradient vector (first-order spatial derivatives). 
Then Poynting vectors were calculated using Eq. 20.  
Calculating of the Poynting vectors allows us to separate the wave-fields 
and to calculate the reflection angles. These are used in the new presented 
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where Sd(x, t), Su(x, t), and Rd(x, t), Ru(x, t)  are the down-going and up-going separated wave-field components for source and receiver, respectively. 
S2(x, t)  is the source normalizing term, W() denotes weighting function and 
 is the reflection angle that is defined as the half angle between the incident 









where J is the Poynting vector. 
Araujo et al. (2014) presented an approach to separate the wave-field to 
down-going and up-going components. They calculated the direction of 










where  is the angle of direction for wave-field propagation. Jx and Jz denote 
horizontal and vertical Poynting vectors, respectively. The up-going part of 
the wave-field is considered when [0,]: M , and the down-going part of the 
wave-field is considered when [0, ]: M  . 
Equation 23 allows us to separate the wave-field to the down-going and 
up-going components. As can be seen in Fig. 5a, cross-correlation of the 
separated wave-fields attenuates the artifacts. However, still cross-correlated 
backscatters from the non-reflection points can produce the artifacts which  
 




Fig. 5. RTM results using L-REM scheme 19 and applying the new imaging condi-
tion (Eq. 21): (a) without the weighting function  W()  for  0    90°, (b) without 
the weighting function  W() for  0    60°, (c) without the weighting function 
W() for angle range  61    90°, and (d) with the weighting function  W() for  
0    90°. 
start to appear for the reflection angle > 60°. Figure 5b and c show the RTM 
results after wave-field separation using the symplectic scheme 19. It was 
implemented using the new imaging condition (Eq. 21) without the weight-
ing function for the reflection angles from 0° to 60° and from 61° to 90°, re-
spectively. As can be seen in Fig. 5b, for angle range  60°, the artifacts 
were suppressed fairly well, but some desired information above the upper 
part of the model is lost. On the other hand, using angle range of 61° to 90° 
causes large amount of artifacts including cross-correlation of non-reflecting 
points in Fig. 5c.  
Considering this, we used a weighting function W() to have the most 
likely desired information and to suppress the artifacts for the angle range 




1                    if  0 60( )
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This weighting function, besides suppressing the artifacts, has the capa-
bility to preserve the cross-correlation of reflecting points in angle range of 
61° to 90°. This is achieved by dividing the angle range to a triplet domain 
from 61° to 70°, 71° to 80° and 81° to 90° where each part has the weight of 
cos , cos3/2 , and cos2 , respectively. Figure 5d shows the final migrated 
image using the symplectic scheme 19 and the complete imaging condition 
in Eq. 21. It should be mentioned that the presented new imaging condition 
can improve the imaging amplitude and compensate for illumination. Illumi-
nation compensation is achieved by normalizing the cross-correlation imag-
ing condition by the source energy at the imaging points. 
4. CONCLUSION 
Wave-field extrapolation for reverse time migration (RTM) implemented by 
solving the wave equation through various mathematical methods. In this 
paper, a symplectic scheme based on Leapfrog integrator and rapid expan-
sion method (L-REM) has been firstly proposed to extrapolate the wave-
field and its first time derivatives for the same time step. The proposed 
L-REM scheme was then tested using a Ricker wavelet with a maximum 
frequency of 25 Hz which showed a highly accurate and stable scheme. In 
addition, the first time derivatives accompanied with spatial derivatives were 
used to calculate the Poynting vectors for later purposes. Secondly, a new 
imaging condition based on the Poynting vector and a weighting function 
was proposed to suppress the low frequency artifacts in RTM. We used the 
Poynting vector as a basis for both wave-field separation to the down- and 
up-going components and to calculate the reflection angles which was used 
to build an efficient weighting function. The obtained results indicate that 
the introduced weighting function, besides suppressing the artifacts created 
in the range of 61° to 90°, has enough capability to preserve the cross-
correlation from reflecting points for the aforementioned angle range. This is 
performed by dividing angle range to a triplet domain of 61° to 70°, 71° to 
80° and 81° to 90° that each part has the weight of cos , cos
3/2 , and cos2 , 
respectively. The new imaging condition for RTM was tested using the syn-
thetic Sigsbee2A model. The acquired results showed the efficiency of the 
new imaging condition to suppress the low frequency artifacts, improve the 
imaging amplitude and compensate for illumination. 
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