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Reducible flowcharts as introduced by Hecht and Ullman have been algebraically charac- 
terized by Elgot and Shepherdson. They showed them to be freely generated from elementary 
flowcharts by means of composition, sum, and scalar iteration. In this paper the algebraic 
characterization is extended to the class of infinite almost accessible reducible flowcharts. 
1. INTRODUCTION 
Reducible flowcharts are of interest with respect to certain code improvement 
techniques [ 11. Hecht and Ullman who introduced this class of flowcharts, provide a 
graph theoretic characterization [ 17, 181. The flowcharts used by Thatcher, Wagner, 
and Wright in the target language of a compiler are reducible, too [7]. 
In [ 11, 121 Elgot and Shepherdson provide an algebraic characterization of the 
class of finite reducible and accessible flowcharts by showing it to be freely generated 
from certain simple flowcharts by means of composition, sum, and scalar iteration. 
In this paper Elgot and Shepherdson’s results are extended to an enlarged class of 
reducible flowcharts having neither to be fully accessible nor finite. To achieve this 
extension a new operation on flowcharts is defined, the strong composition, producing 
almost accessible flowcharts. Furthermore the flow theory over SUR as used in [ 121 
is replaced by a new kind of flow theory over MAP. Finally to cope with infinite 
flowcharts a partial order on flowcharts is defined. 
The fact that with respect to this partial order every infinite almost accessible 
flowchart is the least upper bound of an w-chain of finite flowcharts then helps to 
extend our freeness results for classes of finite flowcharts to classes of infinite 
flowcharts. 
The paper is organized as follows: In Section 2 we give some basic notation. 
Section 3 introduces the class of r-flowcharts, where r is a one-sorted signature. 
Further the subclasses of accessible, almost accessible, acyclic, and reducible I’- 
flowcharts are defined. In Section 4 we define the operations of composition, strong 
composition, pairing, sum, and scalar iteration of flowcharts, allowing to view classes 
of flowcharts as strict monoidal categories [ 191. The algebraic properties of these 
categories in Section 5 lead to the notion of a flow theory over MAP. In Section 6 
165 
0022~0000183 $3.00 
Copyright 8 1983 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
166 HARTMUTSCHMECK 
freeness theorems are derived extending the results of Elgot and Shepherdson. The 
introduction of a partial order on Z?lowcharts in Section 7 then leads to the 
derivation of freeness results for infinite flowcharts in Section 8. Finally Section 9 
provides nondeterministic programs on a stack machine as an example of r- 
flowcharts. 
2. BASIC NOTATION 
We begin with some basic notation. Let Ord denote the set of all ordinal numbers 
and let w be the least translinite ordinal number. If a is an ordinal number, define 
[a] := {i + 1 Ii < a}. Thus [o] = n\l, the set of all natural numbers, ]O] = 1z1 and for all 
n < o we have [n] = (l,..., n}. For ordinal numbers a and /3 we define [a] + [p] := 
[a+P]ando+[/?]:={a+i]iE[/3]}. 
If A is an arbitrary set, A * denotes the free monoid of all words over A, 0, is the 
unique mapping from 0 into A and 1, is the identity on A. 
If f: A -+ B is a mapping, the image of a E A under f is denoted by a$ The 
composition of f with a mapping g: B -+ C is written f - g, the pairing of f and 
g:C+B is (f;g):A+C-+B, and the sum of f and g:C-+D is ffg: 
A + C-t B + D. All these mappings are defined as usual (see, e.g., [5]). Furthermore 
let f * : A * -+ B* denote the unique extension off to a homomorphism of monoids. 
For each n, p < o define MAP(n,p) = [[H] + [p]] to be the set of all mappings 
from [n] to [p], SUR(n,p) = [[n] -++ [p]] to be the set of all subjective mappings 
from [n] to [p], and INJ(n,p) = [[n] ++ [p]] to be the set of all injective mappings 
from [n] to [p]. Let MAP, SUR, and INJ denote the corresponding strict monoidal 
categories [ 191. For each n, p ( w define Z;i$‘: [n] -+ [n tp] to be the embedding of 
[n] into [n tp], and $‘if :[p]--+ [n +p] to be the embedding of [p] into [n +p]. 
That is, for all i E [n],j E [p] we have il;if = i and j# = n + j. For each n, m define 
z(n, m): [n + m] -+ [m t n] by x(n, m) := (I;;“, z ;2;“), i.e., z(n, m) is the permutation 
of [n] and n + [ml. 
A directed graph is a quadrupel G = (V, E, 0, r) with set of vertices V, set of edges 
E, source mapping u : E --+ V and target mapping z : E --) V. G is (partially) labeled iff 
there is a set of labels M and a (partial) labeling I: V --+ M. G is finite iff V and E are 
finite. G is locally finite iff for all v E V the set vc- ’ is finite. G is ordered iff for all 
v E V there is a k < o such that vu-’ = {v} x [k]. A path rc in G from v E V to 
v’ E V of length k is a word e, ... ek over E such that e,a = v, ekr = v’, and for all 
iE [k] we have eit=ei+, u. Let 1, = E be the empty path from v to v. The set of all 
paths in G from v to ir is denoted by 17(G)( v, v’). Thus n(G) is the path category of 
G with set of objects V, set of morphisms n(G)( v, v’) and concatenation of words 
over E as composition. 
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3. ~-FLOWCHARTS 
Following Elgot and Shepherdson r-flowcharts are defined to be multi-begin multi- 
exit directed ordered graphs partially labeled with elements of a one-sorted signature 
r= {rili<w* The elements of rI may be viewed as “machine operations,” the 
elements of r, with i > 1 may be viewed as “tests” or “choice operations” having two 
or more exits (for an example, see Section 9). 
DEFINITION 3.1. Let I’ be a one-sorted signature, n, p < CD. 
(a) A r-flowchart f with n begins and p exits (or r-jlow from n to p) is a 
quadrupel f = (s, b, 7, I) where 
and 
s is an ordinal number, the weight off, 
[s] is the set of all interior vertices off, 
b : [n] + [s + p] is the begin function of J 
t: [s] --t [s tp] * is the graph off, 
1: [s] --f r is the labeling off 
such that for all i E [s] we have il E rlis,. 
The vertices lb ,..., nb are the begins ofS, the (unlabeled) vertices s t I,..., s tp are 
the exits offI 
(b) Flo,(n,p) denotes the set of all r-flows from n to p. FFlo,(n,p) denotes 
the set of all finite r-flows from n to p. 
Thus the set of vertices of a r-flow f from n to p of weight s is the set [s + p]. 
Every vertex i E [s] is the source of k = ) ir) edges, and for any j E [k] the target of 
edge (i,j) is the vertex (iz)j, the jth symbol of the word iz. The exits are the only 
unlabeled vertices of$ The ith begin will be denoted by 
and the ith exit will be denoted by m . 
FIGURE 1 
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EXAMPLE 3.1. The r-flow f=(2,b,t,I)EFlo,(l, 1) with lb= 1, lr=32, 
25 = 1, 11= II, and 21= y is depicted in Fig. 1. The r-flows as defined above essen- 
tially differ from the models chosen by Gallier [ 13, 151 and Burstall and Thatcher 
[8]. Their flowcharts are bipointed directed graphs the edges of which are labeled 
with operations and predicates. Furthermore Gallier’s results depend on his specific 
choice of operations and predicates. 
The next definition shows how to embed MAP and r into Flo,. 
DEFINITION 3.2. (a) For eachfE MAP(n,p) letf:= (0, O,plS, Or) E Flo,(n,p) be 
the representation off as a trivial r-flow. 
(b) For each k < w and y E r, let $J := (1, b, t, I) E Flo,( 1, k) with lb =’ 1, 
It= 2 . . . k + 1, and II = y be the representation of y as an atomic r-flow from 1 to 
k. 
The trivial and atomic r-flows are also called elementary. If the context is obvious, 
we usually write f and y instead of3 and j? 
EXAMPLE 3.2. (a) L&f: [3] + [4] be the following mapping: lf= 2f = 2, 3f = 4. 
Then3 is the r-flow from 3 to 4 shown in Fig. 2. 
(b) For all y E r, y^ is the r-flow shown in Fig. 3. 
The path category of the graph of a r-flow f is denoted by n(f). 
DEFINITION 3.3. Let f = (s, b, z, l) E Flo,(n,p). 
(a) A vertex jE [s +p] is accessible (in f) iff there is an i E [n] such that 
Wf )(W) z 0. 
(b) Let A,:= {jE [s]l j accessible in f) be the set of all interior vertices 
accessible in f: 
(c) Let Ef := {j E [ p]]s + j accessible in f } be the set of all exits accessible 
inJ 61 - 
FIGURE 3 
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(d) f is almost accessible iff A,= [s]. 
(e) f is accessible iff A,= [s] and E,= [p]. 
The set of all accessible r-flows from n to p will be denoted by AFlo,(n,p). The 
set of all almost accessible r-flows from n to p will be denoted by AAFlo,(n,p). The 
corresponding sets of finite r-flows from n to p will be denoted by AFFlo,(n,p) and 
AAFFlo,(n, p). 
Elgot and Shepherdson only consider accessible r-flows. But solving flowchart 
equations or looking for fixpoint semantics of recursive flowchart schemes one 
naturally arrives at inaccessible flowcharts [2 11. 
The almost accessible r-flows generalize the “CACI-schemes” defined in [lo]. 
Gallier [ 13,151 is concerned only with a subclass of AFFlo,. since he requires every 
vertex to be on a path from the begin to the exit. 
r-flows f = (s, b, r, r) and g = (s’, b’, 7’, 1’) from n to p usually are considered to be 
“essentially equal” or “isomorphic” if they differ only with respect to a renaming of 
their interior vertices. If the accessible parts off and g differ only with respect to a 
renaming, we call f and g “weakly isomorphic”. 
DEFINITION 3.4, (a) f and g are isomorphic (f = g) iff there is a bijection 
4: [s] H+ [s’] such that 
(i) b - (4 + lP) = b’, 
(ii) I= 4 . I’, 
(iii) $ . 5’ = r . (4 + 1,)“. 
(b) f and g are weakly isomorphic (f-g) iff there is a bijection $:-4,1-w A, 
such that for any extension $: [s] + [s’] of $ we have 
(i) b . @+ lP) = b’, 
(ii) d . I’ = /IA,, 
(iii) ) . r’ = rlAf. (J + I,)*. 
Thus weakly isomorphic almost accessible r-flows are always isomorphic. Since 
all the operations on r-flows defined in the next section preserve isomorphism we are 
only interested in isomorphism classes of r-flows. Therefore we often write f = g 
instead off =: g. 
For each f = (s, b, r, I) E Flo,(n,p) there is a weakly isomorphic r-flow with a 
minimal number of vertices. This minimal r-flow will be denoted f m = (9, b”, rm, 
I”) and may be defined as follows: 
Let sm := min{a E Ord ]][a]] = lArj}, let 0: A,* [sm] be a bijection, and let 
$: [s] --H [sm] be an extension of d. Define 
b” := b - (J+ 1,), 
1” :y-’ * 1, 
rm := )-’ .5. (qJ+ l,)*. 
571121/2-3 
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Thus in f m all interior vertices are accessible, i.e., up to isomorphism f m is the 
minimal almost accessible r-flow weakly isomorphic tof. The weight off m is always 
less or equal to w. The construction off m is similar to the reduction operation of 
[ 131 which would further eliminate all the vertices not on a path to an exit. Since the 
inaccessible vertices of a r-flow f cannot contribute to any computation off starting 
at a begin vertex, f m contains all the semantically relevant information. In this paper 
we thus restrict our attention to the class of almost accessible r-flows. 
Next the two classes of well-structured flowcharts are defined which will be of 
special interest in the following sections. 
DEFINITION 3.5. (a) A r-flow f of weight s is acyclic iff the graph off contains 
no cycles, i.e., for any i E (s] l7(f )( , ) i i contains no nontrivial paths. 
(b) If F is a subclass of Flo,, then F”’ denotes the class of all acyclic r-flows 
in F. 
An acyclic r-flow has a rather simple structure since every path through f can pass 
any vertex off at most once, i.e., there are no backedges [ 111. 
In order to define the second class of well-structured flowcharts we need the notion 
of strongly connected sets and dominators of such sets. 
DEFINITION 3.6. Let f be a r-flow of weight s. 
(a) A subset U _ [ ] c s is strongly connected iff for any i, j E U there is a path 
from i to j and vice versa. 
(b) A vertex j E U is a dominator of U iff every path from a begin vertex off 
into U enters U via j. 
A dominator can be seen as a unique entry to a strongly connected set [ 111. 
We are now able to define the class of reducible flowcharts. 
DEFINITION 3.7. (a) A r-flow f is reducible iff every strongly connected set of 
vertices off has a dominator. 
(b) If F is a subclass of the class of all r-flows, then Fred denotes the class of 
all reducible r-flows in F. 
As an immediate consequence, we get 
PROPOSITION 3.1. For any class F of r-flows Fat is a subclass of Fred . The 
elementary r-flows are acyclic. 
4. OPERATIONS ON FLOWCHARTS 
The algebraic characterization of flowcharts heavily depends on the definition of 
operations on r-flows. Elgot and Shepherdson have introduced several such 
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operations the most essential of which are composition, sum (which they call 
seperated pairing), and scalar iteration. As an operation on almost accessible r-flows 
we further need the strong composition [20]. Definitions of these operations and of 
the pairing of flowcharts are given below. 
In order to facilitate the schematic description a r-flow f from n to p is denoted by 
Fig. 4. 
4.1. Composition 
For all n, p, q < w the composition of r-flows is a mapping 
* : Flo,(n, P) x Flo,(p, q) -+ Flo,(n, q). 
Letf= (s, b, r, I) E Flo,(n,p), g = (s’, b’, t’, 1’) E Flo,(p, q). We getf. g E Flo,(n, q), 
the composition off and g, by identifying the p exits off with the p begins of g (see 
Fig. 5). Formally f + g = (s”, b”, t”, 1”) is defined by 
s If := s + s’, 
b” := b ’ (1, + b’), 
r f/ := (t * (1, + b’)*, t’ * (z;;;‘+q*), 
I” := (1, I’). 
From this, one easily derives 
PROPOSITION 4.1. The composition of I’-flowcharts is associative. 
n . . . 
f 
63 
'b' 
g 
'4' 
FIGURE 5 
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The operation of composition provides a characterization of almost accessible r- 
flows in terms of accessible and trivial flows. 
PROPOSITION 4.2. For any f E AAFlo,(n,p) there exists an r < W, a r-flow 
g E AFlo,(n, r) and an injective mapping a : [r] -+ [p] such that f = g . a. For all 
r’ < w, g’ E AFlo,(n, r’) and a’ : [r’] -+ [p] satisfying f = g’ . a’ we have r = r’ and 
there exists a permutation 71: [r] + [r’] such that g = g’ . n and a’ = 7~ . a. 
ProoJ: See [ 201. 
Obviously AFlo, is closed under composition. But this is not true for 
AAFlo,. : Vertices which are accessible in g from begin i need be accessible no longer 
in f. g, if exit i off is not accessible. Thus a new operation is needed. 
4.2. Strong Composition 
For all n, p, q < w the strong composition of r-flows is a mapping 
* : Flo,(n,p) x Flor(p, q) -+ AAFlor(n, 4). 
Let f and g be as in 4.1. Then f * g E AAFlo,(n, q), the strong composition off and g, 
is defined by f * g:= df. g)“, i.e., f * g is the minimal r-flow weakly isomorphic to 
f. g. Obviously AAFlo, is closed under strong composition. Furthermore 
PROPOSITON 4.3. The strong composition of r-flowcharts is associative. 
PROPOSITION 4.4. Zf f E AFlo,(n,p) and g E AAFlo,(p, q), then f * g = f. g. 
4.3. Sum 
For all n, n’, p, p’ < w the sum of r-flows (“separated sum” [ 71, “seperated 
pairing” [ 111) is a mapping 
+ : Flo,(n,p) x Flo,(n’,p’) -+ Flo,(n + n’,p +p’). 
Let f = (s, b, r, I) E Flo,(n,p), g = (s’, b’, r’, I’) E Flo,(n’,p’). Then we get 
f + g E Flo,(n + n’,p +p’), the sum off and g, by laying f and g disjointly side by 
side (see Fig. 6). Formally f + g = (s”, b”, r”, 2”) is defined by 
S u := s + s’, 
b” := (b * 9, b’ * w), 
t ” := (t * $I$*, 5’ * I//*>, 
I” := (I, l’), 
Obviously AFlo, and AAFlo, are closed under sum and we have 
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PROPOSITION 4.5. The sum of r-flowcharts is associative. 
PROPOSITION 4.6. For all f, E Flo,(n, ,p,), f2 E Flo,(n,,p,), g, E Flo,(p,, q,), 
and g, E Flo,(p,, q2) we have 
64 (fi +fdm =fl +.I% 
(b) ti +h) s (8, +gJ=v; -g,)+dfz -gzh 
(cl dfi+fi)*(g,+g*)=(f,*g,)+v;*g*). 
Proof. (a) Trivial. 
(b) The equation may be visualized as in Fig. 7. The formal proof is easy but 
rather tedious. 
(cl u-1 +f2)* (g, +kh)=(dfi +f*)* (81 +g*))" 
1 I 1 
= (u-1 * g,) + tfz * &))m 
=(f, *gJ" +df2*gArn 
=vl*gJ+(f2*gd 1 
= 
-P-l--P c 
m-l/ fl I I . . . 
ti 
f2 
. . . 
f- 
P2 
92 
PI 
91 
. . . . . . 
.q1, .q2 v 
FIGURE I 
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4.4. Pairing 
For all n, m, p ( w the pairing of r-flows (“source-pairing” [lo], “coalesced sum” 
[7]) is a mapping 
( , ) : No&p) x Flo,(m,p) -+ Flo,(n + m,p). 
Let SE Flo,(n, p), g E Flo,(m,p). We get (f, g) E Flo,(n + m,p), the pairing off and 
g, by laying f and g disjointly side by side and identifying the exists (see Fig. 8). 
Formally we define (f, g) := (f+ g) . (lP, lP). Obviously AFlo, and AAFlo, are 
closed under pairing. One easily verifies 
PROPOSITION 4.7. The pairing of r-flowcharts is associative. 
PROPOSITION 4.8. (a) For all f E Flo,.(n,p), g E Flo,(n’,p’) 
(f+g)= (f' $if',g ' $$'>* 
(b) For all i E [2] fi E AAFlo,(ni, p) 
qj;‘“’ * (f, ,f*) =A. 
(b) The equation follows from the fact that only the vertices off, can be accessible 
in ~“,I*“2 (I) * GYf2)’ 1 
4.5. Scalar Iteration 
To define the scalar iteration of a r-flow a distinguished nullary operator 1 
(“undefined”) is needed. Therefore from now on we assume r to contain this special 
operator. 
n m 
. . . . . . e#+ f 9 . . . . . . P P 3 <f,g> : n m . . . . . . 
FIGURE 8 
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For all p ( w the scalar iteration of a r-flow is a mapping 
+:Flo,(l,p+ l)+Flo,(l,p) 
Letf= (s, b, z, 1) E Flo,( 1,p + 1). We getft E Flo,( l,p), the scalar iteration off, by 
identifying exit p t 1 with the begin, unless exit p + 1 is the begin off (see fig. 9). 
Formally we have to consider two cases: 
(a) If lb = s t p t 1, then/+ = (s’, b’, r’, I’) is defined by 
s’ := s •t 1, 
lb’ := s + 1, 
for alljE [s + 11, 
jr’ := jr#*, if jE [s], 
.- .- E, otherwise, 
for all jE [s t I], 
jl’ := jl, if j E [s], 
.- .- -L otherwise, 
where d := [s tp+ l] + [s t 1 +p] is defined by 
for all jE [s tp t 11, 
j# := j, if jE [s], 
:=j t 1, if jEst [p], 
:=s+ 1, otherwise. 
(6) If lb # s tp + 1, then define ft := (s, b, r’, 1), where r’ := r . d* and 
#:[s+p+l]-t[s+p]isdefinedby:forallj~[s+p+l], 
j# := j, 
.- .- 1, 
if jE [s +p], 
otherwise. 
1 
f 
17’ 
4 f+ : 
. . . 
P+l @J f '0' 
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This definition corresponds to the one chosen in [ 11, 12]. The vector iteration defined 
in [7] and [lo] is not needed for the purpose of this paper. 
One easily derives 
PROPOSITION 4.9. (a) (Ii)+= 1. 
(b) ForallfE Flo,(l,p), (f* Ifi:)'=f: 
(c) ForallfEFlo,(l,pt2),ftt=(f~(l~+(1,,l,)))t. 
(d) For allf E Flo,(l,p + 11, g E Flo,(p, q>,f+ . g = (f. (g + l,>>+. 
Proof See [20]. 
Summarizing we get the following statements: 
(Flo,, . , + , I,,), (AAFlo,, x, + , 1,) and (AFlo,, a , + , 1,) are strict 
monoidal categories with set of objects N,. (4.1) 
(Flo,, . , + , 1,) and (AAFlo,, *, + , 1,) are extensions of (AFlo,, . , + , 
1,) and of (MAP, . , + , 1,). (4.2) 
(AFlo,, . , + , 1,) is an extension of (SUR, . , + , 1,) but not of 
(MAP, . , + , 1,). (4.3) 
Since composition, strong composition, and sum respect acyclicity and reducibility, 
we get the same statements as (4.1~(4.3) for the subclasses Flor, AFloF, and 
AAFloF as well as for FloFd, AFloFd, and AAFlopd. 
In view of Proposition 4.2 we can also state the following easy extensions of 
theorems stated in [ 111 for accessible r-flows: 
THEOREM 4.1. AAFloF is the least category containing the elementary r-flows 
and being closed under strong composition and sum. 
THEOREM 4.2. AAFFloFd is the least category containing the elementary r-flows 
and being closed under strong composition, sum, and scalar iteration. 
5. FLOW THEORIES 
In this section we define the category of flow theories over MAP in which the class 
of almost accessible reducible flowcharts later is shown to be a free object. We begin 
with a slightly more general notion, the flow theories over SUR [ 121. 
DEFINITION 5.1. (a) A flow theory over SUR is a strict monoidal category 
(T, . , + , 1,) extending SUR which satisfies the block permutation axiom 
Vf, E Thpp,)9 Vi E V,,pJ (f, +f2) - ~(P,,P,) = n(n,, n,). (f2 +f,). 
REDUCIBLE FLOWCHARTS 177 
(b) Let T and T’ be flow theories over SUR. A mapping # : T-1 T’ is called an 
FE-morphism iff we have for all f, , f2 E T, 
and for all f E SUR 
(c) Let (FlS, . ) denote the category having flow theories over SUR as objects 
and FlS-morphisms as morphisms, where s is the usual composition of mappings. 
The block permutation axiom is easily shown to be valid for r-flows (201. Thus 
the statements at the end of the last section imply 
PROPOSITION 5.1. Flo,, AAFlo,, and AFlo, areflow theories over SUR. 
A reasonable requirement of morphisms of r-flows is to be the identity on trivial 
r-flows. Thus there cannot exist a morphism from AAFloFd into AFloFd, i.e., 
AAFloFd cannot be a free object of FlS. Therefore we define the more suitable flow 
theories over MAP [20] : 
DEFINITION 5.2. (a) A flow theory over MAP is a strict monoidal category 
(T, a, +, 1,) extending MAP and satisfying the block permutation axiom (as in 
Definition 5.1) and the injection axiom 
viE [2]vfi E T(nivPi) Z~i\‘“* ’ (fi +fz) =A * IT/i’*. 
(b) Let T and T’ be flow theories over MAP. A mapping 4 : T + T’ is called 
an FlM-morphism iff for all fi, f2 E T and for all f E MAP we have 
Vi sf2) 4 =fd -fih (f, +f2 4 =fd +f2h andf# =.K 
(c) Let (FlM, .) denote the category having flow theories over MAP as objects 
and FlM-morphisms as morphisms, where . is the usual composition of mappings. 
The definition implies that every flow theory over MAP is a flow theory over SUR, 
i.e., FlM is a subcategory of FlS. Since the injection axiom is not valid in Flo,, and 
since AFlo, does not extend MAP, FlM is a proper subcategory of FlS. 
The following proposition illustrates the richness of FlM : 
PROPOSITION 5.2. Every algebraic theory extending MAP is a jlow theory over 
MAP. 
ProoJ In an algebraic theory T as defined in [6] we have for all f, E T(n, ,p,) 
andf, E T(n,A, 
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(fi +a * X(P, YP2) 
The injection axiom is trivially satisfied. Finally every algebraic theory is a strict 
monoidal category. 1 
From Proposition 4.8 we know the injection axiom to be valid in 
(AAFlo,,: +, 1,). However, in general, the equation 
does not hold: For i E [2] let fi E AAFlo,(n,,p) and g E AAFlo,(p, q). If g is 
nontrivial, we have 
l;ii"'* U,,f*) *g=fi * .!YT llij”’ * (fi,f*) * g=f2 *g* 
Hence (r;ii”z * (f,, f,) * g, IFii”* * gv ~~21jnz * (f,9 f*) * S) = (fl * S9fi * g) # 
(f,, fi) * g. This implies 
PROPOSITION 5.3. (AAFlo,, *, +, 1,) is afrow theory over MAP which is not an 
algebraic theory. 
We shall need further the following subcategories of FIM: 
DEFINITION 5.3. (a) A flow theory T over MAP is pointed iff T(1,O) contains a 
distinguished element 1. 
(b) A PFIM-morphism is an FlM-morphism preserving 1. 
(c) Let PFlM denote the subcategory of FlM having pointed flow theories over 
MAP as objects and PFlM-morphisms as morphisms. 
(d) A mapping from r into a pointed flow theory is strict iff it preserves the 
distinguished element 1. 
DEFINITION 5.4. (a) A pointed flow theory T over MAP is a scalar iterationflow 
theory over MAP iff T is equipped with an operation +, the scalar iteration, satisfying 
(11) vp’pER\l,+: T(~,P + 1) -, T&P), 
(12) Vf E T(O, P>, (f+ I,)+ =f+ L 
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(13) Vfe T(l,p), C.f* (i:>+ =f, 
(14) vf~ T(LP + 21, f++= w (1, + (i,, l,)))+, 
(15) VfE T(l,P + 11, vg (5 T(P, 41, f + * g = (f* (g + 1 ,N+. 
(b) An IFlM-morphism is a PFlM-morphism respecting scalar iteration, i.e., 
f +4 = ow+- 
(c) Let IFlM denote the subcategory of PFIM having scalar iteration flow 
theories over MAP as objects and IFlM-morphisms as morphisms. 
Since scalar iteration on flowcharts preserves reducibility, Proposition 4.9 implies 
PROPOSITION 5.4. AAFlo, and AAFloFd are scalar iteration jlow theories over 
MAP. 
Furthermore we have [20] 
PROPOSITION 5.5. Every w-continuous algebraic theory extending MAP is a 
scalar iteration jlow theory over MAP. 
Proof: Let T be an o-continuous algebraic theory [6] extending MAP. For all n, 
p < o T(n,p) contains a least element I, i.e., T is pointed. 
The scalar iteration may be defined on T as follows [2]: For p < w and 
f~ T( 1,p + 1) let the sequence df”‘),., w be defined by f’“’ := I ,,p and for all i < w 
f”“’ :=f. (l,,fo’). Obviously we have for all i < w f”’ <f”“). Define 
ft := Lli<,,f(‘). It is well known [2] that ft is the least solution of the equation 
n =f. (lp, q) as well as of the inequation f - (I,,, 17) <q. 
Conditions (Il)-(13) of Definition 5.4 are easily verified. In order to show 
condition (14) we need the following lemma, which may be proven by induction. 
LEMMA 5.1. (a) Vf E T(l,p t l), Vi < of”” =f * ((ZTi:,f))i * (I,, -L,,,). 
(b) Vf E T(l,P t 2), Vq E T(l,p) Vi < CO, rl=f4,JLrl)=-v=f. 
(0 7; ltty . (lp, 4% z7). 
(c) VfeT(l,p+2), Vi<o, (f.(l,t(l,,l,)))""'=f~((~~i:,f,f))'. 
Cl,, I,.,, L,,). 
Now for any f E T( I, p t 2) we have 
f ++=f + * (l,,f ++> 
=f * (l,+,,f +> * (l,Yf ‘3 
=f* (l,,f++f+* (1 , P’ f++)) 
=f * (l,,f ++f ++> 3 
=f * (1 -I- (1191,)) - (1,9f++> P , 
implying (f - (1, t (11, l,>))+<f ++- 
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Conversely by means of Lemma 5.1 we can show that for any q E T( 1,~) with 
rl =s * (l,? 5% rl) we haveftt < v. Furthermore we get 
(f * (1, + (113 w>+ 
=“i<w (.f* (‘p + Cl13 11)>)“’ 
=“i<o (f’ (‘p + (l19 11)>)(i+2) 
= ui<d* ((z$~9f,f))i+1 * t1p9 il,p9 I,,,) 
=f * ui<w ($i:,f,f) ’ (($i:df))’ ’ C1p3 Ll,p~ Ll,p) 
=f * Ui<,(lpvf’ (($:Jf )li * (1~9 Ll,p~ L~,J3 
f’ <($i:df )li ’ (Ip, l~,p~ L~,J> 
=f’ (1p9Ui<,(f*(1p+(1,9 l~)))“+l’~ui<~(f’ (lp+(l,, ll)))(i+l’) 
=f * Q&7, (f * (‘p + (11,lJ>)+~ (f * (43 + (119 lI>)>+)* 
Hencef++<(f- (l,+(l,, lr)))! 
Condition (15) is veryfied by noticing that for all i < w 
(f. (g+ l,))“‘=f(i) *g. I 
6. FREENESS RESULTS FOR FINITE FLOWCHARTS 
In [ 121 Elgot and Shepherdson show AFFloF to be freely generated from r by 
composition and sum, and AFFloFd to be freely generated from r by composition, 
sum, and scalar iteration. In this section their results are extended to almost 
accessible r-flowcharts. 
We begin by defining the notion of a factorization of a r-flow (following [ 121). 
DEFINITION 6.1. Let f E AAFlo~(n, p). 
(a) An alternating factorization off is defined as a tripe1 (a, A, g), where 
a E SUR(n, r + q), A : [r] + r and g E AAFlor(t + q,p) such that f = a * 
(ZA+l,)*g(ZA:=lA+2A+-.+rA). 
(b) A normal factorization off is an alternating factorization off in which 
r + q is minimum and among all such minimum r + q r is maximum. 
In view of Proposition 4.2 we could have phrased this definition using the notion of 
alternating factorization as defined in [ 121. 
DEFINITION 6.1’. Let f E AAFlojY(n,p), f’ E AFloF(n, r), /3 E INJ(r, p) such 
that f = f’ - /3. An alternating factorization off then is a triple (a, A, g*/?) such that 
(a, A, g) is an alternating factorization of the accessible r-flow f ‘. 
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Thus statements on alternating factorizations of accessible acyclic r-flows directly 
imply statements on alternating factorizations of almost accessible acyclic r-flows. 
As shown for AFFlo, in [12], we thus have 
PROPOSITION 6.1. Up to interspersed permutations every acyclic P-flow in 
AAFlo,. has a unique normal factorization. 
Proof The extension to infinite r-flows is possible since the proof of the 
corresponding result in [ 121 does not make use of the weight of a r-flow. 1 
As mentioned above, Elgot and Shepherdson show AFFloy to be a free object of 
FlS. We thus have 
THEOREM 6.1. If T is a flow theory over SUR, then every mapping #,, : P + T has 
a unique extension to an FE-morphism ): AFFloF --t T, 
This theorem is quite useful in deriving an “extension lemma” for AAFFloy : 
LEMMA 6.1. If (T, . ) is a flow theory over MAP, every mapping tiO : r -+ T has a 
unique extension to a mapping $ : AAFFlop + T such that for all f E AAFFloy, 
f’EAFFloF, and aEINJ such thatf=f’*a we havef#=f’d.a. 
Proof. Since every flow theory over MAP is a flow theory over SUR Theorem 6.1 
implies that tiO has a unique extension to an FlS-morphism 6: AFFloF + T. 
If we have f, , fi E AFFlop, a,, a2 E INJ such that f = fi * a, = fi * a2 there exists 
a permutation n such that f, =f2 * rr and a2 = 71 . al. Thus 
fii-a,=dfi*~Z)6-a, 
=f,qJ. n. a, 
=f,J- a,. 
Therefore the anticipated extension of 0, is uniquely defined by f# :=f, 6. a,. 1 
In order to show the mapping 4: AAFloF + T to be an FIM-morphism we need 
LEMMA 6.2. If (T, .) is a jlow theory over MAP, #O : T-r T a mapping and 
$ : AAFFloy -+ T the unique extension of #,, , then we have 
(1) Vf E AFFloF(n,p), Vg E: AAFFloF(p, q), df* g) 4 =f4 . g#, 
(2) Va E INJ(n,p), Vf E AAFFloF(p, q), (a *f) 4 = a . f#, 
(3) Vf E AAFloy(n,p), Va E INJ(p, q), (f* a) 0 =f$ . a. 
Proof Statement (1) is a simple consequence of Proposition 4.2 and of the fact 
that ) restricted to AFFlop is an FIS-morphism. Statement (3) is almost trivial since 
for any f’ E AFFloF, a, B E INJ we have ((f’ * /?) * a) $ = (f’ * @ * a)) 4 = 
f’#-P-a=(f’*P)#. a. The proof of statement (2) proceeds by induction on 
the length of the normal factorization off: Let fl, be defined as follows: 
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(i) SE MAP implies flN := 0. 
(ii) If f@ MAP and if (,f3, A, g) is a normal factorization of fi then 
jlN:= 1 +gl,. 
If fl,,, = 0, we trivially have (a *f) 4 = a - f# = a -J: Assume fl, > 0 and suppose 
statement (2) to be true for every f’ such that f ‘IN < fZN. Let (,@I, g) be a normal 
factorization of J Then 
a*f=a*(p*(ZA+l,)*g) 
= (a * p) * (&I + 19) * g. 
It is a simple exercise to prove that the injection and the block permutation axioms 
imply the existence of u E SUR, B : [r’] + T, q’ < o, and y E INJ such that 
(a*p)*(z;l+l,)*g=u*(~B+l,,)*y*g. 
Therefore 
(a *f) 4 = ((0 * (LB + l,,)) * (Y * 8)) 4 
= (0 * W + l,J) Q . 6’ * g) Q 
= u. (ZB$ + l,,) - y . g# 
and 
a.f#=a.Q3*(CA+l,)*g)# 
= a - (@. (.ZA# + 1J - g#) 
=u. (ZB#+ l,+y.gd 
which completes the proof. 1 
THEOREM 6.2. The mapping 4: AAFFloF -+ T given in Lemma 6.1 is an FlM- 
morphism. 
Proof: For f E MAP we trivially have f# =$ For any f E AAFFloF(n,p), 
g E AAFFloF(p, q) there exist f ‘, g’ E AFFloy and a, ,8 E INJ such that f = f’ * a 
and g = g’ * /3. Hence 
(f * g) 4 = (f’ * ((a * g’) * P)) 9 
=f ‘0 . (a * g’) 4 . P 
=f ‘4 - a . g’$ e /I 
=f# * gQ- 
The proof that for any f E AAFFloy(n, ,p,) and g E AAFFlo;?C(n, ,pz) we have 
(f-t g) 4 = f# + g# is left to the reader. 1 
Summarizing we have derived the freeness of AAFFloF over IY 
REDUCIBLE FLOWCHARTS 183 
The crucial idea in showing a corresponding freeness result for AAFFlopd lies in 
transforming a reducible r-flow f into an “isomorphic” acyclic flowchart by decom- 
posing f into components. 
DEFINITION 6.2. Let f= (s, b, r, r) E AAFFloFd(n,p). 
(a) A component off is a maximally strongly connected subset of [s t p]. 
(b) A vertex j of a component C off is called begin of C iffj is the dominator 
of c. 
(c) A vertex j E [s t p] is called exit of the component C iff j G? C and there 
areiECandu,uE[stp]* suchthat iz=ujv. 
(d) A component C off is called trivial iff C contains an exit off. 
Note that any component containing an exit is a one-element set. Every component 
C off defines a r-flow d E AFFloFd, the component flow of C. 
DEFINITION 6.3. Let C G [S t p] be a nontrivial component off = (s, b, t, Z) E 
AAFFloFd(n,p). Define E, := {jE [s tp]l j is an exit of C}, r := ]C], q := (E,I. Let 
j E C be the begin of C. 
(a) Let #:C>t, [r], I,u:E, w) [q] be bijections, and let 4: [s] ++ [r] and 
$: [p] -++ [q] be extensions of $ and w. Then the component flow C($, w) = 
(I, b,, rc, I,) E AFFloFd( 1, q) is defined by 
lb, := jd, 
rc:=~-‘.5.(++q*, 
I, :=$P * 1. 
(b) If 4’ : C H--P [r] and I’ : E, H-P [q] are also bijections, then C(d, w) and 
C($‘, I,#) are called component equivalent. 
(c) Define the component flow C as a fixed representative of the class of all 
component equivalent component flows of C. 
If C is trivial, define C := 1 i . This is the only trivial component flow. 
The definition is restricted to finite r-flows since otherwise we should have 
components and thus component flows with a possibly infinite number of exits. From 
the definition we see that different components can define identical component flows. 
Isomorphic component flows are always component equivalent. The converse is not 
true. 
For any f E AAFFloFd define G$ := {C] C is a nontrivial component of f } 
Obviously we have for all f, g E AAFFlord 
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Furthermore define Vr as the set of all component flows defined by components of 
reducible r-flows, i.e., 5& := lJ {$$]fE AAFFlopd}. gr can be viewed as an N,,- 
sorted set: (gr),, is the set of all component flows with n exits. 
Theorem 6.3 provides the key idea for the proof of the freeness of AAFFlo;Fd. 
THEOREM 6.3 (“Component-decomposition theorem”). In the category FIM there 
exist for any signature r a signature R and F1M-morphisms 
RED : AAFFlord -+ AAFFlo”,’ and SUB : AAFFlo; + AAFFloffd 
such that 
RED . SUB = lAAPF,+ and SUB . RED = l,,,,,ti;. 
In [ 121 this theorem is stated for AFFlo,. The proof proceeds as follows: 
First a one-sorted signature R is defined in bijective correspondence with @,r, i.e., 
for every c E (qr),, we have a unique operator symbol OE E Q,. RED is defined to 
transform any reducible r-flow f into an acyclic S&flow f RED by replacing every 
component off by the appropriate operator symbol. SUB then maps every operator 
symbol into the corresponding component flow. From Theorem 6.2 we know that 
SUB has a unique extension to an FIM-morphism. RED is called reduction and SUB 
is called substitution. The details of the proof may be found in [ 12, 201. 
As a consequence of Theorem 6.3 and Proposition 6.1 we get 
COROLLARY 6.1. Up to interspersed permutations every reducible r-flow f in 
AAFFlo, has a unique “normal factorization” (a, A, g) into components, i.e., there 
exist a E SUR, A : [r] -t @r, and g E AAFFloFd such that f = a * (CA + 14) * g. 
A few more notions are needed before we can arrive at the next freeness theorem. 
DEFINITION 6.4. Let f be a r-flow from n to p. 
(a) For i E [n] define f Gi, the degree of the ith begin off, as the number of 
edges ending in the ith begin vertex. 
(b) In case n = 1 the degree off is defined as the degree of the begin off, i.e., 
fG :=fc, . 
The following lemmas provide a deeper characterization of the component Bows 
112,201. 
LEMMA 6.3. In @r nontrivial component j7ows of degree 0 are of the form y * u, 
where y E r and u E SUR. 
LEMMA 6.4. For every f E AAFFlord(l, n) there is a factorization f = g * h, 
where g is the component flaw defined by the begin off: For any g’, h’ satisfying 
f = g’ * h and g’ CZ MAP, jG > 0 implies g’G > 0. 
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LEMMA 6.5. A r-flow f E AAFFlofPd(l,p) has exactly one nontrivial component 
tfl f is nontrivial and *-irreducible. Then f is a component flow iff f is accessible 
and *-irreducible. 
LEMMA 6.6. A r-flow f E AAFFloFd(l,p) is of positive degree iff there is 
a g E AAFFloFd( 1,p + 1) such that f = gt, g 6Z MAP and for any g’ E 
AAFFloFd(l,p) g f g’ * IT;,‘. 
Lemma 6.6 motivates the following definition where a new operation on r-flows, 
the anti-iteration, is introduced. 
DEFINITION 6.5. Let f = (s, b, r, 1) E Flo,( 1,~) and let 4 : [s + p] 2--1 [s + p + 1 ] 
be an injective mapping satisfying 
j#=s+p+ 1, if j= lb, 
=j, otherwise. 
Then the anti-iteration f + off is defined as f + = (s’, b’, r’, 1’) from 1 to p + 1, where 
3’ *= s b’ *= b . lf:)P*l, 7’ := r . #*, and 1’ := 1. * , * 
Thus in f’ all edges off ending in the begin off are redirected into the new exit 
p + 1, i.e., f’ is the r-flow g of Lemma 6.6. Properties of the anti-iteration are 
summarized in 
LEMMA 6.7. For all f = (s, b, t, 1) E AAFlo,( 1,~) we have 
(1) f ++ =f, f’G = 0, f' E AAFlo,(l,p + 1). 
(2) f accessible and jG > 0 *f ’ accessible. 
(3) f reducible => f 4 reducible. 
(4) jG=O*f+=f*t~i:. 
(5) p>O, lb#stpandfG=O*ft+=f 
(6) Vg, h E AAFlo,, p>OAf+=g*hAggMAPASG=OAIb#s+p~ 
f = g+ * (h t 1,). 
Now the iteration depth of a reducible r-flow may be defined. 
DEFINITION 6.6. For every f E AAFFlopd the iteration depth fit off is defined 
by 
fit := 1 t max{ g+it]g E 5 and gG > O}. 
In [ 12,201 the function “it” is shown to be well defined. The following lemma 
considerably paves the way towards the proof of the next freeness theorem. 
LEMMA 6.8 ([ 12, 201). For every nontrivial fE AAFFloFd(l,p + 1) there exist 
511/27/2-4 
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g E AFFlozd( 1, n), h E AAFFlog(n,p) such chat (fRED)+ = g * h and 
gwclm,t- R c $9 , For this g we have g+ E AAFFlog, and 
(1) f=g+SUB * (hSUB + 1,). 
(2) ft = (g+SUB)+ * hSUB. 
(3) gG>O*(g+SUB)‘Eeraand(g+SUB 
(4) 3!w E Q, 3!j E AAFFlo;, g+ = w *j. 
For these w and j we have in case gG > 0, 
)+it = 1 + (g+ SUB)++ it. 
(5) (g+SUB) G > 0 3 g+SUB # (g+SUB)++ = (wSUB)+ * (PUB + li) * 
(1, + (11, 11)). 
(6) wSUBit < jSUBit * (g+ SUB)+it = 1 + g+SUBit. 
(7) wSUBit >jSUBit* (g+ SUB)‘it =g+ SUBit and (wSUB)G, (g+ SUB)G > 0. 
Finally we get 
(8) fit @it <fit + 1. 
For sake of brevity we only give the proof of (8). The other proofs may be found 
in [20]. 
In casef’G=jG we havef=ft*$‘$ and5$=%& Thus 
f+it = 1 + max 
=l+max 
=fit. 
g’+ it ( g’ E qfl and g’G > 0) 
g’+ it 1 g’ E %$ and g’G > 0} 
Otherwise we have f ‘G > f G and thus (fRED)+‘G > GfRED) G = 0. Since 
dfRED)+ = g * h and g E g&n)+, we also have gG > 0. Furthermore (1) implies 
fit = max(g+SUBit, HUBit) and (2) implies f +it = max(( g+SUB)+it, MUBit). From 
(6) and (7) we get g+SUBit < (g+SUB)+it Q 1 + g+SUBit. Summarized this implies 
fit = max( g+ SUBit, MUBit) 
< max(( g+SUB)+it, hSUBit) = f ‘bt 
< max( 1 + g+ SUBit, hSUBit) 
< 1 + max( g+SUBit, hSUBit) 
=l+fit. I 
From Definition 6.6 we know that UrsN [r]it-’ = AAFFlopd. Let J2’r’s 0 be 
defined by Slfr) := {wc E R ] c E Vr and &t E [r]}. Further define RED,:= 
RED],,,,,-, and SUB, := SUB(AAFF,aP;Cr). This implies 
RED, . SUB, = llrlit-, and SUB, . RED, = l,,,w,+;(r). 
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Since in FIM AAFlog(r) is free over 0 w for all r E N, the isomorphisms RED, and 
SUB, show [r]it-’ to be free over Q,. w := 0(‘) SUB,. Hence if T is a flow theory 
over MAP, then every mapping #0 w : a:) + T has a unique extension to an FlM- 
mo;;? #(I) : [r] it-’ + T. Th ese observations lead to the main theorem of this 
THEOREM 6.4. If T is a scalar iteration flow theory over MAP, then every strict 
mapping &, : T-t T has a unique extension to an IFlM-morphism 4 : AAFFloFd --f T. 
ProoJ The proof uses induction on the iteration depth of the elements of 
AAFFloFd. Since [ l]it-’ = AAFFlor, (,, has a unique extension to a PFlM- 
morphism 4”’ : AAFFloF --t T. Suppose do has a unique extension to a PFlM- 
morEpisgmr$:: [r]it - ’ d T. 
w ‘)\%YF’ we have gG > 0 and g-it > g+ it < r. Thus $r’i) : 5Yy’ I) --) T 
may be defined by 
g# r+l’ := (g+$“‘)t, if git=r+l, 
:= gp, otherwise. 
As mentioned above #0 (W ‘) has a unique extension to a PFlM-morphism 
w’) : [r + Ilit-’ + T, i.e 
: := LlrsN #@) : AAFFloFd --) ‘;: 
tr+ 1) is a unique 
:hen obviously 
extension of gcr). Define 
g E 6 and git > 1 *g#= (g+#)t, (*I 
4 is a PFIM-morphism. (**I 
It remains to be shown that 4 respects the operation of scalar iteration, i.e., for every 
f E AAFFlopd( I,p + 1) we have to show f t# = ($i)? In case f +G =fG we have 
f=f+*$;, implying f# = f t# 
get W)+ =f +b 
. ITi:. Since T is a scalar iteration flow theory we thus 
Otherwise f +G >fG implies (fRED)+G > GfRED)G = 0. Thus for 
(fRED)+ = g * h we have gG > 0, whence all statements of Lemma 3.10 may be 
applied 
(j#)+ = (( g+SUB * (hSUB + 1 ,))#) t 
= (g+ SUB4 . (hSUB# + 1 i))+ 
= (g+ SUB))+. hSUB$ 
and 
f +4 = ((g+SUB)+ * hSUB)# 
= (g+ SUB)+4 . hSUBd. 
This implies (ji) + = f +# o (g’ SUB()’ = (g* SUB)+@. Since gG > 0 we have 
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(g+SUB)+ E @r and (g+SUB)+it > 1. Thus (x) implies (g’SUB)+$= ((g+SUB)’ 4)’ 
and it remains to prove 
(g+SUBd)+= ((g+SUB)++#)+. 
In case (g+ SUB)G = 0 we have (g+SUB)++ = g+ SUB, i.e., the equation holds. 
Otherwise there exist w E Q and j E AAFFlog such that 
g+ SUB4 = wSUB( . jSUBd 
= ((wSUB)+ d)+ .JSUB# 
= (@SUB)+ $ . (JSUBd + 1 i))+ 
implying 
(g+SUBd)+ = ((wSUB)+) . (JSUB~ t 1 i))++ 
=((oSUB)+~.(jSUB(+l,).(l,t(l,, I,)))+ 
= ((WW+ * WJB + 1,) * (1, t (11, lJ>M>+ 
= ((g+ SUB)++ d)+. 
Since according to Theorem 4.2 AAFFloFd is the least category containing the 
elementary r-flows and being closed under strong composition, sum, and scalar 
iteration, d is obviously uniquely defined. 1 
The restriction to strict mapppings is not essential: If r is not assumed to contain 
the distinguished operator 1, then any mapping 4: r-, T obviously has a unique 
extension to a strict mapping 4’ :r, --) T. 
We thus have extended the freeness results of [ 121 to the case of almost accessible 
r-flows. The next two sections provide a further extension to infinite r-flows. 
7. PARTIAL ORDER OF FLOWCHARTS 
Assume the trivial partial order on r, i.e., for all y, y’ E r we have y < y’ iff y = I 
or y = y’ (remember that r is assumed to contain I). Further define for all f~ Flo, 
Aj to be the set of all accessible vertices of f labeled with I, i.e., 
A: = {j E A,J jl = I). The following definition of a partial order on r-flowcharts is 
close to corresponding notions for Z-trees [3] and graphs [ 131. 
DEFINITION 7.1. Let f= (s, b, 5, I), g = (s’, b’, T’, 1’) E Flo,(n,p). 
(a) In case A, # 0 define f < g iff there is a surjective mapping d : A, - A,, 
such that for any extension 4: [s’] -P [s] of d we have 
(i) VEA&-f+, lj#-‘I = 1, 
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(ii) b = b’ . (J+ lP), 
(iii) # . l,< I’JAb, 
(iv) Vj E A,, j#l# I a jr’@ + l,)* = j$r. 
If necessary the dependence on d is indicated by writing f < @ g. 
(b) In case A,= 0 define f < g iff A, = 0 and for all i E [n] we have 
ib - s = ib’ - s’. 
Thus whenever we have f Q o g, f and g coincide in the accessible part off which is 
not labeled with 1, and the part of g differing from f is mapped by q4 onto those 
accessible vertices off labeled with -L. 
EXAMPLE 7.1. Let f and g be given as in Fig. 10. Then we have f Q * g, where # 
is mapping those vertices of g which are labeled with y, and y2 onto the 
corresponding vertices off, and the vertices labeled with y3 and y., onto the vertex off 
which is labeled with 1. 
Another important notion characterizes the “distance” between a vertex and the 
begin of a r-flow. 
DEFINITION 7.2. Let f = (s, b, t, I) E Flo,.(n,p). 
(a) The depth of Q vertex j E A, is defined by 
jD:=min //nilnE u Z7(f)(ib,j)l, 
isIn 
i.e., jD is the minimal length of a path from a begin to j. 
(b) The depth off is defined by jD := sup{ j E A,}, i.e., the depth off may be 
infinite. 
(c) For k < o define A?’ to be the set of all accessible interior vertices off of 
depth maximally k. 
Thus the begins of a r-flow have depth 0. Since every accessible vertex is 
accessible via a path of finite length, A, is always countable. 
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PROPOSITION 7.1. (a) The relation “ < ” on Flor is rejlexive and transitive. 
(b) For all J g E Flo, f ,< g and g <f imply f m g. 
ProoJ (a) Reflexivity of “ < ” is trivial. Transitivity is verified by an easy 
calculation. 
(b) In case A,= 0 the implication is trivial. Otherwise assume f < m g g < ,J 
Then we have 4. y/:Ag-++Ag and y.#:Af+Af. By an easy induction on the depth 
of the accessible vertices we get Q . ly = lA, and t,u . 4 = 
and ry are bijective and f is weakly isomorphic to g. 1 
1,, implying 4 = v/-I. Thus 4 
In case of almost accessible f and g f ,< g and g <f even imply f z g. This leads to 
COROLLARY 7.1. The relation “ < ” is a partial order on the isomorphism classes 
of AAFlor. 
For all n, p < o and n > 0 we define a special r-flow l,,p E AAFlo,(n,p) by 
1 := (l,b, r, I), where 
deycted in Fig. 11. 
[nJ b = {I}, Is= E, and ll= 1. Thus I,,, is the r-flow 
Obviously for all f E Flo,(n,p)A,# 0 implies I,,,, <f: In AAFlor(n,p) all 
elements of MAP(n,p) are isolated, i.e., incomparable, with respect to the partial 
order on r-flows. Let us call a partially ordered set weakly strict (weakly w-complete) 
iff it is a strict (co-complete) set augmented by isolated elements. The least element of 
the maximal strict subset of a weakly strict set M is called least element of M, usually 
denoted by I,,,. We thus have 
PROPOSITION 7.2. AAFlo,.(n,p) is a weakly strict set. 
The crucial idea for extending the results of Section 6 to infinite r-flows is to 
represent every r-flow as the least upper bound of an w-chain of finite r-flows. 
DEFINITION 7.3. Let f = (s, b, 7,l) E AAFlo,(n,p). For each i < cu the i-truncate 
off f “’ = (si, bi, 71, li) E AAFlo,(n, p) is defined as follows : 
In case s = 0 define f 
bijection, and let Ji: [s] 
U) :=J Otherwise define si := IA:” I. Let (i : Ay’ --c) [s,] be a 
--H [si] be an extension of di. Then define b, := b . (#i + I,,) 
and for each j E [si], 
jli := j#; ’ 1, 
.- .- 1, 
if j#;‘D < i, 
otherwise, 
Bl...Bn 
--w 
1 
m . . . IEnJ 
FIGURE 11 
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and 
j#i := jfb:'7(& + I,), if jd;‘D < i, 
.- .- E, otherwise. 
Thus, as is well known in the case of E-trees [3], f”’ can be viewed as a finite 
approximation of J 
In [20] the following important theorems are derived : 
THEOREM 7.1. For all n, p < o AAFlo,(n, p) is weakly w-complete. 
Let us call a mapping 4 mapping a weakly strict set A into a weakly strict set B strict 
iff (1) for each a E A, a# isolated in B implies a isolated in A and (2) IA4 = I,. A 
strict mapping 0: A -P B is w-continuous iff 4 is monotonic and for each o-chain 
tai)i<o in A we have (ui<, ai) 4 = uiCw aid. 
THEOREM 7.2. Strong composition, sum, and scalar iteration are w-continuous 
operations on AAFlo,. 
THEOREM 7.3. Each f E AAFlo, is the least upper bound of an o-chain offinite 
almost accessible T-flows : f = U,.,,f (i'. 
The rather lengthy proofs may be found in [20]. As an obvious consequence of 
these theorems and Theorems 4.1 and 4.2 we get 
THEOREM 7.4. AAFloF is the least category with weakly w-complete sets of 
morphisms containing the elementary r-flows and being closed under strong 
composition and sum. 
THEOREM 7.5. AAFloFd is the least category with weakly w-complete sets of 
morphisms containing the elementary r-flows and being closed under strong 
composition, sum, and scalar iteration. 
8. FREENESS RESULTS FOR INFINITE FLOWCHARTS 
In this section the freeness results of Section 5 are extended to infinite r-flows. Our 
approach is closely related to the technique employed by [3] in the case of C-trees. 
First we have to introduce partially ordered and w-continuous flow theories. 
DEFINITION 8.1. (a) A pointed flow theory T over MAP is partially ordered iff 
(i) For each n, p < co T(n,p) is partially ordered and weakly strict with 
least element I,,, . 
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(ii) For each n, p < w the set of isolated elements of T(n,p) is a subset of 
MAW, P>. 
(iii) The operations . and + are strict and monotonic. 
(b) A PPFlm-morphism is a monotonic PFIM-morphism. 
(c) Let PPFIM denote the subcategory of PFlM having partially ordered 
pointed flow theories over MAP as objects and PPFlM-morphisms as morphisms. 
(d) A mapping Q from r into a partially ordered flow theory T over MAP is 
called strict iff -Ld = 1 1,0 E T(I, 0) and I’d contains no isolated elements. 
DEFINITION 8.2. (a) A partially ordered pointed flow theory T over MAP is w- 
continuous iff 
(i) For each n, p < o T(n,p) is weakly w-complete 
(ii) The operations . and + are o-continuous. 
(b) A CPFIM-morphism is an w-continuous PPFlM-morphism. 
(c) Let CPFlM denote the subcategory of PPFlM having w-continuous pointed 
flow theories as objects and CPFlM-morphisms as morphisms. 
The results of the last section imply 
PROPOSITION 8.1. (a) AAFFloF and AAFFlord are partially ordered pointed 
flow theories over MAP. 
(b) AAFloF and AAFloFd are w-continuous pointed flow theories over MAP. 
Furthermore one directly verities 
PROPOSITION 8.2. (a) Every partially ordered algebraic theory extending MAP is 
a partially ordered pointed flow theory over MAP. 
(b) Every w-continuous algebraic theory extending MAP is an w-continuous 
pointed flow theory over MAP. 
A few lemmas are needed in the proofs of this section. 
LEMMA 8.1. For eachf, g E AAFlo,(n,p), h E AAFlo,(p, q) and x E MAP(p, 4) 
f*x<g*handf<gimplyf*x=fsh. 
LEMMA 8.2. (a) If df)t<w is an o-chain in AAFlo,(n, p) and f = U i<w fi, then 
for each n < w there exists an i < w such that f fn’ <A.. 
(b) ZfJ g E AAFlo,(n,p) and f < g, then for each i < w we have f “’ < g”’ 
LEMMA 8.3. For each f, ,f2 E AAFFloyd with f, <f, there exist g E AAFFloyd 
andh,,h,EAAFFlo~dsuchthatf,=g*h,,f,=g+h,,andh,~h,. 
As a corollary we get 
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LEMMA 8.4. For each fi, fi E AAFFloy with f, < fi there exist g E AFFloF, 
h, , h, E AAFFlop such that f, = g * h, , fi = g * h, , h, < h, , and all interior vertices 
This lemma facilitates the proof of 
THEOREM 8.1. Zf T is a partially orderedflow theory over MAP, then every strict 
mapping $,, : r+ T has a unique extension to a PPFlM-morphism d : AAFFloF -+ T. 
Proof. According to Theorem 6.2 &, has a unique extension to a PFlM-morphism 
4 : AAFFloF --t T. It remains to show 0 to be monotonic. 
Assume f, , f2 E AAFFlo; such that f, <f,. If f, or f, is in MAP, we have 
fi4 =fi =fi =fd Th us assume f, and f2 to be nontrivial. We distinguish two cases: 
(a) All the interior vertices of fi are labeled with 1. Since d is a PFlM- 
morphism, we have l.4 = 1. Since furthermore the operations a and + of T are 
monotonic, we get f, 4 Q f2qk 
(b) fi has an interior vertex not labeled with 1. According to Lemma 8.4 there 
exist g, h, and h, in AAFFlop such thatf,=g*h,,f,=g*h,, h,<h,, and all 
interior vertices of h, are labeled with 1. Thus (a) implies h, 4 < h,# whence 
This theorem now helps to establish the first freeness result for infinite r-flows. 
THEOREM 8.2. Zf T is an o-continuous pointedjlow theory over MAP, then every 
strict mapping b0 : r-1 T has a unique extension to a CPFIM-morphism 
q.i : AAFloF -+ T. 
Proof. According to Theorem 8.1 4,, has a unique extension to a PPFlM- 
morphism 6: AAFFloF + T. Each f E AAFloF is the least upper bound of the o- 
chain df”‘)i, w. Furthermore for all i < o we have f”’ E AAFFloy. Define 
f# := Ui<w f “‘~. This least upper bound exists since 6 is monotonic and T is w- 
continuous. Obviously Q is an extension of $. It remains to show that d is a CPFlM- 
morphism and that it is unique. 
Assume f, g E AAF!oF(n,p) such that f Q g. Lemma 8.2(b) implies for all 
i < w f (i) <g’“. Si rice $ is monotonic, we have for all i < w f (i’J< g”‘$ whence 
f# Ley i<;{‘nj Q u ,< w g”‘j = g#, i.e., $ is monotonic. 
, i<. be an o-chain in AAFloT(n,p) and f := Ui<,~. Since for all iA <f, 
we have fi) <f#. Thus f# is an upper bound of the f,$. Let g be another upper bound. 
According to Lemma 8.2(a) there exists for each n < o a j < o such that f (“) <J;, or 
since $ is monotonic f (“‘4 gfi# <g implying f# = Llicw f ci’$ <g. Thus f# = U,,,A# 
and $ is w-continuous. 
To show 4 to respect the operations on r-flows assume f E AAFloF(n,p), 
g E AAFloy(p, q). Then we have 
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i<o 
= U j-(0$. U gWJ 
i<w i<w 
=f# . g#* 
In the case of sum the proof is analogous. It remains to show that 4 is unique: 
Assume 4 to be another CPFlM-morphism extending #O. Then we have for each 
f E AAFlo; 
fqj= ( u f(i)) qj= u f(i)/= u f’i’f=fi. 1 
i<w i<w i<w 
Thus AAFlop is a free object in CPFlM with respect to strict mappings. 
Before we can derive an analogous result for reducible r-flows partially ordered 
and w-continuous scalar iteration flow theories have to be introduced. 
DEFINITION 8.3. (a) A scalar iteration flow theory T over MAP is partially 
ordered iff T is a partially ordered pointed flow theory over MAP and the iteration is 
monotonic. 
(b) A PIFlM-morphism is a monotonic IFlM-morphism. 
(c) Let PIFlM denote the subcategory of IFlM having partially ordered scalar 
iteration flow theories over MAP as objects and PIFlM-morphisms as morphisms. 
DEFINITION 8.4. (a) A partially ordered scalar iteration flow theory T over MAP 
is w-continuous iff T is an w-continuous pointed flow theory and the iteration is w- 
continuous. 
(b) A CIFlM-morphism is an w-continuous PIFlM-morphism. 
(c) Let CIFlM denote the subcategory of PIFlM having w-continuous scalar 
iteration flow theories over MAP as objects and CIFlM-morphisms as morphisms. 
The results of Section 7 imply 
PROPOSITION 8.3. (a) AAFFloFd is a partially ordered scalar iteration flow 
theory over MAP. 
REDUCIBLE FLOWCHARTS 195 
(b) AAFloFd is an o-continuous scalar iteration jlow theory over MAP. 
By means of Proposition 5.5 we also get 
PROPOSITION 8.4. Every w-continuous algebraic theory extending MAP is an w- 
continuous scalar iteration j7ow theory over MAP. 
Now we can show AAFFloJed to be a free object of PIFlM with respect to strict 
mappings. 
THEOREM 8.3. If T is a partially ordered scalar iteration flow theory over MAP, 
then every strict mapping 4,: I+ T has a unique extension to a PIFlM-morphism 
4 : AAFFloFd + T. 
ProoJ The proof is by induction on the iteration depth. According to 
Theorem 6.4 #0 has a unique extension to an IFlM-morphism # : AAFFloFd + T. It 
remains to show $ to be monotonic: 
Assume f, , f, E AAFFloFd(n, p) such that f, <f,. Obviously this implies f, it Q fi 
it. 
If f2it = 1, f, and f, are acyclic. Thus Theorem 8.1 implies f, 0 <f,#. Otherwise 
assume monotonicity to be proven for all iteration depths less than f2it. We 
distinguish two cases : 
(a) f, E G&. Since flit > 1 we have f2G > 0, whence f iit < f2it. Furthermore 
f, < f2 implies f: <f :. Thus the induction hypothesis implies f: $ <f: 4 and we have 
f,$ =f :+r = (f :e+< (f :b)+=f :+s =fd 
(b) fi g gr. According to Lemma 8.3 there exist g E AFFloFd(n, r + q) and 
h,,h,EAAFFlopd(r+q,p) such thatf,=g*h,,f,=g*h,, and h,<h,. 
It is easily seen that there further exist A : [r] + @$, B: [r] -+ AAFFloFd, 
h E AAFFloFd and x E SUR such that 
h, < h; = (ZB + 1J * x < h, = @A + IJ * h 
and for all i E [r], iB < iA holds. Lemma 8.1 then implies hi = (ZB + 1J * h. Since 
h, and hi differ only in vertices labeled with I another application of Lemma 8.3 
shows h, $ < hi $. Furthermore for all i E [r] we have tiit < f2 it. Thus from (a) we 
get for all i E [r] iB# < ti# which implies ZA# < CB#. Summarizing we have 
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As in the case of acyclic r-flows this theorem allows to derive the freeness of 
AAFloyd in CIFlM. 
THEOREM 8.4. If T is an w-continuous scalar iteration jlow theory over MAP, 
then every strict mapping (O : r-+ T has a unique extension to a CIFIM-morphism 
4 : AAFloFd + T. 
The proof is completely analogous to the proof of Theorem 8.2. 
9. AN EXAMPLE:NONDETERMINISTIC FLOWCHARTS 
In this section we present an operator system r which provides an extension to the 
class of flowcharts serving as the target language of a compiler in [ 71. 
We start from the same abstract data type as Thatcher, Wagner, and Wright: Let 
,?Y and E be the {int, Boolj-sorted signature and set of axioms as defined in [7]. Let S 
be a (& E)-algebra such that Sint = Z and S,,,, = { 1,2), where tt, = 2. The axioms 
ensure a reasonable integer arithmetic within S. 
The operations of r are to be interpreted as operations on a stack machine 
consisting of a random access memory and a stack. Each memory cell contains an 
integer and is represented by an element of Id, a nonempty set of identifiers. The 
contents of each cell may be loaded on top of the stack. The topmost stack elements 
are available for arithmetic and Boolean operations as defined in 5’. Furthermore it is 
possible to load the topmost stack element into the memory, and there is a nondeter- 
ministic choice operation. 
This informal description of the stack machine is made precise by the following 
definition of r and of an interpretation I. 
Let the one-sorted operator system r be defined as follows: 
ri := (load,, store,]x E Id} u {switch, cant} U U {zint,,,( w e (int}*}, 
r, := {choose,} u U {X’800,.w] w E lint}*}, 
and for all n > 3 r,, := {choose,,]. 
To interpret r we begin by defining Stk := [[w] -+ Z], the set of all possible stacks 
and Env := [Id + Z], the set of all memory contents. The representation of stacks as 
infinite words simplifies the formal treatment. The first symbol always represents the 
top of stack. 
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For e E Env, x E Id, and D E Z the mapping e[v/x] E Env is as usual defined by 
ye[v/x] := u, if y =x, 
:= ye, otherwise, 
for all y E Id. Define A := Stk x Env. For each n, p < w let RSUM,(n,p) be the set 
of all relations between A x [n] and A x [p], i.e., 
RSUM,(n,p) = Y(Stck X Env x [n] X Stk X Env X [p]). 
(In [7] the well-known algebraic theory SUM, is used as a semantic domain.) It is 
easily verified that RSUM, is an w-continuous algebraic theory extending MAP. 
Thus according to Proposition 8.4 it is also an w-continuous scalar iteration flow 
theory over MAP. 
The interpretation Z of Z in RSUM, now may be defined as follows: Assume 
u E Stk, e E Env, x E Id, V, u,, v2 E Z, Then 
(11) II:= 11,0, 
(12) (CT e)(load, Z)(h) 0, e), 
(13) (~0, e)(store,Z)(u, e[u/xl), 
(14) (vr urc, e)(switch Z)(u,v,o, e), 
(15) (6 e)(cont Z)(6 e), 
(16) for all c E zint,c, (0, e)(cZ)(cso, e), 
(17) for all aopl E &,t,,nt (vu, e)(~or,lZ)(t~~wlJ 0, e) 
(18) for all aw2 E 4nt,intint tv, v1 ~94twWW,~ 4 ~OPU ~~4, 
(19) for all b E &,ol, (u, e)(bZ)(u, e, b,), 
(I 10) (uu, e)(even Z)(u, e, u even,) 
(II 1) for all rel E ~;Bool,intint (u2 q 6 e)(rel ZM, e, t5,4 rel,), 
(112) for all n > 2, for all j E [n], (u, e)(choose, Z)(u, e,j). 
For sake of brevity in this definition of Z A x [ 1 ] is identified with A, and the infix 
notation for relations is used. 
According to Theorem 8.4 Z has a unique extension to a CIFlM-morphism 
r: AAFloFd + RSUM, . Thus f assigns to each reducible Z-flow f in AAFlo,(n,p) a 
relation f r between Stk x Env x [n] and Stk x Env x [p] . 
10. CONCLUSION 
The main result of this paper is the freeness of AAFloFd in the category of all w- 
continuous scalar iteration flow theories over MAP. It provides an extension to 
analogous results for finite flowcharts obtained by Elgot and Shepherdson in [ 121. 
198 HARTMLJT SCHMECK 
Section 9 demonstrates how this result reduces the investigation of specific 
statements in programming languages to the definition of an operator system r, and 
to choosing an appropriate w-continuous scalar iteration flow theory over MAP as a 
semantic domain. It should be interesting to include statements like “fork” and “join” 
known from parallel programming languages. 
As is demonstrated in [20,21] the freeness of AAFloFd further allows to define 
fixpoint semantics of recursive flowchart schemes in the same mathematically elegant 
way as is well known in the case of recursive tree schemes [2, 131. This might lead to 
a significant extension of the compiler correctness results of [ 7 J by allowing recursive 
structures in the source language. 
REFERENCES 
1. F. E. ALLEN AND J. COCKE, “Graph Theoretic Constructs for Control Flow Analysis,” IBM 
Research Report, RC3932, 1972. 
2. J. A. GOGUEN, J. W. THATCHER, AND J. B. WRIGHT, Rational algebraic theories and fixed point 
solutions, in “Proceedings, Foundations of Computer Science,” 147-158, Houston, Texas, 1976. 
3. J. A. GOGUEN, J. W. THATCHER, E. G. WAGNER, AND J. B. WRIGHT, Initial algebra semantics and 
continuous algebras, J. Assoc. Compuf. Mach. 24 (1977), 68-95. 
4. E. G. WAGNER, J. W. THATCHER, AND J. B. WRIGHT, “Free Continuous Theories,” IBM Research 
Report, RC6906, 1977. 
5. J. W. THATCHER, E. G. WAGNER, AND J. B. WRIGHT, Notes on algebraic fundamentals for 
theoretical computer science, in “Lecture Notes, 3rd Advanced Course on Foundations of Computer 
Science,” Amsterdam, 1978. 
6. E. G. WAGNER, J. B. WRIGHT AND J. W. THATCHER, “Many-Sorted and Ordered Algebraic 
Theories,” IBM Research Report, RC7595, 1979. 
7. J. W. THATCHER, E. G. WAGNER, AND J. B. WRIGHT, More on advice on structuring compilers and 
proving them correct, Theoret. Cornput. Sci. 15 (1981), 223-249. 
8. R. M. BURSTALL AND J. W. THATCHER, The algebraic theory of recursive program schemes, in 
“Proceedings, 1st Int. Symp. Category Theory Applied to Comp. and Control,” San Francisco, 
1974; Lecture Notes in Comput. Sci. 25 (1975), 126-131. 
9. C. C. ELGOT, Monadic computation and iterative algebraic theories, in “Proceedings, Logic Collo- 
quium 1973,” pp. 175-230, North-Holland, Amsterdam, 1975. 
10. C. C. ELGOT, Structured programming with and without GOT0 statements, IEEE Trans. Software 
Engrg. SE-2 (1976), 41-53. 
11. C. C. ELGOT AND J. C. SHEPHERDSON, A semantically meaningful characterization of reducible 
flowchart schemes, Theoret. Cornput. Sci. 8 (1979), 325-357. 
12. C. C. ELGOT AND J. C. SHEPHERDSON, “An Equational Axiomatization of the Algebra of Reducible 
Flowchart Schemes,” IBM Research Report, RC8221, 1980. 
13. J. H. GALLIER, “Semantics and Correctness of Classes of Deterministic and Nondeterministic 
Recursive Programs,” Ph. D. dissertation, UCLA, 1977. 
14. J. H. GALLIER, Recursion schemes and generalized interpretations, in “Proceedings, 6th ICALP,” 
Graz, 1979; Lecture Notes in Comput. Sci. 71, (1979), 256-270. 
15. J. H. GALLIER, Nondeterministic flowchart programs with recursive procedures: Semantics and 
correctness, I, II, Theoret. Comput. Sci. 13 (1981), 193-224; 239-270. 
16. J. H. GALLIER, Recursion-closed algebraic theories, J. Comput. System Sci. 23 (1981), 69-105. 
REDUCIBLE FLOWCHARTS 199 
17. M. S. HECHT AND J. D. ULLMAN, Flow graph reducibility, SIAM J. Comput. 1 (1972), 188-202. 
18. M. S. HECHT AND J. D. ULLMAN, Characterization of reducible flow graphs, J. Assoc. Compuf. 
Mach.21 (1974),367-375. 
19. S. MACLANE, “Kategorien,” Springer-Verlag, Berlin/New York, 1972. 
20. H. SCHMECK, “Zur algebraischen Charakterisierung reduzierbarer Flul3diagramme.” Dissertation, 
Bericht 3/81, Inst. $ Inform.u.P.M., Universitilt Kiel, 1981. 
21. H. SCHMECK, Algebraic semantics of recursive flowchart schemes, in “Proceedings, 9th ICALP, 
Aarhus, 1982; Lecture Notes in Compuf. Sci. 140 (1982), 489-501. 
