The dynamics of a one-dimensional stochastic non-equilibrium system of classical particles consisting of asymmetric death and branching processes is studied. The dynamical activity, defined as the number of configuration changes in a dynamical trajectory, is considered as a proper dynamical order parameter. By considering an ensemble of dynamical trajectories and applying the large deviation method, we have found that the system might undergo both continuous and discontinuous dynamical phase transitions at critical values of the counting field. Exact analytical results are obtained for an infinite system. Numerical investigations confirm our analytical calculations.
I. INTRODUCTION
Phase transitions are remarkable phenomena in both equilibrium and non-equilibrium systems. While traditional thermodynamics can be utilized to study the static phase transitions and fluctuations associated with configurations of a system, the thermodynamics of trajectories, sometimes known as Ruelle's thermodynamics [1] , can be used to study the dynamical phase behaviour. The latter approach has recently been adapted to stochastic systems [2] . According to this approach one first considers an ensemble for trajectories of the dynamics over which the time-extensive order parameters are defined. The order parameters are physical observables whose fluctuation behaviour determines the dynamics of the system. In the large deviation limit the probability distributions of the dynamical order parameters are fully captured by large deviation functions which play the role of dynamical free-energies, hence they are sometimes called the topological or Ruelle pressure [1] .
An important dynamical order parameter, which can be used to classify the various time realizations of the system, is the dynamical activity. It is defined as the total number of configuration changes in a trajectory during the observation time interval [2] . This physical observable has recently received considerable attention [3] . Specifically, it has been employed in studies of the dynamical phase transitions in glass former models and lattice proteins [4, 5] .
In a recent paper [6] the authors have studied the particle current fluctuations in a one-dimensional stochastic non-equilibrium system of classical particles. The particles are subjected to asymmetric branching and death processes. The existence of two particle reservoirs at the boundaries of the system prevents the system from obeying detailed balance, meaning that the probability cur- * Electronic address: p.torkaman@basu.ac.ir † Electronic address: farhad@ipm.ir rents do not vanish even in the stationary state. It is known that, in the long-time limit, the system equilibrates into a stationary state, where it might undergo a static phase transition from a high-density into a lowdensity phase, depending on the values of the microscopic transition rates. This is characterized as a bulk-induced phase transition. It has been shown that despite the simple nature of the process, the particle current fluctuation shows a highly non-trivial behaviour. While the probability for observing a particle current below the typical value in the steady-state is generated by those configurations consisting of a single domain wall, the probability for observing a particle current above the typical value is generated by those configuration consisting of multiple domain walls. However, a careful examination of the structure of the large deviation function for the probability distribution of the particle current suggests that the system might undergo dynamical phase transitions. This can be inferred from existence of discontinuities in the derivatives of the large deviation function for the probability distribution of the particle current which is closely related to that of the dynamical activity.
The main goal of the present paper is to study the dynamical phase transitions in this system. By investigating the behaviour of the average activity of the system, as a dynamical observable, below its typical value in the steady-state we have found that, in the limit of long observation time, the system indeed undergoes both continuous and discontinuous dynamical phase transitions. Below this typical value of the average activity, we have found four different behaviours for the large deviation function of the probability distribution of the average activity as a function of a counting field. These different behaviours are associated with three different dynamical phases in the system. In this low-activity region, we have characterized different phases according to the configuration of the system at the beginning and the end of each trajectory during the observation time.
At a first-order phase transition point, the system transits from a phase in which the average activity is solely generated by those trajectories whose initial and final configurations are referred to a fully occupied lattice, into another phase where the average activity is solely generated by those trajectories whose initial and final configurations are referred to a completely empty lattice and vice versa.
At a second-order phase transition point, in contrast, one encounters the following scenario. The average activity in one phase solely comes from those trajectories whose initial and final configurations are either referred to a fully occupied or a completely empty lattice while in the other phase the initial and the final configurations of the system at the beginning and the end of those trajectories who contribute to the average activity are referred to neither an empty lattice nor a fully occupied one.
Despite the simplicity of the stochastic nonequilibrium system studied in this paper, it shows an interesting phase behaviour. While the static phase transition in this system is solely determined by the bulk transition rates, the dynamical phase transitions are determined by both the boundary and bulk transition rates. This paper is organized as follows. In section 2 we start with the mathematical preliminaries. We will then define the model and review the known results in section 3. The exact expression for the typical activity is brought in the section 4. The dynamical phase behaviour of the model is studied in the section 5. The comparison between different dynamical phases is brought in the section 6. In section 7 the large deviation for the probability distribution of the activity is calculated analytically. The final section is devoted to the concluding remarks.
II. MATHEMATICAL PRELIMINARIES
In order to present a self-contained paper, we begin with a brief review of the known results on the theory of ensembles of trajectories [2] . Let us start with a continuous-time Markov process whose configuration space is given by {C}. We define P (C|K, t) as the probability of being in the configuration C at the time t given that the system has changed its configuration K times during the time interval [0, t]. The parameter K is in fact the activity of the system at the time t. We assume that a spontaneous transition from configuration C to C ′ takes place with a time-independent transition rate ω C→C ′ . It is easy to see that P (C|K, t) satisfies the following master equation
Multiplying the above equation by e −sK and summing over all values of the activity K ∈ [0, +∞] we find
in which we have defined
The parameter s is called the counting field in related literature. Using the quantum Hamiltonian formalism [7] the latter master equation can be written as follows
Considering the complete basis vector {|C } the matrix elements ofH s in this basis are
where r(C), which is the total escape rate from the configuration C, is
The formal solution of Eq. (3) is given by
Since at t = 0 the activity K is zero, then we have |P (0) s = |P (0) in which |P (0) is the probability vector at t = 0. Note that the probability for being in C at t = 0 is given by P (C|0) = C|P (0) . It is usually assumed that the system is in its steady-state at t = 0; therefore, we choose |P (0) = |P * so that
Let us consider an ensemble of trajectories in the configuration space of the system during the time interval [0, t]. Every member of this ensemble starts, at t = 0, from a given configuration C with the probability C|P * and after the course of time t has elapsed, it might have the activity K. We denote the probability of having a given activity K at the time t by P (K, t). It is clear that P (K, t) = C P (C|K, t). The moment generating function of the activity can now be calculated as follows
Denoting the right and the left eigenvectors ofH s by |Λ(s) and Λ (s)| respectively, we find
where Λ(s)'s are the eigenvalue ofH s . The above relation can be simplified even further if we assume that the large deviation principle holds for a very large observation time. This means that we asymptotically have
in which Λ * (s) is the largest eigenvalue ofH s which is known to be non-degenerate. On the other hand, |Λ * (s) ( Λ * (s)|) is also the corresponding right (left) eigenvector ofH s with the eigenvalue Λ * (s). Defining the activity per unit time k ≡ K t and assuming a large deviation form for P (K, t) in the large-time limit , the Legendre transform of Λ * (s) gives the large deviation function for this probability distribution [8, 9] P (k, t) ≍ e −tI(k) (6) in which
The above formulation has a simple physical interpretation. Let us consider an ensemble of trajectories in the configuration space of the system for which the counting field s has been kept fixed during the course of the time. This ensemble is known as s-ensemble in related literature. The dynamical partition function of the s-ensemble is given by Z(s, t) = e −sK (8) which, as we saw, has a large deviation form in the largetime limit. From one hand, the negative of the largest eigenvalue ofH s plays the role of a dynamical free energy whose singularities (or discontinuities of its derivatives with respect to s) determine the phase behaviour of the s-ensemble. On the other hand, it can be shown that the right eigenvector ofH s associated with its largest eigenvalue, which has been called |Λ * (s) , is in fact the probability vector of the final configuration, knowing that the value of s-ensemble average of the activity per unite time has been k s = − d ds Λ * (s) [11, 12] . The s-ensemble average of the activity per unite time, or its first cumulant, is defined as
which is equal to − d ds Λ * (s) in the large observation time limit. The n'th cumulant of the activity per unit time can be easily obtained by calculating n'th derivative of Λ * (s) with respect to s times (−1) n . Averages in the s-ensemble with s = 0 correspond to the steady-state averages or the typical values in the steady-state [5, 10] . The typical activity per unit time in the steady-state is given by
This is the value of the activity per unite time which minimize I(k) defined in (7) and corresponds to the most probable activity observed in the steady state. In summary, the concept of s-ensemble enables us to study how the dynamical phase of the system changes when the activity deviates from its typical value. For a given s the average activity is determined, hence one can construct an ensemble of trajectories with that value of the average activity which is not necessarily the typical value in the steady state. The necessary information to describe the dynamical phase of the system is embedded in the largest eigenvalue of the modified Hamiltonian and its corresponding left and right eigenvectors.
III. THE MODEL: KNOWN RESULTS
The model we are studying in this paper is a onedimensional stochastic system of classical particles defined on a finite lattice of length L with open boundaries. This is a special case of the model studied in [13] . The dynamical rules between two consecutive sites on the lattice consist of asymmetric death and branching processes A ∅ −→ ∅ ∅ with the rate ω 1 , A ∅ −→ A A with the rate ω 2 (10) in which a particle (vacancy) is denoted by A (∅). The particles are injected into the system from the left boundary of the lattice with the rate α provided that the target lattice site is already empty. They are also extracted from the right boundary of the system with the rate β provided that it is already occupied. By fine-tuning the microscopic reaction rates, the system might undergo a static bulk-driven phase transition from a high-density (for ω 1 < ω 2 ) to a low-density phase (for ω 1 > ω 2 ) [13] . Considering the following basis kets
which will be used throughout this paper, let us define a product shock measure with the shock front at the lattice site i as
for 0 ≤ i ≤ L. It is known that in the steady-state the probability vector |P * can be written as a linear superposition of these product shock measures with the property that the shock position i performs a biased random walk on the lattice. On the other hand, it is known that the steady-state the probability vector |P * can also be calculated using a matrix method [14] . By assign the operators E and D to the presence of a vacancy and a particle presented at given lattice site, the steady-state probability for being in a given configuration
in which τ i = 0 or 1 if the i'th lattice site is empty or it is already occupied by a particle. It has been shown that the auxiliary vectors |V and W | besides the operators E and D have a two-dimensional matrix representation given by [13] 
in which d is a free parameter. This matrix representation allows us to calculate the typical value of any physical quantity in the long-time limit. For instance, the typical value of the activity of the system in the steadystate which is calculated in the next section.
IV. TYPICAL ACTIVITY IN THE STEADY-STATE
In what follows we will show that the typical value of the activity in the steady-state k s=0 , for which the large deviation function I(k) defined in (7) is minimum, can be calculated exactly using the matrix method explained in the previous section. The typical value of the activity in the steady-state is given by
This can be rewritten as
It turns out that this expression can be calculated exactly using (12) and (13) . After some straightforward calculations we find
In the thermodynamic limit L → ∞ we have
Because of the symmetry of the model we will only study the low-density phase where ω 1 > ω 2 . It is easy to find the corresponding results in the high-density phase by considering the following transformation
From now on we will also drop the s-ensemble average subscript and consider k (instead of k s ) as the s-ensemble average of the activity. The most probable activity or its typical value will also be denoted by k * .
V. DYNAMICAL PHASE BEHAVIOUR OF THE MODEL
It is known that the fluctuations in a dynamical system can be captured from analytic properties of the largest eigenvalue of the modified stochastic HamiltonianH s which has been denoted by Λ * (s) [15] . Discontinuities in the first and the second derivatives of Λ * (s) are associated with the first-and the second-order dynamical phase transitions. We remind the reader that these derivatives are associated with the average and variance of the activity per unite time respectively.
On the other hand, the positive or negative values of the counting field s favor histories with non-typical values of the activity [2, 5, 10, 12, 16] . Throughout the forthcoming sections we will mainly concentrate on the positive values of the counting filed s. This means that we will deal with the s-ensemble average of the activity smaller than its typical value.
A. Eigenvalues of the modified stochastic Hamiltonian
Let us start with calculating the eigenvalues of the modified stochastic HamiltonianH s . We will then select the largest one in the s ≥ 0 region. As we will see, depending on the values of the microscopic transition rates, the model might undergo a continuous or discontinuous dynamical phase transition in this region. It turns out that the largest eigenvalue ofH s in the s ≥ 0 region can be obtained by considering the fact that the model has a (L + 1)-dimensional subspace of the configuration space, spanned by the vectors of type (11) , which is invariant under the evolution generated byH s . In other words, actingH s on any of these vectors results in a linear combination of the vectors in the same subspace. More precisely, we havẽ
One can now easily construct the right eigenvector ofH s by writing
for whichH
Although this will only give us L+1 eigenvalues ofH s out of 2 L , our careful numerical investigations have confirmed that the largest eigenvalue of theH s in the s ≥ 0 region lies among these eigenvalues. Substituting (19) in (20) and using (18) one finds the equations governing C i (s)'s. These equations can be solved using a plane wave ansatz to obtain
and that
where
The eigenvalues are also given by
where the equation governing z is
This equation has obviously 2L + 4 solutions. It is clear that if z is a solution, then z −1 is also a solution. On the other hand, the trivial solutions i.e. z = ±1 have to be eliminated since the result in two zero eigenvectors. This equation finally gives us L+1 solutions which correspond to the same number of eigenvalues.
For a finite system one can solve (25) numerically. Nevertheless, one can solve (25) analytically in the thermodynamic limit L → ∞. Assuming |z| > 1, we have found that in the thermodynamics limit the Eq. (25) has two real solutions and a phase solution. The real solutions are given by
By substituting these real solutions in (24) one finds two eigenvalues Λ 1 (s) and Λ 2 (s) which are given by the following expressions
where we have defined
The phase solution of the Eq. (25) results in an eigenvalue whose maximum value is given by
B. The largest eigenvalue in the s ≥ 0 region
In the previous section we diagonalizedH s in an invariant sector in which the largest eigenvalue in the s ≥ 0 region lies. In the thermodynamic limit the largest eigenvalue ofH s highly depends on both the microscopic transition rates of the model and the counting field s.
It turns out that in the low-density phase ω 1 > ω 2 and for s ≥ 0, three different regions can be distinguished depending on the values of s, α and β. In each region the largest eigenvalue ofH s in the thermodynamic limit is given by either the expressions Λ 1 (s), Λ 2 (s) or Λ Ph (s). 
The reader can easily check that the first derivative of Λ 1 (s) with respect to s at s = 0 gives the result obtained from the matrix method in (17) for ω 1 > ω 2 . For ω 2 > ω 1 one can use the transformation introduced in the previous section. This can also be obtained from the first derivative of Λ 2 (s) with respect to s at s = 0. In order to have a better understanding of the dynamical phase structure of the model, we have specifically considered four different points in the space of the parameters defined as follows 
.
(32) It turns out that we have Λ * (s) = Λ 1 (s) for 0 < s < s c while Λ * (s) = Λ 2 (s) for s > s c . The line C goes through the regions I, II and III. By moving along the line C one might encounter two second-order dynamical phase transitions at s = s α and s = s β given by the following expressions
For 0 < s < s α the largest eigenvalue is given by Λ * (s) = Λ 1 (s), for s α < s < s β it is given by Λ * (s) = Λ Ph (s) and for s > s β it is given by Λ * (s) = Λ 2 (s). Finally, along the line D a second-order dynamical phase transition takes place at s = s α given by (33). Along this line and for 0 < s < s α we have Λ * (s) = Λ 1 (s) while for s > s α the largest eigenvalue ofH s is given by Λ * (s) = Λ Ph (s). As s → ∞, the phase diagram of the model in terms of α and β, similar to the one given in the third column of FIG. 2 for a finite s, will approach to the following picture. The phase I is limited to the region defined as α < ω 1 + ω 2 and β > α. The phase II, on the other hand, is limited to the region β < ω 1 + ω 2 and α > β. The phase III is also given by the region α > ω 1 + ω 2 and β > ω 1 + ω 2 .
The comparison between the numerical and analytical results obtained for the largest eigenvalue ofH s along the three lines B, C and D is given in FIG. 3 . As can be seen the numerical results confirm our analytical calculations. The first and the second derivatives of the largest eigenvalue obtained from the analytical calculations are also plotted in the same figure. We have checked that the analytically obtained discontinuities of Λ * (s) occur at the points predicted by the numerical results.
VI. COMPARISON BETWEEN DIFFERENT DYNAMICAL PHASES
In this section we would like to comment on the differences between the dynamical phases (or the regions I, II and III) discussed above. We remind the reader that we are studying the low-density phase ω 1 > ω 2 under the condition s ≥ 0 which means that our results will be valid for k < k * . Note also that s and k are related through k = − d ds Λ * (s). As we mentioned, the right (left) eigenvector ofH s associated with its largest eigenvalue is the probability vector of the final (initial) configurations knowing that k has been kept fixed through the evolution of the system in the steady-state. Although the right eigenvector ofH s associated with its largest eigenvalue |Λ * (s) can be calculated exactly for any arbitrary positive s in the thermodynamic limit, its left eigenvector Λ * (s)| is more complicated to be calculated. As a matter of fact, as it is given in (19), the right eigenvector |Λ * (s) can be written as a linear combination of L + 1 product measures of the type (11) . In contrast, the left eigenvector Λ * (s)| should be written as a linear combination of 2 L properly chosen basis vectors associated with all possible configurations of the system. It turns out that finding closed analytical expressions for the coefficients of this expansion for a finite L, seems to be a formidable task.
The probability of being in the configuration {τ } = {τ 1 , . . . , τ L } at the end of a trajectory, provided that a fixed k is observed during the observation time, can be calculated as follows. Considering the fact that for s ≥ 0 the final configuration of the system can be only one of the states defined in (11), we define the expression
which gives the probability that the final configuration in a trajectory is {τ 1 , . . . , τ L } = {{1} i , {0} L−i } provided that the average activity has been k. The coefficients C i (s)'s are given in (21). On the other hand, the coefficients a(z) and a(z −1 ) in (21) are given in (22) and the proper z in each region should be obtained from (25), hence for a system of size L, (35) can be calculated, in principle, using (21)-(25) in each region.
The probability that the initial configuration in a trajectory with a fixed k is {τ } = {τ 1 , . . . , τ L } will be denoted by P initial ({τ }|k). It turns out that in the thermodynamic limit this quantity can be only calculated analytically for s → +∞ and s = 0; however, they can be obtained numerically for a finite system and any arbitrary s.
Let us start with s = 0 where the only dynamical phase is the region I. Regardless of the values of α and β the system is in the low-density phase and the average activity is given by k * in the first line of (17). Since at s = 0 we have |Λ * (s = 0) = |P * , using the matrix method one finds that
It is clear that in the low-density phase where η < 1 and in the large-L this exponentially decaying function is almost zero everywhere except near the left boundary where i is close to zero. This means that the lattice is almost deserted or only a few particles are present near the left boundary. The left eigenvector of Λ * (s = 0)| can be obtained by noting thatH s=0 is a stochastic matrix, hence we have
This implies that the probability for being in any configuration {τ } at the beginning of a trajectory is
Our numerically exact investigations show that at a finite s the initial configuration of the system at the beginning of a trajectory can be basically any arbitrary {τ }. However, as s increases toward positive infinity the initial configurations of different trajectories can be only one of the states defined in (11) .
Let us now define ǫ ≡ e −s where 0 ≤ ǫ ≤ 1 when s ≥ 0. Considering the large-s limit corresponds to the very small activities and obviously the rare events. Either using the exact results obtained in the previous section in the thermodynamic limit or the conventional pertur- bation method one finds, up to the order ǫ
As can be seen in (37) the first correction to the largest eigenvalue ofH ∞ , is of order ǫ 2 in the regions I and II, while it is of order ǫ in the region III. We have also found that, up to the order ǫ 2 , the right eigenvector of H s in the region I is given by
while its corresponding eigenvalue is given by the first expression in (37). The eigenvector |Λ * (ǫ) associated with the largest eigenvalue ofH s in the region II, given by the second expression in (37), is
We have found that in the region III, up to the order ǫ 0 , the eigenvector ofH s associated with its largest eigenvalue, which is given by Λ Ph (ǫ) in (37), has the following form
The reader should note that the above expansion does not contain a fully occupied lattice. It is worth mentioning that for a system of size L the largest eigenvalue ofH s and its corresponding eigenvector in the region III can be obtained using the perturbation method and one finds
up to the order ǫ and ǫ 0 respectively. The reader can readily check that in the thermodynamic limit L → ∞ these expressions converge to the third expression in (37) and (40) respectively.
As s → +∞, in the region I the largest eigenvalue of H ∞ is equal to −α. Its corresponding right eigenvector will be denoted by |00 · · · 0 which represents an empty lattice. It turns out that the left eigenvector ofH ∞ with the eigenvalue −α is also given by 00 · · · 0|. This means that the trajectories with almost zero activity start from an empty lattice and end to an empty lattice. In the region II, the right (left) eigenvector ofH ∞ is given by |11 · · · 1 ( 11 · · · 1|) representing a fully occupied lattice. The corresponding eigenvalue is −β. In this phase the zero activity comes from those trajectories which start from a completely occupied lattice and also end to the same configuration. The situation in the region III is slightly different. The right eigenvector ofH ∞ with the eigenvalue −(ω 1 + ω 2 ) is highly degenerate. Using (40) one finds
This distribution is picked around the point i * = | ln η|
and it is almost zero elsewhere. In summary, for a finite s and in the large-L limit in the region I, it is more probable that the configuration of the system at the beginning of a trajectory is an almost empty lattice. Considering the fact that the largest eigenvalue ofH s in this region, given by Λ 1 (s) in (28), depends only on α one might conclude that the activity of the system in this region is mainly produced by those trajectories during which the system has almost been empty and that only the particle injection has generated the activity. In the region II we have found that it is more probable that the initial configuration in a trajectory is an almost fully occupied lattice. The largest eigenvalue ofH s in this region is given by (29) which clearly depends only on β. This implies that the right boundary or the extraction of particles will play the major role in creating the activity of the system in this region. Finally, in the region III it is more probable that the trajectories start from (and end to) those configurations in which the lattice is neither fully occupied by the particles nor it is completely empty. The fact that the largest eigenvalue of H s , given by (30), does not depend on α and β confirms the idea that the activity actually comes from the bulk of the system and the boundaries do not play the role.
As a closing remark we would like to comment on the dependence of the largest eigenvalue Λ * (s) in (37) on ǫ. Let us write the right eigenvector ofH s associated with its largest eigenvalue in each phase as
where |Λ 0 = |Λ * (∞) . The conventional perturbation theory gives the largest eigenvalue as
s is the off-diagonal part of the matrixH s . In the region I we have |Λ 0 = |00 · · · 0 . The first correction to Λ * (∞) = −α is clearly zero sinceH o s cannot connect an empty lattice to an empty lattice. However, it does connect |10 · · · 0 to |00 · · · 0 (see (38) ). This is the reason why the first correction to the eigenvalue in the phase I is of the order ǫ 2 . The similar reasoning is true for the phase II. In the phase III, in contrast, the first correction to the eigenvalue Λ * (∞) = −(ω 1 + ω 2 ) is of the order ǫ since the operatorH o s can connect |Λ 0 given in (40) to itself.
VII. THE LARGE DEVIATION FUNCTION
Having the largest eigenvalue ofH s in each region, one can easily use (7) to calculate the large deviation function for the activity of the system along the lines A, B, C and D.
Along the line A the largest eigenvalue ofH s is given by Λ 1 (s) for 0 ≤ s < +∞, since this line lies completely in the region I. There is no discontinuity in Λ 1 (s) of any type in this case. The large deviation function for the activity probability distribution is given by
Along the line B we have a first-order phase transition at s c by the expression in (32) (see also the first row of FIG. 3) . As it is known [15] , the fact that the first derivative of the largest eigenvalue with respect to s is discontinuous at s c will result in a linear behaviour for the large deviation function. This means that the large deviation function has three parts: two nonlinear parts I 1 (k) and I 2 (k) given by
in which
and a linear part which connects these two parts. In  FIG. 4 (the first row) we have plotted the large deviation function I(k) as a function of k obtained from both analytical and numerical calculations. The large deviation function for k < k c1 (k > k c2 ) is given by I 2 (k) (I 1 (k)). They both lie on the numerically obtained results. For k c1 < k < k c2 it can be seen that the numerical results do not lie on either of the analytical functions. This is the interval where the large deviation function is a linear function of k.
Along the line C the second derivative of the largest eigenvalue ofH s with respect to s has two discontinuities at s α and s β (see the second row of FIG. 3) . Since the first derivative of Λ * (s) is continuous along this line, no linear behaviour is observed in its corresponding large deviation function. The large deviation function has three parts along the line C. For 0 ≤ k ≤ k β it is given by I 2 (k) while for k ≥ k α it is given by I 1 (k) in which
Finally, for k β ≤ k ≤ k α the large deviation function is given by
As in the previous case, we have plotted both the analytical and numerical results for the large deviation function along the line C in FIG. 4 . In this case all three parts of the analytical large deviation function lie perfectly on the numerical results. As we explained above, long the line D we encounter a second-order phase transition when we move from the region I to the region III. In terms of the largest eigenvalue ofH s it takes place at s α . Using the Legendre transformation (7) we have found that for k > k α the large deviation function is given by I 1 (k) while for 0 ≤ k ≤ k α it is given by I Ph (k). As can be seen in  FIG. 4 (the third row) the numerical results lie on the theoretical predictions along this line.
VIII. CONCLUDING REMARKS
In this paper we have studied the dynamical phase transitions in a one-dimensional stochastic nonequilibrium system. The bulk reactions consist of asymmetric death and branching of particles. The particles can enter and leave the system from the boundaries. In the steady-state the system undergoes a static phase transition in the thermodynamic limit which is controlled by the bulk reaction rates. Considering the activity of the system as a dynamical order parameter, we have found that the system might undergo a dynamical phase transition in the thermodynamic limit which is determined by both the boundary and bulk transition rates. It turns out that the dynamical phase diagram has three different regions or phases. The physical properties of each phase is studied in detail in the thermodynamic limit. We have found that the activity of the system is generated either by the reactions at the boundaries (in the regions I and II) or by the bulk reactions of the system (in the region III).
In is known that for the systems with unbounded configuration space, (5) should be treated with care since one of the quantities C C|Λ * (s) or Λ * (s)|P * might diverge. In this case the scaled cumulant generating function of the dynamical observable defined as
is no longer given by the largest eigenvalue of the modified Hamiltonian [17, 18] . In present paper we start with a system of length L which has a bounded configuration space. Taking the limit t → ∞ one finds that the scaled cumulant generating function is given with the largest eigenvalue of the modified Hamiltonian. We will then take the thermodynamic limit L → ∞. It seems that in the thermodynamic limit the configuration space of our system becomes infinitely large; however, we have carefully checked that non of the above mentioned quantities diverge (at least for s ≥ 0). From one hand, since |Λ * (s) is calculated exactly in all three dynamical phases in the thermodynamic limit, one can easily check that C C|Λ * (s) never diverges. On the other hand, if we consider Λ * (s)|P * as a power series of ǫ we can easily see that for ǫ = 0 the expression Λ * (∞)|P * is clearly finite and equal to the probability of having a completely empty or a fully occupied lattice in the phases I and II respectively. Our exact analytical calculations in the phase III show that Λ * (∞)|P * is also convergent. For ǫ = 1 one finds that Λ * (s)| = C C| which results in Λ * (s)|P * = 1. We have also calculated the large deviation function for the probability distribution function of the activity in each phase.
There are still many open problems that can be studied separately. Most of our calculations are performed in the thermodynamic limit. It would be interesting to study the finite-size effects i.e. the dependence of the eigenvalues and the eigenvectors of the modified Hamiltonian of the system on the length of the lattice L in all three dynamical phases. On the other hand, the case s < 0 which corresponds to the average activity above the typical value has not been studied in this paper and needs a careful and detailed study. The largest eigenvalue of the modified Hamiltonian for negative values of s generates the large deviation for the fluctuations of the activity above its typical value.
