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ABSTRACT 
The linked pair of two parameter eigenvalue problems (T,,, - h,V,, - &V,,jr, 
= 0, xnr # 0, x,,, E H,, is considered for Hermitian matrices T,,,, Vml, V,, acting on 
the finite dimensional Hilbert spaces H,,,, m = 1,2. We dispense with customary 
definiteness conditions, although for m = 1,2 we assume the existence of a linear 
combination of V,,, V,, which is definite. An embedding technique is used to study 
eigenvalues X E R2 of specified variational index, the transition between real and 
nonreal eigenvalues, and algebraic multiplicity. 
1. INTRODUCTION 
Multiparameter eigenvalue problems of the form 
where 
x = (X1,..., A,) E ck, 
and T,,,, V,, are linear operators in the Hilbert space H,, have been studied 
mainly at two levels of generality. The system (1.1) is said to be nonsingular 
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(respectively, definite) if the determinantal operator A, defined on H = 
@L_ lHm by A0 = @ det[V,,] is nonsingnlar, (respectively, definite). Non- 
singular problems in finite dimensional spaces are studied in [l, Chapter 61, 
and there are various extensions to Banach space settings: cf. [6]. Definite 
problems (for self-adjoint operators T,,,, V,,) have a much richer theory in 
finite dimensions [l, Chapters 7-10; 21, with many extensions to Hilbert 
space settings; see e.g. [8]. Actually A,, can sometimes be replaced by a linear 
combination of A,, Al,. . . , A, where Ai is defined as for A, but with the ith 
column replaced by [Tl . . . Tk]‘. This generalization will be discussed at 
various points below, but we continue our introduction with A,,. 
It is our purpose here to start bridging the gap between the nonsingular 
and definite cases by discussing self-adjoint, but generally indefinite, prob- 
lems for the case k = 2 in finite dimensions. Both nonsingularity and definite- 
ness can then be tested directly in terms of the operators V,,,,, the passage to 
tensor products being unnecessary [l, Theorems 6.3.2, 7.8.21. We now 
indicate briefly what is known for the cases considered. 
Under nonsingularity the matrices I’, = Ai ‘A,, n = 1,2, commute and 
thus decompose H into nontrivial joint algebraic eigenspaces 
A(A) = ; N(rn-A,Z)N, XEC2, 
n=l 
where N > dim H. We note that A(h) has a geometric eigensubspace 
G(A) = ; N(r,, - &,I), 
n=l 
and it can be shown that 
cf. [ 1, Chapter 61. We note that the sum of the geometric eigenspaces may be 
described directly in terms of the data in (1.1) but it remains an open 
question to do this for all of H. 
Under definiteness the I’, are self-adjoint if H is given the inner product 
(A,,., 0) and thus all the matrices I’,, - h,Z have ascent one if X E R 2, and 
then A(X) = G(X). Moreover, (1.1) forces 0 to be (say) the i,,,th eigenvalue 
(in ascending order) of W,(X) when counted according to multiplicity, and 
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thus a variational in&x i may be attached to X. It can be shown that 
precisely one eigenvalue X exists for each index i, and this offers an 
alternative approach to the completeness of the G(X) in H; cf. [2]. 
Without definiteness we may have A(X) # G(x), there may be no (or 
several) X corresponding to a given index i, and there may be nonreal 
eigenvalues X E C 2\W 2. We shall study (1.1) under the condition 
each pair ( Vml, V,,) admits 
a definite linear combination. 
(1.2) 
In Section 3 we use (1.2) to transform (1.1) to the form 
W,(X)r, = (T, - x,z - X2V12)X, = 0, 
w,(G2 = (T, - xy,, - X,Z)x, = 0. (1.32) 
(1.31) 
Eigencurves for individual equations of this type have been studied in [4,5], 
and in Section 2 we give preliminary information on such a single equation in 
two parameters. This not only extends and completes the work cited in 
certain respects (in finite dimensions), but also provides a summary of results 
to be generalized to the case k = 2 in the following sections. Section 3 is 
devoted mainly to conditions on the eigencurves for (1.3m) related to the 
definition of nonsingularity. Indeed, we describe both nonsingularity and 
definiteness in terms of the directions of the eigencurve asymptotes. 
In Section 4 we embed (1.3) parametrically, replacing T2 by T, + pZ, thus 
translating the eigencurves of (1.32) along the X2 axis by an amount + p. For 
large /.L, A2 becomes definite and consequently all eigenvalues X satisfy 
A(X) = G(X). Moreover, each such X belongs to W2, and we follow with an 
analysis of variational indices for definite, nonsingular, and even singular 
cases. In Section 5 we decrease p to zero and monitor the transition between 
real and nonreal eigenvalues. We study the variation of A(X) and G(A) with 
p. In particular, dim A(A) is characterized in terms of the order of contact of 
eigencurves. Similar ideas have been investigated for a special (elliptic) 
definiteness condition in [3], but here we work without definiteness condi- 
tions and we extend our analysis to singular cases as well. 
Throughout, corresponding upper- and lowercase letters will denote oper- 
ators and their associated quadratic forms. Thus S,( * ), t,( *) are the quadratic 
forms arising from A,,, T,. We use d, + 1 for dim H,, and d + 1 for dim H. 
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2. ONE EQUATION IN TWO PARAMETERS 
In this section we shall use notation similar to that of [4, 51. Specifically, 
we study the equation 
(T-AS-pZ)x=O, x # 0, XEH, (2.1) 
and its variational eigencurves. Here T, S are self-adjoint and dim H = d + 1. 
The eigencurves are the graphs of the eigenvalues 
PO(A)< ... <$(A) 
of T - AS, listed by multiplicity. The curves will also be discussed via the 
equation 
[s-A-+( -A-$)z]x=o, x # 0, x E H. (2.2) 
which is equivalent to (2.1) when X f 0. 
LEMMA 2.1. The j%nctim pi are anulytic except at finitely many 
points, and for IhI large enough any two such functions either agree 
identically or agree nowhere. 
Proof. It is known from (2.1)-cf. [4, Corollary 2.3]-that the pi(h) are 
analytic in A except at a set of points without finite accumulation; and 
similarly, from (2.2), the pi(X)A and hence the p’(X), are analytic except 
at a set of points X- ’ without finite accumulation. The claims of the lemma 
are now immediate. n 
In view of this result, the pi possess one sided Taylor expansions at every 
point and two sided expansions except at finitely many points. The lowest 
Taylor coefficients can be calculated as follows. 
LEMMA 2.2. 
(i) pi(X) is the ith greatest eigenvalue of T - AS. 
(ii) (#)‘*(A) = - s(x *) fbrsome z + E N:= N(T - XS - $(X)Z). In fact 
x f may be taken as an eigenvector for PSI,, where P is the orthoprojector 
onto N. 
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Proof. (i) is a matter of definition, and the first contention in (ii) is [4, 
Corollary 2.31. For the second, we take /,L and x in (2.1) to be differentiable 
in h on the right. Then 
[T-AS-p’(X)]x:(X)=sx(X)+(p’)‘+(X)x(h). 
Applying P, we have 
o= z%(X) - s(x(X))x(X), 
which is the desired result. 
Starting with (2.2) in lieu of (2.1), we can write 
A-$*(A) - E a*iA-i for *A-‘>O, 
j-0 
so 
pi(h)=d~A+d; + E dp-j 
j-2 
asX+fco. 
(2.3) 
COROLLARY 2.3. 
(i) _ a$J = a!-i.0 is the ith greatest eigenualw of S. 
(ii) a*: = t(x) for some r E # := N(S + ai: I). In fact x may be taken as 
an eigenvector for FTJ fi, where P i.9 the mthoprojectm onto rS. 
(iii) (p’)‘(X)+a*i a8 A+ foo. 
Proof. (i) and (ii) follow from Lemma 2.2, the connection between left 
and right hand asymptotic slopes a*: coming from [4, Theorem 5.11. 
(iii): From (2.1), 
0 = t(x(A)) - Xs(r(X)) -p’(h), 
so since p*(X)/X + a*: as X + f OD, we see that p’(X), which exists for (X( 
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large enough by Lemma 2.1, satisfies 
p’(X) = - s(r(X)) -+ d,“. n 
When ]p] is large, say JCL] > Z.L*, pi approaches its asymptotes, which by 
(2.3) have equations ZJ = ui,” A + ai: as X + * co, at least when ui,” Z 0. Thus 
in this case, the number n(i) of eigenvalues (h, Z.L) of index i is constant for 
large p and can be obtained via the asymptotes. 
LEM~IA 2.4. Suppose IpI > p*. 
(i) ZfN(S) = {0}, then each uik # 0 and n(i)+ n(d - i) = 2 f&r uZZ i. 
(ii) ZngenemZn(i)+n(d-i)<2 and dimN(S)+Cf=&i)=d +l. 
Proof (i): By Corollary 2.3(i), precisely two of uit, a$‘*’ are positive 
and two are negative. Thus two asymptotes intersect any line /.r = (Y for 
I4 ’ P** 
(ii): If uy = 0 z a?, then, as above, n(i) + n(d - i) = 1 and one zero 
eigenvalue of S is accounted for. If ui,” = 0, then n(i j + n(d - i) = 0 and two 
zero eigenvalues (u ‘;p, a?) of S are accounted for. This completes the proof. 
W 
As ]1_~] decreases to zero, the n(i) change, and bounds on these quantities 
in the nonsingular case N(S) = (0) can be found in [5]. Key tools in that 
analysis are the geometric and algebraic eigenspaces, which in the present 
context are defined as 
G(A) = N(T - AS), Gb) = N(S), 
A(X) =Sp{xjl(T-hS)rj=S~j-l, xo~G(‘)}, 
THEOREM 2.5. Suppose T and S have a nonsingular linear cm&in&ion. 
Then H = A(co)+CA(X). 
Proof. In the nonsingnlar case the result follows from the completeness 
of the subspaces A(h) = N((S-‘T - XZ)d+‘), X EC. In the singular case we 
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suppose a,T + a$ is invertible, and we write (2.1) in the homogeneous form 
(X,2- - X,S)r = /Lx. 
Then easy computations give 
G(A) = N(A), A(X) = N(Ad+‘), 
G(oo) = N(B), A(cc) = N(Bd+‘), 
where 
A = (a,T + a$) -‘S - X,(a,h, + a,X,) -'I, 
B=(cx,T+a,S)-‘S (corresponding to X a = 0). 
Now we may use the nonsingular theory to complete the proof. l 
When X is real, A(X) can be characterized via the eigencurves. We 
reproduce a result for a special nonsingular case from [5]. 
THEOREM 2.6. Let dimG(A,) = 1. Suppose p’(A) = C~_,&~(X - ha)i 
fbr small ]X - A,] with ai0 = . . * = dpl = 0 # ail. Then dim A(X,) = 1 and 
z(Q, z’(&),.**, x(l-r)( X0) spun A( X0). 
In the singular case we may apply analogous reasoning via (2.2). Thus if 
dim G( 00) = 1, then A( cc) is spanned by derivatives as in (2.2), and dim A( co) 
is characterized by the first nonvanishing uil for appropriate i. When 
dimG(X,) > 1 and/or dimG(co) > 1, direct sums of these constructions can 
be used. We omit details. 
3. SINGULARITY CONDITIONS 
We now consider the linked system of two parameter eigenvalue prob- 
lems discussed in the introduction: 
Our fundamental hypothesis here is the existence of two vectors a, p such 
that C, = aiV,, + aaVis and C, = &V,, + &V# are positive definite and with- 
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out loss a,V& + a,VG and /3,V,, + &Vi, are nonsingular. We can endow H, 
with the inner product (C; , a), and we can apply CL’ to both sides of (3.1). 
Finally, taking a, f3 as directions for the X = (Xi, A,) axes, we are led to the 
system 
(T1- x,z - X2V&, = 0, x,+0, ~1 E H,, 
(T, - x,v,, - X,Z)r, = 0, 
(3.2) 
x2 + 0, ~2~4, 
where both Vi, and Vs, are nonsingular. We shall commonly abbreviate (3.2) 
as 
wnG%I =O, x,#O, x,EH,, m = 1,2. 
The equations appearing in (3.2) are, of course, of the type considered in 
Section 2. 
We shall use H = H,@ H, and 
A0 = Z - Vi28V2i. 
This operator is important in multiparameter spectral theory, and in particu- 
lar, its nonsingnlarity (or at times, its definiteness) can be linked to the 
solvability of the system (3.2). It is the aim of this section to discuss these 
connections from algebraic and geometric viewpoints. 
Let the dimensions of H,, Hz be d, + 1, d, + 1 respectively. Suppose Vi, 
has eigenvalues pi with corresponding orthonormal eigenvectors yj, 0 =g i < d 1, 
while V,, has eigenvalues rlj and orthonormal eigenvectors zj, 0 6 j d d,. 
The decomposable tensors yi 8 z j form an orthonormal basis for H and are 
eigenvectors for A, corresponding to eigenvalues 1 - piqj. This effectively 
gives the spectral decomposition for AO. 
PROPOSITION 3.1. The dimension of the null space of Aa is given by the 
number of pairs i, j such that l/p, = vi, or by the number of pairs of 
asymptotic lines, one from each of the equations in (3.2), with equal s2upe.s. 
Proof. The first claim is a direct consequence of the spectral decomposi- 
tion of A0 obtained above. From Proposition 2.3 we see that the asymptotes 
from the first equation of (3.2) have slopes - pi when expressed as functions 
of A,, and thus slopes of - l/p, when expressed as functions of Xi. (Note 
that Vi, is nonsingular and so pi # 0, 0 d i Q d,). The second equation from 
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(3.2) leads to asymptotes which, as functions of hi, have slopes - fij. The 
result is now immediate. n 
We now consider the system of equations 
(Tl - All - X2V12)Xl = 0, Xl + 0, Xl E H,, 
(T2+pz-X1v~,-h2z)x2=0, x2 # 0, ~2 E 42, 
where p E R, which as before we abbreviate as 
Wm(L Pbm = o, x,,,+O, x,EH,, m = 1,2. 
The behavior of this system as ~1 varies will be of particular interest, but 
for now we state 
THEOREM 3.2. The following are equivalent: 
(i) A, is rwnsingulur. 
(ii) The system (3.2) or (3.3) has no pair of asymptotes, one j&n each 
of the eguatiuns inuolued, which are parallel. 
(iii) There is no rumzero a E C 2 such that both a,Z + a2V,, and alV2, + 
a,Z are singular. 
(iv) Zf A” E C2, CL,, E R, x,, E H,, llr,,J = 1, n = 1,2, satisfy 
~n/llX”II + 0, and (An, p,,, x,,) solve (3.2), then A” are bounded. 
Proof. The equivalence of (i) and (ii) was discussed in Proposition 3.1, 
and [l, Theorem 6.3.1, p. NM] covers the equivalence of (i) and (iii). Suppose 
A,, is nonsingular and (A”, r_l,, x,,) exist as in the hypotheses of (iv). If 
X” # 0 then 
i 
Tl 
- - Qz - k2V12 Xln = 0, 
ll~nll 1 
i 
g - iy2, - i$z 1 X2” = 0, 
vvhve$= (Q, ti2) = Xn/(]X”]]. By using subsequences if necessary, we can 
n + a, llall= 1, and r,,_,+x,,,, ]]x,,,]] = 1, m = 1,2. If X” are 
nnbounded, then letting n + co in the equations above, we discover that 
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both (~~1 + Q,, and arVs, + a,Z are singular, 
n 
COROLLARY 3.3. Zf A,, is rwnsingulur and if two analytic eigencurves, 
one j+nn each of the equations in (3.3), meet, then their order of contact is 
finite. 
Proof. If the two curves in question were to have infinite order of 
contact, they would agree everywhere; by the results of Section 2, the two 
problems from (3.3) would have a pair of parallel asymptotes; and A, would 
thus be singular. n 
DEFINITION 3.4. The problem (3.2) or (3.3) is said to be right definite if 
A0 is either positive definite or negative definite. 
COROLLARV 3.5. The problem (3.2) is right definite if 1 - piq. > 0 for 
all 0 < i < d,, 0 < j < d,, or if 1 - piqj < 0 for all such i, j. Zf all tke slopes 
of the asymptotic lines jknn the second eguution are exceeded by all the 
slopes of increasing asymptotic lines and exceed all the slopes of decreasing 
asymptotic lines j&m the first equation, then A0 is positive definite. 
Proof, The results follow from Proposition 3.1 and the discussion above. 
n 
Statements similar to the second sentence can be formulated to cover the 
case of A,, being negative definite. 
4. REAL EIGENVALUES 
We turn now to a study of the real eigenvalues X E W 2 for (3.3). A real 
eigenvalue X will be labeled x’ and will be said to have variational index 
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i = (ii, is), where 0 < i, _( d,, 0 d is B d,, ii, is integers, if W,(X, p) has 0 as 
its i,,,th eigenvalue in ascending order. Such variational indexing has been 
studied extensively; see for example [2, 41. The eigencurves for the problem 
corresponding to m = 1 in (3.3) are expressible by functions of As as X’r( X s), 
0 Q i < d,, and those for m = 2 by functions of the form h&A,)+ ZJ, 0 G j G 
d,,. An eigenvalue Xi, then, represents a point where the graphs of Aii and 
Xi + p intersect. 
We begin by considering the homogeneous formulation of (3.3) using the 
eigenparameter (X,, X,X,) E W3, viz. 
(X,T,-A,Z-h,V,,)x,=O, r,#O, X,EH,, 
as investigated in [2]. As well as A, and its associated quadratic form a,, we 
shall also require the operators 
and 
As(p) = Z8Ts - T,@Vs, + ,uZ 
=hs+/.~Z, 
and their associated quadratic forms. 
When p is sufficiently large, A&) is definite, and so the system (3.3) 
then satisfies Atkinson’s definiteness condition II [l, p. 1221, and so we may 
use the analysis of [l, Chapter 71 or of [2]. We shall continue to assume that p 
is sufficiently large for A&) to be definite. 
In the homogeneous formulation it is clear that when X = (ha, hi, h,) E 
R 3 is an eigenvalue, so is - X. In order to produce a systematic indexing of 
eigenvalues, the concept of a signed index (i, a) was introduced in [2]. Here i 
is as before, but in relation to the homogeneous form of W,,,; and u, in this 
instance, is the sign of Xs. From [2, Corollary 3.61 we see that for each (i, a) 
there is a unique homogeneous eigenvalue x’* ‘, and also - x’s” = hdei, -(I. 
Among the homogeneous eigenvalues some will have X, = 0, and in fact 
Theorem 3.2 and its proof show that number of such Xi*” coincides with 
twice the nullity of A,, i.e. 2dim N(A,). 
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Eigenvalues for (3.3) of the form x’ or Ad-’ arise from scaling by h,, 
when possible, the four homogeneous eigenvalues 1’9 *, Xd-‘* *, which occur 
in opposite pairs. It follows, then, that for (3.3) the number of eigenvalues of 
variational index i or d - i is at most two. 
We can summarize this discussion in 
THEOREM 4.1. There is p0 > 0 such that for IpI > p,, the folluwing hold, 
where n(i) denotes the number of eigenvalues x’ of (3.3): 
(i) n(i) + n(d - i) < 2. 
(ii) &n(i) + dim N( A,,) = d + 1, where d + 1 = dim H. 
(iii) Zf Xi*” is a homogeneous eigenvalue and E(i, a) is the corresponding 
space of eigenvectors, then 6,(x) = 0 on E or &,(x) is of fixed sign on E 
according as A, = 0 or A, f 0. 
(iv) The eigenvectors xi corresponding to those 1’ which exist for (3.3) 
are linearly independent, are AO-ortbgonal, and span HeN(A,). 
Proof. The results follow from our remarks above and 12, $31. n 
Recall from Section 3 that the slopes of the asymptotes for the eigen- 
curves of (3.3) are the values - l/p,, - nj corresponding to m = 1,2. For 
very large values of I_L an eigencurve corresponding to m = 1 will intersect an 
eigencurve corresponding to m = 2, and the intersection will be a simple one, 
if and only if the corresponding asymptotic rays intersect. This follows from 
Proposition 2.3. 
We assume now that the values pi, vi are listed so that for m = 1, the ith 
eigencurve for the problem W,(h) = 0 has an asymptote of slope - l/pi as 
X, -+ cc, and thus one of slope - l/~,~_~ as A, -+ - co. For m = 2, the jth 
eigencurve will have asymptotes of slopes - vj, - v~,_~ as Xi + + oo, - co, 
respectively. We now use this in conjunction with the previous paragraph to 
state 
PROPOSITION 4.2. For large values of p, n(i) = 0, 1, or 2 according as 
(9 - l/Pi, G - Vi, ad - l/Pd,-i, 2 qde-i,’ 
(ii) precisely one of the above inequalities is false, 
(iii) both of the above inequalities are false. 
Further, n(i)+ n(d - i) = 0, 1, or 2 according as 
(iv) - l/Pi, = - Vi, and - l/Pd,-i, = - qd,-i,, 
(v) precisely one of the above equalities fails, 
(vi) both of the above equalities fail. 
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REMARK. The results cover large positive values of p. For large negative 
~1 the same results hold with the two inequalities in (i) reversed. 
Proof. Recall that the eigencurves for W,( X, p) are of the form h-&( Xi) + 
~1. The claims are now easy to establish. n 
COROLL4nY 4.3. Aa is rwn.singulur if, and only if, for sufficiently large 
p we have n(i)+ n(d - i) = 2. 
Proof. We know that A, is nonsingular if and only if - l/p, + - qi for 
all 0 < i Q d,, 0 < j Q d,, and now our statement follows from (vi) above. n 
DEFINITION 4.4. An eigenvalue X for (3.3) is said to be locally definite 
if 6,(x) # 0 for all x + 0 in the corresponding eigenspace. 
It is easy to show from the analysis of eigencurves and their slopes 
presented in Section 2 that if h is a locally definite eigenvalue for (3.3), then 
the corresponding eigencurves arising from W,, which coincide at X, in fact 
cross simply in the sense that they cannot have a common tangent. 
DEFINITION 4.5. A value of p is said to be regzlhr if all eigenvalues X 
which exist for (3.3) are locally definite. 
Tbe analysis of this section thus far, and in particular Theorem 4.1, show 
that if 1~1 is sufficiently large, then p is regular. 
THEOREM 4.6. Suppose A0 is tumsingulur. Then the set of p irregular 
values can have no finite accumulation and thus is j-bite. 
Proof. When (A, p, x) solves (3.3), where x = x,8x,, we know by [l, 
Theorem 6.4.21 that 
The results of [4, Lemma 3.2, Corollary 3.71 can now be used, and our claim 
is immediate. n 
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5. EIGENVALUE MULTIPLICITIES 
For notational simplicity we shall assume for most of this section that A, 
is nonsingular. The singular case will be treated at the end. We define 
L(P) = A,‘Ah)v n = 1,2, 
and we note from [l, Theorem 6.7.21 that these matrices commute. Accord- 
ingly, for each CL, H is decomposed into nontrivial joint algebraic eigenspaces 
Aow4 A qr”(P) - X”z)d+‘), 
?l=l 
and we define the corresponding geometric eigenspaces by 
-see [l, Theorem 6.9.11. 
LEMMA 5.1. 
where a,, is a circulur contour in C with radius E > 0 and center X0,. 
Proof. This follows from the representation of N((rn(p) - AzZ)d+l) as 
the range of a Riesz projector; cf. [7, p. 671. n 
COROLLARY 5.2. Given E > 0 and p* E R, there is S > 0 such that 
dimC _ IIx xoll < ,A(& p) is constant for Ic1- CL* I < 6. 
Proof This follows from Theorem 3.2(iv), Lemma 5.1, and the continu- 
ity of rncp) in p. n 
This provides a mechanism for counting eigenvalues of various types, at 
least in principle. We start with the following, 
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LEMMA 5.3. For any p, an eigenvalue X of (3.3) has both compunents 
red or both mmreul. 
Proof. The result is a ready consequence of the equations (1.3). n 
L~hih4~ 5.4. Zf X E W2 is an eigenvalue for (3.3) and is locally definite, 
then G(X, p) = A(X, p). There is ~.r, such that for all p > p, all eigenvalws 
X of (3.3) belong to R2 and are locally &finite. 
Proof. Let r = r,@x,, where x, satisfies ]]r,,J] = 1 and W,(X, p)r, = 0. 
local definiteness of X means S,(x) # 0. If A(X, CL) f G(X, CL), we can find 
y such that 
[A,(P) - LA,] Y = Aox 
for at least one value of n. Taking the inner product with x, we achieve the 
contradiction S,(x) = 0. 
For the second claim we take /.L,, as in Theorem 4.1 and large enough to 
ensure that all eigenvalues are locally definite (see Theorem 4.6). Their reality 
is standard; cf. [l, Theorem 7.2.11. n 
The index distribution of eigenvalues for p > cl0 is discussed in Proposi- 
tion 4.2. As p decreases to zero, this distribution may change and nonreal 
ones appear. The number of nonreal eigenvalues and the connection with 
algebraic multiplicity are covered by the following arguments. For notational 
ease we start with the case in which G(X”, PO) is one dimensional, so (1.31) 
admits an eigencurve locally of the form 
&=A;+ E bj(X,-A\)‘, 
j-l 
(5.1) 
and (1.32) admits an eigencurve of the form 
x2=x0,+po+ E d(h,-ho,)j. (5.2) 
j-l 
If X0 is locally definite, then it is easily seen that the two eigencurves 
(5.1), (5.2) intersect at a nonzero angle at X0, and so for 1-1 close to p” we 
continue to get real locally definite eigenvalues X(p). We use Corollary 5.2 
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and Lemma 5.4 to see that there is only one algebraically simple eigenvalue 
X(p) near X0 for p close to PO. 
The coefficients b’, c1 from (5.1), (5.2) satisfj~ b’ = o12(x1), c1 = uzI(xz). 
Thus if b’c’ = 0, then we have 6,(r) = 1, i.e., X0 is locally definite, and our 
discussion above applies-in particular A( A’, /JO) = G( X0, PO). We turn to the 
case b’c’ # 0 and use the implicit function theorem to write (5.1) in the form 
h,=AO,+ E dj(+-AO,)i, (5.3) 
j-l 
and we define the or&r of contact, 1, between (5.2) and (5.3) by the 
conditions 
ci=di if j<l, c’+d’. 
By Corollary 3.3 we know this order of contact to be finite. 
THEOREM 5.6. Zf X0 E R2, dimG(X’,j.~‘)=l, and b’c’#O, then 
dim A( X, p”) = I and there are 1 eigencume branches X(p) near A0 which can 
be expanded as Puiseur series in (~1 - 1-10)1/l. 
Proof. Allowing p to vary, we replace 1-1’ by p in (5.2) and eliminate h, 
between this equation and (5.3) to obtain 
p=#+ E (dj-cj)(h,-?I;)‘, 
j - 1 
which in turn gives the F’uiseux series 
h,=AO,+ F ei(p-pO)j”. 
j = 1 
(5.4) 
Similarly we may write (5.2) in terms of A, - A”, and eliminate Xl - A: to 
give an expansion 
&=A\+ 5 fj(p-pO)j'I (5.5) 
j-l 
The 1 branches of X(p) that we require are now given by (5.4) and (5.5). n 
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We shall discuss dim A( X0, p”) by means of analytic eigencurves cf. [5], 
for 
(As + PI - h,A,)x = 0. 
Specifically let G’, i = 1,. . . , M, bq the graphs of the analytic eigenvalues 
$(X,) of X,A, - As satisfying $(A”,) = 1-1’ and counted by multiplicity. Let 
G’ have of contact 1’ with line ZJ Z.L’. i.e. 
h, + X0,, ai # We shah that each “generates” 1’ 
elements of A(Xil, X0,, p”) for some Xi,, and that the only G’ for which 
Xi, = X0, has order of contact 1 and corresponds to (5.5). 
As X, varies, with X, - X0 small, nonzero, and real, 
A&) =N(f&‘(h,)) - XsZ) = N(Ae+#(X,)Z - &A,) 
has constant dimension n, say, so n of the Z.I’( coincide, and we shah focus our 
attention on these. Since A, is l-l, the pi are not constant [S, Corollary 2.41 
so the (pi)‘( h,) are of fixed sign for small X, - h$ of fixed sign. Thus by 
Lemma 2.2(ii), 8, is definite on N(X,), which, being invariant for I’r, is 
spanned by n eigenvectors of rr, or else we violate Lemma 5.4. The 
corresponding eigenvahres A, of rr satisfy 
whence 
(0) + N(Wm(W(M)). 
By (1.31) these X, may be indexed as analytic eigenvahres X’r( X,) of 
Tl - XsV,,. Here we repeat i according to the dimensions of the correspond- 
ing subspaces (5.6). We choose corresponding analytic eigenvector bases 
zk(&) for ~(W,@%~s), As, cc’(U)) so 
form an analytic “eigentensor” basis of IV. 
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As in [3, Section 31, we now use the relations 
to show that 
are linearly independent elements of A(A’r(A?J, A\, PO) and form, for i = 
1 ,. . . , M, a basis of ZV(I’&.L~) - A\Z)d+‘. Now 
so by hypothesis A’r(A?J = AO, for just one i, say i = 1. By (5.5) we have I’ = I, 
and the proof is complete. n 
Note also that when 1 is odd (i.e. the eigencurves cross, perhaps tangen- 
tially), at least one real branch X(p) passes through X0. When 1 is even, 
however, all branches near X0 are nonreal for small ZJ - p” of some sign. 
The argument when dimG(A”, PO) > 1 is not very different and shows 
that dim A@‘, PO) is the sum of all orders of contact of pairs of (analytic) 
eigencurves one from each of (1.3). 
Bounds for the numbers of eigenvalues of given index, or for the nonreal 
ones, can in principle now be given along the lines of [5] for k = 1, but there 
are now many possibilities, depending on the original index distribution of 
Proposition 4.2. Bases for A(X, ZL) can also be constructed by differentiating 
the eigentensors. We refer to [5] for k = 1, and [3] for k > 1. 
We conclude with comments on the singular case, i.e. ZV( Ao) f (0). A 
procedure analogous to that of Theorem 2.5 may be used, so we shall be 
brief. Suppose that a linear combination 
A = aoAo + a,A, + a2A2 
is nonsingular, and consider the homogeneous formulation 
(A,T, - A,Z - A&)x, = 0, 
(A,T, - A&, - A,Z)x, = 0. 
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This leads to the equations 
(A” - A-‘X,A)r,@x, = 0, 
where X = aoX, + a,X1 + a& # 0 by hypothesis. We may thus decompose 
H into joint algebraic eigenspaces fli,,N(A-‘A, - X-lX,Z)d+l, and it is 
readily verified that the case X, = 0 corresponds to G(0, X,, A,) c iV(A,). By 
Theorem 5.5, dim A(0, X,, X,) can be characterized by “order of contact of 
eigencurves at 00” as specified in (2.3). 
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