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Zusammenfassung
Autonome Unterwasserfahrzeuge (AUVs) haben die Art wie die Meeresumwelt untersucht, über-
wacht und kartographiert wird verändert. Sie bieten eine breite Palette von Anwendungen in der
Forschung, beim Militär und in kommerziellen Zusammenhängen. AUVs sollen nicht nur eine
bestimmte Aufgabe erfüllen, sondern sich auch an Veränderungen in der Umgebung anpassen.
Typische Einflüsse sind plötzliche Seitenströmungen, Fallströme und andere Effekte, welche ex-
trem unberechenbar sind.
Simultane Lokalisierung und Kartenerstellung (SLAM) ist ein bekanntes und gut verstandenes
Problem in der Robotik. Für landgestützte Roboter in 2D-Umgebungen wird dieses Problem
im Allgemeinen als gelöst angesehen. SLAM-Algorithmen für diese neigen dazu sich auf die
optische Erkennung in Kombination mit Koppelnavigation und Trägheitsmesseinheiten zu ver-
lassen. Die optischen Eigenschaften des Wassers und insbesondere Meerwassers verhindern die
Nutzung etablierter optischer Erkennungsalgorithmen. Bilder in hoher Qualität mit der richtigen
Farbgebung erleichtern die Erkennung von Objekten unter Wasser und können die Verwendung
der für landgestützte Roboter entwickelten visuelle SLAM-Algorithmen unter Wasser ermög-
lichen. Daher ist geeignete Bildverarbeitung vor allem im tiefen Wasser erforderlich.
In dieser Arbeit werden physikbasierte Modelle für die Navigation autonomer Unterwasserfahrzeuge
entwickelt mit einem Schwerpunkt auf schnellen Forschungs-AUVs mit Reisegeschwindigkeiten im
Bereich von 5 kn bis 20 kn. Das System sollte fähig sein Störungen im Wasserfluss zu erkennen
und in der Lage sein eine Kamera zur Objekterkennung, Bodenuntersuchung und vor allem für
Navigationszwecke zu verwenden.
Des Weiteren sollte es möglich sein, das System in bestehende autonome Unterwasserfahrzeuge
zu integrieren. Daher muss das System klein und leicht sein, so dass die Nutzlast des AUV nicht
wesentlich reduziert wird. Die erforderliche Rechenleistung und der Leistungsverbrauch müssen
ebenfalls klein sein, so dass die Einsatzdauer des Fahrzeugs nicht stark verringert wird. Die
Algorithmen sollten außerdem schnell sein, um SLAM-Anwendung zu ermöglichen.
Im ersten Teil der Arbeit wird die Anwendbarkeit verschiedener Lernverfahren zur Bestim-
mung der Strömungsparameter eines umgebenden Fluids mit Hilfe des Drucks auf einen AUV-
Körper anhand zahlreicher numerischer Strömungssimulationen (CFD) und unter Verwendung
von Druckdaten von festgelegten Punkten auf der Oberfläche des AUV getestet. Es wird gezeigt,
dass eine Kombination von Support Vector Machines (SVM) eine ausgezeichnete Wahl ist, um
diese Aufgabe auszuführen.
Mit den Ergebnissen aus den Simulationen wird dann die Lage der Druckmessstellen angepasst,
so dass die höchsten Druckänderungen aufgrund der Fließgeschwindigkeiten erfasst werden. Dies
reduziert auch die Anzahl von Messpunkten. Es wird dann gezeigt, dass auch für die verbesserte
Konfiguration Support Vector Machines die beste Wahl für die gestellte Aufgabe sind. Jedoch
sind in diesem Fall weniger Maschinen erforderlich.
Im zweiten Teil der Arbeit werden verschiedene Lernmethoden für die Rekonstruktion von Unter-
wasserbildern angewandt. Zuerst werden Labortests unter Verwendung einer speziellen Lichtquelle,
welche die Lichtverhältnisse unter Wasser imitieren, durchgeführt. Es wird gezeigt, dass eine
Kombination aus der k-nächste-Nachbarn-Methode und Support Vector Machines hervorragende
Ergebnisse liefert.
Basierend auf diesen Ergebnissen wird eine experimentelle Verifikation unter erschwerten Be-
dingungen im trüben Wasser eines Tauchbeckens durchgeführt. Es wird gezeigt, dass die k-
nächste-Nachbarn-Methode sehr gute Ergebnisse für kleine Abstände zwischen dem Objekt und
der Kamera und für kleine Wassertiefen im roten Kanal liefert. Für höhere Distanzen, Wasser-
tiefen und für die anderen Farbkanäle ist eine Kombination von Support Vector Machines die
beste Wahl für die Rekonstruktion der Farbe, wie sie unter weißem Licht zu sehen sind, aus den
Unterwasserbildern.
Somit wird in dieser Arbeit ein neuer Ansatz zur Navigation autonomer Unterwasserfahrzeug und
der Rekonstruktion von Unterwasserbildern vorgeschlagen und entwickelt.
Abstract
Autonomous underwater vehicles (AUVs) have changed the way marine environment is surveyed,
monitored and mapped. They have a wide range of applications in research, military, and com-
mercial settings. AUVs should not only perform a given task but also adapt to changes in the
environment. Typical effects are sudden side currents, downdrafts, and other effects which are
extremely unpredictable.
Simultaneous localisation and mapping (SLAM) is a well-known and well-understood problem in
robotics. For land-based robots in 2-D environments this problem is generally considered to be
solved. SLAM algorithms for these tend to rely on optical recognition in combination with dead
reckoning and inertial measurement units. The optical properties of water and especially seawater
prevent the use of established optical recognition algorithms. High quality images with correct
colouring simplify the detection of underwater objects and may allow the use of visual SLAM
algorithms developed for land-based robots underwater. Hence, appropriate image processing is
required especially in deep water.
In this thesis physics-based models for autonomous underwater vehicle navigation are developed
with an emphasis on fast exploratory AUVs with cruising speeds in the range of 5 kn to 20 kn.
The system should be capable of detecting disturbances in the water flow and be able to use a
camera for object detection, ground survey, and especially for navigational purposes.
Furthermore, it should be possible to integrate the system into existing autonomous underwater
vehicles. Therefore, the system must be small and lightweight such that the payload of the AUV
is not reduced significantly. The required computational power and the power consumption must
also be small such that the duration of the vehicle does not decrease strongly. The algorithms
should also be fast to allow SLAM application.
In the first part of the thesis the applicability of different learning methods for determining flow
parameters of a surrounding fluid from pressure on an AUV body is tested based on numerous
computational fluid dynamical (CFD) simulations and using pressure data from specified points
on the surface of the AUV. It is shown that a combination of support vector machines (SVM) is
an excellent choice to perform this task.
With the findings from the simulations the position of pressure measurement points is then
adjusted such that the most significant pressure changes due to changing flow velocities can be
captured. This also reduces the number of measurement points. It is then shown that also for
the improved setup support vector machines are the best choices for the given task. However,
fewer machines are required in this case.
In the second part of the thesis different learning methods are applied for the reconstruction of
underwater images. First, laboratory tests are performed using a special light source imitating
underwater lighting conditions. It is shown that a combination of the k-nearest neighbour method
and support vector machines yields excellent results.
Based on these results an experimental verification is performed under severe conditions in murky
water of a diving basin. It is shown that the k-nearest neighbour method gives very good results
for small distances between the object and the camera and for small water depths in the red
channel. For higher distances, water depths, and for the other colour channels a combination
of support vector machines is the best choice for the reconstruction of the colour as seen under
white light from the underwater images.
Thus, a novel approach to autonomous underwater vehicle navigation and the reconstruction of
underwater images is proposed and developed in this thesis.
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1 Introduction
1.1 Autonomous Underwater Vehicles
1.1.1 Introduction
Autonomous underwater vehicles (AUVs) are a sub-group of unmanned undersea vehicles (UUVs)
which have dramatically changed the way marine environment is surveyed, monitored, and
mapped [125]. In essence they are a type of robot operating underwater. In contrast to re-
motely operated underwater vehicles (ROVs) which are controlled by an operator [35], usually on
a surface vehicle, autonomous underwater vehicles are able to perform tasks on their own, i.e.
autonomously. An unmanned undersea vehicle is defined as follows [4].
“Self-propelled submersible whose operation is either fully autonomous (preprogrammed or realtime
adaptive mission control) or under minimal supervisory control and is untethered except, possibly,
for data links such as a fiber-optic cable.”
The definition shows that there are two types of autonomous underwater vehicles. On the one
hand there are AUVs that simple perform a pre-programmed task. On the other hand there
are AUVs which not only perform a given task but also adapt to influences and changes in the
surroundings and show some kind of “intelligence” [68]. Currently, there is a clear tendency
towards the latter [68].
1.1.2 Characteristics and Applications
Most autonomous underwater vehicles are torpedo-shaped [23, 55, 88] (see also fig. (1.1)). The
main reasons are that the control and behaviour of torpedos are well known, they are easy and
cheap in construction, and allow for a reasonable amount of mission load.
Figure 1.1: Autosub6000 lifted from the sea [88].
However, also more complex shapes are in use. AUVs like the Autonomous Benthic Explorer
(ABE) (fig. (1.2)) or Sentry from the Woods Hole Oceanographic Institution (WHOI) perform
exceptionally well at low speeds and in complex terrain due to their special design [128, 129].
Gliders usually have large wings [47, 70, 123]. And often shapes from nature (biomimetic vehicles)
1
1.1 Autonomous Underwater Vehicles
are used in research to investigate different ways of propulsion or to understand how fish and
mammals move in water [114, 126, 127].
Figure 1.2: Autonomous Benthic Explorer (ABE) from WHOI [128].
Autonomous underwater vehicles have a wide range of applications in research, military, and
commercial settings. They are utilised when the use of manned undersea vehicles is too dangerous,
impossible, or too expensive. Typical scientific uses with a main focus on marine geoscience are
[125]:
• Collection of bathymetric data
• Investigation of hydrothermal vents and submarine volcanism
• Exploration under polar ice, e.g. [74]
• Monitoring of underwater ecosystems
• Underwater archaeology, especially deep-sea underwater archaeology (for a discussion on
the problems involved see [7])
Also the military shows significant interest in autonomous underwater vehicles [18, 23, 24]. The
Navy Unmanned Undersea Vehicle (UUV) Master Plan [4] lists 9 areas of naval applications:
• Intelligence, surveillance, and reconnaissance
• Mine countermeasures
• Anti-submarine warfare
• Inspection / identification
• Oceanography
• Communication / navigation network nodes
• Payload delivery
• Information operations
• Time critical strike
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Commercial applications are also slowly emerging. The oil and gas industry shows great interest
in using autonomous underwater vehicles for finding new underwater oil fields and for pipeline
inspection [31]. AUVs are also applied in search and rescue operations. For instance three REMUS
6000 AUVs where successfully employed in the search for the black box of the Air France Flight
447 in 2011 [67]. And a Bluefin-21 AUV was used in the search for the wreckage of the missing
Malaysia Airlines Flight 370 in 2014 [98].
1.1.3 Historical Abstract
The first underwater vehicle that falls under the category of autonomous underwater vehicle was
the Self-Propelled Underwater Research Vehicle (SPURV) constructed by the Applied Physics
Laboratory (APL) of the University of Washington [21]. Development began in 1959 and was
completed in 1963. SPURV was already able to dive to a depth of 3659m and its purpose was
to investigate the physical and chemical properties of seawater. Current AUVs can dive up to
depths of 6000m and their diving time can reach several months [23, 88].
But it took until 1979 for research and development of AUVs to become more prominent. The
1980’s saw more that 15 new AUVs with various academic, industrial, and military applications.
A concise list of early AUVs can be found in [21].
About 70 % of early AUV development was directly or indirectly funded by the military. However,
this has changed and commercial and research applications play a much more significant role.
1.1.4 Current Research
Currently, there are three main research focuses with respect to autonomous underwater vehicles.
These are:
• Simultaneous localisation and mapping (SLAM)
• Autonomous decision making
• Miniaturisation
Simultaneous localisation and mapping1 is a well-known and well-understood problem in robotics.
For land-based robots in 2-D environments this problem is generally considered to be solved.
Also land-based navigation in a 3-D environment is possible [94]. However, the underwater 3-D
environment poses serveral difficulties [18].
Land-based SLAM algorithms tend to rely on optical recognition in combination with dead reck-
oning and inertial measurement units [82, 87]. The optical properties of water and especially
seawater [64] prevent the use of established optical recognition algorithms.2
Furthermore, dead reckoning is heavily affected by influences of the surrounding environment.
While for land-based robots these influences are usually well-known and can be dealt with to
some extend (although not completely), sudden side currents, downdrafts, and other effects are
1More on SLAM can be found in section 1.3.
2Details on underwater image processing are discussed in section 1.4.
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extremely unpredictable underwater and make dead reckoning even more unreliable than it is on
land.
Inertial measurement units work well and are employed successfully in submarines [2]. Unfortu-
nately, accurate inertial measurement units tend to be quite large, heavy, and expensive and are
therefore not the first choice for AUVs. Units that are small enough for AUVs are not as accurate.
This poses a problem especially due to the fact that there is an interest in small-sized AUVs.3
Autonomous decision making is not limited to underwater robots but of great interest in robotics
in general. But due to the fact that the underwater environment is not as well-known and
understood as the environment on land this is much harder to implement [108]. A focus is on
establishing decision systems for cooperative behaviour of groups of robots [101].
Miniaturisation is an issue as most AUVs are quite large (about 5m length) and heavy. However,
large vehicles are less manoeuvrable than small vehicles. In addition smaller AUVs may enter
confined spaces like a shipwreck or an underwater cave. Difficulties arise as energy storage devices
take up a significant proportion in a typical AUV [54]. In order for miniaturisation to be feasible
the energy consumption of the components, notably the motors, needs to be reduced. In addition
the energy density of the storage devices may be increased.
1.1.5 Future Developments
The demand for autonomous underwater vehicles is very likely to increase in the future, especially
since rising fuel prices make AUVs more cost effective than traditional surveys [124].
Furthermore, there is a demand in industry for AUVs that can dive to much higher depths to reach
oil and gas deposits in these regions [80]. The hybrid AUV / ROV Nereus from the Woods Hole
Oceanographic Institution with a depth rating of 11000m was a first step towards fulfilling this
demand. Unfortunately, it could not withstand the high pressure at 10 km depth and imploded
in May 2014 near New Zealand.
Another trend in AUV development is to move toward higher resolution mapping and imaging
data [125]. This requires more accurate sensor systems and algorithms to deal with underwater
images.
1.2 Underwater Navigation
1.2.1 Introduction
GPS localisation is not possible for undersea vehicles as radio waves do not travel through sea
water very far due to high absorption. A wide variety of other systems are available for underwater
navigation. Fig. 1.3 shows an outline of various navigation methods for autonomous underwater
vehicles.
Usually, a set of different systems is used in one AUV and combined by means of sensor fusion
algorithms [14]. In the following the methods that can be used by a single independent AUV
are briefly described. These are: inertial / dead reckoning, acoustic, and magnetic methods.
3More on underwater navigation in section 1.2.
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Underwater image processing is described in more detail in section 1.4. Transponder and modem
methods require additional systems and are therefore not detailed here4.
Figure 1.3: Outline of underwater navigation methods [97].
1.2.2 Dead Reckoning With a Compass
Dead reckoning uses a gyrocompass and the measured speed of the autonomous underwater
vehicle to estimate its current position. Basically, a simple linear integration of the velocity over
time from some previous (known) position to the current position is calculated. This method is
quite simple and easy to implement. However, there are a number of sources of errors associated
with it such that the resulting position may be very inaccurate [1].
Two sources of error are related to the magnetic field influencing the gyrocompass: magnetic
declination and magnetic deviation. Magnetic declination is a property of the Earth’s magnetic
field. It describes how the measured direction toward north measured by the gyrocompass devi-
ates from the actual direction toward the North Pole depending on the position of the vehicle.
Magnetic deviation is a property of the vehicle’s magnetic field due to metal components, elec-
tronic circuitry, etc. As the magnetic field of the vehicle interacts with the Earth’s magnetic field
the deviation is not constant but a function of the orientation of the vehicle [3].
Another source of error is the determination of the speed of the vehicle. The speed obtained
with a pitometer log is the speed through water which usually deviates significantly from the
speed over ground (the actual speed of the vehicle relative to the ocean floor). To obtain a more
accurate result the set and drift (current) has to be take into account [1].
In conclusion it can be stated that dead reckoning works well if (and only if) some additional
knowledge (magnetic field, current) exists. With surface ships and submarines this may be
possible to some extent. However, with unmanned vehicles this knowledge is usually not available.
4An extensive review on AUV navigation and localisation can be found in [97].
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1.2.3 Magnetometer
Small magnetometers can be found in many current mobile phones. The motion of the sensor
through the earth’s magnetic field is measured for instance with a fluxgate sensor [37]. For
navigational purposes one needs to cope with the highly variable nature of the magnetic field and
the influence of the AUV as was stated before with regard to the compass [38]. By building an
a priori magnetic field map it should be possible to locate the AUV [97]. However, this is only a
proposition at the moment and subject of ongoing research [53]. Currently, magnetometers are
mostly used to map the magnetic signatures of ships.
1.2.4 Pressure Sensor
A pressure sensor can be used to measure the current depth of an autonomous underwater vehicle.
However, it cannot be used on its own for navigation. Instead it supplements other methods. As
the pressure gradient in water is quite high an accuracy of about 0.1m is possible [97].
1.2.5 Inertial Navigation System
The position obtained from an inertial navigation system is significantly more accurate than the
one from dead reckoning. Inertial navigation uses the acceleration and the angular velocity of
a vehicle to obtain the position via integration over time (for the position a double integration
is required). The system consists of one or more inertial measurement units (IMU) and may be
supplemented by other systems, for instance a Doppler velocity log (DVL), to increase accuracy.
Inertial measurement unit is a term used to describe a set of six sensors (three accelerometers
and three gyroscopes) arranged such that the accelerometers and the gyroscopes are orthogonal
to each other respectively. This way information is obtained for all six degrees of freedom [75].
Figure 1.4: Optical MAR-1 IMU [Brazilian Air Force].
Nowadays, small-sized inertial measurement units are cheap and part of most mobile phones.
These units have dimensions of just a few millimetres and require very little energy. However,
these units are not accurate enough for underwater navigation (sensor drift up to 1 °/s).
Inertial measurement units for navigational purposes are significantly larger (dimensions about
20 cm) than chip-based IMUs. High-end IMUs with fibre optic gyroscope (e.g. MAR-1 guidance
unit, fig. 1.4) have a sensor drift of about 10−3 °/h (recently developed instruments show a sensor
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drift that is even as low as 10−4 °/h). This translates into a positional error of less than 100m
per hour [118].
1.2.6 Sonar
A sonar detects and locates objects in water using sound waves. There are a number of different
sonar systems available: sidescan sonar, multibeam sonar, forward looking sonar, mechanical
scanning and imaging sonar, and synthetic aperture sonar [97].
(a) Sidescan sonar. (b) Multibeam sonar.
(c) Forward looking sonar. (d) Mechanical scanning sonar. (e) Synthetic aperture sonar.
Figure 1.5: Types of sonars [97].
A sidescan sonar (fig. 1.5(a)) produces a sound beam which is directed perpendicular to the
direction of travel of the AUV. The beam is reflected at the seafloor and a cross-track slice of
the structure of the sea bed is obtained [103]. Consecutive slices are assembled to produce a 2-D
map [32]. Sidescan sonars work at AUV speeds up to 10 kn and the resolution of the resulting
map is inversely proportional to the range of the sound beam [97].
With a multibeam (fig. 1.5(b)) sonar several sound beams are produced simultaneously. The
data collection is therefore more efficient [97]. Also a multibeam sonar produces an elevation
map (so-called 2.5-D bathymetric map) [97]. However, the data produced by sidescan sonars is
of better quality as the alongtrack beamwidth is lower than for multibeam sonars [99].
The purpose of forward looking sonars is very different to sidescan or multibeam sonars. As
shown in fig. 1.5(c) the sound beams are directed toward the horizontal. Therefore, forward
looking sonars are used for mapping vertical features [97]. A typical application is the inspection
of man-made structures, for instance ship hulls [117]. Mechanical scanning sonars are very much
like forward looking sonars. But instead of multiple beams projected forward there is only a
single beam which is continuously panning from port to starboard and back (see fig. 1.5(d)).
Instead of using a large array of emitters only a small one is required for synthetic aperture sonars.
By taking the motion of the AUV into account and careful processing of the data a large virtual
array is created (fig. 1.5(e)). To achieve this considerable computational power and very precise
vehicle motion is required [97]. The latter is difficult to achieve in the underwater environment
due to the dynamic nature of the surroundings.
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1.2.7 Doppler Velocity Log
As mentioned above inertial navigation systems may be supplemented by a Doppler velocity log
(DVL). This is a specialised application of an acoustic Doppler current profiler (ADCP). The
ADCP is a type of active ultrasonic sonar which measures the velocity of water up to 1000m in
front of the ADCP head (fig. 1.6). The system makes use of the reflection of sound waves at
suspended particles in the water in combination with the Doppler effect [93].
Figure 1.6: 4 beam ADCP head [NOAA].
If the sound waves reflected from the sea floor are analysed instead of those reflected from the
suspended particles in the water the ADCP becomes a DVL and the velocity of the system itself,
i.e. the AUV, can be determined. Combined with an inertial measurement unit the position of
the vehicle can be obtained.
1.3 Simultaneous Localisation and Mapping
1.3.1 Introduction
Simultaneous localisation and mapping (SLAM) is a method for robots and specifically for
autonomous robots to create a map of an unknown environment and to find the current pos-
ition (or pose) of the robot itself within the environment at the same time, usually beginning
without any knowledge on the map and the location [48].
The first formulations of the problem with solutions based on extended Kalman filters where
done in the early 1990s [81, 110]. This was follow by a number of different SLAM algorithms as
interest increased greatly in the 2000s [85]. As mentioned before, SLAM is now considered to
be solved for 2-D environments in general with land-based navigation in a 3-D environment also
being possible [94]. An excellent review of land-based SLAM algorithms can be found in [42].
The most important characteristic of SLAM algorithms that has to be understood is that there
exists no single SLAM merhod that can be applied to all situations. Every SLAM algorithm is
unique to the environment, the sensors of the robot, and the operation conditions [48]. Therefore,
the existing algorithms that work very well for land-based robots cannot simply be translated
directly for use underwater. All three factors (environment, sensors, operational condition) are,
obviously, significantly different.
1.3.2 SLAM in the Underwater Environment
The underwater environment is particularly challenging for autonomous navigation [68]:
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• Electromagnetic signals cannot penetrate seawater very far (no GPS signal)
• Limited bandwidth, scale, and reliability of acoustic communication [29]
• Observationally limited environment, e.g. low visibility
• Constantly changing environment due to sediment deposits, tidal forces, etc.
As sonar technology is well understood and used on submarines a logical step is to apply this
knowledge to autonomous underwater vehicles as well. Up to the mid-2000s the focus was on the
use of acoustic data for SLAM [84, 115, 121].
However, data obtained from acoustic ranging has low spacial resolution, obscured object bound-
aries, and strong disturbances. The two main reasons for this are the constantly changing sur-
roundings (particularly the seafloor) and the ability of sound waves to penetrate certain materials
such that the reflections are not necessarily at the actual boundaries of objects. The resulting data
is therefore difficult to interpret and often inaccurate [130]. A more resent paper uses extended
Kalman filters and an improved ant colony algorithm to tackle these problems [130]. However,
the approach was only tested in the very controlled environment of a water tank where these
difficulties usually do not appear.
It is for the above reasons that in the late 2000s several research groups started investigating
the possibility of using visual SLAM for underwater vehicles. There are several advantages of
vision-based systems for underwater SLAM [104]:
• Cameras are widely available and significantly cheaper that standard sonar equipment
• Video images are preferred for scientific exploration
• High-resolution images can be obtained with current camera systems
• Many visual SLAM algorithms should (with some modifications) be applicable to underwa-
ter images
However, there are some properties of underwater images that make a direct translation of visual
SLAM algorithms difficult [104]:
• Sparse features
• High level of noise and distortions
• Uniform colouring of the environment
It is for the last two reasons that most groups working on underwater SLAM focus on areas with
little water depth (a few meters) and relatively clear water. Noise is a typical problem in murky
water and uniform colouring occurs especially in deep sea5. This way only the sparse features
have to be dealt with.
Significant progress has been made in using stereoscopic vision for underwater SLAM in surveys
[85, 83]. In a survey the AUV covers a specific area and usually returns to some previous positions
5Tackling the problems of murky water and colour is discussed in section 1.4
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several times. This way, feature matching can be used to correct the supposed path of the vehicle
(for instance contributions have been made in mapping a benthic habitat at Ningaloo Reef [122]).
Unfortunately, this does not help with extended missions where the AUV may not return to a
previous position at any time. Also the corrections cannot be made continuously but only when
matching features are found.
1.4 Underwater Image Processing
1.4.1 Introduction
Objects look very different in the underwater environment compared to their appearance in
sunlight. The main reason is that the penetration of light through seawater is highly dependent
on the wavelength (energy) of the light [64]. Suspended particles in the water can further decrease
the overall quality of underwater images [17, 30].
High quality images with correct colouring simplify the detection of underwater objects and may
allow the use of visual SLAM algorithms developed for land-based robots underwater. Hence,
image processing is required to obtain images of high quality and correct colouring. Over the last
decade significant progress has been made in this direction. Unfortunately, the existing algorithms
still have limitations and can only be used under specific circumstances (see below).
1.4.2 Optical Properties of Seawater
Optical properties of seawater can be divided into two classes [92]. Inherent optical proper-
ties (IOPs) are only depending on the material, i.e. seawater, while apparent optical properties
(AOPs) additionally depend on the geometric structure of the light field. IOPs are absorption
coefficient, volume scattering function, index of refraction, beam attenuation coefficient, and
single-scattering albedo. AOPs include irradiance reflectance, average cosines, and diffuse atten-
uation coefficients [92].
Seawater is a mixture containing various dissolved and suspended substances (mostly salts) be-
sides pure water6 [64]. The exact composition varies in time and depending on the location,
although the chemical composition of ocean water is in general more uniform on large scales than
the chemical composition of coastal waters which strongly depends on local factors. Due to this
varying composition also the optical properties of seawater are different depending on time and
place [92].
In the following the physical definitions and meanings of the properties mentioned above are not
given7. The implications for underwater imagery, namely colour and range, are discussed instead.
The main factor of interest for the influence on colour is the penetration depth dp which is a
strong function of the wavelength λ. This can clearly be seen in fig. 1.7.
For typical coastal waters the maximum penetration depth dp,max,coastal is reach for a wavelength
of λmax,coastal ≈ 560nm with a low penetration depth in the purple range. This results in a
6For the chemical composition of ocean water see section 2.2.
7For a detailed description of optical properties of seawater [92] is recommended.
10
1 Introduction
slightly dark greenish colour of the water. The colour of objects underwater is altered accordingly.
This can, for instance, be observed for the Baltic Sea.
For the open ocean the maximum penetration depth dp,max,ocean occurs at a wavelength of
λmax,ocean ≈ 480nm (see also [111, 92]). A low penetration depth in the red range can also be
observed and the penetration depth in the purple range is much higher than for coastal waters.
This results in a dark bluish colour of the water and underwater objects which is typical, for
instance, for the Atlantic Ocean.
Figure 1.7: Light penetration in ocean water and coastal waters [27].
It can also be observed that the maximum pentration depth for the open ocean is about four
times larger (dp,max,ocean ≈ 220m) compared to coastal waters (dp,max,coastal ≈ 60m). The
main reason are suspended particles which significantly reduce visibility [92].
1.4.3 Underwater Image Enhancement
In her PhD thesis [64] Åhlén develops a number of algorithms to improve the colouring of un-
derwater images. One algorithm uses the absorbance coefficient k for the three channels (red,
green, blue) of a camera to estimate the loss of light which is then added onto the image [61].
The estimation is done using Beer’s law
I = I0e
−kdt (1.1)
with I the observed light intensity, I0 the original light intensity, and dt the distance travelled by
light though seawater. For a calibration object both I and I0 are known in addition to dt which
results from the diving depth. Hence, k can be calculated and I0, i.e. the colour corrected image,
can be determined for other objects. Fig. 1.8 shows the algorithm in practise for a simple object
at a depth of 12m. The colour corrected image shows the object as it would be seen at a depth
of 3m.
A greenish tint can be observed in the original image which is typical for coastal waters as stated
before. It is also of interest to note that for a depth of 12m only a small amount of the overall
light spectrum is filtered by the seawater (fig. 1.7). So the “difference” between the original and
the corrected image is not very large.
Åhlén also takes into account the influence of bottom refection [62]. This is dealt with by
introducing a correction factor in Beer’s law that is a function of the reflectance in the image
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(a) Original image at 12m depth. (b) Colour corrected image.
Figure 1.8: Colour correction using absorbance coefficients [64].
determined using a calibration object. Futhermore, some work is done on the influence of dissolved
particles on the absorbance coefficient k [63].
Later in her work Åhlén realises that an analysis on the three camera channels may not be
sufficient. The algorithm is expanded to include the analysis of spectral data [65, 66]. This
improves the results further (fig. 1.9). However, the overall method based on Beer’s law with
correction factors remains the same.
(a) Original image at 6m depth. (b) Colour corrected image (equivalent to
1.8m depth).
Figure 1.9: Colour correction due to effects of suspended particles [64].
A very different approach to underwater image enhancement is taken by Bazeille et al. [17].
Their proposed pre-processing filter (this indicates that the filter is only meant as a first step)
requires no adjustable parameters and is therefore independent of the actual lighting conditions
on site. Only the information provided by the image itself is used. The filter consists of a number
of sub-filters8 and concentrates on improving the overall image quality removing blur, haziness,
etc. as follows.
• Removing potential moiré effect
• Resizing and extending the image symmetrically to obtain a square image (for FFT and
FWT)
• Conversion from RGB to YCbCr
• Homomorphic filtering
8A comparison of three of the sub-filters can be found in [96].
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• Wavelet denoising
• Anisotropic filtering
• Adjustment of image intensity
• Conversion from YCbCr to RGB
• Equalisation of colour mean
Colour correction is not done extensively, except for the equalisation of the colour mean as the
last step, although the resulting images (fig. 1.10) are also improved in colour to a great extent.
Figure 1.10: Pairs of images before (left) and after correction (right) [17].
As with [64] the images used have a greenish tint indicating coastal waters. Although it is
not mentioned, again diving depth may be assumed (as divers appear in one of the images).
However, the difference between the original and the filtered images is far more extensive than
for [64] making this pre-processing filter superior.
Iqbal et al. [69] again focus more on the colouring of underwater images. Their approach con-
sists of three steps, namely contrast stretching of the RGB image and saturation and intensity
stretching of the image converted to HSI. The method is simpler than the one by Åhlén [63].
However, the same limitations apply as stretching requires a certain minimum amount of intens-
ity information retained in the image. This is only true for small depths and the examples given
in the paper fulfil this requirement.
More recent approaches of underwater image processing include the use of geometric parameters
in combination with the Jaffe-McGlamery image model [79], empirical mode decomposition [30],
and region-specialised restoration [33].
The Jaffe-McGlamery image model is essentially an extension of Beer’s law where the irradiance is
decomposed into a direct component, a forward-scatter component, and a backscatter component
[72]. The three components are then handled separately for the underwater image enhancement.
In [79] this is combined with parameters describing the geometric relations between the camera,
the light source, and the object. As one may observe (fig. 1.11) the difference between the
original image and the processed image is almost insignificant. Lee et al. do not show whether
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their proposed approach is also applicable for more extreme cases as used by Åhlén [64] or Bazeille
et al. [17]. An additional disadvantage is the fact that a number of geometric measurements have
to be taken in order for the method to be applicable.
(a) Original image. (b) Colour corrected image.
Figure 1.11: Colour correction using geometric parameters and Jaffe-McGlamery image model
[79].
Celebi and Ertürk [30] use the same original images as Bazeille et al. Hence, a direct comparison
of their methods is possible. The algorithm features the use of empirical mode decomposition
(EMD). The data of the three colour channels of the image is decomposed into intrinsic mode
functions (IMFs) and a residual. The decomposition is done repetitive in such a way that the
residual does not contain any extrema. The enhanced image is then a weighted sum of the IMFs.
The required weights are determined automatically using a generic algorithm.
Figure 1.12: Enhanced underwater images using empirical mode decomposition [30].
Fig. 1.12 shows the resulting images. When compared to the results by Bazeille et al. (fig. 1.10)
one may observe that the colour reconstruction is, in general, better for the new algorithm by
Celebi and Ertürk. On the other hand, the overall image quality (reduction of fussiness, haziness,
etc.) is better for the algorithm by Bazeille et al. However, one must keep in mind that colour
reconstruction is not the primary goal for Bazeille et al. So both algorithms complete their
respective tasks very well.
Chen et al. focus on region-specialised restoration [33]. The argument is that different parts
of an image require different treatments due to strong variations in optical properties of objects
in the image9. Although the argument is valid and the proposed algorithm shows good results
(it is also based on an exponential attenuation law), their approach has one vital flaw: part of
the background has to be selected manually as a reference sample. The method is therefore not
applicable to autonomous underwater vehicles.
9In section 3.2 this will also be discussed.
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1.5 Objective
1.5.1 Underwater Navigation
In order to work autonomously for an extensive period of time in an unknown underwater envir-
onment autonomous underwater vehicles need to perform simultaneous localisation and mapping
and react to changes in the surroundings. To achieve this the positional error of the AUV must
be as small as possible and the influences of the environment on the AUV must be detected
accurately. This requires a very precise real-time capable navigation system or combination of
navigation systems.
In the underwater surroundings typical influences are sudden side currents, downdrafts, and other
effects which are extremely unpredictable. In order to navigate properly, these effects need to be
detected. However, the disturbances in the water flow cannot be measured using existing systems.
Only the indirect effects, e.g. a change in acceleration, can be observed.
It is of interest to detect the disturbances directly through measurements to increase the accuracy
and reliability of the navigation system of an AUV with an emphasis on fast exploratory AUVs
with cruising speeds in the range of 5 kn to 20 kn. Hence, a system is required which is capable
of this task. Furthermore, it should be possible to integrate the system into existing autonomous
underwater vehicles. Therefore, the system must be small and lightweight such that the payload
of the AUV is not reduced significantly. The required computational power and the power con-
sumption must also be small such that the duration of the vehicle does not decrease strongly.
Furthermore, the system should also be accurate for fast autonomous underwater vehicles.
As the disturbances yield an instantaneous change of the pressure that is exerted on the surface
of the AUV body it is proposed to place sensors at specific points on the AUV body to measure
the pressure at these positions. The aim of this thesis is to investigate how machine learning can
be used to obtain flow parameters of the surrounding fluid from pressure data and which machine
learning algorithms are appropriate for this task. Also the influence of data pre-processing on the
performance of the learning machines is to be investigated. As the relation between the pressure
on the AUV body and the fluid flow is quite complex a model-based approach is not sufficient.
Determining flow parameters from pressure is the reverse of the standard method, where the flow
parameters are known and the pressure distribution is calculated. To this end an extensive number
of different physics-based flow situations are simulated using computational fluid dynamics, the
pressure distribution and the flow parameters are obtained, and analysed using different learning
algorithms.
1.5.2 Image Processing
Objects look very different in the underwater environment compared to their appearance in sun-
light. High quality images with correct colouring simplify the detection of underwater objects and
may allow the use of visual SLAM algorithms developed for land-based robots underwater. This
will increase the capabilities of autonomous underwater vehicles signifinantly as the algorithms for
land-based robots are already well-established and advanced. Hence, image processing is required
to obtain images of high quality and correct colouring.
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Figure 1.13: Comparing colour values of the red channel.
At great depths and for objects which are sufficiently far away from the camera the filtering due to
the optical properties of ocean water is significant such that different colours are strongly tainted
and can no longer be distinguished. Fig.’s 1.13, 1.14, and 1.15 show the relation of the colours
of various objects as seen underwater (on the ordinate) and under sunlight (on the abscissa). It
is clear from the graphs that the relation is very complex and model-based approaches are not
sufficient to describe this relation.
Hence, an algorithm is needed which is capable of calculating the colours as seen under sunlight
from the colour in the underwater scenery. The algorithm’s required computational power must
be small such that the duration of the AUV is not reduced due to a high-end processor. The
algorithm should also be fast and real-time capable for the SLAM application.
The aim of this thesis is to investigate how machine learning can be used to transform image
data obtained under underwater lighting conditions and which machine learning algorithms are
appropriate for this task. In addition the influence of data pre-processing on the performance of
the learning machines is to be investigated.
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Figure 1.14: Comparing colour values of the green channel.
Figure 1.15: Comparing colour values of the blue channel.
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2.1 Machine Learning
2.1.1 Introduction
In the following five machine learning methods, which are used in this study, are introduced.
The distinction between pure statistical methods and pure learning methods is not always clear.
Hence, also the term statistical learning is often used for some methods (see also [57]). However,
machine learning algorithms tend to have some empirical or heuristical, as well as some discrete
or combinatorial characteristics [102].
2.1.2 Artificial Neural Networks
Artificial neural networks (ANN) are information processing algorithms that are modelled after
the way brains work [9]. The first formulations of this method were already made in 1943 by
W. McCulloch and W. Pits [86]. The idea was to build a computational model of the nervous
system in the brain [8]. With this method it is possible to obtain patterns and information from
complex data.
Figure 2.1: Artificial neural network.
Neural networks consist of strongly interconnected nodes called artificial neurons (see fig. 2.2).
These neurons are organised into layers: one input layer, one output layer, and one or more
hidden layers in-between (see fig. 2.1). The number of nodes in the input and output layer is
given due to the nature of the data being processed. The number of nodes in the hidden layers
as well as the number of hidden layers is variable [6]. This depends of the type and complexity
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of the model to be built.
Figure 2.2: Artificial neuron.
In an artificial network data xi is passed to a neuron j from nodes i in the previous layer. All
data xi is weighted by wij . wij may be positive or negative. In addition every node has a bias bj
which can also be positive or negative. The input vj to node j is therefore (see fig. 2.2) [58]
vj =
n∑
i=1
wijxi + bj (2.1)
It should be noted that data is usually normalised to [0, 1] or [−1, 1]. This is to handle significant
differences in magnitude of input and output data which may occur due to a possible vastly
different nature of the data to be handled by the artificial neural network.
The output yj of node j is then some function ϕ of the input vj . ϕ is called the activation function
of the artificial neuron.
yj = ϕ (vj) (2.2)
There are essentially two fundamental types of activation functions [58]. On the one hand
threshold functions may be used where the neuron is either activated or not. This can be achieved
by way of the Heaviside function for an output range [0, 1]
ϕ (vj) =
1 if vj ≥ 00 if vj < 0 (2.3)
or using the signum function for an output range [−1, 1]
ϕ (vj) =

1 if vj > 0
0 if vj = 0
−1 if vj < 0
(2.4)
On the other hand it may be desireable to have a smooth transition between the two states “node
not active” and “node active”. In this case sigmoid functions with slope parameter a > 0 are
used. For an output range [0, 1] the logistic distribution function
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ϕ (vj) =
1
1 + e−avj
(2.5)
and for the output range [−1, 1] the hyperbolic tangent
ϕ (vj) = tanh (avj) (2.6)
are possible candidates10.
Sigmoid functions have a significant advantage over threshold functions as they are differentiable
which is imporant for learning (see below). Hence, they are much more common as activation
functions [58].
Teaching neural networks is done by forming or removing connections, changing the weights,
changing the biases of neurons, and adding or removing neurons such that for a given validation
set the error becomes minimal. However, in many cases the overall shape of the neural network
is fixed and only the weights and biases are used for learning [6].
A common method for training is the back-propagation algorithm. Hereby, the error derivative of
the weights, i.e. the change of error depending on the change of weight, is determined backwards
by starting with the total error at the output layer and the moving through the network toward
the input layer [116]. This is done repeatedly until either the rate of change of the errors or the
error derivatives become sufficiently small.
Let the error signal ej of a neuron j with respect to the desired output dj be
ej = dj − yj (2.7)
Then the instantaneous error energy Ej for that node is
Ej =
1
2
e2j (2.8)
For the whole net one can define the total instantaneous error energy E as the sum of the
instantaneous error energies of the neurons in the output layer O [119].
E =
∑
j∈O
Ej (2.9)
One can now write the error derivative ∂E∂wij using the chain rule [58].
∂E
∂wij
=
∂E
∂ej
∂ej
∂yj
∂yj
∂vj
∂vj
∂wij
(2.10)
With eqn. 2.2 and eqn.’s 2.7 to 2.9 in eqn. 2.10 one obtains:
∂E
∂wij
= −ejy′jxi (2.11)
10Note that the Heaviside function and the signum function are also sigmoid functions for the limiting case
a → ∞ for the logistic distribution function and the hyperbolic tangent respectively.
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The delta rule leads to the weight correction ∆wij as
∆wij = −η ∂E
∂wij
= ηδjxi (2.12)
with η the learning-rate parameter and with δj the local gradient:
δj =

y′jej if j ∈ O
y′j
∑
k
δkwjk if j /∈ O
(2.13)
where
y′j = ayj (1 − yj) (2.14)
in case of a logistic activation function and
y′j = a
(
1 − y2i
)
(2.15)
in case of a hyperbolic tangent activation function.
2.1.3 k-Nearest Neighbour
k-nearest neighbour (KNN) is a non-parametric method for classification and regression. The
output yj (classification or property value) for a given input xj , i.e. its position in data space, is
obtained from known input-output relations where the inputs are similar and close to the sample
point in question. Classification is then done by majority voting and in case of a property value
the average of the outputs of the neighbouring inputs is taken [50].
The result strongly depends on the choice of the neighbourhood k, i.e. up to what distance or
how many neighbours are taken into account. This is illustrated in the following example (fig.
2.3).
Figure 2.3: Example of k-nearest neighbour.
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If the neighbourhood is taken to be k = 3 (inner circle) the sample point will be classified as
‘1’ as there are more 1’s than 2’s. But for k = 9 the classification will be ‘2’. And if one takes
k = 6 the classification problem will be undecidable due to the same number of 1’s and 2’s.
It should be noted however that in general k is uneven for classification problems [60]. This ensures
that a tie in the majority voting is avoided. For regression this restriction in not necessary.
Approaching the same example as a regression problem the resulting property value of the sample
point can be obtained by averaging with
yj =
1
k
k∑
i=1
yi (2.16)
This yields yj ≈ 1.3 for k = 3, yj = 1.5 for k = 6, and yj ≈ 1.6 for k = 9.
It is sensible to assume that data points which are closer to the sample point are more likely to
have similar outputs [60]. Hence, the contributions of the neighbouring data points are weighted
depending on the distance such that data points closer to the sample point have a stronger
influence on the output. The weight wij of a data point i with respect to sample point j can be
expressed as
wij =
e−dij
k∑
i=1
e−dij
(2.17)
where dij is the distance between the two points. The distance metric can be chosen as follows.
dij =

√
(xj − xi)2 Euclidean
(xj − xi)2 Euclidean squared
|xj − xi| Cityblock
max |xj − xi| Chebyshev
(2.18)
of which the Euclidean distance measure is the most common [60]. It can easily be seen from
eqn. 2.17 that the sum of all distance weights is
k∑
i=1
wij = 1 (2.19)
Then, the output of the sample point can be obtained from
yj =
k∑
i=1
wijyi (2.20)
For classification eqn. 2.20 is evaluated for each class variable. The maximum result determines
the classification of the sample point.
Coming back to the example (fig. 2.3) the results with (Euclidian) and without distance weighting
are sumarised in tab 2.1. As one can see distance weighting has a significant influence on the
classification respectively the property value of the sample point.
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Without distance weighting With distance weighting
Classification Regression Classification Regression
k = 3 yj = 1 yj ≈ 1.3 yj = 1 yj ≈ 1.3
k = 6 undecidable yj = 1.5 yj = 1 yj ≈ 1.4
k = 9 yj = 2 yj ≈ 1.6 yj = 1 yj ≈ 1.4
Table 2.1: Example of k-nearest neighbour.
Actually finding the nearest neighbour is not an easy task. Especially in higher dimensions the
search is costly from a computational point of view [95]. Therefore, a number of algorithms exist
to simplify the neighbourhood search. The resulting neighbourhoods are then no longer exactly
defined only by the distance metric as given in eqn. 2.18 [95].
Teaching a k-nearest neighbour system is usually done by finding the size of the neighbourhood
k with the lowest error by cross-validation. Hereby, the given data is split into several sub-sets.
On each of these the k-nearest neighbour algorithm is applied for a range of different values for
k. The value of k achieving the lowest error is then chosen [20, 60].
2.1.4 Support Vector Machines
Support vector machines (SVM) are non-probabilistic linear classifiers. However, they can also
be used for regression [43]. The fundamental idea is that data sets that belong to different classes
are linearly separable by hyperplanes. If the data cannot be separated by linear hyperplanes it
is to be mapped into a higher dimensional space such that it becomes linearly separable. The
result is transformed back to the original input space [41].
(a) (b)
Figure 2.4: Examples of SVMs for linearly (a) and nonlinearly (b) separable data.
The discussion begins with the linearly separable case in an n-dimensional input space. Then
there exists some (n − 1)-dimensional hyperplane of the form
f (x) := w · x + b = 0 (2.21)
that separates the data, e.g. plane A in fig. 2.4(a) [102]. Here w is a normal vector to the
hyperplane, b is an offset, and x is an n-dimensional vector. A sample point xi can then be
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classified depending on which side of the hyperplane it is situated. For simplicity the classification
is yi ∈ {−1, 1}, i.e. there is a “positive” and a “negative” side of the hyperplane. One obtains
w · xi + b ≥ 0 for yi = +1w · xi + b < 0 for yi = −1 (2.22)
In the next step the data should not only be separated by a hyperplane but by a so called ‘fat
plane’ [102], i.e. there should be a margin M between the hyperplane and the data points closest
to it (in fig. 2.4(a) this is marked by the grey area surrounding the hyperplane A). Eqn.’s 2.22
are then modified to incorporate the margin [41].
w · xi + b ≥ 1 for yi = +1w · xi + b ≤ −1 for yi = −1 (2.23)
The above equations can be merged into one [41].
yi (w · xi + b) ≥ 1 ∀ i (2.24)
It can easily be shown that the size of the margin M is
M =
2
‖w‖2
(2.25)
If the data is linearly separable then in general there is more than one hyperplane fulfilling eqn.
2.24. The goal is to find the optimal hyperplane such that a maximum margin is obtained (marked
with O in the example fig. 2.4(a)) [22]. Those data points bounding the margin and which are
required to describe the hyperplane exactly are called support vectors. Finding this hyperplane is
a quadratic programming problem [102]. To be more precise it is a minimisation with constraint
since the inverse of the margin (and not the margin itself) is used for optimisation [106]. The
task reads as follows:
minimise :
1
2 ‖w‖22
constraint : yi (w · xi + b) ≥ 1 ∀ i
(2.26)
In many cases the original data cannot be separated entirely although the overall data structure
warrants linear separation. In these circumstances the constraint (eqn. 2.24) should be relaxed to
allow some data points, but only a small number, to violate it [102]. Hence, in the end some data
points may lie within the margin or might even be situated on the “wrong” side of the decision
hyperplane. To achieve this positive slack variables ξi are introduced [41]. The optimisation task
(eqn.’s 2.26) is then slightly modified:

minimise : 12 ‖w‖22 + λ
∑
i
ξi
constraint 1 : yi (w · xi + b) ≥ 1 − ξi ∀ i
constraint 2 : ξi ≥ 0 ∀ i
(2.27)
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where λ is a parameter depending on how strong errors should be penalised. λ can be chosen as
required. Larger values will result in stronger error penalty [102].
Figure 2.5: Mapping linearly non-seperable data to embedding space via ϕ.
Support vector machines work with linear separation of data. If the data structure suggests non-
linear separation (see fig. 2.4(b) for an example) a mapping ϕ (x) is applied to the data in input
space such that is becomes linearly separable in an embedding space (fig. 2.5). The optimisation
is therefore carried out in embedding space as well. Therefore eqn.’s 2.26 become

minimise : 12 ‖W ‖22 + λ
∑
i
Ξi
constraint 1 : yi (W ·ϕ (xi) + B) ≥ 1 − Ξi ∀ i
constraint 2 : Ξi ≥ 0 ∀ i
(2.28)
The embedding space is usually of a much higher dimension than the original input space. In fact,
the embedding space often has a dimensionality in the range of a million or more [102]. Solving this
quadratic programming problem (eqn.’s 2.28) with a regular computer is not feasible. However,
instead of looking at the primal problem one can look at the equivalent dual problem [106]:

minimise : 12α · diag (y) ·K · diag (y) ·α − e ·α
constraint 1 : 0 ≤ αi ≤ λ ∀ i
constraint 2 : α · y = 0
(2.29)
where αi are Lagrange multipliers, e is a unit vector, and K is the kernel with
Kij = K (xi,xj) = ϕ (xi) ·ϕ (xj) (2.30)
The problem is now much easier to handle as only all Kij need to be calculated from mapping
ϕ (x). As it turns out this can be simplified even further. It is not necessary to determine ϕ (x).
Only the Kij are required. These just need to be of a form that might originate from some
mapping ϕ (x). This is the so-called kernel trick [26, 41, 106]. Properties of the kernel are [102]:
• Kij is symmetric in i and j
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• The kernel has non-negative eigenvalues
• A multinomial combination of kernels also gives a kernel
• K (ϕ (xi) ,ϕ (xj)) is a kernel ∀ϕ (x) if K (·, ·) itself is one
• Kij = f (xi) · f (xj) is a kernel ∀f (x)
Furthermore, one is not required to find the kernel for a specific problem. In many cases a
standard kernel can be used instead with excellent results. Typical kernels are [60, 106]:
Kij =

xi · xj linear
(γxi · xj + λ)d polynomial
e−γ|xi−xj |
2
RBF
tanh (γxi · xj + λ) sigmoid
(2.31)
where γ and d are parameters.
Up to know the use of support vector machines for classification was dicussed. But SVM are
also applicable to regression problems. Support vector regression is very similar to classification.
First, the following definitions are made [43]:
Let ε be a tube around the prediction “curve” of the support vector machine. Then ξi is the
positive difference between the observed value and the tube if the observed value is “above” the
prediction tube. If the observed value is inside the tube or “below” the tube ξi = 0. One also
defines ξ∗i as the positive difference between the observed value and the tube if the observed value
is “below” the prediction tube. If the observed value is inside the tube or “above” the tube ξ∗i = 0.
Fig. 2.6 visualises the definitions.
Figure 2.6: The parameters for support vector regression [43].
Then the optimisation task (eqn.’s 2.28) can be written for regression as [43]
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
minimise : 12 ‖W ‖22 + λ
∑
i
Ξi + λ
∑
i
Ξ∗i
constraint 1 : yi − W ·ϕ (xi) − B ≤ ε + Ξi ∀ i
constraint 2 : W ·ϕ (xi) + B − yi ≤ ε + Ξ∗i ∀ i
constraint 3 : ξi, ξ
∗
i ≥ 0 ∀ i
(2.32)
The transformation into the dual form including the kernel trick is done as for classification:

minimise : 12 (α
∗ − α) ·K · (α∗ − α) + εe · (α∗ + α) − y · (α∗ − α)
constraint 1 : 0 ≤ αi ≤ λ ∀ i
constraint 2 : 0 ≤ α∗i ≤ λ ∀ i
constraint 3 : e ·α = e ·α∗
(2.33)
2.1.5 Bayesian Networks
Bayesian networks (BN) are probabilistic graphical models derived from Bayesian probability
theory11 [73]. A Bayesian net describes how different states xi of a system are linked through
probability, i.e. the net shows conditional inter-dependencies of variables via a directed acyclic
graph [19].
In the graph each node represents one state of the system as a random variable. The edges show
direct probabilistic relations between those states [51]. As the graph is directed, each state is
only dependent on the parent states. Hence, for each node xi there is a conditional probability
distribution
PB (xi|pii) (2.34)
where pii are the parent nodes of xi. A unique joint probability distribution over the graph is
then [73]:
PB (x1, x2, . . . , xn) =
n∏
i=1
PB (xi|pii) (2.35)
Fig. 2.7 shows an example of a Bayesian network. Here, one can clearly see the inter-dependencies
between variables as well as the conditional probabilities.
Bayesian networks can be learned from available data. A network must be found that represents
the given training data as best as possible. This is extremely difficult [34]. However, with some
restrictions on the networks, efficient procedures are available for teaching. These are separated
into two categories [39, 59]:
• Structure learning (structure is unknown)
• Parameter learning (structure is known)
11T. Bayes 1763
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Figure 2.7: Bayesian network example.
Usually, parameter learning and structure learning are combined such that parameter learning
is a sub-process of structure learning in a so called score-and-search-based approach. There are
mainly two methods in use which are asympotically equivalent for large sample sizes [51]:
• Bayesian scoring [39, 59]
• Minimal description length (MDL) [52, 77, 112]
Here, only MDL is briefly discussed. Let B be a Bayesian network and T = {u1,u2, . . . ,uN} a
set of training data. Then one can write the log likelyhood of B given T as
LL (B|T ) =
N∑
i=1
log (PB (ui)) (2.36)
The scoring function of the Bayesian network reads
MDL (B|T ) = log N
2
|B| − LL (B|T ) (2.37)
where |B| is the number of parameters in B [51]. Maximising eqn. 2.36 will give a network
that represents the given training data best. However, this results in very large networks and
overfitting. To optimise the network also in the sense of its size and to avoid overfitting eqn. 2.37
is to be minimised as the size of the network is taken into account through |B| [51].
2.1.6 Multiple Linear Regression
Multiple linear regression (MLR) is very similar to linear regression. But instead of having one
independent variable as for linear regression output y depends on two or more (in general p)
independent variables xi, i.e. one has a relation of the form
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y = α + β1x1 + β2x2 + · · · + βpxp (2.38)
where α and βi are constants [46].
Given a sample set of size n one can write for j = 1, . . . , n
yj = αj + β1xj1 + β2xj2 + · · · + βpxjp (2.39)
Define the vector of the dependent variable y, the deviation vector α, the coefficient vector β,
and the data matrix of the independent variables as follows:
y =

y1
y2
...
yn
 , α =

α1
α2
...
αn
 , β =

β1
β2
...
βp
 , andX =

x11 x12 · · · x1p
x21 x22 · · · x2p
...
...
. . .
...
xn1 xn2 · · · xnp
 (2.40)
Then, eqn. 2.39 can be written for all j as a system of equations.
y = α + Xβ (2.41)
Learning a multiple linear regression machine is done via the method of least squares [60]. For
this purpose, one has to find b such that ‖y − Xb‖2 becomes minimal. According to the Gauss-
Markov theorem the solution is the best linear unbiased estimator with
b =
(
XTX
)−1
XTy (2.42)
Therefore, one can rewrite eqn. 2.41 as
y = yˆ + e (2.43)
with the remainder e and yˆ the estimated value of y:
yˆ = Xb (2.44)
This way one obtains an equation for the estimated value yˆ of the dependent variable y:
yˆ = b1x1 + b2x2 + · · · + bpxp (2.45)
2.1.7 Combining Different Machine Learning Methods
Combining multiple machine learning models shows a much lower error compared to using only
a single machine learning method [10]. The combination can be done in various ways. Perhaps
the best known combination methods are:
• Uniform voting / uniform average
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• Weighted voting / weighted average
– Likelihood combination
– Bayesian combination
– Distribution summation
With uniform voting it is assumed that all machine learning model have the same reliability
[10]. For a given input an output is obtained for each model. Then, in case of classification,
the resulting class determined by the whole system is the one which is obtained most often in
the models. When regression is used the result is the average of the outputs from the models
(uniform average).
Uniform voting can be extended to weighted voting where the influence of each model on the
classification by the system depends on the error determined during training. Similarly, a weighted
average can be used for regression. The determination of the weights can be more sophisticated
when using one of the methods briefly described below.
In likelihood combination the degree of logical sufficiency of the rule [44] is determined for each
classification rule. From this the rule with the highest degree is choses and then multiplied by
the a priori propability of the classification [10]. The resulting value (obtained for each model
separately) is a measure for the reliability and can be used as a weight for the voting method.
For Bayesian combination [25] the accuracy of each rule is determined for each class. Given a
set of samples the accuracy is the ratio between the number of samples of a class satisfying the
rule and the total number of samples in the set. Then for each class the most reliable rule is
determined and the classes are compared [10]. The highest accuracy yields the classification of
the machine.
The distribution summation [36] produces a vector by summing vectors (one for each classification
rule) that contain information on the number of samples covered by each rule [10]. The number
of entries for each vector is equal to the the number of classes. The largest component in the
resulting vector determines the classification.
2.1.8 Software Implementation
The machine learing algorithms described above are implemented in EIDOminer12. This software
was originally developed for the analysis of casting processes. The application in this thesis is
the first outside this scope and is done in close co-operation with the software developers to test
and expand the capabilities of the software.
The software centres around an Intelligent Analysis Manager which allows the identification of
causal relations between error patterns and process parameters [45]. It also allows the combination
of different methods as described in section 2.1.7 through weighted voting or weighted average.
Furthermore, the raw data can be pre-processed before passed to the learning machines. The
following smoothing methods are implemented:
• Fast Fourier transform (FFT)
12EIDOdata GmbH (http://www.eidodata.de/)
31
2.2 CFD Models
• Convolution (Conv)
• Moving average (MA)
• Singular value decomposition (SVD)
In EIDOminer the FFT smoother eliminates frequency noise by setting all frequencies to zero that
are less than a threshold times the maximum distance of the data. The convolution smoother
uses the Gaussian kernel. Moving averages is done with 5 consecutive entries. And the SVD
smoother removes singular values which are below a chosen threshold.
2.2 CFD Models
2.2.1 CAD Model
For the CFD analysis which is done with ANSYS CFX 15.0 a torpedo-shaped AUV body is
constructed. This shape is chosen as it is well-understood and most autonomous underwater
vehicles have this type of body. The main body is constructed from two ellipsoids and a cylinder
(fig. 2.8). The cross-shaped ruder construction is also very typical. The CAD model is created
with PTC Creo Parametric 2.0. Fig. 2.9 shows a 3-D view of the finished model.
Figure 2.8: Blueprint of the AUV model for the CFD simulation.
The size of the model is quite large (LOA = 7250mm13). The reason is that pressure varies
stronger than for small bodies. Especially, the pressure difference between the upper and lower
side due to buoyancy is large enough (about 10 000Pa per 1000mm) to be significant. This way
all influences can be considered in more detail and with better accuracy.
A fluid body with a length of 16 000mm and 6000mm in the other two coordinate directions is
created around the AUV model such that the forward boundary is 2750mm in front of the nose
13LOA: length overall
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Figure 2.9: 3-D view of the AUV model for the CFD simulation.
of the AUV and the setup is symmetric in the other two coordinate directions (see fig. 2.10). A
preliminary analysis with maximum velocities shows that a fluid body of this size is sufficient.
The flow can fully develop before it comes in contact with the AUV model and all influences of
the AUV on the fluid flow have dissipated before reaching the opposite boundaries.
Figure 2.10: Fluid body for CFD simulation with boundaries for one flow situation.
2.2.2 Meshing
Mesh Parameters
A standard unstructured mesh is used for the simulations14. Tab. 2.2 shows some of the para-
meters of the mesh. Additionally, 5 prism layers are created on the surface of the AUV to resolve
the transition layer. The transition ratio is 0.77 and the growth rate is 1.20. Fig. 2.11 shows a
vertical cut through the final mesh.
Mesh Statistics and Mesh Quality
The mesh obtained has a total number of 92819 nodes and 525857 linear tetrahedral elements
(Tet4). The average quality of the elements in the mesh is 0.83122 which is considered to be
14The mesh sensitivity analysis is discussed in section 2.2.7.
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Curvature normal angle 18.0°
Minimum size 9.02710mm
Maximum face size 902.710mm
Maximum size 1805.40mm
Growth rate 1.20
Table 2.2: Mesh parameters.
Figure 2.11: Mesh cut in the zx-plane.
excellent [13]. Other indicators of mesh quality, namly aspect ratio, maximum corner angle,
skewness, and orthogonal quality, have excellent values as well15.
2.2.3 Physical Properties of Seawater
As seawater is not a standard material and therefore usually not implemented in CFD software
the necessary physical properties have to be calculated and implemented in the simulation. The
relevant properties are
• Salinty S
• Molar mass M
• Density ρ
• Specific heat capacity c
• Thermal conductivity k
• Dynamic viscosity µ
• Specific enthalpy h
• Specific entropy s
• Thermal expansion coefficient α
15More details can be found in the appendix (section 7.1). Definitions of the indicators can be found in [13].
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Salinity
Seawater is a solution of various solutes (“sea salt”) in water. The composition of the solutes is
very uniform through the oceans [5]. However, the amount of sea salt dissoved in water varies
depending on the location. On average the mass fraction of solutes, called salinity, is about
S = 35 g kg−116 which will be used for the purpose of this investigation. All physical properties
of seawater are a function of salinity as can be seen below.
Molar Mass
For a mixture an average molar mass Mmix can be calculated from the molality bi and the molar
masses Mi of its constituents.
Mmix =
∑
i
bi
btot
Mi (2.46)
with
btot =
∑
i
bi (2.47)
Tab. 2.3 shows the abundance of the major elements and molecules in seawater for a salinity of
S = 35 g kg−1 and their respective molar masses. These make up most of the seawater. Other
elements and molecules are of little consequence for the determination of the average molar mass
as only trace amount are present [100].
Molecule / Element Molality Molar Mass[mol kg−1] [kg kmol−1]
H2O 53.6 18.0153
Cl− 0.5459 35.4530
Na+ 0.4690 22.9898
Br 0.1300 79.9040
Mg2+ 0.05283 24.3005
[SO4]
2− 0.02823 96.0700
Ca2+ 0.01028 40.0780
K+ 0.01021 39.0983
[HCO3]
− 0.00206 61.0168
Sr2+ 0.000091 87.6200
Table 2.3: Abundance of major elements and molecules in average seawater [100].
With the data from tab. 2.3 and eqn. 2.46 the average molar mass of seawater Msw at a salinity
of S = 35 g kg−1 can be determined as
Msw = 18.4341 kg kmol
−1 (2.48)
16The exact amount of normal salinity is Sn = 35.16504 g kg−1 [91].
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Density
There are a number of empirical formulae to determine the density of seawater ρsw for given
conditions. An overview can be found in [109]. Here the formula by Millero and Poisson [90]
is used as the values obtained have an accuracy of ±0.01 % which is higher than for most other
formulae [109]. It is also valid in the relevant regions of temperature (−2 °C ≤ T ≤ 40 °C) and
salinity (0 g kg−1 ≤ S ≤ 42 g kg−1). The formula reads
ρsw
[
kgm−3
]
= ρw + AS + BS
3/2 + CS2 (2.49)
with the pre-factors
A = 0.824493 − 4.0899 · 10−3T + 7.6438 · 10−5T 2 − 8.2467 · 10−7T 3 · · ·
· · · + 5.3875 · 10−9T 4 (2.50)
B = −5.72466 · 10−3 + 1.0227 · 10−4T − 1.6546 · 10−6T 2 (2.51)
C = 4.8314 · 10−4 (2.52)
and the density of pure water
ρw
[
kgm−3
]
= 999.842594 + 6.793952 · 10−2T − 9.09529 · 10−3T 2 · · ·
· · · + 1.001685 · 10−4T 3 − 1.120083 · 10−6T 4 + 6.536336 · 10−9T 5(2.53)
which gives
ρw = 997.048 kgm
−3 (2.54)
The density can then be calculated for the reference temperature Tref = 25°C (standard reference
temperature for material properties in ASYS CFX).
ρsw = 1023.34 kgm
−3 (2.55)
Specific Heat Capacity
For the specific heat capacity the formula by Millero et al. [89] is used. It has a high accuracy
of ±0.01 % and is valid in a temperature range of 5 °C ≤ T ≤ 35 °C and for a mass fraction of
chloride 0 g kg−1 ≤ wCl− ≤ 22 g kg−1. The mass fraction of chloride is obtained from the data
in tab. 2.3.
wCl− = bCl−MCl− = 19.3538 g kg
−1 (2.56)
Hence, the mass fraction of chloride is in the required range. The specific heat capacity for
seawater can therefore be determined by
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csw
[
J kg−1K−1
]
= cw + AwCl− + Bw
3/2
Cl− (2.57)
with the pre-factors
A = −13.81 + 0.1938T − 0.0025T 2 (2.58)
B = 0.43 − 0.0099T + 0.00013T 2 (2.59)
and the specific heat capacity of pure water
cw
[
J kg−1K−1
]
= 4217.4 − 3.72T + 0.141T 2 − 2.654 · 10−3T 3 · · ·
· · · + 2.093 · 10−5T 4 (2.60)
which yields
cw = 4179.23 J kg
−1K−1 (2.61)
The specific heat capacity at the reference temperature Tref = 25°C is therefore
csw = 3997.94 J kg
−1K−1 (2.62)
Thermal conductivity
The thermal conductivity of seawater depends not only on its temperature and salinity but also
on the pressure. However, the influence of pressure on the overall value is very small. The
formulation by Castelli et al. [28] is specifically design for a salinity of S = 35 g kg−1. It is valid
for a temperature range of 0 °C ≤ T ≤ 30 °C and a pressure range of 105 Pa ≤ p ≤ 1.4 · 108 Pa
with an accuracy of ±0.4 %. The reference pressure for the material properties in ASYS CFX is
pref = 1 atm = 1.01325 · 105 Pa and all pressures occurring in the simulation are above this
pressure. The equation may therefore be used in this case.
ksw
[
W m−1K−1
]
= 0.55286 + 3.4025 · 10−10p + 1.8364 · 10−3T − 3.3058 · 10−7T 3 (2.63)
This results in a thermal conductivity of
ksw = 0.608751W m
−1K−1 (2.64)
Dynamic Viscosity
According to Isdale et al. [71] the dynamic viscosity of seawater can be calculated with an accuracy
of ±0.5 % in a temperature range of 5 °C ≤ T ≤ 25 °C and a salinity of 0 g kg−1 ≤ S ≤ 40 g kg−1
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using the following relation.
µsw
[
kgm−1s−1
]
= µw
(
1 + AS + BS2
)
(2.65)
with pre-factors
A = 1.474 · 10−3 + 1.5 · 10−5T − 3.927 · 10−8T 2 (2.66)
B = 1.073 · 10−5 − 8.5 · 10−8T + 2.230 · 10−10T 2 (2.67)
and the pure water viscosity µw according to Korosi and Fabuss [76]
ln
(
µw
[
kgm−1s−1
])
= −10.7019 + 604.129
139.18 + T
(2.68)
which results in
µw = 0.891839 · 10−3 kgm−1s−1 (2.69)
Hence, the dynamic viscosity of seawater is
µsw = 0.958341 · 10−3 kgm−1s−1 (2.70)
Specific Enthalpy
A very accurate (accuracy ±0.5 %) relation between specific enthalpy of seawater and its salinity
and temperature has been found by Sharqawy et al. [109] making use of the Gibbs energy
function as layed down by IAPWS17 in 2008 [5]. The relation is valid for 10 °C ≤ T ≤ 120 °C
and 0 g kg−1 ≤ S ≤ 120 g kg−1.
hsw
[
J kg−1
]
= hw − S
(
a1 + a2S + a3S
2 + a4S
3 + a5T + a6T
2 · · ·
· · · + a7T 3 + a8ST + a9S2T + a10ST 2
)
(2.71)
with the pre-factors18
17The International Association for the Properties of Water and Steam.
18Note that the pre-factors have been adjusted as the original formulation is not in SI units.
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a1 = −2.348 · 101 (2.72)
a2 = 3.151 · 10−1 (2.73)
a3 = 2.803 · 10−3 (2.74)
a4 = −1.446 · 10−5 (2.75)
a5 = 7.826 (2.76)
a6 = −4.417 · 10−2 (2.77)
a7 = 2.139 · 10−4 (2.78)
a8 = −1.991 · 10−2 (2.79)
a9 = 2.778 · 10−5 (2.80)
a10 = 9.778 · 10−5 (2.81)
and the specific enthalpy of pure water at Tref = 25 °C
hw
[
J kg−1
]
= 141.355 + 4202.07T − 0.535T 2 + 0.004T 3 (2.82)
which gives
hw = 104921 J kg
−1 (2.83)
The seawater specific enthalpy is therefore
hsw = 99765.1 J kg
−1 (2.84)
Specific Entropy
Like specific enthalpy, specific entropy can be determined from the Gibbs energy function. The
relation by Sharqawy et al. [109] reduces the errors of previous formulations from up to ± 35 %
to ±0.5 %. As for specific enthalpy, the relation is valid for 10 °C ≤ T ≤ 120 °C and 0 g kg−1 ≤
S ≤ 120 g kg−1.
ssw
[
J kg−1K−1
]
= sw − S
(
a1 + a2S + a3S
2 + a4S
3 + a5T + a6T
2 · · ·
· · · + a7T 3 + a8ST + a9S2T + a10ST 2
)
(2.85)
with the pre-factors19
19Again the pre-factors have been adjusted due to non-SI units used in the original formulation.
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a1 = −4.231 · 10−1 (2.86)
a2 = 1.463 · 10−2 (2.87)
a3 = −9.880 · 10−5 (2.88)
a4 = 3.095 · 10−7 (2.89)
a5 = 2.562 · 10−2 (2.90)
a6 = −1.443 · 10−4 (2.91)
a7 = 5.879 · 10−7 (2.92)
a8 = −6.111 · 10−5 (2.93)
a9 = 8.041 · 10−8 (2.94)
a10 = 3.035 · 10−7 (2.95)
and the specific entropy of pure water at Tref = 25 °C
sw
[
J kg−1K−1
]
= 0.1543 + 15.383T − 2.996 · 10−2T 2 + 8.193 · 10−5T 3 · · ·
· · · − 1.370 · 10−7T 4 (2.96)
which yields
sw = 367.231 J kg
−1K−1 (2.97)
The resulting specific entropy is
ssw = 349.860 J kg
−1K−1 (2.98)
Thermal Expansion coefficient
A formula for the relation between the thermal expansion coefficient and temperature, pressure,
and salinity is not known. However, for certain combinations some values have been tabulated
[113]. For a temperature of T = 25 °C, a salinity of S = 35 g kg−1, and standard pressure the
thermal expansion coefficient is
α = 297 · 10−6K−1 (2.99)
2.2.4 Fluid Model
For the simulations an isothermal buoyant k-ε model with scalable wall functions is chosen with
a reference pressure of pref = 2 atm = 2.02650 · 105 Pa, which corresponds to a diving depth
of approximately ddive ≈ 10m, and a fluid temperature of T = 15 °C. The reason is that no
large adverse pressure gradients are expected and the k-ε model works especially well for pressure
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gradients which are relatively small [15]. Furthermore, the control volume is large enough, such
that gravity will result in a significant difference in static pressure between its upper and lower
side. Hence, buoyancy has to be taken into account. In addition, a uniform temperature is set
throughout the simulations. The k-ε model is also advantageous, as the number of simulations is
quite large (1546 simulations in total). The k-ε model provides a reasonable compromise between
accuracy and computational efford [120], such that the complete set of simulations can be run
within an adequate time frame.
For a mathematical model of fluid flow the underlying principles are the conservation of mass,
momentum, and energy [49, 107]. These principles are expressed through the following equations.
Continuity equation (conservation of mass):
∂ρ
∂t
+ ∇ · (ρu) = 0 (2.100)
Navier-Stokes equations (conservation of momentum):
∂
∂t
(ρu) + ∇ · (ρu⊗ u) = −∇p + µ∇2u − 2
3
µ∇ (∇ · u) δ + ρg (2.101)
Energy equation (conservation of energy):
∂
∂t
(ρh) + ∇ · (ρuh) = −∇ · q + ∂p
∂t
+ ∇ · (τ · u) (2.102)
When using the k-ε model in an isothermal situation the energy equation is not required. The
reasons are that most terms in eqn. 2.102 become zero in this case and that the turbulence energy
and its dissipation are included in the other equations (as shown below).
The k-ε model is a widely used two-equation turbulence model for fluid dynamical problems. It
was introduced by Launder and Spalding in 1974 [78]. One defines the turbulent kinetic energy
k as the variance of the fluctuations in velocity:
k =
1
2
(
u′2 + v′2 + w′2
)
(2.103)
where u′, v′, and w′ are the components of the velocity fluctuations u′. Then ε is defined as the
rate at which k dissipates:
ε =
dk
dt
(2.104)
These variables are introduced in the continuity equation (eqn. 2.100) and the Navier-Stokes
equations (eqn. 2.101). After some analytical manipulation one obtains the following equations
(as implemented in ANSYS CFX [12]).
∂ (ρk)
∂t
+ ∇ · (ρku) = ∇ ·
((
µ +
µt
σk
)
∇k
)
+ Pk + Pkb − ρε (2.105)
∂ (ρε)
∂t
+ ∇ · (ρεu) = ∇ ·
((
µ +
µt
σε
)
∇ε
)
+
ε
k
(Cε1Pk − Cε2ρε + Cε1Pεb) (2.106)
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with constants
Cε1 = 1.44 (2.107)
Cε2 = 1.92 (2.108)
σk = 1.00 (2.109)
σε = 1.30 (2.110)
In these equations Pk is the turbulence production due to viscous forces with
Pk = µtS
2 (2.111)
where S is the modulus of the mean rate-of-strain tensor Sij :
S =
√
2SijSij (2.112)
Pkb and Pεb represent the influence of the buoyancy forces. The buoyancy production term reads
Pkb = − µt
ρσρ
g∇ρ (2.113)
with the turbulence Schmidt number
σρ = 1.00 (2.114)
It is assumed that Pεb is proportional to the buoyancy production and must be positive. Therefore
Pεb = Cε3 ·max (0, Pkb) (2.115)
with the dissipation coefficient
Cε3 = 1.00 (2.116)
Furthermore, the velocity scale ϑ and the length scale l are defined as
ϑ = k
1/2 (2.117)
l =
k3/2
ε
(2.118)
such that the eddy viscosity µt can be written as
µt = Cµρϑl = ρCµ
k2
ε
(2.119)
with constant
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Cµ = 0.09 (2.120)
With the k-ε model Launder and Spalding also introduced wall functions [78]. It has been shown
in experiments that in turbulent flows the velocity distribution closed to a wall is similar when
regarded in a dimensionless form [107]. One defines the shear velocity uτ through wall shear
stress τw and density ρ as
uτ =
√
τw
ρ
(2.121)
The surface normal coordinate y and the mean surface parallel velocity u¯t can than be de-
dimensionalised to y+ and u+.
y+ =
yuτ
ν
(2.122)
u+ =
u¯t
uτ
(2.123)
In the viscous sub-layer (y+ < 5) the relation between u+ and y+ is roughly linear, i.e.
u+ = y+ (2.124)
In the transition layer (5 < y+ < 70) the functional relation is rather complex [105]. For
y+ > 70 the relation between u+ and y+ is
u+ =
1
κ
ln
(
y+
)
+ Cw (2.125)
where κ is the Karman constant
κ = 0.41 (2.126)
and Cw is the log-layer constant. It describes the influence of the surface roughness on the velocity
distribution. For a smooth surface one has
Cw = 5.5 (2.127)
Unfortunately, eqn. 2.125 has singularities at points close to the wall where u¯t goes towards
zero [12]. Hence, a different velocity scale u∗ is introduced, replacing uτ in the log-layer, which
depends entirely on the turbulent kinetic energy and does not go to zero with u¯t [12].
u∗ = C1/4µ k
1/2 (2.128)
Then one can also define a new dimensionless surface normal coodinate y∗.
y∗ =
yu∗
ν
(2.129)
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With these, shear velocity uτ and the absolute value of the wall shear stress τw can be calculated
with the following two equations.
uτ =
u¯t
1
κ ln (y
∗) + C
(2.130)
τw = ρu
∗uτ (2.131)
Unfortunately, there are some significant problems when using wall functions with the above
equations. According to Grotjans and Menter [56] the numerical results strongly depend on the
location of the node cloest to the wall, i.e. the results are highly mesh dependent. A fine mech
does not lead to a more accurate result. The solution may not even be unique. Hence, the wall
functions by Launder and Spalding are extended to scalable wall functions [12]. In this approach,
the value of y∗ calculated in eqn. 2.129 is checked against a lower limit.
y˜∗ = max (y∗, 11.06) (2.132)
Limiting y˜∗ according to eqn. 2.13220 will result in all nodes lying outside the linear sub-layer in
the logarithmic region such that inconsistencies due to fine meshing do not appear.
2.2.5 Boundary Conditions
Inlets
Up to three of the bounding surfaces of the control volume are defined as inlets, depending on
the actual direction of the flow velocity vector u. Tab. 2.4 shows the components of the inlet
velocities chosen for the simulations. All possible combinations (except for u = [0, 0, 0]T ) are
used. However, as the system is symmetric in the zx-plane only positive v need to be evaluated.
Then, the results for negative v are obtained by mirroring the results for positive v at the zx-plane.
Hence, a set of 1546 simulations can be obtained.
u [kn] 20 15 10 7.5 5.0 2.5 2.0 1.5 1.0 0.5 0.0 -0.5 -1.0 -1.5 -2.0 -2.5 -5.0
v [kn] - - - - 5.0 2.5 2.0 1.5 1.0 0.5 0.0 -0.5 -1.0 -1.5 -2.0 -2.5 -5.0
w [kn] - - - - 5.0 2.5 2.0 1.5 1.0 0.5 0.0 -0.5 -1.0 -1.5 -2.0 -2.5 -5.0
Table 2.4: Components of the inlet velocity.
Furthermore, a medium turbulence intensity of I = 0.05 is assumed for the inlets. The turbulence
intensity is defined as the fraction of velocity fluctuations with respect to the dominant flow
velocity.
I =
u′
u
(2.133)
The turbulence kinetic energy and its dissipation at the inlet can then be calculated [11]:
20At y∗ = 11.06 the linear and the logarithmic region of the wall functions intersect.
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kinlet =
3
2
I2u2 (2.134)
εinlet = ρCµ
k2
µt
(2.135)
As µt is defined by k and ε (see eqn. 2.119) one needs to obtain its value in a different way. In
this special situation µt is calculated for the inlets as [11]
µt = 1000Iµ (2.136)
Openings
The bounding surfaces of the control volume that are not inlets are modelled as openings with a
relative pressure of prel = 0 normal to the boundary. This way the fluid can enter an leave the
control volume freely as in open water. Furthermore, a relative pressure of prel = 0 ensures that
no additional forces due to the boundary are acting on the fluid.
AUV Body
The AUV body is modelled as a smooth no slip wall, i.e. the fluid velocity at the wall is uwall = 0.
Hence, there is no influence on the fluid flow due to surface roughness.
2.2.6 Simulation Parameters
As the conversion criterion for the calculations a root mean square error of 10−4 for mass, mo-
mentum, k, and ε is chosen. For the advection a high resolution scheme is used which is a
nonlinear procedure based upon the boundedness principles according to Barth and Jesperson
[16]. The turbulence numerics is also dealt with using a high resolution scheme as the standard
first order approach runs into problems for some velocity vectors.
2.2.7 Sensitivity Analysis
A mesh sensitivity analysis is performed for several selected flow situations. It is shown that a
finer mesh does not change the results of the simulations significantly. The maximum difference
in the resulting pressures between the mesh used and the next finer standard mesh is less than
0.2 % which is sufficiently accurate for the given purpose.
2.2.8 Pressure Data Extraction and Processing
The pressure is extracted on the surface of the AUV at points 500mm apart and situated on lines
on the top, bottom, and the two sides of the AUV (see black lines on the surface of the AUV in
fig. 2.10). The foremost points are 500mm to the back of the bow of the AUV. This results in
14 points on each line and 56 points in total.
45
2.3 Image Processing
So for each flow situation there is data set consiting of 56 pressures and three flow velocity
components. These are organised into a 2872 × 59 data matrix where each row represents
one flow situations. The order of the rows is randomised. Randomisation is required to have a
thorough mixture of matching pressures and velocity over the whole velocity range. The resulting
data matrix is used as input for the machine learning software EIDOminer.
2.3 Image Processing
2.3.1 Laboratory Setup and Procedure
In order to obtain images under controlled lighting conditions various coloured object are illumin-
ated by a special LED light source and with regular white light. The special LED light source has
a range of 450nm to 570nm and a mean wavelength of λ¯ = 498nm as can be seen in fig. 2.12.
The mean wavelength is very close to the wavelength for maximum penetration depth in open
ocean (λmax,ocean ≈ 480nm, see also fig. 1.7). Therefore, the objects look as if they where situ-
ated in deep ocean water and illuminated by a white light from a submarine or underwater robot
from some distance away. In the following this is refered to as “underwater lighting conditions”.
For the regular white light a mercury-vapour lamp is used.
Figure 2.12: Spectrum of cyan LED [40].
The coloured objects are the photographed several times both under white light and under un-
derwater lighting conditions. The camera used has an active pixel sensor (APS) with 16.1Mpx
resolution. A sketch of the laboratory setup can be found in fig. 2.13.
2.3.2 Image Data Processing
The images taken are then processed as follows. First the images are resized such that only
the coloured objects can be seen in the pictures. This is necessary as the background is not
illuminated. Then a feature matching is done for each image set consisting of the same object
photographed once under white light and once under underwater lighting conditions such that
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Figure 2.13: Laboratory setup for image acquisition.
the two pictures are exactly aligned. This way for every pixel in the image under underwater
lighting conditions the corresponding pixel in the picture taken under white light is known.
From every image set 10 % of the pixels are chosen at random and an n × 6 matrix is built
containing the colour channels (RGB) for two matching pixels in each row. These matrices are
then merged into one data matrix and the order of the rows is randomised. Randomisation is
required to have a thorough mixture of matching pixel data over the whole colour spectrum. The
resulting data matrix is used as input for the machine learning software EIDOminer.
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3.1 Underwater Navigation
3.1.1 CFD Simulation
Fig. 3.1 shows the absolute pressure distribution on the hull of the AUV during forward motion
at 5 kn obtained from the CFD simulation. The small black dots indicate the positions of the
pressure measurement points used for machine learning. The starboard view is not shown since
it is a mirror image of the port view due to symmetry.
(a) Top view.
(b) Port view.
(c) Bottom view.
Figure 3.1: Forward motion at 5 kn.
In the port view fig. 3.1(b) one can clearly observe the influence of buoyancy as the pressure
increases strictly vertically with depth in the middle section of the AUV body. Only at the nose
and the fins some influence due to the forward motion can be seen. A small low pressure region
can be found at the top of the nose which is best seen in the top view fig. 3.1(a). At the same
time the pressure is increased compared to the static pressure at the bottom of the nose (see right
side of fig. 3.1(c)).
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At the front of the fins the velocity head is observed. The pressure distribution then changes
quickly such that it is in line with the distribution at the middle section of the AUV body.
Toward the rear of the fin the pressure again changes but not as significantly as for the front.
This behaviour is to be expected as it is typical for wing-type shapes in a fluid flow.
In fig. 3.2 the absolute pressure distribution during a backward motion at 5 kn is shown. Again
the starboard view is not given due to symmetry.
(a) Top view.
(b) Port view.
(c) Bottom view.
Figure 3.2: Backward motion at 5 kn.
The results show only very small differences when compared to the forward motion. However,
the small low pressure region at the top of the nose is no longer as profound (fig. 3.2(a)). Also
the increase in pressure at the bottom of the nose is not as strong as for forward motion (fig.
3.2(c)).
The strongest influence of the backward motion can be observed at the back of the AUV body
where a clear increase in pressure can be seen at the stern. This is shown best in the port view
fig. 3.2(b) and the bottom view fig. 3.2(c).
It is clear that both forward and backward motion do not disturbe the flow very much. The
torpedo shape is very streamlined and optimised for fast forward motion. For the backward
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motion the shape is not as optimal. Hence, the increased pressure at the back of the AUV body.
However, the shape is still quite streamlined with respect to this particular flow situation.
In the following figure (fig. 3.3) the absolute pressure distribution for a motion at 5 kn to port
is shown as obtained from the CFD simulation. As there is no symmetry in this case also the
starboard view is given. The results can also be used for the interpretation of a motion of 5 kn
to starboard by mirroring the results at the z-x-plane.
(a) Top view.
(b) Port view.
(c) Starboard view.
(d) Bottom view.
Figure 3.3: Motion to port at 5 kn.
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A high pressure region can be found almost over the whole length of the port side of the AUV
body (fig. 3.3(b)). Almost all pressure measurement points on this side of the surface are within
that region. Even higher pressures are observed at the outside of the lower port fin. A slight
increase is also found at the upper port fin. However, the increase is not as strong.
On the starboard side fig. 3.3(c) away from the flow the pressure is slighlty reduced. While in
the middle section the reduction is such that the pressure increase over the surface is still strictly
horizontal, toward the back and front a wavy pattern can be observed. It is more pronounced at
the back than at the front of the AUV body.
Looking at the top fig. 3.3(a) and bottom fig. 3.3(d) view one can clearly see that the port fins
create strong turbulence at the surfaces toward starboard. The pressure changes rapidly between
the fins and also the starboard fins are influenced by the turbulent region.
(a) Top view.
(b) Port view.
(c) Upward view.
Figure 3.4: Downward motion at 5 kn.
The shape of the AUV body is not optimal for the side flow situation. Also the surface of attack
is much greater compared to forward or backward motion. Hence the pressure changes are much
more pronounced in this case. Especially, the flat surfaces of the fins are directly in the way of
the flow leading to a strong reduction of the local flow velocity and hence a high pressure.
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Fig. 3.4 shows the absolute pressure distribution on the hull of the AUV during downward motion
at 5 kn. Since in this case symmetry is present again the starboard view is not given.
In case of downward motion a very distinct high pressure region along the bottom of the AUV
hull is developed (fig. 3.4(c)). High pressures are also shown at the lower sides of the lower fins.
Almost all pressure measurement points on the lower side are within the high pressure region.
On the top side of the AUV body the pressure becomes very uniform with little variation (fig.
3.4(a)). The overall pressure is reduced compared to the static case.
Looking at the port view fig. 3.4(b) rapid changes in pressure are observed near the fins, i.e.
a region of strong turbulence is created between the upper and the lower fins by the lower fins.
There are strong qualitative similarities between this situation and the case of sideward motion.
Again the shape of the AUV is not optimal for the given flow situation. The pressure on the lower
side of the AUV is already high due to buoyancy and the additional downward motion creates
even more pressure on the hull especially since the attack surface is large. As for the sideward
flow situation the flat sides of the fins are directly in the way of the flow creating a low velocity
/ high pressure region toward the flow and turbulence on the side away from the flow.
(a) Top view.
(b) Port view.
(c) Bottom view.
Figure 3.5: Upward motion at 5 kn.
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In fig. 3.5 the absolute pressure distribution during an upward motion at 5 kn is shown. Again
the starboard view is not given due to symmetry.
As can be seen in the top fig. 3.5(a) and the bottom fig. 3.5(c) view the pressure is slightly
increased at the top and slightly reduced at the lower side of the AUV hull. However, the
increase and reduction are not very distinct. But both can be caught by the upper and lower
pressure measurement points.
(a) Top view.
(b) Port view.
(c) Starboard view.
(d) Bottom view.
Figure 3.6: Combined motion of 5 kn forward, 5 kn downward, and 5 kn to port.
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The port view fig. 3.5(b) again reveals strong turbulence between the fins. In addition the upper
surfaces of the lower fins experience strong high pressures. This is not true for the upper surfaces
of the upper fins (see fig. 3.5(a)). So the qualitative picture deviates compared to the downward
and sideward motion results as in these cases the fins on the upwind side of the flow experience
the highest pressure.
The slightly different behaviour of the pressure at the fins is due to a strong influence of the
static pressure. As the pressure is already lowest at the topside the reduced velocity at the upper
surfaces of the upper fins will result in a slightly higher but still low pressure. On the other hand
the pressure is already higher on the upper sides of the lower fins. The additional pressure due to
the flow plus the turbulence produced by the flow around the upper fins will result in an overall
significantly higher pressure.
Fig. 3.6 above shows the resulting pressure distribution for a skew angle of attack of the water
flow. The motion of the AUV is such that the components of the velocity are 5 kn forward, 5 kn
downward, and 5 kn to port. Mirroring the results at the z-x-plane will also yield the results for
a motion with a velocity component of 5 kn to starboard.
A region of high pressure can be observed at the lower port side extending from the nose back
to the lower port side fin (see fig.’s 3.6(b) and (d)). This region is captured by the most forward
lower and port side pressure measurement points. But most of the lower pressure measurement
points are also near this region where the pressure is also significantly increased. Further regions
of high pressure are also observed at the lower side of the upper port side fin, the upper side
surface of the lower port side fin (fig. 3.6(b), not very distinct), and the lower side of the lower
starboard fin (fig. 3.6(d)). The latter also yields the highest pressure over the whole surface.
A very distinct region of low pressure is situated at the upper port side extending from the upper
portside fin to the nose (see fig.’s 3.6(a) and (b)). It also continues around the nose and the
lower starboard side back to the lower starboard side fin (see fig.’s 3.6(c) and (d)). This region is
well-captured by the upper pressure measurement points and especially the upper forward points.
So the area away from the flow (upper starboard side) is not the region of lowest pressure.
Figure 3.7: Front view of the AUV with velocity streamlines for the combined motion.
The reason for the observed pressure distribution can be seen in fig. 3.7. Following the streamlines
around the AUV body it can be observed that the water flow is strongly decelerated comming
toward the lower port side to about 50 % of the free flow velocity (8.66 kn=̂4.46ms−1). Therefore,
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the pressure is strongly increased. When the flow goes around the cylindrical midsection of the
hull the flow is accelerated to about 150 % of the free flow velocity at the upper port side and the
lower starboard side. Hence, a significant decrease in pressure is present in this region.
(a) Top view.
(b) Port view.
(c) Starboard view.
(d) Bottom view.
Figure 3.8: Combined motion of 5 kn backward, 5 kn upward, and 5 kn to port.
As can be expected the skew angle of attack yields a very diffferent picture of the pressure
distribution compared to single-component flow velocities. The regions of different pressures are
much more distinct as the absolute velocity is higher with the same velocity components as for
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the flows along the coordinate axes. The pressure regions are also captured better by the pressure
measurement points.
Fig. 3.8 above shows the resulting pressure distribution for a skew angle of attack of the water
flow. The motion of the AUV is such that the components of the velocity are 5 kn backward,
5 kn upward, and 5 kn to port. As before mirroring the results at the z-x-plane will also yield
the results for a motion with a velocity component of 5 kn to starboard.
The pressure distribution shows great qualitative similarities compared to the previous flow situ-
ation. Again one can observe a large high pressure region on the upwind side along the surface
of the hull (upper port side, see fig.’s 3.8(a) and (b)) although it is not as distinct. This region
is captured by the aft port side pressure measurement points. High pressures are also excerted
on the upper surface of the lower port side fin which is also the highest pressure on the whole
surface. Another high pressure region is found at the lower forward starboard side (fig. 3.8(d)).
The lower forward pressure measurement points are within this region.
A low pressure region is situated along the upper starboard side (fig.’s 3.8(a) and (c)) continuing
around the nose of the AUV and with lower intensity along the lower port side (fig.’s 3.8(b) and
(d)). The sternmost upper and starboard pressure measurement points are in this region as well
as some of the upper and port side forward points.
The observed pressure distribution is governed by the same principles as the previous flow situ-
ation (fig. 3.7). The water flow is strongly decelerated at the upper port side and then accelerated
above the free flow velocity at the upper starboard side and the lower port side.
3.1.2 Forward / Backward Flow Velocity
Tab. 3.1 shows the root mean square errors (RMSE) in knots for all combinations of the 5 machine
learning methods and the 5 different input data for the forward / backward velocity component.
As it is only an RMSE the actual difference between the velocity obtained from the algorithms
and the expected velocity can deviate significantly.
RMSE [kn] ANN KNN SVM BN MLR
Raw 8.27 16.84 1.03 3.39 2.10
FFT 8.23 16.83 0.99 3.40 2.10
Conv 8.29 - 2.32 - 2.36
MA 7.83 - 5.06 6.66 2.32
SVD 9.06 - 4.64 6.10 5.41
Table 3.1: Root means square errors for the forward / backward flow velocity.
As one can see k-nearest neighbour (KNN) shows a large RMSE for raw data input (Raw) and
fast Fourier transformed input (FFT) of above 16 kn. Furthermore, no meaningful results can
be obtained for the other three input methods. For artificial neural networks (ANN) the RMSE
is just above 8 kn for all input methods except for moving averages (MA) and singular value
decomposition (SVD) where the RSME is just below 8 kn and just above 9 kn respectively. In
contrast these two input methods result in the highest RMSE for Bayesian networks (BN) of
more than 6 kn. With convolution (Conv) no meaningful results are obtained in this case and
for the other input methods the RMSE for Bayesian networks is below 3.5 kn. For multiple
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linear regression (MLR) the root mean square error is below 2.5 kn except with singular value
decomposition where it is more than twice as high. Support vector machines (SVM) yield the
lowest root mean square error when using raw data or fast Fourier transformed data (around
1 kn). With the other input methods the root mean square errors are significantly higher.
Surprisingly, Bayesian networks perform much better than some of the other methods although
it is expected that the pressure / velocity relation is not probabilistic. The good performance of
multiple linear regression suggests that the relation is to some extend linear which is a sensible
assumption.
In general, pre-processing the pressure data reduces the performance of the learning algorithms
significantly. The exception is fast Fourier transformation which increases the performance
slighlty in cases of ANN, KNN, and SVM. For BN the performance in slightly reduces with
FFT.
Combined Method
With 5 learning machines and 5 input methods a potentially very large number of combinations
(in the order of 1025) are possible to increase the accuracy and output stability of the whole
system. It is not feasible to test all of them. However, tab. 3.1 gives a good indication which
methods are of interest for further study. These are SVM with raw, FFT, and convoluted input,
and MLR with all input methods except SVD.
The best solution can be obtained using only support vector machines combined with raw, FFT,
and convoluted input. The resulting root mean square error is 0.99 kn. This value is only slightly
lower than using SVM with FFT input. However, the output is more stable, i.e. the variation is
reduced.
Figure 3.9: Predicted forward speed compared to actual forward speed (negative means back-
ward).
Fig. 3.9 shows how this combination of learning machines and input methods works. The forward
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/ backward component of the flow velocity predicted by the combined system is shown on the
ordinate and plotted against the actual flow velocity set in the simulations. This is done for all
2872 flow situations and the intensity of the diamonds indicates the number of results. Hence, a
black diamond shows that there are a large number of results falling in this area.
As one can see quite a large number of results are very close to the perfect prediction (red line).
However, there are some results that deviate significantly. So there are problems with some
unique flow situations that need to be addressed (see below). It can also be observed that the
linear fit of the data (green line) is very close to the perfect prediction as well which indicates
that the overall performance is very good.
Fig. 3.9 also shows that the absolute error first increases and then decreases with increasing flow
velocity. The peak is at 5 kn. This results in the relative error decreasing with increasing velocity.
Hence, low velocities are more difficult to work with than higher velocities. However, one can also
observe that the backward flow situation poses significant diffculties. Fortunately, the backward
flow situation is very rare in the application.
It can be observed that all outliers produced in the range of ±5 kn for the forward velocity
component are due to small sideward and upward / downward velocity components of ±1 kn or
less. Hence, not only the size of the velocity components is important but also the total flow
speed. If at least one of the velocity components is sufficiently high the forward component can
also be obtained quite accurately even if it is small in absolute value.
The matter is different for higher forward speeds of 7.5 kn and above. Here, the outliers occur
for very specific combinations of velocity components. Tab. 3.2 shows for which velocities the
forward component is determined with the largest error.
u [kn] v [kn] w [kn] Error in uAbsolute [kn] Relative [%]
7.5 -5.0 5.0 1.4 18.7
7.5 -1.0 0.5 1.1 14.5
7.5 -1.0 1.0 1.1 14.7
7.5 0.0 0.5 1.1 14.4
7.5 0.0 1.0 1.2 16.0
7.5 0.5 0.5 1.1 14.2
7.5 0.5 1.0 1.1 14.7
7.5 5.0 5.0 1.5 19.4
10.0 1.0 5.0 1.7 17.1
10.0 1.5 5.0 1.7 16.6
20.0 -2.5 5.0 5.0 24.9
20.0 -5.0 -5.0 3.6 18.1
20.0 -5.0 1.0 1.2 6.1
20.0 -5.0 5.0 9.4 47.2
20.0 2.5 -5.0 1.6 8.0
20.0 2.5 5.0 5.0 24.9
20.0 5.0 -5.0 3.7 18.4
20.0 5.0 2.0 1.8 9.0
20.0 5.0 2.5 3.4 17.1
20.0 5.0 5.0 9.4 47.0
Table 3.2: Velocities which show the highest error for the forward component (u ≥ 7.5 kn).
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With regard to the velocity components no clear pattern can be observed. The simulation results
give no indication for a reason of the outliers either. Hence, the training of the support vector
machines must result in such a setup of the machines that large errors are produced for these
unique flow situations.
3.1.3 Sideward Flow Velocity
Tab. 3.3 shows the root mean square errors (RMSE) in knots for all combinations of the 5 machine
learning methods and the 5 different input data for the sideward velocity component. Again, as
it is only an RMSE the actual difference between the velocity obtained from the algorithms and
the expected velocity can deviate significantly.
RMSE [kn] ANN KNN SVM BN MLR
Raw 2.28 - 0.62 - 1.06
FFT 2.28 - 0.63 - 1.06
Conv 2.37 - 1.32 - 1.20
MA 2.34 - 2.34 - 1.13
SVD 2.50 - 1.80 - 2.17
Table 3.3: Root means square errors for the sideward flow velocity.
The results are very different to those for the forward / backward component. As one can see no
meaningful results can be obtained for k-nearest neighbour (KNN) and Bayesian networks (BN).
For artificial neural networks (ANN) the RMSE is just below 2.5 kn for all input methods. For
multiple linear regression (MLR) the root mean square error just above 1 kn except with singular
value decomposition where it is above 2 kn. Support vector machines (SVM) yield the lowest
RSME when using raw data or Fourier transformed data (around 0.6 kn). With the other input
methods the root mean square errors are between 1 kn and 2.5 kn.
As mentioned the overall behaviour of the machine learning algorithms deviates when compared
to the forward / backward flow velocity calculations. The root mean square errors are lower and
k-nearest neighbour and Bayesian networks do not work at all although BN yield satisfactory
results for the forward / backward flow velocity.
For the remaining machine learning algorithms the picture is very similar to the one before.
Again, multiple linear regression gives good results and best results are obtained with raw data
and FFT data combined with support vector machines. However, in this case FFT increases the
error with SVM.
Combined Method
In case of the sideward flow velocity all learning machine / input method combinations which
yield meaningful results are of interest for the combined system. So ANN, SVM, and MLR with
all input methods have to be taken into account to increase the accuracy and output stability of
the whole system.
The best solution can be obtained using only support vector machines combined with all 5 input
methods. The resulting root mean square error is 0.62 kn. This value is slightly higher than the
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mininum RSME using SVM with raw data input. However, the output is more stable, i.e. the
variation is reduced.
Figure 3.10: Predicted starboard speed compared to actual starboard speed (negative means
port).
Fig. 3.10 shows how this combination of learning machines and input methods works. As before,
the flow velocity predicted by the combined system is shown on the ordinate and plotted against
the actual flow velocity set in the simulations. Again, this is done for all 2872 flow situations and
the intensity of the diamonds indicates the number of results as before.
As one can see quite a large number of results are very close to the perfect prediction (red line).
But there are also some significant deviations from the ideal line. It can also be observed that
the linear fit of the data (green line) is very close to the perfect prediction as well. So the overall
performance is also good in case of the sideward velocity component.
Fig. 3.10 also shows that the absolute error first increases and then decreases with increasing
flow velocity as for the forward / backward component. The peak is at 2 kn. This results in the
relative error decreasing with increasing velocity. A similar behaviour was already observed for
the forward / backward velocity component. However, the largest errors occur for lower speeds
in this case.
Having a closer look at all flow velocity components one may observe that large errors in the
determination of the sideward component occur for different sizes of the forward / backward
component. Hence, the forward / backward has no influence on the accuracy of the sideward
component.
However, a strong influence of the upward / downward can be seen. Those points in fig. 3.10
which deviate strongly from the ideal line coincide with a large upward / downward component
(mostly 5 kn in absolute value). One has to consider how water flows around the AUV body
for these flow situations and where the pressure measurement points are located in order to
understand why this is the case.
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Viewed from the front there is a strong qualitative similarity between these flow situations and
the one observed in fig. 3.7. Since the pressure measurement points are positioned at the top,
bottom, and the two sides of the AUV, flows with only a sideward or an upward / downward
component can be captured very well as the position of the velocity head with its significant
pressure increase can be determined quite easily. However, for a skew angle of attack the velocity
head is in-between the measurement points and only medium pressure changes are observed by
them. Therefore, it is difficult for the learning machines to distinguish between the influences of
the flow components and to separate them.
3.1.4 Upward / Downward Flow Velocity
Tab. 3.4 shows the root mean square errors (RMSE) in knots for all combinations of the 5 machine
learning methods and the 5 different input data for the upward / downward velocity component.
RMSE [kn] ANN KNN SVM BN MLR
Raw 2.30 - 0.40 - 0.86
FFT 2.30 - 0.43 - 0.86
Conv 2.36 - 1.20 - 1.19
MA 2.50 - 2.25 - 0.98
SVD 2.83 - 2.68 - 2.44
Table 3.4: Root means square errors for the upward / downward flow velocity.
As one can see, again, no meaningful results can be obtained for k-nearest neighbour (KNN) and
Bayesian networks (BN). For artificial neural networks (ANN) the RMSE is just below 2.5 kn for
all input methods except for singular value decomposition (SVD) where the RMSE slightly above
this value. For multiple linear regression (MLR) the root mean square error is around 1 kn except
with singular value decomposition where it is above 2 kn. Support vector machines (SVM) again
yield the lowest RSME when using raw data or Fourier transformed data (around 0.4 kn). With
the other input methods the root mean square errors are significantly higher.
The overall picture is very similar to sideward flow velocity situation. Again multiple linear
regression gives good results and best results are obtained with raw data and FFT data. However,
the performance gap between raw and FFT input compared to the other input methods is larger.
While raw and FFT inputs yield even smaller root mean square errors compared to the sideward
flow velocity calculations, the performance of the other input methods is lower.
Combined Method
In case of the upward / downward flow velocity again all learning machine / input method
combinations which yield meaningful results are of interest for the combined system as for the
sideward flow velocity component. So ANN, SVM, and MLR with all input methods have to be
taken into account.
The best solution can be obtained using only support vector machines combined with all 5 input
methods. The resulting root mean square error is 0.40 kn. This value is slightly higher than the
mininum RSME using SVM with raw data input. However, the output is more stable, i.e. the
variation is reduced.
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Figure 3.11: Predicted downward speed compared to actual downward speed (negative means
upward).
Fig. 3.11 shows how the combination of learning machines and input methods works. Again, the
is plotted against the actual flow velocity set in the simulations.
As one can see quite a large number of results are very close to the ideal line which could also be
seen for the other two velocity components. However, some significant deviations in the results
are observed again. It can also be seen that the linear fit of the data (green line) is very close to
the perfect prediction as well which indicating a very good performance.
Fig. 3.11 also shows that the absolute error first increases and then decreases with increasing flow
velocity as for the other flow velocity components. The peak is at 1.5 kn and therefore even lower
than for the sideward component. This results in the relative error decreasing with increasing
velocity. Hence, low velocities are more difficult to work with than higher velocities. However,
higher velocities also produce more outliers. But it can also be observed that the number of
outliers is much lower when compared to the other velocity components.
In addition, one may observe that fig.’s 3.10 and 3.11 are very similar. This is sensible as
the influence of the upward / downward velocity component on the accuracy of the sideward
component also acts in the opposite direction. Those points in fig. 3.11 which deviate strongly
from the ideal line coincide with a large sideward component (mostly 5 kn in absolute value).
The reason for the mutual influence was already discussed in section 3.1.3.
As for the sideward component large errors in the determination of the upward / downward
component occur for different sizes of the forward / backward component. Hence, the forward /
backward has no influence on the accuracy of the upward / downward component.
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3.2.1 Red Channel
Tab. 3.5 shows the root mean square errors (RMSE) for all combinations of the 5 machine
learning methods and the 5 different input data for the red channel of 24 bit RGB images,
i.e. every channel has 256 possible pixel values. As mentioned for the flow velocity the actual
deviation of a pixel colour from the expected value can deviate significantly.
RMSE [px] ANN KNN SVM BN MLR
Raw 65.71 37.95 12.60 77.31 73.90
FFT 65.43 7.17 13.04 77.31 73.90
Conv 65.59 10.22 13.19 77.31 73.90
MA 74.32 67.40 69.52 79.26 73.92
SVD 65.86 37.95 12.60 77.31 73.90
Table 3.5: Root means square errors for the red channel.
As one can see Bayesian networks (BN) and multiple linear regression (MLR) show a large RMSE
independent of the input data of well above 70 px. Also artificial neural networks (ANN) show a
significant RMSE of around 65 px for all types of input data except with moving averages where
the RSME is much higher. For k-nearest neighbour (KNN) and support vector machines (SVM)
the performance strongly depends on the input data. Both show a very large RMSE when the
image data was smoothed with moving averages just below 70 px. KNN with raw data or data
decomposed with singular value decomposition shows a medium RMSE around 38 px. Much
lower RMSE are observed for SVM using any type of input data (RMSE about 13 px) except
data smoothed with moving averages (RMSE above 67 px). The lowest root mean square errors
are obtained for KNN combined with convoluted data (about 10 px) and FFT (about 7 px).
The low performance of Bayesian networks can be expected as image data is not probabilistic.
Also the high RMSE for multiple linear regression is to be anticipated. It was already stated in
section 1.4 that the assumption of a linear dependency between the colours as seen underwater
and under sunlight does not hold beyond small depths. This is especially true for the red channel
since the red colour is most strongly filtered in seawater (fig. 1.7) and the light source in the
laboratory setup emits almost no light in the red region (fig. 2.12).
Smoothing the input data with moving averages (MA) reduces the performance of the learning
machines. Especially, for KNN and SVM where the RSME is quite low the drop in performance
is significant. It can therefore be deduced that small changes of the pixel values have a strong
influence on the result. These small changes are removed by moving averages and hence the input
data no longer represents the original image properly.
Combined Method
Again, as for the flow velocity analysis it is not feasible to test all possible learning machine
and input method combinations for the increase of accuracy and output stability. Tab. 3.5
indicates that KNN with FFT and convoluted data and SVM with all input methods except
moving averages are of interest for further study of the red channel.
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The best solution can be obtained using only support vector machines combined with raw, FFT,
convoluted, and SVD input although k-nearest neighbour initially yields the lowest errors. The
resulting root mean square error is 5.27 px. This improves the best result obtained with a single
machine (KNN with FFT) by almost 2 px.
Figure 3.12: Predicted red value compared to actual red value.
Fig. 3.12 shows how this combination of learning machines and input methods works. The red
value of a pixel predicted by the combined system is shown on the ordinate and plotted against
the actual red value of the pixel obtained from an image under white light. This is done for a
large sample of pixels (about 15500) taken from different test images. As before, the intensity of
the diamonds indicates the number of results. Hence, a black diamond shows that there are a
large number of results falling in this area.
As one can see quite a large number of results are very close to the perfect prediction (red line).
There are some results that deviate. But the deviation is not very large. Only some single outliers
can be seen that need to be addressed. It can also be observed that the linear fit of the data
(green line) is almost on top of the line of perfect prediction indicates that the overall performance
is excellent.
Fig. 3.12 also shows that the error generally increases with increasing red value. The is very
sensible as it was already indicated that under underwater lighting conditions red colour is very
difficult to capture and shows great similarities to dark grey and black.
3.2.2 Green Channel
Tab. 3.6 shows the root mean square errors (RMSE) for all combinations of the 5 machine
learning methods and the 5 different input data for the green channel of 24 bit RGB images.
As one can see artificial neural networks (ANN) show a large RMSE independent of the input
data of above 60 px. Also multiple linear regression (MLR) and Bayesian networks (BN) show
a significant RMSE of around 40 px to 45 px for all types of input data although they are much
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RMSE [px] ANN KNN SVM BN MLR
Raw 61.94 23.40 10.57 43.50 40.01
FFT 61.49 10.58 10.38 43.49 40.01
Conv 61.78 10.76 10.56 43.50 40.02
MA 66.27 75.12 53.62 45.05 40.02
SVD 61.85 23.40 10.67 43.50 40.01
Table 3.6: Root means square errors for the green channel.
lower than for ANN. For k-nearest neighbour (KNN) and support vector machines (SVM) the
performance again depends on the input data. Both show a very large RMSE when the image
data was smoothed with moving averages as for the red channel. In fact KNN with moving
averages has the largest error (about 75 px) over all combinations. KNN with raw data or data
decomposed with singular value decomposition shows a medium RMSE around 30 px. Much lower
RMSEs (below 11 px) are observed for SVM using any type of input data except data smoothed
with moving averages (RMSE above 53 px) and for KNN combined with convoluted data and
FFT (RMSE also below 11 px).
The overall picture is very different to the results for the red channel. The performance of ANN,
KNN, and SVM is slightly better. However, the root mean square error for BN and MLR are is
reduced by 45 % compared to the error for the red channel. The better performance of multiple
linear regression is due to the fact that green colour is not as strongly filtered as red colour
in seawater (fig. 1.7) and the light source in the laboratory setup emits a significant amount
of light in the green region (fig. 2.12). Again smoothing the input data with moving averages
(MA) reduces the performance of the learning machines which confirmes the assumption that this
removes important data in the input.
Combined Method
In case of the green channel KNN with FFT and convoluted data and SVM with all input methods
except moving averages are of interest for the combined system. The best solution can be obtained
using only support vector machines combined with raw, FFT, convoluted, and SVD input. Again
k-nearest neighbour drops out although the single methods give very good results. The resulting
root mean square error is 3.95 px. This improves the best result obtained with a single machine
(SVM with FFT) significantly as the RMSE is now less than 40 % of the lowest single method
error.
Fig. 3.13 shows how this combination of learning machines and input methods works. The green
value of a pixel predicted by the combined system is shown on the ordinate and plotted against
the actual green value of the pixel obtained from an image under white light. As before, the
intensity of the diamonds indicates the number of results.
As one can see quite a large number of results are very close to the perfect prediction (red line).
However, there are some results that deviate significantly. It can also be observed that the linear
fit of the data (green line) is even closer to the ideal line than for the red channel. So theoverall
performance is also very good.
Fig. 3.13 also shows that the error is slightly lower for the middle range than for larger and smaller
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Figure 3.13: Predicted green value compared to actual green value.
pixel values. But the difference is very small. At the same time more outliers are observed in this
range.
3.2.3 Blue Channel
Tab. 3.7 shows the root mean square errors (RMSE) for all combinations of the 5 machine
learning methods and the 5 different input data for the blue channel of 24 bit RGB images.
RMSE [px] ANN KNN SVM BN MLR
Raw 43.64 30.03 10.79 - 17.77
FFT 43.60 10.21 10.74 - 17.77
Conv 43.57 11.12 11.54 - 17.78
MA 46.30 - 21.24 - 17.78
SVD 43.70 30.03 10.79 - 17.77
Table 3.7: Root means square errors for the blue channel.
As one can see no meaningful results could be obtained for Bayesian networks (BN). The same is
true for k-nearest neighbour (KNN) when the input data is smoothed with moving averages (MA).
Artificial neural networks (ANN) show a significant RMSE of around 45 px for all types of input
data. With a value below 18 px the RSME is much lower for multiple linear regression (MLR)
for all imput methods. As before, the performance of k-nearest neighbour (KNN) and support
vector machines (SVM) depends on the input data. KNN with raw data or data decomposed
with singular value decomposition shows a medium RMSE around 30 px. Much lower RMSE
are observed for SVM using any type of input data except data smoothed with moving averages
(RMSE above 21 px) and for KNN combined with convoluted data and FFT (RMSE between
10 px and 12 px).
The results are again very different when compared to the red and the green channel. The
performance of ANN and MLR are significantly better when compared to the green channel. The
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good performance of multiple linear regression makes sense as blue colour is least strongly filtered
in seawater (fig. 1.7) and the light source in the laboratory setup emits light mostly in the blue
region of the spectrum (fig. 2.12). Again smoothing the input data with moving averages (MA)
reduces the performance of the learning machines.
Combined Method
In case of the blue channel again KNN with FFT and convoluted data and SVM with all input
methods except moving averages are of interest for the combined system. In addition multiple
linear regression also shows promise in this case as the RMSE is not very high for all input
methods.
The best solution can be obtained using only support vector machines combined with all input
methods. Hence, again k-nearest neighbour drops out and multiple linear regression is not con-
sidered as well. The resulting root mean square error is 2.85 px. This improves the best result
obtained with a single machine (KNN with FFT) significantly as the RMSE is reduced by more
than 70 % compared to the lowest single method error.
Figure 3.14: Predicted blue value compared to actual blue value.
Fig. 3.14 shows how this combination of learning machines and input methods works. The blue
value of a pixel predicted is shown plotted against the actual blue value of the pixel obtained
from an image under white light as before.
As one can see quite a large number of results are very close to the perfect prediction (red line).
Some deviations can be observed as well. But in general the results are very good. The linear fit
of the data (green line) is now in line with the ideal line indicating that the overall performance
is excellent.
Fig. 3.14 also shows that the error generally decreases with increasing blue value. The is sensible
as blue colour is very well captured in case of the underwater lighting condition.
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3.2.4 Image Results
Fig. 3.15 shows how the approach in this thesis works for a blue sample object in the laboratory
setup. The left image fig. 3.15(a) shows the object illuminated by the special light source
(underwater lighting conditions), the middle image fig. 3.15(b) shows the same object under
white light, and the right image fig. 3.15(c) shows the reconstruction of the object done by the
combined machine learning algorithm using the underwater lighting image fig. 3.15(a).
As one can see the colours of the object under white light are reproduced quite well. Problems
occur at the lower right of the the object where some green and white pixels are produced instead
of blue ones. Also the background is not well-reproduced.
(a) Underwater lighting. (b) White light. (c) Reconstruction.
Figure 3.15: Results for a blue object.
Due to the strong and focused light source as well as the smooth surface of the sample objects
reflections occur in some regions of the image under underwater lighting conditions. The scenery is
not uniformly lighted as for the object under white light. In these parts the colour reconstruction
is not as good as in the rest of the image. Reflections change the relation between the colours
under white light and under underwater lighting conditions. This results in the green and white
patches on the object.
The background in image fig. 3.15(a) is completely black and the objects in the background are
not visible at all. Hence, one cannot expect theses objects to be reconstructed. However, the
colour of the background should also be black in the reconstructed image. This is not the case
as part of the background is red in image fig. 3.15(c). The reason is that red light is strongly
influenced by the lighting conditions (see fig. 1.7). It can be observed that red objects look
almost the same as black and dark grey objects (see also the discussion on the red object below).
Hence, regions which appear in these colours in the underwater image have to be mapped both
to red and to black or dark grey. It is clear, that this does not work in every situation.
(a) Underwater lighting. (b) White light. (c) Reconstruction.
Figure 3.16: Results for a white object.
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In fig. 3.16 one can see the results for a white sample object. Again the reconstruction is quite
well with some slightly darker pixels destributed in the lower left part of the object. Again the
background is not well-reproduced. Some brownish patches can also be observed at the boundary
between the object and the background.
Again reflections pose a problem for the colour reconstruction. With the white sample object
these can be clearly observed for the underwater lighting conditions (fig. 3.16(a)) although not
as strongly as for the blue object. The brownish colour at the object boundaries is due to the
fact that the boundaries are not well captured in fig. 3.16(a).
(a) Underwater lighting. (b) White light. (c) Reconstruction.
Figure 3.17: Results for a yellow object.
In the above fig. 3.17 the results for the regonstruction of a yellow sample object are presented.
The reconstruction is not as good as for the previous two sample objects. There is a patch of
strong colour deviation to the right and the colour reconstruction for the remaining object also
shows some differences. Again the background is not well-reproduced as well.
When looking at fig. 3.17(b) the sample objects seems to have a smooth surface. However,
fig. 3.17(a) reveals that this is not the case. Also the surface is very reflective. Combined with
the focused light source this results in a very inhomogenous illumination of the surface under
underwater lighting condition. Hence, the quality of the colour reconstruction varies strongly
over the whole surface.
Fig. 3.18 below shows the machine learning results for a green sample object. The deviations
between the white lighting condition (fig. 3.18(b)) and the reconstruction (3.18(c)) is even greater
than for the yellow sample objects. In the lower right of the object a large white patch is produced.
For the remaining object surface a significant amount of blue pixels is produced instead of green.
Furthermore, some red can be observed at the boundaries at the top and especially at the upper
right corner.
(a) Underwater lighting. (b) White light. (c) Reconstruction.
Figure 3.18: Results for a green object.
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Looking at fig.’s 3.18(a) and (b) one can observe that the upper right corner is slightly bent
backwards. Hence, there is a shadow and the colour values for the underwater lighting conditions
are very similar to that of a blue object as in fig. 3.15(a). Also the object surface is quite rough
and reflective as for the yellow object before. Therefore, one can see the same problems due to
reflection with the reconstruction of the colour for the green object.
Fig. 3.19 shows how the approach works for a grey sample object. For the underwater lighting
conditions (a) one can observe structuring of the surface especially in the lower right part of the
object. However, the structure is not as pronounced as for the yellow and green sample objects.
Also the surface is not as reflective. The upper edge and the two upper corners are not illuminated
strongly and are slightly bent backwards such that this part appears to be darker than the rest
of the object.
(a) Underwater lighting. (b) White light. (c) Reconstruction.
Figure 3.19: Results for a grey object.
In the reconstructed image (fig. 3.19(c)) the grey colour of the object is well represented. However,
there are a number of green pixels distributed over the whole surface. In addition, a significant
amount of red pixels can be found at the upper edge and the upper corners. The strongly
illuminated lower right of the object is reconstructed with much brighter colour than expected.
Under underwater lighting conditions both the grey object (fig. 3.19(a)) and the green object
look (fig. 3.18(a)) very similar. Hence the pixel values are also very close together which results in
some pixels obtaining a green instead of a grey colour through the algorithm. The bright colours
in the lower right are again due to the strong focused light source which changes the relation
between the colours under white light and under underwater lighting conditions.
The following figure (fig. 3.20) one can see the results for a purple sample object. The scenery
under underwater lighting conditions (a) is quite dark with a brighter region in the lower middle
of the object. Also little reflection can be observed. The reconstruction (c) mainly shows purple
colour with red and dark purple distributed over the whole object. In the lower middle some
green and brownish pixels can be found as well.
The colour reconstruction is quite good in general. Comparing fig. 3.20(a) to fig. 3.15(a) one
may observe some similarities in the colour especially to the left. Hence, one can expect some
blue pixels in the resulting image. The red pixels are due to the fact that purple contains both
red and blue. The red channel is reconstructed correctly but the blue channel is not. Instead
the dark regions are mapped to black / dark grey in case of the blue channel. The combination
therefore gives red colour. The green and brownish pixels in the lower middle are in the slightly
brighter region of the object observed in fig. 3.20(a). So these are due to a different relation
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(a) Underwater lighting. (b) White light. (c) Reconstruction.
Figure 3.20: Results for a purple object.
between the colours under underwater lighting condition and under white light. Reflection does
not cause any problems in this case.
Fig. 3.21 below shows the machine learning results for a red sample object. Again the scenery
under underwater lighting conditions (a) is very dark with significant reflections to the lower
right of the object. The reconstruction (c) produces mostly red pixels for the object with some
distributed dark purple pixels. To the lower right there is a significant amount of brownish pixels
and some green pixels as well.
(a) Underwater lighting. (b) White light. (c) Reconstruction.
Figure 3.21: Results for a red object.
The red colour is reconstructed very well and most pixels in the object are of this colour. The
dark purple pixels are due to a similar problem as for the previous object in purple. Again the
red channel is well reconstructed and the blue channel is not. But in this case there is too much
blue in the reconstruction such that one obtains purple instead of red. The green and brownish
pixels in the lower right are again due to significant reflections as in many of the other objects.
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4.1 Adapted Position of Pressure Measurement Points
4.1.1 Motivation
In section 3.1.1 it can be observed that the changes in pressure near the pressure measurement
points are not the most significant ones over the whole surface of the AUV body. Other regions
are influenced by the changes in velocity much stronger. It is sensible to assume that by moving
the pressure measurement points to regions with higher pressure variations the performance of
the learning machines can be increased.
Furthermore, an RMSE of up to 1 kn (for the forward / backward component) is too large for
navigational purposes. Also the number of pressure measurement points is quite high. A more
optimal positioning may allow a smaller number of measurement points which in turn reduces
the complexity of the learning machines.
At the moment up to five learning machines are applied in parallel. This requires a considerable
amount of computational power. It is desirable to use only one or two learning machines instead.
An increased performance of the individual machines due to a better position of the pressure
measurement points may also reduce the number of learning machines required to get a sufficiently
accurate output.
4.1.2 Adjustment
Looking at fig.’s 3.1 to 3.8 one can make the following observations:
1. Sideward, upward, and downward flow velocity components result in significant pressure
changes on the fins. There are distinct high pressure regions on the upstream side and low
pressures on the downstream side.
2. Forward and backward flow velocity components result an increase in pressure near the bow
and the stern respectively.
3. The isobars on the AUV body are parallel and almost horizontal in all flow situations.
4. For skew angles of attack the pressure changes are not well-captured, as the most significant
changes and the velocity head are in between the lines on which the pressure measurement
points are distributed.
These observations lead to the following changes in the positioning of the pressure measurement
points:
1. Place measurement points on both sides of each fin to capture the significant pressure
changes and especially the differences between the upstream and the downstream sides.
2. Keep the most forward and most backward pressure measurement points as these are the
only points which can capture the changes due to a forward and backward flow velocity
component.
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3. It is sufficient to have one set of measurement points on the cylindrical part of the AUV
body as the points along one line measure almost the same pressure and are therefore
redundant.
4. Introduce additional pressure measurement points in between the lines where the measure-
ment points are currently placed such that the points are not only at the top, the bottom,
and the two sides.
Figure 4.1: Position of pressure measurement points in the new setup.
Fig. 4.1 shows the resulting positions of the measurement points when the above steps are
applied. As one can see there are now 4 sets of 8 points each which gives a total of 32 pressure
measurement points. This is much less than the original 56 points. Hence, a reduction of the
number of measurement points is also achieved. This will also give less complex learning machines
as mentioned before.
4.2 Results and Discussion
4.2.1 Forward / Backward Flow Velocity
Tab. 4.1 shows the root mean square errors (RMSE) in knots for all combinations of the 5
machine learning methods and the 5 different input data for the forward / backward velocity
component with the reduced number and positionwise adjusted pressure measurement points. As
it is only an RMSE the actual difference between the velocity obtained from the algorithm and
the expected velocity can deviate significantly.
RMSE [kn] ANN KNN SVM BN MLR
Raw 8.02 19.07 1.20 3.77 2.65
FFT 7.97 18.97 1.13 3.83 2.65
Conv 8.18 - 2.74 - 2.84
MA 8.37 - 4.38 4.02 2.77
SVD 8.29 - 2.25 3.07 3.06
Table 4.1: Root means square errors for the forward / backward flow velocity.
As one can see k-nearest neighbour (KNN) shows a large RMSE for raw data input (Raw) and
fast Fourier transformed input (FFT) of above 18 kn. Furthermore, no meaningful results can
be obtained for the other three input methods. For artificial neural networks (ANN) the RMSE
is just above 8 kn for all input methods except for FFT where the RSME is just below 8 kn.
Singular value decomposition (SVD) results in the lowest RMSE for Bayesian networks (BN) of
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just above 3 kn. With convolution (Conv) no meaningful results are obtained in this case and
for the other input methods the RMSE for Bayesian networks is around 4 kn. For multiple linear
regression (MLR) the root mean square error is a little bit over 2.5 kn except with singular value
decomposition where it is more than 3 kn. Support vector machines (SVM) yield the lowest root
mean square error when using raw data or fast Fourier transformed data (just above 1 kn). With
the other input methods the root mean square errors are between 2 kn and 4.5 kn.
When compared to the original results (tab. 3.1) the overall performance is slightly better.
However, some of the input data / learning machine combinations show a significant decrease in
performance while others perform very well. Particularly, all learning machines perform much
better with SVD data input compared to the original setup. Artificial neural networks do not
show very much change. There are some slight increases and decreases in the RMSE depending
on the input data. Support vector machines, Bayesian networks, and multiple linear regression all
show a small decrease in performance with the exception of SVM and BN with moving averages
where the error is reduced. Finally, k-nearest neighbour which already shows bad results in the
original setting is performing even worse with the new setup.
Multiple linear regression shows good results although the RMSE is slightly higher that before.
This suggests that the pressure / velocity relation in the new setup is again quite linear. As
before, pre-processing the pressure data reduces the performance of the learning algorithms. The
exception is again fast Fourier transformation which increases the performance slighlty in cases
of ANN, KNN, and SVM as for the original setup.
Combined Method
In case of the forward / backward flow velocity SVM with raw, FFT, convoluted, and SVD input,
BN with SVD input, and MLR with all input methods are of interest for the combined system.
The other input data / machine learning combinations do not show sufficient performance.
The best solution can be obtained using only support vector machines combined with raw and
FFT input. The resulting root mean square error is 1.13 kn. This value is the same as using
SVM with FFT input. It is also slightly higher than for the original pressure measurement point
setup which is 0.99 kn.
Fig. 4.2 shows how this combination of learning machines and input methods works. The forward
/ backward component of the flow velocity predicted by the combined system is shown on the
ordinate and plotted against the actual flow velocity set in the simulations as for the original
setup. This is done for all 2872 flow situations and the intensity of the diamonds indicates the
number of results as before. Hence, a black diamond shows that there are a large number of
results falling in this area.
As one can see quite a large number of results are very close to the perfect prediction (red line).
However, there are some results that deviate significantly. So there are again problems with some
unique flow situations that need to be addressed. It can also be observed that the linear fit of the
data (green line) is very close to the perfect prediction as well which indicates that the overall
performance is very good.
When compared to fig. 3.9 one may also observe that there are fewer outliers and the remaining
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Figure 4.2: Predicted forward speed compared to actual forward speed (negative means back-
ward).
points are closer to the ideal line. However, the remaining outliers are much further out than for
the original setup. This can best be seen for the results at 5 kn, 15 kn, and 20 kn. There also
seems to be more spread for high backward speed, especially at −5 kn.
u [kn] v [kn] w [kn] Error in uAbsolute [kn] Relative [%]
15.0 2.5 5.0 1.0 6.8
15.0 5.0 -5.0 5.3 35.6
15.0 5.0 2.5 2.8 18.6
20.0 -5.0 -5.0 10.8 53.8
20.0 -5.0 -2.5 1.0 5.2
20.0 -5.0 1.0 1.1 5.6
20.0 -5.0 1.5 2.5 12.7
20.0 -5.0 2.0 4.2 21.0
20.0 -5.0 2.5 6.0 30.0
20.0 -5.0 5.0 4.8 23.8
20.0 -2.5 -5.0 2.2 11.1
20.0 -2.5 5.0 9.4 46.9
20.0 1.5 5.0 1.4 6.9
20.0 2.0 5.0 3.0 14.9
20.0 2.5 -5.0 1.0 5.1
20.0 2.5 5.0 3.7 18.6
20.0 5.0 -5.0 5.0 24.9
20.0 5.0 -2.0 1.1 5.6
20.0 5.0 2.5 2.2 10.8
20.0 5.0 5.0 11.2 55.8
Table 4.2: Velocities which show the highest error for the forward component (u ≥ 7.5 kn).
As for the original setup it can be observed that all outliers produced in the range of ±5 kn
for the forward velocity component are due to small sideward and upward / downward velocity
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components of ±1 kn or less. So the change of the positions of the pressure measurement point
has not removed this problem. However, the errors are smaller in this speed range with the
exception of −2.5 kn and −5 kn where degradation in quality compared to the original setup can
be seen.
For higher forward speeds of 7.5 kn and above one can observe a different behaviour similar to
the original setup. Here, the outliers occur for very specific combinations of velocity components
as before. However, in contrast no strong outliers can be seen for 7.5 kn and 10 kn. For these
speeds the errors are reduced. Only 15 kn and 20 kn show a number of significant deviations.
But also for these forward speeds there is a stronger concentration of points around the ideal line.
Tab. 4.2 shows for which velocities the forward component is determined with the largest error.
Again, no clear pattern can be observed with regard to the velocity components.
An improvement compared to the original setup is that now only two learning machines (support
vector machines combined with raw and FFT input) are used. SVM with convoluted input is no
longer required. Hence, less computational power is needed for the combined method.
4.2.2 Sideward Flow Velocity
Tab. 4.3 shows the root mean square errors (RMSE) in knots for all combinations of the 5
machine learning methods and the 5 different input data for the sideward velocity component.
RMSE [kn] ANN KNN SVM BN MLR
Raw 2.26 - 0.37 - 0.84
FFT 2.26 - 0.35 - 0.84
Conv 2.21 - 0.89 - 1.09
MA 2.42 - 1.59 - 0.89
SVD 2.58 - 1.33 - 2.08
Table 4.3: Root means square errors for the sideward flow velocity.
As one can see no meaningful results can be obtained for k-nearest neighbour (KNN) and Bayesian
networks (BN). For artificial neural networks (ANN) the RMSE is just below 2.5 kn for all input
methods except SVD data where the RMSE is little bit higher. For multiple linear regression
(MLR) the root mean square error is between 0.8 kn and 1.2 kn except with singular value de-
composition where it is just above 2 kn. Support vector machines (SVM) yield the lowest RSME
when using raw data or Fourier transformed data (below 0.4 kn). With the other input methods
the root mean square errors are between 0.8 kn and 1.6 kn.
The overall behaviour of the machine learning algorithms deviates when compared to the forward
/ backward flow velocity calculations. The root mean square errors are lower and k-nearest
neighbour and Bayesian networks do not work at all although BN yields good results for the
forward / backward flow velocity. This could also be observed in the original setup.
When compared to the original results (tab. 3.3) the overall performance is again better. The
reduction in the error is much more significant than for the forward / backward flow velocity and
almost all input data / learning machine combinations show improvement. The exceptions are
artificial neural networks with moving averages and singular value decomposition where there is a
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slight increase in the RMSE. The other input methods do not yield much improvement for ANN
and the overall results for this machine learning method are not as good as for the other ones.
Combined Method
In case of the sideward flow velocity all learning machine / input method combinations which
yield meaningful results are of interest for the combined system. So ANN, SVM, and MLR with
all input methods have to be taken into account to increase the accuracy and output stability of
the whole system.
The best solution can be obtained using only support vector machines combined with raw and
FFT input. The resulting root mean square error is 0.34 kn. This value is the lower than the
lowest single method RMSE using SVM with FFT input. It is also 45 % lower than for the original
pressure measurement point setup where the RMSE is 0.61 kn.
Figure 4.3: Predicted starboard speed compared to actual starboard speed (negative means port).
Fig. 4.3 shows how this combination of learning machines and input methods works. As before,
the flow velocity predicted by the combined system is shown on the ordinate and plotted against
the actual flow velocity set in the simulations.
As one can see quite a large number of results are very close to the ideal (red) line. Some
deviations, but not many, can also be observed. So there are problems with some unique flow
situations as before that need to be addressed. One may also observe that the linear fit of the
data (green line) is closer to the perfect prediction than for the forward / backward case. So the
overall performance is better for the sideward velocity component.
When compared to fig. 3.10 one can see that there are fewer outliers and the remaining points
are much closer to the perfect prediction. The improvement is visualised quite well. Also the
outliers are not as far out as before. In addition the linear fit of the data is much closer to the
perfect fit compared to the original setup.
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Having a closer look at all flow velocity components one may observe that in contrast to the
original setup those points in 4.3 which deviate strongly from the ideal line no longer coincide
with a large upward / downward component. Instead large errors in the determination of the
sideward component occur for different sizes of the upward / downward. The same is true for the
forward / backward component as before. Hence, the determination of the sideward component
is now decoupled from the other flow velocity components.
Allowing a better distinction between the sideward and the upward / downward component of
the flow velocity was one of the reasons to change the positions of the pressure measurement
points. For the sideward component this has been achieved. In addition the relative error of the
sideward component has been reduced by 17.7 % on average.
Another improvement compared to the original setup is that now only two learning machines
(support vector machines combined with raw and FFT input) are used. Before, SVM with all
input methods where required. This heavily reduced the computational power needed for the
combined method.
4.2.3 Upward / Downward Flow Velocity
Tab. 4.3 shows the root mean square errors (RMSE) in knots for all combinations of the 5 machine
learning methods and the 5 different input data for the upward / downward velocity component.
RMSE [kn] ANN KNN SVM BN MLR
Raw 2.22 - 0.39 - 0.79
FFT 2.23 - 0.37 - 0.79
Conv 2.13 - 0.79 - 1.10
MA 2.26 - 1.43 - 0.85
SVD 2.55 - 1.26 - 1.94
Table 4.4: Root means square errors for the upward / downward flow velocity.
As one can see, again, no meaningful results can be obtained for k-nearest neighbour (KNN) and
Bayesian networks (BN). For artificial neural networks (ANN) the RMSE is just below 2.5 kn
for all input methods except for singular value decomposition (SVD) where the RMSE slightly
above this value. For multiple linear regression (MLR) the root mean square error is around 1 kn
except with singular value decomposition where it is just below 2 kn. Support vector machines
(SVM) again yield the lowest RSME when using raw data or Fourier transformed data (below
0.4 kn). With the other input methods the root mean square error is between 0.7 kn and 1.5 kn.
The overall picture is very similar to sideward flow velocity situation. Again multiple linear
regression gives good results and best results are obtained with raw data and FFT data. However,
the performance gap between raw and FFT input compared to the other input methods is larger.
While raw and FFT inputs yield even lower root mean square errors compared to the sideward
flow velocity calculations, the performance of the other input methods is lower. This could also
be observed in the original setup.
When compared to the original results (tab. 3.4) the overall performance is again better. The
reduction in the error is not as significant as for the sideward flow velocity but all input data /
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learning machine combinations show improvement. Not very much improvment can be observed
for artificial neural networks with all input methods as well.
Combined Method
In case of the upward / downward flow velocity again all learning machine / input method
combinations which yield meaningful results are of interest for the combined system as for the
sideward flow velocity component. So ANN, SVM, and MLR with all input methods have to be
taken into account.
The best solution can be obtained using only support vector machines combined with raw and
FFT input. The resulting root mean square error is 0.37 kn. This value is the same as using SVM
with FFT input. But it is lower than for the original pressure measurement point setup which is
0.40 kn.
Figure 4.4: Predicted downward speed compared to actual downward speed (negative means
upward).
Fig. 4.4 shows how the combination of learning machines and input methods works. Again, the
flow velocity predicted is plotted against the actual flow velocity set in the simulations.
As one can see quite a large number of results are very close to the perfect prediction (red line).
There are few results that deviate significantly. It can also be observed that the linear fit of the
data (green line) is again very close to the perfect prediction.
When compared to fig. 3.11 one may observe that there are fewer outliers and the remaining points
are much closer to the perfect prediction. It can also be seen that the outliers now tend to be “in to
other direction”, i.e. while in the original setup the velocity component is mostly underestimated
it is more likely to be overestimated with the improved setup. The improvement is visualised
quite well. Also the outliers are mostly not as far out as before with the exception of −5 kn
where a single extreme outlier can be found. For flow velocity u = [−2.5 kn, 0.0 kn,−5.0 kn]T
the upward / downward component is determined as westimate = 1.14 kn which gives a relative
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error of 122.8 %.
Having a closer look at all flow velocity components it can be observed that in contrast to the
original setup those points in fig. 4.4 which deviate strongly from the ideal line no longer coincide
with a large sideward component. Instead large errors in the determination of the sideward
component occur for different sizes of the sideward. The same is again true for the forward /
backward component. Hence, the determination of the upward / downward component is now
decoupled from the other flow velocity components as well.
Again only two learning machines (support vector machines combined with raw and FFT input)
are used. In the original setup SVM with all input methods where required. So this heavily
reduced the computational power which is needed for the combined method in this case as well.
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5.1 Experimental Setup and Procedure
5.1.1 Motivation
Up to now the colour transformation procedure was only evaluated in the controlled environment
of a laboratory. It is of interest to test the applicability of learning algorithms for underwater
image processing under more realistic conditions. This will allow a more appropriate evaluation
of the method before it is implemented into a real system. Hence, an experimental verification
in water is warranted.
5.1.2 Colour Patterns
In order to be able to evaluate the results as best as possible and to automate the colour matching
for the learning algorithms the coloured objects from the laboratory test have to be replaced by
(a) (b)
(c) (d)
Figure 5.1: Colour patterns for the experimental verification.
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colour patterns with known colours. For the colours the RAL colours are chosen which are 213
different colours covering a large range. RAL colour patches are widely available. Also the RGB
values of the RAL colours are well-known such that the performance of the learning machines
and the influence of the camera on the colours in the images can be evaluated.
As a base material for the colour patterns four white PVC boards are used. The boards are
squared with a side length of 495mm. On the boards a total of 212 squared colour patches (side
length 40mm) are placed. One of the 213 colours is left out such that the patches can be arranged
in a regular grid for each pattern.
Fig. 5.1 shows the four colour patterns used for the experiment. The patterns are such that they
can easily be processed with standard pattern recognition algorithms to extract the colours from
the images at the appropriate positions. The first pattern (fig. 5.1(a)) consists of 32 carefully
chosen colour patches. The selection is such that white, black, and several shades of grey are
included as well as colours from the whole RGB range. The other three colour patters have 60
random patches. The first pattern is intended for training of the machine learning algorithms.
The remaining patterns are for testing the resulting combined machine on various colours which
are not part of the training process. In the following the patterns will be referred to as pattern
1 (top left), pattern 2 (top right), pattern 3 (bottom left), and pattern 4 (bottom right).
5.1.3 Procedure
The colour patterns are first photographed in the laboratory under white light at distances dcb
of 1m, 5m, and 8m. This is done for various camera settings and different zooms to determine
the best conditions. The camera used has an active pixel sensor (APS) with 10Mpx resolution.
Figure 5.2: Diving basin at TauchRevierGasometer.
In the second step the boards are brought to Europe’s largest indoor diving basin at TauchRevi-
erGasometer in Duisburg. The diving basin is circular with a diameter of 45m and a water depth
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of 13m. It provides conditions which are as close to open water as possible (see fig. 5.2) and it
is therefore rated as open water for divers. Furthermore, the lighting conditions are such that
greater water depths are simulated compared to the actual water depth achieved. Also the optical
properties of the water are similar to coastal water (see fig. 1.7) and the water is very murky.
So the penetration depth of light is expected to be very low in general with its maximum in the
green colour region.
The boards are taken to depths dw of 4m, 8m, and 12m and again photographed at distances
dcb of 1m, 5m, and 8m under different lighting condition using the same camera that is used in
the laboratory. As under white light this is done for various camera settings and different zooms.
Fig. 5.3 shows a sketch of the experiment.
Figure 5.3: Experimental setup.
The images taken are then processed as follows. First pattern recognition algorithms are used to
find the positions of the colour patches in the images. The patches from every underwater image
are matched with those from a corresponding image taken in the laboratory under white light at
the same distance and with the same camera settings.
The colours are then extracted from the pixels in the patches and the data is again stored in an
n × 6 matrix containing the colour channels (RGB) for two matching pixels in each row. Finally,
the order of the rows is again randomised. The resulting data matrix is used as input for the
machine learning software EIDOminer.
5.2 Results and Discussion
5.2.1 Some Remarks on Performing the Underwater Tests
Due to the conditions on site it was not possible to obtain images of every colour pattern for
every water depth and camera distance. In addition not all combinations of distance and depth
gave feasible results. Tab. 5.1 shows an overview of the performance.
No feasible images could be obtained at a water depth of 12m and a camera distance of 5m.
Fig. 5.4 shows an image taken of pattern 2 under these conditions. As one can see only the
measurement cord is visible in the left part of the image. The light cannot penetrate the water
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Camera distance [m]
1 5 8
Water depth [m]
4 all patterns all patterns pattern 1
8 patterns 2, 3, and 4 patterns 2, 3, and 4 no images
12 patterns 1 and 2 no feasible images no images
Table 5.1: Performance of the underwater tests.
to the colour pattern itself. The same is true for a camera distance of 8m and water depths of
8m and 12m. Hence, no images were obtained for these conditions.
Figure 5.4: Pattern 2 at a water depth of 12m and a camera distance of 5m.
Tab. 5.1 also shows that pattern 1 is missing for a water depth of 8m and camera distances 1m
and 5m. As pattern 1 is intended as the calibration pattern other colours from the remaining
patterns need to be chosen for calibration. In order to obtain comparable results colours which
are as close as possible to the colours in pattern 1 are selected. Tab. 5.2 gives the replacement
colours arranged with respect to colour pattern 1. For each entry the top number indicates the
colour pattern and the two numbers below give the row and column of the selected colour. Further
processing of the data is then done as for the other conditions but with the replacement colours
instead of pattern 1 for training of the machine learning algorithms.
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5,7
4
3,1
2
6,7
4
1,6
4
1,7
4
8,5
2
6,5
2
8,7
4
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3
5,7
3
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3
5,6
3
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3
2,8
3
6,8
2
2,2
3
7,6
4
2,7
4
2,1
3
7,5
2
6,7
3
7,8
3
6,4
4
3,3
2
3,6
2
1,1
4
3,4
2
8,7
2
6,4
3
1,3
2
7,5
3
6,6
Table 5.2: Replacement colours for missing pattern 1.
5.2.2 Red Channel
Tab.’s 5.3 to 5.8 show the root mean square errors (RMSE) for all combinations of the 5 machine
learning methods and the 5 different input data for the red channel of 24 bit RGB images, i.e.
every channel has 256 possible pixel values. As mentioned before the actual deviation of a pixel
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colour from the expected value can deviate significantly.
RMSE [px] ANN KNN SVM BN MLR
Raw 75.172 15.69 19.82 62.31 45.07
FFT 74.61 16.31 19.66 61.49 45.07
Conv 74.42 16.27 19.36 62.16 45.08
MA 74.35 73.38 41.69 62.11 45.07
SVD 74.60 15.69 19.82 62.31 45.07
Table 5.3: RMSEs for the red channel at a water depth of 4m and a camera distance of 1m.
Tab. 5.3 gives the results for a water depth of 4m and a camera distance of 1m. As one can
see artificial neural networks (ANN), Bayesian networks (BN), and multiple linear regression
(MLR) show large RMSEs independent of the input data. In fact the RMSE varies less than
1 px for the different input methods. In contrast, for k-nearest neighbour (KNN) and support
vector machines (SVM) the performance depends on the input data. But the performance is
much better than for the other three learning methods with root means square errors between
15 px and 20 px compared to more than 45 px for MLR, 62 px for BN, and 75 px for ANN. The
exception is moving averages (MA) where the RMSE is above 42 px for SVM and more than 73 px
for KNN.
The performance pattern is very similar to the laboratory results with a low performance of
Bayesian networks, multiple linear regression, and artificial neural networks. For the other meth-
ods we have very small RMSE in contrast to the original results. This is to be expected as the
camera distance is only 1m and the red colour is not as strongly filtered in coastal water as com-
pared to ocean water. This can be seen in fig. 5.5. The colours of the patches are distinctively
different although there is a greenish tint.
Figure 5.5: Pattern 1 at a water depth of 4m and a camera distance of 1m.
An interesting observation can again be made about smoothing the input data with moving
averages. In the original setup this reduces the performance of the learning machines especially
for KNN and SVM. Here the effect is exactly the same for SVM and KNN. However, for the other
learning methods the drop cannot be observed.
Tab. 5.4 shows the results for a water depth of 4m and a camera distance of 5m. The results are
very similar to 1m camera distance. For most machine learning / input method combinations a
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RMSE [px] ANN KNN SVM BN MLR
Raw 76.48 15.47 19.94 62.32 45.07
FFT 77.01 16.24 19.75 62.35 45.07
Conv 76.82 16.24 20.15 61.53 45.08
MA 77.49 72.33 63.94 62.02 45.07
SVD 76.87 15.47 19.94 62.32 45.07
Table 5.4: RMSEs for the red channel at a water depth of 4m and a camera distance of 5m.
very slight increase of the root mean square error can be observed. The most notable exception is
k-nearest neighbour where the performance increases a little bit independent of the input method.
But the overall pattern with a low performance of ANN, BN, and MLR compared to good results
for KNN and SVM (excluding MA) is the same. It may therefore be concluded that the additional
4m light has to travel from the colour patterns to the camera do not results in much stronger
filtering due to water and submerged particles. Also the water depth is not very large such that
the ambient lighting is quite good.
Figure 5.6: Pattern 4 at a water depth of 4m and a camera distance of 5m.
Fig. 5.6 shows pattern 4 under these conditions. As before one can distinguish the colours.
However, there is a greenish tint that is much stronger than for a camera distance of 1m. In
addition the image is quite hazy.
RMSE [px] ANN KNN SVM BN MLR
Raw 76.32 - 62.02 67.67 58.55
FFT 76.32 - 59.38 67.11 58.55
Conv 76.31 - 60.06 66.81 58.57
MA 75.28 - 63.20 65.62 58.57
SVD 76.35 - 62.02 67.67 58.55
Table 5.5: RMSEs for the red channel at a water depth of 4m and a camera distance of 8m.
Tab. 5.5 shows the results for a water depth of 4m and a camera distance of 8m. Significant
changes in the performances can be observed compared to the results for 1m and 4m camera
distance. While the already poor quality of BN is only slightly reduced further and ANN show
almost no change, a very strong drop in performance can be seen for SVM and MLR. The RMSE
remains mainly independent of the input method for MLR but is now increased to around 59 px
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compared to just above 45 px at 4m camera distance. For KNN no meaningful results could be
obtained and for SVM the RMSE is now between 59 px and 62 px such that SVM produces about
the same quality as MLR. Again SVM with MA sticks out with significantly higher RMSEs. The
results show that it is much more difficult to accurately reconstruct the colour of the patches
from the underwater images then for the previous two conditions.
Figure 5.7: Pattern 1 at a water depth of 4m and a camera distance of 8m.
This can also be seen in fig. 5.7 where pattern 1 is shown at 4m depth and 8m camera distance.
The image is very dark and it is very difficult to separate the colours.
RMSE [px] ANN KNN SVM BN MLR
Raw 73.92 14.63 21.86 66.37 52.06
FFT 73.82 15.07 18.52 66.42 52.06
Conv 74.23 14.71 20.04 66.41 52.07
MA 77.36 67.11 63.78 61.15 52.14
SVD 73.86 14.63 21.86 66.37 52.06
Table 5.6: RMSEs for the red channel at a water depth of 8m and a camera distance of 1m.
Tab. 5.6 shows the results for a water depth of 8m and a camera distance of 1m. The performance
of the learning machines can be directly compared to the results for 4m depth and 1m camera
distance. For Bayesian networks (BN) and multiple linear regression (MLR) the performance
is slightly worse than for 4m depth. However, for artificial neural networks (ANN), k-nearest
neighbour (KNN), and support vector machines (SVM) the results are - surprisingly - slightly
better in most cases. The RSMEs are lower by up to 2 px.
The results can be explained as follows. The amount of ambient light has only little influence on
the performance in this situation as the lighting is already very low as shown in fig. 5.2. The
main factor of influence is the distance the light has to travel from the colour patterns to the
board which is 1m in both cases. Hence, the results for 4m and 8m are very similar. The slightly
better performance at 8m for some of the algorithms may be due to marginally better conditions
in the surroundings when the image was taken. Other explanations are possible as well. There is
no clear single reason that can be given.
Tab. 5.7 shows the results for a water depth of 8m and a camera distance of 5m. In contrast
to the previous situation a direct comparison to the same camera distance at 4m water depth
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RMSE [px] ANN KNN SVM BN MLR
Raw 90.72 - 53.95 72.29 65.49
FFT 90.71 - 57.73 72.29 65.49
Conv 90.54 - 54.76 72.28 65.49
MA 86.13 - 80.50 73.41 65.50
SVD 90.85 - 53.95 72.29 65.49
Table 5.7: RMSEs for the red channel at a water depth of 8m and a camera distance of 5m.
cannot be done. In fact, the results are more similar to 8m camera distance at 4m with slightly
better performance of SVM. So the combination of camera distance and reduction of ambient
lighting seems to result in a significant degradation which was not apparent at 4m water depth.
It may also be observed that KNN does not produce meaningful results for this condition.
RMSE [px] ANN KNN SVM BN MLR
Raw 81.93 - 48.06 63.59 51.25
FFT 81.92 - 48.74 63.07 51.25
Conv 81.42 - 49.56 62.60 51.26
MA 80.50 - 72.10 62.94 51.29
SVD 81.46 - 53.37 63.59 51.25
Table 5.8: RMSEs for the red channel at a water depth of 12m and a camera distance of 1m.
The results for 12m water depth and 1m (tab. 5.8) confirms this. Although the camera distance
is small the performance of the learning algorithms is reduced compared to 4m and 8m water
depth. So the amount of ambient light also has an influence. However the distance of the object
from the camera shows more significance toward the root means square errors. KNN also produces
no meaningful results at this depth.
Combined Method
Again, as for the analysis of the laboratory results it is not feasible to test all possible learning
machine and input method combinations for the increase of accuracy and output stability. Tab.
5.3 indicates that KNN and SVM with all input methods except moving averages are of interest
for further study of the red channel at 4m depth and 1m camera distance.
The best solution can be obtained using only k-nearest neighbour combined with raw, FFT,
convoluted, and SVD input. The resulting root mean square error is 14.39 px. This improves the
best result obtained with a single machine (KNN with Raw or SVD) by more than 1 px.
Fig. 5.8 shows how this combination of learning machines and input methods works. The red
value of a pixel predicted by the combined system is shown on the ordinate and plotted against
the actual red value of the pixel obtained from an image under white light. This is done for a
large sample of pixels (about 12800) taken from different test images. As before, the intensity of
the diamonds indicates the number of results. Hence, a black diamond shows that there are a
large number of results falling in this area.
As one can see quite a large number of results are very close to the perfect prediction (red line).
There are some results that deviate. But these are only a small number and a clear trend and
clustering around the red line can be seen. It can also be observed that the linear fit of the
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Figure 5.8: Predicted red value compared to actual red value at a water depth of 4m and a
camera distance of 1m.
data (green line) is almost on top of the line of perfect prediction indicating that the overall
performance is excellent.
Fig. 5.8 also shows that in contrast to the laboratory results there is no increase of the error
with increasing red value. This is not the case as the colours on the board are distinguishable
under these conditions. Hence, the reconstruction of the colour channel is much easier than in
the laboratory (see fig. 5.6). However, the RSME is much higher than for the laboratory which
is 5.27 px. This is due to the very few but quite significant outliers as shown in fig. 5.8. In the
lab there are more pixels deviating from the ideal line but the errors of each are smaller (see fig.
3.12).
In case of 5m camera distance at 4m water depth again KNN and SVM with all input methods
except moving averages are of interest for further study of the red channel. As for 1m camera
distance the best solution can be obtained using only k-nearest neighbour combined with raw,
FFT, convoluted, and SVD input. The resulting root mean square error is 14.47 px. This improves
the best result obtained with a single machine by about 1 px. The improvement is slightly smaller
than for 1m camera distance.
Fig. 5.9 shows how this combination of learning machines and input methods works. The results
look very similar to those for 1m camera distance. Even the outliers are situated in the same
regions in the diagram. The results of the single learning machine / input method combinations
(tab. 5.4) were already very similar to the 1m camera distance results. Hence, it can be expected
that the combined methods are also closely related.
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Figure 5.9: Predicted red value compared to actual red value at a water depth of 4m and a
camera distance of 5m.
Figure 5.10: Predicted red value compared to actual red value at a water depth of 4m and a
camera distance of 8m.
In case of 8m camera distance and 4m water depth SVM with all input methods except moving
averages are of interest for further study of the red channel as before. In addition multiple linear
regression also shows promise in this case as the RMSE is not very high for all input methods.
In contrast to the previous two conditions k-nearest neighbour cannot be used.
The best solution can be obtained using only support vector machines combined with raw, FFT,
convoluted, and SVD input. Multiple linear regression is not considered. The resulting root mean
square error is 58.55 px. This is slightly better than MLR which gives the best single method
errors.
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Fig. 5.10 shows how this combination of learning machines and input methods works. As for the
single methods significant changes in the performances can be observed compared to the results
for 1m and 4m camera distance. The points are widely spread out. However, a closer observation
reveals that many points are clustered near the ideal line. It can also be seen that for smaller
pixel values the red value is more likely to be overestimated and for higher pixel values to be
underestimated. This is sensible as the range of pixel values in the underwater images is smaller
than the complete range available under white light.
Tab. 5.6 indicates that KNN and SVM with all input methods except moving averages are of
interest for further study of the red channel at 8m depth and 1m camera distance. The best
solution can be obtained using only k-nearest neighbour combined with raw, FFT, convoluted,
and SVD input. The resulting root mean square error is 13.01 px. This improves the best result
obtained with a single machine (KNN with Raw or SVD) by more than 1 px.
Figure 5.11: Predicted red value compared to actual red value at a water depth of 8m and a
camera distance of 1m.
Fig. 5.11 shows how this combination of learning machines and input methods works. The
observeration that the results for 8m are better than for 4m depth which was made for the
single methods is also apparent with the combined method when comparing fig. 5.8 and fig. 5.11.
There is almost no error for pixel values above 160 px and for lower values the outliers are few.
In case of 5m camera distance and 8m water depth SVM with all input methods except moving
averages are of interest for further study of the red channel as before. In addition multiple linear
regression also shows promise in this case as the RMSE is not very high for all input methods.
k-nearest neighbour cannot be used as no meaningful results are available.
The best solution can be obtained using only support vector machines combined with raw, FFT,
convoluted, and SVD input. Multiple linear regression is not considered. The resulting root mean
square error is 52.91 px. This is more than 1 px lower than the RSME of SVM with Raw or SVD
input which give the lowest single method errors.
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Figure 5.12: Predicted red value compared to actual red value at a water depth of 8m and a
camera distance of 5m.
Fig. 5.12 shows how this combination of learning machines and input methods works. The points
are more spread out than for 1m camera distance. A qualitative similarity to the results at 4m
water depth and 8m camera distance can be seen. However, the results shown in fig. 5.12 are
much better. One can also see that the points are well-clustered near the red line. As for 4m
water depth and 8m camera distance the red value is more likely to be overestimated for smaller
pixel values and underestimated for higher pixel values.
In case of 1m camera distance and 12m water depth SVM with all input methods except moving
averages are of interest for further study of the red channel as before. In addition multiple linear
regression also shows promise in this case as the RMSE is not very high for all input methods.
Again, k-nearest neighbour cannot be used.
The best solution can be obtained using only support vector machines combined with raw, FFT,
convoluted, and SVD input. Multiple linear regression is not considered. The resulting root mean
square error is 47.37 px. This is almost 1 px lower than the RSME of SVM with Raw input which
give the lowest single method errors.
Fig. 5.13 shows how this combination of learning machines and input methods works. Again, the
points are spread out but even less than for 5m camera distance and 8m water depth. Also the
overestimation of small and the underestimation of high red values is not as apparent as for 8m
camera distance at 4m water depth and 5m camera distance at 8m water depth.
5.2.3 Green Channel
Tab.’s 5.9 to 5.14 show the root mean square errors (RMSE) for all combinations of the 5 machine
learning methods and the 5 different input data for the green channel of 24 bit RGB images.
Tab. 5.9 gives the results for a water depth of 4m and a camera distance of 1m. As one can
see artificial neural networks (ANN) show a large RMSE independent of the input data just
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Figure 5.13: Predicted red value compared to actual red value at a water depth of 12m and a
camera distance of 1m.
RMSE [px] ANN KNN SVM BN MLR
Raw 62.54 12.97 12.52 34.13 21.86
FFT 62.60 13.45 12.21 33.86 21.86
Conv 62.52 13.66 12.93 33.64 21.87
MA 62.19 67.74 51.61 33.99 21.88
SVD 62.61 12.97 12.52 34.13 21.86
Table 5.9: RMSEs for the green channel at a water depth of 4m and a camera distance of 1m.
above 62 px. The other machine learning algorithms show a much smaller RMSEs except for
support vector machines (SVM) and k-nearest neighbour (KNN) combined with moving averages
(MA) where the errors are in a similar range. For multiple linear regression (MLR) the RSME
is below 22 px and also varies very little with respect to the input data. The same is true for
Bayesian networks (BN) where the RSMEs are around 34 px. In contrast, for KNN and SVM the
performance depends on the input data. These methods show root mean square errors between
12 px and 14 px. Best results are obtained with SVM and FFT with a root mean square error of
just above 12 px.
As for the red channel the performance pattern is very similar to the laboratory results with a low
performance of Bayesian networks, multiple linear regression, and artificial neural networks. For
the other methods we have similar RMSEs. Also the performance is much better than for the red
channel under this condition. This is to be expected as green light has the highest penetration
depth in costal water as shown in fig. 1.7.
Tab. 5.10 shows the results for a water depth of 4m and a camera distance of 5m. As for the red
channel, the results are very similar to 1m camera distance. With BN and MLR the root mean
square errors show almost no change. A slight increase in performance can be observed for ANN
and for KNN and SVM there are very slight fluctuation in performance of less than 1 px. From
these results the same conclusions as for the red channel can be drawn: the additional 4m light
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RMSE [px] ANN KNN SVM BN MLR
Raw 61.69 12.79 12.28 34.13 21.86
FFT 61.61 13.40 12.93 33.79 21.86
Conv 61.63 13.28 12.19 33.71 21.87
MA 62.72 66.64 45.61 33.21 21.87
SVD 61.45 12.79 12.28 34.13 21.86
Table 5.10: RMSEs for the green channel at a water depth of 4m and a camera distance of 5m.
has to travel from the colour patterns to the camera do not results in much stronger filtering due
to water and submerged particles.
RMSE [px] ANN KNN SVM BN MLR
Raw 64.17 - 40.31 49.41 40.71
FFT 64.20 - 40.45 47.31 40.71
Conv 64.32 - 40.70 46.24 40.83
MA 59.72 - 40.72 47.63 40.72
SVD 64.31 - 40.31 49.41 40.71
Table 5.11: RMSEs for the green channel at a water depth of 4m and a camera distance of 8m.
Tab. 5.11 shows the results for a water depth of 4m and a camera distance of 8m. As for the
red channel significant changes in the performances can be observed compared to the results for
1m and 5m camera distance except for ANN where there are very little changes of the RMSEs.
For MLR the drop in performance is around 19 px independent of the input method and for BN
the increase of the RMSE is up to 16 px. The strongest drop in performance can be seen for KNN
and SVM. For KNN no meaningful results are obtained and for SVM the RMSE is now between
40 px and 41 px such that SVM produce about the same quality as MLR. So also for the green
channel it is much more difficult to reconstruct the colour of the patches from the underwater
images accurately than for the previous two conditions.
RMSE [px] ANN KNN SVM BN MLR
Raw 62.66 22.24 22.46 41.55 38.57
FFT 62.34 22.84 21.30 41.32 38.57
Conv 62.56 22.71 21.33 41.34 38.58
MA 64.41 68.36 47.12 46.01 38.58
SVD 62.58 22.24 22.46 41.55 38.57
Table 5.12: RMSEs for the green channel at a water depth of 8m and a camera distance of 1m.
Tab. 5.12 shows the results for a water depth of 8m and a camera distance of 1m. In contrast
to the results for the red channel the performance of the learning machines cannot be directly
compared to the results for 4m depth and 1m camera distance. With the exception of ANN
the results are significantly worse than for 4m water depth. This is especially notable for KNN,
SVM, and MLR. The RMSE’s for MLR are now above 38 px. For KNN and SVM the RMSEs
vary between 21 px and 23 px. In fact for KNN these are higher values than for the red channel
under the same conditions. For SVM the RMSE’s for red and green channel are about the same
under these conditions.
As one can see the explanation for the behaviour of the performance of the learning algorithms at
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Figure 5.14: Pattern 3 at a water depth of 8m and a camera distance of 1m.
8m water depth and 1m camera distance given for the red channel is not sufficient when looking
at the results for the green channel. The main factor of influence is still the distance the light has
to travel from the colour patterns to the board. However, the optical properties of the suspended
particles in the water also have to be taken into account. As the water is quite murky these
have a significant influence on the results. It can be expected that the water in the diving basin
has a high content of rust particle due to the steel encasing. Rust appears mainly red. Hence,
all colours except red are absorbed stronger. This would lead to more absorption in the green
channel (see fig. 5.14) and hence the results observed.
RMSE [px] ANN KNN SVM BN MLR
Raw 61.66 39.65 32.59 55.18 51.84
FFT 61.69 41.16 31.58 55.18 51.84
Conv 61.44 42.43 32.04 55.18 51.84
MA 67.22 79.40 58.59 54.11 51.86
SVD 62.41 39.65 32.59 55.18 51.84
Table 5.13: RMSEs for the green channel at a water depth of 8m and a camera distance of 5m.
Tab. 5.13 shows the results for a water depth of 8m and a camera distance of 5m. As for
the red channel the results are similar to 8m camera distance at 4m. But compared to the
results for the red channel under the same conditions the performance is much better. One
now has RMSEs around 62 px for ANN, around 55 px for BN, and just below 52 px for MLR.
The root mean square errors for KNN and SVM are again lower compared to the other three
methods and have more variation with respect to the input method between 31 px and 41 px.
So the combination of camera distance and reduction of ambient lighting results in a significant
degradation in performance.
In fig. 5.15 one can clearly see the strong reduction of light. In addition it can be observed that
the image is quite hazy and has a strong greenish connotation.
Finally, tab. 5.14 shows the results for a water depth of 12m and a camera distance of 1m. The
performance of the learning machines can be directly compared to the results for 8m depth and
1m camera distance. The results are about the same for ANN and KNN. But the performance
of SVM, BN, and MLR is increased notably compared to 8m water depth.
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Figure 5.15: Pattern 2 at a water depth of 8m and a camera distance of 5m.
RMSE [px] ANN KNN SVM BN MLR
Raw 63.23 22.89 20.60 38.63 24.99
FFT 63.32 24.32 21.01 36.97 24.99
Conv 62.90 25.23 20.89 36.67 25.00
MA 66.33 70.41 36.64 34.40 25.02
SVD 63.04 22.89 20.60 38.63 24.99
Table 5.14: RMSEs for the green channel at a water depth of 12m and a camera distance of 1m.
The results confirm the assumption that the camera distance has a greater influence on the
performance than water depth as the performance is quite good. However, when compared to
the other results at 1m camera distance the increase of RMSE with depth does not hold here.
One would expect much greater errors. But when looking at one of the images taken under these
conditions (fig. 5.16) one may observe that the colour pattern is very clear and sharp. This
indicates that there are fewer particles in the water and therefore less absorption of light between
pattern and camera.
Combined Method
As before, it is not feasible to test all possible learning machine and input method combinations
for the increase of accuracy and output stability. Tab. 5.9 indicates that KNN and SVM with
all input methods except moving averages are of interest for further study of the green channel
at 4m depth and 1m camera distance.
The best solution can be obtained using k-nearest neighbour and support vector machines com-
bined with raw, FFT, convoluted, and SVD input. The resulting root mean square error is 9.64 px.
This improves the best result obtained with a single machine (SVM with FFT) by almost 3 px.
Fig. 5.17 shows how this combination of learning machines and input methods works. The green
value of a pixel predicted by the combined system is shown on the ordinate and plotted against
the actual green value of the pixel obtained from an image under white light. This is done for a
large sample of pixels (about 12800) taken from different test images. As before, the intensity of
the diamonds indicates the number of results.
As one can see quite a large number of results are very close to the perfect prediction (red line).
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Figure 5.16: Pattern 2 at a water depth of 12m and a camera distance of 1m.
Figure 5.17: Predicted green value compared to actual green value at a water depth of 4m and
a camera distance of 1m.
There are some results that deviate. But these are only a small number and a clear trend and
clustering around the red line can be seen.
A comparison to the results for the red channel (fig. 5.8) shows that there are more points which
do not lie on the ideal line for the green channel. However, there are significantly fewer outliers.
Furthermore, the number of outliers decreases with increasing pixel value.
Compared to the results of the laboratory experiment the resulting root mean square error is
higher than for the laboratory as for the red channel. But the overall structure is very similar for
the green channel.
In case of 5m camera distance at 4m water depth again KNN and SVM with all input methods
except moving averages are of interest for further study of the green channel. The best solution
can be obtained using only support vector machines combined with raw, FFT, convoluted, and
SVD input. The resulting root mean square error is 11.91 px. This improves the best result
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obtained with a single machine by less than 1 px. The improvement is not as significant as for
1m camera distance.
Figure 5.18: Predicted green value compared to actual green value at a water depth of 4m and
a camera distance of 5m.
Fig. 5.18 shows how this combination of learning machines and input methods works. As for
the red channel, the results look very similar to those for 1m camera distance. Again, also the
outliers are situated in the same regions in the diagram.
In case of 8m camera distance and 4m water depth SVM and MLR with all input methods are
of interest for further study of the green channel. In contrast to the previous two conditions
k-nearest neighbour cannot be used. This was also observed for the red channel.
Figure 5.19: Predicted green value compared to actual green value at a water depth of 4m and
a camera distance of 8m.
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The best solution can be obtained using only support vector machines combined with raw, FFT,
convoluted, and SVD input. MLR does not contribute. The resulting root mean square error
is 39.91 px. This is slightly better than SVM with raw or SVD input which give the best single
method errors.
Fig. 5.19 shows how this combination of learning machines and input methods works. As for
the single methods and the red channel significant changes in the performances can be observed
compared to the results for 1m and 4m camera distance. The points are widely spread out but
much less than for the red channel. The points are also much closer to the red line when compared
to the results for the red channel and a clear trend can be seen. As for the red channel for smaller
pixel values the green value is also more likely to be overestimated and for higher pixel values to
be underestimated. However, this characteristic is not as pronounced.
Tab. 5.12 indicates that KNN and SVM with all input methods except moving averages are
of interest for further study of the green channel at 8m depth and 1m camera distance. The
best solution can be obtained using only support vector machines combined with raw, FFT,
convoluted, and SVD input. The resulting root mean square error is 20.42 px. This improves the
best result obtained with a single machine (SVM with FFT) by a little bit less than 1 px.
Figure 5.20: Predicted green value compared to actual green value at a water depth of 8m and
a camera distance of 1m.
Fig. 5.20 shows how this combination of learning machines and input methods works. Again,
the results are very good with some slight underestimation for values above 170 px. As for the
same camera distance at 4m water depth, the number of outliers decreases with increasing pixel
value. Notable problems occur for actual green values around15 px and 162 px. For both values
between 0 px and 128 px are predicted instead of the expected values. It is not clear how this
occurs for these specific values.
In case of 5m camera distance and 8m water depth SVM and KNN with all input methods except
moving averages are of interest for further study of the red channel as before. The best solution
can be obtained using only support vector machines combined with raw, FFT, convoluted, and
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SVD input. The resulting root mean square error is 31.37 px. This improves the best result
obtained with a single machine (SVM with FFT) by a little bit less than 1 px.
Figure 5.21: Predicted green value compared to actual green value at a water depth of 8m and
a camera distance of 5m.
Fig. 5.21 shows how this combination of learning machines and input methods works. As for the
red channel the points are more spread out than for 1m camera distance. But the points are
well-clustered near the red line and as before the green value is more likely to be overestimated
for smaller pixel values and underestimated for higher pixel values.
Figure 5.22: Predicted green value compared to actual green value at a water depth of 12m and
a camera distance of 1m.
In case of 1m camera distance and 12m water depth KNN and SVM with all input methods
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except moving averages are of interest for further study of the green channel as before. In addition
multiple linear regression also shows promise in this case as the RMSE is not very high for all
input methods.
The best solution can be obtained using only support vector machines combined with raw, FFT,
convoluted, and SVD input. Multiple linear regression is not considered. The resulting root mean
square error is 20.39 px. This improves the best result obtained with a single machine (SVM with
Raw or SVD) by less than 1 px. It is also slightly better than the combined results for 1m camera
distance at 8m water depth.
Fig. 5.22 shows how this combination of learning machines and input methods works. Compared
to the results at 8m water depth at the same camera distance one can observe that the problems
for actual green values around 15 px and 162 px do not appear any more. At the same time the
points are more spread out. This combinations yields the slightly better RMSE at 12m water
depth. One can also see that the overestimation for small green values and the underestimation
of higher values is not so apparent any more.
5.2.4 Blue Channel
Tab.’s 5.15 to 5.20 show the root mean square errors (RMSE) for all combinations of the 5 machine
learning methods and the 5 different input data for the blue channel of 24 bit RGB images.
RMSE [px] ANN KNN SVM BN MLR
Raw 62.40 28.06 13.86 34.21 23.77
FFT 62.57 29.16 14.07 33.81 23.77
Conv 62.45 29.04 14.30 33.58 23.77
MA 63.41 - 41.46 37.20 23.80
SVD 62.63 28.06 13.86 34.21 23.77
Table 5.15: RMSEs for the blue channel at a water depth of 4m and a camera distance of 1m.
Tab. 5.15 gives the results for a water depth of 4m and a camera distance of 1m. As one can
see artificial neural networks (ANN) show a large RMSE independent of the input data around
63 px. For Bayesian networks (BN) the RMSE is mostly around 34 px and for multiple linear
regression (MLR) the RSME is above 23 px. For k-nearest neighbour (KNN) and for support
vector machines (SVM) the performance depends strongly on the input data as before. For
KNN the errors are mostly between 28 px and 30 px except with moving averages (MA) where
no meaningful results could be obtained. For SVM the RMSEs are below 15 px except when
combined with MA where the error is above 41 px.
The performances are very similar to the results for the green channel. Notable exceptions are
KNN where the RMSEs are much higher for the blue channel and SVM combined with MA
where the RMSE is lower than for the blue channel. The results deviate quite strongly from
the laboratory results due to the optical properties of the water in the tank. Also larger errors
compared to the red channel are to be expected (see fig. 1.7). This is not the case. However the
camera distance and the water depth are small such that the absorption is not high.
Tab. 5.16 shows the results for a water depth of 4m and a camera distance of 5m. The results
are almost the same as for a camera distance of 1m. This was already observed for the red and
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RMSE [px] ANN KNN SVM BN MLR
Raw 61.71 29.36 14.00 34.21 23.77
FFT 61.53 30.15 14.30 33.65 23.77
Conv 61.59 30.03 14.23 33.75 23.78
MA 62.28 - 41.04 38.05 23.83
SVD 61.64 29.36 14.00 34.21 23.77
Table 5.16: RMSEs for the blue channel at a water depth of 4m and a camera distance of 5m.
the green channel. However, it may be noted that support vector machines seem to work quite
well with convoluted data (Conv) as the RMSE is decreased by more than 1 px.
RMSE [px] ANN KNN SVM BN MLR
Raw 61.68 - 46.94 44.75 41.63
FFT 61.65 - 42.01 44.38 41.63
Conv 61.93 - 43.18 44.50 41.65
MA 60.67 - 44.81 43.67 41.63
SVD 61.64 - 46.94 44.75 41.63
Table 5.17: RMSEs for the blue channel at a water depth of 4m and a camera distance of 8m.
Tab. 5.17 shows the results for a water depth of 4m and a camera distance of 8m. The results
are notably different to those for smaller camera distances. The RMSEs are much larger for SVM,
BN, and MLR. The strongest drop in performance can be seen for SVM such that they produce
about the same quality as BN. With ANN there is not much change which was also observed for
the other colour channels. No meaningful results could be obtained for KNN.
The results are very similar to those of the green channel under the same conditions with the
exception of KNN. Again, this is in contrast to the behaviour as shown in fig. 1.7 as mentioned
above. However, the camera distance is sufficiently large at 8m such that the stronger absorption
of blue light in coastal water should be apparent. As this is not the case one has to again conclude
that there are addition local factors that change the actual absorption curve. In section 5.2.3
rust was already mentioned as a possible source.
RMSE [px] ANN KNN SVM BN MLR
Raw 63.80 34.63 16.22 29.14 32.18
FFT 63.87 36.39 16.78 29.08 32.18
Conv 63.90 35.65 16.47 29.08 32.18
MA 63.32 - 40.83 38.49 32.20
SVD 63.90 34.63 16.22 29.14 32.18
Table 5.18: RMSEs for the blue channel at a water depth of 8m and a camera distance of 1m.
Tab. 5.18 shows the results for a water depth of 8m and a camera distance of 1m. The results
show an increase of the root mean square errors when compared to the results at the same camera
distance and 4m water depth for KNN, SVM, and MLR. The performance of ANN remain about
the same and the errors of BN are reduced. Except for BN the development is as expected from
analysis of the previous results. For ANN the RMSEs are about the same as for the green channel
and better as for the red channel. For KNN the blue channel gives the worst results under this
condition. In contrast, the blue channel gives the best results for SVM, BN, and MLR.
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RMSE [px] ANN KNN SVM BN MLR
Raw 54.41 76.47 24.45 34.29 34.32
FFT 54.40 81.06 25.45 34.29 34.32
Conv 54.47 82.93 25.28 34.29 34.32
MA 57.27 - 36.49 34.82 34.35
SVD 53.94 76.47 24.45 34.29 34.32
Table 5.19: RMSEs for the blue channel at a water depth of 8m and a camera distance of 5m.
Tab. 5.19 shows the results for a water depth of 8m and a camera distance of 5m. One may
observe some notable differences between these results and the ones for a camera distance of 1m
at the same depth. First of all, the RMSE for ANN is reduced to between 53 px and 58 px. For
KNN the error is more than doubled and now between 76 px and 83 px. SVM, BN, and MLR
also show an increase of the root means square errors. However, they are not as large as for
KNN. Again, the combination of camera distance and reduction of ambient lighting results in a
degradation in performance with the exception of ANN.
RMSE [px] ANN KNN SVM BN MLR
Raw 70.05 - 38.78 50.55 39.28
FFT 70.06 - 42.44 46.96 39.28
Conv 70.05 - 38.64 46.43 39.28
MA 69.24 - 46.62 44.75 39.30
SVD 70.06 - 38.78 50.55 39.28
Table 5.20: RMSEs for the blue channel at a water depth of 12m and a camera distance of 1m.
Finally, tab. 5.20 shows the results for a water depth of 12m and a camera distance of 1m.
One can observe an increase of the RMSEs for all learning algorithms compared to the other
conditions. For KNN no meaningful results are obtained. When comparing the results to those
at 8m water depth the development of the RMSE is quite sensible although a slightly smaller
increase may be expected for BN.
Combined Method
As for the red channel and the green channel, it is not feasible to test all possible learning
machine and input method combinations for the increase of accuracy and output stability. Tab.
5.15 indicates that SVM with all input methods except moving averages are of interest for further
study of the blue channel at 4m depth and 1m camera distance.
The best solution can be obtained using support vector machines combined with raw, FFT,
convoluted, and SVD input. The resulting root mean square error is 13.48 px. This improves the
best result obtained with a single machine (SVM with Raw or SVD) by less than 1 px.
Fig. 5.23 shows how this combination of learning machines and input methods works. The blue
value of a pixel predicted by the combined system is shown on the ordinate and plotted against
the actual blue value of the pixel obtained from an image under white light.
As one can see quite a large number of results are very close to the perfect prediction (red line).
There are some results that deviate. But these are only a small number and a clear trend and
clustering around the red line can be seen. It can also be observed that the linear fit of the data
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Figure 5.23: Predicted blue value compared to actual blue value at a water depth of 4m and a
camera distance of 1m.
(green line) is almost on top of the line of perfect prediction indicates that the overall performance
is excellent. Some problems can be observed for an actual blue value of 0 px where quite a few
value are predicted in the range up to 64 px.
Figure 5.24: Predicted blue value compared to actual blue value at a water depth of 4m and a
camera distance of 5m.
This was also observed for the laboratory (see fig. 3.14) where values of up to about 40 px are
predicted for an actual blue value of 0 px. The overall structure is also very similar for the blue
channel although the resulting root mean square error is much higher than for the laboratory.
This was also observed for the other two channels.
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A comparison to the results for the red channel (fig. 5.8) and the green channel (fig. 5.17)
shows that there are more points which do not lie on the red line for the blue channel in both
cases. There are also more outliers than for the green channel but less than for the red channel,
especially for higher values.
In case of 5m camera distance at 4m water depth again SVM with all input methods except
moving averages are of interest for further study of the blue channel. The best solution can be
obtained using support vector machines combined with raw, FFT, convoluted, and SVD input.
The resulting root mean square error is 13.50 px. This improves the best result obtained with a
single machine by less than 1 px.
Fig. 5.24 shows how this combination of learning machines and input methods works. As for the
red channel and the green channel, the results look very similar to those for 1m camera distance.
Again, also the outliers are situated in the same regions in the diagram.
Figure 5.25: Predicted blue value compared to actual blue value at a water depth of 4m and a
camera distance of 8m.
In case of 8m camera distance and 4m water depth SVM, BN, and MLR with all input methods
are of interest for further study of the blue channel. The best solution can be obtained using only
support vector machines combined with raw, FFT, convoluted, and SVD input. BN and MLR
do not contribute. The resulting root mean square error is 41.26 px. This is slightly better than
MLR with raw or FFT input which give the best single method errors.
Fig. 5.25 shows how this combination of learning machines and input methods works. As for
the red channel and the green channel significant changes in the performances can be observed
compared to the results for 1m and 4m camera distance. The points are widely spread out but
much less than for the red and the green channel. However, one can again observe the problems
for an actual blue value of 0 px. As before quite a few points are predicted with a much higher blue
value up to 120 px for most points with some additional points having an even higher prediction.
As before, for smaller pixel values the blue value is more likely to be overestimated and for higher
pixel values to be underestimated. This characteristic is much more pronounced for the blue
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channel than for the other two colour channels.
Figure 5.26: Predicted blue value compared to actual blue value at a water depth of 8m and a
camera distance of 1m.
Tab. 5.18 indicates that SVM with all input methods except moving averages are of interest for
further study of the blue channel at 8m depth and 1m camera distance. The best solution can be
obtained using support vector machines combined with raw, FFT, convoluted, and SVD input.
The resulting root mean square error is 15.63 px. This improves the best result obtained with a
single machine (SVM with Raw or SVD input) by a little bit less than 1 px.
Fig. 5.26 shows how this combination of learning machines and input methods works. Again, the
results are very good with some outliers for actual blue values below 100 px. Also the problem
with the prediction for an actual blue value of 0 px can again be observed. Otherwise the points
are well-clustered around the red line and a clear trend can be seen. Disregarding the outliers
the points are even closer to the red line than for the same camera distance at 4m water depth.
However, the outliers are further out an more numerous which give a higher overall error.
In case of 5m camera distance and 8m water depth again SVM with all input methods except
moving averages are of interest for further study of the red channel as before. The best solution
can be obtained using support vector machines combined with raw, FFT, convoluted, and SVD
input. The resulting root mean square error is 23.70 px. This improves the best result obtained
with a single machine (SVM with Raw or SVD input) by a little bit less than 1 px.
Fig. 5.27 shows how this combination of learning machines and input methods works. As for the
red channel and the green the points are more spread out than for 1m camera distance. However,
the results are much better than for the other two channels. Again the problem with the prediction
for an actual blue value of 0 px can be observed. Otherwise the points are well-clustered near the
red line.
In case of 1m camera distance and 12m water depth SVM with all input methods except moving
averages are of interest for further study of the blue channel as before. In addition multiple linear
regression also shows promise in this case as the RMSE is not very high for all input methods.
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Figure 5.27: Predicted blue value compared to actual blue value at a water depth of 8m and a
camera distance of 5m.
Figure 5.28: Predicted blue value compared to actual blue value at a water depth of 12m and a
camera distance of 1m.
The best solution can be obtained using only support vector machines combined with raw, FFT,
convoluted, and SVD input. Multiple linear regression is not considered. The resulting root mean
square error is 37.94 px. This improves the best result obtained with a single machine (SVM with
Conv) by less than 1 px.
Fig. 5.28 shows how this combination of learning machines and input methods works. The
problem with the prediction for an actual blue value of 0 px can again be observed. For actual
pixel values between 36 px and 84 px the prediction is quite low and the points cluster in an
area around 20 px. For higher values the the prediction is much better. Also for low values the
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prediction is quite good.
5.2.5 Connecting the Results of the Separate Channels
Tab. 5.21 shows which learning machines give the best results for the combined methods separ-
ately for the three colour channels. As one can see support vector machines become dominant the
further away the camera is from the object and with increasing water depth. k-nearest neighbour
is only used for small camera distances and small water depths. Furthermore, KNN is of real
interest only for the red channel alone. For the green channel KNN is used at a camera distance
of 1m and a water depth of 4m in combination with SVM and in no other case. For the blue
channel only support vector machines are used. KNN does not play a role at all.
Camera distance [m]
1 5 8
Water depth [m]
4
R: KNN R: KNN R: SVM
G: KNN/SVM G: SVM G: SVM
B: SVM B: SVM B: SVM
8
R: KNN R: SVM
G: SVM G: SVM
B: SVM B: SVM
12
R: SVM
G: SVM
B: SVM
Table 5.21: Learning machines used for the combined methods.
It may therefore be concluded that support vector machines are generally the better choice for
the task of obtaining the colour of objects as seen under white light from the underwater images.
Only at close distances k-nearest neighbour may be used. However, this is not of interest for the
task of underwater navigation and object recognition.
Having analysed the channels separately it is also necessary to discuss the colours produced by
the algorithms from the underwater images. Due to the very large number of colour patches under
different conditions only the worst case (water depth 12m, camera distance of 1m) is discussed
here for selected colour patches. The observations made can also be applied to the other cases in
light of the tables and figures above.
Tab. 5.22 shows the results for several colour patches. The left column shows colour patches
as they appear in the laboratory under white light. In the middle column the same patches are
given as they look in the underwater environment in the water tank at 12m water depth and 1m
camera distance. The right column shows the reconstruction from the algorithms.
The first general observation that can be made is that there is no perceptible difference between
the colour patches in the underwater environment. So there is very little information contained
in the images which can be used for the reconstruction. In the first experiments in the laboratory
some variations between the different colours where visible (see fig.’s 3.15 to 3.21). This is not
the case for the underwater condition as presented in tab. 5.22.
The second general observation that can be made from tab. 5.22 is that bright colours appear
darker in the reconstruction than under laboratory conditions. This is best see in the red colour
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Laboratory Underwater Reconstruction
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
Table 5.22: Selected results at a water depth of 12m and a camera distance of 1m.
patches no. 12 and no. 15. It was already mentioned in the analysis of the colour channel that
there is a tendency for low values to be overestimated and high values to be underestimated. So
this is a direct visual consequence of this property.
Next, one can see that a high red content in the colour patches is reconstructed quite well. Patches
no.’s 1, 6, 10, 11, 12, and 15 contain a significant amount of red. Especially no. 6 and no. 12
show very good results for the red content. No. 11 shows some grey instead of orange. However,
this indicates problems in the combination of the channels and not in the red channel itself. In
patches no. 1 and no. 10 the red content is smaller and a degradation in the quality of the
reconstruction can be observed immediately.
This result is quite interesting in light of the fact that the average error in the red channel is the
highest of all three colour channels. The RMSE for the red channel in the combined method is
47.37 px, compared to 20.40 px for the green channel and 37.94 px for the blue channel. However,
when going back to fig. 5.13 one may observe that especially for higher red values the predicted
value is very good while the mid-range is much more problematic. So this numerical result can
also be seen in the visualisation.
The green content in the colour patches is also very well reconstructed. Patches no.’s 4, 7, 8, 9,
and 14 contain a significant amount of green. The bright green patch no. 9 is excellent. The
strong green patches no. 7 and no. 14 show more problems. However, except for some red the
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resulting colour patches appear also green in the reconstruction even though the reconstruction
is darker. But this was already mentioned above. In patches no. 4 and no. 8 the green content
is slightly lower. The resulting colour is not great. However, the green content can clearly be
seen in the reconstruction. So the problem lies not with the green content alone. For patch no.
8 it may also be observed that the mean colour in the reconstruction actually corresponds to the
colour of the patch under white light.
The visual observation with regard to the green content of the colour patches are quite sensible.
Green light has the longest penetration depth in coastal water. And the green colour channel
shows the best overall results with a much lower RMSE than the other two colour channels.
Hence, the results are to be expected.
With regard to the blue content in the colour patches one can make the following observations.
High blue values are to be found in patches no.’s 4, 5, and 8. Patch no. 5 is a dark blue in the
laboratory with no red and green content and a small amount of blue in the range of 64 px. When
looking at fig. 5.28 one may observe that in this range of the actual blue value the reconstruction
results in significantly lower values around 20 px.
Patches no. 4 and no. 8 are much brighter and therefore contain more blue. In patch no. 4 the
blue value is around 93 px. From fig. 5.28 one can expect a strong underestimation of the blue
value. This is also apparent in tab. 5.22. In patch no. 8 the blue content is even higher and
around 116 px. In this range the reconstruction of the blue value is expected to be very good.
This is the case. One may observe some grey in patch no. 8. However, the green value and the
blue value are very similar in this case. As both are predicted quite well the problem is more
likely to be found in the red channel. One expects a lower content of red compared to the other
two colours. As there is some grey the red value is overestimated in this case.
Generally, the visual results show that the reconstruction of the colours is quite good even in the
severe optical conditions under which the images are obtained. For the lower water depths the
results are even better and in can be expected that for clear ocean water the errors are much
smaller than the ones obtained in the experiment.
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6.1 Summary
Within this thesis physics-based models for autonomous underwater vehicle navigation were de-
veloped with an emphasis on fast exploratory AUVs with cruising speeds in the range of 5 kn to
20 kn. Furthermore, a method for the colour reconstruction of underwater images was proposed
and developed.
In the first part of the thesis the applicability of different learning methods for determining flow
parameters of a surrounding fluid from pressure on an AUV body were tested based on numerous
computational fluid dynamical simulations and using pressure data from 56 specified points on
the surface of the AUV. These points were situated on four lines along the starboard side, the
port side, the top, and the bottom of the AUV body. It was shown that a combination of support
vector machines was an excellent choice to perform this task.
The forward / backward component of the flow velocity could be determined with a root mean
square error of 0.99 kn for a velocity range of 5 kn backward to 20 kn forward. The best results
were obtained by using the raw pressure data, pressure data with frequency noise removed through
fast Fourier transform, and data smoothed through convolution with a Gaussian kernel as input
for the learning machines. It could be observed that in the range of 5 kn backward to 5 kn forward
it is very difficult to reconstruct the forward / backward component of the flow velocity from the
pressure. However, a clear trend could be observed. For a forward velocity of more than 5 kn
the results are very good. Only for some but few unique flow situations the determination of the
flow velocity was not as accurate in this range.
The sideward component of the flow velocity could be determined with a root mean square error of
0.61 kn for a velocity range of 5 kn port to 5 kn starboard. The best results were obtained by using
the raw pressure data, pressure data with frequency noise removed through fast Fourier transform,
data smoothed through convolution with a Gaussian kernel, data smoothed with moving averages,
and data smooth by removing small singular values through singular value decomposition as input
for the learning machines. It could be observed that in the range of 2.5 kn port to 2.5 kn starboard
it is very difficult to reconstruct the sideward component of the flow velocity from the pressure.
However, a clear trend could be observed for this velocity component as well. For a velocity of
more than 2.5 kn to either side the results are very good. Only for some unique flow situations
the determination of the flow velocity was not as accurate in this range.
The upward / downward component of the flow velocity could be determined with a root mean
square error of 0.40 kn for a velocity range of 5 kn upward to 5 kn downward. The best results
were obtained by using the same input methods for the learning machines as for the sideward
component. It could be observed that in the range of 1.5 kn upward to 1.5 kn downward it is very
difficult to reconstruct the upward / downward component of the flow velocity from the pressure.
But again, a clear trend could be observed. For an upward / downward velocity of more than
1.5 kn the results are very good. Again, only for few unique flow situations the determination of
the flow velocity was not as accurate in this range.
With the findings from the simulations the position of pressure measurement points was then
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adjusted such that the most significant pressure changes due to changing flow velocities could be
captured. The measurement point were then situated on 3 rings, one near the nose, one in the
middle section, one near the aft, and on the top and bottom of each fin of the AUV. Each set
contained 8 points. This reduced the number of measurement points to 32. It was then shown
that also for the improved setup support vector machines were the best choices for the given task.
However, fewer machines were required in this case. Only the raw pressure data and pressure
data with frequency noise removed through fast Fourier was required as input for the learning
machines.
The forward / backward component of the flow velocity could be determined with a root mean
square error of 1.13 kn for a velocity range of 5 kn backward to 20 kn forward. It could be
observed that the prediction by the learning machines was much better than for the original
setup. However, there were more extreme outliers resulting in a higher root means square error.
The improved setup also had more difficulties with an AUV moving backward.
The sideward component of the flow velocity could be determined with a root mean square error
of 0.34 kn for a velocity range of 5 kn port to 5 kn starboard. This value was 45 % lower than for
the original setup. The number of outliers was significantly reduced and the prediction by the
learning machines was also much better in general.
The upward / downward component of the flow velocity could be determined with a root mean
square error of 0.37 kn for a velocity range of 5 kn upward to 5 kn downward. Also this value
was lower than for the original setup. The number of outliers was significantly reduced and the
prediction by the learning machines was much better in general as well.
In the second part of the thesis different learning methods were applied for the reconstruction
of underwater images. First, laboratory tests were performed using a special light source with a
mean wavelength of λ¯ = 498nm imitating underwater lighting conditions. It was shown that
a combination of the k-nearest neighbour method and support vector machines yields excellent
results.
The red component of the colour could be determined with a root mean square error of 5.27 px
based on a 24 bit image. The best results were obtained by using the raw image data, image
data with frequency noise removed through fast Fourier transform, and data smoothed through
convolution with a Gaussian kernel as input for support vector machines. It could be observed
that the reconstruction of the red component was very good with few outliers in the prediction.
Also, a clear trend could be observed.
The green component of the colour could be determined with a root mean square error of 3.95 px
based on a 24 bit image. The best results were obtained by using the raw image data, image data
with frequency noise removed through fast Fourier transform, data smoothed through convolution
with a Gaussian kernel, and data smooth by removing small singular values through singular value
decomposition as input for support vector machines. It could be observed that the reconstruction
of the green component was even better than for the red component. The lowest errors could be
observed for medium green values. However, in the middle range the number of outliers in the
prediction is also highest.
The blue component of the colour could be determined with a root mean square error of 2.85 px
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based on a 24 bit image. The best results were obtained by using the raw image data, image data
with frequency noise removed through fast Fourier transform, data smoothed through convolution
with a Gaussian kernel, data smoothed with moving averages, and data smooth by removing small
singular values through singular value decomposition as input for support vector machines. It
could be observed that the reconstruction of the blue component was the best as was expected
from the lighting conditions.
The results were then combined and applied to several images of coloured objects. It was shown
that reflections due to the focused light source reduced the performance of the learning machines.
Also the distinction between red objects and black or dark grey objects was very difficult and
sometimes led to inappropriate colours in the reconstructed image.
Based on these results an experimental verification was performed under severe conditions in
murky water of a diving basin with specially prepared colour patters. It was shown that the k-
nearest neighbour method gave very good results for small distances between the object and the
camera and for small water depths in the red channel. For higher distances, water depths, and for
the other colour channels support vector machines were the best choice for the reconstruction of
the colour as seen under white light from the underwater images. It was also shown that a mixture
of pre-processing methods is required to get better results. Furthermore, the reconstruction under
real conditions was much more difficult than in the laboratory.
The red component of the colour could be determined with a root mean square error of 14.39 px
based on a 24 bit image at 4m water depth and a camera distance of 1m. At this water depth
the RMSE increased to 58.55 px at 8m camera distance. With increasing water depth the RMSE
also increased to up to 47.37 px at 12m depth and 1m camera distance.
The green component of the colour could be determined with a root mean square error of 9.64 px
based on a 24 bit image at 4m water depth and a camera distance of 1m. At this water depth
the RMSE increased to 39.92 px at 8m camera distance. With increasing water depth the RMSE
also increased to up to 20.39 px at 12m depth and 1m camera distance. So the reconstruction
of the green channel was much better than the red channel.
The blue component of the colour could be determined with a root mean square error of 13.48 px
based on a 24 bit image at 4m water depth and a camera distance of 1m. At this water depth
the RMSE increased to 41.26 px at 8m camera distance. With increasing water depth the RMSE
also increased to up to 37.94 px at 12m depth and 1m camera distance. So the reconstruction
of the blue channel was worse than the green channel but better than the red channel. This was
to be expected from the conditions on site as the water was similar to coastal water.
The results were then combined and the resulting colours analysed. It was shown that even
under extreme conditions the reconstruction of the colours was quite good although the root
mean square errors of the colour channels were high. It could be observed that bright colours
appear darker in the reconstruction. It could also be seen that high colour contents were easier
to reconstruct.
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With regard to the reconstruction of the flow around an AUV body the approach presented
currently uses the original pressure data without any additional filtering except for the removal
of frequency noise via fast Fourier transform. In the next step pre-filters should be included
into the algorithm to remove unwanted influences due to outliers and measurement errors and
hence make the algorithm more robust. Furthermore, the approach should be implemented into
a system for testing under real conditions. It is also of interest to find a general approach to
placing the pressure measurement points which can be automated such that for any given AUV
the best setting can be found without having to analyse the pressure data by hand.
In addition the accuracy of the approach should be improved for small velocities such that it
can also be used for slow autonomous underwater vehicles with speeds in the range of up to
3 kn. At these flow velocities fluctuations need to be considered. The reason is that although
the fluctuations are smaller for lower velocities they become large relative to the flow velocity
and therefore have a significant influence on the results. In this approach Reynolds-averaged
Navier–Stokes equations (RANS) were used which are not good at capturing these fluctuations.
Hence, in the next step large eddy simulations (LES) should be performed. In addition the near-
wall regions need to be resolved and analysed in detail with respect to the fluctuation of the
surface pressure due to the water flow and the surface roughness.
With regard to the reconstruction of underwater images the approach presented currently uses the
original image without any additional filtering besides the data filters as shown. In the next step
image pre-processing algorithms should be included to remove reflection effects and to smooth the
brightness in the image. It may especially be of interest to include information of neighbouring
pixels for the calculation of the colour to remove single pixels which are not transformed correctly.
Furthermore, the setup should be improved by using a distributed light source. The laboratory
results show that a focused light presents addition obstacles for the algorithms. In water with
a significant amount of suspended particles like in the diving basin used for the experimental
verification focused light for illumination is also not possible as the light is directly reflected at
the particles.
The procedure can be applied also for other applications, where other ranges of wavelengths are
used, to obtain the image as seen under white light from data under different lighting conditions.
An example would be night sensing equipment like night-vision glasses or night vision devices in
cars. Finally, the experimental setup should be implemented into a real system, e.g. underwater
robots and research submarines and tested further under various conditions.
116
7 Appendix
7 Appendix
7.1 Details on Mesh Statistics and Mesh Quality
This section gives a more detailed analysis and discussion of the mesh statistics and mesh quality
for the flow simulations done in ANSYS CFX 15.0.
7.1.1 Element Quality
Element quality Q ranges between 0 and 1, where 0 means that the element has no volume or a
negative volume, and 1 means that it is a perfect tetrahedron [13] which is to be prefered. It is
calculated by
Q = CV
(∑
i
l2i
)− 3
2
(7.1)
where V is the volume, li are the edge lengths, and pre-factor C for a tetrahedron is
C = 124.70765802 (7.2)
Tab. 7.1 gives some key values of the element quality for the mesh used in this thesis. As one
can see there are no problematic elements and the overall quality is high.
Minimum value 0.22249
Maximum value 0.99957
Mean 0.83122
Standard deviation 0.098241
Table 7.1: Analysis of the element quality.
This can also be seen in fig. 7.1 where the number of elements for 10 quality ranges is shown.
Figure 7.1: Visual representation of the element quality.
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7.1.2 Aspect Ratio
The aspect ratio is a measure of how stretched an element is. A value of 1 indicates a perfect
tetrahedron, while thinner, elongated tetrahedrons give higher aspect ratios [13]. A value close
to 1 is desirable. Tab. 7.2 shows some key values of the aspect ratio for the mesh used.
Minimum value 1.1664
Maximum value 9.5245
Mean 1.8611
Standard deviation 0.48098
Table 7.2: Analysis of the aspect ratio.
A maximum value of 9.5245 is not perfect but as the standard deviation and fig. 7.2 show this is
an exception and only very few elements have a high aspect ratio. Almost all elements have an
aspect ratio below 4.5 which is very good.
Figure 7.2: Visual representation of the aspect ratio.
7.1.3 Maximum Corner Angle
For every element the angles between adjacent edges are calculated and the maximum is determ-
ined [13]. For a tetrahedron the best possible (lowest) value is 60° for a perfect tetrahedron and
the maximum value is 180° for a degenerated (flat) tetrahedron.
Minimum value 71.06°
Maximum value 159.08°
Mean 96.160°
Standard deviation 12.173°
Table 7.3: Analysis of the maximum corner angle.
Both tab. 7.3 and fig. 7.3 show that there is a wide range of angles in the mesh with most
element having a maximum corner angle around 95°. The number of elements decreases strongly
with increasing angle and no element element has a maximum corner angle above 160°.
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Figure 7.3: Visual representation of the maximum corner angle.
7.1.4 Skewness
Skewness S indicates how close an element’s shape is to a perfect one. The measure is between
0 (equilateral) and 1 (degenerate) [13]. It is calculated as
S =
OCS − CS
OCS
(7.3)
where CS is the cell size and OCS is the optimal cell size. The optimal cell size is determined
as the size of an equilateral element of the same circumradius [13].
Minimum value 0.00085095
Maximum value 0.84481
Mean 0.23727
Standard deviation 0.12315
Table 7.4: Analysis of the skewness.
Figure 7.4: Visual representation of the skewness.
A skewness of 0.5 or better is considered good and a value of better than 0.25 said to be excellent.
As tab. 7.4 and fig. 7.4 show the skewness of the elements in the mesh used is mostly very good.
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Some elements show a non-optimal value. However, no element is of bad skewness (a value of 0.9
or worse) or is degenerate. So the overall skewness level of the mesh is acceptable.
7.1.5 Orthogonal Quality
The orthogonal quality is determined by the relation between the centre of an element and the
centres of the surrounding elements, the relation between the centre of an element and its faces,
and the face normal vectors of an element [13].
Minimum value 0.25614
Maximum value 0.99557
Mean 0.85593
Standard deviation 0.087014
Table 7.5: Analysis of the orthogonal quality.
Again the measure is between 0 and 1 with 1 being the optimal value. For the mesh used in this
thesis the orthogonal quality is very good (see tab. 7.5 and fig. 7.5). No element has a quality
less than 0.25 and most elements have very high quality.
Figure 7.5: Visual representation of the orthogonal quality.
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