These results suggest that the liposome-disrupting activity of the protein encoded by NT01CX2047 (henceforth termed liposomase) is due to interaction of its lipid-binding domain with the liposomal membrane and the consequent alteration of bilayer structure. This explains why a lipase, which has little phospholipase activity, can disrupt liposomes, which contain phospholipids but no triacylglycerides.
In principle, the approach described here should be applicable to any chemotherapeutic drug that can be encapsulated in a liposome. Indeed, when we repeated the preclinical efficacy experiments with liposomes carrying CPT-11 (irinotecan), a topoisomerase inhibitor widely used in cancer therapy, we obtained results similar to those in the Doxil experiments ( fig. S9 ). Both CT26 mouse tumors and HCT116 human xenografts were relatively resistant to CPT-11 when the drug was administered alone in unencapsulated or liposome-encapsulated form. However, when liposomal CPT-11 was delivered in combination with C. novyi-NT spores, all tumors regressed and more than 60% of the mice survived for at least 3 months ( fig. S9) . Notably, the combination therapy was effective against small (136 mm 3 in volume) as well as large tumors. In previous studies, small tumors were resistant to bacteriolytic therapies because they had relatively small regions of necrosis (15) . Importantly, mice treated with C. novyi-NT and either Doxil or CPT-11 tolerated the treatments well and did not generally suffer toxicities or weight loss ( fig. S10) .
We have not excluded the possibility that other secreted factors may contribute to the liposome-disrupting activity. However, the data reported here suggest that liposomase substantially contributes to the therapeutic effects observed in vivo. The identification and cloning of liposomase opens the door to therapeutic strategies in addition to those based on bacteriolysis. For example, liposomase could be attached to antibodies or encoded within vectors used for gene therapy (3, 4) . Because virtually any therapeutic agent can be packaged in liposomes and can thereby act as a "prodrug," liposomase offers a number of possibilities for the specific delivery of drugs to tumors. 16 Incoming sensory information is often ambiguous, and the brain has to make decisions during perception. "Predictive coding" proposes that the brain resolves perceptual ambiguity by anticipating the forthcoming sensory environment, generating a template against which to match observed sensory evidence. We observed a neural representation of predicted perception in the medial frontal cortex, while human subjects decided whether visual objects were faces or not. Moreover, perceptual decisions about faces were associated with an increase in top-down connectivity from the frontal cortex to face-sensitive visual areas, consistent with the matching of predicted and observed evidence for the presence of faces.
O ne function of the visual system is to decide what is present in the local environment, resolving potentially ambiguous sensory information into a coherent percept. Models of perceptual decision-making propose that specialized detectors accumulate evidence in favor of a preferred feature or representation, and the output of these detectors is compared in a winner-takes-all fashion at a downstream processing stage (1) . Accordingly, when subjects are asked to decide whether they perceive stimulus A or stimulus B, cell assemblies in the frontal and parietal cortices track the difference in output of visual neurons collecting evidence in favor of A and B (2, 3) .
Prior information may help the brain decide among competing percepts (4). According to one view, the brain generates "predictive codes" that dynamically anticipate the forthcoming sensory environment, weighting perceptual alternatives on the basis of this prediction (5, 6) . Predictive accounts of decision-making have long been embedded in theories of signal detection, which suggest that subjects compare observed sensory evidence against an internal "template," with a response elicited if the match between the evidence and the template reaches a given criterion (7). Moreover, predictive coding offers a parsimonious account for several well-known behavioral phenomena (8-10) and recent neurophysiological findings (11, 12) . The theory requires that decision-making neurons have access to the set of predicted information (here, we call this "perceptual set") against which to match the sensory data. However, little is known about how-or where-perceptual set might be represented in the decision-making architecture of the brain.
To address this question, we capitalized upon recent work in which functional magnetic resonance imaging (fMRI) was used to identify brain regions responsible for collecting evidence about the presence of faces on (A) Subjects viewed a sequence of reduced-contrast images of faces, houses, and cars. Four example regressors are shown: for example, F in F (face stimulus in face set block) or C in H (car stimulus in house set block). (B) Hit rate was comparable (P = 0.28) on face set blocks (left; 70.8 ± 13.4) and house set blocks (right; 66.3 ± 11.9). Moreover, on neither face set blocks (P = 0.26) nor house set blocks (P = 0.92) did hit rate deviate from preestablished thresholds for discrimination (66%). More false alarms were made on house blocks (25.9 ± 13) than face blocks (13.1 ± 10.5) [t (14) = 4.52, P < 0.001]. (C) Overall percent correct responses varied as expected with degradation level (relative to threshold) for face set blocks (blue lines) and house set blocks (green lines). Each degradation level reflects~2% loss of contrast information. Bars are standard errors. In the amygdala, we observed an interaction between set and stimulus (F = 3.7, P < 0.04). Additional t tests performed on the evoked hemodynamic responses revealed an interaction between set and stimulus in the FFA, at~12 s (F = 6.0, P < 0.03) the inferior occipital gyrus (IOG) and the fusiform gyrus, in a region known as the fusiform face area (FFA) (13) . The FFA exhibits neural responding that varies with subjects' beliefs about whether the stimulus is a face or not (14, 15) , suggesting that it is a target for "set-related" modulation during face perception. Moreover, face perception excites an "extended" network of brain regions beyond the visual cortices (16, 17) , including sites on the temporo-parietal junction (TPJ), amygdala, medial frontal cortices (MFCs) (18) , and adjacent orbitofrontal cortex (19) . This provides a number of candidate regions in which a representation of a face "set" might be observed.
To dissociate between brain regions responsible for detecting the physical presence of the stimuli and those supporting perceptual set, we used a simple task that required subjects to discriminate between randomly intermixed images of faces, houses, and cars (20) . Although there were three object categories, subjects used just two buttons to adjudicate between them: on "face set" blocks, they judged whether each object was a face or not, and on "house set" blocks, they judged whether each object was a house or not (Fig. 1A) . We also made the task perceptually challenging, by degrading stimuli to match individual thresholds for perception (66.6% correct). These manipulations encouraged subjects to generate a perceptual "set" (corresponding to the target stimulus) on each block. Because face set and house set blocks were carefully matched within subjects both for the physical characteristics of the stimuli and for discrimination performance (Fig. 1, B and C), the comparison between fMRI activity on face set blocks > house set blocks allowed us to isolate brain activity associated with maintaining a "face set" active-irrespective of whether the physical stimulus was a face, house, or car.
We first explored the effect of stimulus during the discrimination task, by comparing all face stimuli > nonface stimuli, irrespective of perceptual set. Despite the heavy perceptual degradation imposed, selectivity for the physical stimulus was preserved in faceresponsive regions such as the IOG, FFA, TPJ, and amygdala (Fig. 2) . However, turning to our main comparison of interest (face sets > house sets), a rather different pattern emerged: Face sets elicited greater activation in dorsal (dMFC) and ventral (vMFC) foci within the MFC, irrespective of the physical stimulus presented (Fig. 3) . These MFC regions have been previously implicated in face processing in fMRI studies (17, 21) , and with singleunit recordings in the macaque (18, 19) , and overlapped with regions activated by fully visible faces in a separate experiment ( fig. S1 ).
The images that appeared on face set and house set blocks for each subject were matched for their physical properties, and occurred with equal probability, such that observed differences in fMRI activity for face sets > house sets cannot be accounted for by the frequency, salience, or visibility of faces. Face-responsive regions of the MFC are thus involved in maintaining a predictive face "set"-information that is relevant for making perceptual decisions about faces. This result squares well with previous findings: first, the responses of face-selective neurons in the MFC are poorly synchronized with the presentation of a face (18) , suggesting that they are not passively elicited by face presentation; second, the MFC is particularly responsive to familiar faces, for which a face "template" is presumably more readily available (21); and third, "top-down" generation of face-related contextual information during recall of specific face exemplars excites the vMFC (22) . Finally, these two MFC regions are often activated when subjects make a range of perceptual, affective, or social decisions about faces (23, 24) .
To rule out alternative explanations of the "perceptual set" effect in MFC, we conducted a number of supplementary analyses. Because the dMFC is involved in monitoring for and detecting errors (25) , our results could simply reflect the proportions of errors made on face set versus house set blocks. However, behavioral data (Fig. 1, B and C) indicated that hit rate did not differ between face set and house set blocks, and correlation analyses showed that the number of errors made bore no relation to the neural signal in the dMFC (P > 0.67) or vMFC (P > 0.45). A second alternative account of our data relates to the role of frontal cortex in the detection of target stimuli (25) . However, no interactions between perceptual set and response (target or nontarget) were observed in either dMFC or vMFC ( fig. S2) . Finally, if the MFC were simply responding to task difficulty, then a difference in fMRI signal should be observed between less degraded (easier) and more degraded (harder) trials in this region. However, neither dMFC nor vMFC activity covaried either positively or negatively with stimulus contrast (fig. S3) .
Consistent with previous work (14, 15), we also observed set-related effects in the posterior brain, with an advantage for face sets over house sets in the amygdala and FFA (Fig. 2) . We reasoned that "top-down" signals from the MFC could sensitize visual regions responsible for collecting evidence about the presence of faces via long-range effective connectivity. To test this hypothesis, we created a simple dynamic causal model (Fig. 4A ) of the interactions among visual and MFC regions, basing our model on known interconnectivity from studies of macaque neuroanatomy (26) . Treating the brain as an input-state-output system, dynamic causal modeling estimates how (output) hemodynamic activity in a given brain region depends not only on the (input) variables manipulated by the experimenter (such as face stimulus or face set), but also on its interconnectivity with other brain regions whose activity correlates with the task. These inter-regional dependencies can then be parameterized as effective connectivity, allowing confirmatory hypothesis-testing about how brain regions interact during task performance (27) .
Face stimulation enabled the flow of information within the posterior and limbic lobes, augmenting feedforward connections linking IOG to the FFA and amygdala. However, feedback connectivity from ventral MFC to the FFA and amygdala was significantly enhanced (by about 11% relative to baseline) on face set trials. By contrast, face set trials had no influence on bottom-up projections from the FFA (P > 0.17) or amygdala (P > 0.19) to the frontal cortex (Fig. 4B) . One appealing interpretation of these data is that top-down signals originating in the vMFC may drive the increased FFA and amygdala response on face set trials-supporting recent reports that vMFC activity correlates with subjective awareness during object recognition (28) and that connectivity between the FFA and the frontal pole is increased when subjects generate mental images of faces (29) .
These findings suggest that subjects do indeed deploy predictive information in the service of face perception. If subjects had been solving the three-way discrimination by accumulating evidence in favor of each of the possibilities in an unbiased way, then the comparison between brain activity for face sets and house sets would most likely have failed to yield any differences in brain activity. Moreover, a category-specific perceptual "set" can be visualized in the frontal cortex on a scale gross enough to be detected with fMRI. In supplementary analyses, we identified other frontal regions that were more active on "house set" than "face set" blocks, suggesting that this result may generalize to other categories ( fig. S4) .
During perceptual inference, discrete neural assemblies in the frontal cortex may come to transiently code for one or more predicted representations and send top-down signals to guide the activation in sensory regions responsible for collecting evidence about the corresponding stimuli. This long-range connectivity may underlie the matching of predictive codes for faces-maintained in the MFC-with incoming sensory data gathered in the facesensitive zones of the extrastriate cortex, in the service of deciding whether a stimulus is a face or not.
