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We consider the simplest inhomogeneous Matrix-Product-State for an open chain of N quantum
spins that involves only two angles per site and two angles per bond with the following direct
physical meanings. The two angles associated to the site k are the two Bloch angles that parametrize
the two orthonormal eigenvectors of the reduced density matrix ρk of the spin k alone. The two
angles associated to the bond (k, k + 1) parametrize the entanglement properties of the Schmidt
decomposition across the bond (k, k + 1). Explicit results are given for the reduced density matrix
ρk,k+1 of two consecutive sites that is needed to evaluate the energy of two-body Hamiltonians, and
for the reduced density matrix ρk,k+r of two sites at distance r that is needed to evaluate the spin-
spin correlations at distance r. The global structure of the MPS manifold as parametrized by these
(4N − 2) angles is then characterized by its explicit Riemann metric. Finally, the generalizations
to any tree-like structure without loops and to the chain with periodic boundary conditions are
discussed.
I. INTRODUCTION
The difficulty in studying systems with a large number N of quantum spins comes from the exponential growth of
the size of the Hilbert space N = 2N . The exact representation of a ket in the tensor Pauli basis
|ψN 〉 =
∑
S1=±1
∑
S2=±1
...
∑
SN=±1
cS1,...,SN |σz1 = S1〉 |σz2 = S2〉 ... |σzN = SN 〉 (1)
involves N = 2N complex coefficients cS1,...,SN , i.e. 2N real parameters. The normalization 〈ψN |ψN 〉 = 1 and the
removal of the global phase with no physical meaning allows to reduce by two the number of parameters, so that the
total number of real parameters needed to parametrize the ket grows exponentially with N as
P fullN = 2N − 2 = 2(2N − 1) (2)
The key idea of the whole Tensor Network field (see the reviews [1–11] and references therein) is that in most physical
problems, the big tensor cS1,...,SN may be decomposed in terms of elementary small tensors that can be assembled in
various ways in order to adapt to the geometry and to the entanglement properties of the problem under focus. Indeed
the notion of entanglement between the different regions has emerged as the central idea and has completely changed
the perspective on many-body quantum systems (see the reviews [20–25] and references therein). In particular for
one-dimensional quantum spin chains, the Matrix-Products-States (MPS) are well adapted to describe non-critical
states displaying area-law entanglement [1–11], i.e. for most ground-states of local Hamiltonians [12], but also for
excited states in Many-Body-Localized phases of disordered chains [13–19]. In the Vidal canonical form of MPS [26],
the coefficients cS1,...,SN of Eq. 1 are decomposed into
cS1,...,SN =
D∑
α1=1
D∑
α2=1
...
D∑
αN−1=1
Γ
[1]S1
1,α1
λ[1,2]α1 Γ
[2]S2
α1,α2λ
[2]
α2 ...λ
[N−1,N ]
αN−1 Γ
[N ]SN
αN−1,1 (3)
where the D variables λ
[k,k+1]
αk=1,..,D
associated to the bond (k, k + 1) are the Schmidt coefficients associated to the
Schmidt decomposition of the MPS across the bond (k, k + 1), while the tensor Γ
[k]Sk
αk−1,αk associated to the site k
represents some appropriate transformation within the local Hilbert space of the site k. The number of parameters
in the MPS grows only linearly in N (instead of the exponential growth of Eq. 2) and these MPS parameters can
be optimized numerically to obtain the best approximation within the some given MPS manifold. This variational
point of view can be seen as a reformulation of the Density-Matrix-RG algorithm [27–29]. More generally, the Tensor
Network activity has been mostly oriented towards the production of extremely powerful numerical algorithms, based
on the variational optimization of the whole Tensor Network and where the numerical precision can be systematically
improved by increasing the bond dimension D.
In the present paper, our goal is instead to make explicit computations, so we will focus on the simplest inhomoge-
neous Matrix-Product-States of bond dimension D = 2 that involves only two real parameters per site and two real
parameters per bond, so that the number of real parameters for an open chain of N spins and (N − 1) bonds will be
PMPSN = 2N + 2(N − 1) = 4N − 2 (4)
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2In addition, these parameters will have a very direct physical meaning, since the bond variables will be related to
the entanglement across the bond as in the Vidal canonical form of Eq. 3 even if we will use a different choice of
gauge fixing for the Schmidt decomposition, while the sites variables will be the Bloch angles that parametrize the
eigenvectors of the single-site reduced density matrices.
The paper is organized as follows. In section II, we describe the specific choice of gauge fixing for the Schmidt
decomposition and introduce the useful notations for the whole paper. In section III, we explain the parametrization
of the simplest inhomogeneous Matrix-Product-States and analyze its basic properties. In section IV, we study the
reduced density matrix of an interval in the bulk, whereas its diagonalization is given in Appendix A. In section
V, we discuss the optimization of the MPS parameters to approximate the ground-state of local Hamiltonian with
one-body and two-body terms. In section VI, we obtain the reduced density matrix of two sites at distance r and
evaluate the spin-spin correlations. In section VII, we compute the Riemann metric of the MPS manifold. Finally, we
describe the generalization of the simple MPS to an arbitrary tree-like structure without loops in section VIII, and the
generalization to the chain with periodic boundary conditions in section IX. Section X summarizes our conclusions.
II. PRESENT CHOICE OF GAUGE FIXING FOR THE SCHMIDT DECOMPOSITION
A. Schmidt decomposition for a state in the tensor product of two Hilbert spaces of dimension D
In this section, we focus on a quantum state |ψ〉 in the tensor product Hilbert space HA ⊗ HB , where the two
Hilbert spaces HA and HB have the same dimension D. The diagonalization of the reduced density matrices
ρA = Tr{B}(|ψ〉 〈ψ|) =
D∑
α=1
pα |Aα〉 〈Aα|
ρB = Tr{A}(|ψ〉 〈ψ|) =
DN∑
α=1
pα |Bα〉 〈Bα| (5)
involve the same real positive weights pα ≥ 0 normalized to unity
D∑
α=1
pα = 1 (6)
while the corresponding eigenvectors |Aα〉 and |Bα〉 form orthonormal basis of A and B respectively
〈Aα|Aα′〉 = δαα′
〈Bα|Bα′〉 = δαα′ (7)
The new basis |Aα〉 can be obtained from the initial basis of A by a unitary matrix of size D×D that contains a priori
D2 real parameters. However each ket |Aα〉 for α = 1, .., D contains a global phase that disappears from the projector
|Aα〉 〈Aα| appearing in the reduced density matrix of Eq. 5, so the D projectors |Aα〉 〈Aα| can be parametrized with
only (D2−D) parameters. Similarly, the D projectors |Bα〉 〈Bα| can be parametrized with only (D2−D) parameters.
So together, the two reduced density matrices ρA and ρB of Eq. 5 involve (D−1) real parameters for the D weights
pα normalized to unity (Eq 6), (D
2 − D) real parameters for the D projectors |Aα〉 〈Aα| in A and (D2 − D) real
parameters for the D projectors |Bα〉 〈Bα| in B, so that the total number of real parameters contained in the pair
(ρA, ρB) is
P (ρA,ρB) = (D − 1) + 2(D2 −D) = 2D2 −D − 1 (8)
The comparison with the total number of real parameters needed to parametrize the ket |ψ〉 in the Hilbert space of
dimension D ×D (Eq 2)
P full = 2(D2 − 1) = 2D2 − 2 (9)
yields that the number of missing parameters to reconstruct the ket |ψ〉 reduces to
Pmissing = P full − P (ρA,ρB) = D − 1 (10)
3These (D − 1) missing parameters are the phases φα ∈ [0, 2pi[ for α = 2, .., D that are needed to write the Schmidt
decomposition in the present gauge fixing, where we have already chosen the phases of the eigenvectors |Aα〉 and |Bα〉
as explained above
|ψ〉 =
D∑
α=1
√
pαe
iφα |Aα〉 ⊗ |Bα〉 ≡
D∑
α=1
λα |Aα〉 ⊗ |Bα〉 (11)
so in the present paper, the Schmidt values λα in front of the tensor product |Aα〉 ⊗ |Bα〉 will be complex numbers
λα ≡ √pαeiφα (12)
except for the first phase that will be chosen to vanish
φα=1 = 0 (13)
in order to fix the global phase of the ket of Eq. 11.
Here it should be stressed that the Schmidt decomposition is usually always formulated via the Singular Value
Decomposition of matrices, where the Schmidt values are real positive λusualα =
√
pα, i.e. the phases e
iφα introduced
above are actually included in the eigenvectors |Aα〉 and |Bα〉. In the present paper however, it will be more convenient
to choose the global phases of the eigenvectors as explained above, and to work with complex Schmidt values as in
Eq. 12, in order to avoid the gauge freedom and the gauge redundancy that exist in the usual definition of Matrix-
Product-States. Let us now describe in detail what this gauge fixing means for the dimension D = 2, since it will be
the basic building block of the MPS studied in the further sections.
B. Example with the dimension D = 2
Here A corresponds to a single spin with the Pauli basis |σz1 = ±〉, and B corresponds to a single spin with the Pauli
basis |σz2 = ±〉. The Schmidt decomposition of Eq. 11 contains only D = 2 terms, and it will be more convenient to
label them with α = ± (instead of α = 1, 2). The two weights normalized to unity p+ + p− = 1 can be parametrized
by the single angle θ ∈ [0, pi2 ] (if one chooses the ordering p+ ≥ p−)
p+ = cos
2
(
θ
2
)
=
1 + cos θ
2
p− = sin2
(
θ
2
)
=
1− cos θ
2
(14)
The two complex Schmidt values of Eq. 12 are then parametrized in terms of two angles (θ, φ)
λ+ = cos
(
θ
2
)
λ− = sin
(
θ
2
)
eiφ (15)
leading to the following Schmidt decomposition in the present gauge fixing
|ψ〉 = cos
(
θ
2
)
|τz1 = +〉 ⊗ |τz2 = +〉+ sin
(
θ
2
)
eiφ |τz1 = −〉 ⊗ |τz2 = −〉 (16)
where |τzk = ±〉 should be the two eigenvectors of the reduced density matrix ρk for k = 1, 2. It is convenient to
parametrize the eigenvector |τzk = +〉 by the usual Bloch angles θk ∈ [0, pi] and φk ∈ [0, 2pi[, while the orthogonal
eigenvector |τzk = −〉 will correspond to the opposite point on the Bloch sphere with Bloch angles (pi − θk) and
(φk + pi)[2pi]
|τzk = +〉 ≡ |θk, φk〉 = cos
θk
2
|σzk = +〉+ sin
θk
2
eiφk |σzk = −〉
|τzk = −〉 ≡ |pi − θk, φk + pi〉 = sin
θk
2
|σzk = +〉 − cos
θk
2
eiφk |σzk = −〉 (17)
4From the point of view of Pauli operators, the ket change of basis from |σzk = ±〉 to |τzk = ±〉 corresponds to the
change from the initial Pauli basis (1, σzk, σ
x
k , σ
y
k) to the new Pauli basis (1, τ
z
k , τ
x
k , τ
y
k )
τzk = cos θkσ
z
k + sin θk [cosφkσ
x
k + sinφkσ
y
k ]
τxk = sin θkσ
z
k − cos θk [cosφkσxk + sinφkσyk ]
τyk = sinφkσ
x
k − cosφkσyk (18)
It will be convenient to denote by Rk the reciprocal 3× 3 rotation matrixσzkσxk
σyk
 = Rk
τzkτxk
τyk
 =
 cos θk sin θk 0sin θk cosφk − cos θk cosφk sinφk
sin θk sinφk − cos θk sinφk − cosφk
τzkτxk
τyk
 (19)
and to denote its matrix elements by Rabk with a = a, y, z and b = x, y, z
σak =
∑
b=x,y,z
Rabk τ
b
k (20)
In terms of the new Pauli basis (1, τzk , τ
x
k , τ
y
k ), the reduced density matrix for the spin k is diagonal and involves
only the two operator (1, τzk )
ρk = p+ |τzk = +〉 〈τzk = +|+ p− |τzk = −〉 〈τzk = −| =
1
2
(1 + cos θτzk ) (21)
while the full density matrix for the two spins computed from Eq 16
ρ1,2 ≡ |ψ〉 〈ψ| =
(
1 + cos θ
2
)(
1 + τz1
2
)(
1 + τz2
2
)
+
(
1− cos θ
2
)(
1− τz1
2
)(
1− τz2
2
)
+
sin θ
2
[
e−iφ
(
τx1 + iτ
y
1
2
)(
τx2 + iτ
y
2
2
)
+ eiφ
(
τx1 − iτy1
2
)(
τx2 − iτy2
2
)]
=
1
4
[1 + cos θ(τz1 + τ
z
2 ) + τ
z
1 τ
z
2 + sin θ cosφ(τ
x
1 τ
x
2 − τy1 τy2 ) + sin θ sinφ(τx1 τy2 + τy1 τx2 )] (22)
involves only the 8 operators that commute with τz1 τ
z
2 among the 16 operators of the tensor basis τ
a
1 ⊗ τ b2 with
a = 0, x, y, z and b = 0, x, y, z. In the next section, the exact decomposition of Eq. 16 for N = 2 spins is used
as the building block to construct the simplest approximation for the ket |ψN 〉 fo an open chain of N spins via a
Matrix-Product-State of Schmidt dimension D = 2.
III. SIMPLEST MATRIX-PRODUCT-STATE FOR AN OPEN CHAIN OF N SPINS
In this section, the gauge fixing described in the previous section is used to build the simplest Matrix-Product-State
for an open chain of N spins in terms of (4N − 2) parameters with a clear physical meaning.
A. Parametrization of the MPS ket |ψ〉 in terms of (4N − 2) angles
For each spin k = 1, .., N , two Bloch angles θk and φk will be used to parametrize the new appropriate local basis
|τzk = ±〉 as in Eq. 17. For each bond (k, k + 1) with k = 1, .., N − 1, two angles θk+ 12 and φk+ 12 will be used to
parametrize the two complex Schmidt values as in Eq 15
λ+k,k+1 ≡ cos
(
θk+ 12
2
)
λ−k,k+1 ≡ sin
(
θk+ 12
2
)
e
iφ
k+1
2 (23)
5With these (4N − 2) angles, the following Matrix-Product-State is constructed by adapting the Vidal canonical
form recalled Eq. 3 to the present gauge fixing
|ψ〉 =
∑
α1=±
...
∑
αN−1=±
|τz1 = α1〉λα11,2 |τz2 = α1α2〉λα22,3 |τz3 = α2α3〉λα33,4....
..... |τzk = αk−1αk〉λαkk,k+1 |τzk+1 = αkαk+1〉 ...... |τzN−1 = αN−2αN−1〉λαN−1N−1,N |τzN = αN−1〉
=
∑
α1=±
...
∑
αN−1=±
[
N−1∏
k=1
λαkk,k+1
][
N∏
k=1
|τzk = αk−1αk〉
]
(24)
with the following convention for the boundary conditions on the last line
α0 = 1
αN = 1 (25)
Eq. 24 represents the simplest generalization beyond the mean-field product state of the |τzk = +〉 (that would
corresponds to the Schmidt values λ+k,k+1 = 1 and λ
−
k,k+1 = 0)
|ψMF 〉 = |τz1 = +〉 |τz2 = +〉 ... |τzN = +〉 (26)
where one introduces quantum fluctuations on each site via the opposite ket |τzk = −〉, and where one introduces
entanglement on each bond via the Schmidt values λ−k,k+1 6= 0 of Eq. 23.
B. Corresponding Matrix-Product-Operator form of the full density matrix ρ
Using the same convention for the boundary conditions as in Eq. 25
β0 = 1
βN = 1 (27)
the MPS state of Eq. 24 translates into the following Matrix-Product-Operator form for the full density matrix
ρ = |ψ〉 〈ψ| =
∑
α1=±
β1=±
...
∑
αN−1=±
βN−1=±
[
N−1∏
k=1
Λαk,βkk,k+1
][
N∏
k=1
O
αk−1αk,βk−1βk
k
]
(28)
with the following notations. The variables Λα,βk,k+1 associated to the bond (k, k + 1) involve two indices α = ± and
β = ± and read in terms of the complex Schmidt values of Eq. 23
Λα,βk,k+1 ≡ λαk,k+1λβk,k+1 (29)
i.e. they correspond to the following four values in terms of the two angles of Eq. 23
Λ+,+k,k+1 =
∣∣∣λ+k,k+1∣∣∣2 = cos2(θk+ 122
)
=
1 + cos
(
θk+ 12
)
2
Λ−,−k,k+1 =
∣∣∣λ−k,k+1∣∣∣2 = sin2(θk+ 122
)
=
1− cos
(
θk+ 12
)
2
Λ+,−k,k+1 = λ
+
k,k+1λ
−
k,k+1 = cos
(
θk+ 12
2
)
sin
(
θk+ 12
2
)
e
−iφ
k+1
2 =
sin
(
θk+ 12
)
2
e
−iφ
k+1
2
Λ−,+k,k+1 = λ
−
k,k+1λ
+
k,k+1 = sin
(
θk+ 12
2
)
e
iφ
k+1
2 cos
(
θk+ 12
2
)
=
sin
(
θk+ 12
)
2
e
iφ
k+1
2 (30)
6that can be summarized by
Λα,βk,k+1 = δα,β
1 + α cos
(
θk+ 12
)
2
+ δα,−β
 sin
(
θk+ 12
) [
cos
(
φk+ 12
)
− iα cos
(
φk+ 12
)]
2
 (31)
The operators OT,T
′
k associated to the site k involve two indices T = ±1 and T ′ = ±
OT,T
′
k ≡ |τzk = T 〉 〈τzk = T ′| (32)
i.e. these four operators correspond to the two projectors that can be rewritten in terms of (1, τzk )
O+,+k = |τzk = +〉 〈τzk = +| =
1 + τzk
2
O−,−k = |τzk = −〉 〈τzk = −| =
1− τzk
2
(33)
and to the two ladder operators that can be rewritten in terms of (τxk , τ
y
k )
O+,−k = |τzk = +〉 〈τzk = −| = τ+k =
τxk + iτ
y
k
2
O−,+k = |τzk = −〉 〈τzk = +| = τ−k =
τxk − iτyk
2
(34)
that can be summarized by
OT,T
′
k = |τzk = T 〉 〈τzk = T ′| = δT,T ′
(
1 + Tτzk
2
)
+ δT,−T ′
(
τxk + iT τ
y
k
2
)
(35)
These operators could be rewritten in terms of the two angles (θk, φk) and of the initial Pauli basis (1, σ
z
k, σ
x
k , σ
y
k)
using Eq 18, but in the present paper it will be more convenient to do all the calculations in the basis τ .
Plugging the explicit forms of Eq. 31 and Eq. 35 into Eq. 28, one obtains the more explicit Matrix-Product-
Operator form of the full density matrix
ρ =
∑
α1=±
β1=±
...
∑
αN−1=±
βN−1=±
(
N∏
k=1
[
δαk−1αk,βk−1βk
(
1 + αk−1αkτzk
2
)
+ δαk−1αk,−βk−1βk
τxk + iαk−1αkτ
y
k
2
])
N−1∏
k=1
δαk,βk
1 + αk cos
(
θk+ 12
)
2
+ δαk,−βk
 sin
(
θk+ 12
) [
cos
(
φk+ 12
)
− iαk cos
(
φk+ 12
)]
2
 (36)
C. Schmidt decomposition across the bond [k, k + 1]
The Schmidt decomposition of the ket of Eq. 24 with respect to the bond [k, k + 1] reads
|ψ〉 =
∑
α=±
|Φ[1,...,k]α 〉λαk,k+1 |Φ[k+1,...,N ]α 〉 (37)
where the two complex Schmidt values λ±k,k+1 have been given in Eq 23, while the corresponding orthonormalized
Schmidt eigenvectors |Φ[1,...,k]± 〉 of the Left part [1, 2, .., k] and the corresponding orthonormalized Schmidt eigenvectors
|Φ[k+1,...,N ]± 〉 of the Right part [k + 1, ..., N ]
〈Φ[1,...,k]α |Φ[1,...,k]β 〉 = δαβ
〈Φ[k+1,...,N ]α |Φ[k+1,...,N ]β 〉 = δαβ (38)
7read
|Φ[1,...,k]α 〉 ≡
∑
α1=±
...
∑
αk−1=±
|τz1 = α1〉λα11,2 |τz2 = α1α2〉λα22,3 |τz3 = α2α3〉λα33,4....λαk−1k−1,k |τzk = αk−1α〉
=
∑
α1=±
...
∑
αk−1=±
[
k−1∏
n=1
λαnn,n+1
][
k−1∏
n=1
|τzn = αn−1αn〉
]
|τzk = αk−1α〉
|Φ[k+1,...,N ]α 〉 ≡
∑
αk+1=±
...
∑
αN−1=±
|τzk+1 = ααk+1〉λαk+1k+1,k+2..... |τzN−1 = αN−2αN−1〉λαN−1N−1,N |τzN = αN−1〉
=
∑
αk+1=±
...
∑
αN−1=±
[
N−1∏
n=k+1
λαnn,n+1
]
|τzk+1 = ααk+1〉
[
N∏
n=k+2
|τzn = αn−1αn〉
]
(39)
and satisfy the recurrences
|Φ[1,...,k]α 〉 ≡
∑
αk−1=±
|Φ[1,...,k−1]αk−1 〉λ
αk−1
k−1,k |τzk = αk−1α〉
|Φ[k,...,N ]α 〉 =
∑
αk=±
|τzk = ααk〉λαkk,k+1 |Φ[k+1,...,N ]αk 〉 (40)
The Schmidt decomposition of Eq. 37 for the MPS across the bond [k, k + 1] translates into the following decom-
position for the density matrix
ρ = |ψ〉 〈ψ| =
∑
α=±
β=±
(
|Φ[1,...,k]α 〉 〈Φ[1,...,k]β |
)
Λα,βk,k+1
(
|Φ[k+1,...,N ]α 〉 〈Φ[k+1,...,N ]β |
)
(41)
The reduced density matrices of the Left part [1, .., k] and of the Right part [k + 1, .., N ] read
ρ[1,..,k] =
∑
α=±
Λα,αk,k+1 |Φ[1,...,k]α 〉 〈Φ[1,...,k]α |
=
1 + cos
(
θk+ 12
)
2
 |Φ[1,...,k]+ 〉 〈Φ[1,...,k]+ |+
1− cos
(
θk+ 12
)
2
 |Φ[1,...,k]− 〉 〈Φ[1,...,k]− |
ρ[k+1,..,N ] =
∑
α=±
Λα,αk,k+1 |Φ[k+1,..,N ]α 〉 〈Φ[k+1,..,N ]α |
=
1 + cos
(
θk+ 12
)
2
 |Φ[k+1,..,N ]+ 〉 〈Φ[k+1,..,N ]+ |+
1 + cos
(
θk+ 12
)
2
 |Φ[k+1,..,N ]− 〉 〈Φ[k+1,..,N ]− | (42)
For the special case k = 1 of the Schmidt decomposition across the bond (1, 2), one obtains that the ket |τz1 = ±〉
corresponds to the the Schmidt eigenvectors |Φ[1]± 〉
|Φ[1]± 〉 ≡ |τz1 = ±〉 (43)
that diagonalize the reduced density matrix for the boundary spin k = 1
ρ1 =
1
2
[
1 + cos
(
θ 3
2
)
τzk
]
(44)
Similarly, the special case k = N − 1, the Schmidt decomposition across the bond (k, k + 1) = (N − 1, N) yields
that the boundary ket |τz1 = ±〉 are directly the Schmidt eigenvectors
|Φ[N ]± 〉 ≡ |τzN = ±〉 (45)
that diagonalize the reduced density matrix
ρN =
1
2
[
1 + cos
(
θN− 12
)
τzk
]
(46)
8D. Reduced density matrix ρk for the site k in the bulk (k = 2, .., N − 1)
If one wishes to focus on the spin k with the simultaneous Schmidt decomposition with respect to the Left part
[1, ..., k − 1] and to the Right part [k + 1, ..., N ], Eq 24 becomes with Eq. 39
|ψ〉 =
∑
αL=±
∑
αR=±
|Φ[1,...,k−1]αL 〉λαLk−1,k |τzk = αLαR〉λαRk,k+1 |Φ[k+1,...,N ]αR 〉 (47)
leading to the full density matrix
ρ = |ψ〉 〈ψ| =
∑
αL=±
βL=±
∑
αR=±
βR=±
(
|Φ[1,...,k−1]αL 〉 〈Φ[1,...,k−1]βL |
)
ΛαL,βLk−1,kO
αLαR,βLβR
k Λ
αR,βR
k,k+1
(
|Φ[k+1,...,N ]αR 〉 〈Φ[k+1,...,N ]βR |
)
(48)
The orthonormalization of the Schmidt eigenvectors (Eq 38) yields that the trace over the Left part [1, .., k − 1]
imposes βL = αL, while the trace over the Right part [k + 1, .., N ] imposes βR = αR, so that the reduced density
matrix for the spin k alone reduces to
ρk = Tr{1,..,k−1},{k+1,..,N}(ρ) =
∑
αL=±
∑
αR=±
ΛαL,αLk−1,k O
αLαR,αLαR
k Λ
αR,αR
k,k+1 (49)
The explicit expressions of Eq. 31 and of Eq. 35 lead to the final result
ρk =
∑
αL=±
∑
αR=±
1 + αL cos
(
θk− 12
)
2
(1 + αLαRτzk
2
)1 + αR cos
(
θk+ 12
)
2

=
1
2
[
1 + cos
(
θk− 12
)
τzk cos
(
θk+ 12
)]
(50)
So the two ket |τzk = ±〉 parametrized by the two Bloch angles (θk, φk) (Eq. 17) are the two eigenvectors of the
reduced density matrix ρk with the corresponding eigenvalues
p±k =
1
2
[
1± cos
(
θk− 12
)
cos
(
θk+ 12
)]
(51)
that involve the angles θk± 12 of the two neighboring bonds.
E. Multifractality of the MPS components in the {τzk} basis
The groundstate wavefunction of manybody quantum systems have been found to be generically multifractal, with
many studies concerning the Shannon-Re´nyi entropies in quantum spin models [30–46], while multifractal properties
have been also much studied recently in the field of Many-Body-Localization [47–50]. Of course this multifractal
analysis depends on the basis, and a natural question is thus to determine what is the more appropriate basis in
each context. Here since the ket |τzk = ±〉 are the two eigenvectors of the one-site density matrix ρk (Eq 50), it is
interesting to consider the expansion of the MPS of Eq 24 in this basis τzk = ±1 (instead of the expansion of Eq. 1 in
the initial basis σzk = ±1)
|ψ〉 =
∑
T1=±1
∑
T2=±1
...
∑
TN=±1
ψT1,...,TN |τz1 = T1〉 |τz2 = T2〉 ... |τzN = TN 〉 (52)
in order to characterize the statistics of the coefficients
ψT1,...,TN = (〈τz1 = T1| 〈τz2 = T2| ... 〈τzN = TN |) |ψ〉
=
∑
α1=±
...
∑
αN−1=±
δT1,α1λ
α1
1,2δT2,α1α2λ
α2
2,3δT3,α2α3 ...λ
αN−2
N−2,N−1δTN−1,αN−2αN−1λ
αN−1
N−1,NδTN ,αN−1
= δ1,(T1T2...TN )λ
T1
1,2λ
(T1T2)
2,3 λ
(T1T2T3)
3,4 ...λ
(T1T2...TN−2)
N−2,N−1 λ
(T1T2...TN−1)
N−1,N = δ1,(T1T2...TN )
N−1∏
k=1
λ
(T1T2...Tk)
k,k+1 (53)
9Besides the global constraint 1 = T1T2...TN , these coefficients are thus simply given by the product of the complex
Schmidt values λαkk,k+1 (Eq 23) along the whole chain with the indices
αk = T1T2...Tk (54)
The maximal weight |ψT1,...,TN |2 corresponds to the case where each bond [k, k + 1] is in its biggest Schmidt value
λ+k,k+1 corresponding to Tk = +1 for all k (i.e. the state of Eq. 26)
|ψmax|2 = |ψ+++...+++|2 =
N−1∏
k=1
|λ+k,k+1|2 =
N−1∏
k=1
cos2
(
θk+ 12
2
)
=
N−1∏
k=1
1 + cos
(
θk+ 12
)
2
 (55)
On the contrary, the minimal weight |ψT1,...,TN |2 corresponds to the case where each bond [k, k + 1] is in its lowest
Schmidt value λ−k,k+1 : the two possibilities are thus Tk = (−1)k , or Tk = −(−1)k for N even
|ψmin|2 = |ψ+−+−+−...|2 = |ψ−+−+−+....|2 =
N−1∏
k=1
|λ−k,k+1|2 =
N−1∏
k=1
sin2
(
θk+ 12
2
)
=
N−1∏
k=1
1− cos
(
θk+ 12
)
2
 (56)
More generally, the statistics of all the weights weights |ψT1,...,TN |2 normalized to unity can be analyzed via the
Inverse Participation Ratios Yq(N) where q is a continuous parameter
Yq(N) ≡
∑
T1=±1
∑
T2=±1
...
∑
TN=±1
|ψT1,...,TN |2
=
∑
α1=±1
∑
α2=±1
...
∑
αN−1=±1
N−1∏
k=1
|λαkk,k+1|2q =
N−1∏
k=1
(
|λ+k,k+1|2q + |λ−k,k+1|2q
)
=
N−1∏
k=1
(
cos2q
(
θk+ 12
2
)
+ sin2q
(
θk+ 12
2
))
=
N−1∏
k=1
1 + cos
(
θk+ 12
)
2
q +
1− cos
(
θk+ 12
)
2
q (57)
or equivalently with the corresponding Re´nyi entropies
Sq(N) ≡ lnYq(N)
1− q =
1
1− q
N−1∑
k=1
ln
1 + cos
(
θk+ 12
)
2
q +
1− cos
(
θk+ 12
)
2
q (58)
The leading extensive behavior of the Re´nyi entropies define the generalized fractal dimensions 0 ≤ Dq ≤ 1
Sq(N) ≡ lnYq(N)
1− q ∝N→+∞Dq(N ln 2) (59)
so here one obtains that the generalized fractal dimensions
Dq = 1
(1− q) ln 2 limN→+∞
 1
N
N−1∑
k=1
ln
1 + cos
(
θk+ 12
)
2
q +
1− cos
(
θk+ 12
)
2
q (60)
correspond to the spatial average over k = 1, .., N − 1 of some q-dependent function of the bond angles θk+ 12 .
This specific example suggests that in other contexts, it would be also interesting to analyze the multifractality in
the basis that diagonalize the individual single-site reduced density matrices in order to avoid the arbitrariness of the
choice of the basis and in order to characterize directly the global entanglement properties along the chain.
IV. REDUCED DENSITY MATRIX ρk,k+1,..,k+r OF (r + 1) CONSECUTIVE SITES IN THE BULK
A. Simultaneous Schmidt decomposition across the two distant bonds (k − 1, k) and (k + r, k + r + 1)
After considering the Schmidt decomposition across a single bond (Eq. 37) and across two neighboring bonds (Eq.
47), it is now interesting to focus on the simultaneous Schmidt decomposition across the two distant bonds (k− 1, k)
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and (k + r, k + r + 1) by rewriting Eq. 24 as
|ψ〉 =
∑
αL=±
∑
αR=±
|Φ[1,...,k−1]αL 〉λαLk−1,k |I [k,..,k+r]αL,αR 〉λαRk+r,k+r+1 |Φ[k+r+1,...,N ]αR 〉 (61)
where the four ket |I [k,..,k+r]αL=±,αR=±〉 associated to the interval [k, .., k + r] read
|I [k,..,k+r]αL,αR 〉 ≡
∑
αk=±
...
∑
αk+r−1=±
[
k+r−1∏
n=k
λαnn,n+1
]
|τzk = αLαk〉
[
k+r−1∏
n=k+1
|τzn = αn−1αn〉
]
|τzk+r = αk+r−1αR〉 (62)
Their scalar products can be computed using Eq. 31
〈I [k,..,k+r]βL,βR |I [k,..,k+r]αL,αR 〉 = δβLβR,αLαR
k+r−1∏
n=k
[ ∑
αn=±
λαnn,n+1λ
(βLαL)αn
n,n+1
]
= δβLβR,αLαR
k+r−1∏
n=k
[ ∑
αn=±
Λ
αn,(βLαL)αn
n,n+1
]
= δβLβR,αLαR
k+r−1∏
n=k
 ∑
αn=±
δαL,βL
1 + αn cos
(
θn+ 12
)
2
+ δαL,−βL
 sin
(
θn+ 12
) [
cos
(
φn+ 12
)
− iαn cos
(
φn+ 12
)]
2

= δβLβR,αLαR
k+r−1∏
n=k
[
δαL,βL + δαL,−βL sin
(
θn+ 12
)
cos
(
φn+ 12
)]
= δβLβR,αLαR [δαL,βL + δαL,−βLωk,k+r] (63)
where we have introduced the notation
ωk,k+r ≡ =
k+r−1∏
n=k
[
sin
(
θn+ 12
)
cos
(
φn+ 12
)]
(64)
This parameter will appear in various observables that involve the correlations between the sites k and k+r separated
by the distance r.
Eq. 63 means that these four ket are normalized
〈I [k,..,k+r]αL,αR |I [k,..,k+r]αL,αR 〉 = 1 (65)
and can be classified into the two following orthogonal subspaces :
(i) the subspace αLαR = 1 is generated by the two ket |I [k,..,k+r]+,+ 〉 and |I [k,..,k+r]−,− 〉 whose overlap is given by Eq 64
〈I [k,..,k+r]−,− |I [k,..,k+r]+,+ 〉 = ωk,k+r (66)
(ii) the subspace αLαR = −1 is generated by the two ket |I [k,..,k+r]+,− 〉 and |I [k,..,k+r]−,+ 〉 whose overlap is also given by
Eq. 64
〈I [k,..,k+r]−,+ |I [k,..,k+r]+,− 〉 = ωk,k+r (67)
The comparison of Eq. 61 with the Schmidt decomposition across the single bond (k − 1, k) yields the following
recursions for the Schmidt eigenvectors of the Right part
|Φ[k,...,N ]α 〉 =
∑
αR=±
|I [k,..,k+r]α,αR 〉λαRk+r,k+r+1 |Φ[k+r+1,...,N ]αR 〉 (68)
while the comparison with the Schmidt decomposition across the single bond (k + r, k + r + 1) yields the following
recursion for the Schmidt eigenvectors of the Right part
|Φ[1,...,k+r]α 〉 =
∑
αL=±
|Φ[1,...,k−1]αL 〉λαLk−1,k |I [k,..,k+r]αL,α 〉 (69)
that generalizes the recurrences of Eqs 40 concerning a difference of a single site.
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The interval ket of Eq. 62 satisfy the following recurrences with respect to their leftmost spin k or with respect to
the rightmost spin (k + r)
|I [k,..,k+r]αL,αR 〉 =
∑
α=±
|τzk = αLα〉λαk,k+1 |I [k+1,..,k+r]α,αR 〉
|I [k,..,k+r]αL,αR 〉 =
∑
α=±
|I [k,..,k+r−1]αL,α 〉λαk+r−1,k+r |τzk+r = ααR〉 (70)
and satisfy more generally the following decomposition with respect to any internal bond (n, n+ 1)
|I [k,..,k+r]αL,αR 〉 =
∑
α=±
|I [k,..,n]αL,α 〉λαn,n+1 |I [n+1,..,k+r]α,αR 〉 (71)
The Schmidt decomposition of Eq. 61 for the MPS ket translates into the following decomposition for the full
density matrix
ρ = |ψ〉 〈ψ| =
∑
αL=±
βL=±
∑
αR=±
βR=±(
|Φ[1,...,k−1]αL 〉 〈Φ[1,...,k−1]βL |
)
ΛαL,βLk−1,k
(
|I [k,..,k+r]αL,αR 〉 〈I [k,..,k+r]βL,βR |
)
ΛαR,βRk+r,k+r+1
(
|Φ[k+r+1,...,N ]αR 〉 〈Φ[k+r+1,...,N ]βR |
)
(72)
Depending on the applications, it will be convenient to keep the interval operators
(
|I [k,..,k+r]αL,αR 〉 〈I [k,..,k+r]βL,βR |
)
in their
global form in terms of the interval ket, or it will be more convenient to write their Matrix-Product-Operator form
analogous to Eq. 28
|I [k,..,k+r]αL,αR 〉 〈I [k,..,k+r]βL,βR | =
∑
αk=±
βk=±
...
∑
αk+r−1=±
βk+r−1=±
[
k+r−1∏
n=k
Λαn,βnn,n+1
]
O
(αLαk),(βLβk)
k
[
k+r−1∏
n=k+1
O(αn−1αn),(βn−1βn)n
]
O
(αk+r−1αR),(βk+r−1βR)
k+r (73)
B. Global properties of the reduced density matrix ρk,k+1,..,k+r of the interval [k, .., k + r]
The reduced density matrix ρk,k+1,..,k+r of the interval [k, .., k + r] can be computed from the full density matrix
of Eq. 72 by taking the trace over the Left part [1, .., k − 1] that imposes βL = αL and by taking the trace over the
Right part [k + r + 1, .., N ] that imposes βR = αR
ρk,k+1,..,k+r ≡ Tr{[1,..,k−1],[k+r+1,..,N ]} (ρ) =
∑
αL=±
∑
αR=±
ΛαL,αLk−1,k
(
|I [k,..,k+r]αL,αR 〉 〈I [k,..,k+r]αL,αR |
)
ΛαR,αRk+r,k+r+1 (74)
At the global level of the interval, this corresponds to the following weighted sum over the four projectors associated
to the four ket of Eq. 62
ρk,k+1,..,k+r = Λ
+,+
k−1,k |I [k,..,k+r]+,+ 〉 〈I [k,..,k+r]+,+ |Λ+,+k+r,k+r+1 + Λ−,−k−1,k |I [k,..,k+r]−,− 〉 〈I [k,..,k+r]−,− |Λ−,−k+r,k+r+1
+Λ+,+k−1,k |I [k,..,k+r]+,− 〉 〈I [k,..,k+r]+,− |Λ−,−k+r,k+r+1 + Λ−,−k−1,k |I [k,..,k+r]−,+ 〉 〈I [k,..,k+r]−,+ |Λ+,+k+r,k+r+1 (75)
Note that this is not the spectral decomposition of the reduced density matrix ρk,k+1,..,k+r as a consequence as the
non-vanishing overlaps of Eq. 66 and of Eq. 67, but the diagonal form of ρk,k+1,..,k+r is given in Appendix A.
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C. Matrix-Product-Operator form of the reduced density matrix ρk,k+1,..,k+r of the Interval [k, .., k + r]
Plugging the MPO form of Eq. 73 for the interval operators with the special values βL = αL and βR = αR
|I [k,..,k+r]αL,αR 〉 〈I [k,..,k+r]αL,αR | =
∑
αk=±
βk=±
...
∑
αk+r−1=±
βk+r−1=±
[
k+r−1∏
n=k
Λαn,βnn,n+1
]
O
(αLαk),(αLβk)
k
[
k+r−1∏
n=k+1
O(αn−1αn),(βn−1βn)n
]
O
(αk+r−1αR),(βk+r−1αR)
k+r (76)
into Eq. 74 leads to the MPO form
ρk,k+1,..,k+r =
∑
αk=±
βk=±
...
∑
αk+r−1=±
βk+r−1=±
[
k+r−1∏
n=k
Λαn,βnn,n+1
]
Wαk,βk[k
[
k+r−1∏
n=k+1
O(αn−1αn),(βn−1βn)n
]
W
αk+r−1,βk+r−1
k+r] (77)
with the two modified operators for the spins k and (k + r) at the boundaries of the interval [k, .., k + r]
Wαk,βk[k ≡
∑
αL=±
ΛαL,αLk−1,k O
(αLαk),(αLβk)
k
W
αk+r−1,βk+r−1
k+r] ≡
∑
αR=±
O
(αk+r−1αR),(βk+r−1αR)
k+r Λ
αR,αR
k+r,k+r+1 (78)
Using Eqs 31 and 35, one obtains their explicit expressions in terms of the Pauli operators and the angles
Wαk,βk[k =
∑
αL=±
1 + αL cos
(
θk− 12
)
2
[δαk,βk (1 + αLαkτzk2
)
+ δαk,−βk
(
τxk + iαLαkτ
y
k
2
)]
= δαk,βk
1 + cos
(
θk− 12
)
αkτ
z
k
2
+ δαk,−βk
τxk + i cos
(
θk− 12
)
αkτ
y
k
2
 (79)
and similarly
W
αk+r−1,βk+r−1
k+r] (80)
= δαk+r−1,βk+r−1
1 + cos
(
θk+r+ 12
)
αk+r−1τzk+r
2
+ δαk+r−1,−βk+r−1
τxk+r + i cos
(
θk+r+ 12
)
αk+r−1τ
y
k+r
2

These results will be used in the section V concerning the energy of two-body Hamiltonians where one needs the
MPO form of ρk,k+1, and will be used in the section VI concerning the correlations between two spins at distance r.
V. OPTIMIZATION OF THE MPS TO APPROXIMATE GROUND STATES
The MPS |ψ〉 or equivalently the corresponding full density matrix ρ = |ψ〉 〈ψ| allows to compute the energy
associated to an Hamiltonian H via
E = 〈ψ|H |ψ〉 = Tr(Hρ) (81)
For a given local Hamiltonian, the goal is then to find the MPS parameters that minimize the energy in order to
obtain the best approximation of the ground-state within the MPS manifold.
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A. General Hamiltonian with one-body and two-body terms
Let us consider a general Hamiltonian with one-body and two-body terms
H =
N∑
k=1
hk +
N−1∑
k=1
hk,k+1 (82)
The one-body Hamiltonian hh acting on the spin k can be expanded in the Pauli basis σ
x,y,z
k with three coefficients
Bx,y,zk that play the role of the three components of the local magnetic field
hk =
∑
a=x,y,z
Bakσ
a
k = B
x
kσ
x
k +B
y
kσ
y
k +B
z
kσ
z
k (83)
while the two-body Hamiltonian hk,k+1 acting on the two consecutive spins k and (k + 1) can be expanded in the
Pauli basis of these two spins with up to nine couplings Jab
k+ 12
hk,k+1 ≡
∑
a=x,y,z
∑
b=x,y,z
Jabk+ 12
σakσ
b
k+1 (84)
As a consequence, the energy of Eq. 81 can be decomposed into
E =
N∑
k=1
ek +
N−1∑
k=1
ek,k+1 (85)
where the elementary contributions associated to hk and hk,k+1 involve only the reduced density matrix of a single
spin ρk and the reduced density matrix of two neighboring spins ρk,k+1
ek = Tr(hkρ) = Tr{k}(hkρk)
ek,k+1 = Tr(hk,k+1ρ) = Tr{k,k+1}(hk,k+1ρk,k+1) (86)
B. Contribution ek of hk
Since the reduced density matrix ρk of Eq. 50 only contains the operator τ
z
k
ρk =
1
2
[
1 + cos
(
θk− 12
)
cos
(
θk+ 12
)
τzk
]
(87)
with the convention cos
(
θ 1
2
)
= 1 = cos
(
θN+ 12
)
to describe also the two boundary spins (Eqs 44 and 46), it is
convenient to translate the one-body Hamiltonian hk of Eq. 83 into the τ basis using Eq. 20
hk =
∑
a=x,y,z
Bakσ
a
k =
∑
a=x,y,z
B˜akτ
a
k (88)
The contribution ek of Eq. 86 actually involves only the component
B˜zk = cos θkB
z
k + sin θk (cosφkB
x
k + sinφkB
y
k) (89)
as a consequence of the specific form of Eq. 87
ek = Tr{k}(hkρk) = cos
(
θk− 12
)
cos
(
θk+ 12
)
B˜zk (90)
If one wishes to see the role of each initial magnetic field component Bak in the initial basis σ, one can decompose
Eq. 90
ek =
∑
a=x,y,z
Bake
a
k (91)
into the following contributions
ezk = cos
(
θk− 12
)
[cos θk] cos
(
θk+ 12
)
exk = cos
(
θk− 12
)
[sin θk cosφk] cos
(
θk+ 12
)
eyk = cos
(
θk− 12
)
[sin θk sinφk] cos
(
θk+ 12
)
(92)
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C. Matrix-Product-Operator form of the reduced density matrix ρk,k+1 of two consecutive sites (k, k + 1)
The Matrix-Product-Operator form of the reduced density matrix ρk,k+1 of two consecutive sites (k, k + 1) corre-
sponds to the special case r = 1 in Eq. 77. Using the explicit forms of Eqs 31 , 79 and 80, one obtains the MPO
form
ρk,k+1 =
∑
α=±
∑
β=±
Λα,βk,k+1W
α,β
[k W
α,β
k+1] (93)
=
∑
α=±
∑
β=±
δα,β
1 + α cos
(
θk+ 12
)
2
+ δα,−β
 sin
(
θk+ 12
)
2
e
−iαφ
k+1
2

δα,β
1 + cos
(
θk− 12
)
ατzk
2
+ δα,−β
τxk + i cos
(
θk− 12
)
ατyk
2

δα,β
1 + cos
(
θk+ 32
)
ατzk+1
2
+ δα,−β
τxk+1 + i cos
(
θk+ 32
)
ατyk+1
2

=
∑
α=±
1 + α cos
(
θk+ 12
)
2
1 + α cos
(
θk− 12
)
τzk
2
1 + α cos
(
θk+ 32
)
τzk+1
2

+
sin
(
θk+ 12
)
2
∑
α=±
(
cos(φk+ 12 )− iα sin(φk+ 12 )
)τxk + iα cos
(
θk− 12
)
τyk
2
τxk+1 + iα cos
(
θk+ 32
)
τyk+1
2

This factorized form with respect to the Pauli operators of the two spins can be expanded in order to perform the
summation over α = ± and one obtains the final result
ρk,k+1 =
1
4
+ cos
(
θk+ 12
)[
cos
(
θk− 12
) τzk
4
+ cos
(
θk+ 32
) τzk+1
4
]
+ cos
(
θk− 12
)
cos
(
θk+ 32
) τzk τzk+1
4
+ sin
(
θk+ 12
)
cos(φk+ 12 )
[
τxk τ
x
k+1
4
− cos
(
θk− 12
)
cos
(
θk+ 32
) τyk τyk+1
4
]
+ sin
(
θk+ 12
)
sin(φk+ 12 )
[
cos
(
θk+ 32
) τxk τyk+1
4
+ cos
(
θk− 12
) τyk τxk+1
4
]
(94)
Again as in Eq. 22, it involves only the 8 operators that commute with τz1 τ
z
2 among the 16 operators of the tensor
basis τa1 ⊗ τ b2 with a = 0, x, y, z and b = 0, x, y, z.
D. Contribution ek,k+1 of hk,k+1
Again it is convenient to translate the two-body Hamiltonian hk,k+1 of Eq. 84 into the τ basis using Eq. 20
hk,k+1 ≡
∑
a=x,y,z
∑
b=x,y,z
Jabk+ 12
σakσ
b
k+1 =
∑
a=x,y,z
∑
b=x,y,z
J˜abk+ 12
τak τ
b
k+1 (95)
with the effective couplings in the τ basis
J˜abk+ 12
=
∑
a′=x,y,z
∑
b′=x,y,z
Ja
′b′
k+ 12
Ra
′a
k R
b′b
k+1 (96)
Since the reduced density matrix of Eq. 94 involves only five terms containing two Pauli matrices, the contribution
ek,k+1 of Eq. 86 involve the corresponding five effective couplings
ek,k+1 = cos
(
θk− 12
)
cos
(
θk+ 32
)
J˜zzk+ 12
+ sin
(
θk+ 12
)
cos(φk+ 12 )
[
J˜xxk+ 12
− cos
(
θk− 12
)
cos
(
θk+ 32
)
J˜yy
k+ 12
]
+ sin
(
θk+ 12
)
sin(φk+ 12 )
[
cos
(
θk+ 32
)
J˜xy
k+ 12
+ cos
(
θk− 12
)
J˜yx
k+ 12
]
(97)
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If one wishes to see the role of each initial coupling Jab
k+ 12
in the initial basis σ, one can decompose Eq. 97
ek,k+1 =
∑
a=x,y,z
∑
b=x,y,z
Jabk+ 12
eabk,k+1 (98)
into the corresponding contributions
eabk,k+1 = cos
(
θk− 12
)
cos
(
θk+ 32
)
Razk R
bz
k+1 + sin
(
θk+ 12
)
cos(φk+ 12 )
[
Raxk R
bx
k+1 − cos
(
θk− 12
)
cos
(
θk+ 32
)
Rayk R
by
k+1
]
+ sin
(
θk+ 12
)
sin(φk+ 12 )
[
cos
(
θk+ 32
)
Raxk R
by
k+1 + cos
(
θk− 12
)
Rayk R
bx
k+1
]
(99)
where the rotation coefficients Rabk involve the angles (θk, φk) of the site k (Eq. 19) while the rotation coefficients
Rabk+1 involve the angles (θk+1, φk+1) of the site (k + 1).
As examples, let us mention the three contributions a = b that correspond to the three standard couplings Jzzk+1/2,
Jxxk+1/2 and J
yy
k+1/2. The zz contribution involves only two terms
ezzk,k+1 = cos
(
θk− 12
)
cos
(
θk+ 32
)
cos θk cos θk+1 + sin
(
θk+ 12
)
cos
(
φk+ 12
)
sin θk sin θk+1 (100)
while the xx and yy contributions involve the five terms of Eq. 99
exxk,k+1 = cos
(
θk− 12
)
cos
(
θk+ 32
)
[sin θk cosφk] [sin θk+1 cosφk+1]
+ sin
(
θk+ 12
)
cos
(
φk+ 12
)(
[cos θk cosφk] [cos θk+1 cosφk+1]− cos
(
θk− 12
)
cos
(
θk+ 32
)
sinφk sinφk+1
)
− sin
(
θk+ 12
)
sin
(
φk+ 12
)(
cos
(
θk+ 32
)
[cos θk cosφk] sinφk+1 + cos
(
θk− 12
)
sinφk [cos θk+1 cosφk+1]
)
(101)
and
eyyk,k+1 = cos
(
θk− 12
)
cos
(
θk+ 32
)
[sin θk sinφk] [sin θk+1 sinφk+1]
+ sin
(
θk+ 12
)
cos
(
φk+ 12
)(
[cos θk sinφk] [cos θk+1 sinφk+1]− cos
(
θk− 12
)
cos
(
θk+ 32
)
cosφk cosφk+1
)
+ sin
(
θk+ 12
)
sin
(
φk+ 12
)(
cos
(
θk+ 32
)
[cos θk sinφk] cosφk+1 + cos
(
θk− 12
)
cosφk [cos θk+1 sinφk+1]
)
(102)
E. Optimization of the MPS parameters to minimize the energy
As explained above, the energy can be computed in terms of the (4N − 2) angles via the elementary contributions
of Eq. 85, where eak was found in Eq. 92 to depend only on the four angles [θk− 12 ; θk, φk; θk+ 12 ], while e
ab
k,k+1 was found
in Eq. 99 to depend on the eight angles [θk− 12 ; θk, φk; θk+ 12 , φk+ 12 ; θk+1, φk+1; θk+ 32 ]. It is thus convenient to rewrite
Eq. 85 with these explicit dependences
E =
N∑
k=1
∑
a=x,y,z
Bak e
a
k
(
θk− 12 ; θk, φk; θk+ 12
)
+
N−1∑
k=1
∑
a=x,y,z
∑
b=x,y,z
Jabk+ 12
eabk,k+1
(
θk− 12 ; θk, φk; θk+ 12 , φk+ 12 ; θk+1, φk+1; θk+ 32
)
(103)
For k = 1, .., N , the optimizations with respect to the sites angles (θk, φk) for k = 1, .., N only involve the terms
related to (eabk−1,k, e
a
k, e
ab
k,k+1) as expected
0 =
∂E
∂θk
=
∑
a=x,y,z
Bak
∂eak
∂θk
+
∑
a=x,y,z
∑
b=x,y,z
[
Jabk− 12
∂eabk−1,k
∂θk
+ Jabk+ 12
∂eabk,k+1
∂θk
]
0 =
∂E
∂φk
=
∑
a=x,y,z
Bak
∂eak
∂φk
+
∑
a=x,y,z
∑
b=x,y,z
[
Jabk− 12
∂eabk−1,k
∂φk
+ Jabk+ 12
∂eabk,k+1
∂φk
]
(104)
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For k = 1, .., N−1, the optimizations with respect to the bond angles φk+ 12 only involve the term related to (eabk,k+1)
0 =
∂E
∂φk+ 12
=
∑
a=x,y,z
∑
b=x,y,z
Jabk+ 12
∂eabk,k+1
∂φk+ 12
(105)
while the optimizations with respect to the bond angles θk+ 12 involve the terms related to
(eabk−1,k, e
a
k, e
ab
k,k+1, e
a
k+1, e
ab
k+1,k+2)
0 =
∂E
∂θk+ 12
=
∑
a=x,y,z
[
Bak
∂eak
∂θk+ 12
+Bak+1
∂eak+1
∂θk+ 12
]
+
∑
a=x,y,z
∑
b=x,y,z
[
Jabk− 12
∂eabk−1,k
∂θk+ 12
+ Jabk+ 12
eabk,k+1
∂eabk,k+1
∂θk+ 12
+ Jabk+ 32
eabk+1,k+2
∂eabk+1,k+2
∂θk+ 12
]
(106)
VI. CORRELATIONS BETWEEN THE TWO SPINS (k, k + r) AT DISTANCE r
To compute any correlations between the two spins k and (k + r) at distance r, one needs the reduced density
matrix ρk,k+r of these two spins.
A. Reduced density matrix ρk,k+r of the two spins (k, k + r) at distance r
We have already computed ρk,k+1 for two consecutive spins in section V C, so in this section we focus only on the
cases r > 1. It is convenient to use the MPO form of Eq 77 for the reduced density matrix ρk,k+1,..,k+r of the whole
interval (k, k+ 1, .., k+ r− 1, k+ r), and to compute the trace over all the interval spins n = k+ 1, .., k+ r− 1 using
Eq. 35
ρk,k+r = Tr{k+1,..,k+r−1} (ρk,k+1,..,k+r) (107)
=
∑
αk=±
βk=±
...
∑
αk+r−1=±
βk+r−1=±
[
k+r−1∏
n=k
Λαn,βnn,n+1
]
Wαk,βk[k
[
k+r−1∏
n=k+1
Tr{n}
(
O(αn−1αn),(βn−1βn)n
)]
W
αk+r−1,βk+r−1
k+r]
=
∑
αk=±
βk=±
...
∑
αk+r−1=±
βk+r−1=±
[
k+r−1∏
n=k
Λαn,βnn,n+1
]
Wαk,βk[k
[
k+r−1∏
n=k+1
δβn,(αn−1βn−1)αn)
]
W
αk+r−1,βk+r−1
k+r]
=
∑
αk=±
βk=±
∑
αk+r−1=±
Wαk,βk[k W
αk+r−1,(αkβk)αk+r−1
k+r] Λ
αk,βk
k,k+1Λ
αk+r−1,(αkβk)αk+r−1
k+r−1,k+r
[
k+r−2∏
n=k+1
( ∑
αn=±
Λ
αn,(αkβk)αn
n,n+1
)]
Replacing the boundary operators by their explicit forms of Eqs 79, 80
Wαk,βkk = δαk,βk
1 + cos
(
θk− 12
)
αkτ
z
k
2
+ δαk,−βk
τxk + i cos
(
θk− 12
)
αkτ
y
k
2
 (108)
W
αk+r−1,(αkβk)αk+r−1
k+r = δαk,βk
1 + cos
(
θk+r+ 12
)
αk+r−1τzk+r
2
+ δαk,−βk
τxk+r + i cos
(
θk+r+ 12
)
αk+r−1τ
y
k+r
2

replacing the bond variables by their explicit forms of Eq. 31
Λαk,βkk,k+1 = δαk,βk
1 + αk cos
(
θk+ 12
)
2
+ δαk,−βk
 sin
(
θk+ 12
)
2
e
−iαkφk+1
2

Λ
αk+r−1,(αkβk)αk+r−1
k+r−1,k+r = δαk,βk
1 + αk+r−1 cos
(
θk+r− 12
)
2
+ δαk,−βk
 sin
(
θk+r− 12
)
2
e
−iαk+r−1φk+r− 1
2
 (109)
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and replacing the last factor by its explicit form in terms of the overlap introduced in Eq. 66
k+r−2∏
n=k+1
( ∑
αn=±
Λ
αn,(αkβk)αn
n,n+1
)
=
k+r−2∏
n=k+1
(
Λ
+,(αkβk)
n,n+1 + Λ
−,−(αkβk)
n,n+1
)
= δαk,βk + δαk,−βkωk+1,k+r−1 (110)
with the convention
ωk+1,k+1 = 1 (111)
in order to describe also the special case r = 2 within the same formula, Eq 107 reduces to
ρk,k+r =
 ∑
αk=±
1 + αk cos
(
θk− 12
)
τzk
2
1 + αk cos
(
θk+ 12
)
2

 ∑
αk+r−1=±
1 + αk+r−1 cos
(
θk+r+ 12
)
τzk+r
2
1 + αk+r−1 cos
(
θk+r− 12
)
2

+ sin
(
θk+ 12
)
ωk+1,k+r−1 sin
(
θk+r− 12
) ∑
αk=±
τxk + iαk cos
(
θk− 12
)
τyk
2
cos
(
φk+ 12
)
− iαk sin
(
φk+ 12
)
2

 ∑
αk+r−1=±
τxk+r + iαk+r−1 cos
(
θk+r+ 12
)
τyk+r
2
cos
(
φk+r− 12
)
− iαk+r−1 sin
(
φk+r− 12
)
2

=
1 + cos
(
θk− 12
)
τzk cos
(
θk+ 12
)
2
1 + cos
(
θk+r− 12
)
τzk+r cos
(
θk+r+ 12
)
2

+ωk,k+r
τxk + cos
(
θk− 12
)
τyk tan
(
φk+ 12
)
2
τxk+r + tan
(
φk+r− 12
)
τyk+r cos
(
θk+r+ 12
)
2
 (112)
One could of course expand to obtain the form analogous to Eq 94 for ρk,k+1, but the factorized form of Eq. 112 has
a very direct physical meaning in terms of connected correlations.
B. Connected reduced density matrix ρconnectedk,k+r and physical meaning of ωk,k+r
Since the first contribution in the final result of Eq. 112 corresponds to the product of the one-point reduced density
matrices ρk and ρk+r of Eq 50, it is useful to rewrite Eq. 112 with the difference
ρconnectedk,k+r ≡ ρk,k+r − ρkρk+r
= ωk,k+r
τxk + cos
(
θk− 12
)
τyk tan
(
φk+ 12
)
2
τxk+r + tan
(
φk+r− 12
)
τyk+r cos
(
θk+r+ 12
)
2
 (113)
that shows clearly the physical meaning of the prefactor ωk,k+r that governs the decay with the distance r via the
multiplicative structure of Eq. 64.
C. Computation of the two-point connected correlations between the two sites (k, k + r) at distance r
Any type of connected correlations with a = x, y, z and b = x, y, z between the two sites k and (k + r) can be now
computed from the reduced density matrix ρconnectedk,k+r of Eq. 113 via
Cabk,k+r ≡ 〈ψ|σakσbk+r |ψ〉 − 〈ψ|σak |ψ〉 〈ψ|σbk+r |ψ〉 = Tr{k,k+r}(σakσbk+rρk,k+r)−
(
Tr{k}(σakρk)
) (
Tr{k+r}(σbk+rρk+r)
)
= Tr{k,k+r}(σakσ
b
k+rρ
connected
k,k+r ) (114)
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The explicit form of Eq 113 and the rotation of Eq. 20 then yields
Cabk,k+r = ωk,k+rTr{k}
σak
τxk + cos
(
θk− 12
)
τyk tan
(
φk+ 12
)
2

Tr{k+1}
σbk+r
τxk+r + tan
(
φk+r− 12
)
τyk+r cos
(
θk+r+ 12
)
2

= ωk,k+r
Raxk + cos
(
θk− 12
)
tan
(
φk+ 12
)
Rayk
2
Rbxk+r + tan
(
φk+r− 12
)
cos
(
θk+r+ 12
)
Rbyk+r
2
 (115)
For instance, the diagonal a = b connected correlations read
Czzk,k+r = ωk,k+r sin θk sin θk+r
Cxxk,k+r = ωk,k+r
[
− cos θk cosφk + cos
(
θk− 12
)
tan
(
φk+ 12
)
sinφk
]
[
− cos θk+r cosφk+r + tan
(
φk+r− 12
)
cos
(
θk+r+ 12
)
sinφk+r
]
Cyyk,k+r = ωk,k+r
[
cos θk sinφk + cos
(
θk− 12
)
tan
(
φk+ 12
)
cosφk
]
[
cos θk+r sinφk+r + tan
(
φk+r− 12
)
cos
(
θk+r+ 12
)
cosφk+r
]
(116)
VII. RIEMANN METRIC FOR THE MPS MANIFOLD PARAMETRIZED BY THE (4N − 2) ANGLES
The geometry of quantum states is a fascinating field (see the book [51] and references therein). The Riemann
Fubini-Study metric for the tangent space can be introduced either for the ket |ψ〉 or for the density matrix ρ = |ψ〉 〈ψ|
with the same output for the metric [51], as it is well known for the Bloch sphere geometry of a single spin. The
tangent space of MPS kets has been much studied, both for the detailed analysis of their geometric properties [52, 53]
and for the applications to dynamical algorithms [54–59]. Here we have chosen instead the formulation in terms of the
density matrix ρ in order to use the properties of the Hilbert-Schmidt inner product for operators that simplify some
calculations, since our goal in this section is to compute explicitly the metric for the MPS manifold parametrized by
the (4N − 2) angles.
A. Reminder on the Hilbert-Schmidt inner product for operators
The Hilbert-Schmidt inner product between two operators X and Y
(X|Y )HS ≡ Tr(X†Y ) (117)
allows to define the squared norm of an operator X
||X||2HS ≡ (X|X)HS = Tr(X†X) (118)
and the squared distance between two operators X and Y
||X − Y ||2HS ≡ (X − Y |X − Y )HS = Tr((X − Y )†(X − Y )) (119)
The full density matrix ρ = |ψ〉 〈ψ| satisfies
ρ† = ρ
ρ2 = ρ
Tr(ρ) = 1 (120)
so its Hilbert-Schmidt squared norm is unity
||ρ||2HS = Tr(ρ†ρ) = Tr(ρ2) = Tr(ρ) = 1 (121)
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B. Notion of Tangent Space around the density matrix ρ
The MPS density matrix ρ is a function of the (2N − 2) bond angles (θk+ 12 , φk+ 12 ) with k = 1, .., N − 1 and of the
(2N) site angles (θk, φk) with k = 1, .., N . It will be momentarily convenient to relabel them by (4N − 2) coordinates
xµ with µ = 1, .., 4N − 2, for instance according to their appearance along the chain
θk ≡ x4k−3 for k = 1, 2, .., N
φk ≡ x4k−2 for k = 1, 2, .., N
θk+ 12 ≡ x
4k−1 for k = 1, 2, .., N − 1
φk+ 12 ≡ x
4k for k = 1, 2, .., N − 1 (122)
Let us now consider how the full density matrix ρ changes when all the parameters are changed from xµ to xµ+dxµ
dρ =
N−1∑
k=1
[
dθk+ 12Vθk+12
+ dφk+ 12Vφk+12
]
+
N−1∑
k=1
[dθkVθk + dφkVφk ] ≡
4N−2∑
µ=1
dxµVxµ (123)
The Tangent space around ρ is thus generated by the (4N − 2) tangent operators
Vxµ ≡ ∂ρ
∂xµ
(124)
The properties of the density matrix ρ summarized in Eq 120 yields that each tangent operator Vxµ in Eq. 123 is
hermitian
V †xµ = Vxµ (125)
has a vanishing trace
Tr(Vxµ) = 0 (126)
and is orthogonal to the density matrix ρ for the Hilbert-Schmidt inner-product
0 = Tr(ρVxµ) = (ρ|Vxµ)HS (127)
C. Reminder on the Riemann Fubini-Study metric
The Riemann Fubini-Study metric [51] can be defined in terms of the Hilbert-Schmidt distance of Eq. 119 between
ρ and ρ+ dρ (Eq .123)
ds2 = ||dρ||2HS = Tr (dρdρ) =
4N−2∑
µ=1
4N−2∑
ν=1
g(xµ,xν)dx
µdxν (128)
where the metric coefficient g(xµ,xν) between the coordinates x
µ and xν corresponds to the Hilbert-Schmidt inner
product between their associated tangent operators Vxµ and Vxν
g(xµ,xν) = Tr (VxµVxν ) = (Vxµ |Vxν )HS (129)
In particular, the diagonal coefficients correspond to the squared norms of the tangent operators
g(xµ,xµ) = Tr (VxµVxµ) = ||Vxµ ||2HS (130)
while the off-diagonal coefficients satisfy the symmetry g(xµ,xν) = g(xν ,xµ). In the following, our goal is thus to write
explicitly the tangent operators associated to bonds angles and to sites angles and to compute the metric.
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D. Tangent operators associated to the bonds angles (θk+ 1
2
, φk+ 1
2
)
In the Schmidt decomposition of Eq. 41
ρ =
∑
α=±
β=±
(
|Φ[1,...,k]α 〉 〈Φ[1,...,k]β |
)
Λα,βk,k+1
(
|Φ[k+1,...,N ]α 〉 〈Φ[k+1,...,N ]β |
)
(131)
the only dependence with respect to the the two bond angles (θk+ 12 , φk+
1
2
) is contained in the bond variables Λα,βk,k+1
of Eq. 31. So the tangent operators associated to these two angles read
Vθ
k+1
2
≡ ∂ρ
∂θk+ 12
=
∑
α=±
β=±
(
|Φ[1,...,k]α 〉 〈Φ[1,...,k]β |
)[∂Λα,βk,k+1
∂θk+ 12
](
|Φ[k+1,...,N ]α 〉 〈Φ[k+1,...,N ]β |
)
Vφ
k+1
2
≡ ∂ρ
∂φk+ 12
=
∑
α=±
β=±
(
|Φ[1,...,k]α 〉 〈Φ[1,...,k]β |
)[∂Λα,βk,k+1
∂φk+ 12
](
|Φ[k+1,...,N ]α 〉 〈Φ[k+1,...,N ]β |
)
(132)
where the derivatives of the bond variables Λα,βk,k+1 of Eq. 31
Λα,βk,k+1 = δα,β
1 + α cos
(
θk+ 12
)
2
+ δα,−β
 sin
(
θk+ 12
)
2
e
−iαφ
k+1
2
 (133)
read
∂Λα,βk,k+1
∂θk+ 12
= δα,β
−α sin
(
θk+ 12
)
2
+ δα,−β
cos
(
θk+ 12
)
2
e
−iαφ
k+1
2

∂Λα,βk,k+1
∂φk+ 12
= −iαδα,−β
 sin
(
θk+ 12
)
2
e
−iαφ
k+1
2
 (134)
Using the orthonormality of the Schmidt eigenvectors, one obtains that the conditions of vanishing trace (Eq 126)
and orthogonality with the density matrix ρ (Eq. 127) correspond to the following local properties for the variables
Λα,βk,k+1 of a single bond (k, k + 1)
0 = Tr(Vθ
k+1
2
) =
∑
α=±
[
∂Λα,αk,k+1
∂θk+ 12
]
0 = Tr(Vφ
k+1
2
) =
∑
α=±
[
∂Λα,αk,k+1
∂φk+ 12
]
0 = Tr(ρVθ
k+1
2
) =
∑
α=±
β=±
[
∂Λα,βk,k+1
∂θk+ 12
]
Λβ,αk,k+1
0 = Tr(ρVφ
k+1
2
) =
∑
α=±
β=±
[
∂Λα,βk,k+1
∂φk+ 12
]
Λβ,αk,k+1 (135)
E. Tangent operators associated to the site angles (θk, φk)
In the Schmidt decomposition of Eq. 48
ρ =
∑
αL=±
βL=±
∑
αR=±
βR=±
(
|Φ[1,...,k−1]αL 〉 〈Φ[1,...,k−1]βL |
)
ΛαL,βLk−1,kO
αLαR,βLβR
k Λ
αR,βR
k,k+1
(
|Φ[k+1,...,N ]αR 〉 〈Φ[k+1,...,N ]βR |
)
(136)
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the only dependence with respect to the the two sites angles (θk, φk) is contained in the operators O
T,T ′
k of Eq 35
via the Pauli operators τx,y,xk of Eq. 18. The derivatives of the Pauli operators τ
x,y,x
k with respect to the two angles
(θk, φk) can be obtained from their expressions in the fixed σ basis (Eq. 18) and can be translated then back in the
τ basis via Eq 19 in order to obtain the derivatives with respect to θk
∂τzk
∂θk
= −τxk
∂τxk
∂θk
= τzk
∂τyk
∂θk
= 0 (137)
and with respect to φk
∂τzk
∂φk
= − sin θkτyk
∂τxk
∂φk
= cos θkτ
y
k
∂τyk
∂φk
= sin θkτ
z
k − cos θkτxk (138)
The derivatives of the operators Eq 35
OT,T
′
k = |τzk = T 〉 〈τzk = T ′| = δT,T ′
(
1 + Tτzk
2
)
+ δT,−T ′
(
τxk + iT τ
y
k
2
)
(139)
then read
∂OT,T
′
k
∂θk
= δT,T ′
(
−Tτ
x
k
2
)
+ δT,−T ′
(
τzk
2
)
∂OT,T
′
k
∂φk
= δT,T ′
(
−T sin θkτ
y
k
2
)
+ δT,−T ′
(
cos θkτ
y
k + iT [sin θkτ
z
k − cos θkτxk ]
2
)
(140)
and appear in the tangent operators associated to the two sites angles (θk, φk)
Vθk ≡
∂ρ
∂θk
=
∑
αL=±
βL=±
∑
αR=±
βR=±
(
|Φ[1,...,k−1]αL 〉 〈Φ[1,...,k−1]βL |
)
ΛαL,βLk−1,k
[
∂OαLαR,βLβRk
∂θk
]
ΛαR,βRk,k+1
(
|Φ[k+1,...,N ]αR 〉 〈Φ[k+1,...,N ]βR |
)
Vφk ≡
∂ρ
∂φk
=
∑
αL=±
βL=±
∑
αR=±
βR=±
(
|Φ[1,...,k−1]αL 〉 〈Φ[1,...,k−1]βL |
)
ΛαL,βLk−1,k
[
∂OαLαR,βLβRk
∂φk
]
ΛαR,βRk,k+1
(
|Φ[k+1,...,N ]αR 〉 〈Φ[k+1,...,N ]βR |
)
(141)
Here the conditions of vanishing trace (Eq 126) and orthogonality with the density matrix ρ (Eq. 127) translate
into the local conditions
0 = Tr(Vθk) =
∑
αL=±
∑
αR=±
ΛαL,αLk−1,k
(
Tr{k}
[
∂OαLαR,αLαRk
∂θk
])
ΛαR,αRk,k+1 (142)
0 = Tr(Vφk) =
∑
αL=±
∑
αR=±
ΛαL,αLk−1,k
(
Tr{k}
[
∂OαLαR,αLαRk
∂φk
])
ΛαR,αRk,k+1
0 = Tr(ρVθk) =
∑
αL=±
βL=±
∑
αR=±
βR=±
ΛαL,βLk−1,kΛ
βL,αL
k−1,k
(
Tr{k}
[
∂OαLαR,βLβRk
∂θk
OβLβR,αLαRk
])
ΛαR,βRk,k+1 Λ
βR,αR
k,k+1
0 = Tr(ρVφk) =
∑
αL=±
βL=±
∑
αR=±
βR=±
ΛαL,βLk−1,kΛ
βL,αL
k−1,k
(
Tr{k}
[
∂OαLαR,βLβRk
∂φk
OβLβR,αLαRk
])
ΛαR,βRk,k+1 Λ
βR,αR
k,k+1
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The two first conditions are trivially satisfied because the derivatives of the operators of Eq. 140 have zero trace
Tr{k}
[
∂OT,T
′
k
∂θk
]
= 0
Tr{k}
[
∂OT,T
′
k
∂φk
]
= 0 (143)
The third condition is also straightforward because the following trace over k vanishes
Tr{k}
[
∂OT,T
′
k
∂θk
OT
′,T
k
]
= 0 (144)
The trace appearing in the fourth condition does not vanish but reduces to
Tr{k}
[
∂OT,T
′
k
∂φk
OT
′,T
k
]
= −iT (cos θk)δT,−T ′ (145)
so the fourth condition vanishes only as a consequence of the remaining sum over the indices (αL, αR, βL, βR).
F. Metric within the sector of bonds angles (θk+ 1
2
, φk+ 1
2
) with k = 1, .., N − 1
1. Metric coefficients between the two angles (θk+ 1
2
, φk+ 1
2
) associated to the same bond (k, k + 1)
The tangent operators of Eq. 132 yields with Eq 134 that the two diagonal elements read
g(θ
k+1
2
,θ
k+1
2
) = Tr
(
Vθ
k+1
2
Vθ
k+1
2
)
=
∑
α=±
β=±
[
∂Λα,βk,k+1
∂θk+ 12
][
∂Λβ,αk,k+1
∂θk+ 12
]
=
1
2
g(φ
k+1
2
,φ
k+1
2
) = Tr
(
Vφ
k+1
2
Vφ
k+1
2
)
=
∑
α=±
β=±
[
∂Λα,βk,k+1
∂φk+ 12
][
∂Λβ,αk,k+1
∂φk+ 12
]
=
sin2
(
θk+ 12
)
2
(146)
while the off-diagonal element vanishes
g(θ
k+1
2
,φ
k+1
2
) = Tr
(
Vθ
k+1
2
Vφ
k+1
2
)
=
∑
α=±
β=±
[
∂Λα,βk,k+1
∂θk+ 12
][
∂Λβ,αk,k+1
∂φk+ 12
]
= 0 (147)
2. Metric coefficients between the angles associated to the two bonds (k, k + 1) and (k + r, k + r + 1) with r ≥ 1
In order to compare the tangent vectors of Eq. 132 associated to the bonds (k, k + 1) and (k + r, k + r + 1), it is
convenient to rewrite them using the interval ket introduced in Eq. 62 as
Vθ
k+1
2
=
∑
αL=±
βL=±
∑
αR=±
βR=±(
|Φ[1,...,k]αL 〉 〈Φ[1,...,k]βL |
)[∂ΛαL,βLk,k+1
∂θk+ 12
](
|I [k+1,..,k+r]αL,αR 〉 〈I [k+1,..,k+r]βL,βR |
)
ΛαR,βRk+r,k+r+1
(
|Φ[k+r+1,...,N ]αR 〉 〈Φ[k+r+1,...,N ]βR |
)
Vθ
k+r+1
2
=
∑
αL=±
βL=±
∑
αR=±
βR=±(
|Φ[1,...,k]αL 〉 〈Φ[1,...,k]βL |
)
ΛαL,βLk,k+1
(
|I [k+1,..,k+r]αL,αR 〉 〈I [k+1,..,k+r]βL,βR |
)[∂ΛαR,βRk+r,k+r+1
∂θk+r+ 12
](
|Φ[k+r+1,...,N ]αR 〉 〈Φ[k+r+1,...,N ]βR |
)
(148)
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Using the normalization of the interval ket (Eq 65), one obtains that all the off-diagonal elements vanish as a
consequence of Eq. 135
g(θ
k+1
2
,θ
k+r+1
2
) = 0
g(φ
k+1
2
,φ
k+r+1
2
) = 0
g(θ
k+1
2
,φ
k+r+1
2
) = 0
g(φ
k+1
2
,θ
k+r+1
2
) = 0 (149)
So within the sector of bond angles, the metric has the nice property to be diagonal.
G. Metric within the sector of site angles (θk, φk) with k = 1, .., N
1. Metric coefficients between the two angles (θk, φk) associated to the same site (k)
The tangent operators of Eq. 141 yields with Eqs 140 that the two diagonal elements read
g(θk,θk) =
∑
αL=±
βL=±
∑
αR=±
βR=±
ΛαL,βLk−1,kΛ
βL,αL
k−1,kΛ
αR,βR
k,k+1 Λ
βR,αR
k,k+1 Tr{k}
([
∂OαLαR,βLβRk
∂θk
][
∂OβLβR,αLαRk
∂θk
])
=
1
2
g(φk,φk) =
∑
αL=±
βL=±
∑
αR=±
βR=±
ΛαL,βLk−1,kΛ
βL,αL
k−1,kΛ
αR,βR
k,k+1 Λ
βR,αR
k,k+1 Tr{k}
([
∂OαLαR,βLβRk
∂φk
][
∂OβLβR,αLαRk
∂φk
])
=
1− cos2
(
θk− 12
)
cos2 θk cos
2
(
θk+ 12
)
2
(150)
while the off-diagonal element vanishes
g(θk,φk) =
∑
αL=±
βL=±
∑
αR=±
βR=±
ΛαL,βLk−1,kΛ
βL,αL
k−1,kΛ
αR,βR
k,k+1 Λ
βR,αR
k,k+1 Tr{k}
([
∂OαLαR,βLβRk
∂θk
][
∂OβLβR,αLαRk
∂φk
])
= 0
Here one sees how the two neighboring bond angles θk± 12 modify the Bloch sphere metric of (θk, φk) that the spin
k would have if it were isolated.
2. Metric coefficients between the angles associated to the two neighboring sites (k) and (k + 1)
Here the appropriate common decomposition reads
Vθk =
∑
αL=±
βL=±
∑
α=±
β=±
∑
αR=±
βR=±
(151)
(
|Φ[1,...,k−1]αL 〉 〈Φ[1,...,k−1]βL |
)
ΛαL,βLk−1,k
[
∂OαLα,βLβk
∂θk
]
Λα,βk,k+1O
ααR,ββR
k+1 Λ
αR,βR
k+1,k+2
(
|Φ[k+2,...,N ]αR 〉 〈Φ[k+2,...,N ]βR |
)
Vθk+1 =
∑
αL=±
βL=±
∑
α=±
β=±
∑
αR=±
βR=±(
|Φ[1,...,k−1]αL 〉 〈Φ[1,...,k−1]βL |
)
ΛαL,βLk−1,kO
αLα,βLβ
k Λ
α,β
k,k+1
[
∂OααR,ββRk+1
∂θk+1
]
ΛαR,βRk+1,k+2
(
|Φ[k+2,...,N ]αR 〉 〈Φ[k+2,...,N ]βR |
)
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leading to the metric elements
g(θk,θk+1) = −
cos
(
θk− 12
) [
sin
(
θk+ 12
)
cos
(
φk+ 12
)]
cos
(
θk+ 32
)
2
(152)
g(θk,φk+1) = −
cos
(
θk− 12
) [
sin
(
θk+ 12
)
cos
(
φk+ 12
)]
sin θk+1
2
g(φk,θk+1) = −
sin θk
[
sin
(
θk+ 12
)
cos
(
φk+ 12
)]
cos
(
θk+ 32
)
2
g(φk,φk+1) =
cos
(
θk− 12
)
cos θk sin
2
(
θk+ 12
)
cos θk+1 cos
(
θk+ 32
)
+ sin θk
[
sin
(
θk+ 12
)
cos
(
φk+ 12
)]
sin θk+1
2
3. Metric coefficients between the angles associated to the two sites (k) and (k + r) with r > 1
Here the appropriate common decomposition involves the interval ket of Eq. 62
Vθk =
∑
αL=±
βL=±
∑
α1=±
β1=±
∑
α2=±
β2=±
∑
αR=±
βR=±
(
|Φ[1,...,k−1]αL 〉 〈Φ[1,...,k−1]βL |
)
ΛαL,βLk−1,k
[
∂OαLα1,βLβ1k
∂θk
]
Λα1,β1k,k+1
(
|I [k+1,..,k+r−1]α1,α2 〉 〈I [k+1,..,k+r−1]β1,β2 |
)
Λα2,β2k+r−1,k+rO
α2αR,β2βR
k+r Λ
αR,βR
k+r,k+r+1
(
|Φ[k+r+1,...,N ]αR 〉 〈Φ[k+r+1,...,N ]βR |
)
(153)
Vθk+r =
∑
αL=±
βL=±
∑
α1=±
β1=±
∑
α2=±
β2=±
∑
αR=±
βR=±
(
|Φ[1,...,k−1]αL 〉 〈Φ[1,...,k−1]βL |
)
ΛαL,βLk−1,kO
αLα1,βLβ1
k Λ
α1,β1
k,k+1 (154)
(
|I [k+1,..,k+r−1]α1,α2 〉 〈I [k+1,..,k+r−1]β1,β2 |
)
Λα2,β2k+r−1,k+r
[
∂Oα2αR,β2βRk+r
∂θk+r
]
ΛαR,βRk+r,k+r+1
(
|Φ[k+r+1,...,N ]αR 〉 〈Φ[k+r+1,...,N ]βR |
)
Using the scalar products of the interval ket (Eq 63), one obtains that the metric coefficients involve the overlap
ωk+1,k+r−1 of Eq. 64, that contains all the bond variables of the interval and that corresponds to the factor that
governs the decay of correlations as explained in the previous section (Eq. 113 and Eq. 114)
g(θk,θk+r) =
cos
(
θk− 12
) [
sin
(
θk+ 12
)
sin
(
φk+ 12
)]
ωk+1,k+r−1
[
sin
(
θk+r− 12
)
sin
(
φk+ri 12
)]
cos
(
θk+r+ 12
)
2
g(θk,φk+r) = −
cos
(
θk− 12
) [
sin
(
θk+ 12
)
sin
(
φk+ 12
)]
ωk+1,k+r−1
[
sin
(
θk+r− 12
)
cos
(
φk+ri 12
)]
sin θk+r
2
g(φk,θk+r) = −
sin θk
[
sin
(
θk+ 12
)
cos
(
φk+ 12
)]
ωk+1,k+r−1
[
sin
(
θk+r− 12
)
sin
(
φk+ri 12
)]
cos
(
θk+r+ 12
)
2
g(φk,θk+r) =
sin θk
[
sin
(
θk+ 12
)
cos
(
φk+ 12
)]
ωk+1,k+r−1
[
sin
(
θk+r− 12
)
cos
(
φk+r− 12
)]
sin θk+r
2
(155)
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H. Metric coefficients between bond angles and sites angles
1. Metric coefficients between the angles of the site k and the angles of the bond (k, k + 1)
Here the appropriate common decomposition reads
Vθk =
∑
αL=±
βL=±
∑
αR=±
βR=±
(
|Φ[1,...,k−1]αL 〉 〈Φ[1,...,k−1]βL |
)
ΛαL,βLk−1,k
[
∂OαLαR,βLβRk
∂θk
]
ΛαR,βRk,k+1
(
|Φ[k+1,...,N ]αR 〉 〈Φ[k+1,...,N ]βR |
)
Vθ
k+1
2
=
∑
αL=±
βL=±
∑
αR=±
βR=±
(
|Φ[1,...,k−1]αL 〉 〈Φ[1,...,k−1]βL |
)
ΛαL,βLk−1,kO
αLαR,βLβR
k
[
∂ΛαR,βRk,k+1
∂θk+ 12
](
|Φ[k+1,...,N ]αR 〉 〈Φ[k+1,...,N ]βR |
)
Using Eq. 144 and 145 one obtains
g(θk,θk+1
2
) = 0
g(θk,φk+1
2
) = 0
g(φk,θk+1
2
) = 0
g(φk,φk+1
2
) =
cos
(
θk− 12
)
cos(θk) sin
2
(
θk+ 12
)
2
(156)
Similarly, the metric elements between the bond (k, k + 1) and the site (k + 1) read
g(θ
k+1
2
,θk+1) = 0
g(φ
k+1
2
,θk+1) = 0
g(θ
k+1
2
,φk+1) = 0
g(φ
k+1
2
,φk+1) =
sin2
(
θk+ 12
)
cos(θk+1) cos
(
θk+ 32
)
2
(157)
2. Metric between the angles of the site k and the angles of the bond (k + r, k + r + 1) with r > 1
Here the appropriate common decomposition involves the interval ket of Eq. 62
Vθk =
∑
αL=±
βL=±
∑
α=±
β=±
∑
αR=±
βR=±
(
|Φ[1,...,k−1]αL 〉 〈Φ[1,...,k−1]βL |
)
ΛαL,βLk−1,k
[
∂OαLα,βLβk
∂θk
]
Λα,βk,k+1
(
|I [k+1,..,k+r]α,αR 〉 〈I [k+1,..,k+r]β,βR |
)
ΛαR,βRk+r,k+r+1
(
|Φ[k+r+1,...,N ]αR 〉 〈Φ[k+r+1,...,N ]βR |
)
Vθ
k+r+1
2
=
∑
αL=±
βL=±
∑
α=±
β=±
∑
αR=±
βR=±
(
|Φ[1,...,k−1]αL 〉 〈Φ[1,...,k−1]βL |
)
ΛαL,βLk−1,k
OαLα,βLβk Λ
α,β
k,k+1
(
|I [k+1,..,k+r]α,αR 〉 〈I [k+1,..,k+r]β,βR |
)[∂ΛαR,βRk+r,k+r+1
∂θk+r+ 12
](
|Φ[k+r+1,...,N ]αR 〉 〈Φ[k+r+1,...,N ]βR |
)
(158)
Using Eq 63, one obtains that the following metric elements vanish as a consequence of Eq. 135
g(θk,θk+r+1
2
) = 0
g(θk,φk+r+1
2
) = 0
g(φk,θk+r+1
2
) = 0
g(φk,φk+r+1
2
) = 0 (159)
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I. Summary of the metric coefficients for each variable
Let us summarize the properties of this metric from the point of view of each variable :
(i) the bond angle θk+ 12 is orthogonal to all the other angles.
(ii) the bond angle φk+ 12 has non-vanishing off-diagonal metric coefficients with φk and φk+1 only.
(iii) the site angle θk has non-vanishing off-diagonal metric coefficients with all the other site angles (θk+r, φk+r)
with r 6= 0, where the decay with the distance is governed by the overlap ωk+1,k+r−1 of Eq. 64.
(iv) the site angle φk has non-vanishing off-diagonal metric coefficients with the two bond angles (φk− 12 , φk+ 12 ), and
with all the other site variables (θk+r, φk+r) with r 6= 0, where the decay with the distance is again governed by the
overlap ωk+1,k+r−1 of Eq. 64.
The in-depth analysis of all the properties of this metric clearly goes beyond the scope of the present work and is
left for the future studies.
VIII. GENERALIZATION OF THE SIMPLEST MPS TO ANY STRUCTURE WITHOUT LOOPS
Since Matrix-Product-States for chains can be directly generalized to any tree-like structure without loops [60], it
is interesting to describe in this section how the MPS of Eq. 24 can be extended to such tree-like structures without
loops.
A. Parametrization of the ket on an arbitrary tree-like structure without loops
For each bond b that cuts the tree-like structure into two independent parts A and B, the Schmidt decomposition
across this bond b keeps its meaning, and one can thus still introduce the two angles θb and φb to parametrize the
two complex Schmidt values as in Eq 15
λ+b ≡ cos
(
θb
2
)
λ−b ≡ sin
(
θb
2
)
eiφb (160)
For each site k, one can still introduce the two Bloch angles θk and φk that parametrize the new appropriate local
basis |τzk = ±〉. With respect to the one-dimensional chain, the novelty is that each site k is connected to a certain
number ck ≥ 1 of bonds that will be labelled by b[k]1 , ..., b[k]ck . The leaves of the tree correspond to the sites k connected
to a single link ck = 1. The direct generalization of the MPS of Eq. 24 reads
|ψ〉 =
[∏
b
( ∑
αb=±
λαbb
)]∏
k
|τzk =
ck∏
j=1
α
b
[k]
j
〉
 (161)
The corresponding MPO generalization of the density matrix of Eq. 28 reads
ρ = |ψ〉 〈ψ| =
∏
b
∑
αb=±
βb=±
Λαb,βbb



∏
k
O
ck∏
j=1
α
b
[k]
j
,
ck∏
j=1
β
b
[k]
j
k
 (162)
and involves a number of parameters given by
PTreeN,Nb = 2N + 2Nb (163)
in terms of the number N of spins and the number Nb of bonds.
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B. Reduced density matrix ρk of the site k alone
Around the site k, the ck outgoing bonds labelled by b
[k]
j=1,..,ck
corresponds to independent branches of the tree, and
are thus associated to two orthonormal Schmidt eigenvectors |Φb
[k]
j
± 〉, so the MPS of Eq. 161 can be rewritten as
|ψ〉 =
∑
α1=±
∑
α2=±
...
∑
αck=±
 ck∏
j=1
λ
αj
b
[k]
j
|Φb
[k]
j
αj 〉
 |τzk = ck∏
j=1
αj〉 (164)
with the corresponding full density matrix
ρ = |ψ〉 〈ψ| =
∑
α1=±
β1=±
∑
α2=±
β2=±
...
∑
αck=±
βck=±
 ck∏
j=1
Λ
αj ,βj
b
[k]
j
(
|Φb
[k]
j
αj 〉 〈Φ
b
[k]
j
βj
|
)O
ck∏
j=1
αj ,
ck∏
j=1
βj
k (165)
The trace over the ck outgoing branches imposes βj = αj for j = 1, .., ck, so the reduced density matrix of the site k
alone reads using the explicit expressions of Eq. 31 and Eq. 35
ρk =
∑
α1=±
∑
α2=±
...
∑
αck=±
 ck∏
j=1
Λ
αj ,αj
b
[k]
j
O
ck∏
j=1
αj ,
ck∏
j=1
αj
k
=
1
21+ck
∑
α1=±
∑
α2=±
...
∑
αck=±
 ck∏
j=1
(
1 + αj cos
(
θ
b
[k]
j
))1 +
 ck∏
j=1
αj
 τzk

=
1
2
+
τzk
2
ck∏
j=1
cos
(
θ
b
[k]
j
)
(166)
So the two ket |τzk = ±〉 are still the two eigenvectors of the reduced density matrix ρk, and the corresponding
eigenvalues
p±k =
1
2
1± ck∏
j=1
cos
(
θ
b
[k]
j
) (167)
now involves the ck angles θb[k]j=1,..,ck
of the ck bonds connected to the site k, instead of the two angles of Eq. 51 for
the chain.
C. Reduced density matrix ρkL,kR of two neighboring sites (kL, kR) connected by the bond b
Let us now focus on two neighboring sites (kL, kR) connected by the bond b : the site kL is connected to (ckL − 1)
other bonds that will be relabeled by θ
b
[kL]
jL=1,..,(ckL
−1)
, and the site kR is connected to (ckR − 1) other bonds that will
be relabeled by θ
b
[kR]
jR=1,..,(ckR
−1)
. All these out-going branches are independent, so the appropriate decomposition of
the ket of Eq. 161 reads
|ψ〉 =
∑
α=±
ckL−1∏
jL=1
∑
αLjL
=±
λ
αLjL
b
[kL]
jL
|Φb
[kL]
jL
αLjL
〉

ckR−1∏
jR=1
∑
αRjR
=±
λ
αRjR
b
[kR]
jR
|Φb
[kR]
jR
αRjR
〉
 |τzkL = α ckL−1∏
jL=1
αLjL〉λαb |τzkR = α
ckR−1∏
jR=1
αRjR〉(168)
28
with the corresponding full density matrix
ρ =
∑
α=±
β=±

ckL−1∏
jL=1
∑
αLjL
=±
βLjL
=±
Λ
αLjL
,βLjL
b
[kL]
jL
(
|Φb
[kL]
jL
αLjL
〉 〈Φb
[kL]
jL
βLjL
|
)

ckR−1∏
jR=1
∑
αRjR
=±
βRjR
=±
Λ
αRjR
,βRjR
b
[kR]
jR
(
|Φb
[kR]
jR
αRjR
〉 〈Φb
[kR]
jR
βRjR
|
)
O
α
ckL−1∏
jL=1
αLjL , β
ckL−1∏
jL=1
βLjL
kL
Λα,βb O
α
ckR−1∏
jR=1
αRjR , β
ckR−1∏
jR=1
βRjR
kR
(169)
The trace over the (ckL − 1) + (ckR − 1) outgoing branches imposes βLjL = βLjL for jL = 1, .., ckL − 1 and βRjR = βRjR for
jR = 1, .., ckR − 1 so the reduced density matrix of the two neighboring sites (kL, kR) reads
ρkL,kR =
∑
α=±
β=±
Wα,β[kL Λ
α,β
b W
α,β
kR]
=
∑
α=±
β=±
Wα,β[kL
[
δα,β
(
1 + α cos θb
2
)
+ δα,−β
(
sin θb [cosφb − iα cosφb]
2
)]
Wα,βkR] (170)
in terms of the two modified operators that are the analog of Eqs 78 79 80
Wα,β[kL =
ckL−1∏
jL=1
∑
αLjL
=±
Λ
αLjL
,αLjL
b
[kL]
jL
Oα
ckL−1∏
jL=1
αLjL , β
ckL−1∏
jL=1
αLjL
kL
=
δα,β
2
(
1 + ατzkLC[kL]out
)
+
δα,−β
2
(
τxkL + iατ
y
kL
C[kL]out
)
Wα,βkR] =
ckR−1∏
jR=1
∑
αRjR
=±
Λ
αRjR
,αRjR
b
[kR]
jR
Oα
ckR−1∏
jR=1
αRjR , β
ckR−1∏
jR=1
αRjR
kR
=
δα,β
2
(
1 + ατzkRC[kR]out
)
+
δα,−β
2
(
τxkR + iατ
y
kR
C[kR]out
)
(171)
where the two coefficients involve all the angles of the outgoing links
C[kL]out ≡
ckL−1∏
jL=1
cos
(
θ
b
[kL]
jL
)
C[kR]out =
ckR−1∏
jR=1
cos
(
θ
b
[kR]
jR
)
(172)
The final result
ρkL,kR =
1
8
∑
α=±1
(1 + α cos θb)
(
1 + ατzkLC[kL]out
)(
1 + ατzkRC[kR]out
)
+
sin θb
8
∑
α=±1
(cosφb − iα cosφb)
(
τxkL + iατ
y
kL
C[kL]out
)(
τxkR + iατ
y
kR
C[kR]out
)
=
1
4
+ cos θb
[
τzkL
4
C[kL]out +
τzkR
4
C[kR]out
]
+
τzkLτ
z
kR
4
C[kL]out C[kR]out
+ sin θb cosφb
[
τxkLτ
x
kR
4
− τ
y
kL
τykR
4
C[kL]out C[kR]out
]
+ sin θb sinφb
[
τxkLτ
y
kR
4
C[kR]out +
τykLτ
x
kR
4
C[kL]out
]
(173)
is thus a direct generalization of the corresponding result of Eq. 94 concerning the chain.
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D. Discussion
The reduced density matrices for a single site (Eq. 167) and for two neighboring sites (Eq. 173) can be then used
to compute the energy of Hamiltonians containing only one-body and two-body terms in order to optimize the MPS
parameters as described in section V. Here we have chosen to remain very general with an arbitrary tree-like structure
without loops, but to analyze the more global properties of the MPS, one should specify the specific global geometry
of the tree structure one is interested in, so this is left for future studies.
IX. GENERALIZATION OF THE SIMPLEST MPS TO A PERIODIC RING OF N SPINS
In the main text we have focused on the case of an open chain, but since Matrix-Product-States are also much used
in the presence of periodic boundary conditions, it is interesting to discuss the changes that are needed for a ring of
N spins.
A. MPS ket on the ring with its normalization
On a ring, the cut of a single bond does not give two independent parts, so the bond variables λα=±k,k+1 unfortunately
loose their direct interpretation in terms of the Schmidt decomposition, but one can nevertheless adapt the MPS ket
of the open chain (Eq 24) by adding on the bond (N,N + 1) = (N, 1) that join the two boundaries the following
variables as in Eq. 23
λ+N,1 ≡ cos
(
θN+ 12
2
)
λ−N,1 ≡ sin
(
θN+ 12
2
)
e
iφ
N+1
2 (174)
and by adding some normalization KN that will be computed below
|ψRing〉 = 1
KN
∑
α1=±
...
∑
αN−1=±
∑
αN=±
[
N∏
k=1
λαkk,k+1
][
N∏
k=1
|τzk = αk−1αk〉
]
(175)
This can be rewritten in terms of the interval ket of Eq. 62 as
|ψRing〉 = 1
KN
∑
α=±
λαN,1 |I [1,..,N ]α,α 〉 (176)
so the normalization can be computed with the scalar product of Eq 63
1 = 〈ψRing|ψRing〉 = 1
K2N
∑
α=±
∑
β=±
λαN,1λ
β
N,1 〈I [1,..,N ]β,β |I [1,..,N ]α,α 〉 =
1
K2N
∑
α=±
∑
β=±
Λα,βN,1 [δα,β + δα,−βω1,N ]
=
1
K2N
∑
α=±
[
Λα,αN,1 + Λ
α,−α
N,1 ω1,N
]
=
1 + ωRingN
K2N
(177)
where ωRingN is the generalization of Eq 64 for the total ring and thus involves the (2N) bond angles of the whole ring
ωRingN ≡ ω1,N+1 ≡ =
N∏
n=1
[
sin
(
θn+ 12
)
cos
(
φn+ 12
)]
(178)
The normalization factor KN thus reads
KN =
√
1 + ωRingN (179)
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B. Reduced density matrix ρk for the site k alone
In order to focus on the spin k, the appropriate decomposition of Eq. 175 involves the interval ket |I [k+1,..,N+k−1]αR,αL 〉
of the Ring without the site k (instead of Eq. 47 for the open chain)
|ψ〉 = 1
KN
∑
αL=±
∑
αR=±
λαLk−1,k |τzk = αLαR〉λαRk,k+1 |I [k+1,..,N+k−1]αR,αL 〉 (180)
with the corresponding full density matrix (instead of Eq. 48 for the open chain)
ρ = |ψ〉 〈ψ| = 1
K2N
∑
αL=±
∑
αR=±
∑
βL=±
∑
βR=±
ΛαL,βLk−1,k (|τzk = αLαR〉 〈τzk = βLβR|) ΛαR,βRk,k+1
(
|I [k+1,...,N+k−1]αR,αL 〉 〈I [k+1,...,N+k−1]βR,βL |
)
(181)
The trace over the other (N − 1) sites (k + 1, ..., N + k − 1) can be computed using Eq. 63
ρk = Tr{k+1,...,N+k−1}(ρ) =
1
K2N
∑
αL=±
∑
αR=±
∑
βL=±
∑
βR=±
ΛαL,βLk−1,kO
αLαR,βLβR
k Λ
αR,βR
k,k+1 〈I [k+1,...,N+k−1]βR,βL |I [k+1,...,N+k−1]αR,αL 〉
=
1
K2N
∑
αL=±
∑
αR=±
∑
βL=±
∑
βR=±
ΛαL,βLk−1,kO
αLαR,βLβR
k Λ
αR,βR
k,k+1 δβLβR,αLαR [δαL,βL + δαL,−βLωk+1,N+k−1] (182)
The explicit expressions of Eq. 31 and of Eq. 35 lead to the final result
ρk =
1
2
+
τzk
2
cos
(
θk− 12
)
cos
(
θk+ 12
)
− ωRingN tan
(
φk− 12
)
tan
(
φk+ 12
)
1 + ωRingN
 (183)
So the two ket |τzk = ±〉 are still the two eigenvectors of the reduced density matrix ρk as for the open chain (Eq 50),
even if the corresponding eigenvalues have changed with respect to Eq. 51, and have lost their locality since ωRingN
contains the bond angles of the whole ring.
C. Reduced density matrix ρk,k+1 of two consecutive sites
If one wishes to focus on the two consecutive spins k and (k + 1), the appropriate decomposition of Eq. 175 reads
|ψ〉 = 1
KN
∑
αL=±
∑
α=±
∑
αR=±
λαLk−1,k |τzk = αLα〉λαk,k+1 |τzk+1 = ααR〉λαRk+1,k+2 |I [k+2,..,N+k−1]αR,αL 〉 (184)
with the corresponding full density matrix (instead of Eq. 48 for the open chain)
ρ =
1
K2N
∑
αL=±
∑
αR=±
∑
α=±
∑
βL=±
∑
βR=±
∑
β=±
ΛαL,βLk−1,kO
αLα,βLβ
k Λ
α,β
k,k+1O
ααR,ββR
k Λ
αR,βR
k+1,k+2
(
|I [k+2,...,N+k−1]αR,αL 〉 〈I [k+2,...,N+k−1]βR,βL |
)
(185)
The trace over the other (N − 2) sites (k + 2, ..., N + k − 1) yields using Eq. 63, Eq. 31 and Eq. 35
31
ρk,k+1 = Tr{k+2,...,N+k−1}(ρ) =
1
K2N
∑
αL=±
∑
αR=±
∑
α=±
∑
βL=±
∑
βR=±
∑
β=±
ΛαL,βLk−1,kO
αLα,βLβ
k Λ
α,β
k,k+1O
ααR,ββR
k+1 Λ
αR,βR
k+1,k+2δβLβR,αLαR [δαL,βL + δαL,−βLωk+2,N+k−1]
=
1
4
+
τzk
4
cos
(
θk− 12
)
cos
(
θk+ 12
)
− ωRingN tan
(
φk− 12
)
tan
(
φk+ 12
)
1 + ωRingN

+
τzk+1
4
cos
(
θk+ 12
)
cos
(
θk+ 32
)
− ωRingN tan
(
φk+ 12
)
tan
(
φk+ 32
)
1 + ωRingN

+
τzk τ
z
k+1
4
cos
(
θk− 12
)
cos
(
θk+ 32
)
− ωRingN tan
(
φk− 12
)
tan
(
φk+ 32
)
1 + ωRingN

+
τxk τ
x
k+1
4
 sin(θk+ 12 ) cos(φk+ 12 ) +
ωRingN
sin(θ
k+1
2
) cos(φ
k+1
2
)
1 + ωRingN

−τ
y
k τ
y
k+1
4

cos
(
θk− 12
)
cos
(
θk+ 32
)
sin(θk+ 12 ) cos(φk+
1
2
)−
ωRingN tan
(
φ
k− 1
2
)
tan
(
φ
k+3
2
)
sin(θ
k+1
2
) cos(φ
k+1
2
)
1 + ωRingN

+
τxk τ
y
k+1
4

cos
(
θk+ 32
)
sin(θk+ 12 ) sin(φk+
1
2
) +
ωRingN tan
(
φ
k+3
2
)
tan(θ
k+1
2
) cos(φ
k+1
2
)
1 + ωRingN

+
τyk τ
x
k+1
4

cos
(
θk− 12
)
sin(θk+ 12 ) sin(φk+
1
2
) +
ωRingN tan
(
φ
k− 1
2
)
tan(θ
k+1
2
) cos(φ
k+1
2
)
1 + ωRingN
 (186)
So again the same eight Pauli operators appear as for the open chain (Eq. 94) even the coefficients are more
complicated.
X. CONCLUSION
In this paper, we have focused on the simplest inhomogeneous Matrix-Product-State for an open chain of N quantum
spins that involves two angles per site and two angles per bond with a very clear physical meaning : the two
angles associated to the site k are the two Bloch angles that parametrize the two orthonormal eigenvectors of the
reduced density matrix ρk of the spin k alone, while the two angles associated to the bond (k, k+ 1) parametrize the
entanglement properties of the Schmidt decomposition across the bond (k, k+ 1) within the gauge fixing described in
section II. We have then described how this simple structure allows to compute explicitly many observables, including
(i) the reduced density matrix ρk,k+1 of two consecutive sites needed to evaluate the energy of two-body Hamiltonians
(ii) the reduced density matrix ρk,k+r of two sites at distance r needed to evaluate the spin-spin correlations at distance
r (iii) the Riemann metric of the MPS manifold as parametrized by these (4N − 2) angles. Finally, we have discussed
the generalization to any tree-like structure without loops and to the chain with periodic boundary conditions.
Our main conclusion is thus that besides the outstanding achievements obtained by the Tensor Networks algorithms
over the years, it is interesting to consider simple Tensor Networks of small dimension to compute explicitly their
properties.
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Appendix A: Diagonal form of the reduced density matrix ρk,k+1,..,k+r of (r + 1) consecutive sites in the bulk
Many properties of the reduced density matrix ρk,k+1,..,k+r of (r+1) consecutive sites in the bulk have already been
discussed in section IV in the text. In this Appendix, we analyze its spectral decomposition. But first it is instructive
to analyze how the Left part [1, .., k − 1] and the Right part [k + r + 1, .., N ] are entangled.
1. Diagonalization of the reduced density matrix ρ[1,..,k−1],[k+r+1,..,N ] of the Left and Right parts together
The reduced density matrix ρ[1,..,k−1],[k+r+1,..,N ] of the Left and Right parts together can be computed from the
full density matrix of Eq. 72 by taking the trace over the interval spins (k, .., k + r) that involve the scalar products
of Eq. 63
Tr{k,..,k+r}
((
|I [k,..,k+r]αL,αR 〉 〈I [k,..,k+r]βL,βR |
))
= 〈I [k,..,k+r]βL,βR |I [k,..,k+r]αL,αR 〉 = δβLβR,αLαR [δαL,βL + ωk,k+rδαL,−βL ] (A1)
and one obtains the following form in terms of the two Schmidt eigenvectors |Φ[1,...,k]± 〉 of the Left part alone and in
terms of the two Schmidt eigenvectors |Φ[k+1,...,N ]± 〉 of the Right part alone
ρ[1,..,k−1],[k+r+1,..,N ] ≡ Tr{k,..,k+r} (ρ)
=
∑
αL=±
∑
αR=±
∑
βL=±
∑
βR=±
ρ
(αL,αR),(βL,βR)
L,R
(
|Φ[1,...,k]αL 〉 ⊗ |Φ[k+1,...,N ]αR 〉
)(
〈Φ[1,...,k]βL | ⊗ 〈Φ
[k+1,...,N ]
βR
|
)
where the matrix elements in this basis of the Schmidt eigenvectors can be computed using Eq. 31
ρ
(αL,αR),(βL,βR)
L,R = δβLβR,αLαR [δαL,βL + ωk,k+rδαL,−βL ] Λ
αL,βL
k−1,kΛ
αR,βR
k+r,k+r+1
= δβLβR,αLαR [δαL,βL + ωk,k+rδαL,−βL ]
δαL,βL
1 + αL cos
(
θk− 12
)
2
+ δαL,−βL
 sin
(
θk− 12
)
2
e
−iαLφk− 1
2

δαR,βR
1 + αR cos
(
θk+r+ 12
)
2
+ δαR,−βR
 sin
(
θk+r+ 12
)
2
e
−iαRφk+r+1
2

= δαL,βLδαR,βR
1 + αL cos
(
θk− 12
)
2
1 + αR cos
(
θk+r+ 12
)
2

+δαL,−βLδαR,−βRωk,k+r
 sin
(
θk− 12
)
2
e
−iαLφk− 1
2
 sin
(
θk+r+ 12
)
2
e
−iαRφk+r+1
2
 (A2)
This 4× 4 matrix is thus block-diagonal in the basis (++,−−,+−,−+)
ρL,R =

D++ ΩF 0 0
ΩF D
−− 0 0
0 0 D+− ΩA
0 0 ΩA D
−+
 (A3)
with the four diagonal elements
D(αL,αR) ≡ ρ(αL,αR),(αL,αR)L,R =
1 + αL cos
(
θk− 12
)
2
1 + αR cos
(
θk+r+ 12
)
2
 (A4)
and the two off-diagonal elements
ΩF ≡ ρ(+,+),(−,−)L,R =
ωk,k+r
4
sin
(
θk− 12
)
sin
(
θk+r+ 12
)
e
−iφ
k− 1
2
−iφ
k+r+1
2
ΩA ≡ ρ(+,−),(−,+)L,R =
ωk,k+r
4
sin
(
θk− 12
)
sin
(
θk+r+ 12
)
e
−iφ
k− 1
2
+iφ
k+r+1
2
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with their complex conjugates ΩF and ΩA. The overlap ωk,k+r of Eq. 64 appears in all the off-diagonal elements
and will thus govern the magnitude of the entanglement between the Left part and the Right part separated by the
distance r, in agreement with the fact that the overlap ωk,k+r also governs the correlations between the two spins r
and k + r as described in section VI.
The traces of the two blocks of the matrix of Eq. A3 read respectively
TF ≡ D(++) +D(−−) =
1 + cos
(
θk− 12
)
cos
(
θk+r+ 12
)
2

TA ≡ D(+−) +D(−+) =
1− cos
(
θk− 12
)
cos
(
θk+r+ 12
)
2
 (A5)
while they have the same determinant
D ≡ D(++)D(−−) − |ΩF |2 = D(+−)D(−+) − |ΩA|2 =
(1− ω2k,k+r) sin2
(
θk− 12
)
sin2
(
θk+r+ 12
)
16
(A6)
so their eigenvalues read respectively
pF± =
TF ±
√T 2F − 4D
2
=
1 + cos
(
θk− 12
)
cos
(
θk+r+ 12
)
±
√[
cos
(
θk− 12
)
+ cos
(
θk+r+ 12
)]2
+ ω2k,k+r sin
2
(
θk− 12
)
sin2
(
θk+r+ 12
)
4
pA± =
TA ±
√T 2A − 4D
2
=
1− cos
(
θk− 12
)
cos
(
θk+r+ 12
)
±
√[
cos
(
θk− 12
)
− cos
(
θk+r+ 12
)]2
+ ω2k,k+r sin
2
(
θk− 12
)
sin2
(
θk+r+ 12
)
4
(A7)
The corresponding eigenvectors read
|ΦF+LR 〉 = cos
(
θF
2
)
|Φ[1,...,k−1]+ 〉 |Φ[k+r+1,...,N ]+ 〉+ sin
(
θF
2
)
eiφF |Φ[1,...,k−1]− 〉 |Φ[k+r+1,...,N ]− 〉
|ΦF−LR 〉 = sin
(
θF
2
)
|Φ[1,...,k−1]+ 〉 |Φ[k+r+1,...,N ]+ 〉 − cos
(
θF
2
)
eiφF |Φ[1,...,k−1]− 〉 |Φ[k+r+1,...,N ]− 〉
|ΦA+LR〉 = cos
(
θA
2
)
|Φ[1,...,k−1]+ 〉 |Φ[k+r+1,...,N ]− 〉+ sin
(
θA
2
)
eiφA |Φ[1,...,k−1]− 〉 |Φ[k+r+1,...,N ]+ 〉
|ΦA−LR 〉 = sin
(
θA
2
)
|Φ[1,...,k−1]+ 〉 |Φ[k+r+1,...,N ]− 〉 − cos
(
θA
2
)
eiφA |Φ[1,...,k−1]− 〉 |Φ[k+r+1,...,N ]+ 〉 (A8)
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in terms of the angles
φF ≡ φk− 12 + φk+r+ 12
φA ≡ φk− 12 − φk+r+ 12
cos(θF ) ≡
cos
(
θk− 12
)
+ cos
(
θk+r+ 12
)
[
cos
(
θk− 12
)
+ cos
(
θk+r+ 12
)]2
+ ω2k,k+r sin
2
(
θk− 12
)
sin2
(
θk+r+ 12
)
sin(θF ) ≡ =
ωk,k+r sin
(
θk− 12
)
sin
(
θk+r+ 12
)
[
cos
(
θk− 12
)
+ cos
(
θk+r+ 12
)]2
+ ω2k,k+r sin
2
(
θk− 12
)
sin2
(
θk+r+ 12
)
cos(θA) ≡
cos
(
θk− 12
)
− cos
(
θk+r+ 12
)
[
cos
(
θk− 12
)
− cos
(
θk+r+ 12
)]2
+ ω2k,k+r sin
2
(
θk− 12
)
sin2
(
θk+r+ 12
)
sin(θA) ≡ =
ωk,k+r sin
(
θk− 12
)
sin
(
θk+r+ 12
)
[
cos
(
θk− 12
)
− cos
(
θk+r+ 12
)]2
+ ω2k,k+r sin
2
(
θk− 12
)
sin2
(
θk+r+ 12
) (A9)
2. Diagonal form of the reduced density matrix ρk,k+1,..,k+r of the Interval [k, .., k + r]
The diagonal form of ρk,k+1,..,k+r can be directly obtained from the eigenvectors found in Eq A8 with the inversion
formula
|Φ[1,...,k−1]+ 〉 |Φ[k+r+1,...,N ]+ 〉 cos
(
θF
2
)
|ΦF+LR 〉+ sin
(
θF
2
)
|ΦF−LR 〉
|Φ[1,...,k−1]− 〉 |Φ[k+r+1,...,N ]− 〉 = e−iφF
[
sin
(
θF
2
)
|ΦF+LR 〉 − cos
(
θF
2
)
|ΦF−LR 〉
]
|Φ[1,...,k−1]+ 〉 |Φ[k+r+1,...,N ]− 〉 cos
(
θA
2
)
|ΦA+LR〉+ sin
(
θA
2
)
|ΦA−LR 〉
|Φ[1,...,k−1]− 〉 |Φ[k+r+1,...,N ]+ 〉 = e−iφA
[
sin
(
θA
2
)
|ΦA+LR〉 − cos
(
θA
2
)
|ΦA−LR 〉
]
(A10)
that can be plugged into the initial full ket of Eq. 61 to obtain the Schmidt decomposition between the interval and
the exterior (Left and Right together) in the two sectors
|ψF 〉 ≡ |Φ[1,...,k−1]+ 〉 |Φ[k+r+1,...,N ]+ 〉λ+k−1,kλ+k+r,k+r+1 |I [k,..,k+r]+,+ 〉+ |Φ[1,...,k−1]− 〉 |Φ[k+r+1,...,N ]− 〉λ−k−1,kλ−k+r,k+r+1 |I [k,..,k+r]−,− 〉
=
√
p+F |ΦF+LR 〉 |I+F 〉+
√
p−F |ΦF−LR 〉 |I−F 〉
|ψA〉 ≡ |Φ[1,...,k−1]+ 〉 |Φ[k+r+1,...,N ]− 〉λ+k−1,kλ−k+r,k+r+1 |I [k,..,k+r]+,+ 〉+ |Φ[1,...,k−1]+ 〉 |Φ[k+r+1,...,N ]− 〉λ+k−1,kλ−k+r,k+r+1 |I [k,..,k+r]+,− 〉
= eiφR
[√
p+A |ΦA+LR〉 |I+A 〉+
√
p−A |ΦA−LR 〉 |I−A 〉
]
(A11)
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where the four orthonormal ket concerning the interval [k, .., k + r]
|I+F 〉 =
1√
p+F
[
cos
(
θF
2
)
cos
(
θk− 12
2
)
cos
(
θk+r+ 12
2
)
|I [k,..,k+r]+,+ 〉+ sin
(
θF
2
)
sin
(
θk− 12
2
)
sin
(
θk+r+ 12
2
)
|I [k,..,k+r]−,− 〉
]
|I−F 〉 =
1√
p−F
[
sin
(
θF
2
)
cos
(
θk− 12
2
)
cos
(
θk+r+ 12
2
)
|I [k,..,k+r]+,+ 〉 − cos
(
θF
2
)
sin
(
θk− 12
2
)
sin
(
θk+r+ 12
2
)
|I [k,..,k+r]−,− 〉
]
|I+A 〉 =
1√
p+A
[
cos
(
θA
2
)
cos
(
θk− 12
2
)
sin
(
θk+r+ 12
2
)
|I [k,..,k+r]+,− 〉+ sin
(
θA
2
)
sin
(
θk− 12
2
)
cos
(
θk+r+ 12
2
)
|I [k,..,k+r]−,+ 〉
]
|I−A 〉 =
1√
p−A
[
sin
(
θA
2
)
cos
(
θk− 12
2
)
sin
(
θk+r+ 12
2
)
|I [k,..,k+r]+,− 〉 − cos
(
θA
2
)
sin
(
θk− 12
2
)
cos
(
θk+r+ 12
2
)
|I [k,..,k+r]−,+ 〉
]
are the four eigenvectors of the reduced density matrix ρk,k+1,..,k+r of the interval [k, .., k + r], associated to the four
eigenvalues (p+F , p
−
F , p
+
A, p
−
A)
ρk,...,k+r = p
+
F |I+F 〉 〈I+F |+ p−F |I−F 〉 〈I−F |+ p+A |I+A 〉 〈I+A |+ p−A |I−A 〉 〈I−A | (A12)
3. Application to the construction of Parent Hamiltonians that have the MPS as exact ground-state
Since the reduced density matrix ρk,k+1,..,k+r is of dimension 2
r+1× 2r+1, and has only four non-trivial eigenvalues
as discussed above, this means that there are n0(r) = (2
r+1 − 4) vanishing eigenvalues. For r = 1 corresponding to
an interval [k, k+ 1] of two sites, there are no vanishing eigenvalue (n0(r = 1) = 0), but for r = 2 corresponding to an
interval [k, k+ 1, k+ 2] of three sites, there are already n0(r = 2) = 4 vanishing eigenvalues. One may then introduce
the projector on the support of ρk,k+1,k+2 of Eq. A12
Pk,k+1,k+2 ≡ |I+F 〉 〈I+F |+ |I−F 〉 〈I−F |+ |I+A 〉 〈I+A |+ |I−A 〉 〈I−A | (A13)
in order to construct the following Parent Hamiltonians [1, 23] with arbitrary positive couplings Jk > 0
HParent =
∑
k
Jk (1− Pk,k+1,k+2) (A14)
The energy of the MPS is zero by construction and the MPS is thus an exact ground state of these local Hamiltonians
with three-body interactions.
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