Abstract. We prove an asymptotic version of a conjecture by Varagnolo and Vasserot on an equivalence between the category O for a cyclotomic Rational Cherednik algebra and a suitable truncation of an affine parabolic category O that, in particular, implies Rouquier's conjecture on the decomposition numbers in the former. Our proof uses multiple ingredients: a ramification of Rouquier's deformation approach, categorical actions on highest weight categories and related combinatorics, and derived equivalences produced from Procesi bundles on symplectic resolutions of quotient singularities.
Introduction
Rational Cherednik algebras were introduced by Etingof and Ginzburg, [EG] . These are associative algebras over C constructed from a complex reflection group, say W , and depending on some parameters, say p. They have many things in common with the universal enveloping algebras of semisimple Lie algebras, in particular, they have a triangular decomposition. This allows to define the categories O for such algebras, this was done in [GGOR] . There are analogs of Verma modules, parameterized by irreducible W -modules, and an ordering on the set of simples in a Cherednik category O making it into a highest weight category. So there is a basic question one can ask: compute the multiplicity of a given simple module in a given standard (=Verma) module.
The nicest and, perhaps, most important family of complex reflection groups is W = G(ℓ, 1, n) := S n ⋉ (Z/ℓZ) n , where n, ℓ are positive integers. This group acts on C n by permutations of coordinates followed by multiplications by ℓth root of 1. There are more general infinite families, the groups G(ℓ, r, n), where r is a divisor of ℓ, but the study of the corresponding categories O can be, to some extent, reduced to the case of G(ℓ, 1, n) and this is one of the reasons why our case is important. The other reason is that the corresponding category has an additional interesting structure that is not present in the other cases, a categorical Kac-Moody action to be recalled below.
A significant progress in determining the multiplicities was made by Rouquier in [R1] , where he determined the multiplicities in the case ℓ = 1 and made a conjecture for all ℓ (the conjecture was made for some special, but, in a sense, the most interesting and "nondegenerate" values of p). The conjecture was that the multiplicities are given by certain parabolic Kazhdan-Lusztig polynomials. We will recall the conjecture below. The techniques used in the proof for ℓ = 1 were roughly as follows. In [GGOR] the authors introduced a so called KZ functor from the Cherednik category O to the category of modules over the Hecke algebra H of W with parameters recovered from p. This is a quotient functor. Rouquier developed techniques that allow to check when two highest weight categories admitting quotient functors to H-mod are equivalent. For ℓ = 1 there is another category with a required quotient functor, the category of modules over an appropriate q-Schur algebra that was shown to be equivalent to the Cherednik category O.
For ℓ > 1, the situation is more complicated. For certain, so to say, "dominant" and "faithful", values of p Rouquier proved in [R1] that the Cherednik category O is equivalent to the category of modules over a suitable cyclotomic q-Schur algebra of Dipper, James and Mathas. The multiplicities for the latter categories were recently computed by Stroppel and Webster, [SW] .
On the other hand, Varagnolo and Vasserot in [VV] produced another category with required multiplicities, where they are actually known. Their category is a certain truncation of an affine parabolic category O. They conjectured an equivalence of that category with the Cherednik category O.
The goal of this paper is to prove that conjecture (in a somewhat weaker form that is still sufficient for checking the Rouquier conjecture). Together with earlier results of Shan, Varagnolo and Vasserot, our result also implies a conjecture of Chuang and Miyashi, [CM] , claiming that the Cherednik category O is Koszul and describing the Koszul dual.
1.1. Ideas of proof. Our proof of the Varagnolo-Vasserot conjecture uses a variety of ideas. First, we use deformation ideas initially due to Rouquier, [R1] with further ramifications some of them due to Rouquier, Shan, Varagnolo, Vasserot and some to be developed in the present paper. Second, to properly implement these ideas we need categorical actions on highest weight categories, a topic initiated by the author in [Lo2] , [Lo3] and further developed by the author and Webster in [LW] and in the present paper. The third crucial tool is certain derived equivalences for the Cherednik categories constructed in [GL] using Procesi bundles on resolutions of symplectic quotient singularities.
Let us describe the deformation ideas. The Cherednik category O admits a quotient functor (the KZ functor of [GGOR] ) to the category of modules over a cyclotomic quotient of the affine Hecke algebra. This functor is fully faithful on certain subcategories: for example, on the categories of tilting and of projective objects. Also it is fully faithful on the whole category of standardly filtered objects (0-faithful in Rouquier's terminology) under some restrictions on the parameters for the Cherednik algebra. As Rouquier checked this implies that after a generic one-parametric deformation of the categories of interest the KZ functor becomes 1-faithful (i.e., an isomorphism on Hom and Ext 1 between standardly filtered objects). It is then not difficult to see that if we have two highest weight categories over C [[ ]] with the same order that admit 1-faithful quotient functors that are equivalences generically to the same category, then the highest weight categories are equivalent. So the problem is to establish such a functor for a truncated affine parabolic category O. To produce a functor is not difficult, see below, what is much harder is to prove faithfulness properties. Recently, Rouquier, Shan, Varagnolo and Vasserot proposed to consider 2-parametric deformations and announced that 0-faithfulness in points of codimension 1 yields 1-faithfulness in deformation. This is one ramification of the original technique of Roquier that we will use. More precisely, we reduce the equivalence conjecture to the claims that the quotient functor is 0-faithful in codimension 1 and (−1)-faithful (i.e., faithful -but a priori not full -on standard objects) in codimension 2 -the latter happens to be a much harder thing to check (but is sufficient to be checked for ℓ = 2). There are two more ramifications of Rouquier's technique that we use. One is to check faithfulness only only on standardly filtered objects with prescribed standard filtration terms. The other is more significant: to bypass the problem that sometimes the quotient functors to the cyclotomic Hecke categories are not 0-faithful by considering larger quotients. One of the consequences of the deformation techniques is that (after the multideformation) the category of standardly filtered objects in the truncated affine parabolic category is included into the corresponding Cherednik category. A problem is to show that this embedding is an equivalence. Of course, it is enough to prove that the projectives in the Cherednik category lie in the parabolic affine category.
Let us now explain how the theory of categorical actions on highest weight categories comes into play. Results of Rouquier, [R2] , show that one can produce a quotient functor to a cyclotomic Hecke category from a category C if one equips C with a categorical action of sl e that categorifies a highest weightŝl e -module. There is a categorical action on the affine parabolic category O before the truncation: this is provided by the Kazhdan-Lusztig tensor products but this action does not restrict to the truncated category in a straightforward way (as the truncated category is not stable under the categorification functors). However one can still define a ("restricted" but this is not of importance) categorical action on the truncated category using the categorical splitting techniques from [Lo3] . This produces a required quotient functor. Further, one it turns out that using structural results obtained in [Lo3] one can reduce the study of faithfulness of this functor to some purely combinatorial questions concerning crystal structures on the multipartitions: there are combinatorial conditions that guarantee (−1)-faithfulness and 0-faithfulness of the quotient functor. However, it is very rare that these conditions can be checked. It is possible when ℓ = 1 (here we recover Rouquier's results) and partially when ℓ = 2. Also this combinatorial approach allows to check 1-faithfulness in codimension 1. Unfortunately, the when ℓ = 2, the combinatorics is already too complicated to prove the required results.
Or one can try to use the ideology used in [LW] , that is, to check that the quotient functor from the truncated affine parabolic category O is fully faithful on the projective objects and that the images of the indecomposable projectives coincides with analogous image under KZ. This approach works when ℓ = 1 and in the special ("dominant") case when ℓ = 2 but one needs to include some other functors in addition to the Kac-Moody ones (getting what we call a categorical Schur action). Also using these ideas combined with those explained in the previous paragraph one can fix the situation when the KZ functor is not 0-faithful. Here one needs to consider larger quotients, and the technical problem to solve is to show that the corresponding quotient categories are the same. Still, it seems that the general case of ℓ = 2 cannot be approached just by those techniques. This is where we need the third group of ideas: derived equivalences coming from Procesi bundles. Recall that we basically have an inclusion between the categories of standardly stratified objects. It turns out that there are derived equivalences between the Cherednik categories corresponding to different values of parameters. They were constructed in [GL] using Procesi bundles on symplectic resolutions of the corresponding quotient singularity. Using properties of Procesi bundles we will see that there is an equivalence from the Cherednik category with dominant parameters to a given one that maps projectives to standardly filtered objects (called pseudo-projective). The equivalence is nicely compatible with categorical actions and gives the identity map between K 0 's. Using that we will be able to describe pseudo-projective objects pretty explicitly. Using a partial information about (−1)-faithfulness in the ℓ = 2 case that we have we will see that all pseudo-projective objects actually lie in the truncated affine parabolic category. This (together with some standard techniques) will essentially complete the proof. Remark 1.1. We want to indicate the dependence of the present paper on a related work. We use an idea due to Rouquier, Shan, Varagnolo and Vasserot explained before. This idea was mentioned in Shan's talk in Luminy in July 2012 without explanations on how to make it to work, and the paper, [RSVV] , has just appeared. There is also a work of Webster, [W] , where he proves an equivalence between the Cherednik category and a certain diagrammatic category, where one can compute the multiplicities. In order to compute the multiplicities in the diagrammatic category, Webster also uses a derived equivalence relating given parameters with dominant ones. We have arrived at an idea to use such an equivalence independently and the idea is realized in very different ways for very different purposes (we do not need to compute the multiplicities in the affine parabolic category, which in our case are known, we need to check the faithfulness properties).
1.2. Structure of the paper. In Section 2 we describe the highest weight categories we consider: the categories O for cyclotomic Rational Cherednik algebra and affine parabolic categories O both in the undeformed and deformed settings. We also recall basic combinatorics of these categories. This section contains no new results.
In Section 3 we provide general results on faithfulness properties of quotient functors from highest weight categories. The section follows [R1] , its main result is new but is not really original.
Section 4 deals with categorical Kac-Moody actions on highest weight categories. It defines categorical type A Kac-Moody actions and recalls results from [Lo2] , [Lo3] . There are no new results there.
Section 5 is new. There we equip the truncated affine parabolic category O with a restricted type A categorical Kac-Moody action and so produce a functor to the cyclotomic Hecke category.
In Section 6 we study an interplay between the faithfulness properties of quotient morphisms and combinatorial properties of crystals. Namely, we state two combinatorial conditions that guarantee vanishing of Hom and Ext 1 from a suitable simple to a suitable tilting. We relate the faithfulness properties to those vanishing properties. Finally, we check that our combinatorial conditions hold in certain special cases.
In Section 7 we introduce the notion of a Schur category. An example is provided by the Cherednik category O for ℓ = 1. Then we show that any Schur category is equivalent to the direct sum of modules over the level 1 q-Schur algebras (for all parameters). Next, we define a Schur categorical action that happens to be a special case of a categorical Kac-Moody action of type A. Section 8 we define new quotient functors that are "larger" then the functors considered (our old functors factor through new ones). Then we show that the target categories for our new functors in the Cherednik and in the parabolic setting are equivalent.
In Section 9 we recall derived equivalences between Cherednik categories O and study their properties.
Finally, in the last section of this paper, we complete the proof of the main equivalence theorem.
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Categories of interest
2.1. Poset of multipartitions. Let ℓ be a positive integer. We consider the set P ℓ of ℓ-multipartitions, i.e., ℓ-tuples (λ (1) , . . . , λ (ℓ) ), where λ (i) is a partition. We write |λ| for the number partitioned by λ.
A partition can be thought as a Young diagram -a shape on the coordinate plane consisting of unit square boxes. The diagram corresponding to a partition µ, by definition, consists of squares whose top right corner has coordinates (y, x) with 0 y µ x . So a box in a multipartition λ is given by a triple (x, y, i), where i = 1, . . . , ℓ is the number of a multipartition, where the box occurs, and (x, y) are its coordinates: x is the row number, and y is the column number.
We are going to equip P ℓ with a partial order. This partial order will depend on an integer e > 1 and an ℓ-tuple of integers (a multi-charge) (s 1 , . . . , s ℓ ). To a box b = (x, y, i) we assign its shifted content cont(b) = y − x + s i .
We say that boxes b, b ′ are equivalent and write
is a non-negative integer. For two λ, µ ∈ P ℓ we write λ µ if |λ| = |µ| and we can number boxes b 1 , . . . , b n of λ and b
It is not difficult to see that λ µ, µ λ actually implies that λ = µ.
2.2. Cherednik category O. Let ℓ, n be positive integers. Consider the finite group G n := S n ⋉ (Z/ℓZ) n . Let V be its reflection representation (of dimension n for ℓ > 1 and of dimension n − 1 for ℓ = 1). Let κ be a complex number and s = (s 1 , . . . , s ℓ ) be a collection of complex numbers defined up to a common summand. The rational Cherednik algebra
where w x,y is an element of CG n depending linearly on x, y and (non-linearly) on the parameters κ, s 1 , . . . , s ℓ . The reader is referred to, say [VV] for the particular form of the relations. What is important for us is that there is a triangular decomposition H κ,s (n) = S(V ) ⊗ CG n ⊗ S(V * ). We will consider the category O κ,s (n) of H κ,s (n)-modules introduced in [GGOR] . By definition, it consists of all H κ,s (n)-modules that are finitely generated over S(V * ) and where the action of V ⊂ H κ,s (n) is locally nilpotent. This category has analogs of Verma modules: ∆(E) = H κ,s (n) ⊗ S(V )⋊Gn E, where E is an irreducible G n -module. There is a natural identification of the set of irreducible G n -modules with the set of ℓ-multipartitions of n. Our convention here is almost like in [GL] (with the index 0 replaced by ℓ). Consider the direct sum O κ,s := +∞ n=0 O κ,s (n). This is a highest weight category with poset P ℓ introduced in Subsection 2.1, the standard objects are ∆(λ). The claim that O κ,s is highest weight with respect to a finer (c-function) ordering was already in [GGOR] . The claim that the coarser ordering also works follows from [Gr] , see also the proof of [DG, Theorem 1.2] . For reader's convenience let us recall the definition of a highest weight category.
An artinian abelian category C equipped with a collection of objects ∆(λ) indexed with elements of a poset Λ is said to be highest weight if the following axioms hold. (HW1) Hom C (∆(λ), ∆(µ)) = 0 if λ < µ and End C (∆(λ)) = C. (HW2) For each λ ∈ Λ there is a projective object P (λ) equipped with a filtration P (λ) = F 0 ⊃ F 1 ⊃ F 2 . . . such that F 0 /F 1 = ∆(λ) and F i /F i+1 = ∆(λ i ) with λ i > λ for all i > 0. We will need a deformation of O κ,s . Let P be the space {(x 0 , x 1 , . . . , x ℓ )}/{(0, t, t . . . , t)}, the space of parameters for the Cherednik algebra. Let p ∈ P be the point with coordinates (κ, s 1 , . . . , s ℓ ) and consider the completion R := C[P]
∧p of C[P] at p. Then we can form the algebra H κ,s,R (n) that is the quotient of T (V ⊕ V * ) ⋊ G n ⊗ R by the relations corresponding to (x 0 , . . . , x ℓ ). We can still define the category O κ,s,R in the same way as above. This is an integral (over R) highest weight category in the sense of Rouquier, [R1, 4.1].
2.3. Poset of parabolic highest weights. We fix integers e > 1 and s := (s 1 , . . . , s ℓ ) with
Let Z s stand for the set of all m-tuples (a 1 , . . . , a m ) of integers such that a 1 > a 2 > . . . > a s 1 , a s 1 +1 > . . . > a s 1 +s 2 , . . . , a s 1 +...+s ℓ−1 +1 > . . . > a m . We are going to equip Z s with two poset structures, one refining the other.
Our coarser poset structure comes from the linkage ordering on a parabolic affine category O to be considered later. Set g := gl m . Then we can form the affine algebraĝ = g[t ±1 ] ⊕ Cc. Let h denote the Cartan subalgebra of g consisting of the diagonal matrices andĥ := h ⊕ Cc. Let ǫ 1 , . . . , ǫ m be a natural basis of h * corresponding to the matrix units. Further, let δ denote the indecomposable positive imaginary root.
Let Q denote the affine root lattice ofĝ. The Weyl group ofĝ, that is, the affine symmetric groupŜ m = S m ⋉ Q, where Q is the root lattice of g, acts naturally on Z m . In particularly, for a real root α
Further, we say that an element A = (a 1 , . . . , a m ) is s-regular if the numbers a 1 , . . . , a s 1 are pairwise different, the numbers a s 1 +1 , . . . , a s 1 +s 2 are pairwise different, etc. For an s-regular element A let A + denote a unique element of Z s that is obtained from A by applying a permutation from
) + for some real root β i and A i−1 − A i is a nonzero linear combination of positive affine roots with nonzero coefficients. Below we will need an easy lemma describing some properties of this ordering.
Lemma 2.1. Let A ∈ Z s and β be a positive real root, β = ǫ i − ǫ j + nδ, where n 0 if i < j and n > 0 if i > j. Suppose that (σ β A) + < A. Then a i − a j − ne > 0.
Proof. For A ′ ∈ Z let α A ′ be the element in the weight lattice of the extended affine algebra g =ĝ ⊕ C∂ corresponding to A. More precisely, we set
where ω 0 is the fundamental weight corresponding to the simple root α 0 = ǫ m − ǫ 0 + δ. We remark that α σ β A = σ β α A and that α (σ β A) + = wα σ β A , where w is some uniquely determined element in S s 1 × . . . × S s ℓ . The inequality (σ β A) + < A just means that A − wσ β A is a combination of simple roots with non-negative integral coefficients (one of the coefficients should be strictly positive). We have a i − a j − en = (α A , β).
The second summand is a combination of the simple roots of the Levi subalgebra gl s 1 × . . . × gl s ℓ . But β does not lie in the span of those (otherwise (σ β A) + = A). So if (σ β A) + < A, then the coefficient of β in the first summand is positive, i.e., a i − a j − en > 0.
We are going to refine the ordering above. For this we will describe elements of Z s in a different way -as virtual multipartitions.
We will represent an element A by the ℓ-tuples of diagrams of a certain form of that will be called virtual Young diagrams. Given a collection µ 1 . . . µ s i of integers consider the shapes consisting of all unit squares with coordinates (y, x) with y µ x . Such a shape will be called a virtual Young diagram. Unlike a usual Young diagram, a virtual one is infinite to the left but still the rightmost positions of a box in a row increase from top to bottom.
Consider the element A ∅ = (s 1 , . . . , 1, s 2 , . . . , 1, . . . , s ℓ , . . . , 1). We can view A − A ∅ as a collection of ℓ virtual Young diagrams -a virtual multi-partition. So Z s is in bijection with the set of all virtual multipartitions (µ (1) , . . . , µ (ℓ) ) such that µ (i) consists precisely of s i rows. Now we can introduce an ordering on Z s similarly to the ordering on P ℓ from the previous subsection. Namely, given virtual multipartitions λ, µ ∈ Z s we say that λ µ if we have orderings (b 1 , b 2 , . . .) and (b Lemma 2.2. The partial order refines ≤. That is, λ ≤ µ implies λ µ.
Proof. We only need to prove that if (σ β A) + < A, then, for the corresponding virtual multipartitions λ and µ, we have λ < µ. We can assign an ℓ-tuple of collections of boxes to any element of Z m similarly to what was done above. The element lies in Z s if and only if these shapes will satisfy the condition that the lengthes of the rows decrease from top to bottom. We also can define a relation on the set of these more general shapes but it will be a pre-order instead of a partial order.
We will first describe the shape corresponding to σ β A and then explain how to get a virtual multipartition corresponding to (σ β A) + from that. We will see that the shape λ ′ corresponding to σ β A is λ, while µ and λ ′ are equivalent with respect to the preorder .
is obtained from A by modifying two rows -those corresponding to the indices i, j. Namely, we modify the row corresponding to i by removing N := a i − a j − ne boxes from there (recall that, according to Lemma 2.1 a i − a j − ne > 0). And we modify the row corresponding to j by adding N boxes. Let us number the N added boxes, b b i for all i. Now let us explain how to transform λ ′ to µ. If in a virtual Young diagram ν we have ν i < ν i+1 then we take the last ν i+1 − ν i − 1 boxes in the i + 1th row and move them to the ith row. We remark that under this procedure each box remains in the same diagonal it has been. We apply this procedure as many times as possible. This is precisely the way to get µ from λ ′ (if the shape that we get at the end is not a virtual Young diagram, then one cannot transform σ β A into an element of Z s by applying a permutation from S s 1 × . . . × S s ℓ ). The transformation does not change the equivalence class of a shape with respect to the preorder . So we have proved that µ λ. The category O p −e together with objects ∆(A), A ∈ Z s , becomes a highest weight category if we weaken (HW2) and allow the projective objects to lie in the pro-completion of this category. For a highest weight order on Z s we can take the order < from Subsection 2.3, see [VV, 5.1, 5.2] .
We remark that if ∆(A), ∆(A ′ ) lie in the same block of O p −e , then the m-tuples of residues of (a 1 , . . . , a m ) and of (a ′ 1 , . . . , a ′ m ) modulo e differ by a permutation. Multiplicities (of the simples in the standards) for O p −e are known, they are given by some Kazhdan-Lusztig polynomials, see [VV, Proposition 5.8] .
Also we will need a deformation of O p −e . LetP denote the space {(x 0 , . . . ,
consisting of allĝ ⊗ R-modules M satisfying the following conditions: We can embed the set P ℓ (n) of all ℓ-multipartitions of n into Z s as follows. To a multipartition λ = (λ (1) , . . . , λ (ℓ) ) we assign a virtual multipartitionλ = (λ (1) , . . . ,λ (ℓ) ) in the following way: the columns ofλ (i) with positive numbers are the same as of λ (i) , while the columns with non-positive numbers consist of precisely s i elements. Since n < s i for all i = 1, . . . , ℓ, this map is well defined. Below we will always view P ℓ (n) as a subset of Z s in this way. Set P ℓ ( n) = m n P ℓ (m). By [VV, Proposition A6 .1], if λ ∈ P ℓ ( n) and µ ∈ Z s is less than λ (in the linkage order recalled in Subsection 2.3), then µ ∈ P ℓ ( n) too.
Consider the Serre subcategory O p −e ( n) of O p −e generated by ∆(λ), λ ∈ P ℓ ( n). From the result quoted in the end of the previous paragraph, it follows that O p −e ( n) is a highest weight subcategory of O p −e with standard objects ∆(λ), λ ∈ P ℓ ( n). We have a natural
−e is constructed via a similar truncation. It is not difficult to see that it is equivalent to the category of modules over an associative algebra that is free of finite rank over R. It is a highest weight category over R in the sense of Rouquier, [R1, 4.1] . Also we would like to point out that we can define the deformation of O p −e ( n) over a small analytic neighborhood of 0 inP, that will be a highest weight category over the corresponding algebra of analytic functions and will produce O p −e,R ( n) after the change of a base ring.
Conjecture 2.3 ([VV]). There is an equivalence
We will prove this conjecture when m ≫ 0 (we will explain how big m one has to take later). The multiplicities in O p −e (n) are known, see [VV] : under the usual identification of [O p −e (j)] with the degree j part of F s , the classes of simples are the elements of Uglov's dual canonical basis introduced in [U] . This gives multiplicities in O κ,s (n). As indicated in [VV] , these multiplicity formulas are exactly as predicted by a conjecture of Rouquier, [R1] .
Remark 2.4. The general case (m is not necessarily very large) should follow from the case of m ≫ 0 once one checks that an appropriate quotient functor for the category O p e,R ( n) is 0-faithful. Then one can prove the equivalence by using the fact that the multiplicities in O p e,R ( n) do not depend on m as long as n < m.
Faithfulness
Here we are going to provide a ramification of a technique used by Rouquier in [R1] to prove an analog of Conjecture 2.3 in the ℓ = 1 case. This technique requires to check that certain functors are faithful on standardly filtered objects.
3.1. Setting. Let R be an algebra of formal power series over a field, R = F[[V ]], p be the maximal ideal, and O R be a highest weight category over R with labeling set Λ. In particular, O R is the category of modules over a free finite rank algebra A R over R. We remark that all standardly filtered modules are free over R.
Choose some projective object, say P p , in the specialization O p and extend it to a projective P R in O R . Let C R be the quotient category associated to P R . On the level of A R -modules, the quotient functor is just the multiplication by an idempotent.
Pick a subset Λ 0 ⊂ Λ. We say that the quotient morphism π p is (−1)-Λ 0 -faithful if it is faithful on Λ 0 -standardly filtered objects, i.e., objects that admit a filtration with subsequent quotients ∆ p (λ), λ ∈ Λ 0 . When Λ = Λ 0 , this is equivalent to say that a simple not covered by P p cannot appear in the socle of a standard object. We say that π p is 0-Λ 0 -faithful if it is fully faithful on Λ 0 -standardly filtered objects. Finally, we say that π p is 1-faithful if it is 0-faithful and, in addition, Ext
′ . Of course, we can give completely analogous definitions for O R or for any specialization of O R .
We make one of the following assumptions on O R , where i = 0, 1:
(♥ i ) There y 1 , . . . , y k ∈ V * such that after localizing y = y 1 . . . y k the functor π R becomes an equivalence of semisimple categories. Further, for any point p of codimension 1, the functor π p is i − 1-faithful.
Of course, we can assume that y 1 , . . . , y k are pairwise non-proportional.
3.2. Main technical result. Then the following proposition is a ramification of Rouquier's results, [R1, 4.2] .
Proposition 3.1. Suppose that dim R > 1 and (♥ 0 ) holds. Then the following claims are true.
(1) The functor π is 0-faithful. (2) Suppose, in addition, that (♥ 1 ) holds and π p is (−1)-Λ 0 -faithful for all points p of codimension 2. Then π is 1-Λ 0 -faithful.
Lemma 3.2. Let R be a regular ring and t ∈ R be a prime element with nowhere vanishing differential such that R is complete in the t-adic topology. Suppose that π (t) is 0-faithful. Then π R is 1-faithful and π R/(t s ) is fully faithful on all objects that are obtained from standardly filtered objects in O R ′ reducing mod t s .
Proof. 
gives rise to the long exact sequence
We have an analogous sequence for π R ′ M, π R ′ M ′ and the morphism from the former sequence to the latter one. By the 5-lemma,
and the similar equality holds for π R ′ M, π R ′ M ′ , the last claim of the lemma follows.
Proof of Proposition 3.1. We will prove (2), the proof of (1) is similar.
Choose an element x ∈ R that vanishes on the intersection of any two hyperplanes of the form y i = 0 and also at all points p, where π p is not 0-faithful, and forms a regular sequence with y. Set 
The bottom horizontal map is injective. Indeed, it becomes injective after tensoring with Frac(R 0 ) because of the (−1)-faithfulness in codimension 2. Since M, M ′ are free over R, we see that M 0 , M ′ 0 are free over R 0 and so π R 0 (M), π R 0 (M ′ ) and Hom's between all these modules are free over R 0 as well. A homomorphism of free R 0 -modules that is injective after tensoring with Frac(R 0 ) is injective itself.
On the other hand, (♥ 1 ) and Lemma 3.2 imply that
) becomes an isomorphism after localizing in x. To see this, we notice that
It is enough to prove that the analog of (3.1) when R 1 is replaced by R/(y s j ). In that case the claim follows by applying Lemma 3.2 to the completion of R[x −1 ] at the ideal (y i ) (we remark that the assumptions of the lemma are satisfied thanks to (♥ 1 )). So (3.1) is indeed an isomorphism after localizing x. Now let us show that π R is 1-Λ 0 -faithful. We notice that M, M ′ are flat over R. Therefore
Since M 1 is annihilated by y s , we see that the last map is 0, so we get a natural identification
. So we get the following commutative diagram of exact sequences:
As we have seen, the top horizontal arrow is an isomorphism. So the natural homomorphism Ext
induces an isomorphism of the annihilators of y s . Also, since O R is semisimple after localizing y, the spaces Ext
are annihilated by some power of y. If in the previous argument we take s large enough, then we get an isomorphism Ext 3.4. Example: KZ functor. Let us provide an example of a quotient functor that will be of importance for us: the KZ functor introduced in [GGOR] .
First, we need to recall the definition of a cyclotomic Hecke algebra. Consider the affine Hecke algebra H af f q (j) that is generated by elements T 1 , . . . , T j−1 , X 1 subject to the relations
where, as before, q = exp(π √ −1/e). We will consider the cyclotomic quotient
∧p . Namely, we impose relations (
. . , ℓ (where we normalize x 1 , . . . , x ℓ by x 1 + . . . + x ℓ = 0) and leave all other relations unchanged. It is known that the localization Frac(R) ⊗ RH s q (j) is a split semisimple algebra over Frac (C[P] ∧p ), see [AK] . Then according to [GGOR] , there is a projective object P KZ in O κ,s (j) that defines the quotient functor KZ :
Let us describe the faithfulness properties of KZ established in [GGOR] . First of all, KZ is −1-faithful, this is clear from the construction. Also it is fully faithful on projectives. Finally, under certain conditions on p, the functor KZ is 0-faithful. Namely, this is equivalent to e > 2 and s i − s − j not divisible by e for any different i, j.
Categorical Kac-Moody actions
According to [R2] , one gets a functor from O R to j 0H s q (j) -mod if O R is equipped with an appropriate type A categorical Kac-Moody action. So in this section we recall the categorical Kac-Moody actions on O κ,s (and its deformation) and on O p −e (and its deformation). Further, we will recall some results of [Lo2] , [Lo3] on highest weight categorical sl 2 -actions. These results will be used in the next section to produce a "restricted" categorical KacMoody action on O p −e,R ( n). Also they will be used several times below, in particular, to relate the faithfulness properties of quotient functors to some purely combinatorial questions. 4.1. Definition and examples. First, let us recall the notion of a type A categorical action (=categorification), essentially due to Chuang and Rouquier, [CR] , see also [R2, 5.3.8] .
Let C be an artinian abelian C-linear category. Then by a type A categorification on C one means a pair of biadjoint functors E, F with fixed one-sided adjointness morphisms Id → EF, F E → Id and also functor morphisms X ∈ End(F ), T ∈ End(F 2 ) subject to the following condition: the assignment X i → 1
extends to an algebra homomorphismH q (n) → End(F n ) for any n. (here 1 F stands for the identity transformation of E and q is a non-zero element of C): Similarly, we can define a type A categorification on a R-linear category (q is now required to be an invertible element of R).
We proceed by recalling type A categorifications on the categories O κ,s,R and O p −e,R . A categorification on O κ,s,R was introduced by Shan, [S] (in the specialized setting, the deformed setting is completely analogous). The functors F, E on the direct summand O κ,s,R (n) are Bezrukavnikov-Etingof induction (from G n to G n+1 ) and restriction (from G n to G n−1 ) functors, [BE] . The transformations X and T are defined using the KZ functor from [GGOR] . The reader is referred to [S] for details. In particular, this description shows that the object F n ∆(∅) is projective and realizes the KZ functor
•) (the latter algebra is a cyclotomic Hecke algebra). Now let us explain how to equip O p −e,R with a type A categorification that essentially appeared in [VV] .
Namely, consider the Kazhdan-Lusztig category O g −e,R over R that is a special case of the category O p −e,R and the specialization O g −e ofÕ g −e,R at the maximal ideal (of course, the deformation with respect to
is a specialization ofM (L). Also recall the duality functor D, see e.g. [VV, 2.6 
R we can take their Kazhdan-Lusztig tensor product⊗. To define this tensor product we need to fix some points in P 1 but the result is independent of this choice up to an isomorphism. The bifunctor⊗ turnsÕ g −e,R into a braided monoidal category, whose unit object isM (C), where C is the trivial GL n -module.
Also for M ∈ O [VV, Corollary 7.3 ]. We will be interested in the case when N =M (C m ). We denote the functorM (C m )⊗• by F and the biadjoint functorM (C m * )⊗• by E. There are distinguished elements X ∈ End(F ) and T ∈ End(F 2 ). They are given by monodromy. Namely, recall that to define F we need to fix 3 points: say 0, z, ∞, where we put the modulesM ∈ O p −e,x ,M(C m ) and the resulting moduleM (C m )⊗ z M, respectively, where the subscript "z" indicates the dependence on z. Then we get a local system over C × with fiber M(C m )⊗ z M over z. The corresponding connection is the n = 1 special case of the KZ connection:
,where Ω is the tensor Casimir, Ω = n i,j=1 E ij ⊗ E ji , where E ij denote the matrix unit on the position (i, j). See, for example, [EFK, Lecture 3] . The monodromy of this local system around 0 gives us the transformation X we want. Similarly, to define T ∈ End(F 2 ), we need to choose two points z 1 , z 2 ∈ C × . The transformation T is defined similarly to X using the monodromy of z 2 around z 1 (in fact, we need to multiply this transformation T by q). It follows from the construction that X and T satisfy the braid relation. Also the Kazhdan-Lusztig theory implies that T satisfies the Hecke relation: (T + 1)(T − q 2 ) = 0, where q = exp(π √ −1/e). Also T 2 := T 1 F and T 1 := 1 F T satisfy the braid relation. The biadjoint functors E, F together with X ∈ End(F ), T ∈ End(F 2 ) define a type A categorification on O p −e,R . The same results hold true when the parameter is specialized to 0. In fact, they were proved in [VV] in that setting but a generalization to the deformed setting is straightforward.
We remark that on O κ,s , O p −e the type A action becomes a categoricalŝl e -action with categorification functors E i , F i , i ∈ Z/eZ, where the functor F i is defined as the generalized eigenfunctor of F with eigenvalue q i . Varagnolo and Vasserot proposed to consider the functor Hom(
opp (we will recall why below). But, a priori, it is not clear why this homomorphism is an isomorphism. Also it is unclear whether F n ∆(∅) is projective in the truncated category (definitely, it is not projective in the whole parabolic category O). We will check thatH s q (n) ∼ = End(F n ∆(∅)) and that F n ∆(∅) is projective in Section 5. Proofs of both claims, see Section 5, will be based on the categorical splitting for highest weight sl 2 -categorifications discovered in [Lo3] . 4.2. Hierarchy structure. In fact, the categorification functors E, F on O κ,s,R , O p −e,R are nicely compatible with standardly filtered objects. Moreover, the specialized categories are highest weight sl 2 -categorifications in the sense of [Lo3] for each pair of functors (E i , F i ). For the category O κ,s this was established in [Lo3] . We are going to see that this is also true for O p −e . The first ingredient for the structure of a highest weight categorical sl 2 -action is a certain structure on the poset of a highest weight category called a hierarchy structure. So we start by establishing such a structure on Z s . Fix a residue i mod e. We start by equipping the poset Z s of O p −e with a hierarchy structure, see [Lo3, Section 3] .
The first ingredient of a hierarchy structure as defined in [Lo3, Subsection 3 .1] is a family structure that is a partition of a poset Λ := Z s into families Λ a for a in some indexing set A together with bijections σ a : {+, −} na → Λ a . Here the inverse σ −1 a has to be increasing, where we equip the set {+, −} na with a poset structure by setting (t 1 , . . . , t na ) (t
By definition, two virtual multipartitions λ, µ lie in the same family if they can be obtained from a single virtual multipartition ν by adding i-boxes. For λ ∈ Λ a define a tuple σ a is increasing with respect to the order on Λ a and on {+, −} na . Let us define now the second component of a hierarchy structure -a splitting structure. Namely, to a family Λ a we need to assign a splitting Λ = Λ [Lo3, 3.1] . These axioms are the following.
Let us now describe the four subsets Λ 
on the choice of λ ∈ Λ a . We remark that for λ ∈ Λ a the number |λ| b takes one of the two consecutive values, say s, s + 1. Let b be the box just below b (existing if x = 1).
Let Λ a > consist of all multipartitions µ such that one of the following conditions hold (i) There is a box
− consist of all multipartitions µ such that |µ| b = s or s + 1, and |µ| (S4) hold is completely parallel to that given in [Lo3] . We remark however, that our definition of the subsets is different from [Lo3] .
The structure that we need to add to family and splitting structures to get a hierarchy structure is a family of subset A ′ ⊂ A together with posets Λ(A ′ ) possessing both family and splitting structures. The following axioms should hold.
(
obtained from (A, Λ(A)) by doing several steps as in the previous sentence. (H2) Any descending chain of embedded subsets in H terminates.
Highest weight categorical actions. Now let us see that O
p −e is a highest weight categorification in the sense of [Lo3] .
Choose A ∈ Z s and represent A as an m-tuple of integers. According to [VV, Lemma A2 .10], the object F ∆ R (A) has a filtration whose successive subquotients are ∆ R (A i ), with A i := A+ǫ i , where i is any index with A i ∈ Z s . From the description of X given in Subsection 4.1 it follows that X preserves the filtration (this follows from the ordering considerations) and acts on the subquotient ∆ R (A i ) by exp(2π √ −1(a i + x i )(x 0 − 1/e)). On the level of virtual multipartitions the standard quotients of F i ∆(λ) correspond to all multipartitions obtained from λ by adding an i-box.
Together with the considerations of Subsection 4.2, this means that the functors F i , E i define a highest weight categorical sl 2 -action (with respect to the hierarchy structure defined in Subsection 4.2) on the category O p −e (modulo the difference that the projectives lie not in the category but rather in its pro-completion, but this difference actually does not matter). By definition, a highest weight categorification is a highest weight category C with a highest weight poset Λ equipped with a hierarchy structure, and with an sl 2 -categorification, where the highest weight and the categorification structures are related via the following two axioms, see [Lo3, 4.1]: (i) F i ∆(λ) admits a filtration whose successive quotients are ∆(λ 1 ), . . . , ∆(λ k ), where the elements λ 1 , . . . , λ k are determined as follows. Set t = σ −1 a (λ) and let j 1 > j 2 > . . . > j k be all indexes such that t j i = +. Then λ i := σ a (t i ), where t i is obtained from t by replacing the j i -th element with a −.
(ii) E i ∆(λ) admits a filtration whose successive quotients are ∆(λ 1 ), . . . , ∆(λ l ), where the elementsλ 1 , . . . ,λ l are determined as follows. Set t = σ −1 a (λ) and let j 1 < j 2 < . . . < j l be all indexes such that t j i = −. Thenλ i := σ a (t i ), wheret i is obtained from t by replacing the j i -th element with a −.
Recall that we work over C, which is an uncountable field, so we do not need to impose any other assumptions, see [Lo3, 4 .1].
4.4. Crystals. In this subsection we will define certainŝl e -crystal structures: two, "dual" to each other, on P ℓ and one on Z s . Then we recall the results of [Lo2] on the crystals of highest weight sl 2 -categorifications.
Recall that an sl 2 -crystal on a set Λ is a 5-tuple of mapsẽ,f : Λ → Λ ⊔ {0} and h + , h − : Λ → Z 0 , wt : Λ → Z with the following properties:
We remark that the functions h ± , wt are uniquely recovered fromẽ,f and so below we do not mention them as a part of a crystal structure.
By anŝl e -crystal on Λ we will simply mean a collection (
i=0 of maps Λ → Λ ⊔ {0} such thatẽ i ,f i form an sl 2 -crystal. Since we are just going to deal with three particular crystal structures we do not care about compatibility relations between the sl 2 -crystals for different i. We will often write h i,− , h i,+ for the functions h − , h + defined for the residue i.
On the set P ℓ we will have two structures ofŝl e -crystals. The first one, (ẽ i ,f i ) e−1 i=0 will be called the usual one, this is the structure provided by Uglov's dual canonical basis on the representation of U q (ŝl e ) in the higher level Fock space corresponding to the multi-charge s. This basis was defined in [U] . We will also consider a dual structure (ẽ * i ,f * i ). To definẽ e i ,f i ,ẽ * i ,f * i on λ ∈ P i we will need to recall the notion of the i-signature of λ that will be an ordered collection of +'s and −'s.
For a residue i modulo e we say that a box b is an i-box if cont(b) − i is divisible by e. A box b lying in λ is removable if λ \ b is still a multipartition. Similarly, a box b lying outside λ is addable for λ if λ⊔b is still a multipartition. To get the i-signature of λ we list addable and removable i-boxes in λ in the increasing order with respect to
. The i-signature t = (t 1 , . . . , t k ) is obtained from this list by replacing an addable box with a + and a removable box with a −.
We are going to introduce two reduction procedures for i-signatures. Consider the sets I ± of indexes j such that t j = ±. On each step we are going to remove a consecutive pair −+, i.e., to remove j ∈ I + , j ′ ∈ I − if j ′ < j and no elements between j and j ′ remain. We stop when no removal is possible. The terminal pair (I + , I − ) (that is easily seen to be independent of the order of removals) is called the reduced i-signature of t (or of λ). It clearly has a property that all elements of I + are less than all elements of I − . We will write (I + (t), I − (t)) for the reduced signature of t.
For the future use let us remark that we can partition elements of {1, . . . , k} \ I + (t) \ I − (t) into pairs (we will call them marked pairs). For any marked pair j < j ′ we have t j = −, t j ′ = +. Namely, we pair elements j, j ′ removed on each step. This partition also does not depend on the order of removals. For instance, in the example from the previous paragraph we pair 4 and 5. And if t = (− + − − ++) we pair 1 to 2, 4 to 5, 3 to 6.
To define the dual crystal structure we use a similar procedure. The difference here remove consecutive pairs +−, i.e., to remove j ∈ I + , j ′ ∈ I − if j ′ > j and there are no elements between j and j ′ left. In this way we will get the dual reduced signature (I * + (t), I * − (t)), it has a property that the elements of I * + (t) are bigger than the elements of I * − (t). For example, for t = (+++−++−−−) we have I + (t) = {1, 2, 3, 6}, I − (t) = {7, 8, 9}, I *
are defined as follows. The mapf i adds an i-box in the position corresponding to the largest element of I + (t) if the latter is non-empty, or sends λ to 0 else. Similarly,ẽ i removes the box corresponding to the minimal element of I − (t) or sends λ to 0 if the latter set is empty. The corresponding maps h + , h − are defined by h + (λ) = |I + (t)|, h − (λ) = |I − (t)|. Next, the mapf * i adds an i-box in the position corresponding to the minimal element of I * + (t). The mapẽ * i removes the box in the position corresponding to the maximal element of I * − (t). In fact, the dual and the usual crystal structures are related via a duality. Namely, consider the multicharge
, where the superscript t means the usual transposition of Young diagrams. We have
† is an order reversing bijection. Also we remark that the i-signature of λ is obtained from the −i-signature of λ † by reversing the order of elements. It follows
We say that λ is singular ifẽ i λ = 0 for all i and cosingular ifẽ * i λ = 0 for all i. We would like to remark that the weight functions wt are the same for the usual and the dual crystal structure. We say that two multipartitions λ, µ lie in the same block if |λ| = |µ|, and the e-tuples of their weight functions coincide (the e-tuple is referred to as the weight of a multipartitions). Equivalently, λ and µ lie in the same block if the number of i-boxes in λ equals the number of i-boxes in µ for any residue i.
Finally, let us define anŝl e -crystal structure on Z s . This is done absolutely analogously to the usual crystal structure above but we deal with virtual multi-partitions rather than with ordinary ones. Now let us proceed to crystals of highest weight sl 2 -categorifications.
In [Lo2] we have determined crystal structures for highest weight sl 2 -categorifications. Let us recall the general construction of the crystal of an sl 2 -categorification, essentially due to Chuang and Rouquier. The crystal structure is on the set of isomorphisms classes of simple objects. For a simple L the object EL has simple head (the maximal semisimple quotient) and socle (the maximal semisimple subobject) and they are isomorphic. The same is true for F L. By definition,ẽL (resp.,f L) is the socle of EL, resp., F L, if that object is nonzero or zero else. Of course, for a highest weight sl 2 -categorification the set of iso-classes of simples is naturally identified with the highest weight poset Λ.
Also we have a crystal structure on {+, −} n defined using the "usual" cancelation rule for +'s and −'s, see above. The main result of [Lo2] is that, for a highest weight sl 2 -categorification C with poset Λ, each family Λ a is a subcrystal (which is easy), and each map σ a is an isomorphism of crystals (which is harder).
A corollary of the previous paragraph is that the crystal of theŝl e -categorification on O κ,s is the same as the usual crystal described above in this subsection. The crystal structure on O p −e is obtained in a similar way, if we replace the usual multipartitions with virtual ones.
We will need an alternative characterization of the simples lying in certain crystal components.
Lemma 4.1. Let C = N j=0 C(j) be a restricted highest weightŝl e -categorification of the Fock space F s . Let P (r) ℓ denote the union of crystal components containing a multi-partition of r. Pick λ ∈ P ℓ . Then λ ∈ P (r) ℓ if and only if E |λ|−r L(λ) = 0.
we notice that P ℓ is the crystal of the Fock space. Let F ′ s be the gradedŝl e -stable complement to the sum of the irreducibles in F s spanned by vectors of degree r. Of course,
s is the K 0 -space for the kernel of the quotient morphism defined by the sum of the projectives of the form F k P (λ), where λ is singular in P ℓ ( r). Hence our claim.
4.5.
More structural results about highest weight sl 2 -categorifications. Let C be a highest weight sl 2 -categorification with respect to a hierarchy structure on a poset Λ as defined in [Lo3] . Let E, F denote the categorification functors. In the example above,
The splitting structure that is a part of a hierarchy structure has a categorical counterpart defined and studied in [Lo3, Section 5] . Namely, pick an index a and consider the splitting
. This is a highest weight subcategory with respect to the standards ∆(λ), λ ∈ Λ ′ . For two such subsets Λ ′ ⊂ Λ ′′ we can form the quotient category C(Λ ′′ )/C(Λ ′ ) that is also a highest weight category, the standards are the images of ∆(λ), Lo3, 5.3] we have equipped the highest weight category C a − := C(Λ ′′ )/C(Λ ′ ) with a highest weight sl 2 -categorification structure (with respect to the hierarchy structure on Λ a − ). Namely, the functor E preserves both C(Λ ′ ), C(Λ ′′ ) and so induces an exact functor E − on C a − . It turns out that there is a biadjoint functor F − to E − that provides a categorification structure.
Using a categorical splitting construction in [Lo3, 5.4] we have established a certain increasing filtration on C with filtration subcategories of the form C(Λ ′ ). Subsequent quotients of this filtration are so called basic categorifications. These are simplest possible highest weight sl 2 -categorifications. A highest weight poset of a basic categorification is {+, −} n and the order defined as above. There is only one family and the map σ is the identity. Also there is only one possible splitting structure and only one possible hierarchy structure on {+, −} n . We will need more structural results about highest weight sl 2 -categorifications. First, we need some information about Ext's between simples and costandards.
Lemma 4.2. Let C be a highest weight sl 2 -categorification and Λ a be a family. For t, s ∈ {+, −} na we have Ext 1 (L(σ a (t)), ∇(σ a (s))) = 0 if and only if s is obtained from t by switching the elements in a marked pair.
Proof. Replacing C with C opp , we can deal with Ext 1 (∆(σ a (s)), L(σ a (t))). The non-vanishing of the latter just means that P (σ a (t)) appears in the degree 1 part of a minimal projective resolution of ∆(σ a (s)). Now our claim follows from [Lo3, Proposition 6.6 ].
Finally, we will need some information on the structure of ET (λ) and F T (λ) obtained in [Lo3, Proposition 7 .1]. Namely, letẽ * λ,f * λ denote the images of λ under the dual crystal operators, by definition,ẽ
, whereẽ * is defined by using the "dual" cancelation rules from Subsection 4.4, andf * λ is defined in a similar fashion. The following is a direct corollary of [Lo3, Proposition 7 .1].
Lemma 4.3. T (ẽ * λ) is a direct summand of ET (λ) and T (f * λ) is a direct sum of F T (λ).
5. Truncated parabolic categorification
Also recall that the functor E i sends ∆(λ), λ ∈ Z s to a filtered object, whose successive filtration quotients are standards labeled by virtual multipartitions obtained from λ by removing an i-box.
Below we always assume that n < s i for all i. Let λ be a genuine multipartition. Then removing an i-box with i = 0 from λ we still get a genuine multipartition. So
However, E 0 does not. Indeed, the set of removable boxes of the virtual multipartitionλ corresponding to λ consists of the removable boxes of λ together with the ℓ boxes (0, s i , i), i = 1, . . . , ℓ. All these ℓ boxes are 0-boxes. These are the smallest ℓ removable boxes in the virtual multipartition. The functor E 0 can remove one of these ℓ boxes and so ℓ standard subquotients in a filtration of E 0 ∆(λ) do not belong to O p −e ( n). Let Λ 1 be the set of all actual partitions λ = (λ (1) , . . . , λ (ℓ) ) such that λ (i) has strictly less than s i rows. The boxes (0, s i , i), i = 1, . . . , ℓ are still the smallest removable 0-boxes of the corresponding multipartitionλ. We claim that Λ 1 is one of the posets of the form Λ(A ′ ) appearing in the hierarchy (with the ℓ-boxes frozen). Namely, it is obtained by doing the ℓ iterations of the transformation Λ → Λ a − , where each time a is the index for a family containingλ (this will freeze precisely the ℓ boxes (0, s i , i)).
Let C 1 be the highest weight subquotient category of C corresponding to Λ 1 so that O p e ( n) embeds into C 1 as a highest weight subcategory. Now the categorical splitting construction recalled in Subsection 4.5 (applied ℓ times) equips C 1 with a structure of a highest weight categorification with respect to the induced hierarchy structure on Λ 1 . Let us remark that O p −e ( n) embeds into C 1 as a highest weight subcategory. In particular, we get a truncated functor E 0 on O p −e ( n) that now preserves the subcategory. So now we have functors
p −e (j + 2) (for j < n − 1) that satisfy the Hecke relations. So the structure on O p −e ( n) that we get is almost that of anŝl e -categorification with the difference that a genuine categorification would categorify the whole Fock space, while O p −e ( n) categorifies just the sum of graded components with degrees from 0 to n. We will call such a structure a restricted categorification.
We remark that all results mentioned in Subsection 4.5 hold for O p −e ( n) in the following sense. First, one can still define the (restricted) crystal for O p −e ( n) as before. The crystal coincides with the restriction of the crystal for P ℓ . The reason is that for i = 0 the operators e i ,f i are induced from O p −e , while for i = 0 they are induced from C 1 . Also let Λ a be an i-family contained in P ℓ (n). Thanks to the embeddings O p e ( n) ֒→ O p −e , C 1 , Lemmas 4.2 and 4.3 still hold.
We remark that both O κ,s and O p −e ( n) categorify the sameŝl e -module, the level ℓ Fock space F s (the latter only a part of it) as a based space and both are highest weight categories with order being the order on the multi-partitions described above. Below we call such categories highest weight categorifications of F s .
5.2. Object F n ∆(∅). In this subsection we are going to investigate the structure of the object F n ∆(∅). First of all, let us observe that the transformations X, T of F, F 2 that are a part of the categorification structure on O p −e give rise to a homomorphismH
opp . The main result is the following proposition.
Proposition 5.1. Assume as before that n < s i for all i = 1, . . . , ℓ. Then the following claims hold:
We remark that a different proof of (2) The claim that F j ∆(∅) is projective follows from the observation that ∆(∅) and that F admits a biadjoint functor, the functor E 0 ⊕ E 1 ⊕ . . . ⊕ E e−1 from the previous subsection.
So it remains to show that H 
. But, thanks to [R2, 5.3.7,5.3.8] , the homomorphism H
Let us specify the indecomposable summands of
. The same description is true for O κ,s .
Proposition 5.2. For λ ∈ P ℓ (j), an indecomposable projective P (λ) appears in 
Faithfulness via combinatorics
Fix n > 0. We are working with a restricted highest weightŝl e -categorification C( N) := N j=0 C(j), where N ≫ n (we will specify the choice of N below). We assume that C( N) has the same combinatorics as O κ,s or O p −e ( N): in particular that the poset of C( N) is P ℓ ( N) and that C( N) categorifies F s e ( N). Our goal in this section is to show that certain combinatorial condition guarantees (-1)-faithfulness of appropriate quotient functors. We then check that the condition holds in the special cases we need.
6.1. Combinatorial conditions. Fix an element w in the affine symmetric groupŜ e together with its reduced decomposition w = σ i k σ i k−1 . . . σ i 1 . For example, we will often consider cycles w = σ j ′ σ j ′ +1 . . . σ j−1 σ j .
For λ with h i,− (λ) = 0 we define σ i λ :=f
λ. Otherwise we say that σ i λ is undefined. So we can define an element wλ (a priori, depending on the reduced decomposition of w) or say that this element is undefined. Recall that any two reduced decompositions are obtained from one another by applying braid moves, i.e., replacing a fragment σ i σ i+1 σ i with σ i+1 σ i σ i+1 , i ∈ Z/pZ, and vice versa. From here it is not difficult to see that wλ depends only on w and not on the reduced expression. If λ is singular, then, as we will check rigorously below, wλ is always defined.
Similarly, if µ is cosingular, we can define the element w * µ by using the dual crystal operatorsf * . We remark that if λ and µ are in the same block, then so are wλ, w * µ. Let us state a condition on pairs (λ, µ), where λ is singular and µ is consingular.
(C λ,µ ) There is w ∈Ŝ e such that wλ w * µ.
We will also need a stronger condition. For this we have to consider certain companion multi-partitions together with wλ.
Let, as before, w = σ i k . . . σ i 1 . First, let us define the companion elements of λ. For each residue i consider the i-signature t of λ. Recall that we have partitioned elements of {1, . . . , k} \ I + (t) (we remark that I − (t) = ∅ because λ is singular) into pairs. By an i-companion of λ we mean any non-singular multipartitionλ obtained from λ by moving a certain single box. Namely, there has to be a marked pair p = {j < j ′ } in {1, . . . , k} such thatλ = λ ⊔ b ′ \ b, where b, b ′ are the i-boxes corresponding to j and j ′ respectively. We will sometimes write λ[p] for the multipartition produced from λ and the marked pair p. In particular, any i-companion of λ is less than λ. By a companion of λ we mean a multipartition that is an i-companion of λ for some residue i. Now suppose thatν 1 , . . . ,ν m are the companions of ν := σ iq . . . σ i 1 λ and let i := i q+1 . The companions of σ i ν are determined as follows. If h i,− (ν j ) = 0 andν j cannot be obtained from ν by moving only i-boxes, then σ iν j is a companion of σ i ν. Also the multipartitions obtained by the following recipe are companions of σ i ν. Let j < j ′ be a marked pair in the i-signature t of σ i ν. Then we can form a multipartition (σ i ν) [p] relative to the pair p similarly to the previous paragraph. By definition, all multipartitions that are obtained in this way and are not of the form σ iq . . . σ i 1 λ ′ for a singular λ ′ are also companions of σ i ν and all companions of σ i ν are obtained in one of these two ways.
It is unclear to us whether the companions of wλ are independent of the choice of a reduced expression for w -their construction obviously does not. In any case, here is a stronger condition (again on a pair (λ, µ), where λ is singular and µ is cosingular).
( S λ,µ ) There is w ∈Ŝ e and a reduced expression w = σ i k σ i k−1 . . . σ i 1 with the following two properties.
-Let ν be a companion of wλ constructed from the reduced expression above. Then ν w * µ. -Let λ 0 be a singular multipartition in the same block as λ and µ. Then wλ 0 w * µ.
6.2. Simple reflections and Ext's. First of all, let us check that for a singular λ the element wλ is well-defined.
Lemma 6.1. Let λ ∈ P ℓ be singular. Let w ∈Ŝ e and let w = σ i k . . . σ i 2 σ i 1 be its reduced expression. The following proposition is the main result of this subsection.
Proposition 6.2. Suppose λ, µ ∈ P ℓ lie in the same block andẽ i λ =ẽ * i µ = 0. Suppose further that P ℓ ( N) contains the whole i-families of λ, µ. Then we have dim Ext
The inclusion in the opposite direction is proved analogously.
6.3. (-1)-Faithfulness from condition C. The main goal of this subsection is to prove the following proposition that concerns socles of standard modules. We will also specify the choice of N one needs to make.
We will need an auxiliary lemma. Let C be an sl 2 -categorification with functors E, F . 
. They are isomorphisms when evaluated on simples. It follows that E (d) , F (d) define mutually dual equivalences.
For (E, F ) = (F i , E i ), we denote the equivalences from the previous lemma corresponding to i ∈ Z/eZ by Θ i (they are obtained from derived equivalences introduced by Chuang and Rouquier, [CR] ).
Let Λ 0 ⊂ Λ = P ℓ ( n) be a subset closed with respect to removing boxes.
Proposition 6.4. Suppose that C λ,µ holds for any singular λ ∈ Λ 0 and any cosingular µ ∈ Λ 0 . Consider the quotient functor π corresponding to the connected component P 0 ℓ ( n). Then this functor is (−1)-Λ 0 -faithful.
Proof. We need to prove that the natural homomorphism Hom(M, M ′ ) → Hom(πM, πM ′ ) is injective for any Λ 0 -standardly filtered objects in C( N). Equivalently, we need to show that the image ϕ(M) of any homomorphism ϕ : M → M ′ does not vanish under π. It is clear that it is enough to prove the last property when both M, M ′ are standard, say M = ∆(λ), M ′ = ∆(µ), where λ, µ ∈ Λ 0 . We also may assume that we have chosen n to be minimal such that the property holds.
Let us remark that the subcategory C( n) Λ 0 of all Λ 0 -standardly filtered objects is closed with respect to the functors E i . The functor π intertwines the functors E i , so if the image of ϕ vanishes under π, then so does the image of E i ϕ : E i ∆(λ) → E i ∆(µ) for any i. Due to minimality of n we may assume that E i im ϕ = 0 for all i. As a corollary, λ is singular. Now let us show that if Ext i (L(λ), T (µ)) = 0 with singular λ, then µ is cosingular. Assume that there is i such that
Pick w as (C λµ ). Let w = σ i 1 . . . σ i k be a reduced expression for w.
In Lemma 6.1 we have seen that if L is a singular simple, then
p denotes an indecomposable tilting). So if im ϕ is nonzero, we see that Hom(Θ w im ϕ, T (w * µ)) = 0. However, this is impossible because L(wλ) is not a composition factor of T (w * µ) as wλ ≺ w * µ. Now let us explain the choice of N. There are finitely many pairs (λ, µ). So the number of boxes in wλ can add to is bounded, say by N (depending on n). This is the number we take.
6.4. 0-faithfulness from C. First, we will need to understand a representation theoretic meaning of companion elements. Let λ ∈ P ℓ (n) be a singular element. We again choose N ≫ n.
Pick a Weyl group element w with reduced decomposition σ i 1 . . . σ i k . For an element τ of the form wλ letL(λ) denote the maximal quotient of ∆(λ) whose composition factors are of the form wλ ′ , with some singular λ ′ , such that for all j the following two conditions are satisfied:
Fix a residue i and an i-family Λ a ⊂ P ℓ ( N) containing τ = wλ with l(σ i w) > l(w). Then υ := σ i wλ =f
We assume that the i-families containing the elements τ 1 , . . . , τ k are in P ℓ ( N). Also let υ 1 , . . . , υ l be all elements obtained from υ like in the definition of a companion element given in Subsection 6.1. Recall that we consider s := σ Proposition 6.5. If L(ν) lies in the head of ker[∆(υ) →L(υ)], then ν is one of the elements
Lemma 6.6. Let ν ∈ P ℓ (N) be such thatf i ν = 0 and L(ν) lies in the head of
Then ν belongs to the same i-family as σ i τ and is obtained from σ i τ by switching − and + in a marked pair.
Proof. It follows that L(f i ν) lies in the head of F i ∆(σ i τ ). But all labels of the simples in that head belong to the same family as σ i τ . Thereforef i ν and hence ν belong to the same family as σ i τ . The claim about the form of ν follows from the description of the head of
Proof of Proposition 6.5. First, we consider the case when ν ∈ Λ a . We claim that ν = σ i τ j for some j. By Lemma 6.6,f i ν = 0 and so σ i ν makes sense. Next, σ i ν τ because of the family filtration. Fix an epimorphism ker[∆(
Let N σ i τ denote the quotient of ∆(µ) by the kernel of that epimorphism. Clearly,
Thanks to Lemma 6.3, the module N τ has simple head, L(τ ), L(σ i ν) in the socle, while all other constituents are of the form L(wλ ′ ). Consider the Serre subcategory generated by L(ζ) with ζ τ . Then ∆(τ ) is a projective in this subcategory, and N τ is an object there. So the projection ∆(τ ) → L(τ ) factors through ∆(τ ) → N τ . Since N τ has simple head, we see that ∆(τ ) ։ N τ . From the choice of ν and the construction ofL(τ ), we see that L(σ i ν) projects trivially toL(τ ) and so lies in the head of ker[∆(τ ) →L(τ )]. We conclude that σ i ν = τ j for some j and hence ν = σ i ν. Now consider the case when ν ∈ Λ a . In the subquotient category corresponding to Λ a , the simple L(ν) lies in the head of ∆(σ i τ ) → L(σ i τ ). Applying Lemma 4.2, we see that ν is one of the elements υ 1 , . . . , υ l .
Now we can explain a representation theoretic meaning of companion elements.
Corollary 6.7. Let λ be a singular element in P ℓ (n) and w ∈Ŝ e . Fix a reduced expression w = σ i k . . . σ i 1 . Suppose that P ℓ ( N) contains the whole i j -family of σ i j−1 . . . σ i 1 λ ′ , for any singular λ ′ with |λ ′ | = |λ| and any j. Further, let ν ∈ P ℓ (n) be such that L(ν) lies in the head of ker[∆(wλ) →L(wλ)]. Then ν is a companion element of wλ (associated to the fixed reduced expression of w).
Proof. The proof is by induction on l(w). The induction step is provided by Proposition 6.5. The base of induction is w = 1. HereL(λ) is just the maximal quotient of ∆(λ) annihilated by all E i . The straightforward analog of Lemma 6.6 (for E i instead of F i ) shows that ν is obtained from λ by switching a box in a marked pair and so is a companion of λ.
Let us proceed to an application to 0-faithfulness. Proposition 6.8. Suppose that C λ,µ holds. Then Ext 1 (L(λ), T (µ)) = 0.
Proof. Let w ∈Ŝ ℓ be such that C λ,µ works for w. Setλ = wλ,μ = wµ. As we have seen above, Ext
is not a constituent of T (μ). It follows that Hom(K, T (μ)) = 0. Also Ext 1 (∆(λ), T (μ)) = 0 by the defining property of a tilting object. From the exact sequence
we deduce that Ext 1 (L(λ), T (μ)) = 0. LetL 0 be the kernel ofL(λ) ։ L(λ). The simple constituents ofL 0 are of the form w ij λ ′ , where λ ′ is singular. So, by the second condition in ( C λ,µ ), Hom(L 0 , T (μ)) = 0. It follows that Ext 1 (L(λ), T (μ)) = 0.
Corollary 6.9. Let π be a quotient functor from C( n) defined by the projectives P (ν) for all ν from the union P (r) ℓ for r 0. If C λ,µ holds for all λ ∈ P (r) ℓ ( n) and all µ, then the functor π is 0-faithful.
Proof. We already know, see the proof of Proposition 6.4, that Ext i (L(λ ′ ), T (µ ′ )) = 0 for i = 0, 1 and all singular λ ′ under consideration. In the general case we argue by induction on |λ
is equivalent to E |λ ′ |−r L(λ ′ ) = 0 by Lemma 4.1. It follows that all constituents of K also lie outside P ′ ℓ , so, by the inductive assumption, we see that Hom(K, T (µ ′ )) = 0 and hence
is again the sum of indecomposable titlings and we are done by the inductive assumption.
6.5. Checking combinatorial conditions: level 1. We start by analyzing level 1 case. Here we are going to check (C λ,µ ), ( C λ,µ ) for all singular λ and cosingular µ.
Singular diagrams are λ = (λ 1 , . . . , λ d ) such that each λ j is divisible by e. Cosingular diagrams are transpose to singular ones. In other words, µ is cosingular if the multiplicity of each part in µ is divisible by e.
We will work with the cycle w = C j,n = σ j−n+1 . . . σ j−1 σ j . We will explicitly compute wλ, w * µ and also the companion elements of wλ. A crucial observation for our computation (which is no longer true for ℓ > 1) is that all crystal components of P are isomorphic to the component of ∅ via a very easy isomorphism. Namely, for a singular partition λ = (λ 1 , . . . , λ d ) let P λ denote its connected component in the crystal. The following is well-known.
Lemma 6.10. The map
As a corollary of this lemma, we get the formulas for C j,n λ and C * j,n µ. We assume that s 1 = 0 and so the residue of the box (1, 1) is 0. Also we assume that j = 0. We introduce partitions ν n : by definition, ν n = (n, n − (e − 1), n − 2(e − 1), . . .) t . For two partitions λ 1 , λ 2 we write λ 1 + λ 2 for their componentwise sum,
, . . .). Corollary 6.11. We have C 0,n λ = λ + ν n and C * 0,n µ = (µ t + ν t n ) t .
Proof. The proof for the usual crystal structure boils down to the case λ = ∅, thanks to Lemma 6.10. The proof that C 0,n ∅ = ν n is by induction on n, for the induction step we need to notice that each time we apply σ j , there are no removable j-boxes. As for the dual crystal structure we notice that C * 0,n µ = (C For large n (namely, for n λ t 1 ) the diagram C 0,n λ has exactly n rows. However, C * 0,n µ has µ t 1 + n rows. It follows that C * 0,n µ ≺ C 0,n λ, which shows that (C λ,µ ). Now we claim that C λ,µ holds for all λ, µ with |λ| = |µ| > r, where r = 0 if e > 2 and r = 2 if e = 2. For this we need to analyze the structure of the companion elements. This basically occupies the remainder of this subsection.
The proof of the following lemma is straightforward.
Lemma 6.12. Let i be a residue mod e and n > 0. Then the marked pairs of i-boxes in C 0,n λ are precisely the following: the removable i-box originally contained in λ lying in the row with number > n and the addable box lying in the next row.
In particular, the lemma shows that for a large enough n there are no marked pairs in λ. Actually all boxes with given residue will be either addable (if the residue is n) or removable (if the residue is n − 1). For large n, the number of boxes in the first row of C * 0,n µ equals ⌈n/(e − 1)⌉. We also see that we add a box to the first row of any companion of λ whenever possible. The number of boxes in the first row of a companion of λ is always ⌈n/(e − 1)⌉. The equality can only occur if λ 1 = e and the companion is C 0,n (e − 1, 1). For e > 2, we assume from the beginning that |λ| > 2. In the other cases, µ is already smaller than the companion of λ.
6.6. Checking combinatorial conditions: level 2. Now consider the case when ℓ = 2. Here we will consider the case when λ, µ ∈ Λ 0 = {ν|ν (1) = ∅}. The case of Λ 0 = {ν|ν (2) = ∅} is absolutely similar.
Let us describe the singular elements of Λ 0 . If λ (2) is singular, i.e. divisible by e, then (∅, λ (2) ) is singular as well. Now suppose that λ (2) is not singular. Then the reduced signatures of λ 1 for all residues but s 1 − s 2 consist only of +'s. The reduced signature of λ (2) for the residue s 1 − s 2 has one −. The corresponding box, say b λ = (x λ , y λ ) satisfies s 2 + y λ − x λ s 1 (the box b λ has to be larger than the only addable box in λ (1) ). Let us remark that λ (2) j is divisible by e for any j > x λ . The structure of cosingular elements µ ∈ Λ 0 is very similar: either µ (2)t is divisible by e, or the reduced signatures of µ (2) for the residues different from s 1 − s 2 contains no −, while the reduced signature for s 1 − s 2 contains a single −, and the corresponding box, b µ = (x µ , y µ ), satisfies s 2 + y µ − x µ < s 1 . Also let us remark that µ (2)t j is divisible by e for j > y µ . We will consider the case when λ (2) is not singular, and µ (2) is not cosingular. The other cases are similar and easier. We remark that y λ − x λ > y µ − x µ . Recall the involution * described in Subsection 4.4: it will replace the pair (∅, λ), (∅, µ) with the pair (µ t , ∅), (λ t , ∅) (and also replace the multi-charge (s 1 , s 2 ) with (−s 2 , −s 1 )). In particular, without loss of generality we may assume that x µ > x λ .
Let a be the shifted content of the topmost addable box in µ (2) so that this box lies in the row number s 2 + 1 − a. We are going to take w := C a,b+1 , where b is the difference between a and the shifted content of the topmost addable box in λ (2) (if b < 0, then we already have µ ≺ λ). It is easy to see that (w * µ) (2) will contain the box with shifted content a − b in the first column, We claim that all boxes in wλ comparable to that box are bigger. Indeed, this holds for the first diagram of wλ because the smallest shifted content is, at least, s 1 − b and s 1 > s 2 + y µ − x µ > a. Let us consider the second diagram in wλ. Recall that λ (2) j is divisible by e for j > x λ . Similarly to the previous subsection, the smallest number k such that the topmost addable box in λ
(2) appears in (C a,k+1 λ) (1) is the row number of the topmost addable box minus x λ + 1, i.e., k = s 2 − a + b − x λ . So k x µ + b − x λ > b. So the shifted contents of the boxes in (wλ) (2) are bigger than a − b. We see that wλ ≺ w * µ and so (C λ,µ ) is checked.
Categorical Schur actions
In fact, on the categories of interest, we will need to consider some other functors in addition to the Kac-Moody categorification functors E, F . On the parabolic affine category O we will consider tensor products with standard modulesM(V ), where V is a polynomial representation of gl m . On the Cherednik category, we will have functors of the form Ind
We can say that these functors come from module structures over the category of modules over Schur algebras or the category O over the Cherednik algebra of type A. The latter categories are known to be equivalent when e > 2. We will introduce a general concept of Schur category and show that any such category is equivalent to the sum of the categories of modules over Schur algebras therefore proving the aforementioned equivalence without any restriction on e. Then we will introduce the notion of a Schur categorical action and see that those involve no additional structure but just some condition on a categorical Kac-Moody action. Finally, we will state an equivalence theorem for Schur categorifications of higher level Fock spaces that will imply Conjecture 2.3 (at least in the m ≫ 0 case). 7.1. Schur categories. For ℓ = 1, the parabolic affine category O (the Kazhdan-Lusztig category) is equivalent to the category of modules over Lusztig's form of the quantum group for gl m . So the truncation O g −e (n) is the category of modules over the q-Schur algebra S q (m, n) for m n, all such categories are naturally identified. In particular, O g −e ( n) can be embedded into a genuineŝl e -categorification, to be denoted by O S . The category O S (n) can also be described in a different way: as the category of right modules over the endomorphism algebra of a certain object H q (n) -mod, where H q (n) denotes the Hecke algebra of type A. Namely, the object we need is the sum of all indecomposables H q (n)-modules that are induced from the trivial module over the product H q (λ) := H q (λ 1 ) ⊠ H q (λ 2 ) ⊠ . . . ⊠ H q (λ k ) for all partitions λ of n, we denote such modules by Ind
Then we can describe the image of P (λ) under π S : it is the only indecomposable direct summand P λ of Ind H λ (triv) that does not appear in Ind H µ (triv) for µ < λ in the dominance ordering. We remark that, by the construction, the functor π S is fully faithful on projectives. Our setting is as follows. We work with an arbitrary highest weightŝl e -categorification O that categories the level 1 Fock space F (in such a way that [∆(λ)] is the standard basis vector |λ ; the highest weight poset is P 1 ). In particular, O S , O κ are of this sort. So we have the quotient functor π : O → H q -mod := n 0 H q (n) -mod.
Lemma 7.1. Let O -proj 0 denote the full subcategory of O consisting of all direct summands of the objects of the form F k ∆(∅). The following claims hold: (1) Any standardly filtered object in O is included into an object from O -proj 0 . (2) If P ∈ O -proj, then one can choose an embedding in (1) so that the cokernel is standardly filtered. In particular, there is an exact sequence 0 → P → P 1 → P 2 . (3) The functor π is fully faithful on projectives.
Proof. We know, Proposition 6.4 and Subsection 6.5, that the socles of all standard objects in O are covered by the projectives from O -proj 0 . So we can repeat the proof of [LW, Lemma 5.3 ] to prove (1) and (2). Now (3) is a standard corollary of (2), compare with [LW] .
Remark 7.2. For the future use we remark that embeddings and exact sequences in (1) and (2) are functorial. This follows from the proof of [LW, Lemma 5.3 ].
We will need some other endofunctors on O. Namely, we have induction Ind
These are exact biadjoint functors. We require our category O to be equipped with biadjoint endofunctors Ind
. We impose the conditions that
Also we require that on the level of the Grothendieck groups, the functor Ind O n ′ ,n ′′ equals to the induction Ind S n ′ ,n ′′ : S n ′ -mod ×S n ′′ -mod → S n ′ +n ′′ -mod (under the identification that sends [∆(λ)] to the irreducible module corresponding to λ). We impose an analogous condition on Res O n ′ ,n ′′ . A category O equipped with the structures described above will be called a Schur category. The category O κ is equipped with such functors: these are the Bezrukavnikov-Etingof induction and restriction functors associated to the parabolic subgroup S n ′ × S n ′′ ⊂ S n ′ +n ′′ . The conditions (7.1,7.2) for these functors were checked in [S, Section 2] . The behavior on the Grothendieck groups is described in [BE] .
Finally, we assume that
In O κ this holds because of the duality constructed in [GGOR, 4.2] .
Let us present a related construction that works for all ℓ and preserves the parameters. Namely, we have an automorphism φ of W given on generators by φ(s) = s for s ∈ S n , φ(γ (m) ) = γ −1 (m) for γ ∈ Z/ℓZ, m = 1, . . . , n, where γ (m) means γ in the mth copy Z/ℓZ in G n . We also can consider the map ϕ : C n → C n * given by x m → y m (where y 1 , . . . , y n is the tautological basis of C n and x 1 , . . . , x n is the dual basis). This map is, of course, not W -equivariant, rather ϕ(wx) = φ(w)ϕ(x). Also we can consider the dual map ϕ * : C n * → C n . Now we see that there is a unique antiautomorphism τ : H c → H c given on the generators by τ (x) = ϕ(x), x ∈ C n , τ (y) = ϕ * (y), τ (w) = φ(w) −1 . Using this anti-automorphism we can define the duality M → M ∨ : O κ → O κ similarly to [GGOR] . It preserves the simples and sends ∆(λ) to ∇(λ).
It turns out that all Schur categories are the same.
Since π is fully faithful on projectives (Lemma 7.1), to establish an equivalence O ∼ = O S we only need to show that π(P (λ)) ∼ = P λ for all λ ∈ P 1 . Then arguing as in [S, 2.3,2.4] we can see that the equivalence is that ofŝl e -categorifications and also intertwines the induction functors Ind n n ′ ,n ′′ (for O S this functor comes from the tensor product of modules over the quantum group).
We also remark that one can define Schur categories in the deformed setting. The equivalence of Proposition 7.3 still holds.
7.2. Images of projectives. We write ∆ k for the standard object in O corresponding to the partition (k). First, let us describe π(∆ k ).
Proof. The proof is by induction. First, we claim that
. This, and the inductive assumption, easily imply our claim.
We remark that each ∆ k is projective. Indeed (k) is a maximal element in the poset. For a partition µ = (µ 1 , . . . , µ k ) we write Ind µ for the induction functor
that is obtained by applying the functors Ind n ′ ,n ′′ , (7.1) and the claim that π is fully faithful on projectives implies that Ind •,• is associative, compare with [S] , so Ind µ is well-defined. We define Res µ in a similar way. The functors Ind µ and Res µ are biadjoint.
We
Since the functors Res µ , Ind µ are biadjoint, and ∆ µ 1 ⊠ . . . ⊠ ∆ µ k is projective, we see that ∆ µ is projective.
Lemma 7.5. µ is the minimal (with respect to the dominance ordering) partition among all λ such that P (λ) is a direct summand of ∆ µ .
Proof. On the level of Grothendieck groups, ∆ µ coincides with Ind
So each ∆(λ) enters ∆ µ with multiplicity 0 or 1 and the multiplicity is 1 if and only if λ can be obtained as follows: we first put a row with µ 1 boxes, then put µ 2 boxes in such a way that not any two of them lie in the same column, etc. The minimal partition obtained in this way is µ. In particular, we have an epimorphism ∆ µ ։ ∆(µ). It follows that P (µ) is a direct summand of ∆ µ . The minimality is now clear.
We conclude that π(P (µ)) = P µ for all µ. This completes the proof of Proposition 7.3. 7.3. Ramifications and remarks. The same techniques work for highest weightŝl p -categorifications of the level 1 Fock space in characteristic p: there is a unique such categorification if we, in addition, equip it with the functors Ind n ′ ,n ′′ , Res n ′ ,n ′′ subject to the conditions of Subsection 7.1.
Also we would like to remark that the equivalence O 1 ∼ = O 2 allows to extend all results of Shan and Vasserot, [SV] , to the case e = 2. We consider an R-linear abelian category C R = +∞ n=0 C R (n) with enough projectives and all Hom's of finite rank over R. An additional structure on C R is a right bi-exact R-bilinear functor⊗ : O A,R ⊠ C R → C R . We require this functor to have the following properties. (Sch1) The functor⊗ is monoidal and preserves the degrees, i.e., maps O A,R (n 1 ) ⊠ C R (n 2 ) to C R (n 1 + n 2 ). 
The notion of a morphism of Schur categorifications is introduced in an obvious way.
Here is a somewhat degenerate example. Consider the cyclotomic Hecke algebraH The following lemma shows that being a Schur categorical action is a condition on a Kac-Moody categorical action rather than a new structure. We are going to produce two examples of Schur categorifications of the Fock space: a genuine one and a "restricted one".
First, consider the category
For the functor⊗ we can take the Bezrukavnikov-Etingof induction functor. The claim that this functor has required properties follows from [S] (properties (Sch1),(Sch3),(FSch2)) and [Lo1] (property (FSch1)). Now let us proceed to the "restricted" example. Fix N and m ≫ N and consider the subcategory
The functor⊗ is the Kazhdan-Lusztig product. When we say "restricted" we mean that required axioms only hold when they make sensei.e., when the total degree does not exceed N (compare with a discussion in Subsection 5.1). The axioms (Sch1),(Sch2),(FSch1) were checked, for example, in [VV] , while (Sch3),(FSch2) follow from Subsection 5.1.
Lemma 7.7. On the level of K 0 , the functor⊗ :
Proof. We localize to the generic point of R and use (Sch3).
Below we will also have some auxiliary examples of Schur categorifications.
Remark 7.8. We remark that the categories O 1 R , O 2 R (we are going to ignore the restriction on the degree in the latter, as this is not going to be essential) can be defined when R is the algebra of analytic functions on a sufficiently small neighborhood of p in P ′ . Also it is not difficult to see that both categories are equivalent to categories of finitely generated representations of associative algebras that are free and of finite rank over R.
There are other examples of categorical Schur actions on Fock spaces. For instance, there are diagrammatic categories of Webster, [W] , that happen to be equivalent to the Cherednik categories. For these values we need to take some intermediate quotient. This will be a quotient functor associated to the projectives P (λ) with λ ∈ P 1 ℓ , where the latter is the union of crystal components that depends on the choice of e, s 1 , . . . , s ℓ .
First, assume that e > 2. In this case, we will define P 1 ℓ as the union of all crystal components in P ℓ that intersect P ℓ (1). The singular vertices of the crystal in P ℓ (1) are as follows. Take a residue α modulo ℓ. Consider the ordered set I α = {i 1 < . . . < i k } such that, for each j, s i j ≡ α and either
Then the singular vertices in P 1 ℓ are precisely the union of the multipartitions with a single box in λ (i) for i in some I ′ α . The other single box multipartitions lie in P 0 ℓ . Now let us consider the case e = 2. Here for P 1 ℓ we will take the union of all connected components of the crystal that intersect P 1 ℓ and of an additional component of a certain multipartition ν of 2. Namely, let ν be an ℓ-multipartition of 2 with the following properties:
(1) ν is not a column of length 2.
(2) ν is minimal satisfying (1). This multipartition ν is constructed as follows. Take the leftmost minimal s a . One of the boxes of ν will be the (1, 1)-box in the ath diagram. If there is b < a with s b = s a + 1, then the other box of ν will be the (1, 1) box in the bth diagram (provided b is minimal such). Otherwise the other box of ν will be the (1, 2)-box in the ath diagram. It is straightforward to check that this multi-partition is singular.
Reductions. To establish an equivalence of categories
R is fully faithful on projectives. We remark that π 2 R is fully faithful on projectives because the KZ functor π 2 R is. We claim that (1) and (2) will follow if we check the following claims (a similar strategy was used in [LW] ):
Here we write P i (λ) for the specialization of P i R (λ). More precisely we claim that (a1) and (b1) imply (1), while (a2) and (b2) imply (2). To check (a1) and (a2) is easy, this will be done in the next subsection. (b1) and (b2) are more difficult, they will require constructing P 1 R (ν) and P 2 R (ν) explicitly. Let us show that (a1) and (b1) imply (1). First, let us show that the sets {π j P j (λ), λ ∈ P 1 ℓ } coincide. Indeed, both sets consist just of the indecomposable summands of the modules of the form F n πP j (λ 0 ) with |λ 0 | 1 or λ 0 = ν (the latter applies only to the case e = 2). And those do not depend on j. So we get an equivalence C 1 ∼ = C 2 and this equivalence intertwines the categoricalŝl e -actions (because it intertwines the functors F on C j − proj). To check that this isomorphism preserves the labels of simples one notices that the crystals are the same on the level on labels (this follows from the observation that they are the same even for O j , j = 1, 2, there the coincidence of crystals follows from the main result of [Lo2] ). Also the singular labels agree by (a1). It follows that the isomorphism preserves the labels.
The deformed modules π
follows from a general fact. Let A R be an R-algebra that is free of finite rank as a module over R and let M R be a finitely generated A R -module that is also free over R.
R are decompositions into indecomposables that coincide after specializing to C, then the natural map M i R →M i R is an isomorphism of A R -modules. This completes the proof that (a1) and (b1) imply (1). Now let us show that (a2) and (b2) actually imply (2). First of all, we claim that (a2) implies
, |λ| = |µ| = 1. This is because the natural homomorphism from the left hand side to the right hand side is an isomorphism after specialization and so, since the right hand side is R-flat, is an isomorphism. Similarly, (b2) implies End O 1
As we have noted earlier, for
where
Using the biadjointness of E and F , we can reduce the the proof of (8.1) to showing that
), when one of λ, µ is singular. Using the biadjointness again, we reduce to the case when both λ, µ are singular. But as we have seen in the beginning of the paragraph, in this case the required equality follows from (a2) and (b2).
8.3. Degree 1. Here we are going to prove (a1) and (a2).
Let us first deal with |λ| = 1 case. The corresponding block in O i consists of some number, say d, of standard objects that are linearly ordered, let λ 1 < . . . < λ d be their labels. We take the quotient given by Hom from the projective cover of the smallest standard. The block is a block in a basic sl 2 -categorification, see [Lo3] , of length d. It follows from the main result of [LW] that the block in O i is equivalent to the block in the BGG category O for gl d with singularity of type S d−1 . So the quotient morphisms are fully faithful on projectives.
Now we are already in position to prove (a2), just comparing the dimensions of both sides (for λ = λ k , µ = λ l both equal min(l, k)). To prove (a1) we need to deal with the deformed categories. To do this we point out that we have an exact sequence 0
is the free module of rank 1, where H af f q (1) acts with an eigenvalue say Q j , where
To prove (a2),(b2) we will construct the projectives P j R (ν) explicitly. More precisely, we will construct certain objects, to be denoted by Q j R (ν), j = 1, 2, and will see that they coincide with P j R (ν). Let Q j R (ν) be the component of ∆ A,R (2)⊗δ j R (∅) lying in the block with two different residues.
Lemma 8.1. The object Q j R (ν) is indecomposable and admits a filtration with quotients of the form ∆ j R (λ), where λ is a two-box multipartition with boxes of different residues that is not a column, each occurring with multiplicity 1.
Proof. The claim about a filtration follows from Lemma 7.7. It is sufficient to prove the claim that the object is indecomposable after the specialization. By Lemma 7.6, π 2 (Q j (ν)) is the similar projection to the block of the induced module for Hecke algebras, i.e., is the generalized eigenspace with eigenvalue −1 for X 1 X 2 in H s q (2)(T + 1). It is enough to show that the Hecke module is indecomposable.
The module is cyclic over C[X 1 , X 2 ]. The so if it is decomposable, then it splits as N 1 ⊕N −1 , where N a stands for the generalized subspace of X 1 with eigenvalue a, where both N 1 , N −1 are indecomposable. According to [Lu, Proposition 3 .6], we have
On the other hand, s(p) acts on N 1 as an invertible transformation. We conclude that T + 2 1−X 1 X −1 2 acts on N 1 by 0. On the other hand, as a C[X 1 , X 2 ]-module, N 1 is generated by a single element, the projection of T + 1 ∈ H s q (2)(T + 1). This projection is annihilated by T + 1. It follows that the element
acts on the generator by 0. From here we conclude that X 1 + X 2 acts trivially on the generator of N 1 and hence on the whole module N 1 . The same holds for N −1 . We conclude that N 1 ⊕ N −1 is a cyclic C[X 1 ]-module. Since this module is annihilated by a polynomial of degree ℓ, its dimension does not exceed ℓ. On the other hand, the image of every standard ∆ 2 (λ) in a composition series of Q 2 (ν) under π 2 is nonzero. It follows that the dimension of π 2 (Q 2 (ν)) = N 1 ⊕ N −1 is not less than the number of standards in a filtration of Q 2 (ν). As we have seen, this number is ℓ 1 ℓ −1 + ℓ, where ℓ a stands for the number of indexes i with s i = a with a = ±1. So dim π 2 (Q 2 (ν)) can be equal to ℓ only if either ℓ 1 or ℓ −1 is 0. But in this case either N 1 or N −1 is zero and so their sum is indecomposable.
is projective because in the Cherednik case the Shcur categorical action comes from the Bezrukavnikov-Etingof induction functor. The latter admits a biadjoint functor, the restriction, and hence maps projectives to projectives. Since ∆ A,R (2) is projective, we see that Q 2 R (ν) is projective. But it is indecomposable and surjects onto ∆ 2 R (ν) by the construction of ν, hence the required equality. There is still a homomorphism
We are going to check this for the truncated affine parabolic category
is projective as well: the projections of ∆ A (2)⊗∆ 1 (∅) to the other two blocks are easily seen to coincide with F
1 ∆ 1 (∅). The multiplicities in O 1 are known, see Subsection 2.5. Using this (and some boring computations), one can check that the classes of Q 1 (ν) and P 1 (ν) coincide. To avoid boring computations one can use the following argument, parts of which will also be used below.
Consider the module R 1 R (ν), the projection of ∆ A,R (1 2 )⊗∆ 1 R (∅) to the same block as before. We remark that ∆
R . For this, it is enough to check that it lies in O 1 R and is tilting in the whole affine parabolic category O p −e,R , not in the truncation (indeed, the truncation is a highest weight subcategory). By [VV] , this module is standardly filtered. It is self-dual with respect to the duality • ∨ interchanging standards and costandards preserving the labels (this is because the KazhdanLusztig tensor product respects the dualities • ∨ ) and so is tilting. Its standard composition factors are labeled by all two box multipartitions that are not rows. Also π
) is the cokernel of T + 1 in H q (2). Lemma 7.6 implies that π 1 (R 1 (ν)) coincides with the cokernel of T + 1 in H s q (2) and so also with π
, where ν * is the maximal multipartition appearing among labels of the standard subquotients in a filtration of R 1 (ν) by standards. Explicitly, ν * can be described as follows. Recall the combinatorial duality from Subsection 4.4. Let ν ′ be constructed as ν but for the dual multi-charge s † . Then we set ν 
is flat and P 1 (ν) admits a unique deformation) it remains to check that the head of Q 1 (ν) is simple, this is equivalent to the surjectivity of the homomorphism P 1 (ν) ։ Q 1 (ν).
8.5. Simplicity of head of Q 1 (ν). Here we are going to prove that the head of Q 1 (ν) is simple (and so coincides with L 1 (ν)). We are going to assume that there i, j such that s i , s j have different parity, when all components of the multi-charge are of the same parity, the argument is similar and easier, we are not going to elaborate on that case.
Proof. Recall the object R 1 (ν) introduced in the end of the previous subsection. We have an exact sequence
that lead to the exact sequence
The head of (
We will see below that (C λµ ), ( C λ,µ ) hold for λ =ν, µ = ν * . So we get ν =ν.
Lemma 8.4. Conditions (C λµ ), ( C λ,µ ) hold for µ = ν * and singular λ different from ν that is not a column.
Proof. Let c be the minimal shifted content of a removable box in λ. We first notice all c − n + 1-boxes in C c,n λ, C * c,n µ are removable and all c − n-boxes are addable for n 1. This is easily proved by induction. Using this one can compute C c,n λ, C * c,n µ explicitly and see that C c,n λ ≺ C * c,n µ, this also holds for λ = ν. Now let us check ( C λµ ). Consider two cases. First, assume that (i) either λ consists of two boxes located in different partitions (ii) or λ is a row such that (1) the only removable box is less than at least one addable box in λ (2) and the c + 1-box in λ is not the minimal one (among boxes with coordinates (1, 1, i)). If there is a companion of λ obtained by moving a c + 1-box, then λ coincides with ν. Indeed, such a companion cannot be singular by the definition of a companion element. So either its c-box or its c + 1-box is minimal possible among all addable/removable boxes of λ. We see that λ consists of two boxes in different partitions and coincides with ν.
So if ( C λµ ) fails for the element C c,n , then there is a companion λ ′ of s c λ that appears after applying s c by moving a c-box. The element s c λ ′ is either not defined or is not singular. The first option corresponds tof c λ ′ = 0 and the second means thatẽ c+1 s c λ ′ = 0. Assume thatf c λ ′ = 0. The c-signature of λ ′ is + − − . . . − therefore the signature of s c λ is − + − . . . − and the signature of λ is − + + . . . +. (1) above does not hold and so λ is not a row. But then the removable c + 1-box is forced to have a smaller shifted content than the removable c-box, a contradiction with the choice of c. Now suppose thatf c λ ′ = 0 andẽ c+1 s c λ ′ = 0, in particular s c λ ′ is well-defined. The multipartition s c λ ′ still contains the same c + 1-box that was contained in λ and this box is smaller than all addable c + 1-boxes in λ ′ . Since λ = ν and λ is singular, this forces λ to be a single row. But this contradicts (2). So under the assumptions (i),(ii) on λ, ( C λµ ) holds. Now suppose that λ is a single row, say in partition number i, and either the removable box (1, 2, i) is the largest addable/removable box with residue c or the box (1, 1, i) is the smallest of the boxes (1, 1, j) with residue c + 1. In this case we are going to apply C c+1,n . The only way how ( C λµ ) may fail is as follows: there is a companion λ ′ of λ obtained by moving the c-box such that C c+1,n λ ′ is defined and C c+1,n λ ′ C * c+1,n ν * . The condition that C c+1,n λ ′ is defined means thatẽ c+1 λ = 0 and henceẽ c λ = 0. From here one deduces that λ equals ν. Now we want to understand the structure of the objects E 0 Q 1 (ν), E 1 Q 1 (ν). We will do the first one, the other is analogous. Without loss of generality we will assume that s a is even. The object E 0 Q 1 (ν) has a nilpotent endomorphism, denoted by X, that equals X 2 − 1.
Lemma 8.5. Let λ 1 < . . . < λ ℓ −1 be all single box multipartitions with residue 1. Then
Proof. The module E 0 Q 1 (ν) is standardly filtered, its standard composition factors are ∆ 1 (λ), where λ is a single box with residue 1, each standard occurs with multiplicity ℓ 1 + 1. We can compute π
Here the generator of H s q (1) acts by X 1 and the endomorphism X by X 2 − 1. We see that
The first module is an injective-projective and so is a direct sum of several copies of P 1 (λ 1 ). The second module is tilting and its standard subquotients are the same as of E 0 Q 1 (ν) (with the same multiplicities). The tiltings in O 1 (1) can be fully described, see, for example, [Lo3] : T (λ j ) has composition series with standard subquotients ∆ 1 (λ 1 ), . . . , ∆ 1 (λ j ), each with multiplicity 1. It follows that E 0 R 1 (ν) is the sum of several copies of T 1 (λ k ) = P 1 (λ 1 ) and so is projective.
. By what we have already proved, the quotient morphism π 1 is fully faithful on the projectives in O 1 (1). Since
It remains to apply the previous lemma.
With our conventions on the parity of s a , we see thatf 1f0 ∅ < ν (the former is the column concentrated in the ath diagram) and so ∆ 1 (f 1f0 ∅) is not a composition factor of Q 1 (ν). Therefore L 1 (f 1f0 ∅) cannot be in the head of Q 1 (ν). The only question that remains is whether L 1 (ν) withν =f 0f1 ∅ can lie in the head of Q 1 (ν). The multipartitionν looks as follows. If there is b < a with s b = s a + 1 (and ν consists of two boxes lying in the ath and the bth partitions), thenν is the row concentrated in the ath diagram. Otherwise,
where b is such that s b is minimal and smaller than all other indexes with this property (in this case ν is a single row).
Proof. Consider the family filtration corresponding to residue 1 on P ℓ . Then ν,ν andf 1f0 ∅ belong to the same family. Moreover, this family is a minimal one (because the box with residue 0 in the elements of this family is the smallest one). In a filtration of Q 1 (ν) with standard subquotients, ∆ 1 (ν) is the top term (=a quotient) and ∆ 1 (ν) is the next one. Let ν 1 denote the multipartition with a single box that is contained in the ath diagram. Consider Hom(Q 1 (ν), F 1 ∆(ν 1 )). This is a module over C [X] , where X is the distinguished nilpotent endomorphism of F 1 ∆(ν 1 ). Also we know that Hom(Q 1 (ν), F 1 ∆(ν 1 )) = Hom(E 1 Q 1 (ν), ∆(ν 1 )). By Lemma 8.5, the right hand side is Hom(
The nilpotency degree of X on M (resp., on M 0 ) is ℓ −1 + 1 (resp., ℓ −1 ). It follows that there is a homomorphism ϕ : Q 1 (ν) → M, whose image is not contained in M 0 . The head of M is simple (and equals L 1 (ν)) because this object has the form
, where we freeze the 1-box above the only box in ν 1 . It follows that ϕ is surjective. Since the extension of ∆ 1 (ν) and L 1 (ν) in M is non-trivial, it is also non-trivial in Q 1 (ν).
The proof that the head of Q 1 (ν) is simple is complete.
8.6. Completion of the proof. Now we can complete the proofs of (a2) and (b2). We assume that O 1 R is Schur categorification of F s such that (♠) holds. Let us start with (a2). We have already noticed that π j (Q j (ν)) both coincide with the direct summand of H s q (2)(T +1), where X 1 X 2 acts with generalized eigenvalue −1. Similarly, one sees that π j R (Q j R (ν)), j = 1, 2, is a direct summand inH s q (2)(T + 1), same for both j. This proves (a2).
To prove (a2), thanks to the double centralizer property for π 2 , it is enough to show that dim End(Q 1 (ν)) = dim End(Q 2 (ν)). By the BGG reciprocity, dim End(P j (ν)) equals
The latter is the number of multipartitions of 2 that are not column and does not depend on j.
8.7. 0-faithfulness of π 2 . Here we give a direct proof that π 2 is 0-faithful, that has nothing to do with our combinatorial conjecture. The proof is not essentially new, it is similar to that in [GGOR] for the usual KZ functor.
Recall that to any module in O 2 (n) we can assign its support that is a closed subvariety of C n .
Lemma 8.8. The set P 1 (n) consists precisely of λ with codim C n Supp L(λ) 1.
Proof. The codimension is invariant on the crystal components, this follows from [Lo2, 5.5] . So it is enough to assume that λ is singular. Recall that the support is described by 2 integers, see, for example, [SV] : a pair (k, j) corresponds to the support {(x 1 , . . . , x n )}, where we have k zeroes and j e-tuples of pairwise equal numbers. The codimension equals k + (e − 1)j. The partition λ is singular if and only if k + ej = n. So the codimension does not exceed 1 if and only if e = 2, k = 0, j = 1 or k 1, j = 0. The second possibility holds precisely for singular λ with |λ| 1. It remains to show that the first possibility holds precisely for ν. For singular λ with |λ| = 2 the condition that j = 1 is equivalent to Res
L(λ) = 0. So this condition holds for λ = ν, by construction. By [SV] , if λ is singular,
A (2)). But as we have seen, the projective Ind
A (2) is indecomposable and equals to P 2 (ν). This finishes the proof.
Using this let us prove that π 2 is 0-faithful. This is equivalent to Ext i (L 2 (λ), ∆ 2 (µ)) = 0 for i = 0, 1, λ ∈ P 1 ℓ , µ ∈ P ℓ . The case of i = 0 is classical (it holds for all λ ∈ P 0 ℓ ). Now let M be a non-trivial extension of L(λ) by ∆(µ). Let (C n ) reg,1 be the open subspace in C n obtained by removing all stratas (by the stabilizer in G n ) of codimension > 1. Then we can restrict M to (C n ) reg,1 , the restricted sheaf M| (C n ) reg,1 is a module over the restriction of H c . The global sections Γ(M| (C n ) reg,1 ) again form an H c -module. But since ∆ 2 (µ) is a free coherent sheaf on C n and L is supported outside of (
8.8. Another proof of equivalence for ℓ = 1. Let R be the completion of C[κ] at κ = −1/e and let O R be a highest weight category over R equipped with a type A action (genuine or restricted) such that the specialization O is the highest weight categorification of the level 1 Fock space. We are going to prove that O is uniquely determined by these conditions. First of all, if e > 2, then we are done by the Rouquier theory: we have the quotient functor O ։ H q -mod and it is 0-faithful by the above results. When e = 2 we need a modification. Namely, consider the quotient functor π associated with all projectives P (λ) such that the crystal component of λ contains an empty partition or (2). By the above, the corresponding quotient functor is 0-faithful. So we only need to prove that the corresponding extended quotient category is the same as for the Cherednik category O. In this case, this is straightforward.
9. Derived equivalences for Cherednik categories 9.1. Setting. Let X θ be the resolution of singularities of C 2n /Γ n obtained as a Nakajima quiver variety with stability condition θ, details of the construction are recalled, for example, in [Lo4] . We note that X θ has a natural symplectic form and also a natural action of the two-dimensional torus (C × ) 2 . The torus rescales the form, and inside (C × ) 2 we have the 1-dimensional torus {(t, t −1 ), t ∈ C × } preserving the form, its action is Hamiltonian. 
We will be interested in some properties of this equivalence. Most importantly, we will see that if θ 1 ≫ θ 2 ≫ . . . ≫ θ ℓ , r ≫ 0 and s 1 ≫ s 2 ≫ . . . ≫ s ℓ (the differences s i − s i+1 has to be large comparing to rn), then this equivalence sends standard objects to objects. Also we will see that the equivalence is compatible with Bezrukavnikov-Etingof induction and restriction functors and is the identity on the Grothendieck groups.
For this we will need to recall the construction of ι θ p,p ′ . We have a deformation quantization
-algebras that are flat, complete and separated. The algebra Γ(X θ , D p ) of global sections is the -adic completion of eH p e, where H p is the Rees algebra for the filtered algebra H p (the filtration is inherited from a natural filtration on T (h ⊕ h * )) and e is the averaging idempotent in CΓ n . There is a way to set = 1 in D p . The resulting sheaf D p is a microlocal sheaf of filtered algebras whose associated graded is O X θ and Γ(D p ) = eH p e.
Further, we have a so called Procesi bundle P. This is a (C × ) 2 -equivariant vector bundle on X θ subject to the following properties:
The existence of such a bundle was established by Bezrukavnikov and Kaledin, [BK] , and all such bundles were classified in [Lo4] . We will pick a unique Procesi bundle P such that the corresponding map ν P , see [Lo4, 2.3] , is a standard one (see e.g. (2.3) in loc. cit.). The construction in [BK] implies the following property of End(P) that will of major importance in the sequel.
Proposition 9.1. The sheaf End X (P) is flat over S(h) in its action by right multiplications via the embedding S(h) ֒→ S(h ⊕ h * )#Γ n = End X (P).
The proof of this proposition was communicated to me by Bezrukavnikov.
Proof. First of all, we can replace S(h) with S(h) Γn since the former is free over the latter. Let us recall that in [BK] the bundle P is first constructed in large enough positive characteristic, say p, (and has properties (P1)-(P3) in that setting) and then is lifted to characteristic 0. So it is enough to consider the case when the base field has characteristic p. Also, thanks to (C × ) 2 -equivariance, it is enough to prove the flatness for the restriction of P to the completionX θ of the zero fiber of the projection X θ ։ (h ⊕ h * )/G n . We can replace P with any bundle with same indecomposable direct summands as in P. In this way we can achieve that EndX θ (P) is the Azumaya algebra that was constructed in [BK] . Consider the Frobenius morphism Fr :X θ →X θ . The Azumaya algebra is a deformation of Fr * (OX θ ). So it is enough to show that Fr * (OX θ ) is flat S(h)
Gn . The latter is equivalent to OX θ being flat over S(h (1) ) Gn , where h (1) stands for the span of y p 1 , . . . , y p n with y 1 , . . . , y n being a basis in h. The last flatness condition in its turn is equivalent toX θ being flat over h * /G n . This holds because the preimage of h/G n ⊂ (h ⊕ h * )/G n has codimension n = dim h.
We can quantize P to a module P p over D p and then, setting = 1, we get a module P p over D p . Proposition 9.2. The equivalence ι θ p,p ′ maps standard objects to objects. We start with the following lemma that is a standard consequence of (P1)-(P3) and Proposition 9.1.
Proof. Consider the Koszul complex of End(P)/End(P)h:
It is a resolution by Proposition 9.1. Since the bundle End(P) is acyclic for the functor Γ (by (P2)), we can compute the cohomology H i (End(P)/End(P)h) as the cohomology of the complex 
The main goal of this subsection is to establish the following.
Proposition 9.4. We have isomorphisms of functors ι
Proof. We have the following decompositions of various completions.
( [BE] for the definition of Z (W, W , • 
This isomorphism is C × -equivariant and preserves the symplectic structures. (4) We also have a C × -equivariant decomposition D
p , where D indicates the algebra of homogenized differential operators. This decomposition is compatible with (2) and (3) in the following ways. (3) obtained from this isomorphism via passing to associated graded sheaves. (2) induces an isomorphism (9.1) eH 
that is compatible with (2),(3),(5). We can also get de-homogenized versions of (4)-(6), for example, in we will have an isomorphism ∧ b by specializing = 1. This is because the C × -action is contracting. Also let us remark on the equivariance conditions. Consider the Hamiltonian C × -action on h ⊕ h * : t(v, α) = (t −1 v, tα). This action does not preserve b and so it does not make sense to speak about the equivariance of the decompositions above with respect to this action. However, there is a way to fix this. Namely, let eu, eu denote the derivations for the Hamiltonian actions on h ⊕ h * and h W ⊕ h * W . They are given as Poisson brackets {·, ·} in the commutative situation or as Lie brackets 1 [·, ·] in the non-commutative one with elements that we will, abusing the notation, always denote by h and h. Under all our decompositions we have
. For example, in (5) we have eu = eu + {h ′ , ·}. Now let us complete the proof of Proposition 9.4. Since the functors Res and Ind are exact and adjoint, it is enough to prove only one isomorphism. We will prove one for Res. In [BE] , the functor Res was obtained as a composition of several functors. The first one is a completion using an isomorphism in (2). The last one was taking vectors that are locally nilpotent for the action of h W , this functor can be replaced by taking vectors that are locally finite for the action of h. Now we can define the restriction functors for the categories O in the sheaf setting. Namely, we use 9.2 to pass from modules over (H It is clear that all intermediate derived equivalences in the construction of ι's commute with the restriction functors that completes the proof of Proposition 9.4. 9.4. Deformations. We can vary the parameters p and also vary p ′ preserving the difference between them. In particular, we can consider the algebra H R over the formal neighborhood of p in the space of parameters (here R denotes the corresponding algebra of formal power series) and the corresponding category O R . We also can consider the universal commutative deformationX θ of X θ , the Procesi bundle on this deformation and the quantizations corresponding to p. As above, we get the derived equivalence
, where R ′ is the algebra of the completion at p ′ of the space of parameters. This equivalence is R-linear and flat over R. The analogs of the above properties (images of standards, behavior under restrictions) still hold for the same reasons as above.
We also can consider various specializations of this equivalence.
We are going to give two different proofs of this proposition. 
We have a map from the K 0 of this subcategory to the free abelian group generated by the irreducible components of the preimage of h/W in X θ , it is given by taking the characteristic cycle. The description of the images of Vermas in Proposition 9.2 together with techniques used to prove [BF, Theorem 1.1] , imply that this map is an isomorphism (there is an upper triangularity property; there are also more basic proofs of that but it seems there is no reference for them). Again, by Lemma 9.3 and the proof of Proposition 9.2, the resulting map from K 0 (W -mod) to the free abelian group on the components is independent of p. Since twisting with the quantizations of line bundles preserves the characteristic cycles, we are done by the construction of ι stand for the cyclotomic Hecke algebras. These algebras are naturally isomorphic because the difference between p, p ′ is integral. The functors are equivalences. So we need to show that KZ Q ′ •ι θ Q,Q ′ = KZ Q . The KZ functor is essentially the localization of a module from 10. Completing the proof of Theorem 7.9 10.1. Checking faithfulness in codimension 1. So let p be a point of codimension 1 in the spectrum of R. Pick a Schur categorification O R (that satisfies (♠) when e = 2). Consider the specialization O p . If this category is not semisimple, then p is the generic point of a hyperplane, say P 0 . Let us write (y 0 , . . . , y ℓ ) for a typical point of P 0 .
The category carries a categorical type A Kac-Moody action. The algebra g acting on O p can be determined as follows. If
, then g is the product of several copies of gl ∞ , we have one copy for each different class of y i , i = 1, . . . , ℓ, in C/y ∞ we have the product of ℓ − 2 copies of the level 1 Fock space representation and one copy of the level 2 Fock space representation. All categorical actions we may have are still highest weight in the sense of [Lo3] . Moreover, we still have a categorical Schur action on O p and it still satisfies the additional condition (♠) when e = 2 (this condition is preserved under a base change).
In the case of a categorical gl ℓ ∞ -action the category is semisimple, the functor π p is an equivalence and we have nothing to prove. In the case of anŝl ℓ e -action the 0-faithfulness of π p is deduced from (a direct analog of) Corollary 6.9. Indeed, the quotient functor π 2 p corresponds to the projectives P p (λ), where λ = (λ (1) , . . . , λ (2) , . . . , λ (r) ) with each λ (i) lying in the level 1 crystal component of ∅ or, in the case when e = 2, at most one λ (i) lying in the crystal components of ∅ or of (2). Modifying an argument of Subsection 6.5 in a straightforward way, we see that an analog of C λµ (for the groupŜ ℓ e rather thanŜ e ) holds and so we indeed can apply Corollary 6.9 to conclude that π 2 p is 0-faithful. Finally, let us consider the case of ℓ − 1-copies of gl ∞ . In this case each weight space for the ℓ − 2 copies of gl ∞ with level 1 actions is a highest weight Schur gl ∞ -categorification of a level 2 Fock space. Let the multi-charge of that Fock space be (t 1 , t 2 ). So the standard objects are parameterized by 2 partitions (λ (1) , λ (2) ). For each integer c we may have not more than 2 addable/removable boxes with shifted content equal to c, the box in λ 1 is bigger than that in λ 2 (i.e., precedes it in the signature). Now let λ = (λ (1) , λ (2) ) be a singular bi-partition, and µ = (µ (1) , µ (2) ) be a cosingular one, lying in the same block. The condition that λ is singular is equivalent to λ (1) = ∅ and λ (2) has only one removable box, with shifted content equal to t 2 . Similarly, µ is cosingular if and only if µ (2) = ∅ and µ (1) has a single removable box with shifted content equal to t 1 . In particular, we see that λ > µ. So C λµ holds (for w = 1). Also any companion λ ′ of λ differs from λ by one box. So λ ′ > µ if |λ| = |µ| > 1 and C λµ holds. We deduce that π p is 0-faithful. So condition (♥ 1 ) from Subsection 3.1 holds for the quotient functor O R → C R .
10.2. Reduction to ℓ = 2. It is enough to show that (-1)-faithfulness holds in codimension 2. Similarly to the previous subsection, the category O p at such a point carries a categorical action of one of the following forms:
(1) The algebraŝl One can show that the quotient functor in case (2) is (-1)-faithful by repeating the argument in the end of the previous subsection. To show this in case (3) one argues similarly, one just needs to deal with the case when ℓ = 3. If λ is singular and µ is cosingular, then λ
(1) = ∅ = µ (3) . So if λ ≺ µ, then λ (3) = ∅ = µ (1) and both λ (2) , µ (2) are rectangles, the only removable box in λ (2) is paired to the box (1, 1, 1), while the only removable box in µ
is paired to (1, 1, 3). So σ s 1 µ contains the box (1, 1, 1), while σ s 1 λ does not so σ s 1 λ ≺ σ s 1 µ does not. We see that (C λµ ) holds, and hence the quotient functor is (−1)-faithful. We claim that to prove that the quotient functor O R ։H s q,R -mod is (−1)-faithful it is enough to consider the ℓ = 2 case. To be definite, let us assume that s 1 − s 2 is divisible by e, while s 2 , s 3 , . . . , s ℓ are in general position. Let O i,R , i = 2, . . . , r denote the subcategories of O R spanned by the standard objects of the form ∆ R (λ) with λ j = ∅ unless j = i if i = 2 and j = 1, 2 if i = 2. We remark that each O i,R is the sum of blocks of O R .
Let us also point out that the categoryH s q,R -mod naturally splits into the product H s 1 ,s 2 q,R -mod ⊠H q,R -mod ⊠ℓ−2 .
Lemma 10.1.
• The Kac-Moody action on each O i,R is a Schur categorification of a suitable Fock space. Further, each satisfies (♠).
• We have an equivalence O R ∼ = ℓ i=2 O i R intertwining the quotient functors. Proof. The Schur categorical action on O i,R is obtained from the action on O R followed by the projection to O i,R . It is straightforward to check the conditions. Since the objects ∆ A,R (2)⊗∆ R,i (∅) are obtained by projecting the object ∆ A,R (2)⊗∆ R (∅) to O R,i , they are projective and so (♠) holds for every O R,i .
By the results of the previous subsection and Proposition 3.1 we see that the extended quotient functor for O R is 0-faithful, while the extended quotient functor for ∆ . It remains to show that the image contains all projective objects.
By the construction, this inclusion is equivariant with respect to the Kac-Moody categorification functors. We claim that the image is closed under the functors of the form P A,R (µ)⊗•. By (2) of Lemma 7.1, we have an exact sequence 0 → P A,R (µ) → P 1 → P 2 , where P i ∈ O A,R -proj 0 . So it is enough to prove that the image is closed under O A,R -proj 0⊗ •. As in the proof of Lemma 7.6, this follows from the claim that the image is closed under the functor F .
Arguing as in Subsection 7.2 and using the previous paragraph, we see that all projectives in ℓ i=2 O R,i are direct summands in ∆ A,R (e)⊗ k⊗ P R,2 (λ). Such modules obviously lie in O R .
For simplicity of the exposition we still work with the base field C (we actually need the residue field of some localization of R but this does not matter). This is what we assume starting from now. So we have reduced the proof of Theorem 7.9 to the case ℓ = 2.
We still have a fully faithful embedding O 1 R ֒→ O 2 R . As in the proof of Lemma 10.1, the image is stable under the functors P⊗•, where P is any projective object in O A,R .
We will introduce certain standardly filtered objects that we will call pseudo-projective in O 2 R they become projective under a derived equivalence related to ι θ pp ′ introduced above. Then we will show that all these objects lie in O 1 R . Using this we will prove the main theorem.
10.3. Pseudo-projective objects in O 2 R . Recall that we deal with the case of ℓ = 2 and so we have only two components s 1 , s 2 of the multi-charge, we assume that s 1 , s 2 ≫ N. Set Λ 0 := {∅, λ (2) }. We consider the full subcategory O 
R ) together with its various specializations. Since ι θ pp ′ mapped standardly filtered objects to standardly filtered ones, we see that ι R maps projective objects to standardly filtered. These standardly filtered objects in O 2 R are called pseudo-projective. We will need a more explicit description of such objects. First of all, let us describe the indecomposable projectives in O p ′ (we omit the superscript, all the categories of consideration are equivalent). We point out that the description works only for the projectives in O p ′ ( N), where s 1 − s 2 ≫ N, but this is enough for our purposes.
The complement to Λ 0 ∩P 2 ( N) in Λ( N), where N = s ( N) is a direct summand in an object of the form P A,R ′ (µ)⊗ρ ! (P A,R ′ (λ)) and vice versa.
We would like to point out that this description is similar to that of [LW, Theorem 5 .2] and our proof is also similar to that. [SV, Section 5] . As a module overŝl e and the Heisenberg, the Fock space of level 2 is just the tensor product of two level 1 Fock spaces. Now we are done because the vacuum vector generates the Fock space as the module over the negative (=creation) parts ofŝl e and the Heisenberg. Now we will characterize pseudo-projective objects in O First, we claim that ι p (P 2 p ′ (λ, ∅)) ∈ O 2Λ 0 ( N). This is because, being a composition of • ∨ and (ι θ pp ′ ) −1 , ι p induces the identity map on K 0 's. Second, we claim that ι p commutes with P A,p (λ)⊗•. By [Lo1] , D commutes with the induction functors. By Proposition 9.4, so does ι θ pp ′ . So we see that ι p commutes with the induction functors in the sense that Ind •ι p ∼ = ι p • Ind. We can apply this to the induction functor from S k × G(2, 1, n − k) to G(2, 1, n). We remark that, by the construction, ι p splits into the product of two components: one for S k and one for G(2, 1, n − k). We claim that the first component is a highest weight equivalence preserving the labels. It is an equivalence by [GS] (for e > 2), the claim that the same works for e = 2 was checked in [BE] . We need to mention here that while we work with categories of sheaves, [GS] deals with so called Z-algebras and their modules. However, the two settings are equivalent, this was checked in [BPW, Section 5] . Also we know that this equivalence in the identity on K 0 . Now we can use [GL, 4.3.2] to see that this is a highest weight equivalence preserving the labels. Now we are done by Proposition 10.2.
We claim all pseudo-projective objects of O 
