It is well known that using high-order numerical algorithms to solve fractional differential equations leads to almost the same computational cost with low-order ones but the accuracy (or convergence order) is greatly improved due to the nonlocal properties of fractional operators. Therefore, developing some high-order numerical approximation formulas for fractional derivatives plays a more important role in numerically solving fractional differential equations. This paper focuses on constructing (generalized) high-order fractional-compact numerical approximation formulas for Riesz derivatives. Then we apply the developed formulas to the one-and two-dimension Riesz spatial fractional reaction-dispersion equations. The stability and convergence of the derived numerical algorithms are strictly studied by using the energy analysis method. Finally, numerical simulations are given to demonstrate the efficiency and convergence orders of the presented numerical algorithms.
Introduction
The Riesz derivative ∂ α u(x) ∂|x| α of order α ∈ (1, 2) is defined by ( [15, 27] )
where RL D α a,x denotes the left Riemann-Liouville derivative
and RL D α x,b the right Riemann-Liouville derivative
The Riesz fractional derivative has been shown to be a suitable tool for modeling Lévy flights whose second moments diverge but fractional moments exist. They are often used to analyze the diffusion behaviors of particles [12, 21, 28, 30] . So the Riesz spatial fractional reaction-dispersion equations have attracted increasing interest. However, for almost all of the fractional differential equations analytical solutions cannot be obtained. Hence, more and more studies are focused on their numerical solutions in recent decades, e.g. [1, 2, 3, 4, 6, 7, 13, 14, 18, 20, 25, 33, 34, 35] . For the numerical algorithms related to such problems, the key step is to construct efficient approximation formula for the Riesz (or Riemann-Liouville) derivatives. Up to now, there have existed some difference formulas approximating Riemann-Liouville derivatives and Riesz derivatives. One of the most popular approximation is the first-order (shifted) Grünwald-Letnikov formula [23, 31] . Recently, some high-order formulas have been constructed based on (shifted) Grünwald-Letnikov formula, for example, second-order and third-order weighted and shifted Grünwald difference schemes [32, 38] . Some other studies have been also developed to approximate the Riesz derivatives with the help of the fractional centered operator [24] . Ç elik and Duman [5] studied the convergence order of this approximation and applied it to Riesz spatial fractional diffusion equations. Later on, Shen et al. applied it to Riesz spatial fractional advection-dispersion equation and got a weighted difference scheme [29] . Ding and Li [8, 9, 10] constructed a series
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The expressions (α) 1,m in (2.1) are the coefficients of the power series expansion of function (1 − z) α for |z| < 1. They can be computed recursively 2, ( = 0, 1, . . .) can be calculated by the following recursion formulas:
These coefficients κ (α) 2, ( = 0, 1, . . .) have some important and interesting properties, listed as follows.
Theorem 2.1. ( [11] ) The coefficients κ (α) 2, ( = 0, 1, . . .) have the following properties for 1 < α < 2: (v) κ Next, we give the following asymptotic expansion formulas for difference operators L B α 2 and R B α 2 which play important roles in the establishment of high-order algorithms for the Riemann-Liouville derivatives, as well as for the Riesz derivatives.
Theorem 2.2. ( [11] ) Let u(x) ∈ C [α]+n+1 (Ê) and all the derivatives of u(x) up to order [α] + n + 2 belong to L 1 (Ê). Then one has that
2) and
hold uniformly on Ê. Here coefficients σ (α) ( = 1, 2, . . .) satisfy the equa-
Define the difference operator L as
x is the second-order central difference operator defined by δ 2
. Such L can be regarded as a fractional-compact operator by borrowing the appellation of the integer-order case. Accordingly, the main results are enunciated as follows.
(Ê) and all the derivatives of u(x) up to order [α] + 5 belong to L 1 (Ê). Then there hold:
3)
uniformly for x ∈ Ê.
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. Using the same method, we can prove that equation (2.3) holds too. All this completes proof.
2
In particular, if the function u(x) is defined on a bounded interval (a, b) and satisfies u(a) = u(b) = 0, then we can apply zero-extension to u(x) such that it is defined on Ê. Now we further have the following results.
Here, operators L A α 2 and R A α 2 are defined as follows, respectively,
Finally, combing equations (1.1), (2.4) with (2.5) gives a 3rd-order fractional-compact numerical approximation formula for Riesz derivatives (1.1), = 0, then (2.6) becomes the following classical fourth-order compact formula for the second order derivative d 2 u(x)/dx 2 , that is
2.2.
The third-order fractional-compact formula II. In this subsection, we continue to develop another numerical approximate formula for Riesz derivatives. If we choose a new generating function
then we can define the following difference operators,
Here, the coefficients are
which have following recursion expressions:
Similarly, these coefficients κ (α) 2, also have the following properties.
Theorem 2.5. The coefficients κ (α) 2, ( = 0, 1, . . .) have the following properties for 1 < α < 2:
2, ≥ 0 if = 0, 2, and ≥ 6;
Here, we only prove (ii) and (iii). The others can be obtained by using almost the same proof as that of Theorem 2.1.
(ii) In view of the definitions of
Applying the numerical computations, we easily know that for 1 < α < 2 there exist solutions α * 2 ≈ 1.4917 and α * 3 ≈ 1.4437 such that g 1 (α * ) = 0 and g 2 (α * ) = 0, respectively. Through further analysis, one can obtain the required results.
(iii) For the cases of = 0, 2, the direct computation leads to the desired results. For = 6, 7, the expressions of them read as
then one easily obtain that κ (α) 2, ≥ 0 for = 6, 7.
As for ≥ 8, according to their expressions, one has
and
Then one has
It immediately follows that P (α, x) is also an increasing function with respect to x for 1 < α < 2. So, P (α, x) > P (α, 8). Note that P (α, 8) = 4 (3α + 2) 8 22247α 10 + 52229α 9 − 44918α 8 − 246288α 7 −196672α 6 + 202720α 5 + 512960α 4 + 450304α 3 + 221440α 2 +66816α + 10752) > 0, for 1 < α < 2. Then one easily gets
which implies that κ Similarly to the previous discussion, we can similarly obtain the following results.
Theorem 2.6. Let u(x) ∈ C [α]+n+1 (Ê) and all the derivatives of u(x) up to order [α] + n + 2 belong to L 1 (Ê). Then,
hold uniformly on Ê. Here coefficients σ (α) ( = 1, 2, . . .) satisfy equation
Especially, the first three coefficients are explicitly expressed as
Define another fractional-compact difference operator L as
, then the corresponding theorem is stated below. 
P r o o f. The proof is almost the same as that of Theorem 2.3, so we omit the proof here or leave to the readers as an exercise.
By the similar technique, another 3rd-order fractional-compact numerical approximation formula for Riesz derivatives (1.1) reads as
where operators L A α 2 and R A α 2 are defined by
Generalized numerical algorithm formulas and their fractional-compact forms
As far as we know, the numerical schemes for Riesz derivatives (also including Riemann-Liouville derivatives) are on the grid points. If we want to know the approximative values on non-grid points, then these schemes are not applicable. In this section, we study how to obtain the approximate values on non-grid points.
Generalized numerical algorithm formulas for Riesz derivatives.
In order to distinguish the schemes for approximating values on non-grid points from the known ones for evaluating values on grid point, we call the former generalized numerical algorithm formulas. Here, we firstly establish the generalized numerical scheme for Riemann-Liouville derivatives and Riesz derivatives. 
Here, coefficients μ (α,s) p, ( = 0, 1, . . .) can be determined by the following generating functions G p,s (z)
can be obtained by the following equation
Then the left and right Riemann-Liouville derivative values at any point x = x j + sh can be approximated by
P r o o f. This theorem can be viewed as an extension of Theorem 4 in [11] . The proof can be given by almost the same reasoning, so we omit the details here. 2
Remark 3.1. The above theorem is called the generalized numerical approximation formula for the Riemann-Liouville derivatives, due to any point x = x j + sh, (j = 0, 1, . . .) on the real axis can be calculated. Here, the value x can be determined by selecting the appropriate parameter s, and x j represent the grid point. Accordingly, the generalized numerical algorithms for Riesz derivatives can be obtained by,
Due to the fact that case p = 1 is the same as the Grünwald-Letnikov formula, and the fact that the cases for p ≥ 5 can be similarly obtained in view of the above theorem, we carefully consider cases with p = 2, 3, and 4 as follows.
(i) p = 2 According to Theorem 3.1, we easily know that the generating function for p = 2 is
and the coefficients μ (α,s) 2,
where
and the parameter s satisfies 3α + 2s = 0.
Furthermore, the coefficients μ (α) 2, ( = 0, 1, . . .) can be obtained by the following recurrence relationships:
(ii) p = 3
For this case, the generating function is available below,
Here,
and the parameter s satisfies 11α 2 + 12αs + 3s 2 = 0.
The recursion relations for coefficients μ (α,s) 3,
As before, we can also easily get the following generating function for p = 4,
By the back-of-the-envelope calculations, we can get the expressions of coefficients μ (α,s) 4, ( = 0, 1, . . .) as follows: 
It is a remarkable finding that Lubich's method [22] and the modified high-order numerical algorithm formulas in [11] are the special cases of Theorem 3.1 for s = 0 and s = −1, respectively. up to order [α] + n + 2 belong to L 1 (Ê). Then for any s ∈ Ê and p ∈ AE, one has that
hold uniformly on Ê. Here coefficients (α,s) ( = 1, 2, . . .) can be determined by the following equation
Define a generalized fractional difference operator J p,s as
Here, note the facts
. Then the generalized fractional-compact numerical algorithm formulas for the Riemann-Liouville and Riesz derivatives are stated below.
uniformly for x, s ∈ Ê and p ∈ AE.
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Furthermore, one has Remark 3.4. It is observed that some kinds of (p+2)th-order fractionalcompact numerical approximation formulas can be obtained by linear combination of any two different (p + 1)th-order fractional-compact schemes, where p ≥ 2. Here, we list them as follows.
Suppose u(x) ∈ C [α]+p+1 (Ê) and all the derivatives of u(x) up to order [α] + p + 2 belong to L 1 (Ê). Define the fractional-compact operator as
then one has that
hold uniformly on Ê. Furthermore, a kind of (p + 2)th-order fractionalcompact numerical approximation formula for Riesz derivatives is given by
Particularly, if we choose p = 2, then the following common 4th-order fractional-compact schemes can be obtained,
Application to Riesz spatial fractional reaction-dispersion equation in one space dimension
Here, we consider the one-dimension Riesz spatial fractional reactiondispersion equation in the following form:
and boundary value conditions 
Now we consider equation (4.1) at the point (x j , t), that is,
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Taking operator L on both sides of (4.4) yields
Noticing the definition of operator L and equation (2.6), it gives
and using the Taylor expansion, one has
Omitting the high-order terms R k j of (4.5) and letting u k j be the numerical approximation of function u(x j , t k ), then we can obtain the following fractional-compact difference scheme for equation (4.1), together with initial and boundary value conditions (4.2) and (4.3) as follows,
Analysis of the fractional-compact difference scheme. Let
be the space of grid functions. Then for any u, v ∈ V h , we can define the discrete inner products below,
and associated norms below,
Next, we list several lemmas which will be used later on. 
P r o o f. On one hand, note that σ
On the other hand, using the inverse estimate δ x u 2 ≤ 4 h 2 u 2 , we reach that
This finishes the proof. 
Now, we turn to study the stability of finite difference scheme (4.6) with (4.7) and (4.8). 
and v k j are the solutions of the following two equations, respectively,
11) and
Lδ t v
Subtracting (4.9)-(4.11) from (4.12)-(4.14) gives the perturbation equations as follows,
Taking the inner product of (4.15) with ξ k+ 1 2 , replacing k by n, and summing from n = 0 to k − 1 yield
For the first term on the left hand side of (4.16), using Lemma 4.1 leads to
For the second term on the left hand side of (4.16), in view of Lemma 4.2, we have
For the term on the right hand side of (4.16), it follows from Lemma 4.3 that
Hence, combining the above discussions, one has
Using Lemma 4.2 again leads to ξ k ≤ 5(4 √ 6 + 9)
The proof is thus completed. 2
Finally, we give the convergence result as follows. 
where C 1 is a constant independent of τ and h.
P r o o f. Subtracting (4.1)-(4.3) from (4.6)-(4.8), we get the following error equation
FRACTIONAL-COMPACT NUMERICAL ALGORITHMS . . . 745
Taking the inner product of (4.17) with e k+ 1 2 , replacing k by n, and summing up from n = 0 to k − 1, one gets Lδ t e n+ 1 2 .
For the last term on the right hand side of (4.18), we have the following estimate,
Hence, the following result can be obtained by combining with the above discussions,
Noticing that 
i.e.,
Therefore, the proof is finished. 2
Application to the two-dimensional equation
In this section, we consider the following two-dimension Riesz spatial fractional reaction-dispersion equation, 
Define the fractional-compact difference operators L x and L y as
y, t). For brevity, set
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. In order to simplify these expressions, let
Accordingly, equations (5.4) and (5.5) can be rewritten as, Similarly to the one-dimension case, utilizing the central difference scheme in time direction and fractional-compact difference formulas (5.6) and (5.7) in space directions, we get
where there exists a positive constant C 2 such that
Omitting the high-order term R k i,j and replacing the function u(x i , y j , t 
Analysis of the fractional-compact difference scheme. Let
then for any u, v ∈ V ha,h b , we introduce the discrete inner products and corresponding norms below, (u, u) , ||δ x u|| 2 = (δ x u, δ x u).
The following definition and lemmas are useful for our discussion [19] .
Definition 5.1. If A = (a ij ) is an m × n matrix and B = (b ij ) is a p × q matrix, then the Kronecker product A ⊗ B is an mp × nq block matrix and is denoted by 1 μ 1 , . . . , λ 1 μ m ; λ 2 μ 1 , . . . , λ 2 μ m ; . . . ; λ n μ 1 , . . . , λ n μ m . 
Moreover, if
Then matrix E (γ)
Lemma 5.5. For any mesh functions u, v ∈ V ha,h b , there exists a symmetric positive definite operator P such that
P r o o f. Firstly, we rewrite the inner product (
Here I p is an identity matrix of order M p − 1, and C (γ) p (p = a, b, γ = α, β) has the form
It follows from Lemmas 5.2 and 5.3 that
namely, S is a real symmetric matrix. Besides, one easily knows that all the eigenvalues of matrix C
− 3 > 0, j = 0, 1, ..., M p −1.
From Lemma 5.4, we see that the eigenvalues of matrix D (γ) p satisfy λ j D (γ) p ≤ 0, j = 0, 1, ..., M p −1.
Combining the above analysis and using Lemma 5.1, we can state that matrix S is semi-negative definite. Accordingly, there exists an orthogonal matrix H and a diagonal matrix Λ such that
where P is the associate operator of matrix P, which is symmetric and semi-positive definite. The proof is thus ended. (5.12) where
Here, we easily know that matrix T is symmetric and positive definite by almost the same reasoning of Lemma 5.5. So, there exist an orthogonal matrix H and a diagonal matrix Λ such that (5.13) in which Q = Λ 1 2 H. Substitution (5.13) in (5.12) yields
where Q is a symmetric and positive definite corresponding to matrix Q. The proof is thus completed. Therefore, one has
On the other hand, we also have
Now, we turn to consider the stability of difference scheme (5.9)-(5.11). Suppose v k i,j is the solution of the following finite difference equation,
then the perturbation equation can be obtained by using equations (5.9)-(5.11) and (5.14)- (5.16) ,
Next, the stability is shown below.
Theorem 5.1. The finite difference scheme (5.9)-(5.11) is unconditionally stable with respect to the initial values.
P r o o f. Taking the inner product of (5.17) with ξ k+ 1 2 gives
Applying Lemma 5.6 to the first term on the right hand side of equation (5.18), we know that there exists a symmetric and positive definite operator Q such that,
For the second term on the right hand side of (5.18), we can also get the following result by using Lemma 5.5, Finally, we study the convergence for finite difference scheme (5.9)-(5.11).
Theorem 5.2. Let u k i,j and u(x, y, t) be the solutions of the finite difference scheme (5.9)- (5.11) and problem (5.1)-(5.3), respectively. Denote
P r o o f. Subtracting (5.9)-(5.11) from (5.1)-(5.3) leads to an error system as follows,
Taking the inner product of (5.22) with e k+ 1 2 and using the similar method in the proof of Theorem 4.2, we have that
Replacing k by n and summing up n from 0 to k − 1 on both sides of the above inequality and following Lemma 5.7, we reach that
So we have the following result via Lemma 4.3,
). The proof is finally shown. 2
Numerical examples
In this section, the validity and convergence orders of the numerical algorithms constructed in this paper are demonstrated by several numerical tests.
Example 6.1. Consider function u(x) = x 2 (1 − x) 2 . Its exact expression at x = 0.5 is given by
Example 6.2. We consider the following one-dimensional Riesz spatial fractional reaction-dispersion equation,
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The exact solution of this equation is u(x, t) = e t x 6 (1− x) 6 and satisfies the according initial and boundary values conditions. Choosing different spatial stepsizes h, we compute Riesz derivative of function u(x) using numerical formulas (2.6), (2.7) and (3.1), respectively. Tables 1, 2 and 3 list the absolute errors and numerical convergence orders at x = 0.5 for different orders α in (1, 2) . From these results, one can see that the numerical results are in line with the theoretical order.
Using numerical scheme (4.6)-(4.8), we present the absolute errors and the corresponding space and time convergence orders with different stepsizes in Table 4 . It can be found that the convergence orders of scheme (4.6)-(4.8) are almost second-and third-order in time and space directions, respectively, which is in agreement with the theoretical convergence order. Example 6.3. We consider the following two-dimensional Riesz spatial fractional reaction-dispersion equation,
u(x, y, t) = 0, (x, y; t) ∈ ∂Ω × (0, 1], where Ω = (0, 1) × (0, 1), and the source term f (x, y, t) is 3e 2t x 6 (1 − x) 6 y 6 (1 − y) 6 + e 2t y 6 (1 − y) 6 2 cos π 2 α Γ(7) Γ(7 − α)
The exact solution of this equation is u(x, t) = e 2t x 6 (1 − x) 6 y 6 (1 − y) 6 and satisfies the corresponding initial and boundary values conditions. We solve this problem through method (5.9)-(5.11) for different values of α, β. From Table 5 , one can see that the convergence orders of scheme (5.9)-(5.11) are O(τ 2 ) in temporal direction and O(h 3 a + h 3 b ) in spatial directions. The numerical results coincide with the theoretical analysis.
Conclusion
Based on the novel generating functions, we obtain several kinds of (generalized) high-order fractional-compact numerical approximation formulas for the Riemann-Liouville and Riesz derivatives with orders lying in (1, 2) . For checking the efficiency of these high-order formulas, we apply the 3th-order formula to solving one-and two-dimensional Riesz spatial fractional reaction-dispersion equations. Numerical tests show that the developed numerical algorithms are efficient and accurate. 3.348027e-08 3.0001 1.7 1 20 7.211650e-05 - Table 4 . The absolute errors (TAEs), temporal convergence order (TCO) and spatial convergence order (SCO) of Example 6.2 by difference scheme (4.6)-(4.8).
