Abstract. A theoretical framework for the analysis of discontinuous Galerkin approximations of the Maxwell eigenproblem with discontinuous coefficients is presented. Necessary and sufficient conditions for a spurious-free approximation are established, and it is shown that, at least on conformal meshes, basically all the discontinuous Galerkin methods in the literature actually fit into this framework. Relations with the classical theory for conforming approximations are also discussed.
1. Introduction. One of the most relevant problems in computational electromagnetics is the one of computing eigenfrequencies of the Maxwell equations in a cavity: find u = 0 and ω such that
with suitable boundary conditions, where µ and ε are the magnetic permeability and the electric permittivity, respectively. Finite element techniques are widely used to approximate problem (1.1), and, in recent years, a complete mathematical theory has been developed for conforming approximations, identifying the properties that the underlying finite element spaces need to fulfill in order to guarantee spurious-free approximations. We refer the reader to the pioneering work [12] , and to [33] or [38] and the references therein (we point, in particular, to the fundamental papers [10] , [18] , [24] and [16] ).
On the other hand, the use of discontinuous Galerkin (DG) methods in electromagnetism is attracting thanks to their flexibility in the mesh design and in the choice of shape functions. A unified presentation and analysis of all the DG methods available in the literature, in the elliptic context, is contained in [5] , whereas the extension of these methods to the time-domain and frequency-domain Maxwell equations is the object of ongoing research (see, among others, [43] , [34] , [30] and [31] ).
The main difficulties encountered in the analysis of DG approximations of the Maxwell equations are related to the lack of ellipticity and underlying compactness property of the Maxwell operator, which is "amplified" by the use of non-conforming approximation spaces.
The first studies on DG approximations of the Maxwell eigenproblem are contained in the recent papers [32] and [45] . There, the main goal was to investigate the role of the penalty parameter appearing in the local discontinuous Galerkin method in avoiding the pollution of the lowest part of the spectrum by eigenvalues related to the non-conformity of the approximation spaces, for a fixed mesh size. That analysis approach and thorough numerical tests have highlighted the links between the spectral properties of DG and curl-conforming methods. In this paper, we aim at developing an asymptotic analysis (i.e., for mesh sizes which tend to zero) of DG approximations of the eigenproblem (1.1), in the spirit of [10] , [18] , [24] and [16] .
The spectral theory for DG methods developed in [3] for elliptic problems (with associated compact inverse operators) needs to be extended to treat problems with non-compact inverse operators of the type (1.1). In this case, the lack of compactness results in the presence of an essential spectrum σ ess = {0}, the eigenspace associated with the eigenvalue 0 being infinite dimensional. More precisely, we provide a general framework with a set of sufficient (and necessary) conditions for a DG method to provide a spurious-free approximation of problem (1.1), i.e., an approximation with the following properties (see [18] ):
i) isolation of discrete kernel, i.e., all discrete eigenvalues approaching the essential spectrum σ ess = {0} are separated from the other ones (see Section 4.1 for a precise definition); ii) non-pollution of the spectrum, i.e., there are no discrete spurious eigenvalues; iii) completeness of the spectrum; i.e., all continuous eigenvalues smaller that an arbitrarily large fixed number are approximated, for sufficiently fine meshes; iv) non-pollution and completeness of the eigenspaces, i.e., there are no spurious eigenfunctions and the eigenspace approximations associated with eigenvalues which are not approaching σ ess = {0} have the right dimension. The analysis presented in this paper is carried out along the lines of [18] and [16] , and it is based on the theory developed in [25] and [26] . It is worth noting that our general framework applies to both hermitian and non-hermitian DG methods. The two key assumptions which ensure spurious-free DG approximations are (i) a discrete Friedrichs inequality (see Assumption 5) and (ii) a gap property (see Assumption 6) . They are the DG analogue of the discrete Friedrichs inequality for discrete, weakly divergence-free curl-conforming vector fields and of the discrete compactness property (see, e.g., [37] ), respectively, which have been proved to be necessary and sufficient conditions to have conforming spurious-free approximations to the Maxwell eigenproblem (1.1) (see [10] and [18] ). Like for conforming approximations, we show the necessity of these assumptions restricting, for simplicity, to hermitian DG methods only.
We point out that our theory is able to treat general piecewise smooth material coefficients. In this respect, the Appendix is devoted to the analysis of the approximation properties of the discontinuous Galerkin solutions under minimal regularity assumptions on the solutions of the corresponding continuous problem. This analysis is technical, extends the results of [42] , and it is, at our knowledge, new.
As a direct consequence of the spectral theory developed in this paper, we obtain well-posedness and quasi-optimal error estimates for DG discretizations, for sufficiently fine meshes, of the Maxwell source problem
with suitable boundary conditions, where ω is a fixed frequency, away from the eigenfrequencies of the continuous problem. Indeed, the fact that a spurious-free finite element method is also a stable and convergent method for (1.2) is based on a general reasoning which is, at our knowledge, new. Finally, applying our theory, we analyze the spectral approximation properties of several DG methods, such as the methods of the interior penalty family (interior penalty IP, non-symmetric interior penalty NIP, and incomplete interior penalty IIP; see [4] , [44] and [23] , respectively) and the local discontinuous Galerkin method (LDG; see [21] ). Our theoretical results can be summarized as follows:
1. on conformal tetrahedral/triangular meshes, these methods are spurious-free when the approximation spaces are made of elementwise polynomials of degree in each variable, as well as of elementwise Nédélec elements of the first family [39] ; 2. on conformal hexaedral/quadrilateral meshes, these methods are spurious-free when the approximation spaces are made of elementwise Nédélec elements of the first family, whereas they produce spurious modes when the approximation spaces are made of elementwise polynomials of degree in each variable; 3. the convergence rates of the eigenfunction approximations are optimal, i.e., for smooth solutions, O(h ) for elements of degree , whereas the convergence rates of the eigenvalue approximations are optimal, i.e., for smooth solutions, O(h 2 ), for hermitian DG methods, and suboptimal (O(h )) for non-hermitian DG methods. We point out that all the results obtained here for the DG spectral approximations of the curl-curl operator carry over to the DG spectral approximations of the grad-div operator encountered, for instance, in fluid-structure problems (see, e.g., [9] and [8] ).
Some questions still remain open, and are object of ongoing research: (i) Can one use a mesh with hanging nodes? (ii) Can one use approximation spaces made of elementwise divergence-free polynomial spaces (see [6] and [20] )? A partial answer to the first question has been provided by numerical tests performed while this paper was undergoing the review process (see [17] ).
The paper is organized as follows: in Sections 2 and 3 we set the notation and the definitions for the continuous and the discrete problems, respectively. Section 4 is the core of the paper and contains the analysis of the DG spectral approximation, under a minimal set of assumptions, which are indeed proved to be also necessary for spurious-free approximations in Section 5. In Section 6 we analyse the consequences of our theory on the Maxwell source problem (1.2), and finally in Section 7 we apply our framework to the most used DG methods applied to the Maxwell equations. Here, the link between our assumptions and their conforming analogue is made clear for the interested reader. Finally, in Section 8, we summarize our results. 
Continuous Problem. For a bounded domain
, and by n the normal unit vector to its boundary ∂Ω, pointing outside Ω. Whenever ∂Ω is not connected, we denote by Γ i , i = 1, . . . , n Γ , its connected components.
If d = 3, we assume Ω to be occupied by inhomogeneous, anisotropic materials, i.e., for which the electric permittivity ε = ε(x) and magnetic permeability µ = µ(x) are second order, real, symmetric, tensor-valued functions, satisfying
a.e. in Ω, ∀ξ ∈ R 3 , ξ = 1, (2.1)
is again a second order tensor, whereas µ = µ(x) is a scalar; therefore, the conditions on ε are analogous to (2.1), whereas (2.2) becomes 0 < µ (x) = µ(x) = µ (x). Finally, we assume that there exists a partition of Ω into Lipschitz subdomains such that in each of them ε, µ and µ −1 are smooth. We define, as usual, the following spaces of complex functions:
Finally, we denote by (·, ·) the standard inner product in
2 -norm and the L 2 ε -norm are clearly equivalent, due to the assumptions on ε.
We endow V with the seminorm |v|
Define the (hermitian) bilinear forms a :
The variational formulation of the eigenproblem we are interested in is the following:
A standard way to discretise this problem consists in neglecting the constraint u ∈ W and adding a zero frequency eigenspace corresponding to the infinite-dimensional space V 0 , leading to the following variational problem.
Clearly, ω 2 = 0 is an eigenvalue of Problem 1 with associated eigenspace V 0 . Moreover, the eigenvalue ω 2 = 0 is isolated and all the other eigenvalues are real, positive, isolated, form a sequence accumulating only at +∞, and their associated eigenspaces are finite dimensional. Finally, eigenspaces associated with different eigenvalues are L 2 ε -orthogonal and V-orthogonal (see, e.g., [38, Section 4.7] ). For the purpose of the analysis, following [18] , we introduce the following auxiliary eigenproblem with positive definite operator.
The eigenvalues of Problem 1 and those of Problem 2 are such that ω 2 = ω 2 + 1; thus, ω 2 = 1 is an eigenvalue of Problem 2 with infinite multiplicity and associated eigenspace V 0 . Define the solution operator A :
is an eigenpair of Problem 1 if and only if (u, λ = 1 ω 2 +1 ) is an eigenpair of A. Denote by σ(A) and ρ(A) the spectrum and the resolvent set (in the complex plane), respectively, of the solution operator A. Finally, for any z ∈ ρ(A), we define the resolvent operator R z (A) = (z − A) −1 from V to V.
3. Discontinuous Galerkin Approximation: Assumptions. Let T h be a shape-regular, not necessarily conformal, triangular (d = 2) or tetrahedral (d = 3) mesh aligned with the possible discontinuities of ε and µ. We suppose that there exists a µ > 0, independent of the mesh size, such that
We consider a complex vector-valued DG finite element space V h (i.e., a discontinuous piecewise polynomial space on T h ), and define the sum space
, we endow both V h and V(h) with the norm
that we assume to be hilbertian; we denote by (·, ·) V(h) the associated inner-product. Let a h : V h × V h → C be the DG bilinear form obtained by discretizing a : V × V → C by a DG method, and define
In this section we formulate general assumptions on the space V h and on the bilinear form a h (·, ·) under which our theory is developed.
Notice that Assumption 1 implies that |v| V(h) = 0 if and only if v ∈ V 0 . The space V(h) is a Hilbert space and the V(h)-norm coincides with the V-norm on V.
For the DG space V h , we make the following approximation assumption. Assumption 2 (Approximation property of V h ). There holds
We assume the following properties to be satisfied.
Assumption 3 (Coercivity in seminorm and continuity). There exist positive constants α , γ independent of the mesh size such that
Define the kernel of a h (·, ·) and its V(h)-orthogonal complement as follows:
If a h (·, ·) is non-hermitian, we also assume that left and right kernels coincide, i.e.,
Remark 3.1. ¿From Assumption 3 it follows that
and that
The coercivity property (3.3) guarantees that, for any given
,Ω , with C > 0 independent of the mesh size and of the right hand side f . The identity (3.4), together with Assumption 1, implies that K h ⊂ V 0 ; consequently,
For the following assumption on the DG method, we introduce the broken spaces:
and the norms:
where C > 0 is independent of the mesh size. The bound (3.5), together with the regularity results in [22] , implies that
, where C > 0 is independent of the mesh size.
For the most common DG methods, the proof that Assumption 4 holds true makes use of results proved in the Appendix (see Proposition 7.3 below).
We define the DG solution operator A h :
) (see Remark 3.1). As in the continuous case, we denote by σ(A h ) and ρ(A h ) the spectrum and the resolvent set, respectively, of the DG solution operator A h . Finally, for any z ∈ C, we formally define the resolvent operator
The previous assumptions imply the following properties of the discrete eigenvalues and eigenfunctions.
Proof. Let v = 0 be an eigenfunction associated with λ h ∈ σ(A h ). We have
and thus, Re [
The second part of the statement is obvious. Clearly, whenever a h (·, ·) is hermitian, then all the discrete eigenvalues are real.
Proof. For the proof of (i), let w ∈ K h . Since a h (v, w) = 0, we can write
4. Spurious-Free Discontinuous Galerkin Approximations. In order to guarantee a spurious-free DG approximation to Problem 1 (see the Introduction), in addition to Assumptions 1-4, we need to make sure that the two additional properties are verified.
Property 1 (Isolation of discrete kernel). There exists 0 < β < 1 independent of the mesh size such that, if
Property 2 (Convergence in mesh-dependent norm).
We remark that Property 2 is the DG analog of [15, P1, p. 100] and that the norm · L(V h ,V(h)) coincides with the mesh-dependent norm · h of [25] .
In the following two sections we formulate key assumptions on the DG spaces and bilinear forms which guarantee the validity of Properties 1 and 2, respectively.
Isolation of Discrete Kernel.
We prove that the following assumption implies Property 1.
Assumption 5 (Discrete Friedrichs inequality). There exists C > 0 independent of the mesh size such that 
Property 1 readily follows with
β = C/(1 + C). Remark 4.2. The V(h)-ellipticity of a h (·, ·) on Kv 2 V(h) = |v| 2 V(h) + ε 1/2 v 2 0,Ω ≤ 1 α + C Re [a h (v, v)].
Convergence of Solution Operators in
Mesh-Dependent Norm. First, we note that Property 2 can be rephrased as follows: for all h small enough,
with ξ h → 0 as h → 0. The aim of this section is to prove that the following key assumption implies Property 2.
Assumption 6 (Gap property). For all h small enough, for any
Assumption 6 is related with the approximation properties of K ⊥ h and K h in W and in V 0 , respectively (see Section 5). In order to prove Property 2, we state the following lemma.
h owing to the well-posedness in Remark 3.1, and the proof is complete.
Proposition 4.4. Property 2 holds true.
Owing to Lemma 4.3, it is enough to prove that, for all h small enough,
with ξ h → 0 as h → 0. For h small enough, we can write
with f ∈ H(div 0 ε ; Ω) as in Assumption 6. For the first term at right-hand side in (4.3), we have
owing to the continuity of A h (see Remark 3.1) and Assumption 6.
For the second term at right-hand side in (4.3), since f ∈ H(div 0 ε ; Ω), from Assumption 4 we have that there exists a σ > 0 such that:
where we have used again Assumption 6 and the definition of the V(h)-norm. Therefore, (4.2) holds true with ξ h = h σ (η h + 1).
4.3. Non-Pollution of the Spectrum. This section is devoted to the proof of the following theorem.
Theorem 4.5 (Non-pollution of the spectrum). Let G ⊂ C be an open set containing σ(A). Then, for h small enough, σ(A h ) ⊂ G.
We proceed by establishing few intermediate results.
There exists a positive constant C only depending upon Ω and |z| such that, for all f ∈ V(h),
Proof. The proof is similar to the one of [3, Lemma 4.2] . Let f ∈ V(h) and g := (z − A)f . By construction, g ∈ V(h) and zf − g ∈ V. Moreover, (zf − g) solves
, and zf − g verifies homogeneous Dirichlet boundary condition, well-posedness implies that
Owing to Assumption 1, it holds zf − g V = zf − g V(h) . Therefore
Theorem 4.7. Fix 0 = z ∈ ρ(A). For h small enough, there exists a positive constant C only depending upon Ω and |z| such that, for all f ∈ V h ,
Proof. By triangle inequality, we have
Lemma 4.6 and the continuity of the operator
and Property 2 allows to conclude.
Theorem 4.7 implies that, for any 0 = z ∈ ρ(A) and h small enough, (z − A h ) is an invertible operator and the following result holds true.
Corollary 4.8. Let F ⊂ ρ(A) be closed. Then, there exists a positive constant C independent of the mesh size such that, for h small enough, we have
for all z ∈ F , with C > 0 independent of the mesh size.
Proof. We observe that, if
. Theorem 4.7 says then that, for all z ∈ F and h sufficiently small, the continuous operator (z − A h ) : V h → V h is invertible with continuous inverse and continuity constant independent of the mesh size. The statement readily follows. Theorem 4.5 is a direct consequence of Corollary 4.8. Remark 4.9. For fixed z ∈ ρ(A) and f ∈ V(h), we can write
owing to the stability estimate of the continuous problem and the definition of the V(h)-norm. This, together with the result of Lemma 4.6, implies that, for all fixed
is a continuous invertible operator with continuous inverse. An immediate consequence of this fact is the analogue of Corollary 4.8: Let F ⊂ ρ(A) be closed. Then, there exists a positive constant C independent of the mesh size such that, for all z ∈ F ,
4.4. Non-Pollution and Completeness of the Eigenspaces, and Completeness of the Spectrum. Let λ be an eigenvalue of A with algebraic multiplicity m, and let Γ be a circle in the complex plane centered at λ which lies in ρ(A) and does not enclose any other point of σ(A). According to [36, p. 178], we define the spectral projections E and, for h small enough, E h from V h into V(h) by
respectively. Theorem 4.5 guarantees that, for h small enough, E h is well defined. We have the following uniform convergence result, analogous to [25, Lemma 2] . Theorem 4.10. We have
Owing to Remark 4.9, Property 2 and Corollary 4.8, we get the result. If Y and Z are closed subspaces of V(h), we define
The following result holds true (compare with [25, Theorem 2] ). Theorem 4.11 (Non-pollution of the eigenspaces). We have
Proof. We start by observing that
is the projection onto the eigenspace associated with the eigenvalue λ of the operator A :
where in the last step we have used that E h y h = y h for all y h ∈ E h (V h ). Taking x = y h , Theorem 4.10 allows us to conclude.
For
Theorem 4.12 (Completeness of the eigenspaces). If E = E λ is associated with an eigenvalue λ = 1, then
Proof. Since EEy = Ey for all y ∈ V, we can write
Fix x ∈ E(V)
The first term at right-hand side tends to zero, as h → 0, due to (4.5), whereas the second term tends to zero, as h → 0, owing to Theorem 4.10. Since E(V) is the eigenspace associated with λ = 1, it is finite dimensional; therefore, pointwise convergence implies uniform convergence in E(V), and the result readily follows. Finally, we have the following result. Theorem 4.13 (Completeness of the spectrum). For all λ ∈ σ(A),
Proof. For λ = 1, since λ h = 1 ∈ σ(A h ), the result is obvious. For λ = 1, Theorems 4.11 and 4.12 imply that, for
Now, let m and m h be the (finite) dimensions of E(V) and E h (V h ), respectively. Then, (4.6) implies that, for h small enough, m h = m (see [36, p. 200] ). In particular, denoting by
The fact that all the eigenvalues are isolated allows us to conclude.
Approximation of Eigenvalues and Eigenfunctions.
In this section we report the consequences of the results obtained in the previous section on the approximation of the eigenvalues and the eigenfunctions. The results in this section are stated without proof since their proofs are standard and the paper [26] can be used as a reference; the proof of the eigenvalue estimates is also reported in [3] . In the following theorem, we analyze the converge rate of this limit (convergence of eigenvalues) and the one of the limits in Theorem 4.12 (convergence of eigenfunctions).
Theorem 4.14. Let λ = 1 be an eigenvalue of A, and let E and E h be the associated continuous and discrete spectral projections, respectively. Then, for h small enough, it holds
where t is the maximal exponent which can be used in the bound (3.5) of Assumption 4 for all f ∈ E(V), and the constant C only depends on λ (and deteriorates for small values of λ). Moreover, for hermitian DG methods, we have
5. Remarks on Assumptions 5 and 6. In this section we make some remarks on our key Assumptions 5 and 6. More precisely, in Sections 5.1 and 5.2, respectively, we show that (i) Assumption 5 and 6 are not only sufficient but also necessary for a spuriousfree DG approximation of problem (1); therefore, provided that Assumptions 1-4 are satisfied, Assumptions 5 and 6 are necessary and sufficient for a DG method to provide a spurious-free approximation of problem (1); (ii) Assumption 6 implies that K ⊥ h and K h are approximating in W and in V 0 , respectively (see (2.3)), provided that V h is approximating in V.
Necessity of Assumptions 5 and 6.
For simplicity, we restrict ourselves to hermitian formulations, and prove the necessity of Assumptions 5 and 6 for a spurious-free DG approximation of problem (1).
Proposition 5.1. Any spurious-free hermitian DG method satisfies Assumption 5.
Proof. We proceed as in the proof of [18, Lemma 6.5]. Let v be in K ⊥ h , and consider its spectral decomposition
with v λ h being an eigenfunction associated with λ h ∈ σ(A h ). Since a h (·, ·) is hermitian, a h (v, v) is real; thus we can write
,Ω , due to Property 1; therefore Assumption 5 is satisfied with C = β/(1 − β). Proposition 5.2. Any spurious-free hermitian DG method satisfies Assumption 6.
Proof. The proof is similar to the one of [18, Lemma 6.3] . Assumption 6 can be rewritten as follows: for all η > 0, there is h > 0 such that, for all h ∈ (0, h), for any w h ∈ K , where γ is the continuity constant of the form a h (·, ·) (see Assumption 3); moreover, we can choose mutually disjoint neighborhoods
). ¿From Theorem 4.5 and Property 1, there is h 1 > 0 such that, for all h < h 1 , N (λ j ) contains exactly m j discrete eigenvalues, 1 ≤ j ≤ k; moreover, N (1) can be chosen in such a way that
, with w h V(h) = 1, and consider its spectral decomposition
For the term w 2 h , we use Proposition 3.3-(ii). Denoting by λ ,h the eigenvalue corresponding to w ,h , we can write
Let us turn now to the term w 1 h , and consider its spectral decomposition
where
Owing to Theorem 4.11, in correspondence with η, there is h 2 > 0 such that, for all h < h 2 , for each 1 ≤ j ≤ k, there exists a continuous eigenfunction w j associated with λ j such that
Therefore, for all h < h = min{h 1 , h 2 }, in correspondence to any w h ∈ K ⊥ h with w h V(h)=1 , we have found w ∈ W ⊂ H(div 0 ε ; Ω) such that
owing to (5.1) and (5.2), which concludes the proof. Remark 5.3. From the proof of Proposition 5.2 it is clear that a spurious-free hermitian DG method satisfies Assumption 6 with w ∈ W.
Gap Properties. Let
; Ω) and Q = I − P be the projection operators associated with the first decomposition in (2.3). Notice that, for all v ∈ V(h), P v and Qv belong to V(h), and Q ∈ L(L 2 (Ω) d , V(h)). The restrictions of P and Q to V are onto W and V 0 , respectively, and coincide with the projection operators associated with the second decomposition in (2.3). We will make use of the following lemma.
Lemma 5.4. Assumption 6 implies that, for all h small enough,
with η h → 0 as h → 0.
Proof. Let us rewrite Assumption 6 as follows: for all h small enough, there exists an operator Π
and
with η h → 0 as h → 0. Then, for all h small enough, due to Π h w h ∈ H(div 0 ε ; Ω) and to (5.3), we have
with η h → 0, as h → 0. We have the following result. Proposition 5.5. Assumptions 1, 2, 3 and 6 imply that K ⊥ h is approximating in W, i.e.,
Moreover, provided that, in addition, Assumption 2 holds true for all v ∈ V, we also have that
Proof. We use similar arguments as in [16, Theorem 3.3] . Let P h :
and Q h = I − P h be the projection operators associated with the V(h)-orthogonal
which is equal to zero, due to the L 2 ε -orthogonality between V 0 and W. Now, given w ∈ W, we let w h ∈ K ⊥ h be defined by w h = I h w. Assumption 2 ensures that w − I h w V(h) converges to zero, as h → 0, and the proof of (i) is complete.
For the first term, we have
which converges to zero, as h → 0, since we have supposed Assumption 2 to be satisfied for all functions in V. For the second term, we have
owing to Lemma 5.4 and the facts that P h and I h are V(h)-orthogonal projections and k ∈ V 0 . This completes the proof.
6. The Indefinite Maxwell Source Problem. Consider the indefinite Maxwell source problem: given f ∈ L 2 (Ω) d and ω ∈ R such that ω 2 is not an eigenvalue of Problem 1, find u ∈ V such that
The theory developed so far guarantees that, for the DG method for (6.1): find
the following result holds true. Theorem 6.1. Provided that Assumptions 1-6 are satisfied, for h small enough, the DG method (6.2) is well-posed.
Proof. Let g h be the (unique) element of V h such that
, we can write (6.2) as
or, equivalently, using the definition of the solution operator A h ,
From this, due to the coercivity of b h (·, ·) (see Assumption 3 and Remark 3.1), it holds
Since ω 2 is not an eigenvalue of Problem 1, then 0 = z ∈ ρ(A); thus Theorem 4.7 applies and we have that (6.4) admits the unique solution u h = z(z − A h ) −1 A h g h , for h small enough. Moreover, due to Corollary 4.8 and
, there exists C > 0 independent of the mesh size such that
where the second inequality follows from (6.3) and the equivalence between the L 2 -norm and the L 2 ε -norm. We end this section by proving the following inf-sup condition. Proposition 6.2. With the assumptions of Theorem 6.1, for h small enough, there exists a constant κ > 0 independent of h such that
Proof. Theorem 6.1 implies that, for h small enough, there exists a constant κ > 0 independent of h such that
In fact, fix v h ∈ V h and set u h = u
h solution to (6.2) with f = εv h ; the stability estimate (6.5) and the coercivity in Assumption 3 lead to (6.7) .
If a h (·, ·) is hermitian, (6.6) coincides with (6.7), and the proof is complete. Otherwise, we prove well-posedness of the adjoint problem: given f ∈ L 2 (Ω) d and ω ∈ R such that ω 2 is not an eigenvalue of Problem 1, find v h ∈ V h such that
Existence and uniqueness of the solution of (6.8), for h small enough, immediately follow from Theorem 6.1, due to finite-dimensionality. For the stability, due to (6.7), in correspondence to v h , we can find 0 = w h ∈ V h such that
Therefore, the inf-sup condition (6.6) follows from the well-posedness of the adjoint problem (6.8) the same way as the inf-sup condition (6.7) follows from the well-posedness of problem (6.2), and the proof is complete.
Remark 6.3. It is well-known that the inf-sup condition (6.6) is a key ingredient in the proof of error estimates; see Remark 7.11 below.
7. Application to Some Discontinuous Galerkin Methods. In this section we apply the theory developed in the previous sections to some of the DG methods present in the literature, more precisely, to the methods of the interior penalty family (interior penalty IP, non-symmetric interior penalty NIP, and incomplete interior penalty IIP; see [4] , [44] and [23] , respectively) and to the local discontinuous Galerkin method (LDG; see [21] ). We point out that everything stated below holds true also for the variants of the IP and LDG methods introduced in [7] and [14] , respectively. We restrict ourselves to the case of conformal meshes, i.e., with no hanging nodes.
This section is organized as follows: in Section 7.1 and 7.2 the DG spaces and bilinear forms are defined and proved to fulfill the Assumptions in Section 3; in Section 7.3 we prove that Assumption 5 is satisfied. In Section 7.4, Assumption 6 is proved and a few remarks aiming at specializing the results of our theory to the examples presented here are provided. Finally, in Section 7.5 we investigate the relation of our Assumption 6 with the Discrete Compactness property (see Property 3 below).
Meshes, Trace
h the set of all boundary faces of T h , and set
. For a piecewise smooth vector-valued function v, we introduce the following trace operators. Let f ∈ F I h be an interior face shared by two neighboring elements K + and K − ; we write n ± to denote the outward normal unit vectors to the boundaries ∂K ± , respectively. Denoting by v ± the traces of v taken from within K ± , respectively, we define the tangential jumps and averages across f by
For a given partition T h of Ω and an approximation order ≥ 1, we define the complex vector-valued discontinuous finite element space
where P (K) is the space of complex polynomials of total degree at most on K. We also need to define the complex scalar-valued discontinuous finite element space
We point out that all the results of this section hold true also with the choice of the local Nédélec's elements of the first type [40] , instead of the full polynomials of degree , in (7.1). For the case of parallelograms or parallelepipeds, see Remark 7.14 below. We endow both V h and V(h) = V + V h with the seminorm and norm
where we have denoted by ∇ h the elementwise application of the ∇ operator, and used the notation ϕ
In the following, we will also use the notation F h ϕ ds := f ∈F h f ϕ ds.
with h f denoting the diameter of the face f and the function m ∈ L ∞ (F h ) is defined as follows: if µ K denotes the extension of µ |K up to ∂K, and |µ K (x)| denotes the spectral norm of the tensor µ K (x), then m(x) = min{|µ K + (x)|, |µ K − (x)|}, if x is in the interior of ∂K + ∩ ∂K − , and m(x) = |µ K (x)|, if x is in the interior of ∂K ∩ ∂Ω. The following result is then evident. Proposition 7.1. Assumptions 1 and 2 are satisfied.
Discontinuous Galerkin Bilinear Forms.
We recall the expressions of the DG bilinear forms associated with the interior penalty methods and to the LDG method applied to the Maxwell equations, pointing for further details to [43, 35] for the IP method, and to [42, 31, 32] for the LDG method.
Define the IP, NIP and IIP forms a
where k = 1 for the IP method, k = −1 for the NIP method and k = 0 for the IIP method, and the stabilization function a ∈ L ∞ (F h ) is defined by
with a stab > 0 independent of the mesh size and the material coefficients. The LDG form is defined as follows:
with a again as in (7.2), and L is the lifting operator from
) is a bounded function independent of the mesh size. Remark 7.2. The LDG method is usually defined by introducing the auxiliary variable s := µ −1 ∇ × u and rewriting the second order problem in mixed form, as a first order system; then an element-by-element integration by parts is performed, and the traces along the elemental boundaries are replaced by the so-called numerical fluxes, obtaining a (s, u)-formulation of the method, which is equivalent to the uformulation a .3), after elimination of the auxiliary variable s in terms of u (see [42] for details). Here, we concentrate on the u-formulation because we are only concerned with the analysis of the method in the framework presented in this paper.
We prove that the DG bilinear forms in this section fulfill Assumptions 3 and 4. Proposition 7.3. Provided that a stab in (7.2) is large enough, in the case of the IP and IIP methods, for all the considered DG bilinear forms Assumptions 3 and 4 are satisfied. Moreover, the exponent t in (3.5) can be chosen as t = min{ , r}. Finally, the condition (3.2) is satisfied.
Proof. The validity of Assumption 3 is standard and the one of (3.2) is straightforward. The proof of Assumption 4 is technical and we postpone it to the Appendix. Note that existent results (see [42] , [35] or [34] ) apply only when r > 1/2. By definition, the splitting
is orthogonal in both the L 
We first establish a decomposition of V h which will be used in order to prove both Assumptions 5 and 6; the proof is based on the following result (see [34, 
for all v ∈ V h , with a constant C > 0 independent of the mesh size.
The following proposition is a consequence of Theorem 7.4. Proposition 7.5. There exists a complement
The constant C > 0 is independent of the mesh size.
Proof 
The estimate (7.7) provides (7.8), and (7.6) provides (7.9), since
We proceed now by proving Assumption 5. For this, we need the following lemma. Lemma 7.6. We have
with a positive constant C independent of the mesh size. Proof. Fix v ∈ K ⊥ h , and decompose it, according to the decompositions (7.8) and (7.4) 
By taking q = p, we obtain that ε 1/2 ∇p 0,Ω ≤ ε 1/2 v ⊥ 0,Ω , and thus
For the first term at right-hand side of (7.10), from the discrete Friedrichs inequality for the conforming Nédélec elements (7.5), the triangle inequality and (7.7), we get
Using again (7.7), we bound the second term at right-hand side of (7.10) as
Inserting (7.11) and (7.12) into (7.10) proves the lemma. The following proposition is an immediate consequence of the coercivity in Assumption 3 and Lemma 7.6. Proposition 7.7. Assumption 5 holds true.
Gap Property (Assumption 6).
The following proposition concludes the analysis of the interior penalty methods and the LDG method.
Proposition 7.8. Assumption 6 holds true. Proof. Due to the discrete compactness property for the conforming Nédélec elements (we refer to [18] and [19] for the case of varying coefficients; see also [38, Theorem 7.18] ), it can be seen as in [16] that Assumption 6 for the conforming Nédélec elements holds true (see also the proof of (i) 
The bounds (7.13) and (7.9), together with the V(h)-stability of the decompositions (7.4) and (7.8), give Assumption 6.
Remark 7.9. With our choice of V(h), if σ λ is the regularity exponent of the eigenspace E(V) associated with an eigenvalue λ = 1 of the operator A, i.e., u ∈ H σ λ (curl; T h ) for all u ∈ E(V), the exponent t in the eigenvalue and eigenfunction estimates of Theorem 4.14 is given by t = min{ , σ λ }.
Remark 7.10. Numerical results reported in [3] for DG spectral approximations of the Laplace operator have shown that the suboptimal eigenvalue convergence rate of Theorem 4.14 in the case of non-hermitian DG methods (t instead of 2t), is actually sharp, at least for even approximation polynomial degrees; for odd degrees, one order of convergence better than expected has been observed for smooth solutions. The same behaviour has been reported in [29] in the context of error estimation of linear target functionals of the solutions to advection-diffusion-reaction problems.
Remark 7.11. Well-posedness of the DG discretisation, for h small enough, of the indefinite source problem (6.1), with ω away from the eigenfrequencies of the continuous problem, has been established in our abstract framework in Section 6, together with an inf-sup condition. The result provided in Appendix, together with consistency, guarantees the validity of a quasi-optimal error estimate.
Relations between Assumption 6 and the Discrete Compactness
Property. We conclude this section by establishing directly the relations between Assumption 6 and the so-called discrete compactness property.
The discrete compactness property plays a crucial role in the theory of conforming finite element methods for the Maxwell eigenproblem (1) (see, e.g., [37, 10, 24] ). Here we rephrase this property in the context of non-conforming approximations.
Property 3 (Discrete compactness property). Let {h n } ∞ n=1 be a sequence of decreasing mesh sizes, with h n → 0 as n → ∞, and let {w hn } ∞ n=1 be a sequence such that w hn ∈ K Note that, if V h ⊂ V and · V(h) = · V , Property 3 is the standard discrete compactness property for conforming spaces.
It is known that Property 3, the completeness of the approximation spaces (cf. Assumption 2), and the discrete Friedrichs inequality (cf. Assumption 5) are necessary and sufficient conditions for spurious-free conforming approximations (see [18, Theorem 6.8] ).
Remark 7.12. If the completeness of the approximation spaces and the discrete Friedrichs inequality hold true, Proposition 2.18 and Proposition 2.21 of [18] apply and guarantee that, for conforming approximations, the limit in Property 3 actually belongs to W.
In the following proposition we establish directly the relations between Assumption 6 and Property 3.
Proposition 7.13. Let Assumption 1 hold true. Then, Assumption 6 is equivalent to Property 3 with strong limit in W.
Proof. (i) Property 3 ⇒ Assumption 6. We proceed by contradiction. Let Assumption 6 be false, then there exists η > 0 such that, for allh > 0, there is h ∈ (0,h) and
Now, select a sequence {h n } ∞ n=1 with h n → 0 as n → ∞. The previous assertion allows us to construct, in correspondence with {h n } ∞ n=1 , a sequence {w hn } ∞ n=1 with w hn ∈ K ⊥ hn and w hn V(hn) ≤ 1 for all h n , which does not contain any subsequence converging to an element w ∈ H(div 0 ε ; Ω), owing to (7.14) . This contradicts Property 3 with strong limit in W.
(ii) Assumption 6 ⇒ Property 3. Let w h be in K ⊥ h and select w ∈ H(div 0 ε ; Ω) as w = P w h , with P being the operator defined at the beginning of Section 5.2. Owing to Lemma 5.4, we know that The first two terms at right-hand side converge to zero, owing to (7.15) and (7.16), respectively; since the projector P is L 2 -stable, also the third term converges to zero, due to (7.9) and the V(h)-stability of the decomposition (7.8). Thus, Property 3 holds true with strong limit in W.
Note that the continuity property (8.2) and the best approximation estimate (8.3) provide a proof for Proposition 7.3 (indeed, they also prove that DG methods provide quasi-optimal approximations for the coercive source problem introduced in Assumption 4), and jointly with consistency and the inf-sup condition (6.6), quasi-optimal error estimates for DG solutions to the indefinite problem (6.1). 
where we have set M K = max x∈K |µ K (x)|. We remark that, whenever µ is an elementwise constant tensor, then
In order to prove Proposition 8.1, we need the following technical lemma. Lemma 8.2. With the notation introduced above, for any f ∈ F h , we have
where K ± are the two tetrahedra sharing the face f , and C > 0 is independent of the mesh size.
Proof. We assume, to fix the ideas, that d = 3. We start by introducing some notation. Let K be a tetrahedron, f one of its face and n the normal at f pointing outside K. Let η ∈ H 1/2 (f ) 3 be such that η · n = 0 and η × n = [[v]] T , and set φ = µ −1 ∇ × ξ on K; we known that φ ∈ H σ (K) 3 and ∇ × φ ∈ L 2 (K) 3 . We decompose η as η = η 0 + η M , with η M = Let R : H 1/2−σ ( f ) 2 → H 1−σ ( K) 3 be a continuous lifting operator from f to K such that R η 0 has zero tangential trace on ∂ K \ f (note that this lifting is the standard one, component by component). By continuity of R, we have
where ∇ × · denotes the curl operator with respect to the reference coordinates. By integration by parts, since R η 0 has zero trace on ∂ K \ f , we get
By taking t such that 1/t + 1/t = 1, it holds
where |η M | denotes the modulus of the constant vector η M , and where we have used |η M | ≤ Ch Taking into account the definitions of φ, η and of | · | V(h) , the expression (8.6) and the estimates (8.10) and (8.11) give (8.4 ) and the proof is complete.
We are now in a position to prove Proposition 8.1.
Proof of Proposition 8.1. For all the DG methods of Section 7.2, it is easy to see that, for all ξ ∈ H r (curl; T h ) with Inserting this into (8.12) completes the proof of (8.2). The best approximation estimate (8.3) is a direct consequence of standard polynomial approximation properties.
