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Introduction
The notion of effective orbifold (or equivalently V -manifold) is a generalization of the notion of manifold whereby the local charts are required to be homeomorphic to a quotient U/G of an open subset U of R n by a finite group G. If the defining data of an orbifold is holomorphic, then the orbifold is called complex. Many results from complex geometry, such as the Hodge decomposition theorem for Kähler manifolds [3] and Kodaira's embedding theorem [4] , have been shown 1 to extend from the setting of manifolds to the setting of effective orbifolds. In addition, it is stated in the literature [19 [11] , extends as well. Our purpose is to provide a self-contained proof of this result, which we state precisely below.
Theorem 1.1. Let (X , ω) be a compact Kähler effective orbifold of complex dimension n, and let F be a smooth function on X satisfying
Then there is a smooth function ϕ on X , unique up to the addition of a constant, It is easily shown that Theorem 1.1 implies-or, more precisely, is equivalent tothe following, which is the analogous extension of the original Calabi conjecture [11] to the setting of orbifolds. Theorem 1.2. Let (X , ω) be a compact Kähler effective orbifold, and let R be a (1, 1)-form representing the cohomology class 2πc 1 (X ) ∈ H 2 (X , R). Then there is a unique Kähler form ω ′ on X such that (i) ω ′ and ω represent the same cohomology class and
(ii) the Ricci form of ω ′ is R.
In particular, if c 1 (X ) = 0 as a cohomology class in H 2 (X , on a compact Kähler orbifold whose first Chern class c 1 (X ) is negative with Kähler form ω representing −2πc 1 (X ), then one obtains a Kähler-Einstein metric ω ϕ = ω + √ −1∂∂ϕ satisfying Ric(ω ϕ ) = −ω ϕ . Concisely, we have the following additional result concerning the existence of Kähler-Einstein metrics, due to Yau [26] and Aubin [2] in the setting of manifolds. Theorem 1.3. If X is a compact Kähler effective orbifold satisfying c 1 (X ) < 0, then there is a Kähler metric ω ∈ −2πc 1 (X ) on X satisfying Ric(ω) = −ω.
Most of the content of this paper is far from original; instead well-known tools from the nonsingular setting are adapted to the setting of effective orbifolds. More precisely, our proof follows closely a streamlined approach to the continuity method of proof in the nonsingular setting, more details of which can be found in [24] , which compiles expositions due to many other sources [23, 25, 8, 26] . We simply gather-and establish when necessary-appropriate orbifold-version ingredients of this approach, and then we outline how these ingredients can be used to construct a proof. The main ingredients include Kodaira's ∂∂-lemma on orbifolds [3] , properties of elliptic operators on orbifolds (see Section 3), a Green's function of the complex Laplacian, and inequalities of Poincaré and Sobolev type. We remark that other methods of proof (such as variational methods) exist in the nonsingular setting, and these approaches should have analogous extensions to the setting of orbifolds, provided the necessary ingredients can be extended to this setting as well.
In Section 2, we recall some basic facts of effective orbifolds. In particular, we review notions of tensors and differential forms on these objects, and we demonstrate a version of Stokes' theorem (c.f. [3] ). We also review some facts about Kähler orbifolds. Elliptic operators on orbifolds are studied in Section 3. We obtain a priori estimates for such operators, recall a construction of a Green's function of the Laplacian following [13] , and obtain inequalities of Poincaré and Sobolev type.
Section 4 begins the proof of the main theorem. The continuity method is outlined, and the desired openness properties are established using the mapping properties of elliptic operators established in previous sections.
We reserve Section 5 for the a priori estimates necessary for the closedness property of the continuity method. We outline how the estimates demonstrated in previous sections (e.g. Poincaré inequality and Sobolev inequality) can be used to establish C 0 -, C 2 -, and C 3 -estimates on solutions to the desired equation.
In Section 6 we outline briefly how to obtain Kähler-Einstein metrics on orbifolds with negative first Chern class.
Section 7 gives examples of Ricci-flat metrics on orbifolds with c 1 (X ) = 0 as a cohomology class in H 2 (X , R), which are guaranteed by Theorem 1.2.
Orbifold preliminaries
The goal of this section is to recall the notion of a classical effective orbifold and to review some differential geometric tools associated to these objects. We follow closely the notation and terminology of [1] for classical effective orbifolds. Let X be a topological space.
• An orbifold chart for X consists of a triple ( U , G, π) where U is an open connected subset of R n , G is a finite group of smooth automorphisms of U , and π : U → X is a continuous map which is invariant under the action of G and which induces a homeomorphism of U /G onto an open subset U ⊂ X, called the support of the chart ( U , G, π).
• An embedding λ : ( U , G, π) ֒→ ( V , H, ρ) of one chart into another consists of a smooth embedding λ : U → V such that ρ • λ = π.
• An orbifold atlas is a family U of orbifold charts whose supports cover X and which are compatible in the sense that if x is a point in the intersection U ∩ V of the supports of two charts ( U , G, π) and ( V , H, ρ), then there is an open neighborhood W ⊂ U ∩ V of x and a chart ( W , K, σ) for W such that there are embeddings ( W , K, σ) ֒→ ( U , G, π) and ( W , K, σ) ֒→ ( V , H, ρ).
• An atlas U is said to refine an atlas V if for each chart in U there is an embedding into some chart of V. Two atlases are called equivalent if they have a common refinement.
By an effective orbifold X of dimension n we mean a paracompact Hausdorff space X equipped with an equivalence class [U] of n-dimensional orbifold atlases.
We call X the underlying space of the effective orbifold X . Because we only deal with effective orbifolds in what follows, we use the term orbifold to mean effective orbifold. From this point forward, because X is paracompact, we will assume that X is covered by a locally finite collection of supports U α of an atlas of charts
We say that an orbifold X is orientable if all of the smooth automorphisms and embeddings of the charts in an atlas are orientation-preserving. From this point forward, we will assume that X is orientable and equipped with an orientation.
By a tensor of type (r, s) on X we mean a collection of tensors T α of type (r, s) on the charts ( U α , G α , π α ) with the following properties.
• Each T α is invariant with respect to G α in the sense that if g ∈ G α , then
• The collection T α is compatible with the transition maps in the sense that
is an embedding from the atlas, then λ *
The notion of k-form is defined similarly to that of a tensor. The naturality of the de Rham differential ensures that there is a de Rham operator d taking k-forms to (k + 1)-forms.
The support of a tensor T is the subset of the underlying space X given by
Given a locally finite collection V β of open sets covering X, by a partition of unity subordinate to V β , we mean a collection ϕ β of smooth (in the orbifold sense) functions on X satisfying
(Note that each ϕ β itself is given as a collection of smooth functions ϕ βα , one on each U α .) One can show that such partitions of unity exist for any locally finite collection V β (see [3] ).
The integral of a compactly supported n-form ω can be defined in the following manner. If ω is an n-form whose support is contained within the support U α of a
where ω α is a corresponding n-form on U α . More generally, for an arbitrary n-form ω on X , choose a partition of unity ϕ α subordinate to the supports U α and define
One can show that this definition does not depend on the choice of atlas in the equivalence class nor on the choice of partition of unity.
Stokes' theorem extends to compact orbifolds (without boundary) in a natural way. Indeed let ω be any (n − 1)-form on a compact orbifold X . Choose a partition of unity ϕ α subordinate to the supports U α of the orbifold charts. If we letω α denote a G α -invariant n-form on U α representing ϕ α ω, then we find by definition
where the latter integral vanishes by the ordinary Stokes' theorem, asω α has support which is compact and contained within U α . It now follows that
where the interchanging of the sum and the integral sign is valid because, for example, we may suppose that the number of charts is finite as X is compact. We summarize below.
Lemma 2.1 (Stokes' theorem). Let ω be an (n − 1)-form on a compact orbifold X . Then
By a connection on X we mean an R-linear mapping ∇ taking (1, 0)-tensors (vector fields) to (1, 1)-tensors satisfying Leibniz rule 
for any smooth function f on X . Any connection can be extended to a mapping from (r, s)-tensors to (r, s + 1)
tensors by demanding that the extension be compatible with contraction and with Leibniz rule. In particular, for a Riemannian metric g on X , one finds that
for vector fields V, W . A connection ∇ is said to be compatible with the metric g if ∇g = 0. For a given metric g, there is a unique symmetric connection compatible with it, which we call the Levi-Civita connection and which we will denote by ∇. A Riemannian metric g provides an identification of the space of (1, 0)-tensors with the space of (0, 1)-tensors. Thus for any two 1-forms η and ζ, the metric g determines a smooth function g(η, ζ). More generally, for any pair of tensors (resp. forms) S, T of the same type (resp. degree), we let g(S, T ) denote the smooth function so determined. In particular, we write |S| 2 g for the smooth function
A Riemannian metric g also determines a unique n-form dV called the volume form compatible with the orientation and the metric. In local coordinates, the volume form admits the expression
An orbifold X is called complex if the charts can be taken to be subsets of C n and the other defining data can be taken to be holomorphic. For such an orbifold, we have a well-defined almost complex structure J, that is, a mapping of vector fields to vector fields satisfying J 2 = −id, which can be described locally in the usual way. The complexification of the space of vector fields decomposes into the eigenspaces for J corresponding to ± √ −1. Dually the complexification of the space of 1-forms decomposes and a 1-form corresponding to the eigenvalue √ −1 (resp. 
A Kähler metric g admits a local expression in the charts as
The corresponding Kähler form ω admits local expression
The Ricci form Ric(ω) corresponding to a Kähler form ω is the (1, 1)-form with local expression
It can be shown that the cohomology class of Ric(ω) does not depend on the particular Kähler metric ω, and thus defines an invariant of the orbifold. The first Chern class c 1 (X ) can be taken to be the real cohomology class determined by the form 1 2π Ric(ω) for some choice of Kähler form ω. We say that c 1 (X ) is positive written c 1 (X ) > 0 (resp. negative written c 1 (X ) < 0) if c 1 (X ) is represented by a positive (resp. negative) (1, 1)-form.
For a Kähler metric g on a complex orbifold there is a corresponding Laplacian ∆, which is a second-order uniformly elliptic operator (see Section 3), defined locally on smooth functions ϕ by
α is the inverse of the matrix (g α ) jk representing the metric. Alternatively, for a (1, 1)-form with local expression
we write tr ω η for the smooth function with local expression
One can show that if ϕ is a smooth function, then ∆ϕ satisfies
where n is the complex dimension of the complex orbifold X . For a smooth C-valued function ϕ on a Kähler orbifold (X , ω), we have
g , and hence
With this convention, it follows that for a smooth R-valued function ϕ we have
Elliptic operators on orbifolds
The goal of this section is to study some properties and estimates associated to linear elliptic second-order differential operators on a compact orbifold, to construct a Green's function of the complex Laplacian on a compact Kähler orbifold, and to establish some useful inequalities of Poincaré and Sobolev type. For a bounded domain Ω in R n , a natural number k ∈ N, and a number α ∈ (0, 1), recall the C k,α -norm of a function f on Ω can be defined by
where ℓ = (ℓ 1 , . . . , ℓ n ) is a multi-index and
The space C k,α (Ω) is then the space of functions on Ω whose C k,α -norm is finite.
A uniformly elliptic operator L of second-order with smooth coefficients on Ω admits an expression of the form
where a ij , b m , c are smooth functions and where we are using the Einstein summation convention. The uniform ellipticity implies that there are constants λ,
for each point x ∈ Ω and each vector ξ ∈ R n . The following a priori estimates for such operators are well-known (see, for example, [18] ).
compact subset, and let α ∈ (0, 1) and k ∈ N. Then there is a constant C such that
Moreover, the constant C only depends on k, α, the domains Ω and Ω ′ , the C k,α -norms of the coefficients of L, and the constants of ellipticity λ, Λ. Finally, it is enough only to assume that f ∈ C 2 (Ω) so that L(f ) = g makes sense, and then it
These estimates can be extended to a compact orbifold X as follows. The Hölder spaces can be defined locally in orbifold charts: Covering X with orbifold charts, any tensor T has a local expression as a bona fide tensor T β in these charts, and the C k,α -norm of T can be defined to be the supremum of the C k,α -norms of these T β .
In particular, if X is compact, we may achieve that there are finitely many orbifold charts, and the supremum can be taken to be the maximum. A linear second-order differential operator on an orbifold X is an operator which admits an expression as (3.1) in each orbifold chart.
Let L be an elliptic second-order linear differential operator with smooth coefficients on a compact Riemannian orbifold (X , g), and fix α ∈ (0, 1) and
Moreover, the constant C only depends on k, α, the orbifold X , the C k,α -norms of the coefficients of L, and the constants of ellipticity λ, Λ. Finally, it is enough to assume only that f ∈ C 2 (X ), and then it follows that f ∈ C k+2,α (X ) whenever L(f ) and the coefficients of L are in C k,α (X ).
Proof. As X is compact, there is a finite collection of orbifold charts ( U β , G β , π β ) whose supports U β cover X. We may select relatively compact domains U ′ β ⊂ U β invariant under the G β action satisfying the hypotheses of Theorem 3.1, such that the images π( U ′ β ) still cover X. We have a finite list of constants C β from Theorem 3.1 applied to each pair ( U β , U ′ β ), and taking the maximum gives a large constant C. Then an application of the previous theorem gives
Moreover, the mapping properties of such operators on compact orbifolds are well-understood, as demonstrated below. We require the following standard result in functional analysis which can be found, for example, in [22 Then the range of A 1 + A 2 is closed in E 2 .
Lemma 3.4. Let L be an elliptic second-oder operator with smooth coefficients on a compact orbifold X . Then the range of L :
Proof. Define two Banach spaces E 1 and E 2 by
Define two bounded linear operators A 1 , A 2 :
The operator A 1 is injective because the second component is. Moreover, the range of A 1 is closed by the uniform bound
Finally A 2 is compact by the Arzela-Ascoli theorem applied to the inclusion of
It follows from the previous lemma that A 1 + A 2 has closed range. But the range of A 1 + A 2 is identified with Ran(L) ⊕ {0}, and hence L has closed range.
Theorem 3.5. Let L be an elliptic second-oder operator with smooth coefficients on a compact Riemannian orbifold
where L * denotes the adjoint of L with respect to the indicated Banach norms.
Proof. The restriction of the domain to (ker L) ⊥ ensures that L is injective and the restriction of the codomain to (ker
by the previous lemma. Hence L is a bounded invertible linear operator between Banach spaces. We conclude that the inverse of L is bounded as well from [20, §23
Theorem 2], and therefore L is an isomorphism of Banach spaces.
Additionally, using Sobolev spaces, one can obtain not only a Green's function of the complex Laplacian, but also inequalities Poincaré and Sobolev stype, as follows. For a compact Riemannian orbifold (X , g) and a number p 1, let L p (X ) denote the completion of the space of smooth functions under the norm
For any tensor S, we also use the same notation for the norm
denote the completion of the space of smooth functions with respect to the norm
Remark 3.6. With this above notation, for a compact Kähler orbifold (X , ω) we find that the following coincide
The following version of Rellich's lemma on orbifolds can be found in [13] .
, and similarly to the case of Hölder norms, the mapping properties of L with respect to these Sobolev norms are well-understood. Theorem 3.8. Let L be an elliptic operator of second order on a compact Riemannian orbifold (X , g), and fix a number p 1 and a number k ∈ N. Then there is a constant C such that for all smooth functions f we have
Moreover the constant C depends only on X , g, L, k, p. Finally, L induces an isomorphism of Banach spaces
Just as in the case of Hölder norms, there are local versions of these inequalities:
For any relatively compact Ω ′ ⊂⊂ Ω, we have an inequality of the form
). In particular, the complex Laplacian ∆ on a compact Kähler orbifold (X , ω) is an elliptic operator of second order. For a point x ∈ X, consider the real-valued function δ x defined on smooth functions ϕ by the rule
whereφ denotes the average value of ϕ. Then we may regard δ x as an element of the Hilbert space
vanishes on smooth functions with average value zero, it follows from Theorem 3.8 that there is an element G x of L 2 2 (X ) such that ∆G x = δ x . Such a function G x is called a Green's function associated to ∆ and satisfies
Theorem 3.9 (Poincaré inequality). Let (X , g) be a compact Kähler orbifold. There is a constant C depending only on X and g such that if ϕ is a smooth function with average value zero, then
Let E denote the subspace of L 2 1 (X ) consisting of all functions with average value zero, and let λ denote the infimum
It suffices to show that λ is nonzero, which we show. Suppose not. Let ϕ j denote a sequence of elements in E satisfying lim j→∞ R(ϕ j ) = 0. By scaling by ϕ j −1 2 , we may assume that each ϕ j satisfies ϕ j 2 = 1. It follows that the sequence ϕ j is uniformly bounded in L 2 1 (X ). Rellich's lemma implies that, by passing to a subsequence, we can assume that the ϕ j converge in
This function must satisfy ϕ 2 = 1. Moreover, for any smooth (1, 0)-form ψ, if ∂ * denotes the adjoint of ∂ with respect to the L 2 -inner product induced by the Kähler metric g, then
so that ∂ϕ = 0 in the weak sense. The ellipticity of ∂ implies that ϕ is actually smooth, and therefore a constant, with average value zero, and hence equal to zero. This contradicts the above deduction that ϕ 2 = 1.
The following Sobolev inequality on bounded domains is well-known [17] .
Lemma 3.10 (Local Sobolev inequality).
Let Ω be a bounded domain in R n . For a number p 1, let q denote the Sobolev conjugate satisfying 1/p + 1/q = 1/n. Then there is a constant C depending on Ω and p such that for any smooth function f with compact support in Ω, we have
In particular, if Ω ⊂ C n and p = 2, then q = 2n/(n − 1) and
2 ) It follows that there is a similar type of inequality on compact Kähler orbifolds. Theorem 3.11 (Sobolev inequality). Let (X , g) be a compact Kähler orbifold of complex dimension n. There is a constant C depending only on X and g such that if f is a smooth function then
Proof. Let ϕ α be a partition of unity subordinate to the supports U α of a finite collection of orbifold charts U α in an atlas. The smooth function ϕ α f is compactly supported in the support U α of a chart U α . The local Sobolev inequality in this chart U α implies the existence of a constant C α such that
The triangle inequality implies that
Hence with the previous observation, we find an estimate of the form
Whence if N denotes the number of charts and C = N · sup α C α , then
as desired.
Yau's theorem on orbifolds
The goal of this section is to outline a proof of Theorem 1.1. Before doing so, let us first demonstrate how Theorem 1.1 implies Theorem 1.2. Proof. Because R and Ric(ω) represent the same cohomology class, the ∂∂-lemma gives a smooth functionF on X such that
If we let C 1 , C 2 denote the positive quantities
and we let F denote the smooth function F =F + log(C 2 /C 1 ), then F satisfies the integration condition
By Theorem 1.1, there is a smooth function ϕ satisfying (1.1). The Ricci form of
Hence ω ′ = ω + √ −1∂∂ϕ is a solution to the Calabi conjecture. Suppose that ω ′′ is another solution. There is a ϕ ′′ such that ω
By assumption, the Ricci form of ω ′′ satisfies
or equivalently,
Rearranging gives
Integration by parts shows that there is a constant C such that
which implies that
The fact that X e F ω n = X ω n implies that
Hence C = 0 and we conclude that ϕ ′′ is a solution to Theorem 1. Proof. Write ω ϕ = ω + √ −1∂∂ϕ. Then with this notation, we have
is a positive, closed (n − 1, n − 1) form. Upon integrating by parts, we find
The positivity of T implies that the integral is nonnegative, and hence we must
With the tools established in the previous sections, we can formulate a proof of Theorem 1.1 by following exactly the structure of a proof in the smooth setting. In particular, one approach is the following well-known continuity method. For completeness, we outline this approach now. The idea is to introduce a family of equations
indexed by a parameter t ∈ [0, 1]. The equation ( * 0 ) admits the trivial solution ϕ ≡ 0. Thus, if we can show that the set of such t ∈ [0, 1] for which ( * t ) admits a smooth solution is both open and closed, it will follow that we can solve ( * 1 ). For this endeavor, it suffices to prove the following Proposition 4.3. Fix an α ∈ (0, 1). (i) If ( * t ) admits a smooth solution for some t < 1, then for all sufficiently small ǫ > 0, the equation ( * t+ǫ ) admits a smooth solution as well.
(ii) There is a constant C > 0 depending only on X , ω, F, and α such that if ϕ with average value zero satisfies ( * t ) for some t ∈ [0, 1], then
• ϕ C 3,α (X ) C and
where g jk are the components of ω in local coordinates of any chart and the inequality means that the difference of matrices is positive definite.
Indeed Proposition 4.3 is sufficient because we can obtain a solution to ( * 1 ) using the following lemma.
Lemma 4.4. Assume Proposition 4.3. Then if s is a number in (0, 1] such that we can solve ( * t ) for all t < s, then we can solve ( * s ).
Proof. Let t i ∈ (0, 1] be a sequence of numbers approaching s from below. By assumption, this gives rise to a sequence of functions ϕ i satisfying
Proposition 4.3 together with the Arzela-Ascoli theorem implies that after passing to a subsequence, we may assume that ϕ i converges in C 3,α ′ (X ) to a function ϕ for some α ′ < α. This convergence is strong enough that we find
Moreover, Proposition 4.3 gives that the forms (ω + √ −1∂∂ϕ i ) are bounded below by a fixed positive form C −1 ω, so that ω + √ −1∂∂ϕ is a positive form.
It remains to show that ϕ is smooth. In local coordinates, we find that ϕ satisfies log det(g bk + ∂ j ∂kϕ) − log det(g jk ) − sF = 0.
Differentiating the equation with respect to the variable z ℓ we have
where (g ϕ ) jk is the inverse of the matrix (g ϕ ) jk = g jk + ∂ j ∂kϕ. We think of this equation as a linear elliptic second-order equation L(∂ ℓ ϕ) = h for the function Proof of Proposition 4.3 (i). Let B 1 denote the Banach manifold consisting of those ϕ ∈ C 3,α (X ) with average value zero and such that ω + √ −1∂∂ϕ is a positive form.
Let B 2 denote the Banach space consisting of those ϕ ∈ C 1,α (X ) with average value zero. Define a mapping
By assumption, we are given a smooth function ϕ t such that G(ϕ t , t) = 0 and ω + √ −1∂∂ϕ t is a Kähler form. The partial derivative of G in the direction of ϕ at the point (ϕ t , t) is given by
where ω t = ω + √ −1∂∂ϕ t and ∆ t denotes the Laplacian with respect to ω t . Denote this partial derivative by the operator L(ψ) = ∆ t ψ.
The operator L has trivial kernel. Indeed suppose ψ satisfies L(ψ) = 0. Then integration by parts shows that implies that ∂ψ = 0. We conclude that ψ is a constant, with average value zero, and hence equal to zero.
Moreover two integrations by parts show that the operator L is self-adjoint, and hence L * has trivial kernel as well. It follows from Theorem 3.5 that L is an isomorphism L : C positive form, for s close enough to t, we can ensure also that ω + √ −1∂∂ϕ s is also a positive form. Moreover, bootstrapping arguments similar to those described earlier show that ϕ s is actually smooth.
A uniform C 3,α -estimate
This section is devoted to proving Proposition 4.3 (ii). There are many expositions of this statement in the smooth setting (see [26, 23, 25, 8, 24] ). Essentially any of these arguments can be modified to the orbifold setting, provided the necessary ingredients can be modified to the orbifold setting. We will outline a streamlined version of one of the arguments, which can be found in [24] , and we direct the reader to this resource for more details of the reasoning to follow.
First we obtain a C 0 -estimate using a method of Moser iteration. The argument in the smooth setting can be found in [24] , which follows an exposition due to [8] .
For completeness, we outline the argument below, demonstrating how the tools of the previous sections (Green's function, Poincare inequality, Sobolev inequality) are used.
There is a constant C depending on X , ω, and F such that if ϕ is a solution to ( * t ) with average value zero, then
Proof. Without loss of generality we may assume that ω is rescaled so that X has volume 1. A uniform bound on the C 0 -norm of ϕ is the same as a uniform bound on −ϕ. Thus, to eliminate some minus signs in the calculations which follow, it is sufficient to assume that ω − √ −1∂∂ϕ is a Kähler form and that ϕ satisfies
For such ϕ with average value zero, it suffices to give a bound
Thus, shifting ϕ by a constant, to prove the claim, it suffices to show that for solutions with inf ϕ = 1, we have a bound
which is what we will show.
We first show that we have a uniform bound ϕ 1 C on the L 1 -norm of solutions ϕ. The form ω − √ −1∂∂ϕ is positive so that after taking the trace with respect to ω we have n − ∆ϕ > 0.
where ∆ is the Laplacian with respect to ω. Let x be a point where ϕ achieves its minimum, and let G x be a Green's function with respect to the Laplacian ∆. We may assume that G x is integrable and, shifting by a constant, that G x is nonnegative. Then
It follows that we have a uniform estimate ϕ 1 C as desired.
We next show that we have a uniform estimate ϕ 2 C. If we write ω ϕ = ω − √ −1∂∂ϕ, then we compute that
where T is the positive (n − 1, n − 1) form
From the observation that ω n ϕ − ω n = (e tF − 1)ω n together with the estimate of the previous paragraph, we find that
The Poincaré inequality (Theorem 3.9) then implies that
C.
Hence our bound from the previous paragraph implies a bound ϕ 2 C.
Finally it is routine to use a technique called Moser iteration to establish a uniform bound sup X ϕ C ϕ 2 , which will complete the proof. For p 2, we
which implies
We deduce that ∂ϕ
for some constant C independent of p. The Sobolev inequality (Theorem 3.11) applied to ϕ p/2 together with this estimate gives that
If we write p k = (n/(n − 1)) k p, then we find
If we set p = 2 and let k → ∞, then we find that
and the estimate from the previous paragraph on ϕ 2 gives the desired bound.
The following lemma can be proved by a local calculation, which uses the CauchySchwarz inequality twice and which can be found, for example, in [24, Lemma 3.7] .
Lemma 5.2. There is a constant C depending on X and ω such that if ϕ is a solution to ( * t ) with average value zero, then
where∆ is the Laplacian with respect to ω ϕ andR jk is the Ricci curvature of ω ϕ . Lemma 5.3 (C 2 -estimate). There is a constant C depending on X , ω, F such that a solution ϕ of ( * t ) with average value zero satisfies
The
Let S denote the tensor given by the difference of Levi-Civita connections S = ∇ − ∇. Note that S depends on the third derivatives of ϕ. So if |S| denotes the norm of S with respect to the metric ω ϕ , the fact that the metric g jk is uniformly equivalent to the metric g jk + ∂ j ∂kϕ implies that a bound on |S| gives a C 3 -bound on ϕ.
Lemma 5.4 (C 3 -estimate). There is a constant C depending on X , ω, F such that if ϕ is a solution to ( * t ) with average value zero, then |S| C, where |S| is the norm of S computed with respect to the metric ω ϕ .
Proof. Again local computations and rudimental local identities from complex geometry can be used first to obtain estimates of the form
where C denotes a large constant and ǫ a small one. We direct the reader again to [24, Lemma 3.9 and Lemma 3.10] for local proofs of these estimates. It follows that we may choose a large constant A such that
Suppose that |S| 2 + Atr ω ω ϕ achieves its maximum at x ∈ X. Then in a local chart around x we have a local inequality of the form
At any other point y ∈ X, this bound together with the C 2 -estimate imply any estimate of the form
This is what we wanted.
We are now able to complete a proof of Proposition 4.3.
Proof of Proposition 4.3 (ii)
. Lemma 5.3 shows that the metric ω ϕ is uniformly equivalent to the metric ω. Lemma 5.4 implies that we have a uniform bound of the form ϕ C 3 (X ) C, from which it follows that we have a uniform bound of the form ϕ C 2,α (X ) C. Bootstrapping arguments together with Theorem 3.2 and Lemma 5.1 imply that we actually have a uniform bound ϕ C 3,α (X ) C, as desired.
6. Kähler-Einstein metrics for orbifolds with c 1 (X ) < 0
The goal of this section is to outline briefly a proof of Theorem 1.3. One way to proceed is by showing that the Kähler-Einstein condition is equivalent to a MongeAmpère equation that is only slightly different than (1.1), and then use the same technique of the continuity method to solve this slightly modified equation.
Indeed, let ω be any Kähler metric in −2πc 1 (X ). The Ricci form Ric(ω) belongs to the class 2πc 1 (X ), so by the ∂∂-lemma there is a smooth function F such that
Any other Kähler metric can be written as ω ϕ = ω + √ −1∂∂ϕ for a smooth function ϕ on X . The Ricci form of ω ϕ satisfies Ric(ω ϕ ) = Ric(ω) − √ −1∂∂ log ω n ϕ ω n and so the Kähler-Einstein condition Ric(ω ϕ ) = −ω ϕ reduces to
For this equation to be true, it suffices to solve the Monge-Ampère equation (1.2).
To solve equation (1.2) , one can use a continuity method as in the case of (1.1). Indeed, one can introduce the family of equations
indexed by a parameter s ∈ [0, 1] and show that the set of such s for which ( * s ) admits a smooth solution is both open and closed. The openness follows from the implicit function theorem as above, with the only modification being that the linearized operator at s is given by
The closedness follows from appropriate C 0 -, C 2 -, and C 3 -estimates for solutions of ( * s ), which can be obtained from only very slight modifications of the arguments for the corresponding estimates for solutions of ( * t ). Moreover, the case of the C 0 -estimate is even easier for solutions of ( * s ), as one can argue using the maximum principle (see [24, Lemma 3.6 ] for a proof in the nonsingular case).
Examples of Calabi-Yau orbifolds
Theorem 1.2 produces Ricci-flat Kähler metrics on orbifolds with c 1 (X ) = 0 as a real cohomology class in H 2 (X , R). In this section, we give examples of such orbifolds, which we call Calabi-Yau orbifolds. Previously we had defined the first Chern class of a Kähler orbifold (X , ω) using the Ricci form Ric(ω). Alternatively, the first Chern class can be defined as a real cohomology class using connections and Chern-Weil theory as usual. In particular, the square of a unitary connection ∇ on X corresponds to a mapping F ∇ taking (1, 0)-tensors to (1, 2)-tensors which is linear over the ring of smooth complex-valued functions on X . The curvature F ∇ determines a characteristic polynomial in t
where f k (X ) corresponds to a real 2k-form on X whose complex dimension we have denoted by n. The cohomology class determined by f k (X ) independent of the choice of unitary connection and defines a real cohomology class c k (X ) ∈ H 2k (X , R)
called the kth Chern class.
There is also a way to define the Chern classes as integral cohomology classes c k (X ) ∈ H 2k (X , Z) (see [1] ). For our purposes, it is enough to know that the integral first Chern class c 1 (X ) vanishes in H 2 (X , Z) if and only if the sheaf ω X of germs of n-forms is isomorphic to the trivial invertible sheaf O X of germs of holomorphic functions. If c 1 (X ) vanishes as an integral cohomology class, then it must also vanish as a real cohomology class. However, the converse is not true in general, as we will see in Example 7.1 below.
In the special case that dim C X = 1, the condition that c 1 (X ) vanish as a real cohomology class is equivalent to the condition that the degree
of the sheaf ω X vanishes, where [X ] ∈ H 2 (X , R) denotes the fundamental class determined by a choice of orientation on X . Let us use this observation first to classify all Calabi-Yau orbifold Riemann surfaces, which we call elliptic orbifolds.
Example 7.1. Let X be a connected closed orbifold Riemann surface with finitely many stacky points p 1 , . . . , p n in the underlying space X . (We assume that X contains at least one stacky point, or equivalently, n > 0.) For each i, let m i > 1 denote the size of the stabilizer group of p i . We may assume that we have ordered the points so that m 1 · · · m n . The goal of this example is to show that the statement c 1 (X ) = 0 as a real cohomology class can be stated in terms of the data n, m 1 , . . . , m n , and will hence give a finite list of possibilities.
Let Y denote the complex manifold whose complex structure is determined by the atlas represented by the open subsets U ⊂ C from the charts of X together with the transition functions determined by the embeddings of these charts. Then Y is a connected closed smooth Riemann surface of genus g. In particular, Y is an effective orbifold in which every group in every orbifold chart is trivial. Let π : X → Y denote the corresponding canonical smooth map of effective orbifolds, which we study presently.
Away from the stacky points, the map π is an isomorphism of effective orbifolds.
More precisely, denote by q i the point in Y corresponding to p i in X. Let U denote the subset U = X \ {p 1 , . . . , p n } together with the orbifold structure determined by X , and let V denote the complex submanifold of Y given by V = Y \ {q 1 , . . . , q n } where Y is the underlying space of Y. Then the restriction
is an isomorphism of effective orbifolds. Near the point p i , however, the map π can be described as follows. If w is a local coordinate on Y near q i and if z is a local coordinate on X near p i , then π * w = z mi .
It follows that if O Y (q i ) denotes the locally free sheaf corresponding to the divisor q i in Y, then upon pulling back to X we obtain π
Since the degree of the line bundle O Y (q i ) is 1 and pulling back is compatible with taking degree, we find that
We conclude that we must have
If ω X denotes the coherent sheaf of germs of one-forms on X , then we claim that
Indeed, away from the stacky points, the map π is an isomorphism, so we have
where the last equality follows because p i / ∈ U . On the other hand, near the point p i , the projection map π satisfies
If U i is a neighborhood of p i satisfying U i ∩ {p 1 , . . . , p n } = p i , then the previous equality shows that
The claim now follows. Taking the degree of (7.1), we find that
And hence the degree of the canonical sheaf ω X satisfies
Therefore, the condition c 1 (X ) = 0 as a real cohomology class is equivalent to the equation
However, this condition is not enough to ensure that the first Chern class vanishes as an integral cohomology class, and in fact, even with this condition, the first Chern class is never zero in H 2 (X , Z) because the integral first Chern class restricts to a is trivial, so that the multiple mc 1 (X ) is zero as an integral cohomology class. Now let us determine the possibilities for n, m 1 , . . . , m n . Each term on the right hand side of (7.2) is at least 1/2 and less than 1, so we find that n 2 2 − 2g < n.
Since n 1, we conclude that g = 0, and thus there are two cases for n: either n = 3 or n = 4.
• Suppose that n = 4. Then equation (7.2) implies that we have
There is only one possibility
• Suppose that n = 3. Then equation (7.2) implies that we have
We also have that m 1 m 2 m 3 2. There are three possibilities
Each of these cases (i) through (iv) can be realized explicitly as a quotient of an elliptic curve. Indeed for a complex number τ in the upper half plane {z ∈ C : Im(z) > 0}, let E τ denote the smooth elliptic curve
The flat Kähler metric on C descends to a flat Kähler metric on E τ . If Γ is an finite group acting holomorphically and isometrically on E τ , then the flat Kähler 
. Because Y and X are Cohen-Macaulay, adjunction still holds, which gives that
We find that ω Y is trivial if and only if
which is equivalent to c 1 (Y ) = 0 as an integral cohomology class.
Example 7.3. We follow a construction found in [14] to give finite quotients of Calabi-Yau hypersurfaces in weighted projective spaces, which allows us to to realize the elliptic orbifolds (ii) through (iv) as finite quotients of cubic curves in CP 2 (c.f.
[21]). A polynomial F in (n + 1) variables is called quasi-homogeneous if there is a n-tuple of weights (c 0 , . . . , c n ) such that for any scalar λ we have
We assume that F is non-degenerate in the sense that F defines an isolated singularity at the origin, and we also assume that F is of Calabi-Yau type meaning 
This group contains the element J = Diag(e 2πic0 , . . . , e 2πicn ) which acts trivially on X F . A subgroup G satisfying J ∈ G ⊂ G max acts on X F with kernel J . Hence the groupG = G/ J acts faithfully on X F , and one obtains an orbifold global quotient X = [X F /G]. This orbifold global quotient has c 1 (X ) = 0 as a real cohomology class. In particular, the canonical sheaf ω X is not necessarily trivial, but some power of it is, so that some multiple of c 1 (X ) vanishes as an integral cohomology class.
One can realize the elliptic orbifolds from Example 7.1 as such quotients of cubic curves in CP 2 (c.f. [21] ):
(ii) Consider the curve X F ⊂ CP 2 determined by the cubic polynomial F = Yau orbifold that is dual to the other one in the sense that there are symmetric isomorphisms at the level of certain cohomological groups, namely Chen-Ruan orbifold cohomology (see [7] for the proposal of this "classical mirror symmetry conjecture"
and [14] for the proof.)
Example 7.4. One can also consider Calabi-Yau hypersurfaces in toric varieties defined by polyhedra, and in the case that the defining polyhedron is reflexive, there is a so-called Batyrev mirror, which is another Calabi-Yau hypersurface dual to the original hypersurface in the sense of mirror symmetry from mathematical physics [5] . More precisely, let N be a lattice, and M the corresponding dual lattice. A full-dimensional integral polytope ∆ in M is reflexive if Such a polytope determines a toric variety X ∆ which is Gorenstein and Fano.
The anticanonical sheaf corresponds to the divisor ρ D ρ as ρ ranges over the one-dimensional cones in the normal fan Σ ∆ . By adjunction, the zero locus of a generic section of the anti-canonical sheaf determines a hypersurface X with trivial canonical sheaf so that c 1 (X ) is zero as an integral cohomology class. Let There is a duality on such complete intersections which can be described as follows. Let E = E 1 ∪ · · · ∪ E s be a nef partition of the vertices of ∆. For each i,
