Software applications destined for the educational environment have a long history and have evolved side by side with the progress of technology from simple computer assisted instruction programs to sophisticated eLearning platforms. A study that we have conducted on a sample of 395 children aged 6 through 12, coming from both the rural and the urban environments, shows that an increasing number of children use computer related technologies. Given their exposure to these technologies it is imperative that the educational applications be designed in a way that takes into account the children's abilities, interests and the demands for their development. We have proposed a 5-dimensional model that uses Markov chains in order to model user emotions and how the user learnt from educational software. Using this model allows us to classify the different user sessions from the point of view of the pages browsed and the efficiency with which the application relays information to the user. To validate the model we conducted a study on an educational application. It showed that the proposed model is valid, allowing t he classification of the user sessions.
Introduction
browsing web pages. Some studies use these chains to predict the user's next action from a sequence of given actions (Montgomery, 2004) . In (Baeza-Yates, 2005) the Markov chain finds its use in the modeling of interactions between the number of clicks and the number of search requests, showing the timing from one state to another. In (Kammenhuber, 2006) the chains are used to show the relation between clicks and the pages visited.
The great problem of these studies lies in discovering the navigational patterns. In order to achieve this, in (Chen, 2005) it is assumed that the user will choose the next page based on the last pages visited at the same time determining how well the Markov chains predict this behavior.
Similar studies shown in (Ypma, 2003) take into account longer sequences of requests in order to predict the user's behavior or they introduce more complex models to study the user's behavior through Markov chains with a hidden layer. In (Deshpande, 2001) the solution of selecting different parts of Markov models of different orders is proposed, with the goal of reducing the complexity and at the same time increasing the accuracy of the prediction. A series of research papers on eHealth applications (Yang, 2010) also use the Markov model to study the userapplication behavior.
In the proposed model we will use Markov chains to model the pages (sections) of the educational application and the emotional state of the user.
Defining the model
In this section we will define the 5-dimensional model.
Entities
An educational application comprises a series of pages/sections, giving the user the choice of navigating through them. Of these pages some are used to organize the accessible information to the user, while others contain the useful information ( Figure 1 ). These two sections can overlap, in the sense that a page containing useful information can contain search options like a way of navigating back to the main menu. To simplify things, from now on it is assumed that all the useful educational objects included in the educational software form a single lesson. A work session in an educational application represents all the activities that take place inside that application from launch up to the closing of the application.
Definition 1. Let Pg={Pg 1 , Pg 2 , Pg 3 , ...,Pg n }, k N*, n finite, the set of all pages in an educational application. We will have Pg = P U Pn, where Pn={Pn 1 , Pn 2 , Pn 3 , ...,Pn k }, k N*, k finite, is the set of pages that permit navigation and P is defined as:
Definition 2. Let P={P 1 , P 2 , P 3 , ...,P np }, np N * , np<n, the set of ordered pages that comprise a lesson. Definition 3. Let E P, E={P 1 , P 2 , P 3 , ...,P ne }, ne N * session.
Definition 4. Let tt N * , the total time (in milliseconds) the appplication has been used. The start point is given by the moment in which the user launches the application and the stop point is given by choice by the exiting of the application, or by the exit from the last useful page.
Definition 5. Let ti N * , the total time (in milliseconds) spent on page Pi, where Pi P. Definition 6. Let the useful time, where Pi E. Definition 7. Let the navigation time, where Pi P\E. Definition 8. We will call Valid Events or actions all the events to which an application responds. The total number of actions in one session will be denoted na.
We will assume that the actions on the navigation pages will not impact directly over the educational contents.
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Session gation pages ti gation pages gation pages g N ig ig g g g g g N i Navi N i Navig Navi Navi Navi i till P P P 1 1 1 1 P P 3 3 3 3 P P P 2 2 2 2 P P 4 4 4 P P P ti ti E E E Definition 9. Let nav the number of actions on the navigation pages, including both mouse and keyboard events. Let nau the number of actions on useful pages.
Definition 10. Let ES={pleased (P), normal (N) , displeased (D)} the set of emotional states and AS={aroused (A), normal (N) , sleepy (S)} the set of arousal states.
For defining the model we will consider: -For the emotional states (ES) we will have Pleased > Normal > Displeased -For the arousal states (AS) we will have Aroused > Normal > Sleepy,
Modeling user emotions
We use Markov chains to model the transition between different states as shown in The blue arcs good user-application interaction will have greater values for P(P,P), P(N,P), P(D,N) and P(D,P), and lower values for P(D,D), P(N,D), P(P,N) and P(P,D Definition 11. Let d E d d S P,P P D D,P) D,D D P,N) P,D wellbeing and s, empirical determined, with at least one non-zero value. We also define dn ES 
Greater values of dn ES characterizes the applications enjoyable to the user.
Modeling user arousal
For this case we will define the Markov model as elements of the AS set ( Figure 2) . Similarly M ES transitions. A good user-application interaction will have greater values for P(S,S), P(N,S), P(A,N) and P(A,S), and lower values for P(A,A), P(N,A), P(S,N) and P(S,A). The P(N,N)
ed values with at least one non-zero value. If we normalize we will have dn AS =d AS /( ), a normalized measure of Figure 3 Modeling the navigations through the application (Mp)
Page Modeling
A session from an educational application is a represented by a number of pages that usually starts with a navigation page followed by pages from the Pg set. If we define the state in the Markov model as an element of the Pg set and we assume that there is no direct navigation option between useful pages so any transition from one useful page to another will be passing through the navigation state PN like in Figure 3 .
A user session is defined by a succession of states of the Markov model (S, State 1 , State 2 m , Esc), where State m represents any state of the Markov model. Any state can appear one time, many times or none at all in a session, but for the session to be successful:
1. Each of the P i P P states, i=1,n (useful pages) should appear at least once. (Succ1) P PN N P P 1 1 1 1 P P 2 2 2 2 P P n n n Esc Esc Esc S S ...
2.
In reaching the P i state all P j states, j=1,i-1, should have been attained. (Succ2) 1 , P 2 , ..., P n , Esc). We have to define a measure of how "good" a session is. For this we will define (Sadagopan, 2008) the likelihood score.
Definition 13. The Markov model having the set {S, PN, P 1 , P 2 , ..., P n , Esc} as states is given and also a user session (S, State 1 , State 2 , ..., State m , Esc) of m+2 length. The probability score will be defined by:
= Pr(S , State 1 1 , State 2 m-1 , State m m , Esc). As the probability score is obtained by multiplying individual transition probabilities, a session that has a longer succession will have a lower value than . In other words, in (Succ1) and (Succ2) we will make sure that a whole the user and a higher value of will tell us that the lesson has been sent in optimal conditions.
Multidimensional Model
We propose a 5-dimensional model of the session which can be used to compare two different application session.
To characterize a session from the perspective of time we can use the tu and tn values. These represent absolute values inside a session and will be normalized. We are less interested in the total time spent using an application, than in the percentage of useful time as opposed to the percentage of navigation time.
Definition 15: Let M time 1 tu/tt -2 1 2 >0 are empirical determined weights. M time give a measure of the efficiency of the time spent during a session, bigger values meaning a better session. We will apply a similar reasoning for the modelling of actions: Definition 16: Let M act 1 nau/na 2 nav/na, where 1 >0 and 2 >0 are empirical determined weights. Again, we want greater values of M act . By using weights we cand control the influence of useful actions versus non useful ones (navigation). In its 1 = 2 we assume that a useful action will compensate a navigation action in search of a new lesson.
To define the impact of the wellness state and the one of the fatigue state upon a session we will use the Markov M ES and M AS models. The transition probabilities must be previously obtained through case studies.
Definition 17: Let M emo 1 dn ES 2 dn AS 1 2 >0 are empirically obtained weights. If the user is a 1 2 , the emotional state will have greater influence than the fatigue one. Using the previous definitions, the integration in the 5-dimensional model is: 
Applying the model in practice
Using the model in practice we follow these steps: Let S={S1, S2, ..., Sn}, the set of sessions. -We build np+1 session classes, and following the (ne/np) value, the sessions in the cluster with a value of one will be the best from an educational point of view, the ones with a zero value being useless from this point of view;
Inside each class -we use the exact value of to form subclasses, or -we use only the integer part of to form subclasses If there is more than one session in one subclass, we can use M time or M act to sort the sessions.
Results
In October 2011 we conducted a case study with a number of 33 children aged 8 to 10, a teacher and two adult evaluators. The results have been collected in order to construct the Markov models and in order to determine the empirical coefficients of our model. The results of applying the sorting algorithm can be seen below (Figure 4 ).
Figure 4 -
As it can be seen there is a number of 7 sub classes with more than a session. Hereon follows an example on how the M time and M act values can be used to sort the sessions inside a sub class. Figure 5 ) Sorted by M time we will have S31> S33 > S7, and sorted by M act we will have S33 > S7 > S31. The decision can go either way.
Conclusions
We have defined a mathematical model that allows for the characterization of a user session for an educational application. For this:
We have defined the entities with which the model functions;
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We've defined a 5-dimensional model that can be used to define the session;
We have defined a way for the model to be used in practice. Applying the model to a case study has allowed us to classify the user sessions which proves that the proposed model can efficiently characterize the usage habits for an educational application.
