Introduction
Corpus linguistic research demonstrates that natural language makes considerable use of recurrent multi-word patterns or 'formulas' (Ellis 1996 (Ellis , 2008a Granger and Meunier 2008; Pawley and Syder 1983; Sinclair 1991 Sinclair , 2004 Wray 2002 ). Sinclair (1991: 100) summarized the results of corpus investigations of such distributional regularities in the Principle of Idiom: "a language user has available to him or her a large number of semi-preconstructed phrases that constitute single choices, even though they might appear to be analyzable into segments", and suggested that for normal texts, the first mode of analysis to be applied is the idiom principle, as most of text is interpretable by this principle. Erman and Warren (2000) estimate that about half of fluent native text is constructed according to the idiom principle. Comparisons of written and spoken corpora suggest that formulas are even more frequent in spoken language (Biber et al. 1999; Brazil 1995; Leech 2000) . English utterances are constructed as intonation units that have a modal length of four words (Chafe 1994) and that are often highly predictable in terms of their lexical concordance (Hopper 1998) . Speech is constructed in real time and this imposes greater working memory demands compared to writing, hence the greater need to rely on formulas: it is easier for us to look something up from long-term memory than to compute it (Bresnan 1999; Kuiper 1996) .
There is considerable interest in formulaic language in research into Second Language Acquisition (SLA) too, as recent reviews attest (Cowie 2001; Gries and Wulff 2005; Meunier and Granger 2008; Robinson and Ellis 2008; Schmitt 2004; Wray 2002) . English for Academic Purposes (EAP) research (e.g., Flowerdew and Peacock 2001; Hyland 2004; Swales 1990 ) focuses on determining the functional patterns and constructions of different academic genres. Every genre has its own phraseology, and learning to be effective in the genre involves learning this. So lexicographers, guided by representative corpora (Hunston and Francis 1996; Ooi 1998) , develop learner dictionaries which focus upon examples of usage as much as, or even more than, definitions. Corpora now play central roles in identifying relevant constructions for language teaching (Cobb 2007; Römer in press; Sinclair 1996) , with large samples of writing or speech (e.g., the Michigan Corpus of Academic Spoken English, Simpson et al. 2002) being gathered to be representative of different academic fields and registers, along with subsequent qualitative investigation of patterns by linguists, at times supported by computer software for analysis of concordances and collocations. Analyses of such academic corpora demonstrate that there are common lexical bundles (like in order to, the number of, the fact that, as as ) (Biber et al. 2004 ), collocations and formulaic sequences (research project, as a result of, to what extent, in other words) (Schmitt 2004; Simpson-Vlach and Ellis in preparation) , and idioms (come into play, bottom line, rule of thumb, ball-park estimate) (Simpson and Mendis 2003) that are particularly frequent in academic discourse.
Psycholinguistic research demonstrates language users' sensitivity to the frequencies of occurrence of a wide range of different linguistic constructions (Ellis 1996 (Ellis , 2002a (Ellis , 2002b (Ellis , 2008b and it therefore provides clear testament of the influence of each usage event, and the processing of its component constructions, upon the learner's system. Usage-based theories of language consequently analyze how frequency and repetition affect, and ultimately bring about, form in language, and how this knowledge affects language comprehension and production (Bod et al. 2003; Bybee and Hopper 2001; Ellis 2002b Ellis , 2008c Hoey 2005; Robinson and Ellis 2008) . This research includes evidence that language processing is sensitive to formulaicity and collocation. For formulaic phrases, Swinney and Cutler (1979) found that subjects took much less time to judge idiomatic expressions, such as kick the bucket, as being meaningful English phrases than they did for non-idiomatic control strings like lift the bucket (see also Conklin and Schmitt 2007; Schmitt 2004) . For collocation, Ellis et al. (2009) used lexical decision tasks to demonstrate that native speakers preferentially recognized frequent verb-argument and booster/maximizer-adjective pairs than they did less frequent ones. McDonald and Shillcock (2004) used eye movement recording to reveal that the reading times of individual words are affected by the transitional probabilities of the lexical components. So with sentences like One way to avoid confusion/discovery is to make the changes during the vacation, readers read high transitional probability sequences such as avoid confusion faster than low transitional probability like avoid discovery. Jurafsky et al. (2001) analyzed the pronunciation time of successive two-word sequences in the Switchboard corpus to show that in production, humans shorten words that have a higher contextualized probability. The phenomenon is entirely graded with the degree of reduction a continuous function of the frequency of the target word and the conditional probability of the target given the previous word and that of the target given the next word. They argue on the basis of this evidence that the human production grammar must store probabilistic relations between words. As Bybee (2005) quips (after Hebb's [1949] "Cells that fire together, wire together"), "Words used together fuse together".
Such experiments suggest that the language processing of fluent speakers is sensitive to formulaicity, but we remain to discover the psycholinguistic and corpus linguistic determinants of this sensitivity. One key question is whether it is the frequency of experience of a formula that determines its more fluent processing, or whether it is the degree to which its component words function together as a whole. Frequency clearly determines the likelihood that a speaker will have come upon a particular construction (Ellis 2009 ). Frequency also tunes the system, with processing speed typically following the power law of learning (Anderson 1982; Newell 1990; Speelman and Kirsner 2005) which generally describes the relationships between practice and performance in the acquisition of a wide range of cognitive skills. That is, the effects of practice are greatest at early stages of learning, but they eventually reach asymptote. Each time we process a particular construction, there is a reduction in processing time that marks this practice increment, and thus the perceptual and motor systems become tuned by the experience of language.
But what makes a formula special is its coherence. High frequency ngrams occur often, but currency alone does not ensure functional utility.
However frequent in our coinage, nickels and dimes are not worth as much as dollar bills. So too with formulas. Not all high frequency n-grams have clearly identifiable or distinctive functions or meanings; many occur simply by dint of the high frequency of their component words, often grammatical functors. Sequences such as on the other hand and at the same time are more psycholinguistically salient than sequences such as to do with the, or I think it was, even though their frequency profiles may put them on equivalent lists.
This research therefore attempts to triangulate the construct of 'formula' from corpus linguistic, psycholinguistic and educational perspectives. First we extract formulaic sequences special to academic speech and writing, measuring their frequency and coherence. Next we assess language specialists' explicit knowledge of their formulaicity, communicative functions, and pedagogical importance. Finally we undertake four experiments which determine how the corpus linguistic metrics of frequency and coherence are represented implicitly in native speakers, thus to affect their accuracy and fluency of processing of these formulas. The language processing tasks in these experiments are selected to sample an ecologically valid range of language processing skills: spoken and written, production and comprehension, formfocused and meaning-focused. The language processing involved in each experiment was: (1) speed of reading and acceptance in a grammaticality judgment task where half of the items were real phrases in English and half were not, (2) speed of reading and rate of spoken articulation, (3) binding and primed pronunciation -the degree to which reading the beginning of the formula primed recognition of its final word, (4) speed of comprehension and acceptance of the formula as being appropriate in a meaningful context.
Corpus linguistic identification of relevant formulaic expressions
We used corpus linguistic techniques to identify the academic formulas in corpora of written and spoken discourse that are significantly more common in academic discourse than in non-academic discourse and which occupy a range of academic genres or habitats. Three, four, and five word formulas occurring at least 10 times per million words were extracted from corpora of 2.1M words of academic spoken language (MICASE [Simpson et al. 2002] and selected academic spoken BNC files [BNC Consortium 2006] including 18 selected from spoken tutorials, 21 selected from spoken lectures, and 10 from spoken classroom discourse), 2.1M words of academic written language (Hyland's [2004] research article corpus, plus selected academic writing BNC files), 2.9M words of non-academic speech (the Switchboard [2006] corpus), and 1.9M words of non-academic writing (the FLOB and Frown corpora gathered in 1991 to reflect British and American English over 15 genres [ICAME 1999] ). The program Collocate (Barlow 2004 ) allowed us to measure the frequency of each n-gram along with the mutual information (MI) score for each phrase. MI is a statistical measure commonly used in the field of information science designed to assess the degree to which the words in a phrase occur together more frequently than would be expected by chance. It measures how much they cohere or are found in collocation (Manning and Schütze 1999; Oakes 1998) . A higher MI score means a stronger association between the words, while a lower score indicates that their co-occurrence is more likely due to chance. High MI n-grams are those with much greater coherence than is expected by chance, and this tends to correspond with distinctive function or meaning.
The total number of formulas appearing in any one of the four corpora at the threshold level of 10 per million was approximately 14,000. In order to determine which formulas were more frequent in the academic corpora than in their non-academic counterparts, we used the log-likelihood (LL) statistic (Oakes 1998) to determine the formulas which were statistically more frequent, at a significance level of p < .01, in the academic corpora than in their non-academic counterparts. We separately compared academic speech vs. non-academic speech, resulting in over 2,000 items, and academic writing vs. non-academic writing, resulting in just under 2,000 items.
Investigating the instructional validity of these formulas
Our investigation of educational aspects of these academic formulas used a representative sample of 108 of them, 54 from the Speech list and 54 from the Written list. These were chosen by stratified random sampling to represent three levels on each of three factors: n-gram length (3, 4, 5 words), Frequency band (High, Medium, and Low; means 43.6, 15.0, and 10.9 per million respectively), and MI band (High, Medium, and Low; means 11.0, 6.7, and 3.3 respectively). There were two exemplars in each of these cells. Example items are shown in Table 1 .
We asked experienced EAP instructors and language testers at the English Language Institute of the University of Michigan to rate these formulas, given in a random order of presentation, for one of three judgments (each rater only performed in one task) using a scale of 1 (disagree) to 5 (agree):
A. whether or not they thought the phrase constituted 'a formulaic expression, or fixed phrase, or chunk'. There were 6 raters with an inter-rater α = 0.77. B. whether or not they thought the phrase had 'a cohesive meaning or function, as a phrase'. There were 8 raters with an inter-rater α = 0.67. C. whether or not they thought the phrase was 'worth teaching, as a bona fide phrase or expression'. There were 6 raters with an inter-rater α = 0.83. Formulas which scored high on one of these measures tended to score high on another: r AB = 0.80, p < .01; r AC = 0.67, p < .01; r BC = 0.80, p < .01. The high alphas of the ratings on these dimensions and their high intercorrelation reassured us of the reliability and validity of these instructor insights. We then investigated which of Frequency or MI better predicted these instructor insights. Correlation analysis suggested that while both of these dimensions contributed to instructors valuing the formula, it was MI which most influenced their prioritization: r Frequency/A = 0.22, p < .05; r Frequency/B = 0.25, p < .05; r Frequency/C = 0.26, p < .01; r MI/A = 0.43, p < .01; r MI/B = 0.51, p < .01; r MI/C = 0.54, p < .01. A multiple regression analysis predicting instructor insights regarding whether an ngram was worth teaching as a bona fide phrase or expression from the corpus metrics gave a standardized solution whereby teaching worth = β 0.56 MI + β 0.31 Frequency.
The high intercorrelations of the instructor ratings suggest a latent factor of formulaicity underlying their judgments. The significant associations between the corpus metrics of n-gram frequency and MI, and the various instructor judgments of n-gram formulaicity, identifiability of function, and teaching-worth suggest a successful triangulation of instructor insights and corpus metrics: These corpus-derived measures do identify n-grams that instructors judge to be formulas of identifiable function which are worth teaching. Both n-gram frequency and MI factor into this prediction, but it is the MI of the string -the degree to which the words are bound together -that is the major determinant.
Investigating the psycholinguistic validity of these formulas in native speakers
We used the same 108 item subset to investigate the psycholinguistic aspects of these formulas in four different experiments.These were selected to sample an ecologically valid range of language processing skills: spoken and written, production and comprehension, form-focused and meaning-focused, while at the same time permitting rigorous measurement of processing. The facets of language processing involved in each experiment were: (1) speed of reading and acceptance in a grammaticality judgment task where half of the items were real phrases in English and half were not, (2) speed of reading and rate of spoken articulation, (3) binding and primed pronunciation -the degree to which reading the beginning of the formula primed recognition of its final word, (4) speed of comprehension and acceptance of the formula as being appropriate in a meaningful context.
Experiment 1: Rate of reading and recognition in a grammaticality judgment task

Methods
Participants were asked to judge whether visually presented word strings were likely to be found in English or not. The instructions were: "On each trial we will show you a string of words and we want you to judge whether you think you are likely to come upon such a sequence in English. For example, you might read or hear such strings as 'in the road', 'open your books to', 'where are the', but you would not read or hear 'on phone the', 'by way the', 'put on shirt his'. You begin each trial by pressing the space bar. A string is shown mid screen. If you think it's English, press 'yes', if you are not likely to read or hear this in English, press 'no'. We are measuring how quickly and how correctly you do this". The experiment was run on Dell computers under Microsoft Windows XP using E-Prime 1.1 (Schneider et al. 2002) . Responses were measured using the E-Prime Serial Response box. The 108 real phrases and 108 non-phrases made by scrambling the word orders of formulas were randomly ordered. The correctness of participants' responses and their reaction times (RTs) were recorded. Outliers, defined as responses less than 200 ms or more than 3 SD above the participant's mean were omitted from the analysis. The relevant RTs -those correct 'yes' responses on the 108 real formulas -were averaged across participants and analyzed using multiple regression looking for the effects of n-gram length, frequency, and MI.
Participants
The native speaker participants comprised 11 students or staff from a range of departments of the University of Michigan whose first language was English.
There were 7 females and 4 males. Their ages ranged from 18 to 33, average 23.4 years. All participants were paid $10 for taking part. They were only involved in this experiment of the four.
Results
Accuracy of responding was greater than 96%. Across all participants, the reliability of RT responses was α = 0.68. A forced entry multiple regression predicting judgment RT from n-gram length, frequency, and MI as the independent variables showed significant effects of n-gram length in number of words (β = 0.68 -the more words in the formula, the longer the judgment time) and MI (β = −0.48 -the greater the coherence of the formula, the shorter its judgment time), but not frequency. These data are detailed in Table 2 . 
Discussion
The fact that recognition of the formulas was affected by these corpus-derived metrics provides evidence for the psycholinguistic reality of formulaicity as defined and derived using these corpus linguistic means. For native speakers, like the instructors who were judging these strings for different aspects of formulaicity in the previous section, it is MI of the string, the degree to which the words cohere at levels above those expected by chance, that influences their processing.
Experiment 2: Reading aloud: Voice onset and pronunciation time 4.2.1. Methods
Participants were directed to read the strings aloud as quickly as possible. They were instructed: "You will be shown strings of words on a computer and asked to read them aloud as quickly as possible. We will record these so that we can later analyze their speech characteristics". The experiment was run on Dell computers under Microsoft Windows XP using E-Prime 1.1. The onset of the string on the monitor was accompanied by a short beep.
We audio recorded each session and later analyzed it using Praat (Boersma and Weenink 2007) . For each trial we measured the Voice Onset Time (VOT) between the onset of the written string (as signaled by the beep) and the beginning of the participant's spoken response. We also analyzed pronunciation time -the duration between the participant's speech onset and offset. VOT measures the time the participant takes to read and marshal a pronunciation for the formula. Pronunciation time measures the time taken to execute this pronunciation. Outliers were dealt with as in Experiment 1. The VOTs and pronunciation times were averaged across participants and analyzed using multiple regression looking for the effects of n-gram length in words and in phonemes, frequency, and MI.
Participants
The native speaker participants comprised 6 students or staff from a variety of departments across the University of Michigan whose first language was English. There were 4 females and 2 males. Their ages ranged from 19 to 21, average 20.0 years. They were paid $10 for taking part. They were only involved in this experiment of the four.
Results
VOT A forced entry multiple regression predicting VOT from n-gram length in words, length in spoken phonemes, frequency, and MI as the independent variables showed significant effects of n-gram length (β = 0.37), n. phonemes (β = 0.26) and MI (β = −0.45), but not frequency. These data are detailed in Table 3 . Pronunciation time A forced entry multiple regression predicting VOT from formula n-gram in words, length in spoken phonemes, frequency, and MI as the independent variables showed very large significant effects of nphonemes (β = 0.81), but, as can be seen in Table 3 , naught else. 
Discussion
Reading and access and execution of pronunciations of the formulas were again affected by the corpus-derived metrics, strengthening the evidence for the psycholinguistic validity of corpus-defined formulaicity. As in Expt. 1, it was MI of the string, the degree to which the words cohere at levels above those expected by chance, rather than raw frequency of the string, that determined fluency of reading and the assembly of the motor instructions for pronunciation.
The lack of prediction of pronunciation execution time for native speakers from formula frequency or MI fails to support the findings of Jurafsky et al. (2001) , described above, who showed that the pronunciation time of successive two-word sequences in the Switchboard corpus was shorter for sequences of higher MI.
Experiment 3: How the final word of the formula is primed by what comes before
Methods
Participants were to read aloud the final word of the strings as quickly as possible. They were instructed: "You will be using the keyboard and the microphone to respond. Every trial starts with a fixation point (+). When you are focused on the fixation point and ready, you will press the space bar. Then, you will see either an incomplete phrase or a series of x's. Next, you will see a single word. As soon as you see this word, say it clearly into the microphone". The experiment was run on Dell computers under Microsoft Windows XP using E-Prime 1.1. Responses were measured using the E-Prime Serial Response box. On each trial the words constituting the beginning part of the formula were presented mid-screen for 2,000 ms. There was then a 1,000 ms blank screen inter-stimulus interval before the final target word appeared in a different color. We measured the VOT between the onset of the final word of the formula and the beginning of the participant's spoken response using a microphone and voice key. Outliers were dealt with as in Experiment 1. The experiment thus measured the degree to which accessing the pronunciation of the final word of the formula is primed (or made more accessible) by the beginning part of the formula. The VOTs for the final word of the formulas were averaged across participants and analyzed using multiple regression looking for the effects of n-gram length in words and number of phonemes, frequency, and MI.
Participants
The native speaker participants comprised 18 students or staff from a variety of departments across the University of Michigan whose first language was English. There were 11 females and 7 males. Their ages ranged from 19 to 33, average 22.3 years. They were paid $10 for taking part. They were only involved in this experiment of the four.
Results
A forced entry multiple regression predicting final word VOT from n-gram word length, n. phonemes, frequency, and MI as the independent variables showed significant effects of n. phonemes (β = 0.31) and MI (β = −0.47 -the greater the coherence of the formula, the more it primes access of its final word), but not frequency. These data are detailed in Table 4 . 
Discussion
The continued effect of formula MI upon processing in native speakers again strengthens its psycholinguistic validity. The more a formula coheres at greater than chance levels in the input, the more its last word is predicted by what comes before, and the more native speakers' language processing systems are tuned to these regularities and exploit them in fluent processing.
Experiment 4: Comprehension in context 4.4.1. Methods
This experiment assessed the degree to which formulas are seen to be semantically appropriate in context. Participants were instructed as follows: "You will be shown strings of words on a computer and asked to judge whether they make sense. When you are ready, you should press the space bar. On the screen will appear two lines of text, one above and one below a blank line. When you have read and thought about these, press the space bar again and the middle line will be filled in in type of a different color. If the middle line makes sense in this context, press the 'yes' key, if not, press the 'no' key". We measured their reaction time and their correctness. The experiment was run on Dell computers under Microsoft Windows XP using E-Prime 1.1 and the E-Prime Serial Response box. Exemplary contexts were selected from the academic corpora from which they were extracted. We tried to use There were 108 appropriate formulas in contexts selected like this and 108 inappropriate ones in contexts where the formula was inserted into the context appropriate for another. We analyzed only the RTs for correct 'yes'responses. These were averaged across participants and analyzed using multiple regression looking for the effects of n-gram length, frequency, and MI.
Participants
The native speaker participants comprised 9 students or staff from a variety of departments across the University of Michigan whose first language was English. There were 5 females and 4 males. Their ages ranged from 19 to 24, average 20.7 years. They were paid $10 for taking part. They were only involved in this experiment of the four.
Results
As shown in Table 5 , a forced entry multiple regression predicting formula comprehension in context from n-gram length, frequency, and MI as the independent variables showed a marginal effect of MI (β = −0.31, p = .06) but no other significant effects.
Discussion
The marginal effect of MI parallels the results of the other experiments. It is the coherence of the string that predicts its speed of sense recognition in context rather than its frequency. Nevertheless, the multiple regression as a whole only predicts 4% of the variance in RT (Adjusted R 2 ). We believe that the lack of strong effects resulted from the very large variability in the particulars of the contexts that were used in this experiment. In designing the experiment we strove to make the contexts usable and authentic, but the selection restrictions resulting from our being limited to the MICASE and spoken BNC meant that there was not a lot of choice and we were thus unable to control the contexts for length, clause status, number of propositions, complexity, and the various other syntactic, propositional, and discourse factors that affect sentence processing. As a result, some contexts were up to three times longer than others and the set as a whole varied considerably in their pregnancy -the degree to which they constrained what might possibly be enclosed therein.
Conclusion
Our results show that formulaic sequences, statistically defined and extracted from large corpora of usage, have clear educational and psycholinguistic validity. Experienced EAP and ESL instructors judge multiword sequences to be more formulaic, to have more clearly defined functions, and to be more worthy of instruction if they measure higher on the two statistical metrics of frequency and MI, with MI being the major determinant.
Across a number of experiments, there is consistent evidence that formulaic expressions can be identified statistically from corpora of usage, and that native speakers have become sensitive from their usage histories to these expressions so that they preferentially process them. Native speakers' language processing is affected by the MI of formulaic expressions when they are reading them for recognition of correct form (RT, Expt. 1), reading them to access a pronunciation (VOT, Expt. 2), when they are reading aloud the final word in the context of having processed the rest of the expression (VOT, Expt. 3), and, marginally, when they are comprehending these expressions in context (RT, Expt 4).
The corpus metrics of MI and frequency predicted instructors' judgments of whether these phrases were formulas, had clearly identified functions, and were worthy of teaching. The corpus metrics predicted fluency of language processing too. The points on two sides of the triangle have thus been joined. However, our exercise in the triangulation of these concepts and their operationalizations requires completion of the third side of the triangle: to what extent do instructor ratings predict fluent native processing? A forced entry multiple regression predicting reading recognition RT in Experiment 1 from n-gram length, frequency, MI, and instructor judgments of teaching worth results in teaching worth being a highly significant predictor of processing fluency (β = −0.50, p < .001). In Simpson-Vlach and Ellis (in preparation) we capitalize upon these demonstrations of the psycholinguistic and educational validity of corpus-derived formulaic expressions in EAP curriculum design to identify and prioritize a list of formulaic expressions of high currency in academic English. The resultant Academic Formulas List (AFL) includes formulaic sequences identified as (1) frequent recurrent patterns in corpora of written and spoken language, which (2) occur significantly more often in academic than in non-academic discourse, and (3) inhabit a wide range of academic genres. It lists formulas that are common in academic spoken and academic written language, as well as those that are special to academic written language alone and academic spoken language alone. The AFL prioritizes these formulas using an empirically derived measure of utility that is educationally and psychologically valid and operationalizable with corpus linguistic metrics. Further, it groups the formulas into categories according to their primary discourse-pragmatic functions in academic speech and writing.
The present triangulations of corpus linguistics and psycholinguistics suggest that the statistics of language corpora are, through usage, implicitly represented in language users. Some recurrent multi-word expressions exist simply by dint of being constituted of high frequency words -examples from our corpus-derived lists include and at the, that to the, and even the the um. These word sequences appear in a wide variety of larger contexts and do not have clearly discernable functions. They are high frequency but low MI. High MI formulas, on the other hand, have much more clearly defined functions. Formulas very high on this measure have quite distinctive meanings, as technical phrases (e.g., the citric acid cycle, nozzle melt pressure, the University of Michigan), idioms (e.g., on the one hand, come into play, ball-park estimate), or constructions with clear discourse functions (e.g. the causative that leads to, the evaluative it is interesting, the contrastive as opposed to, the organizational the first thing that). Their distinctive functions come from the recognition of them as coherent wholes. Higher MI n-grams are those with much greater coherence than is expected by chance. In order to access their distinctive meanings they need to be recognized as wholes, rather than interpreted openly and literally. The citric acid cycle has no everyday relation to the citric acid in our kitchen, ball-park estimates are not restricted to ball parks, the leads in academic that leads to is very different from the animate subject-animate object leads of fiction. Our results show that native speakers are tuned to these constructions as packaged wholes. Their processing is a psycholinguistic instantiation of the idiom principle in that they preferentially recognize high MI formulas as such.
Tuning the system according to frequency of occurrence alone is not enough for nativelike accuracy and efficiency, what is required is tuning the system for coherence -for co-occurrence greater than chance. This is what solves the two puzzles for linguistic theory posed by Pawley and Syder (1983) -that non-native speakers, even at advanced levels, often fall short of native performance in terms of selection and fluency. There is a lot of tallying (Ellis 2002a ) required to achieve this. Native speakers have extracted this information from thousands of hours of usage, and their language processing systems implicitly represent these statistics and exploit them in fluent processing.
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