Abstract-Hyperspectral remote sensing imagery contains rich information on spectral and spatial distributions of distinct surface materials. Owing to its numerous and continuous spectral bands, hyperspectral data enable more accurate and reliable material classification than using panchromatic or multispectral imagery. However, high-dimensional spectral features and limited number of available training samples have caused some difficulties in the classification, such as overfitting in learning, noise sensitiveness, overloaded computation, and lack of meaningful physical interpretability. In this paper, we propose a hyperspectral feature extraction and pixel classification method based on structured sparse logistic regression and 3-D discrete wavelet transform (3D-DWT) texture features. The 3D-DWT decomposes a hyperspectral data cube at different scales, frequencies, and orientations, during which the hyperspectral data cube is considered as a whole tensor instead of adapting the data to a vector or matrix. This allows the capture of geometrical and statistical spectral-spatial structures. After the feature extraction step, sparse representation/modeling is applied for data analysis and processing via sparse regularized optimization, which selects a small subset of the original feature variables to model the data for regression and classification purpose. A linear structured sparse logistic regression model is proposed to simultaneously select the discriminant features from the pool of 3D-DWT texture features and learn the coefficients of the linear classifier, in which the prior knowledge about feature structure can be mapped into the various sparsity-inducing norms such as lasso, group, and sparse group lasso. Furthermore, to overcome the limitation of linear models, we extended the linear sparse model to nonlinear classification by partitioning the feature space into subspaces of linearly separable samples. The advantages of our methods are validated on the real hyperspectral remote sensing data sets.
H
YPERSPECTRAL imaging has opened up new opportunities for analyzing a variety of materials due to the rich information on spectral and spatial distributions of the distinct materials in hyperspectral imagery. In many hyperspectral applications, pixel classification is an important task, which can be used for material recognition, target detection, geoindexing, and so on. The state-of-the-art classification techniques have increased the possibility of assigning each pixel with an accurate class label [1] . However, such efforts still face some challenges. This is partly due to the high-dimension low-sample-size classification problem caused by the large number of narrow spectral bands with a small number of available labeled training samples. This problem, coupled with other difficulties such as high variations of the spectral signature from identical material, high similarities of spectral signatures between some different materials, and noise from the sensors and environment, will significantly decrease the classification accuracy.
Many methods have been proposed to address these problems. A main strategy is to explore the intrinsic/hidden discriminant features that are useful to classification while reducing the noisy/redundant features that impair the performance of classification. For hyperspectral imagery classification, spatial distribution is the most important information other than the spectral signatures. Therefore, pixelwise classification followed by spatial-filtering preprocessing becomes a simple and effective method to implement this strategy [2] . Compared with the original spectral signatures, the filtered features have less intraclass variability and higher spatial smoothness, with somehow reduced noises. Another widely used method is to combine the spatial and spectral information into a classifier. Different from pixelwise classification methods that do not consider spatial structure, spectral-spatial hybrid classification tries to preserve the local consistency of the class labels in the pixel neighborhood. In [3] and [4] , such a method was proposed to combine the results of a pixelwise classification with a segmentation map in order to form a spectral-spatial classification map. The segmentation map is built by the use of both a clustering algorithm and Gaussian mixtures [3] and by the use of both multiple classifiers and a minimum spanning forest [4] . For the same purpose, Markov random field (MRF) and conditional random field-based spectral-spatial structure modeling have been reported in [5] - [7] . The MRF model incorporates spatial information into a classification step by modifying the form of a probabilistic discriminative function via adding a term of contextual correlation. In a similar manner, Li et al. combined the posterior class densities that are generated by 0196 -2892/$31.00 © 2012 IEEE a subspace multinomial logistic regression classifier and the spatial contextual information that is represented by MRFbased multilevel logistic prior into a combinatorial optimization problem and solved this maximum a posteriori segmentation problem by a graph cut algorithm [7] . To enhance kernel classification methods such as the support vector machine (SVM) and Gaussian process, a full framework of composite kernels for hyperspectral classification was proposed that combines contextual and spectral information into the kernel distance function [8] . In addition, other information, such as the intrinsic structure between spectral bands, unlabeled pixels, and labeled pixels in another area, is also commonly used in filtering [9] , semisupervised learning [10] , [11] , active learning [12] , and transfer learning [13] methods.
In recent years, wavelet transform has been investigated owing to its solid and formal mathematical framework for multiscale time-frequency signal analysis [9] , [14] , [15] . When 1-D wavelet transform is applied to the spectral signature of each pixel, the intrinsic and detailed structure of a spectral signature with different levels of time (band) and frequency is obtained. Similarly, if 2-D wavelet transform is applied to a hyperspectral image band by band, the spatial information is incorporated into the scale and wavelet coefficients. Wavelet transform or other similar transforms, such as empirical-modedecomposition-based feature extraction, have been shown to be effective in improving the classification accuracy [16] . Nevertheless, hyperspectral imagery is a 3-D data cube that contains both spatial and spectral dimensions. In the aforementioned methods, wavelet transform is only applied to the spectral signature of each pixel or an individual spectral band, while the spectral and spatial structures of hyperspectral data have not been considered simultaneously. This leads to the idea of third-order tensor method, which treats the 3-D cube as a whole in feature extraction. In [17] , kernel nonnegative tucker decomposition is used for the noise reduction of hyperspectral images. In [18] , 3-D wavelet decomposition is applied for hyperspectral data compression. In [19] and [20] , 3-D discrete wavelet transform (3D-DWT) and 3-D Gabor transform are used to produce the joint spectral-spatial features. 3D-DWT exploits the correlation along the wavelength axis, as well as along the spatial axes, so that both spatial and spectral structures of hyperspectral imagery can be more adequately mapped into the 3D-DWT-based features. These features have been shown to be more discriminative than the original spectral signature.
The feature extraction step may generate a large number of features or high-dimensional features. For example, the size of the 3D-DWT representation is the same as or larger than the size of the original data cube. To overcome the highdimension low-sample-size problem, dimension reduction can be applied. It projects high-dimensional features into a reduced space spanned by the transformed features or a subset of the original features. The former is called feature transformation while the latter is named feature selection. Principal component analysis [21] , independent component analysis, minimumvolume transforms [22] , and their variations are widely used for unsupervised feature transformation on hyperspectral data. When labeled training samples are available, supervised feature transformation approaches such as Fisher's linear discriminant analysis and double nearest proportion are applied [23] . Most unsupervised or supervised feature selection is based on feature ranking. Various criteria have been proposed to measure the importance of features, which includes information divergence, mutual information, and classification quality. Recently, clustering algorithms such as c-means and affinity propagation are also used to select the representative features [24] . Feature transformation cannot keep the original physical interpretation of the features, which makes the new features somehow lack an intuitive understanding. On the contrary, feature selection can preserve the relevant original information and indicate which of the features are important. Moreover, once features are selected, further computation only needs to be performed on the selected features, whereas feature transformation still needs all input features for the dimension reduction step. This has made feature selection more efficient in the testing step.
To further improve the classifiers beyond the feature extraction step, a number of aspects have been explored, ranging from methodology and computation to applications. In the past five years, linear regression with sparsity-inducing regularizer has been of great interest to the statistics, machine learning, and other relevant communities. It has enlightened researchers to rethink about the high-dimensional data processing and analysis [25] , [26] . The sparsity indicates that a regression function can be efficiently represented by a linear combination of active atoms selected from the whole variables, and the cardinality of the selected atoms is significantly smaller than the size of all variables. It enabled simultaneous parameter estimation and variable selection. The model has been generalized to detect more complex underlying sparse structures [27] - [29] . Simple and fast computational algorithms have been proposed to deal with large-scale problem [30] . Various applications in computer vision, data mining, and signal processing have proven its effectiveness [31] , [32] . As a result, the linear sparse regression techniques are beginning to see significant impact in the field of hyperspectral imagery processing and analysis. Almost all such approaches make each pixel or each class be represented by a subspace spanned by a set of basis vectors. In [33] and [34] , the linear sparse regression is used to find an optimal subset of signatures from a very large spectral library, which can best estimate the endmembers and the corresponding abundances for each mixed pixel by a linear mixing model. The dictionary of endmembers and the corresponding abundances can also be learned at the same time from a hyperspectral imagery by sparse models [35] , [36] . In [37] - [39] , a hyperspectral pixel is sparsely represented by a linear combination of a few training samples from a structured dictionary. Once the sparse vector of coefficients is obtained, the class of a test sample can be determined by the characteristics of the sparse vector via reconstruction. On the contrary, in [7] , [12] , and [40] - [42] , the class probability distribution is written as a function of a few hyperspectral features rather than training samples. It relies on the assumption that only a small number of features have the discriminative ability that is useful for classification. Popular choices of features include spectral signatures (band-by-band features) or their kernel functions and the singular-value-decomposition-based projected features. This kind of methods not only achieves a better performance of pixel classification but also completes a task of feature selection at the same time. Because all aforementioned sparse model-based methods perform pixelwise classification, the spatial contextual information is not considered in the modeling. To address this problem, the sparse multinomial logistic regression is combined with a multilevel logistic MRF prior that encodes the spatial information [7] , [12] , [42] .
In this paper, we propose a structured method to tackle the hyperspectral imagery classification problem. This method contains two important components, a 3D-DWT-based spectralspatial texture descriptor for intrinsic feature collection and a structured sparse logistic regression model for feature selection and pixel classification. The structured sparse logistic regression model minimizes the error function for classification with a sparsity constraint. Aside from the advantage that feature selection and pixel classification can be achieved simultaneously, this model allows the prior knowledge about the structure of features and the expected result of feature selection be mapped into the penalty term of sparsity in the optimization function, which makes the feature selection more flexible and interpretable. This method has shown some very distinct characteristics that are extremely suitable for hyperspectral classification, including high classification accuracy, computational efficiency, favorable generalization ability, and clear physical meaning interpretability. Different from the related works in [7] , [12] , and [42] that use linear sparse model-based classification and spectral-spatial classification, the proposed method has some distinct advantages: 1) The spatial information is embedded into the 3D-DWT texture features, so the prior knowledge about the spatial distribution is not required to be incorporated into the sparse model; this will simplify the model structure and parameter estimation; 2) the spatial information is encoded into different scales, frequencies, and orientations by the 3D-DWT, and therefore, a parameter that controls the balance of the spectral and spatial terms is not required, i.e., the spatial information is adapted by the hyperspectral data under study but not by the prior knowledge; 3) the structure of 3D-DWT and the structure of the sparse model are combined into a unified framework, which allows data modeling and classification modeling be considered consistently; and 4) the nonlinear classification is achieved by mixing linear sparse models instead of the kernel methods so as to avoid the high computational complexity.
Part of the work in this paper has been published in [19] . Based on the conference version, we have made some significant extensions in both theory and experiments. To overcome the limitation of linear classifiers, we have extended the linear sparse model to nonlinear classification by partitioning the feature space into subspaces of linearly separable samples and then mixing the classification results of all linear sparse classifiers in every subspaces. To produce different feature selection results in terms of the underlying structure of 3D-DWT texture features, we used various combination of L 1 and L 2 penalties as regularized constraints which lead to the least absolute shrinkage and selection operator (lasso) [25] , group lasso [27] , and sparse group lasso [29] classification methods. We have also thoroughly discussed their individual properties and their relations. To accelerate the learning speed of sparse models, an accelerated proximal gradient algorithm [43] has been adopted instead of the block coordinate decent method [44] . To make more comprehensive assessment of the proposed method, we have performed experiments on four real remote sensing data sets that have been widely used as evaluation benchmarks, and given more detailed experimental analysis.
The rest of this paper is organized as follows. Section II proposes a 3D-DWT-based feature descriptor for intrinsic spectral-spatial feature collection. Section III introduces the linear sparse logistic regression model and the corresponding optimization algorithm. It also discusses the various structured sparse constraints such as the lasso, group lasso, and sparse group lasso and their relations with the structures of 3D-DWT features. In Section IV, the linear sparse logistic regression is extended for nonlinear classification. Experimental results on real hyperspectral remote sensing data are presented in Section V, followed by conclusions in Section VI.
II. 3D-DWT-BASED FEATURE DESCRIPTOR
Wavelet is an effective mathematical tool for time-frequency analysis in signal processing and pattern recognition. Wavelet transform is given by
where
The parameter a determines the frequency region, and large |a| indicates low frequency, whereas small |a| indicates high frequency. The parameter b determines the time of signal. Therefore, wavelet transform can reveal the signal structure in different time and frequency windows. If the parameters a and b are defined as discrete values, the discrete wavelet transform is obtained
. From the multiscale analysis point of view, a function f (x) can be recovered by a linear combination of wavelet and scaling functions ψ(x) and ϕ(x)
1-D discrete wavelet transform (1D-DWT) and 2-D discrete wavelet transform (2D-DWT) have been used to investigate the intrinsic spectral and spatial structures on the spectral signature of each pixel and the band-by-band image, respectively. Subsequently, applying 3D-DWT on the hyperspectral cube can thoroughly analyze the spectral-spatial structure at different scales and frequencies of a hyperspectral cube. Multidimensional DWT can be carried out by a series of 1D-DWT.
In the proposed method, the Haar wavelet is used at the dyadic scales (a 0 = 2). In practice, wavelet and scaling functions ψ(x) and ϕ(x) are represented by the filter bank ( G, H) given by the low-pass and high-pass filter coefficients g [k] and
. At each scale level m, the convolution products with all combinations of high-pass and low-pass filters in three dimensions lead to eight different filtered hyperspectral cubes. The hyperspectral cube filtered by the low-pass filter in each dimension is further convolved in the next scale level. In our implementation, the hyperspectral data cube is only decomposed into two levels, so 15 subcubes C 1 , C 2 , . . . , C 15 are produced. It should be noted that the down-sampling step in the standard DWT is removed in our 3D-DWT algorithm; thus, each subcube is of the same size as the original cube.
The wavelet coefficients of each pixel at position (i, j) in all subcubes can be directly concatenated to form its feature vector
In order to capture the texture characteristics of spatial distribution in the hyperspectral imagery [9] , we apply a mean filter to the absolute values of wavelet coefficientŝ
Finally, the 3D-DWT-based texture feature vector of pixel (i, j) is given by
Fig . 1 summarizes the main steps to generate texture features for every pixel in the hyperspectral image. The number of features for all the pixels is P = 15 × p, where p is the number of spectral bands. In most cases, compared to the size of the training set, this feature number is very large for classification. Moreover, some of the features only have very little discriminative information for classification, and some of them are highly correlated. To overcome these problems, feature selection is required. Most of the feature selection methods treat each feature independently, which means the structural relationship between these features is ignored. In practice, it is expected that the structure of features is integrated into the selection procedure, and the selected features can reflect this structure. For 3D-DWT-based texture features, each subcube represents the characteristics of the original hyperspectral cube in a specific scale, frequency, and orientation. Sometimes, it is desirable to know which of those subcubes are important for classification. Therefore, we have to acquire information on which scale/frequency/orientation in the 3D-DWT space has the discriminative ability, i.e., generating a sparse set of subcubes. Furthermore, we also want to know which features in a given subcube are more important than other features in the same subcube, i.e., characterizing the sparsity within each subcube. These concerns lead to the structured sparse modeling discussed in the next section, whose sparsity-inducing regularizer contains some structural constraints that are relevant to data modeling.
III. STRUCTURED SPARSE LOGISTIC REGRESSION

A. Linear Regression With Structured Sparsity
The goal of linear sparse regression is to select a subspace spanned by a small number of input variables such that the output of a system can be approximately predicted. For the regression or classification problem, sparse modeling aims at selecting important/discriminative features for accurate prediction. It can reduce the disturbance of noisy and irrelevant variables, increase the modeling accuracy and robustness, and improve the interpretation of the system. These advantages are more prominent for the high-dimension low-sample-size problem. In the case of hyperspectral imagery classification, sparsity means that only part of features are useful for discriminating the surface materials.
Assume a prediction problem with N instances having outcomes y 1 , y 2 , . . . , y N and features x ij , where i = 1, 2, . . . , N, j = 1, 2, . . . , P , and P is the number of input variables. Let X denote the N × P input matrix and Y denote the N × 1 output matrix. The general linear regression model is given by
where w is a vector of coefficients corresponding to the input variables and ε is the noise vector having zero mean and a constant variance. In order to estimate w, traditional optimization methods such as the least square can be used, whose prediction performances, however, may not be good in many cases. Furthermore, the physical interpretation of the solution may not be clear. Therefore, various constraints on w are widely studied.
One of the constraints commonly used is sparsity. The most popular sparse regression model is the lasso proposed by Tibshirani [25] , which is a regularized least square method imposing an L 1 penalty on the regression coefficients. It is defined as
Owing to the nature of L 1 norm, the lasso makes predication and variable selection simultaneously. The lasso assumes that the input variables are nearly independent, i.e., are not highly correlated, which represents a simplest structure of input variables. Although, in practice, a favorable result may be obtained if this assumption is not satisfied, adding more complex structural constraints to input variables benefits both model robustness and model interpretation.
The group lasso has been proposed to use groups of the input variables instead of individual variables as a unit of variable selection [27] . If there is a group of variables in which the pairwise correlations are relatively high, the lasso tends to select only one variable from the group and does not care which one is selected. Reversely, the group lasso considers this group as a whole and determines whether this group is important to the problem at hand. If the answer is true, all variables in the group are selected; otherwise, they are all not selected. Like lasso, the group lasso is also a regularized least square method, but it imposes a combination of L 1 and L 2 penalties on the regression coefficients
where G is the number of groups and Ω g is the set of input variables in group g. The solution of group lasso incorporates the grouping structure of input variables into the lasso while inducing sparsity in the group level and smoothness in the individual variable level. A further extension of the group lasso, namely, the sparse group lasso, yields sparsity at both the group and individual feature levels so that it not only determines which of those groups are selected but also further selects some most important feature variables from each selected group. It makes the coefficients w sparse not only between groups but also in individual variables of each group [28] such that
When λ 1 = 0, sparse group lasso reduces to the lasso, and when λ 2 = 0, it reduces to the group lasso.
B. Logistic Regression for Classification
Classification is a special regression problem with discrete output. In binary classification, logistic regression models the conditional probability p w (y i |x i ) by
Then, we can obtain
The maximum likelihood estimation of w is
Adding the structured sparse constraint, the structured sparse logistic regression can be defined as [45] w * = arg min
where f (w) = N i=1 log(1 + exp(−y i x i w)) and h(w) is the structured sparse constraint of w, which is the same as that in the corresponding regression model. For logistic lasso and logistic group lasso, h(w) is defined in the same way as (11) and (13), respectively. For sparse group lasso, λh(w) = λ 1 G g=1 |w Ω g | 2 + λ 2 |w| 1 . It should be noted that a oneversus-all scheme is used to deal with the multiclass problem in our method.
In the proposed methods, the 3D-DWT texture features are used as the input variables of the structured sparse logistic regression models for classification. The lasso-based logistic regression selects the important ones from all features, the group lasso selects the important subsets of features with the same scale, frequency, and orientation in the wavelet space, and the sparse group lasso not only selects the subsets of features as the group lasso but also selects the important features within these subsets. Through different structures of sparsity, the intrinsic data structure will be exploited during classification procedure.
C. Optimization Algorithm
All terms in the logistic lasso, group lasso, and sparse group lasso are convex functions, so the estimation of coefficients w is a constrained convex optimization problem. In the past decade, constrained convex optimization has been deeply studied which leads to many efficient solutions [30] , [46] . In a nutshell, these methods can be seen as a natural extension of gradient-based techniques when an objective function to be minimized has a nonsmooth component. In this paper, we adopt the accelerated proximal gradient method, which allows low computational cost while achieving linear convergence [43] , [47] .
Assume a constrained convex optimization problem of (18) with the loss function f (w) and constraint function h(w). The accelerated proximal gradient method solves this problem iteratively. Each iteration, which is indexed by k + 1, consists of two main steps. The first step is a descent step for the function f (w). In order to accelerate the convergence, we start this step from the search point s (k) which is the affine combination of w (k−1) and w
Here, adaptive backtracking line search [48] is used to select a proper step size t (k) . The second step is to project u (k) into a regularized space, in which a proximal operator is applied. The proximal operator is defined as prox λ,h (u) = arg min
For lasso regularization, an analytical solution for each variable w can be derived For group lasso regularization, the analytical solution for each group of variables is [49] 
For sparse group lasso regularization, because there are two regularization terms, λ 1 G g=1 |u Ω g | 2 and λ 2 |u| 1 , we can apply the proximal operator on lasso regularization first and then on the group lasso regularization [50] 
. (24) By iteratively applying the accelerated gradient method and the proximal operator, the algorithm converges to the optimal solution. This method is efficient due to the accelerated gradient descent and the analytical solutions of the proximal operator. A summary of the accelerated proximal gradient algorithm is given in Fig. 2 . Fig. 3 shows an example of how the accelerated proximal gradient algorithm solves a lasso problem. This problem is formulated as min f (w) s.t. w 1 ≤ z, where the parameter z follows a one-to-one correspondence to the regularization parameter λ. Likewise, the proximal operator is replaced by the corresponding projection operator proj λ,lasso (u) = arg min u (1/2) u − w
The quadrangle surrounded by the blue boundaries is the 1 ball in the constraint. The initial search point s (0) is set to be the same as the starting point w (0) . A descent step is performed from s (0) to u (1) in the direction of the negative gradient with the adaptive step size. Then, u (1) is projected to the 1 ball, which yields w (1) . The next search point s (1) is calculated by the affine combination of w (0) and w (1) . The algorithm iteratively applies the aforementioned descent and projection procedures until the convergence condition is satisfied. In this example, the algorithm converges after two iterations when w (2) meets w (1) , and w (2) is exactly the optimal solution. 
IV. MIXING LINEAR SPARSE MODELS FOR NONLINEAR CLASSIFICATION
A. Mixture of Linear Sparse Classifiers
The linear sparse models described in the previous section can be used to classify samples that are linearly separable. However, it cannot cope well with the nonlinear classification problem. To overcome this limitation, we follow the structured learning method in [51] and extend it to our linear sparse models. This method soft partitions the feature space into subspaces which contain linearly separable instances and then classifies the instances in each subspace using a linear sparse classifier. The outputs from the linear classifiers are then mixed for nonlinear classification. In this way, we avoid using nonlinear kernel methods, for example, the multiple kernel-based nonlinear sparse regression proposed in [52] . On the one hand, this enables the reduction of the high computational cost with these methods. On the other hand, we achieve a better solution than linear models.
The goal of the proposed mixture model is to compute the posterior probabilistic distributions of the labels Y given input data X (25) where Θ = {α, γ} are the parameters of the mixture model. The parameter z i is a variable indicating that the ith instance is soft assigned to the kth subspace and shall be processed by the kth classifier, where k = {1, . . . , K} and K is the total number of classifiers.
Given an instance x i , the probability that it is assigned to y i given the model Θ is determined by two components. The first component, P (z i |x i , α), specified the importance of x i when it is assigned to the subspace indicated by z i , and α = {v 1 , . . . , v K } are the centroids of the subspaces. We use an exponential function to compute this importance where τ is the scale parameter that controls the decay rate of the distance. The second component, P (y i |z i , x i , γ), is the probabilistic output from the ith classifier, where γ = {w 1 , . . . , w K } are the coefficients for the K linear sparse classifiers. This component determines the posterior probability of predicting x i into class y i when x i is soft assigned to subspace z i . The posterior probability P (y i |z i = j, x i , γ) = P (y i |x i , w j ) can be computed using (16) .
B. Model Parameter Estimation
The maximum likelihood estimation of model parameter Θ can be given by the following function:
Here, we use the expectation-maximization algorithm to solve this optimization problem. A summary of this model parameter estimation is highlighted in Fig. 4 .
In the expectation step, given
j |j = 1, . . . , k} at the iteration indexed by t, the posterior probabilities of classifying x i as y i when x i is soft assigned to subspace j are
In the maximization step, the centriods {v 1 , . . . , v K } for the subspaces and the coefficients {w 1 , . . . , w K } for the linear sparse regression classifiers can be updated simultaneously. For the reestimation of the v j , we follow the method in [51] , i.e., treating it as an unconstrained optimization problem
Like in [51] , we also used a limited-memory BroydenFletcher-Goldfarb-Shanno method [53] to minimize the cost function in (29) .
To update the coefficients for the linear sparse regression classifiers, we retrain the logistic regression model by incorporating the posterior probability from the expectation step so that the probability generated by the logistic regression is reweighted. Therefore, we modify the optimization problem in (17) as (30) where w j denotes the coefficients of the classifier for the jth subspace.
C. Nonlinear Classification Example With Synthetic Data
We give a simple example to illustrate the proposed method of mixing linear sparse models for nonlinear classification. Assume that there is a binary classification problem in a 3-D space. The sample points in the first class are generated by x 2 = sin(x 1 ) + 1 + 0.75a whose independent variables are −1.5π ≤ x 1 ≤ 1.5π and −1 ≤ a ≤ 1, and the x 3 is an independent random number. The samples in the second class are generated by x 2 = sin(x 1 ) − 1 + 0.75a, and the other parameters are the same as those of the first class. There are 1000 samples and 500 for each class. Obviously, the third dimension/variable x 3 has not any discriminative ability to separate these two classes. Fig. 5(a) displays the data points in 3-D space. In particular, if the data points are projected to the plane spanned by x 1 and x 2 [see Fig. 5(b) ], we can clearly find that using only two input valuables x 1 and x 2 are enough for classification, but it is a nonlinear classification problem. Fig. 5(c) shows the training results by linear logistic lasso model. Fig. 5(d) shows its projected map in 2-D space spanned by x 1 and x 2 , which shows that the linear sparse classifier cannot accurately separate these two classes. Even so, the coefficient of x 3 is zero, which implies that the noninformative variable can be detected. Fig. 5(e) shows the training results by the mixed linear logistic lasso model. The estimated number of linear sparse classifiers is three, and each classifier is represented as a decision plane. It can be seen that the mixed linear sparse classifier can model complicated decision boundaries. If the decision planes are projected to the plane spanned by x 1 and x 2 , the three decision planes become three lines in Fig. 5(f) , which demonstrates the power of the sparse model for feature selection, i.e., the coefficients of x 3 in all three linear lasso classifiers are zero.
V. EXPERIMENTS
Having presented our method in the previous sections, we now turn our attention to demonstrating its utility for feature selection and pixel classification. Here, we employ real-world data so as to evaluate the performance of the algorithms.
A. Data Sets
The four real-world remote sensing hyperspectral data sets used for the experiments are briefly described as follows.
The Indiana data set was acquired by the National Aeronautics and Space Administration (NASA) Airborne Visible/ Infrared Imaging Spectrometer (AVIRIS) instrument over the Indian Pine Test Site in Northwestern Indiana in 1992. The image size is 145 × 145 for each band, with 220 bands in total. The 70th band of the image is shown in Fig. 6 . The noisy bands (bands 104-108, 150-163, and 220) are removed so that 200 bands remained for the experiments. This hyperspectral imagery contains 16 land-cover classes and 10 366 labeled pixels. Table I lists the number of labeled samples for each class [8] . The KSC data set was also acquired by the NASA AVIRIS but over the Kennedy Space Center (KSC), Florida, in 1996. Its 50th band image (512 × 614) is shown in Fig. 7 . After low SNR bands are removed, 176 bands are used for experiments. There are 13 land-cover classes with 5211 labeled pixels. The number of labeled samples for each class is listed in Table II [54] . The Botswana data set was acquired by the NASA Earth Observing-1 satellite over the Okavango Delta, Botswana, in May 31, 2001 . Uncalibrated and noisy bands that cover water absorption features were removed, with 145 bands remaining. The size of the band image is 256 × 1476, and its 70th band is shown in Fig. 8 . We used 14 identified classes for classification. These classes were chosen to reflect the impact of flooding on vegetation in the area under study. The class names and corresponding numbers of labeled samples are listed in Table III [54] .
The Pavia-U data set was acquired by the Reflective Optics System Imaging Spectrometer (ROSIS-03) optical sensor over the University of Pavia. The number of bands of the ROSIS-03 sensor is 115. After removing water absorption and low SNR bands, 103 bands remain. Each band image is 610 × 340 in size, and the 60th band is shown in Fig. 9 . Nine classes were used for the experiments, which are described in Table IV [3] .
B. Experimental Design
The goal of the experiments is to evaluate the effectiveness of the 3D-DWT-based feature descriptor and the structured sparse logistic regression for feature selection and pixel classification.
To this end, we compare the 3D-DWT-based texture features against the raw spectral features that are most widely used in hyperspectral image classification. We also compare the structured sparse classifiers against SVM that has shown great potential in classification and regression problems with plausible performance against other classifiers in the nonlinear and small training-sample data sets. Because the proposed classifiers have both linear and nonlinear versions, we used both linear and nonlinear SVMs for comparison purpose. A radial basis function (RBF) kernel is adopted for the nonlinear SVM. Moreover, we compare the 3D-DWT-based structured sparse logistic regression algorithms against two state-of-the-art spectral-spatial classification methods: subspace multinomial logistic regression and MRFs with multilevel logistic (MLRsubMLL) [7] and spectral-spatial classification with SVM and partitional clustering techniques (SVM+Clustering) [3] . In order to evaluate the classification performance of the proposed method on medium and small training-sample sizes, we randomly selected 5%, 10%, and 25% of the labeled samples from each class of the Indiana data set and 5% and 25% from the KSC and Botswana data sets to form the training sets, respectively. The remaining samples were then used as the test set. On the Pavia-U data set, because the training samples are separated from the total labeled ones, we randomly selected 1%, 10%, and 100% samples from the training samples to train the classifier and used all the remaining labeled samples as the test set. Overall accuracy (OA), average accuracy (AA), and kappa coefficient (κ) are used as measures of accuracy. OA is the percentage of correctly classified samples in the test set, whereas AA is the mean of the class-specific accuracies, i.e., the average percentage of correctly classified samples for each class. The κ statistic calculates the degree of agreement in classification over what would be expected and is scored as a number between 0 and 1.
Three structured sparse models, i.e., the lasso, the group lasso, and the sparse group lasso, are used in our experiments. For the lasso, the spectral signatures in 15 subcubes extracted using the Haar 3D-DWT are randomly concatenated into a set of feature variables. For the group lasso and the sparse group lasso, the spectral signature in a specific subcube forms a group, so there are 15 groups. In the case of raw spectral feature-based classification, the original spectral signatures are used as features. We adopted a c-means clustering method to partition the spectral bands into several groups in which the spectral bands are similar or highly correlative, which are used for the group lasso and the sparse group lasso. In the experiments, the number of groups defined in the c-means clustering algorithm is also 15.
Furthermore, because the structured sparse classifiers can select the important individual features or groups of features, we also design experiments to evaluate the performance of feature selection. It should be noted here that the parameter λ in the lasso or the group lasso and the parameters λ 1 and λ 2 in the sparse group lasso determine the degree of sparsity. The larger these parameters are, the smaller the number of nonzero coefficients (selected feature variables) will be. Therefore, the degree of sparsity is measured by sparsity = number of variables with nonzero coefficients number of all input variables .
In the experimental results, we give the classification accuracy versus degrees of sparsity, as shown in Figs. 10-13. In order to further evaluate the validity of the selected features by sparse methods, we also provide the classification results of SVMs with the selected features.
C. Experimental Results
Tables V and VI summarize the classification accuracies of the methods under comparison. It should be noted that all experimental results in the tables are the average of the results from ten times of random training-sample selection.
The first goal of Table V is to compare the structured sparse logistic regression against SVMs with the same input features. The second goal is to compare the raw spectral features against 3D-DWT-based texture features. The algorithms under comparison include the lasso, the group lasso, the sparse group lasso, the mixed lasso for nonlinear classification, the SVM with a linear kernel, and the SVM with an RBF kernel. As the mixed lasso, mixed group lasso, and mixed sparse group lasso are built in the same way and their distinct properties inherit those of the corresponding linear models, only the mixed lasso is used in the experiments. These methods were tested on both the raw spectral and the 3D-DWT texture features using the four hyperspectral data sets with different training sizes. Cross-validation was used to select the optimal model parameters for each method. It can be observed from Table V that the 3D-DWT-based texture features are much better than the raw spectral features on all data sets, no matter which classifier is used. This indicates that 3D-DWT has the excellent ability of extracting intrinsic and rich information about the spectral-spatial structures of the hyperspectral cube. The nonlinear classifiers have shown clear advantage over their linear counterparts, which suggests that some classes in the real data sets are not fully linearly separable. It should be mentioned that the linear sparse methods show close performance as the SVM with the RBF kernel in most of the settings. When small training-sample size and 3D-DWT-based features are used, the linear sparse methods show a margin of advantage over the SVM with the RBF kernel. This is due to the fact that linear and sparse methods have better generalization ability in this case. On the contrary, in the case of medium training size and raw spectral features, the SVM with the RBF kernel is almost the best classifier. An observation from Table V is that the classification performance is not only dependent on the classifier but also on the data set in hand. For instance, sparse logistic regression classifiers are very suitable to the KSC data set, whereas the nonlinear SVM classifier is more suitable to the Indiana data set. It should be noted that, although lasso, group lasso, and sparse group lasso have the very similar classification accuracies for all cases, as mentioned before, they provide different interpretations on feature selection. Table VI is to compare 3D-DWT texture feature-based structured sparse logistic regression against two state-of-theart spectral-spatial classification methods MLRsubMLL [7] and SVM+Clustering [3] . On the Indiana data set, 3D-DWTbased group lasso and sparse group lasso methods outperform MLRsubMLL on OA, but MLRsubMLL provides the best AA and κ. On the Pavia-U data set, all 3D-DWTbased structured sparse methods outperform MLRsubMLL and SVM+Clustering in terms of OA, AA, and κ. Here, it is worth mentioning that these two data sets have different spatial resolutions, with the Indiana imagery in low spatial resolution and the Pavia-U in relative high resolution. It can be seen that the 3D-DWT-based structured sparse methods have shown better classification performance on high-resolution hyperspectral imagery. The reason may be that a high-spatial-resolution hyperspectral imagery always contains more details of surface materials that have different spatial correlations. 3D-DWT can precisely capture the spatial information in various scales, frequencies, and orientations. On the contrary, MRF or partitional clustering-based spectral-spatial methods rely on the prior knowledge that is not promptly adaptive to various spatial correlations in a high-spatial-resolution hyperspectral imagery. Now, we turn our attention to the performance of feature selection in the structured sparse classifiers. Figs. 10-13 show the plots of the classification results against the variation of the sparsity of 3D-DWT features. When the value of parameter λ decreases, the degree of sparsity drops. It can be seen from the figures that the classification accuracies of the lasso, the group lasso, and the sparse group lasso firstly increase and then remain stable or even slightly decrease. This observation indicates that only some features are useful for classification. In most cases for all four data sets, the classification accuracies reach or close to the highest point when the sparsity degree is between 80% and 95%, i.e., 5% to 15% of the features are selected. From these figures, an interesting observation should be mentioned that the accuracy of the sparse group lasso is higher than the lasso and the group lasso when the degree of sparsity is very high. In other words, the sparse group lasso can achieve a good classification performance with very few features. This is due to the fact that the feature selection of the Fig. 13 . Classification accuracies versus degrees of sparsity on Pavia-U data. (a)-(c) 3D-DWT feature selection by the lasso, the group lasso, and the sparse group lasso with 1% training samples. (d)-(f) 3D-DWT feature selection by the lasso, the group lasso, and the sparse group lasso with 10% training samples. (g)-(i) 3D-DWT feature selection by the lasso, the group lasso, and the sparse group lasso with 100% training samples.
sparse group lasso fully considers the 3D-DWT structure and the constraint of sparsity.
Then, we use the same selected features as the input for SVM classifiers. It can be seen that, with 15% or less of all features selected, the SVM classifiers also can achieve high classification accuracy. This implies that the selected features by the sparse methods not only are valid for particular sparse classifiers that generated this selected feature set but also are valid for other classifiers.
In practice, the optimal value of sparsity parameter λ can be determined by cross-validation method or by experiential knowledge on the data. As a result, we can use the plots of the classification accuracy against the degree of the sparsity (and λ) in Figs. 10-13 to select an appropriate value of λ, which takes into account the tradeoff between sparsity and accuracy.
Finally, we discuss the computational costs on the training and testing of the proposed sparse classifiers. The optimization algorithm for the structured linear sparse models is an iterative procedure. In each iteration, the computational cost is O(N × P ), where N is the number of training samples and P is the number of feature variables. The convergence (the number of iterations) is dependent on several factors, including the particular input data, initial parameters, and step size. In most cases, the proposed scheme converges fast, particularly in the first several iterations. In our experiments, the average training time of the structured sparse models is less than that of the SVM with an RBF kernel and a little more than that of the SVM with a linear kernel. The training time of the mixed linear sparse model is longer than that of the SVMs and that of the linear sparse methods as it contains the training of individual linear sparse models. Once the sparse classifier is obtained after the training step, the test step is very fast because only one simple linear decision function (several linear functions for the mixed linear sparse model) is to be executed regardless of the sizes of the training samples. On the contrary, the computational costs in the testing step of SVMs are much higher than that of our sparse classifiers.
In Table VII , we make quantitative comparison on the performance of the proposed methods and alternatives under study. This includes the average testing accuracy as well as Table VII should be highlighted. First, if the 3D-DWT features are used, the group lasso, the sparse group lasso, and the mixed lasso have achieved better average accuracies than the SVM methods. The average accuracies of the lasso and the SVM with the RBF kernel are very close, which are better than that of the SVM with a linear kernel. If the raw spectral features are used, the SVM with the RBF kernel delivers the highest OA, AA, and κ while the proposed structured sparse methods are better than the SVM with the linear kernel. This observation shows that our methods work well in high-dimensional feature space, which is a distinguished advantage of the sparse methods. Considering an acknowledged fact that the nonlinear SVM is one of the best classifiers up to date, the proposed sparse classifiers exhibit an impressive performance. Second, the average accuracies of the group lasso and the sparse group lasso are slightly better than that of the lasso, which is due to the group structure of features. Moreover, the group structure has enormous potential in other hyperspectral applications, such as object detection, superresolution reconstruction, and registration. Third, the testing time of the structured linear sparse methods is much lower than that of SVMs, which makes the proposed methods very practical in real applications. Finally, it shall be emphasized that the sparse model-based classifiers can perform feature selection during the classifier training stage, which provides an integrated solution to the hyperspectral image classification problem.
VI. CONCLUSION
In this paper, we applied the 3D-DWT texture descriptor and structured sparse model to feature extraction and pixel classification on hyperspectral imagery. Comparing against approaches in the literature, the proposed methods have some very interesting properties and have generated exciting results. First, through multiscale analysis, the 3D-DWT-based feature descriptor can effectively describe the intrinsic structures within the spatial and spectral spaces as well as the relationship between two spaces. This enables the investigation of detailed discriminative features and the partial removal of influence from noise. The experimental results have shown that classification with the proposed features is much better than that with raw spectral features. Second, the sparse models allow the integration of feature selection and classification into a unified framework by minimizing the combined empirical loss and penalization on the sparsity of feature variables. Third, according to the prior knowledge (the expectation) of important explanatory factors for classification, various sparse models with different constraints of sparsity such as the lasso, the group lasso, and the sparse group lasso have provided different feature selection schemes while taking into account the structure of the input features. Fourth, the proposed linear sparse models can be extended to better deal with the nonlinear classification problem by a divide-and-conquer strategy that partitions the feature space into subregions of linearly separable samples and learns a linear classifier for each of these regions. The implementation of this extension is simple, and the method is highly effective. Finally, the computational costs of learning the linear sparse methods are linear to the numbers of training samples and feature variables, while the prediction cost is very low comparing to the SVMs. The experimental results on real-world data have consistently shown the advantages of our method, particularly on a small training data set. Further work on the sparse representation of hyperspectral data is in progress, and we anticipate that the sparse representation is shared by denoising, unmixing, and classification problems such that a general theoretical framework for hyperspectral imagery processing can be proposed.
