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Abstract
Let G be a graph with adjacency matrix A(G) and let D(G) be the diagonal matrix of
the degrees of G. For any real α ∈ [0, 1], Nikiforov [7] defined the matrix Aα(G) as
Aα(G) = αD(G) + (1− α)A(G).
In this paper, we give some results on the eigenvalues of Aα(G) with α > 1/2. In particular,
we show that for each e /∈ E(G), λi(Aα(G + e)) ≥ λi(Aα(G)). By utilizing the result, we
prove have λk(Aα(G)) ≤ αn − 1 for 2 ≤ k ≤ n. Moreover, we characterize the extremal
graphs with equality holding. Finally, we show that λn(Aα(G)) ≥ 2α − 1 if G contains no
isolated vertices.
AMS Classification: 05C50, 05C12
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1 Introduction
All graphs considered here are simple and undirected. Let G be a graph with adjacency matrix
A(G), and let D(G) be the diagonal matrix of the degrees of G. For any real α ∈ [0, 1], Nikiforov
[7] defined the matrix Aα(G) as
Aα(G) = αD(G) + (1− α)A(G).
It is clear that Aα(G) is the adjacency matrix if α = 0, and Aα(G) is essentially equivalent to
signless Laplacain matrix if α = 1/2. If α = 1/2, then λi(Aα(G+e)) ≥ λi(Aα(G)) for e /∈ E(G),
we generalize the result to α ≥ 1/2 as follows.
∗Corresponding author. Email: huiqiulin@126.com (H. Lin).
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Theorem 1.1 Let G be a graph with n vertices and α ≥ 1/2. Then for each e /∈ E(G), we have
λi(Aα(G+ e)) ≥ λi(Aα(G)).
Given α ≥ 1/2, by Theorem 1.1, we know that λk(Aα(G)) ≤ λk(Aα(Kn)) = αn−1 for k ≥ 2.
de Lima and Nikiforov [5] showed that λk(A 1
2
(G)) = 12n− 1 for k ≥ 2 if and only if G has either
k balanced bipartite components or k+1 bipartite components. Let ∂1(G) ≥ · · · ≥ ∂n(G) denote
the distance signless Laplacian spectrum. Lin and Das [6] proved ∂n(G) = n − 2 if and only
if Gc contains either a balanced bipartite graph or at least two bipartite components. In the
paper, we characterize the extremal graphs with λk(Aα(G)) = αn − 1 for k ≥ 2 when α > 1/2.
The extremal graphs are different to the case of α = 1/2.
Theorem 1.2 Let G be a graph with n vertices and α > 1/2. Then λk(Aα(G)) = αn −
1 for k ≥ 2 if and only if G has k vertices of degree n− 1.
The circumference of a graph G is the length of a longest cycle in G, denoted by c(G). Wang
and Belardo [10] showed the connections between the λk(A 1
2
(G)) and the circumference. We
generalize the results to α ≥ 12 as follows.
Theorem 1.3 Let G be a connected graph with α ≥ 1/2. Then we have
(I) Let k be even.
(1) If λk(Aα(G)) = 2α, then c(G) ≤ 2k with equality if G = C4t and k = 2t (t ≥ 2);
(2) If λk(Aα(G)) < 2α, then c(G) ≤ 2k−1 with equality if G = C4t+3 and k = 2t+2 (t ≥ 1).
(II) Let k be odd. If λk(Aα(G)) ≤ 2α, then c(G) ≤ 2k−2 with equality if G = C4t and k = 2t+1
(t ≥ 1).
It is well-known that λn(A 1
2
(G)) = 0 if G is bipartite. So it is interesting to give a lower
bounds of λn(A 1
2
(G)) when G is non-bipartite. In 2007, Cvetkovic´, Rowlinson and Simic´ [2]
posed the following conjecture:
Conjecture 1.4 Let G be a non-bipartite graph with order n. Then
λn(A 1
2
(G)) ≥ λn(A 1
2
(G∗)),
2
equality holds if and only if G ∼= G∗, where G∗ is the unicyclic graph obtained from a triangle
by attaching a path at one of its end vertices.
One year later, the conjecture was confirmed by Cardoso, Cvetkovic´, Rowlinson and Simic´
[1]. In [4], de Lima, Oliveira, de Abreu and Nikiforov proved that λn(A 1
2
(G)) ≤ m
n
− 12 and in
the same paper, they posed a conjecture on the lower bound of λn(A 1
2
(G)).
Conjecture 1.5 Let G be a graph with order n and size m. Then
λn(A 1
2
(G)) ≥ m
n− 1 −
n− 2
2
.
Guo, Chen and Yu [3] proved a stronger result, λn(A 1
2
(G)) ≥ m
n−2 − n−12 . When it comes to
α > 1/2, Nikiforov [7] showed that λn(Aα(G)) = 0 if G has an isolated vertex. In the following,
we give a lower bound on λn(Aα(G)) when G has no isolated vertices.
Theorem 1.6 Let G be a graph on n vertices with α > 12 . If G has no isolated vertices, then
λn(Aα(G)) ≥ 2α− 1,
the equality holds if and only if G has a component isomorphic to K2.
In [7], the author posed a problem to find the smallest α such that Aα(G) is positive semi-
definite. Let α0 be the smallest α for which Aα(G) is positive semi-definite. Nikiforov and Rojo
[9] showed that
α0 = − λmin(A(G))
d− λmin(A(G)) ,
if G is d-regular, α0 = 1/2 if G contains a bipartite component and α0 ≥ 1/r if G is r-colorable.
From Theorem 1.6, we know that Aα(G) is positive definite if G has no isolated vertices with
1
2 < α < 1.
2 The eigenvalues of Aα(G) with α >
1
2
Let X = (x1, x2, . . . , xn)
t be a real vector. Here we list some fundamental properties of the
matrix Aα(G), which can be found in [7]. The eigenequations for the matrix Aα(G) can be
written as
λxi = αdixi + (1− α)
∑
{i,j}∈E(G)
xj ,
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where i ∈ [n]. The quadratic form XtAα(G)X can be represented in several ways:
XtAα(G)X =
∑
{u,v}∈E(G)
(αx2u + 2(1− α)xuxv + αx2v),
XtAα(G)X = (2α− 1)
∑
u∈V (G)
x2udu + (1− α)
∑
{u,v}∈E(G)
(xu + xv)
2,
XtAα(G)X = α
∑
u∈V (G)
x2udu + 2(1− α)
∑
{u,v}∈E(G)
xuxv.
The following result is the complete theorem of Weyl and So.
Lemma 2.1 Let A and B be n× n Hermitian matrices and C = A+B. Then
λi(C) ≤ λj(A) + λi−j+1(B)(n ≥ i ≥ j ≥ 1),
λi(C) ≥ λj(A) + λi−j+n(B)(1 ≤ i ≤ j ≤ n).
In either of these inequalities equality holds if and only if there exists a nonzero n-vector that is
an eigenvector to each of the three involved eigenvalues.
Now we are ready to give the proof of Theorem 1.1.
Proof of Theorem 1.1. It is clear that Aα(G + e) = Aα(G) +M , where M expresses the
changes in Aα(G) due to the adding of an edge from G. It is clear that
Spec(M) = {1, 2α − 1, 0, · · · , 0}.
Then the result follows from Lemma 2.1. ✷
Proposition 2.2 Let G be a graph with n vertices and 0 ≤ α ≤ 1. Let V1 and V2 be a partition
of V (G) where |V1| = k. Suppose that the degree of each vertex in V1 is d and each vertex in V1
has the same neighbor in V2. Then we have the following statements.
(1) If G[V1] is a clique, then Aα(G) has (d+ 1)α − 1 as an eigenvalue with multiplicity at least
k − 1.
(2) If G[V1] is an independent set, then Aα(G) has dα as an eigenvalue with multiplicity at least
k − 1.
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Proof. For i ∈ [n], we use ei to denote an n-vector where the i-entry is 1 and the others are 0.
Let Xi = e1 − ei+1 for i = 1, . . . , k − 1. The vertices in V1 are labeled as v1, v2, . . . , vk. Clearly,
dv1 = · · · = dvk = d. If G[V1] is a clique, then
Aα(G)Xi = ((dv1 + 1)α− 1, 0, . . . , 0, 1 − (dvi + 1)α, 0, . . . , 0)t = ((d + 1)α− 1)Xi.
Thus Xi (i = 1, . . . , k − 1) is an eigenvector of Aα(G) corresponding to (d+ 1)α− 1. If G[V1] is
an independent set, then
Aα(G)Xi = (dv1α, 0, . . . , 0,−dviα, 0, . . . , 0)t = dαXi.
Thus Xi is an eigenvector of Aα(G) corresponding to dα for i = 1, . . . , k − 1. Note that
X1, . . . ,Xk−1 are linearly independent. Then the multiplicity of either (d + 1)α − 1 or dα
is at least k − 1. This completes the proof. ✷
The graph Ka ∨ (n − a)K1 is called complete split graph, denoted by CSa,n−a. Then by
Proposition 2.2, we have the following result.
Corollary 2.3 The Aα-spectra of CSa,n−a is nα−1 with multiplicity a−1, aα with multiplicity
n− a− 1 and the remaining two Aα-spectra is
nα+ a− 1±
√
(nα+ a− 1)2 − 4a2α+ 4aα+ 4a(n− a)− 8a(n− a)α
2
.
We call a vertex is a quasi-pendent vertex if it is adjacent to a pendent vertex. Let p be the
number of pendent vertices and q be the number of quasi-pendent vertices of G, respectively.
Then we have the following result.
Corollary 2.4 Let G be a forest with p pendent vertices and q quasi-pendent vertices. Then
Aα(G) contains α as an eigenvalue with multiplicity at least p− q.
3 The k-th largest eigenvalue of Aα(G)
We first present the proof of Theorem 1.2 in this section.
Proof of Theorem 1.2. If G has at least k vertices of degree n − 1, then by Proposition 2.2
and combining with λ1(Aα(CSk,n−k)) > nα − 1, we have λk(Aα(G)) = αn − 1. On the other
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hand, we assume that λk(Aα(G)) = αn− 1. Note that
Aα(G) +Aα(G
c) = Aα(Kn).
By Courant-Weyl inequality, we have
λi(Aα(G)) + λn(Aα(G
c)) ≤ λi(Aα(Kn)) for 2 ≤ i ≤ n.
Note that λk(Aα(G)) = αn−1 and λk(Aα(Kn)) = αn−1, then λn(Aα(Gc)) = 0. By Lemma 2.1,
we obtain that λk(Aα(G)), λn(Aα(G
c)) and λk(Aα(Kn)) have a common eigenvector. Moreover,
we have λk(Aα(G)) ≤ λ2(Aα(G)) ≤ λ2(Aα(Kn)) = αn− 1, it follows that
λ2(Aα(G)) = · · · = λk(Aα(G)) = αn− 1,
which implies that Aα(G) contains αn−1 as an eigenvalue with multiplicity k−1. Let V1 ⊆ V (G)
with |V1| = t and every vertex of V1 has degree n − 1. If t ≥ k, then the result follows. So
in the following, we assume t ≤ k − 1. Note that αn − 1, 0 and λk(Aα(Kn)) have a common
eigenvector. Let X = (x1, . . . , xt, xt+1, . . . , xn)
t be a unit common eigenvector of λk(Aα(G)) =
αn− 1, λn(Aα(Gc)) = 0 and λk(Aα(Kn)). Then
0 = λn(Aα(G
c)) = Xt(Aα(G
c))X = (2α− 1)
∑
u∈V (Gc)
dux
2
u + (1− α)
∑
uv∈E(Gc)
(xu + xv)
2.
It implies that xu = 0 for all u ∈ V (G)\V1. Since X is also a unit eigenvector of λk(Aα(Kn)) =
αn − 1, we have 1tX = 0 and then ∑v∈V1 xv = 0, that is, x1 = −(x2 + · · · + xt). Let Xi =√
2
2 (ei+1 − e1) for i = 1, . . . , t − 1. Obviously, X1, . . . ,Xt−1 is linearly independent. By Lemma
2.1, we have Xi is a unit common eigenvector of λi+1(Aα(G)) = αn − 1, λn(Aα(Gc)) = 0 and
λi+1(Aα(Kn)) for i = 1, . . . , t − 1. It is easy to check that X = x2X1 + · · · + xtXt−1, which
implies that the multiplicity of αn−1 of Aα(G) is t−1 ≤ k−2, a contradiction. This completes
the proof. ✷
Let q1 ≥ q2 ≥ · · · ≥ qn be the signless Laplacian eigenvalues of G. We use µ(G) to denote
the matching number of G.
Lemma 3.1 ([10] Lemma 2.4) Let G be a connected graph with order n.
(1) If n > 2µ(G), then qµ(G) > 2;
(2) If n = 2µ(G), then qµ(G)−1 > 2.
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Lemma 3.2 ([7] Proposition 3) Let 1 ≥ α > β ≥ 0. If G is a graph of order n with Aα(G) and
Aβ(G), then λk(Aα(G)) ≥ λk(Aβ(G)) for any k ∈ [n].
For a connected graph G, if α = 1/2, then 2λk(Aα(G)) = qk. Combining Lemma 3.1 and
Lemma 3.2, we have the following result immediately.
Theorem 3.3 Let G be a connected graph with order n and α ≥ 1/2.
(I) If n > 2µ(G), then λµ(G)(Aα(G)) > 1;
(II) If n = 2µ(G), then λµ(G)−1(Aα(G)) > 1.
Now we are ready to give the proof of Theorem 1.3.
Proof of Theorem 1.3. Let Cs be a cycle of order s. Recall that
λi(Aα(Cs)) =


2α+ 2(1− α) cos ipi
s
, if i is even,
2α+ 2(1− α) cos (i−1)pi
s
, if i is odd.
For (I-1). By way of contradiction we may assume that c(G) ≥ 2k + 1. Taking c = c(G), then
Cc is a subgraph of G. By Theorem 1.1, we have
λk(Aα(G)) ≥ λk(Aα(Cc)) = 2α + 2(1 − α) cos kpi
c
> 2α,
due to c ≥ 2k + 1. This is contrary to λk(Aα(G)) = 2α. If G = C4t and k = 2t, then
λ2t(Aα(C4t)) = 2α+ 2(1 − α) cos 2tpi4t = 2α.
For (I-2). By contradiction we may assume that c(G) ≥ 2k. Let c = c(G). Hence G contains
Cc as its subgraph. By Theorem 1.1 and c ≥ 2k, we have
λk(Aα(G)) ≥ λk(Aα(Cc)) = 2α + 2(1 − α) cos kpi
c
≥ 2α,
a contradiction. If G = C4t+3 and k = 2t + 2, by
2t+2
4t+3 > 1/2, then λ2t+2(Aα(C4t+3)) =
2α+ 2(1 − α) cos (2t+2)pi4t+3 < 2α.
For (II). By contradiction we may assume that c(G) ≥ 2k − 1. Taking c = c(G), then Cc is
a subgraph of G. According to Theorem 1.1 and k−1
c
< 1/2, it follows that
λk(Aα(G)) ≥ λk(Aα(Cc)) = 2α+ 2(1− α) cos (k − 1)pi
c
> 2α,
a contradiction. If G = C4t and k = 2t + 1, then λ2t+1(Aα(C4t)) = 2α + 2(1 − α) cos 2tpi4t = 2α.
Thus we complete the proof. ✷
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4 The smallest eigenvalue of Aα(G) with α >
1
2
Before proceeding, the following lemma is needed.
Lemma 4.1 Let T be a tree of order n ≥ 2. If 12 < α < 1, then λn(Aα(T )) ≥ 2α − 1, the
equality holds if and only if T ∼= K2.
Proof. Clearly, λ2(Aα(K2)) = 2α− 1. We claim that λn(Aα(T )) > 2α− 1 if n ≥ 3. We prove
this by induction on the order n. Recall that the least eigenvalue of star K1,n−1 is
λn(Aα(K1,n−1)) =
1
2
(αn −
√
α2n2 + 4(n − 1)(1 − 2α)).
It is easy to check that 12 (αn −
√
α2n2 + 4(n − 1)(1− 2α)) > 2α − 1, if 12 < α < 1 and n ≥ 3.
Hence, the result follows when T is a star. So, in the following we may assume that T ≇ K1,n−1.
Then there exists a non-pendent edge e such that T − e = T1 ∪T2, where |V (T1)| ≥ |V (T2)| ≥ 2.
Case 1. |V (T1)| ≥ 3 and |V (T2)| ≥ 3.
By the inductive hypothesis, we have λ|V (T1)|(Aα(T1)) > 2α−1 and λ|V (T2)|(Aα(T2)) > 2α−1.
Note that λn(Aα(T − e)) = min{λ|V (T1)|(Aα(T1)), λ|V (T2)|(Aα(T2))}. According to Theorem 1.1,
it follows that
λn(Aα(T )) ≥ λn(Aα(T − e)) = min{λ|V (T1)|(Aα(T1)), λ|V (T2)|(Aα(T2))} > 2α− 1,
as required.
Case 2. |V (T1)| = 2 and |V (T2)| = 2.
Thus T ∼= P4. By a simple calculation, we have
λ4(Aα(P4)) = min{α+ 1
2
− 1
2
√
4α2 − 8α+ 5, 2α− 1
2
− 1
2
√
8α2 − 12α + 5}.
It is easy to check that both α+ 12 − 12
√
4α2 − 8α+ 5 > 2α−1 and 2α− 12 − 12
√
8α2 − 12α+ 5 >
2α− 1, hence λ4(Aα(P4)) > 2α− 1.
Case 3. |V (T1)| ≥ 3 and |V (T2)| = 2.
That is T − e = T1 ∪K2. We may assume that e = uv and K2 = vw. Hence
Aα(T ) = Aα(T1 ∪K2) +M
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where M = Aα(K2 ∪ (n − 2)K2). It follows that Sp(M) = {1, 2α − 1, 0, . . . , 0}. According to
Lemma 2.1, we have
λn(Aα(T )) ≥ λn(Aα(T1 ∪K2)) + λn(M).
By the inductive hypothesis, we have λ|V (T1)|(Aα(T1)) > 2α − 1, then λn(Aα(T1 ∪ K2)) =
λ2(Aα(K2)) = 2α − 1. And since λn(M) = 0, therefore
λn(Aα(T )) ≥ λn(Aα(T1 ∪K2)) + λn(M) = 2α− 1.
If λn(Aα(T )) = 2α − 1, then it follows from Lemma 2.1 that λn(Aα(T )), λn(Aα(T1 ∪ K2))
and λn(M) share a common eigenvector, say X. From the eigenequations of M , we have
αxu + (1 − α)xv = 0 and αxv + (1 − α)xu = 0, this implies that xu = xv = 0. From the
eigenequation of Aα(T1∪K2), we have (2α− 1)xv = αxv+(1−α)xw, then xw = 0. Let Y be an
(n−2)-vector obtained from X by deleting the entries xv, xw. Since Aα(T1∪K2)X = (2α−1)X
and xv = xw = 0, it is easy to check that Aα(T1)Y = (2α − 1)Y . It leads to that 2α − 1 is a
eigenvalue of Aα(T1), this is contrary to the inductive hypothesis. Hence λn(Aα(T )) > 2α − 1,
which completes the proof of this lemma. ✷
Proof of Theorem 1.6. Suppose that G contains k components, say, G1, . . . , Gk. Then
λn(Aα(G)) = min{λmin(Aα(Gi))|i = 1, . . . , k}.
Let Ti be a spanning tree of Gi for 1 ≤ i ≤ k. It follows from Theorem 1.1 that λmin(Aα(Gi)) ≥
λmin(Aα(Ti)). According to Lemma 4.1, the theorem follows. ✷
According to Theorem 1.6, we have the following result.
Corollary 4.2 Let G be a graph with k isolated vertices and l isolated edges. Then G contains
0 as an Aα-spectra with multiplicity k and 2α− 1 as an Aα-spectra with multiplicity l.
It is interesting to find out which connected graph with order nminimizes the least eigenvalue
of Aα(G) when 1/2 < α < 1. Then we pose the following conjecture.
Conjecture 4.3 Let G be a connected graph on n vertices with 12 < α < 1. Then
λn(Aα(G)) ≥ λn(Aα(K1,n−1)),
the equality holds if and only if G ∼= K1,n−1.
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In the following, we will give some upper bounds of λn(Aα(G)) of graphs.
Theorem 4.4 Let G be a graph on n vertices with 12 < α < 1. Then
λn(Aα(G)) ≤ αn− 1,
with equality holding if and only if G ∼= Kn.
Proof. By Theorem 1.1, we have λn(Aα(G)) ≤ λn(Aα(Kn)) = αn − 1. In order to complete
the proof, we only need to show that λn(Aα(Kn − e)) < αn− 1. By Corollary 2.4, we have
λn(Aα(Kn − e)) = nα+ n− 3−
√
(nα+ n− 3)2 − 4(n − 2)2(α+ αn− 2)
2
< αn − 1,
as required. ✷
Theorem 4.5 Let G be a bipartite graph on n vertices with 12 < α < 1. Then
λn(Aα(G)) ≤ λn(Aα(K⌈n
2
⌉,⌊n
2
⌋)),
with equality holding if and only if G ∼= K⌈n
2
⌉,⌊n
2
⌋.
Proof. Let G = [V1, V2] be a bipartite graph with partitions X and Y . Let |X| = a and
|Y | = b, without loss of generality, we may assume that a ≥ b.
Fact 1. We have λn(Aα(Ka,b)) < λn(Aα(Ka−1,b+1)) when a− b ≥ 2.
Nikiforov [7] shown that λn(Aα(Ka,b)) =
1
2(αn −
√
α2n2 + 4ab(1 − 2α)). Then we have
λn(Aα(Ka−1,b+1))− λn(Aα(Ka,b))
=
1
2
(√
α2n2 + 4ab(1 − 2α)−
√
α2n2 + 4(a− 1)(b+ 1)(1 − 2α))
> 0,
as required.
Fact 2. λn(Aα(K⌈n
2
⌉,⌊n
2
⌋ − e)) < λn(Aα(K⌈n
2
⌉,⌊n
2
⌋)).
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Let X be a unit eigenvector of K⌈n
2
⌉,⌊n
2
⌋ corresponding to λn(Aα(K⌈n
2
⌉,⌊n
2
⌋)). Clearly, X 6= 0,
then there exists an edge e = uv so that x2u + x
2
v > 0. Then
λn(Aα(K⌈n
2
⌉,⌊n
2
⌋ − uv))− λn(Aα(K⌈n
2
⌉,⌊n
2
⌋))
≤ Xt(Aα(K⌈n
2
⌉,⌊n
2
⌋ − uv)−Aα(K⌈n
2
⌉,⌊n
2
⌋))X
= −(2α − 1)(x2u + x2v)− 2(1− α)(xu + xv)2
< 0.
This completes the proof of Fact 2.
According to Fact 1, Fact 2 and Theorem 1.1, it follows that λn(G) ≤ λn(Aα(Ka,b)) <
λn(Aα(K⌈n
2
⌉,⌊n
2
⌋)) when a − b ≥ 2. If a − b ≤ 1 and G ≇ K⌈n
2
⌉,⌊n
2
⌋, then we have λn(G) ≤
λn(Aα(K⌈n
2
⌉,⌊n
2
⌋ − e)) < λn(Aα(K⌈n
2
⌉,⌊n
2
⌋)). Thus we complete the proof. ✷
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