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Решение многих задач социально-экономического развития Тверской области 
становится возможным благодаря активному развитию информационных технологий, 
включая облачные вычисления и грид-технологии (приоритетное направление развития 
науки и техники РФ – «Информационно-телекоммуникационные системы»). Для 
эффективного использования новейших достижений в этих областях и включения 
профильных учреждений Тверской области в исследовательский процесс была создана 
при Тверском государственном техническом университете Лаборатория теории 
управления и распределённых вычислений. 
Лабораторию возглавляет С.В. Емельянов, выдающийся российский учёный в 
области теории управления и информационных технологий. Вместе со своими учениками 
он создаёт программно-алгоритмический инструментарий, позволяющий объединять 
низко- и высокоуровневые вычислительные ресурсы в целостную вычислительную среду, 
обладающую огромной производительностью и ориентированную на наукоёмкие 
приложения. Вовлечение в процесс совместной разработки специалистов Тверского 
государственного технического университета и использование результатов исследований 
даст значительные перспективы для региона. Эта статья ставит своей целью привлечь 
внимание молодых учёных университета к работе по этой научной проблеме. 
Система распределённых вычислений, или грид-система (англ. grid – решётка, сеть) 
представляет собой компьютерную сеть, в которой вычислительные ресурсы каждого 
компьютера объединены с ресурсами других компьютеров системы и являются общими и 
открытыми для использования. Таким образом, любой пользователь, являющийся 
участником данной системы, может использовать те или иные её ресурсы для решения 
различного рода научных, математических, медицинских, экологических, коммерческих и 
прочих задач [1]. 
Грид-система с точки зрения сетевой организации представляет собой 
согласованную, открытую и стандартизованную среду, обеспечивающую гибкое, 
безопасное, скоординированное разделение вычислительных ресурсов и ресурсов 
хранения информации [3], которые являются частью этой среды в рамках одной 
виртуальной организации. 
Центральным понятием, лежащим в основе концепции систем распределённых 
вычислений (грид-систем), является понятие вычислительного ресурса. К 
вычислительным ресурсам компьютера можно отнести производительность системы, 
тактовую частоту процессора, долговременную и оперативную память, съёмные 
устройства хранения данных, базы знаний и базы данных. В идеальной грид-системе 
каждый ресурс является доступным для распределённого использования. Правильно 
разработанный интерфейс пользователя может позволить осуществлять доступ к ресурсам 
грид-системы без особых отличий от аналогичной процедуры, реализуемой на локальном 
компьютере. Каждый пользователь системы при этом должен иметь возможность 
осуществления доступа со своего компьютера к большим вычислительным мощностям и 
устройствам хранения данных (дисковым накопителям) большого объёма [1]. 
Основные требования, предъявляемые при создании грид-систем, заключаются в 
том, чтобы, во-первых, существовал по крайней мере один компьютер (как правило, 
сервер), который исполняет все административные обязанности в системе. Данный 
компьютер принято называть контрольным узлом. Другие серверы системы – серверы 
приложений и веб-серверы – необходимы для предоставления конкретных услуг системе. 
Во-вторых, компьютеры в грид-системе работают совместно под управлением 
специального программного обеспечения систем распределённых вычислений – 
промежуточного (англ. middleware) программного обеспечения (ППО). При этом 
компьютеры системы могут работать как на одних и тех же платформах и операционных 
средах (гомогенная система), так и на разной технологической основе (гетерогенная 
система). 
Принцип работы грид-систем основан на разделении вычислительных ресурсов 
компьютеров, входящих в систему. То есть, с одной стороны, на одном компьютере, 
осуществляющем различные вычисления, тех или иных ресурсов может не хватать 
вследствие высокой сложности данных вычислений. С другой стороны, на каком-либо 
другом компьютере из-за того, что он большую часть времени простаивает, и его 
мощности используются не в полной мере, возникает тот резерв, который будет 
использован другими компьютерами системы, что позволяет значительно сократить время 
решения задач самой высокой сложности. 
Концепция грид-систем как особого вида систем распределённых вычислений не 
является новой. Формированию, становлению и развитию данной концепции 
способствовали объективные общемировые процессы глобализации и совершенствования 
технологий массовых коммуникаций, которые берут начало со второй половины 
прошлого века и продолжаются по сей день. К данным процессам стоит отнести массовое 
распространение персональных компьютеров, развитие Интернета и технологий пакетной 
передачи данных на основе оптического волокна (SONET, SDH и ATM), а также 
технологий локальных сетей (Gigabit Ethernet). Полоса пропускания коммуникационных 
средств со временем стала достаточной для того, чтобы в случае необходимости (при 
отсутствии на данном компьютере того количества вычислительных ресурсов, которое 
позволит решить ту или иную задачу) привлечь ресурсы другого компьютера. Сама же 
идея совместного использования вычислительных ресурсов компьютеров, входящих в 
состав единой системы, стала популярной в конце 1990-х гг. благодаря работе таких 
учёных, как Иэн Фостер, Карл Кессельман и Стив Тики, которых часто называют отцами 
технологии грид-систем [3]. 
В настоящее время выделяют три основных типа грид-систем. К первому типу 
относятся добровольные грид-системы, которые исторически положили начало 
рассматриваемой концепции благодаря таким проектам, как GIMPS в 1996 г., 
distributed.net в 1997 г. и SETI@home в 1999 г. В рамках данных проектов вычисления, 
требующие очень больших вычислительных мощностей, осуществлялись за счёт 
добровольно предоставляемого свободного ресурса персональных компьютеров, 
имеющих доступ к глобальной сети. Ко второму типу относятся научные грид-системы, в 
которых хорошо распараллеливаемые приложения программируются специальным 
образом. Сюда, прежде всего, нужно отнести научный проект Human Proteome Folding 
(сокр. HPF), который подробнее будет рассмотрен ниже. Наконец, к третьему типу 
относятся грид-системы на основе выделения вычислительных ресурсов по требованию 
или коммерческие грид-системы (англ. enterprise grid). Это не что иное, как обычные 
коммерческие приложения, работающие на виртуальном компьютере, который, в свою 
очередь, состоит из нескольких физических компьютеров, объединённых с помощью 
технологий грид-систем [4]. 
Наиболее ярким примером, хорошо иллюстрирующим принципы, на которых 
основывается рассматриваемая концепция, является грид-система, разработанная в рамках 
научного проекта Human Proteome Folding. Учёные, задействованные в данном проекте, 
исследуют генную структуру различных видов белков человека, многие функции которых 
до сих пор не известны науке. Однако уже сейчас собрана огромная база данных, 
содержащая в себе важнейшую научную информацию, описывающую структуру 
примерно 120 тысяч белковых участков, что невозможно было бы осуществить с 
использованием традиционных подходов. Результаты данных исследований и их 
практическое применение способствуют колоссальному скачку и качественному развитию 
во многих научных областях. Прежде всего, это касается медицины и фармацевтики, так 
как известно, что многие тяжёлые болезни человека связаны с работой белков и зависят от 
того, какую форму белки принимают. Если науке удастся полностью изучить механизм, 
по которому белки принимают ту или иную форму, и научиться влиять на данный 
процесс, то это позволит людям в будущем лечить рак, а также тяжёлые неврологические 
заболевания – болезнь Альцгеймера и синдром Паркинсона. Вычисления в рамках 
данного научного проекта настолько сложны, что даже суперкомпьютеру для их 
осуществления понадобится значительное время. Поэтому здесь активно используются 
технологии грид-систем и ресурсы вычислительных машин, входящих в систему. 
Крупные задачи исследования разделяются на более мелкие подзадачи, каждая из которых 
решается в рамках отдельных подмножеств компьютеров, которые иногда называют 
кластерами посредством разделённых вычислительных ресурсов каждого компьютера в 
кластере. Далее результаты решения каждой подзадачи собираются воедино и делается 
вывод по результатам решения общей задачи. 
По приведённому выше примеру можно сделать вывод о том, что вся совокупная 
грид-система представляет собой виртуальный суперкомпьютер огромной мощности, 
позволяющий решать сложнейшие вычислительные задачи за относительно короткое 
время. Однако использование грид-систем, состоящих из нескольких отдельных 
компьютеров, разделяющих между собой собственные ресурсы, даёт несомненное 
преимущество по сравнению с традиционным суперкомпьютером, состоящим из 
нескольких процессоров, обеспечивающих большую вычислительную мощность. Данное 
преимущество заключается в намного меньшей стоимости грид-систем при почти 
одинаковых вычислительных мощностях, так как отдельная ячейка в данных системах 
приобретается как обычный неспециализированный компьютер. 
Употребление термина «кластер» применительно к грид-системам, как в 
приведённом примере, носит довольно условный характер. Следует понимать некоторое 
различие в понятиях кластера и грид-системы. Кластером обычно называют тип 
параллельной или распределённой вычислительной системы, состоящей из набора 
соединённых между собой и работающих совместно однородных компьютеров, которые 
рассматриваются как «единый интегрированный вычислительный ресурс» (англ. Single 
System Image, SSI). Для реализации SSI существуют разные технологические и 
архитектурные возможности, но цели при этом преследуются одни и те же: прозрачность 
управления ресурсами, масштабируемость производительности и повышение готовности 
системы. Обычно объединенные в кластер компьютеры имеют близкое географическое 
расположение и коммутируются средствами высокоскоростных соединений. Как правило, 
кластеры образуются средствами программного обеспечения промежуточного слоя, 
которое работает поверх адаптированных для работы в условиях кластера операционных 
систем. Грид-система тоже представляет собой тип параллельной или распределённой 
вычислительной системы, однако её отличает то обстоятельство, что она обеспечивает 
совместное использование ресурсов, распределенных по разным административным и 
географическим объектам. Эти ресурсы предоставляются их владельцами для 
использования в системе. По своему определению грид-система строится в 
предположении, что каждая из входящих в систему локальных подсистем управляется 
автономно. Для вхождения в грид-систему не требуется дополнительных настроек 
операционных систем. Отдельные подсистемы, включаемые в общую систему, могут 
свободно входить и выходить из неё. Однако непрекращающееся развитие и 
совершенствование технологий и средств коммуникации территориально значительно 
отдалённых друг от друга объектов способствует тому, что границы межу грид-системами 
и кластерами всё больше размываются, и уже сейчас кластеры воспринимаются как 
подмножества грид-систем [2]. 
Основные проблемы, с которыми сталкиваются специалисты при разработке, 
внедрении и поддержании в актуальном состоянии систем распределённых вычислений 
(грид-систем), заключаются в двух главных аспектах. Первый, крайне важный аспект 
касается вопросов безопасности системы. Сюда следует отнести такие серьёзные вопросы, 
как защита персональных данных каждого компьютера, входящего в состав системы, от 
несанкционированного доступа, идентификация и аутентификация пользователей 
системы, определение различных групп пользователей и разработка чётких правил, 
разрешающих, ограничивающих или запрещающих той или иной группе пользователей 
иметь доступ к вычислительным ресурсам, предоставляемым компьютерами грид-
системы. Перечисленные проблемы закономерно встают перед руководителями проектов 
и разработчиками грид-систем, так как любая система, которая подразумевает соединение 
двух и более компьютеров, тем более, с использованием технологий глобальных сетей, 
имеет значительный риск потери информации или её кражи, при том, что данная 
информация может быть очень ценной, в том числе и в финансовом плане. Вторым 
аспектом проблем систем распределённых вычислений является проблема разработки и 
использования единых и открытых для всех стандартов и протоколов. Данные стандарты 
и протоколы являются чёткими и однозначными наборами правил, регламентирующими 
передачу данных внутри системы по каналам связи. Постоянно ведётся работа над 
созданием единого набора правил, который бы позволил объединить территориально 
распределённые и разнородные с точки зрения применяемых технологий системы и 
значительно увеличить эффективность производимых вычислений. 
Рассмотренные аспекты проблем, присущих сегодняшним грид-системам, тесно 
связаны между собой. Использование открытых стандартов в проектировании само по 
себе является положительным моментом, однако то, что правила построения систем 
распределённых вычислений открыты и понятны для всех и, таким образом, 
стандартизированы, имеет и негативную сторону. Так как эти правила открыты, в том 
числе и для многочисленных злоумышленников («хакеров»), желающих украсть или 
уничтожить информацию, то увеличивается важность аспекта, касающегося безопасности 
грид-систем. 







где      С – доля использования единых открытых стандартов; 
Б – вероятность нахождения системы в безопасном состоянии. 
Для решения данной задачи требуется максимизировать использование открытых 
стандартов и технологий, а также максимально повысить безопасность системы 
(минимизировать вероятность нарушения политики безопасности системы). Данная задача 
не имеет решений, так как данные два показателя имеют обратную зависимость. В 
реальной практике эту проблему решают путём нахождения компромисса между двумя 
этими показателями – максимальное использование открытых и понятных для всех 
стандартов и протоколов при сохранении необходимого уровня безопасности системы в 
зависимости от важности и ценности информации. Главным путём решения 
рассмотренной проблемы в будущем является совершенствование механизмов и средств 
шифрования информации, передающейся по каналам связи систем распределённых 
вычислений. 
По итогам данной статьи, в которой рассматривалась концепция построения систем 
распределённых вычислений (грид-систем), можно сделать основной вывод, что данная 
концепция имеет очень большие перспективы для дальнейшего развития как в плане 
разработки и внедрения единых стандартов работы грид-систем, так и в вопросах 
безопасности. Этому способствует постоянное развитие в технологии передачи данных и 
их защиты, и уже в недалёком будущем станет возможным построение общемировой 
системы распределённых вычислений, состоящей из нескольких кластеров, 
объединяющих более мелкие системы по географическому (континентальному) признаку. 
Данная система, использующая общие мировые информационные ресурсы, позволит 
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