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In this work we show that global topological properties of co–ocurrent word networks constructed
from texts, seem to be the fingerprint of meaningful sentences. We observe that many statistical
properties of these networks depend on the frequency of words, however, others seem to be strictly
determined by the grammar. Our results suggest that seems to be a lower bound of sense that
depends on the correlation between mean word connectivity and word connectivity correlation.
This property, in addition to being only present in meaningful texts, and absent in, until now,
not decoded texts such as the Voynich manuscript, would also be exclusive for natural languages,
allowing us to discriminate between these and formal texts.
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I. INTRODUCTION
In 1941, Jorge Luis Borges wrote a short story based
on a custodian of a peculiar repository that contains all
the possible arrangements of letters that can be written.
In this story, the eponymous “La Biblioteca de Babel”
(English: “The Library of Babel”) [1] contains books of
a certain size and specific characteristics. The books con-
tain no pictures, only text; in addition, each book has 410
pages, each page has 40 rows, and each row, 80 charac-
ters. The alphabet mentioned in the story consists of
only 25 orthographical symbols, including the space, the
coma, and the point. Considering only these initial con-
ditions, the library houses 251312000 different books.
The library thus stores all the “sensical” texts that
could ever be written, in any language, and any of their
possible variations. However, the number of sensical
books is minimal in comparison to the huge number of
possible “nonsensical” combinations of words that lack
meaning in any language. The librarians of this enor-
mous collection are both charged with its custody and
obsessed with finding those books that “say something”.
Although Borges wrote this narrative with different in-
tentions, let us continue the Library of Babel’s fictional
game. In order to find those texts with meaning, some
reported statistical properties of sensical texts might be
used as a first filter [2]. One of the most well-known
and basic, but no less important, properties comes from
Zipf’s law [3]. Roughly speaking, this law states that
the number of times a word appears in a text is a func-
tion of its ranked frequency of occurrence. The apparent
ubiquitious applicability of the law to natural languages
would reveal languages functioning [4]. The problem is
that a text that follows Zipf’s law does not necessarily
have to make sense. For illustration, in the library of
Babel there is a book called the “Voynich manuscript”
that fits the law [5] and other properties of “real” books
[6], but has been unreadable and illegible for centuries.
The manuscript can not be classified either as a hoax
[7, 8] or a text with some sort of sophisticated encryp-
tion. The reason is that a seemingly nonsensical or en-
crypted text such as this manuscript could actually be
a readable, but scrambled, text (keeping the frequency
of words, but changing their order). Thus, although the
text makes no sense for a reader who reads it word by
word, the co-occurrence of the words would still comply
with Zipf’s law.
Another problem in the Library would be the existence
of texts that only make sense to certain machines. These
texts were written for machines using formal program-
ing languages. Formal languages correspond to the set
of strings of symbols and may be constrained by gram-
matical rules. Their alphabets, frequently required to be
finite [9], are the set of symbols, letters, or tokens from
which the strings of the language may be formed. Strings
formed from this alphabet can be found as words in texts
present in the Library. Although formal languages have
been developed intentionally and their “words” are linked
by grammar specific to each, they appear very similar to
those words linked in a text written in a natural lan-
guage, making identification as strictly “machine codes”
very difficult.
Problems such as those previously mentioned was pre-
cisely what motivated this work: searching for statisti-
cal properties that are unique to meaningful texts. Us-
ing techniques borrowed from the field of complex net-
works, this work looks for the topological properties of
co-occurrent word networks that depend exclusively on
the sense of a text. These must capture the use of a
certain grammar that would be absent in senseless or ci-
phered texts. Thus, by using corpuses written in different
natural and formal languages, we studied the networks
2that represent those texts in order to obtain their com-
mon properties and to detect which of these properties
might allow the personnel of Babel’s Library to organize
their books.
This paper is structured as follows. In the next sec-
tion, we present the method for constructing word net-
works and the one used to cipher them. In Section III,
we present the results of the word networks analysis. In
the last section, we discuss the major implications of the
obtained results and present the conclusions and future
of our work.
II. NETWORK CONSTRUCTION
A. Lineal chain networks
A text can be represented as a graph G(W,E), where
W is the set of nodes, corresponding to different words
contained in the text, and E, the set of undirected edges
between them. In this work, we define an edge as the
link that joins two co-occurrent (adjacent) words in the
text.
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Figure 1: Network extracted from the phrase: “En un lugar
de La Mancha.”.
Figure 1 shows a simple word network constructed
from a single sentence, extracted from the masterpiece of
Miguel de Cervantes y Saavedra, “El ingenioso hidalgo
don Quijote de la Mancha”. The sentence “En un lu-
gar de La Mancha,”, contains six different words. Word
w3 =“lugar” has as input word w2=“un”, and as out-
put word w4=“de”. Now, in the created graph G, the
connectivity of w3 is k3=2. If the text were composed
only of different words, as in this example, the network
would be a simple lineal chain of W different words and
W−1 links. In this type of network, except for the words
located at the beginning and at the end of the text, all
the words have connectivity ki = 2.
B. Complex networks
The previous mentioned scenario is quite improbable
in long texts because in natural languages, as mentioned
above, words are used with different frequency. Thus,
if we introduce a new sentence to the previous text, for
example “de cuyo nombre no quiero acordarme, no ha
mucho tiempo que viv´ıa un hidalgo de los de lanza en
astillero”, there are both new and repeated words added.
In our process of network generation, repeated words
maintain the same number wi that corresponds to its first
appearance in the text; however, that word can be subse-
quently connected to different words or connected many
times to the same word (imagine a character name, com-
posed of two words, that appears many times throughout
the text, e.g., Don Quijote). The network generated after
the incorporation of the new sentence is shown in Figure
2. Notice that the words “de”, “no”, “en” and “un” have
a higher connectivity than the rest of the words.
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Figure 2: Network of the text: “En un lugar de La Mancha,
de cuyo nombre no quiero acordarme, no ha mucho tiempo
que viv´ıa un hidalgo de los de lanza en astillero.”.
It must be pointed out that the method proposed in
this work is case-insensitive, eliminating capitalization ef-
fects. Furthermore, this work assumes that (any) punc-
tuation cuts any relationship between two words. For
this reason, in the example above, the words “mancha”
and “de”, and “acordarme” and “no”, are not connected.
C. Network ciphered
In order to study the properties of senseless texts and
compare them with those with sense, we encrypt sense
texts according to a simple permutation rule (Fig. 3). Ci-
phered texts are obtained using the list of edges between
co-ocurrent words, ei = (wi, w
′
i), where i = [1, .., E] and
wi and w
′
i are the words that appear adjacent in the origi-
nal text. To encrypt the text, we maintain fixed the first
column w while the elements of the second column w′
are moved τ places, where τ is a random number. Thus,
the ciphered and senseless text is composed by new edges
ei
τ=(wi,wi
τ ), where wi
τ = w′i+τ and w
′
E+j = w
′
j .
3Figure 3: Process of word circular-permutation for text en-
cryptation.
III. RESULTS
In order to analyze the word networks generated, we
used a set of metrics to characterize the whole system
as well as local relationships between words. One such
basic metric used in network topology characterization is
degree distribution [10, 11], P (k). This probability distri-
bution represents, in this case, the probability of finding
a word with k edges in the network. Degree distribution
is one of the most important characteristics of networks,
especially due to the fact that the distribution of node
connections is indicative of the underlying network for-
mation mechanisms [12, 13]. In fact, random networks
[14], whose graphs show randomly-chosen relationships
between nodes, show homogeneous distributions of con-
nectivity, whereas (so called) complex topologies display
inhomogeneous distributions [15]. This non-uniformity
denotes the presence of rules (e.g., grammar rules in word
networks) or mechanisms that distribute the links un-
equally, and where some few nodes may concentrate the
bulk of connections.
In fact, this is what we found in the word networks
studied. Figure 4 shows this behavior consistent with
complex topologies, as the distribution of the number
of words with k connections, N ·P (k), for three classic
books: “La Iliada”, “El ingenioso hidalgo don Quijote de
la Mancha” and “La Metamorfosis”. As can be seen, the
distributions show word networks with a wide range of
connectivities: many words are poorly connected, while
a few are densely connected. Moreover, the log-log plots
of the distributions tend towards a straight line, which
indicates that the distributions of the three books fol-
low a power-law-like form, N ·P (k) ∼ k−γ , where γ is
the scaling exponent. This scaling, typically observed
in complex systems [16], reveals a high level of inhomo-
geneity in the number of connections among words in
the network. Thus, in networks constructed from natural
languages, like the Spanish presented in these examples,
most of the words have few connections, while there are a
handful of words responsible for a large majority of con-
nections (hubs). These hubs play an important role [17]
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Figure 4: Distribution of the number of words with k connec-
tions, N · P (k), for the texts. Top: “La Iliada” (W = 3895)
by Homer. Mid: “El ingenioso hidalgo don Quijote de la
Mancha” (W = 3895) by Miguel de Cervantes y Saavedra.
Bottom: “La Metamorfosis” by Franz Kafka (W = 3895).
Original text in black squares and ciphered version in red
squares.
and correspond to articles and conjunctions mainly.
When we analyzed the same texts but ciphered, we ob-
served that the distributions are similar to those of the
originals (red line in Figure 4), which implies that inho-
mogeneous distribution of connectivity depends not on
the way words are linked, but rather on the frequency
4of words in the text. The message is clear: degree dis-
tribution in word networks gives no information on the
meaning of a text, it is but a projection of Zipf’s law in
the case of our ciphered texts. It is necessary to empha-
size that our senseless texts are different to the random
texts described in [4].
Table I: Topological properties of The Universal Declaration
of Human Rights written in different languages (ID=[1,17]),
classic books (ID=[18,26]) and computer codes (ID=[27,36]).
Number of different words W , number of Edges E, mean de-
gree 〈k〉, mean clustering coefficient 〈C〉 and average path
lenght 〈l〉 for original and ciphered texts (〈Cc〉, 〈lc〉).
id Network W E 〈k〉 〈C〉 〈Cc〉 〈l〉 〈lc〉
1 Dutch 494 982 1.99 0.194 0.095±0.012 3.20 3.67±0.06
2 English 430 839 1.95 0.175 0.100±0.012 3.16 3.64±0.07
3 Euskera 563 772 1.37 0.040 0.031±0.008 4.41 4.92±0.15
4 German 517 892 1.73 0.133 0.060±0.009 3.66 4.05±0.08
5 Greek 576 1035 1.80 0.109 0.076±0.010 3.48 3.95±0.06
6 Italian 512 979 1.91 0.110 0.063±0.008 3.60 3.89±0.05
7 Kanuri 554 778 1.40 0.036 0.022±0.006 4.99 5.12±0.13
8 Maori 342 1197 3.50 0.325 0.180±0.016 2.69 2.98±0.03
9 Mapundungun 321 730 2.27 0.230 0.127±0.015 2.95 3.37±0.05
10 Nahualt 521 1118 2.15 0.190 0.096±0.012 3.25 3.61±0.04
11 Portugues 464 827 1.78 0.140 0.071±0.010 3.52 3.89±0.07
12 Quechua 676 921 1.36 0.030 0.020±0.005 4.99 5.20±0.12
13 Rumano 586 973 1.66 0.091 0.057±0.008 3.71 4.19±0.07
14 Russian 601 857 1.43 0.070 0.043±0.008 4.02 4.63±0.12
15 Spanish 486 915 1.88 0.183 0.090±0.010 3.29 3.76±0.07
16 Tahitic 432 1015 2.35 0.437 0.188±0.018 2.66 3.26±0.05
17 Zulu 562 607 1.08 0.015 0.009±0.005 7.33 7.67±0.44
18 La Iliada 14004 53499 3.82 0.360 0.166±0.003 2.90 3.29±0.01
19 Metamorfosis 3613 9833 2.72 0.236 0.126±0.005 3.14 3.50±0.01
20 La Odisea 10982 44499 4.05 0.387 0.175±0.003 2.88 3.25±0.01
21 El Quijote 14754 66961 4.54 0.446 0.194±0.002 2.81 3.20±0.01
22 Harry Potter (sp) 8312 31310 3.77 0.318 0.152±0.003 2.96 3.31±0.01
23 Harry Potter (en) 6024 35163 5.84 0.479 0.206±0.004 2.59 3.02±0.01
24 La Biblioteca de Babel 1081 1858 1.72 0.118 0.077±0.007 3.66 4.13±0.07
25 The Library of Babel 1019 2230 2.19 0.195 0.114±0.008 3.14 3.58±0.04
26 Voynich manuscript 1997 8031 4.02 0.159 0.138±0.005 3.33 3.24±0.01
27 C1 181 582 3.22 0.226 0.174±0.019 3.47 2.82±0.03
28 C2 244 739 3.03 0.283 0.146±0.014 3.00 2.98±0.03
29 Fortran1 947 3927 4.15 0.334 0.190±0.009 2.76 2.92±0.01
30 Fortran2 290 732 2.52 0.190 0.098±0.012 3.00 3.23±0.04
31 Fortran3 2438 6908 2.83 0.200 0.115±0.005 3.25 3.43±0.01
32 Fortran4 221 763 3.45 0.277 0.178±0.018 2.73 2.77±0.03
33 Fortran5 306 899 2.94 0.200 0.138±0.015 3.07 3.03±0.03
34 Fortran6 337 1892 5.61 0.375 0.263±0.016 2.48 2.55±0.01
35 Fortran7 869 3979 4.58 0.359 0.205±0.011 2.86 2.87±0.01
36 Fortran8 156 443 2.84 0.270 0.18±0.02 2.83 2.86±0.05
To further characterize the word networks, we com-
puted other classic topological measures of networks:
the average path length 〈l〉 between pairs of words;
and the clustering coefficient of the network 〈C〉, as
the average coefficient of all the words in a network.
Table I shows these metrics for different words net-
works constructed from The Universal Declaration of Hu-
man Rights written in different languages (ID=[1,17]),
classic books (ID=[18,25]), the text of the “Voynich
manuscript” (ID=26), and a set of computer codes writ-
ten with formal grammatical rules in two different pro-
graming languages [30] (ID=[27,36]).
The top plot of Figure 5 shows that for most of the
studied networks, except for the “Voynich manuscript”
and programming codes (red square and yellow circles,
respectively), there is a much higher mean clustering co-
efficient than would be expected given only their ciphered
versions denoting high transitivity of word connections
in the original word networks. However, their average
path length values are practically the same as the ones
observed in the ciphered texts (Fig. 5, bottom plot).
The clustering coefficient, then, would seem to be a
possible first step in solving the sensical text classifica-
tion problem. At the very least, focusing on the cluster-
Figure 5: Mean clustering 〈C〉 (Top) and average path length
〈l〉 (Bottom). Comparison of the original texts and their ci-
phered versions (c). The Universal Declaration of Human
Rights (black triangles), classic books (blue squares), com-
puter codes (yellow squares) and “Voynich manuscript” (red
square).
ing coefficient might allow one to find differences between
an original text and its ciphered version; however, this is
both insufficient and misleading. As Table I shows, the
clustering coefficient varies widely among the same text
written in different languages. For example, the mean
clustering of The Universal Declaration of Human Rights,
written in German, Spanish, or English, is on the or-
der of the ciphered text written in Mahori (0.18); or the
Basque text to the ciphered Russian Declaration (0.04).
5However an interesting property was found in this study:
a correlation between the mean clustering coefficient and
the average path length that follows a potential function,
〈C〉 ∼ 〈l〉−3.56.
This property, far from trivial, seems to be exclusively
a property of texts, differing from correlations found in
other complex networks.
Figure 6: Mean clustering coefficient 〈C〉 and average path
length 〈l〉 correlation for different networks: word networks
(color code as in Fig. 5), social networks (a, b, c, d [18–
20]; e [21], f, g [22]), language network (h [23]), technological
networks (blue stars [24, 25] and i [21]), another network of
co-ocurrent words (green square [23]) and different networks
generated by Baraba´si model (pink crosses).
In Figure 6 we can see that all the networks of co-
ocurrent words follow the 〈C〉 ∼ 〈l〉−3.56 potential func-
tion, and their position on this fit depends on their mean
degree 〈k〉 (see Table I). Thus, texts with high 〈k〉, are
those with high clustering and low average path length.
The text with the lowest mean degree, the Zulu Decla-
ration of Human Rights, is the one furthest to the right
of the curve (〈C〉 = 0.015 and 〈l〉 = 7.33). It is inter-
esting to note that when these texts are ciphered, they
follow the same potential fit (see inset of the figure), but
shift their positions to the right of the curve. This may
be due to the way in which we made the word permuta-
tion, but it does suggest that nonsensical texts can also
satisfy this relation. It is also interesting to highlight
that both formal programming languages (yellow circles)
and the “Voynich manuscript” (red square) also fit this
function. This function seems to be exclusive to texts,
in fact, other complex networks of a different nature in
the figure (social networks: a, c and d [18–20]; e [21];
f and g [22]), language networks: h [23] and technolog-
ical networks: blue stars [24, 25], i [21]) do not display
this behavior, scientific networks b [18–20]. Moreover,
it is noteworthy that networks generated by Preferential
Attachment (PA) (Baraba´si network [13]) clearly show a
different behavior (pink crosses) when compared to word
networks. This result suggests that a PA-like mechanism
is not valid for text construction, as [26] otherwise sug-
gests. In that model, increasing the number of nodes
(and therefore the links between “words”) shifts the po-
sition in the plane 〈C〉vs〈L〉 to the right (higher values
of 〈l〉, and lower of 〈C〉). This is the opposite of what
happens in the case of word networks. These networks
generally move to the right in the graph when the num-
ber of links decreases (actually when 〈k〉 decreases, but
those texts with smaller E are the same as those with
lowest mean degree 〈k〉, as shown in the Table I.)
We have therefore found a property that can help dis-
cern whether a complex network comes from a text or
not. In other words, in the presence of a network gener-
ated by linking words from a text based on co-ocurrence,
that network should necessarily be positioned on the fit
〈C〉 ∼ 〈L〉−3.56. However, this method still does not solve
the deeper problem that motivates this work: the search
for properties of networks of sensical texts. Ciphered
texts also adjust to the function, not to mention texts
written for machines and the “Voynich manuscript”.
Correlation between clustering and average path length
is a necessary condition, but still insufficient.
Notwithstanding the inability of that metric alone in
describing sensical texts, we study a particular property
that can help us to solve the puzzle: the network degree-
assortativity [27]. In the scenario of symmetric connec-
tions (undirected network) like the ones studied in this
work, if densely connected nodes are connected to other
nodes with many connections, then the network is con-
sidered assortative, r > 0. On the other hand, if densely
connected nodes are connected with their poorly con-
nected counterparts (or vice versa), then the network is
disassortative, r < 0. If no degree correlation is observed,
r ∼ 0, then there is no link preference between nodes, as
is the case in random networks or networks generated by
the Baraba´si model [27].
Word networks are expected to be disassortative [28],
since highly connected words, such as articles, are linked
with others that appear far less in the text, like nouns. It
is necessary to emphasize that network b in Figure 6 and
other social networks, are typically assortative [27]. The
upper plot of Figure 7 shows the disassortative character
of words networks.
In the figure, we can appreciate the assortativity val-
ues for word networks constructed from texts of Table I
(black crosses), and the mean assortativity of 100 net-
works constructed from the same texts but ciphered (red
crosses) according to the same method of word permuta-
tion described above. As can be observed, original text
network assortativities are negative (i.e., words networks
are disassortative). However, the value for this corre-
lation is much higher (and tends to 0) when the texts
6Figure 7: Top: Text (ID) vs Assortativity r. Black crosses
represent original texts, red crosses ciphered texts and green
bars the difference. Bottom: Text (ID) negative Z-score
Assortativity. Color regions: The Universal Declaration
of Human Rights (grey), classic books (blue), “Voynich
manuscript” (orange), computer codes (yellow).
are ciphered. An interesting result appears, again, in
the analysis of the “Voynich manuscript” (ID=26). It
is the only analyzed text that does not present a sig-
nificant difference between assortativities before and af-
ter word permutation process. One book, “Harry Pot-
ter and the Philosopher’s Stone” (ID=23), also displays
a smaller change. However, this text also shows other
particular properties, possibly related to the target au-
dience to which it was directed; in fact, this text had
the highest value of mean degree (see table I) and con-
tains approximately 2000 words less than its version in
Spanish (ID=22). To check the statistical validity of the
change in the assortativity, we calculated the standard
score (Z-score) [29] (bottom plot of Fig. 7) according to,
Zscore =
r(ID)− 〈rc(ID)〉
σc
(1)
where r(ID) is the assortativity of the text ID (see table
I), 〈rc(ID)〉 and σc the mean and standard deviation of
its ciphered versions, respectively.
Significantly, and in all cases, the assortativity values
of original text networks are below that of their ciphered
versions, and particularly so for books (blue region).
Although the word networks assortativity now allows
us to discriminate between sensical texts (albeit for hu-
man or machine) and nonsensical (or ciphered) texts, it
does not say anything by itself due to the wide range of
values observed in all the sensical texts evaluated.
Figure 8: Z-score(Assortativity) and number of network edges
E correlation. Code color and shape of points as in Fig. 5.
The different Z-score ranges shown in bottom plot of
Figure 7 are explained by the fact that the texts have dif-
ferent lengths: the statistical models begin to fail when
the text has fewer edges, since there are not as many pos-
sible variations. However, when a text has many edges,
each successive realization in the process described herein
gives a very different network, and eventually allows for
significant observations of how far a corpus is from a sen-
sical text value. Confirming this, there is a positive cor-
relation between Z-score and number of edges, as shown
in Figure 8.
In order to solve this problem with classifying texts as
sensical using only assortativity values, we found another
correlation that neither a ciphered text nor texts writ-
ten in formal languages seem to follow. The correlation
between assortativity and mean degree of sensical texts
7Figure 9: Degree assortativity r and mean degree 〈k〉 corre-
lation for texts ID=[1,26]. Code color and shape of points as
in Fig. 5. Ciphered texts marked with red circle.
written in natural languages follows a log-normal func-
tion, while any ciphered version moves away from this
function (Fig. 9). This function permits us, then, to find
a specific assortativity value for a certain mean degree
for which a text is more likely to make sense. In fact, the
text ID=23, which has the highest mean degree, also fits
the function, while the “Voynich manuscript” does not.
The anomalous position of the manuscript in Figures 8
and 9, taken with its anomalous behaviors with respect
to clustering and assortativity between its original and ci-
phered versions, strongly suggest that the manuscript is
a ciphered text, even with a lower disassortativity. We use
the term ciphered because the manuscript has a word fre-
quency distribution that follows Zipf’s law, and because
the correlation between 〈C〉 and 〈l〉 also fits the power
function of other texts (see Fig. 6).
Finally, this log-normal function that fits the correla-
tion between assortativity r and mean degree 〈k〉, as well
as Zipf’s law, seems to be exclusive to texts written in
natural languages. In fact, all the computer codes in-
cluded in this study are outside this regularity, and even
more so if they were ciphered (Fig. 10).
IV. CONCLUSIONS
In this work we searched for a method to discern be-
tween sensical texts, nonsensical/ciphered texts and texts
written using formal grammar. Our approach was to an-
alyze the topological properties of co-ocurrent word net-
works.
Our results suggest that a set of metrics related to
network assortativity are able to solve this classification,
Figure 10: Degree assortativity r and mean degree 〈k〉 corre-
lation for computer codes, texts ID=[27,36]. Color code as in
Fig. 9.
as long as the word network has passed certain require-
ments. This means that if a network has been con-
structed from a sensical text, irrespective of its origin,
we should expect that the network displays a “proper”
position in the space 〈C〉 vs 〈l〉, is disassortative, and that
its correlation between assortativity and mean degree fits
a log-normal function. However, if a word network has
been constructed from a sensical text written in a formal
programming language, then the last condition will most
likely not be fulfilled.
This allows us to speculate on a desirable sorting
method for the books in Library of Babel. It might be
possible to separate sensical texts from those that no one
could understand, using the following method: (i) calcu-
late four macroscopic statistical properties of word net-
works: mean degree, mean clustering coefficient, average
path length, and network assortativity; (ii) check for the
position of the word networks in plane 〈C〉 vs 〈l〉. If the
network does not fit the power function of Figure 6, it
is a network that is not a text, and therefore should be
discarded. If the text fits the function, the network has a
text structure, but is not necessarily sensical, then; (iii)
two alternatives are possible: (a) order these word net-
works by mean degree, and then from lowest to highest
values of disassortativity. Those with higher values of
disassortativity have a higher probability of being sensi-
cal texts. (b) Check for the position of these networks in
plane r vs 〈k〉 of Figure 9. Those networks that are closer
to the log-normal function, are more readable (i.e., make
more sense) than versions located away from the fit line.
Networks located far away from the fit are texts that
might correspond to a ciphered text or texts written for
a machine.
8The result of our study leads us to propose the follow-
ing hypothesis: for all variations of a text (with the same
number and frequency of words), the most disassortative
version will have the highest probability of making sense
to a reader. Hence, this method could help in deciding
when a deciphered version of a text is correct or not,
without the necessity of “translating” the ciphered text.
Finally, our study has also allowed us to find
strong evidence supporting the thesis that the “Voyn-
ich manuscript” is a written text which that has been
carefully ciphered, possibly by a permutation process of
its words.
This work opens up very interesting questions that will
be addressed in future works.
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