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R. E. Edwards [2] in a more general setting, T being replaced by a more general group and/or the spaces C and A being varied. (Still further generalisation is possible.) We shall, however, obtain a general existential result only in the case in which <P is countable. The details of the context in which we shall work are given in § 1, the general theorem in § 2, and applications of this general theorem appear in § 3. A constructive approach applying in a special situation is described in § 5. The general Theorem 2.1 will by specialisation (the details of which appear in 3.3) yield the following sample result.
Suppose that <P is a countable subset of A such that
either 0 is contained in the smallest closed ideal in A whose zero-set is Z($) (which is the case whenever Z(<P) is a spectral synthesis set), or every element of <£ satisfies a Lipschitz condition of order £.
Then there exist functions g satisfying a Lipschitz condition of order \ which vanish on Z(<P), which satisfy/# e A for every fe <&, and which even so do not belong to A. This result is best-possible in the sense that any function satisfying a Lipschitz condition of order greater than \ necessarily belongs to A (see [3[], p. 167).
ACKNOWLEDGEMENTS. The author would like to express his thanks to a referee for general comments and especially for the present formulation of 3.3, which is an improvement over the original version.
Definitions and assumptions
1.1 Henceforth G will denote an infinite Hausdorff compact Abelian group and C(G) the complex Banach space of continuous complex-valued functions on G, the norm on C(G) being ||/IL = s u p { | / ( x ) | : x e G } .
If P and Q denote subsets of C(G), we write PQ or P • Q for the set of product functions/^ with/e P and g e Q.
We shall consider several normed (complex) linear spaces, each of which is assumed to be (algebraically) a linear subspace of C(G), the corresponding injection map being continuous. F, X, Y and Z will be normed linear spaces in this sense, of which X and Z are assumed furthermore to be complete.
•T denotes a topology on X weaker than the norm topology. (In most of the later applications, these two topologies coincide.)
1.2 Y is assumed to be a subset of X and to be such that (1.1) the closed unit ball B in Y is ^"-closed in X, [3] Some (a) K is a nonopen closed subset of G which is contained in the zero-set Z(<P) (= set of common zeros of elements) of <P; (b) every/e $ is the limit in F of a sequence (/ n )^°= i extracted from F, each /" vanishing on some (possibly n-dependent) neighbourhood in G of K.
In the main theorem to follow we shall be concerned with F-admissible pairs (4>, K) in which <t> is countable: we shall term these briefly (iff oddly) countable F-admissible pairs.
It is of course trivial that (<£, K) is F-admissible whenever <P c F, Kis a nonopen closed subset of G, and K is contained in the interior of Z(<P). In general, (€>, Z($)) will not be F-admissible; but in all the examples we shall consider later (4>, K) will be F-admissible provided K satisfies (a) and provided every element of 4> is 'sufficiently smooth' and/or vanishes 'sufficiently strongly' at each point of K (the precise meaning of the phrases in quotation marks depending upon the normed linear space F); see 2.5 below. are not minimal; they have been chosen so as to be at once reasonably simple and adequate for the applications in § 3 below.,
(ii) In all the applications we make, F and Y are complete. In any such case (1.2') is a consequence of (1.2) and 1.1 on account of general theorems (see, for use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700009447 example, [6] , Theorems 6.4.2 and 7.7.9). On the other hand, the direct verification of (1.2) will in most cases involve the proof of (1.2') as well; cf. 3.6.2 and 3.7.2 below. 2.2 REMARKS (1) Given 2.1(i), it follows that E is a Baire space and so that any comeagre subset of E is everywhere dense in E; see [6] , 0.3.16.
The main theorem
(2) Plainly, 2.1(ii) entails that E o is nonvoid, so that any g e E o satisfies 2.1(iii).
These remarks show that, to prove 2.1, it suffices to establish 2.1 (i) and the following assertion: As to 2.1(i), it is first of all clear from 1.2 that E contains every element of Y which vanishes on K, and that E is a metrisable locally convex space; thus it remains only to show that E is complete. But suppose (g k )£=i to be a Cauchy sequence extracted from E. The definition of the topology on E combines with the assumed completeness of X and Z (see 1.1) to show that there exist geX and hjB Z (i = 1, 2, • • •) such that lim g k = g in X and limf t g k = hi in Z [5] Some Fourier division problems 171 When these conditions are fulfilled, condition 1.3 is satisfied whenever Y ^ X.
For, if Y T 6 X and if (a) holds, a simple partition of unity argument shows that to any nonvoid open subset U of G corresponds g e X V \Y. We then take g r to be a suitable subsequence of v r * g, where the v r are as in (b) and have supports so small that supp g r <= U for every r.
2.5 CONCERNING F-ADMISSIBILITY. We aim to give here some nontrivial sufficient conditions for .F-admissibility in cases covering the examples discussed in § 3. In many cases best-possible results are not known, but this question is not vital here since interesting applications result without need for extremely precise results about F-admissibility. In all that follows, A will denote normalised Haar measure on the underlying group G in question.
We begin with the case in which G = T, this being richer in examples.
In the examples we shall consider, the following additional assumptions concerning F will be satisfied: for some real number c ^ 0. The fact that / annihilates every element of F which vanishes on a neighbourhood of K combines with (2.5.2) to show that supp S <= K. Take an approximate identity for convolution formed of functions fcj e C* such that supp kj <= Vj. 
J G
For any numberp satisfying 1 ^ p 5= oo,/?' will always denote the conjugate exponent denned by p' = p/(p-l). is a closed linear subspace of A x which we denote by l a and view as a Banach space with the induced norm. Two facts concerning l a will be needed later. 3.1. 5 We denote by C* the set of fe C having uniformly bounded Fourier partial sums (UBFPS for short), i.e., for which is finite. It is easily seen that (3.1.7) from which it follows that C* is a Banach space and that the injection of C* into C is continuous.
APPLICATION TO A S {G).
In our first application we suppose that (3.2.1) 1 ^ s < 2, l^r%s', 1/f = 1 / r + l / j -l and aim to apply Theorem 2.1 on choosing
X = C(G), Y = A'(G), Z = A'(G), F = A\G),
the notation being as described in 3.1.2. For &~ we take the norm topology on X.
It is clear that all the assumptions of 1.1 hold, and that (1.1) is verified. The remainder of 1.2 is also guaranteed by (3.1.1).
We may apply 2.4 (with M taken to be A{G)) and (3. use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700009447
In the next two examples we take G = T and strengthen the conclusion of 3.2.1 in certain respects.
3.3 APPLICATION TO 1 X . We take s, r, t, Fand Z as in 3.2. But now, supposing G to be the circle group T, we take for X the space X a defined in 3.1.3 with a = 1/s -i, for ^ the norm topology on X, and for Y the space X x n A s with norm
The verification of 1.1 and 1.2 proceeds as in 3.2. On the other hand, 1.3 is now equivalent (via 2.4) to (3.1.4).
An application of 2.1 yields the following refinement of 3.2.1.
3.3.1 Suppose that r, s, t are as in (3.2.1) and that a = \\s -\, and let (<P, K) be a countable ^'-admissible pair. Then there exist functions g e A a such that g = 0 on K, (fg)~ e /' for every/e $, and yet g $ I s . Here we take (using the notation described in 3.1.4) X = AC and 3~ the norm topology on X, F = Z = AC and Y = AC 1 .
In view
It is again easy to verify that 1.1 and 1.2 are fulfilled. Moreover, in view of 2.4, 1.3 is equivalent to the existence of functions g e AC such that g^l 1 , concerning which see [3|], 10.6.1(2).
From 2.1 we accordingly derive the following conclusion. for all x at distance at most d from K (which is so, provided fe C 1 a n d / = Df = 0 on K).
3.4.3
We cannot hope to 'combine' 3.3 and 3.4 to the extent of choosing g so as to belong simultaneously to A x (a > 0) and to AC, since A x n AC c: A ([3,], P-167). It is plain that all this conforms with 1.1.
3.5.2 Concerning 1.2, we first note that/ fc -> / i n Censures that/j~ -*f~ in L 2 , which makes it easy to verify that B is a ^"-closed subset of X. Next we have the identity At this point we may apply Theorem 2.1 to derive the following conclusion.
3.5.4 Suppose that F is as described in (3.5.1) and (3.5.2) and that (<£, K) is a countable F-admissible pair. Then there exist functions g e AC such that g = 0 on K,fg e AC and (fg)~ e L°° for every/e 4>, and g~ $ L m .
3.5.5 Regarding F-admissibility, we may revert to 2.5.2 for sufficient conditions. In the present case we may take K = 1, so that F o contains at least all feC such that X \nf(n)\ < oo. 
APPLICATION TO CONTINUOUS FUNCTIONS WITH UNIFORMLY BOUNDED
FOURIER PARTIAL SUMS 3.6.1 We now take X = C with 3" the norm topology on X and define both Y and Z to be the space C* defined in 3.1.5.
For F we take the space of functions fe C for which (3-6.1) 11/11, = £ is finite. Again it is clear that the injection of F into C is continuous. (That M • Y <= Y follows from the substance of 3.6.2.) All the hypotheses stated in § 1 being satisfied, an appeal to Theorem 2.1 leads to the following conclusion. (<P, K) is a countable F-admissible pair, with F being as described in 3.6.1, there exist continuous functions g vanishing on K, such that fg has UBFPS for every fe <P, and yet g has not UBFPS.
If
3.6.5 Conditions sufficient to ensure F-admissibility stem from 2.5.2. In the present case we may take K = \ and F o = F. The relation 2.5.2(b) is accordingly satisfied whenever <P <= A t (defined as in 3.1.3); or whenever K is a finite union of points and intervals (in which case X{Dj) = O^/" 1 )) and every fe $ belongs to A x for some (possibly/-dependent) a > \. [15] Some Fourier division problems 181 3.7 APPLICATION TO CONTINUOUS FUNCTIONS WITH UNIFORMLY CONVERGENT FOURIER SERIES 3.7.1 We here take for X the space C*. For ^ we take the topology of uniform convergence (induced on X by the topology of C).
Let (EJV)JV=O De a sequence of positive numbers. The interesting cases are those in which lim^^ e N = 0, but we do not need to assume this to be the case from the outset. For Y we choose the linear subspace of g e X such that (3.7.1) the norm on Y being denned by (3-7.2) For Z we take the set of g e X such that g has a uniformly convergent Fourier series (UCFS for short), the norm on Z being the restriction to Z of that on C*.
Fis denned in 3.6. As we shall now show, this circumstance leads to a conclusion of which 0.1 is the special case G = T, F t = F = Z = A. F satisfies conditions (a)-(d) in 4.1 , that <P is a nonvoid subset of F 1 , and that U is any neighbourhood in G of -Z($). Suppose further that Z is a set of complex-valued functions on G such that Z+Z c Z and F t • Z cz Z. If g is any complex-valued function on G such that # = 0 on U and fg e Z for every/e $, then g e Z .
Suppose that
PROOF. We may assume that U is open in G. The argument proceeds in two stages, the first of which refers only to F y .
(i) Consider the ideal / in F t formed of those fe F t which vanish on the closed subset L = G\U of G. The final clause of (a) ensures that / is closed in F i , so that F 1 jI is a commutative Banach algebra with identity. From (c) it follows that every nonzero continuous complex homomorphism of FJI is of the type f+I++f(x) for some x e G, and (d) goes to show that x must belong to L = G\U. The Gelfand theory (specifically, 11.4.10 of [3 U ]) now shows that, if fe f t is nonvanishing on G\U, there exists he F^ such that hf = 1 on G\U. with T = s~2(s-1)(2J-1). But, since / vanishes on Z(4>), and since 5.1 (1) ensures that fe A l/p ,, (5.2.12) will be satisfied as soon as we choose J > 1 so close to 1 that x ^ l/p'.
Note added in proof. Concerning 4.3, if r e (1,2), A r is not an algebra under pointwise operations; see Lynette M. Butler, "Certain non-algebras in harmonic analysis" (to appear Bulletin Australian Math. Soc).
