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Résumé
Cette thèse est consacrée à l’étude de trois modèles combinatoires intervenant dans
la théorie des probabilités.
Nous nous intéresserons dans un premier temps aux arbres de fragmentation, et
plus particulièrement à leur hauteur. À mesure de dislocation ﬁxée, nous observerons
l’apparition de deux régimes bien diﬀérents selon la capacité des sommets : au-delà
d’une capacité critique, les hauteurs des arbres ont même asymptotique tandis que, en
deçà de ce paramètre critique, les arbres sont de plus en plus hauts à mesure que le
seuil de rupture diminue. Nous donnerons une interprétation de l’existence de ces deux
phases grâce à la théorie des marches aléatoires branchantes.
Nous présenterons ensuite des résultats obtenus avec Nicolas Curien sur le quadtree.
Nous expliciterons les comportements asymptotiques des coûts moyens des requêtes
partielles. La théorie des fragmentations jouera encore un rôle clé.
La dernière partie sera consacrée à l’étude de grands graphes aléatoires, critiques
pour le modèle de conﬁguration. Sous certaines hypothèses, nous verrons que, correcte-
ment remises à l’échelle, les suites des tailles des composantes connexes de ces graphes
convergent en un certain sens vers une suite aléatoire non triviale. Nous montrerons que
cette dernière peut être vue comme la suite des longueurs d’excursion d’un processus à
accroissements indépendants avec dérive polynomiale au-dessus de ses minima passés.
Nous remarquerons que la situation est bien diﬀérente selon que la loi des degrés d’un
sommet a un moment d’ordre 3 ﬁni ou est une loi de puissance d’exposant compris entre
3 et 4.

Abstract
This PhD thesis is devoted to the study of three combinatorial models occurring in
probability theory.
We shall ﬁrst be interested in fragmentation trees, and more particularly in their
heights. Fixing the dislocation measure, we shall observe the appearance of two diﬀerent
regimes according to the vertex capacity: above a critical capacity the heights of the
trees have the same asymptotics whereas below that critical parameter the trees get
signiﬁcantly higher as long as the rupture threshold decreases. The existence of those
two phases will be explained via the theory of branching random walks.
We shall then present results obtained with Nicolas Curien on the quadtree. We
shall explicit the asymptotic behaviors of the mean costs of the partial match queries.
Here again, fragmentation theory will play a key role.
The last part will be devoted to large random graphs, critical for the conﬁguration
model. We shall see that, under some assumptions, the sequences of the component
sizes of those graphs, once properly rescaled, converge in a certain sense to a non-trivial
random sequence. We shall show that the latter may be viewed as the sequence of
the excursion lengths of a process with independent increments and with polynomial
drift above past minima. As will be seen, the situation is very diﬀerent depending on
whether the degree distribution has ﬁnite third moment or is a power law distribution
with exponent between 3 and 4.
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Chapitre 1
Introduction
Cette thèse s’organise autour de quatre chapitres. Hormis le premier, introductif, ils
proviennent chacun d’un article :
• Un article intitulé A phase transition for the heights of a fragmentation tree, à
paraître dans Random Structures and Algorithms.
• Un article écrit en collaboration avec Nicolas Curien intitulé Partial match queries
in two-dimensional quadtrees: a probabilistic approach, paru dans Advances in
Applied Probability 43 (2011), 178-194.
• Un article intitulé The component sizes of a critical random graph with given
degree sequence.
Cette introduction est quant à elle structurée de la manière suivante. La section 1.1
introduit la notion de chaîne de fragmentation. La section 1.2 dresse le tableau des
principaux résultats sur ces processus. La section 1.3 présente les arbres de fragmenta-
tion. À la section 1.4, nous verrons une dernière application des fragmentations lors de
l’étude du quadtree. Nous traiterons d’un autre sujet à la section 1.5. Elle sera en eﬀet
consacrée aux graphes aléatoires. Nous en présenterons plusieurs modèles, dont celui
que nous décrirons plus largement à la section 1.6.
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1.1 Chaînes de fragmentation
1.1.1 Marches aléatoires branchantes sur R+
Commençons par décrire un modèle de population sur R+ très simple. Initialement,
un unique individu est présent. Il est situé à l’origine. Il vit pendant un temps ex-
ponentiel de paramètre 1. À sa mort, il est remplacé par des individus, appelés ses
enfants, qui naissent tous aléatoirement à sa droite. Chacune de ces particules de pre-
mière génération vit indépendamment de toutes les autres particules pendant un temps
exponentiel de paramètre 1. À sa mort, elle est remplacée par des particules, ses enfants,
qui naissent aléatoirement à sa droite. Les distances des enfants à leur particule mère
suivent la même loi que celles des particules de la première génération à la particule
initiale. Les nouveaux individus, qui appartiennent à la deuxième génération, évoluent
de manière similaire, indépendamment de leur environnement. On procède de même
pour tout individu créé. La Figure 1.1 illustre cette dynamique.
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Figure 1.1 – Une réalisation de la marche aléatoire branchante. On a indiqué la
génération de chaque individu.
Nous faisons l’hypothèse que les distances des enfants à leur particule mère peuvent
être ordonnées en une suite croissante, cette dernière étant ﬁnie ou divergeant vers
l’inﬁni. Notons U↑ l’ensemble
U↑ =
{
u = (u1, u2, . . . ) : 0 ≤ u1 ≤ u2 ≤ · · · ≤ ∞ et lim
i→∞
ui =∞
}
muni de la distance d déﬁnie par d(a,b) = max{|e−ai − e−bi | : i ≥ 1} et de la tribu
borélienne associée. D’après la déﬁnition du modèle, la loi de la suite des distances d’une
particule à ses enfants est la même quelle que soit la particule mère ; on la note ν0. Dans
tout ce qui suit, nous supposons que :
∀A > 0,
∫
U↑
#{i ≥ 1 : ui < A}ν0(du) <∞. (1.1)
Il est alors possible d’ordonner la famille des positions des individus présents à l’ins-
tant t en une suite (v1(t), v2(t), . . . ) appartenant à U↑. Notons Z(t) la mesure ponctuelle
aléatoire sur R+ déﬁnie par
Z(t)(dy) =
∑
i≥1
δvi(t)(dy),
où δz est la mesure de Dirac au point z. On peut montrer que pour tous t, s ≥ 0, Z(t+s)
est obtenu en remplaçant chaque atome z de Z(t) par une famille {z + y : y ∈ Yz}, les
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Yz étant des copies indépendantes de la famille des atomes de Z(s) ; (Z(t), t ≥ 0) est une
marche aléatoire branchante.
1.1.2 Chaînes de fragmentation homogènes
Nous serons davantage intéressés par des processus branchants modélisant l’évolu-
tion de particules qui se brisent au cours du temps. Décrivons ce modèle à partir de la
marche aléatoire branchante que nous venons de déﬁnir.
Posons ν la mesure image de ν0 par l’application qui, à une suite (u1, u2, . . . ) de U↑,
associe la suite (e−u1 , e−u2 , . . . ). La mesure de probabilité ν est portée par l’ensemble
S↓ des suites décroissantes à termes appartenant à [0, 1] qui tendent vers 0 :
S↓ =
{
s = (s1, s2, . . . ) : 1 ≥ s1 ≥ s2 ≥ · · · ≥ 0 et lim
i→∞
si = 0
}
.
Nous n’imposons pas ici que ν(ds)-p.s.,
∑
i≥1 si ≤ 11. L’hypothèse (1.1) se réécrit de la
manière suivante :
∀ε > 0,
∫
S↓
#{i ≥ 1 : si > ε}ν(ds) <∞. (1.2)
Aﬁn d’éliminer les cas triviaux, nous supposerons par ailleurs qu’il existe i ≥ 1 tel que
ν(0 < si < 1) > 0.
Le modèle qui nous intéresse se déduit simplement du modèle précédent en attri-
buant une masse aux particules plutôt qu’une position. Plus précisément, un individu
qui vit pendant l’intervalle de temps [d, g[ à la position v <∞ est vu dans ce nouveau
modèle comme une particule de masse e−v > 0 vivant pendant l’intervalle [d, g[. À sa
mort, elle se brise en une suite de particules de masse e−uie−v, i ≥ 1, où (u1, u2, . . . ) est
la suite des distances de l’individu à ses enfants dans l’ancien modèle de population.
Ce nouveau système de particules peut ainsi être vu comme une fragmentation.
Nous la qualiﬁerons d’homogène. Nous allons présenter dans le paragraphe suivant des
chaînes de fragmentation plus générales.
1.1.3 Chaînes de fragmentation autosimilaires
À la diﬀérence des fragmentations homogènes pour lesquelles les particules vivent
pendant un temps exponentiel dont le paramètre est toujours égal à 1, les fragmentations
autosimilaires modélisent un système de particules pour lequel la durée de vie d’un objet
de masse m > 0 suit une loi exponentielle dont le paramètre est fonction de m. Cette
fonction est supposée de la forme m 7→ mα, où α est un réel. En particulier, lorsque α
est nul, on retrouve la déﬁnition d’une fragmentation homogène.
Présentons la dynamique d’une fragmentation autosimilaire. Ici, α est un réel et ν est
une mesure de probabilité sur S↓ satisfaisant (1.2). Initialement, une unique particule
est créée. Sa masse est égale à 1. On suit alors les règles suivantes. À chaque particule
créée on attache une horloge exponentielle de paramètre mα, m > 0 étant la masse de
la particule. Tant que l’horloge ne sonne pas, la particule reste intacte, mais dès qu’elle
1Cette relation sera toutefois satisfaite pour les modèles que nous étudierons (cf. sections 1.3 et
1.4).
1.2 - Résultats généraux sur les fragmentations 5
retentit, la particule est remplacée par une suite d’objets de masse msi, i ≥ 1, où la
suite s = (si)i≥1 ∈ S↓ est tirée selon la loi ν. Chacun de ces fragments créés subit alors
le même sort, son évolution étant supposée indépendante des autres particules.
On peut montrer qu’il est possible d’ordonner la famille des masses des particules
présentes à l’instant t en une suite F (t) = (F1(t), F2(t), . . . ) appartenant à S↓. Le
processus F est appelé une chaîne de fragmentation autosimilaire. Il est caractérisé par
le couple (α, ν). Le réel α est appelé l’indice d’autosimilarité de F tandis que la mesure
de probabilité ν est sa mesure de dislocation.
Quand α = 0, on retrouve la déﬁnition d’une fragmentation homogène. Lorsque
ν(ds)-p.s.,
∑
i≥1 si = 1, on dit que la mesure de dislocation ν est conservatrice. Lorsque
ν(ds)-p.s.,
∑
i≥1 si < 1, on dit que ν est dissipatrice. Il y a alors perte de masse.
Observons que l’hypothèse (1.2) est satisfaite dès que ν est conservatrice ou dissipatrice.
Précisons que lorsque ν est conservatrice, il se peut que la masse totale
∑
i≥1 Fi(t)
ne soit pas constamment égale à 1. C’est par exemple le cas si l’indice d’autosimilarité
α est strictement négatif et si
∫
S↓ #{i ≥ 1 : si = 1}ν(ds) < 1 (on peut même montrer
qu’alors, p.s., F (t) = (0, 0 . . . ) pour tout t suﬃsamment grand, cf. [Ber06, Proposition
1.8]). Cependant, si α est positif, la masse totale est conservée. Nous faisons dorénavant
l’hypothèse que
α ≥ 0.
Cela revient à supposer que plus un objet est gros, plus il est susceptible de se briser
rapidement.
Il est possible de déﬁnir des processus de fragmentation pour lesquels les particules ne
restent pas intactes pendant une durée strictement positive. Il peut aussi être intéressant
d’étudier des systèmes dans lesquels les particules, au lieu de se fragmenter, s’agrègent
entre elles. Nous recommandons au lecteur souhaitant découvrir ces processus l’ouvrage
[Ber06] de Bertoin.
1.2 Résultats généraux sur les fragmentations
1.2.1 Exposant malthusien
Comme α ≥ 0, nous savons que, dans le cas particulier où ν est conservatrice, la
masse totale du système est conservée. On peut se demander si, sans supposer ν conser-
vatrice, une quantité simple est conservée. Pour cela, déﬁnissons la fonction strictement
croissante et concave ψ déﬁnie par : pour tout réel θ,
ψ(θ) = 1−
∫
S↓
∑
i≥1
sθi ν(ds) ∈ [−∞, 1[,
où seuls les indices i pour lesquels si > 0 interviennent dans la somme2. Posons
θ = inf{θ ∈ R : ψ(θ) > −∞}.
2Cette convention pour les sommes sera appliquée dans tout ce qui suit.
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La conservation d’une quantité simple nous est alors fournie par l’hypothèse malthu-
sienne suivante : il existe β∗ > 0, appelé exposant malthusien, tel que
ψ(β∗) = 0 et
∫
S↓
(∑
i≥1
sβ
∗
i
)γ
ν(ds) <∞ pour un certain γ > 1.
Nous supposerons dorénavant que l’hypothèse malthusienne est vérifiée. Il est clair que
la condition (1.2) est alors satisfaite. Remarquons que β∗ = 1 lorsque ν est conservatrice
tandis que β∗ < 1 lorsque ν est dissipatrice.
Nous allons voir que de nombreuses martingales peuvent désormais être construites.
Mais auparavant, nous déﬁnissons quelques notions.
1.2.2 Extinction
Rappelons la déﬁnition des générations de particules (nous avons déjà vu cette notion
pour les marches aléatoires branchantes).
Chaque fragment peut être vu comme descendant d’une lignée, dont l’ancêtre le
plus vieux est la particule initiale de masse 1. Les particules peuvent ainsi être rassem-
blées en générations, chaque génération regroupant les fragments créés après un même
nombre de brisures depuis l’instant initial. On procède de la manière itérative suivante.
Il s’agit d’étiqueter les particules (et leur masse) par des k-uplets, l’entier naturel k
correspondant à génération de la particule. La génération initiale k = 0 correspond à la
particule initiale de masse 1 que l’on étiquette par ∅. On pose m∅ = 1. À l’issue d’une
brisure d’une particule d’étiquette i ∈ N∗k (appartenant donc à la génération k), les
particules créées sont étiquetées par ij, j ∈ N∗, et si s(i, ω) ∈ S↓ désigne la réalisation
de ν correspondant à la manière de briser la particule d’étiquette i, les masses mij,
j ∈ N∗, vériﬁent : mij = misj(i, ω).
Il est aisé de voir (voir par exemple [Ber06, Proposition 1.3]) que le processus qui
à tout entier naturel k associe le nombre de particules présentes à la génération k est
un processus de Galton-Watson dont la loi de reproduction est la loi de sup{i ≥ 1 :
si > 0} sous ν(ds). Puisque ψ(β∗) = 0 (et β∗ ≥ 0), ce processus de Galton-Watson est
surcritique. On appelle extinction pour la fragmentation l’événement d’extinction du
processus de Galton-Watson. La non-extinction a lieu avec probabilité non nulle, cette
dernière étant égale à 1 si et seulement si ν(ds)-p.s., s1 > 0 (ce qui est en particulier le
cas lorsque ν est conservatrice).
1.2.3 Quelques martingales
Nous pouvons maintenant déﬁnir la première martingale importante, appelée mar-
tingale intrinsèque, déﬁnie en temps discret et notée (Mk, k ∈ N) :
Mk =
∑
i∈N∗k
mβ
∗
i .
Bertoin prouve dans [Ber06, Théorème 1.1] qu’elle est bornée dans Lγ pour un certain
γ > 1, donc uniformément intégrable, et que sa valeur terminale M∞ est strictement
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positive p.s. conditionnellement à l’événement de non-extinction. La propriété de bran-
chement assure d’autre part que M∞ satisfait l’équation en loi
M∞ (loi)=
∑
i≥1
sβ
∗
i M(i)∞ ,
où s = (si)i≥1 est tirée selon la loi ν et lesM(i)∞ sont des copies indépendantes deM∞ et
indépendantes de s. Sous certaines hypothèses relativement faibles (voir [Rös92, Liu01]),
cette équation permet de caractériser la loi de M∞.
On peut déﬁnir une deuxième martingale, cette fois déﬁnie en temps continu. Elle
prend en compte les masses des fragments présents à un instant donné t ≥ 0. Rappelons
que F (t) = (Fi(t))i≥1 est la suite des masses des objets présents à l’instant t. Posons
Mt =
∑
i≥1
Fi(t)
β∗ .
On peut montrer (voir [Ber06, Proposition 1.5]) que (Mt, t ≥ 0) est une martingale
relativement à la ﬁltration naturelle de la fragmentation F . Plus précisément, on a
Mt = E[M∞|F (t)].
En particulier, Mt converge dans Lγ vers M∞ pour un certain γ > 1.
1.2.4 Fragmentations homogènes
Résultats en temps continu
Voyons maintenant quelques résultats limites pour les fragmentations homogènes.
Nous recommandons au lecteur intéressé de consulter l’article [Ber01] de Bertoin.
Nous supposons que β∗ > θ. La plupart des masses des fragments présents à l’ins-
tant t décroissent alors comme e−tψ
′(β∗) (nous verrons que cette décroissance est bien
diﬀérente dans le cas où α > 0) ; d’après [Ber06, Théorème 1.2], pour toute fonction
continue bornée f : R− → R, on a la convergence suivante dans Lγ pour un certain
γ > 1 : ∑
i≥1
Fi(t)
β∗f
(
t−1 lnFi(t)
) −→
t→∞
M∞f(−ψ′(β∗)). (1.3)
Introduisons maintenant une dernière famille de martingales. Commençons par men-
tionner quelques résultats élémentaires. La fonction θ 7→ θψ′(θ)−ψ(θ) déﬁnie sur ]θ,∞[
est strictement croissante sur ]θ,∞[ ∩ R− et strictement décroissante sur ]θ,∞[ ∩ R+.
On peut montrer (voir [Ber06, Lemme 1.6]) qu’il existe un unique réel θ∗ > β∗ tel que
θ∗ψ′(θ∗) = ψ(θ∗).
Ainsi l’ensemble des réels θ > θ tels que θψ′(θ) > ψ(θ) s’écrit ]θ∗, θ∗[. Observons que le
réel θ∗ peut parfois être égal à θ (par exemple lorsque θ ≥ 0). Il peut également être
strictement négatif. On a toutefois l’inégalité θ∗ < β∗.
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Pour tout θ > θ, posons W (θ, ·) le processus déﬁni par
W (θ, t) = etψ(θ)
∑
i≥1
Fi(t)
θ.
Notons que (W (β∗, t), t ≥ 0) correspond à la martingale (Mt, t ≥ 0). Bertoin prouve
dans [Ber06, Corollaire 1.3] que plus généralement, pour tout θ > θ, W (θ, ·) est une
martingale relativement à la ﬁltration naturelle de la fragmentation F . D’autre part,
on peut aisément voir en adaptant la preuve de [Ber06, Théorème 1.4] que s’il existe
a, b > 0 tels que ∑
i≥1
sai ≤ b ν(ds)-p.s., (1.4)
et si θ ∈ ]θ∗, θ∗[, alors la martingale W (θ, ·) est bornée dans Lγ pour un certain γ > 1,
donc uniformément intégrable, et sa valeur terminale W (θ,∞) est strictement positive
p.s. conditionnellement à l’événement de non-extinction. Nous utiliserons ce résultat
pour des mesures de dislocation conservatrices, pour lesquelles (1.4) s’applique triviale-
ment et la non-extinction a lieu p.s.
Quelques applications
Donnons maintenant des applications. On suppose ici encore que la condition (1.4)
est vériﬁée. Alors p.s. conditionnellement à l’événement de non-extinction,
t−1 lnF1(t) −→
t→∞
−ψ′(θ∗) (1.5)
(voir [Ber06, Corollaire 1.4]). Ce résultat est à comparer avec (1.3), qui indique que le
taux de décroissance exponentielle de la masse d’un fragment typique, égal à ψ′(β∗), est
strictement supérieur à ψ′(θ∗). On peut déduire de ce résultat que pour tout θ ≥ θ∗, la
martingale W (β, ·) converge vers 0 p.s.
En s’inspirant de la preuve de (1.5), on peut démontrer un résultat analogue pour
la masse du plus petit fragment. Pour que ceci ait un sens, il faut bien entendu au
moins supposer qu’il n’y a qu’un nombre ﬁni de fragments. Plus précisément, on se
place sous les hypothèses suivantes : −∞ < θ∗ < 0 et θ∗ψ′(θ∗) = ψ(θ∗). En particulier
ψ(0) > −∞ : l’espérance du nombre de particules apparaissant à l’issue d’une brisure
est ﬁnie. On a alors, en notant Fmin(t) la masse du plus petit fragment à l’instant t, p.s.
conditionnellement à l’événement de non-extinction,
t−1 lnFmin(t) −→
t→∞
−ψ′(θ∗). (1.6)
Comme auparavant, on en déduit que pour tout θ < θ∗, la martingale W (β, ·) converge
vers 0 p.s.
Terminons par mentionner un dernier résultat. On suppose que la mesure de dislo-
cation ν n’est pas géométrique, c’est-à-dire qu’il n’existe aucun réel r ∈ ]0, 1[ tel que
ν(ds)-p.s., {si, i ≥ 1} ⊂ {rn, n ∈ N}. On souhaite connaître le nombre de fragments
présents à l’instant t de masse de l’ordre de e−tψ
′(θ), où θ est, d’après (1.5) et (1.6), un
réel compris strictement entre θ∗ et θ∗. Il suﬃt pour cela d’appliquer les résultats de
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Biggins sur les marches aléatoires branchantes (voir le corollaire 4 et la discussion de la
page 150 de [Big92]), dont la précision est telle qu’on obtient exactement le nombre de
fragments de masse Θ(e−tψ
′(θ)) : pour tout θ ∈ ]θ∗, θ∗[ et pour toute fonction f : R→ R
à support compact directement Riemann intégrable, p.s. conditionnellement à l’événe-
ment de non-extinction,
√
te−t(θψ
′(θ)−ψ(θ))∑
i≥1
f (lnFi(t) + tψ
′(θ)) −→
t→∞
W (θ,∞)√
2pi|ψ′′(θ)|
∫ ∞
−∞
f(−x)eθxdx. (1.7)
Cas particulier du temps discret
Nous présentons ici les résultats analogues pour les chaînes de fragmentation en
temps discret. Le modèle est le suivant. Initialement, le système est constitué d’une
unique particule de masse 1. Chaque particule reste intacte pendant une durée égale à
1, puis se fragmente selon la mesure de dislocation ν indépendamment de son environ-
nement. Posons, pour tout θ ∈ R,
L(θ) =
∫
S↓
∑
i≥1
sθi ν(ds) ∈ ]0,∞].
De manière informelle, à condition de transformer ψ en − lnL, tous les résultats décrits
auparavant dans le cas du temps continu peuvent se traduire dans ce cadre. La raison
en est simple : pour tout θ > θ, le processus
L(θ)−k
∑
i≥1
Fi(k)
θ, k ∈ N, (1.8)
est une martingale relativement à la ﬁltration naturelle de la fragmentation F . Cette
famille de martingales est à comparer avec la famille des martingales W (θ, ·), θ > θ.
Notons ]θ∗, θ∗[ l’ensemble des réels θ > θ tels que lnL(θ) > θL′(θ)/L(θ). Si l’hypo-
thèse (1.4) est satisfaite, le résultat (1.5) se traduit ici en : p.s. conditionnellement à
l’événement de non-extinction,
lnF1(k)
k
−→
k→∞
L′(θ∗)
L(θ∗)
. (1.9)
Remarquons que, pour une même mesure de dislocation ν, les comportements asymp-
totiques des modèles en temps continu et en temps discret sont bien diﬀérents (par
exemple le taux de décroissance exponentielle de la masse du plus gros fragment de la
fragmentation en temps continu est inférieur au taux de décroissance exponentielle de
la masse du plus gros fragment de la fragmentation en temps discret).
Si ν n’est pas géométrique, un corollaire de (1.7) s’écrit ici : pour tout θ ∈ ]θ∗, θ∗[ et
pour tous b > a > 0, p.s. conditionnellement à l’événement de non-extinction,
√
ke−kϕ(θ)#
{
i ≥ 1 : aekL′(θ)/L(θ) ≤ Fi(k) ≤ bekL′(θ)/L(θ)
}
−→
k→∞
Kθ,a,bW (θ), (1.10)
où ϕ(θ) = lnL(θ) − θL′(θ)/L(θ) > 0, W (θ) est la valeur terminale de la martingale
déﬁnie en (1.8) (qui est strictement positive p.s. conditionnellement à l’événement de
non-extinction) et Kθ,a,b est un réel strictement positif.
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1.2.5 Fragmentations autosimilaires d’indice α > 0
Étudions le comportement asymptotique d’une fragmentation autosimilaire dont
l’indice d’autosimilarité α est strictement positif. Nous recommandons la lecture de
l’article [Ber02] de Bertoin.
Supposons β∗ > θ et ν non géométrique. On dispose alors d’un résultat analogue
à (1.3). Cependant, ici, la plupart des masses des fragments présents à l’instant t dé-
croissent comme t−1/α : d’après [Ber06, Théorème 1.3], pour toute fonction continue
bornée f : R+ → R, on a la convergence suivante dans L1 :∑
i≥1
Fi(t)
β∗f
(
t1/αFi(t)
) −→
t→∞
M∞
∫ ∞
0
f(x)ρ(dx),
où ρ est une mesure de probabilité (déterministe). On invite le lecteur intéressé à consul-
ter [BG04] et [Ber06] pour connaître une expression de ρ.
Nous devrons savoir comment se comporte l’espérance du nombre de fragments pré-
sents à l’instant t, étant entendu qu’un fragment n’est présent que si sa masse est
strictement positive. Bertoin et Gnedin ont montré dans [BG04] que, sous les mêmes
hypothèses mentionnées ci-dessus, pour tout complexes θ dont la partie réelle est stric-
tement supérieure à θ,
t(θ−β
∗)/α
E
[∑
i≥1
Fi(t)
θ
]
−→
t→∞
∫ ∞
0
xθ−β
∗
ρ(dx). (1.11)
La valeur précise de cette intégrale est fournie dans [BG04]. En particulier, pourvu que
θ est strictement négatif, on pourra prendre θ = 0 et répondre à notre question.
1.3 Les arbres de fragmentation
Nous présentons ici des résultats obtenus dans [Jos11a] (cf. chapitre 2).
1.3.1 Le modèle
Décrivons le modèle d’urnes que nous avons étudié en premier lieu, appelé modèle
d’occupation des cascades multiplicatives. On se donne une fragmentation homogène
déﬁnie en temps discret de mesure de dislocation ν conservatrice (cf. Figure 1.2).
On jette sur l’unique particule présente initialement un nombre dénombrable de
points, que l’on étiquète par N∗. À l’issue de la première brisure, qui intervient à l’instant
1, des particules de masse mi, i ≥ 1, sont créées. Les points se répartissent alors sur ces
fragments, chacun choisissant la particule d’étiquette i de massemi > 0 avec probabilité
mi. Tous ces choix sont supposés indépendants. On répète ce procédé à l’issue de chaque
cassure : si un objet créé à l’instant k de masse mi > 0, i ∈ N∗k, se brise en une suite de
particules de massemij, j ≥ 1, chacun des points qu’il abritait choisit la particule indicée
par ij avec probabilité mij/mi. Ici encore, tous les choix sont supposés indépendants.
Déﬁnissons le premier instant Hn,j, appelé hauteur de paramètre (n, j), où tous les
fragments contiennent strictement moins de j ≥ 2 points parmi les n points d’étiquette
appartenant à {1, . . . , n}. Déﬁnissons aussi le premier instant Gn,j, appelé niveau de
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Figure 1.2 – Les particules correspondent ici à des segments de [0, 1]. On les a regrou-
pées par génération.
saturation de paramètre (n, j), où il existe un fragment contenant strictement moins de
j ≥ 1 points parmi les n points d’étiquette inférieure à n. On se demande comment se
comportent Hn,j et Gn,j lorsque n tend vers l’inﬁni (on étudiera successivement les cas
où j est ﬁxé et où j est fonction de n).
On a représenté dans la Figure 1.3 une réalisation du modèle d’occupation des
cascades multiplicatives en reprenant l’exemple de la Figure 1.2.
1.3.2 Transition de phase pour les hauteurs
Dans [Ber08], Bertoin étudie le comportement asymptotique de la hauteur Hn,j pour
tout entier j ﬁxé suﬃsamment grand. Il montre dans [Ber08, Proposition 2] que
∀j ≥ θ∗, p.s., Hn,j
lnn
−→
n→∞
L(θ∗)
−L′(θ∗) .
Autrement dit, pour j suﬃsamment grand, toutes les hauteurs Hn,j sont du même ordre
de grandeur L(θ
∗)
−L′(θ∗) lnn. En utilisant les résultats présentés au paragraphe 1.2.4, nous
exhiberons des constantes C2 > · · · > C⌈θ∗⌉−1 > −L(θ∗)/L′(θ∗) telles que
∀j < θ∗, p.s., Hn,j
lnn
−→
n→∞
Cj.
Pour j assez petit, la hauteur Hn,j est sensiblement plus importante que Hn,j+1. On
voit ainsi apparaître une transition de phase. Elle sera mieux comprise lorsque nous
aborderons les preuves de ces résultats.
De manière informelle, nous verrons que, à l’instant Hn,j − 1, l’unique particule
contenant encore au moins j points (parmi ceux d’étiquette inférieure à n) est le plus
gros fragment lorsque j ≥ θ∗ tandis que, lorsque 2 ≤ j < θ∗, il s’agit d’un fragment
ayant une masse environ égale à eHn,jL
′(j)/L(j) (rappelons que, d’après (1.10), le nombre
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Figure 1.3 – On reprend la fragmentation de la Figure 1.2. On a jeté n = 5 points,
représentés par des croix. Le premier instant où tous les points sont isolés des autres
est H5,2 = 3. Le premier instant où il existe une particule ne contenant aucun point est
G5,1 = 2. On a aussi par exemple H5,3 = 2 et G5,2 = 1.
de particules ayant une telle masse est environ eHn,j(lnL(j)−jL
′(j)/L(j))). On voit qu’il y
a compétition entre la masse des particules et le nombre de particule ayant une masse
donnée : pour j ≥ θ∗, c’est l’importance de la masse de l’unique plus gros fragment qui
l’emporte, tandis que, pour j < θ∗, c’est le nombre très élevé de petites particules qui
fournit la principale contribution.
Déterminons de manière heuristique une minoration de Cj pour j < θ∗. Nous tra-
duisons pour cela le fait que, à l’instant Hn,j, toutes les particules de masse proche de
eHn,jL
′(j)/L(j) ont toutes strictement moins de j points (parmi ceux d’étiquette apparte-
nant à {1, . . . , n}). Observons tout d’abord que le nombre de points contenus dans une
particule ayant une telle masse suit approximativement une loi binomiale de paramètres
n et eHn,jL
′(j)/L(j). Si neHn,jL
′(j)/L(j) ≪ 1, la probabilité qu’une telle particule contienne
au moins j points est donc environ njejHn,jL
′(j)/L(j). En admettant que les nombres
de points que contiennent les particules sont presque indépendants, la probabilité que
toutes les particules considérées aient strictement moins de j points à l’instant Hn,j est
environ (
1− njejHn,jL′(j)/L(j)
)H−1/2n,j exp{Hn,j(lnL(j)−jL′(j)/L(j))}
(le facteurH−1/2n,j provient du facteur
√
k dans l’expression (1.10)). Cette quantité devant
tendre vers 1 lorsque n→∞, la suite (H−1/2n,j njeHn,j lnL(j)) converge vers 0. On en déduit
que Cj ≥ −j/ lnL(j)3.
3Cette approche informelle permet même d’obtenir Hn,j ≥ j
− lnL(j) lnn+
1
2 lnL(j) ln lnn.
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On explicite une borne inférieure de Hn,j/ lnn pour j ≥ θ∗ en procédant de la même
manière, mais en considérant cette fois le plus gros fragment. Les bornes supérieures
s’obtiendront en utilisant un argument de martingale et de ﬁnes estimées sur les lois de
Poisson.
Nos principaux résultats peuvent se résumer ainsi :
Théorème 1.1. Soit un entier j ≥ 2. Si j < θ∗, alors, presque sûrement,
Hn,j =
j
− ln L(j) lnn+O(ln lnn),
tandis que, si j ≥ θ∗, presque sûrement,
Hn,j =
L(θ∗)
−L′(θ∗) lnn+ o(lnn).
Si la condition suivante est vérifiée
∃δ > 0 tel que L(−δ) <∞ et
∫
S↓
(∑
i≥1
1si>0
)1+δ
ν(ds) <∞, (1.12)
et si j ≥ θ∗, alors, presque sûrement,
Hn,j =
L(θ∗)
−L′(θ∗) lnn+O(ln lnn).
La précision du développement asymptotique de Hn,j pour j < θ∗ provient du résul-
tat très ﬁn (1.10). Le terme en O(ln lnn) dans le développement asymptotique de Hn,j
pour j ≥ θ∗ s’obtient grâce aux récents résultats de Hu et Shi [HS09] sur les marches
aléatoires branchantes en temps discret (il est alors crucial de supposer (1.12)). On peut
en eﬀet nettement améliorer l’asymptotique (1.9) en appliquant [HS09, Théorème 1.2
(1.7)] à une marche aléatoire branchante telle que la suite des distances d’un individu
à enfants a même loi que u = (−θ∗ ln si + lnL(θ∗)) sous ν(ds).
Terminons ce tour d’horizon par mentionner un résultat où l’entier j est une fonction
puissance de n :
Proposition 1.1. Soit un réel α ∈ ]0, 1[. Presque sûrement,
Hn,nα = (1− α) L(θ
∗)
−L′(θ∗) lnn+ o(lnn).
Si (1.12) est vérifiée et si θ∗ <∞, alors, presque sûrement,
Hn,nα = (1− α) L(θ
∗)
−L′(θ∗) lnn+O(ln lnn).
De manière heuristique, le plus gros fragment est ici la dernière particule à ne plus
contenir au moins nα points parmi les n points d’étiquette minimale.
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1.3.3 Étude des niveaux de saturation
Nous nous sommes aussi intéressés au comportement asymptotique du niveau de
saturation Gn,j. Comme pour l’étude de la masse du plus petit fragment aboutissant
à (1.6), nous faisons au moins l’hypothèse qu’il y a uniquement un nombre ﬁni de
particules créées à l’issue de chaque brisure. Nous verrons le résultat suivant :
Proposition 1.2. Soit un entier j ≥ 1. Si θ∗ = −∞, ou si −∞ < θ∗ < 0 et ln L(θ∗) =
θ∗ L′(θ∗)/L(θ∗), alors, presque sûrement,
Gn,j =
L(θ∗)
−L′(θ∗) lnn+ o(lnn).
D’autre part, si −∞ < θ∗ < 0, ln L(θ∗) = θ∗ L′(θ∗)/L(θ∗) et (1.12) est vérifiée, alors,
presque sûrement,
Gn,j =
L(θ∗)
−L′(θ∗) lnn+O(ln lnn).
Il n’y a donc pas de transition de phase pour les niveaux de saturation. De façon
informelle, le plus petit fragment est toujours la première particule qui contient stric-
tement moins de j points.
Pour obtenir un terme en O(ln lnn) dans le développement asymptotique de Gn,j
sous les hypothèses mentionnées dans la Proposition 1.2, on applique encore [HS09,
Théorème 1.2 (1.7)] mais cette fois à une marche aléatoire branchante telle que la suite
des distances d’un individu à ses enfants a même loi que u = (−θ∗ ln si + lnL(θ∗)) sous
ν(ds).
Nous disposons ici aussi d’un résultat décrivant la situation lorsque l’entier j est une
fonction puissance de n :
Proposition 1.3. Soit un réel α ∈ ]0, 1[. Si θ∗ = −∞, ou si −∞ < θ∗ < 0 et ln L(θ∗) =
θ∗ L′(θ∗)/L(θ∗), alors, presque sûrement,
Gn,nα = (1− α) L(θ∗)−L′(θ∗) lnn+ o(lnn).
D’autre part, si −∞ < θ∗ < 0, ln L(θ∗) = θ∗ L′(θ∗)/L(θ∗) et (1.12) est vérifiée, alors,
presque sûrement,
Gn,nα = (1− α) L(θ∗)−L′(θ∗) lnn+O(ln lnn).
Ici encore, le plus petit fragment est la première des particules à contenir moins de
nα points.
1.3.4 Exemple : les arbres fendus aléatoires
Nous supposons dans ce paragraphe qu’il existe un entier b ≥ 2 tel que ν(ds)-p.s.,
sb+1 = 0, c’est-à-dire que, p.s., chaque dislocation d’une particule produit au plus b
particules. Le modèle s’interprète alors en termes d’arbres fendus aléatoires (random
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split trees en anglais). Il suﬃt pour cela de placer initialement les n points d’étiquette
appartenant à {1, . . . , n} dans un nœud racine puis de suivre la règle itérative suivante :
chaque nœud n contenant p ≥ j points (où j ≥ 2 est un entier ﬁxé) se scinde en b nœuds ;
on tire une réalisation s(n, ω) de ν (indépendante des éventuelles réalisations de ν déjà
tirées pour d’autres nœuds) ; les p points se répartissent dans les b nœuds aléatoirement
selon s(n, ω) et indépendamment. L’objet obtenu à l’issue de cet algorithme est un arbre
ﬁni p.s. noté Tn,j dont les feuilles contiennent strictement moins de j points et dont les
nœuds internes ne contiennent aucun point. Il est aisé de voir que la hauteur de Tn,j
a même loi que Hn,j. La Figure 1.4 donne des exemples de tels arbres en reprenant la
conﬁguration des Figures 1.2 et 1.3.
1 3
2
1 3
2
1 3
2
1 2
1
4
4 5
Figure 1.4 – Exemples d’arbres Tn,j pour n ≤ 5 et j = 2 (on n’a pas représenté les
feuilles n’ayant aucun point). On a repris les réalisations des Figures 1.2 et 1.3. Le seuil
de rupture étant ici j = 2, dès qu’un nœud contient plusieurs points, il se fragmente
en donnant naissance à de nouveaux nœuds (il est dès lors représenté en gras). Il peut
arriver que plusieurs nœuds gras apparaissent lorsqu’on passe de l’arbre Tn−1,j à Tn,j,
c’est-à-dire lorsqu’on ajoute le point d’étiquette n à l’arbre Tn−1,j. Il peut même arriver
que les hauteurs de Tn−1,j et Tn,j diﬀèrent de plus de 1 (c’est le cas par exemple ici pour
n = 3 ). La suite (Hn,2) pour n ≤ 5 est (0, 1, 3, 3, 3).
Les arbres Tn,j sont des cas particuliers d’arbres fendus aléatoires étudiés par exemple
par Devroye dans [Dev99]. Il faut toutefois bien noter qu’il y a par construction une
probabilité non nulle4 pour que, à l’issue de la fragmentation d’un nœud, les points qui
s’y trouvaient se retrouvent tous à nouveau dans un même nœud5. Ces phénomènes
4et non négligeable !
5C’est par exemple le cas à la Figure 1.4 pour l’arbre T3,2 avec les points d’étiquette 1 et 3.
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sont d’ailleurs à l’origine de l’existence de la transition de phase.
On peut coupler les arbres Tn,j pour n ≥ 1 et j ≥ 2 en reprenant la construction
du modèle donnée au début de cette section (cf. paragraphe 1.3.1). Par exemple la
réalisation s(n, ω) peut se voir comme (mij/mi, j ≤ b), où i est l’étiquette de la particule
qui correspond au nœud n. Ce couplage est d’ailleurs utilisé dans la Figure 1.4 puisqu’on
s’est s’appuyé pour la dessiner sur la conﬁguration fournie par les Figures 1.2 et 1.3.
Déﬁnissons maintenant une autre famille naturelle d’arbres fendus aléatoires, notée
(T˜n,j) et couplée avec la famille (Tn,j). Comme auparavant, initialement, les n points
d’étiquette minimale sont placés dans un nœud racine. On suit ensuite la règle suivante :
chaque nœud n contenant p ≥ j points se scinde en b nœuds ; l’un des p points (par
exemple celui d’étiquette minimale) reste dans n ; les p − 1 autres points choisissent
indépendamment l’un des b nœuds selon la réalisation s(n, ω). L’arbre obtenu est noté
T˜n,j. Il est ﬁni p.s. Chacune de ses feuilles contient strictement moins de j points ;
chacun de ses nœuds internes contient un point. Remarquons que la hauteur H˜n,j de
T˜n,j est inférieure ou égale à Hn,j. La Figure 1.5 illustre la diﬀérence entre Tn,j et T˜n,j.
Ici encore, on a repris le même exemple.
1
3 2
1
3 2
1
3 2
1
2
1 4
4
5
Figure 1.5 – Exemples d’arbres T˜n,j pour n ≤ 5 et j = 2 (les feuilles ne contenant
aucun point n’ont pas été représentées). Lorsqu’on passe de l’arbre T˜n−1,j à T˜n,j, c’est-
à-dire lorsqu’on ajoute le point d’étiquette n à l’arbre T˜n−1,j, au plus un nœud interne
(représenté en gras) est créé ; la diﬀérence entre les hauteurs de T˜n−1,j et T˜n,j est a
fortiori au plus égale à 1. La suite (H˜n,2) pour n ≤ 5 est (0, 1, 1, 2, 3).
Puisque tout nœud de T˜n,j visité par des points en conserve un, le phénomène décrit
plus haut apparaissant pour les arbres Tn,j ne se produit pas pour les arbres T˜n,j. On
peut montrer qu’il n’y a pas de transition de phase pour les hauteurs de cette famille
d’arbres. Plus précisément, Devroye assure dans [Dev99, Théorème 1] que si θ∗ < ∞,
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alors pour tout entier j ≥ 2,
H˜n,j
lnn
p−→
n→∞
L(θ∗)
−L′(θ∗) .
Pour ﬁnir, illustrons ce que nous venons de voir par un exemple simple. Supposons
que ν soit la loi de la suite décroissante obtenue à partir de (U, 1 − U, 0 . . . ), U étant
une variable aléatoire uniformément distribuée sur [0, 1]. On peut prouver que T˜n,2 a
la loi de l’arbre binaire de recherche aléatoire. On peut aussi montrer que ⌈θ∗⌉ = 4.
Ainsi les hauteurs des arbres T˜n,j, j ≥ 2, et celles des arbres Tn,j, j ≥ 4, ont le même
comportement asymptotique (au premier ordre) que la hauteur de l’arbre binaire de
recherche aléatoire ; les arbres Tn,3 et Tn,2 sont quant à eux asymptotiquement bien plus
hauts.
1.3.5 Présentation des techniques
Comme nous l’avons déjà souligné, la théorie des marches aléatoires branchantes
est au cœur des preuves. Outre les résultats de Biggins déjà mentionnés, ceux de Hu
et Shi nous seront très utiles. Un autre outil, plus technique, est la Poissonisation : au
lieu d’étudier les points d’étiquette inférieure à n, on considérera les points d’étiquette
inférieure à Pn, où Pn est une variable de Poisson de paramètre n indépendante de
la fragmentation. Les calculs sont alors plus simples. On gagne d’autre part de l’indé-
pendance puisque, conditionnellement aux masses des particules présentes à un instant
donné, les nombres de points d’étiquette inférieure à Pn contenus dans ces particules
deviennent des variables aléatoires indépendantes ; l’étude sera nettement facilitée. Il
restera à montrer via une dépoissonisation que les deux modèles sont proches.
1.4 Le quadtree
Nous présentons ici des résultats obtenus dans [CJ11] conjointement avec Nicolas
Curien (cf. chapitre 3).
1.4.1 Le modèle et les principaux résultats
Le quadtree est une structure surtout étudiée par les informaticiens parce que, per-
mettant des retrouver des données, elle a de nombreuses applications. L’enjeu est ici
d’étudier de coût moyen de la requête partielle (partial match query en anglais). Cette
question fut originellement posée par Flajolet.
Décrivons le modèle. Soit n points P1, . . . , Pn indépendants et uniformément dis-
tribués sur le carré [0, 1]2. On déﬁnit itérativement un recouvrement de p.s. 3n + 1
rectangles fermés d’intérieur disjoint de la manière suivante. Le premier point P1 dé-
coupe le carré [0, 1]2 en quatre quadrants selon son abscisse et son ordonnée. Le point
P2 appartient p.s. à l’intérieur d’un unique quadrant, qu’il divise en quatre quadrants
selon ses coordonnées. On procède de la même manière jusqu’au n-ème point. Pour tout
x ∈ [0, 1], notons alors Nn(x) le nombre de rectangles parmi les 3n + 1 construits qui
intersectent le segment [(x, 0), (x, 1)]. On s’intéresse au comportement asymptotique de
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E[Nn(x)] lorsque n tend vers l’inﬁni, à x ∈ [0, 1] ﬁxé. La Figure 1.6 représente une
réalisation du quadtree.
P1
P2
P4
P3
P6
P5
3/4
Figure 1.6 – Une réalisation du quadtree ayant n = 6 points. Ici, N6(3/4) = 5.
Nous verrons en particulier le résultat suivant.
Théorème 1.2. Pour tout x ∈ [0, 1],
n−β
∗
E [Nn(x)] −→
n→∞
K0 (x(1− x))β
∗/2 ,
où β∗ =
√
17−3
2
et K0 =
Γ(2β∗+2)Γ(β∗+2)
2Γ3(β∗+1)Γ2(β
∗
2
+1)
.
Flajolet, Gonnet, Puech et Robson s’étaient intéressés dans [FGCR93] au compor-
tement asymptotique de E[Nn(x)] lorsque x est non pas ﬁxé mais tiré uniformément au
hasard dans [0, 1] et indépendamment de P1, . . . , Pn. Nous nous appuierons d’ailleurs
sur ce résultat, dont nous donnerons une nouvelle preuve grâce à la théorie des frag-
mentations, pour démontrer le Théorème 1.2.
1.4.2 Lien avec les fragmentations
Le modèle en temps continu
Comme pour les arbres de fragmentation, l’étude du quadtree est rendue plus simple
lorsque, au lieu de jeter exactement n points, on en jette Pn, où Pn est une variable
de Poisson de paramètre n. Cela revient à travailler en temps continu ; le modèle se
reformule alors de la manière suivante. Initialement, le système est formé du carré
[0, 1]2 auquel on attache une horloge exponentielle de paramètre 1. Lorsque cette horloge
sonne, on jette un point uniformément au hasard à l’intérieur du carré, le découpant en
quatre quadrants. On attache alors à chacun de ces rectangles une horloge exponentielle
dont le paramètre est égal à l’aire du rectangle, et on itère le procédé : dès qu’une horloge
sonne, on divise le rectangle auquel elle est attachée en quatre rectangles selon un point
jeté uniformément au hasard, puis on attache aux nouveaux rectangles des horloges
exponentielles de paramètres idoines, etc.
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Pour tout x ∈ [0, 1] et pour tout t ≥ 0, on noteNt(x) le nombre de rectangles présents
à l’instant t intersectant le segment [(x, 0), (x, 1)]. Modulo une dépoissonisation, notre
problématique revient à connaître le comportement asymptotique de E[Nt(x)] lorsque
t tend vers l’inﬁni, x étant ﬁxé.
Il est important de remarquer que, p.s., à l’issue de chaque brisure d’un rectangle en
quatre sous-rectangles, au plus deux d’entre eux intersectent le segment [(x, 0), (x, 1)].
On peut par conséquent décréter que le système est constitué uniquement de rectangles
intersectant [(x, 0), (x, 1)]. On peut alors voir Nt(x) comme le nombre de rectangles
présents à l’instant t. Nous adoptons cette approche à partir de maintenant.
Nous entrevoyons un lien avec les fragmentations autosimilaires d’indice d’autosimi-
larité égal à 1 et de mesure de dislocation dissipatrice.
Un modèle simplifié
Dans une première étape, nous nous intéressons à E[Nt(U)], où U est une variable
aléatoire uniforme sur [0, 1] indépendante des horloges exponentielles et des points jetés.
Nous allons voir que cette quantité est aisée à étudier grâce à la théorie des fragmen-
tations. Il faut toutefois bien noter que la suite décroissante des aires des rectangles
intersectant [(U, 0), (U, 1)] ne constitue pas une fragmentation ne serait-ce qu’à cause
de la dépendance d’évolution des deux processus issus des deux premiers sous-rectangles
créés (cela vient du fait que l’abscisse U , une fois tirée, est ﬁxée pour toujours). Nous
allons présenter ici une légère modiﬁcation du modèle qui nous permettra de déﬁnir
une véritable fragmentation que l’on saura étudier. De manière heuristique, il s’agira de
tirer de nouvelles abscisses U à chaque fois que de nouveaux rectangles apparaissent.
Supposons que, au moment même où l’on attache à un rectangle R d’aire λ(R) une
horloge exponentielle de paramètre λ(R), on choisisse une abscisse xR uniformément
au hasard dans le segment [gR, dR], où gR et dR sont les abscisses des côtés gauche
et droit de R. Ensuite, lorsque l’horloge sonne et qu’un point est jeté uniformément
à l’intérieur du rectangle (et bien entendu indépendamment de xR), divisant R en
quatre sous-rectangles, on ne garde que les deux sous-rectangles intersectant le seg-
ment [(xR, 0), (xR, 1)], les deux autres disparaissant du système. On attache à chacun
d’eux, indépendamment, une horloge exponentielle de paramètre idoine et une abscisse
choisie convenablement. Le procédé se répète. Nous avons représenté une réalisation de
l’évolution de ce système dans la Figure 1.7.
Pour tout t ≥ 0, déﬁnissons la suite décroissante F (t) des aires des rectangles pré-
sents à l’instant t complétée par des zéros. On peut alors aisément montrer que F est
une fragmentation autosimilaire d’indice d’autosimilarité 1 et de mesure de dislocation
ν dissipatrice, supportée par {s = (s1, s2, 0, . . . ) : s1 ≥ s2 > 0 et s1 + s2 ≤ 1} et
caractérisée par : pour fonction mesurable f : [0, 1]2 → R+,
∫
S↓
f(s1, s2)ν(ds) = 4
∫ 1
0
dx
∫ 1
1/2
dy xf(xy, x(1− y)).
Reprenant les notations du paragraphe 1.2.1, on a alors ψ(β) = β
2+3β−2
(β+1)(β+2)
, et l’exposant
malthusien β∗ de la fragmentation F est égal à
√
17−3
2
.
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xR0
PR0
xR0
R0
Rh
Rb
xRh
xRb
xRh
xRb
PRh
Rhh
Rhb
xRb
xRhh
xRhb
Figure 1.7 – Une réalisation du modèle simpliﬁé jusqu’au retentissement de la
deuxième horloge exponentielle.
Lien entre les deux modèles
Bien que le modèle que nous venons de présenter soit bien compris (en partie grâce
aux résultats fournis par la théorie des fragmentations), il est bien diﬀérent du modèle
initial, pour lequel l’abscisse x est ﬁxée pour toujours. Cependant, en notant #F (t) le
nombre de particules (qui sont ici des rectangles) de la fragmentation F présentes à
l’instant t, nous verrons que E[Nt(U)] et E[#F (t)] vériﬁent la même équation intégrale,
de laquelle nous pourrons déduire que E[Nt(U)] = E[#F (t)]. Il faut bien noter que
Nt(U) et #F (t) ne suivent toutefois pas la même loi.
En appliquant les résultats du paragraphe 1.2.5, et en particulier (1.11), nous en
déduisons que
t−β
∗
E[Nt(U)] −→
t→∞
Γ(2(β∗ + 1))
2Γ3(β∗ + 1)
,
retrouvant ainsi le résultat de Flajolet, Gonnet, Puech et Robson dans [FGCR93].
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1.4.3 Techniques de preuves
Voyons maintenant la stratégie adoptée pour obtenir les résultats à x ∈ [0, 1] ﬁxé.
L’idée est de prouver tout d’abord que t−β
∗
E[Nt(x)] admet une limite ﬁnie n∞(x) en
s’appuyant sur l’existence d’une limite ﬁnie pour t−β
∗
E[Nt(U)]. Le calcul de n∞(x) se
fera ensuite sans diﬃculté : nous remarquerons que la fonction n∞ est continue et est
solution d’une équation intégrale dont l’ensemble des solutions continues est une droite
vectorielle que l’on peut déterminer explicitement.
Commençons par introduire quelques notations. Nous travaillons ici à x ﬁxé. Nous
allons suivre la place relative de l’abscisse x dans les rectangles successifs contenant le
point (x, 0). Plus précisément, on note X0 = x la place de l’abscisse x dans l’unique
rectangle R0 = [0, 1]2 présent à l’origine. Notons R1 le seul (p.s.) sous-rectangle de R0
parmi ceux issus de brisure de R0 qui contienne le point (x, 0). Posons X1 ∈ [0, 1] la
place qu’occupe le point (x, 0) sur le côté inférieur de R1. On déﬁnit plus généralement
la suite (Rk, Xk)k∈N par récurrence : ayant construit Rk, on désigne par Rk+1 le sous-
rectangle issu de sa brisure contenant (x, 0) et par Xk+1 ∈ [0, 1] la place relative de ce
point sur le côté inférieur de Rk+1 (voir la Figure 1.8 pour un exemple).
R1
x xP0
P0
0 1 x xP00
P1
R2
xP1
Figure 1.8 – Dans cet exemple, X1 =
x
xP0
et X2 =
x− xP1
xP0 − xP1
.
On peut aisément montrer que, pour k ∈ N ﬁxé, notant λ(Rk) l’aire du rectangle
Rk, t−β
∗
E[Nt(x)] peut être approché, pour t suﬃsamment grand, par
t−β
∗
2kE
[
N˜λ(Rk)t (Xk)
]
,
où (N˜s(y), (s, y)) est une copie de (Ns(y), (s, y)) indépendante de (λ(Rk), Xk). L’idée
étant de se ramener à l’étude de t−β
∗
E[Nt(U)], il s’agit de prouver que, pour k suﬃsam-
ment grand, la loi de Xk est « proche » de l’uniforme sur [0, 1] et les v.a. λ(Rk) et Xk
sont « presque » indépendantes6. Un majoration uniforme pour s−β
∗
E[Ns(y)] permettra
enﬁn d’appliquer le théorème de convergence dominée.
Les techniques mises en jeu pour quantiﬁer ces phénomènes reposent sur l’étude
d’une chaîne de Markov qui exploite le fait très important suivant : conditionnellement
6On peut montrer que, lorsque x est choisi uniformément sur [0, 1], la v.a. X1 est uniformément
distribuée sur [0, 1] et est indépendante de λ(R1).
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à λ(R1) < x ∧ (1− x), événement de probabilité strictement positive, la v.a. X1 admet
une densité par rapport à la mesure de Lebesgue minorée par un réel strictement positif
dont l’expression ne fait pas intervenir λ(R1) ; de façon très informelle, cela montre
que, avec probabilité px > 0, X1 « devient » uniforme et indépendante de λ(R1). Si cet
événement ne se produit pas (ce qui arrive avec probabilité 1−px), on poursuit avec X2,
etc. Il s’agira d’estimer le premier instant où l’événement rendant Xk uniforme arrive.
Nous utiliserons pour cela l’ouvrage [MT09].
1.4.4 Extensions des résultats
Les arguments présentés ici peuvent très certainement s’appliquer aussi pour étudier
des quadtrees en toute dimension.
Des questions intéressantes concernant le quadtree 2-dimensionnel restent par ailleurs
pour l’instant sans réponse. Nous avons vu que pour tout x ∈ [0, 1], t−β∗Nt(x) converge
en espérance. On peut se demander s’il y a convergence en loi, en probabilité, ou même
presque sûre. Dans une autre direction, au lieu de ﬁxer x dans [0, 1], nous pourrions
étudier le processus spatial ((t−β
∗
Nt(x))x∈[0,1], t ≥ 0) et nous demander si ce processus
converge au sens de Skorokhod vers un processus (C(x))x∈[0,1] (avec Nicolas Curien, nous
avons abordé cette question avec Ralph Neininger et Henning Sulzbach).
1.5 Graphes aléatoires
1.5.1 Modèle du graphe aléatoire d’Erdős et Rényi
Parmi les modèles de graphes aléatoires, celui d’Erdős et Rényi est très certainement
l’un des plus naturels et des plus étudiés. Il se déﬁnit très simplement de la manière
suivante. Soit un réel p compris entre 0 et 1. Le graphe aléatoire G(n, p) est un graphe
à n sommets tel que chacune de ses
(
n
2
)
paires de sommets est reliée par une arête avec
probabilité p, indépendamment des autres paires de sommets.
Les questions qui nous intéressent ici sont liées aux tailles des composantes connexes
du graphe7, et plus précisément aux tailles des grandes composantes, pour de grandes
valeurs de n. Pour que l’étude soit intéressante, il faut supposer p de l’ordre de 1/n.
On peut résumer les résultats de la manière suivante. Pour tout c ∈ ]0, 1[, a.p.s.8, la
taille de la plus grande composante de G(n, c/n) est Θ(lnn), alors que pour tout c > 1,
a.p.s., la taille de la plus grande composante de G(n, c/n) est Θ(n) et la taille de la
deuxième plus grande composante est Θ(lnn). Enﬁn, les tailles de la plus grande et de
la deuxième plus grande composantes de G(n, 1/n) sont Θ(n2/3) a.p.s. On voit ainsi
apparaître une transition de phase. Nous recommandons vivement au lecteur intéressé
[ER60] d’Erdős et Rényi, ainsi que [Bol01] de Bollobás. Pour la phase critique p ∼ 1/n,
nous conseillons [Bol84] de Bollobás, [Łuc90] de Łuczak et [JKŁP93] de Janson, Knuth,
Łuczak et Pittel.
Intéressons-nous plus particulièrement à la phase critique. Dans [Ald97], Aldous
étudie la suite des tailles des composantes du graphe aléatoire d’Erdős et Rényi de
7La taille d’une composante est définie comme le cardinal de l’ensemble des sommets qu’elle contient.
8abréviation d’asymptotiquement presque sûrement, qui signifie avec probabilité tendant vers 1
quand n tend vers l’infini
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paramètres n et p = n−1 + tn−4/3, où t ∈ R est ﬁxé. Il montre que la suite décroissante
des tailles des composantes de G(n, n−1 + tn−4/3) divisées par n2/3 converge en loi au
sens d’une certaine topologie vers une suite décroissante aléatoire dont les termes sont
tous non nuls p.s. Nous verrons dans la suite la formulation précise de ce résultat (cf.
paragraphe 1.6.1).
1.5.2 Graphes aléatoires avec une suite de degrés ﬁxée
Déﬁnissons un autre modèle de graphes aléatoires. Supposons disposer pour tout en-
tier n ≥ 2 d’une suite d(n) = (d(n)i )1≤i≤n d’entiers strictement positifs telle que
∑n
i=1 d
(n)
i
est paire. Notons G(n,d(n)) le graphe aléatoire à n sommets étiquetés de 1 à n dont la
suite des degrés des sommets est d(n), uniformément choisi parmi toutes les possibilités
(on suppose qu’au moins un tel graphe existe). Nous souhaitons ici encore connaître
le comportement des grandes composantes connexes de G(n,d(n)) lorsque n tend vers
l’inﬁni. Nous nous plaçons dans le cadre suivant : on suppose qu’il existe une mesure de
probabilité sur N∗, caractérisée par une suite (νk)k≥1, telle que #{i : d(n)i = k}/n→ νk
quand n→∞.
Molloy et Reed ont prouvé dans [MR95] que les comportements des grandes com-
posantes connexes de G(n,d(n)) pour n grand dépendent du signe de
Q =
∞∑
k=1
k(k − 2)νk.
De manière heuristique, la raison en est simple9. Supposons n grand et voyons comment
on construit la composante connexe d’un sommet donné v. Prenons une demi-arête de v.
Il s’agit de l’associer à une autre demi-arête. Elle en choisit une attachée à un sommet
v′ de degré k avec probabilité kνk/µ, où µ =
∑
i iνi (par souci de simplicité, µ est
supposé ﬁni ici) ; il faut en eﬀet ici considérer la loi de ν biaisée par la taille. On
fait ensuite de même avec chacune des k − 1 autres demi-arêtes de v′. On voit ainsi
apparaître un simulacre de processus de Galton-Watson de loi de reproduction donnée
par ((k+1)νk+1/µ, k ≥ 0). Si
∑
k(k+1)νk+1/µ < 1, c’est-à-dire si Q < 0, le processus de
Galton-Watson est sous-critique ; les composantes connexes sont petites. En revanche,
si Q > 0, le processus de Galton-Watson est surcritique ; il y a une probabilité non nulle
pour qu’un sommet donné donne naissance à une composante géante.
Sans mentionner les résultats optimaux, notons seulement que les travaux de Molloy
et Reed et ceux plus récents de Janson et Luczak [JL09] montrent que, sous certaines
hypothèses, si Q < 0, alors a.p.s. la taille de la plus grande composante de G(n,d(n))
est o(n), tandis que, si Q > 0, alors a.p.s. la taille de la plus grande composante est
Θ(n).
Nous voyons apparaître ici aussi une transition de phase. Attachons-nous plus parti-
culièrement au cas critique Q = 0. La structure du G(n,d(n)) dépend alors de la vitesse
de convergence de
αn =
∞∑
k=1
k(k − 2)#{i : d
(n)
i = k}
n
9L’interprétation qui suit sera mieux comprise après lecture du paragraphe 1.5.4. Il nous a semblé
toutefois important de fournir tout de suite une explication informelle.
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vers 0 (voir Kang et Seierstad [KS08]). Sous certaines hypothèses (parmi lesquelles
β =
∑
k≥3 k(k − 1)(k − 2)νk est ﬁni et non nul), Janson et Luczak [JL09] ont prouvé
que si αn → 0 et n1/3αn →∞, alors la taille de la plus grande composante de G(n,d(n))
divisée par nαn converge en probabilité vers 2µ/β et la taille de la deuxième plus grande
composante divisée par nαn converge en probabilité vers 0.
1.5.3 Lien entre les deux modèles
À première vue, les deux modèles que nous venons de présenter ne sont pas liés
puisque, pour le modèle du graphe aléatoire d’Erdős et Rényi, à nombre de sommets
ﬁxé, la suite des degrés du graphe est aléatoire. Remarquant cependant que pour toute
suite déterministe d(n) de n entiers strictement positifs, le graphe G(n, p) conditionné à
avoir d(n) comme suite de degrés est uniformément distribué selon toutes les possibilités,
Janson et Luczak [JL09] ont montré que leurs résultats pouvaient s’adapter au modèle
du graphe aléatoire d’Erdős et Rényi. Ainsi, pour étudier G(n, n−1 + tnn−4/3) avec (tn)
une suite de réels telle que tnn−1/3 → 0 et tn → ∞, les résultats de Janson et Luczak
présentés plus haut s’appliquent en prenant pour ν la loi de Poisson de paramètre 110 ;
dans ce cas µ = β = 1 et la taille de la plus grande composante de G(n, n−1 + tnn−4/3)
divisée par tnn2/3 converge en probabilité vers 2 alors que la taille de la deuxième plus
grande composante de G(n, n−1 + tnn−4/3) divisée par tnn2/3 converge en probabilité
vers 0. Il est à noter que, comme nous l’avons entrevu dans la paragraphe 1.5.1, si
(tn) est une suite bornée, les tailles des deux plus grandes composantes connexes de
G(n, n−1 + tnn−4/3) sont de l’ordre de n2/3.
1.5.4 Le modèle de conﬁguration
Notre étude portera sur la phase critique d’un modèle de (multi)graphes aléatoires
proche de celui présenté dans le paragraphe 1.5.2. Présentons tout d’abord le modèle de
configuration dans le cadre du modèle des graphes aléatoires avec une suite de degrés
ﬁxée. Il s’agit d’une méthode permettant de construire un multigraphe (c’est-à-dire
un graphe pour lequel peuvent exister à la fois des arêtes dont les extrémités sont les
mêmes, appelées boucles, et plusieurs mêmes arêtes, appelées multiarêtes) aléatoire tel
que, conditionnellement à être simple (c’est-à-dire n’avoir ni boucle ni multiarête), il a
même loi qu’un graphe aléatoire avec une suite de degrés ﬁxée. Elle fut introduite par
Bender et Canﬁeld [BC78] puis étudiée par Bollobás [Bol80] et Wormald [Wor78].
Soit donc un entier n ≥ 2 et une suite d(n) = (d(n)i )1≤i≤n d’entiers strictement
positifs telle que
∑n
i=1 d
(n)
i est paire. On étiquette les n sommets du multigraphe que
l’on souhaite construire de 1 à n, et, pour tout i ∈ {1, . . . , n}, on attache d(n)i demi-arêtes
au sommet d’étiquette i. On apparie ensuite les demi-arêtes uniformément au hasard
(rappelons que le nombre d’appariements possibles des 2s =
∑n
i=1 d
(n)
i demi-arêtes est
(2s − 1)!! = (2s)!
2ss!
; il s’agit donc de choisir l’un de ces appariements uniformément au
hasard).
Toute réalisation deG(n,d(n)) pouvant être construite via ce procédé par exactement
le même nombre d’appariements (à savoir d(n)1 ! · · · d(n)n !), on a bien le graphe G(n,d(n)) si
10On sort légèrement de notre cadre puisque ν0 > 0, mais il est aisé de voir que l’on peut tout
adapter.
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on conditionne le multigraphe obtenu par le modèle de conﬁguration à être simple. On
peut démontrer d’autre part que, sous certaines conditions sur la suite (d(n), n ≥ 2) (voir
Bollobás [Bol01], Janson [Jan09]), la probabilité pour que le multigraphe soit simple est
minorée par une constante strictement positive. Il est donc très commode de faire un
travail préliminaire sur ces multigraphes, que l’on peut construire explicitement, pour
obtenir via un conditionnement des résultats sur G(n,d(n)) (voir par exemple Pittel
[Pit08], Janson [Jan08], Janson et Luczak [JL09]).
1.5.5 Le modèle étudié
Le modèle que l’on considère est une combinaison des modèles que nous venons
de présenter. Il se situe dans un certain sens au centre de la fenêtre critique. Dans ce
paragraphe, nous présentons ce modèle. Il sera vu en détail dans la section 1.6.
Soit ν = (νk, k ≥ 1) une mesure de probabilité sur N∗ ayant un moment d’ordre 2
ﬁni telle que ν2 < 1 et
∑
k≥1 k(k− 2)νk = 0. L’objet étudié, noté Gνn, est le multigraphe
aléatoire à n sommets étiquetés de 1 à n déﬁni via le modèle de conﬁguration de la
manière suivante. Soit D1, D2, . . . , Dn n v.a. indépendantes de loi ν. On travaille condi-
tionnellement à l’événement {
∑n
i=1Di est paire}. Pour tout i ∈ {1, . . . , n}, on attache
Di demi-arêtes au sommet d’étiquette i. On apparie ensuite uniformément au hasard
les demi-arêtes. Le multigraphe aléatoire obtenu est Gνn.
Comme précédemment, nous nous demandons comment se comportent les tailles des
plus grandes composantes connexes. Nous verrons que nous pourrons être très précis
au sens où, comme dans [Ald97], nous obtiendrons le comportement asymptotique de
la suite entière des tailles des composantes de Gνn.
Posons Cνn la suite décroissante des tailles des composantes de Gνn. Nous nous inté-
resserons dans un premier temps au cas où ν a un moment d’ordre 3 ﬁni ; nous verrons
que (n−2/3Cνn) converge alors en loi selon une certaine topologie vers une suite décrois-
sante aléatoire non triviale. Nous étudierons ensuite le cas où ν est une loi de puissance
d’exposant γ ∈ ]3, 4[, c’est-à-dire que la suite (kγνk) converge vers un réel strictement
positif. Nous établirons cette fois que la suite (n−(γ−2)/(γ−1)Cνn) converge en loi selon une
certaine topologie vers une suite décroissante aléatoire non triviale.
Nous nous intéresserons aussi au graphe simple aléatoire critique SGνn déﬁni de la
manière suivante : SGνn est le graphe aléatoire étiqueté à n sommets tel que, condition-
nellement à la suite des degrés (D1, . . . , Dn)11, il est uniformément choisi parmi tous les
graphes simples ayant cette suite de degrés. Le graphe SGνn peut aussi être vu comme
le multigraphe Gνn conditionné à être simple. Nous verrons comment déduire de l’étude
menée sur Gνn des résultats sur les tailles des composantes de SGνn. Cette extension ne
sera toutefois établie que dans le cas où ν a un moment d’ordre 3 ﬁni (le cas général
n’est pas traité à ce jour). Plus précisément, notant SCνn la suite décroissante des tailles
des composantes du graphe SGνn, nous démontrerons que (n−2/3SCνn) converge en loi
vers la même limite que la suite (n−2/3Cνn).
11qui est, rappelons-le, un n-échantillon de loi ν
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1.6 Les tailles des composantes d’un graphe aléatoire
critique
Nous nous intéressons ici au modèle présenté au paragraphe 1.5.5 dont nous repre-
nons les notations. L’étude que nous allons présenter a été conduite dans [Jos11b] (cf.
chapitre 4).
1.6.1 Présentation des résultats
Le cas du moment d’ordre 3 fini
Nous supposons dans ce paragraphe que la mesure de ν vériﬁe :
∞∑
k=1
k(k − 2)νk = 0,
∞∑
k=1
k3νk <∞ et ν2 < 1. (1.13)
Posons
µ =
∞∑
k=1
kνk et β =
∞∑
k=3
k(k − 1)(k − 2)νk.
Observons que β > 0. Déﬁnissons les deux processus suivants : premièrement le mou-
vement brownien avec dérive parabolique
W ν : t ≥ 0 7→
√
β
µ
W (t)− β
2µ2
t2,
où W est un mouvement brownien standard, puis le processus réﬂéchi
Rν : t ≥ 0 7→ W ν(t)− min
0≤s≤t
W ν(s).
On appelle excursion deRν tout intervalle de temps γ = [g(γ), d(γ)] tel queRν(g(γ)) =
Rν(d(γ)) = 0 et Rν(t) > 0 pour tout t ∈ ]g(γ), d(γ)[. Une excursion γ a pour longueur
|γ| = d(γ) − g(γ). Aldous a observé dans [Ald97] que, p.s., l’ensemble des excursions
de Rν peut s’écrire {γj, j ≥ 1} de sorte que la suite des longueurs (|γj|) est décrois-
sante. Posons l2ց l’ensemble des suites x = (x1, x2, . . . ) telles que x1 ≥ x2 ≥ · · · ≥ 0 et∑
i x
2
i <∞, muni de la métrique euclidienne. Aldous a montré dans [Ald97, Lemme 25]
que E[
∑
j≥1 |γj|2] <∞. En particulier la suite (|γj|) appartient à l2ց p.s. D’autre part,
on peut voir la suite décroissante Cνn des tailles des composantes connexes de Gνn comme
une v.a. à valeurs dans l2ց en ajoutant des termes nuls à partir d’un certain rang.
Voici notre principal résultat dans le cas où ν admet un moment d’ordre 3 ﬁni :
Théorème 1.3. Supposons que la mesure de probabilité ν vérifie (1.13). Alors
n−2/3Cνn
(d)−→
n→∞
(|γj| , j ≥ 1)
pour la topologie de l2ց.
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Étude du graphe simple SGνn lorsque ν a un moment d’ordre 3 fini
Comme annoncé précédemment, lorsque ν a un moment d’ordre 3 ﬁni, (SCνn) a
le même comportement asymptotique que (Cνn). Nous établirons plus précisément le
résultat suivant :
Théorème 1.4. Supposons que la mesure de probabilité ν vérifie (1.13). Alors
n−2/3SCνn
(d)−→
n→∞
(|γj| , j ≥ 1)
pour la topologie de l2ց.
Lien avec le résultat d’Aldous [Ald97, Corollaire 2]
Dans [Ald97], Aldous avait déjà démontré un résultat analogue concernant la suite
C
t
n des tailles des composantes du graphe aléatoire d’Erdős et Rényi de paramètres n
et p = n−1 + tn−4/3, le réel t étant ﬁxé. En notant Rt le processus réﬂéchi du processus
s ≥ 0 7→ W (s) + ts − s2/2, où W est un mouvement brownien standard, Aldous
montre dans [Ald97, Lemme 25] que, p.s., l’ensemble des excursions de Rt peut s’écrire
{γj, j ≥ 1} de sorte que la suite (|γj|) appartient à l2ց. [Ald97, Corollaire 2] assure que
la suite (n−2/3Ctn) converge en distribution vers (|γj|) pour la topologie de l2ց.
Lorsque t = 0, centre de la fenêtre critique, ce résultat peut s’interpréter de manière
heuristique en appliquant le Théorème 1.4 à la loi ν de Poisson de paramètre 112 : on
voit alors que G(n, 1/n) ressemble à SGνn. D’ailleurs, µ = β = 1 ; Rν et R0 ont même
loi.
Nous allons voir que la situation est bien diﬀérente lorsque ν a un moment d’ordre
3 inﬁni.
Le cas d’une loi de puissance
Nous supposons ici que ν, au lieu de vériﬁer (1.13), satisfait :
∞∑
k=1
k(k − 2)νk = 0 et νk ∼
k→∞
ck−γ, où c > 0 et γ ∈ ]3, 4[. (1.14)
Nous allons voir que, correctement remise à l’échelle, la suite (Cνn) converge aussi en
loi vers la suite réordonnée des longueurs des excursions du processus réﬂéchi d’un
certain processus à accroissements indépendants. Ce processus n’est toutefois pas à
accroissements stationnaires.
Posons tout d’abord
Aν : t 7→ − c Γ(4− γ)
(γ − 3)(γ − 2)µγ−2 t
γ−2.
Soit d’autre part Xν l’unique processus à accroissements indépendants tel que pour
tous t ≥ 0 et u ∈ R,
E [exp {iuXν(t)}] = exp
(∫ t
0
ds
∫ ∞
0
dx
(
eiux − 1− iux) c
µ
1
xγ−1
e−xs/µ
)
.
12ν n’est alors pas une mesure de probabilité sur N∗ puisque ν0 > 0. On peut toutefois adapter sans
difficulté le Théorème 1.4 de sorte que les résultats énoncés restent valides.
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Posons pour ﬁnir
W ν = Xν + Aν
et Rν le processus réﬂéchi déﬁni par
Rν : t ≥ 0 7→ W ν(t)− inf
0≤s≤t
W ν(s).
On déﬁnit les excursions et les longueurs d’intervalle comme pour le cas du moment
d’ordre 3 ﬁni.
Notre principal résultat dans le cas où ν est une loi de puissance s’énonce comme
suit.
Théorème 1.5. Supposons que la mesure de probabilité ν vérifie (1.14). Alors, p.s.,
l’ensemble des excursions de Rν peut s’écrire {γj, j ≥ 1} de sorte que la suite des
longueurs (|γj|) appartient à l2ց. D’autre part
n−(γ−2)/(γ−1)Cνn
(d)−→
n→∞
(|γj| , j ≥ 1)
pour la topologie de l2ց.
1.6.2 Techniques de preuves
Décrivons comment nous avons obtenu les Théorèmes 1.3 et 1.5. Que la mesure
ν ait un moment d’ordre 3 ﬁni ou qu’elle soit une loi de puissance, la méthode sera
la même. Nous allons construire une suite de marches aléatoires (W
ν
n)n≥2 telle que,
pour tout n ≥ 2, les longueurs des excursions de W νn au-dessus de ses minima passés
correspondent aux tailles renormalisées des composantes de Gνn. Nous verrons que cette
suite (W
ν
n)n≥2 converge en loi vers le processus aléatoire W
ν . Il s’agira enﬁn de montrer
que les longueurs des excursions au-dessus des minima passés de W ν (c’est-à-dire les
longueurs des excursions de Rν) correspondent à la limite des tailles renormalisées des
composantes de Gνn lorsque n tend vers l’inﬁni.
Nous décrirons dans un dernier paragraphe la méthode ayant permis de démontrer
le Théorème 1.4.
La recherche en profondeur
Commençons par donner une manière algorithmique pour construire le multigraphe
Gνn. Nous verrons ensuite que la marche aléatoire W νn se déﬁnit aisément à partir de
cette construction.
On suppose que
∑n
i=1Di est paire. On partitionne l’ensemble des demi-arêtes en
trois parties : l’ensemble S des demi-arêtes endormies, l’ensemble A des demi-arêtes
actives et l’ensemble D des demi-arêtes mortes. La partie S ∪ A constitue l’ensemble
des demi-arêtes vivantes. Initialement toutes les demi-arêtes sont endormies.
On tire alors une demi-arête endormie uniformément au hasard. On note v1 le som-
met auquel elle est attachée. On déclare actives toutes les demi-arêtes attachées à v1.
Tant que A n’est pas vide, on procède comme suit.
• On note i le plus grand entier k tel qu’il existe une demi-arête active attachée à
vk.
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• On considère une demi-arête active l attachée à vi.
• On tue la demi-arête l, c’est-dire qu’on la retire de l’ensemble S ∪A et on la place
dans l’ensemble D.
• On apparie l à une demi-arête vivante r choisie uniformément au hasard.
• Si r est endormie, on note vj+1 le sommet auquel elle est attachée, où j est le
nombre de sommets déjà découverts avant que la demi-arête r ne fût trouvée. On
déclare actives toutes les demi-arêtes de vj+1 autres que r.
• On tue r.
On itère ce procédé jusqu’à ce que l’ensemble A soit vide. La première composante
connexe de Gνn est alors totalement explorée. S’il reste des arêtes endormies, on réitère
le même algorithme avec ces demi-arêtes. À la ﬁn (c’est-à-dire lorsque toutes les demi-
arêtes sont mortes), le multigraphe Gνn est construit. La recherche en profondeur est
illustrée dans le premier dessin de la Figure 1.9.
La marche aléatoire W
ν
n
Voyons maintenant comment déﬁnir la marche aléatoire W
ν
n. On commence par
déﬁnir une première marche aléatoire non renormalisée W νn déﬁnie sur {0, . . . , n}. In-
troduisons en premier lieu la notion de demi-arêtes cycles :
Définition 1.1. On dit qu’une demi-arête l est une demi-arête cycle s’il existe une
demi-arête r telle que :
• l fut tuée avant r,
• l fut appariée à r,
• r était active au moment on l’apparia à l.
Notons, pour tout i ∈ {1, . . . , n},
Dˆi = degré de vi.
On déﬁnit la marche aléatoire W νn en posant, pour tout i ∈ {1, . . . , n},
W νn (i) =
i∑
j=1
(
Dˆj − 2− 2# {demi-arêtes cycles attachées à vj}
)
.
En notant (C1, C2, . . . , Cm) la suite des tailles des composantes de Gνn ordonnées selon
leur apparition au cours de la recherche en profondeur, on peut alors montrer qu’on a
pour tout entier j ∈ {1, . . . ,m} :
Cj = min{i : W νn (i) = −2j} −min{i : W νn (i) = −2(j − 1)}. (1.15)
Aussi la connaissance de W νn permet-elle de retrouver les tailles des composantes de Gνn.
Une réalisation de W νn est donnée dans le second dessin de la Figure 1.9.
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Figure 1.9 – Une réalisation de la recherche en profondeur pour n = 8, accompagnée
de la marche aléatoire W ν8 associée. L’une des demi-arêtes du sommet v5 est une demi-
arête cycle ; on l’a représentée par un trait pointillé.
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Un résultat clé
Si ν a un moment d’ordre 3 ﬁni, posons γ = 4. Rappelons que si ν est une loi de
puissance, γ ∈ ]3, 4[ désigne son exposant.
Le résultat intermédiaire suivant constituera une étape clé dans les preuves des
Théorèmes 1.3 et 1.5.
Proposition 1.4. Supposons que la mesure de probabilité ν vérifie (1.13) ou (1.14).
Renormalisant la marche aléatoire W νn en définissant, pour tout t ∈ [0, n1/(γ−1)],
W
ν
n(t) = n
−1/(γ−1)W νn
(⌊
tn(γ−2)/(γ−1)
⌋)
,
on a alors : W
ν
n
(d)−→
n→∞
W ν .
Le fait que cette proposition implique la convergence des suites des tailles des com-
posantes paraît intuitivement clair d’après (1.15). La preuve rigoureuse de cette impli-
cation s’appuie sur les techniques développées par Aldous dans [Ald97] dans le cas où
ν a un moment d’ordre 3 ﬁni et par Aldous et Limic dans [AL98] dans le cas où ν est
une loi de puissance.
Nous poursuivons notre discussion en mentionnant la ligne directrice permettant de
démontrer la Proposition 1.4.
Outils pour prouver la Proposition 1.4
Observons que pour obtenir la Proposition 1.4, il suﬃt de connaître la marche W νn
jusqu’à l’instant ⌊t0n(γ−2)/(γ−1)⌋ pour tout t0 > 0 ﬁxé. Or, nous verrons que l’espé-
rance du nombre de demi-arêtes cycles liées à l’un des ⌊t0n(γ−2)/(γ−1)⌋ premiers som-
mets découverts lors de la recherche en profondeur est bornée. La présence du facteur
de renormalisation n−1/(γ−1) déﬁnissant W
ν
n nous permet donc de réduire notre étude
à celle, plus simple, de la marche aléatoire (
∑i
j=1(Dˆj − 2), 0 ≤ i ≤ n) jusqu’à l’instant
⌊t0n(γ−2)/(γ−1)⌋.
Il est aisé de voir que la recherche en profondeur que nous avons décrite plus haut
ordonne les sommets du multigraphe Gνn selon un ordre biaisé par le degré. Puisque
seules les suites du type (Dˆ1, . . . , Dˆ⌊t0n(γ−2)/(γ−1)⌋) nous intéressent, il suﬃt de donner
une méthode simple permettant de construire de telles suites. La technique que nous
développerons s’appuie sur la remarque suivante. Pour ordonner un ensemble de réels
strictement positifs {d1, . . . , dn} selon un biais par la taille, il suﬃt de créer une suite
d’horloges exponentielles indépendantes de paramètres di, 1 ≤ i ≤ n. On ordonne
ensuite les n réels selon les instants où les horloges qui leur sont associées retentissent.
Quitte à étudier des multigraphes ayant non plus exactement n sommets mais Pn
sommets, où Pn est variable de Poisson de paramètre n, nous allons considérer un
processus ponctuel de Poisson Π0n sur N
∗×R+ d’intensité nνkke−ksds. L’abscisse k d’un
atome correspond au degré du sommet qu’il code tandis que son ordonnée s indique
l’instant où l’horloge sonne. Il suﬃt ensuite d’ordonner la suite des sommets selon les
dates d’apparition des atomes. Rappelons que seuls les ⌊t0n(γ−2)/(γ−1)⌋ premiers atomes
nous intéressant, travailler avec le multigraphe issu de ce processus de Poisson nous
convient.
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Cependant, alors que la marche (
∑i
j=1(Dˆj − 2), 0 ≤ i ≤ n) nous révèle la suite des
degrés des sommets découverts (Dˆ1, . . . , Dˆn) à chaque instant entier jusqu’à l’instant
n, les atomes de Π0n ne sont pas découverts à taux 1 jusqu’à l’instant n
13. De manière
informelle, il s’agit donc d’accélérer le temps ; on remplace le temps s en un temps
ψn(s), où ψn : [0, n[ → R+ est une fonction strictement croissante et convexe telle
que lims→n ψn(s) = ∞, de sorte que les atomes du processus ponctuel de Poisson Πn
sur N∗× [0, n[ d’intensité pin(k, ds) = nνkke−kψn(s)ψ′n(s)ds apparaissent à taux 1 jusqu’à
l’instant n. Cela revient à demander que pour tout s ∈ [0, n[,∑k∈N∗ nνkke−kψn(s)ψ′n(s) =
1, c’est-à-dire, en posant φ : t ≥ 0 7→ 1 −∑k∈N∗ νke−kt, que ψ′n · φ′ ◦ ψn = 1/n. Nous
voyons que ψn : s ∈ [0, n[ 7→ φ−1(s/n) convient.
Finalement, en notant Πn le processus ponctuel de Poisson sur N∗× [0, n[ d’intensité
pin(k, ds) = νkke−kφ
−1(s/n)(φ−1)′(s/n)ds, nous étudierons le processus (Sνn(t))t≥0 déﬁni
par :
Sνn : t 7→
∑
(k,s)∈Πn
(k − 2)1s≤t,
à comparer avec
i 7→
∑
j≥1
(
Dˆj − 2
)
1j≤i.
Il sera aisé de voir que, en posant S
ν
n : t ≥ 0 7→ n−1/(γ−1)Sνn(tn(γ−2)/(γ−1)), les marches
aléatoires W
ν
n et S
ν
n sont très proches. Tout revient ﬁnalement à obtenir le résultat
suivant.
Proposition 1.5. Supposons que la mesure de probabilité ν vérifie (1.13) ou (1.14).
On a alors la convergence suivante : S
ν
n
(d)−→
n→∞
W ν .
Évoquons les outils mis en œuvre pour prouver la Proposition 1.5.
Esquisse de la preuve de la Proposition 1.5
Commençons par donner de nouvelles notations. On déﬁnit la fonction continue à
variations bornées déterministe suivante
Aνn : t 7→
∫
pin(k, ds)(k − 2)1s≤t,
de sorte que le processus M νn déﬁni par M
ν
n = S
ν
n − Aνn est une martingale. On déﬁnit
comme précédemment A
ν
n et M
ν
n. Enﬁn, dans le cas où ν a un moment d’ordre 3 ﬁni,
on pose Aν : t ≥ 0 7→ − β
2µ2
t2 et Xν : t ≥ 0 7→
√
β
µ
W (t)14.
La preuve de la Proposition 1.5 nécessite de prouver les deux résultats suivants :
d’une part que la suite (A
ν
n) converge uniformément sur tout compact vers A
ν (ce qui
sera aisé), et d’autre part que la suite de martingales (M
ν
n) converge en distribution vers
Xν . La preuve de ce dernier point constitue le cœur des démonstrations des Théorèmes
1.3 et 1.5.
13À cause de la décroissance de la densité de la loi exponentielle, de moins en moins d’atomes sont
découverts au fur et à mesure que le temps s passe.
14Lorsque ν est une loi de puissance, les processus Aν et Xν ont été définis au paragraphe 1.6.1.
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Dans le cas où ν a un moment d’ordre 3 ﬁni, la convergence de (M
ν
n) vers X
ν
se justiﬁe en reprenant les idées suivies par Aldous dans [Ald97]. Il suﬃt d’appliquer
le théorème central limite pour les martingales en temps continu (voir par exemple
[EK86]). Lorsque ν est une loi de puissance, on appliquera les outils présentés par
Jacod et Shiryaev dans [JS03] permettant de prouver la convergence de processus à
accroissements indépendants.
Éléments de preuve du Théorème 1.4
Terminons cette introduction en esquissant la preuve du Théorème 1.4. Nous sup-
posons que ν a un moment d’ordre 3 ﬁni. Nous verrons qu’alors, pour tout t > 0 ﬁxé,
a.p.s., aucun des tn2/3 premiers sommets de Gνn découverts au cours de la recherche en
profondeur ne contient de boucle ni ne crée d’arête multiple. De manière heuristique,
cela indique que savoir si le multigraphe Gνn est simple ne dépend asymptotiquement
pas de la connaissance de ces tn2/3 sommets.
D’après la Proposition 1.4 et [Ald97], étudier la convergence en loi de (n−2/3Cνn)
revient à connaître celle de (W
ν
n). La loi de W
ν
n étant asymptotiquement caractéri-
sée par les degrés des tn2/3 premiers sommets (pour tout t > 0 ﬁxé), elle ne dépend
pas de l’événement {Gνn est simple}, et la loi de W νn conditionnellement à l’événement
{Gνn est simple} est, pour n grand, celle de W νn. Or, toujours d’après [Ald97], la conver-
gence en loi de (n−2/3SCνn) est donnée par celle de la suite des marches aléatoires asso-
ciées, c’est-à-dire ici les marches W
ν
n conditionnées à {Gνn est simple}, dont les lois sont,
comme nous venons de le voir, proches de celles des marches W
ν
n. Nous en déduisons
ﬁnalement que (n−2/3SCνn) converge en loi vers la même limite que (n
−2/3
C
ν
n).

Chapter 2
A phase transition for the
heights of a fragmentation tree
We provide information about the asymptotic regimes for a homogeneous fragmen-
tation of a ﬁnite set. We establish a phase transition for the asymptotic behavior of
the shattering times, deﬁned as the ﬁrst instants when all the blocks of the partition
process have cardinality less than a ﬁxed integer. Our results may be applied to the
study of certain random split trees.
Contents
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.2 Formulation of the main results . . . . . . . . . . . . . . . . . 38
2.3 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.3.1 Some results on branching random walks . . . . . . . . . . . . 43
2.3.2 Poissonization . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.4 Study of the heights . . . . . . . . . . . . . . . . . . . . . . . . 46
2.4.1 Upper bound . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.4.2 Lower bound . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.5 Study of the saturation levels . . . . . . . . . . . . . . . . . . 54
2.5.1 Lower bound . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.5.2 Upper bound . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.6 An explanation for the phase transition . . . . . . . . . . . . 59
36 Chapter 2 - A phase transition for the heights of a fragmentation tree
2.1 Introduction
The occupancy scheme is a simple urn model which often occurs in probability,
statistics, combinatorics and computer science. We can cite for example species sam-
pling [BF93, HG00], analysis of algorithms [Gar02], learning theory [BG97], etc. The
books by Johnson and Kotz [JK77] and by Kolchin et al. [KSC78] are standard refer-
ences. The present work is partly motivated by the study of fragmentation trees.
Let us recall the occupancy scheme. Let I be a countable set and p = (pi : i ∈ I)
be a probability measure on I. The occupancy scheme on (I,p) is described as follows.
For all i ∈ I such that pi 6= 0, one places a box at i. One then throws successively
and independently n balls in the boxes by assuming that each ball has probability pi
of falling into the box located at i (pi should be seen as the size of that box). We may
be interested in the number of boxes containing exactly j balls, or in the number of
occupied boxes, etc.
We consider here a variant of the occupancy scheme which corresponds to a nested
family of boxes. We introduce the inﬁnite genealogical tree U :
U =
∞⋃
k=0
N
k,
with N = {1, 2, . . .} and the convention N0 = {∅}. The elements of U are called
individuals, and for all integers k ∈ Z+, the k-th generation of U is formed by the
individuals i ∈ Nk (we write |i| = k). For every individual i = (i1, . . . , ik) of U and
j ∈ N, the individual ij = (i1, . . . , ik, j) is called the j-th child of i and i is the parent
of ij. We suppose a real number pi ∈ [0, 1] is assigned to each individual i, such that
p∅ = 1 and
∑
j∈N pij = pi for all i ∈ U . Note that for all k, p(k) = (pi : |i| = k) is
a probability measure on Nk. We can couple the occupancy schemes on (Nk,p(k)) as
follows. Each individual i should be viewed as a box of size pi (provided that pi 6= 0),
such that the box ij is contained into the box i (if pij 6= 0). Initially the n balls are
thrown in the box located at ∅. Then one places successively and independently the n
balls in the boxes of the ﬁrst generation by assuming that each ball has probability pi
of falling into the box situated at i ∈ N. Likewise, by iteration, a ball located in the
box i is placed independently of the others into the sub-box ij with probability pij/pi.
We denote the ﬁrst generation at which all the boxes have less than j ≥ 2 balls when
n have been thrown by Hn,j and the ﬁrst level at which there exists a box containing
less than j ≥ 1 balls by Gn,j. Hn,j is called a height and Gn,j is called a saturation level.
Our aim is to study the asymptotic behavior of Hn,j and Gn,j as n tends to inﬁnity
when we consider a certain randomized version of (pi, i ∈ U).
More precisely, in the present work, we shall assume that we are given a random
probability measure ρ = (ρ1, ρ2, . . . ) on N. We assign to each individual i an indepen-
dent copy ρ(i) of ρ. The random numbers pi, i ∈ U , are deﬁned by induction: p∅ = 1
and pij = piρj(i), for all i ∈ U and j ∈ N. It means that ρ(i) describes how the mass
of the individual i is split to its chidren. This model is called the occupancy scheme of
multiplicative cascades. We put emphasis on the fact that the numbers pi are random.
Once we are given a realization of the numbers pi(ω), i ∈ U , the balls are thrown in
the boxes according to that realization. There are thus two levels of randomness in our
model, namely the arrangement of boxes and the way one throws balls.
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In the particular case when ρ is supported by a ﬁnite number of integers, in the
sense that #{j : ρj > 0} ≤ b a.s. for some integer b ≥ 2, the height Hn,j has a
natural interpretation in terms of a special class of random split trees which have been
considered, e.g., by Devoye [Dev99]. Speciﬁcally, imagine that each box has a rupture
threshold of j, in the sense that when a ball falls into some box i already containing
j−1 balls, then this box is removed and the j balls are shared out amongst the children
of i according to the random probability ρ(i) (i.e., conditionally on ρ(i), each ball is put
in the box ij with probability ρj(i), independently of the other balls). This procedure
yields a random tree where all balls are stored at leaves, and Hn,j is the height of this
tree when n balls have been thrown.
We further point out that the height Hn,j also arises as a natural shattering time
in homogeneous fragmentation chains, a class of partition-valued Markov chains. More
precisely, the shattering time is deﬁned as the ﬁrst instant when all the blocks of the
partition process have cardinality less than j. See [Ber06] for background and Section 3.2
in [Ber08] for a description which is closely related to the present work. In a diﬀerent
direction, we mention the work of Haas et al. [HMPW08] who associate another random
tree to homogeneous fragmentation processes.
We shall show the following result: there exist an integer τ ∈ {2, 3, . . .} ∪ {∞} and
a sequence of positive real numbers C2 > · · · > Cτ = Cτ+1 = · · · =: C∗ such that for all
integers j ≥ 2,
Hn,j ∼
n→∞
Cj lnn a.s.
It should not be surprising that the heights Hn,j have logarithmic asymptotics, as a
large class of trees have such a behavior, like random split trees. On the other hand,
it is remarkable that there exists a critical parameter τ ∈ {2, 3, . . .} ∪ {∞} at which
a phase transition occurs (provided that 2 < τ < ∞). It is a peculiar behavior for a
random split tree. Devroye indeed proved in [Dev99] that for a large class of random
split trees such that their internal nodes contain at least one ball 1, then all the heights,
regardless of the value of the rupture threshold j, have the same asymptotic behavior
(in probability). In particular, no phase transition occurs.
It may also be interesting to consider the situation where the parameter j depends
on the number of balls n. In the case of power functions, we shall prove that
Hn,nα ∼
n→∞
(1− α)C∗ lnn a.s.,
for all α ∈ (0, 1), so that there is no phase transition in the asymptotics of Hn,nα .
Concerning the asymptotics of the saturation level Gn,j, we shall prove the follow-
ing result: under some technical conditions that will be detailed below, there exists a
constant C∗ < C∗ such that for all positive integers j,
Gn,j ∼
n→∞
C∗ lnn a.s.
In particular, there is no phase transition in the asymptotics of Gn,j. We shall also show
that under some further technical conditions, for all α ∈ (0, 1),
Gn,nα ∼
n→∞
(1− α)C∗ lnn a.s.,
1We stress that this assumption is crucial in the proof of Theorem 1 in [Dev99] and seems to have
been overlooked in the statement.
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so that there is also no phase transition in the asymptotic behavior of Gn,nα .
Our approach essentially relies on the theory of branching random walks, and more
precisely on their large deviations behaviors whose descriptions are due to Biggins
[Big92]. The construction of the boxes given by the multiplicative cascades indeed
enables us to deﬁne a branching random walk giving the sizes of the boxes at each gen-
eration. We shall see that the critical parameter τ and the real numbers C2, . . . , Cτ and
C∗ are described by that branching random walk. Another key technique is Poissoniza-
tion; instead of throwing exactly n balls, one throws Pn balls, where Pn is a Poisson
variable with parameter n which is independent of (ρ(i), i ∈ U). For all integers k,
conditionally on the sizes of the boxes of the k-th generation, the numbers of balls per
box of the k-th generation are thus independent Poisson variables.
The results will be stated in Section 2.2. We shall see the main techniques in
Section 2.3. Section 2.4 will be devoted to the study of the heights. We shall ﬁrst
turn our attention to the upper bound. Due to the phase transition, we shall give two
diﬀerent proofs to show the lower bound of Hn,j, depending on whether the integer j
is less than the critical parameter τ or not. The results on the saturation levels will
be proved in Section 2.5. Finally, in Section 2.6, we shall explain heuristically why a
phase transition may occur in the asymptotics of Hn,j, but not in those of Hn,nα , Gn,j
and Gn,nα .
2.2 Formulation of the main results
Recall that ρ is a random probability measure on N. We denote its law by ν. If we
denote by ProbN the space of probability measures on N, ν is a probability measure on
ProbN, called the splitting law. We exclude the degenerate case when ρ is a Dirac point
mass a.s.
As explained in the introduction, we consider a family (ρ(i), i ∈ U) of independent
copies of ρ labeled by the individuals of the genealogical tree U . The multiplicative
cascade construction deﬁnes for each generation k a probability measure (pi, |i| = k)
on Nk. Taking logarithm of masses, we may encode the latter by the following random
point measure on R+
Z(k)(dy) =
∑
i:|i|=k
δ− ln pi(dy),
where δz stands for the Dirac point mass at z. Note that if pi = 0, i.e., if there is no
box at i, the individual i is omitted in the sum deﬁning Z(k). Likewise, in the sequel,
we shall always consider individuals which have a positive mass. It follows immediately
from the structure of the multiplicative cascades that (Z(k), k ∈ Z+) is a branching
random walk, in the sense that for all integers k, k′ ≥ 0, Z(k+k′) is obtained from Z(k)
by replacing each atom z of Z(k) by a family {z + y, y ∈ Yz}, where each Yz is an
independent copy of the family of atoms of Z(k
′).
Let us introduce quantities deﬁned via the splitting law ν. First, we deﬁne the
Laplace transform of the intensity measure Z(1) by
L(θ) = E
[〈
Z(1), e−θ·
〉]
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for θ ∈ R. We can also write
L(θ) = E
[∑
j∈N
ρθj
]
=
∫
ProbN
(∑
j∈N
pθj
)
ν(dp)
with the convention that pθ = 0 when p = 0 even when θ ≤ 0. Because ρ is not a Dirac
point mass a.s., L(0) > 1. The function L : R → (0,∞] is decreasing with L(1) = 1.
We deﬁne
θ = inf{θ ∈ R : L(θ) <∞},
so that L(θ) < ∞ when θ > θ. Note that θ may be negative. We can show from
Hölder’s inequality that lnL is a convex function, which implies the convexity of L and
that the function
ϕ : θ 7→ lnL(θ)− θL
′(θ)
L(θ)
is increasing on (θ, 0) and decreasing on (0,∞). As L(1) = 1 and L decreases, we have
ϕ(1) = −L′(1) > 0, and thus the set of θ ∈ (θ,∞) such that ϕ(θ) > 0 is a non-empty
open interval (θ∗, θ∗):
θ∗ = inf{θ > θ : ϕ(θ) > 0} and θ∗ = sup{θ > θ : ϕ(θ) > 0}.
Note that θ∗ > 1 and θ∗ < 0 if θ < 0. Let us consider the example of beta-splitting
laws.
Example Let us describe the situation when ρ = (B, 1 − B, 0, . . . ), where B has a
Beta(a, b) distribution. Easy calculations yield:
L(θ) =
Γ(a+ b)
Γ(a)
Γ(a+ θ)
Γ(a+ b+ θ)
+
Γ(a+ b)
Γ(b)
Γ(b+ θ)
Γ(a+ b+ θ)
.
Let θ∗(a, b) denote the parameter θ∗. Because this critical parameter is only deﬁned
implicitly as the solution of an equation involving the derivative of the gamma function,
there is no simple explicit expression in terms of the parameter (a, b). However numerical
estimates can easily be obtained, and are represented in Figure 2.1 below in the special
case a = b.
The convexity of ln L implies that L−L′ is an increasing function. We deﬁne
C∗ = lim
θ→θ∗
θ>θ∗
L(θ)
−L′(θ) and C
∗ = lim
θ→θ∗
θ<θ∗
L(θ)
−L′(θ) .
Inspired by the article of Hu and Shi in [HS09] (see Lemma 2.4 below), we shall
sometimes need the following assumption: there exists δ > 0 such that
L(−δ) <∞ and
∫
ProbN
(∑
i∈N
1pi>0
)1+δ
ν(dp) <∞. (2.1)
To study the asymptotics of the saturation levels, we shall sometimes need the following
hypothesis:
−∞ < θ∗ < 0 and ϕ(θ∗) = 0. (2.2)
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Figure 2.1: graph of the function a 7→ θ∗(a, a)
We can now state the results that we shall prove. Concerning the asymptotic be-
havior of the heights Hn,j, we have the following results which complete and improve
Proposition 2 in [Ber08].
Theorem 2.1. Let j ≥ 2 be an integer, set
Cj =
{ j
− ln L(j) if j < θ
∗,
C∗ if j ≥ θ∗.
Then
Hn,j ∼ Cj lnn a.s.
Furthermore, if j < θ∗ or if (2.1) holds, then
Hn,j = Cj lnn+O(ln lnn) a.s.
In fact, the following result always holds:
Hn,j ≤ Cj lnn+O(ln lnn) a.s.
We see that there is a phase transition in the asymptotic behavior of Hn,j at the
integer ⌈θ∗⌉ when 2 < θ∗ < ∞ (⌈θ∗⌉ is the cut-oﬀ parameter denoted by τ in the
introduction). We point out that it may happen that θ∗ ≤ 2 or θ∗ =∞, in which case
there is no phase transition. For instance, one can show that if ρ = (ρ1, ρ2, . . . ) with
ρ1 = 1 − 0.75U , ρj = 0.05U for all j ∈ 2, . . . , 16 and ρj = 0 for all j ≥ 17, where U is
uniformly distributed on (0, 1), then θ∗ < 1.99. On the other hand, for all α ∈ [1
2
, 1),
if ρ is equal to (1
2
, 1
2
, 0, . . . ) with probability α and to (1
3
, 1
3
, 1
3
, 0, . . . ) with probability
1− α, then θ∗ =∞.
Remark 2.1. The critical parameter θ∗ is ﬁnite whenever
‖max
j∈N
ρj‖∞ = 1,
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where ρ = (ρj, j ∈ N) denotes a random probability measure on N with law ν (recall
that ‖ ‖∞ is the essential supremum of the r. v. maxj∈N ρj). Indeed, it is easily seen
that
lim
θ→∞
L(θ)
1
θ = ‖max
j∈N
ρj‖∞.
If the right-hand side equals 1, then g : θ 7→ − ln L(θ)
θ
has limit 0 at inﬁnity. Now g
is diﬀerentiable and g(1) = 0, so there exists θ0 ∈ (1,∞) such that g′(θ0) = 0. As
g′(θ) = θ−2ϕ(θ), we conclude that θ0 = θ∗ <∞.
Remark 2.2. The parameter θ∗ is inﬁnite whenever ρ is not random, i.e., ρ = (ρ1, ρ2, . . . )
where ρj, j ∈ N, are deterministic real numbers (note that we excluded the case when
only one ρj is nonzero). Indeed, in that setting, as for all θ > 1, L(θ) =
∑∞
j=1 ρ
θ
j , one
can show that
ϕ(θ) = ln
( ∞∑
j=1
ρθj
)
+ θ
∑∞
j=1− ln ρjρθj∑∞
j=1 ρ
θ
j
.
Let f denote the function x 7→ −x ln x. It is easily seen that f(∑∞j=1 ρθj) <∑∞j=1 f(ρθj),
which proves that ϕ(θ) > 0 for all θ > 1. As a result, θ∗ =∞.
We may also be interested in the asymptotics of Hn,nα , where α ∈ (0, 1). We shall
prove the following result.
Proposition 2.1. Let α ∈ (0, 1). Then
Hn,nα ∼ (1− α)C∗ lnn a.s.
Moreover, if θ∗ <∞ and (2.1) holds, then
Hn,nα = (1− α)C∗ lnn+O(ln lnn) a.s.,
We shall see that if θ∗ <∞ then
Hn,nα ≤ (1− α)C∗ lnn+O(ln lnn) a.s.
Concerning the asymptotic behavior of the saturation levels, we shall prove the
following theorem.
Theorem 2.2. Let j ≥ 1 be an integer and α ∈ [0, 1). Suppose that θ∗ = −∞ or (2.2)
holds. Then
Gn,jnα ∼ (1− α)C∗ lnn a.s.
Furthermore, if (2.2) and (2.1) hold, then
Gn,jnα = (1− α)C∗ lnn+O(ln lnn) a.s.
In fact, if (2.2) holds, then
Gn,jnα ≥ (1− α)C∗ lnn+O(ln lnn) a.s.
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Remark 2.3. A suﬃcient condition to guarantee that −∞ < θ∗ < 0 and ϕ(θ∗) = 0 is:
−∞ < θ < 0 and lim
θ→θ
L(θ) =∞.
Indeed, suppose this condition fulﬁlled. Imagine that for all θ < 0, ϕ(θ) > 0. Let
θ0 ∈ (θ, 0). As θ 7→ ln L(θ)θ is decreasing (its derivative is −θ−2ϕ(θ) < 0), we have for all
θ < θ0:
ln L(θ) ≤ θ ln L(θ0)
θ0
≤ θ ln L(θ0)
θ0
,
which contradicts limθ→θ L(θ) =∞.
Remark 2.4. The ﬁnal assertions in Theorem 2.1, Proposition 2.1 and Theorem 2.2
rely on the work of Hu and Shi [HS09]. McDiarmid’s setting in [McD95] can however
be considered; we can prove that the results stated in Theorem 2.1, Proposition 2.1 and
Theorem 2.2 still hold if the assumption (2.1) is replaced by the following:
∫
ProbN
(∑
i∈N
1pi>0
)2
ν(dp) <∞. (2.3)
For instance, suppose that ρ = (ρ1, 1 − ρ1, 0, 0, . . . ), where ρ1 is a random variable
with density 10<x<e−1x−1 ln
−2 xdx. Then θ = 0, so (2.1) does not hold. Nonetheless,
ρ is supported by two integers a.s., so (2.3) holds. As a result, for all j ≥ 2, Hn,j =
Cj lnn + O(ln lnn) a.s. Furthermore, as ‖1− ρ1‖∞ = 1, Remark 2.1 ensures that θ∗ is
ﬁnite, so for all α ∈ (0, 1), Hn,nα = (1− α)C∗ lnn+O(ln lnn) a.s.
For the sake of simplicity, we shall show Theorem 2.1, Proposition 2.1 and Theo-
rem 2.2 only in the setting of [HS09]. The general proof can however be easily carried
out.
We now conclude this section by discussing an illustrative example. Consider the
case ρ = (U, 1−U, 0, 0, . . . ), where U is uniformly distributed on [0, 1]. Then L(θ) = 2
θ+1
,
so θ = −1 and (2.1) holds. According to Remark 2.1 and Remark 2.3, θ∗ < ∞ and
(2.2) hold. Hence, all our results may be applied. Easy calculations yield ϕ(θ) =
ln 2 − ln(θ + 1) + θ
θ+1
and ⌈θ∗⌉ = 4, so that there is a phase transition. We can show
that C2 = 2ln 3−ln 2 ≈ 4.93260..., C3 = 3ln 2 ≈ 4.32808... and that C∗ > C∗ are the solutions
of the equation
ln
(
2
c
)
+
c− 1
c
= 0.
Note that C∗ ≈ 4.31107... and C∗ ≈ 0.37336...
As ρ is supported by two integers, our model may be interpreted in terms of random
split trees; the procedure described in the introduction yields a random tree where all
balls are stored at leaves. Let Tn,j denote the tree obtained when n balls have been
thrown and when the boxes have a rupture threshold of j. We now deﬁne another
random split tree T˜n,j also related to our model. We imagine that each box has a
rupture threshold of j, but when a ball falls into some box i already containing j − 1
balls, it remains in that box and the j − 1 other balls are shared out amongst the
two children of i independently in such a way: each ball choses the left child of i with
probability Ui, the right child of i with probability 1 − Ui, where the r. v. Ui, i ∈ U ,
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are independent and uniformly distributed on [0, 1]. No other ball is then allowed to
be stored at the box i: when a ball falls into i, it is placed into one of the two children
of i according to the probability vector (Ui, 1 − Ui), and one has to consider whether
the ball stays at that new box or not. Let T˜n,j denote the tree obtained when n balls
have been thrown. Note that each internal node of T˜n,j has exactly one ball, whereas
its leaves have less than j balls. We see that the height H˜n,j of the tree T˜n,j is less than
or equal to the height Hn,j of the tree Tn,j.
It is remarkable that T˜n,2 has the law of the random binary search tree. Robson
[Rob79] was the ﬁrst to be interested in the height of the random binary search tree.
In [Pit84], Pittel studied its height and its saturation level. Devroye proved in [Dev86,
Dev87] that the saturation level is asymptotically equivalent to C∗ lnn in probability
as in our model, but that the height H˜n,2 is equivalent to C∗ lnn in probability, so that
H˜n,2 is not equivalent to Hn,2. Regarding the random binary search tree as a random
split tree, he proved in [Dev99] that all the heights H˜n,j (regardless of the value of j) of
the random binary search tree are asymptotically equivalent to C∗ lnn in probability.
In particular, there is no phase transition, contrary to our case. There is of course no
contradiction, as the random binary search tree does not correspond to a model treated
in this work. Indeed, in terms of random split trees, internal nodes of the binary search
tree retain exactly one ball whereas all the balls are stored at leaves in our case.
2.3 Preliminaries
2.3.1 Some results on branching random walks
In this section, we recall some results on branching random walks that will be used
in the proofs.
We begin by stating a key result obtained by Biggins in [Big92]. For all θ > θ, we
introduce
W (k)(θ) = L(θ)−k
〈
Z(k), e−θ·
〉
= L(θ)−k
∑
i:|i|=k
pθi .
For all integers k ∈ Z+∪{∞}, we denote by Fk the σ-algebra generated by (pi, |i| ≤ k).
Lemma 2.1. For every θ > θ, (W (k)(θ), k ∈ Z+) is a martingale with respect to the
filtration (Fk)k∈Z+. Moreover, if θ ∈ (θ∗, θ∗), it is bounded in Lγ(P) for some γ > 1 and
therefore uniformly integrable, and its terminal value
W (θ) = lim
k→∞
W (k)(θ)
is positive a.s.
In some proofs, we shall need a precise estimate of the number of boxes at generation
k with size of order exp(k L
′(θ)
L(θ)
). If the splitting law ν is not geometric, in the sense that
there is no real number r ∈ (0, 1) such that with probability one, all the masses of the
atoms of ρ belong to {rn, n ∈ Z+}, we may apply Corollary 4 in [Big92]:
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Lemma 2.2. Suppose that ν is not geometric. Then for all real numbers a and b such
that a < b and for all θ ∈ (θ∗, θ∗), we have with probability one that
lim
k→∞
√
ke−kϕ(θ)#
{
i ∈ Nk : exp
(
−b+ kL
′(θ)
L(θ)
)
≤ pi ≤ exp
(
−a+ kL
′(θ)
L(θ)
)}
=
1√
2pi
eθb − eθa
θ
(
L′′(θ)
L(θ)
−
(
L′(θ)
L(θ)
)2)− 12
W (θ).
Note that Lemma 2.2 has a version in the geometric case (technically, replace Stone’s
local limit theorem by Gnedenko’s local limit theorem). In our proofs, we shall always
work with a non-geometric splitting law.
We next turn our interest to the asymptotic behavior of extreme sizes of boxes at
generation k:
p(k) = inf {pi : pi > 0, |i| = k} and p(k) = sup {pi : |i| = k} .
We have the general following results:
Lemma 2.3. If θ∗ <∞, then
lim
k→∞
(
− ln p(k)− k
C∗
)
=∞ and lim
k→∞
− ln p(k)
k
=
1
C∗
a.s.
Likewise, if (2.2) holds, then
lim
k→∞
(
ln p(k) +
k
C∗
)
=∞ and lim
k→∞
− ln p(k)
k
=
1
C∗
a.s.
To have precise estimates of the behavior of the heights and of the saturation levels,
we shall sometimes need sharper results of the asymptotics of p(k) and p(k). The
following result, proved by Hu and Shi in [HS09], will be very useful.
Lemma 2.4. We assume that (2.1) holds.
• If θ∗ <∞, then
lim sup
k→∞
− ln p(k)− k
C∗
ln k
=
3
2θ∗
a.s.
• If (2.2) holds, then
lim sup
k→∞
ln p(k) + k
C∗
ln k
= − 3
2θ∗
a.s.
Addario-Berry and Reed in [ABR09] also studied the minima in branching random
walks, but they require a stronger condition than (2.1). Their assumption is however
fulﬁlled for random split trees.
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2.3.2 Poissonization
Let us present the methods used in the proofs. We have to consider the number of
balls belonging to each box at each generation. Now, conditionally on Fk, when n balls
have been thrown, the number of balls in the box i, |i| = k, follows a binomial law of
parameter npi. Furthermore, these random variables are not independent. A classical
idea to circumvent those diﬃculties (see for instance Gnedin et al. in [GHP07] or Holst
in [Hol86]) is to consider a randomized version of the total number of balls: instead
of throwing initially n balls, one throws Pn balls, where Pn is a Poisson variable with
parameter n which is independent of (ρ(i), i ∈ U).
More precisely, we suppose we are given a standard Poisson process (Px)x≥0 inde-
pendent of F∞. For all individuals i ∈ U and for all x ∈ (0,∞), we denote the number
of balls at i when the ﬁrst Px balls have been thrown by C(i; x). For all x, y ∈ (0,∞)
and k ∈ Z+, we denote the number of boxes at generation k containing at least y balls
when the ﬁrst Px balls have been thrown by Nx,y(k):
Nx,y(k) = #{i ∈ Nk : C(i; x) ≥ y}.
Conditionally on Fk, the random variables (C(i;n))|i|=k are independent Poisson vari-
ables with parameters npi. That is why in our proofs, we shall ﬁrst focus on Nn,j(k).
We shall then show that Nn,j(k) is close to the number Nn,j(k) of boxes at generation k
containing at least j balls when exactly n balls have been thrown. Similarly, letMx,y(k)
denote the number of boxes at generation k containing less than y balls when the ﬁrst
Px balls have been thrown:
Mx,y(k) = #{i ∈ Nk : C(i; x) < y}
and let Mn,j denote the number of boxes at generation k containing less than j balls
when n balls have been thrown.
We now prove two estimates using the technique of Poissonization that will then be
used in the sequel.
Lemma 2.5. Let p ∈ (0,∞). There exist two finite constants c(p) and d(p) such that
sup
j≥p
j∈N
sup
x>0
P (Px ≥ j) jpx−p ≤ c(p), (2.4)
and
sup
j∈N
sup
x>0
P (Px < j) j−pxp ≤ d(p). (2.5)
Proof. We begin by showing (2.4). Let j ≥ p be an integer. Let x > 0. By Markov’s
inequality,
P (Px ≥ j) = P (Ppx ≥ jp) ≤ j−pE [Ppx1Px≥j] .
Therefore we only have to bound from above
x−pE [Ppx1Px≥j] = x−p
∞∑
k=j
kpe−x
xk
k!
.
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As Γ(k−p+1)k
p
k!
→ 1 as k tends to inﬁnity, there exists a ﬁnite constant c(p) ≥ 1 such that
for all k > p− 1,
kp
k!
≤ c(p)
Γ(k − p+ 1) .
As j ≥ p > p− 1, we thus have
x−p
∞∑
k=j
kpe−x
xk
k!
≤ c(p)e−x
∞∑
k=j
xk−p
Γ(k − p+ 1) = c(p)e
−x
∞∑
k=0
xk+u
Γ(k + u+ 1)
,
where u = j − p ≥ 0. Applying the formulae 6.5.1, 6.5.4 and 6.5.29 in [AS64], we get
that ∞∑
k=0
xk+u
Γ(k + u+ 1)
≤ ex,
which proves (2.4).
To show (2.5), we write by Markov’s inequality:
P(Px < j) = P
(
(Px + 1)−p ≥ j−p
) ≤ jpE [(Px + 1)−p] = jp ∞∑
k=0
(k + 1)−pe−x
xk
k!
.
As Γ(k+p+1)
(k+1)pk!
→ 1 as k tends to inﬁnity, there exists a ﬁnite constant d(p) ≥ 1 such that
for all k ∈ Z+, Γ(k+p+1)(k+1)pk! ≤ d(p). We thus have
P(Px < j) ≤ d(p)jpx−pe−x
∞∑
k=0
xk+p
Γ(k + p+ 1)
.
We conclude as before.
Remark 2.5. We stress that in (2.4), the integer j cannot be less than p. This restric-
tion lies in the heart of the existence of the phase transition in the asymptotics of Hn,j
(see Proposition 2.2 below, and more precisely Lemma 2.6). On the other hand, there
is no restriction in (2.5); no phase transition appears in the asymptotics of Gn,j (see
Proposition 2.6 below).
2.4 Study of the heights
In this section, we prove Theorem 2.1 and Proposition 2.1. We are ﬁrst interested
in the upper bound. We shall then focus on the lower bound. We stress that the phase
transition is glimpsed at the beginning of the study of the upper bound (see Remark
2.6 below). It is however proved in the paragraph dealing with the lower bound.
2.4.1 Upper bound
Equation (2.4) will enable us to have a uniform upper bound of Nn,j(k) indepen-
dent of the sizes of the boxes that will eventually lead to the upper bounds stated in
Theorem 2.1 and in Proposition 2.1.
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Proposition 2.2. Let j ≥ 1 be an integer and α ∈ [0, 1) such that (j, α) 6= (1, 0). Then
lim sup
n→∞
Hn,jnα − (1− α) θ− ln L(θ) lnn
ln lnn
≤ 1− ln L(θ) a.s.
for all θ > 1 if α > 0, and for all θ ∈ (1, j] if α = 0.
Remark 2.6. Suppose that α = 0. We deduce from Proposition 2.2 that:
Hn,j ≤ min
θ∈(1,j]
h(θ) lnn+O(ln lnn) a.s.,
where h is the function θ 7→ θ− ln L(θ) . Now, h is diﬀerentiable and h′(θ) = −ϕ(θ) ln−2 L(θ),
so h is decreasing on (1, θ∗] and increasing on [θ∗,∞). The minimum of h is therefore
• j− ln L(j) if j < θ∗,
• θ∗− ln L(θ∗) = C∗ if j ≥ θ∗.
The phase transition is shown. It will be proved in the study of the lower bound.
Recall thatHn,jnα ≤ k if and only if at genetation k, every box contains less than jnα
balls when n balls have been thrown. Because we want to show that Hn,jnα is bounded
from above by ((1 − α) θ− ln L(θ)) ln(n) + r ln lnn, we take k = ((1 − α) θ− ln L(θ)) ln(n) +
r ln lnn. In other words, one initially throws n = exp(k 1
1−α
− ln L(θ)
θ
)k−s balls and we
show that every box of the k-th generation contains less than jnα balls.
Let u and u′ be two real numbers such that
u >
1
(1− α)θ and u < u
′ <
1
α
(
u− 1
θ
)
,
where for α = 0, the second condition reduces to u′ > u. Deﬁne for all k ≥ 1
xk = k
−u exp
(
k
1
1− α
− ln L(θ)
θ
)
and φk = k
−u′ exp
(
k
1
1− α
− ln L(θ)
θ
)
.
Informally, xk corresponds to the number of balls thrown when we consider boxes at
generation k. As mentionned in the preliminaries, the argument relies on Poissonization.
We are ﬁrst interested in Nx,y(k) and we shall see how to depoissonize.
Lemma 2.6. For almost all ω, there exists k0(ω) such that
Nxk,jφαk (k) = 0, for all k ≥ k0(ω).
Proof. Let x > 0 and y ≥ θ. We calculate E [Nx,y(k)|Fk]. We write
Nx,y(k) =
∑
i:|i|=k
1C(i;x)≥y =
∑
i:|i|=k
1C(i;x)≥⌈y⌉.
Conditionally on Fk, (C(i; x))|i|=k are Poisson variables with parameters xpi, so
E [Nx,y(k)|Fk] =
∑
i:|i|=k
P(Pxpi ≥ ⌈y⌉).
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As ⌈y⌉ ≥ θ, (2.4) ensures that
E [Nx,y(k)|Fk] ≤
∑
i:|i|=k
c(θ)⌈y⌉−θ(xpi)θ.
Now, as y ≥ θ,
⌈y⌉ ≥ y − 1
y
y ≥ θ − 1
θ
y.
In the notation of Lemma 2.1, we have:
E [Nx,y(k)|Fk] ≤ c′(θ)y−θxθ L(θ)kW (k)(θ),
where c′(θ) = c(θ)(1− 1
θ
)−θ. We ﬁnally get
E [Nx,y(k)] ≤ c′(θ)y−θxθ L(θ)k.
Taking x = xk and y = jφαk , we get for all k suﬃciently large so that jφ
α
k ≥ θ (note
that if α = 0, then for all k, jφαk ≥ θ):
E
[Nxk,jφαk (k)] ≤ c′(θ)j−θkθ(u′α−u).
Now θ(u′α− u) < −1. As a consequence
E
[∑
k∈N
1Nxk,jφαk (k)≥1
]
≤ E
[∑
k∈N
Nxk,jφαk (k)
]
<∞.
In particular, there is an a.s. ﬁnite number of integers k such that Nxk,jφαk (k) ≥ 1.
We now show how to have information on Nn,jnα(k) itself.
Proof of Proposition 2.2. Let Ek denote the event {Pxk ≤ φk+1}. Because u′ > u, φk+1xk
tends to 0 as k tends to inﬁnity, so there exists an integer k1 such that for all k ≥ k1,
φk+1 ≤ xk2 . Consequently,
P (Ek) ≤ P
(
Pxk ≤
xk
2
)
= P
(
Pxk − xk ≤ −
xk
2
)
≤ P
(
|Pxk − xk| ≥
xk
2
)
.
The variance of the Poisson variable Pxk being xk, we get by Chebichev’s inequality:
P(Ek) ≤ 4x−1k for all k ≥ k1. As
∑
k∈N x
−1
k <∞, the Borel-Cantelli lemma ensures that
for almost all ω, there exists k2(ω) such that Pxk > ⌊φk+1⌋ for all k ≥ k2(ω).
Applying Lemma 2.6, we deduce that, if we deﬁne the event Ω0 by
Ω0 =
{
ω : there exists k3(ω) such that N⌊φk+1⌋,jφαk (k) = 0 for all k ≥ k3(ω)
}
,
then P(Ω0) = 1. Notice that there exists an integer k4 such that for all k ≥ k4,
k−u
′ ≥ exp
(
−k 1
2(1− α)
− ln L(θ)
θ
)
.
There exists a rank k5 from which the sequence (φk)k≥k5 is increasing. Furthermore,
that sequence tends to inﬁnity. Let ω ∈ Ω0. Let n be an integer greater than φk5 large
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enough so that the unique k ≥ k5 satisfying φk ≤ n < φk+1 is greater than k3(ω) and
k4. Because N⌊φk+1⌋,jφαk (k) = 0 and n ≤ ⌊φk+1⌋, Nn,jφαk (k) = 0. Now, jnα ≥ jφαk , so
Nn,jnα(k) = 0 and Hn,jnα ≤ k. Moreover, as n ≥ φk,
k ≤ (1− α) θ− ln L(θ) lnn+ u
′(1− α) θ− ln L(θ) ln k.
Further, as k ≥ k4, we have:
exp
(
k
1
2(1− α)
− ln L(θ)
θ
)
≤ k−u′ exp
(
k
1
1− α
− ln L(θ)
θ
)
≤ n,
so k ≤ 2(1− α) θ− ln L(θ) lnn. Therefore
Hn,jnα ≤ k ≤ (1− α) θ− ln L(θ) lnn+ u
′(1− α) θ− ln L(θ) ln
(
2(1− α) θ− ln L(θ) lnn
)
.
We conclude that
lim sup
n→∞
Hn,jnα − (1− α) θ− ln L(θ) lnn
ln lnn
≤ u′(1− α) θ− ln L(θ) a.s.
The fact that u′ can be chosen arbitrarily close to 1
(1−α)θ completes the proof.
Remark 2.7. Note that to deduce from Proposition 2.2 that Hn,nα ≤ (1−α)C∗ a.s. in
the case θ∗ =∞, one has to show that
lim
θ→∞
θ
− ln L(θ) = C
∗.
Proof. Let ψ = lnL. The condition θ∗ = ∞ implies that C∗ = limθ→∞− 1ψ′(θ) . As ψ
is convex, it is known that ψ(θ)
θ
tends to l ∈] −∞,∞] as θ tends to ∞. Let f be the
function θ 7→ ψ(θ)− lθ. f is convex and f(θ)
θ
tends to 0 as θ tends to∞. One can easily
deduce that f is non-increasing. As a result, ψ′ ≤ l. If l 6= − 1
C∗
, then ψ′(θ) 9 l as θ
tends to ∞. Now, ψ′ is non-decreasing. So there exists ε > 0 such that ψ′ ≤ l − ε. Let
θ > 1. Then
∫ θ
1
ψ′ ≤ (l − ε)(θ − 1), i.e., ψ(θ) − lθ ≤ −εθ + ε − l. Dividing by θ and
taking the limit, we get ε ≤ 0, which is absurd. We deduce that l = − 1
C∗
, which means
that θ− ln L(θ) → C∗ as θ tends to ∞.
2.4.2 Lower bound
We now study the lower bound. Combined with the upper bound supplied by
Proposition 2.2, Theorem 2.1 and Proposition 2.1 will be proved.
The case j ≥ θ∗ or α ∈ (0, 1) and θ∗ <∞
In this section, we prove that Hn,j ≥ C∗ lnn + O(ln lnn) a.s. if j ≥ θ∗ and (2.1)
holds. We also prove that Hn,nα ≥ (1− α)C∗ lnn + O(ln lnn) a.s. if θ∗ < ∞ and (2.1)
holds. We shall see that the largest box plays a key role.
50 Chapter 2 - A phase transition for the heights of a fragmentation tree
Proposition 2.3. We suppose that θ∗ < ∞. Let j ≥ 1 be an integer and α ∈ [0, 1)
such that (j, α) 6= (1, 0). Under the assumption (2.1), we have:
lim inf
n→∞
Hn,jnα − (1− α)C∗ lnn
ln lnn
≥ 3
2 ln L(θ∗)
a.s.
By deﬁnition, Hn,jnα > k if and only if at generation k, there exists a box containing
at least jnα balls when n balls have been thrown. We shall see that in our setting, it
suﬃces to consider the largest box. As we intend to show that Hn,jnα is bounded from
below by ((1 − α)C∗) lnn − r ln lnn, we take k = ((1 − α)C∗) lnn − r ln lnn, i.e., one
initially throws n = exp(k 1
(1−α)C∗ )k
s balls and we show that the largest box of the k-th
generation contains at least jnα balls.
Let γ, γ′ and γ′′ be three real numbers such that
γ >
3
2θ∗
, γ′ >
γ
1− α and γ
′ < γ′′ <
γ′ − γ
α
.
Note that if α = 0, the third condition is simply γ′′ > γ′. Deﬁne for all k ∈ Z+
xk = k
γ′ exp
(
k
1
(1− α)C∗
)
and φk = k
γ′′ exp
(
k
1
(1− α)C∗
)
.
We ﬁrst show that a.s, Nxk,jφαk (k) ≥ 1 for all integers k suﬃciently large. To do so, we
simply consider the largest box.
Lemma 2.7. For almost all ω, there exists k0(ω) such that
Nxk,jφαk (k) ≥ 1, for all k ≥ k0(ω).
Proof. For every generation k ∈ N, we consider an imaginary box b(k) contained in
the largest box b(k) of size p(k) such that a ball fallen in b(k) is thrown in b(k) with
probability
p(k)
p(k)
∧ 1, where p(k) = k−γe− kC∗ .
Informally, the box b(k) has size p(k)∧ p(k). We denote by Ak the event {p(k) < p(k)}
and by Bk the event deﬁned by
Bk = {the box b(k) contains less than jφαk balls when the ﬁrst Pxk have been thrown}.
Conditionally on Ak, the box b(k) has size p(k) so the number of balls contained in
b(k) when Pxk balls have been thrown is a Poisson variable with parameter xkp(k). As
a result
P(Ak ∩ Bk) ≤ P(Bk|Ak) = P(Pxkp(k) < jφαk ).
Applying (2.5), we get:
P(Ak ∩ Bk) ≤ d(p)jpk−2,
where p = 2
γ′−γ−αγ′′ > 0, and hence
∑
P(Ak ∩ Bk) <∞. By the Borel-Cantelli lemma,
we deduce that a.s., for all k suﬃciently large, p(k) ≥ p(k) or the box b(k), which is
contained in the box b(k), has at least jφαk balls when the ﬁrst Pxk balls have been
thrown. Now, by Lemma 2.4, we know that a.s., for all integers k suﬃciently large,
p(k) < p(k). Lemma 2.7 is therefore proved.
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We now deduce from Lemma 2.7 the lower bound of Hn,jnα .
Proof of Proposition 2.3. The same calculations performed at the beginning of the proof
of Proposition 2.2 show that for almost all ω, there exists k1(ω) such that Pxk < ⌈φk−1⌉
for all k ≥ k1(ω). Applying Lemma 2.7, we deduce that, if we deﬁne the event Ω0 by
Ω0 =
{
ω : there exists k2(ω) such that N⌈φk−1⌉,jφαk (k) ≥ 1 for all k ≥ k2(ω)
}
,
then P(Ω0) = 1. Let ω ∈ Ω0. The sequence (φk) is increasing and tends to inﬁnity. Let
n be an integer large enough so that the unique integer k satisfying φk−1 < n ≤ φk is
greater than k2(ω). Because N⌈φk−1⌉,jφαk (k) ≥ 1 and ⌈φk−1⌉ ≤ n, Nn,jφαk (k) ≥ 1. Now,
jnα ≤ jφαk , so Nn,jnα(k) ≥ 1 and Hn,jnα > k. Further, as n ≤ φk,
k ≥ (1− α)C∗ lnn− γ′′(1− α)C∗ ln k.
As exp((k − 1) 1
(1−α)C∗ ) ≤ φk−1 ≤ n, we have: k ≤ (1− α)C∗ lnn+ 1. Thus
Hn,jnα > k ≥ (1− α)C∗ lnn− γ′′(1− α)C∗ ln ((1− α)C∗ lnn+ 1)
and
lim inf
n→∞
Hn,jnα − (1− α)C∗ lnn
ln lnn
≥ −γ′′(1− α)C∗ a.s.
The fact that γ′′ can be chosen arbitrarily close to 3
2(1−α)θ∗ completes the proof.
Remark 2.8. In the case θ∗ < ∞, if the assumption (2.1) does not hold, one can
still show that for all integers j ≥ 1 and for all real numbers α ∈ [0, 1[ such that
(j, α) 6= (1, 0), with probability one, Hn,jnα ≥ (1− α)C∗ lnn+ o(lnn). To do so, recall
that Lemma 2.3 ensures that − ln p(k)
k
tends to 1
C∗
a.s., and use an argument similar to
that in Proposition 2.3.
The case 2 ≤ j < θ∗ and α = 0
We now prove that Hn,j ≥ Cj lnn + O(ln lnn) a.s. if j < θ∗. We shall notice that
contrary to the case j ≥ θ∗, the number of boxes matters more than their sizes.
Proposition 2.4. Let j < θ∗ be an integer greater than 1. Then
lim inf
n→∞
Hn,j − j− ln L(j) lnn
ln lnn
≥ 1
2 ln L(j)
a.s.
The main diﬀerence with the case j ≥ θ∗ is that we cannot consider the largest box
any more. We shall rather focus on some other boxes which are smaller but suﬃciently
numerous so that it is very unlikely that all of them contain less than j balls when
n balls have been thrown. As we want to prove that Hn,j is bounded from below by
j
− ln L(j) lnn−r ln lnn, we consider the situation at the k-th generation when one initially
throws exp(k− ln L(j)
j
)ks balls.
The boxes that will play a key role are those appearing in Lemma 2.2 (recall that
j < θ∗): with probability one,
lim
k→∞
√
ke−kϕ(j)#
{
i ∈ Nk : s(k) ≤ pi ≤ 2s(k)
}
= Q(j),
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where
s(k) = exp
(
−k−L
′(j)
L(j)
)
and
Q(j) =
1√
2pi
1− 2−j
j
(
L′′(j)
L(j)
−
(
L′(j)
L(j)
)2)− 12
W (j).
Notice that, by Lemma 2.1, as j < θ∗, Q(j) > 0 a.s. Deﬁne
ν(k) =
⌈
Q(j)k−
1
2 ekϕ(j)
2
⌉
.
Then (recall that ϕ(j) > 0), for almost all ω, there exists k0(ω) such that
#
{
i ∈ Nk : pi ≥ s(k)
} ≥ ν(k) ≥ 1, for all k ≥ k0(ω). (2.6)
We can now prove the following result.
Lemma 2.8. Define for all k ∈ Z+
xk = k
u exp
(
k
− ln L(j)
j
)
, where u >
1
2j
.
Then for almost all ω, there exists k1(ω) such that
Nxk,j(k) ≥ 1, for all k ≥ k1(ω).
Proof. As Nk is countable, we can order the boxes of the k-th generation in decreasing
order. Denote the family of boxes having a size at least s(k) by Gk. We create ν(k)
new boxes: if #Gk ≥ ν(k), consider the ﬁrst ν(k) boxes belonging to the family Gk,
denoted by b1(k), . . . , bν(k)(k). For all l ≤ ν(k), we place an imaginary box bl(k) inside
the box bl(k) such that a ball fallen in bl(k) is thrown in bl(k) with probability
s(k)
sl(k)
,
where sl(k) is the size of bl(k). In particular, every imaginary box has size s(k). If
#Gk < ν(k), we denote the ﬁrst ν(k) boxes by b1(k), . . . , bν(k)(k). Introduce the events
Ak = {#Gk ≥ ν(k)} and
Bk = {∀l ≤ ν(k), bl(k) contains less than j balls when the ﬁrst Pxk have been thrown} .
Conditionally on F∞ and Ak, the boxes bl(k) have size s(k) so the numbers of balls
contained in bl(k), l ≤ ν(k), when Pxk balls have been thrown are independent Poisson
variables with parameters xks(k). Therefore
P(Ak ∩Bk|F∞) ≤ P(Pxks(k) < j)ν(k).
Thus
lnP(Ak ∩ Bk|F∞) ≤ Q(j)
2
k−
1
2 ekϕ(j) lnP(Pxks(k) < j).
It can be easily seen that xks(k) tends to 0, and that, as a result,
lnP(Pxks(k) < j) ∼ −
xjks(k)
j
j!
.
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Thus there exists a constant c > 0 such that for all k ∈ Z+,
lnP(Pxks(k) < j) ≤ −2cxjks(k)j.
Finally, we get
P(Ak ∩ Bk|F∞) ≤ exp
(
−cQ(j)k− 12 ekϕ(k)xjks(k)j
)
= exp
(
−cQ(j)kju− 12
)
.
As u > 1
2j
and Q(j) > 0 a.s., we get E[
∑
1Ak∩Bk |F∞] < ∞ a.s., so
∑
1Ak∩Bk < ∞
a.s. Combined with (2.6), this proves that a.s., for all integers k suﬃciently large, there
exists an imaginary box containing at least j balls when Pxk have been thrown. As
every imaginary box is contained in a real box, Lemma 2.8 is proved.
We now deduce from Lemma 2.8 the lower bound of Hn,j.
Proof of Proposition 2.4. Let u and u′ be two real numbers such that 1
2j
< u < u′.
Deﬁne xk = ku exp(k
− ln L(j)
j
) and φk = ku
′
exp(k− ln L(j)
j
). One can show that for almost
all ω, there exists k2(ω) such that Pxk < ⌈φk−1⌉ for all k ≥ k2(ω). Applying Lemma
2.8, we deduce that if we deﬁne the event Ω0 by
Ω0 =
{
ω : there exists k3(ω) such that N⌈φk−1⌉,j(k) ≥ 1 for all k ≥ k3(ω)
}
,
then P(Ω0) = 1. The sequence (φk) is increasing and tends to inﬁnity. Let ω ∈ Ω0. Let
n be an integer large enough so that the unique integer k satisfying φk−1 < n ≤ φk is
greater than k3(ω). Because N⌈φk−1⌉,j(k) ≥ 1 and n ≥ ⌈φk−1⌉, Nn,j(k) ≥ 1, so Hn,j > k.
Moreover, as n ≤ φk,
k ≥ j− ln L(j) lnn− u
′ j
− ln L(j) ln k.
As n ≥ φk−1 ≥ exp((k − 1)− ln L(j)j ), we have: k ≤ j− ln L(j) lnn+ 1. Therefore
Hn,j > k ≥ j− ln L(j) lnn− u
′ j
− ln L(j) ln
(
j
− ln L(j) lnn+ 1
)
.
We conclude that
lim inf
n→∞
Hn,j − j− ln L(j) lnn
ln ln(n)
≥ −u′ j− ln L(j) a.s.
The fact that u′ can be chosen arbitrarily close to 1
2j
completes the proof.
The case θ∗ =∞ and α ∈ (0, 1)
In this section, we prove that Hn,nα ≥ (1 − α)C∗ lnn + o(lnn) a.s. if θ∗ = ∞ and
α ∈ (0, 1). We shall see that, like the case θ∗ <∞, the largest box plays a key role.
Proposition 2.5. We suppose that θ∗ = ∞. Let α ∈ (0, 1). With probability one, we
have:
lim inf
n→∞
Hn,nα
lnn
≥ (1− α)C∗.
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We are inspired by the proofs of Proposition 2.3 and Proposition 2.4.
Proof. Let θ, ε and ε′ be three real numbers such that
θ > 1 and 0 < ε < ε′ <
ε
α
.
Deﬁne for all k ∈ Z+
xk = exp(kε) exp
(
k
1− α
−L′(θ)
L(θ)
)
and φk = exp(kε
′) exp
(
k
1− α
−L′(θ)
L(θ)
)
.
We ﬁrst show that a.s., Nxk,φαk (k) ≥ 1 for all integers k suﬃciently large. To do so, we
consider the largest box. Even though we cannot apply Lemma 2.3, Lemma 2.2 provide
information about the size p(k) of the largest box b(k).
Let us prove the following key result: for almost all ω, there exists k0(ω) such that
Nxk,φαk (k) ≥ 1, for all k ≥ k0(ω). (2.7)
We denote by Ak the event {p(k) ≥ exp(k L
′(θ)
L(θ))
} and by Bk the event {the box b(k)
contains less than φαk balls when the ﬁrst Pxk have been thrown}. Then:
P(Ak ∩ Bk) ≤ P(Bk|Ak) ≤ P
(
P
xk exp
(
k
L′(θ)
L(θ)
) < φαk
)
.
Applying (2.5), we get:
P(Ak ∩Bk) ≤ d(1)e−k(ε−αε′).
Hence
∑
P(Ak ∩ Bk) < ∞. By the Borel-Cantelli lemma, we deduce that a.s., for all
k suﬃciently large, p(k) < exp(k L
′(θ)
L(θ)
) or the box b(k) has at least φαk balls when the
ﬁrst Pxk balls have been thrown. Now, by Lemma 2.2 (recall that θ ∈ (θ∗, θ∗) since
θ∗ =∞), we know that a.s., for all integers k suﬃciently large, p(k) ≥ exp(k L′(θ)
L(θ)
). (2.7)
is therefore proved.
Performing the same calculations as at the end of the proof of Proposition 2.3, one
ﬁnally gets:
lim inf
n→∞
Hn,nα
lnn
≥ 1
ε′ + 1
1−α
−L′(θ)
L(θ)
a.s.
The fact that ε′ can be chose arbitrarily close to 0 ensures that:
lim inf
n→∞
Hn,nα
lnn
≥ (1− α) L(θ)−L′(θ) a.s.
Taking the limit as θ goes to ∞ = θ∗, we get the result.
2.5 Study of the saturation levels
In this section, we prove Theorem 2.2. We shall assume that θ∗ = −∞ or (2.2)
holds. We ﬁrst deal with the lower bound. We shall then focus on the upper bound.
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2.5.1 Lower bound
We are inspired by the techniques developed in the previous section. Instead of
applying (2.4) as in the study of the heights, we will apply (2.5). It may explain why
there is no phase transition in the asymptotics of Gn,j (see Remark 2.5).
Proposition 2.6. Suppose that θ∗ = −∞ or (2.2) holds. Let j ≥ 1 be an integer and
α ∈ [0, 1). Then
lim inf
n→∞
Gn,jnα − (1− α) −θln L(θ) ln(n)
ln ln(n)
≥ − 1
ln L(θ)
a.s.
for every θ ∈ [θ∗, 0) if (2.2) holds, for every θ ∈ (−∞, 0) if θ∗ = −∞.
Recall that Gn,jnα > k if and only if at generation k, every box contains at least jnα
balls when n balls have been thrown. Because we want to show that Gn,jnα is bounded
from below by (1−α) −θ
ln L(θ)
lnn− r ln lnn, we take k = (1−α) −θ
ln L(θ)
lnn− r ln lnn, i.e.,
n = exp(k 1
1−α
ln L(θ)
−θ )k
s.
Proof. Let u and u′ be two real numbers such that
u > − 1
(1− α)θ and u < u
′ <
1
α
(
u+
1
θ
)
,
where the second condition reduces to u′ > u for α = 0. Deﬁne for all k ∈ N:
xk = k
u exp
(
k
1
1− α
ln L(θ)
−θ
)
and φk = k
u′ exp
(
k
1
1− α
ln L(θ)
−θ
)
.
Proceeding as usual, let us prove the following key result: for almost all ω, there exists
k0(ω) such that
Mxk,jφαk (k) = 0, for all k ≥ k0(ω). (2.8)
Let x and y be two real numbers such that y ≥ j and k ∈ N. We calculate E[Mx,y(k)|Fk].
We write
Mx,y(k) =
∑
i:|i|=k
1C(i;x)<y =
∑
i:|i|=k
1C(i;x)<⌈y⌉
Now, conditionally on Fk, (C(i; x))|i|=k are Poisson variables with parameters xpi, so
E [Mx,y(k)|Fk] =
∑
i:|i|=k
P(Pxpi < ⌈y⌉).
Applying (2.5), we get
E [Mx,y(k)|Fk] ≤ d(−θ)⌈y⌉−θ
∑
i:|i|=k
(xpi)
θ.
Now, as y ≥ j,
⌈y⌉ ≤ y + 1
y
y ≤ j + 1
j
y.
56 Chapter 2 - A phase transition for the heights of a fragmentation tree
In the notation of Lemma 2.1, we have:
E [Mx,y(k)|Fk] ≤ d′y−θxθ L(θ)kW (k)(θ),
where d′ = d(−θ)(1 + 1
j
)−θ. We ﬁnally get
E [Mx,y(k)] ≤ d′y−θxθ L(θ)k.
For x = xk and y = jφαk ≥ j, we obtain for all integers k ∈ N:
E
[Mxk,jφαk (k)] ≤ d′j−θkθ(u−u′α).
Now θ(u− u′α) < −1. As a consequence
E

∑
k∈Z+
1Mxk,jφαk (k)≥1

 ≤ E

∑
k∈Z+
Mxk,jφαk (k)

 <∞.
In particular, there is an a.s. ﬁnite number of integers k such that Mxk,jφαk (k) ≥ 1,
which proves (2.8).
Performing the same calculations as at the end of the proof of Proposition 2.3, one
ﬁnally gets:
lim inf
n→∞
Gn,jnα − (1− α) −θln L(θ) ln(n)
ln ln(n)
≥ −u′(1− α) −θ
ln L(θ)
a.s.
The fact that u′ can be chose arbitrarily close to − 1
(1−α)θ completes the proof.
Remark 2.9. Note that to deduce from Proposition 2.6 that Gn,jnα ≥ (1 − α)C∗ lnn
a.s. in the case θ∗ = −∞, one has to show that
lim
θ→−∞
−θ
ln L(θ)
= C∗.
Proof. Let ψ = lnL. The condition θ∗ = −∞ implies that C∗ = limθ→−∞− 1ψ′(θ) . As ψ
is convex, it is known that ψ(θ)−θ tends to l ∈]−∞,∞] as θ tends to −∞. We distinguish
two cases.
Either l is ﬁnite. Let g : θ 7→ ψ(θ) + lθ. g is a convex function and g(θ)
θ
tends
to 0 as θ tends to −∞. One can easily deduce that g is non-decreasing. As a result,
ψ′ ≥ −l. If l 6= 1
C∗
, then ψ′(θ) 9 −l as θ tends to −∞. Now, ψ′ is non-decreasing.
So there exists ε > 0 such that ψ′ ≥ ε − l. Let θ < 0. Then ∫ 0
θ
ψ′ ≥ (ε − l)(−θ), i.e.,
ψ(θ) + lθ ≤ ψ(0) + εθ. Dividing by −θ and taking the limit, we get ε ≤ 0, which is
absurd. We deduce that l = 1
C∗
, which means that −θ
ln L(θ)
→ C∗ as θ tends to −∞.
Or l is inﬁnite. As θ∗ = −∞, ϕ(θ) > 0 for all θ < 0, so the function θ ∈ (−∞, 0) 7→
θ
ψ(θ)
− 1
ψ′(θ)
is increasing. It is also positive. If it does not tend to 0 at −∞, then it is
bounded from below by some ε > 0. Multiplying by −ψ′(θ) > 0, we get: 1 ≥ 1− θψ′(θ)
ψ(θ)
≥
−εψ′(θ). Consequently ψ′(θ) ≥ −1
ε
and ψ(0)−ψ(θ) ≥ θ
ε
. Dividing by θ < 0, we obtain:
−ψ(θ)
θ
≤ 1
ε
− ψ(0)
θ
. Taking the limit, we have∞ ≤ 1
ε
, which is absurd. Finally, θ
ψ(θ)
− 1
ψ′(θ)
tends to 0 as θ tends to −∞. Now, by deﬁnition of C∗, ψ′(θ) tends to − 1C∗ . As a result,−θ
ψ(θ)
tends to C∗ as θ tends to −∞.
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2.5.2 Upper bound
In this section, we are interested in the upper bound of the saturation levels.
The case −∞ < θ∗ < 0 and ϕ(θ∗) = 0
We prove that Gn,jnα ≤ (1 − α)C∗ lnn + O(ln lnn) a.s. if (2.2) and (2.1) hold by
studying the smallest box, regardless of the value of j and α; there is no phase transition.
Proposition 2.7. Suppose that (2.2) and (2.1) hold. Let j ≥ 1 be an integer and
α ∈ (0, 1). Then
lim sup
n→∞
Gn,j − C∗ lnn
ln lnn
≤ 3
2 ln L(θ∗)
+
C∗
j
a.s.
and
lim sup
n→∞
Gn,jnα − (1− α)C∗ lnn
ln lnn
≤ 3
2 ln L(θ∗)
a.s.
In order to prove both inequalities simultaneously, we may suppose that α ∈ [0, 1),
the case Gn,j corresponding to Gn,jnα with α = 0.
Proof. Let γ, γ′ and γ′′ be three real numbers such that:
• γ > − 3
2θ∗
, γ′ > γ + 1
j
and γ′′ > γ′ if α = 0,
• γ > − 3
2θ∗
, γ′ > γ
1−α and γ
′ < γ′′ < γ
′−γ
α
if α > 0.
Deﬁne
xk = k
−γ′ exp
(
k
1
(1− α)C∗
)
and φk = k
−γ′′ exp
(
k
1
(1− α)C∗
)
.
Let us prove the following result: for almost all ω, there exists k0(ω) such that
Mxk,jφαk (k) ≥ 1, for all k ≥ k0(ω). (2.9)
Deﬁne p(k) = kγe−
k
C∗ . We consider an imaginary box b(k) at generation k such that
1. if 1 ≤ p(k): every ball thrown is placed in b(k).
2. if p(k) < p(k) < 1, where p(k) is the size of the smallest box b(k): every ball fallen
in b(k) is also placed in the imaginary box and every other ball is placed in b(k)
with probability
p(k)−p(k)
1−p(k) . Hence, the imaginary box has size p(k).
3. if p(k) ≤ p(k): every ball fallen in the smallest box is placed in the imaginary box
with probability p(k)
p(k)
, and no other ball is placed in b(k).
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The box b(k) has thus size p(k)∧ 1, and whenever p(k) > p(k), it contains the smallest
box. From Lemma 2.4, we know that a.s., for all integers k suﬃciently large, p(k) > p(k).
To prove (2.9), all we have to do is therefore to prove that P(lim supAk) = 0, where
the event Ak is deﬁned by
Ak = {b(k) contains at least jφαk balls when the ﬁrst Pxk balls have been thrown}.
By the Borel-Cantelli lemma, it suﬃces to show that
∑
P(Ak) <∞. Let k be an integer
suﬃciently large so that p(k) < 1. The imaginary box has then size p(k), so we have:
P(Ak) = P
(Pxkp(k) ≥ jφαk) .
We would like to apply (2.4). To do so, let p = j if α = 0 and p = 2
γ′−γ−αγ′′ > 0 if
α > 0. Note that for all integers k suﬃciently large, jφαk ≥ p. (2.4) then ensures that:
P(Ak) ≤ c(p)j−pkp(αγ′′+γ−γ′).
As p(αγ′′ + γ − γ′) < −1, ∑P(Ak) <∞, which proves (2.9).
Performing the same calculations as at the end of the proof of Proposition 2.2, one
ﬁnally gets:
lim sup
n→∞
Gn,jnα − (1− α)C∗ lnn
ln lnn
≤ γ′′(1− α)C∗ a.s.
The fact that γ′′ can be chosen arbitrarily close either to − 3
2θ∗
+ 1
j
if α = 0 or to − 3
2(1−α)θ∗
if α > 0 completes the proof.
Remark 2.10. If the assumption (2.2) holds but (2.1) does not, one can still show
that for all integers j ≥ 1 and for all real numbers α ∈ [0, 1[, with probability one,
Gn,jnα ≤ (1− α)C∗ lnn+ o(lnn). To do so, recall that Lemma 2.3 ensures that − ln p(k)k
tends to 1
C∗
a.s., and use an argument similar to that in Proposition 2.7.
The case θ∗ = −∞
In this section, we prove that Gn,jnα ≤ (1− α)C∗ lnn+ o(lnn) a.s. if θ∗ = −∞. We
shall see that, once again, the smallest box plays a key role.
Proposition 2.8. We suppose that θ∗ = −∞. Let j be a positive integer and α ∈ [0, 1).
Then
lim sup
n→∞
Gn,jnα
lnn
≤ (1− α)C∗ a.s.
We are inspired by the proof of Proposition 2.5.
Proof. Let θ, ε and ε′ be three real numbers such that
θ < 0, 0 < ε < ε′ <
ε
α
and ε′ <
1
1− α
−L′(θ)
L(θ)
.
Deﬁne for all k ∈ Z+
xk = exp(−kε) exp
(
k
1− α
−L′(θ)
L(θ)
)
and φk = exp(−kε′) exp
(
k
1− α
−L′(θ)
L(θ)
)
.
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Note that we suppose that ε′ < 1
1−α
−L′(θ)
L(θ)
so that xk and φk tend to ∞ as k tends to
∞. We ﬁrst show that a.s., Mxk,jφαk (k) ≥ 1 for all integers k suﬃciently large. To do
so, we consider the smallest box. Even though we cannot apply Lemma 2.3, Lemma 2.2
provide information about the size p(k) of the smallest box b(k).
Let us prove the following key result: for almost all ω, there exists k0(ω) such that
Mxk,jφαk (k) ≥ 1, for all k ≥ k0(ω). (2.10)
We denote by Ak the event {p(k) ≤ exp(k L
′(θ)
L(θ)
)} and by Bk the event {the box b(k)
contains at least jφαk balls when the ﬁrst Pxk have been thrown}. Then:
P(Ak ∩Bk) ≤ P(Bk|Ak) ≤ P
(
P
xk exp
(
k
L′(θ)
L(θ)
) ≥ jφαk
)
.
By Markov’s inequality, we get:
P(Ak ∩ Bk) ≤ j−1e−k(ε−αε′).
Hence
∑
P(Ak ∩Bk) <∞. By the Borel-Cantelli lemma, we deduce that a.s., for all k
suﬃciently large, p(k) > exp(k L
′(θ)
L(θ)
) or the box b(k) has less than jφαk balls when the
ﬁrst Pxk balls have been thrown. Now, by Lemma 2.2 (recall that θ ∈ (θ∗, θ∗) since
θ∗ = −∞), we know that a.s., for all integers k suﬃciently large, p(k) ≤ exp(k L
′(θ)
L(θ)
).
Finally, (2.10) is proved.
The usual calculations yield:
lim sup
n→∞
Gn,jnα
lnn
≤ 1
−ε′ + 1
1−α
−L′(θ)
L(θ)
a.s.
The fact that ε′ can be chose arbitrarily close to 0 ensures that:
lim sup
n→∞
Gn,jnα
lnn
≤ (1− α) L(θ)−L′(θ) a.s.
Taking the limit as θ goes to −∞ = θ∗, we get the result.
2.6 An explanation for the phase transition
In this section, we explain heuristically why a phase transition may occur in the
asymptotics of Hn,j but not in those of Hn,nα , Gn,j and Gn,nα . To do so, we rephrase the
setting in terms of interval-fragmentations. One can easily construct a family (F (k), k ∈
Z+) of random open subsets of (0, 1) with F (0) = (0, 1), which is nested in the sense
that F (k′) ⊆ F (k) for all k ≤ k′, and such that the set of the lengths of the interval
components of F (k) is {pi : |i| = k} for all integers k. The boxes correspond to the
interval components and the balls to a sequence (Ui)i∈N of independent random variables
uniformly distributed on (0, 1) and independent of the fragmentation F . The height
Hn,j corresponds to the least integer k such that all interval components of F (k) contain
less than j elements of the set {U1, . . . , Un}, and the saturation level Gn,j to the least
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integer k such that there exists an interval component of F (k) containing less than j
elements of the set {U1, . . . , Un}. Roughly speaking, the height Hn,j depends crucially
on the minimal length mn,j of the intervals [Uˆi, Uˆi+j−1] for 1 ≤ i ≤ n − j + 1, where
0 < Uˆ1 < · · · < Uˆn < 1 are the ordered statistics of the family (U1, . . . , Un), whereas the
saturation level Gn,j is related to the maximal length mn,j of the intervals [Uˆi, Uˆi+j] for
0 ≤ i ≤ n−j+1, where Uˆ0 = 0 and Uˆn+1 = 1. Indeed, the height Hn,j is the ﬁrst time k
when no cluster [Uˆi, Uˆi+j−1], 1 ≤ i ≤ n− j +1, of size j (in particular the smallest one)
is included in an interval component of F (k), and the saturation level Gn,j is the ﬁrst
time k when there exists a cluster [Uˆi, Uˆi+j], 0 ≤ i ≤ n − j + 1, of size j + 1 (possibly
the largest one) containing an interval component of F (k).
It is easy to show from Lemma 2.3 that if we used equidistributed points { j
n+1
: 1 ≤
j ≤ n} instead of i.i.d. uniform points, then no phase transition would occur. More
precisely, all the heights Hn,j would be equivalent to C∗ lnn a.s. Further, the heights
Hn,nα would be equivalent to (1 − α)C∗ lnn a.s. and the saturation levels Gn,jnα to
(1− α)C∗ lnn a.s.
We ﬁrst explain why the clusters of size nα behave as if the points Ui, 1 ≤ i ≤ n,
were equidistributed on (0, 1). It will follow that no phase transition occurs in the
asymptotics of Hn,nα and Gn,nα . To do so, let us ﬁrst prove that mn,nα ≥ n−1+α+o(1)
a.s. Let ε > 0. We have:
P(mn,nα ≤ n−1+α−2ε) ≤ nP(Uˆnα − Uˆ1 ≤ n−1+α−2ε).
Let (ei)i∈N be a sequence of independent exponential variables with parameters 1. Deﬁne
γk =
∑
1≤i≤k ei, for all k ≥ 1. Then we have:
(Uˆ1, . . . , Uˆn)
(d)
=
(
γ1
γn+1
, . . . ,
γn
γn+1
)
, (2.11)
so
P(Uˆnα − Uˆ1 ≤ n−1+α−2ε) = P
(
γnα − γ1
γn+1
≤ n−1+α−2ε
)
≤ P (γnα − γ1 < n1+εn−1+α−2ε)+ P (γn+1 ≥ n1+ε)
= P (Pnα−ε ≥ nα) + P (Pn1+ε ≤ n+ 1)
since the sequence (γi)i∈N has the same law as the ordered sequence of points of a
standard Poisson process. Applying Lemma 2.5 with p = 3
ε
, we have for all integers n
suﬃciently large:
P (Pnα−ε ≥ nα) + P (Pn1+ε ≤ n+ 1) ≤ (c(p) + 2pd(p))n−3.
We deduce that that for all integers n suﬃciently large, we have:
P(mn,nα ≤ n−1+α−2ε) ≤ (c(p) + 2pd(p))n−2.
Applying the Borel-Cantelli lemma and letting ε tend to 0, we easily conclude that
mn,nα ≥ n−1+α+o(1) a.s. Similar calculations yield: mn,nα ≤ n−1+α+o(1) a.s. We conclude
that the clusters of size nα essentially behave as if the points Ui, 1 ≤ i ≤ n, were equidis-
tributed on (0, 1), which explains why no phase transition occur in the asymptotics of
Hn,nα and Gn,nα .
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On the contrary, the clusters of size j behave very diﬀerently from the equidistribu-
tion case. For instance, thanks to the identiﬁcation (2.11), we may apply well-known
results on extreme values (see, e.g., [Res08]). One ﬁnds that mn,j ≈ n−
j
j−1 , so that mn,j
is much smaller than j
n
, even at a logarithmic scale. Furthermore, the larger the integer
j is, the closer these two quantities are, so that Hn,j may eventually be equivalent to
C∗ lnn a.s. if j is suﬃciently large. On the other hand, if the integer j is too small,
then Hn,j may be greater than (1 + ε)C∗ lnn + o(lnn) a.s. for some ε > 0: one has to
wait for a long time before the smallest clusters of size j are no longer included in any
interval component of the fragmentation; in that case, there is a phase transition.
Concerning the saturation level Gn,j, one gets mn,j ≈ lnnn , which diﬀers from the
equidistribution case only up to a logarithmic factor, and the impact of the latter is
asymptotically negligible. It explains why no phase transition occurs in the asymptotics
of Gn,j.

Chapter 3
Partial match queries in
two-dimensional quadtrees: a
probabilistic approach
We analyze the mean cost of the partial match queries in random two-dimensional
quadtrees. The method is based on fragmentation theory. The convergence is guar-
anteed by a coupling argument of Markov chains, whereas the value of the limit is
computed as the ﬁxed point of an integral equation.
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3.1 Introduction
Introduced by Finkel and Bentley [FB74], the quadtree structure is a comparison
based algorithm designed for retrieving multidimensional data. It is often studied in
computer science because of its numerous applications. The aim of this paper is to
study the mean cost of the so-called partial match queries in random quadtrees. This
problem was ﬁrst analyzed by Flajolet et al. [FGCR93].
Let us brieﬂy describe the discrete model. We choose to focus only on the two-
dimensional case. Let P1, . . . , Pn be n independent random variables uniformly dis-
tributed over (0, 1)2. We shall assume that the points have diﬀerent x and y coordi-
nates, an event that has probability 1. We construct iteratively a ﬁnite covering of [0, 1]2
composed of rectangles with disjoint interiors as follows. The ﬁrst point P1 divides the
original square [0, 1]2 into four closed quadrants according to the vertical and horizontal
positions of P1. By induction, a point Pk divides the quadrant in which it falls into
four quadrants according to its position in this quadrant (see Figure 3.1). Hence the
n points P1, . . . , Pn give rise to a covering of [0, 1]2 into 3n + 1 closed rectangles with
disjoint interiors that we denote by Quad(P1, . . . , Pn).
Figure 3.1: Two splittings of [0, 1]2 with resp. 8 and 100 points.
We are interested in the partial match query. As explained by Flajolet and Sedge-
wick [FS09, Example VII.23.], given x0 ∈ [0, 1], it determines the set of points Pi,
i ∈ {1, . . . , n}, with x coordinates equal to x0, regardless of the y coordinates (that
set is either empty or a singleton). Denoting the vertical segment [(x, 0), (x, 1)] by Sx,
the cost of this partial match query is measured by the number Nn(x) of rectangles of
Quad(P1, . . . , Pn) intersecting Sx minus 1 (N0(x) = 0 by convention). We shall study
the cost of a fixed query. Our main result is:
Theorem 3.1. For every x ∈ [0, 1], we have the following convergence:
n−β
∗
E
[Nn(x)] −→
n→∞
K0
(
x(1− x))β∗/2,
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where β∗ =
√
17− 3
2
and K0 =
Γ (2β∗ + 2) Γ(β∗ + 2)
2Γ3(β∗ + 1)Γ2
(
β∗
2
+ 1
) .
Flajolet et al. [FGCR93] proved the convergence in mean of the properly rescaled
cost of partial match queries when x is random with the uniform law on [0, 1] and inde-
pendent of P1, . . . , Pn. See also Chern and Hwang [CH03] for a more precise asymptotic
behavior. We shall give another proof of this result using fragmentation theory (see
Corollary 3.1 below). As a by-product of our techniques, we shall also prove in Corol-
lary 3.2 below that, when rescaled by n1−
√
2, Nn(0) converges in L2 (its convergence in
mean was obtained in [FGCR93]).
The paper is organized as follows. Section 3.2 introduces the model embedded
in continuous-time and presents the ﬁrst properties. Section 3.3 is devoted to the
link between quadtrees and fragmentation theory. Section 3.4, the most technical one,
contains the proof of the convergence at a ﬁxed point x without knowing the limit. The
identiﬁcation of the limit is done in Section 3.5 using a ﬁxed point argument for integral
equation.
3.2 Notation and first properties
In order to apply probabilistic techniques, we ﬁrst introduce a continuous-time ver-
sion of the quadtree: the points P1, . . . , Pn are replaced by the arrival points of a Poisson
point process over R+× [0, 1]2 with intensity dt⊗dxdy. All the results obtained in this
model can easily be translated into results for the discrete-time model.
3.2.1 The continuous-time model
Let Π be a Poisson point process on R+ × [0, 1]2 with intensity dt ⊗ dxdy. Let
((τi, xi, yi), i ≥ 1) be the atoms of Π ranked in the increasing order of their τ -component.
We deﬁne a process (Q(t))t≥0 with values in ﬁnite covering of [0, 1]2 by closed rectangles
with disjoint interiors as follows. We ﬁrst introduce the operation SPLIT: for every
subset R of [0, 1]2 and for every (x, y) ∈ [0, 1]2,
SPLIT(R, x, y) =
{
R∩ [0, x]× [0, y], R∩ [0, x]× [y, 1], R∩ [x, 1]× [0, y], R∩ [x, 1]× [y, 1]}.
In other words, if R is a rectangle with sides parallel to the x and y axes, then
SPLIT(R, x, y) is the set of the four quadrants in R determined by the point (x, y).
We may now recursively deﬁne the process (Q(t))t≥0. Let τ0 = 0. For every t ∈ [0, τ1),
deﬁne Q(t) = {[0, 1]2}, and for every t ∈ [τi, τi+1), denoting by R the only element (if
any) of Q(τi−1) such that (xi, yi) is in the interior of the rectangle R, let
Q(t) = SPLIT(R, xi, yi) ∪Q(τi−1) \ {R}.
Observe that a.s., for every i ∈ Z+, there indeed exists a unique rectangle of Q(τi) such
that (xi+1, yi+1) is in its interior, hence the process (Q(t))t≥0 is well deﬁned up to an
event of zero probability. In the sequel we shall assume that the points of Π always fall
in the interior of some rectangle of (Q(t))t≥0. As explained in the introduction, we are
66 Chapter 3 - Partial match queries in two-dimensional quadtrees
interested in the number of rectangles of Q(t) intersecting the segment Sx, speciﬁcally
we set:
Nt(x) = #
{
R ∈ Q(t) : R ∩ Sx 6= ∅
}− 1,
so that Nt(x) = 0 for every 0 ≤ t < τ1. Recalling that τn is the arrival time of the n-th
point of Π, Q(τn) has the same distribution as the random variable Quad(P1, . . . , Pn)
of the introduction. In particular, for every (n, x) ∈ N× [0, 1], we have Nτn(x) = Nn(x)
in distribution.
3.2.2 Main equations
Let x ∈ [0, 1]. We denote by A the set of words over the alphabet {0, 1},
A =
⋃
n≥0
{0, 1}n,
where by convention {0, 1}0 = {∅}. Thus, if u ∈ A, u is either ∅ or a ﬁnite sequence
of 0 and 1. If u and v are elements of A then uv denotes the concatenation of the
two words u and v. We label the rectangles appearing in (Q(t))t≥0 whose intersection
with the segment Sx is non-empty by elements of A according to the following rule.
By convention R
∅
(x) is the unit square [0, 1]2. The ﬁrst point (τ1, x1, y1) of Π splits
[0, 1]2 into four rectangles, a.s. only two of them intersect Sx, we denote the bottom
rectangle by R0(x) and the top one by R1(x). Inductively, for every u ∈ A, a point of
Π eventually falls into Ru(x), dividing it into four rectangles. Almost surely, only two
of them intersect Sx, denote the bottom one by Ru0(x) and the top one by Ru1(x). For
u ∈ A, we denote the minimal (resp. maximal) horizontal coordinate of Ru(x) by Gu(x)
(resp. Du(x)), and deﬁne the place of x in Ru(x) to be
Xu(x) =
x−Gu(x)
Du(x)−Gu(x) .
If u 6= ∅, we denote the parent of u by ←−u which is the word u without its last letter.
We write Mu(x) for the ratio of the (two-dimensional) Lebesgue measure Leb(Ru(x))
of Ru(x) by the measure of R←−u (x),
Mu(x) =
Leb
(
Ru(x)
)
Leb
(
R←−u (x)
) .
We also set for all x ∈ [0, 1], M∅(x) = 1. For u ∈ {0, 1} and t ≥ 0, we introduce the
“subquadtree” Qu,x(t) = {R ∈ Q(t+ τ1) : R ⊂ Ru(x)}. Then, for every t ≥ 0, one has:
Nt(x) = 1t≥τ1 + 1t≥τ1
∑
u∈{0,1}
(
#
{
R ∈ Qu,x(t− τ1) : R ∩ Sx 6= ∅
}− 1). (3.1)
If R is a rectangle with sides parallel to the x and y axes, we denote by ΦR : R2 → R2
the only aﬃne transformation that maps the bottom left vertex ofR to (0, 0), the bottom
right vertex of R to (1, 0) and the up left vertex of R to (0, 1). It should be plain from
properties of Poisson point measures that, conditionally on (Mu(x), Xu(x), Ru(x)), the
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process (ΦRu(x)(Qu,x(t)))t≥0 has the same distribution as the process (Q˜(Mu(x)t))t≥0,
where Q˜ is an independent copy of Q. In particular, conditionally on (Mu(x), Xu(x)),
the number of rectangles in Qu,x that intersect Sx (minus 1), viewed as a process of t,
has the same distribution as the process (N˜Mu(x)t(Xu(x)))t≥0 where N˜ is deﬁned from
Q˜ is the same way as N is deﬁned from Q. Since M0(x) and M1(x) have the same
distribution, (3.1) yields
E [Nt(x)] = P(t ≥ τ1) + 2E
[
N˜M0(x)(t−τ1)(X0(x))
]
, (3.2)
with the convention N˜t(x) = 0 whenever t < 0. More generally, if we write zk ∈ A for
zk = 0 . . . 0 repeated k times, then for every positive integer k,
E [Nt(x)] = gk(t) + 2
k
E
[
N˜Mz1 (x)...Mzk (x)t−Fk(Xzk(x))
]
, (3.3)
where gk is a function such that 0 ≤ gk ≤ 2k − 1 and Fk is a nonnegative random
variable deﬁned by
Fk =
k∑
i=1
τ˜i
k∏
j=i
Mzj(x),
with (τ˜i)i≥1 a sequence of independent exponential variables with parameter 1.
We now compute the joint distribution of (M0(x), X0(x)) which will be of great use
throughout this work. If f is a nonnegative measurable function, easy calculations yield
E
[
f
(
M0(x), X0(x)
)]
=
∫ 1
0
du
∫ 1
0
dv
(
1x<uf
(
uv,
x
u
)
+ 1x>uf
(
(1− u)v, x− u
1− u
))
=
∫ 1
x
dy
y
∫ x
y
0
dmf(m, y) +
∫ x
0
dy
1− y
∫ 1−x
1−y
0
dmf(m, y) (3.4)
=
∫ x
0
dm
∫ 1
x
dy
y
f(m, y) +
∫ 1
x
dm
∫ x
m
x
dy
y
f(m, y)
+
∫ 1−x
0
dm
∫ x
0
dy
1− yf(m, y) +
∫ 1
1−x
dm
∫ x
1− 1−x
m
dy
1− yf(m, y). (3.5)
3.2.3 Depoissonization
The following lemma contains a large deviations argument that will enable us to
shift results from the continuous-time model to the discrete-time one.
Lemma 3.1. For every ε > 0, we have
E
[
sup
x∈[0,1]
∣∣Nτn(x)−Nn(x)∣∣21τn /∈[n(1−ε),n(1+ε)]
]
−→
n→∞
0.
68 Chapter 3 - Partial match queries in two-dimensional quadtrees
Proof. Note that for every x ∈ [0, 1], t 7→ Nt(x) is non-decreasing and that Nt(x) is at
most the number of points fallen so far: Nt(x) ≤ max {i ∈ Z+ : τi ≤ t}. In particular
Nτn(x) ≤ n, thus we have
sup
x∈[0,1]
∣∣Nτn(x)−Nn(x)∣∣21τn>n(1+ε) ≤ n21τn>n(1+ε).
A large deviations argument ensures that n2P(τn > n(1+ ε)) tends to 0 as n→∞. On
the other hand, applying the Cauchy-Schwarz inequality, we obtain
E
[
sup
x∈[0,1]
∣∣Nτn(x)−Nn(x)∣∣21τn<n(1−ε)
]
≤
√
E [(max {i ∈ Z+ : τi ≤ n})4]
√
P
(
τn < n(1− ε)
)
.
As E[(max{i ∈ Z+ : τi ≤ n})4] = O(n4), large deviations ensure that the quantity in
the right-hand side tends to 0 as n→∞. Finally, Lemma 3.1 is proved.
3.3 Particular cases and fragmentation theory
We give below the deﬁnition of a particular case of fragmentation process. For more
details, we refer the reader to [Ber06, pages 6-65]. Let ν be a probability measure
on {(s1, s2) : s1 ≥ s2 > 0 and s1 + s2 ≤ 1}. A self-similar fragmentation (Ft)t≥0
with dislocation measure ν and index of self-similarity 1 is a Markov process with
values in the set S↓ = {(s1, s2, . . . ) : s1 ≥ s2 ≥ · · · ≥ 0 and
∑
i si ≤ 1} describing
the evolution of the masses of particles that undergo fragmentation. The process is
informally characterized as follows: if at time t we have F (t) = (s1(t), s2(t), . . . ),
then for every i ≥ 1, the i-th “particle” of mass si(t) lives an exponential time with
parameter si(t) before splitting into two particles of masses r1si(t) and r2si(t), where
(r1, r2) has been sampled from ν independently of the past and of the other particles.
In other words, each particle undergoes a self-similar fragmentation with time rescaled
by its mass. In the next section we establish a link between fragmentation theory and
the process Nt(U), where U is a r.v. uniformly distributed over [0, 1] and independent
of (Q(t))t≥0. This connection will provide a new proof of a result of [FGCR93] and
[CH03]. See also [CLG11] for another recent application of fragmentation theory to a
combinatorial problem where the exponent
√
17−3
2
appears.
3.3.1 The uniform case
We consider here the case where the point x is chosen at random uniformly over
[0, 1] and independently of (Q(t))t≥0.
Proposition 3.1. Let U be a random variable uniformly distributed over [0, 1] and in-
dependent of the quadtree (Q(t))t≥0. Let u ∈ A and denote by u0 = ∅, u1, . . . , uk = u its
ancestors. Then Xu(U) is uniform over [0, 1] and independent of (Mu1(U), . . . ,Muk(U)),
which is a sequence of independent random variables all having density 2(1−m)1m∈[0,1].
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Proof. We prove Proposition 3.1 by induction on k. Let u ∈ A. Denote by u0 =
∅, u1, . . . , uk = u its ancestors. Integrating (3.4) for x ∈ [0, 1], we deduce that for every
v ∈ {0, 1}, Xv(U) and Mv(U) are independent and distributed according to
1u∈[0,1]du⊗ 1m∈[0,1]2(1−m)dm. (3.6)
Recalling that Qu1,U(t) = {R ∈ Q(t + τ1) : R ⊂ Ru1(U)}, conditionally on (Xu1(U),
Mu1(U)), the process ΦRu1 (U)(Qu1,U) has the same distribution as (Q˜(Mu1(U)t))t≥0,
where Q˜ is an independent copy of Q. Since Xu1(U) is uniform over [0, 1], we deduce by
induction on the subquadtree Qu1,U that Xu(U) is uniform over [0, 1] and independent
of (Mu2(U), . . . ,Muk(U)) which is a sequence of independent r.v. all having density
2(1−m)1m∈[0,1]. Furthermore it is easy to see that
E
[
(Xui(U),Mui(U))2≤i≤k
∣∣(Xu1(U),Mu1(U))] = E[(Xui(U),Mui(U))2≤i≤k∣∣Xu1(U)].
Hence by (3.6), Xu(U) is also independent of Mu1(U).
Letting m(t) = E[Nt(U)], (recall that when t < 0, Nt(x) = 0 for all x ∈ [0, 1])
equation (3.2) becomes
m(t) = P(t ≥ τ1) + 2E
[
m(M(t− τ1))
]
, (3.7)
where M is independent of τ1 and has density 2(1−m)1m∈[0,1].
Proposition 3.2. Let U be uniform over [0, 1] and independent of (Q(t))t≥0. We have
the following convergence
lim
t→∞
t−β
∗
E
[
Nt(U)
]
=
Γ(2(β∗ + 1))
2Γ3(β∗ + 1)
, where β∗ =
√
17− 3
2
.
Proof. We consider an auxiliary fragmentation process (Ft)t≥0 with index of self-similarity
1 and dislocation probability measure ν given by∫
ν(ds1, ds2)f(s1, s2) = E
[
f
(
M1(U) ∨M0(U),M1(U) ∧M0(U)
)]
.
In other words, the dislocation measure is given by the law of the decreasing ordering
of {M0(U),M1(U)}. More precisely (Ft)t≥0 takes its values in S↓ and satisﬁes the
following equation in distribution which completely characterizes its law:
(Ft)
(d)
=
(
(1t<τ ) +˙
(
1t≥τM0(U) ·F (0)M0(U)(t−τ)
)
t≥0
+˙
(
1t≥τM1(U) ·F (1)M1(U)(t−τ)
)
t≥0
)↓
,
with (F (0)t )t≥0 and (F
(1)
t )t≥0 two independent copies of (Ft)t≥0 also independent of
(M0(U),M1(U), τ) and τ an independent exponential variable with parameter 1. The
symbol +˙ means concatenation of sequences and (.)↓ is the decreasing reordering (and
erasing of zeros). Then, it is straightforward to see that the expectation of the number
#Ft of fragments of Ft minus 1 satisﬁes the same equation as E[Nt(U)], namely letting
m(t) = E[#Ft − 1] for t ≥ 0, and m(t) = 0 for t < 0 we have
m(t) = P(t ≥ τ1) + 2E
[
m(M(t− τ1))
]
, (3.8)
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where M is independent of τ1 and has density 2(1−m)1m∈[0,1]. By (3.7) and (3.8), the
functions m and m satisfy the same integral equation,
f(t) = 1− e−t + 2
∫ 1
0
dm 2(1−m)
∫ t
0
ds e−sf
(
m(t− s)).
Diﬀerentiating with respect to t, we see that both m and m are solutions of the Cauchy
problem for the integro-diﬀerential equation
 ∂tf(t) = 1− f(t) +
∫ 1
0
dm 2(1−m)f(mt),
f(0) = 0.
Uniqueness of solution of this kind of integro-diﬀerential equation is known, see e.g.
[IL97]. We deduce that for every t ≥ 0, m(t) = m(t). We now focus on m(t). Following
[BG04, Section 3], we let for every β > 0, ψ(β) = 1 − ∫ ν(ds1, ds2)(sβ1 + sβ2 ). An easy
calculation yields:
ψ(β) =
β2 + 3β − 2
(β + 1)(β + 2)
.
In particular the Malthusian exponent associated to ν, which is characterized by ψ(β) =
0 (see [Ber06, Section 1.2.2]), is
β∗ =
√
17− 3
2
.
Applying [BG04, Theorem 1], we get:
lim
t→∞
t−β
∗
E[#Ft]
=
Γ(1− β∗)
β∗
4
2β∗ + 3
∞∏
k=1
(
1− β
∗
k
)(
1− β
∗
k +
√
17
)(
1 +
β∗
k + 1
)(
1 +
β∗
k + 2
)
.
Finally, we use the Weierstrass identity for the gamma function: for every complex
number z ∈ C \ Z−,
Γ(z + 1) = e−γz
∞∏
k=1
(
1 +
z
k
)−1
ez/k,
where γ is the Euler–Mascheroni constant. We conclude that
lim
t→∞
t−β
∗
E[Nt(U)] =
4
β∗(2β∗ + 3)
Γ(
√
17 + 1)
Γ(
√
17− β∗ + 1)
1
Γ2(β∗ + 2)
1
1 + β∗/2
=
Γ(2(β∗ + 1))
2Γ3(β∗ + 1)
,
which completes the proof of the proposition.
Remark 3.1. One can derive the following equality in distribution from (3.1):
Nt(U)
(d)
= 1τ1≤t +N
(0)
M0(U)(t−τ1)
(
X0(U)
)
+N
(1)
M1(U)(t−τ1)
(
X1(U)
)
,
where (N (0)t )t≥0 and (N
(1)
t )t≥0 are independent copies of the process (Nt)t≥0. We have
already noticed that X0(U) and X1(U) are also uniform and independent of (N
(0)
t )t≥0,
of (N (1)t )t≥0 and of (M0(U),M1(U)). If X0(U) and X1(U) were independent, then Nt(U)
would satisfy the same distributional equation as (#Ft − 1)t≥0. However, this is not
the case since we have X0(U) = X1(U). This explains why we had to work with
expectations.
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Corollary 3.1 ([FGCR93], [CH03]). We have
lim
n→∞
n−β
∗
E
[Nn(U)] = Γ(2(β∗ + 1))
2Γ3(β∗ + 1)
.
Proof. This is a straightforward application of Lemma 3.1 and Proposition 3.2.
Remark 3.2. Observe that Chern and Hwang [CH03] obtained a more precise asymp-
totic behavior of E[Nn(U)]. They proved that
E
[Nn(U)] = Γ(2(β∗ + 1))
2Γ3(β∗ + 1)
nβ
∗
+O(1).
3.3.2 Case x = 0
As a further example of the connection with fragmentation theory, we derive asymp-
totics properties for Nt(0). In this case, the sequence of the areas of the rectangles
crossed by S0 is a fragmentation process, enabling us to state a convergence of Nt(0),
once rescaled, in L2. A convergence in mean has already been obtained in [FGCR93,
Theorem 6] and [FLLS95].
Theorem 3.2. The random variable
Mt =
∑
u∈A
Leb
(
Ru(0)
)√2−1
1Ru(0)∈Q(t), t ≥ 0,
is a uniformly integrable martingale which converges almost surely to M∞ as t → ∞.
The distribution of M∞ is characterized by
E[M∞] = 1 and M∞
(d)
= M0(0)
√
2−1M(0)∞ +M1(0)
√
2−1M(1)∞ , (3.9)
where M
(0)
∞ and M
(1)
∞ are two independent copies of M∞ also independent of (M0(0),
M1(0)). Furthermore, we have the following convergence in L
2:
t1−
√
2Nt(0) −→
t→∞
Γ(2
√
2)√
2Γ3(
√
2)
M∞.
Proof. It is easy to check from properties of Poisson measures that the rearrangement
in decreasing order of the masses of the rectangles living at time t and intersecting S0,(
Leb
(
Ru(0)
)
1Ru(0)∈Q(t)
)↓
t≥0
,
is a self-similar fragmentation with index 1 and dislocation probability measure given
by the decreasing ordering of {M0(0),M1(0)}. As in the proof of Proposition 3.2, we
introduce for every β > 0, Ψ(β) = 1− E[M0(0)β +M1(0)β], which is easily computed:
Ψ(β) =
(β + 1)2 − 2
(β + 1)2
.
Thus the Malthusian exponent p∗ of this fragmentation satisfying Ψ(p∗) = 0 is
p∗ =
√
2− 1.
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The ﬁrst two points of the theorem follow from classical results of fragmentation theory,
see [Ber06, Theorem 1.1]. We refer to [Liu97] for the characterization of the law of M∞
via the distributional equation (3.9) and to [Liu01] for some of its properties. The
last point comes from [BG04, Corollary 6] and the Weierstrass identity for the gamma
function used in a similar manner as in the proof of Proposition 3.2.
Corollary 3.2. We have the following convergence in L2:
n1−
√
2Nτn(0) −→
n→∞
Γ(2
√
2)√
2Γ3(
√
2)
M∞.
Proof. This proposition easily derives from Lemma 3.1 and Theorem 3.2.
Remark 3.3. Observe that Corollary 3.2 implies the following convergence in distri-
bution:
n1−
√
2Nn(0) −→
n→∞
Γ(2
√
2)√
2Γ3(
√
2)
M∞.
Remark 3.4. It is worthwhile to notice that the behavior of the cost of the partial
match query in the case x = 0 is drastically diﬀerent from its behavior in the case when
x is uniform or x is ﬁxed in (0, 1) (see Theorem 3.1 and Proposition 3.2).
3.3.3 An a priori uniform bound
This section is devoted to the proof of an a priori uniform bound on s−β
∗
E[Ns(x)]
over (x, s) ∈ (0, 1)× (0,∞) that will be useful in many places.
Lemma 3.2. There exists C <∞ such that
sup
x∈(0,1)
sup
s>0
E
[
s−β
∗
Ns(x)
]
≤ C. (3.10)
Proof. As a ﬁrst step, we start by proving that there exists C1 <∞ such that for every
x ∈ (0, 1),
sup
s>0
E
[
s−β
∗
Ns(x)
]
≤ C1
x ∧ (1− x) . (3.11)
Combining (3.2) with the densities computed in (3.4), we deduce that for every x ∈ (0, 1)
t−β
∗
E[Nt(x)] = t
−β∗
P(t ≥ τ1) + 2
(∫ 1
x
dy
y
∫ x
y
0
dmE
[
t−β
∗
Nm(t−τ1)(y)
]
+
∫ x
0
dy
1− y
∫ 1−x
1−y
0
dmE
[
t−β
∗
Nm(t−τ1)(y)
])
. (3.12)
By the monotonicity of t 7→ Nt(x) we have E
[
t−β
∗
Nm(t−τ1)(y)
] ≤ E [t−β∗Nt(y)]. Fur-
thermore, recalling that β∗ < 1, there exists a constant C ′ such that for every t > 0,
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t−β
∗
P(t ≥ τ1) ≤ C ′. Hence
t−β
∗
E[Nt(x)] ≤ C ′ + 2
(∫ 1
x
xdy
y2
E
[
t−β
∗
Nt(y)
]
+
∫ x
0
(1− x)dy
(1− y)2 E
[
t−β
∗
Nt(y)
])
≤ C ′ + 2
x ∧ (1− x)
∫ 1
0
dyE
[
t−β
∗
Nt(y)
]
= C ′ +
2
x ∧ (1− x)E
[
t−β
∗
Nt(U)
]
.
It has been shown in Proposition 3.2 that E
[
t−β
∗
Nt(U)
]
has a ﬁnite limit as t → ∞,
and for every t > 0, E [Nt(U)] ≤ t. Thus the quantity E
[
t−β
∗
Nt(U)
]
is bounded over
(0,∞). The inequality (3.11) follows from these considerations.
Introducing S(x) = sups>0 s
−β∗
E[Ns(x)] for every x ∈ [0, 1], we have just shown
that S(x) ≤ C1(x ∧ (1− x))−1. Using (3.12), we have for every x ∈ (1/2, 1):
S(x) = sup
t>0
{
t−β
∗
P(t ≥ τ1) + 2
(∫ 1
x
dy
y
∫ x
y
0
dmE
[
t−β
∗
Nm(t−τ1)(y)
]
+
∫ x
0
dy
1− y
∫ 1−x
1−y
0
dmE
[
t−β
∗
Nm(t−τ1)(y)
])}
≤ C ′ + 2 sup
t>0
{∫ 1
x
dy
y
∫ 1
0
dmE
[
t−β
∗
Nt(y)
]
+
∫ 1/2
0
dy
1− y
∫ 1
0
dmE
[
t−β
∗
Nt(y)
]}
+2 sup
t>0
∫ x
1/2
dy
1− y
∫ 1−x
1−y
0
dmmβ
∗
E
[
(mt)−β
∗
Nmt(y)
]
≤ C ′ + 8 sup
t>0
∫ 1
0
dyE
[
t−β
∗
Nt(y)
]
+ 2
∫ x
1/2
dy
1− y
∫ 1−x
1−y
0
dmmβ
∗
S(y)
≤ C2 + 2
β∗ + 1
(1− x)β∗+1
∫ x
1/2
dy
1
(1− y)β∗+2S(y). (3.13)
Let us show that this implies that for every x ∈ (0, 1), S(x) ≤ 100C2. Arguing by
contradiction, suppose that there exists a ∈ (1/2, 1) such that S(a) > 100C2. Let S =
supx∈[1/2,a] S(x). By (3.11), S is ﬁnite; there exists b ∈ [1/2, a] such that S(b) ≥ 0.9S.
In particular, S(b) ≥ 0.9 supx∈[1/2,b] S(x) and S(b) > 90C2. Applying (3.13) at b, we get
S(b) ≤ 90−1S(b) + 2
β∗ + 1
(1− b)β∗+1
∫ b
1/2
dy
1
(1− y)β∗+20.9
−1S(b)
≤ 90−1S(b) + 2 · 0.9
−1
(β∗ + 1)2
S(b),
leading to a contradiction since (β∗ + 1)2 > 2·0.9
−1
1−90−1 . Finally, S(x) ≤ 100C2 for every
x ∈ (0, 1).
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3.4 The convergence at fixed x ∈ (0, 1)
We prove in this section that when x ∈ [0, 1] is ﬁxed, t−β∗E[Nt(x)] admits a ﬁnite
limit as t → ∞. The results of the preceding section do not directly apply since the
place X0(x) of x in the rectangle R0(x) highly depends on x. Recall notation zk for the
word composed of k zeros 0 . . . 0 ∈ A. The guiding idea is that the splittings tend to
make Xzk(x) uniform and independent of Mzk(x).
3.4.1 A key Markov chain
Fix x ∈ (0, 1). To simplify notation, for every k ≥ 1, we write Xk for Xzk(x)
and Mk for Mzk(x). We shall focus on the process (Xk,Mk)k≥0, which is obviously a
homogeneous Markov chain starting from (x, 1) whose transition probability is given by
(3.4) or (3.5). Let k ≥ 1. We denote by Fk the ﬁltration generated by (Xi,Mi)1≤i≤k.
It is easy to see that the transition probability only depends on Xk, that is
E
[
(Xk+i,Mk+i)i≥1|Fk
]
= E
[
(Xk+i,Mk+i)i≥1|Xk
]
.
Proposition 3.1. Fix x ∈ (0, 1). There exists a coupling of the chain (Xk,Mk)k≥0 with
a random time T ∈ Z+ such that for any k ≥ 0, conditionally on {T ≤ k}, the r.v. Xk
is uniformly distributed over [0, 1], independent of (Mi)1≤i≤k and of T . Furthermore,
we have
E
[
1.15T
]
< +∞.
Proof. For any k ≥ 1 we consider the event
Ek = {Mk < Xk−1 ∧ (1−Xk−1)} .
Using the explicit densities (3.4) and (3.5), one sees that conditionally on Fk−1 and on
the event Ek of probability −(Xk−1 ∧ (1 −Xk−1)) ln(Xk−1(1 −Xk−1)), the conditional
distribution of Xk is
1
− ln (Xk−1(1−Xk−1))
(
1
1− y1y∈(0,Xk−1) +
1
y
1y∈(Xk−1,1)
)
dy.
In particular, conditionally on Ek and Fk−1, the variable Xk is independent of Mk and
has a density bounded from below by −1/ ln(Xk−1(1−Xk−1)). Thus, we can construct
simultaneously with (Xk,Mk)k≥0 a sequence of random variables (Bk)k≥0 ∈ {0, 1}Z+ as
follows. Suppose that we have constructed (Xi,Mi, Bi)0≤i≤k−1. Then independently of
Fk−1, toss a Bernoulli variable of parameter −(Xk−1 ∧ (1−Xk−1)) ln(Xk−1(1−Xk−1)).
If 0 comes out, we consider that we are on the event Eck, then put Bk = 0 and sample
(Xk,Mk) with the conditional distribution on Eck and Fk−1. If 1 comes out, we consider
that we are on the event Ek and we proceed to the following.
1. First sample Mk from its distribution conditionally on Ek and Fk−1.
2. Then independently of Mk, toss a Bernoulli variable Bk of parameter
1
− ln(Xk−1(1−Xk−1) .
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If Bk = 1, sample Xk uniformly from [0, 1] and independently of (M1, . . . ,Mk).
Otherwise, sample Xk with density
1
− ln (Xk−1(1−Xk−1))− 1
((
1
1− y − 1
)
1y∈(0,Xk−1) +
(
1
y
− 1
)
1y∈(Xk−1,1)
)
dy,
independently of (M1, . . . ,Mk).
The device provides us with a Markov chain (Xk,Mk, Bk)k≥0 such that the ﬁrst two
coordinates have the law of the process introduced before Proposition 3.1. We then let
T = inf{k ≥ 0, Bk = 1}.
By deﬁnition of T , the random variable XT is sampled uniformly over [0, 1] and inde-
pendently of (M1, . . . ,MT ). We deduce that the process (XT+i,MT+i)i≥1 has the same
distribution as the process (Xzk(U),Mzk(U))k≥1 deﬁned in Proposition 3.1, hence an
easy adaptation of Proposition 3.1 shows that for every positive integer i, XT+i is uni-
formly distributed over [0, 1] independent of (M1, . . . ,MT+i) and of T . This proves the
ﬁrst part of Proposition 3.1.
For the second part, we need to evaluate the tail of the random time T . We introduce
the following variation. Let (Xˆk)k≥0 be a Markov chain with space state (0, 1) ∪ {∂},
where ∂ is a cemetery point. Informally, this chain is the chain (Xk) until we reach
the time T , then it is killed and sent to the cemetery point. Thanks to the calculation
presented at the beginning of the proof, it should be clear that given Xk−1 and condi-
tionally on {T ≥ k−1}, the probability of the event {T = k} is Xk−1∧(1−Xk−1). Thus
the transition probability for the chain (Xˆk) is deﬁned as follows: for every x ∈ (0, 1),
p(x, dy) = x ∧ (1− x)δ∂ +
(
1− x
(1− y)21y∈(0,x) +
x
y2
1y∈(x,1) − x ∧ (1− x)
)
dy,
and p(∂, dy) = δ∂ . By construction of this chain, the stopping time Tˆ = inf{k ≥ 1 :
Xˆk = ∂} has the same distribution as T . In order to estimate Tˆ , we deﬁne the following
potential function V : (0, 1) ∪ {∂} → [1,∞]:
V (x) = 1x=∂ +
10√
x
1x∈(0,1/2) +
10√
1− x1x∈[1/2,1).
Then one can show that for every x ∈ (0, 1) ∪ {∂},∫
p(x, dy)V (y) ≤ 0.85V (x) + 1{∂}(x),
so that [MT09, Theorem 15.2.5] may be applied: there exists ε > 0 such that for all
x ∈ (0, 1),
E

Tˆ−1∑
k=0
V
(
Xˆk
)
1.15k

 ≤ ε−11.15−1V (x),
from which we deduce that
E
[
1.15Tˆ
]
<∞
(note that the last quantity is not uniformly bounded for x ∈ (0, 1)). This completes
the proof of Proposition 3.1.
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In the remaining part of this section, x is ﬁxed in (0, 1). Coming back to (3.3) and
writing Mk =M1M2 . . .Mk for the Lebesgue measure of Rzk(x), we have
t−β
∗
E [Nt(x)]
= t−β
∗
(
gk(t) + 2
k
E
[
N˜Mkt−Fk(Xk)1T>k
]
+ 2kE
[
N˜Mkt−Fk(Xk)1T≤k
] )
. (3.14)
We shall treat separately the last two terms of (3.14).
3.4.2 Study of t−β
∗
2kE[N˜Mkt−Fk(Xk)1T>k]
We shall see that t−β
∗
2kE[N˜Mkt−Fk(Xk)1T>k] is arbitrarily small uniformly in t pro-
vided that the integer k is chosen large enough. Observe
t−β
∗
2kE
[
N˜Mkt−Fk(Xk)1T>k
]
≤ t−β∗2kE[N˜Mkt(Xk)1T>k]
= 2kE
[
M
β∗
k (Mkt)
−β∗N˜Mkt(Xk)1T>k
]
= 2kE
[
M
β∗
k 1T>kE
[
(Mkt)
−β∗N˜Mkt(Xk)
∣∣∣ σ(Mk, Xk, T )]] .
Letting φ be the map (s, u) 7→ E[s−β∗Ns(u)], we have:
t−β
∗
2kE
[
N˜Mkt−Fk(Xk)1T>k
] ≤ 2kE [Mβ∗k 1T>kφ(Mkt,Xk)] .
Thanks to (3.10), φ ≤ C, so that the quantity in the last display is at most
C2kE
[
M
β∗
k 1T>k
]
.
Hölder’s inequality yields for every p > 1
C2kE
[
M
β∗
k 1T>k
]
≤ C2kE
[
M
β∗p
k
]1/p
E [1T>k]
1−1/p .
The last term is easily treated, by Markov’s inequality we have
E [1T>k] ≤ 1.15−kE[1.15T ].
Concerning E[M
β∗p
k ] we have
E
[
M
β∗p
k
]
≤ E [Mz2(x)β∗p . . .Mzk(x)β∗p]
=
∫ 1
0
f (x)(y)dyE
[
Mz1(y)
β∗p . . .Mzk−1(y)
β∗p
]
,
where f (x) is the density of X1 under P. It is easy to see from (3.4) that f (x) is bounded
from above by (x ∧ (1− x))−1. Hence
E
[
M
β∗p
k
]
≤ 1
x ∧ (1− x)
∫ 1
0
dyE
[
Mk−1(y)β
∗p
]
.
3.4 - The convergence at fixed x ∈ (0, 1) 77
Recall from Proposition 3.1 that when x = U is uniform over [0, 1] and independent
of (Q(t))t≥0, then Mz1(U), . . . ,Mzk(U) are independent and distributed according to
1m∈[0,1]2(1−m)dm. In particular
E
[
M0(U)
β∗p
]
=
2
(β∗p+ 1)(β∗p+ 2)
and thus ∫ 1
0
dyE
[
Mk−1(y)β
∗p
]
=
(
2
(β∗p+ 1)(β∗p+ 2)
)k−1
.
Gathering all these estimates, we obtain
t−β
∗
2kE
[
NMkt−Fk(Xk)1T>k
]
≤ C2k
(
1
x ∧ (1− x)
)1/p(
2
(β∗p+ 1)(β∗p+ 2)
)(k−1)/p
E
[
1.15T
]1−1/p
1.15−k(1−1/p)
= Kp,x
(
2
{
2
(β∗p+ 1)(β∗p+ 2)
}1/p
1.151/p−1
)k
,
where Kp,x is a constant that only depends on p and x but not on k. Now, one can
easily prove that for p > 1 suﬃciently close to 1, the term in the curly brackets in the
last display becomes strictly less than 1. Consequently, letting ε > 0 ﬁxed, there exists
an integer k suﬃciently large such that for every t > 0,
t−β
∗
2kE
[
NMkt−Fk(Xk)1T>k
] ≤ ε. (3.15)
3.4.3 Conclusion
Observe that we have for every t > 0
t−β
∗
2kE
[
N˜Mkt−Fk(Xk)1T≤k
]
= 2kE
[
1T≤kE
[
t−β
∗
N˜Mkt−Fk(Xk)
∣∣∣ σ(Mk, Fk, T )]]
= 2kE
[
1T≤k(Mk − t−1Fk)β∗+ E
[
(Mkt− Fk)−β∗+ N˜Mkt−Fk(Xk)
∣∣∣ σ(Mk, Fk, T )]] ,
where y+ denotes y ∨ 0. By Proposition 3.1, on the event {T ≤ k}, the r.v. Xk is
uniformly distributed over [0, 1] and independent of M1, . . . ,Mk thus of Mk. It is also
independent of Fk and T . Hence, letting θ be the map s 7→ E[s−β∗+ Ns(U)], where U is
a random variable uniformly distributed on (0, 1) independent of N , we have:
t−β
∗
2kE
[
N˜Mkt−Fk(Xk)1T≤k
]
= 2kE
[
1T≤k(Mk − t−1Fk)β∗+ θ(Mkt− Fk)
]
.
Applying Proposition 3.2, θ(Mkt− Fk) a.s. tends to a ﬁnite limit as t→∞. Hence by
dominated convergence t−β
∗
2kE
[
NMkt−Fk(Xk)1T≤k
]
has a ﬁnite limit as t → ∞. We
deduce from this fact, (3.14) and (3.15) that
lim sup
t→∞
t−β
∗
E [Nt(x)]− lim inf
t→∞
t−β
∗
E [Nt(x)] ≤ ε.
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Since that inequality holds for every ε > 0, t−β
∗
E[Nt(x)] has a ﬁnite limit as t → ∞
which we denote by n∞(x):
n∞(x) = lim
t→∞
t−β
∗
E
[
Nt(x)
]
.
3.5 Identifying the limit
In this section, we show that x 7→ n∞(x) is proportional to x 7→ (x(1 − x))β∗/2
using a ﬁxed point argument for integral equation (see also [CLG11, Section 4.1] for a
similar application) . The normalizing constant will come from the L1-norm of x 7→
(x(1− x))β∗/2 and the constant of Proposition 3.2.
Combining (3.2) with the densities computed in (3.4), we deduce that
t−β
∗
E[Nt(x)] = t
−β∗
P(t ≥ τ1) + 2
(∫ 1
x
dy
y
∫ x
y
0
dmmβ
∗
E
[
(mt)−β
∗
Nm(t−τ1)(y)
]
+
∫ x
0
dy
1− y
∫ 1−x
1−y
0
dmmβ
∗
E
[
(mt)−β
∗
Nm(t−τ1)(y)
])
.
Thanks to Lemma 3.2, we get by dominated convergence
n∞(x) =
2
β∗ + 1
(
xβ
∗+1
∫ 1
x
dy
1
yβ∗+2
n∞(y) + (1− x)β∗+1
∫ x
0
dy
1
(1− y)β∗+2n∞(y)
)
.
In other words, if we deﬁne
gx(y) =
2
β∗ + 1
(
xβ
∗+1 1
yβ∗+2
1x<y<1 + (1− x)β∗+1 1
(1− y)β∗+210<y<x
)
,
we have
n∞(x) =
∫ 1
0
dygx(y)n∞(y).
Let G be the operator that maps a function f ∈ L1[0, 1] to the function
G(f)(x) =
∫ 1
0
dygx(y)f(y).
In particular, n∞ is a ﬁxed point of G. It is easy to check that x ∈ (0, 1) 7→ gx(.) ∈
L
1[0, 1] is continuous for the L1-norm. Furthermore, Lemma 3.2 ensures that |n∞(x)| ≤
C for every x ∈ (0, 1). As a consequence, x 7→ n∞(x) is continuous over (0, 1). An easy
computation shows that for every y ∈ (0, 1), ∫ 1
0
dxgx(y) = 1. Let p be another ﬁxed
point of G having the same integral as n∞. Then∫ 1
0
dx|n∞(x)− p(x)| =
∫ 1
0
dx
∣∣∣∣
∫ 1
0
dygx(y)(n∞ − p)(y)
∣∣∣∣
≤
∫ 1
0
dx
∫ 1
0
dygx(y) |n∞(y)− p(y)|
=
∫ 1
0
dy|n∞(y)− p(y)|,
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which shows that the inequality is in fact an equality. Hence n∞− p has a.e. a constant
sign. As we know that the integral of n∞ − p is zero, we deduce that n∞ = p a.e.
Straightforward calculations prove that p0 : x 7→ (x(1 − x))β∗/2 is also a ﬁxed point of
G of L1-norm, so that
n∞(x) = ‖n∞‖1‖p0‖−11
(
x(1− x))β∗/2 a.e.
Since n∞ and p0 are continuous, we can remove the a.e. statement (observe that n∞(0) =
n∞(1) = 0 by Theorem 3.2). Plainly,
‖p0‖1 =
Γ2
(
β∗
2
+ 1
)
Γ(β∗ + 2)
.
On the other hand, (3.10) and the dominated convergence theorem ensure that ‖n∞‖1 =
limt→∞ t−β
∗
E[Nt(U)], which was computed in Proposition 3.2:
‖n∞‖1 = Γ(2(β
∗ + 1))
2Γ3(β∗ + 1)
.
Proof of Theorem 3.1. To sum up, we have for every x ∈ [0, 1]:
t−β
∗
E
[
Nt(x)
] −→
t→∞
Γ (2β∗ + 2) Γ(β∗ + 2)
2Γ3(β∗ + 1)Γ2
(
β∗
2
+ 1
)(x(1− x))β∗/2.
Applying Lemma 3.1, Theorem 3.1 is shown.
3.6 Extensions and comments
3.6.1 Various convergences
In this paper, we only proved a convergence in mean of t−β
∗
Nt(x). We may wonder
whether this quantity also converges in distribution, in probability, or even almost
surely. A more interesting question is the following: does the process ((t−β
∗
Nt(x))x∈[0,1],
t > 0) converge in distribution in the Skorokhod sense to a random function (C(x))x∈[0,1]
as t → ∞? Observe that if it does, then there exists a random point U uniformly
distributed over (0, 1) such that C(U) = 0, U corresponding to the point x1 of the ﬁrst
atom of Π (Nt(x1) is indeed of order t
√
2−1 by Theorem 3.2).
Conjecture 3.1. We have the functional limit law (t−β
∗
Nt(x))x∈[0,1] → (C(x))x∈[0,1] as
t→∞ in (D([0, 1]), ‖ · ‖∞), where C satisfies the distributional fixed point equation
(C(x))x∈[0,1] (d)=
(
1x<U0
{
(U0U1)
β∗ C(00)
(
x
U0
)
+ (U0(1− U1))β
∗ C(01)
(
x
U0
)}
+1x>U0
{
((1− U0)U1)β
∗ C(10)
(
x− U0
1− U0
)
+ ((1− U0)(1− U1))β
∗ C(11)
(
x− U0
1− U0
)})
x∈[0,1]
,
where U0, U1, C(00), C(01), C(10), C(11) are independent, U0 and U1 are uniformly dis-
tributed on [0, 1] and C(00), C(01), C(10), C(11) have all the same distribution as C.
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3.6.2 Multidimensional case
The strategy adopted in Section 3.3.1 may be generalized to higher dimensions.
As for the convergence in mean of the number of hyper-rectangles crossed by a fixed
aﬃne subspace having a direction generated by some vectors of the canonical basis, our
approach may also be followed.
3.6.3 Quadtree as a model of random geometry
On top of its numerous applications in theoretical computer science, the model of
random quadtree may be considered as a model of random geometry. More precisely
one can view, for t ≥ 0, the set of rectangles Q(t) as a random graph, assigning length
1 to each edge of the rectangles. We denote this graph by Q˜(t). A natural question
would be to understand the metric behavior of Q˜(t) as t→∞. The study of the graph
distance Lt in Q˜(t) between the upper-left and upper-right corners would be a ﬁrst step
in understanding the global geometry of Q˜t. Observe that Theorem 3.2 already shows
that Lt is less than the order t
√
2−1.
Chapter 4
The component sizes of a critical
random graph with given degree
sequence
Consider a critical random multigraph Gn with n vertices constructed by the con-
ﬁguration model such that its vertex degrees are independent random variables with
the same distribution ν (criticality means that the second moment of ν is ﬁnite and
equals twice its ﬁrst moment). We specify the scaling limits of the ordered sequence of
component sizes of Gn as n tends to inﬁnity in diﬀerent cases. When ν has ﬁnite third
moment, the components sizes rescaled by n−2/3 converge to the excursion lengths of a
Brownian motion with parabolic drift above past minima, whereas when ν is a power
law distribution with exponent γ ∈ (3, 4), the components sizes rescaled by n−(γ−2)/(γ−1)
converge to the excursion lengths of a certain drifted process with independent incre-
ments above past minima. We deduce the asymptotic behavior of the component sizes
of a critical random simple graph when ν has ﬁnite third moment.
Contents
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.2 Formulation of the results . . . . . . . . . . . . . . . . . . . . 84
4.3 The depth-first search . . . . . . . . . . . . . . . . . . . . . . . 86
4.3.1 An algoritmic construction of Gn . . . . . . . . . . . . . . . . 86
4.3.2 The depth-ﬁrst walk . . . . . . . . . . . . . . . . . . . . . . . 87
4.4 Convergence of the walk sn . . . . . . . . . . . . . . . . . . . . 89
4.5 Study of the cycle half-edges . . . . . . . . . . . . . . . . . . . 94
4.5.1 Upper bound of the number of cycle half-edges . . . . . . . . 94
4.5.2 End of the proof of Theorem 4.3 . . . . . . . . . . . . . . . . 95
82 Chapter 4 - The component sizes of a critical random graph
4.6 Study of the random simple graph SGn . . . . . . . . . . . . 96
4.6.1 Time arrival of loops and multiple edges . . . . . . . . . . . . 96
4.6.2 End of the proof of Theorem 4.4 . . . . . . . . . . . . . . . . 97
4.7 The power law distribution setting . . . . . . . . . . . . . . . 98
4.7.1 The Poissonian argument . . . . . . . . . . . . . . . . . . . . 98
4.7.2 The main results . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.7.3 Open questions . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.1 Introduction
The classical random graph model G(n, p) has received a lot of attention since its
introduction by Erdős and Rényi [ER60], especially because of the existence of a phase
transition. In this model, a graph on n labeled vertices is constructed randomly by
joining any pair of vertices by an edge with probability p, independently of the other
pairs. For large n, the structure of this random graph depends on the value of np: for
p ∼ c/n with c < 1, the largest connected component contains O(lnn) vertices, whereas
when p ∼ c/n with c > 1, the largest component has Θ(n) vertices while the second
largest component has O(lnn) vertices. The cases c < 1 and c > 1 are called subcritical
and supercritical respectively. Much attention has been devoted to the critical case
p ∼ 1/n. When p is exactly equal to 1/n, the largest components of G(n, p) have sizes
of order n2/3.
Molloy and Reed [MR95] showed that a random graph with a given degree sequence
exhibits a similar phase transition. More precisely, let d(n) = (d(n)i )1≤i≤n be a sequence
of positive integers such that
∑n
i=1 d
(n)
i is even. Let G(n,d
(n)) be a random graph on
n labeled vertices with degree sequence d(n), uniformly chosen among all possibilities
(tacitly assuming that there exists any such graph). Suppose that there exists a prob-
ability distribution (νk)k≥1 such that #{i : d(n)i = k}/n → νk as n → ∞. Let ω(n) be
the highest degree in the graph. Under some further strong conditions on the sequences
d
(n), Molloy and Reed proved that if Q =
∑∞
k=1 k(k − 2)νk < 0 and ω(n) ≤ n1/8−ε
for some ε > 0, then with probability tending to 1, the size of the largest component
of G(n,d(n)) is O(ω2(n) lnn), whereas if Q > 0 and ω(n) ≤ n1/4−ε for some ε > 0,
then with probability tending to 1, the size of the largest component is Θ(n), and if
furthermore Q is ﬁnite, the size of the second largest component is O(lnn).
More recently, the near-critical behavior of such graphs has been studied. When
Q = 0, the structure of G(n,d(n)) depends on how fast the quantity
αn =
∞∑
k=1
k(k − 2)#{i : d
(n)
i = k}
n
=
n∑
i=1
d
(n)
i (d
(n)
i − 2)
n
converges to 0 (see Kang and Seierstad [KS08]). Requiring a fourth moment conditon,
Janson and Luczak [JL09] proved that if n1/3αn → ∞, then the size of the largest
component of G(n,d(n)) divided by nαn converges in probability to
2µ
β
, while the size
of the second largest component of G(n,d(n)) divided by nαn converges in probability
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to 0, where µ =
∑∞
k=1 kνk and β =
∑∞
k=3 k(k − 1)(k − 2)νk ∈ (0,∞). Furthermore,
they noticed that their results can also be applied to some other random graph models
by conditioning on the vertex degrees, provided that the random graph conditioned on
the degree sequence has a uniform distribution over all possibilities. This is the case
for G(n, p) with np → 1 and n1/3(np − 1) → ∞. Note that if n1/3(np − 1) = O(1), it
is well-known that the largest component and the second largest component have both
sizes of the same order n2/3, so that their results do not hold.
A major diﬃculty when dealing with the natural random graph G(n,d(n)) is that,
despite its straightforward deﬁnition, it cannot be constructed via an easy algorithm.
To circumvent that obstacle, it is convenient to work withmultigraphs, in which multiple
edges and loops are allowed, using the explicit procedure provided by the configuration
model, which was introduced by Bender and Canﬁeld [BC78] and later studied by Bol-
lobás [Bol80] and Wormald [Wor78]. See also Molloy and Reed [MR95, MR98], Kang
and Seierstad [KS08], Bertoin and Sidoravicius [BS09], van der Hofstad [vdH10], Hatami
and Reed [HM10]. Speciﬁcally, take a set of d(n)i half-edges for the vertex with label i,
i ∈ {1, . . . , n}, and combine the half-edges into pairs by a uniformly random matching
of the set of all half-edges. Observing that every graph G(n,d(n)) may be constructed
through the same number, d(n)1 ! · · · d(n)n !, of pairing of half-edges, we get that conditional
on being a (simple) graph, the multigraph obtained by the conﬁguration model has the
same distribution as G(n,d(n)). That is why we shall ﬁrst deal with multigraphs. We
shall then see how to derive results for simple graphs.
The present work is devoted to the study inside the critical window. We suppose
that we are given a probability distribution ν = (νk)k≥1 with ﬁnite second moment such
that ν2 < 1 and
∑∞
k=1 k(k − 2)νk = 0. Let D be a random variable with distribution
ν. The multigraph Gn consisting of n vertices is deﬁned by the conﬁguration model as
follows. Let D1, D2, . . . , Dn be n independent copies of D. Condition on
∑n
i=1Di being
even. Take a set of Di half-edges for each vertex, and combine the half-edges into pairs
by a uniformly random matching of the set of all half-edges. The random multigraph
that this construction leads to is denoted by Gn. We aim at specifying the asymptotics
of the ordered sequence Cνn of component sizes of Gn in two diﬀerent settings. First, we
shall study the case when ν has ﬁnite third moment. We shall prove that n−2/3Cνn then
converges in distribution (with respect to a certain topology that will be detailed below)
as n→∞ to the ordered sequence of the excursion lengths of a Brownian motion with
parabolic drift. This should be viewed as an extension of Aldous’ well-known result for
the critical behavior of Erdős-Renyi random graphs (see [Ald97]). Next the case when
ν is a power law distribution with exponent γ ∈ (3, 4) will be studied. We shall show
that n−(γ−2)/(γ−1)Cνn converges in distribution as n→∞ to the ordered sequence of the
excursion lengths of a certain non-trivial drifted process with independent increments.
Similar results have already been obtained for diﬀerent random graph models. For
example, Turova [Tur09] and Bhamidi et al. [BvdHvL10a, BvdHvL10b] studied special
cases of rank-1 inhomogeneous random graphs constructed as follows. Let F be a
distribution function on [0,∞) and w1, w2, . . . , wn be deﬁned by wi = [1 − F ]−1(i/n).
Consider a simple graph on n labeled vertices such that an edge joins the vertices i
and j (i 6= j) with probability 1− exp(−wiwj/ln), where ln =
∑n
i=1wi, diﬀerent edges
being independent. Denoting by W a r.v. with distribution function F , suppose that
E[W 2] < ∞. The criticality of the model occurs when E[W 2] = E[W ]. As in the
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present work, two diﬀerent settings have been considered. In the case E[W 3] < ∞,
Turova [Tur09] and Bhamidi et al. [BvdHvL10a] separately showed that the ordered
sequence of component sizes of the inhomogeneous random graph with n vertices once
rescaled by n−2/3 converges in distribution as n → ∞ to the ordered sequence of the
excursion lengths of a Brownian motion with parabolic drift, thus extending the results
of Aldous [Ald97]. As for the power law case, Bhamidi et al. [BvdHvL10b] proved that
if there exist γ ∈ (3, 4) and c > 0 such that 1−F (x) ∼x→∞ cx1−γ, the ordered sequence
of component sizes of the inhomogeneous random graph with n vertices once rescaled
by n−(γ−2)/(γ−1) then converges in distribution as n→∞ to hitting times of a thinned
Lévy process. This should be viewed as a special case of the results obtained by Aldous
and Limic in [AL98].
We too shall be interested in random simple graphs. Speciﬁcally, let SGn be the ran-
dom simple graph consisting of n vertices such that, conditioned on the degree sequence
(D1, . . . , Dn), it is uniformly distributed over all graphs with this degree sequence. Ob-
serve that SGn may also be view as the multigraph Gn conditioned to be simple. When
ν has ﬁnite third moment, we shall be able to prove that the ordered sequence SCνn of
component sizes of the graph SGn has the same asymptotic behavior as Cνn. We refer
to Britton et al. [BDML06] for an understanding of the link between inhomogeneous
random graphs and SGn.
The paper is organized as follows. In Sections 4.2, 4.3, 4.4, 4.5 and 4.6, we deal
with the ﬁnite third moment case. Apart from Section 4.6, the main techniques devel-
oped there are used in Section 4.7, where the power law distribution case is studied.
Section 4.6, devoted to SCνn, is speciﬁc to the ﬁnite third moment case. The main
results will be stated in Section 4.2. In Section 4.3, following the ideas of Aldous
[Ald97], we shall observe that the study may be reduced to the understanding of a
walk deﬁned via an algorithmic procedure related to the conﬁguration model. Thank
to [Ald97], convergence of that walk turns out to be suﬃcient. It will be obtained in
Section 4.4 using standard methodology from stochastic process theory (see, e.g, the
CLT for continuous-time martingale). A key technique to obtain martingales is Pois-
sonization. Basically, instead of considering multigraphs with exactly n vertices, we
shall deal with multigraphs with Poisson(n) vertices. Our approach also relies on size-
biased ordering. Finally, in Section 4.5, we shall be interested in the number of cycles
in the multigraph Gn. To conclude, in Section 4.7, we shall study Cνn when ν is a power
law distribution with exponent in (3, 4). We shall follow the same strategy, except we
shall apply results of Aldous and Limic [AL98].
4.2 Formulation of the results in the finite third mo-
ment setting
In the ﬁrst sections of the paper, we suppose that ν satisﬁes:
∞∑
k=1
k(k − 2)νk = 0,
∞∑
k=1
k3νk <∞ and ν2 < 1. (4.1)
The power law case will be studied in Section 4.7.
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Let
µ =
∞∑
k=1
kνk and β =
∞∑
k=3
k(k − 1)(k − 2)νk.
Observe that β > 0. Deﬁne the Brownian motion with parabolic drift
W ν : t ≥ 0 7→
√
β
µ
W (t)− β
2µ2
t2,
where (W (t), t ≥ 0) is a standard Brownian motion. The reﬂected process valued the
nonnegative half-line is
Rν : t ≥ 0 7→ W ν(t)− min
0≤s≤t
W ν(s).
Call excursion interval of Rν every time interval γ = [l(γ), r(γ)] such that Rν(l(γ)) =
Rν(r(γ)) = 0 and Rν(t) > 0 on l(γ) < t < r(γ). The excursion has length |γ| =
r(γ) − l(γ). Aldous observed in [Ald97] that we can order excursions by length, that
is the set of excursions of Rν may be written {γj, j ≥ 1} so that the lengths |γj|
are decreasing. In the notation of [Ald97], deﬁne l2ց as the set of inﬁnite sequences
x = (x1, x2, . . . ) with x1 ≥ x2 ≥ · · · ≥ 0 and
∑
i x
2
i < ∞, endowed with the Euclidean
metric. Aldous showed in [Ald97, Lemma 25] that E[
∑
j≥1 |γj|2] < ∞. In particular
(|γj|, j ≥ 1) a.s. belongs to l2ց. On the other hand, we may regard the ﬁnite sequence
C
ν
n as a random element of l
2
ց by appending zero entries.
Our main result describes the component sizes of Gn for large n; it mirrors that of
Aldous [Ald97] for the critical random graph.
Theorem 4.1. Suppose ν satisfies (4.1). Let Cνn be the ordered sequence of component
sizes of Gn. Then
n−2/3Cνn
(d)−→
n→∞
(|γj| , j ≥ 1)
with respect to the l2ց topology.
Remark 4.1. Suppose ν2 = 1, i.e., D ≡ 2. Then the components of Gn are cycles. It
is well-known that the distribution of cycle lengths is given by the Ewens’s sampling
formula ESF(1/2), and thus the size of the largest component divided by n converges in
distribution to a non-degenerate distribution on [0, 1] (see [ABT03, Lemma 5.7]). This
is also the case for the k-th largest component, where k is a ﬁxed positive integer. That
is why the assumption ν2 < 1 made in (4.1) is crucial in our setting.
Note that in our setting,
lim inf
n→∞
P (Gn is a simple graph) > 0 (4.2)
(see Bollobás [Bol01], Janson [Jan09]). Recall that SGn is the random simple graph
such that, conditioned on the degree sequence (D1, . . . , Dn), it is uniformly distributed
over all grahs with this degree sequence. But it is also the multigraph Gn conditioned
on being simple. That is why authors usually ﬁrst focus on Gn to then deduce results
for SGn using Equation (4.2) (see for instance Pittel [Pit08], Janson [Jan08], Janson
and Luczak [JL09]). In the ﬁnite third moment setting, we shall be able to set up this
strategy; we shall prove an analogous result of Theorem 4.1:
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Theorem 4.2. Suppose ν satisfies (4.1). Let SCνn be the ordered sequence of component
sizes of SGn. Then
n−2/3SCνn
(d)−→
n→∞
(|γj| , j ≥ 1)
with respect to the l2ց topology.
Remark 4.2. Consider the case when ν is the Poisson distribution with parameter 1
(observe though that P(D = 0) > 0, so strictly speaking, it is out of our setting, but
our result still holds as vertices with degree 0 play no role). Then, for large integers n,
SGn is an approximation of the Erdős–Rényi random graph G(n, 1/n). Now, in that
case, µ = β = 1, so the process W ν is the Brownian motion with drift −t at time t,
which describes the asymptotic component sizes of G(n, 1/n) (see [Ald97]).
4.3 The depth-first search
4.3.1 An algoritmic construction of Gn
We start by describing a convenient algorithm to construct the multigraph Gn. Sup-
pose that
∑n
i=1Di is even. We partition the set of half-edges into three subsets: the set
S of sleeping half-edges, the set A of active half-edges and the set D of dead half-edges.
S ∪ A is the set of living half-edges. Initially, all the half-edges are sleeping.
Pick a sleeping half-edge uniformly at random and let v1 denote the vertex it is
attached to. Declare all the half-edges attached to v1 active. While A 6= ∅, proceed as
follows.
• Let i be the largest integer k such that there exists an active half-edge attached
to vk.
• Consider an active half-edge l attached to vi.
• Kill l, i.e., remove it from A and place it into D.
• Choose uniformly at random a living half-edge r and pair l to it.
• If r is sleeping, let vj+1 denote the vertex it is attached to, where j is the number
of vertices which were found before the discovery of the vertex attached to r.
Declare all the half-edges attached to vj+1 except r active.
• Kill r.
Iterate until A = ∅. At that step, the ﬁrst component has been totally explored. If
S 6= ∅, proceed similarly with the remaining living vertices until all the half-edges have
been killed; the multigraph Gn is then constructed, and its vertices have been ordered
via a depth-ﬁrst search. See Figure 4.1 below for a simple illustration.
Note also that, by construction, the order in which the components appear in the
depth-ﬁrst search is size-biased order.
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4.3.2 The depth-ﬁrst walk
We now explain how the information on the component sizes may be encoded in
a walk constructed via the depth-ﬁrst search, which, as we shall see, is related to the
process W ν . We shall also need the notion of cycle half-edge.
Definition 4.1. A half-edge l is called a cycle half-edge if there exists a half-edge r
such that:
• l was killed before r,
• l was paired to r,
• r was active when l was paired to it.
Observe that there exists a bijection between the set of cycle half-edges and the set of
cycles, loops and multiple edges in Gn.
Let us now deﬁne the walk associated to the depth-ﬁrst search which will encode all
the information that we need to study the component sizes. Write (Dˆi, i ∈ {1, 2, . . . n})
the sequence of the degrees of the vertices of Gn ordered by their appearances in the
depth-ﬁrst search: for every i ∈ {1, . . . , n},
Dˆi = degree of vi.
Deﬁne the depth-ﬁrst walk (Wn(i), 0 ≤ i ≤ n) by letting for every i ∈ {0, . . . , n},
Wn(i) =
i∑
j=1
(
Dˆj − 2− 2# {cycle half-edges attached to vj}
)
. (4.3)
Order the components C1, C2, . . . according to the depth-ﬁrst search. Let
ζ(k) =
k∑
j=1
|Cj|,
ζ−1(i) = min{k : ζ(k) ≥ i},
so that ζ−1(i) is the index of the component containing vi. It is easily seen that
Wn(ζ(k)) = −2k and Wn(i) ≥ −2k − 1 for all ζ(k) ≤ i < ζ(k + 1). (4.4)
It follows that we can recover component sizes and indices from the walk via
ζ(k) = min{i : Wn(i) = −2k},
|Cj| = ζ(j)− ζ(j − 1),
ζ−1(i) = 1−
⌈
min
j<i
Wn(j)
2
⌉
.
Our main result relates the walk to the process W ν :
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v1 v1 v2
v1
v3
v2 v1
v3
v2
Figure 4.1: A realization of the algorithm constructing G3. The dashed oriented edge
of the last picture contains a cycle half-edge at its origin; v2 has a cycle half-edge. The
sequence of the steps of the walk W3 is (0,−1,−2).
Theorem 4.3. Suppose ν satisfies (4.1). Rescale the depth-first walk Wn by defining
for every t ∈ [0, n1/3]
W n(t) = n
−1/3Wn
(⌊
tn2/3
⌋)
.
Then
W n
(d)−→
n→∞
W ν .
To see how Theorem 4.1 follows from Theorem 4.3, we refer to Section 3.4 of the
remarkable paper [Ald97] of Aldous1. Intuitively, the result should be clear from
property (4.4) of depth-ﬁrst walk. Component sizes are indeed encoded as lengths
of path segments above past even minima; these converge to lengths of excursions of
W ν above past minima, which are just lengths of excursions of the reﬂected process
(W ν(t) −min0≤s≤tW ν(s), t ≥ 0) above 0. Similarly, Theorem 4.2 is proven as soon as
the following result is shown:
Theorem 4.4. Suppose ν satisfies (4.1). The law of the rescaled walk W n conditioned
on the event {Gn is simple} converges in distribution to W ν as n→∞.
The next two sections are devoted to the proof of Theorem 4.3. In Section 4.4, we
shall be interested in the depth-ﬁrst walk (
∑i
j=1(Dˆj − 2), 0 ≤ i ≤ n). It is easier to
study the latter than the walk Wn since it ignores cycle half-edges and its law only
1Recall that components appeared in size-biased order in the depth-first walk.
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depends on the sequence (Dˆj, 1 ≤ j ≤ n), which has the law of the size-biased ordering
of n independent copies of D. Let
sn : t ∈
[
0, n1/3
] 7→ n−1/3 ∑
1≤j≤tn2/3
(
Dˆj − 2
)
.
We shall show that the walk sn converges in distribution to W ν as n → ∞. In Sec-
tion 4.5, we shall see that the diﬀerence between the two rescaled depth-ﬁrst walks W n
and sn is so small that in the limit, these processes have the same behavior. The com-
bination of the two remarks yields Theorem 4.3. As for Theorem 4.4, it will be proved
in Section 4.6.
4.4 Convergence of the walk sn
As mentioned above, in this section, we forget the contribution of the cycle half-
edges to the depth-ﬁrst walk Wn (we shall see in Section 4.5 that there are indeed few
cycle half-edges up to time tn2/3 for every ﬁxed t > 0) and we only focus on the simpler
walk (
∑i
j=1(Dˆj − 2), 0 ≤ i ≤ n).
It is easily seen that the conﬁguration model deﬁning Gn induces a degree-biased
ordering of its vertices: conditionally on the degree sequence (D1, . . . , Dn), the sequence
(Dˆ1, . . . , Dˆn) has the law of a size-biased reordering of (D1, . . . , Dn). Conditionally on
(D1, . . . , Dn) = (d1, . . . , dn), a convenient way to degree-biased order the vertices of Gn
is to assign an exponential clock with parameter di to the vertex i, i ∈ {1, 2, . . . , n},
and to order the vertices according to the times the clocks they are attached to ring.
Furthermore, since we want to discover vertices regularly as the walk (
∑i
j=1(Dˆj−2), 0 ≤
i ≤ n) does, time should elapse quicker and quicker, so we need to speed it up.
Speciﬁcally, let
L : t ≥ 0 7→
∑
k∈N∗
e−ktνk
be the Laplace transform of ν. Let φ = 1− L. Write ψ for the inverse of φ. Following
[PPY92], consider a Poisson point process Πn on N∗ × (0, n) with intensity pin, where
pin(k, ds) = ke
−kψ(s/n)ψ′(s/n)νkds.
The k-components of the atoms of Πn should be viewed as degrees whereas the s-
components should be seen as time. Observe that since ψ is a convex increasing function,
time is indeed speeded up.
Let (Dˆ1, Dˆ2, . . . ) be the sequence of the k-components of the atoms ordered ac-
cording to the s-components increasing. Conditionally on Πn having exactly n atoms,
(Dˆ1, . . . Dˆn) has the same law as the random vector (Dˆ1, . . . , Dˆn). Nonetheless, since
the number of atoms of Πn is a Poisson variable with parameter n and, as we shall
soon see, we are only interested in what happens up to time O(n2/3), we shall study the
process Πn without the latter conditioning. We thus get a Markovian process.
Observe that for every s ∈ (0, n), ∑k∈N∗ ke−kψ(s/n)ψ′(s/n)νk = 1. Hence the follow-
ing result, which shows that the atoms of Πn are discovered regularly with respect to
time.
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Lemma 4.1. The point process
{s ∈ (0, n) : there exists k ∈ N∗ such that (k, s) ∈ Πn}
is Poisson point process on (0, n) with intensity dt.
It should now be natural to introduce the process (Sn(t))t≥0 deﬁned as the sum of
the k-components of the atoms of Πn minus 2 with s-components less than or equal to
t:
Sn(t) =
∑
(k,s)∈Πn
(k − 2)1s≤t.
In other words, lettingNn(t) = #{s ∈ (0, t] : there exists k ∈ N∗ such that (k, s) ∈ Πn},
Sn(t) =
Nn(t)∑
j=1
(
Dˆj − 2
)
.
We can now state the key result of the present work:
Proposition 4.1. Rescale Sn by defining Sn : t ≥ 0 7→ n−1/3Sn(tn2/3). Then
Sn
(d)−→
n→∞
W ν .
Proof. We follow the ideas of Aldous [Ald97]. Let
An : t 7→
∫
pin(k, ds)(k − 2)1s≤t
be the continuous bounded variation process such that
Mn(t) = Sn(t)− An(t), t ≥ 0,
is a martingale. Observe that An is deterministic. Rescaling as usual to deﬁne An and
Mn, we shall see in Lemma 4.2 below that for every t0 > 0,
lim
n→∞
sup
t≤t0
∣∣∣∣An(t) + β2µ2 t2
∣∣∣∣ = 0
and in Lemma 4.3 below that
Mn
(d)−→
n→∞
√
β
µ
B,
where B denotes a standard Brownian motion, which will imply Proposition 4.1.
Lemma 4.2. For every t0 > 0,
lim
n→∞
sup
t≤t0
∣∣∣∣An(t) + β2µ2 t2
∣∣∣∣ = 0.
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Proof. By deﬁnition,
An(t) =
∫ t
0
∑
k∈N∗
(k2 − 2k)e−kψ(s/n)ψ′(s/n)νkds
=
∫ t
0
(an(s)− 2)ds,
where
an(s) =
L′′(ψ(s/n))
−L′(ψ(s/n)) .
Since E[D2] = 2E[D], an(s) tends to 2 as n → ∞. Moreover, it is easily seen by
approximating ψ(s/n) by s
µn
that an(s) − 2 is approximatively − βµ2 sn . Let us be more
precise.
Let s ∈ [0, t0n2/3]. Observe that
L′′(x) = E [D2]− E [D3] x+ o(x) and − L′(x) = E [D]− E [D2] x+ o(x). (4.5)
Because ψ(x) = x
µ
+ o(x), we deduce that there exists a function ε(·) tending to 0 at 0
such that:
an(s)− 2 = − β
µ2
s
n
+
s
n
ε
( s
n
)
.
We deduce that for every t ∈ [0, t0n2/3],∣∣∣∣An(t) + βµ2 t
2
2n
∣∣∣∣ ≤ 1n
∫ t
0
s
∣∣∣ε( s
n
)∣∣∣ ds ≤ 1
n
∫ t0n2/3
0
s
∣∣∣ε( s
n
)∣∣∣ ds.
As a result, for every η > 0, there exists an integer n0(η) such that for every integer
n ≥ n0(η),
sup
t≤t0n2/3
∣∣∣∣An(t) + β2µ2 t
2
n
∣∣∣∣ ≤ 1n
∫ t0n2/3
0
sηds =
t20
2
ηn1/3,
which proves Lemma 4.2.
Lemma 4.3. Mn
(d)−→
n→∞
√
β
µ
B, where B denotes a standard Brownian motion.
Proof. We want to apply the functional CLT for continuous-time martingales (see
[EK86, Theorem 7.1.4(b)]). Since Mn is a purely discontinuous martingale, [Mn]t =∑
s≤t∆Mn(s)
2, so that its predictable projection
〈Mn〉 : t 7→
∫
pin(k, ds)(k − 2)21s≤t
is the continuous, increasing process such that M2n − 〈Mn〉 is a martingale. Observe
that 〈Mn〉 is deterministic. Deﬁning 〈Mn〉 : t 7→ n−2/3〈Mn〉(tn2/3), all we have to prove
is that for every t0 > 0,
〈Mn〉(t0) −→
n→∞
β
µ
t0 (4.6)
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and
lim
n→∞
E
[
sup
t≤t0
∣∣Mn(t)−Mn(t−)∣∣2
]
= 0. (4.7)
Let us establish (4.6). Elementary calculations yield:
〈Mn〉(t) =
∫ t
0
bn(s)ds,
where
bn(s) =
L(3) + 4L′′ + 4L′
L′ ◦ ψ
( s
n
)
.
It is then easily seen that there exists a function ε(·) tending to 0 at 0 such that:
bn(s) =
β
µ
+ ε
( s
n
)
.
We deduce that
∣∣∣∣〈Mn〉(t0n2/3)− βµt0n2/3
∣∣∣∣ ≤
∫ t0n2/3
0
∣∣∣ε( s
n
)∣∣∣ ds.
Hence, for every η > 0, there exists an integer n1(η) such that for every integer n ≥
n1(η), ∣∣∣∣〈Mn〉(t0n2/3)− βµt0n2/3
∣∣∣∣ ≤ ηt0n2/3,
which proves (4.6).
We next turn our attention to (4.7). Note that Mn(t)−Mn(t−) = Sn(t)− Sn(t−), so
sup
t≤t0n2/3
|Mn(t)−Mn(t−)|2 = sup
{
(k − 2)2 : (k, s) ∈ Πn and s ≤ t0n2/3
}
≤ sup{k2 : (k, s) ∈ Πn and s ≤ t0n2/3} .
Let Sn denote sup{k : (k, s) ∈ Πn and s ≤ t0n2/3} (we drop the dependency on t0 in
the notation). We have:
E
[
S2n
]
=
⌊n1/3⌋−1∑
k=1
P
(
Sn ≥
√
k
)
+
∑
k≥n1/3
P
(
Sn ≥
√
k
)
≤ n1/3 +
∑
k≥n1/3
P
(
Sn ≥
√
k
)
.
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Now, for every m ∈ N,
P (Sn ≥ m) = 1− P (Sn < m)
= 1− P (Πn ({m,m+ 1, . . . } × [0, t0n2/3]) = 0)
= 1− exp (−pin ({m,m+ 1, . . . } × [0, t0n2/3]))
≤ pin
({m,m+ 1, . . . } × [0, t0n2/3])
=
∑
l≥m
νl
∫ t0n2/3
0
dsle−lψ(s/n)ψ′(s/n)
= n
∑
l≥m
νl
(
1− e−lψ(t0n−1/3)
)
≤ nψ(t0n−1/3)
∑
l≥m
lνl.
As a result,
E
[
S2n
] ≤ n1/3 + ∑
k≥n1/3
nψ(t0n
−1/3)
∑
l≥√k
lνl
= n1/3 + nψ(t0n
−1/3)
∑
l≥n1/6
lνl
l2∑
k=⌊n1/3⌋
1.
We deduce that for every integer n,
n−2/3E
[
sup
t≤t0n2/3
|Mn(t)−Mn(t−)|2
]
≤ n−1/3 + n1/3ψ(t0n−1/3)
∑
l≥n1/6
l3νl.
Now, n1/3ψ(t0n−1/3) tends to t0µ and since E[D
3] is ﬁnite,
∑
l≥n1/6 l
3νl tends to 0. Equa-
tion (4.7) is therefore proved.
We now give a key consequence of Proposition 4.1 concerning the depth-ﬁrst walk sn.
Corollary 4.1. The rescaled depth-first walk sn converges in distribution to W ν as
n→∞.
Proof. Let T jn be the ﬁrst time when j atoms of Πn have been visited:
T jn = inf {t ≥ 0 : Nn(t) ≥ j} .
Applying Lemma 4.1 and Proposition 4.1, the process
Sn
(
n−2/3T ⌊tn
2/3⌋
n
)
, t ≥ 0,
converges in distribution to W ν as n→∞. Now, for every t ≥ 0,
Sn
(
n−2/3T ⌊tn
2/3⌋
n
)
= n−1/3
∑
1≤j≤tn2/3
(
Dˆj − 2
)
.
A depoissonization completes the proof.
94 Chapter 4 - The component sizes of a critical random graph
4.5 Study of the cycle half-edges
In this section, we turn our attention to the cycle half-edges. In Section 4.5.1, we
shall prove that there are few cycle half-edges in Gn (see Lemma 4.4 below). We shall
then show in Section 4.5.2 how to derive Theorem 4.3 from Corollary 4.1 and Lemma 4.4.
4.5.1 Upper bound of the number of cycle half-edges
In this section, we prove the following result:
Lemma 4.4. Let t > 0 and M > 0. Introduce the event
En(t,M) =
{
max
i≤t
{
sn(i)−min
k≤i
sn(k)
}
≤M
}
.
Then we have
lim sup
n→∞
E
[
#
{
cycle half-edges attached to vi, i ≤ tn2/3, in Gn
}
1En(t,M)
]
<∞.
Proof. We ﬁrst study the number of active half-edges, given they contribute to the
appearance of cycle half-edges. It is easily seen that, during the depth-ﬁrst search,
when a component is explored, the number of active half-edges when k vertices have
been partially or totally explored is less than or equal to the maximal height of the
current excursion of the depth-ﬁrst walk (
∑i
j=1(Dˆj − 2), 0 ≤ i ≤ n) above its past
minimum plus 1, up to time k. (Note that this would not be true if we had considered
the breadth-ﬁrst search.) Consequently, under the event En(t,M), during the ﬁrst
⌊tn2/3⌋ steps, #A is always less than or equal to Mn1/3 + 1.
For every deterministic sequence (x1, . . . , xn) of positive integers such that
∑n
i=1 xi
is even, conditionally on the event
Ex1,...,xn = {(Dˆ1, . . . , Dˆn) = (x1, . . . , xn)},
one has:
E
[
#
{
cycle half-edges attached to vi, i ≤ tn2/3
}
1En(t,M) | Ex1,...,xn
]
= E

 tn2/3∑
i=1
Dˆi∑
k=1
1{the k-th half-edge of vi is a cycle half-edge}1En(t,M)
∣∣∣∣∣∣ Ex1,...,xn


≤
tn2/3∑
i=1
xi∑
k=1
P (the k-th half-edge of vi is a cycle half-edge | Ex1,...,xn and En(t,M))
≤
tn2/3∑
i=1
xi
Mn1/3 + 1∑n
m=1 xm −
∑tn2/3
m=1 xm
≤
tn2/3∑
i=1
xi
Mn1/3 + 1
n− tn2/3 .
4.5 - Study of the cycle half-edges 95
Consequently,
E
[
#
{
cycle half-edges attached to vi, i ≤ n2/3, in Gn
}
1En(t,M)
]
≤ Mn
1/3 + 1
n− tn2/3 E

tn2/3∑
i=1
Dˆi


≤ Mn
1/3 + 1
n− tn2/3 tn
2/3
E
[
Dˆ1
]
.
Note that E[Dˆ1] ≤
∑∞
k=1 k
kνk
µ
. Hence
lim sup
n→∞
E
[
#
{
cycle half-edges attached to vi, i ≤ tn2/3
}
1En(t,M)
] ≤ 2Mt,
which completes the proof of Lemma 4.4.
Remark 4.3. We can prove that in fact, for every t > 0,
lim sup
n→∞
E
[
#
{
cycle half-edges attached to vi, i ≤ tn2/3, in Gn
}]
<∞.
Remark 4.4. We stress that a consequence of [BS09, Theorem 1] is that the expected
number of cycle half-edges in Gn is o(n).
4.5.2 End of the proof of Theorem 4.3
In this section, we prove Theorem 4.3. We keep the notation of Section 4.5.1.
Let t > 0. Let f be a bounded, Lipschitz function deﬁned on (C[0, t],R). Applying
Corollary 4.1 and the Portmanteau theorem, it suﬃces to prove that E[f(W n)]−E[f(sn)]
tends to 0 as n→∞.
There exists K > 0 such that for every w,w′ ∈ (C[0, t],R), |f(w)| ≤ K and |f(w)−
f(w′)| ≤ K‖w − w′‖. Let M > 0. One has:∣∣E [f (W n)]− E [f (sn)]∣∣
= E
[∣∣f (W n)− f (sn)∣∣1En(t,M)]+ E [∣∣f (W n)− f (sn)∣∣ (1− 1En(t,M))]
≤ E [K ∥∥W n − sn∥∥1En(t,M)]+ E [2K (1− 1En(t,M))]
≤ 2Kn−1/3E [#{cycle half-edges attached to vi, i ≤ tn2/3}1En(t,M)]
+2KP
(
max
i≤t
{
sn(i)−min
k≤i
sn(k)
}
≥M
)
.
Lemma 4.4 ensures that
lim
n→∞
n−1/3E
[
#
{
cycle half-edges attached to vi, i = 1 ≤ tn2/3
}
1En(t,M)
]
= 0.
Moreover, applying Corollary 4.1 and the Portmanteau theorem,
lim sup
n→∞
P
(
max
i≤t
{
sn(i)−min
k≤i
sn(k)
}
≥M
)
≤ P
(
max
s≤t
{
W ν(s)−min
u≤s
W ν(u)
}
≥M
)
.
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Therefore, for every M > 0,
lim sup
n→∞
∣∣E [f (W n)]− E [f (sn)]∣∣ ≤ 2KP
(
max
s≤t
{
W ν(s)−min
u≤s
W ν(u)
}
≥M
)
.
Now, the continuity of W ν implies that
lim
M→∞
P
(
max
s≤t
{
W ν(s)−min
u≤s
W ν(u)
}
≥M
)
= 0.
Hence
lim
n→∞
E
[
f
(
W n
)]− E [f (sn)] = 0.
Theorem 4.3 is therefore proved.
4.6 Study of the random simple graph SGn
The setting of this section is the same as before: ν is supposed to satisfy (4.1). We
intend to show Theorem 4.4. The proof is divided into two steps. First (see Lemma 4.5
below) we shall prove that, with probability tending to 1, the possible loops and multiple
edges in Gn arrive only after the ﬁrst ⌊n3/4⌋ vertices have been explored during the
depth-ﬁrst search. We shall then deduce that the walk W n conditioned on the event
{Gn is simple} has the same asymptotic behavior as the walk W n (see Section 4.6.2).
4.6.1 Time arrival of loops and multiple edges
In this section, we prove the following result:
Lemma 4.5. Let T (n) be the minimal index of a vertex of Gn having a loop or a multiple
edge:
T (n) = inf{i ∈ {1, . . . , n} : vi has a loop or a multiple edge}.
Then,
lim
t→∞
P(T (n) > n3/4) = 1.
Observe that T (n) =∞ if and only if Gn is simple.
Proof. Obviously, it suﬃces to show that
lim
n→∞
E
[
#
{
loops or multiple edges attached to vi, i ≤ n3/4, in Gn
}]
= 0.
Let us establish that assertion. We proceed the same way as in the proof of Lemma 4.4.
For every deterministic sequence (x1, . . . , xn) of positive integers such that
∑n
i=1 xi is
even, conditionally on the event
Ex1,...,xn = {(Dˆ1, . . . , Dˆn) = (x1, . . . , xn)},
one has:
E
[
#
{
loops or multiple edges attached to vi, i ≤ n3/4
} | Ex1,...,xn ]
≤
n3/4∑
i=1
xi∑
k=1
P (the k-th half-edge of vi creates a loop or a multiple edge | Ex1,...,xn) .
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Now, the k-th half-edge of a vertex with degree xi (i ≤ n3/4) creates a loop with
probability at most xi−k
n−n3/4 . It creates a multiple edge with probability at most
k−1
n−n3/4 .
Consequently
E
[
#
{
loops or multiple edges attached to vi, i ≤ n3/4
} ∣∣∣ Dˆ1 = x1, . . . , Dˆn = xn ]
≤
n3/4∑
i=1
xi∑
k=1
xi
n− n3/4
and
E
[
#
{
loops or multiple edges attached to vi, i ≤ n3/4, in Gn
}]
≤ 1
n− n3/4E

n3/4∑
i=1
Dˆ2i


≤ n
3/4
n− n3/4E
[
Dˆ21
]
.
Since ν has ﬁnite third moment, this completes the proof.
4.6.2 End of the proof of Theorem 4.4
Let t > 0. Let f be a bounded, continuous function deﬁned on (C[0, t],R). It suﬃces
to prove that:
lim
n→∞
E
[
f
(
W n
) ∣∣ T (n) =∞] = E [f (W ν)] ,
where f(W n) denotes the image of the restriction of the walk W n to [0, t] by f . Let us
show that result. Observe that the event
{neither loop nor multiple edge is attached to vi, i > n3/4}
is asymptotically independent of the r.v. f(W n):
E
[
f
(
W n
)
1neither loop nor multiple edge is attached to vi, i > n3/4
]
∼
n→∞
E
[
f
(
W n
)]
P
(
neither loop nor multiple edge is attached to vi, i > n
3/4
)
.
Deciding whether or not a loop or a multiple edge is created after step n3/4 does indeed
not depend on the ﬁrst tn2/3 steps2. Now, by Theorem 4.3,
lim
n→∞
E
[
f
(
W n
)]
= E
[
f
(
W
ν)]
,
and according to Lemma 4.5 and Equation (4.2)
P
(
neither loop nor multiple edge is attached to vi, i > n
3/4
) ∼
n→∞
P (T (n) =∞) .
2To make this argument rigorous, consider the Poissonian model introduced in Section 4.4; inde-
pendence is then straightforward and the fact that the two models are asymptotically close has already
been seen.
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Consequently
E
[
f
(
W n
)
1neither loop nor multiple edge is attached to vi, i > n3/4
] ∼
n→∞
E
[
f
(
W
ν)]
P (T (n) =∞) .
Recalling Lemma 4.5 and Equation (4.2), this proves that
E
[
f
(
W n
)
1T (n)=∞
] ∼
n→∞
E
[
f
(
W
ν)]
P (T (n) =∞) ,
completing the proof of Theorem 4.4.
4.7 The power law distribution setting
In this section, we do not suppose the ﬁniteness of the moment of order 3 for distri-
bution ν, and rather we replace assumption (4.1) by the following
∞∑
k=1
k(k − 2)νk = 0 and νk ∼
k→∞
ck−γ, (4.8)
where c > 0 and γ ∈ (3, 4). This implies that (4.5) has to be replaced by
L′′(x) = 2µ− c Γ(4− γ)
γ − 3 x
γ−3 + o
x→0
(xγ−3). (4.9)
We are interested in the component sizes of the multigraph constructed the same way
as before. To have a good idea of what the order of the component sizes should be, we
adopt the same strategy, using Poissonian calculus (see Section 4.7.1). We shall then
show in Section 4.7.2 how to deduce the asymptotic behavior of the component sizes of
Gn in our new situation. In Section 4.7.3 we shall state some open problems.
4.7.1 The Poissonian argument
Taking the same notation as in Section 4.4, we consider here the process (Sn(t))t≥0
deﬁned by:
Sn(t) =
∑
(k,s)∈Πn
(k − 2)1s≤t.
Recall that Πn is a Poisson point process on N∗ × (0, n) with intensity pin, where
pin(k, ds) = ke−kψ(s/n)ψ′(s/n)νkds. We intend to prove the following result:
Theorem 4.5. Rescale Sn by defining Sn : t ≥ 0 7→ n−1/(γ−1)Sn
(
tn(γ−2)/(γ−1)
)
. Then
Sn
(d)−→
n→∞
Xν + Aν ,
where
Aν : t 7→ − c Γ(4− γ)
(γ − 3)(γ − 2)µγ−2 t
γ−2
and Xν is the unique process with independent increments such that for every t ≥ 0 and
u ∈ R,
E [exp (iuXνt )] = exp
(∫ t
0
ds
∫ ∞
0
dx
(
eiux − 1− iux) c
µ
1
xγ−1
e−xs/µ
)
.
4.7 - The power law distribution setting 99
Proof. As before, let
An : t 7→
∫
pin(k, ds)(k − 2)1s≤t
be the deterministic continuous bounded variation function such that
Mn(t) = Sn(t)− An(t), t ≥ 0,
is a martingale. Rescaling as in Theorem 4.5 to deﬁne An and Mn, we can easily see as
in Lemma 4.2 (recall (4.9)) that for every t > 0,
lim
n→∞
sup
s≤t
∣∣An(s)− Aν(s)∣∣ = 0.
To complete the proof of Theorem 4.5, it thus suﬃces to show that
Mn
(d)−→
n→∞
Xν .
This will be done in Lemmas 4.6 and 4.7 by applying general results on convergence of
processes with independent increments borrowed from [JS03].
The rest of this section is organized as follows. We shall ﬁrst study in Lemma 4.6 the
martingale M
(1)
n related to the small jumps of Mn. Then, in Lemma 4.7, we shall be
interested in the martingale M
(2)
n which counts the big jumps. The fact that Mn =
M
(1)
n +M
(2)
n converges to X
ν , which is the sum of the limits of M
(1)
n and M
(2)
n , stems
from the independence of M
(1)
n and M
(2)
n (since they never jump simultaneously). To
ease notation, let
a =
1
γ − 1 .
Lemma 4.6. The martingale M
(1)
n defined for every t ≥ 0 by
M
(1)
n (t) =
∑
(k,s)∈Πn
1k<na(k − 2)n−a1s≤tn1−a −
∫
pin(k, ds)1k<na(k − 2)n−a1s≤tn1−a
converges in distribution as n→∞ to a process (X(1)t )t≥0 with independent increments
characterized by: for every t ≥ 0 and u ∈ R,
E
[
exp
(
iuX
(1)
t
)]
= exp
(∫ t
0
ds
∫ 1
0
dx
(
eiux − 1− iux) c
µ
1
xγ−1
e−xs/µ
)
.
Proof. First observe that the process X(1) may be deﬁned as the limit for the metric
induced by the norm
‖Y ‖ = E [sup{Y 2s : 0 ≤ s ≤ t}]1/2
of the Cauchy family
t 7→
∑
s≤t
1∆s>ε∆s −
∫ t
0
ds
∫ 1
ε
dx x
c
µ
1
xγ−1
e−xs/µ
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as ε tends to 0, where ∆ is a Poisson point process with intensity 1x∈(0,1)ν(ds, dx) with
ν(ds, dx) =
c
µ
1
xγ−1
e−xs/µdsdx.
To prove Lemma 4.6, we rely on [JS03, Theorem VII.3.7]. Dealing with small jumps of
the martingale Mn indeed enables us to work with “square-integrable" processes (note
that
∫ t
0
∫
R
x21x∈(0,1)ν(ds, dx) <∞).
Taking the same notation as in [JS03], we ﬁrst have to compute the characterics
(Bn, Cn, νn) of M
(1)
n , which are deﬁned via the equation: for every t ≥ 0 and u ∈ R,
E
[
exp
(
iuM
(1)
n (t)
)]
= exp
(
iuBn(t)− 1
2
u2Cn(t) +
∫ t
0
∫ 1
−n−a
(
eiux − 1− iux) νn(ds, dx)) .
The exponential formula for Poisson point processes yields
E
[
exp
(
iuM
(1)
n (t)
)]
= exp
{
n
∑
k<na
νk
(
1− e−kψ(tn−a)
)(
eiu(k−2)n
−a − 1− iu(k − 2)n−a
)}
.
Consequently, Bn = Cn = 0 and
νn(ds, dx) = ds
∑
k<na
δ(k−2)n−a(dx) n1−akνkψ′(sn−a)e−kψ(sn
−a).
According to [JS03, Theorem VII.3.7], Lemma 4.6 will be proved as soon as we have
shown that for every t ≥ 0:∫ t
0
∫ 1
−n−a
x2νn(ds, dx) −→
n→∞
∫ t
0
∫ 1
0
x2ν(ds, dx), (4.10)
and
for every g ∈ C2(R+),
∫ t
0
∫ 1
−n−a
g(x)νn(ds, dx) −→
n→∞
∫ t
0
∫ 1
0
g(x)ν(ds, dx), (4.11)
where C2(R+) is the set of all continuous bounded functions R+ → R which are 0 on a
neighborhood 0 and have a limit at inﬁnity.
Let us establish (4.10). Elementary calculations yield:∫ t
0
∫ 1
−n−a
x2νn(ds, dx) = n1−2a
∑
k<na
(k − 2)2νk
(
1− e−kψ(tn−a)
)
.
A diﬃculty stems from the lack of good estimates for νk when k is small. That is why
we write ∫ t
0
∫ 1
−n−a
x2νn(ds, dx) = n1−2a
∑
k∈N∗
(k − 2)2νk
(
1− e−kψ(tn−a)
)
−n1−2a
∑
k≥na
(k − 2)2νk
(
1− e−kψ(tn−a)
)
.
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It is easy to see that the ﬁrst term in the diﬀerence tends to cΓ(4−γ)
(γ−3)µγ−3 t
γ−3. As for the
second, recalling that νk ∼ ck−γ,
n1−2a
∑
k≥na
(k − 2)2νk
(
1− e−kψ(tn−a)
)
∼
n→∞
n1−2a
∫ ∞
na
dxx2cx−γ
(
1− e−xψ(tn−a)
)
.
A change of variables and an application of the dominated convergence theorem (recall
that ψ(x) = x
µ
+ o(x)) yield
n1−2a
∑
k≥na
(k − 2)2νk
(
1− e−kψ(tn−a)
)
−→
n→∞
∫ ∞
1
dx c
1− e−xt/µ
xγ−2
.
Noticing that
c Γ(4− γ)
(γ − 3)µγ−3 t
γ−3 =
∫ ∞
0
dx c
1− e−xt/µ
xγ−2
,
we ﬁnally get ∫ t
0
∫ 1
−n−a
x2νn(ds, dx) −→
n→∞
∫ 1
0
dx c
1− e−xt/µ
xγ−2
,
which proves (4.10).
We now turn our attention to (4.11). Let ε ∈ (0, 1) and g : [ε, 1]→ R be a continuous
function. Then∫ t
0
∫ 1
−n−a
g(x)νn(ds, dx) = n
∑
εna<k<na
g
(
k − 2
na
)
νk
(
1− e−kψ(tn−a)
)
.
Proceeding as before, we obtain∫ t
0
∫ 1
−n−a
g(x)νn(ds, dx) −→
n→∞
∫ 1
ε
dxg(x)c
1− e−xt/µ
xγ
,
completing the proof of Lemma 4.6.
In order to ﬁnish of the proof Theorem 4.5, we now show the convergence of the mar-
tingale related to the big jumps.
Lemma 4.7. The martingale M
(2)
n defined for every t ≥ 0 by
M
(2)
n (t) =
∑
(k,s)∈Πn
1k≥na(k − 2)n−a1s≤tn1−a −
∫
pin(k, ds)1k≥na(k − 2)n−a1s≤tn1−a
converges in distribution as n→∞ to a process (X(2)t )t≥0 with independent increments
characterized by: for every s, t ≥ 0, u ∈ R,
E
[
exp
(
iuX
(2)
t
)]
= exp
(∫ t
0
ds
∫ ∞
1
dx
(
eiux − 1− iux) c
µ
1
xγ−1
e−xs/µ
)
.
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Proof. The existence of X(2) is easily obtained as the sum of
Bν : t 7→ −
∫ t
0
ds
∫ ∞
1
dx x
c
µ
1
xγ−1
e−xs/µ
and the partial sum of the jumps of a Poisson point process with intensity 1x≥1ν(ds, dx)
(recall that ν(ds, dx) = c
µ
1
xγ−1
e−xs/µdsdx). Let us see how Lemma 4.7 derives from
[JS03, Theorem VII.3.4].
As before, we ﬁrst have to compute the characterics (Bn, Cn, νn) of M
(2)
n , which are
now deﬁned via the equation: for every s, t ≥ 0, u ∈ R,
E
[
exp
(
iuM
(2)
n (t)
)]
= exp
(
iuBn(t)− 1
2
u2Cn(t) +
∫ t
0
∫ ∞
1−2n−a
(
eiux − 1) νn(ds, dx)) .
The exponential formula for Poisson point processes yields
E
[
exp
(
iuM
(2)
n (t)
)]
= exp
{
−iun1−a
∑
k≥na
(k − 2)νk
(
1− e−kψ(tn−a)
)
+ n
∑
k≥na
νk
(
1− e−kψ(tn−a)
)(
eiu(k−2)n
−a − 1
)}
.
Consequently, Cn = 0,
Bn(t) = −n1−a
∑
k≥na
(k − 2)νk
(
1− e−kψ(tn−a)
)
and
νn(ds, dx) = ds
∑
k≥na
δ(k−2)n−a(dx) kνkn1−aψ′(sn−a)e−kψ(sn
−a).
According to [JS03, Theorem VII.3.4], Lemma 4.7 will be proved as soon as we have
shown that for every t ≥ 0:
sup
s≤t
|Bn(t)− Bνt | −→
n→∞
0, (4.12)
and
for every g ∈ C2(R+),
∫ t
0
∫ ∞
1−2n−a
g(x)νn(ds, dx) −→
n→∞
∫ t
0
∫ ∞
1
g(x)ν(ds, dx). (4.13)
Equation (4.13) can be shown exactly the same way as (4.11), and to prove (4.12), it
suﬃces to compare the series to the corresponding integrals as we did above.
4.7.2 The main results
Repeating what we did in Section 4.5, we deduce from Theorem 4.5 the following
key result. As before, the walk deﬁned via (4.3) is denoted by Wn.
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Corollary 4.2. Rescale the depth-first walk Wn by defining for every t ∈ [0, n1/(γ−1)]
W n(t) = n
−1/(γ−1)Wn
(⌊
tn(γ−2)/(γ−1)
⌋)
.
Then
W n
(d)−→
n→∞
Xν + Aν .
We now give an analogous result of Theorem 4.1 in the present setting. Let Rν be the
reﬂected process deﬁned by
Rν : t ≥ 0 7→ Xνt + Aνt − inf
0≤s≤t
{Xνs + Aνs} .
We deﬁne excursion intervals and excursion lengths of Rν as in Section 4.2.
Theorem 4.6. Suppose ν satisfies (4.8). Then a.s. the set of excursions of Rν may be
written {γj, j ≥ 1} so that the lengths |γj| are decreasing and∑
j≥1
|γj|2 <∞,
and letting Cνn be the ordered sequence of component sizes of Gn,
n−(γ−2)/(γ−1)Cνn
(d)−→
n→∞
(|γj| , j ≥ 1)
with respect to the l2ց topology.
We borrow the technique for showing how Theorem 4.6 can be deduced from Corol-
lary 4.2 from the deep paper of Aldous and Limic [AL98]. Indeed, observe that the
component sizes of the multigraph Gn, in the order of appearance in depth-ﬁrst walk,
are size-biased ordered. Applying [AL98, Proposition 17] (see also [Ald97, Proposition
15 and Lemma 25]), Theorem 4.6 thus derives from Corollary 4.2 and the following
lemma (we refer to [AL98, Proposition 14]).
Lemma 4.8. The following four assertions hold.
1. Xνt + A
ν
t
p→ −∞ as t→∞.
2. sup{|γ| : γ is an excursion of Rν s.t. l(γ) ≥ t} p→ 0 as t→∞.
3. The set {t : Rνt = 0} contains no isolated points a.s.
4. For every t > 0, P(Rνt = 0) = 0.
Proof. Proof of 1. By Lemma 4.6,
E
[(
X
(1)
t
)2]
=
c
µ
∫ t
0
ds
∫ 1
0
dx
1
xγ−3
e−xs/µ ≤ ct
∫ 1/t
0
dx
1
xγ−3
+ c
∫ ∞
1/t
dx
1
xγ−2
,
so that
E
[(
X
(1)
t
)2]
≤ c
(γ − 3)(4− γ)t
γ−3.
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Applying Markov’s inequality, we deduce that
t−(γ−3)X(1)t
p−→
t→∞
0. (4.14)
Letting η = (γ−3)/2, this implies that t−(1+η)X(1)t p→ 0 as t→∞. Then notice thatX(2)t
is less than
∑
s≤t∆s, where∆ is a Poisson point process with intensity 1x≥1ν(ds, dx) (re-
call that ν(ds, dx) = c
µ
1
xγ−1
e−xs/µdsdx). Now E[
∑
s≤t∆s] =
c
µ
∫ t
0
ds
∫∞
1
dx 1
xγ−2
e−xs/µ ≤
c
µ(γ−3)t. Consequently, by Markov’s inequality, t
−(1+η)∑
s≤t∆s
p→ 0 as t → ∞. Since
t−(1+η)Aνt → −∞ as t→∞, property 1 is proved.
Proof of 2. Restate 2 as follows: for every ε > 0,
number of (excursion of Rν with length > 2ε) <∞ a.s.
Fix ε > 0 and deﬁne events Cn = {sups∈[(n−1)ε,nε](Xν(n+1)ε + Aν(n+1)ε − Xνs − Aνs) > 0}.
It is easily seen that it suﬃces to show that P(Cn inﬁnitely often) = 0. By (4.14), it is
enough to prove that ∑
n≥1+s0/ε
P(Cn ∩ Cs0) <∞, for every large s0, (4.15)
where Cs0 = {supt≥s0 t−(γ−3)|X(1)t | ≤ δ} for some positive (small) constant δ > 0 to be
chosen later. Now
Cn ⊂
{
sup
s∈[(n−1)ε,nε]
(
X
(2)
(n+1)ε −X(2)s
)
≥ c Γ(4− γ)
(γ − 3)(γ − 2)µγ−2 ε
γ−2 ((n+ 1)γ−2 − nγ−2)
− sup
s∈[(n−1)ε,nε]
(
X
(1)
(n+1)ε −X(1)s
)}
.
For every n larger than 1 + s0/ε, on Cs0 , we have:
sup
s∈[(n−1)ε,nε]
(
X
(1)
(n+1)ε −X(1)s
)
≤ 2δεγ−3(n+ 1)γ−3 ≤ 2δεγ−32γ−3nγ−3.
Consequently, for every n larger than 1 + s0/ε,
Cn ∩ Cs0 ⊂
{
sup
s∈[(n−1)ε,nε]
(
X
(2)
(n+1)ε −X(2)s
)
≥
(
c Γ(4− γ)
(γ − 3)µγ−2 ε
γ−2 − δεγ−32γ−2
)
nγ−3
}
.
Taking δ = ε c Γ(4−γ)
(γ−3)µγ−22γ−1 , and denoting
c Γ(4−γ)
2(γ−3)µγ−2 ε
γ−2 by ρ, we thus have for every n
large enough:
Cn ∩ Cs0 ⊂
{
sup
s∈[(n−1)ε,nε]
(
X
(2)
(n+1)ε −X(2)s
)
≥ ρnγ−3
}
.
Now, considering a Poisson point process ∆ with intensity 1x≥1ν(ds, dx), where
ν(ds, dx) =
c
µ
1
xγ−1
e−xs/µdsdx,
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observe that
P
(
sup
s∈[(n−1)ε,nε]
(
X
(2)
(n+1)ε −X(2)s
)
≥ ρnγ−3
)
≤ P

 ∑
s∈[(n−1)ε,(n+1)ε]
∆s ≥ ρnγ−3


≤ ρ−1n−γ+3E

 ∑
s∈[(n−1)ε,(n+1)ε]
∆s


= ρ−1n−γ+3
c
µ
∫ (n+1)ε
(n−1)ε
ds
∫ ∞
1
dx x
1
xγ−1
e−xs/µ.
We deduce that for every n larger than 2 + s0/ε,
P (Cn ∩ Cs0) ≤ 2εc
ρµ
n−γ+3
∫ ∞
1
dx x2−γe−nxε/(2µ) ≤ 4c
ρ
n−γ+2e−nε/(2µ),
which proves (4.15) and completes the proof of assertion 2.
Proof of 3. To show property 3, we ﬁrst consider the case t = 0. We aim at showing
that inf{s > 0 : Xνs + Aνs < 0} = 0 a.s. Since for every s ∈ [0,∞) and x ∈ (0,∞),
c
µ
1
xγ−1
e−xs/µ ≤ c
µ
1
xγ−1
, we can couple the process Xν and construct a stable process L
with index γ − 2 with no negative jumps such that
∀s ≥ 0 ∀u ∈ R, E [exp (iuLs)] = exp
(
s
∫ ∞
0
dx
(
eiux − 1− iux) c
µ
1
xγ−1
)
satisfying
∀s ≥ 0, Xνs ≤ Ls +
c
µ
∫ s
0
dr
∫ ∞
0
dx
1
xγ−2
(
1− e−xr/µ) , (4.16)
i.e.,
∀s ≥ 0, Xνs ≤ Ls +
c Γ(4− γ)
(γ − 3)(γ − 2)µγ−2 s
γ−2.
Consequently Xν + Aν ≤ L. Since inf{s > 0 : Ls < 0} = 0 a.s., with probability 1, 0
is not an isolated point of the set {t : Rνt = 0}. This implies assertion 3 by routine
arguments (see [AL98] for details).
Proof of 4. Here again, we shall use a coupling argument. We need an inequality
opposite to (4.16). Speciﬁcally, we have to bound the increments of Xν+Aν from below.
We ﬁrst focus on X(1). Let t ∈ (0,∞). Arguing as before, since for every s ∈ [0, t] and
x ∈ (0, 1), c
µ
1
xγ−1
e−xs/µ ≥ c
µ
1
xγ−1
e−xt/µ, we can construct a Lévy process (Q(1)s )s∈[0,t] such
that
∀(u, s) ∈ R× [0, t], E [exp (iuQ(1)s )] = exp
(
s
∫ 1
0
dx
(
eiux − 1− iux) c
µ
1
xγ−1
e−xt/µ
)
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satisfying
∀s ∈ [0, t], X(1)t −X(1)s ≥ Q(1)t −Q(1)s +
c
µ
∫ t
s
dr
∫ 1
0
dx
1
xγ−2
(
e−xt/µ − e−xr/µ) .
Since for every a, b ∈ (0,∞) such that a < b, e−a − e−b ≤ b − a, we have for every
s ∈ [0, t]
X
(1)
t −X(1)s ≥ Q(1)t −Q(1)s −
c
2(4− γ)µ2 (t− s)
2.
As a result, for every s ∈ [0, t],
Xνt −Xνs ≥ Q(1)t −Q(1)s −
c
2(4− γ)µ2 (t− s)
2 +Bνt − Bνs .
We easily deduce that there exists C > 0 (only depending on t) such that for every
s ∈ [0, t],
Xνt + A
ν
t − (Xνs + Aνs) ≥ Q(1)t −Q(1)s − C(t− s).
Consequently
sup {Xνt + Aνt − (Xνs + Aνs) : s ∈ [0, t]} ≥ sup
{
Q
(1)
t − Ct−
(
Q(1)s − Cs
)
: s ∈ [0, t]
}
.
Now, applying [Ber96, Theorem VII. 2 and page 158] to the Lévy process (Q(1)s −
Cs)s∈[0,t], we have
P
(
Q
(1)
t − Ct = inf
{
Q(1)s − Cs : s ∈ [0, t]
})
= 0.
We deduce that
P (Xνt + A
ν
t = inf {Xνs + Aνs : s ∈ [0, t]}) = 0,
which is assertion 4.
4.7.3 Open questions
The argument used to prove of Lemma 4.5 does not work in our present setting.
Observe though that (4.2) still holds here. That is why we believe that the following
result is true:
Conjecture 4.1. Suppose ν satisfies (4.8). Let SCνn be the ordered sequence of compo-
nent sizes of SGn and (|γj| , j ≥ 1) be the ordered sequence of the excursion lengths of
Rν. Then
n−(γ−2)/(γ−1)SCνn
(d)−→
n→∞
(|γj| , j ≥ 1)
with respect to the l2ց topology.
As before, Conjecture 4.1 would be proven as soon as the following result is shown:
Conjecture 4.2. Suppose ν satisfies (4.8). The law of the rescaled walkW n conditioned
on the event {Gn is simple} converges in distribution to Xν + Aν as n→∞.
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