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МЕТОД ИССЛЕДОВАНИЯ МНОГОМЕРНЫХ 
НЕСТАЦИОНАРНЫХ ПРОЦЕССОВ 
Рассмотрен метод выявления причинно-следственных зависимостей между параметрами 
многомерных технических объектов при их изменении. Исследуются результаты равноотсто-
ящих во времени измерений параметров в виде многомерных временных рядов. Рассматриваю-
тся практические приложения. 
Среди методов исследования сложных нестационарных технических объектов моделирование 
по эмпирическим многомерным временным рядам измерений их параметров занимает одно из 
важных мест [1, 2]. Это объясняется возможностью увеличения точности оценки и/или прогноза 
исследуемых параметров, а также воспроизведения связей между ними. Однако для многих таких 
объектов экспериментальная информация является результатом проявления процессов различной 
физической природы и потому невозможно зафиксировать значение одного параметра и изучать 
изменение остальных параметров. Другими словами, в большинстве практических ситуаций от-
сутствуют сведения о влиянии различных параметров друг на друга. Тем не менее, при построе-
нии многомерных моделей должны быть в первую очередь выбраны векторы исследуемых пара-
метров, т. е. решены вопросы причинности — выделения связи между параметрами, а также опре-
делены критерии проверки адекватности моделей [3, 4]. Несмотря на важность проблемы, в науч-
ной литературе до сих пор не систематизированы главные принципы построения подобных моде-
лей: выбора структуры моделей и наиболее информативных параметров, сравнение многомерных 
моделей, автоматическое определение наилучшей из них для достижения поставленных целей в 
короткие сроки, автоматическая проверка адекватности моделей исходным многомерным рядам 
и т. д. 
Рассматривается метод выявления причинно-следственных зависимостей между параметрами 
многомерных технических объектов при их изменении. Исследуются результаты равноотстоящих 
во времени измерений параметров в виде многомерных временных рядов. Рассматриваются прак-
тические приложения. 
Ставится задача моделирования сложного динамического объекта по эмпирическим временным 
рядам измерений параметров ,1 ,, ,i i tX X , где i — номер исследуемого параметра, 1, ,t T=   — 
дискретное время. Емкость каждого ряда остается постоянной, но члены ряда обновляются по мере 
поступления на его вход новых результатов. В момент времени t  параметры образуют вектор параме-
тров /1, ,( , ..., )t t n tx X X= , /  — символ транспонирования. В качестве примера рассмотрены слу-
чайные последовательности измерений трех параметров, характеризующих работу карбюраторного 
двигателя внутреннего сгорания в ходе контрольных испытаний (рис. 1): удельного расхода топлива 
ge (г/э. лс. ч), разрежения давления во впускном коллекторе Н (мм. рт. ст) и содержание CH (млн-1) в 
отработавших газах. 
Рис. 1 демонстрирует нестационарность и схо-
жие тенденции в изменении значений всех парамет-
ров. Априорная информация о физическом процессе 
функционирования исследуемого объекта позволяет 
предположить, что это  результат общего стохасти-
ческого тренда, который при анализе может быть 
устранен некоторой линейной комбинацией рядов, в 
итоге эта линейная комбинация будет линейной. 
Для подтверждения гипотезы о существовании об-
щей динамики параметров и линейной комбинации 
рядов их измерений выполнен так называемый кои-
нтеграционный анализ [4, 5, 6]. Этот вид анализа 



















Рис. 1. Исследуемые случайные ряды  
измерений параметров 
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часто используется для экономических приложений математической статистики и, неоправданно 
редко, — для изучения технических и технологических объектов. Алгоритмы и вычислительные 
процедуры разработаны с использованием прикладного программного обеспечения RATS/CATS 
[7, 8]. 
На первом этапе случайные нестационарные ряды измерений сведены к стационарным с помо-
щью оператора разностей [6, 10]. Так, разности первого порядка определены как 
, , , 1i t i t i tY X X −= − , и исходные процессы ,i tX  тогда называют интегрированными процессами пер-
вого порядка. В общем случае элементы вектора /1, ,( , ..., )t t n ty Y Y=  называют коинтегрирован-
ными порядка ,d b  и обозначают ~ ( , )ty CI d b , если они представляют интегрированные процес-
сы порядка d  и существует отличный от нуля вектор β , такой что линейная комбинация ty β  есть 
интегрированный процесс порядка ( )d b− . Вектор β  называют коинтегрирующим вектором. 
Тогда система двух регрессионных уравнений образует коинтегрированный векторный процесс 
 1 2 1t t tY Y= ρ + ε ; (1) 
 2 2, 1 2t t tY Y −= ρ + ε , (2) 
где 1tε  и 2tε  — некоррелированные процессы белого шума. 
Коинтегрированные процессы 1tY  и 2tY  из (1), (2) связаны между собой стационарным соот-
ношением, а проверка на коинтегрированность означает оценивание коинтегрирующего вектора. 
Выявление причинно-следственных зависимостей между параметрами ge и H, ge и CH попарно для 
последующей оценки их состояния получают, используя регрессионную модель 
 1t ti ti tiX Q X= + ε ;   ( )2~ 0,ti iiidε σ ,   2, 3i =  (3) 
Основной этап анализа связан с определением порядка интегрированности исследуемых времен-
ных рядов. Для этого проверяют стационарность каждого из рядов с использованием теста на наличие 
единичных корней Дики – Фуллера, в результате которого гипотеза единичного корня не отвергнута 
даже при выборе 10 % уровня значимости. Следовательно, временные ряды измерений всех парамет-
ров представляют интегрированные процессы первого порядка. А процессы Dge, DH, DCH, получен-
ные из исходных рядов взятием первых разностей, являются стационарными, что иллюстрирует гра-
фики на рис. 2. 
Для проверки коинтегрированности рядов X1—X3 проведен тест Йохансена [9], в соответствии с 
которым первоначально в векторную авторегрессионную модель размерности p включают все 
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Рис. 2. Стационарность первых разностей рядов 1 3X X−  
t 
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В выражении (4) анализируемый вектор /1, ,( ,..., )t t n tx X X= , вектор констант 
/
1( ,..., )nπ = π π , 
вектор ошибок оценивания (остатков) /1( ,..., )t t ntε = ε ε  имеют размерность ( 1)n × , n — число 
исследуемых параметров, ( )( )j ikA j= α ; , 1,...,i k n= , 1,...,j p= . В данном примере векторная 
авторегрессионная модель имеет порядок 2. 
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∆ = π + π + π ∆ + Ψ ⋅ + ε =∑ , (5) 
построение которой связано с выдвинутой гипотезой об общей тенденции изменения параметров, 
или некоторой общей траектории, от которой параметры могут отклоняться, но к которой возвра-
щаются при нормальном режиме функционирования объекта. 
Второй этап состоит в оценивании коэффициентов модели и определении коинтеграции r  
(ранг матрицы 1 2 ... pA A Aπ = Ι − − − − =
Tαβ ). Если существует ровно r  линейно независимых 
коинтегрирующих векторов, то ранг коинтеграции равен r и определяют матрицу β , составлен-
ную из таких векторов. Если исследуют n  переменных, то 1r n≤ − . Набор коинтегрирующих 
векторов не является однозначным, рассматривается коинтеграционное пространство. 
Используя тестовую статистику максимального собственного числа, определен ранг коинтег-
рации равным 1 ( r  = 1) каждой пары параметров (табл. 1). 
Таблица 1 
Определение ранга коинтеграции  




maxLR −λ  




maxLRλ −  
maxLRλ −  
(90 %) 
0 0,3309 10,85 7,37 0,2375 7,39 7,37 
1 0,0569 1,58 2,98 0,0158 0,43 2,98 
Матрицы α , 'β  и π  для каждой пары параметров представлены в табл. 3. Каждая строка мат-
рицы 'β  содержит элементы одного из возможных линейно независимых коинтегрирующих век-
торов, элементы матрицы α  интерпретируют как скорость приведения процесса к равновесию. 
Первая из строк матрицы 'β  содержит коэффициенты линейной комбинации рядов, ближайшей к 
стационарной. Вторая строка соответствует линейной комбинации, занимающей в этом отноше-
нии второе место, и т. д. 
Таблица 2  
Результаты вычисления матриц α  и 
'
β  и π  для каждой пары параметров 
ge и H β  (транспонированная)  
ge        H 
0,032    –0,023 
–0,001     0,003 
α 
 
–15,247   –6,154 
   5,579    –6,271 
π 
ge    H 
–0,481   0,332 
 0,183   –0,149 
ge и CH β  (транспонированная) 
ge      H 
–0,021    0,029 
–0,016    0,016 
α 
 
–6,001    4,443 
–12,944   2,333 
π 
ge     H 
0,056   –0,101 
0,235   –0,333 
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Т. к. ранг коинтеграции каждой пары парамет-
ров равен 1 (r = 1), то в качестве оценки коинтег-
рирующего вектора выбирают вектор с элемента-
ми первой строки. Путём деления всех элементов 
строки на первый элемент получают коинтегри-
рующие векторы (табл. 3). 
Таким образом, выявлены причинно-
следственные зависимости между рассматриваемыми параметрами ge и H, ge и CH, что подтверж-
дается физическими законами функционирования исследуемого карбюраторного двигателя внут-
реннего сгорания. Это означает, что для исправных двигателей существует стационарная линейная 
комбинация параметров ge и H, ge и CH рис. 3. Направление причинно-следственных зависимос-
тей, т. е. деление параметров на независимые (причины) и зависимые (следствия) определено с 
использованием методики Грэнжера [10]. 
Для исправных двигателей параметры находятся в динамическом взаимодействии, как следст-
вие нарушение этого взаимодействия позволит выявить отклонение режима функционирования 
двигателя от номинального. 
Эмпирические модели количественных отношений между параметрами представляют основу 
для решения задач оценивания состояния сложных объектов по выделенным параметрам в реаль-
ном режиме времени с использованием известных алгоритмов. 
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Рис. 3. Коинтеграция между рассматриваемыми параметрами ge и H, ge и CH 
  
Таблица 3 







(1,000  Q1,i) (1,000  –0,724) (1,000  –1,364) 
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