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Integer linear programming (ILP). Using a case study in British Columbia, Canada, we compare 20 the cost-effectiveness and processing times of SA versus ILP using both commercial and open-21 source algorithms. Plans for expanding protected area systems based on ILP algorithms were 12 22 to 30% cheaper than plans using SA. The best ILP solver we examined was on average 1071 23 times faster than the SA algorithm tested. The performance advantages of ILP solvers were also 24 observed when we aimed for spatially compact solutions by including a boundary penalty. One 25 practical advantage of using ILP over SA is that the analysis does not require calibration, saving 26 even more time. Given the performance of ILP solvers, they can be used to generate 27 conservation plans in real-time during stakeholder meetings and can facilitate rapid sensitivity 28 analysis, and contribute to a more transparent, inclusive, and defensible decision-making 29 process. 30
Introduction 36
Area-based systematic conservation planning aims to provide a rigorous, repeatable, and 37 structured approach for designing new protected areas that efficiently meet conservation 38 objectives (Margules and Pressey 2000) . Historically, spatial conservation decision-making often 39 evaluated parcels opportunistically as they became available for purchase, donation, or under 40 threat (Pressey et al. 1993, Pressey and Bottrill 2008) . Although purchasing such areas may 41 improve the status quo, such decisions may not substantially and cost-effectively enhance the 42 long-term persistence of species or communities (Joppa and Pfaff 2009, Venter et al. 2014) . 43
Systematic conservation planning, on the other hand, involves framing conservation planning 44 problems as optimization problems with clearly defined objectives (e.g. minimize acquisition 45 cost) and constraints. These optimization problems are then solved to obtain candidate reserve 46 designs (termed solutions), which are used to guide protected area acquisitions and land policy 47 (Schwartz et al. 2018 ). Due to the systematic, evidence-based nature of these tools, they can help 48 contribute to a transparent, inclusive, and more defensible decision-making process (Margules 49 and Pressey 2000) . 50
Today, Marxan is the most widely used systematic conservation planning software, 51 having been used in 184 countries to design marine and terrestrial reserve systems (Ball et al. 52 2009). Although Marxan supports several algorithms for solving conservation planning 53 problems, most conservation planning exercises use its implementation of simulated annealing 54 (SA), an iterative, stochastic metaheuristic algorithm for approximating global optima of 55 complex functions with many local optima (Kirkpatrick et al. 1983 ). By conducting thousands of 56 individual runs, each with millions of iterations, Marxan aims to generate solutions that are near-57 optimal. One of the reasons why Marxan uses SA instead of integer linear programming (ILP), is 58 that ILP was not well suited to solve problems with nonlinear constraints and penalties, such as 59 problems trying to create spatially compact or connected solutions (i.e. compactness and 60 connectivity goals). However, the SA approach provides no guarantee on solution quality. As a 61 consequence, conservation scientists and practitioners have no way of knowing if their solutions 62 are highly suboptimal. 63
In a recent simulation study, Beyer et al. (2016) found that Marxan with simulated 64 annealing can deliver solutions that are orders of magnitude below optimality. They compared 65
Marxan to integer linear programming (ILP) (Dantzig 2016) , which minimizes or maximizes an 66 objective function (a mathematical equation describing the relationship between actions and 67 outcomes) subject to a set of constraints and conditional on the decision variables (the variables 68 corresponding to the selection of actions to implement) being integers (Beyer et al. 2016 ). Unlike 69 metaheuristic methods such as SA, prioritization using ILP will find the exact optimal solution or 70 can be instructed to return solutions within a defined distance from optimality. Some have 71
argued that ILP algorithms are well-suited for solving conservation planning problems (Cocks 72 and Baird 1989, Underhill 1994, Rodrigues and Gaston 2002), but until recent advances in 73 computational capacity and algorithms, it has been impossible to solve the Marxan-like 74 systematic conservation planning problems with ILP for large problems (Beyer et al. 2016) . 75
Here we compare integer linear programming with simulated annealing (i.e. Marxan) for 76 solving systematic conservation planning problems using real-world data from Western North 77 America. We found that ILP generated high quality solutions 1,000 times faster than simulated 78 annealing that could save over $100 million (or 13%) for realistic conservation scenarios when 79 compared to solutions obtained from simulated annealing. These results also hold true for southwestern British Columbia (Meidinger and Pojar 1991) (Appendix S1: Figure S1 ). Land 90 cover in the region is diverse, with approximately 57% of the land in forest, 8% as savanna or 91 grassland, 5% in cropland, 10% being urban or built and the rest in wetland, water or barren. 92 93 Biodiversity data. 94
We used species distribution models for 72 bird species as our conservation features at a 95 1-ha grid cell resoltuion ( Supplementary Table 1 ). The distribution models were based on data 96 from eBird, a citizen-science effort that has produced the largest and most rapidly growing 97 biodiversity database in the world (Hochachka et al. 2012 , Sullivan et al. 2014 ). From the 2013 98 eBird Reference Dataset (http://ebird.org/ebird/data/download) we used a total of 12,081 99 checklists in our study area, then filtered these checklists to retain only those from March -June 100 to capture the breeding season, <1.5 hours in duration, <5 km travelled, and a maximum of 10 101 visits to a given location to improve model fit. Sampling locations <100 m apart were collapsed 102 to one location, yielding 5,470 checklists from 2,160 locations, visited from 1-10 times and 2.53 103 times on average. The R package unmarked (version 0.9-9; Fiske and Chandler 2011) provided 104 the framework for all species distribution models, which necessarily include two parts: 105 occupancy and detection (Mackenzie et al. 2002) . For further details on biodiversity data see 106 (Rodewald et al. 2019 (Ball et al. 2009 ). In this formulation, the landscape is divided into a set of discrete planning 128 units. Each planning unit is assigned a socioeconomic cost (here we use the assessed land value) 129 and a conservation value for a set of features that we wish to protect (here the occupancy 130 probability for a set of species). Finally, we define representation targets for each species as the 131 amount of habitat we hope to protect for that species. The goal of this prioritization problem is to 132 optimize the trade-off between conservation benefit and socioeconomic cost ( 
Scenarios investigated 161
We investigated a range of scenarios that were computationally feasible for this study. 162
For both Marxan and prioritzr we created the following range of scenarios: i) vary conservation 163 targets between 10 and 90% protection of features in 10% increments (9 variations), using ii) 10 164 -72 species/features (5 variations) as targets, and iii) with spatial extents of 9,282, 37,128, and 165 148,510 planning units (3 variations), resulting in a total of 135 scenarios created (Table 1) 
. For 166
Marxan, we also varied two additional parameters, i) the number of iterations ranged from 10 4 to 167 10 8 (5 variations) and ii) species penalty factors (SPF) of 1, 5, 25, and 125 were explored (4 168 variations, roughly spanning two orders of magnitude) for a total of 2,700 scenarios investigated 169 in Marxan (Table 1) finding optimal solutions, using ILP resulted in cost savings ranging from 0.8% to 4,369% 193 (median 72.7%). When we restricted results to only take into account calibrated Marxan 194 scenarios (number of iterations > 100,000 and species penalty factor 5 or 25), the range of 195 savings was reduced to 0.8% to 52.5% (median 12.6%, Appendix S1: Figure S2 ). For example, 196 at the 30% protection target ILP solvers resulted in solutions that were $144 million cheaper than 197 SA (Figure 1a ). With these savings an additional 3,039 ha could be protected (53,934 ha vs 198 50,895 ha) using an ILP algorithm by raising the representation targets until the cost of the 199 resulting solution matched that of the Marxan solution using SA. In general, SA performed 200 reasonably well at smaller problem sizes, fewer planning units and features and low targets, but 201 as the problem size and complexity increased SA was less consistent in finding good solutions 202 (Appendix S1: Figure S2 ). Cost profiles across targets, number of features and number of 203 planning units are shown in Appendix S1: Figures S3-5 . 204
205
The shortest processing times were achieved using the prioritizr package and the 206 commercial solver Gurobi, followed by prioritizr and the open source solver SYMPHONY, and 207 lastly Marxan (Figure 1b) . Gurobi had the shortest processing times across all scenarios 208 investigated, SYMPHONY tied with Gurobi in some scenarios and took up to 78 times longer 209 than Gurobi in other scenarios (mean = 14 times, Appendix S1: Figure S6 ), and Marxan took 210 between 1.8 and 1995 times longer than Gurobi (mean = 281 times, Appendix S1: Figure S7 ). 211
The longest processing times for Gurobi, SYMPHONY and Marxan for a single scenario were 212 40 seconds, 31 minutes, and 8 hours respectively. For the most complex problem (i.e. targets = 213 90%, 72 features; 148,510 planning units), Marxan calibration across the 5 number of iterations 214 and 4 species penalty factor values took a total of 5 days 7 hours, compared to 30 seconds using 215 Gurobi and 28 minutes using SYMPHONY. Time profiles across targets, number of features and 216 number of planning units are shown in Appendix S1: Figures S8-10 . 217 BLM to achieve compacter solutions. This was true for objective function values (Figure 2a) as 219 well as for processing times (Figure 2b ). Through finding optimal solutions, using ILP resulted 220 in objective function values 5.65 to 149% (mean 22.7%) lower than SA values. Gurobi was the 221 fastest solver to find solutions to problems including BLM in 44 of 45 scenarios, in one case 222 SYMPHONY was faster. SYMPHONY outperformed Marxan in 44 of 45 scenarios, and took on 223 average 13.7 times as long as Gurobi to find a solution (range -0.31 to 42.6). Marxan was never 224 faster than Gurobi and took on average 104.6 times as long as Gurobi to find a solution (range 225 3.09 to 190.8). An example of the spatial representation of the solutions for a 10% target is 226 shown in Appendix S1: Figure S11 . show that their results hold for a realistic case study. We further expanded the scope of testing to 236 include assessed land values in order to give estimates of how much better optimal solution can 237 perform in terms of cost savings, compared to SA solutions. Finally, we showcase that even open 238 source ILP solvers are much faster than SA algorithms as implemented in Marxan, which is very 239 encouraging for non-academic user that would otherwise have to buy Gurobi licenses (Gurobi is 240 free for academic use). The combination of the superior performance findings by both (Beyer et 241 al. 2016 ) and this study indicates that ILP approaches should be strongly considered as 242 improvements for minimum set conservation planning problems, currently solved using SA. 243
One practical advantage of using ILP over SA is that the analysis does not require 244 parameter calibration. Unlike ILP, parameter calibration is a crucial task in every Marxan/SA 245 project and the species penalty factors, number of SA iterations, and number of SA restarts must 246 be calibrated improve solution quality (Ardron et al. 2010). This task can be very time 247 consuming, especially for larger problems (e.g. 50,000 planning units). Ideally all possible 248 combinations of parameters should be explored, but this further increases processing time. For 249 instance, exploring three different parameter values would result in 27 different scenarios to 250 explore (i.e. 3 × 3 × 3). Although we omitted calibration runs prior to finalizing and presenting 251 results in this study, the parameter calibration step took several days for the most complex 252 problem we investigated in this study. Yet none of this calibration time is necessary using ILP. 253
An added benefit is that the somewhat subjective process of setting values for these three 254 parameters can be eliminated using ILP as well. 255
Recommended practices for Marxan analyses caution against using SA for conservation 256 planning exercises with more than 50,000 planning units ( 
