52
In order to drive neural synchronization we rely on the idea of binding by random bursts 53 (16) (17) (18) . Here, applying positively correlated noise to two oscillating signals reduces their phase 54 difference. In addition to implementing binding by random bursts, the current work also 55 implements unbinding by random bursts. In particular, applying negatively correlated bursts 56 increases the phase difference between oscillating signals and thus unbinds (i.e., dephases) the 57 two signals.
58
We test our model on a (cognitive control) reversal learning task. Here, each 59 hierarchically lower algorithm (e.g., Boltzmann) sequentially learns different task rules. The 60 relevant task rule changes during the task ( Figure 1B ). The model must detect when task rules 61 have changed, and flexibly switch between different rules without forgetting what has been 62 learned before. Our task is divided in three equally long blocks that alternate between two task 63 rules (rule 1-rule 2-rule 1). For the backpropagation and RBM networks (because of their hidden 64 layer further called multi-layer networks), a multiple-feature Stroop-like task is used. Here, 4 65 stimuli are presented that contain three crucial features. They are words ("red" or "blue") printed 66 in a certain color (red or blue) and style (bold or italic). There are two response options. The task 67 is to respond to the word when it is printed in bold and to the color when it is printed in italic.
68 During rule 1 they should respond with Response 1 (R1) for red and Response 2 (R2) for blue.
69 This is reversed for rule 2. For the RW network, which cannot handle such complex task rules, 70 we use simple Stimulus-Response (S-R, linearly separable) associations. According to rule 1, R1 71 leads to reward after presentation of Stimulus 1 (S1) and R2 leads to reward after presentation of 72 Stimulus 2 (S2). For rule 2 these associations are reversed, linking R1 with S2 and R2 with S1.
73 The Stroop-like task consisted of 2400 trials and the S-R associative learning task of 240 trials.
74 For comparison, we divided them in 60 trial bins for some analyses and plots. Figure 1C and D 75 illustrate the detailed model build-up in respectively the Stroop-like task and the S-R associative 76 learning task. We compare our combined (henceforth, full) models with models that only use 77 synaptic learning (i.e., only contain the Processing unit; called synaptic models). We evaluate 78 plasticity as the ability to learn a new task after learning a different task; and stability as the 79 interference of learning a new task on performance on the old task (see Figure 1B and Methods).
80
Results
81
The stability-plasticity dilemma
82
Backpropagation. 88 the synaptic RBM model shows a stronger plasticity than the synaptic backpropagation model.
89
RW. Figure 2G -I shows similar overall accuracy for the full and synaptic RW models.
90 When synaptic learning rates are slow ( = .1-. 
99
More insight into the dynamics of the model is given in Figure 3 . We show data for 100 simulations with a learning rate of .3.
101
A closer look at accuracy. Figure 3A illustrates the accuracy evolution over the whole 102 task for both the full and synaptic backpropagation model. During the first part of the task, the 103 synaptic and full model show a similar performance. When there is a first switch in task rule, the 104 drop in accuracy is slightly larger for the synaptic model than for the full model. This is caused 105 by the fact that the synaptic model has to learn task rule 2 with weights that were pushed in the 106 opposite direction during learning of task rule 1. Instead, the full model switches to another task 107 module and starts learning from a random weight space. After the second rule switch, there is 108 again a strong decrease of accuracy in the classic model but not in the full model. Here, the classic 109 model had to relearn the first task rule (catastrophic forgetting) while the full model switched to 110 the first module where all old information was retained. As illustrated in Figure 3D , these findings 6 111 are replicated by the RBM model. In Figure 3G , the accuracy is plotted for the RW model. As 112 suggested by Figure 2G -I, the full model shows a similar performance during the first part of the 113 task, a lower plasticity after the first task switch but a higher stability after the second task switch 114 compared to the synaptic model.
115
Synchronization of modules. Figure 3B represents the synchronization between the 116 input layer and different task modules for the backpropagation model. Here, we see that the model 117 performs quite well in synchronizing task-relevant and desynchronizing task-irrelevant modules.
118 Additionally, the model is able to flexibly switch between modules. A similar pattern is observed 119 in Figure 3E and Figure 3H where the data for respectively the RBM and RW models are shown.
120 In these plots, we observe wider confidence intervals in some trial bins. This reflects the fact that 121 the model sometimes also erroneously switches. However, if such an incorrect switch occurs, the 122 model will also switch back to the correct module.
123
The Switch neuron. Figure 3C show activation in the Switch neuron for the 124 backpropagation model. Crucially, we observe in this plot only two points above the threshold of 125 .5. These two points are right after the first task rule switch and right after the second task rule 126 switch. Thus, the model correctly decides when a switch is necessary. A similar phenomenon 127 occurs in the RBM model ( Figure 3F ) and the RW model ( Figure 3I ). The exact dynamics of the 128 Switch neuron are most clearly observed for the backpropagation model ( Figure 3C 
161
Feedback Related Negativity. As described in the Methods section, theta amplitude in 162 the pMFC gradually decayed during the whole task. However, when a negative prediction error 163 occurred the pMFC network node received a burst which increased its amplitude again. This can 164 be clearly observed in the ERP that is plotted in Figure 4A for the backpropagation model and 165 Figure 4D for the RW model. Here, the bursts occurring from approximately 100 to 300 ms after 166 feedback results in a strong negative peak around 200 msec, corresponding to the empirical 167 feedback related negativity (FRN; e.g., 19-24).
168
Theta power. Additionally, we performed time-frequency decomposition of the signal 169 produced by the pMFC node. More specifically, we were interested in theta power after feedback.
170 We computed the contrast of power in the inter-trial interval after error and after correct trials in 171 the time-frequency domain. Also here, and in accordance with previous empirical work (e.g., 24-172 26), we clearly observe increasing theta power, starting 200 ms after negative feedback. Again, 173 this is shown both for the backpropagation ( Figure 4B ) and RW ( Figure 4E ) model.
174
Phase-amplitude coupling. Figure 4C 344 Methods
The models

346
As mentioned before and is shown in Figure 1A , our model consists of three units. 
365 and inhibitory neurons are updated by 
379
The rate code neuron is updated by
380 The term -x i (t) will cause fast decay of activation in absence of input. According to this equation, 381 the activation of the rate code neuron at every time step is a function of the net input (net i ) for that 382 neuron multiplied by a function of the excitatory phase code neuron (16), Figure 2G ).
401 Because the synaptic model obtains no advantage of this adjusted learning rule and we aimed to 402 give the classic model the best chances for competing with the full model, we only used the 403 adjusted learning rule (equation (6)) for the full model.
404
For the backpropagation and RW networks, a trial ended after 500 time steps (1 sec).
405 Here, the first 250 time steps (500 msec) were simulated as an inter-trial interval in which the 411 time steps. The RBM algorithm also employs stochastic binarization of activation levels at each 412 iteration step. Also here, we used the maximum activation over all time steps (X i ) to extract a 413 binary input for that neuron in the next iteration step.
414
As mentioned in the main text, we compare our new (full) models to models that only 415 use synaptic learning (synaptic models). Thus, those synaptic models only have a Processing unit.
416 Here, all used equations and parameters are the same as described above, except for the synaptic 417 RW model where we use the classic learning rule instead of the one described in equation (6).
418
The only difference is that they do not have phase code neurons and by consequence, G(E i (t)) = 419 1 in equation (5).
420
The RL unit. As RL unit, we implemented the Reward Value Prediction Model (RVPM;
421 Silvetti et al., 2011) . Here, there is one expected reward neuron, V, which holds an estimation of 422 the reward the model will receive given the task module it used. This estimation is made by
423 439 prediction errors to determine whether the network is currently using the correct task module.
440 When there is a rapid succession of negative prediction errors, this probably means the task rule 441 has changed. Hence, the network should switch to another strategy. Consequently, activation in 442 the Switch neuron follows
443 Here, the value of  is set to .8 for the multi-layer models and .5 for the RW model. When 444 activation in this neuron reaches a threshold of .5, it signals the need for a switch to the Control 445 unit (see also equation (12)) and resets its own activation to zero. In the equation, n refers to the 446 trial number.
447
The Control unit. As in previous work (16), the Control unit consists of two parts, 448 corresponding to posterior medial (pMFC) and lateral (LFC) parts of the primate prefrontal 449 cortex.
450
The modelled pMFC represents one node ( Figure 5 ) consisting of one phase code pair 451 (E pMFC , I pMFC ) and a rate code neuron (pMFC). The phase code neurons obey the same updating 452 rules as given by equation (1) and (2). In the pMFC, which executes top-down control, the value 453 of C is such that oscillations are at a 5Hz (theta-) frequency, in line with suggestions of previous 454 empirical work (26, 27) . Since a constant high MFC power is computationally suboptimal and 455 empirically implausible (39), the radius of the pMFC was attracted towards a small radius, 456 r min =.05. The damping parameter was set to D = .03, in order to let the amplitude of the pMFC 457 oscillations decay slowly over trials. The burst signal of the pMFC was determined by the 458 negative prediction error signal of the previous trial,
459 Here, the burst signal at one time point in one trial is determined by the size of the negative 460 prediction error at the previous trial and a Bernoulli process Be(p(t)) which is one with probability 461 P(t). The probability P(t) corresponds to a Gaussian distribution over time that has its peak at 100
462 time steps and a standard deviation of 12.5 time steps, representing a delay of communication 21 463 between the pMFC and the RL unit. Hence, when the previous trial elicited a negative prediction 464 error, bursts are sent to the excitatory neuron of the pMFC. Consequently, these bursts have the 465 size of the negative prediction error and are most likely to occur at 100 time steps (200 ms) after 466 feedback. This burst signal will increase the amplitude of the pMFC phase code neurons when a 467 negative prediction occurs, after which it will again slowly decay towards r min .
468
In line with the previous study (16), activation in the rate code neuron of the pMFC 469 follows
470 Again, this equation represents a Bernoulli process Be(p) which is 1 with probability p. The 471 probability
472 is a sigmoid function which has its greatest value when the E pMFC(t) is near its top and its amplitude 473 is sufficiently strong. Hence, every time the oscillation of the E pMFC -neuron reaches its top, the 474 probability of a burst becomes high. Thus, bursts are phase-locked to the theta oscillation, 475 implying that the pMFC determines the 'when' of the bursts (see (16) for more details).
476
In general, the model implements a "win stay, lose shift" strategy, shifting attention in 477 LFC when reward appears less than expected. As shown in Figure 1C , D, the LFC consists of 478 three rate code neurons that each have a pointer to one (or two) of the different modules in the 479 Processing unit. One of these LFC neurons is connected to the visible layers (input and output)
480 for the multi-layer networks and the input layer for the RW network and has a constant value of 481 1. Each of the other two LFC neurons are connected to one of the two modules in the hidden, or 482 in the case of the RW network, the output layer. For these neurons, at trial n = 1 a random choice 483 is made where one neuron is set to 1 and the other to -1. In trials n > 1, they obey 
495
In the context of the multi-layer networks, we chose a Stroop-like task consisting of 496 2400 trials in total. Stimuli contain three crucial features. They are words ("red" or "blue") printed 497 in a certain color (red or blue) and style (bold or italic). There are two response options. The task 498 is to respond to the word when it is printed in bold and to the color when it is printed in italic.
499 During rule 1 they should respond with R1 for red and R2 for blue. This is reversed for rule 2.
500 All stimuli are presented equally often in random order.
501
For the RW network, which cannot handle such complex task rules, we use simple S-R 502 associations as task rules. According to rule 1, R1 leads to reward after presentation of S1 and R2 503 leads to reward after presentation of S2. For rule 2 these associations are reversed, linking R1 504 with S2 and R2 with S1. Here, the task is divided in three parts of 80 trials each, making a total 505 of 240 trials. Again, in each part, each possible stimulus is presented equally often in random 506 order.
Simulations
508
To test the generality of our findings, we varied the synaptic learning rate. This parameter 509 was varied from 0 to 1 in 11 steps of . 
529
Importantly, we also connect with empirical data and describe testable hypotheses for 530 future empirical work. Because the multiple iterations performed by the RBM algorithm render 531 it more complex to extract the oscillatory data, and because this algorithm is less biologically 532 plausible, we focused these analyses on the backpropagation and RW model. 
538 In these equations, t represents one time step in a trial, h is the number of time steps in a trial, a 539 is the amplitude,  is the phase of a signal, and i 2 = -1. In the current paper, we are interested in 
546
For all measures, we represent the mean value over Nrep = 10 replications and error bars 547 or shades show the confidence interval computed by mean 2(SD/ ). √ 548 Additionally, we evaluated the pMFC theta activation. First, in order to illustrate the 549 bursts described in equation (10), we computed the ERP during the intertrial interval after error 550 trials. Second, we evaluated power in the time frequency domain. Time-frequency signal 551 decomposition was performed by convolving the signal (e.g., for an E neuron) by complex Morlet 552 wavelets, , where i 2 =-1, t is time, f is frequency, ranging from 1 to 10 in 10 linearly 553 spaced steps, and σ=4/(2f) is the "width" of the wavelet. Power at time step t was then computed 554 as the squared magnitude of the complex signal at time t and frequency f. We averaged this power 25 555 over all simulations and all replications of our simulations. This power was evaluated by taking 556 the contrast between the inter-trial intervals following correct (1) and error (0) reward feedback. 
