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Determinants of pseudodifferential operators
and complex deformations of phase space
A. Melin* and J. Sjo¨strand**
Re´sume´. Conside`rons un ope´rateur h-pseudodiffe´rentiel, dont le symbole p s’e´tend holomorphiquement a`
un voisinage tubulaire de l’espace de phase re´el et converge assez vite vers 1, pour que le de´terminant soit bien
de´fini. Nous montrons que le logarithme du module du de´terminant est majore´ par (2πh)−n(I(Λ, p) +
o(1)), h→ 0, ou` I(Λ, p) est l’inte´grale de log |p| sur Λ, pour tout Λ dans une classe de de´formations de
l’espace de phase re´el sur lesquelles la restriction de la forme symplectique est re´elle et non-de´ge´nere´e. Nous
montrons que I est une fonction Lipschitzienne de Λ et nous e´tudions sa diffe´rentielle et parfois son hessien.
Sous des hypothe`ses supple´mentaires faibles, nous montrons qu’un point critique Λ de la fonctionnelle I est
de manie`re infinite´simale un minimum a` l’ordre infini.
Abstract. Consider an h-pseudodifferential operator, whose symbol p extends holomorphically to a
tubular neighborhood of the real phase space and converges sufficiently fast to 1, so that the determi-
nant is welldefined. We show that the logarithm of the modulus of this determinant is bounded by
(2πh)−n(I(Λ, p) + o(1)), h → 0, where I(Λ, p) is the integral of log |p| over Λ and Λ belongs
to a class of deformations of the real phase space on which the restriction of the symplectic form is real and
non-degenerate. We show that I is a Lipschitz function of Λ and we study its differential and sometimes
its Hessian. Under weak additional assumptions, we show that critical ”points” Λ of the functional I are
infinitesimal minima to infinite order.
0. Introduction.
In the theory of non-selfadjoint operators, determinants play an important role
(see for instance [GoKr], [MaMa]) and recent developments in the theory of resonances
have brought new interest in operator determinants (see for instance [Me], [Zw3], [Vo],
for the use of determinants in getting upper bounds on the density of resonances, and
[GuZw], [Zw1], [Sj4] for the use in getting traceformulae).
There does not seem to be many works devoted to estimates and asymptotics of
determinants by direct microlocal methods, and the present work is an attempt in that
direction. An interesting feature is that the determinant of an operator is independent
of the choice of norm of the Hilbert space where the operator acts, and sometimes
to some extent even of the space itself. In the study of resonances the possibility of
changing the ambient Hilbert space has played an important role since the beginning
of the method of complex scaling and many variants of that method have been used,
including phase space versions (see [AgCo], [BaCo], [HeSj], [SjZw]). To get optimal
estimates, one often has to choose a Hilbert space norm adapted to the problem (see for
instance [HeSj], [Sj5], [Ze]) and this choice is often the result of phase space analysis.
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The work [Da] gives examples of paradoxes encountered when not looking for the
optimal Hilbert space. In that work, Davies considers a non-selfadjoint Schro¨dinger
operator on R with a complex valued potential and shows that one can obtain open
sets of ”pseudo spectral” values z ∈ C for which the norm of the resolvent (when it
exists) is exponentially large, while for this class of operators, the true spectrum is
discrete and confined to a smaller h-independent set. The explanation of this (see also
[Zw2]) is quite obvious to specialists in partial differential equations: If we consider
more generally an h-pseudodifferential operator p(x, hDx) on R
n with symbol p(x, ξ)
in a suitable class, and if ρ0 = (x0, ξ0) ∈ R
2n is a point where the Poisson bracket
satisfies 1i {p, p}(ρ0) > 0, then if z0 = p(ρ0), we can construct a WKB-solution u(x; h) =
a(x; h)eiφ(x)/h, with Imφ(x) ≥ 0 with equality precisely at x0 and where a is an
amplitude, such that ‖u‖L2 = 1, ‖(P − z0)u‖L2 = O(h
∞) (i.e. ON (h
N ) for every
N). (See [Ho¨2] for this result in the high frequency setting. The modifications for the
proof in the semi-classical framework are obvious. Also, if p(x, hD) is an analytic h-
pseudodifferential operator in a suitable class, for instance a differential operator with
analytic coefficients, then O(h∞) can be sharpened to O(e−1/(Ch)) for some C > 0.
See [Sj1] for the additional information needed about the WKB method with analytic
symbols.) While the closure of the set p(R2n) will contain all limit points of the
spectrum, when h → 0, there is no reason to expect equality in general. In the
case of an analytic h-pseudodifferential operator, say when p extends to a bounded
holomorphic function in a tubular neighborhood of R2n, one is tempted (as in the
method of complex scaling and its variants) to look for some other Hilbert space
norm for which the pseudo-spectrum becomes smaller. There are ways of doing such
modifications of the space that are associated to deformations of the real phase space.
(See [Sj1], [HeSj] and the works on complex scaling already cited). Instead of R2n, we
are led to consider some other closed IR-manifold Λ ⊂ C2n, i.e. a manifold Λ of real
dimension 2n such that the restriction to Λ of the complex symplectic form
σ =
n∑
1
dξj ∧ dxj , (x, ξ) ∈ C
2n = Cnx ×C
n
ξ , (0.1)
is real and non-degenerate (so that Λ is I-Lagrangian, i.e. Lagrangian for Imσ and R-
symplectic, i.e. symplectic with respect to the restriction of Re σ). If Λ is close to R2n
or has some suitable transversality property (as in Theorem 3.6 below), we can find a
naturally associated Hilbert space, on which p(x, hDx) acts a bounded operator and
it turns out that the principal symbol is now p|Λ rather than p|R2n . The idea would
then be to try to find Λ such that p(Λ) is as small as possible. The problem of finding
such an optimal Λ is probably very difficult and very deep, and it is not excluded that
one gets some more complicated set than a smooth manifold. Nevertheless, we think
that the problem should be attacked even though a complete success may be remote
or even out of reach.
Recent uses of Carleman estimates in semi-classical problems by Lebeau-Robbiano
[LeRo] and N. Burq [Bu] are somewhat related to the ideas developed here. Carleman
estimates are weighted estimates and when proving such estimates, one effectively
replaces p(x, hD) by a conjugation eφ(x)/hp(x, hD)e−φ(x)/h with symbol pφ(x, ξ) =
2
p(x, ξ + iφ′(x)) for some real-valued function φ(x). Geometrically, this amounts to
replacing the real phase space by the IR-manifold Λφ = {(x, ξ + iφ
′(x)); (x, ξ) ∈
R2n}. When proving such estimates one exploits the negativity of the Poisson bracket
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i
{pφ, pφ} on the characteristic set pφ(x, ξ) = 0 or equivalently on the set p
−1(0)∩Λφ.
(This method is originally due to Ho¨rmander in a different context.) This looks first
somewhat contradictary with what we shall do in the present paper, namely look for
IR-manifolds on which the Poisson bracket vanishes where p does, but if we consider
how the Carleman estimates are used for instance in [Bu], we see that the sharpest
results will be obtained in some kind of a limiting case where the bracket above would
be close to 0.
In this paper we do not try to study the spectral problem, but we apply the
same philosophy to determinants of h-pseudodifferential operators p(x, hD) for which
the symbol tends to 1 sufficiently fast when (x, ξ) → ∞, so that the operator is of
the form I + q(x, hD), with q(x, hD) of trace class (and so that det p(x, hD) is well-
defined ([GoKr])). It should be noticed that in practice the condition that p → 1
suffiently fast at infinity can be replaced by an ellipticity assumption near infinity.
Then one chooses some reference operator p˜(x, hD) which is elliptic everywhere (and
hence invertible for sufficiently small h) and with the property that p(x, ξ)/p˜(x, ξ) →
1 sufficiently fast when (x, ξ) → ∞, and the discussion will apply to the relative
determinant det(p(x, hD)p˜(x, hD)−1).
In section 1 and 3 we develop the geometrical and analytical framework for our
results. We define a class of IR-manifolds contained in a tubular neighborhood of
R2n (or of some other fixed linear IR-manifold.) If Λ is such a manifold, we define a
corresponding h-dependent Hilbert space H(Λ) where for simplicity we have imposed
conditions at infinity that imply that the space coincides with L2(Rn), while the norm
will in general, be equivalent to the standard L2 norm only up to exponentially large
factors. If p is a bounded holomorphic function in a sufficiently large tube, containing
R2n and Λ, we show that p(x, hD) (in Weyl quantization) acts as a uniformly bounded
operator in H(Λ). If p(x, ξ)−1 = O(〈(x, ξ)〉m), m < −2n, then p(x, hD)−1 is of trace
class and det p(x, hD) is well-defined and independent of whether we consider p(x, hD)
as an operator in L2(Rn) or in H(Λ). In sections 2, 3 we show that
log | det p(x, hD)| ≤ (2πh)−n(I(Λ, p) + o(1)), h→ 0, (0.2)
where
I(Λ, p) :=
1
2
∫
Λ
log(p(ρ)p(ρ))µ(dρ). (0.3)
Here µ(dρ) = |σn|/(n!) is the symplectic volume element on Λ. When p is elliptic on
Λ in the sense that p(ρ) 6= 0, ρ ∈ Λ, we have equality in (0.2) and in that case it is
easy to see directly that I(Λ, p) remains unchanged under small deformations of Λ (as
long as the global ellipticity is conserved). The major problem is then to choose Λ
so that I(Λ, p) becomes as small as possible and this is the subject of the remainder
of the paper. As already pointed out we do not solve this major problem but obtain
several results of some independent interest. The discussion also applies to the similar
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frameworks developed in [HeSj] (see [Ze] for corresponding trace class considerations)
and [Sj2].
As reviewed in section 1, to smooth deformations I ∋ t 7→ Λt of IR-manifolds
(where I is some bounded open interval containing 0), we have an associated smooth
family of functions I ∋ t 7→ ft ∈ C
∞(Λt;R) well-defined up to a t-dependent constant,
such that if we let ft also denote an almost holomorphic extension to a neighborhood of
Λt and define a flow Φt, by ∂tΦt(ρ) = îHft(ρ) with Hft denoting the complex Hamilton
field, defined with the help of the complex linear part of the differential of ft and the
complex symplectic form, and where îHft = iHft+iHft denotes the corresponding real
vector field, then Λt = Φt(Λ0). The flow Φt is not a complex canonical transformation,
because of lack of holomorphy, but the restriction κt : Λ0 → Λt becomes a real canonical
transformation. In the case of deformations of the class of manifolds used in this paper,
the corresponding ft belong to the space C
∞
b (Λt;R) of smooth functions on Λt which
are bounded at infinity together with all their derivatives.
In section 4, we show that I(Λ, p) is a Lipschitz function with respect to such
deformations (where the deformation parameter may also be multi-dimensional, t ∈
neigh (0,Rk) (=some neighborhood of 0 inRk)), and that the corresponding derivative
(defined for almost all t) is given by
”∂tI(Λt, p)” = −
∫
Λt
〈[d arg p]Λt , Hft〉µ(dρ) =
∫
Λt
〈[Harg p]Λt , dft〉µ(dρ). (0.4)
Here a step in the proof is to see that the differential form d arg pΛt and the Hamilton
field Harg pΛt , where pΛt = p|Λt
, have L1 coefficients (in a suitable sense). By [d arg p]Λt
and [Harg p]Λt we denote the L
1 extensions from Λt \ p
−1
Λt
(0) to all of Λt. The last
expression in (0.4) can also be written as
−
∫
Λt
div [Harg p]Λt(ρ) ft(ρ)µ(dρ), (0.5)
where
div [Harg p]Λt (0.6)
is a distribution of order ≤ 1 with support in p−1Λt (0) and with integral 0. (The diver-
gence of a Hamilton field is zero.) The problem of minimizing I(Λ, p) can be thought
of as a variational problem, and we are then interested in critical points, i.e we would
like to find an IR-manifold, such that the distribution (0.6) is zero.
We do not solve the variational problem in this paper, but in section 7, we show
under some additional fairly weak assumptions on Λ = Λ0, that if I ∋ t 7→ Λt is a
smooth deformation such that Λ0 is critical (in the sense that (0.6) vanishes), then for
every N ∈ N, there is a constant CN such that
I(Λt, p) ≥ I(Λ0, p)− CN |t|
N . (0.7)
So, the critical points (with some weak additional assumptions) are infinitesimal min-
ima. This result depends on two observations. The first one is that if f is independent
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of t and extends to a bounded holomorphic function in a tube, then we can define
the IR-manifolds Λt = exp(t̂iHf )(Λ) for t ∈ neigh (0,C), and it is quite easy to see
that I(Λt, p) becomes a subharmonic function of t. But if fΛ is real, then we see that
Λt only depends on Re t, so I(Λt, p) becomes a convex function of t. Hence, if Λ0 is
critical, I(Λ0, p) has to be a minimum for the particular family I(Λt, p). The above
observation can be partially extended to the case when f is only C∞ on Λ0, and we
use it in section 5 to compute second derivatives of I(Λ, p) with respect to the defor-
mation parameter, for more general deformations. The second observation is that for
a general deformation I ∋ t 7→ Λt of IR-manifolds, we can approximate Λt to infinite
order when t → 0 by the result of an autonomous deformation acting on Λ0. (The
deformation will depend on t but will be approximately autonomous.) Another more
technical ingredient in the proof is the approximation of I(Λ, p) by
Iǫ(Λ, p) =
1
2
∫
log
p(ρ)p(ρ) + ǫ2
1 + ǫ2
µ(dρ), (0.8)
when ǫ ց 0. This approximation is used at many places, and some more refined
considerations are developed in section 6.
In section 8, we consider the case when the differentials of the real and imaginary
parts of pΛ are linearly independent at every point of p
−1
Λ (0). In this case we see that
I(Λ˜, p) becomes a smooth function of Λ˜ in a neighborhood of Λ and the differential is
now a Radon measure acting on ft:
∂tI(Λt, p) = 2π
∫
Λt∩p−1(0)
ft
i
2
{pΛt , pΛt}λt(dρ) = 2π
∫
Λt∩p−1(0)
ft
1
(n− 1)!
σn−1. (0.9)
Here λt(dρ) denotes the Liouville measure on p
−1
Λt
(0). From this result we see that
Λ is critical iff i
2
{pΛ, pΛ} ≡ 0 on p
−1
Λ (0). Notice that this property implies that if
we let p(x, hD)∗ denote the adjoint with respect to the scalar product of H(Λ), then
there exist h-pseudodifferential operators A,B,C of order 0 in h, such that for the
commutator of p and p∗:
1
h
[p(x, hD), p(x, hD)∗] = Ap(x, hD) +Bp(x, hD)∗ + hC. (0.10)
In other words, in order to minimize I(Λ, p) (and the corresponding determinant in
view of (0.2)), we should choose Λ so that p(x, hD) : H(Λ) → H(Λ) tends to be a
normal operator.
In section 8, we also consider the case when p depends holomorphically on a
spectral parameter, and investigate the minimization problem on an infinitesimal level.
(In a future paper we return to this situation in the case of dimension 2, and get much
more complete results, including the determination of all eigenvalues of the operator
in some fixed h-independent domain in the complex plane.)
In section 9, we make some further considerations in the case when pΛ is of prin-
cipal type (dpΛ 6= 0 on p
−1
Λ (0)). On one hand we see that there are situations when
5
∂tI(Λt, p) is not a Radon measure in ft, and in the case when pΛ0 is real, we see that
I(Λt, p) is in general not differentiable at t = 0, because of a jump in the derivative at
that point. We compute the amount of the jump.
In section 10, we consider two examples of bounds for relative determinants with
a spectral parameter
det((p(x, hD)− z)(p˜(x, hD)− z)−1), (0.11)
i.e. we study I(Λ, (p − z)(p˜ − z)−1). If z varies in a region where p˜(x, hD) has no
spectrum then ∂z∂z applied to the determinant (0.11) is a constant times the positive
measure obtained by putting a Dirac measure at each eigenvalue of p(x, hD). It is
therefore of interest to consider ∂z∂zI(Λ, (p − z)(p˜ − z)
−1) which is easily seen to be
≥ 0. (In this section we let Λ be constant, while at the end of section 7, we give an
argument that indicates that we still have positivity if we let Λ = Λz depend on z
in such way that Λz becomes a minimizer.) The first example is when pΛ is real, we
see here that ∂z∂zI behaves in good agreement with what can be obtained for (0.11)
from the Weyl asymptotics of the real eigenvalues. The second example concerns the
case when pΛ vanishes to precisely the second order at a point. This is related to
resonances for a semi-classical Schro¨dinger operator, generated by a non-degenerate
critical point of the the potential. Here we also get good agreement with the known
exactly computable case of harmonic oscillators.
Many estimates in the case when Λ is of limited regularity, did not get room in the
present paper and we plan to collect these results in a separate work (different from
the one mentioned above).
The contents of the paper is:
1. IR manifolds and their deformations.
2. Determinants of h-pseudodifferential operators on Rn.
3. h-pseudodifferential operators and IR deformations of R2n.
4. Ho¨lder properties of I(Λ, p), Iǫ(Λ, p), the differential w.r.t. Λ.
5. Second derivative under non-autonomous flows.
6. Continuity and convergence for the differential of Λ 7→ I(Λ, p).
7. Minimality to infinite order of critical points.
8. The codimension 2 case.
9. The case when pΛ0 is of principal type.
10. Examples.
1. IR manifolds and their deformations.
In this section we recall some more or less well-known facts. Consider first locally
in R2n a smooth family Λt, t ∈ I ⊂ R of smooth Lagrangian manifolds, so that Λt is
Lagrangian for every t in the interval I and of the form κt(R
n), where κt(y) is smooth
in (t, y) and has injective y-differential. Let νt(κt(y)) = ∂t(κt)(y) be the corresponding
deformation field, first defined as a section of T (R2n)|Λt
. If κ˜t is a second family with
the same properties relative to the family Λt and ν˜t the corresponding vectorfield, then
νt − ν˜t ∈ T (Λt), so we can define invariantly a deformation field νt as a section of the
normal bundle N(Λt) = (T (R
2n)|Λt
)/T (Λt).
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Let σ =
∑
dξj ∧ dxj be the canonical 2 form on R
2n. We add t as a variable and
consider
L := {(t, x, ξ); (x, ξ) ∈ Λt} ⊂ R×R
2n.
Differential forms on R2n will be considered also as differential forms on R ×R2n in
the natural way. Let ω be a smooth one form on R2n with dω = σ. (We can for
instance take ω =
∑
ξjdxj.) Since dω|Λt
= 0, we have ω = dft locally on Λt, where ft
is smooth and well defined up to a t dependent constant. Adjusting the constants we
may assume that f(t, x, ξ) = ft(x, ξ) is smooth on L. On L we see that the restriction
of ω to each submanifold t = const. is equal to the corresponding restriction of df and
hence
ω|L = df + qt(x, ξ)dt, (1.1)
for some function q = qt(x, ξ) which is smooth on L. If we replace ω by another
primitive ω˜ of σ, then ω˜ = ω + dw for some smooth function w, and f above is
replaced by f˜ with f˜t = ft + (w|Λt
). This does not change qt, so we get a function
qt(x, ξ) on L which is well defined up to some arbitrary smooth function C(t). We fix
such a choice of qt and define
Λ = {(t, τ, x, ξ); (x, ξ) ∈ Λt, τ = −qt(x, ξ)}.
Then
(τdt+ ω)|Λ ≃ (−qtdt+ ω)|L = df,
so
(dτ ∧ dt+ σ)|Λ = d(τdt+ ω)|Λ = 0.
Hence Λ is Lagrangian. Let q˜(t, x, ξ) be an extension of qt(x, ξ) to R × R
2n. Then
τ + q˜ vanishes on Λ so its Hamilton field ∂∂t +Hq˜t is tangent to Λ. This means that
H
q˜t
= νt is the deformation field defined earlier. Notice that the choice of extension
q˜t of qt affects the Hamilton field only by a component which is tangent to Λt, so with
some slight abuse of notation, we can say that
νt = Hqt . (1.2)
Here it is understood that the RHS is defined only as a section of the normal bundle
of Λt. We formulate the main result so far as a lemma:
Lemma 1.1. Let Λt ⊂ R
n ×Rn, t ∈ neigh (0,R), be a smooth family of Lagrangian
manifolds, in the sense that L above is a smooth submanifold. Then locally we can
find a smooth real-valued function qt(x, ξ), (x, ξ) ∈ Λt (on L) such that if q˜t(x, ξ) is
any smooth real extension of qt to R×R
n×Rn, then ∂
∂t
+H
q˜t
is tangent to Λ defined
earlier. In other words, H
q˜t
is a local representative for the deformation field of the
family {Λt}. Moreover, qt is uniquely determined on each Λt up to a t-dependent
constant.
If Λt are defined globally as closed manifolds of R
n ×Rn and simply connected,
then the qt can be defined globally on Λt and are unique up to a t-dependent constant.
7
We shall apply this discussion to I-Lagrangian submanifolds of C2n = Cnx ×C
n
ξ
and we first review some differential-geometric and symplectic notions. On this space
we have the complex symplectic 2-form:
σ =
∑
dξj ∧ dxj , (1.3)
which is a non-degenerate closed (2,0)-form. The corresponding real 2-forms Reσ =
1
2
(σ + σ), Imσ = 1
2i
(σ − σ) are closed and non-degenerate and hence give rise to real
symplectic structures on C2n. A general vectorfield of type (1,0) is a vector field of
the type
ν =
n∑
1
(aj(x, ξ)
∂
∂xj
+ bj(x, ξ)
∂
∂ξj
), (1.4)
where aj and bj are complex functions defined on some open subset of C
2n. To ν we
associate the real vectorfield
ν̂ := 2Re ν = ν + ν, (1.5)
which is simply the vector (a1, .., an, b1, .., bn) when identifying C
n × Cn with the
underlying real manifold R2n ×R2n. Notice that ν̂ is the unique real vectorfield with
the property that ν(f) = ν̂(f) at every point where the function f is differentiable
and satisfies ∂f = 0. (Here we use the standard notation: df = ∂f + ∂f , where ∂f
and ∂f denote the complex linear and antilinear parts of the differential.) If aj , bj
are sufficiently smooth, then locallyand for t small enough, we can define Φt(ρ) =
exp(tν̂)(ρ) and we notice that the components (Φt(ρ))xj , (Φt(ρ))ξj solve the system of
ODEs
d
dt
(Φt(ρ))xj = aj(Φt(ρ)),
d
dt
(Φt(ρ))ξj = bj(Φt(ρ)), Φ0(ρ) = ρ. (1.6)
Let f be a complex-valued C1-function on some open subset of C2n. We define
the complex Hamilton field of f , to be the unique complex vectorfield of type (1,0)
which satisfies the pointwise relation
〈σ,Hf ∧ t〉 = −〈∂f, t〉, t ∈ T (C
2n)⊗C. (1.7)
We have the usual formula:
Hf =
n∑
1
(
∂f
∂ξj
∂
∂xj
−
∂f
∂xj
∂
∂ξj
). (1.8)
If g is a real-valued C1 function on an open subset of C2n, we define the real Hamilton
fields Hαg , for α = Reσ, Imσ, by the usual relation:
〈α,Hαg ∧ t〉 = −〈dg, t〉, t ∈ T (C
2n). (1.9)
There are some useful relations between the three types of Hamilton fields, when
we have some additional information about f . The most important case is the one
when df is complex linear at some given point ρ0:
∂f(ρ0) = 0, (1.10)
8
and in the following calculations, we restrict the attention to that point. Since σ is of
type (2,0) and Hf is of type (0,1), we have
〈σ,Hf ∧ t〉 = 0, t ∈ Tρ0(C
2n)⊗C. (1.11)
¿From (1.7), (1.10), we get
〈σ,Hf ∧ t〉 = −〈df, t〉, t ∈ Tρ0(C
2n)⊗C. (1.12)
Restrict the relations to real tangent vectors (t ∈ Tρ0(C
2n)) and take sums and differ-
ences:
〈σ, 2ReHf ∧ t〉 = −〈df, t〉, (1.13)
〈σ, 2ImHf ∧ t〉 = −
1
i
〈df, t〉. (1.14)
Taking the real and imaginary parts of these relations, we get
〈Reσ, 2Re (Hf ) ∧ t〉 = −〈dRe f, t〉, (1.15)
〈Imσ, 2Re (Hf ) ∧ t〉 = −〈d Im f, t〉, (1.16)
〈Reσ, 2Im(Hf ) ∧ t〉 = −〈d Im f, t〉, (1.17)
〈Imσ, 2Im (Hf ) ∧ t〉 = 〈dRe f, t〉, (1.18)
so at points where ∂f = 0:
Ĥf = 2ReHf = H
Reσ
Re f = H
Imσ
Im f (1.19)
Ĥif = −2ImHf = H
Imσ
Re f = −H
Re σ
Im f .
Later, it will be useful to have a relation also in the case when df(ρ0) is real. From
(1.7) we get for t ∈ Tρ0(C
2n):
〈σ, iHf ∧ t〉 = −〈i∂f , t〉,
〈σ, iHf ∧ t〉 = 0,
2〈σ,Re (iHf ) ∧ t〉 = −〈i∂f, t〉,
2〈σ,Re (iHf ) ∧ t〉 = 〈i∂f, t〉,
〈Imσ, 4Re (iHf ) ∧ t〉 = −〈df, t〉,
so
HImσf = 4Re (iHf ) = 2îHf (1.20)
at every point where df is real.
A smooth submanifold Λ ⊂ C2n is called I-Lagrangian if it is Lagrangian (and
hence of real dimension 2n) with respect to Imσ. It is called R-symplectic if it is
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a symplectic manifold with respect to the restriction Re σ|Λ, i.e. if this 2-form is
non-degenerate. We say that Λ is an IR-manifold if Λ is both I-Lagrangian and R-
symplectic. It is easy to see that an IR-manifold is totally real of maximal dimension
(m.t.r from now on, see [Ho¨We]) and for such a manifold Λ we know that every f ∈
C∞(Λ) has a smooth extension f˜ to some neighborhood of Λ such that ∂f˜ vanishes to
infinite order on Λ. Moreover this extension is unique modulo functions which vanish
to infinite order on Λ. We say that f˜ is almost holomorphic (a.h.) at Λ. We recall that
the notion of almost holomorphic extensions was introduced by L. Ho¨rmander [Ho¨1].
Let Λt be a smooth family of IR-manifolds. Let qt be the corresponding smooth
family as in Lemma 1.1, now with Imσ as the real symplectic form. Let ft = q˜t + irt
be an a.h. extension of qt, so that q˜t is a smooth real extension of qt. Then (1.19)
applies and we get at the points of Λt a corresponding deformation field,
νt = îHft = H
Imσ
q˜t
= −HRe σrt . (1.21)
Since the differential of ft is uniquely determined by that of qt at every point of
Λt, we see that (1.21) gives a unique section in T (C
2n)|Λt
and not just a normal
vector. Integrating νt, we get local diffeomorphisms κt,s : Λs → Λt and from the last
expression in (1.21), it follows that κ∗t,s(Reσ|Λt
) = Reσ|Λs
, so κt,s are real canonical
transformations, i.e. canonical transformations between the real symplectic manifolds
Λs and Λt.
Finally we notice that νt in (1.21) is the realization of the deformation field as
a section in JT (Λt), where J denotes the mapping of TC
n into itself, induced by
multiplication by the imaginary unit i. Indeed, îν = Jν for every (1,0)-type vectorfield
ν and since ft is real on Λt , we see that Ĥft is the vector field tangent to Λt, given by
Ĥft = H
σ|Λt
ft|Λt
. (1.22)
2. Determinants of pseudodifferential operator s on Rn.
If m ∈ C∞(R2n; ]0,∞[), we denote by S(m) the space of all a ∈ C∞(R2n) such
that
∂αx ∂
β
ξ a(x, ξ) = Oα,β(m(x, ξ)), (2.1)
uniformly on R2n for all multiindices α and β. We will always assume that m is an
order function in the sense that m(x, ξ) ≤ C0〈(x, ξ)− (y, η)〉
N0m(y, η) for some fixed
positive constants C0, N0, where we use the notation 〈(x, ξ)〉 = (1 + |(x, ξ)|
2)1/2. For
a symbol a = a(x, ξ; h) depending on h ∈]0, h0], h0 > 0, we say that a ∈ S(m), if
(2.1) holds uniformly w.r.t. h. Most of the time such symbols will be of the type
a = a0(x, ξ) + hr(x, ξ; h) with a0, r ∈ S(m). We then call a0 the principal part or the
principal symbol of a.
If a ∈ S(m), we denote by Op (a) the corresponding h-Weyl quantization:
Op (a)u(x) =
1
(2πh)n
∫∫
e
i
h
(x−y)·θa(
x+ y
2
, θ; h)u(y)dydθ, (2.2)
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and recall (see for instance [DiSj]) that Op (a) is continuous S(Rn) → S(Rn),
S′(Rn) → S′(Rn). If m = 1, then Op (a) is O(1) : L2 → L2. If m is inte-
grable, then Op (a) is of trace class and the corresponding trace class norm satisfies
‖Op (a)‖tr = O(1)h
−n. The trace is given by
trOp (a) =
1
(2πh)n
∫∫
a(x, θ; h)dxdθ. (2.3)
Let m ∈ S(m) be integrable and let p ∈ S(1) be of the form
p = 1 + a, a ∈ S(m), (2.4)
with principal symbol p0 = 1 + a0, where a0 is the principal symbol of a. Then
det(Op (p)) is well defined, and if I ∋ t 7→ at ∈ S(m) is a mapping of class C1 defined
on some interval I, and we put pt = 1 + at, then we have
∂t detOp (p
t)
detOp (pt)
= tr (Op (pt)−1Op (∂tp
t)), (2.5)
whenever Op (pt) has an L2 bounded inverse (Op (pt))−1. See also the remark at the
end of this section for some related observations. If we assume that p in (2.4) is elliptic
in the sense that p0(x, ξ) 6= 0 on R
2n, then we can find a map as above with I = [0, 1],
such that pt is elliptic for all t and with p0 = 1, p1 = p. In fact, we only have to notice
that log p0 is globally well defined in S(m), and put p
t = pt0 + t(p− p0), p
t
0 = e
t log p0 .
For h > 0 small enough, we then know that Op (pt) is invertible with inverse Op (qt),
where qt = 1+bt, bt ∈ S(m), qt0 = 1/p
t
0. Combining this with (2.5), (2.3) and standard
h-pseudodifferential calculus, we get
∂t detOp (p
t)
detOp (pt)
=
1
(2πh)n
(
∫∫
∂tp
t
0
pt0
dxdξ +O(h)) (2.6)
=
1
(2πh)n
(
∫∫
∂t log(p
t
0)dxdξ +O(h)).
Integrating, we get
log detOp (p) =
1
(2πh)n
(
∫∫
log(p0)dxdξ +O(h)). (2.7)
In this identity, we use the natural branch of the logarithm obtained by continuous
deformation with log(1) = 0. In the RHS, we have a natural deformation from (x, ξ) =
∞, while a priori, we need to use the specific deformation Op (pt) in order to define
the LHS. It is clear however that these two branches of log(p0) coincide.
We now drop the ellipticity assumption, and derive an upper bound on
log | detOp (p)| =
1
2
log det(Op (p)∗Op (p)),
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where Op (p)∗ denotes the adjoint operator. If ǫ > 0, the preceding discussion applies
with Op (p) replaced by Op (p)∗Op (p)+ ǫ2Op (q), if q ∈ S(m), Op (q) ≥ 0, q0 > 0 near
p−10 (0). We get for h > 0 small enough:
log | detOp (p)| ≤
1
2
log det(Op (p)∗Op (p) + ǫ2Op (q)) (2.8)
=
1
(2πh)n
(
∫∫
1
2
log(|p0|
2 + ǫ2q0)dxdξ +Oǫ(h)).
For later convenience, we observe that if q0 = 1 near p
−1
0 (0) or if log |p0| is inte-
grable, then∫∫
log(|p0|
2 + ǫ2q0)dxdξ −
∫∫
log(
|p0|
2 + ǫ2
1 + ǫ2
)dxdξ → 0, ǫ→ 0. (2.9)
Notice that
lim
ǫ→0
∫∫
log(|p0|
2 + ǫ2q0)dxdξ =
∫∫
log |p0(x, ξ)|
2dxdξ ∈ [−∞,+∞[. (2.10)
From (2.8), (2.10), we get
log | detOp (p)| ≤
1
(2πh)n
(
∫∫
log |p0(x, ξ)|dxdξ + o(1)), h→ 0, (2.11)
provided that the integral to the right is 6= −∞. (It is easy to see that so is the case
when p0 never vanishes to infinite order at any point. See Lemma 4.2 below.) Note
that in the elliptic case, we get by taking real parts in (2.7):
log | detOp (p)| =
1
(2πh)n
(
∫∫
log |p0|dxdξ +O(h)).
Remark. Let T1 denote the space of trace class operators on H = L
2(Rn). The
mapping
A 7→ ψ(A) = (det(I + A))(I +A)−1
which is defined near 0 ∈ T1 extends to an analytic mapping
ψ : T1 → L(H)
where the space to the right is the space of continuous linear operators on H. (The
analyticity of ψ at A0 ∈ T1 follows easily from the corresponding property in the
finite-dimensional situation if one approximates A0 in T1 by a finite rank element.) It
is natural to consider L(H) as the dual of T1 obtained via the pairing T1 × L(H) ∋
(A,B) 7→ tr (AB). Since ψ(A)(I + A) = (I + A)ψ(A) = det(I + A) · I it follows in
particular that det(I+A) is analytic in T1. Its differential at A0 is an element in L(H),
and we claim that it is equal to ψ(A0) (cf. (2.5)). For reasons of analyticity in A0
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it suffices to verify this when I + A0 is invertible. Replacing A by (I + A0)A in our
considerations and using the multiplicative property of the determinant we see that
our assertion follows from the fact that tr (A) is the linear part in the Taylor expansion
of det(I + A) at the origin.
If A denotes the Banach space of all functions a(x, ξ) in R2n such that
∑
|α|+|β|≤N
∫∫
|∂αx ∂
β
ξ a(x, ξ)| dx dξ <∞,
where N is a sufficiently large positive integer, then the Weyl quantization a 7→ Op (a)
is a continuous linear mapping from A to T1. It follows that log | det(Op (p))|, where
p = 1+ a, is a plurisubharmonic function in A. The inequality (2.11) provides us with
a bound from above for that function in terms of
∫∫
log |p(x, ξ)| dx dξ, which is also a
plurisubharmonic function of a.
3 h-pseudodifferential operator s and IR deformations of R2n.
Let Φ0(x) be a real quadratic form on C
n which is strictly plurisubharmonic
(st.pl.s.h.). Let
HΦ0 = Hol (C
n) ∩ L2(Cn; e−2Φ0/hL(dx)),
where L(dx) denotes the Lebesgue measure on Cn ≃ R2n and Hol (Cn) is the space of
all holomorphic functions onCn. We recall (see for instance the beginning of [Sj2]) that
there exists a unitary operator (a generalized Bargman transform)W : L2(Rn)→ HΦ0 ,
given by
Wu(x) = Ch−3n/4
∫
e
i
h
φ0(x,y)u(y)dy, (3.1)
where φ0 is quadratic and holomorphic on C
n
x ×C
n
y with
det ∂x∂yφ0(x, y) 6= 0, Im ∂
2
yφ0 > 0, (3.2)
and such that the complex canonical tranformation
κW : (y,−∂yφ0(x, y)) 7→ (x, ∂xφ0(x, y)) (3.3)
maps R2n onto
ΛΦ0 := {(x,
2
i
∂Φ0(x)
∂x
); x ∈ Cn}.
If we define R2n ∋ (y(x), η(x)) = κ−1W (x,
2
i ∂xΦ0(x)), then it follows that
−(∂yφ0)(x, y(x)) = η(x), (∂xφ0)(x, y(x)) =
2
i
∂xΦ0(x), (3.4)
−Imφ0(x, y(x)) = Φ0(x), Φ0(x) + Imφ0(x, y) ∼ +|y − y(x)|
2. (3.5)
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We also recall that if a ∈ C∞b (ΛΦ0) (meaning that a ∈ C
∞(ΛΦ0) is bounded
together with all its derivatives to all orders), then
Op (a)u(x) =
1
(2πh)n
∫∫
e
i
h
(x−y)·θa(
x+ y
2
, θ)u(y)dydθ (3.6)
can be defined as a bounded operator HΦ0(C
n) → HΦ0(C
n), by choosing the only
possible integration contour: θ = 2i ∂xΦ0(
x+y
2 ). More generally, if m ∈ R and a ∈
S(〈(x, ξ)〉m) in the sense that 〈(x, ξ)〉−m∇ka is bounded for every k ∈ N, then we
can still define Op (a) by the oscillatory integral (3.6) to be a bounded operator
HΦ0(〈x〉
k)→ HΦ0(〈x〉
k−m) where HΦ0(〈x〉
k) = Hol (Cn)∩L2(Cn; 〈x〉2ke−2Φ0/hL(dx))
is equipped with the natural norm. (We have bounds on the operator norms which are
uniform in h. See [Sj2].) The standard metaplectic invariance for the Weyl quantization
holds in this setting and we get
W−1Op (a)W = Op (b), b = a ◦ κW . (3.7)
We also recall that the orthogonal projection Π0 : L
2
Φ0
→ HΦ0 is given by
Π0u(x) =
C
hn
∫
e
2
h
Ψ0(x,y)u(y)e−
2
h
Φ0(y)L(dy), (3.8)
where Ψ0(x, y) is the unique quadratic form on C
n
x × C
n
y which is holomorphic in x
and anti-holomorphic in y (from now on hol-a-hol) and satisfies
Ψ0(x, x) = Φ0(x). (3.9)
(We recall from [Sj1,2] that this is obtained by writing the identity operator as an
h-pseudodifferential operator
u 7→
C˜
hn
∫∫
e
2
h
(Ψ0(x,θ)−Ψ0(y,θ))u(y)dydθ,
and choosing the integration contour θ = y.)
Let W˜ ⊂⊂ W ⊂⊂ Cn be convex open neighborhoods of 0. Let Φ ∈ C∞(Cn;R)
with ∇Φ(x) −∇Φ0(x) ∈ C
∞
b (C
n) := S(Cn, 1), so that ∇Φ−∇Φ0 and its derivatives
are all bounded. Define
ΛΦ = {(x,
2
i
∂Φ
∂x
(x)); x ∈ Cn}
and assume that
2
i
∂Φ
∂x
(x)−
2
i
∂Φ0
∂x
(x) ∈ W˜ , x ∈ Cn, (3.10)
so that ΛΦ ⊂ ΛΦ0 + {0} × W˜ .
Let p(x, ξ) be holomorphic in ΛΦ0 +{0}×W with p(x, ξ) = O(〈(x, ξ)〉
m) for some
m ∈ R. We define Op (p) as in (3.6) and get a uniformly bounded operator
Op (p) : HΦ0(〈x〉
k)→ HΦ0(〈x〉
k−m), (3.11)
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where we recall that
HΦ0(〈x〉
k) := Hol (Cn) ∩ L2(Cn; 〈x〉2ke−Φ0(x)/hL(dx)). (3.12)
This only requires that pΛΦ0 := p|ΛΦ0
∈ S(ΛΦ0 , 〈(x, ξ〉
m). We now exploit the
holomorphy assumtion and make contour deformations. Let
θΦ(x, y) =
∫ 1
0
2
i
∂Φ
∂x
((1− t)x+ ty)dt,
and notice that
θΦ0(x, y) =
2
i
∂Φ0
∂x
(
x+ y
2
),
so that
θΦ(x, y)−
2
i
∂Φ0
∂x
(
x+ y
2
) ∈ W˜ , x, y ∈ Cn. (3.13)
As in [Sj1,2], we can replace the contour θ = θΦ0(x, y) in (3.6) (with a = p) by
θ = θΦ(x, y) +
i
C
x− y
〈x− y〉
, (3.14)
where C > 0 is large enough. It follows that
Op (p) = O(1) : HΦ(〈x〉
k)→ HΦ(〈x〉
k−m), (3.15)
uniformly in h, where HΦ(〈x〉
k) is defined as in (3.12).
Now add the assumption that
∂x∂xΦ ≥ Const. > 0, (3.16)
so that ΛΦ is an IR manifold. We shall describe Op (p) as a kind of Toeplitz operator in
the spirit of [BoSj] and start by studying the asymptotics of the orthogonal projection
ΠΦ : L
2(e−2Φ/h)→ HΦ(1). (3.17)
Let ψ(x, y) ∈ C∞(Cnx ×C
n
y ) be almost holomorphic in x and almost anti-holomorphic
in y at the diagonal diag (Cn ×Cn), such that
ψ(x, x) = Φ(x), ∂xψ, ∂yψ = ON (|x− y|
N ), ∀N, (3.18)
∇2ψ ∈ C∞b , ∂xψ, ∂yψ ∈ C
∞
b . (3.19)
For the last part of (3.19), we write Φ = Φ0+f , where ∇f ∈ C
∞
b and take ψ = Ψ0+ f˜ ,
where f˜ is an almost holomorphic-anti-holomorphic extension of f (viewed as a function
on diag (Cn ×Cn)) with ∂xf˜ , ∂yf˜ ∈ C
∞
b . It is wellknown and easy to check that
Φ(x) + Φ(y)− 2Reψ(x, y) ∼ |x− y|2, (3.20)
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uniformly for |x− y| ≤ 1/C, if C > 0 is large enough.
Put
Zj = h∂xj + ∂xjΦ, Z
∗
j = −h∂xj + ∂xjΦ,
tZj = −h∂xj + ∂xjΦ,
tZ
∗
j = h∂xj + ∂xjΦ.
If F (x, y) = 2ψ(x, y)− Φ(x)− Φ(y), we get
Zj(x, hDx) ◦ e
F (x,y)/h = eF (x,y)/h ◦ (h∂xj + 2∂xjψ(x, y)),
Z∗j (x, hDx) ◦ e
F/h = eF/h ◦ (−h∂xj + 2∂xj (Φ(x)− ψ)),
tZj(y, hDy) ◦ e
F/h = eF/h ◦ (−h∂yj + 2∂yj (Φ(y)− ψ)),
tZ
∗
j (y, hDy) ◦ e
F/h = eF/h ◦ (h∂yj + 2∂yjψ).
We will use these relations only in a region |x − y| ≤ 1/C, where we notice that the
0th order coefficients of the operators in the right most factors, (2∂xjψ, 2∂xj (Φ(x)−ψ)
etc) all belong to C∞b .
Definition. Let m(x) be an order function on Cn (as after (2.1)). An integral operator
Ku(x) =
∫
k(x, y; h)u(y)dy (3.21)
will be called m-negligible if k is negligible in the sense that
|Zαx (Z
∗
x)
β(tZy)
γ(tZ
∗
y)
δk(x, y; h)| ≤ CN,α,β,γ,δh
N 〈x− y〉−Nm(x), (x, y) ∈ C2n (3.22)
for all N ∈ N and all multiindices α, β, γ, δ ∈ Nn. Here we use the subscripts x, y to
indicate in which variables the operators Z, Z∗ etc should act.
Exemple. Let a(x, y) be smooth with support in a sufficiently small neighborhood of
diag (C2n) of the form |x−y| ≤ 1/O(1) and satisfy∇αx∇
β
ya = ON (1)m(x)(|x−y|
N+hN )
for all N and all multiindices α, β, where m is an order function. Then
k(x, y; h) = e
1
h
(2ψ(x,y)−Φ(x)−Φ(y))a(x, y)
is m-negligible. In fact, the preceding computations show that
Zαx (Z
∗
x)
β(tZy)
γ(tZ
∗
y)
δ(k(x, y; h)) = e
1
h
(2ψ(x,y)−Φ(x)−Φ(y))aα,β,γ,δ,
where aα,β,γ,δ satsifies the same estimates as a above. It then suffices to use that
|e
1
h
(2ψ(x,y)−Φ(x)−Φ(y))| ≤ e−
1
Ch
|x−y|2 .
Lemma 3.1. Let K be an integral operator as in (3.21). Then K is m-negligible iff
m−1adǫxZ
α(Z∗)βKZγ(Z∗)δ = O(hN ) : L2 → L2, (3.23)
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for all α, β, γ, δ, ǫ ∈ Nn, N ∈ N.
Proof. The kernel of the operator in (3.23) is
m(x)−1(x− y)ǫZαx (Z
∗
x)
β(tZy)
γ(tZ
∗
y)
δ(k(x, y; h)), (3.24)
and if K is m-negligible, this kernel is O(hN 〈x−y〉−N ) for all N ≥ 0, so (3.23) follows.
For the opposite implication, let x0 ∈ C
n and put ξ0 = 2i∂xΦ(x0). Then with
fj = ∂xjΦ(x)− ∂xjΦ(x0), we get
Zj = e
−iRe (ξ0·(·))/h ◦ (h∂xj + fj(x)) ◦ e
iRe (ξ0·(·))/h,
Z∗j = e
−iRe (ξ0·(·))/h ◦ (−h∂xj + fj(x)) ◦ e
iRe (ξ0·(·))/h.
Notice that fj and all its derivatives with respect to x are uniformly bounded with
respect to x0, in a domain |x− x0| ≤ O(1).
Similarly, put η0 = −2i∂yΦ(y0). Then we get
tZj = e
−iRe (η0·(·))/h ◦ (−h∂yj + fj(y)) ◦ e
iRe (η0·(·))/h,
tZ
∗
j = e
−iRe (η0·(·))/h ◦ (h∂yj + fj(y)) ◦ e
iRe (η0·(·))/h,
Now assume (3.23). Then for (x0, y0) ∈ C
n×Cn, |x− x0|, |y− y0| ≤ 1, we reduce
Z, Z∗, .. as above and conclude by letting first |α| + |β| + |γ| + |δ| ≤ 4n + 1, that
m(x)−1eiRe (ξ0·x)/hk(x, y; h)eiRe(η0·y)/h = O(hN ), i.e. m(x)−1k(x, y; h) = O(hN ). In
fact, we multiply k(x, y; h) by χ(x−x0)e
iRe (ξ0·x)/hχ(y−y0)e
iRe (η0·y)/h, where χ ∈ C∞0 .
Since the fj are uniformly bounded, the corresponding operator will then satisfy (3.23)
with the Zj replaced by their leading parts. Repeating this argument with K replaced
by adǫxZ
α(Z∗)βKZγ(Z∗)δ, we see that
1
m(x)
(x− y)ǫZαx (Z
∗
x)
β(tZy)
γ(tZ
∗
y)
δk(x, y) = O(hN ).
(We first get this for |x− x0|, |y− y0| ≤ 1, but uniformly with respect to x0, y0, which
are arbitrary.) (3.22) follows. #
As a second example of negligible operators, we look at the off-diagonal contribu-
tion to Op (p) above, with the contour (3.14). Along this contour we have
dθdy = ± det
(∂(θΦ(x, y) + 1C x−y〈x−y〉 )
∂y
)
dydy = J(x, y)L(dy). (3.25)
It is clear that J ∈ C∞b . The realization of e
−Φ/hOp (p)eΦ/h becomes
e−Φ/hOp (p)eΦ/hu(x) =
1
(2πh)n
∫
e
1
h
(F (x,y)− 1
C
|x−y|2
〈x−y〉
)q(x, y; h)u(y)L(dy), (3.26)
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where
F (x, y) = −Φ(x) + Φ(y) + 2
∫ 1
0
∂Φ
∂x
((1− t)x+ ty)dt · (x− y), (3.27)
q(x, y; h) = J(x, y)p(
x+ y
2
, θΦ(x, y) +
i
C
x− y
〈x− y〉
). (3.28)
We notice that
∇αx∇
β
y q(x, y; h) = Oα,β(〈
x+ y
2
〉m). (3.29)
F is purely imaginary, and if we let F0 denote the corresponding function, defined
with Φ0 instead of Φ, then F0 is quadratic and
∇k(F − F0) = O(〈x− y〉)
for every k. (Recall that ∇(Φ− Φ0) ∈ C
∞
b .) It follows that
∇k((∇F )(x, y)− (∇F )(x, x)), ∇k(∇F (x, y)−∇F (y, y)) = O(〈x− y〉). (3.31)
We compute for x = y:
∂xF = ∂xΦ, ∂xF = −∂xΦ, ∂yF = −∂yΦ, ∂yF = ∂yΦ, (3.32)
so if G(x, y) = F (x, y)− 1C
|x−y|2
〈x−y〉 is the exponent in (3.26), we get
∂xG(x, y) = ∂xΦ(x) + r1(x, y), ∂xG(x, y) = −∂xΦ(x) + r2(x, y), (3.33)
∂yG(x, y) = −∂yΦ(y) + r3(x, y), ∂yG(x, y) = ∂yΦ(y) + r4(x, y),
with
∇krj(x, y) = O(〈x− y〉). (3.34)
Consequently
Zj,x(e
G(x,y)/hq) = eG(x,y)/h(h∂xj + r2,j(x, y))q, (3.35)
Z∗j,x(e
G(x,y)/hq) = eG(x,y)/h(−h∂xj − r1,j(x, y))q,
tZj,y(e
G(x,y)/hq) = eG(x,y)/h(−h∂yj − r4,j(x, y))q,
tZ
∗
j,y(e
G(x,y)/hq) = eG(x,y)/h(h∂yj + r3,j(x,y))q.
Now (3.29), (3.34) give
Zαx (Z
∗
x)
β(tZy)
γ(tZ
∗
y)
δ(e
1
h
G(x,y)q) = e
1
h
GO(1)〈x− y〉|α|+|β|+|γ|+|δ|〈
x+ y
2
〉m.
Using finally that |e
1
h
G(x,y)| = e−
1
Ch
|x−y|2
〈x−y〉 , we conclude that
u 7→
1
(2πh)n
∫
e
1
h
(F (x,y)−
|x−y|2
C〈x−y〉
)(1− χ(x− y))q(x, y; h)u(y)L(dy) (3.36)
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is 〈·〉m-negligible, if χ ∈ C∞0 (C
n) is equal to 1 near 0.
Formal construction of the orthogonal projection ΠΦ. Let ψ be as in (3.18–20). Let
a(x, y; h) ∈ S(C2n, 1) have its support in |x−y| ≤ 1/C, with C large enough, and such
that
∂xa(x, y; h), ∂ya(x, y; h) = O(|x− y|
∞ + h∞). (3.37)
Consider the operator
Au(x) = (πh)−n
∫
e
2
h
ψ(x,y)a(x, y; h)u(y)e−2Φ(y)/hL(dy), (3.38)
which is O(1) : L2(e−2Φ/hL(dx)) → L2(e−2Φ/hL(dx)) and satisfies ∂ ◦ A = O(h∞) :
L2(e−2Φ/h)→ L2(e−2Φ/h). Equivalently for the reduced operators, we have
e−Φ/hAeΦ/h = O(1) : L2 → L2, Zje
−Φ/hAeΦ/h = O(h∞) : L2 → L2.
The calculations in the first example above show that
Zα(Z∗)βe−Φ/hAeΦ/hZγ(Z∗)δ = O(h|α|+|β|+|γ|+|δ|) : L2 → L2, (3.39)
and applying adǫx to this operator, we gain another power h
ǫ/2 in the estimates (3.39).
Notice that the composition of eΦ/hAeΦ/h with anm-negligible operator ism-negligible
in view of Lemma 3.1.
Formally A is a pseudodifferential operator, for if we put ψ˜(x, y) = ψ(x, y),
a˜(x, y) = a(x, y), then ψ˜, a˜ are almost holomorphic on the anti-diagonal : y = x,
and
Au(x) = (
i
2πh
)n
∫∫
e
2
h
(ψ˜(x,y)−ψ˜(y,y))a˜(x, y; h)u(y)dydy
= (
i
2πh
)n
∫∫
θ=y
e
2
h
(ψ˜(x,θ)−ψ˜(y,θ))a˜(x, θ; h)u(y)dydθ.
With this in mind, we compute
(e−Φ/hAeΦ/h)2u(x) = (πh)−n
∫
I(x, y; h)u(y)L(dy), (3.40)
I(x, y; h) = (πh)−n
∫
e(−Φ(x)+2ψ(x,z)−2Φ(z)+2ψ(z,y)−Φ(y))/ha(x, z; h)a(z, y; h)L(dz).
(3.41)
Because of the support property of a, the support of I is contained in a set where
|x− y| is small.
We have
Re (−Φ(x) + 2ψ(x, z)− 2Φ(z) + 2ψ(z, y)− Φ(y)) ∼ −(|x− z|2 + |z − y|2). (3.42)
Further, when x = y, the function
z 7→ −Φ(x) + 2ψ(x, z)− 2Φ(z) + 2ψ(z, y)− Φ(y) (3.43)
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has the non-degenerate critical point z = x = y. We then know from [MeSj] that
I(x, y; h) has an asymptotic expansion, when h → 0 and to understand the exponent
appearing there, we should look for the critical point of the almost holomorphic exten-
sion to the complexification of Cnz . For that, it is convenient to identify C
n
z with the
anti-diagonal {(z, w) ∈ C2n; w = z} and write the function (3.43) as
z 7→ −Φ(x) + 2ψ˜(x, z)− 2ψ˜(z, z) + 2ψ˜(z, y)− Φ(y). (3.44)
A natural choice of almost holomorphic extension is then
(z, w) 7→ −Φ(x) + 2ψ˜(x, w)− 2ψ˜(z, w) + 2ψ˜(z, y)− Φ(y). (3.45)
We get the critical point z = x, w = y (mod O(|x − y|∞)) and the corresponding
critical value
−Φ(x) + 2ψ˜(x, y)− Φ(y) = −Φ(x) + 2ψ(x, y)− Φ(y). (3.46)
The stationary phase method gives
I(x, y; h) = e
1
h
(−Φ(x)+2ψ(x,y)−Φ(y))b(x, y; h) + r(x, y; h), (3.47)
where r = O(h∞) and b ∼ b0(x, y) + b1(x, y)h + .. in S(1), and each term in this
asymptotic expansion is determined by the behaviour of (z, w) 7→ a˜(x, w; h)a˜(z, y; h)
near the critical point w = y, z = x, so ∂xb, ∂yb = O(|x − y|
∞ + h∞), and b0(x, y) =
f(x, y)a0(x, y)
2, where
1
C
≤ f(x, x) ≤ C. (3.48)
We also notice that if a ∼ a0 + ha1 + ..., then bj = 2fa0aj + qj , where qj depends on
a0, ..., aj−1 only. If we choose ψ such that ψ(x, y) = ψ(y, x), as we may, and assume
that a(x, y; h) = a(y, x; h) we achieve that I(x, y; h) = I(y, x; h).
From (3.39), (3.45), the symbol properties of b and (3.47), we deduce that
Zαx (Z
∗
x)
βtZ
γ
y(
tZ
∗
y)
δr(x, y; h) = O(hN(α,β,γ,δ)). (3.49)
Combining this with the fact that r = O(h∞), we get
Zαx (Z
∗
x)
βtZ
γ
y(
tZ
∗
y)
δr(x, y; h) = O(h∞). (3.50)
In fact, using the reduction in the second part of the proof of Lemma 3.1, we see that
for |x− x0|, |y − y0| ≤ 1, x0 = y0, we have:
∂αx ∂
β
x∂
γ
y∂
δ
y(e
i
h
(Re (ξ0·x+η0·y))r) = O(hN˜(α,β,γ,δ)), (3˜.49)
while (3.50) is equivalent to
∂αx ∂
β
x∂
γ
y∂
δ
y(e
i
h
(Re (ξ0·x+η0·y))r) = O(h∞). (3˜.50)
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By interpolation inequalities for derivatives, (3˜.49) and the fact that r = O(h∞), we
get (3˜.50) and hence (3.50) as claimed.
The result (3.50) can be reformulated, as saying that
(e−Φ/hAeΦ/h)2u(x) = (3.51)
(πh)−n
∫
e
1
h
(−Φ(x)+2ψ(x,y)−Φ(y))b(x, y; h)u(y)L(dy)+ e−Φ/hReΦ/hu(x),
where e−Φ/hReΦ/h is 1-negligible and
Ru(x) = (πh)−n
∫
r(x, y; h)u(y)L(dy), supp (r) ⊂ {(x, y); |x− y| ≤
1
O(1)
}. (3.52)
We can now construct a as above with a(x, x; h) real, 1/C ≤ a0(x, x) ≤ C, such
that b = a + O(|x − y|∞ + h∞). Let Π˜Φ be the correponding operator as in (3.38).
Then
Π˜2Φ = Π˜Φ +R, (3.53)
for a new operator R with e−Φ/hReΦ/h 1-negligible. Further, we may arrange so that
ψ(y, x) = ψ(x, y), a(y, x) = a(x, y),
Π˜∗Φ = Π˜Φ, (3.54)
where the star indicates that we take the adjoint in L2(e−2Φ/hL(dx)).
We pause in order to recall some general estimates for ΠΦ by means of the ∂-
operator, and we will follow the appendix of [Sj2] with some routine elaborations. Put
Xj = h
−1/2Zj = h
1/2∂xj + h
−1/2∂xjΦ, ∂Φ = e
−Φ/hh1/2∂eΦ/h =
∑
Xj ⊗ d
∧
xj
, where
ω∧ denotes the operation of left exterior multiplication by the 1-form ω. Then ∂Φ is a
complex and we put
∆Φ = ∂
∗
Φ∂Φ + ∂Φ∂
∗
Φ = (
∑
X∗jXj)⊗ 1 +
∑
j,k
[Xj, X
∗
k ]dx
∧
j dx
⌋
k,
where [Xj, X
∗
k ] = 2∂xj∂xkΦ ∈ C
∞
b and ω
⌋ denotes the transpose of left exterior mul-
tiplication by ω∧. Here we use the scalar product 〈x, y〉 = 1
2
Rex · y on Cn extended
to the complexified space, so that 〈dxj, dxk〉 = 〈dxj , dxk〉 = 0, 〈dxj, dxk〉 = δj,k. ∆Φ
conserves the degree of differential forms and if we identify (0,1)-forms with functions
with values in Cn, the restriction to such forms is given by
∆
(1)
Φ = (
∑
X∗jXj)⊗ 1 + 2Φ
′′
xx.
Let H0 = L2 (here in the vector-valued version L2(Cn;Cn)) and let H1 ⊂ L2 be the
Hilbert space with norm
‖u‖2H1 =
∑
‖Xju‖
2 +
∑
‖X∗j u‖
2 + ‖u‖2.
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(More precisely, we define H1 as the closure of the Schwartz space S for the norm above
and check that this space coincides with {u ∈ L2; Xju,X
∗
j u ∈ L
2}.) By construction,
the map
H1 ∋ u 7→ ((Xju)j , (X
∗
j u)j , u) ∈ (L
2)2n+1
is an isometry. Let H−1 ⊂ S′ be the dual of H1. Then the adjoint map
(L2)2n+1 ∋ ((uj)j , (vj)j , u0) 7→ v = u0 +
∑
Xjuj +
∑
X∗j vj ∈ H
−1
is surjective of norm 1 with a right inverse of norm 1. In particular,
‖v‖2H−1 = inf
v=u0+
∑
Xjuj+
∑
X∗
j
vj
‖u0‖
2 +
∑
‖uj‖
2 +
∑
‖vj‖
2.
We have H1 ⊂ H0 ⊂ H−1 with corresponding inequalities for the norms.
An easy calculation shows that
[∆
(1)
Φ , Xj] =
∑
fkXk + g, [∆
(1)
Φ , X
∗
j ] =
∑
f˜kX
∗
k + g˜, (3.55)
with fk, f˜k, g, g˜ bounded in C
∞
b when h→ 0.
In [Sj2] we recalled the estimate
‖u‖H1 ≤ O(1)‖∆
(1)
Φ u‖H−1 , u ∈ S,
implying that ∆
(1)
Φ : H
1 → H−1 is bijective with a uniformly bounded inverse for small
h. Applying this to Xju we get
‖Xju‖H1 ≤ O(1)(‖Xj∆
(1)
Φ u‖H−1 + ‖[∆
(1)
Φ , Xj]u‖H−1).
Using (3.55) and the fact that multiplication by a C∞b function is bounded H
j → Hj ,
j = −1, 0, 1, we get
‖Xju‖H1 ≤ O(1)(‖∆
(1)
Φ u‖+O(1)‖u‖H1) ≤ O(1)‖∆
(1)
Φ u‖.
Similarly,
‖X∗j u‖H1 ≤ O(1)‖∆
(1)
Φ u‖.
For s ∈ N, let Hs be the Hilbert space of L2 functions for which the norm
‖u‖2Hs =
∑
|α|+|β|≤s
‖Xα(X∗)βu‖2 (3.56)
is finite. (Again one checks that S is a dense subspace.) Let H−s ⊂ S′ be the dual
space. Then
.. ⊂ H2 ⊂ H1 ⊂ H0 ⊂ H−1 ⊂ H−2 ⊂ ..
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with corresponding inequalities for the norms. The last estimates show that
‖u‖H2 ≤ O(1)‖∆
(1)
Φ u‖. (3.57)
Continuing this argument, we get
‖u‖Hs+2 ≤ O(1)‖∆
(1)
Φ u‖Hs , (3.58)
for −1 ≤ s ∈ Z. By regularization and bijectivity for s = 1, we see that ∆
(1)
Φ : H
s+2 →
Hs is bijective with a uniformly bounded inverse for s ≥ −1. By duality this extends
to all s ∈ Z. (It helps to use that (∆
(1)
Φ )
−1 : S → S, as we recalled in [Sj2].)
We have adx∆
(1)
Φ = O(h
1/2) : Hs+1 → Hs, ad2x∆
(1)
Φ : O(h) : H
s → Hs, adkx∆
(1)
Φ =
0, k ≥ 3. It follows that adx(∆
(1)
Φ )
−1 = −(∆
(1)
Φ )
−1adx(∆
(1)
Φ )(∆
(1)
Φ )
−1 = O(h1/2) :
Hs → Hs+3, and more generally,
adkx(∆
(1)
Φ )
−1 = O(hk/2) : Hs → Hs+2+k. (3.59)
Recall also (see for instance [Sj2]), that
e−Φ/hΠΦe
Φ/h = 1− ∂
∗
Φ(∆
(1)
Φ )
−1∂Φ. (3.60)
Since ∂Φe
−Φ/hΠ˜Φe
Φ/h is 1-negligible, we see from (3.59), (3.60) that
e−Φ/hΠΦe
Φ/he−Φ/hΠ˜Φe
Φ/h = e−Φ/hΠ˜Φe
Φ/h + negligible.
By duality,
e−Φ/hΠ˜Φe
Φ/he−Φ/hΠΦe
Φ/h = e−Φ/hΠ˜Φe
Φ/h + negligible.
Here ”negligible” means some (1-)negligible operator. Put
Π̂Φ = ΠΦΠ˜ΦΠΦ, (3.61)
so that
e−Φ/hΠ̂Φe
Φ/h = e−Φ/hΠ˜Φe
Φ/h + negligible. (3.62)
Then
Π̂Φ = O(1) : L
2(e−2Φ/hL(dx))→ HΦ, Π̂
∗
Φ = Π̂Φ, (3.63)
Π̂2Φ = Π̂Φ + e
Φ/h(negligible)e−Φ/h.
It follows from (3.63) that the spectrum of Π̂Φ is concentrated to an O(h
∞) neigh-
borhood of {0, 1}. Let ΠˇΦ be the spectral projection associated to the part of the
spectrum close to 1:
ΠˇΦ =
1
2πi
∫
γ
(z − Π̂Φ)
−1dz, (3.64)
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where γ is the positively oriented boundary of the disc D(1, 1/2).
Proposition 3.2. ΠˇΦ = Π̂Φ + e
Φ/h(negligible)e−Φ/h.
Proof. As an approximation for (z − Π̂Φ)
−1, we try
R(z) =
1
z
(1− Π̂Φ) +
1
z − 1
Π̂Φ.
Then, dropping the subscript Φ,
(z − Π̂)R(z) = 1− (
1
z
−
1
z − 1
)Π̂(1− Π̂). (3.65)
Here Π̂(1 − Π̂) = eΦ/h(negligible)e−Φ/h, and we next verify that that if K is of the
form eΦ/h(negligible)e−Φ/h, then (1−K)−1 = 1 + L, where L has the same property.
Indeed, L = K+K2+K3+ .. = K+K(1−K)−1K and we see that L has the required
property. It follows that uniformly for z ∈ γ:
(z − Π̂)−1 = R(z)(1− (
1
z
−
1
z − 1
)Π̂(1− Π̂))−1 = R(z) + eΦ/h(negligible)e−Φ/h.
Plugging this into (3.64), we get the proposition. #
Notice that we also have
ΠˇΦ = Π˜Φ + e
Φ/h(negl.)e−Φ/h, (3.66)
and that by construction, ΠˇΦ is an orthogonal projection in L
2(e−2Φ/hL(dx)) with
image contained in HΦ, so that ΠˇΦ ≺ ΠΦ in the sense that R(ΠˇΦ) ⊂ R(ΠΦ). In
particular, ΠΦ − ΠˇΦ is an orthogonal projection.
Proposition 3.3. ΠˇΦ = ΠΦ.
Proof. In the case Φ = Φ0, we have ΠˇΦ0 = ΠΦ0 +O(h
∞), since our construction will
reproduce the explicitly known ΠΦ0 . Hence ΠˇΦ0 = ΠΦ0 .
Assume first that Φ − Φ0 is bounded so that Φ − Φ0 ∈ C
∞
b . Put Φt = tΦ +
(1− t)Φ0. Then L
2(e−2Φt/h), HΦt are independent of t as spaces and the norms vary
continously with t. It is therefore clear that ΠΦt is norm-continuous in t in the sense
that ‖ΠΦs − ΠΦt‖ → 0, s → t. We can make the construction of ΠˇΦt so that this
operator also becomes norm-continous in t. We then have a norm-continous family of
orthogonal projections ΠΦt − ΠˇΦt which vanishes for t = 0, and hence for all t. Hence
we get the proposition when Φ− Φ0 is bounded.
In the general case, let R(t) be a smooth increasing function: [0, 1[→ [R(0),+∞[
with R(0)≫ 0, R(t)→∞, t→ 1, and put
Φt(x) = Φ0(x) + (Φ(x)− Φ0(x))χ(
x
R(t)
), 0 ≤ t ≤ 1, (3.67)
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with the convention that Φ1 = Φ. Here χ ∈ C∞0 (B(0, 2); [0, 1]), χ(x) = 1 for x ∈
B(0, 1). Then ∇2Φt belongs to a bounded set in C∞b , ∇Φ
t−∇Φ0 is uniformly bounded.
Φt is uniformly st.pl.sh. also with respect to t. Moreover ∇kΦt → ∇
kΦ, t → 1,
uniformly on every compact, and Φt − Φ0 is bounded for every fixed t < 1. We then
know that ΠˇΦt = ΠΦt for t < 1.
On the other hand, the projections e−Φ
t/hΠˇΦte
Φt/h, e−Φ
t/hΠΦte
Φt/h are strongly
continuous on [0, 1], in the first case by examining the construction and restricting to
S, in the second case by looking at the representation (3.60), that we also restrict to
S. It follows that the two operators coincide also for t = 1, so we get the proposition
in the general case. #.
The proposition and (3.66) imply that
ΠΦ = Π˜Φ + e
Φ/h(negligible)e−Φ/h, (3.68)
which completes the promised asymptotic study of ΠΦ.
We next prepare for trace computations. Write (3.38) for Π˜Φ:
Π˜Φu(x) =
1
(πh)n
∫
e
2
h
(ψ(x,y)−Φ(y))f(x, y; h)u(y)L(dy), (3.69)
where f ∼
∑∞
0 fj(x, y)h
j in S(1), supp f ⊂ {(x, y); |x− y| ≤ 1/C}, ∂(x,y)f = O(|x−
y|∞), and put ψ˜(x, y) = ψ(x, y), f˜(x, y; h) = f(x, y; h). Recall that Π˜Φ is formally the
identity operator viewed as a pseudodifferential operator, and that L(dy) = (i/2)ndydy:
1u(x) = (
i
2πh
)n
∫∫
e
2
h
(ψ˜(x,θ)−ψ˜(y,θ))f˜(x, θ; h)u(y)dydθ.
Use the Kuranishi trick:
2(ψ˜(x, θ)− ψ˜(y, θ)) = i(x− y) · θ˜(x, y, θ), θ˜(x, x, θ) =
2
i
∂ψ˜
∂x
(x, θ),
and
1u(x) =
1
(2πh)n
∫∫
e
i
h
(x−y)·θ˜u(y)dydθ˜,
to see that
inf˜0(x, θ)dxdθ = dxdθ˜(x, x, θ).
Put θ = x:
inf˜0(x, x)dxdx = dxdξ|ΛΦ
,
since θ˜(x, x, x) = 2
i
∂Φ
∂x
(x). This can also be written
1
πn
f0(x, x)L(dx) =
1
(2πh)n
dxdξ|ΛΦ
, (3.70)
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where we identify Cnx with ΛΦ by means of the natural projections and dxdξ|ΛΦ
=
µ(d(x, ξ)) is the symplectic volume form on ΛΦ.
Consider the operator Op (p) in (3.11), (3.15). Noticing that ΠΦ, Π˜Φ act as
bounded operators on HΦ(〈x〉
k), we write Op (p) = Op (p)ΠΦ, recall that ΠΦ = Π˜Φ +
eΦ/h(negl.)e−Φ/h, and develop Op (p)Π˜Φ by means of stationary phase (after pealing
off negligible off-diagonal parts), to see that
Op (p) = top(q) + eΦ/h(〈·〉m-negl.)e−Φ/h, (3.71)
top (q)u(x) =
1
(πh)n
∫
e
2
h
(ψ(x,y)−Φ(y))f(x, y; h)q(x, y; h)u(y)L(dy). (3.72)
Here q(x, y; h) ∈ S(〈·〉m) has its support in |x − y| ≤ 1/C, q ∼
∑∞
0 qj(x, y)h
j in
S(〈·〉m), ∂x,y)qj = O(|x− y|
∞〈x〉m), and q0(x, x) = p(x,
2
i
∂Φ
∂x (x)).
Let S˜(〈·〉m) be the space of q(x, y; h) ∈ S(〈·〉m) with support in |x − y| ≤ 1/C,
such that ∂x,yq = O((|x − y|
∞ + h∞)〈x〉m). Let S˜cl(〈·〉
m) be the subspace of q with
q ∼
∑∞
j qj(x, y)h
j in S(〈·〉m), where ∂x,yqj = O(|x− y|
∞〈x〉m).
If q(x, y) ∈ C∞(C2n), we define q∗(x, y) = q(y, x). The self-adjointness of Π˜Φ is
equivalent to f∗ = f (assuming that we have chosen ψ with ψ∗ = ψ). We have
top (q)∗ = top (q∗). (3.73)
Moreover, by stationary phase,
top (q)∗top (q) = top (r) + eΦ/h(〈·〉2m-negl.)e−Φ/h, (3.74)
where r ∈ S(〈·〉2m), r∗ = r, r ∼
∑∞
1 rjh
j , ∂(x,y)rj = O(|x − y|
∞〈x〉2m), r0 = q
∗
0q0.
(3.74) is a special case of a more general result for the composition of two Toeplitz
operators top (a) ◦ top (b) that can be formulated in the obvious way.
Recall that if k ∈ C∞0 (C
2n), diam supp (k) ≤ C0 and Ku(x) =
∫
k(x, y)u(y)L(dy),
then the trace class norm of K is ≤ C1(C0, n)‖k̂‖L1 , where k̂ is the Fourier transform
of k. Moreover the trace of K is given by tr (K) =
∫
k(x, x)L(dx).
Lemma 3.4. Let m < −2n. If R is 〈·〉m-negligible, then R is of trace class with trace
class norm ≤ O(h∞).
Proof. Let r(x, y; h) be the kernel of R. For (x0, y0) ∈ C
2n, we define ξ0 = 2i∂xΦ(x0),
η0 = −2i∂yΦ(y0) as in the proof of Lemma 3.1. Then for |x−x0|, |y−y0| ≤ 1, we have
∇kx∇
ℓ
y(e
iRe ξ0·x/hr(x, y; h)eiReη0·y/h) = O(1)hN 〈x0 − y0〉
−N 〈x0〉
m,
for every N ⊂ N and all multiindices k, ℓ. (The estimates are uniform in (x0, y0).)
If χ ∈ C∞0 (B(0, 1)), it follows that χ(· − x0)Rχ(· − y0) is of trace class norm ≤
O(1)hN 〈x0−y0〉
−N 〈x0〉
m. Using partitions of unity separately in the x and y variables,
we get the lemma. #
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Lemma 3.5. Let m < −2n, and let q ∈ S(〈·〉m), with support in |x− y| ≤ 1/C. Then
top (q) is of trace class as an operator on L2(e−2Φ/hL(dx)) and the corresponding trace
class norm is O(h−ρ), for every ρ > 5n/2. Further,
tr top (q) =
1
(2πh)n
(
∫
ΛΦ
q(x, ξ)µ(d(x, ξ))+O(h)
∫
ΛΦ
|q(x, ξ)|µ(d(x, ξ))).
Proof. Let χ be a cut-off function with support in the unit ball and let b(x, y) be
the integral kernel of the operator B = χ(· − x0)e
−Φ/htop (q)eΦ/hχ(· − y0). This has
the same trace class norm ‖B‖tr as the operator B1 with integral kernel b1(x, ξ) =
eiRe (ξ0·x)/hb(x, y)eiRe(η0·y)/h. If 2n < τ < 2n+ 1, then
‖B1‖tr ≤ C‖b̂1‖L1 ≤ Cτ‖〈D〉
τb1‖L2 ≤ Cτ (‖〈D〉
2nb1‖L2)
2n+1−τ (‖〈D〉2n+1b1‖L2)
τ−2n.
The estimates above together with (3.20) show that
‖〈D〉jb1‖L2 = O(1)h
−n−j〈x0〉
m(
∫∫
χ(x− x0)χ(y − y0)e
−c|x−y|2/h L(dx)L(dy))1/2
where j = 2n, 2n + 1 and c is a positive constant. The right hand-side may be esti-
mated from above by a constant times h−n−j+n/2〈x0〉
ms(x0− y0) where s is a rapidly
decreasing function. A combination of these estimates with j = 2n and j = 2n + 1
gives
‖B‖tr = O(1)h
−n/2−τ 〈x0〉
ms(x0 − y0).
The assertion about the trace class norm of top (q) follows then by a partition of unity
if one chooses τ = ρ− n/2 (assuming that ρ < 5n/2 + 1).
The second statement follows from (3.70). #
With q ∈ S˜(〈·〉m), we put
Top (q) = ΠΦtop (q)ΠΦ. (3.75)
Then
Top (q) = top (q) + eΦ/h(〈·〉m-negl.)e−Φ/h. (3.76)
Notice that if m < −2n, then the trace of Top (q) is independent of whether we view
our operator as acting in HΦ or in L
2(e−2Φ/hL(dx)).
If we choose q as in (3.71), then
Op (p) = Top (q) + eΦ/h(〈·〉m-negl.)e−Φ/h. (3.77)
We can now adapt the discussion in section 2. Assume that p(x, ξ) = 1 + a(x, ξ)
with a = O(〈(x, ξ)〉m) in ΛΦ0 + {0} ×W for, m < −2n. If we first assume that p 6= 0
on ΛΦ, we see that Op (p) : HΦ → HΦ has a bounded inverse
Op (p)−1 = Top (r) + eΦ/h(negl.)e−Φ/h, (3.78)
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where r ∈ S˜cl(1), r0(x, x) = 1/p(x,
2
i ∂xΦ(x)). The same holds for Op (p
t), if we define
the deformation pt from 1 to p as in section 2. Using the calculus above, we get the
analogue of (2.7):
log detOp (p) =
1
(2πh)n
(
∫
ΛΦ
log p(ρ)µ(dρ) +O(h)), (3.79)
where µ is the symplectic volume density on ΛΦ. The subsequent argument of section
2 can also be carried over, so if we now allow p to vanish on ΛΦ, we get
log | detOp (p)| ≤
1
(2πh)n
(
∫
ΛΦ
log |p(ρ)|µ(dρ) + o(1)), h→ 0. (3.80)
We can now state the main result of this section.
Theorem 3.6. Let p(x, ξ) be holomorphic in an open tubular neighborhood of R2n of
the form R2n + iW , 0 ∈ W ⊂⊂ R2n and satisfying p(x, ξ) − 1 = O(〈(x, ξ)〉m) there
for some m < −2n. Let F ⊂ C2n be a complex Lagrangian space (i.e. a complex
subspace of dimension n on which σ vanishes) which is strictly negative in the sense
that 12iσ(t ∧ t) < 0, ∀t ∈ F \ {0}. Let W˜ ⊂⊂ W be an open convex neighborhood of
0 ∈ R2n and let Λ ⊂ R2n + iW˜ be an IR-manifold of the form {ρ + ℓ(ρ); ρ ∈ R2n},
where ℓ ∈ C∞b (R
2n;F ). Then σ|Λt
is real, where Λt = {ρ+ tℓ(ρ); ρ ∈ R
2n}, 0 ≤ t ≤ 1,
and we assume this form to be non-degenerate, uniformly on each Λt, uniformly for
t ∈ [0, 1]. Then
log | det pw(x, hDx)| ≤
1
(2πh)n
(o(1) +
∫
Λ
log |p|µ(dρ)), h→ 0. (3.81)
Proof. Let κ : C2n → C2n be a complex linear canoncial transformation with κ(F ) =
{(x, ξ) ∈ C2n; x = 0}. The negativity of F implies that this space is of the form
ξ =
∂f
∂x
, x ∈ Cn
where f is a holomorphic quadratic form with Im f ′′ < 0. Then it is clear that κ
is of the form (3.3) where φ0 satisfies (3.2) (noticing that φ0(0, y) = −f(y)), and
hence that κ = κW with W as in (3.1). Then κ(R
2n) = ΛΦ0 , where Φ0 is a st.pl.s.h.
quadratic form. The assumption about the form of Λ implies that κ(Λ) = ΛΦ with
∇Φ−∇Φ0 ∈ C
∞
b , and more generally, κ(Λt) = ΛΦt , Φt = tΦ + (1− t)Φ0. Since σ|Λt
is uniformly non-degenerate, we see that ∂
2Φt
∂x∂x
is uniformly non-degenerate and hence
strictly positive, since so is the case for t = 0.
We recall the metaplectic invariance (3.7), so that W−1pw(x, hD)W = qw(x, hD),
where q = p ◦ κ−1. Clearly det pw(x, hD) = det qw(x, hD), where we first consider
qw(x, hD) as a bounded operator HΦ0 → HΦ0 . If we assume that Φ− Φ0 is bounded,
then (3.81) follows from (3.80) (with p replaced by q), since HΦ is then the same space
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as HΦ0 . In the general case, we can approach Φ by a sequence of Φ˜ such that Φ˜−Φ0 is
bounded, ∇Φ˜ → ∇Φ in C∞b , Φ˜ is uniformly st.pl.s.h. and ΛΦ˜ stays inside the convex
tube κ(R2n+ iW˜ ). We then have (3.80) uniformly (with p,ΛΦ replaced by q,ΛΦ˜) and
passing to the limit we get it also for Φ. #
In [Sj2] function spaces are defined associated to IR-manifolds which are ob-
tained by certain global holomorphic deformations and it is showed there how h-
pseudodifferential operator s act on these spaces and that this action can be pulled
back to an action on HΦ0 . Under essentially the same assumptions on P , we still have
the conclusion (3.81).
4. Ho¨lder properties of I(Λ, p), Iǫ(Λ, p); the differential w.r.t. Λ.
Let Φ0 and ΛΦ0 be as in section 3. Let W˜ ⊂⊂W be open bounded neighborhoods
of 0 in ΛΦ0 . Let p be holomorphic in ΛΦ0 + iW and satisfy
p(x, ξ)− 1 = O(〈(x, ξ〉m), for some m < −2n. (4.1)
The IR manifolds Λ under consideration in the remainder of this paper will satisfy:
Λ ⊂ ΛΦ0 + iW˜ is closed. (4.2)
Λ is diffeomorphic to R2n. (4.3)
Outside a bounded set, we have Λ = ΛΨ, (4.4)
with Ψ− Φ0 ∈ C
∞
b , (∂x∂xΨ)
−1 = O(1).
(From the discussion in section 3 and in this section, it will be clear that the assumption
on Ψ− Φ0 can be weakend to: Ψ
′ − Φ′0 ∈ C
∞
b .)
The last assumption allows us to identify Λ near infinity with a neighborhood of
infinity of Cn by means of Cn ∋ x ≃ (x, 2i
∂Ψ
∂x (x)) ∈ Λ, and we can therefore define the
space C∞b (Λ).
Sometimes we let Λ = Λt depend smoothly on t ∈ neigh (0;R
k). We then require
Λt to fulfill (4.2)–(4.4) with uniformity in (4.2), (4.4). Moreover, if we represent Λ =
ΛΨt outside a bounded set, then we assume that for every N ≥ 0,
∇Nt Ψ
′′
t ∈ C
∞
b , uniformly in t. (4.5)
We will write pΛ or sometimes only p for the restriction p|Λ. The zeros of p in
ΛΦ0 + iW˜ are confined to a bounded set and there exists m0 ∈ N, such that for every
ρ ∈ ΛΦ0 + iW˜ , there exists m ∈ {0, 1, .., m0}, such that ∇
mp(ρ) 6= 0. If Λ is an IR
manifold as above, we conclude (since Λ is maximally totally real) that for every
ρ ∈ Λ, we have ∇mpΛ(ρ) 6= 0 for some 0 ≤ m ≤ m0. Let ρ0 ∈ Λ be a zero of pΛ and
choose m as above. Then we can find a real smooth vectorfield ν on neigh (ρ0,Λ) such
that νmpΛ(ρ0) 6= 0. Choose local coordinates (x1, x2, .., x2n) = (x1, x
′) for Λ centered
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at ρ0, such that ν =
∂
∂x1
. By Malgrange’s preparation theorem ([Ma]), we have in a
neighborhood of x = 0:
pΛ(x) = q(x)(x
m
1 +
m∑
1
aj(x
′)xm−j1 ) = q(x)
m∏
j=1
(x1 − λj(x
′)), (4.6)
where aj(x
′), q(x) are smooth with aj(0) = 0, q(0) 6= 0, and λj(x
′) are the zeros of the
second factor in the middle expression. (The ordering of the roots does not matter.) If
we let Λ = Λt depend smoothly on t ∈ neigh (0,R
k) as above, and let ρ0 be a zero of
pΛ0 , and if we choose x1, .., x2n to be local coordinates on Λt depending smoothly on t
and centered at ρ0 when t = 0, then (4.6) extends to pΛt with q = q(t, x), aj = aj(t, x
′)
being smooth in (t, x), and with λj = λj(t, x
′). From (4.6), we get easily:
Lemma 4.1. For the choice of coordinates above and for ǫ0 > 0 small enough, we
have
λ({x1 ∈ [−ǫ0, ǫ0]; |pΛ(x)| ≤ δ}) ≤ Cδ
1/m, (4.7)
for |x′| ≤ ǫ0 and 0 < δ ≤ 1. Here λ denotes the one dimensional Lebesgue measure. In
the parameter dependent case, the estimate is uniform in t for |t| ≤ ǫ0 (small enough).
Proof. It suffices to observe that {x1 ∈ [−ǫ0, ǫ0]; |pΛ(x)| ≤ δ} is contained in the
union of the intervals [Reλj(x
′)− Cδ1/m,Reλj(x
′) + Cδ1/m]. #
If µ(dρ) = µΛ(dρ) denotes the symplectic volume element on Λ, it follows that
µ({ρ ∈ Λ; |pΛ(ρ)| ≤ δ}) ≤ Cδ
1/m0 , (4.8)
again locally uniformly in t in the parameter dependent case.
For 0 < ǫ ≤ 1, we put
Iǫ(Λ, p) =
1
2
∫
Λ
log
|pΛ(ρ)|
2 + ǫ2
1 + ǫ2
µ(dρ). (4.9)
Notice that the integral converges in view of (4.1), (4.4). We also define I(Λ, p) =
I0(Λ, p):
I(Λ, p) =
∫
Λ
log |pΛ(ρ)| µ(dρ). (4.10)
Here the convergence over a neighborhood of infinity follows from (4.1), (4.4) but the
possible presence of zeros of pΛ requires a verification of the convergence of∫
|pΛ|−1([0,
1
2
])
log |pΛ(ρ)|µ(dρ) =
∫ 1/2
0
log t dV (t), (4.11)
where V (t) = µ(|pΛ|
−1([0, t])) = O(t1/m0), by (4.8). Integration by parts shows that
the last integral is equal to
[(log t)V (t)]
1/2
0 −
∫ 1/2
0
1
t
V (t)dt.
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From the dominated convergence theorem, we see that
Iǫ(Λ, p)→ I(Λ, p), ǫ→ 0. (4.12)
Using (4.8), we can estimate the rate of convergence.
Lemma 4.2. We have
Iǫ(Λ, p)− I(Λ, p) = O(ǫ
1/m0), ǫ→ 0. (4.13)
Proof. For ǫ > 0, we have
∂ǫIǫ(Λ, p) =
∫
Λ
[
ǫ
|pΛ(ρ)|2 + ǫ2
−
ǫ
1 + ǫ2
]µ(dρ). (4.14)
The contribution to the integral from the region where |pΛ(ρ)| > 1/2 is O(ǫ) and the
contribution from the bounded region where |pΛ(ρ)| ≤ 1/2 is
O(ǫ) +
∫
|pΛ|−1([0,
1
2
])
ǫ
(ǫ2 + |pΛ(ρ)|2)
µ(dρ) = O(ǫ) +
∫ 1/2
0
ǫ
ǫ2 + t2
dV (t) =
O(ǫ) + [
ǫ
ǫ2 + t2
V (t)]
1/2
0 +
∫ 1/2
0
2ǫt
(ǫ2 + t2)2
V (t)dt =
O(ǫ) +O(1)
∫ 1/2
0
2tǫ
(ǫ2 + t2)2
t1/m0dt = O(ǫ
1
m0
−1).
Hence ∂ǫIǫ(Λ, p) = O(ǫ
−1+1/m0) and the Lemma follows by integration. #
We next study the differential of Iǫ and I with respect to Λ. Let neigh (0,R) ∋
t 7→ Λt be a smooth family of IR-manifolds as above, satisfying (4.1)–(4.5). We then
have a corresponding generator qt ∈ C
∞
b (Λt;R) such that a deformation field of the
family is given by
νt = H
Imσ
q˜t
, (4.15)
when q˜t is a smooth real extension of qt to a full neighborhood of Λt. If ft denotes an
almost holomorphic extension of qt, we take q˜t = Re ft, so that (cf. (1.19)):
νt = îHft , on Λt. (4.16)
With
Fǫ(p) =
1
2
log(
pp+ ǫ2
1 + ǫ2
),
we have
Iǫ(Λt, p) =
∫
Λt
Fǫ(p)µ(dρ),
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and
∂tIǫ(Λt, p) =
∫
Λt
(
∂Fǫ
∂p
νt(p) +
∂Fǫ
∂p
νt(p))µ(dρ), (4.17)
where we also used that νt in (4.16) induces canonical transformations κt,s : Λs → Λt,
which conserve the symplectic volume element (see (1.19)). Since p is holomorphic, we
have νt(p) = iHftp, where in the last expression, we may view Hft = Ĥft as the real
Hamilton field on Λt of ft|Λt
= qt with respect to σ|Λt
. ¿From (4.17), we get
∂tIǫ(Λt, p) =
∫
Λt
(
∂Fǫ
∂p
(p)iHftp−
∂Fǫ
∂p
(p)iHftp)µ(dρ) (4.18)
=
i
2
∫
Λt
〈
p
pp+ ǫ2
dp−
p
pp+ ǫ2
dp,Hft〉µ(dρ) =
i
2
∫
Λt
〈
pp
pp+ ǫ2
(
dp
p
−
dp
p
), Hft〉µ(dρ).
Here
1
2i
(
dp
p
−
dp
p
) = d arg p, (4.19)
where p = pΛ 6= 0, so we get
∂tIǫ(Λt, p) = −
∫
Λt
〈
pp
pp+ ǫ2
d(arg pΛt), Hft〉µ(dρ), (4.20)
which can also be written
∂tIǫ(Λt, p) =
∫
Λt
〈
pp
pp+ ǫ2
Harg pΛt , dft〉µ(dρ). (4.21)
In the last two integrals the integration is restricted to Λt \ p
−1(0), and the Hamilton
fields are the ones for the real symplectic structure on Λt.
Proposition 4.3. The coefficients of the differential form d arg pΛt (defined on Λt \
p−1(0)) belong to L1(Λt, µ).
Proof. The integrability near infinity follows from (4.1) (and we there identify Λt
with a neighborhood of infinity in Cn as indicated after (4.4)), so we only have to
establish the local integrability near every point in p−1(0)∩Λt. Let ρ0 be such a point
and let m ∈ {1, 2, ..} be the order of vanishing, so that ∇kp(ρ0) = 0, 0 ≤ k ≤ m − 1,
∇mp(ρ0) 6= 0. Choose 2n linearly independent and commuting vector fields ν1, .., ν2n
in a neighborhood of ρ0 such that ν
m
j p(ρ0) 6= 0. Let x1, .., x2n be the local coordinates
centered at ρ0 with νj =
∂
∂xj
. Let Aj =
∂
∂xj
arg pΛt for x ∈ neigh (0) \ p
−1
Λt
(0), so that
d arg pΛt =
∑2n
1 Aj(x)dxj. We have to show that Aj is locally integrable near 0 and
may choose j = 1 for simplicity. Applying (4.6) to pΛ = pΛt , we see that∫
{x1∈[−ǫ0,ǫ0]; pΛt (x)6=0}
|
∂
∂x1
arg pΛt(x)|dx1 ≤ Const.,
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for |x′| ≤ ǫ0, and the local integrability follows. #
Let [d arg p]Λt denote the differential form on Λt with L
1 coefficients whose re-
striction to Λt \ p
−1(0) is equal to d arg pΛt . Similarly let [Harg p]Λt be the L
1 vector
field on Λt determined by Harg pΛt on Λt \ p
−1(0). Write
∂tIǫ(Λt, p) = −
∫
Λt
〈
pp
pp+ ǫ2
[d arg p]Λt , Hft〉µ(dρ), (4.22)
∂tIǫ(Λt, p) =
∫
Λt
〈
pp
pp+ ǫ2
[Harg p]Λt , dft〉µ(dρ). (4.23)
Hft , dft have bounded coefficients near infinity (using the identification with C
n near
infinity indicated after (4.4)), and from Proposition 4.3 and the dominated convergence
theorem, we get the first part of the following result:
Proposition 4.4. We have ∂tIǫ(Λt, p)→ ”∂tI(Λt, p)”, ǫ→ 0, where
”∂tI(Λt, p)” = −
∫
Λt
〈[d arg p]Λt , Hft〉µ(dρ) =
∫
Λt
〈[Harg p]Λt , dft〉µ(dρ). (4.24)
Moreover, t 7→ I(Λt, p) is a Lipschitz function and the a.e. derivative is given by
”∂tI(Λt, p)”.
Here the last statement follows from the fact that t 7→ ‖[d arg p]Λt‖L1 is locally
bounded, as we can see by adding a smooth t dependence in (4.6).
A Hamilton field is divergence free in symplectic coordinates, so div [Harg p]Λt is a
distribution of order ≤ 1 with support in p−1(0) ∩ Λt. From (4.24), we get
”∂t(Λt, p)” = −
∫
Λt
ft div [Harg p]Λtµ(dρ). (4.25)
Notice that the integral does not change if we add a t-dependent constant to ft. When
dpΛ, dpΛ are pointwise linearly independent on p
−1
Λ (0), we shall obtain in section 8 a
simple expression for this distribution and see that it is a Radon measure.
5. Second derivative under non-autonomous flows.
Let I ∋ t 7→ Λt be a smooth deformation of IR-manifolds as in the preceding
section, where I is a small open interval which contains 0. Let ft ∈ C
∞
b (Λt;R) be
a corresponding smooth family of generating functions (unique up to a t dependent
constant) so that if we extend ft to an almost holomorphic function in a neighborhood
of Λt, then a corresponding deformation field is given at Λt by
νt = îHft = 2Re (iHft), (5.1)
and we recall that νt generates a family κt,s : Λs → Λt of canonical diffeomorphisms.
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Let p be a holomorphic function as in the preceding section and let F be a smooth
real-valued function defined on a complex neighborhood of p(ΛI), with F (1) = 0, where
ΛI = ∪t∈IΛt. Put
J(t) =
∫
Λt
F (p)µ(dρ). (5.2)
With pt = p ◦ κt, κt = κt,0, we get
J(t) =
∫
Λ0
F (pt)µ(dρ),
and
∂tJ(t) =
∫
Λ0
[
∂F
∂p
(pt)∂tpt +
∂F
∂p
(pt)∂tpt]µ(dρ)
=
∫
Λt
[
∂F
∂p
(p)iHftp−
∂F
∂p
iHftp]µ(dρ).
Since p is holomorphic near Λt, we can consider (as in the preceding section) Hft as
the real Hamilton field H
σ|Λt
ft
. Viewing in the same way Hp, Hp as complex Hamilton
fields on Λt, we get
∂tJ(t) = i
∫
Λt
[
∂F
∂p
(p)Hft(p)−
∂F
∂p
(p)Hft(p)]µ(dρ)
=
1
i
∫
Λt
[
∂F
∂p
(p)Hp(ft)−
∂F
∂p
(p)Hp(ft)]µ(dρ).
Since the transpose of Hp with respect to µ(dρ) is equal to −Hp, we get
∂tJ(t) =
∫
Λt
Gt(ρ)ft(ρ)µ(dρ), Gt(ρ) = i(Hp(
∂F
∂p
)−Hp(
∂F
∂p
)). (5.3)
Notice that Gt(ρ) is defined on Λt with Hp, Hp defined as complex vectorfields on Λt,
so Gt(ρ) depends both on ρ and on TρΛt.
Let I ∋ t 7→ Λ˜t be a second family with the same properties and let f˜t be a
corresponding smooth family of generating fucntions, that we also extend almost holo-
morphically. We assume that
Λ˜0 = Λ0, (5.4)
f˜0 = f0. (5.5)
Equivalently, we have
dist (Λ˜t,Λt) = O(t
2). (5.6)
Possibly after shrinking I around 0, we can define
J˜(t) =
∫
Λ˜t
F (p)µ(dρ), (5.7)
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and analogously to (5.3), we have
∂tJ˜(t) =
∫
Λ˜t
G˜t(ρ)f˜t(ρ)µ(dρ). (5.8)
Let Φt = κ˜t ◦ κ
−1
t : Λt → Λ˜t, where Λ˜t = κ˜t(Λ0), so that Φt is symplectic and
Φt(ρ)− ρ = O(t
2). (5.9)
Since we also have dist (TΦt(ρ)(Λ˜t), Tρ(Λt)) = O(t
2), we get G˜t(Φt(ρ)) = Gt(ρ)+O(t
2),
and hence
∂tJ˜(t)− ∂tJ(t) =
∫
Λt
Gt(ρ)gt(ρ)µ(dρ) +O(t
2), (5.10)
where
gt = f˜t ◦ Φt − ft, (5.11)
and we can assume that gt(ρ) ∈ C
∞(I × neigh (Λ0)) with gt(·) almost holomorphic on
Λt. We can also assume that
g0(ρ) ≡ 0. (5.12)
(5.10) implies that
∂2t J˜(0)− ∂
2
t J(0) =
∫
Λ0
G0(ρ)(∂tg)t=0(ρ)µ(dρ) (5.13)
= i
∫
Λ0
[Hp(
∂F
∂p
)−Hp(
∂F
∂p
)]((∂tf˜t)t=0 − (∂tft)t=0)(ρ)µ(dρ),
and where we used (5.9) in the last step. Here we can undo the previous integration
by parts and get
∂2t J˜(0)− ∂
2
t J(0) =
1
i
∫
Λ0
[
∂F
∂p
Hp(∂tf˜ − ∂tf)t=0 −
∂F
∂p
Hp(∂tf˜ − ∂tf)t=0]µ(dρ). (5.14)
Notice that (∂tft)t=0 = ∂t(f(t, κt(ρ)))t=0 is real, and similarly for ∂tf˜t.
In order to exploit the last relation, we need to compute the second derivative
in the case of ”autonomous flows”, and we shall temporarily consider the case of a
special family of deformations. Let f˜ ∈ C∞b (Λ0;R) and denote by f˜ also an almost
holomorphic extension of f˜ . For t ∈ neigh (0,C), consider the IR-manifolds Λ˜t =
κ˜t(Λ0), where κ˜t = expH
Imσ
Re (tf˜)
. To infinite order on Λ0, we have
HImσ
Re (tf˜)
≡ ̂itH
f˜
≡ −HRe σ
Im (tf˜)
,
and it follows that κ˜∗tσ = σ + O(t
∞) on Λ0. Let ∂t, ∂t denote holomorphic and
antiholomorphic derivatives. We also see that ∂tκ˜t(ρ) = O(t
∞) on Λ0. We have
J˜(t) :=
∫
Λ˜t
F (p)µ(dρ) =
∫
Λ0
F (pt)µ(dρ) +O(t
∞), pt := p ◦ κ˜t,
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∂tJ˜(t) =
∫
Λ0
∂t(F (pt))µ(dρ) +O(t
∞) =∫
Λ0
(
∂F
∂p
(pt)∂tpt +
∂F
∂p
(pt)∂tpt)µ(dρ) +O(t
∞) =
∫
Λ0
∂F
∂p
(pt)∂tpt µ(dρ) +O(t
∞),
∂t∂tJ˜(t) =
∫
Λ0
∂2F
∂p∂p
(pt)∂tpt∂tpt µ(dρ) +O(t
∞).
For t = 0 we have ∂tpt = iHf˜ (p) and hence
(∂t∂tJ˜(t))t=0 =
∫
Λ0
∂2F
∂p∂p
(p)(H
f˜
p)(H
f˜
(p))µ(dρ). (5.15)
Next we compute
∂Im tJ˜(t) = i(∂tJ˜(t)− ∂tJ˜(t)) = i
∫
Λ˜0
(
∂F
∂p
(pt)∂tpt −
∂F
∂p
(pt)∂tpt)µ(dρ) +O(t
∞)
= i
∫
Λ˜t
(
∂F
∂p
(p)iH
f˜
p−
∂F
∂p
(p)iH
f˜
p)µ(dρ) +O(t∞).
Modulo O(t∞), we have H
f˜
p = H
σ|Λ˜t
f˜
p, Im f˜ = 0, on Λ˜t, so we get
∂Im tJ˜(t) = −
∫
Λ˜t
(
∂F
∂p
(p)H
σ|Λ˜t
Re f˜
p+
∂F
∂p
H
σ|Λ˜t
Re f˜
p)µ(dρ) +O(t∞) (5.16)
= −
∫
Λ˜t
H
σ|Λ˜t
Re f˜
(F (p))µ(dρ) +O(t∞) = O(t∞).
(The idea behind this is that in the case when f˜ is holomorphic, then Λ˜t = exp ̂itHf˜ (Λ0)
only depends on Re t, and hence we have the same for J˜(t).) The last relation can be
differentiated any number of times w.r.t. Re t, Im t and combining this with (5.15), we
get
(∂2Re tJ˜(t))t=0 = 4(∂t∂tJ˜(t))t=0 = 4
∫
Λ0
∂2F
∂p∂p
(p)Hf˜ (p)Hf˜ (p)µ(dρ). (5.17)
We now restrict the attention to real t and write ∂t instead of ∂Re t. In order to
apply (5.17) in (5.13), we let f˜(t, ρ) ∈ C∞b (I ×C
2n) be such that f˜(t, ·) is an almost
holomorphic extension of f˜|Λ˜t
and observe that ∂tf˜(t, ρ) = O(t
∞ +dist (ρ,Λ0)
∞). We
can apply (5.13) and get the following identity for t = 0:
∂2t J(t) = 4
∫
Λt
∂2F
∂p∂p
Hft(p)Hft(p)µ(dρ) (5.18)
+i
∫
Λt
[Hp(
∂F
∂p
)−Hp(
∂F
∂p
)]∂tftµ(dρ).
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Comparing with (5.3), we see that the last term in (5.18) is equal to (∂s)s=0J(t, s),
with J(t, s) =
∫
Λt,s
F (p)µ(dρ), Λt,s = exp s2Re (iH∂tft)(Λt). Clearly this extends to
general t and the last term can also be written
1
i
∫
Λt
(
∂F
∂p
Hp −
∂F
∂p
Hp)∂tftµ(dρ), (5.19)
where Hp, Hp in the last two formulae denote the complex vector fields on Λt.
Notice that the bracket in the last integral in (5.18) can also be written as
Hp(
∂F
∂p
)−Hp(
∂F
∂p
) = 2
∂2F
∂p∂p
{p, p},
where {p, p} = Hp(p) denotes the Poisson bracket of p and p for the symplectic struc-
ture of Λt.
6. Continuity and convergence for the differential of Λ 7→ I(Λ, p).
Let Λ be an IR-manifold and p a holomorphic function as in section 4. We recall
(see also below) that by Malgrange’s preparation theorem, the differential form d arg p
on Λ \ p−1(0) has L1 coefficients, and the same holds for the Hamilton field Harg p.
Let [d arg p]Λt and [Harg p]Λt denote the corresponding L
1 form and L1 vectorfield
respectively on Λ.
We review some calculations for the differential of Λ 7→ I(Λ, p). Let t 7→ Λt be a
smooth deformation of IR-manifolds as in section 4, where I is an open bounded interval
containing t = 0, and let t 7→ f(t, ρ) ∈ C∞b (Λt;R) be a corresponding generating family
(unique up to a t dependent constant and extended to be almost holomorphic in ρ),
so that Λt = Φt(Λ0), with ∂tΦt(ρ) = îHft(Φt(ρ)), ρ ∈ Λ0. With Fǫ(p) =
1
2 log(
pp+ǫ2
1+ǫ2 ),
we obtained in section 4 that
Iǫ(Λt, p) =
∫
Λt
Fǫ(p)µ(dρ) = I(Λt, p) +O(ǫ
1/m), (6.1)
for some m ∈ N \ {0}. Moreover, we saw that
∂tIǫ(Λt, p) =
i
2
∫
Λt
〈
pp
pp+ ǫ2
(
dp
p
−
dp
p
), Hft〉µ(dρ).
Here 12i (
dp
p −
dp
p ) = d arg p where p 6= 0, so that
∂tIǫ(Λt, p) = −
∫
Λt
〈
pp
pp+ ǫ2
[d(arg p)]Λt , Hft〉µ(dρ) (6.2)
=
∫
Λt
〈
pp
pp+ ǫ2
[Harg p]Λt , dft〉µ(dρ).
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By the dominated convergence theorem, we got
∂tIǫ(Λt, p)→ −
∫
Λt
〈[d(arg p)]Λt , Hft〉µ(dρ) =
∫
Λt
〈[Harg p]Λt , dft〉µ(dρ), (6.3)
when ǫ→ 0, and since ‖[d(arg p)]Λt‖L1(Λ,µ) is locally uniformly bounded with respect
to t, we concluded that t 7→ Iǫ(Λt, p) is uniformly Lipschitz with respect to ǫ, and in
particular that t 7→ I(Λt, p) is Lipschitz and that the a.e. derivative of the last function
is given by
”∂tI(Λt, p)” = −
∫
Λt
〈[d(arg p)]Λt , Hft〉µ(dρ) =
∫
Λt
〈[Harg p]Λt , dft〉µ(dρ). (6.4)
In a more fancy way, we can consider an open connected set L in the family of smooth
IR-manifolds as in section 4, and define the ”distance”between Λ0,Λ1 ∈ L to be
dist (Λ0,Λ1) = inf
∫ 1
0
‖dft‖L∞(Λt)µ(dρ)dt, (6.5)
where the infimum is taken over all smooth curves [0, 1] ∋ t 7→ Λt ∈ L, that link Λ0 to
Λ1. (We did not check that this is really a distance, nor did we consider the problem
of studying the completion of L.) We can think of L as a manifold. The tangent space
of L at a point Λ is then the space of all df , where f ∈ C∞b (Λ;R). In the same spirit,
we have the differentials
〈dΛIǫ(Λ, p), δΛ〉 =
∫
Λ
〈
pp
pp+ ǫ2
[Harg p]Λ, df〉µ(dρ), (6.6)
〈”dΛI(Λ, p)”, δΛ〉 =
∫
Λ
〈[Harg p]Λ, df〉µ(dρ) = −
∫
Λ
〈[d arg p]Λ, Hf 〉µ(dρ), (6.7)
where df is the differential on Λ corresponding to the infinitessimal variation δΛ. Here
”dΛI(Λ, p)” becomes the almost everywhere differential of our Lipschitz function I(·, p)
whenever we restrict Λ to vary in a curve or more generally in a finite dimensional
submanifold.
We next give sufficient conditions for the continuity of ”dΛI(·, p)” at some given
point Λ, and for having a power law estimate in the convergence dΛIǫ(Λ, p) →
”dΛI(Λ, p)”. We start with the continuity question. Let Λ0 be a fixed IR-manifold
(as in section 4). Let x0 ∈ Λ0 be a point, where p(x0) = 0 and choose local coor-
dinates (x1, .., x2n) centered at x0, such that for some 0 < N0 ∈ N: ∂
N0
xj p(0) 6= 0,
∂kxjp(0) = 0, 0 ≤ k ≤ N0 − 1, 1 ≤ j ≤ 2n. Let pΛ = p|Λ. We are interested in
studying how d arg pΛ varies when we make a small variation of Λ. For simplicity, we
concentrate on ∂x1arg pΛ, and we view pΛ as a small perturbation in C
∞ of pΛ0 , by
choosing coordinates (x1, .., x2n) on Λt depending smoothly on t.
By Malgrange’s preparation theorem:
pΛ0(x) = q(x)(x
N0
1 +
N0∑
1
aj(x
′)xN0−j1 ), (6.8)
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where q, aj are smooth with q(0) 6= 0, aj(0) = 0, and we write (x1, x2, .., x2n) = (x1, x
′).
Let λ1(x
′), .., λN0(x
′) be the roots of the last factor of (6.8) (where the ordering doesn’t
matter) so that locally, up to a multiple of 2π,
arg pΛ0(x) = arg (q(x)) +
N0∑
1
arg (x1 − λj(x
′)), for pΛ0(x) 6= 0. (6.9)
From this we see that ∫ ǫ0
−ǫ0
|∂x1arg pΛ0(x)|dx1 ≤ C <∞, (6.10)
for |x′| ≤ ǫ0, with ǫ0 > 0 fixed and sufficiently small, and where the integration is
restricted to the points where pΛ0(x) 6= 0. Assume,
N0⋃
j=1
{x′ ∈ R2n−1; |x′| ≤ ǫ0, λj(x
′) ∈ R} is of Lebesgue measure 0. (H(x1))
(Equivalently, Πx′(p
−1
Λ0
(0) ∩ ([−ǫ0, ǫ0] × B(0, ǫ0))) should be of measure 0, where Πx′
denotes the projection x 7→ x′.) Let Λt, t ∈ neigh (0,R
k) be a smooth family of
IR-manifolds. Then for t sufficiently close to 0, (6.8) extends:
pΛt(x) = q(x, t)(x
N0
1 +
N0∑
1
aj(x
′, t)xN0−j1 ), (6.11)
(choosing the local coordinates to depend smoothly on t) and we want to estimate∫
|∂x1arg pΛ0(x)− ∂x1arg pΛt(x)|dx, (6.12)
where we integrate over {x; |x1| < ǫ0, |x
′| < ǫ0, pΛ0(x) 6= 0 6= pΛt(x)}. The corre-
sponding integral
Kt(x
′) =
∫
|∂x1arg pΛ0(x)− ∂x1arg pΛt(x)|dx1 (6.13)
is a bounded function of x′, and converges to 0 when t → 0 for x′ outside the set in
(H(x1)). So under that assumption, the integral (6.12) converges to 0 when t→ 0.
We next find an equivalent form of (H(x1)), which is easier to formulate globally
on Λ0: Introduce the assumption
For every smooth hypersurface Γ ⊂] − ǫ0, ǫ0[×B(0, ǫ0), (A)
p−1Λ0 (0) ∩ Γ is of (Lebesgue) measure 0 in Γ.
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Proposition 6.1. (A) and (H(x1)) are equivalent.
Proof. We first prove (H(x1))⇒(A) and assume that (A) does not hold. Let Γ ⊂
] − ǫ0, ǫ0[×B(0, ǫ0) be a smooth hypersurface such that p
−1(0) ∩ Γ is of measure > 0
in Γ. The set
(p−1(0) ∩ Γ)∞ = {x ∈ Γ ∩ p
−1(0);
vol (p−1(0) ∩ Γ ∩B(x, ǫ))
vol (Γ ∩B(x, ǫ))
→ 1, ǫ→ 0}
is of full measure in Γ∩p−1(0) considered as a subset of Γ. We notice that p|Γ vanishes
to infinite order on (p−1(0) ∩ Γ)∞. The set
F∞ ={x ∈ (Γ ∩ p
−1(0))∞;
vol ({y ∈ (Γ ∩ p−1(0))∞; (dx2 ∧ .. ∧ dx2n)|Γ(y) = 0} ∩B(x, ǫ))
vol (B(x, ǫ) ∩ Γ)
→ 1, ǫ→ 0}
is of full measure in {x ∈ Γ ∩ p−1(0); (dx2 ∧ .. ∧ dx2n)|Γ(x) = 0}. At the points of
F∞, the form (dx2 ∧ .. ∧ d2n)|Γ vanishes to infinite order as well as p|Γ. Let y
0 =
(y01 , .., y
0
2n) ∈ F∞. We may assume that Γ is of the form x2n = a(x1, .., x2n−1) near
y0. Then ∂a
∂x1
(x) vanishes to ∞ order at (y01, .., y
0
2n−1), so at y
0 the hypersurfaces Γ
and x2n = a(y
0
1 , x2, .., x2n) are tangent to ∞ order. It follows that p(x1, x2, .., x2n−1,
a(y01 , x2, .., x2n−1)) vanishes to ∞ order at (y
0
1 , .., y
0
2n−1) in contradiction with the fact
that ∂N0x1 p(y
0) 6= 0. Consequently F∞ is empty and hence
{x ∈ Γ ∩ p−1(0); (dx2 ∧ .. ∧ dx2n)|Γ(x) = 0}
is of measure 0. In particular {x ∈ (p−1(0) ∩ Γ)∞; (dx2 ∧ .. ∧ dx2n)|Γ(x) 6= 0} is of
non-vanishing measure, and the same holds for its x′ space projection, which is in
contradiction with (H(x1)). We have proved that (H(x1)) implies (A).
It remains to prove that (A) implies (H(x1)). Recall that ∂
N0
x1
p 6= 0 in ] −
ǫ0, ǫ0[×B(0, ǫ0). Without loss of generality, we may assume that ∂
N0
x1 Re p 6= 0 there.
Then
p−1(0) ⊂ ∪N0N=1ΓN ,
where
ΓN = {x; ∂
N
x1
Re p(x) 6= 0, ∂N−1x1 Re p(x) = 0}
are smooth hypersurfaces such that Πx′ |Γj
is a local diffeomorphism for j = 1, .., N0.
Applying (A) to p−1(0) ∩ Γj , it follows that Πx′(p
−1(0)) is of measure 0. #
Combining Proposition 6.1 with its preceding discussion, we get
Theorem 6.2. Let Λ0 be an IR manifold and assume
For every smooth hypersurface Γ ⊂ Λ0, (Aglob)
p−1(0) ∩ Γ is of Lebesgue measure 0 in Γ.
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Then ”dΛI(·, p)” is continuous at Λ = Λ0 in the following sense: Let neigh (0,R
k) ∋
t 7→ Λt be a smooth family of IR manifolds as in section 4, such that Λt=0 = Λ0. Let
f1(t), .., fk(t) be a corresponding system of generating functions on Λt, so that fℓ is
generating for the one parameter family obtained by varying tℓ, (freezing all the tj with
j 6= ℓ) and hence that
”∂tℓI(Λt, p)” = −
∫
Λt
〈[d arg p]Λt , Hfℓ(t)〉µ(dρ). (6.14)
Then ”∂tℓI(Λt, p)” are continuous at t = 0 and consequently t 7→ I(Λt, p) is differen-
tiable at that point with partial derivatives (without the ” ”) given by (6.14).
In practice, it might be preferable to use Proposition 6.1, which says that (Aglob)
holds iff for each x0 ∈ p
−1(0) there is a (or equivalently for all) system(s) of smooth
local coordinates x1, .., x2n centered at that point, such that ∂
N0
x1
p(0) 6= 0 for some
N0 ∈ N \ {0} (that we choose to be minimal), and the roots λj(x
′) of the last factor
in (6.8) have imaginary parts that are 6= 0 on a set of full measure in a neighborhood
of x′ = 0.
We now turn to the question of having a power law for the convergence dΛIǫ(Λ0, p)
→ ”dΛI(Λ0, p)”, ǫ → 0. Here we did not find a nice invariant condition and content
ourselves with
For every x0 ∈ p
−1(0) ∩ Λ0, we can find 2n linearly independent vectorfields (B)
ν1, .., ν2n near x0, such that ν
k
j p(0) = 0, 0 ≤ k ≤ Nj − 1, ν
Nj
j p(0) 6= 0, for
some 0 < Nj ∈ N, and such that if Γj is a hypersurface passing through x0,
transversal to νj , then there exist ǫ0, δ0 > 0, such that for 0 < ǫ ≤ ǫ0,
vol ({x′ ∈ Γj ; dist (x
′, x0) ≤ ǫ0, inf
|t|<ǫ0
|p(exp tνj(x
′))| < ǫ}) ≤ ǫδ0 .
Proposition 6.3. Under the assumption (B), there exists δ1 > 0 such that
[d arg p]Λ0 −
pp
ǫ2 + pp
[d arg p]Λ0 = O(ǫ
δ1), in L1. (6.15)
Proof. The expression in (6.15) is equal to
ǫ2
pp+ ǫ2
[d arg p]Λ0 . (6.16)
The L1 norm of this function over any region |p| ≥ Const. > 0 is O(ǫ2), so we only
have to examine what happens near a point x0, where p vanishes. If ν1, .., ν2n are the
corresponding vectorfields appearing in (B), it is enough to show that
‖
ǫ2
pp+ ǫ2
[νj(arg p)]Λ0‖L1(neigh (x0,Λ0)) = O(ǫ
δ1), (6.17)
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for every j, with the obvious definition of [νj( arg p)]Λ0 . Fix a j and choose local
coordinates x1, .., x2n centered at x0, such that νj = ∂x1 .
Independently of the proof we are engaged in, it may be of interest to notice that
if we write (6.8) and let λ1(x
′), .., λNj(x
′) be the corresponding roots, (with Nj = N0)
then the volume estimate in (B) implies that for some new δ0:
vol ({x′ ∈ B(0, ǫ0); |Imλk(x
′)| ≤ ǫ}) ≤ O(ǫδ0), (6.18)
for all k. Conversely we can go from (6.18) to the volume estimate in (B) (with a new
δ0).
Rather than quoting (6.8) directly we shall only use the fact that
sup
|x′|≤ǫ0
∫ ǫ0
−ǫ0
|∂x1arg p(x)|dx1 ≤ Const. (6.19)
Let 0 < ǫ ≤ ǫ˜≪ 1. Then, with q(x′) = inf−ǫ0<t<ǫ0 |p(t, x
′)|,
∫
B(0,ǫ0)
∫ ǫ0
−ǫ0
ǫ2
pp+ ǫ2
|∂x1arg p(x)|dx1dx
′ =∫
q(x′)≤ǫ˜
∫
|∂x1arg p(x)|dx1dx
′ +O((
ǫ
ǫ˜
)2) ≤ O(ǫ˜δ0 + (
ǫ
ǫ˜
)2),
and choosing ǫ˜ = ǫα with α = 2/(2 + δ0), we get (6.17) with δ1 = 2δ0/(2 + δ0). #
7. Minimality to infinite order of critical points.
Let Λ0 ⊂ C
2n be an IR manifold and p(x, ξ) a holomorphic function as in section
4. We assume that Λ0 is a critical point for the functional
I(Λ, p) =
1
2
∫
Λ
log(pp)µ(dρ), (7.1)
in the sense that
〈”dΛI(Λ0, p)”, δΛ〉 =
∫
Λ0
〈[Harg p]Λ0 , df〉µ(dρ) = 0, (7.2)
for f ∈ C∞b (Λ;R) corresponding to the infinitesimal variation Λ0 + δΛ. Equivalently,
div [Harg p]Λ0 = 0, (7.3)
where we recall that div [Harg p]Λ0 is a distribution of order ≤ 1 on Λ0 with support in
p−1(0)∩Λ0. We assume that Λ0 is a regular point in the sense that there exists δ1 > 0
such that
[d arg p]Λ0 −
pp
ǫ2 + pp
[d arg p]Λ0 = O(ǫ
δ1) in L1, (7.4)
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and recall that this implies that
〈dΛIǫ(Λ0, p), δΛ〉 − 〈”dΛI(Λ0, p)”, δΛ〉 = O(ǫ
δ1), (7.5)
when the form df , corresponding to δΛ is bounded. We also recall that (7.4) is a
consequence of the property (B) of the preceding section.
Theorem 7.1. Assume (7.3), (7.4) and let
neigh (0,Rk) ∋ t 7→ Λt
be a smooth family of IR manifolds as in section 4, with Λt=0 = Λ0. Then
I(Λt, p)− I(Λ0, p) ≥ −CN |t|
N , (7.6)
for every N ∈ N.
Proof. Since our estimates will be uniform w.r.t. additional parameters, we may
assume that k = 1. The next result says that up to an error O(t∞) it is possible to
obtain Λt as the result of an autonomous almost holomorphic flow acting on Λ0, with
a real generator (on Λ0).
Proposition 7.2. There exists ft(ρ) = f(t, ρ) ∈ C
∞
b (neigh (0,R)×C
2n), real-valued
on Λ0 and almost holomorphic in ρ on Λ0, such that
dist (Λt, exp(tîHft)(Λ0)) = O(t
∞). (7.7)
Moreover dft is unique on Λ0 mod O(t
∞).
Proof. We first consider the situation locally near a point (x0, ξ0) ∈ Λ0. After a
complex canonical transformation, we may assume that Λt is given by
ξ =
2
i
∂Ht
∂x
(x), (7.8)
where Ht(x) is real and smooth in (t, x) and strictly plurisubharmonic in x. Let
f ∈ C∞(Λ0;R) and extend f to a smooth function on C
2n, almost holomorphic at Λ0.
Then up to O(t∞), Λ˜t = exp(tîHf )(Λ0) is given by
ξ =
2
i
∂Gt
∂x
(x), (7.9)
where Gt(x) = G(t, x) solves the Hamilton–Jacobi problem
∂tG(t, x)− Re f(x,
2
i
∂xG(t, x)) = 0, G(0, x) = H0(x). (7.10)
(Here we use that up to infinite order at Λ0,we have îHf = H
Imσ
Re f = H
−Imσ
−Re f .) Moreover,
it follows that
Re f(x,
2
i
∂xG(t, x)) = f(x,
2
i
∂xG(t, x)) +O(t
∞), (7.11)
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so (7.10) gives
∂tG(t, x)− f(x,
2
i
∂xG(t, x)) = O(t
∞), G(0, x) = H0(x). (7.12)
Notice that
G(t, x) = H0(x) + tf(x,
2
i
∂xH0(x)) +O(t
2). (7.13)
If we let f = fs depend smoothly on a real parameter s, then differentiating (7.12),
we get ∂sG|t=0 = 0,
∂t∂sG−
2
i
∂ξfs(x,
2
i
∂xG(t, x)) · ∂x∂sG(t, x) = (∂sfs)(x,
2
i
∂xG(t, x)) +O(t
∞), (7.14)
and it follows that
∂sG = t∂sfs(x,
2
i
∂xH0) +O(t
2). (7.15)
So if we replace f(x, ξ) by f(x, ξ) + ǫk(x, ξ), then G(t, x) is replaced by
G(t, x) + tǫk(x,
2
i
∂xH0) +O(t
2ǫ) +O(tǫ2). (7.16)
It is now clear how to get the local existence of a suitable fs in (7.7) by successive
approximations. We start by choosing (cf. (7.13)) f (2)(x, ξ) so that
G(t, x) = H(t, x) +O(t2). (7.17)
Then (with ǫ = s), we try a corrected
f (3)s = f
(2)(x, ξ) + sk(x, ξ). (7.18)
Then (with s = t), G(t, x) is replaced by
G(t, x) + t2k(x,
2
i
∂xH0(x)) +O(t
3),
so there is a unique choice of k so that for the new G(t, x), we have
G(t, x) = H(t, x) +O(t3). (7.19)
Now we take ǫ = s2 and try a corrected
f (4)s (x, ξ) = f
(3)(x, ξ) + s2k(x, ξ),
with a new k. Then G(t, x) in (7.19) is replaced by
G(t, x) + t3k(x,
2
i
∂xH0(x)) +O(t
4), (7.20)
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and there is a unique k so that the new G satisfies
G(t, x) = H(t, x) +O(t4). (7.21)
Continuing this way we get the local existence of fs.
We next look at the local uniqueness. Let fs(x, ξ), gs(x, ξ) be two functions
which are almost holomorphic in (x, ξ) at Λ0, smooth in (s, x, ξ) and real-valued for
(x, ξ) ∈ Λ0. Let k ∈ N be such that fs(x, ξ)− gs(x, ξ) = s
kh(x, ξ) +O(sk+1) for some
smooth function h. Then the two varieties exp(tîHft)(Λ0), exp(tîHgt)(Λ0) are given
(mod. O(t∞)) by ξ = 2
i
∂xH(t, x) and ξ =
2
i
∂xG(t, x), with
Ht(x)−Gt(x) = t
k+1h(x,
2
i
∂xH0(x)) +O(t
k+2),
and if H = G, it follows that h(x, 2
i
∂xH0(x)) = 0, and hence (since Λ0 is maximally
totally real), that h = O(dist (·,Λ0)
∞). (That we have uniqueness only up to a t
dependent constant is due to the fact that Ht(x) is unique only up to such a constant.)
#
As already used in the proof above, we may replace exp(tîHft(Λ0)) in the last
proposition by Λ˜t,t, where Λ˜t,s = exp s(H
Imσ
Re ft
)(Λ0). According to (5.18), we have
∂2s
∫
Λ˜t,s
F (p)µ(dρ) = 4
∫
Λ˜t,s
∂F
∂p∂p
(p)H
f˜t,s
(p)H
f˜t,s
(p)µ(dρ) (7.22)
+i
∫
Λ˜t,s
[Hp(
∂F
∂p
)−Hp(
∂F
∂p
)]∂sf˜t,sµ(dρ),
where f˜t,s denotes an almost holomorphic extension of Re ft from Λ˜t,s and all the
Hamilton fields are in the sense of the symplectic manifold Λ˜t,s. Now ft is almost
holomorphic on Λ0 and ft = Re ft + O(s
∞) on Λ˜t,s. Consequently, ∇s,ρ(f˜t,s(ρ) −
ft(ρ)) = O(s
∞) on Λ˜t,s and in particular
∂sf˜t,s = O(s
∞) on Λ˜t,s. (7.23)
We shall use this in (7.22) with F (ρ) = 1
2
log( ǫ
2+pp
ǫ2+1
). Since ∂
2F
∂p∂p
≥ 0 (as we shall
review in the beginning of section 8), the first term to the right will be ≥ 0. The second
derivatives of F are O(ǫ−2) on some compact subset of Λ˜t,s and uniformly bounded
outside, so the last term in (7.22) is O(sM/ǫ2) for every M ∈ N. It follows that
Iǫ(Λ˜t,t, p)− Iǫ(Λ0, p) ≥ t(∂s)s=0Iǫ(Λ˜t,s, p)−OM (1)
tM
ǫ2
. (7.24)
Here
(∂s)s=0Iǫ(Λ˜t,s, p) = (∂s)s=0(Iǫ(Λ˜t,s, p)− I0(Λ˜t,s, p)) (7.25)
= −
∫
Λ0
〈[d arg p]Λ0 −
pp
ǫ2 + pp
[d arg p]Λ0 , Hf˜t,0
〉µ(dρ) = O(ǫδ1),
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according to (7.3), (7.4), and using this in (7.24) together with the fact that Iǫ(Λ˜t,t, p)−
Iǫ(Λt, p) = O(t
∞) (since dist (Λ˜t,t,Λt) = O(t
∞) and Λ 7→ Iǫ(Λ, p) is uniformly Lips-
chitz), we get
Iǫ(Λt, p)− Iǫ(Λ0, p) ≥ −O(ǫ
δ1)|t| − OM (1)
tM
ǫ2
. (7.26)
Finally we use that Iǫ(Λ, p)− I(Λ, p) = O(ǫ
1/m) (see Lemma 4.2), to get
I(Λt, p)− I(Λ0, p) ≥ −OM (ǫ
1/m + ǫδ1 +
tM
ǫ2
). (7.27)
Choosing first ǫ = tK with K very large, and then M sufficiently large, we obtain (7.6)
with N as large as we like, and the proof of Theorem 7.1 is complete. #
Assume that p(ρ) = p(z, ρ) depends holomorphically on z ∈ Ω ⊂ C. It is clear
that I(Λ, p(z)) is subharmonic in z for every fixed Λ. We end this section by giving a
completely formal argument which indicates that if we have a minimizer Λ = Λ(z) to
Λ 7→ I(Λ, p(z)), then I(Λ(z), p(z)) will also be subharmonic. The argument is formal
but it should be possible to turn it into a proof whenever we have a sufficiently good
control over the variational problem:
For Λ close to Λ(0), we have
Λ = Λf = exp(̂iHf )(Λ(0)),
to infinite order at Λ(0), where f ∈ C∞b (Λ(0);R) is small and we also let f denote
an almost holomorphic extension. If we allow f to be complex valued, we still get an
IR-manifold, close to Λ(0), and we see that I(Λf , p(z)) = I(f, z) is plurisubharmonic
in (z, f). At z = 0, f = 0, the Hessian (that we assume exists) of I(f, z) is a quadratic
form in (Re f, z) and the plurisubharmonicity means that
( 1
4
I ′′ff
1
2
I ′′fz
1
2
I ′′zf I
′′
zz
)
≥ 0.
Here the subscript f indicates ordinary (real) derivatives with respect to f , while z
and z indicate holomorphic and anti-holomorphic derivatives (as in the Levi form). In
other terms:
0 ≤
1
4
(I ′′ffφ|φ) +
1
2
(I ′′fzζ|φ) +
1
2
(I ′′zfφ|ζ) + (I
′′
zzζ|ζ), (7.28)
for all tangent vectors (φ, ζ), where we use standard sesquilinear scalar products.
Assume (for instance after an arbitrarily small convexification in f) that I ′′ff > 0.
For z close to 0, let f(z) be the real function with Λ(z) = Λf(z), so that I
′
f (f(z), z) =
0. Differentiating, we get 0 = I ′′fff
′
z + I
′′
fz, f
′
z = −(I
′′
ff )
−1I ′′fz. On the other hand,
(I(f(z), z))′z = I
′
z(f(z), z), so that
(I(f(z), z))′′zz = I
′′
zz(f(z), z) + I
′′
zf (f(z), z)f
′
z(z) = I
′′
zz − I
′′
zf (I
′′
ff )
−1I ′′fz.
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Choosing φ = −2(I ′′ff )
−1I ′′fzζ in (7.28), we see that this quantity is ≥ 0.
8. The codimension 2 case.
We start by recalling a very classical formula and its proof. Let ǫ > 0. Then for
p ∈ C:
∂p∂p log(ǫ
2 + pp) = ∂p
p
ǫ2 + pp
=
1
ǫ2 + pp
−
pp
(ǫ2 + pp)2
=
ǫ2
(ǫ2 + pp)2
. (8.1)
This is a non-negative function which tends to 0 for z 6= 0. If L(dp) denotes the
Lebesgue measure on C, we have
∫
C
ǫ2
(ǫ2 + pp)2
L(dp) = 2π
∫ ∞
0
ǫ2
(ǫ2 + r2)2
rdr = (8.2)
π
∫ ∞
0
ǫ2
(ǫ2 + t)2
dt = π[−
ǫ2
(ǫ2 + t)
]∞t=0 = π.
We conclude that log(ǫ2 + pp) is subharmonic for 0 ≤ ǫ ≤ 1, and that
∂p∂p log(pp) = πδ. (8.3)
Let Λ ⊂ C2n be an IR manifold, and let p be a holomorphic function as in section
4. Recall that
Iǫ(Λ, p) =
1
2
∫
Λ
log(
ǫ2 + pp
ǫ2 + 1
)µ(dρ), I0 = I. (8.4)
If p = p(ρ, z) depends holomorphically on a complex parameter z, we get for ǫ > 0:
∂z∂zIǫ(Λ, p) =
1
2
∫
Λ
∂p∂p(log(ǫ
2 + pp)) ∂zp ∂zp µ(dρ) (8.5)
=
1
2
∫
Λ
ǫ2
(ǫ2 + pp)2
∂zp∂zp µ(dρ),
so Iǫ(Λ, p) is a subharmonic function of z. This also holds for the limiting case ǫ = 0.
We shall investigate the effect of small variations of Λ. Let Λ = Λ0, where
]−δ, δ[∋ t 7→ Λt is a smooth deformation as in section 4. Let Ĥift be the corresponding
deformation field, ft ∈ C
∞
b (Λt;R) and ft also denotes a corresponding almost holo-
morphic extension in ρ. Let κt : Λ0 → Λt be the corresponding flow, so that κt is
symplectic. Repeating earlier calculations,
Iǫ(Λt, p) = Iǫ(Λ0, pt), where pt = p ◦ κt. (8.6)
Since
∂tpt = iHft(p) ◦ κt, (8.7)
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we get
∂tIǫ(Λt, p) = (8.8)
1
2
∫
Λ0
∂p(log(ǫ
2 + ptpt)) iHft(p) ◦ κt µ(dρ) +
1
2
∫
Λ0
∂p(log(ǫ
2 + ptpt)) iHftp ◦ κt µ(dρ)
= Re
∫
Λ0
∂p(log(ǫ
2 + ptpt)) iHft(p) ◦ κt µ(dρ).
This can also be written
∂tIǫ(Λt, p) = Re
∫
Λt
∂p(log(ǫ
2 + pp)) iHft(p)µ(dρ). (8.9)
Take t = 0 for simplicity, and use that Hft(p) = −Hp(ft), to get
(∂t)t=0Iǫ(Λt, p) = −Re i
∫
Λ
∂p(log(ǫ
2 + pp))Hp(f0)µ(dρ), (8.10)
where Hp is viewed as a differential operator on Λ, namely the Hamilton field of the
restriction of p to Λ with respect to the restriction of σ to Λ. In order not to make the
notations too heavy, we shall often not distinguish between functions on C2n and their
restrictions to Λ. Since the transpose of Hp with respect to the symplectic volume
form µ(dρ) is equal to −Hp, we get
(∂t)t=0Iǫ(Λt, p) = Re i
∫
Λ
f0Hp(∂p(log(ǫ
2 + pp)))µ(dρ) (8.11)
= Re i
∫
Λ
f0(∂p∂p(log(ǫ
2 + pp))){p, p}µ(dρ) = 2
∫
Λ
f0
ǫ2
(ǫ2 + pp)2
i
2
{p, p}µ(dρ).
Here {p, p} = {pΛ, pΛ} denotes the Poisson bracket for the symplectic manifold Λ.
Throughout the remainder of this section, we shall assume with p = pΛ:
dp, dp are independent at all points of Λ ∩ p−1(0). (H)
This implies that Σ := Λ ∩ p−1(0) is a smooth (possibly empty) submanifold of codi-
mension 2 in Λ. Since Λ is symplectic, it is orientable: We say that the volume form
σn/n! is positive on Λ (and hence identified with the volume density µ(dρ)). We then
have a natural induced orientation on Σ depending also on p: We say that a 2n − 2
form α on Σ is positive at some point in Σ if α ∧ i2dp ∧ dp is a positive multiple of
σn/n! at that point. (Here we notice that i
2
dp ∧ dp = dRe p ∧ dIm p.) We define the
Liouville measure on Σ to be the density alias positive 2n − 2 form λp,0 on Σ, such
that
λp,0 ∧
i
2
dp ∧ dp =
σn
n!
. (8.12)
In the next lemma we continue to write {p, p} = {pΛ, pΛ}.
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Lemma 8.1. For n ≥ 2, we have
i
2
{p, p}λp,0 = (
σn−1
(n− 1)!
)|
Σ
. (8.13)
In particular, it follows that
∫
Γ
i
2
{p, p}λp,0(dρ) = 0, for every connected component Γ
of Σ.
Proof. We know that Σ is symplectic at a point ρ ∈ Σ (i.e. σ|Σ is non-degenrate at ρ)
iff {p, p} 6= 0, and we know that σn−1|Σ is non-vanishing precisely at the points where
Σ is symplectic. Consequently both members of (8.13) vanish at the points where Σ is
not symplectic. On the other hand, near a point where Σ is symplectic, we can choose
symplectic coordinates x1, .., xn, ξ1, .., ξn on Λ, so that Σ is given by xn = ξn = 0.
Since λp,0 is a form of maximal degree in (x
′, ξ′) = (x1, .., xn−1, ξ1, .., ξn−1), we get
from (8.12):
σn
n!
= λp,0 ∧
i
2
dp ∧ dp = λp,0 ∧
i
2
(
∂p
∂ξn
dξn +
∂p
∂xn
dxn) ∧ (
∂p
∂ξn
dξn +
∂p
∂xn
dxn)
=
i
2
{p, p}λp,0 ∧ dξn ∧ dxn.
Now use that
σn
n!
= dξ1 ∧ dx1 ∧ dξ2 ∧ dx2 ∧ .. ∧ dξn ∧ dxn,
to conclude that
i
2
{p, p}λp,0 = dξ1 ∧ dx1 ∧ .. ∧ dξn−1 ∧ dxn−1 = (
σn−1
(n− 1)!
)|
Σ
. #
Next we consider the limits of (8.5), (8.11), when ǫ → 0. It is easy to see that
the contribution from the region where |p| ≥ δ is 0, for every fixed δ > 0. On the
other hand, in the region |p| < δ, we introduce Σw := p
−1(w), for w ∈ D(0, δ) := {ω ∈
C; |ω| < δ}, and the corresponding Liouville form λp,w. Then
λp,w ∧
i
2
dp ∧ dp =
1
n!
σn,
at the points of Σw, and in view of (8.5):
1
2
∫
Λ∩p−1(D(0,δ))
ǫ2
(ǫ2 + pp)2
∂zp∂zp µ(dρ) = (∗)
1
2
∫
D(0,δ)
ǫ2
(ǫ2 + ww)2
(
∫
Σw
∂zp∂zp λp,w(dρ)) ∧ dRew ∧ dImw.
As we saw in the beginning of this section,
ǫ2
(ǫ2 + ww)2
→ πδw=0,
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so the expression (*) converges to
π
2
∫
Σ
∂zp∂zpλp,0(dρ). (8.14)
We conclude that
∂z∂zI(Λ, p) =
π
2
∫
Λ∩p−1(0)
∂zp∂zpλp,0(dρ), (8.15)
first in the sense of distributions, then in the classical sense, since the RHS in this last
equation is smooth.
The discussion also applies to (8.11), and shows that
(∂t)|t=0I(Λt, p) = 2π
∫
Λ∩p−1(0)
f0
i
2
{p, p}λp,0(dρ) = 2π
∫
Λ∩p−1(0)
f0
1
(n− 1)!
σn−1.
(8.16)
We conclude that Λ = Λ0 is a critical point for the functional Λ 7→ I(Λ, p) iff for
p = p|Λ, we have on Λ:
p(ρ) = 0⇒ {p, p} = 0. (8.17)
Combining (8.1) and the earlier discussion with (5.18) and the subsequent remark, we
get
∂2t I(Λt, p) = 2π
∫
Λt∩p−1(0)
HpftHpftλp,0(dρ) + 2π
∫
Λt∩p−1(0)
(∂tft)
i
2
{p, p}λp,0(dρ).
If we extend the definition of I(Λt, p) to complex t by almost holomorphic extension
of the flow κt, a simpler and more direct computation shows that
∂t∂tI(Λt, p) =
π
2
∫
Λt∩p−1(0)
HpftHpftλp,0(dρ), for t real. (8.18)
In this last identity, we let ∂t and ∂t denote holomorphic and antiholomorphic deriva-
tives.
Let Λ be critical for I(·, p) in the sense that we have (8.17). We shall next see
that if n = 2 and if we make an infinitesimal change p 7→ p + δp, then there is a
corresponding infinitesimal change Λ 7→ exp(iHδf )(Λ) = Λ˜ of Λ, such that Λ˜ is critical
for I(·, p+ δp):
Theorem 8.2. Let n = 2, let Λ be an IR-manifold and p a holomorphic function as in
section 4. Assume (H) and (8.17). Let q be holomorphic and O(〈(x, ξ)〉m), m < −2n,
in some tubular neighborhood of Λ and put pz(ρ) = p(ρ) + zq(ρ), z ∈ neigh (0,R).
Then there exists f ∈ C∞b (Λ;R) such that if Λz = exp(zîHf )(Λ), is the corresponding
IR-deformation, we have
{pz, pz} = O(z
2) on p−1z (0) ∩ Λz.
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Here the Poisson bracket is the one given by the symplectic form on Λz.
In a forthcoming paper, we shall show, by using non-linear ∂ equations, a stronger
version of the above result, namely that the O(z2) can be replaced by 0, for small
z. We think that the proof below has some independent interest and reveals some
intereresting structures. It is based on the use of second order elliptic operators rather
than ∂ type operators.
In proving the theorem, it will be convenient to use the terminology of infinitesimal
variations δp = zq, z → 0, and δf = zf , z → 0, so that our calculations will be modulo
errors O(z2).
From (8.17) and (H), we see that
{p, p} = ap− ap, (8.19)
for some smooth function a which is uniquely determined on Σ (and where the Poisson
bracket is the one of the symplectic manifold Λ). For a general infinitesimal change
δp, of p, we get
{p+ δp, p+ δp} = ap− ap+ {δp, p}+ {p, δp} = (8.20)
a(p+ δp)− a(p+ δp) + (Hp + a)(δp)− (Hp + a)(δp),
so (on Λ)
{p+ δp, p+ δp} = (Hp + a)(δp)− (Hp + a)(δp) on (p+ δp)
−1(0). (8.21)
If we apply an infinitesimal change Λ 7→ Λ˜ = exp iHδf (Λ), we get
(p+ δp)|Λ˜ ≃ p+ δp+ iHδf (p)|Λ = (p+ δp− iHp(δf))|Λ,
so we get
{p+ δp, p+ δp}|Λ˜∩(p+δp)−1(0) ≃ (8.22)
{p+ δp− iHp(δf), p+ δp− iHp(δf)}|Λ∩(p+δp−iHp(δf))−1(0) =
(Hp + a)(δp+ iHpδf)− (Hp + a)(δp− iHpδf),
where we used (8.21) with a new infinitesimal change in the last step. Since the
last expression is already infinitely small, we can ignore the effect of the infinitesimal
displacement of the zero set of p and consider that it is given on p−1(0). To have it
equal to 0 amounts to solving on p−1(0) the equation
i((Hp + a)Hp + (Hp + a)Hp)δf = −(Hp + a)δp+ (Hp + a)δp,
or in other terms
Re (Hp + a)Hpδf = −Im (Hp + a)δp on p
−1(0) ∩ Λ. (8.23)
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Here (Hp+a)Hp is an elliptic second order operator on the leaves of the bicharacteristic
foliation of Σ = p−1(0) ∩ Λ, so when n = 2, it is an elliptic operator on Σ. Let us
notice that it is real on Σ:
2iIm (Hp + a)Hp = (Hp + a)Hp − (Hp + a)Hp = [Hp, Hp]− (aHp − aHp) = 0,
where in the last step we used (8.19) and the fact that [Hp, Hp] = H{p,p}. Since δf is
real the problem (8.23) reduces to
−(Hp + a)Hp(δf) = Im (Hp + a)δp on Σ. (8.24)
Lemma 8.3. For every smooth function u on Σ and every component Γ of Σ, we have∫
Γ
(Hp + a)uλp,0(dρ) = 0. (8.25)
In particular, if we replace u by a product uv, we see that
(Hp + a)
∗ = −Hp, (8.26)
where the star indicates that we take the complex adjoint in L2(Γ, λp,0(dρ)).
Proof. We compute the Lie derivative LHp(λp,0): First we recall that LHpσ = 0 and
hence LHpσ
n = 0. Secondly, at the points of Σ, we get
LHp(dp ∧ dp) = dp ∧ d{p, p} = dp ∧ (adp− adp) = −adp ∧ dp.
Still at the points of Σ, we apply LHp to the relation
λp,0 ∧
i
2
dp ∧ dp =
1
n!
σn,
and get
0 = LHp(λp,0)∧
i
2
dp∧dp+λp,0∧
i
2
LHp(dp∧dp) = LHp(λp,0)∧
i
2
dp∧dp−aλp,0∧
i
2
dp∧dp.
It follows that
LHp(λp,0) = aλp,0. (8.27)
To get (8.25), we write
0 =
∫
Γ
LHp(uλp,0(dρ)) =
∫
Γ
(Hp(u)λp,0 + uLHpλp,0) =
∫
Γ
(Hp + a)uλp,0(dρ).
#
52
The operator in the LHS of (8.24) can be written in different forms:
−(Hp + a)Hp = (Hp)
∗Hp = H
∗
pHp. (8.28)
Here the first equality follows from (26) and second one from the fact that the operator
is real. In particular, our operator is formally self-adjoint. If u ∈ C∞(Γ), where Γ is a
component of Σ, and (Hp + a)Hpu = 0, we get
‖Hpu‖
2
L2(Γ,λp,0)
= ‖Hpu‖
2
L2(Γ,λp,0)
= 0,
So HRe pu = HIm pu = 0. This means that u is constant on every bicharacteristic leaf
and hence on the whole component Γ, since n = 2. Let us now check that the RHS
in (8.24) is orthogonal to C∞(Γ) ∩ Ker (−(Hp + a)Hp) also for general n: The latter
space is the complexification of its maximal subspace of real functions, and for such a
real function u, we get
(Im (Hp + a)δp|u) = Im ((Hp + a)δp|u) = −Im (δp|Hpu) = 0.
Returning to the case n = 2, our operator is elliptic and essentially self-adjoint. The
previous discussion implies that for every δp ∈ C∞(Γ), the equation (8.24) has a
solution δf ∈ C∞(Γ), which is unique up to a constant. Theorem 8.2 follows. #
Let pz be as in Theorem 8.2, now with z ∈ neigh (0,C) and assume that pz is
holomorphic in z. We want to choose zj 7→ fj , j = 1, 2, so that with z = z1 + iz2, Λz
is critical for I(·, pz), where Λw = exp i(w1Hf1 + w2Hf2)(Λ0), and where fj are real
and smooth on Λ0 and the Hamilton flow is defined to infinite order at Λ0 × {w = 0}.
We will only consider the infinitesimal solution of the problem, that we obtain from
(8.24), so that for z = w = 0:
−(Hp + a)Hpf1 =
1
2i
(Hp + a)
∂p
∂Re z
−
1
2i
(Hp + a)
∂p
∂Re z
,
−(Hp + a)Hpf2 =
1
2i
(Hp + a)
∂p
∂Im z
−
1
2i
(Hp + a)
∂p
∂Im z
.
Equivalently we have for z = w = 0:
−(Hp + a)Hpfw = −
1
2i
(Hp + a)(
∂p
∂z
), (8.29)
−(Hp + a)Hpfw =
1
2i
(Hp + a)(
∂p
∂z
),
where fw =
1
2
(f1 +
1
i
f2). We then know that for the function I(Λw, pz),
∇z((∇wI)(Λz, pz)) = 0, at z = 0, (8.30)
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or equivalently that
((∇z +∇w)∇wI)(Λw, pz) = 0, at z = w = 0,
which can be expanded in terms of holomorphic and antiholomorphic derivatives as:
(∂z∂w + ∂
2
w)I = 0, (∂z∂w + ∂w∂w)I = 0, (8.31)
(∂z∂w + ∂w∂w)I = 0, (∂z∂w + ∂
2
w)I = 0, for z = w = 0.
¿From these relations we see that ∂z∂wI = ∂z∂wI is real (at z = w = 0) and that:
∂z∂z(I(Λz, pz)) = (∂z + ∂w)(∂z + ∂w)I(Λw, pz) = ∂z∂zI(Λw, pz)− ∂w∂wI(Λw, pz).
(8.32)
Since
∂
∂w
∂
∂w
=
1
4
((
∂
∂w1
)2 + (
∂
∂w2
)2),
we have for z = w = 0:
(
∂
∂w
∂
∂w
)I(Λw, pz) =
1
4
((
∂
∂w1
)2I1(w1) + (
∂
∂w2
)2I2(w2)),
Ij(wj) =
{
I(Λ(w1,0), p0), j = 1
I(Λ(0,w2), p0), j = 2.
In the definition of Ij(wj) we can let wj be complex and we notice that to infinite
order at wj = 0, we have Ij(wj) ≡ Ij(Rewj). Hence for wj = 0, z = 0:
(
∂
∂w1
)2I1(w1) = ((
∂
∂Rew1
)2 + (
∂
∂Imw1
)2)I1(w1) =
4
∂
∂w1
∂
∂w1
I1(w1) = 4
π
2
∫
p−1(0)
Hpf1Hpf1λp,0(dρ),
where we abused the notation since ∂∂w1 ,
∂
∂w1
in the third member denote holomorphic
and antiholomorphic derivatives, and where we used (8.18) in the last step. The same
calculation is valid for j = 2, and we get for z = w = 0:
∂w∂wI =
π
2
2∑
j=1
∫
p−1(0)
HpfjHpfjλp,0(dρ) = −
π
2
2∑
j=1
∫
p−1(0)
((Hp + a)Hpfj)fjλp,0(dρ).
Here we used again that the adjoint of Hp for λp,0 is −(Hp + a). Now recall that
(Hp + a)Hp is a real selfadjoint operator, to get
2∑
j=1
∫
p−1(0)
((Hp + a)Hpfj)f jλp,0(dρ) = 4
∫
p−1(0)
((Hp + a)Hpfw)fwλp,0(dρ),
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and
∂w∂wI = −2π
∫
p−1(0)
((Hp + a)Hpfw)fwλp,0(dρ) = 2π
∫
p−1(0)
HpfwHpfwλp,0(dρ).
(8.33)
Since (Hp+a)Hp is a real operator, the first equation in (8.29), can also be written
(Hp + a)(Hpfw −
1
2i
∂zp) = 0. (8.34)
Here the orthogonal of the image of Hp is the kernel of −H
∗
p = (Hp+a), so (8.34) says
that
Hp(fw) = Π(
1
2i
∂zp), (8.35)
where Π is the orthogonal projection onto the image of Hp. Then (8.33) becomes
∂w∂wI =
π
2
∫
p−1(0)
|Π∂zp|
2λp,0(dρ). (8.36)
Using this and (8.15) in (8.32), we finally get for z = 0:
∂z∂z(I(Λz, pz)) =
π
2
∫
p−1(0)
|∂zp|
2λp,0(dρ)−
π
2
∫
p−1(0)
|Π∂zp|
2λp,0(dρ), (8.37)
which can also be written
∂z∂z(I(Λz, pz)) =
π
2
∫
p−1(0)
|(I − Π)∂zp|
2λp,0(dρ). (8.38)
This formula gives some possible indication about the distribution of zeros of
det pwz (x, hDx).
9. The case when pΛ0 is of principal type.
Let Λ0 be an IR-manifold and p holomorphic as in section 4. Write p0 = pΛ0 .
Assume,
p0(ρ) = 0⇒ dp0(ρ) 6= 0. (9.1)
Let ρ0 ∈ p
−1
0 (0). We can find local symplectic coordinates (x, ξ) on neigh (ρ0,Λ0),
centered at ρ0, such that with x = (x
′, xn), ξ = (ξ
′, ξn):
p0 = q(x, ξ)(ξn + ir(x, ξ
′)), (9.2)
with q, r smooth, q(0) 6= 0, r real valued with r(0) = 0. We want to study
〈”dΛI(Λ0, p)”, δΛ〉 =
∫
〈Harg p0 , df〉µ(dρ) = −
∫
〈d arg p0, Hf 〉µ(dρ), (9.3)
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with the integrals over Λ0, where we recall that d arg p0, Harg p0 extend from Λ0\p
−1
0 (0)
to L1 functions on Λ0. Here df is the generator of the infinitesimal deformation δΛ of
Λ0. We restrict the attention to f ∈ C
∞
0 (neigh (ρ0,Λ0);R), so that (9.2) is applicable
with a non-vanishing q. Since ∫
〈d arg q,Hf〉µ(dρ) = 0,
we get
〈”dΛI(Λ0, p)”, δΛ〉 =
∫
〈Harg p1 , df〉µ(dρ) = −
∫
〈d arg p1, Hf 〉µ(dρ), (9.4)
where p1 = ξn + ir(x, ξ
′). We can view (9.4) as the limit when ǫ→ 0 of
〈dΛJǫ(Λ0, p1), δΛ〉 = Re i
∫
Λ0
p1
p1p1 + ǫ2
Hfp1 µ(dρ) (9.5)
= −Re i
∫
Λ0
p1
p1p1 + ǫ2
Hp1f µ(dρ) = Re i
∫
Λ0
Hp1(
p1
p1p1 + ǫ2
)f µ(dρ)
= Re i
∫
Λ0
∂
∂p1
(
p1
p1p1 + ǫ2
)Hp1(p1)f µ(dρ).
Since r is independent of ξn, we see that
Hp1p1 = H
(n)
p1 p1, (9.6)
where H
(n)
p1 denotes the (∂xn , ∂ξn) component of Hp1 , i.e. the Hamilton field of p1,
in the variables (xn, ξn) with (x
′, ξ′) as parameters. We can insert this in the last
expression of (9.5) and run the computation there backwards with H
(n)
p1 , H
(n)
f instead
of Hp1 , Hf , to get
〈dΛJǫ(Λ0, p), δΛ〉 = Re i
∫
p1
p1p1 + ǫ2
H
(n)
f p1 µ(dρ). (9.7)
Here we can integrate first in (xn, ξn) and then in (x
′, ξ′). The earlier discussion then
applies to the (xn, ξn) integral, making use of the fact that d
(n)arg p1 := d(xn,ξn)arg p1
is uniformly in L1, when (x′, ξ′) varies. (Cf the remark on parameter dependence giving
the last part of Proposition 4.4, where t can be replaced by (x′, ξ′).) We get
〈”dΛI(Λ0, p)”, δΛ〉 =
∫
〈H(n)arg p1 , d
(n)f〉µ(dρ) = −
∫
〈d(n)arg p1, H
(n)
f 〉µ(dρ), (9.8)
where we recall that in view of the uniform boundedness of d(n)arg p1 in L
1, we have
Re i
∫∫
p1
p1p1 + ǫ2
H
(n)
f p1 dxndξn →
∫∫
〈H(n)arg p1 , d
(n)f〉dxndξn, ǫ→ 0, (9.9)
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uniformly in (x′, ξ′), since the LHS in (9.9) is equal to
−
∫∫
p1p1
p1p1 + ǫ2
〈d(n)arg p1, H
(n)
f 〉dxndξn. (9.10)
Now recall that the LHS of (9.9) is also equal to
Re i
∫∫
∂
∂p1
(
p1
p1p1 + ǫ2
){p1, p1}f dxndξn = (9.11)
Re
∫∫
ǫ2
(p1p1 + ǫ2)2
i{p1, p1}f dxndξn = 2
∫∫
ǫ2
(ǫ2 + ξ2n + r(x, ξ
′)2)2
(∂xnr)f dxndξn.
As we already know in arbitrary dimension the limit only depends on the behaviour
of f near the points (xn, ξn) = (xn, 0), with r(x, ξ
′) = 0.
Assume for some fixed (x′, ξ′), that
The zeros of xn 7→ r(x, ξ
′) are all of finite order. (9.12)
Assume that xn = 0 (say) is a zero of order m and assume that suppxn,ξnf is contained
in a small neighborhood of (0, 0). We have
r = xmn u(xn), u(0) 6= 0, (9.13)
and consider 4 different cases.
1) m is odd and u(0) > 0. Then r considered as a function of xn is invertible near 0
and using that ∂xnr dxn = dr, the integral in (9.11) becomes∫∫
ǫ2
(ǫ2 + ξ2n + y
2)2
f(r−1(y), ξn) dydξn → πf(0, 0). (9.14)
2) m is odd and u(0) < 0. Now the map r reverses the orientation and we get the limit
−πf(0, 0).
3) m is even and u(0) > 0. The restrictions r± to a neighborhood of 0 on the positive
and negative half axies respectively are now invertible and we can cut the integral into
two, which simplifies to
∫∫
y≥0
ǫ2
(ǫ2 + ξ2n + y
2)2
(f(r−1+ (y), ξn)− f(r
−1
− (y), ξn))dydξn
→
π
2
(f(0, 0)− f(0, 0)) = 0.
4) m is even and u(0) < 0. We get a change of sign compared to the previous case,
and hence we still have the limit 0.
Summing up, we get
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Proposition 9.1.
(A) Assume for a given (x′, ξ′), that (9.12) holds and define the index ι(xn) of a zero
xn of r(x
′, ·, ξ′) to be +1 if r changes sign from − to +, −1 if r changes sign from
+ to −, and to be 0 if we have no change of sign which happens precisely when m is
even. Then∫∫
ǫ2
(ǫ2 + ξ2n + r(x, ξ
′)2)2
(∂xnr)f(xn, ξn)dxndξn →
∑
xn; r(x,ξ′)=0
πι(xn)f(xn, 0). (9.15)
(B) Assume that (9.12) holds for almost all (x′, ξ′). Then
〈”dΛI(Λ0, p)”, δΛ〉 = 2π
∫∫
(
∑
xn; r(x,ξ′)=0
ι(xn)f(x, ξ
′, 0))dx′dξ′. (9.16)
It is easy to construct an example of a p0 of the form (9.2) which does not satisfy
(9.12), such that r has infinitely many zeros in xn and for which 〈”dΛI(Λ0, p)”, δΛ〉 is
a distribution of order 1, but not a Radon measure, acting on f .
The codimension 2 case, i.e. the case when dp0, dp0 are linearly independent at
every point of p−10 (0), is equivalent to the case when r(x, ξ
′) = 0⇒ dr(x, ξ′) 6= 0, and
in this case (9.12) does hold for almost all (x′, ξ′). In this case we can get (9.16) more
directly from (8.16). Indeed, consider the situation locally and assume that p0(ρ0) = 0
and that
dRe p0, d Im p0 are linearly independent at ρ0. (9.17)
Choose local symplectic coordinates (x, ξ) centered at ρ0, so that
p0 = ξn + ir(x, ξ). (9.18)
Notice that r is now allowed to depend on ξn. Then by (9.17):
d(x,ξ′)r(0) 6= 0. (9.19)
Let us first assume that
{Re p0, Im p0}(ρ0) 6= 0, (9.20)
or equivalently that ∂xnr(0) 6= 0. Then near ρ0, the surface p
−1
0 (0) is given by ξn = 0,
r(x, ξ′, 0) = 0 and can be parametrized by xn = xn(x
′, ξ′). The Liouville measure
becomes
L(d(x′, ξ′)) =
dx′dξ′
|∂xnr|
, (9.21)
and hence (8.16) becomes
〈dΛI(Λ0), δΛ〉 = 2π
∫∫
f(x′, xn(x
′, ξ′), ξ′, 0)µ(d(x′, ξ′)),
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where
µ = {Re p0, Imp0}L(d(x
′, ξ′)) =
∂xnr
|∂xnr|
dx′dξ′ = sgn (∂xnr)dx
′dξ′. (9.22)
recall from Lemma 8.1, that this density is also given by
1
(n− 1)!
σn−1|p−1
0
(0)
,
with a suitable choice of orientation on p−10 (0). Since ξn = 0 on p
−1
0 (0), we see that
even when (9.20) is not fulfilled (but still under the assumption (9.17)), the absolute
value of the density appearing in (8.16) is bounded by
|dx′dξ′|r−1(0)∩ξ−1n (0)
|. (9.23)
We already know that this density vanishes precisely when ∂xnr = 0, and those points
are precisely the ones where the projection
r−1(0) ∩ ξ−1n (0) ∋ (x, ξ
′) 7→ (x′, ξ′) ∈ R2(n−1)
is not a local diffeomorphism. The Lebesgue measure on r−1(0) ∩ ξ−1n (0) is locally
equivalent to the Liouville measure L, given by (9.21), and by (9.22), we have
|µ| = |∂xnr|L. (9.24)
We conclude that∫
{(x,ξ′,0)∈r−1(0)∩neigh (0);|∂xnr|≤ǫ}
|µ|(d(x, ξ′))→ 0, ǫ→ 0, (9.25)
and this means that the points in p−10 (0), where ∂xnr(x, ξ
′, 0) = 0 can be neglected in
the (local) formula for 〈dΛI(Λ0, p), δΛ〉. Further, by Sard’s theorem (here in an easy
case), the set
{(x′, ξ′) ∈ neigh (0,R2(n−1)); ∃xn ∈ neigh (0,R), r(x, ξ
′, 0) = 0, ∂xnr(x, ξ
′, 0) = 0}
(9.26)
is of Lebesgue measure zero.
Summing up, under the assumption (9.17), and for f ∈ C∞0 (neigh (ρ0,Λ0)), we
have, using the coordiates in (9.18):
〈dΛI(Λ0, p), δΛ〉 = 2π
∫∫
dx′dξ′
∑
xn; r(x,ξ′,0)=0
ι(x, ξ′)f(x, ξ′, 0), (9.27)
where ι(x, ξ′) = sgn ∂xnr(x, ξ
′, 0), if ∂xnr(x, ξ
′, 0) 6= 0 and ι(x, ξ′) = 0 otherwise. Here
we use the fact that the set (9.26) is of measure 0. Notice that if (x′, ξ′) is not in that
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set, and we enumerate the zeros xn = x
j
n(x
′, ξ′) of r(x, ξ′, 0) in increasing order for j
in a subinterval of Z, then we may assume that sgn ∂xnr = (−1)
j , and we get
|
∑
j
ι(x′, xjn(x
′, ξ′), ξ′)f(x′, xjn, ξ
′, 0)| = |
∑
k
(f(x′, x2kn , ξ
′, 0)− f(x′, x2k−1n , ξ
′, 0))|
≤ C sup
t
|∂xnf(x
′, t, ξ′, 0)|,
so we have a locally uniform bound on the RHS even when approaching the set (9.26)
where the number of zeros may tend to infinity. (The need to use |∇f | looks a little
strange since we are working under assumptions that imply that our differential is a
Radon measure with respect to f .)
We next want to globalize the formula (9.27) and make the global assumptions
p0(ρ) = 0⇒ dRe p0(ρ), d Im p0(ρ) are independent, (9.28)
Re p0(ρ) = 0⇒ dRe p0(ρ) 6= 0. (9.29)
If we choose local symplectic coordinates such that Re p0 = ξn, then the Liouville
measure on (Re p0)
−1(0) is dx′dξ′dt where t = xn corresponds to the time of the
Hamilton flow of Re p0. A contribution from a zero in (9.27): ι(x
′, xjn, ξ
′)f(x′, xjn, ξ
′, 0)
can be expressed as
2π
∫∫∫
t∈Ix′,ξ′
1
T (x′, ξ′)
ι(x′, xjn, ξ
′)f(x′, xjn, ξ
′, 0)dtdx′dξ′,
where Ix′,ξ′ is some interval of length T (x
′, ξ′) > 0.
We shall use this without refering to (9.18) first in the case when the length of
the time interval is fixed and then for a special choice of variable length. First in the
case of a fixed length we have
〈dΛI(Λ0, p), δΛ〉 =
2π
2T
∫
(Re p0)−1(0)
∑
t∈]−T,T [; Im p0(Φt(ρ))=0
ι(Φt(ρ))f(Φt(ρ))λRep0=0(dρ),
(9.30)
where Φt(ρ) = exp tHRe p0(ρ), λRe p0=0 is the Liouville measure on (Re p0)
−1(0) and
ι(ρ) is equal to ±1 if ±Im p0(Φs(ρ)) has a simple zero at s = 0 with a change of sign
from − to + and is 0 otherwise. Notice that for ρ ∈ (Re p0)
−1(0) away from some set
of measure 0, all the zeros of R ∋ t 7→ Im p0(Φt(ρ)) are simple.
Lemma 9.2. The set of points ρ ∈ (Re p0)
−1(0), such that Im p0(Φt(ρ)) is < 0 for
some t ∈ R and ≥ 0 for all sufficiently large positive t, is of measure 0.
Proof. Let Ω be the set in question, so that Ω is a union of non-closed trajectories.
Let
Ω+ = {ρ ∈ Ω; Im p0(Φt(ρ)) ≥ 0, for t ≥ 0}.
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Then
Φt(Ω+)→
{
∅, t→ +∞,
Ω, t→ −∞
so by the dominated convergence theorem,
λRe p0=0(Φt(Ω+))→
{
0, t→ +∞,
λRe p0=0(Ω), t→ −∞.
But Φt is measure preserving so λRe p0=0(Φt(Ω+)) is independent of t and we conclude
that λRe p0=0(Ω) = 0. #
We have 4 variants of the lemma since we may replace Im p0 by −Im p0 and t by
−t. It follows that for ρ outside some set of Liouville measure 0, we are in one of the
following three cases:
1) Im p0(Φt(ρ)) ≥ 0 for all t ∈ R,
2) Im p0(Φt(ρ)) ≤ 0 for all t ∈ R,
3) t 7→ Im p0(Φt(ρ)) has infinitely many changes of sign both when t→ +∞ and when
t→ −∞. Moreover each zero is simple.
Here the last sentence in 3) could be added because of the observation prior to
Lemma 9.2.
Define a function F on (Re p0)
−1(0) in the following way: Put F (ρ) = 0 in the
cases 1) or 2) above or if t 7→ Im p0(Φt(ρ)) has at least one zero which is not simple.
In case 3) let t(ρ) ≤ 0 < s(ρ) be the zeros of Im p0(Φt(ρ)) which are closest to 0
in the sense that Im p0(Φt(ρ)) 6= 0 for t(ρ) < t < s(ρ). If Im p0(Φ·(ρ))|]t(ρ),s(ρ)[
> 0, we
put F (ρ) = 0 and in the opposite case we put
F (ρ) =
1
s(ρ)− t(ρ)
(f(Φs(ρ)(ρ))− f(Φt(ρ)(ρ))) =
1
s(ρ)− t(ρ)
∫ s(ρ)
t(ρ)
(HRe p0f)(Φt(ρ))dt.
(9.31)
Alternatively we could take
F˜ (ρ) = HRe p0(f)(ρ) (9.32)
in the last case and F˜ (ρ) = F (ρ) = 0 in the other cases.
With this choice of F or with F replaced by F˜ , we have
〈dΛI(Λ0, p), δΛ〉 = 2π
∫
(Re p0)−1(0)
F (ρ)λRep0=0(dρ). (9.33)
Before continuing the main discussion, we need an auxiliary result:
Lemma 9.3. LetM be a compact smooth manifold and let v be a smooth non-vanishing
vector field on M . If f0 ∈ C
∞(M ;R), then we can find f ∈ C∞(M ;R) arbitrarily
close to f0 in the C
∞ topology, such that
v(f)(x) = 0⇒ d(v(f))(x) 6= 0, (9.34)
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for every x ∈M .
Proof. We can cover M by finitely many open sets Ωj , j = 1, .., N such that for each
j there is a real function gj ∈ C
∞(M) with vgj = 1 in Ωj . Consider f1 = f0 − ǫ1g1.
In Ω1 we have v(f1) = v(f0)− ǫ1, and we can choose ǫ1 arbitrarily small, so that ǫ1 is
not a critical value of v(f0) on Ω1. Then there exists δ1 > 0, such that
|∇(vf1)|+ |vf1| ≥ δ1 (9.35)
in Ω1. Define f2 = f1 − ǫ2g2, so that v(f2) = v(f1) − ǫ2 in Ω2. We choose ǫ2 very
small and not equal to any critical value of v(f1) on Ω2. Then (9.35) holds in Ω1 after
replacing (f1, δ1) by (f2, δ1/2) and there is some δ2 > 0 such that
|∇(vf2)|+ |vf2| ≥ δ2, (9.36)
on Ω1 ∪ Ω2. Continuing this procedure we get the Lemma after N steps. #
We next consider the case when p0 is of real principal type. Let Λ0 be an IR
manifold and p a holomorphic function as in section 4. Let p0 = pΛ0 . We now assume
p0 is real-valued. (9.37)
dp0 6= 0 on p
−1
0 (0), (9.38)
and that p−10 (0) 6= ∅. Let neigh (0,R) ∋ t 7→ Λt be a smooth deformation of IR
manifolds as in section 4, with Λt=0 = Λ0. Let ft ∈ C
∞
b (Λt;R) be a corresponding
smooth family of generators. Then (7.3), (7.4) are satisfied, so Theorem 7.1 applies
and shows that
I(Λt, p) ≥ I(Λ0, p)− CN |t|
N , (9.39)
for every N ∈ N. Λ0 is therefore a critical manifold in a generalized sense and we
shall now see that the derivative of t 7→ I(Λt, p) has a jump discontinuity at t = 0 if
f0 is appropriately chosen.
Apply Lemma 9.3 with M = p−10 (0), v = Hp0 and conclude that there exists
f = f0 ∈ C
∞
b (Λ0;R) such that:
dHp0f |M
6= 0 whereever Hp0f = 0. (9.40)
¿From now on we will assume that f0 has this property.
Identifying Λt and Λ0 by means of the symplectic map κ0,t : Λ0 → Λt of section
1, we can view pt as a function on Λ0. By Taylor expansion, we get
pt(ρ) = p0(ρ) + itHfp0(ρ) +O(t
2) in C∞b . (9.41)
Hence
Re pt = p0 +O(t
2),
1
t
Im pt = −Hp0f +O(t). (9.42)
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For t 6= 0, we put
Σt = {ρ ∈ Λ0; pt(ρ) = 0}, (9.43)
and for t = 0:
Σ0 = {ρ ∈ Λ0; p0(ρ) = 0, Hp0f(ρ) = 0}. (9.44)
¿From (9.40,42) it follows that Σt, Σ0 are smooth compact submanifolds of Λ0 of
codimension 2, and that dist (Σ0,Σt) = O(t), in the natural sense. We notice that
Σt = p˜
−1
t (0), where p˜t := Re pt + i
Im pt
t , for t 6= 0 and p˜0 = p0 − iHp0f . Then
p˜t − p˜0 = O(t) in C
∞
b and dRe p˜t, dIm p˜t are linearly independent on Σt. For t 6= 0,
we have
i
2
{pt, pt}λpt=0 = (sgn t){p˜t, p˜t}λp˜t=0 (9.45)
on Σt. Further
i
2
{p˜t, p˜t} = {Re p˜t, Im p˜t} = {Re p˜0, Im p˜0}+O(t) = −H
2
p0
f +O(t),
and we get for t 6= 0 (cf. (8.16)):
∂tI(Λt, p) = (sgn t)2π
∫
Σt
ft
i
2
{p˜t, p˜t}λp˜t=0(dρ) (9.46)
= (sgn t)2π
∫
Σ0
f0
i
2
{p˜0, p˜0}λp˜0=0(dρ) +O(t).
¿From this and (9.39) we see that
2π
∫
Σ0
f0
i
2
{p˜0, p˜0}λp˜0=0(dρ) ≥ 0. (9.47)
The following proposition shows that most of the time we have strict inequality
and hence that ∂tI(Λt, p) has a jump discontinuity at t = 0. The proof also gives a
more direct explanation of (9.47).
Proposition 9.4. Assume that there is a point ρ0 ∈ Σ0 where
i
2{p˜0, p˜0} = −H
2
p0f 6= 0.
Then we have strict inequality in (9.47).
Proof. The expression (9.47) if formally equal to 〈dΛI(Λ0, p˜0), δΛ〉, with δΛ generated
by f0. (This is only formal, since p˜0 does not in general have a holomorphic extension.)
The discussion starting at (9.17) applies and we have (9.33) with F defined there with
f equal to f0 and with p0 replaced by p˜0. The points ρ ∈ p
−1
0 (0) of type 3) are
the ones for which t 7→ −(Hp0f)(Φt(ρ)) has only simple zeros, infinitely many near
both t = +∞ and t = −∞. The assumption in the proposition implies (and is in
fact equivalent to) the fact that the points of type 3) form a set of measure > 0.
Let ρ be point of type 3) for which F (ρ) maybe 6= 0 i.e. for which the closest zeros
t(ρ) ≤ 0 < s(ρ) of Im p˜0(Φt(ρ)) = −(Hp0f)(Φt(ρ)) are such that −(H
2
p0
f)(Φt(ρ)) is
< 0 for t = t(ρ) and > 0 for t = s(ρ). Then t = t(ρ), s(ρ) are subsequent local
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extrema of the function t 7→ f(Φt(ρ)) which is strictly increasing between the two
points. Consequently f(Φs(ρ)(ρ))− f(Φt(ρ)(ρ)) > 0. We conclude that F (ρ) in (9.31)
is ≥ 0 with strict inequality on a set of measure > 0. As already noticed,
2π
∫
Σ0
f0
i
2
{p˜0, p˜0}λp˜0=0(dρ) = 2π
∫
p−1
0
(0)
F (ρ)λp0=0(dρ). (9.48)
and the proposition follows. #
At least in the case when f = f0 extends to a bounded holomorphic function
in a tube and Λt = exp iHf (Λ0), there is a more general way of detecting a jump
discontinuity at t = 0 of ∂tI(Λt, p), when p
−1
0 (0) contains a real hypersurface, even
without assuming that p0 is of principal type. This can be done by examining the
second derivative and the Levi form with respect to t, and we hope to develop this
point of view in some future work. Another possible approach would be to look for
jump disconituities in d arg pt as a function of t.
10. Examples
We consider two simple examples with Λ fixed and with p depending on a complex
spectral parameter. Let Λ0 and p be as in section 4, and assume that p = p(z) depends
holomorphically on z ∈ Ω where Ω ⊂⊂ C is open. Recall that
I(Λ0, p(z)) =
1
2
∫
Λ0
log(p(z)p(z))µ(dρ).
Using (8.3), we get
∂z∂z(
1
2
log(p(ρ, z)p(ρ, z))) = πδ(p(ρ, z))∂zp(ρ, z))∂zp(ρ, z), (10.1)
near simple zeros of z 7→ p(ρ, z). We want to discuss the special case when p(ρ, z) =
p(ρ)− z, with p(ρ) as in section 4, but since this symbol tends to 1− z rather than 1
when ρ → ∞, we need to consider a modified symbol, corresponding to the estimate
of a relative determinant. Let p˜(ρ) ∈ S(Λ, 1) with
p(ρ)− p˜(ρ) = O(〈ρ〉m), m < −2n. (10.2)
Assume that Ω ⊂⊂ C \ {1} and that
p˜(ρ) 6∈ Ω, ρ ∈ Λ0. (10.3)
Consider
I(z) = I(Λ0,
p− z
p˜− z
) =
1
2
∫
Λ0
(log((p− z)(p− z)− log((p˜− z)(p˜− z)))µ(dρ), (10.4)
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for z ∈ Ω. Then,
∂z∂zI(z) = π
∫
Λ0
δ(p(ρ)− z)µ(dρ). (10.5)
This means that if φ ∈ C∞0 (Ω), then∫
C
φ(z)(∂z∂zI(z))L(dz) = π
∫
Λ0
φ(p(ρ))µ(dρ). (10.6)
In other words ∂z∂zI(z) can be described in Ω as the direct image under p of the
symplectic volume on Λ0:
∂z∂zI(z) = πp∗(µ). (10.7)
If we assume that p0 = pΛ0 is real-valued and that Ω ∩ R ⊂] − ∞, 0[, then the
measure ∂z∂zI(z) on Ω is supported in Ω ∩ R, and is given there by the Stieltjes
measure πdV (E), with
V (E) =
∫
ρ; p(ρ)≤E
µ(dρ). (10.8)
For our second example, we drop the assumption that p0 = pΛ0 be real and assume
instead that Ω is a small neighborhood of 0 in C, that p−10 (0) consists of precisely one
point ρ0 and that |p0(ρ)| ∼ dist (ρ, ρ0)
2, for ρ ∈ neigh (ρ0,Λ0). Let ν = p0 ∗(µ), so that
∂z∂zI(z) = πν. We observe that ν(D(0, r)) ∼ r
n.
Let p̂ be a second holomorphic function with the same properties and the same
point ρ0, and assume that
p̂0(ρ)− p0(ρ) = O(dist (ρ, ρ0)
2N0), (10.9)
for some N0 > 1. (Actually the discussion is valid with a comparison function p̂0 ∈
C∞b (Λ0) which does not necessarily have a holomorphic extension p̂.) Let V = Vr ⊂
C \ {0} with V ⊂ D(0, r), 0 < r ≤ 1. If z = p0(ρ) ∈ V for some ρ ∈ Λ0, then
dist (ρ, ρ0) = O(r
1/2) and it follows that p̂0(ρ) ∈ V +D(0, Cr
N0). Consequently,
ν(V ) ≤ ν̂(V +D(0, CrN0)), (10.10)
where ν̂ = p̂0 ∗(µ). The preceding argument is symmetric in p, p̂, so we also have
ν̂(V ) ≤ ν(V +D(0, CrN0)). (10.11)
The last two estimates express that ∂z∂zI(z) and ∂z∂z Î(z) (where Î(z) is defined as
in (10.4), with p̂ replacing p) are close to each other near z = 0.
The last example is motivated by the study of resonances for the semi-classical
Schro¨dinger operator that are generated by a non-degenerate critical point of the poten-
tial, and we refer to [HeSj], [Sj3], [BrCoDu] for more details. After a suitable complex
scaling or application of the theory of [HeSj], we can reduce the study of resonances
of a Schro¨dinger operator −h2∆ + V (x) in Rn in a neighborhood of 0 (say), to that
of the zeros of a relative determinant det(P − z)(P˜ − z)−1, where P is a realization of
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−h2∆+ V in a suitable space that is associated to an IR-manifold Λ0 and with prin-
cipal symbol p, and P˜ is a Schro¨dinger operator with a potential V˜ such that V˜ − V
is sufficiently short range and such that P˜ has no resonances in some neighborhood
of 0. (Actually, the property p(ρ) → 1, ρ → ∞, must be replaced by a more general
ellipticity property, but that does not affect the validity of the discussion above.) Then
as we saw in section 3, though we now have to appeal to the [HeSj] theory which is
similar but slightly heavier than the one we explained in that section, we obtain
log | det((P − z)(P˜ − z)−1)| ≤ (2πh)−n(I(z) + o(1)), h→ 0. (10.12)
The symbol p̂ may be obtained by using a quadratic approximation of V at the critical
point and then we can take N0 = 3/2, or it can be obtained by using a (more elaborate)
Birkhoff normal form in which case we may have larger values of N0 sometimes even
N0 = +∞.
As a special case, we may take n = 2, and assume that for some local smooth
symplectic coordinates (x, ξ), centered at ρ0, we have
p̂0(ρ) = f(
1
2
(ξ21 + x
2
1),
1
2
(ξ22 + x
2
2)),
near ρ0 with f ∈ C
∞(neigh (0,C)) with
f(ι1, ι2) = µ1ι1 − iµ2ι2 +O(ι
2),
with µ1, µ2 > 0. Then near 0: ν̂ = 2πf∗L, where L is the Lebesgue measure on the
4th quadrant in R2.
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