. These approaches, including the BMN, require the CPDs to be estimated from the data, and hence they differ from methods which approximate known CPDs by other distributions (e.g. Tresp et al. 1999) .
on test data. Previous research has shown the value of representing conditional probabil ity distributions (CPDs) via neural networks (Neal 1992 
INTRODUCTION
The problem of estimating the parameters and struc ture of a Bayesian network (BN) from prior informa tion and observed data has received a great deal of Given these definitions, the likelihood of the joint state The total number of possible substructures for node v; is given by M; = 2P', where there are P; = /P;/ parents in the conventional BN model, and any given substructure can have zero, one, two or more of the candidate parents selected. Observe that for the given node ordering I, the ith node can have a maximum of i -1 parents (i.e. P; ::; i-1). The special substructure in which all i -1 candidate parents are selected is known as the full substructure. Correspondingly, the BN structure with full substructure for every node is called the full structure.
It is desirable, however, to limit the number of selected parents in each substructure in order to reduce overfit ting (see Section 4. 1). Thus, if at most p; ::; P; parents are allowed to be selected from the candidate set, then M; ( 9 ) where equality holds only if p; = P;. Typically Pi might be roughly P;/2, which is the expected number of parents if any given directed arc has equal proba bility of being present or absent.
2.3

A GLOBAL MIXTURE MODEL
In contrast to the Bayesian mixture model of the previ ous section, the mixture of Bayesian networks (MBN) model averages over a selection of global BN struc tures, possibly for a variety of node orderings. In par ticular, the overall collection of BN parameters has the decomposition E> = (E>m)�=l for E>rn = (8m,i)�1, where Elm,i parameterises the CPD of the ith node in the mth structure. Here M is the total number of candidate structures. Likewise, the mixture parame ters are decomposed as >¥ = Cw m );;[=l· Hence, the likelihood of the joint state of all nodes is
The discrete form of this MBN is then just where
and El m ,i = [Bm,ijk] is the appropriate CPT.
(11) (12)
Observe that this MBN has some resemblence to the BMN of the previous section. In fact, the MBN is a generalisation of the BMN. To see this, the ex plicit node ordering I is first imposed, giving M = 2V(V-l)/2 candidate structures. Next, the mixture wei g ht W m of the mth structure is decomposed on a node-by-node basis as Wm = nY=l '1/Jm , i· Equation (11) then becomes
i=l ffii=l where each pair (i, m; ) is mapped by m to a unique m.
Thus, by equating i/J m, i with 1/Ji,m; and Bm , i , ., ;,rr ; with ei,v;,rr;,m;> it can be seen that for complete data the MBN with restricted ordering is equivalent to the BMN given by equation (6) , where M; = 2 i -I . How ever, the BMN representation is more compact in the sense that it can span the M = 2 v (V -l l 12 glo hal struc tures using only 2:Y=I M; = 2v -1 local mixture com ponents, which can be collapsed to V parameter esti mates.
PARAMETER ESTIMATION
Parameters for both the conventional BN model and the BMN are estimated from a collection X = (xd);i= I of N observed cases, known as the training data. Miss ing data are handled using a collection Z of uniformly distributed indicator variables, in conjunction with the expectation-maximisation (EM) algorithm (Dempster et al. 1977) , which has known monotonic convergence (Boyles 1983, and Wu 1983) . The conditional prob abilities are then obtained using maximum a posteri ori (MAP) estimation (McMichael1998), as described briefly below.
Recall that the BMN model is given by equation (6). Thus, allowing for missing data, the likelihood of the dth case is 
i=l j=l k=l m;=l There are two problems with this formulation. The first is that an expert can reasonably be expected to specify the prior counts N� k , but can not be expected to specify the mixture counts N� k,m; , since there will in general be too many submodel interactions with which to cope. The second problem is that equation (17) for Nijk,m; is both ambiguous and intractible, for much the same reason. For instance, equation (17) specifies the use of the m;th submodel at the ith node, but does not specify which conditional probabilities are to be used at other nodes.
These problems can both be solved by following the design philosophy that the BMN reduces to a conven tional BN after parameter estimation. Thus, each sub model count N i jk, m ; is computed from the For the comparison of the BMN with these con ventional BN models, the full structure is cho sen as the initial reference, with the node ordering
One>-Two>-Three>-Four chosen for convenience. Since the full BN model performs poorly on the testing data, the crucial test for the mixture model concept is to drastically improve its performance. As shown in Figure 4 , the performance of the BMN (4) does ini tially improve towards that of the true BN (2), but ultimately degrades to match that of the full BN (3) as the number of EM iterations increases. However, by restricting the number of parents that any candidate 2There was no significant difference between the true data-generating model and the BN with true structure and estimated parameters. (1 ). :----o�-Gk/: Figure 9 . Observe that the BN models follow a roughly linear trend, with the performances for the testing data improving at the expense of a decreasing fit of the training data. The main model (1) overfits the data the most and has the least generalisation. In contrast, the mixture model (6) fits the training data almost as well as the main model, but has far greater accuracy for the testing data than all the other models. Interestingly, an examination of the submodel weights for the mixture model reveals that it is effectively an average of the main model (with a weight of 0.566) and the quasi-action model shown in Figure 10 (weight 0.430). Since the quasi -action model (5) by itself has a similar performance to the main model (1), the BMN has the property of being much more accurate than the individual models of which it is composed. This is pre sumably because the resulting CPTs average out the bias of underfitting or overfitting individual submodel CPTs. Although the BMN performs very well on simultane ously predicting the current state and the previous state, the results are less clear-cut when predicting in dividual variables. For instance, the performances of the BMN and conventional BN models in predicting the current quest given the previous quest, action and location are shown in Figure 11 . However, for the pre diction of the current action given the previous states, the performances shown in Figure 12 reveal that the location model ( 4) is much more accurate than the BMN (6). These mixed results suggest a possible need for conditional BN estimation aimed at optimising the predictions of specific queries (Greiner et al. 1997 ).
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