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ABSTRACT
Increased population density along the world’s coastlines is driven by the wide range of
services provided by costal systems, such as transportation, fisheries, trade, and tourism. Despite
offering fundamental services, coastal systems are exposed to a range of natural hazards such as
riverine and/or coastal flooding, and erosion, thus robust risk analyses are needed to protect
coastal ecosystems, infrastructure, and people dwelling in proximity to the shoreline. Numerical
and multivariate statistical models have become crucial tools in coastal risk management to
support robust risk analyses, and their combined use provides many benefits in the analysis of
coastal hazards. This dissertation addresses two of the most pressing issues in coastal
management, which are coastal dune erosion and compound flooding, by exploiting the
advantages of combining multivariate statistical and numerical models. One of the shortcomings
of numerical models is that they are often computationally expensive, thus their application is
hindered when fast and accurate predictions are needed. Surrogate modelling, a process that
simplifies complex numerical simulations through statistical modelling, can expedite predictions
without significantly compromising accuracy. Here, surrogate modelling is successfully applied to
predict dune erosion under stormy conditions, and water level variability along rivers caused by
the interaction of oceanographic and fluvial variables, which is known as compound flooding. The
latter is further investigated through the application of several multivariate statistical
frameworks, assessing discrepancies between subjective model setups when data are limited. A
sensitivity test is provided for two commonly used multivariate statistical models, highlighting
the need for long overlapping records to attain robust estimates of the compound flooding
iii

hazard. The effect of data shortness is further explored by using extended data of flooding drivers
via climate simulations. By shorting the data set, the uncertainty introduced by natural climate
variability is demonstrated for each component of the multivariate modelling framework.
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CHAPTER 1 GENERAL INTRODUCTION
Coastal zones, defined as the portion of land influenced by marine processes and the
portion of sea affected by terrestrial processes due to their proximity to each other, are highly
changing environments characterized by diverse ecosystems containing some of the world’s
most productive resources (Kamphuis, 2020). These key characteristics have historically made
coastal areas an ideal place to settle as they provide food and support a wide range of economic
activities such as fisheries, trade, tourism, recreation, and transportation. Hence, large
settlements often occurred along the coast, driving an increased concentration of global
population in low-lying areas near the ocean (Tibbetts, 2002). Today, the majority of the world’s
megacities are located in coastal areas (Brown et al., 2013). In the U.S., for instance, 10 out of
the 15 most populous cities are located in the coastal zone and more than half of the nation’s
population lived in a coastal county (including the great lakes area) in the early 2000s (Crosset,
2005). Nowadays, population growth remains higher in the coastal zone compared to the average
growth and this tendency is forecast to continue worldwide in the future (Hugo, 2011).
Population growth along the world’s coastlines has led to massive urbanization and
development, significantly altering coastal ecosystems and their functions (De Sherbinin et al.,
2012) despite the prevalent coastal hazards (Small & Nicholls, 2003). Dwelling in proximity to the
coast implies dealing with a wide range of natural hazards such as riverine and/or coastal
flooding, erosion, subsidence, and saltwater intrusion (Nicholls & Small, 2002). Thus, robust risk
analyses are necessary to protect people, infrastructure, and ecosystems against an increased
exposure to coastal hazards.
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Reliable risk analyses require long high-resolution data sets that capture information from
coastal systems to properly assess hazards, exposure, and vulnerability, so engineers and policy
makers can be adequately informed to take necessary actions to mitigate potentially negative
impacts. However, data availability, length, and/or resolution are often one of the most
important limitations in coastal erosion and flooding risk analysis, among others. For instance,
tide gauges have been recording water levels for a relative long period, but their spatial
distribution is sparse and biased towards countries with high Gross Domestic Product (GDP)
(Emery, 1980). Satellite-derived sea levels provide global-scale, high-resolution water level data
sets, but they only cover the period from the early 90s onwards and their measurements are not
reliable in coastal areas (Cabanes et al., 2001). In this context, numerical and statistical models
become crucial tools to support robust risk analyses as they can complement observations by
interpolating in four dimensions (space-time) and simulating the impacts of scenarios that are
not captured by the observational records but are physically plausible (Haidvogel & Beckmann,
1998). A numerical model is a deterministic approach that uses mathematical equations to
represent and simulate the mechanisms of a particular system through numerical approximation
schemes (Chau, 2010). On the other hand, a statistical model is also based on mathematical
principles but utilizes a probabilistic approach to assess the observed (sample) data and make
statistical inferences about the population the sample was taken from (i.e., make predictions of
non-observed events) (Adèr, 2008). Both numerical and statistical models have advantages and
disadvantages that must be considered before selecting one or the other to address a given issue.
Numerical models are adequate problem solving tools if the mathematical equations represent
well the processes of interest in a given study area and if there are enough observed data to
2

calibrate and validate model performance (Blacka et al., 2006). These models are often
computationally expensive, meaning that they require intensive CPU operations over a relatively
long period. Statistical models, however, are usually computationally cheap, but the reliability of
the results depends heavily on the assumptions that must be made about the population and
data availability/quality.
Combining statistical methods and numerical models, however, can exploit the strengths
of each approach, which leads to improved overall results. This combination of different
modelling tools has many possible applications in coastal hazards analysis. For instance,
numerical models can calculate water levels for periods with no observations by using the
available atmospheric forcing data (if that is available), and the results can then be included in
probabilistic models to perform a more robust statistical analysis. On the other hand, statistical
models can be used to create synthetic forcing variables or boundary conditions to feed into
numerical models to assess the consequences of unseen but plausible events. Statistical
approaches can also be used to mimic numerical models and expedite the prediction process by
reducing the computational burden (Santos et al., 2019). In this dissertation, novel ways will be
explored to assess coastal hazards and impacts by combining multivariate statistical methods and
numerical models. The research will focus on two of the most pressing coastal hazards: dune
erosion and compound flooding. More details about these hazards and associated active
research fields are presented in Sections 1.1 and 1.2, while the overall objectives of the
dissertations are outlined in Section 1.3.

3

1.1

Dune Erosion

Costal dunes are accumulations of sand whose formation and dynamics are governed by
the action of wind. They can be more or less vegetated and act as a flexible sand reservoir
(Mangor et al., 2004). Dunes represent the primary line of defense against storms along many
parts of the world’s sandy coastlines (Martínez et al., 2004), serving as natural protection against
flooding and buffering beach erosion (Pye et al., 2007). Coastal dunes also provide unique
ecosystem services as they promote biodiversity in coastal regions and house endangered
species (Van der Biest et al., 2017). These characteristics explain why dunes are also in the focus
of coastal management practices (de Vriend et al., 2014; Wijnberg et al., 2021; Wittebrood et al.,
2018) aligned with the principles of building with nature (or nature-based solutions).
Under relatively stable conditions over a long enough period of time, beach profiles tend
to reach a dynamic equilibrium where their geometry fluctuates around an equilibrium that also
changes over time but at a much slower pace (Dean, 2005). When a severe storm impacts the
beach, high-energy waves and sea levels induce a different equilibrium profile, reshaping the
cross section of the beach. The impact of extreme storms can translate in severe beach erosion
(including dunes) where sand is transported offshore by the action of waves, sea levels, and
currents (van Rijn, 2009). Although unusually extreme storms can cause permanent loss of sand
to deep water, the eroded sand usually forms banks on the nearshore region and changes the
slope of the beach, which becomes more dissipative. Once hydrodynamic conditions become
milder and more stable, the beach profile tends to attain a new dynamic equilibrium similar to
the one existing before the storm conditions (Brooks et al., 2017). Severely eroded coastal dune
systems can also recover naturally given stable conditions and no shocks to the system, starting
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with the development of embryo dunes on the backshore and eventually heading to a more
resilient dune system as vegetation appears (Feagin et al., 2019).
The storm impacts on dunes depend on the hydrodynamic forcing and the geometry of
the dune. On the coast, one of the most relevant variables to account for oceanographic forcing
is the total water level (TWL), which is the sum of mean sea level (MSL), the non-tidal residual
(NTR) or surge, and the wave runup. Tide is the periodic fluctuation of the water resulting from
the gravitational attraction of the sun and the moon (Simm, 1996). NTR (or surge) includes the
effects of wave setup, currents, atmospheric pressure, winds, precipitation, and runoff
processes. The sum of MSL and NTR is defined as still water level (SWL), a variable that is
measured by tide gauges. Wave runup is usually described as the maximum on-shore elevation
reached by wave (Hunt Jr, 1961). Based on those premises, Sallenger Jr (2000) defined four
different regimes of dune erosion, including swash, collision, overwash, and inundation, whose
occurrence is determined by the combined action of waves and sea levels, and the elevations of
the dune toe (or base) and dune crest. During swash, wave runup is only confined to the
foreshore where no permanent dune features are found. Beach erosion may occur, but as waves
do not reach the dune toe, dunes remain unaffected under the swash regime. When SWL and/or
wave height increase wave runup can collide with the dune toe, leading to erosion at the base.
An eroded dune base steepens the dune profile, potentially leading to dune failure mechanisms
such as collapsing by avalanching or creating a notch at the dune causing mass failure (Erikson et
al., 2007). When the combination of SWLs and waves lead to a wave runup exceeding the dune
crest height, this is called the overwash regime, where overwash sand deposition may occur. If
SWLs alone (without considering wave action) are higher than the dune crest height, the
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inundation regime occurs where the dune undergoes severe erosion and total loss becomes
likely.
Regardless of how much sand a dune loses during an extreme event, its integrity may be
affected to a point where it does not provide the same level of protection as it used to before it
was impacted. The understanding of coastal dune dynamics is therefore crucial for coastal risk
management. Advanced process-based numerical models (e.g., XBeach; Roelvink et al., 2009)
provide beach and dune erosion predictions with relatively high accuracy (e.g., Harley et al., 2011;
Passeri et al., 2018b; Vousdoukas et al., 2011). However, these models tend to be
computationally very expensive, which makes them unable to provide fast predictions when
needed (Vousdoukas et al., 2012). The combination of numerical and multivariate statistical
models might provide a means of expediting the simulation process, allowing fast and accurate
predictions for early warning purposes.

1.2

Compound Flooding

The combination of different processes (climate drivers and hazards) which may or may
not be extreme in isolation but whose combination leads to severe impacts are known as
compound events (Zscheischler et al., 2018). While traditional risk analysis methods only
consider one driver at a time, natural extreme events such as flooding, wildfires, droughts, and
heatwaves are often caused by the interaction between different underlying physical factors
featuring dependence (Seneviratne et al., 2012). Neglecting the existence of dependence
between factors leading to an extreme impact is a considerable shortcoming of univariate
statistical analysis which can potentially lead to risk miscalculations (Wahl et al., 2018). This
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explains why various types of compound events have been recently prominently discussed in the
literature (Baldwin et al., 2019; Bevacqua et al., 2017; Hendry et al., 2019; Jane et al., 2020; Ridder
et al., 2018), and great efforts are being placed on acquiring a better understanding of the
physical processes driving compound events and the methodologies used to assess them.
According to (Zscheischler et al., 2020), there are four different, non-mutually exclusive
categories by which compound events can be classified: preconditioned, multivariate, temporally
compounding, and spatially compounding. Preconditioned events are caused by one or more
hazards leading to an amplified impact because of a pre-existing condition, for instance when the
effects of extreme precipitation are exacerbated because of an already saturated soil (Santos et
al., Revised). Multivariate events are caused by the co-occurrence of multiple drivers in the same
area whose combination leads to increased impacts. An example of a multivariate event could
be the co-occurrence of precipitation and high sea levels in coastal regions (Wahl et al., 2015),
which are both often caused the same synoptic weather situation. Temporally compounding
events are those caused by the succession of hazards in a particular area. Sequences of
heatwaves (Baldwin et al., 2019) or the temporal clustering of storms leading to successive
extreme wave events (Santos et al., 2017) in coastal regions are both examples of temporally
compounding events. Spatially compounding events refers to those caused when multiple
connected locations are affected, for instance spatially co-occurring climate extremes stemming
from large-scale climate modes (Anderson et al., 2019; Enríquez et al., 2020).
Compound flooding, which is caused by the interaction of oceanographic, hydrological,
and meteorological processes, currently receives a lot of attention in the context of risk analysis
and management as more studies demonstrate the potential consequences of assuming
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independence between underlying flooding drivers, which combined lead to increasing flood
depths and impacts (Bender et al., 2016; Bevacqua et al., 2017; Santos et al., Revised; van den
Hurk et al., 2015). Coastal areas close to river mouths are particularly vulnerable to compound
flooding, as oceanographic and fluvial processes have can interact leading to increased flooding
impacts. Different methodologies for assessing compound flooding have been developed,
including multivariate statistical models (Bevacqua et al., 2017; Jane et al., 2020), the use coupled
numerical models (Santiago-Collazo et al., 2019), and hybrid numerical statistical approaches
(Moftakhari et al., 2019; Serafin et al., 2019). While multivariate statistical methods are crucial
for understanding compound events as they capture the dependence between underlying
drivers, overlapping records of oceanographic and fluvial processes are often not long enough
across the world’s coastlines (Ward et al., 2018). Short data records are usually the main
shortcoming when implementing multivariate statistical models to assess compound flooding,
and essential methodological steps such as the sampling of extreme events are often subjective.
Numerical models for assessing compound flooding are essential to translate different
hydrodynamic forces into flooded areas by the total water level. The main shortcoming of
numerical models is their need to use extensive computational resources, which may become a
significant burden depending on the number of simulations required for a particular analysis.
Hybrid approaches have the advantage to exploit the benefits of both numerical and statistical
methods for compound flooding analysis, but it also means some of the shortcomings from the
approaches being combined may still be significant. For instance, the computational burden
imposed by the use of numerical model may require long simulations to achieve desirable results.
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The use of surrogate modelling, in combination with hybrid approaches, could reduce the
computational burden while maintaining the benefits of hybrid approaches.

1.3

Objectives and outline of the dissertation.

This dissertation aims at developing novel frameworks leveraging multivariate statistical
and numerical models, in combination with machine learning and regression techniques as
surrogate models. Through this analysis I address some of the most common limitations when
the two modelling approaches are individually applied to tackle pressing issues in coastal science,
in particular those related to dune erosion and compound flooding. This main aim of the
dissertation is attained by addressing the following objectives:
1. To facilitate fast and reliable prediction of dune response under extreme storm
conditions through the combination of statistical and numerical modelling.
2. To compare different multivariate statistical models to assess compound flooding
under data constraints.
3. To assess the uncertainty introduced by short data records when assessing compound
flooding using multivariate statistical models.
4. To explore surrogate modelling within a hybrid numerical-statistical approach to
provide fast estimates of compound flooding potential along estuaries and tidal rivers.
The dissertation is structured as follows. In Section 2, a surrogate model of the advanced
numerical model XBeach for predicting beach and dune erosion is developed. By using statistical
models and machine-learning techniques, surrogate models are tested for their ability to
reproduce accurate dune erosion predictions while reducing the computational burden of the
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numerical model. The methodology is applied in Dauphin Island, Alabama, where high-resolution
elevation datasets are available and long overlapping records of oceanographic variables enable
the multivariate modelling of plausible conditions. In Section 3, two multivariate models are
compared to assess compound flooding in the absence of long overlapping records. A sensitivity
test is performed to gain insights into the reliability of the water level estimates provided by both
models. The methodology is implemented in Sabine Lake, Texas, a complex estuarine system
where the impact of tropical cyclones has exposed the dangers of compound flooding. In Section
4, we examine the uncertainty introduced in compound flooding potential estimates when using
multivariate statistical models under data constraints. By using a combination of climate model
outputs and a hydrological simulator, records are extended in a case study in the Netherlands.
By varying the length of the records, we demonstrate how relatively short records affect the
assessment of compound flooding in the main computational steps that are part of the statistical
analysis. In Section 5, a methodology is introduced to assess spatially varying water levels along
estuaries and tidal rivers caused by oceanographic and hydrological processes by combining a
hydraulic numerical model and multivariate statistical modeling, in combination with a surrogate
model to improve computational efficiency. The methodology is applied to the Suwannee River,
Florida. In Section 6, general conclusions are drawn from all the analyses presented here, along
with a summary of the key findings and recommendations for future research.
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CHAPTER 2 COMBINING NUMERICAL AND STATISTICAL MODELS TO PREDICT
STORM-INDUCED DUNE EROSION
This chapter is based on manuscript which has been published in the Journal of Geophysical
Research: Earth Surface.
Santos, V. M., Wahl, T., Long, J. W., Passeri, D. L., & Plant, N. G. (2019). Combining numerical and
statistical models to predict storm‐induced dune erosion. Journal of Geophysical Research: Earth
Surface, 124(7), 1817-1834.
2.1

Introduction

Extreme oceanographic events, caused by extra-tropical or tropical storms (ETS or TS,
respectively), largely influence the short-term sediment dynamics in coastal regions (Davis, 2012;
Morton et al., 1994; Morton & Sallenger Jr, 2003; Sherwood et al., 2014) and have the potential
to substantially change the morphology of the coast, altering flooding exposure for communities
and infrastructure (Ruggiero et al., 2001). On sandy coastlines, the presence of coastal dune
systems provides flood protection from extreme coastal storms by sheltering low-lying areas and
buffering the impacts of high-water levels and waves (Goldstein & Moore, 2016; Grzegorzewski
et al., 2011; Keijsers et al., 2015; Pye et al., 2007). Under stormy conditions, partial or total
erosion of the dunes escalates the vulnerability of coastal properties to future storms (Bauer &
Sherman, 1999). This is especially true for the United States’ Gulf and East coasts where
morphological change heavily impacts coastal communities, infrastructure, and ecosystems
(Morton, 2008a; P. Wang et al., 2006). Storm-induced erosion can even lead to breaching of
barrier islands, when channels are formed leading to barrier-island splitting by connecting the
ocean to the back-barrier bay (Kraus et al., 2002). For example, Dauphin Island (Alabama)
underwent widespread erosion during Hurricane Ivan in 2004 (Froede, 2006) and breaching
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during Hurricane Katrina in 2005 (Froede Jr, 2008). Observations indicate that the island has also
breached in the past under extreme conditions (Morton, 2008b). This highlights the importance
of understanding the erosive response of coastal systems to quantify flood risk. Accurate
predictions of storm erosion of beaches and dunes provide a means of managing coastal areas
effectively by informing decision makers and engineers (Edelman, 1969) tasked with mitigating
risks from potential flooding hazards.
In this context, conceptual models (e.g., Sallenger Jr, 2000), quantitative approaches (e.g.,
Long et al., 2014), probabilistic methods (e.g., Gutierrez et al., 2015; Plant & Stockdon, 2012),
experimental (e.g., Palmsten & Holman, 2012) and analytical approaches (e.g., Larson et al.,
2004; van Rijn, 2009), and numerical models (e.g., (Schoonees & Theron, 1995) have been
developed to understand the interactions between oceanographic drivers and coastal dune
system dynamics. Currently, XBeach is considered one of the most detailed tools for predicting
the morphologic response of sandy coasts to extreme storms (Roelvink et al., 2009, 2015).
XBeach is a two-dimensional process-based numerical model capable of simulating the
morphodynamic behavior of coastal dune systems under different storm-impact regimes with
excellent skill, as shown in multiple local studies (e.g., Baart et al., 2012; Lindemer et al., 2010;
McCall et al., 2010; Mickey et al., 2018; Passeri et al., 2018b; Vousdoukas et al., 2011). However,
morphodynamic process-based models are complex and come with high computational costs,
which limits their applicability to be used as forecasting tools (combined with ensemble forecasts
of the relevant drivers such as storm surge and waves) or as a component in Early-Warning
Systems (EWS) (Poelhekke et al., 2016). In the past, incorporation of dune erosion models in EWS
has often required simplification of models to improve the computational efficiency, which in
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turn affects the accuracy of geomorphologic change estimates (Harley et al., 2011; Vousdoukas
et al., 2012).
Previous studies of surrogate (or meta-) modeling applied to coastal processes have
successfully shown the potential of statistical models (Poelhekke et al., 2016) and machinelearning techniques (Kim et al., 2015) as substitutes for time-consuming numerical models, while
producing similar results and reducing the computational burden. This makes it feasible to
incorporate estimates of coastal response variables into EWS. There are many approaches that
have been used to model morphodynamic processes in coastal areas and hold promise to be
utilized as surrogate models for dune erosion. For instance, Multivariate Adaptive Regression
Splines (MARS) have been applied to simulate scour (Samadi et al., 2015) and landslides
(Conoscenti et al., 2015); Artificial Neural Networks (ANN) have been used to predict bar
movement (Kömürcü et al., 2013; López Úbeda et al., 2017; Pape et al., 2007), seasonal beach
changes (Hashemi et al., 2010), and long-shore sediment transport (Güner et al., 2013; KabiriSamani et al., 2011); and Bayesian Networks (BN) have been employed to predict coastal
vulnerability to sea level rise (Gutierrez et al., 2011), barrier-island morphodynamics (Gutierrez
et al., 2015; Plant & Stockdon, 2012), and to model shoreline change (Beuzen et al., 2018; Plant
et al., 2016). However, to the best of our knowledge, very few studies have attempted to develop
surrogate models for coastal dune erosive processes. Poelhekke et al. (2016) developed a BN as
a surrogate model of XBeach to predict onshore hazards (overwash flow velocity, overwash water
depth, and erosion). Jäger et al. (2018) subsequently extended the approach to estimate impacts
and measure the effectiveness of risk reduction measures. However, they did not produce
estimates of changes in the dune geometry, which is essential to assess vulnerability for the back13

barrier region. Generally, statistical modeling and machine-learning performance can be
hampered by insufficient long-term data that captures a large enough number of extreme storm
events. To solve this problem, probabilistic models such as the multivariate sea-storm model by
Wahl et al. (2016) can be used to improve data availability and identify the full range of possible
oceanographic conditions. Hence, a combination of probabilistic analysis, numerical model
outputs, and statistical models or machine-learning tools can help develop surrogate models that
produce accurate and fast dune erosion predictions.
Here, surrogate models are designed to predict coastal dune erosion by addressing issues
related to computational performance and absence of sufficient forcing data. Our main goal is to
understand complex morphological interactions through simulation of a wide range of realistic
scenarios. To accomplish this, we develop and test surrogate models for XBeach that are trained
with simulated, physically consistent oceanographic variables and associated dune response. This
includes the following steps: (1) select a subset of synthetic multivariate sea-storm events from
Wahl et al. (2016) and consider time-dependent evolution of the oceanographic variables; (2) use
XBeach to predict morphological response parameters for the selected sea-storms; and (3)
develop and test a range of different surrogate models to mimic XBeach at low computational
cost. The different analysis steps are summarized in Fig. 2.1. In Section 2.2, we briefly describe
the study site, the oceanographic forcing data derived from Wahl et al. (2016), and how this is
used as a basis to select a subset of representative events for further analysis in the present
study. In Section 2.3, we explain how we generate time series for the selected sea-storm events,
describe the XBeach model used to simulate the dune morphological response, and develop four
different surrogate models. Barrier-island dune geometries and morphodynamic response, as
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well as surrogate model performance results, are presented in Section 2.4, while the insights into
why and how morphological responses can be simulated are discussed in Section 2.5. Conclusions
are drawn in Section 2.6.

Figure 2.1: Steps involved in data selection and generation time series (blue), XBeach simulations
and extraction morphological change variables (yellow), and surrogate model development
(green).
2.2

Study Site and Data

Our study site is Dauphin Island (Alabama), a low-lying barrier island located in the
northern Gulf of Mexico which is part of the Mississippi-Alabama barrier-island chain (Fig. 2.4).
The island is 25 km long and east-west orientated, with width varying from approximately 1.5 km
on the eastern end to 250 m on the western end and a minimum width of 170 m in the center.
It was selected because (1) it has historically experienced large morphologic responses under
storm conditions (Morton, 2008a, 2008b), (2) high-quality survey data and a calibrated and
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validated XBeach model exist for the area (Passeri et al., 2018b), and (3) it shows strong spatial
variability in dune morphology (Long et al., 2014), allowing us to test our surrogate models for a
wide range of cross-shore profiles.

Figure 2.2: Dauphin Island study site in the Gulf of Mexico, showing extent and
topographic/bathymetric data of the XBeach model domain (lower right). Numbered white lines
depict the approximate transect spatial distribution along the model domain.
To complete XBeach simulations, we used the pre-Hurricane Ivan Digital Elevation Model
(DEM) and depth-dependent, spatially variable friction coefficients assigned based on land
use/land cover data (Coastal Change Analysis Program, https://coast.noaa.gov/digitalcoast),
consistent with those developed by Passeri et al. (2018b). Oceanographic forcing data for XBeach
come from Wahl et al. (2016) and are comprised of oceanographic variables known to have the
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potential, alone or in combination, to cause dune erosion: tide (ƞA), surge (or non-tidal residual,
ƞNTR), significant wave height (HS), wave peak period (TP), wave direction (θ), and storm duration
(D) for which the significant wave height remains above a critical threshold. Wahl et al. (2016)
used observational overlapping records (34 years in total) of these variables to identify
multivariate sea-storm events (see red dots in Fig. 2.3). Based on these observations they
developed a multivariate sea-storm model to simulate a much larger number of events
(>120,000; see grey dots in Fig. 2.3), including many that have not occurred yet, but are physically
plausible. The latter has been achieved by employing a copula-based approach capable of
preserving the marginal distributions as well as inter-dependencies between the different
oceanographic variables (see Wahl et al. (2016) for details). The results provide a means of
including events that cover the possible parameter space.
XBeach simulations are time-consuming and obtaining dune responses for all of the seastorm events derived in Wahl et al. (2016) through numerical simulations would be laborious. For
instance, a typical 4-day storm simulation on the Dauphin Island grid used in Passeri et al. (2018b)
took approximately 39 hours to complete on 32 processors. Thus running more than 120.000
events on the same grid by utilizing similar computational resources would take roughly 500
years. Clustering algorithms are applied to select a smaller subset of events, still covering the
entire input boundary condition space, while reducing the number of XBeach simulations. The
Maximum Dissimilarity Algorithm (MDA) was used to select a subset of sea-storm events for the
XBeach simulations, choosing the most dissimilar storm as MDA seed by accounting for the six
oceanographic variables (see purple crosses in Fig. 2.3). The subset is comprised of 100 events as
this value has been used in similar studies (e.g., Poelhekke et al., 2016) and provided enough data
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to train and test surrogate models (as confirmed in the k-fold validation, see Section 3.3) while
reducing the computational cost of the XBeach simulations. Among other data clustering
algorithms such as Self Organizing Maps and K-means, MDA (Kennard & Stone, 1969; Willett,
1999) is the most appropriate for our analysis as it captures the outer limits of the input boundary
space of the oceanographic variables (Camus et al., 2011). As can be seen from Fig. 2.3, for some
variables only events with the potential to result in dune erosion were selected. For example,
only events in our sample where the wave direction is between 90 and 270 degrees, the surge is
positive, and the event duration is more than 2 hours were included. This helps to further reduce
the computational burden, by not running XBeach for events where the dune system is unlikely
to be affected.
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Figure 2.3: Observed (red dots) and simulated sea-storm events (grey dots; only 3000 are shown
of total >120,000) from Wahl et al. (2016), and events selected for the present study using MDA
(purple crosses).
2.3

Methodology

2.3.1 Time Series Development
The model used in Wahl et al. (2016) only produces single values of the different
oceanographic variables, whereas XBeach requires time series as boundary conditions. To
introduce the time evolution, we started by testing a simple triangular approach for ƞNTR, HS, and
TP, where we use the simulated values as maxima and the duration D to define the start and end
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points (see Fig. 2.4, dark blue). The time series for ƞA is selected randomly from a tidal analysis
and the wave direction θ is assumed to be constant throughout an event. In order to evaluate
this approach the average beach slope in Dauphin Island (0.07) and the Stockdon formula
(Stockdon et al., 2006) were used to derive wave runup and total water level (TWL; tide + surge
+ wave runup) time series for all events. We then extract the maximum TWL and the event
intensity, as the integral over the TWL time series. Scatter plots of these two variables and a
comparison of dependence estimates (tail-dependence coefficient (TDC) and Kendall’s τ)
between simulated and observed ETS and TS events (Fig. 2.5) revealed that the triangular
approach is reasonable for events that are caused by ETS (Fig. 2.5b) but leads to a significant
overestimation of the intensity for the most extreme TS events (indicated by a steeper slope of
the gray circles in Fig. 2.5a). Further analysis revealed that a triangle is a poor representation of
ƞNTR and HS time series caused by TS. Hence, we use standardized “representative” curves instead
that are derived as the average of the 10 largest events on record. These resulting curves are
then scaled to match the maxima values of ƞNTR, HS, and the duration of the respective event (Fig.
2.4, orange). This adjustment results in a much better representation of TWL peaks vs. intensities
for TS (Fig. 2.5c), but leads to an increased dissimilarity between the observed and simulated ETS
events (Fig. 2.5d). Thus, both triangular and standardized “representative” curve approaches
were used, depending on the storm characteristics (i.e., ETS or TS) to derive hourly time series of
the different oceanographic variables for the 100 sea-storm events selected via MDA.
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Figure 2.4: Example of time-series development for one event, based on the single values derived
in Wahl et al. (2016) shown as red circles. Panel a) is the randomly selected tidal signal; panels b)
and c) represent time-series of significant wave height and surge, respectively, developed using
the triangular approach (dark blue; used for extra-tropical events), and the scaled
“representative” curve approach (orange; used for tropical events); and panel d) shows TP, and
θ. Note that ƞA, TP, and θ, are the same in both methods. Panel e) shows TWL time series for
both approaches when assuming an average beach slope of 0.07 and using the Stockdon et al.
(2006) formula to derive wave runup.
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Figure 2.5: Comparison between TWL peaks and intensity for triangular (a-b) and standardized
“representative” curve (c-d) approaches. Dependence estimates (TDC and Kendall’s τ) are
included for each data set: red and blue depict observed tropical and extra-tropical storms,
respectively, whereas gray represents simulated storms.
2.3.2 Modeling of Morphological Response
The XBeach model (Roelvink et al., 2009; version 4926) was used to simulate the island
response driven by each of the selected storm events. The process-based model simulates the
nearshore wave and current dynamics, sediment transport, morphology change, and nonlinear
feedbacks between all these processes for the full duration of each storm. In this application,
XBeach accounts for the transformation and dissipation of infragravity wave energy in the
nearshore and the associated alongshore and cross-shore wave-induced currents resulting from
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wave radiation stress gradients. This includes the generation of wave setup and infragravity
swash zone motions at the shoreline that can interact with sand dunes causing erosion and
overwash. Sediment transport, both suspended and bed-load processes, forced by the nearshore
waves and currents are included in the model formulation and the resulting temporal changes in
morphology are computed at each time step.
A model setup similar to that of Passeri et al. (2018b) for simulations of hurricanes Ivan
and Katrina at Dauphin Island was used for the storm scenario simulations. The curvilinear model
grid was modified to encompass the roughly linear 13.9 km section west of where Pelican Island
attaches to Dauphin Island (Fig. 2.2). This excludes the far eastern side of Dauphin Island, which
has relatively high elevations and includes forest areas that are not heavily impacted by overwash
processes. Also excluded is the spit at the far western end of the island which is an ephemeral
feature that elongates by westward alongshore transport over time but intermittently disappears
during storm events and is void of persistent dune features. The grid spacing in the alongshore
direction was increased to approximately 50 meters (every other alongshore grid node from
Passeri et al. (2018b) to decrease computational time and allow for more storm scenarios to be
simulated and used in the machine-learning algorithms. The cross-shore grid spacing was not
modified and presents a minimum of 3 meters close to and across the island with coarser spacing
offshore which is consistent with previous XBeach studies (e.g., Lindemer et al., 2010; Passeri et
al., 2018b), as such grid spacing allows sufficient dune resolution but also provides a feasible
simulation time.
Time series of the six sea-storm parameters from the previous step (Section 3.1) were
used to define the boundary conditions. A total of 100 simulations were run, one for each
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selected event by the MDA. Water levels, which include the contribution of tides and surge, were
applied uniformly at the ocean and bay boundaries. The time series of HS, TP, and θ for each storm
scenario were used to construct time series of Joint North Sea Wave Project (JONSWAP) spectra
that were imposed uniformly at the offshore boundary. At the end of each simulation, six barrierisland response variables were extracted from the XBeach output at each alongshore location:
dune toe (or dune base, defined as the point with maximum curvature between the dune crest
and the shoreline) elevation (zt), dune crest elevation (zc), integrated area across the sub-aerial
cross-profile (area), barrier-island width (width), cross-shore dune toe location (xt), and crossshore dune crest location (xc). The model grid elevations are all in North American Vertical Datum
of 1988 (NAVD88) and the shorelines are defined as Mean High Water (MHW) which is 0.23 m
NAVD88 for Dauphin Island (Weber et al., 2005). Hence, elevation variables are referenced to
MHW NAVD88, width and area are calculated from the ocean-facing shoreline to the estuarine
shoreline, and location variables are computed from the ocean-facing shoreline. In total, 200
cross-shore transects were analyzed (see Fig. 2.2 for approximate transect locations). Dune toe
and dune crest elevations were selected as they are widely utilized as proxies to analyze coastal
flood risk (Sallenger Jr, 2000; Wahl et al., 2016). Barrier-island area and width are relevant to
assess the volume of sediment eroded as well as to evaluate consequences for coastal habitats
(Feagin et al., 2005). Dune toe and crest location changes are included to assess the ability of
surrogate models to simulate the cross-shore movement of dune systems under storm
conditions.
Two distinct approaches were applied when extracting information about the dune crest
elevation. First, we examined crest height changes at a fixed position (ΔzcF; Method 1 or fixed24

location method, Fig. 2.6a) as in Long et al. (2014). In this approach we tracked the amount of
erosion, in terms of elevation change (meters), at the location of the pre-storm dune crest. This
allows us to evaluate the skill of the surrogate models in predicting elevation changes when dune
translocation is not considered. The second approach analyzes changes in the position and
elevation of the dune crest in the cross-shore profile to define the pre- and post-storm dune crest
(ΔzcT; Method 2 or tracking-location method, Fig. 2.6b). This is to assess the skill of the surrogate
models in predicting dune erosion when we consider dune translocation caused by overwash
during storms. As dune crest is the most important parameter in terms of flood risk, these two
methods were applied to two different type of dunes: the primary frontal dune (ΔzcFP and ΔzcTP),
i.e. the closest dune to the ocean shore, and the dune featuring the maximum elevation (ΔzcFM
and ΔzcTM). A comparison between ΔzcFP, ΔzcTP, ΔzcFM, and ΔzcTM will allow us to assess surrogate
model performance when predicting dune crest changes for different types of dunes and when
considering distinct computation methods for changes in elevation. The other morphological
variables, which are less relevant for coastal floor risk, are only assessed for the highest dune in
the beach profile and the tracking-location method. For simplicity, subscripts are not used when
comparing morphological variables derived using the tracking-location method on the highest
dune (Δzt, Δzc = ΔzcTM, Δxt, and Δxc).
Oceanographic variables from the selected 100 sea-storm events and barrier-island
response variables predicted with XBeach (i.e., dune and barrier-island width and area changes,
between the pre-storm and post-storm profiles) are used as input and output data, respectively,
to train and test a range of surrogate models. Prior to the development of surrogate models, we
explore the relationship (r) between the individual oceanographic forcing variables and
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morphological response variables as outlined above and predicted by XBeach for the highest
dunes and using the tracking-location method (Fig. 2.6c and 2.6d). This was done to determine
how relevant the individual oceanographic drivers are in explaining morphologic response and
whether all of them should be included in the surrogate models. Significant wave height exhibits
the strongest correlation with changes in zt, zc, and area, followed by surge, which shows
relatively high correlation with the same response variables. This agrees with Sallenger Jr (2000)
who stated that the degree to which a coastal dune is eroded can be attributed to wave runup
and total water level, and he defined four different dune impact regimes based on the level of
these two oceanographic variables with respect to dune morphologic features. The results also
agree with Wahl et al. (2016), who highlighted that significant wave height was the
oceanographic forcing variable that contributes most to total water levels at our study site. The
other variables show weaker correlation with the different dune response variables, but
correlation is still in the order of 0.2 to 0.3 for many variable combinations, highlighting that they
also contribute to dune response (see Plant & Stockdon, 2012). Therefore, we decided to
consider all the aforementioned forcing variables in the surrogate models to accurately predict
dune erosion parameters. But for completeness, we also test how the model performance varies
if we only consider surge and wave height as drivers.
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Figure 2.6: Schematic outlining the approaches used to calculate morphological variables for the
fixed-location method (a) and the tracking-location method (b). Correlation between
hydrodynamic forcing and XBeach morphological outputs for the tracking-location method
applied on the highest dune (c). Standard deviation of the correlation coefficient across all 200
transects (d).
2.3.3 Surrogate Models
We test four different candidate surrogate models for their ability to reproduce XBeach
results: 1) Multiple Linear Regression Model (MLRM); 2) MARS; 3) ANN; and 4) Random Forests
(RF). MLRM is widely applied and uses linear regression to explain the relationship between one
continuous dependent variable (predictand) and various independent predictors (Kutner et al.,
2005). MARS also uses regression but is more flexible in modeling high dimensional data taking
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into account nonlinearities and interactions between variables (Friedman, 1991). ANN are
inspired by the structure and function of biological neural networks. They are capable of learning
and recognizing patterns from examples by extracting relevant features of the input data
(Yegnanarayana, 2009). ANN include input and output layers, as well as hidden layers containing
a defined number of neurons. Neurons consist of an activation function, and a set of inputs and
weights, which make them capable of translating these inputs into a single output to either be
used as input in the following hidden layer or as final output. We have developed the ANN with
a feedforward structure, featuring one hidden layer containing between two and six neurons,
and the hyperbolic tangent activation function. To train the networks, 70% of the data were set
aside for training, leaving 15% for validation and 15% for testing. Correlation is calculated from
the validation and testing data. The ANN were trained (up to) 50 times until a 0.8 correlation
threshold was reached. If such correlation level was not achieved, we used the model that led to
the highest correlation. In most cases the 0.8 threshold was reached, except for 15 transects
when predicting the changes in the cross-shore location of the dune toe and crest (Δxt and Δxc,
respectively). RF are supervised learning algorithms that can be used for classification and
regression tasks, and whose construction is based on a random ensemble of Decision Trees
(Breiman, 2001). We have trained the ensemble of Decision Trees with the “bagging” method,
featuring 50 trees. This value was selected after performing a correlation sensitivity analysis for
different numbers of trees. Increasing the number of trees to more than 50 did not lead to
appreciable increases in the correlation.
Surrogate model performance is tested here with a k-fold validation, i.e., the input data
is split into a training dataset (or known data) that is used to develop the model, and a testing
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dataset (or unknown data) that is utilized to evaluate the performance of the model (Kohavi,
1995). The modified index of Mielke (𝜆𝜆) (Duveiller et al. 2016; Eq 2.1 and 2.2) is chosen here as
the preferable performance indicator, as it is dimensionless, bounded (ranging from 0 to 1),
symmetric, and easy to compute and interpretable. Other traditional performance metrics such
as Pearson’s correlation coefficient (hereinafter r or correlation coefficient), root-mean squared
error (RMSE), and the standard deviation (STD) are also explored. The modified Mielke index is
computed as follows:
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Where X and Y are observed and simulated data, respectively (although the structure of
the index makes them interchangeable yielding the same results). We tested different values of
k in the validation, where the training dataset should be large enough to produce good results
but small enough to have an adequate number of events that have not been used in the model
development and can be used for validation. We found that r and RMSE from the validation
results stabilized for all morphological variables when k is approximated to five, which suggests
80 would have been the optimal number of events to train surrogate models (chosen as a
tradeoff between computational cost and having enough synthetic events to properly train the
models). A 20-fold cross validation was selected to assess modeling performance, guaranteeing
models were well trained but also ensuring a large number of events were left for validation.
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That means the input dataset is divided into 20 subsets (each comprised of 95 events for training
and 5 events for validation).
Additionally, we performed a hindcast evaluation for Katrina and Ivan, using
oceanographic forcing variables obtained from an ADCIRC+SWAN model (Bilskie et al., 2016;
Passeri et al., 2018b). We compared the results obtained by surrogate models against the dune
erosion variables predicted by XBeach for each hurricane. XBeach change prediction data were
used instead of pre- and post-storm survey data to perform the analysis because the storm
surveys were not performed immediately before and after the extreme events (Passeri et al.,
2018b). This may lead to poorer results and complicate the interpretation of surrogate model
performance. Finally, we examined the performance of surrogate models under different stormimpact regimes for barrier islands as defined by Sallenger Jr (2000) (i.e., swash, collision,
overwash, and inundation). To do so, we combined wave runup estimates using the Stockdon et
al. (2006) formula and tide and surge from the statistically simulated storms to determine which
regime was likely to occur for each transect and event. We then evaluated the agreement
between XBeach outputs and surrogate model predictions for different storm impact regimes.

2.4

Results

2.4.1 Barrier Island Geometries and Morphodynamic Response
The alongshore spatial variation of morphological variables zt, zcM, zcP , area, width, xt,
and xc, derived from pre-Hurricane Ivan survey data, is illustrated in Fig. 2.7a. All variables
present minimum values in the center area of the island (or eastern region of the model domain),
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Moreover, zcM and zcP coincide in most transects of the center region, indicating that the highest
dune is the primary dune of defense and that the area is the most vulnerable. In other locations
of the model domain, dune morphological variables zt, zcM, zcP, xt, and xc do not exhibit the same
variability, which emphasizes the presence of dunes featuring distinct geometric characteristics
but also inhibits a proper region-based dune vulnerability classification. However, both area and
width are highly correlated, presenting average values from transects 1 to 50, maximum values
from transects 50 to 125, and minimum values from transects 125 to 200, approximately. These
spatial variations suggest there are three main areas in terms of flood protection offered by
dunes (at the time the survey was performed): an area of moderate flood protection (transects
1-50), a region of high flood protection (transects 75-125), and a barrier-island segment of low
flood protection (transects 125-200).
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Figure 2.7: Spatial variation of morphological variables as computed from the pre-Hurricane Ivan
survey data (a). Crest height is shown for both the primary frontal (P) and highest (M) dune, and
black dots define transects where they coincide (i.e., the primary frontal dune is the highest
dune). Pre-Ivan barrier-island elevation profiles (black lines) and XBeach-modeled profiles for all
synthetic storms (gray lines) for selected transects (b and c).
To illustrate differences in morphodynamic response, Figs. 2.7b and 2.7c show elevation
changes, as predicted by XBeach for all synthetic storm scenarios, across transects located in
areas with large contrasts in morphologic characteristics. The majority of scenarios in transect
100 (Fig. 2.7b) are tightly constrained to the initial profile, whereas XBeach simulations in transect
150 (Fig. 2.7c) predict substantial profile changes for most scenarios. Regions with lower initial
elevation, and smaller width and area (e.g., transect 150) are more likely to undergo considerable
morphological changes, as compared to transects located in less vulnerable regions (e.g., transect
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100). The morphodynamic behavior along the island is illustrated in Fig. 2.8 for both real events
(Figs. 2.8a and 2.8b for hurricanes Ivan and Katrina, respectively) and four prediction examples
using both XBeach and MARS to model synthetic storms of different erosive potential (Figs. 2.8c
to 2.8f). During both hurricanes Ivan and Katrina, dune crest elevation decreased significantly in
the eastern region of the domain, leading to barrier-island breaching in the Katrina case (note
that a crest elevation of 0 meters means a breach has occurred, as post-storm bathymetric data
were not available in some cases). XBeach and MARS also predict high rates of dune crest erosion
in the eastern region for both hurricanes, but overestimate erosion in the western area as
compared to post-storm survey data. Modelled changes in dune crest height also highlight
increased erosion vulnerability in the eastern (transects 150-200) and western (transects 1-50)
regions of the study domain for moderate (Fig. 2.8c) and extreme (Figs. 2.8e and 2.8f) events.
Significant erosion in the center of the domain (transects 50-125) is mostly constrained to the
most extreme events (e.g., Figs. 2.8e and 2.8f).
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Figure 2.8: Comparison of maximum dune crest elevation as predicted by XBeach and MARS
against survey data for hurricanes Ivan (a) and Katrina (b). Prediction examples of maximum dune
crest elevation, simulated with XBeach and MARS for four selected synthetic events featuring
different erosion potential: moderate (c), insignificant (d), and extreme (e and f) erosive
potential. Plotted lines are smoothened using a five-point moving average for improved
illustration. Shaded areas depict the µ-δ and µ+δ prediction intervals.
2.4.2 Surrogate Model Performance
To assess the performance of the surrogate models, we initially focus on assessing how
well surrogate models reproduce alterations in dune crest height for both the primary frontal
and highest dune, considering different methods for computing changes in crest elevation.
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Results are shown in Table 2.1 for hurricanes Ivan and Katrina in terms of λ, as well as for all
synthetic storm events obtained by the 20-fold validation and averaging λ across all transects.
The cross validation shows two main characteristics among surrogate models. First, ANN and
MARS are the models attaining the best performance in most scenarios, but the difference in
model performance is small. Second, the worst surrogate model performance is found for the
primary dune when considering the movement of the crest. A similar behavior can be seen for
the Ivan and Katrina scenarios. Model performance is slightly worse for the hindcast events than
for the k-fold validation. Nonetheless, we find that increased erosion in the eastern transects
during Ivan (Fig. 2.8a) and Katrina (Fig. 2.8b) is well captured by all surrogate models.
Table 2.1: Modified Mielke index measuring the agreement between XBeach and surrogate
models simulations for the primary and highest dune crest and the two methods for extracting
dune crest height. Results are shown for all synthetic events via a k-fold validation (i.e., transectaveraged λ) and hindcast for hurricanes Katrina and Ivan.
ΔzcFP

ΔzcTP

ΔzcFM

ΔzcTM

K-fold

Ivan

Kat.

K-fold

Ivan

Kat.

K-fold

Ivan

Kat.

K-fold

Ivan

Kat.

MLRM

0.80

0.63

0.65

0.71

0.36

0.34

0.76

0.50

0.49

0.80

0.30

0.42

ANN

0.80

0.74

0.75

0.72

0.56

0.54

0.77

0.68

0.71

0.81

0.65

0.69

MARS

0.82

0.78

0.72

0.71

0.43

0.45

0.76

0.63

0.70

0.81

0.70

0.68

RF

0.75

0.79

0.72

0.70

0.55

0.50

0.72

0.60

0.65

0.75

0.52

0.40

After comparing results from using different methods to extract dune crest height, we
now assess model performance for the other morphological variables (Δzt ,Δzc, Δarea, Δwidth,
Δzt, and Δzc) (as outlined above we focus on the tracking-location method applied to the highest
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dune of each transect). Results are illustrated in the Taylor diagrams shown in Fig. 2.9, where r,
RMSE, and STD from XBeach and surrogate models’ outputs are compared. The best performance
is achieved for dune toe elevation (Fig. 2.9a), dune crest elevation (Fig. 2.9b), area (Fig. 2.9c), and
barrier-island width (Fig. 2.9d). Changes in dune base (Fig. 2.9e) and crest position (Fig. 2.9f) are
poorly predicted by the surrogate models. At the same time, variables representing dune feature
locations are the least relevant variables in the context of flood risk assessments and hence they
will not be considered further in the remainder of the study (see Section 2.5 for more details).
Results in Fig. 2.9 show that MLRM, ANN, and MARS, perform better in simulating the STD across
transects, but lead to similar r and RMSE compared to RF.
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Figure 2.9: Taylor diagrams showing overall skill of the surrogate models through r, RMSE, and
STD: a) Δzt, b) Δzc, c) Δarea, d) Δwidth, e) Δxt, and f) Δxc.
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To further explore the agreement between XBeach and surrogate models, a spatial
variation analysis of λ is performed before selecting the surrogate model of choice. Fig. 2.10
shows how λ varies across all transects, surrogate models, and morphological variables (except
Δxc and Δxt as outlined above). Results from the different surrogate models show similar spatial
patterns within and between different morphologic variables, including poorer performance at
similar locations (e.g., for dune toe elevation around transects number 20, 60, 80, and 100; or for
all morphologic variables around transect number 80).

Figure 2.10: Ribbons show the spatial variation of λ, computed by combining XBeach (our
“ground-truth”) and surrogate model predictions using a 20-fold cross validation. Results are
shown for all considered surrogate models and four morphological variables: a) Δzt, b) Δzc, c)
Δarea, and d) Δwidth. The average values of λ across all transects and for all models are stated in
each panel on the right-hand side.
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Based on the storm-impact regimes for barrier islands defined by Sallenger Jr(2000), we
calculated the likelihood of different regimes for the 100 events at each transect location. Similar
patterns to those in Fig. 2.10 were found in terms of the occurrence of different impact regimes,
i.e., λ was lower in locations at which swash and collision regimes were more likely. This
prompted us to perform an impact regime-based correlation analysis in which, for each transect
and event, we separated all XBeach and surrogate model predictions depending on the impact
regime that was most likely to occur. The performance was subsequently evaluated for each
impact regime separately (Fig. 2.11). Surrogate models perform well when mimicking XBeach
morphologic response during overwash (Fig. 2.11c) and inundation (Fig. 2.11d) regimes, whereas
they perform worse for swash (Fig. 2.11a) and collision (Fig. 2.11b).

Figure 2.11: λ derived from comparing XBeach and surrogate model predictions for
morphological change variables Δzt, Δzc, Δarea, and Δwidth. Results are shown separately for a)
swash, b) collision, c) overwash, and d) inundation regimes into which the respective event would
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fall, and n is the size of the population used for the computation of λ and represents the number
of regime occurrences.
In the context of assessing uncertainties of the surrogate model predictions, an
interesting characteristic of RF is their ensemble algorithm structure, which makes uncertainty
estimation relatively easy compared to other surrogate models (Meinshausen & Ridgeway,
2006). Nonetheless, uncertainty estimations can also be derived for the other models using
appropriate techniques, such as bootstrapping (Efron & Tibshirani, 1986). This allows for a more
complete assessment of the underlying characteristics of the response distribution, for example
through quantile predictions and prediction intervals. We have estimated the MARS µ-δ and µ+δ
(i.e., 16th and 84th percentiles, assuming a normal distribution) prediction intervals for all
morphological variables as ANN and MARS lead to better overall performance in our study, but
MARS features a faster training. We found that about 75% of XBeach morphological change
predictions (accounting for all storms and transects) fall within the MARS prediction intervals,
further highlighting the good performance of MARS. We also assessed how MARS performance
changes if some coastal forcing variables are excluded from the analysis. When only surge and
significant wave height are included, MARS λ drops from 0.81 (on average across transects) to
0.70 for dune crest elevation Δzc.

2.5

Discussion

2.5.1 Morphological Insights
One of the main goals of the present study is to understand complex morphological
processes by statistically modeling a wide range of realistic scenarios. Surrogate models are
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found to predict changes in dune crest elevation with high skill regardless of the type of dune
being assessed, or whether dune crest changes are evaluated at a fixed position or the feature
location is tracked. The worst performance is found for the primary frontal dune using the
tracking-location method probably due to their higher exposure to oceanographic forcing. These
dunes are more likely to be entirely lost during extreme events, leading to a different dune being
picked up in the post-storm profile; this can complicate surrogate model training.
Tracking the highest dune features and their translocation revealed that dune toe, dune
crest, and barrier-island area are predicted with high accuracy. Results for barrier-island width
were slightly worse, indicating that the relationship between barrier-island width and
oceanographic forcing may be too complex to be captured properly by the surrogate models used
here (e.g., Dronkers, 2005). The weakest surrogate model performance was found for the
prediction of the cross-shore location of dune toe (xt) and dune crest (xc). Changes in dune toe
position during a storm are complicated to characterize and hence hard to track by surrogate
models. Poor model performance when predicting dune crest location, however, can also be
caused by the algorithm used to extract dune crest elevations, as erosion during a storm event
may lead to maximum dune elevations being associated to a secondary dune that is different to
the one used to define pre-storm xc (Long et al., 2014).
The skill of the surrogate models exhibits strong spatial variability across transects,
featuring similarities within and between morphologic response variables and models, and linked
to the occurrence likelihood of different storm-impact regimes. Lower performance was found
for transects where swash and collision regimes were more likely. All surrogate models
consistently overpredict erosion during events with small erosive potential, leading to worse
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results for both swash and collision regimes. For instance, we would not expect to see changes
in dune toe or crest during the swash regime according to Sallenger Jr(2000). XBeach was able to
reproduce this appropriately, but all surrogate models predicted very small changes to the dune
structure, which led to disagreements between model predictions. During the collision regime,
the dune toe is prone to suffer erosion as runup reaches the dune base. Although surrogate
models predict dune toe erosion, they simulate small dune crest changes when XBeach predicts
no alterations (similar to what occurs during the swash regime). In addition, dune crest erosion
is also expected if the storm duration is long enough to produce erosion to the point where a
dune is lowered leading to a shift in the storm impact regime (e.g., dune erosion and slumping
leading to overwash; Stockdon et al., 2007), which surrogate models do not capture skillfully. As
the duration of the storm is included in our surrogate models, this finding suggests that other
processes not explicitly included here, such as the presence of vegetation which stabilizes dunes,
may have a larger influence on dune erosion during the collision regime (Charbonneau et al.,
2017; Feagin et al., 2019).

2.5.2 Operational considerations
The design of operational models to predict coastal dune erosion faces challenges related
to computational performance associated with time-consuming numerical models. The average
XBeach simulation time in the modified Dauphin Island grid from Passeri et al. (2018b) (Fig. 2.2)
is one hour per simulation day using 29 (multi-threaded) processors; note that one storm event
can cover multiple days. In contrast, once surrogate models are trained, the run-time to predict
morphological changes across all transects for a single storm is reduced to the order of seconds.
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We have demonstrated that the four considered statistical models and machine-learning
algorithms are suitable to be used as surrogate models for XBeach to predict dune erosion. Here,
we select MARS as the model of choice for the following reasons: they led to better results overall
for both methods to extract dune crest elevation; they showed less spatial variability in
performance than other models; they produced uncertainty estimates effortlessly; and they were
easy and fast to train. The framework presented here has great potential to be used to produce
estimates of changes in the dune system when (ensemble) water level and wave forecasts are
available. This could be a relevant extension (at least for selected critical locations) of the Total
Water Level and Coastal Change Viewer recently developed in a collaboration between the US
Geological Survey, National Oceanic and Atmospheric Administration, and the National Weather
Service (https://coastal.er.usgs.gov/hurricanes/research/twlviewer/).
Although the results presented here are site specific, the general framework can be
transferred to other locations, given the availability of high-resolution topographic/bathymetric
survey data, land use/land cover data to derive friction coefficients and represent areas more
resistant to erosion, overlapping (or partly overlapping) observed/hindcast sea-level and wave
data, a validated and calibrated XBeach model, and appropriate computational resources
depending on the size and resolution of the model domain.
The proposed methodology assumes independency between transects, constant wave
direction, and uniform tide, surge, and wave parameters along the model boundaries. We show
here that these assumptions do not limit the surrogate model performance in our study area, as
wave direction does not exert a large influence on the considered morphological variables (Fig.
2.6) and the back-barrier bay is well connected to the ocean. However, those assumptions might
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complicate the applicability of the proposed framework in places where wave direction is an
important dune erosion driver, back-barriers that are poorly connected, and/or large backbarrier bays where significant water level gradients can develop and affect morphologic change
during storms (McCall et al., 2010; Passeri et al, 2018a, Bilskie, et al., 2018; Sherwood et al.,
2014). In addition, the exclusion of oblique wave angles is another methodology limitation that
could also affect model performance in other regions, as XBeach is initialized with offshore wave
characteristics and cannot handle extremely oblique waves. This neglects wave processes in the
back-barrier environment that can scour dunes facing the estuarine shoreline (Sherman et al.,
2013), which might have a large impact in locations with large back-barrier bays where high wind
waves can develop and/or those significantly exposed to offshore wave forcing. Finally, the
XBeach model utilized here is 2D and accounts for alongshore transport, although surrogate
models treat transects independently. Running 1D XBeach simulations for each transect would
neglect alongshore connectivity and, in a sensitivity test, led to results that were not skillful and
hence not useful to feed into the surrogate models. Training individual, unconnected transects
with alongshore-connected XBeach outputs did not have a considerable effect on surrogate
model performance for most morphologic variables, but it could have a negative effect in places
with significant longshore transport.

2.6

Conclusions

Based on a combination of probabilistic and numerical modeling, along with machinelearning algorithms, we develop an efficient approach to predict changes in the dune system
under storm conditions. This allows for the simplification of complex processes driving the
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morphologic behavior of critical dune features, and the substitution of computationally
expensive numerical models to include dune change predictions into EWS. In this framework, a
probabilistic approach is utilized to enhance the availability of oceanographic forcing data to train
statistical models and use machine learning, so they can predict effectively dune geomorphic
variables that are relevant for coastal flood risk management. We focus our analysis on Dauphin
Island in the northern Gulf of Mexico, where we use probabilistically derived oceanographic
drivers (Wahl et al., 2016) and a calibrated and validated XBeach model (Passeri et al., 2018b) to
develop and test a range of surrogate models. XBeach is used to convert coastal boundary
conditions (i.e., sea level, wave, and storm duration information) into changes in the coastal dune
system. Oceanographic input and XBeach output are then used to build surrogate models, and
once they are properly trained, XBeach is taken out of the prediction process and simulation time
is significantly reduced. We assess the performance of the surrogate models with a k-fold cross
validation and conduct a separate analysis for hurricanes Ivan and Katrina, which both
substantially affected dune morphology along the island.
The proposed approach leads to fast (reducing event simulation times from hours to
seconds) and accurate predictions of barrier-island morphological parameters that are
comparable to XBeach model outputs. All surrogate models performed well in predicting changes
in elevation of dune attributes, when tracking both erosion at a fixed position and dune
translocation, but were not capable of simulating alterations in dune cross-shore position with
high accuracy. Overall, our analysis demonstrates that surrogate models can mimic XBeach and
predict dune morphological variables that are relevant to coastal flood risk management (in
particular dune crest elevation). Furthermore, we showed that surrogate models predict changes
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in the dune system well under the most destructive storm-impact regimes (i.e., overwash and
inundation). MARS is selected here as the preferred model, as it yields best performance in the
k-fold validation, its development is fast, and uncertainty estimates can be easily computed.
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CHAPTER 3 ASSESSING COMPOUND FLOODING POTENTIAL WITH
MULTIVARIATE STATISTICAL MODELS IN A COMPLEX ESTUARINE SYSTEM
UNDER DATA CONSTRAINTS
This chapter is based on manuscript which has been peer-reviewed and is under current
consideration for publication in the Journal of Flood Risk Management.
Santos, V. M., Wahl, T., Jane, R.A., Misra, S.K, White K.D. (Revised). Assessing Compound Flooding
Potential with Multivariate Statistical Models in a Complex Estuarine System under Data
Constraints. Journal of Flood Risk Management.
3.1

Introduction

Flooding is one of the deadliest and costliest natural disasters, particularly in coastal areas
with a relatively higher concentration of exposed populations and assets (Hallegatte et al., 2013;
Hinkel et al., 2014; Wahl et al., 2017). Depending on the location, both extra-tropical and tropical
storms can result in flooding events with a wide range of socio-economic consequences. In
coastal areas, flooding can result from the interaction between freshwater fluxes (high rainfall or
high discharge) and high coastal water levels (tide + surge + waves, or combinations thereof),
when two or more flood drivers exceed high thresholds simultaneously or in close succession
(Raymond et al., 2020; Zscheischler et al., 2020). For instance, the unusual series of winter storms
in the UK in 2013/2014 led to widespread flooding and damage of coastal defenses due to the
joint action of extreme sea levels and waves (Haigh et al., 2016; Santos et al., 2017). In 2017,
Hurricanes Harvey and Irma were categorised among the costliest disasters in the U.S. history
(Amadeo, 2018), leading to significant damages and loss of lives caused by extreme rainfall and
storm surge (Dilling et al., 2017; Sebastian et al., 2017; Wahl et al., 2018). Despite the important
implications for coastal flood risk management, dependence between flooding drivers is often
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ignored and can lead to a misinterpretation of flood risk (e.g., Moftakhari et al., 2017; van den
Hurk et al., 2015; Wahl et al., 2015; Zscheischler & Seneviratne, 2017). To address this issue, a
detailed understanding of potential compounding effects is necessary when building/upgrading
flood risk reduction measures or performing risk analyses to improve resilience against these
high-impact compound coastal and riverine flooding events.
Global and regional assessments provide insights into compound flooding potential over
larger spatial scales (Couasnon et al., 2020; Eilander et al., 2020; Hendry et al., 2019; Kelln et al.,
2020; Marcos et al., 2019; Ward et al., 2018), sometimes also analysing past trends (Wahl et al.,
2015), or predicting future variability (Bevacqua et al., 2018; Moftakhari et al., 2017). However,
every estuarine system is unique and local assessments of the interaction between flooding
drivers provide a deeper understanding of the underlying processes driving compounding effects
at a specific location (Bender et al., 2016; Bevacqua et al., 2017; Couasnon et al., 2018; Jane et al.,
2020; Moftakhari et al., 2019; Serafin et al., 2019). Insights from such local studies can aid
engineers and risk management officials in performing more robust flood risk assessments that
consider compounding effects in the planning, design, and operation of flood risk reduction
measures. Approaches for assessing compound flooding include the implementation of
hydrodynamic and/or hydrologic models (e.g., Gori et al., 2020; Leijnse et al., 2021; SantiagoCollazo et al., 2019), application of statistical models capable of modelling dependence structures
between flooding drivers (Heffernan & Tawn, 2004; Sklar et al., 1959), or a combination of both
(e.g., Moftakhari et al., 2019; Muñoz et al., 2020; Serafin et al., 2019; van den Hurk et al., 2015).
Given their low computational cost and relatively easy implementation, statistical models
provide an ideal way for an initial screening to assess whether, and to what extent, compounding
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effects are relevant. The statistical appraisal of compound events usually requires implementing
event sampling techniques to ensure observations are independent and identically distributed
(IID). Thus, studying extreme co-occurring events in a robust statistical framework requires long
overlapping records from which a sufficiently large number of events can be derived to capture
the dependence structure between drivers. Yet, in many cases only relatively short observational
records are available that are unlikely to be representative of the full range of environmental
forcing conditions. For instance, Ward et al. (2018) highlight that on a global scale, overlapping
discharge and sea level records are usually shorter than 50 years. Overlapping data duration is
especially crucial along hurricane-prone estuarine settings, where observational records may not
contain sufficient events associated with tropical cyclone activity due to the rarity of such events,
which may result in an underestimation of compounding effects and flooding risk. Despite
advances in numerical modelling capabilities leading to longer and more consistent hydrological
forcing records, data scarcity is an acute issue in studies of this nature. In particular, there is a
need for a network to record all relevant variables concurrently, and ideally also provide
information about the total water level response when combined. The uncertainty introduced by
scarce data can lead to consequential uncertainties in assessing flood risk. These uncertainties
can stem from the approaches utilized to sample events from the raw data (e.g., block maxima
(BM) or peaks-over-threshold (POT)), how combinations of flooding drivers are defined (e.g., oneway or two-way sampling), and the statistical model of choice.
The main aim of the present study is to identify the strengths and weaknesses of different
commonly used event sampling techniques and state-of-the-art statistical models when
assessing compound flooding from river discharge and storm surge in a complex estuarine system
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with limited data. We focus our analysis on Sabine Lake, TX, where existing coastal storm risk
management (CSRM) projects are being upgraded and new CSRM systems are proposed, and
where compound flooding effects from riverine discharges and coastal storm surge processes
may be relevant (Couasnon et al., 2020; Ward et al., 2018). The following objectives are
addressed:
1) Develop a response (or impact) function that relates compound flooding drivers
(storm surge and riverine discharge) with water levels inside Sabine Lake.
2) Assess the sensitivity of estimated total water levels to different types of multivariate
statistical models.
3) Assess the sensitivity of estimated total water levels to different event sampling
techniques.
4) Assess the sensitivity of estimated total water levels to removal of outliers from
observational data.

3.2

Study Area Description

Sabine Lake is located at the border of Texas and Louisiana (Fig. 3.1) and connected to the
northern Gulf of Mexico through the Sabine Pass inlet. Port Arthur is the largest town bordering
Sabine Lake, with over 50,000 residents (2010 census). Port Arthur, Beaumont, and Orange are
together known as the “Golden Triangle” and are home to a wide range of nationally critical
petrochemical and industrial assets. Two main rivers flow into Sabine Lake, the Neches and
Sabine Rivers. Both rivers are similar in length and catchment size (Fig. 3.1b). The Neches River
has a basin size of 10,011 mi2 and a length of 416 miles, whereas the Sabine River has a catchment
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size of 9,756 mi2 and is 510 miles long. Historic events, including most recently hurricane Laura,
demonstrate that the study area is prone to flooding by both extra-tropical and tropical storms.
For instance, record rainfalls during the first week of March in 2016 in the Sabine River basin
resulted in Deweyville, TX, being only accessible by air or boat (Breaker et al., 2016; McIntosh &
Lander, 2016). In 2017, Port Arthur suffered severe flooding during Hurricane Harvey. Although
primarily driven by extreme rainfall and river discharge, flooding was likely exacerbated by a
moderate storm-driven surge which hindered water drainage from Sabine Lake into the Gulf of
Mexico over several days (Jonkman et al., 2018; Sebastian et al., 2017; Valle-Levinson et al.,
2020).

Figure 3.1: Overview of the study area, including locations of tide and stream gauges (a),
schematic of the Sabine and Neches river watersheds (WS) (b), and length of available data
records in the area (c).
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3.3

Data

Our main focus is to assess the interaction between discharge, provided by the Neches
and Sabine rivers flowing into Sabine Lake, and storm surge (or non-tidal residual; NTR). Other
processes and/or inflows that may affect the water levels inside the lake include locally generated
waves, discharge from smaller streams like Taylor Bayou, direct precipitation onto the lake, and
overland flow. However, their contribution is small compared to the discharge from Sabine and
Neches rivers entering the lake (TWDB, 1981). Depending on the hydrodynamic characteristics
of the system, tides can also influence flooding consequences during compound events.
However, the tidal amplitude at our study site is relatively small compared to extreme NTR events
and tide-surge interaction is relatively minor. It is noted that Sabine Pass often makes the list as
one of the locations with the highest number of days of “chronic nuisance flooding” within the
continental United States (Sweet et al., 2020). We focus here on analyzing the dependence and
associated compounding effects stemming from the meteorologically driven components of
surge and discharge.
We use river discharge because it represents near-term runoff from a storm event that
contributes to the riverine water levels at the confluence with Sabine Lake, where it interacts
with coastal water levels. Discharge data are obtained from the U.S. Geological Survey Stream
Gauge (SG) network (https://waterdata.usgs.gov/nwis/rt). SGs located near the mouths of the
Neches and Sabine rivers and associated tributaries are shown in Fig, 3.1a. Discharge is available
in hourly and daily time steps, but the record of the latter is significantly longer for most SGs (Fig.
3.1c) and hence used in the analysis.
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Coastal water levels are obtained from hourly sea level data reported at National
Oceanographic

and

Atmospheric

Administration

(NOAA)

tide

gauges

(TGs)

(https://tidesandcurrents.noaa.gov/) located in and around Sabine Lake (Fig. 3.1a). TGs measure
the total still water level, which includes mean sea level (MSL), tides, and NTR including effects
of wave setup, currents, atmospheric pressure, winds, precipitation, and runoff processes. As we
are interested in assessing the interaction between discharge and coastal NTR, we remove trends
(due to sea-level rise), MSL seasonality, and the tidal signal from the observed water levels. To
detrend the data for sea level rise impacts we use a linear fit. Seasonal MSL is removed by
subtracting a running monthly mean. Tidal effects were removed using the NOAA tidal predicted
water level values in order to derive hourly NTR values. From the latter we derive the maximum
daily NTR which can be directly paired with daily discharge data.
To assess compounding effects, we quantify how the interaction between flooding drivers
can lead to, or can exacerbate, a response (or impact) variable of interest. In our case study, the
flooding drivers are coastal NTR and discharge from both Sabine and Neches rivers, whereas the
response variable is the NTR inside Sabine Lake, which is affected by the interaction between
both the coastal and riverine components. We use NTR data from the tide gauge Sabine Pass
North (TG 2 in Fig. 3.1a) to represent the coastal hydrological forcing, as it provides the longest
record in the direct vicinity of the study site. Discharge is taken from stream gauges at Evadale
(SG 5 in Fig. 3.1a) and Ruliff (SG 7 in Fig. 3.1a) to represent inflows coming from the Sabine and
Neches rivers (hereinafter referred to as DS and DN, respectively). Inside Sabine Lake, the tide
gauge at Port Arthur (TG 3 in Fig. 3.1a) measures the NTR generated by the interaction between
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both flooding drivers, which is considered here as the response variable (hereinafter referred to
as WL). The WL across a lake can be affected by local wind forcing, thus in a perfect scenario the
WL inside the lake would be represented by the average of measurements taken at different
locations around the lake. To explore the variation, we examined the differences in WLs from
two tide gauges located in the lake: TG3 located in east of the lake and TG4 located in the
northeast of the lake, close to the mouth of the Neches River (Fig. 3.1). Given where they are
located in the lake, winds blowing latitudinally or diagonally might affect them differently, while
longitudinal winds would induce the same effect on both. For the extreme events identified in
overlapping records (see Section 3.4.1 for more details about sampling techniques), a root-meansquare error (RMSE) of 0.05 m was found between the extreme WL events at the two gauges
leading us to conclude that local wind effects are negligible for the particular focus of our analysis.
We use TG3 to define the response variable in our analysis, as TG4 records are likely more
influenced by discharge due to its proximity to the mouth of the Neches River.

3.4

Methodology

There are different choices one must consider when assessing compound flooding using
multivariate statistical models, starting with the selection of the model to capture correlations
between drivers. Here, we compare two different multivariate statistical models that are
commonly used: copulas (Sklar, 1959) and the Heffernan & Tawn (2004) model (hereafter HT04).
Another important choice is the methodology employed to sample a set of events from the raw
data, from which dependence will be modelled. While some models require a specific approach
to sampling (i.e., HT04 utilizes declustered exceedances over a threshold), the choice of sampling
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is subjective when using copulas. For copula models, we test two different sampling techniques,
namely POT and BM (see Section 3.4.1).
The framework followed to assess compound flooding using either approach (copula or
HT04 modelling) is similar in implementation and outlined in Fig. 3.2. The framework is divided
into four main steps. First, extreme events are sampled from the time series ensuring they are
IID and by conditioning on each variable in turn (green color in Fig. 3.2). Second, the sampled
events are used to train a response function that links flooding drivers (used as predictors) and
the associated response variable (the predictand; here WL in Sabine Lake) (grey color in Fig. 3.2).
For simplicity and to ease comparison between the different sampling approaches considered
here we use multiple linear regression models (Seber & Lee, 2012) for this purpose. Third,
suitable marginal distributions are derived for the IID flooding driver events (i.e., surge and
discharge) (orange color in Fig. 3.2). We test a wide range of probability distributions commonly
used in hydrologic analysis and select the best fitting according to the Aikake Information
Criterion (AIC) (Sakamoto et al., 1986). The declustered exceedances are fit to a Generalized
Pareto Distribution (GPD) (Coles et al., 2001). Fourth, different multivariate statistical models are
tested and used to capture dependence between flooding drivers. Once an appropriate model
has been selected, it is used to create a large set of synthetic events; first in probability space and
then transforming all variables into real units via the previously identified marginal distributions
(blue colour in Fig. 3.2).
After completing these analysis steps, we use the synthetic surge-discharge combinations
along with the response function (from step 1) to predict the response variable WL; this is shown
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by the connection between orange and grey boxes in Fig. 3.2. Compounding effects are assessed
by repeating this procedure for two scenarios, one accounting for existing dependences between
flooding drivers and another one assuming independence between flooding drivers. Comparing
the results from these two approaches allows quantification of the compounding effects for a
range of relevant annual exceedance probabilities (AEPs).
In the following two subsections we provide an overview of both statistical models,
highlighting the different pre-processing steps. The analysis is performed using a trivariate
statistical modelling approach (considering NTR, DN, and DS). We also tested a simplified bivariate
approach where both river inflow time series are additively combined; we only show the final
results for this analysis to compare against the trivariate approach.

Figure 3.2: Steps involved in data pre-processing (green), marginal analysis (orange), dependence
modelling (blue), and developing a response function (grey).
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3.4.1 Sampling and dependence modelling with copulas
Data pre-processing for the application of copula models in the context of our analysis
requires defining appropriate variable combinations that optimally explain the behaviour of the
response variable. Sampled events from the time series should be IID and contain information
of the memory of the system when significant lags between flooding drivers and the response
variable exist. We employ the two most frequently used methods (Ferreira & de Haan, 2015) to
identify extremes: BM (Gumbel, 1958) and POT (Pickands III, 1975). The BM approach consists of
dividing the time series of a given variable into non-overlapping periods of equal size (blocks)
from which the maximum observation in each period is computed. As data are limited for our
case study, blocks are defined on a monthly basis (e.g., Menéndez & Woodworth, 2010) instead
of using annual maxima. BM ensures events are IID, but information about multiple extreme
events happening in the same period is lost. The POT approach addresses this issue by selecting
exceedances above a threshold. The threshold should be high enough so that selected events can
be considered extremes (to not violate the asymptotic justification of the extreme value model)
while also obtaining enough events to derive robust distribution parameters to reduce variance.
Previous studies used thresholds resulting in approximately 3 to 5 events per year (e.g. Cao et al.,
2020; Serafin & Ruggiero, 2014). POT exceedances must be declustered to ensure that the
selected events abide by the IID rule (Davison & Smith, 1990). Declustering approaches may differ
depending on the variable in question and its behaviour at a specific site. Here, we use the
meteorological independence criterion (Ciavola & Coco, 2017) to decluster events, using a threeday window for surge (e.g., Haigh et al., 2016). The appropriate declustering window for
discharge is highly site specific and depends largely on the catchment characteristics. After
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applying a range of high thresholds and assessing the average duration of the exceedances, a
seven-day window was used to decluster discharge series as events rarely lasted longer than a
week. For a few events, these declustering windows were inappropriate, and in these instances
exceedances were declustered manually by taking the maximum value from the observations
exceeding a high threshold during a given event. For example, Hurricane Harvey´s surge and
extreme discharge lasted longer than three and seven days, respectively.
In coastal regions, the complex interplay between storm surge and discharge can lead to
compounding effects through multiple processes, which can be classified into three main
mechanisms (Wahl et al., 2015; Zscheischler et al., 2020); in case (1) both drivers are extreme
and in cases (2) and (3) only one is extreme but the other one still contributes to cause or increase
impacts:
1) The joint occurrence of extreme freshwater drivers and extreme NTR may elevate WLs
to a point where flooding occurs and/or impacts are exacerbated,
2) An extreme storm surge causes widespread flooding and impacts are aggravated by
moderate rainfall and/or discharge, and
3) The impacts of an extreme discharge or precipitation event are amplified through the
interaction with a moderate storm surge which blocks or slows down drainage.
Two distinct approaches have been used in the past when selecting extreme event
combinations that cover all the above-mentioned mechanisms: the impact-based approach (e.g.,
Bevacqua et al., 2017) and the n-way sampling approach (e.g., Wahl et al., 2015; Ward et al.,
2018), where n indicates the number of flooding driver variables considered. The impact-based
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approach takes IID extreme events from the response variable (in our case WL inside Sabine Lake)
and identifies coincident (or near-coincident) values of the flooding drivers (here NTR, DN, and
DS). The n-way sampling approach is similar in implementation but is applied to all flooding
drivers and carried out n times, conditioning on one variable at a time. For instance, if NTR is the
conditioning variable, we first identify IID extreme NTR events and then match them with (near)coincident observations of the other (conditioned) flooding drivers. In this study, the n-way
sampling approach is utilized as the available data length for the impact variable is shorter (~ 6
years; TG 3 in Fig. 3.1c) compared to the overlapping records of flooding drivers (~ 34 years; TG
2, SG 5, and SG 7 in Fig. 3.1c). Moreover, we found that NTR peaks (at the coast) usually coincide
with WL peaks (inside Sabine Lake), which means that the impact-based approach would likely
lead to a very similar set of events compared to the n-way sampling approach when conditioning
on NTR.
When matching the conditioning variable with the conditioned variables we use the
following approach. When NTR is the conditioning variable we pair declustered maximum daily
NTR with the coincident river discharges (DS and DN, respectively). When discharge is the
conditioning variable, we first find the highest NTR within a 10-day window of the discharge
peak(s) and then select the discharge values that coincide with the identified NTR. As outlined in
the previous paragraph, NTR was identified as the main driver for WL inside Sabine Lake and
hence by following this approach we identify the flooding driver combinations which most likely
resulted in the highest WL.
Once the multivariate samples of the flooding drivers have been identified, copulas can
be used to model their dependence structure. Copulas are attractive for this kind of analysis as
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they enable the dependence structure between the contributing variables and their marginal
characteristics to be modelled separately (Nelsen, 2007). Sklar et al. (1959) describes the
connection between a copula 𝐶𝐶 and a bivariate cumulative distribution function (CDF) 𝐹𝐹𝑋𝑋𝑋𝑋 (𝑥𝑥, 𝑦𝑦)

of any pair of variables (𝑋𝑋, 𝑌𝑌) as follows:

( 3.1 )

𝐹𝐹𝑋𝑋𝑋𝑋 (𝑥𝑥, 𝑦𝑦) = 𝐶𝐶[𝐹𝐹𝑋𝑋 (𝑋𝑋), 𝐹𝐹𝑌𝑌 (𝑌𝑌)]

where 𝐹𝐹𝑋𝑋 (𝑥𝑥)and 𝐹𝐹𝑌𝑌 (𝑦𝑦)are the univariate marginal distributions. The bivariate probability

density function (PDF) has the following form:

( 3.2 )

𝑓𝑓𝑋𝑋𝑋𝑋 (𝑥𝑥, 𝑦𝑦) = 𝑐𝑐[𝐹𝐹𝑋𝑋 (𝑥𝑥), 𝐹𝐹𝑌𝑌 (𝑦𝑦)]𝑓𝑓𝑋𝑋 (𝑥𝑥)𝑓𝑓𝑌𝑌 (𝑦𝑦)

where 𝑓𝑓𝑋𝑋 (𝑥𝑥) and 𝑓𝑓𝑌𝑌 (𝑦𝑦) represent the marginal PDF’s. To simulate a realization (𝑥𝑥, 𝑦𝑦) from

(𝑋𝑋, 𝑌𝑌), first simulate a 𝑢𝑢 variate on [0,1].

The following conditional distribution of {V given 𝑢𝑢}:

𝑐𝑐𝑢𝑢 (𝑣𝑣) = ℙ{𝑉𝑉 ≤ 𝑣𝑣|𝑈𝑈 = 𝑢𝑢} =

𝜕𝜕

𝜕𝜕𝜕𝜕

𝐶𝐶(𝑢𝑢, 𝑣𝑣)

[−1]

is exploited to obtain 𝑣𝑣 by setting 𝑣𝑣 = 𝑐𝑐𝑢𝑢

(𝑥𝑥, 𝑦𝑦) using the probability integral transform:

( 3.3 )

(𝑢𝑢). Subsequently, (𝑢𝑢, 𝑣𝑣) are transformed to

[−1]

𝑥𝑥 = 𝐹𝐹𝑋𝑋 (𝑢𝑢)
�
[−1]
𝑦𝑦 = 𝐹𝐹𝑌𝑌 (𝑣𝑣)

( 3.4 )

More details about simulations using copulas and sampling algorithms are described by

Salvadori et al. (2007).
For the copula analysis we use rank order statistics to convert combinations of NTR and
discharge events to the unit hyper-square (for bivariate analysis) or unit hyper-cube (for trivariate
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analysis). Then we derive copula parameters for a set of 40 different copulas (using the
VineCopula R package version 2.3.0; Schepsmeier et al., 2015) using the maximum pseudolikelihood estimator (Kojadinovic & Yan, 2010). The best-fit copula model is selected by
comparing the dependence structures of observations and simulations through AIC, and
employing a goodness-of-fit test (Genest et al., 2009) to assess whether the selected copula
model is appropriate.
The equations and explanation above refer to the bivariate case, which is considered here
only for comparison purposes (and only final results are shown in Fig. 3.10) by combining
discharge time series from the Neches and Sabine rivers.
For our main analysis we consider NTR and discharge from both rivers separately; this
trivariate approach is implemented using Vine copulas (Aas et al., 2009). Vine copulas are a type
of pair-copula construction which allow a multivariate probability density to be represented as
the product of a cascade of pair-copulas and marginal densities. This hierarchical construction
provides more flexibility compared to the limited set of higher-dimensional copulas, as the
bivariate copulas can be selected from a wide range of copula families. The regular Vine (Bedford
& Cooke, 2001) is a graphical model organizing the many possible pair copula decompositions,
which quickly becomes large as the number of dimensions increases. In the model, the
dependence structure is determined by the bivariate copulas and a nested set of trees. The
canonical (or C-) Vine and D-Vine are two special cases of regular vines, each providing a specific
recipe for decomposing the multivariate probability density. Each of the three possible
decompositions of a three-dimensional copula density are simultaneously a C- and a D-vine (e.g.,
Jane et al., 2020). There are three possible regular vine models on three variables depending on
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the ordering of the variables. The VineCopula R package implements the sequential method in
Dissmann et al. (2013) to select among the regular vine structures. The method selects the
arrangement yielding spanning trees which maximize the sum of absolute the empirical Kendall’s
rank correlation coefficient (τ; Kendall, 1938) between the variable pairs at each step. The best
fitting bivariate copula family between each variable pair is then determined by the AIC. For more
information on fitting and simulating from vine copulas consult Aas et al. (2009).

3.4.2 Sampling and dependence modelling with the HT04 model
We employ the HT04 model as an alternative way to capture marginal and dependence
characteristics of the relevant flooding drivers when at least one is extreme. The HT04 model fits
multivariate regression models to the conditional samples, capturing the dependence through
the regression parameters and associated residuals rather than prescribing a parametric
distribution. In common with the copula approaches, the marginal and dependence modelling
are carried out independently. Let Xt = (Xi,…,Xj)t be a time series of a set of flooding drivers. The
marginal behaviour of each flooding driver is analysed individually by applying the POT method
to define declustered extremes and fitting a GPD to the excesses above a sufficiently high
threshold ui. The empirical distribution 𝐹𝐹�𝑖𝑖 of Xi is combined with the GPD above the threshold
(ui), resulting in the following semiparametric function (Coles & Tawn, 1991):
𝐹𝐹�𝑖𝑖 (𝑥𝑥)

𝐹𝐹�𝑖𝑖 (𝑥𝑥) = �

1 − (1 − 𝐹𝐹�𝑖𝑖 (𝑢𝑢𝑖𝑖 )) �1 +

𝑥𝑥 ≤ 𝑢𝑢𝑖𝑖

−1�
(𝑥𝑥−𝑢𝑢𝑖𝑖 )
𝜉𝜉𝑖𝑖
𝜉𝜉𝑖𝑖
�
𝛽𝛽𝑖𝑖

𝑥𝑥 > 𝑢𝑢𝑖𝑖
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( 3.5 )

Where 𝑖𝑖 denotes a given flooding driver, 𝛽𝛽𝑖𝑖 > 0 and 𝜉𝜉𝑖𝑖 ∈ 𝑅𝑅 are the GPD parameters. In

the dependence analysis, the variables are converted to common scales to remove the marginal

information and ensure only information regarding the dependence structure remains. When
implementing the HT04 approach, the variables are typically converted to standard Gumbel
marginal distributions obtained by setting 𝑌𝑌𝑖𝑖 = − log ( − log�𝐹𝐹�𝑖𝑖 (𝑋𝑋𝑖𝑖 )�). Letting 𝑌𝑌−𝑖𝑖 be the vector

of all drivers expect 𝑌𝑌𝑖𝑖 on the transformed scale, the HT04 model is generally implemented

utilizing the multivariate nonlinear regression model:
𝑌𝑌−𝑖𝑖 |𝑌𝑌𝑖𝑖 = 𝑎𝑎𝑌𝑌𝑖𝑖 + 𝑌𝑌𝑖𝑖𝑏𝑏 𝑍𝑍

( 3.6 )

𝑓𝑓𝑓𝑓𝑓𝑓 𝑌𝑌𝑖𝑖 > 𝑣𝑣,

where 𝑣𝑣 is a high threshold on 𝑌𝑌𝑖𝑖 , 𝑎𝑎 ∈ [0,1] and 𝑏𝑏 < 1 are parameters, and 𝑍𝑍 is a vector

of residuals. Parameter estimation is carried out using maximum-likelihood estimation under the

temporality assumption that 𝑍𝑍 follows a normal distribution with unknown mean and variance.

Asymptotically, 𝑌𝑌𝑖𝑖 > 𝑣𝑣 is statistically independent of 𝑍𝑍, thus 𝑣𝑣 should be large enough for this

condition to hold. A detailed description of the rejection sampling methodology involving
conditioning a variable to exceed 𝑣𝑣 and independently sampling joint residuals to simulate
extreme events is given in Wyncoll & Gouldby (2015), among others. The HT04 model is only
applied for the trivariate analysis, not in the simplified bivariate approach outlined above.

3.5

Results

The results section is structured as follows. The first subsection shows the performance
of the response function that relates the flooding drivers to the response variable. The second
subsection summarizes the results from the copula analysis for both BM and POT sampling
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methods as well as when removing outliers. The third subsection shows results from the HT04
model (including sensitivity to outlier removal) and concludes with a comparison of the
compounding effects derived by all the different approaches.

3.5.1 Response function
A response function that relates the three flooding drivers (NTR, DN, and DS) to the
response variable (WL) requires overlapping data for all four variables. This overlapping data
duration is ~6 years in our case. We use the impact-based sampling approach to identify high WL
values and coincident flooding drivers. Simple (in the bivariate cases) and multiple (in the
trivariate cases) regression models are used here. Results of the model performance from a 10fold cross validation are shown in Fig. 3.3 for the different cases considered in the analysis.
Overall, the monthly BM approach (Figs. 3.3a and 3.3c) leads to better results compared to the
POT sampling approach. This is due to the BM approach ignoring some extreme events, i.e. when
two extremes happened in the same month only the most extreme is sampled and conversely it
includes more moderate events when no extreme occurred in a given month. The latter are
better captured by the regression model implemented here for the response function. On the
contrary, the POT sampling results in an underestimation of the most extreme WL events in the
lake; the notable outlier (circled in red) in Figs. 3.3b and 3.3d denotes hurricane Harvey.
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Figure 3.3: Performance of the response functions assessed by a 10-fold cross validation for the
bivariate BM (a) and POT (b) sampling, and the trivariate BM (c) and POT (d) sampling. For POT,
we chose a threshold leading to between three and five events per year on average, which
translates to approximately the 97th percentile threshold applied to the response variable WL.
3.5.2 Copula analysis to assess compounding effects
First, we present the results for the BM approach (Figs. 3.4 and 3.5). As we are using an
n-way sampling procedure that leads to three distinct samples, we only show results for the
conditioning case that captures the strongest compounding effects; for the BM approach this
happens when we condition on DS. Other cases are also analyzed and included in the comparison
Fig. 3.10 but detailed results are not shown. We identify 406 discharge-surge pairs and their
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Kendall’s τ reaches values of 0.17, 0.18, and 0.49 for the NTR-DN, NTR-DS, and DS-DN pairs,
respectively; all statistically significant at the 95% confidence level. Figs. 3.4a to 3.4c show the
marginal distributions that are selected for the individual flooding drivers; results are shown for
all selected events (black) and when removing outliers (green; hurricanes Ike and Harvey
removed). Removing the outliers leads to better marginal fits but AEP WLs decrease. Based on
the AIC we select the Generalized Extreme Value (GEV) distribution for NRT (Fig. 3.4a) and
Weibull distribution for river discharges (Figs. 3.4b and 3.4c). Figs. 3.4d to 3.4f show scatter plots
of the observed and modelled (via vine copulas) variable pairs highlighting that the selected
copula models can reproduce the observed dependence structures. The Vine-copula structure
which best describes the dependence between drivers contains two Frank copulas and the Joe
copula.
Using the simulated pairs of flooding drivers (red dots in Figs. 3.4d to 3.4f) we derive the
response variable WL with the response function outlined in Sec. 3.5.1, and repeat the analysis
under the assumption of independence. Fig. 3.5 shows that the WL AEP curves accounting for
dependence and using all data (red) are higher than when assuming independence (blue),
indicating the existence of compounding effects. For the 1% AEP event, the WL derived with the
dependence case is 15 cm higher than the one derived under the independence assumption. To
assess the sensitivity of the results to outliers the analysis was repeated with outliers removed.
More specifically, we are interested in removing the effect of extreme tropical cyclones in the
records (Hurricanes Ike and Harvey), as these events belong to a different population for which
available records do not provide a robust enough sample to identify an appropriate theoretical
distribution. We have identified these on the basis of boxplots of the univariate data sets (not
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shown), where an outlier is defined as any observation further than three standard deviations
from the mean. The differences across the modelling approaches with dependence included or
ignored persist when outliers are removed but become smaller, demonstrating the sensitivity of
the AEP to individual extreme events in both the marginal distributions (Fig. 3.4) and response
variable (Fig. 3.5) when short data records are used.

Figure 3.4: (a-c) Plotting positions (crosses) and the theoretical distributions selected as marginal
distributions with 95% confidence levels (green: all events; black: outliers removed). (d-f)
Observed data pairs (black) and 48,000 simulated (equivalent to 4,000 years of data) pairs (red)
from the fitted Vine copula in the probability space.
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Figure 3.5: WL AEP curve for the n-way BM sampling approach when conditioning on DS and
modelling dependence with Vine copulas. The response variable WL derived with multiple
regression models using triplets of the flooding drivers as predictors when assuming
independence (blue when all data are used; grey when outliers are removed) and when
preserving dependence through the Vine copula (red when all data are used; black when outliers
are removed).
In the remainder of this subsection, we show the results for the POT approach (Figs. 3.6
and 3.7). The application of POT to define events requires the selection of a relevant threshold
by which exceedances are determined and declustered. We chose this threshold in such a way
that approximately three events per year are selected on average. Similar to the monthly maxima
approach, we show detailed results when DS is the conditioning variable, as this conditioning case
captures the strongest compounding effects. The 80th percentile was applied to derived
declustered events, resulting in 96 events. This relatively low threshold is explained by the need
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to use a large storm window to decluster discharge events, which lowers the length of data that
can be utilised to sample events. Kendall´s τ reaches values of 0.03, 0.08, and 0.43 for NTR-DN,
NTR-DS, and DS-DN pairs, respectively; only the correlation between the two discharges is
significant at the 95% confidence level. Despite the rank correlation values being different, the
overall picture in terms of the strength of dependence between different drivers is the same as
in the monthly maxima approach. Based on the AIC we select the Log-normal distribution as the
marginal distribution for NTR (Fig. 3.6a) and Weibull distributions for the river discharges (Figs.
3.6b and 3.6c). The Vine-copula structure that best describes the dependence between drivers
again contains two Frank copulas and the Joe copula. The simulations provided by the copula
models (Figs. 3.4d to f; and 3.6d to f) rarely exceed the highest observations despite synthetic
records being significantly longer. In the copula models shown here, the outliers show there
could be underestimation especially in the tail of the distributions: data shortness leads to few
extremes, which affects the robustness of the marginal fit. Differences in the WL return levels
from using simulated triplets under the dependence and independence assumptions are similar
to those derived with the monthly maxima approach (i.e., approximately 15 cm for the 1% AEP
event) (Fig. 3.7). The effect of outlier removal is also evident here, but smaller as compared to
the monthly maxima case (Figs. 3.6a to c, and 3.7).
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Figure 3.6: (a-c) Plotting positions (crosses) and the theoretical distributions selected as marginal
distributions with 95% confidence levels (green: all events; black: outliers removed). (d-f)
Observed data pairs (black) and 12,000 simulated (equivalent to 4,000 years of data) pairs (red)
from the fitted Vine copula in the probability space.
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Figure 3.7: WL AEP curve for the n-way POT sampling approach when conditioning on DS and
modelling dependence with Vine copulas. The response variable WL derived with multiple
regression models using triplets of the flooding drivers as predictors when assuming
independence (blue when all data are used; grey when outliers are removed) and when
preserving dependence through the Vine copula (red when all data are used; black when outliers
are removed).
Overall, both the BM and POT approaches lead to similar conclusions in terms of the
existence and strength of compounding effects. However, differences exist in the strength of
dependence between the flooding driver pairs, where lower rank correlation coefficients are
found in the POT approach. The fact that significant dependence only exists between the river
discharges, yet both approaches indicate similar compounding effects, highlights that cooccurrences of extreme discharges in the two rivers play an important role in generating these
compounding effects. Although the correlation with NTR is low in the POT approach, the
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concurrent NTR values are often moderately high, hindering efficient conveyance of the high river
discharge into the Gulf of Mexico.

3.5.3 HT04 analysis to assess compounding effects
Lastly, we apply the HT04 model to confirm the existence and quantify potential
compounding effects between flooding drivers including an assessment of the sensitivity of the
results to outlier removal. Results from the HT04 model are shown in Figs. 3.8 and 3.9. The
response function used to transform HT04-derived simulations into real units is the 3D function
leading to the highest performance (3D-BM in Fig. 3.3). The marginal distributions are GPD for all
flooding drivers (Figs. 3.8a to c), as events are defined based on declustered POT exceedances
following the sampling technique that is specific to the HT04 model; results are again shown for
all data (black) and when outliers are removed (green). The comparison between observed and
modelled pairs (black and red dots in Figs. 3.8d to 3.8f) shows that the dependence structures
between variable pairs are captured. In contrast with the previously shown copula models,
various simulations exceed the highest discharge/NTR observations, indicating this model, which
uses GPDs as marginals, may be more appropriate in the face of short records. Fig. 3.9 shows
notable differences in the AEP WLs of the response variable between the dependence (red) and
independence (blue) assumptions when using all data. Compounding effects are stronger
compared to those identified with the copula modelling approaches, leading to differences
between dependence and independence cases of approximately 35 cm for the 1% AEP event (Fig.
3.10). However, the response function changes notably, and compounding effects disappear
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when hurricanes Ike and Harvey are removed, indicating higher sensitivity of the HT04 approach
to outlier removal.

Figure 3.8: (a-c) Plotting positions (crosses) and the theoretical (GPD) distributions selected as
marginal distributions with 95% confidence levels (green: all events; black: outliers removed). (df) Observed data pairs (black) and simulated (equivalent to 2,000 years of data) pairs from the
fitted HT04 model in the probability space.

73

Figure 3.9: WL AEP curve for the HT04 approach. The response variable WL derived with multiple
linear regression models using simulated triplets of the flooding drivers as predictors when
assuming independence (blue when all data are used; grey when outliers are removed) and when
preserving dependence through the HT04 model (red when all data are used; black when outliers
are removed).
Fig. 3.10 shows the comparison of the compounding effects derived when subtracting the
response function obtained under the independence assumption (WLi; blue curves in Figs. 3.5,
3.7, and 3.9) from the one obtained when modelling the dependence (WLd; red curves in Figs.
3.5, 3.7, and 3.9). We refer to the resulting curves as ‘delta curves’ and note that our main focus
is on these differences that represent compounding effects, as opposed to the absolute WL
values derived in either case. For each of the copula modelling approaches we combine the delta
curves for the different conditioning cases (including the ones not shown in detail above) by
identifying for each AEP the highest value along the different delta curves ,i.e., delta curves are
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merged using an envelope that follows the highest values. In Fig. 3.10 (the “2D” curves) we also
show the results for the simplified bivariate analysis where river discharge time series are
combined. It is evident that this simplification does not appropriately capture the compounding
effects that are otherwise evident, when both river discharge time series are treated separately.

Figure 3.10: Difference between dependence and independence WL curves (delta curves) for all
statistical models considered in the analysis. Delta curves derived from approaches that use the
n-way sampling approach are obtained by taking the highest difference for a given AEP across
the three conditioning cases.
3.6

Conclusions

Here we develop and implement a framework that includes a range of different modelling
approaches to explore compound flooding potential from riverine discharge and storm surge (or
NTR) in Sabine Lake, TX. Sabine Lake is part of a complex estuarine system that receives discharge
from two main rivers, the Neches and Sabine, and is connected to the Gulf of Mexico. Data
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constraints with short discharge and sea level records make a reliable statistical assessment
challenging. This led us to explore the sensitivity of the results to different multivariate models,
sampling techniques, and removal of outliers.
In terms of multivariate statistical models, we employ (vine) copulas and the HT04 model,
which are able to sufficiently capture the dependence structures between different flooding
drivers when at least one can be considered extreme. For copulas, we use two approaches to
sample extreme events, BM and POT, conditioning the flooding drivers using an n-way approach
that samples from one variable at a time and ensures the longest records available in the study
area are used. BM (here monthly maxima) offers the advantage of selecting a more balanced set
of events that increases the performance of a response function relating flooding drivers and the
response variable (WL). However, some extreme events are lost in the sampling process, which
may contain relevant information on potential compounding effects. The POT approach only
selects the most extreme events which are of most interest from a flooding perspective but also
the hardest to model; consequently it is outperformed by the BM approach in the response
function modelling.
Both BM and POT approaches point to the existence of compounding effects at the site
of similar magnitude; e.g., differences of ~15 cm in the 1% AEP WL of the response variable when
comparing results from the dependence and independence assumptions. Results indicate that
the co-occurrence of extreme discharge events from both rivers play an important role in
generating compounding effects, in combination with moderate storm surges. Hence, a
simplified bivariate analysis does not capture compounding effects in the same manner as the
trivariate approaches used here. The disadvantage of the n-way sampling approach lies in the
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more complicated aggregation of results, as the methodology has to be implemented separately
for each flooding driver. Such aggregation is straightforward when using the HT04 model. The
latter provides an improved representation of the most extreme events and leads to larger
differences of ~35 cm between dependence and independence return level curves for a 1% AEP
event. However, the HT04 model is more sensitive to the removal of outliers in terms of
compounding effects being detected compared to the copula approaches. The simulation
procedure for the HT04 method involves resampling observed residuals (from the regression)
rather than sampling from a fitted distribution and therefore it is expected that the results are
more sensitive to the removal of the two largest events on record. Overall, large uncertainties in
all considered approaches are associated with data scarcity and the presence of outliers caused
by tropical cyclones. Taking a conservative approach, we identify the HT04 to be the best
candidate, as it provides a good marginal fit and representation of the most extreme events in
the dependence modelling.
The framework implemented here is generic and can be transferred to other locations
with appropriate observational data or model hindcasts of the different flooding drivers. The
analysis is particularly useful for initial assessments regarding the existence and importance of
compounding effects, and can also help guide more complex process-based numerical modelling
studies, e.g., by identifying the dominant driver(s) of compounding effects and choosing
combinations of process-based models accordingly. An avenue for future research is the inclusion
of volumetric flow rate in the modelling framework by accounting for the duration of the events.
Although the incorporation of additional variables would significantly increase the complexity of
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the multivariate statistical model, the consideration of volume is noticeably relevant for gate
operations and the appraisal of compound flooding potential.
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CHAPTER 4 ON THE EFFECT OF NATURAL CLIMATE VARIABILY IN THE ROBUST
ESTIMATION OF COMPOUND FLOODING PONTENTIAL WITH MULTIVARIATE
STATISTICAL MODELS
This chapter is based on excerpts from a manuscript which has been peer-reviewed and is under
current consideration for publication in Hydrology and Earth System Sciences.
Santos, V. M., Casas-Prat, M., Poschlod, B., Ragno, E., van den Hurk, B., Hao, Z., ... & Najafi, H.
(2020). Multivariate statistical modelling of extreme coastal water levels and the effect of climate
variability: a case study in the Netherlands. Hydrology and Earth System Sciences Discussions, 125.
4.1

Introduction

Floods, wildfires, and heatwaves typically result from the combination of several physical
processes (e.g., Baldwin et al., 2019; Manning et al., 2019). Such processes are not necessarily
extreme or hazardous when occurring in isolation, but they can lead to significant impacts when
occurring altogether, or in a narrow time range (Seneviratne et al., 2012). Extreme events
resulting from the combinations of physical drivers are referred to as compound events, and can
be classified into different (not entirely exclusive) categories (Zscheischler et al., 2020). These
compound climate extremes are receiving increasing attention because of their disproportionate
economic, societal, and environmental impacts, and because traditional univariate approaches
can lead to strongly biased estimates of the associated risks (Wahl et al., 2015). However, many
challenges still lay ahead in order to properly understand, and predict, the complex chain of
drivers that leads to compound events. Estimating the dependencies among drivers is challenging
mainly due to the limited amount of data available, especially for rare events (Zscheischler et al.,
2018). Moreover, the definition of multivariate extremes is not as straightforward as in the
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univariate case. A paradigm shift from a classical top-down approach adopted in many climate
studies towards an impact-centric perspective is needed (Zscheischler et al., 2018).
This study is motivated by a near flooding event in 2012 in the Lauwersmeer reservoir in
the Netherlands that was classified as a compound event (van den Hurk et al., 2015). This
multivariate event was characterized by a high inland (reservoir) water level (IWL) exceeding
predefined warning levels and resulted from the joint occurrence of heavy precipitation on an
already wet soil and a high storm surge impeding gravitational drainage over several consecutive
tidal periods. In terms of the categorization of Zscheischler et al. (2020), this event can be
classified as multivariate, pre-conditioned and temporally compounding, which illustrates the
complexity of this near flooding event. van den Hurk et al. (2015) empirically assessed the return
periods associated to compound extreme water levels with a single model initial-condition large
ensemble (SMILE) of regional climate model (RCM) simulations covering 800 years under
present-day climate conditions. SMILEs are a physically based approach to increase the size of
the database and therefore increase the number of simulated extreme compound events. Apart
from van den Hurk et al. (2015), SMILEs have been applied as a tool to investigate compound
events by e.g. Zhou & Liu (2018), Khanal et al. (2019a), and Poschlod et al. (2020). This
methodology allowed van den Hurk et al. (2015) to demonstrate a positive dependence between
storm surge and heavy precipitation and showed that the probability of occurrence of these
extreme water levels can be greatly underestimated if such dependence is omitted.
Low-lying coastal regions are particularly susceptible to flooding caused by the interaction
of different hazards (i.e., compound flooding), including oceanographic, pluvial, and/or fluvial
hazards (Hendry et al., 2019). Thus, the assessment of multivariate events is received increasing
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attention in the coastal engineering and management communities (e.g., Anderson et al., 2019;
Rueda et al., 2016; Serafin & Ruggiero, 2014) because of their disproportionate economic,
societal and environmental impacts, and because traditional univariate approaches can lead to
strongly biased estimates of the associated risks (Wahl et al., 2015). Compound flooding in
coastal settings often originates from a combination of storm-driven waves and surges, and
blocked discharge of terrestrial water from e.g. intense precipitation or snow melt.
Meteorological conditions can lead to a (nearly) simultaneous occurrence of storm surge or
waves and a discharge peak when the area that generates the discharge is located close to the
coast. These types of events have to potential to occur in many coastal regions across the globe
(Couasnon et al., 2020; Ward et al., 2018) and their associated impacts strongly depend on the
catchment features and the characteristics of the storms (Wahl et al., 2015). For discharge peaks
originating from remote precipitation or snow melt inputs (for instance in larger river systems)
delays between the surge and discharge peaks are usually due to the finite travel speed of the
discharge wave (Khanal et al., 2019; Klerk et al., 2015).
With the aim to obtain methods computationally less expensive than numerical
simulations, statistical models have been used to model compound events and estimate their
probability of occurrence. In some specific cases, bi- or multi-variate distributions can be derived
directly from physical properties (e.g. the joint distribution between wave height and wave
periods in wind-sea states as a function of wave steepness (De Waal & Van Gelder, 2005)).
However, these are often limited to idealized or very specific settings and rely heavily on the
selection of the marginal distributions. In contrast, copula-based methods (Sklar, 1959) have the
advantage to capture the dependence between a set of variables independently from their
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marginal distributions (Genest & Favre, 2007), which explains why they have become a widely
used approach nowadays. In recent years, several copula-based studies have been carried out to
study compound flooding events in coastal areas at different spatial scales (e.g., Couasnon et al.,
2018; Jane et al., 2020; Moftakhari et al., 2019). For example, Bevacqua et al. (2017) developed
and implemented a conceptual statistical model to quantify the risk of compound floods that
result from the combination of storm surge and high river runoff in Ravenna (Italy). At regional
scale, Wahl et al. (2015) assessed the historical changes in the compound flooding due to
precipitation and storm surge in US cities and identified a significant increase in the number of
compound events over the past century in major coastal cities. Accounting for climate change
projections, Bevacqua et al. (2019) showed how global warming can increase the probability of
compound coastal flooding in Northern Europe. At a global scale, Couasnon et al. (2020) provided
a perspective of the compound flood potential from riverine and coastal flood drivers, which
highlighted the complexity and large regional variability of such dependence structures.
Dependence between ocean wave heights and storm surges was recently investigated by
(Marcos et al., 2019) at global scale, showing that 55% of the world coastlines face compound
storm surge wave extremes.
This study develops a copula-based statistical framework to model the extreme water
levels in the Lauwersmeer reservoir, including the dependence among the underlying drivers.
Using the same aforementioned 800-year climate ensemble, we reproduce the results
empirically obtained by van den Hurk et al. (2015) and provide additional insights into the
underlying physical factors and modelling uncertainties in compound analysis. Although the
study is site specific, we address two novel aspects that provide relevant insights for the field of
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compound analysis. First, we propose an impact-centric approach guided by composite analysis
to model the relationship between extreme water levels and underlying drivers in a water system
with strong human management. Most compound flooding studies cover natural systems which
typically exhibit a simpler relationship between drivers and impact variables (e.g. Bevacqua et al.,
2017). Second, we explore for the first time (to our knowledge) the effect of internal (natural)
climate variability on copula-based compound event analysis. We investigate the effect of using
a 50-year subset of data on the estimation of dependence structures (and other elements
involved in the compound event analysis), ultimately assessing the accuracy of the estimation of
return levels. This is particularly relevant as most compound climate extreme studies are based
on observations or simulated time slices with lengths well under 50 years (e.g., Ganguli & Merz,
2019; Wahl et al., 2015; Zheng et al., 2013). The global study of Ward et al. (2018) showed that
most available datasets of overlapping discharge-surge have a median duration of 36 years, with
shorter to no observed records in most of Africa, South America and Asia.

4.2

Data and study area

Water management in the Netherlands is administered by regional water boards, which
are approximately aligned with hydrological units. The study area comprises the water board unit
of Noorderzijlvest (1440 km2) situated in the north of the Netherlands (Fig. 4.1), which has an
average altitude close to mean sea level height (Amsterdam Ordnance Datum, NAP). The
Lauwersmeer reservoir stores excessive water before it drains into the North Sea by gravity
during low tides. In January 2012, a combination of heavy and prolonged rainfall on saturated
soil during high sea level conditions (blocking the free drainage) led to extreme IWL accompanied
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by precautionary implications such as evacuation. Both precipitation and storm surge associated
to this event were mild extremes (with return periods of about 10 years, respectively), but IWL
reached unusually extreme levels.

Figure 4.1: Overview of study site, including elevation around the area, approximate location of
data collection sites, and extent of the hydrological unit (HU) and water board the Lauwersmeer
Reservoir belongs to. The bottom right-hand side panel shows where the study site is situated in
the Netherlands.
In terms of the underlying meteorological patterns, extreme winds with long fetch leading
to high surges typically occur in October-December as a result of deep and extensive lowpressure systems moving from the North Atlantic region to central or Northern Scandinavia (van
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den Hurk et al., 2015). Most extreme precipitation events occur during the summer months
linked to slow-moving medium-sized low-pressure systems over northern Germany or southern
Denmark (van den Hurk et al., 2015). High IWLs are caused by the interaction between these two
patterns, which mostly occur in July-October. Additionally, Ridder et al. (2018) found that the
majority of these types of compound events are accompanied by the presence of an atmospheric
river over the Netherlands.
van den Hurk et al. (2015) empirically estimated the return periods of IWL by applying a
physically based modelling chain. They used the climate simulations of the 16-member ensemble
of the RCM KNMI RACMO2 (Meijgaard et al., 2012; van Meijgaard et al., 2008) driven by the
global climate model (GCM) EC-EARTH 2.3 (Hazeleger et al., 2012). Forced by historical emissions,
the GCM was run from 1850 to 2000 with 16 different perturbations of initial atmospheric
conditions. This ensemble was dynamically downscaled by the RCM at 12 km horizontal
resolution for transient runs from 1951 to 2000, resulting in 800 years of historic climate. As the
16 50-year simulations only differ by the initial atmospheric conditions of the driving GCM, the
variability of the 16 time series can be interpreted as model representations of the internal
variability of the climate system (Deser et al., 2012; Hawkins & Sutton, 2009).
The bias of precipitation was adjusted for 5-day sums and the resulting rainfall intensities
were spatially averaged for the climate model grid cells enclosing the Noorderzijlvest area. After
bias-adjustment of wind speed and calculating a spatial average for the relevant area of the North
Sea, a regression equation was applied to estimate the surge. The regression equation was
calibrated to local surge conditions at the station Lauwersoog (Fig. 4.1). The historical
astronomical tide between 1951 and 2000 using all known current tidal constituents was added
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to the modelled storm surge data for the complete period of 800 years. The sum of surge and
tide results in a time series of still water levels (SWL) at the North Sea. These regional simulations
were then used to drive RTC-Tools, a hydrological management simulator (Schwanenberg et al.,
2014) generating the corresponding IWL time series at hourly resolution.
To assess compounding effects, van den Hurk et al. (2015) constructed a randomized
ensemble of independent drivers by shuffling the time series of model generated precipitation
and storm surge in a way that preserved climatological characteristics but removed the
correlation between surge and precipitation. After adding the tidal cycle to compute the SWL,
the corresponding IWLs were derived by forcing RTC-Tools with these shuffled time series of
precipitation and SWL. van den Hurk et al (2015) concluded that the return period associated to
the extreme 2012 IWL was almost three times larger for shuffled data than for the original data,
which indicated the presence of a compounding processes between precipitation and SWL
leading to higher IWL.

4.3

Methodology

4.3.1 Conceptual model
The statistical model for estimating IWL has been developed following four consecutive
steps:
1) Characterization of the compound event with a predictand, representing the socalled "impact" (IWL), and a set of predictors (conditioned to the impact variable)
representing the underlying drivers (precipitation and SWL) of extreme IWLs.
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2) Development of an impact function that relates the predictand and predictors
defined in step (1).
3) Modelling of the joint probability distribution of the predictors, which implies
finding the probability distributions to model their marginal behavior and
identifying the best copula(s) to model their dependence structure.
4) Estimating the return IWLs by randomly generating a large number of paired
precipitation and SWL synthetic events from the joint distribution obtained in step
(3), which is converted to annual maximum IWLs (WLmax) with the impact function
fitted in step (2).
To reproduce the findings of van den Hurk et al. (2015), including the effect of the
dependence between precipitation and SWL on return levels, this procedure is applied to both
the original dataset and the shuffled data. We explored statistical models of two and three
dimensions (2D and 3D case, respectively) to account for multiple predictors: a bivariate copula
model accounting for the iteration of precipitation and SWL, and a trivariate (vine) copula model
where we separate SWL into surge and tide. With this separation we investigate whether the
difference in controlling physical processes of tide and surge affects the depiction of the
dependency structure causing compounding effects. The design of the analyses has followed an
iterative process, with repeated feedback between the different steps. The selection of the
predictors plays a crucial role in the consecutive steps and the performance of the statistical
modeling framework. Specifically, the performance of the impact function is highly sensitive to
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the selection of the SWL (or surge in the trivariate model) predictor and has been a strong driver
for the final choice of predictors.

4.3.2 Selection of predictands and predictors
The series of WLmax is chosen as predictand to represent the impact and used to
reproduce the return plots of van den Hurk et al. (2015). In the process of predictors selection,
three aspects were taken into consideration: (1) the underlying physically driving processes,
including the proper representation of the compound nature of precipitation and SWL (or surge
and tide in the 3D case); (2) the human management practices controlling IWL dynamics in RTCtools (Section 4.2); (3) the memory of the physical system, including lags in the occurrence of
drivers that might potentially affect the magnitude of the impact.
The iterative process to select the predictors is guided by the composite of all 800 WLmax
and the underlying drivers (Fig. 4.2). Peaks in precipitation and SWL are preceding the occurrence
of the annual WLmax. Opening and closing the gates of the reservoir leads to periodic fluctuations
of IWL. The gates are opened during the low tide to lower IWL. If the ocean water level exceeds
IWL, the gates stay closed and IWL rises due to collection of water from the surrounding
watershed. For most of the 800 annual maximum events, the gates stay closed for several
subsequent tidal cycles (see Fig. 4.2).
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Figure 4.2: Composite of flooding drivers and associated IWL response for the 2D (a) and 3D (b)
cases, computed using all 800 annual maxima events. Solid lines represent the median of all
values at a given time, whereas the shaded areas depict the values between the 5th and 95th
percentiles. Vertical lines indicate the time windows used for the selected predictors, where the
red dashed line portrays WLmax (see Table 4.1).
For the 2D case, we choose the following predictors: the accumulated precipitation over
12 days prior to WLmax, noted as P12d;acum:, and the minimum SWL over the 36 h prior to WLmax,
noted as SWL36h;min. For the 3D case, the precipitation predictor is the same as in the 2D case, but
the SWL is separated into the astronomical tide and the surge (or non-tidal residual). In particular,
we consider the mean surge over 72 h prior to WLmax, noted as S72h;mean, and the minimum tide
over 12 h prior to WLmax, noted as T12h;min (see Table 4.1). The time periods of aggregation, as well
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as the choice of applying the arithmetic mean, minimum or the sum, were iteratively optimized
according to the performance of the impact function and its reproduction of the return period
curves. We tested different temporal aggregations of the surge and tide predictors in 12-hourly
time steps between 12 and 96 hours, as this duration corresponds to the tidal cycle. The
aggregation of precipitation was tested from one day to 20 days. All possible combinations of
these predictors were used to derive the four impact function approaches (introduced in the
Section 4.3.3) and were evaluated by the trade-off between the performance metrics of the
impact function and the ability to reproduce extreme events exceeding the flood warning level.

Table 4.1: Selected predictors for the 2D and 3D cases.
2D case

3D case

P12d;acum: accumulated precipitation P12d;acum: accumulated precipitation
over 12 days prior to WLmax

over 12 days prior to WLmax

SWL36h;min: minimum SWL over 36 h S72h;mean: mean surge over 72 h prior
prior to WLmax

to WLmax
T12h;min: minimum tide over 12h prior
to WLmax

The iterative process of predictor selection led to interesting insights about the physical
processes behind these compound events. In terms of precipitation, Fig. 4.2 shows that the
duration of the median peak of accumulated precipitation prior to WLmax is about five days, which
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agrees with the relevant temporal range of precipitation directly affecting IWLs identified by van
den Hurk et al. (2015). Instantaneous contribution of precipitation to IWLs due to direct rainfall
on the reservoir surface is small and therefore a time lag is needed to capture the contributions
from surface runoff, streamflow, and interflow caused by rainfall over the whole catchment.
However, the impact function performs better for a longer aggregation time period (12 days).
We argue that the precipitation prior to five days helps to better capture the system memory
induced by soil moisture storage, as early rainfall can affect WLmax by saturating the soil. Indeed,
one of the factors contributing to the largest event in 2012 was soil saturation caused by above
normal rain in the preceding weeks (van den Hurk et al., 2015). This is shown by the 95th
percentile precipitation envelope in Fig. 4.2 that has a peak lasting more than 5 days and has a
non-zero plateau for a time lag above 9–10 days.
For the 3D case, the level of the low tide during the antecedent 12-hourly cycle to WLmax
is clearly identified as a potential predictor. It varies over time due to astronomical cycles and
thus contributes to the timing of the reservoir drainage. The contribution from the surge is better
captured by taking the average over the previous 72 h, which perfectly matches the duration of
the surge peak observed in Fig. 4.2b (for both mean and extreme percentiles). It is reasonable to
obtain a representative time lag of 72 h as three days is the mean duration of cyclones over Eastcentral Europe (Bartoszek, 2017). When surge and tide are considered together (i.e., SWL; 2D
case), a trade-off between the contribution of surge and tide is achieved by considering the
minimum SWL over an intermediate time period of 36 h. Fig. 4.2a shows that for most of the 800
events the reservoir gates were closed for at least three tidal cycles (equaling 36 h). Differing
time periods (12 h, 24 h, 48 h, 60 h and 72 h) yield a worse performance of the impact function
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(not shown). The minimum of the SWL, and not the mean nor the maximum, is taken to account
for the human management of the system. In a natural system, the SWL would directly affect the
maximum IWL (e.g., Bevacqua et al., 2017) leading to the mean or the maximum SWL as likely
predictors. In the study area, the human management results in the reservoir gates being opened
at minimum SWL.

4.3.3 Impact function
The impact function is designed to reproduce WLmax given a set of predictors (see Section
4.3.2). We explored different approaches, including multiple linear regression (MLR), random
forests (RF) (Meinshausen & Ridgeway, 2006) and artificial neural networks with stochastic
gradient descent for regression (NN) (He et al., 2015). The number of trees in the RF approach
was set to 50, after performing a sensitivity analysis assessing the overall performance of the
approach (estimated as root-mean square error (RMSE) via k-fold validation) depending on the
number of trees. We selected 50 trees as larger values did not lead to an increase in performance.
The learning process of the NN used here is based on stochastic gradient descent, and the applied
activation function is the sigmoid function. The architecture of the network is as follows: input
layer with two (2D case) or three (3D case) neurons; two hidden layers with eight neurons each,
output layer with one neuron. The different regression models are evaluated by means of the
RMSE, the mean absolute error (MAE), the linear (Pearson’s) correlation coefficient r and the
error associated to return level estimates. This procedure was carried out iteratively for different
sets of predictors in order to minimize the deviations between the WLmax simulated by the RTCTools and the WLmax estimated via the impact functions.
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For the 2D case (Table 4.1), all impact function approaches simulate WLmax with an RMSE
of 9 cm or less, an MAE of 7 cm or less and r greater than 0.7. RF exhibits the best performance
by means of r=0.88, MAE=4 cm and RMSE= 6 cm. However, none of these approaches reproduce
well the extreme water levels exceeding 0 m, which have the largest impact (see Fig. 4.3 which
shows the 2D case as an example). This is due to the optimization process of the regression
models, which uses a cost function penalizing the squared error of the estimated water level for
each of the 800 annual maxima. The 800 annual maxima are not evenly distributed across the
range of water levels between -0.5m and 0.22 m. 82% of the samples feature water levels below
-0.1m and 94% of the events show water levels below 0 m. Hence, the optimized regression
models are biased to reproducing WLmax between -0.5 m and -0.1 m.

Figure 4.3: IWLs return level as generated from the RTC-Tools (green) and as obtained from the
2D case using the indicated impact functions: Multiple Linear Regression with bin-sampling
(MLRbin), Multiple Linear Regression (MLR), Random Forest (RF) and artificial Neural Networks
(NN). The red dashed line (NAP + 7 cm) represents the flood warning level.
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To overcome the underestimation of the most extreme events, we apply a bin-sampling
strategy to train the impact function, optimizing the number of bins and samples per bin in an
iterative manner. All 800 values are divided into 12 classes ("bins") according to their WLmax and
distributed in 5 cm steps. From each of these bins, ten samples (nine for the highest bin) are
randomly drawn and the parameters of the impact function are optimized for the subset. To
avoid any bias due to the randomized selection, this procedure is bootstrapped 1000 times and
the mean of the resulting parameters is taken for the final impact function. For the regression
models based on machine-learning (RF, NN), this bin-sampling does not increase the
performance, as a simple combination of the bootstrapped parameters is not straightforward.
For MLR a combination of the linear regression factors of the 1000 random runs can well be
constructed by applying the arithmetic mean. Consequently, we opt for MLR as the model of
choice to define the impact function. This results in the final two-dimensional linear regression:
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚 = −0: 1639 + 0.3998 ∗ SWL36h;min + 0.0027 ∗ P12d;acum

( 4.1 )

The comparison of WLmax simulated by the RTC-Tools and WLmax estimated via Eq. 4.1 is

shown in Fig. 4.4a. After standardization of the predictors by 𝑋𝑋� = (𝑋𝑋 − 𝑋𝑋�)/𝑋𝑋 𝑠𝑠𝑠𝑠 , where 𝑋𝑋 and

𝑋𝑋 𝑠𝑠𝑠𝑠 are the corresponding mean and standard deviation, the dominant role of surge compared

to precipitation is evident:

� 36h;min + 0.064 ∗ P
�12d;acum
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚 = −0.193 + 0.103 ∗ SWL

( 4.2 )

𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚 = −0.265 + 0.4652 ∗ S72h;mean + 0.343 ∗ T12h;min + 0.003 ∗ P12d;acum

( 4.3)

For the 3D case (Table 4.1) we obtain the following equation:
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A comparison of WLmax simulated by the RTC-Tools and WLmax estimated via Eq. 4.3 is
shown in Fig. 4.4b:

Figure 4.4: WLmax obtained by RTC-Tools vs. WLmax obtained using MLRM with bin sampling
approach for the 2D case (a) and 3D case (b).
The 3D impact function shows slightly better performance metrics than in the 2D case
(Fig. 4.4). However, the 2D model better reproduces the extreme events over the flood warning
level (7 cm NAP). For these events, the RMSE of the 2D model amounts to 0.034 m, whereas the
RMSE of the 3D model amounts to 0.078 m.

4.3.4 Joint probability density function and return levels
The joint distribution of the selected predictors is modelled via a copula function (Nelsen,
2007; Sklar, 1959). The selection of the marginal distributions and the dependence structure of
the predictors is crucial for a robust assessment of extreme IWLs. The overall methodology to
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obtain the return plots is similar between the 2D and 3D cases and implemented as follows. 1)
To separate marginal and dependence analysis, data are ranked and transformed to uniform in
the unit (hyper)-square using rank statistics; 2) copula family and parameters are fitted to these
uniform data with the maximum pseudo-likelihood estimator (Kojadinovic & Yan, 2010); 3) a total
of 40 copula types are considered (VineCopula R package, version 2.3.0) selecting the one leading
to the lowest Akaike information criterion (AIC) (Schepsmeier et al., 2015). The adequacy of the
selected copula model is assessed using a goodness-of-fit test based on Kendall’s processes
(Genest et al., 2009; Wang & Wells, 2000); 4) suitable marginal distributions for the (unranked)
defined predictors are identified, testing a wide range of distributions commonly used in
hydrologic analysis and selecting the one with the best fit (lowest AIC; Sakamoto et al., 1986); 5)
the joint probability distribution of the considered predictors is obtained with the best fitted
copula(s) and marginals; 6) assuming that the selected copula accurately represents the tails of
the distribution (an inherent assumption of the majority of studies of this type), simulated events
from this joint distribution are obtained by sampling uniform data from the copulas; 7) sampled
events are converted to real units with the previously fitted marginals; and 8) the obtained
synthetic samples are used to estimate WLmax via the impact function explained in the Section
4.3.3. Note that the fitted marginals are intentionally not used for the copula fitting in order to
make the choice of the copula(s) totally independent from the choice of the marginal(s) (Genest
& Favre, 2007). For more details about copula modelling and sampling, as well as vine-copulas,
the reader is referred to Section 3.4.1.
Once water levels have been calculated, the associated return periods are obtained using
Weibull plotting positions (Makkonen, 2006). Compounding effects are assessed by comparing
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the return value/period curve obtained by fitting the copula model and the marginals to the
dependent and the shuffled (independent) data. Copula models are used to generate many
synthetic events of paired precipitation and surge (up to 100.000) to produce stable return level
estimates of WLmax up to a 10,000-year return period. Although producing a 10,000-year data set
from 800 years of empirical data entails dealing with large uncertainties, especially for the highest
return levels, we chose that number because it establishes the standard level of protection in
many places in the Netherlands, especially those exposed to severe flooding (Bouwer & Vellinga,
2007).

4.4

Results and discussion

The results of the statistical modelling framework are presented here. We find that the
model with three predictors (3D case), i.e., precipitation, surge, and tide, does not generally
outperform the model with two predictors (2D case), i.e., precipitation and SWL, (see Table 4.1).
Even though the impact function of the 3D model shows slightly better performance metrics than
the impact function of the 2D model, the 2D model shows a closer reproduction of the extreme
events over the flood warning level. Based on this evaluation, we mainly focus on the results of
the 2D case in the remainder of this chapter. In this section, the proposed statistical framework
is validated against the WLmax return level estimates provided by van den Hurk et al. (2015),
describing results from the marginal and dependence assessments that form the basis of the
methodology presented here. This section also showcases the sensitivity of the three main
methodological components (impact function, marginal distributions, and dependence
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assessment) to the length of data availability and the variability across the different members of
the SMILE.
To estimate WLmax based on the 2D model, the normal and the Weibull distributions are
selected as the optimal probability distributions to fit the marginals for SWL and precipitation,
respectively. To represent the joint behavior of the two selected predictors, the rotated Tawn
type I copula is selected as the most suitable to model the dependence structure of the predictors
based on an AIC comparison. Generally, the calculation of return periods for independent drivers
might be performed by forcing an independence copula or by randomly sampling from the fitted
marginals directly (Genest and Favre, 2007). However, the step of conditioning variables to
maximize the performance of the impact function has slightly changed the correlation between
predictors for both the dependence and the shuffled datasets. Consequently, we decided to fit a
copula model to both datasets in order to optimally reproduce the results from van den Hurk et
al. (2015).
To assess the independent case, we use the predictors defined in Table 4.1 obtained from
the shuffled data and we follow the same procedure as for the dependence case to obtain the
corresponding return IWLs. Results are shown in Fig. 4.5 (2D case), where return periods/levels
are compared against the empirical estimates by van den Hurk et al. (2015). The proposed
approach reproduces compounding effects with high skill, as shown by a comparison between
the empirical and simulated data for equivalent return periods via RMSE. The RMSEs of the 2D
case (dependence and shuffles) amount to 0.020 m, where the RMSEs of the 3D case
(dependence and shuffles) amount to 0.019 m. The small difference of 1 cm between the
performance of the 2D and 3D cases shows that adding complexity to our framework can only
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slightly improve the performance. The almost equivalent performance of both models led us to
use the simpler model as a preferable choice.

Figure 4.5: IWL return level against estimated return period using a bivariate copula model (2D
case). Blue and red dotted lines depict the dependence and independence case, respectively.
Transparent red denotes confidence intervals, which account for the uncertainty range between
the 5th and 95th percentiles, as computed from all shuffles. Light blue and orange dots represent
the return values empirically obtained by van den Hurk et al. (2015).
In addition, we explore the effect of climate variability on each component of our
statistical framework: the impact function, the marginal distribution, and the copula function. In
particular, we investigate the impact on (1) the estimates of WLmax return levels corresponding
to the dependence case (Fig. 4.6) and (2) the ratio of the estimated return periods from the
shuffled predictors (RPs) to those derived by accounting for dependence between predictors
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(RPd) (Fig. 4.7). This ratio indicates the bias in return period calculation if dependence between
drivers was ignored and is used as a proxy of the compound effects, i.e., the increased probability
of extreme IWL due to the positive dependence between SWLs and precipitation. Large
uncertainty intervals surround the average of values based on these 50-year subsets, and this
average return period curve is shifted downwards compared to the 800-year reference curve
approach. The general tendency of the regression model to underestimate return levels,
especially for high return periods, is mainly caused by the fact that we cannot perform the binsampling approach with only 50 years of data. Indeed, not performing the bin sampling
procedure when using the entire data set (800 years of data) also leads to an underestimation of
return values for both dependent and independent cases (Fig. 4.6b). The optimal training of the
impact function by means of bin sampling eliminates the tendency to underestimate high return
periods, as shown in Fig. 4.6c where the function proposed in Section 4.3.3 is applied while using
50-year ensembles for marginal and copula fitting. Yet, uncertainty is not reduced, which
illustrates that most uncertainty related to internal climate variability is introduced by other
framework components. Similar to Fig. 4.6a and c, Fig. 4.7a and c show the variability of the
return period ratio when 50-year ensembles are used for all framework components and when
the impact function is optimally trained, respectively. Return period ratios are likely to vary
significantly when only 50 years of data are available as noted by the large green intervals (Fig.
4.7a and c). Furthermore, there is a tendency to underestimate compounding effects even when
the impact function has been optimally trained (Fig. 4.7c).
Second, the effect of climate variability on copula fitting and its impact on inland IWL
return level estimation are shown in Fig. 4.6d. Here, we apply the optimally trained impact
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function and use the entire data set to fit the marginals while varying the length of the data used
in copula fitting. As expected, the copula fitting does not generate significant differences
between the 50-year runs as τ becomes virtually zero for all 50-year runs. This low variability
induced by copula fitting, however, does not imply that bivariate copula models are generally
unaffected by climate variability. In this study, copulas do not play a significant role in the
estimation of IWL return period for the 2D dependence case. While there is dependence among
drivers, the Kendall’s τ for the 800 years of the selected (conditioned) predictors is small. Hence,
shortening the data set length does not affect the reliable estimation of IWL in terms of copula
modelling for the dependence 2D case. Nonetheless, climate variability does affect the
estimation of IWL for the shuffled data (not shown) due to the inherent variability in the
corresponding τ and copula fitting. This suggests that the use of short records likely affects the
estimation of compound effects. Indeed, Fig. 4.7d clearly illustrates that the use of small samples
to fit the copulas tends to lead to an underestimation of compound effects. Climate variability
also causes a large uncertainty of return period ratios when copulas are derived from 50-year
time series.
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Figure 4.6: IWL return level against estimated return period using a bivariate copula. Blue dots
depict the return level estimates obtained using the proposed statistical framework (using 800
years of data). Transparent green illustrates the uncertainty associated to internal climate
variability, represented by bounds computed using the 5th and 95th percentiles from all 50-year
ensembles, and the median value (opaque green dots). This is assessed for each component of
the methodology: a) 50-year ensembles are used for all components; b) same as a) but impact
function is trained with 800 years of data; c) same as b) but using bin sampling approach; d) 50year runs are used for copula fitting only; e) 50-year runs are used for SWL marginal fitting only;
and f) 50-year runs are used for precipitation marginal fitting only.
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Figure 4.7: Compound effect (estimated as ratio between return periods as obtained from
shuffled and original data) against IWL return level using a bivariate copula. Blue dots depict the
values obtained using the proposed statistical framework (using 800 years of data). Transparent
green illustrates the uncertainty associated to internal climate variability, represented by bounds
computed using the 5th and 95th percentiles from all 50-year ensembles, and the median value
(opaque dots). This is assessed for each component of the methodology: a) 50-year ensembles
are used for all components; b) same as a) but impact function is trained with 800 years of data;
c) same as b) but using bin sampling approach; d) 50-year runs are used for copula fitting only; e)
50-year runs are used for SWL marginal fitting only; and f) 50-year runs are used for precipitation
marginal fitting only.
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Third, to explore the effect of climate variability on marginal fitting, we tested and fitted
different suitable probability distributions to the marginals of all 50-year ensembles, while using
800 years for copula fitting and the optimally trained impact function to transform simulations.
A comparison between Fig. 4.6e, Fig. 4.7e, Fig. 4.6f and Fig. 4.7f shows the uncertainty associated
to SWL and precipitation data marginal fitting. We find that most uncertainty in estimating IWL
return levels is associated to the fitting of the SWL distribution (Fig. 4.8a). This uncertainty is
reflected in the IWL estimates, since the SWL is the predominant driver. Furthermore, comparing
Fig. 4.7d-f reveals that the tendency to underestimate compounding effects in Fig. 4.7d is mainly
introduced by the copula fitting. Hence, short records might hinder a proper estimation of
compound effects due to poor copula fitting.
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Figure 4.8: Variability of marginal probability density functions for 50-year runs (gray lines) and
800-year ensemble (black line) for the following predictors (original data): (a) SWL36h;min, (b)
P12d;acum:, (c) S72h;mean, (d) T12h;min.
4.5

Conclusions

In this study we developed an impact-focused copula-based multivariate statistical
framework that produces robust estimates of compound extreme inland (reservoir) water return
levels (IWL) for a highly managed reservoir in the Netherlands. This work was motivated by a
near-flooding event in 2012, which was empirically analyzed by van den Hurk et al. (2015) based
on a single model initial-condition large ensemble (SMILE) consisting of a set of 16 50-year
simulations. Like in van den Hurk et al. (2015), we used these 16 members as 800 years of current
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climate conditions that account for the internal variability of the climate system. In particular, we
defined simulations of the IWL as the impact variable, and still water level (SWL) and precipitation
as the underlying drivers. To assess compounding effects, we used a randomized ensemble of
independent drivers which van den Hurk et al. (2015) obtained by shuffling the 50-year runs,
thereby removing the correlation between surge and precipitation but preserving their
climatological characteristics.
The high degree of human management in the system studied poses a challenge to select
suitable predictors and subsequently developing an impact function that is skillful at predicting
IWLs as a function of the underlying drivers. We considered bivariate and trivariate models
(which was implemented after separating SWL in surge and tidal ranges) resulting in similar
performance at reproducing the return levels by van den Hurk et al. (2015). Optimal predictors
were found after an iterative process (guided by composite analysis) to optimize the performance
of the impact function and return level estimates. After testing several options, we defined the
annual maximum IWLs as predictand, and the 12-day cumulative precipitation and 36 h minimum
SWL prior to IWL annual maxima events as predictors. The resulting optimal impact function is a
multilinear regression model with a bin-sampling approach that gives more weight to the most
extreme water level events in the calibration process. SWL, and in particular surge, is found to be
the predominant driver. Our statistical model shows that the dependence structure between
drivers (SWL and precipitation) contributes to increased return IWLs, as was found empirically by
van den Hurk et al. (2015). A copula-based multivariate statistical framework is generally able to
reproduce extreme return IWLs at the local scale, also under conditions where the strong
management of the hydrological system was not explicitly represented in the underlying data.
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Furthermore, we performed a unique uncertainty assessment to explore the impact of
internal climate variability on the return water level estimates. The use of a subset of 50-years of
data (which is the typical record length available from observational records) was tested for
different components of our framework, namely the impact function, the copula fitting, and the
marginal fitting. Using a degraded impact function training leads to a consistent underestimation
of the return levels, as the bin-sampling approach is not feasible for 50 years of data. The marginal
fitting of surge is the factor that most contributes to uncertainty of the return level estimates.
Copula fitting with small samples does not lead to additional uncertainty in the return level
estimates. However, low variability provided by copula models is due the small correlation
between predictors, showing they play a less important role at this particular location. Yet,
dependence models are still crucial to reproduce and understand compounding effects, as the
dependence structure does play a significant role when modelling the shuffled data. The use of
50-year subsets leads to a tendency to underestimate the increased probability of extreme IWL
due to inherent positive dependence between SWL and precipitation. We emphasize that these
findings are highly case-specific and dependent on the chosen statistical framework. However,
this case study illustrates that internal variability can be a major source of uncertainty for the
estimation of extreme IWLs and the associated compound effects.
Although the results presented here are site specific, the general framework can be
transferred to other locations, given the availability of relatively long overlapping records of
flooding drivers and impact variable. If the size of the database needs to be extended prior to
developing a multivariate statistical framework, a regional climate model (RCM) SMILE and a
hydrological management simulator to derive empirical estimates could be used (e.g., van den
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Hurk et al., 2015). Depending on the size of the ensemble and spatial resolution of the RCM, large
computational resources may be required. Defining appropriate predictors that optimize the
performance of the impact function depends on the hydrological characteristics and
management of a given system. For systems with low or no management, we would expect a
more straightforward construction of an impact function, but appropriate lags between drivers
and impacts should be accounted for. Characterizing probability distributions that precisely
describe the marginals and fitting copulas that accurately capture the dependence structure
largely depend on data availability.
The proposed framework assumes waves are not an important driver of extreme IWLs,
and only low-frequency sea-level components are accounted for. This is reasonable considering
the characteristics of the study area: 1) sheltering effects of barrier islands protecting from
extreme wave climate and 2) shallow waters inducing wave breaking for large wave heights. In
contrast, surge is a relevant driver of extreme SWLs in such shallow water environments.
However, if our framework were to be implemented in areas exposed to extreme waves, ocean
wave predictors would need to be included in the model. The surge is calculated from the
meteorological forcing for all relevant time scales, from daily to multi-annual, using the empirical
relationship between surge and model generated wind. Apart from the astronomical tide, no
other sources of variability are incorporated in the sea level records. Therefore, the main
limitation of this study is the exclusion of long-term nonstationary sea-level processes, such as
sea-level rise which plays a large role in increasing extreme SWLs (Taherkhani et al., 2020).
However, since our focus is on the assessment of present-day extreme sea-level climate with
focus on the effect of climate variability, this assumption is reasonable.
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We conclude that our statistical framework needs larger sample sizes than we would
typically obtain from observational data in order to reproduce accurate extreme IWL statistics.
Observational time series are one possible realization of the climate system within its boundaries
of internal variability. Therefore, short records present challenges to properly estimate the
relationship between predictors and predictand, marginal distributions and dependence
patterns. Large sample sizes made available from the application of SMILEs are valuable to
investigate compound events and the associated uncertainties induced by internal variability.
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CHAPTER 5 EXPEDITING A HYBRID NUMERICAL-STATISTICAL MODEL FOR THE
ASSESSMENT OF SPATIALLY VARYING WATER LEVELS ASSOCIATED WITH
COMPOUND FLOODING
This chapter is based on manuscript which has not been published yet.
Santos, V. M., Doebele, L. , Jane, R. A., Serafin, K., Rashid, M. M., & Wahl, T. (in prep). Expediting
a Hybrid Numerical-Statistical Model for the Assessment of Spatially Varying Water Levels
Associated with Compound Flooding.
5.1

Introduction

Flooding is often the result of the interaction between various underlying factors that are
statistically related. These underlying drivers may or may not be extreme, but their combination
leads to an extreme impact, a process known as compound events (Zscheischler et al., 2020).
Compound flooding in coastal regions may result from the interaction between oceanographic
(e.g., waves and extreme sea levels), pluvial (i.e., precipitation), and fluvial processes (e.g., high
river discharge) (Wahl et al., 2015). Compound flooding can pose importance consequences for
estuarine regions, where oceanographic and fluvial forces may collide under the effects of an
extreme storm. For example, the co-occurrence of extreme precipitation together with a
moderate surge led to widespread flooding extensive damages on southeast coast of Texas when
Hurricane Harvey hit in 2017 (Valle-Levinson et al., 2020). During the same year, the city of
Jacksonville, FL, also suffered the consequences of a compound event when Hurricane Irma
caused the co-occurrence of a high surge and high precipitation (and subsequent discharge on
the St. Johns River). These two events are among the costliest in the U.S. history (Amadeo, 2018),
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which highlights the importance of understanding the processes leading to an increased
probability of the co-occurrence of multiple drivers leading to extreme flooding.
Given their importance to driver compound flood events, the complex interplay between
river discharge (Q) and high coastal sea levels have been extensively studied recently, ranging
from local (Bevacqua et al., 2019), to regional (Hendry et al., 2019), and global studies (Couasnon
et al., 2020; Ward et al., 2018). At the local scale, the linking of numerical and statistical
approaches (or hybrid modeling) provides a means for assessing the variation of water levels
(WL) in areas where both oceanographic fluvial forces have the potential to cause compound
floods (Serafin et al., 2019). The assessment of along-river WL variations caused by both Q and
surge events offers robust flood risk assessments and more accurate delineation of floods zones
as compared to univariate approaches, whose implementation may cause risk miscalculations
(Moftakhari et al., 2019). Despite efforts to accelerate the computations performed by numerical
models, such as the development of fast compound flooding models like SFINCS (Leijnse et al.,
2021), numerical approaches still pose a computational burden when fast predictions are
needed.
This study aims to develop an efficient hybrid statistical-numerical approach to assess the
spatial variation of water levels (WLs) associated with compound flooding from river discharge
and storm surge in natural estuaries. Although this approach is applied to one single location as
an example, it is intentionally developed in a generic manner with the aim of facilitating
transferability to other locations with similar characteristics. The following objectives are
addressed:

111

1) Develop a hydrodynamic numerical model to describe the hydraulic characteristics of the
river close to its mouth.
2) Create a multivariate statistical model capable of simulating synthetic compound flooding
drivers by accounting for the dependence structure of those drivers.
3) Run synthetic events (as boundary conditions) through the hydrodynamic numerical
model to obtain water level variations along the river for a relevant number of events
selected by an importance sampling algorithm.
4) Develop a meta-model that links boundary conditions with spatially varying water levels
along the river.

5.2

Study Site

The proposed methodology is applied to the Suwannee River. The Suwanee River is a
federally designated wild river which originates in the Okefenokee Swamp in southern Georgia
(near Fargo, Fig. 5.1) and flows southwestward into the Florida Panhandle. The Suwanee River is
the only major stream in the southeastern U.S. that is still virtually pristine. Dominant landcovers/uses in its basin include wetland, agriculture, and forest (Ham & Hatzell, 1996). The river
drains into the Gulf of Mexico at the outskirts of the city of Suwannee, FL, featuring many springs
along the way and running through swamps, high limestone backs, hammocks of hardwood, and
saltmarshes. In addition to the Suwannee River, whose length is about 246 miles, three major
tributaries constitute the Suwannee Watershed, which covers approximately 9,950 square miles
in south Georgia and north Florida (https://www.fws.gov/). After its origin in the Okefenokee
Swamp, the river flows west and merges with two of its tributaries, Withlacoochee and Apalaha
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(highlighted in yellow and orange in Fig. 5.1, respectively), near the city of Ellaville in Florida (Fig.
5.1). The Suwannee then bends southward joining with the Santa Fe River (highlighted in green
in Fig. 5.1) coming from the east, south of the town of Branford, FL. In the area nearby its
headwaters, surface runoff from swamps, flatwoods, and lakes feed the river, whose channel
deepens on its way south after merging with the Withlacoochee and Apalaha tributaries (Katz et
al., 1997). The watershed is mostly internally drained after joining with the Santa Fe River. The
climate across the Suwannee basin is subtropical, featuring long summers and mild, short
winters. The average precipitation per year is 132 cm (Crane, 1986), with substantial spatial and
interannual variations. Although approximately 50% of the average annual precipitation occurs
from June to September, the highest stages for the Suwannee River and its tributaries occur
during the rainy season from February to April. Regarding Q, the average value at Bell (Fig. 1) is
7,919 cfs, whereas the 10th and the 90th percentile are 3,620 and 14,800 cfs, respectively. The
available discharge records also show a similar pattern as precipitation, where the maximum
discharge is often in the season from February and April. The maximum Q at Bell has a value of
34300 and occurred in April 18th, 2005.
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Figure 5.1: Overview of the study area, including locations of tide and stream gauges, and a
schematic of the Suwannee River and its tributaries (a). Length of available data records in the
area (b).
5.3

Data

The present study focuses on assessing the interacting oceanographic and riverine
processes driving WLs in the lower part of the Suwannee River. Therefore, we consider two
variables that are responsible for driving along-river WLs in the area: coastal Still Water Level
(SWL) and river discharge (Q). The former is used to describe the oceanographic forcing
(downstream boundary condition), whereas the latter represents the riverine processes
(upstream boundary condition) in the hydrodynamic numerical model (see Methods). SWLs are
measured by tide gauges and are comprised of mean sea level (MSL), tides, and the non-tidal
residual (NTR) including effects of wave setup, currents, atmospheric pressure, winds,
precipitation, and runoff processes. Although waves are known to drive many estuarine
processes (Green & Coco, 2014), they can be ignored for the purpose of our analysis, as we focus
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on a portion of the river where wave effects on WLs are negligible. On the other hand, Q is
defined as the volumetric flow rate resulting from precipitation processes occurring within a
basin system. We chose Q as the most appropriate variable for the upstream boundary condition
as it accounts for the processes affecting river stages.
For both SWL and Q, daily records are obtained as these are longer than the available
hourly data. Daily SWLs are obtained from the National Oceanographic and Atmospheric
Administration (NOAA) (https://tidesandcurrents.noaa.gov/) for the tide gauge located at Cedar
Key. The location of the selected tide gauge is shown in Fig. 5.1a, whereas its record length can
be found in Fig. 5.1b. In our statistical analysis, our aim is to consider tidal and NTR processes
separately, as the tide can also be correlated with NTR in certain locations (Horsburgh & Wilson,
2007). Seasonal effects and the tidal signal can be removed by implementing a harmonic analysis.
We use T_Tide, a Matlab Toolbox that is widely used to perform tidal harmonic decompositions
(Pawlowicz et al., 2002), to eliminate seasonality and the tidal contribution from SWL, resulting
in NTR and tide for further analysis. Moreover, SWL is de-trended by removing a linear (or
quadratic) trend, so that non-stationary processes such as sea-level rise do not affect our analysis.
Daily Q data are obtained from the U.S. Geological Survey (USGS) stream gauge (SG) network
(https://waterdata.usgs.gov/nwis/rt). We have identified 40 USGS stream gauges along
Suwannee River and its tributaries (Fig. 5.1a). Data availability for the longest records, and the
ones more appropriate for our analysis based on location, are shown in Fig. 5.1b. Despite having
shorter records with significant gaps, the stream gauge in the Suwanee River located near Bell
(SG 3, Fig. 5.1) is selected as the upstream boundary for various reasons. First, it is located just
below the confluence with the Santa Fe river, accounting for the Q contribution from all the main
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tributaries in the system. Second, we are only interested in exploring the lower portion of the
river where oceanographic and riverine processes interact with each other. Thus, including
segments of the river located further upstream might be superfluous. Second, the selection of
this stream gauge to define the upstream boundary conditions allows a simplification of the
numerical model design, as no other tributaries have to be taken into account. Third, the choice
of this stream gauge allows for the use of other stream gauges located downstream (such as the
Suwanee River at Wilcox) to validate the numerical model.

5.4

Methodology

The methodology is comprised of three models: a hydrodynamic numerical model, a
multivariate statistical model, and a meta-model (or surrogate model) (Fig. 5.2). The first two
models constitute the core of the hybrid statistical-numerical analysis while the meta-model,
which can be based on regression, 2D interpolation, or machine learning, improves the efficiency
of the modelling framework as fewer scenarios have to be run through the numerical model. Our
numerical model of choice is the Hydraulic Engineering Center’s River Analysis System (HEC-RAS)
(Brunner, 1995), whereas the multivariate statistical model used here is the one described by
Heffernan & Tawn (2004) (hereinafter HT04). More details about these models are presented in
the sections 4.1 and 4.2, respectively, while the overall methodological steps to efficiently
combine outputs from both models are explained in the following paragraphs and portrayed in
Fig. 5.2.
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Figure 5.2: Steps involved in the proposed hybrid statistical-numerical modelling approach. Blue
depicts data, orange represents models, and green portrays model outputs.
As outline in Fig. 5.2, overlapping Q and SWL data are necessary for both the statistical
and numerical models, but with a different purpose. While observed data are used to validate
the numerical model, long and consistent observed data are also crucial for statistical models to
create physically consistent synthetic events by preserving dependency. Once the numerical
model is validated, synthetic outputs from the statistical models can be used as boundary
conditions (Serafin et al., 2019). This hybrid approach allows for the assessment of along-river
WLs that could result from unobserved but physically consistent combinations of SWL and Q.
However, translating very large synthetic datasets of upstream and downstream boundary
conditions into along-river WLs using a numerical model is inefficient, even with a simple model
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such as HEC-RAS. For instance, Serafin et al. (2019) created a statistical model from which they
produced 70,500-year long daily time series of boundary conditions. If all daily records were to
be run through HEC-RAS, about 25 million simulations would be needed, equating to
approximately 7,000 hours run-time.
Here, meta-models that are trained based on the input and output of a limited number
of numerical model runs are considered to predict spatially varying WLs along the lower part of
the river where oceanographic and riverine processes interact. Including meta-models into the
framework reduces the computational expense and allows including more events into the
analysis, which ultimately leads to more robust estimates of along-river WLs and their return
periods (RPs). Our main goal is to understand complex hydrological interactions via simulating a
wide range of realistic scenarios. To accomplish this, we use importance sampling to select a
relevant number synthetic events (derived with the statistical model) that are fed into the
numerical model as boundary conditions. The Maximum Dissimilarity Algorithm (MDA) (Kennard
& Stone, 1969; Willett, 1999) is used to select a subset of SWL-Q combinations. The main benefit
provided by the MDA compared to other selection algorithms is that it captures the outer limits
of the input boundary space of the variables (Camus et al., 2011). The MDA allows for the
selection of relevant events while lowering the number numerical simulations, which significantly
reduces the time needed in the numerical modelling process. Once along-river WLs are obtained
for the MDA-selected events, outputs are used to train the meta-model (here multiple linear
regression) for each transect defined in the numerical model, linking boundary conditions to local
WLs. Once the meta-model is trained, it can be used to estimate WLs at each transect for all
synthetic simulations provided by the statistical model.
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5.4.1 Numerical Modeling
From the wide range of different hydrodynamic numerical models that can be used to
assess along-river WLs based on upstream and downstream boundary conditions, we select HECRAS (Brunner, 1995), as it has been previously used to successfully model WL elevations and
produce delineation analysis of flood insurance rate maps in the Suwannee River (AMEC SRWMD,
2013, 2014). HEC-RAS solves the 1-D energy equation using the step method, an iterative
procedure applied to cross sections in a sequential way, by which WLs are consecutively
calculated (Brunner, 1995). The model is designed to estimate variations in water surface
elevations in rivers, streams, and waterways, and is able to run simulations under steady and
unsteady flow conditions and under subcritical, supercritical, and mixed flow regimes (Goodell,
2014). HEC-RAS has been successfully employed for a wide range of applications in the
management of flood risk, including flood forecasting (Hicks & Peacock, 2005; Saleh et al., 2017),
flood mapping (Yang et al., 2006), and dam breaching (Butt et al., 2013; Yi, 2011), among others.
For compound flooding analysis, 1D HEC-RAS models have also been applied in recent studies
(e.g., Moftakhari et al., 2019; Serafin et al., 2019).
We use the same model applied in flood maps (re)delineation analysis of the Suwannee
River watershed (publicly available at https://www.mysuwanneeriver.com), as this model has
been already calibrated and validated using observational data (see AMEC SRWMD, 2013, 2014
for more detail). The model extents through the majority of the river network in the Suwannee
River Watershed, including several reaches to account for the effect of the main tributaries. The
model used here is modified to only include the segment of the Suwannee River from below the
confluence with the Santa Fe River to the mouth of the river, which is highlighted in Fig. 5.1a. The
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span of the numerical model is selected as a trade-off between including a river portion long
enough that includes both oceanographic and riverine processes driving water levels and a length
that ensures simplicity of the numerical modelling process. The modified model is comprised of
48 transects. To simplify the numerical modelling approach and reduce simulation timing, we
model 1-D water levels under gradually varied, steady-flow conditions across transects located
along the river. This simplification is widely applied in many HEC-RAS modelling applications, and
it has demonstrated generally good accuracy when describing basic hydraulic processes (e.g.
Andrei et al., 2017, 2017; Huţanu et al., 2020; Pathan & Agnihotri, 2020). The modified HEC-RAS
model is validated using water surface measurements from SG 3 (Fig. 5.2), as SG 2 lacks consistent
water surface elevation data. Details of the HEC-RAS model validation are shown in the Results
section.

5.4.2 Multivariate statistical modeling
After separating SWL into the tidal signal and NTR, we use the multivariate statistical
model described by Heffernan & Tawn (2004) to simulate the dependence between the NTR and
Q. Once paired NTR-Q events are obtained from the model, the tide is added by considering the
most likely tidal value for a given month based on the NTR percentile. The HT04 model fits
multivariate regression models to the conditional samples, capturing the dependence through
the regression parameters and associated residuals rather than prescribing a parametric
distribution. In common with the copula approaches, the marginal and dependence modelling
are carried out independently. Let Xt = (Xi,…,Xj)t be a time series of a set of flooding drivers. The
marginal behavior of each flooding driver is analyzed individually by applying the Peaks-over120

Threshold (POT) method to define declustered extremes and fitting a Generalized Pareto
Distribution (GPD) to the excesses above a sufficiently high threshold ui.. As considering only
overlapping records lead to a shorter dataset, we use all univariate data available to obtained a
mor robust GPD fit, while overlapping records are used for modelling dependence. The empirical
distribution 𝐹𝐹�𝑖𝑖 of Xi is combined with the GPD above the threshold (ui), resulting in the following
semiparametric function (Coles & Tawn, 1991):
𝐹𝐹�𝑖𝑖 (𝑥𝑥)

𝐹𝐹�𝑖𝑖 (𝑥𝑥) = �
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( 5.1 )

Where 𝑖𝑖 denotes a given flooding driver, 𝛽𝛽𝑖𝑖 > 0 and 𝜉𝜉𝑖𝑖 ∈ 𝑅𝑅 are the GPD parameters. In

the dependence analysis, the variables are converted to common scales to remove the marginal

information and ensure only information regarding the dependence structure remains. When
implementing the HT04 approach, the variables are typically converted to standard Gumbel
marginal distributions obtained by setting 𝑌𝑌𝑖𝑖 = − log ( − log�𝐹𝐹�𝑖𝑖 (𝑋𝑋𝑖𝑖 )�). Letting 𝑌𝑌−𝑖𝑖 be the vector

of all drivers expect 𝑌𝑌𝑖𝑖 on the transformed scale, the HT04 model is generally implemented

utilizing the multivariate nonlinear regression model:
𝑌𝑌−𝑖𝑖 |𝑌𝑌𝑖𝑖 = 𝑎𝑎𝑌𝑌𝑖𝑖 + 𝑌𝑌𝑖𝑖𝑏𝑏 𝑍𝑍

( 5.2 )

𝑓𝑓𝑓𝑓𝑓𝑓 𝑌𝑌𝑖𝑖 > 𝑣𝑣,

where 𝑣𝑣 is a high threshold on 𝑌𝑌𝑖𝑖 , 𝑎𝑎 ∈ [0,1] and 𝑏𝑏 < 1 are parameters, and 𝑍𝑍 is a vector

of residuals. Parameter estimation is carried out using maximum-likelihood estimation under the

temporality assumption that 𝑍𝑍 follows a normal distribution with unknown mean and variance.

Asymptotically, 𝑌𝑌𝑖𝑖 > 𝑣𝑣 is statistically independent of 𝑍𝑍, thus 𝑣𝑣 should be large enough for this

condition to hold. A detailed description of the rejection sampling methodology involving
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conditioning a variable to exceed 𝑣𝑣 and independently sampling joint residuals to simulate
extreme events is given in Wyncoll & Gouldby (2015), among others.

5.5

Results and discussion

The numerical model validation is performed for select events from all overlapping
observed SWL and Q data (blue dots in Fig. 5.3), ensuring there is also stage height data available
at SG3 for validation purposes. From the observed records, we use the MDA to select 100 events
(red circumferences in Fig .3) SWL-Q events that cover the entire parameter space. By
investigating discrepancies between observed and modelled WL data at SG3 for these 100
events, an RMSE of 0.3 feet is found. Although we can only perform the validation at one transect
given record availability, the RMSE results at SG3 demonstrates the good performance of the
numerical model for a large variety of SWL-Q events (including many extreme events). A
validation performed at SG3 also manifests the suitability of the model to assess the effect of
compounding oceanographic and riverine effects along the river, since SG3 is in a location where
both processes have the potential to drive WL variations.
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Figure 5.3: SWL and Q overlapping records, and MDA-selected events for the validation of the
HEC-RAS model.
After validating the numerical model, we proceed to create synthetic events from the
multivariate statistical model. First, records must be declustered into individual events and GDPs
are fitted to the declustered exceedances above a high threshold leading to a good fit. For Q, we
applied a 7-day storm window following previous studies (e.g., Santos et al., Revised). We test
the distribution fit compared to the observed data for different thresholds and identified the 95th
percentile leading to the best fit, which leads to 54 exceedances over the time period covered by
the data (Fig. 5.4a). NTR is declustered using the method described by Smith & Weissman (1994),
applying a 3-day separation criterion leading to 262 events. The optimal GPD fit is obtained for
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declustered exceedances over the 99th percentile (Fig. 5.4b). In both cases the GPD fits the data
well, with one notable outlier for the Q case, which lies outside the 95 percent confidence levels.

Figure 5.4: GPD (black line) fit for Q (a) and NTR (b). Dots represent declustered exceedances and
blue lines are the 95% confidence intervals
The HT04 model fits a non-linear regression model to the sample where Q is conditioned
to be extreme and another to the sample when NTR is conditioned to be extreme. The model
then integrates results from both regressions when sampling extreme events, making the process
more straightforward as compared to copula models when two-way sampling approaches are
used (e.g., Ward et al., 2018). To account for potential lags in the hydrological system, each
extreme of the conditioned variable is paired with the observations within +/- 1 day of the other
variable when creating the conditional samples. When conditioning on Q, this means we take the
NTR from the day before, same day, and day after the Q occurrence, and fit the model to this
sample. For each realization from the model (Q, NTR-1day, NTR, NTR+1day) the maximum of the
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three surge values is extracted and paired with the Q to give the event. An equivalent approach
is followed to sample Q values when conditioning on extreme NTR. We chose a +/- 1 window
because we are considering a relatively short segment of the river, for which longer time-lags are
unlikely to occur. This window can be adjusted depending on the characteristics of a given
system.
Once paired NTR-Q events are sampled from the HT04 model, the tide is added to NTR to
get SWL following the approach outlined by Gouldby et al. (2014). Accounting for at least 18.61
years of tidal data, Probability Density Functions (PDFs) of tidal elevation are derived based on
monthly occurrences for different NTR percentiles (Fig. 5.5). A record length of at least 18.61
years ensures that one cycle of the nodal tide is covered (Haigh et al., 2011). For a given NTR
simulation derived from HT04, a month is sampled from the PDF associated with its NTR
percentile. Then, the tidal level is selected from that month (assuming each recorded level over
the given month is equally likely and combined with the NTR value to obtain SWL. Observed
against simulated SWL-Q events (from a 10,000-year synthetic record) are shown in Fig. 5.6a,
whereas Fig. 5.6b also shows 1,000 events selected via MDA from the full synthetic record.
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Figure 5.5: Probability matrix for tidal values based on the surge percentile for different months.
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Figure 5.6: SWL and Q observational records plotted against probabilistic (HT04) simulations (a).
MDA selected events from the synthetic record to be used as input for the numerical model (b).
Our choice to select 1,000 events from the simulated dataset to run through HEC-RAS is
subjective and a trade-off between increasing computational cost and improved performance of
the meta-model, if the latter can be trained with more data. To illustrate this, we show a
comparison of a range of k-fold cross validations, each of them using a different number of
subsets taken from the 1,000 MDA-selected events. Five different k-fold validations are shown,
where the value of k indicates into how many subsets the original dataset (of 1,000 events) is
divided. For instance, k = 2 means that two subsets are derived, both comprised of 500 events
which are used for either training or validation of the meta-model in an iterative manner across
all transects. For k = 5, five subsets are created, each containing 100 events, where the metamodel is evaluated five times for each transect using one subset for validation and the remainder
of the data (combined four subsets) for training. As the value of k increases, we would expect the
performance of the meta-model to increase, as more events are used for training. This increase
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in performance is portrayed in Fig. 5.7, where the RMSE and normalized RMSE (NRMSE) both
decrease as the value of k increases. The RMSE metrics of the meta-models obtained via k-fold
validation greatly vary across transects, showing best model performance for transects located
close to the river mouth where WLs are mainly driven by SWL (Fig. 5.7a and b). The meta-model
performance then decreases further upstream (Fig. 5.7a). Both RMSE and NRMSE increase when
moving further upstream where both SWL and Q modulate WLs.

Figure 5.7: Performance variation of the meta-model (here multiple linear regression) along
transects for using k-fold validation with a varying number of k. Results are shown as RMSE (a)
and NRMSE (b).
After converting all synthetic events from the 10,000-year record provided by the
statistical model by using the meta-model trained with 1,000 events at each transect, we obtain
WLs for each transect for 36,500 events, as the rate of exceedances per year is 3.65. This large
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number of WLs for joint SWL and Q boundary conditions allows an empirical estimation of WL
return levels across the transects of the model domain. Fig. 5.8a shows the magnitude of the 5-,
10-, 25-, and 100-year return levels across transects. While the 5-year return levels show a
steeper increase from downstream to upstream, the larger RPs considered here (10, 25, and 100
year) show a different behavior, slightly decreasing from the mouth to the second transect, and
then steadily increasing long the river. For instance, the 5-year RP steadily increases from 4.06 to
20.10 feet NAVD88 from the river mouth the upstream boundary, with the lowest value occurring
in the first transect (3 miles from the river mouth). On the other hand, the 100-yer ranges from
6.8 to 28.37 along the same portion, with the minimum occurring at the second transect (5.8
miles from the river mouth). Moreover, although the 10, 25, and 100-year RPs show a similar
peak pattern along transects (Fig. 5.8a), the difference between distinct return periods for each
transect is not constant along the river. Fig. 5.8b shows the differences between the 100-year RP
and the 5, 10, and 25-year RPs, exhibiting large differences from downstream to upstream
boundaries. The unequal variability in RPs and differences in return levels showcases the effect
that competing oceanographic and fluvial variables can exert on the accurate estimation of
return levels along river channels close to their mouths.
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Figure 5.8: The WL return level across transects for RPs of 5, 10, 25, and 100 years, (a). The alongriver difference between the 5-year and 100-year RPs, the 10-year and 100-year RPs, and the 25year and 100-year RPs (b)
To explore the role of the forcing conditions along the river, we take five different
transects approximately evenly space along the model domain, including the 3-mile, 15-mile, 30mile, 45-mile, and the 60-mile transects (Fig. 5.9). For each transect, we identify the Q and SWL
forcing conditions leading to a WL event with a RP of (or close to) the 5-year (Fig. 5.9a) and the
(Fig. 5.9b) events and observed the relationship between the forcing variables leading to those
events. At the river mouth, the SWL forcing conditions leading to a 5-year WL event is about 4
feet NAVD88, while the Q conditions varies from 2,760 to 33,528 cfs. The SWL value given at the
river mouth from for the 5-year RP events is the same as the univariate SWL 5-year RP event
(vertical black line in Fig 5.9a). As we move further upstream, both SWL and Q compete to drive
the WLs. For instance, at the 10-mile transect, the 5-year RP WL can be given by a combination
130

of SWL conditions ranging from -1.85 to 13.57 feet and Q conditions spanning from 9,180 to
30,880 cfs, neither of those conditions corresponding with their respective univariate RPs
(vertical and horizontal lines). Further upstream, at the boundary of the model domain, the Q
forcing conditions leading to a 5-year WL event is about 2,5000 cfs, while the SWL conditions
varies from -2.77 to 4.76 feet NAVD88. The value Q given at the upper boundary corresponds
with its univariate 5-year RP period (horizontal line in Fig. 5.9a), highlighting the sole role of Q
driving discharge at this location of the river. A similar tendency can be found for the 100-year
RP (Fig. 5.9b), only differing on the higher magnitude of the variables being considered.

Figure 5.9: The univariate Q or SWL variables driving the (a) 5-year and (b) 100-year water level
event for given transects (3, 15, 30, 45, and 60 miles from the river mouth). For the 5-year RP (a),
univariate events falling in a range between the 4 and the 6-year water level return level are
shown. For the 100-year RP, univariate events falling in a range between the 80 and the 120-year
water level return level are shown (a larger range is need given lower availability of events of
larger RPs). In both panels (a and b), the black lines represent the 5-year and 100-year return
level magnitude for Q and SWL.
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To further investigate the effect of the interaction between Q and SWL on the estimation
of WL RPs along river transects, Fig. 5.10 shows the average magnitude of Q (a) and SWL (b)
conditions leading to the 5, 10, 25, and 100-year WL return levels from the downstream to
upstream boundaries of the model. The magnitude of Q increases asymptotically for all RPs as
the distance from the river mouth increases. Most magnitude values tend to become rather
stable at the 20-mil transect and attain a value equivalent to the univariate Q RP (dashed lines)
at about the 35-mile transect. On the other hand, the magnitude of SWL conditions along the
river for distinct WL RPs show a different pattern, featuring a univariate SWL RP at the mouth,
slowly decreasing in the subsequent transects, then rapidly declining as we go upstream. SWL
magnitudes become relatively stable at the 35-mile transect, becoming approximately constant
at the 50-mile transect. Based on these results, a transition zone (shaded gray area) can be
approximated based on the RP WLs fluctuations stemming from the individual Q and SWL drivers.
This transition zone roughly extends from the 6-mile to the 35 transect, as it contains the region
where both Q and SWL interact to drive WLs. Comparing these results with the ones obtained
by Serafin et al. (2019), who used a similar methodology to assess compound flooding in the
Quillayute River (Oregon), the span of this region is relatively wide in the Suwannee River. Large
differences in local orography, especially considerable contrasts in river slope, might explain the
differences between the findings of this study and Serafin et al. (2019).
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Figure 5.10: The average magnitude of the Q (a) and SWL (b) values driving the 5, 10, 25, and
100-year (black, blue, orange, and red, respectively) WLRPs at each transect across the model
domain. The following water level RPs ranges are considered for the average calculation of the
5, 10, 25 and 100-year return levels: [4-6]; [8,12]; [20,30]; [80,120] years, respectively. Dashed
lines represent the univariate forcing conditions, assuming one variable would drive the RPs
along the river. A transition zone where WLs are driven by a combination of Q and SWL events I
depicted as a gray shaded area.
5.6

Conclusions

This study focuses on combining a hydrological numerical model with a multivariate
statistical model to assess the variation of water surface elevation along a river mouth stemming
form the interaction between oceanographic and fluvial forces. The proposed analysis uses a
metamodeling approach to expediate the simulations performed by the numerical model, which
often requires the use of extensive CPU operations. The methodology is applied to the Suwannee
River, a natural river which is found in Southern Georgia and North Florida. A numerical model is
designed to cover the segment of the river which is likely to be affected by both river discharge
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and sea level processes. Observational data is used to validate de model and to account for
existing dependencies between flooding drivers, here SWL and Q, affecting WLs across the model
domain. Prior dependence modeling, we separate SWL into NTR and tidal signal, to account for
the potential relationship between those two separate variables. The HT04 model is chosen to
model the dependence between NTR and Q, and synthetic NTR events is translated to SWL by
adding the tidal signal considering its monthly probability of occurrence for different NTR
percentiles. Pair SWL-Q events are sampled from the synthetic dataset by using an algorithm that
maximizes the differences of the selected events in the parameter space. This importance
sampling procedure is used to select relevant events to be run by the numerical model, whose
outputs are used to train surrogate models that speed up the predictions of the numerical model.
The proposed methodology demonstrates WL return levels would be miscalculated if
univariate approaches were to be applied to the flooding drivers to assess WLs variations.
Individual Q and SWL forcing variables present a varying role driving WLs RPs. SWL is the doming
role at the river mouth and its importance decreases upstream, while Q presents the opposite
behavior. Based on a magnitude comparison between the individual forcing variables leading to
different WL return levels along the river, a transition zone is identified where both SWL and Q
exert a significant influence on the accurate estimation of WLs. This transition zone is wider that
those found in similar studies applied to locations with different characteristics, probably due to
the relatively mild slopes found in Florida. While the metamodeling approach enables the
acceleration of the hybrid numerical-statistical approach, the overall performance the regression
greatly varies across transects, which decreases upstream as Q become the dominant driver.

134

Future research includes using more sophisticated approaches for the metamodeling approach
which would likely improve performance across transects.
This study is particularly relevant to perform flood risk assessments along estuaries and
tidal rivers as it addresses the limitations of widely applied univariate approaches, which assume
dependence does not play a role in determining accurate WL return levels. The approach shown
here is showcased in a generic way to facilitate transferability to other locations in order to get
more

insights

about

the

estuarine

and/or

catchment

characteristics

regulating

oceanographic/fluvial transition zones affecting WLs. The requirements to replicate the analysis
include relatively long discharge and sea level overlapping data and an HEC-RAS model which can
be designed relatively easy in natural rivers with an accurate digital elevation model.
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CHAPTER 6 GENERAL CONCLUSIONS AND FUTURE RESEARCH
6.1

General conclusions

The aim of the research work included in this dissertation was to develop new approaches
to combine numerical and multivariate statistical methods for the analysis of coastal hazards,
addressing issues related to computational burden, efficient predictability of impacts, and
accurate estimations of probabilities in the face of data limitations. To achieve this aim, four
objectives were addressed.
The first objective addressed the computational burden when using an advanced
numerical model for beach and coastal dune erosion simulations. Based on a combination of
probabilistic and numerical modeling, an efficient approach was developed to predict changes in
the dune system under storm conditions. The simplification of complex processes via surrogate
modelling allowed the substitution of XBeach, a computationally expensive numerical model,
producing fast and accurate predictions that could be used for early warning purposes. The
analysis was applied on Dauphin Island in the northern Gulf of Mexico, where a calibrated XBeach
model (Passeri et al., 2018b) was used to transform probabilistic oceanographic variables (Wahl
et al., 2016) into dune erosion estimates. Surrogate modelling was performed by selecting a
relevant number of events covering the entire parameter space by using importance sampling
algorithms (MDA). The proposed approach demonstrated reasonable performance in predicting
dune erosion events, as shown by comparing with events that impacted the island as well as via
a k-fold validation. The methodology attained the best performance for the most destructive
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dune impact regimes (i.e., overwash and inundation), highlighting its usefulness in the context of
early warning.
The second objective was focused on testing the sensitivity of two widely applied
multivariate statistical models in compound flooding analyses to different subjective choices like
sampling techniques and the consideration of outliers. Although subjective, these last two steps
might significantly affect the analysis under data constrains. The frameworks were applied to
Sabine Lake, a complex estuarine system located in Texas. The two models used here were (vine)
copulas and the conditional model developed by Heffernan & Tawn (2004). Significant
discrepancies between the compared approaches were found, where compounding effects were
estimated larger by the HT04 model than with the copula models. Due to short records of the
impact variable (here, water level), an n-way sampling approach was used for copula models in
order to take advantage of longer records of the marginal variables. However, this led to a
difficult aggregation of the compounding mechanisms leading to an increased water level.
Despite short records, the HT04 model provided a straightforward aggregation and its marginal
analysis (based on GPDs) produced a better fit compared to the copula approaches presented
here. Both approaches were shown to be quite sensitive to the removal of outliers.
The third objective further investigated the effects of using short records and the role of
natural variability for multivariate statistical modelling of compound flooding. For this particular
analysis, I used extended records of flooding drivers and water level impacts via climate
simulations, to explore the effects of varying lengths of the available dataset on all steps involved
in the multivariate statistical analysis. The analysis was performed in the Lauwersmeer Reservoir
in the Netherlands, were a previous study demonstrated the existence of compounding
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mechanisms. van den Hurk et al. (2015) used a combination of climate models with a hydrological
simulator, leading to an 800-year dataset of forcing conditions and associated water level
responses in the reservoir. Here, the 800-year dataset was divided into 16 50-year subsets, which
were used for marginal fitting, dependence modelling, and impact function training (the three
main components of the statistical framework) in order to assess their individual sensitivity to
shorter records (or natural climate-induced variability). The assessment demonstrated that there
are large uncertainties introduced by internal climate variability, hence short records may not
provide reliable estimates of compound flooding for large return periods. The marginal fitting of
SWL was the factor leading to highest uncertainty in the statistical framework, as it was the
variable that played the most important role in driving extreme events at this particular study
site. Since compound flooding is highly site-dependent and because the case study presented
here is located in a heavily managed watershed, the results presented can hardly be translated
to other places. However, the framework provides a means for assessing the effects of climate
variability on the statistical modelling of compound flooding and can be applied to other places
by following the proposed methodology.
The fourth objective was to use a hybrid numerical-statistical modelling chain together
with a surrogate model to identify the transition zone where both coastal sea level and discharge
influence river water levels. The analysis was implemented in the Suwannee River, Florida,
although the methodology was intentionally developed in a generic way with the aim to transfer
it to other suitable places along the U.S. coastline. The hybrid model was comprised of an HECRAS model of a segment of the river close to its mouth and a multivariate statistical model (HT04)
that modeled the dependence between the fluvial and oceanographic processes leading to
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compounding effects in along-river water levels. The HEC-RAS model was validated against
observational records, showing good performance for a transect located in the area of the river
where both oceanographic and fluvial processes are important. From the synthetic records
generated by the HT04 model, 1,000 events were sampled with an importance sampling
algorithm (MDA), ensuring the most dissimilar events are selected in each iteration to cover the
entire parameter space. Assuming these 1,000 events were a representative sample of the
synthetic record, they were used as input for the HEC-RAS model, which derived along-river
water levels based on the defined upstream (discharge) and downstream (SWL) boundary
conditions. A surrogate model was developed at each transect of the model domain by using
HEC-RAS inputs and outputs. This allowed to model the water levels for all events in the synthetic
sample derived from the statistical model (more than 36,000 events). Based on the resulting large
data set of along-river water levels, empirical water level return periods were derived and an
assessment of the role of individual driving forces was conducted at each transect. A relatively
wide transitional zone, spanning about 35 miles upstream from the river mouth, was found in
the river, where both oceanographic and fluvial processes modulate water levels.

6.2

Future research

To further advance the research outlined above, the following steps may be considered:
1) Assessing the probabilities for certain dune changes based on combinations of
multiple oceanographic drivers leading to equivalent TWL. Additional analysis
could include using the surrogate modeling approach to assess the morphological
response of dune features to TWL events with similar return period but caused by
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a different combination of oceanographic drivers. Exploring the relationship
between different forcing variables producing a similar TWL and leading to
changes in dunes under different impact regimes could show the relatively
importance of individual variables driving erosion. Further analysis could build on
the work perform by Ozkan (2020), who investigated the benefits of using wave
energy converters to mitigate erosion at the same study site in Dauphin Island. By
selecting synthetic storms with different erosive potential, the mitigation effects
of wave energy converters could be further investigated.
2) Including discharge volume and using synthetic records to improve the
representation of tropical events. The analysis of compound hazard in Sabine Lake
could be improved with the inclusion of discharge volume, as this is a relevant
variable driving compound flooding, and event duration, as this is important, for
example, for gate operations. To improve the representation of events belonging
to different populations (i.e., extra-tropical vs tropical events) and reduce the
effect of outliers, synthetic records of tropical cyclone events (Bloemendaal et al.,
2019) which are usually under-sampled in observations could be used in
conjunction with numerical models to extent the available records. The use of
mixed distributions to better capture both tropical and extratropical events
contained in the dataset may be a viable approach to derive a better fit to the
data.
3) Applying the approach to unmanaged hydrological systems. Although the
methodology applied in the Lauwersmeer Reservoir has provided interesting
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insights about how climate variability affects copula-based approaches to assess
compound flooding, the study site is heavily management which complicates the
interpretation of the results. Applying the same approach in other places where
dependence between drivers exists and the hydrodynamic conditions are less
affected by human intervention may provide clearer insights into the role of
uncertainties in the copulas framework in the estimation of compound flooding
hazard and its significance depending on the characteristic of the site.
4) Testing advanced statistical or machine-learning approaches as surrogate models
and using isolines to derive bivariate events with the same return period. Future
research to extend the last chapter of the dissertation could include the use of
more advanced statistical models to improve the accuracy of the surrogate model,
which currently uses regression whose performance decreases upstream as fluvial
processes become more important. Moreover, the use of isolines representing
equivalent return periods caused by different (bivariate) Q and SWL combinations
might provide additional insights into transitional zones in estuaries. As in Jane et
al. (2020) and Moftakhari et al. (2019), the parameter space is divided in two (for
a bivariate case) regions, using the “AND” hazard scenario to derive an isoline that
contains Q-SWL pairs featuring the same return period. By including, for instance,
combinations of Q-SWL events sharing the same return period, it can be assessed
if these events (considered 100-year events in a joint probability analysis) also
translate into 100-year water levels along the river (when conducting a univariate
analysis on the response variable). The method presented here has been
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developed to be applied in other locations in order to get more insights into the
catchment characteristics and physical processes affecting oceanographic-fluvial
transition zones in estuaries and tidal rivers.
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