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Abstract
This paper proposes a new breakdown-free preconditioning technique, called SAINV-NS, of the AINV method of Benzi and
Tuma for nonsymmetric positive deﬁnite matrices. The resulting preconditioner which is an incomplete factorization of the inverse
of a nonsymmetric matrix will be used as an explicit right preconditioner for QMR, BiCGSTAB and GMRES(m) methods. The
preconditoner is reliable (pivot breakdown can not occur) and effective at reducing the number of iterations. Some numerical
experiments on test matrices are presented to show the efﬁciency of the new method and comparing to the AINV-A algorithm.
© 2007 Elsevier B.V. All rights reserved.
MSC: 65F10
Keywords: Factored approximate inverses; AINV; SAINV and AINV-A methods; Preconditioning; Krylov subspace methods; Sparse matrices
1. Introduction
In many areas of scientiﬁc computing it is needed to solve the linear system of equations
Ax = b,
where the coefﬁcient matrix A ∈ Rn×n is large and sparse. There has been proposed many iterative methods with
respect to the property of the coefﬁcient matrix being symmetric or nonsymmetric. But in many cases the iterative
methods suffer from the slow convergence results. It has been recognized that the performance of these methods can
be improved by using suitable preconditioner [9]. The preconditioners examined in this paper are sparse approximate
inverses in factored form.
A sparse approximate inverse preconditioner is a sparse matrix M that directly approximates the inverse of the
coefﬁcient matrix A, M ≈ A−1. The preconditioned system is therefore of the form:
AMu = b, x = Mu
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or
MAx = Mb.
Since the upper bound of errors in many iterative methods depends on the spectral properties of the coefﬁcient matrix
and since the eigenvalues of the matrices MA or AM are clustered around 1, it is not so far to expect the convergence
rate of the preconditioned system to be more favorable than the original one.
If the matrix A admits the factorization
A = LDU, (1)
where L and UT are unit lower triangular matrices and D is diagonal, then A−1 can be factorized as
A−1 = U−1D−1L−1 (2)
= ZD−1WT. (3)
If Z¯ and W¯ be sparse unit triangular matrices approximating (in some sense) the generally dense matrices Z and
W , respectively, and D¯ is a nonsingular diagonal matrix approximating D, then we can say that M = Z¯D¯−1W¯T is a
sparse approximate inverse of A in factored form. Several techniques have been proposed to compute factorized sparse
approximate inverse preconditioner [2,3,5–7,9].
In [3] the AINV method was proposed which is based on an algorithm which computes the sparse factors Z¯, W¯ ,
and D¯ by means of an A-orthogonalization process applied to columns of two identity matrices. The AINV method
does not require that the sparsity pattern to be known in advance but is inherently sequential. As shown in [3], the
calculation of the preconditioner can be parallelized using graph partitioning. However, the preconditioner may not
be well deﬁned for general SPD matrices due to breakdowns. A sufﬁcient condition for AINV to be breakdown-free
is that A be an H matrix [2,3]. A breakdown-free version of AINV algorithm has been proposed, independently, in
[1,4] and is called SAINV and AINV-A, respectively. We recall that the SAINV(or AINV-A) preconditioner is well
deﬁned for a general SPD matrix (not just for H matrices) and is well suited for parallel implementation since its
application requires only matrix–vector products. As mentioned in [4], by applying the AINV-A algorithm to both
A and AT matrices we can obtain an approximate inverse factorization of a nonsymmetric positive deﬁnite (NSPD)
matrix.
The aim of this paper is to present a new breakdown-free method, called SAINV-NS, to construct an approximate
inverse factorization for any NSPD matrix. The new method is based on the A-biconjugation algorithm [3] and only
constructs W factor. We show that A-biconjugation algorithm can be used to compute a factorization:
A−1 ≈ Z¯lD¯−1W¯T,
where Z¯l is an approximation of Z¯ and can be computed by the truncated Neumann series of degree l.
This paper is organized as follows. In Section 2 we brieﬂy review the A-biconjugate algorithm and we obtain an
expression for computing p(i−1)j without using z
(i−1)
j . In Section 3 this expression is used to construct an approximate
inverse preconditioner. SAINV-NS algorithm is also described in Section 3. In Section 4 the results of numerical
experiments of some test matrices are given. Section 5 devotes to conclusion remarks.
2. A-biconjugation algorithm and its properties
The construction of the AINV preconditioner [3] is based on an algorithm which computes two sets of vectors
{wi}ni=1 and {zi}ni=1 which are A-biconjuagte, i.e., such that wTi Azj = 0 if and only if i = j . For a nonsingular matrix
A the matricesZ andW whose columns areA-biconjugate can be explicitly computed by means of anA-biconjugation
process applied to the columns of any two nonsingular matrices W(0), Z(0) ∈ Rn×n. A computationally convenient
choice is W(0) =Z(0) = In×n. Denoting the ith row of A and AT by aTi and cTi , respectively, the basic A-biconjugation
algorithm can be written as follows.
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Algorithm 1 (A-biconjugation algorithm).
1. Let w(0)i = z(0)i = ei 1 in
2. For i = 1, 2, . . . , n Do:
3. For j = i, i + 1, . . . , n Do:
4. p(i−1)j = aTi z(i−1)j ; q(i−1)j = cTi w(i−1)j
5. EndDo
6. If i = n goto 11
7. For j = i + 1, . . . , n Do:
8. z(i)j = z(i−1)j −
(
p
(i−1)
j
p
(i−1)
i
)
z
(i−1)
i ; w(i)j = w(i−1)j −
(
q
(i−1)
j
q
(i−1)
i
)
w
(i−1)
i
9. EndDo
10. EndDo
11. Let zi : =z(i−1)i ; wi = w(i−1)i and pi = p(i−1)i for 1 in.
Return Z = [z1, . . . , zn], W = [w1, . . . , wn], and D =
⎛
⎜⎜⎜⎜⎜⎝
p1 0 · · · 0
0 p2 · · · 0
...
...
. . .
...
0 0 · · · pn
⎞
⎟⎟⎟⎟⎟⎠.
It is easy to see that, in exact arithmetic, the above process can be completed without division by zero if and only if
all the leading principal minors of A are nonzero [3], or equivalently if and only if A has an LU factorization. In this
case, the resulting Z and W matrices are unit upper triangular matrices and satisfy the identity:
A = W−TDZ−1. (4)
Because this factorization is unique,we have that theA-biconjugation algorithmexplicitly computesW=L−T,Z=U−1,
and the matrix D, which is exactly the same in (4) and (1). We observe, from the algorithm, that the vectors wi and zj
are A-biconjugate, i.e.,
wTi Azj = 0, i = j . (5)
In addition, we have
pi = wTi Azi = zTi ATwi = qi (6)
and
zTi Azj = 0, wTi ATwj = 0 for j > i. (7)
The identities (7) follow immediately from the fact that Z, W are unit upper triangular matrices and AZ, ATW are
lower triangular matrices. By using the relations (5)–(7) and step 8 of Algorithm 1 it is easy to show that the scalars
p
(i−1)
j and q
(i−1)
j satisfy the relations:
p
(i−1)
j = eTi Az(i−1)j = zTi Az(i−1)j = wTi Aej (8)
and
q
(i−1)
j = eTi ATw(i−1)j = wTi ATw(i−1)j = zTi ATej (9)
for 1 ijn, respectively. Now, we state the following proposition for obtaining the recurrence formulas for com-
puting the p(i−1)j ’s and q
(i−1)
j ’s.
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Proposition. Let p(i−1)j ’s and q
(i−1)
j ’s be the scalars produced by the A-biconjugation Algorithm 1, then we have
p
(i−1)
j = aij −
i−1∑
k=1
p
(k−1)
j
p
(k−1)
k
q
(k−1)
i (10)
and
q
(i−1)
j = aji −
i−1∑
k=1
q
(k−1)
j
q
(k−1)
k
p
(k−1)
i (11)
for 1 ijn.
Proof. From the ﬁrst identity of (8), the step 8 of Algorithm 1, and the third identity of (9) we have
p
(i−1)
j = eTi Az(i−1)j
= eTi A
(
z
(0)
j −
i−2∑
k=0
p
(k)
j
p
(k)
k+1
z
(k)
k+1
)
= aij −
i−2∑
k=0
p
(k)
j
p
(k)
k+1
q
(k)
i
= aij −
i−1∑
k=1
p
(k−1)
j
p
(k−1)
k
q
(k−1)
i .
In a similar way, the relation (11) can be proved. 
Based on the second identity of relation (9), the following algorithmwhich is the breakdown-free variant ofAlgorithm
1, has been proposed in [4] for obtaining the factors WT and D in the factorization (3).
Algorithm 2.
1. For i = 1, . . . , n Do:
2. w(0)i = ei
3. EndDo
4. For i = 1, 2, . . . , n Do:
5. vi = Aw(i−1)i
6. q(i−1)i = (w(i−1)i )Tvi
7. If i = n goto 13
8. For j = i + 1, . . . , n Do:
9. q(i−1)j = (w(i−1)j )Tvi
10. w(i)j = w(i−1)j −
(
q
(i−1)
j
q
(i−1)
i
)
w
(i−1)
i
11. EndDo
12. EndDo
13. Let wi = w(i−1)i and qi = q(i−1)i for 1 in.
Return W = [w1, . . . , wn] and D =
⎛
⎜⎜⎜⎜⎜⎝
q1 0 · · · 0
0 q2 · · · 0
...
...
. . .
...
0 0 · · · qn
⎞
⎟⎟⎟⎟⎟⎠.
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Asmentioned in [4], theAINV-Aalgorithm is obtained fromAlgorithm2by incorporating a procedure for sparsifying
the newly computed vector w(i)j based on a preset drop tolerance after every modiﬁcation step 10 in Algorithm 2. The
most important issue to bementioned is that, since for every i, the vectorw(i−1)i is nonzero by computation, the numbers
q
(i−1)
i = w(i−1)i Aw(i−1)i for i = 1, . . . , n are all positive, provided that the original matrix A is positive deﬁnite. Thus,
in exact arithmetic, the AINV-A algorithm cannot breakdown for such matrices.
It should be mentioned that similar algorithmwhich is referred to as the SAINV algorithmwas suggested, developed,
and studied in reference [1].
As was mentioned in [4], in order to compute a sparse unit upper triangular approximate inverse Z to factor U in the
decomposition (3), it is sufﬁcient to apply the AINV-A algorithm to the matrix AT.
3. SAINV-NS method
We start by recalling that if A has an LDU factorization then in exact arithmetic WT =L−1 and Z−1 =U . From (3)
we have
Z−1 = U = D−1WTA.
By equating corresponding entries of D−1WTA and U = [uij ] and using the identity (6) and the third identity of (8)
we ﬁnd that
uij =
p
(i−1)
j
p
(i−1)
i
for j i.
Hence, the U factor of A can be obtained as a by-product of Algorithm 2 at an extra cost of computing the scalars
p
(i−1)
j by the relation (10). From the fact that Z = U−1, an approximation of Z can be computed by the truncated
Neumann series of degree l:
Z¯l = I + F + F 2 + · · · + F l , (12)
where F = I − U . As we observe, the preconditioner M = Z¯lD¯−1W¯T can be obtained without applying Algorithm 2
to AT and using the vectors zj .
Putting these results together gives the following algorithm:
Algorithm 3.
1. Let w(0)i = ei ; 1 in
2. For i = 1, 2, . . . , n Do:
3. vi = Aw(i−1)i
4. q(i−1)i = (w(i−1)i )Tvi
5. p(i−1)i = q(i−1)i
6. If i = n goto 14
7. For j = i + 1, . . . , n
8. q(i−1)j = (w(i−1)j )Tvi
9. p(i−1)j = aij −
∑i−1
k=1ukj q
(k−1)
i
10. uij = p
(i−1)
j
p
(i−1)
i
11. w(i)j = w(i−1)j −
(
q
(i−1)
j
q
(i−1)
i
)
w
(i−1)
i
12. EndDo
13. EndDo
14. Let wi = w(i−1)i and qi = q(i−1)i for 1 in.
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Return W = [w1, . . . , wn], U = (uij )1 i,jn, and D =
⎛
⎜⎜⎝
p1 0 · · · 0
0 p2 · · · 0
...
...
. . .
...
0 0 · · · pn
⎞
⎟⎟⎠.
In exact arithmetic, the above algorithm, as Algorithm 2, is applicable for NSPD matrices without breakdowns.
Of course, instabilities due to positive but extremely small pivots may occur in ﬁnite precision and a thresholding
technique may still be necessary to guard against such possibility. However, we have not met this situation in our tests,
and the resulting preconditioner appears to be reliable in practice. The new method, called SAINV-NS algorithm, will
be obtained from Algorithm 3 by incorporating a procedure for removing suitable small entries in the computation of
the vectors w(i)j and matrix U . A possibility would be to use the drop tolerances T1 and T2 and remove the elements
of U and w(i)j whose magnitudes are below T1 and T2, respectively. The SAINV-NS algorithm computes sparse unit
upper triangular matrices W¯ ≈ W , U¯ ≈ Z−1 and a nonsingular diagonal matrix D¯ ≈ D such that:
A−1 ≈ U¯−1D¯−1W¯T.
By using the relation (12) and Horner’s formula, we can compute the factor Z¯l . For sparsifying this matrix, a preset
drop tolerance T3 can be used.
4. Numerical results
In this section we present the results of test runs with right preconditioned QMR, BiCGSTAB and GMRES(10)
methods with two explicit preconditioners obtained from AINV-A and SAINV-NS methods.
All the tests were run on a personal computer (PC) Pentium 4 with CPU 3GHz (full) and 1GB of RAM and all
codes were written in Matlab. In all the tests the original coefﬁcient matrix was not reordered, no scaling was used, and
the initial guess was zero. The right-hand side vector is equal to Ae, where e = [1, 1, . . . , 1]T. The stopping criterion
‖rk‖210−6
was used, where rk = b − Axk is the kth iterated residual of the linear system to be solved.
The drop tolerance T1 = 0.001 was used for sparsifying the factors Z¯ and W¯ in the AINV-A method. In the
implementation of SAINV-NS algorithm the drop tolerances T1 = T2 = 0.001 and T3 = 0.01 were used. The numerical
experiments were performed on a set of 14 nonsymmetric sparse matrices from Harwell–Boeing’s collection [8] and
Tim Davis’ collection [10]. No division by zero occured during the construction of the preconditioners. In all the
experiments only four terms of the truncated Neumann series were used to construct the approximate inverse Z¯l .
In Table 1 the numerical results of applying the QMR, BiCGSTAB, and GMRES(10) methods on the test matrices,
thematrix properties, and the references of thematrices are listed. Column 1 represents thematrix name; column 2 gives
the matrix dimension; in column 3, NZmeans the number of nonzero entries in the matrix; column 4 (It-QMR), column
5 (It-BiCG), and column 6 (It-GMRES(10)) contain the number of iterations of QMR, BiCGSTAB, and GMRES(10)
methods, respectively; and column 7 gives the source that the matrix has been taken. In this table a † means that there
was no convergence in 10 000 iterations.
Table 2 contains the information about the properties of the preconditioners obtained from AINV-A and SAINV-NS
methods. The column density in the case of AINV-A refers to
density = NZ(W¯ ) + NZ(Z¯)
NZ(A)
and in the case of SAINV-NS means
density = NZ(W¯ ) + NZ(Z¯l)
NZ(A)
,
where NZ(X) denotes the number of nonzero entries of the matrix X. In this table Prcosts denotes the number of
arithmetic operations for constructing the preconditioner divided by NZ(A). We observe, from Table 2 (columns 2
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Table 1
Convergence results for iterative methods without preconditioning
Matrix n NZ It-QMR It-BiCG It-GMRES(10) Reference
hor − 131 434 4710 † † † [8]
pde900 900 4380 130 76 22 [8]
sherman4 1104 3786 133 87 67 [8]
add20 2395 17 319 266 272 168 [8]
sherman1 1000 3750 408 320 520 [8]
pde2961 2961 14 585 286 141 44 [8]
ﬁdap029 2870 23 754 76 51 11 [8]
rajat04 1041 9642 † † † [10]
rajat12 1879 12 926 4327 2883 † [10]
cage8 1015 11 003 21 12 2 [10]
raefsky1 3242 293 409 314 229 1096 [10]
raefsky2 3242 293 551 528 373 524 [10]
cage9 3534 41 594 26 15 3 [10]
swang1 3169 20 841 18 10 2 [10]
Table 2
Properties of explicit preconditioners
Matrix AINV-A SAINV-NS
Density Prcosts Density Prcosts
hor − 131 14.44 3657.8 8.8 911.98
pde900 62.9 6566.4 33.61 3292.98
sherman4 34.77 8328.63 23.18 5574.61
add20 2.66 441.67 1.8 398.83
sherman1 60.8 7502.48 35.08 3968.17
pde2961 151.92 21684.97 71.73 9425.13
ﬁdap029 4.73 335.41 3.52 398.79
rajat04 9.33 4984.43 6.45 3530.74
rajat12 49.36 61971.69 26.77 44881.64
cage8 4.46 1053.96 2.79 644.36
raefsky1 6.17 7481.97 3.94 4690.66
raefsky2 10.35 13254.04 7.58 9702.37
cage9 4.39 1707.5 2.61 1041.62
swang1 2.94 138.81 2.28 335.98
and 4), that the SAINV-NS preconditioner is sparser than AINV-A preconditioner. Columns 3 and 5 show that the
preconditioning costs (Prcosts) of SAINV-NS method for all matrices, except f idap029 and swang1, are less than
those of AINV-A.
Tables 3, 4, and 5 contain the results of applying the preconditioned QMR, BiCGSTAB, and GMRES(10) methods
with both AINV-A and SAINV-NS preconditioners, respectively. The following notations are used in these tables:
• ‘Itr’ is the number of iterations to convergence.
• ‘Itcosts’ stands for the number of arithmetic operations needed for the iteration phase divided by NZ(A).
• ‘Tcosts’ is the total number of arithmetic operations, i.e.,
Tcosts = Prcosts + Itcosts.
In Table 3 a † means that no solution has been obtained, because a division by zero occurred during the run
of preconditioned QMR method with AINV-A preconditioner and in Tables 4 and 5 a † means that there was no
convergence after 1000 iterations. Tables 3–5 show that in all cases, except matrix rajat04 in Table 3, the number
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Table 3
Results of right preconditioned QMR
Matrix AINV-A SAINV-NS
Itr Itcosts Tcosts Itr Itcosts Tcosts
hor − 131 8 507.99 4165.79 13 533.08 1445.06
pde900 6 1555.8 8122.2 16 2280.67 5573.65
sherman4 15 2232.79 10561.42 19 1948.95 7523.56
add20 4 67.66 509.33 7 96.31 495.14
sherman1 7 1764.64 9267.12 15 2244.02 6212.19
pde2961 7 4307.75 25992.72 27 7966.35 17391.48
ﬁdap029 3 74.18 409.59 4 80.28 479.07
rajat04 33 1436.86 6421.29 25 800.35 4331.09
rajat12 20 4055.48 66027.17 22 2477.08 47358.72
cage8 5 117.28 1171.24 7 118.18 762.54
raefsky1 21 607.31 8089.28 37 741.28 5431.94
raefsky2 † † † 39 1348.25 11050.62
cage9 6 138.63 1846.13 7 112.04 1153.66
swang1 3 54.02 192.83 4 62.39 398.37
Table 4
Results of right preconditioned BiCGSTAB
Matrix AINV-A SAINV-NS
Itr Itcosts Tcosts Itr Itcosts Tcosts
hor − 131 4 399.3 4057.1 7 428.76 1340.74
pde900 3 1283.1 7849.5 10 2167.38 5460.36
sherman4 7 1600.89 9929.52 11 1687.92 7262.53
add20 3 74.04 515.71 3 56.85 455.68
sherman1 4 1619.14 9121.62 8 1830.93 5799.1
pde2961 4 3982.97 25667.94 18 8039.26 17464.39
ﬁdap029 2 79.41 414.82 2 62.44 461.23
rajat04 19 1201.75 6186.18 24 1093.08 4623.82
rajat12 14 4307.68 66279.37 18 3034.72 47916.36
cage8 3 107.15 1161.11 3 73.78 718.14
raefsky1 12 507.61 7989.58 25 706.36 5397.02
raefsky2 † † † 25 1258.74 10961.11
cage9 3 105.3 1812.8 4 91.08 1132.7
swang1 2 55.6 194.41 2 46.32 382.3
Table 5
Results of right preconditioned GMRES(10)
Matrix AINV-A SAINV-NS
Itr Itcosts Tcosts Itr Itcosts Tcosts
hor − 131 1 336.43 3994.23 2 446.9 1358.88
pde900 1 1336.98 7903.38 2 1501.9 4794.88
sherman4 2 1595.58 9924.21 3 1697.77 7272.38
add20 1 113.53 555.2 1 96.34 495.17
sherman1 1 1311.52 8814 2 1594.23 5562.4
pde2961 1 3116.46 24801.43 3 4537.31 13962.44
ﬁdap029 1 150.14 485.55 1 125.9 524.69
rajat04 7 1668.34 6652.77 10 1807.9 5338.64
rajat12 3 3113.71 65085.4 4 2355.99 47237.63
cage8 1 136.85 1190.81 1 103.47 747.83
raefsky1 4 594.11 8076.08 16 1665.25 6355.91
raefsky2 † † † 9 1590.79 11293.16
cage9 1 133.41 1840.91 1 97.72 1139.34
swang1 1 122.87 261.68 1 109.62 445.6
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of iterations of right preconditioned QMR, BiCGSTAB and GMRES(10) methods with SAINV-NS preconditioner is
greater than or equal to those with AINV-A preconditioner. This is due to the fact that the matrix Z¯l in SAINV-NS
preconditioner is an approximation of Z¯ in AINV-A preconditioner. Tables 3–5 also show that in all cases, except
matrices f idap029 and swang1, the total costs (Tcosts) of applying these methods with SAINV-NS preconditioner
are cheaper than these methods with AINV-A preconditioner.
From the above discussion we can conclude that SAINV-NS is a robust and effective preconditioner for iterative
methods.
5. Conclusion
In this paper a new breakdown-free variant of AINV method, called SAINV-NS method, was presented to construct
an explicit preconditioner for NSPDmatrices. The SAINV-NS preconditioner can be computedwithout using thematrix
AT. Numerical experiments show that the new preconditioner is effective at reducing the number of iterations and is
sparser and cheaper (in terms of preconditioning costs and total costs) than the well-known AINV-A preconditioner.
Also we can conclude that SAINV-NS is a robust and effective preconditioner for iterative methods to obtain the
solution of large and sparse nonsymmetric systems of linear equations.
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