The relations between the Bernoulli and Eulerian polynomials of higher order and the complete Bell polynomials are found that lead to new identities for the Bernoulli and Eulerian polynomials and numbers of higher order. General form of these identities is considered and generating function for polynomials satisfying this general identity is found.
Introduction
The history of the Bernoulli polynomials B n (s) counts more than 250 years, as L. Euler first studied them for arbitrary values of the argument. He introduced the Euler polynomials E n (s), the generalization of these polynomials to the so-called Eulerian polynomials H n (s, ρ) was made by Frobenius [5] . The Bell polynomials [4] also appeared to be useful in combinatorial applications.
In 1920s N. Nörlund [7] introduced the Bernoulli B n (s, ρ|d) was made by L. Carlitz in [3] .
The Bernoulli and Eulerian polynomials of higher order appear to be useful for the description of the restricted partition function defined as a number of integer nonnegative solutions to Diophantine equation d · x = s (see [9] ). The author showed in [10] that the restricted partition function can be expressed through the Bernoulli polynomials of higher order only.
It appears that there exist relations that connect the Bernoulli, Euler and related polynomials and their higher order generalizations to the complete Bell polynomials. These relations presented in Section 3 give rise to new identities for the polynomials of higher order, and the identity for the Eulerian polynomials is discussed in Section 4. In Section 5 we introduce a more general form of the abovementioned identities and find the generating functions for the polynomials satisfying these relations. The Section 6 is devoted to derivation of new relations for the Bernoulli polynomials of higher order.
Bernoulli and Eulerian polynomials and their generalization to higher order
The Bernoulli B n (s) and Euler E n (s) polynomials are defined through the corresponding generating functions
Frobenius [5] studied the so-called Eulerian polynomials H n (s, ρ) satisfying the generating function
which reduces to definition of the Euler polynomials at fixed value of the parameter E n (s) = H n (s, −1). The Apostol-Bernoulli [1] and Apostol-Euler [6] are the particular cases of the Eulerian polynomials.
Introduce the generalized Eulerian polynomials through the generating function
It is easy to see that
Introduce the generalized Eulerian polynomials of higher order H (m) n (s, ρ, α|d) as follows
The generating function for the Bernoulli polynomials of higher order B (m) n (s|d) reads [2] :
It can be checked by comparison that
It is easy to see that the Euler E (m) n (s|d) [2] and Eulerian polynomials of higher order H n (s, ρ|d) [3] can be written as
n (s, ρ, 1|d).
Bernoulli and Eulerian polynomials of higher order as Bell polynomials
The complete Bell polynomials B n (a 1 , a 2 , . . .) [8] are defined through the generating function
Consider Taylor series
where B i is the Bernoulli number. Using the above expansion in (5) we have
where
Setting here m = 1, d = 1 we find
Consider Taylor series for the Eulerian polynomials
is the Eulerian number. In a particular case with ρ i = ρ in (4) using the above expansion we have
Comparing (10) to (7) we obtain
The relations (9,11) are the particular cases of a general identity
with
Note that the value of the polynomial is equal to the complete Bell polynomial of the same order with parameters proportional to the value of the corresponding polynomial at zero.
Generalized Eulerian polynomials identities
Consider a normalized distribution P (t) that can be characterized by the sequence of moments µ n or cumulants κ n . The moments generation function is P (t) itself and cumulants generation function is ln P (t), i.e.,
It is worth to note that in the theory of symmetric functions µ n play role of the complete homogeneous symmetric polynomials, while κ n stand for the symmetric power sums. The above definitions imply the relation between the moments and cumulants
On the other hand it follows from (13) and (7) that
so that
Using the relation (12) and the definition (7) one finds:
The last relation leads to the following identity:
that is rewritten as
Setting here m = 1, d 1 = 1 we find for the generalized Eulerian polynomials
General case
Consider a more general problem of construction of polynomials P n (s, r) that can be represented by the Bell complete polynomials with parameters a i being proportional to the values of the same polynomial at some s = r, that satisfy the generalized version of (17)
where Q 1 (s, r) and Q 2 (s, r) are polynomials in s. Then we find
We want to find the condition on the generating function G(s, r, t) for the polynomials P n (s, r).
Multiplying the equation (21) by t n /n! and summing over n we obtain
The r.h.s. of the above equation evaluates to Q 1 (s, r)G(s, r, t) + Q 2 (s, r)G(r, r, t)G(s, r, t), while the l.h.s. is obtained by differentiation of G(s, r, t) w.r.t. t, so that ∂G(s, r, t) ∂t = Q 1 (s, r)G(s, r, t) + Q 2 (s, r)G(r, r, t)G(s, r, t).
Consider a particular case of (22) in the form
The polynomials P n (s, r) generated by G(s, r, t) satisfy the identity
We look for solution in the form G(s, r, t) = H(s, t)F (r, t) that leads to the equation
The term in the square brackets in the last equation should be independent of s, so that the following condition holds
for some function M (t) defined up to arbitrary constant. The condition leads to relation
and the equation (25) reduces to the Bernoulli equation
which has the solution
The solution of (23) reads
where the integration constant C is determined from the condition
Finally we obtain
Setting in the last equation r = 0, Q 1 (s) = s−1, Q 2 (0) = −ρ/(1−αρ) and G 0 (s, 0) = (1−αρ)/(1−ρ) we obtain the generating function in the l.h.s. of (3). It is not difficult to generalize the above generating function to the case of polynomials of higher order. We define the generating function G(s, r, t, d) for the polynomials of higher order P (m) n (s, r|d) as follows
The polynomial identity reads:
The case r = s leads to the general solution
.
It should be noted that the solutions (31,34) are valid only when Q 1 (s) is identically nonzero. Otherwise the equation (22) reduces to
that can be written in the form
From the definition of F (r, t) we find G(s, r, t) = exp[Q 2 (s, r)F (r, t)] and obtain G(r, r, t) = exp[Q 2 (r, r)F (r, t)]. Thus we arrive at the following equation for F (r, t)
and we obtain the solution of equation (35) G(s, r, t
Setting in (36) t = 0 we obtain the integration constant
Finally, we arrive at the solution G(s, r, t) = G 0 1 − Q 2 (r, r)tG
For r = s equation (35) reduces to
The solution in this case is found from (34) in the limit
6 Identities for Bernoulli polynomials and numbers
Using the relation (9) and the definition (7) one finds:
Setting here m = 1, d 1 = 1 we find for the Bernoulli polynomials
Finally setting in the above relation s = 0 we arrive at the identity for the Bernoulli numbers
As all odd Bernoulli numbers (except B 1 ) vanish, one can find
from what it follows that
where the relation (47) is the well-known Euler identity and (46) is a particular case of the sum identity for the Bernoulli polynomials
Rewrite the identity (45) using the definition of the power sum as follows:
The relation (48) produces two new identities 
Recalling the identity for the Bernoulli polynomials of higher order [7] : 
Consider a particular case of all d i = 1, i.e., d = 1; noting that σ 1 = m we find from (49) the identity derived by Nörlund in [7] 
It is easy to show that for arbitrary nonzero λ the following relation is valid: 
