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Abstract
In this paper, we study the existence of multiple positive solutions to some Hamiltonian elliptic
systems −v = λu + up + εf (x), −u = µv + vq + δg(x) in Ω; u,v > 0 in Ω; u = v = 0 on
∂Ω , where Ω is a bounded domain in RN (N  3); 0 f , g ∈ L∞(Ω); 1/(p+ 1)+ 1/(q + 1)=
(N − 2)/N , p,q > 1; λ,µ> 0. Using sub- and supersolution method and based on an adaptation of
the dual variational approach, we prove the existence of at least two nontrivial positive solutions for
all λ,µ ∈ (0, λ1) and ε, δ ∈ (0, δ0), where λ1 is the first eigenvalue of the Laplace operator − with
zero Dirichlet boundary conditions and δ0 is a positive number.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Let Ω be a bounded smooth domain in RN (N  3) and λ,µ ∈ R. We are concerned
with the following problem
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−v = λu+ up + εf (x) in Ω ,
−u= µv + vq + δg(x) in Ω ,
u > 0, v > 0 in Ω ,
u= v = 0 on ∂Ω ,
(1.1)
where f,g ∈ L∞(Ω); p,q > 1 and satisfy
1
p+ 1 +
1
q + 1 =
N − 2
N
. (1.2)
Problem (1.1) is a special case of the Hamiltonian system:
−v = ∂H
∂u
(u, v) in Ω ,
−u= ∂H
∂v
(u, v) in Ω ,
u= v = 0 on ∂Ω .
(1.3)
In recent years, much attention has been paid to the existence of solutions of (1.3). Let
Ω ⊂RN (N  3) be a bounded, smooth and starshaped domain with respect to 0 ∈RN . If
H ∈C1(R2,R) satisfies
(i) H(0,0)= ∂H
∂u
(0,0)= ∂H
∂v
(0,0)= 0;
(ii) ∂H
∂u
(u, v), ∂H
∂v
(u, v) 0, ∀u,v  0;
(iii) there exists mN/(N − 2) and θ ∈ (0,1) such that
mH(u,v) θu∂H
∂u
(u, v)+ (1− θ)v ∂H
∂v
(u, v), (u, v) ∈R2, (1.4)
then it is proved by Mitidieri [11] that problem (1.3) has no nontrivial solutions of class
C2(Ω)∩C1(Ω). This result can be regarded as a generalization of the Pohozaev identity.
However, by means of the direct min–max method of Benci and Rabinowitz (see [3]) and
using an analytic framework of a suitable family of products of fractional Sobolev spaces,
Hulshof and Van Der Vorst [9] (see also [6]) proved that (1.3) has at least one nontrivial so-
lution (where ∂H
∂u
(u, v), ∂H
∂v
(u, v) are replaced respectively by f (u), g(v) with subcritical
growth rates).
Denote the eigenvalues of the Laplacian − with homogeneous Dirichlet boundary
conditions by λk (k = 1,2, . . .) satisfying 0 < λ1  λ2  · · · and let p,q satisfy (1.2) (i.e.,
the critical hyperbola, we call p,q critical Sobolev exponents), Hulshof, Mitidieri and Van
Der Vorst [8] considered the following problem
−v = λu+ |u|p−1u in Ω ,
−u= µv + |v|q−1v in Ω ,
u= v = 0 on ∂Ω ,
(1.5)
and proved the following:
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(N − 2− 2α), q = (N + 2− 2α)/(N − 2+ 2α), α ∈ [0,1), λµ = λ2k for all k = 1,2, . . . .
Assume one of the following conditions hold:
α = 0: λ+µ> 0,
0 < α <
N − 2
2(N − 1) :
{
µ> 0;
N > 4+ 2α, µ= 0, λ > 0;
N − 2
2(N − 1) < α < 1:
{
µ> 0;
N(N − 4α − 4)+ 4− 4α2 > 0, µ= 0, λ > 0;
α = N − 2
2(N − 1) :
{
µ> 0, N2 − 6N + 6 > 0;
µ= 0, λ > 0.
Then system (1.5) has at least one nontrivial solution (u, v) ∈ (C2(Ω) ∩ C1(Ω))2.
Moreover, if 0 < λ, µ with 0 < λµ< λ21, then there exists a solution with positive compo-
nents.
Let λ= µ, p = q , u= v, system (1.1) reduces to the scalar semilinear elliptic equation
−u= λu+ up + f (x) in Ω ,
u > 0 in Ω ,
u= 0 in ∂Ω ,
(1.6)
with critical exponent p = (N + 2)/(N − 2). Tarantello [12] proved that (1.6) admits two
nontrivial solutions u0 and u1 in H 10 (Ω) for λ= 0 and f ∈H−1(Ω), ‖f ‖H−1 is suitably
small. Cao and Zhou [5] considered a more general form of (1.6), i.e.,
−u= cup + f (x,u)+ h(x) in Ω ,
u > 0 in Ω ,
u= 0 in ∂Ω ,
(1.7)
where c > 0. By the sub- and supersolution method and the variational approach, they
proved that (1.7) admits at least two nontrivial solutions for h ∈H−1(Ω), ‖h‖H−1 is suit-
ably small and f satisfies certain conditions.
In the present paper we deal with (1.1) and consider the multiplicity of positive solu-
tions. Since the lack of compactness and the strong indefiniteness of the quadratic part
of (1.1) (see [9]), there is difficulty to overcome in using variational method to deal
with (1.1). Using the sub- and super-solution method, dual variational approach and taking
some ideas from [1,5,9], we prove that (1.1) has at least two nontrivial solutions under
some conditions.
Suppose that
f,g ∈ L∞(Ω), f, g  0, f, g ≡ 0 in Ω. (1.8)
Our main results are the following:
Theorem 1.2. Let N  3, λ,µ ∈ (0, λ1) and (1.8) hold. Then there exists ε0 > 0 such that
for all ε, δ ∈ (0, ε0), problem (1.1) has a minimal solution zεδ = (uεδ, vεδ) satisfying
|zεδ|∞ → 0 as max(ε, δ)→ 0. (1.9)
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such that for all ε, δ ∈ (0, δ0), problem (1.1) admits the second solution z = (u, v) > zεδ
(i.e., u > uεδ, v > vεδ in Ω).
This paper is organized as follows: In Section 2, we obtain the first positive solution
of (1.1) by the sub- and supersolution method (cf. Theorem 1.2). In Section 3, by means of
dual variational approach, we prove the existence of the second positive solution of (1.1)
(cf. Theorem 1.3).
Throughout this paper, we denote the norm of the space Ll(Ω), 1 l ∞, by | · |l and
the positive constants (possibly different) by C.
2. Proof of Theorem 1.2
Before giving the proof of Theorem 1.2, we introduce some notations and useful lem-
mas.
Lemma 2.1. Let λ,µ ∈ (0, λ1) and (1.8) hold. Then there exists ε0 > 0 such that for all
ε, δ ∈ (0, ε0), problem (1.1) admits at least one solution.
Proof. We first consider the following problem for any ∧ ∈ (0, λ1){−e−∧e= 1 in Ω ,
e= 0 on ∂Ω . (2.1)
By Lax–Milgram theorem, (2.1) admits a unique solution, denoted by e. Moreover, by
maximum principle, e(x) > 0 in Ω .
Without loss of generality, we can assume that p  q > 1. Consider the following prob-
lem for any ε > 0
−w =∧w+wq + εh(x) in Ω ,
w  0 in Ω ,
w = 0 on ∂Ω ,
(2.2)
where 0 <∧< λ1 and h ∈ L∞(Ω), h(x) 0, h(x) ≡ 0 in Ω .
Choosing wε = εθe, θ ∈ (0,1) we easily get
−wε −∧wε −wqε − εh(x)= εθ − εθqeq − εh(x)
 εθ − εθq |e|q∞ − ε|h|∞ > 0, 0 < ε < ε0,
which implies that wε is a supersolution of (2.2).
Obviously, 0 is a subsolution of (2.2). Therefore, (2.2) has a solution satisfying
0wε wε in Ω. (2.3)
By the maximum principle, wε > 0 in Ω. ✷
Remark. It follows from (2.3) that
|wε|∞ → 0 as ε→ 0. (2.4)
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positive number, still denoted by ε0 such that for all ε, δ ∈ (0, ε0) the following problem
−w =max(λ,µ)w+wq +max(ε, δ) ·max(f (x), g(x)) in Ω ,
w  0 in Ω ,
w = 0 on ∂Ω ,
(2.5)
admits at least one positive solution, denoted by wεδ , such that
|wεδ|∞ → 0 as max(ε, δ)→ 0. (2.6)
Hence, there is a positive number, still denoted by ε0 such that for all ε, δ ∈ (0, ε0)
|wεδ|∞  1. (2.7)
Note that p  q > 1, we get for all λ,µ ∈ (0, λ1) and ε, δ ∈ (0, ε0)
−wεδ  λwεδ +wpεδ + εf (x) in Ω ,
−wεδ  µwεδ +wqεδ + δg(x) in Ω ,
wεδ  0 on Ω ,
(2.8)
which implies that (wεδ,wεδ) is a supersolution of (1.1).
In addition, it is not difficult to see that (0,0) is a subsolution of (1.1) due to the as-
sumption f  0, g  0 in Ω . Hence, (1.1) admits at least one solution z= (u, v) such that
(0,0) (u, v) (wεδ,wεδ). By the maximum principle (see [7]), z= (u, v) > 0 in Ω .
The system (1.1) is cooperative in nature, so the sub- and supersolution argument can
be applied in the process of establishing solutions of problem (1.1).
Proof of Theorem 1.2. Clearly, (0,0) is a subsolution of (1.1). Let u0 = 0, v0 = 0, and
we consider the monotone iteration for λ,µ ∈ (0, λ1), ε, δ ∈ (0, ε0)
vn+1 = λun+1 + upn + εf (x) in Ω ,
−un+1 = µvn+1 + vqn + δg(x) in Ω ,
un+1 > 0, vn+1 > 0 in Ω ,
un+1 = vn+1 = 0 on ∂Ω ,
(2.9)
where n= 0,1,2, . . . .
By induction on n and the maximum principle (see [7]), we obtain
0 = u0 < u1 < u2 < · · ·< un < · · ·< u in Ω,
0 = v0 < v1 < v2 < · · ·< vn < · · ·< v in Ω. (2.10)
We may assume that
un → uεδ, vn → vεδ in Ω. (2.11)
Then zεδ = (uεδ, vεδ) is a solution of (1.1). Furthermore, by the maximum principle,
0 < uεδ  u, 0 < vεδ  v in Ω which implies that zεδ = (uεδ, vεδ) is the minimal solution
of (1.1). Moreover, it follows from (2.6) that |zεδ|∞ → 0 as max(ε, δ)→ 0. The proof of
Theorem 1.2 is complete. ✷
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In this section, we first introduce some notations and most of them can be found in [8].
Let p = (N + 2+ 2α)/(N − 2− 2α), q = (N + 2− 2α)/(N − 2+ 2α), α ∈ [0,1]. It is
easy to verify that p and q satisfy (1.2). Define
Eα =D
(
(−)(1+α)/2)×D((−)(1−α)/2), Xα = Lp+1(Ω)×Lq+1(Ω),
Yα =
(
W 2,(q+1)/q(Ω)∩W 1,(q+1)/q0 (Ω)
)× (W 2,(p+1)/p(Ω)∩W 1,(p+1)/p0 (Ω)).
Denote by E∗α and X∗α the duals of Eα and Xα respectively, then the embedding Eα ↪→
Xα is continuous but not compact (see [9]). Set
i :Eα →Xα, j :Yα →Eα, Aλµ =
(−λI −
− −µI
)
:Eα →E∗α,
Kλµ = i ◦A−1λµ ◦ i∗ :X∗α →Xα λ,µ ∈ (0, λ1),
and the inverse of Aλµ :Eα → E∗α is denoted by Aλµ and the inverse of Aλµ :Yα → X∗α
by Bλµ. Thus we have
X∗α
i∗→E∗α
A−1λµ−−−−→Eα i→Xα, X∗α
Bλµ−−−−→ Yα j→Eα
and
j ◦Bλµ =A−1λµ ◦ i∗, K∗λµ =Kλµ.
Now we look for the second solution of (1.1) of the form z = (u, v) = zεδ + z, where
z= (u, v) > 0 and zεδ = (uεδ, vεδ) is the minimal solution of (1.1) obtained in Theo-
rem 1.2. The corresponding Hamiltonian system for z= (u, v) becomes for all λ,µ ∈
(0, λ1), ε, δ ∈ (0, ε0)
−v = λu+ (u+ uεδ)p − upεδ in Ω ,
−u= µv + (v + vεδ)q − vqεδ in Ω ,
u > 0, v > 0 in Ω ,
u= v = 0 on ∂Ω .
(3.1)
Instead of (3.1), we first consider the following problem
−v = λu+ |u+ uεδ|p−1(u+ uεδ)− upεδ in Ω ,
−u= µv + |v + vεδ|q−1(v + vεδ)− vqεδ in Ω ,
u= v = 0 on ∂Ω .
(3.2)
z= (u, v) ∈Eα is said to be a weak solution of (3.2) if∫
Ω
(∇v · ∇ϕ1 +∇u · ∇ϕ2 − λuϕ1 −µvϕ2 − |u+ uεδ|p−1(u+ uεδ)ϕ1 + upεδϕ1
− |v+ vεδ|q−1(v + vεδ)ϕ2 + vqεδϕ2
)
dx = 0 ∀ϕ = (ϕ1, ϕ2) ∈Eα. (3.3)
The corresponding energy functional of (3.2) is denoted by
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∫
Ω
∇u · ∇v dx − λ
2
∫
Ω
u2 dx − µ
2
∫
Ω
v2 dx − 1
p+ 1
∫
Ω
|u+ uεδ|p+1 dx
− 1
q + 1
∫
Ω
|v+ vεδ|q+1 dx + 1
p+ 1
∫
Ω
|uεδ|p+1 dx + 1
q + 1
∫
Ω
|vεδ|q+1 dx
+
∫
Ω
u
p
εδu dx +
∫
Ω
v
q
εδv dx, z= (u, v) ∈Eα. (3.4)
It is well known that the nontrivial solutions of (3.2) are equivalent to the nonzero crit-
ical points of I in Eα . Moreover, by the regularity theory of Hamiltonian elliptic systems
(see [9]), every weak solution of (3.2) is classical.
Writing (3.4) as
I (z)= 1
2
〈Aλµz, z〉 − H˜ (iz), (3.5)
where
H(z)= 1
p+ 1 |u+ uεδ|
p+1 + 1
q + 1 |v + vεδ|
q+1 − 1
p+ 1u
p+1
εδ −
1
q + 1v
q+1
εδ
− upεδu− vqεδv,
H˜ (iz)=
∫
Ω
H(z) dx, z= (u, v) ∈Eα.
Then we have
dI (z)=Aλµz− i∗dH˜ (iz), z= (u, v) ∈Eα. (3.6)
Define the dual functional of I on X∗α
I∗ :X∗α →R
by
I∗(w)= H˜ ∗(w)− 1
2
〈Kλµw,w〉, (3.7)
where H˜ ∗ :X∗α →R is the Legendre transform of H˜ :Xα →R (see [8]) with
H˜ ∗(w)= p
p+ 1
∫
Ω
∣∣w1 + upεδ∣∣(p+1)/p dx + qq + 1
∫
Ω
∣∣w2 + vqεδ∣∣(q+1)/q dx
−
∫
Ω
w1uεδ dx −
∫
Ω
w2vεδ dx − p
p+ 1
∫
Ω
u
p+1
εδ dx −
q
q + 1
∫
Ω
v
q+1
εδ dx,
w = (w1,w2) ∈X∗α. (3.8)
The functional I ∈ C1(Eα,R) (respectively I∗ ∈ C1(X∗α,R)) is said to satisfy the
(P.S.)c condition if any sequence {zn} ⊂Eα (respectively {wn} ⊂X∗α) such that as n→∞
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respectively I∗(wn)→ c, dI∗(wn)→ 0 strongly in Xα
)
contains a subsequence converging in Eα (respectively X∗α) to a critical point of I (respec-
tively I∗). Obviously, I ∈ C1(Eα,R), I∗ ∈ (X∗α,R). Moreover, w ∈X∗α is a critical point
of I∗ if and only if z= Bλµw is a weak solution of (3.2) (see [8]).
Checking the proof of Lemma 2.1 in [8], we have the following result:
Lemma 3.1. I∗ satisfies (P.S.)c condition if and only if I does for all λ,µ ∈ (0, λ1) and
ε, δ ∈ (0, ε0).
Lemma 3.2. Let λ,µ ∈ (0, λ1). Then there exists a number δ0 > 0 such that for all ε, δ ∈
(0, δ0), w = 0 is a local minimum of I∗ in X∗α .
Proof. For any w = (w1,w2) ∈X∗α , we first show that there exists δ0 > 0 such that for all
ε, δ ∈ (0, δ0)
p
p+ 1
∫
Ω
∣∣w1 + upεδ∣∣(p+1)/p dx − ∫
Ω
w1uεδ dx − p
p+ 1
∫
Ω
u
p+1
εδ dx
 C|w1|(p+1)/p(p+1)/p. (3.9)
In fact, by the proof of Lemma 2.1 and Lebesgue theorem, we infer as ε, δ→ 0
p
p+ 1
∫
Ω
∣∣w1 + upεδ∣∣(p+1)/p dx − ∫
Ω
w1uεδ dx − p
p+ 1
∫
Ω
u
p+1
εδ dx
→ p
p+ 1
∫
Ω
|w1|(p+1)/p dx.
Therefore, there exists δ0 > 0 such that for all ε, δ ∈ (0, δ0)
p
p+ 1
∫
Ω
∣∣w1 + upεδ∣∣(p+1)/p dx − ∫
Ω
w1uεδ dx − p
p+ 1
∫
Ω
u
p+1
εδ dx
 p
2(p+ 1)
∫
Ω
|w1|(p+1)/p dx,
which implies (3.9).
Similarly, there is a positive number, still denoted by δ0 such that for all ε, δ ∈ (0, δ0)
q
q + 1
∫
Ω
∣∣w2 + vqεδ∣∣(q+1)/q dx − ∫
Ω
w2vεδ dx − q
q + 1
∫
Ω
v
q+1
εδ dx
 q
2(q + 1)
∫
Ω
|w2|(q+1)/q dx. (3.10)
Therefore, by (3.8)–(3.10) and note that |w|X∗α = |w1|(p+1)/p + |w2|(q+1)/q and 1 <
(p+ 1)/p, (q + 1)/q < 2, we obtain for all ε, δ ∈ (0, δ0)
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2
〈Kλµw,w〉
 p
2(p+ 1)
∫
Ω
|w1|(p+1)/p dx + q2(q + 1)
∫
Ω
|w2|(q+1)/q dx − 12‖Kλµ‖|w|
2
X∗α
 C
(
|w1|(p+1)/p(p+1)/p + |w2|(q+1)/q(q+1)/q
)
∀w ∈X∗α, |w|X∗α  η0,
where | · |X∗α denotes the norm of Banach space X∗α and η0 is a sufficiently small positive
number. Thus Lemma 3.2 is proved. ✷
Let p,q satisfies (1.2), then the problem (see [10]){−v = |u|p−1u in RN ,
−u= |v|q−1v in RN , (3.11)
has a ground state, denoted by (u1, v1), which is unique up to scaling and translations.
Moreover, the ground state is positive, radially symmetric and decreasing in r = |x|. The
critical value of the functional
J (u, v)=
∫
RN
∇u · ∇v dx − 1
p+ 1
∫
RN
|u|p+1 dx − 1
q + 1
∫
RN
|v|q+1 dx,
(u, v) ∈W 2,(q+1)/q(RN )×W 2,(p+1)/p(RN )
is given by 2
N
K
N/2
pq , where
Kpq = inf
{|u| q+1
q
| u ∈W 2,(q+1)/q(Ω)∩W 1,(q+1)/q0 (Ω), |u|p+1 = 1
}
.
Define
Γ = {γ ∈ C([0,1],X∗α) | γ (0)= 0, I∗(γ (1))< 0}; c= inf
γ∈Γ maxt∈[0,1]
I∗
(
γ (t)
)
,
then we have the following:
Lemma 3.3. Let N  4 and λ,µ ∈ (0, λ1). Then for all ε, δ ∈ (0, δ0), the inequality
c <
2
N
K
N/2
pq (3.12)
holds, where p,q > 1 satisfy (1.2).
Proof. Let uη(x)= η−N/(p+1)u1(x/η), vη(x)= η−N/(q+1)v1(x/η), x ∈RN . It suffices to
prove that
sup
t,s0
I∗
((
tupη , sv
q
η
))
<
2
N
K
N/2
pq .
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sup
s,t0
I∗
((
tupη , sv
q
η
))
= sup
s,t0
(
p
p+ 1
∫
Ω
∣∣tupη + upεδ∣∣(p+1)/p dx + qq + 1
∫
Ω
∣∣svqη + vqεδ∣∣(q+1)/q dx
− t
∫
Ω
upηuεδ dx − s
∫
Ω
vqηvεδ dx −
p
p+ 1
∫
Ω
u
p+1
εδ dx
− q
q + 1
∫
Ω
v
q+1
εδ dx −
1
2
〈
Kλµ
(
tupη , sv
q
η
)
,
(
tupη , sv
q
η
)〉)
 sup
s,t0
(
pt(p+1)/p
p+ 1
∫
Ω
up+1η dx +
qs(q+1)/q
q + 1
∫
Ω
vq+1η dx − t
∫
Ω
upηuεδ dx
− s
∫
Ω
vqηvεδ dx −
1
2
〈
Kλµ
(
tupη , sv
q
η
)
,
(
tupη , sv
q
η
)〉)+Cεδ
<
2
N
K
N/2
pq , (3.13)
where t, s  0 satisfy that t(p+1)/p = s(q+1)/q ; Cεδ → 0 as max(ε, δ)→ 0. For the last
inequality in (3.13) see [8]. ✷
Lemma 3.4. Let ε, δ ∈ (0, δ0) and
c <
2
N
K
N/2
pq , (3.14)
then the functional I∗ satisfies the (P.S.)c condition for all λ,µ ∈ (0, λ1).
Proof. Let {wn = (w1n,w2n)} ⊂X∗α such that as n→∞
I∗(wn)→ c < 2
N
K
N/2
pq , dI
∗(wn)→ 0 strongly in Xα. (3.15)
Since
I∗(wn)= H˜ ∗(wn)− 12 〈Kλµwn,wn〉
= p− 1
2(p+ 1)
∫
Ω
∣∣w1n + upεδ∣∣(p+1)/p dx + q − 12(q + 1)
∫
Ω
∣∣w2n + vqεδ∣∣(q+1)/q dx
− 1
2
∫ ∣∣w1n + upεδ∣∣1/p−1(w1n + upεδ)upεδ dx
Ω
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2
∫
Ω
∣∣w2n + vqεδ∣∣1/q−1(w2n + vqεδ)vqεδ dx − pp+ 1
∫
Ω
u
p+1
εδ dx
− q
q + 1
∫
Ω
v
q+1
εδ dx −
1
2
∫
Ω
w1nuεδ dx − 12
∫
Ω
w2nvεδ dx. (3.16)
Therefore, from (3.15), (3.16) and by Young inequality, we easily get
|wn|X∗α  C. (3.17)
Set zn = (un, vn)= Bλµwn ∈ Yα and it follows that the sequence zn is bounded both in
Yα and Eα . Then we have by Lemma 3.1
I (zn)→ c, dI (zn)→ 0 strongly in E∗α. (3.18)
Rewriting (3.18), we get as n→∞
−vn = λun + |un + uεδ|p−1(un + uεδ)− upεδ + o(1) in L(p+1)/p(Ω), (3.19)
−un = µvn + |vn + vεδ|q−1(vn + vεδ)− vqεδ + o(1) in L(q+1)/q(Ω). (3.20)
Choosing a subsequence if necessary, we may assume that as n→∞
zn = (un, vn)⇀ z= (u, v) in Yα, (3.21)
the weak limit z= (u, v) is easily seen to be a weak solution of (3.2), i.e.,〈
dI (z),ϕ
〉= 0 ∀ϕ ∈Eα. (3.22)
Set αn = un − u, βn = vn − v, then by Brezis–Lieb lemma [4], we have as n→∞∫
Ω
|un|p+1 dx =
∫
Ω
|αn|p+1 dx +
∫
Ω
|u|p+1 dx + o(1),
∫
Ω
|vn|q+1 dx =
∫
Ω
|βn|q+1 dx +
∫
Ω
|v|q+1 dx + o(1).
Obviously,∫
Ω
∇un · ∇vn dx =
∫
Ω
∇αn · ∇βn dx +
∫
Ω
∇u · ∇v dx + o(1).
Since 〈dI (zn), zn〉→ 0, we obtain as n→∞∫
Ω
∇αn · ∇βn dx − 12
∫
Ω
|αn|p+1 dx − 12
∫
Ω
|βn|q+1 dx→−
〈
dI (z), z
〉= 0.
Therefore, along a subsequence we may assume as n→∞∫
Ω
∇αn · ∇βn dx→ a,
∫
Ω
|αn|p+1 dx→ a,
∫
Ω
|βn|q+1 dx→ a, (3.23)
where a is a nonnegative number.
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−βn = λαn + |un + uεδ|p−1(un + uεδ)− |u+ uεδ|p−1(u+ uεδ)+ o(1)
in L(p+1)/p(Ω),
−αn = µβn + |vn + vεδ|q−1(vn + vεδ)− |v+ vεδ|q−1(v + vεδ)+ o(1)
in L(q+1)/q(Ω).
Therefore, by Brezis–Lieb lemma (see [4]), we infer as n→∞∫
Ω
|αn|(q+1)/q dx 
∫
Ω
|µβn|(q+1)/q dx +
∫
Ω
∣∣|vn + vεδ|q−1(vn + vεδ)
− |v + vεδ|q−1(v + vεδ)
∣∣(q+1)/q + o(1)
=
∫
Ω
|vn + vεδ|q+1 dx −
∫
Ω
|v + vεδ|q+1 dx + o(1)
=
∫
Ω
∣∣(vn + vεδ)− (v + vεδ)∣∣q+1 dx + o(1)
=
∫
Ω
|βn|q+1 dx + o(1)=
∫
Ω
|αn|p+1 dx + o(1). (3.24)
On the other hand, by the Sobolev imbedding theorem we get
|αn|p+1 K−1pq |αn|(q+1)/q. (3.25)
Combining (3.25) with (3.24), we derive that a1/(p+1)  K−1pq aq/(q+1). If a = 0, the
proof is complete. Assume a > 0, then
a KN/2pq . (3.26)
In addition, choose ϕ = z in (3.22), and we get
2
∫
Ω
∇u · ∇v dx − λ
∫
Ω
u2 dx −µ
∫
Ω
v2 dx −
∫
Ω
|u+ uεδ|p−1(u+ uεδ)u dx
−
∫
Ω
|v+ vεδ|q−1(v + vεδ)v dx +
∫
Ω
u
p
εδu dx +
∫
Ω
v
q
εδv dx = 0. (3.27)
Thus
I (z)= 1
2
∫
Ω
|u+ uεδ|p−1(u+ uεδ)u dx + 12
∫
Ω
|v+ vεδ|q−1(v + vεδ)v dx
− 1
p+ 1
∫
Ω
|u+ uεδ|p+1 dx − 1
q + 1
∫
Ω
|v+ vεδ|q+1 dx + 12
∫
Ω
u
p
εδu dx
+ 1
2
∫
v
q
εδv dx +
1
p+ 1
∫
u
p+1
εδ dx +
1
q + 1
∫
v
q+1
εδ dx. (3.28)Ω Ω Ω
212 D. Cao, P. Han / J. Math. Anal. Appl. 289 (2004) 200–215Now we give an estimate of the lower bound of I (z).∣∣∣∣∣12
∫
{|u|uεδ}
|u+ uεδ|p−1(u+ uεδ)u dx − 1
p+ 1
∫
{|u|uεδ}
|u+ uεδ|p+1 dx
+ 1
2
∫
{|u|uεδ}
u
p
εδu dx +
1
p+ 1
∫
{|u|uεδ}
u
p+1
εδ dx
∣∣∣∣∣ C
∫
Ω
u
p+1
εδ dx, (3.29)
1
2
∫
{u>uεδ}
|u+ uεδ|p−1(u+ uεδ)u dx − 1
p+ 1
∫
{u>uεδ}
|u+ uεδ|p+1 dx
+ 1
2
∫
{u>uεδ}
u
p
εδu dx +
1
p+ 1
∫
{u>uεδ}
u
p+1
εδ dx

(
1
2
− 1
p+ 1
) ∫
{u>uεδ}
|u+ uεδ|pudx − ε1
∫
{u>uεδ}
|u+ uεδ|p+1 dx
−Cε1
∫
{u>uεδ}
u
p+1
εδ dx +
1
2
∫
{u>uεδ}
u
p
εδu dx +
1
p+ 1
∫
{u>uεδ}
u
p+1
εδ dx
−C
∫
Ω
u
p+1
εδ dx, (3.30)
1
2
∫
{u<−uεδ}
|u+ uεδ|p−1(u+ uεδ)u dx − 1
p+ 1
∫
{u<−uεδ}
|u+ uεδ|p+1 dx
+ 1
2
∫
{u<−uεδ}
u
p
εδu dx +
1
p+ 1
∫
{u<−uεδ}
u
p+1
εδ dx
= 1
2
∫
{u<−uεδ }
(|u| − uεδ)p+1 dx + 12
∫
{u<−uεδ}
(|u| − uεδ)puεδ dx
− 1
p+ 1
∫
{u<−uεδ}
(|u| − uεδ)p+1 dx − 12
∫
{u<−uεδ}
u
p
εδ|u|dx
+ 1
p+ 1
∫
{u<−uεδ}
u
p+1
εδ dx

(
1
2
− 1
p+ 1
) ∫
{u<−uεδ}
(|u| − uεδ)p+1 dx + 12
∫
{u<−uεδ}
|u|puεδ dx
− p
2
∫
|u|p−1u2εδ dx −
1
2
∫
u
p
εδ|u|dx +
1
p+ 1
∫
u
p+1
εδ dx{u<−uεδ} {u<−uεδ} {u<−uεδ}
D. Cao, P. Han / J. Math. Anal. Appl. 289 (2004) 200–215 213
(
1
2
− ε2 − ε3
) ∫
{u<−uεδ}
|u|puεδ dx −Cε2
∫
{u<−uεδ}
u
p+1
εδ dx
−Cε3
∫
{u<−uεδ}
u
p+1
εδ dx +
1
p+ 1
∫
{u<−uεδ}
u
p+1
εδ dx
−C
∫
Ω
u
p+1
εδ dx. (3.31)
Hence, from (3.29)–(3.31) and Lemma 2.1, we know that there exists a positive number,
still denote by δ0 such that for all ε, δ ∈ (0, δ0)
1
2
∫
Ω
|u+ uεδ|p−1(u+ uεδ)u dx − 1
p+ 1
∫
Ω
|u+ uεδ|p+1 dx + 12
∫
Ω
u
p
εδu dx
+ 1
p+ 1
∫
Ω
u
p+1
εδ dx −
ε0
2
, 0 < ε0 <
2
N
K
N/2
pq − c. (3.32)
Similarly, there is also a positive number, still denoted by δ0, such that for all ε, δ ∈
(0, δ0)
1
2
∫
Ω
|v+ vεδ|q−1(v + vεδ)v dx − 1
q + 1
∫
Ω
|v + vεδ|q+1 dx + 12
∫
Ω
v
q
εδv dx
+ 1
q + 1
∫
Ω
v
q+1
εδ dx −
ε0
2
. (3.33)
Therefore, we obtain for all ε, δ ∈ (0, δ0)
I (z)−ε0. (3.34)
From (3.23), (3.26) and after a simple calculation, we derive that
c= I (zn)+ o(1)
=
∫
Ω
∇αn · ∇βn dx − 1
p+ 1
∫
Ω
|αn|p+1 dx − 1
q + 1
∫
Ω
|βn|q+1 dx + I (z)+ o(1)
=
(
1− 1
p+ 1 −
1
q + 1
)
a + I (z) 2
N
K
N/2
pq − ε0.
We obtain a contradiction due to c+ ε0 < 2NKN/2pq . ✷
Proof of Theorem 1.3. It is easy to verify that for all w = (w1,w2) ∈ X∗α satisfying
〈Kλµw,w〉> 0,
I∗
(
(tw1, sw2)
)= p
p+ 1
∫ ∣∣tw1 + upεδ∣∣(p+1)/p dx
Ω
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q + 1
∫
Ω
∣∣sw2 + vqεδ∣∣(q+1)/q dx − t ∫
Ω
w1uεδ dx
− s
∫
Ω
w2vεδ dx − p
p+ 1
∫
Ω
u
p+1
εδ dx −
q
q + 1
∫
Ω
v
q+1
εδ dx
− 1
2
〈
Kλµ(tw1, sw2)(tw1, sw2)
〉→−∞ as t, s→+∞, (3.35)
where t, s satisfy that t(p+1)/p = s(q+1)/q , t, s  0.
Thus there exist t0, s0 > 0, t(p+1)/p0 = s(q+1)/q0 such that I∗((t0w1, s0w2)) < 0. By Lem-
mas 3.2, 3.4, there is a sequence {wn} ⊂X∗α satisfying
I∗(wn)→ c, dI∗(wn)→ 0 strongly in Xα. (3.36)
By Lemma 3.3, we know that there exists a subsequence, still denote by wn and w ∈X∗α
such that
wn →w strongly in X∗α.
Therefore, c is a positive critical value of I∗ and w is the critical point of I∗. Further-
more, z= Bλµw is a nontrivial solution of (3.2). Finally, in order to show that problem (3.2)
has a positive solution, as in [2,8], we just need to consider the modified Hamiltonian given
by
H˜η(iz)= η
p+ 1
∫
Ω
∣∣u− + uεδ∣∣p+1 dx + 1
p+ 1
∫
Ω
∣∣u+ + uεδ∣∣p+1 dx
+ η
q + 1
∫
Ω
∣∣v− + vεδ∣∣q+1 dx + 1
q + 1
∫
Ω
∣∣v+ + vεδ∣∣q+1 dx
− 1
p+ 1
∫
Ω
u
p+1
εδ dx −
1
q + 1
∫
Ω
v
q+1
εδ dx − η
∫
Ω
u
p
εδu
− dx
−
∫
Ω
u
p
εδu
+ dx − η
∫
Ω
v
q
εδv
− dx −
∫
Ω
v
q
εδv
+ dx,
where u+, u− denote the positive, negative components of u respectively and η ∈ (0,1].
One obtains exactly as before a nontrivial critical point zη corresponding to a positive
critical value cη below the critical Palais–Smale level. This critical value is bounded away
from zero and 2
N
K
N/2
pq uniformly in η. Therefore we may adjust the argument used be-
fore and extract a convergent sequence {zηn}. The limit is then a nontrivial solution of the
following problem for all ε, δ ∈ (0, δ0)
−v = λu+ (u+ + uεδ)p − upεδ in Ω ,
−u= µv + (v+ + vεδ)q − vqεδ in Ω ,
u= v = 0 on ∂Ω .
(3.37)
By the maximum principle (see [7]), we deduce that for all λ,µ ∈ (0, λ1), this solution
is positive. The proof of Theorem 1.3 is complete. ✷
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