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Abstract: Within the transonic regime, the aeroelastic problems exhibit many unique characteristics 
compared with subsonic and supersonic cases. Although a lot of research has been carried out in this 
field, the underlying mechanisms of these complex phenomena are not clearly understood yet, resulting 
in a challenge in the design and use of modern aircraft. This review summarizes the recent 
investigations on nonclassical transonic aeroelastic problems, including transonic buzz, reduction of 
transonic buffet onset, transonic buffeting response and frequency lock-in phenomenon in transonic 
buffet flow. After introducing the research methods in unsteady aerodynamics and aeroelastic problems, 
the dynamical characteristics as well as the physical mechanisms of these phenomena are discussed 
from the perspective of the fluid mode. In the framework of the ROM (reduced order model) -based 
model, the dominant fluid mode (or the eigenvalue) and its coupling process with the structural model 
can be clearly captured. The flow nonlinearity was believed to be the cause of the complexity of 
transonic aeroelasticity. In fact, this review indicates that the complexity lies in the decrease of the flow 
stability in the transonic regime. In this condition, the fluid mode becomes a principal part of the 
coupling process, which results in the instability of the fluid mode itself or the structural mode, and thus, 
it is the root cause of different transonic aeroelastic phenomena. 
Keywords: aeroelasticity, transonic buffet, transonic buzz, lock-in, fluid mode, fluid-structure 
interaction 
1. Introduction 
The design of modern aircraft, especially military aircraft, generally pursues the requirements of 
high speed, high maneuverability but light weight. This will lead the aircraft to be at the potential risk of 
various transonic aeroelastic problems. In addition to the classical bending-torsion flutter, transonic 
aeroelasticity also exhibits many unique phenomena [1-3]. For example, the sweptback wing 
experiences a drop of the flutter boundary in the transonic regime, called the transonic dip phenomenon 
[4-7]. There is a relatively large discrepancy between the computational and experimental flutter 
boundaries when the Mach numbers are near the transonic dip [8]. The control surface (rudder or aileron) 
may encounter self-excited, and often limit-cycle oscillations in the single degree of freedom during 
flight at transonic or low supersonic speeds, which is the transonic control surface buzz phenomenon 
[9-12]. In exceptional cases, the wing may even display a kind of nodal-shaped oscillation caused by the 
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interaction between flutter and buffet in transonic flow [13-16]. In transonic buffet flow conditions, 
furthermore, the frequency of the structural response may not follow the buffet frequency but locks onto 
the natural frequency of the structure, causing the frequency lock-in phenomenon, in which a large 
oscillating amplitude of the wing can be observed in the lock-in region [17-20].  
Because of the abundant and complex phenomena, transonic aeroelasticity has received continuous 
attentions from academia and industry. In this period, wind tunnel experimentation is one of the main 
approaches to conduct transonic aeroelasticity research. Many valuable conclusions were obtained by 
this method. Even now, it is still an important means in designing a new airplane and studying complex 
transonic aeroelastic problems. Besides, some transonic aeroelastic experiments are used as standard 
cases for the validation of the numerical simulation, of the transonic flutter experiment with the 
AGARD445.6 wing [4], the control surface buzz experiment with the NASP wing [21], the transonic 
static aeroelastic experiment with the HIRENASD wing [22], and the benchmark active control 
technology (BACT) experiment with NACA0012 airfoil section [23]. Since Steger [24] carried out the 
study of transonic buzz by solving the NS equations in 1980, numerical simulation has gradually 
become the main approach in transonic aeroelasticity investigations. In the past 40 years, researchers 
proposed many approaches to deal with the problems in CFD/CSD time domain simulation, i.e. the 
coupling scheme, data exchange method on the fluid-solid interface and dynamic grid technology. 
Although the CFD/CSD simulation method has achieved great progress, it is still inefficient and 
difficult to obtain the response, and to reveal the physical mechanism of complex transonic aeroelastic 
phenomena. In order to address these drawbacks, some researchers have attempted to construct a 
reduced order model (ROM) analysis based on modal coordinates to replace the CFD/CSD simulation 
since 2000 [25-26]. In recent years, the ROM-based method has received wide attention. A variety of 
modeling methods, including linear and non-linear, have been proposed in the fields of unsteady 
aerodynamics and aeroelasticity. 
In the classical concept of aeroelasticity, dynamic aeroelastic problems are usually classified into 
two types: aeroelastic stability problem and dynamic response problem. The first one, commonly 
referred to as flutter, is the most critical issue in the field of aeroelasticity. It is of great significance in 
engineering. Typical representatives include classical bending-torsion flutter and transonic buzz. The 
bending-torsion flutter is the nature of coupling instability between structural modes. The flutter 
boundary usually displays a dip in the transonic region, which makes the transonic flutter boundary a 
limitation of the flight envelope. The transonic buzz refers to the limit-cycle oscillations of the control 
surface around its hinge. It is a kind of special flutter, only the single structural degree of freedom 
involved. For aeroelastic stability problems, the coupling methods, considering the bidirectional 
coupling feedback between flow and structure, are necessary in order to actually illustrate the dynamic 
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characteristics of the FSI system. The freestream flow is considered stable in most researches. 
Unlike the stability problem in stable flow, the dynamic response problems focus on the 
flow-induced vibration of the wing due to unstable or unsteady flows. In transonic buffeting the 
excitation source is the aerodynamic force fluctuations caused by the global instability of the shock 
boundary-layer interaction flow [27]. Buffeting vibration will not only affect the fatigue life of the 
aircraft, but also have undesirable impacts on the operation of the airborne instrumentation and of the 
flight control system. Because the self-sustained oscillation of the shock wave is independent of the 
motion of the structure, the feedback effect between fluid and structure is considered to be too weak to 
perform a coupling analysis from the traditional aeroelastic viewpoint. In addition, considering the 
limitations on strength and stiffness of the scaled model in the wind tunnel experiment, the decoupled 
―two-step method‖ is adopted as the main approach to study the transonic buffeting problem, The 
analysis process of the two-step method is first to predict the buffeting loads based on the rigid wing, 
and then calculate the response of the elastic wing under the loads. The key is to accurately predict the 
buffeting loads. As a result, transonic buffeting, also referred as transonic buffet, is usually regarded as a 
pure fluid mechanics phenomenon. A large number of wind tunnel experiments and numerical 
simulations on transonic buffet have been carried out with rigid wings/airfoils by many institutions and 
scholars [27-34]. 
The above classification is more dependent on the stability of the flow itself. Then the 
corresponding research methods are adopted according to the classification, as an aeroelastic stability 
problem or as a dynamic response problem. However, this research route has obvious limitations. 
Firstly, transonic buzz is classified as a stability problem, thus, most researchers pay little attention to 
the effect of the flow stability. Although some phenomena observed are difficult to explain from the 
viewpoint of the traditional flutter, engineers still use it to guide the design of the control surface 
system. Some scholars believe that the occurrence of the transonic buzz is closely related to transonic 
buffet, but there is little direct evidence and systematic research on this point [35]. Moreover, another 
limitation lies in the field of transonic buffet. It is classified as a dynamic response problem, in which 
the coupling effect is often neglected and in which rigid wings are used in most current investigations 
with the uncoupled two-step method. Within this framework, the frequency lock-in phenomenon 
cannot be explained from the resonance theory [20,36]. Consequently, the physical mechanisms of the 
non-classical transonic aeroelastic problems remain unclear. This is the root cause why modern aircraft 
still suffer from transonic aeroelastic problems. 
In fact, the structure of the aircraft is usually elastic, and it is impossible to guarantee the absolute 
stability of the flow when the aircraft flies in transonic regime. Therefore, there is no clear boundary 
between the two classifications, and it is very difficult for researchers to distinguish whether the flow is 
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stable or not. To deal with this issue, it is necessary to construct a unified analysis method for both kinds 
of problems, and further to understand the underlying mechanisms from a unified perspective. 
There have been several review papers on aeroelasticity. However, they paid less attention to the 
mechanism of transonic aeroelastic problems. For example, Dowell [37-38] and Afonso [39] separately 
summarized the aeroelastic phenomena from the viewpoint of nonlinearity. Although the transonic cases 
were considered, the mechanisms of some phenomena were still not well explained [40]. Nonlinearity is 
far too general to predict the specific flow conditions and/or structural parameters for the occurrence of 
the non-classical transonic aeroelastic issues. This means it fails to provide a clear design criterion for 
engineers to avoid these problems. Transonic aeroelasticity, as a result, is still a long-term obstacle in 
the field of aerospace. In 2011, Bendiksen [2] summarized the research progress of transonic unsteady 
aerodynamics, in which transonic aeroelasticity was only one of the application cases. Therefore, there 
is a pressing need to summarize the recent progress on transonic aeroelasticity, especially the physical 
mechanism of certain non-classical transonic aeroelastic problems. Our group has carried out long-term 
research in this area. On the basis of the achieved progresses, this paper reviews the construction of the 
unified analysis method and the mechanism from the perspective of fluid mode towards typical 
transonic aeroelastic phenomena.  
This paper is organized as follows. Section 2 provides an overview of the numerical methods for 
transonic unsteady flow, which includes the CFD approach and the reduced-order model (ROM). For 
the transonic buffet flow cases, the applicability of simulations in URANS is first discussed, and then 
the framework of the ROM with the ARX method as well as the modeling steps are presented. The 
aeroelastic analysis methods, including CFD/CSD time domain simulation and the ROM-based 
aeroelastic model are introduced in Section 3. In Section 4, the dominant fluid mode, representing the 
stability and frequency spectrum of the flow, obtained by ROM is introduced. From the perspective of 
fluid mode, this review summarizes the dynamical characteristics and physical mechanisms of certain 
non-classical transonic aeroelastic problems, including transonic buzz, reduction of transonic buffet 
onset, classical transonic buffeting response and the frequency lock-in phenomenon in transonic buffet 
flow. Conclusions are provided in Section 5. 
2. Methods for the transonic unsteady flow 
The complexity of transonic aeroelasticity has its origin in the complex transonic flow which can 
be divided into three levels, namely, steady flow, unsteady flow, and the unstable flow caused by the 
global instability [3]. Transonic steady flow, dominated by the spatial nonlinearity, refers to the 
nonlinear characteristics of the transonic steady flow varying with flow parameters, i.e. freestream angle 
of attack. In this case the objective is to accurately predict the strength of the shock wave. Transonic 
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unsteady flow is caused by the structural motion. If the structure vibrates with a large amplitude, the 
motion of the shock wave (and the aerodynamic load) are no longer linear with the structural motion. 
The linear relationship is achieved only in the case of the structural motion with a sufficiently small 
amplitude. Under the assumption of small disturbance, this kind of unsteady flow can be converted to a 
time-linearized problem, which is the foundation of many aeroelastic studies. The third level is caused 
by the global instability. The shock wave can oscillate even in the absence of the structural motion [41]. 
In this kind of unstable flow, the interaction between the structural motion and the self-excited shock 
oscillation can result in complex aeroelastic phenomena when an elastic wing is adopted. Nonlinearity, 
however, makes it very difficult to understand the underlying mechanisms of these aeroelastic 
phenomena. A ROM-based aeroelastic analysis method is an important way to deal with such problem.  
2.1 Numerical simulation by CFD 
CFD is one of the most important means for flow analysis. Thanks to the contribution of several 
generations of fluid mechanics scientists, numerical solutions of the N-S equations have achieved great 
progress in the transonic flow simulation. Unsteady Reynolds-averaged Navier-Stokes (URANS), 
Detached-Eddy Simulation (DES) and Large Eddy Simulation (LES) have been successively applied to 
the simulation of transonic buffet flow.  
Although the LES method can more precisely obtain the evolution process of separated vortices, it 
is not widely used in the transonic buffet simulation due to its inefficiency. Deck [42] used the standard 
DES and Zonal-DES methods to study transonic buffet flow over the OAT15A airfoil, and compared 
them with URANS. He found that Zonal-DES could obtain more accurate buffet characteristics, while 
the standard DES and URANS obtained comparable results on buffet onset and buffet loads. Later, 
Chen [43], Huang [44], Grossi [45-46] and Sartor [47] also applied the hybrid RANS/LES method to 
calculate the transonic buffet, proposing improved approaches such as DDES and IDDES. In general, 
the improved DES methods yield more accurate unsteady flow characteristics and separated regions 
than URANS methods. However, most of the improved methods need to set zones with different grid 
topologies in advance according to the flow features, and then to identify the RANS or LES method in 
each zone. When the shock location and the separation region change due to the structural motion, the 
zones have to be redefined to get a reasonable result. Because of this limitation, the hybrid RANS/LES 
method is not convenient for the study of the fluid-structure interaction problem. 
The URANS method was proved to be particularly sensitive to the choice of turbulence model to 
calculate the transonic buffet flow. For the NACA0012 airfoil, Barakos [48] studied the effectiveness of 
various linear and nonlinear eddy viscosity models, including the Baldwin–Lomax model, the 
Spalart–Allmaras (S–A) model, linear and nonlinear k -  models and a nonlinear k -  model. The 
author found that only the S-A model and k -  model developed unsteady flow characteristics 
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comparable to the experiment, but at a slightly larger angle of attack. Goncalves [49] conducted a 
similar investigation based on the supercritical RA16SC1 airfoil. He also found the S-A model could 
reproduce the buffet unsteadiness with reasonable buffet frequencies but the amplitude were 
underpredicted. In addition to the turbulence model, a number of authors have reported similar 
sensitivity studies on the numerical discretization scheme, the time steps and grid resolution [50-54]. 
These studies have accumulated experience for the URANS simulation of transonic buffet. It is well 
known that the buffeting characteristics of airfoils are mainly dominated by the large-amplitude motion 
of the shock wave and the resulting large-scale separated vortices. Furthermore, periodic shock motions 
in transonic buffet occur in time scales that are much larger than those of the wall-bounded turbulence 
[55-56]. Therefore, with an appropriate turbulence model, the URANS method is suitable for the 
simulation of transonic unsteady problems, i.e. transonic buffet flow.  
Using the URANS method and the S-A turbulence model, Gao et al. [57] calculated the transonic 
buffet onset on the NACA0012 airfoil, in which the inviscid flux was discretized by the second-order 
advection upstream splitting method (AUSM) scheme, and the viscous flux term is discretized by the 
standard central scheme. It is known that buffet onset is a combination of Mach number and angle of 
attack, which represents the boundary of the shock changing from static to periodic oscillation. Figure 1 
shows the comparison of the buffet onset boundary, in which the circles represent the data from the 
experiment conducted by Doerffer et al. [30] and the solid line represents the computational results from 
the present URANS method. As can be seen, the experimental data and URANS calculations are in 
good agreement. At the Mach number of 0.70, the calculated buffet onset angle is 4.80 degrees, which is 
very close to the 4.74 degrees obtained from experiment. Figure 2 shows reduced buffet frequencies at 
different angles of attack at M = 0.7. As the angle of attack increases, the buffet frequency increases 
smoothly and slightly. At α = 5 degrees, the reduced frequency is 0.180 (about 0.058 at the scale of 
Strouhal number, /t bS f c U ), which is very close to the experimental data of 0.176. The reduced 
frequency is defined as /b bk f c U  , in which fb is the buffet frequency; c indicates the chord of the 
airfoil, and U  denotes the velocity of the free-stream.  
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Figure 1. Comparison of the buffet onset boundary between URANS simulation and experiment 
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Figure 2. Buffet frequencies at different angles of attack [57] 
Gao et al. [57] also verified the transonic buffet loads based on a supercritical OAT15A airfoil. This 
model has been applied to conduct a series of wind tunnel experiments in the state of M = 0.73, α = 3.5 
degrees by Jacquin [31]. Figure 3 shows the root mean square (RMS) values of the pressure fluctuation 
on the upper profile surface, where Q0 is the free-stream dynamic pressure. In the present calculation, 
the predicted peak at 3.5 degrees is slightly lower than that of the experiment, whereas the calculated 
peak at 3.7 degrees matches better. However, the result simulated by Deck [42] using Zonal-DES at 3.5° 
shows a higher peak. This is consistent with the experience shared by other researchers. That is, the 
buffet load predicted by the URANS method is slightly smaller. The angle of attack, therefore, is usually 
slightly increased in URANS simulation in order to match the experiment data. Fig. 4 displays the 
velocity contours and the velocity profiles at different phases in the location of x/c=0.6, where U0 is the 
free-stream velocity and ys is the coordinate of the upper surface. Phase 1 is defined at the moment 
when the shock is in the upstream location. The boundary layer flow is attached at phase 5 (Fig. 4(b)), 
and the separation occurs at phase 9 (Fig. 4(c)). In the given four phases, velocity profiles obtained by 
calculations agree well with those of experiment. From the above validations, the URANS method with 
S-A turbulence model can provide a high-accuracy prediction of the transonic buffet onset and load. 
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Figure 3. Comparison of the RMS of the pressure between simulation and experiment [57] 
 
Figure 4. The velocity contours and velocity profiles of four typical phases in one period [57] 
2.4 Reduced-order model for the unsteady flow 
CFD simulation can accurately predict the flow features of the unsteady flow and its evolution. 
Nevertheless, this technique is often inefficient, because it must solve the complex N-S equations. It 
becomes even more inefficient when applied to the fluid-structure interaction (FSI) problem, in which a 
coupling of two sets of equations is involved. ROM of the unsteady flow is an alternative approach to 
overcome the above shortcomings of CFD. The nature of ROM is to construct a low-order model that 
can reproduce the main dynamic characteristics of the flow to replace the full-order CFD approach 
[26,59]. Since the 1990s, researchers have developed a variety of ROMs for the unsteady flow based on 
CFD data, and some have been successfully applied in the fields of aeroelasticity, flight dynamics, 
aerodynamic optimization design and flow control. According to the modeling framework, the current 
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ROMs can be divided into two categories: the modal decomposition method based on the flow feature 
extraction and the identification method based on input-output samples. 
By projecting the high-dimensional training samples onto several characteristic bases, the flow 
dynamics can be represented and reconstructed with a reduced dimensionality, which is the core idea of the 
modal decomposition method. This methodology mainly contains proper orthogonal decomposition (POD), 
dynamic mode decomposition (DMD), harmonic balance (HB) and Jacobian-based Taylor expansion 
techniques. POD determines the low-order subspaces through an orthogonal transformation process. After 
combination with the flow governing equations [60-62] or surrogate models [63-65], it is easy to approximate 
and analyze the flow dynamics with less time cost and a high level of accuracy. The DMD method was 
recently proposed based on the infinite-dimensional linear operator description. This method is able to 
decompose the flow into several modes with a single frequency and growth rate, which has been extensively 
used to study linear, periodic and even nonlinear flow cases [66-69]. The harmonic balance method allows a 
direct calculation of the periodic state, which has been used for both aeroelastic simulations [70] and 
dynamic derivative predictions [71]. The Jacobian-based Taylor expansion methods also belong to 
projection-based methods as the full-order system is projected onto a basis formed by a small number of 
eigenvectors of the Jacobian matrix, which have been successfully used in the control design of flexible 
aircraft [72]. 
System identification-based methods aim to provide linear or nonlinear algorithms that reveal the 
underlying relationship of input-output data. These approaches describe a flow system with a brief 
mathematical expression, thus decreasing the computational cost. Compared with the projection-based 
methods, they are easy to establish because only a few input-output samples, rather than the full order flow 
snapshots, are needed. Therefore, these approaches are well suited for dealing with problems of dynamic 
responses like flutter. For linear modeling processes, Volterra series, Eigensystem Realization Algorithms 
(ERA) and AutoRegressive with eXogenous input (ARX) are commonly used identification methods. Silva 
[73] developed ROM for the unsteady aerodynamics using Volterra series, and accomplished the aeroelastic 
stability analysis of the AGARD445.6 wing. Yao and Jaiman [74] used ERA to analyze the vortex-induced 
vibration of blunt bodies. Zhang applied the ARX method to study flutter [75-76], frequency lock-in in 
vortex-induced vibrations [77], transonic buffet [20] and aeroelastic optimization [78-79]. 
As to the problems of nonlinear aeroelasticity, i.e. limit cycle oscillation under the nonlinearity of a 
large-amplitude structural motion or flow separation, practical nonlinear ROMs have been developed, 
such as the Volterra series model [80], the neural network model [81], and the Winer model [82]. To 
improve the generalization ability of these nonlinear ROMs and construct linear/non-linear combination 
models, Kou [83-84] and Winter [85-87] have carried out extensive original researches. In recent years, 
increasing attention has been paid to deep learning and machine learning methods in this field [88]. 
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Although great progress has been achieved in the nonlinear reduced-order methodologies of 
unsteady aerodynamics, the linear ROM is still a very important analytical method for aeroelastic 
problems due to its incomparable advantages in revealing the physics mechanism. Therefore, a linear 
ROM constructed by the ARX method is adopted in the following review, in which the input is the 
generalized displacement of the structure and the output is the corresponding generalized aerodynamic 
force. 
For a general multiple input and multiple output (MIMO) system, the ARX approach can be 
expressed in the form of discrete difference equations as follows: 
1
1 1
( ) ( ) ( ) ( )
na nb
i i
i i
k k i k i k

 
     y A y B u e                  (1) 
where y(k) means the system output vector at k
th
 step and u(k) is the system input at the same step. Ai 
and Bi are the constant coefficients to be estimated by the least-squares method. To ensure that the mean 
value is zero, constant levels need to be first removed from the sampled data. na and nb are the orders of 
the model chosen by the user. Both parameters are dependent on the unsteady characteristics of the flow 
to be identified. For the flow with a weaker unsteady effect, such as the supersonic flow, a second-order 
model (na=nb=2) is sufficient enough to accurately predict the unsteady aerodynamic loads. In general, 
the stronger the unsteady effect is, the larger the order that is required. 
In order to construct the coupled model, the difference equation (1) is transformed into the state 
space form. The state vector xa(k) consisting of (na+nb-1) states is defined as follows: 
( ) [ ( ), , ( ), ( ), , ( )]Ta a ak k k na k k nb     x f f u u 1 1 1         (2) 
The discrete-time aerodynamic model in state-space form is as follows: 
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
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1
,                           (3) 
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 1 2 1 1 2 2 1a na na nb nb    C A A A A B B B B  
 0a D B  
Then the discrete-time equation (3) is turned into the continuous-time form equation (4) by the 
bilinear transformation. With this model, the characteristics of the flow can be obtained by analyzing of 
the eigenvalues of matrix 
aA . 
( ) ( ) ( )
( ) ( ) ( )
a a a a
a a a
t t t
t t t
  

  
x A x B u
y C x D u

                       (4) 
The above ARX method has been widely used to construct the ROM in the aeroelastic analysis. It 
contains two steps: sample training and parameter identification. However, most studies focus on the 
modeling of the stable flow under a small disturbance satisfying the linear assumption. The 
well-developed transonic buffet flow is unstable and nonlinear. The growing amplitudes of the 
aerodynamic forces will ultimately give rise to a limit cycle behavior. Under this condition, the training 
process will exacerbate the instability and nonlinearity of the system. Although a nonlinear modeling 
method can be adopted to reproduce the buffeting response, we prefer to construct a linear model and 
then to analyze the underlying mechanism of these complex aeroelastic problems. Previous studies have 
shown that the ARX method is suitable to construct ROMs for the unstable flow as long as the sample 
training process meets the linear assumption, namely, the following two requirements: 
1) The sample training must be calculated based on the steady-state base flow. That is, the base 
flows in pre-buffet and buffet conditions need to be obtained in advance. 
2) The training signal should be designed with an appropriate bandwidth and amplitude so as to 
avoid the nonlinear behavior in the training. 
We set up the aerodynamic model at M=0.7，α=5.5 degrees to verify the ROM. In order to accurately 
predict the unsteady aerodynamics, delay orders should be assigned with relatively large numbers. The 
error is defined as follows: 
1
1
( ) ( )
( )
L
iden
i
L
i
i i
i






y y
e
y
,                             (5) 
where ideny  represents the vector of the identified aerodynamic forces, and L is the length of the 
training signals. The identified results with = 80na nb  are compared with those of CFD simulations in 
Figure 5; and a good agreement is observed between them.  
The ROM is then validated in the time domain by comparing with CFD simulations under the 
excitation of harmonic signals. Figure 6 shows the comparison of time histories of the pitching moment 
coefficient between ROM and the CFD simulation at two typical forcing frequencies ( 0.7n   and 
1.3n  ). ROM predictions exactly match those computed by the CFD simulation, especially when the 
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amplitude of the pitching moment coefficient is less than 0.015. 
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Figure 5. Identified results compared with those of CFD simulations. [20] 
   t
C
m
0 20 40 60 80
-0.04
-0.03
-0.02
-0.01
0
0.01
CFD
ROM
(a)
  t
C
m
0 50 100 150
-0.04
-0.03
-0.02
-0.01
0 CFD
ROM
(b)
 
Figure 6. Comparison of time responses of a harmonic pitching motion at =5.5degrees for (a) 0.02sin(1.4 )bf t  and (b) 
0.02sin(2.6 )bf t  . [20] 
3. Numerical methods for aeroelastic problems 
Similar to the aerodynamic simulation, the aeroelastic analysis also adopts two approaches, namely, 
the CFD/CSD time domain simulation and the ROM-based aeroelastic model. Their relationship is 
shown in Figure 7. The first approach is the CFD/CSD time domain simulation (S-F1), in which the 
aerodynamic response is obtained by the CFD simulation (URANS method), and the structural motion 
equation is solved in the time domain. The other one is the ROM-based aeroelastic model, in which a 
ROM is constructed to obtain the generalized aerodynamic loads and the aeroelastic equation is 
established in the state space. 
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Figure 7. Aeroelastic analysis methods and their relationship  
3.1 CFD/CSD simulation in time domain 
Since Steger [24] applied the CFD method to the transonic aeroelastic simulation, the CFD/CSD 
time domain simulation has become one of the most important approaches in this field. Under this 
framework, the generalized aeroelastic motion equation is written in matrix form as follows: 
Mξ + Gξ + Kξ Q                                    (6) 
where ξ  are the generalized displacement, generalized velocity and generalized acceleration, 
respectively; M represents the generalized mass. K  is the generalized stiffness. G  is the generalized 
damping (often 0G   in flutter analysis), and Q is the generalized aerodynamic force calculated by 
the CFD simulation. 
By defining the structural state-vector [ ]T 1 2 N 1 2 Nx ξ  ξ   ξ  ξ  ξ  ξ
    , the structural motion 
equation in state-space form is as follows: 
   , ,s st t  x f x A x B Q x ,                     (7) 
where 
 
 
  
  
1 1
0 I
A
M K M G
; 

 
  
 
1
0
B
M
; 0 is the zero square matrix; and I  is the identity 
matrix. Eq. (6) is a first-order differential equation system. 
The fourth-order accuracy hybrid linear multi-step method [89]
 
is used to solve the aeroelastic Eq. (7) 
in the time domain as follows: 
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where the superscript ―~‖ is the predictor value; the subscript ―n‖ is the index of the nth step; and t  is 
the time step. 
3.2 ROM-based aeroelastic model 
Although the time-domain CFD/CSD simulation can obtain the detailed aeroelastic system 
responses, it is inefficient and inconvenient to carry out the mechanism analysis. Therefore, it is 
necessary to introduce a low-order aeroelastic analysis model to reveal the mechanism of complex 
aeroelastic phenomena. 
Defining the structural state-vector [ , ]Ts  x
 , the structural motion equation (6) in the state-space 
form can be rewritten as: 
( ) ( ) ( )
( ) ( )
a
a
t t q y t
u(t) t q y t
 

 
s s s s
s s s
x A x B
C x D

,                             (9) 
where 
2
0 1
0sk
 
  
 
sA , 
0
1
 
  
 
sB ,  1 0sC ,  0sD , 2
1
q
r
 . 
By defining the state-vector [ ]T
ae s a
x x , x  and coupling structural state equations (9) with 
aerodynamic state equations (4), we obtain the state equation and output equation for the linear 
aeroelastic system as follows: 
 
( ) ( ) ( )
( ) 0 ( )
aq q
t t t
u t t
    
     
  
  
s s s s a
ae ae ae ae
a s a
s ae
A B D C B C
x x A x
B C A
C x

,                  (10) 
The ROM-based aeroelastic model is then obtained. The problem of the aeroelastic stability is 
converted into the analysis of the complex eigenvalues of 
ae
A . The process of the transonic aeroelastic 
analysis is: 
1) Use the URANS flow solver to compute the aerodynamic coefficient of the mode with the 
designed input signal in Figure 8. 
2) Use the identification technique to construct the input–output difference model [equation (3)] in the 
discrete-time domain, and then turn it into the continue-time state-space form [equation (4)]. 
3) Couple the aerodynamic state space equation (4) and the structural state space equation (9), to 
obtain the ROM-based aeroelastic state-space equation (10).  
4) Solve the complex eigenvalues of the state matrix 
ae
A  in equation (10). We focus on the two most 
unstable eigenvalues, which are corresponding to the fluid and structural modes. With different 
structural parameters, natural frequencies of the elastic airfoil, and mass ratios, we can get a set of 
eigenvalues. It is the root loci. The stability of the aeroelastic system changes when the root loci 
cross the imaginary axis. 
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4. Typical transonic aeroelastic phenomena and their 
underlying mechanisms 
The classical flutter is usually caused by the coupling of two or more structural modes, in which 
the flow acts like an ―adhesive‖. The freestream density (or the dynamic pressure) is the key parameter 
to the occurrence of flutter. This issue has been widely studied, and the physics mechanism behind the 
coupling process is relatively clear. Besides the classical flutter, there also exists a couple of 
non-classical flutter in the transonic flow condition, like transonic buzz. The instability characteristics of 
such phenomena are quite different from those of the classical flutter, that is, the Mach number and 
angle of attack play a major role in the flutter boundary rather than the dynamic pressure. Very recent 
research has been performed on these non-classical aeroelastic phenomena, in which the dominant fluid 
mode is first derived from the ROM and then the coupling mechanism is investigated from the 
perspective of the fluid mode. 
4.1 The dominant fluid mode 
Like the structural dynamics system, the fluid dynamics system can also be decomposed with 
several fluid modes according to the modal analysis. The fluid modes are a group of inherent patterns 
(including modal frequency, damping ratio and modal shape) that represent the nature of the flow [90]. 
The main characteristic of an unsteady flow is the superposition of these fluid modes. The 
above-mentioned ROMs both can produce the main information about the fluid mode. The derived 
dominant fluid modes are essentially the same even though they are described in different ways. In 
identification methods, the main characteristics of the fluid modes can be obtained by solving the 
eigenvalues of the matrix Aa. The real part of the eigenvalue represents the damping ratio of the fluid 
modes (the positive value means that the flow is unstable), and the imaginary part represents the modal 
frequency. The mode shape, however, is not directly obtained from this method but from the modal 
decomposition method which can also acquire the corresponding damping ratio and frequency by 
appropriate conversion. 
For the NACA0012 airfoil, the transonic buffet case at M=0.7, a=5.5 degrees is selected to 
illustrate the fluid modes. Figure 8 displays the eigenvalues of matrix Aa in the ARX model with 
different orders. It can be seen that a pair of conjugate eigenvalues always lies in the right half-plane 
(positive real part), and it is approximately convergent with the identified accuracy. In addition, the 
imaginary parts of this pair are nearly equal to 0.2 (in the scale of reduced frequency), which coincides 
with the buffet frequency calculated by the CFD simulation. Therefore, this pair of eigenvalues 
correspond to the global dominant mode of the transonic buffet flow, and the dynamics of the buffet 
flow system is determined by this mode. 
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Figure 8. Eigenvalues calculated from ARX model with different orders [113] 
Based on the same case, the fluid modes obtained from the DMD method are shown in Figure 9, 
and the corresponding reduced frequencies and growth rates are shown in Table 1. It can be noticed that 
both the growth rate and the frequency are zero for the first mode. It is a static mode, close to the mean 
flow field. All the other modes reflect the oscillating features resulting from the shock waves. The 
reduced frequency of Mode 2 is 0.196, which is equal to the buffet frequency from the CFD simulation. 
Other mode frequencies are twice or three times larger than the basic buffet frequency. Therefore, Mode 
2 is the most important coherent global mode, which is the modal shape corresponding to the dominant 
eigenvalue by the ARX-based ROM. 
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Figure 9. The first four modal shapes of the DMD mode in the buffet case of M=0.7, a=5.5 degrees [113] 
 Table 1 The growth rate and reduced frequency of the first four DMD modes 
Mode number Growth rate Reduced frequency 
1 0 0 
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2 3.75×10-6 0.196 
3 3.86×10-5 0.393 
4 1.20×10-6 0.588 
It is well known that the flow stability is closely related to the Mach number and the angle of 
attack of the freestream. Figure 10 shows the eigenvalues of the dominant global mode obtained by the 
ARX-based ROM at different angles of attack when the Mach number is fixed at 0.7. As the angle of 
attack increases, the eigenvalue of the dominant mode gradually approaches the imaginary axis, which 
indicates that although the flow is stable, its stability margin decreases (subcritical state). In the vicinity 
of 4.7 degrees, the eigenvalue moves from the left half plane to the right one. It means that the buffet 
onset angle is about 4.7 degrees, which is consistent with the CFD simulation and wind tunnel test. In 
the post-buffet conditions, the eigenvalue crosses the imaginary axis again when it is near 5.9 degrees, 
which corresponds to the offset angle of buffet. Then with the further increase of the angle of attack, 
both the real part (representing stability) and imaginary part (representing frequency) slightly increase 
again. Therefore, the buffet onset and offset angles of attack are 4.7 and 5.9 degrees at a Mach number 
of 0.7 for the NACA0012 airfoil. The strongest buffeting loads are obtained at 5.5 degrees because it 
has the largest real part of eigenvalue. 
Furthermore, the eigenvalue of the dominant global mode is also investigated at Mach numbers 
from 0.80 to 0.87 at zero angle of attack. The result is shown in Figure 11. With the increase of Mach 
number, the modal eigenvalues also cross the imaginary axis twice. The buffeting start boundary and 
exit boundary are M = 0.82 and M = 0.85, respectively, which are basically consistent with the CFD 
simulation results. 
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Figure 10. Eigenvalue of the dominant fluid mode predicted by ROM at different angles of attack 
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Figure 11. Eigenvalue of the dominant fluid mode predicted by ROM as a function of Mach number 
The fluid modes not only provide a good way to reveal the evolution of complex unstable flows, 
but also open a gate to understand the coupling process of the FSI system. Kou [91] studied the 
vortex-induced vibration (VIV) phenomenon of a circular cylinder from the perspective of fluid mode. 
It is well known that the flow around a stationary cylinder becomes unstable at the Reynolds number of 
47, accompanied by the periodic vortex shedding phenomenon. However, when the cylinder is 
elastically supported, the periodic vortex shedding can occur at a subcritical Reynolds number as low as 
18. Kou explained why the lowest Reynolds number for the VIV to occur is 18 through a ROM-based 
FSI analysis. By performing DMD on the flow systems, the fluid mode and its corresponding 
eigenvalues were captured. A pair of clear and dominant fluid mode arises from Reynolds number 18 
and it becomes unstable at 47. In this region, the VIV phenomenon is triggered by the FSI between this 
dominant fluid mode and the structure. When the Reynolds number is lower than 18, it fails to capture a 
definite fluid mode, thus the fluid system is nearly impossible to interact with the elastic structure, and 
the VIV will not happen. Therefore, the fluid mode is a new perspective to investigate the physical 
mechanism of complex FSI problems. 
4.2 Coupling patterns between fluid mode and structural mode 
From the perspective of dominant fluid modes, it can be seen that there exist relatively large 
subcritical regions near the transonic buffet onset and offset boundaries. In these conditions, although 
the flow is stable, the stability margin is low (the modal damping is small). It is easier to trigger the 
interaction between the fluid mode and the structural mode, changing the stability of the coupled system. 
Previous studies have found that typical aeroelastic problems, i.e. transonic buzz and frequency lock-in 
phenomena often occur in the vicinity of transonic buffet onset. However, these studies failed to 
systematically provide the intrinsic mechanisms of those phenomena and their relationships.  
The transonic aeroelastic problems can be classified into four types according to the stability of the 
freestream flow and dynamic characteristics of the coupled FSI system, as shown in Table 2. When the 
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freestream flow is in a subcritical state, i.e. the pre-buffet condition, the aeroelastic system will display 
two different instability types caused by the coupling effect. The first one is the instability in the 
structural mode (Type I), of which the representative case is transonic buzz, also called transonic single 
degree of freedom flutter. The other one is the instability in the fluid mode (Type II), which refers to the 
reduction of transonic buffet onset when the structural elasticity is activated. The aeroelastic phenomena 
in the unstable buffet flow can also be divided into two types. The first type is the instability only in the 
fluid mode (Type IV), namely, the forced response of the structure under the buffeting load. The other is 
the simultaneous instability in both the structural mode and the fluid mode (Type III), which is the 
frequency lock-in phenomenon in the transonic buffet flow. In the following sections, we will review 
the research progress of these types of non-classical transonic aeroelastic problems, and further reveal 
the mechanisms of these phenomena from the perspective of the fluid mode. 
Table 2 Types of FSI system and corresponding FSI problems in the transonic regime 
Flow state 
Pre-buffet conditions 
(subcritical instability) 
Buffet conditions 
(Instability) 
Types of 
FSI system 
Type I 
instab. in S mode 
Type II 
instab. in F mode 
Type III 
retain instab. in F 
mode 
Type IV 
instab. in both S & F 
modes 
FSI problems transonic buzz 
reduction on 
transonic buffet 
onset 
buffeting response 
lock-in in transonic 
buffet flow 
4.3 Type I: Instability on structural mode in the pre-buffet flow 
(transonic buzz) 
As early as 1947, Erickson et al. [92] conducted a series of studies on transonic buzz by means of 
wind tunnel experiments and theoretical analyses, and they believed that this kind of limit-cycle 
oscillation was a result of the generation of the shock wave and its motion on the wing surface. It was 
found to be caused by the phase difference between shock wave motion and aileron rotation. 
Lambourne [9] thought the main cause of buzz was the negative aerodynamic damping effect caused by 
the phase difference. These studies at the time showed that control surface buzz was related to the shock 
wave and the corresponding boundary layer separation, as well as the aerodynamic nonlinearity [93-94]. 
Bendiksen [95] discussed the range of Mach number for the potential occurrence of the control 
surface buzz from the relationship between the shock position and Mach number by calculating the 
steady flow. Furthermore, he reviewed the correlation among the flow parameters, such as, Mach 
number, angle of attack. These studies were conducted based on the forced vibration method, and the 
explanations were derived from the viewpoint of energy, that is, the transonic flow injected energy into 
the structure. In the review, he pointed out that although the characteristics of the 
single-degree-of-freedom flutter (transonic buzz) had been fully investigated, the in-depth underlying 
mechanism was still not clear. All aeroelastic stability problems can be explained from the perspective 
Manuscript submitted to Progress in Aerospace Science 
20 
 
of energy. Nevertheless, the particularity of transonic buzz is not reflected in this explanation. Its 
occurrence is related not only to the flow condition, but also to the structural parameters. He et al. [96] 
studied the influence of the distance between the aerodynamic center and the pitching axis on the 
dynamic characteristics of transonic buzz. In fact, they focused on the correlation between the pitching 
static derivative and the occurrence of transonic buzz. It is convenient to understand the static stability 
of the system from the pitching static derivative. Nevertheless, transonic buzz is a dynamics problem. 
The instability range predicted by the pitching static derivative does not coincide with that calculated by 
the CFD/CSD simulation. Therefore, most of the former studies failed to reasonably explain why 
transonic buzz occurred in certain flow conditions and with a certain structural stiffness, which are the 
most important issues for the aircraft engineers. 
Different from the qualitative interpretation of transonic buzz, Gao et al. [11] performed 
comprehensive studies on the dynamic characteristics, occurrence conditions and the underlying 
mechanism of this kind of non-classical flutter. The study method is the ROM-based aeroelastic model 
proposed in section 3.2, and the CFD/CSD simulation method is also adopted to verify the conclusions. 
In their study, an all-moving tail airfoil is considered, namely, the NACA0012 airfoil with a pitching 
spring support. The Mach number is fixed at 0.7, and the angle of attack is in the range from 4.0 degrees 
to 4.8 degrees. For the rigid airfoil, the buffet onset angle is 4.8 degrees at a Mach number of 0.7, and 
the reduced frequency of the buffeting flow is 0.17 in the onset condition. Table 3 shows the real part 
(damping) and the imaginary part (reduced frequency) of the dominant fluid mode predicted by the 
ROM in typical cases. In these conditions, the shock wave does not reach the trailing edge yet. The 
resulting aeroelastic problems can be classified as A/B type buzz.  
 
Table 3 typical cases (M=0.7) and the eigenvalues of the dominant fluid mode 
 (degrees) Real Imaginary 
4.0 -0.26 0.192 
4.2 -0.17 0.19 
4.5 -0.05 0.170 
4.8 （Buffet onset） 0.03 0.173 
First of all, the root loci of the coupled system obtained by the ROM are shown as a function of the 
structural frequency in a pre-buffet case of M=0.7, a=4.5 degrees, as shown in Figure 12. The 
eigenvalues can be divided into two branches, the fluid mode branch and the structural mode branch that 
is near the imaginary axis. When the structural frequency is close to the characteristic frequency of the 
dominant fluid mode, ―repulsion‖ occurs between the two branches. The eigenvalues of the structural 
branch cross the imaginary axis and enter into the right half plane, resulting in instability on the 
structural mode (flutter). The cause of the SDOF flutter (buzz), therefore, is caused by the coupling 
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between the structural mode and the subcritical fluid mode. Figure 13 shows the ―boot-shaped‖ 
instability region as a function of the mass ratio. The left boundary of the instability boot gradually gets 
close to the fluid characteristic frequency 0.17fk   with the increase of the mass ratio; while the right 
boundary almost remains around 0.42 despite changes of mass ratios. Figure 13 also presents flutter 
boundaries from the CFD/CSD simulation at certain mass ratios, which perfectly match the ROM 
results.  
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Figure 12. The root loci of the aeroelastic system with a spring pitching support at M=0.7 and =4.5 degrees [11] 
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Figure 13. The boot-shaped instability region with different mass ratio at M=0.7 and a=4.5 degrees [11] 
Figure 14 shows the Bode diagram as well as its zero and pole of the open-loop system predicted 
by the ROM in the condition of M=0.7 and =4.5 degrees. It can be seen that the instability region 
predicted by the phase-frequency curve of the Bode diagram (between 0 degree and 180 degrees) is 
consistent with those of the ROM-based aeroelastic model shown in Figure 12. The lower boundary 
(0.17) is determined by the characteristic frequency of the dominant fluid mode. Meanwhile, this 
boundary corresponds to the maximum value in the amplitude-frequency curve, which represents the 
pole point of the system; while the upper boundary corresponds to the minimum value, representing the 
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zero point of the system. The most unstable zero and pole points of the system are shown in Figure 
14(b), and the characteristic frequencies are in good agreement with the instability boundaries. The 
instability region of the transonic SDOF flutter (A/B type buzz), therefore, is governed by the 
frequencies of the zero and pole points of the open-loop system. From this point, the engineer can 
directly obtain the flutter boundary of interest by a quick analysis from the open-loop model, rather than 
the inefficient coupling calculation.  
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(a) Bode diagram                   (b) zero-pole graph 
Figure 14. Bode diagram and the zero-pole graph of the open-loop system, M=0.7, a=4.5 degrees 
The above conclusion is also applicable to the other states shown in Table 3. Figure 15 shows the 
root loci of the coupled system at different angles of attack near the buffet onset. It can be found that 
both the instability region and the strength of the aeroelastic system grow with the increase of the angle 
of attack (close to the buffet onset angle). This indicates that the occurrence of transonic buzz is closely 
related to the transonic buffet, or to be more exact, to the stability of the flow. From the root loci, the 
essence of transonic buzz is the SDOF flutter caused by the coupling between the dominant fluid mode 
and the structural mode. For this instability to arise, the damping of the flow must be sufficiently low, 
i.e. the static airfoil is at an angle of attack near the buffet onset. Besides, Figure 16 shows the 
relationship between the instability boundaries and the frequency corresponding to zero and pole points 
at different angles of attack. It indicates that the upper and lower instability boundaries are entirely 
determined by the zero and pole points predicted by the ROM, which proves the physical significance 
of the frequency boundary to the occurrence of transonic buzz. This conclusion is of significance to 
understand the dynamics of transonic buzz and to guide the design of the control surface. 
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Figure 15 Root loci of the coupled system at different angles of attack [11] 
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Figure 16. Comparison of the frequency between the instability boundary and the zero-pole point  
With the same pitching model and investigated method, the mechanism of C-type buzz is also 
investigated. The results indicate that the Mach number region for the potential occurrence of C-type 
buzz is about 0.93 to 1.6, which is almost consistent with the region predicted in the literature [9]. 
Figure 17 presents the damping (the real part of the eigenvalue) of the dominant fluid mode as a 
function of the Mach number. Within the potential range, the mode damping is around -0.2. As the 
Mach number further increases (larger than 1.6), however, the damping of the dominant fluid mode 
decreases rapidly and transonic buzz will not occur at these Mach numbers. Therefore, the occurrence of 
C-type buzz is related to the low stability margin of the fluid mode in the low supersonic region. It 
should also be noticed that this stability margin is obviously higher than that in the transonic region, the 
potential region for types A and B.  
Figure 18 shows the Bode diagram and the zero-pole distribution of the open-loop system in the 
case of M=1.2. The comparison of instability boundaries between the CFD/CSD simulation and the 
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ROM-based aeroelastic model is shown in Figure 19. It can be seen that the predicted instability 
boundary of the Bode diagram is consistent with the CFD/CSD simulation. The frequency of the upper 
boundary is very close to the frequency of the zero point, and the lower boundary is the same as the 
frequency of the pole point. Similar to A/B type buzz, the instability boundary of C type buzz is also 
determined by the zero-pole frequency.  
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Figure 17 Damping of the dominant fluid mode with different Mach number 
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Figure 18 Bode diagram and the zero-pole distribution of the open-loop system at M = 1.2 
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Figure 19 the comparison of the instability boundaries with different method  
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The results predicted by the ROM-based aeroelastic model are verified by the CFD/CSD 
simulation. First, transonic buzz is a kind of SDOF flutter. From the above analysis, the present SDOF 
flutter and the classic bending-torsion flutter can be explained by a unified theory—the mode-coupling 
theory. But different from the classic flutter which is caused by the coupling between two or more 
structural modes at high dynamic pressures, the transonic SDOF flutter is the result of the coupling 
between one structural mode and one dominant fluid mode. Furthermore, two requisite criteria must be 
fulfilled for the instability to arise. Firstly, the fluid must have a sufficiently low damping, that is, the 
pre-buffet conditions are close to the onset. Secondly, the structural frequency must be within a certain 
range, namely, the region between the frequencies of zero and pole of the open-loop system.  
From another viewpoint, the SDOF flutter is not a special case that only exists in the transonic flow. 
As long as the requisite criteria are satisfied, it would also occur in other flow conditions, such as the 
wing at a high angle of attack [98-100] and the elastically supported blunt body at a low Reynolds 
number [101-102]. This section provides a new perspective to understand the mechanism of the SDOF 
flutter when the fluid mode is considered. 
4.4 Type II: Instability on the fluid mode in the pre-buffet flow (reduction 
on the transonic buffet onset) 
The essence of transonic buzz (the SDOF flutter) discussed in the above section is the instability of 
the structural mode due to the coupling between the fluid mode and the structural mode when the elastic 
degree of freedom is activated. This study inspired us to further explore the following questions.  
1) Whether the instability in the fluid mode will be provoked in the pre-buffet condition of a 
wing with activated elasticity? That is, will the buffeting phenomenon occur at a lower angle 
of attack for an elastic wing?  
2) What are the dynamical differences between the flutter-pattern instability and the 
buffeting-pattern instability?  
Answers to these questions are crucial to understand the buffet onset and buffeting loads for an 
actual elastic wing. Quite recently, Gao et al. [103] investigated the effect of the elastic characteristics 
on the buffet onset. In their study, a NACA0012 airfoil with activated elasticity in the pitching degree of 
freedom is adopted. It should be emphasized that the effect of the deformation caused by the static 
aeroelasticity has been eliminated in advance in the research, which indicates that any changes observed 
on the stability are not caused by the static aeroelasticity. 
For a stationary NACA0012 airfoil, the transonic buffet onset angle is about 4.80 degrees at the 
Mach number of 0.7. When the freestream angle of attack is lower than the onset angle, the flow is 
absolutely stable and the time history response is steady. If the pitching degree of freedom is released, 
however, the system will become unstable in certain combinations of structural parameters due to the 
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FSI effect. Figure 20 shows the real and imaginary parts of the eigenvalue loci of the coupled system as 
a function of the structural frequency in a typical pre-buffet case of M = 0.7,  = 4.5 degrees. It can be 
seen that the eigenvalue loci of interest display two branches, Branch 1 and Branch 2. These branches 
exchange roles as the structural frequency increases, for example, Branch 1 switches from the fluid 
mode to the structural mode at k = 0.18. That is, the coupled system exhibits two distinct instability 
patterns, namely, Pattern I and Pattern II as shown in Figure 20. Pattern I, instability in the structural 
mode, is in essence the SDOF flutter, the mechanism of which has been discussed in section 4.3. 
Different from Pattern I, the dynamics of Pattern II is caused by the instability in the fluid mode 
(Figure 20a), in which the coupling frequency of the system follows the dominant frequency of the 
uncoupled fluid mode. It is the transonic buffeting phenomenon under the unstable buffet loads. That is, 
transonic buffet will be induced at a low angle of attack due to the influence of the FSI when the 
pitching degree of freedom is activated. 
Figure 21 shows the time history responses and the power spectrum density (PSD) results of two 
typical cases, 0.13k   in Pattern II and 0.17k   in Pattern I. At 0.13k  , the response amplitude 
is far smaller than that of 0.17k  , and the response frequency is 0.182, following the buffet frequency 
of the rigid airfoil. For comparison, Figure 21 also shows the time history responses and the PSD 
analysis at the buffet onset angle α = 4.8 degrees with the same structural frequency 0.13k  . It is 
interesting to notice that response amplitudes as well as coupling frequencies in the pre-buffet condition 
are almost identical with those in the buffet condition. Furthermore, Figure 22 presents the lift 
coefficient variation with the instantaneous pitching angle. The Lissajou plots in cases of α = 4.5 
degrees, 0.13k   and α = 4.8 degrees, 0.13k   are very similar with regard to their shapes and areas. 
However, they are totally different from those of α = 4.5 degrees, 0.17k  . These facts further prove 
that the dynamics and instability mechanism of Pattern II are significantly different from Pattern I, but 
they are corresponding to the forced vibration under buffet loads. 
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Figure 20 Real and imaginary parts of the eigenvalue loci as a function of the structural frequency [103] 

(d
e
g
.)
0 20 40 60 80 100 120
-2
-1
0
1
(a)
t
C
l
0 20 40 60 80 100 120
0.2
0.4
0.6
0.8
Reduced frequency
P
S
D
V
2
0.5 1 1.5 2
10
-7
10
-5
10
-3
10
-1
10
1
10
3
10
5
 = 4.5

, k

= 0.13
 = 4.5

, k

= 0.17
 = 4.8

, k

= 0.13
0.1920.180
(b)
 
Figure 21 Time history responses and the PSD result of typical cases [103] 
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Figure 22 Lift coefficient vs instantaneous pitching angle in typical cases. [103] 
The influences of the mass ratio and the structural frequency are further investigated. Figure 23 
shows the instability boot with the contour of the frequency ratio (the coupling frequency to the flow 
characteristic frequency). The right part (the yellow region) indicates the flutter-pattern instability 
discussed in Section 4.3; while the dynamics in the boot front (the blue region) is governed by the 
buffeting-pattern instability, in which the frequency ratio is close to 1. In this region, the fluid mode will 
lose its stability at a lower angle of attack. Figure 24 shows the regions of buffeting-pattern instability 
and flutter-pattern instability at different pre-buffet angles of attack. At Mach number of 0.7, the lowest 
angle of attack to induce the buffeting-pattern instability is 4.1 degrees, which is decreased by 0.7 
degrees compared with the rigid model. Therefore, elastic characteristics can significantly reduce the 
onset angle of the transonic buffet, which should be a crucial factor for researchers to investigate 
transonic buffet for a real elastic wing. 
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Figure 23 The instability boot as a function of the mass ratio and the reduced structural frequency [103] 
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Figure 24 Regions of buffeting-pattern instability and flutter-pattern instability in different pre-buffet conditions  
4.5 Type III: Forced vibration in unstable flows (buffeting response) 
Transonic buffeting refers to the forced vibration of aircraft structures due to the excitation of 
unstable separated flows. The vibration will not only affect the fatigue life of an aircraft structure, but 
also the operation of the instrumentation equipment and the use of the flight control system. 
The research process of the transonic buffeting phenomenon in industry has been divided into two 
uncoupled steps: predicting the buffet loads based on the rigid wing first and then calculating the 
response of the real elastic wing under the given loads. This research route ignores the interaction 
between the fluid and the structure. The cost and difficulty of the coupling research are much higher 
than those of the uncoupled method in both experiment and numerical computation. In the uncoupled 
framework, the objective is to predict the buffet load. Since the buffet flow itself is independent from 
the motion of the wing, it is often regarded as a pure fluid mechanics problem. In this field, transonic 
buffet is a phenomenon of flow global instability, characterized by the periodic low-frequency and 
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large-amplitude shock oscillations, at a certain combination of Mach number and mean angle of attack. 
Following this viewpoint, most studies on transonic buffet were conducted using the rigid and 
stationary wing/airfoil. These studies focused on the buffet mechanism, buffet onset and loads 
prediction, as well as buffet flow control. The research on the buffet mechanism aims to reveal the root 
cause of the large-amplitude shock oscillation by wind tunnel test and numerical simulation. The 
self-excited feedback model proposed by Lee [104-105], and the global instability model proposed by 
Crouch [106-107] are the most successful explanations. Buffet onset prediction is to find the 
combination of Mach number and angle of attack [28,108]. For the civil aircraft, a certain margin must 
be reserved between the cruise state and the buffet onset boundary. The accurate prediction of buffet 
onset, therefore, is a key in the design process. Buffet load prediction is another important task for the 
aircraft engineers [31,109]. As mentioned before, most of the current numerical studies focus on how to 
achieve the high-precision buffeting response by investigating the sensitivity of simulations to 
turbulence modelling, spatial and temporal discretization and numerical schemes. The purpose of buffet 
control is to reduce or even eliminate the unsteadiness of buffet flow as much as possible through 
appropriate control strategies, thereby reducing the vibration level of the wing [110-114].  
A more comprehensive introduction to transonic buffeting can be found in the relevant 
literature review. Bendiksen [2] offered an overview of the development and application of the 
unsteady transonic flow theory, including a brief review of transonic buffeting. Lee [105] 
summarized the research results of transonic airfoil buffeting before 2000, focusing on the 
feedback model of shock-boundary layer interference. Diannelis [115] provided a comprehensive 
overview of the current research progress of transonic buffeting, especially the research 
achievements in the past ten years, including the new understanding of buffeting mechanism, the 
new progress in numerical simulation, the new discovery of dynamic response in buffeting flow 
and the research and understanding of three-dimensional buffeting flow. 
4.6 Type IV: Instability on the structural mode in the unstable flow 
(lock-in in transonic buffet flow) 
In classical aeroelasticity, the wing would exhibit a forced vibration due to the unstable buffet flow. 
In this framework, the wing vibrating frequency should depend on the buffet frequency. However, it is 
found that it no longer follows the buffet frequency but instead, locks onto the natural frequency of the 
wing when the natural frequency approaches the buffet frequency (Figure 25). Simultaneously, a large 
oscillating amplitude of the airfoil is observed within the lock-in region, which is dangerous to the 
aircraft. This abnormal phenomenon is referred to as ―frequency lock-in‖ in transonic buffet flow. This 
phenomenon, for a long time, has been believed to be the result of the nonlinear aerodynamic 
resonance, for instance, the research by Raveh [17-18] and Hartmann [19]. However, this 
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interpretation has its limitations [116]. On one hand, the lock-in region did not display a symmetrical 
distribution against the buffet frequency as expected by the resonance theory. As shown in Figure 25, 
the lock-in phenomenon still existed when the frequency ratio was enlarged to / bk k ~ 2.4. On the 
other hand, the maximum vibration amplitude of the structure was obtained at the frequency ratio 
/ bk k ~ 1.5 rather than at the synchronized point / bk k ~ 1.0. These anomalies are difficult to explain 
by the perspective of resonance. Then, what is the real physical mechanism of the frequency lock-in 
phenomenon? And what is the consequence of the oscillation with a large amplitude in transonic buffet 
flow?  
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Figure 25 Coupling frequency of the aeroelastic system as a function of the natural frequency of the airfoil [20] 
Very recently, Gao et al. [20] revealed the mechanism of frequency lock-in in transonic buffet flow 
through the ROM-based aeroelastic model and CFD/CSD simulation. In their study, the investigated 
model is also the spring suspended NACA0012 airfoil. The flow condition is fixed at M=0.7, a=5.5 
degrees and Re=3×10
6
, a post buffet condition with the strongest buffet load. And in this case, the buffet 
frequency kb is 0.196. Figure 26 shows the real part and imaginary part of the eigenvalue loci, as well as 
the coupling frequency and the amplitude of the structural response obtained by the CFD/CSD 
simulation as a function of the structural frequency. In subregion 3, the damping (the real part) of 
structural mode (S mode) is positive (Figure 26b), which indicates the instability in this mode, namely, 
flutter in aeroelasticity. The instability range coincides with the lock-in region obtained from the 
coupled CFD/CSD simulation (Figure 26c). It reveals that the frequency lock-in is caused by the linear 
coupled-mode flutter. But different from the SDOF flutter discussed in Section 4.3, the present flutter 
case is induced in the unstable buffet flow. The unstable flow condition may mislead the researchers to 
understand this problem as a forced vibration. However, Gao’s [20] research reveals that flutter is the 
primary cause of the frequency lock-in phenomenon in transonic buffet flow. And based on this 
mechanism, the limitations in the resonance interpretation can be well explained. 
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Figure 26 (a) the imaginary part of the eigenvalue loci, (b) the real part of the eigenvalue loci from the ROM-based 
aeroelastic model; and (c) coupling frequency of the system, (d) oscillating amplitude of the pitching airfoil from the 
coupled CFD/CSD simulation varying with the natural frequency of the elastic airfoil [20] 
The dynamic characteristics of the spring suspended airfoil in transonic buffet flow can be divided 
into four patterns, as shown in Figure 26c. In the first pattern (with a small structural frequency, k< 
0.168) and the fourth pattern (with a high structural frequency, 0.460k  ), the coupling frequencies 
follow the buffet flow frequency, namely, 
ae bk k . In fact, they are both forced vibration caused by the 
unsteady buffeting loads, in which the vibration amplitudes of the airfoil are comparatively small. In the 
third pattern (with a medium structural frequency, 0.232 0.460k  ), the coupling frequency 
synchronizes with the natural frequency ( aek k ) — the lock-in pattern caused by flutter. The peak 
oscillation amplitude is achieved at a distinctly high frequency ratio of / 1.73bk k  . The second is a 
transitional pattern ( 0.168 0.232k  ), namely, the mode veering region. It is hard to identify which 
mode, S mode or F mode, dominates the system instability. This pattern will not exist when the mass 
ratio is relatively high, i.e. 1000 in Gao’s study [20]. 
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In the lock-in pattern, there is a competition between two unstable modes, the induced unstable 
structural mode and the original unstable fluid mode. Therefore, the response of the system undergoes a 
conversion from the forced vibration to the self-sustained oscillation (flutter). Figure 27 shows the 
conversion process obtained by the CFD/CSD simulation at 200   and 0.3k  . At the beginning, t 
< 200, the coupling frequency is followed by the buffet frequency (kb=0.196) [Figure 27c]. The system 
is dominated by the unstable fluid mode (F mode), displaying the forced vibration under the unstable 
buffet loads. When 200 < t < 440, there are two peak frequency components, the buffet frequency with 
less power, and the structural frequency component with more power [figure 27d]. It means that, as the 
response time increases, the buffet frequency becomes weak, while the structural frequency becomes 
strong. That is, the unstable S mode gradually dominates the dynamic characteristics of the system. 
Finally, when t > 440, the responses diverge, and the oscillating frequency absolutely locks-onto the 
structural frequency [Figure 27e]. The frequency lock-in phenomenon occurs. The unstable S mode 
completely dominates the characteristics of the system. 
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Figure 27 The conversion process of the system in the lock-in pattern [20] 
The large-amplitude structural vibration in the frequency lock-in region may cause flight accidents. 
However, there is a significant difference in the predicted amplitude between coupled and uncoupled 
methods. Figure 28 shows the response amplitudes as a function of the structural frequency by both 
coupled method and uncoupled method — the two-step approach discussed in Section 4.5. In the 
uncoupled method, fairly low structural damping ratios, 0.5% and 1%, are considered. As can be seen 
from Figure 28, the maximum amplitude is obtained at the resonance point by the uncoupled method, 
but it is still one order of magnitude smaller than that of the coupled method. 
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Figure 28 Comparison of vibration amplitude obtained by the CFD/CSD simulation and the uncoupled method 
The above research not only provides a reasonable explanation of the frequency lock-in 
phenomenon, but also overturns the traditional uncoupled approach for the transonic buffet problem in 
aircraft design. The large-amplitude vibration is essentially the result of the coupling effect between the 
unstable flow and the structural motion. On the contrary, the results obtained by uncoupled method 
failed to predict the maximum amplitude and the corresponding structural frequency. This research is 
valuable to the structural design and the vibration control in the field of aeronautical engineering. 
5. Concluding remarks 
From the perspective of flow stability, this paper discusses the coupled patterns between the 
structural mode and the fluid mode by a low-order aeroelastic model, and provides a systematic review 
on the complexity and mechanism of aeroelastic problems associated with transonic buffet. The selected 
cases include the transonic single-degree-of-freedom flutter (or referred as transonic buzz), the 
reduction of transonic buffet onset, the classical transonic buffeting response problem and the frequency 
lock-in phenomenon in the transonic buffet flow. Main conclusions can be summarized as follows: 
1) The introduction of the fluid mode provides a new perspective to understand transonic aeroelastic 
phenomena. From this perspective, the physical mechanisms of different aeroelastic phenomena 
are clearly revealed in a unified framework. Due to the decrease of flow stability, the pole 
representing the fluid mode is added to the fluid-structure interaction equation, and the fluid mode 
assumes a main role in the coupling process, resulting in different instability patterns as well as 
different aeroelastic phenomena. The dimensionless frequency ratio between the structural mode 
and the fluid mode is a key parameter to affect the characteristics of the coupled system. 
2) It clarifies the difference and relationship among these transonic aeroelastic phenomena from the 
instability patterns. The reduction of transonic buffet onset (Type II) and the classical transonic 
buffeting response (Type III) are both caused by the instability in the fluid mode. The response 
amplitude of the structure is small, and the response frequency is consistent with the unstable flow 
frequency. However, the nature of transonic buzz (Type I) and the frequency lock-in phenomenon 
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(Type IV) are the instability in the structural mode. In these flutter cases, the response amplitudes 
are relatively higher than those in the forced vibration case, and the response frequency locks onto 
the natural frequency of the structure. Due to the nonlinearity of transonic flow, these flutter cases 
often reveal themselves in the form of limit cycle oscillations.  
3) The complexity of transonic aeroelastic problems lies in the decrease and even instability of the 
flow. The unstable freestream not only complicates the coupling process, but also causes a 
misleading of contributing these aeroelastic phenomena to the forced vibration. However, in fact, 
most large-amplitude vibration problems in separated flows are still dominated by the self-excited 
flutter, especially for the frequency lock-in phenomenon. For the case with a strong fluid-structure 
feedback effect, the dynamics is mainly caused by the instability in the structural mode, which is 
essentially a flutter problem. The damage caused by this kind of problem is often more serious than 
that caused by the resonance problem. 
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