This work extends a parallel, adaptive, fourth-order, finite-volume, computational fluid dynamics algorithm and applies the code to a multi-fluid plasma model. The mathematical modeling of the multi-fluid plasma is derived from moments of the Boltzmann equation, under the assumption of local thermodynamic equilibrium. Maxwell's equations describe the electromagnetic field evolution and are coupled to the fluid equations of charged species. Interspecies interactions are modeled by collisional source terms, resulting in the production and destruction of species and the transfer of momentum and energy. This study only concerns a single fluid as the first step, although the algorithm is designed to accommodate more fluids, and the extension to multiple fluids is straightforward. The numerical algorithm featuring parallel, high-order, adaptive mesh refinement is expected to help cope with the inherent stiffness introduced by the multiple physical effects of the model. The standard, fourth-order Runge-Kutta scheme is used to evolve the solution in time. In the current study, solution stabilizing methods and a 2D-axisymmetric form of the governing equations are the focus. In subsequent work, the electromagnetic equations and the atomic physics -in the form of reaction rate equations for collisions between species -will be explored.
I. Nomenclature
N number plasma species (constituents) α, β species indices, α, β = 1 . . . N f α distribution function of species α v α individual velocity vector of species α m α particle mass of species α q α particle charge of species α n α number density of species α j α flux vector of species α t time ∇ gradient operator, default ∇ x gradient operator, in x space ∇ v gradient operator, in v space ∇· divergence operator ∇× curl operator ∂ ∂t c source term due to collisions E electric field B magnetic field A magnetic vector potential Φ electric potential P α static pressure tensor, species α τ α viscous tensor, species α I identity tensor p α scalar pressure, species α T α average Temperature, species α e α total energy, species α u α average velocity, species α R αβ momentum source, elastic collisions r αβ reaction rate between species α, β k αβ reaction rate coefficient for r αβ ν αβ Elastic collision frequency between α, β φ α heat flux vector, species α C pα heat capacity, species α h α enthalpy, species α 0 permittivity of free space µ 0 permeability of free space U vector of solution variables F tensor of inviscid flux terms G tensor of viscous flux terms S vector of source terms
II. Introduction
Plasma is the most common form of visible matter in the Universe and yet also the least understood. Vast clouds of interstellar plasma form in the medium that exists between stars and galaxies. Nuclear fusion reactions within stars sustain hot, dense plasmas. Modern electronic and micro-electromechanical devices are dependent on low-temperature, industrial plasmas and the nanometerscale manufacturing processes they enable. And, in the near future, it is likely that magnetically-confined, high-temperature plasmas will enable nuclear fusion to become a sustainable, long-term source of energy and electricity on planet Earth. Further understanding of plasma physics is pivotal to the advancement of science and the continual development of technologies based on plasmas.
Often, plasma based technology is exceedingly complex and expensive; fusion reactors and semiconductor processing tools are two examples. In these situations, a trial and error or iterative approach to development is not time-efficient or economically viable. The ability to use computational methods to predict the characteristics of plasmas holds the potential to rapidly and cost-effectively converge upon an optimized solution of operating parameters or configurations of equipment. Indeed, advancing predictive method capabilities for plasma has been identified as one of the topics crucial to speeding advancements in low-temperature plasma science that so greatly benefits society.
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Predictive capabilities are employed with great success across all disciplines of Engineering. Computational Fluid Dynamics (CFD) codes are used to obtain highly accurate numerical solutions to the NavierStokes equations governing the thermodynamics and mechanics of fluids. Complex solid mechanics and heat transfer problems are solved using finite-element methods. Maxwell's equations describing the propagation of electromagnetic waves can be solved numerically using familiar discretization methods such as finite-element or finite-difference. While seemingly diverse, there is a surprisingly common, mathematical structure underlying all these physical systems: partial differential equations (PDEs) describing the conservation of mass, momentum (force), energy, and electric charge. Despite the inherent complexity of plasmas, the same numerical methods can be used to predictively characterize many types of these systems. However, the challenge of obtaining simultaneous solutions to the various physical mechanisms within a plasma is compounded by vast temporal and spatial disparities for the physics involved. Often, the dynamic range between the timescales of surface chemistry or neutral fluid transport compared to the electromagnetic timescales can be on the order of 10 12 . And an equally challenging aspect of plasmas is the tendency towards very high spatial gradients and ranges of length scales. For instance, at interfaces to material surfaces, the plasma will develop a sheath where the charged particle density is dominated by positive ions, and there are often very high gradients in charge and species densities. The thickness of these sheaths in typical, industrial plasmas can be 10 −5 to 10 −4 (m), compared to the size of the reactor which may be on the order of 10 1 (m). One method -used in both academic and commercial codes -to handle the timescale disparity is referred to as the hybrid modeling (HM) approach. The physical processes are compartmentalized into modules, each with their own inputs, outputs, and algorithms. The modules are then combined using timeslicing techniques, where one module is executed while either holding inputs from other modules constant or varying the inputs in a prescribed manner. HM often addresses the high spatial gradient and boundary condition complexity from the plasma sheath by including a separate, analytical sheath model; this allows the remaining spatial domain to be comprised of a more uniform, lower-density grid or mesh.
2-4 HM trades accuracy in order to achieve efficient computation on individual computers. Most existing, HM type plasma codes are developed to run on individual computer nodes or cores, and are limited to fixed, predefined spatial discretization grids.
For plasma modeling with a fixed, structured, spatial grid, there are two compromises: either the grid is extremely fine in order to resolve the plasma sheath, or the grid is coarse to promote computational efficiency while relying on a less-accurate sheath model approximation for the material surface boundary conditions. On the other hand, adaptive mesh refinement (AMR) can achieve both computational efficiency as well as highly refined and accurate results in areas with high gradients. By putting more computational grid where the gradients are strongest and leaving the grid coarse where the solution is more quiescent, AMR improves numerical accuracy while simultaneously reducing memory and decreasing solution run-time. One such implementation of time-accurate, conservative discretizations of complex PDE's using AMR is Chord: our in-house, high-order, CFD code. Additionally, Chord supports MPI type parallelization.
5-10
We propose implementing a new approach to solving the governing equations of multi-fluid, continuum plasmas, by leveraging the AMR functionality and highly parallelizable framework within Chord. This proposed solution can be 4th-order accurate for most equations, improving on the numerical error compared to existing plasma codes. AMR is expected to help cope with the numerical stiffness that arises from the timescale disparities in the plasma fluid equations. However, we also plan on implementing hybrid, implicitexplicit (IMEX) integration methods.
The outline for the remainder of this paper is as follows. The mathematical model is described in Section III, including the fluid equations, electromagnetic field equations, and model closure. Section IV describes the numerical methods used to discretize and solve the governing equations. An overview of a singlefluid, 2D-axisymmetric test case is provided in Section V. Finally, results are discussed in Section V.E, and conclusions and future work are summarized in Section VI.
III. Mathematical Modeling of Multi-Fluid Plasma
The intent of this section is to lay the general mathematical framework for the development of a multifluid plasma model. The governing equations presented here are applicable to any plasma which can be described by continuum mechanics. To develop the mathematical model, the following assumptions are made:
• The gas density is low enough to ensure the mean free path is large compared to the distance of effective intermolecular forces. This assumption implies molecular chaos in the treatment of collisions -velocities of colliding particles are assumed to be statistically independent -and therefore assumes irreversibility of the Boltzmann equation.
• The mean free path is short compared to the dimensions of the spatial domain; that is, the Knudsen Number, Kn = λ L , is less than unity.
• Time, location, and particle velocity are independent variables in the phase space distribution function.
• Body forces acting on the charged plasma species are entirely electromagnetic.
For now, no other assumptions are made regarding the thermodynamics or equation of state for the plasma system. Later in section III.B, the specific assumptions and simplifications will be made for the present study.
III.A. Governing Equations

III.A.1. Equations of Fluid Motion
The fundamental equation describing the time-evolution of a plasma species distribution in 6-dimensional phase space ( x, v) is the Boltzmann equation:
where f α is the particle distribution for each plasma species α, F is the force acting on the particles, ∇ x is the gradient in x space, ∇ v is the gradient in v space, and (∂f α /∂t) c accounts for particle production and destruction due to collisions. If the body force F is entirely electromagnetic (i.e. Lorentz force), then the Boltzmann equation can be written as:
The governing equations of the plasma fluid model correspond to moments of the Boltzmann equation. The lowest, or zeroth, moment is obtained by integrating equation Eq. (2) over velocity space.
11-14 The result is the continuity equation
expressed in terms of the species flux j α = n α u α , where u α is, by definition, the average velocity of species α, and n α is the species number density. The right side of the continuity equation, Eq. (3), represents contributions to the species density due to collisions (reactions) within the plasma, (∂n α /∂t) c ; the collisional terms will be discussed subsequently.
To obtain an equation for j α , the first moment of the Boltzmann equation is found by multiplying Eq. (2) by m α u α and integrating over velocity space. 11 The result is the fluid momentum equation:
where E and B are the electric and magnetic fields, respectfully, P α is the static pressure tensor, τ α is the viscous stress tensor, and R αβ represents the momentum transfer due to elastic collisions between species α and each of the other species in the plasma, β. In Eq. (4), the term j α j α represents a dyadic product, and the operation results in a dyad or second-rank tensor. The last term on the right side of the momentum equation, Eq. (4), describes contributions to the momentum change of species α from inelastic collisions with other species in the plasma. 
where the total energy is defined by:
In the energy equation, Eq. (5), the term φ α is the heat flux vector, and h α is the enthalpy. The energy addition rate for species α due to reactions within the plasma, (∂e α /∂t) c will be described in section III.B.2.
III.A.2. Electromagnetic Field Equations
Electromagnetic fields influence the motion of charged plasma species through the Lorentz force terms in the momentum equation, Eq. (4), and the electric field term in Eq. (5) contributes work to charged species. Simultaneously, movement of charged species within the plasma affects the distribution of charge and current density, changing the evolution of the electromagnetic fields. This collective behavior of plasmas is described by Maxwell's equations:
The divergence relations imposed by Eq. (9) and Eq. (10) over-constrain the problem and can result in numerical error or instability. There are multiple approaches to dealing with this complexity. One, common treatment in the analysis of Maxwell's equation is to express the electromagnetic fields in terms of the electric potential V and magnetic vector potential A:
This reformulation mathematically satisfies the divergence constraints (Eqs. (9) and (10)). By assuming the Coulomb gauge approximation, where
Eqs. (7) and (8) can be written in the following form, which completely describe the electromagnetic field evolution without over-constraint:
Another treatment involves introducing divergence correction potentials to form purely hyperbolic equations, [13] [14] [15] [16] [17] which take the following form:
∂ B ∂t
where Φ and Ψ are included as correction potentials, used to absorb any divergence errors. The dimensionless, positive, constants λ and χ determine the speed at which the divergence errors are propagated out of the problem domain; these constants are set to values greater than or equal to unity.
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III.B. Model Closure & Simplifying Assumptions
To close the more general, mathematical model of a multi-fluid plasma, the collision terms in the system of governing equations must be modeled. In addition, the following assumptions are applied in order to simplify the system and allow the present work to focus on enabling the high-order, solution-adaptive, finite-volume, computational framework for plasma modeling. Specifically, the assumptions are:
• A collisional plasma, with Maxwellian electron energy distribution.
• Local thermodynamic equilibrium is assumed within each fluid.
• Each non-electron species is treated as a thermally perfect, ideal gas.
• The hyperbolic-only formulation of Maxwell's equations will be used; this simplifies the system of governing equations and facilitates adaptation into the numerical model.
Further assumptions specific to the test case are discussed in Section V.
III.B.1. Equation of State
To close these multi-fluid plasma equations, it is necessary to define an equation of state. The "heavy" (nonelectron) species are assumed to behave as thermally perfect, ideal gases, where the relationship between fluid species pressure and temperature are described by the Ideal Gas Law
where R α represents the specific gas constant. Furthermore, in a thermally-perfect gas, the specific heat and enthalpy are temperature-dependent properties.
III.B.2. Modeling of Collisions
As previously discussed, electromagnetic fields can provide a strong, long-range influence to the motion and energy transport of charged, plasma species. However, shorter-range interactions (collisions) with other plasma constituents can also have a significant effect on the evolution of a plasma: particles may exchange momentum or energy, neutral particles may become ionized, ionized particles may become neutral, and particles may transfer charge. Furthermore, in more complex and/or molecular gases, collisions may result in molecular dissociation, recombination, negative ions, vibrational and rotational excitation, and more. Total momentum and energy are both conserved during collision events. Electrons and fully-stripped ions carry only kinetic energy. Atoms and partially-stripped ions have internal energy levels which can be excited, quenched, or ionized; these events correspond to changes in the particle's potential energy. It is the total energy -the sum of potential and kinetic fractions -that is conserved in a collision.
Collisions that do not result in an exchange of internal energy are referred to as "elastic". In these cases, the sum of kinetic energies is conserved. The transfer of momentum from elastic collisions manifests as a frictional drag term, β R αβ , in Eqs. (4) and (5). The rate of momentum transfer between species α and β is modeled as:
where ν αβ is the collision frequency between species α and β. Because these momentum transfer collisions are purely elastic, the inverse reaction rate must be R βα = − R αβ , and inter-species collisions do not transfer momentum, R αα = 0.
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When kinetic energy is not conserved during a collision, then the potential energy of one or more of the species involved must change. These processes are referred to as "inelastic," and result in ionization, recombination, excitation, quenching, dissociation, or charge exchange. The transfer of momentum and energy between species due to inelastic collisions is accounted for by the ∂ j α /∂t c and (∂e α /∂t) c source terms in Eqs. (4) and (5), respectfully. The production and destruction of species from inelastic collisions is represented in the continuity equation, Eq. (3), as (∂n α /∂t) c
The inelastic collision reaction rates are calculated by utilizing the Bhatnagar-Gross-Krook (BGK) collision operator to arrive at a discrete expression for the collisional source component of the Boltzmann equation, Eq. (2). 18 The corresponding source terms in the continuity, momentum, and energy equations are as follows:
where the total energy terms, e α , e β are defined in Eq. (6) . Each individual r αβ term has a positive sign if the reaction results in a production of species α or a negative sign if the reaction destroys particles of species α. For each reaction (collisional process), the reaction rate is calculated as the product of the reaction rate coefficient k αβ and the densities of the reactants. For a simple model involving only 2-body collisions, the reaction rates are determined by:
The reaction rate coefficients, k αβ , for many plasma reactions can be found in literature. Or, if the temperature (energy) dependent collision cross sections are known, and the electron energy distribution function is known or assumed, one can integrate the product of the collision cross section, σ αβ and the electron velocity over the electron energy distribution function to determine the reaction rate coefficient for electron scattering events:
where, in this case, β represents the electron species, and f β is the electron energy distribution function.
IV. Computational Modeling
The computational framework for the present work is Chord, 5-10 our in-house CFD code. Chord is a highly parallel, fourth-order accurate, solution-adaptive, finite-volume CFD algorithm. Currently, Chord solves the system of governing equations for transient, compressible, viscous gaseous combusting flows.
Chord has been designed to achieve superior accuracy and parallel performance for simulations of physics where flows exhibit multi-scale behavior, such as turbulence, combustion, shock, or plasma. The use of AMR allows for the mesh resolution to change in response to the characteristics of the solution. AMR on a Cartesian grid is logistically simple and efficient. Chord handles complex geometries by mapping a structured grid in physical space to a Cartesian grid in computational space, because finite volume methods employed on Cartesian grids are computationally efficient and additionally benefit from having well-understood properties in terms of solution accuracy. Moreover, finite-volume methods are well suited for problems with discontinuities: the resulting discretization satisfies a discrete form of the divergence theorem, leading to a local conservation property for time-dependent problems.
The high-order finite-volume method can produce solutions to smooth flows much faster than low-order schemes, to the same level of accuracy. Furthermore, the high-order methods increase the computation per unit memory which makes better use of modern and upcoming computer architectures. Chord also utilizes the loop chaining concept for significant improvement in code performance on parallel machines. For the spatial discretization scheme, a fourth-order center-differencing method is used for reconstructing the faceaveraged quantities and the face-averaged gradients, and thus for hyperbolic and elliptic flux evaluation. However, for flows where strong discontinuities or shock waves present, the hyperbolic flux is then evaluated based on the upwind scheme by solving a Riemann problem at each cell face. A piecewise parabolic method (PPM) limiter is applied to find the left and right face-averaged variables. The standard fourth-order RungeKutta method is employed to evolve the system of governing equations in time. Chord ensures the freestream preservation and enforce stability constraints. Chord provides a solid starting point for this study.
The PPM limiter modified by McCorquodale and Colella 19 is used in the present implementation of Chord. Additionally, a slope flattening algorithm and optional, artificial viscosity can be added to the solution procedure to handle cases with sharp discontinuities or in cases were only inertial (hyperbolic) physics are being solved for.
For the convenience of algorithm implementation, the aforementioned governing equations of the multifluid plasma model -fluid Eqs. (3) - (5) 
U is the vector of solution variables: an amalgamation of the conserved terms from the fluid equations for each species and the conserved terms from the electromagnetic equations. F is a dyadic tensor of inviscid (hyperbolic) flux terms, G is a dyadic tensor of viscous (elliptic) flux terms and S is a vector of source terms. The number of species in the model (N ) determines the length of the vectors. In three-dimensional Cartesian coordinates, for species α = 1 . . . N , using the hyperbolic-only formation of Maxwell's equations, the solution vector U is arranged as follows:
General forms of the flux dyads and source vector are provided in the Appendix.
V. Test Case: Laser-Initiated Plasma Shock Bubble
The intention of our initial test case is to assess the stability of our algorithm framework -a fourth-order accurate CFD code with AMR -for problems involving the temperature magnitudes and spatial gradients encountered in plasmas. Furthermore, we seek to develop a solution methodology and to compare our results against the literature.
Many plasmas and plasma systems are cylindrical in nature, and often the plasmas exhibit sufficient azimuthal symmetry that the physics can be accurately represented with a 2D-axisymmetric problem domain. These problems can be solved in the Cartesian coordinate system by analytically rearranging the governing equations, resulting in source terms, S, which account for the axisymmetric coordinate. A complete derivation of these geometric source terms can be found in CFD textbooks.
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Recent work on laser-initiated, plasma-enhance combustion 21 provides relevant test cases for the initial developments of our multi-fluid plasma model. In one such example, 21 the 2D-axisymmetric shock expansion of an initial kernel or filament of high-energy gas is modeled and compared to experimental data. Experimentally, the plasma kernel is created by overlapping a pre-ionizing, ultra-violet (UV) laser pulse with a near-infrared (NIR) laser pulse to deposit energy to the plasma, and the resulting shape is a symmetric, elliptical structure. In that study, the initial energy kernel creation is not modeled. Instead, the numerical model begins approximately 500 ns after the pulse. The compressible Navier-Stokes equations were solved, assuming a thermally-perfect ideal gas equation of state. This simplified model does not account for any electrodynamics or charged species; instead, the gas is assumed to be molecular Nitrogen in the ground state. In the present study, we take a similar approach to numerical modeling of the plasma kernel evolution. The 2D-axisymmetric problem domain and initial, high-energy kernel are illustrated in Figure 1 . This is the computational geometry and domain used in the present study. 
V.A. Axisymmetric Governing Equations
In the discussion of this laser-plasma kernel test case, we revert to a more familiar nomenclature for the fluid equations in order to be consistent with the reference literature, and also because the more detailed nomenclature and formulation of the governing equations used in Sections III and IV are better suited for problems involving multiple, charged species. Simplifying the governing equations (28) in 2-D axisymmetric problem space, for a single, neutral species, results in the following solution vector
hyperbolic flux,
viscous (elliptical) flux,
and source terms,
In this simplified case of a single, neutral species, there are no source terms to account for collisions or reactions. Instead, the vector of source terms (33) represents the transformation between the Cartesian coordinate version of the conservation equations and a 2D-axisymmetric coordinate system.
V.B. Boundary Conditions and Initialization
The z axis in Figure 1 represents the symmetry axis (i.e. the axis of rotation). From a boundary condition perspective, this z-axis edge of the 2D domain is modeled as a slip boundary. This boundary treatment prescribes a zero velocity in the r direction, but does not inhibit or dictate the z direction velocity, which is reconstructed from adjacent cells. The three other edges of the problem domain are also modeled as slip wall boundaries; however, the domain is sized with the intention that the shock propagation does not reach any boundaries within the time range of interest.
The 2D domain size is 16 mm in the r direction and 32 mm in the z direction (Figure 1 ). The initial kernel of high-energy described in the reference 21 is 2 mm long (z direction) and has a minor radius of 0.5 mm (r direction) resulting in a length to width aspect ratio of 2:1. The shape of the initial kernel is described as an ellipse superimposed on an elongated rectangle or diamond shape. After the initial kernel shape is constructed, the pressure and temperature inside the kernel are set to 2.2×10 7 Pa and 35,000 K, respectively. Outside the kernel, the remainder of the domain is initialized to 101,325 Pa and 300 K. The only gas species considered in this test case is diatomic Nitrogen, N 2 , in the ground state. Finally, a circular-averaging (pillbox) filter method is applied to the problem domain, with a filter radius of 0.25 mm, to smooth the sharp discontinuities at the kernel edges. A contour plot of the kernel initialization is shown in Figure 2. (a) Temperature, 0 µs,
(b) Pressure, 0 µs, 
V.C. Transport and Thermodynamic Properties
The initial temperature in the high-energy kernel, 35,000 K, is far beyond any useful tables or constitutive models for transport or thermodynamic coefficients of gases. In fact, at those temperatures, the Nitrogen molecules would exhibit a significant level of dissociation into atomic Nitrogen as well as thermal ionization. However, the goal of this work is to establish solution methods for problems involving strong discontinuities commonly found in plasmas and laser excitations of gas, so the chemical and charge complexities of the gas are neglected in the present study. Similar assumptions were made in the reference literature.
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Thermodynamic and transport data are based on the coefficients and polynomials published by NASA Glenn Research Center. 22 For Nitrogen, these tables provide transport coefficients up to 15,000 K and thermodynamic coefficients up to 20,000 K. The polynomial for thermal conductivity -based on coefficients at 15,000 K -is monotonic and stable when extrapolated between 15,000 K -35,000 K, so the high-temperature coefficients for κ were used without modification inside the high-temperature kernel. Some literature suggests the viscosity of Nitrogen at temperatures between 15,000 K -35,000 K is relatively consistent, 23 so in our model we have held the viscosity constant over this entire high-temperature range, based on the value of µ at 15,000 K. At temperature values above 15,000 K, the Prandtl number for air tends to remain approximately 0.3, so we assume this trend also applies for Nitrogen. 23 However, extending the specific heat equation, C p (T ) beyond the maximum temperature range from the NASA tables results in a highly nonlinear relationship with temperature, and the resulting C p values, combined with extrapolated values for µ and κ, yield Prandtl numbers that are excessively high. Therefore, a new model for specific heat was constructed for temperatures above 20,000 K. This model assumes a linear relationship with temperature, with a slope that approximately results in a Prandtl number of 0.3 over the temperature range of 20,000 -35,000 K.
V.D. Solution Methodology
The higher-order, Godunov-based finite-volume algorithm in Chord requires primitive variables for various aspects: calculating the viscous fluxes, limiting the slopes during reconstruction of the left and right cell face values, and in refinement tagging for AMR, to name a few. To preserve fourth-order accuracy during deconvolution of the primitive values from the cell average conservative variables, a stencil is required; interested readers are referred to previous literature describing this methodology in more detail. 6, 19 In regions of strong gradients, as is the case in this work, the higher-order stencils can induce oscillations or even nonphysical quantities in the primitive variables. To mitigate this behavior, other authors have considered non-oscillatory limiting methods during the higher order cell deconvolution operations. 24 We take a similar approach in the current problem, applying a novel, PPM-style limiting and slope flattening technique -in regions where steep gradients are detected -during the calculation of primitive variables.
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The details of the aforementioned deconvolution limiting are outside the scope of the current paper, but readers are referred to existing references on this topic for a more rigorous explanation.
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Spatial discretization of the problem domain is handled dynamically, using the AMR functionality built into Chord. For a significant duration of the transient solution, the majority of the problem domain is quiescent. In order to promote computational efficiency in these undisturbed regions, a coarse resolution is specified for the top-level mesh. As the solution progresses, the decision on whether to refine the mesh is based on pressure and density gradients. Cells are "tagged" for refinement if the gradients in density or pressure spanning the cell exceed some predetermined threshold for each variable. For the simulation presented here, the tagging thresholds of 0.1 -0.01 were found to provide a good balance between refinement and solution efficiency. Also, in the current simulation, four levels of mesh refinement were employed, each level with twice the mesh resolution as the previous level. As a result, the cell sizes vary between 125 micron on the coarsest grid to approximately 8 micron on the finest grid; these cell sizes correspond to local Knudsen numbers (i.e. based on the discretization length) of Kn c ≈ 0.06 to Kn c ≈ 1.00 , respectively.
The standard fourth-order Runge-Kutta scheme is used to evolve the solution in time. To ensure stability during the iterative solution, both convective and diffusive fluxes (i.e. the corresponding wave speeds), as well as the source terms need to be considered when determining a time step size. Eigensystem analysis of the source term Jacobian matrix reveals maximum wave speeds of the radial velocity component, u. In the case of this laser-induced plasma kernel, it is the convective wave speeds that dominate the propagation of error terms through the domain. Therefore, the time step is determined at each iteration of the nonlinear solution, based on the maximum wave speed of the hyperbolic flux terms and a prescribed CFL number. For the simulations presented in this work, CFL numbers in the range 0.50 − 0.75 were used.
V.E. Results and Discussion
The most volatile conditions in the simulation occur within 1.0 µs, when the initial high pressure region rapidly expands past the region of high temperature. Compression waves coalesce around the perimeter, driving high density shock wave along the front of the expansion bubble. The leading edge of the expansion bubble are where the gradients are highest, and the mesh is actively refined in this region, as shown in figure 3 . Furthermore, having a highly-refined mesh along the surface of the expansion bubble allows for the shock discontinuity to be captured with a sharp, non-oscillatory edge, as shown in subfigure (b) of Figure 4 . Additionally, line plots showing the pressure and temperature values in the r direction, through the center of the kernel, are shown for multiple times in Figure 4 .
The transient response of the initial high-energy kernel in time is illustrated in Figure 5 . Around 4-5 µs, the high-temperature region begins to collapse inward along the z axis, rapidly cooling the center, eventually producing a toroidal shape as shown in Figure 6 . Also around 4-5 µs, the high-pressure has evacuated the initial kernel, leaving behind a region of high temperature which is propagating on a slower time scale due to thermal diffusion. During this time, the density inside the expansion bubble becomes lower than the surrounding conditions.
After the initial shock formation and rapid outward convection, the thermodynamic evolution of the high-temperature kernel left behind occurs on a much slower timescale. As time progresses, the simulation predicts a similar kernel structure compared to experimental results; however, the temporal response of the simulation is roughly twice as slow as captured in the experimental results. Clearly, this is due -at least in part -to the gross simplifications in physics we have made regarding the high-temperature properties and characteristics of the fluid. It will be interesting in future work to include more relevant physics, accounting for the presence of charged, excited, and atomic species. 
VI. Concluding Remarks and Future Work
Through the present study, we have established a solid numerical foundation for solving multi-fluid, multi-scale plasma models. The code employs AMR and is fourth-order accurate in smooth regions. Plasmas often develop steep spatial gradients. In the present work, solution stabilizing methods for the fourth-order algorithm have been identified which effectively cope with these discontinuities: the PPM limiter has been used during the reconstruction step of the finite-volume method; and a novel, PPM-like limiter has been applied during deconvolution of the primitive variables.
The most immediate next steps in the development of our multi-fluid plasma model will involve the simulation presented here; some examples are as follows. It will be beneficial to continue exploring optimal AMR parameters, domain sizes, simulation times, and more highly-parallelized simulations. The slip-wall boundary conditions used in this study are physically appropriate, but compared to truly symmetric BCs, the implementation of slip-wall is more complicated and presents the potential for introducing error through the use of biased stencils. The present work will benefit from incorporating a pure symmetry boundary condition (i.e. along the z axis). Furthermore, it's desirable to run the current simulation using outflow type boundaries, allowing the pressure wave to convect out of the domain and run for longer simulation times to observe the evolution of the high temperature region.
Longer-term, the ultimate goal of the multi-fluid plasma model is to simulate multiple, charged species and account for both internal and external electromagnetic fields. The next major tasks will include adding additional species to the algorithm, such that individual conservation equations are solved for each species, and coupling the species to E-M field equations and to each other via collisional operators in the source terms.
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VII. Appendix
The hyperbolic flux dyad is written as
. . .
the viscous (elliptical) flux dyad is written as: 
and the source vector becomes: 
